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Abstract
An equivariant version of the twisted inverse pseudofunctor is de-
fined, and equivariant versions of some important properties, including
the Grothendieck duality of proper morphisms and flat base change
are proved. As an application, a generalized version of Watanabe’s
theorem on the Gorenstein property of the ring of invariants is proved.
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1 Introduction
Let S be a separated noetherian scheme, G a flat separated S-group scheme
of finite type, X and Y S-schemes separated of finite type with G-actions,
and f : X → Y a G-morphism.
The purpose of these notes is to construct an equivariant version of the
twisted inverse functor f !.
One of the main motivation of the work is an application to the invariant
theory. As an example, we give a very short proof of a generalized version of
Watanabe’s theorem on the Gorenstein property of invariant subrings [40].
Also, there might be some meaning in formulating the equivariant duality
theorem, which has the Serre duality for the representations of reductive
groups (see [20]) as a special case, in a reasonably general form for records.
In the case where G is trivial, f ! is defined as follows. For a scheme Z,
we denote the category of OZ-modules by Mod(Z). By definition, a plump
subcategory of an abelian category is a non-empty full subcategory which is
closed under kernels, cokernels, and extensions [23, (1.9.1)]. We denote the
plump subcategory of Mod(Z) consisting of quasi-coherent OZ-modules by
Qco(Z).
By Nagata’s compactification theorem, there exists some factorization
X
i
−→X¯
p
−→Y
such that p is proper and i an open immersion. We call such a factorization
a compactification. We define f ! : D+Qco(Y )(Mod(Y ))→ D
+
Qco(X)(Mod(X)) to
be the composite i∗p×, where p× : D+Qco(Y )(Mod(Y )) → D
+
Qco(X¯)
(Mod(X¯))
is the right adjoint of Rp∗, and i
∗ is the restriction. The definition of f ! is
independent of choice of compactification.
In order to consider a non-trivial G, we need to replace Qco(X) and
Mod(X) by some appropriate categories which respect G-actions. The cate-
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gory Qco(G,X) which corresponds to Qco(X) is fairly well-known. It is the
category of G-linearlized quasi-coherent OX-modules defined by Mumford
[27]. The category Qco(G,X) is equivalent to the category of quasi-coherent
sheaves over the diagram of schemes
BMG (X) :=

G×S G×S X
1G×a−−→
µ×1X−−→
p23
−−→
G×S X
a
−−→
p2
−−→
X

 ,
where a : G × X → X is the action, µ : G × G → G the product, and p23
and p2 are appropriate projections. Thus it is natural to embed the cate-
gory Qco(G,X) into the category of all OBMG (X)-modules Mod(B
M
G (X)), and
Mod(BMG (X)) is a good substitute of Mod(X). As G is flat, Qco(G,X) is a
plump subcategory of Mod(BMG (X)), and we may considerDQco(G,X)(Mod(B
M
G (X))).
However, our construction utilize an intermediate category LQco(G,X) (the
category of locally quasi-coherent sheaves), and is not an obvious interpreta-
tion of the non-equivariant case.
Note that there is a natural restriction functor Mod(BMG (X))→ Mod(X),
which sends Qco(G,X) to Qco(X). This functor is regarded as the forgetful
functor, forgetting the G-action. The equivariant duality theorem which
we are going to establish must be compatible with this restriction functor,
otherwise the theory would be something different from the usual scheme
theory and probably useless.
Most of the discussion in these notes treats more general diagrams of
schemes. This makes the discussion easier, as some of the important proper-
ties are proved by induction on the number of objects in the diagram. Our
main construction and theorems are only for the class of finite diagrams of
schemes of certain type, which contains the diagrams of the form BMG (X).
In sections 2–4, we review general facts on homological algebra. The
construction of f ! is divided into five steps. The first is to analize the functo-
riality of sheaves over diagrams of schemes. Sections 5–8 are devoted to this
step. The second is the derived version of the first step. This will be done
in sections 9, 10, and 13. Note that not only the categories of all module
sheaves Mod(X•) and the category of quasi-coherent sheaves Qco(X•), but
also the category of locally quasi-coherent sheaves LQco(X•) also plays an
important role in our construction.
The third is to prove the existence of the right adjoint p×• of R(p•)∗ for
(componentwise) proper morphism p• of diagrams of schemes. This is not
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so difficult, and is done in section 12. We use Neeman’s existence theorem
on the right adjoint of unbounded right derived functors. Not only to uti-
lize Neeman’s theorem, but to calculate composite of various left and right
derived functors, it is convenient to utilize unbounded derived functors. A
short survey on unbounded derived functors is given in section 4.
The fourth step is to prove various commutativity related to the well-
definedness of the twisted inverse pseudofunctors, sections 11, 14, and 15.
Among them, the compatibility with restrictions (Proposition 14.14) is the
key to our construction. Given a G-morphism f : X → Y between G-schemes
separated of finite type over S, the associated morphism BMG (f) : B
M
G (X)→
BMG (Y ) is of fiber type (or cartesian), see for the definition, (5.2). If we could
find a compactification
BMG (X)
i•−→Z•
p•
−→BMG (Y )
such that p• is proper and of fiber type, and i• an image-dense open im-
mersion, then the construction of f ! and the proof of various commutative
diagrams would be fairly easy. However, it seems that this is almost the
same as the problem of equivariant compactifications. See [35] for equivari-
ant compactifications. We avoid this problem, and prove the commutativity
of various diagrams without assuming that p• is of fiber type.
The fifth part is the existence of factorization f• = p•i•, where p• is proper
and i• an image-dense open immersion. This is easily done utilizing Nagata’s
compactification theorem, and is done in section 16. This completes the basic
construction of the equivariant twisted inverse pseudofunctor.
In sections 17–24, we prove equivariant versions of most of the known re-
sults on twisted inverse including the equivariant Grothendieck duality and
flat base change, except that the equivariant dualizing complexes are treated
later. We also prove that the twisted inverse functor preserves quasi-coherent
cohomology groups. As we already know the corresponding results on single
schemes and the commutativity with restrictions, this consists in straightfor-
ward (but not easy) check of various commutativity of diagrams of functors.
So far, almost all results are valid for any diagram of separated noetherian
schemes with flat arrows over a finite ordered category. In sections 25–31,
we prove some results which are special on the G-actions.
In section 32, we give a definition of the equivariant dualizing complexes.
As an application, we give a very short proof of a generalized version of
Watanabe’s theorem on the Gorenstein property of invariant subrings in
section 33.
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2 Commutativity of diagrams constructed from
a monoidal pair of pseudofunctors
(2.1) Let (?)∗ be a covariant symmetric monoidal pseudofunctor [23, (3.6.5)]
of closed categories on a category S. Thus, for each X ∈ S,
X∗ = (MX ,⊗,OX , α, λ, γ, [?, ∗], π)
is a (symmetric monoidal) closed category (see e.g., [23, (3.5.1)]), where MX
is the underlying category, ⊗ : MX × MX → MX the product structure,
OX ∈ MX the unit object, α : (a ⊗ b) ⊗ c ∼= a ⊗ (b ⊗ c) the associativity
isomorphism, λ : OX ⊗ a ∼= a the left unit isomorphism, γ : a ⊗ b ∼= b ⊗ a
the twisting (symmetry) isomorphism, [?,−] :MopX ×MX →MX the internal
hom, and
π : MX(a⊗ b, c) ∼= MX(a, [b, c]) (2.2)
the associative adjunction isomorphism of X , respectively.
In this paper, various (different) adjoint pairs appears almost everywhere.
By abuse of notation, the unit (resp. the counit) of adjunction is usually
simply denoted by the same symbol u (resp. ε). However, the unit map and
the counit map arising from the adjunction (2.2) are denoted (by less worse
abuse of notation) by (the same symbol)
tr : a→ [b, a⊗ b] (the trace map)
and
ev : [b, c]⊗ b→ c (the evaluation map),
respectively.
(2.3) Let f : X → Y be a morphism. Then f∗ is a symmetric monoidal
functor. The natural map
f∗a⊗ f∗b→ f∗(a⊗ b)
is denoted by m = m(f), and the map
OY → f∗OX
is denoted by η = η(f).
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(2.4) For composable two morphisms f and g in S, the given isomorphism
(gf)∗ ∼= g∗f∗ is denoted by c = cf,g as in [23, (3.6.5)]. Let gf = f ′g′ be a
commutative diagram in S. The composite isomorphism
g∗f∗
c−1
−−→(gf)∗ = (f
′g′)∗
c
−→f ′∗g
′
∗
is also denoted by c = c(gf = f ′g′), by abuse of notation.
(2.5) Let f : X → Y be a morphism in S. The composite natural map
f∗[a, b]
tr
−→[f∗a, f∗[a, b]⊗ f∗a]
via m
−−−→[f∗a, f∗([a, b]⊗ a)]
via ev
−−−→[f∗a, f∗b]
is denoted by H . In other words, H is right conjugate [23, (3.3.5)] to the
map
f∗[a, b]⊗ f∗a
m
−→f∗([a, b]⊗ a)
f∗ ev
−−→f∗b.
(2.6) G. Lewis proved a theorem which guarantee that some diagrams in-
volving two symmetric monoidal closed categories and one symmetric monoidal
functor commute [22].
By Lewis’ result, we have that the following diagrams are commutative
for any morphism f : X → Y (also checked by direct computation).
f∗[a, b]⊗ f∗a
H⊗1
−−→ [f∗a, f∗b]⊗ f∗a
↓ m ↓ ev
f∗([a, b]⊗ a)
f∗ ev
−−→ f∗b
(2.7)
f∗a
f∗ tr
−−→ f∗[b, a⊗ b]
↓ tr ↓ H
[f∗b, f∗a⊗ f∗b]
m
−→ [f∗b, f∗(a⊗ b)]
(2.8)
f∗a
λ−1
−−→ OY ⊗ f∗a
η
−→ f∗OX ⊗ f∗a
via tr
−−−→ f∗[a,OX ⊗ a]⊗ f∗a
↓ 1 ↓ via λ
f∗a ←−−−−−−−
ev
−−−−−−−− [f∗a, f∗a]⊗ f∗a
H⊗1
←−− f∗[a, a]⊗ f∗a
(2.9)
2.10 Lemma. Let f : X → Y and g : Y → Z be morphisms in S. Then the
diagram
g∗f∗[a, b]
H
−→ g∗[f∗a, f∗b]
H
−→ [g∗f∗a, g∗f∗b]
↑ c ↑ [c−1, c]
(gf)∗[a, b] −−−−−−−
H
−−−−−−−→ [(gf)∗a, (gf)∗b]
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is commutative.
Proof. Consider the diagram
g∗f∗[a, b] ⊗ g∗f∗a
m
−→ g∗(f∗[a, b]⊗ f∗a)
m
−→ g∗f∗([a, b]⊗ a)
via ev
−−−−→ g∗f∗b
↑ c⊗ c σ ↓ c−1 τ ↓ c−1
(gf)∗[a, b] ⊗ (gf)∗a −−−−−−−−−−
m
−−−−−−−−−→ (gf)∗([a, b]⊗ a)
via ev
−−−−→ (gf)∗b.
The diagram σ is commutative by the definition of monoidal pseudofunctor,
see [23, (3.6.7.2)]. The commutativity of τ is obvious. Taking the conjugate,
we get the commutativity of the diagram in the lemma.
(2.11) Let us assume that there is a left adjoint (?)∗ of (?)∗ so that ((?)
∗, (?)∗)
is a monoidal adjoint pair [23, pp. 107–109].
For composable two morphisms f and g in S, we denote the map f ∗g∗ →
(gf)∗ conjugate to c : (gf)∗ → g∗f∗ by d = df,g. Being the conjugate of an
isomorphism, d is an isomorphism. For a commutative diagram gf = f ′g′ in
S, the composite map
(g′)∗(f ′)∗
d
−→(f ′g′)∗ = (gf)∗
d−1
−−→f ∗g∗
is also denoted by d, by abuse of notation. For a morphism f : X → Y ,
the map f ∗OY → OX conjugate to η : OY → f∗OX is denoted by C. The
composite map
f ∗(a⊗ b)
via u
−−−→f ∗(f∗f
∗a⊗ f∗f
∗b)
via m
−−−→f ∗f∗(f
∗a⊗ f ∗b)
ε
−→f ∗a⊗ f ∗b (2.12)
is denoted by ∆.
Almost by definition, the diagrams
a⊗ b
u⊗u
−−→ f∗f ∗a⊗ f∗f ∗b
↓ u ↓ m
f∗f
∗(a⊗ b)
∆
−→ f∗(f ∗a⊗ f ∗b)
(2.13)
and
f ∗(f∗a⊗ f∗b)
m
−→ f ∗f∗(a⊗ b)
↓ ∆ ↓ ε
f ∗f∗a⊗ f ∗f∗b
ε⊗ε
−−→ a⊗ b
(2.14)
are commutative.
2.15 Definition. A monoidal adjoint pair ((?)∗, (?)∗) is said to be Lipman
if ∆ : f ∗(a⊗ b)→ f ∗a⊗ f ∗b and C : f ∗OY → OX are isomorphisms for any
morphism f : X → Y in S and any a, b ∈ MY .
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(2.16) Note that ∆ : f ∗(a⊗ b)→ f ∗a⊗ f ∗b is a natural isomorphism if and
only if its right conjugate (see [23, (3.3.5)]) is an isomorphism. The right
conjugate is the composite
f∗[f
∗b, a]
H
−→[f∗f
∗b, f∗a]
u
−→[b, f∗a].
Let ((?)∗, (?)∗) be a Lipman adjoint pair of monoidal pseudofunctors
over S. Then (?)∗ together with ∆−1 and C−1 form a covariant symmet-
ric monoidal pseudofunctor on Sop.
(2.17) For a morphism f : X → Y in S, the composite map
f ∗[a, b]
via tr
−−−→[f ∗a, f ∗[a, b]⊗ f ∗a]
via ∆−1
−−−−−→[f ∗a, f ∗([a, b]⊗ a)]
via ev
−−−→[f ∗a, f ∗b]
is denoted by P . We can apply Lewis’ theorem to f ∗. In particular, the
following diagrams are commutative by (2.6) for a morphism f : X → Y .
f ∗[a, b]⊗ f ∗a
P⊗1
−−→ [f ∗a, f ∗b]⊗ f ∗a
↓ ∆−1 ↓ ev
f ∗([a, b]⊗ a)
f∗ ev
−−−→ f∗b
(2.18)
f ∗a
f∗ tr
−−→ f ∗[b, a⊗ b]
↓ tr ↓ P
[f ∗b, f ∗a⊗ f ∗b]
∆−1
−−→ [f ∗b, f ∗(a⊗ b)]
(2.19)
f ∗a
λ−1
−−→ OX ⊗ f ∗a
C−1
−−→ f ∗OY ⊗ f ∗a
via tr
−−−→ f ∗[a,OY ⊗ a]⊗ f ∗a
↓ 1 ↓ via λ
f ∗a ←−−−−−−−−
ev
−−−−−−−− [f ∗a, f ∗a]⊗ f ∗a
P⊗1
←−− f ∗[a, a]⊗ f ∗a
(2.20)
2.21 Lemma. Let f : X → Y and g : Y → Z be morphisms in S. Then the
diagram
f ∗g∗[a, b]
P
−→ f ∗[g∗a, g∗b]
P
−→ [f ∗g∗a, f ∗g∗b]
↑ d−1 ↑ [d, d−1]
(gf)∗[a, b] −−−−−−−
P
−−−−−−−→ [(gf)∗a, (gf)∗b]
is commutative.
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Proof. Follows instantly by Lemma 2.10.
2.22 Lemma. The following diagrams are commutative.
[a, b]
u
−→ [a, f∗f ∗b]
↓ u ↑ u
f∗f
∗[a, b]
HP
−−→ [f∗f ∗a, f∗f ∗b]
f ∗f∗[a, b]
PH
−−→ [f ∗f∗a, f
∗f∗b]
↓ ε ↓ ε
[a, b]
ε
−→ [f ∗f∗a, b]
Proof. We prove the commutativity of the first diagram. Taking the adjoint
map, it suffices to prove the commutativity of
[a, b]⊗ a −−−−−−−−−−−−−
ev
−−−−−−−−−−−−→ b
↓ u⊗ u ↓ u
f∗f
∗[a, b]⊗ f∗f ∗a
HP⊗1
−−−→ [f∗f ∗a, f∗f ∗b]⊗ f∗f ∗a
ev
−→ f∗f ∗b.
This is obvious by the naturality of u and the commutativity of (2.7).
The commutativity of the second diagram is similar (use (2.18)).
(2.23) Let X be an object of S. We denote the composite isomorphism
MX(a, b)
via λ
−−−→MX(OX ⊗ a, b)
π
−→MX(OX , [a, b])
by hX .
2.24 Lemma. Let f : X → Y be a morphism in S. Then the composite map
MX(a, b)
hX−→MX(OX , [a, b])
C
−→MX(f
∗OY , [a, b]) ∼= MY (OY , f∗[a, b])
H
−→MY (OY , [f∗a, f∗b])
h−1Y−−→MY (f∗a, f∗b)
agrees with the map given by ϕ 7→ f∗ϕ. The composite map
MY (a
′, b′)
hY−→MY (OY , [a
′, b′])
f∗
−→MX(f
∗OY , f
∗[a′, b′])
MX(C
−1,P )
−−−−−−−→MX(OX , [f
∗a′, f ∗b′])
h−1X−−→MX(f
∗a′, f ∗b′)
agrees with f ∗.
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Proof. We prove the first assertion. All the maps are natural on a. By
Yoneda’s lemma, we may assume that a = b and it suffices to show that the
identity map 1b is mapped to 1f∗b by the map. It is straightforward to check
that 1b goes to the composite map
f∗a
λ−1
−−→OY ⊗ f∗a
u
−→f∗f
∗OY ⊗ f∗a
C
−→f∗OX ⊗ f∗a
via tr
−−−→f∗[a,OX ⊗ a]⊗ f∗a
λ
−→f∗[a, a]⊗ f∗a
ev
−→f∗a.
By the commutativity of (2.9), we are done.
The second assertion is proved similarly, utilizing the commutativity of
(2.20).
Let ((?)∗, (?)∗) be a monoidal pair over S which may not be Lipman. Let
σ = (fg′ = gf ′) be a commutative diagram in S.
2.25 Lemma. The following composite map agree:
1 g∗f∗
u
−→g∗f∗g′∗(g
′)∗
c
−→g∗g∗f ′∗(g
′)∗
ε
−→f ′∗(g
′)∗;
2 g∗f∗
u
−→f ′∗(f
′)∗g∗f∗
d
−→f ′∗(g
′)∗f ∗f∗
ε
−→f ′∗(g
′)∗.
For the proof and more information, see [23, (3.7.2)]. We denote the
composite map in the lemma by θ(σ) or θ.
2.26 Lemma. Let θ = (fg′ = gf ′) be a commutative diagram in S. Then
the diagram
g∗f∗[a, b] −−−−−−−−−
θ
−−−−−−−−→ f ′∗(g
′)∗[a, b]
↓ PH ↓ HP
[g∗f∗a, g
∗f∗b]
θ
−→ [g∗f∗a, f
′
∗(g
′)∗b]
θ
←− [f ′∗(g
′)∗a, f ′∗(g
′)∗b]
is commutative.
Proof. Follows from Lemma 2.22.
2.27 Lemma. Let θ = (fg′ = gf ′) be a commutative diagram in S. Then
the diagram
f ∗(g∗a⊗ g∗b)
m
−→ f ∗g∗(a⊗ b)
θ
−→ g′∗(f
′)∗(a⊗ b)
↓ ∆ ↓ ∆
f ∗g∗a⊗ f ∗g∗b
θ⊗θ
−−→ g′∗(f
′)∗a⊗ g′∗(f
′)∗b
m
−→ g′∗((f
′)∗a⊗ (f ′)∗b)
is commutative.
Proof. Utilize (2.13) and (2.14).
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3 Sheaves on ringed sites
(3.1) We fix a universe U , and the categories of sets, abelian groups, rings,
etc., denoted by Set, Ab, Rng, etc., are those consisting of sets, abelian
groups, rings, etc. inside U . In the sequel, a U-small set (i.e., a set which is
bijective to an element of U) is referred simply as a small set.
(3.2) For categories I and C, we denote the functor category Func(Iop, C)
by P(I, C). An object of P(I, C) is sometimes referred as a presheaf over I
with values in C. We fix a universe V which contains U as an element. If C is
a V-category and I is V-svelte (i.e., equivalent to a V-small category), then
P(I, C) is a V-category. The category P(I,Ab) is denoted by PA(I).
In this article, a site (i.e., a category with a Grothendieck topology, in
the sense of [37]) is required to be a V-small U-site defined by a pretopology.
If X is a site, then the category of sheaves on X with values in C is denoted
by S(X, C). If C is a U-category, then S(X, C) is also a U-category, by our
requirement. The category S(X,Ab) is denoted by AB(X).
Let X be a site. The inclusion AB(X)→ PA(X) is denoted by q(X,AB).
We denote the sheafification functor PA(X)→ AB(X) by a(X,AB).
(3.3) Let X = (X,OX) be a ringed site. Namely, let X be a site and OX
a sheaf of commutative rings on X. We denote the category of presheaves
(resp. sheaves) of OX-modules by PM(X) (resp. Mod(X)). The inclusion
Mod(X) → PM(X) is denoted by q(X,Mod). The sheafification PM(X) →
Mod(X) is denoted by a(X,Mod). The forgetful functor Mod(X) → AB(X)
is denoted by F (X). The categories AB(X) and Mod(X) are Grothendieck
in the sense that they have small sets of generators and satisfy the (AB5)
condition in [10]. They also satisfy (AB3*).
(3.4) Let f : Y → X be a functor. Then the pull-back PA(X) → PA(Y)
is denoted by f#PA. Note that f
#
PA(F) := F ◦ f
op. In general, the pull-back
P(X, C)→ P(Y, C) is defined in a similar way, and is denoted by f#. If f is
continuous (i.e., f#Set carries sheaves to sheaves), then f
#
AB : AB(X)→ AB(Y)
is defined to be the restriction of f#PA. Throughout these notes, we require
that a continuous functor f : Y→ X satisfies the following condition. For y ∈
Y, a covering (yi → y)i∈I , and any i, j ∈ I, the morphisms f(yi×yyj)→ f(yi)
and f(yi×y yj)→ f(yj) makes f(yi×y yj) the fiber product f(yi)×f(y) f(yj).
Thanks to the re-definition of sites and continuous functors, we have the
following.
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3.5 Lemma. Let f : Y→ X be a functor between sites. Then f is continuous
if and only if the following holds.
If (ϕi : yi → y)i∈I is a covering, then (fϕi : fyi → fy)i∈I is a covering.
For the proof, see [13, (III.1.6)].
The left adjoint of f#PA, which exists by Kan’s lemma (see e.g., [2, Theo-
rem I.2.1]), is denoted by fPA# .
For x ∈ X, we define the category Ifx as follows. An object of I
f
x is a pair
(y, φ) with y ∈ Y and φ ∈ X(x, f(y)). A morphism h : (y, φ) → (y′, φ′) is a
morphism h ∈ Y(y, y′) such that f(h) ◦ φ = φ′. Note that Γ(x, fPA# (F)) =
lim−→Γ(y,F), where the colimit is taken over (I
f
x )
op.
The left adjoint of f#C : P(X, C) → P(X, C) is constructed similarly,
provided C is a U-category with arbitrary small colimits. The left adjoint is
denoted by fC# or simply by f#.
Similarly, fAB# : AB(X)→ AB(Y) and its left adjoint f
#
AB is defined. Note
that we have q(Y,AB) ◦ f#AB = f
#
PA ◦ q(X,AB), and f
AB
# = a(X,AB) ◦ f
PA
# ◦
q(Y,AB).
3.6 Lemma. If (Ifx )
op is pseudofiltered (see e.g., [13, 26]) for each x ∈ X,
then fPA# is exact.
Proof. This is a consequence of [13, Proposition 2.8].
We say that f : Y → X is admissible if f is continuous and the functor
fPA# is exact.
(3.7) If Y has finite limits and f preserves finite limits, then fPA# is ex-
act by the lemma. It follows that a continuous map induces an admissible
continuous functor between the corresponding sites.
(3.8) The right adjoint functor of f#PA, which we denote by f
PA
♭ also exists,
as Abop has arbitrary small colimits (i.e., Ab has small limits). The functor
fPA♭ is the left adjoint functor
Func(Yop,Ab)
op
−→Func(Y,Abop)→ Func(X,Abop)
op
−→Func(Xop,Ab)
of the functor
(f op)# : Func(X,Abop)→ Func(Y,Abop),
where f op = f is the opposite of f , namely, f viewed as a functor Yop → Xop.
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(3.9) ForM,N ∈ PM(X), the presheaf tensor product is denoted byM⊗pOX
N . It is defined by
Γ(x,M⊗pOX N ) := Γ(x,M)⊗Γ(x,OX) Γ(x,N )
for x ∈ X. The sheaf tensor product a(qM⊗pOX qN ) of M,N ∈ Mod(X) is
denoted by M⊗OX N .
(3.10) We say that f : (Y,OY)→ (X,OX) is a continuous ringed functor if
f : Y→ X is a continuous functor, and a morphism of sheaves of commutative
rings OY → f
#
AB(OX) is given. The pull-back PM(X)→ PM(Y) is denoted by
f#PM, and its left adjoint is denoted by f
PM
# . The left adjoint f
PM
# is defined
by
Γ(x, fPM# M) := lim−→Γ(x,OX)⊗Γ(y,OY) Γ(y,M)
for x ∈ X and M ∈ PM(Y), where the colimit is taken over the category
(Ifx )
op. Similarly, f#Mod : Mod(X) → Mod(Y) and its left adjoint f
Mod
# =
af#PMq is defined. If (I
f
x )
op is filtered for any x ∈ X, then fPA# OY has a
structure of a presheaf of rings in a natural way, and there is a canonical
isomorphism fPM# M
∼= OX ⊗
p
fPA# OY
fPA# M. The right adjoint of f
#
PM, which
exists as in (3.8), is denoted by fPM♭ .
(3.11) Let X be a ringed site, and x ∈ X. The category X/x is a site with
the same topology as that of X. The canonical functor Φx : X/x → X is
a continuous ringed functor, and yields the pull-backs (Φx)
#
AB and (Φx)
#
PA,
which we denote by (?)|ABx and (?)|
PA
x , respectively. Their left adjoints are
denoted by LABx and L
PA
x , respectively. Note that Φx is admissible, see [26,
p.78].
(3.12) Note that X/x is a ringed site with the structure sheaf OX|x. Thus,
(?)|Modx and (?)|
PM
x are defined in an obvious way, and their left adjoints L
Mod
x
and LPMx are also defined. Note that L
Mod
x and L
PM
x are exact.
(3.13) For a morphism φ : x → y, we have an obvious admissible ringed
continuous functor Φφ : X/x→ X/y. The corresponding pull-back is denoted
by φ⋆♮ , and its left adjoint is denoted by φ
♮
⋆, where ♮ is AB, PA, Mod or PM.
For M,N ∈ ♮(X), we define Hom♮(X)(M,N ) to be the object of ♮(X)
given by
Γ(x,Hom♮(X)(M,N )) := Hom♮(X/x)(M|
♮
x,N|
♮
x),
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where ♮ = PA,AB,PM, or Mod. For φ : x→ y, the restriction map
Hom♮(X/y)(M|
♮
y,N|
♮
y)→ Hom♮(X/x)(M|
♮
x,N|
♮
x)
is given by φ⋆♮ .
The following is a slight generalization of [23, Example 3.5.2].
3.14 Lemma. Let (X,OX) be a ringed site. Then we have the following.
1 The category PM(X) is a closed symmetric monoidal category (see [24,
p.180]) with ⊗pOX the multiplication, qOX the unit object, HomPM(X)(?, ?)
the internal hom, etc., etc.
2 The category Mod(X) is a closed symmetric monoidal category with ⊗OX
the multiplication, OX the unit object, HomMod(X)(?, ?) the internal
hom, etc., etc.
3 The inclusion q : Mod(X)→ PM(X) and the natural transformations
qM⊗pOX qN
u
−→qa(qM⊗pOX qN ) = q(M⊗OX N )
and
qOX
id
−→qOX
form a symmetric monoidal functor.
4 For a ringed continuous functor f : (Y,OY)→ (X,OX), the functor f
#
PM :
PM(X)→ PM(Y), the natural map
f#PMM⊗
p
OY
f#PMN → f
#
PM(M⊗
p
OX
N ) (3.15)
which induces the canonical map
Γ(fy,M)⊗Γ(y,OY) Γ(fy,N )→ Γ(fy,M)⊗Γ(fy,OX) Γ(fy,N )
for each y ∈ Y, and the map
qOY → qf
#
ModOX
∼= f#PMqOX
form a symmetric monoidal functor.
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5 Under the same assumption as in 4, the functor f#Mod : Mod(X)→ Mod(Y),
the natural map
f#ModM⊗OYf
#
ModN = a(qf
#
ModM⊗
p
OY
qf#ModN )
∼= a(f#PMqM⊗
p
OY
f#PMqN )
via (3.15)
−−−−−−→af#PM(qM⊗
p
OX
qN )
via ρ
−−−→f#Moda(qM⊗
p
OX
qN ) = f#Mod(M⊗OXN ),
and the map
OY → f
#
ModOX
form a symmetric monoidal functor, where ρ : af#PM → f
#
Moda is the
composite map
af#PM
via u
−−−→af#PMqa
∼= aqf
#
Moda
via ε
−−−→f#Moda.
6 Let S denote the category of ringed sites (with svelte underlying categories).
Then ((?)PM# , (?)
#
PM) and ((?)
Mod
# , (?)
#
PM) are adjoint pairs of monoidal
pseudo-functors on Sop, see [23, (3.6.7)].
(3.16) If there is no confusion, the ♮ attached to the functors of sheaves
defined above are omitted. For example, f# stands for f#♮ . Note that f
#
♮ (F)
viewed as a presheaf of abelian groups is independent of ♮.
(3.17) Let f : Y→ X be a ringed continuous functor between ringed sites.
The following is a restricted version of the results on cocontinuous functors
in [38]. We give a proof for convenience of readers.
3.18 Lemma. Assume that for any y ∈ Y and any covering (xλ → fy)λ∈Λ of
fy, there is a covering (yµ → y)µ∈M of y such that there is a map φ : M → Λ
such that fyµ → fy factors through xφ(µ) → fy for each µ. Then the pull-
back f# is compatible with the sheafification in the sense that the canonical
natural transformation
ρ : a(Y,Mod)f#PM → f
#
Moda(X,Mod)
is a natural isomorphism. If this is the case, f#Mod has the right adjoint f
Mod
♭ ,
and in particular, it preserves arbitrary limits and arbitrary colimits.
Proof. Let M∈ PM(X) and y ∈ Y. Then the canonical map
Hˇ
0
(y, f#PMM) = lim−→ Hˇ
0
((yµ → y), f
#
PMM)
= lim−→ Hˇ
0
((fyµ → fy),M)→ Hˇ
0
(fy,M)
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is an isomorphism, because the coverings of the form (fyµ → fy) is cofinal
in the set of all coverings of fy by assumption. Thus the canonical map
Hˇ
0
(f#PMM)→ f
#
PM Hˇ
0
(M)
is an isomorphism. The first assertion follows immediately from the con-
struction of the sheafification, see [2, (II.1)].
Next we show that f#Mod has a right adjoint. To prove this, it suffices to
show that fPM♭ (M) is a sheaf if so is M forM∈ PM(X). Let u : IdPM(Y) →
f#PMf
PM
♭ be the unit of adjunction, ε : f
PM
♭ f
#
PM → IdPM(X) the counit of
adjunction, v(X) : q(X,Mod)a(X,Mod) → IdPM(X) the unit of adjunction,
and v(Y) : q(Y,Mod)a(Y,Mod)→ IdPM(Y) the unit of adjunction. Then the
diagram of functors
fPM♭
ufPM
♭−−−→ fPM♭ f
#
PMf
PM
♭
id
−→ fPM♭ f
#
PMf
PM
♭
fPM
♭
ε
−−−→ fPM♭
↓ v(X)fPM
♭
↓ fPM
♭
f#PMv(X)f
PM
♭
↓ fPM
♭
v(Y)f#PMf
PM
♭
↓ fPM
♭
v(Y)
qafPM♭
uqafPM
♭−−−−→ fPM♭ f
#
PMqaf
PM
♭
∼=
−→ fPM♭ qaf
#
PMf
PM
♭
fPM
♭
qaε
−−−−→ fPM♭ qa
is commutative, where ∼= is the inverse of the canonical map caused by
qaf#PM → f
#
PMqa, which exists by the first part. As (f
#
PM, f
PM
♭ ) is an ad-
joint pair, the composite of the first row of the diagram is the identity. As
v(Y)(M) is an isomorphism, the right-most vertical arrow evaluated atM is
an isomorphism. Hence, v(X)fPM♭ (M), which is the left-most vertical arrow
evaluated at M, is a split monomorphism. As it is a direct summand of a
sheaf, fPM♭ (M) is a sheaf, as desired.
As it is a right adjoint of fMod# , the functor f
#
Mod preserves arbitrary
limits. As it is a left adjoint of fMod♭ , the functor f
#
Mod preserves arbitrary
colimits.
(3.19) Let X be a ringed site, and x ∈ X. It is easy to see that Φx : X/x→ X
satisfies the condition in Lemma 3.18. So (?)|Modx preserves arbitrary limits
and colimits. In particular, (?)|Modx is exact. Similarly, for a morphism φ :
x→ y in X, φ∗Mod preserves arbitrary limits and colimits.
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4 Derived category and derived functors of
sheaves on ringed sites
We utilize the notation and terminology on triangulated categories in [39].
However, We usually write the suspension (translation) functor of a triangu-
lated category by Σ or (?)[1].
Let T be a triangulated category.
4.1 Lemma. Let
(aλ
fλ−→bλ
gλ−→cλ
hλ−→Σaλ)
be a small family of distinguished triangles in T . Assume that the coproducts⊕
aλ,
⊕
bλ, and
⊕
cλ exist. Then the triangle⊕
aλ
⊕
fλ
−−−→
⊕
bλ
⊕
gλ
−−−→
⊕
cλ
H◦
⊕
hλ
−−−−−→Σ(
⊕
aλ)
is distinguished, where H :
⊕
Σaλ → Σ(
⊕
aλ) is the canonical isomorphism.
Similarly, a product of distinguished triangles is a distinguished triangle.
We refer the reader to [31, Proposition 1.2.1] for the proof of the second
assertion. The proof for the first assertion is similar [31, Remark 1.2.2].
(4.2) Let A be an abelian category. The category of bounded below (resp.
bounded above, bounded) complexes inA is denoted by C+(A) (resp. C−(A),
Cb(A)). The corresponding homotopy category and the derived category are
denoted by K?(A) and D?(A), where ? is either +, − or b. We denote the
homotopy category of complexes in A with bounded below (resp. bounded
above, bounded) cohomology groups by K¯?(A). The corresponding derived
category is denoted by D¯?(A).
For a plump subcategory A′ of A, we denote by K?A′(A) (resp. K¯
?
A′(A))
the full subcategory of K?(A) (resp. K¯?(A)) consisting of complexes whose
cohomology groups are objects of A′. The localization of K?A′(A) by the
e´paisse subcategory of exact complexes is denoted by D?A′(A). The category
D¯?A′(A) is defined similarly. Note that the canonical functorD
?
A′(A)→ D(A)
is fully faithful, and hence D?A′(A) is identified with the full subcategory of
D(A) consisting of bounded below (resp. bounded above, bounded) com-
plexes whose cohomology groups are in A′. Note also that the canonical
functor D?A′(A)→ D¯
?
A′(A) is an equivalence.
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(4.3) Let A and B be abelian categories, and F : K?(A)→ K∗(B) a trian-
gulated functor. Let C be a triangulated subcategory of K?(A) such that
1 If c ∈ C is exact, then Fc is exact.
2 For any a ∈ K?(A), there exists some quasi-isomorphism a→ c.
The condition 2 implies that the canonical functor
i(C) : C/(E ∩ C)→ K?(A)/E = D?(A)
is an equivalence, where E denotes the e´paisse subcategory of exact complexes
in K?(A), see [39, (2.3)]. We fix a quasi-inverse p(C) : D?(A) → C/(E ∩ C).
On the other hand, the composite
C →֒ K?(A)
F
−→K∗(B)
Q
−→D∗(B) (4.4)
is factorized as
C
QC−→C/(E ∩ C)
Φ
−→D∗(B) (4.5)
up to a unique natural isomorphism, by the universality of localization and
the condition 1 above. Under the setting above, we have the following [16,
(I.5.1)].
4.6 Lemma. The composite functor
RF : D?(A)
p(C)
−−→C/(E ∩ C)
Φ
−→D∗(B)
is a right derived functor of F .
We denote the map QF → (RF )Q corresponding to id : RF → RF by Ξ
or Ξ(F ).
(4.7) Here we are going to review Spaltenstein’s work on unbounded derived
categories [34].
A chain complex I of A is called K-injective if for any exact sequence E
of A, the complex of abelian groups Hom•A(E, I) is also exact.
A chain map f : C → I is called a K-injective resolution of C, if I is
K-injective and f is a quasi-isomorphism.
A special case of the following was proved in [34] (the same proof works
for the general case without much modification). See also [1].
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4.8 Lemma. If A is Grothendieck, then for any chain complex F ∈ K(A)
there is a K-injective resolution F → I of F such that each term of I being
an injective object of A.
Let us denote the homotopy category of chain complexes of A by K(A).
A chain complex I is K-injective if and only if K(A)(E, I) = 0 for any exact
sequence E. It is easy to see that the K-injective complexes form an e´paisse
subcategory I(A) of K(A).
(4.9) Let F : K(A)→ K(B) be a triangulated functor, and assume that A
is Grothendieck. Let I be the full subcategory of K-injective complexes of
K(A). It is easy to see that I is triangulated, and I ∩ E = 0. By (4.6), the
composite
D(A)
p(I)
−−→I
Φ
−→D(B)
is a right derived functor RF of F . Note that to fix p(I) is nothing but to
fix a functorial K-injective resolution F→ pQF = IF.
(4.10) Let F : K(A) → K(B) be a triangulated functor, and assume that
there is a right derived functor of F . For F ∈ K(A), we say that F is (right)
F -acyclic if the canonical map QFF→ (RF )QF is an isomorphism.
4.11 Lemma. Let A and B be abelian categories, and F : A → B be an exact
functor with the right adjoint G. Assume that B is Grothendieck. Then
KG : K(B) → K(A) preserves K-injective complexes. Moreover, RG :
D(B)→ D(A) is the right adjoint of RF = F .
Proof. Let M ∈ K(A), and I a K-injective complex of K(B). Then
HomK(A)(M, (KG)I) ∼= H
0(Hom•A(M, GI))
∼= H0(Hom•B(FM, I)) = HomK(B)(FM, I).
If M is exact, then the last complex is zero. This shows (KG)I is K-injective.
Now let M ∈ D(A) and N ∈ D(B) be arbitrary. Then by the first part,
we have a functorial isomorphism
HomD(A)(M, (RG)N) ∼= HomK(A)(M, (KG)IN)
∼= HomK(B)(FM, IN) ∼= HomD(B)(FM,N).
This proves the last assertion.
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4.12 Remark. Note that for an abelian category A, we have ob(C(A)) =
ob(K(A)) = ob(D(A)). Thus, an object of one of the three categories is
sometimes viewed as an object of another.
(4.13) Let A be a closed symmetric monoidal abelian category which satis-
fies the (AB3) and (AB3*) conditions. Let ⊗ be the multiplication and [?, ?]
be the internal hom. For a fixed b ∈ A, (? ⊗ b, [b, ?]) is an adjoint pair. In
particular, ?⊗ b preserves colimits, and [b, ?] preserves limits. By symmetry,
a⊗? also preserves colimits. As we have an isomorphism
A(a, [b, c]) ∼= A(a⊗ b, c) ∼= A(b⊗ a, c) ∼= A(b, [a, c]) ∼= Aop([a, c], b),
we have [?, c] : Aop → A is right adjoint to [?, c] : A → Aop. This shows that
[?, c] changes colimits to limits.
As in [15], we define the tensor product F⊗• G of F,G ∈ C(A) by
(F⊗• G)n :=
⊕
p+q=n
Fp ⊗Gq
and
dn = dF ⊗ 1 + (−1)
n1⊗ dG.
We have F⊗• G ∈ C(A). Similarly, [F,G]• ∈ C(A) is defined by
[F,G]n :=
∏
p∈Z
[Fp,Gn+p]
and
dn := [dF, 1] + (−1)
n+1[1, dG].
It is straightforward to prove the following.
4.14 Lemma. Let A be as above. Then the category of chain complexes
C(A) is closed symmetric monoidal with ⊗• the multiplication and [?, ?]• the
internal hom. The bi-triangulated functors
⊗• : K(A)×K(A)→ K(A)
and
[?, ?]• : K(A)op ×K(A)→ K(A),
are induced, and K(A) is a closed symmetric monoidal triangulated category
(see [23, (3.5), (3.6)]).
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(4.15) Let A be an abelian category, and P a full subcategory of C(A).
An inverse system (Fi)i∈I in C(A) is said to be P-special if the following
conditions are satisfied.
i I is well-ordered.
ii If i ∈ I has no predecessor, then the canonical map Ii → lim←− Ij<i is an
isomorphism (in particular, Ii0 = 0 if i0 is the minimum element of I).
iii If i ∈ I has a predecessor i− 1, then the natural chain map Ii → Ii−1 is
an epimorphism, the kernel Ci is isomorphic to some object of P, and
the exact sequence
0→ Ci → Ii → Ii−1 → 0
is semi-split.
Similarly, P-special direct systems are also defined, see [34].
The full subcategory of C(A) consisting of inverse (resp. direct) limits of
P-special inverse (resp. direct) systems is denoted by P
←−
(resp. P
−→
).
(4.16) Let (X,OX) be a ringed site. Various definitions and results on un-
bounded complexes of sheaves over a ringed space by Spaltenstein [34] is
generalized to those for ringed sites. However, note that we can not utilize
the notion related to closed subsets, points, or stalks of sheaves.
(4.17) We say that a complex F ∈ C(Mod(X)) is K-flat if G ⊗• F is exact
whenever G is an exact complex in Mod(X). We say that A ∈ C(Mod(X)) is
weakly K-injective if A is Hom•Mod(X)(F, ?)-acyclic for any K-flat complex F.
(4.18) Let (X,OX) be a ringed site. For x ∈ X, we define O
p
x to be
LPMx (OX|x), and Ox := L
Mod
x (OX|x) = aO
p
x. For x1, . . . , xr ∈ X, we define
Ox1,...,xr := Ox1 ⊗ · · · ⊗ Oxr .
We denote by P0 = P0(X,OX) (resp. P˜0 = P˜0(X,OX)) the full subcategory
of C(Mod(X)) consisting of complexes of the form Ox[n] with x ∈ X (resp.
Ox1,...,xr [n] with x1, . . . , xr ∈ X) and n ∈ Z. We define P = P(X,OX) to be
P0−→
and P˜ := P˜0−→
. We also define Q (resp. Q˜) to be the full subcategory of
C(Mod(X)) consisting of bounded above complexes whose terms are direct
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sums of copies of Ox (resp. Ox1,...,xr). Note that P˜0, P˜, and Q˜ are closed
under tensor products.
A complex in P˜ is said to be strongly K-flat. We say that A ∈ C(Mod(X))
is K-limp (resp. strongly K-limp) if A is Hom•Mod(X)(F, ?)-acyclic for any
F ∈ P (resp. F ∈ P˜).
4.19 Lemma. Let f : (Y,OY) → (X,OX) be a ringed continuous functor.
Then we have an isomorphism
fMod# (Oy1,...,yr)
∼= Ofy1,...,fyr
for y1, . . . , yr ∈ Y. In particular, if F ∈ P(Y), then f#F ∈ P(X). If F is
strongly K-flat, then so is f#F.
Proof. Clearly, we may assume that r = 1. For y ∈ Y, we denote the
canonical continuous ringed functor
(Y/y,OY|y)→ (X/fy,OX|fy)
by f/y. We have Φfy ◦ (f/y) = f ◦ Φy. Hence,
f#Oy = f#Ly(OY|y) ∼= Lfy(f/y)#(OY|y) ∼= Lfy(OX|fy) = Ofy.
The last two assertions are obvious now.
4.20 Lemma. Let (X,OX) be a ringed site, and F,G ∈ C(Mod(X)). Then
the following hold:
1 F is K-flat if and only if Hom•Mod(X)(F, I) is K-injective for any K-injective
complex I.
2 If F is K-flat exact, then G⊗•OX F is exact.
3 The inductive limit of a pseudo-filtered inductive system of K-flat com-
plexes is again K-flat.
4 The tensor product of two K-flat complexes is again K-flat.
See [34] for the proof.
4.21 Proposition. Let (X,OX) be a ringed site, and x ∈ X. Then Ox is
K-flat.
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Proof. It suffices to show that for any exact complex E , E ⊗ Ox is exact.
To verify this, it suffices to show that for any K-injective complex I, the
complex Hom•OX(E ⊗ Ox, I) is exact. Indeed, then if we consider the K-
injective resolution E ⊗Ox → I, it must be null-homotopic and thus E ⊗Ox
must be exact.
Note that we have
Hom•OX(E ⊗ Ox, I)
∼= Hom•OX(Ox,Hom
•
OX
(E , I)) ∼=
Hom•Mod(X/x)(E|x, I|x)
∼= Hom•OX(Lx(E|x), I).
As (?)|x and Lx are exact (3.19), (3.12), the last complex is exact, and we
are done.
4.22 Corollary. A strongly K-flat complex is K-flat.
Proof. Follows from the proposition and Lemma 4.20.
(4.23) Let A be an abelian category. The category of complexes of objects
of A is denoted by C(A). For an object
F : · · · → F n
dn
−→F n+1
dn+1
−−−→→ · · ·
in C(A), we denote the truncated complex
0→ Im dn−1 → F n
dn
−→F n+1
dn+1
−−−→→ · · ·
by τ≥nF. Similarly, the truncated complex
· · · → F n−2
dn−2
−−−→F n−1
dn−1
−−−→F n → Im dn → 0
is denoted by τ≤nF.
4.24 Lemma. Let (X,OX) be a ringed site and F ∈ C(AB(X)).
1 We have Q ⊂ P ⊂ P˜ and Q ⊂ Q˜ ⊂ P˜.
2 A K-injective complex is weakly K-injective, a weakly K-injective complex
is strongly K-limp, and a strongly K-limp complex is K-limp.
3 A tensor product of two strongly K-flat complexes is again strongly K-flat.
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4 For any H ∈ C(Mod(X)), there is a Q-special direct system Fn and a
direct system of chain maps (fn : Fn → τ≤nH) such that fn is a quasi-
isomorphism for each n ∈ N, and (Fn)l = 0 for l ≥ n + 2. We have
lim−→Fn → H is a quasi-isomorphism, and lim−→Fn ∈ P. Moreover, QH is
the homotopy colimit of the inductive system (τ≤nQH) in the category
D(Mod(X)).
5 The following are equivalent.
i F is K-limp.
ii F is K-limp as a complex of abelian sheaves.
iii F is Hom•Mod(X)(Ox, ?)-acyclic for x ∈ X.
iv F is Γ(x, ?)-acyclic for x ∈ X.
v If G ∈ P and G is exact, then Hom•Mod(X)(G,F) is exact.
6 The following are equivalent.
i F is strongly K-limp.
ii F is strongly K-limp as a complex of abelian sheaves.
iii F is Hom•Mod(X)(Ox1,...,xr , ?)-acyclic for x1, . . . , xr ∈ X.
iv If G ∈ P˜ and G is exact, then Hom•Mod(X)(G,F) is exact.
v For any G ∈ P˜, Hom•Mod(X)(G,F) is strongly K-limp.
7 The following are equivalent.
i F is weakly K-injective.
ii If G is K-flat exact, then Hom•Mod(X)(G,F) is exact.
Proof. 1 and 3 are trivial. 2 follows from the definition and Corollary 4.22.
The proof of 4 and 5 are left to the reader, see [34, (5.6), (5.16), (5.17),
(5.21)].
6 Applying Lemma 4.19 to the canonical functor
(X, aZ)→ (X,OX),
we immediately have that i, ii, and iii are equivalent.
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It is also trivial that these conditions imply iv. We prove iv⇒ iii. Note
that by 1 and 4, we have that F is K-limp. Let ξ : F → I be a K-
injective resolution, and let J be the mapping cone of ξ. Take a P-resolution
η : H → Ox1,...,xr , and let G be the mapping cone of η. By assumption,
Hom•Mod(X)(G,F) is exact. As I isK-injective, we have Hom
•
Mod(X)(G, I) is also
exact. It follows that Hom•Mod(X)(G, J) is exact. As J isK-limp exact andH ∈
P, we have Hom•Mod(X)(H, J) is exact. It follows that Hom
•
Mod(X)(Ox1,...,xr , J)
is exact. This is what we want to prove.
We prove i⇒v. Let H be an exact complex in P˜. Then H ⊗• G is exact
by Lemma 4.20 and belongs to P˜, since P˜ is closed under tensor products.
Hence,
Hom•Mod(X)(H,Hom
•
Mod(X)(G,F))
∼= Hom•Mod(X)(H⊗
• G,F)
is exact. By iv⇒i, Hom•Mod(X)(G,F) is strongly K-limp, as desired.
The implication v⇒i is trivial, letting G = OX.
7 is proved similarly to 6.
4.25 Corollary. Let (X,OX) be a ringed site and F,G ∈ C(Mod(X)).
1 If F is strongly K-limp and G ∈ P˜, then F is Hom•Mod(X)(G, ?)-acyclic.
2 If F is weakly K-injective and G is K-flat, then F is Hom•Mod(X)(G, ?)-
acyclic.
Proof. 1 Let F → I be the K-injective resolution, and J the mapping cone.
Let ρ : H→ Hom•Mod(X)(G, J) be a P-resolution. As H⊗
• G lies in P˜ and J
is strongly K-limp exact,
Hom•Mod(X)(H,Hom
•
Mod(X)(G, J))
∼= Hom•Mod(X)(H⊗
• G, J)
is exact. So ρ must be null-homotopic, and hence Hom•Mod(X)(G, J) is exact.
This is what we wanted to prove.
2 is similar, and we omit it.
(4.26) Let (X,OX) be a ringed site. For G ∈ C(Mod(X)), it is easy to
see that G⊗•OX? induces a functor from K(Mod(X)) to itself. By the lemma
and [15, Theorem I.5.1], the derived functor L(G⊗•OX?) is induced, and it is
calculated using any K-flat resolution of ?. If we fix ?, then L(G⊗•OX?) is a
functor on G, and it induces a bifunctor
∗⊗•,LOX ? : D(Mod(X))×D(Mod(X))→ D(Mod(X)).
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G⊗•,LOX F is calculated using anyK-flat resolution of F or any K-flat resolution
of G. Note that ⊗•,LOX is a △-functor as in [23, (2.5.7)].
We define the hyperTor functor as follows:
TorOXi (F,G) := H
−i(F⊗•,LOX G).
(4.27) Let (X,OX) be a ringed site. For F ∈ C(Mod(X)), the functor
Hom•OX(F, ?) induces a functor from K(Mod(X)) to itself. As Mod(X) is
Grothendieck, we can take K-injective resolutions, and hence the right de-
rived functor RHom•OX(F, ?) is induced. Thus a bifunctor
RHomOX(∗, ?) : D(Mod(X))
op ×D(Mod(X))→ D(Mod(X))
is induced. For F,G ∈ D(Mod(X•)), we define the hyperExt sheaf of F and
G by
ExtiOX(F,G) := H
i(RHom•OX(F,G)).
Similarly, the functor Hom•OX(∗, ?) induces
RHomOX(∗, ?) : D(Mod(X))
op ×D(Mod(X))→ D(Ab).
Almost by definition, we have
H i(RHomOX(F,G))
∼= HomD(Mod(X))(F,G[i]).
Sometimes we denote these groups by ExtiOX(F,G).
4.28 Lemma. Let (X,OX) be a ringed site. Then D(Mod(X)) is a closed
symmetric monoidal triangulated category with ⊗•,LOX its product and RHom
•
OX
(∗, ?)
its internal hom.
Proof. This is straightforward.
4.29 Lemma. Let f : (Y,OY)→ (X,OX) be an admissible ringed continuous
functor. Then the following hold:
1 If I ∈ C(AB(X)) is a K-injective (resp. strongly K-limp, K-limp) complex
of sheaves of abelian groups, then so is f#ABI.
2 If F ∈ C(Mod(Y)) is strongly K-flat and exact, then fMod# F is strongly
K-flat and exact.
3 If I ∈ C(AB(X)) is K-limp and exact, then so is f#ABI.
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Proof. As f#AB has an exact left adjoint f
AB
# , the assertion for K-injectivity
in 1 is obvious.
We prove the assertion for the K-limp property in 1. Let P ∈ P(Y) be
an exact complex. As fAB# is exact, f
AB
# P is exact and a complex in P(X) by
Lemma 4.19. Hence,
Hom•AB(Y)(P, f
#
ABI)
∼= Hom•AB(X)(f
AB
# P, I)
is exact. This shows f#ABI is K-limp. The proof for the strongly K-limp
property is similar.
We prove 2. We already know that f#F is stronglyK-flat by Lemma 4.19.
We prove that Hom•Mod(X)(f
Mod
# F, I) is exact, where η : f
Mod
# F → I is a K-
injective resolution. Then η must be null-homotopic, and we have fMod# F is
exact and the proof is complete. Clearly, I is strongly K-limp, and hence
so is f#ModI by 1 and Lemma 4.24, 6. The assertion follows immediately by
adjunction.
We prove 3. Let ξ : F→ f#ABI be aP(AB)-resolution of f
#
ABI. It suffices to
show Hom•AB(Y)(F, f
#
ABI) is exact, which is obvious since f
AB
# F ∈ P(AB).
(4.30) By the lemma, there is a derived functor LfMod# : D(Mod(Y)) →
D(Mod(X)) of fMod# for an admissible ringed continuous functor f . It is
calculated via strongly K-flat resolutions. By the same lemma, we also know
that a K-limp complex is f#-acyclic, if f is admissible.
Now as in [34, section 6] and [23], the following is proved.
4.31 Lemma. Let S be the category of ringed sites and admissible ringed
continuous functors. Then (L(?)Mod# , R(?)
#
Mod) is a monoidal adjoint pair of
∆-pseudofunctors on Sop.
The proof is basically the same as that in [23, Chapter 1–3], and left to
the reader. We only remark how the structure maps (i.e., natural transforma-
tions) which are necessary to prove the assertion are defined. For example,
the unit of adjunction u : Id→ (Rf#)(Lf#) is the unique map which makes
the diagram
Q
uQ
−→ (Rf#)(Lf#)Q
↓ Qu ↓ (Rf#)Ξ
Qf#f#
Ξf#
−−→ (Rf#)Qf#
commutative. See [23, Chapter 3] for more.
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4.32 Remark. The author does not know if fMod# preserves K-flatness of
complexes or exactness of K-flat complexes. This is true if Y has finite
limits and f preserves finite limits. This condition is satisfied by morphisms
of ringed spaces. The author does not know if P is closed under tensor
products. On the other hand, strongly K-flat resolutions can be used to
calculate both the derived tensor products and Lf#. The class of strongly
K-flat resolutions are closed under tensor products and preserved by f#, and
this is enough to prove Lemma 4.31.
5 Sheaves over a diagram of S-schemes
(5.1) Let S be a scheme, and I a small category. We call an object of
P(Iop, Sch /S) an I-diagram of S-schemes, where Sch /S denotes the category
of S-schemes. So an object of P(I, Sch /S) is referred as an Iop-diagram of S-
schemes. Let X• ∈ P(I, Sch /S). We denote X•(i) by Xi for i ∈ I, and X•(φ)
by Xφ for φ ∈ Mor(I). Let P be a property of schemes (e.g., quasi-compact,
locally noetherian, regular). We say that X• satisfies P if Xi satisfies P for
any i ∈ I. Let Q be a property of morphisms of schemes (e.g., quasi-compact,
locally of finite type, smooth). We say that X• is Q over S if the structure
map Xi → S satisfies Q for any i ∈ I. We say that X• has Q arrows if Xφ
satisfies Q for any φ ∈ Mor(I).
(5.2) Let f• : X• → Y• be a morphism in P(I, Sch /S). For i ∈ I, we denote
f•(i) : Xi → Yi by fi. For a property Q of morphisms of schemes, we say
that f• satisfies Q if so does fi for any i ∈ I. We say that f• is of fiber type
if the canonical map (fj , Xφ) : Xj → Yj ×Yi Xi is an isomorphism for any
morphism φ : i→ j of I.
(5.3) Let S, I and X• be as above. We define the Zariski site ofX•, denoted
by Zar(X•), as follows. An object of Zar(X•) is a pair (i, U) such that i ∈ I
and U is an open subset of Xi. A morphism (φ, h) : (j, V ) → (i, U) is a
pair (φ, h) such that φ ∈ I(i, j) and h : V → U is the restriction of Xφ.
For a given morphism φ : i → j, U , and V , such an h exists if and only
if V ⊂ X−1φ (U), and it is unique. We denote this h by h(φ;U, V ). The
composition of morphisms is defined in an obvious way. Thus Zar(X•) is
a small category. For (i, U) ∈ Zar(X•), a covering of (i, U) is a family of
morphisms of the form
((idi, h(idi;U, Uλ)) : (i, Uλ)→ (i, U))λ∈Λ
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such that
⋃
λ∈Λ Uλ = U . This defines a pretopology of Zar(X•), and Zar(X•)
is a site. As we will consider only the Zariski topology, a presheaf or sheaf
on Zar(X•) will be sometimes referred as a presheaf or sheaf on X•, if there
is no danger of confusion. Thus P(X•, C) and S(X•, C) mean P(Zar(X•), C)
and S(Zar(X•), C), respectively.
(5.4) Let S and I be as above, and let σ : J →֒ I be a subcategory
of I. Then we have an obvious restriction functor σ# : P(I, Sch /S) →
P(J, Sch /S), which we denote by (?)|J . If ob(J) is finite and I(j, i) is
finite for each j ∈ J and i ∈ I, then (?)|J has a right adjoint functor
coskIJ = (?)
opσop# (?)
op, because Sch /S has finite limits. See [7, pp. 9–12].
(5.5) Let X• ∈ P(I, Sch /S). Then we have an obvious continuous functor
Q(X•, J) : Zar((X•)|J) →֒ Zar(X•). Note that Q(X•, J) may not be admis-
sible. The restriction functors Q(X•, i)
#
AB and Q(X•, J)
#
PA are denoted by
(?)ABJ and (?)
PA
J , respectively. For i ∈ I, we consider that i is the subcate-
gory of I whose object set is {i} with Homi(i, i) = {id}. The restriction (?)
♮
i
is defined.
(5.6) Let F ∈ PA(X•) and i ∈ I. Then Fi ∈ PA(Xi), and thus we have a
family of sheaves (Fi)i∈I . Moreover, for (i, U) ∈ Zar(X•) and φ : i → j, we
have the restriction map
Γ(U,Fi) = Γ((i, U),F)
res
−→Γ((j,X−1φ (U)),F) = Γ(X
−1
φ (U),Fj) = Γ(U, (Xφ)∗Fj),
which induces
βφ(F) ∈ HomPA(Xi)(Fi, (Xφ)∗Fj). (5.7)
The corresponding map in HomPA(Xj)((Xφ)
∗
PA(Fi),Fj) is denoted by α
PA
φ (F).
If F is a sheaf, then (5.7) yields
αABφ (F) ∈ HomAB(Xj)((Xφ)
∗
AB(Fi),Fj).
It is straightforward to check the following.
5.8 Lemma ([7]). Let ♮ be either AB or PA. The following hold:
1 For any i ∈ I, we have α♮idi : (Xidi)
∗
♮ (Fi) → Fi is the canonical identifica-
tion.
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2 If φ ∈ I(i, j) and ψ ∈ I(j, k), then the composite map
(Xψφ)
∗
♮ (Fi)
∼= (Xψ)
∗
♮ (Xφ)
∗
♮ (Fi)
(Xψ)
∗
♮α
♮
φ
−−−−−→(Xψ)
∗
♮ (Fj)
α♮ψ
−→Fk (5.9)
agrees with α♮ψφ.
3 Conversely, a family ((Gi)i∈I , (αφ)φ∈Mor(I)) such that Gi ∈ ♮(Xi), αφ ∈
Hom♮(Xj)((Xφ)
∗
♮ (Gi),Gj) for φ ∈ I(i, j), and that the conditions corre-
sponding to 1,2 are satisfied yields G ∈ ♮(X•), and this correspondence
gives an equivalence.
Similarly, a family ((Gi)i∈ob(I), (βφ)φ∈Mor(I)) with
Gi ∈ ♮(Xi) and βφ ∈ Hom♮(Xi)(Gi, (Xφ)
♮
∗Gj)
satisfying the conditions
1’ For i ∈ ob(I), βidi : Gi → (idi)∗Gi is the canonical identification;
2’ For φ ∈ I(i, j) and ψ ∈ I(j, k), the composite
Fi
βφ
−→(Xφ)∗(Fj)
(Xφ)∗βψ
−−−−−→(Xφ)∗(Xψ)∗(Fk) ∼= (Xψφ)∗(Fk)
agrees with βψφ
are in one to one correspondence with G ∈ ♮(X•).
(5.10) Let F ∈ AB(X•). We say that F is an equivariant abelian sheaf
if αABφ are isomorphisms for all φ ∈ Mor(I). For F ∈ PA(X•), we say
that F is an equivariant abelian presheaf if αPAφ are isomorphisms for all
φ ∈ Mor(I). An equivariant sheaf may not be an equivariant presheaf.
However, an equivariant presheaf which is a sheaf is an equivariant sheaf.
We denote the category of equivariant sheaves and presheaves by EqAB(X•)
and EqPA(X•), respectively. As (Xφ)
∗
♮ is exact for ♮ = AB,PA and any φ,
we have that EqAB(X•) is plump in AB(X•), and EqPA(X•) is plump in
PA(X•).
(5.11) Let X• ∈ P(I, Sch /S). The datum
((OXi)i∈I , (βφ : OXi → (Xφ)∗OXj )φ∈Mor(I))
gives a sheaf of commutative rings on X•, which we denote by OX• , and thus
Zar(X•) is a ringed site. The categories PM(Zar(X•)) and Mod(Zar(X•)) are
denoted by PM(X•) and Mod(X•), respectively.
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(5.12) For J ⊂ I, we have OX•|J = (OX•)J by definition. The continuous
functor
Q(X•, J) : (Zar(X•|J),OX•|J )→ (Zar(X•),OX•)
is actually a ringed continuous functor.
The corresponding restrictionQ(X•, J)
#
♮ is denoted by (?)
♮
J for ♮ = PM,Mod.
For subcategories J1 ⊂ J ⊂ I of I, we denote the restriction (?)
♮
J1
: ♮(X•|J)→
♮(X•|J1) is denoted by (?)
♮
J1,J
, to emphasize J .
(5.13) Let ♮ be PM or Mod. Note that M∈ ♮(X•) is nothing but a family
Dat(M) := ((Mi)i∈I , (α
♮
φ)φ∈Mor(I))
such that Mi ∈ ♮(Xi), α
♮
φ : (Xφ)
∗
♮ (Mi) → Mj is a morphism of ♮(X•) for
any φ : i → j, and the conditions corresponding to 1,2 in Lemma 5.8 are
satisfied.
We say that M ∈ ♮(X•) is equivariant if α
♮
φ is an isomorphism for any
φ ∈ Mor(I). Note that equivariance depends on ♮, and is not preserved by
the forgetful functors in general. We denote the full subcategory of Mod(X•)
consisting of equivariant objects by EM(X•).
6 The left and right inductions and the direct
and inverse images
Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
(6.1) Let J be a subcategory of I. The left adjoint Q(X•, J)
♮
# of (?)
♮
J
(see (5.12)) is denoted by L♮J for ♮ = PA,AB,PM,Mod. The right adjoint
Q(X•, J)
♮
♭ of (?)
♮
J , which exists by Lemma 3.18, is denoted by R
♮
J for ♮ =
PA,AB,PM,Mod. We call L♮J and R
♮
J the left and right induction functor,
respectively.
Let J1 ⊂ J ⊂ I be subcategories of I. The left and right adjoints of
(?)♮J1,J is denoted by L
♮
J,J1
and R♮J,J1, respectively. As (?)
♮
J has both a left
adjoint and a right adjoint, we have
6.2 Lemma. The functor (?)♮J preserves arbitrary limits and colimits (hence
is exact) for ♮ = PA,AB,PM,Mod.
The functor ♮(X•) →
∏
i∈I ♮(Xi) given by F 7→ (Fi)i∈I is faithful for
♮ = PA,AB,PM,Mod.
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(6.3) Let f• : X• → Y• be a morphism in P(I, Sch /S). This induces an
obvious morphism
f−1• : (Zar(Y•),OY•)→ (Zar(X•),OX•)
of ringed sites. We have id−1 = id, and (g•◦f•)−1 = f−1• ◦g
−1
• for g• : Y• → Z•.
We define the direct image (f•)
♮
∗ to be (f
−1
• )
#
♮ , and the inverse image (f•)
∗
♮
to be (f−1• )
♮
# for ♮ = Mod,PM,AB,PA.
6.4 Lemma. Let f• : X• → Y• be a morphism in P(I, Sch /S), and K ⊂
J ⊂ I. Then we have
1 Q(X•, J) ◦Q(X•|J , K) = Q(X•, K)
2 f−1• ◦Q(Y•, J) = Q(X•, J) ◦ (f•|J)
−1.
(6.5) Let us fix I and S. By Lemma 3.14, we have various natural maps be-
tween functors on sheaves arising from the closed structures and the monoidal
pairs, involving various J-diagrams of schemes, where J varies subcategories
of I. In the sequel, many of the natural maps are referred as ‘the canonical
maps’ or ‘the canonical isomorphisms’ without any explicit definitions. Many
of them are defined in [23], and various commutativity theorems are proved
there.
6.6 Example. Let I be a small category, S a scheme, and f• : X• → Y•
and g• : Y• → Z• are morphisms in P(I, Sch /S). Let K ⊂ J ⊂ I be
subcategories, and ♮ denote PM, Mod, PA, or AB.
1 There is a natural isomorphism
c♮I,J,K : (?)
♮
K,I
∼= (?)♮K,J ◦ (?)
♮
J,I .
Taking the conjugate,
d♮I,J,K : L
♮
I,J ◦ L
♮
J,K
∼= L♮I,K
is induced.
2 There is a natural isomorphism
c♮J,f• : (?)
♮
J ◦ (f•)
♮
∗
∼= (f•|J)
♮
∗ ◦ (?)
♮
J
and its conjugate
d♮J,f• : L
♮
J ◦ (f•|J)
∗
♮
∼= (f•)
∗
♮ ◦ L
♮
J .
33
3 We have
(c♮K,f•|J (?)
♮
J) ◦ ((?)
♮
K,Jc
♮
J,f) = ((f•|K)
♮
∗c
♮
I,J,K) ◦ c
♮
K,f•
◦ ((c♮I,J,K)
−1(f•)
♮
∗).
4 We have
((g•|J)
♮
∗c
♮
J,f•
) ◦ (c♮J,g•(f•)
♮
∗) = (c
♮
f•|J ,g•|J
(?)♮J) ◦ c
♮
J,g•◦f•
◦ ((?)♮J(c
♮
f•,g•
)−1),
where c♮f•,g• : (g• ◦f•)
♮
∗
∼= (g•)♮∗ ◦ (f•)
♮
∗ is the canonical isomorphism, and
similarly for c♮f•|J ,g•|J .
5 The canonical map
H :MJ ⊗OX•|J NJ → (M⊗OX• N )J
is an isomorphism, as can be seen easily. The canonical map
∆ : LJ(M⊗OX•|J N )
∼= (LJM)⊗OX• (LJN ).
is defined, which may not be an isomorphism.
7 Operations on sheaves via the structure data
Let I be a small category, S a scheme, and P := P(I, Sch /S). To study
sheaves on objects of P, it is convenient to utilize the structure data of
them, and then utilize the usual sheaf theory on schemes.
(7.1) Let X• ∈ P. Let ♮ be any of PA,AB,PM,Mod, and M,N ∈ ♮(X•).
An element (ϕi) in
∏
Hom♮(Xi)(Mi,Ni) is given by some ϕ ∈ Hom♮(X•)(M,N )
(by the canonical faithful functor ♮(X•)→
∏
♮(Xi)), if and only if
ϕj ◦ αφ(M) = αφ(N ) ◦ (Xφ)
∗
♮ (ϕi) (7.2)
holds (or equivalently, βφ(N )◦ϕi = (Xφ)∗ϕj ◦βφ(M) holds) for any (φ : i→
j) ∈ Mor(I).
We say that a family of morphisms (ϕi)i∈I between structure data
ϕi :Mi → Ni
is a morphism of structure data if ϕi is a morphism in ♮(Xi) for each i, and
(7.2) is satisfied for any φ. Thus the category of structure data of sheaves,
presheaves, modules, and premodules on X•, denoted by D♮(X•) is defined,
and the equivalence Dat♮ : ♮(X•) ∼= D♮(X•) is given. This is the precise
meaning of Lemma 5.8.
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(7.3) Let X• ∈ P and M,N ∈ Mod(X•). As in Example 6.6, 5, we have
an isomorphism
mi :Mi ⊗OXi Ni
∼= (M⊗OX• N )i.
This is trivial for presheaves, and utilize the fact the sheafification is com-
patible with (?)i for sheaves. Under this identification, the structure map αφ
of M⊗N can be completely described via those of M and N . Namely, for
φ ∈ I(i, j), αφ(M⊗N ) agrees with the composite map
X∗φ(M⊗N )i
via m−1i−−−−−→X∗φ(Mi⊗Ni)
∼= X∗φMi⊗X
∗
φNi
αφ⊗αφ
−−−−→Mj⊗Nj
mj
−→(N⊗N )j.
This can be checked directly at the presheaf level, and then sheafify them.
(7.4) Let X• ∈ P, and J a subcategory of I. The left adjoint functor
L♮J = Q(X•, J)
♮
# of (?)
♮
J is given by the structure data as follows explicitly.
For M∈ ♮(X•|J) and i ∈ I, we have
7.5 Lemma. There is an isomorphism
λJ,i : (L
♮
J(M))
♮
i
∼= lim−→(Xφ)
∗
♮ (Mj),
where the colimit is taken over the subcategory (I
(Jop→Iop)
i )
op of I/i whose
objects are (φ : j → i) ∈ I/i with j ∈ ob(J) and morphisms are morphisms
ϕ of I/i such that ϕ ∈ Mor(J).
In particular, we have an isomorphism
λj,i : (L
♮
j(M))
♮
i
∼=
⊕
φ∈I(j,i)
(Xφ)
∗
♮ (Mj). (7.6)
(7.7) Let ψ : i→ i′ be a morphism. The structure map
αψ : (Xψ)
∗
♮ ((L
♮
J(M))
♮
i)→ (L
♮
J(M))
♮
i′
is induced by
(Xψ)
∗
♮ ((Xφ)
∗
♮ (Mj))
∼= (Xψφ)
∗
♮ (Mj).
(7.8) The counit map ε : LJ (?)J → Id is given as a morphism of structure
data as follows.
εi : (?)iLJ (?)J → (?)i
agrees with
(?)iLJ (?)J
λJ,i
−−→ lim−→X
∗
φ(?)j(?)J
∼= lim−→X
∗
φ(?)j
α
−→(?)i,
where α is induced by αφ : X
∗
φ(?)j → (?)i.
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(7.9) The unit map u : Id→ (?)JLJ is also described, as follows.
uj : (?)j → (?)j(?)JLJ
agrees with
(?)j ∼= id
∗
j(?)j → lim−→X
∗
φ(?)k
λ−1J,j
−−→(?)jLJ ∼= (?)j(?)JLJ ,
where the colimit is taken over (I
(Jop⊂Iop)
j )
op.
(7.10) Let X• ∈ P, and J a subcategory of I. The right adjoint functor R
♮
J
of (?)♮J is given as follows explicitly. ForM ∈ ♮(X•|J) and i ∈ I, we have
ρJ,i : (R♮J(M))
♮
i = lim←−(Xφ)
♮
∗(Mj),
where the limit is taken over I
(J→I)
i , see (3.4) for the notation. The descrip-
tion of α, u, and ε for the right induction are left to the reader.
7.11 Lemma. Let X• ∈ P, and J a full subcategory of I. Then we have the
following.
1 The counit of adjunction ε : (?)♮J ◦R
♮
J → Id is an isomorphism.
2 The unit of adjunction u : Id→ (?)♮J ◦ L
♮
J is an isomorphism.
Proof. 1 For i ∈ J , the restriction
εi : (?)
♮
i(?)
♮
JR
♮
JM = lim←−(Xφ)
♮
∗(Mj)→Mi = (?)iM
is induced by βφ’s, where the limit is taken over (φ : i → j) ∈ I
(J→I)
i . As J
is a full subcategory, we have I
(J→I)
i equals i/J , and hence it has the initial
object idi. So the limit is equal to Mi, and εi is the identity map. Since εi
is an isomorphism for each i ∈ J , we have that ε is an isomorphism.
The proof of 2 is similar, and we omit it.
Let C be a small category. A connected component of C is a full subcat-
egory of C whose object set is one of the equivalence classes of ob(C) with
respect to the transitive symmetric closure of the relation ∼ given by
c ∼ c′ ⇐⇒ C(c, c′) 6= ∅.
7.12 Definition. We say that a subcategory J of I is admissible if
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1 For i ∈ I, the category (I(J⊂I)i )
op is pseudofiltered.
2 For j ∈ J , we have idj is the initial object of one of the connected compo-
nents of I
(J⊂I)
j .
Note that for j ∈ I, the subcategory j = ({j}, {idj}) of I is admissible.
In Lemma 7.5, the colimit is pseudo-filtered and hence it preserves ex-
actness, if 1 is satisfied. As in the proof of Lemma 7.11, (?)j is a direct
summand of (?)j ◦ LJ for j ∈ J so that LJ is faithful, if 2 is satisfied. We
have the following.
7.13 Lemma. Let X• ∈ P(I, Sch /S), and K ⊂ J ⊂ I be admissible sub-
categories of I. Then LPAJ,K is faithful and exact. The morphism of sites
Q(X•|J , K) is admissible. If, moreover, Xφ is flat for any φ ∈ I(k, j) with
j ∈ J and k ∈ K, then L♮J,K is faithful and exact for ♮ = Mod,PM.
(7.14) As in Example 6.6, 2, we have an isomorphism
ci,f• : (?)i ◦ (f•)∗ ∼= (fi)∗ ◦ (?)i. (7.15)
The translation αφ is described, as follows. For φ ∈ I(i, j),
αφ(f•)∗ : (Yφ)
∗(?)i(f•)∗ → (?)j(f•)∗
agrees with
(Yφ)
∗(?)i(f•)∗
ci,f•−−→(Yφ)
∗(fi)∗(?)i
via θ
−−−→(fj)∗(Xφ)
∗(?)i
(fj)∗αφ
−−−−→(fj)∗(?)j
c−1j,f•−−→(?)j(f•)∗, (7.16)
where θ is the map defined and discussed in [23, (3.7.2)]. One of the defini-
tions of θ is the composite
θ : (Yφ)
∗(fi)∗
via u
−−−→(Yφ)
∗(fi)∗(Xφ)∗(Xφ)
∗ ∼=
(Yφ)
∗(Yφ)∗(fj)∗(Xφ)
∗ via ε−−−→(fj)∗(Xφ)
∗. (7.17)
7.18 Proposition. Let f• : X• → Y• be a morphism in P, J a subcategory
of I, and i ∈ I. Then the composite map
(?)iLJ(f•|J)∗
via θ
−−−→(?)i(f•)∗LJ
via ci,f•−−−−−→(fi)∗(?)iLJ
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agrees with the composite map
(?)iLJ(f•|J)∗
via λJ,i
−−−−→ lim−→Y
∗
φ (?)j(f•|J)∗
via cj,f•|J−−−−−−→ lim−→Y
∗
φ (fj)∗(?)j
via θ
−−−→ lim−→(fi)∗X
∗
φ(?)j → (fi)∗ lim−→X
∗
φ(?)j
via λ−1J,i
−−−−→(fi)∗(?)iLJ .
Proof. Note that θ in the first composite map is the composite
θ = θ(J, f•) : LJ(f•|J)∗
via u
−−−→LJ(f•|J)∗(?)JLJ
∼=
−→LJ(?)J(f•)∗LJ
ε
−→(f•)∗LJ .
The ∼= at the middle is the identity as a morphism of structure data. The
description of u and ε are already given, and the proof is reduced to the
iterative use of (7.7), (7.8), (7.9), and (7.14). The detailed argument is left
to a patient reader. The reason why the second map involves θ is (7.14).
Similarly, we have the following.
7.19 Proposition. Let f• : X• → Y• be a morphism in P, J a subcategory
of I, and i ∈ I. Then the composite map
(fi)
∗(?)iLJ
via θ(f•,i)
−−−−−−→(?)i(f•)
∗LJ
via df•,J−−−−−→(?)iLJ (f•|J)
∗
agrees with the composite map
(fi)
∗(?)iLJ
via λJ,i
−−−−→(fi)
∗ lim−→Y
∗
φ (?)j
∼= lim−→X
∗
φ(fj)
∗(?)j
via θ(f•|J ,j)
−−−−−−−→ lim−→X
∗
φ(?)j(f•|J)
∗
via λ−1J,i
−−−−→(?)iLJ(f•|J)
∗.
The proof is left to the reader. The proof of Proposition 7.18 and Propo-
sition 7.19 are formal, and the propositions are valid for ♮ = PM,Mod,PA,
and AB.
Let f• : X• → Y• be a morphism in P, and J ⊂ I a subcategory. The
inverse image (f•)
∗
♮ is compatible with the restriction (?)J .
7.20 Lemma. The natural map
θ♮ = θ♮(f•, J) : ((f•)|J)
∗
♮ ◦ (?)J → (?)J ◦ (f•)
∗
♮
is an isomorphism for ♮ = PA,AB,PM,Mod. In particular, f−1• : Zar(Y•)→
Zar(X•) is an admissible continuous functor.
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Proof. Note that θ is the composite map
(f•|J)
∗(?)J
via u
−−−→(f•|J)
∗(?)J(f•)∗f
∗
•
via c
−−−→(f•|J)
∗(f•|J)∗(?)Jf
∗
•
via ε
−−−→(?)Jf
∗
• ,
see [23, (3.7.2)].
We construct a natural map
η : ((f•)|J)
∗
♮ ◦ (?)J → (?)J ◦ (f•)
∗
♮ ,
for the case where ♮ = PM.
Let M∈ PM(Y•), and (j, U) ∈ Zar(X•|J). We have
Γ((j, U), (f•|J)
∗MJ) = lim−→Γ((j, U),OX•)⊗Γ((j
′,V ),OY• )
Γ((j′, V ),M),
where the colimit is taken over (j′, V ) ∈ (I(f•|J)
−1
(j,U) )
op. On the other hand, we
have
Γ((j, U), (?)Jf
∗
•M) = lim−→Γ((j, U),OX•)⊗Γ((i,V ),OY• ) Γ((i, V ),M),
where the colimit is taken over (i, V ) ∈ (If
−1
•
(j,U))
op. There is an obvious map
from the first to the second.
To verify that this is an isomorphism, it suffices to show that the category
(I
f−1• |J
(j,U) )
op is final in the category (If
−1
•
(j,U))
op. In fact, any (φ, h) : (j, U) →
(i, f−1i (V )) with (i, V ) ∈ Zar(Y•) factors through
(idj , h) : (j, U)→ (j, f
−1
j (Yφ)
−1(V )).
Hence, η♮ is an isomorphism for ♮ = PM. The construction for the case
where ♮ = PA is similar. As (?)J is compatible with the sheafification by
Lemma 3.18, an isomorphism η for ♮ = Mod,AB is also defined.
In any case, it is straightforward to check that the diagram
(?)J −−−−−−−−−−−
id
−−−−−−−−−−→ (?)J
↓ via u ↓ via u
(f•|J)∗(f•|J)∗(?)J
via η
−−−→ (f•|J)∗(?)Jf ∗•
via c−1
−−−−→ (?)J(f•)∗f ∗•
(7.21)
is commutative. By the definition of θ and the identity (ε(f•|J)∗)◦((f•|J)∗u) =
id, it is easy to check that η−1θ = id. This shows θ = η, and we are done.
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7.22 Lemma. Let the notation be as above, and M,N ∈ ♮(Y•). Then the
diagram
(f•|J )
∗
♮ (MJ ⊗NJ)
m
−→ ((f•|J)
∗
♮ ((M⊗N )J)
θ
−→ ((f•)
∗
♮ (M⊗N ))J
↓ ∆ ↓ (?)J∆
(f•|J)
∗
♮MJ ⊗ (f•|J)
∗
♮NJ
θ⊗θ
−−→ ((f•)
∗
♮M)J ⊗ ((f•)
∗
♮N )J
m
−→ ((f•)
∗
♮M⊗ (f•)
∗
♮N )J
(7.23)
is commutative.
Proof. This is an immediate consequence of Lemma 2.27.
7.24 Corollary. The adjoint pair ((?)∗Mod, (?)
Mod
∗ ) over the category P(I, Sch /S)
is Lipman.
Proof. Let f• : X• → Y• be a morphism of P(I, Sch /S). The morphism
η : f ∗OY• → OX• is an isomorphism, like any such morphism arising from a
ringed continuous functor. Let us consider M,N ∈ ♮(Y•). To verify that ∆
is an isomorphism, it suffices to show that
(?)i∆ : (f
∗
• (M⊗N ))i → (f
∗
•M⊗ f
∗
•N )i
is an isomorphism for any i ∈ ob(I). Now consider the diagram (7.23) for
J = i. Horizontal maps in the diagram are isomorphisms by (7.3) and (7.20).
The left ∆ is an isomorphism, since fi is a morphism of single schemes. By
Lemma 7.22, (?)i∆ is also an isomorphism.
(7.25) The description of the translation map αφ is as follows. For φ ∈
I(i, j),
αφ : X
∗
φ(?)if
∗
• → (?)jf
∗
•
is the composite
X∗φ(?)if
∗
•
X∗φθ
−1
−−−−→X∗φf
∗
i (?)i
∼= f ∗j Y
∗
φ (?)i
f∗j αφ
−−−→f ∗j (?)j
θ
−→(?)jf
∗
• .
(7.26) Let X• ∈ P, andM,N ∈ ♮(X•). Although there is a canonical map
(?)i : Hom♮(X•)(M,N )i → Hom♮(Xi)(Mi,Ni)
arising from the closed structure for i ∈ I, this may not be an isomorphism.
However, we have the following.
40
7.27 Lemma. Let i ∈ I. If M is equivariant, then the canonical map
Hi : Hom♮(X•)(M,N )i → Hom♮(Xi)(Mi,Ni)
is an isomorphism.
Proof. It suffices to prove that
Hi : Hom♮(Zar(X•)/(i,U))(M|(i,U),N|(i,U))→ Hom♮(U)(Mi|U ,Ni|U)
is an isomorphism for any Zariski open set U in Xi.
To give an element of ϕ ∈ Hom♮(Zar(X•)/(i,U))(M|(i,U),N|(i,U)) is the same
as to give a family (ϕφ)φ:i→j with
ϕφ ∈ Hom♮(X−1φ (U))(Mj|X
−1
φ (U)
,Nj|X−1φ (U))
such that
ϕφ ◦ (αφ(M))|X−1φ (U)
= (αφ(N ))|X−1φ (U)
◦ ((Xφ)|X−1φ (U)
)∗♮ (ϕidi).
As αφ(M) is an isomorphism for any φ : i→ j, we have that such a (ϕφ) is
uniquely determined by ϕidi . Hence Hi is bijective, as desired.
7.28 Lemma. Let J be a subcategory of I. If M is equivariant, then the
canonical map
HJ : Hom♮(X•)(M,N )J → Hom♮(XJ )(MJ ,NJ)
is an isomorphism.
Proof. It suffices to show that
(HJ)i : (Hom♮(X•)(M,N )J)i → Hom♮(XJ )(MJ ,NJ)i
is an isomorphism for each i ∈ J . By Lemma 2.10, the composite map
Hom♮(X•)(M,N )i
∼= (Hom♮(X•)(M,N )J)i
(HJ )i
−−−→Hom♮(XJ )(MJ ,NJ)i
Hi−→Hom♮(Xi)(Mi,Ni)
agrees with Hi. As MJ is also equivariant, we have that the two Hi are
isomorphisms by Lemma 7.27, and hence (HJ)i is an isomorphism for any
i ∈ J .
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(7.29) By the lemma, the sheaf Hom♮(X•)(M,N ) is given by the collection
(Hom♮(Xi)(Mi,Ni))i∈I
provided M is equivariant. The structure map is the canonical composite
map
αφ : (Xφ)
∗
♮ Hom♮(Xi)(Mi,Ni)
P
−→Hom♮(Xj)((Xφ)
∗
♮Mi, (Xφ)
∗
♮Ni)
Hom♮(Xj)
(α−1φ ,αφ)
−−−−−−−−−−→Hom♮(Xj )(Mj,Nj).
Similarly, the following is also easy to prove.
7.30 Lemma. Let i ∈ I be an initial object of I. Then the following hold:
1 If M∈ ♮(X•) is equivariant, then
(?)i : Hom♮(X•)(M,N )→ Hom♮(Xi)(Mi,Ni)
is an isomorphism.
2 (?)i : EM(X•)→ Mod(Xi) is an equivalence, whose quasi-inverse is Li.
The fact that Li(M) is equivariant forM∈ Mod(Xi) is checked directly
from the definition.
8 Quasi-coherent sheaves over a diagram of
schemes
Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
(8.1) Let M ∈ Mod(X•). We say that M is locally quasi-coherent (resp.
locally coherent) if Mi is quasi-coherent (resp. coherent) for any i ∈ I. We
say that M is quasi-coherent if for any (i, U) ∈ Zar(X•) with U = SpecA
being affine, there exists an exact sequence in Mod(Zar(X•)/(i, U)) of the
form
(OX•|(i,U))
(T ) → (OX•|(i,U))
(Σ) →M|(i,U) → 0, (8.2)
where T and Σ are arbitrary small sets.
8.3 Lemma. Let M∈ Mod(X•). Then the following are equivalent.
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1 M is quasi-coherent.
2 M is locally quasi-coherent and equivariant.
3 For any morphism (φ, h) : (j, V ) → (i, U) in Zar(X•) such that V =
SpecB and U = SpecA are affine, the canonical map B⊗AΓ((i, U),M)→
Γ((j, V ),M) is an isomorphism.
Proof. 1⇒2 Let i ∈ I and U an affine open subset of Xi. Then there
is an exact sequence of the form (8.2). Applying the restriction functor
Mod(Zar(X•)/(i, U))→ Mod(U), we get an exact sequence
O(T )U → O
(Σ)
U → (Mi)|U → 0,
which shows thatMi is quasi-coherent for any i ∈ I. We prove that αφ(M)
is an isomorphism for any φ : i→ j, to show thatM is equivariant. Take an
affine open covering (Uλ) of Xi, and we prove that αφ(M) is an isomorphism
over X−1φ (Uλ) for each λ. But this is obvious by the existence of an exact
sequence of the form (8.2) and the five lemma.
2⇒3 Set W := X−1φ (U), and let ι : V →֒ W be the inclusion map.
Obviously, we have h = (Xφ)|W ◦ ι. As M is equivariant, we have that the
canonical map
αφ|W (M) : (Xφ)|W
∗
Mod(Mi)|U → (Mj)|W
is an isomorphism. Applying ι∗Mod to the isomorphism, we have that h
∗
Mod((Mi)|U)
∼=
(Mj)|V . The assertion follows from the assumption thatMi is quasi-coherent.
3⇒1 Let (i, U) ∈ Zar(X•) with U = SpecA affine. There is a presentation
of the form
A(T ) → A(Σ) → Γ((i, U),M)→ 0.
It suffices to prove that the induced sequence (8.2) is exact. To verify this,
it suffices to prove that the sequence is exact after taking the section at
((φ, h) : (j, V )→ (i, U)) ∈ Zar(X•)/(i, U) with V = SpecB being affine. We
have a commutative diagram
B ⊗A A(T ) → B ⊗A A(Σ) → B ⊗ Γ((i, U),M) → 0
↓ ∼= ↓ ∼= ↓ ∼=
B(T ) → B(Σ) → Γ((j, V ),M) → 0
whose first row is exact and vertical arrows are isomorphisms. Hence, the
second row is also exact, and (8.2) is exact.
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8.4 Definition. We say that M ∈ Mod(X•) is coherent if it is equivariant
andMi is coherent for any i ∈ I. We denote the full subcategory of Mod(X•)
consisting of coherent objects by Coh(X•).
(8.5) Let J ⊂ I be a subcategory. We say that J is big in I if for any
(ψ : j → k) ∈ Mor(I), there exists some (φ : i → j) ∈ Mor(J) such that
ψ ◦ φ ∈ Mor(J). Note that ob(J) = ob(I) if J is big in I. Let Q be a
property of morphisms of schemes. We say that X• has Q J-arrows if (X•)|J
has Q-arrows.
8.6 Lemma. Let J ⊂ I be a subcategory, and M∈ Mod(X•).
1 The full subcategory LQco(X•) of Mod(X•) consisting of locally quasi-
coherent objects is a plump subcategory.
2 If M is equivariant (resp. locally quasi-coherent, quasi-coherent), then so
is MModJ .
3 If J is big in I and M|ModJ is equivariant (resp. locally quasi-coherent,
quasi-coherent), then so is M.
4 If J is big in I and X• has flat J-arrows, then the full subcategory EM(X•)
(resp. Qco(X•)) of Mod(X•) consisting of equivariant (resp. quasi-
coherent) objects is a plump subcategory.
5 If J is big in I, then (?)J is faithful and exact.
Proof. 1 and 2 are trivial.
We prove 3. The assertion for the local quasi-coherence is obvious, be-
cause we have ob(J) = ob(I). By Lemma 8.3, it remains to show the assertion
for the equivariance. Let us assume thatM|ModJ is equivariant and ψ : j → k
be a morphism in I, and take φ : i→ j such that φ, ψφ ∈ Mor(J). Then the
composite map
(Xψφ)
∗
Mod(Mi)
∼= (Xψ)
∗
Mod(Xφ)
∗
Mod(Mi)
(Xψ)
∗
Modα
Mod
φ
−−−−−−−−→(Xψ)
∗
Mod(Mj)
αModψ
−−−→Mk,
which agrees with αModψφ , is an isomorphism by assumption. As we have α
Mod
φ
is also an isomorphism, we have that αModψ is an isomorphism. Thus M is
equivariant.
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4 By 1 and Lemma 8.3, it suffices to prove the assertion only for the
equivariance. Let
M1 →M2 →M3 →M4 →M5
be an exact sequence in Mod(X•), and assume that Mi is equivariant for
i = 1, 2, 4, 5. We prove that M3 is equivariant. The sequence remains exact
after applying the functor (?)ModJ . By 3, replacing I by J and X• by (X•)|J ,
we may assume that X• has flat arrows. Now the assertion follows easily
from the five lemma.
The assertion 5 is obvious, because ob(J) = ob(I).
8.7 Lemma. Let (Mλ) be a diagram in Mod(X•). If each Mλ is locally
quasi-coherent (resp. equivariant, quasi-coherent), then so is lim−→Mλ.
Proof. As (?)i preserves colimits, the assertion for local quasi-coherence is
trivial. Assume that each Mλ is equivariant. For (φ : i → j) ∈ Mor(I),
αφ(Mλ) is an isomorphism. As αφ(lim−→Mλ) is nothing but the composite
(Xφ)
∗
Mod((lim−→Mλ)i)
∼= lim−→(Xφ)
∗
Mod(Mλ)i
lim−→αφ(Mλ)−−−−−−−→ lim−→(Mλ)j
∼= (lim−→Mλ)j,
it is an isomorphism. The rest of the assertions follow.
By Lemma 7.4, we have the following.
8.8 Lemma. Let J ⊂ I be a subcategory, and M ∈ LQco(X•|J). Then we
have LModJ (M) ∈ LQco(X•).
Similarly, we have the following.
8.9 Lemma. Let j ∈ I. Assume that X• has separated quasi-compact arrows,
and that I(i, j) is finite for any i ∈ I. If M ∈ Qco(Xj), then we have
RjM∈ LQco(X•).
The following is also proved easily, using (7.3).
8.10 Lemma. Let M and N be locally quasi-coherent (resp. equivariant,
quasi-coherent) OX•-modules. ThenM⊗OX• N is also locally quasi-coherent
(resp. equivariant, quasi-coherent).
The following is a consequence of the observation in (7.29).
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8.11 Lemma. Let M be a coherent OX•-module, and N a locally quasi-
coherent OX•-module. Then HomMod(X•)(M,N ) is locally quasi-coherent.
If, moreover, there is a big subcategory J of I such that X• has flat J-arrows
and N is quasi-coherent, then HomMod(X•)(M,N ) is quasi-coherent.
(8.12) Let f• : X• → Y• be a morphism in P.
As θ in (7.17), which appears in (7.16) is not an isomorphism in general,
(f•)
♮
∗(M) need not be equivariant even if M is equivariant. However, we
have
8.13 Lemma. Let f• : X• → Y• be a morphism in P, and J a big subcategory
of I. Then we have the following:
1 f• is of fiber type if and only if (f•)|J is of fiber type.
2 If f• is quasi-compact separated and M ∈ LQco(X•), then (f•)∗(M) ∈
LQco(Y•).
3 If Y• has flat J-arrows, f• is of fiber type and quasi-compact separated, and
M∈ Qco(X•), then we have (f•)∗(M) ∈ Qco(Y•).
Proof. 1 Assume that f•|J is of fiber type, and let ψ : j → k be a morphism
in I. Take φ : i → j such that φ, ψφ ∈ Mor(J). Consider the commutative
diagram
Xk
Xψ
−−→ Xj
Xφ
−→ Xi
↓ fk (a) ↓ fj (b) ↓ fi
Yk
Yψ
−→ Yj
Yφ
−→ Yi.
By assumption, the square (b) and the whole rectangle ((a)+(b)) are fiber
squares. Hence (a) is also a fiber square. This shows that f• is of fiber type.
The converse is obvious.
The assertion 2 is obvious by the isomorphism (f•)∗(M)i ∼= (fi)∗(Mi)
for i ∈ I, see [11, (9.2.2)].
We prove 3. By Lemma 8.6, we may assume that J = I. Then (f•)∗(M)
is locally quasi-coherent by 2. As M is equivariant and θ in (7.17) is an
isomorphism by [12, (1.4.15)], we have that (f•)∗(M) is equivariant. Hence
by Lemma 8.3, (f•)∗(M) is quasi-coherent.
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(8.14) If f• is quasi-compact separated of fiber type and Y• has flat J-arrows
for some big subcategory J of I, then (f•)
Qco
∗ : Qco(X•)→ Qco(Y•) is defined
as the restriction of (f•)
Mod
∗ .
Similarly, we have the following.
8.15 Lemma. Let f• : X• → Y• and g• : Y• → Z• be morphisms in P. Then
the following hold.
0 An isomorphism is a morphism of fiber type.
1 If f• and g• are of fiber type, then so is g• ◦ f•.
2 If g• and g• ◦ f• are of fiber type, then so is f•.
3 If f• is faithfully flat of fiber type and g• ◦ f• is of fiber type, then g• is of
fiber type.
8.16 Lemma. Let f• : X• → Y• and g• : Y ′• → Y• be morphisms in P. Let
f ′• : X
′
• → Y
′
• be the base change of f• by g•.
1 If f• is of fiber type, then so is f
′
•.
2 If f ′• is of fiber type and g• is faithfully flat, then f• is of fiber type.
(8.17) Let f : X → Y be a morphism of schemes. If f is quasi-compact
separated, then fQco∗ is compatible with filtered inductive limits.
8.18 Lemma ([21, p.641, Proposition 6]). Let f : X → Y be a quasi-
compact separated morphism of schemes, and (Mi) a pseudo-filtered induc-
tive system of OX-modules. Then the canonical map
lim−→ f∗Mi → f∗ lim−→Mi
is an isomorphism.
By the lemma, the following follows immediately.
8.19 Lemma. Let f• : X• → Y• be a morphism in P(I, Sch /S). If f•
is quasi-compact and separated, then (f•)
Mod
∗ and (f•)
LQco
∗ preserve pseudo-
filtered inductive limits.
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8.20 Lemma. Let f• : X• → Y• be a morphism in P. Let J be an admissible
subcategory of I. If Y• has flat arrows and f• is of fiber type and quasi-
compact separated, then the canonical map
θ(J, f•) : LJ ◦ (fJ)∗ → (f•)∗ ◦ LJ
is an isomorphism of functors from LQco(X•|J) to LQco(Y•).
Proof. This is obvious by Proposition 7.18, Lemma 8.18, and [12, (1.4.15)].
The following is obvious by Lemma 7.20 and (7.25).
8.21 Lemma. Let f• : X• → Y• be a morphism in P. If M ∈ Mod(Y•) is
equivariant (resp. locally quasi-coherent, quasi-coherent), then so is (f•)
∗
Mod(M).
If M ∈ Mod(Y•), f• is faithfully flat, and (f•)∗Mod(M) is equivariant, then
we have M is equivariant.
The restriction (f•)
∗ : Qco(Y•) → Qco(X•) is sometimes denoted by
(f•)
∗
Qco.
9 Derived functors of functors on sheaves of
modules over diagrams of schemes
Let I be a small category, and S a scheme. Set P := P(I, Sch /S), and let
X• ∈ P.
9.1 Proposition. Let X• ∈ P, and I ∈ K(Mod(X•)). We have I is K-limp
if and only if so is Ii for i ∈ I.
Proof. The only if part is proved in Lemma 4.29.
We prove the if part. Let I→ J be a K-injective resolution, and let C be
the mapping cone. Note that Ci is exact for each i.
Let (U, i) ∈ Zar(X•). We have an isomorphism
Γ((U, i),C) ∼= Γ(U,Ci).
As Ci is K-limp by the only if part, these are exact for each (U, i). It follows
that I is K-limp.
9.2 Corollary. Let J be a subcategory of I, and f• : X• → Y• a morphism
in P(I, Sch /S). Then there is an isomorphism
c(J, f•) : (?)JR(f•)∗ ∼= R(f•|J)∗(?)J .
48
(9.3) Let X be a scheme, x ∈ X , and M an OX,x-module. We define
ξx(M) ∈ Mod(X) by Γ(U, ξx(M)) = M if x ∈ U , and zero otherwise. The
restriction maps are defined in an obvious way. For an exact complex H of
OX,x-modules, ξx(H) is exact not only as a complex of sheaves, but also as
a complex of presheaves. For a morphism of schemes f : X → Y , we have
that f∗ξx(M) ∼= ξf(x)(M).
9.4 Lemma. Let F ∈ C(Mod(X•)). The following are equivalent.
1 F is K-flat.
2 Fi is K-flat for i ∈ ob(I).
3 Fi,x is a K-flat complex of OX,x-modules for any i ∈ ob(I).
Proof. 3⇒1 Let G ∈ C(Mod(X•)) be exact. We are to prove that F⊗OX• G
is exact. For i ∈ ob(I) and x ∈ X , we have
(F⊗OX• G)i,x
∼= (Fi ⊗OXi Gi)x
∼= Fi,x ⊗OXi,x Gi,x.
Since Gi,x is exact, (F⊗OXi,x G)i,x is exact. So F⊗OX• G is exact.
1⇒3 Let H ∈ C(Mod(OXi,x)) be an exact complex, and we are to prove
that Fi,x ⊗OXi,x H is exact. For each j ∈ ob(I),
(?)jRiξx(H) ∼=
∏
φ∈I(j,i)
(Xφ)∗ξx(H) ∼=
∏
φ∈I(j,i)
ξXφ(x)(H)
is exact, since a direct product of exact complexes of presheaves is exact. So
Riξx(H) is exact. It follows that F⊗OX• Riξx(H) is exact. Hence
(F⊗OX• Riξx(H))i
∼= Fi ⊗OXi
∏
φ∈I(i,i)
ξXφ(x)H
is also exact. So Fi ⊗OXi ξidX(x)(H) = Fi ⊗OXi ξxH is exact. So
(Fi ⊗OXi ξxH)x
∼= Fi,x ⊗OXi,x (ξxH)x
∼= Fi,x ⊗OXi,x H
is also exact.
Applying 1⇔3, which has already been proved, to the complex Fi over
the single scheme Xi, we get 2⇔3.
Hence by [34], we have the following.
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9.5 Lemma. Let f• : X• → Y• be a morphism in P. Then we have the
following.
1 If F ∈ C(Mod(Y•)) is K-flat, then so is f ∗•F.
2 If F ∈ C(Mod(Y•)) is K-flat exact, then so is f ∗•F.
3 If I ∈ C(Mod(X•)) is weakly K-injective, then so is (f•)∗I.
(9.6) By the lemma, the left derived functor Lf ∗• , which we already know
its existence by Lemma 7.20, can also be calculated by K-flat resolutions.
9.7 Lemma. Let J be a subcategory of I, and f• : X• → Y• a morphism in
P. Then we have the following.
1 The canonical map
θ(f•, J) : L(f•|J)
∗(?)J → (?)JLf
∗
•
is an isomorphism.
2 The diagram
(?)J −−−−−−−−−−−−
id
−−−−−−−−−−−→ (?)J
↓ via u ↓ via u
R(f•|J)∗L(f•|J)
∗(?)J
via θ
−−−→ R(f•|J)∗(?)JLf
∗
•
via c−1
−−−−→ (?)JR(f•)∗Lf
∗
•
is commutative.
3 The diagram
(?)J −−−−−−−−−−−−−
id
−−−−−−−−−−−−→ (?)J
↑ via ε ↑ via ε
L(f•|J)
∗R(f•|J)∗(?)J
via c−1
−−−−→ L(f•|J)
∗(?)JR(f•)∗
via θ
−−−→ (?)JL(f•)
∗R(f•)∗
is commutative.
Proof. Since (?)J preserves K-flat complexes by Lemma 9.4, we have
L(f•|J)
∗(?)J ∼= L((f•|J) ◦ (?)J).
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On the other hand, it is obvious that we have (?)JLf
∗
•
∼= L((?)Jf ∗• ). By
Lemma 7.20, we have a composite isomorphism
θ′ : L(f•|J)
∗(?)J ∼= L((f•|J)
∗ ◦ (?)J)
Lθ
−→L((?)J ◦ f
∗
• )
∼= (?)JL(f•)
∗.
It is straightforward to check the diagram in 2 (θ there should be replaced
by θ′) is commutative utilizing (7.21) (note that η there equals θ). As in the
proof of Lemma 7.20, we have θ = θ′, and 1 and 2 are proved. The proof of
3 is formal, and we omit it.
9.8 Lemma. Let X• ∈ P, and F,G ∈ D(Mod(X•)). Then we have the
following.
1 FJ ⊗
•,L
OX•|J
GJ ∼= (F⊗
•,L
OX•
G)J for any subcategory J ⊂ I.
2 If F and G has locally quasi-coherent cohomology groups, then Tor
OX•
i (F,G)
is also locally quasi-coherent for any i ∈ Z.
3 Assume that there exists some big subcategory J of I such that X• has
flat J-arrows. If both F and G has equivariant (resp. quasi-coherent)
cohomology groups, then Tor
OX•
i (F,G) is also equivariant (resp. quasi-
coherent).
Proof. The assertion 1 is an immediate consequence of Lemma 9.4 and Ex-
ample 6.6, 5.
2 In view of 1, we may assume that X = X• is a single scheme. As the
question is local, we may assume that X is even affine.
We may assume that F = lim−→Fn, where (Fn) is the P(X•)-special direct
system such that each Fn is bounded above and has locally quasi-coherent
cohomology groups as in Lemma 4.24, 4. Similarly, we may assume that
G = lim−→Gn. As filtered inductive limits are exact and compatible with
tensor products, and the colimit of locally quasi-coherent sheaf is locally
quasi-coherent, we may assume that both F and G are bounded above, flat,
and has locally quasi-coherent cohomology groups. By [15, Proposition I.7.3],
we may assume that both F and G are single quasi-coherent sheaves. This
case is trivial.
3 In view of 1, we may assume that J = I and X• has flat arrows. By
2, it suffices to show the assertion for equivariance. Assuming that F and
G are K-flat with equivariant cohomology groups, we prove that F⊗G has
equivariant cohomology groups. This is enough.
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Let φ : i → j be a morphism of I. As Xφ is flat and F and G have
equivariant cohomology groups, αφ : X
∗
φFi → Fj and αφ : X
∗
φGi → Gj are
quasi-isomorphisms. The composite
X∗φ(F⊗
•
OX•
G)i ∼= X
∗
φFi ⊗
•
OXj
X∗φGi
αφ⊗αφ
−−−−→Fj ⊗
•
OXj
Gj ∼= (F⊗
•
OX•
G)j
is a quasi-isomorphism, since Fj and X
∗
φFi areK-flat. By (7.3), αφ(F⊗
•
OX•
G)
is a quasi-isomorphism.
As X• has flat arrows, this shows that F ⊗•OX• G has equivariant coho-
mology groups.
(9.9) Let X• ∈ P, and J an admissible subcategory of I. By Lemma 7.13,
the left derived functor
LLModJ : D(Mod(X•|J))→ D(Mod(X•))
of LModJ is defined, since Q(X•, J) is admissible. This is also calculated using
K-flat resolutions. Namely,
9.10 Lemma. Let X• and J be as above. If F ∈ K(Mod(X•|J)) is K-flat,
then so is LJF. If F is K-flat exact, then so is LJF.
Proof. This is trivial by (7.5).
9.11 Corollary. Let X• ∈ P(I, Sch /S), J an admissible subcategory of I,
and I ∈ K(Mod(X•)). If I is weakly K-injective, then IJ is weakly K-
injective.
Proof. Let F be a K-flat exact complex in K(Mod(X•|J)). Then,
Hom•Mod(X•|J )(F, IJ)
∼= Hom•Mod(X•)(LJF, I)
is exact by the lemma. By Lemma 4.24, 7, we are done.
9.12 Lemma. Let X• and J be as above. Let F ∈ DLQco(X•|J)(Mod(X•|J)).
Then, LJF ∈ DLQco(X•)(Mod(X•)).
Proof. This is trivial by the standard spectral sequence argument, if F is
bounded above. The general case follows immediately by Lemma 4.24, 4.
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(9.13) Let I be a small category, and S a scheme. Set P := P(I, Sch /S).
As we have seen, for a morphism f• : X• → Y•, f−1• : Zar(Y•) → Zar(X•)
is an admissible ringed continuous functor by Lemma 7.20. Moreover, if J
and K are admissible subcategories of I such that J ⊂ K, then Q(X•|J , K) :
Zar(X•|K)→ Zar(X•|J) is also admissible. By Lemma 4.31 and Lemma 6.4,
we have the following.
9.14 Example. Let I be a small category, S a scheme, and f• : X• → Y• and
g• : Y• → Z• are morphisms in P(I, Sch /S). Let K ⊂ J ⊂ I be admissible
subcategories. Then we have the following.
1 There is a natural isomorphism
cI,J,K : (?)K,I ∼= (?)K,J ◦ (?)J,I .
Taking the conjugate,
dI,J,K : LLI,J ◦ LLJ,K ∼= LLI,K
is induced.
2 There are natural isomorphism
cJ,f• : (?)J ◦R(f•)∗ ∼= R(f•|J)∗ ◦ (?)J
and its conjugate
dJ,f• : LLJ ◦ L(f•|J)
∗ ∼= L(f•)
∗ ◦ LLJ .
3 We have
(cK,f•|J (?)J) ◦ ((?)K,JcJ,f) = (R(f•|K)∗cI,J,K) ◦ cK,f• ◦ (c
−1
I,J,KR(f•)∗).
4 We have
(R(g•|J)∗cJ,f•) ◦ (cJ,g•R(f•)∗) = (cf•|J ,g•|J (?)J) ◦ cJ,g•◦f• ◦ ((?)Jc
−1
f•,g•
),
where cf•,g• : R(g•◦f•)∗ ∼= R(g•)∗◦R(f•)∗ is the canonical isomorphism,
and similarly for cf•|J ,g•|J .
5 The adjoint pair (L(?)∗Mod, R(?)
Mod
∗ ) over the category P(I, Sch /S) is Lip-
man.
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It is now quite formal to prove the following.
9.15 Lemma. Let the notation be as in Example 9.14. Let θ = θ(J, f•)
denotes the natural map
LLJR(f•|J)∗ → R(f•)∗LLJ
defined in [23, (3.7.2)]. Then we have the following.
1 The diagram
LLJ −−−−−−−−−−−−
id
−−−−−−−−−−−−→ LLJ
↓ via u ↓ via u
LLJR(f•|J)∗L(f•|J)∗
via θ
−−−→ R(f•)∗LLJL(f•|J)∗
via d
−−−→ R(f•)∗Lf ∗•LLJ
is commutative.
2 The diagram
LLJ −−−−−−−−−−−−
id
−−−−−−−−−−−−→ LLJ
↑ via ε ↑ via ε
LLJL(f•|J)∗R(f•|J)∗
via d
−−−→ L(f•)∗LLJR(f•|J)∗
via θ
−−−→ L(f•)∗R(f•)∗LLJ
is commutative.
3 Let h• : Y
′
• → Y• be a morphism in P. Set X
′
• := Y
′
•×Y•X•. Let h
′
• : X
′
• →
X• be the second projection, and f
′
• : X
′
• → Y
′
• be the first projection.
Then the diagram
LLJL(h•|J)
∗R(f•|J)∗
d
−→ L(h•)
∗LLJR(f•|J)∗
θ
−→ L(h•)
∗R(f•)∗LLJ
↓ θ ↓ θ
LLJR(f
′
•|J)∗L(h
′
•|J)
∗ θ−→ R(f ′•)∗LLJL(h
′
•|J)
∗ d−→ R(f ′•)∗L(h
′
•)
∗LLJ
is commutative.
Proof. Left to the reader.
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10 The right adjoint of the derived direct im-
age functor of a morphism of quasi-compact
separated schemes
Let X be a quasi-compact separated scheme.
10.1 Lemma. The following hold:
1 There is a right adjoint qco(X) : Mod(X) → Qco(X) of the canonical
inclusion FX : Qco(X) →֒ Mod(X).
1’ qco(X) preserves K-injective complexes. R qco(X) : D(Mod(X)) →
D(Qco(X)) is right adjoint to FX : D(Qco(X))→ D(Mod(X)).
2 The functor FX : D(Qco(X)) → D(Mod(X)) is full and faithful, and
induces an equivalence D(Qco(X))→ DQco(X)(Mod(X)).
3 The unit of adjunction u : Id → R qco(X)FX is an isomorphism, and
ε : FXR qco(X)→ Id is an isomorphism on DQco(X)(Mod(X)).
Proof. See [19] for 1. The assertion 1’ follows from 1 and Lemma 4.11. For
2, see [6]. The assertion 3 follows from 2.
By the lemma, the following follows immediately.
10.2 Corollary. Let X be a quasi-compact separated scheme. Then Qco(X)
has enough injectives and has direct products. For any F ∈ K(Qco(X)), there
is a K-injective resolution F→ I such that each term of I being an injective
object of Qco(X).
In fact, if FXF→ J is a K-injective resolution such that each term of J is
injective, then the corresponding F → qco J is still a quasi-isomorphism by
the lemma, and this is a desired K-injective resolution.
(10.3) Let f : X → Y be a quasi-compact separated morphism of schemes.
Then fQco∗ : Qco(X)→ Qco(Y ) is defined, and we have FY ◦f
Qco
∗
∼= fMod∗ ◦FX ,
where FY and FX are the forgetful functors. By the corollary, there is a right
derived functor RfQco∗ of f
Qco
∗ .
10.4 Lemma. Let f : X → Y be a morphism of schemes. Assume that both
X and Y are quasi-compact separated. Then, we have the following.
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1 The canonical maps
FY ◦Rf
Qco
∗
∼= R(FY ◦ f
Qco
∗ )
∼= R(fMod∗ ◦ FX)→ Rf
Mod
∗ ◦ FX
are all isomorphisms.
2 There are a left adjoint F of RfQco∗ and an isomorphism FXF
∼= Lf ∗ModFY .
3 There is an isomorphism
RfQco∗ R qco
∼= R qcoRfMod∗ .
Proof. We prove 1. It suffices to show that, if I ∈ K(Qco(X)) is K-injective,
then FXI is f
Mod
∗ -acyclic. By Corollary 10.2, we may assume that each term
of I is injective. By [23, (3.9.3.5)], it suffices to show that an injective object
I of Qco(X) is fMod∗ -acyclic. Let g : Z → X be an affine faithfully flat
morphism such that Z is affine. Such a morphism exists, as X is quasi-
compact separated. Then it is easy to see that I is a direct summand of g∗J
for some injective object J in Qco(Z). So it suffices to show that FXg∗J is
fMod∗ -acyclic. Let FZJ → J be an injective resolution. As g is affine and J
is quasi-coherent, we have RifMod∗ FZJ = 0 for i > 0. Hence g∗FZJ → g∗J is
a quasi-isomorphism, and hence is a K-limp resolution of FXg∗J ∼= g∗FZJ .
As f ◦ g is also affine, f∗g∗FZJ → f∗g∗J is still a quasi-isomorphism, and
this shows that FXg∗J is f∗-acyclic.
2 Define F : D(Qco(Y )) → D(Qco(X)) by F := RqcoLf ∗ModFY . As we
have Lf ∗ModFY (D(Qco(Y ))) ⊂ DQco(X)(D(Mod(X))), we have
FXF = FXR qcoLf
∗
ModFY
via ε
−−−→Lf ∗ModFY
is an isomorphism by Lemma 10.1. Hence
HomD(Qco(X))(FF,G) ∼= HomD(Mod(X))(FXFF, FXG) ∼=
HomD(Mod(X))(Lf
∗
ModFY F, FXG)
∼= HomD(Mod(Y ))(FY F, Rf
Mod
∗ FXG)
∼=
HomD(Mod(Y ))(FY F, FYRf
Qco
∗ G)
∼= HomD(Qco(Y ))(F, Rf
Qco
∗ G).
This shows that F is left adjoint to RfQco∗ .
3 Take the conjugate of 2.
10.5 Remark. By the lemma, we know that there is no difference between
RfQco∗ on D(Qco(X)) and Rf
Mod
∗ on DQco(X)(Mod(X)) when we consider
quasi-compact separated schemes. We are to consider the latter.
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(10.6) Let C be an additive category, and c ∈ C. We say that c is a compact
object, if for any small family of objects (tλ)λ∈Λ of C such that the coproduct
(direct sum)
⊕
λ∈Λ tλ exists, the canonical map⊕
λ
HomC(c, tλ)→ HomC(c,
⊕
λ
tλ)
is an isomorphism.
A triangulated category T is said to be compactly generated, if T has
small coproducts, and there is a small set C of compact objects of T such
that HomT (c, t) = 0 for all c ∈ C implies t = 0. The following was proved
by A. Neeman [30].
10.7 Theorem. Let S be a compactly generated triangulated category, T any
triangulated category, and F : S → T a triangulated functor. Suppose that
F preserves coproducts, that is to say, for any small family of objects (sλ) of
S, the canonical maps F (sλ) → F (
⊕
λ sλ) make F (
⊕
λ sλ) the coproduct of
F (sλ). Then F has a right adjoint G : T → S.
Note that a right adjoint G of a triangulated functor F is triangulated.
Note also that, if both S and T have t-structures and F is way-out left, then
G is way-out right.
The following was also proved by A. Neeman [30].
10.8 Theorem. Let X be a quasi-compact separated scheme. Then c ∈
D(Qco(X)) is a compact object if and only if c is isomorphic to a perfect
complex, where we say that C ∈ C(Qco(X)) is perfect if C is bounded, and
each term of C is locally free of finite rank. Moreover, D(Qco(X)) is com-
pactly generated.
By the theorem, DQco(X)(Mod(X)) is also compactly generated.
10.9 Lemma. Let f : X → Y be a quasi-compact separated morphism of
schemes. Then RfMod∗ : DQco(X)(Mod(X)) → D(Mod(Y )) preserves coprod-
ucts.
Proof. See [30] or [23].
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(10.10) Let f : X → Y be a morphism between quasi-compact separated
schemes. Then by Theorem 10.7, Theorem 10.8 and Lemma 10.9, there is a
right adjoint
f× : D(Mod(Y ))→ DQco(X)(Mod(X))
of RfMod∗ .
By restriction, f× : DQco(Y )(Mod(Y )) → DQco(X)(Mod(X)) is a right
adjoint of RfMod∗ : DQco(X)(Mod(X))→ DQco(Y )(Qco(Y )). By [23, (3.6.8.2)],
(R(?)∗, (?)
×) is an adjoint pair of ∆-pseudofunctors on the category of quasi-
compact separated schemes.
11 The Composition of two pseudofunctors
11.1 Definition. We say that C = (A,F ,P, I,D,D+, (?)#, (?)♭, ζ) is a com-
position data of contravariant pseudofunctors if the following sixteen condi-
tions are satisfied:
1 A is a category with fiber products.
2 P and I are classes of morphisms of A.
3 Any isomorphism in A is in P ∩ I.
4 The composite of two morphisms in P (resp. I) is again a morphism in P
(resp. I).
5 A base change of a morphism in P is again a morphism in P.
6 If f is a morphism in A, g ∈ P, and g ◦ f is defined and a morphism in
P, then f ∈ P.
7 Any f ∈ Mor(A) admits a factorization f = pi such that p ∈ P and i ∈ I.
Before we state the remaining conditions, we give some definitions for con-
venience.
i Let C be a class of morphisms in A containing all identity maps and
closed under compositions. We define AC by ob(AC) := ob(A) and
Mor(AC) := C. In particular, the subcategories AP and AI of A are
defined.
58
ii We call a commutative diagram of the form p ◦ i = i′ ◦ p′ with p, p′ ∈ P
and i, i′ ∈ I a pi-square. We denote the set of all pi-squares by Π.
8 D = (D(X))X∈ob(A) is a family of categories.
9 (?)# is a contravariant pseudofunctor onAP , (?)♭ is a contravariant pseudo-
functor on AI , and we have X# = X♭ = D(X) for each X ∈ ob(A).
10 ζ = (ζ(σ))σ=(pi=jq)∈Π is a family of natural transformations
ζ(σ) : i♭p# → q#j♭.
11 If
U1
j1
−→ V1
i1−→ X1
↓ pU σ′ ↓ pV σ ↓ pX
U
j
−→ V
i
−→ X
is a commutative diagram in A such that σ, σ′ ∈ Π, then the composite
map
(i1j1)
♭p#X
∼= j♭1i
♭
1p
#
X
via ζ(σ)
−−−−→j♭1p
#
V i
♭ via ζ(σ
′)
−−−−−→p#U j
♭i♭ ∼= p
#
U (ij)
♭
agrees with ζ(σ′σ), where σ′σ is the square pX(i1j1) = (ij)pU .
12 If
U2
i2−→ X2
↓ qU σ′ ↓ qX
U1
i1−→ X1
↓ pU σ ↓ pX
U
i
−→ X
is a commutative diagram in A such that σ, σ′ ∈ Π, then the composite
i♭2(pXqX)
# ∼= i♭2q
#
Xp
#
X
via ζ(σ′)
−−−−−→q#U i
♭
1p
#
X
via ζ(σ)
−−−−→q#U p
#
U i
♭ ∼= (pUqU)
#i♭
agrees with ζ(((pXqX)i2 = i(pUqU))).
13 F is a subcategory of A, and any isomorphism in A between objects of
F is in Mor(F).
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14 D+ = (D+(X))X∈ob(F) is a family of categories such that D+(X) is a full
subcategory of D(X) for each X ∈ ob(F).
15 If f : X → Y is a morphism in F , f = p ◦ i, p ∈ P and i ∈ I, then we
have i♭p!(D+(Y )) ⊂ D+(X).
16 If
V
j
−→ U1
i1−→ X1
↓ pU σ ↓ pX
U
i
−→ X
q
−→ Y
is a diagram in A such that σ ∈ Π, V, U, Y ∈ ob(F), pUj ∈ Mor(F)
and qi ∈ Mor(F), then
j♭ζ(σ)q# : j♭i♭1p
#
Xq
# → j♭p#U i
♭q#
is an isomorphism between functors from D+(Y ) to D+(V ).
(11.2) Let C = (A,F ,P, I,D,D+, (?)#, (?)♭, ζ) be a composition data of
contravariant pseudofunctors. We call a commutative diagram of the form
f = pi with p ∈ P, i ∈ I and f ∈ Mor(A) a compactification. We call
a commutative diagram of the form pi = qj with p, q ∈ P, i, j ∈ I and
pi = qj ∈ Mor(F) an independence diagram.
11.3 Lemma. Let
U
i1−→ X1
↓ i τ ↓ p1
X
p
−→ Y
be an independence diagram. Then the following hold:
1 There is a diagram of the form
U
j
−→ Z
q1
−→ X1
↓ q ↓ p1
X
p
−→ Y
such that qj = i, q1j = i1, pq = p1q1, q, q1 ∈ P and j ∈ I.
2 ζ(qj = i1U)p
# : j♭q#p# → i♭p# is an isomorphism between functors from
D+(Y ) to D+(U).
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3 ζ(q1j1 = i11U)p
#
1 is also an isomorphism between functors from D
+(Y ) to
D+(U).
4 The composite isomorphism
ρ(τ) : i♭p#
(ζ(qj=i1U )p
#)−1
−−−−−−−−−−→j♭q#p# ∼= j♭q#1 p
#
1
ζ(q1j1=i11U )p
#
1−−−−−−−−−→i♭1p
#
1
(between functors defined over D+(Y ), not over D(Y )) depends only on
τ .
5 If τ ′ = (p1i1 = p2i2) is an independence diagram, then we have
ρ(τ ′) ◦ ρ(τ) = ρ(pi = p2i2).
The proof is left to the reader. We call ρ(τ) the independence isomor-
phism of τ .
(11.4) Any f ∈ Mor(A) has a compactification by assumption. We fix a
family of compactifications T := (τ(f) : (f = p(f) ◦ i(f)))f∈Mor(A) so that
p(1X) = i(1X) = 1X for X ∈ ob(A). We denote the target of i(f), which
agrees with the source of p(f) by M(f).
For X ∈ ob(F), we define X ! := D+(X). For a morphism f : X →
Y in F , we define f ! := i(f)♭p(f)#, which is a functor from X ! to Y ! by
assumption.
Let f : X → Y and g : Y → Z be morphisms in F . Set q := p(i(g)p(f))
and j := i(i(g)p(f)). Then by 16 in Definition 11.1 and Lemma 11.3, the
composite map
(gf)! = i(gf)♭p(gf)#
ρ(p(gf)i(gf)=(p(g)q)(ji(f)))
−−−−−−−−−−−−−−−−→(j ◦ i(f))♭(p(g) ◦ q)#
∼= i(f)♭j♭q#p(g)#
i(f)♭ζ(qj=i(g)p(f))p(g)#
−−−−−−−−−−−−−−→i(f)♭p(f)#i(g)♭p(g)# = f !g!
is an isomorphism. We define df,g : f
!g! → (gf)! to be the inverse of this
composite.
11.5 Lemma. The definition of df,g is independent of choice of q and j
above.
The proof of the lemma is left to the reader.
11.6 Proposition. Let the notation be as above.
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1 (?)! and (df,g) form a contravariant pseudofunctor on F .
2 For j ∈ I ∩ Mor(F), define ρ : j! → j♭ to be ρ(p(j)i(j) = jid). Then
ρ : (?)! → (?)♭ is an isomorphism of pseudofunctors on AI ∩ F .
3 For q ∈ P ∩Mor(F), define ρ : q! → q# to be ρ(p(q)i(q) = idq). Then
ρ : (?)! → (?)# is an isomorphism of pseudofunctors on AP ∩ F .
4 Let us take another family of compactifications (f = p1(f)i1(f))f∈Mor(F),
and let (?)⋆ be the resulting pseudofunctor defined by f ⋆ = i1(f)
♭p1(f)
#.
Then ρ : f ! → f ⋆ induces an isomorphism of pseudofunctors (?)! ∼=
(?)⋆.
The proof is left to the reader. We call (?)! the composition of (?)# and
(?)♭. The composition is uniquely defined up to isomorphisms of pseudo-
functors on F . The discussion above has an obvious triangulated version.
Composition data of contravariant triangulated pseudofunctors are defined
appropriately, and the composition of two triangulated pseudofunctors is ob-
tained as a triangulated pseudofunctor.
(11.7) Let S be a separated noetherian scheme. Let A be the category
whose objects are separated noetherian S-schemes and morphisms are mor-
phisms of finite type. Set F = A. Let I be the class of open immer-
sions. Let P be the class of proper morphisms. Set D(X) = D+(X) =
D+Qco(X)(Mod(X)) for X ∈ A. Let (?)
♭ := (?)∗, the derived inverse image
pseudofunctor for morphisms in I, where X♭ := D(X). Let (?)# := (?)×,
the twisted inverse pseudofunctor for morphisms in P, where X# := D(X)
again. Note that the left adjoint R(?)∗ is way-out left for morphisms in P so
that (?)× is way-out right, and (?)# is well-defined. The conditions 1–9 in
Definition 11.1 hold. Note that 7 is nothing but Nagata’s compactification
theorem [29]. The conditions 13–15 are trivial.
Let σ0 : pi = jq be a pi-diagram, which is also a fiber square. Then the
canonical map
θ : j∗(Rp∗)→ (Rq∗)i
∗
is an isomorphism of triangulated functors, see [23, (3.9.5)]. Hence, taking
the inverse of the conjugate, we have an isomorphism
ξ = ξ(σ0) : (Ri∗)q
× ∼= p×(Rj∗). (11.8)
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So we have a morphism of triangulated functors
ζ0(σ0) : i
∗p×
via u
−−−→i∗p×(Rj∗)j
∗ via ξ
−1
−−−−→i∗(Ri∗)q
×j∗
via ε
−−−→q×j∗,
which is an isomorphism, see [36]. The statements corresponding to 10–12
only for fiber square pi-diagrams, is readily proved.
In particular, for a closed open immersion η : U → X , we have an
isomorphism
v(η) := ζ0(π1U = 1Uπ)
−1 : η∗ → η×.
Let σ = (pi = qj) be an arbitrary pi-diagram. Let j1 be the base change
of j by p, and let p1 be the base change of p by j. Let η be the unique
morphism such that q = p1η and i = j1η. Note that η is a closed open
immersion. Define ζ(σ) to be the composite isomorphism
i∗p× ∼= η∗j∗1p
× via ζ0−−−→η∗p×1 j
∗ via v(η)−−−−→η×p×1 j
∗ ∼= q×j∗.
Now the proof of conditions 10–12 consists in diagram chasing argu-
ments, while 16 is trivial, since ζ(σ) is always an isomorphism. Thus the
twisted inverse triangulated pseudofunctor (?)! on A is defined to be the
composite of (?)× and (?)∗.
12 The right adjoint of the derived direct im-
age functor of a morphism of diagrams
Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
12.1 Lemma. Assume that X• is quasi-compact separated. That is, Xi is
quasi-compact separated for each i ∈ I. Let Ci be a small set of compact
generators of D(Qco(Xi)). Then
C := {LLic | i ∈ I, c ∈ Ci}}
is a small set of compact generators of DLQco(X•)(Mod(X•)). In particular,
the category DLQco(X•)(Mod(X•)) is compactly generated.
Proof. Let t ∈ DLQco(X•)(Mod(X•)) and assume that
HomD(Mod(X•))(LLic, t)
∼= HomD(Mod(Xi))(c, ti) = 0
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for any i ∈ I and any c ∈ Ci. Then, ti = 0 for all i. This shows t = 0. It
is easy to see that LLic is compact, and C is small. So C is a small set of
compact generators. As DLQco(X•)(Mod(X•)) has coproducts, it is compactly
generated.
12.2 Lemma. Let f• : X• → Y• be a quasi-compact separated morphism in
P(I, Sch /S). Then
R(f•)∗ : DLQco(X•)(Mod(X•))→ DLQco(Y•)(Mod(Y•))
preserves coproducts.
Proof. Let (tλ) be a small family of objects in DLQco(X•)(Mod(X•)), and
consider the canonical map⊕
λ
R(f•)∗tλ → R(f•)∗(
⊕
λ
tλ).
For each i ∈ I, apply (?)i to the map. As (?)i obviously preserves coproducts
and we have a canonical isomorphism
(?)iR(f•)∗ ∼= R(fi)∗(?)i,
the result is the canonical map⊕
λ
R(fi)∗(tλ)i → R(fi)∗(
⊕
λ
(tλ)i),
which is an isomorphism by Lemma 10.9. Hence, R(f•)∗ preserves coprod-
ucts.
By Theorem 10.7, we have:
12.3 Theorem. Let I be a small category, S a scheme, and f• : X• → Y• a
morphism in P(I, Sch /S). If X• and Y• are quasi-compact separated, then
R(f•)∗ : DLQco(X•)(Mod(X•))→ DLQco(Y•)(Mod(Y•))
has a right adjoint f×• .
12.4 Lemma. Let S be a scheme, I a small category, and f• : X• → Y•
and g• : Y
′
• → Y• be morphisms in P(I, Sch /S). Set X
′
• := Y
′
• ×Y• X•.
Let f ′• : X
′
• → Y
′
• be the first projection, and g
′
• : X
′
• → X• be the second
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projection. Assume that f• is quasi-compact separated, and g• is flat. Then
the canonical map
θ(g•, f•) : (g•)
∗R(f•)∗ → R(f
′
•)∗(g
′
•)
∗
is an isomorphism of functors fromDLQco(X•)(Mod(X•)) to DLQco(Y ′•)(Mod(Y
′
•)).
Proof. It suffices to show that for each i ∈ I,
(?)iθ : (?)i(g•)
∗R(f•)∗ → (?)iR(f
′
•)∗(g
′
•)
∗
is an isomorphism. By Lemma 9.7, 2, 3, it is easy to verify that the diagram
g∗iR(fi)∗(?)i
c−1
−−→ g∗i (?)iR(f•)∗
θ
−→ (?)ig∗•R(f•)∗
↓ θ(gi, fi) ↓ (?)iθ(g•, f•)
R(f ′i)∗(g
′
i)
∗(?)i
θ
−→ R(f ′i)∗(?)i(g
′
•)
∗ c
−1
−−→ (?)iR(f ′•)∗(g
′
•)
∗
(12.5)
is commutative. As the horizontal maps and θ(gi, fi) are isomorphisms by
[23, (3.9.5)], (?)iθ(g•, f•) is also an isomorphism.
13 Bo¨kstedt–Neeman resolutions and hyper-
Ext sheaves
(13.1) Let T be a triangulated category with small direct products. Note
that a direct product of distinguished triangles is again a distinguished tri-
angle.
Let
· · · → t3
s3−→t2
s2−→t1 (13.2)
be a sequence of morphisms in T . We define d :
∏
i≥1 ti →
∏
i≥1 ti by
pi ◦ d = pi − si+1 ◦ pi+1, where pi :
∏
i ti → ti is the projection. Consider a
distinguished triangle of the form
M
m
−→
∏
i≥1
ti
p
−→
∏
i≥1
ti
q
−→ΣM,
where Σ denotes the suspension.
We call M , which is determined uniquely up to isomorphisms, the homo-
topy limit of (13.2) and denote it by holim ti.
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(13.3) Dually, homotopy colimit is defined and denoted by hocolim, if T
has small coproducts.
(13.4) Let A be an abelian category which satisfies (AB3*). Let (Fλ)λ∈Λ
be a small family of objects in K(A). Then for any G ∈ K(A), we have that
HomK(A)(G,
∏
λ
Fλ) = H
0(Hom•A(G,
∏
λ
Fλ)) ∼= H
0(
∏
λ
Hom•A(G,Fλ))
∼=
∏
λ
H0(Hom•A(G,Fλ)) =
∏
λ
HomK(A)(G,Fλ).
That is, the direct product
∏
λ Fλ in C(A) is also a direct product in K(A).
(13.5) Let A be a Grothendieck abelian category which satisfies (AB3*),
and (tλ) a small family of objects ofD(A). Let (Fλ) be a family ofK-injective
objects of K(A) such that Fλ represents tλ for each λ. Then Q(
∏
λ Fλ) is a
direct product of tλ in D(A). Hence D(A) has small products.
13.6 Lemma. Let I be a small category, S be a scheme, and let X• ∈
P(I, Sch /S). Let F be an object of C(Mod(X•)). Assume that F has locally
quasi-coherent cohomology groups. Then the following hold.
1 Let I denote the full subcategory of C(Mod(X•)) consisting of bounded
below complexes of injective objects of Mod(X•) with locally quasi-
coherent cohomology groups. There is an I-special inverse system (In)n∈N
with the index set N and an inverse system of chain maps (fn : τ
≥−nF→
In) such that
i fn is a quasi-isomorphism for any n ∈ N.
ii (In)i = 0 for i ≤ −n− 1.
2 If (In) and (fn) are as in 1, then the following hold.
i For each i ∈ Z, the canonical map H i(In)→ H i(lim←− In) is an isomor-
phism for n ≥ max(1,−i), where the projective limit is taken in
the category C(Mod(X•)), and H
i(?) denotes the ith cohomology
sheaf of a complex of sheaves.
ii lim←− fn : F→ lim←− In is a quasi-isomorphism.
iii The projective limit lim←− In, viewed as an object of K(Mod(X)), is
the homotopy limit of (In).
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iv lim←− In is K-injective.
3 QF is the projective limit of the projective system (τ≥−nQF) in the category
D(Mod(X•)).
Proof. The assertion 1 is [34, (3.7)].
We prove 2, i. Let j ∈ ob(I) and U an affine open subset of X . Then
for any n ≥ 1, I in and H
i(In) are Γ((j, U), ?)-acyclic for each i ∈ Z. As In is
bounded below, each Z i(In) and B
i(In) are also Γ((j, U), ?)-acyclic, and the
sequence
0→ Γ((j, U), Z i(In))→ Γ((j, U), I
i
n)→ Γ((j, U), B
i+1(In))→ 0 (13.7)
and
0→ Γ((j, U), Bi(In))→ Γ((j, U), Z
i(In))→ Γ((j, U), H
i(In))→ 0 (13.8)
are exact for each i, as can be seen easily, where Bi and Z i respectively
denote the ith coboundary and the cocycle sheaves.
In particular, the inverse system (Γ((j, U), Bi(In))) is a Mittag-Leffler
inverse system of abelian groups by (13.7), since (Γ((j, U), I in)) is. On the
other hand, as we have H i(In) ∼= H i(F) for n ≥ max(1,−i), the inverse
system (Γ((j, U), H i(In))) stabilizes, and hence we have (Γ((j, U), Z
i(In))) is
also Mittag-Leffler.
Passing through the projective limit,
0→ Γ((j, U), Z i(lim←− In))→ Γ((j, U), lim←− In)→ Γ((j, U), lim←−B
i+1(In))→ 0
is exact. Hence, the canonical map Bi(lim←− In) → lim←−B
i(In) is an isomor-
phism, since (j, U) with U an affine open subset of Xj generates the topology
of Zar(X•).
Taking the projective limit of (13.8), we have
0→ Γ((j, U), Bi(lim←− In))→ Γ((j, U), Z
i(lim←− In))→ Γ((j, U), lim←−H
i(In))→ 0
is an exact sequence for any affine open subset U of X .
Hence, the canonical maps
Γ((j, U), H i(In)) ∼= Γ((j, U), lim←−H
i(In))← Γ((j, U), H
i(lim←− In))
are all isomorphisms for n ≥ max(1,−i), and we have H i(In) ∼= H i(lim←− In)
for n ≥ max(1,−i).
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The assertion ii is now trivial.
The assertion iii is now a consequence of [6, (2.3.1)] (one can work at the
presheaf level where we have the (AB4*) property). The assertion iv is now
obvious.
Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
13.9 Lemma. Assume that X• has flat arrows. Let J be a subcategory of I,
and let F ∈ DEM(X•)(Mod(X•)) and G ∈ D(Mod(X•)). Then the canonical
map
HJ : (?)JRHom
•
Mod(X•)(F,G)→ RHom
•
Mod(XJ )
(FJ ,GJ)
is an isomorphism.
Proof. First, we prove the lemma for the case where F has bounded above
cohomology groups.
By Lemma 2.10, we may assume that J = i for an object i of I. By
the way-out lemma [15, Proposition I.7.1], we may assume that F is a single
equivariant OX•-module, and G is a single injective object of Mod(X•).
As X• has flat arrows, the restriction (?)i has an exact left adjoint Li.
It follows that Gi is an injective OXi-module. The assertion is now clear by
Lemma 7.28.
Now consider the general case. As the functors in question on F changes
coproducts to products and a direct sum of complexes with equivariant coho-
mology has equivariant cohomology, the map in question is an isomorphism
if F is a direct sum of objects in D−EM(X•)(X•). In particular, the map is an
isomorphism if F is a homotopy colimit of objects of D−EM(X•)(X•). As any
object F of DEM(X•)(X•) is the homotopy colimit of (τ
≤nF), we are done.
13.10 Lemma. Assume that X• has flat arrows. Let J be a subcategory of
I, and let F ∈ DEM(X•)(Mod(X•)) and G ∈ DLQco(X•)(Mod(X•)). Then the
canonical map
HJ : (?)JRHom
•
Mod(X•)(F,G)→ RHom
•
Mod(XJ )
(FJ ,GJ)
is an isomorphism.
Proof. By Lemma 13.6, G is the homotopy limit of objects of D+(Mod(X•)).
The functors in question on G preserve direct products and triangles. In
particular, they preserve homotopy limits. The assertion follows immediately
by Lemma 13.9.
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13.11 Lemma. Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
Assume that X• has flat arrows and is locally noetherian. Let F ∈ D
−
Coh(X•)
(Mod(X•))
and G ∈ D+LQco(X•)(Mod(X•)). Then Ext
i
OX•
(F,G) is locally quasi-coherent
for i ∈ Z. If moreover G has quasi-coherent cohomology groups, then then
ExtiOX• (F,G) is quasi-coherent for i ∈ Z.
Proof. We prove the assertion for the local quasi-coherence. By Lemma 13.9,
we may assume that X• is a single scheme. This case is [15, Proposi-
tion II.3.3].
We prove the assertion for the quasi-coherence, assuming that G has
quasi-coherent cohomology groups. By [15, Proposition I.7.3], we may as-
sume that F is a single coherent sheaf, and G is an injective resolution of a
single quasi-coherent sheaf.
As X• has flat arrows and the restrictions are exact, it suffices to show
that
αφ : X
∗
φ(?)iHom
•
Mod(X•)(F,G)→ (?)j Hom
•
Mod(X•)(F,G)
is a quasi-isomorphism for any morphism φ : i→ j in I.
AsXφ is flat, αφ : X
∗
φFi → Fj and αφ : X
∗
φGi → Gj are quasi-isomorphisms.
In particular, the latter is a K-injective resolution.
By the derived version of (7.29), it suffices to show that
P : X∗φRHom
•
OXi
(Fi,Gi)→ RHom
•
OXj
(X∗φFi, X
∗
φGi)
is an isomorphism. This is [15, Proposition II.5.8].
14 Commutativity of twisted inverse with re-
strictions
(14.1) Let S be a scheme, I a small category, and f• : X• → Y• be a
morphism in P(I, Sch /S). Let J be an admissible subcategory of I. Assume
that f• is quasi-compact and separated. Then there is a natural map
θ(J, f•) : LLJ ◦R(f•|J)∗ → R(f•)∗ ◦ LLJ (14.2)
between functors from DLQco(X•|J )(Mod(X•|J)) to DLQco(Y•)(Mod(Y•)), see
[23, (3.7.2)].
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(14.3) Let S, I and f• be as in (14.1). We assume that X• and Y• are
quasi-compact Z-separated, so that the right adjoint functor
f×• : DLQco(Y•)(Mod(Y•))→ DLQco(X•)(Mod(X•))
of
R(f•)∗ : DLQco(X•)(Mod(X•))→ DLQco(Y•)(Mod(Y•))
exists. Let J be a subcategory of I which may not be admissible.
We define the natural transformation
ξ(J, f•) : (?)J ◦ f
×
• → f
×
J ◦ (?)J
to be the composite
(?)Jf
×
•
u
−→(f•|J)
×R(f•|J)∗(?)Jf
×
•
c
−→(f•|J)
×(?)JR(f•)∗f
×
•
ε
−→(f•|J)
×(?)J .
By definition, ξ is the conjugate map of θ(J, f•) in (14.2) if J is admissible.
14.4 Lemma. Let J2 ⊂ J1 ⊂ I be subcategories of I. Let S be a scheme,
f• : X• → Y• be a morphism in P(I, Sch /S). Assume both X• and Y• are
quasi-compact separated. Then the composite map
(?)J2f
×
•
∼= (?)J2(?)J1f
×
•
via ξ(J1)
−−−−−→(?)J2(f•|J1)
×(?)J1
via ξ(J2)
−−−−−→(f•|J2)
×(?)J2(?)J1 = (f•|J2)
×(?)J2
is equal to ξ(J2).
Proof. Straightforward (and tedious) diagram drawing.
14.5 Lemma. Let S and f• : X• → Y• be as in Lemma 14.4. Let J be
a subcategory of I. Assume that Y• has flat arrows and f• is of fiber type.
Then ξ(J, f•) : (?)Jf
×
• → (f•|J)
×(?)J is an isomorphism between functors
from DLQco(Y•)(Mod(Y•)) to DLQco(X•|J)(Mod(X•|J)).
Proof. In view of Lemma 14.4, we may assume that J = i for an object i of
I. Then, as i is an admissible subcategory of I and ξ(i, f•) is an conjugate
map of θ(i, f•), it suffices to show that (?)jθ(i, f•) is an isomorphism for any
j ∈ ob(I). As Y• has flat arrows, Li : Mod(Yi)→ Mod(Y•) is exact. As f• is
of fiber type, Li : Mod(Xi)→ Mod(X•) is also exact.
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By Proposition 7.18, the composite
(?)jLiR(fi)∗
(?)jθ
−−−→(?)jR(f•)∗Li
c
−→R(fj)∗(?)jLi
agrees with the composite
(?)jLiR(fi)∗
λi,j
−−→
⊕
φ∈I(i,j)
X∗φR(fi)∗
⊕θ
−→
⊕
φ
R(fj)∗Y
∗
φ
C
−→R(fj)∗
(⊕
φ
Y ∗φ
)
λ−1i,j
−−→R(fj)∗(?)jLi,
where C is the canonical map. By Lemma 10.9, C is an isomorphism. As
f• is of fiber type, θ : X
∗
φR(fi)∗ → R(fj)∗Y
∗
φ is an isomorphism for each
φ ∈ I(i, j) by [23, (3.9.5)]. Hence the second composite is an isomorphism.
As the first composite is an isomorphism and c is also an isomorphism, we
have that (?)jθ(i, f•) is an isomorphism.
(14.6) Let I be a small category, S a scheme, and f• : X• → Y• a morphism
in P(I, Sch /S). Assume that X• and Y• are quasi-compact separated.
14.7 Lemma. Let J be a subcategory of I. Then the following hold:
1 The composite map
(?)J
(?)Ju
−−−→(?)Jf
×
• R(f•)∗
via ξ(J,f•)
−−−−−−→
(f•|J)
×(?)JR(f•)∗
via cJ,f•−−−−−→(f•|J)
×R(f•|J)∗(?)J
agrees with u(?)J , where u : Id→ (f•|J)
×R(f•|J)∗ is the unit of adjunc-
tion.
2 The composite map
(?)JR(f•)∗f
×
•
via cJ,f•−−−−−→R(f•|J)∗(?)Jf
×
•
via ξ(J,f•)
−−−−−−→
R(f•|J)∗(f•|J)
×(?)J
ε(?)J
−−−→(?)J
agrees with (?)Jε.
Proof. This consists in straightforward diagram drawings.
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(14.8) Let I be a small category. For i, j ∈ ob(I), we say that i ≤ j if
I(i, j) 6= ∅. This definition makes ob(I) a pseudo-ordered set. We say that
I is ordered if ob(I) is an ordered set with the pseudo-order structure above,
and I(i, i) = {id} for i ∈ I.
14.9 Lemma. Let I be an ordered small category. Let J0 and J1 be full
subcategories of I, such that ob(J0) ∪ ob(J1) = ob(I), ob(J0) ∩ ob(J1) = ∅,
and I(j1, j0) = ∅ for j1 ∈ J1 and j0 ∈ J0. Let X• ∈ P(I, Sch /S). Then, we
have the following.
1 The unit of adjunction u : IdMod(X•|J1) → (?)J1 ◦ LJ1 is an isomorphism.
2 (?)J0 ◦ LJ1 is zero.
3 LJ1 is exact, and J1 is an admissible subcategory of I.
4 For M ∈ Mod(X•), MJ0 = 0 if and only if ε : LJ1MJ1 → M is an
isomorphism.
5 The counit of adjunction (?)J0 ◦RJ0 → IdMod(X•|J0 ) is an isomorphism.
6 (?)J1 ◦RJ0 is zero.
7 RJ0 is exact and preserves local-quasi-coherence.
8 For M ∈ Mod(X•), MJ1 = 0 if and only if u : M → RJ0MJ0 is an
isomorphism.
9 The sequence
0→ LJ1(?)J1
ε
−→ Id
u
−→RJ0(?)J0 → 0
is semisplit exact, and induces a distinguished triangle in D(Mod(X•)).
Proof. 1 This is obvious by Lemma 7.11.
2 The category I
(J1 →֒I)
j0
is empty, if j0 ∈ J0, since I(j1, j0) = ∅ if j1 ∈ J1
and j0 ∈ J0. It follows that (?)j0 ◦ LJ1 = 0 if j0 ∈ J0. Hence, (?)J0 ◦ LJ1 = 0.
3 This is trivial by 1,2 and their proof.
4 The ‘if’ part is trivial by 2. We prove the ‘only if’ part. By assumption
and 2, both MJ0 and (?)J0LJ1MJ1 are zero, and (?)J0ε is an isomorphism.
On the other hand, ((?)J1ε)(u(?)J1) = id, and u is an isomorphism by 1.
Hence,
(?)J1ε : (?)J1LJ1MJ1 → (?)J1M
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is an isomorphism. Hence, ε is an isomorphism.
The assertions 5,6,7,8,9 are similar, and we omit the proof.
14.10 Lemma. Let I, S, J1 and J0 be as in Lemma 14.9. Let f• : X• → Y•
be a morphism in P(I, Sch /S). Assume that X• and Y• are quasi-compact
separated. Then we have that θ(J1, f•) and ξ(J1, f•) is an isomorphism.
Proof. Note that J1 is admissible by Lemma 14.9, 3, and hence θ(J1, f•) and
ξ(J1, f•) are defined. Since we have ξ(J1, f•) is the conjugate of θ(J1, f•) by
definition, it suffices to show that θ(J1, f•) is an isomorphism. It suffices to
show that
(?)iLLJ1R(f•|J1)∗
(?)iθ
−−→(?)iR(f•)∗LLJ1 ∼= R(fi)∗(?)iLLJ1
is an isomorphism for any i ∈ I.
If i ∈ J0, then both hand sides are zero functors, and it is an isomorphism.
On the other hand, if i ∈ J1, then the map in question is equal to the
composite isomorphism
(?)iLLJ1R(f•|J1)∗ ∼= (?)iR(f•|J1)∗
ci,f•|J1−−−−→R(fi)∗(?)i ∼= R(fi)∗(?)iLLJ1
by Proposition 7.18. Hence θ(J1, f•) is an isomorphism, as desired.
(14.11) Let S be a scheme, I an ordered small category, i ∈ I, and X• ∈
P(I, Sch /S). Let J1 be a filter of ob(I) such that i is a minimal element of
J1 (e.g., [i,∞)), and set Γi := LI,J1 ◦RJ1,i. Then we have (?)jΓi = 0 if j 6= i
and (?)iΓi = Id. It follows that Γi preserves arbitrary limits and colimits
(hence is exact). Assume that Xi is quasi-compact and separated. Then
DQco(Xi)(Mod(Xi)) is compactly generated, and the derived functor
Γi : DQco(Xi)(Mod(Xi))→ DLQco(X•)(Mod(X•))
preserves coproducts. It follows that there is a right adjoint
Σi : DLQco(X•)(Mod(X•))→ DQco(Xi)(Mod(Xi)).
As Γi is obviously way-out left, we have Σi is way-out right.
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(14.12) Let S be a scheme, I a small category, and X• ∈ P(I, Sch /S). We
define D+(X•) (resp. D−(X•)) to be the full subcategory of D(Mod(X•))
consisting of F ∈ D(Mod(X•)) such that Fi is bounded below (resp. above)
and has quasi-coherent cohomology groups for each i ∈ I. For a plump
full subcategory A of LQco(X•), we denote the triangulated subcategory of
D+(X•) (resp. D−(X•)) consisting of objects all of whose cohomology groups
belong to A by D+A(X•) (resp. D
−
A(X•)).
(14.13) Let P be an ordered set. We say that P is upper Jordan-Dedekind
(UJD for short) if for any p ∈ P , the subset
[p,∞) := {q ∈ P | q ≥ p}
is finite. We say that an ordered small category I is UJD if the ordered set
ob(I) is UJD, and I(i, j) is finite for i, j ∈ I.
14.14 Proposition. Let I be an ordered UJD small category. Let S be a
scheme, and g• : U• → X• and f• : X• → Y• be morphisms in P(I, Sch /S).
Assume that Y• is separated noetherian which has flat arrows, f• is proper,
g• is an open immersion such that gi(Ui) is dense in Xi for each i ∈ I, and
f•◦g• is of fiber type. Then g• is of fiber type, and for any i ∈ I the composite
natural map
(?)ig
∗
•f
×
•
via θ−1
−−−−→g∗i (?)if
×
•
via ξ(i)
−−−−→g∗i f
×
i (?)i
is an isomorphism between functors D+(Y•) → DQco(Ui)(Mod(Ui)), where
θ : g∗i (?)i → (?)ig
∗
• is the canonical isomorphism.
Proof. Note that U• has flat arrows, since Y• has flat arrows and f• ◦ g• is of
fiber type.
We prove that g• is of fiber type. Let φ : i → j be a morphism in I.
Then, the canonical map (Uφ, fjgj) : Uj → Ui ×Yi Yj is an isomorphism by
assumption. This map factors through (Uφ, gj) : Uj → Ui ×Xi Xj, and hence
(Uφ, gj) is a closed immersion. On the other hand, it is an image dense open
immersion, as can be seen easily, and hence it is an isomorphism. So g• is of
fiber type.
Set J1 := [i,∞) and J0 := ob(I) \ J1. By Lemma 14.10, ξ(J1, f•) is an
isomorphism. By Lemma 14.4, we may replace I by J1, and we may assume
that I is an ordered finite category, and i is a minimal element of ob(I).
Now we have D+(Y•) agrees with D
+
LQco(Y•)
(Mod(Y•)). Since we have ob(I)
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is finite, it is easy to see that R(f•)∗ is way-out both. It follows that f
×
• is
way-out right.
It suffices to show
g∗i ξ(i) : g
∗
i (?)if
×
• → g
∗
i f
×
i (?)i
is an isomorphism of functors fromD+LQco(Y•)(Mod(Y•)) toD
+
Qco(Ui)
(Mod(Ui)).
As g∗iR(gi)∗
∼= Id, it suffices to show that R(gi)∗g∗i ξ(i) is an isomorphism.
This is equivalent to say that for any perfect complex P ∈ C(Qco(Xi)), we
have
R(gi)∗g
∗
i ξ(i) : HomD(Mod(Xi))(P, R(gi)∗g
∗
i (?)if
×
• )
→ HomD(Mod(Xi))(P, R(gi)∗g
∗
i f
×
i (?)i)
is an isomorphism. By [36, Lemma 2], this is equivalent to say that the
canonical map
lim−→HomD(Mod(Y•))(R(f•)∗LLi(P⊗
•,L
OXi
J n), ?)
→ lim−→HomD(Mod(Y•))(LLiR(fi)∗(P⊗
•,L
OXi
J n), ?)
induced by the conjugate θ(i, f•) of ξ(i) is an isomorphism, where J is a
defining ideal sheaf of the closed subset Xi \ Ui in Xi.
As I is ordered and ob(I) is finite, we may label
ob(I) = {i = i(0), i(1), i(2), . . .}
so that I(i(s), i(t)) 6= ∅ implies that s ≤ t. Let J(r) denote the full subcate-
gory of I whose object set is {i(r), i(r + 1), . . .}.
By descending induction on t, we prove that the map
via θ(i, f•) : lim−→HomD(Mod(Y•))(LJ(t)(?)J(t)R(f•)∗LLi(P⊗
•,L
OXi
J n), ?)
→ lim−→HomD(Mod(Y•))(LJ(t)(?)J(t)LLiR(fi)∗(P⊗
•,L
OXi
J n), ?)
is an isomorphism. This is enough to prove the proposition, since LJ(1)(?)J(1) =
Id.
Since the sequence
0→ LJ(t+1)(?)J(t+1)
via ε
−−−→LJ(t)(?)J(t) → Γi(t)(?)i(t) → 0
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is an exact sequence of exact functors, it suffices to prove that the map
via θ(i, f•) : lim−→HomD(Mod(Y•))(Γi(t)(?)i(t)R(f•)∗LLi(P⊗
•,L
OXi
J n), ?)
→ lim−→HomD(Mod(Y•))(Γi(t)(?)i(t)LLiR(fi)∗(P⊗
•,L
OXi
J n), ?)
is an isomorphism by induction assumption and the five lemma. By Propo-
sition 7.18, this is equivalent to say that the map
via θ : lim−→HomD(Mod(Yi(t)))(R(fi(t))∗
⊕
φ
LX∗φ(P⊗
•,L
OXi
J n),Σi(?))
→ lim−→HomD(Mod(Yi(t)))(
⊕
φ
Y ∗φR(fi)∗(P⊗
•,L
OXi
J n),Σi(?))
is an isomorphism, where the sum is taken over the finite set I(i, i(t)). It
suffices to prove that the map
via ξ : lim−→HomD(Mod(Xi))(P⊗
•,L
OXi
J n, R(Xφ)∗f
×
i(t)Σi(?))
→ lim−→HomD(Mod(Xi))(P⊗
•,L
OXi
J n, f×i R(Yφ)∗Σi(?))
induced by the map ξ : R(Xφ)∗f
×
i(t) → f
×
i R(Yφ)∗, which is conjugate to
θ : Y ∗φR(fi)∗ → R(fi(t))∗LX
∗
φ,
is an isomorphism for φ ∈ I(i, i(t)). Since bothR(Xφ)∗f
×
i(t)Σi and f
×
i R(Yφ)∗Σi
are way-out right, it suffices to show the canonical map
g∗i ξ(Yφfi(t) = fiXφ) : g
∗
iR(Xφ)∗f
×
i(t) → g
∗
i f
×
i R(Yφ)∗
is an isomorphism between functors fromD+Qco(Yi(t))(Mod(Yi(t))) toD
+
Qco(Ui)
(Mod(Ui)).
Let X ′ := Xi ×Yi Yi(t), p1 : X
′ → Xi be the first projection, p2 : X ′ → Yi(t)
the second projection, and π : Xi(t) → X ′ be the map (Xφ, fi(t)). It is easy
to see that ξ(Yφfi(t) = fiXφ) equals the composite map
R(Xφ)∗f
×
i(t)
∼= R(p1)∗Rπ∗π
×p×2
ε
−→R(p1)∗p
×
2
∼= f×i R(Yφ)∗.
Note that the last map is an isomorphism since Yφ is flat. As we have
Ui(t) → Ui ×Yi Yi(t)
∼= Ui ×Xi X
′
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is an isomorphism and gi is an open immersion by assumption, the canonical
map
g∗iR(p1)∗ → R(Uφ)∗(π ◦ gi(t))
∗
is an isomorphism. So it suffices to prove that
(π ◦ gi(t))
∗Rπ∗π
× via ε−−−→(π ◦ gi(t))
∗
is an isomorphism.
Consider the fiber square
Ui(t)
gi(t)
−−→ Xi(t)
↓ id σ ↓ π
Ui(t)
π◦gi(t)
−−−→ X ′.
By [36], ζ0(σ) : g
∗
i(t)π
× → (π ◦ gi(t))
∗ is an isomorphism. By definition (11.7),
ζ0 is the composite map
g∗i(t)π
× u−→id×Rid∗g
∗
i(t)π
× ∼=−→id∗(π ◦ gi(t))
∗Rπ∗π
× ε−→(π ◦ gi(t))
∗.
Since the first and the second maps are isomorphisms, the third map is an
isomorphism. This was what we wanted to prove.
14.15 Corollary. Under the same assumption as in the proposition, we have
g∗•f
×
• (D
+(Y•)) ⊂ D+(U•).
Proof. This is because g∗i f
×
i (D
+
Qco(Yi)
(Mod(Yi))) ⊂ D
+
Qco(Ui)
(Mod(Ui)) for
each i ∈ I.
15 Open immersion base change
(15.1) Let S be a scheme, I a small category, and
X ′•
g′•−→ X•
↓ f ′• σ ↓ f•
Y ′•
g•
−→ Y•
a fiber square in P(I, Sch /S). Assume that the all diagrams of schemes in
the diagram are quasi-compact separated, and g• is flat. By Lemma 12.4,
the canonical map
θ(g•, f•) : g
∗
•R(f•)∗ → R(f
′
•)∗(g
′
•)
∗
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is an isomorphism of functors fromDLQco(X•)(Mod(X•)) toDLQco(Y ′•)(Mod(Y
′
•)).
We define ζ(σ) = ζ(g•, f•) to be the composite map
ζ(σ) : (g′•)
∗f×•
u
−→(f ′•)
×R(f ′•)∗(g
′
•)
∗f×•
θ−1
−−→(f ′•)
×g∗•R(f•)∗f
×
•
ε
−→(f ′•)
×g∗•.
15.2 Lemma. Let σ be as above, and J a subcategory of I. Then the diagram
(?)J(g
′
•)
∗f×•
θ−1
−−→ (g′•|J)
∗(?)Jf
×
•
ξ
−→ (g′•|J)
∗(f•|J)×(?)J
↓ ζ ↓ ζ
(?)J(f
′
•)
×g∗•
ξ
−→ (f ′•|J)
×(?)Jg
∗
•
θ−1
−−→ (f ′•|J)
×(g•|J)∗(?)J
is commutative.
Proof. Follows immediately from Lemma 14.7 and the commutativity of
(12.5).
15.3 Theorem. Let S be a scheme, I an ordered UJD small category, and
V•
j
−→• U ′•
i′•−→ X ′•
↓ pU• σ ↓ pX•
U•
i•−→ X•
q•
−→ Y•
be a diagram in P(I, Sch /S). Assume the following.
1 Y• is separated noetherian.
2 j•, i
′
• and i• are image dense open immersions.
3 q•, p
X
• and p
U
• are proper.
4 V•, U• and Y• have flat arrows.
5 pX• i
′
• = i•p
U
• .
6 q•i• and p
U
• j• are of fiber type.
Then σ is a fiber square, and the composite map
j∗•ζ(σ)q
×
• : j
∗
•(i
′
•)
∗(pX• )
×q×• → j
∗
•(p
U
• )
×i∗•q
×
•
is an isomorphism of functors from D+(Y•) to D+(V•).
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Proof. The square σ is a fiber square, since the canonical map U ′• → U• ×X•
X ′• is an image dense closed open immersion, and is an isomorphism.
To prove the theorem, it suffices to show that the map in question is
an isomorphism after applying (?)i for any i ∈ I. By Proposition 14.14,
Lemma 15.2, and [23, (3.7.2), (iii)], the problem is reduced to the flat base
change theorem (in fact open immersion base change theorem is enough) for
schemes [36, Theorem 2], and we are done.
16 The existence of compactification and com-
position data for finite diagrams of schemes
(16.1) Let S be a noetherian separated scheme, and I an ordered finite
category which is non-empty. Let A denotes the category of Iop-diagrams
of S-schemes separated of finite type over S. Let P denote the class of
proper morphisms in Mor(A). Let I denote the class of image dense open
immersions in Mor(A).
Define D(X•) := DLQco(X•)(Mod(X•)) for X• ∈ ob(A). Define a pseudo-
functor (?)# on AP to be (?)×, where X#• = D(X•) for X• ∈ ob(AP). Define
a pseudofunctor (?)♭ on AI to be (?)∗, where X♭• = D(X•) for X• ∈ ob(AI).
For a pi-square σ, define ζ(σ) to be the natural map defined in (15.1).
16.2 Lemma. Let the notation be as above. Conditions 1–6 and 8–12 in
Definition 11.1 are satisfied. Moreover, any pi-square is a fiber square.
Proof. This is easy.
16.3 Proposition. Let the notation be as in (16.1). Then the condition 7
in Definition 11.1 is satisfied. That is, for any morphism f• in A, there is a
factorization f• = p•j• with p• ∈ P and j• ∈ I.
Proof. Label the object set ob(I) of I as {i(1), · · · , i(n)} so that I(i(s), i(t)) =
∅ if s > t. Set J(r) to be the full subcategory of I with ob(J(r)) =
{i(1), . . . , i(r)}. By induction on r, we construct morphisms h•(r) : X•|J(r) →
Z•(r) in P(J(r), Sch /S) such that
1 Z•(r) is proper over S;
2 h•(r)i is an open immersion, whose scheme theoretic image is Z•(r)i for
i ∈ J(r);
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3 Z•(r)|J(j) = Z•(j) and h•(r)|J(j) = h•(j) for j < r.
We may assume that the construction is done for j < r.
First, consider the case where i(r) is a minimal element in ob(I). By
Nagata’s compactification theorem [29], there is an S-morphism
h : Xi(r) → Z
such that Z is proper over S and h is an open immersion whose scheme theo-
retic image is Z. Now define Z•(r)i(r) := Z and Z•(r)idi(r) = idZ . Defining the
other structures after 3, we get Z•(r), since I(i(r), i(s)) = ∅ = I(i(s), i(r))
for s < r and I(i(r), i(r)) = {id} by assumption. Define h•(r)i(r) := h and
by 3, we get a morphism h•(r) : X•|J(r) → Z•(r) by the same reason, and
1,2,3 are satisfied by induction assumption. So this case is OK.
Now assume that i(r) is not minimal so that
⋃
i<r I(i(j), i(r)) 6= ∅. Con-
sider the S-morphism
ϕ : Xi(r)
(Xφ)
−−→
∏
j<r
∏
φ∈I(i(j),i(r))
Xi(j)
(hj)
−−→
∏
j<r
∏
φ∈I(i(j),i(r))
Zj,
where Zj := (Z•(j))i(j), and hj := (h•(j))i(j). By Nagata’s compactification
theorem [29], There is a factorization
Xi(r)
hr−→Zr
pr
−→
∏
j<r
∏
φ∈I(i(j),i(r))
Zj
such that hr is an open immersion S-morphism such that the scheme the-
oretic image of hr agrees with Zr, and pr is a proper S-morphism. Set
Z•(r)i(j) := Zj, and Z•(r)i(r) := Zr. For j ≤ j′ < r and φ ∈ I(i(j), i(j′)),
define (Z•(r))φ := Z•(r − 1)φ. For each j < r and φ ∈ I(i(j), i(r)), define
(Z•(r))φ : Zr → Zj to be the composite
Zr
pr
−→
∏
j<r
∏
φ
Zj
projection
−−−−−→Zj .
Finally, define (Z•(r))idi(r) := idZr . Almost by definition, we have hj ◦Xφ =
(Z•(r))φ ◦ hr for j < r and φ ∈ I(i(j), i(r)). As hr is scheme theoretically
dense, it is easy to see that Z•(r) is a J(r)
op diagram of S-schemes, and the
conditions 1,2,3 are checked easily.
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Hence there is a morphism h• : X• → Z• of P(I, Sch /S) such that Z• is
proper over S, and h• is an image-dense open immersion.
Now let f• : X• → Y• be a morphism in A. Consider the morphism
ψ• : X•
Γ(f•)
−−−→X• × Y•
h•×1−−−→Z• × Y•.
We define X¯• as follows. For each i ∈ I, define X¯i to be the scheme theoretic
image of ψi, and X¯φ is the restriction of Zφ× Yφ. As ψ• is an immersion, we
have a factorization
X•
i•−→X¯•
q•
−→Z• × Y•
of ψ• such that i• ∈ I and q• is a closed immersion.
Let p2 : Z• × Y• → Y• be the second projection. Set p• := p2 ◦ q•. Then,
as we have p2 ◦ ψ• = f•, we have f• = p•i•, and p• ∈ P. This proves the
lemma.
16.4 Theorem. Let the notation be as in (16.1). Set F to be the subcategory
of A whose objects are objects of A with flat arrows, and whose morphisms are
morphisms in A of fiber type. Define D+ by D+(X•) := D
+
LQco(X•)
(Mod(X•)).
Then (A,F ,P, I,D,D+, (?)#, (?)♭, ζ) is a composition data of contravariant
pseudofunctors.
Proof. Conditions 1–12 in Definition 11.1 have already been checked. 13
follows from Lemma 8.15. 14 is trivial. Since I is finite, the definition of
D+(X•) is consistent with that in (14.12). Hence 15 is Corollary 14.15. 16
is Theorem 15.3.
We call the composite of (?)# and (?)♭ defined by the composition data
in the theorem the equivariant twisted inverse pseudofunctor, and denote it
by (?)!.
17 Flat base change
Let the notation be as in Theorem 16.4. Let f• : X• → Y• be a morphism in
F , and J a subcategory of I. Let f• = p•i• be a compactification.
17.1 Lemma. The composite map
(?)Jf
!
•
via ρ
−−−→(?)J i
∗
•p
×
•
θ−1
−−→i∗J (?)Jp
×
•
ξ
−→i∗Jp
×
J (?)J
via ρ
−−−→f !J(?)J
is independent of choice of compactification f• = p•i•, where ρ’s are inde-
pendence isomorphisms.
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The proof utilizes Lemma 11.3, and left to the reader. We denote by
ξ¯ = ξ¯(i, f•) the composite map in the lemma.
17.2 Lemma. Let f• : X• → Y• be a morphism in F , and K ⊂ J ⊂ I be
subcategories. Then the composite map
(?)Kf
!
•
∼= (?)K(?)Jf
!
•
ξ¯
−→(?)Kf
!
J(?)J
ξ¯
−→f !K(?)K(?)J
∼= f !K(?)K
agrees with ξ¯(K, f•).
Proof. Follows easily from Lemma 14.4.
17.3 Lemma. Let f• : X• → Y• be a morphism in F , and J a subcategory
of I. Then, ξ¯(J, f•) is an isomorphism.
Proof. It suffices to show that (?)iξ¯(J, f•) is an isomorphism for any i ∈
ob(J). By Lemma 17.2, we have
ξ¯(i, fJ) ◦ ((?)iξ¯(J, f•)) = ξ¯(i, f•).
By Proposition 14.14, we have ξ¯(i, fJ) and ξ¯(i, f•) are isomorphisms. Hence
the natural map (?)iξ¯(J, f•) is also an isomorphism.
17.4 Lemma. Let f : X → Y be a flat morphism of locally noetherian
schemes, and U a dense open subset of Y . Then f−1(U) is a dense open
subset of X.
Proof. The question is local both on Y andX , and hence we may assume that
both Y = SpecA and X = SpecB are affine. Let I be the radical ideal of A
defining the closed subset Y \ U . By assumption, I is not contained in any
minimal prime of A. Assume that f−1(U) is not dense in X . Then, there is
a minimal prime P of B which contains IB. As we have I ⊂ IB∩A ⊂ P ∩A
and P ∩ A is minimal by the going-down theorem (see [25, Theorem 9.5]),
this is a contradiction.
(17.5) Let b : S ′ → S be a morphism of noetherian separated schemes. Let
A′ be the full subcategory of P(I, Sch /S ′) consisting of objects separated of
finite type over S ′. Let F ′ be the category of objects of A′ with flat arrows
and morphisms in A′ of fiber type. Any S ′-scheme is viewed as an S-scheme
via b.
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Let
X ′•
f ′•−→ Y ′•
↓ gX• σ ↓ g•
X•
f•
−→ Y•
be a diagram in P(I, Sch /S) such that
1 X ′• and Y
′
• are in F
′, and f ′• is a morphism in F
′.
2 f• is a morphism in F ;
3 σ is a fiber square;
4 g• is flat.
By assumption, there is a diagram
X ′•
i′•−→ Z ′•
p′•−→ Y ′•
↓ gX• σ1 ↓ gZ• σ2 ↓ g•
X•
i•−→ Z•
p•
−→ Y•
(17.6)
such that f• = p•i• is a compactification, σ1 and σ2 are fiber squares, and
the whole rectangle σ1σ2 equals σ. By Lemma 17.4, we have that f
′
• = p
′
•i
′
•
is a compactification.
17.7 Lemma. The composite map
(gX• )
∗f !•
ρ
−→(gX• )
∗i∗•p
×
•
d
−→(i′•)
∗(gZ• )
∗p×•
ζ
−→(i′•)
∗(p′•)
×g∗•
ρ
−→(f ′•)
!g∗•
is independent of choice of the diagram (17.6), and depends only on σ, where
ρ’s are independence isomorphisms.
Proof. Obvious by Lemma 11.3.
We denote the composite map in the lemma by ζ¯ = ζ¯(σ).
17.8 Theorem. Let the notation be as above. Then we have:
1 Let J be an admissible subcategory of I. Then the diagram
(?)J(g
X
• )
∗f !•
θ−1
−−→ (gXJ )
∗(?)Jf
!
•
ξ¯
−→ (gXJ )
∗f !J(?)J
↓ (?)J ζ¯(σ) ↓ ζ¯(σJ )(?)J
(?)J(f
′
•)
!(g•)
∗ ξ¯−→ (f ′J)
!(?)J(g•)
∗ θ
−1
−−→ (f ′J)
!(gJ)
∗(?)J
(17.9)
is commutative.
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2 ζ¯(σ) is an isomorphism.
Proof. 1 is an immediate consequence of Lemma 15.2 and [23, (3.7.2)].
2 Let i be an object of I. By Lemma 17.3, the horizontal arrows in the
diagram (17.9) are isomorphisms. By Verdier’s flat base change theorem [36,
Theorem 2], we have that ζ¯(σi) is an isomorphism. Hence, we have that
(?)iζ¯(σ) is an isomorphism for any i ∈ I by 1 applied to J = i, and the
assertion follows.
18 Preservation of Quasi-coherent cohomol-
ogy
(18.1) Let the notation be as in (16.1). Let F be as in Theorem 16.4.
18.2 Lemma. Let f : X → Y be a morphism of finite type between separated
noetherian schemes. If F ∈ D+Coh(Y )(Mod(Y )), then f
!F ∈ D+Coh(X)(Mod(X)).
Proof. We may assume that both Y and X are affine. So we may assume
that f is either smooth or a closed immersion. The case where f is smooth is
obvious by [36, Theorem 3]. The case where f is a closed immersion is also
obvious by Proposition III.6.1 and Theorem III.6.7 in [15].
18.3 Proposition. Let f• : X• → Y• be a morphism in F , and φ : i → j a
morphism in I. Then the composite map
X∗φ(?)if
!
•
αφ
−→(?)jf
!
•
ξ¯
−→f !j(?)j
agrees with the composite map
X∗φ(?)if
!
•
ξ¯
−→X∗φf
!
i(?)i
ζ¯
−→f !jY
∗
φ (?)i
αφ
−→f !j(?)j .
Proof. By Lemma 17.2, we may assume that I is the ordered category given
by ob(I) = {i, j} and I(i, j) = {φ}.
Then it is easy to see that there is a compactification
X•
i•−→Z•
p•
−→Y•
of f• such that p• is of fiber type. Note that i• is of fiber type, and Z• has
flat arrows.
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By the definition of ξ¯ and ζ¯ , it suffices to prove that the composite map
X∗φ(?)ii
∗
•p
×
•
θ−1
−−→X∗φi
∗
i (?)ip
×
•
d
−→i∗jZ
∗
φ(?)ip
×
•
ξ
−→i∗jZ
∗
φp
×
i (?)i
ζ
−→i∗jp
×
j Y
∗
φ (?)i
αφ
−→i∗jp
×
j (?)j
agrees with
X∗φ(?)ii
∗
•p
×
•
αφ
−→(?)ji
∗
•p
×
•
θ−1
−−→i∗j (?)jp
×
•
ξ
−→i∗jp
×
j (?)j .
By the “derived version” of (7.25), the composite map
X∗φ(?)ii
∗
•p
×
•
θ−1
−−→X∗φi
∗
i (?)ip
×
•
d
−→i∗jY
∗
φ (?)ip
×
•
αφ
−→i∗j(?)jp
×
•
agrees with
X∗φ(?)ii
∗
•p
×
•
αφ
−→(?)ji
∗
•p
×
•
θ−1
−−→i∗j (?)jp
×
• .
Hence it suffices to prove the map
Z∗φ(?)ip
×
•
ξ
−→Z∗φp
×
i (?)i
ζ
−→p×j Y
∗
φ (?)i
αφ
−→p×j (?)j
agrees with
Z∗φ(?)ip
×
•
αφ
−→(?)jp
×
•
ξ
−→p×j (?)j.
Now the proof consists in a straightforward diagram drawing utilizing the
derived version of (7.14).
18.4 Corollary. Let f• : X• → Y• be a morphism in F . Then we have
f !•(D
+
Qco(Y•)) ⊂ D
+
Qco(X•) and f
!
•(D
+
Coh(Y•)) ⊂ D
+
Coh(X•).
Proof. Let φ : i→ j be a morphism in I. By Theorem 17.8, 2, Lemma 17.3
and the proposition, we have αφ : X
∗
φ(?)if
!
• → (?)jf
!
• is an isomorphism
if αφ : Y
∗
φ (?)i → (?)j is an isomorphism. So f
!
• preserves equivariance of
cohomology groups, and the first assertion follows.
On the other hand, by Lemma 18.2 and Proposition 14.14, f ! preserves
local coherence of cohomology groups. Hence it also preserves the coherence
of cohomology groups, by the first paragraph.
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19 Compatibility with derived direct image
(19.1) Let the notation be as in (17.5). Consider the diagram (17.6). Lip-
man’s theta θ(σ2) : g
∗
•R(p•)∗ → R(p
′
•)∗(g
Z
• )
∗ induces the conjugate map
ξ(σ2) : R(g
Z
• )∗(p
′
•)
× → p×• R(g•)∗.
As σ2 is a fiber square, θ(σ2) is an isomorphism. Hence ξ(σ2) is also an
isomorphism. Note that
θ : i∗•R(g
Z
• )∗ → R(g
X
• )∗(i
′
•)
∗
is an isomorphism, since σ1 is a fiber square. We define ξ¯ : R(g
X
• )∗(f
′
•)
! →
f !•R(g•)∗ to be the composite
R(gX• )∗(f
′
•)
! ρ−→R(gX• )∗(i
′
•)
∗(p′•)
× θ
−1
−−→i∗•R(g
Z
• )∗(p
′
•)
× ξ−→i∗•p
×
• R(g•)∗.
ρ
−→f !•R(g•)∗.
As all the maps in the composition are isomorphisms, we have
19.2 Lemma. ξ¯ is an isomorphism.
19.3 Lemma. For any subcategory J , the composite
(?)JR(g
Z
• )∗(p
′
•)
× ξ−→(?)Jp
×
• R(g•)∗
ξ
−→(p•|J)
×(?)JR(g•)∗
c
−→(p•|J)
×R(g•|J)∗(?)J
agrees with the composite
(?)JR(g
Z
• )∗(p
′
•)
× c−→R(gZ• |J)∗(?)J(p
′
•)
× ξ−→
R(gZ• |J)∗(p
′
•|J)
×(?)J
ξ
−→(p•|J)
×R(g•|J)∗(?)J .
Proof. Follows immediately from Lemma 14.7.
20 Compatibility with derived right induc-
tions
(20.1) Let the notation be as in Theorem 16.4. Let X• ∈ F , and J a
subcategory of I. As I is assumed to be a finite category, I
(J→I)
i is a fi-
nite category for any i ∈ ob(I). Hence for any M ∈ LQco(X•|J), we
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have that RJM ∈ LQco(X•) by (7.10). It is easy to see that RRJ :
D+LQco(X•|J)(Mod(X•|J))→ D
+
LQco(X•)
(Mod(X•)) is the right adjoint of (?)J .
Let f• : X• → Y• be a morphism in A. As
c : (?)JR(f•)∗ → R(f•|J)∗(?)J
is an isomorphism, its conjugate map
c′ : RRJ (f•|J)
× → f×• RRJ
is also an isomorphism.
Let g• : U• → X• be an image dense open immersion of fiber type in A.
Let σ be the canonical map
g∗•RRJ
u
−→g∗•RRJR(g•|J)∗(g•|J)
∗ ξ
−1
−−→g∗•R(g•)∗RRJ(g•|J)
∗ ε−→RRJ(g•|J)
∗,
where ξ : R(g•)∗RRJ → RRJR(g•|J)∗ is the conjugate of the isomorphism
θ : (g•)|∗J(?)J → (?)Jg
∗
•.
20.2 Lemma. Let the notation be as above. Then σ : g∗•RRJ → RRJ (g•|J)
∗
is an isomorphism of functors from D(Mod(X•|J)) to D(Mod(U•)).
Proof. As g∗•, (g•|J)
∗, RJ , (g•)∗, and (g•|J)∗ have exact left adjoints, it suffices
to show that
(?)iσ : (?)ig
∗
•RJI→ (?)iRJ(g•|J)
∗I
is an isomorphism for any K-injective complex in C(Mod(X•|J)) and i ∈
ob(I). This map agrees with
(?)ig
∗
•RJI
θ−1
−−→g∗i (?)iRJI
∼= g∗i lim←−(Xφ)∗Ij
∼= lim←− g
∗
i (Xφ)∗Ij
θ
−→ lim←−(Uφ)∗g
∗
j Ij
θ
−→ lim←−(Uφ)∗(?)j(g•|J)
∗I ∼= RJ(g•|J)
∗I,
which is obviously an isomorphism.
(20.3) Let f• : X• → Y• be a morphism in F , and f• = p•i• a compactifi-
cation. We define c¯ : f !•RRJ → RRJ (f•|J)
! to be the composite
f !•RRJ
ρ
−→i∗•p
×
• RRJ
c′
−→i∗•RRJ (p•|J)
× σ−→RRJ(i•|J)
∗(p•|J)
× ρ−→RRJ(f•|J)
!.
By Lemma 20.2, we have
20.4 Lemma. c¯ : f !•RRJ → RRJ(f•|J)
! is an isomorphism of functors from
D+LQco(Y•|J)(Mod(X•)) to D
+
LQco(X•)
(Mod(X•)).
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21 Equivariant Grothendieck’s duality
21.1 Theorem (Equivariant Grothendieck’s duality). Let I be a small
category, and f• : X• → Y• a morphism in P(I, Sch /Z). If Y• is separated
noetherian with flat arrows and f• is proper of fiber type, then the composite
Θ(f•) : R(f•)∗RHom
•
Mod(X•)(F, f
×
• G)
H
−→RHom•Mod(Y•)(R(f•)∗F, R(f•)∗f
×
• G)
ε
−→RHom•Mod(Y•)(R(f•)∗F,G)
is an isomorphism for F ∈ D−Coh(X•) and G ∈ D
+(Y•).
Proof. It suffices to show that (?)iΘ(f•) is an isomorphism for i ∈ ob(I). By
Lemma 2.10 and Lemma 14.7, 2, it is easy to see that (?)iΘ(f•) agrees with
the composite
(?)iR(f•)∗RHom
•
Mod(X•)(F, f
×
• G)
c
−→R(fi)∗(?)iRHom
•
Mod(X•)(F, f
×
• G)
Hi−→R(fi)∗RHom
•
Mod(Xi)
(Fi, (?)if
×
• G)
ξ
−→R(fi)∗RHom
•
Mod(Xi)
(Fi, f
×
i Gi)
Θ(fi)
−−−→RHom•Mod(Yi)(R(fi)∗Fi,Gi).
By Lemma 13.9, Hi is an isomorphism. By Lemma 14.5, ξ is an isomor-
phism. By Grothendieck’s duality for usual schemes [30, section 6], Θ(fi) is
an isomorphism. Hence, (?)iΘ(f•) is an isomorphism.
22 Morphisms of finite flat dimension
(22.1) Let ((?)∗, (?)∗) be a monoidal adjoint pair over a category S. For a
morphism f : X → Y in S, we define the projection morphism Π = Π(f) to
be the composite
f∗a⊗ b
u
−→f∗f
∗(f∗a⊗ b)
∆
−→f∗(f
∗f∗a⊗ f
∗b)
ε
−→f∗(a⊗ f
∗b),
where a ∈ MX and b ∈MY (see section 2 for notation).
22.2 Lemma. Let the notation be as above, and f : X → Y and g : Y → Z
be morphisms in S. For x ∈MX and z ∈MZ , the composite
(gf)∗x⊗z
c
−→g∗(f∗x)⊗z
Π(g)
−−→g∗(f∗x⊗g
∗z)
Π(f)
−−→g∗f∗(x⊗f
∗g∗z)
∼=
−→(gf)∗(x⊗(gf)
∗z)
agrees with Π(gf).
Proof. Left to the reader.
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(22.3) Let I be a small category, S a scheme, and f• : X• → Y• a morphism
in P(I, Sch /S).
22.4 Lemma (Projection Formula). Assume that X• and Y• are quasi-
compact and separated. Then the natural map
Π = Π(f•) : (Rf•)∗F⊗
•,L
OY•
G→ (Rf•)∗(F⊗
•,L
OX•
Lf ∗•G)
is an isomorphism for F ∈ DLQco(X•)(Mod(X•)) and G ∈ DLQco(Y•)(Mod(Y•)).
Proof. For each i ∈ ob(I), the composite
R(fi)∗Fi ⊗
L
OYi
Gi
Π(fi)
−−−→R(fi)∗(Fi ⊗
L
OXi
Lf ∗i Gi)
θ(f•,i)
−−−→R(fi)∗(Fi ⊗
L
OXi
(?)iLf
∗
•G)
m
−→R(fi)∗(?)i(F⊗
•,L
OX•
Lf ∗•G)
c
−→(?)iR(f•)∗(F⊗
•,L
OX•
Lf ∗•G)
is an isomorphism by [30, Proposition 5.3] and Lemma 9.7, 1. On the other
hand, it is straightforward to check that this composite isomorphism agrees
with the composite
R(fi)∗Fi ⊗
L
OYi
Gi
c
−→(?)iR(f•)∗F⊗
L
OYi
Gi
m
−→(?)i(R(f•)∗F⊗
•,L
OY•
G)
(?)iΠ(f•)
−−−−−→(?)iR(f•)∗(F⊗
•,L
OX•
Lf ∗•G).
It follows that (?)iΠ(f•) is an isomorphism for any i ∈ ob(I). Hence, Π(f•)
is an isomorphism.
(22.5) Let f• : X• → Y• be a morphism in P(I, Sch /S), and assume that
both X• and Y• are quasi-compact separated. Define Φ = Φ(f•) to be the
composite
f×• F⊗
•,L
OX•
Lf ∗•G
u
−→f×• R(f•)∗(f
×
• F⊗
•,L
OX•
Lf ∗•G)
Π(f•)−1
−−−−→f×• (R(f•)∗f
×
• F⊗
•,L
OY•
G)
ε
−→f×• (F⊗
•,L
OY•
G),
where F,G ∈ DLQco(Y•)(Mod(Y•)).
Utilizing the commutativity as in the proof of Lemma 22.4 and Lemma 14.7,
it is not so difficult to show the following.
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22.6 Lemma. Let f• : X• → Y• be as in (22.5). For a subcategory J of I,
the composite
(?)Jf
×
• F⊗
•,L
OX•|J
(?)JLf
∗
•G
ξ⊗θ−1
−−−→(f•|J)
×FJ ⊗
•,L
OX•|J
L(f•|J)
∗GJ
Φ(f•|J)
−−−−→(f•|J)
×(FJ ⊗OY•|J GJ )
m
−→(f•|J)
×(?)J(F⊗OY• G)
agrees with
(?)Jf
×
• F⊗
•,L
OX•|J
(?)JLf
∗
•G
m
−→(?)J(f
×
• F⊗
•,L
OX•
Lf ∗•G)
Φ(f•)
−−−→(?)Jf
×
• (F⊗
•,L
OY•
G)
ξ
−→(f•|J)
×(?)J(F⊗
•,L
OY•
G).
22.7 Lemma. Let f• : X• → Y• be as in (22.5). The composite
f×• F⊗
•,L
OX•
Lf ∗• (G⊗
•,L
OY•
H)
∆
−→f×• F⊗
•,L
OX•
Lf ∗•G⊗
•,L
OX•
Lf ∗•H
Φ
−→f×• (F⊗
•,L
OY•
G)⊗•,LOX• Lf
∗
•H
Φ
−→f×• (F⊗
•,L
OY•
G⊗•,LOY• H)
agrees with Φ.
22.8 Lemma. Let S, I and σ be as in (15.1). For F ∈ DLQco(Y•)(Mod(Y•)),
the composite
(g′•)
∗f×• F⊗
•,L
OX′•
(g′•)
∗Lf ∗•G
∆−1
−−→(g′•)
∗(f×• F⊗
•,L
OX•
Lf ∗•G)
Φ
−→(g′•)
∗f×• (F⊗
•,L
OY•
G)
ζ(σ)
−−→(f ′•)
×g∗•(F⊗
•,L
OY•
G)
agrees with
(g′•)
∗f×• F⊗
•,L
OX′•
(g′•)
∗Lf ∗•G
ζ(σ)⊗d
−−−−→(f ′•)
×g∗•F⊗
•,L
OX′•
L(f ′•)
∗g∗•G
Φ
−→(f ′•)
×(g∗•F⊗
•,L
OY ′•
g∗•G)
∆−1
−−→(f ′•)
×g∗•(F⊗
•,L
OY•
G).
22.9 Lemma. Let f• : X• → Y• and g• : Y• → Z• be morphisms in
P(I, Sch /S). Assume that X•, Y• and Z• are quasi-compact separated. Then
the composite
(g•f•)
×F⊗•,LOX• (g•f•)
∗G ∼= f×• g
×
• F⊗
•,L
OX•
f ∗• g
∗
•G
Φ(f•)
−−−→f×• (g
×
• F⊗
•,L
OY•
g∗•G)
Φ(g•)
−−−→f×• g
×
• (F⊗
•,L
OZ•
G) ∼= (g•f•)
×(F⊗•,LOZ• G)
agrees with Φ(g•f•).
The proof of the lemmas above are left to the reader.
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(22.10) Let the notation be as in Theorem 16.4. Let i• : U• → X• be a
morphism in I, and p• : X• → Y• a morphism in P.
We define Φ¯ = Φ¯(p•, i•) to be the composite
Φ¯ : i∗•p
×
• F⊗
•,L
OU•
L(p•i•)
∗G
d−1
−−→i∗•p
×
• F⊗
•,L
OU•
i∗•Lp
∗
•G
∆−1
−−→i∗•(p
×
• F⊗
•,L
OX•
Lp∗•G)
i∗•Φ−−→i∗•p
×
• (F⊗
•,L
OY•
G).
22.11 Lemma. Let f• be a morphism in F , and f• = p•i• = q•j• an inde-
pendence square. Then the composite
i∗•p
×
• F⊗
•,L
OU•
L(p•i•)
∗G
Φ¯
−→i∗•p
×
• (F⊗
•,L
OY•
G)
ρ(p•i•=q•j•)
−−−−−−−→j∗•q
×
• (F⊗
•,L
OY•
G)
agrees with
i∗•p
×
• F⊗
•,L
OU•
L(p•i•)
∗G
ρ⊗1
−−→j∗•q
×
• F⊗
•,L
OU•
L(q•j•)
∗G
Φ¯
−→j∗•q
×
• (F⊗
•,L
OY•
G).
Proof. As ρ is constructed from ζ and d by definition, the assertion follows
easily from Lemma 22.8 and Lemma 22.9.
(22.12) Let f• : X• → Y• be a morphism in F . We define Φ¯(f•) to be
Φ¯(p•, i•), where f• = p•i• is the (fixed) compactification of f•.
By Lemma 22.11, Φ¯(f•) is an isomorphism if and only if there exists some
compactification f• = q•j• such that Φ¯(q•, j•) is an isomorphism.
22.13 Lemma. Let the notation be as in Theorem 16.4, and f• : X• → Y•
and g• : Y• → Z• morphisms in F . Then the composite
(g•f•)
!F⊗•,LOX• L(g•f•)
∗G ∼= f !•g
!
•F⊗
•,L
OX•
Lf ∗•Lg
∗
•G
Φ¯(f•)
−−−→f !•(g
!
•F⊗
•,L
OY•
Lg∗•G)
Φ¯(g•)
−−−→f !•g
!
•(F⊗
•,L
OZ•
G) ∼= (g•f•)
!(F⊗•,LOZ• G)
agrees with Φ¯(g•f•).
22.14 Theorem. Let the notation be as in Theorem 16.4, and f• : X• → Y•
a morphism in F . If f• is of finite flat dimension, then
Φ¯(f•) : f
!
•F⊗
•,L
OY•
Lf ∗•G→ f
!
•(F⊗
•,L
OX•
G)
is an isomorphism for F,G ∈ D+LQco(Y•)(Mod(Y•)).
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Proof. Let f• = p•i• be a compactification of f•. It suffices to show that
Φ¯(p•, i•) is an isomorphism. In view of Proposition 14.14 and Lemma 22.6,
it suffices to show that
Φ¯(fj) : i
∗
jp
×
j Fj ⊗
•,L
OXj
Lf ∗jGi → i
∗
jp
×
j (Fj ⊗
•,L
OYj
Gj)
is an isomorphism for any j ∈ ob(I). So we may assume that I = j.
By the flat base change theorem and Lemma 22.8, the question is local
on Yj. Clearly, the question is local on Uj . Hence we may assume that Yj
and Uj are affine. Set f = fj , Y = Yj, and U = Uj . Note that f is a closed
immersion defined by an ideal of finite projective dimension, followed by an
affine n-space.
By Lemma 22.13, it suffices to prove that Φ¯(f) is an isomorphism if f is
a closed immersion defined by an ideal of finite projective dimension or an
affine n-space.
By Lemma 22.7, we may assume that F = OY . Both cases are proved
easily, using [30, Theorem 5.4].
23 Finite morphisms of fiber type
(23.1) Let I be a small category, S a scheme, and f• : X• → Y• a morphism
in P(I, Sch /S). Let Z denote the ringed site (Zar(Y•), (f•)∗(OX•)). Assume
that Y• is locally noetherian. There are obvious admissible ringed continuous
functors i : Zar(Y•)→ Z and g : Z → Zar(X•) such that gi = f−1• . It is easy
to see that g# : Mod(Z)→ Mod(X•) is an exact functor.
23.2 Lemma. If f• is affine, then the counit
ε : g#Rg
#F→ F
is an isomorphism for F ∈ D+LQco(X•)(Mod(X•)).
Proof. The construction of ε is compatible with restrictions. So we may
assume that f• = f : X → Y is an affine morphism of single schemes.
Further, the question is local on Y , and hence we may assume that Y =
SpecA is affine. As f is affine, X = SpecB is affine. By the way-out lemma,
we may assume that F is a single quasi-coherent sheaf, say M˜ , where M is a
B-module. As Rif∗M˜ = 0 for i > 0, it suffices to show that ε : g#g
#M˜ → M˜
is an isomorphism. As g#g
# is exact on M˜ and preserves direct sums, we
may assume that M = B, which case is trivial.
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(23.3) Let I, S, f• : X• → Y•, Z, g, and i be as in (23.1). Assume that f•
is finite of fiber type.
We say that an OZ-module M is locally quasi-coherent (resp. quasi-
coherent, coherent) if i#M is. The corresponding full subcategory of Mod(Z)
is denoted by LQco(Z) (resp. Qco(Z), Coh(Z)).
23.4 Lemma. Let the notation be as above. Then an OZ-module M is
locally quasi-coherent if and only if for any i ∈ ob(I) and any affine open
subscheme U of Yi, there exists an exact sequence of ((OZ)i)|U -modules
(((OZ)i)|U)
(T ) → (((OZ)i)|U)
(Σ) →Mi|U → 0.
Proof. As we assume that f• is finite of fiber type, OZ is coherent. Hence the
existence of such exact sequences implies that M is locally quasi-coherent.
We prove the converse. Let i ∈ ob(I) and U an affine open subset of
Yi. Set C := Γ(U, (OZ)i) = Γ(f
−1
i (U),OXi) and M := Γ(U,Mi). There is a
canonical map (gi|f−1i (U))
#(M˜)→Mi|U , where M˜ is the quasi-coherent sheaf
over SpecC ⊂ Xi associated with the C-module M . When we apply i# to
this map, we get M˜0 → ((i
#M)i)U , where M0 is M viewed as a Γ(U,OYi)-
module. This is an isomorphism, since ((i#M)i)U is quasi-coherent and U is
affine. As i# is faithful and exact, we have (gi|f−1i (U))
#(M˜) ∼=Mi|U .
Take an exact sequence of the form
C(T ) → C(Σ) → M → 0.
Applying the exact functor (gi|f−1i (U))
# ◦ ?˜, we get an exact sequence of the
desired type.
23.5 Corollary. Under the same assumption as in the lemma, the functor
g# preserves local quasi-coherence.
Proof. As g# is compatible with restrictions, we may assume that I consists
of one object and one morphism. Further, as the question is local, we may
assume that Y• = Y is an affine scheme. By the lemma, it suffices to show
that g#OZ is quasi-coherent, since g# is exact and preserves direct sums. As
g#OZ = g#g#OX ∼= OX , we are done.
23.6 Lemma. Let the notation be as above. The unit of adjunction u : F→
Rg#g#F is an isomorphism for F ∈ D
+
LQco(Z)(Mod(Z)).
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Proof. We may assume that I consists of one object and one morphism,
and Y• = Y is affine. By the way-out lemma, we may assume that F is a
single quasi-coherent sheaf. By Corollary 23.5, we may assume that F =
OZ = g#OX and it suffices to prove that ug# : g#OX → g#g#g#OX is an
isomorphism. As id = (g#ε)(ug#) and ε is an isomorphism, we are done.
For N ∈ Mod(Y•) andM∈ Mod(Z), the sheaf HomOY• (M,N ) on Y• has
a structure of OZ-module, and it belongs to Mod(Z). There is an obvious
isomorphism of functors
κ : i#HomOY• (M,N )
∼= HomOY• (i
#M,N ).
For M,M′ ∈ Mod(Z), there is a natural map
υ : HomMod(Z)(M,M
′)→ HomOY• (M, i
#M′).
Note that the composite
i#HomMod(Z)(M,M
′)
i#υ
−−→i#HomOY• (M, i
#M′)
κ
−→HomOY• (i
#M, i#M′)
agrees with H .
(23.7) Let I, S, f• : X• → Y•, Z, g, and i be as in (23.1). Assume that
f• is finite of fiber type, and Y• has flat arrows. Define f
♮
• : D
+(Y•) →
D(Mod(X•)) by
f ♮•(F) := g#RHom
•
OY•
(OZ ,F).
As f• is finite of fiber type, OZ is coherent. By Lemma 13.11, i
#RHom•OY• (OZ ,F) ∈
D+(Y•). It follows that f ♮•(F) ∈ D
+(X•), and f
♮
• is a functor from D
+(Y•) to
D+(X•).
Define ε : R(f•)∗f
♮
• → IdD+(Y•) by
R(f•)∗f
♮
•F = i
#Rg#g#RHom
•
OY•
(OZ ,F)
u−1
−−→i#RHom•OY• (OZ ,F)
κ
−→RHom•OY• (i
#OZ ,F) = RHom
•
OY•
((f•)∗OX• ,F)
η
−→RHom•OY• (OY• ,F)
∼= F.
Define u : IdD+(X•) → f
♮
•R(f•)∗ by
F ∼= RHom•OX• (OX• ,F)
ε−1
−−→g#Rg
#RHom•OX• (OX• ,F)
H
−→g#RHom
•
Mod(Z)(g
#OX• , Rg
#F)
υ
−→g#RHom
•
OY•
(OZ , R(f•)∗F) = f
♮
•R(f•)∗F.
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23.8 Theorem. Let the notation be as above. Then f ♮• is right adjoint to
R(f•)∗, and ε and u defined above are the counit and unit of adjunction,
respectively. In particular, if moreover Y• is quasi-compact separated, then
f ♮• is isomorphic to f
×
• .
Proof. It is easy to see that the composite
RHom•OY• (OZ ,F)
∼= RHom•Mod(Z)(OZ , RHom
•
OY•
(OZ ,F))
υ
−→RHom•OY• (OZ , i
#RHom•OY• (OZ ,F))
κ
−→RHom•OY• (OZ , RHom
•
OY•
(i#OZ ,F))
η
−→RHom•OY• (OZ , RHom
•
OY•
(OY• ,F)) ∼= RHom
•
OY•
(OZ ,F)
is the identity. Utilizing this, (f ♮•ε)◦(uf
♮
•) = id and (εR(f•)∗)◦(R(f•)∗u) = id
are checked directly.
The last assertion is obvious, as the right adjoint functor is unique.
24 Regular embeddings and Smooth morphisms
of fiber type
(24.1) Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S). An
OX•-module sheaf M ∈ Mod(X•) is said to be locally free (resp. invertible)
ifM is coherent andMi is locally free (resp. invertible) for any i ∈ ob(I). A
perfect complex of X• is a bounded complex in C
b(Mod(X•)) each of whose
terms is locally free.
A point of X• is a pair (i, x) such that i ∈ ob(I) and x ∈ Xi. A stalk of a
sheafM ∈ AB(X•) at the point (i, x) is defined to be (Mi)x, and we denote
it by Mi,x.
A connected component of X• is an equivalence class with respect to the
equivalence relation of the set of points of X• generated by the following
relations.
1 (i, x) and (i′, x′) are equivalent if i = i′ and x and x′ belong to the same
connected component of Xi.
2 (i, x) and (i′, x′) are equivalent if there exists some φ : i → i′ such that
Xφ(x
′) = x.
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We say that X• is d-connected if X• consists of one connected component
(note that the word ‘connected’ is reserved for componentwise connected-
ness). If X• is locally noetherian, then a connected component of X• is a
closed open subdiagram of schemes in a natural way. If this is the case, the
rank function (i, x) 7→ rankOXi,x Fi,x of a locally free sheaf F is constant on
a connected component of X•.
24.2 Lemma. Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
Let F be a perfect complex of X•. Then we have
1 The canonical map
HJ : (?)JRHom
•
OX•
(F,G)→ RHom•OX•|J
(FJ ,GJ)
is an isomorphism for G ∈ D(Mod(X•)).
2 The canonical map
RHom•OX• (F,G)⊗
•,L
OX•
H→ RHom•OX• (F,G⊗
•,L
OX•
H)
is an isomorphism for G,H ∈ D(Mod(X•)).
Proof. 1 It suffices to show that
HJ : (?)J Hom
•
OX•
(F,G)→ Hom•OX•|J
(FJ ,GJ)
is an isomorphism of complexes if G is a K-injective complex in C(Mod(X•)),
since FJ is K-flat and GJ is weakly K-injective. The assertion follows im-
mediately by Lemma 7.28.
2 We may assume that F is a single locally free sheaf. By 1, we may
assume that X = X• is a single scheme. We may assume that X is affine
and F = OnX for some n. This case is trivial.
(24.3) Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S). An
OX•-moduleM is said to be locally of finite projective dimension ifMi,x is of
finite projective dimension as an OXi,x-module for any point (i, x) of X•. We
say thatM has finite projective dimension if there exists some non-negative
integer d such that proj.dimOXi,x
Mi,x ≤ d for any point (i, x) of X•.
24.4 Lemma. Let I be a small category, S a scheme, and X• ∈ P(I, Sch /S).
Assume that X• has flat arrows and is locally noetherian. If F is a complex
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in C(Mod(X•)) with bounded coherent cohomology groups which have finite
projective dimension, then the canonical map
RHom•OX• (F,G)⊗
•,L
OX•
H→ RHom•OX• (F,G⊗
•,L
OX•
H)
is an isomorphism for G,H ∈ D(Mod(X•)).
Proof. We may assume that G = OX• . By the way-out lemma, we may
assume that F is a single coherent sheaf which has finite projective dimension,
say d. By Lemma 13.10, it is easy to see that ExtiOX• (F, G) = 0 (i > d) for
G ∈ Mod(X•). In particular, RHom
•
OX•
(F, ?) is way-out in both directions.
On the other hand, as RHomOX• (F,OX•) has finite flat dimension, and hence
RHomOX• (F,OX•)⊗
•,L
OX•
? is also way-out in both directions. By the way-out
lemma, we may assume that H is a single OX•-module. By Lemma 13.9,
we may assume that X = X• is a single scheme. The question is local, and
we may assume that X = SpecA is affine. Moreover, we may assume that
F is a complex of sheaves associated with a finite projective resolution of
a single finitely generated module. As F is perfect, the result follows from
Lemma 24.2.
(24.5) Let S, I, and X• be as above. For a locally free sheaf F over X•,
we denote HomOX• (F ,OX•) by F
∨. It is easy to see that F∨ is again locally
free. If L is an invertible sheaf, then
OX•
tr
−→HomOX• (L,L)
∼= L∨ ⊗OX• L
are isomorphisms.
(24.6) Let I be a small category, S a scheme, and i• : Y• → X• a closed
immersion in P(I, Sch /S). Then the canonical map η : OX• → (i•)∗OY• is
an epimorphism in LQco(X•). Set I := Ker η. Then I is a locally quasi-
coherent ideal of OX• . Conversely, if I is a given locally quasi-coherent ideal
of OX• , then
Y• := Spec•OX•/I
i•−→X•
is defined appropriately, and i• is a closed immersion. Thus the isomorphism
classes of closed immersions to X• in the category P(I, Sch /S)/X• and lo-
cally quasi-coherent ideals of OX• are in one-to-one correspondence. We call
I the defining ideal sheaf of Y•.
Obviously, i• is of fiber type if and only if I is equivariant.
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(24.7) Let X• be locally noetherian. A morphism i• : Y• → X• is said to
be a regular embedding, if i• is a closed immersion of fiber type such that
ij : Yj → Xj is a regular embedding for each j ∈ ob(I), or equivalently, I is
coherent and Ij,x is a complete intersection ideal of OXj ,x for any j ∈ ob(I)
and x ∈ Xj . If this is the case, we say that I is a local complete intersection
ideal sheaf.
A closed immersion of fiber type i• : Y• → X• with X• locally noetherian
is a regular embedding if and only if i∗•I is locally free and Ii,x is of finite
projective dimension as an OXi,x-module.
Note that i∗•I
∼= I/I2, and we have
htOXi,x Ix = rankOYi,y(i
∗
•I)i,y
for any point (i, y) of Y•, where x = ii(y). We call these numbers the codi-
mension of I at (i, y).
24.8 Proposition. Let I be a small category, S a scheme, and i• : Y• → X•
a morphism in P(I, Sch /S). Assume that X• is locally noetherian with flat
arrows and i• is a regular embedding. Let I be the defining ideal of Y•, and
assume that Y• has a constant codimension d. Then we have the following.
1 ExtiOX• ((i•)∗OY• ,OX•) = 0 for i 6= d.
2 The canonical map
ExtdOX• ((i•)∗OY• ,OX•)→ Ext
d
OX•
((i•)∗OY• , (i•)∗OY•)
is an isomorphism.
3 The Yoneda algebra
Ext•OY• ((i•)∗OY• , (i•)∗OY•) :=
⊕
j≥0
ExtjOY• ((i•)∗OY• , (i•)∗OY•)
is isomorphic to the exterior algebra (i•)∗
∧•(i∗•I)∨ as graded OX•-
algebras.
4 There is an isomorphism
i♮•OX•
∼=
∧d(i∗•I)∨[−d].
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5 For F ∈ D+(X•), there is a functorial isomorphism
i♮•F
∼=
∧d(i∗•I)∨ ⊗•,LOY• Li∗•F[−d].
Proof. 1 is trivial, since Ii,x is a complete intersection ideal of the local ring
OXi,x of codimension d for any point (i, x) of X•.
2 Note that (i•)∗OY• ∼= OX•/I. From the short exact sequence
0→ I → OX• → OX•/I → 0,
we get an isomorphism
Ext1OX• ((i•)∗OY• , (i•)∗OY•)
∼= HomOX• (I,OX•/I)
∼= (i•)∗(i
∗
•I)
∨.
The canonical map
(i•)∗(i
∗
•I)
∨ ∼= Ext1OX• ((i•)∗OY• , (i•)∗OY•) →֒ Ext
•
OX•
((i•)∗OY• , (i•)∗OY•)
is uniquely extended to an OX•-algebra map
T•((i•)∗(i
∗
•I)
∨)→ Ext•OX• ((i•)∗OY• , (i•)∗OY•),
where T• denotes the tensor algebra. It suffices to prove that this map is an
epimorphism, which induces an isomorphism∧•((i•)∗(i∗•I)∨)→ Ext•OX• ((i•)∗OY• , (i•)∗OY•).
In fact, the exterior algebra is compatible with base change, and
∧•((i•)∗(i∗•I)∨) ∼= (i•)∗i∗•∧•((i•)∗(i∗•I)∨)
∼= (i•)∗
∧•((i∗•(i•)∗)(i∗•I)∨) ∼= (i•)∗∧•(i∗•I)∨.
To verify this, we may assume that i• : Y• → X• is a morphism of single
schemes, X• = SpecA affine, and I = I˜ generated by an A-sequence. The
proof for this case is essentially the same as [17, Lemma IV.1.1.8], and we
omit it.
4 Let Z denote the ringed site (Zar(X•), (i•)∗OY•), and g : Z → Zar(Y•)
the associated admissible ringed continuous functor. By 2–3, there is a
sequence of isomorphisms of Coh(X•)
(i•)∗
∧d(i∗•I)∨ ∼= ExtdOY• ((i•)∗OY• , (i•)∗OY•) ∼= ExtdOX• ((i•)∗OY• ,OX•).
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In view of 1, there is an isomorphism
R(g•)
#
∧d(i∗•I)∨ ∼= RHom•OX• (OZ ,OX•)[d]
in DbCoh(Mod(Z)). Applying (g•)# to both sides, we get∧d(i∗•I)∨ ∼= i♮•OX• [d].
5 is an immediate consequence of 4 and Lemma 24.4.
(24.9) Let I and S be as in (24.6). Let f• : X• → Y• be a morphism in
P(I, Sch /S). Assume that f• is separated so that the diagonal ∆X•/Y• :
X• → X• ×Y• X• is a closed immersion. Define ΩX•/Y• := i
∗
•I, where I :=
Ker(η : OX•×Y•X• → (∆X•/Y•)∗OX•). Note that (∆X•/Y•)∗ΩX•/Y•
∼= I/I2.
24.10 Lemma. Let the notation be as above. Then we have
1 ΩX•/Y• is locally quasi-coherent.
2 If f• is of fiber type, then ΩX•/Y• is quasi-coherent.
3 For i ∈ ob(I), there is a canonical isomorphism ΩXi/Yi
∼= (ΩX•/Y•)i.
Proof. Easy.
24.11 Theorem. Let I be a finite category, S a separated noetherian scheme,
and f• : X• → Y• a morphism in P(I, Sch /S). Assume that Y• is separated
of finite type over S, and f• is separated smooth of finite type and fiber
type. Assume that f• has a constant relative dimension d. Then for any
F ∈ D+LQco(Y•)(Mod(X•)), there is a functorial isomorphism∧dΩX•/Y• [d]⊗•OX• f ∗•F ∼= f !•F,
where [d] denotes the shift of degree.
Proof. In view of Theorem 22.14, it suffices to show that there is an isomor-
phism f !•OY•
∼=
∧dΩX•/Y• [d]. Consider the commutative diagram
X• ✲X• ×Y• X•
❄
X•
◗
◗
◗
◗
◗s
✲ X•
❄
✲ Y•.
∆ p2
f•
f•
p1
id
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By Lemma 8.16 and Lemma 8.15, all the morphisms in the diagrams are of
fiber type. As p1 is smooth of finite type of relative dimension d, ∆ is a
regular embedding of the constant codimension d.
By Theorem 17.8, Theorem 23.8, and Proposition 24.8, we have
OX• ∼= f
∗
•OY•
∼= ∆!p!1f
∗
•OY•
∼= ∆♮p∗2f
!
•OY•
∼=∧dΩ∨X•/Y• [−d]⊗•,LOX• L∆∗p∗2f !•OY• ∼= ∧dΩ∨X•/Y• [−d]⊗•,LOX• f !•OY• .
As
∧dΩX•/Y• is an invertible sheaf, we are done.
25 Simplicial objects
(25.1) For n ∈ Z with n ≥ −1, we define [n] to be the totally ordered finite
set {0 < 1 < . . . < n}. Thus, [−1] = ∅, [0] = {0}, [1] = {0 < 1}, and so
on. We define (∆+) to be the small category given by ob(∆+) := {[n] | n ∈
Z, n ≥ −1} and
Mor(∆+) := {monotone maps}.
For a subset S of {−1, 0, 1, . . .}, we define (∆+)S to be the full subcategory
of (∆+) such that ob((∆+)S) = {[n] | n ∈ S}. We define (∆) := (∆+)[0,∞).
If −1 /∈ S, then (∆+)S is also denoted by (∆)S.
We define (∆+)mon to be the subcategory of (∆+) by ob((∆+)mon) :=
ob(∆+) and
Mor((∆+)mon) := {injective monotone maps}.
For S ⊂ {−1, 0, 1, . . .}, the full subcategories (∆+)monS and (∆)
mon
S of (∆
+)mon
are defined similarly.
We denote (∆)mon{0,1,2} and (∆
+)mon{−1,0,1,2} by ∆M and ∆
+
M , respectively.
Let C be a category. We call an object of P((∆+), C) (resp. P((∆), C),
an augmented simplicial object (resp. simplicial object) of C.
For a subcategory D of (∆+) and an object X• ∈ P(D, C), we denote X[n]
by Xn.
As [−1] is the initial object of ∆+, an augmented simplicial object X• of
C with X−1 = c is identified with a simplicial object of C/c.
We define some particular morphisms in ∆˜. The unique map [−1]→ [n]
is denoted by ε(n). The unique injective monotone map [n − 1] → [n] such
that i is not in the image is denoted by δi(n) for i ∈ [n]. The unique surjective
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monotone map [n + 1] → [n] such that i has two inverse images is denoted
by σi(n) for i ∈ [n]. The unique map [0]→ [n] such that i is in the image is
denoted by ρi(n). The unique map [n]→ [0] is denoted by λn.
Let D be a subcategory of (∆+). For X• ∈ P(D, C), we denote X•(ε(n))
(resp.X•(δi(n)),X•(σi(n)),X•(ρi(n)), andX•(λn)) by e(n,X•) (resp. di(n,X•),
si(n,X•), ri(n,X•), and ln(X•)), or simply by e(n) (resp. di(n), si(n), ri(n),
ln), if there is no confusion.
Note that ∆ is generated by δi(n), σi(n) for various i and n.
(25.2) Note that ∆+([m], [n]) is a finite set for any m,n. Assume that C
has finite limits and let f : X → Y be a morphism in C. Then the Cˇech
nerve is defined to be Nerve(f) := cosk∆
+
(∆+){0,1}
(f), where cosk∆
+
(∆+){0,1}
is
the right adjoint of the restriction, which exists. It is described as follows.
Nerve(f)n = X ×Y × · · · ×Y X ((n + 1)-fold fiber product) for n ≥ 0, and
Nerve(f)−1 = Y . Note that di(n) is given by
di(n)(xn, . . . , x1, x0) = (xn,
i
ˇ· · · · · , x1, x0),
and si(n) is given by
si(n)(xn, . . . , x1, x0) = (xn, . . . , xi+1, xi, xi, xi−1, . . . , x1, x0)
if C = Set.
(25.3) Let S be a scheme. A simplicial object (resp. augmented simpli-
cial object) in Sch /S, in other words, an object of P((∆), Sch /S) (resp.
P((∆+), Sch /S)), is called a simplicial (resp. augmented simplicial) S-scheme.
The following is well-known.
25.4 Lemma. Let X• ∈ P((∆), Sch /S). Then the restriction (?)∆M :
EM(X•) → EM(X•|∆M ) is an equivalence. With the equivalence, quasi-
coherent sheaves correspond to quasi-coherent sheaves.
Proof. We define a third category A as follows. An object of A is a pair
(M0, ϕ) such that, M0 ∈ Mod(X0), ϕ ∈ HomMod(X1)(d
∗
0(M0), d
∗
1(M0)), ϕ
an isomorphism, and that d∗1(ϕ) = d
∗
2(ϕ) ◦ d
∗
0(ϕ). Note that applying l
∗
2 to
the last equality, we get l∗1(ϕ) = l
∗
1(ϕ) ◦ l
∗
1(ϕ). As ϕ is an isomorphism, we
get l∗1(ϕ) = id.
A morphism γ0 : (M0, ϕ)→ (N0, ψ) is an element of
γ0 ∈ HomMod(X0)(M0,N0)
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such that
ψ ◦ d∗0(γ0) = d
∗
1(γ0) ◦ ϕ.
We define a functor Φ : EM(X•|∆M )→ A by
Φ(M) := (M0, α
−1
d1(1)
◦ αd0(1)).
It is easy to verify that this gives a well-defined functor.
Now we define a functor Ψ : A → EM(X•). Note that an object M
of EM(X•) is identified with a family (Mn, αw)[n]∈(∆), w∈Mor((∆)) such that
Mn ∈ Mod(Xn),
αw ∈ HomMod(Xn)((Xw)
∗
Mod(Mm),Mn)
for w ∈ ∆(m,n), αw is an isomorphism, and
αww′ = αw′ ◦X
∗
w′αw (25.5)
whenever ww′ is defined, see (5.6).
For (M0, ϕ) ∈ A, we define Mn,i := (ri(n))∗(M0), and Mn := Mn,0
(as we have r0(0) = id, this will not cause a double-meaning of M0) for
n ≥ 0 and 0 ≤ i ≤ n. We define ψi(n) : Mn,i+1 →Mn,i to be (Xq(i,n))
∗(ϕ)
for n ≥ 1 and 0 ≤ i < n, where q(i, n) : [1] → [n] is the unique injective
monotone map with {i, i+ 1} = Im q(i, n). We define ϕi(n) :Mn,i ∼=Mn to
be the composite map
ϕi(n) := ψ0(n) ◦ ψ1(n) ◦ · · · ◦ ψi−1(n)
for n ≥ 0 and 0 ≤ i ≤ n.
Now we define
αw ∈ HomMod(Xn)(X
∗
w(Mm),Mn)
to be the map
X∗wMm = X
∗
wr0(m)
∗M0 = rw(0)(n)
∗M0 =Mn,w(0)
ϕw(0)(n)
−−−−−→Mn
for w ∈ ∆(m,n).
Thus (M0, ϕ) yields a family (Mn, αw), and this gives the definition of
Ψ : A → EM(X•). The details of the proof of the well-definedness is left to
the reader.
It is also straightforward to check that (?)∆M , Φ, and Ψ give the equiva-
lence of these three categories. The proof is also left to the reader.
The last assertion is obvious from the construction.
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26 Descent theory
Let S be a scheme.
(26.1) Consider the functor shift : (∆+)→ (∆) given by shift[n] := [n+ 1],
shift(δi(n)) := δi+1(n + 1), shift(σi(n)) := σi+1(n + 1), and shift(ε(0)) :=
δ1(1). We have a natural transformation (δ
+
0 ) : Id(∆+) → ι ◦ shift given by
(δ+0 )n := δ0(n + 1) for n ≥ 0 and (δ
+
0 )−1 := ε(0), where ι : (∆) →֒ (∆
+) is
the inclusion. We denote (δ+0 )ι by (δ0). Note that (δ0) can be viewed as a
natural map (δ0) : Id(∆) → shift ι.
Let X• ∈ P((∆), Sch /S). We define X ′• to be the augmented simplicial
scheme shift#(X•) = X• shift. The natural map
X•(δ0) : X
′
•|(∆) = X• shift ι→ X•
is denoted by (d0)(X•) or (d0). Similarly, if Y• ∈ P((∆+), Sch /S), then
(d+0 )(Y•) : (Y•|(∆))
′ = Y•ι shift
Y•(δ
+
0 )−−−−→Y•
is defined as well.
(26.2) We say that X• ∈ P((∆), Sch /S) is a simplicial groupoid of S-
schemes if there is a faithfully flat morphism of S-schemes g : Z → Y
such that there is a faithfully flat morphism f• : Z• → X• of fiber type
of P((∆), Sch /S), where Z• = Nerve(g)|(∆).
26.3 Lemma. Let X• ∈ P((∆), Sch /S).
1 If X• ∼= Nerve(g)|(∆) for some faithfully flat morphism g of S-schemes,
then X• is a simplicial groupoid.
2 If f• : Z• → X• is a faithfully flat morphism of fiber type of simplicial
S-schemes and Z• is a simplicial groupoid, then we have X• is also a
simplicial groupoid.
3 X• is a simplicial groupoid if and only if (d0) : X
′
•|(∆) → X• is of fiber
type, the canonical unit map
X ′• → Nerve(d1(1))
is an isomorphism, and d0(1) and d1(1) are flat.
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4 If f• : Z• → X• is a morphism of fiber type of simplicial S-schemes and
X• is a simplicial groupoid, then Z• is a simplicial groupoid.
5 A simplicial groupoid has flat (∆)mon-arrows.
6 If X• is a simplicial groupoid of S-schemes such that d0(1) and d1(1) are
separated (resp. quasi-compact, of finite type, smooth, e´tale), then X•
has separated (resp. quasi-compact, of finite type, smooth,e´tale) (∆)mon-
arrows, and (d0) : X
′
•|(∆) → X• is separated (resp. quasi-compact, of
finite type, smooth, e´tale).
Proof. 1 and 2 are obvious by definition.
We prove 3. We prove the ‘if’ part. As d0(1)s0(0) = id = d1(1)s0(0), we
have that d0(1) and d1(1) are faithfully flat by assumption. As d0(1) = (d0)0
is faithfully flat and (d0) is of fiber type, it is easy to see that (d0) is also
faithfully flat. So this direction is obvious.
We prove the ‘only if’ part. As X• is a simplicial groupoid, there is
a faithfully flat S-morphism g : Z → Y and a faithfully flat morphism
f• : Z• → X• of simplicial S-schemes of fiber type, where Z• = Nerve(g)|(∆).
It is easy to see that (d0) : Z
′
•|(∆) → Z• is nothing but the base change
by g, and it is faithfully flat of fiber type. It is also obvious that Z ′•
∼=
Nerve(d1(1)(Z•)) and d0(1)(Z•) and d1(1)(Z•) are flat. It is obvious that
f ′• : Z
′
• → X
′
• is faithfully flat of fiber type. Now by Lemma 8.15, (d0)(X•)
is of fiber type. As f• is faithfully flat of fiber type and d0(1)(Z•) and
d1(1)(Z•) are flat, we have that d0(1)(X•) and d1(1)(X•) are flat. When we
base change X ′• → Nerve(d1(1)(X•)) by f0 : Z0 → X0, then we have the
isomorphism Z ′•
∼= Nerve(d1(1)(Z•)). As f0 is faithfully flat, we have that
X ′• → Nerve(d1(1)) is also an isomorphism.
The assertions 4, 5 and 6 are proved easily.
(26.4) Let X• ∈ P((∆), Sch /S). Then we define F : Zar(X ′•) → Zar(X•)
by F (i, U) = (shift i, U). The corresponding pull-back F#Mod is denoted by
(?)′. It is easy to see that (?)′ have a left and a right adjoint. It also preserves
equivariant and locally quasi-coherent sheaves.
Let M∈ Mod(X•). Then we define (α) : (d0)
∗M→M′(∆) by
(α)n : ((d0)
∗M)n = d0(n)
∗Mn
αδ0(n)−−−→Mn+1 =M
′
n.
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It is easy to see that (α) : (d0)
∗ → (?)(∆) ◦ (?)′ is a natural map. Similarly,
for Y• ∈ P((∆+), Sch /S),
(α+) : (d+0 )
∗ → (?)′ ◦ (?)(∆)
is defined.
(26.5) Let X• ∈ P((∆+), Sch /S), and M ∈ Mod(X•|(∆)). Then, we
have a cosimplicial object Cos(M) of Mod(X−1) (i.e., a simplicial object
of Mod(X−1)
op). We have Cos(M)n := e(n)∗(Mn), and
w(Cos(M)) := e(m)∗(βw) : e(m)∗(Mm)→ e(m)∗(w∗(Mn)) ∼= e(n)∗(Mn)
for a morphism w : m → n in ∆. Similarly, the augmented cosimplicial
object Cos+(N ) of Mod(X−1) is defined for N ∈ Mod(X•).
By (7.10), it is easy to see that M+ := RMod(∆) (M) is M on X•|(∆), M
+
−1
is lim←−Cos(M), and βε(n)(M
+) is nothing but the canonical map
lim←−Cos(M)→ Cos(M)n = e(n)∗(Mn) = e(n)∗(M
+
n ).
Note also that we have
lim←−Cos(M) = Ker(e(0)∗βδ0(1) − e(0)∗βδ1(1)), (26.6)
which is determined only by M(∆){0,1} .
26.7 Lemma. Let f• : X• → Y• be a morphism of P((∆+), Sch /S). If
f•|(∆+){−1,0,1} is of fiber type, flat quasi-compact separated and Y• has flat
(∆+){−1,0,1}-arrows, then the canonical map
f ∗• ◦R(∆) → R(∆) ◦ (f•|(∆))
∗
is an isomorphism of functors from LQco(Y•|(∆)) to LQco(X•).
Proof. To prove that the map in question is an isomorphism, it suffices to
show that the map is an isomorphism after applying the functor (?)n for
n ≥ −1. This is trivial if n ≥ 0. On the other hand, if n = −1, the map
restricted at −1 and evaluated by M ∈ LQco(Y•) is nothing but
f ∗−1(H
0(Cos(M))) ∼= H0(f ∗−1(Cos(M)))→ H
0(Cos((f•)
∗(M))).
The first map is an isomorphism as f−1 is flat. Although the map f
∗
−1(Cos(M))→
Cos((f•)
∗(M)) may not be a chain isomorphism, it is an isomorphism at the
degrees −1, 0, 1, and it induces the isomorphism of H0.
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26.8 Lemma. Let X• ∈ P((∆), Sch /S), and M ∈ Mod(X•). Then the
(associated chain complex of the) augmented cosimplicial object Cos+(M′)
of M′ ∈ Mod(X ′•) is split exact. In particular, the unit map u : M
′ →
R(∆)M
′
(∆) is an isomorphism.
Proof. Define sn : Cos
+(M′)n → Cos
+(M′)n−1 to be
Cos+(M′)n = (r0)(n + 1)∗(Mn+1)
(r0)(n+1)∗βσ0(n)
−−−−−−−−−−→
(r0)(n+ 1)∗s0(n)∗(Mn) = (r0)(n)∗(Mn) Cos
+(M′)n−1
for n ≥ 0, and s−1 : Cos
+(M′)−1 → 0 to be 0. It is easy to verify that s is a
chain deformation of Cos+(M′).
26.9 Corollary. Let the notation be as in the lemma. Then there is a func-
torial isomorphism
R(∆)(d0)
∗(M)→M′ (26.10)
for M ∈ EM(X•). In particular, there is a functorial isomorphism
(R(∆)(d0)
∗(M))−1 →M0. (26.11)
Proof. The first map (26.10) is defined to be the composite
R(∆)(d0)
∗ R(∆)(α)−−−−→R(∆)(?)
′
(∆)
u−1
−−→(?)′.
As (α)(M) is an isomorphism if M is equivariant, this is an isomorphism.
The second map (26.11) is obtained from (26.10), applying (?)−1.
The following well-known theorem in descent theory contained in [28] is
now easy to prove.
26.12 Proposition. Let f : X → Y be a morphism of S-schemes, and set
X+• := Nerve(f), and X• := X
+
• |(∆). Let M ∈ Mod(X•). Then we have the
following.
0 The counit of adjunction
ε : (R(∆)M)(∆) →M
is an isomorphism.
1 If f is quasi-compact separated and M ∈ LQco(X•), then R(∆)M ∈
LQco(X+• ).
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2 If f is faithfully flat quasi-compact separated and M ∈ Qco(X•), then we
have R(∆)M∈ Qco(X
+
• ).
3 If f is faithfully flat quasi-compact separated, N ∈ EM(X+• ), and N|(∆) ∈
Qco(X•), then the unit of adjunction
u : N → R(∆)(N(∆))
is an isomorphism. In particular, N is quasi-coherent.
4 If f is faithfully flat quasi-compact separated, then the restriction functor
(?)(∆) : Qco(X
+
• )→ Qco(X•|(∆))
is an equivalence, with R(∆) its quasi-inverse.
Proof. The assertion 0 follows from Lemma 7.11.
We prove 1. By 0, it suffices to prove that
(R(∆)M)−1 = Ker(e(0)∗βδ0(1) − e(0)∗βδ1(1))
is quasi-coherent. This is obvious by [11, (9.2.2)].
Now we assume that f is faithfully flat quasi-compact separated, to prove
the assertions 2, 3, and 4.
We prove 2. As we already know that R(∆)M is locally quasi-coherent, it
suffices to show that it is equivariant. As (d+0 ) : (X•|(∆))
′ → X• is faithfully
flat, it suffices to show that (d+0 )
∗R(∆)M is equivariant, by Lemma 8.21.
Now the assertion is obvious by Lemma 26.7 and Corollary 26.9, as M′ is
quasi-coherent.
We prove 3. Note that the composite map
(d+0 )
∗N
(d+0 )
∗u
−−−−→(d+0 )
∗R(∆)(N(∆))→ R(∆)(d0)
∗N(∆) ∼= R(∆)((d
+
0 )
∗N )(∆)
(26.13)
is nothing but the unit of adjunction u((d+0 )
∗N ). As (α+) : (d+0 )
∗N →
(N(∆))
′ is an isomorphism since N is equivariant, we have that u((d+0 )
∗N )
is an isomorphism by Lemma 26.8. As the second arrow in (26.13) is an
isomorphism by Lemma 26.7, we have that (d+0 )
∗u is an isomorphism. As
(d+0 ) is faithfully flat, we have that u : N → R(∆)(N(∆)) is an isomorphism,
as desired. The last assertion is obvious by 2, and 3 is proved.
The assertion 4 is a consequence of 0, 2 and 3.
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26.14 Corollary. Let f : X → Y be a faithfully flat quasi-compact separated
morphism of S-schemes, and M ∈ Mod(Y ). Then M is quasi-coherent if
and only if f ∗M is.
Proof. Only if part is trivial.
If f ∗M is quasi-coherent, thenN ∈ L−1M satisfies the assumption of 2 of
the proposition, as can be seen easily. So M∼= (N )−1 is quasi-coherent.
26.15 Corollary. Let the notation be as in the proposition, and assume that
f is faithfully flat quasi-compact separated. The composite functor
A := (?)(∆) ◦ L−1 : Qco(Y )→ Qco(X•)
is an equivalence with
D := (?)−1 ◦R(∆)
its quasi-inverse.
Proof. Follows immediately by the proposition and Lemma 7.30, 2, since
[−1] is the initial object of (∆+).
We call A in the corollary the ascent functor, and D the descent functor.
26.16 Corollary. Let the notation be as in the proposition. Then the com-
posite functor
A ◦ D : LQco(X•)→ Qco(X•)
is the right adjoint functor of the inclusion Qco(X•) →֒ LQco(X•).
Proof. Note that D : LQco(X•) → Qco(Y ) is a well-defined functor, and
hence A ◦ D is a functor from LQco(X•) to Qco(X•).
For M∈ Qco(X•) and N ∈ LQco(X•), we have
HomQco(X•)(M,ADN ) ∼= HomQco(Y )(DM,DN ) ∼= HomLQco(X+• )(R(∆)M, R(∆)N )
∼= HomLQco(X•)((R(∆)M)(∆),N ) ∼= HomLQco(X•)(M,N )
by the proposition, Corollary 26.15, and Lemma 7.30, 1.
26.17 Corollary. Let X• be a simplicial groupoid of S-schemes, and assume
that d0(1) and d1(1) are separated and quasi-compact. Then
(d0)
Qco
∗ ◦ A : Qco(X0)→ Qco(X•)
is a right adjoint of (?)0 : Qco(X•) → Qco(X0), where A : Qco(X0) →
Qco(X ′•|(∆)) is the ascent functor defined in Corollary 26.15.
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Proof. Note that (d0)
Qco
∗ is well-defined, because (d0) is quasi-compact sep-
arated of fiber type and X• has flat (∆)
mon-arrows by Lemma 26.3 and the
assumption. It is obvious that D ◦ (d0)∗Qco is the left adjoint of (d0)
Qco
∗ ◦ A
by Corollary 26.15. On the other hand, we have (?)0 ∼= D ◦ (d0)∗Qco by Corol-
lary 26.9. Hence, (d0)
Qco
∗ ◦ A is a right adjoint of (?)0, as desired.
27 Local noetherian property
An abelian categoryA is called locally noetherian if it is a U-category, satisfies
the (AB5) condition, and has a small set of noetherian generators [8]. For a
locally noetherian category A, we denote the full subcategory of A consisting
of its noetherian objects by Af .
27.1 Lemma. Let A be an abelian U-category which satisfies the (AB3)
condition, and B a locally noetherian category. Let F : A → B be a faithful
exact functor, and G its right adjoint. If G preserves filtered inductive limits,
then the following hold.
1 A is locally noetherian
2 a ∈ A is a noetherian object if and only if Fa is a noetherian object.
Proof. The ‘if’ part of 2 is obvious, as F is faithful and exact. Note that A
satisfies the (AB5) condition, as F is faithful exact and colimit preserving,
and B satisfies the (AB5) condition.
Note also that, for a ∈ A, the set of subobjects of a is small, because the
set of subobjects of Fa is small [10] and F is faithful exact.
Let S be a small set of noetherian generators of B. As any noetherian
object is a quotient of a finite sum of objects in S, we may assume that any
noetherian object in B is isomorphic to an element of S, replacing S by some
larger small set, if necessary. For each s ∈ S, the set of subobjects of Gs is
small by the last paragraph. Hence, there is a small subset T of ob(A) such
that, any element t ∈ T admits a monomorphism t→ Gs for some s ∈ S, Ft
is noetherian, and that if a ∈ A admits a monomorphism a → Gs for some
s ∈ S and Fa noetherian then a ∼= t for some t ∈ T .
We claim that any a ∈ A is a filtered inductive limit lim−→ aλ of subobjects
aλ of a, with each aλ is isomorphic to some element in T .
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If the claim is true, then 1 is obvious, as T is a small set of noetherian
generators of A, and A satisfies the (AB5) condition, as we have already
seen.
The ‘only if’ part of 2 is also true if the claim is true, since if a ∈ A is
noetherian, then it is a quotient of a finite sum of elements of T , and hence
Fa is noetherian.
It suffices to prove the claim. As B is locally noetherian, we have Fa =
lim−→ bλ, where (bλ) is the filtered inductive system of noetherian subobjects of
Fa.
Let u : Id → GF be the unit of adjunction, and ε : FG → Id be the
counit of adjunction. It is well-known that we have (εF ) ◦ (Fu) = idF .
As Fu is a split monomorphism, u is also a monomorphism. We define
aλ := u(a)
−1(Gbλ). As G preserves filtered inductive limits and A satisfies
the (AB5) condition, we have
lim−→ aλ = u(a)
−1(G lim−→ bλ) = u(a)
−1(GFa) = a.
Note that aλ → Gbλ is a monomorphism, with bλ being noetherian.
It remains to show that Faλ is noetherian. Let iλ : aλ →֒ a be the
inclusion map, and jλ : bλ → Fa the inclusion. Then the diagram
Fa
Fu(a)
−−−→ FGFa
εF (a)
−−−→ Fa
Fiλ ↑ ↑ FGjλ ↑ jλ
Faλ −−−→ FGbλ
ε(bλ)
−−−→ bλ
is commutative. As the composite of the first row is the identity map and Fiλ
is a monomorphism, we have that the composite of the second row Faλ → bλ
is a monomorphism. As bλ is noetherian, we have that Faλ is also noetherian,
as desired.
(27.2) Let S a scheme, and X• ∈ P((∆), Sch /S).
27.3 Lemma. The restriction functor (?)0 : EM(X•)→ Mod(X0) is faithful
exact.
Proof. This is obvious, because for any [n] ∈ (∆), there is a morphism [0]→
[n].
27.4 Lemma. Let X• be a simplicial groupoid of S-schemes, and assume
that d0(1) and d1(1) are quasi-compact and separated. Assume moreover that
Qco(X0) is locally noetherian. Then we have
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1 Qco(X•) is locally noetherian.
2 M ∈ Qco(X•) is a noetherian object if and only if M0 is a noetherian
object.
Proof. Let F := (?)0 : Qco(X•)→ Qco(X0) be the restriction. By Lemma 27.3,
F is faithful exact. Let G := (d0)
Qco
∗ ◦A be the right adjoint of F , see Corol-
lary 26.17. As A is an equivalence and (d0)
Qco
∗ preserves filtered inductive
limits by Lemma 8.19, G preserves filtered inductive limits. As Qco(X•)
satisfies (AB3) by Lemma 8.7, the assertion is obvious by Lemma 27.1.
The following is well-known, see [16, pp. 126–127].
27.5 Corollary. Let Y be a noetherian separated scheme. Then Qco(Y ) is
locally noetherian, and M ∈ Qco(Y ) is a noetherian object if and only if it
is coherent.
Proof. This is obvious if Y = SpecA is affine. Now consider the general
case. Let (Ui)1≤i≤r be an affine open covering of Y , and set X :=
∐
i Ui.
Let p : X → Y be the canonical map, and set X• := Nerve(f)|(∆). Note
that p is faithfully flat, quasi-compact and separated. By assumption and
the lemma, we have that Qco(X•) is locally noetherian, and M ∈ Qco(X•)
is a noetherian object if and only if M0 is noetherian, i.e., coherent. As
A : Qco(Y ) → Qco(X•) is an equivalence, we have that Qco(Y ) is locally
noetherian, andM ∈ Qco(Y ) is a noetherian object if and only if (AM)0 =
p∗M is coherent if and only if M is coherent.
Now the following is obvious.
27.6 Corollary. Let X• be a simplicial groupoid of S-schemes, with d0(1)
and d1(1) quasi-compact and separated. If X0 is separated noetherian, then
Qco(X•) is locally noetherian, and M ∈ Qco(X•) is a noetherian object if
and only if M0 is coherent.
27.7 Lemma. Let I be a finite category, S a scheme, and X• ∈ P(I, Sch /S).
IfX• is separated noetherian, thenMod(X•) and LQco(X•) are locally noethe-
rian.
Proof. Let J be the discrete subcategory of I such that ob(J) = ob(I).
Obviously, the restriction (?)J is faithful and exact. For i ∈ ob(I), there
is an isomorphism of functors (?)iRJ ∼=
∏
j∈ob(J)
∏
φ∈I(i,j)(Xφ)∗(?)j. The
product is a finite product, as I is finite. As each Xφ is quasi-compact,
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(Xφ)∗(?)j preserves filtered inductive limits. Hence RJ preserves filtered
inductive limits. Note also that RJ preserves local quasi-coherence.
Hence we may assume that I is a discrete finite category, which case is
trivial by [15, Theorem II.7.8] and Corollary 27.5.
28 Groupoid of schemes
(28.1) Let C be a category with finite limits. A C-groupoid X∗ is a functor
from Cop to the category of U-small groupoids (i.e., U-small category all
of whose morphisms are isomorphisms) such that the set valued functors
X0 := ob ◦X∗ and X1 := Mor ◦X∗ are representable.
Let X∗ be a C-groupoid. Let us denote the source (resp. target) X1 → X0
by d1 (resp. d0). Then X2 := X1 d1×d0 X1 represents the functor of pairs
(f, g) of morphisms of X∗ such that f ◦ g is defined. Let d′0 : X2 → X1 (resp.
d′2 : X2 → X1) be the first (resp. second) projection , and d
′
1 : X2 → X1 be
the composition.
By Yoneda’s lemma, d0, d1, d
′
0, d
′
1, and d
′
2 are morphisms of C. d1 :
X1(T )→ X0(T ) is surjective for any T ∈ ob(C). Note that the squares
X2
d′0−→ X1 X2
d′1−→ X1 X2
d′1−→ X1
↓ d′2 ↓ d1 ↓ d′2 ↓ d1 ↓ d′0 ↓ d0
X1
d0−→ X0 X1
d1−→ X0 X1
d0−→ X0
(28.2)
are fiber squares. In particular,
X∗ := X2
d′0−−→
d′1−−→
d′2−−→
X1
d0−−→
d1−−→
X0 (28.3)
forms an object of P(∆M , C). Finally, by the associativity,
◦(◦ × 1) = ◦(1× ◦), (28.4)
where ◦ : X1 d1×d0 X1 → X1 denotes the composition, or ◦ is the composite
X1 d1×d0 X1 ∼= X2
d′1−→X1.
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Conversely, a diagram X∗ ∈ P(∆M , C) as in (28.3) such that the squares
in (28.2) are fiber squares, d1(T ) : X1(T ) → X0(T ) are surjective for all
T ∈ ob(C), and the associativity (28.4) holds gives a C-groupoid [9]. In the
sequel, we mainly consider that a C-groupoid is an object of P(∆M , C).
Let S be a scheme. We say that X• ∈ P(∆M , Sch /S) is an S-groupoid,
if X• is a (Sch /S)-groupoid with flat arrows.
(28.5) Let X• be a (Sch /S)-groupoid, and set Xn := X1 d1×d0 X1 d1×d0
· · · d1×d0 X1 (X1 appears n times) for n ≥ 2. For n ≥ 2, di : Xn → Xn−1
is defined by d0(xn−1, . . . , x1, x0) = (xn−1, . . . , x1), dn(xn−1, . . . , x1, x0) =
(xn−2, . . . , x0), and di(xn−1, . . . , x1, x0) = (xn−2, . . . , xi ◦ xi−1, . . . , x0) for 0 <
i < n. si : Xn → Xn+1 is defined by si(xn−1, . . . , x1, x0) = (xn−1, . . . , xi, id, xi−1, . . . , x0).
It is easy to see that this gives a simplicial S-scheme Σ(X•) such that
Σ(X•)|∆M = X•.
For any simplicial S-scheme Z• and ψ• : Z•|∆M → X•, there exists some
unique ϕ• : Z• → Σ(X•) such that ϕ|∆M : Z•|∆M → Σ(X•)|∆M = X• equals
ψ. Indeed, ϕ is given by
ϕn(z) = (ψ1(Qn−1(z)), . . . , ψ1(Q0(z))),
where qi : [1]→ [n] is the injective monotone map such that Im qi = {i, i+1}
for 0 ≤ i < n, and Qi : Zn → Z1 is the associated morphism. This shows
that Σ(X•) ∼= cosk
(∆)
∆M
X•, and the counit map (cosk
(∆)
∆M
X•)|∆M → X• is an
isomorphism.
Note that under the identification Σ(X•)n+1 ∼= Xn r0×d0X1, the morphism
d0 : Σ(X•)n+1 → Σ(X•)n is nothing but the first projection. So (d0) :
Σ(X•)
′ → Σ(X•) is of fiber type. If moreover d0(1) is flat, then (d0) is
faithfully flat.
We construct an isomorphism h• : Σ(X•)
′ → Nerve(d1(1)). Define h−1 =
id and h0 = id. Define h1 to be the composite
X1 d1×d0 X1
(d0⊠d2)−1
−−−−−−→X2
d1⊠d2−−−→X1 d1×d1 X1.
Now define hn to be the composite
X1 d1×d0X1 d1×d0 · · ·d1×d0X1 d1×d0X1
1×h1−−−→X1 d1×d0X1 d1×d0 · · ·d1×d0X1 d1×d1X1
via h1−−−→· · ·
h1×1−−−→X1 d1×d1 X1 d1×d1 · · · d1×d1 X1 d1×d1 X1.
It is straightforward to check that this gives a well-defined isomorphism h• :
Σ(X•)
′ → Nerve(d1(1)). In conclusion, we have
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28.6 Lemma. If X• is an S-groupoid, then cosk
(∆)
∆M
X• is a simplicial S-
groupoid, and the counit ε : (cosk
(∆)
∆M
X•)|∆M → X• is an isomorphism.
Conversely, the following hold.
28.7 Lemma. If Y• is a simplicial S-groupoid, then Y•|∆M is an S-groupoid,
and the unit map u : Y• → cosk
(∆)
∆M
(Y•|∆M ) is an isomorphism.
Proof. It is obvious that Y•|∆M has flat arrows. So it suffices to show that
Y•|∆M is a (Sch /S)-groupoid. Since Y
′
• is isomorphic to Nerve d1, the square
Y2
d2−→ Y1
↓ d1 ↓ d1
Y1
d1−→ Y0
is a fiber square. Since (d0) : Y
′
• |(∆) → Y• is a morphism of fiber type, the
squares
Y2
d1−→ Y1 Y2
d2−→ Y1
↓ d0 ↓ d0 ↓ d0 ↓ d0
Y1
d0−→ Y0 Y1
d1−→ Y0
are fiber squares.
As d1s = id, d1(T ) : X1(T )→ X0(T ) is surjective for any S-scheme T .
Let us denote the composite
X1 d1×d0 X1
∼= X2
d1−→X1
by ◦. It remains to show the associativity.
As the three squares in the diagram
X3
d3−→ X2
d2−→ X1
↓ d0 ↓ d0 ↓ d0
X2
d2−→ X1
d1−→ X0
↓ d0 ↓ d0
X1
d1−→ X0
are all fiber squares, the canonical map Q := Q2 ⊠Q1 ⊠Q0 : X3 → X1 d1×d0
X1 d1×d0 X1 is an isomorphism. So it suffices to show that the maps
X3
Q
−→X1 d1×d0 X1 d1×d0 X1
◦×1
−−→X1 d1×d0 X1
◦
−→X1
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and
X3
Q
−→X1 d1×d0 X1 d1×d0 X1
1×◦
−−→X1 d1×d0 X1
◦
−→X1
agree. But it is not so difficult to show that the first map is d1d2, while the
second one is d1d1. So Y•|∆M is an S-groupoid.
Set Z• := cosk
(∆)
∆M
(Y•|∆M ), and we are to show that the unit u• : Y• → Z•
is an isomorphism. Since Y•|∆M is an S-groupoid, ε• : Z•|∆M → Y•|∆M is an
isomorphism. It follows that u•|∆M : Y•|∆M → Z•|∆M is also an isomorphism.
Hence Nerve(d1(1)(u•)) : Nerve(d1(1)(Y•)) → Nerve(d1(1)(Z•)) is also an
isomorphism. As both Y• and Z• are simplicial S-groupoids by Lemma 28.6,
u′• : Y
′
• → Z
′
• is an isomorphism. So un : Yn → Zn are all isomorphisms, and
we are done.
28.8 Lemma. Let S be a scheme, and X• an S-groupoid, with d0(1) and
d1(1) quasi-compact and separated. If X0 is noetherian, then Qco(X•) is
locally noetherian, and M ∈ Qco(X•) is a noetherian object if and only if
M0 is coherent.
Proof. This is immediate by Corollary 27.6 and Lemma 25.4.
(28.9) Let f : X → Y be a faithfully flat quasi-compact separated S-
morphism. Set X+• := (Nerve(f))|∆+M and X• := (X
+
• )|∆M . We define the
descent functor
D : LQco(X•)→ Qco(Y )
to be the composite (?)[−1]R∆M . The left adjoint (?)∆ML[−1] is denoted by
A, and called the ascent functor.
28.10 Lemma. Let the notation be as above. Then D : Qco(X•)→ Qco(Y )
is an equivalence, with A its quasi-inverse. The composite
A ◦ D : LQco(X•)→ Qco(X•)
is the right adjoint of the inclusion Qco(X•) →֒ LQco(X•).
Proof. Follows easily from Corollary 26.15 and Corollary 26.16.
28.11 Lemma. Let X• be an S-groupoid, and assume that d0(1) and d1(1)
are separated and quasi-compact. Set Y +• := ((cosk
(∆)
∆M
X•)
′)|∆+M , and Y• :=
(Y +• )|∆M . Let (d0) : Y• → X• be the canonical map
Y• = ((cosk
(∆)
∆M
X•)
′)|∆M
(d0)|∆M−−−−−→(cosk(∆)∆M X•)|∆M
∼= X•.
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Then (d0) is quasi-compact separated faithfully flat of fiber type, and
(d0)
Qco
∗ ◦ A : Qco(X0)→ Qco(X•)
is a right adjoint of (?)0 : Qco(X•) → Qco(X0), where A : Qco(X0) →
Qco(Y•) is the ascent functor.
Proof. Follows easily from Corollary 26.17.
29 Comparison of local Ext sheaves
(29.1) Let S be a scheme, and X• an S-groupoid. Assume that d0(1) and
d1(1) are affine faithfully flat of finite type, and X0 is noetherian. Let i :
D(Qco(X•))→ D(Mod(X•)) be the inclusion. Note that Qco(X•) is locally
noetherian (Lemma 28.8). So any complex in C(Qco(X•)) admits a K-
injective resolution with each term an injective object. The following is a
generalization of [17, Theorem II.1.1.12].
29.2 Lemma. Let F ∈ K−Coh(X•)(Mod(X)) and G ∈ K
+(Qco(X•)). If G is
a bounded below complex consisting of injective objects of Qco(X•), then G
is Hom•OX• (F, ?)-acyclic.
Proof. By the way-out lemma, we may assume that F is a single coherent
sheaf, and G is a single injective object of Qco(X•).
To prove this case, it suffices to show that
ExtiOX• (F,G) = 0
for i > 0.
Let {U1, . . . , Un} be a finite affine open covering of X0, and set Y :=∐n
i=1 Ui. Let ϕ : Y → X0 be the associated morphism. Set f
′ : Y ×X0
d1(1)X1 → Y to be the first projection, and set Y
+
• := Nerve(f
′)|∆+M and
Y• := Nerve(f
′)|∆M . Let ψ• : Y• → X
′
• be the canonical map, where
X ′• := Nerve(d1(1))|∆M . As (d0)∗Aϕ∗
∼= (d0)∗(ψ•)∗A has a faithful left ad-
joint ϕ∗(?)0, there exists some injective object I of Y such that G is a direct
summand of (d0)∗(ψ•)∗AI. Set q• := (d0)◦ψ•. Note that q• is affine faithfully
flat of finite type and fiber type. We may assume that G = (q•)∗AI. As
RHom•OX• (F, R(q•)∗AI)
∼= R(q•)∗RHom
•
OY•
(q∗•F,AI),
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q• is affine, and RHom
•
OY•
(q∗•F,AI) has quasi-coherent cohomology groups,
we may assume that X• = Nerve(f)|∆M for some faithfully flat morphism
f : X → Y of finite type between affine noetherian S-schemes. For each l,
we have that
(?)lRHom
•
OX•
(F,G) ∼= RHom•OXl
((?)lADF, (?)lADG) ∼=
RHom•OXl
(e(l)∗DF, e(l)∗DG) ∼= e(l)∗RHom•OY (DF,DG).
As D : Qco(X•) → Qco(Y ) is an equivalence, DG is an injective object of
Qco(Y ). Hence ExtiOY (DF,DG) = 0 for i > 0 by Lemma 10.1, as desired.
30 Group schemes flat of finite type
(30.1) Let S be a noetherian separated scheme.
(30.2) Let F (resp. FM) denote the subcategory of P((∆), Sch /S) (resp.
subcategory of P(∆M , Sch /S)) consisting of objects separated of finite type
over S with flat arrows and morphisms of finite type and of fiber type.
Let G be a flat S-group scheme separated of finite type. Note that G is
faithfully flat over S. Set AG to be the category of S-schemes separated of
finite type with left G-actions.
For X ∈ AG, we associate a simplicial scheme BG(X) by BG(X)n =
Gn×X . For n ≥ 1, di(n) : G
n×X → Gn−1×X is the projection p×1Gn−1×X
if i = n, where p : G→ S is the structure morphism. While di(n) = 1Gn−1×a
if i = 0, where a : G × X → X is the action. If 0 < i < n, then di(n) =
1Gn−i−1 × µ × 1Gi−1×X , where µ : G × G → G is the product. For n ≥ 0,
si(n) : G
n ×X → Gn+1 ×X is given by
si(n)(gn, . . . , g1, x) = (gn, . . . , gi+1, e, gi, . . . , g1, x),
where e : S → G is the unit element.
Note that (BG(X)
′)|(∆) is canonically isomorphic to BG(G × X), where
G×X is viewed as a principal G-action. Note also that there is an isomor-
phism from BG(X)
′ to Nerve(p2 : G×X → X) given by
BG(X)
′
n = G
n+1 ×X → (G×X)×X · · · ×X (G×X) = Nerve(p2)n
(gn, . . . , g0, x) 7→ ((gn · · · g0, x), (gn−1 · · · g0, x), . . . , (g0, x)).
Hence we have
118
30.3 Lemma. Let G and X be as above. Then BG(X) is a simplicial S-
groupoid with d0(1) and d1(1) faithfully flat separated of finite type.
We denote the restriction BG(X)|∆M by B
M
G (X). Obviously, B
M
G (X) is
an S-groupoid with d0(1) and d1(1) faithfully flat separated of finite type.
For a morphism f : X → Y in AG, we define BG(f) : BG(X) → BG(Y )
by (BG(f))n = 1Gn × f . It is easy to check that BG is a functor from AG to
F . Thus BMG is a functor from AG to FM .
By definition, a (G,OX)-module (or a G-linearlized OX-module [27] or
G-equivariant OX -module) is an equivariant OBMG (X)-module, see [5] and [17].
Note that the category of equivariant OBG(X)-modules and the category of
equivariant OBMG (X)-modules are equivalent (Lemma 25.4). Thus a quasi-
coherent (resp. coherent) (G,OX)-module is nothing but a quasi-coherent
(resp. coherent)OBMG (X)-module. We denote the category of (G,OX)-modules
by EM(G,X). The category of quasi-coherent (resp. coherent) (G,OX)-
modules is denoted by Qco(G,X) (resp. Coh(G,X)).
The discussion on derived categories of categories of sheaves over diagrams
of schemes are interpreted to the derived categories of the categories of G-
equivariant modules.
By Lemma 30.3 and Lemma 28.8, we have
30.4 Lemma. Let X ∈ AG. Then Qco(G,X) is a locally noetherian abelian
category.
Let M be a (G,OX)-module. If there is no danger of confusion, we may
write M0 instead of M. For example, OX means OBMG (X), since OBMG (X) is
equivariant and (OBG(X))0 = OX . This abuse of notation is what we always
do when S = X = Spec k and G is an affine algebraic group over k. A
G-module and its underlying vector space are denoted by the same symbol.
Similarly, an object of D(Mod(BMG (X))) and its restriction to B
M
G (X)0 = X
are sometimes denoted by the same symbol. Moreover, for a morphism f in
AG, we denote for example R(BMG (f))∗ by Rf∗, and B
M
G (f)
! by f !.
Thus, as a corollary to Theorem 21.1, we have
30.5 Theorem (G-Grothendieck’s duality). Let S be a noetherian sep-
arated scheme, and G a flat S-group scheme separated of finite type. Let X
and Y be S-schemes separated of finite type with G-actions, and f : X → Y
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a proper G-morphism. Then the composite
Θ(f) : Rf∗RHom
•
Mod(BMG (X))
(F, f×G)
H
−→RHom•Mod(BMG (Y ))
(Rf∗F, Rf∗f
×G)
ε
−→RHom•Mod(BMG (Y ))
(Rf∗F,G)
is an isomorphism in D+Qco(G,Y )(B
M
G (Y )) for F ∈ D
−
Coh(G,X)(B
M
G (X)) and
G ∈ D+Qco(G,Y )(B
M
G (Y )).
31 Compatibility with derived G-invariance
(31.1) Let S be a separated noetherian scheme, and G a flat separated S-
group scheme of finite type. Let X be an S-scheme separated of finite type
with a trivial G-action. That is, a : G × X → X agrees with the second
projection p2. In other words, d0(1) = d1(1) in B
M
G (X).
For an object M of Mod(BMG (X)), we define the G-invariance of M to
be the kernel of the natural map
βd0(1) − βd1(1) :M0 → d0(1)∗M1 = d1(1)∗M1,
and we denote it by MG.
(31.2) Let X be as in (31.1). Define B˜MG (X) to be the augmented diagram
G×S G×S X
1G×a−−→
µ×1X−−→
p23
−−→
G×S X
a
−−→
p2
−−→
X
id
−→X.
Note that B˜MG (X) is an object of P(∆˜M , S).
31.3 Lemma. The functor (?)G : Mod(BMG (X)) → Mod(X) agrees with
(?)−1R∆M .
Proof. Follows easily from (7.10).
(31.4) We say that an object M of BMG (X) is G-trivial if M is equivari-
ant, and the canonical inclusion MG → M0 is an isomorphism. Note that
(?)∆ML−1 is the exact left adjoint of (?)
G. Note also thatM isG-trivial if and
only if the counit of adjunction ε : (?)∆ML−1M
G →M is an isomorphism if
and only if M∼= N∆M for some N ∈ EMB˜MG (X).
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Let triv(G,X) denote the full subcategory of Mod(BG(X)) consisting of
G-trivial objects. Note that (?)G : triv(G,X) → Mod(X) is an equivalence,
whose quasi-inverse is (?)∆ML−1.
Note that if M is locally quasi-coherent, then MG is quasi-coherent.
Thus, we get a derived functor R(?)G : D+
LQco(BMG (X))
(Mod(BMG (X))) →
D+Qco(X)(Mod(X)).
31.5 Proposition. Let X and Y be S-schemes separated of finite type with
trivial G-actions, and f : X → Y an S-morphism, which is automatically a
G-morphism. Then there is a canonical isomorphism
f !R(?)G ∼= R(?)Gf !
between functors from D+LQco(B
M
G (Y )) to D
+
Qco(X).
Proof. As (?)−1 is exact, we have R(?)
G ∼= (?)−1RR∆M by Lemma 31.3.
Thus, we have a composite isomorphism
f !R(?)G ∼= f !(?)−1RR∆M
ξ¯−1
−−→(?)−1(B˜
G
M(f))
!RR∆M
ξ¯
−→(?)−1RR∆Mf
! ∼= R(?)Gf !
by Proposition 14.14 and Lemma 20.4.
32 Equivariant dualizing complexes and canon-
ical modules
(32.1) Let I be a finite ordered category, S a scheme, andX• ∈ P(I, Sch /S).
32.2 Lemma. Assume that X• has flat arrows. Then an object I ∈ K(Mod(X•))
is K-injective if and only if Ii is K-injective for any i ∈ ob(I).
Proof. The ‘only if’ part is obvious, since (?)i has an exact left adjoint Li.
We prove the converse by induction on the number of objects of I. We
may assume that I has at least two objects. Let i be a minimal element of
ob(I), and set J := ob(I) \ {i}. Let F be an exact complex in K(Mod(X•)).
Consider a distinguished triangle
LiFi
ε
−→F→ C
(1)
−→ΣLiFi.
As
Hom•Mod(X•)(LiFi, I)
∼= Hom•Mod(Xi)(Fi, Ii)
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is exact by assumption, it suffices to show that Hom•Mod(X•)(C, I) is exact.
Note that C is exact.
Consider the distinguished triangle
LJCJ
ε
−→C
u
−→RiCi
(1)
−→ΣLJCJ .
As
Hom•Mod(X•)(LJCJ , I)
∼= Hom•Mod(X•|J )(CJ , IJ),
is exact by induction assumption, it suffices to show that HomMod(X•)(RiCi, I)
is exact. To verify this, it suffices to show that Ci is null-homotopic. But
this is trivial, since
(?)iLiFi
(?)iε
−−→Fi → Ci
(1)
−→(?)iΣLiFi
is a distinguished triangle, and (?)iε is an isomorphism.
32.3 Corollary. Let I, S, and X• be as in the lemma. Let J be a full
subcategory of I such that ob(J) is a filter of ob(I). If J is a K-injective
complex of K(Mod(X•|J)), then so is LJJ.
32.4 Corollary. Let I, S, and X• be as in the lemma. Let F be an object
of K(Mod(X•)). Then F has finite injective dimension if and only if Fi has
finite injective dimension for any i ∈ ob(I).
Proof. We prove the corollary by induction on the number of objects of I.
We may assume that I has at least two objects. Let i be a minimal element
of ob(I), and J the full subcategory whose object set is ob(I) \ {i}. Then
LJFJ
ε
−→F
u
−→RiFi
(1)
−→ΣLJFJ
is a distinguished triangle. As FJ has finite injective dimension by induction
assumption, LJFJ has finite injective dimension by Corollary 32.3. Since Ri
is exact and has an exact left adjoint, RiFi has finite injective dimension.
Hence F also has finite injective dimension.
(32.5) Let the notation be as in Theorem 16.4. Let X• be an object
of F (i.e., an Iop-diagram of separated S-schemes of finite type with flat
arrows). We say that F ∈ D(Mod(X•)) is a dualizing complex of X• if
F ∈ DbCoh(X•)(Mod(X•)), F has finite injective dimension, and the canonical
map
OX•
tr
−→RHom•OX• (F,F)
is an isomorphism.
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32.6 Lemma. Let the notation be as in (32.5). An object F ∈ D(Mod(X•))
is a dualizing complex of X• if and only if F has equivariant cohomology
groups and Fi ∈ D(Mod(Xi)) is a dualizing complex of Xi for any i ∈ ob(I).
Proof. This is obvious by Lemma 13.9 and Corollary 32.4.
32.7 Corollary. Let the notation be as in (32.5). If X• is Gorenstein with
finite Krull dimension, then OX• is a dualizing complex of X•.
Proof. This is clear by the lemma and [15, (V.10)].
32.8 Lemma. Let the notation be as in (32.5). If X• has a dualizing complex
F, then X• has finite Krull dimension, and X• has Gorenstein arrows.
Proof. As Fi is a dualizing complex of Xi for each i ∈ ob(I), X• has finite
Krull dimension by [15, Corollary V.7.2].
Let φ : i → j be a morphism of I. As Xφ is flat, αφ : X∗φFi → Fj is an
isomorphism of D(Mod(Xj)). As X
∗
φFi is a dualizing complex of Xj , Xφ is
Gorenstein by [4, (5.1)].
32.9 Proposition. Let the notation be as above, and I a dualizing complex
of X•. Let F ∈ DCoh(X•)(Mod(X•)). Then we have
1 RHom•OX• (F, I) ∈ DCoh(X•)(Mod(X•)).
2 The canonical map
F→ RHom•OX• (RHom
•
OX•
(F, I), I)
is an isomorphism for F ∈ DCoh(X•)(Mod(X•)).
Proof. 1 As I has finite finite injective dimension, RHom•OX• (?, I) is way-out
in both directions. Hence by [15, Proposition I.7.3], we may assume that F
is bounded. This case is trivial by Lemma 13.9 and Lemma 13.11.
2 Using Lemma 13.9 twice, we may assume that X• is a single scheme.
This case is [15, Proposition V.2.1].
32.10 Lemma. Let the notation be as in (32.5). Let f• : X• → Y• be a
morphism in F , and let I be a dualizing complex of Y•. Then f
!
•(I) is a
dualizing complex of X•.
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Proof. By Corollary 18.4, f !•(I) has coherent cohomology groups. By Lemma 32.4,
f !•(I) has finite injective dimension.
By Lemma 32.6 and Proposition 14.14, we may assume that f : X → Y
is a morphism of single schemes, and it suffices to show that
OX
tr
−→RHom•OX (f
!I, f !I)
is an isomorphism. As the question is local both on Y and X , We may
assume that both Y and X are affine, and f is either an affine n-space or a
closed immersion. This case is done in [15, Chapter V].
32.11 Lemma. Let the notation be as in (32.5), and I and J dualizing com-
plexes on X•. If X• is connected and Xi is non-empty for some i ∈ ob(I),
then there exist a unique invertible sheaf L and a unique integer n such that
J ∼= I⊗
•,L
OX•
L[n].
Such L and n are determined by
L[n] ∼= RHom•OX• (I, J).
Proof. Use [15, Theorem V.3.1].
32.12 Definition. Let the notation be as in (32.5), and I a fixed dualizing
complex of X•. For any object f• : Y• → X• of F/X•, we define the dualizing
complex of Y• (or better, of f•) to be f
!
•I. If Y• is connected and Yi is non-
empty for some i ∈ ob(I), then we define the canonical sheaf ωY• of of Y• (or
better, f•) to be H
s(f !•I), where s is the smallest i such that H
i(f !•I) 6= 0. If
Y• is disconnected, then we define ωY• componentwise.
Let R be a noetherian ring, S := SpecR, and G a flat R-group scheme
separated of finite type.
32.13 Lemma. G → S is a (flat) local complete intersection morphism.
That is, (it is flat and) all fibers are locally complete intersection.
Proof. We may assume that S = Spec k, with k a field. Then by [3, Theo-
rem 1], we may assume that k is algebraically closed.
First assume that the characteristic is p > 0. Then there is some r ≫
0 such that the image of the Frobenius map F r : G → G(r) is reduced
(or equivalently, k-smooth) and agrees with G
(r)
red. Note that the induced
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morphism G → G(r)red is flat, since the flat locus is a G-stable open subset of
G [17, Lemma 2.1.10], and the morphism is flat at the generic point.
As the group Gred acts on G transitively, it suffices to show that G is
locally a complete intersection at the unit element e. So by [3, Theorem 2],
it suffices to show that the rth Frobenius kernel Gr is a complete intersection.
As Gr is finite connected, this is well known [41, (14.4)].
Now consider the case that G is of characteristic zero. We are to prove
that G is k-smooth. Take a finitely generated Z-subalgebra R of k such that
G is defined. We may take R so that GR is R-flat. Set H := (GR)red. We
may take R so that H is also R-flat. Then H is a closed subgroup scheme
over R, since H ×R H is reduced. As a reduced group scheme over a field
of characteristic zero is smooth, we may localize R if necessary, and we may
assume that H is R-smooth.
Let J be the defining ideal sheaf ofH inGR. There exists some s ≥ 0 such
that J s+1 = 0. Note that G :=
⊕s
i=0 J
i/J i+1 is a coherent (H,OH)-module.
Applying Corollary 26.15 to the case that Y = SpecR and X• = B
M
H (H),
the coherent (H,OH)-module G is of the form f ∗(V ), where V is a finite R-
module, and f : H → SpecR is the structure map. Replacing R if necessary,
we may assume that V ∼= Ru. Now we want to prove that u = 1 so that
H = GR, which implies G is k-smooth.
There exists some prime number p > u and a maximal ideal m of R such
that R/m is a finite field of characteristic p. Let κ be the algebraic closure of
R/m, and consider the base change (?¯) :=?⊗Rκ. Note that G¯ =
⊕
i J¯
i/J¯ i+1,
since R is Z-flat and H and GR are R-flat. Let I [p
r] denote the defining ideal
of the rth Frobenius kernel of G¯R. By [41, (14.4)] again, dimk(OG¯R/I
[pr])e
is a power of p, say pv(r). Similarly, the k-dimension of the coordinate ring
(OG¯R/(J¯ +I
[pr ]))e of the rth Frobenius kernel of H¯ is a power of p, say p
w(r).
Note that
pw(r) ≤ pv(r) ≤ dimk(OG¯R/I
[pr] ⊗OG¯R G¯)e = p
w(r)u < pw(r)+1.
Hence w(r) ≤ v(r) < w(r) + 1, and we have J¯e ⊂ I
[pr ]
e for any r. By Krull’s
intersection theorem, J¯e ⊂
⋂
r(Ie)
pr = 0. This shows that G¯R is reduced
at e, which shows that G¯R is κ-smooth everwhere. So the nilpotent ideal J¯
must be zero, and this shows u = 1.
Now assume that R is a Gorenstein local ring of dimension d.
32.14 Lemma. BG(S) is Gorenstein of finite Krull dimension. In particu-
lar, OS[d] is an equivariant dualizing complex of X (i.e., OBG(S) is a dualizing
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complex of BG(S)).
Proof. As S = SpecR is Gorenstein by assumption and G is Gorenstein over
S by Lemma 32.13, the assertions are trivial.
32.15 Definition. We choose and fix the equivariant dualizing complex
OS[d]. For an object X ∈ AG, the corresponding equivariant dualizing com-
plex is called the equivariant dualizing complex of X . The corresponding
equivariant canonical sheaf is called the equivariant canonical sheaf of X ,
and is denoted by ωX .
32.16 Lemma. Let X ∈ AG, and assume that G acts on X trivially. Then
the dualizing complex IX := f
!(OS[d]) has G-trivial cohomology groups, where
f : X → S is the structure map. In particular, ωX is G-trivial.
Proof. By Proposition 14.14,
f !(OS[d]) ∼= f
!((OB˜MG (X))BMG (X))
∼= (?)BMG (X)(B˜
M
G (f)
!(OB˜MG (X))).
By Corollary 18.4, B˜MG (f)
!(OB˜MG (X)) has coherent cohomology groups. Hence,
f !(OS[d]) has G-trivial cohomology groups.
33 A generalization of Watanabe’s theorem
33.1 Lemma. Let R be a noetherian commutative ring, and G a finite group
which acts on R. Set A = RG, and assume that SpecA is connected. Then
G permutes the connected components of R transitively.
Proof. Since SpecR is a noetherian space, SpecR has only finitely many
connected components, say X1, . . . , Xn. Then R = R1 × · · · × Rn, and each
Ri is of the form Rei, where ei is a primitive idempotent. Note that E :=
{e1, . . . , en} is the set of primitive idempotents of R, and G acts on E. Let
E1 be an orbit of this action. Then e =
∑
ei∈E1
ei is in A. As A does not have
any nontrivial idempotent, e = 1. This shows that G acts on E transitively,
and we are done.
33.2 Lemma. Let R be a noetherian commutative ring, and G a finite group
which acts on R. Set A = RG, and assume that the inclusion A →֒ R is finite.
If p ∈ SpecA, then G acts transitively on the set of primes of R lying over
p.
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Proof. Note that A is noetherian by Eakin-Nagata theorem [25, Theorem 3.7].
Let A′ be the pAp-adic completion of Ap, and set R
′ := A′⊗AR. As A′ is A-
flat, A′ = (R′)G. It suffices to prove that G acts transitively on the maximal
ideals of R′. But R′ is the direct product
∏
iR
′
i of complete local rings R
′
i.
Consider the corresponding primitive idempotents. Since A′ is a local ring, G
permutes these idempotents transitively by Lemma 33.1. It is obvious that
this action induces a transitive action on the maximal ideals of R′.
(33.3) Let k be a field, and G a finite k-group scheme. Let S = SpecR be
an affine k-scheme of finite type with a left G-action. It gives a k-algebra
automorphism action of G on R. Let A := RG be the ring of invariants.
33.4 Proposition. Assume that G is linearly reductive (i.e., any G-module
is semisimple). Then the following hold.
1 If R satisfies Serre’s (Sr) condition, then the A-module R satisfies (Sr),
and A satisfies (Sr).
2 If R is Cohen-Macaulay, then R is a maximal Cohen-Macaulay A-module,
and A is also a Cohen-Macaulay ring.
3 If R is normal, then so is A.
4 If R is Cohen-Macaulay, then ωGR
∼= ωA as A-modules.
5 Assume that R is Gorenstein and ωR ∼= R as (G,R)-modules. Then A =
RG is Gorenstein and ωA ∼= A.
Proof. Note that the associated morphism π : S = SpecR→ SpecA is finite
surjective.
To prove the proposition, we may assume that SpecA is connected.
Set G¯ := G⊗k k¯, and R¯ = R⊗k k¯, where k¯ is the algebraic closure of k. Let
G0 be the identity component (or the Frobenius kernel for sufficiently high
Frobenius maps, if the characteristic is nonzero) of G¯, which is a normal
subgroup scheme of G¯. Note that Spec R¯ → Spec R¯G0 is finite and is a
homeomorphism, since G0 is trivial if the characteristic is zero, and R¯
G0
contains some sufficiently high Frobenius power of R¯, if the characteristic is
positive. On the other hand, the finite group G¯(k¯) = (G¯/G0)(k¯) acts on R¯
G0 ,
and the ring of invariants under this action is A ⊗k k¯. By Lemma 33.2, for
any prime ideal p of A⊗k k¯, G¯(k¯) acts transitively on the set of prime ideals
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of R¯ (or R¯G0) lying over p. It follows that for any prime ideal p of A and a
prime ideal P of R lying over p, we have ht p = htP.
Let M be the sum of all non-trivial simple G-submodules of R. As G is
linearly reductive, R is the direct sum of M and A as a G-module. It is easy
to see that R =M ⊕ A is a direct sum decomposition as a (G,A)-module.
1 Since A is a direct summand of R as an A-module, it suffices to prove
that the A-module R satisfies the (Sr)-condition. Let p ∈ SpecA and assume
that depthAp Rp < r. Note that depthAp Rp = infPdepthRP, where P runs
through the prime ideals lying over p. So there exists some P such that
depthRP ≤ depthAp Rp < r. As R satisfies Serre’s (Sr)-condition, we have
that RP is Cohen-Macaulay. So
ht p = htP = depthRP ≤ depthAp Rp ≤ depthAp ≤ ht p,
and all ≤ must be =. In particular, Rp is a maximal Cohen-Macaulay Ap-
module. This shows that the A-module R satisfies Serre’s (Sr)-condition.
2 is obvious by 1.
3 Consider the case that k is of characteristic zero. If so, then we may
assume that k is algebraically closed, G is a finite group, and SpecA is
connected. The action of G on R is extended to an action on the total
quotient ring Q(R). We have A = R ∩ Q(R)G. On the other hand, any
nonzero element of A is a nonzerodivisor of R. In fact, if 0 6= a ∈ A is a
zerodivisor of R, then there exists some primitive idempotent e0 of R such
that e0a = 0. Let e0, e1, . . . , er be the primitive idempotents of R. As G
acts transitively on these, there exists some gi ∈ G such that ei = gie0 for
each i. Then a = 1a = (e0 + · · · + er)a = (g0 + · · · + gr)(e0a) = 0, which
is a contradiction. So Q(A) ⊂ Q(R)G (in fact = holds), and A is integrally
closed, as can be seen easily.
So assume that k is of characteristic p > 0. We need to show that A
satisfies the (R1)-condition. Let p be a height one prime ideal of A. As Rp
is a one-dimensional (semilocal) regular ring, the direct summand subring
Ap is strongly F -regular, see [18]. Namely, Ap is a DVR. It follows that A
satisfies the (R1)-condition.
4 Note that π : S = SpecR → SpecA is a finite G-morphism. Set
d = dimR = dimA. As A is Cohen-Macaulay and SpecA is connected, A
is equidimensional of dimension d. So htm = d for all maximal ideals of
A. The same is true of R, and hence R is also equidimensional. So ωR[d]
and ωA[d] are the equivariant dualizing complexes of R and A, respectively.
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In particular, we have π!ωA ∼= ωR. By Lemma 32.16, ωA is G-trivial. By
Theorem 30.5, we have
ωGR
∼= R(?)GRπ∗RHomOSpecR(OSpecR, π
!ωA)
∼= R(?)GRHomOSpecA(Rπ∗OSpecR, ωA).
As π is affine, Rπ∗OSpecR = R. As R is a maximal Cohen-Macaulay A-
module and ωA is a finitely generated A-module which is of finite injective
dimension, we have that ExtiA(R, ωA) = 0 (i > 0). As G is linearly reductive,
we have that
R(?)GRHomOSpecA(Rπ∗OSpecR, ωA)
∼= HomA(R, ωA)
G = HomG,A(R, ωA).
As G is linearly reductive, there is a canonical direct sum decomposition R ∼=
RG ⊕ UR, where UR is the sum of all non-trivial simple G-submodules of R.
As ωA is G-trivial, HomG(UR, ωA) = 0. In particular, HomG,A(UR, ωA) = 0.
On the other hand, we have that
HomA(R
G, ωA)
G = HomA(A, ωA)
G = ωGA = ωA.
Hence ωGR
∼= ωA.
5 follows from 2 and 4 immediately.
33.5 Corollary. Let k be a field, G a linearly reductive finite k-group scheme,
and V a G-module. Assume that the representation G → GL(V ) factors
through SL(V ). Then the ring of invariants A := (SymV )G is Gorenstein,
and ωA ∼= A.
Proof. Set R := SymV . As R is k-smooth, we have that ωR ∼=
∧nΩR/k ∼=
R ⊗
∧n V , where n = dimk V . By assumption, ∧n V ∼= k, and we have
that ωR ∼= R, as (G,R)-modules. By the proposition, A is Gorenstein and
ωA ∼= A.
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