Traditional maximum likelihood estimation of hidden Markov model parameters aims at maximizing the overall probability across the training tokens of a given speech unit. Therefore, it disregards any interaction and biases across the models in the training procedure. Often the resulting model parameters do not result in minimum error classi cation in the training set. A new selective training method is proposed which controls the in uence of outliers in the training data on the generated models. The resulting models are shown to possess feature statistics which are more clearly separated for confusable patterns. The proposed selective training procedure is used for hidden Markov model training, with application to foreign accent classi cation, language identi cation, and speech recognition using the E-set alphabet. The resulting error rates are measurably improved over traditional Forward-Backward training under open test conditions. The proposed method is similar in terms of its goal to maximum mutual information estimation training, however it requires less computation, and the convergence properties of maximum likelihood estimation are retained in the new formulation.
Introduction
For speech recognition, the two most popular frameworks which require rigorous training strategies are hidden Markov models (HMM) 23], and arti cial neural networks (ANN) 17]. In general, HMMs are preferred over neural networks, because their implementations are simpler, faster, and they generally require less training data than ANNs for most recognition tasks. Recently, HMM-ANN hybrids have been proposed which combine both modeling strategies in order to improve performance 5, 18] .
The performance of a recognition system depends heavily on the complexity of the vocabulary. For example, the ability of a recognizer to distinguish between \white" and \wide" is much more limited than distinguishing between \hot" and \destination". Such issues in vocabulary confusability and completity have motivated studies that attempt to increase the separability among similar speech patterns. Linear discriminant analysis 7] is one method of transforming and scaling variables to improve the performance of a classi cation system. It was rst successfully applied to speech recognition by Hunt 13] in Independent Mel-scale Linear Discriminant Analysis (IMELDA). Various studies have noted improvements in speech recognition using this technique with sub-word models 3, 9] . Further re nements of this technique were later developed by Ayer 6] for use in whole-word recognition, and also by Parris 22 ] to incorporate state speci c mixture densities. Other discriminative training methods have been proposed in order to correct for classi cation errors in the training set 4, 8, 20, 21] . Bahl et: al 4] proposed the maximum mutual information estimation (MMIE) technique which increases the a posteriori probability of the model corresponding to the training data, given the data. Gopalakrishnan et. al 8] later introduced a reestimation formula for discrete HMMs which applies to rational objective functions. Normandin et. al 20, 21] showed signi cant improvements in a connected digit recognition task using the MMIE technique with an extension of the formulation to include the continuous density case. Although Merialdo 16] suggested some improvement to convergence properties of the MMIE technique, unlike maximum likelihood estimation, there are no known reestimation formulas for MMIE training with theoretically proven convergence. Recently, Juang and Katagiri 14] proposed another technique that minimizes the number of errors in the training set by weighing the feature set. They demonstrated marked improvement using this method for the highly confusable E-set. The focus of our approach is similar in spirit to the approaches mentioned, since the goal is to improve overall recognition performance given the available training data. However, discriminative training methods generally focus on increasing the separable distance between models, normally their means. As a result, they focus on changes to the resulting model itself. The method proposed here, termed Selective Training, makes a departure from previous methods since it does not always force the models to t the training data, but rather deemphasizes that data which does not t the models well. It is worth mentioning at this point that if the training data is collected and labeled perfectly, the proposed selective training method can also be used to emphasize error tokens in the training data. In other words, to place more training weight on the outliers, since this will improve performance for tasks such as language ID and the confusable E-set task (because the data is labeled perfectly). The proposed technique is also simple to implement and quite fast. Only a few additional iterations are necessary in addition to the traditional forward-backward algorithm.
The outline of this paper is as follows. In Section 2, the proposed selective training method is presented. A complete discussion of the model update equations is included. Section 3 presents a complete set of evaluations of the selective training. Evaluations are illustrated for simulated and real data. Finally, Section 4 presents summary and conclusions.
Selective Training
When developing e ective speech recognition systems, it is typically necessary to use large amounts of training data. This is especially true for applications requiring speaker independence or large vocabularies. When the training data corpus is large, it is often di cult to guarantee that automatic labeling is done properly for the entire data set. As a result, a single label error can cause the resulting HMM to have inappropriate model means or covariances. As an example, a segment that is labeled as the /s/ phoneme may in fact correspond to an /f/ phoneme (for example \six" versus \ x"). Naturally, if we assume that all the tokens for this training set here belong to the same phoneme, then the incorrectly labeled token will force a signi cant shift in the HMM model structure. The problem here is that as speech recognition applications become more advanced, larger amounts of speech data are used in the training phase, making it more di cult to reliably verify that the training data is correctly labeled.
The impact of incorrectly labeled training tokens became very apparent in a recent study by Arslan and Hansen which considered the problem of foreign accent classi cation 10]. Since the problem was focused on accent assessment, it was assumed that all speakers who indicated their native language to be non-English should always be classi ed as that particular accent. In reality, speakers vary in the degree of accent they display depending on their experience in the second language. As such, it was necessary to consider a procedure which would reduce the impact of speakers who did not display strong accent traits when training a particular accent model. In the training phase, words from speakers who have a common native language were employed to form accented word models for that language. However, depending on various factors (e.g., the second language learning age, length of residence in second language speaking country, etc.) non-native speakers included in the database had varying degrees of accent, while some speakers were able to utter some words from the selected vocabulary with neutral American English pronunciation patterns. Under these circumstances, it is better to suppress the weight of those word tokens that are not representative of the language accent, or if possible, not to use them at all in training language accent models. If these misclassi ed tokens were employed directly in a standard training method, the result would be a biased shift in the model mean and covariance matrix for the accented word model.
In order to explain the motivation behind the proposed selective training method, a hypothetical classi cation problem is considered. In Figure 1 , an example scatter plot of 2-dimensional feature vectors is shown. The aim here is to distinguish between classes labeled as A and B. Therefore, statistical models for the two classes must rst be generated based on the training data which is shown in the gure. The usual recognition approach is to represent the two classes with 2-dimensional Gaussian densities with means and variances computed from corresponding class samples. Following this approach, the initial means from input training data for classes A and B are found to be m Ai and m Bi respectively. The variances are represented by dashed ellipses for the same classes. However, as illustrated in this gure, an outlier exists for both classes. These outliers would result in errors if tested with the models that were just generated. Naturally, if these outliers were originally labeled correctly, it would be better to use the existing models. However if the labeling procedure is prone to errors, it may be better to exclude these outliers, or reduce their in uence in the training process to estimate more accurate models. In this example, when the outliers are excluded, the means for the two classes shift to m Af and m Bf , with corresponding new variances represented as the solid ellipses. It is clear from this example that the new models can better characterize the overall statistics when these outliers are excluded.
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This approach can be extended to the training of hidden Markov models from labeled data. This is especially important for such applications as foreign accent classi cation, where the labeling of speech data may be unreliable depending on the level of accent exhibited by each speaker. One approach would be: First generate models from the given training data assuming it is correctly labeled. Next, using these models identify outliers by testing the available training data and determine where signi cant errors occur. Finally, retrain the models using the same training data by either adjusting the weight of outliers in the training process.
Another approach is to weight the training tokens according to their relative match for their own word models and their degree of dissimilarity from the remaining word models. In this case, the likelihood ratio can be used in calculating the weights. First we will show that weighting the training tokens does not violate the convergence property of maximum likelihood training. Consider the following auxiliary function (Baum and Eagon 11]), Q( ; ) = 1 P(Xj ) X allS P(X; Sj ) log P(X; Sj ) (1) where and are the previous and updated model parameters, X the observation sequence, and S is a particular state sequence through the HMM. Using this function, it can be shown that,
Therefore, for a broad model class, the relation Q as a function of will have a single critical point which is also the global maximum. So, if a new parameter model set can be found which makes the right-hand side of the equation positive,
then the model reestimation is guaranteed to improve P(Xj ). For a more complete discussion of the proof the reader can refer to 12]. In the above formulation a single observation is considered. The extension to N observations can be represented as:
Now, if we introduce a weight w r on each training token, in other words moodify the a priori probability of each training token, the new inequality can be expressed as:
log w r P(X r j ) w r P(X r j ) Q( ; ) ? Q( ; ); (5) where w r is the weight of r th training token. Since the weight terms in the numerator and denominator cancel each other, the inequality still holds. We therefore seek to establish a token weighting coe cient which emphasizes tokens based on the con dence that token better represents the overall structure for the model parameters. The likelihood ratio, which is a measure of con dence on each token, can be formulated as follows on a frame-by-frame basis (i.e., frame sample n),
where i is the i th word model, X ikn is the k th training token of the i th word across time index n, and N is the total number of words in the vocabulary. There are many ways to use this likelihood for a given speech application. For example, in large vocabulary continuous speech recognition (LVCSR) systems, an average value of C ikn can be obtained over an extended window (e.g., 10 frames) and used to obtain a weight measure for that portion of the speech signal. Naturally, to use this weight for LVCSR would require one to rst nd the probability of each sub-word model (i.e., diphone, triphone, etc.), employ a pruning threshold and nd the top N models at each frame in the input speech sequence. This would allow us to weight the input speech training data di erently across individual sub-word models. For the purposes of our study, and to simplify the notion, we will consider isolated word models with a value of C ik obtained by averaging over a given word token observation value sequence,
where N r represents the number of frames in the observation sequence for the input token. With no loss of generality, we will employ C ik as the likelihood ratio from this point, but suggest that alternate forms based on the desired eld of view for the input Markov model can be easily incorporated. In terms of log-probabilities, the expression for the con dence measure can be written as,
There are many possible ways to formulate a weight measure based on the above con dence measure. In our simulations, we employed the following weight expression,
which is similar to the misclassi cation measure used in 14]. By varying the value of , one can take all the potential models into consideration. One extreme case is when approaches 1. For this case, the weight expression becomes:
w ik = + e ?jln(P(X ik j i ))?ln(P (X ik j j ) + j (10) where j is the model with the largest likelihood given training token X ik . In the above equation sets a oor on the minimum possible weight on each training token, and controls the level of outlier emphasis/de-emphasis. In our experiments we used a value of 10 for , and a value of 0.2 for . The value of depends on the application, and a positive value should be used where outlier emphasis is desired, and a negative value is suggested where outlier de-emphasis is necessary. In Figure 2 the dependency of the token weight on the con dence measure from Equation 8 is plotted for the value of = 1 in Equation 9 . In this gure, positive values of the con dence measure imply higher con dence on the training token. Even for the example in the gure, where outlier emphasis is desired, when the con dence is extremely low (< ?1:0) the weight starts decreasing. This was achieved by the use of the absolute value expression in order to prevent extreme outliers from changing the model drastically. A special case of selective HMM training is when no weight adjustment is performed (i.e., when = 1:0; = 1), which corresponds to traditional HMM training. The Forward-Backward reestimation equations can then be adjusted to take into account the new set of weights for the training tokens as follows: (14) where n (j; k) is the probability of being in state j at time frame n with the k th mixture component accounting forx rn , i.e.,
In these equations, n (i; j) represents the a posterior probability of transition from state i to j at time n. The terms R, N r represent the number of tokens, and the total number of frames for r th training token respectively. Finally, P r is the probability of r th training token given the model (i.e., P(X r j )).
The proposed selective training method discriminates among the available training data based on its match to its true class, and its dissimilarity from the remaining model classes. Also, the amount of discrimination can be controlled with a single parameter which makes the algorithm exible for a number of applications. The proposed method does not change the re-estimation equations in a way that would disrupt convergence properties. It only adjusts the training set over which the maximization of the likelihood is performed. In this respect it di ers from MMIE and other corrective training methods.
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Evaluations
In order to evaluate the proposed selective training method, both simulated and actual speech data was employed. Simulated data was generated in order to emphasize the motivation behind the suggested approach. Moreover, simulated data also allows one to formulate good examples to show the quantitative level of improvement that can be gained in modeling accuracy by using the proposed selective training method.
Experiment on Simulated Data
In this example, the application of selective training on simulated data is considered. A simulated data set was formed by generating 5 realizations of two types of data of 200 samples each (see Fig. 3(i) ). Class A realizations are statistically generated data sets from a Gaussian distribution with N(0,1)(i.e., zero mean, unit variance) for the rst 100 samples, and N(3,0.25) for the second 100 samples. For Class B, the order of Gaussian distributions were reversed. Only one of the A type realizations (second from the top in the gure) was intentionally switched with a B type. After applying the forward-backward re-estimation algorithm on Class A and B realizations, the following 2-state models were generated. The maximum likelihood (ML) model realizations for these two models are shown in the Fig. 3 (ii). The ML realizations are generated using the HMM parameters as follows: the self transition probabilities a ii are used to determine the number of samples that correspond to each state( i.e., ). The means for each state are represented as solid lines and the dashed lines correspond to the variance associated with each state mean. It should be clear that the outlier in training set A (i.e., the second simulated data set in A, Fig. 3(i) ) has caused the variance in state 1 to be extremely large, as well as marking the state transition much later in time than it normally would have occurred.
After employing the selective HMM training method, the new models are obtained as follows, The ML model realizations after employing the selective training method are shown in Fig. 3(iii) . The true ML HMM realizations, using the original parameters that we used to generate class A and B realizations are shown in Fig. 3(iv) . The advantage of selective training is clearly illustrated by comparing the ML HMM realizations for Class A in Fig. 3 (ii), (iii) and (iv). With standard ForwardBackward training, one can see the late transition from the rst to second state as well as an incorrect shift in the mean vector and large variance associated with the rst state. The late state transition and shifts in the rst state mean and variance are corrected when selective training is employed. As HMM realizations for model B illustrate, when the training data is correctly labeled, selective training reduces to traditional ML model estimation. It also shows how e ective the selective training method can be in recovering from labeling errors and providing more accurate models. However, it should be noted that this example employed idealized synthetic data in order to demonstrate the idea behind the selective training method.
Selective Training for Accent Classi cation
The proposed method for selective training is next evaluated on an accent speech database which was collected at the Duke University Robust Speech Processing Laboratory in order to address the problem of accent classi cation 1, 2, 10]. A vocabulary of isolated words and phrases was established which contains accent sensitive phonemes or phoneme combinations 2, 10]. Vocabulary choice was based on a literature review of language education of American English as a second language. A portion of the speech corpus was collected using a head-mounted microphone in a quiet o ce environment, while the remaining part was collected through an on-line telephone interface at an 8 kHz sampling rate. All speakers were from the general Duke University community, with 43 speakers using microphone data entry, and 68 speakers using on-line telephone data entry. The test vocabulary consists of twenty accent sensitive isolated words with words such as: aluminum, thirty, bringing, target, bird, and 4 American English phrases. Every speaker repeated each word 5 times. The accent speech database includes neutral American English, and English under the following accents: German, Chinese, Turkish, French, Persian, Spanish, Italian, Hindi, Rumanian, Japanese, Greek, and others. The studies conducted here focused on American English speech from 76 speakers across the following accents: neutral, Turkish, Chinese and German (the data collected through head-mounted microphone was bandpass ltered between 100 Hz and 3800 Hz in order to provide spectral match with the data collected through the on-line telephone interface).
For the experiments conducted here, four accent types of American English which include, neutral, Turkish, German and Chinese were selected from the accent database. For each word in the vocabulary, a continuous mixture HMM with 2 Gaussian mixtures per state was generated for each accent type. The number of states assigned to each word was proportional to the number of phonemes in the word. The number of states for the isolated vocabulary set typically ranged from 7 to 21. All speech data was parameterized using Mel-frequency cepstrum coe cients, delta Mel-frequency cepstrum coe cients, energy, and delta energy. Nine speakers from each accent class were used for training, and a total of 40 speakers were set aside for open set testing. Using the traditional Forward-Backward training method, a total of 80 HMMs (20 words under 4 accent types) were trained. Overall, the total number of word tokens used in the training was 3250, and the total number of word tokens used for open testing was 3900. This baseline system resulted in an average classi cation rate of 56.3% for the open speaker set. The accent classi cation decisions were based on single words only. When the selective training method is employed with = ?1:0 in Equation 9, the average classi cation rate improves to 58.7% (a 5.3% error reduction). The detailed results across accents are shown in Table 2 . It is interesting to note that the classi cation rate drops slightly for neutral accented American speakers while it improves for all non-native speakers. The improvement for the non-native speaker set supports the fact that reducing the weight on slightly accented speakers for foreign accent models actually improves the accuracy of the accented word models. The drop in the neutral speaker set can be explained with the same reasoning: better modeling of the accented speech caused some test words of the native speakers who have similar acoustic characteristics to those accent types to be classi ed as accented speech. It is also worth mentioning that the closed set accent classi cation rate actually dropped from 97.15% to 91.54% after
it was observed that selective training especially improved the classi cation rate among heavy accented speakers. This result is crucial, because a main goal in accent classi cation is to improve speech recognition accuracy by incorporating accent information. If a speaker exhibits a light accent, recognition performance will not degrade substantially. However, it is extremely important to be able to identify those speakers with strong accent, because it is these speakers which contribute most to speech recognition algorithm failure.
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Selective Training for Language Identi cation
Next, the selective training method is evaluated on the problem of language identi cation (ID). The Oregon Graduate Institute Multi-Language Telephone Speech (OGI-TS) Corpus 19] was used in the experiment. Each message in the corpus was spoken by a unique speaker over a telephone channel and includes responses to ten prompts. Four of the prompts expect xed utterance responses from speakers (e.g., \Please recite the seven days of the week", \Please say the numbers zero through ten"), and six of the prompts assume free responses (e.g., \Describe the climate in your home town", \Speak about any topic of your choice"). Altogether, the ten responses contained in each session comprise about two minutes of speech. Table 3 contains a listing of the number of messages per language in each of the two segments of the corpus: initial training, and development test sets 1 . In our evaluations, the initial training set (about 50 speakers per language) was used in training, and the development test set (about 20 speakers per language) was used for testing. Test utterances were extracted from the development test set according to the April 1993 National Institute of Standards and Technology (NIST) speci cation 15]:
\45 sec" Utterance Testing: Language ID is performed on a set of 45 sec utterances spoken by the development test speakers. These utterances are the rst 45 sec of the responses to the prompt \speak about any topic of your choice." OGI refers to these utterances as \stories before the tone," and they are denoted story-bt 2 .
1
The extended training and nal test sets are not considered in this study. \10 s" Utterance Testing: Language ID is performed on a set of 10 sec cuts from the same stories utterances used in \45 sec" testing. In the evaluations performed here only the 45 sec utterances were tested.
In the language ID system, a Gaussian Mixture Model with 64 mixtures is employed for each language. While Selective Training has been proposed for hidden Markov models, here it is used in the context of a single Markov state with multiple mixtures. The feature set used in the system comprised 8 cepstrum coe cients, 8 delta cepstrum coe cients, and delta energy. The cepstrum coe cients are computed based on a new accent sensitive scale described in Arslan and Hansen 1], instead of the commonly used Mel-scale, which was shown to result in improved performance for language ID. Language ID is di erent from accent identi cation in the sense that perfect labeling is possible for language ID whereas it is not possible for accent classi cation 3 . In the case of perfect labeling, one can emphasize the error tokens in the training in order to achieve minimum number of classi cation errors. In order to achieve this, a positive value for the parameter in Equation 9 is assigned (i.e., = +1:0). The recognition rates before and after using the selective training method are shown in Table 4 . The overall error rate was reduced from 15.7% to 11.5% (a 27% improvement) after using the selective training method instead of standard Forward-Backward training.
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Selective Training for the E-Set
A nal set of experiments were conducted to evaluate the performance of the proposed selective training method. The experiments involved the recognition of the highly confusable English E-set alphabet, namely, b, c, d, e, g, p, t, v, and z. In this evaluation, the Oregon Graduate Institute (OGI) Spelled and Spoken Word Telephone Corpus 4 was used as the test database. The hand-labeled portion of the database was used which consists of 100 speaker utterances of the letters of the alphabet. Seventysix speakers were used in the training of the E-set alphabet, and the remaining 24 speakers were set aside for open testing. The feature set used in the system comprised 8 cepstrum coe cients, 8 delta 3 For language classi cation, a speaker makes a hard decision to speak one language. For accent classi cation, speakers will exhibit varying degrees of accent from a second language. cepstrum coe cients, energy, and delta energy. The HMM topology used in the system was a 6-state left-to-right model with 4 mixtures in each state. The closed-set and open-set error rates before and after employing the selective training method are listed in Table 1 . An error rate reduction of 26.4% is achieved in the closed set, and a 9.7% error rate reduction is achieved in the open set, which is a measurable improvement over traditional Forward-Backward training. 
Summary and Conclusions
A new training procedure has been proposed in order to address the adverse in uence of outliers in HMM classi cation systems. The proposed selective training method adjusts the weights of the training tokens in the re-estimation equation formulation in order to control the in uence of outliers in the training data. When this method was applied to the problem of accent classi cation among four accent classes, an improvement of 5.3% was achieved in the error rate. The proposed method was next applied to the language ID problem which resulted in a 27% error rate improvement for the English-Other pairwise experiments. Finally, the proposed method was applied to recognition of the E-set alphabet, and a 9.7% reduction in error rate was achieved. The algorithm is exible enough to be used for a number of di erent classi cation problems. Basically, there are two modes of operation for the algorithm which involve either outlier emphasis or outlier de-emphasis. For the problem of accent classi cation, outlier de-emphasis proved to be useful since tokens from slightly accented speakers were not weighted as much as tokens from heavy accented speakers, whereas for language identi cation and E-set recognition tasks, outlier emphasis resulted in improved performance. In each case, a measurable improvement over the traditional methods is achieved, which shows the strength of the proposed algorithm.
It should be noted that the improvement in model characterization for speech applications in classi cation and recognition are achieved with an incremental increase in the complexity of the existing system, requiring only a few extra iterations in forward-backward algorithm. This represents an advantage in using selective training for many applications in speech recognition where computational complexity and speed of operation may be a factor. While a number of applications were considered in this study, selective training could also be employed as a general approach for updating existing models in speech recognition, speaker classi cation, or other speech problems. Table 4 : Language ID performance improvement after selective training for pairwise English-Other experiments.
