The results from an interlaboratory evaluation are said to be statistically consistent if they fit a normal (Gaussian) consistency model which postulates that the results have the same unknown expected value and stated variances-covariances. A modern method for checking the fit of a statistical model to the data is posterior predictive checking, which is a Bayesian adaptation of classical hypothesis testing. In this paper we propose the use of posterior predictive checking to check the fit of the normal consistency model to interlaboratory results. If the model fits reasonably then the results may be regarded as statistically consistent. The principle of posterior predictive checking is that the realized results should look plausible under a posterior predictive distribution. A posterior predictive distribution is the conditional distribution of potential results, given the realized results, which could be obtained in contemplated replications of the interlaboratory evaluation under the statistical model. A systematic discrepancy between potential results obtained from the posterior predictive distribution and the realized results indicates a potential failing of the model. One can investigate any number of potential discrepancies between the model and the results. We discuss an overall measure of discrepancy for checking the consistency of a set of interlaboratory results. We also discuss two sets of unilateral and bilateral measures of discrepancy. A unilateral discrepancy measure checks whether the result of a particular laboratory agrees with the statistical consistency model. A bilateral discrepancy measure checks whether the results of a particular pair of laboratories agree with each other. The degree of agreement is quantified by the Bayesian posterior predictive p-value. The unilateral and bilateral measures of discrepancy and their posterior predictive p-values discussed in this paper apply to both correlated and independent interlaboratory results. We suggest that the posterior predicative p-values may be used to assess unilateral and bilateral degrees of agreement in International Committee of Weights and Measures (CIPM) key comparisons.
Introduction
A question that is often asked about the results from an interlaboratory evaluation is whether they are statistically consistent. Indeed some interlaboratory evaluations are conducted for the primary purpose of determining whether statistically consistent results can be obtained. The summary data from an interlaboratory evaluation consists of n paired results and standard uncertainties [x 1 , u(x 1 )], . . . , [x n , u(x n )].
The results x 1 , . . . , x n need not be the measured values of the same measurand; however, they are deemed to be suitable for comparison, otherwise a check of their consistency would be meaningless. The uncertainties u(x 1 ), . . . , u(x n ) are assumed to be non-zero and they may be unequal. The traditional concept of statistical consistency motivated by the Birge test [1] is based on regarding the results x 1 , . . . , x n as realizations of random variables with sampling probability distributions with unknown expected values. To apply the Birge test, the standard uncertainties u(x 1 ), . . . , u(x n ) are regarded as the known standard deviations of those sampling distributions. A test of statistical consistency checks whether the expected values of the sampling probability distributions of the results may be regarded as approximately equal.
The Birge test of consistency
The Birge test [1, 2] is based on the following three assumptions: (i) The results x 1 , . . . , x n may be regarded as realizations of random variables, also denoted by x 1 , . . . , x n , with sampling probability density functions ( 
where w i = 1/u 2 (x i ) for i = 1, 2, . . . , n, and x W = i w i x i / i w i is the weighted mean of the results x 1 , . . . , x n . If the expected values E(x 1 ), . . . , E(x n ) of the results are all equal to some unknown value µ, then the expected value of the test statistic R 2 is one 4 . Thus if the calculated (realized) value of R 2 is substantially larger than one or equivalently the calculated value of (n − 1) R 2 = i w i (x i − x W ) 2 is substantially larger than (n − 1), then the results x 1 , . . . , x n are declared to be inconsistent.
To quantify the largeness of a calculated value of (n − 1) R 2 , a statistical approach is needed. Suppose the calculated value of R 2 is R . . , x n are declared to be statistically inconsistent with 95% confidence. Statistical inconsistency implies that the expected values E(x 1 ), . . . , E(x n ) of the results may not be regarded as equal.
Statistical consistency defined as not excessive dispersion in the results
We had previously used in [3] 
By the relational symbol ∼ used in (2) we mean that the random vector e = (e 1 , . . . , e n ) t has the joint n-variate normal probability distribution N(0, D). Using the notation
. . , n, we can express the variance-covariance matrix D as [u(x i , x j )]. In the linear statistical model (2), the dispersion matrix D is assumed to be known and positive definite [3] . In terms of the model (2), we had previously used in [3] the following definition of statistical consistency.
Definition 1.
The results x = (x 1 , . . . , x n ) t are said to be statistically consistent relative to the variance-covariance matrix D = [u(x i , x j )], if their dispersion is not greater than what can be expected from the normal consistency model (2).
Statistical interpretation of the Birge test and its generalized version
Reference [3] value of the test statistic R 2 that is equal to or larger than its realized (observed, calculated) value. The null hypothesis H 0 is rejected when the p-value is too small. Reference [3] gives an expression for the classical p-value of the calculated Birge test statistic R 2 0 . Then it is shown in [3] that the classical p-value of the Birge test statistic R 2 is equal to the Bayesian posterior probability corresponding to the null hypothesis of statistical consistency based on non-informative improper prior distributions for the unknown statistical parameters.
Occasionally the interlaboratory results are correlated and it is necessary to check for their consistency. Reference [3] presents a general test of consistency for both uncorrelated and correlated results, of which the Birge test is a special case. Then it is shown in [3] that the classical p-value of the general test statistic is equal to the Bayesian posterior probability of the null hypothesis based on using non-informative prior distributions. The general test makes it possible to check the consistency of correlated results from interlaboratory evaluations.
Statistical consistency defined as fitting the normal (Gaussian) consistency model
In this paper we propose an improved definition of statistical consistency in interlaboratory results than the definition used earlier in [3] 
Bayesian posterior predictive checking of the fit of statistical consistency model
Concept of posterior predictive checking. The concept of posterior predictive checking of the fit of a statistical model to the realized data is a Bayesian adaptation of the classical (frequentist sampling) method of hypothesis testing [4] . A statistical model is a description of the sampling probability distribution attributed to the data; it describes the probabilities of obtaining various data values conditional on the values of certain parameters in contemplated replications of the data generation process. The aim in classical hypothesis testing is to assess whether the unknown values of the parameters of a sampling distribution belong to a set specified by the null hypothesis. A suitable test statistic is determined. A test statistic is a criterion to check the discrepancy between the realized data and the other data which might be obtained under the set of parameter values specified by the null hypothesis. The classical p-value of a test statistic is the maximum probability of obtaining a value of the test statistic more extreme than its realized value in contemplated replications according to the sampling distributions under the null hypothesis. A small classical p-value indicates that the realized data have low probability of occurrence under the sampling distributions specified by the null hypothesis. Therefore if the classical p-value is too small then the null hypothesis is rejected.
All Bayesian statistical inferences are conditional on the realized data. A posterior predictive distribution is like a sampling distribution of the data except that it is conditioned on the realized results rather than conditioned on unknown or hypothesized values of certain statistical parameters. A posterior predictive distribution of potential data is the integral of the sampling distribution with respect to the Bayesian posterior distributions of the parameters conditioned on the realized data. A discrepancy measure is a measure of the discrepancy between the statistical model and the data. It plays the same role in Bayesian posterior predictive model checking that a test statistic plays in classical hypothesis testing. The posterior predictive p-value of a discrepancy measure is the probability of obtaining a value of the discrepancy measure more extreme than its realized value in contemplated replications according to the posterior predictive distribution conditioned on the realized data. An extreme posterior predictive p-value (one which is close to 0 or close to 1) indicates that the realized data have a low probability of occurring under the postulated statistical model. That is, the statistical model does not appear to fit the realized data.
In this section we discuss application of the concept of posterior predictive checking to assess the fit of the statistical consistency model (2) to the results x = (x 1 , . . . , x n ) t . Let The state of knowledge concerning the unknown value of µ is described by the Bayesian posterior probability distribution of µ conditional on the realized results
When there is no a priori knowledge about the value of µ, a non-informative improper prior distribution is used to determine the posterior distribution of µ conditional on x.
Posterior predictive distribution of the potential results. The posterior predictive distribution of x rep is the conditional distribution of x rep given the realized results x = (x 1 , . . . , x n ) t . Let f (x rep |µ) be the sampling pdf of x rep conditional on the unknown parameter µ postulated by the normal consistency model (2) . Now suppose, p(µ|x) is the posterior pdf of µ given the realized results x, then the posterior predictive pdf of
The posterior predictive pdf p(x rep |x) is the average of the conditional pdfs f (x rep |µ) of x rep over the posterior distribution of µ. It is the prediction of the potential results x rep that could be obtained in contemplated replications of the interlaboratory evaluation under the normal consistency model (2) 
Discrepancy measures.
A discrepancy measure T(x rep ) is a measure of the discrepancy that one wishes to check between the statistical model and the data [4, section 6.3] . Unlike a classical test statistic which depends only on the data, a Bayesian discrepancy measure may depend in addition to the data on the model parameters under their posterior distribution. Since, in model (2) there is only one unknown parameter; therefore, the discrepancy measures depend only on the data, such as classical test statistics. We will discuss several discrepancy measures for checking the fit of statistical consistency model (2) to the results x.
Posterior predictive p-values of discrepancy measures. The Bayesian posterior predictive p-value, p P , of a realized value T(x) of the discrepancy measure T(x rep ) is the probability of realizing in contemplated replications a value of the discrepancy measure T(x rep ) more extreme than its realized value T(x); that is,
where the probability is defined with respect to the posterior predictive distribution of x rep conditioned on the realized results x. The statistical model (2) is suspect if the posterior predictive p-value p P of a discrepancy measure T(x) is extreme (that is, close to 0 or close to 1), thereby indicating that the realized results x are not very likely to be seen in contemplated replications if the statistical model (2) were true.
Outline
In section 2, we discuss an overall measure of discrepancy for checking the statistical consistency of interlaboratory results. Then we determine the posterior predictive p-value of obtaining a value of the overall discrepancy measure more extreme than its realized value. In section 3, we discuss two sets of unilateral and bilateral measures of discrepancy. A unilateral discrepancy measure checks whether the result from a particular laboratory agrees with the statistical consistency model. A bilateral discrepancy measure checks whether the results from a particular pair of laboratories agree with each other. Then we determine the posterior predictive p-values of obtaining values of unilateral and bilateral discrepancy measures more extreme than their realized values. A p-value close to zero or close to one suggests discrepancy. In section 4, we illustrate the calculation of posterior predicative p-values of discrepancy measures. In section 5, we suggest that the posterior predicative p-values may be used to assess the degrees of agreement in the results from an International Committee of Weights and Measures (CIPM) key comparison.
A brief summary appears in section 6.
Overall measure of discrepancy for checking consistency
The normal consistency model (2) postulates that the sampling pdf f (x|µ) of x given µ is
We will determine a Bayesian posterior pdf p(µ|x) for the unknown parameter µ in (5) using a non-informative improper prior distribution for µ. Then we will use the integral (3) to determine the posterior predictive pdf p(x rep |x) of x rep given x. We will introduce an overall discrepancy measure T c (x rep ) for checking the fit of the normal consistency model (2) to the realized results x = (x 1 , . . . , x n ) t . It turns out that the posterior predictive pdf of the overall discrepancy measure T c (x rep ) has a simple and well-known form. Thus, the posterior predictive p-value, p P , of the realized value of the overall discrepancy measure T c (x) can be analytically determined.
Bayesian posterior distribution of the common expected value
The generalized least squares estimate (GLSE) m of the single unknown parameter µ in (5) is that value m for which the quadratic form (x − 1µ) t D −1 (x − 1µ) is minimum. The GLSE m has the following properties, which are special cases (corresponding to τ 2 = 1) of the properties derived in [3, appendices B and E]:
The minimization of the quadratic form (x − 1µ) t D −1 (x − 1µ) in (5) is equivalent to maximization of the pdf f (x|µ) interpreted as a likelihood function of µ. Therefore, m = B t x is both the GLSE and the maximum likelihood estimate (MLE) of µ.
(ii) The sampling distribution of m = B t x is normal with expected value E(m) = µ and variance
This expression shows that the minimum value 8 of the quadratic form (
with degrees of freedom (n − 1).
The estimate m is the minimum variance unbiased estimate of µ in the sense that it is unbiased, that is E(m) = µ, and it has the smallest variance among all unbiased estimates of µ [5, section 5a.2]. Thus it is a statistically optimum estimate of the parameter µ in model (2) .
As discussed in appendix A, the Bayesian posterior distribution of µ given x, based on using a well-known
Posterior predictive distribution of the results
The sampling pdf f (x rep |µ) of x rep conditional on the unknown parameter µ postulated by the normal consistency model (2) is
As discussed in appendix B, the posterior predictive distribution of x rep conditional on the given results x determined from the integral (3) is the n-variate normal distribution with the pdf
having the expected value E(
Since the results x are known, both parameters, expected value and variance, of the posterior predictive pdf p(x rep |x) are known. 8 The minimum quadratic form (x − 1m) t D −1 (x − 1m) is the residual sum of squares for the model (2) [5, 
Overall measure of discrepancy and its posterior predictive p-value
A generic measure of discrepancy between the model (2) and the results x rep (motivated by generalized least squares theory [5] 
We show in appendix C that the posterior predictive distribution of the overall discrepancy measure T c (x rep ) conditional on the realized results x is the chi-square distribution χ 2 (n−1) with degrees of freedom (n−1). In symbols,
Therefore the posterior predictive p-value p P of T(x) is
Thus, to check the fit of model (2) to the results x, we calculate the overall discrepancy measure T c (
Then we determine the posterior predictive p-value of T c (x) from the expression (11) . A posterior predictive p-value p P that is extreme (close to 0 or 1) indicates that the statistical consistency model (2) = (x 1 , . . . , x n ) t may not be regarded as consistent.
Birge test of consistency for independent results
If the results x 1 , . . . , x n are mutually independent then the covariances u( x 1, x 2 ) When the results are independent, the quadratic form
Thus, the sampling distribution of
(n−1) distribution. Also, the sampling distributions of x W and (n − 1) R 2 are independent [3, appendix B] .
If the results x 1 , . . . , x n are mutually independent, then the posterior pdf p(µ|x) given in (7) reduces to 
Unilateral and bilateral measures of discrepancy for individual laboratories
A great advantage of the posterior predictive checking is that there is no limit on the number of potential discrepancies between the statistical model and the data that may be investigated. For example, one may investigate whether the result from a particular laboratory agrees with the statistical consistency model (2) and whether the results from a particular pair of laboratories agree with each other [10] . The result x i from the laboratory labelled i agrees with the statistical model (2) if the difference between x i and the prediction of x i based on the model is not too large in view of the stated variance of the difference, for i = 1, 2, . . . , n. The results x i and x j from the laboratories labelled i and j agree with each other if their difference is not too large in view of the stated variance of the difference, for i, j = 1, 2, . . . , n and i = j . In this section we introduce two sets of unilateral and bilateral discrepancy measures which are suitable for investigating such discrepancies.
A basic statistical measure of discrepancy between a statistical model and the data is the vector of residuals which are differences between the data and their predicted values determined by replacing the unknown statistical parameters in the model by their estimates [11, chapter 3] . If all residuals are zero, the model fits the data perfectly. If the residuals show a random pattern, then the model may be useful for statistical prediction. On the other hand, a systematic pattern in the residuals indicates inadequacies of the model in fitting the data. The unilateral and bilateral discrepancy measures discussed below are linear functions of the residuals.
We will determine the residuals and their posterior predictive distributions. Then we will discuss the discrepancy measures. A statistically optimum estimate of the parameter µ in the model (2) 
where u(x i , x j ) − V (m) is the ijth element of the variancecovariance matrix V (r(x rep )|x) and V (m) = (1 t D −1 1) −1 for i, j = 1, 2, . . . , n.
Unilateral discrepancy measures
As a unilateral measure of discrepancy, denoted by T i (x rep ), between the result x 
Thus the posterior predictive distribution of the ratio
conditional on x is the standard normal distribution with expected value 0 and variance 1.
The realized value of T
where Z is a variable that has the standard normal distribution with expected value 0 and variance 1. If the results x 1 , . . . , x n are mutually independent then m = x W , and
In that case the posterior predictive p-value p P of the realized discrepancy measure
for i = 1, 2, . . . , n. A posterior predictive p-value that is close to 0 or close to 1 indicates that the result x i from the laboratory labelled i does not agree with the statistical consistency model (2), for i = 1, 2, . . . , n.
Bilateral discrepancy measures
As a bilateral measure of discrepancy, denoted by T i−j (x rep ), between the results x rep i and x rep j from two particular laboratories labelled i and j , we can use the difference between the residuals r i (x rep ) and r j (x rep ); that is, 
The realized value of
. . , n and i = j . The posterior predictive p-value p P of the realized discrepancy
where Z is a variable that has the standard normal distribution with expected value 0 and variance 1.
If the results x 1 , . . . , x n are mutually independent then all covariances u( x 1, x 2 ) , . . . , u(x n−1 , x n ) are zero and the posterior predictive p-value p P of the realized discrepancy measure for i, j = 1, 2, . . . , n and i = j . A posterior predictive p-value that is close to 0 or close to 1 indicates that the results x i and x j from the laboratories labelled i and j do not agree with each other, for i, j = 1, 2, . . . , n and i = j . In interlaboratory evaluations between particular national measurement institutes (NMIs), complete bilateral consistency between all pairs may be required to assure that the international measurement system is working properly.
Calculation of posterior predictive p-values
To illustrate the calculation of posterior predictive p-values of the realized discrepancy measures, T c (x), T i (x), and T i−j (x) for i, j = 1, 2, . . . , n and i = j , we have used a small subset of the data from a BIPM Report [12] on the supplementary comparison CCPR-S3 of cryogenic radiometers carried out by the Consultative Committee for Photometry and Radiometry of the CIPM. A set of three transfer standard detectors was calibrated by the cryogenic radiometer of the laboratory labelled i (for i = 1, 2, . . . , n, where n = 16) and also by the radiometer of the BIPM (which served as a reference laboratory). The result x i is the arithmetic mean of the relative differences 9 between the 'responsivities' of the three detectors calibrated at the laboratory labelled i and the same three detectors calibrated at the BIPM for i = 1, 2, . . . , 16. The responsivity of a detector depends on the wavelength for the laser source. The results x 1 , . . . , x 16 and the corresponding standard uncertainties u(x 1 ), . . . , u(x 16 ) for the wavelength 514.536 nm from the BIPM Report [12, table 65, columns 6 and 7] are reproduced in table 1. For our discussion, the identities of the laboratories are not relevant so we display only the indices, i = 1, 2, . . . , 16, for the laboratories. The results (mean relative differences) x 1 , . . . , x 16 are regarded in the BIPM Report [12] as mutually independent. Also, the = (x 1 , . . . , x 16 ) t is the chi-square distribution with degrees of freedom (n − 1) = 15 (sections 2.3 and 2.4). The posterior predictive p-value of obtaining in contemplated replications of the CCPR-S3 a value of T c (x rep ) more extreme than T c (x) = 22.98 is p P = 0.08. Relative to the traditional benchmark 0.05 for p P the realized discrepancy measure T c (x) = 22.98 is not extreme. Thus solely based on the overall discrepancy measure T c (x), the statistical consistency model (2) appears to fit the results x.
The overall discrepancy measure T c (x) does not give a sufficiently detailed picture of the fit of model (2) to the results x. A more informative picture is provided by the unilateral and bilateral discrepancy measures. Table 2 displays the realized values of the unilateral discrepancy measures, (2) . (We note that the BIPM Report [12] regards the laboratories 5 and 7 as discrepant but not the laboratory 10 with a more extreme p-value than the laboratory 7.) Table 3 displays the realized values of the bilateral discrepancy measures, T i−j (x) = x i − x j , expressed as 10 If the statistical consistency model (2) reasonably fits the results x 1 , . . . , x n then they are declared to be consistent. However, a check of the fitness depends on the criterion used for checking. We discussed three criteria: overall discrepancy, unilateral discrepancy and bilateral discrepancy. The unilateral discrepancy measures T i (x) = x i − x W and the bilateral discrepancy measures T i−j (x) = x i − x j , for i, j = 1, 2, . . . , n and i = j , give a more detailed picture of the fit of the statistical consistency model to the interlaboratory results x 1 , . . . , x n than the overall discrepancy measure T c (x). A set of results may be consistent according to one criterion but not according to a more stringent criterion. (1, 11) and (11, 12) . Thus statistical consistency of all unilateral discrepancy measures does not imply statistical consistency of all bilateral discrepancy measures.
Use of posterior predictive p-values to assess the degrees of agreement in CIPM key comparisons
CIPM key comparisons are interlaboratory evaluations between national metrology institutes (NMIs) conducted by the consultative committees of the CIPM. They serve as technical bases for international Mutual Recognition Arrangements (MRA) [13] . A CIPM key comparison is expected to yield as output a key comparison reference value (KCRV), unilateral and bilateral degrees of equivalence (DOE), and their associated standard uncertainties. When the results x 1 , . . . , x n are judged to be overall consistent, the KCRV is generally set as the weighted mean x W with standard uncertainty u(x W ) [10] . Then the unilateral DOE are defined
. . , n, and the bilateral DOE are defined as
for i, j = 1, 2, . . . , n and i = j . These uncertainties are determined in [10] from the statistical consistency N(1µ, D) , to the interlaboratory results x.
Summary
The principle of posterior predictive checking is that if a statistical model reasonably fits then the realized results should look plausible under the posterior predictive distribution of potential results that could be obtained in contemplated replications of the interlaboratory evaluation under that model. A posterior predictive distribution is the integral of the sampling distribution of potential data with respect to the Bayesian posterior distributions of the parameters conditioned on the realized data. A systematic discrepancy between the results obtained from the posterior predictive distribution and the realized results indicates misfit. A discrepancy measure is a measure of the discrepancy that one wishes to investigate between the statistical model and the results. A Bayesian posterior predictive p-value, p P , of a discrepancy measure is the probability of realizing in contemplated replications a value of the discrepancy measure more extreme than its realized (observed) value. The statistical model is suspect if the posterior predictive p-value p P is close to 0 or close to 1, thereby indicating that the realized results are unlikely to be seen in contemplated replications if the statistical model were true.
We discussed an overall measure of discrepancy for checking the overall fit of the normal consistency model  N(1µ, D) to the interlaboratory results x. The posterior predictive distribution of the overall discrepancy measure conditional on the realized results x is a chi-square distribution; therefore, the corresponding posterior predictive p-value is analytically determined. We also discussed two sets of unilateral and bilateral measures of discrepancy. A unilateral discrepancy measure checks whether the result from a particular laboratory agrees with the statistical consistency model. A bilateral discrepancy measure checks whether the results from a particular pair of laboratories agree with each other. The particular laboratories of interest could be any of the participating laboratories. The posterior predictive distributions of the proposed unilateral and bilateral measures of discrepancy are normal with zero expected values and known variances; therefore, the corresponding posterior predictive p-values are analytically determined. A posterior predictive p-value p P that is extreme (close to 0 or 1) indicates that the normal consistency model does not fit the results x.
We have illustrated the calculation of posterior predictive p-values. The numerical example indicates that the unilateral and bilateral discrepancy measures give a better (more detailed) picture of the fit of the normal consistency model to the interlaboratory results than the overall discrepancy measure. The overall, unilateral and bilateral discrepancy measures and their posterior predictive p-values apply to both correlated and independent interlaboratory results. We proposed that the posterior predictive p-values of the realized unilateral and bilateral discrepancy measures may be used to assess the degrees of agreement in the results from a CIPM key comparison.
