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The formation of self assembled structures such as micelles has been intensively stud-
ied and is well understood. The ability of a solution of amphiphilic molecules to
develop micelles is depending on the concentration and characterized by the criti-
cal micelle concentration (cmc), above which micelle formation does occur. Recent
studies use a lattice approach in order to determine cmc and show that the correct
modelling and analysis of cluster formations is highly non-trivial. We developed a
minimalistic coarse grained model for amphiphilic molecules in the continuum and
simulated the time evolution via dynamic Monte Carlo simulations in the canonical
(NVT) ensemble. Starting from a homogeneous system we observed and character-
ized how the initial fluctuations, yielding small aggregates of amphiphilic molecules,
end up in the growth of complete micelles. Our model is sufficiently versatile to
account for different structures of surfactant systems such as membranes, micelles
of variable radius and tubes at high particle densities by adjusting particle density
and potential properties. Particle densities and micellization rates are investigated
and an order parameter is introduced, so that the dependence of the micellization
process on temperature and surfactant density can be studied. The constant den-
sity of free particles for concentrations above cmc, e. g. as expected from theoretical
considerations, can be reproduced when choosing a careful definition of free volumes.
In the cmc regime at low temperatures different non-equilibrium effects are reported,
occurring even for very long time-scales.
a)Electronic mail: simon.raschke@uni-muenster.de
b)Electronic mail: andheuer@uni-muenster.de
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I. INTRODUCTION
The aggregation process of micelle and vesicle forming surfactant systems has been in-
tensively studied for decades and the basic physical mechanisms are well understood1,2.
Furthermore, a lot of atomistic and coarse grained simulations regarding membrane forma-
tion of lipids and surfactants have been performed3–8. Minimalistic simulation models in
continuous space, taking the coarse graining down to three beads per molecule have been
analyzed9. Beyond continuous models also a very efficient square and cubic lattice model
has been devised to model the process of micellization10–14. The insight of this work is of
interest for the understanding of the cell membrane functionality in biological research15,16.
Other materials, such as single-wall carbon nanotubes17, which offer a nucleation site, were
studied as well and show related aggregation behavior.
A key property to characterize the formation of micelles, is the critical micelle concen-
tration (cmc). Experimentally, the cmc can be obtained from UV-absorption spectroscopy,
fluorescence spectroscopy and electrical conductivity18. In theoretical studies the cmc is
typically derived from determination of the free or the oligomeric surfactant concentration
in the system19,20. Ideally, one would obtain the dependence of the free surfactant concen-
tration on the total concentration as sketched in figure 1. In practice this ideal behavior is
hampered by different effects. (1) Typically this curve displays a maximum. As discussed
by Santos and Panagiotopoulos 21 this effect is related to the increase of the inaccessible vol-
ume with increasing number of micelles, i. e. for larger surfactant concentration (see below
for a closer discussion). The effect is well known in literature and occurs in lattice12,22 and
continuous23 model simulations. (2) In particular for higher temperatures one observes a
broad crossover. As a consequence, different definitions of the cmc (e. g. based on (1) or
based on the properties of the osmotic pressure) start to deviate significantly. (3) Close to
the cmc at lower temperatures the system requires a long time to equilibrate. This behavior
of long equilibration times at low concentrations, where cmc usually resides, is a well known
challenge, due to much longer cpu times for non coarse grained force fields24,25. It becomes
even more pronounced, the more rugged the potential energy landscape becomes, e. g. in
all atom molecular dynamics simulations26. Thus, for a given computer time scale there is
always a temperature below which no equilibration is possible. (4) Significant fluctuations
are observed, hampering a precise determination of the relevant physical observables21.
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The key goal of the present work is to shed new light on the properties of micelle formation
close to cmc based on computer simulations of surfactant molecules in continuous space. Due
to the long time scales, anticipated for these simulations, it is essential to use simple model
systems. Here, we present a new minimalist model system, giving rise to the formation of
spherical micelles. It consists of small rod-like particles interacting by a modified Lennard-
Jones potential. We choose a stochastic dynamics by using simple Monte Carlo moves. We
take care that the potential energy landscape of two surfactants is sufficiently smooth to
avoid the trapping in local energy minima. This model allows us to reach sufficiently long
simulation times and thus to study the nature of the fluctuations close to cmc in detail,
including the characterization of significant non-equilibrium effects. Inspired by Ref.21 we
explicitly take care of the excluded volume in order to get rid of the significant maximum
of the free surfactant concentration as a function of the overall surfactant concentration. In
particular we will show that the formation of micelles contains processes which take place
on exponentially long time scales.
II. METHOD
A. Potential
Here we present a minimalist model with which we can study micellization behavior on
long time scales. We combine a Lennard-Jones potential for the distance-dependent interac-
tion with an appropriately chosen angular-dependent term. Examples for such an approach
can be found in literature27,28. A surfactant molecule is chosen as a point like particle with
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Figure 1. Schematic description of the cmc domain for the density of free particles as a function
of the overall particle density (i) with and (ii) without inaccessible volume calculation.
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Figure 2. Schematic description of two interacting molecules with orientation angles βi and length
κ. The uˆi denote the respective unit vectors along the molecules. The connection vector and uˆ1
span a plane, where the connection vector denotes the x direction and the y direction is orthogonal
to x in this plane. β1 and β2 are then defined as the angle between the y-axis and uˆi. Furthermore,
the different distances between the heads and tails are indicated. For their definition the second
molecule is shifted in a parallel manner from its original position to the equilibrium distance. See
the main text for more details.
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Figure 3. Potential energy of the modified Lennard-Jones potential (eq. 1) as a function of the
particle distance r and the magnitude of the orientation dependent term χ.
an additional vector-type degree of freedom of length κ, expressing its orientation. The
pair-wise interaction of two molecules is chosen as
U(r, χ) = 4ǫ
[(
σ
r
)12
− (1− χ)
(
σ
r
)6]
. (1)
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Figure 4. Potential energy landscape of two particles with the optimum angle γ = 11◦ (a) rotating
independently with β1,2 in the x,y-plane in the Lennard-Jones minimum distance rfix = 1.122σ
and (b) rotating simultaneously with β in the x,y-plane at various distances. The changing pa-
rameters used to generate the energy landscapes are depicted schematically with blue arrows at
(c) corresponding to the β1,2 landscape and (d) corresponding to the β, r landscape.
The information about the relative orientation vectors of the two molecules is embedded in
the χ-term, connected with the attractive London29 force term. For unfavored orientations
the attraction is reduced. From now one we denote the molecules as particles. We chose
a cutoff distance for the pair-wise interaction of 3 σ, at which the potential energy is ap-
proximately 0. This allows for an exceedingly efficient parallelization of the Monte Carlo
algorithm.
For the definition of the orientation dependent term χ we resort to the parameters, char-
acterizing the mutual position of two particles; see figure 2. The optimum configuration is
defined via γ = β1 = β2, when the orientation vectors of both particles are arranged in a
plane. The angle γ can be fixed beforehand, thereby determining the energetically optimum
size of a micelle. Now we seek an expression for χ such that for this optimum one has χ = 0
5
and otherwise χ > 0.
For the determination of χ only the orientation enters. The calculation of χ is performed
by taking both interacting particles and normalize their connection vector to the length of 1.
The four distances da, db, dc1 and dc2, as indicated in figure 2, can then be directly calculated
from the connection vector and the two orientation vectors of the particles. In the enthalpic
optimum configuration, where γ = β1 = β2, these distances are given by
da,opt = 1 + κ sin(γ)
db,opt = 1− κ sin(γ)
dc1,opt = dc1,opt =
√
1 + κ2 cos2(γ) .
(2)
The calculated actual distances in simulations are then compared to this optimum via
χ =
∑
i∈{a,b,c1,c2}
(di − di,opt)2, (3)
which defines the orientation dependent χ term of the potential. Note, that χ alone is
not dependent on the distance of the two particles, but solely on their relative rotational
configuration. The strength of the orientation dependence, i.e. the magnitude of χ, can be
adjusted via the length of the orientation vector κ. In what follows we always choose κ = 1.
Figure 3 shows the potential energy as a function of distance and χ. For two particles
in the optimum configuration χ = 0 and the resulting potential energy curve is exactly the
Lennard-Jones potential. As χ increases the attractive interaction becomes weaker and the
minimum slightly shifts towards higher distances. χ ≥ 1 results in exclusively repulsive
interactions.
The potential energy landscapes of two interacting particles offer a more detailed view
on the expected properties. We fixed the particles in the Lennard-Jones minimum distance
and rotated individually with respect to their angles β1,2, choosing an optimum value of
γ = 11◦. This results in the potential energy landscape shown in figure 4a. The plot
exhibits a minimum at β1,2 = 11
◦. Since we can also think of a second situation where the
distances a, b and c have the optimum values, which is β1,2 = 180
◦−γ, there is also a second
symmetry-related potential energy minimum. In figure 4b we took a more detailed look at
dependency and synergy of the potential energy as a function of the particles distance r and
their orientation β. The two minima at r/σ = 1.122 and β = 11◦∧169◦ follow directly from
the very definition of γ as well. For r/σ > 2 the orientation dependence disappears as well.
6
Naturally, the ruggedness of the potential energy landscape and thus the expected prop-
erties of micellization can be modified by the value of κ. Low values of κ will reduce this
dependency until the particles no longer form micelles, but unstructured clusters as one
would expect from pure Lennard-Jones particles. In the opposite limit very few configura-
tions are energetically favored and the system will be stuck in local energy minima. Our
present choice κ = σ = 1 is a compromise between both limits.
B. Simulation
Simulations were carried out using the Monte Carlo method with the Metropolis30,31 al-
gorithm in the canonical (NVT) ensemble. In every simulation cycle every particle gets
chosen in random order and performs two Monte Carlo steps of which one is a translational
and the other a rotational step. The step width of a translational step is a random num-
ber between ±0.2 σ and step width of the corresponding rotational step a random number
between ±0.2 rad. These values were chosen based on preliminary work and held constant
throughout the simulation in order to get comparable time scales at various temperatures.
They are a compromise between a sufficient number of time steps enabling long time scales
and an accurate sampling of the phase space. Periodic boundary conditions were applied.
The times, mentioned in this work, are in units of simulation cycles per particle.
Equilibration of the surfactant system is a challenge, especially at low temperatures. In
order to be as insensitive as possible to the initial configuration we start with a random
distribution of particles, which are randomly distributed and rotated (as defined in figure 2)
across the cubic simulation box. Translation in the box and rotation are handled separately.
Since micellization behavior and equilibration time are strongly temperature dependent, we
varied the temperature range from T = 0.23 to 0.26 in steps of 0.01.
The size of the simulation box is defined via the number of particles in the system N
and the particle density ρ. We set the number of particles to 1000 with an optimum micelle
size of 100, which is equal to an optimum angle γ = 11◦. Note that this optimum is just
based on a minimum potential energy. We checked for some critical observables, discussed
below, that no relevant finite size effects are present. The graphs were made using time and
ensemble average data from our simulations.
For a few parameter combinations, yielding significant non-equilibrium behavior, we have
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Figure 5. Probability of a pair of particles with a given distance r at t0 to be in the same cluster
at t0+∆t, Pc(r, t0+∆t) at T = 0.23, ρ = 0.08 and ∆t = 10
4. Clusters were found using DBSCAN
with a threshold of 1.8σ. For this temperature the critical distance is rcrit = 1.205
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Figure 6. Dependence of rcrit on the temperature.
also performed simulations with simulation boxes, containing four times as many particles.
In no case we have seen finite size effects. Thus, for the analysis of this work, system sizes,
comprising 1000 particles, are sufficient.
C. Excluded volume calculation
The concentration of free surfactant molecules in the system cannot be calculated from the
number free surfactants and the box volume directly. Already aggregated micelles require a
fraction of the overall volume and reduce the volume which is accessible to free surfactants.
As a result, the calculation of the free surfactant particle density must be based on the
volume excluded from grown micelles. We applied the cluster analysis algorithm density-
based spatial clustering of applications with noise32 (DBSCAN) to our system in order to
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identify particles in cluster structures. The DBSCAN algorithm will find clusters in an
arbitrary data set along a certain coordinate, which is the distance of particles in our case.
Since we define a cluster as an agglomeration of particles that stay in spacial proximity
for a certain number of time steps, the threshold of the particle distance must be chosen
carefully. In order to determine the threshold we distinguished between particles in a cluster
and nearby particles by taking into account that nearby particles will most likely not stay
close to the repulsive outer shell of the micelle for more than a few time steps. We therefore
calculated all clusters at a given simulation step t0 with an excessive threshold of 1.8σ to
find all particles in a cluster and in the close proximity of the cluster. At a later simulation
step t0+∆t, here ∆t = 104, a particle pair of a cluster particle and a particles, which is just
passing by, is likely not in the same cluster anymore. We observe that the probability of pairs
of particles to be in the same cluster Pc(r, t0+∆t), with ∆t = 104 time steps, has a plateau
value for small particle pair distances at t0, since these pairs consist of two real cluster
particles. This probability decreases at a certain particle distance, since these pairs now
consist partially of one real cluster particles and one particle passing by. We observed this
behavior as shown in figure 5 for temperature 0.23, where the decrease in probability starts
at a pair distance rcrit = 1.205σ. Interestingly rcrit decreases with increasing temperature.
This may be related to the fact that at fixed distance the binding of close-by particles is
no longer as efficient. We conclude that in order to accurately calculate the inaccessible
volume of an arbitrary cluster we need to run the cluster algorithm with a threshold given
by figure 6 to find all particles in the cluster and exclude particles passing by, which do not
belong to the cluster.
The actual calculation of the inaccessible volume then proceeds as follows. We overlay
the particle coordinates of a given cluster with a three dimensional grid and an excess of at
least ±rcrit. Every grid point within a distance of rcrit of any cluster particle coordinate will
be flagged as part of the inaccessible volume. The non flagged grid points in the center of
the cluster will be flagged as well, so that every flagged point of the grid represents a certain
inaccessible volume, which was then calculated as the total of all grid points.
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D. Order parameter calculation
The spatial realization of micelles can come in all kinds of shapes and structures. Since
we mainly deal with particles in sphere-like structures we introduce a order parameter to
analyze the spatial arrangement of the micelle. We start with the order parameter of a given
particle Θp as the scalar product of the normalized orientation vector uˆ and the normalized
connecting vector from the centre of mass of the cluster to the considered particle vˆ. In order
to calculate an order parameter of the system Θs, an average of all particle order parameters
in clusters of size ≥ 30% of the optimum size of a micelle was calculated.
Θp = uˆ · vˆ ∈ [−1; 1]
Θs =< Θp,Nc≥30 >
(4)
This cutoff for the minimum cluster size was introduced because otherwise the very disor-
dered, small clusters are superimposed to the results of the aggregated micelles which are
of key interest. The order parameters both can take values between ±1, where 1 represents
perfect spherical order and −1 the most disordered state.
III. RESULTS
A. Range of applicabilities
The behavior of the particles in our model system can be adjusted by various parameters.
The most obvious influence on the outcome of the system has the choice of the angle γ
between two interacting particles which determined the optimum angle between them. We
show the outcome of two different simulations in figure 7, where 7a is a simulation with
γ > 0◦ and 7b is a system with γ = 0◦. A γ value greater than zero clearly results in the
formation of micelles in the system, given that the particle density is above cmc. The size
of the micelle size can be adjusted by the choice of γ. In this case we chose γ = 11◦ which
is equivalent to an optimum micelle size of 100 particles. Reducing γ will result in larger
micelles and even membranes as illustrated in figure 7b. Thus, in principle our model model
can be taken as a starting point for a minimalist modelling of membranes as well. However,
in the present work we exclusively concentrate on the formation of micelles.
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(a) (b) (c)
Figure 7. Simulation screenshots from (a) a simulation with γ = 11◦ forming micelles, (b) a
simulation with γ = 0◦ forming a membrane and (c) a simulation with γ = 5◦ at T = 0.2 forming
a tube. One should note, that in this case a tube like structure clearly is a non-equilibrium effect,
where the cluster has not yet resolved into a sphere. Tubes were also observed at higher particle
densities and higher temperatures, but were not shown here, since high particle densities result
in poor identifiable images. Particles are represented as sticks, where the black and blue part
represent the orientation vector uˆ, which points in the direction of the blue part.
B. Critical micelle concentration
The property of surfactant systems to show micellization behavior is known to be strongly
dependent on the concentration of surfactant molecules in the system. In a small range of
concentrations, surfactant molecules will aggregate as micelles and all additional surfactants
will form micelles as well33. The concentration of free surfactants in the system then no longer
increases linearly with the overall concentration of surfactants, but remains approximately
constant as the overall surfactant concentration increases, as also predicted by theoretical
considerations by, e. g. , Leibler et al.34. This crossover concentration is denoted critical
micelle concentration (cmc). We calculated the cmc from the data of the particle density of
free particles ρfree as a function of ρ (figure 8). Here, free particles include all particles in
clusters smaller than 30 and single particles in the bulk. This value was taken as the threshold
because cluster size distributions (see figure 9) show a clear differentiation between assembled
micelles and loose formations of particles. The smaller clusters are formed occasionally even
at low concentrations ρ for a short period of time and fall apart quickly. The increase of ρfree
at low ρ therefore is approximately linear. Systems with ρ ≥ cmc indeed show that ρfree no
11
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Figure 8. Particle density of free particles ρfree in the accessible volume for 1000 particle systems
as a function of the particle density ρ at various temperatures of an ensemble and time average
from (solid) 9.8 ·107 to 108 and (dashed) 3 ·104 to 1.5 ·105 time steps. The solid black line indicates
the linear increase of ρfree.
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Figure 9. Weighted cluster size distributions of ρ = 0.08 systems at various temperatures of an
ensemble and time average from 9.8 · 107 to 108 time steps. Curves are normalized to an area of 1.
The dashed grey line at N = 30 depicts the threshold at which all systems show loose agglomeration
below and micelle formation above.
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Figure 10. Critical micelle concentration cmc as a function of the inverse temperature T−1 depicted
as the red circles. The black line resembles the relation cmc ∝ e∆G T −1 , where the slope ∆G is the
Gibbs free energy change of micellization, which is −2.73 in reduced units.
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Figure 11. Cluster sizes for clusters ≥ 30 at maxima of probability densities N(Pmax) from figure 9.
longer increases linearly and stays at an approximately constant value.
We use the common definition of cmc as the particle density at which micelles start aggre-
gation. At higher particle densities, ρfree approximately reaches a plateau. The particles in
bulk which are not a member of a any micelle formation then have the highest concentration
at which micelle formation is not possible. We fit this density domain via linear regression
and extrapolate the result towards lower particle densities. The intersection of the linear
increase of ρfree at low densities and the fit function is then the critical micelle concentration.
The value of cmc is shown as a function of the inverse temperature in figure 10.
In figure 11 the maxima of the cluster size distributions for cluster sizes larger Nc ≥ 30
from figure 9 are shown as a function of temperature. Interestingly, in particular for higher
temperatures the typical cluster size is significantly smaller than the energetically optimum
value of 100. This points towards the relevance of entropic effects favoring the presence of
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Figure 12. Average cluster sizes for clusters ≥ 30 as a function of the particle density ρ for various
temperatures. The dashed grey line depicts the enthalpically optimum size.
free particles. In the low temperature limit, one expects a maximum in cluster size close to
Nc = 100 in case of full equilibrium. The system at T = 0.23, however, has a maximum in
cluster size at Nc = 86, which is even below the value of T = 0.24. This non-monotonous
behavior suggests the presence of non-equilibration effects even at simulation times as large
as 108. Figure 12 supports the presence of non-equilibrium effects at T = 0.23. The average
cluster sizes in at the two highest temperatures follow a general trend of an increase in
cluster size with the increase of ρ. This behavior is expected, since the higher densities
result in less available volume for free particles and therefore a reduction in entropy, which
favors the enthalpically advantageous clusters. However, T = 0.23 shows deviations at lower
particle densities, where the average size of clusters is generally higher than the trend for
higher temperatures would have predicted.
To elucidate the non-equilibrium effects closer in figure 8 and 12 we have also included the
dependence of ρfree on ρ in the initial period (1.5 · 105 time steps) of the simulation depicted
as dashed lines in figure 8. Obviously, for short times the number of free particles displays
a maximum around cmc. This indicates the presence of very long equilibration times in
that concentration regime. This effect is more clearly shown in figure 13 as a function of
the simulation time for the relevant particle densities close the cmc domain. Temperature
T = 0.23 is the most significant, since here we found the decrease of ρfree to be the most
pronunced. Either way, by taking a closer look at the trend for T = 0.24 it is obvious, that
also these systems have not reached full equilibrium after 108 simulation steps. We state
that this behavior fits well to the observation in figure 12, where non-equilibrium effects
were presumed. As an example of systems in full equilibrium in the cmc domain, the curves
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Figure 13. Particle density of free particles ρfree in the accessible volume as a function of the
simulation time at various initial particle densities ρ of an ensemble average at various temperatures.
The inset in the upper graph for T = 0.23 shows the data for > 107 simulation steps, emphasizing
the non-eqilibrium state of the system.
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Figure 14. Time scale τ to reach the equilibrium number of free particles as a function of particle
density normalized to cmc ρ/ρcmc at various temperatures.
of T = 0.25 show a decrease in ρfree over time and a convergence to a plateau value.
In a next step we characterize the time scale to reach equilibrium. First we define τ as
the simulation step, where ρfree is half way between its maximum in the beginning and its
minimum at the end of the simulation. This value is shown in figure 14. It can be clearly
seen that for densities approaching cmc there is a dramatic increase of the equilibration time,
in particular for the lower temperatures. This resembles the critical slowing down close to
phase transitions of second order and clearly shows that very long simulations are required
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Figure 15. System order parameter Θs as a function of particle density ρ at various temperatures
of an ensemble and time average from 9.8 · 107 to 108 time steps for clusters of size Nc ≥ 30.
to capture parts of these long-time effects. For T = 0.23 the relaxation time appears to be
larger than 108 steps. In this domain around cmc at low temperatures, τ can only show
the lower limit of ρfree, since we cannot identify full equilibrium. Note that full equilibrium
can be even orders of magnitude longer as seen from the slow algebraic time-dependence
in the long-time regime in figure 13. As a consequence the system for T = 0.24 is still
not in equilibrium for 108 time steps for a broad range of densities although the τ -values
are significantly smaller than 108. In particular, for long times the value of ρfree is nearly
independent on density ρ, although the τ -values display a significant density dependence.
This may explain why in figure 8 one still observes a maximum for the lowest temperature
and why in figure 11 non-equilibrium effects are observed for the typical cluster size. Long
equilibration times were also reported for low temperature micellization systems by Santos
and Panagiotopoulos 21 and for diluted systems by Velinova et al. 24 . We have excluded
the highest temperature T = 0.26 from our analysis because equilibration works extremely
fast. The concentration domain, where long equilibration times occur, is quite narrow and
matches the cmc domains in figure 8, where ρfree becomes constant.
C. Order parameter
The system order parameter Θs (IID) is studied in figure 15 as a function of ρ. By this
means, Θs characterizes the shape of the clusters in the systems with a size Nc ≥ 30. We
observed approximately constant values of the order parameter across the whole micellization
density region of the systems. The different temperatures show a characteristic order value
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each, which increases with decreasing temperature. By comparing the results directly to the
trajectories we observed nearly spherical micelles at all temperatures. Thus, the particles
explore more of their rotational degrees of freedom at higher temperatures.
IV. DISCUSSION
We have presented a one bead coarse grained model to perform simulations of micelle
forming systems. It turns out that an efficient and fast model is required to fully capture
the long equilibration time scales, present at lower temperatures and to generate a sufficient
number of independent simulation runs, in order to average over the intrinsic fluctuations.
Furthermore, since we fix the enthalpically optimum micelle size, which would be the equilib-
rium size in the low-temperature limit, we can directly read off the entropic contributions at
ambient temperatures. Indeed, the temperature dependence of the micelle aggregation num-
bers, which is characteristic of micelle forming systems26,35, is well captured by our model.
Furthermore also the very slow equilibration at low temperatures close to the cmc domain24,
which is a major challenge for computer simulations, is fully recovered by our results (see
III B). Due to the long simulation times, possible with our model, we can even quantify
the different time regimes relevant for the equilibration process, such as the algebraic time
dependence in the long-time aging regime. For a reliable quantification of these effects it is
also necessary to average over multiple realizations. In this way the large fluctuations, re-
lated to fast exchange processes of molecules between the environment and a formed micelle,
can be averaged out.
A further key aspect of this work was to develop an algorithm which allows one to
accurately estimate the inaccessible volume of the system. This is less obvious in continuous
space as compared to a lattice model approach. We suggested a straightforward approach
which can be, as well, applied to different micellar structures such as spheres, ellipsoids and
rods.
One may ask whether it is possible, at least semi-quantitatively, to map a microscopically
defined or experimentally measured system on our model system. Basically, our model
contains the four parameters γ, ǫ, σ, and κ. The choice of the equilibrium angle γ between
two adjacent particles determines the size of the micelles and, thus, is quite straightforward.
For the choice of the energy scale ǫ one may refer to our observations in figure 10. Inter-
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estingly, the relation
cmc ∝ e∆G T −1 (5)
can clearly be observed in agreement, e. g. , with the results of simulations of an atomistically
resolved model micelle. The slope can be interpreted as the Gibbs free energy change of
micellization with a value of ∆G = −2.73. At the lowest temperature we have a ∆GT−1 =
12.1. This is very close to the value, observed for the micelle formation of DHPC as studied
via all-atom simulations (13.9 at the lowest temperature)26. Thus, for given temperature
this agreement would directly allow one to fix the energy scale ǫ so that the values of ∆GT−1
are reproduced.
σ is naturally related to the typical equilibrium distance of lipids or surfactants. For σ
one would naturally choose the typical equilibrium distance of lipids or surfactants. For
this choice, it is instructive to compare ρ with the actual particle distance of lipids. The
typical distance of the centers of mass of two lipids in a bilayer in the first coordination shell
is around 1 nm. The distance of particles in our system in their first coordination shell is
6
√
2 ≈ 1.12 in the enthalpic minimum. By taking this conversion factor of 1σ ≡ 0.89 nm
we find that a particle density of ρ = 0.01 in our system resembles a surfactant solution of
14.8mM. As a comparison, typically measured critical micelle concentrations of a DHPC
system are in the range of 11 to 16 mM solutions at room temperature26, whereas the cmc for
our model system approaches values around ρ = 0.01 which is exactly in this regime.Thus,
despite the minimalistic nature of the model, its behavior resembles the findings for coarse
grained and even atomistic simulations in literature26.
Finally, the model parameter (κ) characterizes the relevance of anisotropic interactions
and could, in principle, be related to the nature of the fluctuations of pairs of molecules in
a micelle. It can, however, not be mapped directly to the length of a lipid molecule, since
the inner degrees of freedom of a lipid can not be captured by κ alone. A detailed analysis
of the impact of κ is beyond the scope of this work.
With the presentation of this model we want to take a step towards the simulation of
the frame-guided assembly process proposed by Dong et al. 36 . As a first step to under-
stand the mechanisms of this process, we propose this robust and versatile one bead model,
which is capable of the simulation of simple micelle forming structures. This model can
easily be extended to model a predefined frame of particles, in which agglomeration can
take place with shape and size governed by that frame. Furthermore, due to the possibility
18
of performing efficient free energy calculations with this simple model, we envisage to char-
acterize the impact of the frame on the micelle formation (e.g. strong reduction of cmc) in
quantitative terms. Finally, due to its simplicity we anticipate an efficient scanning of the
broad parameter space, which is required to get a profound understanding of frame-guided
assembly. Furthermore, a direct comparison with the standard theoretical predictions of
micelle formation, e. g. [37–39], would be of major interest.
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