Chapter 1. Relevant theorems \S 1. Relevant theorems of generalized harmonic analyses. We begin with several notations definitions and theorems which we shall quote from N. Wiener [13] . Definition 1. We shall say that $f(x)$ belongs to the class $W_{2}$ , if $f(x)$ is measurable and (1. Then we have by the Plancherel theorem [5] and the Wiener formula $ [4, 11] $\phi^{f}(x)=\lim_{8' 0}\frac{1}{4\pi\epsilon}\int_{-\infty}\infty e^{iux}|s^{f}(u+\epsilon)-s^{f}(u-\epsilon)|^{2}du$ . for every $x$ . Conversely let $f(x)$ belong to the class $W_{2}$ and that the limit of right hand side of (1.07) exists for every $x$ . Then $f(x)$ belongs to $S$ and (1.07) hlods. Theorem C. If $f(x)$ belongs to the class $S^{\prime}$ , then we have (1.07) for every $x$ . Conversely let $f(x)$ belong to the class $W_{2}$ and that the limit of right hand side of (1.07) exists for every $x$ and continuous over $(-\infty, \infty)$ .
Then $f(x)$ belongs to $S^{\prime}$ and (1.07) holds.
There is an important theorem due to N. Wiener, Theorem D. If $f(x)$ belongs to the class $S$ , it will belongs to the class $S^{\prime}$ , when and only when (1.08) $\lim_{A\rightarrow\infty}\varlimsup_{\epsilon+0}\frac{1}{4\pi\epsilon}[\int_{-\infty}-A+\int_{A}\infty]|s^{f}(u+\epsilon)-s^{f}(u-\epsilon)\}^{2}du=0$ .
We add some theorems Theorem E. If $f(x)$ belongs to the class $S^{\prime}$ , then there exists a real and monotone increasing function $\Lambda^{f}(u)$ such that (1. Theorem F. If $f(x)$ belongs to the class $S$ , then conclusions of Theorem $E$ are true for $a.e$ . $x$ in (1.09) and every $u$ in (1.10) .
Today we usually attain thesb theorems through S. Bochner's representation theorem using the notion of positive definite of function and L\'evy's inversion formula [8] . However N. Wiener's original proof is also useful. From (1.06) we get (1.11) $|\phi^{f}(x)|\leqq\phi^{f}(0)$ and $\phi^{f}(x)$ belongs to the class $W_{2}$ . Therefore the Fourier-Wiener transform of $\phi^{f}(x)$ is defined for a.e. $x$ . This is real value and can be defined such as to be monotone increasing. We shall denote this by $\sigma^{f}(u)$ . Then we get for the class $S^{\prime}$ (1.12) $\phi^{f}(x)=\frac{1}{\sqrt 2\pi}\int_{-\infty}\infty e^{iux}d\sigma^{f}(u)$ for every $x$ and for the class $S$ , (1.12) is true for a.e. $x$ . Furthermore we get (1.13) $\sigma^{f}(u)-\Lambda^{f}(u)=const$ . except over a null set. There he also proved Theorem G. If $f(x)$ belongs to the class $S$ , then we have (1.14) $\sigma^{f}(u)=1.i.m\epsilon+0[\psi(\epsilon)+\frac{2}{2\epsilon\sqrt{2\pi}}\int_{0}u|s^{f}(u+\epsilon)-s^{f}(u-\epsilon)|^{2}du]$ over any finite range of $?u$ . \S 2. Relevant theorems of generalized Hilbert transforms. For any function of the class $W_{2}$ , the Hilbert transform does not necessarily exists [7, p. 177 ]. The introduce of modified definition was asked for this class.
In compliance with this request, N. I. Achiezer [1, p. 128] introduced the following. modified transform (2.01) $H_{1}f=\tilde{f}(x)=(x+i)1Ai-.m\infty.\frac{1}{\sqrt{2\pi}}\int_{-A}A$ ( $-i$ sign u) $\psi(u)e^{ixu}du$ where (2.02) $\psi(u)=1Ai\rightarrow m\infty.\int_{-A}A\frac{f(t)}{t+i}e^{-iut}dt$ .
The autor [7, chapter 4] also introduced another modified one from the same idea which is equivalent for the class $W_{2}$ . This is defined by the following formula $c$ (2.03) $H_{1}f=\tilde{f}(x)=\frac{(x+i)}{\pi}\int_{-\infty}\infty\frac{f(t)}{t+i}\frac{dt}{x-t}$ There we proved that this modified tranform well conserves properties which the original one has. These are Theorem H. Let $f(x)$ belong to $W_{2}$ . Then its generalized Hilbert transform $\tilde{f}_{1}(x)$ exists for $a.e$ . $x$ and belongs to the same class and $\tilde{P}_{1}(z, f)=-\frac{z+i}{\pi}\int_{-\infty}\infty\frac{f(t)}{t+i}\frac{(t-x)dt}{(t-x)^{2}+y^{2}}$ then between these formufas there is a relation
Then we have furthermore Theorem J. Let $g(x)$ belong to the class $W_{2}$ . If we put
$z=x+iy$ then we have (2.12) $\lim_{y+0}f_{1}(z)=g(x)+ig_{1}\sim(x)$ for $a.e$ . $x$ as an angular limit. If we put (2.13) $f_{1}(x)=g(x)+i\overline{g}_{1}(x)$ then we have (2.14) $f_{1}(z)=C_{1}(z,f_{1})=P_{1}(z,f_{1})$ and $f_{1}(z)/(z+i)$ belongs to the class $\mathfrak{H}^{2}(0, \infty)$ . Theorem K. Let $f_{1}(z)$ be an analytic function such that $f_{1}(z)/(z+i)$ belongs to $\mathfrak{H}^{2}(0, \infty)$ . Then there exists (2.15) $\lim_{y\rightarrow 0}f_{1}(z)=f_{1}(x)$ as an angular limit and $f_{1}(x)$ belongs to the class $W_{2}$ . If we write
Furthermore $f_{1}(z)$ is represented by its Cauchy integral (2.06) and its Poisson integral (2.07) respectively and we have (2.19) $\lim_{y\star 0}\int_{-\infty}\infty\frac{|f_{1}(z)-f_{1}(x)|^{2}}{1+x^{2}}dx=0$ . \S 3. Unified theorems of generaIized Fourier transforms and gene $\cdot$ ralized Hilbert transforms. Let $g(x)$ belong to the class $W_{2}$ . Then $g_{1}(x)$ also does to $W_{2}$ and the Fourier-Wiener transform of $\tilde{g}_{1}(x)$ can be defined.
We shall denote this by $ s^{\sigma_{1}}(u)\sim$ . Then in the previous paper [7, chap. 5] we have proved Theorem L. Let $g(x)$ be real or complex valued function and belong to the class $W_{2}$ . Then we have for any given positive number $\epsilon>0$ ,
Here we remark that the limit operation in (3.03) is taken over the interval $(-\epsilon, \epsilon)$ . 
If $g(x)$ is of real valued, then this limit equals to (3.09) $|a^{g}|^{2}+\lim_{\epsilon\rightarrow 0}\frac{1}{2\pi\epsilon}\int_{0}\infty|s^{\sigma}(u+\epsilon)-s^{g}(u-\epsilon)|^{2}du$ . Theorem O. Let $g(x)$ be a real valued function and belong to $S_{0}$ . Let us suppose that conditions $(K_{1})$ and $(K_{2})$ are satisfied. Then $f_{1}(x)$ defined by (3.05) also does to the same class $S_{0}$ and we have
We observe that if $g(x)$ is of real valued, then we have (3.12) $s^{\sigma}(-u+\epsilon)-s^{g}(-u-\epsilon)=\overline{s^{g}(u+\epsilon)-s^{g}(u-\epsilon)}$ . Theorem P. Let $g(x)$ be a real or complex valued function and belong to the class S. Let us suppose that conditions $(K_{1})$ and $(K_{2})$ are satisfied. Then $g_{1}\sim(x)$ does also to the same class $S$ and we have
If $g(x)$ is of real valued, then this limit equals to (3.13) $|a^{g}|^{2}+\lim_{\epsilon\ovalbox{\tt\small REJECT}}\frac{1}{2\pi 8}\int_{0}\infty\cos ux|s^{g}(u+\epsilon)-s^{g}(u-\epsilon)|^{2}du$ . Theorem Q. Let $g(x)$ be real or complex valued function and belong to the class $S^{\prime}$ . Let us suppose that conditions $(K_{1})$ and $(K_{2})$ are satisfied. Then $g_{1}\sim(x)$ does also to the same class $S^{\prime}$ and we have (3.13) . $In$ particular if $g(x)$ is of real valued, this limit equals to (3.13). Now it is natural to ask the following proposition Let $g(x)$ be a real valued function of the class $S$ . Let us suppose that conditions $(K_{1})$ and $(K_{2})$ are satisfied. Then $f_{1}(x)$ defined by (3.05) also does to the same class $S$ and we have
This is an open question (c.f. [7, chap. 5, Theorems 56 and 57]). But we shall obtain Theorem 1. Let $g(x)$ be a real valued function of the class $S^{\prime}$ . Let us suppose that conditions $(K_{1})$ and $(K_{2})$ are satisfied. Then $f_{1}(x)$ defined by (3.05) also does to t.he same elass $S^{\prime}$ and we have (3.14).
Proof of Theorem 1. It is enough to prove that the existence of the following limit Their proof is very ingenious. We shall give a dirpct proof by our method. Both depend the same sauce of idea. They proved in the vertical strip domain but we consider firstly in the upper half-plane.
Let $g(x)$ be real or complex valued measurable function of $W_{2}$ . Let us put (4.01) $f_{1}(z)=2C_{1}(z, g)$ .
Then by Theorems $J$ and $K$ , the Fourier-Wiener transform of $f_{1}(x)$ is defined for every $y>0$ as a function of $x(z=x+iy)$ . We shall denote this by $s^{f_{1}}(u, y)$ . Then we can state the following theorem Theorem 2. Let $g(x)$ be a real or complex valued function and belong to $W_{2}$ . Then for any given positive number $\epsilon$ , we have
Here we remark that in (4.07) the limit operation is taken over
From these two lemmas we get Lemma $2_{3}$ . We have
These four lemmas are proved in the previous paper [7, chap. 5].
Proof of Theorem 2. (i) the case of $|u|>\epsilon$ . We decompose the kernel of integral of right-hand side of (4.13) as follows (ii) the case $|u|\leqq\epsilon$ . We rewrite the kernel of integral of right-hand side of (4.14) as follows 
Then applying the Plancherel theorem to $r_{31}^{g}(u)$ we get for every $y>0$ as $\epsilon\rightarrow 0$ . Thus we obtain (4.20) from (4.21) and (4.23) and the second half-part of Theorem 2 is established. Using this results as the base of arguments we shall obtain following theorems.
as a function of $x$ and we have
Proof of Lemma 3. This is obtained by the same arguments which we obtain (4.23).
We shall quote the lemma due to Paley-Wiener [10, 
From Lemmas $3_{1}$ and $3_{2}$ we get immediately.
satisfied. Then we can define such that (L) $\lim_{\epsilon+0}\frac{1}{2\epsilon\sqrt{2\pi}}\int_{0}A|s^{g}(u+\epsilon)-s^{q}(u-\epsilon)|^{2}du$ exists for appropriate $A' s$ belongs to an indefinitely increasing sequence.
Therefore it is sufficient to prove that the following limit for every $y>0$ and every $x$ . The existence of this limit is guaranteed by Lemma $4_{a}$ . Therefore (4.36) $\lim_{T\cdot,\infty}\frac{1}{2T}\int_{-T}T|f_{1}(z+x)+wf_{1}(z)|^{2}dt$ $(z=t+iy, y>0)$ exists and equals to (4.35 ) (c.f. [13, p. 158] ). Here if we put $w=\pm 1$ , $\pm i$ and taking the linear combination of these formulas appropriately we get (4.32). We get therefore that $f_{1}(z)$ belongs to $S$ . Now that $f_{1}(z)$ belongs to $S^{\prime}$ is obtained from Theorem D. Because we get from the first half part of Theorem 2, We shall add two more theorems for the sake of completeness which are obtained combining Theorems $J,$ $K,$ $3$ and 4.
Theorem 5. Let $f_{1}(z)(z=x+iy)$ be an analytic function in $y>0$ such that $f_{1}(z)/(z+i)$ belong to $\mathfrak{H}^{2}(0, \infty)$ . Let the real part of its limit function $g(x)$ be real valued, belong to $S_{0}$ and satisfy the conditions $(K_{1})$ , (K) and $(L_{0})$ . Then $f_{1}(z)$ belongs to $S_{0}$ for every $y>0$ as a function of $x$ and (4.24) is true. Theorem 6. Let $f_{1}(z)(z=x+iy)$ be an analytic function in $y>0$ such that $f_{1}(z)/(z+i)$ belong to $\mathfrak{H}^{2}(0, \infty)$ . Let the real part of its limit $\beta unctiong(x)$ be real valued, belong to $S$ and satisfy the conditions $(K_{1})$ and $(K_{2})$ . Then $f_{1}(z)$ belongs to $S^{\prime}$ for every $y>0$ as a function of $x$ and (4.32) is true.
Combining Theorems $J$ and 2 we get immediately. Theorem 10. Let $f_{1}(z)(z=x+iy)$ be an analytic function such that $f_{1}(z)/(z+i)$ belong to $\mathfrak{H}^{2}$ . Let us suppose that its limit function $f_{1}(x)$ satisfy the condition $(L_{0}^{\prime})$ . Then $f_{1}(z)$ belongs to $S^{\prime}$ for every $y>0$ as a function of $x$ and we have (4.42 We observe that
and the condition $(L_{0}^{\prime})$ asserts in fact the existence of the following limit
We also observe that conditions $(K_{1})$ and $(K_{2})$ are contained into the part of $(-\epsilon, \epsilon)$ of $s^{f_{1}}(u)$ and do not appear.
5.
Generalized harmonic analyses in the strip domain. The purpose of this section is to establish the parallel theory with the previous section in the strip domain. Let us begin with the following theorem Theorem 12. Let $f(z)(z=x+iy)$ be analytic in the strip domain $a<y<b$ , and satisfy Here taking an appropriate sequence $(\epsilon_{n})$ tending to $0$ and applying the F. Riesz theorem (c.f. S. Banach [2, p. 130]) to the above formula, we find $f(t, a)$ and $f(t, b)$ in $L_{2}$ as the weak limit and we get (5.11) Lemma $12_{3}$ . Under the hypotheses of Theorem 12,  We shall denote these to $s^{f}(u, a),$ $ s^{f_{1}}(u, a)\sim$ and $s^{f^{\star}}(u, y)$ respectively. Then repeating the same arguments as Theorem 2 we get Theorem 13. $ Unde\gamma$ the hypotheses of Theorem 12, for any given positive number $\epsilon$ , we get for every $y>a$, For the proof of this theorem, instead of Lemma $2_{2}$ , we use the followings Lemma $14_{1}$ . We have (5.29 
From Lemma 2 and $14_{1}$ , we get Lemma $14_{2}$ . We have (5. Proof of theorem. From (5.39) and (5.40) we get (5.44) $\lim_{A\rightarrow\infty}\varlimsup_{8\Rightarrow 0}\frac{1}{4\pi\epsilon}[\int_{-\infty}-A+\int_{A}\infty]|s^{f}(u+\epsilon, y)-s^{f}(u-\epsilon, y)|^{2}du=0$ .
Therefore it is sufficient to show that the following limit $\lim_{\epsilon\rightarrow 0}\frac{1}{4\pi\epsilon}\int_{-A}Ae^{iux}|s^{f}(u+\epsilon, y)-s^{f}(u-\epsilon, y)|^{2}du$ exists and equals to $\lim_{\epsilon\rightarrow 0}\frac{1}{4\pi\epsilon}\int_{-A}Ae^{iux}[e^{-(y-a)u}\{s^{f}(u+\epsilon, a)-s^{f}(u-\epsilon, a)\}|^{2}du$ for all $A' s$ belonging to an appropriate increasing sequence indefinitely. This is obvious since $f(x+ia)$ belongs to the class $S$ . The last relation of (5.42) is also derived by the similar manner from the fact that $f(x+ib)$ belongs to the class $S$ . That $f(z)$ belong to the class $S^{\prime}$ is obtained from (5.43) and Theorem D. Thus the proof is completed. On the other hand if $|u|<\epsilon$ , since $\sigma^{f_{1}}(z)$ does not cotain costant term, we get (6.10) $\lim_{4}e+0\frac{1}{2\epsilon}\int_{-e}\epsilon|s^{\sigma}(u+\epsilon, y)-s^{\sigma}(u-\epsilon, y)|^{2}du=0$ . From (4.05) of Theorem 2 and the condition $(K_{2})$ we get (6.11) $\lim_{\epsilon+0}\frac{1}{4\pi\epsilon}\int_{-\infty}\infty|\{s^{f_{1}}(u+\epsilon, y)-s^{f_{1}}(u-\epsilon, y)\}-i\sqrt{2\pi}a^{g}|^{2}du=0$ .
Thus from $(6^{\backslash }.09)$ to (6.11) we obtain Hence by (6.05) (6.13) we have the required result (6.14) $\lim_{T\rightarrow\infty}\frac{1}{2T}\int_{-T}T|f_{1}(z)-\{ia^{g}+\sigma_{B^{1}p}^{f}(z)\}|^{2}dt<\eta$ .
The $B_{2}$ -almost periodicity of $f_{1}(z)$ is thus established. The remaining part is obvious (c.f. also [7, If we observe that from (6.16) and (6.18) we get for any real number $\lambda\neq 0$ , $\frac{1}{2\epsilon}\int_{\lambda-8}\lambda+8\xi_{0}(u, y, a, b, c, \epsilon)du=o(1)$ . and $\frac{1}{2\epsilon}\int_{-\epsilon}\epsilon\xi_{1}(u, y, a, b, c, \epsilon)du=o(1)$ as $\epsilon\rightarrow 0$ respectively. Then we obtain immediately Theorem 20. From this theorem we understand that $f(x+ia)$ and $f(x+ib)$ can be approximated by the Bochner sequences which are constricted from the same base. Now we can prove the following Theorem 21. Under the hypotheses of Theorem 20, $f(z)$ is also $B_{2}$ -almost periodic and if we denote its associated Fourier series as follows (6. respectively. Here we observe that $\sigma_{B}^{f}(t, a)$ and $\sigma_{B}^{f}(t, b)$ are constructed from the same base and so in (6.29) and (6.30) we can take the same $d_{n}^{B}$ . Let us fix these polynomials. Let us put (6. On the other hand from (6.31) and (6.32) we get Similarly from (5.35) of Theorem 15, (6.37) and (6.40) we get (6.42) $\varlimsup_{\epsilon' 0}\frac{1}{4\pi\epsilon}\int_{-\infty}-\epsilon[\{s^{f}(u+\epsilon, \downarrow y)-s^{f}|u-\epsilon, y)\}$ $-\{s^{\sigma}(u+\epsilon, y)-s^{\sigma}(u-\epsilon, y)\}|^{2}du<\eta$ .
In the last we have and here the first term of right-hand side vanish by (5.33) of Theorem 15, the second term vanish by (6.39) and third term vanish by (6.38).. Thus we get (6.34 ). Therefore we obtain (6.44) $\lim_{\epsilon\rightarrow 0}\frac{1}{4\pi\epsilon}\int_{-\infty}\infty|\{s^{f}(u+\epsilon, y)-s^{f}(u-\epsilon, y)\}$ $-\{s^{\sigma}(u+\epsilon, y)-s^{\sigma}(u-\epsilon, y)\}|^{2}du<2\eta$ or (6.45) $\lim_{T\sim\infty}\frac{1}{2T}\int_{-T}T|f(t+iy)-\sigma_{B_{p}}^{f}(t, y)|^{2}dt<2\eta$ .
The $B_{2}$ -almost periodicity of $f(z)$ is proved. The remaining part is to prove (6.28) and this is obtained from (6.35) We take part in almost periodic function in a sense of Stepanoff of order 1. This asserts that to every $\epsilon>0$ there corresponds a relatively dense set of real number $\tau$ such that
Then E. H. Linfoot [9] 
Combining these estimations we get (7.11) . We notice that the order of $y$ of multiple constant seems to be not the best possible one but for our purpose we do not require the further details.
Proof of Theorem 22. By Theorem $K,$ $f_{1}(z)$ defined by (4.02) can be represented by its Poisson integral of order 1, that is (7.12) $f_{1}(z)=\frac{z+i}{\pi}\int_{-\infty}\infty\frac{f_{1}(t)}{t+i}\frac{ydt}{(t-x)^{2}+y^{2}}$ .
Then uniform almost periodicity is proved as follows. Since $f_{1}(t)$ is $S_{1^{-}}$ almost periodic, for any positive number $\eta$ there corresponds a trigonometrical polynomial $p(t)$ , which does not contain the negative spectrum, such as (7.13) $\sup_{-\infty<x<\infty}\int_{x}x+1|f_{1}(t)-p(t)|dt<\eta$ .
Then by Lemma $22_{3}$ and $22_{4},$ $p_{1}(z)$ defined by (7.10) is also trigonometrical polynomial and (7.14) $|f_{1}(z)-p_{1}(z)|\leqq^{-}A(y)\sup_{-\infty<x<\infty}\int_{x}x+1|f_{1}(t)-p(t)|dt\leqq A(y)\eta$ .
That is $f_{1}(z)$ is approximated by trigonometrical polynomial in arbitrary scale. Thus the uniform almost periodicity of $f_{1}(z)$ is proved. If we take as $p(t)$ the Bochner-Fej\'er polynomial then (7.14) 2. pp. 158-159. In Theorems $A,$ $B$ and $C$ , the proposition " In $ pa\gamma ticula\gamma$ the operation $T$ can be uniquely extended to the whole space " is replaced by " In particular if the operation $T$ is linear, then it can be uniquely extended to the whole space". 3. p. 158. In Theorem $A$ , we assume that $\phi(u)$ is a continuous increasing function with $\phi(0)=0$ . This can be relaxed as follows. (ii) The first part of last Theorem is also obtained from our theorem (c.f. p. 194, Theorem 40).
(2) On the Hilbert transform II. 8 . p. 112, Theorem 12. Let $a$ ond $b$ be finite real numbers $(a<b)$ and $ 0<p\leqq\infty$ . Let $S$ be the region $-\infty<x<\infty,$ $a<y<b$, and let $S_{p}(a, b)$ be the set of functions which are analytic in $S$ and satisfy the condition $||F(x+iy)||_{p}\leqq A_{p}$ $(a<y<b)$ , where $A_{p}$ does not depend on $y$ .
Then the H. Kober [17, p. 24, Theorem 18] also proved the completely analosous results as those of E. Hille-J. D. Tamarkin in the half-plane. The method of his proof is based the approximation by integral functions in the complex domain as similar to his previous papers. If we apply this theorem to the function $f(z)/(z+ic)(c<a<b)$ then we get our Theorem 12 and moreover some new results.
