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Abstract: A new methodology to perform Structural Health Monitoring (SHM) in complex
structures which is based on Data Driven Models (DDM) by means of strain measurements
from Fiber Optic Sensors (FOS), in particular Fiber Bragg Gratings (FBGs), was developed
by using Principal Component Analysis (PCA) and automatic clustering techniques based on
Self-Organizing Maps (SOM) and density methods. The methodology includes techniques to
uncoupling the changes in the strain ﬁeld caused by the damage occurrence and the change in the
operational conditions. Those techniques can be classiﬁed as Optimal Baseline Selection (OBS)
techniques. Several experiments where performed to develop the methodology and demonstrate
the whole concept. Some representative results are presented and discussed.
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1. INTRODUCTION
The origin of the “philosophy” called Structural Health
Monitoring may be tracked to the accidents occurred with
the Comet aircraft in the 1950s. At that time it was
not called “SHM”, but as consequence of the accidents,
diverse parties in aviation focused their attention in moni-
toring the loads for assessment of structural performance.
Ikegami and Boller (2009).
The ﬁrst works on damage detection used identiﬁcation
techniques based on physical models, for example, de-
termination of the stiﬀness matrix or modal parameters.
These approaches deal with deterministic models where
all parameters are considered as measurable and diﬀerent
uncertainties are not represented for the model directly.
⋆ The research included in this document was partially supported
by the “Ministerio de Ciencia e Innovacio´n” in Spain through the
coordinated projects DPI2011-28033-C03-02 and DPI2011-28033-
C03-03; and by the European Commission through the project
SARISTU
This causes diﬃculty to assess how reliable the damage
estimates are.
More recent techniques estimate the occurrence of damage
based on experimental data. Such techniques has received
the name of Data Driven Models (DDM). DDM takes
experimental measurements for training or learning and
assessment of the current state of a structure. These
methods are a very robust way to indicate the presence
of damage. Fritzen and Kraemer (2009).
In the last decades the aerospace, military and civil indus-
tries have developed some proof of concept of diﬀerent
types of SHM techniques. Beyond SHM (and its main
goal associated: damage detection), many of those pro-
grams have addressed noise control, vibration suppression,
shape control and multifunctional structural aspects for
spacecrafts, launch vehicles, aircraft and rotor-crafts, wind
energy, among others. These techniques have also been
applied in civil structures like buildings, tunnels, bridges,
highways, oil piping, etc.
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Even though SHM techniques are very promising, there
are still some issues and limitations considered as open
research ﬁelds which need to be solved in order to im-
prove the performance of techniques. A useful system
usually requires a large number of sensors distributed
throughout the structure. This implies some associated
issues like wiring, integrability and compatibility with the
structure, etc. Large amount of data produced must be
automatically processed and stored. Usually the data gath-
ered include noise, redundant information, outliers, etc.
Therefore, sometimes some information must be rejected
and other preprocessed or treated somehow in order to
extract valuable information from the original data. An
additional issue is that there are several external factors
which aﬀect the performance of the SHM systems and
must be considered. Some common examples include the
environmental conditions, variable operational conditions
(i.e. variable load conditions), among others.
2. SHM IN PRACTICE
No matter which SHM techniques are used, the steps
are always approximately the same. According to Worden
and Dulieu-Barton (2004) and Lopez and Sarigul-Klijn
(2010) such steps can be summarized as: in a ﬁrst step an
operational evaluation is performed, in a second step the
data is acquired, in a third step the data is preprocessed
(standardization, cleaning, selection and condensation of
information, etc), in a fourth step a model for discrimina-
tion of information is implemented and ﬁnally, in the ﬁfth
step, the situational assessment and the decision making
are performed.
Several preprocessing techniques can be found in the litera-
ture. Such techniques can deal with data acquisition errors,
noise and can perform transformations and condensation
of information. The main diﬀerence between the diﬀerent
time-frequency methods is the treatment of uncertainty.
Baseville et al. (2007).
After data preprocessing, many techniques are used for
discrimination of information whose general purpose is to
ﬁnd information and highlight hidden patterns in data.
In this way, it is possible to manage the information
for optimization purposes, decision support and control
processes among others. Staszewski (2001).
Perhaps, the best known technique for extracting informa-
tion, dimensional reduction and characteristics identiﬁca-
tion is the PCA, also called sometimes, the Karhunen-Love
Decomposition (KLD). The ultimate goal of PCA is to
discern which data represent the most important dynamics
of a particular system and which are redundant or are
simply noise. This goal is achieved by determining a new
space that allows re-express the data based on the original
data covariance structure. Mujica et al. (2011).
Finally, the situational assessment and decision making is
carried out. The situational assessment (and classiﬁcation)
is the one of most important and most signiﬁcant tasks
in SHM development. However, it is perhaps the least
developed area between the ﬁve generic steps mentioned
before. Staszewski (1997), Sohn et al. (2000), Worden and
Manson (2000).
3. FIBER OPTIC SENSORS
Optical ﬁbers are cylindrical dielectric waveguides for the
light propagation. Usually they are made out from high
purity silica or other transparent materials (like some
polymers). The optical ﬁber has a core with a refractive
index slightly higher than the surrounding material, called
cladding, due to the presence of some dopants. Then, light
is conﬁned to the core, since, when the light arrives to the
core/cladding interface, with an angle higher than the total
reﬂectance angle (as deﬁned by the Snell law), follows the
total reﬂection and continues conﬁned to the core. Gu¨emes
and Sierra (2013).
Fiber optics sensors have a wide variety of advantages
such as small size and weight (allowing it to be embedded
in composite materials), non-electrical nature (immunity
to electromagnetic interference and to electrical noise),
high sensitivity, high fatigue resistance, wide operating
temperature range, multiplexing ability, etc.
From the sensing point of view the wavelength based sen-
sors, called Fiber Bragg Gratings or simply FBGs, devel-
oped at the beginning of the 90’s, have concentrated most
of the attention from researchers due to their high sensi-
tivity to strain and temperature. The FBGs can measure
strains with similar or more accuracy that the standard
electric strain gauges and have the main advantages that
are more reliable for long term measurements because
these do not drifting by aging, and, can be multiplexed
since several FBGs can be engraved in the same ﬁber. The
basic idea consists in engrave, at the core of the ﬁber,
a periodic modulation of its refractive index. Kashyap
(2009).
When incident light proceeding from a white light source
or a LASER passes through a FBG, this behaves as a
band-pass ﬁlter, promoting the reﬂection back of a very
narrow wavelength band. Each peak is centered on the
called Bragg Wavelength (λb) corresponding to the ﬁrst-
order diﬀraction. The Bragg’s diﬀraction law simpliﬁes
under normal incidence to the following expression:
λb = 2neΛ0. (1)
Where λb is the Bragg wavelength, Λ0 the pitch or period
of the modulation and ne the eﬀective mean refractive
index.
4. PRINCIPAL COMPONENT ANALYSIS
PCA uses an orthogonal transformation to convert a set
of observations of possibly correlated variables into a set
of values of linearly uncorrelated variables called principal
components. This transformation is deﬁned in such a way
that the ﬁrst principal component has the largest possible
variance. Usually, the number of principal components can
be much smaller than the number of original variables.
Jolliﬀe (2002).
In all experiments, measurements were performed by using
several sensors (J), during certain time interval (K) and,
for a discrete number of experimental trials (I). Then the
information can be arranged in a tridimensional matrix
(X3D). In order to apply a PCA study, this matrix must
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be re-arranged in a proper way. This procedure is called
“unfolding”. Kourti and MacGregor (1995).
The global unfolding idea can be appreciated in Fig. 4.
Each one of the three tridimensional matrices (correspond-
ing to diﬀerent operational conditions clustered automat-
ically as will be explained later) should be unfolded in a
bidimensional matrix in order to perform a PCA analysis.
When variables with diﬀerent magnitudes and units are
present in experiments, may be desirable to treat the data
to reduce the scale eﬀects, as this can hide important
information about the system. The most usual way to
do it is by normalizing the data. Normalization includes
centering and scaling but is often called just “scaling”.
Centering deals with magnitude diﬀerences and scaling
deals with diﬀerences in units. For a deeper discussion
see Jolliﬀe (2002), Kourti and MacGregor (1995), Nomikos
and MacGregor (1994) and Westerhuis et al. (1999).
The projection of the original data over the direction of
the principal components (P ) is represented by the “score
matrix” (T ) by the linear transformation given by:
T = XPr. (2)
Where X represents the unfolded and scaled matrix (orig-
inally (X3D)) and Pr represents a vector containing the
ﬁrst r principal components.
In order to use PCA like a pattern recognition technique,
a baseline must be built ﬁrstly, by using data for a known
healthy structure. Then, data for unknown structure con-
ditions should be projected into the baseline model (equa-
tion (2)). From these projections it is possible to calculate
diﬀerent damage indices and detection thresholds.The two
most common statistical tools (also called damage indices)
are the T 2 index and the Q index. The ﬁrst one is a mea-
surement of the variation of each sample within the PCA
model. The second one indicates how well each sample ﬁts
the PCA model. T 2 index, Q index and their respectively
associated damage thresholds (also called Upper Control
Limits (UCL)) are deﬁned as follows:
T 2i =
r∑
j=1
t2sij
λj
=
tsi t
T
si
Λ
=
xiPP
TxTi
Λ
(3)
UCLT 2 = c
2 = χ2r−2(α) (4)
Qi = x˜ix˜
T
i = xi(I − PPT )xTi (5)
UCLQ =
( υ
2m
)
χ22m2/υ(α) (6)
Where χ22m2/υ(α) is the upper (100)-th percentile of a
chi-square distribution with 2m2/υ degrees of freedom
at signiﬁcance level, with m and υ equal to the mean
and the variance of the Q index sample respectively. r is
the number of retained principal components in the PCA
model.
5. AUTOMATIC CLUSTERING BASED ON SELF
ORGANIZING MAPS
Self Organizing Maps (SOM) is a class of unsupervised
learning of ANN, which purpose is to discover signiﬁcant
patterns in the input data without a target set. In its
basic form, SOM allows to convert the nonlinear relation-
ships between high dimensional data into simple geometric
relationships of their image points on a low dimensional
display, usually, a regular two dimensional grid of nodes.
Kohonen (2001).
One of the most widely used SOMmethodologies is the one
developed by Kohonen. The goal of the Kohonen SOM is
to transform an input pattern of arbitrary dimension in a
bidimensional discrete map. Reed (2009).
The main advantage of the SOM is its ability of permitting
the grouping of input data into clusters. In order to achieve
this goal, the SOM internally organizes the data based
on features and their abstractions from input data. SOM
uses the training process to organize the two dimensional
maps consisting in the topological links between neurons
connected by means of weights connections.
One of the most typical visualization SOM tools is the
so called U-Matrix. This surface represents the average
distance of all cells to its neighboring cells. By means of
this tool, it is possible to classify the data in diﬀerent
groups. Sierra-Pe´rez (2014).
Cabanes and Bennani proposed an eﬃcient method of
clustering based on the learning of a SOM. In the ﬁrst
phase the process, a standard SOM is used to compute
a set of reference vector representing the local means of
the data (weight vectors). Later, in a second phase, the
obtained weight vectors are grouped in order to form the
ﬁnal partitioning. Cabanes and Bennani (2010).
The methodology is based on learning at the same time the
structure of the data and its segmentation by using both,
distance and density information. The main advantage of
this methodology lies in the ability of the algorithm to
determine automatically the number of clusters during
the learning process. Then, no a priori hypothesis for
the number of clusters is required. This methodology has
been called Local Density-based Simultaneous Two-Level
Clustering or DS2L-SOM. For more details see Cabanes
and Bennani (2010).
6. FAULT DETECTION METHODOLOGY
A general methodology for fault detection could consist
of the following steps: the ﬁrst step occurs during the
clustering stage. If data cannot be classiﬁed in any of the
baseline data clusters, a fault condition may be assumed
as long it is not an isolated case. That is, if only one
isolated measurement can not be classiﬁed according to
the baseline data, it can be assumed as an outlier. If on the
contrary, consecutive data start to fall out of the baseline
clusters, a fault condition may be assumed.
The second step consists in testing Q index. If Q index
is signiﬁcant, a fault condition may be assumed and the
procedure is completed. On the other hand, if Q index is
not signiﬁcant, this is an indication that the PCA model
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Fig. 1. Sensors and damage locations for a UAV’s wing
section. 32 FBGs.
Fig. 2. Sensors and damage locations for a 14 m long wind
turbine blade prototype. 24 FBGs.
holds the same characteristics than the actual structure
and T 2 index must then be tested.
The third step consists in testing the T 2 index. If T 2 index
is signiﬁcant, a fault condition can be assumed and the
procedure is complete. If T 2 index is not signiﬁcant, then
the fourth step must be performed.
In the fourth step, the individual principal components
should be tested in order to determine the nature of the
irregularity. According to the methodology developed, a
normal condition may be assumed if all the previous steps
are not able to detect damage.
7. EXPERIMENTAL VALIDATION OF THE
METHODOLOGY
Several experiments have been performed with diﬀerent
types of real structures. A couple of full scale wind turbine
blades made of composite materials (see Fig. 1) (for mode
details see Sierra et al. (2014)), a section of an UAV wing
(Unmanned Aircraft Vehicle) made of composite materials
(see Fig. 2) (for more details see Sierra et al. (2013)),
an aluminum beam (see Fig. 3) (for more details see
Sierra and Gu¨emes (2013)) and and other few. For some
experiments static loads were used whiles in other ones,
dynamic loads were applied to the structures.
In all experiments the procedure was very similar. Several
FBGs were installed into the structure. In some cases the
sensors where embedded into the composites materials
during the manufacturing process. The number of sen-
sors varied between 24 and 36 in all cases. During the
experimental phase, the ﬁrst step consisted in gathering
the strain at sensors locations for the healthy state under
diverse load conditions and magnitudes. This data corre-
spond to the baseline of the structure and allows to build
the PCA baseline model. In a second step, diﬀerent kind
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Sensors distribution across an aluminum beam. 32
FBGs.
of artiﬁcial damages were induced into the structures. In
some experiments the damages had a cumulative nature
and in other, several damages were induced instead of in-
creasing the severity of an existing damage. It is important
to notice that damages were intended to emulate a real
damage typical for each structure. The severity of damages
never exceeded a reduction in the stiﬀness bigger than 5%.
Again, data were gathered for each damaged condition in
all the load conﬁgurations.
Once all data were acquired, the processing step was
performed. As mentioned before, in order to isolate the
changes in the strain ﬁeld caused by the load conditions
from the changes caused by damage occurrence, the au-
tomatic clustering methodology based on the DS2L-SOM
algorithm was used as an OBS methodology. Clustering
the data according to the operational conditions increases
the sensitivity of the whole technique. The idea was to have
diﬀerent baselines corresponding to each load condition or
to very similar ones (sometimes the algorithm recognized
two or more very similar load cases as one). The idea of
having multiple baselines for each load case is presented
in Fig. 4. All data corresponding to damage cases were
classiﬁed according to the operational conditions by means
of an inverse DS2L-SOM. Each group was projected into
its corresponding baseline model and the deﬁned damage
indices were calculated.
8. RESULTS
Next some representative results from all the experiments
performed are presented. Since in all the studied cases
Q indices were representatives, those are presented alone
without other results (i.e. the T 2 index or the principal
components alone).
First, an example of the clustering technique is presented
in Fig. 5. In this experiment 6 load conﬁgurations were
used, each one including 4 diﬀerent load magnitudes. By
means of a classic SOM it is possible to obtain the U-
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procedure is complete. If T 2 index is not signiﬁcant, then
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irregularity. According to the methodology developed, a
normal condition may be assumed if all the previous steps
are not able to detect damage.
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dynamic loads were applied to the structures.
In all experiments the procedure was very similar. Several
FBGs were installed into the structure. In some cases the
sensors where embedded into the composites materials
during the manufacturing process. The number of sen-
sors varied between 24 and 36 in all cases. During the
experimental phase, the ﬁrst step consisted in gathering
the strain at sensors locations for the healthy state under
diverse load conditions and magnitudes. This data corre-
spond to the baseline of the structure and allows to build
the PCA baseline model. In a second step, diﬀerent kind
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Sensors distribution across an aluminum beam. 32
FBGs.
of artiﬁcial damages were induced into the structures. In
some experiments the damages had a cumulative nature
and in other, several damages were induced instead of in-
creasing the severity of an existing damage. It is important
to notice that damages were intended to emulate a real
damage typical for each structure. The severity of damages
never exceeded a reduction in the stiﬀness bigger than 5%.
Again, data were gathered for each damaged condition in
all the load conﬁgurations.
Once all data were acquired, the processing step was
performed. As mentioned before, in order to isolate the
changes in the strain ﬁeld caused by the load conditions
from the changes caused by damage occurrence, the au-
tomatic clustering methodology based on the DS2L-SOM
algorithm was used as an OBS methodology. Clustering
the data according to the operational conditions increases
the sensitivity of the whole technique. The idea was to have
diﬀerent baselines corresponding to each load condition or
to very similar ones (sometimes the algorithm recognized
two or more very similar load cases as one). The idea of
having multiple baselines for each load case is presented
in Fig. 4. All data corresponding to damage cases were
classiﬁed according to the operational conditions by means
of an inverse DS2L-SOM. Each group was projected into
its corresponding baseline model and the deﬁned damage
indices were calculated.
8. RESULTS
Next some representative results from all the experiments
performed are presented. Since in all the studied cases
Q indices were representatives, those are presented alone
without other results (i.e. the T 2 index or the principal
components alone).
First, an example of the clustering technique is presented
in Fig. 5. In this experiment 6 load conﬁgurations were
used, each one including 4 diﬀerent load magnitudes. By
means of a classic SOM it is possible to obtain the U-
2015 IFAC SYSID
October 19-21, 2015. Beijing, China
990
Time (K)
Sensors (J)
Ex
pe
rim
en
ts
(I)
X3D
Load  case 1
Time (K)
Sensors (J)
Ex
pe
rim
en
ts
(I)
X3D
Load  case l 
Time (K)
Sensors (J)
Ex
pe
rim
en
ts
(I)
X3D
Load  case L
… …
Load case (L)
Sensors (J) × Time (K) × Load case (L)
Ex
pe
rim
en
t(
I)
S-1 × Time 
×
Load cases
S-2 × Time 
×
Load cases
…
S-j × Time 
×
Load cases
S-J × Time 
×
Load cases
…
Fig. 4. representation of the OBS methodology. Multiple
baselines corresponding to diﬀerent load conditions to
be unfolded.
Matrix (see Fig. 5-a)). As it can be seen, the red ellipses
point for some cluster regions. However, it is diﬃcult to
discern where the cluster begins and where ends. On the
other hand, by means of the DS2L-SOM algorithm it is
possible to clearly isolate the clusters (see Fig. 5-b)).
Taking for example only one cluster (corresponding to
one speciﬁc load case), for example the cluster number
4, the procedure consisted in projecting the damaged data
(classiﬁed as belonging to cluster 4) into the baseline model
for the cluster number 4 and after that, calculating the
associated damage indices and their corresponding damage
thresholds. The result for the Q index can be seen in
Fig. 6. As can be seen, data (indices) corresponding to
baseline and undamaged case (veriﬁcation data) lie inside
the damage thresholds whilst indices associated to all
damage cases (six in total for this experiment) lie outside
the damage thresholds.
Similar results where obtained in all experiments. In Fig. 7
the results for the Q index for one load case in the UAV’s
wing section experiment are presented. Again, it is possible
to see how all indices associated with the damaged cases
lie outside the damage thresholds.
As ﬁnal example, the results for the Q index for one of
the wind turbine blades tested are presented in Fig. 8. In
this case the results for one load case under under static
loads are presented. It is worth to mention that for this ex-
periment the severity of the damage was increased a little
bit among experiments in order to estimate how sensitive
was the technique as function of a slight change in the
damage severity. However, it is still possible to recognize
small changes in the Q index for all the damaged cases.
Again, baseline data and veriﬁcation data (undamaged)
lie inside the damage thresholds with some few exceptions
(outliers).
9. CONCLUSIONS
The main paradigm in the proposed technique is still if it
is more important the number of sensors or the amount
of measurements. the opinion of the authors, is that a
compromise solution is needed. An appropriate sensor
network should be designed for each structure in particular
depending of several factors like the size, complexity,
expected strain/stress levels, etc. However, being a data-
driven methodology, it is required an appropriate amount
of information. In the experiments performed the amount
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of information tended to be preponderant over the amount
of sensors.
Since all experiments were performed in laboratory condi-
tions an homogeneous temperature was observed. How-
ever, in a real application thermal compensation tech-
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and 99% conﬁdence threshold (solid line).
niques should be improved in order to deal with temper-
ature changes and its eﬀect in the strain ﬁeld. Thermal
compensation is not a big issue when FBGs are used but
the concept should be probed in a real application.
When the strain patterns for a damage condition for a
certain load scenario are very diﬀerent to those associ-
ated to the baseline for the same load conditions, the
DS2L-SOM clustering technique is not able to classify the
data according to similarities with the baseline. In such
cases, the clustering technique becomes in a damage detec-
tion method itself. Other automatic clustering techniques
should be explored and implemented in order to improve
the sensitivity of the technique.
ACKNOWLEDGEMENTS
In this paper results from several experiments are pre-
sented. Such results were obtained thanks to the support
of several projects. The authors would like to thank the
support from the “Ministerio de Ciencia e Innovacio´n” in
Spain through the coordinated projects DPI2011-28033-
C03-02 and DPI2011-28033-C03-03; and the European
Commission through the project SARISTU.
REFERENCES
Baseville, M., Benveniste, A., Goursat, M., and Mevel, L.
(2007). In-ﬂight vibration monitoring of aeronautical
structures. IEEE Control Systems Magazine, 27, 27–42.
Cabanes, G. and Bennani, Y. (2010). Self-oganizing
maps, chapter Learning the number of clusters in self
organizing maps, 1–15. Intech.
Fritzen, C.P. and Kraemer, P. (2009). Self-diagnosis
of smart structures based on dynamical properties.
Mechanical Systems and Signal Processing, 23, 1830–
1845.
Gu¨emes, A. and Sierra, J. (2013). New Trends in Struc-
tural Health Monitoring, chapter Fiber Optic Sensors,
265–316. Springer.
Ikegami, R. and Boller, C. (2009). Encyclopedia of Struc-
tural Health Monitoring, chapter History of SHM for
commercial transport aircraft, 1631–1641. Wiley.
Jolliﬀe, I. (2002). Principal Component Analysis. Springer,
Aberdeen.
Kashyap, R. (2009). Fiber Bragg Gratings. Elsevier,
Burlington.
Kohonen, T. (2001). Self Organizing Maps. Springer.
Kourti, T. and MacGregor, J. (1995). Process analysis,
monitoring and diagnosis, using multivariate projection
methods. Chemometrics and Intelligent Laboratory
Systems, 28, 3–21.
Lopez, I. and Sarigul-Klijn, N. (2010). A review of un-
certainty in ﬂight vehicle structural damage monitor-
ing, diagnosis and control: chalenges and opportunities.
Progress in Aerospace Sciences, 46, 247–273.
Mujica, L., Ruiz, M., Pozo, F., and Rodellar, J. (2011).
Damage detection index based on statistical inference
and PCA. In Structural Health Monitoring 2011. The
8th International Workshop on Structural Health Mon-
itoring, Standford.
Nomikos, P. and MacGregor, J. (1994). Monitoring batch
processes using multiway Principal Component Analy-
sis. AIChE Journal, 40, 1361–1375.
Reed, S. (2009). Encyclopedia of Structural Health Mon-
itoring, chapter Dimensionality reduction using linear
and nonlinear transformation, 757–770. Wiley.
Sierra, J. and Gu¨emes, A. (2013). Damage detection at
an aluminum beam from discrete and continuous strain
measurements. In 9th intenation workshop on structural
health monitoring.
Sierra, J., Gu¨emes, A., and Mujica, L. (2013). Damage
detection by using FBGs and strain ﬁeld pattern recog-
nition techniques. Smart Materials and Structures, 22,
25011–25020.
Sierra, J., Torres, M., Gu¨emes, A., Mujica, L., and Fritzen,
C.P. (2014). Structural health monitoring of wind
turbine blades from distributed strain measurements.
In Sixth Word Conference on Structural Control and
Monitoring.
Sierra-Pe´rez, J. (2014). SMART AERONAUTI-
CAL STRUCTURES: Development and Experimental
Valida- tion of a Structural Health Monitoring System
for Damage Detection. Ph.D. thesis, Universidad Politc-
nica de Madrid.
Sohn, H., Czarnecki, J., and Farrar, C. (2000). Struc-
tural Health Monitoring using statistical process con-
trol. Journal of Structural Engineering, 126(1), 1356–
1363.
Staszewski, W. (1997). Vibration data compression with
optimal wavelet coeﬃcients. Genetic Algorithms In En-
gineering Systems: Innovations and Applications, 446,
186–190.
Staszewski, W. (2001). Monitoring on-line integrated
technologies for operational reliability. Air & Space
Europe, 2(4), 67–72.
Westerhuis, J., Kourti, T., and MacGregor, J. (1999).
Comparing alternative approaches for multivariate sta-
tistical analysis of batch process data. Journal of
Chemometrics, 13, 397–413.
Worden, K. and Dulieu-Barton, J. (2004). An overview
of intelligent fault detection in systems and structures.
Structural Health Monitoring, 3(1), 85–98.
Worden, K. and Manson, G. (2000). Damage identiﬁcation
using multivariate statistics: kernel discriminant analy-
sis. Inverse Problems in Engineering, 8, 25–46.
2015 IFAC SYSID
October 19-21, 2015. Beijing, China
992
