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Gewisse Bu¨cher scheinen geschrieben zu sein, nicht
damit man daraus lerne, sondern damit man wisse,
dass der Verfasser etwas gewusst hat.“
Johann Wolfgang von Goethe
In der heutigen Zeit, in der in jedem Unternehmen schnelles Reagieren und
U¨berwinden von immer neuen Tagesproblemen im Vordergrund stehen, wird
nach dem operativen Einsatz von Mitteln und Methoden gerufen, ist das
Management der Produktion in erster Linie zur Effizienz- und Kostenfrage
degradiert. Kostensenkungsprogramme im Produktionsbereich sind en vogue,
da sie kurzfristige Wirkung zu zeitigen scheinen. Ha¨ufig stellen sie aber ein
Kurieren an Symptomen dar, wa¨hrend die Zukunft des Unternehmens nur
dadurch wirklich gesichert werden kann, indem die Produktionsfaktoren auf
vo¨llig neue strategische Herausforderungen ausgerichtet werden. Kurzfristige
Rationalisierungsmaßnahmen sind sekunda¨r, denn sie erzeugen im besten Fall
kurzfristige und nur lokal wirksame Effekte, die aber ha¨ufig dem la¨ngerfristig
entscheidenden Wandel von Strategien und Maßnahmen entgegenstehen. Die
gro¨ßeren und dauerhaften Erfolgspotenziale bieten nur die strategische Aus-
richtung der Produktionsfaktoren auf die Erfordernisse der wirtschaftlichen
Praxis und der Einsatz von Instrumenten, die diesen Erfordernissen gerecht
werden.
Der Einsatz von computergestu¨tzten, integrierten Informationssystemen
spielt dabei eine wesentliche Rolle. In den letzten Jahren wurden in zahl-
reichen Unternehmen derartige Systeme mit dem Ziel installiert, die Un-
ternehmensaktivita¨ten aus vielerlei Sicht transparent darzustellen und diese
Aktivita¨ten mit Unterstu¨tzung solcher Systeme gezielt zu steuern. Wichti-
ge Teilbereiche sind der Vertrieb und die Fertigungssteuerung, die nahezu
in jedem Unternehmen voneinander entkoppelt arbeiten. Bei dieser Vorge-
hensweise wurde bald die Einsicht gewonnen, dass trotz der hohen Anzahl
von Softwareanbietern kaum ein Produkt in der Lage ist, die komplexe Pla-
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nungssituation in der Produktion eines Unternehmens als auch die Abstim-
mung der unternehmensu¨bergreifenden Wertscho¨pfungskette befriedigend zu
lo¨sen. Trotz immer ausgefeilterer Algorithmen fu¨r das Advanced Planning
and Scheduling wurde im Laufe der Zeit wieder dazu u¨bergegangen, die Pla-
nung durch das verantwortliche Personal aufgrund seiner Erfahrung selbst
durchfu¨hren zu lassen. Automatisch kann unternehmensu¨bergreifend nur ge-
plant werden, wenn eine starre Kopplung von Informations- und Entschei-
dungsunterstu¨tzungssystemen existiert. Das strategische Teilziel der compu-
tergeplanten Abstimmung der unternehmensu¨bergreifenden Wertscho¨pfungs-
kette wurde nicht realisiert, obwohl gerade in diesem Bereich große Reserven
fu¨r den Erfolg der Netzwerkpartner liegen, denn geringe Besta¨nde, niedri-
ge Durchlaufzeiten, hohe Termintreue und Transparenz sind neben der Pro-
duktqualita¨t und dem Produktpreis heute die Wettbewerbsfaktoren schlecht-
hin. Fu¨r viele Unternehmen stellt die Konkurrenz von Wertscho¨pfungsketten
Herausforderung und Bedrohung gleichzeitig dar. Ein Defizit hierbei ist das
Fehlen einer einheitlichen Theorie zur Betreibung solcher Netzwerke trotz
des U¨berangebotes an Literatur im Bereich des eBusiness und des Supply
Chain Managements. Die vorliegende Arbeit soll aus diesem Grunde einen
Beitrag zum methodischen Vorgehen des Betreibens von Wertscho¨pfungs-
netzen leisten. Der Begriff Extended Value Chain Management (EVCM) zielt
hierbei auf die ganzheitliche Betrachtung der Wertscho¨pfungskette ab, indem
vom Kunde ausgehend in Abha¨ngigkeit von der Situation in der Fertigung
Produktions- und gleichermaßen Beschaffungsauftra¨ge unter Einbeziehung
der vorgelagerten Produktionsstufen generiert werden. Die isolierten Betrach-
tungen des Advanced Planning and Scheduling fu¨r die Fertigungssteuerung
einerseits und des
”
Supply Chain Managements“ fu¨r die Beschaffungsplanung
andererseits sollen im EVCM–Konzept zu einer ganzheitlichen Betrachtungs-
weise zusammengefu¨hrt werden.
1.1 Problemstellung
Ausgehend von den kurz angerissenen Defiziten bezu¨glich der Theorie im
Bereich der nichthierarchischen Netzwerke stellt sich die Frage nach den
Mo¨glichkeiten einer Genese und eines Betreibens eben dieser Netzwerke.
Hierbei fa¨llt vor allem ein anhaltender (zumindest propagierter) Trend zur
Konzentration auf Kernkompetenzen und Dezentralisierung der Planung in
den Wertscho¨pfungseinheiten auf, der von wissenschaftlichen Einrichtungen
mit Schlagworten wie Business Process Reengineering, Lean Production, e-
Strategien usw. begleitet wird. Es erfolgt die Bildung von Planungseinheiten
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(Fraktale, Segmente, ...), die in eigener Verantwortung Teilaufgaben autonom
lo¨sen und auf planungstechnische Probleme in der Fertigung mit gro¨ßter Fle-
xibilita¨t reagieren sollen sowie zugleich ihren Beitrag fu¨r die Effizienz einer
Wertscho¨pfungskette liefern.
Eine solche Herangehensweise fu¨hrt aber dazu, dass das Gesamtziel ei-
ner mo¨glichst globalen Optimierung der Produktionsabla¨ufe im Netz ver-
loren geht oder nur unvollsta¨ndig erreicht werden kann. Der Koordinations-
und Kommunikationsaufwand der dezentralen Einheiten, der mit steigen-
dem Grad von Dezentralisierung wa¨chst, wird oft unterscha¨tzt oder ganz
vernachla¨ssigt. Die meisten Informationssysteme sind gar nicht auf Dezen-
tralisierung ausgerichtet und ko¨nnen somit auch nicht mit den vera¨nderten
Anforderungen in der Produktion Schritt halten.
Skalen- und Erfahrungskurveneffekte sowie Flexibilita¨t lassen sich nicht ins
Unermessliche steigern. Spa¨testens seit den 90er Jahren des letzten Jahrhun-
derts begann die Produktions- und Reaktionsgeschwindigkeit eine wichtige
Rolle zu spielen. Diese Bedeutung ist bis heute nicht nur erhalten geblieben,
sondern hat sich versta¨rkt, wie die Diskussion um das Drei-Tage-Auto zeigt.
Kreativita¨t, Innovation und Selbstorganisation sind zu Inbegriffen heutigen
Managementdenkens geworden. In immer ku¨rzeren Zyklen entstehen neue
Produkte mit neuen Technologien. Fu¨r große Unternehmen wird es zuneh-
mend schwieriger, diese A¨nderungsgeschwindigkeit durch herko¨mmliche Or-
ganisationsstrukturen zu kontrollieren. Mo¨glicherweise ist hierin ein Grund
fu¨r die Tendenz zu neuen Unternehmensformen oder Strategien zu finden.
Die heutige Stufe der Produktion wird als vernetzt bezeichnet. Die Anfa¨nge
dieser Etappe liegen bereits in der Entwicklung des Supply Chain Manage-
ments der letzten Dekade. Derzeitige und zuku¨nftige Lo¨sungsansa¨tze fu¨r das
unternehmensu¨bergreifende Abstimmen der Wertscho¨pfungskette und die zu
deren Umsetzung notwendigen Methoden und Technologien stellen die Kun-
denorientierung, die Adaptions- und Lernfa¨higkeit und die Vernetzung von
Unternehmen oder Unternehmensteilen in den Mittelpunkt der Betrachtung.
Eine durchga¨ngige theoretische Konzeption ist nicht bekannt. In der wis-
senschaftlichen Literatur werden nur isolierte Teilprobleme analysiert und
einer Modellierung unterzogen. Erschwert wird dieser Tatbestand vermut-
lich dadurch, dass viele junge, wissenschaftliche Hoffnungstra¨ger ihr Heil in
einem der zahlreichen Unternehmen der new-economy suchten. Auf diesem
Wege wurden die Denkzentren der Hochschullandschaft spu¨rbar substanzi-
ell geschwa¨cht. In den Unternehmen hingegen dominiert das Tagesgescha¨ft.
Alles, was konzipiert wird, muss innerhalb ku¨rzester Zeit Ertrag in Aussicht
stellen, um rechtzeitig Venture Capital akquirieren zu ko¨nnen. So blieb auf
beiden Seiten kaum Raum fu¨r strategisches Denken. Das Dilemma ergibt sich
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schließlich dadurch, dass auf der einen Seite eine riesige Menge an Internet-
Technologien entwickelt wurde, andererseits im Bereich des Supply Chain
Managements keine theoretisch fundierten betriebswirtschaftlichen Konzep-
te folgten. Zahlreiche Tagungsba¨nde dokumentieren dieses Missverha¨ltnis.
Ein weiteres Problem bei der Genese von Wertscho¨pfungsnetzen stellt die
Suche nach den geeigneten Netzpartnern dar. In kleinem Umfang ko¨nnen
Gescha¨ftsbeziehungen durch face–to–face Kontakte in Gang gebracht werden.
Bei fortschreitender Globalsierung und zunehmenden Internetaktivita¨ten
wird diese Maßnahme allein nicht mehr ausreichen, um erfolgreich und der
notwendigen Geschwindigkeit die richtigen Partner nicht ausschließlich nach
o¨konomischen Kriterien zu suchen und auszuwa¨hlen. Es sind derzeit keine
Modelle bekannt, die wa¨hrend der Netzwerkgenese Soft–facts verarbeiten.
Die Informationstechnik und die Informatik schufen mit der Theorie der Ver-
teilten Systeme und der Entwicklung von Client/Server-Architekturen die
technischen Voraussetzungen fu¨r dezentral ausgerichtete Strukturen und Ap-
plication Service Providing. Weiterhin liefern die Theorie der Agenten als
ein Teilgebiet der Ku¨nstlichen Intelligenz und naturanalog motivierte Heu-
ristiken im Bereich des Scheduling viel versprechende Ansa¨tze zur Lo¨sung
isolierter Problemstellungen. Es fehlt dennoch an einem u¨bergeordneten in-
tegrativen Konzept zur Genese und zum Betreiben von Produktionsnetzwer-
ken, welches zusa¨tzlich Probleme lo¨sen muss, die erst seit dem Entstehen der
”
Interneto¨konomie“ aufgebrochen sind.
1.2 Einordnung der Thematik in die Be-
triebswirtschaftslehre
Nach der einfu¨hrend geschilderten Problematik, der sich die vorliegende Ar-
beit widmet, soll an dieser Stelle eine thematische Einordnung in die Be-
triebswirtschaftslehre erfolgen. Die Betriebswirtschaftslehre als Wissenschaft
verweist als Erfahrungswissenschaft nicht ausschließlich auf einen fest um-
rissenen Bestand an Wissen und endgu¨ltigen Wahrheiten, sondern stellt sich
vielmehr als fließend, eben als dynamischer Erkenntnisprozess dar. Hierbei ist
besonders zu bemerken, dass das Ziel der Erkenntnis ha¨ufig
”
nur“ wahrschein-
liche Annahmen u¨ber zuku¨nftige Prozesse sind. Diese Annahmen sind syste-
matisch zu ordnen und auf einen gemeinsamen Gegenstand, das Erkenntnis-
objekt, zu beziehen und zu beweisen oder zu begru¨nden. Das Untersuchungs-
gebiet der Betriebswirtschaftslehre ist die Wirtschaft, die die Knappheit der
Gu¨ter im Verha¨ltnis von Angebot und Nachfrage effizient gestalten soll, um
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einen hohen Grad von menschlicher Bedu¨rfnisbefriedigung zu erreichen. Die-
se Befriedigung der (mo¨glicherweise unbegrenzten) Bedu¨rfnisse verlangt nach
einem Entscheidungsprozess u¨ber die Herstellung eben dieser Gu¨ter, die als
Produktion bezeichnet wird.
Die Produktion als solche ist nicht nur auf materielle Gegensta¨nde be-
schra¨nkt, sondern auch fu¨r die Erstellung immaterieller Gu¨ter wie Dienst-
leistungen zu betrachten. Eine mengenma¨ßige Betrachtung nach dem Ratio-
nalita¨tsprinzip impliziert, dass mit einem gegebenen Einsatz an Produkti-
onsfaktoren der Ertrag an Gu¨tern maximiert, oder umgekehrt ein gegebe-
ner Ertrag bei minimalem Produktionsfaktoreneinsatz ohne Beachtung der
Motive fu¨r das o¨konomische Handeln selbst erzielt werden soll. Der Prozess
der Produktion und der damit verbundene Faktorverbrauch findet in wirt-
schaftlich organisierten Einheiten statt, dieWo¨he1 als Einzelwirtschaften be-
zeichnet. Die Auffassungen daru¨ber, welche Einzelwirtschaften als Betriebe
bzw. Unternehmen anzusehen sind, werden bis heute kontrovers diskutiert.
Insofern kann das Erkenntnisobjekt der Betriebswirtschaftslehre im Allge-
meinen nicht fest umrissen werden. Fu¨r die vorliegende Arbeit bietet dies
jedoch den Vorteil, dass als Erkenntnisobjekt nicht Unternehmen als Orga-
nisationseinheit im Ganzen vorausgesetzt werden mu¨ssen, sondern der Fokus
ohne Erkla¨rungszwa¨nge auf die spa¨ter zu definierenden Kompentenzzellen
als Teilmenge einer betrieblichen Organisation gelegt wird. Entsprechend ei-
ner Typologie von Einzelwirtschaften nach Wo¨he2 sind die Kompetenzzellen
sinnvoll nach der Art der entsprechenden erstellten Leistung einzuordnen.
In diesem Sinne sind die Kompetenzzellen den Sachleistungsbetrieben zu-
zuordnen, die vorwiegend in der Industrie angesiedelt sind und fu¨r die keine
weitere Spezialisierung nach Fertigungsarten oder vorherrschenden Produkti-
onsfaktor angegeben werden kann, da das Konzept des Extended Value Chain
Managements allgemeingu¨ltig fu¨r Produktionsnetzwerke zu formulieren ist.
Die statischen und dynamischen Facetten des Erkenntnisobjektes selbst so-
wie dessen Beziehungen innerhalb von Netzwerken sind derart vielschichtig,
dass sie nicht von einer einzigen wissenschaftlichen Disziplin abgehandelt
werden ko¨nnen. Aus diesem Grunde bescha¨ftigen sich ebenfalls die Volks-
wirtschaftlehre, die Soziologie, die Informatik, die Ingenieur- und die Rechts-
wissenschaften mit Teilbereichen des Erkenntnisobjektes. Konzentriert sich
die Betriebswirtschaftlehre auf die Beschreibung des Handelns und die Auf-
deckung von Gesetzma¨ßigkeiten innerhalb der Einzelwirtschaften, so ist der
Gegenstand der Volkswirtschaftlehre die Erforschung des gesamtwirtschaftli-
chen Prozesses, der durch die Beziehungen der Einzelwirtschaften u¨ber Ma¨rk-
1Siehe [Wo¨90, S. 2 ff.].
2Siehe [Wo¨90, S. 14 ff.].
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te (z. B. Beschaffung) gekennzeichnet ist. Mechanismen wie die Preisbildung
der Produktionsfaktoren dienen in der Betriebswirtschaft als feste Eingangs-
gro¨ßen. Umgekehrt finden die durch die Betriebswirtschaftslehre ermittel-
ten Kostenverla¨ufe der Einzelwirtschaften in die Volkswirtschaft Eingang,
die dann als gegeben vorausgesetzt werden. Diese Einsicht pra¨gte auch die
Herangehensweise an die Thematik des Entwurfs einer Konzeption zur Ko-
ordination von Wertscho¨pfungsnetzen. Das Aufzeigen von Schnittstellen zu
anderen Wissenschaftsdisziplinen wie der Volkswirtschaftlehre in den Ab-
schnitten 3.2.1, 4.2.2.3 und 7.3, der Sozialwissenschaft in Kapitel 8 sowie der
Ingenieurwissenschaft in Abschnitt 5.1 und das Andeuten mo¨glicher Lo¨sungs-
alternativen bzw. -bedarfe aus der Sicht der Wirtschaftswissenschaft soll die-
se Arbeit auch fu¨r angrenzende Disziplinen interessant gestalten. Lo¨sungen
selbst werden nur fu¨r die eigene Fachdisziplin entworfen.
Innerhalb der wissenschaftlichen Disziplin erfolgt nach Festlegung des Er-
kenntnisobjektes die Fixierung der Zielstellung fu¨r den Gegenstand des Han-
deln, eben den Entscheidungsprozess im Sinne der Produktion im Erkenntni-
sobjekt, der Kompetenzzelle. Hierzu za¨hlen vor allem Entscheidungen u¨ber
den Produktionsfaktoreneinsatz. Produktionsfaktoren werden u¨blicherweise
in Elementarfaktoren (ausfu¨hrende Arbeit, Betriebsmittel, Werkstoffe, ...)
und dispositive Faktoren unterteilt. Die vorliegende Arbeit bescha¨ftigt sich
ausschließlich mit dem derivativen Anteil der dispositiven Produktionsfakto-
ren, welche direkt zu den Funktionen Planen, Organisieren und U¨berwachen
fu¨hren. Insbesondere der Produktionsfaktor Information als elementare Ein-
heit fu¨r entscheidungsrelevantes Wissen und zunehmend bedeutsam werden-
der Wettbewerbsfaktor ist zentraler Bestandteil des zu entwickelnden Kon-
zeptes. Sowohl auf die Generierung als auch auf den Austausch von Informa-
tionen zu logistischen Prozessen bei der Genese und dem Betreiben von Netz-
werken werden sich die Ausfu¨hrungen der vorliegenden Arbeit konzentrieren.
Die damit verbundene Organisation der Informationsprozesse erstreckt sich
von der Feststellung des Informationsbedarfes u¨ber die Informationsu¨ber-
mittlung bis zur Verfu¨gungstellung dieser. Die Verplanung der Elementar-
faktoren wird untergeordnet betrachtet. Die notwendige Betrachtung der In-
formationstechnik in Kapitel 10 ist kein Folgeprodukt betriebswirtschaftli-
cher Philosophie, sondern steht in der Tradition von Logik, Mathematik,
kybernetischer Systemtheorie und Informationstechnologie mit dem Ziel der
Realisierung des EVCM–Konzeptes. Das geistige Vorgehen wird dabei durch
die geregelte Strenge der Entwurf- und Programmiersprachen, die technolo-
gische Mo¨glichkeitsbreite und die Pra¨zisionsanforderungen der notwendigen
Daten begrenzt. Spa¨testens an dieser Stelle wird der metawissenschaftliche
Aufstieg des erkenntnistheoretischen Teils innerhalb dieser Arbeit gestoppt.
1.2 Einordnung der Thematik in die Betriebswirtschaftslehre 7
Innerhalb der Betriebswirtschaftslehre kann eine Einordnung der Thema-
tik entweder nach verschiedenen Wirtschaftszweiglehren oder nach betriebli-
chen Funktionen erfolgen. Bei erster erfolgt die Gliederung der Gebiete nach
den Besonderheiten der jeweiligen Wirtschaftszweige. Hierbei wird eine klare
Zuordnung zur Industriebetriebslehre getroffen. Da jedoch die betrieblichen
Abla¨ufe und nicht die institutionellen Gegebenheiten im Mittelpunkt der
Betrachtung stehen werden, scheint eine Zuordnung zu betrieblichen Funk-
tionen, also nach Hauptta¨tigkeiten in der Einzelwirtschaft eher zweckma¨ßig.
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Abbildung 1.1: Zuordnung der Thematik zu betrieblichen Funktionen
Die vorliegende Arbeit ist vor allem logistisch assoziiert zu den betrieblichen
Funktionen Beschaffung, Produktion und Absatz. Speziell fu¨r den Betrach-
tungsgegenstand der Kompentenzzelle und ihre Integration in ein Produk-
tionsnetzwerk werden Konzepte erarbeitet. Die Funktionen Lagerung und
Transport sind eng mit den zuerst genannten Funktionen verknu¨pft, wer-
den aber keiner gesonderten Betrachtung unterzogen. Fu¨r Organisation und
Controlling (gelbe Schraffur) gilt das, was bereits fu¨r andere Wissenschaftdis-
ziplinen ausgefu¨hrt wurde. Diese Funktionen haben innerhalb der Betriebs-
wirtschaftslehre keine direkte logistische Bedeutung, liefern jedoch wichtige
Determinanten fu¨r Einzelwirtschaften und Netzwerke. Es werden ebenfalls,
ausgehend vom Konzept des Extended Value Chain Managements, Schnitt-
stellen zu logistikfremden Funktionen und damit verbundene Problemstellun-
gen sowie teilweise Lo¨sungskonzepte beschrieben, die jedoch keinen Anspruch
auf Vollsta¨ndikeit erheben. Vielmehr sollen diese wiederum den Forschung-
bedarf in anderen Teildisziplinen der Betriebswirtschaftlehre aufzeigen.
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Der Schwerpunkt der Arbeit ist logistisch motiviert. Eine wichtige Stellung in
diesem Zusammenhang nimmt die EDV-Funktion ein. Fu¨r diese soll abschlie-
ßend untersucht werden, welche Mo¨glichkeiten der Realisierung des Konzep-
tes in Betracht kommen. Somit wird dem Produktionsfaktor Information in
hohem Maße Rechnung getragen.
1.3 Zielsetzung und Aufbau der Arbeit
Ziel dieser Arbeit ist, ein allgemeines Konzept zur Genese und zum Betrei-
ben von nichthierarchischen Produktionsnetzwerken zu erarbeiten. Innerhalb
dieses Konzeptes sollen Modelle entwickelt werden, die innerhalb von Netz-
werken Soft–facts quantitativ integrieren und Lieferantworten automatisch
generieren ko¨nnen. Ein Phasenmodell soll die Konzeption abrunden und fu¨r
ihre Bestandteile den Rahmen bilden.
Das Kapitel 2 fu¨hrt den Leser zuna¨chst in die Terminologie dieser Arbeit
ein und gibt einen U¨berblick zur Evolution der ERP-Systeme. Resultat die-
ses Kapitels ist die Herausarbeitung von theoretischen Defiziten des SCM-
Konzeptes. Das 3. Kapitel arbeitet die fu¨r diese Arbeit relevanten Entwick-
lungen in den Bereichen Netzwerke auf und setzt sich mit den Begrifflich-
keiten und Abgrenzungen von entsprechenden Entwicklungen auseinander.
Ergebnis dieses Kapitels ist ein U¨berblick u¨ber nutzbare Konzepte aus die-
sem Bereich.
Ausgehend von den Ergebnissen – sowohl Defizite als auch Nutzbares – aus
den Kapiteln 2 und 3 wird im Kapitel 4 das Konzept des Extended Value
Chain Managements in allgemeiner Form entwickelt und auf die Funktio-
nalita¨t der einzelnen Komponenten eingegangen. Dieses Kapitel stellt einen
wesentlichen Teil der Ergebnisse des Autors im Sonderforschungsbereiches
”
Hierarchielose Regionale Produktionsnetze“ dar. Als wichtige Abschnitte
werden die Elementarisierung der Kompetenzzellen unter Beachtung der
Transaktionskostentheorie und das Betreibermodell behandelt.
In den folgenden Kapiteln 5 bis 9 werden anhand des Phasenmodells spezi-
elle Aspekte des Extended Value Chain Managements herausgearbeitet. Das
Kapitel 5 behandelt zuna¨chst die arbeitsplanerischen Grundlagen der Netz-
werkgenese zum Aufbau eines Prozessvariantenplanes und geht anschließend
auf den Abgleich von nachgefragter und angebotener Kompetenz als Funk-
tion eines informationstechnischen Modellkerns ein. Das Kapitel 6 bietet die
Grundlagen zum Advanced Planning and Scheduling innerhalb der Kompe-
tenzzellen.
1.3 Zielsetzung und Aufbau der Arbeit 9
2Vom MRP zum SCM















































Kompetenznetzeo petenznetzeZielgruppeielgruppe EVCM-Konzept- onzept
Erweiterungr eiterung
Abbildung 1.2: Inhaltliche Gliederung der Arbeit
10 Kapitel 1. Motivation
Eine wesentliche Bereicherung theoretischer Konzepte innerhalb der Netz-
werkforschung realisieren die Kapitel 7 und 8 zur Aggregation von Antwor-
ten auf Kundenanfragen und die Integration von Soft–facts u¨ber die Poly-
edrale Analyse. Besonders die Aggregation von Antworten zu Kundenan-
fragen liefert einen wichtigen Beitrag zu einer mo¨glichen Verringerung des
Bullwhip-Effektes. Das automatische Generieren einer Bandbreite von Ant-
worten anstelle einer singula¨ren Lo¨sung macht den Charme dieses Konzeptes
aus. Das Kapitel 9 verknu¨pft die bisherigen Erkenntnisse in einer gemeinsa-
men und vor allem kompetenzu¨bergreifenden (Fach-, Methoden- und Sozial-
kompetenz) Zielfunktion zur Netzwerkgenese und bildet den Abschluss des
Phasenmodells.
Das Kapitel 10 greift die Konzepte aus den Kapiteln 4 bis 9 auf und ent-
wirft fu¨r das Extended Value Chain Management ein Technologiekonzept.
An dieser Stelle erfolgt auch die Hervorhebung des Nutzens des Konzep-
tes fu¨r einen einzelnen Netzwerkknoten. Eingegangen werden soll vor allem
auf die Nutzbarkeit einer Message Oriented Middleware zur Unterstu¨tzung
einer Client/Server-Architektur fu¨r ein Application Service Providing. Die-
ser Abschnitt zielt deutlich auf die Zielgruppe der kleinen und mittelsta¨ndi-
schen Unternehmen ab, die im Fokus der nichthierarchischen Produktions-
netzwerke stehen. Am Beispiel von SAP R/3 und Navision Axapta werden
aber auch Wege fu¨r die Integration des EVCM–Konzeptes in eine bestehende
ERP/SCM-Landschaft aufgezeigt.
Die vorliegende Arbeit richtet sich vornehmlich an einen interessierten Le-
serkreis, der mit den Grundbegriffen der Wirtschaftsinformatik und der Be-
triebswirtschaftslehre, insbesondere der Produktionswirtschaft, vertraut ist.
Aus diesem Grund werden nur die Begriffe erla¨utert, die nicht unmittelbar
vorausgesetzt werden ko¨nnen bzw. die in der Literatur inhaltlich nicht ein-
deutig benutzt werden.
In der Abbildung 1.2 ist die logische Struktur der vorliegenden Arbeit illu-
striert. Zur besseren Orientierung beim Lesen dieser Arbeit wird eine Ver-
kleinerung dieser Abbildung auf den Marginalien der entsprechenden Seite
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”
Wir ertrinken in Informationen, aber wir hungern
nach Wissen.“
John Naisbitt
Unternehmen, die nicht nur auf die Zeichen der Zeit reagieren, sondern auch
die Zukunft antizipieren und damit agieren wollen, sehen sich mit einer Viel-
zahl von strategischen Entscheidungsalternativen konfrontiert. Berater, Or-
ganisatoren, Wissenschaftler, Fachleute und Verba¨nde u¨berha¨ufen die Un-
ternehmen mit Ratschla¨gen. So soll die Konzentration auf Kernkompetenzen
angestrebt, In- und Outsourcing betrieben, eine Gescha¨ftsprozessoptimierung
durchgefu¨hrt und kundenorientiert gearbeitet werden. Trotz der wechselhaf-
ten und z. T. modischen Trends existieren Konzepte, die u¨ber Jahrzehnte hin-
weg kontinuierlich verbessert wurden. Ein Beispiel dafu¨r ist die sta¨ndige Wei-
terentwicklung der EDV–gestu¨tzten Planungsmodelle im Unternehmen, die
aufgrund des rasanten Fortschritts der Rechentechnik eine immer komplexe-
re Struktur annahmen und weiterhin annehmen werden. Aus diesem Grunde
wird sich dieses Kapitel zuna¨chst mit der Evolution der ERP-Systeme ausein-
andersetzen. Sie stellen grundsa¨tzlich die informationstechnische Abbildung
der Knoten von Unternehmensnetzwerken dar. Auf diesen selbst oder auf ge-
nerierten Sichten u¨ber ERP-Systemen aufbauend etablieren sich Netzwerke
der Wertscho¨pfung.
Durch die zunehmende Globalisierung und die damit verbundene Erho¨hung
der Komplexita¨t der gescha¨ftlichen Beziehungen fa¨llt es Unternehmen im-
mer schwerer, sich im internationalen Wettbewerb zu behaupten. Eines der
gro¨ßten Indizien fu¨r die anstehenden Probleme im Unternehmen ist die sehr
hohe Break–Even–Schwelle, die in vielen Unternehmen anzutreffen ist. Ei-
ne Ursache dafu¨r, dass die spa¨ter na¨her spezifizierten Ziele im Unternehmen
nicht im Sinne einer niedrigen Break–Even–Schwelle gemeinsam erreicht wer-
den ko¨nnen, ist die Tatsache, dass viele Aufgaben durchgefu¨hrt werden, die
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nicht zur Kernkompetenz des Unternehmens geho¨ren. Folgen dieser Strategie
sind zum einen1 ein dauerhaft unternehmensgefa¨hrdender hoher Break-Even-
Point und zum anderen zu hohe Kosten sowie zu niedrige Qualita¨t fu¨r nicht
zur Kernkompetenz geho¨rende Leistungen aufgrund des fehlenden speziellen
Know–hows.
Ein Ziel des unternehmerischen Handelns sollte deshalb die Senkung der
Break-Even-Schwelle sein, was u. a. durch eine Neugestaltung der Organi-
sationsform mo¨glich wird. Ein solcher Zustand wird in einem Unternehmen
erreicht, in dem nur noch die Leistungen der Wertscho¨pfung ausgeu¨bt wer-
den, die das Unternehmen als Kernkompetenz kennzeichnet. Wassermann
beschreibt simplifizierend die Kernkompetenz wie folgt.
Kernkompetenz: Als Kernkompetenz wird jede Ta¨tigkeit bezeichnet, bei der
kein anderer Anbieter diese Leistung besser, schneller und kostengu¨nsti-
ger erbringen kann.2
In einem spa¨teren Abschnitt wird auf diese Definition zuru¨ck zu kommen sein.
In diesem Kapitel ist sie zuna¨chst ausreichend. Fu¨r Organisationsformen, in
den Kompetenzen unterschiedlicher Unternehmen kombiniert werden, wur-
de der Begriff Virtuelles Unternehmen gepra¨gt. Innerhalb dieser bilden sich
zwangsla¨ufig Unternehmensnetzwerke heraus. Im Bereich des Gu¨tererstel-
lungsprozesses fu¨hrt diese Organisation u. a. zu Supply Chain Netzwerken.
2.1 Die Evolution der Produktion
Vera¨nderungen in der Produktion vollziehen sich zum einen bedingt durch
technologische Weiterentwicklungen von Verfahren und Maschinen und zum
anderen durch o¨konomische Zwa¨nge. Auf diese Weise entstehen immer neue
Konzepte fu¨r die Aufbau- (z. B. Fabrikkonzepte) und Ablauforganisation
(z. B. Fertigungssteuerungsprinzipien) von Unternehmen. Abbildung 2.1 zeigt
2Vom MRP zum SCM
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diese Entwicklung fu¨r den Zeitraum von 1960 bis heute3.
In den letzten Jahren vollzog sich ein Wandel vom ungesa¨ttigten Verka¨ufer-
zu einem gesa¨ttigten Ka¨ufermarkt. Dieser Wandel begann bereits in den 60er
Jahren und bescha¨ftigte zuna¨chst nur den Bereich Marketing. Vorherrschend
bis zu diesem Zeitpunkt war eine Massenfertigung gleichartiger Produkte fu¨r
1Vergleiche dazu [Was99, S. 79].
2Siehe u. a. [Was99, S. 81].
3Siehe [Zah94, S. 244 ff.].











































































Abbildung 2.1: Entwicklung der Produktion
den anonymen Markt in wenigen Varianten. Kundenspezifische Wu¨nsche fan-
den geringe Beru¨cksichtigung. Massendegressionseffekte (economoy of scale)
auf der Basis eines hohen Grades an Spezialisierung definierten das domi-
nierende wirtschaftliche Ziel dieser Zeit.
Mit einer beginnenden Sa¨ttigung des Marktes erwachte der zusa¨tzliche
Wunsch des Kunden nach Qualita¨t der Ware. Eine allgemeine Qualita¨ts-
philosophie (fit to standard) setzte sich durch. Die Bereiche der Qualita¨tssi-
cherung und der Qualita¨tskontrolle etablierten sich in vielen Unternehmen.
Die dadurch zusa¨tzlich entstehenden Kosten mussten durch die fehlerfreie
Produktion kompensiert werden.
Eine steigende Qualita¨t brachte eine zunehmende Individualisierung der Kun-
denwu¨nsche mit sich. Die Kundenorientierung (economy of scope) nahm da-
mit an Bedeutung zu. Speziell in der Produktionswirtschaft sind die Auswir-
kungen dieses Wandels verscha¨rft in den letzten Jahren zu spu¨ren. Ergeb-
nis dieser Entwicklung waren vera¨nderte Wettbewerbsfaktoren, wie z. B. die
Forderung nach verku¨rzten Durchlaufzeiten und niedrigen Besta¨nden, hohe
Termintreue und Flexibilita¨t4. Gleichzeitig vergro¨ßerte sich der Varianten-
reichtum der hergestellten Produkte explosionsartig. Das Schlagwort jener
4Vgl. [Hab92, S. 36].
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Zeit war die flexible Produktion. Skalen- und Erfahrungskurveneffekte sowie
Flexibilita¨t lassen sich jedoch nicht ins Unermessliche steigern. Spa¨testens
seit den 90er Jahren des letzten Jahrhunderts begann die Produktionsge-
schwindigkeit (economy of speed) eine wichtige Rolle zu spielen. Es wurde
deutlich, dass das Prinzip des Taylorismus5 in seiner Anwendung nicht mehr
in der Lage war, die bestehenden Probleme der sich schnell vera¨ndernden
betrieblichen Praxis zu lo¨sen. Auch das soziale System in der Produktion







































Abbildung 2.2: Entwicklung des sozialen Systems in der Produktion
Ohne genauer auf die verschiedenen Stufen einzugehen, soll verdeutlicht wer-
den, dass auch die Bereiche Soziologie und Psychologie auf die Produktion
reflektieren. Insbesondere die steigenden Anspru¨che bei der Ausgestaltung
der Erwerbsta¨tigkeit trugen sehr zur Humanisierung des Arbeitslebens bei.
Am Ende der Zeitskala sind die Begriffe Kreativita¨t und Selbstorganisation
eingeordnet. Jene sind der Ausgangspunkt fu¨r die letzte Stufe der Abbildung
2.1. Dennoch sind keine Planungssysteme bekannt, die bei der Planung und
Optimierung des Wertscho¨pfungsprozesses diese bedeutsame Facette quanti-
tativ beru¨cksichtigen.
Die heutige Stufe der Produktion ist gepra¨gt durch Innovation und Lernfa¨hig-
keit. In immer ku¨rzeren Zyklen entstehen neue Produkte mit neuen Techno-
logien. Fu¨r große Unternehmen wird es zunehmend schwieriger, diese A¨nde-
5Darunter wird die Teilung der Arbeit in kleinste Einheiten verstanden, zu deren
Ausfu¨hrung keine oder geringe Denkvorga¨nge notwendig sind [Fre94, Sp. 3242].
6Vgl. [War94, S. 339].
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rungsgeschwindigkeit durch herko¨mmliche Organisationsstrukturen zu kon-
trollieren7. Mo¨glicherweise ist hierin ein Grund fu¨r die Tendenz zu neuen
Unternehmensformen oder Strategien zu finden.
Die na¨chste Stufe der Produktion8 wird als vernetzt bezeichnet. Die Anfa¨nge
dieser Etappe liegen bereits in der Entwicklung des Supply Chain Manage-
ments der letzten Dekade. Derzeitige und zuku¨nftige Lo¨sungsansa¨tze fu¨r das
unternehmensu¨bergreifende Abstimmen der Wertscho¨pfungskette und die zu
deren Umsetzung notwendigen Methoden und Technologien stellen die Kun-
denorientierung, die Adaptions- und Lernfa¨higkeit und die Vernetzung von
Unternehmen oder Unternehmensteilen in den Mittelpunkt der Konzepti-
on. Diese vera¨nderten Bedingungen erfordern eine neue Herangehensweise.
Herko¨mmliche PPS/ERP-Systeme genu¨gen allein nicht mehr den sich dar-
aus ergebenden Anforderungen9. Aus dieser Betrachtungsweise heraus ist es
verwunderlich, dass Umfragen innerhalb des Managements den wachsenden
Druck des Marktes auf die Produktionsstrukturen nicht reflektieren. Die fol-
gende Statistik (Abbildung 2.3) zeigt, dass die Kostensicht dominiert. An
letzter Stelle der als wichtig angesehen Kennziffern steht die Flexibilita¨t.
























Abbildung 2.3: Kennziffern des Produktionsmanagements
7Warnecke vergleicht ein schwerfa¨lliges Schlachtschiff mit einer Flottille.
8Hierbei sei darauf hingewiesen, dass die U¨berga¨nge zwischen den Stufen fließend sind.
Die Stufen selbst sind nicht eindeutig gegeneinander abgrenzbar.
9Siehe [Sim92, S. 10].
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Am Anfang stand also die tayloristische funktionsorientierte Aufgabentei-
lung, bei der einzelne Abteilungen der Betrachtungsbereich waren und Kun-
deninteressen fu¨r die Ausrichtung der Organisation eher uninteressant schie-
nen. Die na¨chste Stufe der Entwicklung, die heute hauptsa¨chlich in den
Unternehmen anzutreffen ist, war die Ausrichtung der Organisation an
Gescha¨ftsprozessen, bei der die Kundenorientierung stieg, aber auf das eige-
ne Unternehmen begrenzt war. In virtuellen Unternehmen gilt es, den Blick
nochmals zu erweitern. Betrachtet werden dabei alle Leistungen des Gu¨terer-















Abbildung 2.4: Organisationstrends der Gescha¨ftsprozesse10
In einem Netzwerk nehmen die Probleme in der Planung und Steuerung
ganz neue Dimensionen an, wodurch die Komplexita¨t der wechselseitigen
10In modifizierter Form u¨bernommen aus [Sch99a, Folie 3] und [Kel96, S. 98].
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Abha¨ngigkeiten zunimmt. Eine Voraussetzung fu¨r die Etablierung eines Netz-
werkes ist das Vorhandensein einer an den Informationsbedarf angepassten
Informationsinfrastruktur. Dabei kann die Betrachtung nicht beim ERP en-
den, sondern auch neuere Entwicklungen wie das Supply Chain Management
mu¨ssen bezu¨glich ihrer Tauglichkeit fu¨r Wertscho¨pfungsnetze analysiert wer-
den. In den folgenden beiden Abschnitten soll der Frage nachgegangen wer-
den, inwieweit die Nutzung des jeweiligen Konzeptes hilft, Potenziale zur
Minderung des Dilemmas der Produktionswirtschaft zu erschließen und da-
mit zu einer besseren Umsetzung der Unternehmensziele fu¨hrt. Doch begin-
nen soll die Betrachtung mit grundlegenden Begriffen, die in den folgenden
Abschnitten genutzt werden.
2.2 Planungskonzepte
Eine ganze Reihe von Begriffen, die zur Beschreibung von planungs- und
produktionstechnischen Sachverhalten Verwendung finden, werden von Ver-
tretern der Praxis und auch in der Literatur oft in einem unterschiedlichen
Sinne benutzt. Deshalb erscheint es an dieser Stelle sinnvoll, in Anlehnung
an Teich11 die fu¨r diese Arbeit gu¨ltige Bedeutung festzuschreiben.
2Vom MRP zum SCM
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2.2.1 Begriffe und Klassen von Planungskonzepten
Produktionsplanung: Wird unterstellt, dass das kurzfristige Produktions-
programm bereits festgelegt wurde, unterteilt sich die Produktionspla-
nung12 im Wesentlichen in die Bereiche Ablaufplanung (Losgro¨ßenbe-
stimmung, Arbeitsfolgeplanung, Termingrobplanung) und Bedarfspla-
nung (Personal-, Betriebsmittel- und Materialbedarfsplanung)13. Die
Ergebnisse der Produktionsplanung werden innerhalb der Fertigungs-
steuerung aufgegriffen, um im kurzfristigen Planungshorizont14 und auf
der untersten Ebene der Fertigung Entscheidungen fu¨r den jeweiligen
Arbeitszeitabschnitt ableiten zu ko¨nnen.
Fertigungssteuerung: Zur Definition des Begriffes soll zuna¨chst die Stellung
der Fertigungssteuerung im Rahmen der Gescha¨ftsprozesse eines Unter-
nehmens dargestellt werden. Interessant fu¨r diese Arbeit ist dabei nur
11Siehe [Tei98b, S. 5 ff.].
12Die Begriffe Produktion und Fertigung werden in der Literatur als auch in der Praxis
ha¨ufig synonym benutzt.
13Siehe [Sch92b, S. 637 ff.], [Gu¨94a, S. 276 ff.].
14In der Regel betra¨gt der kurzfristige Planungshorizont nicht mehr als zehn Arbeitstage.
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die Abgrenzung der Fertigungssteuerung innerhalb des Hauptprozes-
ses Auftragsbearbeitung. Die betriebswirtschaftliche Literatur ist be-
dauerlicherweise nur wenig geeignet, eine klare Abgrenzung der Ferti-
gungssteuerung von anderen Funktionen im Prozess der Auftragsbear-
beitung herauszuarbeiten. In Abbildung 2.5 wurde daher eine Darstel-
lung der zeitlichen Abfolge der Ta¨tigkeiten bei der Bearbeitung von
Kundenauftra¨gen gewa¨hlt, die der Realita¨t in vielen Unternehmen ent-
spricht. Wichtige Aufgaben (z. B. die Materialbedarfsplanung) wurden
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Abbildung 2.5: Hauptprozess der Auftragsbearbeitung
Die Auftragsfreigabe wird im Rahmen dieser Arbeit nicht als Teil der
Fertigungssteuerung betrachtet, obwohl manche Autoren eine andere
Auffassung vertreten15. Dafu¨r gibt es verschiedene Gru¨nde. Zum einen
wird die Freigabe von Fertigungsauftra¨gen in vielen Unternehmen von
einer anderen Stelle durchgefu¨hrt als der mit der Fertigungssteuerung
betrauten. Zum anderen kann die Freigabe durchaus als Anlage eines
15Vgl. [Wie87].
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Arbeitsvorrates vor der Fertigung betrachtet werden, der als Grundlage
der Feinterminierung dient.
A¨hnliches gilt fu¨r die Durchlaufterminierung, die in der Regel von PPS-
Systemen mit lediglich impliziter Beru¨cksichtigung der Kapazita¨ten16
durchgefu¨hrt wird und hauptsa¨chlich der Verifizierung eines mo¨glichen
Liefertermins dient. Die so errechneten Starttermine sind ebenso wie
die Liefertermine Eckdaten fu¨r die Fertigungssteuerung, zu deren Auf-
gabenbereich diese Berechnung nicht geza¨hlt werden kann17.
Unter dem Begriff Fertigungssteuerung sind alle Maßnahmen zur Be-
reitstellung der erforderlichen Gu¨ter (einschließlich Werkstattvorberei-
tung) sowie die Maßnahmen zur Lenkung der Fertigung (Terminsteue-
rung, Arbeitsverteilung, Fertigungsu¨berwachung) zu verstehen18. Syn-
onym werden in diesem Zusammenhang ha¨ufig die Begriffe Fertigungs-
vorbereitung und Produktionsplanung benutzt. In dieser Arbeit wird
der Begriff Fertigungssteuerung ausschließlich im Sinne von Feintermi-
nierung in Verbindung mit Reihenfolgeplanung verwendet.
Feinterminierung: 19 Auf der Basis der in der Produktionsplanung ermittel-
ten Ecktermine der einzelnen Auftra¨ge werden in der Feinterminierung
die endgu¨ltigen Beginn- und Endtermine der Arbeitsvorga¨nge an jedem
Arbeitsplatz ermittelt. Als Ergebnis liegt ein Maschinenbelegungsplan
vor, in welchem zeitlich detailliert die Betriebsmittelzuordnung fu¨r je-
den Arbeitsgang determiniert ist.
Reihenfolgeplanung: Reihenfolgeprobleme verfolgen das Ziel, die Elemente
einer endlichen Menge so zu ordnen, dass verschiedene Restriktio-
nen erfu¨llt werden und eine festgelegte Zielfunktion einen maximalen
bzw. minimalen Wert annimmt20. In der Feinterminierung geht dieser
Reihenfolgeplanung in der Regel eine Belegungsplanung voraus, die ei-
ne paarweise Relation zwischen den Elementen zweier Mengen (Menge
der Maschinen und Menge der Arbeitsvorga¨nge) herstellt. Deshalb wird
in der Produktionswirtschaft allgemein von einem Reihenfolgeproblem
16Zu den technologisch bedingten U¨bergangszeiten werden aus Erfahrungswerten gewon-
nene Zusatzzeiten addiert und in den entsprechenden Arbeitsgangdokumenten vermerkt.
17Eine explizite Beru¨cksichtigung von Kapazita¨ten, z. B. durch die Durchfu¨hrung einer
Retrograden Terminierung, wa¨re besser als die implizite Methode, die auf Erfahrungs-
werten fu¨r U¨bergangszeiten zwischen den Arbeitspla¨tzen basiert und zum so genannten
Durchlaufzeitsyndrom fu¨hrt.
18Siehe [Sch92b, S. 653 ff.].
19Dieser Begriff wird auch ha¨ufig als Feinplanung oder im wissenschaftlichen Kontext
als Scheduling bezeichnet. Vgl. [Gu¨94a, S. 225 ff.].
20Siehe u. a. [Ric88, S. 54].
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gesprochen, wenn die Elemente einer Menge in Bezug auf die Elemente
einer anderen Menge unter Beachtung von Restriktionen in eine zielori-
entierte Ordnung zu bringen sind21. Aus betriebswirtschaftlicher Sicht
erfa¨hrt das Reihenfolgeproblem insbesondere Beachtung als Ablaufpla-
nungsproblem22.
In der Praxis geht die Planung eines PPS-Systems in der Regel nicht
u¨ber die Festlegung der Ecktermine der Arbeitsvorga¨nge bei gleichzei-
tiger Betriebsmittelzuordnung hinaus. Vor jedem Betriebsmittel ent-
steht somit eine Warteschlange von Arbeitsvorga¨ngen, die der Arbeiter
aufgrund seiner Erfahrung mo¨glichst
”
optimal“, z. B. im Sinne der Mi-
nimierung der Zykluszeit, abarbeitet, ohne die geforderten Endtermine
zu gefa¨hrden.
Nach der Einfu¨hrung grundlegender Begriffe der Produktionswirtschaft soll
ein Schema aufgebaut werden, mit dem unterschiedliche Planungskonzepte
klassifiziert werden ko¨nnen. Die folgenden beiden Begriffsdefinitionen halten
fest, was im Weiteren als Planung und Planungskonzept verstanden werden
soll23.
Planung: Planung ist das gedankliche Durchdringen zuku¨nftiger Handlun-
gen, um das zielgerichtete Agieren des Unternehmens im Sinne der
Erreichung von Unternehmenszielen zu ermo¨glichen.24
Planungskonzept: Durch ein Planungskonzept wird der institutionelle Rah-
men und der Ablauf der Planung definiert.
In der vorliegenden Arbeit liegt der Fokus dabei u. a. auf den Mo¨glichkei-
ten, die die Informationstechnik in diesem Umfeld bietet. Der Prozess der
Planung la¨sst sich, wie in Abbildung 2.625 dargestellt, als betriebswirtschaft-
lichen Fu¨hrungsprozess verstehen.
21Vgl. [Con67, S. 1], [MM70, S. 1], [Reh79, S. 28].
22Siehe u. a. [Kra94, S.2]. Anstelle der Begriffe Reihenfolgeplanung und Ablaufplanung
werden in der Literatur auch die Begriffe Werkstattbelegungsplanung, Fertigungsablauf-
planung, Sequencing oder Maschinenbelegungsplanung benutzt. Vgl. z. B. [Reh79, S.29],
[Za¨82, S. 247 ff.], [Pau84, S. 9], [Zim92, S. 161 ff.]. In der vorliegenden Arbeit sollen die
Begriffe Maschinenbelegungsplanung und Reihenfolgeplanung synonym benutzt werden.
23Aus [Sch00e, S. 7 ff.] in teilweise u¨berarbeiteter Form u¨bernommen.
24Vgl. [Wie97, S. 20] und in modifizierter Form [Sel88, Sp. 2135]. Anmerken la¨sst sich,
dass das Gegenstu¨ck zur Planung die Improvisation ist.


























































































































Abbildung 2.6: Einordnung der Planung in den Fu¨hrungsprozess
Vor allem beim Planen in Netzwerken werden die Aspekte feed forward, feed
back, Alternativensuche und Bewertung eine besondere Bedeutung gegenu¨ber
traditionellen Planungskonzepten erlangen. Darauf wird in einem spa¨teren
Abschnitt, vor allem bei der Integration von Soft–facts in eine IT-gestu¨tzte
Planungsumgebung, einzugehen sein.
Konzepte, die nach einem solchen Vorgehen der Planung (Abbildung 2.6)
erstellt werden, lassen sich nach den Planungsobjekten, der Planungsorga-
nisation, den Planungsinstrumenten und sonstigen Merkmalen klassifizieren.
Eine U¨bersicht mo¨glicher Merkmale ist in Abbildung 2.726 enthalten.
Erstes Klassifizierungsmerkmal sind die Planungsobjekte. Bei diesen werden
Aussagen u¨ber die Planungsbestandteile bzw. den -gegenstand (Aktionspla-
nung oder Budgetierung)27, den Detailliertheitsgrad und den Zeithorizont
(strategisch, taktisch oder operativ)28 der Planung getroffen. Weiterhin ist
die inhaltliche Differenzierung von großer Bedeutung. Bei der horizontalen
Differenzierung wird auf einer Ebene, z. B. der Ebene eines Zeithorizonts, fu¨r
26Diese Aufstellung wurde in Anlehnung an [Ku¨95, S. 63] entwickelt.
27Vgl. im Weiteren [Men93, S. 820].
28U¨ber die Verwendung und Auslegung aller drei Zeithorizonte herrscht in der Literatur
Uneinigkeit. So verwenden [Pre97, S. 81] und [Bau96, S. 57] nur die strategischen und
operativen Planungshorizonte. [Wel92, S. 445] verwendet zusa¨tzlich auch den taktischen
Planungshorizont.
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Abbildung 2.7: Merkmale von Planungskonzepten
verschiedene Unternehmensbereiche und bei der vertikalen Differenzierung
auf verschiedenen Ebenen fu¨r einen Unternehmensbereich geplant. Die Pla-
nungsorganisation ist das na¨chste Klassifizierungsmerkmal. Konfiguriert wird
bei der Planung die Aufbauorganisation, die u. a. regelt, welche Stelleninha-
ber mit welchen Funktionen am Planungsprozess teilnehmen. Hierbei wird
eine Festlegung bzw. Gliederung der Planung vorgenommen.29 Grundformen
sind die Funktional-, Matrix- und Prozessorganisation. Bei einmaligen Auf-
gaben gehen diese Formen in eine Projektorganisation ein. Die Planung kann
dabei in zwei Varianten organisiert werden. Eine
zentrale Planung verursacht einen geringen Koordinationsbedarf, die Mani-
pulationsgefahr ist niedrig und die Zielkonformita¨t ist hoch. Wohinge-
gen eine
dezentrale Planung durch hohe Flexibilita¨t, hohen Informationsbedarf und
hohe Motivation gekennzeichnet ist.
Innerhalb der Aufbauorganisation gibt es weitere Kriterien, die festgelegt
werden mu¨ssen. Vor allem sind hierbei die Formen der Erzeugnis- (Stu¨ckli-
sten) und Aufgabenstrukturen (Arbeitspla¨ne) zu nennen30. Insgesamt wird
die Aufbauorganisation auch als Bestandspha¨nomen eines Unternehmens be-
zeichnet, das grundlegende Strukturen und den institutionellen Rahmen lang-
fristig schafft.
29Vgl. [Wie97, S. 16].
30Siehe hierzu [Tei98b, S. 14 ff.].
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Neben der Aufbauorganisation muss die Ablauforganisation definiert werden,
die festlegt, wie der Planungsprozess abla¨uft. In ihr wird die grundsa¨tzliche
Verfahrensweise bei normalen Gescha¨ftsvorfa¨llen geregelt, um ein einheitli-
ches Vorgehen zu gewa¨hrleisten31. Die Festlegungen erfolgen dabei in folgen-
den Bereichen:32
Konzeptionelle Festlegung: Eine Planung ist durch inkrementelles oder syn-
optisches Vorgehen gekennzeichnet, d. h., die Planung erfolgt durch
”
Probieren“ (inkrementell) oder durch rationales Handeln (synoptisch).
In Abha¨ngigkeit von der Anpassung an Vera¨nderungen der Umwelt
kann eine Planung starr oder flexibel sein. Zusa¨tzlich gibt es die
Mo¨glichkeit, die Planung dialektisch durchzufu¨hren, wobei Thesen, An-
tithesen und die daraus entstehende Synthese betrachtet werden.
Horizontale Koordination: Die Abstimmung verschiedener Unternehmen
oder Unternehmensbereiche innerhalb einer Planungsebene, bspw. eines
Zeithorizonts, erfolgt entweder simultan oder sukzessiv. Diese Art der
Planung steht fu¨r Produktionsnetze im Mittelpunkt des Interesses. Die
Unternehmen befinden sich zwar auf unterschiedlichen Stufen inner-
halb der Wertscho¨pfung33, dennoch gibt es keine vertikalen Weisungs-
oder Abha¨ngigkeitsverha¨ltnisse. Dieser Aspekt wird zu einer wichtigen
Voraussetzung fu¨r das Betreibermodell des Extended Value Chain Ma-
nagements.
Vertikale Koordination: Die Koordination der zeitlichen Planungsebenen
strategisch, taktisch und operativ ermo¨glicht ebenfalls die simultane
oder sukzessive Planung. Bei der Abstimmung aller Hierarchieebenen
kann top–down-, bottom–up- oder im Gegenstrom–Verfahren vorgegan-
gen werden.34
Zeitliche Koordination: Bei der Planung kann aus Komplexita¨tsgru¨nden die
Zerlegung einzelner Planungsebenen in bestimmte Zeiteinheiten (Mo-
nate, Jahre usw.) sinnvoll sein. In diesem Zusammenhang muss defi-
niert werden, wie die Planung zeitlich fortzufu¨hren ist. Dabei gibt es
als Mo¨glichkeiten die Anschlussplanung, rollende, rollierende oder re-
volvierende Planung35.
31Vgl. [Wie97, S. 16].
32Zu den Begriffen siehe u. a. [Bau96, S. 67] und [Mar74, S. 1032]. Weiterhin ist anzu-
merken, dass die U¨bersicht nicht disjunkt ist, weshalb die Begriffe simultan und sukzessiv
mehrfach verwendet werden, deren Inhalt aber im jeweiligen Kontext anders zu interpre-
tieren ist.
33Entsprechend einer Stu¨ckliste, die nach Fertigungsstufen gegliedert ist.
34Folgende Synonyme existieren fu¨r diese Begriffe: top–down = retrograd, bottom–up
= progressiv und Gegenstrom = zirkula¨r bzw. down–up.
35Zur Abgrenzung der Begriffe siehe [Bau96, S. 67].
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Zusa¨tzlich ko¨nnen die unterschiedlichen Zeiteinheiten untereinander
sukzessiv oder simultan betrachtet werden. In Abha¨ngigkeit von der
Regelma¨ßigkeit und Ha¨ufigkeit einer Planung erfolgt sie periodisch oder
aperiodisch.
Das dritte Klassifizierungsmerkmal sind die Planungsinstrumente. Gema¨ß der
Prozesse innerhalb der Planung existieren eine Reihe verschiedener Metho-
den und Modelle. Nachfolgend werden exemplarisch einige Instrumente der
strategischen Planung aufgeza¨hlt und den einzelnen Ebenen der strategischen
Planung zugeordnet36:
• Zielbildung: Nutzwertanalyse, Erfahrungskurvenkonzept,
• Problemanalyse: Lebenszyklusanalyse,
• Alternativensuche: Kreativita¨tstechniken, Target Costing,
• Prognose: Erfahrungskurvenkonzept, Delphi-Methode und
• Bewertung und Entscheidung: Szenario-Technik.
Das letzte Klassifizierungmerkmal kann unter dem Punkt Sonstiges sub-
sumiert werden. Planungskonzepte lassen sich durch die formalen (Stan-
dardisierung, Dokumentation) und methodischen (Vorgehensweise, EDV–
Unterstu¨tzung, Modelle) Eigenschaften einordnen. Im Mittelpunkt dieser Ar-
beit soll eine Kombination zweier Merkmale stehen. Das sind zum einen
aus dem Bereich der Ablauforganisation die Simultan- und Sukzessivpla-
nung und zum anderen aus dem Bereich der sonstigen Merkmale die EDV–
Unterstu¨tzung der Planung.
Sukzessivplanung Die Sukzessivplanung bedeutet, dass im ersten Schritt eine
Orientierung am Engpass stattfindet, und dass die Ergebnisse dieser er-
sten Berechnung fu¨r die nachgelagerten Ebenen als Datum fungieren37.
Simultanplanung Bei der Simultanplanung werden wechselseitige Abha¨ngig-
keiten gleichzeitig gelo¨st, d. h., Interdependenzen werden in einem
Schritt beru¨cksichtigt38.
In Abbildung 2.8 werden beide Planungsmo¨glichkeiten illustriert.
36Die strategische Planung einschließlich der einzelnen Ebenen wird umfangreich in
[Go¨99, S. 50 ff.] dargestellt.
37Siehe [Sel88, Sp. 1832].










Abbildung 2.8: Sukzessiv- und Simultanplanung am Beispiel der betriebli-
chen Grundressourcen39
Abschließend soll kurz erwa¨hnt werden, welche klassischen Probleme in der
Produktionswirtschaft existieren, die den Einsatz von simultanen oder suk-
zessiven EDV–gestu¨tzten Planungskonzepten notwendig machen.
2.2.2 Probleme in der Produktionswirtschaft
Nach der Darstellung der grundlegenden Konzepte fu¨r die Lo¨sung von Pla-
nungsproblemen steht die Frage nach den zuna¨chst innerhalb der Fertigungs-
steuerung eines Unternehmens zu lo¨senden Problemen. Es existieren folgende
vier grundlegenden Ziele, deren Wechselwirkung als Dilemma der Produkti-
onswirtschaft40 bekannt sind:
Hohe Termintreue und Lieferbereitschaft: Zur kurzfristigen Reaktion auf die
Bedarfsdynamik ist die Vera¨nderung von vorhandenen Auftra¨gen oder
die Einsteuerung neuer Auftra¨ge erforderlich. Dabei ist die Bereitstel-
lung zusa¨tzlicher Kapazita¨tsangebote oder zeitwirtschaftlicher Reser-
ven notwendig. Ist der verfu¨gbare Reaktionszeitraum kleiner als der
technologische Durchlaufzeitraum, so ist innerhalb ku¨nftiger Planungs-
zeitra¨ume mit Bestandsaufbau der Erzeugnisse zu planen. Innerhalb
vonWertscho¨pfungsnetzen werden diese Ziele um die Facette der Trans-
parenz in der Lieferkette erweitert. Es wird festzustellen sein, dass ins-
besondere in diesem Punkt klassische Systeme keine Lo¨sungskonzepte
bieten.
39Abbildung entnommen aus [Str99b, S. 261].
40Vgl. [Wie90, S. 408].
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Vermeidung von Lagerbesta¨nden: Durch die Minimierung der Lagerbesta¨nde
ko¨nnen zusa¨tzliche Kosten durch die Kapitalbindung vermieden wer-
den. Allerdings kann ein Industrieunternehmen nur mit geringer Flexi-
bilita¨t auf die Bedarfsdynamik des Marktes und auf kurzfristige A¨nde-
rungen der Planungssituation reagieren. Damit verringern sich die Ter-
mintreue und Lieferbereitschaft.
Hohe Kapazita¨tsauslastung: Die verfu¨gbaren, aber zeitweilig nicht genutzten
Arbeitspla¨tze verursachen u¨berwiegend hohe Fixkosten. Kann ein Un-
ternehmen mit hohen Auftragslosen produzieren, verringern sich die
stu¨ckbezogenen Fixkosten und somit ihr Anteil an den Gesamtko-
sten. Die Maximierung der Kapazita¨tsauslastung kann durch die Pla-
nung von hohen Auftragsmengen erreicht werden. Diese Vorgehensweise
erho¨ht jedoch den Lagerbestand und die technologische Durchlaufzeit.
Kurze Durchlaufzeiten und Wiederbeschaffungszeiten: Ein Ergebnis kurzer
Durchlaufzeiten ist die Minimierung der Lagerbesta¨nde und damit der
Fertigungskosten. Andererseits kann die Minimierung der technologi-
schen Durchlaufzeit nur erreicht werden, wenn hohe Termintreue und
interne Lieferbereitschaft sichergestellt werden.
Es ist offensichtlich, dass die Realisierung eines dieser Ziele sofort zur Ver-
nachla¨ssigung der anderen Ziele fu¨hrt. Die vier Grundziele sind somit kon-
flikta¨r. Dieser Zustand wird deshalb als Dilemma der Produktionswirtschaft
bezeichnet. Die Ziele der Produktionswirtschaft sind Bestandteile der Ziel-
hierarchie des Unternehmens und sind in diesem Kontext als Bereichsziele zu
bezeichnen. Dabei darf aber die funktionale Trennung in Bereichsziele nicht
u¨berbewertet werden, da bereichsu¨bergreifende Interdependenzen existieren.
So beeinflussen alle Unternehmensbereiche die Planungssituation. Wenn der
Vertrieb bspw. einen Auftrag annimmt, obwohl die Kapazita¨ten bereits voll
ausgelastet sind, dann kann er genauso fu¨r die hohen Terminu¨berschreitun-
gen verantwortlich sein wie der Produktionsbereich oder der Einkauf.
Neben diesen klassischen Zielen, die in Abbildung 2.9 dargestellt sind, spie-
len folgende Herausforderungen im Bereich der Produktionswirtschaft eine
immer gro¨ßere Rolle:41
• ein zunehmend volatiler werdender Gescha¨ftsverlauf der Unternehmen
fu¨hrt zu einer sinkenden Planungssicherheit und
• die Informationsbeschaffung nimmt stetig zu, um bspw. eine hohe Aus-
kunftsbereitschaft sicherstellen zu ko¨nnen,
























































































































Abbildung 2.9: Dilemma und Ziele in der Produktionswirtschaft42
• die Vernetzungsfa¨higkeit innerhalb des Unternehmens und zwischen den
Unternehmen nimmt sta¨ndig zu und damit auch die Abha¨ngigkeit und
Sto¨ranfa¨lligkeit,
• eine hohe Adaptionsfa¨higkeit ist no¨tig, um die steigende Komplexita¨t
in allen Unternehmensbereichen, die u. a. aus der Globalisierung resul-
tiert, zu kontrollieren,
• die rentable Fertigung mit Losgro¨ßen im einstelligen Bereich bei wach-
sender Variantenzahl und steigenden Ru¨stzeiten stellt eine der gro¨ßten
Herausforderungen dar und
• durch lange Planungs- und Entwicklungszyklen, einem schrumpfendem
Marktzyklus und steigenden Vorbereitungskosten stellt sich immer mehr
die Frage der korrekten strategischen Einscha¨tzung von Gescha¨ftsfel-
dern.43
In den folgenden Abschnitten soll u. a. untersucht werden, welche Mo¨glich-
keiten die EDV–gestu¨tzten Planungskonzepte zur Lo¨sung dieses Dilemmas
und im Hinblick auf die neuen Herausforderungen bieten.
42Abbildung entnommen aus [Wie99, S. 208].
43Der Effekt, der dabei eintritt, wird auch als Zeitfalle bezeichnet. Ein Unternehmen,
das sich in dieser Situation befindet, wird mit dem ”Magischen Dreieck“ konfrontiert
[Pfe94, S. 278 f.]. Entscheidungsalternativen ko¨nnen bspw. das Verfolgen einer First– oder
Follower–Strategie sein [Pfe94, S. 282 f.].
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2.3 MRP-Konzepte
Die klassischen Planungs- und Steuerungssysteme, die in der Praxis zum
Einsatz kommen, besitzen in der Regel den gleichen strukturellen Aufbau44.
Es erfolgt eine Sukzessivplanung nach hierarchischen Planungsstufen, welche
sich in der Regel in die drei Ebenen45 Produktionsprogrammplanung, Bereit-
stellungsplanung und Prozess- bzw. Ablaufplanung gliedern. Die Ressourcen
werden mit zunehmenden Detaillierungsgrad und abnehmenden Planungsho-
2Vom MRP zum SCM
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rizont von u¨bergeordneten zu untergeordneten Stufen verplant.
Diese traditionelle Vorgehensweise in der PPS fand ihren Ursprung in den
fu¨nfziger Jahren und beinhaltete den Wandel von der verbrauchs- zur be-
darfsorientierten Materialdisposition. Sie erhielt die Bezeichnung MRP fu¨r
Material Requirements Planning. Darunter wird im Allgemeinen46 ein ma-
terialwirtschaftliches Planungsinstrument zur Stu¨cklistenauflo¨sung verstan-
den47, welches eine Teilkomponente eines PPS-Systems ohne Ru¨ckkopplung
zu ho¨heren Planungsebenen darstellt.
Mitte der sechziger Jahre entstand das MRP I-Konzept, welches erstmals
auch die Produktionskapazita¨ten betrachtete und in die Planung einbezog.
Wird die Planung zu einer Rahmenplanung erweitert, die alle fu¨r die Ferti-
gung relevanten Ressourcen einbezieht48 oder gar daru¨ber hinausgeht, so wird
von einem MRP II-System gesprochen, wobei dieses MRP fu¨r Manufacturing
Resources Planning49 steht.
Das in den achtziger Jahren entwickelte Konzept geht auf Oliver Wight
zuru¨ck und bettet die Planungs- und Steuerungsproblematik in den Zusam-
menhang der Logistikkette ein. Im Vergleich zu MRP wird im MRP II von
einer integrierten Betrachtungsweise der verschiedenen Planungsstufen aus-
gegangen, wobei der Informationsfluss in beide Richtungen gezielt gesteu-
ert wird. Diese Konzeption folgt damit den Tatbesta¨nden, wie sie auch in
Deutschland seit vielen Jahren vertreten werden50. Oliver Wight sah den Be-
44Vgl. [Bus87, S. 49] sowie [Tei98b, S. 27 ff.] und [Sch00e, S. 15 ff.] als teilweise u¨berar-
beitete Grundlage fu¨r diesen Abschnitt.
45Siehe u. a. [Gut83], [Gu¨94b, S. 894 ff.], [Sch95a, S. 522], [Swi89, S. 3 f.], [Dom93, S. 8],
[Geo95, S. 54].
46Abweichende Auffassungen za¨hlen auch den Kapazita¨tsausgleich hinzu [Obe91, S. 47]
oder unterscheiden gar nicht zwischen MRP und MRP II [Hil92, S. 104 ff.]. Es gibt auch
Autoren, die auf eine klare Beschreibung oder ganz auf diese Begriffe verzichten.
47Siehe [Kis90, S. 219].
48Siehe [Hil92, S. 105].
49Die Abku¨rzung steht in der Literatur ha¨ufig auch fu¨rManagement Resources Planning,
ohne den inhaltlichen Unterschied hervorzuheben (z. B. [Za¨94, S. 733]).
50Siehe u. a. [Sch83, S. 138 ff.].
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griff des MRP II–Konzeptes als:
”
MRP II is not a new ’theory’ on industrial behavior; it is all fact. MRP II
is what’s happening today in a number of companies.“51
Das MRP II–Konzept ist nicht aus der Theorie heraus entstanden, sondern
durch Anforderungen und Realisierungen der Praxis. Gerade diese Tatsache
zeigt, dass die EDV–gestu¨tzten Planungskonzepte, die vorher verwendet wur-
den, fu¨r die ta¨gliche Arbeit nicht ausreichten. Was waren das fu¨r Konzepte,
die vor der Nutzung des MRP II–Konzeptes eingesetzt wurden und deren
Leistungsfa¨higkeit zu gering war?
”
Material requirement planning evolved into the closed loop MRP sys-
tem which then evolved into manufacturing resource planning. Technically,
MRP II includes the financial planning as well as planning in units; it also
includes a simulation capability. From a management point of view, MRP II
means that the tools are being used for planning the activities of all functions
of a manufacturing company.“52
In der Evolution zum MRP II–Konzept waren die vier wichtigsten Schritte:53
1. a Better Ordering Method – Stock control software,
2. Priority Planning – MRP,
3. Closed Loop MRP und
4. Manufacturing Resource Planning – MRP II.
Jede dieser Entwicklungsstufen beinhaltet die Ansa¨tze der vorgelagerten Me-
thoden. Aus diesem Grund soll nur auf das Closed Loop MRP und das Er-
gebnis der Evolution – das MRP II–Konzept – eingegangen werden.
2.3.1 Closed Loop MRP
Ausgangspunkt der Erweiterung des urspru¨nglichen Konzeptes der Material-
bedarfsplanung (MRP), das von Orlicki54 entwickelt und definiert wurde, war
die Betrachtung unterschiedlicher Fristen, wie sie in Abbildung 2.10 darge-
stellt sind. Diese drei Fristen unterscheiden sich im Planungsvorlauf und Pla-
51MRP II bedeutet Manufacturing Resource Planning. Siehe hierzu die urspru¨ngliche
Quelle von Wight [Wig84a, S. XV].
52Siehe [Wig84a, S. 449].
53Vgl. [Wig84a, S. 43].
54Die Beschreibung des urspru¨nglichen Ansatzes der Materialbedarfsplanung ist in
[Orl75] zu finden.
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Planungsobjekte in den einzelnen Fristen
Abbildung 2.10: Fristen als Basis der Entwicklung des Closed Loop MRP
nungszeitraum, wobei die Aufteilung in jedem Unternehmen unterschiedlich
vorgenommen wird. Aus der Betrachtung unterschiedlicher Fristen entstan-
den die zusa¨tzlichen Planungsebenen Absatz- und Produktionsplanung (SOP)
in der langen Frist und die Programmplanung (MPS) in der mittleren Frist.
Die MRP wurde somit um eine mittel- und langfristige Betrachtung erwei-
tert. Motivation fu¨r die Ausdehnung des Planungshorizontes war die dadurch
erzielte bessere Steuerbarkeit des Unternehmens im Sinne eines Agierens und
weniger eines Reagierens. Die Ebenen stehen in sta¨ndiger Wechselbeziehung
zueinander. Informationen werden sowohl top–down als auch bottom–up aus-
getauscht, es entstanden Regelkreise. Das gesamte erweiterte Konzept wird
deshalb als Closed Loop MRP bezeichnet. In der Abbildung 2.1155 wird ver-
anschaulicht, welche Ebenen unterschieden werden und wie sie interagieren.
Weiterhin entwickelte sich eine
”
neue“ Engpassressource – die Kapazita¨t.
Konnten mit der Einfu¨hrung der MRP die Besta¨nde dramatisch verringert
werden und damit implizit die Kosten gesenkt werden, so ru¨ckte jetzt die Ka-
pazita¨t als Ansatzpunkt fu¨r Rationalisierungspotenziale in den Mittelpunkt.
Unter Closed Loop MRP versteht Oliver Wight:
”
A term used to describe a
system built around material requirements planning that also includes sales
& operations planning, master scheduling, capacity planning, means for exe-
cuting the capacity plans such as the input/output report for monitoring it,
means for executing the material plans such as the dispatch list and the ven-
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Abbildung 2.11: Schema des Closed Loop MRP
dor schedules. Implicit in the concept of a closed loop system is the feedback
from the vendors and the shop floor using the input/output report and the
anticipated delay report.“57
Die Planung in der langen Frist erfolgt in der Absatz- und Produktionspla-
nung. Die Planung in dieser Planungsebene basiert auf der Betrachtung von
Produktgruppen.58 Der Grund fu¨r dieses Vorgehen ist der Zeitraum, der in der
SOP betrachtet wird. Da dieser Zeitraum mehrere Jahre umfassen kann, ist
es sinnvoll, die einzelnen Produkte aggregiert zu planen. Dadurch kommt es
zu einer Gla¨ttung, die bei den Unsicherheiten der Planung der Absatzzahlen
fu¨r ein einzelnes Produkt u¨ber mehrere Jahre hinweg zu verla¨sslicheren Zah-
len fu¨hrt. Auf einer ho¨heren Aggregationsebene ist die Qualita¨t der Planung
besser, da es innerhalb von Produktgruppen Ausgleichseffekte gibt. Weiter-
hin lassen sich die Absatzchancen fu¨r Produktgruppen einfacher ermitteln.
57Siehe [Wig84a, S. 442].
58Im Original von [Wig84a] wird die SOP ausschließlich auf Enderzeugnisebene durch-
gefu¨hrt. In [Za¨p96, S. 117] wird aber der Sinn der Planung auf Produktgruppenebene
erkla¨rt.
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In der SOP werden im ersten Schritt die Absatzzahlen geplant. Diese Ab-
satzplanung kann bspw. durch eine Prognose erfolgen. Basierend auf dem ge-
planten Absatz werden die dafu¨r notwendigen Produktionszahlen ermittelt.
Aus diesen langfristigen Planzahlen ko¨nnen la¨ngerfristige Kapazita¨tsengpa¨sse
abgeleitet werden. Damit bleibt genug Zeit fu¨r das Durchfu¨hren geeigneter
Maßnahmen zur Gla¨ttung von Kapazita¨tsangebot und -nachfrage.
Aus der SOP werden die Zahlen an die Programmplanung weitergegeben.
In der Programmplanung (MPS) werden die einzelnen Erzeugnisse geplant,
was durch die Auflo¨sung der Produktgruppenplanung in eine Produktpla-
nung erfolgt. Die Prima¨rbedarfe der Programmplanung sind die Basis fu¨r die
Materialbedarfsplanung.
In der MRP entstehen Beschaffungsauftra¨ge fu¨r den Einkauf oder direkt fu¨r
die Fertigung. Wa¨hrend fu¨r die Fremdbeschaffung u¨ber Bestellungen aus-
schließlich Termine ermittelt werden, erfolgt fu¨r die Eigenbeschaffung u¨ber
Fertigungsauftra¨ge zusa¨tzlich die Berechnung der Kapazita¨tsbedarfe. Diese
sind die Basis fu¨r die Kapazita¨tsplanung. Ist die Fertigung realisierbar, wird
die Planung umgesetzt, d. h., die Bestellungen werden an die Lieferanten
u¨bermittelt und die Fertigung wird durchgefu¨hrt. Ist die Fertigung aufgrund
einer erho¨hten Ressourcenbelastung nicht durchfu¨hrbar, werden die Ferti-
gungsauftra¨ge in einem sukzessiven Prozess solange verschoben, bis die Fer-
tigung realisierbar ist. Große Kapazita¨tsprobleme werden durch einen la¨nger-
fristigen Kapazita¨tsabgleich in der SOP weitestgehend vermieden. Nach dem
Eingang der Bestellungen und dem Durchfu¨hren der Fertigung erfolgt u¨ber
den Informationsaustausch von
”
unten“ an die u¨bergeordneten Planungsebe-
nen die Validierung der Planungsbasis. Das bedeutet die Beru¨cksichtigung der
A¨nderungen der Lieferzeiten, der Preise usw. in der zuku¨nftigen Planung.
Abschließend la¨sst sich zusammenfassen, dass die Kapazita¨tsplanung im Clo-
sed Loop MRP erstmals eine U¨berpru¨fung der Planung auf Realisierbarkeit
ermo¨glicht. Zusa¨tzlich fu¨hrte der Einsatz von Regelkreisen zu einer perma-
nenten Verfeinerung und Validierung der zuku¨nftigen Planung. Ein Neben-
effekt war, dass die Flexibilita¨t der Planung im Bereich der Fertigung erho¨ht
wurde – eine erste wichtige Voraussetzung dieses Konzeptes zur spa¨teren
Planung in Netzwerken.
2.3.2 MRP II–Konzept
Mit dem Closed Loop MRP erreichte die Evolution der Planungssysteme in
der Produktion ein sehr hohes Niveau. Auch in anderen Teilen eines Un-
ternehmens entwickelten sich die Planungssysteme sta¨ndig weiter. Aber all
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diese Systeme erfu¨llten nur Planungsfunktionen innerhalb der einzelnen Ab-
teilungen. Das ist auch nicht verwunderlich, da das Organisationsprinzip wie
bereits erwa¨hnt stark tayloristisch orientiert war. Jede Abteilung hatte eine
bestimmte Funktion zu erfu¨llen. Dabei war es weit verbreitet, das Tun ande-
rer Abteilungen als uninteressant, nicht selten sogar als feindlich zu bewerten.
Dieses Defizit beseitigt das MRP II–Konzept. Es bildet einen konzeptionellen
Rahmen um alle Planungssysteme in einem Unternehmen und betrachtet alle
Abla¨ufe ganzheitlich. Das MRP II–Konzept im Ganzen wurde erstmalig als
Buchform im Jahre 198459 vorgestellt.
Der entscheidende Schritt vom Closed Loop MRP hin zum MRP II–Konzept
war die Vereinigung von mengenbezogenen und wertbezogenen Planungssy-
stemen. Das betrifft hauptsa¨chlich die Produktionsplanung und -steuerung
und das Rechnungswesen. Vor der Zusammenfu¨hrung beider Planungssyste-
me arbeiteten sie separat mit den gleichen Planungsobjekten nur mit dem
Unterschied, dass unterschiedliche Dimensionen geplant wurden. Mit der In-
tegration beider Planungssysteme fu¨hren A¨nderungen in der Planung des
einen Systems unmittelbar zu A¨nderungen der Planungssituation des anderen
Systems. Am Ende dieses Integrationsprozesses ist MRP II:
”
a system that
includes manufacturing, finance, marketing, engineering, purchasing, distri-
bution – and certainly changes a lot of things for the data processing people.“
Das MRP II–Konzept la¨sst sich wie folgt charakterisieren:
1. Das Produktionsplanungs- und -steuerungssystem und das Finanzsy-
stem werden als ein System betrachtet. Sie nutzen dieselben Trans-
aktionen und dieselben Zahlen. Die finanzwirtschaftlichen Zahlen sind
nur eine Erweiterung der Zahlen des PPS–Systems.
2. Ein gutes System stellt grundsa¨tzlich eine Simulation der Realita¨t dar.
Es kann dazu genutzt werden, die Ergebnisse bestimmter Entscheidun-
gen zu simulieren.
3. Es ist ein unternehmensweites System, das alle Facetten des Gescha¨ftes
umfasst.60
Technisch gesehen unterscheidet sich das MRP II–Konzept kaum vom Closed
Loop MRP wie auch in der Abbildung 2.12 erkennbar ist. Die Erweiterun-
gen beinhalten die Betrachtung der Finanzwirtschaft und die Einbeziehung
der Simulationskomponente. Die entscheidende A¨nderung, die zu einer neuen
59Das ist das Erscheinungsjahr der ersten Auflage von [Wig84b].
60Vgl. [Wig84a, S. 53].













Abbildung 2.12: Erweiterung des Closed Loop MRP zum
MRP II–Konzept61
Qualita¨t der Planung fu¨hrt, ist die ganzheitliche Betrachtung des Unterneh-
mens. Diese kann aber nur mit einer Vera¨nderung der Organisationsstruktu-
ren des Unternehmens einhergehen. Denn bei einer ganzheitlichen Planung
muss sich eine Abteilung fu¨r die Belange der anderen Abteilung interessieren.
Die Planungssituation im Unternehmen verbessert sich durch die integrierte
Betrachtung des Unternehmens erheblich. Die Planung ist durchga¨ngig und
unternehmensweit konsistent. Redundanzen innerhalb der Planung ko¨nnen
vermieden werden.
2.3.3 Kritik am Schrifttum
Im Schrifttum werden die Begriffe MRP und MRP II sehr unterschiedlich de-
finiert, was aufgrund der Originalliteratur sehr verwunderlich ist. Eine sehr
enge Definition verwenden Kistner und Steven, die in MRP ein
”
materialwirt-
schaftliches Planungsinstrument zur Stu¨cklistenauflo¨sung“ sehen.62 Fu¨r Zim-
61Vgl. [Wig84a, S. 54].
62Siehe [Kis93, S. 219].
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mermann dient MRP zur
”
reinen Materialdisposition“.63 Beide Definitionen
beschreiben das MRP als einzelne Planungsebene. Obermeier erweitert die
Funktionen dieser Planungsebene um den Kapazita¨tsabgleich.64 Einen noch
gro¨ßeren funktionalen Umfang versteht Hildebrand unter MRP. Fu¨r ihn ist
MRP mit dem funktionellen Umfang eines PPS–Systems gleichzusetzen.65
In Vahlens Logistiklexikon werden die MRP–Konzepte ebenfalls als Basis fu¨r
die meisten in der Praxis verwendeten PPS–Systeme betrachtet.66 Beide Au-
toren meinen mit
”
ihrem“ MRP das Closed Loop MRP, denn im Sinne von
Oliver Wight entha¨lt ein PPS–System einige bzw. alle Planungsebenen des
Closed Loop MRP.
Die meisten Autoren nehmen eine Trennung zwischen MRP und MRP II vor.
Das MRP II wird als Ru¨ckkopplungssystem zwischen Materialdisposition und
Kapazita¨tsplanung verstanden, in dem auch Ru¨ckkopplungen aus der Werk-
stattsteuerung bis hin zur Produktionsprogrammplanung mo¨glich sind.67 Ei-
nige Autoren gehen hier etwas weiter und verstehen unter MRP II die
”
ge-
samte logistische Kette vom Vertrieb bis zur Beschaffung“.68 Als vollsta¨ndige





Manufacturing Resource Planning“70. In eini-
gen Literaturquellen werden die Begriffe MRP, MRP I und MRP II verwen-
det, aber unterschiedlich definiert. Zum einen wird MRP II als stufenweises
PPS–System und MRP I als Materialbedarfs- und Bestellplanung definiert,
wobei MRP II eine Weiterentwicklung des MRP I ist.71 Unter dem MRP II–
Konzept wird in den meisten Quellen ein Planungssystem fu¨r die Produktion
verstanden, was dieses Konzept aber zu eng charakterisiert.
Die Darstellungen vonMuch72 und Teich73 kommen demMRP II–Konzept im
Sinne von Wight am na¨chsten. Aus dem Text ist erkennbar, dass mit MRP I
das Closed Loop MRP gemeint ist, und dass das Management Resources
Planning die Einbeziehung anderer Planungssysteme des Unternehmens be-
schreibt. Die Struktur der Planung ist ebenfalls a¨quivalent zur Darstellung
des MRP II–Konzeptes im Sinne von Wight. In den weiteren Ausfu¨hrungen
63Siehe [Zim89, S. 182].
64Vgl. [Obe91, S. 47].
65Vgl. [Mer93].
66Vgl. [Blo97, S. 732].
67Vgl. hierzu [Sch88, S. 275] und [Cor92, S. 438].
68Siehe [Hei89, S. 112].
69Siehe [Sch95a, S. 522].
70Siehe [Blo97, S. 732].
71Vgl. [Blo97, S. 733].
72Siehe [Muc95, S. 175].
73Siehe [Tei98b, S. 27 ff.].
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wird MRP I synonym fu¨r Closed Loop MRP verwendet. In Abbildung 2.13























Abbildung 2.13: Unterschiedliche Begriffe fu¨r das gleiche Konzept
Das von Mertens vorgestellte Konzept der
”
Integrierten Informationsverar-
beitung“74 ist vom Ansatz her dem MRP II–Konzept ebenfalls sehr a¨hnlich.
Es ist erkennbar, dass es eine Reihe von unterschiedlichen Definitionen fu¨r
MRP–Konzepte gibt. Ursache dieser Definitionsprobleme ko¨nnte die nicht
eindeutige Verwendung der Begriffe in der Prima¨rliteratur sein:
”
In normal conversation, we speak of New York without defining whether we
are referring to Manhattan, the greater New York City area, or New York
State. The context of the conversation usually conveys the meaning clearly.
So the term ’MRP’ will be used without defining whether it is Material Re-
quirements Planning, Closed Loop MRP, or MRP II; unless that is required
to clarify the meaning of the text.“75
74Vgl. dazu [Mer93].
75Siehe [Wig84a, S. XVII].
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2.3.4 Lo¨sungsansa¨tze durch das MRP II–Konzept
Im MRP II–Konzept ist dato das wichtigste Werkzeug zur Lo¨sung des Di-
lemmas der Produktionswirtschaft die Simulation. Eine Simulation wird an-
gewendet, wenn die Lo¨sung eines exakten mathematischen Modells einen un-
verha¨ltnisma¨ßig hohen Rechenaufwand verursacht.76 Andere Methoden wer-
den im MRP II–Konzept nicht erwa¨hnt. Wight schreibt sogar u¨ber die
”
au-
tomatic creation of some computer decision rules“:
”
Some theoreticians have suggested that the sales forecast, ... etc., could be
fed in a computer algorithm that would create an ’optimized’ master schedule
automatically. ... There is no way to delegate anything this important to a
computer.“77
In diesem Fall bezieht er sich ausschließlich auf die Programmplanung. Die-
se Quelle zeigt aber die grundlegende Einstellung von Wight zur Optimie-
rung. In keiner Ebene des MRP II–Konzeptes werden durch ihn Mo¨glich-
keiten der computerbasierten, automatischen Generierung von Vorschla¨gen
beschrieben. Damit wird klar, dass dieses Konzept ungeeignet als Baustein
einer wertscho¨pfungsu¨bergreifenden Planung ist. Das Closed Loop MRP be-
schreibt nur einen Rahmen, in dem die Planung und Steuerung ablaufen
sollen. Dieser Rahmen ist sukzessive angelegt, wodurch die Komplexita¨t der
Produktionsplanung und -steuerung reduziert wird. Durch die notwendige
Zerlegung in Planungsebenen kann jede Ebene isoliert betrachtet werden,
was die Planung vereinfacht. Das fu¨hrt aber auch zur Einschra¨nkung der
Freiheitsgrade in der Planung unterer Planungsebenen. Durch das Anlegen
einer Planungsarchitektur in den MRP–Konzepten werden die anfallenden
Daten strukturiert und verwaltet. Sie helfen also, Entscheidungen leichter zu
treffen, da alle relevanten Daten abrufbar sind. Das nu¨tzt bei hochkomplexen
Problemen aber nicht viel, weil dabei keine Entscheidungsvorschla¨ge ermit-
telt werden. Auch die Mo¨glichkeit der Simulation hilft an dieser Stelle nicht,
da diese selbst unstrukturiert und nur willku¨rlich erfolgt. Gro¨ßter zu u¨bender
Kritikpunkt ist ein Effekt, der in den 80er Jahren zu einer Verschlechterung
im Sinne der Ziele der Produktionswirtschaft sorgte – das Durchlaufzeiten-
syndrom78. Die Arbeitsvorbereitung plante alle Arbeitsvorga¨nge mit Puf-
ferzeiten. Im PPS–System wurden zusa¨tzliche Puffer- und Sicherheitszeiten
aufgeschlagen, wodurch die Durchlaufzeit, deren Streuung und damit der
Bestand stiegen. Die Arbeiter schafften es nicht mehr planma¨ßig zu fertigen,
wodurch in der na¨chsten Planung mehr Pufferzeiten eingera¨umt wurden usw.
76Vgl. [Sel88, Sp. 1481 f.].
77Siehe [Wig84a, S. 152].
78Vgl. [Wie97, S. 253 f.].
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Dieser Effekt wird auch Fehlerkreis der Produktionssteuerung genannt.
Trotz aller theoretischen und praktischen Kritik an diesem Planungskonzept
bildete und bildet es das Ru¨ckgrat der EDV–gestu¨tzten Planung im Unter-
nehmen.
2.3.5 Implementierung
Diese Arbeit versteht sich nicht als Marktu¨berblick zu bestehender Software
oder Anbieter dieser. Dennoch erscheint es an einigen Stellen sinnvoll, den
Stand der Praxis aufzuzeigen. Als repra¨sentativer Vertreter solcher Systeme
dient das SAP/R3-System. Aufgrund der Marktstellung und der enormen
Entwicklungskapazita¨ten von SAP im Bereich von ERP und SCM erscheint
diese Wahl als durchaus gerechtfertigt.
Schon die Beschreibung einzelner Funktionalita¨ten des SAP R/3–Systems
wu¨rde den Rahmen dieser Arbeit sprengen. Es soll ausschließlich gezeigt
werden, inwieweit im R/3–System das MRP II–Konzept implementiert ist.
Dabei ist schon am Grundablauf der Logistik, der in Abbildung 2.14 darge-
stellt wird, zu erkennen, dass sich die Implementierung an den Aufbau des
MRP II–Konzeptes anlehnt.
In der Pyramide laufen die Planungsprozesse ab. Sie beginnen bei der Absatz-
und Produktionsgrobplanung, gehen dann u¨ber die Produktionsplanung bis
hin zur Materialbedarfsplanung. An die Materialbedarfsplanung schließen
sich die Ebenen der Steuerung an. Das sind zum einen die Fertigungssteue-
rung und zum anderen die Kapazita¨tsplanung, die den U¨bergang zwischen
Planung und Steuerung kennzeichnen. Diese Ebenen sind im R/3–System
Bestandteile des Moduls Produktionsplanung (PP). Die externe Beschaffung
erfolgt in der Materialwirtschaft. Diese Planungs- und Steuerungsebenen ent-
sprechen den Ebenen des Closed Loop MRP. Das SAP R/3–System kann
als MRP II konform bezeichnet werden, was sich vor allem durch die in-
tegrierte Betrachtung von Mengen- und Werteflu¨ssen begru¨nden la¨sst. Fu¨r
Unterschiede, die durch die Implementierung enstanden, sei auf die Literatur
verwiesen.79
Die Grundidee des MRP II–Konzeptes ist im R/3–System umfassend im-
plementiert. Dabei wurde der Grundablauf der Logistik, der grundsa¨tzlich
79Eine sehr umfangreiche Darstellung der Konformita¨t des SAP R/3–Systems mit dem
MRP II–Konzept ist in [Sch98g, Sch00e] enthalten. Daru¨ber hinaus sind zu einzelnen
Teilbereichen auch in [Gro97] und [Gro95] Analysen enthalten. Zusa¨tzlich besta¨tigt diese
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Abbildung 2.14: Grundablauf Logistik
die Module MM, PP und SD beru¨hrt, im Sinne des closed loop MRP ab-
gebildet. Die Ergebnisse einer Planungsebene sind die Ausgangsbasis fu¨r die
na¨chste Planungsebene, es wird somit sukzessive vorgegangen. Die Planungs-




niedere“ Planungsebenen mo¨glich ist. Bei
der Planung werden die Planer durch Simulationsfunktionen unterstu¨tzt,
die auch wichtige Bestandteile des MRP II–Konzeptes sind. Dadurch ist es
fru¨hzeitig mo¨glich, Verfu¨gbarkeitsprobleme zu erkennen und zu bearbeiten.
Die Abbildung des Grundablaufes der Logistik ist allerdings nur ein Teil des
R/3–Systems, mit dessen Hilfe alle Planungs- und Steuerungsprozesse eines
Unternehmens abgedeckt werden ko¨nnen.
Das R/3–System ist eine ganzheitliche, unternehmensweite betriebswirt-
schaftliche Standardsoftware, dessen Funktionalita¨t den Anforderungen des
MRP II–Konzeptes entspricht. Die Vorteile der Planung mit Hilfe des R/3–
Systems entsprechen dabei den Vorteilen, die bei der Nutzung des MRP II–
Konzeptes entstehen. Gleiches gilt fu¨r die Nachteile.
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2.3.6 Fertigungssteuerung als wichtiger Bestandteil
Die Prozessplanung80 als wichtiger relevanter Teil in einer Netzwerkplanung
wird ebenso als Ablaufplanung bezeichnet und beinhaltet im weiteren Sin-
ne die Losgro¨ßenplanung, die Terminplanung und die Reihenfolgeplanung.
Diese durchzufu¨hrenden Aufgaben werden aufgrund der diesen Problemen
innewohnenden Komplexita¨t in MRP-II–konzipierten Systemen sukzessiv
durchfu¨hrt, obwohl eine Simultanplanung angebracht wa¨re.
Innerhalb dieses operativen Planungsschrittes erfolgt die zeitliche Koordinati-
on des Produktionsprozesses, insbesondere die Zuordnung von Bearbeitungs-
vorga¨ngen zu Maschinen und die Bestimmung von Reihenfolgen. An dieser
Stelle der Planung beziehen sich PPS-Systeme nur noch auf die Auftra¨ge in-
nerhalb des Produktionsprogramms, die bereits in die Fertigung gegebenen
werden mu¨ssen, um die Liefertermine fristgerecht erfu¨llen zu ko¨nnen81. Bei
Erfu¨llung der Bedingung, dass alles notwendige Material fu¨r die Auftra¨ge
zur Verfu¨gung steht, erfolgt die Auftragsfreigabe. Diese kann als eigentliche
Schnittstelle zur Feinsteuerung angesehen werden. Herko¨mmliche Leitsta¨nde
oder Werkstattmeister selbst erhalten die Information u¨ber den aktuellen
Arbeitsvorrat, der aus diesen freigegebenen Auftra¨gen besteht, in der Regel
aus dem PPS-System und fu¨hren danach selbststa¨ndig ihre Feinterminierung
durch, deren Aufgaben kurz dargestellt werden sollen.
Losgro¨ßenplanung: Unter Beru¨cksichtigung vorgegebener Zielsetzungen wird
entschieden, ob eine Zusammenfassung von Losen oder die Hinterein-
anderausfu¨hrung bestimmter Auftra¨ge zweckma¨ßig ist.
Terminplanung: Die Terminplanung umfasst zwei Teilaufgaben: die Durch-
lauf- und die Kapazita¨tsterminierung.
Die Durchlaufterminierung ermittelt fu¨r jeden Auftrag fru¨heste und
spa¨teste Start- und Endtermine der Arbeitsga¨nge sowie deren Puffer-
zeiten. Sie benutzt verschiedene Verfahren der Netzplantechnik (CPM,
PERT)82 und konzentriert sich dabei nur auf zeitliche Aspekte ohne
Beru¨cksichtigung der verfu¨gbaren Kapazita¨ten. Zu diesem Zeitpunkt
erfolgt keine Optimierung der Reihenfolge der Arbeitsga¨nge auf den
80Synonym werden folgende Begriffe benutzt: Ablaufplanung, Durchfu¨hrungsplanung,
Feinplanung, Feinterminierung.
81Das sind in der Regel die Auftra¨ge, deren spa¨tester Starttermin innerhalb des Pla-
nungshorizontes liegt oder welche besondere Priorita¨tskennzeichen tragen.
82Siehe u. a. [Sch92b, S. 649 ff.].
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Betriebsmitteln. Die Information u¨ber technologische Arbeitsgangrei-
henfolgen, die zu beru¨cksichtigenden Zeiten und die zu produzierende
Menge wird den aktuellen Arbeitspla¨nen entnommen.
Die terminliche Bestimmung der auftragsfixen Zeitanteile stellt in der
Praxis ein besonderes Problem dar. Da die Durchlaufzeit abha¨ngig
vom derzeitigen Maschinenstatus ist und sowohl die Belegungs- als
auch die Reihenfolgeplanung noch nicht vollzogen sind, d. h. bisher nur
auf Maschinengruppenniveau geplant wurde, muss mit einer neutralen
Ru¨stzeit gerechnet werden. Die exakte Ru¨stzeit kann erst nach dem
Vorliegen des Belegungsplans ermittelt werden83.
Die Kapazita¨tsterminierung fu¨hrt ausgehend von den ermittelten Er-
gebnissen der Durchlaufterminierung einen operativen Kapazita¨ts-
abgleich, d. h. einen Abgleich zwischen Kapazita¨tsangebot und -bedarf,
durch. Dazu werden zuerst die Zeitanteile sa¨mtlicher Arbeitsga¨nge an
gleichen Betriebsmitteln periodengerecht zugeordnet und aufsummiert.
Als Ergebnis ensteht fu¨r jedes Betriebsmittel ein Belastungsprofil u¨ber
der Zeit, bei dem eine partielle U¨berlastung bei gleichzeitiger Unter-
bescha¨ftigung feststellbar sein ko¨nnte84. Die Kapazita¨tsterminierung
versucht, solche Bedarfsspitzen tempora¨r auszugleichen, indem inner-
halb der vorgegebenen Pufferzeiten die Arbeitsga¨nge zeitlich in Rich-
tung geringerer Auslastung verschoben werden. Sind die Pufferzeiten
zu klein, um eine Harmonisierung der Bescha¨ftigung herbeizufu¨hren,
werden Kriterien wie Vertragsstrafen oder Bedeutung eines Kunden fu¨r
das Unternehmen in die Betrachtung einbezogen. Diese Vorgehensweise
la¨sst sich in der Praxis ha¨ufig nicht von der Reihenfolgeplanung unter-
scheiden. Ein bekanntes Verfahren ist die Retrograde Terminierung mit
Kapazita¨tsabgleich85.
Reihenfolgeplanung: Nach Durchfu¨hrung der Auftragsfreigabe (bei praktisch
gleichzeitiger Zuordnung von Arbeitsga¨ngen zu den Betriebsmitteln
durch ein PPS-System) muss der Meister vor Ort festlegen, in wel-
cher Reihenfolge der Arbeitsvorrat je Betriebsmittel abzuarbeiten ist.
Diese Ta¨tigkeit wird als Ablaufplanung im engeren Sinne bezeichnet
oder auch als Klassische Ablaufplanung. Das Festlegen der Reihenfol-
ge ist in der betriebswirtschaftlichen Terminologie auch als Sequencing
bekannt.
83Siehe [Wil87, S. 26].
84Ist eine generelle U¨berlastung gegeben, liegt ein Mangel bei der ordnungsgema¨ßen
Durchfu¨hrung der Bereitstellungsplanung fu¨r Betriebsmittel vor.
85Zum Verfahren der Retrograden Terminierung siehe u. a. [Ada92, S. 245 ff.] und
[Ka¨02a, S. 302 ff.].
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Nach Festlegung der Reihenfolge kann eine exakte zeitliche Verteilung
der Arbeitsga¨nge auf der konkreten Maschine vorgenommen werden.
Beide Ta¨tigkeiten zusammen werden auch als Maschinenbelegungspla-
nung oder Scheduling bezeichnet86. Art und Schwierigkeitsgrad der zu
lo¨senden Probleme werden maßgeblich durch die Produktionsform87 be-
einflusst88. Speziell bei Einzel- und Kleinserienfertigung innerhalb der
Werkstattfertigung besitzen Reihenfolgeprobleme ihre gro¨ßte Komple-
xita¨t.
2.4 ERP-Konzept
Das Ziel dieses Abschnittes soll sein, die konventionellen Planungs- und
Steuerungskonzepte des Enterprise Ressource Planning (ERP) zu untersu-
chen, die einerseits theoretisch existieren und andererseits in der Praxis
Anwendung finden. Dabei werden neben etablierten Ansa¨tzen auch neue-
re Entwicklungen, wie das Supply Chain Management, auf ihre Eignung zur
2Vom MRP zum SCM
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Bewa¨ltigung der Probleme der Produktionswirtschaft untersucht. Es sollen
sowohl die Unterschiede als auch die Gemeinsamkeiten beider Konzepte her-
ausgearbeitet werden, wobei die Herkunft der Konzepte beide Ansa¨tze mit-
einander verbindet. Beginnen soll die Untersuchung mit einem kurzen U¨ber-
blick zu ERP-Systemen89. In Abbildung 2.15 wird die Evolution zum ERP
mit den wichtigsten Stadien im Zeitverlauf dargestellt.
Interessanterweise ha¨lt es seit Mitte der 90er Jahre kein Hersteller bzw. Ver-
treiber von betriebswirtschaftlicher Standardsoftware mehr fu¨r vorteilhaft,
mit der MRP II–Konformita¨t zu werben. Die Ursache dafu¨r ist, dass der
Markt mit dem neuen Paradigma ERP konfrontiert wurde. Es wird sich zei-
gen, dass ERP im Ganzen eine konsequente Weiterentwicklung klassischer
MRP–Ansa¨tze und dass mit ERP noch lange nicht das Ende der Evolution
erreicht ist.91 Zusa¨tzlich soll untersucht werden, ob das Akronym ERP im
Speziellen ein grundlegend neuer Ansatz, eine Weiterentwicklung oder gar
nur eine Umdeklarierung ist.
86Siehe [Dom93, S. 16 ff.].
87Z.B. Anordnungstyp oder Repetitionstyp.
88Siehe [Kra94, S. 11 ff.].
89Der Abschnitt entstand in Zusammenarbeit mit Schwarz. Siehe u. a. [Sch00e].
90U¨bernommen aus [Qua99, S. 2].
91Eine sehr detaillierte Darstellung der Entwicklung der Informationssysteme in der Pro-
duktionsplanung und -steuerung ist in [Plo95] im Kapitel 1 enthalten. Der Autor beginnt




























Abbildung 2.15: Die Evolution zum ERP90
2.4.1 Die Motivation fu¨r die Fortsetzung der Evolution
”
The industry we now know as Enterprise Resource Planning, or ERP, was
born in the early 1960s from a collaborative effort between two innovators:
J. I. Case, ... and its partner IBM, ... . Several of the innovators from IBM,
Joe Orlicky, George Plossl and Ollie Wright, were intent on creating a struc-
tured methodology for planning and scheduling materials for complex manu-
factured products.“92
Wie diese und auch andere Quellen zeigen, ist die Enterprise Resource Plan-
ning (ERP) die Fortsetzung der in Abbildung 2.15 dargestellten Evolution.
Was sind die neuen Inhalte dieser Entwicklung? Obwohl im MRP II–Konzept
alle Planungsfelder bzw. Ressourcen eines Unternehmens integriert wurden,
existierten eine Reihe von Schwachstellen93, die an dieser Stelle kurz enume-
riert werden:
1. MRP im MRP II–Konzept hat eine zu große Priorita¨t, so werden zuerst
die Materialien geplant und danach die verbleibenden Ressourcen. Die
Annahme ist, dass die Materialien die prima¨re Ursache fu¨r die Engpa¨sse
darstellen. Das Problem liegt somit an der Art der Integration der MRP
in die anderen Planungssysteme, was im MRP II-Konzept hierarchisch
ist und nicht vernetzt.94
92Zitat aus [Cus98] entnommen.
93Vgl. [Yao99].
94Vgl. [Fle98, S. 52].
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2. Bei der Planung innerhalb der MRP wird sukzessiv vorgegangen, ob-
wohl in der Realita¨t die sukzessiv geplanten Ebenen eine Reihe Inter-
dependenzen aufweisen.95
3. Durchlaufzeiten sind im MRP–Modell fix und deterministisch (was vor
allem zum Durchlaufzeitensyndrom fu¨hrt), wohingegen die Durchlauf-
zeiten in der Realita¨t variabel und stochastischer Natur sind.96
4. Bei der MRP–Modellierung von Orlicky sind keine Lieferantenrestrik-
tionen, Distributionsrestriktionen und Handlingrestriktionen enthalten,
wodurch es passieren kann, dass auf Lager produziert wird, ohne dass
ausreichend Lagervolumen vorhanden ist (vgl. auch Punkt 1).97
5. MRP–La¨ufe beru¨cksichtigen keine Kapazita¨tsrestriktionen, d. h., unbe-
grenzte Kapazita¨ten werden unterstellt.98
6. Gescha¨ftsprozesse werden nur unternehmensweit betrachtet, aber nicht
unternehmensu¨bergreifend.
7. Der Fertigungssektor wird zu stark betont, obwohl sich aktuell der Wan-
del zu einer Dienstleistungsgesellschaft vollzieht.
8. Fehlende Integration neuartiger Technologien wie Computer Aided De-
sign, Computer Aided Manufacturing, Computer Integrated Manufac-
turing und anderer CAx–Techniken.
Aufgrund der dargestellten konzeptuellen Schwa¨chen wurde Anfang der 90er
Jahre99 eine Erweiterung vorgestellt – das Enterprise Resource Planning.
2.4.2 Anforderung an ERP
Damit ein ERP–System u¨berhaupt das Potenzial hat, die Schwachpunkte
des MRP II–Konzeptes zu beseitigen, muss es folgende Charakteristika be-
sitzen:100
95Siehe Kapitel 3.2.3 [Sch98g, S. 38]. Hier ist zu erkennen, dass innerhalb des MRP
bspw. die Losgro¨ßenplanung nur einstufig mo¨glich ist.
96Vgl. [Wed99, S. 14].
97Vgl. dazu [Fle98, S. 54].
98Vgl. [Tut99].
99Vgl. [Yao99].
100Eine Auswahl aus [Tut99].
2.4 ERP-Konzept 45
Flexibel: Da die Unternehmensumwelt sehr viele Chancen und Risiken bein-
haltet, muss ein Unternehmen schnell reagieren ko¨nnen, um Chancen
zu nutzen und Risiken zu vermeiden. Genauso flexibel wie das Unter-
nehmen muss auch das Planungssystem sein.
Modular und offen: ERP–Systeme beno¨tigen eine offene Systemarchitek-
tur. Damit muss u. a. ein Einsatz auf unterschiedlichen Hardwareplatt-
formen mo¨glich sein. Zusa¨tzlich mu¨ssen die Komponenten von ERP–
Systemen austauschbar sein. Das liegt zum einen an der geforderten
Flexibilita¨t und zum anderen auch an der Branchenneutralita¨t, die an-
gepasste Module fu¨r unterschiedliche Gescha¨ftsbereiche verlangt.
Umfassend: ERP–Systeme mu¨ssen die Vielseitigkeit von Prozessen und Or-
ganisationsformen im Unternehmen abbilden ko¨nnen. D. h., alle Akti-
vita¨ten eines Unternehmens sind in einem Planungssystem integriert.
Unternehmensu¨bergreifend: Der Betrachtungsbereich sollte nicht an den Un-
ternehmensgrenzen enden. Damit muss die Planungssituation anderer
Unternehmen ins ERP–System des eigenen Unternehmens integriert
werden.101
Die Architektur des neu entwickelten Konzeptes setzt sich aus den Bestand-
teilen, die in Abbildung 2.16(a) dargestellt werden, zusammen.102
Die bestehenden MRP II–Komponenten wurden somit anfa¨nglich ausschließ-
lich um neue EDV–Komponenten erweitert. Diese Architektur zeigt aber nur
die funktionale Seite des Planungskonzeptes. Die Hauptprozesse, die abge-
deckt werden, sind in Abbildung 2.16(b)103 enthalten.
Gro¨ßter Unterschied zum MRP II–Konzept ist die Ausdehnung der Unter-
nehmensfokussierung. Wa¨hrend MRP II hauptsa¨chlich von produzierenden
Unternehmen anwendbar ist, la¨sst es sich mit zum Teil erheblichen Modifi-
kationen auch in anderen Branchen nutzen. Dort deckt es in produzierenden
Unternehmen auch nur einen Teil der Gescha¨ftsprozesse ab. ERP hingegen ist
ein branchenunabha¨ngiges Konzept, das im MRP II–Teil auch durch andere
Konzepte ersetzt werden kann.
Da aber das ERP in diesem Stadium der Evolution im Kern immer noch aus
dem MRP II–Konzept besteht, existieren weiterhin die Probleme 1) bis 6).104
Nur die Probleme 7) und 8) wurden durch die neue Architektur gelo¨st.
101Diese Anforderung war in diesem Stadium der Evolution noch nicht interessant. Be-
deutung bekommt sie erst in einem spa¨teren Stadium der Evolution.
102Dabei ist anzumerken, dass diese Bestandteile aufgrund der Modularita¨t, Offenheit
und Flexibilita¨t durchaus anders definiert werden ko¨nnen.
103Die Abbildung wurde modifiziert aus [Uni99] u¨bernommen. Vgl. außerdem [Jun99b,
S. 60].
104Vgl. [o.V99].
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Abbildung 2.16: Aufbau eines ERP–Systems103
Um auch die verbleibenden Kritikpunkte am MRP II–Konzept zu besei-
tigen, ist eine Abkehr von der bisherigen Denkweise no¨tig. Die gesamten
Planungsfunktionen innerhalb des ERP, die auf der Denkweise der MRP–
Konzepte basieren, mu¨ssen konzeptionell vera¨ndert werden. Selbst die sta¨rk-
sten Verfechter des
”
MRP II–Evangeliums“105, die Mitglieder der American
Production and Inventory Control Society (APICS), beginnen damit, neue
Ansa¨tze in der Produktionsplanung und -steuerung zu akzeptieren.106 Mit
105Diese Bezeichnung entstammt einer mit spitzer Feder gefu¨hrten Kritik [Sch99b, S. 17]
an den Vertretern der APICS’s und deren Dogma des MRP II, die gemeinsam mit O. Wight
der ”automatic creation of some computer decision rules“ u¨ber Jahre keine Chance auf
einen praktischen Einsatz gaben.




neuen“107 Ansa¨tzen sind Verfahren des Operations Research gemeint,
also bspw. die klassische lineare Optimierung oder die Ablaufplanung mit be-
schra¨nkten Kapazita¨ten. Weiterhin sind die so genannten Advanced Planning
and Scheduling Systeme (APS)108 zu den MRP inkompatiblen Planungssyste-
men zu za¨hlen. Damit vollzieht sich ein Wandel von der sukzessiven Denk-
weise zu einer simultanen Sicht der Probleme im gesamten Unternehmen.
Die A¨nderung der Sichtweise fu¨hrt aber nicht zwingend zu einer Lo¨sung.
So ko¨nnen zwar aufgrund der rasanten Entwicklung der Rechentechnik und
der Verbesserung der Lo¨sungsalgorithmen fu¨r bestimmte Probleme immer
komplexere Aufgaben gelo¨st werden, doch trotz dieser Fortschritte ist die
simultane Planung des gesamten Unternehmens nach wie vor eine Vision.109
Aus diesem Grund wird es in Zukunft eine Kombination aus sukzessiven und
simultanen Ansa¨tzen geben. Diese ko¨nnten im einfachsten Fall derart aufge-
baut sein, dass als Rahmenkonzept einer ersten Ausbaustufe weiterhin das
MRP II–Konzept fungiert, auf den einzelnen Ebenen aber simultan geplant
wird. So ko¨nnten innerhalb der Materialbedarfsplanung bspw. Modelle zum
dynamischen Mehrproduktlosgro¨ßenproblem110 eingesetzt werden.
Durch den Einsatz neuer Planungsmethoden, die nicht mehr ausschließlich
auf einer Sukzessivplanung basieren, la¨sst sich ERP wie folgt definieren:
Enterprise Resource Planning: Das Enterprise Resource Planning ist ein un-
ternehmensu¨bergreifendes, branchenneutrales sowie modulares Kon-
zept, das die Planung und Steuerung aller betrieblichen Ressourcen
ermo¨glicht. Dazu bedient es sich in Abha¨ngigkeit von der praktischen
Einsetzbarkeit sowohl sukzessiver als auch simultaner Ansa¨tze.
Durch die Aufgabe des sukzessiven Paradigmas und die sehr allgemein ge-
fasste Definition hat ERP zumindest theoretisch das Potenzial, die Probleme
1) bis 5) zu lo¨sen. Inwieweit die Probleme in der konkreten Implementierung
der einzelnen Hersteller von ERP–Lo¨sungen auch tatsa¨chlich beru¨cksichtigt
werden, kann nicht abschließend beurteilt werden. Das liegt zum großen Teil
an der sehr weiten Definition von ERP, die sehr große Spielra¨ume bzgl. der
Implementierung zula¨sst. Erfahrungen, die in der Literatur dokumentiert
sind111, zeigen, dass eine theoretische Untermauerung des ERP-Konzeptes
mit Methoden zur Simultanplanung großfla¨chig fehlen. Das Defizit von ERP-
Systemen zur unternehmensu¨bergreifenden Planung der Wertscho¨pfungsket-
te stu¨tzt diese These.
107Der Autor mo¨chte an dieser Stelle nur anmerken, dass der u¨berwiegende Teil der
Verfahren des Operations Research seinen Ursprung in den 60er und 70er Jahren des
20. Jahrhunderts hatten.
108Vergleiche zum Begriff des APS [Wol99, S. 157], [Bec99, S. 169] und [Jen99, S. 33].
109Vgl. [Fle98, S. 56].
110Vgl. [Tem99, S. 138 ff.].
111Siehe u. a. [Wil00].
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Im Folgenden soll auf eine Erweiterung des ERP–Konzeptes na¨her eingegan-
gen werden, die sich stark von traditionellen EDV–gestu¨tzten Planungskon-
zepten unterscheiden. Der nachfolgende Abschnitt bescha¨ftigt sich mit dem
Supply Chain Management (SCM), einem Schlagwort, dem in Zukunft eine
große Bedeutung bei der Planung und Kontrolle der unternehmensu¨bergrei-
fenden Logistik zugesprochen wird.112 Im Rahmen dieser Ausfu¨hrungen wird
das offene Problem – Nummer 6) – betrachtet.
2.5 SCM-Konzept
Die Definition des Begriffs SCM ist sehr problematisch, da allein Bechtel113
17 verschiedene Begriffsdefinitionen auffu¨hrt. Der Autor verwendet aus den
vielen mo¨glichen Definitionen die Folgende, da sie die Meinung der Mehrheit
anderer Autoren widerspiegelt.
Supply Chain Management: SCM ist die ganzheitliche, kundenorientierte
2Vom MRP zum SCM
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Betrachtung von Gescha¨ftsprozessen von den urspru¨nglichen Zuliefe-
rern bis zum Endkunden. Es umfasst dabei alle strategischen und ope-
rativen Maßnahmen zur effizienten und effektiven Koordination aller
inter- und intraorganisatorischen Material- und Warenflu¨sse.114
SCM bescha¨ftigt sich mit der Koordination des innerbetrieblichen Auftrags-
durchlaufs und der u¨berbetrieblichen Lieferkette und geht damit u¨ber die
unternehmensbezogene Betrachtungsweise hinaus, welche vor allem in den
MRP–Konzepten im Mittelpunkt stand. Der Begriff Lieferkette ist dabei von
Logistikkette abzugrenzen, denn wenn die Rede von Supply Chain Manage-
ment ist, dann ist eine gescha¨ftsprozessu¨bergreifende Behandlung der einzel-
nen Schritte der Lieferkette gemeint.115 Der Begriff der Supply Chain vermit-
telt ein falsches Bild der Situation, mit der sich beim SCM bescha¨ftigt wird.
Die damit suggerierte Bedeutung der Linearita¨t ist in der Praxis nicht anzu-
treffen. Aus diesem Grund wa¨ren als Bezeichnungen Supply Chain Network
oder Supply Web116 zutreffender.117
112Fu¨r SCM–Software wird gelegentlich auch das Akronym XRP fu¨r Extended Enterprise
Resource Planning genutzt (vgl. [Kno00, S. 22]).
113Siehe [Bec97].
114Eine zusa¨tzliche Basis fu¨r die gewa¨hlte Definition ist [Jen98] und [Ku¨99, S. 28].
115Vgl. [Kur99, S. 347].
116Vgl. [Kno00, S. 2].
117Vgl. dazu die Abbildung 2.17.









Abbildung 2.17: Supply Chain Netzwerk118
Fu¨r Supply Chain Management wurden die folgenden zehn zentralen Prinzi-
pien formuliert, die zitiert wiedergegeben werden, um eine u¨bersetzungsbe-
dingte Verfa¨lschung119 zu vermeiden120.
1.
”
The prime objective for the supply chain is to maximize the value to
customers and to the businesses themselves by providing the required
level of service at the lowest total cost.“
2.
”
Cost and service optimizing should be undertaken across the integrated
supply chain and includes suppliers and customers.“
3.
”
Significant cost in the supply chain is associated with non–value–added
activities and the root causes must be understood and eliminated.“
4.
”
Excessively sophisticated management solutions to supply chain pro-
blems frequently add still more cost.“
5.
”
Demand information and service requirements should be shared up-
stream with minimum distortion.“
6.
”
Synchronizing supply and demand is critical to the service and cost ob-
jectives – both in the medium term, to synchronize capacity with market
119Der Autor vermutet, dass eine derartige Verfa¨lschung die Ursache fu¨r die Verwirrung
um die Begriffe der MRP–Konzepte war (siehe Abschnitt 2.3.3).
120Vgl. [Kno00, S. 6].
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plans, and in the short term, to drive supply chain activity on the basis
of end consumer demand.“
7.
”







Supply chain capacity must be managed strategically; decoupling the
supply from demand should be immediately downstream of critical ca-
pacity constraints and before significant product differentiation.“
10.
”
New product development and new product introduction processes are
critical to the performance of the supply chain.“
Doch warum sollen Lieferanten und Kunden bereit sein, Informationen u¨ber
deren Planungssituation auszutauschen? Eine Notwendigkeit fu¨r die Betrach-
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Abbildung 2.18: Der Bullwhip–Effekt122
121Vgl. [For61, S. 24], [Tei01b, S. 307], [Sta00c, S. 23] und [Kno00, S. 6 f.].
122Modifiziert entnommen aus [Kno00, S. 7] bzw. [Sch99a, Folie 4].
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Peitschen–Effekt: Der Peitschen–Effekt beschreibt eine Situation, in der sich
schon kleinste A¨nderungen der tatsa¨chlichen von der geplanten Nach-
frage wa¨hrend der Lieferkette zu hohen Abweichungen versta¨rken, was
in Abbildung 2.18 dargestellt wird. Ursachen fu¨r diesen Effekt sind vor
allem die A¨nderung von Bedarfsvorhersagen, die Optimierung von Be-
stellmengen und Preisfluktuationen.
Diesem Effekt kann a¨hnlich wie beim Just–In–Time dadurch begegnet wer-
den, dass die Unternehmen die Zusammenarbeit intensivieren. Eine mo¨gliche
Zusammenarbeit wa¨re bspw. die gemeinsame Nutzung von Lagerkapazita¨ten
und Verwendung einer einheitlichen IT–Infrastruktur.123 Unter diesem Ge-
sichtspunkt spielen die im Abschnitt 2.2.2 angefu¨hrten erweiterten Ziele der
Produktionswirtschaft eine immer gro¨ßere Rolle. Maßgebend fu¨r eine gemein-
same Abstimmung ist jedoch eine einheitliche Vorgehensweise bei der Pla-
nung. Der erste Schritt hierzu ist die Betrachtung der Prozesse.
2.5.1 Das SCOR-Modell
Gescha¨ftsprozesse stehen im Mittelpunkt des Interesses bei der Behandlung
von Supply Chains. Ihre Gestaltung beeinflusst maßgeblich die Effizienz der
beteiligten Unternehmen innerhalb einer Kette bzw. eines Netzwerkes. Die
Durchga¨ngigkeit einer solchen Kette, angefangen von der Beschaffung, u¨ber
Produktion und Distribution bis hin zum Absatz sollte planungs- und infor-
mationstechnisch mo¨glichst konsistent und medienbruchfrei sein. Bevor mit
einer Optimierung einer Supply Chain begonnen werden kann, mu¨ssen die
Gescha¨ftsprozesse aufeinander abgestimmt werden. Aus dieser Erkenntnis
heraus entstand 1996 das SCOR–Modell. Das Supply Chain Operations Re-
ference (SCOR)–Modell ist ein Werkzeug zur Repra¨sentation, Analyse und
Konfiguration von Prozessen innerhalb einer Supply Chain124:
SCOR–Modell:
”
The Supply-Chain Operations Reference-model (SCOR) ...
is more than a tool for charting supply processes or activities. It is
a business process reference model that links process description and
definition with metrics, best practice, and technology. While remarkably
123Das Zusammenru¨cken der Unternehmen spiegelt sich in neuen Sourcing–Strategien
wider (vgl. dazu [Go¨99, S. 207 ff.]).
124Siehe hierzu [Cou02c], [Mey00a, S. 36 ff.] und [Gei01, S. 115]. Wichtig ist zu bemerken,
dass das SCOR–Modell keine Methoden zur Optimierung bereitstellt. Es dient nur zur
Beschreibung der Prozesse einer Supply Chain und nicht der Optimierung dieser.
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simple, it has proven to be a powerful and robust tool set for describing,
analyzing, and improving the supply chain.“125
Diese Entwicklung wurde von 69 Unternehmen getragen, die von der Unter-
nehmensberatung Pittiglio Rabin Todd & McGrath (PRTM) und dem Softwa-
reberatungsunternehmen Advanced Manufacturing Research (AMR) initiiert
wurde. Ausgangspunkt war die Schwierigkeit der Unternehmen, eine geeigne-
te Anwendungssoftware fu¨r eine unternehmensu¨bergreifende Gestaltung der
Wertscho¨pfungskette zu finden und zu implementieren. Als Grund hierfu¨r
galt das Fehlen einer einheitlichen Sprache zur Beschreibung der Prozesse.
Nach intensiven Workshops wurde in Kooperation am 1. November 1996 das
SCOR-Modell der Version 1 vorgestellt. Knapp fu¨nf Jahre spa¨ter, am 25. Sep-
tember 2001 erscheint bereits die Version 5.0126. Zur Weiterentwicklung des
Modells wurde das Supply Chain Council (SCC) gegru¨ndet127. Dieser un-
abha¨ngige,
”
not-for-profit“ Verein hat etwa 600 Mitgliedsunternehmen, die
das SCOR–Modell weiterentwickeln und es praktisch validieren. Er ist of-
fen fu¨r alle Unternehmen und Organisationen, die an der Anwendung und
Weiterentwicklung von Supply Chain Management Systemen arbeiten oder
interessiert sind. Mittlerweile haben sich weltweit zahlreiche Interessengrup-
pen aus dem SCC abgespalten, so in Europa und Japan.
Das Referenz–Modell integriert die bekannten Konzepte des Business Pro-
cess Reengineering (Ist–Konzept aufnehmen und Soll–Konzept ableiten), des
Benchmarking (die Leistung eines Unternehmens anhand interner Ziele ope-
rationalisieren, quantifizieren und mit den
”
best-in-class“ Resultaten verglei-
chen) und der Best Practices Analyse (Charakterisieren der Management-
praktiken und Softwarelo¨sungen, welche zu den
”
best-in-class“ Ergebnissen
fu¨hrten). Es geht davon aus, dass die Grenzen von jedem Prozessmodell eines
Unternehmens zum Lieferanten und zum Kunden sorgfa¨ltig definiert werden.
SCOR definiert eine Beschreibungsmethode, die zur Dokumentation der kom-
plexen Supply Chain Prozesse, Informations- und Materialflu¨sse erforderlich
sind. Damit lassen sich die einzelnen Prozessschritte sowie die u¨bergreifen-
den Informations- und Materialflu¨sse jeweils mit ihren Quellen und Senken
darstellen128. Die Prozesshierarchie besitzt vier Ebenen der Betrachtung. Je-
de Ebene ist eine Detaillierung der vorangegangenen Ebene und beschreibt
einzelne, eng abgegrenzte Zusammenha¨nge. Damit lassen sich unterschiedli-
che Aufgabenstellungen mit den verschiedenen Ebenen in variierenden De-




128Siehe hierzu auch [Gei01, S. 119].
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Vorgehen bei einer dynamischen Genese von Netzwerken praktikabel ist. Ins-
besondere bei der Suche von Partnern u¨ber anonyme Marktpla¨tze kommt ein
Abstimmen der Lieferketten u¨ber das SCOR nicht in Frage. Da der spa¨te-
re Ansatz des Extended Value Chain Managements diese Mo¨glichkeit der
Partnersuche einschließt, wird auf die Modellierung mit SCOR bewusst ver-
zichtet. Aus Gru¨nden der Vollsta¨ndigkeit der Ausfu¨hrungen sollen jedoch die
wichtigsten Bestandteile des SCOR–Modells kurz beschrieben werden.
2.5.1.1 Die SCOR-Prozesse
Eine der wichtigen Innovationen des SCOR–Modells war die Einfu¨hrung
drei unterschiedlicher Prozesstypen: Planning, Execution und Enable. Al-
le Prozesse lassen sich einem dieser genannten drei Typen zuordnen. Das
Prozessmodell (Abbildung 2.19) selbst besteht aus den fu¨nf eigensta¨ndigen
Haupt(Management)prozessen Planen (Plan), Beschaffen (Source), Herstel-





























































Abbildung 2.19: Die SCOR–Prozesse129
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Der Planungsprozess ist dem Prozesstyp Planning zugeordnet. Er legt
zuna¨chst die Planungshorizonte fest und stellt durch regelma¨ßige, in Inter-
vallen stattfindenden Planungsla¨ufen weiterhin ein Gleichgewicht zwischen
Angebot und Nachfrage von Gu¨tern fu¨r jedes Unternehmen her und kommu-
niziert Pla¨ne fu¨r die Prozesse Return, Source, Make und Deliver innerhalb
der Supply Chain. Innerhalb des Lebenszyklusmodells erfolgt u¨ber Messun-
gen die Reaktionsfa¨higkeit der Supply Chain und somit die Sicherung der
Konkurrenzfa¨higkeit. Es werden Gescha¨ftsregeln, Performancemessung, Da-
tensammlung und -speicherung, Transportlogistik usw. verbindlich festgelegt.
Diese Maßnahmen sichern auf der einen Seite einen reibungslosen Ablauf
zwischen den involvierten Unternehmen. Andererseits wird auf diese Weise
keinerlei Dynamik in der Modifikation von Netzwerkknoten ermo¨glicht. Alles
muss im Vorherein konfiguriert werden.
Die verbleibenden vier Prozesse sind vom Typ Execution. Der Prozess Source
bildet folgende Probleme der Beschaffung ab: Sourcing Stocked (Zukaufmate-
rial fu¨r Lager), Make–to–Order (auftragsbezogene Beschaffung von Gu¨tern)
und Engineer–to–Order (auftragsbezogene Konstruktion von Teilen). Dazu
geho¨ren die Aktivita¨ten Lieferpla¨ne erstellen, pru¨fen und transportieren der
Gu¨ter sowie U¨berwachung und Autorisierung bei Zahlungsvorga¨ngen. Aus
der Planung werden Mo¨glichkeiten von Zulieferern aufgegriffen und und ent-
sprechend der vereinbarten Gescha¨ftsregeln determiniert.
Innerhalb desMake–Prozesses erfolgt die Abbildung der Teilprozesse zur Her-
stellung von Gu¨tern. Es werden die Probleme Make–to–Stock (auf Lager
produzieren), Make–to–Order (auftragsbezogene Fertigung) und Engineer–
to–Order (auftragsbezogene Konstruktion) unterschieden und modelliert. Zu
den Aktivita¨ten geho¨ren die Maschinenbelegungsplanung, die Sicherstellung
des Vorhandenseins von Ressourcen wie Fertigungshilfsmittel und Personal
sowie die Behandlung von Problemen der Lagerhaltung, des Transportes, des
Warenumschlages usw.
Der Prozess Deliver beinhaltet die Abbildung der Teilprozesse des Auftrags-
managements, der Schritte des Warenu¨berganges zum Kunden (Transport,
Warehouse, Lager, Installation usw.). Hierbei sind ebenfalls die aufgestellten
Gescha¨ftsregeln maßgebend fu¨r die Abwicklung der Prozesse. Aus der Pla-
nung resultieren die Alternativen mo¨glicher Transporteure, Kunden, Banken,
Versicherungen usw.
Der Prozess Return beinhaltet alle Formen von Ru¨cksendung von Gu¨tern.
Das kann auf der Kundenseite das Ausliefern von fehlerhaften Produkten
bedeuten, aber auch das Recycling von Waren, die am Ende ihres Produkt-
129Siehe [Cou02a, S. 4 ff.] und [Gei01, S. 125].
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lebenszyklus stehen. Auf der Lieferantenseite ko¨nnen unverbrauchte Mate-
rialen (bspw. aus Konsignationsla¨gern) zuru¨ckgehen oder lediglich als solche
verbucht werden. Dieser Prozess war in den a¨lteren Versionen des SCOR–
Modells nicht enthalten. Auf diese Weise wurde der rasanten Entwicklung
der Bedeutung des Recycling Rechnung getragen130. Vor allem die effiziente
Zerlegung von Produkten in ihre Bestandteile nach ihren Gebrauch wird von
vielen Herstellern thematisiert und fand auf diesem Wege Eingang in das
SCOR–Modell.
Dem dritten Prozesstyp Enable la¨sst sich keiner dieser fu¨nf Prozesse zu-
ordnen. Er dient fu¨r Maßnahmen zur Sicherstellung dieser Prozesse. Hierzu
geho¨rt vor allem die Schaffung einer IT-Infrastruktur wie das Aufbereiten
von Daten zu Informationen sowie das Management dieser.
2.5.1.2 Die SCOR-Prozessebenen
Das SCOR-Modell ist in vier Ebenen hierarchiesiert, innerhalb welcher un-
terschiedliche Ziele verfolgt werden. Die oberste Ebene grenzt die Elemente
der Supply Chain voneinander ab und dokumentiert den Fokus der Betrach-
tung. Ebene zwei untersetzt die Schritte aus Ebene eins, hat aber dabei noch
immer die gesamte Kette strategisch im Blickfeld. Die unteren beiden Ebe-
nen dienen der Detaillierung einzelner Teilaspekte. Abbildung 2.20 zeigt in
einer U¨bersicht die vier Ebenen und deren Zusammenhang.
Die Ebene eins definiert die beteiligten Unternehmen der Kette und deren
Standorte. Die Beschreibung der Aktivita¨ten ist auf die fu¨nf Hauptprozesse
Plan, Source, Make, Deliver und Return beschra¨nkt. Somit ist die Dimensi-
on der Supply Chain aufgespannt und die Verknu¨pfung der Hauptprozesse
(siehe die Kreise in der Abbildung 2.19.) der beteiligten Unternehmen kann
erfolgen. Auf dieser Ebene erfolgt bereits eine Einschra¨nkung der Modellie-
rung von A-Lieferanten und Lieferanten mit langer Lieferzeit auf der einen
und mit A-Kunden auf der anderen Seite132. Die Supply Chain wird seg-
mentiert. Die SCOR–Prozesse selbst sind die logistischen U¨berprozesse der
Auftragsabwicklung (Punkte 1-8) und werden an dieser Stelle mit ihren Inhal-
ten als bekannt vorausgesetzt. Interessant sind ebenfalls die Punkte 9-11 zur
Konfiguration der Supply Chain. Allerdings werden hierzu vom SCC133 keine
Aussagen zur Realisierung getroffen. Diese Aspekte sind bei der Genese eines
hierarchiearmen Produktionsnetzwerkes von entscheidender Bedeutung.
130Siehe [Wer01, S. 77], [Dut94, S. 221 ff.], [Sch95b, S. 309 ff.] und [Ric96b, S. 281 ff.].
131Siehe [Cou02a, S. 6 ff.].
132Siehe [Gei01, S. 124].
133Siehe [Cou02a].





















































































Abbildung 2.20: Die SCOR–Ebenen131
In der zweiten Ebene werden Prozesskategorien eingefu¨hrt. Es schließt sich
der Kreis von Prozesstypen, SCOR–Prozessen und Prozesskategorien zu ei-
nem Werkzeug mit auswa¨hlbaren, konkreten Prozessbestandteilen. Damit
erfolgt zuerst die Darstellung der gesamten Supply Chain und anschließend
die Modellierung von Teilprozessen beginnend beim Lieferanten und endend
beim Kunden. Die Prozesskategorien unterscheiden sich bei den Ausfu¨hrungs-
prozessen (Execution) nach der oben bereits beschriebenen Auftragsart und
die Planungsprozesse (Planning) nach den Ausfu¨hrungsprozessen (siehe Ab-
bildung 2.21.).
Die Prozesskategorien werden durch den Anfangsbuchstaben des Hauptpro-
zesses und eine Zahl ausgezeichnet. Die Abbildung ist somit selbsterkla¨rend.
Beispielsweise stehen fu¨r M1-M3 die Aktivita¨ten Make–to–Stock, Make–to–
Order und Engineer–to–Order. R1 kann mit Return–Defective-Product be-
legt sein. Die wichtigste Aufgabe dieser Ebene zwei ist die Detaillierung der
Gesamtkonfiguration der Supply Chain. Insgesamt gibt es derzeit 30 verschie-
dene Prozesskategorien.
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Abbildung 2.21: Prozesskategorien aus dem SCOR Configuration Toolkit134
In der dritten Ebene wird jede Prozesskategorie aus Ebene zwei durch Pro-
zesselemente untersetzt, indem die Prozessschritte, deren Reihenfolge sowie
die Eingangs- und Ausgangsinformationen getrennt modelliert werden. Die-
ses Vorgehen ist a¨hnlich dem Modellieren von Sequenz–Diagrammen in UML
oder Prozessketten in ARIS und soll aus diesem Grunde nicht weiter unter-
setzt werden.
Fu¨r die ersten drei Ebenen schuf SCOR branchenu¨bergreifend ein Konzept
der Modellierung einer Supply Chain. Die unterste Ebene vier liegt außerhalb
des Modells. In ihr ist die Implementierung stark unternehmensabha¨ngiger
Managementpraktiken vorgesehen. Aus diesem Grund ist eine Standardisie-
rung nicht realisierbar. Gerade hier ist jedoch der Ansatzpunkt fu¨r unterneh-
mensu¨bergreifende Optimierungsmethoden im Sinne der gesamten Supply
Chain zu suchen. Das fehlen dieser Ebene im SCOR–Modell ist der zwei-
te Grund fu¨r die Nichtbenutzung zur Modellierung fu¨r das Extended Value
Chain Management–Konzept.
2.5.1.3 Messgro¨ßen
Fu¨r die verschiedenen Ebenen des SCOR–Modells gibt verschiedene Arten
der Verifikation und des Benchmarkings. Bekannt ist das Modell fu¨r sein
umfangreiches Kennzahlensystem, das fu¨r eine Bewertung der Effizienz einer
Supply Chain unerla¨sslich ist. Die Struktur dieses Kennzahlensystems tra¨gt
den unterschiedlichen Steuerungs- und Informationsbedu¨rfnissen innerhalb
der einzelnen Ebenen Rechnung.
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In der obersten Ebene der Hierarchie ist das Management der gesamten Sup-
ply Chain einer Bewertung unterworfen. Die folgende Abbildung 2.22 zeigt
die wichtigsten Messgro¨ßen in Bezug auf produktions- und finanzwirtschaft-
liche Kennziffern.
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Abbildung 2.22: Level 1 Performance Metrics135
Insbesondere die Kriterien bezu¨glich Antwortzeitverhalten und Flexibilita¨t
werden zur Bewertung des Ansatzes des Extended Value Chain Manage-
ments von Bedeutung sein, da speziell bei der Generierung von Antworten zu
Lieferanfragen ein wichtiger Beitrag zur Minimierung des Bullwhip-Effektes
geleistet werden soll. Beachtenswert ist die Tatsache, dass das Finden von
Netzwerkpartnern anhand von Performanceattributen nicht unterstu¨tzt wird.
Auch hier soll auf strategischer Ebene ein Neuheitswert geschaffen werden.
Diese Kriterien werden durch die Ebenen zwei und drei weitergereicht und
detailliert. Beispielsweise werden die Attribute Reliability und Flexibility im
Prozesselement S1.1 Schedule Product Deliveries untersetzt durch die Ma-
ße Anzahl der generierten und/oder gea¨nderten Ablaufpla¨ne des Lieferan-
ten wa¨hrend der Durchlaufzeit. Erga¨nzt werden diese Attribute jeweils noch
durch Best Practices. Beispielsweise wird angegeben, welche Schnittstellen
durch das Scheduling benutzt werden sollten (z. B. EDI interface 830 tran-
sactions). Auf diese Weise entsteht eine Vergleichbarkeit der Supply Chains.
Kritik aus Sicht des Autors besteht bei der Modellierug von neuen Methoden
und Technologien, da in SCOR nur auf bereits Vorhandenes zuru¨ckgegriffen
wird. Auch aus diesem Grunde wurde auf die Modellierung mit dem SCOR–
Modell verzichtet und UML als semantisch reichhaltigere Beschreibungsspra-
135Siehe [Cou02a, S. 8].
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che gewa¨hlt.
2.5.2 Struktur von SCM-Systemen
Das SCOR–Modell dient zwar zur Modellierung von Supply Chains, al-
lerdings lassen sich daraus nur bedingt Ru¨ckschlu¨sse auf die Struktur ei-
nes SCM–Systems ziehen. Im weitesten Sinne dienen die Prozessschritte
des SCOR–Modells zur Ableitung wichtiger Funktionen eines solchen Sy-
stems. Diese sind in Abbildung 2.23 dargestellt und werden im Folgenden
erla¨utert136. Beim Aufzeigen der Schwachstellen bestehender SCM-Systeme
in den folgenden Abschnitten wird auf diese Abbildung Bezug genommen.
Beschaffungs ff Produktionr ti Distributionistri ti Absatzs tz
strategisch
Stategische Netzwerkplanung(Supply Chain Strategy)
• Materialprogramm • Standorte • Distributionsnetz • Produktprogramm
• Lieferantenwahl • Produktionssystem • Absatzplanung
• Kooperationen
Supply Chain Planner/Master Planning
• Personalplanung • Produktionsprogramm (MPS)



















Abbildung 2.23: Funktionen eines SCM–Systems137
Entlang der Supply Chain werden pro Tag tausende von Entscheidungen ge-
troffen – globale und individuelle –, die zwischen den beteiligten Unterneh-
men mit mehr oder weniger großem Aufwand koordiniert werden mu¨ssen.
Es sind Entscheidungen wie die Reihenfolgeplanung auf einer Maschine, aber
auch wie die Errichtung von neuen Standorten fu¨r Produktionssta¨tten oder
Lager. Je nach Entscheidungssituation (Komplexita¨t, Entscheidungshorizont,
136Siehe hierzu auch [Fle00b, S. 57 ff.] und [Fle01b, S. 15].
137Abbildung 1 und 2 kombiniert u¨bernommen aus [Hel98, S. 89 f.].
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...) verlangen diese Aufgaben mehr oder weniger Vorbereitung in der Pla-
nung. Domschke und Scholl138 unterteilen die Durchfu¨hrung der Planung in
die fu¨nf Phasen Analyse, Zielbildung, Prognose, Lo¨sungsalternativenfindung
und Entscheidung.
Beim Entwerfen eines Modell ist es nicht sinnvoll, fu¨r jede Aufgabe Prozess-
schritte bis ins Detail zu planen. Aus diesem Grunde gilt das Modellieren
auch als
”
Ko¨nigsdisziplin“ im Softwareentwicklungsprozess. Ein Modell muss
so einfach wie mo¨glich gehalten werden und dennoch du¨rfen keine signifikan-
ten Merkmale der Realita¨t vergessen werden. Der Grad der Detaillierheit
eines Teilprozesses ha¨ngt u. a. von seinem zeitlichen Horizont ab. Bereits
Anthony139 teilte die Phasen der Planung in drei Ebenen ein: strategisch,
taktisch und operativ. Dieser Einteilung folgt auch die Struktur von SCM-
Systemen aus der Abbildung 2.23 und wird in den folgenden Abschnitten
kurz untersetzt.
2.5.2.1 Strategische Planung
Der Planungshorizont in dieser Ebene umfasst mehrere Jahre140. In der Lite-
ratur wird derzeit die Meinung vertreten, dass die Aufgabe der Strategischen
Netzwerkplanung (SNP) alle quantitativen Aspekte einer Supply Chain um-
fasst141. Bei dieser Betrachtung fa¨llt sofort auf, dass die qualitativen Facetten
eines Netzwerkes wie Vertrauen unbeachtet bleiben, obwohl deren Bedeu-
tung in der eher sozial gepra¨gten betriebswirtschaftlichen Literatur als we-
sentlich zur Netzwerkbildung herausgearbeitet wurden142. Vielmehr stehen
die Mo¨glichkeiten des Netzdesigns auf der Basis von Kapazita¨tsbelegungen
(Produktions-, Lager- und Beschaffungsstandorte) usw. im Brennpunkt der
Analyse und der Modellierung, indem die Gu¨terflu¨sse zwischen den Netz-
werkknoten (Standorten)
”
optimiert“ werden. Globale Ziele sind in der Re-
gel die Optimierung von Kosten, Ertra¨gen, Zeiten und a¨hnlichen betriebs-
wirtschaftlichen Kennziffern, die durch ERP/SCM-Systeme erfassbar sind.
Weiter reicht die Betrachtung aus methodischer Sicht nicht. Modelle, die den
Rahmen von Standard-LP/MIP-Verfahren verlassen, ko¨nnen praktisch mit
diesen Systemen nicht gelo¨st werden. Ein unternehmensu¨bergreifender An-
satz zur Optimierung einer Wertscho¨pfungskette ist damit nicht ernsthaft
138Siehe [Dom00, S. 29].
139Siehe [Ant65].
140Siehe zu SNP [Goe00, S. 79 ff.].
141Vgl. u. a. [Fle01b, S. 21] und Broschu¨ren von Herstellern von ERP-, SCM- und APS-
Systemen.
142Siehe hierzu Kapitel 8.
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verfolgt worden, obwohl der Bedarf hierfu¨r besteht143. Die Planungsaufgabe
des Knotendesigns in APS-Systemen ist in bisher bekannten Ansa¨tzen und
Systemen weitestgehend unbeachtet144.
Auf der Seite der Beschaffung befasst sich die strategische Planung mit
dem Materialprogramm, der Lieferantenwahl und den Kooperationen. Es
werden Antworten auf die Frage
”
Wer kann dem Unternehmen welches
Material liefern und welche Form der Kooperation soll dafu¨r eingegangen
werden?“ gesucht. Zur Bewertung von Lieferanten gibt es Benchmarking–
Systeme sowie ein Customer Relationship Management. Die Bewertung einer
Kunden–Lieferanten–Beziehung ist nur zweidimensional (Punkt–zu–Punkt)
ausgepra¨gt und lediglich von Hard–facts dominiert wie das Registrieren von
Lieferverspa¨tungen. Fu¨r den Aufbau strategischer Netzwerke unter Benut-
zung von Modellen zur Integration von Hard- und Soft–facts gibt es bislang
keine Aussagen. Aus diesem Grunde wird die vorliegende Arbeit als einen
wissenschaftlichen Teil u. a. ein Modell zur Integration von Soft–facts vor-
stellen. A¨hnliche Aussagen gelten fu¨r den Bereich des Absatzes, d. h. fu¨r die
Beziehung zum vorhergehenden Glied der Supply Chain. Im Absatz werden
aufgrund von Prognosen zusa¨tzlich Entscheidungen zum Produktprogramm
getroffen.
Die Bereiche Produktion und Distribution reduzieren sich i. d. R. auf logisti-
sche Aspekte des Netzwerkes. Wa¨hrend sich letzterer im Wesentlichen mit
der Verteilung von Gu¨tern u¨ber Transport- und Lagerbeziehungen unter ka-
pazitiven und zeitlichen Aspekten bescha¨ftigt, erfa¨hrt die Produktion die
gro¨ßte Beachtung der Wertscho¨pfung. Innerhalb der strategischen Planung
werden u. a. inner- und außerbetriebliche Standortentscheidungen gefa¨llt so-
wie das jeweilige Produktionssystem in Abha¨ngigkeit vom Repetitions- und
Organisationstyp ausgewa¨hlt.
2.5.2.2 Taktische Planung
Die taktische Planungsebene umfasst einen Zeithorizont von einem halben
Jahr bis zu zwei Jahren, um gerade noch saisonale Aspekte der unterschied-
lichen Bereiche erfassen zu ko¨nnen. Innerhalb eines SCM-Systems sind das
die Aufgaben Master Planning und Demand Planning.
143Stattdessen wird auf Szenario-Techniken zuru¨ckgegriffen, die in einer Simulation Al-
ternativen durchspielt. Allerdings findet hierbei nur eine Transformation des Problems
statt. Die Konfiguration einer Simulation durch Parametereinstellungen ist kombinato-
risch mindestens genau so anspruchsvoll.
144Siehe hierzu [Tem92b].
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Das Master Planning145 besitzt im Rahmen der strategischen Vorgaben die
Hauptaufgabe der Gu¨terflussplanung der gesamten Supply Chain im mittel-
fristigen Zeithorizont. Die gegebene Netzwerkstruktur soll mo¨glichst effizient
genutzt werden. Innerhalb der Produktion sind die Produktionsprogramm-
planung (Master Production Schedule) und die Kapazita¨tsterminierung die
wichtigsten Aufgaben.
Aufgrund der Ermittlung der Prima¨rbedarfe der zuku¨nftig zu fertigenden
Produkte (Endprodukte und Ersatzteile) sowie mit der Bestimmung der in-
nerbetrieblichen Auftragsgro¨ßen wird als Ergebnis dieser langfristigen Pla-
nungsstufe ein Produktionsplan vorliegen, der hinsichtlich seiner Absetzbar-
keit und Realisierbarkeit abgestimmt ist und verbindlich festlegt, welche Lei-
stungen in welchen Mengen in welchen Zeitra¨umen produziert werden sol-
len. Die Fertigung kann dabei marktanonym oder auftragsgebunden stattfin-
den146. Im Rahmen der Produktionsprogrammplanung lassen sich die Metho-
den des Operations Research, insbesondere der linearen Planungsrechnung,
einsetzen. Wird ein Produktionsprozess mit einer linear-limitationalen Pro-
duktionsfunktion147 unterstellt, so kann fu¨r m Betriebsmittel (i = 1, ...,m)
mit den Kapazita¨tsbeschra¨nkungen ki sowie n zu produzierende Produkte xj
(j = 1, ..., n) mit den Deckungsbeitra¨gen dj, den Faktorverbra¨uchen aij des
Produktes j auf dem Betriebsmittel i und den Bedarfen bj folgendes Optimie-










aij · xj ≤ ki ∀i = 1, ...,m (2.2)
xj ≤ bj ∀j = 1, ..., n
xj ≥ 0 ∀j = 1, ..., n
Wird unterstellt, dass die Produkte beliebig teilbar sind, handelt es sich um
ein lineares Optimierungsproblem mit reellwertigen Variablen, fu¨r das effi-
ziente Lo¨sungsverfahren, die in leistungsfa¨hige Software umgesetzt wurden,
145Siehe hierzu [Roh00, S. 117 ff.].
146Siehe [Tei98b, S. 29 f.].
147Zum Begriff siehe [Kah96, S. 14 ff.].
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existieren. Bei Unterstellung von Ganzzahligkeit der Variablen xj ergibt sich
im allgemeinen Fall ein ungleich schwierigeres Problem148.
Zur Reduzierung von Umfang und Komplexita¨t der Produktionsprogramm-
planung werden Erzeugnisse zu Erzeugnisgruppen verdichtet und Kapa-
zita¨ten zu Kapazita¨tsgruppen zusammengefasst bzw. nur die Engpa¨sse be-
trachtet. Da zum Planungszeitpunkt in der Regel nicht alle zur Berech-
nung relevanten Daten vorliegen, wird mit den Kennzahlen eines Repra¨sen-
tanten149 einer Produktfamilie gerechnet. Es ist nicht ungewo¨hnlich, dass
Daten vollsta¨ndig gescha¨tzt werden mu¨ssen. Praktikable Verfahren zur
Durchfu¨hrung dieser Planung sind u. a. Repra¨sentativverfahren, Referenz-
verfahren und Belastungsprofile150.
Die Kapazita¨tsterminierung im mittelfristigen Bereich umfasst zwei Teilauf-
gaben: die Grobdurchlauf- und die Kapazita¨tsterminierung. Die Groburch-
laufterminierung ermittelt fu¨r jedes Produkt fru¨heste und spa¨teste Start- und
Endtermine sowie deren Pufferzeiten. Sie benutzt verschiedene Verfahren der
Netzplantechnik (CPM, PERT)151 und konzentriert sich dabei nur auf zeitli-
che Aspekte ohne Beru¨cksichtigung der verfu¨gbaren Kapazita¨ten. Zu diesem
Zeitpunkt erfolgt keine Optimierung des Arbeitsvorrates auf den Betriebs-
mitteln. Die Kapazita¨tsterminierung fu¨hrt ausgehend von den ermittelten
Ergebnissen der Durchlaufterminierung einen taktischen Kapazita¨tsabgleich,
d. h. einen Abgleich zwischen Kapazita¨tsangebot und -bedarf, durch. Dazu
werden zuerst die Zeitanteile sa¨mtlicher Produkte an gleichen Betriebsmit-
teln periodengerecht zugeordnet und aufsummiert. Als Ergebnis entsteht fu¨r
jedes Betriebsmittel ein Belastungsprofil u¨ber der Zeit, bei dem Abweichun-
gen von Angebot und Nachfrage festgestellt werden ko¨nnen. Ein bekanntes
Verfahren ist die Retrograde Terminierung mit Kapazita¨tsabgleich152.
Die Beschaffungsplanung schließt sich an die Kapazita¨tsterminierung an und
betrachtet nunmehr auch die personellen Ressourcen entsprechend des Pro-
duktionsprogrammes sowie die Materialbedarfe. Die Personalplanung kann
als mittel- bis langfristig eingestuft werden153. Kurzfristige Vera¨nderungen
der Personalkapazita¨t sind in der Regel nur durch zeitliche Anpassung (U¨ber-
stunden) oder Umverteilung von Personal mo¨glich. Alle anderen Maßnahmen
liegen im la¨ngerfristigen Bereich der Beschaffungsplanung.
148Siehe [Dom93, S. 11].
149Hierfu¨r wird auch der Begriff Typenvertreter verwendet.
150Siehe hierzu [Hac89, S. 89 ff.].
151Siehe u. a. [Sch92b, S. 649 ff.].
152Zum Verfahren der Retrograden Terminierung siehe u. a. [Ada92, S. 245 ff.] und
[Ka¨02a].
153Siehe [Dom93, S. 11].
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Die Materialbedarfsplanung bestimmt ausgehend von den Prima¨rbedar-
fen die Sekunda¨rbedarfe an Teilen und Rohstoffen unter Benutzung von
verbrauchs- und/oder bedarfsorientierten Planungsverfahren. Die verbrauch-
sorientierte Planung beruht auf Verfahren, die Zeitreihen extrapolieren. Diese
Zeitreihen bestehen aus Beobachtungswerten, welche in gleichen, diskreten
Zeitabsta¨nden ermittelt wurden. Fu¨r ein zuku¨nftiges Prognoseintervall wer-
den die zu erwartenden Ereignisse vorhergesagt. Nachdem das Verhalten einer
Zeitreihe analysiert wurde, werden ihre systematischen Vera¨nderungen durch
ein Modell beschrieben. Dabei wird in jedem Fall vorausgesetzt, dass die die
Zeitreihe determinierenden Gesetzma¨ßigkeiten im Zeitablauf unvera¨nderlich
bleiben (Zeitstabilita¨tshypothese). Innerhalb des Modells soll ein
”
Prozess“
ablaufen, in dessen Ergebnis die Zufallsvariablen Wertzuweisungen erhalten.
Die wichtigsten Modelle sind Modelle fu¨r Zeitreihen ohne Periodizita¨t (Expo-
nentielle Gla¨ttung verschiedener Ordnung) und Modelle fu¨r Zeitreihen mit
Periodizita¨t als Erweiterung der ersteren Modelle durch U¨berlagerung mit
zyklischen Schwankungen154.
Die bedarfsorientierte Planung155 leitet aus den im Produktionsprogramm
festgelegten Produktionsmengen u¨ber die Erzeugnisstruktur den Sekunda¨rbe-
darf ab. Die Erzeugnisstruktur wird in Form von Stu¨cklisten abgebildet. Ei-
ne Stu¨ckliste gibt die Mengen aller Baugruppen, Teile und Rohstoffe an,
die fu¨r die Fertigung eines Produktes erforderlich sind. Neben der techni-
schen Zeichnung ist sie der wichtigste Informationstra¨ger in einem Unter-
nehmen und gleichzeitig Ausgangspunkt fu¨r die Erstellung der Arbeitspla¨ne.
Da Stu¨cklisten die Grundlage fu¨r die Materialbedarfsplanung sind, besit-
zen sie eine große Bedeutung fu¨r PPS-Systeme. Es gibt drei Grundfor-
men: Mengenu¨bersichtsstu¨ckliste, Strukturstu¨ckliste und Baukastenstu¨ckli-
ste. Als Verfahren fu¨r die programmgesteuerte Materialbedarfsplanung sind
das Dispositionsstufen- und das Gozintoverfahren zu nennen156. Programm-
gesteuerte Verfahren verursachen einen zum Teil erheblich gro¨ßeren Aufwand
bei ihrer Durchfu¨hrung als verbrauchsgesteuerte, sind dafu¨r aber exakt in den
Ergebnissen. Die Entscheidung daru¨ber, ob ein programm- oder verbrauchs-
gesteuertes Verfahren anzuwenden ist, wird vor allem durch die Bedeutung
eines Werkstoffes im Produktionsablauf bestimmt. Diese ha¨ngt von verschie-
denen Faktoren, wie moneta¨rer Wert, zu produzierende Menge oder Wie-
derbeschaffbarkeit, ab. Um die Entscheidung fu¨r ein bestimmtes Verfahren
rechtfertigen zu ko¨nnen, wird in der Praxis ha¨ufig die ABC-Analyse ange-
154Eine gute U¨bersicht zu Modellen und Verfahren gibt u. a. [Mer94b].
155Ha¨ufig auch als programmgesteuerte Materialbedarfsplanung bezeichnet.
156Siehe [Tem92a, S. 125 ff.].
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wendet157.
Der zweite wichtige Planungsprozess innerhalb der taktischen Ebene ist das
Demand Planning (DP) zur Prognose der Menge und Zeitpunkte der Nachfra-
ge von Erzeugnissen158. Aus der Sicht eines Produzenten ist die Schnittstelle
zwischen marktanonymer und auftragsbezogener Fertigung der so genannte
Entkopplungspunkt in den Lagern eines i. d. R. mehrstufigen Distributions-
systems angesiedelt159. Die Lage dieses Entkopplungspunktes hat entschei-
denden Einfluss auf die Planung der Supply Chain, da die eingehenden Auf-
tra¨ge direkt aus dem verfu¨gbaren Bestand (siehe Abschnitt 7.1.2.2) bedient
werden mu¨ssen. Bei einem Nachfrageu¨berschuss kommt es zwangsla¨ufig zu
Zuteilungsproblemen. Mit Ausnahme dieser Gu¨terverteilung an den Kunden
sind alle sonstigen Prozesse von Nachfrageprognosen getrieben. Zur Minimie-
rung von Sto¨rungen aufgrund von Prognosefehlern werden an den Entkopp-
lungspunkten Sicherheitsbesta¨nde vorgehalten. Aus diesem Grund werden
Sicherheitsbestandsplanung und Prognoseplanung in der Funktion Demand
Planning zusammengefasst. Module zur Planung der Ho¨he und der Lokation
von Sicherheitsbesta¨nden sind in DP-Funktionen nicht zu finden160. Dagegen
sind ausgefeilte Prognosemodelle im U¨berfluss vorhanden. Oftmals sind der-
artige Modelle auch zum Scha¨tzen kurzfristiger Nachfragen notwendig und
sinnvoll. Aus diesem Grunde reicht die Funktionalita¨t des Demand Planners
bis in die operative Ebene. Da innerhalb des Extended Value Chain Mana-
gements Prognosemodelle keine Bedeutung besitzen, soll dieser Punkt nicht
weiter verfolgt werden.
2.5.2.3 Operative Planung
Die unterste Ebene der Planung erfordert den ho¨chsten Grad der Detaillie-
rung der auszufu¨hrenden Aktivita¨ten. Der Planungshorizont erstreckt sich
auf wenige Monate, meist nur wenige Wochen oder Tage. Die Planung wird
restringiert durch die Annahmen und Festlegungen der oberen Planungs-
ebenen. Die Performance der Module dieser unteren Ebene ist maßgebend
fu¨r die Performance (vor allem der Geschwindigkeit zu Aussagen zur Lie-
ferfa¨higkeit zu gelangen) der Supply Chain. In SCM-Systemen gibt es sechs
operative Funktionen: MRP, Produktionsplanung, Scheduling, Distribution-
und Transportplanung sowie das ATP. Das MRP soll an dieser Stelle nicht
noch einmal erkla¨rt werden. Es wurde bereits im Abschnitt 2.3 ausgefu¨hrt.
157Siehe u. a. [Gu¨94a, S. 167 ff.].
158Siehe hierzu [Wag00, S. 97 ff.].
159Siehe [Fle01b, S. 17 ff.].
160Siehe [Fle01b, S. 22].
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Die Produktionsplanung161 ist im Gegensatz zum Master Planning, das die
Supply Chain als Ganzes betrachtet, eine vorwiegend unternehmensinter-
ne Planung vorliegender Auftra¨ge unter Beru¨cksichtigung von Material-
und Ressourcenrestriktionen. Fu¨r alle Ressourcen innerhalb einer Produk-
tionssta¨tte werden detaillierte (mo¨glicherweise minutengenaue) Ablaufpla¨ne
erstellt.
Diese Planung162 beinhaltet im weiteren Sinne die Losgro¨ßenplanung, die
Terminplanung (Ablaufplanung i. e. S.) und die Reihenfolgeplanung. Die-
se durchzufu¨hrenden Aufgaben werden in der Praxis aufgrund der diesen
Problemen innewohnenden Komplexita¨t sukzessiv durchfu¨hrt, obwohl eine
Simultanplanung angebracht wa¨re. Innerhalb dieses operativen Planungs-
schrittes erfolgt die zeitliche Koordination des Produktionsprozesses, insbe-
sondere die Zuordnung von Bearbeitungsvorga¨ngen zu Maschinen und die
Bestimmung von Reihenfolgen. An dieser Stelle der Planung beziehen sich
PPS/ERP/SCM-Systeme nur noch auf die Auftra¨ge innerhalb des Produk-
tionsprogramms, die bereits in die Fertigung gegebenen werden mu¨ssen, um
die Liefertermine fristgerecht erfu¨llen zu ko¨nnen163. Bei Erfu¨llung der Bedin-
gung, dass alles notwendige Material fu¨r die Auftra¨ge zur Verfu¨gung steht
(MRP), erfolgt die Auftragsfreigabe. Diese kann als eigentliche Schnittstelle
zur Feinsteuerung angesehen werden. Herko¨mmliche Leitsta¨nde oder Werk-
stattmeister selbst erhalten die Information u¨ber den aktuellen Arbeitsvor-
rat, der aus diesen freigegebenen Auftra¨gen besteht, in der Regel aus dem
PPS/ERP/SCM-System und fu¨hren danach selbststa¨ndig ihre Feinterminie-
rung durch, deren Aufgaben kurz dargestellt werden sollen.
Losgro¨ßenplanung: Eine Losgro¨ße164 ist die Menge einer Produktart, die in
Form einer vorher geplanten und somit festgelegten Mengengro¨ße als
geschlossene Einheit von außen bezogen oder vom Unternehmen selbst
gefertigt wird165. In dieser Arbeit wird der Begriff Losgro¨ße166 nur im
Zusammenhang mit der Fertigung benutzt. Das Ziel der Bildung von
Losgro¨ßen besteht in der Bestimmung wirtschaftlicher Mengengro¨ßen,
bei der die Kosten je Erzeugniseinheit am geringsten sind, d. h. die
161Siehe auch [Sta00b, S. 149 ff.].
162Synonym werden folgende Begriffe benutzt: Durchfu¨hrungsplanung, Feinplanung,
Feinterminierung.
163Das sind in der Regel die Auftra¨ge, deren spa¨tester Starttermin innerhalb des Pla-
nungshorizontes liegt oder welche besondere Priorita¨tskennzeichen tragen.
164Siehe zum Begriff [Ada75, Sp. 2549 ff.], [Gut58, Sp. 4897], [Zwe79, Sp. 1163 ff.].
165Vgl. hierzu [Fan94, S. 156], [Hec91, S. 15].
166In der Literatur sind fu¨r den Begriff Losgro¨ße die Synonyma Serie, Partie, Auflage
usw. bekannt (siehe u. a. [Kil73, S. 383]).
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gegenla¨ufigen Kosten von Ru¨sten, Fehlmengen und Lagerung sind so
abzugleichen, dass die Gesamtkosten u¨ber die betrachtete Periode mi-
nimal werden.
Gegenstand von APS-Systemen ist jedoch nicht allein eine Optimierung
der Losgro¨ßen im oben beschriebenen Sinne. Es geht vielmehr darum,
einen aus der Reihenfolgeplanung resultierenden Maschinenbelegungs-
plan daraufhin zu untersuchen, ob durch eine andere Abarbeitungsfol-
ge des Arbeitsvorrats auf einem bestimmten Betriebsmittel die Summe
der Ru¨stzeiten reduzierbar ist. Das ist zum einen durch Loszusammen-
fassung und zum anderen durch Hintereinanderausfu¨hrung a¨hnlicher
Arbeitsga¨nge, die kein vollsta¨ndiges Umru¨sten implizieren, mo¨glich.
Terminplanung: Die Terminplanung umfasst zwei Teilaufgaben: die kurzfri-
stige Durchlauf- und die Kapazita¨tsterminierung.
Die Durchlaufterminierung ermittelt fu¨r jeden Auftrag fru¨heste und
spa¨teste Start- und Endtermine der Arbeitsvorga¨nge sowie deren Puf-
ferzeiten. Zu diesem Zeitpunkt erfolgt ebenfalls wie bei der mittelfri-
stigen Durchlaufterminierung noch keine Optimierung der Reihenfolge
der Arbeitsga¨nge auf den Betriebsmitteln. Die Information u¨ber tech-
nologische Arbeitsgangreihenfolgen, die zu beru¨cksichtigenden Zeiten
und die zu produzierende Menge wird den aktuellen Arbeitspla¨nen
entnommen. Die terminliche Bestimmung der auftragsfixen Zeitanteile
stellt in der Praxis ein besonderes Problem dar. Da die Durchlaufzeit
abha¨ngig vom aktuellen Maschinenstatus ist und sowohl die Belegungs-
als auch die Reihenfolgeplanung noch nicht vollzogen sind, d. h. bisher
nur auf Maschinengruppenniveau geplant wurde, muss mit einer neu-
tralen Ru¨stzeit gerechnet werden. Die exakte Ru¨stzeit kann erst nach
dem Vorliegen des Belegungsplans ermittelt werden167.
Die Kapazita¨tsterminierung fu¨hrt ausgehend von den ermittelten Er-
gebnissen der kurzfristigen Durchlaufterminierung einen operativen
Kapazita¨tsabgleich, d. h. einen Abgleich zwischen Kapazita¨tsangebot
und -bedarf durch. Dazu werden zuerst die Zeitanteile sa¨mtlicher Ar-
beitsvorga¨nge an gleichen Betriebsmitteln periodengerecht zugeordnet
und aufsummiert. Als Ergebnis entsteht fu¨r jedes Betriebsmittel ein
Belastungsprofil u¨ber der Zeit, bei dem eine partielle U¨berlastung bei
gleichzeitiger Unterbescha¨ftigung feststellbar sein ko¨nnte168. Die Kapa-
zita¨tsterminierung versucht, solche Bedarfsspitzen tempora¨r auszuglei-
167Siehe [Wil87, S. 26].
168Ist eine generelle U¨berlastung gegeben, liegt ein Mangel bei der ordnungsgema¨ßen
Durchfu¨hrung der Bereitstellungsplanung fu¨r Betriebsmittel vor.
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chen, indem innerhalb der vorgegebenen Pufferzeiten die Arbeitsga¨nge
zeitlich in Richtung geringerer Auslastung verschoben werden. Sind die
Pufferzeiten zu klein, um eine Harmonisierung der Bescha¨ftigung her-
beizufu¨hren, werden Kriterien wie Vertragsstrafen oder Bedeutung ei-
nes Kunden fu¨r das Unternehmen in die Betrachtung einbezogen. Diese
Vorgehensweise la¨sst sich in der Praxis ha¨ufig nicht von der Reihenfol-
geplanung unterscheiden.
Reihenfolgeplanung: Nach Durchfu¨hrung der Auftragsfreigabe (bei praktisch
gleichzeitiger Zuordnung von Arbeitsvorga¨ngen zu den Betriebsmitteln
durch ein PPS-System) muss der Meister vor Ort festlegen, in welcher
Reihenfolge der Arbeitsvorrat je Betriebsmittel abzuarbeiten ist. Das
Festlegen der Reihenfolge ist in der betriebswirtschaftlichen Termino-
logie auch als Sequencing bekannt. Nach Festlegung der Reihenfolge
kann eine exakte zeitliche Verteilung der Arbeitsvorga¨nge auf der kon-
kreten Maschine vorgenommen werden. Beide Ta¨tigkeiten zusammen
werden auch als Maschinenbelegungsplanung, Scheduling169 oder Fein-
terminierung170 bezeichnet. Art und Schwierigkeitsgrad der zu lo¨sen-
den Probleme werden maßgeblich durch die Produktionsform171 be-
einflusst172. Speziell bei Einzel- und Kleinserienfertigung innerhalb der
Werkstattfertigung besitzen Reihenfolgeprobleme ihre gro¨ßte Komple-
xita¨t. Auf der Basis der in der Produktionsplanung ermittelten Eck-
termine der einzelnen Auftra¨ge werden in der Feinterminierung die
endgu¨ltigen Beginn- und Endtermine der Arbeitsvorga¨nge an jedem
Arbeitsplatz ermittelt. Als Ergebnis liegt ein Maschinenbelegungsplan
vor, in welchem zeitlich detailliert die Betriebsmittel- und Personalzu-
ordnung fu¨r jeden Arbeitsgang determiniert ist. Ziel der Feinterminie-
rung ist in der Regel die Minimierung der Zykluszeit bei gleichzeitiger
Beachtung der entstehenden Ru¨stkosten. Obwohl die Losgro¨ßenproble-
matik bereits in der Produktionsplanung Beachtung findet, kommt ihr
auch in der Feinterminierung eine wichtige Rolle zu. Minimale Durch-
laufzeiten ko¨nnen unter anderem durch Losaufteilung (Splittung oder
U¨berlappung) oder Loszusammenfassung erzielt werden. Die Entschei-
dung u¨ber solche Maßnahmen trifft der Meister einer Werkstatt oft
erst ad hoc vor Ort, ohne dass er die Auswirkungen auf nachfolgende
Struktureinheiten antizipiert.
169Siehe [Dom93, S. 16 ff.].
170Dieser Begriff wird auch ha¨ufig als Feinplanung bezeichnet. Vgl. [Gu¨94a, S. 225 ff.].
171Z.B. Anordnungstyp oder Repetitionstyp.
172Siehe [Kra94, S. 11 ff.].
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Production Planning und Scheduling werden zusammen kurz als PP&S be-
zeichnet. Advanced Planning and Scheduling (APS) Systeme haben eben die-
sen Funktionsumfang im Visier. Ein Mangel bestehender PPS/ERP-Systeme
ist die sequenzielle, teilweise ohne Ru¨ckkopplung durchgefu¨hrte Organisa-
tion der Optimierungsaufgaben. Drexl et al.173 schlugen als Reaktion auf
die mangelnde Planungsfunktionalita¨t dieser Systeme ein mehrstufiges, kapa-
zita¨tsorientiertes, hierarchisches Konzept vor, das die spezifischen Eigenhei-
ten unterschiedlicher Fertigungstypen beru¨cksichtigt. Dies sollte als konzep-
tionelle Grundlage fu¨r APS-Systeme dienen174. Fu¨r die Fließfertigung werden
u. a. Methoden zur simultanen Losgro¨ßen- und Reihenfolgeplanung gefor-
dert175. Bei Werkstattfertigung scheint diese Forderung aufgrund der Kom-
plexita¨t der Planungsvorga¨nge im Moment nicht erfu¨llbar, obwohl zahlreiche
Ansa¨tze zur Optimierung mit naturanalogen Heuristiken existieren176. Vor
allem im Bereich der KMU gibt es praktisch keine Planungsmethoden, die
unternehmensu¨bergreifend einen konzeptuellen Beitrag zur operativen Pla-
nung fu¨r SCM-Systeme leisten. Fu¨r diesen Bereich soll das Extended Value
Chain Management ebenfalls einen Ansatz bieten.
APS-Systeme ersetzen ERP/SCM-Systeme nicht, sondern sie erga¨nzen sie
nur in ihrer PP&S–Funktionalita¨t. Sie integrieren ERP–Daten in ein u¨berge-
ordnetes Planungskonzept zur interaktiven Kontrolle und Steuerung der Sup-
ply Chain – zumindest vom Anspruch her. APS ist Bestandteil von Software–
Suites, die Collaboration-, E–Business- und SCP–Software entha¨lt (z. B. als
i2 Five.Two und TradeMatrix OCN von i2 Technologies oder als Advanced
Planner and Optimizer innerhalb von mySAP SCM Suite.). Allerdings sind
die angebotenen Funktionalita¨ten lu¨ckenhaft, wie der Abschnitt 2.5.4 zeigen
wird.
Als weitere Funktionalita¨ten im operativen Bereich sind die Distributionspla-
nung (DiP) und die Transportplanung (TP) zu nennen177. Die Distributions-
planung ermittelt die Lieferkombinationen zur Nachfragebefriedigung unter
Nutzung optimierender Verfahren. Die Transportplanung erzeugt Transport-
auftra¨ge fu¨r Lieferungen ebenfalls unter Nutzung optimierender Verfahren.
Beide sind unterhalb des Master Planning angesiedelt und erhalten Vorgaben
u¨ber die Logistikstrukturen aus dem SNP sowie die aggregierten Mengen fu¨r
die Relationen der Netzwerkknoten aus dem Masterplan. Das TP beinhaltet
u. a. die (ta¨gliche) Freigabe von Transportauftra¨gen in Bezug auf die Distri-
173Siehe [Dre94, S. 1022 ff.].
174Siehe [Fle01b, S. 24].
175Siehe [Mey99].
176Siehe hierzu [Bla96], [Tei98b] und [Tei00b, S. 111 ff.].
177Siehe [Fle00a, S. 167 ff.].
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butionsmengen. Das DiP hingegen besitzt einen etwas la¨ngeren Zeithorizont
und bescha¨ftigt sich bspw. mit Transportfrequenzen, Liefersammelgebieten
und Distributionsmodi. Es ist allerdings in vorhandenen System nur sehr
schwach ausgepra¨gt.
Die letzten beiden Funktionalita¨ten sind Demand Fulfillment (DF) und das
Available to Promise (ATP) zur Ermittlung von mo¨glichen Lieferterminen
und -mengen fu¨r Kundenanfragen178. Wa¨hrend das DP die Absatzfunktion
behandelt, solange noch keine Kundenauftra¨ge im System vorliegen (vor dem
Entkopplungspunkt), so realisiert das DF Planungsaufgaben, die den Eingang
und die Abwicklung von Kundenauftra¨gen zum Inhalt haben (hinter dem
Entkopplungspunkt). Am Entkopplungspunkt selbst entstehende disponible
Besta¨nde, die noch keinen Kundenauftra¨gen fest zugeordnet wurden, werden
als ATP bezeichnet. Der Abschnitt 7.1.2.2 wird dies inhaltlich ausfu¨hrlicher
behandeln.



























































































Abbildung 2.24: Zeitlicher Bezug der SCM-Funktionen179
In allen dem Autor zur Verfu¨gung stehenden Quellen, beinhaltete das SCM
eine Optimierung der Aktivita¨ten entlang der Lieferkette. Das in den Prinzi-
pien genannte Ziel, den Nutzen der Kunden zu maximieren, darf in diesem
Zusammenhang als nicht operabel bezeichnet werden. Wenn eine Optimie-
rung im Rahmen des SCM durchgefu¨hrt wird, so entsprechen die dabei ver-
178Siehe auch [Kil00, S. 135 ff.].
179Abbildung 1 und 2 kombiniert u¨bernommen aus [Hel98, S. 89 f.].
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folgten Ziele den in Abschnitt 2.2.2 genannten, wobei der Termintreue im
Sinne des Kundennutzens eine besondere Bedeutung zukommt. Grundsa¨tz-
lich muss sich ein SCM–System in die Zielhierarchie des Unternehmens ein-
ordnen, dabei ist wiederholt auf die Einordnung der SCM–Systeme als ein
mo¨gliches Teilsystem von ERP–Systemen hinzuweisen.180
180Dieser Nachsatz ist notwendig, da einige Autoren von einer Unabha¨ngigkeit beider
Systeme schreiben (vgl. [Wol99, S. 157]). Dagegen schreiben [Tie99, S. 100 f.] und [Jun99b,
S. 60], dass SCM ein Add–On von ERP–Software bzw. ein Teil davon ist. Diese Meinung
teil auch der Autor.
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2.5.3 Lo¨sungsansa¨tze durch das ERP/SCM–Konzept
Fu¨r ERP–Systeme, die im Kern auf den MRP–Konzepten beruhen, gelten
die in Abschnitt 2.3.4 getroffenen Aussagen. Fu¨r Systeme, die sich konzep-
tionell von Orlicky’s Materialbedarfsplanung getrennt haben, ko¨nnen keine
speziellen Aussagen getroffen werden, da der mo¨gliche Spielraum bei der Im-
plementierung zu groß ist. Wichtig ist aber die Anmerkung, dass ERP ein
in der Praxis entstandenes Planungskonzept ist, bei dem einige Autoren so-
gar soweit gehen, dass innerhalb des ERP’s keine Planung durchgefu¨hrt und
deshalb keine Verbesserung im Sinne der o. g. Ziele erreicht werden kann.181
Dieser Argumentation kann der Autor aber nicht folgen, da dieser Quelle
andere Definitionen von ERP und MRP zugrunde liegen.
Grundsa¨tzlich ist ERP die Abkehr vom klassischen sukzessiven Verfahren,
das seit u¨ber 20 Jahren Verwendung findet, hin zur Integration simultaner
Ansa¨tze. Damit soll nicht gesagt werden, dass simultane Ansa¨tze, sofern sie
u¨berhaupt existieren, eine ho¨here Qualita¨t der Planungsergebnisse erzielen.
Aufgrund der hohen Interdependenzen im Unternehmen mit einer Reihe von
Ru¨ckkopplungen bilden simultane Ansa¨tze die Situation im Unternehmen je-
doch realistischer ab, als es mit sukzessiven Ansa¨tzen mo¨glich ist. Simultane
Planung ko¨nnte bedeuten, dass alle Prozesse im Unternehmen simultan ge-
plant werden. Mit diesem hohen Anspruch sind aber alle heutigen Computer
u¨berfordert. Durch diese technische Einschra¨nkung der heutigen EDV und
vor allem durch den mangelhaften Stand der Methoden la¨sst sich eine unter-
nehmensweite Betrachtung aller Wechselwirkungen nicht realisieren. Deshalb
sollte zumindest in den Teilbereichen, in denen eine Vielzahl von Interdepen-
denzen auftreten, versucht werden, diese zu erfassen. Das trifft i. d. R. auf die
Prozesse innerhalb einer Planungsebene zu, also bspw. auf die Ablaufplanung
innerhalb der Fertigungssteuerung.
Abschließend soll angemerkt werden, dass die von den Marketingabteilun-
gen geschu¨rte Hoffnung der Unternehmen auf die Lo¨sung aller Probleme im
Unternehmen nicht u¨berbewertet werden darf. Eine Vielzahl von Einzelpro-
blemen konnte zwar modelltheoretisch erfasst werden, eine Lo¨sung ist aber
nicht in allen Fa¨llen mo¨glich.
181Vgl. [Fle98, S. 52].
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2.5.4 Implementierung des ERP/SCM–Konzeptes
Aufgrund der aktuellen dynamischen Entwicklung im Bereich des ERP/SCM
sollen die Ausfu¨hrungen in diesem Abschnitt ausfu¨hrlicher als in Ab-
schnitt 2.3.5 sein. Ziel dieses Abschnitts ist es nicht, mo¨glichst viele Produkte
zu beschreiben. Die Darstellung der Mo¨glichkeiten wird sich auf Kernpunk-
te konzentrieren, wobei ein U¨berblick u¨ber die Supply Chain Management–
Initiative der SAP (aus den weiter vorn genannten Gru¨nden) gegeben werden
soll. Die Inhalte der Produkte anderer Anbieter wie i2 Technologies182 und
J.D. Edwards183 sehen grundsa¨tzlich a¨hnlich aus184.
Ein Kennzeichen fu¨r die ERP–Strategie der SAP ist das Anbieten von sog. In-
dustry Solutions. Diese tragen den Spezifika der jeweiligen Branche Rech-
nung, bestehen aber im Kern aus derselben Software. Allerdings basiert das
R/3–Grundsystem weiterhin auf der Denkweise des MRP II–Konzeptes. Mit
der SCM–Initiative der SAP hat sich das grundlegend gea¨ndert. So werden
mit diesem Produkt erstmalig in großem Umfang Methoden des Operations
Research in einem Produkt der SAP implementiert. Die SCM–Initiative be-
steht zusa¨tzlich zu PP, MM, SD und BW aus den folgenden drei Bereichen,
wobei der Bereich des APO den vorhergehenden Ausfu¨hrungen zum Aufbau
von SCM-Systemen entspricht und vertieft werden soll:185
• Advanced Planner and Optimizer (APO),
• Enterprise Buyer (fru¨her SAP Business-to-Business Procurement; SAP
BBP) und
• Logistics Execution System (LES).
Durch die Nutzung des APO (in der aktuellen Version 3.1) bietet sich den
Unternehmen die Mo¨glichkeit, eine betriebsinterne und betriebsu¨bergreifende
Planung und Steuerung der Lieferkette durchzufu¨hren. Die Grundfunktionen
des APO Paketes sind in Abbildung 2.25 dargestellt und werden im Folgenden
kurz erla¨utert.186
1. Network Design (ND): Das fru¨here Supply Chain Cockpit ermo¨glich-
te bereits das grafische Modellieren, Navigieren, Planen und Steuern
182Siehe hierzu i2 Five.Two und TradeMatrix OCN unter [iT02].
183Siehe die OneWorld (das fru¨here Numetrix/3) unter [Edw02].
184Siehe hierzu [Mey00b, S. 241 ff.].
185Vgl. [SAP02a].
186Diese folgenden Erla¨uterungen sind im Zusammenhang mit Abschnitt 2.5 zu sehen.
Vgl. zusa¨tzlich [Kno00, S. 105].
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Abbildung 2.25: U¨bersicht der SAP APO Funktionen187
von Lieferketten. Mit dem Network Design hat sich der Funktionsum-
fang erweitert. Es ist ein Entscheidungsunterstu¨tzungswerkzeug, mit
welchem der Nutzer strategische Probleme der Netzwerkplanung im
logistischen Bereich unter Benutzung von Szenariotechniken auf einer
aggregierten Ebene durchfu¨hren kann.
2. Demand Planning (DP): Durchfu¨hren der Bedarfsplanung, basierend
auf statistischen Prognosemethoden. Die dabei verwendeten Daten re-
sultieren zum einen aus Vergangenheitsdaten, es ko¨nnen zum anderen
auch Daten externer Marktforschungsinstitute in die Vorhersage ein-
bezogen werden. Ein sehr wichtiger Aspekt ist, dass dieser Teil des
APO’s eine gemeinsame Bedarfsvorhersage verschiedener Unternehmen
ermo¨glicht, womit der Peitscheneffekt vermindert werden soll.
3. Supply Network Planning (SNP): Hierbei werden auf taktischer Ebe-
ne, d. h. bei mittlerer Genauigkeit, ganze Lieferketten geplant. In den
Broschu¨ren zu SAP/APO-SNP wurden a¨hnliche Aussagen getroffen wie
zum SNP im allgemeinen SCM-Modell. SNP soll deshalb nicht weiter
vertieft werden.
4. Transportation Planning (TP) und Vehicle Scheduling (VS): Diese
Funktion ist ein Werkzeug zur Planung von Distributionsnetzen und
Optimierung des Einsatzes von Transportmitteln. Es ko¨nnen Fahr- und
187Modifiziert u¨bernommen aus [SAP02a].
2.5 SCM-Konzept 75
Routenpla¨ne mit optimalen Zulademo¨glichkeiten und den notwendi-
gen Transporteuren generiert werden. Das Vehicle Scheduling Modul
lo¨st Abhol- und Lieferprobleme wie Rundreisen und multi–pick and
drop-Management. Es betrachtet Restriktionen wie time window cons-
traints, vehicle capacity constraints, handling capacity constraints for
loading/unloading. Es ist in der Lage, Auftragsreihenfolgen zu generie-
ren, die abha¨ngig von verschiedenen Transportrouten sind. Das Trans-
portation Planning Modul findet fu¨r einen Transport die besten Rou-
ten durch ein Netzwerk von Straßen, Schienen, Flug- oder Schiffslinien
bezu¨glich Weg- oder Zeitminimalita¨t.
5. Produktionsplanung (PP) und Detailed Scheduling (DS): Wa¨hrend
SNP als Planungsperiode Wochen oder Tage nutzt und die Auftrags-
reihenfolge unberu¨cksichtigt bleibt, ko¨nnen mit PP/DS Auftra¨ge bis zu
einer Genauigkeit von Sekunden terminiert werden. Diese Pla¨ne sind
ausfu¨hrbar. Dabei stellt die PP Optimierungstechniken zur kurzfristi-
gen Material- und Fertigungsplanung bereit, wobei Kapazita¨tsrestrik-
tionen beru¨cksichtigt werden. Nach der PP erfolgt im DS die Zuordnung
der Produktionsressourcen und die Reihenfolgeplanung.
6. Global Available to Promise (ATP): Ist eine mehrstufige, regelbasier-
te Methode, mit der die Mo¨glichkeit, ein Lieferversprechen zu geben,
u¨berpru¨ft wird.188 Auch in dieser Funktionalita¨t kann eine unterneh-
mensu¨bergreifende Pru¨fung durchgefu¨hrt werden, was als Global ATP
bezeichnet wird.
Weiterhin erfolgt mit dem Verfahren Available to Promise die Er-
mittlung, inwieweit eine Anfrage zugesichert werden kann. Dabei kann
der Pru¨fzeitraum auf die Gesamtwiederbeschaffungszeit begrenzt wer-
den. Da es alternativ zur ATP–Pru¨fung die Mo¨glichkeit der Verfu¨gbar-
keitspru¨fung gegen die Planprima¨rbedarfe gibt, bleiben diese innerhalb
der ATP–Pru¨fung unberu¨cksichtigt (siehe Abbildung 2.26189 ).
Die Funktionen 3. bis 5. werden von der SAP unter dem Begriff
”
Advanced
Planning and Scheduling“ (APS) subsumiert.190
188Dabei gibt es eine Reihe von Einstellungsmo¨glichkeiten. So ist fraglich, ob schon ge-
troffene Zusagen zugunsten eines wichtigeren Kunden umreserviert werden ko¨nnen oder
ob nur die physischen Besta¨nde oder alle Zu- und Abgangselemente einbezogen werden.
Vgl. dazu [Kno00, S. 132].
189Entnommen aus [SAP96, S. 5/18].
190Vgl. dazu den Abschnitt 2.4.2, in dem APS als neue Entwicklungsrichtung der EDV–
gestu¨tzten Planungssysteme charakterisiert wird. Auf Details der einzelnen Planungsebe-
nen soll verzichtet werden, da diese in [Kno00] und [SAP02a] detailliert erkla¨rt werden.






















































Abbildung 2.26: Das ATP–Pru¨fverfahren
Die technologische Basis des APO wird in Abbildung 2.27191 dargestellt.
Dieser Aspekt ist vor allem in Bezug auf die zu verwendenden Technolo-
gien fu¨r das Extended Value Chain Management von Interesse. Dabei sind
bezu¨glich der vorliegenden Arbeit vor allem die im rechten Teil dargestellten
Technologien Optimization Extension Workbench, Core Interface und BAPI
interessant, mit denen die Ankopplung anderer Systeme realisiert wird.192
Core Interface (APO–CIF): Diese Funktion gewa¨hrleistet die Integration
zwischen den verschiedenen New Dimension Products der SAP. Da zum
191Die Abbildung entstammt aus der Werbebroschu¨re zu APO in [SAP01, S. 1].





































Abbildung 2.27: Technologische Basis des SAP APO
aktuellen Zeitpunkt in jedem New Dimension Product diese Funktiona-
lita¨t redundant enthalten ist, sollen in spa¨teren Releases diese Funktio-
nen in einem eigenen produktu¨bergreifenden Plug–In enthalten sein.194
Optimization Extension Workbench (APX): U¨ber die APX wird die Mo¨g-
lichkeit unterstu¨tzt, externe Optimierungstools in die APO–Umgebung
zu integrieren. Damit sind Unternehmen in der Lage, schon vor
der Einfu¨hrung von APO genutzte Optimierungswerkzeuge weiter-
hin zu betreiben. Die Nutzung erfolgt dabei integriert in die APO–
Umgebung.195 Zur Integration werden von der SAP entsprechende Li-
braries bspw. fu¨r C++ geliefert. Von der SAP wird empfohlen, die Da-
ten zentral im APO zu halten. Die prima¨re Kommunikationsmo¨glich-
keit ist der Zugriff u¨ber die standardisierte BAPI-Schnittstelle.
Die Zusammenarbeit zwischen APO und dem R/3–System soll wie in Abbil-
dung 2.28 dargestellt, erfolgen. Diese Sicht bedeutet langfristig das Ersetzen
des Moduls PP durch APO!196
194Vgl. [SAP99b, S. 28].
195Vgl. [Sch99d].
196Vgl. [Kno00, S. 119].








Abbildung 2.28: Zusammenarbeit von APO und R/3197
Wie durch die Ausfu¨hrungen ersichtlich wird, entwickelt der gro¨ßte Anbieter
von ERP–Produkten198 Lo¨sungen, die propagiert das Potenzial haben, die
Planung und Steuerung im Unternehmen in einer Weise zu gestalten, mit
der dem Dilemma der Produktionswirtschaft begegnet werden soll. Da die
vorgestellten Produkte sehr jung sind, wird sich erst in der Zukunft zeigen,
ob das in den Broschu¨ren Deklarierte tatsa¨chlich methodisch enthalten ist
und nachfolgend die Potenziale auch genutzt werden. Allerdings la¨sst die
Preisstrategie der SAP kaum erwarten, dass APO bei KMU Einzug hal-
ten wird. Diese Aussage gilt gleichsam fu¨r die anderen großen Hersteller fu¨r
SCM-Lo¨sungen wie i2 Technologies, J. D. Edwards usw. Deren Zielgruppe
sind finanzkra¨ftige Unternehmen, die Kauf und Einfu¨hrung dieser Produkte
wirtschaftlich tragen ko¨nnen.
2.6 Zusammenfassung
Das Ziel von SCM–Systemen ist die aktive und permanente Gestaltung der
Wertscho¨pfungskette zur Sicherung und Steigerung des Nutzens der betei-
ligten Unternehmen. Dabei verbinden SCM–Systeme
”
neue“ Informationssy-
steme zur integrierten Planung zumindest eines Ausschnitts der Kette199.
197Abbildung wurde aus [Sie00] entnommen.
198In [Bra99, S. 219 ff.] sind eine Reihe von Installations- und Bescha¨ftigtenzahlen ent-
halten, die eine derartige Aussage zulassen.
199Siehe [Fle01a, S. 119].
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Abschließend sollen die vorgestellten Konzepte der MRP, ERP und speziell
des SCM zusammengefasst werden. Zuna¨chst erfolgt eine kurze Wu¨rdigung
der wichtigsten Punkte der vorangehenden Abschnitte. Im Anschluss daran
sollen die wichtigsten Defizite der heutigen Konzepte herausgehoben werden.
2.6.1 Wichtige Aspekte der verschiedenen Konzepte
Das MRP II–Konzept als Manufacturing Resource Planning ist ein ganzheit-
liches, sukzessives Konzept zur unternehmensweiten Planung und Steuerung.
Es integriert alle bis dato getrennten Planungssysteme des Rechnungswesens
und der Logistik und damit alle wichtigen Planungsobjekte im Unterneh-
men.200
Im Kern ist es ein zentrales Planungskonzept, das aber in Teilbereichen
um dezentrale Komponenten erweitert werden kann.201 Wichtiger Bestand-
teil und Basis fu¨r die Entwicklung des MRP II–Konzeptes ist das Closed
Loop MRP. Dieses sieht eine Sukzessivplanung mit hierarchischem Aufbau
vor. Von den u¨bergeordneten zu den untergeordneten Ebenen werden die
Planungsobjekte mit zunehmendem Detaillierungsgrad und abnehmendem
Planungshorizont betrachtet. Mit Hilfe eines Ru¨ckkopplungssystems erfolgt
die Validierung und gegebenenfalls eine A¨nderung der Planung. Die Nutzung
des MRP II-Konzeptes ist nicht ausschließlich eine rein technische Frage, son-
dern ha¨ngt auch sehr stark davon ab, ob das Unternehmen als Gesamtheit
betrachtet wird. Das fa¨ngt bei der Organisationsstruktur an und ho¨rt bei der
Informations- und Kommunikationstechnik auf. Das MRP II–Konzept kann
somit auch als ein prozessorientierter Ansatz zur Unternehmensfu¨hrung in-
terpretiert werden. Dabei muss ein implementiertes MRP II–Konzept die Ei-
genschaft einer integrierten Datenhaltung aufweisen. Das MRP II-Konzept
ist weiterhin aufgrund seines integrierten Ru¨ckkopplungssystems, der Be-
trachtung des Unternehmens als Gesamtheit und der damit verbundenen
Integration aller betrieblichen Planungssysteme sehr flexibel.
Grundsa¨tzlich muss angemerkt werden, dass sich trotz aller Erweiterungen
durch Wight im Kern nichts an der prinzipiellen Herangehensweise gea¨ndert
hat. Er verfolgte somit keine konzeptionelle Neuausrichtung, sondern eine
Verfeinerung einer sich bis dato bewa¨hrten Technik. Zusa¨tzlich bleibt festzu-
halten, dass der Anwendungsfokus dieses Konzeptes weiterhin die fertigende
Industrie ist, worauf bspw. die Bezeichnung hindeutet.
200Siehe dazu die in Abbildung 2.8 dargestellten Grundressourcen.
201Es kann bspw. im Bereich der Werkstattsteuerung ohne Weiteres zusammen mit Kan-
ban eingesetzt werden. Vgl. dazu [Kar90, S. 86].
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ERP–Systeme sind EDV–gestu¨tzte Planungssysteme, die Gescha¨ftsprozesse
sowohl innerbetrieblich als auch unternehmensu¨bergreifend abbilden. Dabei
ist das ERP eine Fortfu¨hrung der MRP–Konzepte. Die Weiterentwicklung
bestand im ersten Schritt in der Erweiterung der bisherigen Planungsfunk-
tion, z. B. der Integration neuer Komponenten wie die Computer–Aided–
Techniken. Der zweite Schritt der Weiterentwicklung stellte einen Bruch mit
den MRP–Konzepten dar. So wurde erkannt, dass mit ihnen relevante Be-
standteile der Planung nicht abbildbar sind. Aus diesem Grund bietet das
ERP–Konzept den Rahmen, um bspw. optimierende Verfahren in das Pla-
nungskonzept einzubauen. Das ermo¨glicht erstmalig, simultane Planungs-
ansa¨tze in ein Gesamtkonzept der betrieblichen Informationsverarbeitung zu
integrieren. Mit dem Supply Chain Management als Bestandteil eines ERP–
Systems a¨ndert sich der Betrachtungsbereich der Planung von einer unterneh-
mensbezogenen zu einer gegenstandsbezogenen Betrachtung, die im Ansatz
unternehmensu¨bergreifend ist. Allerdings ist die Euphorie, mit der das SCM
vom Markt aufgegriffen wurde, zu relativieren. Denn in der Vergangenheit
hat sich gezeigt, dass gerade der Bereich des Managements starken modischen
Einflu¨ssen unterworfen ist. So sei an die CIM–Euphorie vor knapp 20 Jahren
erinnert, von der heute zwar Kernelemente in den Unternehmen anzutreffen
sind, die aber die Erwartungen nicht erfu¨llen konnte.202 Das SCM muss in
den na¨chsten Jahren beweisen, dass es nicht nur gute Ergebnisse liefern kann,
sondern auch von den Nutzern akzeptiert wird. Das Herstellen von Trans-
parenz bzgl. Lo¨sung und Lo¨sungsweg ist nach der Meinung des Autors die
gro¨ßte Herausforderung fu¨r die Entwickler von SCM–Systemen.
2.6.2 Konzeptionelle Defizite derzeitiger Systeme
Dem betriebswirtschaftlichen Nutzen, der in zahlreichen Beitra¨gen zum SCM
proklamiert wurde, stehen neue Herausforderungen in der Koordination und
Steuerung von Netzwerken gegenu¨ber. Auf diese neuen Aufgaben fu¨hren
Kling et al.203 auch das Scheitern anderer, vielversprechender Ansa¨tze (wie
eben das CIM204) zuru¨ck, die insbesondere auf Problemen der Datenintegra-
tion205 und der organisatorischen und kulturellen Organisation206 beruhten.
Nach Fleisch207 ergeben sich als derzeit wichtigste Koordinationsprobleme
die folgenden:
202Vgl. [Str99a, S. 20].
203Siehe [Kli99, S. 5 f.].
204Siehe [Bec93].
205Siehe [Bec91].
206Siehe [She92, S. 29 ff.].
207Siehe hierzu [Fle01a, S. 121 ff.].
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Reziprozita¨t des Nutzens: Netzwerkweite Planung verlangt nach netzwerk-
weiter Transparenz der Informationen zu einer Supply Chain und die
Bereitschaft zu Investitionen in nicht-vertragliche Leistungen208. Inve-
stitionen in ein derartiges Netzwerk, ob materiell oder immateriell, set-
zen Vertrauen und eine von allen Netzwerkpartnern geteilte Vision vor-
aus. Ersteres ist ein Faktor, der in den Sozialwissenschaften unter dem
Begriff der Soft–facts subsumiert wird. Letzteres setzt eine Konzepti-
on fu¨r ein Netzwerkcontrolling voraus, da die Vision eine angemessene
Aufteilung von Erfolg und Misserfolg unter den Netzwerkpartnern ver-
langt. Beides ist in der theoretischen SCM-Konzeption nicht enthalten
und wird auch praktisch von keinem System auch nur ansatzweise un-
terstu¨tzt.
Prozessintegration: Laut Fraunhofer209 werden 90% der Arbeitszeit an PPS-
oder ERP–Systemen mit dem Planen und Abwickeln von Standardpro-
zessen zugebracht. Eine wichtige Forderung an SCM ist, diese Prozes-
se weitestgehend zu automatisieren und zu dynamisieren. Bestehende
SCM–Systeme bilden im Falle von starren Lieferketten die erste Forde-
rung in Teilfunktionen wie Materialbestellungen ab. Zum Teil erfolgt
auch eine Art Collaborative Planning fu¨r gemeinsame Bedarfsvorher-
sagen. Eine dynamische Genese von Netzwerken wird theoretisch und
praktisch nicht unterstu¨tzt. Die Entwicklung von elektronischen Markt-
pla¨tzen und die Einbindung in SCM-Systeme (bspw. mySAP Exchan-
ges)210 ist ein erster Schritt, dieses Problem zu lo¨sen.
Datenintegration: Dieses Problem ist durch die kaum realisierte semantische
Integration ha¨ufig das Schwerwiegendste211. Das Ziel der Integration
208Vergleiche hierzu [Bak93b, S. 301 ff.].
209Siehe [Fra99, S. 21].
210Siehe [SAP99a]. mySAP Exchanges verbindet das Unternehmen mit ausgewa¨hlten
Partnern, um ihre Gescha¨ftsprozesse wie Beschaffung, Einbindung von Lieferanten bis
zum Verkauf so zu integrieren und zu automatisieren, dass eine schnelle, kosteneffizien-
te Zusammenarbeit wa¨hrend des gesamten Auftragsdurchlaufs gewa¨hrleistet ist. Liefe-
ranten stehen beispielsweise umfassende Auftragsverwaltungsfunktionen zur Verfu¨gung,
einschließlich der Mo¨glichkeit, Inhalte aus mehreren Katalogen zu vereinigen, eigene An-
gebote dem Katalog des Marktplatzes hinzuzufu¨gen und Marktplatzdienste Dritter zu
integrieren. Indem das Eigentu¨merunternehmen die Teilnahme am Marktplatz fu¨r seine
Lieferanten und andere Gescha¨ftspartner so einfach und kostengu¨nstig wie mo¨glich gestal-
tet, erha¨lt es sofort eine klare Sicht auf die Nachfragesituation innerhalb des gesamten
Gescha¨ftsumfeldes. Dadurch ist das Unternehmen in der Lage, sowohl die Einfu¨hrung von
E-Business-Prozessen bei seinen Lieferanten zu beschleunigen als auch Unsicherheiten in
seiner Logistikkette zu verringern. Allerdings ko¨nnen dynamisch keine Partner gebunden
werden. Fu¨r die Aggregation von mehreren Angeboten gibt es derzeit keine Methoden.
211Vgl. [O¨st00, S. 124].
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auf der semantischen Ebene212 ist das Sicherstellen der richtigen Bedeu-





Zuho¨ren“ zwar notwendige Bedingung sind, aber keine hinreichen-
de, denn
”
Verstehen“ bringt erst den versprochenen Nutzen. In diesem
Bereich sind die Systeme zur Enterprise Application Integration (EAI)
angesiedelt. SCM–Systeme werden sich in Zukunft versta¨rkt dieser Be-
dienen, um die Datenintegration zu realisieren. Bei der Entwicklung des
Extended Value Chain Managements wird ebenfalls von der Existenz
dieser EAI-Systeme ausgegangen. Ring et al.214 beschreiben detailliert
und umfassend die Konzeption zum EAI.
Systemintegration: Systemintegration bedeutet die Einbeziehung aller nutz-
versprechenden Informationssysteme aller Knoten der Supply Chain.
Hierzu geho¨ren PPS–Systeme, die nicht in ERP–Systeme eingebunden
wurden, genauso wie Produktions- oder Betriebsdatenerfassungsgera¨te.
Hierzu sei bemerkt, dass fokale Unternehmen215 die Beherrschung der
Komplexita¨t einer Supply Chain vor allem in Bezug auf die Vielfalt der
zu planenden Aufgaben in den Mittelpunkt ihrer Betrachtung und Ar-
gumentation stellen. Die Flexibilita¨t und die Reaktionsfa¨higkeit wird
jedoch
”
auf dem Ru¨cken“ der KMU ausgetragen. Deshalb favorisieren
sie, wenn u¨berhaupt, effiziente Methoden zur Fertigungssteuerung. Die
Integration beider wurde von SCM–Systemen bisher nicht methodisch
vollzogen.
Ausnahmeregelungen: Regeln dieser Art werden in Anspruch genommen,
wenn keine Standardprozesse fu¨r die auftretende Ausnahme implemen-
tiert sind. In diesem Falle stellt sich die Frage nach der Verantwort-
lichkeit und der Verfahrensweise. Vermutlich wird kein System in der
Lage sein, Ausnahmen umfassend und zufriedenstellend zu beherrschen.
Im Sinne einer Transparenzverbesserung muss es jedoch rechtzeitig be-
stimmte Typen (z. B. Lieferverzug, Ausfall von Netzwerkknoten usw.)
von Problemen erkennen ko¨nnen. Auch hierzu sind SCM–Systeme kaum
in der Lage.
Insgesamt hat das SCM in ju¨ngster Zeit durch die breite Diskussion vor allem
in der Praxis einen deutlichen Auftrieb erhalten. Inhaltlich gesehen erfu¨llte
212Siehe zu den Ebenen der Integration die Einteilung von Reichwald in [Rei93] und
[Pic96, S. 67].
213Siehe hierzu [Fle01a, S. 125].
214Siehe [Rin99].
215Dieser oft zitierte Begriff bringt nach Meinung des Autors versteckt die Starrheit der
Systeme in ihrer Konzeption zu Ausdruck.
2.6 Zusammenfassung 83
das SCM die Erwartungen durch eine dominante (und sehr einseitige) DV-
Sicht und die Konzentration auf Methoden fu¨r operative Problemstellungen
aus Sicht des Autors nicht. Vermutlich ist diese Entwicklung in den zahlrei-
chen Start-up’s der New-Economy zu begru¨nden, in welcher fast ausschließ-
lich informatiklastige IT-Konzepte in einer unu¨berschaubaren Vielfalt ent-
wickelt wurden. Der theoretisch begru¨ndete betriebswirtschaftliche Nutzen
wird ha¨ufig vergeblich gesucht. Vermutlich ist dies eine wesentliche Ursache
fu¨r die Konsolidierung dieses Marktsegments in den letzten beiden Jahren.
Aus diesem Grunde gibt es auch keine
”
echten“ Netzwerkkonzepte, bspw. fu¨r
die Genese von Supply Webs. In der Hauptsache beschra¨nken sich Koopera-
tionen auf stabile Bina¨rrelationen zwischen rechtlich verbundenen Unterneh-
men. Es existieren offenkundig gravierende Modellierungs- und Implemen-
tierungshu¨rden des SCM-Konzeptes fu¨r Kooperationen, die dynamisch sind
und an welcher mehr als nur zwei Partner miteinander verbunden sind216,
obwohl zahlreiche Beitra¨ge u¨ber Erfolge berichten, deren Basis die SCM-
Implementierung ist217. Wohlgemuth et al.218 stellen jedoch vo¨llig zu Recht
fest, dass bei genauer Betrachtung die Mehrzahl der Projekte entweder die
Beziehungsgestaltung zwischen internen Standorten gro¨ßerer internationaler
Unternehmen bzw. deren Tochtergesellschaften oder aber die Optimierung
von Zweierbeziehungen zum Gegenstand haben219.
Fu¨r die Auseinandersetzung mit den strategischen Aufgaben eines Netzwer-
kes lassen sich in der Literatur, wie dieses Kapitel deutlich gezeigt hat,
zwei Hauptrichtungen der Betrachtung ausmachen. Der eine, eher konzep-
tionell gepra¨gte Teil bescha¨ftigt sich mit den organisatorischen Vorausset-
zungen fu¨r die Implementierung des Ansatzes, wobei Modellierung und Ge-
staltung u¨berbetrieblicher Prozessketten sowie durchga¨ngige, medienbruch-
freie Informationssysteme dominieren. Typischer Vertreter ist das SCC mit
seinem SCOR–Modell. Methoden zur Behandlung entstandener Lieferketten
werden nicht betrachtet. Die andere Gruppe stellt die Funktionalita¨ten von
SCM–Systemen in den Vordergrund, die bestehende Systeme heute besitzen.
Der Einsatz konventioneller OR-Methoden wird forciert, aber gleichzeitig fin-
det kein
”
Nachvorndenken“ statt. Deren Beitra¨ge in der Literatur bestehen
i. d. R. in umfassenden U¨berblicken zum Stand der Technik von Tools zum
strategischen SCM. Diese Tools lassen sich wiederum in zwei Gruppen teilen:
Anbieter von SCP–Systemen und Anbieter von SCE–Systemen.
216Siehe hierzu auch [Woh01, S. 69].
217Siehe hierzu stellvertretend [Kno00] und [Kuh98a, S. 7 ff.].
218Siehe [Woh01, S. 69 f.].
219Siehe auch [Kot00b, S. 21 ff.]. Franke et al. [Fra00, S. 54 ff.] hingegen zeigen Ansa¨tze
fu¨r das SCM mit mehr als zwei Unternehmen auf.
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Letztere sind im operativen Bereich des SCM angesiedelt und beinhalten
Funktionen zum Unterstu¨tzen der operativen Gescha¨ftsta¨tigkeiten. Strate-
gische Managementaufgaben werden nicht unterstu¨tzt. SCP–Systeme waren
anfangs nur Weiterentwicklungen gestandener ERP–Systeme, die nach der
MRP II–Philosophie implementiert wurden. Erst in den letzten fu¨nf Jahren
etablierten sich erste Lo¨sungen wie SAP APO, die eine unternehmensu¨ber-
greifende Planung konzeptionell im Visier hatten. Zum gegenwa¨rtigen Stand
weisen diese, wie oben gezeigt, wesentliche Ma¨ngel zur Bildung von dynami-
schen Netzwerken auf.
Die vorliegende Arbeit wird sich konzeptionell mit den Punkten bescha¨fti-
gen, fu¨r die einerseits das SCM keine unternehmensu¨bergreifenden Methoden
bereitstellt (siehe u. a. SCOR–Modell und periphere Modellentwicklungen),
die auch als strategische Lu¨cken bezeichnet werden ko¨nnen, und fu¨r die an-
dererseits Unternehmen wie SAP, i2 Technologies usw. in ihren Produkten
keine Hinweise zu deren Behandlung geben. Aus diesem Kapitel geht hervor,
dass es sich dabei um die folgenden Aspekte handelt:
• eine Netzwerkgenese zur dynamischen Suche von Netzwerkknoten und
anschließende Bildung von Wertscho¨pfungsnetzen,
• die Aggregation von Lieferantworten aus einer Schar von konjunktiven
und disjunktiven Stu¨cklistenposition sowie
• das Finden von Netzwerkpartnern durch Soft–fact–Integration, das in
der normativ–strategischen Ebene eines Netzwerkkonzepts situiert ist.
Bei aller technologischer Signifikanz der gestellten Anforderungen an SCM–
Modelle hat sich ein offenkundiger Nachholbedarf im verhaltensorientierten
Bereich des Netzwerkmanagements gezeigt. Insbesondere der Begriff des Ver-
trauens wird in der Literatur zunehmend frequentiert. Es sind allerdings keine
Ansa¨tze zur quantitativen Modellierung derartiger Soft–facts bekannt gewor-
den. Der Aufbau und die Einbeziehung einer Datenbasis mit Wissen u¨ber die
Beziehungen der Netzwerkpartner wird in der Zukunft unerla¨sslich bleiben.
Aus diesem Grund wird sich die vorliegende Arbeit bei der Modellierung des
Konzeptes zum Extended Value Chain Management insbesondere mit dieser
Facette eines Netzwerkes auseinander setzen und einen interessanten Ansatz
liefern. Jedoch hat die Einsicht in die Notwendigkeit einer derartigen Funk-
tion fu¨r die Netzwerkgenese beim Autor auch zahlreicher Diskussionen mit
Sozialwissenschaftlern innerhalb des Sonderforschungsbereiches
”
Hierarchie-
lose Regionale Produktionsnetze“ bedurft220.
220An dieser Stelle sei die Zusammenarbeit mit Lang, Aderhold und Meyer von der TU
Chemnitz und Walter von der FH Zwickau hervorgehoben, die einen wichtigen Einfluss
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Begleitend zur Entwicklung des ERP- und des SCM-Konzeptes etablierten
sich in den letzten Jahren mehr oder weniger potente Modelle zur Struk-
turierung und Betreibung von Netzwerken zur Beherrschung von unterneh-
mensu¨bergreifenden Wertscho¨pfungsketten. Das na¨chste Kapitel widmet sich
dieser Entwicklung.
auf den sozialwissenschaftlichen Teil des Konzeptes innerhalb von EVCM hatte.
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”
... cybernetics is the science of control, manage-
ment is the profession of control.“
Stafford Beer
In den vergangenen Jahren hat sich in der Wirtschaftswelt ein tiefgreifender
Wandel von einem vorwiegend stabil und national gepra¨gtem Umfeld hin zum
globalen Wettbewerb vollzogen. Auch im binnen- und außenwirtschaftlichen
Unternehmensumfeld1 sowie aus politischer und rechtlicher Sicht haben sich
grundlegende Vera¨nderungen ergeben. Erinnert sei z. B. an die Erweiterung
der Europa¨ischen Union und an die Einfu¨hrung des EURO. Zusa¨tzlich wur-
den grundlegend neue technische Entwicklungen eingefu¨hrt, beispielsweise
in der Informations- und Kommunikationstechnologie in den Bereichen des
E-Business und des m-Commerce.
Durch Anwendung dieser neuen Technologien ergab sich die Mo¨glichkeit,
vo¨llig neue Ma¨rkte erschließen zu ko¨nnen. Dies fu¨hrte zu einer zunehmenden
Globalisierung der Ma¨rkte, welche durch eine Zunahme an potenziellen Kon-
kurrenten gepra¨gt ist. Um mit dieser immer schneller werdenden Entwicklung
Schritt halten zu ko¨nnen, sind neue Konzepte notwendig, die in der Lage sind,
betriebswirtschaftliche Ziele wie Kostenminimierung, Flexibilita¨t und Effizi-
enz, zu realisieren. Auch in der Arbeitswelt und in der Gesellschaft2 vollzog
sich ein tiefgreifender Wandel. Ein versta¨rktes o¨kologisches Bewusstsein, ein
vera¨ndertes Verha¨ltnis zu Arbeit und Freizeit aber auch der Wunsch, eine an-
spruchsvolle Ta¨tigkeit mit individuellem Handlungsspielraum zu vollbringen,
fu¨hren zu einer versta¨rkten ablehnenden Haltung gegenu¨ber hierarchischen
Strukturen. Aus diesen Gru¨nden werden in der betriebswirtschaftlichen For-
schung seit einiger Zeit neue Konzepte der Unternehmensorganisation und
1Vgl. [Sch00a, S. 311].
2Vgl. [Pic01, S. 4].
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-kooperation diskutiert, denn eben fu¨r kleine und mittlere Unternehmen, die
kaum Skaleneffekte erzielen oder sich keine Stabsabteilungen leisten ko¨nnen3,
kann Kooperation zu einem wettbewerbsentscheidenden Faktor werden. Der
Weg hin zu erfolgreicher Kooperation kann beschwerlich sein, da mangeln-
des Vertrauen, fehlende Weitsicht oder individuelle Eitelkeiten oftmals ei-
ner erfolgreichen Partnerschaft im Wege stehen. Unternehmenskooperatio-
nen versprechen eine Menge Vorteile wie Senkung von Produktionskosten
durch Konzentration auf Kernkompetenzen, Erschließung neuer Ma¨rkte, bes-
sere Kapazita¨tsauslastung, kostengu¨nstiges Benchmarking oder gemeinsames
Sourcing4. Die Mitnahme dieser Vorteile ist jedoch an Voraussetzungen ge-
knu¨pft.
Bislang sind verschiedene Kooperationsformen von Unternehmen kategori-
siert worden. Weit verbreitet ist die Einteilung in drei5 verschiedene Formen:
Joint Venture6, Strategische Allianzen7 und Unternehmensnetzwerke. Spezi-
elle Arten von Unternehmensnetzwerken werden oftmals auch als Virtuelle
Unternehmen bezeichnet, jedoch existiert dazu noch keine einheitliche wis-
senschaftliche Meinung bezu¨glich verschiedener Unterscheidungsmerkmale.
Ausgehend von der Reinform unterscheiden sich Joint Ventures und Unter-
nehmensnetzwerke durch die Art ihres Zusammenschlusses8. Wa¨hrend bei
Joint Ventures durch die langfristig angelegte Zusammenarbeit eine Un-
ternehmensneugru¨ndung angestrebt wird, genu¨gen beim Unternehmensnetz-
werk in der Regel lose Vereinbarungen und Rahmenabsprachen ohne das Ziel
einer Unternehmensgru¨ndung. Ebenfalls auf la¨ngere Zeit sind strategische
Allianzen angelegt. Wesentlich mehr Regelungen treten bei Kooperationsfor-
men wie Konsortien oder Arbeitsgemeischaften auf, die jedoch nach außen
hin kein einheitliches Erscheinungsbild aufweisen. Von allen bisher erwa¨hn-
ten unternehmensu¨bergreifenden Kooperationsmo¨glichkeiten stellt das Un-
ternehmensnetzwerk bzw. das Virtuelle Unternehmen die neueste Form dar.
Die vorliegende Arbeit fokussiert aus dem Grund der Abbildbarkeit einer ho-
hen Dynamik und großen Flexibilita¨t eines Wertscho¨pfungsnetzwerkes aus-
schließlich Unternehmensnetzwerke.
Bereits 1984 bescha¨ftigten sich Miles und Snow9 mit der Idee zeitlich befri-
steter unternehmensu¨bergreifender Kooperationsformen, welche sie als
”
Dy-
3Vgl. [Hir98, S. 135].
4In Anlehnung an [Hir98, S. 136 ff.].
5Siehe hierzu [Hes99a, S. 225] und [Sch98b, S. 19].
6Siehe [Sch96c, S. 20 ff.].
7Na¨heres dazu bei [Fre98, S. 23 ff.].
8Vgl. [Sch98b, S. 19].
9Vgl. [Mil84, S. 26].
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namic Networks“10 bezeichneten. 1986 erwa¨hnte Mowshowitz11 das Konzept
der
”
Virtual Organization“. Damit war jedoch mehr die intraorganisationale
Variante, also das automatisierte Bu¨ro gemeint, ein Konzept, welches aus der
gestiegenen Bedeutung der EDV hervorging. Eine erste ausfu¨hrliche Abhand-
lung legten Davidow und Malone12 im Jahre 1992 vor. In ihrem Buch
”
Das
Virtuelle Unternehmen“ wird euphorisch die Vision eines Unternehmens des
21. Jahrhunderts beschrieben, in der die verschiedensten Problemfelder auf
vo¨llig neue und ebenso andere, eben virtuelle, Weise bewa¨ltigt werden. Als
negativ zu werten ist, aber signifikant fu¨r das literarische Umfeld dieses Ge-
bietes, dass im gesamten Buch keine genaue Definition des Begriffs eines
Virtuellen Unternehmens gegeben wird13.
Kurze Zeit spa¨ter (1993) erscheint ein vielzitierter Artikel von Byrne14, in
dem der Verfasser das Virtuelle Unternehmen als zeitlich befristetes Netzwerk
von Unternehmen definiert. In dieser Zeit werden auch die ersten ausfu¨hrli-
cheren deutschen Abhandlungen zu diesem Thema vero¨ffentlicht. Erwa¨hnens-
wert ist das Buch “Die Fraktale Fabrik“15 von Warnecke. Der Verfasser ver-
steht unter einem Fraktal eine selbststa¨ndig agierende Unternehmenseinheit,
deren Ziele und Leistung eindeutig beschreibbar sind16. Der Begriff Fraktal
hat sich jedoch im Laufe der Zeit nicht entscheidend durchgesetzt, wenn-
gleich die Idee in vielen spa¨ter erschienenen Konzepten wieder aufgegriffen
und weiterentwickelt wurde.
Zur gleichen Zeit vero¨ffentlichte Sydow17 sein Buch
”
Strategische Netzwerke“,
in welchem eine Reihe von grundsa¨tzlichen Ansa¨tzen und Gedanken zum
Thema Netzwerkmanagement zusammengefasst sind. Es stellt somit eine Art
Grundlagenwerk dar, denn in vielen darauffolgenden Vero¨ffentlichungen zum
Thema Netzwerkmanagement wird dieses Buch als Basis verwendet.
In der Folgezeit entwickelt sich die Netzwerkforschung und das Virtuelle Un-
ternehmen zu einem Modethema, zu dem eine Vielzahl von Bu¨chern und Ar-
tikeln in Zeitschriften vero¨ffentlicht wurde18. Mit wenigen Ausnahmen sind
10Vertiefend analysiert bei [Mil86].
11Vgl. [Mow86, S. 389].
12Vgl. die deutsche Ausgabe von 1993 [Dav93].
13Vgl. [Sch96c, S. 26 ff.].
14Vgl. [Byr93, S. 37 ff.].
15Siehe [War93].
16Vgl. [War93, S. 152 f.].
17Vgl. [Syd92].
18Fu¨r den deutschsprachigen Raum seien stellvertretend die bekannteren Vero¨ffentli-
chungen von Klein [Kle94], Arnold et al. [Arn95], Mertens/Faisst [Mer95, Mer96], Wilde-
mann [Wil97], Wu¨thrich/Philipp [Wu¨t98a, Wu¨t98c, Wu¨t98b] und Griese/Sieber [Gri00]
genannt. Auch ein gesamtes Erga¨nzungsheft der Zeitschrift fu¨r Betriebswirtschaft19 ist
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die Bu¨cher jedoch lediglich Aufsatzsammlungen, die zwar wertvolle Ansa¨tze
liefern, aber in methodischer und didaktischer Perspektive Wu¨nsche offen las-
sen. Die wissenschaftliche Bearbeitung der Thematik selbst setzte erst Mitte
der neunziger Jahre ein. Die hierzu bereits vero¨ffentlichte Literatur ist daher
noch auf wenige, wenn auch im Sinne der Thematik wertvolle Grundlagen
und ausgewa¨hlte Teilaspekte beschra¨nkt. Wie aus den verschiedensten Titeln
der Aufsa¨tze, Artikel und Bu¨cher ersichtlich wird, sind Begriffe wie Unter-
nehmensnetzwerk, Fraktale Fabrik oder Virtuelle Organisation noch nicht
einheitlich definiert. Im folgenden Abschnitt sollen die verschiedenen, am
ha¨ufigsten vorkommenden Begriffe erkla¨rt, definiert und kategorisiert wer-
den.
Fu¨r die bisherige Umsetzung der Konzepte la¨sst sich grundsa¨tzlich feststel-
len, dass die Initiierung virtueller Unternehmen und die Entwicklung von
Vernetzungen in der Praxis zwar schon Anwendung findet, dies aber eher in
Zeiten wirtschaftlicher Schwierigkeiten von Unternehmen und Regionen und
auch nicht unbedingt, wie die Literatur zeigt, auf theoretisch abgesicherter
Basis. Kinkel/Lay20 untersuchten anhand von Unternehmensbefragungen das
regionale Kooperationsverhalten (innerhalb 50 km) der deutschen Investiti-
onsgu¨terindustrie. 32% der Befragten betreiben Kooperationen, beschra¨nken
sich aber auf einzelne Unternehmensbereiche. Symptomatisch ist die
”
Koope-
ration aus Schwa¨che“, d. h. Unternehmen suchen Kooperationspartner erst
in wirtschaftlich schlechter Situation. Schiller21 pra¨sentiert Ergebnisse einer
weiteren empirischen Studie zum Kooperationsverhalten kleiner und mittler-
er Unternehmen, die 1996 durchgefu¨hrt wurde.
Zur Herausarbeitung der Erfolgsfakoren von Netzwerken erfolgt zuna¨chst die
Betrachtung der Konzepte nach der Beschreibung durch sozio-kulturelle Sy-
steme, die Herausbildung von Systemelementen und deren Vernetzung, deren
Beschreibung schon seit la¨ngerer Zeit im Mittelpunkt der Betrachtung zahl-
reicher Publikationen steht22.
dem Thema Virtuelle Unternehmen gewidmet. Aus der Vielzahl der Buchvero¨ffentlichun-
gen zu den Themen Unternehmensnetzwerke und Virtuelles Unternehmen seien in diesem
Rahmen u. a. die Werke von Kaluza/Blecker [Kal00a], Teich [Tei01m], Hofmann [Hof01b],
Page´/Ehring [Pag01], Zerdick et al. [Zer99], Rhode et al. [Rho01], Wildemann [Wil96a],
Picot/Reichwald/Wigand [Pic01] oder von Nagel/Erben/Piller [Nag99] genannt.
20Siehe [Kin00].
21Siehe [Sch98a, S. 77 ff.].
22Vergleiche hierzu [Bau00, S. 11].
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3.1 Auf der Suche nach Ordnung
In der Literatur wird der Ausgangspunkt der Entwicklung von Netzwerk- und
Managementkonzepten durchga¨ngig auf die gea¨nderten Marktanforderungen
(hauptsa¨chlich der ha¨ufig bemu¨hte Wechsel zur Kundenorientierung) und den
damit erforderlichen Vera¨nderungen, vor allem dem wachsenden Flexibilisie-
rungsdruck, gesetzt. Diese Auseinandersetzung mit der Netzwerkproblema-
tik, die etwa seit den 80er Jahren quantitativ wie qualitativ expandiert, zeigt
2Vom MRP zum SCM
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deutlich, dass sie la¨ngst zu einem Leitthema sowohl im wissenschaftlichen
Diskurs als auch in der Wirtschaftspraxis avanciert ist. Netzwerk bzw. vir-
tuelle Organisation sind die modernen Schlagworte sowohl in popula¨rer als
auch in wissenschaftlicher Literatur. Von diesen Organisationsformen bzw.
-strukturen geht die Hoffnung aus, dass sich durch ihre Realisierung in der
Wirtschaft zuku¨nftig realisierbare Erfolge einstellen werden23. Aderhold und
Meyer24 resu¨mieren, dass sich insbesondere bei Betrachtung der Vielfalt und
Variabilita¨t der wirtschaftlichen Praxis mit etwas Abstand einige verallge-
meinerbare Trends moderner Organisationsentwicklung zeigen.
1. Wa¨hrend fru¨her versta¨rkt auf Optimierung interner Prozesse und Aus-
gestaltung materiell-technischer Ressourcen als Schlu¨sselkriterien des
wirtschaftlichen Erfolges gesetzt wurde, sehen Wissenschaft und Pra-
xis nun in der Gestaltung immaterieller Produktions- und Wettbe-
werbsfaktoren erfolgstra¨chtige Perspektiven. Problematisiert werden
u. a. Aspekte der Personalentwicklung oder des Beziehungsmanage-
ments (Formen von Kooperationen, Beziehungen und Kontakten). Se-
mantisch finden die vera¨nderten Schwerpunktsetzungen ihren Ausdruck
in immer neu aufgelegten Wortscho¨pfungen. Managementkonzepte hei-
ßen heute nicht mehr Reengineering oder TQM, sondern lernende Or-
ganisation, Supply Chain Management und Netzwerkmanagement25.
Wichtig erscheint jedoch auch an dieser Stelle26 wiederum die Beto-
nung der Beziehungen, insbesondere die Auspra¨gungen Vertrauen und
a¨hnliche Soft–facts. Allerdings besteht ein Mangel dieser Fachdisziplin
im Fehlen einer Modellierung und Operationalisierung der gewu¨nschten
Integration dieser wichtigen Merkmale eines Netzwerkes.
2. Externe Auslo¨ser wie die bereits oben beschriebene Kundenorientierung
werden fu¨r die Vera¨nderung der Organisation verantwortlich gemacht.
23Siehe hierzu [Pic01], [Rei00c] und [Hes01].
24Siehe hierzu die im Wesentlichen u¨bernommenen Ausfu¨hrungen in [Ade01, S. 131 ff.].
25Siehe hierzu [Kie96, S. 21 ff.].
26Vergleiche hierzu die Ausfu¨hrungen zu Soft–facts im Abschnitt 2.6.2.
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Globalisierung, sta¨rkerer Wettbewerb und gewachsene Anspru¨che der
Kunden zwingen wirtschaftliche Organisationen in ein Umfeld, das ge-
pra¨gt ist durch erho¨hte Komplexita¨t, Unsicherheit und Dynamik. Die
steigenden Flexibilita¨tsanforderungen gehen einher mit einer Bedeu-
tungsverlagerung von der Aufbau- u¨ber die Ablauf- hin zur dynami-
schen Prozessorganisation27. Schlagworte, wie form follows function er-
fahren eine konzeptionelle Renaissance.
3. Andere Betrachtungswinkel stellen die bislang gesetzten Grenzen von
Einheitsorganisationen in Frage28. In einer Vielzahl wissenschaftlicher
und praxiologischer Konzepte wird der Fokus von Vera¨nderungspro-
jekten in Wirtschafts- und Verwaltungseinrichtungen nicht mehr nur
auf das einzelne Gestaltungsobjekt einer Organisation gesetzt. Ansa¨tze
werden formuliert, die gerade in der Bearbeitung der Organisations-
grenzen Potenziale sehen, um angemessene Antworten auf gegenwa¨rti-
ge und zuku¨nftige Aufgaben in Wirtschaft und Gesellschaft geben zu
ko¨nnen. Wird dieser Diskussion noch ein Stu¨ck gefolgt, ko¨nnte der
Schluss nahe liegen, dass vorzugsweise die Bildung von Netzwerken als
”
Ko¨nigsweg“ stilisiert wird, der Wachstum und U¨berleben von Orga-
nisationen garantiert. Dies ist auch eine These innerhalb des SFB 457
zur hierarchielosen Organisation der Genese und des Betreibens von
kompetenzzellenbasierten Produktionsnetzen.
Vielfa¨ltige empirische Befunde und Fallbeschreibungen sowie abstrakte U¨ber-
legungen scheinen diese These zu besta¨tigen, die Netzwerkorganisation als
das Erfolgskonzept der Zukunft ansehen29. Beschrieben wird, welche Fakto-
ren wann, wo, in welchem Umfang und in welchem Verha¨ltnis auf das Leben
von Organisationen Einfluss haben. Eine ha¨ufig formulierte Annahme oder
Aussage ist, dass sich die Organisationsform Netzwerk in besonderer Weise
dazu eignet, angestrebte Organisationsziele wie Wachstum, Innovationsta¨tig-
keit und wirtschaftlichen Erfolg zu erreichen.
Die Wege trennen sich jedoch bei der Darstellung der daraus resultieren-
den Managementkonzepte und der anzuwendenden Methoden. Der folgen-
de Abschnitt soll zuna¨chst in einem kurzen U¨berblick die verschiedenen
Auffassungen und Herangehensweisen zur Problematik der Netzwerke auf-
zeigen, um anschließend kritisch die Verbesserungpotenziale herausarbeiten
zu ko¨nnen.
27Vgl. [Ham93].
28Siehe die Ausfu¨hrungen in [Mu¨97d, 23 ff.] und [Wir99, S. 25 ff.].
29Vergleiche hierzu die Beitra¨ge [Hak89], [Syd92], [Ebe97, S. 3 ff.] und [Mu¨97b, S. 1 ff.].
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3.1.1 Kategorisierung von Netzwerken
Aderhold und Meyer30 stellen fest, dass die sozial- und wirtschaftswissen-
schaftliche Netzwerkforschung weit davon entfernt ist, einen geschlossenen
theoretischen Rahmen zur Beschreibung und Erkla¨rung von Netzwerken und
deren Einzelpha¨nomenen bereitstellen zu ko¨nnen. Zudem ist festzuhalten,
dass der Netzwerkbegriff vielfach in einem metaphorischen Sinne gebraucht
wird31. Ein an den vielfa¨ltig und komplex angelegten empirischen Verha¨lt-
nissen orientiertes Versta¨ndnis u¨ber Struktur, Dynamik und Funktionsweise
von Netzwerken ist genau genommen bisher nicht ausgearbeitet worden. Ein
Bewusstsein u¨ber Komplexita¨t und Ma¨chtigkeit des Netzwerkpha¨nomens ist
durchaus vorhanden, das aber nicht mit einem tiefgru¨ndigen Versta¨ndnis
verwechselt werden sollte. Schließlich ist es bisher nur ansatzweise gelungen,
dessen Mo¨glichkeiten und Wirkprinzipien in einer angemessenen Weise zu



















Abbildung 3.1: Typen von Netzwerken
Prinzipiell lassen sich Netzwerke aus technischer, o¨konomischer, sozialer und
politischer Perspektive betrachten (Abbildung 3.1), wobei letztere fu¨r die-
30Vergleiche den Abschnitt 6.2 in [Ade01, S. 133 ff.].
31Der Leser ahnt beim Durchmustern sozialwissenschaftlich gepra¨gter Literatur un-
gefa¨hr, wovon die Rede ist.
32Innerhalb des SFB 457 ist die Versta¨ndigung zwischen Ingenieuren, Betriebswirtschaft-
lern und Informatikern allein durch die semantische Reichhaltigkeit des Begriffes Netzwerk
ein Problem. Versta¨rkt wird dieser Fakt ha¨ufig dadurch, dass aus Unwissenheit u¨ber die
Forschungsinhalte anderer Fachdisziplinen geglaubt wird, die eigene Wissenschaft sei die
wichtigste im Zusammenhang mit Netzwerken. Auf diese Weise vollzog sich auch in der
Literatur eine Trennung in qualitative und quantitative (operationalisierende) Forschung.
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se Arbeit keine Bedeutung besitzt und aus diesem Grunde auch nicht wei-
ter verfolgt wird. Entsprechend der Ausdifferenzierung kontextverschiedener
Netzwerke ist von unterschiedlichen Beobachterstandorten und -perspektiven
auszugehen, die unterschiedliche Versta¨ndnisse und Schwerpunktsetzungen in
der Strukturierung nach sich ziehen.
Das technisch gepra¨gte Netzwerk hat seinen Ursprung in der zweiten Ha¨lf-
te des letzten Jahrhunderts und steht im Zusammenhang mit Topologien
der Verkabelung und Infrastrukturen zum Verbinden von Computern zum
Zweck eines schnellen Nachrichtenaustausches. Computernetzwerke von heu-
te bestehen aus Hardware- und Softwarekomponenten, die in unterschiedli-
chen Ebenen verschiedenste Dienste zur Kommunikation und Koordination
anbieten. Die verbundenen Rechner sind jeweiligen Organisationen angeglie-
dert, die sich durch Adressierung (IP-Adresse) eindeutig zuordnen lassen.
Diese technische Seite des Netzwerkes wird in dieser Arbeit im Kapitel 10
na¨her betrachtet. Insbesondere Konzepte zum Nachrichtenaustausch und zur
Modellierung der zu verteilenden Informationen sind zum einen fu¨r die Effi-
zienz der Genese und des Betreibens eines Netzwerkes und zum anderen aus
Akzeptanzgru¨nden in Bezug auf die zu erwartenden Investitionen der jeweili-
gen Netzwerkpartner von Interesse. Weiterhin soll der informationstechnische
Modellkern des Extended Value Chain Management–Konzeptes die Bindung
und Verschmelzung von technischem und sozialem Netzwerk realisieren und
somit erstmals eine operationalisierbare Integration von Soft–facts innerhalb
eines IT-gepra¨gten Modells eines Produktionsnetzwerkes konzipieren.
Von großem Interesse in der Netzwerk-Theorie ist der soziale Kontext. Der
Fokus dieser Arbeit liegt, wie bereits erwa¨hnt wurde, auf Unternehmens-
netzwerken. Hierbei sind nicht nur wirtschaftliche, sondern vor allem soziale
Aspekte na¨her zu beleuchten, wie aus der Analyse der Defizite des SCM–
Konzeptes herausgearbeitet wurde. In der sozialwissenschaftlichen Perspek-
tive lassen sich soziale Netzwerke allgemein als ein Geflecht sozialer Bezie-
hungen zwischen Akteuren auffassen33. Netzwerke grenzen sich sowohl von
allta¨glich stattfindenden Interaktionen als auch von formalen Organisatio-
nen ab und haben den Vorteil, die Mo¨glichkeiten der Ordnungsformen von
Markt und Hierarchie durch das fu¨r Ma¨rkte typische Vorhandensein einer
Vielzahl von autonom Handelnden und die fu¨r Hierarchien typische Fa¨hig-
keit, gewa¨hlte Ziele durch koordiniertes Handeln zu verfolgen, miteinander zu
verknu¨pfen. Das jeweilige soziale Netz der Kontakte und Verbindungen kann
hierbei unterschiedliche Funktionen u¨bernehmen: Informationen liefern, Un-
terstu¨tzung leisten, eine emotionale Einbindung einzelner Personen ermo¨gli-
chen oder soziale Verpflichtungen signalisieren. Soziale Netzwerke sind zudem
33Siehe [Kap00, S. 25 ff.].
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fa¨hig, die Grenzen von Familien, Gruppen oder Organisationen zu u¨berschrei-
ten. Auf der Basis personeller Verflechtungen lassen sich die Grenzen dieser
Sozialsysteme nicht nur durchdringen, sondern eine vernetzende Verkopp-
lung erscheint mit allen positiven und negativen Vorzeichen mo¨glich. Der
Unterschied von Netzwerken bzw. Strukturen von Netzwerken la¨sst sich am
Erleben und Handeln der Beteiligten erkennen. Ein operationalisierbares Kri-
terium zur Bestimmung und Unterscheidung von Netzwerken la¨sst sich am
ehesten am Verhalten der Beteiligten ablesen. Zum einen wird ihr Verhal-
ten von der Strukturtypik des Netzwerkes und zum anderen von den Bezie-
hungen im Netzwerkgeflecht beeinflusst. Fu¨r letzteres wird in Kapitel 8 ein
mathematisches Modell zur Beschreibung und Analyse der Netzwerkstruk-
tur vorgestellt. Die Polyedrale Analyse stellt in diesem Kontext ein vo¨llig
neues Verfahren dar, um Exzentrizita¨t der Akteure und die Konnektivita¨t
des Netzwerkes zu messen und mittels algebraischer Gruppen Aussagen zur
Strukturverbesserung dessen zu generieren.
Im o¨konomischen Kontext findet sich ein auf Unternehmensaspekte zuge-
schnittenes Begriffsversta¨ndnis. Insbesondere wird die Auseinandersetzung
mit der Vernetzungs- und Kooperationsproblematik vom institutioneno¨ko-
nomischen Ansatz dominiert, der Netzwerke von Unternehmen als eine auf
die Realisierung von Wettbewerbsvorteilen zielende, polyzentrische, von einer
oder mehreren Unternehmen strategisch gefu¨hrte Organisationsform o¨kono-
mischer Aktivita¨ten zwischen Markt und Hierarchie beschreibt, die durch
komplex-reziproke, eher kooperative denn kompetitive und relativ stabile
Beziehungen zwischen rechtlich selbststa¨ndigen, wirtschaftlich jedoch meist
abha¨ngigen Unternehmen charakterisiert sind34. Aus diesem Grunde wird
sich der Abschnitt 4.2.2.3 eingehend mit der optimalen Gro¨ße von Kom-
petenzzellen innerhalb des Extended Value Chain Management–Konzeptes
auseinandersetzen.
Die Koordinationsmechanismen von Markt und Hierarchie (Organisation)
sind in intelligenter Weise miteinander kombiniert und es entsteht eine neue,
eine hybride Organisationsform, die als Netzwerk bezeichnet wird35. Kern-
gedanken und Bezugsprobleme der o¨konomischen Betrachtungsweise ko¨nnen
wie folgt deklariert sowie notwendige Konzeptionen fu¨r das EVCM impliziert
werden.
• Netzwerke stellen eine Organisationsform dar, welche dem Zweck der
Optimierung o¨konomischer Austauschbeziehungen bzw. Transaktio-
nen zuarbeiten. Daraus ergibt sich die Notwendigkeit eines Advan-
34Siehe [Syd92].
35Vgl. [Syd96b, S. 191 ff.].
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ced Planning and Scheduling zur unternehmensu¨bergreifenden Planung
des Wertscho¨pfungsnetzes im operativen und taktischen Bereich sowie
die Aggregation von Lieferantworten innerhalb der ATP– und CTP–
Methoden zur Transparenzversta¨rkung der Liefertermineinhaltung.
• Die miteinander in Kontakt stehenden Akteure arbeiten in kooperati-
ver Weise zusammen, was eine vertrauensvolle, auf den Gesamtnutzen
orientierte Arbeitsweise der Unternehmen voraussetzt. Im Bereich der
Soft–fact–Integration soll u¨ber die Methoden des Repertory Grid und
der Polyedralen Analyse die sozialen Attribute wie Vertrauen in der
Weise beru¨cksichtigt werden, dass die Akteure gemeinsame Visionen
operationalisieren ko¨nnen.
• Die bestehende Zusammenarbeit geht meistens u¨ber eine einmalige
Austauschbeziehung (Markt) hinaus. Das Kunden-Lieferantenverha¨lt-
nis bleibt u¨ber die Austauschbeziehung hinaus bestehen. Der informati-
onstechnische Modellkern des EVCM muss demnach u¨ber Komponen-
ten verfu¨gen, welche a-posteriori Information zu Netzwerkbeziehungen
pflegt und diese im Genese–Vorgang aktiviert.
Aus diesen Sichten leitet sich fu¨r das Extended Value Chain Management
ein Sichtenkonzept ab, welches in Abschnitt 4.3.3 beschrieben wird. Gema¨ß
dieser Erkla¨rung besteht ein Netzwerk aus Organisationen, welche nicht nur
aus juristischer Sicht als eigensta¨ndige Einheiten zu betrachten sind. Aus
o¨konomischer Sicht gibt es viele Mo¨glichkeiten, die Verflechtungen hervorru-
fen ko¨nnen. Personelle Verflechtungen sind in dieser umfassenden wie allge-
meinen Definition nicht ausdru¨cklich beru¨cksichtigt, spielen aber aus Sicht
des Autors eine fundamental-entscheidende Rolle. Wa¨hrend der sozialwis-
senschaftliche Zugang zu allgemein auf den Akteur bzw. auf soziale Bezie-
hungsstrukturen abhebt, ist der institutioneno¨konomische Netzwerkansatz zu
eng an den Kosten implizierenden Zusammenhang opportunistisch agierender
Individuen und angepasster oder nicht angepasster Institutionen der Trans-
aktion angelehnt. Um sich die Materie weiter zu erschließen, bedarf es einer
pra¨ziseren Definition oder eines weiteren Blickwickels. Aus systemtheoreti-
scher Sicht bilden die u¨ber Netzwerkstrukturen zusammenarbeitenden Orga-
nisationen fu¨r sich gesehen eigensta¨ndige Einheiten. Daru¨ber hinaus existiert
aber auch ein u¨bergeordnetes gemeinsames Versta¨ndnis der Mitglieder auf der
Ebene des Netzwerkes. Mitglieder einzelner Organisationen identifizieren sich
nicht nur mit der direkten Tra¨gerorganisation, sondern sie stellen auch einen
engen Bezug zu anderen Netzwerkorganisationen her, d. h. sie unterscheiden
ihre Umwelt in eine netzwerk-interne und eine netzwerk-externe Außenwelt.
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Im Gegensatz zu Organisationen sind die Grenzen eines Netzwerkes ha¨ufig
unscharf definiert. Und gerade darin liegt eine Schwierigkeit, das Netzwerk
als System oder Organisationsform klar zu beschreiben. Fu¨r die weitere Ar-
beit soll auf der Basis der oben beschriebenen Einsichten und Facetten der
Problematik die folgende Definition eines (Produktions-)Netzwerkes gelten:
Netzwerke: sind Beziehungsgeflechte, die ein gemeinsames, zumeist o¨kono-
misches Basisinteresse der beteiligten Akteure voraussetzen, wobei erst
aktuelle Anla¨sse das Signal zur Genese im Sinne von Beziehungsauf-
bau und -nutzung geben. Die Beteiligten treten im Namen der eigenen
Sache als Beziehungsunternehmer auf und bemu¨hen zwingend eine in-
formationstechnische Infrastruktur zur Nutzung der Funktionalita¨ten
zur Planung und Koordination der gemeinsamen Aufgaben36.
3.1.2 Systemische Ansa¨tze
In zahlreichen wissenschaftlichen Arbeiten dient ein Verweis auf die große
Komplexita¨t des zu behandelnden Problems als Rechtfertigung reduktionisti-
scher Forschungsstrategien. Weniger ha¨ufig werden Sachverhalte tatsa¨chlich
unter Einbeziehung ihrer vollen Komplexita¨t bearbeitet37. Der Begriff der
Komplexita¨t bringt eine gewisse Ohnmacht des Menschen gegenu¨ber Proble-
men zum Ausdruck, d. h. das Unvermo¨gen, die Dinge zu erfassen, zu verste-
hen und zu beeinflussen. Es besteht ein Gefu¨hl des Unbehagens und Aktionen
zeigen mangels Fundierung oft nicht die gewu¨nschten Ergebnisse.
Ein beherrschendes Denkmotiv in unternehmerischen Fu¨hrungsebenen ist
das Streben nach Optimalita¨t bzw. die Beurteilung vorhandener Lo¨sungen
mittels Optimalita¨tskriterien. Die Idee der Optimalita¨t, z. B. von unterneh-
mensu¨bergreifenden Abla¨ufen, ist faszinierend und scheint in einem o¨kono-
mischen Kontext auch rational zu sein. Nicht zuletzt dieser Tatsache sind die
vielfa¨ltigen Bemu¨hungen auf dem Gebiet des Advanced Planning and Schedu-
ling innerhalb von SCM–Systemen geschuldet. Genauso unu¨berschaubar wie
die Zahl der Detailprobleme, die diese Funktionen bereithalten, ist die Zahl
der Vorschla¨ge und Verfahren fu¨r die Lo¨sung der theoretischen Probleme und
(schon deutlich weniger) fu¨r den tatsa¨chlichen Einsatz in der betrieblichen
36In Anlehnung an Boos et al. in [Boo92, S. 59].
37Es geho¨rt in einem gewissen Sinne zu einem ”guten“ wissenschaftlichen Zeitgeist, die
Behauptung an den Beginn einer Arbeit zu stellen, der zu untersuchende Sachverhalt sei
sehr komplex. ”Wir haben es hier mit einem komplexen Pha¨nomen zu tun, daher nehmen
wir der Einfachheit halber an, dass ...“ Siehe [Mal96, S. 185].
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Praxis. Wesentliche Grundlage fu¨r die Kla¨rung der Frage, ob ein Netzwerk–
Modell mit bestimmten Verfahren erfolgversprechend in einem vernu¨nftigen
Zeitrahmen zu planen und spa¨ter auszufu¨hren ist oder nicht, ist die Untersu-
chung dessen Eigenschaften wie Komplexita¨t bzgl. Kommunikation, Koordi-
nation und Berechnung. Die Erfahrung – wie auch die Komplexita¨tstheorie –
zeigt, dass manche berechenbare Probleme einfacher lo¨sbar sind als andere.
SCM–Systeme werden in der Regel als zentrale Instrumente der Planung und
Steuerung (gefu¨hrt vom fokalen Unternehmen) von prima¨r produktionswirt-
schaftlichen Aufgaben konzipiert und realisiert und stoßen dabei zwangsla¨ufig
an immanente Grenzen der betrieblichen Praxis, die u. a. durch die Problem-
komplexita¨ten determiniert werden. Ashby stellt fest38, dass das Kernproblem
eines jeden
”
Organismus“ darin besteht, die fu¨r sein U¨berleben relevante
Komplexita¨t39, seine eigene und die der auf ihn einwirkenden Umwelt, unter
Kontrolle zu bringen. Dabei ist er permanent mit der Aufgabe konfrontiert,
sich mit der sich sta¨ndig modifizierenden Umwelt auseinanderzusetzen, um
seine Funktionsweise und seine Identita¨t erhalten zu ko¨nnen. Die Art und
Anzahl der dazu eingesetzten Hilfsmittel sind so mannigfaltig und groß, dass
der Blick fu¨r generelle Zusammenha¨nge und das grundlegende Problem ge-
tru¨bt wird40.
Nicht allein die Komplexita¨t der zu bewa¨ltigenden Aufgaben ist Ursache
fu¨r die Unzufriedenheit bezu¨glich der angebotenen Theorien41 im Bereich
der unternehmensu¨bergreifenden Planung der Wertscho¨pfungskette. Auch die
Unfa¨higkeit, auf unvorhergesehene Sto¨rungen ada¨quat zu reagieren, stellt bei
genauer Betrachtung ein großes Problem dar. Zum einen erfolgt die Reak-
tion unsystematisch42. Zum anderen wird sie nicht aus den Spezifika der
jeweils vorliegenden Sto¨rung abgeleitet43, d. h. anders als bei einer sto¨rungs-
spezifischen Anpassungsplanung werden bei einer Neuplanung die sto¨rungs-
auslo¨senden Kriterien nicht beru¨cksichtigt. Folgerichtig stellen sich die alten
38Siehe [Ash70, S. 195 ff.].
39Die Tatsache, dass bei der Lo¨sung komplexer Aufgaben dem Wissen des Menschen
Grenzen gesetzt sind, sollte nicht zu der Annahme verleiten, dass es sich bei den Bereichen,
die sich mit solchen Problemen auseinandersetzen, um unterentwickelte oder unpra¨zise
Wissenschaften handelt. Vielmehr kann der Erkla¨rung von Hayek gefolgt werden: ”Wir
haben in der Tat in vielen Gebieten genug gelernt, um zu wissen, dass wir nicht alles
wissen ko¨nnen, was wir wissen mu¨ssten ...“ [Hay67, S. 40].
40Vergleiche hierzu [Mal96, S.170].
41... und letztlich auch Softwaresysteme.
42Meistens stehen dem Planer beim Auftreten solcher Sto¨rungen keine methodischen
Planungshilfsmittel zur Verfu¨gung. Aufgrund der zeitlichen Dringlichkeit fallen Entschei-
dungen ad hoc und ohne Beachtung der Auswirkungen auf folgende Einheiten des Netz-
werkes.
43Vergleiche [Zel93, S. 1].
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Probleme erneut ein44.
Aufgrund der oben genannten Gru¨nde erlangten dezentrale Steuerungskon-
zepte – verbunden mit der Hoffnung einer besseren Bewa¨ltigung komplexer
Problemstellungen – in den letzten Jahren immer gro¨ßere Bedeutung. Zahlrei-
che wissenschaftliche Beitra¨ge45 tragen dieser Entwicklung Rechnung. Einen
grundlegenden Ansatz zur dezentralen Koordination von Produktionsprozes-
sen46 stellt das Konzept des Verteilten Problemlo¨sens dar. Die zunehmende
Verteilung der Produktionsprozesse fu¨hrte in der Wissenschaft im gleichem
Atemzug zum U¨berdenken von Organisationsstrukturen und -prozessen und
ist derzeit beliebtes Beta¨tigungsfeld zahlreicher unternehmensberatender Be-
rufszweige. Die angestrebten organisatorischen Modifikationen verfolgen das
Ziel eines kontinuierlichen Prozesses der Verbesserung, der u¨ber einen einma-
ligen Innovationsvorsprung weit hinaus geht. Organisationskonzepte wie Lean
Management, Business Process Reengineering und Gruppenarbeit haben die
Unternehmensstrukturen und -prozesse in den letzten Jahren grundlegend
vera¨ndert47. Letztlich fu¨hrte dies zumindest auf dem Papier zu
”
lernenden
Unternehmen“ mit weitreichenden Forderungen an das Informationsmanage-
ment, die durch derzeitige SCM–Systeme nicht befriedigend abgedeckt wer-
den.
Die nach der Einfu¨hrung des MRP II–Konzeptes zuna¨chst bestehende Eu-
phorie48 wich inzwischen der tiefgreifenden Ernu¨chterung, dass die Systeme49,
die auf Methoden und Algorithmen der 70er und 80er Jahre basieren, den
gestiegenen, aus der vernetzten Produktion resultierenden Anspru¨chen der
industriellen Praxis nicht mehr gewachsen sind. Konventionelle Planungskon-
zepte sind im Umfeld zentralistischer und tayloristischer Produktionsstruktu-
ren entstanden und wurden fu¨r eine ebenso zentralistische EDV-Infrastruktur
konzipiert sowie den wachsenden Anforderungen der Nutzer sta¨ndig hinter-
44Diese Aussage gilt fu¨r systematische Fehler, die aus der Steuerung resultieren, z. B. die
Vergeudung von Pufferzeiten aufgrund der Verringerung von Stillstandszeiten als unterge-
ordnetes Ziel.
45Siehe hierzu vor allem die Beitra¨ge mit U¨bersichtscharakter: [Dav83, S. 63 ff.], [Zel86,
S. 1222 ff.], [Bon88, S. 3 ff.], [Mer89, S. 839 ff.], [Hei91, S. 681 ff.], [Mu¨l93, S. 157 ff.],
[Ish94, S. 61 ff.], [Ish95, S. 416 ff.], [Ahr96] und [Woo96].
46Auf dem Gebiet der Produktionswirtschaft entstanden in den letzten Jahren zahlreiche
Arbeiten, die das Verteilte Problemlo¨sen zum Inhalt haben. Erwa¨hnenswert sind hierbei
vor allem die Arbeiten von Shaw [Sha84], [Sha87a] und [Sha87b] und von Van Dyke Pa-
runak [Par87], [Par88] und [Par90]. Weitere pregnante Arbeiten zu Anwendungen finden
sich u. a. bei [Zel91], [Kot91], [Kra91] und [Wei94]. Daru¨ber hinaus lagen noch zahlreiche
andere Beitra¨ge vor. Fu¨r eine umfangreiche Literatursammlung siehe [Zel93, S. 2 ff.].
47Vgl. [Aug96, S. 352].
48Siehe u. a. [Bol89, S. 107 ff.].
49Siehe dazu [Ker94].
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her entwickelt, bis die Grenzen der Benutzerfreundlichkeit und der Erledi-
gung komplexer Aufgaben erreicht wurden. Die Leistungsfa¨higkeit zentraler
Systeme fu¨r alle Bereiche eines Unternehmens ist in Frage gestellt50.
Die langanhaltende stabile, aber nunmehr depressive Wirtschaftslage fu¨hr-
te auf der Suche nach Optimalita¨t allgemein zu einer U¨beranpassung der
Organisationstrukturen. Das Produktionsmanagement fixierte immer mehr
systembeeinflussende Variablen der Produktionssysteme, Produktionsverfah-
ren, Lagerhaltungspolitiken, Vertriebssysteme bis hin zum Sala¨rsystem. Jede
beeinflussbare, dispositionsverursachende Variable wurde durch vertragliche
Bindungen, Besitzstandsdenken und Lobbyismus entscha¨rft. Viele Systeme
verloren systematisch ihre Flexibilita¨t. Wie verwundbar derartige Systeme
werden ko¨nnen, hat die Internationalisierung der globalen Wirtschaft gezeigt.
Die Inflexibilita¨t der bestehenden Systeme konnte die massiven A¨nderungen
nicht absorbieren. Die Insolvenzstatistik in den letzten beiden Jahren beweist
dies ungetru¨bt. Die Organisationsstruktur passte sich den vera¨ndernden Be-
dingungen z. T. schneller an, als die in den Unternehmen vorherrschende
Informationsinfrastruktur. Allerdings stellt das Konzept eines Netzwerkma-
nagements fu¨r dynamische Produktionsnetzwerke Anforderungen sowohl an
die Organisation als auch an die IT-Infrastruktur, wofu¨r bisher kein konzep-
tueller Rahmen zu finden ist.
Netzwerke, insbesondere die in dieser Arbeit betrachteten Produktionsnetz-
werke, sind Organisationen sozialer Systeme, in denen menschliche Akti-
vita¨ten, Aufgaben und Verantwortlichkeiten wahrgenommen und geregelt
sowie fu¨r eine Zielerreichung bestimmte Beziehungen notwendig werden. Sie
stellen den derzeitigen Gegenpol zum Konstruktivismus dar, aus welchem
die starren Systeme des ERP und SCM zumindest vom Denkansatz her ent-
lehnt sind. Probst51 teilt die sozialen Systeme nach organisierten und spontan
entstandenen Ordnungen ein (siehe Abbildung 3.2).
Organisation und Selbstorganisation sind komplementa¨re und sich reflexiv
beeinflussende Prozesse der Ordnungsbildung. Weder die polarisierende Sicht
einer totalen Regulierung innerhalb einer starren Organisation noch das
”
laissez faire“ einer zu¨gellosen Selbstorganisation werden langfristig die Le-
bensfa¨higkeit eines Netzwerkes sichern. Die Aufgabe eines Netzwerkmanage-
ments in der Genese und beim Betreiben eines solchen ist das Finden eines ge-
eigneten Gleichgewichts zwischen beiden Herangehensweisen im Spannungs-
feld der Potenziale beider, welches u¨ber die Zeit differieren kann. Zuna¨chst
kann auf der symbolischen bzw. subsymbolischen Ebene das Gestalten des Sy-
50Vgl. [Mer81, S. 744 ff.].
51Siehe [Pro94, S. 480 ff.].
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Abbildung 3.2: Ordnungsbildung in sozialen Systemen
stems stattfinden, in denen konkrete Ziele vereinbart und Visionen mitgeteilt
werden. Zudem ko¨nnen auf hohem abstrakten Niveau organisatorische Vor-
schriften und Regelwerke substanziell ausgestaltet werden, ohne das System
erstarren zu lassen und genu¨gend Freiraum zu besitzen fu¨r Selbstkoordinati-
onsmechamnismen. Fu¨r diese umfassenden Managementaufgaben haben sich
in der Theorie zwei grundlegende Ansa¨tze (bzw. Herangehensweisen) ma-
nifestiert: der konstruktivistisch–technomorphe und der systemtheoretisch–
kybernetische52.
Beide Ansa¨tze unterscheiden sich fundamental voneinander in der Auffassung
52Siehe u. a. [Mac93] und [Mal96, S. 36 ff.].
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daru¨ber, welche logischen und empirischen Merkmale Management charak-
terisieren und wie innerhalb einer Managementtheorie die Problemstellun-
gen, Lo¨sungen und Handlungsmo¨glichkeiten ausgepra¨gt sind. Malik kommt
zu dem Schluss, dass sich Management in erster Linie als Management von
Wirtschaftseinheiten versteht und es inhaltlich die Aufgaben des Gestaltens
und des Lenkens von soziotechnischen Systemen ausfu¨llt. Es geht letztlich um
die Beherrschung der Komplexita¨t, die den Planungsproblemen innewohnt.
Je gro¨ßer die Anzahl der Systemelemente, desto gro¨ßer ist i. d. R. die Anzahl
der mo¨glichen Systemzusta¨nde und die daraus resultierende Problemkomple-
xita¨t. Die beiden Paradigmen des Managements versuchen auf unterschied-
liche Art dieses Problem anzugehen.
3.1.2.1 Der konstruktivistisch–technomorphe Ansatz
Der konstruktivistisch–technomorphe Ansatz geht von der vollsta¨ndigen Be-
herrschbarkeit der Komplexita¨t aus. Malik bringt den Vergleich zur Maschi-
ne in der klassischen Mechanik. Anders als in der modernen Wissenschaft,
die die Maschine als kybernetisches Objekt53 betrachtet, funktioniert diese
nach dem Prinzip des physikalischen Determinismus. Sie wird nach einem
Plan entsprechend einer vorgefassten Zwecksetzung konstruiert. Ihre Funkti-
on und Effizienz ist eigens abha¨ngig von den Eigenschaften ihrer Einzelteile,
die nach exakten, bis ins Detail ausgearbeiteten Pla¨nen konstruiert und in
einer vorausberechneten Art und Weise zusammengesetzt werden. Somit ist
vollsta¨ndiges Wissen u¨ber alle Teile und deren Zusammenwirken elemen-
tare Voraussetzung dieses Ansatzes. Zumindest bis zur Ha¨lfte des letzten
Jahrhunderts zeitigte die konstruktivistisch–technomorphe Herangehenswei-
se des Problemlo¨sens große Erfolge, die den Glaube an eine Verallgemeine-
rungsfa¨higkeit und U¨bertragbarkeit auf eine Management–Theorie na¨hrte.
Komplexita¨tsbeherrschung bedeutet die Herstellung einer an bestimmten, im
voraus festzulegenden Zielstellungen zu beurteilenden als rational geltenden
Ordnung durch planvolles (menschliches) Handeln derart, dass das Resultat
des Handelns kausal vorher bestimmbar ist54. Daraus folgt aber auch, dass
ohne Absicht oder Zweck nichts Sinnvolles entstehen kann. Werden ande-
re naturanaloge Prinzipien wie beispielsweise die Evolution55 betrachtet, so
kommt diese Auffassung sehr bald an ihre Grenzen. Aus dieser Beschra¨nkheit
heraus bildet sich der zweite Ansatz einer Management-Theorie.
53... welches die Maschine der klassischen Mechanik als Spezialfall entha¨lt.
54Vergleiche die Aussagen u. a. von [Kie93]. Mit einer mechanistischen Vorgehensweise
und der Anwendung von Analyse, Logik und Vorhersage sollten alle Probleme lo¨sbar sein.
Vermutlich deshalb wird dieser Ansatz in der SCM–Theorie vergeblich gesucht!
55... die als stochastischer, aber zielgerichteter Prozess gilt.
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3.1.2.2 Der systemtheoretisch–kybernetische Ansatz
Der systemtheoretisch–kybernetische Ansatz geht von vo¨llig anderen Grund-
vorstellungen aus. Dessen Paradigma ist die spontane, sich selbst generieren-
de Ordnung und benutzt den Organismus als Gleichnis56. Hayek weist bereits
1979 darauf hin57, dass sich der Begriff der Selbstorganisation in den System-
wissenschaften als treffend und erfolgsversprechend erweisen wird. Spontane
Ordnungen im Kontext sozialer Wissenschaft58 in Bezug auf Netzwerke ent-
stehen zwar als Resultat menschlichen Handelns, aber nicht entsprechend der
kausalen Zielsetzungen. Das Resultat ist nicht in seiner Vielfalt durch Pla¨ne
und Absichtserkla¨rungen vorhersagbar.
Dass heute die Evolutionstheorie eine wichtige Sa¨ule in den Erkla¨rungsmodel-
len von Netzwerken ist, liegt vermutlich daran, dass in der Vergangenheit und
Gegenwart alternative Modelle gro¨ßere Probleme mit der Beschreibung von
komplexen Wirkzusammenha¨ngen haben. Die Theorie der spontanen, selbst-
generierenden Ordnungen besagt, dass das heutige Ergebnis von Kultur und
Zivilisation nicht von Menschenhand geplant geschaffen wurde59. Nicht die
menschliche Vernunft hat absichtsvoll soziale Institutionen hervorgebracht,
sondern menschliche Vernunft ist das Ergebnis der Evolution sozialer In-
stitutionen60. Aus diesen beiden Ansa¨tzen heraus la¨sst sich leicht nachvoll-
ziehen, warum gemeinsame Anstrengungen von Sozialwissenschaftlern und
Ingenieuren zur Integration von Soft–facts in Netzwerken bisher nicht zu
gemeinsamen Forschungsansa¨tzen fu¨hrten. Wissenschaftlicher Pragmatismus
(oder Naivita¨t) und fachliche Egozentrik sind vermutlich wesentliche Ursa-
chen fu¨r die strategische Lu¨cke innerhalb des SCM–Modells und Etablierung
der sozial-deskriptiven und der logistisch-optimierenden Fronten. Der Autor
versucht aus diesem Grunde im Kapitel 8 eine Verbindung beider Ansa¨tze
u¨ber das Repertory Grid und die Polyedrale Analyse herzustellen.
Fu¨r den konstruktivistischen Teil der Wissenschaft ist es unvorstellbar, dass
im Forschungsgebiet der Netzwerke etwas Sinnvolles und Zweckma¨ßiges ent-
stehen kann, ohne dass auf die Planung, Konstruktion und Schaffung gerich-
tetes menschliches Handeln im Spiel gewesen wa¨re. Und noch viel unversta¨nd-
56Diese Annahme ist dadurch naheliegend, dass Organismen der biologischen Evolution
unterliegen und von niemanden ”gemacht“ werden, zumindest noch nicht.57Siehe [Hay79].
58Die Wirtschaftswissenschaft kann als eben solche betrachtet werden.
59... wie die Maschinen nach dem konstruktivistisch-technomorphen Ansatz oben be-
schrieben.
60Vgl. [Mal96, S. 39]. Malik schreibt u¨berspitzt sinngema¨ß: Der Mensch ist nicht ein
Kulturwesen, weil er Vernunft hat, sondern er hat umgekehrt Vernunft, weil er ein Kul-
turwesen ist.
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licher scheint es, dass auf selbstorganisatorische Weise zweckrationale Syste-
me entstanden sein ko¨nnten, sondern dass sie nur deshalb so entstanden sein
ko¨nnen, da die Systeme selbst viel zu komplex sind, als dass sie vom konstruk-
tivistischen Geist als Ganzes begreifbar und planbar sind61. Die Entstehung
zweckrationaler Ordnungen wird im Rahmen des systemisch-evolutiona¨ren
Paradigmas darauf zuru¨ckgefu¨hrt, dass der Mensch nicht nur ein von Zielen
geleitetes soziales Subjekt ist, sondern dass sein Verhalten ebenso von Regeln
geleitet wird, die unabha¨ngig von der konkreten Zielsetzung die Art und Wei-
se seines Verhaltens und damit des Netzwerkes bestimmen62. Die o¨konomisch
gepra¨gte und auf Effizienz ausgerichtete Managementtheorie betrachtet fast
ausschließlich die Ziele menschlichen Verhaltens. Die verhaltensdeterminie-
renden Regeln werden vernachla¨ssigt. Somit gilt es, ein Modell innerhalb der
Management- bzw. Netzwerktheorie zu finden, das ebenfalls auf die Verhal-
tensregeln reflektiert.
Die Kenntnis beziehungsweise die Modellierbarkeit der Verhaltensregeln
ist elementar in Bezug auf die Komplexita¨tsbeherrschung. Da die Regeln
durch ihren negativen Charakter zumeist handlungsraumbegrenzende Wir-
kung durch Angabe von zu vermeidenden Aktionen besitzen sind sie beson-
ders nu¨tzlich, wenn kein Wissen u¨ber die Kausalita¨t von Ereignissen (positive
Wirkung) vorra¨tig ist. Der systemisch-evolutiona¨re Ansatz geht aus diesem
Grund von Ordnungen aus, in denen die Systemelemente Regeln befolgen,
die sie in dem Sinne nicht kennen, dass sie genannt oder beschrieben werden
ko¨nnten. Er ermo¨glicht die Orientierung bei Unbestimmtheit sowie Unbe-
rechenbarkeit und la¨sst die Koordination einer beliebig großen Anzahl von
Systemelementen zu. Diese Orientierungsleistung stellt das Wesen dieser Ord-
nung dar. Im Prozess der Evolution werden sich die Regelsysteme tendenziell
weiterentwickeln, die nicht zur Desorientierung der Individuen und langfri-
stig zur Auflo¨sung eines Ordnungssystems fu¨hren. Durch die Konkurrenz
verschiedener Gruppen zeigen sich vor allem die Regelsysteme als u¨berlegen,
die eine effektivere Orientierung und Koordination entsprechend bestimmter
Zielsetzungen erlaubt. Der Begriff des
”
Sozialdarwinismus“ scheint jedoch
unangebracht, da die Ordnungen nicht in direkter Konkurrenz zueinander
stehen mu¨ssen.
Sicher wa¨re es an dieser Stelle von Interesse, weitere Detaillierungen zu
Regelsystemen, Verhaltensweisen und Kontrollierbarkeit vorzunehmen. Dies
fu¨hrte jedoch zu weit vom Thema dieser Arbeit weg. Aus diesem Grunde
61Obwohl in der Literatur die Konstruktivisten auch des o¨fteren evolutiona¨re Ansa¨tze im
Zusammenhang mit der Selbstorganisation bemu¨hen, so ist dies doch eher dem Zeitgeist
als der inneren U¨berzeugung zuzuschreiben. Die Inhalte machen es deutlich.
62Siehe hierzu [Mal96, S. 40 ff.].
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sollen abschließend zum systemisch-evolutiona¨ren Ansatz einige wesentliche
Forschungsrichtungen kurz erla¨utert werden. Von besonderem Interesse sind
hierbei der (bio)kybernetische und der evolutionstheoretische Ansatz63. Bei-
de bedingen sich, werden in der Literatur allerdings gesondert behandelt.
Kybernetischer Ansatz: Dieser Ansatz ist in der modernen Managementtheo-
rie zweifellos der Bedeutendste. Hervorgebracht wurde er von Staf-
ford Beer, dem wohl bekanntesten Vordenker der Managementlehre
des 20. Jahrhunderts. Das nachhaltigste Modell zur Beschreibung eines
sozio-kulturellen Systems, dass Beer liefert, ist dasModell lebensfa¨higer
Systeme (VSM)64 . Eines der wichtigsten Ergebnisse dieser Arbeit und
der Kybernetik u¨berhaupt ist die Hypothese, dass alle lebensfa¨higen
Systeme eine invariante Struktur aufweisen, die im VSM in fu¨nf Subsy-
steme mit unterschiedlichen Lenkungsfunktionen gegliedert ist, welche
wiederum u¨ber definierte Kommunikationsbeziehungen verfu¨gen. Das
Modell basiert auf den Gestaltungsprinzipien der Rekursion65, der Au-
tonomie66 und der Viabilita¨t67. Jedes lebensfa¨hige System weist die fu¨nf
Managementebenen auf und kann damit mit Anpassung bei gleichzeiti-
ger Wahrung der Identita¨t auf A¨nderungen der Umwelt reagieren. Die
kybernetisch relevanten Eigenschaften sind nicht im System lokalisiert
sondern Ausdruck der Organisation des Systems selbst und ko¨nnen
auch nur ihm als Ganzes zugeschrieben werden.
Evolutionstheoretischer Ansatz: Diese Art der Betrachtung ist verwandt mit
Maliks systemtheoretischen Ansichten68. Neben Hayeks kritischem Ra-
tionalismus69 und dem oben beschriebenen kybernetischen Modellen
63Als weiterer Ansatz wird die Chaostheorie genannt, die ha¨ufig mit Organisationsfor-
schung gleichgesetzt wird (siehe [Bau00, S. 16]) und u¨berlineare dynamische Systeme zum
Untersuchungsgegenstand hat (vgl. [Des97]). Wesentlichste Erkenntnis dieser Theorie ist,
dass natu¨rlich gewachsene Systeme aus vielen kleinen vernetzten, fraktalen Ordnungsein-
heiten bestehen, die sich selbsta¨hnlich sind und einer Selbstorganisation gehorchen. Siehe
zu ausfu¨hrlichen Hinweisen u. a. [Pei92, Sch94c, Ber96]. Dieser Ansatz hat sich allerdings
als wenig erfolgversprechend erwiesen.
64Obwohl theoretisch sehr wertvoll, soll dieses Modell an dieser Stelle nicht erla¨utert
werden. Umfangreiche Beschreibungen hierzu sind u. a. zu finden in [Bee73, Bee85, Bee89,
Bee94] und [Mal96, S. 80 ff.]. Die Ausfu¨hrungen sollen sich lediglich auf einige wichtige
Schlussfolgerungen Beers beschra¨nken.
65Jedes Subsystem weist unabha¨ngig von seiner Ebene die gleiche Struktur auf.
66Jedes Subsystem besitzt einen eigenen Verantwortungsbereich mit entsprechenden
Handlungs- und Entscheidungsspielra¨umen.
67= systemische Lebensfa¨higkeit. Ein System kann eine bestimmte Zustandskonfigura-
tion auf unbestimmte Zeit aufrecht erhalten.
68Siehe [Mac93].
69Siehe [Hay75].
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werden auch biologische Theorien in die Systembeschreibung einbe-
zogen. Die Vera¨nderung findet in kleinen Schritten generations weise
statt. Die u¨blichen biologischen Operatoren der Variation (Rekombi-
nation und Mutation) sowie der Selektion sind Hauptbestandteil der
Theorie. Zusa¨tzlich findet eine Betrachtung der Genese statt.
Riedl 70 u¨bertra¨gt die evolutionstheoretischen Bestandteile auf sozio-
kulturelle Systeme. Als Genese bezeichnet er die Fa¨higkeit oder Eigen-
schaft, Probleme zu erkennen und Lo¨sungen anzubieten. Ob die Ge-
nese tatsa¨chlich nur durch Weitergabe des Erlernten erfolgen kann, sei
dahingestellt. Wichtig erscheint vielmehr das Versta¨ndnis, dass Kom-
petenz durch erfolgreiches Verhalten aufgebaut wird und die Summe
der Erfahrung des Systems (z. B. des Netzwerkes) repra¨sentiert.
Die Selektion wird im bisher bekanntem Sinne der Auslese, also der
Richtungsermittlung der evolutorischen Optimierung benutzt. Riedl
sieht hier zusa¨tzlich die wichtige Aufgabe des vernetzten Denkens zur
Alternativengenerierung einschließlich einer Fitnessbewertung. An die-
ser Stelle sind teilweise konstruktivistische Gedanken erkennbar, da ei-
ne Bewertung einer Alternative die Kenntnis des kausalen Zusammen-
hangs voraussetzt.
Der Prozess der Rekombination wird getrieben von Kreativita¨t und In-
tuition in einem sozio-kulturellen System. Der U¨bergang zur Mutation
ist fließend und entspringt einer bewusst eingeleiteten Innovation. An
dieser Stelle wird deutlich, dass die Begriffe der Biologie nicht stringent
nach ihrer urspru¨nglichen Semantik benutzt werden und so an vielen
Stellen unschlu¨ssig bleiben. Allerdings schma¨lert dies nicht die Einsicht
des Ansatzes zur Beschreibung der Ordnungsbildung.
Abschließend ko¨nnen einige produktionsnetzwerk–relevante Pra¨missen der
beiden Theorietypen gegenu¨bergestellt werden71. Management ...
konstruktivistisch-technomorph systemisch-evolutiona¨r
... ist Fu¨hrung Weniger. ... ist Fu¨hrung Vieler.
... ist Aufgabe Weniger. ... ist Aufgabe Weniger.
... ist auf Optimierung gerichtet. ... ist auf Steuerbarkeit gerichtet.
... hat ausreichend Information. ... hat nie ausreichend Information.
... hat Ziel der Gewinnmaximierung. ... hat Ziel der Lebensfa¨higkeit.
70Siehe [Rie81].
71Siehe [Mal96, S. 49].
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3.1.3 Grundsa¨tzliche Auffassungen zu Netzwerken
und Management-Philosophien
Der Weg zu effektiveren Informationssystemen zur Beherrschung der unter-
nehmensu¨bergreifenden Optimierung der Wertscho¨pfungskette fu¨hrt vermut-
lich u¨ber neue Organisationsstrukturen der beteiligten Unternehmen und
zweifelsfrei u¨ber effiziente Kooperationsmodelle. Zahlreiche Studien72 nen-
nen hierfu¨r als wesentliche Entwicklungstrends73
• Konzentration auf Kernkompetenzen,
• Anwendung neuer IuK-Technologien,
• hierarchiearme Organisations- und Fu¨hrungsstrukturen und
• Genese von virtuellen Netzwerken durch Kompetenz-Vernetzung.
Diese Trends sind bezeichnend fu¨r Kompetenznetze, die vorla¨ufig den ak-
tuellen Stand in der Netzwerkforschung verko¨rpern. Die Evolution von Or-
ganisationsformen und Managementkonzepten vollzog sich jedoch u¨ber einen
la¨ngeren Zeitraum74, wie Abbildung 3.3 illustriert. Viele aktuelle Forschungs-
ansa¨tze bauen auf diesen Konzepten auf und beinhalten diese ga¨nzlich. Die
Anfa¨nge der Economies of Competence liegen bereits in der Entwicklung
des Supply Chain Managements. Derzeitige und zuku¨nftige Lo¨sungsansa¨tze
fu¨r das unternehmensu¨bergreifende Abstimmen der Wertscho¨pfungskette und
die zu deren Umsetzung notwendigen Methoden und Technologien stellen aus
sytemtheoretisch-evolutiona¨rer Perspektive die Adaptions- und Lernfa¨higkeit
sowie die Vernetzung von Unternehmen oder Unternehmensteilen in den Mit-
telpunkt der Konzeption. Als wichtigste Ansa¨tze erwiesen sich die:75
• bionischen76, lernenden77, vitalen78 und atmende79 Unternehmen,
• fraktale80, holonische81, modulare82 und segmentierte83 Fabrik,
72Als Beispiel seien an dieser Stelle nur [Del98] und [Jun99a] erwa¨hnt.
73Siehe hierzu auch [Wir01b, S. 12 ff.].
74Vergleiche Abschnitt 2.1.
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• flexible Produktionsstrukturen84, robuste Produktionsprozesse85 und
• virtuelle Unternehmen86, wandelbare87 und hierarchielose88 Produkti-
onsnetze.
Die folgende Abbildung zeigt Managementkonzepte, die besondere Beachtung
in der Literatur fanden. Die wichtigsten von ihnen werden kurz erla¨utert. Die-
ser Abschnitt hat das Anliegen, dem Leser einen kurzen U¨berblick zur ak-
tuellen Literatur zu vermitteln. Dabei kommt es in diesem Abschnitt prima¨r
nicht darauf an, die Konzepte im Detail wiederzugeben, sondern vielmehr zu
zeigen, welche Schwerpunktsetzungen die verschiedenen Autoren vollzogen.



























































































































Bei diesen Konzepten wurde in der Vergangenheit deutlich, dass sie entspre-
chend unterschiedlicher Denkweisen ebenso unterschiedliche Fu¨hrungsstile
implizieren. Der systemtheoretisch-evolutiona¨re Ansatz favorisiert Koopera-
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Management–Systems ist wichtiges Anliegen. Managementphilosophien wie
Lean Production und Total Quality Management bereinigten zuna¨chst histo-
risch gewachsene Strukturen und richteten sie neu aus. Die Reaktionsfa¨hig-
keit verbesserte sich und die Produktivita¨t stieg durch die Konzentration auf
den wertscho¨pfenden Prozess und die Entflechtung von Abla¨ufen an. Taylo-
ristische Prinzipien wurden zugunsten produktorientierter Organisationsein-
heiten aufgegeben, d. h. die Produktion wurde segmentiert89.
Lean Production90 ist gepra¨gt durch sta¨ndige Verbesserung der Abla¨ufe und
”
Verschlankung“ des Unternehmens durch Konzentration auf Kernkompeten-
zen91. Prozessdenken und Vernetzung der Kernprozesse von Produktion und
Marketing stehen im Mittelpunkt des Konzeptes. Das Konzept dient durch
ein Belassen der Organisationsstruktur nicht einer strategischen Anpassung
des Unternehmens an seine dynamische Umwelt92. Eine Mitarbeitereinbezie-
hung bei der Umsetzung dieses Konzeptes ist ausgeschlossen.
Total Quality Management (TQM) ist ein ganzheitlich integrativer Ansatz,
der ein durchga¨ngiges, ins Management implementiertes Qualita¨tsdenken und
-handeln ero¨ffnet93. Der Fokus liegt hierbei nicht nur auf Erzeugnissen, son-
dern auf dem gesamten Unternehmen mit seinen organisatorischen Abla¨ufen.
Analysen im Zusammenhang mit diesem Konzept haben gezeigt, dass der
u¨berwiegende Anteil aller Fehler bereits in den planenden Phasen vor Ferti-
gungsbeginn entsteht, aber erst viel spa¨ter im Produktionsprozess aufgedeckt
wird94. Aus diesem Grunde wird mit TQM die Verbesserung der Qualita¨t der
Produkte und Dienstleistungen erho¨ht.
Die Betrachtung von Einzelarbeitspla¨tzen mit isolierten Arbeitsga¨ngen und
deren verrichtungsorientierte Zusammenfassung wurde durch ein anderes Or-
ganisationsprinzip, die Segmentierung (Segmentierte Fabrik) , abgelo¨st95. Die
Segmente selbst erhalten ein Eigenleben bezu¨glich der Planung und Steue-
rung des Gesamtprozesses. Sie bekommen Zielvorgaben und mu¨ssen diese
selbststa¨ndig realisieren. Die Begriffe Dezentralisierung, Teamarbeit, Ferti-
gungsinsel und flache Hierarchien gewannen in diesem Zusammenhang in-
89Siehe hierzu u. a. [Ber93, S. 103].
90Auch: Lean Management.
91Siehe [Bog92] und und die Ausfu¨hrungen von Lean Management in Bezug auf Pro-
duktionsnetzwerke in [Bot96, S. 169 ff.].
92Siehe [Ju¨92].
93Siehe [Bau00, S. 21].
94Vgl. hierzu die umfassenden Ausfu¨hrungen in [Fre93].
95Aus dieser Bemerkung kann nicht geschlussfolgert werden, dass dieser Prozess auch
tatsa¨chlich in jedem Unternehmen so vollzogen wurde. Im Gegenteil - viele Unterneh-
men beginnen gerade erst damit, sich gedanklich mit dem Prozess der Restrukturierung
auseinanderzusetzen.
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haltlich an Bedeutung. Basierend auf den organisatorischen Vera¨nderungen
der ju¨ngeren Vergangenheit ergaben sich Anforderungen an Informationssy-
steme, die konventionelle SCM/ERP–Systeme nicht mehr erfu¨llen ko¨nnen96.
Reinhart97 und Milberg behandeln vorwiegend die Prozessoptimierung im be-
stehenden Unternehmen mittels bekannter Konzepte wie Business Process
Reengineering oder Produkt- und Prozessinnovation sowie Methoden wie
Gruppenarbeit. Das Konzept des Business Process Reengineering fu¨hrt be-
triebliche Abla¨ufe zu ganzheitlichen Unternehmensprozessen zusammen, oh-
ne auf den Ist–Zustand der Ablauf- und Aufbauorganisation einzugehen. Die
betrachteten Prozesse sind strategischer Natur und sollen zu einer Vera¨nde-
rung des Unternehmens und versta¨rkter Kundenorientierung fu¨hren. Auch
bei der Umsetzung dieses Konzeptes sind die Mitarbeiter nicht beteiligt98.
Boshaft kann dieses Konzept auch als Downsizing u¨ber Personalabbau be-
zeichnet werden, fu¨r welches der Mitarbeiter tendenziell ungern sein Wissen
preisgeben wird. Dieses Konzept fu¨hrte in Unternehmen zum Verlust kri-
tischer Informationen, wertvollen Erfahrungen und Know-how99. Dangel100
nennt als weiteres Defizit die Aufrechterhaltung der Hierarchien und der
damit verbundenen Ignorierung der Erkenntnisse aus der Organisationsent-
wicklung und der partizipativen Systemgestaltung. Eine Evolution ist somit
ausgeschlossen.
Weiterfu¨hrende Ansa¨tze wie die Modulare Fabrik von Wildemann101 wer-
den im Zusammenhang mit der Realisierung von Unternehmenspotenzialen
erla¨utert. A¨hnlich geht Vogel102 vor, der Managementkonzepte wie Total Qua-
lity Management, Business Reengineering, Lean Production und das Konzept
der Fraktalen Fabrik vorstellt und sich anschließend schwerpunktma¨ßig auf
die Produktentwicklung in einer virtuellen Fabrik konzentriert. Bei Zahn103
wird im Zusammenhang mit den gea¨nderten Wettbewerbsbedingungen eben-
falls eine unternehmensinterne strategische Reorganisation anhand des Kon-
zeptes Lean Enterprise dargestellt. Parallelen zum Netzwerk lassen sich je-
doch insofern ziehen, indem dieses Konzept auf kritische Erfolgsfaktoren wie
Zeit, Kosten, integrierte statt isolierte Prozesse, Vernetzung von Bereichen





99Siehe hierzu auch [Hop01, S. 286].
100Siehe [Dan94].
101Siehe hierzu ausfu¨hrlich [Wil94].
102Siehe [Vog00].
103Siehe [Zah92].
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Warnecke104 entwickelt dagegen sein Konzept der Fraktalen Fabrik , bei wel-
chem die Fraktale selbststa¨ndig agierende Unternehmenseinheiten darstellen.
Es ermo¨glicht, vera¨nderten Zielsetzungen und Umweltbedingungen in der
industriellen Produktion Rechnung zu tragen105. Pra¨gendes Element dieses
Konzeptes ist der Wandel von Produktionszielen hin zu Geschwindigkeits-
zielen, wie zum Beispiel die Minimierung der Durchlaufzeit. Proklamierte






• Dynamik und Vitalita¨t,
• das Beziehungsgefu¨ge zwischen den Fraktalen,
• Fraktale leisten Dienste,
• Fraktale unterliegen einem permanenten Wandlungsprozess, sind also
dynamisch strukturiert und
• Fraktale behaupten sich in turbulenter Umwelt und sind in den Ziel-
findungsprozess eingebunden.
Als besondere Charakteristika107 der Fraktalen Fabrik sind Dezentralisie-
rung, Prozess- und Mitarbeiterorientierung zu nennen. Trotz dieser beson-
deren Merkmale wird weiterhin von einer hierarchischen Organisationsform
ausgegangen. Der Anwendungsbereich des Konzeptes der Fraktale liegt im
Wesentlichen im Bereich der produzierenden Industriebetriebe, was die Ver-
wendung des Begriffes Fabrik bereits andeutet. Allerdings ist dem Autor
keine Realisierung dieses Konzeptes bekannt geworden. Um ein fraktales Un-
ternehmen realisieren zu ko¨nnen, mu¨ssen besondere Voraussetzungen erfu¨llt
104Siehe [War93, S. 152 ff.].
105Vgl. dazu [Ku¨93, S. 66].
106Siehe [Ku¨97a, S. 111], welcher sich auf [War93, S. 169 ff.] bezieht.
107Siehe dazu [Sch94a, S. 43].
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sein. Eine Voraussetzung ist die Existenz eines kooperativen Standortver-
bundes108. Darunter wird die ra¨umliche Konzentration sa¨mtlicher beteiligter
Unternehmen unter einem gemeinsamen Leitmotiv verstanden109. Auch eine
leistungsfa¨hige Informations- und Kommunikationstechnologie sowie moti-
vierte Mitarbeiter sind Erfolgsgaranten. Die Idee der Fraktale ist im Allge-
meinen zu den intraorganisationalen110 Kooperationsformen zu za¨hlen, sie
hat jedoch auch fu¨r interorganisationale Kooperationen eine erhebliche Re-
levanz. Dies wird spa¨ter noch im Zusammenhang mit der Einfu¨hrung der
Kompetenzzelle deutlich.
Das Konzept des Holonic Manufacturing111 basiert auf Modellierungsvor-
schriften eines systemtheoretisch–evolutiona¨ren Ansatzes zur Abbildung bio-
logischer und sozialer Systemeigenschaften. Er soll eine Basis zur Komple-
xita¨tsbeherrschung bilden. Das Holon ist die kleinste Einheit des Systems,
welches als wesentliche Attribute Offenheit und Autonomie besitzt. Es plant
und agiert entsprechend selbst gesetzter Ziele im eigenen Ermessen. Holone
sind als Knoten eines Netzwerkes organisiert. Wird der attraktive Begriff des
Holons etwas verblasst, bleibt methodisch im Kern nicht viel Neues. Auch die-
ses Konzept wird nicht durch die Mitarbeiter eines Unternehmens getragen.
Ebenso weist die Idee des Bionic Manufacturing keine Neuheiten gegenu¨ber
den Ideen von Beer und Malik auf. Allerdings liegt der Schwerpunkt dieses
Konzeptes auf der informationstechnischen Vernetzung der biologisch moti-
viert gebildeten Segmente. Wiederum wird die Rolle des Mitarbeiters bei der
Umsetzung vernachla¨ssigt.
Das Virtuelle Unternehmen ist das Konzept, welches in der Literatur (und
auch in der Praxis) die gro¨ßte Verbreitung gefunden hat. Aus diesem Grun-
de wird sich der Abschnitt 3.3 gesondert mit den Inhalten dieses Konzeptes
auseinandersetzen. Es strebt die kooperative Form einer unternehmensu¨ber-
greifenden Zusammenarbeit an und stellt auf die Kompetenz der Netzknoten
zur Selbstorganisation ab. Ziel ist die U¨berwindung von ra¨umlichen und zeit-
lichen Restriktionen sowie der Zentralisation als Organisationsprinzip. Von
allen Konzepten ist dies das weitreichendste bzgl. eines systemtheoretisch–
evolutiona¨ren Ansatzes.
Als Reaktion auf die genannten Vera¨nderungen zeigen Picot et al.112 verschie-
dene Wege fu¨r ein bestehendes Unternehmen auf: Auflo¨sung von Hierarchi-
108Vgl. [Ka¨94, S. 47 ff.].
109Siehe [Ka¨94, S. 50].
110In [Bun00, S. 344] stellt die fraktale Fabrik ein intraorganisationales Modularisierungs-
konzept und in [Sch98e, S. 21] ein intraorganisationales Netzwerk dar.
111Siehe [Eng90].
112Siehe [Pic01].
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en, Kooperationen, Beteiligung an bzw. Bildung von virtuellen Unternehmen
oder Netzwerken. Grundlegende Gedanken zum Wechsel von einer
”
mecha-
nischen“ Organisation hin zum Begreifen einer Organisation als lebendes
System bietet Scholz113. Ausgehend von der Darstellung verschiedener Or-
ganisationsansa¨tze (Systemhierarchie, Konstruktivismus, evolutorischer Gi-
gatrend usw.) und deren Formen (eindimensionale Struktur, Matrix, Hol-
ding, Netzwerk) leitet Scholz u¨ber zur
”
organischen“ Organisation114. Diese
stellt die Weiterentwicklung des mechanischen Bildes (nur Betrachtung von
Systembausteinen und ihren Verknu¨pfungen) zum lebenden System dar. Es
werden entsprechende Regelkreise zur Lenkung des Systems anhand implizi-
ter (darin enthalten die Transaktionskostentheorie) und expliziter Theorien
erla¨utert. Es wird festgestellt, dass es keinen allgemeingu¨ltigen Ansatz geben
kann, sondern Ansa¨tze bei jeder Organisation auf Stimmigkeit zu pru¨fen sind,
da jede Organisation ihre Besonderheiten und eine eigene Umwelt aufweist.
Stimmigkeiten und Techniken zu deren Pru¨fung wie Scoring, Bewertungsma-
trizen u. a. werden vorgestellt.
Einfu¨hrend finden sich bei Nolte115 Definitionen und allgemeine Betrachtun-
gen bezu¨glich Kooperationen. Der Schwerpunkt liegt auf den bei Koope-
rationen entstehenden Transaktionskosten, die im Detail auch beschrieben
werden. In diesem Zusammenhang erfolgt eine Einordnung virtueller Unter-
nehmen in die Koordination wirtschaftlicher Transaktionen mittels dreier Or-
ganisationsformen: Markt, Hierarchie und Unternehmensnetzwerk und damit
eine Abgrenzung virtueller Organisationen zu den traditionellen Formen. Um
dem gestiegenen Flexibilisierungsdruck begegnen zu ko¨nnen, schlagen Schuh
et al.116 das Konzept der Virtuellen Fabrik vor. Ausgehend von allgemeinen
Betrachtungen zu Netzwerken als intra- oder interorganisationaler Virtua-
lisierung erfolgt eine Einfu¨hrung zum Virtualita¨tsbegriff. Darauf aufbauend
wird zum virtuellen Unternehmen mit seinen beiden Hauptkomponenten117
u¨bergeleitet. Als Erfolgsvoraussetzung wird auch hier die Konzentration der
vorhandenen Ressourcen auf Kernkompetenzen genannt. Die Virtuelle Fabrik
wird als Produktionsnetzwerk verstanden, das in zwei Hauptrichtungen orien-
tiert ist: Ausgleich von Kapazita¨tsschwankungen bei den beteiligten Partnern
und Ausgleich sich a¨ndernder Leistungsanforderungen durch Kompetenzma-
113Siehe [Sch00b].
114Siehe hierzu auch die Arbeit von Thiem in [Thi98a], der fu¨r ein integriertes Ferti-




117Statisches (Gesamt-)Beziehungsnetzwerk und daraus je nach Anforderung das fu¨r den
jeweiligen Auftrag extrahierte dynamische Netzwerk.
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nagement. In den weiteren Ausfu¨hrungen stellen Schuh et al. das Konzept
der Virtuellen Fabrik als u¨berbetriebliches Flexibilisierungsinstrument an-
hand von vier Grundbausteinen (Kooperationsnetzwerk, Kooperationsprin-
zipien, Vermarktung der Virtuellen Fabrik und Produktion im Netzwerk) dar.
Eingehender werden die Hintergru¨nde und Probleme im Zusammenhang mit
der erforderlichen Vertrauensbildung erla¨utert sowie Rollen und Aufgaben
im Netzwerk definiert.





tion“ bei Krystek et al.118 ausfu¨hrlich anhand umfangreicher Literaturstellen
diskutiert. Ausgangspunkt der Diskussion ist ein evolutiona¨rer Ansatz mit
der Festlegung der virtuellen Organisation als (vorla¨ufigen) Endpunkt eines
evolutiona¨ren Prozesses. Es wird der Wandel von einer streng o¨konomisch
orientierten zu einer systemorientierten wissenschaftlichen Betrachtung des
Managementversta¨ndnisses dargestellt. Ein Unternehmen muss fu¨r Bezugs-
gruppen Nutzen bereitstellen (stakeholder management). Bezogen sich die
vorstehend genannten Publikationen eher auf einen weitgefassten Virtua-
lita¨tsbegriff, so beleuchten Sydow/Winand119 diesen Begriff im Zusammen-
hang mit kleinen und mittleren Unternehmen.
Betrachtungen mehr allgemeiner Natur zum Thema Netzwerke sind in Hip-
pe120 und Bellmann/Hippe121 zu finden. Es erfolgt zuna¨chst eine Einordnung
von Unternehmensnetzwerken in den Kontext von Theorie und Pragmatik
innerhalb der Systemtheorie. Unterschiede zwischen Netzwerken und Sy-
stemansa¨tzen werden herausgearbeitet. Es wird ein U¨berblick u¨ber den Stand
der Netzwerkforschung aus sozialer Sicht (Sozialanthropologie, -psychologie
und Soziologie) gegeben und festgestellt, dass gegenwa¨rtig kein allgemein
akzeptiertes Netzwerkmodell und keine einheitlichen Begriffsbestimmungen
existieren.
Aufbauend auf den fraktalen Ansatz von Warnecke122 erfolgt durch War-
necke/Braun123 die Einarbeitung weiterer Erkenntnisse in ein Gestaltungs-
modell. Aufbauend auf kurzen Betrachtungen zu Handlungsebenen in Netz-
werken werden Gestaltungsfelder fu¨r Produktionsnetzwerke (Strukturen,
Menschen und Technologien) aufgezeigt. Als notwendig fu¨r Netzwerke wer-
den Eigenschaften wie Kernkompetenz, Strukturflexibilita¨t und Kooperati-
onsfa¨higkeit herausgearbeitet. Weiterhin wird auf die Rolle des Menschen im
118Siehe [Kry97b].
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Produktionsnetzwerk sowie auf die Anforderungen der IuK-Technologien im
Netzwerk eingegangen.
In der gesamten recherchierten Literatur zeigt sich, dass der Begriff des vir-
tuellen Unternehmens nicht mehr nur ein weiteres neues Buzzword darstellt.
Vielmehr wird damit ein Konzept beschrieben, dass einen Wechsel vom bis-
her vorherrschenden, auf Taylor basierenden Determinismus zu einer weit
komplexeren Struktur darstellt. Diese ist im Grunde nicht mehr ganzheitlich
erfassbar. Grundlegende Ausfu¨hrungen hierfu¨r liefern wie oben bereits be-
schrieben Beer und Malik. Krystek et al.124 zeigen auf, dass die klassischen
systemtheoretischen Ansa¨tze mit klaren Abgrenzungen zur Umwelt hier nicht
mehr greifen ko¨nnen, sondern ein dynamisches Gleichgewicht zwischen Sy-
stem und Umwelt (auch mittels A¨nderungen der Umwelt durch das System)
die Grundlage bildet. Einen weiteren Ansatzpunkt bieten Bellmann/ Milden-
berger125, die die Beschreibung von Unternehmensnetzwerken durch verschie-
dene Erkla¨rungstheorien diskutieren: Evolutions-, System-, Informations-
und Komplexita¨tstheorie. Uhlmann/Schro¨der126 dagegen beschra¨nken sich
nicht auf eine regional begrenzte Sichtweise, sondern betrachten die Bewa¨lti-
gung von globalen Vera¨nderungen durch Netzwerke. Die virtuelle Fabrik wird
hier außerdem nicht als eigensta¨ndiges Konzept aufgefasst, sondern ist das
Ergebnis der Anwendung des Business Process Reengineering. Es wird daher
das interne Business Process Reengineering unter Betrachtung der Anfor-
derungen an die Ressource Personal beschrieben und keine Zielformulierung
fu¨r Unternehmensnetzwerke vorgenommen, sondern allgemein auf Unterneh-
menskultur, Ziel- und Wertvorstellungen des Unternehmens und der hierfu¨r
bei den Mitarbeitern zu schaffenden Akzeptanz eingegangen.
Im Rahmen der strategischen Organisation bescha¨ftigt sich Scholz127 einge-
hend mit dem Begriff der virtuellen Organisation und legt dar, dass auf-
grund des genannten Wandels des Marktes und der daraus resultierenden
kundenspezifischen Anforderungen organisatorische Grenzen zunehmend zu
virtuellen Organisationen verschwimmen. Verschiedene Virtualisierungsfor-
men werden dargestellt (virtuelles Einzelunternehmen, virtuelles Bu¨ro, vir-
tuelle Verbu¨nde usw.), nachdem eine umfassende Beschreibung der Entwick-
lung des Virtualita¨tsbegriffs gegeben wurde. Wie in der anderen hier dar-
gestellten Literatur wird das Erfordernis nach neuen Organisationsformen
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IuK-Technik hergeleitet. Gefordert werden neue Strategien zur Aufteilung
und Absicherung von Risiken, wobei strikt getrennt wird zwischen Koope-
rationen/Netzwerken (im Sinne des Sonderforschungsbereiches 457) einer-
seits und virtuellen Organisationen andererseits. Diese Strategien mu¨ssen
statt Produktivita¨tssteigerung nur durch starre Arbeitsteilung neue Leitbil-
der wie Flexibilita¨t und Innovationsfa¨higkeit enthalten. Dies erfordert die
Abflachung bzw. Beseitigung von Hierarchien sowie die Fa¨higkeit zur Koope-
ration nach innen und außen. Wildemann129 sowie Sydow/Winand130 ordnen
Netzwerke (bezugnehmend auf Vertragsformen und Kontrollinstrumente) in-
nerhalb der beiden Extrema Markt und Hierarchie ein und stellen verschie-
dene Netzwerktypen vor. Das Ziel eines Netzwerkes wird bei Wildemann in
einer systemorientierten Gesamtoptimierung der Wertscho¨pfungskette gese-
hen. Sydow/Winand legen den Schwerpunkt ihrer Betrachtungen auf klei-
ne und mittlere Unternehmen und zeigen, dass Kooperationen durch KMU
hauptsa¨chlich zur Erzielung von Vorteilen wie leichteren Marktzutritt, bes-
serer Ressourcennutzung und geringerer Koordinationskosten eingegangen
werden. Letzterer Vorteil ist diskussionswu¨rdig, da gerade in Netzwerken ei-
ne umfassende Koordinierung erforderlich ist, die zu ho¨heren Kosten gerade
auf diesem Gebiet fu¨hren ko¨nnen.
Zusammenfassend lassen sich die gegenwa¨rtig existierenden zwei Positionen
zur Netzwerkforschung gegenu¨berstellen. Auf der einen Seite befindet sich
das Netzwerk intermedia¨r im Kontinuum zwischen Markt und Hierarchie,
dem Transaktionskostenansatz und einer sozialwissenschaftlich erweiterten
Netzwerktheorie. Auf der anderen Seite gilt das Netzwerk als eigensta¨ndige
Organisationsform mit der Kooperation als Koordinationsmuster und dem
systemtheoretischen Netzwerkansatz. Der zu entwickelnde Ansatz des Ex-
tended Value Chain Managements wird beide Ansa¨tze vereinen. Er entha¨lt
auf der einen Seite die Voraussetzungen der notwendigen Koordinationmuster
eines systemtheoretischen Ansatzes und wird zudem erga¨nzt durch eine sozi-
alwissenschaftlich erweiterte Netzwerktheorie zur Integration von Soft–facts
als Selbstlernfunktion des Produktionsnetzwerkes.
Baumann131 bringt einen tabellarischen Vergleich der wichtigsten Konzepte.
Dessen U¨bersicht wird als abschließender Vergleich im Wesentlichen u¨ber-
nommen. Zur Bewertung dienten die Gestaltungsfelder Mensch, Technik und
Organisation132.
Der Autor vertritt eine etwas andere Auffassung zu den Eigenschaften des
Virtuellen Unternehmens. Zweifellos besitzen die Strukturen innerhalb und
129Siehe [Wil96a].
130Siehe [Syd98].
131Siehe [Bau00, S. 26].
132Siehe [Hac86].
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Konzeptet
PerformanceAttribute TQM Lean BPR Holonic Bionic Fraktale VU
Prod. Manu. Manu. Fabrik
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Abbildung 3.4: Vergleich verschiedener Managementkonzepte
außerhalb eines Unternehmens einen vernetzten Charakter. Durch einen
Selbstlerneffekt u¨ber eine a-posteriori Analyse von Soft–facts wird im Ex-
tended Value Chain Management–Konzept der Beweis erbracht, dass die
Strukturen weiterhin dynamisch und adaptiv sind und die Vera¨nderungen
evolutiona¨r in mehreren kleinen Schritten ablaufen ko¨nnen. Das ist eine wich-
tige Voraussetzung zur Minimierung des Bullwhip–Effektes. Diese drei Eigen-
schaften sind durch einen roten Haken hervorgehoben.
Im Folgenden werden die beiden Begriffe Unternehmensnetzwerk und Vir-
tualita¨t fu¨r die spa¨tere Konzeption des Extended Value Chain Management–
Modells einer gesonderten, tieferen Betrachtung unterzogen.
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3.2 Das Unternehmensnetzwerk
Weite Teile der Wirtschaft entsprechen nicht mehr dem klassischen Leitbild
fru¨herer Zeiten. Besonders das herko¨mmliche klassische Unternehmen mit
festen Grenzen und Verantwortungsbereichen beginnt sich mehr und mehr
zu wandeln hin zu Unternehmen mit verschwommenen Grenzen, welche sich
nach innen und außen vera¨ndern133. Gerade viele kleine und mittlere Un-
ternehmen stehen vor der weitreichenden Entscheidung, sich aus Wettbe-
2Vom MRP zum SCM















































Kompetenznetzeo petenznetzeZielgruppeielgruppe EVCM-Konzept- onzept
Erweiterungr eiterung
werbsgru¨nden einem Unternehmensnetzwerk anzuschließen und daran mit-
zuwirken134. Die Gru¨nde fu¨r den oben erwa¨hnten Wandel sind vielfa¨ltig.
Oftmals haben sich die Wettbewerbsbedingungen grundlegend vera¨ndert.
Die fortgeschrittene Globalisierung, welche mit der rasanten Entwicklung
der Informations- und Kommunikationstechnologien einhergeht, setzt neue
Maßsta¨be fu¨r die Organisation der Wirtschaft135.
Unternehmensnetzwerke geho¨ren, wie oben bereits erwa¨hnt, zu den zwi-
schenbetrieblichen Kooperationen, die durch rechtlich und wirtschaftlich
selbststa¨ndige Partner mit dem Ziel der Erstellung marktlicher Leistungen
oder Produkte eingegangen werden. Neben diesen gibt es die innerbetrieb-
lichen und u¨berbetrieblichen Kooperationen. Erstere sind gekennzeichnet
durch eine wirtschaftliche und teilweise rechtliche Abha¨ngigkeit voneinander.
Der unmittelbare Zweck einer u¨berbetrieblichen Kooperation liegt dagegen
nicht im Erbringen einer marktlich verwertbaren Leistung136.
Neben Unternehmensnetzwerken geho¨ren Joint Ventures und Strategische
Allianzen zu den zwischenbetrieblichen Kooperationen. Hess137 unterscheidet
diese anhand von vier Merkmalen. Abbildung 3.5 gibt einen U¨berblick u¨ber
Kooperationsformen und Merkmalsauspra¨gungen138.
Werden Strukturen durch Netzwerke innerhalb von Organisationen beein-
flusst, so sind diese Verbu¨nde intraorganisational139. Erfolgt die Netzwerk-
strukturierung u¨ber Unternehmensgrenzen hinweg, werden diese Konstrukte
als interorganisational bezeichnet. Im weiteren Verlauf dieser Arbeit sind die
interorganisationalen Netzwerke von Interesse. In Anlehnung an Sydow140
133In Anlehnung an [Pic96, S. 2].
134Vgl. [Pet97, S. 409].
135Dieser Abschnitt der Arbeit entstand in Zusammenarbeit mit Ja¨hn und Fischer in-
nerhalb des SFB 457. Inhalte wurden u¨berarbeitet aus den zugeho¨rigen Diplomarbeiten
[Ja¨00, Fis01] u¨bernommen.
136Vgl. [Hes99c, S. 446 f.].
137Vgl. [Hes98, S. 6 ff.].
138In Anlehnung an [Hes99c, S. 447].
139Unterscheidung nach [Syd95a, S. 1625], bei [Mil92] internal/external networks.
140Vgl. [Syd97, S. 17].








































Abbildung 3.5: Unternehmensnetzwerke als spezielle Form der Kooperation
soll eine Definition fu¨r Unternehmensnetzwerke allgemeiner Art die inhaltli-
che Bedeutung dieser festlegen.
Allgemeines Unternehmensnetzwerk: ist eine Organisationsform o¨konomi-
scher Aktivita¨ten, die auf die Realisierung von Wettbewerbsvorteilen
zielt und oft von einem oder mehreren Unternehmen strategisch gefu¨hrt
wird. Sie ist außerdem gekennzeichnet durch Komplexita¨t, mehr Ko-
operation als Konkurrenz mit relativ stabilen Beziehungen zwischen
rechtlich selbststa¨ndigen, wirtschaftlich aber meist abha¨ngigen Unter-
nehmen.
Diese Definition la¨sst hinsichtlich der Typisierung genu¨gend Freiraum. Die
in der Literatur zu findenden Typen von Netzwerken gehen bei der Einord-
nung meist von verschiedenen Dimensionen aus. Nach Sydow141 lassen sich
141Vgl. [Syd95a, S. 1626], [Syd95b, S. 630] und [Syd97, S. 23 ff.].
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regionale, strategische und projektbezogene Netzwerke u¨ber die Dimensionen
Stabilita¨t der Mitgliedschaft und der Steuerungsform abgrenzen.
• Strategische Netzwerke: besitzen ein fokales Unternehmen, das den zu
bearbeitenden Markt, die zu verwendenden Strategien und Technologi-
en sowie die Ausgestaltung der Netzwerk-Organisation definiert. Diese
Organisationsform ist statischer Natur und sehr tra¨ge. Ein strategisch
gefu¨hrtes Unternehmensnetzwerk wird in der Regel auf lange Sicht an-
gelegt und hierarchisch strukturiert. Als Beispiel sind die japanischen
Keiretsu142 zu nennen.
• Regionale Netzwerke: bestehen aus KMU und sind durch regionale Zu-
geho¨rigkeit charakterisiert. Somit werden Kooperationen von Unter-
nehmen, die ra¨umlich nahe beieinander liegen und gemeinsam an der
Wertscho¨pfung beteiligt sind, als regionale143 Unternehmensnetzwerke
bezeichnet. Sie entbehren einer strategischen Fu¨hrerschaft. Die Steue-
rungsform ist dabei polyzentrisch bzw. heterarchisch und erfordert eine
stabile Mitgliedschaft im Netzwerk. Es erfolgt eine aufgabenspezifische
Kooperation.
Beispielhaft hierfu¨r ist das Netzwerk der Textilunternehmen in der
Emilia Romagna (Italien)144 zu nennen. Die am Netzwerk mitwirken-
den Unternehmen zeichnet eine stabile Mitgliedschaft aus, ohne jedoch
zwangsla¨ufig an jedem Projekt mitwirken zu mu¨ssen. Wildemann145
unterscheidet nach a¨hnlichen Kriterien. Das strategische Netzwerk be-
zeichnet er jedoch als hierarchisch-pyramidal und das regionale Netz-
werk als polyzentrisch.
• Projektnetzwerke: sind zeitlich befristet und ko¨nnen sowohl hierarchisch
als auch heterarchisch gesteuert werden.
Hess146 arbeitet in Anlehnung an Sydow/Winand147 vier Grundtypen von
Unternehmensnetzwerken heraus, die sich aus Organisation und Lebensdauer
ergeben:
• Projektnetzwerk (fokal/instabil),
142Ein ausfu¨hrliche Beschreibung hierzu findet sich in [Syd92, S. 38].
143Vgl. [Por98] und [Por99].
144Siehe dazu [Syd92, S. 47].
145Vgl. [Wil97, S. 423 ff.].
146Vgl. [Hes99a, S. 226].
147Siehe [Syd98, S. 16].
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• strategisches Netzwerk (fokal/stabil),
• Verbundnetzwerk (polyzentrisch/stabil) und
• Virtuelles Unternehmen (polyzentrisch/instabil).
Diese Einteilung basiert im Wesentlichen auf der oben bereits erwa¨hnten
nach Sydow. Friemuth/von Wrede148 unterteilen Netzwerke nach ihrer Funk-
tionsweise wie Netzwerkfu¨hrung, Organisationsstruktur oder Stabilita¨t und
arbeiten die folgenden vier Typen heraus:
• strategisches Netzwerk (werden durch ein Unternehmen gefu¨hrt und
sind relativ stabil),
• Virtuelles Unternehmen (projektorientierte Kooperation unabha¨ngiger
Unternehmen),
• operatives Netzwerk (Nutzung freier Kapazita¨ten der Partner) und
• regionales Netzwerk (ra¨umliche Na¨he der Kooperationspartner).
Diese Einteilung ist a¨hnlich der Einteilung von Hess bzw. Sydow/Winand.
Ein weiterer Systematisierungsansatz von Friemuth/von Wrede beru¨cksich-
tigt die Kooperationsrichtung und unterscheidet in horizontale, vertikale und
laterale Netzwerke. Auch nach der Art der zu bewa¨ltigenden Aufgabe lassen
sich nach Friemuth/von Wrede Netzwerke kategorisieren und in Beschaffungs-
netzwerke, Produktionsnetzwerke und Logistiknetzwerke unterscheiden.
Nach Go¨ransson/Schuh149 kann jede Kooperation von mindestens zwei Un-
ternehmen als (Unternehmens-)Netzwerk bezeichnet werden. Innerhalb die-
ses Definitionsrahmens wird u. a. in stabile und dynamische Netzwerke un-
terschieden. Das stabile Netzwerk150, welches auf la¨ngere Dauer und nicht
nur zur Erfu¨llung eines einzigen Auftrages gebildet wird, stellt hierbei die
Voraussetzung fu¨r ein daraus resultierendes tempora¨res Netzwerk (dynami-
sches Netzwerk)151 dar, welches fu¨r kurze Zeit und fu¨r die Erbringung einer
Leistung aus dem stabilen Netzwerk heraus gebildet wird. Dieses stabile Netz-
werk besteht aus allen potenziell teilnehmenden Unternehmen (oder Unter-
nehmensteilen) an einem dynamischen Netzwerk. Das dynamische Netzwerk
148Vgl. [Fri98, S. 92].
149Siehe [Go¨r97, S. 64 ff.].
150Vgl. [Die99, S. 45]. Stabile Netzwerke sind nach Sydow strategische Netzwerke.
151Vgl. [Die99, S. 50]. Dynamische Netzwerke werden in ju¨ngerer Zeit als Virtuelles Un-
ternehmen bezeichnet. Vermutlich erstmals wurde der Begriff dynamic network erwa¨hnt
bei [Mil84, S. 26 ff.].
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selbst vereinigt alle an einem bestimmten Projekt teilnehmenden Unterneh-
men. Das Projekt kann z. B. ein Wertscho¨pfungsprozess sein. Nach dieser
Ansicht sind also alle Unternehmen eines dynamischen Netzwerkes automa-
tisch auch Teilnehmer am vorgelagerten stabilen Netzwerk.
Aus aktueller Perspektive ist noch keine einheitliche Begriffswelt feststellbar,
teilweise u¨berschneiden oder widersprechen sich einzelne Bezeichnungen. Ei-
ne Aufza¨hlung anderer Systematisierungsansa¨tze ist an dieser Stelle nicht
zielfu¨hrend. Vielmehr soll aus den bisherigen Erkenntnissen eine weitere Ein-
grenzung des Begriffs Unternehmensnetzwerk vollzogen werden.
Unternehmensnetzwerk: ist eine Form zwischenbetrieblicher Kooperation,
die durch stabile auftragsunabha¨ngige Beziehungen der Unternehmen
in Form eines Kompetenzenpools charakterisiert sind. Fu¨r einen kon-
kreten Auftrag werden entsprechend der beno¨tigten Leistungen die
Netzwerkpartner in Form von Virtuellen Unternehmen u¨ber ihre Kern-
kompetenzen konfiguriert.
Diese Unternehmensnetzwerke ko¨nnen nach wie vor als intermedia¨re Orga-
nisationsform o¨konomischer Aktivita¨ten zwischen Markt und Hierarchie152
eingeordnet werden. Dabei sind die im Netzwerk organisierten Akteure loser
gekoppelt als in einer idealtypischen Hierarchie, jedoch fester als in einem
idealtypischen Markt153. Die Hierarchie kann auch als Bu¨rokratie bezeich-
net werden und stellt in der Praxis das Unternehmen dar. Das Unterneh-
mensnetzwerk kann jedoch auch als eine eigensta¨ndige Organisationsform154
angesehen werden und stellt zusa¨tzlich zu Markt und Hierarchie eine drit-
te idealtypische Form der Austauschorganisation dar. Welches die
”
richtige“
Ansicht ist, kann (noch) nicht gesagt werden. Die herrschende Lehrmeinung
favorisiert den Ansatz der intermedia¨ren Organisationsform. Diese Auffas-
sung soll im Rahmen dieser Arbeit untersucht werden.
Der Trend zu Netzwerken kleiner Unternehmen wird von Chesbrough/Tee-
ce155 kritisch betrachtet. Es wird angenommen, dass Produktinnovatio-
nen nur bei einer ausreichenden Unternehmensgro¨ße realisierbar sind. Ka-
luza/Blecker156 widersprechen dieser Ansicht indem sie betonen, dass gerade
Produktionsnetzwerke zu einer Steigerung der Innovationsfa¨higkeit fu¨hren,
152Vgl. [Kre97, S. 325 f.].
153Siehe dazu die Ausfu¨hrungen bei [Syd95b].
154Siehe [Kre97, S. 330 f.].
155Siehe [Che96, S. 68 f.].
156Siehe [Kal99, S. 275].
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weil durch die Vernetzung die nicht ausreichende Ressourcenbasis kleiner Un-
ternehmen u¨berwunden werden kann. Allen Ansa¨tzen ist jedoch gemein, dass
sie keine durchga¨ngigen Aussagen zur Genese und zum Betreiben von Netz-
werken liefern, sondern auf einer Organisationssicht verharren. Diese Gren-
ze soll die vorliegende Arbeit u¨berwinden und einen entsprechenden Ansatz
liefern. Zuvor erfolgt noch eine kurze Betrachtung ausgewa¨hlter wichtiger
Aspekte eines Netzwerkes.
3.2.1 Leistungskoordination
Unternehmensnetzwerke als eine dritte Form der Austauschorganisation157
anzusehen, welche in ihrer idealtypischen Form nicht zwischen Markt und
Hierarchie eingeordnet werden kann, sondern als eigensta¨ndiges Koordinati-
onsmuster (der Kooperation) gilt, werden vorwiegend mit dem Transaktions-
kostenansatz in Verbindung gebracht. Diese Sicht einer selbststa¨ndigen Or-
ganisationsform basiert auf der Forderung, dass zur Beschreibung von Netz-
werken mehrdimensionale Modelle158 notwendig sind. Ein Argument fu¨r die
Einordnung als selbststa¨ndige Organisationsform stellt die Kooperation als
eigensta¨ndige Koordinationsform in den Vordergrund159. Dieser Forschungs-
ansatz ist bisher noch nicht eingehend weiterverfolgt worden und es werden
weitere Untersuchungen notwendig sein, um diesem Konzept Tragfa¨higkeit zu
verleihen. Daher soll in den folgenden Abschnitten der Markt, die Hierarchie
und das Kontinuum zwischen diesen beiden Extrempunkten na¨her erla¨utert
werden.
3.2.1.1 Markt und Hierarchie
Beim Versuch der Definition des Begriffs Markt treten automatisch Schwie-
rigkeiten in Abha¨ngigkeit von Sichtweise und Vorstellungen einzelner Theo-
rien auf, da die Ansichten nicht zwangsla¨ufig einander entsprechen. Nach
der neoklassischen Markttheorie oder dem Ansatz der institutionellen O¨ko-
nomie stellt der Markt
”
eine Organisationsform o¨konomischer Aktivita¨ten,
in der beliebige Marktteilnehmer ... eine genau spezifizierte Leistung aus-
tauschen”160 dar. Die Marktakteure handeln hierbei rational und opportuni-
stisch, sind gleichberechtigt und unabha¨ngig in ihren Handlungen. Die u¨ber
157Vgl. [Kre97, S. 331].
158Vgl. [Wir99, S. 22].
159Vgl. [Kre97, S. 330].
160Vgl. [Syd92, S. 98].
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den Markt abgewickelten Transfers von Geld bzw. Gu¨tern oder Dienstlei-
stungen sind von kurzfristiger Natur, bei denen die Koordination in der Regel
u¨ber die Preise als transaktionsrelevante Information erfolgt. Der Preis ist der
o¨konomische Koordinationsmechanismus des Marktes161. Als preisliche Aus-
pra¨gungsformen kommen Planpreise, Verrechnungspreise oder Marktpreise
in Frage.
Grundlage fu¨r die Existenz einer Hierarchie ist eine Organisation. In einer
Unternehmenshierarchie erfolgt die Koordination durch Weisungen und An-
ordnungen von der Unternehmensleitung gegenu¨ber einer normalerweise be-
grenzten Anzahl von Organisationsmitgliedern162. Die Vorgaben ko¨nnen in
Form von Planvorgaben, Weisungen oder generellen Regelungen auftreten163.
In einer Hierarchie ist jegliche marktliche Koordination durch hierarchische
Koordination ersetzt. Ein weiterer Unterschied zum Markt besteht in der
Dauer der Beziehungen. Wa¨hrend diese im Markt kurzfristig, auf bestimm-
te Transaktionen ausgelegt sind, ist die Hierarchie im Allgemeinen und das
Unternehmen im Speziellen auf Dauer angelegt.
Eine hierarchische Organisationsform ist insbesondere dann anzutreffen,
wenn sie als Unternehmen instanziiert wurde, obgleich noch weitere orga-
nisatorische Mechanismen wie technokratische und personale Koordinations-
instrumente sowie Planungs- und Kontrollsysteme, Personalfu¨hrung oder Or-
ganisationskultur ihre organisierende Wirkung erga¨nzen164. In der Literatur
wird die Hierarchie auch als Bu¨rokratie bezeichnet.
In der betriebswirtschaftlichen Forschung dominiert, wie bereits erwa¨hnt, die
Einordnung von Unternehmensnetzwerken in ein Spektrum zwischen Markt
und Hierarchie als Idealformen der Organisation165. Die Begru¨ndung liegt
in der Existenz sowohl marktlicher (Preise, Vertra¨ge) als auch hierarchi-
scher (Anweisung, Kontrolle) Koordinationsmechanismen, d. h. der Kombi-
nation166 beider Pole in Unternehmensnetzwerken. Sie stellen somit eine hy-
bride Koordinationsform dar, bei der die Koordination durch Kooperation im
Vordergrund steht. Ein wichtiges Analyseinstrument stellt der Transaktions-
kostenansatz dar, der kla¨ren soll, wann marktliche und wann hierarchische
Koordinationsformen entstehen.
Das Modell eines hierarchielosen regionalen Produktionsnetzes stellt gewis-
sermaßen einen Problemfall im Kontext bisher aufgeza¨hlter Koordinations-
161Vgl. [Ste99b, S. 255].
162Vgl. [Syd92, S. 98].
163Vgl. [Ste99b, S. 255].
164Vgl. [Syd92, S. 98].
165Vgl. [Wir99, S. 22].
166Ebenda.
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mechanismen dar. Obgleich es nicht als eigensta¨ndige neue Organisationsform
angesehen werden kann oder soll, la¨sst es sich nicht ohne Weiteres in ein Kon-
tinuum zwischen Markt und Hierarchie eingliedern. Hauptargument dagegen
ist die Forderung nach Hierarchielosigkeit. Dies la¨sst auf eine Einordnung
in die Extremposition des Marktes schließen, bei der die Kompetenzen und
Ressourcen des Netzes durch Selbstorganisation und Autonomie gekennzeich-
net sind167 und eine Kooperation ohne formale hierarchische Struktur erfol-
gen soll168. Durch diese Einschra¨nkung hebt sich das hierarchielose regionale
Produktionsnetz vom interorganisationalen Netzwerk ab und fu¨hrt zu einer
eigenen Definition. Eine Koordination muss grundsa¨tzlich durch Kooperation
erfolgen, welche jedoch im Regelfall u¨ber den Markt und nicht durch Hierar-
chie gesteuert wird. Diese hierarchiefreie Koordination setzt einen hervorra-
gend funktionierenden Marktmechanismus voraus, um einen hierarchiefreien
Ablauf der zur Leistungserstellung notwendigen Transaktionen garantieren








































Abbildung 3.6: Spektrum des vertikalen Integrationsgrades
Gema¨ß Abbildung 3.6169, in der die beiden Extremformen sowie mo¨gliche
Hybridformen der Organisation o¨konomischer Aktivita¨ten dargestellt sind,
167Vgl. [Wir99, S. 23].
168Ebenda.
169In Anlehnung an [Syd92, S. 104], [Pic91, S. 340], [Pic96, S. 46] und [Pic97, S. 79].
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muss in einem hierarchiefreien Raum die Koordination u¨ber den Markt er-
folgen. Dies setzt jedoch eine fast vollsta¨ndige Externalisierung der Hierar-
chie zugunsten des Marktes voraus. Dagegen sollten Marktelemente kaum
oder besser u¨berhaupt nicht internalisiert sein. Fragwu¨rdig erscheint in die-
sem Zusammenhang die Tatsache, ob von einem Netzwerk gesprochen werden
darf, wenn die Koordination ausschließlich u¨ber den Markt, also hierarchielos,
erfolgt. Allgemeine o¨konomische Koordinationsmechanismen stellen gemein-
same Ziele, Verhandlungen, fallweise Regelungen, Entscheidungsspielraum,
Organizational Slack, Motivation und Sanktionen in Frage170.
Bisher wurden ausschließlich hybride Formen zwischen Markt und Hierar-
chie als Netzwerk bezeichnet. Dies geht auch aus Abbildung 3.6 hervor, bei
der das dynamische Netzwerk neben Jahresvertra¨gen sehr nahe am Markt
eingeordnet wird. Kompetenzzellen vereinigen diesbezu¨glich nur eine geringe
Leistungstiefe171. Als Kompromiss dieses vermeintlichen Widerspruchs zwi-
schen hierarchieloser Koordination und Netzwerkbegriff ko¨nnte in Anlehnung
zu obiger Abbildung von einem hierarchiearmen Produktionsnetz gesprochen
werden, welches tendenziell zu Hierarchielosigkeit neigt.
3.2.1.2 Relevante Theorien und Forschungsansa¨tze
In diesem Abschnitt soll der Rahmen bezu¨glich des Teils der anzuwenden-
den wissenschaftlichen Forschungsansa¨tze abgesteckt und erla¨utert werden,
der sich auf die Koordination bezieht. Mit den zu schildernden Ansa¨tzen wird
im Kapitel 4.2.2.3 das Konstrukt des hierarchielosen regionalen Produktions-
netzes analysiert, um eventuelle Erfolgsfaktoren dieses Koordinationsmodells
aufzudecken.
3.2.1.2.1 Neue Institutionelle O¨konomie
Aus der Vielzahl vorhandener Entwicklungslinien der Organisationstheorie172
soll aus dem Bereich der modernen Organisationstheorien die organisatori-
sche Entscheidungsforschung als Analyseinstrument eingesetzt werden. Ein
Zweig dieses Bereichs stellt die so genannte mikroo¨konomische Organisati-
onsanalyse oder Neue Institutioneno¨konomik dar173. In diesem erst Anfang
der 70er Jahre versta¨rkt erforschten Bereich finden sich sowohl Beitra¨ge von
volkswirtschaftlichen als auch von betriebswirtschaftlichen Autoren. Dabei
170Vgl. [Ste99b, S. 255].
171Vgl. [Pic96, S. 46].
172Vgl. [Sch99e, S. 27 ff.].
173Vgl. [Sch99e, S. 72 ff.].
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wird besonders die Bedeutung von Information und Kommunikation fu¨r die
Koordination wirtschaftlicher Ta¨tigkeit behandelt174.
Im Zentrum der Untersuchungen stehen Organisationen und deren Institu-
tionen (z. B. Vertra¨ge, Organisationsstrukturen, Sprache, Geld) und die Fra-
ge, in welcher Weise diese Institutionen im Rahmen der Informations- und
Kommunikationsprozesse optimiert werden ko¨nnen. Das Unternehmen wird
bei der Neuen Institutionellen O¨konomie als ein eigensta¨ndiges Handlungs-
system betrachtet, dessen Strukturen genauer analysiert werden mu¨ssen. In
den nun folgenden Abschnitten werden drei Ansa¨tze der Neuen Institutio-
neno¨konomie ausfu¨hrlich dargestellt. Alle drei Ansa¨tze haben unterschiedli-
che Wurzeln, sind jedoch in wesentlichen Punkten miteinander verwandt. In
den folgendenen Unterabschnitten werden die Hauptelemente der Transakti-
onskostentheorie geschildert, danach die Prinzipal-Agenten-Theorie und die
Theorie der Verfu¨gungsrechte kurz vorgestellt.
Alle drei Ansa¨tze basieren auf den Hauptannahmen, dass sa¨mtliche Akteu-
re individuelle Nutzenmaximierung ohne
”
moralische Skrupel“175 anstreben,
eine unvollkommene Informationssituation herrscht und alle mo¨glichen Hand-
lungsalternativen in ihrer Wirkung abscha¨tzbar sind. In diesem Rahmen soll
die Entstehung und Konfiguration von Organisationen, besonders aber von
Unternehmen, untersucht werden. Ziel ist, ein stabiles System zu schaffen,
welches mit effizienten, d. h. zum Beispiel mit kostenminimalen Austausch-
beziehungen la¨ngerfristig existieren kann.
Die institutioneno¨konomische Theorie beru¨cksichtigt ausschließlich die Effi-
zienz von Organisationen. Im Rahmen dieser Arbeit stellt das hierarchielose
regionale Produktionsnetz bestehend aus Kompetenzzellen die zu untersu-
chende Organisationsform dar. Als Ziel gilt, die Informations- und Kommuni-
kationssysteme so zu konfigurieren, dass innerhalb dieser Organisationsform
ein mo¨glichst kostenminimaler und redundanzfreier Wertscho¨pfungsprozess
vollzogen werden kann. Insbesondere durch Anwendung des Transaktions-
kostenansatzes soll gekla¨rt werden, ob Netzwerkorganisationen diesbezu¨glich
erfolgversprechend sind und welche Gro¨ße optimal fu¨r Kompetenzzellen sein
ko¨nnte.
3.2.1.2.2 Die Transaktionskostentheorie
Die Transaktionskostentheorie (Transaction Cost Economics) versucht die
grundlegende Frage zu beantworten, warum es nicht nur Einpersonenunter-
nehmen, sondern auch Unternehmen bestehend aus mehreren Personen in der
174Vgl. [Pic96, S. 34].
175Vgl. [Sch99e, S. 72].
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Praxis gibt176. Dazu soll zuerst der Begriff Transaktionskosten erkla¨rt werden.
Aus volkswirtschaftlicher Perspektive formuliert Mankiw177 kurz und knapp,
dass Transaktionskosten die Kosten der Vertragspartner aus dem Abschluss
und der Durchfu¨hrung von Gescha¨ften darstellen.
Die erste bedeutende Vero¨ffentlichung zur Frage nach dem Grund des Ent-
stehens von Unternehmen erschien bereits 1937 von Coase mit dem Titel
”
The Nature of the Firm“178. Er bescha¨ftigte sich mit der Frage
”
... why ...
are there any market transactions at all? Why is not all production carried
on by one big firm?“179. In seiner Analyse fand Coase heraus, dass Marktbe-
nutzungskosten ursa¨chlich sind. So begru¨nden Transaktionskostenersparnisse
die Unternehmung als dauerhafte o¨konomische Institution180. Eine Erweite-
rung erfa¨hrt die Analyse der Transaktionskosten 1960, als abermals Coase
einen Artikel mit dem Titel
”
The Problem of social cost“181 vero¨ffentlichte.
Coase betrachtet im Rahmen der Wohlfahrtso¨konomik die Frage nach den
Kosten, die aus vertraglichen Beziehungen entstehen. Dabei werden o¨kono-
mische Auswirkungen rechtlicher Regelungen und Entscheidungen analysiert.
Bis in die 70er Jahre fanden lediglich verhaltene Diskussionen zu diesem The-
ma statt. Erst als sich Williamson ausfu¨hrlich dieser Problematik widmete,
indem er die Annahmen pra¨zisierte, Grundlagen herausarbeitete und den
Begriff
”
transaction cost“ einfu¨hrte, wurde das Konzept auf ein festeres Fun-
dament gestellt.
Williamson bezeichnet den Transaktionskostenansatz als einen kombinierten
Ansatz von Volkswirtschaft und Organisationstheorie, mit dem Unterneh-
men und Ma¨rkte untersucht werden ko¨nnen182. In Deutschland leistete Picot
mit seinen Vero¨ffentlichungen von 1982183 und 1990184 Pionierarbeit. In bei-
den Artikeln wurde der Ansatz weiter pra¨zisiert und verschiedene spezielle
Fachbegriffe in deutscher Sprache eingefu¨hrt.
Um Transaktionskosten definieren zu ko¨nnen, muss der Begriff Transaktion
na¨her beschrieben werden. De Pay bezeichnet Transaktionen als Prozesse
der Beschaffung und Verarbeitung von Informationen, die unterschiedlich-
ster Art sein ko¨nnen, z. B. rechtlicher, o¨konomischer oder technologischer
176Vgl. [Sta99, S. 421].
177Siehe [Man99, S. 320].
178Vgl. [Coa37].
179Ebenda.
180Vgl. [Hel92, S. 322].
181Vgl. [Coa60, Coa78].
182Vgl. [Wil96b, S. 135]. Im Original: ”...transaction cost economics uses a combined
economics and organization approach to the study of firms and markets.“
183Vgl. [Pic82].
184Vgl. [Pic90].
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Art185. Transaktionskosten stellen also den zentralen Betrachtungsmaßstab
der Transaktionskostentheorie dar. Manchmal werden Transaktionskosten
auch als Koordinationskosten oder Informationskosten bezeichnet.
Picot pra¨zisiert diese Kosten als Kosten des Produktionsfaktors Organisati-
on186, die in der Produktionstheorie in der Regel unberu¨cksichtigt bleiben.
Transaktionskosten, die
”
alle Opfer und Nachteile, die von den Tauschpart-
nern zur Verwirklichung des Leistungsaustausches zu tragen sind“187 dar-
stellen, ko¨nnen in Anlehnung an die einzelnen Phasen einer Transaktion in
verschiedene Transaktionskostenarten eingeteilt werden188:
• Anbahnungskosten (z. B. Kosten fu¨r Reisen, Kommunikation, Beratung
sowie bestimmte Gemeinkosten von Einkauf, Vertrieb, Entwicklung und
Fertigungsvorbereitung),
• Vereinbarungskosten (z. B. Kosten fu¨r Verhandlungen, Rechtsberatung,
Kosten der Abstimmung und Planung zwischen Vertrieb, Entwicklung,
Fertigung und Einkauf),
• Abwicklungskosten (z. B. Kosten der Steuerung des Tauschprozesses
oder Managementkosten der Fu¨hrung und Koordination),
• Kontrollkosten (z. B. Kosten der Qualita¨ts- und Terminu¨berwachung,
Einkaufsrichtwertbestimmung) und
• Anpassungskosten (z. B. Zusatzkosten aufgrund nachtra¨glicher, quali-
tativer, mengenma¨ßiger, preisma¨ßiger oder terminlicher A¨nderungen).
Das Ziel besteht darin, diese Transaktionskosten zu minimieren bzw. den
transaktionskostenminimalen Koordinationstypus zu wa¨hlen189. Im Rahmen
der Transaktionskostentheorie werden die Grundtypen Markt, Hierarchie
und hybride Formen als Grundtypen institutioneller Arrangements identi-
fiziert190. Aus diesem Blickwinkel la¨sst sich ein Effizienzvergleich von Markt
und Hierarchie unter Beru¨cksichtigung des Spezifita¨ts- und des Unsicherheits-
bzw. Komplexita¨tsgrades einer Transaktion ziehen.
Unter Spezifita¨t kann die Wertdifferenz zwischen der beabsichtigten Ver-
wendung und der zweitbesten Verwendung der entsprechenden Ressource
185Vgl. [Pay97].
186Vgl. [Pic82, S. 270].
187Vgl. [Pic91, S. 344] und [Pic97, S. 66].
188Vgl. [Pic97, S. 66].
189Vgl. [Sch99e, S. 73].
190Vgl. [Hes99a, S. 228-229].









Abbildung 3.7: Effizienzvergleich von Markt und Hierarchie
verstanden werden. Je gro¨ßer diese Differenz ist, desto ho¨her ist die Spe-
zifita¨t191. Die Unsicherheit/Komplexita¨t bezeichnet ein Maß der Vorherseh-
barkeit und der Anzahl notwendiger A¨nderungen der Leistungsvereinbarung
wa¨hrend einer Transaktion192. Spezifita¨t und Unsicherheit werden auch als
Umweltmerkmale zusammenfassend beschrieben. Als wichtigste Verhaltens-
annahmen werden den Akteuren bei Anwendung der Transaktionskosten-
theorie begrenzte Rationalita¨t und Opportunismus unterstellt193.
Aus Abbildung 3.7194 wird ersichtlich, dass die Hierarchie als Gegenpol zum
Markt besonders bei einem ho¨herem Spezifita¨ts-, Unsicherheits- und Kom-
plexita¨tsgrad geringere Transaktionskosten als der Markt aufweist und als
vorteilhafte Koordinationsform erscheint. Demnach ist der Grad der vertika-
len Integration (Eigenfertigungsquote) ebenfalls von diesen Umweltfaktoren
abha¨ngig. Unsicherheiten bei unvollkommenen Ma¨rkten fu¨hren zu Transak-
tionskosten195. Transaktionskosten haben also Einfluss auf die Verteilung der
Leistungen, die notwendig zur Erfu¨llung einer Gesamtaufgabe sind, hinsicht-
lich einer unternehmensinternen oder unternehmensexternen Abwicklung196.
Soll das Modell eines hierarchielosen regionalen Produktionsnetzes mittels
191Vgl. [Pic97, S. 69].
192Vgl. [Pic97, S. 68].
193Ebenda.
194Vgl. [Pic90, S. 181].
195Vgl. [Ste99b, S. 259].
196Vgl. [Za¨p89, S. 135].
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der Transaktionskostentheorie untersucht werden, empfiehlt sich eine mikro-
analytische Vorgehensweise. Mittels der Analyseeinheit Transaktion erfolgt
ein komparativ-statischer Vergleich diskreter Strukturalternativen hinsicht-
lich bestimmter Variablen197. Die Einordnung des Unternehmensnetzwerkes
als eine Organisationsform zwischen Markt und Hierarchie stellt dabei die
Basisidee dar. Aus der bereits erwa¨hnten Forderung nach Hierarchielosigkeit
ergibt sich eine besondere Na¨he zum marktlichen Koordinationsmechanis-
mus. Dabei soll herausgestellt werden, unter welchen Bedingungen die ent-
sprechenden Transaktionskosten gering sind, um eine markta¨hnliche Organi-
sation vorteilhaft erscheinen zu lassen. Eine genauere Betrachtung erfolgt in
Abschnitt 4.2.2.3.
3.2.1.2.3 Prinzipal-Agenten-Theorie
Die Prinzipal-Agenten-Theorie (Principal-Agency-Theory) stellt eine Erwei-
terung der o¨konomischen Theorie der Neoklassik dar198. Basisannahme ist das
reibungslose Funktionieren der Ma¨rkte. Bei diesem Ansatz wird das Problem
ungleich verteilter Information als Organisationsproblem interpretiert199. Mit
der Prinzipal-Agenten-Theorie erfolgt eine Analyse der Beziehungen zwischen
Auftraggeber (Prinzipal) und Auftragnehmer (Agent). Der Prinzipal dele-
giert zum Zwecke einer Auftragserfu¨llung dem Agenten eine Aufgabe, welcher
bei Erledigung dafu¨r entlohnt wird. Der Agent trifft dabei Entscheidungen,
die nicht nur das eigene, sondern auch das Wohlergehen des Prinzipals betref-
fen200. Die Untersuchung konzentriert sich auf die vertragliche Ausgestaltung
dieser Auftragsbeziehungen, die durch Interessenkonflikte und asymmetrisch
verteilte Information gekennzeichnet sind201.
Das Problem der Beziehung zwischen Prinzipal und Agent liegt in der Nei-
gung des Agenten zum Opportunismus. Sein Handeln ist fu¨r den Prinzi-
pal nicht vollsta¨ndig kalkulierbar. Er muss davon ausgehen, dass der Agent
in eigenem Interesse bzw. zu seinem eigenen Vorteil handelt. Das Problem
der asymmetrisch verteilten Information in Verbindung mit dem Auftreten
von Agenturkosten (agency costs) sowie Unsicherheit bezu¨glich der Umwelt-
entwicklungen202 kann zu suboptimalen Ergebnissen fu¨hren. Insbesondere
bei ungleich verteilter Information besteht das Problem der
”
hidden infor-
mation“, d. h. der Prinzipal kann die Handlung des Agenten nicht genau
197Vgl. [Kre97, S. 338].
198Vgl. [Ter97, S. 34].
199Vgl. [Sch99e, S. 82].
200Vgl. [Wen88, S. 506].
201Vgl. [Gil00, S. 347].
202Vgl. [Ste99b, S. 259].
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einscha¨tzen. Beim Problem der
”
hidden action“ wird die Tatsache, dass der
Prinzipal den Agenten nicht vollsta¨ndig u¨berwachen kann, na¨her beschrie-
ben203. Dadurch erlangt der Agent die Mo¨glichkeit, die Abha¨ngigkeitssitua-
tion auszunutzen (moral hazard) oder durch Fehlinformation den Prinzipal zu
einer falschen Entscheidung zu bringen (adverse selection)204. Die Informa-
tionsasymmetrie kann Agency-Costs verursachen205, die es zu erkennen und
zu minimieren gilt. So kann zum Beispiel ein Vertrauensverha¨ltnis zwischen
Prinzipal und Agent zu relativ geringen Agenturkosten fu¨hren206.
Kritikpunkte fu¨r die Anwendung der Prinzipal-Agenten-Theorie sind, dass
dieser Ansatz zum einen noch relativ neu ist und einer Reifephase bedarf207
und zum anderen ein stereotypes Menschenbild des Opportunisten und Egoi-
sten zu Grunde gelegt wird, welches durch Regelungen und Sanktionsandro-
hung zu manifestieren ist208.
3.2.1.2.4 Theorie der Verfu¨gungsrechte
Die Theorie der Verfu¨gungsrechte (Property-Rights-Theory) ist ebenfalls als
Erweiterung der neoklassischen Theorie anzusehen209. Bei diesem Ansatz
wird das Ziel verfolgt, die Wirkung unterschiedlich ausgestalteter Verfu¨gungs-
rechte zu analysieren und die Entstehung unterschiedlicher Verfu¨gungsrechte
zu erkla¨ren210. Schon Coase211 thematisierte 1960 das Problem externer Ko-
sten und versuchte zu analysieren, welche Allokationswirkungen aus verschie-
denen rechtlichen Bestimmungen folgen, wenn eine (wirtschaftliche) Hand-
lung einer Person einer anderen Person Schaden zufu¨gt212 (Externalita¨ten).
Grundlage der Theorie der Verfu¨gungsrechte stellt wiederum ein auf sei-
nen eigenen Nutzen fixierter, opportunistisch handelnder Akteur dar. Dieser
mo¨chte alle Verfu¨gungsrechte uneingeschra¨nkt erlangen bzw. den gesamten
Nutzen daraus ziehen. Die Kosten der Fixierung, U¨bertragung und Durchset-
zung dieser Verfu¨gungsrechte sollen dabei minimiert werden213. Verfu¨gungs-
rechte sind in vier verschiedene Auspra¨gungen einzuordnen214:
203Ebenda.
204Vgl. [Sch99e, S. 82].
205Vgl. [Ter97, S. 31 f.].
206Vgl. [Kry97b, S. 373].
207Vgl. [Syd92, S. 172].
208Ebenda.
209Vgl. [Pic96, S. 38].
210Vgl. [Sch97c, S. 178].
211Vgl. [Coa60].
212Vgl. [Hel00, S. 2].
213Vgl. [Sch97c, S. 178].
214Vgl. [Sta99, S. 423].
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• Nutzungsrecht an einem Gut (usus),
• Recht auf Vera¨nderung von Form und Substanz eines Gutes (abusus),
• Recht auf Aneignung des Erfolges (Gewinn, Residualeinkommen) (usus
fructus) und
• Recht auf Vera¨ußerung des Gutes.
In der Praxis ko¨nnen diese Rechte sowohl einer Person als auch mehreren
Personen zugeordnet sein. Zur Beurteilung unterschiedlicher Verfu¨gungsrech-
teverteilungen ko¨nnen Transaktionskosten beitragen, die jedoch nicht mit
den Transaktionskosten der Transaktionskostentheorie verwechselt werden
du¨rfen. Diese Kosten entstehen bei der Herausbildung, Zuordnung, U¨bertra-
gung und Durchsetzung von Verfu¨gungsrechten215. Besitzt ein Akteur nicht
alle Verfu¨gungsrechte, ko¨nnen die oben erwa¨hnten Externalita¨ten sowohl in
positiver als auch in negativer Form auftreten. Werden diese externen Effekte
fu¨r einen Akteur prohibitiv groß, versucht er, diese Effekte zu internalisieren.
Dabei mu¨ssen die Kosten der Internalisierung seinen Nutzen unterschreiten.
Eine Internalisierung kann z. B. durch Leistung einer Entscha¨digung oder
Steuer216 erfolgen. Das Ziel der Gewinnmaximierung verbunden mit der In-
ternalisierung externer Effekte legt den Grundstein zur Bildung eines Unter-
nehmens217.
Eine optimale (kostenminimale oder wohlstandsmaximale) Allokation dieser
Verfu¨gungsrechte wird durch Anwendung der Theorie der Verfu¨gungsrech-
te zur Untersuchung von Organisationsstrukturen angestrebt. Diese Effizienz
der Endallokation218 ist dann unabha¨ngig von der anfa¨nglichen Verteilung der
Verfu¨gungsrechte, wenn Verhandlungen zur U¨bertragung von Verfu¨gungs-
rechten mit entsprechender Kompensationszahlung ohne Transaktionskosten
gefu¨hrt werden ko¨nnen219.
Kritikpunkte fu¨r diese Theorie sind a¨hnlich zur Prinzipal-Agenten-Theorie
das vorausgesetzte Menschenbild sowie die schwach ausgepra¨gte Operationa-
lisierung im Hinblick auf die Vielfalt mo¨glicher Eigentumsformen und Koor-
dinationsmechanismen.
215Vgl. [Pic96, S. 39].
216Vgl. [Han94, S. 100 f.].
217Vgl. [Sch97c, S. 178 f.].
218Vgl. [Coa60].
219Vgl. [Sch97c, S. 179].
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3.2.1.2.5 Ressourcenbasierter Ansatz
Der Ressourcenbasierte Ansatz (Resource Dependence Approach) ist nicht
der Neuen Institutionellen O¨konomie zuzuordnen. Er geho¨rt jedoch neben
dem Transaktionskostenansatz zu den am ha¨ufigsten im Zusammenhang mit
der Analyse netzwerkartiger Beziehungen rezipierten Interorganisationstheo-
rien220. Dieser Ansatz ist der sozialen Austauschtheorie zuzuordnen221 und
nimmt teilweise eine Gegenposition zur Industrieo¨konomik ein, die externe
Gro¨ßen betont. Beim Ressourcenbasierten Ansatz werden interne Ressourcen
von Unternehmen als Grundlage fu¨r den langfristigen Erfolg angesehen222.
Aus den Ressourcen eines Unternehmens oder Unternehmensbereichs ko¨nnen
Kernkompetenzen entstehen, die dann selbst wieder als Ressourcen und da-
mit als Erfolgssicherungspotential223 gesehen werden ko¨nnen224. Innerhalb
eines Netzwerkes kann hierbei auch von
”
economies of skill“ gesprochen wer-
den225.
3.2.1.3 Vergleich der Ansa¨tze
Transaktionstheorie, Prinzipal-Agenten-Theorie und Verfu¨gungsrechtetheo-
rie als Teiltheorien der Neuen Institutionellen O¨konomie sind dazu ge-
eignet, einen Erkla¨rungsbeitrag zur Organisationstheorie zu leisten226. Die
Verfu¨gungsrechtetheorie stellt dabei neben der Transaktionskostentheorie das
zweite Standbein der Neuen Institutionellen O¨konomie dar227. Es werden je-
doch unterschiedliche Perspektiven eingenommen. Eine vergleichende U¨ber-
sicht der einzelnen Theorien ist bei Scholz oder Picot228 zu finden.
Alle drei Ansa¨tze der Neuen Institutionellen O¨konomie sind komplementa¨r
und die Anwendung ist situationsabha¨ngig. Gehen opportunistisch handeln-
de und mit begrenzter Rationalita¨t ausgestattete Akteure spezifische Aus-
tauschbeziehungen ein, dann sollte der Transaktionskostenansatz angewendet
werden. Spielt die Risikoneigung einzelner Akteure eine wichtige Rolle und
liegen Informationsasymmentrien vor, kann die Prinzipal-Agenten-Theorie
hinzugezogen werden229. Der Ressourcenbasierte Ansatz kann als Alternative
220Vgl. [Syd92, S. 196].
221Vgl. [Sch96c, S. 53].
222Vgl. [Bam96, S. 130].
223Vgl. [Mu¨97c, S. 17].
224Vgl. [Bel96a, S. 70].
225Ebenda.
226Vgl. [Sch97c, S. 181].
227Vgl. [Hel00].
228In Anlehnung an [Sch97c, S. 181] und [Pic97, S. 93].
229Vgl. [Pic97, S. 94].
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Anwendung finden, wenn die Ressourcen in Organisationen (z. B. Kernkom-
petenzen) eine wichtige Rolle spielen.
In Abschnitt 4.2.2.3 soll das Modell des hierarchielosen regionalen Produkti-
onsnetzes als ein dynamisches Netzwerk mit dem Transaktionskostenansatz
(siehe Kapitel 4) na¨her untersucht werden. Es erfolgt die Analyse mo¨gli-
cher Organisationsvariationen. Die daraus gewonnenen Erkenntnisse ko¨nnen
als Grundbaustein fu¨r weiterfu¨hrende Analysen genutzt werden. Im Ab-
schnitt 7.1.2.2 wird bei der Strategiebildung von Angebotsprozessen auf die
Principal-Agenten-Theorie zuru¨ckgegriffen.
3.2.2 Die Facette Vertrauen im Netzwerk
Fu¨r den Aufbau und das Betreiben von Unternehmensnetzwerken sind nicht
nur technische Probleme zu bewa¨ltigen. Mindestens genauso bedeutsam
wie aufeinander abgestimmte Informations- und Kommunikationssysteme ist
die U¨berwindung konventioneller Geisteshaltungen. Dabei ist besonders die
Schaffung eines stabilen Vertrauensverha¨ltnisses zwischen den einzelnen im
Netz beteiligten Partnern von essenzieller Bedeutung. Es muss als eines der
wichtigsten und gleichzeitig selbstta¨tig im Hintergrund arbeitenden Koordi-
nationsinstrumente bei der Netzwerksteuerung betrachtet werden. Ein ge-
ringes Maß an vertraglicher Sicherheit und lockere Partnerbindung lassen
diesbezu¨glich ebenso wenig eine Wahl, wie die Verschiebung und Auflo¨sung
organisatorischer Grenzen230. Als einzige denkbare Alternative zum Vertrau-
ensprinzip ka¨me eine u¨bergeordnete Kontrollstruktur in Betracht231, die kon-
tra¨r dem Grundgedanken der Hierarchielosigkeit gegenu¨bersteht.
Unternehmensnetzwerke befinden sich in einem Vertrauensdilemma. Auf der
einen Seite sind sie ohne Vertrauen nicht denkbar, andererseits erschwert
ihre organisatorische Struktur die Herausbildung desselben nicht zuletzt des-
halb, weil sich die Verletzlichkeit der beteiligten Parteien in Bezug auf inak-
zeptable Aktionen der Netzwerkpartner in durchaus relevanten Gro¨ßenord-
nungen bewegt. Auch der starke Ru¨ckgriff auf moderne IuK ist in diesem
Kontext ein zweischneidiges Schwert. Er ermo¨glicht nicht nur den offenen
und effizienten Datenaustausch, sondern birgt auch die Gefahr eines einsei-
tig medialen und dadurch relativ anonymen Miteinanders232. Aufgrund des
dem Virtuellen Unternehmen (siehe Abschnitt 3.3) zugrunde gelegten Men-
schenbildes und der damit verbundenen Vertrauensproblematik gibt es auch
230Vgl. [Pic99b, S. 141] und [Ost00, S. 95 ff.].
231Vgl. hierzu das SCOR-Modell fu¨r SCM-Systeme.
232Vgl. [Syd96a, S. 11 f.].




















Abbildung 3.8: Vertrauensdilemma bei zunehmender Dezentralisierung
kritische Stimmen, welche die dauerhafte Tragfa¨higkeit hierarchieloser Netz-
werkorganisationen prinzipiell in Frage stellen233. Zu derartig vorschnellem
Pessimismus besteht allerdings kein Grund. Vielmehr kommt es auf die Ope-
rationalisierung und Implementierung vertrauensbildender Maßnahmen an.
Wird die Genese eines kooperativen Netzwerkes als Regelkreis aufgefasst, so
sind nach Helm et al. vier Phasen unterscheidbar: eine Konzeptions-, eine
Planungs-, eine Durchfu¨hrungs- und eine Kontrollphase234. In allen Stadien
stehen tragfa¨hige Ansatzpunkte zur Vertrauensbildung zur Verfu¨gung. Auch
wenn sich die genannten Betrachtungen vordergru¨ndig auf bilaterale Bezie-
hungen beschra¨nken, so sind sie trotz allem auch auf multilaterale Netzwerke
u¨bertragbar.
In der Stufe der Netzwerkkonzeption kommt es vordergru¨ndig auf die Wahl
geeigneter Partner an. Dies ist besonders dann gegeben, wenn die potenzi-
ellen Vorteile einer konstruktiven und offenen Zusammenarbeit die Gefahr
eines opportunistischen Verhaltens zu kompensieren in der Lage sind. In An-
lehnung an das popula¨re Gefangenendilemma der Spieltheorie ko¨nnten die
beteiligten Parteien versucht sein, ihren jeweiligen Gegenu¨ber zum eigenen
233Vgl. [Sch00a, S. 312 f.].
234Vgl. [Hel96, S. 78 ff.].
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Vorteil
”
auszuhorchen“, ohne selbst entscheidende Informationen preis zu-
geben. Genau dies gilt es zu u¨berwinden. Die offene Zusammenarbeit im
Netzwerk muss als eindeutiger Vorteil erkannt werden. War dieser Schritt
erfolgreich, so steht in der Planungsphase die Erarbeitung der strategischen
und der operativen Kooperationsziele an. Dazu ist auch die partielle Offenle-
gung sensibler Daten (finanzielle Lage, interne Kostenstruktur, Beziehungen
zu anderen Wirtschaftssubjekten) teilweise notwendig. Ein Austausch die-
ser Informationen Zug um Zug ist beides: ein Test fu¨r die Tragfa¨higkeit der
Kooperations- und der Vertrauensbereitschaft und ein geeignetes Instrument
zu deren Vertiefung. Die Vertrauensbasis der Durchfu¨hrungsphase fo¨rdert die
ausschließliche Konzentration aller Beteiligten auf ihre Kernkompetenzen.
Eine entsprechende Informationspolitik gewa¨hrleistet unmittelbares Reagie-
ren auf eventuell auftretende Probleme. Bei der letzten der vier Phasen, der
Kontrolle, handelt es sich um eine alle anderen Stadien begleitende Funktion,
die Soll–Ist–Abweichungen permanent aufdeckt und deren Ursachen verdeut-
licht. Transparenz in allen entscheidenden Bereichen ist dazu unerla¨sslich. In
letzter Konsequenz mu¨ssen auch Sanktionsmaßnahmen, bspw. Ausschluss aus
dem Netzwerk, verfu¨gbar sein. Ziel ist jedoch letztendlich eine vertrauensba-
sierte, freiwillige Selbstkontrolle der beteiligten Partner. Hier tritt abermals
das bereits erwa¨hnte Vertrauensdilemma hervor: Vertrauen ist nicht nur Fol-
ge, sondern gleichzeitig Voraussetzung fu¨r die erforderliche Transparenz. Die
konkrete Implementierung eines entsprechenden hierarchielosen Analysesy-
stems ist in der Praxis bei weitem noch nicht zufriedenstellend gekla¨rt235.
Das Kapitel 8 wird sich eingehend damit bescha¨ftigen und ein Soft–fact–
Integrationsmodell vorstellen.
3.2.3 Lebenszyklus
A¨hnlich wie bei Produkten gibt es auch in Unternehmensnetzwerken verschie-
dene Lebenszyklusphasen, die eng mit dem Auftragsdurchlauf in Verbindung
stehen. Das bedeutet, dass an dieser Stelle der tempora¨re Zusammenschluss
bestimmter Partner aus dem strategischen Pool zu einem Virtuellen Un-
ternehmen betrachtet wird und nicht der Lebenszyklus des Pools an sich.
Innerhalb des Prozesses Auftragsdurchlauf lassen sich nach Mertens et al.236
vier Phasen unterscheiden:
1. Anbahnungsphase: Ausgehend von einem eingegangenen Auftrag bzw.
einer entdeckten Marktlu¨cke wird ein Anforderungsprofil der beno¨tig-
235Mehr zu Vertrauen und Kontrolle [Sch99c, S. 172 ff.], [Gil99a, S. 30 ff.].
236Vgl. [Mer98, S. 95 ff.].
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ten Kompetenzen erstellt und Partnersuche, -bewertung und -auswahl
veranlasst.
2. Vereinbarungsphase: In dieser Phase werden die Kooperationspartner
fixiert und die Aufgaben zugeteilt.
3. Operative Phase: Die Erstellung der Leistung erfolgt in der dritten Pha-
se durch die beteiligten Partner.
4. Auflo¨sungsphase: Die Mission ist mit der letzten Phase erfu¨llt, in der
die Ergebnisse aufgezeichnet und ausgewertet werden.
Neben dem Vier-Phasen-Modell von Mertens et al. existieren noch andere
Modelle von Hess237 oder von Kocian et al.238, die sich aber im Grunde ledig-
lich durch eine Verfeinerung bzw. andere Phasenbezeichnung unterscheiden.































Abbildung 3.9: Lebenszyklusphasen in dynamischen Netzwerken
237Vgl. [Hes98, S. 20].
238Vgl. [Koc97, S. 62 f.].
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Das Vier-Phasen-Modell wird bei der Entwicklung des Extended Value Chain
Management Konzeptes (Abschnitt 4.3.3) fu¨r die Genese und das Betreiben
von Netzwerken aufgegriffen und im Detail weiterentwickelt.
3.2.4 Der Nutzen der Mitwirkung an Netzwerken
Durch den Verbund von Unternehmen in Netzwerken ergeben sich entschei-
dende Vorteile und gleichermaßen Nachteile fu¨r die beteiligten Partner,239
die im Folgenden kurz genannt werden.
3.2.4.1 Vorteile
Die Fokussierung auf und Sta¨rkung von Kernkompetenzen zur Erlangung
eines Wettbewerbsvorsprunges durch intensive Weiterentwicklung des eige-
nen Know-how240 ist vermutlich der gro¨ßte Vorteil, den eine Beteiligung am
Netzwerk mit sich bringen kann. Der Zugriff auf erforderliche Fertigkeiten
und
”
Best Practices“, die nicht den eigenen Kernkompetenzen angeho¨ren
und nicht im eigenen Hause vorhanden sind und die damit verbundene Sen-
kung der Betriebskosten durch mo¨glichen Abbau von U¨berkapazita¨ten sind
konform zu dieser Erkenntnis.
Hohe Flexibilita¨t im Vergleich zu institutionellen Kooperationsformen fo¨rdert
Reaktionsfa¨higkeit, Anpassungsfa¨higkeit und verku¨rzt Gesamtdurchlaufzei-
ten der Auftra¨ge241. Varianten- und Mengenvorteile (Win/Win) fu¨r alle be-
teiligten Unternehmen gestatten ein effizientes Bestandsmanagement mit ei-
ner Verringerung und Optimierung von Material- und Produktlagern. Somit
erfolgt ebenfalls eine Senkung des Risikos einer Fehlplanung. Durch die Kon-
zentration auf die eigenen Kompetenzen fu¨hrt die Nutzung freier Restkapa-
zita¨ten zu zusa¨tzlichen Deckungsbeitra¨gen242. Die gezielte Optimierung von
Maschinen- und Personalauslastung durch Kapazita¨ts- und Kompetenzma-
nagement fu¨hrt zu Skalenertra¨gen durch multiplikative Nutzung der Unter-
nehmenskompetenzen243.
Falls es gelingt, fu¨r das Netzwerk effiziente IuK-Technologien zur Auftrags-
abwicklung durchzusetzen, fu¨hrt eine Kunden- und Auftragsakquise auf neu-
en Ma¨rkten fast zwangsla¨ufig zur Vergro¨ßerung der Kontakte und birgt die
239Vgl. [Mer97, S. 114 ff.], [Syd97, S. 18 ff.], [Sih98, S. 10], [Tsc00, S. 81], [Win00a, S. 43],
[Ko¨96, S. 81] und [Wal99, S. 9].
240Vgl. [Hei99, S. 6 f.].
241Vgl. [Loo97, S. 92 ff.].
242Vgl. [Sch98f, S. 46 ff.].
243Vgl. [Sch98f, S. 145 ff.].
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Mo¨glichkeit der Durchfu¨hrung großvolumiger Auftra¨ge u¨ber die Einbindung
einer großen Zahl von Unternehmen.
Nicht nur fu¨r die leistungserstellenden Unternehmen ergeben sich Vorteile,
auch fu¨r die Kunden sind diese offensichtlich. Entscheidende Vorteile, wel-
che sich von Unternehmensnetzwerken erhofft werden, sind niedrigere Prei-
se und hohe Qualita¨t244. Eine Verbesserung des Service-Levels resultiert aus
der klaren Aufgabenzuordnung im Netzwerk. Kunden ko¨nnen zudem auf eine
breitere Produktpalette von einem Zulieferer(netzwerk) zugreifen und senken
damit den Verwaltungs- und Abstimmungsaufwand im Einkauf und somit
entscheidende Transaktionskosten. U¨ber den Zugriff auf eine große Anzahl
von Ressourcen ergeben sich Vorteile bezu¨glich Verfu¨gbarkeit von Produk-
ten245. Durch die unterschiedlichen Kernkompetenzen im Netzwerk ergeben
sich weitreichende Diversifikationsmo¨glichkeiten, die in Form von Zusatznut-
zen fu¨r den Kunden zu erheblichen Wettbewerbsvorteilen fu¨hren.
Die positiven Effekte auf die Netzwerkakteure beeinflussen in gleichem Maße
das Umfeld (Volkswirtschaft), in dem sie agieren. Die unternehmensu¨bergrei-
fende Optimierung der Gu¨terflu¨sse insbesondere der Transporte zwischen den
Unternehmen schonen volkswirtschaftliche Ressourcen und Umwelt. Resul-
tierend aus der Senkung der Produktionskosten ist es mo¨glich, bei gleich-
bleibenden Budgets andere Investitionen durchzufu¨hren und das Nutzensni-
veau zu erho¨hen. Die Senkung des Kapitalbedarfes durch den Ru¨ckgriff auf
vorhandene Ressourcen im Netzwerk fu¨hrt zu einer Erho¨hung der Konkur-
renzfa¨higkeit auch der Volkswirtschaft. Weiterhin unterstu¨tzt das Konzept
von Unternehmensnetzwerken durch den Blick u¨ber die Unternehmensgren-
zen hinaus interorganistionales Lernen und ein Know–how–Transfer zwischen
den Partnern.
3.2.4.2 Nachteile
Auch die Organisationsform der Unternehmensnetzwerke besitzt nicht nur
die im vorigen Unterabschnitt genannten positiven Aspekte. Diesen steht
eine Reihe von Problem gegenu¨ber, welche sich teilweise direkt aus den Ar-
gumenten der Vorteile ableiten lassen.
Vertrauen im Netzwerk ist ein wesentlicher Faktor. Vertrauen zwischen den
Partnern beno¨tigt aber eine gewisse Zeit, die per Definition (Kurzlebigkeit
der Kooperation) nicht vorhanden ist. Misstrauen der Beteiligten kann sich
244Vgl. [Hei99, S. 7].
245Vgl. [Rei00b, S. 39].
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auch durch die nicht bis ins Detail festgelegten Handlungsrahmen der Akteure
herausbilden246.
Durch das Outsourcen entsteht die Angst vor Verlust von Know–how oder
Eigensta¨ndigkeit der Unternehmung247. Dies wird unterstu¨tzt durch die man-
gelnde Kenntnis eigener Kernkompetenzen und der damit verbundenen Ge-
fahr, Kernkompetenzen, die nicht als solche erkannt wurden, auszuglie-
dern248. Die Etablierung eines Knowledge Managements zum einen, sowie
die funktionale Abbildung von Kernkompetenzen muss in diesem Zusam-
menhang gefordert werden.
Gegen das Argument Flexibilita¨t la¨sst sich einwenden, dass ein Partner mit
geta¨tigten und gebundenen Investitionen fu¨r das Netzwerk alles versuchen
wird, in diesem zu bleiben. Geben Unternehmen wettbewerbsrelevante Infor-
mationen (bspw. Preise) bekannt, sinkt ebenfalls die Bereitschaft auszuschei-
den. Mit dem Eintritt ins Netzwerk resultiert außerdem eine Verminderung
der eigenen Flexibilita¨t und Ressourcen werden gebunden249.
Eine gemeinsame Kostenplanung setzt voraus, dass alle Kosteninformationen
offenliegen. Dies wiederum ha¨ngt maßgeblich von den Wettbewerbsbeziehun-
gen zwischen den Partnern ab, da sie auch als
”
normale“ Unternehmen auf
dem Markt agieren. Die gesamtheitliche Ergebnisplanung wird durch unter-
schiedliche Methoden und Rechnungsverfahren zusa¨tzlich erschwert. Dafu¨r
notwendige Maßnahmen zur Steuerung sowie Controllingsysteme sind bisher
kaum pra¨zisiert250.
Ein weiteres großes Problem ist die Beherrschung der Komplexita¨t, die sich
aus dem Zusammenspiel der Ressourcen und der mangelnden Transparenz
fu¨r den Einzelnen ergibt. Zum einen ist das Netzwerk als solches mit sei-
nen Prozessen zu optimieren. Andererseits ko¨nnen Mitarbeiter durch sta¨ndig
wechselnde Partner oder Software u¨berfordert werden251. Es gibt im me-
thodischen Bereich, wie im vorangegangenen Kapitel aufgezeigt, keine Un-
terstu¨tzungen zur Planung dynamischer Netzwerke. Durch die Mo¨glichkeiten
der schnellen Reaktion auf Marktvera¨nderungen besteht zudem die Gefahr,
den Fokus ausschließlich auf kurzfristige Gewinnmaximierung zu legen, was
zu Lasten von Weiterentwicklungen und langfristigen Marktanteilen geht. Im
Extremfall ko¨nnen die Partner ihre strategische Autonomie verlieren252.
246Vgl. [Wal99, S. 4] und [Fri98, S. 93].
247Vgl. [Mer97, S. 118 ff.].
248Vgl. [Rud99, S. 1-10].
249Vgl. [Wal99, S. 10].
250Vgl. [Wal99, S. 21].
251Vgl. [Za¨p98, S. 52 f.] und [Mer97, S. 118 ff.].
252Vgl. [Mer98, S. 128].
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Rechtliche Probleme ergeben sich aus der Auflo¨sung der Organisations-
grenzen und Identita¨t wirtschaftlicher und rechtlicher Handlungseinheiten.
Fragen zu Haftung, Kartellbildung, Arbeiternehmer–Arbeitgeber–Verha¨ltnis
(Scheinselbststa¨ndigkeit), Datenschutz, Inhaber der Urheberrechte oder Auf-
bewahrung von Dokumenten sind hier zu nennen253.
Die vorliegende Arbeit setzt den Schwerpunkt auf methodische und informa-
tionstechnische Sachverhalte. Juristische Facetten werden nicht betrachtet,
obwohl darauf hingewiesen werden muss, dass diese fu¨r die Etablierung von
Netzwerken eine enorme Bedeutung besitzen. Im folgenden Abschnitt254 soll
abschließend der Begriff der Virtualita¨t beleuchtet werden, da das Versta¨nd-
nis seines inhaltlichen Wesens fu¨r die folgenden Kapitel vorausgesetzt wird.
3.3 Virtualita¨t
Kunden verlangen nach neuartigen, innovativen255 Produkten mit mo¨glichst
kurzfristiger Verfu¨gbarkeit. Klassische Organisationsformen wie die Bu¨rokra-
tie werden diesen neuen Anforderungen in Zukunft kaum gerecht, da sie in der
Regel schwerfa¨llig und unflexibel sind. Ein Ausweg kann in der Fusionswelle
von Unternehmen gesehen werden, die in letzter Zeit in Gang gekommen ist.
2Vom MRP zum SCM
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Erweiterungr eiterung
Unternehmensgro¨ße verspricht dabei jedoch nicht zwangsla¨ufig auch Erfolg.
Eine weitere Mo¨glichkeit, sich gegen andere Wettbewerber zu behaupten,
kann in der Virtualisierung256 von Organisationen oder Produkten gesehen
werden. Weite Teile des wirtschaftlichen und gesellschaftlichen Lebens sind
bereits davon betroffen. Beispiele hierfu¨r sind virtuelle Kaufha¨user, virtuel-
le Banken, virtuelle Museen oder auch virtuelle Unternehmen. Bevor jedoch
auf die speziellen Charakteristika von Virtuellen Organisationen bzw. Virtu-
ellen Unternehmen na¨her eingegangen wird, soll der Begriff virtuell genauer
erla¨utert werden.
In den vergangenen Jahren hat sich das Attribut virtuell zu einem Modewort
entwickelt257. Alles, was virtuell ist, entspricht dem modernen
”
way of life“.
Eine wirklich eindeutige Definition hat sich jedoch noch nicht herauskristal-
lisiert. Krebs258 unterscheidet drei Zuga¨nge zum Virtualita¨tsversta¨ndnis.
253Vgl. [Mer97, S. 118 ff.].
254Der folgende Abschnitt der Arbeit entstand ebenfalls in Zusammenarbeit mit Ja¨hn
und Fischer innerhalb des SFB 457. Inhalte wurden u¨berarbeitet aus den zugeho¨rigen
Diplomarbeiten [Ja¨00, Fis01] u¨bernommen.
255Vgl. [Zub98, S. 44 ff.].
256Vgl. [Spe00, S. 56 ff.].
257Vgl. [Wei98, S. 107].
258Siehe [Kre98, S. 4 ff.].
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Der erste Zugang bezieht sich auf die geschichtliche Entwicklung des Wor-
tes
”
virtuell“. Das lateinische Wort
”
virtus“ bedeutet soviel wie Tu¨chtigkeit
bzw. Mannhaftigkeit. Der Duden259 beschreibt virtuell als etwas, was mo¨glich
oder ku¨nstlich ist, das wirkt
”
als ob“ oder was der Kraft oder der Mo¨glichkeit
nach vorhanden oder scheinbar ist. Im American Heritage Dictionary wird
virtuell als
”
existing in the mind, especially as a product of imagination“
beschrieben.
Ein weiterer Ansatz zur Virtualita¨t entstammt der Informatik260. In fru¨her-
en Zeiten knapper und deswegen teurer Speicher in EDV-Anlagen wur-
den zur Minimierung des beno¨tigten Speicherplatzes Informationsblo¨cke vom
Prima¨rspeicher tempora¨r auf den Sekunda¨rspeicher ausgelagert. Dieser wird
als virtual memory bezeichnet, da der zusa¨tzliche Speicherplatz eigentlich
nicht vorhanden ist. Virtualisierung ist aus dieser Sichtweise ein Architektur-
prinzip, welches als organisatorisches Konzept der Leistungssteigerung ver-
standen wird261.
Die dritte Sichtweise eines Virtualita¨tsversta¨ndnisses wird durch eine Un-
terscheidung von wirklich und mo¨glich geschaffen. Virtualita¨t wird hierbei
nicht als eigensta¨ndiger Begriff, sondern nur in Verbindung mit einem Objekt
bestimmbar. Reale Objekte ko¨nnen nur unter besonderen Voraussetzungen
virtualisiert werden. Vor diesem Hintergrund kommt Scholz262 zu folgender
Definition:
”
Als virtuell wird die Eigenschaft einer Sache bezeichnet, die zwar
nicht real ist, aber doch in der Mo¨glichkeit existiert; Virtualita¨t spezifiziert
also ein konkretes Objekt u¨ber Eigenschaften, die nicht physisch, aber doch
der Mo¨glichkeit nach vorhanden sind“. Dies bedeutet, dass Virtualita¨t oh-
ne eine Verbindung zu einem konkreten Objekt nicht existiert, sondern nur
dieses beschreiben kann. So stellt Stockmann263 in a¨hnlicher Weise fest:
”
Als
virtuell ist es also dann zu bezeichnen, wenn es nach außen hin Eigenschaften
zeigt, ohne dass diese auch unbedingt eine physische/physikalische Entspre-
chung finden mu¨ssen.“
Abbildung 3.10264 stellt die drei unterschiedlichen Bedeutungen des Begriffs
virtuell gegenu¨ber. Im Fokus der weiteren Betrachtung der Produktionsnetz-
werke soll virtuell als etwas nach außen hin Sichtbares verstanden werden,
ohne dass dieses auch unbedingt eine physische/physikalische Entsprechung
haben muss. Virtuelle Objekte ko¨nnen letztlich u¨ber vier Merkmale der Vir-
259Siehe [Dro96, S. 779].
260Siehe hierzu bspw. [Tur97, S. 38 ff.], [Kle94] oder [Wu¨t98c].
261Vgl. [Pic96, S. 394].
262Vgl. [Sch96b, S. 204].
263Siehe [Sto98, S. 273].
264Vgl. [Sto98, S. 274].
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Bedeutungim Zusammen-
hang mit bzw. als Kurzform
für Virtuelle Realität, d.h.
einer künstlichen, inter-
aktiven Welt, in die man
“eingreifen” kann.
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Ursprüngliche Bedeutung in
dem Sinne, dass etwas nach
außen hin bestimmte Eigen-
schaften aufweist, ohne tat-
sächlich existent zu sein
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Abbildung 3.10: Bedeutungen des Begriffs
”
virtuell“
tualita¨t, die mehr oder weniger aus den oben beschriebenen Sichten hervor-
gehen, definiert werden265:
• konstituierende Charakteristika, die sowohl das urspru¨ngliche, als auch
das virtualisierte Objekt aufweisen,
• physikalische Attribute, die u¨blicherweise mit dem urspru¨nglichen Ob-
jekt assoziiert sind, beim virtualisierten Objekt aber nicht mehr vor-
handen sind,
• spezielle Zusatzspezifikationen, die als Lo¨sungsweg fu¨r die virtuelle Rea-
lisierung notwendig sind und
• Nutzeneffekte als Vorteil, die sich durch den Wegfall der physikalischen
Attribute ergeben.
Bereits 1992 erwa¨hnten Davidow/Malone266 eine Definition fu¨r virtuell als
etwas, dass die Eigenschaften anderer Dinge besitzt, oder eine Sache die
zwar nicht real, aber doch in der Mo¨glichkeit existiert; es bezeichnet eine
Als-Ob-Realita¨t. Die Definitionen von Davidow/Malone und Scholz wider-
sprechen sich demnach nicht. Auch Wu¨thrich/Philipp(/Frentz)267 schließen
sich weitestgehend dieser Ansicht an, erga¨nzen jedoch, dass
”
die Bedeutung
des Begriffs virtuell ... nicht missverstanden werden (darf), dass das schein-
bar vorhandene ... tatsa¨chlich inexistent ist. Die Ta¨uschung besteht lediglich
265Ebenda.
266Siehe [Dav93, S. 13].
267Vgl. [Wu¨t98c, S. 13] sowie [Wu¨t97, S. 44].
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in der Form der Existenz“. Zimmermann268 versteht unter dem Begriff vir-
tuell ebenfalls etwas scheinbar Vorhandenes, trotz des Fehlens wesensbestim-
mender Merkmale. Auf diese Weise argumentieren auch Bultje/van Wijk269,
indem sie vier Bedeutungen fu¨r das Wort virtuell herausarbeiten:
• unreal, looking real,
• immaterial, supported by ICT,
• potentially present und
• existing, but changing.
Speziell fu¨r die Verwendung des Begriffes Virtualita¨t im Zusammenhang
mit Fragestellungen im Bereich der Wirtschaftswissenschaften haben Ven-
katraman/Henderson ein Modell mit drei Dimensionen der Virtualita¨t ent-
wickelt270. Die erste Dimension (Customer Interaction) sieht vor, Kunden in
die eigenen Gescha¨ftsprozesse einzubeziehen. Dies kann z. B. durch passende
Internetangebote oder Einzelfertigung erfolgen. Die zweite Dimension (As-
set Configuration) widmet sich dem Ressourcenmanagement, d. h. dem be-
wussten Einsatz von Ressourcen fu¨r Gescha¨ftsprozesse. Schließlich behandelt
die dritte Dimension (Knowledge-Leverage) das Wissensmanagement. Dieses
umfassende Beschreibungsmodell la¨sst die weitreichenden Auswirkungen der
Virtualita¨t erahnen, sodass sie sogar als Kernkompetenz in Unternehmens-
netzwerken271 angesehen werden kann.
3.3.1 Organisatorische Auspra¨gungen
Bevor der Begriff virtuell in den na¨chsten Abschnitten in den betriebswirt-
schaftlichen Kontext eingefu¨hrt wird, soll betont werden, dass Virtualita¨t aus
informationstechnischer Sicht hier nicht relevant ist272, sondern nur die Vir-
tualisierung von Organisationen und insbesondere von Unternehmen na¨her
untersucht werden soll.
Die informationstechnische Weiterentwicklung des Ansatzes der Virtualita¨t
ist die bewusste und wahrgenommene Abbildung von realen Objekten in ei-
nem virtuellen Raum, repra¨sentiert durch Computer und Internet, um einer-
seits Realita¨t erlebbar zu machen und andererseits ortsunabha¨ngig zu sein.
268Vgl. [Zim97, S. 3].
269Siehe [Bul98, S. 8].
270Siehe [Ven98] und [Gri00, S. 79 ff.].
271Vgl. [Gri00, S. 75 ff.].
272Vgl. [Wu¨t98c, S. 14] oder [Wu¨t97, S. 46].
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Mit anderen Worten ist Virtual Reality (VR)
”
eine im Computer simulierte
Wirklichkeit (Cyberspace), die bspw. Personen [...] in eine ku¨nstliche Welt
versetzt und interaktiv in diese einbindet“273. Die Verwendung der Begrif-
fe Virtualita¨t und VR scheint teilweise u¨berstrapaziert. So wird bspw. ein
Einkauf im Internet schon als virtuelles Shopping erachtet oder eine einfa-
che Homepage eines Unternehmens als VR bezeichnet, obwohl diese Seite
lediglich einen informellen Charakter fu¨r die Besucher hat. Das liegt an der
Eigenschaft derartiger Begriffe, als Modewo¨rter zu gelten.
3.3.1.1 Die Virtuelle Organisation
Bevor na¨her auf die Virtualisierung von Organisation eingegangen wird, soll


































Abbildung 3.11: Auspra¨gungsformen der Virtualita¨t
Virtualita¨t kann die Existenz virtueller Objekte neben dem gewohnten Er-
scheinungsbild eines realen Objektes erkla¨ren. Virtuelle Objekte ko¨nnen in
273Vgl. [Ko¨00, S. 9].
274In Anlehnung an [Sch96b, S. 206] oder [Sch00b, S. 321].
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vielerlei Auspra¨gungen auftreten. Die Erscheinungsform des Virtuellen Un-
ternehmens soll in diesem Abschnitt durch verschiedene Definitionen erkla¨rt
werden.
Wenn der Begriff Virtuelle Organisation (VO) in dieser Arbeit erwa¨hnt wird,
so ist er in Zusammenhang mit Abbildung 3.11 zu verstehen. In der Literatur
kommt es ha¨ufig vor, dass Verfasser die Begriffe des Virtuellen Unternehmens
und der Virtuellen Organisation synonym verwenden275, was nur richtig ist,
wenn das Unternehmen als eine Variante der Organisation interpretiert wird.
Die Entwicklung der Virtuellen Organisation la¨sst sich besonders gut nach-
vollziehen, wenn ein Evolutionsschema276 eingefu¨hrt wird. Die Entwick-
lung der Virtuellen Organisation wurde vor allem dadurch begu¨nstigt, dass
traditionelle Organisationsformen im Wettbewerb Schnelligkeits- und Fle-
xibilita¨tsnachteile aufweisen. Virtuelle Organisationsstrukturen lassen sich
schneller aufbauen, erfu¨llen ebenfalls Koordinationsfunktionen wie das klas-
sische Unternehmen, verursachen jedoch durch die Virtualita¨t kaum Auf-
baukosten277. Somit ergibt sich eine Konsistenz278 der Virtuellen Organisa-
tion mit anderen Organisationsentwicklungskonzepten, da diese Organisati-
onsauspra¨gung keine spezielle Steuerungsstruktur erfordert oder bestimmte
funktionellen Elemente voraussetzt.
Wenn von einer Virtuellen Organisation die Rede ist, dann muss betont wer-
den, dass es die Virtuelle Organisation nicht gibt. Es existieren eine ganze
Reihe von mo¨glichen Auspra¨gungsformen, die oftmals nur eine Variation von
traditionellen Organisationsmodellen darstellen. Bei Appel/Behr279 werden
eine Reihe spezieller Charakteristika fu¨r diese Organisationsform genannt.
Einige wichtige Merkmale fu¨r die vorliegende Arbeit sind:
• die VO ist eine Kooperation von Unternehmen, die ihre rechtliche und
wirtschaftliche Selbsta¨ndigkeit behalten,
• Zweck einer VO ist die Optimierung von Gescha¨ftsprozessen,
• VO sind nicht hierarchisch strukturiert,
• Vertrauen stellt das Bindeglied dar und
• IuK–Technologien werden massiv genutzt.
275Siehe z. B. [Vri98a, S. 56].
276in Anlehnung an [Sch96b, S. 205].
277In Anlehnung an [Sch96b, S. 205].
278Siehe [Mow97, S. 36].
279Siehe [App98, S. 21 f.].
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Wenn Organisationsformen nicht alle der genannten Merkmale erfu¨llen, muss
von Fall zu Fall entschieden werden, inwieweit dann die Bezeichnung
”
Virtu-
elle Organisation“ zutrifft. Betrachtungsgegenstand soll im Folgenden nicht
eine virtuelle Intra-Unternehmensorganisation280 sein, sondern die Organi-
sationsstruktur mit externen Organisationseinheiten u¨ber Schnittstellen der
Unternehmen. Folgende Definition erweist sich in diesem Zusammenhang als
zweckma¨ßig:
Virtuelle Organisation: ist eine innovative, die traditionellen Grenzen u¨ber-
schreitende Organisationsform, in der variabel vernetzte Organisations-
einheiten in funktionaler Arbeitsteilung entsprechend ihrer Kernkom-
petenzen unterschiedliche Arbeitsaufgaben bewa¨ltigen und Teile der
Wertscho¨pfungskette bearbeiten. Dabei ko¨nnen die Organisationsein-
heiten aus verschiedenen rechtlich selbststa¨ndigen Unternehmen, freien
Mitarbeitern, Abteilungen oder Teams eines Unternehmens bestehen.
Der Vollsta¨ndigkeit halber seien nachfolgend einige weitere Facetten des Be-
griffs der Virtuellen Organisation in chronologischer Reihenfolge genannt.
Klein281 betrachtet die Virtuelle Organisation einerseits als Organisations-
prinzip und andererseits als ein Netzwerk von Unternehmen. Wa¨hrend die
erstgenannte Sichtweise die funktionale Perspektive in den Vordergrund stellt
und dabei die (intra-)organisatorische Gestaltung innerhalb eines Unterneh-
mens behandelt, wird aus institutioneller Perspektive die Virtuelle Orga-
nisation als ein – ha¨ufig kooperatives und flexibles – Netzwerk rechtlich
selbststa¨ndiger Unternehmen, die Ressourcen gemeinsam nutzen und in die
gemeinsame Organisation ihre jeweiligen Sta¨rken einbringen282, bezeichnet.
Die gleiche Sichtweise vertreten auch Weber/Walsh283, wenn sie wie folgt
definieren:
”
Die Virtuelle Organisation ist zuna¨chst ein auf Zeit angelegtes
Netzwerk, um Fa¨higkeiten und Kompetenzen gemeinsam zu nutzen. Die Fle-
xibilita¨t und Lernfa¨higkeit der jeweiligen Teilnehmer ist Voraussetzung fu¨r
den Erfolg. Dabei hat die Virtuelle Organisation die Mo¨glichkeiten und das
Potenzial einer traditionellen Organisation, ohne jedoch u¨ber einen vergleich-
baren institutionellen und strukturellen Rahmen zu verfu¨gen“.
Etwas weiter in die Organisationstheorie vertieft sich Wicher284, wenn er
die virtuelle Organisation als eine kooperative Strukturform zwischen hier-
archischer Steuerung und Marktorganisation einordnet. Damit wu¨rde eine
280Vgl. [Mow86].
281Vgl. [Kle94, S. 309].
282Ebenda.
283Vgl. [Web94, S. 25].
284Vgl. [Wic96, S. 541].
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Virtuelle Organisation in die Na¨he der Netzwerkorganisation ru¨cken. Auf
emotionalere Weise versucht Hilb285 die Virtuelle Organisation zu erkla¨ren.
Er bezeichnet sie als eine Konfo¨deration von Partnern, die sich auszeichnet
durch
”
a cool head, a warm heart and active hands“, die sich so verhalten, als
ob ihnen nicht nur ihr virtuelles Zelt, sondern auch die ganze Konfo¨deration
aller Virtuellen Unternehmen selbst geho¨rt.
Beim Vergleich der genannten (und auch weiterer) Ansichten mit den erwa¨hn-
ten Charakteristika ergibt sich ein relativ einheitliches Erscheinungsbild der
Virtuellen Organisation. Teilweise ko¨nnte die gegebene Definition auch direkt
dem Virtuellen Unternehmen zugeordnet werden.
Auf eine ganz andere Weise argumentieren Bru¨tsch/Frigo-Mosca286, indem
sie die Virtuelle Organisation in zwei Hauptelemente einteilen. Wa¨hrend das
erste Element, das so genannte Netzwerk, eine langfristige Bindung ohne Lei-
stungserstellung, nur durch Vertrauenskultur begru¨ndet, darstellt, wird das
zweite Hauptelement, das so genannte Virtuelle Unternehmen, bei Bedarf
aus den einzelnen Netzwerkteilnehmern (nicht zwingend aus allen) instanzi-
iert. Umfangreicher sind die Ausfu¨hrungen bei Bultje/van Wijk287 bevor eine
Arbeitsdefinition pra¨sentiert wird. Auch in diesem Artikel ist keine konse-
quente Trennung von Virtueller Organisation und Virtuellem Unternehmen
feststellbar. Da jedoch der Titel
”
Taxonomy of virtual organizations, based
on definitions, characteristics and typology“ von virtuellen Organisationen
handelt und kein offener Widerspruch zum Konzept des Virtuellen Unterneh-
mens festzustellen ist, sollen die entsprechenden Ausfu¨hrungen bereits in die-
sem Abschnitt dargestellt werden. Bultje/van Wijk haben aus holla¨ndischer
und amerikanischer Literatur 27 Charakteristika fu¨r Virtuelle Unternehmen
herausgearbeitet. Diese decken sich gro¨ßtenteils mit den bisher erwa¨hnten
Merkmalen. Aus diesen 27 Charakteristika wurden Prima¨rcharakteristika
(wie Auftragsu¨berlappung basierend auf Kernkompetenzen, geographische
Trennung) und Sekunda¨rcharakteristika (wie eigene Identita¨t basierend auf
Vertrauen und IuK-Technologien) abgeleitet.
Gleichzeitig erkennen die Autoren jedoch, dass keines ihrer betrachteten
Praxisbeispiele alle aufgeza¨hlten Charakteristika gleichzeitig erfu¨llen konn-
te. Zusa¨tzlich zur Virtuellen Organisation wurden noch assozierte Typolo-
gien eingefu¨hrt. So werden beispielsweise eine internal virtual organization
a¨hnlich des intraorganisationalen Netzwerkes, eine stable virtual organiza-
tion und eine dynamic virtual organization vergleichbar mit strategischen
und dynamischen Netzwerk identifiziert. Schließlich wird die web-company
285Vgl. [Hil97, S. 86].
286Vgl. [Bru¨96, S. 33].
287Vgl. [Bul98, S. 7 ff.].
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erwa¨hnt, eine agile Organisation, die zeitlich befristet spezialisierte Unter-
nehmen hauptsa¨chlich u¨ber das Internet zusammenbringt.
Reiss288 schildert kurz und knapp, dass Virtuelle Organisationen
”
mit einem
Minimum an Organisation ein Maximum an Kompetenz“ erreichen. Etwas
ausfu¨hrlicher ko¨nnen Sta¨rken und Schwa¨chen in verschiedenen Dimensionen
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Abbildung 3.12: Sta¨rken und Schwa¨chen Virtueller Organisationen
Obgleich vieler U¨bereinstimmungen zwischen Virtueller Organisation und
Virtuellem Unternehmen als Spezialform soll im nun folgenden Abschnitt
das Virtuelle Unternehmen na¨her betrachtet werden.
3.3.1.2 Das Virtuelle Unternehmen
Um auf dem Markt komparative Vorteile erzielen zu ko¨nnen, wurde schon vor
relativ langer Zeit die Idee der Vernetzung von Unternehmen aufgeworfen.
Im Hinblick auf immer ku¨rzer werdende Produktlebenszyklen und daraus re-
sultierender gewachsener Bedeutung der economies of speed (siehe Abbildung
288Vgl. [Rei97c, S. 25].
289Vgl. [Rei96b, S. 195 ff.].
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2.1)290, wurde die Anpassungsfa¨higkeit an sich neu ergebende Situationen zu
einem nicht zu unterscha¨tzenden Erfolgsfaktor.
Eine wichtige Rolle spielt hierbei die versta¨rkte Nutzung von so genann-
ten interorganisationalen Informationssystemen mittels standardisierter Da-
tenu¨bertragungswege wie EDI. Der massive Einsatz unternehmensu¨bergrei-
fender Informationssysteme291 und die sich daraus ergebende Mo¨glichkeit
zur Datenu¨bertragung ohne nennenswerte Zeitverzo¨gerung ermo¨glicht die
Herausbildung eines ganz speziellen Netzwerktypes, den des dynamischen
Netzwerkes. Dieser Kooperationsform wird das Potenzial einer Organisati-
onsform o¨konomischer Aktivita¨ten 292 zugeschrieben. In der Literatur wird
das dynamische Netzwerk oftmals auch als Virtuelles Unternehmen (VU)
bezeichnet. Es handelt sich beim VU um eine Gestaltungsform der unterneh-
mensu¨bergreifenden Kooperation 293, welche als Weiterentwicklung hybrider
Kooperationsformen im Spektrum zwischen Markt und Hierarchie auf der
Basis vera¨nderter rechtlicher und technologischer Rahmenbedingungen mit
der Orientierung auf Kernkompetenzen verstanden werden294 kann. Bei der
Definition des Begriffes Virtuelles Unternehmen ist in der Literatur weitest-
gehend Einigkeit festzustellen295. Die wohl am ha¨ufigsten zitierte ist die von
Mertens296, die fu¨r die vorliegende Arbeit u¨bernommen wird.
Virtuelles Unternehmen: ist eine Kooperationsform rechtlich unabha¨ngiger
Unternehmen, Institutionen und/oder Einzelpersonen, die eine Lei-
stung auf der Basis eines gemeinsamen Gescha¨ftsversta¨ndnisses erbrin-
gen. Die kooperierenden Einheiten beteiligen sich an der Zusammen-
arbeit vorrangig mit ihren Kernkompetenzen und wirken bei der Lei-
stungserstellung gegenu¨ber Dritten wie ein einheitliches Unternehmen.
Dabei wird auf Institutionalisierung zentraler Managementfunktionen
zur Gestaltung, Lenkung und Weiterentwicklung des VU weitgehend
verzichtet und der notwendige Koordinations- und Abstimmungsbedarf
durch geeignete Informations- und Kommunikationssysteme gedeckt.
Das VU ist an eine Mission gebunden und endet mit dieser.
Einen ersten Ansatz fu¨r ein dynamisches Netzwerk legten Miles/Snow im
290Der Begriff wurde bei [Bu¨s99, S. 787] erwa¨hnt.
291Siehe hierzu [Sch96a].
292Vgl. [Sta99, S. 747].
293Vgl. [Olb94, S. 29].
294Vgl. [Pic96, S. 393].
295Vgl. [Dav93], [Hof95, S. 3 f.], [Gri99, S. 121], [Sch96a, S. 222], [Sch98d, S. 23] und
[Sch98f, S. 29].
296Siehe [Mer98, S. 3], [Mer97, S. 102].
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Jahre 1984297 vor. Sie bezeichnen eine spezielle Auspra¨gung mo¨glicher fle-
xibler Allianzen von Unternehmen als dynamic network und fokussieren da-
mit eine Art
”
ausgeho¨hltes“ Unternehmen, in dem das eigentliche Unterneh-
men nur noch als Broker (Koordinationsinstanz) agiert. Schon 1984 scha¨tzen
Miles/Snow zeitlich begrenzte Verbu¨nde von Unternehmen als ein zukunfts-
weisendes Konstrukt298 ein. Ausfu¨hrlicher propagieren Davidow/Malone299
1992 die Virtuelle Unternehmung als eine Art Wunderwaffe fu¨r alle vorhan-
denen wirtschaftlichen Probleme. Ein ebenfalls sehr ha¨ufig zitierter Artikel
erschien am 08.02.1993 in der International Business Week300. Byrne stellt
das Virtuelle Unternehmen (virtual corporation) als ein zeitlich beschra¨nktes
Netzwerk unabha¨ngiger Unternehmen vor, in dem, durch Informationsver-
sorgungstechnologie verbunden, Kosten und Fa¨higkeiten geteilt und fremde
Ma¨rkte erschlossen werden. Damit war eine der ersten Arbeitsdefinitionen
fu¨r das Virtuelle Unternehmen gegeben. Ab Mitte der 90er Jahre setzte eine
Flut von Vero¨ffentlichungen zu diesem Thema ein, zuerst in Form von Ar-
tikeln in Fachzeitschriften und spa¨ter auch als Monographien301. Anfa¨nglich
variierten die Ansichten und Definitionen ganz erheblich.
Zuna¨chst soll auf mo¨gliche Entwicklungsbereiche und Abgrenzungsmo¨g-
lichkeiten zu anderen Kooperationsformen eingegangen werden. Die Idee, Un-
ternehmen flexibler zu gestalten und die Außengrenzen aufzulo¨sen, hat einige
Entwicklungsstufen erfordert. Bereits Williamson hat im Zuge der Betrach-
tung der Außengrenzen von Unternehmen und der Unterscheidung zwischen
Markt und Hierarchie und der daraus resultierenden Transaktionskostentheo-
rie die aktive Grenzgestaltung im Rahmen hybrider Unternehmensformen
thematisiert302. Wa¨hrend anfangs ein Virtuelles Unternehmen noch sehr un-
scharf definiert wurde, sind inzwischen drei Tendenzen303 festzustellen, die
auf eine fundierte wissenschaftliche Basis schließen lassen:
• weitgehende Einigkeit u¨ber charakterisierende Merkmale,
• Existenz einer Vielzahl von Fallstudien mit Praxiserfahrungen und
• Entwicklung von Verbindungen zu wissenschaftlichen Forschungslinien
297Vgl. [Mil84], vertiefend behandelt in [Mil86] und [Mil92].
298Vgl. [Mil84, S. 26 f.], zitiert bei [Sch96c, S. 23].
299
”The virtual corporation“ in [Dav93].300Vgl. [Byr93].
301Eine Sammelrezension zu themenrelevanten Bu¨chern ab 1996 findet sich in [Kor99,
S. 664 ff.].
302Vgl. [Vri98b, S. 5].
303Vgl. [Sch00c, S. 202].
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(Neue Institutioneno¨konomik (Transaktionskostentheorie), verhaltens-
orientierte Organisationstheorie, Informatik).
Somit lassen sich Forschungstendenzen zum Thema Virtuelles Unternehmen
genauer bestimmen. Nach Schliffenbacher/Rudorfer304 werden drei verschie-
dene Formen Virtueller Unternehmen unterschieden:
• statischer Verbund: Beziehungsgeflecht und Art der Auftra¨ge stehen
vorher fest,
• Unternehmensnetzwerk: Kooperation, die durch eine zentrale Instanz
(Broker) geleitet wird und
• dezentraler dynamischer Verbund: offene variable Gruppe von Unter-
nehmen.
Nach dieser strengen Unterscheidung entspricht jedoch nur die letztgenannte
Form einem Virtuellen Unternehmen. Die beiden anderen Formen sind eher
dem statischen Netzwerk zuzuordnen. Die Grundlage eines Virtuellen Unter-
nehmens stellt in der Regel ein funktionsfa¨higes Unternehmensnetzwerk dar,
welches auch als stabiles Netzwerk bezeichnet werden kann. Auf diese Wei-
se wird der Kreis potenzieller Teilnehmer an einem Virtuellen Unternehmen
auf besonders kompetente und vertrauenswu¨rdige Unternehmen eingeengt305.
Dabei sollte der Vertrauensfrage zu anderen Kooperationspartnern und an-
deren Soft–facts besonders große Aufmerksamkeit geschenkt werden, da diese
als kritische Erfolgsfaktoren gelten306. Um die Flexibilita¨t wahren zu ko¨nnen,
ist der gro¨ßtmo¨gliche Verzicht auf vertragliche Bindungen und Regelungen
erforderlich.
Da es sich beim Virtuellen Unternehmen um ein dynamisches Netzwerk han-
delt, also um eine Kooperation mit zeitlicher Befristung, lassen sich verschie-
dene Lebensphasen identifizieren. Mertens/Faisst307 fu¨hren ein Vier-Phasen-
Modell308 zur Beschreibung der einzelnen Lebensphasen ein:
1. Anbahnung und Partnersuche: der Versuch, u¨ber verschiedene Medien
geeignete Kooperationspartner zu finden,
304Vgl. [Sch98b, S. 19 f.].
305Vgl. dazu [Sch00a, S. 312] oder [Hec99].
306Vgl. [Kon99, S. 103 ff.].
307Siehe [Mer95, S. 65 f.].
308Siehe auch [Ste99b, S. 249 f.] und [Zim97, S. 5 ff.]. Zimmermann fu¨hrt in der vierten
Phase zur Auflo¨sung die Rekonfiguration ein und entwickelt daraus ein Kreislaufmodell.
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2. Vereinbarung: Zusammenkunft der Kooperationspartner,
3. Durchfu¨hrung: Angleichung durch Verschmelzung der Informationssy-
steme und
4. Auflo¨sung: Beendigung der Partnerschaft und Ergebnis- bzw. Erfah-
rungsanalyse.
Etwas ausfu¨hrlicher schlagen Kocian/Nunes Correa/Scheer309 einen modell-
basierten Lebenszyklus in Form eines Kreislaufmodells fu¨r VU vor310:
1. Instanziierung: Anbahnung durch Kundenauftrag oder durch strategi-
sche Gru¨nde,
2. Grobplanung: grobe Strukturen der Aufbau- und Ablauforganisation,
3. Partnerwahl: Auswahl geeigneter Partner aus dem Netzwerk oder Neu-
aufnahme,
4. Feinplanung: Modellierung aller Prozesse auf Detailebene,
5. Umsetzung: Durchfu¨hrung der Wertscho¨pfung und
6. Auflo¨sung: Archivierung der realisierten Projekte und Ergebnisanalyse.
Nach der kurzen Schilderung zweier Lebenszyklusmodelle wird im Folgenden
der Aufbau eines VU na¨her untersucht. Der Aufbau eines Virtuellen Unter-
nehmens kann auf verschiedene Weise gestaltet sein311. Das Spektrum reicht
von vollsta¨ndiger Hierarchielosigkeit bis hin zu hierarchischer Ausrichtung
mit Fokalunternehmen. Ein weiteres Unterscheidungskriterium ist die Dauer
der Zusammenarbeit innerhalb eines Virtuellen Unternehmens. In der Regel
ist das VU durch eine kurzfristige Kooperation zur Erbringung einer ganz
bestimmten Leistung gepra¨gt. La¨ngerfristige Kooperationen werden eher als
strategische Allianzen bezeichnet. Es ist noch nicht klar, ob und wo eine
zeitliche Begrenzung festgelegt werden kann312.
309Vgl. [Koc97, S. 62].
310Es ist zu bemerken, dass bei diesem Modell eine Aufbau- und Ablauforganisation vor-
gesehen wird, wa¨hrend dies in anderen Modellen aus Flexibilita¨tsgru¨nden als entbehrlich
bewertet wird.
311Vgl. [Ste99b, S. 248].
312Vgl. [Mer95, S. 62] oder [Arn95, S. 10].
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Desweiteren ko¨nnen Virtuelle Unternehmen lokal313 oder global314 orientiert
sein. Ein grundsa¨tzliches Problem wirft Behrens auf, indem er behauptet315,
dass begru¨ndet durch die Vielzahl an Fallbeispielen und der in der Literatur
auftretenden Widerspru¨che (z. B. in Definitionen) das Modell des Virtuellen
Unternehmens weniger ein Organisationsmodell darstellt, sondern eher einem
Leitbild entspricht. Tatsa¨chlich hat fast jeder Wissenschaftler oder jedes For-
schungsteam bzw. Forschungsprojekt eine eigene Arbeitsdefinition entwickelt.
Nachfolgend werden die wichtigsten Definitionen und ihre Vertreter genannt
und anschließend die Charakteristika und Eigenschaften Virtueller Unterneh-
men herausgearbeitet.
Die Definition von Byrne316 wurde bereits erwa¨hnt, erga¨nzend sei hier
noch hinzugefu¨gt, dass die an einem Virtuellen Unternehmen teilnehmen-
den Organisationen jeweils nur ihre Kernkompetenzen317 einbringen. Beh-
me318 erla¨utert kurz, dass das VU ein Netzwerk unabha¨ngiger Unternehmen
darstellt, welche sich kurzfristig und fu¨r eine begrenzte Zeit zum Zwecke
einer gemeinsamen Zielerreichung zusammenschließen. Auf a¨hnliche Weise
argumentieren Mertens/Faisst319, wenn das Virtuelle Unternehmen als Kon-
strukt beschrieben wird, welches auf einem Unternehmensnetzwerk basiert.
Sydow320 sieht das VU ebenfalls als dynamisches Netzwerk an, welches in
einen gro¨ßeren Netzwerkzusammenhang (statisches Netzwerk) eingebettet ist
und daraus gebildet wird. Jedoch handelt es sich nach Ansicht von Sydow
dabei um einen Grenzfall der Vernetzung. Außerdem wirft er die Frage auf,
ob es sich beim Virtuellen Unternehmen u¨berhaupt um eine Organisation
handeln kann.
Wu¨thrich/Philip(/Frentz)321 betonen die Vielfalt der mo¨glichen Auspra¨gun-
gen und kommen zu folgender Definition:
”
Das Virtuelle Unternehmen ist ei-
ne freiwillige, tempora¨re Koordinationsform mehrerer, i. d. R. unabha¨ngiger
Partner ..., die Dank optimierter Wertscho¨pfung einen hohen Kundennutzen
stiften. Auf der Basis eines gemeinsamen Gescha¨ftsversta¨ndnisses und ausge-
pra¨gter Vertrauenskultur stellen die Kooperationspartner ihre Kernkompe-
tenzen in Form von Ressourcen und Fa¨higkeiten zur Verfu¨gung, mit dem Ziel,
besser, billiger, schneller, flexibler und international wettbewerbsfa¨higer zu
313Siehe [Por99] oder [Kin98].
314Siehe [Eve98] oder [Die99].
315Vgl. [Beh00, S. 159].
316Vgl. [Byr93, S. 37].
317Siehe [Pra90].
318Vgl. [Beh95, S. 297].
319Vgl. [Mer95, Mer96] oder [Mer98, S. 3].
320Siehe [Syd95b, S. 629 ff.] und [Syd96a, S. 10 ff.].
321Zur Thematik vgl. bspw. [Wu¨t98d] oder [Wu¨t97, S. 96].
156 Kapitel 3. Netzwerke und Managementkonzepte
werden. Aus Kundensicht tritt das dynamische Netzwerk wie ein einheitliches
Unternehmen auf und nutzt die Mo¨glichkeiten modernster IuK-Technik.“ In
dieser Definition, die sich mit den bisherigen Definition weitgehend deckt,
wird das Virtuelle Unternehmen wiederum als dynamisches Netzwerk be-
zeichnet.
In einem Artikel von Weibler/Deeg322 wird, a¨hnlich wie bei Sydow, darauf
hingewiesen, dass VU als Grenzfall eines Unternehmensnetzwerkes anzuse-
hen sind. Erga¨nzend wird die Unterscheidung in eine funktionale und in eine
institutionelle Sichtweise erwa¨hnt. Aus funktionaler Perspektive ist die intra-
organisationale Sichtweise adressiert, aus institutioneller Sichtweise wird ein
Netzwerk von Unternehmen analysiert. Bru¨tsch/Frigo-Mosca323 sehen, ab-
weichend zu anderen Meinungen, im stabilen Netzwerk bereits eine Virtuelle
Organisation, die aus den beiden Hauptelementen Netzwerk (langfristige Ko-
operation, keine Leistungserstellung, nur Aufbau einer Vertrauenskultur) und
Virtuelles Unternehmen (wird bei Bedarf gebildet) besteht. A¨hnlich beschrei-
ben Boekhoff/Erbe324 den Sachverhalt, indem sie folgendermaßen definieren:
”
Virtuelle Unternehmen entstehen aus einem zwischen einzelnen Unterneh-
men vorhandenen Beziehungspotential (Netzwerk) als auftragsspezifisch ak-
tiviertes Netzwerk auf Zeit fu¨r bestimmte Aufgaben.“
Bei Schuh/Millarg/Go¨ransson325 wird ebenfalls zwischen stabilem und dyna-
mischem Netzwerk unterschieden und auch Siestrup326 definiert tempora¨re
Netzwerke als Virtuelle Unternehmen. Abschließend sei noch die Definiti-
on nach Schra¨der327 zitiert:
”
Eine Virtuelle Unternehmung ist ein virtuelles,
heterarchisches, zuna¨chst auf die Ausnutzung einer tempora¨ren Marktchan-
ce gerichtetes Unternehmungsnetzwerk, das selbst alle Unternehmungseigen-
schaften aufweist.“
Zur besseren U¨bersicht und zur Zusammenfassung der Definitionen auch im
Einklang mit weiteren, a¨hnlichen Definitionen werden in Abbildung 3.13328
nochmals die Zusammenha¨nge der einzelnen Elemente dargestellt.
Wa¨hrend das Spektrum der Definitionen fu¨r VU in der Literatur relativ
weitla¨ufig ist, lassen sich die Charakteristika fu¨r Virtuelle Unternehmen wie
folgt zusammenfassen329:
322Vgl. [Wei98, S. 109].
323Vgl. [Bru¨96, S. 33].
324Vgl. [Boe99, S. 73].
325Vgl. [Sch98e, S. 21].
326Vgl. [Sie99, S. 33].
327Vgl. [Sch96c, S. 36].
328In Anlehnung an [Ste99b, S. 248].
329In Anlehnung an [Pio98, S. 43], [Wei98, S. 110] und [Sch98b, S. 18 f.].
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VirtuellesUnternehmen







Abbildung 3.13: Modell eines Virtuellen Unternehmens
• Kernkompetenzorientierung,
• neue Formen der Leistungserstellung und Kundenorientierung,
• massiver Einsatz von IuK-Technologien,
• netzwerkartige Partnerschaften mit losen Kopplungen und kurzfristiger
Genese,
• prozessuale Komponente: Business Process Reengineering,
• kulturelle Komponente: Vertrauen und
• Auflo¨sung des VU nach Auftragsabwicklung.
Da keine dieser Komponenten in der Organisationslehre neu ist, liegt of-
fensichtlich auch keine neue Unternehmensform vor. Das VU stellt lediglich
einen speziellen Typus unternehmensu¨bergreifender Kooperation dar330. Dies
ist eine wesentliche Erkenntnis, da ha¨ufig die Frage nach dem Entstehen neuer
Unternehmensformen aufgeworfen wird. Kemmner331 erga¨nzt, dass das Vir-
tuelle Unternehmen u¨ber kein eigenes juristisches Dach verfu¨gt. Vertragswer-
ke werden i. d. R. lose abgeschlossen. Eine a¨hnliche Aufza¨hlung der Merkmale
330Vgl. [Bul95, S. 18 f.].
331Vgl. [Kem98, S. 280].
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von VU, angereichert mit einigen neuen Ideen, ist bei Kaluza/Blecker332 zu
finden. Zu den Erweiterungen sind u. a. die Forderung nach Zielkongruenz
der Akteure und hohem gegenseitigem Vertrauen zu za¨hlen.
Bei einer vergleichenden Untersuchung aller Angaben ist festzustellen, dass
durch die Vielzahl von Eigenschaften und Charakteristika eine breite Palette
bestimmter Auspra¨gungen in der Praxis mo¨glich ist. Das Virtuelle Unter-
nehmen gibt es nicht. Die jeweilige Situation bestimmt die Umsetzung der
Organisationsform eines VU in die Praxis. Deshalb werden im folgenden Ab-
schnitt einige a¨hnliche Konzeptionen im Zusammenhang mit den Virtuellen
Unternehmen na¨her betrachtet.
3.3.1.3 Verwandte Organisationsformen
Neben den inzwischen gebra¨uchlichen Begriffen Virtuelle Organisation, Vir-
tuelles Unternehmen und Unternehmensnetzwerk tauchen in der Literatur
hin und wieder neue Begriffe auf, die jedoch oftmals den bisher erla¨uterten
Begriffen in ihrer Bedeutung nahe stehen oder direkt von ihnen abgeleitet
werden ko¨nnen. Manchmal existieren aber auch fundamentale Unterschie-
de. Auf einige der am meisten verwendeten Begriffe in der Literatur wird in
diesem Abschnitt na¨her eingegangen.
3.3.1.3.1 Das virtuelle Zentrum
Fu¨r die Entstehung und das Management Virtueller Unternehmen haben
Kocian/Nunes/Correa/Scheer333 das Konzept des virtuellen Zentrums ein-
gefu¨hrt. Es handelt sich hierbei um ein Kooperationsmodell speziell fu¨r kleine
und mittlere Unternehmen. Mittelfristig steht die Schaffung eines Koopera-
tionsrahmens als wichtigstes Ziel fest. Damit ist das Virtuelle Zentrum auch
mit dem bereits erwa¨hnten stabilen Netzwerk vergleichbar, aus welchem sich,
analog zum Virtuellen Zentrum, die tempora¨ren Virtuellen Unternehmen
herausbilden. Die Grundlagen fu¨r das Virtuelle Zentrum sind Vertrauenskul-
tur, Kompetenzkultur und IuK-Kultur. Die Vertrauenskultur wird begu¨nstigt
durch eine Vertrauensbasis von Partnern aus bereits durchgefu¨hrten Projek-
ten. Perso¨nliche langanhaltende Kontakte sind ebenfalls von Nutzen. Wissen
und Ko¨nnen sind die Eckpfeiler fu¨r Kernkompetenzen, welche zur Kompe-
tenzkultur geho¨ren. Fu¨r die Aufnahme bzw. Teilnahme an Projekten ist es fu¨r
die einzelnen Unternehmen vorteilhaft, wenn sie einen signifikanten Nutzen
beisteuern, der sich gegenu¨ber der Konkurrenz abhebt, gegenu¨ber Imitation
332Vgl. [Kal00b, S. 139].
333Vgl. [Koc97, S. 59 ff.].
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und Substitution resistent ist und ein breites Spektrum an Einsatzmo¨glich-
keiten in Form einzelner Unternehmensleistungen bietet334. Eine optimal ab-
gestimmte IuK-Technologie bildet die Voraussetzung der IuK-Kultur. Dabei
kommt den standardisierten Nachrichten- und Informationssystemen eine be-
sondere Bedeutung zu. Von ihnen ist im Wesentlichen abha¨ngig, ob die Zeit-
vorteile im Virtuellen Unternehmen effizient genutzt werden ko¨nnen.
3.3.1.3.2 Die Virtuelle Fabrik
Als Upton/McAfee335 1996 einen Artikel u¨ber The real virtual factory
vero¨ffentlichten, lag die Betonung nicht so sehr auf factory, sondern auf virtu-
al und dem scheinbaren Widerspruch zur virtual reality. Der Begriff factory
kann in diesem Zusammenhang auch als Unternehmen u¨bersetzt werden.
Bei Schuh/Go¨ransson336 stellt die Virtuelle Fabrik dagegen eine Spezialform
eines Virtuellen Unternehmens dar. Nach Griese/Sieber337 ist eine Fabrik
ein produzierender Industriebetrieb. Eine Virtuelle Fabrik ist demnach ein
virtueller produzierender Industriebetrieb, wobei, da virtuell, dieser Indu-
striebetrieb von der Struktur her ein Virtuelles Unternehmen (dynamisches
Netzwerk)338 darstellt. Anders als beim Virtuellen Unternehmen geho¨ren je-
doch bei Schuh/Millarg/Go¨ransson zur Virtuellen Fabrik als dynamisches
Netzwerk sowohl die auftragsspezifische Virtuelle Fabrik (aktiviertes Netz-
werk), als auch das Kooperationsnetzwerk (Beziehungspotenzial/statisches
Netzwerk) mit dazu339.
Bezu¨glich der Vorteile, Nachteile, Merkmale und Charakteristika unterschei-
det sich die Virtuelle Fabrik nur in wenigen Punkten (siehe oben) vom Vir-
tuellen Unternehmen. Aus der Praxis werden besonders zwei Projekte in der
Literatur erwa¨hnt. Im Großraum Augsburg la¨uft seit August 1997 das Pi-
lotprojekt
”
virtueller Markt“340 unter Fu¨hrung des iwb Anwenderzentrums
in Augsburg. Dieses als Virtuelle Fabrik initiierte Projekt versucht die Er-
kenntnisse aus der Forschung nach intelligenter Konfiguration341 Virtueller
Fabriken in der Praxis anzuwenden. Vermehrt stellt die Teilnahme an ei-
334Vgl. [Koc97].
335Vgl. [Upt96, S. 123 ff.].
336Vgl. [Sch98e].
337Vgl. [Gri96, S. 17].
338Vgl. [Sch98e, S. 63] und [Sch99g, S. 216 ff.].
339Siehe [Sch98e, S. 63 ff.]. Zum Thema Netzwerkmanagement in der Virtuellen Fabrik
siehe [Go¨r97, S. 61 ff.].
340Vgl. [Rei97b].
341Vgl. [Sch98b].
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ner Virtuellen Fabrik eine große Chance fu¨r produzierende Betriebe342 dar,
weiterhin am Standort Deutschland konkurrenzfa¨hig produzieren zu ko¨nnen.
Ein weiteres Pilotprojekt ist am Bodensee angesiedelt. In der
”
Virtuellen
Fabrik Euregio Bodensee“ sind seit Mitte der 90er Jahre Unternehmen aus
Deutschland, Liechtenstein, O¨sterreich und der Schweiz343 lose zusammenge-
schlossen, um in auftragsspezifischen Verbu¨nden Auftra¨ge zu realisieren, die
fu¨r einzelne kleine Unternehmen zu umfangreich sind. Damit kommt dem E-
Commerce344, also der intensiven Nutzung der modernen IuK-Technologien,
eine tragende Rolle zu.
Der Begriff der fluiden Organisation345 wird als Beschreibungswerkzeug Vir-
tueller Unternehmen verwendet. Virtuelle Fabriken zum Beispiel entsprechen
einer fluiden Organisations- und Kooperationsform. Das Virtuelle Zentrum
kann ebenfalls diesem Begriff zugeordnet werden. Die fluide Organisation
stellt daher keine neue Kooperationsform fu¨r Unternehmen dar, sondern kann
lediglich als Synonym fu¨r die Virtuelle Organisation verwendet werden.
3.3.1.3.3 Die partizipative Fabrik
Ein weiterer Ansatz fu¨r Kooperationsmo¨glichkeiten von KMU ist das Kon-
zept der partizipativen Fabrik346. Als Definition wird angegeben:
”
Die parti-
zipative Fabrik bezeichnet einen Verbund rechtlich selbststa¨ndiger Unterneh-
men in einer gemeinsamen Fabrik“347. Anders als bei der Virtuellen Fabrik ist
die Zusammenarbeit also nicht auftragsspezifisch, sondern auf la¨ngere Dauer
angelegt, a¨hnlich wie in einem stabilen Netzwerk . Es wa¨re jedoch denkbar,
auch aus diesem Verbund ein dynamisches auftragsspezifisches Netzwerk her-
auszubilden. Ziel der partizipativen Fabrik ist, durch Einteilung von Ressour-
cen Skaleneffekte (Mengenvorteile) zu erzielen und zu nutzen sowie hochau-
tomatisierte Anlagen wirtschaftlich zu betreiben. In wesentlichen Merkmalen
a¨hnelt dieses Modell der Virtuellen Fabrik.
3.3.1.3.4 Die grenzenlose Unternehmung
Neue Kooperations- und Organisationsformen, deren Auftreten durch Nut-
zung der modernen IuK-Technologien begu¨nstigt werden, ko¨nnen zu Vir-
342Vgl. [Rei96a].
343Vgl. [Elm96] fu¨r eine Liste der teilnehmenden Unternehmen (1996), sowie [Sch97d]
u¨ber erste Erfolgsnachrichten der virtuellen Fabrik.
344Vgl. hierzu [Sch99f].
345Vgl. [Kry97a, S. 12 ff.].
346Vgl. dazu das Konzept bei [Kuh98b, S. 87 ff.].
347Ebenda.
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tuellen Organisationen fu¨hren. Daraus resultiert ein Verschwimmen von
(Unternehmens-)Grenzen348. Der Begriff der grenzenlosen Unternehmung
spiegelt also nur in
”
geflu¨gelter“ Form die Idee wider, die durch die Virtuali-
sierung von Organisationen realisiert wurde. Wa¨hrend das klassische Unter-
nehmen durch Unternehmensgrenzen begrenzt ist, so hat das Virtuelle Un-
ternehmen als intermedia¨re Organisationsform keine klassische Außengrenze
mehr.
Beim grenzenlosen Unternehmen handelt es sich also eher um einen Oberbe-
griff, statt um eine neue Organisationsform349. Der Begriff Business Network,
wie er bei Schuh/Eisen/Friedli350 verwendet wird, stellt in diesem Zusam-
menhang nichts anderes als eine Oberbezeichnung fu¨r alle Kooperationsbe-
ziehungen durch Ausnutzung virtueller Strukturen dar. Besonders Netzwerk-
organisationen (statische und dynamische) werden als Business Networks be-
zeichnet. Eine neuartige Organisationsform ist damit nicht gemeint.
3.3.1.3.5 E-Lance Economy
Der Begriff E-Lance-Economy stammt aus den USA. Malone/Laubacher 351
verstehen unter E-Lance-Economy eine Alternative zur allgemeinen Fusions-
welle. Um Gescha¨fte flexibler und effektiver abwickeln zu ko¨nnen, vereinigen
sich Freischaffende und Kleinstunternehmen fu¨r eine bestimmte Dauer, a¨hn-
lich dem dynamischen Netzwerk. Die beteiligten Organisationen sind u¨ber
IuK-Technologien vernetzt und erledigen die jeweils zugeteilten Aufgaben.
Eine Analogie zum Virtuellen Unternehmen ist unverkennbar, mit dem Un-
terschied jedoch, dass nicht die Unternehmen ihre Kernkompetenzen in das
dynamische Netzwerk einbringen, sondern einzelne Personen im Verbund spe-
zielle Aufgaben erledigen. Sind viele Organisationen derartig vernetzt, so
kann eine so genannte E-Lance-O¨konomie entstehen.
3.3.2 Harmonisierung der Begriffe und Bezeichnungen
Nachfolgend sollen einige der gebra¨uchlichsten Begriffe aufeinander abge-
stimmt und zueinander in Beziehung gebracht werden. In Abbildung 3.14
sind noch einmal die synonymen Netzwerkbezeichnungen zusammengefasst
dargestellt.
348Siehe [Ste95, S. 27].
349Zu den Grenzen der grenzenlosen Unternehmung siehe [Rei96b, S. 195 ff.] und allge-
mein [Pic96].
350Vgl. [Sch98f, S. 25 ff.].
351Vgl. [Mal98, S. 145 ff.] und [Mal99, S. 28 ff.].
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Abbildung 3.14: Harmonisierung der Begriffe
Das statische Netzwerk als u¨bergeordnete langfristige Organisation kann auch
als strategisches Netzwerk, stabiles Netzwerk, langfristiges Netzwerk oder
Ressourcenpool bezeichnet werden. Das dynamische Netzwerk als zeitlich
begrenze Organisation ist gleichbedeutend mit kurzfristigem Netzwerk und
Virtuellem Unternehmen. Das langfristige und das kurzfristige Netzwerk sind
im Virtuellen Zentrum vereint.
Gleichbedeutend ko¨nnen auch Virtuelle Organisation und Virtuelles Un-
ternehmen verwendet werden, da nach Luhmannscher soziologischer Sys-
temtheorie352 auch ein Unternehmen eine Organisation darstellt. Unterneh-
men sind
”
Organisationen, die auf das Wirtschaftssystem angesetzt sind und
sich dadurch auszeichnen, dass sie ihre eigene Zukunftsvorsorge mit Hilfe von
Kapital erledigen ...“353.
Eng mit dem Virtuellen Unternehmen ist die Virtuelle Fabrik verwandt, Fa-
brik wird jedoch in der Regel einschra¨nkend fu¨r einen produzierenden Indu-
striebetrieb verwendet.
Der Begriff des Netzwerkes im Allgemeinen kann sowohl das stabile als auch
das dynamische Netzwerk umfassen und findet immer dann Anwendung,
wenn eine interorganisationale Kooperation von Unternehmen beschrieben
wird. Formen der intraorganisationalen Kooperation, wie zum Beispiel Tele-
arbeit, sollen im Rahmen dieser Arbeit nicht na¨her betrachtet werden.
352Ausfu¨hrlich bei [Vri98a, S. 56].
353Ebenda.
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3.4 Zusammenfassung - Grenzen eines gren-
zenlosen Konzeptes
In den vergangenen Jahren hat sich das Wort virtuell zu einem Buzzwort
entwickelt. Begriffe wie Virtuelle Organisation oder Virtuelles Unternehmen
wurden zum Allheilmittel fu¨r aktuelle Probleme im Bereich der Organisati-
on hochstilisiert. Vor allem aus zwei354 Gru¨nden erscheint die Virtualisierung
von Unternehmensaktivita¨ten in Form von Unternehmensnetzwerken vielver-
sprechend: erstens wird durch eine gestiegene Flexibilita¨t bei relativ gerin-
gen Kosten eine ho¨here Wettbewerbsfa¨higkeit angestrebt, was den Unterneh-
menserfolg steigert, und zweitens schließt die Idee einer Virtualisierung an
aktuelle Trends wie die weltweite Vernetzung und Globalisierung der Ma¨rk-
te an. Es besteht jedoch die Gefahr (und die aufgefu¨hrte Literatur zeigte
dies), dass serio¨s und ernsthaft gefu¨hrte Diskussion u¨ber Erfolgsaussichten
Virtueller Organisationen in einen emotional gefu¨hrten Meinungsaustausch
abdriften.
Es erscheint nu¨tzlicher, die Chancen und Risiken virtualisierter Unterneh-
men sachlich und mit gebotener Neutralita¨t zu erforschen und zu bewerten.
Geradezu folgerichtig ergibt sich die These, dass auch fu¨r die Virtualita¨t
eine (wirtschaftliche) Grenze existiert. Es muss der Frage nachgegangen wer-
den, wie viel Virtualita¨t u¨berhaupt sinnvoll ist355. Dies ist vor allem vom
Einsatzgebiet abha¨ngig. So erscheint die Virtualisierung von kleineren Orga-
nisationen anfa¨nglich einfacher, als große Projekte virtuell abzuwickeln. Ge-
nerell kann jedoch nicht von einer Erfolgsgarantie durch Konzentration auf
Kernkompetenzen und Virtuellen Unternehmen ausgegangen werden. Das




In den allermeisten Fa¨llen der Analyse der Erfolgsaussichten Virtueller Un-
ternehmen wird ein Menschenbild zugrundegelegt, welches als idealisiert
bezeichnet werden muss. Der Mensch stellt einen Bestandteil des Virtuel-
len Unternehmens bzw. des Netzwerkes dar. Er kann dabei als Ein-Mann-
Unternehmen oder auch innerhalb eines Unternehmens gemeinsam mit ande-
ren Bescha¨ftigten agieren. Die Teilnahme an einem VU verlangt dem Akteur
jedoch besondere Fa¨higkeiten ab, die teilweise als nicht ganz erfu¨llbar erschei-
nen. Es wird rationales Handeln vorausgesetzt. Der Mitarbeiter hat sich voll
und ganz auf seine Aufgabe zu konzentrieren, um zum Erfolg seines Unter-
nehmens beizutragen. Als Schwierigkeit ko¨nnte sich dabei herausstellen, dass
354Vgl. [Wei98, S. 107].
355Vgl. [Sch98e, S. 161 f.].
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fu¨r den Erfolg eine Identifikation mit dem (Virtuellen) Unternehmen nu¨tz-
lich erscheint, kurzfristige Netze durch ihre zeitliche Beschra¨nktheit jedoch
nicht die notwendige Zeit zur Entfaltung einer eigenen Kultur356 besitzen.
Das Fehlen einer eigenen Identita¨t kann unter Umsta¨nden zu Motivations-
problemen357 fu¨hren, da der einzelne Akteur nicht genau weiß, fu¨r wen oder
was er seine Leistung erbringt.
Die Kurzlebigkeit dynamischer Netzwerke und die damit verbundene kurz-
fristige Verschiebung von Grenzen kann außerdem zum unerwarteten Aus-
schluss aus dem VU fu¨hren, was ebenfalls zu mangelnder Motivation fu¨hren
ko¨nnte. Dieser Mangel an materieller Sicherheit in der virtuellen Organi-
sationsumgebung358 resultiert auch aus der Verantwortung jedes einzelnen
Akteurs fu¨r den Erfolg. Das Modell der Virtuellen Unternehmung gefa¨hr-
det dabei die Grundbedu¨rfnisse des Menschen nach materieller und sozia-
ler Sicherheit (in Anlehnung an die Maslow-Pyramide der Bedu¨rfnishierar-
chie). Die Mitglieder von virtuellen Strukturen mu¨ssen dabei oftmals auf das
Gefu¨hl der sozialen Einbindung und sozialen Unterstu¨tzung359 verzichten.
Eine ausgepra¨gte Fa¨higkeit zur Flexibilita¨t muss ebenso vorhanden sein, wie
die Fa¨higkeit, an verschiedenen Projekten nacheinander oder an mehreren
Projekten gleichzeitig360 mitarbeiten zu ko¨nnen.
Als eine Grundvoraussetzung fu¨r den Erfolg Virtueller Unternehmen wird ein
stark ausgepra¨gtes Vertrauensverha¨ltnis der Netzwerkteilnehmer untereinan-
der betont. Das Vertrauensklima soll bspw. in der Lage sein, Konflikte weitge-
hend zu verhindern oder zumindest zu minimieren361. Doch ist ein nahezu un-
begrenztes Vertrauen u¨berhaupt realisierbar? Ein Vertrauensverha¨ltnis auf-
zubauen erfordert Zeit362. Zeit ist jedoch aus Flexibilita¨tsgru¨nden knapp und
wechselnde Partner erfordern o¨fters den neuen Vertrauensaufbau. Aus die-
sem Grund wird dem dynamischen Netzwerk das statische Netzwerk
”
vorge-
schaltet“, in dem bereits alle potenziellen Teilnehmer an einem dynamischen
Netzwerk vereint sind. In diesem Rahmen kann sich ein Vertrauensklima be-
reits u¨ber einen la¨ngeren Zeitraum aufbauen. Dies allein wird jedoch nicht
ausreichen. So genannte Soft–facts mu¨ssen operationalisiert und einer metho-
disch abgesicherten Analyse unterzogen worden. Bei der Forderung nach dem
massiven Einsatz von IuK-Technologien reicht es nicht mehr aus, nur u¨ber
Vertrauen zu sprechen. Bereits im vorangegangen Kapitel wurde herausgear-
356Vgl. [Rei96b, S. 202].
357Vgl. [Lin97, S. 22].
358Vgl. [Rei96c, S. 12].
359Vgl. [Rei96d, S. 270].
360Vgl. [Rei96c, S. 12].
361Vgl. [Jo¨00, S. 82].
362Vgl. [Kry97b, S. 412 f.].
3.4 Zusammenfassung - Grenzen eines grenzenlosen Konzeptes 165
beitet, dass hierzu ein theoretisches Defizit existiert. Aus diesem Grunde soll
ein Ansatz erarbeitet werden, der dieses Lu¨cke schließt.
Als problematisch erweist sich auch die Tatsache, dass Mitarbeiter in Vir-
tuellen Unternehmen konkurrieren ko¨nnen, beispielsweise um die Beru¨ck-
sichtigung im na¨chsten Projekt363. Auch die angestrebte Gleichrangigkeit364
der einzelnen Teilnehmer erscheint in diesem Zusammenhang nur theore-
tisch mo¨glich, da Informationsasymmetrien verbunden mit Machtbestrebun-
gen und Konfliktpotenzial in der Praxis nicht ausgeschlossen werden ko¨nnen.
So kann sich blindes Vertrauen in das Vertrauen als Erfolgsfaktor fu¨r VU
schnell als Misserfolgsfaktor herausstellen.
Eine weitere fundamentale Voraussetzung fu¨r die Virtualisierung von Unter-
nehmen stellt der mehrfach geforderte massive Einsatz der IuK-Technologie
dar. Doch auch in diesem Zusammenhang ergeben sich mehr oder minder
bedeutende Probleme fu¨r die Virtualisierungskonzepte. Das Sicherheitspro-
blem kann zu mangelndem Vertrauen und Informationsmissbrauch fu¨hren.
Ein ausgeklu¨geltes System zur Steuerung des Zugangs zu den relevanten In-
formationen fu¨r die entsprechenden Mitarbeiter ist notwendig. Ein anderes
Problem ergibt sich aus dem fehlenden Zusammenhang zwischen Einsatz mo-
derner IuK-Technologien und ho¨herer Flexibilita¨t365 in der Wahl der Koope-
rationspartner. Nicht standardisierte IuK-Systeme ko¨nnen z. B. den Zugang
zu wichtigen Informationen verhindern und somit Flexibilita¨t und Schnellig-
keit in Frage stellen. Allerdings sind derzeitige Systeme noch gar nicht in der
Lage, dynamische Netzwerke abzubilden.
Die beiden Beispiele (gegenseitiges Vertrauen und intensive Nutzung der IuK-
Technologien) zeigten schon Problemfelder bezu¨glich der Virtualisierung von
Organisationen auf. Als weitere366 Schwierigkeiten bzw. Vorurteile beim Auf-
bau und Betrieb Virtueller Unternehmen ko¨nnen im Wesentlichen folgende
Faktoren genannt werden:
• fehlende Klarheit u¨ber die Rechtsform des VU,
• fehlende Akzeptanz bei den Banken (Kreditwu¨rdigkeit),
• unausgereifte Kontrollinstrumente (Fru¨hwarnsysteme),
• die kurzfristige Gewinnorientierung kann die Kooperation gefa¨hrden,
363Vgl. [Jo¨00, S. 82].
364Ebenda.
365Vgl. [Bu¨s99, S. 787 f.].
366Vgl. [Wic96, S. 542] und [Kon99, S. 104 f.].
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• trotz Hierarchiearmut besteht eine Tendenz zu hierarchischen Fu¨h-
rungsanspru¨chen einzelner Partner,
• Vertrauen wird nicht u¨ber IuK-Technologien sondern perso¨nlich aufge-
baut,
• Misserfolge durch Konkurrenz von Netzwerkpartnern und
• durch sta¨ndige Rekonfiguration des dynamischen Netzwerkes ist die
Entstehung einer corporate identity nicht mo¨glich.
Obwohl das Konzept des Virtuellen Unternehmens schon seit einigen Jahren
diskutiert wird, existieren erst relativ wenig funktionierende Praxisbeispie-
le367. Oftmals handelt es sich dabei u¨berhaupt nicht um ein VU im eigent-
lichen Sinn oder aber der Erfolg ist nicht zwangsla¨ufig auf die Virtualita¨t
zuru¨ckzufu¨hren. Den Vorteilen einer flexiblen, zukunftsweisenden Organisa-
tionsform stehen die Nachteile einiger realita¨tsfremder Annahmen368 entge-
gen. Die kooperative Zusammenarbeit ohne Tendenz zur Maximierung des
eigenen Nutzens kann als idealtypisch, aber nicht als praxisnah eingestuft
werden. Auch der Missbrauch von Macht oder Sicherheitsma¨ngel bei IuK-
Systemen ko¨nnen sich nachteilig auf den Erfolg Virtueller Organisationen
auswirken.
Trotzdem ist das Konzept des Virtuellen Unternehmens ein vielversprechen-
der Ansatz zur Bewa¨ltigung zuku¨nftiger Probleme resultierend aus einer ra-
santen Entwicklung der IuK-Technologien und bei sorgfa¨ltiger Realisierung
unter Beachtung der Problemfelder ko¨nnen derartige Organisationsformen in
der Zukunft eine echte Alternative zum klassischen Unternehmen darstellen.
Das hierarchielose bzw. -arme Produktionsnetz ist eine solche Alternative,
die als Virtuelles Unternehmen angesehen werden kann. Allerdings gibt es
zur Genese und zum Betreiben derartiger Netzwerke keine konsistenten Me-
thoden. Die folgenden Kapitel werden sich diesem Problem stellen.
367Vgl. [Wei98, S. 119].
368Vgl. [Jo¨00, S. 84].
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Das Extended Value Chain
Management
2Vom MRP zum SCM
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Erweiterungr eiterung
”
Die Klage u¨ber die Scha¨rfe des Wettbewerbes ist in
Wirklichkeit meist nur eine Klage u¨ber den Mangel
an Einfa¨llen.“
Walther Rathenau
Unternehmen sehen sich einem versta¨rktenWettbewerbsdruck gegenu¨ber und
mu¨ssen geeignete Anpassungen ihrerseits durchfu¨hren. Nicht nur die
”
Big
Player“ stehen vor dieser Aufgabe. Auch KMU ko¨nnen sich diesen Anforde-
rungen nicht entziehen. Das Denkmodell eines auf Kompetenzen basierenden
Produktionsnetzes ist als eine Modifikation der Idee der Vernetzung von Un-
ternehmen anzusehen1. Die Vorteile einer intensiven Kooperation von Unter-
nehmen sollen dabei konsequent ausgenutzt werden. Die Basis fu¨r die Entste-
hung eines dynamischen Unternehmensnetzes stellt, wie bereits erwa¨hnt, ein
stabiles Unternehmensnetzwerk dar. In diesem langfristigen Netzwerk sind
alle potenziellen Teilnehmer zumeist informell miteinander verbunden, aller-
dings in Form einer sehr losen Kopplung auf der Basis des Wissens eines zu
entwickelnden informationstechnischen Modellkerns. Zuna¨chst gilt es jedoch
zu kla¨ren, wer die Adressaten des Konzeptes sind und welche Vorteile daraus
erwachsen sollen.
4.1 Die Zielgruppe des Konzeptes
Bisher wurde in der Literatur der Schwerpunkt der Betrachtungen auf Koope-
rationen von Unternehmen in Form von Virtuellen Unternehmen gesetzt. Bei
der Forderung nach Konzentration auf Kernkompetenzen fa¨llt schnell auf, das
2 Vom MRP zum SCM
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Erweiterungr eiterung
1Dieses Kapitel basiert auf folgenden eigenen [Ka¨99c, Ka¨00a, Ka¨00b, Tei01f, Tei01b,
Tei01a, Tei01c, Tei01e, Tei01g, Tei01d, Tei01h, Tei02b] und kooperativen [Tei01u, Tei01l,
Du¨01b, Mei01, Go¨02b, Ja¨00, Fis01, Tei02e] Arbeiten zum Sonderforschungsbereich 457,
aus denen die Inhalte wo¨rtlich und in u¨berarbeiteter Form u¨bernommen wurden.
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ein Unternehmen mehrere von diesen besitzen kann, aber nicht alle in ein VU
eingehen. Aus diesem Grunde stellt sich die Frage nach einer atomaren Or-
ganisationseinheit dieses Konzeptes, die aufgrund juristischer Implikationen
in Bezug auf eine Marktteilnahme in den organisatorischen Kontext von exi-
stierenden Unternehmen eingebunden sein muss. Das typische Unternehmen
gibt es nicht. Zwar kooperiert rechtlich gesehen das gesamte Unternehmen, es
bringt jedoch im Sinne der Kompetenzorientierung nur einen Teil seiner po-
tenziellen Leistungsfa¨higkeit in das Netzwerk ein. In diesem Zusammenhang
bilden die kleinen und mittleren Unternehmen den konzeptuellen Boden der
Modellelemente und bedu¨rfen einer Herausstellung ihrer außerordentlichen
Bedeutung fu¨r die Wirtschaft unserer Gesellschaft.
4.1.1 Die Rolle der KMU
Dass KMU eine bedeutende Rolle in der Volkswirtschaft der Bundesrepublik
Deutschland spielen und vermutlich in der Zukunft spielen werden, zeigt der
folgende kurze U¨berblick.
*… in den alten Bundesländern und Berlin-West


























Abbildung 4.1: Wirtschaftliche Bedeutung der KMU in der Bundesrepublik
Deutschland
Obwohl viele der Unternehmen sehr klein sind und daher wenige bis gar keine
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abha¨ngig Bescha¨ftigten haben, vereinen die KMU doch 67% aller Bescha¨ftig-
ten. Ein a¨hnliches Bild zeigt sich auch beim Beitrag zur Bruttowertscho¨pfung
mit 52,1% und bei den Bruttoinvestitionen mit 44,4%.2 Insbesondere vor dem
Hintergrund der anteiligen Bescha¨ftigungszahlen und dem großen Anteil der
Wertscho¨pfung erwa¨chst die Aufgabe, die Wettbewerbsfa¨higkeit dieser Un-
ternehmen zu erhalten und mo¨glichst zu steigern, denn KMU werden ohne
entsprechende Anpassungen an das dynamische Umfeld den gro¨ßeren Wett-
bewerbern wenig entgegen zu setzen haben. Dies wird in den folgenden Un-
terabschnitten deutlich. KMU werden mit einer Reihe externer Einflu¨sse aus
verschiedenen Sichten konfrontiert.
4.1.1.1 Globalisierung
Zu den Triebkra¨ften der Globalisierung geho¨ren unter anderem die Dere-
gulierungs- und Liberalisierungsmaßnahmen von staatlicher Seite3. So wer-
den staatliche Monopole aufgehoben (bspw. Telekom AG, Post AG) und
Voraussetzungen fu¨r den freien und grenzu¨berschreitenden Wirtschaftver-
kehr geschaffen. Durch die weltweit verfu¨gbaren Informationen, auch von
Konkurrenten und Zulieferern, verschwinden zunehmend lokale Marktgren-
zen, was zu Internationalisierungs- und Globalisierungseffekten fu¨hrt. Durch
die Verbesserung der Transport- und Kommunikationsmo¨glichkeiten sind
lokale Gescha¨fte einem globalen Umfeld ausgesetzt. Material kann durch
Global-Sourcing mit niedrigen Kosten und in gewu¨nschter Qualita¨t beschafft
werden. Eine Produktionssteigerung, trotz stagnierender Ma¨rkte, la¨sst sich
durch Ausweitung des Absatzraumes in neue Ma¨rkte erreichen4. Ein schneller
Marktzugang erho¨ht einerseits den Wettbewerb durch globale Anbieter und
bietet gleichzeitig die Chance, diese Ma¨rkte zu erschließen. Die durch die IuK-
Technologie erho¨hte Preistransparenz vergro¨ßert ihrerseits den Preisdruck,
ermo¨glicht aber gleichzeitig auf der Supplier-Seite Kosteneinsparungen. Vor-
aussetzung dafu¨r ist der Aufbau entsprechender Infrastruktur. Dieser ist aber
zuna¨chst mit einem ho¨heren Kapitaleinsatz verbunden.
Erho¨hter Wettbewerbsdruck ergibt sich auch aus der Verku¨rzung der Pro-
dukt- und Entwicklungszyklen, der Verlagerung von Produktionssta¨tten an
begu¨nstigte Standorte und der ho¨heren branchenu¨bergreifenden Mobilita¨t
von Technologien. Dies muss zwangsla¨ufig zur Beschleunigung der eige-
nen Innovations- und Leistungserstellungsprozesse fu¨hren. Die Innovationen
2Vgl. [BfW98].
3Vgl. [Mer97, S. 114].
4Vgl. [Ste99b, S. 245].
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sind zu¨giger als bisher in marktfa¨hige Produkte umzusetzen5. Nicht weni-
ge Vera¨nderungen resultieren aus den gestiegenen Kundenwu¨nschen und den
daraus resultierenden Anforderungen an logistische Leistungen, die mit tradi-
tionell orientierten Wettbewerbsstrukturen nicht abgedeckt werden ko¨nnen.
Die Bildung von virtuellen Unternehmen fu¨hrt zu neuen Formen des Wett-
bewerbs. Insbesondere bei logistischen Leistungen erzielen Unternehmen ein-
drucksvolle Kosten- und Qualita¨tsvorteile6.
KMU ko¨nnen sich den Outsourcingbestrebungen mit der Konzentration auf
Kernkompetenzen und den Verschiebungen der Marktbedu¨rfnisse nicht ent-
ziehen. Eine sta¨rkere Verknu¨pfung externer Ressourcen und die Aufweichung
traditioneller Unternehmensgrenzen in Verbindung mit einer konsequenten
Kundenorientierung sind erste Anforderungen an die Unternehmen7.
4.1.1.2 Dynamisierung
Die Bedeutung des Faktors Zeit steigt. Kunden wollen nicht warten, sondern
sofort beliefert werden. Flexibilita¨t der Leistungserstellung wird von allen
Seiten gefordert8. Dies hat weitreichende Konsequenzen auf die Bedu¨rfnis-
und Nachfragestrukturen. Ein Trend zur Multioptionsgesellschaft ist erkenn-
bar. Es lassen sich nicht mehr einfache Cluster erstellen, nach denen An-
gebotspakete geschnu¨rt werden. Vielmehr will der Kunde aus allem fu¨r ihn
Relevanten wa¨hlen und dabei einen angemessenen Preis bezahlen, um damit
seinen individuellen Nutzen zu vergro¨ßern. Diese Aussage ist wichtig fu¨r die
konzeptuellen U¨berlegungen einer neuartigen Angebotsstrategie in Abschnitt
7.1.2.2.
Das Bewusstsein wird zusa¨tzlich tangiert von dem sich vollziehenden Wer-
tewandel, in welcher die ju¨ngere Businessgeneration die Ideale und Wertvor-
stellungen der a¨lteren Generationen wie materielles Wohlergehen zugunsten
von Individualita¨t ablegt9. Durch Verku¨rzung der Produktlebens- und Ent-
wicklungszyklen entsteht eine sta¨rkere Beschleunigung des technischen Fort-
schrittes bei Produkten ebenso wie bei Produktionsverfahren. So steigt die
technische Informationsverarbeitungsgeschwindigkeit rapide. In den letzten
40 Jahren hat sich bspw. die Geschwindigkeit elektronischer Datenprozesso-
ren alle 18 Monate verdoppelt (Moores Gesetz). Die damit eng verbundene
IuK-Technologie la¨sst eine breite Verfu¨gbarkeit von vorhandenem Wissen
5Z.B. durch Aufbau eines schnellen Marktzugangs, der Fertigung und der Distribution.
6Vgl. [Za¨p98, S. 48].
7Vgl. [Bul99a, S. 38].
8Vgl. [Dav93, S. 33], [Kre00b, S. 61 ff.].
9Vgl. [Wag99, S. 7 ff.] und [Syd97, S. 12 f.].
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und Informationen als Voraussetzung steigender Interaktionen zwischen den
Marktteilnehmern zu. Es entsteht mehr Markttransparenz auf Anbieter- und
Abnehmerseite. Gleichzeitig versta¨rken sich durch die hohe
”
Informiertheit“
der Marktteilnehmer die Turbulenzen auf den Ma¨rkten. Nur durch perma-
nente Anpassungen kann dies kompensiert werden10. Aus den Vera¨nderungen
der IuK–Technologien ero¨ffnen sich aber auch neue Gestaltungsoptionen auf
strategischer und organisatorischer Ebene fu¨r KMU in Form von u¨berbetrieb-
lichen Kooperationen als flexible Organisationseinheiten11. Wie wichtig Flexi-
bilita¨t fu¨r wirtschaftlichen Erfolg sein kann, zeigt die Studie von Stalk/Hout,
bei der innovative Unternehmen (Wal-Mart, Atlas, Ralph Wilson Plastics,
Thomasville, Citicorp) in Bezug auf den Zeitwettbewerb untersucht wurden.
Das Ergebnis im Vergleich zum Branchendurchschnitt ist ein gro¨ßerer Kun-
denanteil, vor allem attraktive Kunden (First Mover Effekt), gegenu¨ber der
Konkurrenz. Die Unternehmen geho¨rten zu den fu¨hrenden Innovatoren in
ihren Ma¨rkten und wuchsen schneller bei ho¨heren Gewinnen12.
4.1.1.3 Vernetzung
In den letzten Jahren hat die Entwicklung, vor allem der IuK–Technologie,
einen maßgeblichen Beitrag zur schnelleren und effizienten Nutzung von In-
formationen beigetragen. Dies resultiert daraus, dass u¨ber neue Medien wie
Internet und leistungsfa¨higere Hardware der Transport von Informationen
schnell und billig zugleich angeboten werden kann. Die Informationsbereit-
stellung und die Informationsnachfrage ko¨nnen o¨rtlich weit auseinander lie-
gen, ohne erhebliche Zusatzkosten fu¨r den Transport entstehen zu lassen.
Die Information wird zum lebensnotwendigen Produktionsfaktor. Den KMU
ero¨ffnen sich neue Mo¨glichkeiten in der schnellen Reaktion auf Vera¨nderun-
gen des Umfeldes. Dieser versta¨rkte Informationsaustausch la¨sst den Vernet-
zungsgrad der Partner wachsen. Die Vernetzung unterstu¨tzt die Zunahme der
Arbeitsteilung und damit die Orientierung am Kerngescha¨ft, eine Reduzie-
rung der Kontroll- und Koordinierungskosten (bei hoher Automatisierung)
und die Bu¨ndelung von Entwicklungs-, Produktions-, Vertriebs- und Manage-
mentressourcen13. Durch Vernetzung verfu¨gbares Wissen und aktuelle Infor-
mationen als wesentliche Produktionsfaktoren werden deshalb den herko¨mm-
lichen Wettbewerb in einen wissensintensiven Wettbewerb vera¨ndern14.
10Vgl. [Wes00, S. 631], [Hei99, S. 7 f.].
11Vgl. [Nag99, S. 9 f.].
12Vgl. [Dav93, S. 34 f.] und [Sta90, S. 12 ff.].
13Vgl. [Sih98, S. 11].
14Vgl. [Pic99b, S. 130], [Bel99, S. 197].
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4.1.1.4 Kundenanforderungen
Die Bedu¨rfnisse des Kunden vera¨ndern sich zunehmend in Richtung Indi-
vidualita¨t. Damit sinkt die Einscha¨tzbarkeit des Marktes15 in Bezug auf
das Produktangebot, und das Leistungsangebot steigt stark an. Dies wie-
derum erho¨ht die Wahlmo¨glichkeit des Kunden und erho¨ht gleichzeitig den
Druck auf die Unternehmen, ihr Angebot exakter den Kundenbedu¨rfnissen
anzupassen. Zeit und Geschwindigkeit nehmen ebenso an Bedeutung fu¨r den
Kunden zu, wie die Anzahl der nachgefragten Spezifikationen von Produkt-
eigenschaften. Um diese Variantenvielfalt trotzdem kostengu¨nstig herstellen
zu ko¨nnen, sind flexible Fertigungsanlagen und komplexe Planungsverfahren
notwendig16.
Die Fa¨higkeit Leistungen schnell und zuverla¨ssig anzubieten sind in der na-
hen Zukunft fu¨r KMU gleichzeitig zentrale Herausforderung und Differenzie-
rungsmerkmal. Der Aufbau neuer Kundenbeziehungen ist kostenintensiver,
als die Pflege bestehender Kunden. Eine gezielte Entwicklung des Service fu¨r
den Kunden, bspw. mit Hilfe externer Partner, bindet den Kunden la¨nger
und senkt die Akquisitionskosten. Dies fu¨hrt zu einem U¨bergang von der
Produktions- zur Dienstleistungsgesellschaft, in der nicht die Produkte als
solche, sondern Leistungen zur Befriedigung der Bedu¨rfnisse angeboten wer-
den. Der Dienstleistungssektor dra¨ngt den klassischen Industriesektor immer
sta¨rker in den Hintergrund17. Die durch Deregulierung erleichterte Globali-
sierung schafft neue Kunden, aber auch gleichermaßen neue Konkurrenten.
Die wachsende Komplexita¨t schafft zudem beim Kunden den Wunsch, alles
aus einer Hand zu erhalten und die Koordinierungsaufgaben bei der Zusam-
menstellung der Leistungen ebenfalls abzugeben18.
Die Flexibilisierung von Leistungserstellungsprozessen wird oft mit gesteiger-
ten Transportaufwendungen erkauft. Die begrenzten Naturressourcen werden
nur zu einem geringen Teil der eigentlichen sozialen Kosten entscha¨digt. Ein
zunehmendes Bewusstsein der Kunden fu¨r die Schonung der Umwelt und ei-
ner damit in Verbindung stehenden Umweltgerechtigkeit muss ebenso in den
Fokus der aktuellen Betrachtung ru¨cken19. Angeschlossene Entsorgungsmo-
delle20 oder u¨berbetriebliche Optimierung der Transporte im Netzwerk sind
Mo¨glichkeiten, diesem Bewusstsein Rechnung zu tragen.
15Vgl. [Rud99, S. 1-2].
16Vgl. [Ste99b, S. 245].
17Vgl. [Pic99b, S. 130].
18Vgl. [Hin98, S. 342].
19Vgl. [Ste99a, S. 15f.].
20Siehe hierzu u. a. [Dob02, S. 47 ff.] und [Ric96a, Ric99].
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Zusammenfassend kann festgestellt werden, dass eine Vera¨nderung von der
Massenproduktion zur Individuallo¨sung stattfindet und in diesem Prozess die
KMU aufgrund ihrer Marktstellung eine entscheidende Rolle spielen. Waren
fru¨her fu¨r den Erfolg eine sehr hohe Fertigungstiefe, wenig lokal verteilte
Lieferanten, kaum Konkurrenten und der lokale Vertrieb des Endproduktes
in ungesa¨ttigten Ma¨rkten maßgebend, so stehen dem heute zumeist gesa¨ttigte
Ma¨rkte, weltweite Konkurrenz und komplexe Produkte, die viele technische
Disziplinen verlangen und nur mit einer Vielzahl beteiligter Unternehmen
durchfu¨hrbar sind, gegenu¨ber.21 Die Kunden- und Wettbewerbsorientierung
nach innen und außen bildet deshalb in mehrfacher Hinsicht eine aktuelle
und bedeutsame Herausforderung.22
KMU mu¨ssen ihre eigene unternehmerische Situation mit allen Gescha¨ftspro-
zessen an das neue Umfeld anpassen und die volle Kundenorientierung in-
nerhalb dieser Gescha¨ftsprozesse integrieren. Dazu ist es notwendig, sa¨mtli-
che Prozesse und Bestandteile der Wertscho¨pfungskette in Verbindung mit
den technischen, organisatorischen und fachlichen Mo¨glichkeiten aus einer
kundenorientierten Sicht neu zu bewerten. Bei allen Aktivita¨ten ist dabei ei-
ne vernetzte und gesamtheitliche Denk- und Vorgehensweise notwendig. Die
Kundenorientierung ist das zentrale Glied der Anstrengungen. Es reicht nicht
mehr aus, ein Produkt fu¨r alle Kunden anzubieten, sondern es ist ein Paket
aus vielen mo¨glichen Varianten notwendig. Dieser Value-Added-Service soll-
te der Leitgedanke bei der Kundenbindung sein. Standardisierte Produkte
ko¨nnen nur noch wenig Zufriedenheit schaffen. Damit stehen die KMU vor
dem hochkomplexen Problem, den mehrdimensionalen Kundenanspru¨chen
an seine Leistung in den Dimensionen Preis, Qualita¨t, Zeit und Verfu¨gbar-
keit zu genu¨gen. Dass ein KMU bei komplexen Produkten alle Kompetenzen
abdeckt, ist eher unwahrscheinlich. Hier bietet aber das Virtuelle Unterneh-
men in Form eines hierarchielosen Produktionsnetzwerkes in Verbindung mit
dem Extended Value Chain Management–Konzept Mo¨glichkeiten an, um auf
diese Erfordernisse zu reagieren. Fu¨r die erforderliche Reaktionsgeschwindig-
keit stellt die moderne IuK–Technologie eine wesentliche Voraussetzung fu¨r
den Erfolg dar.
Die Abbildung 4.2 fasst die Trends und die Herausforderung fu¨r die Zielgrup-
pe der kleinen und mittleren Unternehmen zusammen. Im Anschluss daran
muss einfu¨hrend gekla¨rt werden, welchen Wettbewerbsvorteil die Organisa-
tion als Produktionsnetzwerk der Zielgruppe bietet.
21Vgl. [Ko¨96, S. 73].
22Vgl. [Web97, S. 348].
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Abbildung 4.2: Trends und Herausforderungen an KMU
4.1.2 Vertikale Kooperation als Wettbewerbsfaktor
Die beschriebenen Entwicklungen ko¨nnen nicht ohne Auswirkungen auf be-
stehende Strukturen der Unternehmen und Ma¨rkte im Bereich von Orga-
nisation, Fu¨hrung, Controlling und Kommunikation bleiben23. Klassische
Wettbewerbsstrategien und Instrumente der Steuerung und Koordination aus
herko¨mmlichen Industriebetrieben, die im Wesentlichen immer noch auf hier-
archische Fu¨hrungsstrukturen einer Aufbauorganisation mit funktionaler Ar-
beitsteilung und Leistungserstellung innerhalb definierter, starr verknu¨pfter
Unternehmens- und Standortgrenzen basieren, ko¨nnen die oben dargestell-
ten Herausforderungen nicht bewa¨ltigen. Lediglich bei Produktionssegmen-
23Vgl. [Pic99b, S. 131].
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ten mit langen Lebenszyklen, stabilen Absatzma¨rkten und einer geringen An-
zahl von Mitwettbewerbern ko¨nnen diese Strategien ihre Berechtigung finden.
Schon heute sind solche stabilen Verha¨ltnisse bei den meisten Produkt- und
Marktsegmenten nicht mehr gegeben24. Auf der einen Seite verfu¨gen KMU
zwar u¨ber die notwendige Anpassungsflexibilita¨t, aber nicht u¨ber die Ressour-
cen und Kapazita¨ten fu¨r schnelles Handeln. Wegen des schnellen Wandels der
Marktbedingungen und des nur tempora¨ren Bestehens der Kooperationen ist
eine Festlegung von Beziehungen, wie sie das Supply Chain Management for-
dert, nicht mo¨glich.25 Da auf der anderen Seite aber kaum ein KMU in der
Lage ist, alle Herausforderungen zur Bewa¨ltigung der Komplexita¨t, Beschleu-
nigung der Prozesse und Steigerung der Effizienz selbststa¨ndig zu bewa¨ltigen,
mu¨ssen Aktivita¨ten innerhalb der gesamten Wertscho¨pfungskette aufgeteilt
und auf die am besten geeigneten Unternehmen verteilt werden26. Fu¨r die-
se Konzentration auf Kernkompetenzen27 treten als Kooperations- und Or-
ganisationsform Unternehmensnetzwerke in den Vordergrund28. Unabha¨ngi-
ge Unternehmen schließen sich u¨ber einen konkreten Zeitraum zusammen,
um spezifische Auftra¨ge umzusetzen. Jedes Unternehmen bringt dabei seine
Kernkompetenzen und Fa¨higkeiten ein. Die Zusammenarbeit kann kurzfri-
stig oder langfristig sein und die Netzwerkunternehmen verlieren nicht die
Fa¨higkeit, selbststa¨ndig innerhalb eines bestimmten Netzes oder mit alter-
nativen Partnern zu handeln. Teilnehmer an Kooperationen ko¨nnen eine sehr
große Anzahl komplementa¨rer Ressourcen ihrer Partner nutzen. Konzentra-
tion auf Kernkompetenzen fu¨hrt zu gro¨ßeren Erfahrungskurveneffekten und
damit zur Erfu¨llung individueller Kundenbedu¨rfnisse zu niedrigen Kosten.29
Ein Vorteil, der sich im Vergleich zum herko¨mmlichen, auf ein Unterneh-
men bezogenen Wertscho¨pfungprozess fu¨r die Beteiligten des Netzwerkes er-
gibt, beruht auf einer aufgabenspezifischen und abgestimmten Leistungser-
stellung. Diese erfolgt kooperationseffektiv, -effizient und qualitativ hochwer-
tig. “Kooperationseffektivita¨t (
”
die richtigen Dinge tun“) ist Ausdruck fu¨r
den zielfu¨hrenden Einsatz von Ressourcen, gemessen an Globalgro¨ßen wie
Innovativita¨t, Kundennutzen und Wachstum. Demgegenu¨ber kennzeichnet
Kooperationseffizienz den wirtschaftlichen Einsatz von Ressourcen in Ter-
24Vgl. [Win00a, S. 42].
25Vgl. [Die01a, S. 120].
26Vgl. [Ste99b, S. 245], [Loo97, S. 84 ff.].
27Vgl. [Hof95, S. 2 f.], [Gri99, S. 118], [Nag99, S. 23].
28Der Gedanke einer erfolgreichen Vernetzung verschiedener Teile der Wertscho¨pfung ist
nicht neu. Allerdings beruhen herko¨mmliche Konzepte (Lean Production, Total Quality
Management, Business Process Reengineering, Knowledge Management) auf einer inner-
betrieblichen Vernetzung. Vgl. hierzu [Syd97, S. 14 f.].
29Vgl. [Kal00a, S. 534 ff.].
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mini vorteilhafter Input-Output-Relationen (Produktivita¨t), Kostenniveaus
und -strukturen sowie Zeiteffizienz (
”
die Dinge richtig tun“).“30 Durch Ver-
netzung der KMU und den Einsatz der IuK–Technologien (notwendige Vor-
aussetzuung fu¨r die Wettbewerbsfa¨higkeit im Netzwerk) ko¨nnen im Vergleich
zu herko¨mmlichen marktorientierten Gescha¨ftsbeziehungen insbesondere die
Transaktionskosten fu¨r den Informationsaustausch zwischen den Partnern im
Netzwerk gesenkt werden31. Die Mitarbeit in einem Netzwerk bietet KMU
mehr Mo¨glichkeiten, sich auf Teile der Wertscho¨pfung in Form von Kern-
kompetenzen zu konzentrieren, als ein Komplettanbieter. Dadurch kann der
weitere Ausbau der Fa¨higkeiten sta¨rker erfolgen und es entsteht ein Verbund
der Besten mit hoher Flexibilita¨t des Leistungsspektrums. Mit der Anzahl
der integrierten Kompetenzen wa¨chst auch das Potenzial, kundenspezifische
Komplettlo¨sungen anbieten zu ko¨nnen.
Ein weiterer Vorteil ergibt sich aus der Mo¨glichkeit, der externen Dyna-
mik mit Netzwerkdynamik zu begegnen. Diese innere Dynamik wird durch
das lose gekoppelte Netzwerk der Partner und den Optionen Erga¨nzung,
Ersatz und Ausschluss von Partnern mit ihren Kernkompetenzen gewa¨hr-
leistet. Durch eine schnelle und unkomplizierte Austauschbarkeit ist auch
ein ho¨herer Leistungsanreiz fu¨r die Partner im Netzwerk vorhanden. Durch
den breiten Informationsfluss in Unternehmensnetzwerken im Vergleich zum
marktlichen Austausch besteht die Mo¨glichkeit einer unternehmensu¨bergrei-
fenden Optimierung des Leistungserstellungsprozesses. Es ko¨nnen mehr In-
formationen genutzt und mehr Kostensenkungspotenziale erkannt werden.
Nicht ausgescho¨pfte Produktivita¨tspotenziale, die durch ineffiziente Arbeits-
teilung und Spezialisierung in herko¨mmlichen Wertscho¨pfungsketten entste-
hen, und verspielte Produktivita¨tsgewinne durch ineffiziente Abstimmungs-
und Tauschmechanismen ko¨nnen durch Netzwerkbeziehungen gemildert wer-
den32. Durch den Pool an schnell verfu¨gbaren Kompetenzen findet außerdem
eine Risikominimierung durch Senkung der Markteintrittszeiten und Inve-
stitionen sowie eine Verringerung der Kapazita¨tsunterdeckung der Partner
statt.
Die Potenziale sind eindeutig. Allerdings muss die Frage beantwortet werden,
wie die Kompetenzen u¨ber IuK-Technologien auftragsabha¨ngig gefunden und
zu einem kompetenzbasierten Produktionnetzwerk generiert werden. Eine
Mo¨glichkeit wird in Abschnitt 4.3.4 vorgestellt, die den Rahmen des EVCM–
Konzeptes und damit der vorliegenden Arbeit aufspannen wird.
30Vgl. [Bec98, S. 72].
31Vgl. [Fri98, S. 92], [Mer98, S. 128].
32Vgl. [Pic99a, S. 1 ff.].
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4.2 Herausbildung von Kompetenznetzen
Kompetenznetze sind die Vision eines Virtuellen Unternehmens (VU) zur Ge-
nese und zum Betreiben kundenauftragsabha¨ngiger, hierarchieloser regiona-
ler Produktionsnetzwerke. Im Zentrum des Interesses steht die Entwicklung
eines Managementkonzeptes eines virtuellen Unternehmensmodells, das auf
sehr kleinen Leistungseinheiten, den Kompetenzzellen basiert. Das Modell
wurde entworfen, um die Wettbewerbsposition kleinerer und mittlerer Un-
2Vom MRP zum SCM
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ternehmen zu verbessern. Die Konzeption verfolgt einen Weg, der von bereits
existierenden Modellen abweicht. Diese wurden vorrangig entwickelt, um die
Kooperationen zwischen Großunternehmen und ihren abha¨ngigen Partnern
neu zu strukturieren. Nichtsdestotrotz sind die prima¨ren Ziele des Modells
die gleichen wie fu¨r die existierenden Modelle: Reduzierung der Produktions-
kosten, gro¨ßere Flexibilita¨t, ho¨here Qualita¨t, Senkung des administrativen
Overheads und des Bullwhip-Effektes. Bereits existierende Ansa¨tze zerlegen
Organisationen in kleinere Einheiten, die nur noch einige wenige und sehr
spezifische Kernkompetenzen besitzen. Ziel dieser top–down Strategie ist,
die Einheiten zu einem Netzwerk zu verknu¨pfen, um damit komplexe Aufga-
ben besser lo¨sen zu ko¨nnen. Das Konzept kleiner VU kann aber auch, dem
bottom–up Prinzip folgend, fu¨r KMU angewandt werden. Deren Gescha¨ft
ist in der Regel bereits um Kernkompetenzen zentriert. Das bedeutet, sie
erfu¨llen eine spezifische Funktion sehr gut. Fu¨r sie sind Kooperationen jedoch
eine notwendige Voraussetzung, um vergleichbare Aufgaben wie Großunter-
nehmen bewa¨ltigen zu ko¨nnen. Das Muster der Kooperation ist heute ty-
pischerweise ein Hierarchisches, da kleinere und mittlere Unternehmen von
Großunternehmen als Zulieferer subkontraktiert werden. Dies fu¨hrt zu einer
starken Abha¨ngigkeit der KMU vom fokalen Unternehmen. Ein prominentes
Beispiel fu¨r dieses Muster ist die Automobilindustrie.
Ein Hauptziel bei der Konzeption eines Managementkonzeptes fu¨r Kompe-
tenznetze besteht darin, durch Reduktion oder Entfernung der Hierarchie
zwischen den Partnern die Dominanzen einzelner Unternehmen innerhalb
von Kooperationsbeziehungen zu verhindern. Diese grundsa¨tzliche Zielstel-
lung basiert auf der Tatsache, dass kleinere und mittlere Unternehmen wie
oben beschrieben das Ru¨ckgrat der deutschen Wirtschaft bilden. Ein wich-
tiger Aspekt ist die Betrachtung von Regionalita¨t. Regionale Netze besitzen
verschiedene Vorteile im Vergleich zu globalen Netzwerken, z. B. haben alle
Partner die gleichen grundlegenden technischen Standards, ein identisches
rechtliches Umfeld und eine gemeinsame Kultur, so dass es vermeintlich ein-
facher ist, Vertrauen zwischen den Partnern und damit die Basis von Koope-
rationen zu entwickeln.
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Es gibt die These, dass in der digitalen O¨konomie ein Teil der wirtschaftlichen
Evolution ru¨ckga¨ngig gemacht wird: nicht mehr das Unternehmen, sondern
das Individuum wird zunehmend die Grundeinheit der Wirtschaft. Da evo-
lutiona¨re Prozesse u¨ber einen bestimmten Zeitraum ablaufen, wird sich diese
Grundeinheit in mehreren Phasen zuru¨ckbilden. Eine Entwicklungsstufe, die
dabei durchlaufen wird, kann die Einheit sein, die im Folgenden als Kom-
petenzzelle bezeichnet wird. In diesem Abschnitt soll ausgehend vom klassi-
schen Modell der Unternehmung der Weg hin zu Kompetenznetzen u¨ber die
Zwischenstation des Ressourcenpools beschrieben werden. Als Ressourcen-
pool33 soll im Rahmen dieser Arbeit das statische oder langfristige Netzwerk
von Kompetenzzellen verstanden werden. Dies geschieht, indem dem hierar-
chischen Unternehmen das Hierarchiepotenzial entzogen und eine versta¨rkte
Koordination u¨ber den Marktmechanismus angestrebt wird.
4.2.1 Auflo¨sungserscheinung von Unternehmen
4.2.1.1 Das Unternehmen
Ausgangspunkt der Betrachtung ist das Unternehmen. In der Theorie der
Unternehmung34 ist das Unternehmen bzw. die Unternehmung eine Institu-
tion, in der die Menschen unter dem Verbrauch von Ressourcen (Input) ein
Gut oder eine Dienstleistung (Output) herstellen. Diese Erkenntnis ist un-
abha¨ngig von der Unternehmensgro¨ße. Es ist also unerheblich, ob es sich um
einen
”
Ein–Personen–Betrieb“ oder um einen weltweit agierenden Konzern
handelt. Bei der Transformation von Input zu Output verursachen Inputs Ko-
sten, die Outputs sorgen fu¨r (Umsatz-)Erlo¨se. In der Regel verha¨lt sich der
Unternehmer gewinnmaximierend, d. h. die Differenz zwischen Erlo¨sen und
Kosten wird maximiert. Nach der neoklassischen Theorie folgt aus diesem




klassische“, auf Langfristigkeit angelegte Unternehmen mit weitestge-
hend stabilen Beziehungen aller beteiligten Unternehmensteile hat jedoch
in Bezug auf die Flexibilita¨t und Innovativita¨t Nachteile gegenu¨ber dynami-
schen Netzwerken. Erfolgversprechend scheint die Idee der Modularisierung36
von Unternehmen zu sein.
33Dieser Begriff wird auch bei Specht [Spe00] verwendet, allerdings bei leicht vera¨nderter
Bedeutung.
34Vgl. [Sta99, S. 420].
35Vgl. [Sta99, S. 421].
36Vgl. [Pic96, S. 199 ff.] und [Bun00].
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4.2.1.2 Modularisierung von Unternehmen
Großunternehmen, ha¨ufig mit hierarchisch und funktional gegliederten Or-
ganisationsstrukturen37 sowie mit schwerfa¨lligem Verwaltungsapparat und
Hierarchistrukturen scheinen mangels dynamischer Eigenschaften zuneh-
mend im Wettbewerb in Schwierigkeiten zu geraten. Modelle und Vorschla¨ge
zur Neu- und Andersorganisation der Wertscho¨pfungskette sind in der Litera-
tur bereits vero¨ffentlicht worden. So wird die Bildung von Modulen, Segmen-
ten oder Fraktalen (Abschnitt 3.1.3) als Lo¨sung verschiedenster Probleme
empfohlen38. Auch die aufgeworfene Idee der Kompetenzzellen ist in diesen
Bereich einzuordnen. Nach Picot39 bedeutet Modularisierung die
”
Restruk-
turierung der Unternehmensorganisation auf der Basis integrierter, kunden-
orientierter Prozesse in relativ kleine, u¨berschaubare Einheiten (Module)“,
die sich durch
”
dezentrale Entscheidungskompetenz und Ergebnisverantwor-
tung“ auszeichnen. Die Koordination zwischen den Modulen erfolgt in der
Regel durch nicht-hierarchische Koordinationsformen.
Durch Modularisierung wird die Erho¨hung der Flexibilita¨t bzgl. Marktwan-
del, Kundenorientiertheit und Reaktionsschnelligkeit auf Aktionen von Kon-
kurrenten angestrebt. Die Modularisierung von Unternehmen kann verschie-
dene Konzepte40 beinhalten. Eine denkbare Mo¨glichkeit ist die Gliederung
in rechtlich selbststa¨ndige Profit-Center. Die rein hierarchielose Struktur
hat sich jedoch durch Koordinationsprobleme mangels methodischer und in-
formationsinfrastruktureller Unterstu¨tzung in der Praxis noch nicht durch-
gesetzt. Eine weitere Mo¨glichkeit der Modularisierung stellt die Ordnung
nach Gescha¨ftsbereichen und Produkten dar. Diese als Spartenorganisation
bekannt gewordene Organisationsstruktur ist jedoch ebenfalls u¨berwiegend
hierarchisch gepra¨gt. Auch die Modularisierung nach Kernkompetenzen oder
nach Regionen bzw. nach lokalen Einzelma¨rkten ist nicht automatisch frei
von hierarchischen Koordinationsstrukturen41.
Sinnvollerweise ist die Modularisierung auf der Ebene von Prozessketten an-
zusiedeln. Gerade die Prozessorientierung verspricht in vielen betriebwirt-
schaftlichen Teilbereichen neue Lo¨sungsmuster. So gewinnt beispielsweise die
Prozesskostenrechnung im Rahmen des Kostenmanagements enorm an Be-
37Vgl. [Pic96, S. 201].
38Theoretische Konzepte, aber auch in der Praxis erprobte Modelle tragen verschiedene
Namen, oftmals sind sie jedoch der Modularisierung [Pic96, S. 224 ff.] zuzuordnen. Zu
den Modellen geho¨ren zum Beispiel Vertriebsinsel, teilautonome Gruppe, Fertigungsinsel,
Fertigungssegment oder Unternehmenssegment.
39Vgl. [Pic96, S. 201].
40Vgl. [Pic96, S. 214 ff.].
41Vgl. [Pic96, S. 222 ff.].
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deutung. Die Wertscho¨pfungskette stellt gewissermaßen eine große Prozes-
skette dar. Ein erster Schritt im Rahmen der Modularisierung besteht dar-
in, die einzelnen Unternehmenssegmente, die am jeweiligen Wertscho¨pfungs-
prozess teilnehmen, mit mehr Eigenverantwortung auszustatten. Der damit
verbundene Hierarchieabbau kann dann direkt zu hierarchielos gekoppelten
Unternehmenssegmenten wie den Kompetenzzellen fu¨hren. Hier gilt es, durch
methodische Maßnahmen einen Hierarchieabbau so weit voranzutreiben, um
dem Idealbild eines hierarchielosen Netzes mo¨glichst nahe zu kommen.
4.2.1.3 Auflo¨sung von Unternehmensgrenzen
Neben der Auflo¨sung von Hierarchien wird auch eine gezielte Auflo¨sung
von Unternehmensgrenzen42 zur Modellierung eines hierarchielosen regiona-
len Produktionsnetzes beitragen. Charakteristisch fu¨r eine Auflo¨sung von
festen Grenzen eines Unternehmens ist die Verwischung traditioneller Unter-
nehmensstrukturen zugunsten von Verbindungen und Kooperationen mit ex-
ternen, d. h. außerunternehmerischen Partnern43. Um opportunistisches Ver-
halten der Kooperationspartner zu vermeiden, muss ein stabiles Vertrauens-
verha¨ltnis etabliert werden.
Die Auflo¨sung der Unternehmensgrenzen durch Einbeziehung externer Part-
ner fu¨hrt zu einer Verschiebung im Organisationskontinuum in Richtung
Markt. Durch zunehmendes Outsourcing von Wertscho¨pfungsprozessen sind
diese eher durch den Markt, als hierarchisch gepra¨gt. Diese Entwicklung un-
terstu¨tzt und versta¨rkt somit den Prozess der Auflo¨sung von Hierarchien.
Fu¨r die Ursachen einer Auflo¨sung von Unternehmensgrenzen existieren ver-
schiedene Erkla¨rungsansa¨tze. Eine Mo¨glichkeit stellt die Theorie der Kern-
kompetenzen44 dar, nach der ein zunehmender Wettbewerbsdruck das Unter-
nehmensmanagement dazu zwingt, Kosten zu optimieren und den zu hohen
Verwaltungsaufwand bei großen Unternehmen zu verringern. Dies fu¨hrt zu
einer Fokussierung eines Unternehmens auf die Fa¨higkeiten, die am besten er-
bracht werden ko¨nnen. Ein weiterer Versuch zur Erkla¨rung des
”
grenzenlosen
Unternehmens“ wird mit der Transaktionskostentheorie erfolgen (Abschnitt
4.2.2.3).
Formen unternehmensu¨bergreifender, d. h. interorganisationaler Zusammen-
arbeit sind jedoch in der Regel nicht auf bilaterale Beziehungen beschra¨nkt.
Erfolgt die Zusammenarbeit u¨ber mehrere Instanzen, kann dies als ein
42Vgl. [Pic96, S. 261 ff.].
43Vgl. [Pic96, S. 263].
44Vgl. [Pic96, S. 264].
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(Kooperations-)Netzwerk bezeichnet werden. Dieses Konzept der Unterneh-
mensnetzwerke soll auch als Grundidee fu¨r ein hierarchieloses regionales Pro-
duktionsnetz dienen.
4.2.1.4 Bildung virtueller Netzwerke
Ein Kompetenznetz wird wie bereits erwa¨hnt in der vorliegenden Arbeit
als spezielle Form eines Virtuellen Unternehmens behandelt. Sinnvoll er-
scheint an dieser Stelle aufbauend auf Abschnitt 3.2 eine Einordnung der
Kompetenznetze zuna¨chst aus der Sicht eines Virtuellen Unternehmens. Die
nach Sydow/Winand45 unterschiedenen vier Netzwerkstypen lassen sich in
einer Vier-Felder-Matrix illustrieren (Abbildung 4.3). Die Ordinate zeigt die
Steuerungsform, was der Einteilung der Netzwerke in ein Spektrum zwischen










RN = regionale Netzwerke
PN = Projektnetzwerke
VU = Virtuelle Unternehmen
Abbildung 4.3: Typologisierung von Netzwerken
Bevor das Kompetenznetz mit seinen Facetten in diese Netzwerkstypologie
u¨bertragen wird, ist nochmals zu bemerken, dass in der bisherigen Forschung
vernetzte Unternehmen untersucht wurden, wa¨hrend in dieser Arbeit ein
Netzwerk aus Teilen von Unternehmen (Kompetenzzellen) im Mittelpunkt
der Betrachtung steht. Daher soll vor der Einordnung der Kompetenznetze
45Vgl. [Syd98, S. 16].
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in die Topologie zuna¨chst gekla¨rt werden, wie die bereits mehrfach erwa¨hnten
Kompetenzzellen definiert und strukturiert sind.
4.2.2 Kompetenzzellen
Die Kompetenzzelle (KPZ) ist der grundlegende Baustein eines hierarchielo-
sen Produktionsnetzwerkes. Sie wird aus einer humanzentrierten Perspektive
heraus modelliert. Kompetenz wird hierbei als psychologisches Pha¨nomen be-
trachtet. Der Begriff Kompetenz umschreibt die kognitiven, konativen und
expressiven Fa¨higkeiten eines Menschen, seine Aktivita¨ten zielgerichtet zu or-
ganisieren. Kompetenz ist eine notwendige Voraussetzung fu¨r jede virtuelle
Unternehmenseinheit, die einen Gescha¨ftsprozess realisiert. Bevor jedoch die
Organisationseinheit, die die Bezeichnung Kompetenzzelle erhalten hat, ein-
gefu¨hrt wird, sollen die fu¨r die Namensgebung benutzten Begriffe der Kom-
petenz (vgl. Begriff der Kernkompetenz in Abschnitt 2) und der Zelle einer
genaueren Betrachtung unterzogen werden.
4.2.2.1 Nomen est Omen - Der Begriff der Kompetenzzelle
Wer weiß, was ein
”
Primary Strategic Human Resources Manager“ macht?
Und wer kennt einen
”
Second Roadrunner for Public Marketing Detonation“?
Kaum jemand, aber zahllose Namensgebungen in der Fachliteratur verspre-
chen a¨hnlich ra¨tselhafte Dinge, die oft zur intellektuellen Belustigung fu¨hren.
Vielmehr sollte sich im Namen das Wesen dessen zeigen, der oder das ihn
tra¨gt. Kompetenzzelle sollte deshalb nicht ausschließlich als Vision, denn Vi-
sionen sind vielfach bewusst utopisch formulierte Traumbilder, die ihre Faszi-
nation nicht zuletzt aus der Unerreichbarkeit gewinnen, verstanden werden,
sondern als elementarer Baustein eines praktikablen Konzeptes zur konzep-
tuellen Beherrschung der Modellierung von Wertscho¨pfungsnetzen. Dieser
Unterabschnitt bringt dem Leser die Motivation zur Begriffsbildung na¨her.
Welche Fa¨higkeiten und Fertigkeiten ermo¨glichen den im Netzwerk han-
delnden Organisationseinheiten die notwendigen Aufgaben zu erfu¨llen und
Netzwerk-Rollen zu u¨bernehmen? Picot et al.46 differenzieren (auch in An-
lehnung an Sydow47), die Fa¨higkeit zum Networking in die Dimensionen so-
ziale und kommunikative Fa¨higkeiten, Integrationsfa¨higkeit, Verhandlungs-
geschick sowie kognitive Fa¨higkeiten (z. B. Erkennen wesentlicher Zusam-
menha¨nge). Jede dieser Dimensionen beinhaltet auf der personalen und zu-
46Siehe [Pic98, S. 436].
47Siehe [Syd95a, Sp. 1622 ff.].
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gleich auch auf der organisationalen Ebene sehr unterschiedliche Fa¨higkeits-
aspekte, die in Abha¨ngigkeit vom jeweiligen Kontext wie Art des Netzwerkes,
Phase der Entwicklung, Anzahl der beteiligten Netzknoten, Schwierigkeit der
Aufgabe etc. variieren ko¨nnen. Als Ordnungsrahmen fu¨r die Darstellung von
Fa¨higkeiten wird der pa¨dagogische Begriff der Kompetenz zugrunde gelegt,
weil dabei von einer ganzheitlichen Sicht auf das Subjekt bzw. das Objekt
ausgegangen und deren Fa¨higkeit zur Selbstorganisation eingeschlossen wird.
Kompetenz umfasst diejenigen Fa¨higkeiten, Fertigkeiten, Wissensbesta¨nde
und Erfahrungen einer Organisationseinheit (mo¨glicherweise auch instanzi-
iert), die ihr ermo¨glichen, die zunehmende Komplexita¨t der Umwelt zu ver-
stehen und durch zielgerichtetes und reflektiertes und verantwortliches Han-
deln zu gestalten48. Unterschieden werden dabei vier wechselseitig miteinan-
der verbundene Kompetenzbereiche: Fachkompetenz, Methodenkompetenz,
soziale Kompetenz und Perso¨nlichkeitskompetenz. Inhaltlich bestehen diese
vier Bereiche der Handlungskompetenz aus den folgenden Aspekten49.
Perso¨nlichkeitskompetenz: beinhaltet sowohl verhaltensrelevante Perso¨nlich-
keitsmerkmale als auch Verhaltensdispositionen, die in unterschiedli-
chen sozialen Situationen den erfolgreichen Einsatz von Kenntnissen
und Fa¨higkeiten erlauben. Die Perso¨nlichkeitskompetenz ist assoziiert
zu personellen Ressourcen und geht u¨ber die Modellierung der Prozess-
ketten in die Fachkompetenz ein. Sie wird aus diesem Grunde nicht
weiter betrachtet.
Fachkompetenz: subsumiert Kenntnisse und Erfahrungen in einem Fach-
gebiet (bspw. Marketing, Logistik, Informatik, Technik) und seinen
Schnittstellen sowie die Fertigkeiten in der Anwendung des Wissens
und der Verknu¨pfung seiner Elemente50. Bernien51 scha¨tzt ein, dass
nur Fachkompetenz operationalisierbar und direkt messbar ist, da sie
zu einem erheblichen Teil aus objektivierbaren und teilweise sogar funk-
tional beschreibbaren Sachwissen besteht.
Methodenkompetenz: schließt situations- und fachu¨bergreifende, flexibel ein-
setzbare kognitive Fa¨higkeiten ein. Dazu geho¨rt die Fa¨higkeit, eine kon-
zeptionelle Gesamtsicht (z. B. des Netzwerkes) zu entwickeln und setzt
das Denken in strategischen Dimensionen voraus. Grundlage dafu¨r sind
48Vgl. hierzu [Son96, S. 56], [Ber97c, S. 28] und [Fre01a, S. 4].
49Siehe hierzu [Mef92, S. 355 f.], [Erp96, S. 42 ff.], [Erp99, S. 159], [Ber97c, S. 33] und
[Wal01, S. 134].
50Siehe [Fre01a, S. 392].
51Siehe [Ber97c, S. 32].
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Kenntnis und Beherrschung entsprechender Techniken, Methoden und
Vorgehensweisen.
Sozialkompetenz: dru¨ckt sich in der Fa¨higkeit zur Wahrnehmung, Analyse
und Beeinflussung sozialer Prozesse aus. Sie ist eine Voraussetzung,
um in Interaktionssituationen bei unterschiedlichen Aufgaben eigene
bzw. u¨bergeordnete Ziele zu verfolgen, andere zu motivieren und Kon-
flikte zu handhaben.
Methoden- und Sozialkompetenzen stellen implizites, verborgenes Wissen
dar, welches nur schwer aus vorhandenen Informationen extrahiert werden
kann52. Zudem ist es im Gegensatz zur Fachkompetenz ungleich schwieriger,
diese Kompetenzen zu messen, zu bewerten und zu validieren. Frieling et
al.53 entwarfen mit dem Kasseler Kompetenz-Raster ein Instrument, welches
sich an den vier Kompetenzbereichen orientiert und mehr oder weniger zur
Analyse geeignet ist. Im begrifflichen Zusammenhang gibt Freitag54 einen
U¨berblick u¨ber verschiedene Netzwerkkompetenzen. Um die genannten Rol-
len und Aufgaben als Organisationseinheit in einem Netzwerk realisieren zu
ko¨nnen, erlangen Methoden-, Sozial- und Fachkompetenz besondere Bedeu-
tung. Welche Einzelfa¨higkeiten in den einzelnen Komponenten ganz konkret
erforderlich sind, um bestimmte Anforderungen erfu¨llen zu ko¨nnen, ha¨ngt
von der Spezifik des Netzwerkes und den Anforderungen der jeweiligen Si-
tuation ab.
In der betriebswirtschaftlichen Literatur wird der Begriff der Kompetenz
seit einigen Jahren intensiv diskutiert55. Fu¨r die Struktur einer Organisati-
onseinheit ist die Unterscheidung von Freitag56 in verfu¨gbare Aktivposten
(assets) und Fa¨higkeiten (capabilities) fu¨r die Kompetenz des koordinieren-
denen Vermo¨gens maßgebend. Von Kernkompetenz kann gesprochen wer-
den, wenn die VRIO–Bedingungen Value, Rareness, Imperfect Imitability
und Organizational Specifity erfu¨llt sind57. Duschek58 fordert zudem, dass
Kernkompetenzen gescha¨ftsprozessu¨bergreifend59 und synergetisch verzahnt
sein mu¨ssen. Hierbei soll nicht sto¨ren, dass wechselweise von Kompetenzen
52Hier ist auch der Ansatz fu¨r Wissensmanagement mit all seinen bekannten Methoden
zu finden. Siehe auch [Fre01b, S. 129 ff.] und [Sch01c, S. 495 ff.].
53Vgl. [Kau00, S. 38].
54Siehe [Fre01a, S. 398 ff].
55Wie die bereits zitierte Literatur eindeutig belegt.
56Siehe [Fre01a, S. 393].
57Siehe hierzu [Ros00, S. 35].
58Siehe [Dus98, S. 231].
59Zwingend auch unternehmensu¨bergreifend!
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und Kernkompetenzen gesprochen wird. Fu¨r die vorliegende Arbeit ergab




Die Abbildung 4.4 soll am Beispiel eines Produktionsnetzwerks entspre-
chend der oben beschriebenen Kompetenzbereiche verdeutlichen, dass fu¨r
die ganzheitliche, d. h. unternehmensu¨bergreifende Gestaltung der gesamten
Wertscho¨pfungskette vom ersten Lieferanten bis zum Kunden neben Fach-
kompetenzen insbesondere auch Methoden- und Sozialkompetenzen der in

























Abbildung 4.4: Kompetenzen in einem Netzwerk
Die Organisationseinheit
”
Kompetenzzelle“ ist in der vorliegenden Arbeit
nur Mittel zum Zweck und soll deshalb im weiteren Verlauf nur ihrem Wesen
nach beschrieben werden60. Zweck ist, ein Managementkonzept zur unter-
nehmensu¨bergreifendenen Abstimmung eines Wertscho¨pfungsnetzwerkes zu
entwickeln. In der Abbildung 4.4 wird dieses Konzept durch die roten Schei-
ben oberhalb jedes Unternehmens repra¨sentiert. Diese Scheiben, die alle Teil
des zu entwickelnden informationstechnischen Modellkerns sind, enthalten
die Methoden zu Netzwerkgenese und -betrieb, die vom Kunden initiiert
werden. Die Methodenkompetenz steht hierbei im Mittelpunkt des Interes-
60Im Sonderforschungsbereich 457 gibt es spezielle Teilprojekte, die sich mit dieser The-
matik ausfu¨hrlich befassen. Siehe hierzu verschiedene Beitra¨ge aus [Tei01m].
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ses. Im Abschnitt 4.3 dienen die oben beschriebenen Kompetenzbereiche zur
Entwicklung des Phasenmodells des Extended Value Chain Managements.
Der Begriff Zelle wird biologisch motiviert von Wirth61 eingefu¨hrt und re-
ferenziert die biologische Zelle als kleinste eigensta¨ndig lebensfa¨hige Einheit
aller Lebewesen62. Die Namensgebung weist explizit darauf hin, dass nicht
die vorhandenen unternehmensinternen Leistungseinheiten (z. B. Segmente)
miteinander kooperieren, sondern nur die Kompetenzen, die tatsa¨chlich in
der Prozesskette beno¨tigt werden und nur diese. Damit wurde auf dem For-
schungsgebiet der Produktionsnetzwerke ein internationales Alleinstellungs-
merkmal etabliert.
4.2.2.2 Struktur
Allgemein kann das Konstrukt der Kompetenzzelle als eine Leistungserstel-
lungseinheit verstanden werden, die hoch spezialisiert, kooperationsabha¨ngig,
aber autonom im rechtlichen und betriebswirtschaftlichen Sinn ist. Sie kon-
stituiert sich aus einer Kombination von Produktionsfaktoren, um eine be-
triebswirtschaftlich relevante Leistung zu erbringen. Menschliche Arbeit ist
dabei der Produktionsfaktor, welcher nahezu immer Bestandteil der Kombi-
nation ist, da nur einzelne Menschen oder Gruppen von Menschen Kompetenz
tragen ko¨nnen63. Der Begriff der Kompetenz wird als zentraler theoretischer
Bezugspunkt in Abschnitt 4.3.3 nochmals aufgegriffen. Der Terminus
”
be-
triebswirtschaftlich relevant“ soll implizieren, dass die Zelle die Fa¨higkeit
besitzt, auf der Basis ihrer erbrachten Leistungen zu existieren. Folgende
Definition einer Kompetenzzelle (KPZ) soll fu¨r den Rahmen dieser Arbeit
gelten:
Kompetenzzelle: ist die kleinste, nicht mehr sinnvoll teilbare Leistungseinheit
der Wertscho¨pfung, die autonom lebensfa¨hig in einem Netzwerk existie-
ren kann. Die Kompetenzzelle vereinigt menschliche Kompetenzen64
und o¨konomische Ressourcen65 und besitzt die Fa¨higkeit zur Selbstor-
ganisation.
61Siehe [Wir99, S. 38 ff.].
62Siehe [Bro99, S. 371].
63Die Einschra¨nkung auf ”nahezu“ erfolgt, da nicht ga¨nzlich ausgeschlossen werden kann,
dass auch eine technische Komponente Kompetenz besitzen kann. In Bezug auf Entschei-
dungskompetenz besitzen heutzutage moderne Automaten in Echtzeitsituationen Auto-
nomie bzgl. zu treffender Entscheidungen, da sie teilweise zuverla¨ssiger arbeiten, als der
Mensch.
64Wissen, Anlagen, Fa¨higkeiten, Fertigkeiten, Bereitschaften, u. a.
65Grundstu¨cke und Geba¨ude, Arbeits- und Arbeitshilfsmittel, Material, Finanzmittel,
u. a.
4.2 Herausbildung von Kompetenznetzen 187
Die KPZ bilden sich aus bestehenden Unternehmen entsprechend der Kern-
kompetenzen. Ein Unternehmen kann somit eine oder mehrere KPZ besit-
zen. Eine KPZ geho¨rt nicht notwendigerweise zu einem Unternehmen, denn
sie ko¨nnte aus mehreren Unternehmen modellierungstechnisch hervorgehen.
Diese Variante ist aber auch durch Kooperation von Kompetenzzellen, die
jeweils nur mit einem Unternehmen assoziiert sind, abbildbar. Aus pragma-
tischen Gru¨nden wie der Datenhoheit bei ERP–Systemen werden nur solche




















































Abbildung 4.5: Sichten einer Kompetenzzelle
Die Abbildung 4.5 vermittelt einen ersten Eindruck zur Kompetenzzelle. Im
Vordergrund der Betrachtung steht die funktionelle Beschreibung der Schrit-
te von Gescha¨ftsprozessen, die die Mo¨glichkeit zur Erbringung einer Leistung
beschreiben. Die Hauptprozesse Planning, Execution und Enable wurden be-
reits in Abschnitt 2.5.1.2 ausfu¨hrlich erla¨utert66. Eine Verfeinerung der Pro-
zessebenen in Prozesskategorien ergibt sich aus den Anforderungen an die
Prozessschritte selbst. Den nicht weiter sinnvoll teilbaren Prozessschritten
werden Ressourcen zugeordnet67.
66Siehe hierzu die Abbildungen 2.20 und 2.21.
67Die Vorgehensweise ist analog zur Modellierung der Sichten im ARIS–Modell von
Scheer.
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Die Autonomieeigenschaft einer KPZ ist erforderlich, um sie in die Lage zu
versetzen, generelle Entscheidungen zu treffen. Diese Entscheidungen betref-
fen z. B. die Beteiligung an einer Kooperation oder die Akzeptanz des Ge-
winnanteils bzw. Verlustrisikos aus einer Kooperation. Desweiteren bildet die
Entscheidungsfreiheit die Basis fu¨r eine Entwicklung der Zelle. Falls die KPZ
nur eine Teilmenge der zur Lo¨sung einer komplexen Aufgabe notwendigen
Prozessschritte abdeckt, hat die Zelle zwei Optionen: entweder zu wachsen
und die erforderlichen Kompetenzen zu entwickeln oder eine Kooperation
einzugehen. Die erste Option erfordert Kompetenzerweiterung durch Lernen
und okkupiert im Regelfall zusa¨tzliche Ressourcen. Im Sinne des favorisier-
ten systemischen Ansatzes ist diese Option aber notwendig, um die eigene
Lebensfa¨higkeit durch Anpassung und Lernen sowie Selbstorganisation zu
garantieren. Die zweite Option wird wahrgenommen, wenn die Anwendung
der ersten Option nicht in einem sinnvollen Maße realisierbar ist. Die KPZ ist
dann so stark auf eine spezielle Leistung fokussiert, dass eine Kooperation mit
anderen Einheiten erforderlich ist, um Gescha¨ftsprozesse abzudecken. Aber
gerade diese Kooperationsfa¨higkeit von Spezialisten mit ihrer großen Flexi-
bilita¨t bildet die Chance, ein
”
Network of Excellence“ aufzubauen, fa¨hig mit
traditionellen Großunternehmen in Qualita¨t, Herstellungspreis und -zeit zu
konkurrieren und sie hinsichtlich der Befriedigung individueller Bedu¨rfnisse
und Anforderungen der Kunden sogar zu u¨bertreffen.
Das Kompetenzprofil der KPZ, modelliert durch einen Angebotsvektor, de-
finiert den Anwendungs- und Einsatzbereich der KPZ. Es bildet sich aus der
Kombination der zur Ausfu¨hrung erforderlichen Funktionen (Aktivita¨ten)
und den dazu notwendigen Ressourcen. Es dient der Beschreibung der KPZ
nach außen und damit zur Akquirierung von Auftra¨gen. In Kapitel 5 wird
na¨her auf diesen Vektor eingegangen.
4.2.2.3 Aussagen zur Gro¨ße einer Kompetenzzelle
Bisher wurde noch nicht untersucht, ob es fu¨r eine Kompetenzzelle eine spezi-
fische
”
Gro¨ße“ in Bezug auf die Menge der organisierten Kompetenzen gibt.
Der Anspruch der Hierarchiearmut bzw. -losigkeit ließ in vorhergehenden
Abschnitten bereits die Vermutung aufkommen, dass die KPZ im
”
Organisa-
tions“–Kontinuum eher marktnah angesiedelt ist. Dieser Abschnitt soll diese
thesenhaft formulierte Vermutung unter Zuhilfenahme der Transaktionsko-
stentheorie pru¨fen68.
68Siehe hierzu auch die Vorarbeiten in [Tei01a, Tei01c, Tei01e].
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4.2.2.3.1 Nicht-Markt-Strukturen als Kostensparer
In heutigen Volkswirtschaften arbeiten die meisten Menschen in komplexen
Wirtschaftsstrukturen. Hier findet der gro¨ßte Teil der Wertscho¨pfung statt
und die Effizienz des gesamten Wirtschaftssystems wird von diesen Organi-
sationen beeinflusst. Ziel des erstmals 1937 vero¨ffentlichten und lange Zeit
wenig beachteten Essays
”
The Nature of the Firm“ ist die Pra¨zisierung des
Unternehmensbegriffes und die Aufdeckung des Grundes fu¨r die Existenz von
hierarchischen Strukturen69, einem Pha¨nomen, welches eigentlich nicht so
recht in die auch heute noch vorherrschende neoklassische Lehre der Volks-
wirtschaft passen will, nach der nur die Marktkra¨fte Garant fu¨r effizientes
Wirtschaften sind. Viele O¨konomen fassen die Wirtschaftsordnung nicht als
ein bewusst gesteuertes System, sondern als einen selbststa¨ndig arbeitenden
Organismus auf. Die Verwendung und Verteilung der Ressourcen wird dabei
direkt vom Preismechanismus bestimmt.
Die Realita¨t jedoch ist eine vielfa¨ltigere. Neben den Preismechanismus treten
mehr oder minder hierarchische Unternehmensstrukturen. Bei na¨herer Be-
trachtung besteht der gesamte Markt aus einer Vielzahl von Planungsinseln.
Die Ursache fu¨r deren Existenz sieht Coase in Reibungsverlusten, welche bei
der Anbahnung und Abwicklung von Transaktionen auf demMarkt auftreten.
Die Funktion eines zentralisierten, hierarchisch aufgebauten Unternehmens
ist der bewusste Verzicht auf den Preismechanismus und eine dadurch erziel-
te Vermeidung von Kosten. Diese werden hauptsa¨chlich durch zwei Faktoren
bestimmt. Am offensichtlichsten treten dabei die Anstrengungen fu¨r die Be-
schaffung von Informationen u¨ber Ho¨he und Vergleichbarkeit aller relevanten
Preise zu Tage. Der zweite wichtige Kostenpunkt betrifft die Aufwendungen
fu¨r Vertragsverhandlungen oder Vertragsabschlu¨sse, die jedem Austausch auf
dem freien Markt zugrunde liegen. Beide Kostenarten ko¨nnen durch auf dem
Markt agierende Mittler zwar reduziert, jedoch nie vollsta¨ndig beseitigt wer-
den. Daru¨ber hinaus wird die Bildung von Unternehmen noch durch andere
Umsta¨nde begu¨nstigt. Die unterschiedliche Behandlung von Marktbeziehun-
gen und unternehmensinternen Vorga¨ngen durch staatliche Stellen (erinnert
sei hier nur an die Wirkung von Verkaufssteuern), geho¨rt hier ebenso dazu
wie die Reduktion von Planungsunsicherheiten und die Verringerung der Zahl
der Vertragsschlu¨sse durch langfristige Bindungen. Die Gestaltung dieser Ver-
bindung ist fu¨r Coase das Hauptkriterium, um von einem Unternehmen zu
sprechen.
Werden die Konditionen zwischen Abnehmer und Kunde langfristig festge-
legt, so geschieht dies in aller Regel relativ allgemein. Bestimmt wird die
69So erla¨uterte der Autor selbst in [Coa88, S. 5].
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genaue Ausgestaltung dann erst im Laufe der Zeit durch den Ka¨ufer. Der
Lieferant ist (im Rahmen des vertraglich Vereinbarten) an den Abnehmer
und dessen Weisungen gebunden. Besonders gilt dies fu¨r Anbieter des Faktors
Arbeit. Ein System aus derartigen Beziehungen, in dem die Ressourcen im
Wesentlichen einseitig von einer einzelnen Person – dem Unternehmer – ge-
steuert werden bezeichnet Coase als Unternehmen70. Diese Definition ist un-
ter Vertretern des Transaktionskostenansatzes nicht unumstritten. Hauptar-
gument ist, dass Ein-Personen-Betriebe von ihr nicht erfasst werden ko¨nnen.
Dem ist allerdings entgegenzuhalten, dass das Coase’sche Unternehmen et-
was inhaltlich anderes meint. Zur Verdeutlichung dieser Diskussion sei dazu
stellvertretend auf Hodgson71 verwiesen. Das Augenmerk liegt hier weniger
auf der Produktionseinheit. Diese kann durchaus aus einem einzelnen Hand-
werker oder Dienstleister bestehen. Der wesentliche Punkt ist hier der Ersatz
von Marktstrukturen durch einseitige o¨konomische Abha¨ngigkeitsverha¨ltnis-
se und hierarchische Entscheidungsstrukturen. Vor dem Hintergrund der bis-
herigen Argumentation stellt sich die Frage, warum der Markt nicht syste-
matisch durch eine einheitliche Unternehmensstruktur verdra¨ngt wird.
Zur Erkla¨rung wird zuna¨chst auf die Organisationskosten verwiesen. Diese
steigen um so sta¨rker, je mehr Transaktionen bereits internalisiert sind. Eine
zweite Ursache liegt im menschlichen Versagen des Managements begru¨ndet.
Dieses ist ab einer genu¨gend großen Anzahl nicht mehr in der Lage, alle
Prozesse zu u¨berblicken und sa¨mtliche Produktionsfaktoren ihrer erstbesten
Verwendung zuzufu¨hren. In beiden Fa¨llen sinkt mit wachsender Gro¨ße die
Effizienz der Unternehmensstruktur. Die Unternehmensgro¨ße ist in diesem
Zusammenhang nicht in Abha¨ngigkeit von Umsatz oder Personalumfang zu
sehen. Entscheidend ist hier vielmehr die Anzahl der internalisierten Trans-
aktionen. Irgendwann wird ein Punkt erreicht, wo die internen Kosten die
eingesparten Marktbenutzungsgebu¨hren u¨berschreiten. Bleibt die Anzahl der
Transaktionen jedoch unter dieser Schwelle, so ist das Unternehmen in der
Lage, Leistungen unter dem Marktpreis zu erstellen und anzubieten. Die
optimale Unternehmensgro¨ße wird von der Balance aus internen (d. h. Orga-
nisationskosten) und externen (d. h. Marktbenutzungskosten) Transaktions-
kosten bestimmt. Anderen Erkla¨rungsversuchen fu¨r die optimale Unterneh-
mensgro¨ße, wie mittels Grenzerlo¨sen, ist demnach eine Absage zu erteilen.
Diese Ablehnung hat mehrere Ursachen. Die erste liegt in der Struktur je-
ner Erkla¨rungsmodelle. In ihnen werden oftmals Ein-Produkt-Unternehmen
betrachtet. Diese Vereinfachung ha¨lt in (fast) allen Fa¨llen jedoch nicht der
Realita¨t stand. Coase fu¨hrt hier zurecht an, dass auch bei sinkenden Grenz-
70Vgl. dazu [Coa37, S. 387 ff.].
71Siehe [Hod93].
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ertra¨gen ein weiteres Wachstum durchaus mo¨glich ist. Dazu kann es schon
genu¨gen, die Produktpalette umzustellen oder zu erweitern. Der weitaus be-
deutendere Grund liegt jedoch in der unterschiedlichen Interpretation des
Begriffs
”
Gro¨ße“. Dabei geht es hier, wie bereits erwa¨hnt, weniger um einen
maximalen Output, als um Summe und Struktur der internalisierten Akti-
vita¨ten. Daraus folgt auch eine umfassendere volkswirtschaftliche Definition
des Monopolbegriffs, die u¨ber die des Angebotsmonopols weit hinaus geht72.
Neben den bereits beschriebenen anweisungs- bzw. marktgesteuerten Wirt-
schaftsstrukturen existiert eine breite Spanne kooperativer Strukturen. Da-
zu geho¨ren auch die Produktionsnetzwerke. In der wirtschaftswissenschaftli-
chen Forschung existieren zu deren Einordnung unterschiedliche Ansichten.
Wa¨hrend die vorherrschende Meinung sie als hybride Formen in einem Kon-
tinuum mit den Endpunkten Markt und Hierarchie einordnet, besteht auch
die Auffassung eines eigensta¨ndigen Koordinationsmusters73. Diese Ansicht
la¨sst sich nicht so ohne weiteres von der Hand weisen. Schließlich sollen die
Netze auch u¨ber Merkmale wie Vertrauen und Kooperation verfu¨gen. Vor
diesem Hintergrund sind Bedenken u¨ber die hybride Natur von Netzwerken
durchaus versta¨ndlich. Ebenso lassen sich Argumente finden, die die Exi-
stenz eines Markt-Hierarchie-Kontinuum prinzipiell hinterfragen. Bei einer
Unternehmenshierarchie handelt es sich nicht einfach um das Gegenteil vom
Markt, da sie auch durch andere Elemente als Anordnungsmechanismen ge-
pra¨gt ist. Verwiesen sei hier nur auf Unternehmenskultur und Corporate Iden-
tity. Ebenso ist bei einem Bezug von Leistungen u¨ber den Markt die Hierar-
chie aus gesamtwirtschaftlicher Sicht nicht zwangsla¨ufig verschwunden. Sie ist
vielmehr einfach an einer anderen Stelle angesiedelt. Trotz der vorgebrachten
Kritikpunkte soll hier der Kontinuumsgedanke weiterverfolgt werden. Auch
dafu¨r gibt es vernu¨nftige Gru¨nde. Das Netzwerkmodell beinhaltet sowohl
Marktelemente wie Vertrag und Preismechanismus, als auch unternehmens-
typische Kontrollmechanismen. Das entspricht sowohl den Grundannahmen
des Transaktionskostenansatzes, als auch denen der Produktionsnetzwerke.
4.2.2.3.2 Der Transaktionskostenansatz
An dieser Stelle sollen die einfu¨hrenden Gedanken zur Transaktionskosten-
theorie aus Abschnitt 3.2.1.2 vertieft werden. Der Transaktionskostenansatz
ist, wie bereits beschrieben, unter dem Ansatz des Neuen Institutionalismus
einzuordnen, der im zweiten Drittel des 20. Jahrhunderts entwickelt wurde.
72Siehe hierzu nicht nur das Original [Coa37, S. 401 ff.], sondern auch [Coa88, S. 64 ff.],
wo wiederum eine nachtra¨gliche Pra¨zisierung vorgenommen wird.
73So zum Beispiel zu finden in [Kre97, S. 325].
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Ursache war das immer deutlichere Zutagetreten von Unzula¨nglichkeiten in
der neoklassischen Lehre. Besonders die regelrechte Ausblendung real vorhan-
dener institutioneller Gegebenheiten wurde als unbefriedigend empfunden.
Die Schriften von Coase – und hier besonders der bereits erwa¨hnte Artikel
”
The Nature of the Firm“, aber auch
”
The Problem of Social Cost“ – ko¨nnen
zweifelsohne als Ursprung dieses neuen Zweiges der Volkswirtschaft bezeich-
net werden. Coase muss dies wohl auch selbst so sehen, da er die meisten
Arbeiten der Neuinstitutionalisten mehrfach und ausdru¨cklich als in seinem
Geiste wu¨rdigt74. Selbst gestellter Anspruch des Neuen Institutionalismus ist
die explizite Beru¨cksichtigung und Erkla¨rung von governance structures so-
wie die Gestaltung des institutionellen Rahmens. Definiert wird das Wesen
von Institutionen als ein auf bestimmte Ziele abgestelltes System von Nor-
men. Zu ihnen geho¨ren auch U¨berwachungs- und Garantieinstrumente zur
Durchsetzung dieser Normen. Sie haben die Aufgabe einer zielgerichteten
individuellen Verhaltenssteuerung. Gekennzeichnet werden die unterschied-
lichen Ansa¨tze des Neuen Institutionalismus durch eine Reihe gemeinsamer
Grundannahmen.
Eigennutzstreben: Die Wirtschaftssubjekte haben stabile und konsistente in-
dividuelle Pra¨ferenzen und sind nur auf den eigenen Vorteil bedacht.
zweckrationales Verhalten: Die einzelnen Wirtschaftssubjekte verhalten sich
zur Erreichung ihrer o¨konomischen Ziele zweckgerichtet rational.
methodologischer Individualismus: Die zu untersuchenden Institutionen wie
Unternehmen sind keine eigensta¨ndig handelnden Subjekte. Zur Er-
kla¨rung ihres Verhaltens ist der Ru¨ckgriff auf einzelne Individuen no¨tig.
Tauschparadigma: Alle sozialen Beziehungen basieren auf Austauschbezie-
hungen. Freiwillige Bindungen (z. B. Familie) gelten ebenso als still-
schweigender wirtschaftlicher Vertrag zwischen den beteiligten Parteien
wie prinzipiell auch Zwangssysteme (wie Sklaverei).
Transaktionskosten: Eine Null-Transaktionskosten-Welt ist eine realita¨ts-
fremder Idealtyp. Transaktionskosten treten zwangsla¨ufig bei der An-
bahnung und der Aufrechterhaltung sozialer Beziehungen auf.
Effizienzstandard: Die Neue Institutionen O¨konomik geht von der Existenz
einer First-Best-Solution aus, bei welcher der gesamtvolkswirtschaft-
liche Wohlfahrtsverlust idealerweise Null ist. Ursache fu¨r die (immer
74Vgl. [Coa84, S. 229 ff.].
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spontane) Herausbildung von Institutionen ist dabei die effiziente Ge-
staltung von Transaktionen.
Diese kleine Aufza¨hlung verdeutlicht, dass das Ziel des Neuen Institutionalis-
mus bei aller vorgebrachten Kritik keineswegs die Abschaffung der Neoklassik
ist. Vielmehr geht es um deren Weiterentwicklung und Erneuerung. Dies zeigt
sich auch in der Verwendung des neoklassischen Erkla¨rungsschemas als Ana-
lyseinstrument. Der Neuinstitutionalist North ging in seiner Behauptung so
weit, das eine Aufgabe dieses logisch-analytischen Skelettes einer Aufgabe
des wissenschaftlichen Anspruchs gleich kommt75.
Vorangetrieben wurde der Transaktionskostenansatz vorrangig von William-
son. Er gilt noch heute als der Hauptvertreter dieser Theorie. In seinen Schrif-
ten wurde das gesamte Geru¨st dieses Ansatzes entwickelt und ausgearbeitet.
Williamson betrachtet, wie auch schon der amerikanische Altinstitutionalist
Commons, die Transaktion als elementare Einheit des Wirtschaftens. Da-
bei handelt es sich definitionsgema¨ß um eine soziale Beziehung in Form des
zweckbezogenen Austausches, bzw. des U¨bertrages von Verfu¨gungsrechten.
Die Rede ist dabei im Regelfall nicht vom eigentlichen physischen Tauschakt.
Vielmehr geht es um die Festlegung von Rechten und Pflichten der beteiligten
Parteien im Rahmen kollektiver Regeln. Genauer: Transaktionen bezeichnen
sozioo¨konomische Leistungsbeziehungen, die sich immer auch als Vertrags-
problem definieren lassen. Die bei Anbahnung und Abwicklung von Transak-
tionen unter bestimmten organisatorischen Rahmenbedingungen entstehen-
den Reibungsverluste werden hierbei als Transaktionskosten bezeichnet. Ihr
Umfang geht jedoch u¨ber die enge Bedeutung des deutschen Kostenbegriffes
weit hinaus. Sie umfassen ebenso Opportunita¨tskosten. So erstrecken sie sich
auch auf Zeitverbrauch und aufgewandte Mu¨he sowie Nachteile durch ver-
passte Gelegenheiten. Diese sehr weitreichende Bedeutung verursacht jedoch
enorme Erfassungsprobleme. In der Regel ko¨nnen sie nicht als genau mess-
oder bestimmbare Gro¨ße betrachtet werden. Vielmehr handelt es sich bei Ih-
nen eher um ein didaktisches Hilfsmittel. Folgerichtig endeten auch alle bishe-
rigen Versuche der Messung des Kostenumfanges bei Ungefa¨hr-Abscha¨tzun-
gen.
Ohne den Anspruch auf Vollsta¨ndigkeit zu erheben, ko¨nnen die eingefu¨hrten
Kostenarten auf Seite 129 unter Beachtung des Einsatzes moderner IuK-
Technologien und einer mittleren Faktorspezifita¨t sowie mit Bezug auf Pro-
duktionsnetzwerke in Anlehnung an die Argumentation von Appel76 in Ex-
ante- sowie Ex-post-Kosten weiter untersetzt werden.
75Siehe hierzu [Ter94, S. 82 ff.].
76Siehe [App98]. Vgl. hierzu auch [Ja¨00, S. 120 ff.].
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Ex-ante-Kosten:
• Suchkosten: Kosten fu¨r Partnersuche, Alternativhandlungen etc. Ein
standardisiertes IuK-System kann in der Regel die Suchkosten verrin-
gern, da der Zugriff auf wichtige Informationen von potenziellen Ko-
operationspartnern in Form von anderen Kompetenzzellen erleichtert
wird und zeitlich ungebunden erfolgen kann. U¨ber das Internet ist ei-
ne weltweite Verfu¨gbarkeit mo¨glich. Ein abgestimmter Datenu¨bertra-
gungsstandard fu¨r alle Kompetenzzellen eines stabilen Netzwerkes ver-
ringert die Suchkosten abermals. Im Zuge der Selbstorganisation der
Kompetenzzellen ist nach Beendigung der Ta¨tigkeit in einem dynami-
schen Netzwerk eine schnelle und erfolgreiche Suche nach neuen Ko-
operationsmo¨glichkeiten mo¨glich. Werden die Suchkosten auf die ver-
schiedenen Kooperationsmo¨glichkeiten bezogen, so sind sie bei markt-
licher Koordination besonders hoch, da Partner und Informationen in
der Regel extern gesucht werden mu¨ssen. Fu¨r hybride Formen ist eine
schnelle Abnahme der Kosten vorstellbar, da die statischen Netzwer-
ke schon den Pool potenzieller Kooperationspartner beinhalten, aus
denen dynamische Netze gebildet werden. Praktisch kaum Suchkosten
entstehen in Hierarchien, da alle Kooperationen vorgegeben sind und
organisationsintern realisiert werden.
• Informationskosten: Kosten fu¨r Informationsbeschaffung/-austausch.
Informationskosten entstehen durch mangelnde Information vor oder
wa¨hrend der Kooperation. Diese Kostenart entsteht u. a. durch Benut-
zung verschiedener U¨bertragungsstandards bzw. Dialekte beim Electro-
nic Data Interchange. Informationskostensenkungspotenziale ko¨nnen
dann realisiert werden, wenn jeder Netzwerkteilnehmer die Mo¨glich-
keit hat, auf Gescha¨ftsdaten zeitgleich mit anderen Netzwerkteilneh-
mern zuzugreifen und die Anzahl der Medienbru¨che minimiert wird.
Die Analyse la¨sst wiederum auf relativ hohe Transaktionskosten bei
marktlicher Koordination schließen. In diesem Fall liegt weder eine ein-
heitliche Sprache (bei Global Playern) vor, noch ist derzeit ein har-
monisiertes IuK-System zu erwarten. Vorteilhafter sind hybride Orga-
nisationsformen wie Netzwerke und Hierarchien (Unternehmen). Das
harmonisierte IuK-System im Netzwerk la¨sst auf geringere Transakti-
onskosten a¨hnlich wie beim Unternehmen schließen. Bei hierarchischer
Organisation ko¨nnen die Informationskosten durch veraltete Informa-
tionstechnik oder verschiedene Systeme unter Umsta¨nden sogar ho¨her
als im Netzwerk sein, welches eine moderne IuK-Technologie existenzi-
ell voraussetzt.
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• Entscheidungskosten: Kosten fu¨r Kompromissfindung mehrerer Ent-
scheidungstra¨ger, inkorrekte Vertragsabschlu¨sse, falsche Entscheidun-
gen etc. Diese Kostenart entsteht, wenn mehrere Akteure eine Ent-
scheidung treffen mu¨ssen. Kompromisse zu finden kann eine sehr zeit-
aufwa¨ndige Angelegenheit sein, verbunden mit entsprechend hohen Ko-
sten. Die Rolle der IuK-Technologie bei dieser Transaktionskostenart
kann eher als untergeordnet bezeichnet werden, denn im Mittelpunkt
stehen bei dieser Transaktion die Akteure, in der Regel also Menschen.
Die Kosten einer Vertragsverletzung du¨rften am niedrigsten fu¨r dyna-
mische Netzwerke ausfallen, da opportunistisches Verhalten im dyna-
mischen Netzwerk keine Vorteile fu¨r die Akteure bringen kann. Der
Anreiz, einen Vertrag zu brechen, ist beim Netzwerk geringer, als bei
Markt oder Hierarchie.
• Verhandlungskosten: Kosten fu¨r Verhandlungsfu¨hrung, fu¨r auftretende
Missversta¨ndnisse, zeitliche Ausdehnung etc. Kosten wa¨hrend des Pro-
zesses der Verhandlung werden als Verhandlungskosten bezeichnet und
ko¨nnen Kosten fu¨r Anwa¨lte, Unternehmensberater und Kosten fu¨r Rei-
sen und Reisezeit beinhalten. Die Rolle der IuK-Technologie ist derzeit
als untergeordnet anzusehen.
• Abschreckungskosten: Kosten fu¨r durch unklare Situation oder sonsti-
ge Unsicherheiten entgangene Transaktionen. Um Abschreckungsko-
sten senken zu ko¨nnen, muss die Sicherheit der Informationsversor-
gungstechnologie einen hohen Standard aufweisen. Das bedeutet, dass
opportunistisches Verhalten von Partnern oder anderen Akteuren von
außerhalb des Netzwerkes keinen fruchtbaren Boden finden darf. Da je-
de beteiligte Kompetenzzelle ihre Kernkompetenzen in das dynamische
Netzwerk einbringt, muss sichergestellt werden, dass im Informations-
versorgungssystem nur die Daten abgerufen werden ko¨nnen, die direkt
mit dem Zweck der Virtuellen Organisation in Zusammenhang stehen.
• Vereinbarungskosten: Kosten fu¨r Einigung, Vertragsfixierung etc. Juri-
stische Aspekte werden in der vorliegenden Arbeit nicht weiter verfolgt.
Ex-post-Kosten:
• Kontrollkosten: Kosten fu¨r Gewa¨hrleistung der Vereinbarung. Kontroll-
kosten fallen fu¨r die Anpassung und U¨berwachung von Ergebnissen aus
Transaktionen an. Dazu geho¨ren Kosten der Abwicklung von Lohnzah-
lungen, der Qualita¨tssicherung und der Beibehaltung und U¨berwachung
des technischen Standards. Bei dieser Transaktionskostenart kann ein
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effizientes IuK-System dazu beitragen, die Kosten zu senken. Insbe-
sondere sorgen Tracking und Tracing Methoden fu¨r Transparenz im
Produktionsnetz. Die Kontrollkosten liegen in der Hierarchie niedriger,
als beim Markt. Dies ist auf den Einsatz effizienter Kontrollmecha-
nismen der Hierarchie zuru¨ckzufu¨hren. Bei marktlicher Koordination
fa¨llt die Kontrolle erheblich schwerer. Eine vollsta¨ndige Kontrolle aller
Marktteilnehmer erscheint unmo¨glich.
• Handhabungskosten: Kosten fu¨r die Koordination unterschiedlicher,
gleichzeitig ablaufender Transaktionen. Als Handhabungskosten wer-
den Kosten durch das Management von Kooperationsbeziehungen ins-
besondere Kosten fu¨r die menschliche Arbeitskraft und Kosten fu¨r
die Definition von Gescha¨ftsprozessen bezeichnet. Ermo¨glicht die IuK-
Technologie eine sto¨rungsfreie und pausenlose Kommunikation der
Teammitglieder ohne zeitliche Restriktionen, so sind erhebliche Kosten-
einsparungspotenziale vorhanden. Eine Aussage bezu¨glich der Kosten-
entwicklung fu¨r die einzelnen Koordinationsmo¨glichkeiten ist schwierig,
da die Operationalisierung dieser Kostenart Probleme bereitet. Es ist
aufgrund der enormen Flexibilita¨t durch Kompetenzvernetzung davon
auszugehen, dass die Kosten im Produktionsnetz bei Einsatz einer ef-
fizienten IuK-Technologie am sta¨rksten reduziert werden ko¨nnen.
• Anpassungskosten: Kosten fu¨r die nachtra¨gliche Umgestaltung von be-
reits getroffenen Vereinbarungen. Zu den Anpassungskosten geho¨ren
Kosten, die durch Vera¨nderungen der Transaktionsbedingungen ent-
stehen. Dazu geho¨ren insbesondere Kosten durch die Einfu¨hrung neu-
er Gesetze, die Festlegung neuer Standards fu¨r die Informations- und
Kommunikationstechnologie oder im operativen Bereich Kosten durch
Ausfall und Ersatz von Kooperationspartnern. Um fu¨r die Virtuelle
Organisation Kostenvorteile bei Anpassung zu erreichen, ist ein hoher
Flexibilita¨tsgrad der IuK-Technologie notwendig. Dadurch wird eine
schnelle Reaktion auf Vera¨nderungen der Umwelt ermo¨glicht. Außer-
dem kann sich ein sta¨ndiger Kontakt zum Unternehmensumfeld als
vorteilhaft erweisen, wenn potenzielle Sto¨rungen mo¨glichst fru¨h erkannt
werden sollen. Die Argumente lassen auf Kostenvorteile fu¨r die Netz-
werkorganisation besonders gegenu¨ber der Hierarchie schließen.
• Ausfu¨hrungskosten: Kosten durch verschleppte oder falsche Umset-
zung. Ausfu¨hrungskosten als Transaktionskostenart treten bei einer
Anha¨ufung von Aktivita¨ten ein, die unmotiviert oder fehlerhaft durch-
gefu¨hrt werden. Dazu geho¨rt zum Beispiel die Verschleppung von
Vorga¨ngen an einer bestimmten Stelle im Wertscho¨pfungsprozess.
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• Beendigungskosten: Kosten fu¨r die Annullierung von Vereinbarungen.
Auch dieser juristische Aspekte wird nicht weiter verfolgt.
In Abbildung 4.6 findet sich eine graphische U¨bersicht mit dem qualitativen
Verlauf aller betrachteten Transaktionskostenarten fu¨r ein Produktionsnetz-





























Abbildung 4.6: Partielle Betrachtung der Transaktionskosten im Netzwerk
Durch die qualitative Scha¨tzung des Verlaufs der Kostenkurven kann keine
theoretisch sinnvolle und begru¨ndbare Aussage u¨ber die Anstiege der Kosten
im Definitionsbereich zwischen Markt und Hierarchie getroffen werden. Das
Dilemma wird deutlich, wenn wie in der Abbildung 4.7 der Versuch einer
Kostenaggregation unternommen wird.
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-- TK sehr gering
TKA-Nr. M PN H
1 ++ 0 -
2 + 0 -
3 + - ++
4 ++ - --
5 + 0 -
6 0 0 0
7 0 - ++
8 + 0 0
9 ++ - --
Summe 10+ 4- 3-
Abbildung 4.7: Gesamtbetrachtung der Transaktionskosten im Netzwerk
Aus Abbildung 4.7 kann mit der notwendigen Kreativita¨t der Kurvenver-
lauf so gestaltet werden, dass die hybride Form eines Produktionsnetzwerkes
Vorteile gegenu¨ber der hierarchischen Organisation aufweist. Dies entspra¨che
auch der Intuition. Allerdings liesen sich im Churchill’schen Sinne auch an-
dere Resultate generieren. Insofern fu¨hrt die Transaktionskostenaggregation
zu keinem serio¨sen, wissenschaftlich verwertbaren Ergebnis.
Das Konzept des Extended Value Chain Managements soll ungeachtet dessen
vor allem die Reduzierung der Kostenarten fu¨r Suche, Informationsbeschaf-
fung, Ausfu¨hrung und Handhabung maßgeblich unterstu¨tzen und die Vorteile
vom Markt auf der einen Seite und Hierarchie auf der anderen innerhalb der
hybriden Form des Produktionsnetzwerkes zusammenfu¨hren. Es ist zu ver-
muten, dass in diesem Falle das Produktionsnetzwerk eine Entwicklung zur
priorisierten Organisationsform vollzieht.
Entscheidend fu¨r Transaktionsverlauf und anfallende Kosten ist die Art des
Verhandlungsgegenstandes. Zur Beschreibung stehen mehrere Dimensionen
zur Verfu¨gung. Als Hauptkriterium kann hierbei die oben bereits erwa¨hnte
Faktorspezifita¨t betrachtet werden. Es gilt: je gro¨ßer die Quasi-Rente ist, um
so spezifischer ist auch die Transaktion. Die Quasi-Rente beschreibt dabei die
Kosten, die entstehen wu¨rden, wenn die eigens fu¨r eine Transaktion geta¨tig-
ten Investitionen nicht fu¨r diese, sondern die zweitbeste Mo¨glichkeit einsetzen
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wu¨rden. Eine hohe Faktorspezifita¨t ist somit mit einer starken Bindung an
den Transaktionspartner gleichzusetzen. Hier besteht keine Marktsituation
mit einer Vielzahl von Anbietern mehr, sondern der Zustand eines bilateralen
Angebotes. Diese Situation ist geeignet, einen Partnerwechsel zu verhindern,
obwohl Transaktionen nur noch unter sehr hohen Kosten zustande kommen.
Einfluss auf die Ho¨he der Faktorspezifita¨t haben der Standort, das verwen-
dete Sachkapital (hochspezifisch und/oder unspezifisch, aber fu¨r speziellen
Einsatz beschafft) und der personelle Bildungs- und Erkenntnisstand, der
direkt die Kompetenz des Netzwerkpartners determiniert.
Die zweite Dimension ist die Ha¨ufigkeit, genauer die Wechselwirkung aus
Tauschwert und Zahl der Transaktionen. Besonders hohe Kosten wirken nur
dann nicht abschreckend, wenn eine ausreichend hohe Zahl an Abschlu¨ssen
wahrscheinlich ist, da mit deren Zahl Erkenntnisgewinn und Spezialisierungs-
vorteile steigen. Die Unsicherheit bezeichnet sowohl das Verhalten des Part-
ners, als auch a¨ußere Einflu¨sse, die von keiner Vertragspartei beeinflusst und
vorhergesagt werden ko¨nnen. Besonders bei hoher Faktorspezifita¨t wird die-
ser Gesichtspunkt relevant, da Anpassungsmechanismen implementiert wer-
den mu¨ssen77. Als letztes wa¨re noch die Transaktionsatmospha¨re zu nennen.
Sie entha¨lt das kulturell-gesellschaftliche und das technologisches Umfeld der
Verhandlungen. VonWilliamson selbst wurde sie zwar nicht als eigensta¨ndige
Dimension aufgefasst, jedoch mehrfach in ihrer herausragenden Bedeutung
erwa¨hnt. Da sie jedoch zur massiven Beeinflussung der Transaktionskosten
geeignet ist, ist ihre Charakterisierung als vierte und gleichzeitig problema-
tischste Dimension durchaus angebracht. Die Schwierigkeiten, die sich aus ihr
ergeben, lassen sich schon daran ermessen, dass sie in den meisten Betrach-
tungen zum Transaktionskostenansatz (trotz immer wieder betonter Bedeu-
tung) regelma¨ßig ausgeblendet wird. Die Ursachen dafu¨r werden im Folgen-
den noch betrachtet78.
4.2.2.3.3 Der institutionelle Rahmen zur Transaktionsabwicklung
Hauptaufgabe von Institutionen ist die Bereitstellung von Vertrags- und Kon-
trollsystemen, die einerseits der begrenzten Rationalita¨t Rechnung tragen
sollen und auf der anderen Seite die Gefahren opportunistischen Verhaltens
mildern. Allerdings ergeben sich hier durchaus Probleme bei der genauen
Kla¨rung der Quelle institutioneller Systeme. Es la¨sst sich mit Sicherheit
nicht jede gesellschaftlich relevante Institution unter Kostengesichtspunkten
77Siehe hierzu [Wil90, S. 59 ff.].
78Vgl. dazu auch [Die94, S.28] und [Do¨98].
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erscho¨pfend deuten und begru¨nden, wu¨rde dies doch konsequent zu Ende
gedacht bedeuten, dass auch Weltanschauungen und jede Form von Normen
(ob gesetzlich oder moralisch) ihre Ursache in einer Transaktionskostenmi-
nimierung haben. Auch die umgekehrte Herangehensweise ist problematisch.
Da das Prinzip der schwachen Auslese gilt, wird unterstellt, dass u¨ber la¨nge-
re Zeitra¨ume gesehen die ineffizientesten Koordinationsformen untergehen.
Vo¨llig ausgeblendet wird dabei die Mo¨glichkeit, dass reelle Machtverha¨lt-
nisse, gesellschaftliche Wertesysteme oder die Notwendigkeit zu radikalem
Umdenken die Implementierung wesentlich effizienterer Lo¨sungen ebenso un-
terbinden ko¨nnen wie sehr hohe Abschreckungskosten. Es wird pauschal be-
hauptet, dass die Wirtschaftssubjekte Effizienzu¨berlegungen nicht auf Dauer
ignorieren ko¨nnen. Daraus wird in der Transaktionskostentheorie bisweilen
die These hergeleitet, dass alle langfristig existierenden Organisationen un-
ter Kostengesichtspunkten effizient sein mu¨ssen. Die Falsifikation einer ein-
mal getroffenen Effizienzaussage ist letztlich nicht mo¨glich, weil die Struktur
der Transaktionskosten eine permanente Einfu¨hrung von ex-post Variablen
(d. h. bisher unerkannter Kostenfaktoren) zula¨sst. Da die Kosten in ihrer
Ho¨he und Zusammensetzung nicht endgu¨ltig bestimmbar sind, ko¨nnen sie
fast beliebig festgesetzt und gewichtet werden. Einige Kosten sind sogar
u¨berhaupt nicht bestimmbar (z. B. Opportunita¨t durch Verluste entgange-
ner Mo¨glichkeiten). Dadurch besteht die
”
kreative“ Mo¨glichkeit, ungu¨nstige
Ergebnisse nachzubessern: wa¨hrend ex-ante Aussagen zur Effizienz schwer
gegeben werden ko¨nnen, la¨sst sich ex-post fast alles beweisen. Trotz dieser
peinlichen Lage ko¨nnen in Abha¨ngigkeit von den Transaktionsdimensionen
verschiedene Grundtypen von Vertra¨gen unterschieden werden. Diese sind
institutionell unterschiedlich abgesichert, wie das nachfolgende einfache Ver-
tragsschema in Abbildung 4.8 zeigt79.
Punkt A beschreibt eine Leistungserstellung mittels Mehrzwecktechnologie.
Das heißt die Faktorspezifita¨t k ist Null. Eine Absicherung durch U¨berwa-
chungssysteme ist nicht notwendig. Diese Transaktion findet somit in einer
Wettbewerbswelt statt. In den Punkten C und D ist die Faktorspezifita¨t
k gro¨ßer als Null. Vor den damit verbundenen Risiken sind die Vertrags-
partner jedoch durch ein System von Sicherungen s geschu¨tzt. Dazu ste-
hen zwei Alternativen zur Verfu¨gung. Die Transaktion kann in eine einheit-
liche Unternehmensstruktur integriert werden (Punkt D), oder aber sie wird
durch ein marktfremdes System von Vereinbarungen gestu¨tzt, die fu¨r den
Falle des Vertragsbruches abschreckende Sanktionsmassnahmen bereithal-
ten80. Ausschlaggebend fu¨r die Wahl eines der beiden Punkte sind Transak-
79Siehe [Wil98, S. 38].
80Zu beachten ist der feine aber bedeutende Unterschied zum Vertrauensprinzip hierar-
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Abbildung 4.8: Einfaches Vertragsschema
tionsha¨ufigkeit und Spezifita¨t. Sind beide sehr hoch anzusetzen, so ist nach
der Transaktionskostentheorie eine einheitliche hierarchische Struktur vorzu-
ziehen. Punkt B schließlich beschreibt eine Situation in der ein potenzieller
Anbieter zur Kompensation seines hohen Risikos (k gro¨ßer Null) bei gleich-
zeitig fehlender Sicherheit (s gleich Null) einen erho¨hten Preis fordern wird,
der u¨ber dem von A, C oder D liegt. Um dennoch auch la¨ngerfristig bestehen
zu ko¨nnen, besteht sowohl die Mo¨glichkeit der Reduktion von k, um auf den
freien Markt vorzudringen, als auch die Erho¨hung von s durch institutionelle
Absicherung.
Aus den bisherigen Aussagen folgt der Schluss, dass der natu¨rliche Wirt-
schaftszustand eine Marktordnung ist. Ersetzt wird sie nur dort, wo es zur Ko-
steneinsparung dient81. Lange Zeit war das Wirtschaften nicht durch Preis-
mechanismen, sondern hauptsa¨chlich durch soziale Bindungen und weltan-
schauliche Werte gepra¨gt. Fru¨he Sippen- und Dorfgemeinschaften illustrieren
dies ebenso wie mittelalterliche Gilden oder Klo¨ster. Erst mit zunehmender
Spezialisierung und ansteigendem Handel erlangte die Idee des Marktes ihre
heutige Gestalt und Bedeutung. Seine Funktion ist hauptsa¨chlich eine Verbin-
dung der einzelnen Wirtschaftssubjekte. Auch Ma¨rkte ko¨nnen als ku¨nstliche
Institutionen interpretiert werden. Ihre Funktionsfa¨higkeit basiert auf ge-
sellschaftlich akzeptierten Grundnormen und politischen Rahmenbedingun-
gen. Staatliches Handeln kann Marktmechanismen demnach nicht nur außer
chieloser Netzwerke!
81Zu finden sind diesbezu¨glich jedoch auch andere Meinungen: der Markt als ”Naturge-
setz“ entspricht demnach zwar dem Zeitgeist, ist jedoch bei historischer Betrachtung auch
mit Fragezeichen zu versehen.
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Kraft setzen, wie Coase urspru¨nglich argumentierte, sondern ist vielmehr
gleichzeitig Garant fu¨r deren effizientes Funktionieren82. Demnach wa¨re die
im Transaktionskosten-Ansatz behauptete Eigenlogik aus dem Zusammen-
spiel von Tausch und Ma¨rkten nicht mehr gegeben. Beide Enden des Markt-
Hierarchie-Kontinuums ha¨tten somit den gleichen ku¨nstlichen Ursprung. Bei-
de wa¨ren sie Instrumente zur situationsabha¨ngigen Effizienzsteigerung.
4.2.2.3.4 Weitere Abscha¨tzung des Kostenverlaufes
Aufgrund der komplexen Kostenstruktur sind, wie oben bereits kritisiert, le-
diglich grobe Abscha¨tzungen zum prinzipiellen Kostenverlauf denkbar. Doch
selbst dann ist noch nicht die Frage gekla¨rt, wie sie untereinander zu ge-
wichten sind. Folgerichtig werden im Transaktionskostenansatz auch nicht
die Kosten selbst, sondern nur Kostentrends gegenu¨ber gestellt. Dabei fallen
folgende Grundtrends auf.
• (1) Marktbenutzungskosten:
Ein Anstieg der Faktorspezifita¨t fu¨hrt zu einem progressivem Anstieg
der Transaktionskosten. Diese Annahme gru¨ndet sich auf zwei Argu-
mente. Zum Ersten greifen wenig spezifische Problemlo¨sungen in der
Regel auf Bewa¨hrtes zuru¨ck. Sie erfordern einen geringeren Aufwand
und sind leicht verfu¨gbar. Dadurch treten einige Kostenarten wie Such-
kosten de facto gar nicht oder nur in vernachla¨ssigbarer Ho¨he auf. Bei
steigender Spezifita¨t treten zwangsla¨ufig immer neue Kostenarten in
Erscheinung, da ein Aufbau auf Lerneffekten und Bestehendem immer
weniger mo¨glich ist. Das zweite Argument ist die zunehmende Ho¨he der
Kosten. Auch dies ist plausibel. Die notwendigen Aufwendungen wer-
den steigen, je außergewo¨hnlicher, sprich spezifischer sich der Transak-
tionsgegenstand gestaltet.
• (2) Kosten der Unternehmenshierarchie:
Ein steigender Integrationsgrad erho¨ht nachhaltig die unternehmensin-
ternen Transaktionskosten. Auch dafu¨r bestehen mehrere Gru¨nde. Wie
bereits erwa¨hnt nimmt bei steigender Transaktionszahl das Koordina-
tionsproblem zu. Es wird schwieriger, den U¨berblick zu wahren und im-
mer eine First-Best-Lo¨sung zu finden. Desweiteren la¨sst sich eine zuneh-
mende Integration auch als ansteigende Spezifita¨t deuten. Es ist plau-
sibel, dass die ersten Internalisierungen Bereiche betreffen, die einen
sehr engen Bezug zu den Kernkompetenzen aufweisen, da es diese zu
komplettieren und auszubauen gilt. Die Spezifita¨t der neuen Bereiche
82Vgl. [Dug96].
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wird fu¨r das Unternehmen somit im Regelfall eher gering sein. Bei Ent-
fernung vom Kerngescha¨ft wirkt eine vertikale Integration jedoch als
Anstieg der Faktorspezifita¨t. Dadurch steigen auch die Organisations-
kosten progressiv an.
• (3) Zusammenhang zwischen den Kostentrends (1) und (2):
Ein steigender Integrationsgrad reduziert die Anzahl der Markttrans-
aktionen und damit auch die Marktbenutzungskosten. Dabei gilt das
Prinzip des abnehmenden Grenznutzens. Da Nicht-Markt-Strukturen
die Zielsetzung der Kostenreduktion zugeschrieben wird, werden sich
diese zuerst zur Internalisierung hoch spezifischer Transaktionen kon-
stituieren, da sich bei ihnen ein besonders hohes Einsparungspotenzial
hinsichtlich der Kosten befindet. Unspezifische Produkte werden dem-








Hinsichtlich Auswirkungen des Einsatzes moderner IuK-Technologien auf
die Ho¨he und den Verlauf der Kosten sind in der Literatur drei grundver-
schiedene Argumentationsrichtungen zu finden83. Die erste geht von einer
Begu¨nstigung von Marktstrukturen aus. Argumentiert wird hier vor allem,
dass Informations- und Kommunikationskosten sinken. Damit einhergehend
wird die Findung von Nutzungsalternativen und die Umstellung von Pro-
duktionstechnologien erleichtert, so dass deren Spezifita¨t sinkt. Die zweite
Argumentationsrichtung sieht durch die Mo¨glichkeit intensiven Datenaustau-
sches langfristige Transaktionsbeziehungen in Form strategischer Netzwerke
83Vgl. [Bau98, S. 438 f.] und [Bak93a, S. 37 ff.].
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begu¨nstigt, die einerseits einem Hierarchieabbau Vorschub leisten und ande-
rerseits aber auch die Unverbindlichkeit reiner Marktbeziehungen ersetzen.
Als dritte Denkrichtung ist die Sta¨rkung hierarchischer Unternehmensstruk-
turen zu finden. Hier wird geschlussfolgert, dass es mo¨glich wird, vorrangig
die unternehmensinternen Koordinationskosten zu senken, Weisungsstruktu-
ren zu verflachen und die Flexibilita¨t zu erho¨hen.
Obwohl sie sich gegenseitig ausschließen, sind doch alle drei Pha¨nomene
in der Praxis zu beobachten. Ob jedoch eines von ihnen in der Realita¨t
u¨berwiegen wird und wie lange la¨sst sich ex-ante nur schwerlich feststel-
len. Selbst wenn moderne Technologien geeignet scheinen, die Steigung der
ersten zwei beschriebenen Kostenverla¨ufe zu beeinflussen, so a¨ndern sie letzt-
endlich nicht deren Grundtendenz. Da die Transaktionskostentheorie jedoch
von vornherein nur diese Trends beru¨cksichtigt, lassen sich generelle Vorzu¨ge
fu¨r bestimmte Organisationsformen, die aus modernen Technologien entste-
hen, mit den Instrumentarien dieses Ansatzes nicht unvoreingenommen und
serio¨s begru¨nden. Das Plus moderner IuK–Systeme liegt somit weniger in der
einseitigen Transaktionskostensenkung zugunsten einer bestimmten Organi-
sationsform. Sie du¨rften vielmehr das Aussehen aller denkbaren Strukturfor-
men vera¨ndern. Ihre Hauptbedeutung liegt somit eher in der Ermo¨glichung
der technischen Implementierung und Unterstu¨tzung neuer und alternati-
ver Organisationsstrukturen, was auch fu¨r die hier betrachteten, tendenziell
hierarchielosen Produktionsnetzwerke der Fall ist.
4.2.2.3.5 Opportunismus und begrenzte Rationalita¨t als Verhal-
tensprinzipien
Das Menschenbild in der Transaktionskostentheorie ist von zwei entschei-
denden Faktoren gepra¨gt: einer begrenzten Rationalita¨t und dem Opportu-
nismus84. Beide sind maßgeblich fu¨r die Existenz der beschriebenen Dimen-
sionen und die Struktur der Transaktionen. Hier greift der bereits erwa¨hnte
methodologische Individualismus. Die Wirkungsweise von Institutionen kann
nur u¨ber die menschlichen Charakterzu¨ge verstanden werden.
Die erste Annahme bezieht sich auf die Rationalita¨t der Wirtschaftssub-
jekte. Wa¨hrend in der Neoklassik eine maximale Rationalita¨t vorausgesetzt
wird, geht der Transaktionskostenansatz von der abgemilderten Form der
beschra¨nkten Rationalita¨t aus. Damit wird der zu beobachtenden Tatsache
Rechnung getragen, dass nichtrationales Verhalten in der Realita¨t durchaus
anzutreffen ist. Den handelnden Personen wird damit das permanent vor-
handene Bemu¨hen, sich rational zu verhalten, zugestanden, ohne daran zu
84So auch ausdru¨cklich in [Wil90, S. 49 ff.] hervorgehoben.
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glauben, dass sie dazu immer in der Lage sind. Als Hauptursache fu¨r diese
Unzula¨nglichkeit gilt die beschra¨nkte Fa¨higkeit zum Erkenntnisgewinn. Die
Masse an vorhandenen Informationen kann vom Individuum weder in ihrer
Gesamtheit erfasst werden, noch kann der aufgenommene Anteil an Informa-
tionen unbeschra¨nkt verarbeitet werden. Dadurch sind besonders jene Trans-
aktionen ungu¨nstig zu handhaben, welche die Bewa¨ltigung großer Informa-
tionsmengen erfordern. Aufgrund der beschra¨nkten Rationalita¨t u¨bersteigen
die Transaktionsunsicherheiten oftmals die mentalen Erfassungsgrenzen der
beteiligten Individuen. Auch die (wahrgenommene) Faktorspezifita¨t ha¨ngt
direkt vom angenommenen Grad der Rationalita¨t ab. Aufgrund der Tatsa-
che, dass Alternativen nicht wahrgenommen oder falsch eingescha¨tzt werden,
kann die Spezifita¨t enorm ansteigen. Viele weiter oben genannte Kostenarten
wu¨rden bei maximaler Rationalita¨t nicht existieren.
Die zweite zentrale Verhaltensannahme ist der Opportunismus. Im Gegen-
satz zur landla¨ufigen Bedeutung geht dieser weit u¨ber die gesinnungsarme
Vorteilssuche hinaus. Diese sta¨rkste Form der Verfolgung des Eigeninteresses
schließt auch die bewusste Zuhilfenahme von List und Betrug, die unvoll-
sta¨ndige und verzerrte Informationsweitergabe sowie die (zumindest teilwei-
se) Verschleierung der wahren Absichten ein. Die Herbeifu¨hrung gezielter
Informationsasymmetrien und der Versuch der Vorteilserlangung auf Kosten
anderer gelten eher als Regel denn als Ausnahme. Die augenfa¨lligsten Bei-
spiele fu¨r opportunistisches Verhalten sind erstens die negative Risikoauslese
(adverse selection) und zweitens das auch als moral hazard oder shirking be-
kannte moralische Risiko. Zusammenfassend la¨sst sich das Wesen opportu-
nistischen Verhaltens immer durch die massive Produktion externer Effekte
mit dem Ziel der individuellen Vorteilnahme charakterisieren. Selbst Perso-
nen, die weniger eigennu¨tzig sind, ko¨nnen sich dem Opportunismusproblem
nicht entziehen. Da die
”
Charakterfestigkeit“ der potenziellen Netzwerkpart-
ner nicht von vornherein feststeht, werden sie ex-ante versucht sein, diese zu
erkennen und ex-post Absicherungen einzubauen. Das Funktionieren einer
auf Vertrauen basierenden Partnerschaft wird somit praktisch ausgeschlos-
sen.
Eine kooperative o¨konomische Struktur wird durch die Mo¨glichkeit der U¨ber-
nahme durch unerkannt gebliebene Opportunisten von vornherein unmo¨g-
lich85. Somit gilt, dass ein direkter Zusammenhang zwischen Opportunismus
einerseits und Art und Struktur der Kosten, Unsicherheit und Spezifita¨t an-
dererseits besteht. Die bisweilen zu findende These, dass Opportunismus und
85Eine nachdru¨ckliche Betonung dieser Unvereinbarkeit in [Wil90, S. 73 ff.]. Es besteht
die permanente Gefahr eines ”Raubu¨berfalls“ [Do¨98, S. 38] durch Abdra¨ngung in hoch-
spezifische Transaktionssysteme!
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Herausbildung einer Vertrauensbasis sich nicht zwangsla¨ufig ausschließen, ist
wenig u¨berzeugend. Es wird auf spieltheoretische Untersuchungen verwiesen,
die gerade wegen der gegenseitigen Opportunismusannahme auf Kooperati-
on angewiesen sind. Dies ist immer dann gegeben, wenn eine wechselseitige
Abha¨ngigkeit besteht und sich somit keiner der Beteiligten eine Hinterge-
hung seiner Partner leisten kann86. Aus dieser Zusammenarbeit, so die Be-
hauptung, entwickelt sich dann Schritt fu¨r Schritt ein Vertrauensverha¨ltnis.
Das ist jedoch ebenfalls wenig u¨berzeugend, kommt doch die Zusammen-
arbeit nur dadurch zustande, dass sich alle im gegenseitigen
”
Wu¨rgegriff“
haben und ein hinreichend großes Bedrohungspotenzial entfalten ko¨nnen.
Basis ist keineswegs die gemeinsame Zielverfolgung, sondern die Wahrung
und Nichtgefa¨hrdung des Eigeninteresses. Hier scheint der Versuch, das be-
stehende Verha¨ltnis durch andere Transaktionsbeziehungen zu substituieren,
wahrscheinlicher, als deren Ausbau. Selbst wenn es zur Fortsetzung der Ver-
bindung keine Alternative gibt, so wird diese durch Misstrauen und ein aus-
gefeiltes Sanktionssystem gekennzeichnet sein.
Vor dem Hintergrund des angenommenen Menschenbildes tritt auch die Pro-
blematik der Transaktionsatmospha¨re deutlich hervor. Gesellschaftliche und
kulturelle Rahmenbedingungen ko¨nnen das Ausmaß des Opportunismus be-
einflussen und mit Hilfe der Informationstechnologie ko¨nnen die Erkennt-
nisfa¨higkeit verbessert und Rationalita¨tsgrenzen hinausgeschoben werden.
Auf den ersten Blick scheint damit eine Anpassung des Transaktionskosten-
ansatzes an das Menschenbild mo¨glich, welches hierarchielosen Produktions-
netzwerken zugrunde liegt. Bei genauerer Betrachtung erweist sich dies je-
doch als tru¨gerische Illusion. Hier besteht vielmehr wiederum die Gefahr
des voreingenommenen Zurechtbiegens dessen, was theoretisch zu einer Be-
gru¨ndung fu¨hren sollte. Mittels extensiven Ru¨ckgriffes auf die Transaktions-
atmospha¨re la¨sst sich nahezu alles begru¨nden. Sie ist geeignet, die festge-
haltenen Verhaltensannahmen systematisch auszuho¨hlen und damit auch die
auf ihnen aufbauenden Transaktionsdimensionen in Frage zu stellen. Damit
wu¨rde letztendlich dem gesamten Ansatz die Basis entzogen.
4.2.2.3.6 Bewertung der TAK fu¨r KPZ-Gro¨ßenbestimmung
Zusammenfassend la¨sst sich sagen, dass der Transaktionskostenansatz fu¨r die
Untersuchung von Netzwerkstrukturen von eher bescheidenem Erkla¨rungs-
wert ist. Er steht hierbei zwar nicht im Wege, allerdings liefert er auch
keine wirklich durchschlagenden Erkenntnisse. Dabei soll jedoch nicht ver-
dra¨ngt werden, dass er wertvolle Denkansto¨ße fu¨r die Gestalt von Wirt-
86Siehe u. a. [Die94, S. 100 ff.].
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schaftsstrukturen bereitstellt. Als nicht zu vernachla¨ssigendes Problem er-
weisen sich hierbei jedoch die unterschiedlichen Basisannahmen, die dem
Netzwerkkonzept und dem TAK-Ansatz zugrunde liegen. Zwar sieht auch
der Transaktionskostenansatz hybride Wirtschaftsstrukturen vor, diese fußen
jedoch nicht auf den gleichen Grundlagen wie sie bei hierarchielosen Pro-
duktionsnetzen angenommen werden. Die ausschließlich an Kosteneffizienz
ausgerichtete Betrachtung von Transaktionskosten steht hier einem wesent-
lich ganzheitlicherem Anspruch gegenu¨ber. Neben diesen unterschiedlichen
Ausgangspunkten ist besonders kritisch die Tatsache hervorzuheben, dass
selbst die einseitige Fixierung des TAK-Ansatzes auf eine Transaktionsko-
stenminimierung auf Grund der unscharfen Kostenstruktur nicht zu eindeu-
tigen und u¨berzeugenden ex-ante-Aussagen hinsichtlich der optimalen Orga-
nisationsstruktur fu¨hren kann. Auch dafu¨r, dass der Einsatz von modernen
IuK–Technologien die Transaktionskosten einseitig zugunsten eines bestimm-
ten Endes des Markt–Hierarchie–Kontinuums verschiebt, stellt der Transak-
tionskostenansatz keine schlu¨ssigen und unwiderlegbaren Erkla¨rungsmuster
bereit. Vielmehr la¨sst sich mit entsprechendem
”
kreativen“ Geschick jedes
gewu¨nschte Ergebnis mit den gleichen Werkzeugen beweisen, wie die nach-
folgenden Abbildungen zeigen.
Abbildung 4.10: Gegenu¨berstellung Markt-/Hierarchiekosten I
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Die rote Ebene aus der Abbildung 4.10 beschreibt dabei die Ho¨he der Trans-
aktionskosten bei der Nutzung von Marktmechanismen, wa¨hrend die rosa
Ebene die Transaktionskosten in hierarchischen Systemen kennzeichnet. Auf-
gespannt werden beide Ebenen durch die Spezifita¨t k (mit der daraus abge-
leiteten Bindungsintensita¨t) und dem Integrationsgrad (d. h. dem Umfang
internalisierter Aktivita¨ten). Beide Ebenen orientieren sich in ihrer ra¨umli-
chen Lage streng an den in den vorherigen Abschnitten beschriebenen Ko-
stentrends und -verla¨ufen. Es la¨sst sich zeigen, dass besonders bei geringem
Integrationsgrad und niedriger Faktorspezifita¨t die Marktbenutzungskosten
niedriger sind, als die Kosten mit denen gleiche Leistungen in Unternehmens-
hierarchien zu erstellen sind. Aufgrund des geringeren Anstieges der unter-
nehmensinternen Transaktionskosten schrumpft dieser Kostenvorteil jedoch
mit wachsender Spezifita¨t und einer wachsenden Anzahl an Transaktionen,
um sich letztendlich ganz umzukehren. Wo jedoch diese Schwelle der Ko-
stengleichheit von Markt und Hierarchie (in der Abbildung durch eine dicke
rote Linie dargestellt) u¨berschritten wird, la¨sst sich nicht mit Bestimmtheit
sagen. Konkrete Aussagen hierzu haben eher spekulativen Charakter. Dies
wird auch in Abbildung 4.11 deutlich.
Abbildung 4.11: Gegenu¨berstellung Markt-/Hierarchiekosten II
Auch hier werden sa¨mtliche bereits dargestellten Kostenverla¨ufe und Trends
beachtet. Dennoch sind ihre Ergebnisse grundverschieden. Durch den sehr
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weitla¨ufigen und nicht erscho¨pfend erfassbaren Aufbau der Kosten ko¨nnen
problemlos unterschiedlich steile Verla¨ufe konstruiert werden, ohne mit den
Annahmen des Transaktionskostenansatzes in Konflikt zu geraden. Eine zu-
verla¨ssige ex-ante Prognose, welche die Bevorzugung einer bestimmten Or-
ganisationsform aus dem Markt-Hierarchie-Kontinuum schlu¨ssig begru¨ndet,
la¨sst sich auf diese Weise nicht formulieren. Es zeigt sich einmal mehr: die
Transaktionskosten erweisen sich zwar als gutes didaktisches Hilfsmittel,
nicht jedoch als schlagkra¨ftiges Analyseinstrument.
4.2.3 Kompetenzzellennetz
Nach Einfu¨hrung der Kompetenzzellen im vorherigen Abschnitt, soll im wei-
teren Verlauf der Arbeit der Begriff Kompetenzzellennetz (KPZN) benutzt
werden, um eine Abgrenzung zu anderen Forschungsansa¨tzen und begriffliche
Eindeutigkeit zu gewa¨hrleisten.
In diesem Abschnitt sollen statische und dynamische Elemente des Kom-
petenzzellennetzes herausgearbeitet und die grundsa¨tzliche Idee von Wirth
zu dieser Organisationsform, die im Jahr 2000 zu einem der vier Sonderfor-
schungsbereiche zu Netzwerken in Deutschland fu¨hrte, in teilweise u¨berar-
beiteter und erweiterter Form wiedergegeben werden. Das Grundversta¨ndnis
hierzu ist notwendig, um im folgenden Abschnitt 4.3 das Managementkonzept
zu Kompetenzzellennetzen vorstellen zu ko¨nnen.
4.2.3.1 Ressourcenpool als statisches Netzwerk
Die Kompetenzzellen einer Region (geographisch oder informationstechnisch)
mit bestehenden mentalen und strukturellen Kopplungen stellen gewisserma-
ßen ein strategisches Netzwerk mit besonderen Eigenschaften87 oder einen
so genannten Ressourcenpool dar. Der Ressourcenpool ist auf lange Sicht
angelegt, also zeitlich relativ stabil. Gleichwohl sind die Elemente dezentral
koordiniert. Die Aufnahme neuer sowie das Ausscheiden registrierter Kompe-
tenzzellen erfolgt diskontinuierlich. Die Aufgabe des Ressourcenpools besteht
in der Registration von Kompetenzzellen zur spa¨teren Genese dynamischer
Netzwerke zur Erfu¨llung einer bestimmten Aufgabe (informationstechnisch
getriebene Auftragsbearbeitung). Er kann demnach nicht als Virtuelles Un-
ternehmen oder Projektnetzwerk bezeichnet werden, da der dynamische Cha-
rakter nicht vorhanden ist. Abbildung 4.12 ordnet das statische Netzwerk von
87Regional und strategisch.
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Kompetenzzellen (Ressourcenpool) in das Raster verschiedener Netzwerkty-















Abbildung 4.12: Einordnung des Ressourcenpools als statisches Netzwerk
Ein Ressourcenpool88 ist fu¨r Kompetenzzellen in Abgrenzung zu Unterneh-
men die Grundlage zur Kooperation als eine wesentliche Unternehmensstra-
tegie. An diese anknu¨pfend bildet die informationstechnisch gestu¨tzte Inte-
gration in Wertscho¨pfungsnetze die Hauptform der Leistungserstellung. Eine
derartige Aufteilung in einen statischen und einen dynamischen Teil der Ver-
netzung ist allerdings, wie die aufgearbeitete Literatur aus Abschnitt 3.2
und weitere Arbeiten zur Morphologie der Kooperationen von Schwarz89,
Fontanari90, Staud91 oder Balling92 zeigen, nicht neu. Der Verweis auf die-
se Publikationen ist zur richtigen Einordnung der latenten Beziehungen im
88Der Ressourcenpool ist im Wesentlichen kompatibel zur Auffassung von Baum/Dam-
mann in [Bau01, S. 56]. Sie bezeichnen diesen als Basisebene innerhalb des Konzeptes zur
Zwei-Ebenen-Kooperation.
89Siehe [Sch79]. Mit dem Ziel der Erweiterung der Strukturlehre von Organisationen
schla¨gt Schwarz u. a. eine morphologische Matrix zur Gestaltsanalyse von Kooperationen
vor.
90Siehe [Fon96], wo Kooperationsbildung als Prozess erkla¨rt und hermeneutisch eben
dieses Pha¨nomen fu¨r eine zuku¨nftige Entscheidungsgrundlage fu¨r die richtige kontextsen-
sitive Kooperation aufbereitet wird.
91Siehe zur Typisierung von Kooperationen aus architektonischem Blickwinkel [Sta92].
92Siehe [Bal97] zu Kooperationformen mit den Zielen einer besseren Operationalisierung
und methodischen Analyse.
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KPZN notwendig, da die vorliegende Arbeit deren Kenntnis voraussetzt, um
die Konzentration auf die methodische Unterstu¨tzung der Genese und des
Betreibens des dynamischen Teils der Netzwerke zu lenken. Zu vertiefenden
Erkenntnissen zum statischen Netzwerk in KPZN sei an dieser Stelle auf die
Arbeiten von Baum/Dammann, Freitag, Bo¨lt und Aderhold/Meyer und die
darin enthaltenen Referenzen auf jeweils eigene Beitra¨ge verwiesen93.
Das Bindeglied zum dynamischen Teil des KPZN ist die Beschreibung der
Kompetenzzellen durch ein Kompetenzprofil, welches in Form eines Ange-
botsvektors dem Netzwerkmanagement zuga¨nglich ist. Der Vektor ermo¨glicht
wa¨hrend des Vorganges der Genese einen Abgleich von Angebot und Nach-
frage von Prozessschritten innerhalb des Wertscho¨pfungsnetzes.
4.2.3.2 Das dynamische Netzwerk
Die Genese des eigentlichen KPZN kann durch unterschiedliche Ereignisse
(z. B. Kundenauftrag, marktanonym disponierte Produktionsauftra¨ge) aus-
gelo¨st werden. In diesem Falle schließen sich letztendlich die Kompetenzzel-
len aus dem statischen Netzwerk (Ressourcenpool) zusammen, die zur Er-
ledigung dieses Auftrages beitragen ko¨nnen. Die zentrale Frage hierbei ist,
welche KPZ fu¨r die Auftragsbearbeitung ausgewa¨hlt werden.
An der Bildung des Wertscho¨pfungsnetzes nehmen nur die KPZ teil, de-
ren Kompetenzen und Fa¨higkeiten zur Erledigung des Auftrages wirklich
beno¨tigt werden. Diese Organisation kann auch als dynamisches Netzwerk94
(da nur tempora¨r existent) oder als Virtuelles Unternehmen bezeichnet wer-
den. Der Begriff tempora¨res Netzwerk tra¨fe am ehesten den Kern der Sache,
hat sich aber in der Literatur nicht etabliert und soll aufgrund der Fu¨lle an
Begriffen auch nicht eingefu¨hrt werden. In Abbildung 4.13 wird das dynami-
sche Netzwerk von Kompetenzzellen (als Teilmenge des statischen Netzwer-
kes)95 in das Raster der verschiedenen Netzwerkstypologien eingeordnet.
Das Produktionsnetz stellt somit definitionsgema¨ß sowohl ein Virtuelles Un-
ternehmen als auch ein regionales Netzwerk, das aus einem speziellen Pro-
duktionsauftrag als konkretes Projekt hervorgeht, dar. Innerhalb des dyna-
mischen Netzwerkes wird eine hierarchielose Koordination, realisiert u¨ber
markta¨hnliche Mechanismen bei gleichzeitiger tendenzieller Abkehr vom heu-
tigen zentralstrukturierten Unternehmen96, angestrebt.
93Alle Beitra¨ge enthalten in [Tei01m].
94Vgl. [Mil84, S. 27 f.], [Mil92, S. 55 f.] und [Mil86, S. 62 f.].
95Im Falle der Kooperation von statischen Netzwerken besteht diese Mengenbeziehung
nicht.
96Vgl. [Wir99, S. 41].













Abbildung 4.13: Einordnung des dynamischen Netzwerkes
Aus diesem Blickwinkel bietet sich eine (gescha¨fts)prozessorientierte Vernet-
zung der Kompetenzzellen an, die durch ein Informationssystem gestu¨tzt
wird, welches notwendigerweise Funktionalita¨t anbietet, die sonst im hierar-
chischen U¨berbau des Unternehmens (z. B. in der Verwaltung) angesiedelt
ist. Beispielhaft dafu¨r sei die Existenz von Stabstellen und Abteilungen fu¨r
Kostenrechnung, Buchfu¨hrung oder Controlling genannt. Nach der Internali-
sierung dieser Kompetenzen stellen Kompetenzzellen eine Art Unternehmen
dar, welches in der u¨blichen Form abbildbar97 ist. Aus diesem Grund liegt der
Fokus der Arbeit auch nicht auf den Organisationseinheiten selbst, sondern
auf der organisationseinheitenu¨bergreifenden methodischen Behandlung von
Wertscho¨pfungsnetzen.
A¨hnlich problematisch wie die Organisation der internen Koordination im
Unternehmen ist die Koordination der Kompetenzzellen im dynamischen
Netzwerk anzusehen. Die Vorstellung einer Koordination ohne Fu¨hrungs-
oder Leitungsinstanz scheint in der Praxis nur schwierig realisierbar. Um ei-
ne hierarchielose Koordination zu ermo¨glichen, ist es zuerst notwendig, die
verschiedenen Managementrollen98 zu identifizieren, die durch verschiedene,
in Netzwerken anzutreffende Dienstleistungsprofile gekennzeichnet sind und
diese anschließend im Informationssystem zu operationalisieren99. Einige we-
97Siehe bspw. Modellierung mit ARIS.
98Vgl. [Sch99g, S. 231 ff.].
99Ebenda.
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sentliche Rollen seien an dieser Stelle kurz erwa¨hnt.
• Netzwerk-Coach:
– Aufbau und Pflege der Infrastruktur,




– Kommunikation mit dem Leistungskonfigurator.
• Auftragsmanager:
– Akquisition von Auftra¨gen,
– Vermarktung der Netzkompetenzen,
– Abgleich von Angebot und Nachfrage und
– Auftragsabwicklung.
Diese Managementrollen ko¨nnen sowohl im strategischen als auch im dyna-
mischen Netzwerk auftreten. Wird die Forderung nach Hierarchielosigkeit des
Netzwerks als Forderung sowohl fu¨r das dynamische als auch fu¨r das statische
Netzwerk verstanden, verkompliziert sich die Aufgabe ganz betra¨chtlich, da
sa¨mtliche oben genannten potenziellen Leistungsprofile u¨ber marktliche Ko-
ordinationsmechanismen abgewickelt werden mu¨ssen. Sinnvoller und fu¨r diese
Arbeit relevant ist die Annahme, dass nur das dynamische Netzwerk der For-
derung nach hierarchieloser Koordination unterliegt. Dann mu¨ssen aus den
Leistungsprofilen nur diejenigen u¨ber Marktmechanismen koordiniert wer-
den, die auch direkt das dynamische Netzwerk betreffen. Diese Funktionen
ko¨nnen vom informationstechnischen Modellkern u¨bernommen werden, der
nicht monolithisch existent ist.
Miles/Snow100 stellen hierfu¨r das Konzept des Brokers vor. Wa¨hrend alle
Hauptfunktionen der Wertscho¨pfungskette u¨ber den Marktmechanismus ko-
ordiniert werden, vereinigt der Broker diejenigen Funktionen, die nicht in
jeder einzelnen Organisation (Kompetenzzelle) vertreten sind. Der Broker
selbst stellt ebenfalls eine Kompetenzzelle dar, die ihre Funktion als beige-
ordnete Instanz sehen kann. Fu¨r die Koordination der Kompetenzen des Bro-
kers werden zahlreiche Konzepte vorgestellt. Steven schla¨gt ein System mit
100Vgl. [Mil86, S. 64 f.].
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Plan-, Verrechnungs- oder Marktpreisen als o¨konomischen Koordinationsme-
chanismus vor101. Ein weiteres Modell, welches zum Modell von Miles/Snow
gewisse A¨hnlichkeiten aufweist, legen Gerpott/Bo¨hm102 vor. In ihrem Mo-
dell wird davon ausgegangen, dass die Annahme der Selbstorganisation in
der Praxis nicht ohne weiteres praktikabel ist. Deshalb muss ein neuarti-
ger Unternehmenstypus identifiziert werden, der als unterstu¨tzendes Organ
die Fa¨higkeit zur Bildung bzw. Integration und Koordination von dynami-
schen Netzwerken vereint. Dieser neue Unternehmungstypus ko¨nnte ebenfalls
als Kompetenzzelle interpretiert werden, die ihrerseits wiederum idealerwei-
se als gleichberechtigte Organisation zu den anderen Kompetenzzellen steht
und deren Funktionen und Fa¨higkeiten u¨ber die Mechanismen des Marktes
koordiniert werden. Auf den so genannten Integrator kommen im Rahmen
der Organisation eines Wertscho¨pfungsnetzwerkes bei der Erledigung eines
Auftrages innerhalb des Virtuellen Unternehmens (also wa¨hrend der Opera-
tionsphase) verschiedenartige Aufgaben wie Abstimmung der Termine und
Optimierung der Durchlaufzeiten zu. Vor allem diese Aufgaben stehen im
Mittelpunkt des Interesses des EVCM-Konzeptes.
Abschließend kann die Definition des Kompetenzzellennetzes auf der Basis
der Erkenntnisse von Ressourcenpool und dynamischen Netzwerk erfolgen.
Kompetenzzellennetz (KPZN): ist ein Netzwerk im Sinne der Definition (sie-
he Seite 97), dessen Knoten aus Kompetenzzellen103 bestehen und des-
sen wesentliche Unternehmensstrategie die Kooperation ist. Die infor-
mationstechnische Infrastruktur u¨bernimmt Aufgaben zur Planung und
Koordination der gemeinsamen Aufgaben und des Managements im
Netzwerk.
4.2.3.3 Statik und Dynamik in einer Vision
Die Vision eines hierachielosen Kompetenzzellennetzes basiert auf der Idee
der Dekomposition der Prozessketten in Prozessschritte (sowie ihrer funktio-
nalen Beschreibung) zur Herstellung eines Produktes und der anschließenden
Suche nach Kompetenzzellen zur Realisierung dieser Schritte. Die folgende
Abbildung 4.14 illustriert die grobe Idee dieser Vision in einer stark simpli-
fizierten Form.
101Vgl. [Ste99b, S. 255].
102Vgl. [Ger00, S. 13 ff.].
103Siehe Definition Kompetenzelle auf Seite 186.








































Abbildung 4.14: Vision eines hierarchielosen Kompetenzzellennetzes
Ausgehend von einem herzustellenden Produkt werden die dafu¨r notwendi-
gen Prozessketten auftragnehmerneutral abgeleitet. Dies bedeutet, dass die
technologischen Kompetenzen innerhalb der Region hinreichend bekannt sein
mu¨ssen. Auf dieser Basis erfolgt die Zerlegung des Produktes in der aus der
Produktionswirtschaft bekannten Form der Baugruppen und Einzelteile mit
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dem dafu¨r notwendigen (und sinnvollen) Detaillierungsgrad. Es folgt fu¨r diese
Teile die Arbeitsplangenerierung. Hierzu gehen die bekannten Technologien
in die Erstellung von Prozessvariantenpla¨nen ein. Aus den einzelnen Schritten
der Prozessvariantenpla¨ne werden die Nachfragevektoren (gru¨ne Symbole in
Abbildung 4.14.) erstellt. Aus diesen ist ersichtlich, welche Leistungsprofile
fu¨r die zu erfu¨llenden Teilaufgaben notwendig sind.
Im informationstechnischen Modellkern beginnt anschließend die Suche nach
Angebotsvektoren (rote Symbole in Abbildung 4.14.) von Kompetenzzellen,
die den Nachfragevektoren in einem hohen Maße entsprechen. Hierbei ist
es denkbar, dass mehrere Kompetenzzellen eine Aufgabe erfu¨llen ko¨nnen104.
Jeder Prozessschritt referenziert im Ergebnis eine Anzahl von KPZ, die die
nachgefragten Aufgaben erfu¨llen ko¨nnen. Die automatische Abwicklung der
Genese des KPZN ist fu¨r einen Knoten manuell zu erfu¨llen, falls keine Asso-
ziation zwischen einem bestimmten Prozessschritt und einer KPZ besteht.
Die Beschaffung der notwendigen Informationen erfolgt in diesem Falle mit
konventionellen Mitteln (Telefon, Email, Post).
Nach Zuordnung der Kompetenzzellen zu den Prozessschritten wird ent-
sprechend bestehender Restriktionen (zeitlich, kostenma¨ßig, ...) aus dem
Prozessvariantenplan eine konkrete Alternative zur Herstellung des Pro-
duktes verbindlich festgelegt (gestrichelte Linien innerhalb des dynami-
schen Netzwerkes in Abbildung 4.14.). Innerhalb des Extended Value Chain
Management–Konzeptes sind die wichtigsten Methoden fu¨r den ersten Schritt
(Genese) enthalten, die in den Kapiteln 5 bis 9 ausfu¨hrlich diskutiert werden.
Die Betreibung des KPZN entspricht dem zweiten Schritt aus der Abbildung
4.14. In dieser Phase erfolgt die Durchfu¨hrung der Prozessschritte. Wichti-
ge Aufgabe des EVCM–Konzeptes ist die U¨berwachung der Ist–Werte mit
Tracing and Tracking–Methoden. Falls eine KPZ ausfa¨llt, sind im Sinne ei-
ner A¨nderungsplanung die Schritte der Genese fu¨r den kritischen Bereich des
Wertscho¨pfungsnetzwerkes zu wiederholen.
Nach Beendigung des Herstellungsprozesses ko¨nnen alle wichtigen Informa-
tionen a-posteriori im informationstechnischen Modellkern hinterlegt werden
(dritter Schritt), um beim na¨chsten Geneseprozess entscheidungsrelevante
Aussagen fu¨r die Beteiligung von Kompetenzzellen zu liefern. Anschließend
terminiert das dynamische Netzwerk.
Im folgenden Abschnitt werden die einzelnen Phasen dieser Vision eines hier-
archielosen Kompetenzzellennetzes in konzeptueller Form des Extended Va-
lue Chain Managements na¨her spezifiziert.
104In Abbildung 4.14 verweist ein gru¨nes Symbol auf mehrere rote Symbole.
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4.3 Das Konzept des Extended Value Chain
Managements
4.3.1 Vorbemerkungen
Bei der Bearbeitung von komplexen wissenschaftlichen Projekten sind ver-
mehrt Begriffe wie Theorie, Modell, Konzept, Methode oder Instrument an-
2Vom MRP zum SCM
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zutreffen. Derartige Bezeichnungen finden ha¨ufig Verwendung, ohne dass eine
pra¨zise Unterscheidung mit den damit verbundenen Bedeutungen getroffen
wird. Nachfolgend sollen die o. g. Begriffe genauer definiert und in einen Zu-
sammenhang gebracht werden, um in den folgenden Abschnitten begriffliche
Klarheit zu schaffen. Dazu erfolgt zuerst eine allgemeine Betrachtung und
anschließend eine U¨bertragung auf die spezielle Problematik des KPZN. Es
wird jedoch davon abgesehen, die Mechanismen zu erkla¨ren, wie derartige
Konstrukte entwickelt werden ko¨nnen.
4.3.1.1 Theorie
Der Begriff Theorie hat sich abgeleitet aus dem griechischen Wort theoria.
Aus historischer Sicht bedeutet dies Betrachtung oder das Zuschauen105. Aus
neuzeitlicher Sicht bezeichnet eine Theorie ein (im Allgemeinen hochkomple-
xes) sprachliches Gebilde. Dieses ordnet aus propositionaler oder begrifflicher
Sicht die Pha¨nomene eines bestimmten Sachbereichs. Ebenfalls beschreibt
eine Theorie die wesentlichen Eigenschaften der zugeho¨rigen Gegensta¨nde
sowie deren Beziehungen untereinander. Sie kann gleichfalls allgemeine Ge-
setze herleiten und Prognosen u¨ber das Auftreten bestimmter Pha¨nomene
innerhalb des betrachteten Bereichs treffen106.
Der Begriff Theorie findet im aktuellen Sprachgebrauch eine vielfa¨ltige Ver-
wendung. Eine mo¨gliche praktische Einteilung unterscheidet wie folgt107:
• die außerwissenschaftliche Verwendung,
• philosophische Verwendungsweisen,
• einzelwissenschaftliche Verwendungsweisen und
• wissenschaftstheoretische Verwendung.
105Vgl. [Mit95, S. 1361].
106Vgl. [Rat94, S. 260].
107Ebenda.
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Da in diesem Rahmen der Begriff Theorie aus Sicht der Verwendung in der
Wissenschaft na¨her beleuchtet werden soll, sind die beiden letzten Punkte
interessant, wa¨hrend die beiden ersten keine weitere Beachtung in diesem
Zusammenhang erfahren sollen.
Aus Sicht einer einzelwissenschaftlichen Verwendung des Begriffes Theorie
lassen sich zwei praxisbezogene, jedoch sehr unterschiedliche Bedeutungen
unterteilen: die Theorie des Schachspiels und die so genannten Architektur-
Theorien108. Wa¨hrend aus erster Sichtweise theoretische Einsichten u¨ber
Spielstellungen etc. gewonnen werden (spieltheoretische Sichtweise), ist die
zweite Sichtweise hochgradig disziplinbezogen. Aus wissenschaftstheoreti-
scher Sichtweise lassen sich in Abha¨ngigkeit von den Grundeinstellungen der
einzelnen Richtungen verschiedene Theoriebegriffe ableiten. Die Gemeinsam-
keit ist in der Erkenntnis zu sehen, dass die Ziele der Aufstellung von Theo-
rien darin bestehen, bestimmte Sachverhalte zu erkla¨ren oder zu prognosti-
zieren. Somit kann eine Theorie als ein System wissenschaftlich begru¨ndeter
Aussagen zur Erkla¨rung bestimmter Tatsachen oder Erscheinungen und der
ihnen zugrundeliegenden Gesetzma¨ßigkeiten verstanden werden109. Eine im
Rahmen einer Untersuchung im Sinne der wissenschaftlichen Erkla¨rung von
Erfahrungen, Beobachtungen und Versuchen entworfene Theorie kann eine
wissenschaftliche Grundlage fu¨r ein Wissensgebiet darstellen.
Der bekannte Wirtschaftswissenschaftler Solow110 behauptet, dass jede Theo-
rie auf Annahmen beruht, die nicht vo¨llig wahr sind, weil es sonst keine Theo-
rie wa¨re. Die Kunst erfolgreicher theoretischer Untersuchungen sieht Solow
darin, unumga¨ngliche Vereinfachungen so vorzunehmen, dass die daraus re-
sultierenden Ergebnisse nur in einem geringem Maße beeintra¨chtigt (oder
verfa¨lscht) werden. Eine entscheidende Annahme ist fu¨r ihn eine solche, von
der die Folgerungen in entscheidendem Maße abha¨ngig sind. Daher sollten
Annahmen innerhalb vernu¨nftiger Grenzen realistisch sein. Sollten jedoch
die Ergebnisse einer Theorie im Wesentlichen auf einer speziellen Annahme
beruhen, die in Zweifel gezogen werden kann, so ist auch das Ergebnis mit
Vorsicht zu betrachten111.
Im Rahmen des daraus resultierenden allgemeinen Theorieversta¨ndnisses er-
gibt sich fu¨r die vorliegende Arbeit nachfolgende Interpretation. Theorien
bilden in der Hierarchie der wissenschaftlichen Mittel die oberste Stufe. Die
Konzeption des EVCM bedient sich in erster Linie vorhandener Theorien, die
entweder in eine sozialwissenschaftliche oder eine IT-gestu¨tzte, algorithmie-
108Vgl. [Rat94, S. 263].
109Vgl. [Mit95, S. 1361].
110Vgl. [Sol68, S. 67]
111Ebenda.
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rende Perspektive einzuordnen sind. Zur ersten Kategorie ko¨nnen die Trans-
aktionskostentheorie (TAK), die Prinzipal-Agenten-Theorie (PAT) und die
Netzwerktheorie gerechnet werden. In den zweiten Bereich ko¨nnen Grup-
pentheorie, Graphentheorie, Wahrscheinlichkeitstheorie, Mengentheorie und
Bedientheorie eingeordnet werden. Den einzelnen Theorien werden verschie-
dene Modelle zugeordnet, wobei einzelne Modelle auch auf mehrere Theorien
Bezug nehmen ko¨nnen.
4.3.1.2 Modell
Das Wort Modell stammt aus dem Lateinischen von modellus, was mit Maß-
stab u¨bersetzt werden kann112. Dieser Begriff findet auf vielfa¨ltige Art und
Weise Verwendung. In der Wissenschaftssprache beschreibt ein Modell in
der Regel (unu¨bersichtliche oder abstrakte) Gegensta¨nde oder Sachverhalte.
Jedoch findet die Darstellung im Allgemeinen durch eine idealisierende Re-
duktion auf relevante Zu¨ge statt, die eine fassbare oder leichter realisierbare
Darstellung dieser Gegensta¨nde oder Sachverhalte zur Folge hat. Die Dar-
stellung objekthafter Bestandteile tritt hierbei jedoch hinter die Darstellung
der relational-funktionalen Beziehungen (=Struktur) zuru¨ck113. Im Allgemei-
nen sind Modelle nicht-sprachliche Entita¨ten, im Unterschied zu formalen
Systemen oder Sprachen, die sie als Modell abzubilden versuchen. Eine Un-
tersuchung von Modellen erfolgt in der Regel in einer mengentheoretischen
Sprache114.
Der Begriff Modell aus einzelwissenschaftlicher Sichtweise ist nicht homo-
gen, und es sind große Unterschiede zum mathematisch-logischen Sprachge-
brauch festzustellen115. Aus naturwissenschaftlicher Sichtweise werden Mo-
delle als verkleinerte Widerspiegelung der Realita¨t (Natur) verstanden. Als
mathematische Modelle bestimmter Prozesse werden aus Sicht der Einzel-
wissenschaften Simulationen in mathematischer Form verstanden, die reale
Entwicklungen nach Auswahl relevant erscheinender Parameter darstellen.
Zusammenfassend ist unter einem Modell aus wissenschaftlicher Sichtwei-
se eine vereinfachte Darstellung der Funktion eines Gegenstandes oder des
Ablauf eines Sachverhaltes zu verstehen, welche eine Untersuchung oder Er-
forschung vereinfacht. In einem Modell sind wissenschaftliche Vorstellungen
und/oder durchdachte Theorien von einem Themenkomplex hinterlegt116.
112Vgl. [Rat94, S. 910].
113Vgl. [Rat94, S. 911].
114Vgl. [Rat94, S. 912].
115Ebenda.
116Vgl. [Mit95, S. 904].
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Fu¨r das EVCM–Konzept werden verschiedenste Modelle auf Basis einer oder
mehrerer fundierter Theorien einerseits erforscht, untersucht und betrachtet;
andererseits ko¨nnen neue Modelle formuliert und/oder bestehende Model-
le pra¨zisiert werden. Als neue Modelle sind Modelle zu verstehen, die so in
der wissenschaftlichen Literatur noch nicht anzutreffen sind (z. B. Polyedra-
le Analyse). Bestehende Modelle ko¨nnen weiterentwickelt werden. Gewisser-
maßen als eine zusammenfassende Vorstufe zu Modellen ko¨nnen Konzepte
angesiedelt werden. Konzepte in Form von Pla¨nen, Programmen, Entwu¨rfen
und Skizzen stellen notwendige Grundideen und Modellideen zusammen117.
4.3.1.3 Methode
Der Begriff Methode stammt vom griechischen Wort methodos ab, was
”
Weg
zu etwas hin“ bzw.
”
Weg oder Gang einer Untersuchung“ bedeutet118. Ei-
ne Methode bezeichnet ein nach Mittel und Zweck planma¨ßiges (=methodi-
sches) Vorgehen, das zu technischer Fertigkeit bei der Lo¨sung theoretischer
und praktischer Aufgaben fu¨hrt. Methodisches Vorgehen bzw. die Verwen-
dung von Methoden gelten als Kennzeichen der Wissenschaften selbst, da die-
se als Charakteristikum fu¨r die wissenschaftlichen Verfahren angesehen wer-
den ko¨nnen119. Eine Methode bezeichnet ein planma¨ßiges Vorgehen bzw. ein
auf einem Regelsystem aufbauendes Verfahren fu¨r die Erlangung von (wissen-
schaftlichen) Erkenntnissen oder praktischen Ergebnissen120. Durch Anwen-
dung einer Methode als eine regelgeleitete Grundlage einer Vorgehensweise
erwa¨chst durch das festgelegte Regelsystem eines Verfahrens die Hoffnung,
ein u¨berpru¨fbares Ergebnis zur untersuchten Problematik zu gewinnen.
Im Rahmen dieser Arbeit bilden die Methoden einen wichtigen Ansatzpunkt
zur Bearbeitung der erforschten Modelle. Durch den Einsatz verschiedenster
Methoden sollen konkrete, u¨berpru¨fbare Ergebnisse zu vorhandenen Proble-
matiken geliefert werden. Heuristiken und verschiedene Algorithmen stellen
einen Schwerpunkt der angewandten Methoden dar.
4.3.1.4 Instrument
Instrumente stellen Hilfsmittel zur Durchsetzung von Absichten dar121. Sie
existieren in Form eines Gera¨ts oder eines feinen Werkzeuges fu¨r das tech-
117Vgl. [o.V02].
118Vgl. [Rat94, S. 889].
119Vgl. [Mit95, S. 876].
120Vgl. [Rat94, S. 889].
121Vgl. [o.V02].
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nische oder wissenschaftliche Arbeiten122. Aus wissenschaftlicher Sichtweise
ko¨nnen Instrumente den Modellen untergeordnet werden, aus denen diese
hervorgehen.
Ein Instrumentarium hingegen ist die Gesamtheit aller benutzten Werkzeuge.
Dies la¨sst zwei relevante Interpretationsmo¨glichkeiten zu: einerseits kann ein
Instrumentarium als die Gesamtheit der als Ausru¨stung zur Durchfu¨hrung
einer Ta¨tigkeit zur Verfu¨gung stehenden Instrumente gesehen werden, ande-
rerseits stellt es die Gesamtheit der fu¨r eine bestimmte Aufgabe, Ta¨tigkeit,
fu¨r die Erreichung eines bestimmten Zieles zur Verfu¨gung stehenden Mittel,
Mo¨glichkeiten und Einrichtungen dar123.
Fu¨r die Umsetzung des EVCM–Konzeptes bieten sich verschiedenste Instru-
mente an, die entwickelten Methoden umzusetzen. Die Instrumente sind ent-
weder der sozialwissenschaftlichen Perspektive oder der IT-gestu¨tzten algo-
rithmierenden Perspektive zuzuordnen. Zu relevanten Instrumenten geho¨ren
beispielsweise Programmiersprachen wie C++ oder Java bzw. Beschreibungs-
sprachen wie UML oder auch Tools wie Visual Studio oder Rational Rose.
4.3.1.5 Synthese der Kategorien
Aufbauend auf den verschiedensten wissenschaftlichen Theorien, die sich in
der Forschung etabliert haben, ko¨nnen unterschiedliche Modelle abgeleitet
werden. Dabei ist es mo¨glich, dass ein Modell auch auf Basis von zwei oder
mehreren Theorien begru¨ndet ist. Als ein mo¨glicher, zusammenfassender Be-
griff mehrerer Modelle kommt die Bezeichnung Konzept in Frage. Ausgehend
von einer Mehrzahl von Modellen, die teilweise bereits vorhanden sind, zum
Teil jedoch auch neu entwickelt wurden, ko¨nnen verschiedene Methoden An-
wendung finden. Die Methoden stellen durch die regelgeleitete Abfolge des
Vorgehens einen Versuch zur Umsetzung von Modellen in die Praxis dar.
Ausgehend von diesen Methoden werden schließlich verschiedene Instrumen-
te eingesetzt, um die gewu¨nschten Forschungsergebnisse, auch praxisrelevant,
erzielen zu ko¨nnen. Auch bei den Methoden und Instrumentarien kann in
neuentwickelte, weiterentwickelte oder bereits vorhandene Elemente unter-
schieden werden.
Die folgende Abbildung 4.15 zeigt die wesentlichen, in dieser Arbeit ent-
wickelten oder benutzten Theorien, Modelle/Konzepte, Methoden und In-




122Vgl. [Rat94, S. 641].
123Ebenda.

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 4.15: Synthese wissenschaftlicher Kategorien
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4.3.2 Ablauforganisation
Um zu einem konzeptuellen Rahmen fu¨r den Entwurf des EVCM–Konzeptes
zu gelangen, ist das grobe Versta¨ndnis von Ablauf- und Aufbauorganisation
des KPZN, zuna¨chst in schemenhafter Form, notwendig. Anhand der folgen-
den, simplifizierenden Abbildung soll dieses Versta¨ndnis geschaffen werden.
Im Groben zerfa¨llt die Dynamik des KPZN in zwei Abla¨ufe: den Anfrage-
vorgang (Ausrollprozess in Unterabbildung 4.16(a)) und in den Prozess der
Antwortgenerierung (Einrollprozess in Unterabbildung 4.16(b)), die im Fol-
genden erkla¨rt werden.
Der erste Schritt der Genese eines Kooperationsnetzwerkes
”
Dekomposition
Wertscho¨pfungsnetz“, nach dem eine detaillierte und strukturierte Produk-
tionsanfrage vorliegt, ist die Erstellung eines Funktionsmodells, welches die
verteilte Konzeption und Konstruktion des Produktes in einem Netzwerk
aus Kompetenzzellen gestattet und die Basis fu¨r eine simultane Grobpla-
nung mo¨glicher Fertigungsszenarien innerhalb der Kooperation bildet, die
bis auf Prozessschritte heruntergebrochen werden. Diese Aufgabe wird von
einer Kompetenzzelle aus dem Funktionsbereich Arbeitsplanung erfu¨llt. Es
ist mo¨glich, dass eine spezifische Fertigungskompetenzzelle mehrere Prozess-
schritte umsetzen kann. Ein verteilter Fertigungsvariantenplan wird deshalb,
wenn alle durch das Netzwerk umsetzbaren und zugleich sinnvollen Herstel-
lungsszenarien betrachtet werden, aus sehr vielen Herstellungsalternativen
inklusive deren Variation und Permutation bestehen. Zwangsla¨ufig muss die
KPZ Arbeitsplanung Informationen u¨ber die vorhandenen bzw. nutzbaren
Maschinen und deren technologischen Einsatzpotenziale vom informations-
technischen Modellkern (IMK) erhalten, der u. a. die Informationen zum stra-
tegischen (statischen) Netzwerk verwaltet. Das Resultat dieser Planungs-
phase ist der Prozessvariantenplan. Im Gegensatz zur konventionellen se-
quentiellen Arbeitsplanung in Unternehmen beschreibt die Kompetenzzelle
Arbeitsplanung innerhalb der vernetzten Wertscho¨pfung die Reihenfolge der
Prozessschritte in Form des oben genannten Nachfragevektors KPZ–neutral,
d. h. eine Zuordnung von auszufu¨hrenden KPZ wird zu diesem Zeitpunkt
noch nicht getroffen. Der Nachfragevektor setzt sich aus Produkt-, Prozess-
und Auftragsdaten wie z. B. Informationen u¨ber das Fertigungsverfahren,
Oberfla¨chengu¨ten, Tolerierungen, Werkstoff, Geometriedaten usw. zusam-
men.
Eine KPZ-gebundene, zeitliche Ressourcenplanung kann erst erfolgen, wenn
entsprechende Fertigungskompetenzzellen mit ihren spezifischen Fertigungs-
zeiten und Kapazita¨ten, welche im IMK in Form eines Angebotsvektors exi-
stieren, den erstellten Anforderungsvektoren zugeordnet werden. Dies ist Auf-
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gabe des zweiten Schrittes bei der Bildung des dynamischen KPZN
”
Su-
che nach Kompetenzzellen“. Der Angebotssvektor widerspiegelt die tech-
nologischen Mo¨glichkeiten einer Fertigungskompetenzzelle in analoger On-
tologie des Anforderungsvektors. Nach der vollsta¨ndigen Zuordnung von
Beschreibungs- und Anforderungsvektoren entsteht aus dem bewerteten Pro-
zessvariantenplan der verteilte (KPZ–attribuierte) Fertigungsvariantenplan.
Da eine Dekomposition des Produktes nicht zu einem Zeitpunkt in vollem
Umfang realisiert wird, kann dieses Vorgehen rekursiv in mehreren Phasen
ablaufen (im oberen Teilbild der Abbildung 4.16 als Ausrollvorgang angedeu-
tet).
Ein Kunde kann im Wesentlichen seinen Bedarf (durch ? symbolisiert) auf
drei Arten anmelden: zum ersten durch eine konventionelle Anfrage124 an
ein bekanntes Unternehmen, zum zweiten durch eine Anfrage u¨ber den IMK
an das KPZN und zum dritten u¨ber einen der reichlich vorhandenen Markt-
pla¨tze. In gewisser Weise kann der IMK auch als Martkplatz aufgefasst wer-
den. Darauf wird na¨her in Abschnitt 5.2.1 eingegangen. Die erste und die
letzte Mo¨glichkeit zeichnen sich regelma¨ßig durch Medienbru¨che und manu-
elle Vorgehensweisen innerhalb des gesamten Informationsverarbeitungspro-
zesses aus. Alle bekannten Lo¨sungen bilden im besten Fall bina¨re Relationen
zwischen Unternehmen ab (siehe Kritikpunkte in Abschnitt 2.6.2.). Diesen
Mangel behebt die zweite Alternative, deren Verlauf im Folgenden weiter
untersetzt wird.
Nach Ablauf der ersten beiden Schritte der KPZN–Genese und erfolgter At-
tribuierung der Prozessschritte mit KPZ, muss fu¨r diese im dritten Schritt
entsprechend gebildeter Unteranfragen ? eine interne Ablaufplanung erfol-
gen. Diese Unteranfragen resultieren i. d. R. aus einer Nettobedarfsauflo¨sung
mit Vorlaufverschiebung fu¨r die angefragten Produkte. Die zentrale Aufgabe
der Materialbedarfsplanung ist die Sicherstellung der Materialverfu¨gbarkeit.
Es wird die Anzahl der Baugruppen, Einzelteile und Rohstoffe bestimmt, die
zur Erfu¨llung des geplanten Produktionsprogrammes notwendig sind. Diese
mu¨ssen zur richtigen Zeit in der richtigen Menge verfu¨gbar sein. Das Ergebnis
der Materialbedarfsplanung sind Beschaffungsvorschla¨ge. Bei der Bedarfs-
planung werden die Mengen und Termine festgelegt. Die geplanten Bedarfe
werden mit den Lagerbesta¨nden und geplanten Besta¨nden, die zwar nicht
jetzt, aber zum Bedarfszeitpunkt verfu¨gbar sind, verrechnet. Eventuelle Un-
terdeckungen werden festgestellt. Dazu werden Daten u¨ber Lagerbewegun-
gen, Fertigungszusta¨nde und geplante Auftra¨ge beno¨tigt. Danach erfolgt die
U¨bergabe der Beschaffungsauftra¨ge an die Produktion bzw. an den Einkauf.
124Postweg, Telefon oder bereits EDI.
































































Beide Grundverfahren der Disposition, sowohl die plangesteuerte Disposition
als auch die verbrauchsgesteuerte Disposition, laufen innerhalb der Material-
bedarfsplanung ab125.
Fu¨r eine Auswahl an Teilen muss also entschiedenen werden, ob diese in
einem Lager bereitstehen (ATP – Available to Promise) oder rechtzeitig
produziert werden ko¨nnen (CTP – Capable to Promise). Das CTP stellt
125Fu¨r detaillierte Informationen zu diesem Verfahren siehe [Ka¨02a].
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die Ablaufplanung i. e. S. dar. Effiziente Algorithmen geben Auskunft u¨ber
die Mo¨glichkeiten der durch begrenzte Ressourcen restiktierten Fertigung,
ein bestimmtes Produkt zu einem bestimmten Termin liefern zu ko¨nnen. Die
umfangreichen Facetten des CTP werden in Kapitel 6 erla¨utert.
Falls beide Mo¨glichkeiten (ATP und CTP) keine befriedigenden Ergebnisse
bzgl. Menge und Termin des nachgefragten Produktes liefern, werden weitere
Anfragen im Sinne eines Outsourcing rekursiv generiert, bis die Blattknoten
der Stu¨ckliste erreicht sind. Die Teilergebnisse von ATP, CTP und Outsour-
cing sind im Symbol ! ! ! an entsprechender Stelle ihrer Ausfu¨hrungs-
reihenfolge (links ATP, Mitte CTP, rechts Outsourcing) dokumentiert. Das
gru¨ne Symbol ! zeigt an, dass das Produkt in der richtigen Menge pu¨nkt-
lich geliefert werden kann. In diesem Falle resultiert der Verzicht auf die
Ausfu¨hrung der nachfolgenden Methoden des CTP oder des Outsourcing.
Das gelbe Symbol ! weist darauf hin, dass bezu¨glich Menge und/oder Ter-
min nicht dem Wunsch in vollem Maße entsprochen werden konnte. Es folgt
der Aufruf der na¨chsten Methode. Das rote Symbol ! zeigt generelle Lie-
ferunfa¨higkeit an. Es erfolgt ebenfalls der Aufruf der na¨chsten Methode. Am
Ende dieses Ausrollvorgangs wird als Ganzes das gleiche Netz generiert, wie
es bei einem zentralen Aufplanungsansatz entstu¨nde. Der Vorteil ist jedoch,
dass die Schwierigkeit einer Gesamtplanung aufgrund der Dezentralisierung
auf KPZ–Niveau reduziert wird.
Der untere Teil der Abbildung 4.16 illustriert den Vorgang des Einrollens. Fu¨r
die generierten Anfragen werden in einem Zeitraum (mo¨glichst nur wenige
Minuten) entsprechende Antworten u¨ber Lieferfa¨higkeit, -termin, -menge und
-wahrscheinlichkeit erwartet. Zu diesem Zweck erfolgt im vierten Schritt die
”
Angebotsgenerierung“ mittels Aggregation der weiterzuleitenden Antwort
aus den erhaltenen Antworten auf die Unteranfragen. Diese Methode wird
in Kaptitel 7 vorgestellt. Der Vorgang der Angebotsgenerierung beendet die
Rekursion auf jeder Stufe, indem der Kunde von seiner angefragten Instanz
die entsprechenden Informationen zur mo¨glichen Umsetzung durch das Netz-
werk als Antwort erha¨lt. Auf keiner Stufe der Rekursion werden endgu¨ltige
Entscheidungen getroffen. Der Nutzer erha¨lt vielmehr Antworttupel, die den
Lo¨sungsraum entsprechend einschra¨nken. Bezu¨glich der Erhaltung mo¨glicher
Optima ist dieses Vorgehen im Hinblick auf eine schnelle Online-Generierung
von realistischen Antworten auf Kundenfragen notwendig.
Bei existierenden Freiheitsgraden126 bezu¨glich der Auswahl von Kompetenz-
zellen kann im fu¨nften Schritt fu¨r das Netzwerk eine Soft-fact–Integration
vollzogen werden. Darunter wird eine Analyse der Netzwerkstruktur unter
126Falls nach technologischer Machbarkeit und o¨konomischer Restriktion noch mehrere
KPZ zur Erfu¨llung eines speziellen Prozessschrittes zur Verfu¨gung stehen.
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Beachtung von eher verhaltensorientierten Beziehungen zwischen Netzknoten
verstanden. Es wird in Kapitel 8 ein Modell zur Operationalisierung derar-
tiger Merkmale zur Strukturanalyse vorgestellt. Daran anschließend erfolgt
im sechsten Schritt die
”
KPZ–Auswahl“ durch geeignete Verfahren. Damit







Netzauf lo¨sung“ komplettieren den Zyklus.
In den bisherigen Ausfu¨hrungen lag der Fokus der Betrachtung zuna¨chst
auf transaktionskostentheoretischen und ablauforganisatorischen Details des
Konzeptes. Eine weitere wichtige Frage, die an dieser Stelle beantwortet wer-
den soll, ist, welchen Nutzen das EVCM–Konzept bezu¨glich der herausgear-
beiteten Kritikpunkte einem Unternehmen (in dem die Organisationseinheit
der KPZ angesiedelt ist) oder einer Wertscho¨pfungskette stiftet? Ein großes
Problem besteht in der unternehmerischen Praxis darin, dass Vertrieb und
Fertigung bei der Beantwortung von Kundenanfragen voneinander entkop-
pelt arbeiten. Einer der Gru¨nde hierfu¨r ist darin zu sehen, dass die meisten
ERP/SCM-Systeme erst mit dem Anlegen von Planauftra¨gen die Einbezie-
hung der Fertigung in die Planung realisieren ko¨nnen. Bei einer unverbind-
lichen Anfrage erfolgt jedoch keine Generierung eines Planauftrages. Somit
ist eine simulative Einlastung des potenziellen Auftrages unter Beachtung
der Kapazita¨tsrestriktionen nicht mo¨glich. Zudem erfolgen die Abfragen zur
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Abbildung 4.17 zeigt in einer U¨bersicht ein Entscheidungsproblem von Unter-
nehmen. In der unternehmerischen Gegenwart gibt es kaum Entscheidungs-
prozesse, die automatisiert u¨ber mehrere Stufen der Wertscho¨pfung ablaufen.
Das liegt zum einen daran, dass derartige Prozesse in ERP/SCM–Systemen
nicht unterstu¨tzt und zum anderen nicht modelliert werden. Es ko¨nnen zwar
Workflows (in riesigem Ausmaß) abgebildet werden, aber nicht in Verbindung
mit der Automatisierung von unternehmensu¨bergreifenden, generischen Zu-
sammenha¨ngen.
Das EVCM–Konzept bildet hierfu¨r einen Rahmen, der in Abbildung 4.16
durch die roten Scheiben oberhalb der ERP-Funktionalita¨t dargestellt wird.
Bei einer Kundenanfrage wird von Fall zu Fall entschieden, wann der Nut-
zer in die Entscheidungsprozesse einbezogen werden muss. Dies ist in erster
Linie davon abha¨ngig, welche Qualita¨t die Antwort aus dem Ru¨ckrollprozess
bezu¨glich des zu erwartenden Risikos einer Terminabweichung besitzt. Falls
eine ATP-Funktionalita¨t eine 100%-Verfu¨gbarkeit der gewu¨nschten Menge zu
einem bestimmten Zeitpunkt meldet, kann die Antwort ! automatisch ge-
neriert werden. Muss bspw. der Sicherheitsbestand angegriffen werden, wird
sich je nach Kundenpriorita¨t, Auftragspriorita¨t oder Unterschreitung des Si-
cherheitsbestandes ein Entscheidungsbedarf ! des Nutzers ableiten. Falls
mit Sicherheit aus einem ATP- oder CTP-Lauf feststeht, dass der Kunde
nicht bedient werden kann, so resultiert automatisch eine Abweisung ! der
Anfrage. Aus durchgefu¨hrten Untersuchungen ergab sich ein hoher zu erwar-
tender Automatisierungsgrad der Entscheidungsprozesse. Bei heutigen Ant-
wortzeiten auf Kundenanfragen von Tagen und ha¨ufig Wochen ist bereits
an dieser Stelle ein großes Nutzenspotenzial fu¨r die Unternehmen deutlich
erkennbar.
4.3.3 Aufbauorganisation
In diesem Unterabschnitt soll angedeutet werden, was sich hinter den EVCM-
Scheiben aus Abbildung 4.16 verbirgt. Da es sich beim KPZN um ein Ver-
netzungsmodell handelt, stellt sich die Frage, welche prima¨re Sicht auf die
Kompetenzzelle zur Modellierung dieser Vernetzung benutzt werden soll. Zur
Auswahl stehen eine funktions-, eine ressourcen- und eine kompetenzorien-
tierte Sichtweise (siehe Abbildung 4.5). Der Begriff des Kompetenzzellennet-
zes legt nahe, die Modellierung ebenso kompetenzorientiert zu betrachten.
Dieser sozialwissenschaftlich motivierte Ansatz zur Netzwerkgenese stellt in
der quantitiven Netzwerkforschung ein Novum dar. Zwar finden sich (wie
oben umfangreich dokumentiert) in der Literatur zahlreiche verhaltensori-
entierte Vernetzungsszenarien, jedoch wurde fu¨r keinen der Versuch unter-
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nommen, ihn in operationalisierbarer Form in ein Informationssystem zu
u¨berfu¨hren. Andererseits sind bestehende Informationssysteme ausschließ-
lich funktionsorientiert konzipiert (siehe Kapitel 2). Aus anderen Theorien
(Fluss-System Theorie) sind ebenfalls ressourcenorientierte Ansa¨tze bekannt,
die nur technizita¨re Ansatze verfolgen. Insofern bildet die in dieser Arbeit
gewa¨hlte kompetenzorientierte Herangehensweise einen wissenschaftlich neu-
en Ansatz durch Integration verhaltensorientierter Merkmale von Netzwer-
ken in Informationssysteme und tra¨gt somit auch der Forderung nach einem
systemisch-evolutiona¨ren Ansatz in vollem Maße Rechnung. Dieser Ansatz
spiegelt sich in der Aufbauorganisation des EVCM–Konzeptes, repra¨sentiert
























Das Schichtenmodell folgt stringent den inhaltlichen Ausfu¨hrungen zur Ab-
lauforganisation aus Abschnitt 4.3.2 und besteht aus drei Hauptteilen:
Informationsinfrastrukturmodell: dient zur Bereitstellung der programm-
technisch realisierten Methoden (Advanced Planning and Scheduling,
Kostenrechnung, Angebotsgenerierung) fu¨r die KPZ unter informati-
onstechnischen Gesichtspunkten (kostengu¨nstige hostbare Lo¨sung) und
zur Sicherstellung der Kommunikation (Standards fu¨r Protokolle und
Sprachen wie CORBA oder JMI sowie eine gemeinsame Ontologie).
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Die Gesamtheit der informationstechnisch notwendigen Voraussetzun-
gen fu¨r die Umsetzung des EVCM–Konzeptes sind im informationstech-
nischen Modellkern (IMK) enthalten. Dieser arbeitet dezentral, was
durch die einzelnen EVCM–Scheiben pro Kompetenzzelle zum Aus-
druck gebracht werden soll.
Kompetenzzellenmodell: vereinigt alle fertigungs- und arbeitsplanungsrele-
vanten Modelle, welche als Fachkompetenz in die Modellierung einge-
hen. Entsprechend notwendige Daten ko¨nnen aus vorhandenen ERP–
Systemen gewonnen werden. Daru¨ber hinausgehende Informationen wie
Angebotsvektoren entha¨lt der IMK selbst127.
Vernetzungsmodell: beinhaltet die Methoden zur Vernetzung von Wert-
scho¨pfungseinheiten. Diese unterscheiden sich nachMethodenkompeten-
zen zur Realisierung der Netzwerkfa¨higkeit der Organisationseinheiten
im Netz (Advanced Planning and Scheduling) sowie nach Sozialkom-
pentenz, die Aussagen u¨ber die Assoziation von Organisationseinheiten
zulassen, d. h. Merkmale, die nicht einem Knoten selbst, sondern nur
der Verbindung zwischen diesen zugeordnet werden kann (z. B. Vertrau-
en). Als Modell ist in diesem Zusammenhang die Polyedrale Analyse
zu nennen. Da diese Assoziationen fu¨r die Strukturbildung von Netz-
werken verantwortlich sind, ko¨nnte auch in einem gewissen Sinne von
Strukturkompetenz gesprochen werden. Hierunter ließen sich demnach
auch logistische Beziehungen zwischen den Organisationseinheiten sub-
sumieren.
Wie aus anderen Schichtenmodellen128 bekannt ist, kommunizieren die einzel-
nen Ebenen miteinander, indem die darunterliegenden Schichten durchlaufen
werden mu¨ssen. Falls also die Polyedrale Analyse zu Strukturuntersuchungen
des Netzwerkes benutzt wird, mu¨ssen die technologischen Rahmenbedingun-
gen u¨ber die Schicht der Fachkompetenz und die o¨konomischen Restriktionen
u¨ber die Schicht der Methodenkompetenz abgearbeitet sein - und immer in
der gleichen Reihenfolge! Die informationstechnische Schicht bildet immer
die Basis der Kommunikation bzw. Koordination.
Gleichgu¨ltig, wie viele Organisationseinheiten am KPZN teilnehmen und wel-
che Infrastruktur diese benutzen, ist eine Standardisierung der Kommunika-
127Fu¨r das EVCM–Konzept hat die organisatorische Sicht der Netzwerkknoten keine
nennenwerte Bedeutung. Es ist fu¨r den Vernetzungsansatz unerheblich, welche Organisa-
tioneinheiten (KPZ, Segmente oder Unternehmen) vernetzt werden sollten. Vielmehr ist
entscheidend, wie dynamisch vernetzt wird.
128Z.B. 7–Schichten–OSI–Referenzmodell.
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tionsabla¨ufe u¨ber eine derartige Schichtenarchitektur notwendige Vorausset-
zung zur Beherrschung der komplexen Aufgaben in Bezug auf die Koordina-
tion der Wertscho¨pfungsprozesse. Eine Schicht erbringt wohldefinierte Lei-
stungen, die nur mit den unmittelbar angrenzenden Schichten u¨ber ebenfalls
wohldefinierte Schnittstellen (Protokolle) ausgetauscht werden.
Entsprechend der ARIS-Konzeption von Scheer129 ist fu¨r die Modellierung
der einzelnen Schichten eine Unterscheidung in Fach-, DV- und Implemen-
tierungskonzept sinnvoll. In den Kapiteln 5 bis 9 erfolgt die Beschreibung
der betriebswirtschaftlichen orientierten Fachkonzepte. Im Kapitel 10 wird
bezu¨glich dieser Fachkonzepte eine mo¨gliche U¨berfu¨hrung in entsprechende
DV-Konzepte vorgenommen und einige Implementierungsdetails diskutiert.
4.3.4 Der abgeleitete konzeptuelle Rahmen
In diesem Abschnitt erfolgt ausgehend von den theoretischen Konzeptionen
zu Netzwerken und deren Phasenmodellen aus Abschnitt 3.2.3 sowie von der
allgemeinen Deskription von der Aufbau- und der Ablauforganisation des
KPZN deren Zusammenfu¨hrung zu einem konzeptuellen Rahmen, in welchem
die Genese eines KPZN abla¨uft. In Analogie zu Virtuellen Unternehmen all-



































Abbildung 4.19: Phasenmodell der KPZN
129Siehe [Sch95a, S. 17].
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Aus der Abbildung 4.19 sind die in Abschnitt 4.3.2 beschrieben ablaufor-
ganisatorischen Schritte erkennbar und den einzelnen Phasen zugeordnet.
Die hellen Ovale bedu¨rfen entweder keiner theoretischen Betrachtung (Netz-
auflo¨sung) oder sind bereits in anderen Phasen methodisch untersetzt (Netz-
betrieb). Die roten Ovale zeigen die theoretische Neuartigkeit des Ansat-
zes an. Durch die entwickelten Methoden dieser beiden Phasen erfolgt eine
Erweiterung der bisherigen Phasenmodelle nicht begrifflicher, sondern in-
haltlicher Art. Wa¨hrend die Phase
”
Angebotserstellung“ zur Verbesserung
betriebswirtschaftliche Kenngro¨ßen, die unter anderem durch den Bullwhip–
Effekt offensichtlich hervortreten, ein methodisches Repertoire zur Verfu¨gung
stellt, schafft die Phase
”
Soft–fact Integration“ Mo¨glichkeiten der Beru¨cksich-
tigung verhaltenwissenschaftlicher Merkmale wa¨hrend der Netzwerkgenese.
Die Rechtecke zeigen die Zuordnung der Phasen zu den sie behandelnden
Kapiteln und begru¨nden somit inhaltlich die Reihenfolge der Abarbeitung
im weiteren Verlauf der Arbeit.
Abschließend wird auf der Grundlage der bisherigen konzeptuellen U¨berle-
gungen zum Management eines Kompetenzzellennetzwerkes folgende Defini-
tion des Extended Value Chain Managements gegeben:
Extended Value Chain Management: EVCM ist die ganzheitliche, kompe-
tenzorientierte Betrachtung der Gescha¨ftsprozesse eines Produktions-
netzwerkes u¨ber alle Produktionsstufen beginnend beim Kunden und
endend bei elementaren Zulieferern. Es umfasst dabei alle strategischen,
taktischen und operativen Maßnahmen zur effizienten Koordination al-
ler inter- und intraorganisatorischen Gescha¨ftsprozesse, die ihren Ur-
sprung in der fachkompetenten Bildung von Prozessvariantenpla¨nen
haben und sich bis zur sozialkompetenten, operationalisierten Auswahl
von Netzwerkpartnern erstrecken.
4.4 Zusammenfassung
In diesem Kapitel wurden die Erkenntnisse zu ERP/SCM–Systemen aus Ka-
pitel 2 und zu Netzwerken bzw. Managementkonzepten aus Kapitel 3 zu-
sammengefu¨hrt und das Extended Value Chain Management–Konzept fu¨r
Kompetenzzellennetze (KPZN) abgeleitet.
Hierzu erfolgte zuna¨chst die Definition der Organisationseinheit
”
Kompe-
tenzzelle“. Zur sinnvollen Gro¨ße einer KPZ konnten trotz der internationa-
len Brisanz des Themas keine theoretisch verwertbaren Ergebnisse gewon-
nen werden. Obwohl der hierbei benutzte Transaktionskostenansatz einige
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Anla¨sse zu Spekulationen bot, sind dennoch viele kritische Anmerkungen zu
formulieren. Der Begriff der Transaktionskosten ist zum einen recht unklar
definiert. Daher lassen sich eine ganze Reihe wirtschaftlicher Pha¨nomene er-
kla¨ren. Notfalls wird dieser Ansatz im Nachhinein so angepasst, dass die
Argumentation schlu¨ssig wirkt. Zum anderen erfolgt eine Beschra¨nkung der
Betrachtung ausschließlich auf die Kostendimension. Weitere Bestandteile
einer intraorganisationalen Beziehung wie unternehmenspolitische Aspekte
werden vernachla¨ssigt.
Abschließend erfolgte die Einordnung der KPZN in die bestehende Theorie zu
Netzwerken. Das in diesem Zusammenhang vorgestellte Rahmenkonzept zum
EVCM bietet neue wissenschaftliche Ansa¨tze in Bezug auf Soft–fact Integra-
tion und Angbotserstellung. Die Operationalisierung der Konzepte innerhalb
eines Informationsinfrastrukturkonzeptes schließt die Lu¨cke zwischen funkti-
onsorientierten ERP/SCM–Konzepten auf der einen und
”
verbalen“ verhal-
tenorientierten Konzepten auf der anderen Seite.
4.4.1 Offene juristische Probleme
Mit dem Konzept der organisationsu¨bergreifenden Kooperation in Form von
Netzwerken und den daraus resultierenden Virtuellen Unternehmen als Zu-
sammenschluss von Unternehmen, Unternehmensteilen oder Einzelpersonen
zur Erbringung einer bestimmten nachgefragten Leistung hat sich ein vo¨llig
neues Anwendungsgebiet fu¨r die Rechtswissenschaft ergeben.
Nur angesprochen, aber nicht behandelt wurden juristische Probleme in Ver-
bindung mit Produktionsnetzwerken. Dieses ergeben sich vor allem aus der
Tatsache, dass die deutsche Rechtssituation (wie auch die Situation in an-
deren La¨ndern) a¨ußerst unvorbereitet auf diese neue Art u¨berbetrieblicher
Kooperation ist. Wie beim klassischen Unternehmen muss auch in einem Vir-
tuellen Unternehmen versucht werden, die Risiken der Akteure zu vermeiden
und die Haftung zu begrenzen. Fu¨r drei Bereiche130 sind dabei rechtliche
Absicherungen zu treffen:
1. Es ist eine rechtliche Organisationsform fu¨r das stabile Netzwerk zu fin-
den. Dieses langfristige Netzwerk als Plattform Virtueller Unternehmen
ko¨nnte z. B. als Verein, Stiftung oder Genossenschaft gefu¨hrt werden.
Vertraglich sollten die Ziele und Regeln fu¨r alle Netzwerkteilnehmer
festgelegt werden.
130Vgl. [Sch97d, S. 11].
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2. Auch die Virtuelle Organisation selbst beno¨tigt eine Rechtsform. Da
eine schnelle und flexible Leistungserstellung angestrebt wird, empfeh-
len sich bereits vorbereitete Mustervertra¨ge oder Vertragsmodule, um
die Geschwindigkeitsvorteile auch ausnutzen zu ko¨nnen.
3. Das Verha¨ltnis zwischen Kunde (Auftraggeber) und Virtuellem Unter-
nehmen bedarf ebenfalls einer rechtlichen Grundlage. Eine Absicherung
des Kunden wie beim realen Unternehmen ist anzustreben.
Insbesondere ein Virtuelles Unternehmen kann von typischen juristischen
Problemen131 betroffen sein. Hierbei sind arbeitsrechtliche Fragestellungen
(Arbeitsvertra¨ge, Gehaltsbezug) und kartellrechtliche Aspekte (da VU ei-
ne marktbeherrschende Stellung einnehmen ko¨nnten) zu betrachten. Auch
Fragen des Datenschutzes132, des Haftungsrechts, des Patentrechts, des Ur-
heberrechts, des Handels- und Steuerrechts sowie des Prozessrechts wa¨ren zu
beachten.
Auch bei weiteren rechtlichen Fragestellungen ko¨nnten Probleme auftreten.
So stellen z. B. Vertragssto¨rungen133 Konfliktpotenzial dar. Im VU wird ein
fertiges Produkt von einem Akteur an den Kunden ausgeliefert. Sollte am
Produkt ein Mangel vorliegen, wird sich der Kunde zuerst an den Lieferan-
ten wenden, obwohl vielleicht ein anderer Akteur in der Wertscho¨pfungskette
dafu¨r verantwortlich ist. Probleme ko¨nnten auch auftreten, falls das Virtuelle
Unternehmen durch Forschungs- und Entwicklungsta¨tigkeit patentreife Er-
findungen erarbeitet. Da Patente nach §6 PatG (Patentgesetz) dem Erfinder
zustehen, ist zu kla¨ren, wer die Rechte an der Erfindung ha¨lt. Nach dem Ge-
setz u¨ber Arbeitnehmererfindungen (ArbnErfG) ko¨nnen die Rechte an einer
Erfindung an den Arbeitgeber u¨bergehen. Daher ist die Frage zu kla¨ren, ob
das teilnehmende Unternehmen oder das Virtuelle Unternehmen selbst der
Arbeitgeber ist.
Im Gegensatz zum klassischen Unternehmenstypus ist das Virtuelle Unter-
nehmen mit seiner Vielzahl an mo¨glichen Auspra¨gungen nur schwer rechtlich
strukturierbar und deshalb durch die geltenden Gesetze nur unzureichend
abgedeckt. Die einzige Mo¨glichkeit, diese komplexen Netzwerkstrukturen mit
einem rechtlich schlu¨ssigen Rahmen zu versehen, besteht im Abschluss von
Vertragsbu¨ndeln134. Nur ein umfangreiches spezifisches Vertragswerk ko¨nn-
te die Teilnehmer sowohl untereinander als auch im Verha¨ltnis zu Dritten
131Vgl. [Sch97c, S. 368 f.].
132Aufza¨hlung in Anlehnung an [Mu¨95, S. 68]. Zusa¨tzlich kann auch das Vertragsrecht
nach [Som96, S. 23] mit einbezogen werden.
133Vgl. [Som96, S. 23].
134Vgl. [Lan98, S. 1171].
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absichern. Diese Notwendigkeit steht jedoch scheinbar im Widerspruch zur
angestrebten Flexibilita¨t und Schnelligkeit als Erfolgsfaktoren Virtueller Or-
ganisationen.
Auf eine Bearbeitung dieser komplexen juristischen Materie wurde aus dem
anders gesetzten inhaltlichen Fokus verzichtet, auch wenn es zweifelsohne
einer intensiven Bearbeitung bedarf.
4.4.2 Netzwerk–Controlling
Neben wichtigen juristischen Fragestellungen wurde in der bisherigen Be-
trachtung ebenso das Netzwerk–Controlling ausgeblendet. Die Anforderun-
gen an die Unternehmensfu¨hrung sind in den letzten Jahren zunehmend
komplexer und anspruchsvoller geworden. Gegenu¨ber herko¨mmlichen konti-
nuierlichen und eher maßvollen Umweltvera¨nderungen werden Unternehmen
heute mit
”
einer Welt von Diskontinuita¨ten, deren Sicherheit das Fehlen von
Sicherheiten und Orientierungspunkten“135 ist, konfroniert. Die Hauptaufga-
be der Unternehmensleitung besteht damit in der permanenten Anpassung
und Gestaltung des Unternehmens. Dies fu¨hrt zu einem erho¨hten Umfang an
Integrations- und Koordinationsaufgaben, wofu¨r eine aktuelle, zielgerichte-
te Informationsversorgung notwendig ist. Diese entscheidungsvorbereitenden
Aufgaben werden zunehmend dem Controlling zugeordnet, obwohl wie auch
in anderen betriebswirtschaftlichen Feldern kein einheitliches Grundversta¨nd-
nis in Bezug auf die Abgrenzung des Controllingbegriffs existiert.
Aus Sicht des KPZN ist zu diskutieren, welche Sichtweisen zum Control-
ling existieren und welche speziellen Controlling–Konzeptionen sinnvoll fu¨r
Netzwerke angewendet werden ko¨nnen. Eine alleinige Betrachtung der Infor-
mationen reicht nicht aus. Fu¨r eine kundeneffiziente und netzwerkeffektive
Wertscho¨pfung im Netzwerk mu¨ssen zusa¨tzlich Planungs- und Kontrollme-
chanismen, auch wenn im Netzwerk nur eine Ergebniskontrolle mo¨glich sein
wird136, mit den damit verbundenen Sanktionsmo¨glichkeiten zur Verfu¨gung
stehen. Auf der anderen Seite kann es nicht zu den Aufgaben der Netzwerkor-
ganisation geho¨ren, u¨ber Personal und Organisationsstruktur der beteiligten
Partnerunternehmen zu entscheiden.
Das arbeitsteilige unternehmensu¨bergreifende Erstellen von Leistungen er-
fordert weiterhin eine kooperationszielbezogene Koordination der beteiligten
Partner. Durch die Leistungsverflechungen untereinander und dem resultie-
renden ho¨heren Koordinierungsaufwand besteht ein erho¨hter Informations-
135Siehe [Wul95, S. 29].
136Vgl. [Hes99b, S. 357].
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bedarf, da die Partner in der Regel nicht u¨ber die erforderlichen Informatio-
nen anderer Netzwerkteilnehmer verfu¨gen. Dies ist aber fu¨r die Abstimmung
eigener und fremder Aktivita¨ten notwendig137. Aus resultierenden Manage-
mentaufgaben in Netzwerken lassen sich Controlling-spezifische Merkmale
ableiten, die wie in
”
herko¨mmlichen“ Unternehmen zwischen einer strategi-
schen und einer operativen Ebene unterscheidbar sind.
Auf strategischer Ebene ist das Unternehmensnetzwerk unabha¨ngig von
konkreten Auftra¨gen zu gestalten. Aufgaben in diesem Bereich sind das
Initiieren der Netzwerkkooperation, die Auswahl potenzieller Partner fu¨r
den Kompetenzenpool, das Evaluieren des Netzwerkes, das Regulieren der
Durchfu¨hrung, das Analysieren der Umwelt und das Beenden der Koopera-
tion. Auf operativer Ebene ergeben sich die Managementaufgaben entspre-
chend des oben beschriebenen Phasenmodells eines KPZN fu¨r jeden speziellen
Auftrag.
Aus diesen Bemerkungen ist erkennbar, dass eine grundsa¨tzliche Diskussion
zum Thema Netz-Controlling als wichtig erachtet wird. Als geeigneter Platz
einer solchen Diskussion innerhalb des Phasenmodells aus Abbildung 4.19
erscheint die Phase
”
Bewertung im Netz“. Aus diesem Grund wird in Kapitel
9 diese Thematik vertiefend behandelt.
Auch sonst gibt es beim Studieren der internationalen Literatur zum The-
ma Netzwerke in der Produktionswirtschaft zahlreiche weitere interessante
Beta¨tigungsfelder. Allerdings wu¨rde deren Betrachtung den Rahmen dieser
Arbeit sprengen. Aus diesem Grunde soll sich in den weiteren Kapiteln auf
die
”
eingefa¨rbten“ Teilprozesse innerhalb des Phasenmodells des KPZN aus
der Abbildung 4.19 beschra¨nkt werden.
137Vgl. [Wil97, S. 422].
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Kompetenznetzeo petenznetzeZielgruppeielgruppe EVCM-Konzept- onzept
Erweiterungr eiterung
”
Erfolg besteht darin, dass man genau die Fa¨higkei-
ten hat, die im Moment gefragt sind.“
Henry Ford
In diesem Kapitel werden die wesentlichen methodischen Inhalte der Fach-
kompetenz zur Generierung eines Prozessvariantenplanes mit anschließender
Attribuierung der Netzknoten mit Kompetenzzellen vorgestellt. Im ersten
Abschnitt dominiert die Sicht der Arbeitsplanung zur Realisierung der De-
komposition, im zweiten Teil die Sicht auf den informationstechnischen Mo-




































Wie oben bereits beschrieben be-
steht der erste Schritt der Genese
eines KPZN in der Erstellung eines
Funktionsmodells, welches die ver-
teilte Konzeption und Konstruktion
2 Vom MRP zum SCM















































Kompetenznetzeo petenznetzeZielgruppeielgruppe EVCM-Konzept- onzept
Erweiterungr eiterung
des Produktes in einem Netzwerk
aus Kompetenzzellen gestattet und
die Basis fu¨r eine simultane Grob-
planung mo¨glicher Fertigungsszena-
rien innerhalb der Kooperation bil-
det1. Eine Prozessplanungsinstanz
erstellt KPZ–neutrale Prozessket-
ten zur Herstellung des gewu¨nsch-
1Vgl. hierzu [Tei01k, S. 38 ff.].
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ten Produktes durch das KPZN. In Abbildung 5.1 ist der Schritt der Dekom-
position innerhalb des Phasenmodells eines KPZN hervorgehoben.
5.1.1 Ausgangssituation
Eine schematisierte, teilespezifische Zuordnung der Organisationseinheiten
im Rahmen der Strukturstu¨ckliste veranschaulicht zuna¨chst, dass mit jeder
unternehmensu¨bergreifenden Wertscho¨pfung ein potenzieller Medienbruch
entsteht (siehe Abbildung 5.2(a)). Dieser ist die logische Konsequenz nicht
existierender oder inkompatibler Planungsinstrumente (ERP- und PDM-
Systeme). Ebenfalls behindert ein fehlendes bzw. inkompatibles Konzept zum
Interface- und Content-Management innerhalb einer ganzheitlichen Arbeits-
planung die Durchga¨ngigkeit der Planung der Gescha¨ftsprozesse und erho¨ht
fu¨r jeden Leistungsersteller den Verwaltungs- und Koordinationsaufwand be-
tra¨chtlich. Eine wichtige Erkenntnis dieser Darstellung ist, dass sowohl bei
den horizontalen wie auch bei den vertikalen Kooperationspartnern entspre-
chend der schematisiert dargestellten Produktstruktur die o. g. Schwachstel-
len auftreten. Aktuelle SCM–Systeme stellen zumindest u¨ber die erste Koope-
rationsebene mit dem so genannten First Supplier eine konsistente und redun-
danzfreie, wenn auch statische Lo¨sung zur Koordination des Wertscho¨pfungs-
prozesses dar.
Letztendlich fehlt beginnend bei der automatisierten Arbeitsplanung ein In-
strument zur zeitpunktgenauen Darstellung des Informations- und Materi-
alflusses, welches die KMU qualifiziert, den Wertscho¨pfungsprozess gezielt
zu modifizieren, um bei Sto¨rungen oder nachtra¨glichen A¨nderungswu¨nschen
des Kunden effizient zu reagieren. Ebenfalls werden mit der Einfu¨hrung einer
durchga¨ngigen Abbildung der Wertscho¨pfung Planungsunsicherheiten redu-
ziert und der verteilte Produktionsprozess transparenter. In diesem Zusam-
menhang stellt sich die Frage, ob eine zentrale Instanz der Arbeitsplanung
als Lo¨sungsalternative gelten kann?
Bezogen auf die geschilderten Probleme liegt es nahe, eine innerhalb der ver-
netzten Wertscho¨pfung zentrale Produktentwicklungs- und Prozessplanungs-
instanz zu installieren, um die Schnittstellen der verteilten Fertigungsprozesse
zu minimieren. Als Folge dessen kann eine Durchga¨ngigkeit der Informations-
und Materialflu¨sse kooperierender KMU entstehen. Ebenfalls unterstu¨tzt die-
ser Ansatz die Mo¨glichkeit, moderne Planungsmethodiken wie das Simulta-
neous Engineering anzuwenden2. Diese Vorgehensweise nach dem Top–down–
Prinzip zur anforderungsgerechten Vernetzung von KMU mindert jedoch die
2Siehe [Den99].
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(b) Strukturstu¨ckliste fu¨r den Untersuchungsgegenstand
Abbildung 5.2: Erkla¨rungsgegenstand Strukturstu¨ckliste
beabsichtigte Dynamik des KPZN. Dieser Weg zentraler Planungsinstanzen
zum Erstellen verteilter Prozessketten wurde von Neubert et al.3 auf seine
Umsetzbarkeit empirisch gepru¨ft. Zur Validierung diente das ErzeugnisMon-
tagezelle System 21 (siehe Ausschnitt in Abbildung 5.2(b)) vom Finalprodu-
zenten USK4, welches dem SFB 457 als Praxisbeispiel fu¨r Untersuchungs-
zwecke zur Verfu¨gung stand. Die Analyse des Teilespektrums der Monta-
gezelle ergab die Zusammensetzung von mehr als 1100 Fremdbeschaffungs-
und u¨ber 200 Eigenfertigungsteilen. Auf Grund der Anzahl an Fertigungstei-
len und der sich fu¨r jedes Einzelteil ergebenden Herstellungsvarianten wach-
sen sowohl der Planungsaufwand als auch die Anzahl der zu beru¨cksichtigten
3Siehe [Neu01a, S. 100 f.]. Hierzu wird angemerkt, dass Berechnung und Abbildung 3
(ebenda) offensichtlich nicht u¨bereinstimmen. Deshalb wurde dieser Sachverhalt modifi-
ziert u¨bernommen.
4Zu Informationen zum Unternehmen siehe http://www.usk-utz.de.
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Fertigungsszenarien exponentiell. Als obere Schranke kann die Berechnungs-
vorschrift
F = MA · PE (P ·PK) (5.1)
mit
F ... Fertigungsszenarien
M ... Maschinen pro Arbeitsgang




angesehen werden. Alle Variablen sind als Durchschnittswerte zu betrach-
ten. Die durch eine zentrale Planungsinstanz fu¨r alle Teile des System 21 zu
erstellenden Fertigungsszenarien einschließlich der Betriebsmittelzuordnung
bela¨uft sich nach Scha¨tzung der Variablen5 (M = 6, A = 7, PE = 2, P = 8,
PK = 15) auf etwa 3.7 · 1041 Varianten. Diese Anzahl ist informationstech-
nisch nicht beherrschbar. Aus diesem Grund wurde ein zentraler Ansatz zur
Arbeitsplanung abgelehnt6, was der eigenen Intuition entsprach.
5.1.2 Ableitung der Vektoren fu¨r Angebot und Nach-
frage
Entsprechend der Erkenntnisse aus Abschnitt 2.5.1.1 erfolgt zuna¨chst eine
Darstellung der einfu¨hrenden Bemerkungen zur Arbeitsplanung unter Be-
nutzung der SCOR–Beschreibungsebenen. In Abbildung 5.3 sind die wesent-
lichen Zusammenha¨nge illustriert. Gegenu¨ber den Ausfu¨hrungen von Neu-
bert et al. wird aufgrund einer angestrebten minimalen Kodierung7 auf die
Benutzung einer obersten Ebene Technologie–Strategie verzichtet, da diese
modellierungstechnisch in der Ebene Prozesse vollsta¨ndig enthalten ist. Die
Entwicklungen von Du¨rr/Mehnert sind insofern zu schwach formuliert, als
5Diese Scha¨tzungen basieren auf Gespra¨chen mit Mitarbeitern von USK, Analysen von
SFB–Mitarbeitern [Tei01k, S. 38 ff.], [Neu01a, S. 100 ff.], [Du¨01a, S. 181 ff.], [Neu01c,
S. 211 ff.] sowie auf eigenen umfangreiche Auswertungen von Arbeitspla¨nen mehrerer Ma-
schinenbauunternehmen [Tei98b, S. 190 ff.].
6Ebenda.
7Das Modell entha¨lt keine unno¨tigen oder redundanten Informationen.
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Abbildung 5.3: SCOR–Prozesse in der Arbeitsplanung
da Untera¨quivalenzklassen zu deren Modell8 gebildet werden ko¨nnen, wie in
Abbildung 5.3 ersichtlich ist. Aus diesem Grunde ergeben sich auch geringere
kategoriale Aufwendungen innerhalb der Komplexita¨tsklasse, wie die Formel
5.1 zeigt. Der Aufwand der Betriebsmittelzuordnung la¨sst sich im mathema-
tischen Sinne nur als Produkt verknu¨pfen und geht weder exponentiell noch
polynomial u¨ber die Basis der Prozesselemente ein.
Fu¨r die Ableitung der Nachfrage- und Angebotsvektoren ist bei einer verteil-
ten Arbeitsplanung die Gestaltung der Schnittstellen zwischen den Organi-
sationseinheiten zu kla¨ren. In der Abbildung 5.3 besteht die zweite Ebene im
oberen Teilbild aus Prozessen und einer Art Zusta¨nde, die als Zwischenpro-
dukte ZP bezeichnet werden. Diese Abweichung in der Konzeption gegenu¨ber
8Siehe [Neu01a, S. 100].
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der von Du¨rr/Mehnert innerhalb des SFB 457, die sich an Zwischengeome-
trien orientiert, begru¨ndet sich am kausalen Zusammenhang von Stu¨ckliste
und Arbeitsplan sowie Arbeitsvorgang und Zwischengeometrie.
Unternehmen sind durch bestehende Informationssysteme gezwungen, zu-
na¨chst einen Teil ihrer Aufbauorganisation in Form von Artikeln (Er-
zeugnisse, Baugruppen, Einzelteile, ...) sowie gegebenenfalls deren Struktur
(verschiedene Formen der Stu¨ckliste) zu manifestieren. Diesen werden im
na¨chsten Schritt9 Arbeitspla¨ne (Fertigung, Montage, ...) zugeordnet. Das Da-
tenobjekt eines Artikels10 ist nach außen (fu¨r andere Organisationseinheiten)
sichtbar, aber innerhalb jeder Organisationseinheit modellierungstechnisch
gekapselt. Dies bedeutet, dass nur der Artikel selbst, jedoch nicht seine Aus-
pra¨gung fu¨r eine dezentrale Arbeitsplanung als Schnittstelle zur Verfu¨gung
stehen kann. Die Benutzung von Zwischengeometrien als Schnittstelle ist in
diesem Kontext nicht mo¨glich.
Auch inhaltlich muss bezweifelt werden, das die Zerlegung eines Arbeitspla-
nes zum Zwecke seiner weiteren Verteilbarkeit sinnvoll ist. Vielmehr sollte
ein Arbeitsplan zur Realisierung einer Stu¨cklistenposition immer innerhalb
einer Organisationseinheit vollsta¨ndig ausfu¨hrbar sein. Die Zuordnung von
personellen und nicht-personellen Ressourcen sowie die Qualita¨tssicherung
der zu erfu¨llenden Arbeitsaufgaben muss im Hoheitsgebiet der Kompetenz-
zelle verbleiben11. Falls dennoch das Bedu¨rfnis entstu¨nde, einen zu umfang-
reichen Arbeitsplan aufzuteilen, dann kann dies nur u¨ber zusa¨tzlich Ebenen
innerhalb der Stu¨cklistenstruktur durch Einfu¨hrung neuer Artikel und der
Zuordnung von Arbeitsplanabschnitten des alten Plans realisiert werden. Ei-
ne Koordination u¨ber Zwischengeometrien wu¨rde aus den eben beschriebe-
nen Gru¨nden zur informationstechnischen Neuorganisation von ERP/SCM–
Systemen fu¨hren. Dies ist zum einen nicht sinnvoll und zum anderen fu¨r
das KPZN auch nicht notwendig. Aus diesem Grunde wird in Abweichung
zur Konzeption von Du¨rr/Mehnert die Koordination ausschließlich u¨ber die
9Diese Reihenfolge ist zwingend!
10In modernen Informationssystemen wird hierfu¨r der Begriff Business Object verwen-
det, welches eine standardisierte Einheit aus dem realen Gescha¨ftsleben u¨ber verschiedene
Unternehmensbereiche hinweg im Softwaresystem repra¨sentiert/kapselt. Es entha¨lt ne-
ben der Artbezeichnung und der Beschreibung auch Angaben u¨ber Attribute, Verhalten,
Beziehungen und Regeln. Sie unterstehen keiner Anwendung, sondern bilden selbst eine
unternehmensweite Systemarchitektur.
11Eine a¨hnliche Diskussion wurde in vorhergehenden Abschnitten um die Struktur einer
KPZ gefu¨hrt. Die Frage, ob sich eine Kompetenzzelle aus Bestandteilen unterschiedlicher
Unternehmen zusammensetzen kann, wurde verneint. Vielmehr war auch in diesem Fall
die Bildung mehrerer kooperierender KPZ der einzig sinnvolle Weg, um bestehende Infor-
mationssysteme effektiv nutzen zu ko¨nnen.
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Schnittstelle eines Artikels realisiert, der in Abbildung 5.3 auch als Zwischen-
produkt (ZP) bezeichnet wurde12. Damit soll zum Ausdruck gebracht wer-
den, dass bei der Transformation von Rohmaterial in ein Endprodukt mehrere
Schritte notwendig sind und am Ende jeden Schrittes ein neues Zwischenpro-
dukt vorliegt. Jeder Schritt wird durch einen Arbeitsplan, innerhalb dessen
Zwischengeometrien fu¨r das Zwischenprodukt betrachtet werden ko¨nnen, be-
schrieben, der eine atomare Transaktion darstellt. Im Weiteren wird Bezug
auf die substanziellere Arbeit bzgl. der Generierung von alternativen Ferti-
gungsfolgen von Trommer13 genommen.
5.1.2.1 Gestaltungsebenen der Arbeitsplanung
Klocke et al.14 stellen einen Kriterienkatalog zur effizienten methodischen
Vorgehensweise bei der Generierung und Bewertung von Fertigungsalterna-
tiven auf, der in einigen wesentlichen Punkten ebenso fu¨r die Arbeitsplanung
innerhalb des KPZN gilt. Im Folgenden wird auf einige wichtige Punkte na¨her
eingegangen und der Bezug zum EVCM hergestellt.
Aufwandsgerechtheit: Aus technologischer Sicht ist zur Herstellung eines
Artikels die Kombination (sequenziell, parallel) mehrerer Fertigungs-
technologien notwendig. Die Bewertung verschiedener Artikelvarianten
und die Betriebsmittelzuordnung zu den Arbeitsvorga¨ngen vergro¨ßert
den Lo¨sungsraum exponentiell. Die Bildung des Prozessvariantenplanes
sollte aus diesem Grunde so weit wie mo¨glich automatisiert ablaufen.
Hierbei stellt sich das Problem, das richtige Verha¨ltnis von Informati-
onsreifegrad, Planungsaufwand und Ergebnisgu¨te zu finden. Ein Artikel
12Fallbo¨hmer beschreibt in [Fal00] eine Technologiekette als sequenzielle Verknu¨pfung
von abstrakten, produktionsmittelunabha¨ngigen Fertigungstechnologien, durch die ein
Bauteil durch schrittweise Vera¨nderung der Form und/oder Stoffeigenschaften vom Roh-
zustand u¨ber endliche Zwischenzusta¨nde zu einem definierten Endzustand u¨berfu¨hrt wird.
Zwei Dinge sind hierbei wesentlich, dass zum einen von Zusta¨nden statt von Geometri-
en und zum anderen von Aneinanderreihung von verschiedenen Technologien gesprochen
wird. Diese pra¨zise Beschreibung ist in der vorliegenden Arbeit in der zweiten Ebene der
Abbildung 5.3 enthalten. Hieraus werden nochmals die unno¨tiger Weise bildbaren Un-
tera¨quivalenzklassen im Modell von Du¨rr/Mehnert offensichtlich.
13Siehe [Tro01, S. 29 ff.]. Hierbei sei darauf hingewiesen, dass sich die Arbeit von Trom-
mer in den Kontext des von Eversheim gefu¨hrten SFB 361 ”Modelle und Methoden zur
integrierten Prozess- und Produktgestaltung“ einbettet, der den Stand der Forschung zum
Thema dieses Abschnittes dokumentiert. Die beschriebene Vorgehensweise entspricht in
den wesentlichen Zu¨gen den eigenen Ansichten des Autors zur Thematik und wurde in
gemeinsamen Gespra¨chen, auch zur Einordnung in das EVCM, diskutiert. Siehe hierzu
auch [Tei01g].
14Siehe [Klo99].
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darf nur soweit wie no¨tig aufgeplant werden, um den spa¨teren Suchraum
der Angebots- und Nachfragevektoren so klein wie mo¨glich zu halten.
Ein Technologiewechsel sollte dabei aus den oben genannten Gru¨nden
niemals innerhalb eines Arbeitsplanes erfolgen.
Planungskonkretisierung: Ein Endprodukt wird i. d. R. nicht zu einem Zeit-
punkt vollsta¨ndig geplant. Vielmehr sollte eine phasenu¨bergreifende
Planung eine zunehmende Detaillierung vorhergehender Planungser-
gebnisse zu spa¨teren Zeitpunkten ermo¨glichen. Dieser Prozess wird im
EVCM als Ausrollprozess (siehe Abbildung 4.16(a)) bezeichnet. In je-
der Rekursionsebene findet eine weitere arbeitsplanerische Detaillie-
rung statt. EVCM gestattet nicht nur eine Breitensuche entsprechend
der Stu¨cklistenstrukturen, sondern ebenfalls u¨ber die Zuordnung meh-
rerer Kompetenzzellen zu einem Netzknoten im KPZN. Daraus resul-
tiert eine konjunktive Verknu¨pfung innerhalb einer gesamten Bauka-
stenstu¨ckliste sowie eine disjunktive Verknu¨pfung u¨ber einzelne Bau-
kastenstu¨cklistenpositionen. Aus den Disjunktionen resultieren die ei-
gentlichen Varianten des Prozessplanes.
Multikriterielle Bewertung: Heuristische Verfahren zur Lo¨sung realer Pro-
blemstellung vereinigen in ihrer Zielfunktion viele, ha¨ufig sogar konkur-
rierende Einzelziele. Fu¨r die Arbeitsplanung sind dies bspw. Kosten-,
Zeiten- oder O¨kologiekriterien. Aus der Produktionswirtschaft ist als
Schnittstelle zur Arbeitsplanung die intensita¨tsma¨ßige Anpassung ein
typisches Beispiel fu¨r derartige Zusammenha¨nge15. Auch fu¨r andere Op-
timierungsverfahren, die in dieser Arbeit eine zentrale Rolle spielen, ist
die multikriterielle Betrachtung unabla¨ssig. Aus diesem Grunde wird
in Abschnitt 5.1.3.4 der Analytical Hierarchy Process erla¨utert und in-
nerhalb der Arbeitsplanung fu¨r die Bewertung von Prozesselementen
eingesetzt.
Ganzheitliche Betrachtung: Eine Betrachtung der Ganzheitlichkeit bedeutet,
nicht nur einzelne Prozessschritte isoliert voneinander, sondern den ge-
samten Prozess zu betrachten. KPZ-intern impliziert dies die Lo¨sung
von Zuordnungs- und Reihenfolgeproblemen u¨ber alle Fertigungsbe-
reiche hinweg. KPZ-extern bedeutet dies die Abstimmung der KPZ-
15Falls die zeitliche Anpassung ergibt, dass die zur Verfu¨gung stehende Fertigungszeit
nicht ausreicht, um einen Termin fristgerecht zu erfu¨llen, kann innerhalb bestimmter Gren-
zen die Produktionsgeschwindigkeit variiert werden. Eine Erho¨hung dieser fu¨hrt aber ten-
denziell zu einem u¨berlinear wachsendem Faktorverzehr (z. B. Ku¨hlmittelverbrauch, Stand-
zeiten von Werkzeugen). Aus diesem Grunde vera¨ndern sich nicht nur die Kosten, sondern
auch Kriterien wie die O¨kologie (z. B. Abfall oder Emissionen).
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internen Planungsergebnisse im KPZN sowie die Betrachtung der As-
soziationen zwischen den KPZ, die sowohl logistischer als auch sozialer
Art sind.
In Abgrenzung zu der in der Literatur16 u¨blichen Einteilung des industri-
ellen Produktentstehungsprozesses in die Phasen Produktentwicklungspla-
nung, Produktgestaltung, Prozessgestaltung und Produktherstellung sowie in
Anlehnung an die oben aufgefu¨hrten Punkte des Kriterienkataloges ko¨nnen
in Anlehnung an Klocke et al.17 die verschiedenen Informationsebenen der


































Legende: G ... Gestalt, W ... Werkstoff, T ... Technologie
Abbildung 5.4: EVCM–Informationssebenen innerhalb der Arbeitsplanung
In der ersten Ebene werden bezu¨glich der Anforderungen an das Produkt
wie Gestalt oder zu verwendendes Material die mo¨glichen Technologien ein-
geschra¨nkt. Losgelo¨st von einem konkreten KPZ-Bezug soll sich im Rahmen
dieser operativen Technologieplanung ein mo¨glichst breites Technologiespek-
trum unter Beachtung aller Werkstoff- und Verfahrensinnovationen des Res-
sourcenpools ergeben. Damit ist die Quelle des Prozessvariantenplanes de-
terminiert. Aus dem Technologiespektrum lassen sich innerhalb der ersten
16Siehe u. a. [Ber97b].
17Siehe [Klo00] und [Tro01, S. 31].
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Ebene weiterhin die Prozesse selbst und die zugeho¨rigen Prozesskategorien
KPZ-neutral ableiten. Damit ist diese Ebene konsistent zur zweiten Ebene
des SCOR–Modells aus Abbildung 5.3. Ebenso wie der Ansatz von Reinhart
et al.18 einen zentralen Zugang zum integrierten Produktdaten- und Prozess-
management wa¨hlt, gestattet das EVCM u¨ber den IMK einen einheitlichen
Zugriff auf das KPZN.
In der folgenden Ebene werden die Prozesskategorien durch KPZ-Bezug in
Prozesselemente konkretisiert. Es entstehen aus den Technologieketten durch
konkreten Bezug zur Produktionsumgebung der Kompetenzzelle Fertigungs-
folgen. An dieser Stelle ist die Generierung von Angebots- und Nachfrage-
vektoren nicht mehr unterscheidbar, da das, was sie aufgrund ihrer KPZ-
Definition auf Seite 186 und dem Schichtenmodell in Abbildung 4.5 zu leisten
im Stande sind, in der Beschreibung von Angebot und Nachfrage nicht vari-
iert. Vereinfacht kann das Angebot einer KPZ wie folgt formuliert werden:
ZPn+1 = f(R, K, ZPn) (5.2)
mit
f ... Funktionalita¨t einer KPZ
R ... Ressourcen einer KPZ
K ... Kompetenzen einer KPZ
ZPn ... n-tes Zwischenprodukt, n ≥ 0.
Aufgrund der Eigenschaften einer Kompetenzzelle kann der Transformations-
prozess auf diese Weise zur Angebotsgenerierung benutzt werden. Im umge-
kehrten Fall der Nachfragegenerierung kann u¨ber die Umkehrfunktion von f
in analoger Weise die Formulierung erfolgen:
ZPn = f
−1(R, K, ZPn+1). (5.3)
An dieser Stelle muss innerhalb des Fachkonzeptes fu¨r die Arbeitsplanung nur
die Beschreibung der Funktion f erfolgen. Die Zuordnung der Ressourcen und
die damit verbundenen Restriktionen in Bezug auf Suche und Auswahl von
Kompetenzzellen ist erst Untersuchungsgegenstand der Phasen zwei und drei
im Phasenmodell des KPZN.
18Siehe [Rei00a, S. 10]. Gegenstand der Vernetzung sind in Abgrenzung zu den KPZ
vollsta¨ndige Unternehmen als Kooperation.
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Die weitere Detaillierung des KPZN bis in die untere Ebene Prozessschritte
auf Arbeitsvorgangsniveau gestaltet die Einzelprozesse aus. Es wird von der
Operations- und Bewegungsplanungsphase gesprochen19. Diese Ebene besitzt
fu¨r diese Arbeit keine Relevanz. Hierfu¨r gibt es jedoch in der Literatur zahl-
reiche Ansa¨tze20, die die Auswahl und Optimierung (Parametrierung) von
Werkzeugen sowie verschiedene Bearbeitungsstrategien thematisieren.
Fu¨r den IMK la¨sst sich aus Abbildung 5.4 und den nachfolgenden Erkla¨run-
gen ableiten, dass die Modellierung eines Prozessvariantenplanes minde-
stens u¨ber die drei beschriebenen Ebenen erfolgen muss. Der Abgleich von
Angebots- und Nachfragevektoren erfolgt in der mittleren Ebene der Pro-
zessplanung, in welcher die KPZ-neutrale Sicht der Technologie durch einen
konkreten Bezug zu den im Ressourcenpool vorhandenen Kompetenzzellen
verfeinert wird. Bleibt abschließend in diesem Unterabschnitt noch die Frage
der Repra¨sentation der Vektoren aus Sicht der technologischen und geome-
trischen Machbarkeit heraus zu kla¨ren.
5.1.2.2 Beschreibung der Stu¨cklistenpositionen
Fu¨r die inhaltliche Auspra¨gung der Vektoren ist Kenntnis der technologi-
schen Merkmale einer Stu¨cklistenposition (konkretes Teil) notwendig. Diese
setzt sich aus Sicht der Konstruktion aus Features (z. B. Zylinder, Quader)
zusammen, die durch verschiedene Fla¨chen (z. B. Kreis, Quadrat) begrenzt
werden. Alle drei Kategorien (Teil, Feature, Fla¨che) besitzen modellierungs-
technisch die gleiche Struktur, indem sie u. a. Informationen zu Geometrie
(z. B. Aussenmaß, Gewicht), Funktion (z. B. Verwendungsnachweis), Tech-
nologie (z. B. Werkstoffangaben, Toleranzen, Oberfla¨chengu¨ten) und Orga-




Feature“ nur ein Buzzword oder hat er handfeste Vorteile zum
Entwurf einer verteilten Arbeitsplanung im KPZN? Feature bedeutet aus
dem Englischen u¨bersetzt Merkmal, Eigenschaft oder Besonderes. Innerhalb
der Konstruktion klassifiziert es Bauteile in Haupt- und Nebenformelemente,
positive und negative sowie in rotationssymmetrische, prismatische und frei-
geformte Elemente. Der Zusammenhang zwischen Features kann hierarchisch
in einem so genannten Featurebaum strukturiert werden. Auf diese Weise
ist die Beschreibung aller Stu¨cklistenpositionen mo¨glich21. Fu¨r das EVCM
19Vgl. [Tro01, S. 31].
20Siehe u. a. [Kuh92, Ko¨97].
21Vgl. hierzu [Tro01, S. 37].
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ist wiederum wichtig, dass dieser Konstruktionsprozess zeitlich prolongiert
stattfindet. Zu Beginn des Ausrollprozesses liegen grobe, artikelbeschreibende
(featureu¨bergreifende) Informationen konstruktionsseitig im IMK vor, welche
im Verlauf einzelfeaturekonkretisierend spezifiziert werden22.
Die Featuretechnologie vermeidet die Nachteile der bisher bestehenden Geo-
metriekerne, die den einzelnen CAD-Systemen zugrundeliegen23. Sa¨mtli-
che Kerne lassen sich in zwei Gruppen einteilen: CSG- (Constructive So-
lid Geometry) und B-Rep- (Boundary Representation) Modellierer. CSG-
Modellierer bauen sa¨mtliche Geometrien aus Grundko¨rpern auf, die u¨ber
boolesche Operationen verknu¨pft werden. Dabei wird eine Historie der nach-
einander durchgefu¨hrten Aktionen gespeichert. Vorteil dieser Philosophie ist,
dass in der Historie jederzeit zuru¨ckgegangen werden kann und Varianten sich
durch Verzweigen erzeugen lassen. Eben dieser Historienbaum birgt auch den
großen Nachteil des CSG-Modells in sich, denn bei jeder Vera¨nderung muss
der komplette Baum durchgerechnet und das Modell neu aufgebaut werden.
Da die Historie eine sequenzielle Bauanleitung ist, in der jeder Zustand von
den vorhergehenden abha¨ngig ist, kann eine Anweisung nicht aus dem Hi-
storienbaum entfernt beziehungsweise gea¨ndert werden, sondern es muss die
gesamte Historie bis zur A¨nderung zuru¨ckgenommen werden.
Bei der B-Rep-Geometrierepra¨sentation wird das gesamte Modell u¨ber die
Fla¨chenbegrenzungen (boundaries) definiert. Manipulationen an der Geome-
trie ergeben jeweils eine Vera¨nderung dieser Kanten. B-Rep-Modellierer spei-
chern immer nur den aktuellen Stand der Geometrie, der vorherige Zustand
wird verworfen. Dadurch entfa¨llt die rechenintensive Neuberechnung, ande-
rerseits la¨sst sich eine
”
Undo“-Funktion nur schwer implementieren. Beiden
Modellierern ist gemeinsam, dass sie nur die reine Geometrie verarbeiten.
Ein Bauteil besteht jedoch wie oben beschrieben nicht nur aus Geometrie,
sondern besitzt weitere Eigenschaften wie Oberfla¨chengu¨te, Material oder
Fertigungstechnologie.
In der Feature-Philosophie wird das Produktmodell in kleinste Informations-
einheiten zerlegt. So besteht ein vollsta¨ndig definiertes Feature aus einer Geo-
metrie, auch Form-Feature genannt, und der Semantik. Unter Semantik fallen
sa¨mtliche nicht-geometrischen Informationen, neben der ra¨umlichen Positi-
on beispielsweise fertigungsrelevante Angaben oder organisatorische Daten.
Form-Features und Semantiken bestehen wiederum aus grundlegenden Be-
standteilen, den Atomics, darunter Formeln, Konstanten und Variablen. Die
gesamte Abfolge der Konstruktion wird nicht im Geometriekern, sondern im
22Ein gern zitiertes Beispiel sind Toleranzangaben, die mit zunehmenden Detaillierungs-
grad immer enger gefasst werden.
23Vgl. hierzu [Ste02].
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Featuremodeller verwaltet. Es werden immer zwei Ansichten auf das Modell
geboten, zum einen auf die dreidimensionale Geometrie und zum anderen
auf die zugrundeliegende Struktur. Neue Geometrien werden baukastenar-
tig generiert, indem auf sa¨mtliche hinterlegte Features, wie Formelemente
und geometriedefinierende, positionierende oder technologische Features zu-
gegriffen wird. Mit Formeln lassen sich beliebige Verknu¨pfungen zwischen den
Grundko¨rpern eines Modells erzeugen. Die Featuretechnologie ist damit eine
ma¨chtige Methode zur Automatisierung der Konstruktionsarbeit. Dieser, nur
auf den ersten Blick komplizierte Aufbau bietet im Hinblick auf die Arbeits-
planung innerhalb von EVCM die Vorteile einer vollsta¨ndigen und teilweise
funktionsorientierten Beschreibung von Bauteilen, wie sie zur Beschreibung
der Vektoren beno¨tigt wird.
5.1.2.3 Ressourcenorientierte Beschreibung der KPZ
A¨hnlich wie die Stu¨cklistenpositionen sind auch die Produktionsmittel pro-
zessspezifisch gliederbar, d. h. der Einstieg in die Baumstruktur erfolgt u¨ber
die Prozesskategorien. Auch fu¨r sie ist die Beschreibung der technologischen
und anderer Merkmale notwendig. In den entsprechenden Attribuierungen
der instanziierbaren Produktionsmittel sind die geometrischen und techno-
logischen Eigenschaften auf der einen und die o¨konomischen und organisa-
torischen Eigenschaften auf der anderen Seite so zu beschreiben, dass ein
Abgleich der Vektoren mo¨glich wird. Das heißt, zuna¨chst wird eine Stu¨ckli-
stenposition als Nachfrage definiert, um anschließend u¨ber eine gleichgeartete
Beschreibung der in den KPZ enthaltenen Produktionsmittel eine Mo¨glich-
keit zu finden, das Produkt realisieren zu ko¨nnen.
Die technologisch-funktionalen Informationen zum Produktionsmittel defi-
nieren dessen Lo¨sungsraum in Bezug auf die herstellbaren Einzelfeatures24.
Die zum Einsatz kommenden verfahrenstechnischen Mo¨glichkeiten und die
geometrischen Eigenschaften restringieren diesen Lo¨sungsraum dadurch, dass
die bearbeitbaren Bauteile z. B. durch Außenmaße limitiert sind. Ebenfalls
ko¨nnen Eigenschaften von Material (z. B. Ha¨rte, Dichte) oder Qualita¨tsmerk-
male (z. B. Oberfla¨chengu¨ten, Toleranzen) einschra¨nkend wirken. U¨ber die
Feature-Technologie ko¨nnen vorhandene Assoziationen verschiedener Merk-
male oder Ableitungen davon (z. B. Gewicht, Spannkraft) im Modell der Pro-
duktionsmittel abgebildet werden.
24Die featurebasierte Beschreibung des Produktionsmittels ist zwingend notwendig, um
eine Zuordnung zum Nachfragevektor einer Stu¨cklistenposition automatisiert durchfu¨hren
zu ko¨nnen.
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Fu¨r die spa¨tere Bewertung einer Fertigungsalternative sind Kenntnisse
weiterer Eigenschaften des Produktionsmittels notwendig, die nach der
Einscha¨tzung der technologischen Machbarkeit zur Ableitung o¨konomischer
Kennziffern wie Kosten und Zeiten notwendig sind. Hierzu geho¨ren bspw. die
Definitionsbereiche der Bearbeitungsgeschwindigkeiten (Vorschub, Schnitt)
einschließlich der zugeho¨rigen Kostenverla¨ufe. Nur auf dieser Basis kann zeit-
lich oder intensita¨tsma¨ßig angepasst werden. Weiterhin mu¨ssen auf Kosten-
rechnungsbasis Maschinenstundensa¨tze ermittelt werden. Zur vollsta¨ndigen
Beschreibung der KPZ sind ebenfalls Angaben zum produktionsmittelbedie-
nenden Personal (Anzahl, Qualifikation, Zeitpunkt und -dauer) erforderlich,
denn zum Ausfu¨hren spezifischer Fertigungsaufgaben ist neben den Ressour-
cen auch die notwendige Kompetenz erforderlich25. Die Abbildung 5.526 zeigt
das Anliegen der Beschreibungen fu¨r einen spa¨teren Abgleich, der in Ab-
schnitt 5.2.1 beschrieben wird. Eine Beschra¨nkung erfolgt aus Gru¨nden der
U¨bersichtlichkeit auf Maschinen. Fertigungshilfs-, Pru¨f- und Transportmittel
sind analog darstellbar.
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Abbildung 5.5: Abgleich von Stu¨cklistenposition und KPZ–Ressourcen
Die Beschreibung der Stu¨cklistenpositionen und der Produktionsmittel ist
sehr umfangreich. Da es der Anspruch dieses Kapitels ist, lediglich einen Ein-
blick in die Thematik der Arbeitsplanung und die Ableitung der Vektoren
25So ko¨nnen beispielsweise personengebundene Fu¨hrerscheine oder Bedienerlaubnisse
zum Betreiben der Produktionsmittel erforderlich sein.
26In Anlehnung an [Tro01, S. 42].
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zu vermitteln, um das Gesamtversta¨ndnis fu¨r die Systematik des Phasenmo-
dells des KPZN zu festigen, wird an dieser Stelle auf detailliertere Arbeiten
innerhalb des SFB 457 verwiesen27. Abschließend veranschaulicht Abbildung
5.628 die Ableitung eines Nachfragevektors anhand des Beispiel des Gewin-
debolzens aus der Strukturstu¨ckliste (Abbildung 5.2(b)). Die Ableitung eines
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A: 500x13 B: Gewindebolzen
O: Rz 63 M: 80x13
T: ±1 G: 500
W: St 37k L: 0,0,0
: 500x13 : e indebolzen
: z 63 : 80x13
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: St 37k L: 0,0,0
Abbildung 5.6: Ableitung eines Nachfragevektors
Im dargestellten Vektor sind zuna¨chst nur Merkmale aufgefu¨hrt, die dem Fin-
den von Kompetenzzellen u¨ber Vektorenvergleiche notwendig sind. Daru¨ber
hinaus sind jedoch weitere Merkmale zu pflegen, die der Bewertung der Kom-
27Siehe [Du¨01a, Neu01c]. Allerdings ist zu bemerken, dass eine vollsta¨ndige Beschreibung
der Vektoren noch nicht vorliegt.
28In Anlehnung an [Neu01a, S. 110]. Es ist zu bemerken, dass nicht alle Angaben auf der
Zeichnung plausibel erscheinen. Bspw. wird Rz 63 mit einem Brennschneider (!) erreicht.
Da jedoch gedreht werden soll, ist Rz 4 bereits ohne Nacharbeit erreichbar. Es darf auch
bezweifelt werden, ob Baustahl St37k geha¨rtet werden kann, da der Kohlenstoffgehalt mit
ca. 0,18% zu gering ist (laut DIN 50 190 muss der Werkstoff 0,5 bis 0,8% Kohlenstoff auf-
weisen) und somit zuvor aufgekohlt werden muss. Hier bedu¨rfte es bspw. einer Rockwell-
Ha¨rte von HRC 56-60, wie sie der hochlegierte, martensitische Stahl X46Cr13 aufweist. Der
hohe Chromanteil von ca. 13% bewirkt eine Erho¨hung der Ha¨rtbarkeit, da die Cr-Atome
die Diffusion der Kohlenstoffatome behindern und dadurch die kritische Abku¨hlgeschwin-
digkeit herabgesetzt wird. Somit ist X46Cr13 luftha¨rtbar und nichtrostend.
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petenzzelle zur spa¨teren Auswahl der Fertigungsalternative aus dem Pro-
zessvariantenplan dienen, wozu vor allem o¨konomische Kriterien za¨hlen. Im
folgenden Abschnitt werden diese Kriterien na¨her bestimmt.
5.1.3 Bewertung von Prozessvarianten
Nach erfolgter technologischer Machbarkeitspru¨fung ko¨nnen den resultieren-
den Prozessvarianten weiterhin Maßzahlen zugeordnet werden, die die spa¨te-
re Auswahl einer bestimmten Fertigungsalternative beeinflusst. Als wichtige
Kriterien werden ausgehend von einem hohen Informationsreifegrad, der eine
quantitative multikriterielle Analyse erlaubt, Kosten, Zeiten und o¨kologische
Auswirkungen betrachtet29. Ziel der Bewertung ist die Vergabe von vergleich-
baren Nutzwerten fu¨r die jeweiligen Alternativen zur fachkompetenzbasieren-
den Vergleichbarkeit.
5.1.3.1 Kosten
Nachdem in den letzten Jahrzehnten im Bereich der Produktion die techni-
sche Rationalisierung im Sinne einer Mechanisierung und Automatisierung
dominierte, kommt in der heutigen Zeit der organisatorischen Rationalisie-
rung zur Sicherung der Wettbewerbsfa¨higkeit eine mindestens gleichrangige
Bedeutung zu. Im Rahmen der organisatorischen Rationalisierung geht es
um eine effiziente Gestaltung des Produktionsablaufes durch entsprechende
Planung und Steuerung. Die Grundlagen hierfu¨r werden bereits in der Ar-
beitsplanung durch die Erzeugung von Arbeitspla¨nen gelegt. Wa¨hrend des
spa¨ter folgenden Advanced Planning and Scheduling (Kapitel 6) werden Zie-
le30 gesetzt, die bei der konkreten Ausfu¨hrung von Arbeitsaufgaben in der
KPZ erreicht werden sollen. Ein Zielsystem gibt einen zu erreichenden Sy-
stemzustand vor und entha¨lt fu¨r Entscheidungstra¨ger Informationen u¨ber
die Bewertung von Handlungsalternativen. Je nachdem, worauf sich Ziele
beziehen, kann nach auftragsorientierten und arbeitstra¨gerorientierten Zielen
unterschieden werden (Abbildung 5.7).
An dieser Stelle werden die wichtigsten Kostenverursacher kurz erla¨utert31.
Ein vorrangiges Ziel eines Unternehmens ist die Minimierung der entschei-
29Weitere Kriterien wie die Qualita¨t oder Marktingaspekte ko¨nnen jederzeit in die Be-
trachtung einbezogen werden. Das in Abschnitt 5.1.3.4 vorgestellte Verfahren zur multi-
kriteriellen Bewertung ist offen fu¨r derartige Erweiterungen.
30In der Literatur wird speziell fu¨r den Bereich der Ablaufplanung eine Vielzahl von
Zielen diskutiert. Siehe u. a. [Con67], [Gra93], [Bak74], [Wei95], [Reh79], [Bru81], [Lie84],
[Sie74], [Fre82].
31Diese Angaben wurden zum Teil aus [Tei98b, S. 20 ff.] u¨bernommen.
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Abbildung 5.7: Einteilung von Kosten aus Sicht der Arbeitsplanung
dungsrelevanten Kosten. In der Praxis erweist sich die direkte Bestimmumg
dieser Kosten aufgrund der hohen Komplexita¨t als a¨ußerst problematisch.
Deshalb erfolgt das Heranziehen von Ersatzzielen, wie sie im Abschnitt
5.1.3.2 erla¨utert werden, da sie in einem ursa¨chlichen Verha¨ltnis zu den ent-
scheidungsrelevanten Kosten stehen.
Terminu¨berschreitungskosten: Mit der U¨berschreitung von Soll-Lieferter-
minen ko¨nnen Konventionalstrafen erhoben werden. Es ergibt sich ein
Liquidita¨tsverlust durch ausbleibende Einnahmen. Durch Imageverlust
entstehen in der Folgezeit mo¨glicherweise Kosten, die zum Zeitpunkt
des Verursachens nicht quantifizierbar sind. Beispielsweise reduziert die
Abwanderung von Kunden zur Konkurrenz die zu produzierende Stu¨ck-
zahl eines Produktes und impliziert somit eine Stu¨ckkosten- sowie Stun-
densatzprogression.
Ru¨stkosten: Diese entstehen bei der Vorbereitung von Betriebsmitteln fu¨r
die Durchfu¨hrung bestimmter Arbeitsga¨nge. Es wird zwischen direk-
ten und indirekten Kosten unterschieden. Die direkten Kosten entste-
hen aus dem Einrichten und Umru¨sten von Betriebsmitteln. Hierbei
spielen die aus reihenfolgeabha¨ngigen Ru¨stzeiten resultierenden Kosten
keine Rolle, da diese erst spa¨ter von der Ablaufplanung beeinflusst wer-
den ko¨nnen. Fu¨r die Bewertung der Prozessvarianten ist die einfache
Ru¨stzeit zu betrachten. Den indirekten Kosten werden u. a. Oppor-
tunita¨tskosten zugerechnet, die sich aus einer mo¨glichen alternativen
Nutzung des Betriebsmittels anstelle des Ru¨stens ergeben.
Leerkosten: Eine unzureichende Auslastung der Betriebsmittel fu¨hrt zur
Erho¨hung des relativen Fixkostenanteils bzgl. der Ausbringungsmen-
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ge32. Durch Maßnahmen von Splittung und U¨berlappung auf vorgela-
gerten Produktionsmitteln sind diese Kosten gezielt beeinflussbar, falls
die technologische Mo¨glichkeit besteht.
Verzo¨gerungskosten: Diese Kosten entstehen dann, wenn der normale Ab-
lauf der Fertigung gesto¨rt wird. Sto¨rungen ko¨nnen sein: Ausfall eines
Betriebsmittels, Materialfluss reißt ab, Personal fa¨llt aus usw. Verzo¨ge-
rungskosten ko¨nnen in Terminu¨berschreitungskosten u¨bergehen. Fu¨r
eine Technologie ist demnach zu bewerten, wie robust diese gegenu¨ber
derartigen Sto¨rungen ist.
Beschleunigungskosten: Sie sind die Kosten fu¨r eine u¨ber dem normalen Ni-
veau liegende Ausbringungsmenge. Typisch hierfu¨r sind die verschiede-
nen Arten der Anpassung (zeitlich, intensita¨tsma¨ßig und quantitativ)33.
Materialkosten: Diese Kosten setzen sich aus bewerteten Verbrauchsmengen
an fremdbezogenen, materiellen Verbrauchsgu¨tern zusammen. Sowohl
Rohstoffe als auch Hilfsstoffe gehen in das Produkt ein. Rohstoffe sind
der Hauptbestandteil und werden als Einzelkosten gefu¨hrt. Hilfstoffe
wie Schrauben gehen ebenfalls in das Produkt, werden aber als unwe-
sentlich betrachtet und deshalb entfa¨llt i. d. R. ein Einzelkostennach-
weis. Betriebsstoffe gehen im Produkt unter. Sie stellen echte Gemein-
kosten dar.
Maschinen- und Personalstundensatz sowie Lagerkostensatz: Die Problema-
tik einer Zuschlagskalkulation beim Fehlen ursa¨chlicher Beziehungen
zwischen den Zuschlagsgrundlagen Einzel- und Herstellkosten sowie
den Gemeinkosten und die damit i. d. R. verbundene Abweichung der
Annahme einer proportionalen Relation zwischen Zuschlagsgrundlagen
und Gemeinkosten von der Realita¨t, war Ansatzpunkt fu¨r die Bezug-
gro¨ßenkalkulation34. Bei diesem Verfahren werden in der jeweiligen Fer-
tigungskostenstelle signifikante Bezugsgro¨ßen (z. B. Personal- und Ma-
schinenstunden) klassifiziert, fu¨r die gilt, dass zwischen Bezugsgro¨ße
und den in der Kostenstelle anfallenden Gemeinkosten Proportionalita¨t
besteht. In der Berechnung des Kostensatzes kbj der Kostenstelle j pro
Bezugsgro¨ßeneinheit b werden die bezugsgro¨ßenabha¨ngigen Gemeinko-
sten Kgj der Kostenstelle j mit den gesamten Bezugsgro¨ßeneinheiten
Bj der Kostenstelle j in einer Periode ins Verha¨ltnis gesetzt. Damit er-
32Siehe [Wil86, S. 3].
33Siehe hierzu [Gu¨94a, S. 217 f.], [Kah96, S. 46 ff.].
34Vgl. [Go¨00c, S. 126 ff.].
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Bei der Maschinenstundensatzrechnung werden die Fertigungsgemein-
kosten partiell u¨ber die Bezugsgro¨ße Maschinenstunden verrechnet. Da-
bei werden zuna¨chst die Kosten ermittelt, die unmittelbar mit der ent-
sprechenden Maschine in Verbindung stehen35. Die Summe der direkt
maschinenabha¨ngigen KostenKmj der Kostenstelle j wird anschließend
zur Sollmaschinenlaufzeit Hmj ins Verha¨ltnis gesetzt. Es ergeben sich
die maschinenabha¨ngigen Kosten pro Maschinenstunde kmj in Kosten-





Das Ergebnis ist der Maschinenstundensatz, der entsprechend fu¨r die
Kalkulation eines Kostentra¨gers verwendet werden kann36.
Aus der Betriebswirtschaftlehre ist bekannt, wie sich die verschiedenen Ko-
sten zu den Herstellkosten der Fertigung aggregieren ko¨nnen37. Trommer
gibt in seiner Arbeit38 einen technologieorientierten U¨berblick zur Kosten-
aggregation aus ingenieurwissenschaftlicher Sicht, welcher die so genannte
Platzkostenrechnung als Sonderform der differenzierten Zuschlagskalkulati-
on favorisiert. An dieser Stelle soll jedoch nicht weiter u¨ber die Sinnfa¨lligkeit
verschiedener Kostenkalkulationsverfahren diskutiert werden, da mit großer
Sicherheit die KPZ an ein Verfahren innerhalb ihres organisatorischen Rah-
mens gebunden sein wird. Wichtig fu¨r die KPZ ist lediglich das Wissen u¨ber
die Schnittstelle zum ERP–System, von wo die bewertungsrelevanten Infor-
mationen bezogen werden ko¨nnen.
Herstellkosten und Herstellzeiten dominieren betriebswirtschaftlich die Be-
wertung der Alternativen. Beide sind eng verzahnt und ha¨ufig funktional in-
einander u¨berfu¨hrbar. In der vorliegenden Arbeit finden bei der Lo¨sung von
35Kalkulatorische Abschreibungen und Zinsen, Energie, Betriebsstoffe, Instandhaltung,
Werkzeuge, usw.
36Zur weiteren Erla¨uterung siehe ein ausfu¨hrliches Beispiel in [Go¨00c, S. 129 f.].
37Siehe [Go¨00c, S. 122 ff.].
38Siehe [Tro01, S. 94 ff.].
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Problemen der Maschinenbelegungsplanung hauptsa¨chlich Zeitgro¨ßen Beach-
tung39. Dies ist auch bei den in der Literatur betrachteten Modellen u¨blich.
Zwar sind auch Kostengro¨ßen entscheidungsrelevant, aufgrund von Bewer-
tungsproblemen sind diese jedoch kaum zu operationalisieren40.
5.1.3.2 Zeiten
Die wichtigste Aufgabe des Advanced Planning and Scheduling (Kapitel 6)
ist die Optimierung der Arbeitsgangfolgen (einschließlich Ressourcenzuord-
nung) u¨ber alle Maschinen in der Fertigung bzgl. eines Zielsystems. Besonders
bedeutsam wird die Ablaufplanung dann, wenn Engpassressourcen identifi-
ziert werden und das Einhalten von Lieferterminen als kritisch eingestuft
wird. Falls alle konventionellen Maßnahmen im Rahmen der zeitlichen An-
passung41 an ihre Grenzen stoßen, muss nach anderen Methoden der Durch-
laufzeitverku¨rzung gesucht werden. Die Arbeitsplanung kann hierfu¨r wichtige
Aussagen zum Duchlaufzeitverdichtungspotenzial einschließlich der verwend-
baren Methoden liefern.
5.1.3.2.1 Anpassung
Die aus Sicht der Arbeitsplanung einfachste Methode zur Stu¨ckbearbeitungs-
zeitreduzierung ist die intensita¨tsma¨ßige Anpassung42, bei welcher die Aus-
bringungsmenge pro Zeiteinheit (Intensita¨t d) variiert wird, um auf die Out-
putmenge im Planzeitraum Einfluss zu nehmen. Dies ist in der Regel nur
beschra¨nkt (dmin ≤ d ≤ dmax) mo¨glich. Diese Beschra¨nkung ist abha¨ngig von
den Parametern der Betriebsmittel (zeitlich minimaler dmin und maximaler
dmax sowie kostenminimaler dopt Intensita¨t, z. B. Vorschub). Bei einer zeitli-
chen Anpassung wird immer mit kostenminimalen Parametern gearbeitet. Im
Falle einer intensita¨tsma¨ßigen Anpassung wird die Produktionsgeschwindig-
keit erho¨ht und damit auch der Faktorverbrauch. Diese hat Auswirkung auf
die Stu¨ckkosten- und damit auf die Gesamtkostenfunktion, denn sie fu¨hrt zu
39Ausgenommen seien hier die Stundensa¨tze von personellen und nicht-personellen Res-
sourcen, die bereits im Vorfeld der Planung mit entsprechenden Methoden der Kosten-
rechnung ermittelt werden.
40Siehe [Sch92a, S. 86 ff.].
41Wird auf Marktvera¨nderungen durch Variation der Arbeitszeit reagiert, so wird dies
als zeitliche Anpassung bezeichnet. Hierbei ko¨nnen sich die Faktorkosten bei einer Aus-
dehnung der Arbeitszeit u¨ber das ”normale“ Niveau hinaus erho¨hen (z. B. U¨berstunden-
zuschla¨ge fu¨r operative Arbeit).
42Die intensita¨tsma¨ßige Anpassung ist auch als Produktionsfunktion von Gutenberg
bzw. Produktionsfunktion vom Typ B bekannt. Siehe hierzu [Blo98, S. 52 ff.].
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ku¨rzeren Stu¨ckbearbeitszeiten bei gleichzeitig steigenden Stu¨ckkosten. Ab-































Abbildung 5.8: Kostenfunktionen bei Anpassung
Prinzipiell ko¨nnen alle mo¨glichen Anpassungsarten miteinander kombiniert
werden. Besonders interessant ist die Kombination von zeitlicher und in-
tensita¨tsma¨ßiger Anpassung. Dabei wird eine nach einem vorzugebenden
Kriterium optimale Intensita¨t dopt ermittelt, die z. B. minimale Stu¨ckkosten
realisiert. Aus Sicht der Arbeitsplanung kann bezu¨glich dieser Variante der
Durchlaufzeitreduzierung das Einsparungspotenzial bewertet werden.
Formal erfolgt die Ermittlung der optimalen Intensita¨t u¨ber die Bestimmung
des globalen Minimums der Summe aller bewerteten Verbrauchsfunktionen
im Intervall dmin ≤ q ≤ dmax, wie folgt:










kvi ... variable Stu¨ckkosten des Faktors i
d ... Intensita¨t.
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Durch Auflo¨sung der Gleichung k′v(d) = 0 kann dopt bestimmt werden. In
der Fertigung besitzen aggregierte Verbrauchsfunktionen fast ausschließlich
konvexen Charakter. Falls k′′v(d) > 0 erfu¨llt ist, handelt es sich tatsa¨chlich
um das gesuchte Minimum. Falls dopt außerhalb des zula¨ssigen Bereiches liegt,
ist die na¨chstliegende Bereichsgrenze zu wa¨hlen.
Ebenfalls im Bereich der Ablaufplanung sind die Methoden Splittung und
U¨berlappung angesiedelt. Jedoch auch sie gewinnen ihr Potenzial aus der
technologischen Machbarkeit derartiger Planungsergebnisse.
5.1.3.2.2 U¨berlappung
Konventionelle Methoden der Ablaufplanung gehen davon aus, dass die ge-
samte Menge, die der Auftrag umfasst, an jeder Station erst vollsta¨ndig bear-
beitet und dann insgesamt an die folgende Station weitergegeben wird. Beim
U¨berlappen erfolgt die Weitergabe an die na¨chste Station in Teilmengen. Ist
ein bestimmter Teil des Auftrags fertiggestellt, wird er an das folgende Ar-
beitssystem weitergegeben, so dass er dort bereits im na¨chsten Arbeitsgang
bearbeitet werden kann, wa¨hrend der Rest sich noch in der vorhergehen-
den Station befindet. Voraussetzungen sind, dass das folgende Arbeitssystem
zu dieser Zeit genu¨gend freie Kapazita¨t bereitstellt, technologisch die Los-
teilung mo¨glich ist43 und auch der Transport gesichert werden kann. Die
Arbeitsplanung sollte das Einsparungspotenzial in Form der technologisch
kleinstmo¨glichen Losteilung bewerten. Wie leicht zu erkennen ist, la¨sst sich
mit dem U¨berlappen eine deutliche Zeitersparnis erreichen. Nicht vergessen
werden darf, dass diese Vorgehensweise die Logistikkosten erho¨ht, da zur Wei-
tergabe der Teilmengen mehrere Transporte erforderlich sind. Die Abbildung
5.9 zeigt eine mo¨gliche Realisierung der U¨berlappung.
Optimierungkriterium ist die maximale Reduzierung der Durchlaufzeit bei
gleichzeitiger Einbeziehung der zusa¨tzlich entstehenden Logistikkosten. In
Teilbild 5.9(a) berechnet sich die Durchlaufzeit aus der Bearbeitungszeit von
Los n auf Maschine 1, der proportionalen U¨bergangszeit des Loses n von Ma-
schine 1 auf Maschine 2 sowie der Bearbeitungszeit von Los n auf Maschine
2. Es ergibt sich die Formel
DLZ = tM1 + tu¨ + tM2 . (5.9)
In Teilbild 5.9(b) ist die Reduzierung der Durchlaufzeit aufgrund der Bildung
von drei Teillosen abgebildet. Die neue Durchlaufzeit errechnet sich aus der
43Beim Ha¨rten kann ein Los bspw. nicht geteilt werden.





















Abbildung 5.9: U¨berlappung von Arbeitsvorga¨ngen
Bearbeitungzeit des gesamten Loses n auf Maschine 1, aus der proportio-
nalen U¨bergangszeit von Teillos n3 von Maschine 1 auf Maschine 2 sowie
die Bearbeitungszeit von Teillos n3 auf Maschine 2. Es ergibt sich folgende
Formel:
DLZ = tM1 +
n3
n
· tu¨ + n3
n
· tM2 . (5.10)
Falls keine Optimierung der Teillosgro¨ßen stattfindet, resultieren folgende
beide Fa¨lle in Abbildung 5.10.
In Teilbild 5.10(b) ist das Teillos n1 zu klein gewa¨hlt. Wenn dieses auf Ma-















In Teilbild 5.10(c) ist das Teillos n1 zu groß gewa¨hlt. Somit kann das Teillos n2
nicht begonnen werden, wenn es von Maschine 1 auf Maschine 2 u¨bergeht,
da Teillos n1 auf Maschine 2 noch nicht beendet wurde, Es gilt folgende
Berechnung:



























(c) mit U¨berlappung: zweites Teillos zu klein














Es ist offensichtlich, dass sich das Optimum bei Gleichheit der beiden Bedin-
gungen einstellt. Die Summe aus U¨bergangszeit und Bearbeitungzeit muss
fu¨r beide Maschinen im betrachteten Zeitabschnitt gleich sein. Es gilt in all-
gemeiner Form:
n2(tM1 + tu¨) = n1(tM2 + tu¨). (5.13)
Daraus ergibt sich die Berechnung der optimalen Gro¨ßen der Teillose.
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n2(tM1 + tu¨) = n1(tM2 + tu¨) (5.14)
n1 + n2 = n (5.15)
⇒ n1 = n− n2
n1tu¨ + n1tM2 − n2(tM1 + tu¨) = 0
⇒ (tM2 + tM1 + 2n2tu¨) = ntM2 + ntu¨
n2 = n
tM2 + tu¨
tM1 + tM2 + 2tu¨
(5.16)
n1 = n− n2 = n tM1 + tu¨
tM1 + tM2 + 2tu¨
. (5.17)
Bei Wegfall der Forderung nach proportionalen U¨bergangszeiten und Ver-
wendung konstanter vereinfachen sich die Formeln entsprechend. In analoger
Weise kann die Berechnungsvorschrift fu¨r beliebig viele Teillose gebildet wer-
den.
5.1.3.2.3 Splitten
Wa¨hrend bisher davon ausgegangen wurde, dass der gesamte Auftrag, d. h.
die gesamte geforderte Menge, in jedem Arbeitsgang auf der jeweiligen Ma-
schine vollsta¨ndig bearbeitet und erst dann im Ganzen weitergereicht wird,
damit an der folgenden Station der na¨chste Arbeitsvorgang ausgefu¨hrt wer-
den kann, oder bei U¨berlappung bereits Teillose weitergegeben werden, so
wird nun die Bearbeitung innerhalb eines Arbeitsgangs aufgeteilt. Das heißt:
wurde die gesamte Menge bisher auf einer Maschine bearbeitet, so wer-
den jetzt mehrere Maschinen eingesetzt, die parallel den selben Arbeitsgang
ausfu¨hren. Die Abbildung 5.11 zeigt im linken Teilbild die u¨bliche Vorgehens-
weise einer vollsta¨ndigen Arbeitsvorgangsbearbeitung auf nur einer Maschi-
ne. Im rechten Teilbild wird der Arbeitsvorgang gleichzeitig auf zwei Maschi-
nen abgearbeitet.
Dabei la¨sst sich die fu¨r einen Arbeitsvorgang erzielbare Durchlaufzeit fu¨r die
gesamte Auftragsmenge sehr stark reduzieren. Werden beispielsweise zum
Bohren der Teile drei Maschinen statt bisher einer eingesetzt, so laufen die
Maschinen gleichzeitig und jede hat nur ein Drittel der Menge bzw. der Zeit
zu bewa¨ltigen, so dass die Durchlaufzeit auf ein Drittel sinkt. Zielkonkur-
rierend ist wiederum die damit verbundene Kostenerho¨hung. Fu¨r das Auf-
teilen der Gesamt-Auftragsmenge in Teilmengen (Los-Splitting) gibt es zwei
Mo¨glichkeiten:




















Abbildung 5.11: Splittung von Arbeitsvorga¨ngen
• Mengen-Split: Die Gesamtmenge wird in mehrere Lose, die den gleichen
Umfang haben, aufgeteilt44.
• Zeit-Split: Die Gesamtmenge wird so in mehrere Teilmengen aufgeteilt,
dass diese an den betreffenden Maschinen die gleiche Durchlaufzeit ha-
ben (Ru¨stzeit + Bearbeitungszeit).
trM1 + n1 · tM1 = trM2 + n2 · tM2 (5.18)
n = n1 + n2 (5.19)
⇒ n1 = n− n2
n1 =
trM2 + n2 · tM2 − trM1
tM1
n1 =
trM2 + (n− n1) · tM2 − trM1
tM1
n1 =




−trM2 + n · tM1 + trM1
tM1 + tM2
(5.21)
Beim Splitten muss die Arbeitsplanung das Einsparungspotenzial in Form
parallel arbeitender Maschinen beschreiben und in den Arbeitsvorga¨ngen als
Alternativarbeitspla¨tze vermerken. Erst dann kann in den ho¨heren Ebenen
der Planung das Splitten als betriebswirtschaftliche Methode der Ablaufpla-
nung Anwendung finden.
Die Beschreibung der Einsparungspotenziale in Bezug auf Zeiten und Kosten
haben deutlich gezeigt, dass in der Arbeitsplanung ursa¨chlich die entschei-
44Beispiel: Statt eines Loses mit 75 Stu¨ck werden 3 Lose a´ 25 Stu¨ck gebildet.
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denden Parameter fu¨r u¨bergeordnete Planungsebenen in die Produktionsmit-
telbeschreibung der KPZ einerseits und die Beschreibung der Stu¨cklistenpo-
sitionen andererseits einfließen mu¨ssen. Weiterhin mu¨ssen in diesem Zusam-
menhang seitens der Arbeitsplanung fu¨r die Bewertung von Prozessalterna-
tiven Kennzahlen ermittelt werden, die die Potenziale dieser Alternativen
ausdru¨cken und in die multikriterielle Bewertung einfließen.
5.1.3.3 O¨kologie
In der Gegenwart ist es bedeutsam, o¨kologische Aspekte von Prozessen
(z. B. Emissionen) oder Produkten (z. B. Recyclingfa¨higkeit) zu betrachten,
da zum einen zusa¨tzliche Kosten entstehen ko¨nnen und zum anderen das
Konsumentenverhalten45 davon getrieben wird. Letztes ist als Opportunita¨t
praktisch kaum antizipierbar und/oder operationalisierbar.
Die o¨kologische Bewertung einer Prozessalternative kann am Produkt selbst
bzw. am Prozess vollzogen werden. Fu¨r das Produkt sind Kriterien wie Recy-
cling, umweltgerechter Einsatz oder Werkstoffausnutzung bei der Transfor-
mation von Input in Output festzuhalten. Beim Recycling werden ha¨ufig die
zusa¨tzlichen Kosten, die am Ende des Produktlebenszyklus fu¨r Demontage,
Wiederaufbreitung oder Entsorgung entstehen, gescha¨tzt und dem Neupreis
des Produktes zugeschlagen. Die Werkstoffausnutzung geht in der Regel di-
rekt in die Herstellkosten der Fertigung ein. Ob es weiterhin in besonderem
Maße o¨kologisch vertretbar erscheint, bestimmte Alternativen auszuschlie-
ßen, weil sie bspw. durch Rohstoffabbau zu Lasten unserer Umwelt gehen,
vermag an dieser Stelle nicht entschieden werden. Das Kriterium umweltge-
rechter Einsatz (z. B. Emission von La¨rm) beeinflusst das Ka¨uferverhalten,
kann aber ebenfalls nur schwer beurteilt werden. Es zeigt sich, dass eine Be-
wertung anhand o¨kologischer Kriterien zu astrologischen Vorhersagen kom-
men kann und diese deshalb mit gro¨ßter Sorgfalt durchzufu¨hren ist.
Die prozessspezifische O¨kologie liefert Aussagen u¨ber Energie- und Hilfsstoff-
verbra¨uche von Verfahren sowie Emissionen wie La¨rm, Geruch oder Schad-
stoffe. Auch hierfu¨r ist es hilfreich, die Kriterien u¨ber Kostenersatzziele zu
erfassen und daru¨ber dem Bewertungsmodell zuga¨nglich zu machen.
5.1.3.4 Multikriterielle Bewertung
Zur Fo¨rderung von langfristig vertrauensvoller Zusammenarbeit innerhalb
des KPZN sowie zur Erho¨hung der Problemlo¨sungskompetenz des Koopera-
45In diesem Zusammenhang gibt es viele Forschungsrichtungen wie bspw. das Life–
Cycle–Management.
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tionsverbundes und zur Prophylaxe gegen
”
Futterneid“ bei der spa¨ter folgen-
den Kompetenzzellenauswahl zur Auftragsumsetzung ergibt sich die Notwen-
digkeit nach einer transparenten und beherrschbaren Methodik zur Bewer-
tung von Prozessalternativen einschließlich KPZ–Attribuierung. Diese Me-
thodik bildet das Fundament fu¨r die Eignungsanalyse mo¨glicher Fertigungs-
verfahren sowie der nachfolgenden Kompetenzzellenauswahl. Die den verteil-
ten Prozessketten zugeordneten KPZ werden unter Beachtung ihrer individu-
ellen Mo¨glichkeiten zur Umsetzung der konkreten Fertigungsaufgabe unter
Beru¨cksichtigung der Kundenanforderungen bewertet. Somit muss ein Be-
wertungsverfahren zur Entscheidungsunterstu¨tzung gewa¨hlt werden, welches
den oben bereits geschilderten Vorgaben und Voraussetzungen genu¨gt. Dies
bedeutet u. a. Gewa¨hrleistung der Vergleichbarkeit mehrerer zu verfolgender
Ziele und Beseitigung von inkonsistenten Alternativenvergleichen. Eine aus
diesem Blickwinkel durchgefu¨hrte Sondierung existierender Bewertungsver-
fahren fu¨hrte zur Auswahl des AHP-Verfahrens, welches anschließend na¨her
beschrieben und seine Funktionalita¨t entsprechend der aufgezeigten Problem-
stellung dargestellt wird46.
Verfahren zur multikriteriellen Abstu¨tzung von Entscheidungen47 finden in
der Literatur und in der Praxis starke Beachtung. Ohne na¨her auf die allge-
meine Theorie dieser Thematik einzugehen, soll zur Verknu¨pfung der elemen-
taren Priorita¨tsregeln untereinander und zur Integration subjektiver Fakto-
ren ein spezielles Verfahren der Nutzwertanalyse – der Analytical Hierarchy
Process (AHP) – vorgestellt und angewendet werden. Es gibt in der mehr-
kriteriellen Entscheidungsfindung zahlreiche Verfahren, fu¨r die in der Litera-
tur eine relativ eindeutige Taxonomie48 entsprechend ausgewa¨hlter Anwen-
dungsvoraussetzungen zu finden ist. Die bekanntesten unter ihnen besitzen
auch ihre praktische Bedeutung. Dieses Wissen vorausgesetzt werden eini-
ge Eigenschaften des AHP vorgestellt, aus denen implizit Schlu¨sse u¨ber die
Eignung anderer Verfahren zur Erreichung der vorgegebenen Zielstellung ge-
zogen werden ko¨nnen. Auf einen expliziten Vergleich der Verfahren wird an
dieser Stelle verzichtet. Die Auswahl des AHP als einzusetzende Methode
erfolgte einerseits aufgrund der Erfu¨llung der theoretischen Einsatzkriteri-
en und andererseits aufgrund einiger vielversprechender Anwendungen auf
anderen Gebieten komplexer Entscheidungsaufgaben49.
46Dieses Verfahren wurde zur Lo¨sung mehrerer Problemstellungen innerhalb von EVCM
angewendet. Die Entwicklung der Algorithmen und die Methodik des Verfahrens wurden
vom Autor bereits in [Tei98b, S. 213 ff.] in Bezug auf die Maschinenbelegungsplanung
vorgenommen. Diese Darstellung wird hierfu¨r mit geringen Anpassungen u¨bernommen.
Die Angaben zur Berechnung des Beispiel wurden aus [Tei01o, S. 308 ff.] entnommen.
47Siehe hierzu u. a. [Web93, S. 1] und [Sch91, S. 107].
48Siehe u. a. [Zim87] und [Sch91].
49Beachtenswert sind hierbei Beitra¨ge aus der milita¨rischen Anwendung wie [Che94].
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Zu den bedeutendsten Weiterentwicklungen multikriterieller Entscheidungs-
verfahren geho¨rt die AHP-Methodologie50. Es handelt sich hierbei nicht um
ein neues Verfahren, sondern vielmehr um eine Variante der Nutzwertana-
lyse, bei der endlich viele Alternativen mit Hilfe eines linearen Pra¨ferenzin-
dex angeordnet werden. Die Besonderheit des AHP liegt in der Art der Be-
stimmung der Gewichte und Wertfunktionen durch ein hierarchisch additives
Gewichtungsverfahren, innerhalb dessen die zu beru¨cksichtigenden Attribute
mehrstufig angeordnet werden ko¨nnen. In der Praxis gibt es zahlreiche Imple-
mentierungen des AHP-Konzeptes51. Fu¨r die zu entwickelnde Software wird
jedoch ein AHP-Tool beno¨tigt, dass effizient bezu¨glich der Laufzeit arbeitet52
und offen fu¨r eine mo¨gliche Erweiterbarkeit ist, bspw. fu¨r die Fuzzyfizierung
der Eingangsdaten53. Aus diesem Grunde wird eine eigene Implementierung
des AHP-Verfahrens vorgezogen.
Die AHP-Methode umfasst folgende drei Schritte, die im Wesentlichen den
Grundablauf des analytischen Denkens widerspiegeln: Systemanalyse, Ent-
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Abbildung 5.12: Grundelemente der AHP-Methode
50Vgl. [Web93, S. 73].
51Die bekanntesten unter ihnen sind AutoMan, Criterium, Expert Choise.
Daru¨ber hinaus gibt es leistungsfa¨hige Programme wie das von Bard fu¨r die NASA ent-
wickelte (siehe [Bar85]) und Versionen fu¨r Excel wie die von Shim und Olsen [Shi88].
52Ausgefeilte Programmpakete mit viel Oberfla¨che besitzen viel Overhead, der sich nega-
tiv auf die Performance zur Laufzeit auswirkt. Außerdem fu¨hren Datentransfers zwischen
den beteiligten Tools zu erheblichen Bremseffekten.
53Das betrifft in erster Linie die Bearbeitungs- und Ru¨stzeiten fu¨r das APS.
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5.1.3.4.1 Systemanalyse
Die Systemanalyse extrahiert aus der Problembeschreibung die das System-
verhalten beeinflussenden Kenngro¨ßen (Attribute), die zu bewertenden Al-
ternativen (Objekte) und die Beziehungen zwischen den Alternativen. In der
Arbeitsplanung sind die Objekte die Kompetenzzellen einerseits und die Pro-
zessalternativen anderseits. Im weiteren Verlauf erfolgt die Erkla¨rung KPZ-
seitig. Jede KPZ ist durch eine Anzahl Attribute (als Teilmenge des An-
gebotsvektors) na¨her bestimmt. Innerhalb der Arbeitsplanung sind u. a. die
Attribute Einsparungspotenzial an Bearbeitungszeit und Ru¨stkosten oder
Emissionen signifikant. Die Wertebelegung der Attribute wird als Attribut-
auspra¨gung bezeichnet. Im Falle der Arbeitsplanung ist das Skalenniveau
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Abbildung 5.13: Hierarchische Zerlegung im AHP
Die Lo¨sung des Entscheidungsproblems beno¨tigt ein Wertsystem, d. h. ei-
ne Hierarchie von Attributen (Zielen), die bis zu einem definierten Oberziel
aggregiert werden und an deren Basis sich die Alternativen befinden (sie-
he Abbildung 5.13). Wichtig hierfu¨r ist die redundanzfreie Modellierung der
Hierarchie55. Eine Besonderheit der AHP-Methode gegenu¨ber der Nutzwert-
54Diese Annahme ist dadurch begru¨ndet, dass fast alle Attribute Zeit- oder Kosten-
gro¨ßen sind. Auch ordinal messbare Attribute sind durch die Vergabe von Rangpunkten
abbildbar (vgl. [Sch91, S. 42 ff.]). Bei hinreichend großer Werteskala sind dann Aussagen
u¨ber Absta¨nde in den Ra¨ngen sinnvoll. Nominale Merkmale, d. h. reine Klassifizierungen,
treten nicht auf.
55Es sollten keine Zielattribute dargestellt werden, die sich ineinander u¨berfu¨hren lassen.
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analyse56 besteht in der gleichartigen Berechnung der Wert- und Gewichts-
funktionen, die sich nur nach der Hierarchiestufe unterscheiden57.
5.1.3.4.2 Lo¨sungsverfahren
Zur besseren Versta¨ndlichkeit der folgenden Ausfu¨hrungen werden die ein-
zelnen Schritte der Berechnung an einem Beispiel nachvollzogen58. Hierfu¨r
wird der dunkelgrau untersetzte Teilbaum aus der Abbildung 5.13 verwen-
det, welcher besagt, dass zur Verfolgung des Ziels
”
objektive Eignung einer
KPZ“ die Kriterien Zeit, Kosten und O¨kologie betrachtet werden. Die Be-
rechnung erfolgt exemplarisch fu¨r drei Kompetenzzellen.







bestimmt werden, so dass kj′ % kj′′ ⇐⇒ Φ(kj′) ≥ Φ(kj′′) gilt. gα bezeichnet
hierbei die Gewichtsfunktion59 und vα die Wertfunktion
60 der Alternative α.
Der indizierte Zusatz AHP zeigt an, dass sich die Bestimmung des Pra¨fe-
renzindex auf die AHP-Methode bezieht. Zur Bestimmung der vAHPα gibt es
mehrere Mo¨glichkeiten. Ein Ansatz bestu¨nde darin, alle Alternativen mit
der schlechtesten Alternative zu vergleichen. Dieses Vorgehen wird aufgrund
der Mo¨glichkeit des Entstehens systematischer Fehler in der Literatur kri-
tisiert61. Eine andere Mo¨glichkeit besteht darin, jede Alternative mit jeder
anderen paarweise zu vergleichen und eine Matrix der Form
56Die Nutzwertanalyse ist ein in der Praxis durchaus gescha¨tztes Instrumentarium zur
Bewertung von alternativen Lo¨sungen. Sogar in den Verwaltungsvorschriften der Bundes-
haushaltsordnung zur Durchfu¨hrung o¨ffentlicher Investitionen findet sie Anwendung (§7
Abs. 2 BHO). In der Betriebswirtschaft wird synonym der Begriff Scoring Modell benutzt.
57Diese Gleichbehandlung und Betonung der Hierarchiestufen gab dem Verfahren seinen
Namen (vgl. [Sch91, S. 158]).
58Dieses Beispiel stellt nur einen Teil der Implementierung dar.
59Es wird auch von Artenpra¨ferenz gesprochen. Jedem Ziel wird entsprechend seiner
Bedeutung ein Gewicht verliehen. Die Summe der Gewichte der zu einem direkt u¨berge-
ordneten Ziel aggregierbaren Unterziele wird auf den Wert Eins normiert. Im vorliegen-
den Fall ist das Gewicht eine Konstante. Allgemein kann des Gewicht jedoch funktional
abha¨ngig von den KPZ bestimmt werden.
60Die Wertfunktion ist ein Maß fu¨r die Ho¨henpra¨ferenz. Fu¨r jede Attributauspra¨gung
wird ein Wert ermittelt. Die Gesamtheit der Werte wird in ein vorgegebenes Intervall
normiert. Anderenfalls ko¨nnte auf die Gewichtung verzichtet werden.
61Vgl. [Sch91, S. 159].
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V =







vα(A, 1) . . . vα(A,A− 1) 1
 (5.23)
zu generieren. Die Matrix beinhaltet die Information, um wie viel eine Al-
ternative bezu¨glich eines Attributes im Verha¨ltnis besser oder schlechter ge-
stellt ist. Die Messbarkeit auf Verha¨ltnisskalenniveau muss gewa¨hrleistet sein,
d. h. die interaktive Wertbelegung der Matrizen erfolgt durch die Angabe von
Verha¨ltniszahlen eines definierten Wertbereiches und die automatische Ge-
nerierung bildet kalkulierte Verha¨ltniszahlen in diesen Wertebereich ab. Es
wird davon ausgegangen, dass vα(iv, jv) = (vα(jv, iv))
−1 gilt62 und somit eine
reziproke Matrix existiert.
Im Fall der Konsistenz von V gilt: vα(iv, i
′
v) · vα(i′v, i′′v) = vα(iv, i′′v). Das be-
sondere des AHP ist, dass eine solche Konsistenz nicht gefordert ist. AHP
unterscheidet sich gerade deshalb von den u¨blichen Verfahren der Nutzwert-
analyse, indem eine Wertfunktion gebildet wird, die auf eine konsistente Si-
tuation bei minimaler Abweichung von den gegebenen Inkonsistenzen fu¨hrt.





beschrieben, wobei viv und vjv vereinfachte Schreibweisen der Wertfunktionen



































62Anderenfalls muss der Arbeitsplaner auf seine unkorrekte Dateneingabe aufmerksam
gemacht werden.
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liefert im Ergebnis eine Matrix, die den oben genanntenWu¨nschen entspricht.




Die Ermittlung der Gewichte erfolgt auf dem gleichen Wege. Aus der Un-
abha¨ngigkeit der Bestimmung von Wert- und Gewichtsfunktionen folgt, dass
der AHP die Substituierbarkeitsbedingung63 nicht wie andere Verfahren
(z. B. MAUT) fordert. Wu¨rde die Ermittlung der Gewichte an die Ermitt-
lung der Wertfunktionswerte gekoppelt werden, la¨ge ein nutzentheoretisches
Verfahren vor64.
Die eigentliche Berechnung wird mit dem Eigenwertverfahren durchgefu¨hrt,
welches fu¨r die inkonsistente Matrix V einen Vektor v = (v1, . . . , vA)T sucht,
der die Wertfunktion konsistent approximiert. Saaty 65 beschreibt hierzu ver-
einfachende Abscha¨tzungen zur Berechnung der Eigenvektorwerte, auf die
bei der Implementierung zuru¨ckgegriffen wurde.
Wird fu¨r vα(iv, jv)v
jv = viv u¨ber jv summiert, stellt sich das bekannte Eigen-




iv = mviv oder (5.27)
V v = mv. (5.28)
Zuna¨chst wurde ein allgemeines Eigenwertverfahren implementiert, bei dem
die nichtsymmetrische, reellwertige Matrix V in eine obere Hessenbergma-
trix transformiert wurde, aus welcher anschließend mit der QR-Methode die
Eigenwerte berechnet wurden66. Die AHP-Methode wurde so implementiert,
dass sie nicht nur zur Bewertung von Kompetenzzellen benutzt werden kann,
sondern auch bei iterativen Verfahren als lokaler Verbesserungsoperator ein-
setzbar ist. Die auf genetischen Algorithmen basierenden Verfahren benutzen
somit in jeder Generation bei zahlreichen Individuen67 diesen Operator. Die
vollsta¨ndige Lo¨sung des Eigenwertproblems beno¨tigt jedoch einige Rechen-
zeit68, so dass unter Beru¨cksichtigung der Abscha¨tzungen von Saaty auf ein
vereinfachendes Verfahren zuru¨ckgegriffen werden musste.
63Der Entscheidungstra¨ger ist bereit, Substitutionen zwischen Auspra¨gungen unter-
schiedlicher Attribute vorzunehmen (Vgl. [Sch91, S. 124]).
64Vgl. [Sch91, S. 164 f.].
65Siehe [Saa80].
66Ein umfassende und sehr anschauliche Darstellung ist in [Gol96, S. 308 ff.] zu finden.
Die mathematischen Berechnungsvorschriften wurden aus dieser Quelle u¨bernommen.
67Siehe hierzu Abschnitt 6.3.3.2.2.
68Pro Lo¨sung wurde bei gro¨ßeren Beispielen zwar weniger als eine Sekunde Rechenzeit
beno¨tigt, die hohe Anzahl an Aufrufen fu¨hrte dennoch zu Laufzeiteinbußen.
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gilt. Da bei positiver, konsistenter Matrix V ein Eigenwert den Wert A be-
sitzt, folgt, dass die u¨brigen Eigenwerte 0 sind69. Somit beschra¨nkt sich die
Suche auf den maximalen Eigenwert mit zugeho¨rigem Eigenvektor.
Zu diesem Zwecke wurde das wohl einfachste Verfahren zur Berechnung des
betragsgro¨ßten Eigenwertes benutzt – die Potenzmethode. Das Verfahren wird
mit der Folge der Iterierten eines willku¨rlichen Vektors Y0 gebildet, so dass
nach n Schritten ein Vektor Yn der folgenden Gestalt entsteht:
V nY0 = Yn = (y1n, . . . , yAn). (5.30)
Es kann gezeigt werden, dass sich nach n Schritten (n hinreichend groß) der




Da die Berechnung des Eigenwertes nicht vom Vektorindex abha¨ngt, wurde
dieser weggelassen. Der erste Eigenwert ist na¨herungsweise gleich dem Quo-
tienten beliebiger gleichindizierter Komponenten, die zu hinreichend hohen
Iterierten eines beliebigen Vektors geho¨ren71. Nach jeder Iteration wird der
Vektor durch die Division durch die erste Komponente normiert. Der zu-
geho¨rige Eigenvektor entspricht dem Yn. Fu¨r dessen weitere Verwendung im
AHP wird er bezu¨glich der L1-Norm normiert.
Zur Veranschaulichung dient das Beispiel in Abbildung 5.13. Die auftrags-
neutrale Prozessplanung zur Herstellung dieses Produktes generiert mehrere
Prozessalternativen72. Ausgehend von der Fertigungsaufgabe werden die Ziel-
vorgaben des Kunden festgelegt, nach objektiven und subjektiven Gesicht-
punkten unterteilt und entsprechend priorisiert. Der Auftraggeber mo¨chte im
gewa¨hlten Beispiel den Gewindebolzen vor allem kostengu¨nstig und zeitnah
69Saaty zeigt durch einfache Abscha¨tzung, dass fu¨r eine positive reziproke Matrix stets
λmax ≥ A gilt. Er definiert ein positives Inkonsistenzmaß IK = (λmax−A)/(A−1), welches
um so gro¨ßer ist, je inkonsistenter die Vergleichsurteile ausfallen. Bei IK > 0.1 zeigt die
Erfahrung (Saaty), dass die Vergleichsurteile u¨berdacht werden sollten.
70Siehe hierzu die ausfu¨hrlichen Bemerkungen von Faddejew in [Fad78, S. 356 ff.].
71Weitere Informationen u¨ber Berechnungsdetails, Konvergenzgeschwindigkeiten und
Abbruchtests sind ebenfalls in [Fad78, S. 359] zu finden.
72Siehe hierzu [Tei01o, S. 308 ff.].
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geliefert bekommen. Zuna¨chst erfolgt eine Operationalisierung der zur Her-
stellung des rotationssymmetrischen Verbindungselementes mo¨glichen Pro-
zessschritte und deren Aggregation zu einem Arbeitsplan. Anschließend er-
folgt die auftragsbezogene, an den Zielvorstellungen des Kunden ausgerich-
tete Definition und Gewichtung der Ziele. Im Beispiel beschra¨nken sich diese
auf objektiv messbare Kriterien wie Kosten, Zeit und O¨kologie. Im gewa¨hlten
Beispiel wird der hohen Priorita¨t der Produktkosten durch den Gewichtungs-
faktor 10 Rechnung getragen. Die o¨kologischen Kriterien zur Fertigung des
Gewindebolzens widerspiegelt der Gewichtungsfaktor 2. Den Zielen werden
unter Beachtung der notwendigen Fertigungsverfahren entsprechende Kom-
petenzzellen zugeordnet.
In der na¨chsten Stufe des Bewertungsverfahrens werden den KPZ Attribu-
te zugeordnet. Im Beispiel sind das die von der KPZ geplanten Kosten in
Geldeinheiten mit den zugeho¨rigen Zeiteinsparungspotenzialen in Prozent.
Der tatsa¨chliche Liefertermin wird erst im APS gebildet. Die Bewertung der
O¨kologie erfolgt qualitativ durch die Prozessplanungskompetenz des Netz-
werkes. Der niedrigere Zahlenwert der KPZ 1 repra¨sentiert eine relativ ge-
ringere Umweltbelastung dieses Prozessschritts gegenu¨ber dem Fertigungs-
verfahren der KPZ 3. Durch Nutzung dieser Eingangsdaten ist es mit AHP
mo¨glich, das beste Fertigungsverfahren mit zugeho¨riger Kompetenzzelle ent-
sprechend den Kundenvorgaben zu ermitteln. Es wird ebenfalls ersichtlich,
dass sowohl quantitative Attribute wie Zeit und Kosten im Beispiel, als auch
qualitative Attribute (im Beispiel die O¨kologie) zur Ergebnisfindung verar-
beitet werden ko¨nnen. Folgende U¨bersicht zeigt die Berechnungsergebnisse.
Zeit: O¨kologie:
1.000 0.250 2.250 1.000 4.000 9.000
4.000 1.000 9.000 0.250 1.000 2.250
0.444 0.111 1.000 0.111 0.444 1.000
EV: (0.184 0.735 0.082) EV: (0.735 0.184 0.082)
Kosten: Attribute:
1.000 0.167 1.500 1.000 0.200 1.800
6.000 1.000 9.000 5.000 1.000 9.000
0.667 0.111 1.000 0.556 0.111 1.000
EV: (0.130 0.783 0.087) EV: (0.153 0.763 0.085)
Bewertung:
(0.190 0.724 0.086)
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5.1.3.4.3 Entscheidung
Die additiven Pra¨ferenzindizes ΦAHP(kj) der alternativen KPZ kj besit-
zen folgende gerundete Werte: ΦAHP(k1) = 0.190, Φ
AHP(k2) = 0.724 und
ΦAHP(k3) = 0.086. Die Bewertungsreihenfolge ergibt sich aus der resultieren-
den Pra¨ferenzordnung k2 ≺ k1 ≺ k3. Der Index wird in den Angebotsvektor
in der Kategorie Fachkompetenz eingetragen.
Die obige Tabelle zeigt die Eingangsdaten aus Abbildung 5.13 sowie die be-
rechneten Eigenvektoren. Die letzte Zeile der Tabelle entha¨lt die Pra¨ferenz-
indizes der Kompetenzzellen. Die Pra¨ferenz der KPZ 2 ist nachzuvollziehen,
da Kosten die gro¨ßte Bedeutung besitzen und diese bei KPZ 2 am geringsten
sind. Die anderen Attribute der Alternativen sind nicht stark genug ausge-
pra¨gt, um dieser Bewertung entscheidend entgegen zu wirken. Die Ergebnisse
der objektiven und subjektiven Eignung einer KPZ ko¨nnen weiterfu¨hrend als
Eingangsdaten einer nachgelagerten KPZ–Auswahl dienen.
Die Methode des AHP besitzt bei genauer Betrachtung sowohl Vor- als auch
Nachteile73. Der Vorteil des Verfahrens liegt in der u¨ber das Eigenwertver-
fahren durchgefu¨hrten, maßgeschneiderten Anpassung der Wertfunktionen
fu¨r die Alternativen, in diesem Falle Kompetenzzellen aus dem Ressourcen-
pool. Obwohl eine kardinale Einbettbarkeit nicht gefordert wird74, werden
die Alternativen entsprechend den Maßgaben des Entscheidungstra¨gers rich-
tig angeordnet.
Die Schwa¨che des Verfahrens ist seine Genauigkeit. Saaty schla¨gt vor, dass
das Verfahren nur dann angewendet werden sollte, wenn die Menge der in
die Entscheidung einzubeziehenden Alternativen im Zeitablauf unvera¨nder-
lich bleibt. A¨ndert sich diese Menge, kann sich die zuvor ermittelte Rangfolge
a¨ndern, ohne dass sich die Attributsstruktur oder die Bedeutung der Attri-
bute vera¨ndert haben. Dieses Problem wird vor allem im Zusammenhang mit
der Glaubwu¨rdigkeit o¨ffentlicher Entscheidungstra¨ger diskutiert. Insofern ist
fu¨r die Entwicklung von Vertrauen im Produktionsnetzwerk in Bezug auf die
vom ECVM getroffenen Auswahlentscheidungen darauf zu achten, dass der
KPZ-Pool wa¨hrend der Genesephase konstant in Bezug auf die Anzahl der
KPZ gehalten wird.
Die Anwendung des AHP–Verfahrens ist lediglich der bewertende Auftakt
innerhalb des Phasenmodells des KPZN fu¨r die Ebene der Fachkompetenz.
In den Ebenen der Methoden- und Sozialkompetenz werden weitere Eintra¨ge
in den Vektor folgen.
73Siehe [Saa90, S. 259 ff.] und [Sch91, S. 172 ff.].
74Bei der manuellen Vergabe von Priorita¨ten erzeugen die ordinalen Attribute nur eine
Rangordnung.
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Dieser Abschnitt stellt das grund-
sa¨tzliche methodische Vorgehen bei
der Attribuierung der Prozesska-
tegorien mit Kompetenzzellen vor.
2 Vom MRP zum SCM
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Erweiterungr eiterung
Die wesentlichen Inhalte dieses Ab-
schnittes gehen auf die Arbeiten
von Neubert/Go¨rlitz/Benn/Teich75
zuru¨ck.
Die vom KPZN verwalteten Wert-
scho¨pfungseinheiten in Form von
Kompetenzzellen ko¨nnen sich jeder-
zeit mit dem informationstechni-
schen Modellkern verbinden und die darin angebotenen Funktionalita¨ten fu¨r
Genese und Betrieb des KPZN nutzen. Die Auswahl technologisch geeigne-
ter Kompetenzzellen fu¨r einen Prozessvariantenplan ist eine der wichtigsten
Aufgaben des IMK im Kompetenzzellennetzwerk wa¨hrend der Genese. Der
IMK fungiert als zentrale Broker-Instanz, um Kompetenzzellen nach objek-
tiven und gleichermaßen subjektiven Gesichtspunkten auszuwa¨hlen und die
Genese eines optimalen Produktionsnetzwerkes zu unterstu¨tzen. Die Funk-
tionen des IMK ko¨nnen von jeder Kompetenzzelle des Netzwerkes genutzt
werden, das heißt, jede Kompetenzzelle kann die Bildung eines Produktions-
netzes fu¨r einen eingeworbenen Kundenauftrag initiieren. Bei der Suche nach
Kandidatenzellen fu¨r einen Prozessvariantenplan spielen vier Komponenten
des IMK eine zentrale Rolle.
1. Die erste Komponente, eine Doma¨nenontologie, gibt das Begriffsgefu¨ge
des jeweiligen Anwendungsbereiches vor. Dies ist notwendig, um ei-
ne semantische Gleichheit zwischen den Anforderungen aus dem Pro-
zessvariantenplan und der Beschreibung der technologischen Mo¨glich-
keiten der Kompetenzzellen zu garantieren. Fu¨r die Darstellung und
Verwaltung der Kompetenzbeschreibungen werden global verfu¨gbare,
homogene Ontologien verwendet. Jeder einzelnen Kompetenzzelle ist
damit die Mo¨glichkeit der Interpretation der Kompetenzen anderer Zel-
len gegeben. Da Vera¨nderungen der Kompetenzbeschreibungen, verur-
sacht durch Evolution der Zellen und Fluktuation im Ressourcenpool,
75Siehe hierzu u. a. [Tei01u, Neu01a, Neu02a, Neu02b].
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ha¨ufig auftreten ko¨nnen, zeichnen sich die zu verwendenden Ontologi-
en neben der Ma¨chtigkeit ihrer Beschreibungsmittel insbesondere durch
ihre Dynamik aus.
Diese Dynamik bezieht sich auf die verfu¨gbaren Elemente zur Kompe-
tenzbeschreibung, sowie auf die Kompetenzbeschreibungen selbst. Im
Hinblick auf die Verwendung von Datenbanksystemen bedeutet ersteres
die ha¨ufige Manipulation des zugrundeliegenden Datenbankschemas,
welches die Struktur der Ontologie spezifiziert. Jedes Schema wieder-
um besteht aus einer einzigen Instanz – der jeweils aktuellen Ontologie.
Die Dynamik des Systems resultiert somit letztendlich in einer Menge
an Schemata, wobei fu¨r jedes Schema wiederum eine minimale Anzahl
an Instanzen besteht. Dieses Merkmal ist fu¨r die Anwendungsdoma¨ne
signifikant, stellt jedoch fu¨r einen Großteil vorhandener Datenbank-
systeme ein Problem dar, da die Verwendung von Schemata, wie es
beispielsweise bei relationalen oder objektorientierten Datenbanksyste-
men u¨blich ist, sich in diesem Fall als eher hinderlich erweist. Hinzu
kommt, dass die Operationen u¨ber Ontologien zumeist aus Navigati-
onsdirektiven bestehen, so dass die fu¨r Schemata bekannten Funktionen
zur Performanzsteigerung hier kaum bzw. u¨berhaupt nicht zur Anwen-
dung kommen. Die zuvor genannten Gru¨nde favorisieren die Benutzung
einer neuen Datenbankmanagementtechnologie – die der so genannten
Semistrukturellen Datenbanksysteme (SDBS).
Verglichen mit relationalen oder objektorientierten Modellen ermo¨gli-
chen SDBS die Verwaltung von komplexen (hierarchischen oder nicht-
hierarchischen) strukturierten Daten, wobei diese nicht einem spezi-
ellen, fest vorgegebenen Datenbankschema entsprechen mu¨ssen. Se-
mistrukturelle Datenbanksysteme sind Gegenstand verschiedener ak-
tueller Forschungsarbeiten und stellen mo¨glicherweise eine neue Gene-
rationen der Datenbanksysteme dar. Die diesen Systemen zugrundelie-
gende Idee sieht vor, Applikationen eine gro¨ßtmo¨gliche Flexibilita¨t bei
der Wahl der Granularita¨t der Datenmodellierung anzubieten. Das be-
deutet, dass die Struktur der zu verwaltenden Daten nicht vollsta¨ndig
bekannt sein muss76. Im Extremfall verwaltet das System eine Menge
assoziierter bina¨rer Objekte.
Flexibilita¨t bedeutet aber auch, dass A¨nderungen an der Struktur der
Daten jederzeit und ohne gro¨ßere Performanzverluste durchgefu¨hrt wer-
den ko¨nnen. SDBS verzichten daher auf den expliziten Gebrauch von
Schemata. Sofern notwendig, werden selbige mit Mitteln des semistruk-
76Daher auch der Begriff semistrukturell.
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turellen Modells ausgedru¨ckt. Typische Anwendungen von SDBS stel-
len beispielsweise Systeme zur Integration heterogener Informations-
quellen dar. Im Umfeld der SDBS entstehen, repra¨sentativ fu¨r aktuelle
Forschungsschwerpunkte, Arbeiten zur Formulierung und zur effizien-
ten Ausfu¨hrung von Abfragen77, neue Methoden zur Indexierung se-
mistruktureller Daten78, Algorithmen zur Schemafindung79 sowie Ar-
beiten an Repra¨sentationsformen und ihren entsprechenden Zugriffs-
operationen80.
2. Die zweite Komponente ist eine Datenbank, welche die Beschreibung
der technologischen Mo¨glichkeiten der Kompetenzzellen speichert, die
so genannte Angebotsdatenbank. Hierin wird eine Selbstbeschreibung
der Kompetenzzellen zu ihren Maschinen- und Anlagen usw. festgehal-
ten. Diese Angebots- oder Kompetenzbeschreibung beinhaltet jedoch
keine Angaben u¨ber die aktuelle Auslastungssituation der Kompetenz-
zelle. Derartige Angaben sind zu dynamisch, um sie sta¨ndig an zentraler
Stelle aktuell zu halten. Kandidatenzellen werden daher zuna¨chst nur
aufgrund ihrer technologischen Eignung vorgeschlagen. Ob eine Kompe-
tenzzelle dann auch in der Lage ist, einen zugewiesenen Prozessschritt
innerhalb der Terminvorstellungen des Kunden auszufu¨hren, wird in
dem der Auswahl der Kandidaten folgenden Optimierungsschritt fest-
gestellt.
3. Die Auswahl von Kandidatenzellen erfolgt in der dritten Komponen-
te durch einen Abgleich der Anforderungen eines Prozessschrittes in
Form eines Nachfragevektors mit den Daten der Angebotsdatenbank
u¨ber die Kompetenzzellen in Form von Angebotsvektoren. Die Kom-
plexita¨t der Beschreibungen von Nachfragen und Angeboten bewirkt,
dass beide durch sehr hochdimensionale Merkmalsvektoren repra¨sen-
tiert werden mu¨ssen. Deren Abgleich wu¨rde innerhalb eines konven-
tionellen Datenbanksystems zu einer prohibitiv zeitintensiven Aufga-
benstellung fu¨hren. Zur Unterstu¨tzung der Suche in multidimensiona-
len Merkmalsra¨umen, wie sie die Angebotsdatenbank darstellt, wur-
de der Intelligent Cluster Index (ICIx) entwickelt81, welcher Gruppen
a¨hnlicher Objekte innerhalb eines Raumes beliebiger Dimension indi-
ziert. Fu¨r die Angebotsdatenbank bedeutet das, vergleichbare Angebo-
te von Kompetenzzellen werden zu A¨hnlichkeitsgruppen zusammenge-
77Siehe u. a. [Che00].
78Siehe u. a. [Mil99].
79Siehe u. a. [Bun97].
80Siehe u. a. [Pap95].
81Siehe hierzu [Go¨00b, Go¨00a].
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fasst und durch die ICIx-Struktur indiziert. Damit ist es mo¨glich, zu
einem hochdimensionalen Nachfragevektor relativ schnell einen passen-
den Angebotsvektor und damit eine Kandidatenzelle zu finden. Die Ein-
teilung in A¨hnlichkeitsgruppen hat einen weiteren Vorteil: auch wenn
Nachfrage und Angebot nicht vollsta¨ndig u¨bereinstimmen, beispiels-
weise wenn die Kompetenzzelle viel detaillierter beschrieben ist, als die
Anforderungsspezifikation, so ist ICIx in der Lage, durch eine A¨hnlich-
keitssuche passende Kandidatenzellen zu bestimmen. ICIx dient inner-
halb des IMK als Organisations- und Zugriffsstruktur fu¨r die Angebots-
datenbank.
4. Die vierte Komponente, das Verbindungswissen zwischen den Kompe-
tenzzellen, befasst sich ebenfalls mit retrospektiver Betrachtung der
Kooperation. Eine erfolgreiche Kooperation zwischen Kompetenzzellen
ha¨ngt nicht nur von der technologischen Eignung der einzelnen Kan-
didatenzellen und ihrer optimalen Verwendung im Fertigungsprozess
ab. Der Erfolg der Kooperation wird in gleicher Weise determiniert
durch die vertrauensvolle Zusammenarbeit und den firmenkulturellen
Konsens zwischen den beteiligten Kompetenzzellen (soziale Kompe-
tenz). Die Komponenten des Modellkerns (EVCM-Scheiben in Abbil-
dung 4.16) umfassen also Funktionalita¨ten zum Aufbau und Betrieb
von Kooperationsnetzwerken, evolutiona¨re Algorithmen fu¨r die Opti-
mierung im APS, eine neutrale Controlling-Instanz sowie die Kommu-
nikationsinfrastruktur. Das Beziehungsgefu¨ge zwischen Kompetenzzel-
len kann jedoch nicht durch ein festes Schema erfasst werden. Vielmehr
stellt es sich als ein dynamischer, gerichteter Graph dar, dessen Knoten
sehr unterschiedlich strukturiert sind - je nachdem welche Informatio-
nen eine Kompetenzzelle u¨ber ihre Erfahrungen in der Zusammenarbeit
mit anderen Kompetenzzellen zu speichern wu¨nscht. Diese Freiheit der
Struktur erfordert, dass das Verbindungswissen innerhalb des IMK in
einem semistrukturellen Datenbanksystem (SDBS) abgelegt wird (sie-
he oben). Dieses ermo¨glicht die Verwaltung von komplex (hierarchisch
oder nicht-hierarchisch) strukturierten Daten, wobei diese nicht einem
speziellen, fest vorgegebenen Datenbankschema entsprechen mu¨ssen82.
Weiterhin ist es mo¨glich, an die verschieden strukturierten Knoten je-
weils individuelle Auswertungsmechanismen zu knu¨pfen.
Doma¨nenontologie (Schritt 1) und Vektorenbeschreibung (Schritt 2) finden
ihre inhaltliche Basis in der oben bereits beschrieben Arbeitsplanung. Die
82Siehe [Lan01].
5.2 Suche nach Kompetenzzellen 277
informationstechnische Umsetzung impliziert zwar entsprechende modellie-
rungstechnische Aufwendungen, die aber an dieser Stelle nur von unterge-
ordneter Bedeutung ist83. Die Methoden des vierten Schrittes werden in den
Kapitel 6 bis 9 umfassend beschrieben, einschließlich der informationstech-
nischen Umsetzung in Kapitel 10. Aus diesem Grund konzentriert sich der
folgende Unterabschnitt auf die Organisation der Suche innerhalb des dritten
Schrittes im IMK.
5.2.2 Organisation der Suche
Die hochdimensionalen Kompetenzvektoren bilden einen entsprechend hoch-
dimensionalen Suchraum fu¨r die Suchanfragen nach Kooperationspartnern
in der Kerndatenbank. Konventionelle Indexstrukturen ko¨nnen nicht ange-
wandt werden, um die Daten effektiv zu organisieren, da die einzelnen Dimen-
sionen nur schwach oder sogar u¨berhaupt nicht sinnvoll priorisierbar sind.
Aus diesem Grund sind multidimensionale Indexstrukturen unverzichtbar.
Wie bereits erwa¨hnt, wird eine Suchanfrage durch einen Nachfragevektor fu¨r
jede Teilaufgabe repra¨sentiert. Zu den impliziten Anforderungen sind Kom-
petenzzellen mit entsprechenden oder a¨hnlichen Kompetenzen gesucht. Das
bedeutet, eine Anfrage repra¨sentiert eine Gruppe semantisch a¨hnlicher Ob-
jekte.
Die Art und Weise des Zugriffes auf die gespeicherten Kompetenzzellenbe-
schreibungen erfordert die Erweiterung der zugrundeliegenden konventionel-
len Datenmanagementsysteme, um den Leistungsanforderungen an das Ge-
samtsoftwaresystem zu genu¨gen. Nachhaltige Eingriffe mu¨ssen hierbei an den
internen Datenorganisations- und Zugriffsmechanismen erfolgen. Ein solcher
Ansatz wird mit der Entwicklung des Intelligent Cluster Index (ICIx) ver-
folgt. In diesem Unterabschnitt werden die Darstellung der grundlegenden
Ideen und ihre Anwendung im Kontext der Verwaltung von Kompetenzzel-
lenbeschreibungen in den Vordergrund gestellt84.
Der Index gliedert die Daten inhaltsorientiert, indem eine ku¨nstliche Ta-
xonomie erzeugt wird85, welche Objekte anhand a¨hnlicher Merkmale in
A¨hnlichkeitsgruppen (Cluster) einteilen. Ein Cluster wird durch die ge-
meinsamen Merkmale aller enthaltenen Objekte beschrieben. Die Cluster
selbst werden nach dem Prinzip der Teilmengeninklusion hierarchisch nach
83Dieses Gebiet wurde von Benn/Neubert/Go¨rlitz von der Professur fu¨r Datenverwal-
tungssysteme der TU Chemnitz umfassend bearbeitet.
84Eine formale Darstellung des Ansatzes einschließlich der datenbanktechnischen Hin-
tergru¨nde sind in [Neu00, Neu01b] nachzulesen.
85Vgl. [Neu01a, S. 116].
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Generalisierungs- bzw. Spezialisierungsaspekten strukturiert. Die Objekte
werden nicht redundant gespeichert, sondern den Clustern auf der Blattebene
der Hierarchie zugeordnet.
Bevor Cluster gebildet werden ko¨nnen, muss zuna¨chst ein A¨hnlichkeitsmaß
oder Assoziationsmaß entworfen werden86, um die A¨hnlichkeit der Kompe-
tenzzellen zu quantifizieren. Diese Maße gewa¨hrleisten, dass a¨hnliche KPZ
eine gemeinsame Klasse oder Cluster generieren, die von KPZ anderer Clu-
ster unterschieden werden ko¨nnen. Das einfachste aller Assoziationsmaße ist
der so genannte Simple-Matching Koeffizient (SMK), der die Anzahl der ge-
meinsamen Indexterme zwischen zwei Kompetenzzellen X und Y misst und
folgendermaßen mathematisch ausgedru¨ckt werden kann87:
SMK = |X ∩ Y |. (5.32)
Indexterme bestehen aus charakerisierenden Elementen wie Fertigungsver-
fahren oder Materialeigenschaften. Der Simple-Matching Koeffizient beru¨ck-
sichtigt dabei nicht die Gro¨ße von X und Y , d. h. die Dimension der Ange-
botsvektoren. Da die La¨nge der Vektoren stark das A¨hnlichkeitsmaß beein-
flusst, werden erweiterte Maße entworfen, die die Vektorendimension beru¨ck-
sichtigen und ein normalisiertes Assoziationsmaß beschreiben. Unter diesen
sind u. a. der Dicesche, Jaccards, Kosinus- und der U¨berlappungskoeffizient
zu nennen. Als Beispiel sei die Berechnungsvorschrift des Koeffizienten von
Dicesche (DK) angegeben.
DK =
|X ∩ Y |
|X|+ |Y | . (5.33)
Ist der Vektorraum euklidisch, so ergibt sich bei dimensionaler U¨bereinstim-














Es ist ebenso mo¨glich, das Assoziationsmaß auf ein probabilistisches Modell
zu gru¨nden, indem die Assoziation (A¨hnlichkeit) zwischen zwei KPZ u¨ber das
86Vgl. hierzu [Heu98, S. 13 f.]. Die Berechnungsvorschriften wurden leicht modifiziert.
87Vgl. [Rij79, S. 24 ff.].
5.2 Suche nach Kompetenzzellen 279
Ausmaß der Abweichung der Verteilung der KPZ von einer stochastischen
Unabha¨ngigkeitsverteilung gemessen wird. Bei der Verwendung der KPZ-
Vektoren wa¨re dies jedoch mathematisch u¨bermotiviert.
Der eigentliche Zweck des Clusterings ist, KPZ bzw. die sie beschreiben-
den Vektoren so zusammenzufassen, dass eine daran anschließende Suche
beschleunigt werden kann88. Van Rijsbergen formulierte hierzu treffend:
”
Clo-
sely associated documents tend to be relevant to the same request“89. Diese
These, Voraussetzung aller Information Retrieval Systeme, welche Cluster-
Verfahren benutzen, wird auch Clusterhypothese genannt. Sie besagt im
u¨bertragenen Sinne, dass zu einer gegebenen Anfrage alle solche Kompe-
tenzzellen passen, die inhaltlich miteinander verwandt sind und gemeinsam
in einer Antwort dargeboten werden sollten. Der Verwandtschaftsgrad wird
dabei durch obige Assoziationsmaße definiert. Zudem sollte eine Clusterme-
thode fu¨r die KPZ-Suche folgende Zuverla¨ssigkeitskriterien erfu¨llen90:
• Stabilita¨t unter Wachstum: Die Methode produziert eine geclusterte
Repra¨sentation des Datensatzes, fu¨r die eine A¨nderung bei einem spa¨te-
rem Hinzufu¨gen von Objekten unwahrscheinlich ist.
• Stabilita¨t in dem Sinne, dass kleine Fehler in den Objektbeschreibungen
nur zu kleinen A¨nderungen in der geclusterten Repra¨sentation fu¨hren.
• Unabha¨ngigkeit zur initialen Ordnung der Objekte.
Heuser91 gibt einen sehr guten U¨berblick und eine Gliederung sowie Ein-
satzbedingungen zu Cluster-Methoden an. Auf nicht-lineare Art realisierte
Methoden werden durch ku¨nstliche neuronale Netze modelliert. In diesem
Bereich dominieren vor allem die Verfahren des Competitive Learning als
vektorquantisierende Methoden. Diese lassen sich weiter in die so genannten
Hard Competitive Learning92 und die Soft Competitive Learning Verfahren93
unterteilen. Letztere lassen sich weiter danach differenzieren, ob die Netz-
werkdimensionalita¨t vorher vorgegeben ist. Aufgrund der besonderen Merk-
male des KPZN (u. a. hohe Dynamik, mo¨glicherweise unterschiedliche Vek-
88Ha¨ufig la¨sst sich kein geeignetes Verfahren im voraus angeben, da die Clusterbildung
sehr stark von den Eingabedaten abha¨ngt.
89Siehe [Rij79, S. 30].
90In Anlehnung an [Rij79, S. 31].
91Siehe [Heu00].
92Auch ”Winner-take-all“ Verfahren genannt. Vertreter sind bspw. K-Means.93Vertreter sind SOM, Growing Cell Structures, Growing Grid, das (Growing) Neural
Gas, das Competitive Hebbian Learning, das Rival Penelized Competitive Learning. Siehe
hierzu [Heu98, S. 30 ff.].
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torenla¨ngen, kein Exact-Matching sinnvoll) fiel, ohne an dieser Stelle weiter
darauf einzugehen, die Entscheidung zugunsten des Growing Neural Gas aus.
Bei der Suche nach einem Cluster, beschrieben anhand der kennzeichnenden
Merkmale, wird die Hierarchie ebenenweise durchmustert und versucht, Wi-
derspru¨che zwischen den Beschreibungen der Taxonomiegruppen und des ge-
suchten Clusters abzuleiten. Gelangt die Durchmusterung auf der Blattebene
an, geho¨rt das entsprechende Cluster zur Antwortmenge. Bei einem Wider-
spruch kann der darunterliegende Ast ausgeschlossen werden, wodurch sich
eine inhaltsorientierte Einschra¨nkung des Suchraums ergibt. Durch gezielte
Ausnutzung solcher Einschra¨nkungen lassen sich Geschwindigkeitsgewinne
bei der Suche erzielen. Aus Sicht des vorherrschenden Anfragetyps nach Clu-
stern inhaltlich a¨hnlicher KPZ, d. h. nach Zellen, die technologisch in der
Lage sind, die gesuchten Anforderungen zu erfu¨llen, ist es zweckma¨ßig, die
Beschreibungen ebenfalls in Form ku¨nstlicher Taxonomien in der Datenbank
zu verwalten. Dazu mu¨ssen zuna¨chst A¨hnlichkeitsgruppen gebildet werden.
Fu¨r diese Aufgabe haben sich in der KI und im Information Retrieval Ku¨nst-
liche Neuronale Netze (KNN) bewa¨hrt. Das Training dieser Netze basiert auf
folgenden zwei, stark simplifizierten Schritten:
1. Wa¨hle zufa¨llig einen Eingabepunkt und bestimme das am na¨chsten
liegende Neuron.
2. Adaptiere das in Schritt 1 bestimmte Neuron durch Verschieben seines
Vektors in Richtung des gewa¨hlten Datenpunktes.
Beide Schritte werden iterativ wiederholt. Mit der Zeit spezialisieren sich
die einzelnen Neuronen auf Datenpunkte aus einer bestimmten Region des
Eingaberaums. Dieser Effekt repra¨sentiert letztlich das Selbstorganisations-
prinzip. Durch Zuordnung der Eingabepunkte zu einzelnen Neuronen lassen
sich die gebildeten Cluster bzw. A¨hnlichkeitsgruppen nach Beendigung des
Trainings in einem anschließenden Klassifikationsschritt ermitteln und wei-
terverarbeiten. Das
”
wachsende neuronale Gas“ (Growing Neural Gas, GNG)
von Fritzke94 verknu¨pft als eines der wichtigsten Vertreter eines Competitive
Learnings mit vorher nicht festgelegter Netzwerdimensionalita¨t die Wachs-
tumskomponente der Growing Cell Structures, GCS mit der Generierung
einer Topologie durch das Competitive Hebbian Learning95. Neue Neuronen
werden, wie bei den GCS, in der Na¨he solcher Neuronen eingefu¨gt, die den
94Siehe [Fri94].
95Siehe [Mar91].
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gro¨ßten akkumulierten Fehler besitzen. Das GNG startet jedoch, im Gegen-
satz zu den GCS, mit nur zwei unverbundenen Neuronen. Der folgende Al-
gorithmus untersetzt die beiden simplifizierten Schritte von oben96.
1 begin
2 Schritt 1:
3 Initialisiere A durch zwei unverbundene Neuronen A = {c1, c2}
4 mit zugeho¨rigen Referenzvektoren ωci ∈ Rn, die mit
5 zufa¨lligen Werten aus D belegt werden.
6 while Stop-Kriterium nicht erfu¨llt (z. B. Netzgro¨ße) do
7 Schritt 2: Wa¨hle zufa¨llig ein Eingabedatum x ∈ D
8 Schritt 3: Bestimme s1 und s2 mit
9 s1 = arg min
c∈A
||x− ωc||
10 s2 = arg min
c∈A\{s1}
||x− ωc||
11 Schritt 4: Erzeuge Kante von (s1, s2) mit Alter age(s1,s2) = 0
12 Schritt 5: Es1 = Es1 + ||x− ωs1 ||2
13 Schritt 6: Adaption der Referenzvektoren ws1 von s1 sowie
14 seiner topologischen Nachbarn i ∈ Ns1 mit den
15 Lernraten ²b und ²n:
16 ∆ws1 = ²b(x− ωs1)
17 ∆wsi = ²n(x− ωsi) ∀i ∈ Ns1
18 Schritt 7: age(s1,i) = age(s1,i) + 1 ∀i ∈ Ns1
19 Schritt 8: Entferne Kanten, die a¨lter als agemax sind und
20 Neuronen ohne Kanten
21 if bestimmte Anzahl Eingaben erreicht
22 then Schritt 9:
23 * cq = argmaxc∈AEc
24 * cf = argmaxc∈Nq Ec
25 * neues Neuron cr einfu¨gen mit wcr = (wcq + wcf )/2
26 * (cq, cf ) ersetzen durch (cq, cr) und (cr, cf )
27 * Fehlervariable von cq und cf um α verkleinern:
28 * ∆Eq = −αEq und ∆Ef = −αEf
29 * Interpolation ∆Er mit Er = (Eq + Ef )/2
30 fi
31 Schritt 10: Fehlervariable verkleinern ∆Ec = −βEc
32 od
33 end
Abbildung 5.15: Algorithmus des Growing Neural Gas
96Aus [Heu98, S. 37 f.] entnommen.
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Mit einem Competitive Learning Algorithmus soll das Ziel einer Fehlermi-
nimierung im folgenden Sinne verfolgt werden. Es seien als Eingabe zum
Competitive Learning eine kontinuierliche Verteilung, erzeugt durch eine
Wahrscheinlichkeitsdichte-Funktion p(x), x ∈ Rn, und eine Menge von N
Neuronen A = {c1, c2, ..., cN} gegeben. Jedes Neuron c besitze einen Referenz-
oder Gewichtsvektor ωc ∈ Rn. Dann ist das Ziel eines fehlerminimierenden
Competitive Learning neuronalen Netzes, den erwarteten Quantisierungsfeh-
ler zu minimieren. Dies ist gleichbedeutend mit dem Finden geeigneter Wer-
te fu¨r die Referenzvektoren ωc, c ∈ A. Im Fall einer diskreten und endlichen
Eingabe-Datenmenge und einer Voronoi-Menge Rc um Referenzvektor c la¨sst









Bei dem fu¨r ICIx eingesetzten Growing Neural Gas–Netzen97 la¨sst sich fu¨r
die Klassifikation ebenfalls noch die Verbindungsstruktur der Neuronen her-
anziehen. Dieser spezielle Netztyp pra¨gt wa¨hrend des Trainings zusa¨tzlich
eine Verbindungsstruktur aus, so dass Zusammenhangskomponenten inner-
halb des Neuronengraphen entstehen ko¨nnen. Das wiederum erleichtert die
Analyse der Clusterstruktur innerhalb der Eingabemenge. Abbildung 5.16
visualisiert die eben beschrieben Sachverhalte. Das linke Teilbild zeigt die
kodierte Eingabe mit den Clustern durch eine diskrete Menge an Daten-
punkten, das mittlere Teilbild das GNG-Netz wa¨hrend des Trainings und
das rechte Teilbild das austrainierte Netz, welches fu¨r die Klassifikation be-
nutzt wird98.
Fu¨r die Verwendung der entstandenen Hierarchie als Datenbankindex ist ei-
ne Repra¨sentation der Gruppen notwendig, die eine effiziente Auswertung
von Anfragen (Ableitung eines Widerspruchs) gestattet. Fu¨r den Intelligent
Cluster Index wurde eine subsymbolische Repra¨sentation der Gruppeninfor-
mation gewa¨hlt, d. h. die identifizierten Cluster werden in Form von minimal
umschließenden Hyperboxen intern gespeichert. Eine Besonderheit der ICIx
Struktur ist die Unterstu¨tzung von drei generellen Anfragemechanismen:
Exact-, Group- und Similarity-Match, wobei letzteres in Verbindung mit
dem A¨hnlichkeitshilfsmaß eine quantifizierte A¨hnlichkeitssuche ermo¨glicht,
d. h. die Antwortmenge kann nach A¨hnlichkeit sortiert oder eingeschra¨nkt
werden.
97Siehe [Fri94].
98Zum Generieren des Beispiels wurde das als JavaApplet implementierte DemoGNG
von Loos/Fritzke [Loo02] genutzt.
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Datenmaterial Trainingsphase Endzustand
Abbildung 5.16: Trainingsphasen eines GNG-Netzes
Die Organisation der Beschreibungen der Kompetenzzellen innerhalb der An-
gebotsdatenbank durch ICIx soll im Folgenden beispielhaft fu¨r Fertigungs-
kompetenzzellen beschrieben werden. Die Kriterien werden fu¨r jede Ferti-
gungskompetenzzelle in einen durch ICIx verarbeitbaren Merkmalsvektor,
den oben beschriebenen Angebotsvektor, u¨berfu¨hrt. Die Bildung von A¨hn-
lichkeitsgruppen durch ICIx basiert auf der Clusterung eines durch Merk-
malsvektoren aufgespannten Raumes in der subsymbolischen Ebene. Das be-
deutet, die Angebotsdaten der Kompetenzzellen mu¨ssen fu¨r die Indizierung
durch eine geeignete Kodierungsfunktion in die subsymbolische Ebene trans-
formiert werden. Nach der Kodierung kann eine hierarchische Gruppierung
der Merkmalsvektoren durchgefu¨hrt werden. Da sich die Fertigungskompe-
tenzzellen bereits nach den beherrschten Fertigungsverfahren unterscheiden,
wird nicht ein großer Index u¨ber alle Angebote erstellt, sondern nur diejenigen
Angebote gemeinsam indiziert, die sich auf das gleiche Fertigungsverfahren
beziehen. Hierzu wird die vierte Ebene der Hierarchie der Fertigungsverfah-
ren als Trennungskriterium herangezogen.
Aus allen Angebotsbeschreibungen, die sich auf das gleiche Fertigungsver-
fahren der vierten Ebene beziehen wird ein gemeinsamer Indexbaum er-
zeugt. Es wird angenommen, dass die vierte Ebene der Fertigungsverfahren
entsprechend der DIN 8580 fu¨r die Auswahl pra¨zise genug ist. Eine tiefere
Ebene wu¨rde bedeuten, dass wesentlich mehr Indexba¨ume generiert werden
mu¨ssten, von denen jeder viel weniger Angebote, also Kompetenzzellen, ent-
halten wu¨rde. Eine Einteilung nach einer ho¨heren Ebene in der Hierarchie
der Fertigungsverfahren erscheint derzeit fu¨r die Auswahl zu grob. Abbildung
5.17 stellt die Generierung der Indexba¨ume aus den Angeboten schematisch
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dar. Im Ergebnis des Indizierungsschrittes ist eine Menge von Indexba¨umen
entstanden. Jeder von ihnen stellt eine Spezialisierungshierarchie dar. Die
Wurzel des Baumes entha¨lt alle Angebote. Jede na¨chste Ebene teilt diese






















Abbildung 5.17: KPZ–Suche als Teilaufgabe des IMK
Die Auswahl der Kompetenzzellen wird innerhalb eines mehrstufigen Prozes-
ses realisiert. Zuerst wird mit den in der Prozesskategorie vorgegebenen Ferti-
gungsverfahren die Hierarchie der Fertigungsverfahren bis zur vierten Ebene
traversiert. Hier befinden sich Verweise auf die Indexba¨ume mit den Ange-
boten unter den jeweiligen Fertigungsverfahren. Im na¨chsten Auswahlschritt
wird der Angebotsvektor, welcher Anforderungen des spezifischen Prozesses
in den gleichen Kriterien entha¨lt, welche fu¨r den Aufbau der Nachfrage ver-
wendet wurden, mit den ausgewa¨hlten Indexba¨umen verglichen. Das bedeu-
tet, die Nachfrage wird sukzessive mit den Angeboten der A¨hnlichkeitsgrup-
pen verglichen. Als Konsequenz der A¨hnlichkeitssuche liefert der zweite Aus-
wahlschritt eine Menge von Angebotsvektoren und damit Referenzen zu Fer-
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tigungskompetenzzellen, die sehr wahrscheinlich in der Lage sind, das Ferti-
gungsverfahren unter Beru¨cksichtigung der indizierten Kriterien auszufu¨hren.
Eine Kompetenzzelle kann durch Beherrschen mehrerer Fertigungsverfahren
in verschiedenen Indexba¨umen vertreten sein. Daher besteht die Mo¨glichkeit,
dass diese auch fu¨r mehrere Prozessschritte eines Prozessvariantenplanes als
Kandidat ausgewa¨hlt wird.
5.3 Zusammenfassung
Der IMK nimmt innerhalb des KPZN die Rolle des informationstechnischen
Integrators ein. Er verbindet die unterschiedlichen Modelle und Sichten des
Untersuchungsgegenstandes Kompetenzzelle. In der Schema- und Applikati-
onsebene des IMK werden die Sichten und Beschreibungen der unterschied-
lichen KPZ-Ebenen gesammelt und integriert. So entstammt die Beschrei-
bung der Fachkompetenz, welche in das Datenmodell der Angebotsdaten-
bank u¨berfu¨hrt wurde, aus dem Bereich der Arbeitsplanung. Die Methodik
der Zerlegung eines komplexen Produktes und die Beschreibung einer Stu¨ck-
listenposition durch Arbeitspla¨ne sowie die Struktur der Nachfragevektoren
wurde nur einfu¨hrend beschrieben, da fu¨r das Konzept des Extended Value
Chain Managements die Struktur der Organisationseinheiten nur eine ne-
bengeordnete Rolle spielt. Der Fokus der Betrachtung liegt viel mehr auf den
Netzwerkverbindungen, den dafu¨r notwendigen Methoden und die informa-
tionstechnische Realisierbarkeit.
Innerhalb des IMK werden auch die verschiedenen, den Kompetenzsich-
ten entlehnten Funktionsmodule, die innerhalb des Kompetenzzellennetz-
werkes Anwendung finden sollen, integriert. Zu nennen sind vor allem die
Module zum Advanced Planning and Scheduling, zur Angebotsgenerierung,
zur Kooperationsstrukturoptimierung mit Soft–facts und zum Netzwerk–
Controlling. In diesem Kapitel wurde lediglich die in der Fachkompetenz
angesiedelte Suche nach geeigneten KPZ beschrieben. Die dafu¨r notwendi-
gen Informationen werden in der Daten- und Beschreibungsebene des IMK
verwaltet, ebenso wie die Methoden zur Clusterung und zum Finden der
richtigen KPZ. Fu¨r die Umsetzung der Suche werden neuartige Methoden
des Soft Competitive Learnings wirkungsvoll und der Situation entsprechend
ada¨quat eingesetzt. Die Suche nach geeigneten KPZ ist jedoch nur ein Teil des
Aufgabenspektrums des IMK. Wa¨hrend des Wertscho¨pfungsprozesses kann
der IMK als Monitoring-Instanz mit Tracing und Tracking Funktionen aktiv
sein und die termingerechte Erfu¨llung der einzelnen Prozessschritte u¨berwa-
chen.
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Anschließend an die Produktion sollte in einem Evaluierungsschritt die Per-
formanz der am Produktionsprozess beteiligten KPZ a-posteriori ausgewer-
tet werden. Die hieraus abgeleiteten Ergebnisse ko¨nnen zur Verfeinerung der
Angebotsdatenbank verwendet werden und somit den Suchprozess fu¨r die
na¨chsten Anfragen a-priori verbessern. Der Auswahlprozess der Kandidaten-
zellen hat dabei das Ziel zu verfolgen, dass die vom KPZN angebotene Lo¨sung
in Produktionszeit und -kosten gegenu¨ber anderen Anbietern am Markt effi-
zient ist.
Die Darstellung des fachkompetenzspezifischen Teils der Netzwerkgenese hat
gezeigt, dass die Konzeption auf Kompetenzzellenebene noch la¨ngst nicht
ausreichend ist. Vor allem im Bereich der funktionalen Beschreibung der
Mo¨glichkeiten der KPZ besteht erheblicher Forschungsbedarf. Es ist sogar
denkbar, das KPZN als Problemlo¨ser einzusetzen, d. h. die traditionelle Pla-
nung vom Bauteil in Richtung Arbeitsplanung umzukehren und aus einem
Marktbedarf heraus u¨ber funktionelle Zusammenha¨nge aus dem Bereich der
Arbeitsplanung Produkte zu generieren. Diese Vorstellung geht jedoch weit
u¨ber den Rahmen dieser Arbeit hinaus und ist, wie bereits erwa¨hnt, fu¨r das
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”
Wir mu¨ssen heute nach den Wahrheiten leben, die
uns zur Verfu¨gung stehen, dabei aber immer bereit
sein, sie morgen Irrtu¨mer zu nennen.“
William James
In diesem Kapitel werden die wesentlichen Inhalte der Methodenkompetenz
zur Generierung notwendiger betriebswirtschaftlicher zeitorientierter Kenn-


































Nachdem den Netzknoten des Pro-
zessvariantenplanes KPZ zugeord-
net wurden, ist das KPZN in der
jetzigen Phase mit Zeiten zu be-
haften. Zu diesem Zweck kann je-
de KPZ die Methode Ablaufpla-
nung aus dem IMK benutzen. Die-
se Methode wird zentral verwal-
tet, ist auf technologisch neuestem
Stand und u¨ber ein Application
Service Providing (siehe Kapitel
10) den KPZ des Ressourcenpools
allgemein zuga¨nglich. Dieses Kapitel behandelt die wesentlichen Elemente
der KPZ–internen Ablaufplanung und stellt die wichtigsten Methoden ein-
schließlich Parameterkonfigurationen vor.
Die wesentlichen Inhalte dieses Kapitels gehen auf eigene Publikationen der
letzten fu¨nf Jahre zuru¨ck1. Diese werden in den folgenden Abschnitten syste-
matisiert und in ihrem inhaltlichen Zusammenhang dargestellt. Fu¨r detail-
liertere Angaben sei auf die Publikationen selbst verwiesen.
1Siehe hierzu umfassende Arbeiten zur Reihenfolgeplanung in der Dissertation [Tei98b]
und im Lehrbuch [Ka¨02a] der Abschnitt zur Fertigungssteuerung. Weiterhin entstan-
den zahlreiche Buchbeitra¨ge [Tei00b, Ka¨01], Zeitschriftenartikel [Tei99, Tei01u, Ka¨02b],
Arbeitsberichte [Ka¨97a, Ka¨97b, Tei00a, Ka¨00f] und Konferenzbeitra¨ge [Ka¨99b, Ka¨99a,
Ka¨00c, Ka¨00d, Ka¨00e, Tei01s, Tei01r, Tei01t, Mei01, Tei02d]. Textstellen wurden aus
[Tei98b] wo¨rtlich u¨bernommen, ohne dies explizit hervorzuheben.
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6.1 Ablaufplanung
Die Ablauforganisation befasst sich mit der kurz- und mittelfristigen ra¨umli-
chen, zeitlichen und sachlichen Strukturierung von Arbeits- und Bewegungs-
vorga¨ngen innerhalb des Unternehmens2. Aufbau- und Ablauforganisation
bilden zusammen das Organisationssystem einer Unternehmung oder anders
ausgedru¨ckt, dessen Konfiguration3. Die auf Nordsieck4 und Kosiol5 zuru¨ck-
zufu¨hrende Unterteilung beschreibt zwei verschiedene Betrachtungsweisen
2Vom MRP zum SCM
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ein und desselben Gegenstandes, zwischen denen ein enges Interdependenz-
verha¨ltnis besteht6. Die von der Aufbauorganisation geschaffenen Struktu-
ren7 bilden fu¨r die Ablauforganisation einen gewissen Rahmen, innerhalb
dessen ein konkreter Vollzug zu planen ist. Fu¨r den Wertscho¨pfungsprozess
der KPZ ist der Hauptgegenstand der Ablaufplanung die Festlegung der Ter-
mine der Fertigungsauftra¨ge8.
6.1.1 Gegenstand der Planung
Die Ablauforganisation la¨sst sich nach drei Aspekten unterteilen9:
Sachliche Aspekte: Hierbei werden die einzelnen Arbeitsprozesse, die Ar-
beitssubjekte, die Arbeitsobjekte, der Arbeitsraum und die Arbeits-
zuordnung innerhalb der Fachkompetenzschicht der KPZ analysiert.
Nach dieser Analyse erfolgt die Synthese der in der Regel komplexen
Arbeitsabla¨ufe. Zuna¨chst werden die Arbeitsta¨tigkeiten in Arbeitsgang-
folgen untersetzt. Hieraus entstehen die Arbeitsga¨nge enthaltenden Ar-
beitspla¨ne. Zu den sachlichen Aspekten geho¨rt auch die Zuordnung der
Arbeitsgegensta¨nde zu den Arbeitssubjekten bei gleichzeitiger Beach-
tung der Frage, ob die Arbeitsta¨tigkeiten in isolierter Form einzelnen
Personen oder einer Gruppe von Entscheidungstra¨gern u¨bertragen wer-
den sollen. Der sachliche Aspekt wurden im Wesentlichen im vorherge-
henden Kapitel abgehandelt.
2Siehe hierzu u. a. [Dom93, S. 25], [Sch92b, S. 181].
3Siehe [Pug68, S. 78].
4Siehe [Nor34, S. 76].
5Siehe [Kos76, S. 32 ff.].
6Siehe [Ku¨82].
7Dazu geho¨ren u. a. auch die von der Arbeitsplanung generierten Stu¨cklisten und Ar-
beitspla¨ne.
8Siehe hierzu und in Bezug auf Unternehmen [Ada90, S. 725], [Bow59, S. 621 ff.],
[Chu63, S. 409 ff.], [Con67], [Ker67].
9Siehe hierzu [Wit73, S. 24 ff.], [Ell80, S. 24 ff.], [Gai83, S. 150 ff.], [Kre90, S. 182 ff.],
[Dom93, S. 25 ff.].
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Zeitliche Aspekte: Der zeitliche Aspekt bescha¨ftigt sich mit der Frage, wann
die festgelegten Arbeitsga¨nge auszufu¨hren sind. Hierbei steht vor allem
die Reihenfolgeplanung an den Ressourcen der KPZ im Mittelpunkt
des Interesses. Im Allgemeinen werden in der Literatur folgende domi-
nierende Aufgaben dem zeitlichen Aspekt zugeordnet:
• Reihenfolgeplanung: Aus betriebswirtschaftlicher Sicht erfa¨hrt das
Reihenfolgeproblem insbesondere Beachtung als Ablaufplanungs-
problem. Die Reihenfolge der Arbeitsga¨nge ist in der Regel durch
eine bestimmte Technologie festgelegt, welche die Flussrichtung
des Auftrags u¨ber bestimmte Maschinen beschreibt. Dies trifft fu¨r
alle Auftra¨ge zu, die sich im Produktionssystem befinden. Auf
diese Weise ergibt sich vor jeder Maschine ein Arbeitsvorrat an
Arbeitsga¨ngen. Die Reihenfolgeplanung legt unter gegebenen Op-
timierungskriterien die Abarbeitungsreihenfolge des Arbeitsvorra-
tes auf einer bestimmten Maschine fest.
• Bestimmung der zeitlichen Dauer der Arbeitsga¨nge: Fu¨r die Be-
rechnung von mo¨glichen Lieferterminen fu¨r Auftra¨ge ist es not-
wendig, dass die festgelegten Arbeitsga¨nge mit Zeiten behaftet
werden. In der Praxis werden ha¨ufig nur Ru¨st- und Stu¨ckbear-
beitungszeiten gepflegt. Diese Zeiten werden zum einen vom ver-
antwortlichen Technologen gescha¨tzt und bzw. oder zum anderen
durch zweckma¨ßige Methoden wie das manuelle Begleiten eines
Auftrags durch die Fertigung ermittelt10.
• Termingrobplanung: Als Ergebnis der Planung liegen die Fertig-
stellungstermine der einzelnen Teilauftra¨ge fest. Sie ergeben sich
aus der simultanen Einplanung aller Arbeitsga¨nge auf den beno¨tig-
ten Maschinen unter Beachtung von Kapazita¨tsbeschra¨nkungen.
• Losgro¨ßenbildung: Das Ziel der Bildung von Losgro¨ßen besteht in
der Bestimmung wirtschaftlicher Mengengro¨ßen, bei der die davon
abha¨ngigen relevanten Kosten je Erzeugniseinheit minimal sind.
10Von der Gu¨te der Daten ha¨ngen zum Großteil die Planungsgenauigkeit und daraus re-
sultierende Probleme ab. Das bekannteste Problem ist das Durchlaufzeitsyndrom, bei dem
aufgrund wachsender Warteschlangen vor den Maschinen, was zu hohen Besta¨nden und
langen Durchlaufzeiten fu¨hrt, eine Erho¨hung der Plandurchlaufzeiten vorgenommen wird,
um somit die Termintreue zu vergro¨ßern. Das fu¨hrt zu noch fru¨hzeitigerer Auftragsfreiga-
be und somit noch gro¨ßeren Warteschlangen. Siehe hierzu u. a. [Wei95, S. 17 ff.], [Ket79,
S. 412], [Wie87, S. 22], [Za¨88, S. 28]. Empirische Untersuchungen zeigten, dass knapp 90%
der Liegezeit eines Auftrags auf Probleme der Ablaufplanung zuru¨ckzufu¨hren sind. Siehe
[Sto76, S. 143], [Eid86, S. 618], [Wei95, S. 19].
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Ra¨umliche Aspekte: Gegenstand der Ablauforganisation in ra¨umlicher Hin-
sicht sind Gestaltungsmaßnahmen fu¨r den Materialfluss durch das Un-
ternehmen, die Lo¨sung von Standortproblemen und die Festlegung von
Transporteinrichtungen. Kriterium fu¨r diese Betrachtungen sind so ge-
nannte Raumu¨berbru¨ckungskosten.
6.1.2 Ziele der Ablauforganisation
Nachdem in Abschnitt 5.1.3.1 bereits Kostenziele diskutiert wurden, wer-
den in diesem Abschnitt die wichtigsten Zeitziele der Ablaufplanung behan-
delt, die fu¨r die KPZ eine Relevanz besitzen. Zwar sind auch Kostengro¨ßen
entscheidungsrelevant, aufgrund von Bewertungsproblemen sind diese jedoch
kaum zu operationalisieren11. Qualitative Ziele gehen in diesem Zusammen-
hang in der Regel nicht in Ablaufplanungsmodelle ein.
6.1.2.1 Zeitziele
Die im Bereich der Produktion anfallenden entscheidungsrelevanten Kosten
sind wie oben bereits erwa¨hnt an Zeitgro¨ßen gebunden, die im Folgenden
erla¨utert werden.
Durchlaufzeit: ist die Zeit, die bei der Fertigung eines Teiles zwischen Beginn
des ersten und Abschluss des letzten Arbeitsganges vergeht.
Zykluszeit: ist die Zeitspanne zwischen dem Produktionsbeginn eines vor-
gegebenen Produktionsprogramms und dessen Produktionsende und
somit die Durchlaufzeit eines vollsta¨ndigen Auftragskomplexes.
Wartezeit: ist die Zeit, die ein Fertigungsauftrag vor einem Arbeitssystem
auf seine Bearbeitung warten muss, weil das System noch von ande-
ren Auftra¨gen belegt ist. Diese Definition kann auch auf die Wartezeit
eines Transportmittels ausgedehnt werden, wenn der innerbetriebliche
Transport ebenfalls Gegenstand der Feinterminierung ist.
Liegezeit: ist die Zeit, die ein Auftrag aus technologischen Gru¨nden zwischen
zwei Arbeitssystemen liegen muss und nicht weiterbearbeitet werden
kann.
Terminu¨berschreitungszeit: errechnet sich aus der Differenz zwischen tatsa¨ch-
lichem Ist-Liefertermin und geplantem Soll-Liefertermin.
11Siehe [Sch92a, S. 86 ff.].
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Leerzeit: ist die Zeit, in der ein Betriebsmittel (zumeist ablaufbedingt) nicht
genutzt werden kann. Dies kann vor Produktionsbeginn eines Auftrags-
programms, zwischen zwei Arbeitsga¨ngen und am Ende eines Auftrags-
programms eintreten12. Der Begriff der Stillstandzeit wird ha¨ufig syn-
onym benutzt. Solange die Existenz derartiger Leerzeiten bei gegebe-
nem Produktionsumfang die Realisierung des Auftragsprogramms nicht
gefa¨hrdet, ist die Vermeidung von Leerzeiten praktisch irrelevant.
Ru¨stzeit: ist die Zeit, in der ein Betriebsmittel zur Abarbeitung eines Ar-
beitsganges einmalig vorbereitet wird. Sie ist Teil der Belegungszeit
und dru¨ckt sich im Verbrauch von sowohl Maschinen- als auch Per-
sonalkapazita¨t aus. Die Minimierung dieser Zeit besitzt in der Praxis
große Bedeutung, da dies in der Regel allein durch die Umstellung des
Maschinenbelegungsplans mo¨glich ist.
Belegungszeit: umfasst die Ru¨stzeit und die zur planma¨ßigen Ausfu¨hrung der
Arbeitsaufgabe notwendige Bearbeitungszeit, die in der Regel pro zu
produzierendem Stu¨ck angegeben wird und sich somit proportional zur
Ausbringungsmenge verha¨lt.
U¨bergangszeit: legt die Zeitspanne fest, in der ein Wechsel von einem Arbeits-
gang zum na¨chsten erfolgen kann. Sie setzt sich aus Warte-, Transport-
und Liegezeit zusammen. In der Praxis ist eine Minimierung dieser Zeit
mit zum Teil erheblichen Kosten verbunden, die aus Vera¨nderungen der
logistischen Struktur des Produktionsbereichs resultieren.
Da die reihenfolgenabha¨ngige Ru¨stzeit eine wesentliche Rolle innerhalb der
Fertigungssteuerung besitzt, erfolgt an dieser Stelle eine kurze Vertiefung
dieser Problematik auf der Basis ausgewerteter Arbeitspla¨ne fru¨herer Unter-
suchungen13. Zu diesem Zweck wurden Arbeitvorga¨nge daraufhin untersucht,
wie die Losgro¨ßen bzgl. der Werkstattauftra¨ge durchschnittlich ausfallen und
in welchem Verha¨ltnis dabei die Ru¨stzeit zur Bearbeitungszeit steht. Es zeig-
te sich, dass u¨ber 50% der Auftra¨ge eine Stu¨ckzahl von weniger als 15 Teilen
aufweisen. Damit wird das typische kundenindividuelle Produktionsprofil bei
Einzel- und Kleinserienfertigung besta¨tigt. Ausgehend von diesen Stu¨ckzahl-
bereichen wurde weiterhin deutlich, wie die Ru¨stzeit bei sinkenden Stu¨ck-
zahlen an Bedeutung gewinnt, dass fu¨r mindestens 50% der aufgelegten Teile
12Die Definition der Leerzeit ist in der Literatur keinesfalls eindeutig. Conway [Con67,
S. 14 f.] und Za¨pfel [Za¨82, S. 250] folgen der obigen Definition. Seelbach [See75, S. 34],
Paulik [Pau84, S. 19] und Ku¨pper [Ku¨82, S. 40] dagegen vertreten die Meinung, dass eine
Leerzeit nur bis zur Beendigung eines Auftrags auftreten kann.
13Siehe [Tei98b, S. 190 ff.].
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ein Ru¨stzeitanteil von 10% bis 1300% zu erwarten ist. ERP-Systeme ignorie-
ren diesen Sachverhalt fast vollsta¨ndig und gehen u¨ber eine Reihenfolgepla-
nung mit einfachen Priorita¨tsregeln ohne Beachtung reihenfolgeabha¨ngiger
Ru¨stzeiten nicht hinaus. Aus diesem Grunde erfolgt fu¨r KPZ u¨ber den IMK
die Bereitstellung interner Ablaufplanungsmethoden, die zwar auf die ERP-
Daten zugreifen, aber ein eigenes Sequencing und Scheduling zur Verfu¨gung
stellen.
In der Einzel- und Kleinserienfertigung ist nach dem Bearbeitungsende ei-
nes Loses zu entscheiden, welches Los als na¨chstes zu produzieren ist. Diese
Entscheidung ist schwierig, wenn14:
• bei der Umru¨stung der Betriebsmittel auf neue Fertigungslose Umru¨st-
zeiten entstehen, die von der Reihenfolge der Lose abha¨ngen,
• die Umru¨stzeiten so groß sind, dass die Lose jeweils geschlossen die
einzelnen Betriebsmittel durchlaufen sollten und
• die Varita¨t der Produkte15 bei relativ geringer Stu¨ckzahl so groß ist,
dass bestimmte Betriebsmittel nicht die ganze Zeit mit der gleichen
Produktart beschickt werden ko¨nnen.
Im Gegensatz zu anderen Bereichen der Reihenfolgeplanung ist das Problem
der Minimierung reihenfolgeabha¨ngiger Ru¨stzeiten auch bei unbegrenzter
Kapazita¨t der Betriebsmittel relevant, da durch eine gu¨nstige Reihenfolge
der Arbeitsvorga¨nge die Umru¨stkosten minimiert werden. Diese Planung ist
nur simultan durchfu¨hrbar.
Zur Verdeutlichung der Beziehungen zwischen den einzelnen Bestandtei-
len des Modells, die aus betriebsmittelorientierter Sicht Bedeutung besit-
zen, zeigt die Abbildung 6.2 generelle Abha¨ngigkeiten beispielhaft fu¨r zwei
Maschinen. Die Abbildung zeigt, dass bis auf die Bearbeitungszeiten16 alle
Gro¨ßen von den Auftragsfolgen abha¨ngen. Da die Unvera¨nderbarkeit der Mo-
dellvariablen vorausgesetzt wird, kann die Zykluszeit nur u¨ber die Auftrags-
folgen beeinflusst werden. Bei der separaten Ausfu¨hrung von Algorithmen
zur Ru¨stzeitoptimierung und Zykluszeitoptimierung ohne Ru¨stzeiten geht
der Gesamtzusammenhang, wie er oben abgebildet wurde, verloren.
Ziel einer Analyse des Fertigungsauftragsdurchlaufs ist die Gewinnung von
Aussagen u¨ber generelle Materialflussrichtungen bei Werkstattsteuerung und
14Vgl. [Oet94, S. 62 ff.].
15Die Planung der Reihenfolge ist generell nur bei Mehr-Produkt-Fertigung notwendig,
da sonst die Produktionskapazita¨t voll dem einzigen Produkt zugewiesen werden kann.
16Die Bearbeitungszeit kann durch Lossplittung und -u¨berlappung sowie durch Maß-



























Abbildung 6.2: Abha¨ngigkeiten zwischen Modellbestandteilen
u¨ber deren Ha¨ufigkeit, da dieses spezifische Wissen zur Verbesserung der
Gu¨te allgemeiner Algorithmen zur Reihenfolgeplanung bezu¨glich der Schnel-
ligkeit des Findens einer mo¨glichst guten Lo¨sung genutzt werden soll. Des-
weiteren mu¨ssen geeignete Beispiele zum Testen der Algorithmen ausgewa¨hlt
werden. Ein wichtiges Maß hierfu¨r ist die Anzahl der Arbeitsvorga¨nge pro
Werkstattauftrag und die Gro¨ße der segmentierbaren Fertigungseinheiten.
Analysen haben gezeigt zeigt17, dass im Durchschnitt weniger als zehn Ar-
beitsvorga¨nge pro Werkstattauftrag beno¨tigt werden. Entscheidend fu¨r der-
artige Analysen ist jedoch nicht nur die Ha¨ufigkeit der einzelnen Arbeits-
vorga¨nge, sondern auch die mit der Produktionsmenge gewichtete Reihenfol-
ge, in der diese in den Technologien aufeinander folgend vorkommen. Zum
Erkennen der segmentierbaren und gewichteten Abschnitte der Fertigung
ko¨nnen Sankey-Diagramme zur Darstellung der Hauptflussrichtungen der Ar-
beitsvorga¨nge der Werkstattauftra¨ge abgeleitet werden. Analysen zeigten,
dass in den untersuchten Unternehmen die Fertigung in weniger als zehn
Segmente gegliedert werden kann. Diese Segmente weisen ihrerseits bis zu
sechs Betriebsmittel auf.
6.1.2.2 Zielbeziehungen
Die verschiedenen Zielsetzungen des Ablaufplanungsproblems sind in der Ter-
minologie der Entscheidungstheorie zumeist konkurrierende Ziele18. Daran
17Siehe [Tei98b, S. 195 ff.].
18Vgl. zu den Begriffen der Entscheidungstheorie z. B. [Din82, Abschnitt 3.1] und siehe
u. a. [Bru¨95, S. 44].
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a¨ndert auch eine KPZ-orientierte Modellierung der Organisationseinheiten
nichts. Eine bezu¨glich der Gesamtdurchlaufzeit optimale Lo¨sung braucht bei-
spielsweise nicht optimal hinsichtlich der Gesamtbelegungszeit zu sein und
umgekehrt. Gutenberg19 fu¨hrt den Begriff
”
Dilemma der Ablaufplanung“ fu¨r
die unterschiedlichen Ergebnisse bei den Zielsetzungen Maximierung der Ka-
pazita¨tsauslastung und Minimierung der Durchlaufzeit ein. Grundsa¨tzlich
lassen sich folgende Zielbeziehungen unterscheiden20:
komplementa¨re Ziele: Zwei Ziele sind zueinander komplementa¨r, wenn mit
der Verschlechterung bzw. Verbesserung des Zielerreichungsgrades des
einen auch derjenige des anderen verschlechtert bzw. verbessert wird.
konkurrierende Ziele: Zwei Ziele sind konkurrierend, wenn mit der Verbes-
serung des Zielerreichungsgrades des einen derjenige des anderen ver-
schlechtert wird und umgekehrt.
indifferente Ziele: Diese Ziele sind weder komplementa¨r noch konkurrierend,
d. h. die Maßnahmen zur Vera¨nderung des Zielerreichungsgrades des
einen beeinflussen die des anderen nicht.
Die beschriebenen Zielbeziehungen mu¨ssen sich keinesfalls u¨ber den ganzen
Definitionsbereich der Ziele erstrecken. Es ist ebenso mo¨glich, dass sich die
Beziehungen a¨ndern ko¨nnen.
An dieser Stelle sollen der Gegenstand und die Ziele der Ablauforganisation
aus produktionswirtschaftlicher Sicht in Bezug auf Kompetenzzellen hinrei-
chend beschrieben sein. Ablauforganisatorische Entscheidungsprobleme der
Produktionsplanung sind sehr eng mit Problemen der Ablaufplanung verbun-
den21. Der Begriff Ablaufplanung ist jedoch nicht mit dem Begriff Ablauf-
organisation gleichzusetzen. Unter Ablaufplanung im engeren Sinne wird die
Planung der ra¨umlichen und zeitlichen Abla¨ufe von Produktionsprozessen
verstanden, meistens sogar nur die Maschinenbelegungsplanung22. Die Ab-
laufplanung im weiteren Sinne ist im Wesentlichen gleichzusetzen mit dem
Begriff der Produktionsdurchfu¨hrungsplanung. Ablauforganisation hingegen
beschra¨nkt sich nicht nur auf den Bereich der Produktion, sondern umfasst
alle Unternehmensbereiche, insbesondere im Rahmen der operativen und der
taktischen Planung.
19Siehe [Gut51, S. 159].
20Zusa¨tzlich sind in [Tei98b, S. 25 f.] Beispiele zu den Kategorien angegeben.




Da der Durchlaufzeit eine enorme Bedeutung innerhalb der Fertigungssteue-
rung zukommt, werden an dieser Stelle einige Aspekte, die u¨ber die gewo¨hn-
liche Definition hinausreichen, gesondert betrachtet.
6.1.3.1 Beeinflussbare Bestandteile
Es bedarf zuna¨chst einer kurzen Erla¨uterung, inwiefern die Ablaufplanung
und die Belegungsplanung u¨berhaupt eine Verku¨rzung der Durchlaufzeit be-
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Abbildung 6.3: Einfluss der Ablaufplanung auf die Durchlaufzeit
Abbildung 6.3 stellt, ausgehend vom REFA-Schema23 der Durchlaufzeitglie-
derung, die beeinflussbaren Zeitanteile heraus. Nach REFA kann die Gesamt-
durchlaufzeit in die planma¨ßige Durchlaufzeit und die Zusatzzeit unterglie-
dert werden. Die Zusatzzeit ist die Zeit, die durch zusa¨tzliche Verrichtungen
(z. B. Nacharbeit bei Ausschuss) oder durch sto¨rungsbedingte Unterbrechun-
gen verbraucht wird. Die planma¨ßige Durchlaufzeit, deren Zeitbestandteile
oben bereits erla¨utert wurden, untergliedert sich in die Belegungszeit und
die U¨bergangszeit. Die Belegungszeit untergliedert sich weiter in Haupt- und
Nebenbelegungszeit. Dabei dient erstere der Durchfu¨hrung der eigentlichen
Arbeiten am Werkstu¨ck und letztere jenen Arbeiten, die indirekt mit der
23Vgl. [REF91b, Bd. 3, S. 15 ff.].
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Berarbeitung zu tun haben, z. B. dem Lesen von Zeichnungen. Da diese Un-
terteilung jedoch fu¨r die Fertigungssteuerung nicht unbedingt von Relevanz
ist, hat sich in der betrieblichen Praxis die Unterteilung in Bearbeitungszeit
und Ru¨stzeit durchgesetzt24. Beeinflussbare Anteile der Durchlaufzeit sind
lediglich der reihenfolgeabha¨ngige Anteil der Ru¨stzeit und die Wartezeit.
Das Resultat der gewu¨nschten Minimierung dieser Zeiten kann immer in
Form der Vera¨nderung von Kosten angegeben werden. Letztlich ist jede Art
von Optimierung der Tatsache geschuldet, dass eine Unternehmung ihre pla-
nenden Aktivita¨ten so ausrichtet, dass mittelbar oder unmittelbar das oberste
Ziel der Gewinnmaximierung verfolgt wird.
6.1.3.2 Durchlaufdiagramm
Dieser Unterabschnitt beschreibt den Zusammenhang von Durchlaufzeit, Be-
stand und Leistung innerhalb der Fertigung. Unter der Voraussetzung der
Erfassbarkeit aller Zu- und Abga¨nge einer betrachteten Kompetenzzelle ver-
mittelt die Abbildung 6.4 ein idealisiertes Durchlaufdiagramm. Planabgangs-
und Planzugangskurve stellen folglich in der Einheit Arbeit gemessene Ge-













MB ... Mittlerer Bestand
ML ... Mittlere Leistung
MZ ... Mittlere Durchlaufzeit
P ... Planperiode
Abbildung 6.4: Durchlaufdiagramm
Bei Betrachtung einer Periode P verrichtet die KPZ eine Arbeit in Ho¨he
des Planabganges AB. Somit ergibt sich ihre mittlere Leistung ML aus dem
Quotienten von Planabgang und Periodendauer. Die mittlere Durchlaufzeit
24Beide Zeiten enthalten in der Regel sowohl Haupt- als auch Nebenbelegungszeitanteile.
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MZ ist definiert als Differenz der Zeitpunkte von Abgang und Zugang einer
nachgefragten Arbeit. Die Kurven fu¨r Planzu- und -abgang entstehen aus der
Kumulation der zugeho¨rigen Ereignisse, die z. B. aus Ru¨ckmeldungen resul-
tieren25. Die in der Kompetenzzelle ankommenden Auftra¨ge ko¨nnen, sofern
die Ressourcen frei sind, sofort bearbeitet werden. Anderenfalls bilden diese
den Bestand in Form von Warteschlangeninhalten, in der idealisierten Ab-
bildung 6.4 den mittleren Bestand MB. Aus dieser Darstellung geht hervor,
das eine Erho¨hung des Bestandes (mo¨glicherweise verursacht durch einen
zu großen Einlastungsprozentsatz) proportional die mittlere Durchlaufzeit
erho¨ht.
Derartige Durchlaufdiagramme lassen sich prinzipiell fu¨r alle KPZ angeben.
Es ist darauf zu achten, dass die Ordinate immer in der selben Einheit ange-
geben wird. Unter dieser Voraussetzung kann eine aggregierende Verdichtung
von Durchlaufdiagrammen erfolgen, d. h. von den Einzelkapazita¨ten u¨ber die
Kompetenzzellen bis zum KPZN. Die folgende Abbildung 6.5 zeigt, wie sich



















Abbildung 6.5: Zusammenhang von Durchlaufzeit, Leistung und Bestand
Mit zunehmendem Bestand erho¨ht sich die mittlere Leistung. Das erkla¨rt
sich aus der Reduzierung von Stillstandszeiten der Maschinen, sobald sich die
25Vgl. [Wie92, S. 3 ff.].
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Warteschlangen fu¨llen. Wenn das System hinreichend mit Auftra¨gen belastet
ist, erreicht es seine Leistungsobergrenze. Mit zunehmenden Bestand erho¨ht
sich jedoch auch die Durchlaufzeit. Solange jedoch gleichzeitig die Leistung
erho¨ht werden kann, ist die Bestandzunahme akzeptabel. Kurz bevor die
Leistungsgrenze erreicht wird, beginnt die Durchlaufzeit u¨berproportional
zu wachsen. Der kritische Punkt der Bestandsho¨he wird u¨berschritten. Ab
diesem Punkt werden Terminu¨berschreitungen einzelner Auftra¨ge eintreten.
Fu¨r das KPZN gilt es, den sinnvollen Bereich einer Bestandsregulierung fu¨r
jede Kompetenzzelle zu bestimmen. Dieser Zusammenhang ist wichtig fu¨r die
Berechnung von Lieferwahrscheinlichkeiten und fu¨r Zuverla¨ssigkeitsaussagen
zur KPZ fu¨r die Zielfunktion im Auswahlprozess (Kapitel 9).
6.2 Feinplanung in der KPZ
Wird das Feinplanungsproblem einer Kompetenzzelle und der sie umgeben-
den Organisation untersucht, zeigt sich schnell dessen Komplexita¨t. Zu seiner
Lo¨sung pra¨gen sich unterschiedliche Herangehensweisen zur Bewa¨ltigung her-
aus. Auf der einen Seite ko¨nnen Spezialprobleme extrahiert und durch exakte
Verfahren gelo¨st werden26. Auf der anderen Seite herrscht die Meinung vor,
2Vom MRP zum SCM
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diese Probleme ganzheitlich zu behandeln und ein globales Optimum des
Gesamtsystems ermitteln zu mu¨ssen27. In der Vergangenheit wurden zahl-
reiche Partial- und Totalmodelle der Maschinenbelegungsplanung entwickelt,
und die Literatur bietet eine nahezu unu¨berschaubare Fu¨lle von Arbeiten
zu diesem Thema. Doch alle haben eines gemeinsam: Seit den Anfa¨ngen der
Maschinenbelegungsplanung konnten keine Verfahren entwickelt werden, die
dem Anspruch der Praxis in hohem Maße genu¨gen konnten. Conway formu-
lierte diesen Sachverhalt treffend wie folgt:
”
The general job-shop problem is a fascinating challenge. Al-
though it is easy to state, and to visualize what is required, it
is extremely difficult to make any progress whatever toward a
solution. Many proficient people have considered the problem,
and all have come away essentially empty-handed. Since this
frustration is not reported in the literature, the problem con-
tinues to attract investigators, who just cannot believe that a
26Klassische Bedeutung erlangte der Artikel von Johnson in [Joh54, S. 61 ff].
27Zu dieser Zeit wurden fu¨r viele Gebiete der Wissenschaft ma¨chtige und allgemein ein-
setzbare Instrumentarien zur Lo¨sung von Gesamtproblemen entwickelt (z. B. Simplexalgo-
rithmus), die sich in der Praxis mehr oder weniger durchsetzen konnten.
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problem so simply structured can be so difficult, until they have
tried it.“ 28
Die rasante Entwicklung der Computertechnologie inspirierte die Wissen-
schaftler auf dem Gebiet der Maschinenbelegungsplanung zu neuen Ideen.
Mit der Einsicht, ein hinreichend schwieriges Problem aus Gru¨nden der die-
sem Problem innewohnenden Komplexita¨t nicht mit exakten Verfahren lo¨sen
zu ko¨nnen, wurden die heuristischen Verfahren zum Untersuchungsgegen-
stand dieser Forschungsdisziplin. Aus diesem Grunde werden in einem der
folgenden Abschnitte vor allem biologisch und physikalisch motivierte Heu-
ristiken, die der KPZ als Methode durch den IMK zur Verfu¨gung gestellt
werden, diskutiert.
Der na¨chste Unterabschnitt fu¨hrt wichtige Begriffe ein, die zur Modellie-
rung des Maschinenbelegungsproblems notwendig sind und die im Modell
beno¨tigten Variablen definieren. Anschließend wird das Modell eingefu¨hrt.
Es erfolgt eine Betrachtung der Komplexita¨t der Suche nach einer optimalen
Lo¨sung. Abschließend werden artverwandte Modelle gezeigt und praxisrele-
vante Lo¨sungsverfahren vorgestellt29.
6.2.1 Formale Problembeschreibung
Um die Planung der Maschinenbelegung untersuchen zu ko¨nnen, muss ein
mo¨glichst allgemeines Modell in minimal kodierter Form vorliegen. Daru¨ber
hinaus sind die zu verwendenden Begriffe abzugrenzen und eventuelle Ein-
schra¨nkungen gegenu¨ber der Allgemeinheit vorzunehmen.
Es wird angenommen, dass auf m Maschinen {Mi | i = 1, ...,m} insgesamt
n Auftra¨ge (Jobs) {Jj | j = 1, ..., n} bearbeitet werden. Ein Ablaufplan ist
durchfu¨hrbar, wenn sich die geplanten Durchfu¨hrungszeiten der Auftra¨ge auf
ein und derselben Maschine nicht u¨berlappen, ein Auftrag nur einmal zu
einem Zeitpunkt allokiert und den Kriterien der Auftrags- und Maschinen-
charakteristika entsprochen wird. Ein Ablaufplan ist optimal, wenn er ein
28Siehe [Con67, S. 103].
29An dieser Stelle sei auf die Kernliteratur verwiesen, auf die dieses Kapitel aufbaut. Als
Einstieg diente das Buch [Gra93]. Der erste umfassende Sammelband von Muth, Thomp-
son [Mut63] mit Aufsa¨tzen zum Scheduling vom Beginn der sechziger Jahre, das klassi-
sche Buch von Conway, Maxwell, Miller [Con67], die Ausfu¨hrungen von Baker [Bak74]
und French [Fre82], die Proceedings von Dempster, Lenstra, Rinnooy Kan [Dem82], die
Ausfu¨hrungen u¨ber Produktionsplanung von Graves [Gra81] und u¨ber NP-Vollsta¨ndigkeit
von Johnson [Joh83] und die Diskussionen u¨ber neue Wege von Lenstra, Rinnooy Kan
[Len84] und Blazewicz [Bla87].
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gegebenes Zielkriterium bestmo¨glich erfu¨llt. Der Problemtyp des Planungs-
problems wird eindeutig durch die Maschinen, die Auftra¨ge und die Optima-
lita¨tskriterien (siehe Abschnitte 6.2.1.1 bis 6.2.1.3) definiert. In der Literatur
hat sich die Tripel-Klassifikation α | β | γ zur Beschreibung dieser Charakte-
ristika durchgesetzt, die an dieser Stelle kurz erla¨utert wird30.
6.2.1.1 Maschinencharakteristika
Die Maschinencharakteristika werden im ersten Feld α = α1α2 spezifiziert.
Das Zeichen ◦ steht fu¨r das Leersymbol.
α1: Wenn α1 ∈ {◦, P,Q,R}, dann besteht jeder Auftrag Jj aus genau einer
Arbeitsoperation, die auf jeder Maschine Mi ausgefu¨hrt werden kann.
Die Bearbeitungszeit von Jj auf Mi wird als pji bezeichnet.
α1 = ◦: eine Maschine; pj1 = pj
α1 = P : identisch parallele Maschinen; pji = pj ∀Mi
α1 = Q: uniforme parallele Maschinen; pji = pj|vi fu¨r eine gege-
bene Arbeitsgeschwindigkeit vi von Mi
α1 = R: heterogene parallele Maschinen; pji = pj|vji fu¨r eine ge-
gebene auftragsabha¨ngige Geschwindigkeit vji von Mi
Wenn α1 = O, dann liegt ein Open Shop vor, wobei jeder Auftrag Jj
aus einer Menge von oj Arbeitsoperationen {oj1, ..., ojm}31 besteht, die
in nichtdeterminierter Reihenfolge auszufu¨hren sind, d. h. es gibt weder
Maschinenfolgen noch Arbeitsgangfolgen.
Wenn α1 = F , dann liegt ein Flow Shop vor, wobei jeder Auftrag Jj
aus einer Reihenfolge von Arbeitsoperationen {oj1, ..., ojm}32 besteht,
die ihrer Ordnung nach abzuarbeiten sind. Jeder Auftrag ist auf je-
der Maschine in einer fu¨r alle Auftra¨ge identischen Reihenfolge genau
einmal abzuarbeiten.
Wenn α1 = J , dann liegt ein Job Shop vor, wobei jeder Auftrag Jj
aus einer Reihenfolge von Arbeitsoperationen {oj1, ..., ojoj} besteht,
die ihrer Ordnung nach auf den referenzierten Maschinen τjk mit
30Detaillierte Ausfu¨hrungen zu dieser Klassifikation sind nachzulesen in [Law93, S. 450
ff.], [Gra79, S. 287 ff.], [Con67] und [Tei98b, S. 42 ff.]. Da die Variablen in spa¨teren Ab-
schnitten benutzt werden, reicht eine Referenz auf die Quellen nicht aus. Es erfolgt eine
leicht geku¨rzte U¨bernahme aus [Tei98b].
31Die leere Operation ist zula¨ssig.
32Die leere Operation ist zula¨ssig.
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τjk 6= τj k+1 ∀k = 1, ..., oj − 1 abzuarbeiten sind. Dabei kann jeder Auf-
trag einmal, mehrmals oder gar nicht auf jeder Maschine bearbeitet
werden.33.
α2: Der Parameter α2 ∈ {◦,m} beschreibt die Anzahl der zur Verfu¨gung
stehenden Maschinen fu¨r α1 ∈ {◦, P,Q,R} bzw. die Anzahl der zu
durchlaufenden Fertigungsstufen fu¨r α1 ∈ {O,F, J}.
α2 = ◦: Die Anzahl ist beliebig, d. h. der Wert spezifiziert das
Problem selbst.
α2 = m: Die Anzahl ist konstant (m ist eine positive, ganze Zahl),
d. h. der Wert m spezifiziert den Problemtyp.
α2 = 1 → α1 = ◦.
6.2.1.2 Auftragscharakteristika
Die Auftragscharakteristika werden im zweiten Feld β ⊂ {β1, β2, ...} spezi-
fiziert. Die Anzahl der βx variiert in der Literatur
34. Ebenso la¨sst sich ei-
nem beliebigen βx keine feste Eigenschaft (z. B. Definition der Reihenfolge-
beziehung) zuordnen. Trotzdem sind die Auftragscharakteristika aufgrund
der Eindeutigkeit der Bezeichner eindeutig beschreibbar.
β1: β1 ∈ {n, ◦} beschreibt die Anzahl der zu bearbeitenden Auftra¨ge Jj.
β1 = n: Die Anzahl der zu bearbeitenden Auftra¨ge ist konstant
und besitzt den Wert n.
β1 = ◦: Die Anzahl der Auftra¨ge ist beliebig.
β2: β2 ∈ {pmtn, ◦} beschreibt die Unterbrechbarkeit35 (preemption) der
Bearbeitung von Auftra¨gen.
β2 = pmtn: Unterbrechung ist erlaubt. Die Bearbeitung eines
Auftrags darf unterbrochen werden und wird spa¨ter
auf irgendeiner Maschine fortgesetzt.
β2 = ◦: Unterbrechung nicht erlaubt.
33Die Forderung, dass zwei aufeinanderfolgende Arbeitsoperationen nicht auf derselben
Maschine ausgefu¨hrt werden du¨rfen (siehe u. a. oben und auch [Dom93, S. 255]), wider-
spricht der Praxis und soll deshalb im Rahmen dieser Arbeit nicht erhoben werden. Die
Einschra¨nkung τjk 6= τj k+1 ∀k = 1, ..., oj − 1 entfa¨llt somit.
34In [Law93, S. 451] werden vier Kriterien genannt. Hingegen werden in [Dom93, S. 256
ff.] zehn Kriterien aufgefu¨hrt. Das βx steht fu¨r ein bestimmtes Kriterium x, wobei das x
eine natu¨rliche Zahl mit Eins beginnend repra¨sentiert.
35Preemption im Sinne von Job-Splitting.
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β3: β3 ∈ {prec, tree, ◦} beschreibt die Art von Reihenfolgebeziehungen zwi-
schen Auftra¨gen. Bestehen die Auftra¨ge aus mehreren Arbeitsoperatio-
nen, wird die Definition auf Beziehungen zwischen den Arbeitsopera-
tionen verschiedener Auftra¨ge erweitert.
β3 = prec: Es existiert eine Reihenfolgebeziehung oder Pra¨zedenz
(precedence relation), die durch einen azyklischen, ge-
richteten Graphen36 G repra¨sentiert wird. Wenn in G
ein direkter Weg von j zu k existiert, so wird dieser
Weg mit j → k bezeichnet und dies erfordert, dass j
vor k abgearbeitet wird.
β3 = tree: Es werden Reihenfolgebeziehungen in Form eines ge-
richteten Baumes G betrachtet.
β3 = ◦: Eine Reihenfolgebeziehung ist nicht spezifiziert bzw.
die vorhandene Beziehung wird nicht betrachtet.
β4: β4 ∈ {rj, ◦} beschreibt die Zeitpunkte der Auftragsfreigabe .
β4 = rj: Jeder Auftrag Jj kann einen anderen Freigabezeitpunkt
(release date) rj besitzen.
β4 = ◦: rj = 0 ∀j = 1, ..., n
β5: β5 ∈ {pji, pj, ◦} beschreibt mo¨gliche Bearbeitungszeiten (processing ti-
mes) der Auftra¨ge.
β5 = pji: Jede Arbeitsoperation besitzt eine einheitliche Bearbei-
tungszeit fu¨r α1 ∈ {O,F, J}.
β5 = pj: Jeder Auftrag besitzt eine einheitliche Bearbeitungszeit
fu¨r α1 ∈ {◦, P,Q}.
β5 = ◦: Bearbeitungszeiten sind beliebig → ∀i, j : pj, pji ∈ N




jj′ : Reihenfolgeabha¨ngige Ru¨stzeit, wenn auf Maschine i der
Auftrag j′ dem Auftrag j folgt.
β6 = ◦: Reihenfolgeabha¨ngige Ru¨stzeiten werden nicht betrach-
tet.
Daru¨ber hinaus werden in der Literatur noch weitere Kriterien, wie Ressour-
cenbeschra¨nkungen, Lagerkapazita¨tsbeschra¨nkungen usw. aufgefu¨hrt, die an
dieser Stelle nicht erkla¨rt werden.
36Begriffsdefinitionen siehe [Pos86, S. 160 ff.] und [Lek93, S. 285 ff.].
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6.2.1.3 Optimalita¨tskriterien
Als Optimalita¨tskriterium kommen verschiedene, i. d. R. zeitorientierte Ziel-
gro¨ßen in Frage, die im Rahmen eines gegebenen Ablaufplans fu¨r jeden Auf-
trag berechenbar sind. Um eine allgemeine Aussage u¨ber ein Problem treffen
zu ko¨nnen, beschra¨nken sich die meisten Autoren auf Zielfunktionen, die fol-
gendem Kriterium genu¨gen37:
Definition: Regula¨re Zielfunktion
Es sei s die zula¨ssige Lo¨sung eines Belegungsproblems (schedule) mit
den Auftragsfertigstellungszeiten Cj der Auftra¨ge Jj, S die Menge der
zula¨ssigen Lo¨sungen und f(s) eine Bewertungsfunktion fu¨r s. Eine Ziel-
funktion f : S → R1 heißt regula¨r, wenn fu¨r zwei Lo¨sungen s mit
(C1, ..., Cn) und s
′ mit (C ′1, ..., C
′
n) gilt: f(s) < f(s
′) wenn Cj < C ′j fu¨r
mindestens ein j ∈ {1, ..., n}.
Der Wert dieser Zielfunktion ha¨ngt von der jeweils letzten Arbeitsoperation
der Auftra¨ge ab und stellt somit deren Praxistauglichkeit in Frage, denn alle
anderen Operationen ko¨nnen unter Beachtung von β3 = prec ohne Beein-
flussung der Zielfunktion im Belegungsplan frei verschoben werden. Regula¨re
Zielfunktionen werden in drei Klassen eingeteilt38:
1. Criteria based on completion times
Ausgehend von den Fertigstellungszeiten der Auftra¨ge ko¨nnen fu¨r einen
Belegungsplan Durchlaufzeiten der einzelnen Auftra¨ge, die Zykluszeit
und Wartezeiten ermittelt werden.
Fertigstellungszeit Cj: Der Zeitpunkt, zu dem der Auftrag Jj beendet
wird (completion time). Als Summe, Durchschnitt und gewogener
















Durchlaufzeit Fj: Die Zeit, die ein Auftrag Jj vom Zeitpunkt seiner
Freigabe rj bis zum Zeitpunkt seiner Fertigstellung Cj in der Fer-
tigung verweilt (flow time).
37Siehe [Geo95, S. 21].
38Siehe u. a. [Bak74, S. 12 ff.] und [Fre82, S. 9 ff.].
39Fu¨r alle Gewichte ωj , die weiterhin in Formeln benutzt werden, gilt:
∑
ωj = 1.
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Fj = Cj − rj (6.2)
In der Literatur werden wegen expliziter oder impliziter Unter-
stellung von ∀j : rj = 0 die Zeiten Cj und Fj synonym benutzt40.
Zykluszeit Z: Ist die Zeit (makespan), die beno¨tigt wird, um alle Auf-
tra¨ge zu bearbeiten. Sie kann auch als Belegungszeit des Ferti-
gungssystems interpretiert werden.





Wartezeit Wj: Beschreibt die Zeitspanne, die sich ein Auftrag Jj seit
seiner Freigabe zum Zeitpunkt rj bis zu seiner Beendigung zum
Zeitpunkt Cj abzu¨glich der Bearbeitungszeit pji der oj Arbeits-
operationen in der Fertigung befindet.








Analoge Zielfunktionen ergeben sich aus der Betrachtung von Maxi-
mum, Summe, Durchschnitt und gewogenem Durchschnitt der oben
aufgefu¨hrten Gro¨ßen.
2. Criteria based on due dates
Der Fa¨lligkeitszeitpunkt dj (due date) wird fu¨r jeden Auftrag in der
Regel als Liefertermin vorgegeben. Terminabweichungen Lj (lateness)
ko¨nnen durch vorfristiges Fertigstellen (earliness) bzw. Verspa¨tung Tj
(tardiness) hervorgerufen werden. Obwohl ein vorzeitiges Fertigstellen
Kosten verursacht41, bleibt diese Art der Terminabweichung in der Li-
teratur ohne Bedeutung. Die Berechnung von Terminabweichung und
Verspa¨tung ist fu¨r den Fall eines Verzuges identisch.
Lj = Cj − dj (6.5)
Tj = max {0, Lj} (6.6)
Analoge Zielfunktionen ergeben sich wiederum aus der Betrachtung
von Maximum, Summe, Durchschnitt und gewogenem Durchschnitt der
oben aufgefu¨hrten Gro¨ßen.
40In dieser Arbeit wird rj = 0 festgelegt. Somit gilt Fj = Cj .
41Es entstehen in jedem Falle Kapitalbindungskosten. In praxi werden diese Kosten
durch das Entstehen zusa¨tzlicher Pufferzeiten fu¨r Folgeperioden gerechtfertigt.
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Es besteht ebenfalls eine A¨quivalenz in der Betrachtung von Summe
und Durchschnitt und von L zu C42. Aufgrund der besseren Vergleich-
barkeit zula¨ssiger Ablaufpla¨ne werden diese Kriterien jedoch beibehal-


















= max {0, Lmax}
verzichtet. Da Zeit einen relativen Charakter besitzt, sollte eine zusa¨tz-
liche Gro¨ße zur Verfu¨gung gestellt werden, welche die Verspa¨tung un-
abha¨ngig von der gewa¨hlten Zeitdimension und in Abha¨ngigkeit zur
mittleren Bearbeitungszeit aller Operationen erfasst. Hierzu wird Tj zu
Tˆj normiert.
Tˆj =





Zur Robustheit gegenu¨ber Ausreißern wird die normierte Verspa¨tung








3. Criteria based on inventory cost and utilization
Anders als bei der auftragsbezogenen Sichtweise, werden bei diesem
Kriterium Kosten betrachtet, die durch die Belegung von Maschinen
entstehen. Hierbei wird dem Gedanken Rechnung getragen, dass eine
ausschließliche Betrachtung der Auftragfertigstellungszeitpunkte unbe-
friedigend fu¨r die Beurteilung der Gu¨te eines Belegungsplans ist.
42Siehe [Kan76, S. 20 ff.].
43Siehe hierzu den Beweis in [Bru91, S. 522].
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In der Literatur sind kaum Zielfunktionen zu finden, die sinnvoll, re-
gula¨r und antivalent zu den oben beschriebenen Gro¨ßen sind. Da die
Auslastung der Maschinen in praxi eine wichtige Kenngro¨ße darstellt,














definiert. Die Maschinenauslastung wird nur im Zeitraum zwischen der
Freigabe (rj = 0) und dem Fertigstellungszeitpunkt des letzten Arbeits-
gangs tejk auf der Maschine i betrachtet und als Funktion maximiert.
Die Zielfunktion ist anschaulich, aber nicht regula¨r44.
Der dritte Parameter γ ∈ {fmax,
∑
fj} spezifiziert das zu verfolgende Op-
timierungsziel. Die Mo¨glichkeit, mit γ = ◦ ziellos zu optimieren, ist trotz
gelegentlicher Praxisna¨he in der Literatur nicht vorgesehen.
fmax: Beschreibt die Minimierung (fmax → min) einer bestimmten Zeit-
gro¨ße. Gewo¨hnlich kann fmax als
fmax ∈ {Cmax, Lmax} : fmax = nmax
j=1





fj(Lj) : Lj = fj(Lj)
∑
fj: Beschreibt die Minimierung der (gewichteten) Summe einer be-
stimmten Zeitgro¨ße.
6.2.2 Job Shop Scheduling
In der englischsprachigen Literatur wird das Maschinenbelegungsproblem bei
Werkstattfertigung als Job Shop Scheduling Problem oder einfacher als JSP
44Beweis: Gegeben sei s und Jj mit oj oj−1 als letzte Operation auf Mi und ojoj auf Mi′
unter der Bedingung tsj oj − tej oj−1 > 0. Somit la¨sst sich ceteris paribus ein s′ konstruieren
mit tej oj−1 = t
e
j oj−1 + 1. Damit wurde gezeigt, dass trotz Cj = C
′
j das Kriterium U
unterschiedlich bewertet wird und somit nicht regula¨r ist.
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bezeichnet. Allgemein kann das JSP in der folgenden Weise dargestellt wer-
den. Die Menge an Auftra¨gen (Jobs) {Jj | j = 1, ..., n} soll der Menge der
Maschinen {Mi | i = 1, ...,m} so zugeordnet werden, dass ein vorgegebe-
nes Zielkriterium mo¨glichst gut erfu¨llt wird. Dabei bezeichnet Tj = (τjk) =
(τj1, ..., τjoj) die Maschinenfolge zur Fertigung von Auftrag Jj mit k = 1, ..., oj
Arbeitsoperationen (Arbeitsgang) ojk mit einer Operationszeit pjk. Fu¨r jeden
Auftrag Jj wird ein gewu¨nschter Fertigstellungstermin (due date) dj vorge-
geben.
Zur Illustration der Begriffe soll folgendes Beispiel gegeben sein: Zum Zeit-
punkt t0 werden n = 3 Auftra¨ge freigegeben. Jeder dieser Auftra¨ge besitzt
oj = 3 Arbeitsga¨nge, welche auf insgesamtm = 3Maschinen unter Beachtung
der jeweiligen Maschinenfolge Tj abzuarbeiten sind. Die Maschinenfolgen und
Arbeitszeiten sind wie folgt definiert:
(pjk) =
 2 5 35 4 3
6 4 2
 (τjk) =
 1 1 22 3 3
1 2 3
 (6.12)
Auftrag: Zwischen den Arbeitsoperationen ojk bestehen Pra¨zedenzbezie-
hungen, wobei J |prec|Cmax und J |tree|Cmax nicht zugelassen sind. Die
Operationen werden in Teilmengen gegliedert, innerhalb derer solche
Reihenfolgerestriktionen auftreten. Jede dieser Teilmengen wird als
Auftrag bezeichnet. Die Reihenfolge der Operationen im JSP ist in einer
linearen Pra¨zedenzstruktur45 determiniert. Es gilt:
Jj = {ojx, ojy, ..., ojz} | ojx ≺ ojy ≺ ... ≺ ojz (6.13)
Die Auftra¨ge sind unabha¨ngig voneinander, d. h. außerhalb der Auf-
tragsstruktur sind keine Pra¨zedenzbeziehungen zula¨ssig, jede Arbeits-
operation geho¨rt zu genau einem Auftrag, und die Anzahl der Arbeits-
operationen pro Auftrag kann verschieden sein. Die Beendigungszeit
eines Auftrags wird gleichgesetzt mit der Beendigungszeit der letzten
Arbeitsoperation ojoj . Zur graphischen Darstellung werden ein Arbeits-
vorgang als Knoten (node) und die Menge aller Knoten mit N bezeich-
net. N ist eine endliche, nichtleere Menge.
45Siehe [Bak74, S. 136].
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Maschine: Gegeben seien z Zeitra¨ume. Fu¨r zwei beliebige Zeitra¨ume x und
y sind die Startzeitpunkte tsx und t
s











y gegeben. Die Menge der Arbeitsoperationen







1 fu¨r x 6= y ∧ tsy ≤ tsx < tey
1 fu¨r x = y
0 sonst
 ≤ 1 (6.14)
genu¨gen. Eine solche Teilmenge heißt Maschine46. Die Bedingung ver-
hindert, dass Operationen, die auf ein und derselben Maschine aus-
gefu¨hrt werden sollen, sich nicht paarweise u¨berlappen. Sie kann als
Nichtgleichzeitigkeits-Restriktion bezeichnet werden. Die Menge aller
Maschinen werde alsM bezeichnet.M ist eine endliche, nichtleere Men-
ge.
Arbeitsgangfolge: Wichtigstes Merkmal des JSP sind die auftrags- bzw. teil-
spezifischen Bearbeitungsreihenfolgen. Sie sind die wichtigste Ursache
fu¨r dessen hohe Komplexita¨t. Jeder Auftrag Jj wird in eine Menge
von Arbeitsoperationen ojk unterteilt, die in der betrieblichen Praxis
als Arbeitsga¨nge bezeichnet werden. Die Anzahl der Arbeitsga¨nge pro
Auftrag oj ist variabel. Die Reihenfolge der Arbeitsga¨nge wird durch
technologische Randbedingungen determiniert und als Technologie oder
Arbeitsgangfolge bezeichnet.
Maschinenfolge: Kann jedem Arbeitsgang ojk eines Auftrages Jj eindeutig
eine MaschineMi zugewiesen werden, so wird die zeitliche Reihenfolge,
in der die Arbeitsga¨nge von Auftrag Jj die Maschinen durchlaufen,
als Maschinenfolge Tj = (τj1, ..., τjoj) bezeichnet. Diese lassen sich in
Maschinenfolgegraphen veranschaulichen (Abbildung 6.6).
Der Maschinenfolgegraph ist ein gerichteter Graph oder Digraph (di-
rected graph) D = (N,A). Jeder Knoten ojk ∈ N entspricht einer Ar-
beitsoperation des Auftrages Jj, die auf der im Knoten bezeichneten
und durch τjk referenzierten Maschine ausgefu¨hrt wird. A bezeichnet
die Menge von zweielementigen, konjunktiven Teilmengen von N , wobei
zwei adjazente Operationen ojk und ojk′ Element von A sind. Das Paar
(ojk, ojk′) ∈ A : tsjk′ − tsjk ≥ pjk ∧ tjk ≥ 0 wird als gerichtete Kante
von ojk nach ojk′ bezeichnet. Fu¨r A gilt: A ⊂ N ×N . Die Prozesszeiten
pjk werden u¨blicherweise als Kantengewichte benutzt, die die Zeitdauer
des U¨bergangs von ojk zu ojk′ determinieren.
46Siehe hierzu auch [Geo95, S. 11 ff.].




















Auftragsfolge: Die zeitliche Reihenfolge, in der die Auftra¨ge Jj u¨ber eine
Maschine Mi laufen, wird Auftragsfolge von Mi genannt
47. mi ist die
Kardinalita¨t der Auftragsfolge vonMi. Im Unterschied zu Arbeitsgang-
und Maschinenfolge ko¨nnen die einzelnen Arbeitsga¨nge verschiedener
Auftra¨ge zeitgleich um eine Maschine konkurrieren. Die Auftragsfolge
ist nicht fest vorgegeben, sondern Gegenstand der Planung, aus welcher
der Ablaufplan resultiert.
Ablaufplan: Eine nicht notwendigerweise optimale, zula¨ssige Lo¨sung des JSP
durch Festlegung der Auftragsfolge der jeweiligen Maschinen wird Ab-
laufplan genannt. Die Entscheidungssituation des Reihenfolgeproblems
in der Werkstattfertigung la¨sst sich durch die Erweiterung des Maschi-
nenfolgegraphen mit disjunktiven Kanten beschreiben.
6.2.2.1 Sequencing
Das Konzept, einen Ablaufplan als disjunktiven Graph darzustellen, geht
auf Roy und Sussmann48 zuru¨ck. Eine disjunktive Kante ist eine ungerich-
tete Kante zwischen zwei Arbeitsoperationen, die auf derselben Maschine
bearbeitet werden. Die Menge der disjunktiven Kanten, die alle Operationen
bilden, die auf Maschine Mi abzuarbeiten sind, wird mit Ei bezeichnet. Die
Menge aller disjunktiven Kanten des Graphen wird mit E bezeichnet, wo-
bei E = ∪(Ei : i ∈ M) gilt. Abbildung 6.7 zeigt den disjunktiven Graph
47Vergleiche hierzu auch [See75, S. 15 ff.].
48Das Original [Roy64] lag dem Autor nicht vor. Alle bekannten, nachfolgenden Autoren
(u. a. [Law93] und [Bal69]) u¨bernahmen diese Darstellung uneingeschra¨nkt.
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Abbildung 6.7: Disjunktiver Graph
Zur Festlegung der Auftragsfolge jeder Maschine ist fu¨r jede disjunktive Kan-
te ein Richtungssinn zu wa¨hlen, d. h. die Kante wird gerichtet. Die gerichteten
Kanten sind so festzulegen, dass ein azyklischer, gerichteter Ablaufgraph ent-
steht. Eine Selektion Si ∈ Ei entha¨lt exakt ein Element jedes disjunktiven
Kantenpaars aus Ei. Abbildung 6.8 zeigt ein mo¨gliches Ergebnis dieser Vor-
gehensweise. Transitive disjunktive Kanten sind redundant und ko¨nnen in
der graphischen Darstellung weggelassen werden49. Daraus folgt, dass jeder
Knoten maximal zwei Vorga¨nger und maximal zwei Nachfolger besitzen kann
(jeweils einen maschinenorientierten und einen auftragsorientierten).
Jede azyklische Selektion Si korrespondiert zu genau einer Auftragsfolge und
umgekehrt. Sequencing bedeutet also, genau ein Si ∈ Ei auszuwa¨hlen. Wurde
fu¨r jedes i ∈ M genau ein Si ∈ Ei bestimmt, dann liegt eine vollsta¨ndige
Selektion S vor. Gilt i ∈M0∧M0 ⊂M , dann liegt eine partielle Selektion vor.
Eine vollsta¨ndige Selektion S ist azyklisch, wenn der DigraphDs = (N,A∪S)
azyklisch ist.
Die Zykluszeit eines Ablaufplans ist gleich der La¨nge des la¨ngsten Weges
durch Ds. Die Lo¨sung des JSP besteht somit im Finden einer azyklischen,
vollsta¨ndigen Selektion S ⊂ E, welche die La¨nge des la¨ngsten Weges im
Digraph Ds = (N,A ∪ S) minimiert50. Zur Generierung eines gemeinsa-
men Startknotens und eines gemeinsamen Endknotens werden gewo¨hnlich
49Aus Gru¨nden der Vollsta¨ndigkeit wurden in der Abbildung 6.8 die redundanten Kanten
dargestellt.
50Vergleiche hierzu [Ada88, S. 392].




















bei derartigen Problemen Pseudoknoten eingefu¨hrt, die bei der Enumeration
der Knotenmenge N = {0, 1, ..., e} mit 0 fu¨r den Startknoten und e fu¨r den
Endknoten indiziert werden. Das JSP kann unter den bisherigen Annahmen
wie folgt definiert werden.
min tse
tsj′k′ − tsjk ≥ pjk (ojk, oj′k′) ∈ A (6.15)
tjk ≥ 0 ojk ∈ N
tsj′k′ − tsjk ≥ pjk ∨ tsjk − tsj′k′ ≥ pj′k′ (ojk, oj′k′) ∈ Ei, i ∈M.
Die Festlegung der Si besitzt jedoch auch Bedeutung fu¨r die Lo¨sung von Teil-
problemen als Berechnung unterer Schranken, beispielsweise fu¨r Heuristiken.
So werden u¨ber die Bestimmung la¨ngster Wege Bereitstellungszeitpunkte und
Nachlaufzeiten fu¨r Arbeitsoperationen ermittelt.
6.2.2.2 Scheduling
French51 unterscheidet zwischen der Festlegung der reinen Reihenfolgen der
Arbeitsoperationen auf den entsprechenden Maschinen (sequencing) und der
Festlegung der Startzeitpunkte der Arbeitoperationen unter Beachtung der
bereits ermittelten Reihenfolgen (scheduling). Ein Ablaufplan wird in der Re-
gel als Gantt-Diagramm52 dargestellt. Dabei werden die Arbeitszeiten u¨ber
51Siehe [Fre82, S. 26].
52Nach H. L. Gantt benannt. Siehe hierzu auch [Ada90, S. 761 ff.].
312 Kapitel 6. KPZ–interne Ablaufplanung
der Abszisse und die Maschinen bzw. die Auftra¨ge u¨ber der Ordinate aufge-
tragen. Das obere Diagramm in Abbildung 6.9 zeigt ein maschinenorientier-
tes, das untere ein auftragsorientiertes Gantt-Diagramm. Die Arbeitsopera-
tionen ojk sind mit j/k bezeichnet.
































Alle Arbeitsoperationen aus Beispiel 6.12 wurden entsprechend dem Ab-
laufgraph aus Abbildung 6.8 in die Gantt-Diagramme u¨bernommen und
fru¨hestmo¨glich auf der jeweiligen Maschine eingeplant. Fu¨r Illustrationen von
Ablaufpla¨nen wird aus Gru¨nden der U¨bersichtlichkeit die maschinenorientier-
te Darstellungsform bevorzugt. Zur weiteren Betrachtung ist es notwendig,
einen Ablaufplan in drei Kategorien einzuteilen.
6.2.2.3 Arten von Ablaufpla¨nen
Semiaktiver Ablaufplan sS: Kann innerhalb eines Ablaufplanes keine Bear-
beitung fru¨her beginnen, ohne die Auftragsfolge zu vera¨ndern, wird
dieser als semiaktiv bezeichnet53. Die Generierung semiaktiver Ablauf-
pla¨ne erfolgt durch lokale Linksverschiebungen54 von Arbeitsvorga¨ngen
53Siehe [Bak74, S. 181].
54Bei einer lokalen Linksverschiebung werden Beginnzeitpunkte von Arbeitsvorga¨ngen
ohne A¨nderung der Reihenfolge zula¨ssig verringert.
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aus nicht–semiaktiven Ablaufpla¨nen. Zur Generierung eines semiakti-
ven Belegungsplanes findet der folgende Algorithmus Verwendung.
1 begin
2 Initialisiere einen leeren Belegungsplan sS;
3 Bilde eine Menge MT := {ojk : ojk = FIRST (Tj)∀j};
4 while (MT 6= ∅) do
5 for (ojk ∈MT ) do
6 ϕjk := Φ
prio(ojk);
7 od
8 o∗jk := ojk : max{ϕjk : ojk ∈MT };
9 MT :=MT \ o∗jk;
10 if k∗ < o∗j then MT :=MT ∪ o∗j k+1; fi
11 Nehme o∗jk in sS unverzo¨gert auf;
12 od
13 Gib sS aus.
14 end
Abbildung 6.10: Algorithmus zur Generierung semiaktiver Ablaufpla¨ne
Erster Schritt ist die Generierung eines leeren semiaktiven Belegungs-
planes sS. Ein leerer Belegungsplan ist ein Belegungsplan ohne Ar-
beitsvorga¨nge. Anschließend wird eine Menge MT gebildet, die alle
technologisch abarbeitbaren Arbeitsvorga¨nge entha¨lt. Das sind die Ar-
beitsvorga¨nge, die die technologisch ersten oder deren technologische
Vorga¨nger bereits fertiggestellt sind. Die Funktion FIRST () liefert fu¨r
jeden Auftrag diesen Arbeitsvorgang. Die Schleife wird solange durch-
laufen, wie die Menge der abarbeitbaren Arbeitsvorga¨nge nichtleer ist.
Innerhalb dieser Schleife werden alle Arbeitsvorga¨nge von MT mit ei-
ner Priorita¨t versehen, wobei der Arbeitsvorgang eingeplant wird, der
am ho¨chsten priorisiert ist. Danach wird dieser aus MT entfernt und
gegen seinen technologischen Nachfolger, sofern es diesen gibt, ersetzt.
















semiaktive Belegungspla¨ne55. Jeder optimale Plan ist bzgl. einer re-
55Die Formel stellt deshalb nur eine obere Schranke dar, weil nicht alle Permutationen
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gula¨ren Zielfunktion mindestens semiaktiv.
Aktiver Ablaufplan sA: Kann innerhalb eines Ablaufplanes keine Bearbei-
tung fru¨her beginnen, ohne eine andere zu verzo¨gern, wird dieser als
aktiv bezeichnet56. Aktive Ablaufpla¨ne werden durch globale Linksver-
schiebung57 von Arbeitsvorga¨ngen generiert. Jeder aktive Plan ist zu-
gleich semiaktiv und entha¨lt hinsichtlich regula¨rer Zielkriterien minde-
stens ein Optimum. Der folgende Algorithmus zeigt eine Heuristik, wie
ein aktiver Plan erstellt werden kann.
1 begin
2 Initialisiere einen leeren Belegungsplan sA;
3 Bilde eine Menge MT := {ojk : ojk = FIRST (Tj)∀j};
4 while (MT 6= ∅) do
5 o∗jk := ojk : min{tejk : ojk ∈MT };
6 M∗i := τ
∗
jk;
7 for (ojk ∈MT ) do
8 if ((τjk =M
∗
i ) ∧ (tsjk < t∗ejk))
9 then ϕjk := Φ
prio(ojk);
10 else ϕjk := 0;
11 fi
12 od
13 o∗jk := ojk : max{ϕjk : ojk ∈MT };
14 MT :=MT \ o∗jk;
15 if k∗ < o∗j then MT :=MT ∪ o∗j k+1; fi
16 Nehme o∗jk in sA unverzo¨gert auf;
17 od
18 Gib sA aus.
19 end
Abbildung 6.11: Algorithmus zur Generierung eines aktiven Ablaufplanes
Erster Schritt der Heuristik ist die Generierung eines leeren Bele-
gungsplanes sA. Die Menge MT entha¨lt, wie beim vorherigen Algo-
rithmus, den na¨chsten zu fertigenden Arbeitsvorgang jedes Auftrages.
zula¨ssige Lo¨sungen darstellen. Siehe hierzu [Ka¨97a, S. 4].
56Die grundsa¨tzliche Idee zur Generierung von aktiven Ablaufpla¨nen stammt vermutlich
von Giffler und Thompson [Gif60, S. 487 ff.].
57Eine globale Linksverschiebung bezeichnet die Verringerung von Beginnzeitpunkten
von Arbeitsvorga¨ngen bei Einhaltung der Beginnzeitpunkte aller anderen Arbeitsvorga¨nge.
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Die anschließende Schleife wird solange abgearbeitet, bis die Menge
MT der einplanbaren Arbeitsvorga¨nge leer ist. Innerhalb dieser Schlei-
fe wird aus dieser Menge zuna¨chst der Arbeitsvorgang gewa¨hlt, der
unter Beru¨cksichtigung aller bisherigen Planungsschritte die kleinste
Fertigstellungszeit besitzt. Danach werden aus der Menge MT alle Ar-
beitsvorga¨nge, die auf derselben Maschine bearbeitet werden, wie der
eben ausgewa¨hlte Arbeitsvorgang, und die vor dessen Fertigstellungs-
termin beginnen, einer Betrachtung unterzogen. Von diesen wird jener
Arbeitsvorgang als na¨chster eingeplant, der entsprechend einer Prio-
rita¨tsfunktion die beste Bewertung erha¨lt. Dieser wird unverzo¨gert in
den Plan sA u¨bernommen, aus der MengeMT entfernt und durch seinen
technologischen Nachfolger, falls vorhanden, ersetzt.
Zur Lo¨sung von J ||Cmax (J mit dem Ziel der Minimierung von Cmax)
wird die Betrachtung auf aktive Belegungspla¨ne beschra¨nkt. Prinzipiell
sind Verbesserungsverfahren zwar in der Lage, in endlich vielen Schrit-
ten ausgehend von einem semiaktiven Plan einen zugeho¨rigen aktiven
Plan zu finden, aber dieser Weg kann betra¨chtliche Rechenzeit in An-
spruch nehmen. Da es einige Heuristiken nicht erlauben, einen Bele-
gungsplan sukzessive aufzubauen (u. a. Evolutiona¨re Algorithmen), ist
das Nachschalten eines Algorithmus zur Generierung eines aktiven Pla-
nes aus einem bestehenden Plan zweckma¨ßig58.
Die Grundidee dieses Algorithmus besteht darin, immer den Arbeits-
vorgang als na¨chsten aus dem bestehenden Belegungsplan s zu wa¨hlen,
der den fru¨hesten Endtermin besitzt. Dieser Arbeitsvorgang wird dann
entsprechend seines technologischen Vorga¨ngers, falls es einen gibt, und
eventuell vorhandener Lu¨cken so fru¨h wie mo¨glich in den aktiven Bele-
gungsplan sA u¨bernommen. Dabei wird die erste gefundene Lu¨cke, die
genu¨gend zeitlichen Platz bietet, genutzt.
Unverzo¨gerter Ablaufplan sN : In der Praxis wird ha¨ufig die Ansicht vertre-
ten, dass Arbeit, die anliegt, mo¨glichst schnell und ohne zeitlichen Ver-
zug zu vollbringen sei. Diese Vorgehensweise fu¨hrt zur Generierung un-
verzo¨gerter Belegungspla¨ne. Ein Ablaufplan gilt als unverzo¨gert, wenn
mit der Bearbeitung eines bereitstehenden Arbeitsganges sofort begon-
nen werden muss, wenn diese mo¨glich ist. Jeder unverzo¨gerte Ablauf-
plan ist zugleich aktiv, aber nicht umgekehrt, d. h. die Menge der un-
verzo¨gerten Ablaufpla¨ne entha¨lt nicht notwendigerweise ein Optimum.
Daraus folgt, dass sich
”
Nichtstun“ gelegentlich besser auf die Reali-
sierung vorhandener Zielsetzungen auswirken kann, als ohne Planung
58Dieser Algorithmus und die damit erzielten Resultate wurden in [Tei98b, S. 223] pu-
bliziert.
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1 begin
2 s := aktueller Belegungsplan mit ojk ∀j, k;
3 Initialisiere einen leeren Belegungsplan sA;
4 while (s 6= ∅) do
5 ojk := ojk : min{tejk} ∀j, k ∈ s;
6 Entferne ojk aus s;
7 Ordne ojk in sA auf Mi : i = τjk ein, so da¯:
8 t′sjk := min{t′sjk} mit (t′sjk ≥ t′ej(k−1)) ∧ (tn − tv ≥ pjk)
9 tv :=
{




t′sj′′k′′ : ∃ (ojk, oj′′k′′) ∈ Ei
∞ : sonst
11 od
12 Gib sA aus.
13 end
Abbildung 6.12: Algorithmus zur Generierung eines aktiven Ablaufplanes
aus einem bestehenden Ablaufplan
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NDASA
ALL
Abbildung 6.13: Venn-Diagramm fu¨r Ablaufpla¨ne
6.2 Feinplanung in der KPZ 317
6.2.3 Komplexita¨tstheoretische Betrachtungen
In zahlreichen wissenschaftlichen Arbeiten dient ein Verweis auf die große
Komplexita¨t des zu behandelnden Problems als Rechtfertigung reduktionisti-
scher Forschungsstrategien. Weniger ha¨ufig werden Sachverhalte tatsa¨chlich
unter Einbeziehung ihrer vollen Komplexita¨t bearbeitet. Der Begriff der
Komplexita¨t bringt eine gewisse Ohnmacht des Menschen gegenu¨ber Proble-
men zum Ausdruck, d. h. das Unvermo¨gen, die Dinge zu erfassen, zu verste-
hen und zu beeinflussen. Es besteht ein Gefu¨hl des Unbehagens und Aktionen
zeigen mangels Fundierung oft nicht die gewu¨nschten Ergebnisse. Einer Pro-
blemlo¨sung sollte deshalb immer eine Untersuchung der Problemkomplexita¨t
voran- oder wenigstens nachgestellt werden.
Die Maschinenfolgen mit ihren variablen La¨ngen sind die eigentliche Ursa-
che fu¨r die hohe Komplexita¨t des JSP. Die Komplexita¨tstheorie liefert einen
mathematischen Rahmen fu¨r Untersuchungen, wie schwierig Probleme lo¨sbar
sind59.
Abbildung 6.14: 3× 3
Ein heute beherrschendes Denkmotiv im unter-
nehmerischen Bereich der Fertigung ist das Stre-
ben nach Optimalita¨t. Insbesondere bei der Fein-
steuerung der Abla¨ufe ist die Suche nach den
optimalen Einplanungsreihenfolgen bezu¨glich Zy-
kluszeit oder Termintreue eine faszinierende Her-
ausforderung. Genauso unu¨berschaubar wie die
Vielzahl der Detailprobleme der Feinplanung ist
die Vielzahl der Vorschla¨ge von Lo¨sungsvarian-
ten. Aus diesem Grund muss die Untersuchung
von Lo¨sungsra¨umen der Auswahl von praktikablen Lo¨sungsverfahren voran-
gestellt werden. Zur Verdeutlichung der enorm großen Lo¨sungsra¨ume bei JSP
und deren exponentiellen Wachstum in Abha¨ngigkeit von der Problemgro¨ße
wird das folgende Analogon betrachtet.
Abbildung 6.15: 5× 5
Eine gu¨ltige Lo¨sung eines JSP mo¨ge einer
Masse von einem Milligramm entsprechen.
Bei einem Problem von drei Auftra¨gen mit
jeweils drei Arbeitsvorga¨ngen, die auf ins-
gesamt drei verschiedenen Maschinen bear-
beitet werden ko¨nnen (3× 3–Problem), las-
sen sich maximal 216 verschiedene Permuta-
59Sehr detaillierte Studien zur Komplexita¨t des JSP finden sich in Garey und Johnson
[Gar79], Brucker [Bru95] und Bru¨ggemann [Bru¨95].
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tionen60 bilden. Dies entspricht 216mg und
somit in etwa dem Gewicht einer Briefmar-
ke. Bereits ein unwesentlich gro¨ßeres 5× 5–
Problem ergibt eine Masse von knapp 25 t und la¨sst sich mit einem voll
beladenem LKW vergleichen.
Abbildung 6.16: 8× 8
Ein 8× 8–Problem verko¨rpert bereits mehr als
die Masse unseres gesamten Sonnensystems.
Praktische Aufgabenstellungen sind gewo¨hn-
lich viel gro¨ßer als die eben beschriebenen Bei-
spiele und die Ma¨chtigkeit der Lo¨sungsra¨ume
liegt bereits weit außerhalb des menschlichen
Vorstellungsvermo¨gens. Aus dieser Erkenntnis
heraus la¨sst sich schlussfolgern, dass die sin-
gula¨re Beru¨hrung des Lo¨sungsraumes durch die
Anwendung irgendeiner Priorita¨tsregel unbe-
friedigend ausfallen muss. Der Einsatz von ite-
rativen Verbesserungsverfahren stellt dazu eine
vielversprechende Alternative dar.
Genauso unu¨berschaubar wie die Zahl der De-
tailprobleme, die die praktische Feinterminie-
rung bereitha¨lt, ist die Zahl der Vorschla¨ge und
Verfahren fu¨r die Lo¨sung der theoretischen Probleme und (schon deutlich we-
niger) fu¨r den tatsa¨chlichen Einsatz in der betrieblichen Praxis. Wesentliche
Grundlage fu¨r die Kla¨rung der Frage, ob ein Problem mit einem bestimmten
Verfahren erfolgversprechend in einem vernu¨nftigen Zeitrahmen zu bearbei-
ten ist oder nicht, stellt eine Untersuchung u¨ber dessen Komplexita¨t dar.
Die praktische Erfahrung zeigt, dass manche berechenbare Probleme einfa-
cher lo¨sbar sind als andere. Adams, Balas und Zawack bemerken zum JSP:
”
Job shop scheduling is among the hardest combinatorial optimi-
zation problems. Not only is it NP-complete, but even among
members of the latter class it belongs to the worst in practice:
we can solve exactly randomly generated traveling salesman
problems with 300-400 cities (over 100.000 variables) or set
covering problems with hundreds of constraints and thousands
of variables, but we are typically unable to schedule optimally
ten jobs on ten machines.“ 61
60Nicht jede Permutation stellt eine gu¨ltige Lo¨sung im Sinne der Durchfu¨hrbarkeit des
Belegungsplanes dar.
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Eine nahezu erscho¨pfende Untersuchung zur Komplexita¨t des JSP findet sich
bei Bru¨ggemann [Bru¨95]. Er zeigt, dass die Modellformulierung von Manne62
bei
”
vernu¨nftiger Kodierung“ im komplexita¨tstheoretischen Sinn minimal ist,
d. h. dass keine Untera¨quivalenzklasse von Modellen existiert, die einen gerin-
geren kategorialen Aufwand verursacht als dieses Modell. Bru¨ggemann fu¨hrt
daru¨ber hinaus den Beweis fu¨r die strenge NP-Vollsta¨ndigkeit des Werkstatt-
fertigungsproblems in seiner Entscheidungsversion63. Da die Optimierungs-
version des Problems mindestens so schwierig ist wie die Entscheidungsversi-
on, muss sie streng NP-schwer sein. Andererseits ist eine obere Schranke fu¨r
die Zykluszeit bekannt, die sich aus der Summe aller Bearbeitungszeiten er-
gibt. Daher kann mittels der Intervallhalbierungsmethode durch wiederholte
Anwendung des Entscheidungsproblems die Lo¨sung fu¨r das Optimierungs-
problem ermittelt werden. Daraus ergibt sich, dass die Optimierungsvariante
des Werkstattfertigungsproblems streng NP-a¨quivalent ist. Diese Betrach-
tungen implizieren, dass es wahrscheinlich nicht mo¨glich ist, einen effizienten
und exakten Lo¨sungsalgorithmus fu¨r beliebige Datenrealisierungen zu fin-
den. Dies deckt sich mit der Intuition und der Tatsache, dass in den mehr
als vierzig Jahren, die sich die Wissenschaft bereits mit dem Werkstattferti-
gungsproblem befasst, ein solcher Algorithmus auch nicht gefunden wurde.
Da das Problem zu seiner allgemeinen exakten Lo¨sung exponentiell viel Zeit
beno¨tigt, ist die Benutzung heuristischer Verfahren zur Generierung prak-
tisch umsetzbarer Lo¨sungen unumga¨nglich. In zunehmenden Maße wird die
klassische Komplexita¨tstheorie ohnehin durch praxisrelevante Betrachtungen
ersetzt, da alle logischen Probleme von Interesse NP sind.
6.3 Heuristiken fu¨r die Feinplanung der KPZ
Nachdem Ero¨ffnungsverfahren (zumeist als Priorita¨tsregeln) in der Literatur
umfangreich in ihrer Funktion und Gu¨te beschrieben wurden64, stellt sich die
Frage, wie die mit einer solchen Methode erzeugte Lo¨sung verbessert werden
kann, denn ha¨ufig genu¨gen die mit diesen Verfahren gefundenen Lo¨sungen
nicht den gestellten Anforderungen65 bzw. liegen in vielen Fa¨llen zu weit von
2Vom MRP zum SCM
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der gesuchten Lo¨sung entfernt. So genannte heuristische Iterationsverfahren
ko¨nnen den Ero¨ffnungsverfahren, die sich relativ deutlich zu diesen abgrenzen
61Siehe [Ada88, S. 392].
62Vgl. [Man63].
63Vgl. [Bru¨95, S. 92 ff.].
64Siehe u. a. bei Teich in [Tei98b, S. 202 ff.].
65Siehe [MM76, S. 82].
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lassen, nachgeschaltet werden. Das Wesentliche der Iterationsverfahren be-
steht darin, dass fu¨r eine gefundene Lo¨sung eine Art Nachbarschaft definiert
wird, in welcher in der na¨chsten Iteration nach einer besseren Lo¨sung gesucht
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Abbildung 6.17: U¨bersicht zu Heuristiken
Abbildung 6.17 gibt einen einfu¨hrenden U¨berblick zu den wichtigsten Heu-
ristiken innerhalb der Fertigungssteuerung. Im linken Teilbaum sind die be-
kannten Priorita¨tsregeln als Ero¨ffungsverfahren angesiedelt. Im rechten sind
die in diesem Abschnitt zu vertiefenden Verbesserungsverfahren dargestellt.
Zu diesen geho¨ren einerseits als biologisch motivierte Verfahren die Evolu-
tiona¨ren Algorithmen, unter denen vorrangig die Genetischen Algorithmen
betrachtet werden, und die Verfahren der Schwarmintelligenz wie die Ant
Colonies sowie andererseits die Gruppe der physikalisch motivierten Verfah-
ren wie das Simulated Annealing und die mit ihm verwandten Verfahren
wie das Threshold Accepting und die Sintflut-Methode. Im Rahmen dieses
Kapitels kann nur ein oberfla¨chlicher, aber explorierender Einblick in die
Verfahren gegeben werden. Ausfu¨hrlichere Beschreibungen sind bei Teich66
und Ka¨schel/Teich67 nachzulesen. Fu¨r die Zwecke der KPZ-internen Ablauf-
planung wurden alle Methoden implementiert und getestet, die farbig her-
vorgehoben sind. Bei der Verknu¨pfung von Priorita¨tsregeln wurden das in
Abschnitt 5.1.3.4 beschriebene AHP–Verfahren eingesetzt.
66Siehe [Tei98b].
67Siehe [Ka¨02a].
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6.3.1 Modelle, Algorithmen und Heuristiken
Optimierungsprobleme ko¨nnen aufgrund ihrer Zielfunktionen und ihrer Ent-
scheidungsvariablen unterschiedlichen Problemklassen zugeordnet werden.
Im Bereich der Produktionssteuerung treten meistens Probleme der linea-
ren, der ganzzahligen (linearen) und kombinatorischen, der dynamischen so-
wie der nichtlinearen Optimierung auf.
Lineare Optimierungsmodelle bestehen aus einer (oder mehreren) Zielfunkti-
on(en) und linearen Nebenbedingungen. Die Variablen sind reellwertig. Tri-
viale Modelle der Maschinenbelegungsplanung geho¨ren zu dieser Klasse, die
oftmals durch vereinfachende Annahmen aus ganzzahligen und kombinato-
rischen Problemen hervorgehen. Bei ganzzahligen (linearen) und kombina-
torischen Optimierungsmodellen sind Zielfunktionen und Nebenbedingungen
linear. Die Variablen du¨rfen nur ganzzahlige Werte annehmen. Ist die Ganz-
zahligkeit auf eine Teilmenge der Variablen beschra¨nkt, liegt ein gemischt-
ganzzahliges Problem vor. Die Maschinenbelegungsplanung ist ein kombina-
torisches Optimierungsproblem. Bei der dynamischen Optimierung werden
Modelle in Stufen zerlegt, die durch rekursive Abarbeitung optimiert wer-
den. Typischer Vertreter dieser Klasse ist das Wagner/Whitin–Verfahren zur
dynamischen Losgro¨ßenplanung. Nichtlineare Optimierungsmodelle bestehen
aus nichtlinearen Zielfunktionen und/oder nichtlinearen Nebenbedingungen.
Vertreter dieser Klasse sind vor allem im Bereich der statischen Losgro¨ßen-
planung angesiedelt.
Fu¨r kombinatorische Optimierungsmodelle gibt es eine ganze Reihe von Ver-
fahren, die im Folgenden genannt und strukturiert werden. Gemeinsam ist
vielen die Definition einer Nachbarschaft. Aus diesem Grunde wird zuna¨chst
auf die Definition dieser Nachbarschaft eingegangen.
6.3.1.1 Nachbarschaft
Fu¨r die meisten Verbesserungsverfahren gilt die Vorgehensweise, dass aus-
gehend von einer Lo¨sung s eine neue Iteration im Lo¨sungsraum vollzogen
werden muss, sofern das Verfahren noch nicht terminiert ist. Es stellt sich die
Frage, in welche Richtung und mit welcher Schrittweite diese Iteration aus-
gefu¨hrt wird. Zur Vermeidung eines
”
ziellosen Umherspringens“ im Lo¨sungs-
raum erfolgt die Definition einer als N(s) bezeichneten Nachbarschaft von s
(siehe Abbildung 6.18). Reiter und Sherman haben vermutlich als Erste dieses
allgemeine Prinzip in [Rei65] publiziert. In Anlehnung an Mu¨ller-Merbach68
ko¨nnen drei hierarchische Grade der Nachbarschaft unterschieden werden.
68Siehe [MM81, S. 7 ff.]. Siehe ebenfalls die gut strukturierten Ausfu¨hrungen von Feld-
mann [Fel99], an welchen sich Teile des Inhalts orientieren.



















Die Nachbarschaft ersten Grades umfasst alle potenziellen Lo¨sungen. In der
Abbildung 6.18 ist diese Menge durch eine ro¨tliche Markierung dargestellt. In
den folgenden Abbildungen entspricht diese Menge dem a¨ußeren Kreis. Die
Nachbarschaft zweiten Grades ist eine Teilmenge der Nachbarschaft ersten
Grades, in der Lo¨sungen fu¨r die weitere Betrachtungen vorselektiert wurden.
In den folgenden Abbildungen entspricht diese Menge dem mittleren Kreis.
Dieser entha¨lt kleine Kreise, die Lo¨sungen darstellen. Die Nachbarschaft drit-
ten Grades umfasst die ausgewa¨hlten Lo¨sungen. Im Falle einer Heuristik sind
i. d. R. viele Lo¨sungen enthalten, aus der durch Angabe einer Regel eine be-
stimmte Lo¨sung ermittelt werden kann. Im linken Teilbild markiert jeweils ein
dunkelgelber Punkt diese gefundene Lo¨sung. Der Kreis um den Punkt herum
soll die Nachbarschaft zweiten Grades darstellen und ist nur eine idealisierte
Darstellung und wird in praxi kein solcher sein.
Fu¨r die Nachbarschaft zweiten Grades existieren fu¨r bestimmte Problemstel-
lungen spezifische Selektionsbedingungen. So ist fu¨r das Maschinenbelegungs-
problem folgende Nachbarschaftsdefinition bekannt geworden. Ein Tausch
zweier Arbeitsvorga¨nge ist dann sinnvoll, wenn
1. diese zu unterschiedlichen Auftra¨gen geho¨ren,
2. die gleiche Maschine referenzieren und
3. sich auf dem kritischen Pfad befinden.
6.3.1.2 Exakte Verfahren
Verfahren, die in endlich vielen Schritten das Optimum einer Optimie-
rungsaufgabe finden, heißen exakte Verfahren. Ihre Anwendung ist an die
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Kenntnis der konkreten Problemstruktur gebunden. Zu den exakten Ver-
fahren zur Lo¨sung linearer Optimierungsprobleme geho¨rt z. B. der Simplex-
Algorithmus69. Fu¨r ganzzahlige (lineare) und kombinatorische Optimierungs-
probleme eignen sich z. B. Entscheidungsbaumverfahren (Branch & Bound)
oder Schnittebenenverfahren70. Die Nachteile dieser Verfahren liegen darin,
dass ihre Anwendung Kenntnisse u¨ber die Struktur des Lo¨sungsraumes vor-
aussetzt, dass sie Modellformulierungen erfordern, die fu¨r praktische Proble-
me als ungeeignet erscheinen und dass einige von ihnen (z. B. das Gradien-
tenverfahren) systematisch die Tendenz aufweisen, gegen Optima zu konver-
gieren71. Exakte Verfahren werden in der Maschinenbelegungsplanung aus-
schließlich - wenn u¨berhaupt - zur Lo¨sung von Teilproblemen, z. B. Berech-
nung von Schranken, herangezogen.
Der Hauptnachteil exakter Verfahren ist jedoch, dass deren Rechenaufwand
fu¨r praxisrelevante Probleme prohibitiv groß wird. Dies belegt die Komple-
xita¨tsuntersuchung des JSP. Da fu¨r die praktische Werkstattsteuerung den-
noch Computerunterstu¨tzung fu¨r die Maschinenbelegungsplanung dringend
erforderlich ist, bietet sich zur Zeit nur der Weg u¨ber Heuristiken.
6.3.1.3 Heuristiken
Das Wissen, dass die Maschinenbelegungsplanung ein NP-schweres Problem
ist, spendet zuna¨chst einmal jedem Algorithmendesigner Trost, wenn beim
Entwurf auf exakte Verfahren zur globalen Lo¨sung des Problems verzichtet
werden muss. Aus praktischer Perspektive und unter Missachtung der theo-
retischen A¨quivalenz kann festgestellt werden, dass nicht alle Probleme gleich
schwer sind72 und es Na¨herungsverfahren gibt, die fu¨r die Praxis befriedigen-
de Resultate liefern. Diese Verfahren garantieren kein Optimum, ko¨nnen aber
durchfu¨hrbare Belegungspla¨ne liefern, deren Ergebnisse sich in der Na¨he ei-
nes Optimums befinden. Ein Verfahren ohne die Garantie einer bestimmten
Leistungsfa¨higkeit wird in der Literatur zumeist als Heuristik bezeichnet.
Als Heuristik wird ein in der Regel auf ein spezielles Problem zugeschnittenes,
na¨herungsweises Lo¨sungsverfahren bezeichnet, dass
69Vgl. [Dan66].
70Siehe u. a. [Dom93, S. 40 f.].
71Dies liegt an der diesen Verfahren zugrunde liegenden Hillclimbing-Strategie, d. h. die
Verfahren folgen einem stetig aufwa¨rts (Maximierung) oder abwa¨rts (Minimierung) fu¨hren-
den Pfad auf das Optimum zu. Sie bleiben daher, bildlich gesprochen, auf kleineren Hu¨geln
stehen und finden die hohen Berge nicht, da sie die dazwischen liegenden Ta¨ler nicht u¨ber-
winden ko¨nnen.
72Manche Probleme ko¨nnen unter Benutzung der dynamischen Programmierung sogar
pseudopolynomial gelo¨st werden. Siehe [Bru95, S. 39].
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1. auf nichtwillku¨rliche Art und Weise
2. potenzielle Lo¨sungen vom Suchprozess ausschließt und
3. fu¨r das keine Garantie fu¨r die Optimalita¨t der Lo¨sung gegeben werden
kann, da ein Konvergenzbeweis fehlt73.
Nach Domschke74 ko¨nnen Heuristiken in drei Gruppen sowie deren Kom-
binationen unterteilt werden, in Ero¨ffnungsverfahren, Verbesserungsverfah-
ren und unvollsta¨ndige exakte Verfahren. Zu den Ero¨ffnungsverfahren za¨hlen
z. B. die Priorita¨tsregeln. Heuristiken in Form von Priorita¨tsregeln stellen der-
zeit das vorherrschende Planungshilfsmittel dar, das im Großteil der in der
Praxis eingesetzten Fertigungsleitsta¨nde verwendet wird. Der Grund dafu¨r ist
vor allem in ihrer leichten Handhabbarkeit und ihrer vergleichsweise einfach
versta¨ndlichen Funktionsweise zu suchen. Ha¨ufig in der Fertigung explizit
oder implizit angewandte Priorita¨tsregeln sind z. B. die
”
Ku¨rzeste Operati-
onszeit Regel“ (KOZ) und die
”
First-In-First-Out-Regel“ (FIFO).
Der Vorteil der leichteren Handhabbarkeit geht oft dann verloren, wenn die
Fertigungssteuerung mehrere verschiedene Zielvorgaben erha¨lt. Zwar lassen
sich Priorita¨tsregeln auch verknu¨pfen, aber dies stellt einige Anforderungen
an die Erfahrung des Fertigungssteuerers. Die Wirkung dieser Verknu¨pfun-
gen ist nicht unmittelbar vorhersehbar, wie im Fall einzeln genutzter Regeln.
Daher wird der Test solcher Regelkombinationen meist mit Hilfe von Simu-
lationssystemen durchgefu¨hrt. Hinsichtlich der Gu¨te der Planungsvorschla¨ge
im Hinblick auf die Erreichung eines oder mehrerer Ziele liegen Priorita¨tsre-
geln in der Regel hinter leistungsfa¨higen Suchverfahren.
Zu den Verbesserungsverfahren za¨hlen z. B. die nicht-deterministischen Opti-
mierungsverfahren75, welche auch als stochastische Suchverfahren76 bezeich-
net werden und den Zufall gezielt nutzen. Sie eignen sich besonders fu¨r Pro-
bleme, in denen einerseits kein analytischer Ausdruck fu¨r die Zielfunktion
vorliegt und sich die Funktionswerte nur algorithmisch ergeben, so dass die
Regularita¨tsbedingungen fu¨r die Zielfunktion nicht bekannt sind oder gar
nicht existieren und fu¨r die andererseits eine schnelle und einigermaßen gute
Approximation des Extremwertes ausreicht77.
Neben den klassischen nicht-deterministischen Verfahren, die
”
blind“ den
gesamten Lo¨sungsraum bzw. einen den Lo¨sungsraum umhu¨llenden Polyeder
73Siehe [Str75, S. 143 ff.].
74Siehe [Dom93, S. 42].
75Vgl. [Dom93, S. 42] und [Sch94b, S. 105 ff.].
76Siehe [Go¨86, S. 236 ff.].
77Vgl. [Go¨86, S. 236].
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abdecken, existieren Verfahren, die zwar den Zufall nutzen, aber gezielt er-
folgversprechende Teile des Lo¨sungsraumes durchsuchen. Zu dieser Gruppe
za¨hlen z. B. das Simulated Annealing und die Verfahren der Evolutiona¨ren
Optimierung. Der Vorteil dieser Suchverfahren liegt darin, dass sie im Prinzip
unabha¨ngig von der Struktur des Lo¨sungsraumes und von der vorgegebenen
Zielfunktion eingesetzt werden ko¨nnen. Dies ist bei praktischen Problemen
von Vorteil, da die Verfahren dadurch leichter handhabbar sind. Da sie daher
nicht nur fu¨r spezielle Probleme einsetzbar sind, werden sie z. T. als Meta-
heuristiken bezeichnet78.
Als Metaheuristik wird ein iterativ ablaufender Prozess bezeichnet, bei dem
eine untergeordnete Heuristik intelligent durch ein u¨bergeordnetes allgemei-
nes Prinzip der Informationsauswertung und Steuerung dirigiert wird79. Es
wird demnach eine Gruppe von Verfahren repra¨sentiert, die ein gemeinsames
Prinzip teilen und zugleich offen fu¨r Modifikationen und Erweiterungen sind.
Verfahren wie Simulated Annealing sind in diesem Sinne Metaheuristiken.
Das jeweilige Grundprinzip zur Steuerung des Suchprozesses ist dabei auf
eine Vielzahl von Problemen und Nachbarschaftsdefinitionen anwendbar.
6.3.1.4 Algorithmen
Um sich zuna¨chst einen U¨berblick zu verschaffen, auf welchem Wege Pro-
bleme der Werkstattsteuerungen gelo¨st werden ko¨nnen, soll zu Beginn eine
Betrachtung der Systematik von Algorithmen (Abbildung 4.19) stehen. Die
grundsa¨tzlichen Ideen hierzu gehen auf Streim80 zuru¨ck. Ein gute Ausarbei-
tung dieser Thematik, worauf sich auch die folgenden Ausfu¨hrungen stu¨tzen,
liefert Feldmann81.
Die Systematik trennt zuna¨chst die Algorithmen danach, ob sie die Schrittfol-
ge wiederholen oder nicht. Direkte Algorithmen terminieren nach einmaliger
Anwendung der Berechnungsvorschrift (Differenzierung einer Funktion). Das
na¨chste wichtige Unterscheidungskriterium innerhalb der iterativen Algorith-
men ist das garantierte Finden einer optimalen Lo¨sung. Die Verfahren, die
diese Garantie nicht u¨bernehmen ko¨nnen, sind die bereits oben erwa¨hnten
Heuristiken.
Abbildung 6.20: Heuristik
Heuristiken arbeiten nach der Strategie, den
Entscheidungsbaum drastisch zu beschnei-
den. Zu einmal abgeschnittenen A¨sten wird
78Vgl. [Wei94, S. 27 u. S. 123].
79Siehe [Fel99, S. 31].
80Siehe [Str75].
81Siehe [Fel99, S. 28 ff.].



























beliebige Näherung an Optimum:
• z.B. Newtonsches Verfahren zur
Nullstellenberechnung
Abbildung 6.19: Systematik von Algorithmen
im weiteren Verlauf nicht mehr zuru¨ckge-
kehrt, nur bestimmte Lo¨sungen werden wei-
terverfolgt. Fu¨r Blattknoten wird tendenzi-
ell nicht gezeigt, dass sie zu keiner Verbes-
serung mehr fu¨hren ko¨nnen. Somit ko¨nnen
optimale Lo¨sungen verloren gehen. Heuristi-
ken sind Mischformen von Pfad- und Baum-
strukturen, die im Folgenden kurz darge-
stellt werden. Physikalisch motivierte Ver-
fahren besitzen meist Pfadstruktur, biologisch motivierte hingegen meist
Baumstruktur. Die andere Gruppe der iterativen Algorithmen wird als
(gleichma¨ßig) konvergierend bezeichnet. Eine stochastische Konvergenz zur
Eingliederung in diese Gruppe ist nicht ausreichend, da fu¨r praktische Pro-
blemstellungen ein Verhalten im Unendlichen irrelevant ist. Innerhalb der
konvergierenden Algorithmen lassen sich finite und approximative Algorith-
men unterscheiden. Letztere sind Na¨herungsverfahren, die mit einer be-
stimmten Genauigkeit gegen ein Optimum konvergieren. Ein Beispiel ist
das Newton-Verfahren zur Nullstellenbrechnung. Finite Algorithmen hinge-
gen finden nach endlich vielen Schritten das Optimum. Diese sind wiederum
nach der Organisation des Suchprozesses in Pfadstruktur oder Baumstruktur
unterteilbar (siehe Abbildung 6.21).
Als Beispiel fu¨r eine Pfadstruktur kann der Simplex-Algorithmus als exaktes
Verfahren genannt werden. Ausgehend von einer Ausgangslo¨sung ko¨nnen alle
Nichtbasisvariablen als Nachbarn ersten Grades angesehen werden. Diejeni-
gen mit negativem Zielfunktionskoeffizienten bilden die Nachbarschaft zwei-
ten Grades. Gema¨ß vorgegebener Pivot-Regel wird anschließend die entspre-













Abbildung 6.21: Finite Algorithmen
chende Pivot-Spalte gewa¨hlt. Anschließend wird die Zeile gewa¨hlt, in welcher
die Nichtbasisvariable den kleinsten Koeffizienten besitzt. Dieses entspricht
dem schwarzen Punkt. Nach dem Basistausch wird das Verfahren erneut ite-
rieren bis die optimale Lo¨sung gefunden ist.
Als Beispiel fu¨r finite Algorithmen mit Baumstruktur ist Branch and Bound
zu nennen. Ohne auf das Verfahren selbst einzugehen la¨sst sich anders als
bei Pfadstrukturen die Nachbarschaft dritten Grades nicht auf eine singula¨re
Lo¨sung reduzieren. Bei diesen Verfahren ko¨nnen dann mehrere Pfade parallel
verfolgt werden.
6.3.2 Lokale Suchverfahren
In diesem Abschnitt werden die lokalen Suchverfahren vorgestellt. Ihnen ge-
meinsam ist die Arbeit mit nur einer Lo¨sung. Ausgehend von dieser wird
innerhalb einer Nachbarschaft nach der na¨chsten mo¨glichen Iteration ge-
sucht. Wurde auf die Weise eine neue mo¨gliche Lo¨sung bestimmt, dann un-
terscheiden sich die lokalen Suchverfahren einzig in der Annahmestrategie
einer schlechteren Lo¨sung.
6.3.2.1 Tabu Search (TS)
Die Idee des Tabu Search beruht auf der Nachbildung einer Art von Geda¨cht-
nis, d. h. des Lernens und Vergessens. Ziel dieses Verfahren ist die Vermeidung
des Verharrens in lokalen Optima. Aus diesem Grunde speichert das Verfah-
ren die letzten gefunden Lo¨sungen in einer Liste, welche fu¨r den weiteren
Suchprozess fu¨r die nahe Zukunft
”
tabu“ sind. Nach der Generierung einer
328 Kapitel 6. KPZ–interne Ablaufplanung
neuen Lo¨sung aus der Nachbarschaft wird zuerst in der Liste geschaut, ob
die Lo¨sung bereits enthalten ist. Ist das der Fall, wird die Lo¨sung verworfen.
Der folgende Algorithmus verdeutlicht dieses Vorgehen.
1 begin
2 i := 0;
3 Wa¨hle eine Ausgangslo¨sung s ∈ S;
4 best := c(s);
5 s∗ := s;
6 T := leere Tabuliste;
7 listlen := La¨nge der Tabuliste;
8 while Stopkriterium nicht erfu¨llt do
9 Zufa¨llige Generierung einer neuen Lo¨sung s′ ∈ N(s);
10 if (c(s′) < best) ∧ (s′ 6∈ T )
11 then s := s′
12 s∗ := s′;
13 best := c(s′);
14 T [i mod listlen] := T ∪ s′;




Abbildung 6.22: Basisalgorithmus Tabu Search
Da selbst bei populationsbasierten Algorithmen die Populationgro¨ße im
Verha¨ltnis zur Zahl der mo¨glichen Ablaufpla¨ne in einem JSP-Lo¨sungsraum
verschwindend klein ist, besteht die Mo¨glichkeit, dass sich der Algorithmus
im Kreis durch den Suchraum bewegt und schließlich in einem suboptimalen
Punkt abbricht. Um diese Gefahr zu verringern, wird ebenfalls auf die Idee
der Tabu-Search Heuristik zuru¨ckgegriffen. Bei diesem Verfahren82 werden
die letzten x Lo¨sungen in einer so genannten Tabu-Liste gehalten. Die Liste
wird nach dem FIFO-Prinzip gefu¨hrt, d. h. fu¨r eine neu gespeicherte Lo¨sung
wird die am la¨ngsten in der Liste stehende gelo¨scht.
Fu¨r eine Implementierung einer solchen Tabuliste fu¨r praktische Problemstel-
lungen ist eine 100%-ig exakte Identifikation einer Lo¨sung nicht erforderlich.
Das nachfolgend beschriebene Verfahren arbeitet hinreichend genau. Jedem
Arbeitsvorgang wird beim Laden des aktuellen Arbeitsvorrates eine eindeuti-
ge Identifikationsnummer zugeteilt, indem die Arbeitsvorga¨nge mit demWert
82Siehe [Bru95, S. 53].
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1 beginnend enumeriert werden. Ebenso erha¨lt jede Einplanungsposition auf
jeder Maschine eine eindeutige Positionsnummer posy, beginnend mit 1 fu¨r
die erste Position der ersten Maschine bis (
∑n
j=1 oj) fu¨r die letzte Position









errechnet werden. Tests zeigten, dass bei Verwendung dieser Pru¨fsumme hin
und wieder verschiedenen Lo¨sungen der gleiche Wert zugewiesen wurde. Die-








) · cmax. (6.18)
Zwar besteht auch weiterhin eine geringe Restwahrscheinlichkeit fu¨r das Auf-
treten gleicher Pru¨fsummen bei unterschiedlichen Lo¨sungen, bei den umfang-
reichen durchgefu¨hrten Testla¨ufen kam es jedoch nie zu einem derartigen
Fehler. Das Tabu Search Verfahren ist bestens geeignet, um mit anderen
Verbesserungsverfahren durch Halten einer Tabuliste hybridisiert zu werden.




Das Simulated Annealing83 ist ein stochasti-
sches Verfahren, welches den physikalischen
Prozess des Kristallzu¨chtens nachbildet. In der
Metallurgie ist die Vergu¨tung ein Prozess, bei
welchem Metall zuna¨chst erhitzt und anschlie-
ßend in mehreren Etappen langsam abgeku¨hlt
wird. Wa¨hrend des Prozesses des Abku¨hlens
wird die kristalline Struktur in die Na¨he seines
energetischen Minimums gefu¨hrt. Abbildung
6.23 deutet diesen Prozess an. Die Teilchen des
Kristalls verlieren allma¨hlich ihre Energie und
begeben sich somit auf geringere Energieni-
veaus und ko¨nnen so lokalen Minima errei-
83Siehe zum Verfahren [Kir83].
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chen. Aufgrund thermodynamischer, tempe-
raturabha¨ngiger Zufallskomponenten84 besteht
fu¨r diese Teilchen jedoch die Mo¨glichkeit, tempora¨r wieder ein ho¨heres Niveau
an Energie zu erreichen, dass heißt, einen schlechteren Zustand annehmen.
Auf diese Art wird das Verlassen lokaler Minima mo¨glich. Fu¨r die Lo¨sung
von JSP wird dieses Prinzip u¨bernommen. In Abha¨ngigkeit der aktuellen
Lo¨sung (Energieniveau f(si)) und der bisherigen Laufzeit des Algorithmus









bestimmt werden. Je la¨nger also das Verfahren dauert und je besser die
Gu¨te der Lo¨sungen wird, desto geringer ist die Wahrscheinlichkeit, dass eine
schlechtere Lo¨sung angenommen wird. In der Physik wird davon gesprochen,
dass im thermischen Gleichgewicht eine stabile Wahrscheinlichkeitsverteilung
der Energiezusta¨nde erreicht wird. Die Wahrscheinlichkeitsfunktion ist eine
Sigmoide, die in ihrem Wesen der Gleichung 6.19 entspricht. Die Wahrschein-
lichkeitsverteilung ist auch als Boltzmann–Verteilung bekannt85.
Der in Abbildung 6.24 dargestellte Algorithmus zeigt den prinzipiellen Ablauf
dieser Optimierungsmethode.
Simulated Annealing arbeitet mit einem einzelnen Suchpunkt im Gegensatz
zu den Evolutiona¨ren Verfahren, die mit einer Population von Lo¨sungen den
Suchraum parallel erkunden. Ebenso wie die Hillclimbing-Heuristik betrach-
tet Simulated Annealing den Pha¨notyp der Lo¨sung86. Im Gegensatz zu dieser,
akzeptiert SA auch eine tempora¨re Verschlechterung des Zielfunktionswertes
mit Wahrscheinlichkeit p aus Formel 6.19. Sie bewirkt die Annahme einer
besseren Lo¨sung in jedem Fall und einer schlechteren Lo¨sung dann, wenn ei-
ne gleichverteilte Zufallszahl aus dem Intervall [0, 1] kleiner ist, als der Wert




Damit besteht auch fu¨r eine extrem schlechte Lo¨sung eine, wenn auch sehr ge-
ringe, positive Annahmewahrscheinlichkeit. Dies hilft dem Verfahren, lokale
84Diese Tatsache wird auch als thermisches Rauschen bezeichnet.
85Weitere Information zur Konfiguration der Parameter finden sich in [Laa87].
86Diese aus dem Gebiet der Evolutiona¨ren Algorithmen stammende Bezeichnung ist
fu¨r die Beschreibung des Simulated Annealing natu¨rlich nicht ada¨quat, wird aber hier
verwendet, um den Zusammenhang mit den folgenden Abschnitten zu verdeutlichen.
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1 begin
2 i := 0;
3 Wa¨hle eine Ausgangslo¨sung s ∈ S;
4 best := c(s);
5 s∗ := s;
6 while Stopkriterium nicht erfu¨llt do
7 Zufa¨llige Generierung einer neuen Lo¨sung s′ ∈ N(s);








9 then s := s′;
10 fi
11 if c(s′) < best
12 then s∗ := s′;
13 best := c(s′);
14 fi
15 ci+1 := g(ci);
16 i := i+ 1
17 od
18 end
Abbildung 6.24: Basisalgorithmus Simulated Annealing
Optima wieder zu verlassen und auch weiter entfernte Teile des Lo¨sungsrau-
mes zu erkunden.
Fu¨r das Simulated Annealing sind die folgenden Parameter von Bedeutung:
die Erzeugung der Startlo¨sung87 und der Verlauf der Funktion g(ci), der durch
den Anfangs- und Endwert fu¨r ci, die Dauer des Verharrens auf einem Tem-
peraturniveau und die Art der Dekrementierung von ci determiniert wird.
Eine konkrete Belegung der letzten vier Parameter wird als Abku¨hlungsplan
(cooling schedule) bezeichnet.
Der technische Prozess der Vergu¨tung beinhaltet die stufenweise Absenkung
der Temperatur eines zuvor erhitzten Werkstu¨ckes, bis dieses wieder Raum-
temperatur erreicht hat. Um durch Kristallfehlstellen verursachte Spannun-
gen im Material zu minimieren, wird diesem auf jeder Temperaturstufe die
Chance gegeben, ein thermisches Gleichgewicht zu erreichen. Dieses Gleichge-
wicht ist gekennzeichnet durch eine charakteristische Verteilung der Energie-
zusta¨nde der Teilchen eines Systems, die, wie bereits erwa¨hnt, als Boltzmann-
87Siehe dazu Abschnitt 6.3.2.3.
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Verteilung bezeichnet wird. Laarhoven und Aarts zeigen, dass sich in Analogie
zum technischen Verfahren zwei Formen des Simulated Annealing herleiten
lassen88.
• Der homogene Algorithmus, der fu¨r jeden Wert von ci eine definierte
Anzahl > 1 an Lo¨sungen generiert.
• Der inhomogene Algorithmus, der fu¨r jeden Wert von ci nur eine neue
Lo¨sung generiert.
Anfangs- und Endwert fu¨r ci ko¨nnen fu¨r beide Varianten des Algorithmus
auf dieselbe Weise bestimmt werden. Der Startwert muss so hoch sein, dass
zuna¨chst fast alle neuen Lo¨sungen akzeptiert werden. Eine einfache Metho-
de, ihn zu bestimmen, ist die folgende89. Eine Anzahl von Lo¨sungen wird
zufa¨llig erzeugt, deren Akzeptanz unter Verwendung eines beliebig gewa¨hl-
ten, mo¨glichst hohen Wertes c0 u¨berpru¨ft wird. Ist die Akzeptanzrate
χ =
Anzahl der akzeptierten Lo¨sungsvorschla¨ge
Anzahl der neu generierten Lo¨sungsvorschla¨ge
(6.21)
kleiner als 0.8, so ist c0 sukzessive solange zu erho¨hen, bis χ ≥ 0.8 erfu¨llt wird.
Um den Endwert von ci und damit das Abbruchkriterium fu¨r den Algorith-
mus festzulegen, kommen zwei grundsa¨tzliche Vorgehensweisen in Betracht.
Entweder wird die Anzahl der Werte, die ci annehmen darf, festgelegt
90 oder
der Algorithmus terminiert, wenn fu¨r die x letzten festgelegten Temperatur-
niveaus die Suche stets mit einer identischen Lo¨sung endete91.
Der inhomogene Algorithmus verharrt auf jedem Temperaturniveau nur eine
Iteration lang, bedarf also keinerlei Vorgaben u¨ber die Anzahl der Iterationen
ohne A¨nderung von ci. Anders ist es beim homogenen Algorithmus. Bonomi
und Lutton schlagen vor, die Anzahl der Iterationen durch einen Wert vor-
zugeben, der polynomial von der Problemgro¨ße abha¨ngig ist92. Eine andere
Methode schla¨gt Kirkpatrick vor93. Sie basiert auf der intuitiven Idee, dass
fu¨r jeden Wert von ci eine Mindestanzahl von Lo¨sungen akzeptiert werden
sollte. Da mit zunehmender Anna¨herung von ci an 0 die Annahmewahr-
scheinlichkeit fu¨r neue Lo¨sungen stetig sinkt, empfiehlt sich eine Begrenzung
88Siehe [Laa87, S. 14].
89Fu¨r einen U¨berblick u¨ber weitere Mo¨glichkeiten der Bestimmung von c0 sei auf [Laa87,
S. 59-63] verwiesen.
90Siehe z. B. [Bon84].
91Siehe z. B. [Kir82].
92Siehe [Bon84].
93Siehe [Kir82].
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der neu generierten Lo¨sungsvorschla¨ge durch eine Konstante L, die von der
Problemgro¨ße polynomial abha¨ngig ist94.
Die Art der Dekrementierung von ci sollte so gewa¨hlt werden, dass eine gerin-
ge Anzahl von Lo¨sungen ausreicht, um das Quasi-Gleichgewicht (in Analogie
zum thermischen Gleichgewicht) wiederherzustellen95. Eine ha¨ufig verwende-
te Regel ist die Multiplikation von ci mit einem konstanten Faktor cα, der






mit cEND > 0. (6.22)
6.3.2.3 Threshold Accepting (TA)




den Verzicht auf das stochastische Element
bei der Annahme schlechterer Lo¨sungen. Sie
legten eine deterministisch bestimmte Tole-
ranzschwelle (threshold) fest, bei deren Unter-
schreitung die neue Lo¨sung akzeptiert wird.
Das neue Verfahren wurde als Threshold Ac-
cepting (TA) bezeichnet. Es arbeitet wie SA
direkt auf dem Ablaufplan, beno¨tigt also keine
andere Kodierung. Der TA-Algorithmus gene-
riert in jeder Iteration eine neue Lo¨sung aus
der Nachbarschaft Ns von s. Auch hierin un-
terscheidet sich TA nicht vom Simulated Anne-
aling. Abbildung 6.26 zeigt den Basisalgorith-
mus fu¨r das Threshold Accepting. Die A¨hnlich-
keiten zu SA sind unschwer zu erkennen.
Bei der Initialisierung des TA-Algorithmus bestehen Freiheitsgrade bezu¨glich
der Wahl der Ausgangslo¨sung, der Wahl des Anfangswertes fu¨r den Thres-
hold, hinsichtlich der Funktion g(ti), die die zeitliche A¨nderung des Schwell-
wertes bestimmt und in Bezug auf die Festlegung des Abbruchkriteriums.
94Fu¨r einen U¨berblick u¨ber weitere Mo¨glichkeiten zur Festlegung der maximalen Itera-
tionenanzahl fu¨r ein gegebenes ci siehe [Laa87, S. 60 ff.].
95Siehe [Laa87, S. 61].
96Einen U¨berblick u¨ber verschiedene Dekrementierungsregeln gibt [Laa87, S. 61 ff.].
97U¨ber den Parameter n kann die Anzahl der Iterationen eingestellt werden.
98Siehe [Due90, Due93].
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1 begin
2 i := 0;
3 Wa¨hle eine Ausgangslo¨sung s ∈ S;
4 best := c(s);
5 s∗ := s;
6 while Stopkriterium nicht erfu¨llt do
7 Lokale Suche nach neuer Lo¨sung s′ ∈ N(s);
8 if c(s′)− c(s) < ti;
9 then s := s′;
10 fi
11 if c(s′) < best
12 then s∗ := s′;
13 best := c(s′);
14 fi
15 ti+1 := g(ti);
16 i := i+ 1
17 od
18 end
Abbildung 6.26: Basisalgorithmus Threshold Accepting
Fu¨r die Generierung der Ausgangslo¨sung kommt eine zufa¨llige Initialisierung
oder die Wahl einer Priorita¨tsregel in Frage. Auch ein Nachschalten von TA
hinter einen Genetischen Algorithmus ist denkbar.
Der Threshold sollte dem Verfahren in der Anfangsphase ermo¨glichen, hohe
”
Gebirgszu¨ge“ im Lo¨sungsraum zu u¨berqueren, um eine vorzeitige Konver-
genz zu verhindern. Gegen Ende der Optimierung sollten nur noch kleinere
Verschlechterungen akzeptiert werden, um sicherzustellen, dass ein schon ge-
fundenes, aber nicht endgu¨ltig identifiziertes Optimum nicht wieder verlassen
wird. Dueck et al. testeten TA an einem Travelling-Salesman-Problem. Hier-
bei zeigte sich das Verfahren wesentlich robuster gegenu¨ber A¨nderungen der
Threshold-Parameter als SA gegenu¨ber A¨nderungen des Abku¨hlungsplans.
Fu¨r die praktische Implementierung kann der Threshold als Prozentsatz ge-
sehen werden, der die maximale relative Verschlechterung von einer Lo¨sung
zur na¨chsten bestimmt. Um die Akzeptanzschwelle u¨ber die Zeit abzusenken,
werden ha¨ufig Treppenfunktionen verwendet, u¨ber welche ti fu¨r jeweils eine
bestimmte Anzahl von Iterationen einen festen Wert zugewiesen bekommt.
Daru¨ber hinaus kann ti natu¨rlich auch in jeder Iteration um einen festgelegten
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Wert abgesenkt werden. Dies entspricht einer linearen Funktion g(ti). Eine
dritte Mo¨glichkeit, die am Beginn des Verfahrens zu einer schnellen Absen-
kung des Thresholds fu¨hrt, die sich mit fortschreitender Optimierungsdauer
stark verlangsamt, ist die Multiplikation des Thresholds in jeder Iteration mit
einer Konstante β mit 0 < β < 1. Die vorgestellten Varianten von g(ti) gehen
von einer definierten Iterationenzahl als Abbruchkriterium fu¨r das TA aus.
Dies ist zwar einfach zu implementieren, aber nicht in jedem Fall gu¨nstig.
Eine andere denkbare Vorgehensweise wa¨re die sukzessive Absenkung der
Akzeptanzschwelle, sobald fu¨r einen gegebenen Wert von ti u¨ber eine be-
stimmte Anzahl von Iterationen keine Lo¨sungsverbesserung eingetreten ist.
Die Suche ist dann bei der bis dahin besten Lo¨sung fortzusetzen.
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Beim Threshold Accepting wird die Akzep-
tanzschwelle mit der Differenz der Zielfunk-
tionswerte der aktuellen und der vorherigen
Lo¨sung verglichen. Ist die Differenz kleiner,
wird die Lo¨sung angenommen. Dieses Vorge-
hen ermo¨glicht es dem TA-Algorithmus, suk-
zessive auch sehr große Verschlechterungen zu
akzeptieren, wobei die kumulierte Verschlech-
terung u¨ber mehrere Iterationen betra¨chtlich
u¨ber dem Threshold liegen kann. Prinzipiell
besteht jedoch auch die Mo¨glichkeit, einen
absoluten Schwellwert einzufu¨hren, der nicht
mehr mit der Differenz der Zielfunktionswer-
te zwei aufeinanderfolgender Lo¨sungen vergli-
chen wird, sondern nur noch mit dem Zielfunk-
tionswert der aktuellen Lo¨sung. Dies ist die Grundidee der Flood Method
bzw. Sintflut-Methode, die ebenfalls von Dueck et al. entwickelt wurde99.
Abbildung 6.28 zeigt den Basisalgorithmus fu¨r dieses Verfahren.
Soll eine Maximierungsaufgabe100 gelo¨st werden, so stellt der ho¨chste Gipfel
des Lo¨sungsgebirges die optimale Lo¨sung dar. Der absolute Schwellwert, der
den Suchpunkt in diesem Gebirge sukzessive in ho¨here Regionen des Lo¨sungs-
gebirges zwingt, wird von Dueck et al. sehr anschaulich als Wasserstand be-
zeichnet. Lo¨sungen die
”
unter Wasser“ liegen, werden nicht akzeptiert. Mit
fortschreitender Laufzeit des Verfahrens besteht zunehmend die Gefahr, dass
einzelne Gipfel des Gebirges, vom Umland abgetrennt, zu Inseln werden. Er-
staunlicherweise scheint es zumindest in den von Dueck et al. durchgefu¨hrten
Untersuchungen nicht in gro¨ßerem Umfang vorgekommen zu sein, dass ihr
Algorithmus auf solchen Inseln steckenblieb. Um diese Gefahr aber generell
zu verringern, ist es sinnvoll, die Suche am bis dahin besten, gefundenen
Lo¨sungspunkt fortzusetzen, sofern dieser nicht schon unter Wasser liegt. Die-
ser Ru¨cksprung zur bis dahin besten Lo¨sung wird ausgefu¨hrt, wenn sich aus
der aktuellen Lo¨sung s keine Lo¨sung s′ ∈ N(s) generieren la¨sst, fu¨r die gilt:
bu − c(s′) > wi. (6.23)
99Siehe [Due93].
100Fu¨r eine Minimierungsaufgabe wie die Zykluszeitminimierung, muss der Zielfunktions-
wert in geeigneter Form skaliert werden. Dies geschieht im in Abbildung 6.28 dargestellten
Algorithmus, durch Subtraktion des Zykluszeitwertes der aktuellen Lo¨sung von der oberen
Grenze der Zykluszeitwerte, die sich als Summe aller pjk ergibt.
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1 begin







4 Wa¨hle eine Ausgangslo¨sung s ∈ S;
5 best := c(s);
6 s∗ := s;
7 while Stopkriterium nicht erfu¨llt do
8 Lokale Suche nach neuer Lo¨sung s′ ∈ N(s);
9 if bu − c(s′) > wi;
10 then s := s′;
11 fi
12 if c(s′) < best
13 then s∗ := s′;
14 best := c(s′);
15 fi
16 wi+1 := g(wi);
17 i := i+ 1
18 od
19 end
Abbildung 6.28: Basisalgorithmus Sintflut-Methode
Fu¨r die Initialisierung der Sintflut-Methode bestehen Freiheitsgrade im Hin-
blick auf die Generierung der Start-Lo¨sung, die Wahl des Anfangswasser-
standes und die zeitliche Vera¨nderung des Wasserspiegels. Fu¨r die Wahl der
Start-Lo¨sung gilt das bereits zu Simulated Annealing und zu Threshold Ac-
cepting Gesagte. Der Wasserstand wi kann mit dem Wert 0 initialisiert wer-
den. Die Funktion g(wi) kann eine lineare Funktion oder eine logarithmische
Funktion sein. Im letzteren Fall bleibt dem Algorithmus mehr Zeit, in kleinen
Schritten das Optimum zu erreichen, wenn dessen Attraktionsbecken schon
gefunden wurde. Um eine lineare oder logarithmische Funktion g(wi) zu defi-
nieren ist es sinnvoll, einen Endwert fu¨r den Wasserstand festzulegen. Dieser
kann im Fall einer Minimierung und bei Verwendung der oben beschriebenen
Skalierung z. B. als Differenz zwischen oberer und unterer Grenze fu¨r den
Zielfunktionswert bestimmt werden:
wEND = bu − bl. (6.24)
Als Abbruchkriterium ist der so berechnete Endwasserstand allerdings nicht




338 Kapitel 6. KPZ–interne Ablaufplanung
6.3.3 Evolutiona¨re Verfahren
Bevor mit der Betrachtung von Genetischen Algorithmen als Heuristiken be-
gonnen wird, soll zuna¨chst ein U¨berblick zur Historie und zu Begriffen der
Evolutionstheorie erfolgen. Die Genetischen Algorithmen haben sich wa¨hrend
der Forschungsarbeiten zur KPZ-internen Ablaufplanung als potentestes Ver-
fahren zur Kodierung komplexer praxisrelevanter Aufgabenstellungen erwie-
sen. Aus diesem Grund soll nachfolgend ein ada¨quater U¨berblick zu diesem
Verfahren gegeben werden.
6.3.3.1 Historie und Begriffe
Obwohl Darwin der vermutlich am ha¨ufigsten zitierte Wissenschaftler der
Evolutionstheorie ist, so hat auch er seine gedanklichen Vorfahren. Zu nen-
nen sind in diesem Zusammenhang vor allem Carl von Linne´ und Lamarck.
von Linne´ (1707-1778) hat in seinem Werk systema naturae ein Klassifizie-
rungssystem fu¨r die zu dieser Zeit bekannten Lebewesen aufgestellt. Darin
fanden etwa 4.000 Tier- und 14.000 Pflanzenarten Eingang101. Der gro¨ßte Sy-
stematiker seiner Zeit ging jedoch nicht von der Entwicklung der Arten aus.
Er unterstellte nach der Schaffung der Lebewesen eine Unvera¨nderlichkeit
selbiger. Aus der Sicht der La¨nge eines Forscherlebens mag diese Annahme
nachvollziehbar erscheinen, zumal Fossilien kaum bekannt waren. Der Zeit-
raum der sichtbaren Vera¨nderung von Individuen erstreckt sich jedoch auf
tausende von Jahren. Mutationen wurden als Unfa¨lle abgetan. Die Theorie
von der Konstanz der Arten war die dominierende dieser Zeit.
Jean Baptiste de Lamarck (1744-1829) erkannte die Vielzahl abgestufter A¨hn-
lichkeiten der Arten und schloss als erster auf die Entwicklung der Arten.
Nicht Darwin sondern er schuf den Evolutionsgedanken102 und machte ihn
bereits ein knappes Jahrhundert vor Darwins Werk On the Origin of Species
by Means of Natural Selection salonfa¨hig. Lamarck ging von der Fa¨higkeit der
Ho¨herentwicklung von Lebewesen und der Weitervererbung dieser erworbe-
nen Fa¨higkeiten auf Nachkommen aus. Die Arten, insbesondere der Mensch,
ko¨nnen sich der Umwelt in einem la¨ngeren Zeitraum anpassen. Zu dieser
Evolutionstheorie gibt es auch noch heute zahlreiche Anha¨nger.
Darwin vertrat eine andere Theorie. Er erkla¨rte den Prozess der Evoluti-
on als Zusammenspiel von Variation (zufa¨llige Abweichung) und Selektion
(natu¨rliche Zuchtwahl). Vor allem der Nachkommensu¨berschuss spielte eine
101Siehe zu den folgenden Ausfu¨hrungen [Sch94b, S. 32].
102Siehe [Nis94, S. 6].
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zentrale Rolle. Es wurde angenommen, dass mehr Nachkommen erzeugt wer-
den, als u¨berleben ko¨nnen. Abweichungen unter den Nachkommen fu¨hren zu
einer unterschiedlichen Tauglichkeit (Fitness) innerhalb ihrer Umwelt. Nur
die Bestangepassten werden u¨berleben und ihr Erbgut weitergeben ko¨nnen.
Die Fitness ist das Maß fu¨r den Ausleseprozess. Das Erbgut ist in den Genen
kodiert, die ihren Platz auf den Chromosomen besitzen. Diese Kenntnis besaß
Darwin allerdings noch nicht. Darwin wusste oder ahnte, dass die Selektion
beeinflusst werden konnte und dass die Kreuzungen ausgewa¨hlter Individuen
merkmalsversta¨rkend wirken. Vererbungsgesetze konnte er jedoch keine fin-
den. Erst die Wiederentdeckung der Mendelschen Vererbungsgesetze und die
Entwicklungen innerhalb der Molekularbiologie haben das Wissen u¨ber die
Genetik und damit u¨ber die Evolution gefestigt und vorangetrieben.
Einige wesentliche Annahmen von Darwin bilden die Grundlage der Evolu-
tiona¨ren Algorithmen:
1. die Natur generiert einen potenziellen U¨berschuss an Lebewesen, aber
die Population bleibt nahezu konstant, d. h. der gro¨ßere Teil Nachkom-
men stirbt eher, als er Nachkommen produzieren kann,
2. zwei Individuen sind nicht identisch und
3. erbliche Varianten, die sich im U¨berlebenskampf bewa¨hrt haben, wer-
den bevorzugt selektiert (
”




Auch die Genetik besitzt ihre Vordenker. Gregor Johann Mendel (1822 -
1884) vero¨ffentlichte in seinen
”
Untersuchungen u¨ber Pflanzenhybride“ seine
drei Vererbungsgesetze:
1. Das Uniformita¨tsgesetz sagt aus, dass bei Kreuzung zweier reinerbiger
Vorfahren, die sich in Merkmalen voneinander unterscheiden ko¨nnen,
in der ersten Generation uniform aussehende Nachkommen auftreten.
2. Das Spaltungsgesetz besagt, das bei bei einer Kreuzung der ersten Nach-
kommen untereinander eine Merkmalsauspra¨gung auftritt und diese
kein uniformes Erscheinungsbild mehr besitzen. Die Auspra¨gung ist
abha¨ngig von der Dominanz und Rezessivita¨t der Erbanlagen der El-
terngeneration.
3. Das Rekombinationsgesetz sagt aus, dass sich bei mehreren Unterschei-
dungsmerkmalen in der Elterngeneration die einzelnen Merkmalspaare
in der zweiten Nachkommensgeneration unabha¨ngig voneinander auf-
spalten und frei miteinander rekombiniert werden.
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Diese wissenschaftlich bedeutsame Leistung resultierte aus jahrelangen empi-
rischen Untersuchungen zu Kreuzungen von Erbsen. Mendels Gesetze waren
der Ausgangspunkt der Molekulargenetik und anderer Wissenschaftsdiszipli-
nen. Das dritte Gesetz u¨ber die freie Rekombination des Erbgutes ist in der
Evolutionstheorie das wichtigste. Dieser Sachverhalt ist auch fu¨r die Ent-
wicklung von Evolutiona¨ren Algorithmen von zentraler Bedeutung. Mendel
selbst konnte zu seiner Zeit noch nichts u¨ber die Tra¨ger der Erbinformationen
wissen.
Erst in der zweiten Ha¨lfte des 20. Jahrhundert konnte diese wichtige Frage
Beantwortung finden.Watson und Crick beschrieben aufbauend auf den che-
mischen und physikalischen Strukturuntersuchungen anderer Wissenschaftler
(z. B. Pauling) ein Modell der DNS-Struktur103, dem Tra¨ger der Erbinforma-
tion und Schlu¨ssel zur Vererbungstheorie. An dieser Stelle erfolgt eine kurze
Erkla¨rung der wichtigsten Begriffe. Eine ausfu¨hrliche Erla¨uterung findet sich
bei Scho¨neburg104.
Alle bekannten Lebewesen sind aus Zellen aufgebaut, welche die Elementar-
organismen (kleinste noch selbststa¨ndig reproduktionsfa¨hige Funktionsein-
heit alles Lebenden) darstellen und deren komplexe Struktur bis heute noch
nicht vollsta¨ndig verstanden wurde. Der Zellkern (Nukleus) ist die Steuer-
zentrale und entha¨lt im Kernplasma die Chromosomen, welche die eigentli-
chen Tra¨ger der Erbsubstanz sind. Diese Chromosomen beinhalten die Gene,
die das eigentliche Erbgut ausmachen und bestehen aus Nukleinsa¨uren und
Proteinen. Die Feinstruktur des Chromosoms ist ebenfalls nicht vollsta¨ndig
bekannt. Klar ist jedoch, dass Chromosomen nach bestimmten Gesetzma¨ßig-
keiten wa¨hrend der unterschiedlichen Phasen der Zellteilung ihre Gestalt
vera¨ndern. Wa¨hrend der Zellteilung verdrillen sich die Chromosomen durch
ein schraubenfo¨rmiges Sichaufwickeln. Sie tritt beim Menschen als Doppel-
strang (
”
Strickleiter“) von Millionen von Nukleotiden auf. Zwischen den kom-
plementa¨ren Basen bilden sich Wasserstoffbru¨cken, die die Nukleotidketten
spiralfo¨rmig verbinden.
Die Chromosomen vermehren sich nur durch Teilung und nicht durch Neubil-
dung. Jedes Chromosom hat eine bestimmte Architektur und innere Struk-
tur, die nur durch bestimmte Ereignisse (Mutation, Crossover) vera¨ndert
wird. Die Prozesse von Vermehrung und Wachstum sind die Mitose (Dupli-
kation in identische Tochterzellen - ungeschlechtlich) und die Meiose (Re-
kombination der Chromosomen). Fu¨r das Versta¨ndnis der Evolution ist die
Meiose von gro¨ßerem Interesse, da sie neben wichtigen anderen biologischen
103DNS = Desoxyribonukleinsa¨ure.
104Siehe [Sch94b, S. 46 ff.].
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Funktionen fu¨r die Mischung des Erbgutes durch Rekombination verantwort-
lich ist.
Wa¨hrend der Meiose verku¨rzen sich die Chromosomen durch Spiralisierung.
Die entstehenden Verdichtungsringe werden als Chromomere bezeichnet, die
in gleichen Zellteilungsphasen immer an den gleichen Stellen in den Chro-
mosomen auftauchen. Durch sie ist die Lagebeziehung der Chromosomen be-
stimmbar. Homologe Chromosomen stimmen bezu¨glich Anzahl, Ort und Lage
der Chromomere u¨berein. In der Meiose paaren sich die homologen Chromo-
somen derart, dass sich die entsprechenden Chromomeren exakt aneinander
bzw. nebeneinander lagern. Wa¨hrend der Teilung kommt es an bestimmten
Stellen (Chiasmen) zu U¨berkreuzungen (crossing-over) der Chromosomen.
An diesen Stellen erfolgt ein Chromatidenstu¨cktausch. Die Chiasmenbildung
findet nicht immer an den gleichen Stellen im Chromosom statt. Die Bruch-
stellenwahrscheinlichkeit ist u¨ber das Chromatid hinweg nahezu gleich groß.
Dieser, sehr kurz beschriebene Prozess der Rekombination ist das Kernstu¨ck
des Evolutionsgedanken fu¨r Heuristiken. Abschließend ko¨nnen bestimmte Be-
reiche auf dem Chromosom einer zufa¨lligen A¨nderung, einer Mutation, un-
terliegen.
Die Gene sind bestimmte Abschnitte (Einheiten) auf der DNS, die die Infor-
mation zur Bildung eines Proteinmoleku¨ls enthalten. Sie bestehen aus den
Basen Adenin, Guanin, Cytosin und Thymin. Ein
”
Wort“ besteht in der Ba-
sensequenzsprache aus Dreierketten (Tripletts) der vier Buchstaben (Basen).
Jedes Gen bestimmt in einem gewissen Maße die Auspra¨gung des Indivi-
duums. Die interne Kodierung der Gene wird als Genotyp bezeichnet, das
a¨ußere Erscheinungsbild als Pha¨notyp . Die Genetischen Operationen erfol-
gen also auf dem Genotyp des Individuums. Fu¨r die Entwicklung eines Al-
gorithmus ist es notwendig, das zu modellierende Problem in einen Genotyp
zu u¨berfu¨hren. Jedes Gen auf dem Chromosom kodiert eine bestimmte Ei-
genschaft des Modells. Die spezifische Belegung des Gens (Allel) durch ein
konkreten Wert fu¨hrt zu einer Auspra¨gung im Pha¨notyp. Die Abbildung 6.29
gibt die Terminologie der Begriffe in unterschiedlichen Fachgebieten wieder.
Die Evolutiona¨ren Algorithmen ko¨nnen deshalb als Metaheuristik bezeich-
net werden, da sie fu¨r eine ganze Klasse von Problemstellungen konzipiert
sind. Erst die Dekodierung vom Genotyp in den Pha¨notyp bringt den An-
wendungsbezug zum Tragen. Am Optimierungsmodell bleiben die einzelnen
Schritte der nachempfundenen Evolution davon jedoch unberu¨hrt. Der Vor-
gang der Evolution ist ein spezielles Optimierungsverfahren mit dem Ziel, je-
ne Erbanlagen finden, die ein Individuum am besten dazu befa¨higt, in seiner
Umwelt zu u¨berleben. Die Effizienz dieses Verfahrens, sowohl die biologische
als auch die mathematische, ist beeindruckend. Erstaunlich ist die relati-
ve Einfachheit der Vorgehensweise und das Zusammenwirken der verschie-
denen Steuerungsmechanismen. Bei Vernachla¨ssigung einiger Details beruht
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Abbildung 6.29: Terminologie von Biologie und Informatik
der Evolutionsprozess auf drei einfachen Prinzipien, die so auch den Eingang
in die Algorithmen finden:
• Vera¨nderung des Erbgutes (Mutation),
• Mischen der Erbinformationen (Rekombination) und
• Auslese aufgrund der Tauglichkeit (Selektion).
Es gibt im Vergleich mit konventionellen Optimierungsverfahren eine ganze
Reihe von Besonderheiten, durch die sich die Evolutiona¨ren Algorithmen aus-
zeichnen. Die bereits erwa¨hnte Verwendung evolutiona¨rer, an stochastische
Eigenschaften gekoppelter Operatoren ist das wichtigste Alleinstellungsmerk-
mal dieser Klasse. Weiterhin verwenden viele Algorithmen eine Population
von Lo¨sungsalternativen, d. h. gleichzeitig mehrere Lo¨sungen. Aus dieser Ei-
genschaft resultiert die Inha¨renz zur Parallelisierung. Die Zielrichtung des
Suchprozesses ist oftmals abha¨ngig von der Qualita¨t der aktuellen Lo¨sung.
Im Sinne klassischer Suchstrategien erfolgt durch die Evolution eine gekop-
pelte Tiefen- und Breitensuche.
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6.3.3.2 Genetische Algorithmen (GA)
Dieser Unterabschnitt vermittelt einen U¨berblick zur Thematik der Geneti-
schen Algorithmen, um das Phasenmodell des KPZN in seiner Gesamtheit
vollsta¨ndig in der vorliegenden Arbeit beschreiben zu ko¨nnen. Inhaltliche
Details zu einzelnen Komponenten sind bei Teich105 und Ka¨schel/Teich106
umfangreich ausgefu¨hrt107.
Genetische Algorithmen stellen ein der biologischen Evolution nachempfun-
denes, leistungsfa¨higes Suchverfahren dar108. Wie in der tatsa¨chlichen Evolu-
tion wird eine Population von Individuen betrachtet, keine einzelnen Lo¨sun-
gen. Jede Lo¨sung stellt pha¨notypisch ein Individuum dar, welches z. B. einen
konkreten Ablaufplan und dessen Zielfunktionswert repra¨sentiert. Im Vorder-
grund der Betrachtung standen keine praktischen Fragen wie bei den Evolu-
tionsstrategien von Rechenberg, sondern nur das Problem, wie der Informa-
tionsfluss mit genetischen Mechanismen in der Natur ohne Fehler ablaufen
kann. Die Kernfrage war, wie es die Natur realisiert, mit Hilfe genetischer
Prozesse so erstaunliche Dinge wie Intelligenz, Selbstorganisation und kom-
plexe Formen der Adaption hervorzubringen? Die Motivation reduzierte sich
zuna¨chst darauf, diese Fa¨higkeit ku¨nstlich nachzubauen und zu nutzen. Im
Jahre 1975 erschien das Hauptwerk auf diesem Gebiet: Hollands
”
Adaption in
Natural and Artificial Systems“109. In diesem Werk wurden u. a. Kodierungs-
probleme und Chromosomen einer Population als bina¨re Vektoren diskutiert.
Ein Individuum wird durch seinen in einem oder mehreren Chromosomen (In-
putteilen) gespeicherten Genotyp bestimmt. Der Aufbau des Genotyps kann
unterschiedlich sein. Seine konkrete Form wird als genetische Repra¨sentation
bezeichnet. Die Lo¨sungen der Population werden generationsweise einer Be-
wertung unterzogen. Die
”
fittesten“ Individuen bilden Nachkommen durch
Rekombination des Erbgutes (a¨hnlich der geschlechtlichen Rekombination
bei ho¨herentwickelten Lebewesen). Die alte Generation wird nach einem be-
stimmten Ersetzungsschema gegen die Nachkommen ausgetauscht. Da bei
der Rekombination nur Lo¨sungen innerhalb der Population kombiniert wer-
den, stellt die Mutation sicher, dass auch zufa¨llige Erbguta¨nderungen in die
Suche eingehen. Die Selektion der fittesten Individuen fu¨r die Fortpflanzung,
105Siehe [Tei98b].
106Siehe [Ka¨02a].
107Einige wesentliche Bestandteile dieses Unterabschnittes sind den Dissertationen von
Teich und Ko¨bernik entnommen [Tei98b, Ko¨99], welche im Rahmen mehrja¨hriger, ge-
meinsamer Forschungsprojekte zur Ablaufplanung mit Genetischen Algorithmen in enger
Zusammenarbeit entstanden.
108Die erste Anwendung auf Probleme der Fertigungssteuerung findet sich bei [Dav85].
109Siehe [Hol75].
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die Rekombination und die Mutation werden als genetische Operatoren be-
zeichnet. Nach Auswahl einer geeigneten genetischen Repra¨sentation fu¨r ein
zu lo¨sendes Problem la¨uft ein genetischer Algorithmus wie folgt ab:
1 begin
2 Initialisierung der Startpopulation
3 /* Chromosomen im Lo¨sungsraum verteilen */
4 /* Strategieparameter wa¨hlen */
5 while Stopkriterium nicht erfu¨llt
6 /* Lo¨sungsgu¨te erreicht oder nicht verbessert */
7 /* Anzahl Schleifen (Generationen, Zeit) */
8 do
9 fitnessproportionale Selektion zweier Eltern
10 Rekombination (Crossover)
11 Mutation
12 Dekodierung Genotyp in Pha¨notyp
13 Fitnessbewertung des Individuums
14 Bildung der neuen Generation
15 od
16 end
Abbildung 6.30: Basiszyklus eines Genetischen Algorithmus
Unabha¨ngig vom zu lo¨senden Optimierungsproblem besteht ein Genetischer
Algorithmus aus verschiedenen elementaren Komponenten110:
• einem Repra¨sentationsformalismus, der der genetischen Kodierung der
Lo¨sungen des Problems dient,
• einem Verfahren, um eine Ausgangspopulation zu initialisieren,
• einem Ersetzungsschema, das neu erzeugte Individuen auf eine be-
stimmte Weise in die Population einfu¨gt,
• einer Fitnessfunktion, die die entstandenen Lo¨sungen bewertet,
• Selektionsoperatoren, die Individuen entsprechend ihrer Fitness fu¨r die
Rekombination auswa¨hlen,
• genetischen Operatoren (Rekombination bzw. Crossover und Mutati-
on), die die Zusammensetzung des Erbgutes der Population vera¨ndern,
110Siehe [Bru96, S. 12].
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• konkreten Werten fu¨r die Steuerungsparameter des GA und
• einer grundlegenden Kontrollstruktur (Basisalgorithmus).
Die Gu¨te der erreichten Lo¨sung und der Rechenaufwand eines genetischen
Algorithmus werden durch die Wahl der genetischen Repra¨sentation, die Art
der Generierung der Ausgangslo¨sung, die konkrete Form der genetischen Ope-
ratoren und die Wahl des Ersetzungsschemas bestimmt. Die Theorie zur Aus-
wahl und Kombination dieser Elemente steht erst am Anfang. Dennoch la¨sst
sich z. T. abscha¨tzen, welche Vor- und Nachteile z. B. eine konkrete Form
der Selektion hat. Die folgenden Unterabschnitte werden auf die einzelnen
Komponenten eines Genetischen Algorithmus kurz eingehen. Abbildung 6.31














Abbildung 6.31: Bestandteile eines Genetischen Algorithmus
Die Konstruktion eines GA muss insgesamt ein Gleichgewicht zwischen zwei
Grundaspekten der genetischen Suche gewa¨hrleisten. Einerseits soll sich der
Algorithmus auf schon gefundene gute Lo¨sungen stu¨tzen und gezielt die
umliegenden, vermutlich erfolgversprechenden Gebiete des Lo¨sungsraumes
durchsuchen. U¨berwiegt dieser als Exploitation bezeichnete Aspekt, konver-
giert der GA sehr schnell, mo¨glicherweise in suboptimalen Lo¨sungen. Da
i. d. R. nicht bekannt ist, ob in weit entfernten Teilen des Lo¨sungsraumes
noch bessere, als die bisher gefundenen Lo¨sungen enthalten sind, darf die Er-
kundung dieser Gebiete nicht vernachla¨ssigt werden. U¨berwiegt dieser als
Exploration bezeichnete Aspekt der genetischen Suche jedoch, so konver-
giert der Genetische Algorithmus nicht wesentlich schneller als ein herko¨mm-
liches stochastisches Suchverfahren111. Alle der nachfolgend beschriebenen
111Siehe [Nie96, S. 13].
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GA-Komponenten beeinflussen die Lage des Gleichgewichtes zwischen Ex-
ploration und Exploitation.
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6.3.3.2.1 Kodierung
Die Leistungsfa¨higkeit Genetischer Algorithmen ha¨ngt in hohem Maße von
der gewa¨hlten genetischen Repra¨sentation ab. Die Kodierung bestimmt den
”
Blickwinkel“ des GA auf das Anwendungsproblem. Speziell fu¨r das Maschi-
nenbelegungsproblem lassen sich verschiedene Anforderungen formulieren,
die eine ideale Kodierung erfu¨llen sollte:
1. Ausschluss der Entstehung ungu¨ltiger Lo¨sungen.
2. Definition eines mo¨glichst kleinen Suchraums, ohne dass Kandidaten
fu¨r gute Lo¨sungen ausgeschlossen werden. Seine Struktur sollte der des
Lo¨sungsraumes des Maschinenbelegungsproblemes so a¨hnlich sein, dass
a¨hnlich kodierte Lo¨sungen auch a¨hnliche Ablaufpla¨ne erzeugen.
3. Wenige erforderliche Schritte fu¨r die Umwandlung der kodierten Lo¨sung
in einen Ablaufplan und umgekehrt.
Die Forschung zur Anwendung Evolutiona¨rer Algorithmen, insbesondere die
GA-Forschung, erkannte bereits fru¨hzeitig die Bedeutung einer geeigneten
genetischen Repra¨sentation (Kodierung) fu¨r die Leistungsfa¨higkeit der evo-
lutiona¨ren Verfahren112. Fu¨r Ablaufplanungsprobleme haben sich in der Ver-
gangenheit vor allem Permutationschromosomen als geeignet erwiesen. Jedes
Gen stellt einen Platz in der Reihenfolge dar. Das konkrete Allel bezeich-
net das Element, welches diesen Platz einnimmt. Permutationschromosomen
ko¨nnen in auf einfacher Permutation und auf Permutation mit Wiederholung
basierende unterschieden werden.
Die bis Anfang der 90er Jahre entwickelten JSP-Kodierungen fu¨r reine Ge-
netische Algorithmen wiesen alle a¨hnliche Probleme in der Dekodierung und
Fehlerbeseitigung nach erfolgter Anwendung genetischer Operatoren auf. Das
Problem von Laufzeiterho¨hungen aufgrund rechenzeitintensiver Algorithmen
zur Erkennung und Reparatur ungu¨ltiger Lo¨sungen kann offensichtlich am
besten ausgeschaltet werden, wenn eine Kodierung derartige Lo¨sungen u¨ber-
haupt nicht zula¨sst. Einen ersten Ansatz in dieser Richtung entwickelten
Bierwirth et al.113 Diese Kodierung basiert auf Permutationen mit Wiederho-
lung. Dabei wird nicht eine Reihenfolge fu¨r den Arbeitsvorrat jeder einzelnen
Maschine gebildet, was bei der Verknu¨pfung zu einem Gesamtablaufplan zu
Deadlocks fu¨hren kann, sondern aus dem Arbeitsvorrat der gesamten Werk-
statt wird eine Einplanungsreihenfolge erzeugt. Im Unterschied zur Task-
Sequenz-Kodierung, die analog vorgeht, ist dies jedoch keine Reihenfolge aus
112Die Ansa¨tze ko¨nnen drei grundlegenden Kodierungstypen zugeordnet werden [Nie96,
S. 36]: Bit-, Zahlen- und Permutationschromosomen.
113Siehe [Bie93, Bie94].
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eindeutig identifizierten Arbeitsoperationen, sondern aus Fertigungsauftrags-
nummern. Aus diesem Grunde fiel fu¨r die Anwendung der KPZ–internen

























































3 1 2 1 3 1 2 2 3 ¬ Fertigungsauftragsnummern





Auftrag 1 Auftrag 2 Auftrag 3
1/1 (M1) 2/1 (M2) 3/1 (M1)
(Sequencing)
Abbildung 6.32: Kodierung eines Ablaufplanes
Jeder Fertigungsauftrag ist durch einen Stapel von Arbeitsvorga¨ngen darge-
stellt. Die Reihenfolge, in der die Arbeitsvorga¨nge auf dem Stapel liegen, ent-
spricht der Technologie, wobei der erste Vorgang oben auf dem Stapel und der
letzte entsprechend unten liegt. Die zufa¨llige Reihenfolgebildung entspricht
einem Mechanismus, der jeweils von oben von einem zufa¨llig gewa¨hlten Sta-
pel einen Arbeitsvorgang entnimmt und diesen einem einzigen neuen Stapel
(der Einplanungsreihenfolge) oben hinzufu¨gt. Jeder Fertigungsauftrag taucht
so oft in der Reihenfolge auf wie er Arbeitsvorga¨nge besitzt. Erst bei der
Evaluierung des Chromosoms muss der exakte Arbeitsvorgang durch einen
auftragsbezogenen Za¨hlindex ermittelt werden, wa¨hrend die Lo¨sung von vorn
nach hinten eingeplant wird. Die Kodierung besitzt aber auch einen nicht zu
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Permutationen mit Wiederholung (also Einplanungsreihenfolgen) bilden.
Werden jedoch die Permutationen mit Wiederholung fu¨r den Arbeitsvorrat
jeder Maschine berechnet und die Reihenfolgen aller Maschinen miteinander
























voneinander verschiedene Ablaufpla¨ne. Der Suchraum fu¨r einen Genetischen
Algorithmus, der die Kodierung auf Basis von Permutationen mit Wieder-
holung nutzt, ist im Beispiel 6.12 bereits mehr als 30–mal gro¨ßer als der
tatsa¨chliche Lo¨sungsraum des konkreten Planungsproblems. Dieses Problem
kann jedoch recht einfach beseitigt werden, in dem der GA mit einer Tabu
Search Heuristik (Abschnitt 6.3.2.1) hybridisiert wird.
6.3.3.2.2 Populationskonzepte
Genetische Algorithmen weisen den Vorteil einer verfahrensinha¨renten Par-
allelisierbarkeit auf. Die Arbeit mit einer Population von Lo¨sungen erho¨ht je-
doch auch die Anzahl der einstellbaren Parameter eines solchen Algorithmus
gegenu¨ber Verfahren mit einem einzelnen Lo¨sungspunkt wie dem Simulated
Annealing. Vier Aspekte mu¨ssen hinsichtlich des Aufbaus einer Population
von Lo¨sungen beru¨cksichtigt werden: die Gro¨ße, die Zusammensetzung der
Startpopulation, das Ersetzungsschema und die Struktur der Population.
Untersuchungen hinsichtlich der optimalen Populationsgro¨ße fu¨r Genetische
Algorithmen wurden u. a. von Grefenstette115 und Goldberg116 angestellt. Ge-
nerell kann festgestellt werden, dass zwischen der Gefahr vorzeitiger Konver-
genz in suboptimalen Lo¨sungen bei zu kleinen Populationen und einem aus-
ufernden Rechenaufwand bei zu großen Populationen ein Trade–off besteht.
Grefenstette empfiehlt auf der Basis empirischer Untersuchungen fu¨r serielle
Genetische Algorithmen eine Populationsgro¨ße zwischen 30 und 200 Indivi-
duen. Fu¨r parallele GA ko¨nnen die Populationen dagegen in Abha¨ngigkeit
114Es la¨sst sich zeigen, dass die so entstandenen Ablaufpla¨ne alle zyklenfrei sind, da die
Flussrichtung der Auftra¨ge u¨ber alle Maschinen gleich ist. Fu¨r normale JSP-Instanzen
entha¨lt die mit dieser Formel errechnete Lo¨sungsanzahl auch ungu¨ltige Lo¨sungen.
115Siehe [Gre86].
116Siehe [Gol89, Gol92, Gol93].
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des zu lo¨senden Problems und der zur Verfu¨gung stehenden Hardwareplatt-
form auch wesentlich gro¨ßer werden. Fu¨r KPZ haben sich Populationsgro¨ßen
zwischen 10 und 100 Individuen als ausreichend erwiesen.
Zur Erzeugung der Startpopulation eines Genetischen Algorithmus kommen
nach Nissen drei grundsa¨tzliche Mo¨glichkeiten in Betracht117, wobei in der
Literatur keine einheitlichen Aussagen zur Effektivita¨t der Verfahren getrof-
fen werden. Die Standard-Methode ist die zufa¨llige Initialisierung der Aus-
gangsgeneration. Sie wird in den meisten GA verwendet und ist ohne großen
Aufwand zu implementieren. Als Argument fu¨r eine zufa¨llige Initialisierung
der Startindividuen wird zumeist die durch sie erreichbare Heterogenita¨t des
Erbgutes angefu¨hrt. Dadurch kann das Crossover u¨berhaupt erst seine Wirk-
samkeit als Operator entfalten. Dieser Gedanke wurde von Reeves konsequent
weiterverfolgt. Statt rein zufa¨llig erzeugter Ausgangsindividuen wa¨hlte er ei-
ne gezielt initialisierte Startpopulation, die bei minimaler Gro¨ße alle denkba-
ren Merkmalsauspra¨gungen entha¨lt. Reeves Verfahren generiert eine Startpo-
pulation so, dass jeder Punkt des Suchraumes von der Ausgangspopulation
aus nur durch Crossover (also ohne zusa¨tzliche Mutation) erreichbar ist118.
Nicht unumstritten ist die Nutzung problemspezifischer Heuristiken fu¨r die
Erzeugung der Startindividuen. Fu¨r KPZ hat sich die Initialisierung unter
Benutzung verschiedener Priorita¨tsregeln bewa¨hrt. Auf diese Weise ist eine
Dominanz der Ergebnisgu¨te gegenu¨ber ERP–Systemen sichergestellt. Unter
Umsta¨nden erweist sich die Kombination verschiedener Methoden der Ver-
wendung eines einzigen Ansatzes als u¨berlegen.
Der na¨chste wichtige Aspekt ist das Ersetzungsschema. Im Standard-GA von
Holland 119 wurden alle Individuen der Elterngeneration vollsta¨ndig durch
die Individuen der Nachkommengeneration (offspring) ersetzt. Dieser Er-
setzungsmechanismus wird als Generational Replacement bezeichnet. Die-
ses Verfahren weist den Nachteil auf, dass die Fitness des besten Individu-
ums, wie auch die durchschnittliche Fitness in der Folgegeneration geringer
sein ko¨nnen, als in der Elterngeneration. Die Konvergenz des Algorithmus
wird verlangsamt. Außerdem ko¨nnen gute Schemata
”
verlorengehen“, da sie
mo¨glicherweise mit den derzeit existierenden Rekombinationspartnern nur
schlechte Nachkommen bilden ko¨nnen.
Diesen Nachteil versuchte De Jong mit Hilfe seines Elitismus-Modells zu ver-
meiden, in welchem er n Individuen direkt in die Offspring-Generation u¨ber-
117Siehe [Nis94, S. 38].
118Siehe [Ree93, S. 93 ff.].
119Siehe [Hol75].
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nimmt120. Allerdings birgt der Elitismus die Gefahr in sich, dass ein besonders
gutes Individuum, ein so genanntes Superindividuum mehrfach direkt wei-
tergegeben wird und auf diese Art die folgenden Generationen dominiert. So
kommt es zu einer unerwu¨nschten, fru¨hzeitigen Konvergenz des Algorithmus
in einem lokalen Optimum. Das Konzept des schwachen Elitismus schaltet
dieses Problem dadurch aus, dass die beste Lo¨sung in mutierter Form an die
Offspring-Generation weitergegeben wird121.
Eine weitere Methode, um den Problemen des Generational Replacement zu
begegnen, stellt eine Adaption des Vorschlages von Rechenberg122 dar, die
Alterung von Individuen zu simulieren. Lo¨sungen stehen so u¨ber mehrere
Generationen hinweg fu¨r die Rekombination zur Verfu¨gung und
”
sterben“
erst nach einer festgelegten maximalen Zahl von Iterationen. Einen ande-
ren Weg beschritten Whitley123 und Syswerda124. Sie entfernten sich vom
Konzept des Generational Replacement und entwickelten einen eigenen Er-
setzungsmechanismus, der als stetige Ersetzung bezeichnet wird. Dabei wird
in jeder Iteration aus zwei Parents nur ein Offspring erzeugt, der das jeweils
schlechteste Individuum der Population ersetzt. Ein Genetischer Algorith-












































Abbildung 6.33: Steady–State GA
Sinnvoll erscheint eine Kombination aus Generational Replacement und
Steady–State GA wie das Konzept der u¨berlappenden Populationen, das von
120Siehe [Jon75].
121Siehe [Sch94b, S. 207].
122Siehe [Rec73] und [Sch94b, S. 209].
123Siehe [Whi89b, Whi89a].
124Siehe [Sys89].
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De Jong125 entwickelt wurde. De Jong fu¨hrt einen zusa¨tzlichen Strategiepa-
rameter, die Generationslu¨cke (generational gap) G ein, mit 0 < G ≤ 1.
Wird G gleich eins gesetzt, liegt Generational Replacement vor, G ≈ 1/x
entspricht einem Steady-State GA.
Der vierte wichtige Punkt ist die Populationsstruktur. Die den Evolutiona¨ren
Algorithmen innewohnende Mo¨glichkeit zur Parallelisierung fu¨hrte bereits
fru¨h zu ersten U¨berlegungen hinsichtlich der Einbeziehung der Populations-
struktur in den Optimierungsmechanismus. Mit der prinzipiellen Verfu¨gbar-
keit leistungsfa¨higer Parallelhardware wurden die Anstrengungen auf die-
sem Gebiet seit Ende der 80er Jahre intensiviert. Es entstanden viele Va-
rianten, eine Population von Lo¨sungen durch ihre Aufspaltung in mehrere
Subpopulationen zu strukturieren. Diese durchlaufen getrennt voneinander
und ohne Austausch von Nachrichten oder u¨ber Migrationspfade verbunden
mit Nachrichtenaustausch eine eigene Optimierungsprozedur. So entstanden
Insel-, Netzwerk- und Nachbarschaftsmodelle. Innerhalb der Forschungsar-
beiten zum EVCM fu¨r das KPZN wurde jedoch nicht die Notwendigkeit
gesehen, derartige Modelle anzuwenden.
6.3.3.2.3 Selektion
Selektionsoperatoren entscheiden daru¨ber, welche Individuen fu¨r die Rekom-
bination bzw. das Crossover ausgewa¨hlt werden. Wirkungsvolle evolutiona¨re
Algorithmen nutzen, wie oben beschrieben, einerseits die Information in be-
reits ermittelten guten Lo¨sungspunkten aus (Exploitation) und halten ande-
rerseits nach erfolgversprechenden Regionen im Suchraum Ausschau (Explo-
ration). Zwischen beiden Aspekten gilt es, die Balance zu wahren. Wichtigstes
Mittel dazu ist die Sta¨rke des Selektionsdruckes, d. h. die Sta¨rke der Auslese
nach dem Darwinschen Prinzip des
”
Survival of the Fittest“. Bessere In-
dividuen sollten tendenziell bessere Chancen auf Weitergabe ihres Erbgutes
haben. Ein zu hoher Selektionsdruck verringert jedoch die Genvielfalt in einer
Population. Der GA konvergiert sehr schnell. Die Gefahr des Steckenbleibens
in lokalen Optima ist sehr hoch. Demgegenu¨ber erha¨lt ein sehr niedriger
Selektionsdruck zwar die Genvielfalt, doch der GA a¨hnelt dann eher einer
reinen stochastischen Suche und durchsucht den Lo¨sungsraum eher zufa¨llig
und relativ ineffizient.
Eine allgemeine Aussage u¨ber eine optimale Ho¨he des Selektionsdrucks und
damit u¨ber die Sta¨rke der Gendrift kann die GA-Literatur z. Z. nicht treffen.
Zwar herrscht weitgehend Einigkeit, dass in fru¨hen Phasen der Optimierung
die Auslese sta¨rker erfolgen sollte, um schnell erfolgversprechende Regionen
125Siehe [Nis94, S. 41].
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des Lo¨sungsraumes anzusteuern, wa¨hrend spa¨ter ein eher niedrigerer Selek-
tionsdruck die vorzeitige Konvergenz in suboptimalen Lo¨sungen verhindern
kann, aber wann die fru¨he Phase endet und mit der Absenkung des Selek-
tionsdrucks begonnen werden kann, ist in einem Lo¨sungsraum unbekannter
Struktur nicht ohne weiteres zu beantworten.
Verschiedene Roulette-Schemata, Ranglisten, Heirat- und Turnierselektion
usw. wurden implementiert und in einer Art Werkzeugkasten dem GA zur
Verfu¨gung gestellt. Aus diesem wird bei jeder Kinderzeugung stochastisch ein
Selektionsverfahren einschließlich der entsprechenden Parameter ausgewa¨hlt.
Auf diese Weise wird verhindert, dass ein spezifisches, ungu¨nstig gewa¨hltes
Verfahren den Suchprozess negativ beeinflusst. Abbildung 6.34 zeigt, ohne auf
die Theorie einzugehen, zwei verschiedene Verfahren mit entsprechendem Se-
lektionsdruck bzgl. eines Beispiels von Teich126. Im linken Teilbild wird durch
uniforme Elternauswahl kein Selektionsdruck aufgebaut. Im rechten Teilbild
bringt der Parameter 0.4 einer exponentiellen Funktion bereits erheblichen
Selektionsdruck zustande.
Uniformu=1.0
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Abbildung 6.34: Selektionsdruck unterschiedlicher Selektionsoperatoren
Viele Selektionsoperatoren funktionieren a¨hnlich einem Glu¨cksrad. Jedem In-
dividuum wird ein Abschnitt auf dem Rad zugeordnet, der dem Wert seiner
Fitness entspricht. Wird eine Zielgro¨ße maximiert, kann der Zielfunktions-
wert proportional als Fitness-Wert u¨bernommen werden. Bei einer Minimie-
rung ist dagegen ein zusa¨tzlicher Schritt fu¨r die Berechnung der Fitness aus
dem Zielfunktionswert erforderlich, da das Verfahren naturgema¨ß Individuen
mit gro¨ßerer Fitness ha¨ufiger selektiert127.
126Siehe [Tei98b, S. 265].
127Die Behebung damit verbundener Probleme ist in [Tei98b, S. 262 ff.] beschrieben.
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6.3.3.2.4 Rekombination und Crossover
Obwohl ha¨ufig synonym verwendet, bezeichnen Rekombination und Cross-
over nicht dasselbe Pha¨nomen. Im biologischen Sinn wird von Rekombination
des Erbgutes gesprochen, wenn das Erbgut zweier haploider Geschlechtszellen
zum diploiden Chromosomensatz einer befruchteten Eizelle kombiniert wird.
Das Crossover hingegen wird in der Biologie auch als Chromosomenmutation
bezeichnet. Bei diesem Prozess liegen Chromosomen wa¨hrend des Rekombi-
nationsvorgangs gekreuzt u¨bereinander. Dies kann dazu fu¨hren, dass Teile
von ihnen abbrechen und mit einem anderen Chromosom zusammengefu¨gt
werden.
Da in vielen GA ein Individuum nur durch ein Chromosom kodiert wird,
ist es nicht unbedingt sinnvoll, zwischen Rekombination und Crossover zu
unterscheiden. Bei Mehrchromosomen-Kodierungen hingegen ist eine solche
Unterscheidung durchaus von Nutzen. Etwas Konfusion besteht auch im Hin-
blick um den Begriff der Crossover-Rate. So bezeichnet Bruns die Crossover-
Rate als die Wahrscheinlichkeit, mit der es zwischen zwei selektierten Indi-
viduen tatsa¨chlich zu einem Crossover kommt128. Laut Ba¨ck liegen typische
Werte fu¨r diesen Parameter zwischen 0.6 und 1.0129. Im Zusammenhang mit
dem Uniform-Crossover wird mitunter auch die Wahrscheinlichkeit, dass an
einer bestimmten Stelle des Chromosoms ein Element fu¨r das Crossover aus-
gewa¨hlt wird, als Crossover-Rate bezeichnet. Die Werte liegen in diesem Fall
bedeutend niedriger, etwa zwischen 0.05 und 0.3. Nachfolgend wird die Wahr-
scheinlichkeit, dass zwei selektierte Individuen tatsa¨chlich ihr Erbgut austau-
schen, als Rekombinationsrate und die Wahrscheinlichkeit fu¨r die Auswahl
eines Elements innerhalb eines Chromosoms als Crossoverrate bezeichnet.
Unabha¨ngig von der gewa¨hlten Kodierung kann zwischen zwei grundsa¨tzli-
chen Typen von Operatoren unterschieden werden (Abbildung 6.35). Beim
n-Punkt-Crossover130 werden die Chromosomen an zufa¨lligen Stellen aufge-
trennt und die Teilstu¨cke in den anderen Partner eingefu¨gt131. Das von Sys-
werda entwickelte Uniform-Crossover verwendet dagegen eine Bitmaske, die
einzelne Elemente fu¨r den Austausch auswa¨hlt. Inzwischen ist die Anzahl
verschiedener X-Operatoren beachtlich geworden. Im Folgenden wird daher
nur kurz auf Operatoren eingegangen, die sich fu¨r Permutationschromosomen
eignen und fu¨r die KPZ–interne Ablaufplanung Verwendung fanden.
Eine recht gute U¨bersicht zu X-Operatoren fu¨r Reihenfolgeprobleme findet
128Siehe [Bru96, S. 16].
129Siehe [Ba¨c92].
130Crossover wird in Kurzbezeichnungen durch ein die sich kreuzenden Chromosomen
symbolisierendes X abgeku¨rzt.
131Dies ist in dieser Form nur bei Bit- oder Zahlenchromosomen mo¨glich.
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Abbildung 6.35: n-Punkt- und Uniform-Crossover
sich bei Whitley et al. 132 Er stellt u. a. das Order Crossover nach Davis,
das Partially Mapped Crossover nach Goldberg et al., das Cycle-Crossover
nach Oliver et al., den Genetic-Edge-Operator nach Starkweather et al. und
das Order Crossover (OX) sowie das Position Based Crossover (PBX) nach
Syswerda vor. Diese Vielzahl von Operatoren unterscheiden sich vor allem
in ihrer Fa¨higkeit, verschiedene Informationsaspekte, die fu¨r die Lo¨sung von
Reihenfolgeproblemen von Bedeutung sind, an die Nachkommen zu u¨bertra-
gen. Whitley et al. stellen drei unterschiedliche Aspekte heraus:
• die relative Reihenfolge von Elementen im Chromosom,
• die absolute Position von Elementen im Chromosom und
• Nachbarschaftsbeziehungen zwischen Elementen des Chromosoms.
Diese Aspekte sind offenbar fu¨r die Lo¨sung unterschiedlicher Reihenfolge-
probleme von verschiedener Wichtigkeit. Es ist nicht sicher, dass sich diese
Ergebnisse ohne weiteres auf das JSP anwenden lassen. Besonders interessant
ist in diesem Zusammenhang die Tatsache, dass die GA im Travelling Sales-
man Problem direkt u¨ber dem Pha¨notyp arbeiten. Im JSP ist zumindest bei
Verwendung der oben vorgestellten Kodierungen in jedem Fall eine Dekodie-
rung der genotypischen Lo¨sung notwendig, denn hier arbeitet der GA u¨ber
dem Genotyp.
Das von Bierwirth et al. entwickelte Generalized Order Crossover GOX ist
den n-Punkt-X Operatoren zuzuordnen133. Aus einem Geber-Chromosom
132Siehe [Whi91].
133Dies weicht von Syswerdas OX ab, das als Uniform Crossover konzipiert wurde.
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wird ausgehend von einer zufa¨llig ausgewa¨hlten Stelle ein Teilstu¨ck zufa¨lli-
ger La¨nge heraus getrennt. Da das Chromosom als eine Art virtueller Ring
betrachtet wird, kann dieses Teilstu¨ck auch u¨ber das Ende des Chromosoms
hinaus reichen. Dadurch wird ein so genannter Positions-Bias weitgehend
vermieden134. Dieses Teilstu¨ck wird in das Nehmer-Chromosom an der Stel-
le eingefu¨gt, an der das zuerst im Teilstu¨ck stehende Element vorkommt.
Die im Teilstu¨ck u¨bertragenen Arbeitsvorga¨nge werden dann im Nehmer-
Chromosom gelo¨scht.
Das von Teich entwickelte Generalized Position Based Crossover GPBX ist
in Anlehnung an das PBX als Uniform Crossover konzipiert. In einem ersten
Schritt werden zufa¨llig die Elemente fu¨r das Crossover mit einer bestimmten
Wahrscheinlichkeit ausgewa¨hlt. Die als Crossover-Rate hinterlegte Auswahl-
wahrscheinlichkeit liegt unter 0.15. Gro¨ßere Werte fu¨hren tendenziell zu einer
u¨berdimensionalen Weitergabe des Erbgutes von Parent 1. Dies zeigten vom
Autor durchgefu¨hrte Tests. Die ausgewa¨hlten Elemente werden aus Parent 1
direkt an die gleichen Positionen im Offspring u¨bertragen. In einem zweiten
Schritt werden diejenigen Elemente, die in Parent 1 zwischen zwei Crossover-
punkten bzw. zwischen einem Crossoverpunkt und dem Anfang oder Ende
des Chromosoms liegen, in der relativen Ordnung von Parent 2 u¨bertragen.
6.3.3.2.5 Mutation
Die Mutation stellt den Background-Operator der genetischen Suche dar.
Wa¨hrend das Crossover und die Rekombination vor allem die Exploitation
guter Lo¨sungen und damit die Exploration erfolgversprechender Abschnit-
te des Lo¨sungsraumes vorantreiben, verhindert die Mutation eine zu starke
Gendrift und sichert die Exploration von Lo¨sungsraumbereichen, die durch
Rekombination des gegenwa¨rtigen Erbgutes nicht oder nur schwer zu errei-
chen wa¨ren. Es liegt klar auf der Hand, dass die Ma¨chtigkeit des Mutati-
onsoperators in entscheidendem Maße die Na¨he der mutierten Lo¨sungen zur
bisherigen Population bestimmt. Nachfolgend werden Mutationsoperatoren
genannt, die die Struktur einer existierenden Lo¨sung in zunehmendem Maße
zersto¨ren, beginnend mit dem einfachen Tausch zweier Vorga¨nge bis hin zur
zufa¨lligen Erzeugung einer ga¨nzlich neuen Lo¨sung. Es wurden der Shift-, der
Order Based Mutation-, der Position Based Mutation- (PBM), der Scramble
Sublist Mutation-, der Translokations-Mutation-, der Inversions-Mutation-
134Als Positions-Bias wird die Eigenart der n-Punkt-Crossover bezeichnet, Elementkom-
binationen, die weit entfernt auf dem Chromosom liegen, ha¨ufiger auseinander zu reißen,
als solche, die nahe beieinander liegen. Dadurch werden letztere bevorzugt vererbt. Uni-
form Operatoren besitzen einen Positions-Bias von 0.
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und der Random-Mutation-Operator implementiert und in Analogie zu den
Crossover–Operationen dem GA zur Verfu¨gung gestellt135.
6.3.3.2.6 Lo¨sungsevaluierung und Fitnessfunktion
Um die Fitness einer Lo¨sung des GA zu berechnen, muss diese zuna¨chst
dekodiert, also in einen Pha¨notyp umgewandelt werden.
















































Dafu¨r kommen bei der Lo¨sung von Job Shop Problemen aktive und semiak-
tive Scheduler in Frage. Wird ein aktiver Scheduler zur Dekodierung der ge-
notypischen Lo¨sung verwendet, besteht grundsa¨tzlich die Mo¨glichkeit, durch
den Scheduler verursachte Reihenfolgea¨nderungen in den Genotyp zu u¨ber-
nehmen. Das dies Vorteile fu¨r die genetische Suche mit sich bringt, haben
135Fu¨r na¨here Erkla¨rungen siehe [Tei98b, S. 272 ff.].
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Tests erwiesen. Fu¨r ein U¨bertragen der gea¨nderten Reihenfolgen in den Ge-
notyp spricht ebenfalls die Auffassung, dass bessere Individuen tendenziell
auch bessere Nachkommen erzeugen. Aus dem Pha¨notyp kann der Zielfunk-
tionswert ermittelt werden. Da die genetische Suche Individuen ho¨herer Fit-
ness bevorzugt fu¨r die Weitergabe des Erbgutes auswa¨hlt, kann im Falle einer
Maximierungsaufgabe136 der Zielfunktionswert direkt als Fitnesswert u¨ber-
nommen werden. Wird hingegen minimiert, so muss der Zielfunktionswert
u¨ber eine Skalierungsfunktion in den Fitnesswert umgerechnet werden (siehe
Abbildung 6.36).
6.4 KPZ–spezifische Erweiterungen der Ab-
laufplanung
Mittlerweile existiert eine Vielzahl heuristischer Verfahren zur Maschinenbe-
legungsplanung mit durchaus fu¨r die Praxis tauglichen Rechenergebnissen,
erzielt in vertretbaren Rechenzeiten. Die Verwertung der genannten Lo¨sungs-
ansa¨tze in einer konkreten Kompetenzzelle erfordert dennoch zusa¨tzliche An-
2Vom MRP zum SCM
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strengungen, da unumgehbare praktische Belange wie
• die Einbeziehung eines Betriebskalenders,
• das Verwenden verschiedener Kapazita¨tstypen,
• das Realisieren mehrerer Kapazita¨tsarten und
• das Beachten reihenfolgeabha¨ngiger Ru¨stzeiten von Arbeitsvorga¨ngen
in den
”
akademischen“ Lo¨sungen von reinen Maschinenbelegungsproblemen
nicht betrachtet werden. Ko¨bernik137 und Ka¨schel/Teich138 liefern hierzu ei-
ne U¨bersicht. In diesem Unterabschnitt werden nur einige wenige relevante
Problemstellungen kurz diskutiert.
Die Aufgabe des deterministischen Scheduling ist, fu¨r einen gegebenen Be-
stand an Auftra¨gen gu¨ltige Belegungspla¨ne entsprechend der beteiligten Res-
sourcen (Kapazita¨ten) zu erzeugen. Dabei werden die Kapazita¨ten vom je-
weiligen Arbeitsvorgang bestimmt und ko¨nnen sich in Art und Typ unter-
scheiden. Eine Kapazita¨tsart verko¨rpert eine eigensta¨ndige Ressourcenklasse,
136Dies wa¨re z. B. bei der Maximierung der Kapazita¨tsauslastung der Fall.
137Die Ausfu¨hrungen dieses Abschnitts resultieren aus den Ergebnissen des Forschungs-
projektes Mobileit-S, an welchem Teich und Ko¨bernik gemeinsam arbeiteten und die in
[Ko¨99, S. 129 ff.] dokumentiert sind und modifiziert u¨bernommen wurden.
138Siehe [Ka¨02a].
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die aus einer Ableitung von Kapazita¨t resultiert. Beispiele fu¨r Kapazita¨tsar-
ten sind Personal (Arbeitskra¨fte) und Bearbeitungsstation (Arbeitspla¨tze).
Fu¨r jede Kapazita¨tsart existieren entsprechende Ressourcen (Instanzen), die
im Zuge einer Belegungsplanung den auszufu¨hrenden Arbeitsvorga¨ngen kon-
fliktfrei zugeordnet werden. Ein Arbeitsvorgang kann zum Zeitpunkt seiner
Ausfu¨hrung mehrere Kapazita¨tsarten bedingen, was eine Konjunktion von
Ressourcen mit unterschiedlichen Kapazita¨tsarten bedeutet.
Ein Kapazita¨tstyp definiert spezielle Eigenschaften fu¨r Ressourcen in Bezug
auf die Bearbeitung eines Arbeitsvorgangs. Im weiteren Vorgehen sollen fu¨r
die Kapazita¨tsart Bearbeitungsstation zwei Kapazita¨tstypen unterschieden
werden. Sie legen mo¨gliche Parallelita¨ten in der Ausfu¨hrung von Arbeits-
vorga¨ngen auf einer Ressource fest, d. h. sie bestimmen, wie viele Arbeits-
vorga¨nge simultan auf einer Ressource bearbeitet werden ko¨nnen. Jede Res-
source besitzt implizit den Kapazita¨tstyp One Job, kann aber durch eine
explizite Angabe der maximalen Anzahl gleichzeitig ausfu¨hrbarer Arbeits-
vorga¨nge mit gro¨ßer als Eins den Kapazita¨tstyp Multi Job erlangen.
6.4.1 Betriebskalender und Schichtplan
Ein Betriebskalender ist ein spezielles Maßsystem fu¨r den betrieblichen Zeit-
ablauf (Werktage) mit besonderer Beru¨cksichtigung der fu¨r die Fertigung und
damit auch fu¨r die Fertigungssteuerung relevanten Arbeitszeiten. Notwendig
wird ein Betriebskalender aufgrund nichtfixer Arbeitszeitla¨ngen fu¨r Kalen-
derperioden, verursacht139 durch nicht konstante Periodendauern140, durch
die Lage der Wochenenden141, durch Feiertage sowie durch betriebsbedingte
arbeitsfreie Zeiten142. Desweiteren soll ein Betriebskalender fu¨r Transparenz
im Umgang mit Terminen und Zeitdauern sorgen und einen Vergleich von
Perioden143 ermo¨glichen. Kalendersysteme ko¨nnen dezimal und gregorianisch
gegliedert sein144. Beide haben entsprechende Vor- und Nachteile.
Wa¨hrend der Betriebskalender den Beginn und das Ende von Werktagen
determiniert, werden durch Schichtpla¨ne Personalkapazita¨ten diesen Werk-
139Siehe [Ste93, S. 300].
140Ein Monat kann 28 bis 31 Tage lang sein. Ein Jahr kann 365 oder 366 Tage umfassen.
141Innerhalb eines Monats ko¨nnen Wochenenden 8, 9 oder 10 arbeitsfreie Tage bewirken.
Die Zahl der Wochenenden schwankt im Jahr zwischen 52 und 53.
142Beispiele fu¨r betriebsbedingte arbeitsfreie Zeiten sind Betriebsferien, Generalrepara-
turen usw.
143Perioden haben im Betriebskalender fixe La¨ngen. Typisch sind Dekaden mit 10 Ar-
beitstagen und Fabrikmonate mit 21 Arbeitstagen.
144Siehe [Ste93, S. 301].
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tagen zugeordnet. Der Schichtplan legt fu¨r jeden Arbeitnehmer den Arbeits-
zeitrahmen fu¨r eine Periode fest. Mit dem Tagesprogramm werden alle den
Arbeitszeitrahmen betreffenden Zeiten beschrieben. Solche Zeiten sind Ar-
beitsbeginn, Arbeitsende aber auch Arbeitspausen mit entsprechendem Pau-
senbeginn und Pausenende.
Fu¨r die nachfolgende Betrachtung des Problems der Maschinenbelegung un-
ter Einbeziehung eines Betriebskalenders soll im Weiteren von einem Be-
triebskalender ausgegangen werden, der eine Unterbrechung des Arbeitsab-
laufes von Montag bis Freitag von 16.00 Uhr bis 7.00 Uhr erzwingt. Eine
wesentliche Rolle in Bezug auf die Auswirkungen eines Betriebskalenders
auf eine Maschinenbelegung spielt dabei die Mo¨glichkeit, Arbeitsvorga¨nge zu
unterbrechen. Arbeitsvorga¨nge beanspruchen laut REFA-Schema145 fu¨r ihre
Durchfu¨hrung Belegungszeiten, U¨bergangszeiten und Zusatzzeiten. Dabei ist
fu¨r eine Analyse der Unterbrechungsfa¨higkeit eines Arbeitsvorganges die Be-
legungszeit, die sich aus Ru¨stzeit und Bearbeitungszeit zusammensetzt, aus-
schlaggebend. U¨bergangszeiten und Zusatzzeiten werden aus Gru¨nden der
praktischen Relevanz nicht in die weitere Untersuchung einbezogen. Diese
Zeiten gelten jederzeit als unterbrechbar, ohne zusa¨tzliche Kosten zu verur-
sachen. Zur weiteren Problembeschreibung ergeben sich fu¨r jeden Arbeits-
vorgang die von der fachkompetenten Arbeitsplanung festzulegenden Fallun-
terscheidungen:
Ein Arbeitsvorgang ist nicht unterbrechbar. Ru¨st- und Bearbeitungsvorgang
stellen eine Einheit dar und ko¨nnen nicht unterbrochen werden146.
Ein Arbeitsvorgang ist beliebig unterbrechbar. Zu jedem Zeitpunkt besteht
die Mo¨glichkeit, einen Arbeitsvorgang zu unterbrechen147. Eine Wie-
deraufnahme der Arbeit geschieht grundsa¨tzlich auf der gleichen Bear-
beitungsstation und kann entsprechende Zusatzkosten148 verursachen.
Ein Arbeitsvorgang ist determiniert unterbrechbar. Das Unterbrechen eines
Arbeitsvorgangs kann zu genau definierten Zeitpunkten erfolgen. Un-
terbrechungszeitpunkte repra¨sentieren dabei immer einen bestimmten
Abarbeitungsstand eines Arbeitsvorgangs und ko¨nnen durch Aufza¨hlen
145Vgl. [REF91b, Bd. 3, S. 15 ff.].
146Ein Beispiel fu¨r nicht unterbrechbare Arbeitsvorga¨nge ist das Tauchen von Werk-
stu¨cken. Wa¨hrend des Aufheizens bzw. nach erfolgtem Aufheizen des Tauchbades ist es
nicht sinnvoll, den Arbeitsvorgang zu unterbrechen. Ein Unterbrechen des Arbeitsvorgangs
wa¨hrend des Tauchens schließt sich von selber aus.
147Beispiele fu¨r beliebig unterbrechbare Arbeitsvorga¨nge sind Montagevorga¨nge.
148Zusatzkosten ko¨nnen Anlaufzeiten, aber auch erneute Ru¨stzeiten sein.
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oder als Funktion angegeben werden. Analog zu beliebig unterbrechba-
ren Arbeitsvorga¨ngen erfolgt eine Wiederaufnahme der Arbeit ohne den
Wechsel der Bearbeitungsstation und kann zu entsprechenden Zusatz-
kosten fu¨hren.
Das Einbeziehen eines Betriebskalenders bei der Erstellung eines Belegungs-
planes erfolgt im Scheduling (siehe Abbildung 6.37). Ausgangspunkt ist dabei
eine durch den Genetischen Algorithmus erzeugte Einplanungsreihenfolge fu¨r
einen Belegungsplan.
1 begin
2 ∃ s : ∀j, j = 1, . . . , n ∃ tsj1 ≥ 0; splan := ∅;
3 for (idx := 0; idx < CARD(s); idx := idx+ 1) do
4 o∗jk := IDX(s, idx);
5 M∗i := τ
∗
jk;
6 if ∃ (oj′k′ , o∗jk) ∈ Ei then t′ := tej′k′ ; else t′ := t∗sjk; fi
7 if k∗ > 1 then t′′ := t∗ejk−1; else t
′′ := t∗sjk; fi
8 tmin = max{t′, t′′};
9 if unterbrechbar(o∗jk)
10 then t∗sjk := min{∀ t : (t ≥ tmin) ∧
11
(ab t existieren (p∗jk + x) zur Belegung nutzbare
ZE, mit einer zusammenha¨ngenden Belegungszeit
vor einer Unterbrechung gro¨ßer als die daraus re-
sultierende Zusatzzeit)};




jk + Unterbrechungszeiten +
13 Zusatzzeiten;
14 else /* o∗jk ist nicht unterbrechbar */
15 t∗sjk := min{∀ t : (t ≥ tmin) ∧
16 (ab t sind p∗jk ZE zusammenha¨ngend)};






19 splan := splan ∪ o∗jk;
20 od
21 end
Abbildung 6.37: Scheduling unter Beachtung von Unterbrechungen
Durch Vorwa¨rtsterminierung werden den Arbeitsvorga¨ngen Start- und Fer-
tigstellungstermine zugeordnet, die mit einem gegebenen Betriebskalender












































































Fall 4: Arbeitsvorgänge sind beliebig unterbrechbar mit ¼ zusätzliche Rüstkosten.
12 13 14 15 16 7 8 9 1000 00 00 00 00 00 00 00 00
12 13 14 15 16 7 8 9 1000 00 00 00 00 00 00 00 00
12 13 14 15 16 7 8 9 1000 00 00 00 00 00 00 00 00
12 13 14 15 16 7 8 9 1000 00 00 00 00 00 00 00 00
Abbildung 6.38: Unterbrechungsszenarien von Arbeitsvorga¨ngen
abgeglichen werden. Der Abgleich besteht im Pru¨fen des Starttermins auf
Gu¨ltigkeit bzw. im Ermitteln eines gu¨ltigen (spa¨teren) Starttermins und im
Bereitstellen einer dem Arbeitsgang ada¨quaten Belegungszeit. Je nach Un-
terbrechbarkeit des einzuplanenden Arbeitsvorgangs kann eine solche Bele-
gungszeit zusammenha¨ngend oder geteilt sein. Entsteht bei der Unterbre-
chung eines Arbeitsvorgangs Mehraufwand, so ist diese nur dann sinnvoll,
wenn die Zusatzzeit nicht gro¨ßer als der unmittelbar vor der Unterbrechung
liegende Anteil der Belegungszeit ist. Abbildung 6.38 illustriert verschiedene
Szenarien der Unterbrechung fu¨r eine gegebene Belegungsplanung.
Aus praktischen Erwa¨gungen kann es durchaus sinnvoll sein, einen durch
den Betriebskalender vorgegebenen Werktag geringfu¨gig zu u¨berziehen oder
vorzeitig zu beenden. Bei einem Arbeitsvorgang mit großer Belegungszeit ist
es sicher nicht sinnvoll, diesen aufgrund einer sehr kleinen U¨berschreitung
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des Werktages zu unterbrechen. Genauso wenig sinnvoll ist es aber auch,
einen Auftrag mit großer Belegungszeit unmittelbar vor Beendigung eines
Werktages anzufangen. Das Ende eines Werktages sollte daher nicht als ul-
timativ betrachtet werden. Die Angabe einer maximalen U¨ber- bzw. Unter-
schreitung sowie die Ausscho¨pfung dieser Spielra¨ume in Abha¨ngigkeit von







Als Vorschlag fu¨r eine geduldete U¨berschreitung LWerktag eines Werktages
durch einen Arbeitsvorgang wurde ein Zehntel seiner Bearbeitungszeit (K =
10) bei einer maximal zula¨ssigen U¨berschreitung LmaxWerktag von 10 Minuten
als akzeptabel befunden.
Das Einbeziehen von Schichtpla¨nen in eine Belegungsplanung erfolgt ana-
log dem eines Betriebskalenders. Schichtpla¨ne beziehen sich auf Arbeits-
kra¨fte und bestimmen die Verfu¨gbarkeit dieser in Form von zugeordneten
Arbeitszeiten. Die Verfu¨gbarkeit einer einem Arbeitsvorgang zugeordneten
Arbeitskraft ist Voraussetzung fu¨r dessen Ausfu¨hrung, was zwangsla¨ufig zu
Unterbrechungen von Arbeitsabla¨ufen fu¨hren kann. Das Arbeitsprinzip des
Scheduling–Algorithmus fu¨r das Einplanen von Arbeitsvorga¨ngen unter Ein-
beziehung von Schichtpla¨nen gilt analog.
6.4.2 Kapazita¨tstypen
Als Erweiterung des bisherigen Problems der Maschinenbelegung, in dem eine
Bearbeitungsstation zu einem Zeitunkt genau einen Arbeitsvorgang bearbei-
ten kann (One Job), stehen im weiteren Bearbeitungsstationen mit einem
Kapazita¨tstyp, der es gestattet, auf diesen simultan mehr als einen Arbeits-
vorgang auszufu¨hren (Multi Job), im Mittelpunkt der Betrachtung.
Das Scheduling eines Arbeitsvorgangs auf einer Bearbeitungsstation mit Ka-
pazita¨tstyp Multi Job kann auf zwei Arten erfolgen:
Die Einplanung erfolgt durch unverzo¨gerte Vorwa¨rtsterminierung. Das Ter-
minieren eines Arbeitsvorgangs geschieht zum fru¨hestmo¨glichen Zeit-
punkt und unter Beachtung der Mo¨glichkeit einer simultanen Bear-
beitung des Arbeitsvorgangs mit seinem unmittelbaren Vorga¨nger auf
der entsprechenden Bearbeitungsstation. Abbildung 6.39 illustriert im
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Fall 1 eine solche Einplanung, verdeutlicht aber auch im Fall 2, dass auf
diese Weise ein großes Optimierungspotenzial nicht beachtet wird. Ein
Scheduling mit unverzo¨gerter Vorwa¨rtsterminierung erzielt im Fall 2
keine gleichzeitige Bearbeitung von Arbeitsvorga¨ngen.
Die Einplanung erfolgt durch verzo¨gerte Vorwa¨rtsterminierung. Das Termi-
nieren eines Arbeitsvorgang kann mit seinem unmittelbaren Nachfolger
auf der entsprechenden Bearbeitungsstation realisiert werden. Damit
findet die Einplanung eines Arbeitsvorgangs nicht mehr zwangsla¨ufig
zum fru¨hestmo¨glichen Zeitpunkt statt. Die Vorwa¨rtsterminierung ei-
nes Arbeitsvorgangs wird auf seinen Nachfolger verzo¨gert. Abbildung
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* Arbeitsvorgänge können simultan bearbeitet werden.
Abbildung 6.39: Einplanung mit Kapazita¨tstyp Multi Job
Die oben genannten Arten der Einplanung ko¨nnen wa¨hrend der Erstellung ei-
nes Belegungsplanes durchaus in Kombination auftreten und in unterschied-
licher Auspra¨gung eine gleiche Maschinenbelegung bewirken. Bezogen auf
eine Bearbeitungsstation mit Kapazita¨tstyp Multi Job kann ein Arbeits-
vorgang auf seinen Nachfolger verzo¨gert werden und mit diesem einen Ar-
beitsvorgangsblock bilden. Fu¨r diesen Block besteht jedoch prinzipiell die
Mo¨glichkeit einer Vorwa¨rtsterminierung und damit einer simultanen Einpla-
6.4 KPZ–spezifische Erweiterungen der Ablaufplanung 365
nung mit seinem Vorga¨nger. Das Resultat ist gleich einer Einplanung durch
eine unverzo¨gerte Vorwa¨rtsterminierung.
Auf einer Bearbeitungsstation mit Kapazita¨tstyp Multi Job wird das Ein-
planen eines Arbeitsvorgangs durch unverzo¨gerte Vorwa¨rtsterminierung aus-
schließlich im Scheduling–Algorithmus realisiert, wa¨hrend die Einplanung
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/* mpred ermittelt in splan alle direkten Vorga¨nger von o∗jk bezu¨glich Mi.
Ru¨ckgabewert: Menge von Arbeitsvorga¨ngen. */
1 funct mpred(splan, o
∗
jk)
2 Mi := τ
∗
jk;
3 if (∃(oj′k′ , o∗jk) ∈ Ei)
4 then mpred := {∀ojk ∈ splan : (tsjk = tsj′k′) ∧ (Tjk =Mi)};
5 else mpred := ∅; fi
6 .
/* check scheduling with mpred pru¨ft in s das simultane Einplanen von
o∗jk mit seinem direkten Vorga¨nger auf Mi mit M
kap
i als Parameter fu¨r
die maximale Anzahl gleichzeitig ausfu¨hrbarer Arbeitsvorga¨nge vom glei-
chen Typ mit gleicher Bearbeitungsdauer pjk. Ru¨ckgabewert: true – o∗jk
ist einplanbar; false – o∗jk ist nicht einplanbar. */
1 funct check scheduling with mpred(s, o∗jk)
2 Mi := τ
∗
jk;
3 check scheduling with mpred :=
4 ((TYPE(Mi) =Multi Job) ∧ (∃(oj′k′ , o∗jk) ∈ Ei) ∧
5 (oj′k′ ∈ s) ∧ (TYPE(oj′k′) = TYPE(o∗jk)) ∧
6 (((k∗ = 1) ∧ (tsj′k′ ≥ t∗sj1)) ∨ ((k∗ > 1) ∧ (tsj′k′ ≥ t∗ejk−1) ∧
7 (o∗jk−1 /∈ mpred(s, o∗jk)))) ∧




/* schedule avo plant o∗jk in splan ein. */
1 proc schedule avo(splan, o
∗
jk)
2 Mi := τ
∗
jk;
3 if ∃(oj′k′ , o∗jk) ∈ Ei then t′ := t∗ej′k′ ; else t′ := 0; fi
4 if k∗ > 1 then t′′ := t∗ejk−1; else t
′′ := t∗sj1; fi
5 if check scheduling with mpred(splan, o
∗
jk)
6 then t∗sjk := t
s
j′k′ ; else t
∗s
jk := max{t′, t′′}; fi





8 splan := splan ∪ o∗jk;
9 .
1 begin
2 ∃ s : ∀j, j = 1, . . . , n ∃ tsj1 ≥ 0; splan := {};
3 for (idx := 0; idx < CARD(s); idx := idx+ 1) do
4 o∗jk := IDX(s, idx);





Abbildung 6.40: Unverzo¨gertes Scheduling mit Kapazita¨tstyp Multi Job
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eines Arbeitsvorgangs durch verzo¨gerte Vorwa¨rtsterminierung sowohl den
Scheduling-Algorithmus als auch die Kodierung des Chromosoms betrifft.
Der in Abbildung 6.40 dargestellte Scheduling-Algorithmus realisiert eine un-
verzo¨gerte Vorwa¨rtsterminierung auf Bearbeitungsstationen mit Kapazita¨ts-
typ Multi Job. Er stellt einen einfachen Weg zum Integrieren des Kapa-
zita¨tstyps Multi Job dar, unter der Einschra¨nkung des in Abbildung 6.39
aufgezeigten Fallbeispiels 2. Die Einbeziehung der Mo¨glichkeit einer Block-
bildung von Arbeitsvorga¨ngen nach Fallbeispiel 2 birgt ein hohes Optimie-
rungspotenzial und soll Gegenstand der nachfolgenden Betrachtung sein.
Die Lo¨sung einer verzo¨gerten Vorwa¨rtsterminierung von Arbeitsvorga¨ngen
auf Bearbeitungsstationen mit Kapazita¨tstyp Multi Job gliedert sich in
das Beantworten von zwei Teilfragen:
• Wann wird ein Arbeitsvorgang verzo¨gert?
• Wie kann ein verzo¨gerter Arbeitsvorgang vom Scheduling-Algorithmus
aufgelo¨st werden?
Die Entscheidung, ob ein Arbeitsvorgang verzo¨gert wird, ist Bestandteil der
Kodierung des Chromosoms und soll durch den Genetischen Algorithmus
bezu¨glich der Optimierung einer Zielfunktion getroffen werden. Dazu entha¨lt
jedes Gen eine bina¨re Information u¨ber die Verzo¨gerung des entsprechenden
Arbeitsvorgangs (Verzo¨gerungsbit vb).
Das Verzo¨gerungsbit stellt eine Anweisung fu¨r den Scheduler dar und obliegt
im Weiteren dessen Auswertung bei der Einplanung des Arbeitsvorgangs. Ist
das Verzo¨gerungsbit gleich null, findet keine Verzo¨gerung statt. Die Einpla-
nung des Arbeitsvorgangs erfolgt durch unverzo¨gerte Vorwa¨rtsterminierung.
Bei einem Verzo¨gerungsbit gleich eins wird dagegen der Scheduler aufgefor-
dert, eine Verzo¨gerung des Arbeitsvorgangs zu versuchen. Dabei entscheidet
letztendlich der Scheduler, ob eine Verzo¨gerung des Arbeitsvorgangs bei ge-
setztem Verzo¨gerungsbit mo¨glich ist oder nicht (siehe Abbildung 6.41). Eine
Manipulation der Verzo¨gerungsbits realisieren die Crossover-Operatoren so-
wie Standardoperatoren zur Mutation fu¨r Bitkodierungen.
Die Hauptarbeit fu¨r das korrekte Einplanen eines Arbeitsvorgangs mit
verzo¨gerter Vorwa¨rtsterminierung liegt beim Scheduler. Das im Arbeitsvor-
gang gesetzte Verzo¨gerungsbit weist diesen an, eine verzo¨gerte Vorwa¨rtster-
minierung zu versuchen, stellt aber keine Garantie dar, ob eine solche auch
mo¨glich ist. Ziel ist das Einplanen des Arbeitsvorgangs mit seinem Nach-
folger auf der entsprechenden Bearbeitungsstation bzw. mit dem Nachfol-
ger des Nachfolgers usw., wenn dessen Verzo¨gerungsbit ebenfalls gesetzt ist.
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Fall 4:
1/32/11/21/1 3/1 3/2 3/3 2/2 2/3
Arbeitsvorgänge können simultan bearbeitet werden.
Arbeitsvorgang wird verzögert vorwärtsterminiert.
Arbeitsvorgang wird streng vorwärtsterminiert.
*
Abbildung 6.41: Kodierungsbeispiele mit verzo¨gerter Vorwa¨rtsterminierung
Als Wirkung entsteht ein Arbeitsvorgangsblock, der auf den nachfolgenden
Arbeitsvorgang der Bearbeitungsstation verzo¨gert wird. Ein solcher Arbeits-
vorgangsblock wird genau dann aufgelo¨st, wenn der auf der Bearbeitungs-
station nachfolgende Arbeitsvorgang nicht in den Arbeitsvorgangsblock auf-
genommen werden kann oder wenn ein Arbeitsvorgang mit nicht gesetztem
Verzo¨gerungsbit in den Arbeitsvorgangsblock aufgenommen wurde. Detail-
lierte Informationen u¨ber den Scheduler und auftretende Probleme werden
von Ko¨bernik149 ausfu¨hrlich behandelt und sollen an dieser Stelle nicht weiter
vertieft werden.
6.4.3 Kapazita¨tsarten
Beinhaltet eine Belegungsplanung n unterschiedliche Kapazita¨tsarten, so be-
dingt das Ausfu¨hren eines Arbeitsvorgangs ojk eine gu¨ltige Ressourcenzu-
ordnung in der Form von Rzjk = (r1, r2, . . . , rn) sowie deren gleichzeitige
Verfu¨gbarkeit. Ein Arbeitsvorgang wird durch genau eine Arbeitskraft auf
genau einer Bearbeitungsstation ausgefu¨hrt. Desweiteren bestehen fu¨r Ar-
beitsvorgang, Arbeitskraft und Bearbeitungsstation Beziehungsabha¨ngigkei-
149Siehe [Ko¨99, S. 150 ff.].
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ten in der Form, dass zwischen einer dem Arbeitsvorgang zugeordneten Ar-
beitskraft und Bearbeitungsstation ein gu¨ltiges Qualifizierungs– und Berech-
tigungsverha¨ltnis existieren muss. Das Resultat ist eine Ressourcenzuord-
nung aus den Kapazita¨tsarten Personal und Bearbeitungsstation als Tupel
Rzjk = (r1, r2) mit r1 ∈ P (Arbeitskraft) und r2 ∈M (Bearbeitungsstation).
Aus einem Tupel Rzjk bestimmt sich fu¨r einen Arbeitsvorgang eine Ru¨st–
und Bearbeitungszeit, bestehend aus dem Maximum der jeweiligen Ru¨st–
und Bearbeitungszeiten fu¨r Personal und Bearbeitungsstation:
∀ojk : sjk = max{sr1jk, sr2jk}, (6.28)
∀ojk : pjk = max{pr1jk, pr2jk}. (6.29)
Die resultierende Ru¨st- und Bearbeitungszeit eines Arbeitsvorgangs deter-
miniert den fru¨hestmo¨glichen Startzeitpunkt seines technologischen Nachfol-
gers. Gleichzeitig wird die Belegungsdauer einer Ressource durch einen Ar-
beitsvorgang von dessen Ru¨st- und Bearbeitungszeit auf der entsprechenden
Ressource festgelegt.
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Abbildung 6.42: Einplanung mit mehreren Kapazita¨tsarten
Ein Beispiel fu¨r eine Belegungsplanung mit den Kapazita¨tsarten Personal
und Bearbeitungsstation illustriert die Abbildung 6.42. Fall 1 zeigt eine sepa-
rate Einplanung fu¨r jede Kapazita¨tsart, wa¨hrend Fall 2 eine Einplanung fu¨r
alle Kapazita¨tsarten durch den in Abbildung 6.43 dargestellten Scheduling-
Algorithmus demonstriert.
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1 begin
2 ∃ s : ∀j, j = 1, . . . , n ∃ tsj1 ≥ 0; splan := ∅;
3 for (idx := 0; idx < CARD(s); idx := idx+ 1) do
4 o∗jk := IDX(s, idx);
5 P ∗p := τ
P∗
jk ;
6 M∗i := τ
M∗
jk ;
7 if ∃ (oj′k′ , o∗jk) ∈ Ep then t′ := tsj′k′ + pr1j′k′ ;
8 else t′ := t∗sjk; fi
9 if ∃ (oj′′k′′ , o∗jk) ∈ Ei then t′′ := tsj′′k′′ + pr2j′′k′′ ;
10 else t′′ := t∗sjk; fi
11 if k∗ > 1 then t′′′ = t∗sjk−1 +max{p∗r1jk−1, p∗r2jk−1};
12 else t′′′ = t∗sjk; fi
13 t∗sjk = max{t′, t′′, t′′′};
14 splan := splan ∪ o∗jk;
15 od
16 end
Abbildung 6.43: Scheduling mit mehreren Kapazita¨tsarten
6.4.4 Ru¨stzeiten
Fu¨r einen Arbeitsvorgang ko¨nnen sowohl reihenfolgeabha¨ngige als auch rei-
henfolgeunabha¨ngige Ru¨stzeiten gefu¨hrt werden. Eine reihenfolgeunabha¨ngi-
ge Ru¨stzeit stellt die Zeitdauer dar, die zum Ru¨sten einer unvorbereiteten
Bearbeitungsstation beno¨tigt wird. Dagegen repra¨sentiert eine reihenfolge-
abha¨ngige Ru¨stzeit die Zeitdauer zum Ru¨sten einer bereits vorgeru¨steten
Bearbeitungsstation, verursacht durch einen unmittelbar zuvor ausgefu¨hrten
Arbeitsvorgang.
Der in Abbildung 6.44 dargestellte Scheduling-Algorithmus realisiert eine
Belegungsplanung unter Einbeziehung von reihenfolgeabha¨ngigen und rei-
henfolgeunabha¨ngigen Ru¨stzeiten. Prinzipiell gilt dabei folgende Vorrang-
regel. Existieren zwischen Arbeitsvorga¨ngen auf bestimmten Bearbeitungs-
stationen reihenfolgeabha¨ngige Ru¨stzeiten, so haben diese stets Vorrang ge-
genu¨ber reihenfolgeunabha¨ngigen Ru¨stzeiten. Voraussetzung fu¨r eine rei-
henfolgeabha¨ngige Ru¨stzeit zwischen zwei Arbeitsvorga¨ngen bezu¨glich ei-
ner Bearbeitungsstation ist die Existenz eines entsprechenden Arbeitsvor-
gangswechsels sowie eine fu¨r diesen U¨bergang explizit definierte Ru¨stzeit.
Grundsa¨tzlich wird von werkstu¨ckunabha¨ngigen Ru¨sten ausgegangen, was
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1 begin
2 ∃ s : ∀j, j = 1, . . . , n ∃ tsj1 ≥ 0; splan := ∅;
3 for (idx := 0; idx < CARD(s); idx := idx+ 1) do
4 o∗jk := IDX(s, idx);
5 M∗i := τ
∗
jk;
6 if ∃ (oj′k′ , o∗jk) ∈ Ei
7 then begin








14 if k∗ > 1 then t′′ := t∗ejk−1; else t
′′ := t∗sjk; fi
15 t∗sjk := max{t′, t′′};
16 if t′′ > t′ then
17 if (t′′ − t′) > t′′′ then t∗sjk := t∗sjk − t′′′;
18 else t∗sjk := t
∗s
jk − (t′′ − t′); fi
19 fi




21 splan := splan ∪ o∗jk;
22 od
23 end
Abbildung 6.44: Scheduling unter Beachtung von Ru¨stzeiten
den Zeitpunkt fu¨r den Beginn des Ru¨stens einer Bearbeitungsstation zur
Durchfu¨hrung eines Arbeitsvorgangs vor der Beendigung dessen technologi-
schen Vorga¨ngers legen kann.
6.5 Zusammenfassung
Die umfangreichen Testergebnisse150 zeigen in beeindruckender Weise die Ef-
fizienz der Verbesserungsverfahren gegenu¨ber den in der Praxis eingesetzten
Priorita¨tsregeln. Der Nachweis der Einsatzfa¨higkeit fu¨r eine leistungsstarke
Ablaufplanung fu¨r Kompetenzzellen wurde u¨berzeugend erbracht. Die Aus-
150Siehe [Tei98b].
372 Kapitel 6. KPZ–interne Ablaufplanung
wahl eines geeigneten Verfahrens (lokale Suchtechnik oder evolutiona¨res Ver-
fahren) fu¨r eine spezifische KPZ muss von Fall zu Fall entschieden werden.
Zum einen ha¨ngt diese Entscheidung von der Kompliziertheit der zu planen-
den Fertigung ab und zum anderen von der Investitionsbereitschaft der KPZ,
denn alle Methoden sind nur u¨ber ein ASP verfu¨gbar.
Methodisch betrachtet scheint auf den ersten Blick eine Unterlegenheit
des GA gegenu¨ber den lokalen Suchtechniken zu bestehen. Bei einfachen
Scheduling-Problemen wird der Einsatz lokaler Suchtechniken zweckma¨ßig
sein. Diese Aussage muss jedoch relativiert werden. Die wesentlich besseren
Kodierungseigenschaften praxisnaher Problemstellungen gestatten vermut-
lich nur den Einsatz evolutiona¨rer Verfahren. Fu¨r die Praxis werden weiter-
hin auch Methoden zur Selbstadaption der Parameter zu entwickeln sein. Ein
Performanceverbesserung kann außerdem erreicht werden, indem die Verfah-
ren robuster gegenu¨ber Parametereinstellungen gestaltet werden. Eine Vari-
ante ist die praktizierte Auswahl verschiedener Operatoren und Parameter
nach einer bestimmten Wahrscheinlichkeitsverteilung. Auf diese Weise wer-
den alle zur Verfu¨gung stehenden Instrumente benutzt, ohne dass der Nutzer
dies explizit einstellen muss. Eine andere Mo¨glichkeit besteht in der Anpas-















Abbildung 6.45: Ablaufplanung im KPZN
Die Abbildung 6.45 zeigt den Zusammenhang der Ablaufplanung zur Kom-
petenzzelle und zum KPZN als Ganzem. Zuna¨chst fu¨hrt jede KPZ ihre in-
terne Ablaufplanung mit der aus dem IMK via ASP vereinbarten Heuristik
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aus. Hierbei ko¨nnen mit einem eventuell vorhandenen ERP–System (rechte
KPZ hat Zugang zu einem SAP–System) Daten in beiden Richtungen aus-
getauscht werden. Der Download entha¨lt bspw. Arbeitsplandaten und der
Upload bspw. Feintermine fu¨r die Arbeitsga¨nge dieses Arbeitsplanes (siehe
Abschnitt 10.3.1).
Abbildung 6.46: GA–Gantt
Die Feintermine resultieren aus der Heu-
ristik zur Ablaufplanung. Abbildung 6.46
zeigt das Userinterface des auf der Basis von
lokalen Suchtechniken und GA entwickel-
ten Leitstandes. Der interaktive Gantt kann
vom Nutzer jederzeit bearbeitet werden. Im
Hintergrund arbeitet das Verbesserungsver-
fahren kontinuierlich weiter und versucht
den Ablaufplan zu verbessern.
Die Heuristiken ko¨nnen mit angeschlossenen
Produktionsdatenerfassungsgera¨ten (Abbil-
dung 6.47) kommunizieren. Hierzu wurde
ein Palm PC Cassiopeia so programmiert, dass ein Werkstattmeister sich
fu¨r ein bestimmtes Betriebsmittel am Palm identifizieren kann und anschlie-
ßend die Arbeitsvorga¨nge fu¨r dieses Betriebsmittel vom Leitstand empfa¨ngt.
Hierzu wird nur eine vereinbarte Menge der als na¨chstes zu bearbeitenden
Arbeitsvorga¨nge gesendet. Alle anderen ko¨nnen durch die permanent opti-
mierende Heuristik im Ablaufplan umgeplant werden. Weiterhin ko¨nnen fu¨r
die gesendeten Arbeitsvorga¨nge umfangreiche Status und Mengen ru¨ckgemel-
det werden. Auf diese Weise kann das portable PDE–Terminal bidirektional
eingesetzt werden.
Abbildung 6.47: PDA
Auf der CeBIT 2000 wurde die Einheit von Leit-
stand und bidirektionalem PDA-Terminal erstmals
der O¨ffentlichkeit vorgestellt und erregte in der Fach-
welt als neuartiges Organisationsprinzip der Fer-
tigungssteuerung großes Aufsehen. Innerhalb des
KPZN wird von einer KPZ nicht nur eine Lo¨sung
ermittelt, sondern eine Tupelmenge von Lo¨sungen
bestehend aus voraussichtlichem Liefertermin, zum
Termin produzierbare Menge und zugeho¨riger Preis.
Das Generieren einer solchen Menge soll in spa¨te-
ren Verhandlungen wichtige Zeit beim Finden ei-
ner Netzwerklo¨sung einsparen helfen (Kapital 7). Die
Koordination zwischen den Kompetenzzellen findet
dezentral auf jedem rekursiven Niveau durch den
Austausch dieser Tupelmengen statt.
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Erweiterungr eiterung
”
Oft kommt mir der Gedanke, dass ich die Zukunft
beneide um das, was sie u¨ber die Vergangenheit wis-
sen wird.“
Bernard Berenson
Dieses Kapitel beschreibt die Phase der Generierung des Angebotes. Eine Au-
tomatisierung dieses Schrittes erfordert das Vorhandensein eines geeigneten
Algorithmus, insbesondere fu¨r die ATP- und CTP-Pru¨fungen. Im Folgenden
soll ein mo¨gliches Modell aufgezeigt werden. Dabei findet auch der Ansatz der
Lieferwahrscheinlichkeiten1 zur Beru¨cksichtigung von Unsicherheiten entlang
der Wertscho¨pfungskette Eingang. Die Auswirkungen der Angebote auf die
Verhandlungen zwischen den Kompetenzzellen erla¨utert der letzte Abschnitt.



































Die Angebotsgenerierung dient der
effizienten Beantwortung der Anfra-
gen an eine Kompetenzzelle. Die-
se soll innerhalb weniger Minuten
2 Vom MRP zum SCM
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Erweiterungr eiterung
ablaufen, was eine Automatisierung
dieses Prozesses impliziert. Das An-
gebot vermittelt prima¨r die Aussa-
ge, ob und zu welchen Bedingungen
eine Anfrage erfu¨llt werden kann.
Aus diesem Grunde finden KPZ–
interne Einflussgro¨ßen Beru¨cksich-
tigung. Auf die Feststellung der Lie-
ferunfa¨higkeit wegen fehlender Zu-
1Dieses Kapitel basiert auf folgenden Arbeiten [Tei02b, Tei02i, Tei02n, Tei02k, Tei02j,
Tei02m, Go¨02a, Tei02o], aus denen die Inhalte z. T. wo¨rtlich u¨bernommen wurden.
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lieferteile oder Kapazita¨tsmangel erfolgt eine Generierung von Unteranfra-
gen. Die Antworten auf Unteranfragen bilden die Grundlage fu¨r die Aggre-
gation der Antwort auf eine Anfrage. Der Prozess der Angebotsgenerierung
beeinflusst somit den Ausroll- und den Einrollvorgang. In der Abbildung
7.1 ist der Schritt der Angebotserstellung innerhalb des Phasenmodells eines
KPZN hervorgehoben.
7.1.1 Im Angebot enthaltene Informationen
In einem KPZN stellen sich die Zulieferverbindungen zwischen den Kompe-
tenzzellen als gewo¨hnliche Lieferanten–Kunden–Beziehungen dar2, die durch
das EVCM gesteuert werden. Der Zweck eines Angebots einer Kompetenz-
zelle an eine weitere besteht in der Vermittlung aller fu¨r eine Lieferantenaus-
wahl notwendigen Informationen. Diese Informationen bilden die Entschei-
dungsgrundlage fu¨r die Auswahl des Zulieferers3. In diesem Sinne bedarf es
auch beim Einrollen der Wertscho¨pfungskette einer Bereitstellung der In-
formationen. Einfluss auf die Auswahl des Lieferanten u¨ben vorwiegend die
Faktoren aus, welche die Wettbewerbsfa¨higkeit der Kompetenzzelle und der
Wertscho¨pfungskette beeinflussen. Insbesondere die Zeit bis zur Lieferung,
die Qualita¨t und der Preis kennzeichnen die Wettbewerbsfa¨higkeit gegenu¨ber
den Endkunden. Im Allgemeinen erfolgt die kurzfristige Auswahl der Liefe-
ranten nach den folgenden Kriterien4:
• Qualita¨t der gelieferten Produkte,
• Preis bzw. Kosten,
• Lieferzeit bzw. -termin und
• Termintreue.
Im Rahmen der langfristigen Lieferantenauswahl finden weitere Faktoren Be-
achtung. Die Informationen daru¨ber sind jedoch nicht Teil des Angebotes und
werden an dieser Stelle daher nicht weiter betrachtet.
2In diesen Kapitel bezieht sich der Begriff ”Kunde“, falls nicht gesondert erwa¨hnt, auf
die zu beliefernde Kompetenzzelle und nicht auf den Endkunden.
3Das Angebot ist zumindest teilweise (z. B. zeitlich befristet) rechtlich bindend [Sti97,
S. 17].
4Vgl. [Tei02s].
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Die Qualita¨t als Selektionsfaktor kann, sofern sie gewa¨hrleistet wird (siehe
Abschnitt 7.3), vernachla¨ssigt werden5. Qualita¨t bedeutet den Erfu¨llungs-
grad der an das Produkt bzw. die Dienstleistung gestellten Anforderun-
gen6. Die Fa¨higkeit zur qualita¨tsgerechten Erfu¨llung ihres Wertscho¨pfungs-
beitrages stellt ein unabdingbares Erfordernis fu¨r jede im Ressourcenpool
befindliche Kompetenzzelle dar7. Um eine maximale Identifikation der Kom-
petenzzelle mit der Qualita¨t der Produkte zu gewa¨hrleisten, liegt die Qua-
lita¨tsverantwortung fu¨r die entsprechenden Anteile an der Wertscho¨pfung bei
der entsprechenden Kompetenzzelle. Somit erfolgt das Qualita¨tsmanagement
kompetenzzellenintern. Zwischen den Kompetenzzellen gilt es, den Aufwand
fu¨r eine Wareneingangspru¨fung zu reduzieren. Vielmehr stellen Stichproben-
pru¨fungen und Audits ein hohes Qualita¨tsniveau sicher8. In diesem Fall wird
die Erfu¨llung der geforderten Qualita¨t durch die angefragten Kompetenzzel-
len vorausgesetzt, und das Angebot entha¨lt keine Angaben u¨ber die Qualita¨t.
Alle anderen Informationen mu¨ssen bei einem Entscheidungsmodell der au-
tomatisierten Beschaffung Beru¨cksichtigung finden und durch eine automa-
tisierte Angebotserstellung bereitgestellt werden.
Die Bestimmung des Preises fu¨r das Angebot erfolgt zuna¨chst mittels einer
herko¨mmlichen Kalkulation. Die Wu¨nsche des Kunden nach einem mo¨glichst
geringen Preis ist konkurrierend zu einem mo¨glichst kurzfristigen Lieferter-
min. Die Maximierung der Zielerreichung beider Wettbewerbsfaktoren in der
Realisierung der Produktion ist gleichzeitig nicht mo¨glich. Generell gilt fol-
gende Abha¨ngigkeit zwischen dem Preis und dem Lieferdatum: der Preis
sinkt bei Zunahme der verfu¨gbaren Produktionszeit. Durch eine kurzfristige
Einplanung ergibt sich i. d. R. die Notwendigkeit zur A¨nderung von Prio-
rita¨ten anderer Fertigungsauftra¨ge. Die Verschiebungen anderer Auftra¨ge
ko¨nnen Kosten wie Vertragsstrafen und Imagescha¨den verursachen und als
solche zusa¨tzlich in den Preis als Opportunita¨tskosten eingehen. Das Ange-
bot entha¨lt zuna¨chst nur Informationen u¨ber den Preis ab Werk. Zusa¨tzlich
zum Preis basiert die Entscheidung u¨ber den Zulieferer auch auf den Be-
zugskosten, d. h. die Transportkosten zwischen den Kompetenzzellen mu¨ssen
ebenfalls beachtet und kalkuliert werden.
5Vgl. [Tei02d].
6Vgl. [DIN00].
7Vgl. [Die01b, S. 239 ff.].
8Vgl. mit den Ansa¨tzen des Qualita¨tsmanagements in hierarchischen Supply Chains,
bei denen die Zulieferer die Verantwortung fu¨r die Qualita¨t der Zulieferteile tragen und
Audits durch das fokale Unternehmen erfolgen [Win01, S. 6]. Die Zulieferunternehmen
besitzen i. d. R. eine Zertifizierung nach DIN EN ISO 9001 ff. Entsprechendes ist auch fu¨r
die Kompetenzzellen zu fordern.
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Die Ermittlung des Liefertermins erfolgt im Rahmen so genannter Advan-
ced Planning and Scheduling-Verfahren (APS), die im vorhergehenden Ka-
pitel beschrieben wurden. Nach dem Eintreffen einer Anfrage findet eine
Verfu¨gbarkeitspru¨fung statt, ob vorhandene Lagerbesta¨nde die nachgefragte
Menge abdecken ko¨nnen. Im Fall eines negativen Ergebnisses bedarf es im
Wesentlichen dem Capable-to-Promise (CTP) zur Festlegung des Lieferter-
mins. Dieser wird hauptsa¨chlich durch die Verfu¨gbarkeit der Fertigungska-
pazita¨ten und der rechtzeitigen Materialbereitstellung beeinflusst. Der Ab-
schnitt 7.1.2 beschreibt die angewandte Verfu¨gbarkeitspru¨fung.
In der Praxis beruht die Bewertung der Liefertreue auf Erfahrungen des Un-
ternehmens. Dieses Vorgehen bereitet bei einer erstmaligen Zusammenarbeit
Probleme. Oft bedarf es einer konkreten Lieferzusage. Deshalb werden Ver-
tragsstrafen bei Nichterfu¨llung der Liefervertra¨ge vereinbart. Weitergehend
informiert der Service-Grad (Service Level) u¨ber die Liefertreue bei einer dau-
erhaften Kunden-Lieferanten-Beziehung. Als statistisches Maß eignet er sich
deshalb nicht fu¨r die Selbstorganisation des tempora¨ren Netzwerkes. Aus die-
sem Grund wird die in Abschnitt 7.1.3 dargestellte Gro¨ße Lieferwahrschein-
lichkeit zu einer Bewertung der Liefertreue eingefu¨hrt. Da die Zuverla¨ssigkeit
ein zeitbezogenes Merkmal darstellt9, eignet sich die Berechnung der Liefer-
wahrscheinlichkeit zur Integration in die Verfu¨gbarkeitspru¨fung.
Der Zielkonflikt zwischen den Wu¨nschen des Kunden ist in vielerlei Hinsicht
problematisch. Als Lo¨sung bietet sich an, dem Kunden statt einer singula¨ren
Lo¨sung in Form eines Angebotstupels alle Liefermo¨glichkeiten, welche auf
allen realisierbaren Produktionsalternativen basieren, mitzuteilen, damit er
die Auswahl unter der Beru¨cksichtigung seiner individuellen Nutzenfunktion
treffen kann. Die Angabe erfolgt als eine endliche Anzahl von Vektoren aus
Preis, Lieferdatum sowie Lieferwahrscheinlichkeit und kann wie in Abbildung
7.2 in einem drei-dimensionalen Koordinatensystem dargestellt werden. Je-
der Knoten auf der Oberfla¨che symbolisiert eine Liefermo¨glichkeit. Jede Lie-
fermo¨glichkeit stellt ein eigenes Angebot dar. Der Kunde erha¨lt statt eines
Angebotes eine Vielzahl von Angeboten10.
Es gilt zu beachten, dass sich nicht alle Teile fu¨r diese Art der programm-
orientierten Beschaffung eignen. Dieses Modell betrachtet nur die strategisch
wichtigen Teile mit hohem und mittleremWert, welche zum direkten Produk-
9Neben der Erfu¨llung des Liefervertrages durch die Bereitstellung der Ware in der
richtigen Menge beinhaltet die Lieferzuverla¨ssigkeit auch die Lieferung zum richtigen Zeit-
punkt.
10Das bedeutet nicht, dass der Kunde u¨berfordert werden soll. Vielmehr werden die
potenziellen Antworten auf weitere Nachfragen des Kunden bereits vorgehalten und bei
Bedarf mitgeteilt. Vgl. [Tei02d].




Abbildung 7.2: Die Menge aller Produktionsmo¨glichkeiten
tionsbedarf geho¨ren11. Das heißt, der Aufwand erfolgt insbesondere nur fu¨r
die programmorientierte Beschaffung von kostenintensiven A- und B-Gu¨tern.
Diese Teile werden meistens bedarfsgerecht beschafft, begru¨ndet durch die
oft vorhandene Variantenvielfalt. Die sta¨ndige Verfu¨gbarkeit von geringwer-
tigen C-Gu¨tern wird vorausgesetzt12. Die optimale Beschaffungsform ha¨ngt
im Wesentlichen von den Lagerbindungskosten und der Art der Teile ab13.
7.1.2 Die Verfu¨gbarkeitspru¨fung
Die APS-Verfahren unterstu¨tzen die Lieferterminermittlung u. a. durch ei-
ne Verfu¨gbarkeitspru¨fung, welche sich als kurzfristige Planungsaufgabe dar-
stellt14. Das Available-to-Promise (ATP) beinhaltet die Antwort auf die
11U¨ber die ABC-Analyse zur Auswahl der Teile wird in den meisten ERP–Systemen ein
Dispositionskennzeichen gesetzt, dass vom EVCM abgefragt werden kann.
12Oft erfolgt die Beschaffung dieser Gu¨ter verbrauchsabha¨ngig. Geeignete Mittel dafu¨r
stellen (automatisierte) Bestellstrategien dar. Weitere mo¨gliche Formen der Zusammen-
arbeit bei der Nachbestellung geringwertiger Gu¨ter sind Continuous Replenishment Pro-
grams (CRP) und Vendor Managed Inventory (VMI). Fu¨r weitere Informationen siehe
z. B. [Tap99].
13Vgl. [Tei02d].
14Vgl. [Fle00b, S. 66].
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Frage, ob ein Lieferversprechen eingehalten werden kann15. Dies meint ei-
ne Verfu¨gbarkeitspru¨fung bezu¨glich vorhandener Lagerbesta¨nde (Verfu¨gbar-
keitspru¨fung im engeren Sinne), wohingegen CTP als Erweiterung des ATP
eine Pru¨fung der vorhandenen Ressourcen fu¨r eine mo¨gliche Produktion be-
deutet. Die Methoden des CTP wurden im Kapitel 6 bereits in ausfu¨hrlicher
Weise diskutiert.
Die Verfu¨gbarkeitspru¨fung tangiert in der integrierten Informationsverarbei-
tung unterschiedliche Applikationen, insbesondere Materialbedarfsplanung,
Durchlaufterminierung, Produktionssteuerung, Betriebsdatenerfassung, Ma-
terialwirtschaft, Einkauf, Angebotsbearbeitung und Versandlogistik16.
7.1.2.1 Ziele der Verfu¨gbarkeitspru¨fung
Das Hauptziel der Verfu¨gbarkeitspru¨fung besteht in der schnellen und zu-
verla¨ssigen Generierung von Lieferzusagen17. Ohne u¨bergeordnete wirtschaft-
liche Ziele wie Gewinnmaximierung und Existenzsicherung zu u¨bersehen, sol-
len ATP-Analysen besonders den Kundenservice sowie die Kundenzufrieden-
heit erho¨hen und daraus resultierend eine langfristige Kundenbindung ga-
rantieren. Die schnelle Erkennbarkeit von Mo¨glichkeiten und Alternativen
verhindert die einfache Ablehnung eines Angebotes. Die verbesserte Infor-
mationsversorgung fu¨hrt fu¨r den Lieferanten und fu¨r den Kunden zu einem
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Abbildung 7.3: Anforderungen an die Informationslogistik zwischen Lieferan-
ten und Kunden
15Vgl. [Mer99a, S. 378].
16Vgl. [Mer99a, S. 379].
17Vgl. [Kil00, S. 136].
7.1 Grundlagen fu¨r die automatische Angebotserstellung 381
Der Kunde kann in Abha¨ngigkeit von der Lieferzusage des Zulieferers recht-
zeitig seine Produktion anpassen, das Risiko ungeplanter Materialengpa¨sse
sinkt. Die Information des Zulieferers u¨ber seine tatsa¨chliche Lieferfa¨higkeit
hat also einen o¨konomischen Wert. Ein Nutzen fu¨r den Lieferanten entsteht,
wenn der Kunde seine Lieferanten fru¨hzeitig u¨ber unerwartete Bedarfsver-
schiebungen informiert. In diesem Fall ko¨nnen die Lieferanten den Umfang
ihrer U¨berkapazita¨ten und ihres Krisenmanagements anpassen18.
Zusammenfassend la¨sst sich feststellen, dass moderne Lo¨sungen zur Ver-
fu¨gbarkeitspru¨fung auf Basis der APS-Planungsfa¨higkeiten die Erreichung
der folgenden Ziele ermo¨glichen19:
• Verbesserung der zeitgerechten Lieferung durch zuverla¨ssigere Zusagen,
• Reduzierung der Anzahl von verpassten Gescha¨ftsgelegenheiten durch
effektivere Suche nach zuverla¨ssigen Zusagen und
• Erho¨hung der Einnahmen und Profitabilita¨t durch Erho¨hung der durch-
schnittlichen Verkaufspreise.
7.1.2.2 Der Begriff des Available-to-Promise
Der Begriff Available-to-Promise bezeichnet die Mo¨glichkeit, eine globa-
le Verfu¨gbarkeitspru¨fung durchzufu¨hren20, d. h. das Verfahren ermittelt die
Verfu¨gbarkeit von Produkten u¨ber die gesamte Supply Chain21. Die verfu¨gba-
re Menge ist die Menge, die noch fu¨r die Besta¨tigung neu eintreffender Auf-
tra¨ge okkupierbar ist (ATP-Menge)22.
Lo¨st der Kunde eine Anfrage aus, so werden fu¨r alle Bestellpositionen die
Verfu¨gbarkeit, d. h. die Zusicherung von Liefermengen und -terminen und
der mo¨gliche Liefertermin bestimmt23, d. h. das ATP ermo¨glicht die Pru¨fung,
ob ein (neuer) Kundenauftrag mit einem festgelegten Fa¨lligkeitsdatum ange-
nommen werden kann24. Dies zu erreichen, bedarf der Pru¨fung, ob in irgend-
einem Lager noch ausreichend Bestand zur Bedarfsdeckung existiert. Der
wesentliche Inhalt des ATP besteht in der Fortschreibung des disponiblen
18Vgl. [Bre02a].
19Vgl. [Kil00, S. 135].
20Vgl. [POM02].
21Vgl. [Fri00, S. 16 f.].
22Vgl. [SAP02b].
23Vgl. [Mer99b, S. 354].
24Siehe [Sta00c, S. 16].
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Lagerbestandes unter Zugriff auf Informationen von allen relevanten Lager-
orten25. Marktbedarf, den nicht das Lager bzw. die Produktionskapazita¨ten
eines Standorts abdecken, la¨sst sich mo¨glicherweise auch u¨ber andere Stand-
orte abwickeln, wa¨hrend bisher ggf. eine Ablehnung solcher Kundenauftra¨ge
erfolgte26.
Daru¨ber hinaus kann die Verfu¨gbarkeitspru¨fung auch Kundenauftra¨ge si-
mulieren und auf dieser Basis einen zu erwartenden fru¨hesten Liefertermin
fu¨r die Ausfu¨hrung eines Kundenauftrages ermitteln27. Die Funktionalita¨t
ermo¨glicht somit die Feststellung,
• ob ein neuer Kundenauftrag durch den zu einem bestimmten Zeitpunkt
verfu¨gbaren Lagerbestand gedeckt werden kann,
• ob hierzu bei freien Kapazita¨ten erst ein Produktionsauftrag ausgelo¨st
werden muss oder
• ob dem Kunden ein Alternativprodukt angeboten werden kann28.
Das ATP-Verfahren kann sich nach Kilger und Schneeweiss29 entsprechend
der Fertigungsstrategie auf verschiedene Ebenen beziehen:
• Bei einer Fertigung fu¨r den Massenmarkt (Push-Strategie) erfolgt die
Herstellung von Waren in das Lager, von dem aus sie verkauft werden
(make-to-stock). In diesem Fall bezieht sich das ATP auf den Bestand
von Endprodukten oder Produktgruppen.
• Bei der Auftragsfertigung (make-to-order) findet ATP auf der Ebene
von Zwischenprodukten, Komponenten und Produktgruppen statt.
• Im Falle komplexer und sehr spezifischer Produkte existiert kein Be-
stand an Fertig- und Zwischenprodukten. Die Fertigung erfolgt nach
dem Prinzip make-to-configure dem Kundenwunsch angepasst. Nach
einer Stu¨cklistenauflo¨sung werden die verfu¨gbaren Ressourcen und die
Verfu¨gbarkeit von (Produktions-)Kapazita¨ten gepru¨ft. Es finden die
Verfahren des CTP Anwendung.
25Vgl. [POM02].
26Vgl. [Bre01b, S. 17].
27Vgl. [Fri00, S. 16 f.].
28Vgl. [Bre01b, S. 14].
29Vgl. [Kil00, S. 138 f.].
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Die Idee der APS-basierten Verfu¨gbarkeitspru¨fung besteht in der Nutzung
der Informationen aus dem durch das Master Production Scheduling (MPS)
bestimmten Master Plan. Dieser legt auf langfristiger Ebene z. B. die Eckda-
ten fu¨r Produktion und Beschaffung fest30. Das ATP pru¨ft durch die im MPS
enhaltenen Informationen selbststa¨ndig die vorhandenen und noch nicht re-
servierten Besta¨nde31.
Im Rahmen einer make-to-stock-Fertigung umfasst die kurzfristige Ver-
kaufsplanung die Erfu¨llung von Kundenauftra¨gen durch vorhandene Lager-
besta¨nde. Zu diesem Zweck unterteilt sich der Lagerbestand in reservierte
und verfu¨gbare Besta¨nde. Weiterhin ko¨nnen Sicherheitsbesta¨nde vorhanden










































































Abbildung 7.4: Die Struktur des Lagerbestandes
Die Abbildung 7.4 illustriert diese Strukturierung des Lagerbestandes. Falls
der Kunde ein Produkt nachfragt, kann der Verka¨ufer online pru¨fen, ob
die Bestellmenge durch vorhandene Lagerbesta¨nde abgedeckt wird. Falls
die Pru¨fung positiv ausfa¨llt, erho¨hen sich die reservierten Besta¨nde um den
der ATP-Menge entnommenen Umfang. Die Ermittlung der ATP-Menge fu¨r
spa¨tere Zeitpunkte erfolgt durch die Addition der geplanten Produktion zum
30Vgl. [Kil00, S. 137].
31Vgl. [Fri00, S. 17].
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vorhandenen Lagerbestand32. Eine solche dynamische, auf den Anfragezeit-
punkt t1 bezogene Betrachtungsweise erweitert die statische Betrachtung,




Um die ATP-Menge zum Zeitpunkt t1 berechnen zu ko¨nnen, ist zuna¨chst
der Lagerbestand in t1 nach Gleichung (7.1) zu bestimmen. Die Differenz
aus dem Lagerbestand und dem Sicherheitsbestand bildet die entsprechende
ATP-Menge in t1. Den Zusammenhang
BestandLager(t1) = BestandLager(t0) + Zuga¨ngegeplant − Abga¨ngegeplant (7.1)
zeigt Abbildung 7.5, wobei t0 den Zeitpunkt des Eintreffens der Anfrage und








Abbildung 7.5: Allgemeiner Zusammenhang von Lagerbestand und Zeit
Bei Anwendung einer make-to-order-Strategie mu¨ssen die Zulieferer in das
ATP einbezogen werden. Im ersten Schritt findet das SCM mittels einer
Auflo¨sung der u¨berbetrieblichen Stu¨ckliste heraus, welche Teilnehmer der
32Vgl. [Fle00b, S. 66].
33Vgl. [Mer99a, S. 378].
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Supply Chain fu¨r diesen Auftrag wie viele ihrer Produkte liefern sollen. An-
schließend schickt es jedem betroffenen Teilnehmer eine entsprechende Anfra-
ge. Diese pru¨fen auf lokaler Ebene, ob genu¨gend nicht-reservierte Einheiten
auf Lager liegen. Ist dies der Fall, so mu¨ssen keine neuen Einheiten produziert
werden und die angefragte Stu¨ckzahl ko¨nnte sofort geliefert werden34.
Fu¨r das Modell des KPZN findet trotz einer Auftragsfertigung die Verfu¨gbar-
keitspru¨fung in jeder Kompetenzzelle isoliert statt, die Einbeziehung von den
Zulieferkompetenzzellen erfolgt u¨ber die Angebotsinhalte. Die Auswahl der
Zulieferer basiert auf den Angeboten, welche mo¨gliche Besta¨nde an Fertig-
waren bei den potenziellen Zulieferkompetenzzellen beru¨cksichtigen. Somit
gilt fu¨r das EVCM-Modell: die Verfu¨gbarkeitspru¨fung i. e. S. ermittelt durch
Abzug der reservierten Lagerbesta¨nde und des eventuell vorhandenen Si-
cherheitsbestandes vom Lagerbestand die ATP-Menge. Da der Lagerbestand
durch im Master Plan festgelegte und geplanter Produktionkennzahlen be-
einflusst wird, ist die ATP-Menge ein kumulierter Wert, welcher aufgrund
fortlaufender Gescha¨ftsvorga¨nge (z. B. Treffen von Lieferzusagen) sta¨ndigen
Vera¨nderungen unterliegt und jeweils in Echtzeit berechnet werden muss. Fu¨r
die von Mertens und Zeier 35 aufgeza¨hlten Betrachtungsdimensionen bedeu-
tet die Anpassung der Definition an die Erfordernisse des EVCM-Modells die
Einschra¨nkung des ATP-Begriffes auf folgende Aspekte:
• Die ATP-Pru¨fung erfolgt vor einer Lieferzusage.
• Die Verfu¨gbarkeitspru¨fung basiert auf einer dynamischen Betrachtungs-
weise.
• Eine Mo¨glichkeit der Umreservierung bereits reservierter Besta¨nde wird
nicht in Betracht gezogen. Im Spezialfall der reservierten Besta¨nde fu¨r
einen Rahmenvertrag findet die Berechnung einer Zugriffswahrschein-
lichkeit statt, siehe Abschnitt 7.2.2.
• Eine Pru¨fung von alternativen Lagerorten und Querlieferungen schließt
die Eigenschaft der Kompetenzzellen, kleinste, nicht mehr teilbare Ein-
heiten darzustellen, aus. Als solche besitzen Kompetenzzellen keine wei-
teren Produktions- und Lagerorte. Die Modellierung erfolgt in diesem
Falle u¨ber die Vernetzung mehrerer KPZ.
Bei Verwendung dieser Definition des ATP besteht in der Literatur Kri-
tik an der Einordnung des ATP in das APS wie Fleischmann36 vorschla¨gt.
34In Anlehnung an [Fri00, S. 17].
35Vgl. [Mer99a, S. 378].
36Vgl. [Fle00b, S. 63 ff.].
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Nach Tempelmeier 37 stellt ATP keine Planung dar, sondern es bildet bisher
nur eine Datenbereitstellungsfunktion fu¨r die Unterstu¨tzung anderer Unter-
nehmensbereiche wie den Vertrieb. Von einer Einordnung des ATP in die
Supply Chain Planning-Matrix (vgl. mit der Abbildung 2.23) wird deshalb
abgesehen38. Die Verbindung zwischen der Verfu¨gbarkeitspru¨fung und der In-
formationsbereitstellung fu¨r die Angebotsgenerierung verdeutlicht diese Un-
terstu¨tzungsfunktion. NachMertens und Zeier 39 hingegen stellt das ATP ein
komplexes Optimierungsproblem dar. Beispielsweise bedarf es bei einer Um-
reservierung einer Abwa¨gung zwischen dem Zusatzgewinn aus dem erfu¨llten
Kundenauftrag und der Vertragsstrafe fu¨r den versa¨umten Termin bei dem
”
abgebenden“ Kundenauftrag. Somit bildet die Simulation zur Pru¨fung von
Alternativen eine Funktionalita¨t des ATP. Aufgrund der getroffenen Ein-
schra¨nkungen des ATP fu¨r die KPZN besitzt dieses Argument hier keine
Relevanz, da diese Funktionen bereits in den APS-Funktionen innerhalb des
CTP vorhanden sind und vom ATP genutzt werden ko¨nnen.
Das CTP kommt erst zum Einsatz, wenn das Ergebnis des ATP negativ
ausfa¨llt und Produktion erforderlich ist. Es fu¨hrt dann eine vollsta¨ndige
Stu¨cklistenauflo¨sung und Verfu¨gbarkeitspru¨fung durch und plant alle Res-
sourcen (z. B. Material, Maschinen, Personal). Bei der Durchfu¨hrung des
CTP erfolgt die Simultanplanung aller Ressourcen, wobei immer auf den
zuletzt gemeldeten Ist–Zustand aufgesetzt wird40.
Abschließend la¨sst sich der Ablauf der Verfu¨gbarkeitspru¨fung und die Ab-
grenzung der beiden Begriffe darstellen (Abbildung 7.6). Es ist anzumerken,
dass die Begriffe und deren Abgrenzung in der Literatur und in der Praxis
nicht einheitlich verwendet werden. Oftmals beinhaltet der Begriff des ATP
das CTP.
7.1.2.3 Die Grenzen der klassischen Ansa¨tze
Die Handhabung der Unsicherheiten stellt ein großes Planungsproblem dar.
Die Planung nimmt zuku¨nftige Aktivita¨ten vorweg und basiert auf Daten, die
mehr oder weniger große Prognosefehler beinhalten. Diese Fehler reduzieren
ha¨ufig die Verfu¨gbarkeit von Produkten und schra¨nken den Kundennutzen
37Vgl. [Tem01, S. 3].
38Da das Demand Planning nach Tempelmeier eine Prognose darstellt und nicht auf
einem Entscheidungsmodell beruht, wird vorgeschlagen, die gesamte Spalte ”Absatz“ aus
der Supply Chain Planning-Matrix herauszunehmen und in Unterstu¨tzungsmodul zu in-
tegrieren.
39Siehe [Mer99a, S. 378].
40Vgl. [Ort01, S. 810].
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Abbildung 7.6: Der mo¨gliche Ablauf der Verfu¨gbarkeitspru¨fung
der Angebote ein41. Fast immer weicht die eintretende Realita¨t vom Plan
ab, so dass es notwendig ist, die Abweichungen zu messen und den Plan re-
gelma¨ßig zu adaptieren. Verfahren mit
”
rollendem“ Planungshorizont stellen
eine mo¨gliche Planungsvariante dar. Neben der zeitgesteuerten Planungsan-
passung bildet die ereignisgesteuerte Planung eine weitere Mo¨glichkeit. Eine
Anpassung der Pla¨ne erfolgt im Falle des Eintretens wichtiger Ereignisse wie
unerwartete Großauftra¨ge oder Maschinenausfa¨lle. Voraussetzung fu¨r diese
Art der Planung ist das kontinuierliche Aktualisieren aller notwendigen Da-
ten, damit sie jederzeit zur Verfu¨gung stehen42.
Die Software-Hersteller entwickelten leistungsfa¨hige Systeme fu¨r die Grob-
planung des Einsatzes von Produktions- und Logistikkapazita¨ten sowie der
Abwicklung der daraus resultierenden Auftra¨ge. Die Systeme eignen sich je-
doch nur bedingt fu¨r die operative Ebene43. Trotz steigender Kompetenz
in der Entwicklung und Anwendung leistungsfa¨higer Planungssysteme ist es
41Vgl. [Fle00b, S. 59].
42Ebenda.
43Vgl. [Bre02b].
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derzeit nicht mo¨glich, die Komplexita¨t der Wertscho¨pfungskette zu beherr-
schen, da diese durch einen weit vorangetriebenen Abbau der Fertigungstiefe
bei gleichzeitig zunehmender Variantenvielfalt sta¨rker zunimmt44. Das ereig-
nisgesteuerte Neuplanen, um bei jeder neuen, unerwartet eingetretenen Si-
tuation einen angepassten, wiederum optimalen Plan zu generieren, erreicht
somit in der Praxis seine Grenzen, da die vorhandenen Systeme unmo¨glich
die notwendige Detaillierung und den erforderlichen Umfang zur Erfassung
der allta¨glichen Leistungseinbru¨che erreichen45. Diese Systeme stellen auch
keine Entscheidungshilfe in Ausnahmesituationen zur Verfu¨gung46. Daraus
la¨sst sich schließen, dass die bisherigen Ansa¨tze die Zuverla¨ssigkeit der Liefe-
rungen, welche sich in der Liefertreue ausdru¨ckt, vernachla¨ssigen47. Die eige-
nen Erfahrungen mit zahlreichen Industriepartnern besta¨tigen dieses Defizit
deutlich. Der Bedarf an derartigen Entscheidungshilfen ist enorm.
Auch die Unsicherheiten, die aufgrund von Maschinenausfa¨llen und der
Schwankung von Prozesszeiten48 sowie durch Bedarfsschwankungen49 ent-
stehen, ko¨nnen mit den aktuellen Ansa¨tzen nicht gehandhabt werden. Um
dieses Problem zu lo¨sen, existiert in Supply Chains oft ein System mit drei
Puffern50:
• Sicherheitsbesta¨nde der Kunden, die jeweils als letzte Systemreserve in
Anspruch genommen werden sollten,
• U¨berkapazita¨ten auf der Lieferantenseite und
• ein nachgelagertes Krisenmanagement.
Die U¨berkapazita¨ten auf der Lieferantenseite existieren in Form von Maschi-
nen und/oder Fertigwarenbesta¨nden. Die Anteile der Puffer erga¨nzen sich
immer zu 100%51.
Auch in der Umsetzung des Lean Logistic-Ansatzes mit dem Ziel der Mini-
mierung der Besta¨nde findet fu¨r die Gewa¨hrleistung der maximalen Material-
verfu¨gbarkeit ein Puffer-System Anwendung: die Materialanlieferung erfolgt
nicht direkt zwischen Lieferant und Kunde, sondern u¨ber ein Lieferanten-





48Vgl. [Tem01, S. 4].
49Vgl. [Fle00b, S. 59].
50Vgl. [Bre02a].
51Ebenda.
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(Warenausgangslager beim Lieferanten und Wareneingangslager beim Kun-
den) auf eine Stufe, der Lagerhaltung im LLZ. Dieses befindet sich in der
Na¨he zum Kunden, die Bestandsverantwortung tra¨gt der Lieferant. Die Dis-
position erfolgt u¨ber eine Mindestbestandssteuerung52. Die Vorteile von Lean
Logistic beschra¨nken sich fu¨r den Lieferanten im Wesentlichen auf die (teil-
weise) Auslagerung seiner Ausgangslagerfla¨che und die Optimierung der
Transporte zwischen Lieferant und LLZ53. Trotz Optimierung seiner Pro-
duktionsprozesse existieren lieferantenseitig U¨berkapazita¨ten, wenn auch re-
duzierte. Der Sicherheitsbestand bildet den gro¨ßten Anteil des Puffers gegen
die Unsicherheiten entlang der Supply Chain. Kundenseitig reduziert sich
der Bedarf an Wareneingangsfla¨che aufgrund der bedarfsgerechten Zuliefe-
rung aus dem LLZ. Die Einsparung einer Lagerstufe verringert weiterhin die
notwendige Anzahl der im Umlauf befindlichen Ladungstra¨ger54. Die Abbil-
dung 7.7 zeigt beispielhaft die Puffer zum Auffangen der Lieferunsicherheiten
anhand des traditionellen und des Lean Logistics-Ansatzes.
52Vgl. [Hus01, S. 10].
53Eine komplette Abschaffung der Lagerfla¨che und die Optimierung der Transport-
Auslastung schließen sich gegenseitig aus, da die Produkte fu¨r Letzteres ”gesammelt“,
also zwischengelagert werden mu¨ssen.
54Vgl. [Hus01, S. 10].
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Abbildung 7.7: Puffer zwischen Lieferant und Kunde zur U¨berbru¨ckung von
Unsicherheiten
Die erwa¨hnten Maßnahmen zur Handhabung der Unsicherheiten entlang der
Prozesse der Wertscho¨pfungskette eignen sich nur fu¨r hierarchische oder sta-
tische Kooperationen. Bei einer tempora¨r bestehenden Beziehung zwischen
Kompetenzzellen in einem KPZN ko¨nnen langfristige Koordinationsansa¨tze
wie die Einfu¨hrung des Lean Logistic nicht implementiert werden. Die Ver-
folgung der traditionellen Strategie mit Sicherheitsbesta¨nden auf verschie-
denen Stufen der Supply Chain widerstrebt der Zielsetzung, Besta¨nde an
halbfertigen Erzeugnissen zu minimieren. Die auftragsspezifische Lieferanten-
Kunden-Beziehung verhindert die Einfu¨hrung von Sicherheitsbesta¨nden im
Wareneingangslager beim Kunden. Die Zielsetzung des Betreibermodells –
der o¨konomisch effiziente Einsatz der verfu¨gbaren Ressourcen – bedeutet ei-
ne Vermeidung der Reservierung bzw. die Vorhaltung von U¨berkapazita¨ten.
Die Angebote basieren auf den augenblicklich verfu¨gbaren Informationen und
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weichen somit unter Umsta¨nden von den eintretenden Situationen ab. All
das unterstreicht die Notwendigkeit nach einer Gro¨ße, welche im Angebot
die Zuverla¨ssigkeit einer Produktionsmo¨glichkeit quantifiziert angibt. Die im
na¨chsten Abschnitt vorgestellte Gro¨ße Lieferwahrscheinlichkeit tra¨gt diesen
Anforderungen Rechnung. Sie beinhaltet nur die konkreten Unsicherheiten
auf Basis der Zulieferung und Produktion. Die Bewertung der Zulieferer nach
Soft-Facts erfolgt separat auf einer anderen Stufe der Netzgenerierung. Auf
die Gewinnung der dafu¨r beno¨tigten Daten wird ausfu¨hrlich in Kapitel 8
eingegangen.
7.1.3 Die Lieferwahrscheinlichkeit
Neben dem Liefertermin muss in Echtzeit auch die Zuverla¨ssigkeit der Liefe-
rungen angegeben werden, d. h. eine Gro¨ße berechnet werden, welche die bis-
her vernachla¨ssigten Unsicherheiten der Wertscho¨pfungskette quantifiziert55.
Die Angabe der Zuverla¨ssigkeit erfolgt mittels der Gro¨ße Lieferwahrschein-
lichkeit (PD). Diese neue Variable beru¨cksichtigt die tatsa¨chliche Ausla-
stungssituation in der KPZ und somit die Mo¨glichkeit von Engpa¨ssen auf-
grund zu geringer Produktionskapazita¨ten. Die Ermittlung der Lieferwahr-
scheinlichkeit beschreibt der Abschnitt 7.2. Es bietet sich an, ihre Berech-
nung in einem modifizierten APS-Verfahren, z. B. innerhalb der Verfu¨gbar-
keitspru¨fung zu integrieren. Das Bild 7.8 zeigt den Ablauf der modifizierten




Hofmann56 definiert die Lieferwahrscheinlichkeit als die Wahrscheinlichkeit,
mit der der Hersteller eines Produktes zu einem bestimmten Zeitpunkt ei-
ne definierte Menge liefern kann. Sie bietet zusa¨tzliche Informationen zur
Auswahl der Zulieferer und fu¨hrt durch die Beachtung von Unsicherheiten
zu einer ho¨heren Qualita¨t der Lieferzusagen. Weiterhin bewirkt die Angabe
der Lieferwahrscheinlichkeit und deren Beru¨cksichtigung eine Verringerung
des Risikos der fehlerhaften, insbesondere der nicht rechtzeitigen und unvoll-
sta¨ndigen Zulieferungen57.
55Vgl. [Tei02i].
56Vgl. [Hof01a, S. 61]. Diese Diplomarbeit entstand im Zusammenhang der Entwicklung
einer ATP–Funktionalita¨t zur Lieferwahrscheinlichkeitsberechnung fu¨r das EVCM unter
Anleitung des Autors.
57Die Lieferwahrscheinlichkeit bezieht sich auf die Lieferung der richtigen Menge zur
richtigen Zeit. Erfolgt eine Lieferung am falschen Ort oder werden falsche Teile geliefert,
liegt dafu¨r die Ursache zumeist in einer Sto¨rung des Informationsflusses. Dies ist nicht
berechenbar.
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Abbildung 7.8: Der modifizierte Ablauf der Verfu¨gbarkeitspru¨fung
Die Lieferwahrscheinlichkeit ist deutlich abzugrenzen von dem in der Litera-
tur weit verbreiteten Servicegrad (Service Level)58. Der Servicegrad definiert
sich als eine logistische Kenngro¨ße, die sich durch die Erfassung der Lieferzei-
ten, der Termintreue und der Lieferqualita¨t, der Lieferfa¨higkeit und -frequenz
sowie der Kundenna¨he ermitteln la¨sst59. Im Rahmen der Unternehmensstra-
tegie kann der Servicegrad zur Differenzierung gegenu¨ber der Konkurrenz als
strategischer Wettbewerbsfaktor genutzt werden60. Die Lieferwahrscheinlich-
keit hingegen la¨sst sich auf der operativen Ebene einordnen, d. h. sie besitzt
nur fu¨r die Bildung des tempora¨ren Produktionsnetzwerkes und der kurzfri-
stigen Lieferantenauswahl eine Bedeutung61. Im Gegensatz zum Servicegrad
misst sie nicht die Lieferzuverla¨ssigkeit, sondern prognostiziert diese. Die Lie-
ferwahrscheinlichkeit unterscheidet sich vom Servicegrad durch ein weiteres
58Vgl. [Tei02d].
59Vgl. [Fon98].
60Vgl. [Egg01, S. 49].
61Vgl. [Tei02d].
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Merkmal. Wa¨hrend der Servicegrad mit den Kunden (Rahmenvertra¨ge oder
A¨hnliches) vertraglich festgelegt wird (Service-Level-Agreements)62 und so-
mit ein Instrument der langfristigen Kooperation zwischen dem Lieferanten
und dem Kunden darstellt, erfolgt die Bestimmung der Lieferwahrschein-
lichkeit fu¨r jede einzelne Anfrage neu. Dabei hat der Servicegrad und seine
Existenz keinen Einfluss auf das Ergebnis.
Die Verwendung der Lieferwahrscheinlichkeit als Selektionsfaktor zur Gene-
rierung des KPZN bewirkt, dass die Kompetenzzellen, welche letztendlich
am Produktionsprozess teilnehmen, zum Zeitpunkt der Anfrage den gro¨ßten
Kundennutzen und den gro¨ßten Nutzen fu¨r das Produktionsnetzwerk mit
sich bringen63.
7.2 Ermittlung von Liefermenge und Liefer-
wahrscheinlichkeit
Die Erstellung des Angebotes erfolgt zum Zeitpunkt der Anfrage in Echtzeit.
Daraus folgt, dass zu diesem Zeitpunkt Aussagen u¨ber die Verfu¨gbarkeit in
der Zukunft getroffen werden mu¨ssen. Das Eintreten von Ereignissen beein-
flusst die verfu¨gbare Menge bzw. die Verfu¨gbarkeit der Ressourcen, so dass
2Vom MRP zum SCM
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eine Unsicherheit u¨ber deren Verfu¨gbarkeit besteht. Somit bedarf es einer
Abscha¨tzung der Wahrscheinlichkeit des Eintretens dieser Ereignisse. Wei-
terhin ist auch der Zeitpunkt des Eintretens der Ereignisse unbekannt. Da-
her kann keine deterministische Berechnung der Wahrscheinlichkeit und der
Folgen des Ereignisses bezogen auf den Zeitpunkt der geplanten Lieferung,
z. B. den Ressourcenverbrauch usw. stattfinden. Vielmehr beruht eine Prog-
nose u¨ber das Eintreten der Ereignisse und deren Folgen auf Erfahrungen und
unscharfem Wissen. Die folgenden Ausfu¨hrungen stellen eine Mo¨glichkeit zur
Ermittlung der Lieferwahrscheinlichkeiten vor.
7.2.1 Die Verwendung der Fuzzy-Logik
Ein theoretisch exaktes Ergebnis einer Verfu¨gbarkeitspru¨fung kann nur in
Ausnahmefa¨llen mit vertretbarem Aufwand bestimmt werden, da die Ver-
fu¨gbarkeitspru¨fung auf Kombinationen von Heuristiken und wissensbasierten
Elementen basiert64. Die Quantifizierung der zeitbezogenen Unscha¨rfen fu¨r
62Vgl. [Ber00].
63Vgl. [Hof01a, S. 43 f.].
64Vgl. [Mer99a, S. 378 f.].
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die automatisierte Erstellung eines Angebotes basiert auf der Verwendung
der Fuzzy-Logik. Die vorliegende Problemstellung erscheint fu¨r eine andere
mathematische Modellierung wenig zuga¨nglich. Insbesondere die Forderung
nach der Berechenbarkeit der Ergebnisse in Echtzeit stellt fu¨r eine Imple-
mentierung eine Herausforderung dar, die den Einsatz der Fuzzy-Logik be-
gru¨ndet65.
Bei der Modellierung du¨rfen wichtige Eigenschaften der realen Welt nicht
ignoriert werden. Es gilt jedoch zu bedenken, dass die Gu¨te eines Mo-
dells nicht in jedem Fall von der Exaktheit der einfließenden Informatio-
nen abha¨ngt. Fu¨r Modelle gibt es spezifizierbare Gu¨tekriterien wie Korrekt-
heit, Vollsta¨ndigkeit, Ada¨quatheit, Benutzerfreundlichkeit und Effizienz. Ein
Modell, welches die Komplexita¨tsreduktion unscharfer Informationen nutzt,
kann durchaus in Bezug auf verschiedene Gu¨tekriterien besser entwickelbar




Es waren die komplexen Systeme, welche die Bescha¨ftigung mit den Pha¨no-
men der Unscha¨rfe auslo¨sten67. Was kann aber die mehrwertige, unscharfe Lo-
gik fu¨r die Behandlung der komplexen Entscheidungunterstu¨tzungssysteme
leisten? Philosophen und Naturwissenschaftler machten in der Vergangenheit
die Beobachtung, dass einfache Konzepte eher pra¨zise sind als komplexe, die
zu Unbestimmtheiten tendieren. Je umfassender die Bedeutungsfelder eines
Begriffs sind, desto unbestimmter sind sie in ihren Konsequenzen und desto
eher lassen sie sich mit unscharfen Mengen beschreiben. Aristoteles schrieb
hierzu:
”
Die Darlegung wird dann befriedigen, wenn sie jenen Klarheitsgrad
erreicht, den der gegebene Stoff gestattet. Der Exaktheitsanspruch darf
na¨mlich nicht bei allen wissenschaftlichen Problemen in gleicher Weise
erhoben werden ... Man muss sich also damit bescheiden, bei einem
solchen Thema und bei solchen Pra¨missen die Wahrheit nur grob und
umrisshaft anzudeuten sowie wie bei Gegensta¨nden und Pra¨missen,
die nur im großen und ganzen entstehen, in der Diskussion eben auch
nur zu entsprechenden Schlu¨ssen zu kommen.“ 68
65Die Aussagen basieren u. a. auf Erfahrungen, die in einem Projekt mit a¨hnlichen und
ebenso komplexen Modelleigenschaften gewonnen wurden. Siehe hierzu [Tei95, Tei98a,
Tei01j].
66Siehe [Mu¨97a, S. 7].
67U¨bernommen aus [Tei98b, S. 72 ff.].
68Aristoteles, Die Nikomachische Ethik.
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Zadeh brachte die Bedeutung der Unbestimmtheit fu¨r den erfolgreichen Um-
gang mit komplexen Systemen mit seinem Gesetz von der Unvereinbarkeit
auf den Punkt69.
”
Wenn die Komplexita¨t eines Systems zunimmt, wird unsere Fa¨hig-
keit, pra¨zise und dennoch signifikante Aussagen u¨ber dieses System zu
machen, entsprechend geringer, bis eine Grenze erreicht wird, von der
an Pra¨zision und Signifikanz zu sich gegenseitig weitgehend ausschlie-
ßenden Merkmalen werden.“
Das Gesetz von der Unvereinbarkeit scheint dabei der pra¨zisen Analyse von
komplexen Systemen Grenzen zu setzen. Andererseits ist dieses Gesetz doch
sehr praktisch, denn es la¨sst Aussagen u¨ber Pra¨zision auch dann noch zu,
wenn diese bereits schwer und umsta¨ndlich zu formulieren sind. Wenn Men-
schen mit komplexen Informationen konfrontiert werden, folgen sie beharrlich
einer Strategie der Vereinfachungen, in denen das Wesentliche enthalten ist,
aber immer unscharf. Die Fuzzy-Logik beschreibt einen Weg, komplizierte
Sachverhalte in einfach zu beschreibenden Variablen und Regeln zu model-
lieren und steuerbar zu gestalten.
Fuzzy-Logik basiert auf der Theorie unscharfer Mengen, d. h. die Zweiwer-
tigkeit der Elementrelation wird dadurch erweitert, dass es fu¨r die Elemente
der entsprechenden Grundmenge einen kontinuierlich abgestuften Zugeho¨rig-
keitsgrad zwischen Vollmitgliedschaft (∈) und Nichtmitgliedschaft (/∈) gibt.
In der klassischen Logik wird die Zugeho¨rigkeit eines Elementes x ∈ G
zur Menge M durch eine charakteristische Funktion µM beschrieben. Falls
x ∈ M , wird µM(x) gleich 1 gesetzt; falls x /∈ M , dann gilt µM(x) gleich 0.
Die mehrwertige Logik erweitert diese Definition wie folgt. Sei G eine (stets
klassische) Grundmenge, µA eine (stets klassische) Funktion der Grundmen-
ge G in das Einheitsintervall [0, 1] der reellen Achse: µA : G → [0, 1]. Dann
heißt die Menge A aller Paare (x, µA(x)) Fuzzy-Menge u¨ber G. Ebenso wie
in der klassischen Logik finden auch in der Fuzzy-Logik Operationen u¨ber
Mengen ihre Anwendung70.
Die Fuzzy-Technologie erlaubt die Verwendung linguistischer Variablen, de-
ren Werte im Gegensatz zu numerischen Variablen nicht durch Zahlen, son-
dern durch Ausdru¨cke der natu¨rlichen Sprache definiert werden. Diese Werte
sind nicht scharf begrenzt. U¨ber die Verwendung unscharfer Eingangsdaten
und unscharfer Regeln wird damit die Modellierung von Erfahrungswissen
und die graduierte Bewertung der Bedingungen und der Schlussfolgerungen,
69Siehe [Zad73].
70Ausfu¨hrliche Beschreibungen finden sich in [Bo¨93, S. 5 ff.] und [Rom94, S. 7 ff.].
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entsprechend ihres Wahrheitswertes oder Erfu¨llungsgrades71 mo¨glich. Daraus
ergibt sich die Eignung der Fuzzy-Logik zur Formulierung von Bedingungen
und Schlussfolgerungen durch linguistische Werte fu¨r die Berechnung der
Lieferwahrscheinlichkeit.
7.2.2 Die Berechnung der Lieferwahrscheinlichkeit der
ATP-Menge
Wie oben erla¨utert besteht ein Problem bei der Angebotserstellung im
Abscha¨tzen des Lagerbestandes zum gewu¨nschten Lieferzeitpunkt. Folglich
muss bereits wa¨hrend der ATP-Pru¨fung auch die Lieferwahrscheinlichkeit der
entsprechenden ATP-Menge betrachtet werden, da keine Sicherheit bezu¨glich
der entnehmbaren Menge an Fertigprodukten existiert. Aufgrund der auf-
tragsunabha¨ngigen, kontinuierlichen Produktion sowie der Losgro¨ßenbildung,
z. B. zur Optimierung der Bestellmengen, kann ein Lagerbestand an End-
produkten innerhalb einer Kompetenzzelle bestehen. Welche Menge diesem
entnommen werden kann, ha¨ngt direkt vom Sicherheitsbestand ab72.
Die Sicherheitsbesta¨nde beinhalten in diesem Modell auch die reservierten
Besta¨nde fu¨r langfristige Rahmenvertra¨ge, welche nur die Gesamtmenge ver-
traglich absichern, nicht aber die zeitlichen und quantitativen Auspra¨gun-
gen der Teillieferungen73. Somit liegen, im Gegensatz zu den
”
normalen“ re-
servierten Besta¨nden, keine sicheren Informationen u¨ber den Zeitpunkt des
Abrufes vor. Der Umfang des unternehmensspezifischen Sicherheitsbestan-
des entspricht der zu erwartenden Losgro¨ße der na¨chsten Teillieferung. Das
Eintreten eines Abrufes bewirkt den kompletten Verbrauch des Sicherheits-
bestandes. Entsprechend der Festlegung im Master Plan kann diese Art des
Sicherheitsbestandes einen dynamischen, zeitvera¨nderlichen Umfang besit-
zen.
Entsprechend diesen Voraussetzungen findet auch im KPZN fu¨r jede KPZ
nach dem Eintreffen einer Anfrage eine ATP-Pru¨fung statt. Die notwendigen
Schritte zur Ermittlung der Lieferwahrscheinlichkeit im Rahmen der ATP-
Pru¨fung gestalten sich in Abha¨ngigkeit von nachgefragter Menge und Aus-
pra¨gung verschiedener Bestandsgro¨ßen unterschiedlich. Abbildung 7.9 zeigt
u¨berblicksartig zwei Programmablaufpla¨ne (PAP) zur Lieferanfragenbehand-
lung im Rahmen der ATP-Pru¨fung.
71Vgl. [Bot93, S. 3].
72Vgl. mit der Abbildung 7.4 und der Gleichung 7.2.
73Vgl. [Tei02d].
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Als Ausgangspunkt dient die Berechnung des geplanten Lagerbestandes zum
gewu¨nschten Liefertermin nach Gleichung (7.1) auf Seite 384. Das ermittelte
Ergebnis des Lagerbestandes zum Zeitpunkt t1 bildet nur einen Prognosewert
und hat nicht die Qualita¨t einer 100 %igen Verfu¨gbarkeit. Die Differenz aus
geplantem Lagerbestand in t1 und dem Sicherheitsbestand stellt die ATP-
Menge xATP dar:
xATP = Lagerbestand (t1)− Sicherheitsbestand (t1). (7.2)
Es gilt:
PD(xATP ) = 100%, (7.3)
falls alle beno¨tigten Positionen mit einer Wahrscheinlichkeit von 100% zum
Zeitpunkt t1 verfu¨gbar sind. Wenn die Menge xATP gro¨ßer oder gleich der
angefragten Liefermenge xangefragt ist, kann sofort die Generierung eines An-
gebotes erfolgen. In diesem Fall erfolgt eine Entnahme der Angebotsmenge
aus der ATP-Menge und die Erho¨hung der neu zu berechnenden geplanten
Verka¨ufe, die
”
normalen“ reservierten Besta¨nde, im gleichen Maß74:
xreserviertneu = xreserviert + xangefragt. (7.4)
Bis zu dieser Stelle unterscheidet sich das Vorgehen nicht vom bisherigen
ATP-Ansatz. Im Folgenden findet aber eine Erweiterung des traditionellen
Ansatzes statt.
74Vgl. [Kil00, S. 145].






Berechnung der geplanten Lagerbestände



































User Input: xinquired(t1), x(t1), t0, t1
PPS Input: stockoutlevel, stocks(t0), increases(t1), sales(t1)
stocks(t1) = stocks(t0) + increases(t1) – sales(t1)




















Abbildung 7.9: Ablaufplan zur ATP-Pru¨fung einer Lieferanfrage
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In diesem herko¨mmlichen ATP-Ansatz erfolgt bei einem negativen Ergebnis
der ATP-Pru¨fung keine Generierung eines Angebotes, und eine CTP-Pru¨fung
wird durchgefu¨hrt. Um eine Anfrage zum gewu¨nschten Lieferzeitpunkt t1
erfu¨llen zu ko¨nnen, eignen sich nach Kilger und Schneeweiss75 verschiede-
ne Suchrichtungen. Die erste Dimension ist der Zeitpunkt. Zuna¨chst pru¨ft
der Algorithmus, ob zu einem fru¨heren Zeitpunkt als t1 die Anfrage erfu¨llt
werden kann. Der zweite Schritt betrifft die U¨berpru¨fung von reservierten
Besta¨nden fu¨r andere Kundengruppen76. Ein neuer Ansatz ermo¨glicht den
flexiblen Zugriff auf den oben erwa¨hnten Sicherheitsbestand zur Erho¨hung
der Wettbewerbsfa¨higeit einer Kompetenzzelle. Ein weiterer angestrebter Ef-
fekt stellt die Reduzierung der Lagerbesta¨nde innerhalb der KPZN aufgrund



























































































Abbildung 7.10: Der Zugriff auf den Sicherheitsbestand zur Erfu¨llung einer
Kundenanfrage
Somit erfolgt nach einem negativen Ergebnis eine Pru¨fung u¨ber Mo¨glich-
keit und Umfang eines Zugriffes auf den Sicherheitsbestand. Fu¨r den Fall,
75Vgl. [Kil00, S. 145 f.].
76Kilger und Schneeweiss nennen diese Besta¨nde Allocated ATP [Kil00, S. 140ff.]. Als
dritte Suchrichtung erwa¨hnen sie alternative Produkte. Diese Betrachtung kann nur bei
fehlender Abgrenzung von ATP zu CTP erfolgen. In diesem Fall werden Ressourcen fu¨r
andere Produktgruppen fu¨r die Auftragserfu¨llung herangezogen. Diese Mo¨glichkeit besitzt
daher in KPZN und bei der getroffenen Trennung von ATP und CTP, d. h. der Konzen-
tration auf die Endprodukte bei ATP, keine Relevanz.
77Vgl. [Tei02n].
400 Kapitel 7. Angebotserstellung
dass die Menge aus dem Sicherheitsbestand fu¨r die Bedarfsdeckung nicht
ausreicht und xangefragt > xATP + xSicherheitsbestand gilt, ist die Produktion
der Differenzmenge erforderlich. Wenn jedoch eine Produktion stattfindet,
sollte keine Entnahme von Teilen aus dem Sicherheitsbestand erfolgen, son-
dern eine Produktion der Restmenge xangefragt − xATP . Gleiches gilt, falls
xnutzbar + xATP < xangefragt. Der Zugriff auf den Sicherheitsbestand eignet
sich nur als Substitution zur Produktion, nicht als ihre Erga¨nzung78.
Reicht der Sicherheitsbestand zur Bedarfsdeckung grundsa¨tzlich aus, muss
ermittelt werden, in welchem Umfang der Sicherheitsbestand unterschritten
werden darf. Diese Menge xnutzbar ha¨ngt vom mo¨glichen Abruf des Sicher-
heitsbestandes im Rahmen der bereits charakterisierten langfristigen Liefer-
vertra¨ge ab. Die Zugriffswahrscheinlichkeit PA dru¨ckt die Wahrscheinlichkeit
eines Zugriffes auf den Sicherheitsbestand im relevanten Zeitraum ∆tLieferung
aus, d. h. zwischen Anfragezeitpunkt t0 und gewu¨nschtem Lieferzeitpunkt t1.
Abbildung 7.11 zeigt eine Mo¨glichkeit des Zusammenhangs zwischen der Zu-
griffswahrscheinlichkeit und xnutzbar. Generell gilt die Beziehung:









Abbildung 7.11: Die Abha¨ngigkeit der nutzbaren Menge von der Zugriffs-
wahrscheinlichkeit
Mit steigender Zugriffswahrscheinlichkeit steigt das Risiko, dass die ent-
nommene Menge bis zum na¨chsten Lieferabruf nicht mehr nachproduzier-
78Vgl. [Tei02n].
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bar ist. Aus diesem Grund sollte der Sicherheitsbestand bei einer Zugriffs-
wahrscheinlichkeit von 100% nicht unterschritten werden. Die Beziehung
zwischen xnutzbar und PA beru¨cksichtigt auch die KPZ-spezifischen Pro-
duktionszeiten. Dieser Parameter beeinflusst die Wiederauffu¨llzeit nach ei-
nem Zugriff. Abbildung 7.11 stellt deshalb nur eine theoretische Annahme
dar, welche durch Erfahrungswerte spezifiziert werden musste. Ist xnutzbar
gro¨ßer oder gleich der Differenz zwischen der angefragten Menge und xATP ,
d. h. xnutzbar+xATP ≥ xangefragt, so erfolgt eine Angebotserstellung. Die dem
Sicherheitsbestand tatsa¨chlich entnommene Menge erha¨lt die Bezeichnung
xATP+. Die xATP+ zugeho¨rige Lieferwahrscheinlichkeit berechnet sich nach
Gleichung:
PD(xATP +) = 1− PA. (7.6)
Die Gesamtliefermenge ergibt sich in dann wie folgt:
xLieferung = xATP + xATP+ (7.7)
xreserviertneu = xreserviert + xLieferung. (7.8)
Die Lieferung der Menge xATP erfolgt mit Sicherheit und bei der Menge
xATP+ mit einer Wahrscheinlichkeit von PD ≤ 100%. Die Unsicherheiten
resultieren aus den in der Abbildung 7.12 dargestellten Mo¨glichkeiten des
Abrufes des Sicherheitsbestandes und der daraus resultierenden Entwicklung
der Besta¨nde. Es muss festgehalten werden, dass die Berechnung der Liefer-
wahrscheinlichkeit der ATP+-Menge nach Gleichung (7.6) eine zu geringe
Wahrscheinlichkeit ergibt, da nach dieser Gleichung jeder Abruf des Sicher-
heitsbestandes eine Nichtlieferung der nutzbaren Menge bewirken wu¨rde. Die
Abbildung 7.12 zeigt jedoch, dass in Abha¨ngigkeit von der Zeit des Zugriffes
die nutzbare Menge bis t1 gegebenenfalls nachproduziert werden kann (in
der Abbildung durch drei unterschiedliche Produktionsfunktionen illustriert)
und somit auch das Angebot mit xATP+ rechtzeitig erfu¨llbar ist
79. Weiter-
hin besteht die Mo¨glichkeit einer Anpassung der Produktionsintensita¨t zur
rechtzeitigen Erfu¨llung einer Lieferzusage. Die Gleichung (7.6) findet dennoch
Anwendung, da bereits der Wert der Zugriffswahrscheinlichkeit nur einen
Scha¨tzwert darstellt.
79Die ho¨here Priorita¨t des langfristigen Rahmenvertrages gegenu¨ber dem kurzfristigen
Angebot wird vorausgesetzt.























(c) Spa¨ter Zugriff auf den Sicherheitsbestand
Abbildung 7.12: Mengengro¨ßen bei Zugriff auf Sicherheitsbestand
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Ist die Differenz aus der angefragten und der verfu¨gbaren Menge xATP +
xnutzbar gro¨ßer als Null, ist eine Produktion erforderlich. Die Liefermenge
ergibt sich bei Beru¨cksichtigung der gesetzten Pra¨missen wie folgt aus der
Gleichung:
xLieferung = xATP + xCTP . (7.9)
Die oben ausgefu¨hrte Mo¨glichkeit der situationsbezogenen flexiblen Ver-
wendung des Sicherheitsbestandes setzt die Berechnung der Zugriffswahr-
scheinlichkeit voraus. Zur Ermittlung der Zugriffswahrscheinlichkeit er-
folgt zuna¨chst die Darstellung ihrer Bestimmungsfaktoren und die Art der
Abha¨ngigkeiten. Als wesentliche Determinanten lassen sich annehmen:
• die Zeitspanne zwischen der Anfrage und dem gewu¨nschtem Lieferter-
min (∆tLieferung),
• bisheriger Erfu¨llungsgrad der Rahmenvertra¨ge (α) und
• Zeitspanne zwischen letztem Zugriff und gewu¨nschtem Liefertermin
(∆tAbruf ).
Zwischen der Zugriffswahrscheinlichkeit und den Einflussgro¨ßen bestehen fol-
gende Abha¨ngigkeiten:
• Je gro¨ßer die Zeitspanne zwischen Anfrage t0 und Liefertermin t1, de-
sto gro¨ßer ist die Wahrscheinlichkeit, dass ein Zugriff innerhalb dieses
Zeitraumes erfolgt.
• Je gro¨ßer der bisherige Erfu¨llungsgrad der Rahmenvertra¨ge, desto we-
niger wahrscheinlich ist ein Zugriff. Umgekehrt fu¨hrt ein niedriger
Erfu¨llungsgrad zu einer im Mittel ho¨heren Anzahl verbleibender Zu-
griffe und damit auch zu einer erho¨hten Zugriffswahrscheinlichkeit in
einem bestimmten Zeitabschnitt.
• Je gro¨ßer die Zeitspanne zwischen letztem Zugriff t−1 und dem
gewu¨nschtem Liefertermin t1, desto wahrscheinlicher ist ein Zugriff.
Die oben genannten Abha¨ngigkeiten haben nicht zwingend einen determi-
nistischen Charakter, bzw. eine eventuell bestehende Deterministik ist nicht
modellierbar. Auch handelt es sich bei den zugrundeliegenden Variablen zwar
um urspru¨nglich metrisch skalierte Gro¨ßen, die zugeho¨rigen Aussagen sind
jedoch subjektiv und arbeiten mit intrinsisch unscharfen Ausdru¨cken80. Die
80Vgl. [Rom94, S. 4, 156].
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Abscha¨tzung der Konsequenzen basiert auf Expertenwissen, weswegen, wie
bereits im Abschnitt 7.2.1 beschrieben, die Fuzzy-Logik Anwendung findet.
Der Vorteil ihrer Anwendung besteht in der situationsabha¨ngigen Nutzung
des eigentlich reservierten Sicherheitsbestandes. Jede Situation (als Kombi-
nation von Auspra¨gungen der linguistischen Einflussgro¨ßen) kann einzeln be-
trachtet und anhand einer aufzustellenden Regelbasis eines Fuzzy-Controllers
modelliert werden81.
Im Folgenden soll die Berechnung der Zugriffswahrscheinlichkeit auf der
Grundlage eines regelbasierten Fuzzy-Logik-Modells beschrieben werden. Ein
solches System besteht nach Kahlert82 aus einer Anzahl von Inferenzregeln
sowie dem Inferenzschema, welches die Verarbeitungsvorschrift fu¨r die Er-
mittlung von (scharfen) Ausgangsgro¨ßen yi aus (scharfen) Eingangsgro¨ßen
xi entha¨lt. Die Arbeitsweise folgt dem u¨blichen Schema
83:
• Fuzzifizierung der scharfen Eingangsgro¨ße,
• Ermittlung der aktiven Regeln,
• Ermittlung der einzelnen Ausgangs-Fuzzy-Mengen,
• U¨berlagerung der einzelnen Ausgangs-Fuzzy-Mengen und
• Berechnung der scharfen Ausgangsgro¨ße PA durch Defuzzifizierung.
Vor der eigentlichen Konzeption bedarf es der Betrachtung einiger Modellie-
rungsaspekte. Dazu za¨hlt die Modellierung der Variablen (Fuzzifizierer), der
Inferenzregeln (Regelbasis) sowie die Festlegung des Inferenzschemas.
Nach der Modellierung des inhaltlichen Sachverhaltes geht es um eine Fest-
legung der konkreten Zugeho¨rigkeitsfunktionen fu¨r die einzelnen Kenngro¨ßen
(Eingangs- und Ausgangsvariablen). Im Rahmen der Fuzzy-Linguistik wer-
den diese Kenngro¨ßen auch als linguistische Variablen bezeichnet. Ihre mo¨gli-
chen Auspra¨gungen werden durch Fuzzy-Mengen repra¨sentiert und erhalten
die Bezeichnung linguistische Terme84. Zur Charakterisierung einer Kenn-
gro¨ße wird jeweils ein Satz von Fuzzy-Mengen beno¨tigt. Die Art der Zu-
geho¨rigkeitsfunktion orientiert sich am Anwendungsfall. Fu¨r ein erstes Sy-
stem wurden sie, auf eigenen Erfahrungen beruhend, subjektiv gescha¨tzt.
81Vgl. [Kah94b, S. 52 ff.].
82Vgl. [Kah94b, S. 85 ff.].
83Vgl. [Kah94b, S. 87 f.].
84Fu¨r die im Modell verwendeten Gro¨ßen siehe Abbildungen 7.13.
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Grundsa¨tzlich sind auch objektive Verfahren denkbar, die u. a. jedoch ge-
naue a-priori-Informationen sowie eine Konstanz der Versuchsbedingungen
voraussetzen. Beides kann hier als nicht gegeben angesehen werden, da sich
in einem solch komplexen Logistiksystem sta¨ndig unerwartete, neue Einflu¨sse
ergeben ko¨nnen. Als dritte Mo¨glichkeit kommt eine (automatische) Adapti-
on anhand eines geeigneten Optimierungskriteriums in Betracht85. Dies wird
in Erweiterung des vorliegenden Systems bereits in Erwa¨gung gezogen, um
die Ergebnisse qualitativ zu verbessern. Dazu wird mittels einer statistischen
Analyse der berechneten PA-Werte und der tatsa¨chlich aufgetretenen Zugriffe
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Abbildung 7.13: Zugeho¨rigkeitsfunktionen der In- und Output-Variablen
Der Einfachheit halber sind zuna¨chst trapezoide Zugeho¨rigkeitsfunktionen
(Abbildung 7.13) verwendet worden, obwohl sich nach Rommelfanger 87 fu¨r
die Modellierung nichttechnischer Entscheidungen eher s-fo¨rmige Referenz-
funktionen aufgrund ihrer Anlehnung an die Normalverteilung eignen. Die in
diesem Modell verwendeten Annahmen u¨ber die Verteilungen ergeben sich
aus der Praxis und sind daher fu¨r jedes Unternehmen spezifisch zu determi-
nieren. Dies geschieht vorerst durch Einscha¨tzung von Experten, la¨ngerfri-
stig erfolgt die Implementierung eines selbstlernenden Fuzzy-Logik-Moduls,
85Vgl. [Boc87, S. 84 f.].
86Vgl. [Tei02n].
87Vgl. [Rom94, S. 156].
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welches u¨ber die statistische Erhebung von Daten und eine automatische
Adaption eine weitere qualitative Verbesserung erreichen soll.
Der na¨chste Schritt beinhaltet die Modellierung der Regeln. Die Regelbasis
besteht aus einer Reihe von Inferenzregeln nach der allgemeinen Form:
R1 : IF x1 = A11 AND xi = A1i AND xn = A1n THEN y = B1
...
Rj : IF x1 = Aj1 AND xi = Aji AND xn = Ajn THEN y = Bj
...
Rm : IF x1 = Am1 AND xi = Ami AND xn = Amn THEN y = Bm
(7.10)
mit:
x1, x2, ..., xn . . . Eingangsgro¨ßen,
A1i, A2i, ..., Ami . . . linguistische Terme der Eingangsgro¨ße xi,
y . . . Ausgangsgro¨ße und
B1, B2, ..., Bm . . . linguistische Terme der Ausgangsgro¨ße y.
An dieser Stelle sei erwa¨hnt, dass sich mit der Anzahl der linguistischen Ter-
me der Input-Variablen die Anzahl der zu erfassenden Regeln schnell erho¨ht.
Daher ist es sinnvoll, sich auf jeweils wenige Terme bei den Eingangsgro¨ßen
zu beschra¨nken. Somit ergeben sich aus drei Eingangsvariablen mit je drei
Termen 33 = 27 Regeln. Die Ausgangsgro¨ße soll zur genaueren Auswertung
fu¨nf Auspra¨gungen aufweisen88.
Nach der Modellierung des Fuzzy-Logik-Systems beginnt die Abarbeitung des
Inferenzschemas mit der Fuzzifizierung der Eingangsgro¨ßen. Die folgenden
Schritte werden zur Ermittlung einer Zugriffswahrscheinlichkeit PA jeweils
aktuell durchgefu¨hrt. Ausgangspunkt stellt eine gegebene Zustandsbeschrei-
bung dar. Gemeint ist ein Satz scharfer Eingangsgro¨ßen xi (hier ∆tLieferung,
∆tAbruf und α). Die fu¨r die Berechnung dieser Gro¨ßen beno¨tigten Daten sol-
len von einem ERP-System u¨ber eine geeignete Schnittstelle geliefert werden.
Die Ermittlung und Berechnung der Zeitra¨ume ∆tLieferung und ∆tAbruf ist
tendenziell unproblematisch:
∆tLieferung = t1 − t0 ti in [d] (7.11)
∆tAbruf = t1 − t−1 ti in [d] (7.12)
mit:
88Vgl. [Hof01a, S. 70].
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t−1 . . . Termin des letzten Zugriffs auf den Sicherheitsbestand,
im Rahmen eines langfristigen Liefervertrages,
t0 . . . Zeitpunkt des Eintreffens der Anfrage und
t1 . . . gewu¨nschter Liefertermin.
Der Erfu¨llungsgrad der langfristigen Liefervertra¨ge α berechnet sich entspre-
chend der Gleichung (7.13):
α =
abgerufene Mengen bis zum Zeitpunkt t0
vertraglich festgelegte Menge
. (7.13)
Existieren gleichzeitig mehrere wirksame Rahmenvertra¨ge, so besteht die
Mo¨glichkeit der Bildung getrennter Sicherheitsbesta¨nde fu¨r jeden Rahmen-
vertrag. Fu¨r jeden einzelnen Rahmenvertrag erfolgt gesondert die Berechnung
der Zugriffswahrscheinlichkeit und der nutzbaren Menge. Die nutzbaren Men-
gen der einzelnen Rahmenvertra¨ge werden zu einer resultierenden nutzbaren
Menge xresnutzbar addiert, aus welcher die Anfrage gegebenenfalls erfu¨llbar ist.
Alternativ kann eine Zusammenfassung der verschiedenen Rahmenvertra¨ge
in einen gemeinsamen Sicherheitsbestand stattfinden. In diesem Fall bedarf
es der Berechnung aller Zugriffswahrscheinlichkeiten auf den Sicherheitsbe-
stand. Diese werden mit Hilfe einer Disjunktion zu einer resultierenden Zu-
griffswahrscheinlichkeit P resA verknu¨pft, aus welcher sich die nutzbare Menge
ergibt.
Bei der Fuzzifizierung der Eingangsgro¨ßen werden die Zugeho¨rigkeitswerte
bzw. Wahrheitsgrade µi der scharfen Gro¨ße i zu allen linguistischen Termen
ermittelt. Daraus ergeben sich so genannte Fuzzy-Vektoren der Form89:
∆t∗Lieferung =
 µ∆tLieferung kurz(∆tLieferung)µ∆tLieferung normal(∆tLieferung)
µ∆tLieferung lang(∆tLieferung)
 . (7.14)
Aus der Regelbasis erfolgt im Rahmen der Ermittlung des Erfu¨llungsgrades
jeder aktiven Regel die Auswahl der Regeln, bei denen die Zugeho¨rigkeitswer-
te aller Pra¨missen, die IF-Bedingungen, ungleich Null sind. Diese Regeln wer-
den als aktive Regeln bezeichnet. Bei mehreren AND-verknu¨pften Pra¨missen
- andere Verknu¨pfungen besitzen im vorliegenden Fall keine Relevanz - ergibt
sich der Erfu¨llungsgrad einer Regel Hi im Allgemeinen durch das Minimum
u¨ber die
”
Wahrheitsgrade“ aller Inputvariablen dieser Regeln90:
89In Anlehnung an [Kah94b, S. 71].
90Vgl. [Rom94, S. 160 ff.] und [Kah94b, S. 73].








Bei Anwendung des Minimumoperators entspricht der Wahrheitsgrad der
Gesamtpra¨misse einer Regel dem Minimum der Wahrheitsgrade aller Ein-
zelpra¨missen91. Grafisch gesehen fu¨hrt dies zu einer in Hi ”
abgeschnittenen“
Ausgangs-Fuzzy-Menge . Damit ist der Grad ermittelt, zu dem die linguisti-






Als Ergebnis liegt eine Reihe aktiver Regeln mit zugeho¨rigen Ausgangs-
Fuzzy-Mengen vor. Zur Gesamtbewertung u¨ber alle Regeln der Regelbasis
werden die
”
abgeschnittenen“ Fuzzy Mengen mittels Maximumoperator zu
einer resultierenden Fuzzy-Ausgangsmenge µres verknu¨pft:
R1 ∪ ... ∪Rj ∪ ... ∪Rm : µres(y) =MAX(µB1(y), µBj(y), µBm(y)) (7.16)
mit
Rj . . . (aktive) Regel und
µB′j . . . Zugeho¨rigkeitsgrad der Fuzzy-Ausgangsgro¨ße einer Regel.
Beim Ergebnis handelt es sich um eine mengentheoretische Vereinigungsmen-
ge, die grafisch u¨ber der Ausgangskenngro¨ße abgetragen ist. Die Abbildung
7.14 verdeutlicht an einem Beispiel diese Vereinigungsmenge.
Der letzte Schritt besteht darin, die Zugriffswahrscheinlichkeit als schar-
fe Ausgangsgro¨ße zu ermitteln, um sie fu¨r die weiteren Berechnungen fu¨r
xnutzbar und PD einsetzen zu ko¨nnen. Dieser, als Defuzzifizierung bezeichnete
Vorgang greift auf verschiedene Methoden zuru¨ck, die unterschiedliche Eig-
nung je nach Anwendungsfall besitzen. Zur Defuzzifizierung findet in diesem
Modell die modifizierte Schwerpunktmethode Anwendung. Das Prinzip der
Schwerpunktmethode, auch als Center-of-Gravity-Methode bezeichnet, be-
steht in der Berechnung des Fla¨chenschwerpunktes der resultierenden Fuzzy-
Ausgangsmenge µres. Die resultierende scharfe Ausgangsgro¨ße wird auf der
Abszisse abgetragen. Die Berechnung ergibt sich nach der Gleichung:
91Hierzu sei angemerkt, dass neben der Verwendung des Minimum-Operators weitere
Operatoren denkbar sind, um die Zugeho¨rigkeitswerte der Bedingungen einer Regel zu
aggregieren. Rommelfanger kritisiert an der hier verwendeten Max-Min-Inferenz, dass Re-
geln mit mittleren Erfu¨llungsgrad-Werten einen relativ starken Einfluss haben und schla¨gt
deshalb die Verwendung einer Max-Prod-Inferenz vor. Dabei wird beim ”IF..., THEN...“-
Schließen das algebraische Produkt verwendet.
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Praktische Berechnungen basieren auf Na¨herungen durch numerische Inte-
gration. Ein einfaches Na¨herungsverfahren besteht aus den folgenden Schrit-
ten92. Die den Schwerpunkten der Ausgangsmengen aller Regeln zugeordne-
ten Abszissenwerte yi werden aggregiert und dabei mit dem der jeweiligen










92Vgl. [Kah94b, S. 99].
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Hi . . . Erfu¨llungsgrad der Regel i,
yi . . . zum Schwerpunkt der Ausgangsmenge der Regel i
zugeho¨riger Abszissenwert und
m . . . Anzahl der Regeln.
Ein wesentlicher Vorteil der Schwerpunktmethode besteht darin, dass sich die
Ausgangsgro¨ßena¨nderung bei Variation der Eingangsgro¨ßen im Allgemeinen
stetig verha¨lt und jeweils alle aktiven Regeln gewichtet in die Berechnung
der Ausgangsgro¨ße einfließen. Nachteilig ist u. a., dass niemals der gesamte
Ausgangsgro¨ßenbereich erreicht wird (die Grenze liegt immer beim Schwer-
punkt der Fuzzy-Mengen, die auf den beiden a¨ußeren Auspra¨gungsbereichen
der Skala basieren). Praktisch bedeutet dies, dass niemals eine Zugriffswahr-
scheinlichkeit von 100% oder 0% auftreten ko¨nnte. Die Berechnung der ver-
wendbaren Menge xnutzbar wu¨rde verzerrt . Abhilfe soll daher die modifizierte
Schwerpunktmethode schaffen. Dabei erfolgt die Ausweitung der Randmen-
gen durch die Erweiterung der Randfla¨chen u¨ber die Grenzwerte 0% und
100% hinaus93. Dabei ist zu beachten, dass die neuen Mengen symmetrisch
um den angestrebten Maximal- bzw. Minimalwert liegen, so dass der neue
Schwerpunkt genau u¨ber der Abszisse der Werte zu finden ist. Abbildung
7.14 zeigt, dass diese Ausweitung bereits bei der Modellierung der lingui-
stischen Terme der Ausgangsgro¨ße Beru¨cksichtigung fand. Auf diese Weise
lassen sich Zugriffswahrscheinlichkeiten bzw. daraus abgeleitete Lieferwahr-
scheinlichkeiten u¨ber den gesamten Wertebereich berechnen.
Die ermittelte Zugriffswahrscheinlichkeit findet, wie oben beschrieben, Ein-
gang in die Berechnung der nutzbaren Menge aus dem Sicherheitsbestand.
Somit ermo¨glicht ihre Ermittlung, die verfu¨gbaren Lieferkapazita¨ten schnell
und situationsabha¨ngig zu nutzen. Dadurch erho¨ht sich die Flexibilita¨t bei
der Bereitstellung kurzfristiger Liefermengen und fu¨hrt zu einer Senkung der
Produktionskosten des Unternehmens94.
7.2.3 Die Ermittlung der Lieferwahrscheinlichkeit der
CTP-Menge
Bei der Herstellung von Produkten beeinflussen verschiedene Sto¨r- und Ein-
flussfaktoren den zuverla¨ssigen Ablauf des Produktionsprozesses und ko¨nnen
ihn einschra¨nken. Diese Faktoren unterteilen sich in interne und externe Fak-
toren. Der sto¨rungsfreie Ablauf des Produktionsprozesses ha¨ngt intern von
93Vgl. [Bot93, S. 143].
94Vgl. [Tei02n].
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den beno¨tigten und den vorhandenen Ressourcen des Unternehmens ab. Die
a¨ußeren Faktoren bilden die Verfu¨gbarkeit der Zulieferteile ab. Geben alle
Zulieferer die Lieferwahrscheinlichkeit an, so erfasst eine Aggregation dieser
Informationen die a¨ußeren Einflussfaktoren. Da zur Herstellung eines Pro-
duktes alle Zulieferteile vorhanden sein mu¨ssen, findet zur Aggregation der
Lieferwahrscheinlichkeiten folgende Konjunktion Anwendung:95.
PD n+1 = PD n(Komponente 1) · PD n(Komponente 2)
· . . . · PD n(Komponente i) · CP (7.19)
mit:
PD n . . . Lieferwahrscheinlichkeit nach der Stufe n,
PD n+1 . . . Lieferwahrscheinlichkeit nach der Stufe n+ 1 und
CP . . . Produktionsfa¨higkeit der Stufe n+ 1.
Fu¨r am (Wareneingangs-)Lager einer Kompetenzzelle vorhandene Zuliefer-
komponenten gilt eine Lieferwahrscheinlichkeit von PD(Komponente i) =
100%, da keine Zulieferung erfolgen muss. Der Wert bezeichnet an dieser
Stelle die sichere Verfu¨gbarkeit der Zulieferkomponente.
Die Gro¨ße Produktionsfa¨higkeit CP fasst die internen Einfluss- und Sto¨rfak-
toren einer Kompetenzzelle zusammen. Somit kann die Bestimmung der Lie-
ferwahrscheinlichkeit eines Bauteils auf der Stufe n+1 wie in Abbildung 7.15
dargestellt werden. Die KPZ 3 produziert das Bauteil xy unter Verwendung
der Zulieferteile x und y aus der Stufe n des Wertscho¨pfungsprozess. Die Ag-
gregation der Zulieferwahrscheinlichkeiten und der Produktionsfa¨higkeit der
KPZ 3 erfolgt nach Gleichung (7.19). Dieses Vorgehen ermo¨glicht die Beru¨ck-
sichtigung der
”
Unzuverla¨ssigkeiten“ entlang der Wertscho¨pfungskette.
Es gilt festzuhalten, dass die Produktionsfa¨higkeit sich auf den planbaren Ab-
lauf des Produktionsprozesses bezieht und die generelle Kompetenz zur Ferti-
gung eine geplante Angebotserstellung voraussetzt. Die Produktionsfa¨higkeit
quantifiziert die Unsicherheiten innerhalb des Produktionsprozesses. Diese
Unsicherheiten lassen sich unterteilen in statische und dynamische Unsicher-
heiten.
Die statischen Unsicherheiten beruhen auf Bestandsfaktoren des Unterneh-
mens wie das Alter. bzw der Zustand der Maschinen oder die soziale Struk-
tur der Belegschaft und charakterisieren die Ausfallwahrscheinlichkeit in der
Produktion96. Sie ko¨nnen u¨ber einen mittelfristigen Zeitraum als konstant
95Vgl. [Tei02s].
96Vgl. [Tei02n].
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Abbildung 7.15: Die Berechnung der Lieferwahrscheinlichkeit im Schritt n+1
betrachtet werden und finden bei der Ermittlung der Produktionsfa¨higkeit
keine Beru¨cksichtigung.
Weiterhin beeinflussen die dynamischen, unsicheren Planungsfaktoren die
Produktionsfa¨higkeit. Durch Sequencing und Scheduling lassen sich alle
mo¨glichen Produktionstermine bestimmen, jedoch nur bei Beru¨cksichtigung
der reservierten Ressourcen fru¨herer Angebote. Nicht jedes abgegebene An-
gebot fu¨hrt zu einem konkreten Produktionsauftrag, womit sich dynamische
Unsicherheiten u¨ber die verfu¨gbaren Kapazita¨ten ergeben. Diese Einflu¨sse
mu¨ssen bei jeder CTP-Pru¨fung neu bestimmt werden.
Aufgrund der im Abschnitt 7.2.1 aufgefu¨hrten Gru¨nde findet zur Berechnung
der Produktionsfa¨higkeit ebenfalls die Fuzzy-Logik Anwendung. Prinzipiell
ha¨ngt die Produktionsfa¨higkeit von den beno¨tigten und den vorhandenen
Ressourcen ab. Es existiert die Mo¨glichkeit, die Produktionsfa¨higkeit fu¨r al-
le beanspruchten Ressourcen (z. B. spezifiziert nach Art des Personals, nach
erforderlichen Maschinentypen etc.) getrennt oder verallgemeinert zu bestim-
men. Dieses vereinfachte Modell basiert auf der allgemeinen Betrachtung der
Produktionsfa¨higkeit, d. h. die beno¨tigten Ressourcen beinhalten keine Kon-
kretisierung der tatsa¨chlich erforderlichen Ressourcen. Die Eingangsgro¨ßen
zur Quantifizierung des Bedarfs von Ressourcen bilden folgende zwei Fakto-
ren:
• die angefragte Menge und
• die Produktkomplexita¨t.
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Die Abbildung der Produktkomplexita¨t ermo¨glicht eine graduelle Einstufung
in einer Skala von 1 bis 10. Die Komplexita¨t wird vor dem Hintergrund
beru¨cksichtigt, dass beispielsweise ein Drehteil abha¨ngig von geforderten To-
leranzen und Formmerkmalen wie Nuten usw. unterschiedlich viel Produk-
tionsaufwand und Maschinenbelegzeit erfordert. Die Gro¨ße des zu produ-
zierenden Teils sowie anfallender Montageaufwand beeinflusst ebenfalls den
Wert fu¨r die Produktkomplexita¨t. Die Einstufung erfolgt zuna¨chst subjektiv,
Erfahrungen beeinflussen die Bewertung des Produktes. Richtlinien fu¨r die
Einstufung der Produkte mu¨ssen unternehmensspezifisch, basierend auf Mit-
arbeiterbefragungen und dem vorhandenen Maschinenpark festgelegt werden.
Die Berechnung des Umfangs der verfu¨gbaren Ressourcen beno¨tigt die fol-
gend aufgefu¨hrten Gro¨ßen als Input:
• die Ist-Auslastung des Unternehmens,
• die verfu¨gbare Zeit zur Produktion und
• das Produkt aus Akzeptanzrate β und der Anzahl der offenen Angebote
(offene reservierte Maschinenstunden).
Den Wert der Ist-Auslastung stellt das ERP-System zur Verfu¨gung, die An-
gabe erfolgt in Prozent. Die verfu¨gbare Zeit zur Produktion ist identisch mit
der Differenz zwischen dem Zeitpunkt der Anfrage und dem gewu¨nschten
Liefertermin unter Beachtung des Fabrikkalenders. Die Berechnung dieser
Zeitspanne (∆tLieferung) basiert auf der Gleichung (7.11). Die Angabe der
Zeitspanne findet taggenau statt, d. h. die Einheit der Zeitspanne sind Ta-
ge97.
Die Akzeptanzrate β ist die prozentuale Angabe des Anteils der besta¨tigten
Angebote (aus denen Auftra¨ge resultierten) an der Anzahl der insgesamt ab-
gegebenen Angebote. Der Grund der Multiplikation der Akzeptanzrate mit
den offenen Angeboten98 besteht in der U¨berlegung, dass eine Anbindung an
elektronische Marktpla¨tze bei einer automatisierten Angebotserstellung zwar
zu einer Zunahme der Anzahl der abgegebenen Angeboten fu¨hrt, die Akzep-
tanzrate dann jedoch wahrscheinlich abnimmt. Eine Multiplikation gleicht
beide Effekte solange aus, bis sich ein neues Gleichgewicht einstellt. Das
97Aus diesem Grunde findet als Startpunkt des Produktionszeitraumes das Eintreffen
der Anfrage Verwendung und nicht der Zeitpunkt der Auftragserteilung, da durch die auto-
matisierte Angebotserstellung und Lieferantenauswahl die Auftragsbesta¨tigung innerhalb
kurzer Zeit vorliegt und somit bei einem Detaillierungsgrad von einem Tag beide Zeit-
punkte zumeist identisch sind.
98Gemeint sind noch nicht beantwortete, ausstehende Angebote.
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bedeutet, langfristige Tendenzen werden beru¨cksichtigt, kurzfristige Schwan-
kungen jedoch gezielt relativiert.
Zwei separate Fuzzy-Logik-Modelle berechnen Kennzahlen fu¨r die beno¨tig-
ten und die verfu¨gbaren Ressourcen, welche die Eingangsgro¨ßen fu¨r die Be-
rechnung der Produktionsfa¨higkeit bilden99. Die Abbildung 7.16 zeigt diesen
Zusammenhang. Die ermittelten Kennzahlen besitzen jeweils einen Wert zwi-
schen 0 und 100, stellen aber keine Angabe in Prozent dar. In einem na¨chsten
Schritt bilden diese Kennzahlen den Ausgang fu¨r die Ermittlung der Pro-
duktionsfa¨higkeit. Deren Angabe erfolgt in Prozent und findet wie bereits
erwa¨hnt Eingang in die Gleichung (7.19). Die angenommenen Verteilungen
dieser Modelle sind zuna¨chst willku¨rlich gwa¨hlt, wobei eine Weiterentwick-
lung und Implementierung als ein adaptives, d. h. als selbstlernendes Fuzzy-
Logik-Modell eine anzustrebende Mo¨glichkeit darstellt. Wichtig ist, dass eine
Anfrage von 0 Stu¨ck als Schutz vor einer Anfrageflut u¨ber diese Menge au-
tomatisch keinen Bedarf an Ressourcen generiert. Andererseits gewa¨hrleistet
eine geeignete Verteilung, dass bei einer Verfu¨gbarkeit der Ressourcen von


















































Abbildung 7.16: Fuzzy-Logik-Modell zur Produktionsfa¨higkeitsermittlung
99Aufgrund der ausfu¨hrlichen Beschreibung des Ablaufs eines Fuzzy-Logik-Modells im
Abschnitt 7.2.2 kann an dieser Stelle auf eine weitere Beschreibung verzichtet werden. Alle
Schritte finden in gleicher Weise statt. Die Beschreibung der Berechnung der Produkti-
onsfa¨higkeit beschra¨nkt sich daher auf die Darstellung der Ein- und Ausgangsgro¨ßen.
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7.2.4 Anpassung und Auswirkungen der Lieferwahr-
scheinlichkeiten auf die Verhandlungen
Die Kundenanfrage beinhaltet eine konkrete Mengenangabe. Nach der
Berechnung der Lieferwahrscheinlichkeiten besitzt die angefragte Menge
aber keine homogene Lieferwahrscheinlichkeit, vielmehr existiert eine
”
Zer-
splitterung“ der Lieferwahrscheinlichkeit. Diese
”
Zersplitterung“ entsteht
hauptsa¨chlich durch xATP und xATP+
100, verschiedene verfu¨gbare Mengen an
Zulieferteilen, begrenzte Produktions- und Transportressourcen sowie durch
Losgro¨ßenbildung. Aus unterschiedlichen Lieferwahrscheinlichkeiten der Teil-
mengen resultiert eine Abstufung der Lieferwahrscheinlichkeit in Abha¨ngig-
keit zur Menge. Eine Ordnung der Teilmengen nach absteigender Lieferwahr-
scheinlichkeit erscheint im Interesse der U¨bersichtlichkeit sinnvoll. Der Zu-
sammenhang zwischen Menge und zugeho¨riger Lieferwahrscheinlichkeit PD













Abbildung 7.17: Zusammenhang von Lieferwahrscheinlichkeit und Menge
100Vgl. die Ausfu¨hrungen auf S. 400 ff.
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Das Konzept des EVCM erfordert eine Beru¨cksichtigung aller Produktions-
alternativen, aus denen die Auswahl der ganzheitlich optimalen Zulieferbe-
ziehung erfolgt. Die Voraussetzung dafu¨r bildet jedoch die Vergleichbarkeit
aller erstellten Angebote, weswegen eine Zusammenfassung der
”
zersplitter-
ten“ Lieferwahrscheinlichkeiten zu einer stetigen Funktion erfolgen sollte. Die
zusammengefasste Lieferwahrscheinlichkeit erha¨lt die Bezeichnung P ∗D. Eine
entsprechende Funktion P ∗D(x) ermo¨glicht weiterhin die Angabe spezifischer
Lieferwahrscheinlichkeiten, auch fu¨r nach Mengen differenzierte Anfragen101.
Fu¨r die Bestimmung der Funktion P ∗D(x) gilt die Beziehung (7.20) unter
der Voraussetzung, dass die Teilmengen zuvor nach absteigender Lieferwahr-
scheinlichkeit geordnet wurden. Aufgrund des Einflusses der geringeren Lie-
ferwahrscheinlichkeiten mit steigender Anzahl der Teile, also bei gro¨ßer wer-
dender Menge, fa¨llt die Funktion P ∗D(x) monoton (nicht streng):
wenn x ↓ , dann P ∗D ↑ . (7.20)
Weiterhin gilt, dass die zusammengefasste Lieferwahrscheinlichkeit einer
Menge x gro¨ßer ist, als die Lieferwahrscheinlichkeit des x-ten Teils. Be-
gru¨nden la¨sst sich dieser Zusammenhang durch die folgende U¨berlegung. Be-
tra¨gt beispielsweise die angefragte Menge x2 n Stu¨ck, dann ist die zusammen-
gefasste Lieferwahrscheinlichkeit fu¨r n Teile gro¨ßer als die Lieferwahrschein-
lichkeit des n. Teils, da die Lieferwahrscheinlichkeiten der Teile 1 bis n − 1
ebenfalls in die zusammengefasste Lieferwahrscheinlichkeit eingehen. Durch
Losgro¨ßenbildung kann sich somit beispielsweise die Lieferwahrscheinlichkeit
erho¨hen, was weiteres Potenzial fu¨r die Optimierung von Zulieferbeziehungen
ero¨ffnet.
Eine Ausnahme bilden die Teile der ersten Teilmenge. Ihre Lieferwahrschein-
lichkeit entspricht der zusammengefassten Lieferwahrscheinlichkeit. Der Ver-
lauf einer Funktion P ∗D(x) ist ebenfalls in dem Diagramm der Abbildung 7.17
eingetragen.
Eine Mo¨glichkeit der Berechnung der zusammengefassten Lieferwahrschein-
lichkeit besteht in der Division der Fla¨che unter den Lieferwahrscheinlich-
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Die Angabe aller mo¨glichen Produktionsalternativen mit den Parametern
Preis, Lieferdatum und Lieferwahrscheinlichkeit gema¨ß der Abbildung 7.2 bil-
det die Grundlage fu¨r die Auswahl der Lieferanten. Es bietet die Mo¨glichkeit,
den Kundennutzen durch die Wahl einer Alternative entsprechend der Pra¨fe-
renzen des Kunden zu maximieren. Der Kunde akzeptiert vielleicht einen
spa¨teren Lieferzeitpunkt, falls dadurch der Preis sinkt103. Entsprechend senkt
die Angabe aller Lo¨sungstupel den Aufwand fu¨r die Verhandlungen zum Ver-
tragsabschluss. Neben der Bereitstellung der fu¨r die Optimierung notwendi-
gen Daten, welche eine Abgleichung der Produktion ermo¨glichen, kann auch
die Konventionalstrafe in Abha¨ngigkeit der Lieferwahrscheinlichkeit104 fest-
gelegt werden.
Die Gewa¨hrleistung einer hohen Liefersicherheit geschieht durch die Auswahl
eines Lieferanten und einer Produktionsalternative mit einer hohen Liefer-
wahrscheinlichkeit. Eine Erho¨hung der Lieferwahrscheinlichkeit basiert zu-
meist auf der Auswahl nicht kostenoptimaler Alternativen fu¨r den Zulieferer.
Aufgrund dieser Opportunita¨tskosten bedingen ho¨here Lieferwahrscheinlich-
keiten einen ho¨heren Preis. Eine Beru¨cksichtigung der Risikokosten des Kun-
den (durch mo¨gliche Produktionsausfa¨lle, Stillstandszeiten und mo¨glichen
Vertragsstrafen des Kunden gegenu¨ber seiner Kunden verursacht) fu¨hrt bei
einer geringen Lieferwahrscheinlichkeit wiederum zu einem Kostenanstieg.
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modelliert werden. Die Annahme einer solchen Funktion begru¨ndet sich durch
die Abbildung der Opportunita¨tskosten in dem ganzrationalen Teil p(PD)
103Vgl. [Tei02d].
104Die Weitergabe der Lieferwahrscheinlichkeit erfolgt zweckma¨ßig als Wert der zusam-
mengefassten Lieferwahrscheinlichkeit der angefragten Menge oder als Funktion P ∗D(x)
selbst. In den weiteren Erla¨uterungen u¨ber die Verwendung der Lieferwahrscheinlichkeit
im Rahmen der Verhandlungen ist daher immer die zusammengefasste Lieferwahrschein-
lichkeit gemeint und ohne gesonderte Kennzeichnung benutzt.
105Vgl. [Pap88, S. 160].
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der Funktion, auch Polynomfunktion genannt106 und der Beru¨cksichtigung
der Risikokosten als echt gebrochen rationaler Term r(PD):
k(PD) = p(PD) + r(PD). (7.24)
Entsprechend resultieren die Kosten in Abha¨ngigkeit der Lieferwahrschein-













Abbildung 7.18: Zusammenhang zwischen den Kosten und der Lieferwahr-
scheinlichkeit
Ordnet der Kunde einer hohen Lieferzuverla¨ssigkeit107 eine hohe Priorita¨t
zu, muss er diese folglich
”
bezahlen“. Daraus ergibt sich die Fa¨lligkeit einer
ho¨heren Konventionalstrafe bei Nichterfu¨llung des Vertrages. Eine Mo¨glich-
keit der Beziehung zwischen der festgelegten Vertragsstrafe und der Liefer-
wahrscheinlichkeit zeigt ebenfalls das Diagramm der Abbildung 7.18. Der ab-
nehmende Anstieg der Vertragsstrafe mit steigender Lieferwahrscheinlichkeit
beru¨cksichtigt die Bestimmung der Lieferwahrscheinlichkeit unter Benutzung
106Vgl. [Pap88, S. 165].
107Gemeint ist eine Zuverla¨ssigkeit, welche das Kostenminimum u¨bersteigt.
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der Fuzzy-Logik. Ein linearer Zusammenhang sollte nur bei einer determi-
nistischen Berechnung Anwendung finden. Vielmehr sollte die Vertragsstrafe
ein hohes Niveau bei relativ hoher zugesagter Zuverla¨ssigkeit besitzen.
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7.3 Probleme bei Verhandlungen
Beim Handel mit Waren und Dienstleistungen haben die Kompetenzzellen
unterschiedlich genaue Informationen u¨ber die Qualita¨t des Handelsgutes.
Derartige Asymmetrien ko¨nnen Konsequenzen fu¨r das effiziente Funktionie-
ren des KPZN implizieren und somit eine ganze Reihe von Managementpro-
blemen nach sich ziehen. Die Prinzipal-Agenten-Theorie (PAT) hilft, diese
analytisch zu strukturieren und sie so einer Lo¨sung zuga¨nglich zu machen,
2Vom MRP zum SCM
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die an den Ursachen und nicht an den Symptomen ansetzt108. In den folgen-
den Unterabschnitten werden wesentliche Aspekte dieser Theorie in Bezug
auf das KPZN und das EVCM diskutiert109.
7.3.1 Motivation
Die Auswahl der Kompetenzzellen beinhaltet Abgleich-Entscheidungen (sie-
he Abschnitt 5.2.1) bei denen die Angebotsvektoren der potenziellen KPZ
den Nachfragevektoren der Prozessschritte entsprechend der Eignung zuge-
ordnet werden. Die Entscheidung fu¨r eine bestimmte KPZ stellt auf jeder
Stufe der Rekursion ein beiderseitiges Problem dar, sowohl fu¨r die KPZ als
Agent, fu¨r die Unklarheit in Bezug auf den angebotenen Prozessschritt be-
steht, als auch fu¨r das EVCM als Principal, fu¨r das Informationsdefizite zur
Leistungsfa¨higkeit der sich anbietenden KPZ existieren.
Eine KPZ kennt die Qualita¨t ihrer eigenen Arbeit genau. Das EVCM kann
diese nur vermuten und hat geringe Mo¨glichkeiten, die Informationslage zu
verbessern. Der durchschnittliche Marktpreis p¯ fu¨r die ausgeschriebene Lei-
stung ha¨ngt daher von der Qualita¨t einer durchschnittlichen Leistung fu¨r
den nachgefragten Prozessschritt ab. Eine KPZ, die eine hohe Qualita¨t in
der Fertigung erzielt, wird ihren Preis ph gewo¨hnlich oberhalb des Preis-
durchschnitts ansiedeln. Im Gegensatz dazu ist eine KPZ mit minderwerti-
gen Produkten eher bereit, einen Preis pn unter dem Marktdurchschnitt zu
akzeptieren110. Es gilt pn ≤ p¯ ≤ ph. Das EVCM sei bereit, fu¨r qualitativ
beste Leistungen einen Preis bis zu ph−max und fu¨r geringwertige, aber ge-
rade noch akzeptable Leistungen einen Ho¨chstpreis pn−max zu akzeptieren.
Bei vollkommener Information sind also Preise fu¨r hochwertige Leistungen
zwischen ph und ph−max und fu¨r niederwertige Leistungen zwischen pn und
pn−max erzielbar. Der KPZN-interne Markt funktioniert und die KPZ ko¨nnen
den Prozessschritten zugeordnet werden.
108Vgl. [Bac01, S. 395].
109Die Ausfu¨hrungen stu¨tzen sich auf nicht publizierte Arbeiten im vom Autor geleiteten
Arbeitskreis LogIS, welche in den letzten beiden Jahren zu den Inhalten des SFB 457 unter
Mitwirkung von J a¨hn und Bru¨nler entstanden.
110Akerlof bezeichnet derartige Produkte als lemons. Siehe [Ake70, S. 488].
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Praktisch liegt jedoch asymmetrische Information vor. Das EVCM kann nur
eine durchschnittliche Qualita¨t erwarten. Entsprechend wird es nur Ange-




te“ Kompetenzzellen gleich ha¨ufig auftreten, aber nicht unterscheidbar sind
(p¯max = 0.5(pn−max + ph−max)). Die Folge ist offensichtlich. Die lemons der
KPZ erzielen erho¨hte Preise, die ihrer Leistung nicht angemessen sind. Die
besseren KPZ werden sich tendenziell aus dem KPZN zuru¨ck ziehen, und
es bleibt die Kooperation aus Schwa¨che. Diese Pha¨nomen wird als adver-
se selection bezeichnet. Das damit verbundene systematische Absinken der
Qualita¨t muss in jedem Fall, und das gilt fu¨r alle virtuellen Netzwerke, durch
einen entsprechenden methodischen Rahmen verhindert werden.
7.3.2 Theoretische Betrachtungen
Die Prinzipal-Agenten-Theorie111 ist Teil der Neuen Institutioneno¨konomik
(NIO¨). Dementsprechend bescha¨ftigt auch sie sich mit Ursache und Funktion
institutioneller Gegebenheiten. Darunter ko¨nnen sowohl konkrete Organisa-
tionsformen (Unternehmenshierarchie, Ma¨rkte) als auch Vertra¨ge oder all-
gemein akzeptierte Handlungsnormen subsumiert werden. Gemeinsam sind
all diesen Institutionen die zugrundeliegenden Auftragsbeziehungen. Einer
auftraggebenden Instanz (Prinzipal) stehen ein oder mehrere Auftragneh-
mer (Agenten) gegenu¨ber. Wa¨hrend letztere in der Regel Wirtschaftssubjek-
te (hier: Kompetenzzellen) sind, die zu bewusstem o¨konomischen Handeln
fa¨hig sind, wird die Gestalt des Prinzipals mitunter abstrakter modelliert.
Bei ihm kann es sich sowohl um aktiv handelnde Subjekte (wiederum Kom-
petenzellen) als auch um virtuelle Interessentra¨ger wie Organisationen (im
Falle eines KPZN das EVCM) handeln.
Agieren die Vertragspartner in der Neoklassik auf vollkommenen und voll-
sta¨ndigen Ma¨rkten, so ist deren Verha¨ltnis in der PAT durch Informationsde-
fizite und Opportunismus gekennzeichnet, woraus mindestens latente Inter-
essenkonflikte entstehen. Die Informationsasymmetrien bestehen der Annah-
men gema¨ß immer zu Lasten des Prinzipals (EVCM), da er keine oder nur
eingeschra¨nkte Kontrolle u¨ber das Verhalten des Agenten (KPZ) hat. Die-
ser wiederum ist grundsa¨tzlich bestrebt, seinen Informationsvorsprung zur
eigenen Nutzensmaximierung einzusetzen. Dabei muss sein Verhalten durch-
aus nicht immer von unbeschra¨nkter Rationalita¨t gekennzeichnet sein. Es
reicht vielmehr schon das Bestreben rational zu handeln. Ein weiterer Un-
terscheidungspunkt zur Neoklassik ist die angenommene Dauerhaftigkeit der
111Auch Principal-Agency-Theory oder Agency-Theorie genannt.
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o¨konomischen Beziehung zwischen Auftraggeber und -nehmer112. Vertra¨ge
sind nicht auf einen einzelnen Transaktionsvorgang beschra¨nkt oder stehen
zumindest in Wechselwirkung mit zeitlich vor oder nach gelagerten Kontrak-
ten113.
Vor dem Hintergrund des institutionellen Betrachtungsgegenstandes ko¨nnen
zwei Hauptzweige der Agency-Theorie unterschieden werden. Der positive
Ansatz ist eher deskriptiver Natur, in welchem bestehende Institutionen er-
kla¨rt und vor allem empirische Untersuchungen herangezogen werden. Der
Gedanke, dass Wirtschaftssubjekte grundlegende Effizienzu¨berlegungen nicht
dauerhaft ignorieren ko¨nnen, ist wesentlich. Bestehende Institutionen gelten
somit als effizient, da sie sonst nicht bestehen wu¨rden114. Der normative Be-
reich der Agency-Theorie115 greift methodisch auf die logisch-analytische Vor-
gehensweise der Neoklassik zuru¨ck. Mit Hilfe stark vereinfachter mathemati-
scher Modelle werden reale Entscheidungssituationen betrachtet. Ziel ist we-
niger die komplexe Erkla¨rung bestehender Institutionen, als vielmehr die op-
timale Gestaltung von Anreizsystemen und Vertra¨gen. Diese Vorgehensweise
stellt implizit auch eine Abkehr von der Annahme der beschra¨nkten Rationa-
lita¨t dar, da sich willku¨rliches Verhalten nicht sinnvoll modellieren la¨sst116.
Die normative Theorie la¨sst sich nochmals untergliedern in die o¨konomische
und in die finanzielle Agency-Theorie. Beide unterscheiden sich durch die Ge-
stalt des beobachteten Vertragsproblems. Die o¨konomische Richtung betrach-
tet die Auftragserfu¨llung in Kooperationssystemen und weisungsgebundenen
Abha¨ngigkeitssystemen117. Die finanzielle Richtung untersucht Steuerungs-
mechanismen in Strukturen, die durch die Trennung von Kapitalbesitz und
Kapitalverfu¨gung gekennzeichnet sind118. Die nachfolgenden Ausfu¨hrungen
dieser Arbeit stu¨tzen sich auf den normativen o¨konomischen Ansatz.
7.3.2.1 Das Grundproblem asymmetrischer Informationen
Asymmetrische Informationsverteilungen und die daraus resultierenden Ver-
haltensunsicherheiten stellen in der Agency-Theory das Grundproblem der
112So zum Beispiel das Verha¨ltnis zwischen Eigenkapitalgeber und Management.
113Siehe hierzu [Bus97, S. 105 ff.].
114Vgl. [Rou95, S. 22].
115Vor allem in der amerikanischen Literatur wird der Begriff Agency-Theory ausschließ-
lich fu¨r den positiven Ansatz verwendet. Der normativen Richtung ist die Bezeichnung
Principal-Agent-Theory vorbehalten [Wen88, S. 506]. In der deutschen Literatur ist die-
se Trennung in der Regel nicht zu finden. Dort, wie auch in dieser Arbeit, werden beide
Begriffe analog [Bus97, S. 105] synonym verwendet.
116Siehe [Sch97b, S. 399].
117Zum Beispiel Kooperationen zwischen Kompetenzzellen oder das Verha¨ltnis zwischen
Unternehmensfu¨hrung und Angestellten.
118Vgl. [Bus97, S. 106 f.].
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wirtschaftlichen Koordination dar. Sie fu¨hren zu systematischem Marktver-
sagen und verhindern in jedem Fall eine First-Best-Lo¨sung im neoklassischen
Sinn. In der Literatur werden die Informationsasymmetrien in der Regel
in drei Hauptgruppen unterteilt:119 Qualita¨tsunsicherheiten, Unsicherheiten
hinsichtlich der Absichten des Vertragspartners und schließlich Informations-
defizite in Bezug auf das tatsa¨chliche Handeln120.
Bei Qualita¨tsunsicherheiten sind das Verhalten und die Eigenschaften einer
KPZ exogen gegeben. Sie sind vom EVCM weder ex ante erkennbar, noch
sind sie direkt von ihm zu beeinflussen. Die Qualita¨tsunsicherheiten werden
deshalb auch als hidden characteristics bezeichnet121. Das Hauptproblem des
EVCM besteht in diesem Falle darin, eine kompetente KPZ zu finden, die
in der Lage ist, einen bestimmten Auftrag in der geforderten Zeit in hinrei-
chendem Umfang und zur verlangten Qualita¨t zu erfu¨llen. Sollte eine solche
KPZ nicht existieren, ist der Auftrag so zu modifizieren, dass der Na¨chstbe-
ste ihn erfolgreich erfu¨llen kann. Die Suche nach A¨hnlichkeiten wird durch
die Clusterbildung mit dem GNG in effizienter Weise unterstu¨tzt.
Das Problem selbst muss nicht nur Ru¨ckwirkungen auf die Zielerreichung
des durch das EVCM getriebenen KPZN, sondern auch auf das Leistungspo-
tenzial des ganzen Ressourcenpools haben. Besteht nur eine sehr pauschale
Vorstellung von der Leistungsfa¨higkeit der einzelnen KPZ, so ist auch der
Erwartungswert des maximal von ihr erreichbaren Zielerfu¨llungsgrades ein
pauschaler Mittelwert. Entsprechend wird ein Auftraggeber nicht in der La-
ge sein, individuelle Vertra¨ge anzubieten. Er wird sich fu¨r die nachgefragte
Leistung mit einem dem mittleren Erwartungswert entsprechenden Preisan-
gebot an das KPZN wenden. Dies fu¨hrt dazu, dass, wie oben bereits be-
schrieben, die leistungsfa¨higeren potenziellen KPZN fru¨her oder spa¨ter in
andere Ma¨rkte bzw. Netzwerke abwandern werden, wo sie entsprechend ihres
Leistungspotenzials entlohnt werden122.
Die Ursachen fu¨r ein Hidden-Characteristics-Problem ko¨nnen sehr vielge-
staltig sein. Gelegentlich muss das EVCM seine Entscheidungen bereits sehr
fru¨hzeitig treffen, noch bevor die endgu¨ltigen Anforderungen an die KPZ
definiert sind oder es Kenntnis von allen potenziellen KPZ durch den IMK
hat. Eine weitere Ursache ist ein gesto¨rter Informationsfluss. Hierbei hat das
EVCM sehr wohl Vorstellungen von seinen KPZ. Diese decken sich aller-
119Daneben existiert auch eine Vielzahl von Mischformen dieser Unsicherheiten. Im Fol-
genden sollen jedoch die drei Reinformen im Mittelpunkt stehen.
120Siehe [Spr90, S. 562].
121Als Beispiel hierfu¨r kann ein Nachfrager dienen, der ex ante den Preis, nicht aber die
Qualita¨t einer Ware kennt.
122Siehe auch [Bus97, S. 112 ff.].
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dings nicht mit den tatsa¨chlichen Gegebenheiten. Als Letztes ist schließlich
noch ein heterogenes Umfeld denkbar, welches aus dem bisherigen Verhalten
der KPZ keine Schlu¨sse auf deren Eignung zula¨sst. Selbst wenn es mo¨glich
ist, Informationen u¨ber die potenziellen KPZ zu beschaffen, treten dabei
zusa¨tzliche Transaktionskosten auf. Im Vergleich zur neoklassischen Gleich-
gewichtslo¨sung lassen sich Wohlfahrtsverluste des KPZN auch in diesem Fall
nicht verhindern. Um diese allerdings so gering wie mo¨glich zu halten, stehen
dem EVCM verschiedene Instrumente zur Verfu¨gung.
Eine Kompetenzzelle mit Informationsvorspru¨ngen kann sich dem EVCM
bzw. dem IMK offenbaren (Signalling). Ist sie fu¨r den Auftrag geeignet, so
liegt das Offenbaren in ihrem eigenen Interesse, wirkt dies doch als Wer-
bung in eigener Sache und hilft, eine u¨ber dem Pauschalangebot liegende
Entlohnung zu erzielen. Allerdings lohnt sich der Aufwand nur, wenn der
Anstieg des unternehmerischen Erfolges die Signalling-Kosten u¨berkompen-
siert. Erreichen das EVCM keine derartigen Signale, so kann es diese durch
ein Screening-Verfahren auch selbst herbeifu¨hren, indem es verschiedene Ver-
tra¨ge zu verschiedenen Bedingungen anbietet und die KPZ anschließend
nach deren bevorzugtem Konditionssystem bewertet123. Verdeckte Absich-
ten (hidden intension) sind dabei dadurch gekennzeichnet, dass sich zwar
Vertragspartner formal einigen, jedoch danach noch immer Interpretations-
und Handlungsfreira¨ume bestehen. Die KPZ kann trotz formaler Befolgung
des geschlossenen Vertrages ihre Handlungsalternativen beeinflussen und aus
Sicht des EVCM
”
unfair“ agieren. Aufgrund der Annahme des opportuni-
stischen Grundverhaltens der Wirtschaftssubjekte werden sie, wo immer es
vorteilhaft erscheint, Vertragslu¨cken oder Notlagen eines Partners zu ihrem
Vorteil nutzen124.
Eine solche Situation kann, wie bereits das Hidden-Characteristics-Problem,
durch eine zu fru¨hzeitige Festlegung des EVCM entstehen, obwohl (noch)
keine ausreichende Informationsbasis hinsichtlich der geforderten oder der
angebotenen Leistungen vorhanden ist. Ebenso sind unklare Anweisungen
und pauschale Vertragsklauseln Ursache fu¨r eine mangelhafte Koordination
der Vertragserfu¨llung. Dafu¨r ist nicht einmal ein opportunistisches Verhal-
ten der KPZ notwendig. Es genu¨gen bereits abweichende Vorstellungen vom
Verhandlungsgegenstand und der optimalen Vorgehensweise. Dies ist oft bei
langfristigen Bindungen der Fall. In diesem Fall ist es einfach unmo¨glich, alle
Eventualita¨ten ex ante zu identifizieren und vertraglich zu beru¨cksichtigen.
123Siehe [Spr90, S. 567 ff.].
124Praktisches Beispiel ist die unmittelbare Mietzinserho¨hung nach Vertragsschluss, ob-
wohl die niedrige Zinsho¨he eines der Hauptwerbeargumente des Vermieters war. Entspre-
chend wird fu¨r dieses Verhalten auch der Begriff Holdup (U¨berfall) verwendet.
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In diesen Fa¨llen wird als Lo¨sungsansatz - analog dem Transaktionskosten-
ansatz - oftmals eine hierarchische Organisationsstruktur empfohlen. Somit
ha¨tte das EVCM die Mo¨glichkeit, den Handlungsspielraum der KPZ durch
seine Weisungsbefugnis zu verengen. Das widerspricht allerdings der Philo-
sophie der hierarchielosen Steuerung und wird nicht als Lo¨sung betrachtet.
Eine weitere Ursache fu¨r Unsicherheiten hinsichtlich der Absichten einer KPZ
ist schließlich sie selbst. Sie kann durch mehrdeutige oder im Extremfall
falsche Versprechen beim EVCM unzutreffende Vorstellungen erzeugen und
es zu entsprechenden Handlungen verleiten. Die Folgen wird in jedem Fall,
soweit es zwischen den Beteiligten keine weiteren Interdependenzen gibt, das
EVCM tragen und auf alle am KPZN beteiligten KPZ umlegen mu¨ssen. Es
entstehen so genannte sunk costs. Durch fru¨hzeitige Festlegungen und be-
reits geta¨tigte Investitionen sind Aufwendungen entstanden, die im Falle des
Scheiterns als Wohlfahrtsverluste des KPZN gelten mu¨ssen. Somit macht sich
das EVCM (je nach Ho¨he der drohenden Verluste) einseitig von den KPZ
abha¨ngig. Eine KPZ kann nun Vertragsa¨nderungen zu ihren Gunsten erpres-
sen oder entstehende Risiken auf das ganze Netzwerk abwa¨lzen, indem sie
Vertra¨ge mit Ru¨cktrittsklauseln bei ungu¨nstigen Umweltsituationen erwirkt.
Alternativ zu einer Weisungsunterstellung kann das EVCM hier versuchen,
die Interessen der KPZ durch ein entsprechendes Anreizsystem mit denen
des KPZN in Einklang zu bringen125.
Das dritte Problem erweitert die verdeckten Absichten um eine zusa¨tzliche
Komponente. Hier kann das EVCM auch die Handlung des Agenten nicht
erkennen, nicht einmal ex post. Verursacht wird dies durch einen angenom-
menen Umwelteinfluss, der neben der Leistung einer KPZ das Ergebnis be-
einflusst. Deren Spielraum ergibt sich dadurch, dass das EVCM den Einfluss
ihres Tuns und die Umweltwirkung nicht unterscheiden kann. Sie hat somit
die Mo¨glichkeit zu verdeckten opportunistischen Handlungen (hidden acti-
on), fu¨r die sie das Risiko vollsta¨ndig abwa¨lzen kann, da das EVCM sie
u¨berhaupt nicht bemerkt und damit auch nicht kontrollieren kann. Dieses
Verhalten wird als moral hazard bezeichnet126. Um dies zu verhindern wer-
den in der Literatur entsprechende Anreizsysteme empfohlen, in denen der
Agent sein Nutzensmaximum dann erreicht, wenn er sich im Interesse des
Prinzipals verha¨lt. Solche Systeme werden im Folgenden als Anreizsysteme
bei verdeckten Handlungen betrachtet.
125Siehe [Spr90, S. 568].
126Siehe [Bus97, S. 115 f.]. Solche Probleme treten zum Beispiel bei Versicherungen auf,
wo bisweilen unterstellt wird, dass ein Versicherungsnehmer weniger bemu¨ht ist, einen
Schaden zu vermeiden, wenn er den materiellen Verlust ersetzt bekommt. In diesem Sinne
kommt fu¨r eine KPZ die Auftragsweitergabe an billige Subunternehmer in Betracht.
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7.3.2.2 Kosten- und Nutzenbetrachtungen
Das opportunistische Verhalten einer KPZ ist fu¨r das EVCM gleichbedeu-
tend mit zusa¨tzlichen Transaktionskosten. Anreizsysteme oder Signalling-
und Screeningverfahren ko¨nnen diese zwar minimieren, jedoch nicht beseiti-
gen. Die kostenverursachenden externen Effekte werden so lange entstehen,
wie die KPZ nicht das volle Risiko ihrer Handlungen selbst tragen muss und
ihr der volle Ertrag ihres Tuns zu fließt. Ist diese Bedingung jedoch erfu¨llt, so
besteht auch kein Agency-Verha¨ltnis mehr. Die KPZ erfu¨llt keinen Auftrag
mehr fu¨r einen Dritten, sondern handelt unabha¨ngig vom Willen anderer
und auf eigene Gefahr. Umgekehrt la¨sst sich schlussfolgern, dass bei einem
Prinzipal-Agenten-Problem nur eine suboptimale Second-Best-Lo¨sung und
keine typisch neoklassische First-Best-Lo¨sung erreichbar ist127. Dieser, auf-
grund opportunistischen Verhaltens unvermeidliche Wohlfahrtsverlust wird
als Agency-Costs bezeichnet. Diese Kosten entsprechen den Verlusten des
EVCM abzu¨glich der zusa¨tzlichen Gewinne der KPZ. Ihre Ho¨he wird durch
Art und Umfang der urspru¨nglich vorhandenen Informationsasymmetrien
bestimmt. Das Optimierungsproblem in einer EVCM–KPZ–Beziehung ist
die Minimierung der Agency-Kosten, d. h. das Erreichen der Second-Best-
Lo¨sung.
Die Kosten setzen sich aus drei Komponenten zusammen, zwischen denen ein
klarer Trade-off besteht. Die Bindungskosten bilden den ersten Bestandteil.
Sie entstehen durch den Vertragswillen beider Parteien. Sie umfassen Kosten
des Vertragsabschlusses oder Kosten der Selbstbindung wie Garantieleistun-
gen oder bindende Kostenvoranschla¨ge. Die zweite Komponente bilden so
genannte Kontrollkosten. Sie beschreiben den Aufwand des EVCM–Systems
zur U¨berwachung der Handlungen und der Vertragserfu¨llung der KPZ. Es ist
erkennbar, dass Einsparungen hinsichtlich der Bindungskosten den Vertrags-
partnern einen ho¨heren Interpretations- und Handlungsspielraum lassen und
somit zu einem Anstieg der U¨berwachungskosten fu¨hren. Der letzte Kosten-
bestandteil wird als residual loss bezeichnet. Er beinhaltet Kosten fu¨r Resta-
symmetrien, die trotz der U¨berwachungs- und Bindungsbemu¨hungen nicht
beseitigt werden ko¨nnen bzw. deren Beseitigung ho¨here Kosten als Nutzen
verursachen wu¨rden128.
Die bisherige Interpretation von Vertragsbeziehungen mag zwar aus mi-
kroo¨konomischer Sicht in der neoklassischen Modellwelt korrekt sein, trifft
jedoch nicht die betriebswirtschaftliche Realita¨t. Im Mittelpunkt steht hier
nicht ein Wohlfahrtsverlust, sondern vielmehr ein Wohlfahrtsgewinn. Das
127Siehe [Ter94, S. 96 f.].
128Vgl. [Bus97, S. 117 ff.].
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EVCM wird eine Vertragsbeziehung nur dann eingehen, wenn es das KPZN
dadurch besser stellt. Sein Informationsru¨ckstand ist nicht nur Ursache fu¨r
die Probleme innerhalb des Vertragsverha¨ltnisses, sondern vielmehr Grund
fu¨r dessen Zustandekommen. Es versucht, sich den Informationsvorsprung
einer KPZ (eben genau die Kernkompetenz) zur besseren Erreichung der Ge-
samtzielstellung des KPZN zunutze zu machen. Es genu¨gt nicht, den Teil
des Erfolges zu betrachten, den die KPZ nicht dem KPZN zuga¨nglich macht,
sondern auch der Anstieg des Gesamterfolges durch die Handlung der KPZ
spielt eine Rolle.
Das EVCM (Prinzipal P ) soll in der Lage sein, bei Fremdvergabe außerhalb
des Produktionsnetzes einen Nutzen in Ho¨he von uP zu generieren. Durch
Hinzuziehen einer (netzwerkinternen) KPZ (Agent A) kann dieser jedoch
theoretisch auf einen Gesamtwert von uP + uA+P gesteigert werden. Dies
entspra¨che der First-Best-Lo¨sung fu¨r diese eine Beziehung. Nun verursacht
das opportunistische Verhalten der KPZ einen Schaden von p(uP+uA+P ) mit
0 < p < 1. Dabei ist das KPZN nach Vertragsabschluss noch immer besser
gestellt als davor, solange (1 − p)(uP + uA+P ) < uP + uA+P gilt. Neben die
Agency-Kosten tritt ein Agency-Gewinn129.
7.3.3 Anreizsysteme und verdeckte Handlungen
Ziel der Betrachtungen dieses Unterabschnittes ist die Analyse von Proble-
men, die dem EVCM durch versteckte Absichten oder Verhaltensweisen der
KPZ entstehen. Ziel ist dabei die Kompensation der Wissens- und Informa-
tionsnachteile der auftragsauslo¨senden Instanz durch Entlohnungsmechanis-
men, die eine Interessensynchronita¨t zwischen den Vertragsparteien erzeugen.
Diese kann (und wird in der Regel) ku¨nstlich in dem Sinne sein, als dass die
KPZ nur deshalb mit dem EVCM konform geht, da der Anreizmechanismus
den gegen das EVCM gerichteten Opportunismus unter Strafe stellt und kon-
formes Verhalten belohnt.
7.3.3.1 Das einfache Grundmodell
Die Grundstruktur eines einfachen mikroo¨konomischen Modells zur Beschrei-
bung verdeckter Handlungen seitens einer KPZ und deren Beeinflussung
durch das EVCM la¨sst sich ohne Anspruch auf Vollsta¨ndigkeit durch eine
Reihe von Basisannahmen kennzeichnen130:
129Zur Kritik am einseitigen Agency-Kosten-Begriff siehe [Mei99, S. 108 ff.].
130Auf das KPZN u¨bertragen aus [Rou95, S. 23].
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1. Das EVCM delegiert ein Problem an eine spezielle KPZ, um deren
technologischen Informationsvorsprung (also deren Kompetenz) auszu-
nutzen. Dabei hat die KPZ volle Handlungsfreiheit hinsichtlich Art und
Intensita¨t der zu verwendenden Problemlo¨sungsstrategie.
2. Der Erfolg der KPZ ist abha¨ngig vom Umfang ihrer Anstrengungen und
von ex ante unbekannten Umweltsituationen. Die wahrscheinliche Ho¨he
des Erfolges ist dabei normalverteilt fu¨r jedes Anstrengungsniveau der
KPZ. Bei steigendem Engagement steigen auch die Erfolgsaussichten:
die Verteilungsfunktion verschiebt sich zu einer stochastischen Domi-
nanz erster Ordnung, hin zu einem ho¨heren Erfolgsniveau131. Art und
Auspra¨gung der Umweltsituationen sind weder von der KPZ noch von
vom EVCM beeinflussbar. Eine vertragsexterne Abha¨ngigkeit zwischen
EVCM und KPZ besteht nicht.
3. Die Erwartungen u¨ber die Wahrscheinlichkeitsverteilungen des Erfolges
sind identisch fu¨r das EVCM und die KPZ.
4. Das EVCM kennt weder das Anstrengungsniveau der KPZ, noch die
zusa¨tzlich erfolgsbestimmenden Umweltzusta¨nde. Sie kann sie im Nor-
malfall auch ex post nicht oder nur mit unverha¨ltnisma¨ßig hohem Auf-
wand ermitteln. Das Verhalten der KPZ stellt fu¨r das EVCM somit
eine Hidden Action dar.
5. Alle beteiligten KPZ verhalten sich im KPZN nutzensmaximierend
nach dem Bernoulli-Prinzip132. Es existieren somit unterschiedliche
subjektive Nutzenabwa¨gungen und kein objektives Nutzensmaximum.
6. Die KPZ verfu¨gt u¨ber eine exponentielle Nutzenfunktion, die hinsicht-
lich der einzelnen Nutzenkomponenten additiv separierbar ist. Der Nut-
zen steigt monoton mit wachsender Entlohnung und fa¨llt monoton mit
wachsender Anstrengung. Die Nutzenfunktion der KPZ kann dem EV-
CM bekannt gemacht werden.
7. Die KPZ wird nur ta¨tig, wenn ihr ein exogen vorgegebener Mindest-
nutzen in Ho¨he ihres Reservationsnutzens sicher ist, der in einem alter-
nativen Bescha¨ftigungsverha¨ltnis garantiert ist133.
131Vgl. [Lau93, S. 564].
132Siehe [Sch97b, S. 288 ff.].
133Gedanklich ist dies mit der neoklassischen Vorstellung vom Marktzins vergleichbar:
der Reservationsnutzen ist mit Sicherheit auf einem angenommenen Markt erreichbar.
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8. Der Nutzen des EVCM (fu¨r das KPZN) entspricht dem von der KPZ
erzielten Erfolg abzu¨glich ihrer dafu¨r erhaltenen Entlohnung.
9. Die KPZ erha¨lt ihre Entlohnung ex post in Abha¨ngigkeit vom erreichten
Erfolg134. Um Anreizkompatibilita¨t sicherzustellen, muss diese die Ho¨he
ihrer Entlohnung durch ihr Verhalten – konkret durch die Intensita¨t ih-
rer Bemu¨hungen – beeinflussen ko¨nnen. Ebenso sind eine symmetrische
Informationsverteilung und eine einheitliche, transparente Beurteilung
des Erfolges notwendig135.
Ein so beschriebenes Grundmodell wird in der Literatur als LEN-Modell136
bezeichnet. Es stellt die mathematisch einfachste Form des Prinzipal-
Agenten-Problems dar. Der von der KPZ (Agent A) fu¨r eine bestimmte
KPZN-Instanz I erzielte Erfolg x la¨sst sich durch
x(I) = aI + θ (7.25)
beschreiben137. Dabei steht a fu¨r den in Arbeitsleistung umgesetzten Anteil
der Anstrengungen der KPZ und θ stellt eine normalverteilte umweltbedingte
Sto¨rvariable dar. Aus dem in 7.25 beschriebenen x ermittelt sich die Ho¨he
der Entlohnung der KPZ. Die Entlohnungsfunktion f besteht aus einem fixen
Basislohn fF und einer Beteiligung am Erfolg
f(x) = fF + fV x. (7.26)
Neben dem Lohn f erwartet die KPZ auch noch ein Arbeitsleid l. Dieses
steht fu¨r die von ihr zu tragenden Anstrengungen und Unannehmlichkeiten,
die mit steigendem I u¨berproportional anwachsen
l(I) = bI2. (7.27)
Aus Formel 7.25 bis 7.27 lassen sich die exponentiellen Nutzensfunktionen
uP (x) fu¨r den Prinzipal (EVCM), bzw. uA(I) fu¨r den Agenten (KPZ) wie
folgt konstruieren:
134Regel im KPZN: zahle niemals im Voraus, wenn du nicht schlecht bedient sein willst!
135Siehe zu den formalen Anforderungen an ein funktionales Anreizschema [Bus97,
S. 119].
136Lineares Anreizschema, exponentielle Nutzenfunktionen sowie normalverteilte Sto¨r-
bzw. Umwelteinflu¨sse und Erfolgsaussichten. Siehe [Mei99, S. 92].
137Siehe zur hier dargestellten mathematischen Herleitung [Rou95, S. 25 ff.], [Bus97,
S. 134 ff.] und [Mei99, S. 92].
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uA(I) = −e−s(f−l) (7.28)
uP (x) = −e−t(x−f).
Die Bezeichner t und s sind dabei ein nicht vera¨nderliches Maß fu¨r die indi-
viduelle Risikoaversita¨t der Vertragspartner. Beide – EVCM und KPZ – sind
nun bestrebt, ihren Nutzen zu maximieren. Dabei gilt fu¨r das Gleichungssy-
stem 7.29, dass u immer dann maximal ist, wenn der jeweilige Klammeraus-
druck im Exponenten maximal ist. Allerdings sind beide Gleichungen vom
Erfolg x abha¨ngig und damit stochastische Zufallsgro¨ßen. Mit Hilfe so ge-
nannter Sicherheitsa¨quivalente138 lassen sich diese unsicheren in sichere Ziel-
gro¨ßen u¨berfu¨hren. Das Zielsystem la¨sst sich somit wie folgt darstellen:
SA(I) = fF + fV aI − bI2 − sfV 2 var[θ]→ max (7.29)
SP (x) = aI − fF − fV aI − t(1− fV ) var[θ]→ max (7.30)
Aus Formel 7.29 ergibt sich fu¨r die KPZ die folgende optimale Anstrengung
I∗:





Die Ho¨he von fF und fV wird durch den Reservationsnutzen Smin der KPZ
und die Maximierungsbestrebungen des EVCM bestimmt. Fu¨r SA(I) < Smin
wird die KPZ nicht ta¨tig, ein SA(I) > Smin ist aus Sicht des EVCM ineffizient.
Fu¨r SA(I) = Smin la¨sst sich Formel 7.29 nach fF umstellen und in Formel
7.30 einsetzen:
fF = Smin − fV aI + bI2 − sf 2 var[θ]
SP (x) = aI − Smin − bI2 − sf 2 var[θ]− t(1− fV ) var[θ]. (7.32)
Die optimale Ho¨he von fV ist die Stellschraube, mit welcher das EVCM den
Einsatz I der KPZ zu steuern in der Lage ist. Durch Einsetzen von Formel
7.31 in 7.32 und Ableitung nach fV ergibt sich fu¨r f
∗
V :
138Das Sicherheitsa¨quivalent entspricht einem um eine Risikopra¨mie oder einen Risikoab-
schlag korrigiertem sicheren Wert, der dem betrachteten Wirtschaftssubjekt den gleichen
Nutzen stiftet wie der urspru¨ngliche, in der Regel ho¨here aber unsichere Wert. An dieser
Stelle sei nochmals auf die Bernoulli-Regel verwiesen.








































Abbildung 7.19: Suche nach dem besten Anreiz
Die durchgezogene blaue Kurve der Abbildung 7.19 beschreibt den Erwar-
tungswert des Erfolges der KPZ, d. h. x in Abha¨ngigkeit von I und θ. Da die
Ho¨he von θ ungewiss ist, ist auch der exakte Verlauf der x-Linie nicht sicher.
Dies wird in der gestrichelt dargestellten blauen Linie beru¨cksichtigt. Sie
entspricht dem um einen Risikoabschlag korrigierten x. Die durchgezeich-
nete graue Kurve entspricht der zum Mindestreservationsnutzen Smin des
Entscheidungstra¨gers geho¨renden Indifferenzkurve. Auch fu¨r ihn gilt, dass
die zufa¨lligen Umwelteinflu¨sse ein erho¨htes Risiko darstellen, da sie die Wir-
kungen seiner Anstrengungen vera¨ndern ko¨nnen. Entsprechend wird auch
die Lage der Indifferenzkurve um einen Nutzenaufschlag korrigiert. Die rote
Kurve schließlich steht fu¨r die Entlohnung, welche die KPZ in Abha¨ngigkeit
von ihren Anstrengungen, bzw. in Abha¨ngigkeit des vom EVCM wahrgenom-
menen Erfolges, zu erwarten hat. Die gestrichelte Linie ist dabei wiederum
139In Anlehnung an Abb.III.1 und Abb.III.2 in [Rou95, S. 27 f.].
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um die Risikopra¨mie (in diesem Falle der Fixlohn) berichtigt140. Die KPZ
wird von sich aus das Intensita¨tsniveau wa¨hlen, in dem sie die ho¨chste Nut-
zenindifferenzkurve erreicht. Dabei ist Smin der Schwellenwert, ab dem sich
ihre Ta¨tigkeit lohnt. Das seinerseits nutzenmaximierende EVCM muss versu-
chen, den Abstand zwischen S ′min und x
′ zu maximieren. Dies entspricht dem
Sicherheitsa¨quivalent des Nettoerfolges. Dieser ist im Wert I∗ maximal, wo
S ′min und x
′ parallel verlaufen (Strecke BC). Das optimale Anreizsystem ist
somit dann gegeben, wenn der Agent freiwillig I∗ wa¨hlt. Anders ausgedru¨ckt:
fF und fV sind so zu wa¨hlen, dass die Entlohnungskurve f(x)
′ durch Smin
genau im Punkt A tangiert wird.
Das vorgestellte LEN-Modell stellt zwar einerseits alle entscheidenden Fak-
toren einer Agency-Beziehung dar, jedoch fu¨hrt die Beschra¨nkung des Stan-
dardmodells auf lineare Strukturen nicht immer zu optimalen Lo¨sungen. Zu
nichtlinearen Kompensationsfunktionen (die jedoch das LEN-Modell nicht
in Frage stellen, sondern vielmehr erweitern) sei hier auf Wagenhofer/Ewert
verwiesen141.
7.3.3.2 Bindung mehrerer KPZ und die Grenzen leistungsbezo-
gener Anreizsysteme
In den bisherigen Ausfu¨hrungen wurde der Fall betrachtet, dass das EVCM
nur eine KPZ bindet. Typisch sind jedoch Situationen, in denen mehrere
KPZ fu¨r Aufgaben gesucht werden, die unabha¨ngig voneinander zu lo¨sen
und fu¨r die keine Kooperationsbeziehungen notwendig sind. So ko¨nnen diese
Vertra¨ge separat optimiert werden142. Zur Komplexita¨tsreduktion wird im
Folgenden nur der Fall zweier KPZ dargestellt. Allerdings lassen sich bereits
daran alle modellrelevanten Interdependenzen abbilden. Der von den KPZ
erzielte Gesamterfolg la¨sst sich a¨hnlich wie in Formel 7.25 darstellen:
x(I1, I2) = (a1I1 + θ) + (a2I2 + θ) + r. (7.34)
Wa¨hrend sich die ersten beiden Erfolgskomponenten direkt den beiden han-
delnden KPZ zurechnen lassen, bildet der Summand r einen nicht verur-
140Die Darstellung entspricht einem risikoaversen Verhalten der Wirtschaftssubjekte.
Gleiche Erwartungswerte stiften dabei einen ho¨heren Nutzen, je geringer das mit ihnen
verbundene Risiko ist. Es wa¨re auch eine risikoneutrale oder risikofreudige Modellierung
mo¨glich, wonach der Nutzen identischer Werte mit steigendem Risiko zunimmt. Dies ent-
spra¨che allerdings nicht den getroffenen Rationalita¨ts- und Opportunismusannahmen.
141Siehe [Wag93, S. 377 ff.].
142Die Aufgabenteilung ergibt sich unter anderem aus der Vielzahl von aus der Stu¨cklis-
tenstruktur resultierenden Lieferanten.
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sachergerecht aufspaltbaren Rest. Dieser ha¨ngt wiederum von I1, I2 und θ
ab. Es stellt somit, erga¨nzend zum a¨ußeren Umweltzustand θ, einen inne-
ren Umweltfaktor dar. Die Handlungen der KPZ 1 ko¨nnen den Erfolg der
KPZ 2 beeinflussen und umgekehrt. U¨bertragen auf den Gedanken der Si-
cherheitsa¨quivalente ergibt sich das Maximierungsproblem des EVCM analog
der Formel 7.29:
S[(a1I1+θ)−f1(x1, x2, r)]+S[(a2I2+θ)−f2(x1, x2, r)]+S(r)→ max . (7.35)
Auch die KPZ maximieren entsprechend den U¨berlegungen des vorherigen
Abschnittes:
S[(a1I1 + θ)− f1(x1, x2, r)]− b1I21 → max (7.36)
S[(a2I2 + θ)− f2(x1, x2, r)]− b2I22 → max . (7.37)
Haupthindernis fu¨r die Auflo¨sung der Optimierungsaufgabe sind Ho¨he und
Struktur des Summanden r. Je gro¨ßer r ist, desto geringer sind die ei-
gensta¨ndigen Einflussmo¨glichkeiten der beiden KPZ auf ihre eigene Entloh-
nung. Entsprechend ist eine ausschließliche Bezahlung auf Basis der eigenen
Anstrengungen wenig sinnvoll. Dies macht nur dann Sinn, wenn r = 0 ist,
was einem Zerfallen in zwei getrennte, einfache Agency-Beziehungen gleich
kommt143.
In den Fa¨llen, in denen r > 0 gilt, kann eine Entlohnung nach der Errei-
chung des eigenen Teilzieles x1/2 durch einen Verrechnungspreis v erga¨nzt
werden. Dieser bewertet einerseits den Einfluss auf den Erfolg der anderen
KPZ und andererseits den Anteil, den der jeweils andere am eigenen Erfolg
hat. Dem EVCM verbleibt pro Erfolgseinheit x1/2 die Differenz zwischen dem
von der KPZ erwirtschafteten Deckungsbeitrag db und dem an sie gezahlten
Verrechnungspreis. Das EVCM und die KPZ stehen dann in Analogie zu den
Ausfu¨hrungen von oben vor dem folgenden zu lo¨senden Problem:
x(I1, I2) = x1[db1 − v(x1)] + x2[db2 − v(x2)] → max (7.38)
x1v(x1)− b1I21 → max (7.39)
x2v(x2)− b2I22 → max . (7.40)
143Siehe [Kah94a, S. 46 f.].
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Es besteht noch ein weiterer Fall, in dem eine leistungsbezogene Bezahlung
hinsichtlich des eigenen Teilergebnisses nicht die gewu¨nschten Erfolge ver-
spricht. Im Gegenteil: sie kann den Nutzen, den die Ta¨tigkeit der KPZ fu¨r
das EVCM auf nahezu Null senken oder im Extremfall in einen Schaden
umschlagen lassen. Dies ist immer dann der Fall, wenn eine KPZ mit der Be-
treuung verschiedener Aufgaben beauftragt wird. Besonders gravierend wird
das Problem, wenn die Aufgaben mit unterschiedlichen Mindestanstrengun-
gen verbunden sind und die konkreten Einflu¨sse des Tuns der KPZ nicht
im gleichen Maße zu bestimmen sind. Ein leistungsorientiertes Anreizsy-
stem begu¨nstigt in diesem Fall einseitig gut erfassbare Sachverhalte. Dies
fu¨hrt dazu, dass sich die KPZ diesen versta¨rkt oder ausschließlich widmen
wird, wa¨hrend er einen anderen Teil seiner Aufgaben aus opportunistischen
Gru¨nden vernachla¨ssigt144. Bindet das EVCM mehrere KPZ, zwischen denen
schwer quantifizierbare Leistungsbeziehungen bestehen, kann auf diese Wei-
se ein beachtliches r entstehen. Der Gesamterfolg ist dann durch mangelnde
Kooperation minimal, obwohl jede KPZ ihr Nutzensmaximum erzielen konn-
te.
7.3.4 Offenbarungsstrategien und verdeckte Eigen-
schaften
Ein fu¨r das EVCM unbefriedigendes Ergebnis hat seine Ursache nicht immer
im opportunistischen Verhalten der KPZ. Neben ihrer Kooperationswilligkeit
ist vielmehr auch ihre prinzipielle Fa¨higkeit (Kompetenz) von Bedeutung, die
notwendigen Leistungsqualita¨ten und -quantita¨ten u¨berhaupt zur Verfu¨gung
zu stellen. Die Eigenschaften einer KPZ sind in der Regel nachtra¨glich nicht
in kurzer Frist zu a¨ndern. Sie spielen somit bereits bei der Auswahl der
KPZ eine Rolle. Das mit verdeckten Eigenschaften einer KPZ oder seiner
angebotenen Leistung verbundene Gescha¨ftsrisiko la¨sst sich durch Informa-
tionsbeschaffung beeinflussen.
Grundidee ist, die fu¨r ein Prinzipal-Agenten-System kennzeichnenden In-
formationsasymmetrien zumindest teilweise abzubauen. Dabei werden zwei
verschiedene Verfahrensgruppen unterschieden. Beim Screening versucht die
schlechter informierte Partei – im Agency-Ansatz immer der Prinzipal – ak-
tiv ihr Informationsdefizit zu beseitigen. Beim Signalling spielt sie eine eher
passive Rolle. Hier geht die Initiative von der besser informierten Partei – im
Agency-Ansatz immer der Agent – aus. Die KPZ versucht ihre nur ihr be-
kannten Vorzu¨ge zu publizieren und gezielt als Marketinginstrument zu ver-
144Siehe [Pfa98, S. 189].
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wenden. Bei der Bewertung der dabei empfangenen Signale ist es allerdings
unerla¨sslich, die Signalquelle mit zu bewerten. Signale eines Partners werden
von anderer Art und Qualita¨t sein, als Signale eines Konkurrenten. Unter
ungu¨nstigen Umsta¨nden, d. h. wenn kein oder nur unzureichendes Wissen
u¨ber die Vertrauenswu¨rdigkeit des potenziellen Partners oder anderer Infor-
mationsquellen vorliegt, ist es nur schwer mo¨glich, die empfangenen Signale
zu bewerten und daraus Handlungsanleitungen zu gewinnen.
In Signalling- oder Screening-Modellen existieren in der Regel zwei Gleichge-
wichtsformen. Im Pooling-Gleichgewicht wird jeder Vertragspartner durch die
Instanz gleich behandelt. Hier besteht entweder kein Anreiz fu¨r den sich offen-
barenden Partner, ein bestimmtes Signal auszusenden oder es existiert eine
spieltheoretisch dominierende Strategie, die unabha¨ngig vom tatsa¨chlichen
Niveau ihrer Kompetenz e zum immer gleichen Signal fu¨hrt. Im Trennungs-
gleichgewicht ist die Behandlung der Vertragspartner von den von ihnen aus-
gesendeten Signalen abha¨ngig. Die Folgen sind dabei derart, dass ein falsches
signalisiertes e immer automatisch zum Nachteil des Agenten reicht145. Im
Folgenden sollen ein Signalling-Modell und ein Screening-Ansatz vorgestellt
und spieltheoretisch fu¨r das KPZN interpretiert werden.
7.3.4.1 Signalling
Die folgenden Ausfu¨hrungen beziehen sich auf das urspru¨ngliche Modell von
Spence146 und werden auf das EVCM u¨bertragen.
Betrachtet wird eine anonyme Menge von potenziellen KPZ. Diese verfu¨gen
in verschiedenem Ausmaß u¨ber unterschiedliche vertragsrelevante Fa¨higkei-
ten. Die Fa¨higkeiten sind zwar den KPZ bekannt, jedoch nicht dem EVCM.
Die Wahrscheinlichkeit, dass eine KPZ u¨ber eine im Sinne des nachgefragten
Prozessschrittes hohe Leistungsfa¨higkeit verfu¨gt, wird im Modell mit p an-
gegeben, wobei 0% < p < 100% gilt. Die Wahrscheinlichkeit, dass die Fa¨hig-
keiten der potenziellen KPZ zur Erfu¨llung der Aufgaben nicht ausreichend
sind, wird entsprechend mit (1− p) angenommen. Weiterhin wird angenom-
men, dass die Fa¨higkeiten der Arbeiter von einem einzigen Parameter, ihrem
Kompetenzniveau e, abha¨ngen und davon ausgegangen, dass die marginalen
Investitionskosten zur Kompetenzerweiterung fu¨r leistungsfa¨higere KPZ ge-
ringer sind, als die der weniger leistungsfa¨higen. Die Kosten sind von den KPZ
selbst zu finanzieren. Eine entsprechend den Anforderungen weniger kompe-
tente KPZ wird dabei bei der Anpassung ihrer Leistungen an die konkreten
145Zur Auswirkung von Pooling und Separation, wenn auch im Rahmen eines hier nicht
behandelten Modells, vgl. [Not94, S. 45 ff.].
146Siehe hierzu [Rot01, S. 372 ff.]
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Anforderungen ho¨here Aufwendungen haben, als eine bereits in a¨hnlichen
Bereichen ta¨tige KPZ. Kernpunkt der U¨berlegung ist, dass das EVCM den
Nutzen, den seine potenziellen KPZ ihm bei nicht opportunistischem Ver-
halten stiften ko¨nnten, bestimmen kann, wenn es deren Kompetenzniveau
kennt.
Entsprechend des zu erwartenden Nutzens kann das EVCM verschiedenen
KPZ Entlohnungsangebote f(e) unterbreiten. Dabei ist f(e) so zu wa¨hlen,
dass es fu¨r die KPZ die spieltheoretisch dominierende Strategie ist, ihr wah-
res e preiszugeben. Liegt die Struktur von f(e) offen und fu¨hrt sie zu einem
Trennungsgleichgewicht, so ist es fu¨r die Interessenten bereits bei der Be-
werbung von Vorteil, Informationen u¨ber ihr Kompetenzniveau anzubieten.
Diese stehen dann dem EVCM als Auswahlkriterium zur Verfu¨gung. Dieser





















Die beiden grauen durchgezogenen Nutzenindifferenzkurven u beschreiben
die Kombinationen aus signalisiertem e und daraus resultierendem f(e), wel-
che die KPZ unter dem Gesichtspunkt der Leistungsanpassungskosten als
gleichwertig erachten. Der Index H beschreibt dabei die leistungsfa¨higere
KPZ, L die weniger leistungsfa¨hige. Dargestellt sind in der Abbildung nur
die maximal erreichbaren Nutzenniveaus. Diese sind dadurch gekennzeich-
net, dass sie die von der Leistungsfa¨higkeit abha¨ngige Produktivita¨tsfunktion
147In abgewandelter Form nach Abb. 1 ff. aus [Rot01, S. 373 f.].
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(blaue Kurve) tangieren. Fu¨r eine KPZ vom Typ L bestu¨nde kein Anreiz,
ein eH zu signalisieren. Die ho¨heren Anpassungskosten wu¨rden den ho¨her-
en Lohn fH u¨berkompensieren. Punkt B entspricht fu¨r sie einem geringeren
Nutzenniveau als A.
Innerhalb des Modells ist neben einem Separationsgleichgewicht jedoch auch
die Poolingsituation denkbar. Hat zum Beispiel uL die in der Abbildung ge-
strichelt dargestellte Form u∗L, so lohnt es sich fu¨r die weniger leistungsfa¨hige
KPZ ein ho¨heres e vorzuta¨uschen. Das EVCM kann das signalisierte e nicht
mehr zur Beurteilung der Partner nutzen. Es wird entsprechend einen an
einem erwarteten durchschnittlichen eD und einem daraus folgenden durch-
schnittlichen xD orientierten Einheitslohn bieten. Somit lohnt es sich auch
fu¨r keine KPZ mehr, ein von eD abweichendes Signal zu senden, da bei kei-
nem e ein ho¨herer Nutzen erreichbar ist. Die Struktur dieses Modells la¨sst
sich durchaus auch auf andere Agency-Sachverhalte u¨bertragen. A¨hnliche
Unsicherheiten hinsichtlich der Leistungsfa¨higkeit des Erfu¨llungsgehilfen las-
sen sich in jedem sowohl einmaligen, als auch dauerhaften Leistungs- oder
Dienstvertrag wiederfinden. In all diesen Fa¨llen ist ein Prinzipal auf der Suche
nach Agenten, deren Leistungsfa¨higkeit (bzw. die U¨bereinstimmung zwischen
vorhandenen und geforderten Kompetenzen) ein entscheidendes Eignungskri-
terium ist.
7.3.4.2 Screening
Das Modell von Rothschild/Stiglitz148 beschreibt im Gegensatz zu dem von
Spence ein Screeningverfahren. Es wurde urspru¨nglich fu¨r den Versicherungs-
markt entwickelt. Der Grundgedanke ist, dass Versicherer versuchen, die
Schadenswahrscheinlichkeit ihrer Kunden zu ermitteln. Dazu werden den
Kunden verschiedene Vertra¨ge offeriert. Die Versicherten wa¨hlen nun selbst,
welche Konditionen fu¨r sie am vorteilhaftesten sind. Durch die Art der
gewa¨hlten Vertra¨ge offenbaren sie dem Versicherer schließlich ihre Schadens-
wahrscheinlichkeit.
Der Einfachheit halber werden in dem Modell nur zwei Situationen unter-
schieden: der Versicherungsunternehmer erleidet einen Schaden d oder er er-
leidet diesen Schaden nicht. Die Wahrscheinlichkeit, dass d eintritt betra¨gt p.
Die zu zahlende Versicherungspra¨mie sei fP mit fP = fP (p). Im Schadensfall
bekommt der Versicherte eine Ersatzleistung von der Versicherung. Diese sei,
bereinigt um die zu zahlende Pra¨mie, gleich fS mit fS = fS(p). Ausgehend
von einem Anfangsvermo¨gen F ergibt sich fu¨r den Versicherten ein Nutzen
aus dem Vertrag in Ho¨he von
148Siehe [Rot01, S. 375 ff.].
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U(p, f) = (1− p)u(F − fP ) + pu(F − d+ fS). (7.41)
Fu¨r den Fall, dass ein U(p, f) erreichbar ist, der u¨ber dem Nutzen ohne
Versicherung liegt, wird ein rational handelndes Wirtschaftssubjekt einen
solchen Vertrag abzuschließen und versuchen, U(p, f) zu maximieren. Der
Anbieter dieser Versicherungsleistung ist bestrebt, seinen Gewinn P (p, f)
aus diesem Vertrag zu maximieren149:
P (p, f) = (1− p)fP − pfS → max . (7.42)
Im Gleichgewicht existiert kein von diesem abweichender Vertrag, der sowohl
ein ho¨heres U(p, f), als auch ein ho¨heres P (p, f) mit sich bringt. Wird der
Versicherungsmarkt als Wettbewerbsmarkt betrachtet, so sind die Versicherer
bereit, jeden Vertrag mit nicht-negativem P (p, f) anzubieten. Durch diese
Situation vereinfacht sich 7.42 auf
P (p, f) = (1− p)fP − pfS = 0. (7.43)
























150In abgewandelter Form nach Abb. 6 und 7 aus [Rot01, S. 376].
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Die durchgezogenen Kurven beschreiben ein hohes p (Index H), die gestri-
chelten ein geringeres (Index L). Die graue Linie bezeichnet die aus 7.41
abgeleitete Nutzenindifferenzkurve des Versicherten. Der maximal erreich-
bare Nutzen ist dabei durch 7.43 beschra¨nkt. Fu¨r den Versicherten bessere
Vertra¨ge (Punkt A) wa¨ren mit einem P (p, f) < 0 verbunden, schlechtere
Vertra¨ge (B) entspra¨chen P (p, f) > 0. Die blaue Linie stellt diese Grenze
dar. Sie hat eine Steigung von −(1 − p)/p und la¨uft durch den Punkt C
auf der
”
Ausgangssituations“-Achse. Die gleichgewichtigen Vertra¨ge liegen
je nach Art des Kunden in D oder E. Es liegt somit ein Trennungsgleich-
gewicht vor. Aus spieltheoretischer Sicht a¨ndert sich gegenu¨ber dem vorher
erla¨uterten Signalling-Modell die Zugreihenfolge. Den ersten Spielzug reali-
siert hier nicht die besser, sondern die schlechter informierte Seite. In ihrem
Grundgedanken sind beide Ansa¨tze jedoch sehr a¨hnlich. Ziel ist, das Spiel so
anzulegen, dass es fu¨r die besser informierte Seite zur dominanten Strategie
wird, ihren Wissensvorsprung zu offenbaren. Dieser Sachverhalt wird in der
weiteren Forschungsarbeit fu¨r das EVCM ebenfalls operationalisiert.
Die rote Linie stellt die Gleichung 7.43 graphisch dar. Allerdings wurde hier
fu¨r p ein durchschnittlich zu erwartender Wert angenommen. Eine Versiche-
rung kann theoretisch auch Vertra¨ge anbieten, welche auf dieser Geraden
liegen. Der Erwartungswert u¨ber die Summe aller P (p, f) bleibt Null. Fu¨r
die Existenz eines Pooling-Gleichgewichtes wa¨re es notwendig, dass es kei-
nen anderen Vertrag mit ho¨herem U(p, f) und gleichzeitig ho¨herem P (p, f)
gibt. Dies ist jedoch zumindest fu¨r den Kunden vom Typ L nicht der Fall.
D hat in jedem Fall ein ho¨heres U(p, f). Ein Pooling-Gleichgewicht ist somit
in diesem Modell nicht mo¨glich.
Auch die Erkenntnisse dieses Modells lassen sich abstrahieren und verallge-
meinern. Ziel ist, fu¨r das EVCM ein Tarifsystem zu entwerfen, welches risi-
koreiche KPZ veranlasst einen entsprechend ho¨heren Teil des Risikos selbst
zu tragen oder, sollten sie dazu nicht bereit sein, sie zu identifizieren und
von der Liste potenzieller Vertragspartner zu streichen. Ein weiteres Beispiel
fu¨r Screening-Verfahren ist durch Preisdiskriminierung zweiten Grades gege-
ben151. Hier wird die nachfragende KPZ durch verschiedene Preis-Qualita¨t-
Kombinationen oder mengenabha¨ngige Stu¨ckpreise (z. B. Rabatte) dazu ver-
anlasst, ihre Pra¨ferenzen hinsichtlich Qualita¨t und Quantita¨t zu offenbaren.
Entsprechend kann das Angebot dann KPZ-spezifisch angepasst werden.
Die vorgestellten Modelle des Signalling und Screening stellen wichtige
Ansa¨tze fu¨r die Instrumentalisierung von Anreiz- und Offenbarungsstrate-
gien dar, die aus Sicht der Effizienz des EVCM in Bezug auf die zeitliche
Dauer und die Genauigkeit der Lieferwahrscheinlichkeit einer zu generieren-
den Lieferantwort einen Wettbewerbsvorteil im realen Markt darstellen. Die
151Siehe auch [Mat01, S. 435 ff.].
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Umsetzung ist fu¨r den zweiten Antragszeitraum (2003–2005) im SFB 457
geplant.
7.4 Zusammenfassung
Die Inhalte dieses Kapitels stellen einen ju¨ngeren Teil der Forschungsarbei-
ten des Autors zum EVCM dar. Der Ansatz, eine Lo¨sungsmenge aggregierter
Lieferantworten im KPZN zu behandeln, stellt in der SCM–Forschung ein No-
vum dar und ko¨nnte fu¨r die Zukunft vo¨llig neue Perspektiven fu¨r die metho-
dische Beherrschung von Supply Chains ero¨ffnen. Auf internationalen Fach-
tagungen (siehe Publikationen) wurde dieser innovative Ansatz als u¨beraus
tragfa¨hig und mit hohem Potenzial fu¨r die positive Beeinflussung betriebs-
wirtschaftlicher Effekte innerhalb der Wertscho¨pfungskette eingescha¨tzt. In
der nahen Zukunft wird dieses Teilgebiet weiter untersetzt. Vor allem die
Aspekte der Preisbildung fu¨r ein Netzwerk–Controlling verdienen besondere
Beachtung.
Die Definition einer KPZ im SFB
”
Hierarchielose regionale Produktionsnet-
ze“ ist nicht vollsta¨ndig deckungsgleich zu der eines Agenten, die in der
Prinzipal-Agenten-Theorie Verwendung findet. In letzterer ist die Bedeutung
weit enger gefasst. Jede autonom handelnde Einheit ist hier ein Agent in
Form einer KPZ. Diese Bezeichnung ist an die Existenz des entsprechen-
den Gegenparts (des Prinzipals in Form des EVCM geknu¨pft), der sich den
Informationsvorsprung des Agenten nutzbar macht und ihn in einem ver-
traglichen Verha¨ltnis zu einer Leistung verpflichtet. Betrachtet werden somit
nicht Interaktionen zwischen verschiedenen Agenten, sondern zwischen Agent
und auftraggebender Instanz. Somit lassen sich Kooperationen in Netzwerken
durchaus als Prinzipal-Agenten-Beziehungen verstehen, insofern die Kompe-
tenzen der KPZ genutzt werden.
Die einzelnen Beteiligten werden ihren eigenen Nutzen zu maximieren ver-
suchen. Auch wenn in funktionierenden Netzwerkstrukturen betru¨gerisches
Verhalten gegenu¨ber den Partnern ausgeschlossen werden sollte, so ko¨nnten
die KPZ dennoch versucht sein, sich, wo es unbemerkt bleibt, opportuni-
stischer Strategien zu bedienen und ihre Aufgaben nicht immer mit vollem
Einsatz zu erfu¨llen (hidden action). Ebenso werden in Produktionsnetzwer-
ken Informationsdefizite existieren. Nicht immer wird das EVCM die Kom-
petenzen des jeweiligen Netzknoten genau kennen und aufgrund dessen nicht
immer genau wissen, welche nachzufragende Kompetenz die optimal passen-
de ist. Diese Probleme zu lo¨sen wurden hier Wege vorgestellt. Auch wenn
die Anreizsysteme und Informationsbeschaffungsmodelle im Allgemeinen fu¨r
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andere Zwecke konzipiert wurden, so lassen sie sich dennoch u¨bertragen.
Die Probleme sind in ihrer Grundstruktur vielfach identisch. Ein im Sinne
der Agency-Theorie interpretierbares Anreizsystem stellt schließlich auch das
Produktionsnetzwerk, insbesondere des KPZN, als solches dar.




2Vom MRP zum SCM
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Das KPZN kann analog zu Vir-
tuellen Unternehmen als eine Son-
derform der Unternehmensvernet-
zung interpretiert werden. Zwischen
den Akteuren in einem derartigen
Netzwerk existiert ein mehr oder
minder stark ausgepra¨gtes soziales
Geflecht1. Soziale Netzwerke bein-
halten neben gewo¨hnlichen Interak-
tionen der KPZ auch die fu¨r for-
male Organisationen typischen und
bewusst hierarchisch organisierten
Kommunikationsmuster. Nach vor-
herrschender Lehrmeinung bilden sich netzwerkartige Strukturen auf der
Grundlage von materiell-o¨konomischen Bedingungen. Dazu sind vor allem
vertragliche, finanzielle oder logistische Bedingungen zu za¨hlen2. Aus den
Ergebnissen zu Untersuchungen bzgl. Netzwerkstrukturen stellte sich jedoch
heraus, dass auch gruppendynamische Faktoren beru¨cksichtigt werden soll-
ten. Hierzu za¨hlen vorrangig personelle und soziale Beziehungen, individuelle
Fa¨higkeiten wie Kooperations- und Kommunikationsfa¨higkeit, Qualifikatio-
nen und Kompetenzen, Zuverla¨ssigkeit, Netzwerkfa¨higkeit sowie Wertvorstel-
lungen wie Vertrauen3. All diese schwierig quantifizierbaren Eigenschaften
1Vgl. z. B. [Kap00, S. 31] und [Mit69].
2Vgl. [Smi94, S. 90 ff.].
3Angaben basieren auf einer Studie von Wehner und Endres, vgl. [Weh99, S. 222 f.]
und [Pro87, S. 36].
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ko¨nnen mit dem Begriff
”
Soft–facts“ zusammengefasst werden. Dieses Ka-
pitel stellt eine wissenschaftlich neue Methode vor, derartige Soft–facts zu
analysieren und fu¨r die Netzwerkgenese zielfu¨hrend einzusetzen. Die Integra-
tion von Soft–facts in einen informationstechnisch getriebenen Prozess der
Partnerfindung fu¨r eine Supply Chain stellt ebenfalls ein Novum dar4.
8.1 Anforderungen
Soft–facts spielen eine wichtige Rolle hinsichtlich der langfristigen erfolgrei-
chen Zusammenarbeit von vernetzten Unternehmen im allgemeinen und von
KPZ im speziellen Fall. Die individuellen kognitiven Strukturen einer KPZ
stellen die strukturelle Voraussetzung dar, um mit anderen KPZ im KPZN
im Rahmen der gemeinsamen Zusammenarbeit Ziele und Aufgaben umzu-
2Vom MRP zum SCM
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setzen. Dies erfolgt in gleichem Maße wie Organisationen ihre strukturellen
Beziehungen einsetzen, um mit anderen Organisationen zu interagieren5. In-
dividuelle Ansichten liefern gerade bei la¨nger andauernden Kooperationen
wertvolle Informationen u¨ber zuku¨nftige Verhaltensweisen der Kooperations-
partner und ko¨nnen so strategische Entscheidungen beeinflussen.
Aus der Erkenntnis, dass diese so genannten Soft–facts einen nicht zu un-
terscha¨tzenden Erfolgsfaktor fu¨r das KPZN darstellen, sollten diese Fakto-
ren im Rahmen netzwerkartiger Kooperationsformen einer gezielten Methode
zugefu¨hrt werden, die gewa¨hrleistet, dass soziale Kompetenzen an geeigne-
ten Schnittstellen in einem ausreichenden Maß zur Verfu¨gung stehen und
bei der Verteilung von Ressourcen eine sinnvolle Rolle spielen. Das ganze
Ausmaß des Einflusses von Soft–facts spiegelt sich in folgendem Zitat wider:
”
Unser Rechnungswesen ist nicht mehr geeignet, den Wert eines Unterneh-
mens zu bestimmen, da die zwei zentralen Kapitalarten, Intellectual Capital
(Wissenskapital) und das Sozial- und Beziehungskapital, nicht ausgewiesen
werden, obwohl sie beide großen Einfluss auf die zuku¨nftige Unternehmens-
rentabilita¨t haben“6.
Im Rahmen dieser Problematik werden im na¨chsten Abschnitt verschiedene
Ansa¨tze zur Netzwerkbewertung und zur Analyse von Soft–facts in Netzwerk-
strukturen aufgezeigt. Anschließend wird eine Kombination eines gebra¨uchli-
chen Verfahrens der Datenerhebung (Repertory Grid) mit einem neuen Ver-
fahren der Datenanalyse (Polyedrale Analyse) vorgestellt.
4Die Ausfu¨hrungen dieses Kapitels basieren u. a. auf Publikationen des Autors wie
[Wal02, Kor02, Mey02b, Mey02a, Tei02u].
5Vgl. [Mar76, S. 153 ff.].
6Vgl. [Lit00, S. 149].
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8.1.1 Soft–facts im Kompetenzzellennetzwerk
Die Identifikation und Analyse von Soft–facts in KPZN wirft auf den ersten
Blick erhebliche Probleme auf, da die Untersuchung von komplexen sozialen
Strukturen schnelles und gezieltes Handeln erfordert. Die besondere Proble-
matik besteht bei Netzwerken in oftmals ungekla¨rten Zusta¨ndigkeiten, in
der Problematik mangelnden Vertrauens und in unklaren Regelungen zum
fairen Transfer von Know-how7. Die immer wichtiger werdenden nichtfach-
lichen Kompetenzen (Soft–facts) wie bspw. Kooperations- und Kommunika-
tionsfa¨higkeit leiten sich prima¨r aus den gelernten und kognitiv verankerten
Fa¨higkeiten und Kompetenzen der KPZ ab. Der strukturelle Aufbau bzw. die
Strukturen des KPZN beschra¨nken sich dabei nicht nur auf Organigramme,
sie beinhalten gleichfalls Regeln, Normen, Vorschriften, Gewohnheiten, Ein-
sichten, Werte, Erfahrungen, Bindungen, Organisationsbestimmungen, das
Gefu¨ge von Denkvorstellungen, tragende Verhaltensprinzipien, das Macht-
gefu¨ge (auch bei Hierarchielosigkeit), das Beziehungsnetz mit Sympathie und
Antipathie usw. Eng miteinander verbunden sind dabei die Struktur und
das Verhalten der Akteure (KPZ), wobei das Verhalten als notwendige Folge
der Systemstruktur betrachtet werden kann8. Nach Baitsch9 besteht ein Zu-
sammenhang von Ansichten/Glaubenssa¨tzen und Strukturen, Techniken und
Lohnsystemen. Hieraus resultieren Handlungsmuster, die den Umgang zwi-
schen Abteilungen, Hierarchien oder mit anderen KPZ im KPZN bestimmen.
Auf das KPZN u¨bertragen wu¨rde sich die folgende Interpretation ableiten las-
sen: die Bedeutsamkeit der individuellen Perso¨nlichkeitsmerkmale in KPZ ist
u. a. vom Entwicklungsstand des KPZN abha¨ngig. Bei stabilen Bedingungen
mit geringerer Komplexita¨t und Dynamik (z. B. in der Projektdurchfu¨hrungs-
phase) wu¨rden sich andere Attribute fu¨r kooperative Handlungen ergeben als
zur Phase der Partnerfindung (Netzwerkgenese), die eher von komplexer und
dynamischer Natur ist.
Unter diesen Umsta¨nden erscheint es außerordentlich wichtig, den Soft–facts
sowohl bei der Genese als auch beim Betrieb des KPZN eine hohe Aufmerk-
samkeit zu schenken.
8.1.2 Analysemethoden fu¨r Netzwerke
Fu¨r die Herangehensweise hinsichtlich der Identifikation und der Analyse
von Soft–facts in Netzwerken existieren verschiedene Ansa¨tze. Nachfolgend
7Siehe auch bei [Sta00a, S. 58].
8Vgl. hierzu [Pro87, S. 36] und [Ber97a, S. 139].
9Vgl. [Bai95, S. 258 ff.].
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sollen einige Verfahren dargestellt werden. Dabei handelt es sich ausnahms-
los um Ansa¨tze, die nicht nur fu¨r Unternehmensnetzwerke angewendet wer-
den ko¨nnen. Bezu¨glich ihrer U¨bertragbarkeit auf ein KPZN wird auf die
Ausfu¨hrungen im jeweiligen Abschnitt verwiesen.
8.1.2.1 Ansa¨tze aus soziologischer Perspektive
ImMittelpunkt dieses und der folgenden Abschnitte stehen Ansa¨tze zur Netz-
werkanalyse. Hierzu kann aus verschiedenen Postitionen diskutiert werden.
Eine Mo¨glichkeit besteht in der Betrachtung aus soziologischer Perspektive.
Unstrittig ist, dass auch ein KPZN ein soziales System bzw. Beziehungsge-
flecht darstellt, welches im Sinne eines Netzwerk analysiert werden kann. Es
gilt jedoch, den Zweck und das Ziel der Untersuchung festzulegen.
Aus soziologischer Perspektive stehen im Wesentlichen die Beziehungen der
Akteure, im speziellen Fall also die Beziehungen der KPZ im KPZN im Mit-
telpunkt des Interesses. Fu¨r die Analyse stehen verschiedene Methoden zur
Verfu¨gung. Als Hauptgebiete der Methodenentwicklung seit Mitte der siebzi-
ger Jahre ko¨nnen die Teilgruppenbildung in Netzwerken und die Mikrostruk-











Abbildung 8.2: Perspektiven der Netzwerkanalyse
Die sozialen Strukturen werden repra¨sentiert durch Beziehungen zwischen so-
zialen Einheiten wie Personen, Positionen, Gruppen, Organisationen11 oder
eben KPZ. Ein Netzwerk ist dabei definiert als
”
eine durch Beziehungen
eines bestimmten Typs verbundene Menge von sozialen Einheiten“12. Aus
10Zu Methoden der Netzwerkanalyse besonders aus soziologischer Sichtweise siehe
[Pap87b].
11Vgl. [Pap87a, S. 11].
12In Anlehnung an eine Definition bei [Mit69].
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soziologischer Perspektive werden verschiedene Arten von Netzwerken un-
terschieden, wie aus Abbildung 8.2 hervorgeht13. Wenn die Beziehungen auf
einen bestimmten Beziehungstyp eingeschra¨nkt werden, ergeben sich auf die-
se Weise partielle Netzwerke. In totalen Netzwerken hingegen werden alle
mo¨glichen Beziehungen zwischen den Akteuren betrachtet. Eine andere Kate-
gorisierungsmo¨glichkeit resultiert aus der Frage, ob die Beziehungen zwischen
mehreren Akteuren betrachtet werden sollen (Gesamtnetzwerk) oder ob aus
der Ich-Perspektive gearbeitet wird (Egozentriertes Netzwerk). Die Namen
in Abbildung 8.2 repra¨sentieren die wichtigsten Vertreter der Perspektiven.
Im Rahmen der vorhandenen Analysemethoden fu¨r Gesamtnetzwerke wird
nachfolgend die Analyse direkter Beziehungen dargestellt14. Bei dieser Ana-
lyse des KPZN werden mittels eines Fragebogens KPZ befragt, mit welchen
anderen KPZ ein regelma¨ßiger Kontakt15 besteht. Das Ziel dieser Analyse
besteht in der Identifikation von sozialen Strukturen im KPZN und den da-
mit verbundenen Sympathien und Antipathien, die sich aus den Ergebnissen
interpretieren lassen. Wichtig bei dieser Vorgehensweise ist, dass nur die frei-
willigen und nicht die erzwungenen Kontakte erfasst werden, da sonst das
Analyseergebnis verfa¨lscht wu¨rde. Die Definition zur Ha¨ufigkeit der Kontak-
te zwischen den KPZ wird nicht explizit festgelegt, diese Einscha¨tzung liegt
im Ermessen der Befragten. Dies hat zur Folge, dass die Beziehungen nicht
symmetrisch sind. Nach Laumann und Pappi bietet sich jedoch eine Symme-
trisierung fu¨r die Analyse an, zwingend notwendig ist sie jedoch nicht. Als
Soziogramm ko¨nnte die Beziehungsstruktur in einem KPZN, wie in Abbil-
dung 8.316 dargestellt, aussehen. In diesem Fall besteht das KPZN aus sieben
KPZ. Von der Fragestellung her sind Selbstnennungen auszuschließen.
Nach Erfassung der Daten soll eine Symmetrisierung dieser Ausgangsdaten
erfolgen. Als interpersonelle Umwelt einer KPZ werden dabei die in direktem
Kontakt stehenden KPZ bezeichnet. Die soziale Na¨he zwischen zwei KPZ
la¨sst sich dann als Grad der U¨berlappung zu ihren direkten Nachbarschaften
bestimmen. U¨berschneiden sich die interpersonellen Nachbarschaften zweier
KPZ in einem hohen Maße, ko¨nnen sie dem gleichen sozialen Kreis zugeordnet
werden. Aufgrund der Annahme, dass jede KPZ zum eigenen sozialen Kreis
geho¨rt, bietet sich zusa¨tzlich zur Symmetrisierung auch eine Manipulation
der Daten in Form der reflexiven Gestaltung der Wahlen an.
13Abbildung in Anlehnung an [Pap87a, S. 14].
14Zur Analyse von Gesamtnetzwerken vgl. [Pap87a, S. 25 ff.]. Bei der relationalen Ana-
lyse von Burt [Pap87a, S. 26] hingegen werden nicht nur die direkten, sondern auch die
indirekten Beziehungen betrachtet.
15Regelma¨ßiger Kontakt ist noch nach Art des Kontaktes zu pra¨zisieren.
16Abbildung in Anlehnung an Abbildung 2 bei [Pap87a, S. 27].
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Abbildung 8.3: Soziogramm der Kontakte in einem KPZN
Die Definition der sozialen Na¨he zwischen zwei KPZ ließe sich anschließend





Iij steht fu¨r die Anzahl der KPZ, mit denen sowohl KPZ i als auch KPZ
j eine direkte Beziehung haben. Liegt auch eine Beziehung zwischen beiden
KPZ selbst vor, muss eine Beziehung subtrahiert werden, da sonst die gleiche
Beziehung zweifach gewertet wu¨rde. Uij ist die Anzahl der Elemente der Ver-
einigungsmenge der beiden Bekanntenkreise. Die Anzahl der gemeinsamen
Bekannten wird dabei bezogen auf die Gro¨ße des Bekanntenkreises von KPZ
i und KPZ j. Auch hier muss analog zu Iij wieder eine Beziehung abgezogen
werden.
Das Simmel-Maß kann auch fu¨r die U¨berlappung der Nachbarschaften sinn-
voll angewendet werden, die sich nicht nur aus den direkten, sondern auch
aus den indirekten Kontakten einer bestimmten Schrittla¨nge ergeben. Damit
erfolgt jedoch schon der U¨bergang zur relationalen Analyse.
Unter Beru¨cksichtigung ausschließlich direkter Beziehungen kann ein Ge-
samtnetzwerk hinsichtlich seiner Dichte gekennzeichnet werden. Bei einer
Anzahl von n KPZ sind n2−n bina¨re Relationen mo¨glich18, da Selbstauswahl
ausgeschlossen ist. Ko¨nnen im Beispiel nur zwo¨lf gerichtete Relationen iden-
tifiziert werden, liegt demnach ein Anteil von 12
41
= 0, 29 vor. Dieser Anteil
17Vgl. [Pap87a, S. 28].
18Bei sieben KPZ ergeben sich also 42 bina¨re Relationen.
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ist ein u¨bliches Maß der Dichte. Zu betonen ist, dass es sich hierbei um einen
gerichteten Graphen handelt.
Denkbar wa¨re auch die Analyse mit einem Graphen, bei dem eine Kante
vorhanden ist. Wenn wenigstens eine KPZ eine Beziehung angibt, wu¨rde





= 21 betragen. Davon ka¨men 9
Beziehungen19 vor, was eine Dichte von 0,43 ergeben wu¨rde.
Die direkten Beziehungen werden in einer Soziomatrix oder Beziehungsma-
trix festgehalten. Damit kann die direkte Erreichbarkeit festgestellt werden.
In einem Soziogramm hingegen werden auch indirekte Erreichbarkeiten zu
identifizieren sein. Auf die Darstellung dieser Vorgehensweise wird verzich-
tet. Es wird auf die Ausfu¨hrungen bei Pappi20 verwiesen.
Um bei der Genese eines KPZN geeignete KPZ zu finden, ist diese Vorge-
hensweise jedoch nicht unbedingt geeignet. Zwar kann eine direkte Beziehung
auf Sympathie hinweisen, bei indirekten Beziehungen jedoch ist nicht immer
ein zwangsla¨ufiger Zusammenhang zwischen eigentlich nicht direkt verbun-
denen KPZ abzuleiten. Die vorhandene Sympathie wird nur aufgrund von
u¨berbru¨ckten Beziehungen abgeleitet. Außerdem ist es fragwu¨rdig, inwieweit
vorhandene Beziehungen fu¨r ein neues KPZN u¨berhaupt wu¨nschenswert sind.
Ein weiterer Nachteil besteht bei all diesen Verfahren darin, dass nur fest-
gestellt wird, dass eine Beziehung existiert, nicht aber die Qualita¨t der Be-
ziehung, also durch welche Attribute zwei KPZ miteinander verbunden sind.
Dieses Defizit wird die Polyedrale Analyse beheben.
Aus sozialwissenschaftlicher Perspektive lassen sich jedoch noch weitere netz-
werkspezifische Charakteristika identifizieren. So stellt die Teilgruppenbil-
dung in Netzwerken einen zentralen Untersuchungsansatz dar. Fu¨r diesen
wurden verschiedene Untersuchungsmethoden entwickelt. Hierzu geho¨ren
bspw.:
• die Cliquenanalyse zur Identifikation von intern verbundenen Teilgrup-
pen in sozialen Netzwerken21,
• die multivariante Analyse multipler Netzwerke zur Identifikation von
Positionen in sozialen Ra¨umen22 und
• die Blockmodellanalyse zur Identifikation von Positionen, Rollen und
Rollenstrukturen23.
19Vgl. Abbildung 8.2.
20Vgl. [Pap87a, S. 28 ff.].
21Vgl. [Kap87b, S. 39 ff.].
22Vgl. [Zie87, S. 64 ff.].
23Vgl. [Kap87a, S. 101 ff.].
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Alle Ansa¨tze entbehren nicht einer gewissen Relevanz fu¨r die Analyse des
KPZN. Sie sind jedoch in einem hohen Maße anpassungsbedu¨rftig auf die-
se spezielle Problematik. Aus diesem Grund soll es hier bei der einfachen
Benennung dieser Verfahren bleiben.
Einen weiteren Ansatzpunkt zur Analyse von Netzwerken bietet die Unter-
suchung von Mikrostrukturen von Gesamtnetzwerken in Form von KPZN,
wobei hier wiederum auf spezielle Methoden und Instrumente zuru¨ckgegrif-
fen werden muss24. Einen anderen Blickwinkel besitzt die Sozialpsychologie,
der ebenfalls auch auf KPZN u¨bertragbar erscheint. So erfolgt bspw. die
Netzwerkanalyse in Kleingruppen25. Derartige Methoden sind zunehmend
hochgradig mathematisch orientiert. Aufgrund der hochentwickelten IuK-
Technologien stellt die Auswertung großer Datenmengen inzwischen jedoch
kein Problem mehr dar.
In eine etwas andere Richtung dagegen konzentriert sich die folgende Netz-
werkanalysemethode.
8.1.2.2 Bewertung der Kooperationsfa¨higkeit
Bei der modellgestu¨tzten Bewertung der Kooperationsfa¨higkeit produzieren-
der Unternehmen nach Ho¨big26 liegt der Fokus nicht allein auf der Analy-
se von Beziehungen in einem Netzwerk, sondern auch auf der Analyse der
Kooperationsfa¨higkeit von Produktionsunternehmen. Einige Merkmale die-
ses Modells ko¨nnen auf KPZ in einem KPZN u¨bertragen werden. Im Aus-
gangsmodell besteht der Schwerpunkt in der Bewertung von Unternehmen im
Kontext des Lebenszyklus von Kooperationen. Daran schließt sich der Auf-
bau eines Bewertungsmodells an, ehe ein Bewertungsinstrument entwickelt
und eingesetzt wird27.
Im Rahmen der Analyse von KPZN sollen einige Ideen aufgegriffen wer-
den, die sich direkt auf die Bewertung der Kooperationsfa¨higkeit von KPZ
beziehen. Nach Bronder28 bezeichnet die
”
strategische Erfolgsposition Ko-
operationsfa¨higkeit“ die Fa¨higkeit einer Organisation zur Zusammenarbeit
mit anderen Unternehmen (bzw. KPZ). Diese Kompetenz basiert auf den
drei Eckpfeilern Kooperationsverhalten, Organisationsstruktur und Manage-
mentsysteme. Dies wird aus Abbildung 8.429 ersichtlich.
24Weitergehende Ausfu¨hrungen sind bei Pappi [Pap87a, S. 129 ff.] zu finden.
25Vgl. [Feg87, S. 203 ff.].
26Vgl. ausfu¨hrlich bei [Ho¨02].
27Vgl. [Ho¨02].
28Vgl. [Bro93, S. 49 ff.].





















Abbildung 8.4: Die Eckpfeiler der Kooperationsfa¨higkeit
Die Relevanz der Kooperationsfa¨higkeit im Kontext der vorliegenden Pro-
blematik weist eine Studie der DG-Bank30 nach, wonach 80% aller Befrag-
ten (vorwiegend mittelsta¨ndige Unternehmen) die Meinung vertreten, dass
Kooperationen zur Steigerung der Wettbewerbsfa¨higkeit beitragen. Da es
sich bei der Kooperationsfa¨higkeit um eine qualitative Gro¨ße (
”
Soft–fact“)
handelt, die nur schwer quantifiziert werden kann, gilt es, wichtige Bewer-
tungsgro¨ßen fu¨r die Kooperationsfa¨higkeit von KPZ abzuleiten31. Aus der
Schematisierung der Bewertungskriterien fu¨r die Kooperationsfa¨higkeit erge-
ben sich drei Sichten, die in Abbildung 8.5 sind32 illustriert. Jede der drei
Sichten liefert verschiedene Bewertungsgro¨ßen, die in eine Kriterienhierarchie
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Abbildung 8.5: Bewertungskriterien fu¨r die Kooperationsfa¨higkeit
Nach Ho¨big lassen sich nach ausfu¨hrlicher Analyse schließlich sechs Hauptkri-
30Vgl. [DB00].
31Siehe [Ho¨02, S. 46 ff.].
32In Anlehnung an Abbildung 19 bei [Ho¨02, S. 46].
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terien und 21 Unterkriterien identifizieren. Diese Haupt- und Unterkriterien















































































































































Abbildung 8.6: Haupt- und Unterkriterien der Kooperationsfa¨higkeit
Die Haupt- und Unterkriterien der Kooperationsfa¨higkeit von KPZ in
KPZN sind teilweise unmittelbar mit der Kooperationsfa¨higkeit verbunden
(bspw. Kommunikationsfa¨higkeit), zum Teil sind jedoch auch nur mittelbare
Auswirkungen auf die Kooperationsfa¨higkeit von KPZ festzustellen. Je bes-
ser und je zahlreicher die genannten Kriterien erfu¨llt werden, desto ho¨her ist
das Maß an Kooperationsfa¨higkeit einzuscha¨tzen. Im Allgemeinen sind auch
Interdependenzen der Kriterien zu erwarten. Auf die genaue Definition aller
Kriterien soll an dieser Stelle verzichtet werden34. Nach der Identifikation der
Bewertungskriterien schließt sich die Konstruktion eines Bewertungsschemas
an. Das von Ho¨big35 vorgeschlagene Bewertungsschema ist unterteilt in
• einen Fragebogen zur Erhebung der einzelnen Teile der Kriterien,
33In Anlehnung an Abbildung 21 bei [Ho¨02, S. 51].
34Es wird auf die Ausfu¨hrungen in [Ho¨02, S. 53 ff.] verwiesen.
35Vgl. [Ho¨02, S. 83].
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• eine Bewertungsmatrix zur Beurteilung des Erfu¨llungsgrades der Kri-
terien und
• die rechnerische Aggregation der Ergebnisse und deren grafische Dar-
stellung.
Im ersten Schritt36 erfolgt die Informationsaufnahme mittels eines Frage-
bogens. Der Fragebogen besteht aus einem Teil fu¨r die Informationen u¨ber
die befragten KPZ und aus einem anderen Teil mit Fragen zur Kooperati-
onsfa¨higkeit. Dieser zweite Teil beinhaltet die Definitionen zu den jeweiligen
Haupt- und Unterkriterien sowie Fragen zu Zielen fu¨r das jeweilige Kriterium,
geeigneten Messgro¨ßen fu¨r diese Ziele, Ansatzpunkten fu¨r die Verbesserung
und geeigneten Methoden zur Verbesserung der Kooperationsfa¨higkeit. Der
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Abbildung 8.7: Fragebogen zum Bewertungsschema
Der Fragebogen ist in verschiedene Blo¨cke unterteilt, die fu¨r jedes Unter-
kriterium den gleichen Aufbau aufweisen. Auf der rechten Seite stehen die
dem Kriterium zugeordneten Ziele in der KPZ, die mit den Vorgaben nicht
36Vgl. [Ho¨02, S. 84 ff.] zum nachfolgend aufgefu¨hrten Drei-Schritte-Schema.
37In Anlehnung an Abbildung 31 bei [Ho¨02, S. 85].
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zwangsla¨ufig u¨bereinstimmen mu¨ssen und je nach Ausrichtung mehr oder
minder stark abweichen. Zusa¨tzlich wird die Mo¨glichkeit der U¨berpru¨fung
von Zielerreichung festgelegt. Auch ein Abschnitt zur Erfassung von Ansatz-
punkten zur Verbesserung bestimmter Fa¨higkeiten in der KPZ ist vorgesehen.
Mit diesem Fragebogen kann ein U¨berblick u¨ber die Auspra¨gung des jeweili-
gen Kriteriums in der KPZ erfolgen. Es muss an dieser Stelle bemerkt werden,
dass der (elektronische) Fragebogen nur einmalig in Verbindung mit der An-
meldung zum KPZN ausgefu¨llt wird. Alle weiteren Daten werden wa¨hrend
des Netzwerkbetriebes automatisch gewonnen. Auf diese Weise sollen die
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Abbildung 8.8: Bewertungsschema in vier Stufen
In einem zweiten Schritt werden anschließend die Angaben aus dem Frage-
bogen in einer Bewertungsmatrix beurteilt. In dieser Matrix, die beispielhaft
in Abbildung 8.838 dargestellt wird, sind fu¨r Sta¨rken, Nachweise, Schwa¨chen
und Maßnahmen jeweils eine Bewertungsspalte vorgesehen. Fu¨r die Bewer-
tung ist ein Vier-Stufen-Schema (25%, 50%, 75% und 100%) vorgesehen.
38In Anlehnung an Abbildung 32 bei [Ho¨02, S. 86].
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Denkbar wa¨re jedoch auch ein feiner gegliedertes Schema oder sogar eine
stufenlose Bewertung. Diese wu¨rde zwar das Ergebnis (scheinbar) korrekter
gestalten, ist jedoch als besondere Schwierigkeit fu¨r den jeweiligen Bearbei-
ter zu interpretieren. Damit kann eher eine Art Pseudogenauigkeit erreicht
werden, die aber im nachhinein nicht nachvollzogen werden kann.
Durch die Einfu¨hrung von vier Bewertungsstufen erfolgt der U¨bergang von
der qualitativen zur quantitativen Bewertung. Die einzelnen Bewertungsstu-
fen werden dabei in aggregierter Form zu der Bewertung des Unterkriteriums
zusammengefu¨hrt. Dies stellt dann bereits den dritten Schritt der Analy-
se dar. In diesem Schritt erfolgt die Aggregation der Bewertung sowie die
Darstellung der daraus resultierenden Ergebnisse. Hierfu¨r werden die vier
einzelnen Bewertungen eines Unterkriteriums arithmetisch gemittelt. Es er-
folgt dann eine Zusammenfu¨hrung von Sta¨rken und Nachweisen zur aktuel-
len Situation sowie der Schwa¨chen und Maßnahmen zum Potenzial der KPZ.
Daraus resultiert eine Beurteilung der Diskrepanz zwischen Potenzial und ak-
tueller Position. Existiert zwischen Soll und Ist z. B. ein Unterschied von 75%,
so kann davon ausgegangen werden, dass die Entwicklungsziele zu ehrgeizig
gesteckt wurden. Die Bewertung ist somit nicht hinreichend aussagekra¨ftig.
In einer weiteren Stufe der Aggregation erfolgt eine Zusammenfu¨hrung der
aktuellen Position und des Potenzials zur Bewertung des Unterkriteriums.
Auch hierbei kommt es wiederum zu einer Mittelwertbildung. Dieses Vorge-
hen wird fu¨r alle Unterkriterien gleichartig durchgefu¨hrt. Die Bewertung der
Hauptkriterien erfolgt analog zu den Unterkriterien. Dabei werden die ein-
zelnen Werte der Unterkriterien aufaddiert und durch die Anzahl der Unter-
kriterien des jeweiligen Hauptkriteriums dividiert. Erneut werden die Werte
gemittelt. Eine zusammenfassende Bewertung von Hauptkriterien ist jedoch
im Modell von Ho¨big nicht vorgesehen, da bei einer großen Datenstreuung
ein großer Verlust an Aussagekraft zu erwarten wa¨re. Als Ergebnis sind vor
allem Hinweise auf besondere Auspra¨gungen von Sta¨rken und Schwa¨chen
der KPZ zu erwarten. Diese ko¨nnen dann mit den Anforderungen mo¨glicher
Kooperationspartner verglichen werden.
Fu¨r eine u¨bersichtliche Darstellung der Ergebnisse wird die Abbildung in
einem Radardiagramm vorgeschlagen. Abbildung 8.939 zeigt ein solches Ra-
dardiagramm beispielhaft. Fu¨r jedes (Haupt-)Bewertungskriterium wird aus-
gehend von der Mitte des Diagramms eine eigene Skala eingerichtet. Die
Ergebnisse ko¨nnen dann zu jedem Kriterium in das Radardiagramm einge-
tragen werden. Dabei ist in der Abbildung zu erkennen, dass im Bereich der
Zukunftsfa¨higkeit noch ein Nachholebedarf besteht.
39In Anlehnung an Abbildung 33 bei [Ho¨02, S. 88].















Abbildung 8.9: Ergebnisse einer Bewertung im Radardiagramm
Einen besonderen Aufschluss liefert die getrennte Betrachtung der Gesamtbe-
wertung (Ist gesamt) und der Teilbewertungen (aktuelle Position und Poten-
zial) im Radardiagramm. Dies wird durch eine andere Form der Aggregation,
als vorab beschrieben, erreicht. Die Unterkriterien werden dabei nicht sofort
aggregiert, sondern die aktuelle Position und das Potenzial bleiben bis auf
die Ebene der Hauptkriterien getrennt. Erst dann werden sie zur Bewertung
zu Hauptkriterien zusammengefasst. Die aktuelle Position zeigt dabei den
Stand der KPZ bzgl. der jeweiligen Fa¨higkeit an. Das Potenzial zeigt, wie
hoch die Aktivita¨t der KPZ im betreffenden Kriterium ist.
In Bezug auf das entsprechende Kriterium stellt dies eine Art Momentum der
KPZ dar. In der Auswertung in Abbildung 8.9 zeigt sich, dass im Bereich der
Kundennutzenorientierung und der Kommunikationsfa¨higkeit starke Momen-
te vorliegen. Eng zusammenliegende Bewertungen implizieren keine u¨ber das
bestehende Maß hinausgehende Aktivita¨ten. Daher kann keine signifikante
Verbesserung erwartet werden. Dies betrifft offensichtlich die Kriterien Zu-
verla¨ssigkeit und Zukunftsorientierung.
Damit die Bewertung nachvollziehbar bleibt, kann auf Basis der Darstellung
der Hauptkriterien eine detailliertere Ansicht gewa¨hlt werden. Hierzu bietet
sich ein Radardiagramm auf der zweiten Bewertungsebene der Unterkriterien
an. Analog zur Darstellung in Abbildung 8.9 erha¨lt jedes Unterkriterium eine
eigene Skala, auf der der jeweilige Zielerreichungsgrad abgetragen wird. Hier-
bei kann wiederum in aktuelle Position und Potenzial unterschieden werden,
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um eine ho¨here Aussagekraft zu erzielen. In Abbildung 8.1040 ist beispiel-

















Abbildung 8.10: Radardiagramm fu¨r Kriterium Kommunikationsfa¨higkeit
Die einzelnen Bewertungsergebnisse innerhalb der Unterkriterien ko¨nnen in
Form einer Matrix erfasst werden, da bei einer grafischen Darstellung kein
erheblicher Aussagekraftgewinn erwartet wird. Die Analyse und Bewertung
wird unter Nutzung von Software erfolgen. Das vorab beschriebene Mo-
dell kann auf verschiedene Art und Weise zur Verbesserung der Wettbe-
werbsfa¨higkeit und der Kooperationsfa¨higkeit beitragen.
So kommt prima¨r die KPZ-interne Anwendung evtl. im Zusammenspiel mit
weiteren Instrumenten der Netzwerkanalyse in Betracht. Damit wird die Ana-
lyse und eine evtl. Verbesserung der eigenen Situation angestrebt. Zur schnel-
leren Durchfu¨hrung der Analyse kann u.U. auf Daten aus anderen Instru-
menten (z. B. Balanced Scorecard) zuru¨ckgegriffen werden. Damit eine ob-
jektivere Auswertung der Daten erreicht wird, besteht die Mo¨glichkeit der
Durchfu¨hrung der Untersuchung durch KPZ-externe Personen oder Institu-
tionen. Eine derartige Fremdbewertung hilft, subjektive Urteile zu vermei-
den, die das Ergebnis verfa¨lschen wu¨rden, wenn die KPZ sich selbst bewertet.
Auch als Controlling-Instrument fu¨r Kooperationen in KPZN kommt diese
Methode in Betracht. Gerade aus Sicht des gesamten KPZN ist ein Con-
trolling nicht nur der Prozesse und der Netzwerkleistung, sondern vor allem
40In Anlehnung an Abbildung 34 bei [Ho¨02, S. 89].
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auch der einzelnen Partner im KPZN notwendig41. Zur Verbesserung der
Kooperationsfa¨higkeit der KPZ im KPZN ist es von außerordentlicher Be-
deutung, dass die Erfahrungen durch die Teilnahme an einem KPZN und
durch KPZ-interne Vera¨nderungen gesichert werden und in Form eines KPZ-
u¨bergreifenden Lernens weitergegeben werden.
Mit dem vorliegenden Modell von Ho¨big wird sowohl der Selbst- als auch
der Fremduntersuchung Rechnung getragen. Durch den Einsatz zahlreicher
Haupt- und Unterkriterien entsteht ein umfassendes Bild zur Situation ei-
ner KPZ obgleich die Aufza¨hlung nicht als abgeschlossen gesehen werden
sollte. Durch die Einfu¨hrung einer Skala werden qualitative Daten in quan-
titative Daten u¨berfu¨hrt. Die vorgeschlagene vierteilige Skala kann in einem
vernu¨nftigen Maß vom Bearbeiter noch modifiziert werden, obgleich eine zu
differente Betrachtung eher zu einer Schein-Exaktheit fu¨hren du¨rfte.
Das vorliegende Modell stellt einen mo¨glichen Ansatz zur Integration von
Soft–facts (Haupt- und Unterkriterien) dar, beleuchtet jedoch vorwiegend nur
die Problematik der Kooperationsfa¨higkeit. Eine weiterfu¨hrende Analyse zu
weiteren Untersuchungsbereichen ist anzustreben. Die nachfolgende Methode
von Burt setzt bei der Betrachtung an einer anderen Stelle an.
8.1.2.3 Structural Hole Theory
Im Rahmen des Soft–fact-Controllings besteht das Hauptziel in der Analyse
und dem Management von Beziehungen der KPZ im KPZN. Hierzu mu¨ssen
Soft–facts wie Zuverla¨ssigkeit, Kompetenz, Vertrauen und Netzwerkfa¨higkeit
untersucht und evtl. quantifiziert werden. Eine Weitergabe der Informationen
an weitere Netzwerkteilnehmer bietet sich an.
Bei der
”
Structural Hole Theory“ von Burt42 werden bereits bestehende In-
teraktionen zwischen kooperierenden Partnern in Netzwerkstrukturen mit
Hilfe der sozialen Netzwerkanalysemethode untersucht. Ausgehend von ei-
nem KPZN ko¨nnen verschiedene Interaktionen zwischen den beteiligten KPZ
untersucht werden. Dabei vertritt Burt folgende These:43
”
But, while human
capital is necessary for success, it is useless without the social capital of
opportunities in which to apply it“. Hiervon ausgehend versucht Burt so
genannte
”
structured holes“ zu identifizieren. Damit sind spezifische Indika-
toren fu¨r Zugangs-, Abstimmungs- und Referenzmodalida¨ten gemeint. Diese
”
structured holes“ stellen nach dem Konzept von Burt eine Art Kontakt-
bru¨che im Netz sozialer Beziehungen dar. Derartige
”
holes“ sollen identifi-
ziert und nach Mo¨glichkeit eliminiert werden, damit das KPZN bzw. einzelne
41Vgl. [Ho¨02, S. 103 ff.].
42Vgl. hierzu ausfu¨hrlich bei [Bur97, S. 339 ff.].
43Vgl. ebenda.
8.1 Anforderungen 459
KPZ innerhalb des KPZN erfolgreich sein ko¨nnen.
Ausgehend von der
”
Structural Hole Theory“ gilt es herauszufinden, wel-
che Eigenschaften (z. B. sozial, kognitiv, kommunikativ, moralisch, ethisch
usw.) den KPZ bzw. den Akteuren der KPZ im KPZN anhaften. Dabei ist
es von besonderem Interesse, welche Eigenschaften (Soft–facts) einen dauer-
haften bzw. nachhaltigen Erfolg sowohl fu¨r die KPZ als auch fu¨r das gesamte
KPZN implizieren. Hierzu ist eine genau durchdachte Methodik notwendig,
um die komplexen Zusammenha¨nge in einem KPZN erfolgreich analysieren
zu ko¨nnen.
8.1.3 Die Idee einer ganzheitlichen Analyse
Die bereits ausfu¨hrlich geschilderten Ansa¨tze zur Analyse von Netzwerken
stellen verschiedene Untersuchungsgegensta¨nde in den Mittelpunkt. Jede der
dargestellten Methoden versucht dabei auf der Basis eines bestimmten An-
satzpunktes verschiedene Kriterien von Netzwerken zu analysieren, die auch
problemlos auf das Konzept des KPZN u¨bertragen werden ko¨nnen.
Es bleibt hierbei jedoch die Frage ungekla¨rt, wie eine umfassende bzw. ganz-
heitliche Analyse von Soft–facts in KPZN angegangen werden ko¨nnte. Es wird
daher versucht, diese Frage ansatzweise in den beiden folgenden Abschnitten
zu kla¨ren.
Grundlage fu¨r ein Soft–fact-Controlling bilden die Antworten auf die Frage,
wie Ansichten und Einstellungen von Akteuren (z. B. in KPZ) ermittelt wer-
den ko¨nnen. Es ist dabei von besonderem Interesse, wie ein Mensch seine
Umgebung sieht und womit er sie beschreibt. Außerdem ist es interessant
herauszufinden, wie ein Individuum seine subjektive Sichtweise u¨ber Ereig-
nisse, Akteure und Strukturen zu vermitteln vermag, damit diese zeitnah in
strategischen Entscheidungssituationen verfu¨gbar sind.
Sollte der Auswahlprozess von KPZ im Rahmen der Genese eines KPZN
ein indifferentes Ergebnis bzgl. zweier oder mehrerer KPZ liefern, bietet es
sich an, Soft–facts mit in den Entscheidungsprozess einzubinden. Hierzu ist
prima¨r u¨ber die Art und Weise der Datenerfassung sowie u¨ber die sich an-
schließende Datenanalyse zu entscheiden. Zentrale Idee ist hierbei die Quan-
tifizierung dieser Soft–facts. Danach kann sich eine Auswertung der Daten
anschließen und schließlich bietet es sich an, entsprechende Konsequenzen
aus den gewonnenen Erkenntnissen zu ziehen. So wu¨rden schlussendlich die-
jenigen KPZ fu¨r das KPZN ausgewa¨hlt, welche die besten Werte hinsichtlich
der Soft–facts aufweisen.
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8.2 Repertory Grid
Die im letzten Abschnitt aufgezeigten Mo¨glichkeiten und Methoden zur Ana-
lyse von Netzwerkstrukturen beinhalten erste Ansa¨tze zur Integration und
Quantifizierung von Soft–facts bei Beziehungsgeflechten von Individuen oder
Organisationen. Leider verfu¨gen derartige Ansa¨tze bisher nicht u¨ber ausrei-
chend ausgepra¨gte Instrumente, die eine ganzheitliche Integration von Soft–
facts im Kontext des vorab beschriebenen KPZN ermo¨glichen. Aus diesem
2Vom MRP zum SCM
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Grund wird in diesem und dem na¨chsten Abschnitt im Rahmen eines Soft-
fact-Integrationsmodells eine Kombination zweier Methoden zur Analyse und
Auswertung von Soft–facts vorgestellt. Dabei richtet sich der Fokus vor allem
auf die Definition und die Analyse von sozialen, kommunikativen und kogniti-
ven Kompetenzen im Netzwerk. Die Sammlung relevanter Daten zur Analyse
erfolgt mittels der Repertory Grid-Methodik. Die dabei gewonnenen Daten
und Erkenntnisse sowie erste Auswertungsergebnisse werden danach der Po-
lyedralen Analyse unterzogen. Dabei zeigt sich, wie die einzelnen Akteure im
Netzwerk durch die vorab identifizierten Soft–facts in das Beziehungsgeflecht
des Netzwerkes integriert sind44.
8.2.1 Einleitende Bemerkungen
Die besondere Schwierigkeit bei der Analyse von sozialen Systemen, zu de-
nen auch KPZN zu za¨hlen sind, besteht in der komplexen Struktur in Ver-
bindung mit uneindeutigen Zusta¨ndigkeiten und permanenten organisatori-
schen Vera¨nderungen. Hierbei ist hervorzuheben, dass die Bedeutung ein-
zelner Soft–facts von der Entwicklungsstufe des Netzwerkes abha¨ngig ist,
d. h. es ist zu unterscheiden, ob sich relativ stabile Beziehungen mit geringer
Komplexita¨t und Dynamik herausgebildet haben oder ob sich im Rahmen
der Initiierungsphase eine Reihe stark dynamischer Prozesse vollziehen. Fu¨r
die Untersuchung individueller Rollen- und Beziehungsmuster bietet sich der
Einsatz einer Methode an, die einerseits durch den Einsatz von Interviews
und Fragebo¨gen subjektive individuelle Einscha¨tzungen erfassen kann und
andererseits durch verschiedene Auswertungsmethoden jedoch auch quan-
titative interpersonell vergleichbare Daten zu liefern vermag. Die Repertory
Grid-Methodik erfu¨llt diese Bedingungen. Zu dieser Methode werden nachfol-
gend einige wesentliche Voraussetzungen und Bestandteile na¨her betrachtet
und diskutiert.
44Zur Kombination von Repertory Grid und Polyedraler Analyse vgl. [Mey02b],
[Mey02a] und [Tei02u].
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8.2.1.1 Ausgangspunkt: Die Theorie Kellys
Als zentraler Ausgangspunkt fu¨r die Entwicklung der Repertory Grid-
Methodik kann die Theorie der Perso¨nlichen Konstrukte angesehen werden.
Diese im Original als
”
Theory of Personal Constructs“ bezeichnete Theorie
wurde von George A. Kelly entwickelt und im 1955 erschienenen Hauptwerk
”
The Psychology of Personal Constructs“ vero¨ffentlicht45. Diese Theorie kann
dem Konstruktiven Alternativismus zugeordnet werden. Dabei werden eine
Vielzahl von Vorannahmen sehr detailliert beschrieben. Im Mittelpunkt die-
ser Theorie steht jedoch der Begriff
”
Perso¨nliches Konstrukt“.
Eine zentrale Annahme Kellys bezieht sich auf den Status des subjektiven
Wissens hinsichtlich der objektiven Wirklichkeit. Das ist charakteristisch fu¨r
konstruktivistische Ansa¨tze. So geht Kelly davon aus, dass die Wirklichkeit
immer nur vermittelt zuga¨nglich ist, was impliziert, dass ein direkter, vor-
aussetzungsloser Zugang zur objektiven Realita¨t nicht mo¨glich ist. Das Bild,
welches einem Individuum von der Wirklichkeit zuga¨nglich ist, unterliegt
immer einer subjektiven Betrachtung, weil es schon durch das Individuum
bewertet wurde. Daher sind individuelle Handlungen nur auf diese subjektive
Wirklichkeit, nicht aber auf die
”
wahre“ Wirklichkeit ausgerichtet. Die In-
terpretation der objektiven Wirklichkeit ist abha¨ngig von den prinzipiellen,
organisch bedingten Wahrnehmungsmo¨glichkeiten. Die Aufnahme der Rea-
lita¨t erfolgt hierbei im konstruierenden und sinnproduzierenden Zugriff einer
Person auf zergliederte, klar umgrenzte und wohlunterschiedene Sinneinhei-
ten46.
Im Mittelpunkt der Personal Construct Psychology steht das
”
perso¨nliche
Konstrukt“, welches als psychische Grundoperation der Auseinandersetzung
von Menschen mit ihrer Umwelt bezeichnet wird. Damit kann ein Individu-
um Dinge und Ereignisse unterscheiden. Mit dem Begriff
”
perso¨nliches Kon-
strukt“ werden alle Unterscheidungen bezeichnet, die ein Individuum treffen
kann. Dabei verleiht es Dingen und Ereignissen eine Bedeutung durch das In-
Beziehung-Setzen mit anderen Pha¨nomenen47. Perso¨nliche Konstrukte sind
dabei Teil eines kognitiven Modells und ko¨nnen auf verschiedenen Stufen
abstrahiert werden. Ereignisse bzw. Elemente befinden sich dabei auf der
niedrigsten Abstraktionsstufe, da sie keine Bedeutung haben, sondern nur
existent sind. Eine abstraktere Stellung nehmen die Konstrukte ein. Diese
dienen dem Individuum als Grundlage fu¨r die Strukturierung seiner Umwelt.
Konstrukte identifizieren sowohl A¨hnlichkeiten als auch fundamentale Unter-
45Vgl. die Ausfu¨hrungen in der Neuauflage bei [Kel91].
46Vgl. [Fro95, S. 11 ff.].
47Vgl. [Fro95, S. 15].
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schiede und ordnen die Ereignisse in bestimmte Kategorien ein. Damit werden
Konstrukte zu einer sinnstiftenden Einheit fu¨r Individuen48. Nach Fromm49
orientiert sich ein Individuum in seiner Umwelt, indem Objekte nach ihrer
Erfahrung unterschieden werden und ihnen damit eine Bedeutung verliehen
wird. Fu¨r jedes Individuum resultiert aus diesem Umstand heraus eine eigene
Sicht der Umwelt. Dieses theoretische kognitive Geru¨st stellt das individuelle
”
perso¨nliche Konstruktsystem“ dar und basiert auf bipolaren Konstrukten.
Zur Erfassung und Analyse dieser individuellen Konstruktsysteme entwarf
Kelly eine spezielle Methode mit dem Namen
”
Role Construct Repertory
Grid“, auf die nachfolgend na¨her eingegangen wird.
8.2.1.2 Inhaltliches Anliegen des Repertory Grids
Mit dem Ziel der Erfassung subjektiver Wirklichkeitskonstruktionen unter
Beachtung konstruktivistischer Anforderungen an eine Methode erfa¨hrt die
Theorie der perso¨nlichen Konstrukte von Kelly und damit die Repertory
Grid-Methodik in ju¨ngster Zeit eine wachsende Popularita¨t50. Diese Me-
thode wird in der Literatur unter verschiedenen Bezeichnungen gefu¨hrt, so
sind z. B. auch Rep-Test, Rep-Grid, Kelly-Grid oder Kelly-Matrix gebra¨uch-
lich51. Diese Methode vereint die Vorteile eines Interviews bzw. Fragebogens
(zur Erfassung individueller, subjektiver Eigenschaften) mit der Mo¨glichkeit,
personen- oder organisationsu¨bergreifende quantitativ vergleichbare Daten
zu liefern.
Urspru¨ngliches Anliegen Kellys beim Entwurf seines Role Construct Reper-
tory Grid war, im Rahmen der klinischen Diagnostik einen Einblick in das
Konstruktsystem eines Individuums zu erlangen. Seit diesen grundlegenden
Arbeiten, sind viele unterschiedliche Varianten und Vorschla¨ge zur Bearbei-
tung von Repertory Grids hervorgebracht worden, was zweifellos im Sinne
von Kelly war, der selbst mehrere Varianten beisteuerte und seine Reperto-
ry Grid-Methodik als offenes und variables Verfahren ansah52. Aus diesem
Grund kann nicht von einem speziellen Repertory Grid-Verfahren gesprochen
werden, sondern von verschiedenen Variationen des Verfahrens. Die Gemein-
samkeit bei den verschiedenen Varianten des Repertory Grid besteht in der
Konstruktion einer Datenmatrix (Grid), in der die Unterscheidungen zwi-
schen den Gegensta¨nden in Form von kurzen Beschreibungen (Konstrukten)
48Vgl. [Cat93, S. 15 ff.].
49Vgl. [Fro95, S. 35].
50Vgl. [vG98, S. 42].
51Vgl. [Sch93b, S. 9] und [Kel91, S. 152 ff.].
52Vgl. [Hun00, S. 93ff].
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eingetragen werden. In einem nachfolgenden Schritt werden diese dann von
den Befragten bewertet.
Einen besonderen Vorteil bietet das Repertory Grid durch die Mo¨glichkeit des
Vergleiches u¨ber Individuen bzw. Organisationen hinweg auf der Basis quan-
titativer Ergebnisse53. Mittels der Repertory Grid-Methodik wird es mo¨glich,
aus der Position einer anderen Person die Situation eines bestimmten Indivi-
duums oder einer Organisation zu analysieren und zu verstehen54. So werden
dem Untersuchenden quantitative Daten in Form von Zahlen in einer Ma-
trix geliefert, was die Vergleichbarkeit bei der Datenauswertung ermo¨glicht
(Abbildung 8.11). Das Grid transferiert dabei nichtnumerische in numerische



















Abbildung 8.11: Qualitative vs. quantitative Forschungsmethoden
8.2.1.3 Anwendungsbereich des Repertory Grids
Die Repertory Grid-Methodik dient der Untersuchung von Konstruktsyste-
men, wobei
”
Konstrukte“ als verbale Repra¨sentanzen innerer Vorga¨nge ero-
ziert werden56. Der Anwendungsbereich von Repertory Grids beschra¨nkte
sich zuerst auf die klinische Diagnostik, die Mo¨glichkeiten dieser Methode
lassen jedoch den Einsatz auch in anderen Untersuchungsbereichen zu.
53Vgl. [Rae93, S. 42].
54Vgl. [Fra77].
55Vgl. [Boo98, S. 221].
56Vgl. [Sch93a, S. 24].
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So kann Repertory Grid als Perso¨nlichkeitsdiagnoseinstrument dienen, wenn
Personen, die fu¨r die Entwicklung eines Menschen bedeutend waren, in die
Analyse mit einbezogen werden sollen. Stellen Mitarbeiter oder Mitglieder
einer Organisation die Elemente der Analyse dar, ko¨nnten mittels Repertory
Grid Auslesekriterien zu Personalentscheidungen formuliert werden. Auch
fu¨r die Analyse von Organisationsentwicklungsprozessen ist diese Methodik
geeignet. In diesem Kontext soll das Repertory Grid zur Entwicklung des
KPZN im Rahmen des Soft-fact-Controlling zum Einsatz kommen.
Wie bereits erwa¨hnt, stellt die Repertory Grid-Methodik eine sehr offene und
flexible Analysemethode dar, so dass der Untersuchende in der Gestaltung
eines Grids frei ist und nur die fundamentalen Regeln und Grundsa¨tze beach-
ten muss. Nach Meinung von Fransella/Bannister57 besteht die Begrenzung
der Untersuchungsmo¨glichkeiten allein durch den Mangel an Vorstellungs-
vermo¨gen seitens des Untersuchenden. Das Repertory Grid ist als kommuni-
katives Hilfsmittel zu interpretieren, welches es dem Diagnostiker ermo¨glichen
soll, die subjektiven Empfindungen (Abstraktionen) seines zu Untersuchen-
den hinsichtlich der Realita¨t zu verstehen. Die aus Abbildung 8.12 ersichtliche












Abbildung 8.12: Einordnung des Repertory Grid als Forschungsmethode
Im Rahmen des Soft-fact-Controllings in KPZN ist die Repertory Grid-
Methodik in erster Linie als Lieferant entscheidungsrelevanter Soft–facts zu
verstehen. Im Anschluss daran erfolgt eine Datenauswertung mit der Poly-
edralen Analyse.
57Vgl. [Fra77, S. 59] und [Sch93a, S. 25].
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8.2.2 Planung und Durchfu¨hrung von Repertory Grid-
Untersuchungen
Nach dieser Einfu¨hrung werden in den folgenden Abschnitten beispielhaft
die einzelnen Schritte einer Repertory Grid-Untersuchung vorgestellt. Dabei
soll die zu lo¨sende Problematik der Eignung von KPZ fu¨r das KPZN immer
im Vordergrund stehen und als praktisches Beispiel fu¨r die Anwendbarkeit
der Repertory Grid-Methodik bei der Lo¨sung o¨konomischer Probleme die-
nen. Dem Einsatz dieser Methode sind dabei kaum Grenzen gesetzt. Denkbar
wa¨re der Einsatz des Repertory Grids im Kontext o¨konomischer Probleme im
Bereich der Marktforschung. So ko¨nnte beispielsweise ein Produktvergleich
durch Konsumenten durchgefu¨hrt werden. Auch in der empirischen Sozialfor-
schung ist ein relevanter Anwendungsbereich zu sehen. So kann bspw. unter-
sucht werden, welche Vorstellung einzelne Netzwerkteilnehmer (hier: KPZ)
von sich und anderen haben. Zuerst soll der Untersuchungsgegenstand fu¨r
die Repertory Grid-Methodik in diesem Rahmen eindeutig definiert werden.
8.2.2.1 Wahl des Untersuchungsgegenstandes
Repertory Grid ist insbesondere dann eine wertvolle Methode, wenn die sub-
jektive Sicht von Individuen zu einem Themenkomplex untersucht werden
soll, sich der Themenkomplex in untereinander vergleichbare Elemente zerle-
gen la¨sst und eine qualitative und quantitative Auswertung angestrebt wird.
Bevor zur Auswahl des Untersuchungsgegenstandes konkrete Aussagen ge-
macht werden, soll nachfolgend kurz die grobe Struktur einer Repertory Grid-
Untersuchung aufgezeigt werden58. Dies soll als Ausgangspunkt fu¨r mo¨gliche
Variationen dienen.
Die Durchfu¨hrung einer Repertory Grid-Untersuchung erfolgt in der Regel
in folgenden Schritten59:
• Eingrenzung des Untersuchungsbereiches,
• Rollentra¨ger (z. B. wichtige KPZ) als Elemente (Objekte) setzen,
• methodische Erhebung der Konstrukte (Attribute) und
• Einscha¨tzung der Elemente bzgl. der Konstrukte.
58Vgl. [Sch93a, S. 25].
59Siehe dazu die ausfu¨hrlichen Erla¨uterungen bei [Sch93a, S. 25 ff.] und [Fro95, S. 40
ff.].
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Als erster Schritt muss der Gegenstand der Untersuchung eingegrenzt und
festgelegt werden. Danach wird anhand dieser Aufgabenstellung die spezi-
fische Vorgehensweise der Repertory Grid-Untersuchung festgelegt. Bei der
Analyse der Genese von KPZN besteht ein besonderes Interesse im Finden
der passenden KPZ fu¨r das auftragsspezifische Netzwerk. Dabei richtet sich
das Interesse nicht allein auf quantifizierbare Kompetenzen (
”
Hard–facts“)
sondern auch auf Eigenschaften, die sich nicht unmittelbar quantitativ ver-
gleichen lassen (
”
Soft–facts“). Hierzu geho¨ren bspw. Netzwerkfa¨higkeit, Zu-
verla¨ssigkeit oder Vertrauen. Hier setzt das Repertory Grid an.
Die in netzwerkbasierten Wertscho¨pfungsprojekten verankerten Anforderun-
gen an die Netzwerkpartner und die aus der Interaktionen der KPZ re-
sultierende Netzwerkentwicklung, Rollenstrukturen und Kompetenzprofiler-
mittlung bedu¨rfen einer Analyse. Durch den Einsatz der Repertory Grid-
Methodik kann eine quantitative Analyse dieser als Soft–facts bezeichneten
Merkmale erfolgen. Damit wird angestrebt, Rollenerwartungen im Netz, sub-
jektive Leitbilder, Erfahrungen und Identifikationen parallel zur Netzwerk-
genese festzuhalten. Die hierbei existierende Dynamik und Komplexita¨t des
Untersuchungsgegenstandes KPZN erfordert eine intensive Auseinanderset-
zung mit dem Begriff der individuellen Kompetenz hinsichtlich der Bedeu-
tung in dynamischen Netzwerkstrukturen. Außerdem dient die Repertory
Grid-Methodik zur analytischen Betrachtung und zur Erfassung der aktuel-
len Netzkonstruktionen. Insbesondere soll im Rahmen der Soft–fact-Analyse
die wechselseitige Wahrnehmung der handelnden Akteure permanent aufge-
zeichnet bzw. u¨berpru¨ft und die gegenseitige Einscha¨tzung der Partner im
KPZN hinsichtlich verschiedenster Soft–facts verfu¨gbar gemacht werden60.
Da Repertory Grid eine sehr flexible und individuell anzupassende Analyse-
methode darstellt, kann je nach Untersuchungsgegenstand bei der Wahl der
Konstrukte und der Elemente Einfluss genommen werden. Deshalb sollte je-
de Repertory Grid-Untersuchung individuell geplant werden, da die Qualita¨t
der Ergebnisse von den verschiedensten Einflu¨ssen in den jeweiligen Phasen
der Untersuchung abha¨ngig ist. Eine wichtige Voraussetzung fu¨r die Anwen-
dung des Repertory Grids zu einer konkreten Aufgabenstellung ist, dass die
Problematik in eine Repertory Grid-gerechte Form gebracht werden kann.
Fromm61 nennt zwei Gesichtspunkte:
• es ist zu pru¨fen, inwieweit die Befragten mit dem Untersuchungsgegen-
stand vertraut sind und
60Vgl. [Mey02b]. Wie die Permanenz ohne Frustration realisiert werden soll, wurde von
den am SFB 457 beteiligten Sozialwissenschaftlern bisher nicht untersucht.
61Siehe ausfu¨hrlich bei [Fro95, S. 62].
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• es gibt keine allgemeinverbindliche Aussage, wie weit (oder eng) das
Thema einer Untersuchung gefasst werden soll, da dies vor allem vom
Erfahrungshorizont der Befragten abha¨ngig ist.
Dies trifft auch auf die Problematik bei der Findung geeigneter KPZ fu¨r das
KPZN zu. KPZ, die in das Netzwerk neu eintreten, verfu¨gen wahrschein-
lich u¨ber andere Erwartungen und Vorstellungen an die Netzwerkpartner als
KPZ, die schon in anderen Netzwerken integriert waren. Aus diesem Grund
muss bei der Identifikation der Elemente fu¨r das Repertory Grid mit großer
Sorgfalt vorgegangen werden, was sich auch auf die Wahl der Konstrukte
u¨bertragen la¨sst.
8.2.2.2 Bestimmung der Elemente und Konstrukte
Wurden Thema und Gang der Untersuchung und die entsprechende Frage-
bzw. Aufgabenstellung formuliert, werden zuerst geeignete Elemente (Ob-
jekte) zur Analyse ausgewa¨hlt bevor anschließend polarisierende Konstrukte
identifiziert werden. Eine Einscha¨tzung der Auspra¨gung der Konstrukte bei
den verschiedenen Elementen schließt sich an. Danach steht eine Reihe von
Auswertungsmethoden zur Verfu¨gung. Fu¨r die schriftliche Erfassung der Ele-
mente und Konstrukte kann ein genormtes elektronisches Formular, wie in
Abbildung 8.13 gezeigt, verwendet werden.
Der Untersuchungsgegenstand besteht hier in Identifikation und Analyse der
Auspra¨gungen von Soft–facts im Beziehungsgeflecht des KPZN. Von besonde-
rem Interesse ist hierbei die Frage, inwieweit die Erkenntnisse der Analyse mit
der Repertory Grid-Methodik bei der Findung passender KPZ im Rahmen
der Genese eines KPZN ein anwendbares Entscheidungskriterium darstellen
ko¨nnen. In erster Linie sind die Beziehungen der verschiedenen KPZ bzgl.
verschiedener Elemente hinsichtlich der Einordnung der Konstrukte von In-
teresse. Als Elemente kommen verschiedene Aussagen und Gegensta¨nde des
KPZN in Frage. Als Probanten fu¨r ein Grid (Individuen/Organisationen, die
ein Grid ausfu¨llen mu¨ssen) dienen verschiedene KPZ. Hier erfolgt dies bei-
spielhaft fu¨r die KPZ Marketing, Produktion und Logistik.
Im ersten Schritt wird sich beim Herausfinden von Elementen an wichtigen
Objekten bzgl. des KPZN orientiert. Hier bieten sich als Elemente z. B. Netz-
werkkoordinator, Netzwerkkultur, allgemeines Produktionsnetz sowie Ich,
Ich-Andere und Ich-Ideal an. Diese Liste ist jederzeit erweiterbar. Es soll-
te jedoch darauf geachtet werden, dass alle wichtig erscheinenden Elemente
des KPZN mit einbezogen werden. Auf diese Weise ko¨nnen etwa zehn bis 20
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Abbildung 8.13: Leere Grid-Matrix
Elemente zusammenkommen, die am oberen Ende des Formblattes (vgl. Ab-
bildung 8.13) in verschiedene Spalten eingetragen werden62. Die Gruppe der
Elemente sollte relativ homogen abgefasst, also von vergleichbarer Qualita¨t
sein63. Eine Anzahl von mehr als 25 Elementen ist aus Gru¨nden der Redun-
danz und eine Anzahl von weniger als sechs Elementen wegen der Gefahr der
artifiziellen Simplifizierung des Problems nicht empfehlenswert.
Was als Element eingesetzt wird, liegt letztendlich im Ermessen des Unter-
suchers. Es sollte jedoch sichergestellt sein, dass sie fu¨r den Untersuchungs-




Selbst“ ein. Es besteht hierbei die Gefahr einer Diskrepanz von
”
Ich“ als Element und
”
Ich“ als Konstrukt64. Die Entscheidung, wo das
”
Ich“
letztendlich eingeordnet werden soll, ist abha¨ngig von den geplanten Auswer-
tungsstrukturen. Als Konstrukt ist
”
Ich“ insbesondere dann zu wa¨hlen, wenn
sich die Auswertung nur auf Konstruktbeziehungen konzentrieren soll.
Wichtig zu erwa¨hnen ist in diesem Zusammenhang, dass eine Umformulie-
rung in einen fu¨r Repertory Grid passenden Elementtyp dann notwendig ist,
wenn die Forschungsfragen zuna¨chst nur umgangssprachlich bzw. in einem
theoretischen Erkla¨rungskonzept vorliegen. Dann muss das Problem in eine
62Abfolge in Anlehnung an [Sch93a, S. 26].
63Vgl. [Sch93a, S. 29].
64Vgl. [Sch93a, S. 30] bzw. [Fra77, S. 107].
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Abbildung 8.14: Offene Fragen auf dem Weg von Alltags-Problemen zu Grid-
Elementen
Der zweite Schritt beinhaltet die Gewinnung der Konstrukte. Hierzu exi-
stieren verschiedene Methoden. Zwei gebra¨uchliche Varianten werden nach-
folgend kurz vorgestellt. Grundsa¨tzlich wird empfohlen, dass die Anzahl der
Konstrukte etwa der Anzahl der Elemente entspricht. Die Konstrukte werden
seitlich, d. h. in die einzelnen Zeilen des genormten Formblattes eingetragen
(vgl. Abbildung 8.13).
Bei der Gewinnung von Konstrukten steht die Polarisierung dieser im Mittel-
punkt. Wa¨hrend Gemeinsamkeiten von Elementen oftmals leicht identifizier-
bar sind, gestaltet sich die Suche nach Gegensa¨tzen deutlich schwieriger. Aus
diesem Grund empfiehlt es sich, aussagekra¨ftige Konstruktpaare zu finden.
Eine mo¨gliche Methode zur Konstruktgewinnung ist die so genannte Triaden-
methode, bei der immer drei Elemente beteiligt sind. Dabei ist von Interesse,
was zwei Elemente gemeinsam haben und was diese vom dritten Element
(eindeutig) unterscheidet. Die Triadenmethode ist die gebra¨uchlichste Me-
thode66. Bei Kelly wird diese Form der Befragung als
”
difference method“
bezeichnet. Er formulierte dabei wie folgt:67
”
In what important way are two
of them alike but different from the third?“. Die Schwierigkeit besteht hier-
bei darin, Konstrukte zu finden, die sich unterscheiden, ohne dass sich die
Konstrukte jedoch zwangsla¨ufig gegenseitig ausschließen.
Aus diesem Grund wird bei der Analyse des KPZN ein anderes Verfahren
bevorzugt. Die so genannte Gegensatzmethode (
”
opposite method“) fragt
zuerst nach Gemeinsamkeiten und dann nach Gegensa¨tzen und vermeidet
somit o. g. Problem. Dieser so genannte Paarvergleich68 erweist sich durch
seine einfache Struktur auch als einfacher zu formulieren und vermag es,
65In Anlehnung an Abbildung 11 bei [Fro95, S. 64].
66Nach [Sch93a, S. 26 und 31 ff.].
67Vgl. [Kel91, S. 154] und [Fro95, S. 85].
68Nach [Sch93a, S. 31].
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Ausreißer zu verhindern. Eine andere Bezeichnung fu¨r diese Vorgehensweise
nennt sich Dyadenmethode.
Nach der Identifikation sowohl der Elemente als auch der Konstrukte auf die
beschriebene Art und Weise kann mit der weiteren Durchfu¨hrung der Unter-
suchung fortgefahren werden. Zu den relevanten Probanten ko¨nnen beispiel-
haft die KPZ Marketing, Produktion und Logistik ausgewa¨hlt werden. Diese
Auswahl ist subjektiv und als nicht abgeschlossen anzusehen. Als Elemente
bieten sich im KPZN folgende Begriffe an: Ich (die jeweilige KPZ), Ich-Andere
(das Verha¨ltnis der KPZ zu anderen KPZ), Ich-Ideal (so, wie die KPZ ger-
ne sein wu¨rde), Netzwerkkoordinator, Netzwerkkultur, ein Produktionsnetz
usw. Diese Liste ist beliebig vera¨nderbar. Zu den Konstrukten, die mittels
Dyadenmethode ermittelt werden ko¨nnen, geho¨ren beispielhaft kooperativ -
individuell, kommunikativ - abgekapselt, kreativ - traditionell, konfliktarm
- streitsu¨chtig und zuverla¨ssig - unzuverla¨ssig. Derartige Konstrukte sind in
hohem Maße netzwerkrelevant.
Nach der konkreten Identifikation der Probanten, Elemente und Konstrukte
kann ein weiterer wichtiger Abschnitt bei der Durchfu¨hrung einer Reperto-
ry Grid-Untersuchung in Angriff genommen werden. Dieser, nach der Wahl
des Untersuchungsgegenstandes und der Auswahl von Elementen und Kon-
strukten, dritte Schritt beinhaltet die Skalierung der Elemente hinsichtlich
der einzelnen Konstrukte in der Repertory Grid-Matrix.
8.2.2.3 Durchfu¨hrung einer Untersuchung
Im Mittelpunkt der Durchfu¨hrung einer Repertory Grid-Untersuchung steht
die Skalierung69 der Konstrukte hinsichtlich der Elemente. Es werden dabei
alle Elemente einer Untersuchung hinsichtlich der individuell von der Befra-
gungszelle (Probant) gebildeten Dimensionen bewertet. Dieser Vorgang wird
als Skalierung bezeichnet. Damit wird die Erstellung eines Grids zur Beurtei-
lungsaufgabe, wobei die Beurteilungsobjekte (Elemente) hinsichtlich mehre-
rer Beurteilungsdimensionen (Konstrukte) eingescha¨tzt werden. Die einfach-
ste Vergleichsform wu¨rde mit einer Nominalskalierung arbeiten: 0 = trifft
nicht zu und 1 = trifft zu.
Da jedoch detailliertere Ergebnisse angestrebt werden, ist bei Scheer70 die
Bildung von Rangreihen vorgesehen, die auf jedes Konstrukt angewendet wer-
den. Auch das Q-Sortierungsverfahren71 wird vorgesehen. Am gebra¨uchlich-
69Vgl. hierzu ausfu¨hrlich [Sch93a, S. 33] und [Fro95, S. 94].
70Vgl. [Sch93a, S. 33].
71Vgl. ausfu¨hrlich bei [Sch93a, S. 33].
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sten ist jedoch die Vorgehensweise, dass jedes Element mit jedem Konstrukt
unabha¨ngig voneinander auf einer mehrstufigen Skala eingeordnet wird. Dies
wird als
”
Rating Grid“ bezeichnet. Fu¨r diese Methode wird eine von -3 bis
3 abgestufte Bewertungsskala vorgeschlagen, die fu¨r jedes Element durch-
gefu¨hrt wird. Die Vorgehensweise a¨hnelt damit der Schulnotenvergabe. Eine
bessere rechnerische Beherrschbarkeit der Grids wird auf diese Art und Weise
erreicht.
Die Festlegung der Zahl der Abstufungen bleibt dem Untersucher vorbehal-
ten und ist vom Untersuchungsziel abha¨ngig. Skalen mit gerader Anzahl von
Abstufungen verhindern jedoch die Stimmenenthaltung und sind somit bes-
ser geeignet, da der Mittelwert fehlt. Eine Bewertungsskala von -3 bis 3 sagt
aus, dass fu¨r -3, -2 und -1 der linke Pol des Konstruktes (unterschiedlich
stark) fu¨r das Element zutrifft. Fu¨r 1, 2 oder 3 trifft der rechte Pol zu. 0
wa¨re eine neutrale Bewertung. Am Ende der Untersuchung ergibt sich eine
ausgefu¨llte Matrix (Abbildung 8.15). In der Matrix stellen die Zellwerte die
individuellen Elemente-Beurteilungsra¨ume dar. Fu¨r jeden Probant (hier die
KPZ Marketing, Produktion und Logistik) wird eine eigene Matrix angefer-
tigt.
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1 1 2 2 -2 1
-2 -1 1 -2 2 -1
-1 1 -2 -2 1 -1
-1 2 2 2 -1 1
Abbildung 8.15: Ausgefu¨llte Grid-Matrix
Bei Fromm72 wird noch auf die freie Skalierung nach Hargraeves verwiesen.
Damit wu¨rde eine Feingliederung einer Beziehung ermo¨glicht werden. Letzt-
72Vgl. [Fro95, S. 95].
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lich hat sich dieses Verfahren jedoch nicht durchgesetzt, da es offensichtlich
fu¨r eine quantitative Auswertung zu kompliziert ist.
8.2.3 Auswertung des Grids
Wurde eine Repertory Grid-Untersuchung bis zu diesem Stadium durch-
gefu¨hrt, kann auf ein oder mehrere ausgefu¨llte Grids zuru¨ckgegriffen und mit
der Auswertung begonnen werden. Hierzu haben sich verschiedene Verfahren
etabliert, von denen die gebra¨uchlichsten zusammen mit einigen ga¨ngigen
Variationen in Unterabschnitt 8.2.3.1 na¨her vorgestellt werden. Fu¨r den Fall
des KPZN wurde eine spezielle Vorgehensweise pra¨feriert, die zum Abschluss
genauer erla¨utert wird.
Die Auswertung und Analyse eines Grids fu¨hrt zur Selektion und Anordnung
der Rohdaten im Rahmen des Konstruktsystems. Damit wird diesen Daten
eine spezifische Rolle verliehen73. Die Anzahl an verschiedenen Auswertungs-
methoden74 fu¨r Grids ist sehr groß. Daher erweist es sich als extrem schwierig,
in diesem Rahmen einen umfassenden U¨berblick zu liefern. Aus diesem Grund
sollen im na¨chsten Abschnitt die verbreitetsten Analysemethoden vorgestellt
werden, bevor anschließend auf eine besondere Vorgehensweise im Kontext
der Kompetenzzellenanalyse eingegangen wird.
Zur Vielzahl mo¨glicher Auswertungsverfahren wurde keine vergleichende Stu-
die gefunden. Oftmals wird daher in der Praxis die Methode angewendet, die
gerade beherrscht wird, ohne weitere Verfahren in Betracht zu ziehen. Da-
bei wird unter Umsta¨nden auf bessere, da relevantere Ergebnisse verzichtet.
Die große Anzahl von Auswertungsmethoden ermo¨glicht den Einsatz spezi-
fischer Methoden fu¨r spezielle Probleme in Abha¨ngigkeit der entsprechen-
den Fragestellung und nach Kenntnisstand des Untersuchenden. Dabei ist
zwischen qualitativer und quantitativer Auswertung zu unterscheiden. Ein
anderes Unterscheidungskriterium besteht darin, ob die Untersuchung mit-
tels Grid einen einzigen Akteur oder mehrere Akteure in den Mittelpunkt
des Interesses stellt. Beim vorliegenden Fall werden mehrere KPZ auf ihre
Eigenschaften bzgl. der Eignung auf Teilnahme im KPZN analysiert.
Ein ausgefu¨lltes Grid kann als Spiegel einer großen Anzahl von Urteilen u¨ber
eine Menge von Elementen interpretiert werden, die ein Auskunftsindividu-
um zum Vergleich bereitstellt. Die Urteile u¨ber die verschiedenen Elemente
finden sich in den Spalten des Grids wieder, die Zeilen des Grids enthalten
73Vgl. [Fro95, S. 174].
74Ausfu¨hrliche Angaben zu Auswertungsmethoden finden sich bei [Rae93, S. 41 ff.],
[Fro95, S. 174 ff.] und [Sla76].
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alle Urteile, die aufgrund einer inhaltlich gleichen Unterscheidung gebildet
werden75. Das allgemeine Ziel der Auswertung besteht hierbei darin, den
Umgang der Auskunftszelle mit dem untersuchten Wirklichkeitsausschnitt
so genau wie mo¨glich wiederzugeben. Hierzu ist prima¨r die Erfassung des
Zusammenhangs von Konstrukten und Elementen notwendig. Um aus einem
ausgefu¨llten Grid ohne weitere Hilfsmittel eventuelle Zusammenha¨nge erken-
nen zu ko¨nnen, ist ein großer Erfahrungsschatz notwendig. Es existiert jedoch
ein sehr einfaches und voraussetzungsloses Verfahren, mit dem ohne großen
Rechenaufwand bereits grundlegende Zusammenha¨nge zwischen Elementen
und Konstrukten identifiziert werden ko¨nnen. Dieses als Handverfahren zur
Sortierung des Grids bekannte Methode und zwei weitere, jedoch umfangrei-
chere Methoden, werden nachfolgend kurz vorgestellt.
8.2.3.1 Die ga¨ngigsten Verfahren
Das Handverfahren76 zur Sortierung des Grids basiert auf der Idee, dass die
Reihenfolge der Elemente und Konstrukte in einem Grid vera¨ndert werden
kann, ohne dass damit die Zahlen und damit die Informationen verfa¨lscht
wu¨rden. Auf diese Weise kann durch geschickten Austausch von Zeilen oder
Spalten versucht werden, mo¨glichst a¨hnliche Zeilen und Spalten nebeneinan-
der zu platzieren. Diese Vorgehensweise wird beispielhaft in Abbildung 8.1677
dargestellt.
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Abbildung 8.16: Umstellung eines Grids beim Handverfahren
75Vgl. [Rae93, S. 42].
76Vgl. ausfu¨hrlich bei [Rae93, S. 47 ff.].
77Abbildung in Anlehnung an Abbildung 1 bei [Rae93, S. 47].
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Diese in Großbritannien als
”
focussing“ eines Grids bezeichnete Methode ist
u¨ber die Zeit hinweg mehrfach optimiert worden. Zahlreiche Wissenschaftler
steuerten in der Vergangenheit Beitra¨ge zur Vereinfachung der Handhabbar-
keit dieser Methode bei.
Im Regelfall werden beim Handverfahren zuerst die Zahlen durch verschiede-
ne Grauwerte, Schraffuren oder Farben ersetzt. Damit soll eine ansprechende
Visualisierung erreicht werden. Auch ein Analyse-Baukasten78 wurde bereits
entwickelt, wo fu¨r jede Zeile ein rechteckiger Klotz mit entsprechender Farb-
gebung auf eine Stange gesteckt werden kann. Dieser Klotz repra¨sentiert
dann die Bewertung des Elementes. Auch interaktive Software unterstu¨tzt
bereits diese explorative Methode. Im Mittelpunkt des Handverfahrens steht
der Tausch von ganzen Zeilen oder Spalten mit dem Ziel, a¨hnliche Muster
zusammenzubringen. Ist dies gelungen, kann mit der eigentlichen Analyse be-
gonnen werden. Die einfachste Herangehensweise ist dabei die Betrachtung
einer einzigen Zelle. Schwieriger wird es, wenn die Isolierung und die Analyse
eines bestimmten Ausschnittes des Grids angestrebt wird. Die komplexeste
Auswertungsmethode besteht in der Analyse und Beschreibung des Gesamt-
musters. Fachleute ko¨nnen aus geordneten Grids anhand von verschiedenen
Mustern (bei Graustufen z. B. Schwa¨rzungen) individuelle Ergebnisse her-
auslesen.
Im konkreten Beispiel, wie in Abbildung 8.16 illustriert, kann nach der Um-
stellung von Zeilen und Spalten folgende Interpretation angestellt werden:
Die Elemente Ich-Ideal und NW-Koordinator und mit Einschra¨nkungen Ich-
Andere sind bezu¨glich der Konstrukte mit relativ streitsu¨chtig und indivi-
duell sehr a¨hnlich bewertet worden. Zusa¨tzlich wurden diese Elemente auch
hinsichtlich Zuverla¨ssigkeit und Kreativita¨t gleich bewertet. Aus dieser Kon-
stellation kann geschlossen werden, dass die Elemente NW-Koordinator und
Ich-Ideal hinsichtlich signifikant vieler Konstrukte einander a¨hnlich sind. Der
Probant dieser Matrix (z. B. die KPZ Marketing) ko¨nnte im Idealfall (
”
Ich-
Ideal“) die Rolle des Netzwerkkoordinators gut erfu¨llen.
Neben diesen relativ einfachen Verfahren wie der Handauswertungsmetho-
de, bei der am grafischen Bild eines Grids die wechselseitige Bezogenheit
von Elementen und Konstrukten mo¨glichst gut visualisiert wird, und die
ohne mathematische Berechnungen erfolgen ko¨nnen, finden weitere Verfah-
ren Verwendung, die jedoch auf mathematische Grundkenntnisse aufbauen79.
Zwei dieser mathematisch orientierten Verfahren werden nachfolgend kurz
erla¨utert. Zu diesen Verfahren der computergestu¨tzten Auswertung geho¨ren
78Vgl. hierzu die Ausfu¨hrungen bei [Rae93, S. 47 ff.].
79Vgl. [Rae93, S. 53].
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neben Methoden mit Verteilungsmaßen und Indizes auch die Clusteranalyse
und die Hauptkomponentenanalyse80.
Im Mittelpunkt der Hauptkomponentenanalyse81 steht die Transformation
der gewonnenen Daten in ein Koordinatensystem. Mittels Software la¨sst sich
das wechselseitige Zusammenspiel schnell und problemlos analysieren. Bei
Verwendung der mathematischen Hauptkomponentenanalyse82 werden die
urspru¨nglichen Werte aus der Matrix so umgerechnet, dass fu¨r die Elemente
und Konstruktpole Koordinaten auf so genannten Hauptachsen in einem Ko-
ordinatensystem entstehen. Dies illustriert Abbildung 8.1783 deutlich. Diese
Abbildung orientiert sich tendenziell an den Ergebnissen der vorab durch-
gefu¨hrten Handauswertung.
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Abbildung 8.17: Biplot eines Grids bei der Hauptkomponentenanalyse
Durch die Mo¨glichkeit der Betrachtung der wechselseitigen Bezogenheit im
Bild wird diese Vorgehensweise auch
”
Biplot-Prinzip“84 genannt. Hierdurch
wird eine o¨konomische und bildliche Darstellung des wechselseitigen Zusam-
80Vgl. ausfu¨hrlich bei [Fro95, S. 192].
81Siehe [Rae93, S. 93 ff.] oder [Fro95, S. 196 ff.].
82Engl.: principal components analysis.
83In Anlehnung an Abbildung 3 bei [Rae93, S. 54].
84Vgl. [Rae93, S. 54].
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menhangs der Konstruktwelt mit den konstruierenden Elementen geliefert.
Kritiker dieser Auswertungsmethode verweisen auf die Problematik, dass die
Vielfalt der Konstrukte weitgehend auf wenige Dimensionen reduziert wird
und darunter die Aussagekraft leidet. Aus Gru¨nden der besseren Versta¨nd-
lichkeit durch Visualisierung der Ergebnisse ist jedoch zu betonen, dass ge-
rade die Vereinfachung eine Analyse erst ermo¨glicht. Im Endeffekt ko¨nnen
daher bessere Ergebnisse geliefert werden, als bei einer sehr komplexen und
undurchsichtigen Darstellung.
Eine weitere mathematisch orientierte Vorgehensweise bei der Auswer-
tung von Grids stellt die Clusteranalyse dar85. In ihrer einfachsten Form
geho¨rt auch das bereits beschriebene Handverfahren zur Clusteranalyse.
In der Grundform werden Teile der Clusteranalyse rechnergestu¨tzt durch-
gefu¨hrt. Neben dem Vorteil der Arbeitserleichterung bietet sich außerdem die
Mo¨glichkeit, zusa¨tzliche Pru¨fwerte einzufu¨hren, die noch klarere Zellunter-
scheidungskriterien liefern ko¨nnen. Damit wird die erzielte Lo¨sung verla¨ssli-
cher86. Außerdem kann bei Rechnerunterstu¨tzung eine grafische Darstel-
lung der Ergebnisse in Baumstruktur erzielt werden. Hierzu wird auf die
Ausfu¨hrungen bei Fromm87 und Raeithel88 verwiesen. Bei einer grafischen
Darstellung werden die numerisch a¨hnlichsten Elemente und Konstrukte
ra¨umlich nahe zueinander angeordnet. Zusa¨tzliche Schnittpunkte und die La-
ge der Linien illustrieren die Verha¨ltnisse der Elemente untereinander. Damit
kann eine recht anschauliche Darstellung der Beziehungen erreicht werden.
Beim Einsatz der Clusteranalyse sollte jedoch immer darauf geachtet wer-
den, ob die rechnerischen Mo¨glichkeiten der inhaltlichen Bedeutung und
Relevanz des Grids entsprechen. So kann das Ergebnis einer Clusteranaly-
se von einem Ergebnis der Hauptkomponentenanalyse durchaus abweichen.
Aus diesem Grund empfiehlt es sich, beide Analysemethoden einzusetzen.
Eventuelle U¨bereinstimmungen der Ergebnisse ko¨nnen dann als Indikator
fu¨r die Richtigkeit interpretiert werden. Auf weitere Einzelheiten bzgl. der
Berechnungsalgorithmen soll in diesem Rahmen verzichtet werden. Weitere
Auswertungsmethoden finden sich bei Raeithel89.
85Siehe [Fro95, S. 193 ff.] und [Rae93, S. 56 ff.].
86Vgl. [Fro95, S. 193].
87Vgl. [Fro95, S. 194].
88Vgl. [Rae93, S. 57].
89Vgl. [Rae93, S. 58 ff.].
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8.2.3.2 Auswertung im Kontext des KPZN
Wie bereits erwa¨hnt, ko¨nnen die ausgefu¨llten Grids der KPZ auf verschie-
dene Weise ausgewertet und einem elektronisch gestu¨tzten Datenbankinfor-
mationssystem zur Verfu¨gung gestellt werden. Wenn die Repertory Grid-
Methodik im speziellen Fall zur Analyse von KPZ in KPZN zum Einsatz
kommen soll, kann auf die vorhandenen Auswertungsverfahren zuru¨ckgegrif-
fen werden. Im vorliegenden Fall wird jedoch eine andere Vorgehensweise
bevorzugt. Dies resultiert daraus, dass im Grid eine Anzahl von Objekten
vorausgesetzt wird, deren gemeinsame Merkmale zuna¨chst u¨ber Clusterbil-
dung analysiert wird. Anschließend wird gepru¨ft, ob ein spezielles anderes
Objekt eine hohe Affinita¨t bezu¨glich der zuvor ausgemachten Attribute be-
sitzt. Bei der Genese eines KPZN werden jedoch alle Netzwerkknoten neu mit
KPZ belegt. Aus diesem Grunde eignet sich das Grid zwar zur Generierung
der Attribute und deren Bewertung, nicht aber zur Analyse der Netzwerk-
struktur.
Wie u¨blich fu¨llen die KPZ die genormten Grids aus. Anschließend wird die
Ich-Spalte, die als eine Art Selbstbeschreibung zu verstehen ist, aus dem
Grid entfernt. Durch die Art und Weise der Interviewfu¨hrung ist diese Spal-
te nur schwer manipulierbar. In einem neuen Grid werden dann alle Ich-
Beschreibungen der jeweilig befragten KPZ zusammengefasst. Hieraus resul-
tiert eine Matrix, bei der die Elemente durch die einzelnen KPZ repra¨sentiert
werden. Die Spalten beinhalten wie gewohnt die bipolaren Konstrukte. Diese
Matrix mit allen Ich-Beschreibungen dient als Ergebnistableau der einzelnen
KPZ im Rahmen des KPZN. Danach erfolgt die eigentliche Auswertung des
Grids. Fu¨r die Gestaltung von Netzwerken erscheint es besonders wichtig,
neben der Betrachtung von Akteuren und zugeordneten Kompetenzen auch
Modelle zu entwickeln, die die Interdependenzen der Netzwerkakteure ana-
lysieren und die hieraus resultierenden Wirkungen fu¨r das gesamte KPZN
ermitteln ko¨nnen. So ko¨nnen am Ende des Analyseprozesses die Zellen des
Grids mit Hilfe der in Abschnitt 8.3 ausfu¨hrlich beschriebenen Polyedralen
Analyse auf eine neue Art und Weise ausgewertet und in einem elektronisch
gestu¨tzten Datenbankinformationssystem zur Verfu¨gung gestellt werden.
Urspru¨nglich aus der klinischen Psychologie/Diagnostik kommend, hat die
Repertory Grid-Methodik in zunehmenden Maße auch andere sozialwissen-
schaftlich motivierte Arbeitsgebiete erobert. So wird gerade in ju¨ngster Zeit
versucht, o¨konomische Sachverhalte mit dieser Methode zu interpretieren und
zu analysieren. Durch die Flexibilita¨t dieses Verfahrens, bei welchem ledig-
lich die spezielle Form der Befragung festgelegt ist, war die Problematik
der U¨bertragung auf andere Problembereiche und Sachverhalte von eher ge-
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ringerem Ausmaß. Verschiedene Tests haben eine ausreichende Validita¨t90
und Reliabilita¨t91 dieser Methode nachgewiesen, so dass der Einsatz der Re-
pertory Grid-Methodik auch in anderen Bereichen als der psychologischen
Diagnostik als vorteilhaft anzusehen ist92.
8.3 Polyedrale Analyse
Nach erfolgter Datensammlung mittels der Repertory Grid-Methodik wird
im folgenden Abschnitt ein Modell vorgestellt, mit welchem die gesammel-
ten Daten, in der Regel Soft–facts, analysiert werden ko¨nnen.93 Dabei soll
im Anschluss an Repertory Grid-Datenerhebung eine grundsa¨tzlich andere
Methode zum Einsatz kommen, als die in der empirischen Sozialforschung
bekannten. Im Gegensatz zu diesen erfolgt keine graphentheoretische Mo-
2Vom MRP zum SCM
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dellierung der Relationen von Objekten, sondern ein gruppentheoretischer
Ansatz der Modellierung der Relationen der Attribute dieser Objekte. Die
Beziehung der Objekte ergibt sich implizit.
8.3.1 Modell zur Polyedralen Analyse
Fu¨r die Analyse komplexer sozialer Sachverhalte, insbesondere wenn es sich
dabei um so genannte Soft-skills handelt, erscheinen mathematische Model-
le zuna¨chst weniger geeignet, um sinnvolle und auswertbare Ergebnisse er-
zielen zu ko¨nnen. Aber gerade fu¨r die Gestaltung von Netzwerken wird es
wichtig, neben der Betrachtung der einzelnen Akteure und deren Kompe-
tenzen, Modelle zu entwickeln und einzusetzen, die die Betrachtung der In-
terdependenzen zwischen den handelnden Personen und daraus resultieren-
der Wirkungen fu¨r das gesamte System ermo¨glichen. Dieser Abschnitt liefert
einen mathematischen Rahmen innerhalb dessen sich die Beziehungen von
Objekten (hier Personen in KPZ) zu ihrer Gesamtstruktur (hier Kooperati-
on/Netzwerk/KPZN) analysieren lassen94. Es wird gezeigt, wie eine bina¨re
Relation zwischen zwei abstrakten Mengen geometrisch als Komplex von
Objekten mit bestimmten Attributsauspra¨gungen interpretiert werden kann.
Die algebraische Topologie dient zur Analyse der globalen Systemstruktur
90Validita¨t = Brauchbarkeit und wachsendes Verstehen.
91Reliabilita¨t = Maß zur Bestimmung des Ausmaßes, in dem ein Test unempfindlich fu¨r
Vera¨nderungen ist.
92Vgl. [Alt96, S. 84].
93Vgl. hierzu auch die Ausfu¨hrungen bei Walter und Teich in [Wal02].
94Siehe hierzu die Ausfu¨hrungen von [Atk77, S. 1 ff.].
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und zur Gewinnung neuer Einsichten in die Konnektivita¨t der individuellen
Systemelemente.
8.3.1.1 Formale Beschreibung des Modells
Die Modellierung erfolgt als eine Relation λ ⊂ Y × X zwischen den Ele-
menten zweier finiter Mengen, der Attributmenge X = {x1, ..., xn} und einer
Objektmenge Y = {y1, ..., ym}. λ definiert die Assoziation zwischen Objekten
und ihren Attributen. Die geometrische Repra¨sentation von λ leitet sich aus
dieser mengentheoretischen Beschreibung ab, indem die Elemente {x1, ..., xn}
der Menge X die Eckpunkte eines Komplexes KY (X; λ) repra¨sentieren und
die Elemente {y1, ..., ym} der Menge Y die so genannten Simplexe. Ein solcher
Simplex wird ha¨ufig in der diskreten Mathematik/Linearen Algebra als Syn-
onym fu¨r polygonal95 berandetes Gebiet bezeichnet, also als kleinste konvexe
Menge, die die gegebenen Attribute entha¨lt.
Die Simplexe, die den Komplex KY (X; λ) bilden, sind durch die Relation λ
definiert. Somit ist σr−1 = 〈xi1 , xi2 , ..., xir〉 ein Element von KY (X; λ) genau
dann, wenn ein yj ∈ Y existiert mit (yj, xis) ∈ λ fu¨r alle s = 1, ..., r. In
diesem Fall wird der Simplex mit yj bezeichnet, r− 1 gibt dessen Dimension
an. Die Dimension von K (dimK) ist durch den gro¨ßten Index aller σr−1 von
K definiert. Somit steht jedes Element der Menge Y in einer λ-Beziehung zu
mindestens einem Element aus der Menge X. λ induziert also den Komplex
KY (X; λ) der Simplexe, welcher die geometrische Interpretation der globalen
Abbildung der Relation λ darstellt.
8.3.1.2 Ein Beispiel
Zur Diskussion des theoretischen Ansatzes soll an dieser Stelle ein Beispiel
das Versta¨ndnis verbessern. Die Definition des Komplexes erfolgt innerhalb
des weiter oben beschriebenen personalwirtschaftlichen Kontextes anhand
von Fu¨hrungskra¨ften, deren Aufgabe es ist, in einer Netzwerkorganisation
erfolgreich zu interagieren. Dabei handelt es sich in diesem Beispiel zuna¨chst
um die Vorgesetzten der Abteilungen Konstruktion, Design, Controlling und
EDV, die spa¨ter erga¨nzt werden um die Vorgesetzten der Abteilungen Marke-
ting, Personal und Forschung. Diese Abteilungen befinden sich, der Idee eines
u¨berbetrieblichen Netzwerkes entsprechend, in verschiedenen Unternehmen.
95Polygon = durch endlich viele lineare Gleichungen/Ungleichungen beschriebener Be-
reich, vgl. [Sch01b, S. 500].
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Um den Wertscho¨pfungsprozess fu¨r ein gemeinsames Produkt von der Ent-
wicklung bis zum Verkauf unternehmensu¨bergreifend gestalten zu ko¨nnen,
mu¨ssen die genannten Fu¨hrungskra¨fte neben ihren Aufgaben in der jeweiligen
Abteilung auch sicherstellen, dass eine Zusammenarbeit zwischen den Abtei-
lungen erfolgt. Die Art und Weise der Erfu¨llung dieser Anforderungen und die
U¨bernahme der damit verbundenen netzwerkspezifischen Rollen ha¨ngen auch
davon ab, welche Kompetenzen bzw. Fa¨higkeiten diese Fu¨hrungskra¨fte ha-
ben. Im Beispiel wird aus Gru¨nden der Versta¨ndlichkeit vereinfachend ange-
nommen, dass diese Fu¨hrungskra¨fte kooperationsfa¨hig, kommunikationsfa¨hig
und konfliktfa¨hig sowie kreativ und zuverla¨ssig sein mu¨ssen. Desweiteren wird
angenommen, dass die individuelle Auspra¨gung dieser Fa¨higkeiten bei jeder
der Fu¨hrungskra¨fte unterschiedlich ist und fu¨r einen bestimmten Zeitpunkt
bereits ermittelt wurde. Die Bestimmung der Attribute und ihre Auspra¨gun-
gen bei den verschiedenen Objekten ist Ergebnis des Repertory Grids.
Die den Personen zuordenbaren Fa¨higkeiten sind demnach definiert als Men-
ge X = {kooperativ, kreativ, kommunikativ, konfliktfa¨hig, zuverla¨ssig}. Die
Menge Y der Simplexe ist definiert als Y = {Konstruktion, Design, Con-
trolling, EDV}, wobei die Bezeichnung fu¨r die Vorgesetzten der jeweiligen
Fachabteilungen stehen. Die Beziehung λ zwischen X und Y wird durch
(xi, yj) ∈ λ beschrieben, wenn die Person yj die Fa¨higkeit xi besitzt. Im
ersten Beispiel bestehe die Beziehung aus:
λ = {(y1, x1), (y1, x2), (y1, x3), (y2, x3), (y2, x4), (y3, x5)}. (8.2)
Somit ergeben sich die Simplexe von KY (X; λ) als
y1 = 〈x1, x2, x3〉, y2 = 〈x3, x4〉, y3 = 〈x5〉. (8.3)
Besonders zu betonen ist, dass der Abteilungsleiter EDV keine der betrach-
teten Fa¨higkeiten besitzt. Der Simplex y4 ist folglich leer und geho¨rt nicht
zu KY (X; λ). Die Abbildung 8.18 illustriert die geometrische Struktur von
Komplex KY (X; λ). y1 und y2 bilden einen Teilkomplex und y3 einen weite-
ren.
Der Chef der Abteilung Konstruktion verfu¨gt u¨ber drei der erforderlichen
Fa¨higkeiten. In der Abbildung ist dieser Simplex als Dreiecksfla¨che mit den
Eckpunkten x1, x2 und x3 dargestellt. U¨ber die Fa¨higkeit kommunikativ ist
er mit dem Leiter der Abteilung Design verbunden. Die Punkte x3 und
x4 begrenzen die Strecke, die den Simplex Design definiert. Obwohl der
Controlling-Verantwortliche wenigstens eine Fa¨higkeit besitzt, definiert er



















Abbildung 8.18: Geometrische Interpretation von KY (X;λ)
nur einen Teilkomplex aus K, der mit den anderen Simplexen nicht verbun-
den ist. Es ist offensichtlich, dass das Beispielsystem nur eine sehr geringe
Verbundenheit, im weiteren als Konnektivita¨t bezeichnet, besitzt.
Eine kompakte Form, die Relation λ zu repra¨sentieren, ist die Angabe einer
Insidenzmatrix Λ. Ein Eintrag in Λ an der Position (i, j) erfolgt unter der
Annahme der Korrespondenz zu (xi, yj). Formal folgt
λij =
{
1, wenn (yi, xj) ∈ λ
0, sonst.
(8.4)




Die Teilkomplexe ko¨nnen durch Sortieren der Insidenzmatrix als nicht zu-
sammenha¨ngende Diagonalblo¨cke dargestellt werden. Im Weiteren soll die
Betrachtung und Analyse jedes Teilkomplexes als eigensta¨ndiger Komplex
erfolgen.
Nachdem die mathematische Struktur des Modells festgelegt wurde, sind
im na¨chsten Abschnitt die Definitionen aussagekra¨ftiger Maße der Simple-
xe vorzunehmen. Die Theorie bietet an dieser Stelle zahlreiche Mo¨glichkei-
ten, Aussagen u¨ber einen Simplex zu gewinnen. Aufgrund der Beschra¨nkung
der pragmatischen Problemstellung erfolgt eine Einschra¨nkung auf die Maße
Konnektivita¨t und Exzentrizita¨t.
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8.3.2 Kenngro¨ßen des Modells zur Netzwerkbeurtei-
lung
Dieser Abschnitt bescha¨ftigt sich mit der Struktur der Verbindungen inner-
halb von K. Zum einen erfolgt die Kla¨rung der Frage nach der inneren Struk-
tur eines Komplexes (oder der Komplexe), die so genannte Konnektivita¨t Q
und zum anderen die Hervorhebung der Bedeutung des einzelnen Simplexes
innerhalb seines Komplexes, die so genannte Exzentrizita¨t.
8.3.2.1 Konnektivita¨t und Exzentrizita¨t
Zuna¨chst erfolgt die Betrachtung der Sta¨rke der Verbindungen innerhalb von
K. Dieses Maß wird als Konnektivita¨t oder auch als
”
chain of connection“96
bezeichnet. Die Konnektivita¨t ist wie folgt definiert. Gegeben seien zwei Sim-
plexe der Dimension σi und σj. Sie gelten als verbunden, wenn es eine finite
Folge von Attributen σa1 , ..., σan gibt, fu¨r die gilt:
• σa1 ist Attribut von σi,
• σan ist Attribut von σj und
• σas und σas+1 sind gemeinsame Attribute, mit s = 1, ..., n− 1.
Die Konnektivita¨t besitzt den Wert n− 1. Es ist erkennbar, dass es sich bei
dieser Notation um eine A¨quivalenzrelation97 der Simplexe von K handelt.
Als Maß fu¨r die globale Konnektivita¨t von K wird der Strukturvektor Q
eingefu¨hrt. Die Elemente des Vektor sind nicht-negativ und indizieren die
Anzahl der A¨quivalenzklassen in K fu¨r jedes q mit q = 1, ..., dimK, so dass
gilt:
• Qi = Anzahl Simplexe der Dimension i in K, mit i = 0, ..., dimK und
• Q = (Qdim K , ..., Q0).
Intuitiv kann sich der Betrachter von K vorstellen, er benutzt eine Art Spe-
zialbrille, durch die nur i-dimensionale (Teil)Simplexe sichtbar sind. Der Be-
trachter sieht dann den in Qi Teile aufgelo¨sten KomplexK. Der Vektor liefert
96Siehe hierzu die Ausfu¨hrungen von [Atk77, S. 19].
97Vgl. [Bro87, S. 547].
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somit Information u¨ber die Zusammensetzung der λ-Relationen in den
”
zer-
fallenen“ Teilen und die Dimension, welche die Verbindungen aufspannen.
Die mathematische Berechnung von Q erfolgt u¨ber ΛΛ′ − Ω, mit Λ als Insi-
denzmatrix der Dimensionm×n, Λ′ als deren Konjugierte sowie einer Matrix
Ω der Dimension m ×m, deren Elemente 1 sind. Aus der oberen Dreiecks-
matrix ist die Anzahl der gemeinsamen Attribute zweier Simplexe ablesbar.
Die ganzzahligen Werte auf der Hauptdiagonale entsprechen den gesuchten
Werten der Dimensionen und bilden den Eintrittspunkt fu¨r die Suche nach
Zusammenha¨ngen der Dimension σ.
Wa¨hrend der Strukturvektor Q wertvolle Information u¨ber die Konnektivita¨t
innerhalb von K zur Verfu¨gung stellt, fehlt bisher eine Aussage u¨ber die
individuelle Bedeutung der Simplexe fu¨r K. Diese Aussage liefert das Maß
der Exzentrizita¨t. Die Exzentrizita¨t eines Simplex ecc(σ) gibt Auskunft u¨ber
den Grad der Integration von Simplex σ in den Komplex K und ist als









mit qˆ als Dimension von σ und q˜ als gro¨ßte Dimension einer gemeinsamen
benachbarten Teilstruktur. Die Exzentrizita¨t ist demnach ein Maß, welches
die Anzahl der λ-Relationen von σ ins Verha¨ltnis zur Verbundenheit zum
Rest des Komplexes setzt. Es ist offensichtlich, dass ein hochdimensionales
σ mit ebenfalls hoher Konnektivita¨t zum Versta¨ndnis von K wichtiger ist,
als ein niedrigdimensionales oder ein schwach verbundenes. Beide Aspekte
fließen in die Berechnung von ecc(σ) ein98.
Im obigen Beispiel besteht der erste Komplex aus den Simplexen y1 und y2. y1
ist zweidimensional und in einem Punkt mit y2 verbunden. Die Verbindung
ist nulldimensional. Daraus ergibt sich fu¨r y1 eine hohe Exzentrizita¨t vom
Wert 2. Die vollsta¨ndigen Berechnungswerte fu¨r das erste Beispiel sind in
der Tabelle 8.1 zusammengefasst.
Komplex 1 Komplex 2 Komplex 3
Simplex yi mit i 1 2 3 4
Exzentrizita¨t ecc 2 1 ∞ ∞
Konnektivita¨t Q 2 0
( 1 2 1 ) ( ) ( )
Tabelle 8.1: Ergebnisse aus dem ersten Beispiel
98Gibt es keine gemeinsamen Attribute, ist q˜ = −1 und ecc(σ) =∞.
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8.3.2.2 Hohlra¨ume oder was in K fehlt
Der vorherige Abschnitt hatte zur Aufgabe, die Fa¨higkeiten der im Netzwerk
bereits agierenden Personen zu untersuchen. Der Fokus der jetzigen Betrach-
tung liegt in der Bestimmung, was in K nicht vorhanden ist, d. h. welche
Fa¨higkeiten an welcher Stelle im Netzwerk nicht vorhanden sind und sich
somit negativ auf den Zusammenhalt des Systems auswirken ko¨nnen. Diese
Frage ist mo¨glicherweise nicht so sehr von mathematischer Bedeutung, fu¨r die
Analyse komplexer Personalstrukturen sind dennoch interessante Ergebnisse
zu erwarten. Aus diesem Grunde soll die Frage gekla¨rt werden, ob durch die
Aufnahme von zusa¨tzlichen Simplexen in K die Struktureigenschaften des
Komplexes im Sinne von Ausgewogenheit bezu¨glich der Exzentrizita¨ten und
der Konnektivita¨t verbessert werden ko¨nnen.
Die Illustration der theoretischen Ausfu¨hrungen erfolgt an einem zweiten
Beispiel, welches durch eine Erga¨nzung aus dem obigen Beispiel hervorgeht.
Die Menge Y der Simplexe wird wie folgt erweitert um die Vorgesetzten der
Abteilungen Marketing, Personal und Forschung:
YBeispiel2 = YBeispiel1 ∪ {Marketing, Personal, Forschung}. (8.7)
Die Relation λ wird ebenfalls erweitert auf
λBeispiel2 = λBeispiel1 ∪ {(y5, x1), (y5, x3), (y5, x5), (y6, x1), (y6, x2),(8.8)
(y6, x5), (y7, x2), (y7, x3), (y7, x4), (y7, x5)}.
Somit ergeben sich als neue Simplexe von KY (X; λ)
y5 = 〈x1, x3, x5〉, y6 = 〈x1, x2, x5〉, y7 = 〈x2, x3, x4, x5〉. (8.9)
Dieses Beispiel beschra¨nkt sich aus Darstellungsgru¨nden auf Simplexe mit
σr−1 mit r ≤ 4 (Abbildung 8.19).
Jedes Teilbild zeigt den gesamten Komplex und als Hervorhebung den Sim-
plex, der jeweils mit einer Teilfla¨che zur Begrenzung des Hohlraumes bei-
tra¨gt. Das unterste Teilbild zeigt ein durch vier Dreiecksfla¨chen begrenztes
Tetraeder, welches selbst nicht als Simplex definiert wurde und somit auch
nicht auf die Struktur des Komplexes zuru¨ckwirkt. Ein solches Objekt wird
als Hohlraum bezeichnet. Fu¨r gro¨ßere Strukturen, insbesondere mit ho¨herer
Dimension, ist die Suche nach solchen Hohlra¨ume an die Existenz effizienter
Algorithmen gebunden, die unter anderem Teich99 beschrieben, program-
miert und getestet hat und an dieser Stelle nicht weiter ausgefu¨hrt werden
sollen. Eine Berechnung von Komplex eins liefert die folgenden Werte:
99Vgl. [Tei90, S. 1 ff.].






















































Abbildung 8.19: Hohlraum und seine begrenzenden Simplexe
Komplex 1
Simplex yi mit i 1 2 3 5 6 7
Exzentrizita¨t ecc 0,5 0 0 0,5 0,5 1
Konnektivita¨t Q 3 0
( 1 4 1 1 )
Tabelle 8.2: Ergebnisse aus dem zweiten Beispiel
Das Beispiel zeigt, dass sich der Simplex y7 durch eine hohe Exzentrizita¨t
auszeichnet und der Komplex vor allem durch zweidimensionale Teilsimplexe
(Begrenzung durch drei Attribute) eine schlechte Konnektivita¨t besitzt (= 4).
Es stellt sich die Frage, wie diese Strukturparameter beeinflussbar sind.
8.3.2.3 Beeinflussung des Verhaltens innerhalb des Komplexes
Nach der Beschreibung der Identifikation eines Hohlraumes (fehlende Fa¨hig-
keiten) im vorhergehenden Abschnitt erfolgt die Beantwortung der Frage, wie
sich das Einfu¨gen eines Simplex mit den Eigenschaften dieses Hohlraumes
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auf die Struktureigenschaften des Komplexes, also auf die Maße Exzentri-
zita¨t und Konnektivita¨t der anderen Simplexe auswirkt. Das dritte Beispiel
geht aus dem zweiten Beispiel durch die Mengenvereinigung
YBeispiel3 = YBeispiel2 ∪ {Hohlraum} (8.10)
hervor. Die Relation λ wird ebenfalls erweitert auf
λBeispiel3 = λBeispiel2 ∪ {(y8, x1), (y8, x2), (y8, x3), (y8, x5)}. (8.11)
Somit ergibt sich
y8 = 〈x1, x2, x3, x5〉 (8.12)
als neuer Simplex von KY (X; λ). Eine erneute Berechnung von Komplex
eins liefert die folgenden Ergebnisse (auf y4 = 〈 〉 wird bei der Betrachtung
verzichtet):
Komplex 1
Simplex yi mit i 1 2 3 5 6 7 8
Exzentrizita¨t ecc 0 0 0 0 0 0,333 0,333
Konnektivita¨t Q 3 0
( 2 1 1 1 )
Tabelle 8.3: Ergebnisse aus dem dritten Beispiel
Das dritte Beispiel zeigt deutlich, wie der Konnektivita¨tsvektor Q nunmehr
nahezu gleiche niedrige Zahlen (im Idealfall 1) entha¨lt, was auf eine sehr star-
ke Konnektivita¨t des Komplexes schließen la¨sst. Auch die Exzentrizita¨ten
konnten sehr stark reduziert werden (im Idealfall 0), was ebenfalls darauf
schließen la¨sst, dass kein Simplex eine exponierte Stellung besitzt. Das Bei-
spiel kann somit demonstrieren, dass mit einer sinnvollen mathematischen
Modellierung die Systemeigenschaften von komplexen Problemstellungen ge-
schickt und mit Sachkenntnis gezielt beeinflusst werden ko¨nnen. Eine perso-
nalwirtschaftliche Interpretation der Ergebnisse erfolgt in der Zusammenfas-
sung.
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8.3.3 Wertung des Ansatzes
Der Abschnitt der mathematischen Modellierung von komplexen Personal-
strukturen sowie deren Analyse zeigt einen mo¨glichen Weg zur Integration
von quantitativer und qualitativer Vorgehensweise. Die in den Beispielen er-
mittelten Ergebnisse sind problembezogen zu diskutieren und zu interpre-
tieren. Mit dem vorgeschlagenen Modell wird jedoch nur der erste Teil eines
Weges beschrieben, der vielversprechend erscheint, um die algebraische Theo-
rie der Gruppen fu¨r einige interessante personalwirtschaftliche Analysepro-
bleme nutzbar zu gestalten. Aus diesem Grunde wurden die mathematischen
Ausfu¨hrungen auf ein sinnvolles Maß simplifiziert, um den Ansatz versta¨nd-
lich zu gestalten und in erster Linie die Richtung des Weges aufzuzeigen. Die
U¨bertragbarkeit des Modells von Bina¨rwerten der Insidenzmatrixelemente zu
reellen Zahlen ist gewa¨hrleistet.
8.4 Zusammenfassung
Aus personalwirtschaftlicher Perspektive ko¨nnen die Ergebnisse dieses Kapi-
tels der am Beispiel eines KPZN durchgefu¨hrten mathematischen Analysen
folgendermaßen interpretiert werden100:
Verbundenheit der im Netzwerk interagierenden Fu¨hrungskra¨fte: Das darge-
stellte Beispielsystem besitzt insgesamt nur eine geringe Verbundenheit,
d. h. die vier genannten Fu¨hrungskra¨fte, die Vorgesetzten der Abtei-
lungen Konstruktion, Design, Controlling und EDV, wollen koopera-
tiv eine Aufgabe erfu¨llen, sind aber u¨ber ihre Fa¨higkeiten nur gering
untereinander verbunden. Daraus resultiert eine eher geringe Interak-
tion der beteiligten Fu¨hrungskra¨fte, was dysfunktional hinsichtlich der
Aufgabenerfu¨llung wirken kann. Gleichzeitig wurde ermittelt, dass die
beteiligten Personen unterschiedlich stark mit dem System verbunden
sind: der Vorgesetzte der Abteilung Design ist nur ganz gering und
der Vorgesetzte der Abteilung Controlling gar nicht mit dem System
verbunden.
Suche nach Kompetenzen im Netzwerk: Wenn das analysierte System eine
geringe Verbundenheit aufweist und die Akteure unterschiedlich stark
integriert sind, ergibt sich die Notwendigkeit nach
”
Lu¨cken“ zu suchen.
100Die Ergebnisse der Interpretation entstanden in Zusammenarbeit mitWalter und sind
in [Wal02] dokumentiert.
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Bezogen auf das Beispiel heißt das zu ermitteln, welche Fa¨higkeiten
oder Akteure an welchen Stellen im System fehlen. Diese fehlenden
Kopplungen sind als eine Ursache fu¨r die geringe Bindungssta¨rke zu
interpretieren und damit auch als Ansatzpunkte fu¨r personalwirtschaft-
liche Interventionsmaßnahmen zur Verbesserung der Systemeigenschaf-
ten zu sehen. Im simplifizierten Beispiel des Abschnittes 8.3.2.3 wu¨rde
ein zusa¨tzlicher Akteur mit den Fa¨higkeiten kooperativ, kreativ, kom-
munikativ und zuverla¨ssig dem System hinzugefu¨gt.
Vera¨nderung des Netzwerkverhaltens durch Erga¨nzung von Fa¨higkeiten:
Die erneute Berechnung der Bindungssta¨rke nach Erga¨nzung des zuvor
als fehlend ermittelten Akteurs zeigt eindeutig, dass die Bindungssta¨rke
sich nach der Vera¨nderung wesentlich erho¨ht hat und damit eine inten-
sivere Kooperation der beteiligten Fu¨hrungskra¨fte als zuvor erfolgen
kann.
Das zugrunde gelegte mathematische Modell besticht dadurch, dass es da-
mit mo¨glich wird, zeitpunktbezogen Fa¨higkeitsdefizite fu¨r ein soziales Sy-
stem zu ermitteln, die sich daraus ergeben, dass der Erfolg eines Netzwerkes
in besonders hohem Maße von der wechselseitigen Interaktion der beteiligten
Fu¨hrungskra¨fte abha¨ngt. So ko¨nnen im ungu¨nstigen Fall bestimmte Fa¨higkei-
ten, die bei einzelnen Akteuren durchaus vorhanden sind, nicht zum Tragen
kommen, weil der oder die Interaktionspartner diese Fa¨higkeit nicht besitzen
(z. B. Kommunikationsfa¨higkeit, Konfliktfa¨higkeit).
Das Modell liefert nur dann sinnvolle Informationen hinsichtlich vorhande-
ner und notwendiger Fa¨higkeiten der in einem sozialen Netzwerk handelnden
Fu¨hrungskra¨fte, wenn es als Teil eines personalwirtschaftlichen Gesamtkon-
zeptes fu¨r das KPZN gesehen und angewendet wird. Dazu geho¨rt zuna¨chst
die Erarbeitung von spezifischen Anforderungsprofilen fu¨r die in einem spezi-
fischen Netzwerk handelnden Fu¨hrungskra¨fte, aus denen nicht nur fachliche,
sondern auch methodische und soziale Anforderungen hervorgehen. Auf der
Basis dieser im Sinne von Soll-Gro¨ßen definierten Anforderungen ko¨nnen fu¨r
bereits im Netzwerk arbeitende Fu¨hrungskra¨fte vorhandene Fa¨higkeiten und
Potenziale mittels bekannter personalwirtschaftliche Beurteilungsinstrumen-
te101 eingescha¨tzt werden. Die Ergebnisse bilden dann die Eingangsinforma-
tionen fu¨r die mathematische Analyse. Das Repertory Grid hat sich in diesem
Zusammenhang als geeignete Methode zur Findung und Messung von rele-
vanten Attributen der Kompetenzzellen erwiesen.
101Als Beurteilungsinstrumente ko¨nnen unterschiedliche Testverfahren, fu¨r die Potenzi-
alanalyse insbesondere das Assessment Center eingesetzt werden. Einen U¨berblick dazu
liefert Scholz in [Sch00d, S. 467 ff.].
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Wenn, wie im vorliegenden Beispiel, deutlich wird, dass an bestimmten Stel-
len im Netzwerk Fa¨higkeiten bzw. Kompetenzzellen mit den entsprechenden
Fa¨higkeiten fehlen, ko¨nnen auf dieser Grundlage sozialwissenschaftliche Ent-
scheidungen hinsichtlich Personalbeschaffung und -entwicklung vorbereitet
werden. Insbesondere fu¨r die Entwicklung (im SFB 457 auch als Evolution
bezeichnet) der KPZ ist diese Erkenntis wesentlich und muss in der Zukunft
weiter verfolgt werden. Bei der Personalbeschaffung geht es nicht nur um die
Suche nach Personen, die den definierten Anforderungsprofilen entsprechen.
Gebraucht werden Personen mit Fa¨higkeiten, die ihnen eine Integration in
das existierende Netzwerk ermo¨glichen bzw. die es durch ihre Fa¨higkeiten
sinnvoll so erga¨nzen, dass eine hohe Verbundenheit aller Akteure und damit
des gesamten Systems erreicht werden kann.
Da es in einem Kompetenzellen-Netzwerk schwer mo¨glich sein wird, erforder-
liche Fa¨higkeiten permanent durch Rekrutierung zusa¨tzlicher Fu¨hrungskra¨fte
zu erga¨nzen, erlangt die Kompetenzentwicklung von bereits im Netzwerk
handelnden Personen eine besondere Bedeutung. Dabei ko¨nnen nicht nur
Maßnahmen externer Weiterbildung im Mittelpunkt stehen, sondern ebenso
Mo¨glichkeiten der Strukturgestaltung und Karriereentwicklung. In Netzwer-
ken haben Fu¨hrungskra¨fte einen gro¨ßeren Handlungsspielraum als in hier-
archisch organisierten Unternehmen. Die damit gebotenen Mo¨glichkeiten fu¨r
aktives, selbstbestimmtes Handeln ko¨nnen bei entsprechender Gestaltung der
Kontextbedingungen zum Kompetenzerwerb in der Arbeitssituation fu¨hren.
Unter motivationalen Gesichtspunkten werden Aspekte der Karriereentwick-
lung besonders wichtig, da Netzwerke zu tempora¨ren und sehr flexiblen Struk-
turmodellen geho¨ren und keine bzw. nur sehr flache Hierarchien aufweisen.
Daraus resultiert ein hohes Maß an Unwa¨gbarkeiten fu¨r die perso¨nliche Ent-
wicklung der im Netzwerk handelnden Fu¨hrungskra¨fte, aber auch anderen
Schlu¨sselpersonen.
Die Befa¨higung zur Arbeit in einem Netzwerk ist zum Teil mit der Arbeit
in Gruppen zu vergleichen und muss deshalb auch als ein von vielen Ein-
flussfaktoren abha¨ngiger Entwicklungsprozess gesehen werden, der nicht nur
neue Anforderungen fu¨r die im Netzwerk kooperierenden Fu¨hrungskra¨fte mit
sich bringt, sondern auch fu¨r deren Mitarbeiter und fu¨r die Leitungen der
beteiligten Unternehmen102. Zusa¨tzlich stellt sich die Forderung nach prak-
tikablen Unterstu¨tzungssystemen fu¨r Managemententscheidungen, die eine
Analyse komplexer Strukturen in Netzwerken ermo¨glichen. Der Autor rea-
lisierte im Zusammenhang mit dieser Arbeit zum vorgestellten Modell eine
Software, die eben diese Analyse detailliert durchfu¨hrt und Aussagen u¨ber
die Beeinflussung dieser Strukturen liefert. Die Interpretation von Exzentri-
102Vgl. dazu auch [Wal01, S. 171 f.].
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zita¨ten und Konnektivita¨ten fu¨r selbstkonfigurierte Testnetzwerke zeigte die
Leistungsfa¨higkeit des Modells.
Unter den Bedingungen des Wandels und der Notwendigkeit, innovativ und
flexibel Marktanforderungen zu antizipieren, werden Unternehmensstruktu-
ren zunehmend tempora¨rer Art sein und die Kooperation u¨ber die Grenzen
eines Unternehmens hinaus wird relevanter. Es bereitet jedoch bereits Schwie-
rigkeiten, eine ausreichende und effiziente Kooperation zwischen Abteilungen
innerhalb einer Organisation zu verwirklichen103. Die Quote des Misslingens
kooperativer Unternehmensformen, d. h. interorganisationaler Zusammenar-
beit, ist außerordentlich hoch104. Theorie und Praxis sind deshalb auf der
Suche nach Mo¨glichkeiten, solche hochkomplexen Prozesse der Kooperati-
onsgestaltung wirksam zu gestalten und zu unterstu¨tzen.
Mit der vorgestellten Polyedralen Analyse soll ein Beitrag an der Schnittstel-
le von Personalmanagement und mathematischer Theorie zur Beherrschung
personalwirtschaftlicher Problemstellungen in einem Netzwerk, insbesonde-
re in der spezialisierten Form eines KPZN, geleistet werden, wobei die er-
mittelten Daten nicht unreflektiert verwendet werden ko¨nnen. Aufgabe der
jeweiligen Unternehmensleitungen ist, zu pru¨fen, welche personalwirtschaftli-
chen Maßnahmen unter den spezifischen Kontextbedingungen geeignet sind,
um mathematisch ermittelte Fa¨higkeitslu¨cken so zu schließen, dass Effizi-
enz und Stabilita¨t des Netzwerkes fu¨r einen definierten Zeitraum erhalten
bzw. verbessert werden. Durchgefu¨hrte Tests mit der selbstentwickelten Soft-
ware zur Polyedralen Analyse stimmen zuversichtlich, in diesem interdiszi-
plina¨ren Umfeld weiter zu forschen.
103Vgl. [Kie91, S. 161].
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”
Wer zu spa¨t an die Kosten denkt, ruiniert sein Un-
ternehmen, wer zu fru¨h an die Kosten denkt, to¨tet
die Kreativita¨t!“
Philipp Rosenthal
Dieses Kapitel beschreibt die beiden Phasen KPZ-Auswahl und Bewertung
im Netz. Im ersten Teil erfolgt die graphentheoretische Beschreibung des Pro-
blems der KPZ-Auswahl und dessen Lo¨sung mit Hilfe eines naturanalogen
Verfahrens - der Ant Colony Optimization. Der zweite Teil beinhaltet die Be-
wertung der Teilleistungen und die Verteilung des Erfolges nach Beendigung



































Zentrale Aufgabe des EVCM im
Netzwerk ist die Generierung ei-
nes Angebotes bei Kundenanfra-
gen an das KPZN und die Aus-
wahl der notwendigen KPZ zur
Abwicklung der unterschiedlichen
2 Vom MRP zum SCM
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Teilleistungen innerhalb eines Auf-




aus der Einbeziehung vieler unter-
schiedlichen Faktoren und Neben-
bedingungen. Zur Lo¨sung solch umfangreicher Problemstellungen existiert
eine große Anzahl theoretisch fundierter und praktisch etablierter Verfahren
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bzw. Algorithmen. Der Einsatz eines dieser Verfahren mit entsprechenden
Anpassungen soll im Folgenden beschrieben werden, nachdem das Problem
charakterisiert wurde.
Ausgangspunkt der Genese eines KPZN fu¨r die Erstellung einer Leistung
bzw. zur Herstellung eines konkreten Produkts ist die Erstellung verschie-
dener Prozessvarianten innerhalb der Arbeitsplanung1. Ergebnis ist ein Pro-
zessvariantenplan (PVP), der alle technologisch sinnvollen Mo¨glichkeiten der
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Abbildung 9.2: Hierarchie der PVP
Fu¨r alle gefundenen Prozessvarianten werden im folgenden Schritt kategori-
sierte PVP gebildet, da die Erreichung eines gewu¨nschten Zwischenproduktes
bspw. u¨ber die Prozesskategorien Sa¨gen, Drehen oder Bohren mo¨glich ist. Ei-
ne weitere Detaillierung erfolgt mit der Zuordnung der Prozesskategorie in
Form von Elementen zum elementarisierten PVP, d. h. es wird sich fu¨r ein
konkretes Herstellungsverfahren entschieden, bspw. fu¨r eine bestimmte Art
1Vgl. Kapitel 5.
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des Trennens wie z. B. Wasserstrahlschneiden. Analog zum SCOR Reference-
Modell zeigt Abbildung 9.2 die Hierarchie der einzelnen PVP.
Die elementarisierten PVP sind durch die Nachfragevektoren (NV) genau be-
schrieben. Diese definieren die notwendigen Arbeitspla¨ne, um ein Zwischen-
produkt in ein anderes zu u¨berfu¨hren. Fu¨r alle Elemente werden entsprechend
dem zugeho¨rigen NV entsprechende KPZ gesucht, die potenziell in der Lage
sind, diese Leistung zu erfu¨llen. Das heißt, die Angebotsvektoren (AV) der
KPZ mu¨ssen zu einem gewissen Grad mit dem NV u¨bereinstimmen. Diese
Untersuchung der A¨hnlichkeit zwischen NV und AV erfolgte mittels ICIx.2
Der mit KPZ besetzte elementarisierte PVP wird als KPZ-attribuierter PVP
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Abbildung 9.3: Angebotsvektor einer KPZ
Der Aufbau und die Struktur des AV einer KPZ ist von der eigentli-
chen Struktur bzw. dem Aufbau der KPZ zu unterscheiden3. Der AV soll
mo¨glichst exakt die Mo¨glichkeiten einer KPZ zum Ausdruck bringen und
diese vergleichbar machen, um eine maschinelle Auswertung und Kombi-
nation zu ermo¨glichen. Beru¨cksichtigt werden verschiedene Eigenschaften
mit der Unterscheidung in auftragsabha¨ngig und auftragsunabha¨ngig. Der
Kopf des AV beinhaltet die von der Ausstattung fest vorgegebenen Akti-
vita¨ten/Funktionen und Arbeitspla¨ne. Es werden die Dimensionen, Genau-
igkeiten und Ressourcen genannt. Die beschriebenen Gro¨ßen sind bei gleich-
bleibender Ausstattung der Ressourcen der KPZ unvera¨nderlich und somit
2Vgl. Abschnitt 5.2.1.
3Vgl. Kapitel 4.
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nicht von den Auspra¨gungen potenzieller Auftra¨ge abha¨ngig.
Die Fachkompetenz (FK) innerhalb des AV spiegelt sich in den beiden Gro¨ßen
A¨hnlichkeit und Zeiteinsparung wider. Hinter der A¨hnlichkeit verbirgt sich
der prozentuale Wert der U¨bereinstimmung zwischen NV und AV. Dieser
Wert ist vom Prozesselement abha¨ngig und damit auftragsabha¨ngig. Ein ho-
her Wert (max. 100%) wird angestrebt, ist allerdings nicht zwingend notwen-
dig. Unter Zeiteinsparungspotenzial ist die durch intensita¨tsma¨ßige Anpas-
sung des Produktionssystems mo¨gliche Zeiteinsparung zu verstehen4. Anstre-
benswert ist die Auswahl einer KPZ mit hohem Zeiteinsparungspotenzial zur
Zeitpuffergenerierung, falls es im Wertscho¨pfungsprozess zu Verzo¨gerungen
in vorgelagerten Produktionsstufen kommt.
Im Rahmen der Methodenkompetenz (MK) entha¨lt der AV eine Menge von
Wertetupeln, bestehend aus Liefertermin, -wahrscheinlichkeit und resultie-
renden Kosten5. Ausgangspunkt dieser Betrachtung ist der gewu¨nschte Lie-
fertermin des Kunden. U¨ber die Ablauforganisation des EVCM erfolgt die
retrograde Terminierung und die Vorgabe eines Zeitfensters fu¨r jede KPZ.
Innerhalb der KPZ wird es wiederum verschiedene Alternativen (in Form
der Wertetupel) geben, den Auftrag abzuarbeiten. Durch die Einbeziehung
aller Wertetupel in die Optimierung bildet sich aus dem KPZ-attribuierten
PVP ein komplexeres
”
Unternetz“ - das KPZ-Angebotsnetz. Die Anzahl der
Angebote einer KPZ bestimmt die Ha¨ufigkeit der KPZ in diesem Netz6.
Die Attributbelegungen innerhalb der FK und der MK bilden die Grundlage
zur Bewertung der KPZ, speziell der KPZ-Angebote. Die Aggregation zu ei-
nem Wert erfolgt mittels der oben beschriebenen AHP-Methode. Mit diesem
Wert wird dem KPZ-Angebot eine
”
Attraktivita¨t“ zugewiesen. Diese ist die
Grundlage des spa¨ter in diesem Kapitel beschriebenen Auswahlalgorithmus
und stellt die Eingangsgro¨ße als so genannter Heuristikwert dar.
Im Rahmen der Suche nach einem optimalen KPZ-attribuierten PVP werden
auch Soft-facts als Auspra¨gung der im Netzwerk vorhandenen Sozialkompe-
tenz (SK) beru¨cksichtigt. Es handelt sich hierbei um die im Zusammenhang
mit dem Repertory-Grid beschriebenen, qualitativen Gro¨ßen zur Beschrei-
bung der sozialen Eigenschaften von KPZ. Die mit Hilfe der Polyedralen
Analyse7 errechneten Gro¨ßen Exzentrizita¨t und Konnektivita¨t gehen ebenso
in die soziale Bewertung einer Herstellvariante im KPZ-Angebotsnetz ein.
4Siehe Abschnitt 5.1.3.2.
5Vgl. Abschnitt 7.1.1.
6Bspw. kann die KPZ X mit den Wertetupeln a, b und c durch drei Knoten KPZ Xa,
KPZ Xb, KPZ Xc abgebildet werden.
7Vgl. Abschnitt 8.3.
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Die Zugeho¨rigkeit der Gro¨ßen aus FK, MK und SK illustriert Abbildung 9.4

























































Abbildung 9.4: Exzentrizita¨ten und Konnektivita¨t eines Angebotes
Resultierend aus der Eigenschaft der Soft–facts, die die sozialen Beziehungen
zwischen den KPZ im Netzwerk auszudru¨cken, ist die Berechnung der Ex-
zentrizita¨ten und Konnektivita¨t unmittelbar abha¨ngig von den beteiligten
KPZ, d. h. die Exzentrizita¨t einer KPZ kann erst bestimmt werden, wenn
alle KPZ einer Herstellvariante definiert wurden. Eine KPZ kann somit fu¨r
jedes KPZ-Angebot in Abha¨ngigkeit von den anderen Netzwerkpartnern eine
andere Exzentrizita¨t besitzen. Der Aufwand der Suche nach geeigneten KPZ
fu¨r eine Teilleistung kann sich damit sehr umfangreich gestalten. Anhand der
hinterlegten
”
Muss“-Eigenschaften einer KPZ scheiden jedoch einige der KPZ
des gesamten KPZN aus dem Pool der potenziellen KPZ bereits zu Beginn
der Suche aus technologischen oder o¨konomischen Gru¨nden aus. Sollten sich
fu¨r gewisse Teilleistungen keine geeigneten KPZ innerhalb des KPZN finden,
besteht die Mo¨glichkeit, auch externe Partner in die Leistungserstellung ein-
zubeziehen. Diese Mo¨glichkeit wird zentral vom IMK verwaltet und erfordert
eventuell manuelles Eingreifen, da die Abla¨ufe mit externen Partnern meist
nicht standardisiert sind.
Nachdem die Art des Problems erla¨utert wurde, beschreibt der na¨chste Ab-
schnitt die Modellierung und Funktionsweise eines geeigneten Algorithmus
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zur Lo¨sung des KPZ-Auswahlproblems.
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9.2 Modellierung und Auswahl
Fu¨r die Optimierung mit Hilfe eines Algorithmus ist es notwendig, das oben
beschriebene Problem entsprechend zu modellieren. Dafu¨r werden alle Her-
stellungsvarianten im KPZ-Angebotsnetz in einem gerichteten Graph (Di-
graph)8 abgebildet. Hierfu¨r ist es notwendig, vor den Knoten der ersten Ar-
beitspla¨ne in der Wertscho¨pfungskette (beschrieben durch den NV) einen fu¨r
alle gu¨ltigen Startknoten einzufu¨gen, eine so genannte Quelle. Ausgehend von
2Vom MRP zum SCM
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dieser werden die Alternativen im KPZ-Angebotsnetz auf ihre Lo¨sungsqua-
lita¨t hin untersucht. Alle Alternativen enden nach dem letzten Bearbeitungs-
schritt in einem gemeinsamen Endknoten des Digraphen, dem Endprodukt.
Dieser Punkt wird Senke genannt. Jede Herstellalternative beinhaltet somit
eine Quelle, anschließend KPZ zur Durchfu¨hrung der Teilleistungen und en-
det in der Senke. Die Zielfunktion des Algorithmus ist die Maximierung der
kumulierten AHP-Werte der KPZ. Je gro¨ßer der Wert einer Herstellvariante,
desto vorteilhafter ist es, diese zu realisieren.
Abbildung 9.5 veranschaulicht die Modellierung als Digraph. Fu¨r jeden
Schritt der Bearbeitung auf dem Weg zum Endprodukt existieren verschie-
dene Herstellungsvarianten, aus denen die beste mit Hilfe eines Algorithmus
auszuwa¨hlen ist. Zu beachten ist, dass nicht alle potenziellen KPZ fu¨r den
Bearbeitungsschritt i+1 von jeder KPZ im Bearbeitungschritt i aus erreich-
bar sind. Der Grund dafu¨r liegt u. a. in der U¨berlappung vom Liefertermin
der einen KPZ und dem spa¨testen Starttermin der folgenden KPZ. Beispiel
ist die fehlende Verbindung zwischen Angebot b) der KPZ X und Angebot
b) der KPZ Y in Abbildung 9.5. Die stark hervorgehobenen Kanten zwischen
konkreten KPZ-Angeboten stellt eine konkrete durchfu¨hrbare Herstellungs-
alternative dar. Die beteiligten KPZ-Angebote (KPZ Xa, KPZ Yb, ...) einer
Herstellvariante k werden in Ψk gespeichert. Ψk besitzt den Zielfunktions-
wert Lk. Die Attraktivita¨t eines KPZ-Angebotes bestimmt sich aus dem zu-
geho¨rigen AHP-Wert. Dieser Wert ist wa¨hrend der gesamten Lo¨sungssuche
unabha¨ngig von Vorga¨ngern bzw. Nachfolgern konstant.
Zur Lo¨sung dieser Problemrepra¨sentation in Form eines Graphen existie-
ren vielfa¨ltige Optimierungsalgorithmen. Genannt seien hier Heuristiken9 wie
Branch and Bound oder naturanaloge Verfahren wie Genetische Algorithmen
oder Ant Colony Optimization. In den 90er Jahren hat sich speziell auf den
Gebieten der Optimierung von Graphen zwischen einem Start- und einem
8Von einem Digraph (directed graph) wird gesprochen, wenn die einer Kante zugeord-
neten Paare von Knoten i und j geordnet sowie i die Quelle und j die Senke der Paare
(i,j) sind. Vgl. [Neu93, S. 177].
9Verfahrensu¨berblick in [Dom97].
















































































































Abbildung 9.5: Exemplarische Darstellung einer Problemstellung
Endpunkt (ku¨rzeste Wege-Probleme oder TSP-Probleme) und Maschinen-
belegungsproblemen die Ant Colony Optimization oder kurz ACO etabliert.
Fu¨r den Einsatz eines solchen Algorithmus bei der KPZ-Auswahl in KPZN
sprechen die bekannten guten Ergebnisse bei a¨hnlichen Graphenproblemen10.
Bemu¨hungen, eine Modellierung mit Genetischen Algorithmen zu realisieren,
bewa¨hrten sich nicht, da Anzahl und Verschiedenheit der Nebenbedingungen
zu Operatoren fu¨hrten, die nicht mehr als performant fu¨r die zu lo¨senden
Aufgaben unter starken zeitlichen Laufzeitanforderungen einzuscha¨tzen wa-
ren.
Als Unterlegung der Leistungsfa¨higkeit von ACO sollen Untersuchungen an
einer Benchmarkinstanz des JSP dienen, bei denen gute Ergebnisse im Ver-
gleich zu anderen modernen Algorithmen erreicht wurden. Abbildung 9.6
zeigt zwei Pheromongebirge11 zu unterschiedlichen Zeitpunkten der Lo¨sungs-
suche. Die Ho¨he der Spitzen repra¨sentiert die Menge an Pheromon. Je ho¨her
die Menge, desto besser ist eine Lo¨sung. Gut zu erkennen ist, dass im Rah-
men der Lo¨sungssuche mit Ant Algorithmen eine gezielte Verbesserung und
10Signifikant vor allem bei Routing-Problemen.
11Siehe Abschnitt 9.2.1.
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sukzessive Verkleinerung des Lo¨sungsraumes stattfindet.
Zu Beginn der Suche (linkes Teilbild der Abbildung 9.6 nach ca. 500 Itera-
tionen) wird noch der gesamte Lo¨sungsraum in die Suche einbezogen. Mit
zunehmender Anzahl an Iterationen bilden sich qualitativ bessere Lo¨sun-
gen heraus und werden versta¨rkt. Schlechte Lo¨sungen werden unattraktiver
und in einem immer geringerem Maße beru¨cksichtigt. Die Suche beschra¨nkt
sich mit fortschreitender Zeit auf bestimmte, erfolgversprechende Bereiche
des Lo¨sungsraumes und tendiert bei großen Laufzeiten zu einem stationa¨ren
Zustand (rechtes Teilbild der Abbildung 9.6 nach ca. 1500 Iterationen). Die
Geschwindigkeit der Entwicklung und die Richtung der Suche werden durch
verschiedene Parameter beeinflusst.
Abbildung 9.6: Spektrum der Lo¨sungssuche anhand des ft06-Problems
Im folgenden Abschnitt werden einleitende Ausfu¨hrungen zur generellen
Funktionsweise von Ant Algorithmen vollzogen, bevor im Abschnitt 9.2.2
die notwendigen Anpassungen zum Auswahlproblem im KPZN erfolgen.
9.2.1 Ant Colony Optimization - Eine Einfu¨hrung
Bei der Ant Colony Optimization handelt es sich um ein heuristisches Ver-
fahren innerhalb eines relativ jungen Forschungsgebietes, der Swarm Intelli-
gence12. Dies ist eine Forschungsrichtung, welche Verhaltensweisen und Kom-
munikationsstrukturen der Natur untersucht, um diese auf andere praktische
und theoretische Probleme erfolgreich anzuwenden. Innerhalb der Heuristi-
ken ordnet sich die Swarm Intelligence in den Teilbereich der iterativen Ver-
12Vgl. [Bon99, S. 25ff.].
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besserungsverfahren ein. Untersuchungsgegenstand ist dabei nicht nur das
Verhalten und die Kommunikation der Ameisen, sondern auch die Kommu-
nikation innerhalb von Bienenstaaten13.
Grundlage des Verhaltens der Mitglieder eines Schwarms bzw. einer Kolonie
ist die Tatsache, dass diese allein nicht in der Lage wa¨ren, zu u¨berleben
bzw. gute Lo¨sungen fu¨r auftretende Probleme zu erreichen. Innerhalb der
Gemeinschaften herrscht eine strenge Arbeitsteilung. So sind bei den Ameisen
bspw. Bauarbeiter fu¨r die Instandhaltung und Erweiterung des Nests der










Abbildung 9.7: Futtersuche mit Hindernissen
Die Ant Colony Optimization, die hier na¨her erla¨utert wird, entwickelte sich
aus den Untersuchungen und Experimenten von Goss14. Er erarbeitete die
grundlegenden Erkenntnisse u¨ber das Verhalten und die Zusammenarbeit in-
nerhalb von Ameisenkolonien. Ausgangspunkt seiner Untersuchungen waren
die Verhaltensweisen realer Ameisen in der freien Natur. Er beobachtete, dass
fast alle Ameisen einer Kolonie, welche mit der Futtersuche bescha¨ftigt sind,
den gleichen Weg von und zur Futterstelle nutzen. Wird es durch ein Hin-
dernis, z. B. einen Stein, unmo¨glich, diesen Weg weiterhin zu benutzen, sind
die Ameisen in der Lage, einen neuen ku¨rzesten Weg zum Umgehen dieses
13Vgl. [Cam98] und [See91].
14Vgl. [Gos89].
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Hindernisses zu finden. Dieser Sachverhalt ist in Abbildung 9.715 dargestellt.
Die Beobachtungen bei realen Ameisenkolonien fu¨hrten zum bekannten
Bru¨ckenexperiment16. Im Versuchsaufbau wurde einer Ameisenkolonie Zu-
gang zu einer Futterquelle gewa¨hrt. Diese kann u¨ber zwei Wege erreicht wer-
den, die sich lediglich in der Entfernung zwischen Nest und Futterquelle un-
terscheiden. Die Punkte B −H und H −D sind jeweils eine La¨ngeneinheit
voneinander entfernt. Der Abstand zwischen B −C und C −D betra¨gt hin-
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Zu Beginn des Experimentes, im Zeitpunkt t = 0, ist zu beobachten, dass die
Suche der Ameisen zufa¨llig verla¨uft und beide Wege gleich hoch frequentiert
werden. Bei einer angenommenen Anzahl von 30 Ameisen wu¨rden ideali-
siert jeweils 15 einen Weg benutzen. Im Zeitpunkt t = 1 verschiebt sich das
Verha¨ltnis dann auf 2
3
kurzer Weg und 1
3
langer Weg. Im weiteren Zeitverlauf
steigt der Anteil der Ameisen auf dem kurzen Weg weiter an. Der Unter-
schied zwischen der Anzahl der Ameisen auf kurzem und langem Weg fa¨llt
umso klarer aus, je gro¨ßer der Entfernungsunterschied zwischen beiden Va-
rianten ist. Allerdings wird nie die gesamte Kolonie nur einen (den kurzen)
Weg nutzen, um auf eventuelle Vera¨nderungen der Umwelt (z. B. neue Wege,
Hindernisse oder Futterquellen) reagieren zu ko¨nnen.
15Darstellung in Anlehnung an [Dor96a, S. 3].
16Vgl. [Gos89].
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Der Schlu¨ssel zur Erkla¨rung dieses Pha¨nomens liegt in der indirekten Kom-
munikation der Ameisen, der sog. Stigmergy17. Jede Ameise kann einen Weg
mit Geruchsstoffen – Pheromon genannt – markieren. Die Attraktivita¨t eines
Weges wird u¨ber die Menge des abgesonderten Pheromons reguliert. Einzel-
ne Ameisen, die sich fast zufa¨llig bewegen und auf eine solche Pheromonspur
treffen, werden diese Spur mit einer umso ho¨heren Wahrscheinlichkeit ver-
folgen, je sta¨rker diese ist. Dabei kann diese Ameise die vorhandene Spur
versta¨rken, indem sie selbst wiederum Pheromon absondert. Die Menge des
ausgeschu¨tteten Pheromons kann dabei variieren. Dadurch erho¨ht sich die
Attraktivita¨t eines bestimmten Weges mit jeder Ameise, die diesen benutzt.
So ergibt sich eine positive Ru¨ckkopplung.
Die Menge des Pheromons wird im mittleren und rechten Teilbild der Ab-
bildung 9.8 als τ bezeichnet. Zum Zeitpunkt t = 0 erfolgt die Suche noch
zufa¨llig, keine der beiden Varianten ist mit einer Menge an Pheromon mar-
kiert. Da die Ameisen, die den ku¨rzeren Weg wa¨hlen, eher zum Nest zuru¨ck-
kehren, erho¨ht sich der Pheromonwert der kurzen Variante schneller und die
Attraktivita¨t steigt. Die ku¨rzere (30 Mengeneinheiten Pheromon) der beiden
Varianten ist fu¨r eine Ameise zum Zeitpunkt t = 1 attraktiver, als die la¨nge-
re (15 Mengeneinheiten Pheromon). Eine gute Lo¨sung des Problems kann
also nur durch die gesamte Kolonie erfolgen, nicht aber durch eine einzelne
Ameise.
9.2.1.1 Das Ant System
Nachdem das Verhalten und die Lo¨sungssuche von Ant Colonies erkla¨rt wur-
den, erfolgt die algorithmische Beschreibung dieses Prinzips mit dem Ant
System (AS)18. Dabei handelt es sich um eine populationsorientierte, koope-
rative Metaheuristik, deren Zielsetzung nicht die Simulation des Verhaltens
realer Ameisen, sondern die Lo¨sung von Optimierungsproblemen ist.
Die ersten Untersuchungen diesbezu¨glich bezogen sich auf das bekannte und
oft untersuchte Travelling Salesman Problem (TSP)19, einem der bekann-
testen kombinatorischen Optimierungsprobleme, bei dem es wie bei realen
Ameisen ebenfalls um die Minimierung der Wegstrecken in einem Graphen
geht. Hierfu¨r wird eine ku¨nstliche Ameisenkolonie geschaffen. Innerhalb die-
ser sind die Computerameisen einfache Agenten, die im Gegensatz zu ihren
realen Verwandten zusa¨tzliche Fa¨higkeiten wie ein Geda¨chtnis u¨ber die be-
reits besuchten Knoten (tabuk) besitzen. Neben der Menge an Pheromon
17Siehe [Gra59].
18Vgl. [Col91] und [Dor96b].
19Vgl. u. a. [Law85] und [Rei94].
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(τij) wird weiteres problemspezifisches Wissen wie die Entfernung zwischen
zwei Knoten genutzt und als Heuristikwert ηij bezeichnet. Die ku¨nstlichen
Ameisen sind dadurch nicht
”
blind“ gegenu¨ber der Struktur des Problems.
























Das spezifische Wissen resultiert dabei
aus dem Problem selbst und bleibt im
Rahmen der Lo¨sungssuche bei dem hier
betrachteten Problemtyp unvera¨ndert20.
Die Ameisen innerhalb einer Ameisenko-
lonie bewegen sich simultan und asyn-
chron durch den Graph eines Problems.
Jede Ameise bildet innerhalb des Gra-
phen eine eigene Lo¨sung unter Einbezie-
hung der fu¨r die ganze Kolonie gu¨ltigen
Pheromonwerte. Durch Verwendung die-
ser gemeinsamen Wissensbasis erfolgt die
kollektive Zusammenarbeit und der Aus-
bau guter Lo¨sungen. Wie oft die Bestandteile des Algorithmus durchlaufen
werden, ha¨ngt von der Problemgro¨ße, vom Stagnationsverhalten der Suche
und der definierten Abbruchbedingung ab.
Innerhalb des Ant Systems wird eine globale Datenstruktur zum Umgang
mit den Pheromonwerten und den heuristischen Werten verwendet. In dieser
Trail-Matrix wird fu¨r jede Kante (i, j) die Intensita¨t der Pheromonspur ge-
speichert. Diese Daten werden wa¨hrend der Lo¨sungssuche sta¨ndig vera¨ndert.
Speicherort der heuristischen Informationen ist die Visibility-Matrix. Welche
Informationen innerhalb dieser Matrix gespeichert werden, ist vom Optimie-
rungsproblem abha¨ngig. Wu¨rden zur Entscheidung u¨ber die na¨chste Kante
lediglich die Daten der Visibility-Matrix verwendet, entspra¨che dies dem An-
wenden eines Greedy Algorithmus21.
Die Menge der Ameisen m innerhalb einer Kolonie generieren eine Lo¨sung,
indem sie sich beginnend in der Quelle von Knoten zu Knoten bis hin zur
Senke vorarbeiten. Eine Ameise k, welche sich in einem Knoten i befindet
und sich als na¨chstes fu¨r einen Knoten aus der Menge der Nachbarknoten
N ki entscheiden muss, verwendet bei ihrer Entscheidung die U¨bergangswahr-
scheinlichkeit (transition probability) pkij(t). In die Berechnung von p
k
ij(t) fu¨r
20Bestimmte Instanzen weisen jedoch Ausnahmen auf wie SAT-Probleme. Siehe hierzu
u. a. [Dit97].
21Greedy Algorithmen gehen bei der sukzessiven Lo¨sungssuche ”gierig“ vor, d. h. bei
jedem Schritt wird die aufgrund der vorhandenen Information am gu¨nstigsten erscheinende
Lo¨sungsalternative gewa¨hlt.
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eine Kante (i, j) gehen die Heuristikwerte und Pheromonwerte der Kanten
ein, die vom aktuellen Knoten i erreichbar sind (Nachbarknoten) und nicht









∀j ∈ N ki
0 ∀j /∈ N ki .
(9.1)
U¨ber die Parameter α und β wird die Gewichtung der beiden Faktoren Phe-
romon und Heuristikwert geregelt. Bei hohem α gewinnt das gesammelte
Wissen der Ameisen (in Form der Pheromonmengen) an Bedeutung, bei ho-
hem β hingegen das problemspezifische Wissen. Dabei muss gelten:
α + β = 1. (9.2)
Nachdem ein Zyklus abgeschlossen wurde (Ameise befindet sich in Senke),
kann anhand der Tabuliste tabuk der Zielfunktionswert Lk der generierten
Lo¨sung berechnet werden. Die Menge an Pheromon τij, welches die Ameise
auf einer Kante aus tabuk hinterla¨sst, berechnet sich gema¨ß der Gleichungen










falls (i,j) ∈ tabuk
0 falls (i,j) /∈ tabuk.
(9.4)
Ameisen mit besseren Lo¨sungen schu¨tten mehr Pheromon aus, da die Menge
direkt abha¨ngig von der Lo¨sungsqualita¨t (Lk) ist. Damit wird die Attrakti-
vita¨t der Kanten aus tabuk fu¨r Ameisen der na¨chsten Iteration erho¨ht.
Um eine fru¨hzeitige Stagnation der Lo¨sungssuche zu vermeiden, wird eine
Verdunstungsrate ρ fu¨r das Pheromon festgelegt. Dies geschieht in Analogie
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zur Natur, da auch die von realen Ameisen hinterlegten Pheromone evaporie-
ren. Dadurch kann die Attraktivita¨t der Kanten gesenkt werden. Benachbarte
Kanten besitzen eine ho¨here Wahrscheinlichkeit dafu¨r, in die zuku¨nfige Suche
einbezogen zu werden. Die Berechnung erfolgt u¨ber die Vorschrift:
τij(t+ 1)← (1− ρ) · τij(t) + ∆τij(t). (9.5)
Nachdem alle Ameisen einen Zyklus durchlaufen haben, ist eine Iteration ab-
geschlossen und die na¨chste beginnt, falls die Abbruchbedingung noch nicht
erfu¨llt ist.
Mit dem Ant System in seiner urspru¨nglichen Form, welches auf das TSP
angewendet wurde (
”
ant-cycle algorithm“), konnten gute Ergebnisse fu¨r Pro-
bleme mit bis zu 50 Knoten gefunden werden. Daher wurden in den folgen-
den Jahren sta¨ndig Anpassungen und Erweiterungen vorgestellt, die noch die
grundlegenden Ideen nutzen, sich aber besonders in den Aspekten der Inten-
sivierung und/oder der Diversifikation der Suche unterscheiden. So wurden
bspw. Begrenzungen (Minimum und Maximum) der Pheromonwerte22 oder
rangbasierte Verfahren (ASrank)
23 eingefu¨hrt.
Im Rahmen des bisher beschriebenen allgemeinen Ant Systems verbleiben
verschiedene Variationsmo¨glichkeiten. So kann die Menge des auszuschu¨tten-
den Pheromons Q von der Lo¨sungsqualita¨t abha¨ngig gestaltet werden. Q
kann ebenfalls als konstante Gro¨ße gesehen werden. Desweiteren besteht die
Mo¨glichkeit, nur einer bestimmten Gruppe von Ameisen (bspw. den besten
Ameisen) die Pheromonverteilung zu gestatten.
9.2.1.2 Das Ant Colony System
Das Ant Colony System oder kurz ACS24 ist eine der bedeutendsten Erwei-
terungen des urspru¨nglichen Ansatzes, welche im Wesentlichen drei Vera¨nde-
rungen gegenu¨ber der urspru¨nglichen Form beinhaltet. Als erste Vera¨nderung
wird ein zusa¨tzlicher Parameter q eingefu¨hrt. Dieser kann Werte im Bereich
0 ≤ q ≤ 1 annehmen. q wird in Kombination mit der gleichverteilten Zu-
fallszahl z (0 ≤ z ≤ 1) fu¨r die Entscheidung verwendet, ob die Ameise ihre
Entscheidung mit Hilfe der Formel 9.6 oder der U¨bergangswahrscheinlichkeit
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Zufallszahl z bestimmt. Diese wird mit dem Wert des Parameters q vergli-
chen. Ist z ≤ q, wird der na¨chste Knoten j besucht, welcher fu¨r Formel 9.6
den maximalen Wert besitzt:
pkij(t) = [τij(t)]
α · [ηij]β. (9.6)
Ist z > q, wird die U¨bergangswahrscheinlichkeit aus Formel 9.1 verwendet.
Die zweite Vera¨nderung bezieht sich auf das auszuschu¨ttende Pheromon. Es
wird innerhalb des ACS nur der Ameise mit der besten gefundenen Lo¨sung
L∗k erlaubt, Pheromon auf die Kanten zu verteilen.
Die dritte und wichtigste A¨nderung ist die Einfu¨hrung einer Local Updating
Rule. Die Local Updating Rule wurde eingefu¨hrt, um die Pheromonmengen
der Kanten schon innerhalb eines Zyklus dynamisch zu gestalten. Die At-
traktivita¨t einer Kante wird reduziert durch Senkung der Pheromonmenge
nach Formel 9.7, sobald eine Ameise sich fu¨r diese entschieden und
”
passiert“
hat. Damit wa¨hlen die na¨chsten Ameisen mit einer geringeren Wahrschein-
lichkeit wieder diesen Weg aus und eine sta¨rkere Diversifikation der Suche
kann erreicht werden:
τij(t+ 1) = (1− ρ′) · τij(t) + ρ′ ·∆τij, (9.7)
wobei ρ′ der Bedingung 0 < ρ′ < 1 genu¨gen muss. Zur Berechnung von ∆τij
existieren die folgenden beiden Mo¨glichkeiten:
∆τij = c (9.8)
∆τij = ς ·maxl∈N ki τil (0 ≤ ς ≤ 1). (9.9)
Das urspru¨ngliche Ant Colony System verwendet Formel 9.8, wobei c der
Ausgangswert der Pheromonmengen auf den Kanten ist. Bei Verwendung
der Formel 9.9 wird dies mit Ant−Q25 bezeichnet.
Diese A¨nderungen im Ant Colony System konnten die Lo¨sungsqualita¨t fu¨r
bekannte kombinatorische Optimierungsprobleme im Vergleich zum Ant Sy-
stem erheblich verbessern.
25Vgl. [Gam95].
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9.2.1.3 Erweiterungen des Ant Colony Systems
Die erfolgreichsten Ant Algorithmen sind hybride Algorithmen. Bei diesen
werden die von den Ameisen gefundenen Lo¨sungen mit Hilfe von lokalen
Suchverfahren (nach-)optimiert26. Mit hybriden Algorithmen sind zum Teil
neue beste Lo¨sungen fu¨r bekannte Standardprobleme gefunden worden.
Den allgemeinen Rahmen fu¨r Ant Algorithmen stellt die Ant Colony Op-
timization Meta-Heuristik27 dar. Durch Anpassung und Spezifikation kann
diese auf viele unterschiedliche Probleme angewendet werden, die bestimm-
ten Bedingungen28 genu¨gen mu¨ssen. In der Abbildung 9.10 wird die reine
ACO Meta-Heuristik in Pseudocode-Notation wiedergegeben. Entsprechend
der Eigenschaften von Meta–Heuristiken fehlen genaue Festlegungen und Be-
rechnungsvorschriften.
1 while Not(termination criterion satisfied) do
2 Manage Ants Activity();
3 Evaporate Pheromone();
4 Daemon Activities(); /* optional */
5 od
Abbildung 9.10: ACO Meta-Heuristik
Der Algorithmus setzt sich aus den Teilen Lo¨sungskonstruktion und Aktua-
lisierung der Pheromonmengen zusammen. Dies wird solange durchgefu¨hrt,
bis eine definierte Abbruchbedingung erreicht wird (z. B. Anzahl Iterationen,
Lo¨sungsqualita¨t, usw.). Die Aktualisierung des Pheromons kann in der Meta-
Heuristik auf zwei verschiedene Arten erfolgen: einerseits mit einem Online
Step-by-Step Pheromone Update, womit die Aktualisierung des Pheromons
Schritt fu¨r Schritt wa¨hrend der Lo¨sungssuche gemeint ist, oder andererseits
durch Online Delayed Pheromone Update. Dabei wird das Pheromon nach
dem Generieren einer Lo¨sung von der entsprechenden Ameise auf dem Ru¨ck-
weg (der Lo¨sung) aktualisiert. Ein weiterer Teilprozess sorgt fu¨r die Verdun-
stung der Pheromone u¨ber die Zeit hinweg.
Optional ko¨nnen Daemon Activities eingesetzt werden, welche als Akti-
vita¨ten bzw. Eingriff von u¨bergeordneter Stelle zu verstehen sind und nicht
von den Ameisen selbst ausgefu¨hrt werden wie das Aufrufen einer lokalen
26Siehe u. a. [Man94] und [Stu97].
27Siehe [Dor99, S. 18].
28Vgl. [Dor99, S. 14].
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Optimierungsprozedur (2-opt) oder das Positionieren von Pheromonen durch
Dritte (Offline Pheromone Update). Das Offline Pheromone Update bietet die
Mo¨glichkeit, die Lo¨sungssuche der Ameisen zu steuern und auf der bislang
besten gefundenen Lo¨sung zusa¨tzlich Pheromon zu platzieren.
Als vorteilhaft fu¨r die Lo¨sungssuche und die Qualita¨t der erreichten Ergeb-
nisse (Lk) hat sich eine Begrenzung der Pheromonwerte sowohl nach oben
als auch nach unten erwiesen. Hierbei handelt sich um das MAX-MIN Ant
System, welches von Stu¨tzle/Hoos entwickelt wurde29. Die Vorschrift 9.10
verdeutlicht die Restriktion fu¨r das Pheromon jeder Kante:
τmin < τij < τmax. (9.10)
U¨ber die Einfu¨hrung der unteren Begrenzung τmin des Pheromons wird
verhindert, dass sich die Menge an Pheromon einer Kante dem Wert 0
na¨hert (durch sta¨ndige Evaporation) und damit in der Suche an Attrakti-
vita¨t einbu¨ßt. Die obere Begrenzung τmax hilft, die Dominanz bestimmter
Kanten in der Lo¨sungssuche zu senken und verhindert das Stagnieren in lo-
kalen Optima.
Weiterhin besteht die Mo¨glichkeit, die Suche auf verschiedene Kolonien zu
verteilen. Sinn einer solchen Unterteilung ist ebenfalls die Vermeidung von
Stagnation. Ist die Lo¨sungssuche hingegen auf verschiedene Kolonien ver-
teilt, ko¨nnen andere Bereiche des Lo¨sungsraums durch eine der anderen un-
abha¨ngigen Kolonien durchsucht werden. Dafu¨r sind in den einzelnen Kolo-
nien auch unterschiedliche Pheromonmatrizen zu verwenden. Erst nachdem
alle Kolonien Lo¨sungen gefunden haben, werden die Ergebnisse zusammen-
gefu¨hrt. Diese Mo¨glichkeit beno¨tigt allerdings zusa¨tzlichen Rechenaufwand,
der einer potenziell schnelleren Lo¨sung des Problems entgegensteht30.
Ein grundsa¨tzlicher Unterschied zwischen TSP und JSP besteht darin, dass
beim TSP allein die Minimierung der Wegla¨nge im Vordergrund steht,
wohingegen beim JSP die Technologie mit ihren Vorga¨nger-Nachfolger-
Beziehungen eine wesentlicher Problembestandteil ist. Das heißt, dass die
Position einer Operation in einer Lo¨sung (Permutation) eine hohe Bedeu-
tung und somit einen signifikanten Einfluss auf die Lo¨sungsqualita¨t besitzt.
Es ist somit nicht entscheidend, welche Operation einer anderen Opera-
tion folgt, sondern vielmehr die Einordnung in der gesamten generierten
29Siehe [Stu00].
30Dieses Argument verliert wegen der zunehmenden Leistungsfa¨higkeit der IuK-Techno-
logien zunehmend an Bedeutung.
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Reihenfolge unter Beachtung der Technologie. Aus diesem Grund wird an-
statt einer Operation–Operation–Pheromon–Matrix eine Position–Operation–
Pheromon–Matrix31 verwendet. Die Menge an Pheromon in einer Zelle gibt
dann an, wie attraktiv es ist, eine Operation an dieser Position in der Lo¨sung
zu platzieren32.
In der Theorie hat die Ant Colony Optimization an einer großen Bandbreite
von Problemen ihre Eignung demonstriert. So wurden bspw. gute Ergebnisse
fu¨r Quadratic Assignment, Vehicle Routing und Graph Coloring Probleme
gefunden.33 Auch in der Praxis werden Probleme mit Hilfe der Ant Colony
Optimization gelo¨st. Bspw. werden sie bei British Telecom zum Load Balan-
cing und bei InterNET zum Routing in Paket-Netzwerken und zum Routing
in optischen Hochgeschwindigkeitsnetzwerken eingesetzt. Allen praktischen
Problemstellungen ist gemein, dass die Probleme eine große Anzahl Kno-
ten aufweisen, diese flukturierend sind und sich anderen Lo¨sungsverfahren
wie Genetische Algorithmen durch schwer handhabbare Restriktionen einer
effizienten Modellierung entziehen.34
9.2.2 Umsetzung der KPZ-Auswahl mit ACO
Die Anpassungen zur Lo¨sung des hier zu diskutierenden Problems zur Aus-
wahl der KPZ im KPZN beschra¨nken sich auf wenige Punkte. Weitgehend
wurden die Spezifikationen aus dem Ant Colony System35 u¨bernommen, da
die Problemstellung grundsa¨tzlich a¨hnlich dem urspru¨nglichen TSP ist. Zwei
wesentliche Unterschiede bestehen jedoch. Dies betrifft zum einen die wahr-
scheinliche Attribuierung jedes Knotens durch mehrere KPZ mit jeweils meh-
reren Angeboten und zum anderen mu¨ssen nicht alle Knoten besucht werden.
Es genu¨gt, einen, bezu¨glich mehrerer Zielkriterien mo¨glichst optimalen Weg
von der Quelle zur Senke zu finden.
Eine der wichtigsten Annahmen ist die Vernachla¨ssigung der Wege zwischen
den KPZ. In den Arbeiten zum TSP gehen diese als Heuristikwert ηij in
die Berechnung ein. Die auch als Transportkosten interpretierbaren Kan-
tenla¨ngen zwischen den Knoten sind im KPZN in den KPZ-Angeboten in-
nerhalb der Kosten schon enthalten. Aus diesem Grund repra¨sentiert ηij
nicht die Wegla¨nge von KPZ zu KPZ, sondern gibt die Eignung des am
31Vgl. [Mer00].
32Vgl. [Tei01s].
33Vgl. [Dor99, S. 30].
34Weitere Informationen zum Thema Ant Colony Optimization sind unter [Dor02] nach-
zulesen.
35Vgl. Abschnitt 9.2.1.2
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Ende der Kante liegenden KPZ-Angebots wieder. Dabei findet der fu¨r jedes
KPZ-Angebot aus Zeiteinsparungspotenzial, A¨hnlichkeit, Liefertermin, Lie-
ferwahrscheinlichkeit und Kosten36 errechnete AHP-Wert (Abschnitt 5.1.3.4)
Verwendung. Der Heuristikwert jeder KPZ bleibt u¨ber die gesamte Suche
konstant. Wegen des Zieles der Maximierung der AHP-Werte wird der Heu-
ristikwert nicht aus dem Kehrwert, wie beim TSP (Minimierung der Wege),
sondern gleich dem AHP-Wert gesetzt.
Somit ergibt sich als Entscheidungssituation fu¨r jede Ameise zuna¨chst die
Aufgabe, nach den oben beschriebenen Kriterien eine Kante zu wa¨hlen. Im
na¨chsten Schritt erfolgt die Auswahl der KPZ, falls der Knoten, zu dem die
gewa¨hlte Kante fu¨hrt, durch mehrere KPZ attribuiert ist. Nachdem u¨ber das
AHP-Verfahren eine geeignete KPZ ermittelt wurde, muss ein Wertetupel
(Kapital 7) gewa¨hlt werden. Dabei ergibt sich durch die implizite Ru¨ckwa¨rt-
sterminierung des Ausrollvorgangs und die bereits bekannten Termine aus
dem Einrollvorgang der Bezug zur Zeitachse des Tupels. Entsprechend der
Pra¨ferenz des Kunden nach Lieferwahrscheinlichkeit oder Kosten kann ein
Lo¨sungspunkt in der Tupelmenge markiert werden. Damit hat die Ameise
den Knoten fixiert und kann iterieren.
Leitvariable der Suche bleibt der Pheromonwert τij der Kanten (i, j), der ent-
sprechend den Aussagen in Abschnitt 9.2.1.2 sta¨ndig aktualisiert wird und
letztendlich fu¨r die Verbesserung der Lo¨sungen im Zeitverlauf verantwortlich
ist. Ursache dafu¨r ist die Abha¨ngigkeit der Zielfunktionswerte Lk von den
Lo¨sungen Ψk. Ist eine Lo¨sung qualitativ gut, d. h. Lk ist hoch, wird auf alle
Kanten (i, j) ∈ Ψk zusa¨tzliches Pheromon 4τ hinterlegt. Damit erho¨ht sich
die Attraktivita¨t der Kanten fu¨r nachfolgende Iterationen. Ist die Qualita¨t
der gefundenen Gesamtlo¨sung hingegen schlecht (Lk ist niedriger), wird nur
wenig oder kein Pheromon auf die beteiligten Kanten verteilt. In die Be-
rechnung der U¨bergangswahrscheinlichkeit nach Formel 9.1 gehen damit die
Pheromonwerte τij auf den Kanten (i, j) und die AHP-Werte der mo¨glichen
KPZ-Angebote j ∈ N ki ein.
Den angepassten Programmablauf als Pseudo-Code gibt Abbildung 9.11 wie-
der. Nach dem Aufbau der Problemstruktur37, d. h. dem Einlesen des gerich-
teten Graphen aus der Datenbank des IMK, beginnt die Suche der Ants und
wird so lange fortgefu¨hrt, bis die festgelegte Abbruchbedingung erreicht wird.
Parameter m reguliert die Gro¨ße (Anzahl der Ameisen) einer Kolonie. Die-
ser ist in Abha¨ngigkeit von der Problemgro¨ße (bspw. Dispositionsstufen des
Endprodukts) zu wa¨hlen.
36Vgl. Abbildung 9.2.
37Die Struktur des Problems resultiert aus dem Abgleich der NV und den AV bzgl. der
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1 begin
2 Initialisierung(Problemstruktur, L∗k);
3 i = Quelle; M = ∅;
4 while Not(Abbruchbedingung) do
5 for k := 0 to m step 1 do
6 while (N ki 6= ∅) ∩ (i 6= Senke) do
7 Random(z);
8 if z ≤ q then pkij(t) = [τij(t)]α · [ηij]β;










12 bestimme(Angebot der KPZ j) :
13 Ψk = Ψk ∪KPZ(max(AHP (j)));
14 / ∗ localPheromonupdate ∗ /
15 τij(t+ 1) = (1− ρ′) · τij(t) + ρ′ ·∆τij;
16 i := j;
17 od
18 od
19 / ∗ globalPheromonupdate ∗ /
20 τij(t+ 1)← (1− ρ) · τij(t) + ∆τij(t)∀τij;
21 MAX −MIN −Regel τij;
22 bestimme(Lk);
23 M :=M ∪Ψk : Ψk mit Lk > κ · L∗k 0 ≤ κ ≤ 1;
24 od
25 for ∀ k : Ψk ∈M do
26 berechne(EΨk,KPZ ∀ KPZ ∈ Ψk, KΨk);
27 od
28 entscheide(Ψmaxk : max(AHP (MKk, SKk)));
29 end
Abbildung 9.11: ACO zur Suche einer optimalen Herstellungsvariante aus
einem attribuierten Prozessvariantenplan
Die Berechnung der U¨bergangswahrscheinlichkeit pkij(t) fu¨r alle alternati-
ven Knoten j erfolgt durch die beiden Formeln 9.1 und 9.6 analog zu den
Ausfu¨hrungen in Abschnitt 9.2.1.2. Nachdem sich eine Ameise k fu¨r einen
Machbarkeit mittels ICIx. Vgl. hierzu Abschnitt 5.2.1.
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Knoten j, eine attribuierte KPZ und ein spezielles Angebot entschieden hat,
wird diese KPZ in die Lo¨sung Ψk der aktuellen Ameise k u¨bernommen. Ist
eine Ameise in der Senke angekommen, kann anhand der Reihenfolge in Ψk
der zugeho¨rige tempora¨re Zielfunktionwert Lk aus Kosten, Zeiten und Lie-
ferwahrscheinlichkeit berechnet werden.
Die Durchfu¨hrung des lokalen Pheromonupdates erfolgt nach der Formel 9.7,
das globale Pheromonupdate nach Formel 9.3. Die Pheromonewerte werden
durch Schranken nach oben und unten begrenzt. Liegt der Pheromonwert
einer Kante τij u¨ber der Obergrenze τmax bzw. unter der Untergrenze τmin,
wird der betroffene Wert entsprechend angepasst.
Da die Bestimmung der Exzentrizita¨ten EΨk,KPZ und Konnektivita¨ten KΨk
zusa¨tzlichen Rechen- und Zeitaufwand erfordert, sollten nicht alle gefundenen
Lo¨sungen untersucht werden. Nur wenn die eben gefundene Lo¨sung
”
hinrei-
chend gut“ ist, wird diese in M gespeichert. Anhand des Zielfunktionswer-
tes Lk kann die Qualita¨t der Lo¨sungen beurteilt werden. Dies geschieht in
Abha¨ngigkeit der besten bisher gefundenen Lo¨sungen Ψk und deren Niveau
des Zielfunktionswertes Lk. Fu¨r die Bestimmung der Schranke existieren ver-
schiedene Mo¨glichkeiten. Einerseits kann ein absoluter Wert festgelegt werden
oder es wird ein Mindestniveau vom maximalen Zielfunktionswert verwendet.
In dieser Arbeit wurde der zweite Ansatz gewa¨hlt. Es werden nur Lo¨sungen
Ψk in M u¨bernommen, deren Lk mindestens κ · 100% des maximalen Zie-
funktionswertes L∗k erreichen, mit:
M :=M ∪Ψk : Ψk mit Lk > κ · L∗k 0 ≤ κ ≤ 1. (9.11)
Nach Erreichen der Abbruchbedingung, wird die Suche der Ameisen einer
Kolonie beendet und fu¨r die verbliebenen Lo¨sungen werden im Anschluss je-
weils die Exzentrizita¨tswerte (EΨk,KPZ) und der Konnektivita¨tswert (KΨk)
mit Hilfe der Polyedralen Analyse38 errechnet. Ziel ist, die gefundenen guten
Lo¨sungen hinsichtlich der Sozialkompetenz der beteiligten KPZ zu bewer-
ten und Aussagen u¨ber die Qualita¨t des
”
Zusammenspiels“ zu treffen. Die
Gro¨ßen der Methodenkompetenz (Zeiten, Kosten, Lieferwahrscheinlichkeit)
und der Sozialkomptenz (Exzentrizita¨t, Konnektivita¨t) werden ebenfalls u¨ber
AHP gewichtet ins Verha¨ltnis gesetzt. Anhand dieser Bewertung erfolgt die
endgu¨ltige Entscheidung fu¨r eine konkrete Herstellvariante und zugeho¨riger
KPZ39.
38Vgl. Abschnitt 8.3.
39Siehe fu¨r weiterfu¨hrende Beschreibungen die Publikationen des Autors [Fis00, Tei01s,
Tei01r, Vog01, Tei01t, Fis02, Tei02p, Tei02q].
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Die letzte in dieser Arbeit na¨her be-
trachtete Phase des KPZN ist die
Bewertung der erbrachten Leistun-
gen der KPZ und die Verteilung des
Erfolges. Diese schließt sich unmit-
telbar der Phase der Durchfu¨hrung
an. Grundlage der Zuordnung des
2 Vom MRP zum SCM
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Erweiterungr eiterung
Erfolges sind die in den vorherge-
henden Phasen gesammelten Infor-
mationen u¨ber die KPZ und ihr Bei-
trag zur Wertscho¨pfung. Die Be-
schaffung und Auswertung erfolgt
mit Hilfe eines netzinternen Controllinginstrumentes, das letztendlich das
objektive Vorgehen sicherstellt. In Abbildung 9.12 ist der Schritt der Bewer-
tung im Netz innerhalb des Phasenmodells hervorgehoben.
Innerhalb des Phasenmodells von KPZN wird an zwei Stellen eine Bewertung
von KPZ notwendig, die sich aber in der Eigenart der verwendeten Informa-
tionen unterscheiden. So hatte im vorherigen Abschnitt die Bewertung von
KPZ das Ziel, die Auswahlentscheidung zwischen Produktionsalternativen
mit Hilfe der Angebotsinformationen zu unterstu¨tzen, welche als Zielvor-
gaben bzw. Sollwerte charakterisiert sind. Die Bewertung von KPZ nach
der Durchfu¨hrung eines Auftrages benutzt die Informationen (Istwerte), die
im Wertscho¨pfungsprozess entstanden sind. Es ergibt sich die Aufgabe der
objektiven Erfolgsverteilung in Form eines Soll-Ist-Vergleichs mit Plausibi-
lita¨tspru¨fung40 unter Verwendung aller relevanten Informationen41.
9.3.1 Controlling zur Sicherung der Rationalita¨t
Wie bereits in Kapitel 4 angedeutet, werden die Ausfu¨hrungen zum Con-
trolling in diesem Kapitel weitergefu¨hrt. Controlling hat zur Aufgabe, die
Rationalita¨t der Unternehmensfu¨hrung – hier des Netzwerkmanagements –
sicherzustellen. Diese Fu¨hrung la¨uft idealtypisch in einem funktionalen Zyk-
lus von Willensbildung, Willensdurchsetzung und Kontrolle ab und hat die
40Mit Hilfe der Plausibilita¨tspru¨fung werden die Gru¨nde von Abweichungen untersucht,
bevor eine Zuordnung erfolgt.
41Als Basis dieses Abschnitts dienten die Publikationen des Autors [Tei01n, Tei01p,
Tei02r, Tei02t] sowie [Fis01], die in enger Kooperation mit dem Autor entstand.
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Aufgabe, die ada¨quate Ausfu¨hrung zu gewa¨hrleisten. Bei den verfolgten Zie-
len handelt es sich einerseits um solche des Netzwerkes und andererseits um
Ziele der KPZ. Durch diese Zieldivergenzen42 ist potenzieller Opportunismus
nicht auszuschließen und stellt somit eine Einschra¨nkung des rationalen Netz-
werkmanagements dar. Deshalb ist es notwendig, ein rationalita¨tssicherndes
Element innerhalb des Netzwerkes zu etablieren, das die potenziellen Defizi-
te des Netzwerkmanagements zu reduzieren versucht. Dieses Element ist das
Controlling43, das die Rationalita¨tssicherung im Netzwerk zum Ziel hat.
Unter Rationalita¨t des Netzwerkmanagements ist das effiziente und effek-
tive Gestalten der Prozesse im Netzwerk zu verstehen. Um diesbezu¨glich
Aussagen u¨ber die Gu¨te treffen zu ko¨nnen, stellt sich die Frage nach der
Messbarkeit von Erfolg im Netzwerk. Begru¨ndet in der Vielfalt der Ziele ist
es kaum mo¨glich, eine aggregierte Erfolgsgro¨ße zu bilden, die sa¨mtliche Fa-
cetten abbildet. Vielmehr ist es notwendig, u¨ber die direkten oder indirekten
Zielinterdependenzen sich einer oder weniger Zielgro¨ßen zu bedienen. Des-
halb kommt der Ableitung und Orientierung an den wichtigsten Kenngro¨ßen
die wesentliche Bedeutung zu. Kenngro¨ßen sind aggregierte Informationen,
die den Sachverhalt so objektiv als mo¨glich wiedergeben.
Die in diesem Abschnitt durchgefu¨hrten U¨berlegungen ko¨nnen nur einen klei-
nen Einblick in das Netzwerkcontrolling geben, da der volle Umfang dieser
Thematik Diskussionsstoff innerhalb einer eigensta¨ndigen Arbeit ermo¨glicht.
Aus diesem Grund werden nur einige spezifische Probleme aufgegriffen, die
keinen Anspruch auf Vollsta¨ndigkeit erheben. Außerdem steht weniger die
Frage nach einer einzurichtenden Controllerstelle als Institution, sondern die
funktionale Aufgabe des Controllings im Vordergrund. Von besonderer Be-
deutung aus instrumenteller Sicht ist dabei die interne Auftragsvergabe, die
Selbstkostenbestimmung, die auftragsu¨bergreifende Erfolgsbewertung sowie
die U¨berpru¨fung potenziell neuer Partnerunternehmen.
Eine Betrachtung der verschiedenen Controlling-Konzeptionen erfolgte be-
reits in Kapitel 4. Es sei noch einmal erwa¨hnt, dass die hier gefu¨hrten U¨ber-
legungen der planungs- und kontrollorientierten Perspektive zugrunde liegen.
Ausgehend von der Einordnung des Phasenmodells von KPZN in das ope-
rative Netzwerkmanagement wird im Folgenden der Schwerpunkt auf die
operativen Controllingaufgaben gelegt44.
Ziel des operativen Netzwerkcontrollings ist die Unterstu¨tzung der Koodinati-
42Vgl. Prinzipal-Agent-Theorie in Abschnitt 7.3.
43Vgl. die einfu¨hrenden Bemerkungen zum Controlling in Kapitel 4.
44Fu¨r die Initiierung des Netzwerkes sind nichts desto trotz strategische Entscheidungen
zu treffen, die aber außerhalb des Phasenmodells zu diskutieren sind.
9.3 Bewertung und Erfolgsverteilung 515
on innerhalb der dargestellten Aufgaben. Das operative Netzwerkcontrolling
umfasst das Unterstu¨tzen der gesamtsystembezogenen Koordination der auf-
tragsorientierten Planung, Kontrolle und Informationsversorgung. Auf opera-
tiver Ebene mu¨ssen im Netzwerk eine Vielzahl von Einzelpla¨nen der Partner
aufeinander abgestimmt werden. Durch das Netzwerkmanagement soll ein
sto¨rungsfreies Zusammenwirken der Beteiligten gewa¨hrleistet werden45. Die
daraus unmittelbar abgeleitete Aufgabe besteht im Sammeln, Verdichten und
Verwerten von Informationen der einzelnen Teilnehmer bzw. im Transport
der Informationen zwischen den Subsystemen.
9.3.2 Informationsbedarf und Notwendigkeit eines ko-
stenorientierten Netzwerkcontrollings
Jede unternehmerische Entscheidung ist Folge einer Information. Die Richtig-
keit der Entscheidung, sowohl inhaltlich als auch zeitlich, ha¨ngt von der Gu¨te
bzw. generell vom Vorhandensein einer Information ab. Deshalb sind Aufbau
und Pflege eines aussagefa¨higen Informationssystems eine Hauptaufgabe des
Controllings.
Anders als in hierarchischen Organisationenformen kann im hierarchielosen
Netzwerk Koordination nicht u¨ber Handlungsanweisungen erreicht werden.
Vielmehr besitzen die ausfu¨hrenden KPZ weitestgehend Entscheidungs- und
Handlungsautonomie innerhalb ihres Aktivita¨tenrahmens. Dies fu¨hrt zu ei-
ner teilweise systemimmanenten Instabilita¨t, da die beteiligten Unternehmen
ihrem Eigeninteresse46 mehr als dem des gesamten Netzwerkes nachgehen
werden. Das bedeutet fu¨r die Planung und Kontrolle auf Netzwerkebene,
dass die Informationen in Bezug auf Kosten, Termine und Qualita¨t von KPZ
bereitgestellt werden mu¨ssen.
Der Informationsbedarf als Herausforderung des Controllings umfasst die
Menge derjenigen Informationen, die zur Erfu¨llung eines informationellen
Interesses erforderlich sind47. Eine Analyse des Informationsbedarfes ist un-
erla¨sslich, um eine Informationsu¨berflutung zu vermeiden und eine optimale
Abstimmung von Planung, Steuerung und Kontrolle mit der Informations-
versorgung zu erreichen. Dadurch kann Informationskonkruenz zwischen den
Systemen erreicht werden.
Der Informationsbedarf kann unterschieden werden in48:
45Vgl. [Wal99, S. 9].
46Vgl. Prinzipal-Agent-Theorie in Abschnitt 7.3.
47Vgl. [Ber92, S. 873].
48Vgl. [Krc00, S. 38].
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objektiven Informationsbedarf, der fu¨r die Aufgabenstellung notwendig ist
und
subjektiven Informationsbedarf, der aus der Perspektive des handelnden In-




Analysiert werden soll an dieser Stelle nur der objektive Informationsbedarf.
Die folgende Informationsbedarfsanalyse beschra¨nkt sich damit auf eine In-
formationsversorgung, die dem Bewa¨ltigen bzw. Lo¨sen von Entscheidungs-
problemen dient, die regelma¨ßig wiederkehren und gut zu strukturieren und
zu standardisieren sind49.
In Anlehnung an Ku¨pper50 und Veil51 ko¨nnen folgende Merkmale des Infor-
mationsbedarfes genannt werden:
Funktion: Eine Information kann der Planung, der Steuerung oder der Kon-
trolle dienen.
Zweck: Die Information wird fu¨r eine konkrete zu lo¨sende Aufgabe beno¨tigt.





Umfang: Gemeint ist hier der Umfang der beno¨tigten Kosten, d. h. Teilkosten
oder Vollkosten.
Zeitbezug: Die zeitliche Ausrichtung auf die Zukunft oder Vergangenheit und
die Relevanz von Ist-, Soll- oder Plangro¨ßen wird beschrieben.
Im Folgenden werden entsprechend der Aufgaben die Informationsbedarfe auf
der operativen Ebene abgeleitet und in konzentrierter Form dargestellt52.
Vor der Konfiguration des konkreten Auftrages im Netzwerk ist es notwendig,
den Erfolg abzuscha¨tzen, um eine Entscheidung bezu¨glich der Annahme eines
Auftrages zu treffen. Der Erfolg eines Auftrages la¨sst sich nicht ausschließlich
auf die Gro¨ßen Gewinn und Deckungsbeitrag reduzieren. Eine kosten- und
49Eine Standardisierung ist im Hinblick auf die Senkung der Transaktionskostenproble-
matik notwendig.
50Vgl. [Ku¨01].
51Vgl. [Vei99, S. 17 ff.].
52In Anlehnung an [Vei99, S. 18 ff.].
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erlo¨sabha¨ngige Zielsetzung steht aber nicht kontra¨r zum Ziel des Netzwer-
kes und soll vereinfachend angenommen werden53. Somit ist der Erfolg mit
Hilfe von Kosten und Erlo¨sen abgescha¨tzbar54. Ein Auftrag wird damit an-
genommen, wenn ein positiver Gewinn oder Deckungsbeitrag erwartet wird.
Außerdem stellen Kosten eine allgemein versta¨ndliche, interpretierbare und
anerkannte Information dar, die das Kommunizieren erleichtert55.
Zu den zu beru¨cksichtigenden Kosten geho¨ren die prima¨ren Kosten wie
Material- und Fertigungskosten und zusa¨tzlich Koordinationskosten, die auf
Netzwerkebene anfallen. Dazu za¨hlen sa¨mtliche IT-Infrastrukturkosten, Mar-
ketingkosten fu¨r das Netzwerk oder die Betriebskosten der zusa¨tzlichen IuK-
Technologien. Alle Leistungen mu¨ssen u¨ber den internen Markt vergu¨tet
werden, um die Wirtschaftlichkeit zu gewa¨hrleisten. Solche Koordinations-
kosten sind in
”
herko¨mmlichen“ Organisationsstrukturen den Fixkosten zu-
geordnet. Im Unternehmensnetzwerk sind sie
”
variabler“ durch die besse-
re Beeinflussbarkeit ihrer Ho¨he. Den gro¨ßten Einfluss dabei hat die Anzahl
der beteiligten Partner. Mit ihrem Anstieg steigen die Koordinationskosten
i. d. R. u¨berproportional. Koordinierungskosten sind fu¨r das Management in
Netzwerken von entscheidender Bedeutung56.
Fu¨r die Entscheidung der Auftragsannahme ko¨nnen die Gesamtkosten im
Netzwerk oder die variablen Kosten benutzt werden. Die variablen Kosten
sollen als Preisuntergrenze oder Mindestdeckungsbeitrag verstanden werden.
Liegt ein Preis ho¨her als die variablen Kosten, so tra¨gt der Auftrag zur
Deckung von Fixkosten in der KPZ bei. Steht ein Partner oder das Netz-
werk vor der Wahl zweier Auftra¨ge, so sind den variablen Kosten die Op-
portunita¨tskosten hinzuzufu¨gen. Bevor festgelegt werden kann, welche Teil-
leistung von welchem Partner zu u¨bernehmen ist, werden die von den KPZ
kalkulierten Kosten bzw. Preise als Entscheidungskriterium beno¨tigt57. Nach
der Informationsgewinnung fu¨r die Teilleistungen schließt sich die Bewertung
der verschiedenen Mo¨glichkeiten, einen Auftrag im Netzwerk zu fertigen, an.
Zur Bewertung ko¨nnen die ermittelten Kosten und dokumentierten Soft–facts
aus vorherigen Auftra¨gen herangezogen werden.
Nach der Auswahl der Partner erfolgt die Planung, Steuerung und Kontrolle
des konkreten Auftrages. Geeignete Planungs- und Steuerungsinstrumente
sind Budgets und Verrechnungspreise. Fu¨r die Deckung der Ausgaben sind
Informationen u¨ber alle Kosten im Netzwerk notwendig. Diese ko¨nnen in
53Vgl. [Wir99, S.28 ff.].
54Vgl. [Wal99, S. 19].
55Vgl. [Ott01, S. 80 ff.].
56Vgl. [Wal99, S. 10].
57Vgl. [Wil97, S. 419].
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Form von Gesamtkosten, variablen Kosten, Fixkosten oder direkt aus den
Kostenrechnungen der KPZ in Form von Einzelkosten oder Gemeinkosten
auftreten. Desweiteren sind die Budgets fu¨r die Koordinierungskosten im
Netzwerk zu ermitteln.
U¨ber die Konfiguration des Netzwerkes entstehen Pla¨ne, in denen auch die
kalkulierten Kosten und Termine enthalten sind. Ziel des Netzwerkmanage-
ments ist, im Verlauf der Leistungserstellung eine permanente Kontrolle in
Form eines Soll-Ist-Vergleiches durchzufu¨hren, um bei Abweichungen Gegen-
maßnahmen treffen zu ko¨nnen. Grundsa¨tzlich gibt es zwei Formen der Kon-
trolle: die Vorgehens- bzw. Verfahrenskontrolle sowie die Ergebniskontrolle58.
Geschuldet dem Gedanken der Hierarchielosigkeit und der Organisations-
struktur selbststa¨ndiger Leistungseinheiten ist das Durchfu¨hren von Vorge-
henskontrollen schwierig bis unmo¨glich. Deshalb kann nur eine netzwerkbezo-
gene Ergebniskontrolle umgesetzt werden, bspw. in Form eines Monitoring-
Werkzeuges. Innerhalb der Leistungseinheiten muss notwendigerweise eine
Selbstkontrolle eigenverantwortlich durchgefu¨hrt werden.
Nach Beendigung eines Auftrages ist die Verteilung des Gewinns bzw. des
Verlustes notwendig. Da die Lo¨sung dieser Aufgabe nach dem Verursa-
chungsprinzip erfolgen muss59, finden die Ist-Kosten, Termine, Qualita¨ten
aber auch die Soft-facts aus den vorherigen Phasen Verwendung. Nur durch
die Betrachtung aller Informationen kann die Plausibilita¨t der Gewinn-
/Verlustverteilung gewa¨hrleistet werden. Zu den Kosten im Netzwerk sind
ebenso die Koordinierungskosten zu za¨hlen, sofern diese nicht schon u¨ber
gewisse Jahresbeitra¨ge der Netzwerkteilnehmer abgedeckt sind60.
Aus dem Bedarf an Kosteninformationen innerhalb der einzelnen Phasen
wird die Bedeutung der Kostenrechnung fu¨r die Funktion auftragsebenen-
bezogene Entscheidungen vorzubereiten und zu kontrollieren, d. h. entschei-
dungsrelevante Informationen bereitzustellen, offensichtlich. Bezogen auf Ko-
stengro¨ßen sind diejenigen Kosteninformationen relevant, die bei der Reali-
sierung einer Handlungsalternative zusa¨tzlich entstehen wu¨rden bzw. die ent-
fielen oder nicht entstu¨nden, wenn eine Handlung nicht durchgefu¨hrt wird61.
Aus den geschilderten Gru¨nden erscheint es deshalb sinnvoll, im KPZN von
einem kostenorientierten Netzwerkcontrolling zu sprechen, um gleichzeitig
eine Abgrenzung zum Controlling in traditionellen Unternehmen zu schaffen.
58Vgl. [Hor94, S. 164 f.].
59Vgl. [Rie00, S. 409].
60Siehe hierzu Abschnitt 9.3.5.
61Vgl. [Rie00, S. 409].
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9.3.3 Kosten- und Leistungsrechnung innerhalb des
Controllings
Innerhalb des Controllings sind das Rechnungswesen und die Unternehmens-
planung (hier Netzwerkplanung) die wichtigsten Aufgabengebiete. Beim Auf-
bau eines Netzwerkcontrollings kann davon ausgegangen werden, dass in je-
der beteiligten KPZ zumindest ein externes Rechnungswesen existiert und
dieses zur Planung eingesetzt wird. Unter Rechnungswesen ist folgendes zu
verstehen62:
Rechnungswesen: Das Rechnungswesen eines Unternehmens erfasst syste-
matisch alle (mengenma¨ßigen) Gu¨terbewegungen und damit zusam-
menha¨ngende sowie daru¨ber hinausgehende geldliche (=wertma¨ßige)
Vera¨nderungen.
Die aus Belegen resultierenden Informationen werden verdichtet, eventuell
umbewertet und unterschiedlichen Objekten, bspw. Abteilungen, zugeord-
net. Es wird in Informationen fu¨r den unternehmensinternen Informationsbe-
darf zur Unterstu¨tzung des betrieblichen Entscheidungs- und Realisierungs-
prozesses (Planung, Steuerung und Kontrolle)63 und Informationen fu¨r den
unternehmensexternen Informationsbedarf, der in gesetzlichen Vorschriften
(Jahresabschluss) vorgeschrieben ist oder der Selbstdarstellung des Unter-
nehmens dient, unterschieden. Hierzu geho¨ren die Finanzbuchhaltung und
die verbundenen Nebenbuchhaltungen.
Fu¨r das Controlling steht das interne Rechnungswesen und die U¨berwachung
der Wirtschaftlichkeit im Vordergrund. Das wichtigste innerbetriebliche In-
formationssystem ist die Kosten- und Leistungsrechnung. Die Eingangsdaten
werden u¨ber Anpassungen aus der Finanzbuchhaltung gewonnen.
Kosten- und Leistungsrechnung (KLR): Die Kosten- und Leistungsrechnung
bildet den betrieblichen Leistungserstellungsprozess wertma¨ßig ab. Dies
kann auf der Basis bereits realisierter oder geplanter Kosten erfolgen.
Außerdem stellt sie ein Instrument der operativen Informationsversor-
gung dar. Die wichtigste Aufgabe ist das Fundieren betrieblicher Ent-
scheidungen unterschiedlichster Art (bspw. Auftragsannahme, Investi-
tion)64.
62[Hor00, S. 41].
63Dieses interne Rechnungswesen beinhaltet die Kosten- und Leistungrechnung, Pla-
nungs- und Investitionsrechnungen und betriebliche Statistiken.
64Vgl. [Hor00, S. 48].
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Die KLR ist ein zweckorientiertes Informationsinstrument und dient dem
Abbilden, Dokumentieren, Planen, Steuern, Kontrollieren und Motivieren65.
Ein Dreiteilung erfolgt entsprechend dem Informationsziel.
Die Kostenartenrechnung (KAR) bildet den Ausgangspunkt der KLR. Sie er-
fasst systematisch sa¨mtliche bei der Erstellung und Verwertung betrieblicher
Leistung anfallenden Kosten. Beachtung finden dabei nur prima¨re Kosten,
d. h. Kosten, die fu¨r außerhalb des Unternehmens beschaffte Gu¨ter anfallen
wie Materialkosten, Abschreibungen oder Lo¨hne und Geha¨lter. Die Bestim-
mung der Kostenarten erfolgt entsprechend dem Informationsbedu¨rfnis und
der Wirtschaftlichkeit im Unternehmen. Mit steigender Differenzierung steigt
sowohl der Informationswert, als auch der Erfassungsaufwand66. Bei der Wei-
terverrechnung ist in Einzel- und Gemeinkosten zu unterscheiden. Einzelko-
sten sind dem Kostentra¨ger direkt zuordenbar. Gemeinkosten werden erst
in der Kostenstellenrechnung verrechnet. Weiterhin kann nach dem Verhal-
ten bei einer Vera¨nderung der Bescha¨ftigung in Fixkosten (unabha¨ngig von
der Ausbringungsmenge) oder in variable Kosten (direkt abha¨ngig von der
Ausbringungsmenge) unterschieden werden.
Bei der Kostenstellenrechnung (KSR) stellt sich die Frage nach dem Ort der
Kostenentstehung. Die prima¨ren Kostenarten werden als Gemeinkosten in
den Kostenstellen erfasst. Die KSR dient dann der Verrechnung der innerbe-
trieblichen Leistungen (sekunda¨re Kosten) und der Umlage der Gemeinko-
sten auf die Kostentra¨ger. Die Verrechnung erfolgt durch die Entlastung der
abgebenden Kostenstelle und der Belastung der empfangenden Kostenstel-
le. Am Ende verbleiben Endkostenstellen, deren Kosten (Gemeinkosten) den
Kostentra¨gern u¨ber Zuschlags- oder Verrechnungsa¨tze zugerechnet werden.
Die Kostentra¨gerrechnung (KTR) bildet die letzte Stufe der Verrechnung
und gibt Auskunft, fu¨r welches Produkt (Kostentra¨ger) die Kosten angefal-
len sind. Diese Rechnung kann als Stu¨ck- oder Periodenrechnung erfolgen.
Die Kostentra¨gerstu¨ckrechnung ermittelt die Kosten der Halb- und Fertig-
produkte (Kalkulation). Es lassen sich Herstell- oder Selbstkosten errech-
nen, die wichtige Informationen fu¨r die Preisbestimmung darstellen. Die Ko-
stentra¨gerzeitrechnung erfasst sa¨mtliche angefallenen Kosten einer Periode
(bspw. Monat oder Jahr) und differenziert nach den Kostentra¨gern. Durch
Einbeziehung der jeweils angefallenen Umsatzerlo¨se kann innerhalb der kurz-
fristigen Erfolgsrechnung das Betriebsergebnis (Erfolg) bestimmt werden.
65Mehr zum Zweck der KLR in [Ku¨97b, S.109 f.].
66So ko¨nnen die Kosten grob in Personalkosten (innerhalb dieser in Lohnkosten mit
Lo¨hnen und Lohnnebenkosten und Gehaltskosten mit Geha¨ltern und Gehaltsnebenkosten),
Stoffkosten (Materialkosten, Energiekosten), Anlagenkosten, Kapitalkosten oder sonstigen
Kosten aufgeteilt werden.
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Die Eigenschaft von Kosten, als anerkanntes Informationsinstrument zu gel-
ten und in entsprechenden Systemen der KPZ vorhanden zu sein, fu¨hrt zur
Notwendigkeit eines stark auf Kosten fokussierten operativen Netzwerkcon-
trollings67.
9.3.4 Anforderungen an eine Netzwerkkostenrechnung
Besondere Herausforderungen fu¨r das Controlling in Netzwerken ergeben sich
durch die verteilte Leistungserstellung, die flexible und prozessorientierte
Konfiguration und hohe Autonomie der beteiligten KPZ.
Fu¨r das effektive und effiziente Betreiben eines Netzwerkes besteht die Not-
wendigkeit, ein KPZ-verbindendes und -u¨bergreifendes Kostenrechnungssys-
tem zu integrieren. Im KPZN stellt der IMK eine neutrale Controlling-Instanz
mit zugeho¨riger Kostenrechnung zur Verfu¨gung. Der Bedarf einer u¨bergrei-
fenden Kostenrechnung resultiert aus dem Zusammenspiel und den Interde-
pendenzen der drei Netzwerkelemente: die KPZ als Kompetenzgeber, das ge-
samte Netzwerk (KPZN) als Basis fu¨r die KPZ-u¨bergreifende Wertscho¨pfung
und die Netzwerkumgebung als Lebensraum und exogene Variable des Netz-
werkes68.
Ausgehend von Beweggru¨nden einer Mitgliedschaft von KMU in einem re-
gionalen Netzwerk ergeben sich erste Anforderungen an die Kostenrechnung.
Die geringere Kapitaldecke im Vergleich zu Konzernen bildet einen Engpass
sowohl bei den Kapazita¨ten, als auch bei den beno¨tigten Kompetenzen. Als
Folge dessen erleiden KPZ bei großen, margestarken Auftra¨gen einen gra-
vierenden Wettbewerbsnachteil. Dem gegenu¨ber stehen nicht ausgescho¨pfte
Kapazita¨ten, die durch Kopplung mit komplementa¨ren Kernkompetenzen
im Netzwerk einen zusa¨tzlichen Deckungsbeitrag erwarten lassen und zu Ko-
stenvorteilen gegenu¨ber der einzeln auf dem Markt agierenden KPZ fu¨hren.
Durch den Eintritt in das Netzwerk sollen Investitions- und Kostenvortei-
le durch einen geringeren Initialaufwand generiert werden. Als Konsequenz
daraus sind KPZ mit konkurrierenden und komplementa¨ren Kompetenzen
in das Netzwerk aufzunehmen. Fu¨r die schnelle Antwortgenerierung mit ent-
sprechenden Kostenaussagen ist eine Automatisierung notwendig.
Ein weiterer Aspekt ist die rechtliche Selbststa¨ndigkeit und Entscheidungs-
freiheit der KPZ u¨ber die Art der Kostenermittlung und Bekanntgabe ver-
traulicher Kosteninformationen. Die Gewa¨hrleistung der Sicherheit der ver-
traulichen betriebsinternen Daten der Teilnehmer auch gegenu¨ber von Part-
67Vgl. [Seu01, S. 101 f.].
68Vgl. [Sch99h, S. 84].
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nern im Netzwerk ist Voraussetzung fu¨r den erfolgreichen Aufbau des Pro-
duktionsnetzes. Weiterhin kann nicht davon ausgegangen werden, dass sa¨mt-
liche Kosteninformationen zur Verfu¨gung gestellt werden. In die Kosten-
rechnung sind Verfahren zu implementieren, die trotz der fehlenden Daten
Aussagen u¨ber Kosten eines Auftrages im Netzwerk liefern. Begru¨ndet in
der Zielgruppe KMU sind keine betrieblichen Standardsoftwaresysteme vom
Umfang einer SAP-Lo¨sung zu erwarten. Vielmehr sind verschiedene Syste-
me mit unterschiedlichsten Rechnungssystemen zusammenzufu¨hren. Neben
reinen Kostenfaktoren sind weitere Aspekte wie Qualita¨t der Leistungen, Zu-
verla¨ssigkeit (Termintreue, Einhaltung der Kosten) oder Know-how fu¨r das
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Abbildung 9.13: Anforderungen an die Netzwerkkostenrechnung
Aus Sicht des Netzwerk-Managements ergeben sich ebenfalls Anforderun-
gen fu¨r eine Kostenrechnung (Abbildung 9.13)70. Ausgangspunkt ist der ar-
beitsteilige, ra¨umlich getrennte und auf die Kundenbedu¨rfnisse abgestimmte
Wertscho¨pfungsprozess im Netzwerk. Sinnvoll erscheint hier eine prozessori-
entierte und nicht verrichtungs- oder funktionsorientierte Betrachtung. Die
unterschiedlichen Kosten sind entsprechend ihrer organisatorischen Zuord-
nung der Netzwerkebene oder KPZ-Ebene zuzuordnen. So kann der Indi-
vidualita¨t der Kostenrechnungen der Netzwerkpartner Rechnung getragen
69Vgl. [Hes99b, S. 364].
70Vgl. [Sch00f, S. 259].
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werden. Damit eng verbunden ist die Gemeinkostenproblematik auf Netz-
werkebene und ihre Integration in die Kostenrechnung. Fu¨r das Zustande-
kommen marktfa¨higer Leistungen ist eine Konkurrenz zwischen den KPZ
erforderlich. So werden die KPZ ada¨quate Preise fu¨r ihre Leistung verlangen
und nicht Informationsvorteile gegenu¨ber dem Netzwerk nutzen71. Besteht
diese Konkurrenz zwischen KPZ nicht, sollte die Mo¨glichkeit der Offenle-
gung von Kalkulationsgrundlagen in Erwa¨gung gezogen werden, um einem
opportunistischen Verhalten einzelner KPZ entgegenzuwirken.
9.3.5 Kosten im Netzwerk
Fu¨r die Erreichung der angestrebten Kundeneffizienz und damit der Wett-
bewerbsfa¨higkeit des Netzwerkes ist eine detaillierte Analyse der Kosten er-
forderlich72. Die Anforderungen an die Netzwerkkostenrechnung73 implizie-
ren unterschiedliche Betrachtungsebenen im Netzwerk. Kosten im Netzwerk
ko¨nnen einerseits auftragsneutral (unabha¨ngig von einem Auftrag) und an-
dererseits auftragsbezogen sein. Die auftragsneutralen Kosten ko¨nnen als re-
lativ fix und als Gemeinkosten des Netzwerkes angesehen werden, da diese
Leistungen zum Betrieb des Netzwerkes notwendig, aber nicht direkt einem
konkreten Auftrag zuordenbar sind. Die auftragsbezogenen Kosten werden
wiederum in sekunda¨re und prima¨re Kosten eingeteilt. Die sekunda¨ren Ko-
sten sind als Gemeinkosten des Auftrages zu verstehen, wa¨hrend die prima¨ren
Kosten aus den Teilleistungen der KPZ resultieren. Die Kompetenzen der
KPZ als solche ko¨nnen aber nicht fu¨r die Zuordnung herangezogen werden.
Vielmehr muss ein direkter Bezug zum konkreten Auftrag bestehen. Die Ko-
sten einer KPZ, die sowohl auftragsunabha¨ngig als auch auftragsbezogen
Leistungen anbietet, sind innerhalb der KPZ entsprechend zu spalten (siehe
Abbildung 9.14).
Wie oben festgestellt, sind die auftragsneutralen Kosten die Gemeinkosten des
Netzwerkes, welche auch als Koordinierungs- und Planungskosten auf stra-
tegischer Netzwerkebene gesehen werden ko¨nnen. Derartige Kosten entste-
hen bspw. im Aufbau, Betrieb und Wartung der IT-Infrastruktur, der KPZ-
Verwaltung und dem Netzwerkmarkting. Auftragsbezogene Kosten sind direkt
den Auftra¨gen zuordenbare Kosten. Diese unterscheiden sich bezu¨glich der
Tragweite der angebotenen Kompetenz im Netzwerk und sind einerseits die
sekunda¨ren (koordinierenden) Kompetenzen und anderseits die prima¨ren (di-
rekt in das Endprodukt eingehenden) Kompetenzen. Beispiele fu¨r sekunda¨re
71Vgl. Principal-Agency-Theory in [Hes99b, S. 357] und Abschnitt 7.3.
72Siehe [Vei00, S. 3].
73Vgl. Abschnitt 9.3.4.
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Abbildung 9.14: Kosten im Netzwerk
Kosten sind der IT-Betrieb, die Akquise und Verhandlungen mit dem End-
kunden. Zu den prima¨ren Kosten za¨hlen die Verrechnungspreise und die Lo-
gistikkosten fu¨r den Transport zwischen den KPZ.
9.3.6 Verrechnungspreise und Budgets
Innerhalb des Netzwerkcontrollings stellen Verrechnungspreise und Budgets
geeignete Planungs- und Steuerungsinstrumente dar74.
Budgets bieten sich insbesondere fu¨r auftragsneutrale Dienstleistungen wie
IT-Betrieb oder Marketing an. Der Grund besteht in der begrenzten Mo¨glich-
keit, die detaillierte Kostenstruktur dieser Dienstleistungen zu erlangen. So
sind Budgets oft die einzige Mo¨glichkeit, u¨bergeordnete Bereiche und deren
Aufwand in einem vertretbaren Aufwand zu planen. Als Hilfmittel der Bud-
getierung sind vereinbarte Stundensa¨tze denkbar. Die Vorgabe der Budgets
erfolgt in Anlehnung an Ausschreibungen fu¨r die betreffenden Leistungen.
Aus diesen sind dann fu¨r das Netzwerk periodische Budgets fu¨r alle relevan-
ten Bereiche zu bilden.
Verrechnungspreise (VP) stellen ein weiteres Steuerungsinstrument der Ko-
ordination im Netzwerk dar. Resultierend aus der arbeitsteiligen Leistungs-
erstellung ergeben sich Leistungsverflechtungen, die in Form von netzwerkin-
ternen Werten zum Erfassen des Austausches von Gu¨tern und Leistungen
erforderlich sind. Diese Werte ko¨nnen als VP im Netzwerk angesehen wer-
den, welche mit innerbetrieblichen Verrechnungssa¨tzen vergleichbar sind75.
74Vgl. [Vei99, S. 24 f.].
75Vgl. [Coe83, S. 423 ff.].
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Synonym zum Begriff der VP werden Verrechnungswerte, Transfer-, Lenk-,
Knappheits- oder Bereichsabgabepreise verwendet. Die Motivation, VP im
Netzwerk zu benutzen, leitet sich aus den Hauptfunktionen Lenkung, Erfolg
und Abrechnung/Planung ab76.
VP der Teilleistungen geben den wertma¨ßigen Anteil an der Gesamtleistung
wieder. VP sind die Preise der Teilleistungen, die von den KPZ (Leistun-
gerstellern) dem Netzwerk zur Auftragskalkulation angeboten und in der
Auflo¨sungsphase in Rechnung gestellt werden. Jede KPZ stellt dem Netz-
werk entsprechend einer konkreten Anfrage bzw. eines konkreten Auftrages
VP zur Verfu¨gung. Grundsa¨tzlich ist hier die Angabe von Vollkosten oder
Teilkosten mo¨glich. Die genaue Zusammensetzung der VP ha¨ngt aber stark
von der Entscheidung der KPZ ab, interne Daten bekannt zu geben, und
wird deshalb in Abschnitt 9.3.7.1 na¨her betrachtet.
Fu¨r VP sind verschiedene Wertansa¨tze wie marktpreisorientierte oder koste-
norientierte denkbar. Da aus marktpreisorientierten VP ein hoher Ermitt-
lungsaufwand resultiert und keine Transparenz der Marktpreise gegeben ist,
werden kostenorientierte VP herangezogen. Ihre Ermittlung ist einfacher, und
sie ko¨nnen direkt aus dem Informationssystem der KPZ gewonnen werden.
VP ko¨nnen auf Voll- oder variablen Kosten mit mo¨glichen Gewinnaufschla¨gen
oder Opportunita¨tskostenaufschla¨gen basieren77.
9.3.7 Kostenrechnung im Netzwerk
Im Rahmen der Unternehmensrechnungen gibt es eine Reihe von Verfahren
und Methoden fu¨r einzelne Unternehmen. Als Konzeptionsgrenze der eta-
blierten Kostenrechnung ist fast ausschließlich das Unternehmen festzustel-
len. Ein Grund fu¨r die Fixierung der Kostenrechnung auf eine selbststa¨ndige
Einheit kann in der Abha¨ngigkeit der Kostenrechnung von der Finanzbuch-
haltung gesehen werden. In Anlehnung an Veil78 soll unter Netzwerkkosten-
rechnung folgendes verstanden werden.
Netzwerkkostenrechnung (NW-KLR): Unter einer NW-KLR wird im Weite-
ren ein netzwerkweites, operatives Instrument der Informationsversor-
gung verstanden. Sie erfu¨llt die Aufgabe, das Netzwerkmanagement
u¨ber auftragsbezogene und auftragsneutrale Kosten des gesamten Netz-
werkes zu informieren. Dabei ist in Ermitteln und Auswerten zu unter-
scheiden.
76Mehr zu den Funktionen in [Bu¨h99, S. 194 f.], [Coe83, S. 524 ff.].
77Mehr zu VP in [Coe83].
78Vgl. [Vei99, S. 32].
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Beim Aufbau einer NW-KLR gibt es grundsa¨tzlich zwei Mo¨glichkeiten. Ei-
nerseits besteht die Mo¨glichkeit, ein eigensta¨ndiges, partnerunabha¨ngiges
Kostenrechnungssystem aufzubauen. Dafu¨r wa¨re allerdings ein umfassen-
der Zugriff auf die Finanzbuchhaltung der einzelnen Partner notwendig und
ka¨me einer Offenlegung der sensiblen Informationen gleich. Kosteninterde-
pendenzen und Berechnungsmethoden der KPZ wa¨ren außerdem fu¨r eine ei-
gensta¨ndige KAR, KSR und KTR notwendig. Eine zentrale Kostenrechnung
aller mit sa¨mtlichen Kostendetails ist somit nicht umsetzbar.
Eine andere Mo¨glichkeit besteht in der Dezentralisierung. Voraussetzung
dafu¨r sind entsprechende Kostenrechnungssysteme bei den KPZ. Das Auf-
bereiten und Auswerten der Partnerinformationen obliegt danach dem Netz-
werk. Diese Organisationsform der NW-KLR erfolgt in Anlehnung an die
Gestaltung der Konzernkostenrechnung79. Das Vorgehen kann als dezentrales
Beschaffen und zentrales Auswerten und Aufbereiten der Kosteninformatio-
nen verstanden werden. Fu¨r das Netzwerkcontrolling besteht die Aufgabe,
die Trennung von Informationsentstehung und Informationsverwendung und
die daraus entstehenden Inkonsistenzen zu entflechten. Abbildung 9.1580 ver-
deutlicht den Informationsfluss im Netzwerk bzgl. der Kosten.
EmpfängerfInformationsgenerierungI f i iInformations-
systeme





























Abbildung 9.15: Kosteninformationsfluss im Netzwerk
Das Erfassen der auftragsbezogenen Kosten fu¨r die jeweiligen Teilleistungen
erfolgt von den leistungserstellenen KPZ selbst. Dies beinhaltet die KAR,
KSR und KTR. Das Bezugsobjekt der KTR auf KPZ-Ebene ist die Teillei-
79Mehr zur Konzernkostenrechnung in [Wul95].
80In Anlehnung an [Vei99].
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stung. Die so gewonnenen Informationen werden in Form von Verrechnungs-
preisen vom Netzwerk u¨bernommen.
Damit im Netzwerk Aussagen u¨ber die Gesamtleistung, also den Auftrag,
getroffen werden ko¨nnen, ist eine KTR mit dem Bezogsobjekt Auftrag auf
Netzwerkebene aufzubauen. Sie dient der Auftragskalkulation und der Wirt-
schaftlichkeitskontrolle. Fu¨r das Auswerten der Kosteninformationen sind da-
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Abbildung 9.16: Rechnungen im Netzwerk
9.3.7.1 Verfahren fu¨r die Auftragskalkulation
Eine der wichtigsten Rechnungen ist die Auftragskalkulation, da diese zu
Beginn jeder Kooperation zur Angebotserstellung notwendig wird. Die Kal-
kulation ist auch die Voraussetzung der anderen Auswertungsrechnungen.
Deshalb werden im Folgenden drei Verfahren der Auftragskalkulation dis-
kutiert. Das additive Verfahren, die Prima¨rkostenrechnung und die Konso-
lidierungsrechnung entstammen der Konzernkostenrechnung und werden in
Anlehnung an Wullenkord81 beschrieben.
81Vgl. [Wul95, S. 224 ff.].
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Additionsverfahren: Die wohl einfachste Methode der Auftragskalkulation
stellt die Additionskalkulation dar. Bei dieser Methode werden die Ko-
sten der Teilleistungen (VP im Netzwerk) summiert. Vorraussetzung
dafu¨r ist das Fehlen jeglichen Leistungsaustausches zwischen den KPZ.
Bei Leistungsverflechtungen innerhalb eines Auftrages zwischen den
KPZ liefert diese Methode durch Doppelerfassung von Kosten falsche
Ergebnisse. Diese Doppelerfassung ergibt sich, da bei einer Leistungs-
verflechtung die Kosten der vorgelagerten KPZ in der Wertscho¨pfungs-
kette als Einzelkosten der nachgelagerten KPZ erfasst werden und da-
mit im Preis dieser KPZ mit enthalten sind. Die additive Methode kann
also nur eingesetzt werden, wenn keine Leistungsverflechtung vorhan-
den ist oder nur der VP der letzten KPZ ansetzt wird82.
Prima¨rkostenverfahren: Die Leistungsverflechtungen innerhalb des Netzwer-
kes fu¨hren nicht nur zur Doppelza¨hlung, sondern ko¨nnen auch die Ko-
stenstrukturen verfa¨lschen. Fu¨r eine liefernde KPZ besteht der VP aus
prima¨ren und sekunda¨ren Kosten plus Gewinnzuschlag. Bei der ab-
nehmenden KPZ geht dieser VP nur als prima¨re Kostenposition ein.
Somit werden aus sekunda¨ren Kosten der vorgelagerten KPZ Prima¨rko-
sten, d. h. fixe Kosten der vorgelagerten KPZ werden zu variablen der
nachgelagerten KPZ. Aus Netzwerksicht ist aber gerade die Kosten-
zusammensetzung interessant, da erst hierdurch Aussagen zu Preisun-
tergrenzen fu¨r Angebote mo¨glich sind. Der Ru¨ckgriff auf unmodifizier-
te Kosteninformationen wu¨rde zu Fehlentscheidungen fu¨hren. Das Ziel
der Prima¨rkostenrechnung besteht also darin, die Kostenstrukuren im
Netzwerk korrekt abzubilden. Die Prima¨rkostenrechnung gliedert die
Selbstkosten von Kostentra¨gern (hier Netzwerkauftrag) auf. Prima¨re
Kosten fallen fu¨r alle außerhalb des Netzwerkes bezogenen Leistungen
an und sekunda¨re demgegenu¨ber fu¨r Leistungen innerhalb des Netz-
werkes. Die Genauigkeit der so gewonnenen Kostenstruktur ist aller-
dings auch mit einem ho¨heren Aufwand der Informationsgenerierung
und Auswertung verbunden. Außerdem sind als Voraussetzungen fu¨r
die Anwendung einheitliche Kostenkategorien aller KPZ zu nennen.
Konsolidierungsrechnung: Fu¨r das Beseitigen der Mehrfacherfassung von Ko-
sten kommt in Konzernen die Konsolidierungsrechnung zum Einsatz.
Diese Rechnung fasst die Rechnungssysteme der Konzernunternehmen
(hier im u¨bertragenen Sinne die KPZ) zusammen und beseitigt alle
konzerninternen Kosten- und Erlo¨swirkungen. Die im Netzwerk be-
trachteten Kosten enthalten zusa¨tzlich den Gewinnzuschlag. Bei der
82Dies hat allerdings wenig gemein mit einer Addition.
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Konsolidierung subtrahiert die KPZ die gesamten Kosten fu¨r empfan-
gene Teilleistungen, die innerhalb des Netzwerkes geliefert wurden. Im
Konzern wird die Konsolidierung von dem Unternehmen mit Markt-
zugang durchgefu¨hrt, also dem Unternehmen, das an letzter Stelle der
Wertscho¨pfungskette innerhalb des Konzerns steht. Im Netzwerk kann
dies von jeder KPZ durchgefu¨hrt werden. Damit ist unmittelbar die
Nettowertscho¨pfung der KPZ ersichtlich.
9.3.7.2 Netzwerk-Gemeinkosten
Die im Abschnitt 9.3.5 beschriebenen auftragsneutralen Kosten sind als Ge-
meinkosten des Netzwerkbetriebes zu behandeln. Da derartige Kosten in der
Regel schon vor konkreten Auftra¨gen entstehen und Unsicherheit in Bezug
auf ku¨nftige Entwicklungen herrscht, ist es nicht sinnvoll, diese u¨ber Zu-
schlagsa¨tze innerhalb der Auftragskalkulation einzubeziehen. Vor dem Hin-
tergrund der prozessorientierten Herangehensweise im Produktionsnetzwerk
ist außerdem die Plausibilita¨t von Zuschlagsa¨tzen zu hinterfragen. So sind
bei stark wechselndem Produktionsprogramm, wie im Netzwerk, starre Zu-
schlagsa¨tze und die Implikation fester Relationen zwischen Einzelkosten und
Gemeinkosten nicht vorzufinden und fu¨hren zu falschen Kostenaussagen und
Entscheidungen83. Aus diesem Grund wird die Finanzierung u¨ber Budgets
favorisiert.
Die Ho¨he der Budgets ist mittels Ausschreibungen zu ermitteln. Bei den An-
geboten der KPZ ist auf die prozessuale Abha¨ngigkeit zu achten, d. h. die
KPZ mu¨ssen die Kosten fu¨r die Durchfu¨hrung eines Arbeitsauftrag kalkulie-
ren. Fu¨r die IT-Wartung bspw. sind die Kosten fu¨r ein Back–up zu ermitteln,
Mit Hilfe der voraussichtlichen Ha¨ufigkeit des Arbeitsauftrages innerhalb ei-
ner Periode ist dann das Budget fu¨r Back–ups zu errechnen. Kostentreiber
wa¨re in diesem Beispiel die Anzahl der Back–ups. Fu¨r andere leistungsmen-
geninduzierenden Prozesse84 ergeben sich bspw. folgende Kostentreiber: fu¨r
den IT-Bereich die Anzahl der Schnittstellenanpassungen oder Anzahl der
Updates und fu¨r die KPZ-Verwaltung die Anzahl der Pflegemaßnahmen in
der Kompetenzdatenbank des IMK wie Neuaufnahme oder Eliminierung von
KPZ.
Um Kosteneffizienz zu erreichen, sollten Angebote von mehreren KPZ ein-
geholt werden. Insbesondere um monopolistischen Verhalten von KPZ ent-
gegenzuwirken und vor dem Hintergrund einer kontinuierlichen und dauer-
haften Leistungserbringung (der Netzwerkaufgaben) ko¨nnte zusa¨tzlich die
83Vgl. [Hor99], [Coo84, S. 78].
84Vgl. zur Prozesskostenrechnung [Coe83, S. 193ff.].
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Abbildung 9.17: Netzwerkgemeinkosten finanziert u¨ber Budgets
Offenlegung der Kalkulationgrundlagen sinnvoll sein. Die so ermittelten Bud-
gets der Netzwerkgemeinkosten werden u¨ber Jahres- oder Mitgliedsbeitra¨ge
finanziert. Ferner sind die zuordenbaren Anpassungsmaßnahmen, bspw. fu¨r
Softwareschnittstellen in Form von Mitglieds- oder Schutzgebu¨hren bei Ein-
tritt einer KPZ in das Netzwerk zu erheben. Fu¨r den Ausbau und die Ent-
wicklung des Netzwerkes, Ru¨ckstellungen fu¨r zuku¨nftige Gewa¨hrleistungsan-
spru¨che oder die Verteilung des U¨berschusses auf die KPZ, kann erga¨nzend
ein Zuschlag auf den kalkulierten Auftragpreis addiert werden.
9.3.7.3 Auftragskalkulation
Die Abbildung der detaillierten Kostenstruktur des im Netzwerk gefertigten
Erzeugnisses in Form einer herko¨mmlichen Kostenrechnung (Zuschlagskalku-
lation, Bezugsgro¨ßenkalkulation, Prozesskostenrechnung) bei Unternehmen
ist, wie weiter oben festgestellt, nicht mo¨glich. Der Grund liegt in den feh-
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lenden Informationen auf Netzwerkebene bezu¨glich der Kostenarten und der
Kostenklassifikationen jeder einzelnen KPZ. Außerdem wird eine KPZ nur
bei bestehendem Eigeninteresse bereit sein, die eigenen Kostendetails dem
Netzwerk zu offenbaren. Aus diesem Grund werden zwei mo¨gliche Metho-
den der Kosteninformationsgewinnung und anschließender Kalkulation vor-
gestellt. Diese unterscheiden sich in Bezug auf die an das Netzwerk gelieferte
Informationsmenge. Damit eng verbunden ist die Aussagefa¨higkeit zur Ko-
stenstruktur eines Produktes und die Mo¨glichkeit der Verhandlung mit dem
potenziellen Auftraggeber.
Wird lediglich der VP einer KPZ an das Netzwerk innerhalb des Ausroll-
prozesses85 u¨bermittelt, so stellt dies das mo¨gliche Minimum an Kostenin-
formationen dar. Dabei wird der Angebotspreis einer KPZ (VP im Netz-
werk) in kumulierter Form direkt an die nachfragenden KPZ weitergegeben
und geht dort direkt in die Kalkulation ein. Damit erfolgt die Kalkulati-
on auf KPZ-Ebene mit dem Angebotspreis (VP) der vorgelagerten KPZ in
der Wertscho¨pfungskette. Diesem sind dann noch die eigenen Material- und
Fertigungskosten, die Gemeinkosten und der Gewinnzuschlag hinzuzufu¨gen.
Am Ende dieses Vorganges erha¨lt das Netzwerk von der letzten KPZ in der
Wertscho¨pfungskette den Angebotspreis.
Neben der Weitergabe an die nachgelagerte KPZ erha¨lt das Kostenrechnungs-
modul im IMK ebenfalls den VP jeder KPZ mit ID und vorgelagerter KPZ.
Damit kann die Wertscho¨pfung der KPZ eindeutig bestimmt werden. Da
nur kumulierte Verrechnungspreise weitergegeben werden, kann keine detail-
lierte Kostenstruktur des Produktes im Netz erstellt werden. Aus den ge-
wonnenen Informationen besteht lediglich die Mo¨glichkeit, den Anteil der
KPZ-Wertscho¨pfung innerhalb des Produktes zu ermitteln. Der Aufbau der
Kostenstruktur und die Kosteninformationsgewinnung erfolgen dezentral in
den KPZ.
Um den Verhandlungsspielraum mit dem Auftraggeber zu vergro¨ßern ist es
notwendig, Preisuntergrenzen – meist die variablen Kosten – der einzelnen
KPZ zu kennen. Somit besteht die Mo¨glichkeit, mit dem potenziellen Auf-
traggeber zu verhandeln. Dies gestaltet sich insofern schwierig, da mit der
Bekanntgabe von Kosteninformationen die entsprechende KPZ Teile ihrer in-
ternen Kostenstruktur offen legt. Weil KPZ auch außerhalb des Netzwerkes
ihre Leistung anbieten und Partner im Netzwerk gleichzeitig Konkurrenten
auf dem freien Markt sein ko¨nnen, kann es zu Wettbewerbsverzerrungen kom-
men. Außerdem wu¨rde keine KPZ aus Selbstschutz einer nachgelagerten KPZ
ihre Preisuntergrenze mitteilen, da diese dann nur mit der Preisuntergrenze
85Vgl. Abschnitt 9.3.6.
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weiter kalkuliert und sich einen Vorteil verschafft.
Um dieses Problem zu beseitigen, erfolgt die Bekanntgabe der Preisunter-
grenzen nur an den zentralen IMK. Die KPZ ihrerseits benutzen fu¨r die Kal-
kulation die oben beschriebenen VP der vorgelagerten KPZ. Dieses Vorgehen
setzt allerdings Vertrauen in das Informationssystem des Netzwerkes und in
den Umgang mit sensiblen Daten voraus. Mo¨glichkeiten der Verschlu¨sselung
der Datenbank und Zugangsmechanismen sind dafu¨r zu implementieren. Die
Entscheidung zur Bekanntgabe der Preisuntergrenze trifft jede KPZ selbst
und bestimmt damit gleichzeitig ihre Chancen den Zuschlag zu erhalten. Die
Kosteninformationsgewinnung erfolgt dezentral in den KPZ. Mit Hilfe der
zusa¨tzlichen Preisuntergrenzen der KPZ ist der Aufbau einer detaillierte-
ren Kostenstruktur zentral mo¨glich. Im gu¨nstigsten Fall geben alle KPZ ihre
Preisuntergrenzen bekannt und fo¨rdern ein Ho¨chstmaß an Kostentransparenz
im Netzwerk.
Fu¨r die eindeutige Zuordnung der Kosten zu den KPZ und zu den mit
KPZ attribuierten PVP86 ist es notwendig, die im Prozess vorgelagerten
und nachfolgenden KPZ im IMK mit zu speichern. U¨ber diese Vorga¨nger-
Nachfolger-Beziehung in Verbindung mit den Verrechnungspreisen ko¨nnen
die Wertscho¨pfungsanteile der einzelnen KPZ ermittelt werden.
9.3.7.4 Kalkulationsschema
Mit dem Ziel, Aussagen u¨ber die Kostenzusammensetzung des Erzeugnisses
und dem aggregierten Angebotspreis in Abha¨ngigkeit eines bestimmten Lie-
fertermins zu treffen, ko¨nnen die vorher ermittelten Kosten zusammen mit
den zuordenbaren Logistikkosten aggregiert werden. Im Ergebnis entstehen
fu¨r alle mo¨glichen KPZ-attribuierten PVP die Angebotspreise (sofern diese
vero¨ffentlicht wurden) und Termine, bezogen auf die prima¨ren Leistungen.
Ausgangspunkt fu¨r die Kalkulation sind die Kosteninformationen der KPZ,
die mit Hilfe des EVCM-Konzeptes generiert wurden. In der Kalkulation
werden anschließend die sekunda¨ren Kosten hinzugefu¨gt. Abha¨ngig von vor-
her festgelegten Vereinbarungen sind noch Aufschla¨ge fu¨r die akquirierende
KPZ, Gewa¨hrleistungsru¨ckstellungen und eventuell ein Netzwerkgewinn zu
addieren. Mit den Ergebnissen dieser Rechnungen ko¨nnen dem Kunden ver-
schiedene Alternativen in Bezug auf Kosten, Termine und Technologien an-
geboten werden. Durch die Entscheidung des Kunden fu¨r eine Variante kann
anschließend das Netzwerk entsprechend aktiviert werden.
86Vgl. Abschnitt 9.2.
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Kalkulationsschemafür einen
KPZ(Angebots)-attribuierten Prozessvariantenplan
Summe der Verrechnungspreise primärer Teilleistungen
Logistikkosten
primäre Kosten für die Wertschöpfung
IT-Betriebskosten, Marketingkosten, ...











Abbildung 9.18: Kalkulationsschema eines KPZ-attribuierten PVP
9.3.7.5 Erfolgsverteilungsrechnung
Ist der Kundenauftrag erfu¨llt, schließt sich die Rechnungslegung der KPZ
mit den entstandenen Ist-Kosten an das Netzwerk an. Dieses fakturiert mit
dem Auftraggeber den Gesamtpreis. Sind die Ist-Kosten gro¨ßer als der Ange-
botspreis oder kommt es zu Vertragsstrafen wegen Terminverzug oder Qua-
lita¨tsma¨ngeln und zur Senkung des Gesamtpreises, ist dieser Einnahmever-
lust im Netzwerk entsprechend der Verursachung zu verteilen. Dazu wer-
den die Prozessinformationen, die in Form des Monitorings innerhalb der
Durchfu¨hrung im IMK gesammelt wurden, verwendet. Zusa¨tzlich erfolgt von
den jeweils nachgelagerten KPZ eine Bewertung der liefernden KPZ hin-
sichtlich der Soft–facts. Diese Informationen finden auch Anwendung bei
Gewa¨hrleistungsanspru¨chen oder spa¨teren Auftra¨gen. Begru¨ndet in der Vor-
gehensweise bei der Ermittlung der VP im Netzwerk sind im Normalfall die
Gewinne der KPZ in diesen schon enthalten. Aus diesem Grund erfolgt keine
Verteilung eines mo¨glichen Gewinnes an diese KPZ. Die KPZ erhalten die Ist-
VP, soweit sie nicht geku¨rzt wurden. Kann hingegen ein Auftrag nur durch
Verwendung variabler Kosten (Preisuntergrenzen) einer oder mehrerer KPZ
eingeworben werden, ist der U¨berschuss (Gewinn) nach Begleichung der an-
deren Verbindlichkeiten (VP bzw. variable Kosten, Bonus fu¨r Akquise, Ru¨ck-
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stellungen/Gewinnru¨cklagen soweit vereinbart) auf die KPZ zu verteilen, bei
denen lediglich die variablen Kosten angesetzt wurden. Die Gewinnru¨cklagen
(sofern gebildet) ko¨nnen am Jahresende aufgelo¨st und auf die KPZ entspre-
chend ihrer Beteiligung verteilt werden. Eine andere Mo¨glichkeit besteht in
der Senkung der Jahresbeitra¨ge.
Erfolgsverteilungnach der Fakturierung mit dem Kunden
Ist-Kosten der Durchführung
Angebotspreis (Soll)
vom Kunden eingegangener Betrag
Verrechnungspreise bzw. variable Kosten
Akquiseprovision
Rückstellungen








Verifizierung der Zurechenbarkeit der höheren
Kosten und Anpassung der korrespondierenden
KPZ-Verrechnungskosten
£ 0
Abbildung 9.19: Ergebnisverteilungsschema im Netzwerk
9.4 Zusammenfassung
Dieses Kapitel bildet den Abschluss zum Phasenmodell des EVCM. Den zen-
tralen Teil aus logistischer Sicht stellt hierbei die Auswahl der endgu¨ltigen
Prozessalternative bei gleichzeitiger Zuordnung der Kompetenzzellen mit ent-
sprechendem Angebot pro Netzwerkknoten dar. Nach der Beschreibung des
Optimierungsproblems erfolgte die Auswahl der Methode. Hierbei standen
neben klassischen Verfahren zahlreiche iterative Verbesserungsverfahren zur
Auswahl, die in der Vergangenheit fu¨r a¨hnlich komplizierte, aber inhaltlich
differente Sachverhalte eingesetzt wurden. Nach umfangreichen Analysen der
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Problemstellung und der resultierenden Implikationen fu¨r das Optimierungs-
modell fiel die Entscheidung zugunsten der Ant Colony Optimization. Die
folgende Modellierung, Implementierung und zahlreiche Tests besta¨tigten die
erhoffte Effizienz des Verfahrens fu¨r die Festlegung der endgu¨ltigen KPZN.
Der Abschnitt zur Bewertung und Erfolgsverteilung stellt grundlegende
Aspekte und Konzepte des Controllings sowie der Kosten- und Leistungs-
rechnung in Bezug auf die Erfordernisse des Produktionsnetzwerkes vor. Die
Erkenntnisse wurden vorwiegend aus der Literatur gewonnen und mit den
aufgeworfenen Problemstellungen innerhalb des KPZN assoziert. Anhand
dieser erfolgte eine erste Ableitung mo¨glicher Konzepte zur Lo¨sung dieser
Probleme. Dieser Abschnitt stellt den ju¨ngsten Teil der Forschungsarbeiten
zum KPZN dar und weist interdisziplina¨r auf logisitikfremde Schnittstellen
hin. In der nahen Zukunft werden im Rahmen des Sonderforschungsbereiches
457 diese Arbeiten von Kollegen weiter gefu¨hrt, die eine gro¨ßere Kompetenz
und Affinita¨t in Bezug auf das Rechnungswesen besitzen. Es erscheint aus
Sicht des Autors zwingend notwendig, diese funktionale Trennung von Con-
trolling und Logistik beizubehalten.
Im abschließenden Kapitel soll letztlich noch die Frage nach den am besten
geeigneten Informationstechnologien zur Umsetzung der EVCM–Philosophie
beantwortet werden. Dieses Kapitel wird der vorliegenden Arbeit durch
die Beschreibung des mo¨glichen U¨bergangs vom Fachkonzept zum DV-
Konzept87 die notwendige Abrundung verleihen. An diesem Punkt terminiert
die betriebswirtschaftliche Beschreibung des logistikorientierten EVCM–
Konzeptes.
87Siehe [Sch95a, S. 17].
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Erweiterungr eiterung
”
Kleine Gelegenheiten sind ha¨ufig der Anfang großer
Unternehmen“
Demosthenes
Wirtschaftlich eigensta¨ndige Organisationseinheiten mu¨ssen, um die Effekti-
vita¨t der Zusammenarbeit in Netzwerken zu verbessern, zahlreiche Medien-
bru¨che u¨berwinden, da potenzielle Partner vo¨llig heterogene Systemarchitek-
turen, deren Kopplung einen enormen Aufwand verursacht und mit vielen































Schnittstellen wurden bisher auf-
wa¨ndig entwickelt und zertifiziert.
Ein Unternehmen, das die kosten-
intensive Einfu¨hrung eines ERP-
Systems (oder anderer betriebli-
cher Software) realisierte, wird die-
ses auch fu¨r einen unbestimmten
Zeitraum verwenden. Eine poten-
zielle Beteiligung am KPZN und
die damit verbundene Unsicher-
heit bzgl. der Einfu¨hrung eines
neuen Systems werden diese Un-
ternehmen oft scheuen. Bildet sich jedoch eine solche Kooperation fu¨r einen
la¨ngeren Zeitraum, so wird die Verwendung einheitlicher Systeme die Zu-
sammenarbeit wesentlich vereinfachen. Die Bildung von Kooperationen zur
Abwicklung bestimmter Auftra¨ge ist ohne das Auftreten von Medienbru¨chen
mo¨glich. Der Einsatz gemeinsamer IT-Standards impliziert die Verbesserung
der gesamten Abla¨ufe (Phasen) im KPZN.
Unter Beru¨cksichtigung der genannten Aspekte wird dieses Kapitel den Fo-
kus auf drei ausgewa¨hlte Themenbereiche beschra¨nken. Erstens wird der Fa-
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cettenreichtum des Application Service Providing (ASP)–Konzeptes vorge-
stellt, denn wird allen potenziellen KPZ u¨ber einen ASP die Mo¨glichkeit
geboten, eine gemeinsame Softwarebasis zur effizienten Arbeit im Netzwerk
zu nutzen, kann dadurch die Mitwirkung innerhalb eines KPZN motiviert
werden. Mit diesem Konzept soll u. a. dem Anfangsinvestitionsvolumen einer
derartigen Systemarchitektur entgegengewirkt und die Beseitigung von Me-
dienbru¨chen vorangetrieben werden. Zweitens erfolgt die Vorstellung einer
mo¨glichen Realisierung des ASP–Konzeptes unter Benutzung zukunftswei-
sender Software–Technologien. Drittens wird an zwei Beispielen die bereits
vollzogene Integration in eine vorhandene ERP/SCM–Welt dargestellt.
Eine vollsta¨ndige Beschreibung der realisierten Arbeiten1 zum Informations-
infrastrukturkonzept wu¨rde zum einen den Umfang dieses Kapitels sprengen
und zum anderen den Schwerpunkt des Managementkonzeptes in Richtung
eines IT–Konzeptes verschieben. Dies wa¨re nicht im Sinne der vorliegenden
Arbeit.
10.1 Application Service Providing
Betriebliche Standard–Software und den Umgang mit ihr zu vereinfachen ist
seit den Anfa¨ngen der elektronischen Datenverarbeitung eines der Hauptzie-
le der Entwickler. Sta¨ndig wurden im Verlauf der Geschichte der IT neue
Verfahren und Vorgehensweisen, Alternativen und Modelle vorgestellt. So
ist die Schwellen–Technologie der na¨chsten Jahre, das Konzept des ASP, die
2Vom MRP zum SCM
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Erweiterungr eiterung
Konsequenz einer rasanten Entwicklung der vergangenen Jahrzehnte.
10.1.1 Historie
Ausgangspunkt der Entwicklung hin zum dezentralen Internet waren die so
genannten Mainframes bzw. Großrechner2. Mit deren Einfu¨hrung Mitte der
60er Jahre begann das Zeitalter der elektronischen Informationsverarbeitung.
1Die Umsetzung des Konzeptes war Themenschwerpunkt im vom Autor geleiteten Ar-
beitskreis Logistische Informationssysteme. In diesem Zusammenhang entstanden zahlrei-
che eigene Publikation [Tei01i, Tei01q, Tei02c, Tei02i, Tei02a] und erga¨nzende Diplomar-
beiten [Sch00e, Bre01c, Sie01, Wen02, Vog02], die in enger Zusammenarbeit mit dem Autor
und unter Benutzung des von ihm zur Verfu¨gung gestellten Wissens in Form von teilwei-
se nicht publizierten Konzepten entstanden. Die folgenden Abschnitte entlehnen aus den
genannten Publikationen die wichtigsten Aspekte und bringen diese in ihren inhaltlichen
Zusammenhang.
2Vgl. [Han97, S. 514] oder [Zil93, S. 961].
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Ermo¨glicht durch die Entwicklung des Mikroprozessors im Jahr 1969 durch
die Intel Corp. entstand Mitte der 70er Jahre ein neuer Typ Rechner: der
Personal Computer oder kurz PC, der als so genanntes Stand-Alone-System
eingesetzt werden konnte, einzelplatzorientiert war, und dessen Architek-
tur (Prozessor, Speicher, Schnittstellen) standardisiert wurde. In den fru¨hen
80er Jahren setzte sich dieser gegenu¨ber den Zentralrechnern durch. Viele
Software-Entwickler konzentrierten sich auf diese neuen Systeme.
Ende der 80er Jahre begann der Trend zur Dezentralisierung. Es entwickelte
sich die Client-/Server-Architektur3. Durch die zunehmende Standardisie-
rung der Vernetzung (Ethernet4 und Local Area Network (LAN)5) wurde
diese Entwicklung forciert. Ein Client-/Server-System wird als kooperative
Informationsverarbeitung bezeichnet, bei dem heterogene Computersysteme
(bzgl. Hard- und Software) zusammenarbeiten ko¨nnen. Client und Server
nehmen dabei unterschiedliche Aufgaben wahr. Client-Prozesse fordern Lei-
stungen vom Server an, sind also Besteller. Der Begriff Client kann zwei
Bedeutungen haben: zum einen ein Programm, welches von einem anderen
Programm Dienstleistungen in Anspruch nimmt und zum anderen ein Rech-
ner, der von einem anderen Rechner Dienste anfordert. Server-Prozesse hin-
gegen liefern Dienste. Fu¨r die U¨bertragung der Daten entstand eine Vielzahl
von Netzwerktopologien6 und Netzwerkprotokollen.
Anfangs dienten die Netze der reinen Datenu¨bertragung zwischen Cli-
ent und Server. Im Laufe der Zeit entwickelten sich die Anforderungen
weiter und es entstanden verschiedene Dienste wie Applikations-Server,
Datenbank-Server und Transaktions-Server. Durch die Einbindung von Groß-
rechnern in das Client-/Server-Netzwerk entwickelten sich komplexe IT-
Infrastrukturen innerhalb der Unternehmen, durch welche der Aufwand zur
Wartung und Instandhaltung dieser Systeme erheblich stieg. Ein effizientes
IT-Infrastrukturmanagement wurde fu¨r die Firmen unerla¨sslich. Dies hat-
te seine Ursachen auch darin, dass bei zahlreichen Unternehmen eine Viel-
zahl von Herstellern als Lieferanten fu¨r Hard- und Software vertreten waren.
Unterschiedliche Produkte verschiedener Hersteller zu harmonisieren, stellte
eine enorme Herausforderung fu¨r die betroffenen Unternehmen dar.
Pra¨gend fu¨r den Anfang der 90er Jahre war die explosionsartige Verbreitung
des Internets, dessen Urspru¨nge in einem Projekt (ARPANet) des Milita¨rs
der USA zu Beginn der 60er Jahre liegen. Ziel dieses Projektes war die Ent-
3Siehe [Gip97, S. 147 f.] oder [Thi98b].
4Siehe [Hal97, S. 302].
5Siehe [Det99].
6Struktur der physikalischen Verbindungen zwischen den Knoten eines Netzes, z. B.:
Baum-, Bus- oder Ringstruktur.
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wicklung eines Rechnernetzwerkes, welches auch nach einem Teilausfall funk-
tionsfa¨hig blieb. Somit entstand das erste Netzwerk mit dezentraler Struktur,
welches eine paketorientierte Datenu¨bermittlung (TCP/IP-Protokoll) ver-
wendete. Freigegeben fu¨r o¨ffentliche Interessen, vergro¨ßerte sich der Umfang
der Nutzer und der Nutzung sehr schnell. Durch die zunehmende Verschmel-
zung von Informations- und Kommunikationstechnologien wurde das Internet
mit der grundlegenden Sprache HTML7 mehr und mehr auch fu¨r Unterneh-
men interessant. Entwicklungen wie der grafische Informationsdienst WWW8
und der Web-Browser9 spielten eine wichtige Rolle, da die Kommunikation
mit anderen Internetnutzern, die Nutzung von Informationsangeboten und
die Mo¨glichkeit der Publikation eigener Informationen u¨ber das Internet we-
sentlich vereinfacht wurden.
Nachdem im Jahre 1998 die ersten Browser Java-fa¨hig10 wurden, konnten
die mit Java entwickelten Programme (sog. Java-Applets11) u¨ber das Inter-
net von jedem Rechner ausgefu¨hrt werden. Durch die neue Mo¨glichkeit der
Nutzung von Anwendungen entwickelten sich die Thin Clients12. Mit dieser
minimalen Ausstattung werden die Administration und die Wartung wesent-
lich vereinfacht. Die verwendeten Programme und Daten werden nicht auf
dem Thin Client installiert und verwaltet, sondern auf einem Server im Netz-
werk13.
Neue Entwicklungen deuten darauf hin, dass in den kommenden Jahren die
Thin Clients um die sog. Embedded Devices (Gera¨te mit verschiedenen in-
tegrierten Funktionen wie E-Mail und Browser) erweitert werden. Gera¨te
dieser Art ko¨nnen Mobiltelefone oder PDA sein, welche u¨ber einen integrier-
ten Browser Anwendungen von einem Server nutzen. In Abbildung 10.214 ist
die Entwicklung zusammenfassend illustriert.
ASP knu¨pft an diese Entwicklung an. Es ist keine neue Idee15, Software u¨ber
ein Netz zu nutzen, stellt aber im Umfeld betrieblicher Standardsoftware,
7Siehe [Nie00].
8Siehe [Now97, S. 974].
9Netscape Navigator, Internet Explorer und Opera.
10SUN Microsystems begann Anwendungen speziell auf die Anforderungen des Internet
anzupassen und zu entwickeln. 1995 wurde die objektorientierte Programmiersprache Java
vorgestellt, welche einen vom Betriebssystem unabha¨ngigen Programmablauf ermo¨glichte.
Siehe [Sch97a, S. 1008 ff.].
11Applikationen, die auf Interaktionen reagieren und in HTML-Seiten eingebunden wer-
den ko¨nnen.
12Thin Clients besitzen nur die no¨tigste Hard- und Software.
13Siehe [Win00b, S. 765].
14Darstellung in Anlehnung an [Sou01, S. 4].
15Email-Anbieter wie GMX (http://www.gmx.de) oder Suchdienste-Anbieter wie Yahoo
(http://www.yahoo.com) werden bereits seit Jahren u¨ber das Internet genutzt. Dabei kam































Abbildung 10.2: Entwicklung vom Mainframe zum Mobile Computing
insbesondere SCM, ein Novum dar. Anwendungen laufen auf einem zentralen
Server und der Nutzer kann von jeder beliebigen Lokation und zu jedem
Zeitpunkt auf den eigenen Datenbestand zugreifen. Der Server steht aber
nicht mehr im eigenen Unternehmen, sondern beim ASP oder einem Partner
des ASP.
Erste Anwendungen, welche zurecht als ASP bezeichnet wurden, kamen Mit-
te der 90er Jahre auf. Danach entwickelte sich ASP mit einer enormen Ge-
schwindigkeit zum Hype. Fast jede Firma aus dem IT-Bereich hatte im Hoch
der Entwicklung, etwa im Jahr 2000, ASP-Angebote (zumindest dem Namen
nach). Keiner wollte die neue Welle verpassen. Sehr bald jedoch kristallisier-
ten sich Probleme heraus. So blieben die von den anbietenden Unternehmen
niemand auf die Idee, die komplette Suchmaschine auf dem eigenen Rechner zu installieren.
In Deutschland gibt es ebenfalls prominente Beispiele fu¨r bereits seit Jahren verwendete,
dem ASP vergleichbare Anwendungskonzepte. So bietet DATEV (eine 1966 gegru¨ndete
Genossenschaft fu¨r Steuerberater, Wirtschaftspru¨fer und Rechtsanwa¨lte mit dem Zweck,
Selbsthilfe bei der Buchfu¨hrung per EDV anzubieten) seinen Mitgliedern eine zentrale
Verarbeitung der Daten an. Dieses Angebot wurde sta¨ndig erweitert und modernisiert.
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erzielten Umsa¨tze und Nutzerzahlen des ASP-Modells weit hinter den Erwar-
tungen und Scha¨tzungen der großen Marktforschungsunternehmen16 zuru¨ck.
Diese prognostizierten fu¨r das Jahr 2005 ein Marktvolumen zwischen 5 Mil-
liarden US$ und 25 Milliarden US$17, was einem durchschnittlichen ja¨hr-
lichen Wachstum im dreistelligen Bereich entspricht. In den USA vollzieht
sich die Entwicklung schneller als auf dem gesamten (eher konservativen)
europa¨ischen Markt. Ein großer Teil der amerikanischen Unternehmen nutzt
bereits heute ASP oder setzt sich mit dem Gedanken auseinander, es zuku¨nf-
tig einzusetzen.
Tatsa¨chlich wurde bis dato nur ein Bruchteil der prognostizierten Zahlen
erreicht, die Entwicklung blieb hinter den Erwartungen zuru¨ck. Mit der sel-
ben Geschwindigkeit, mit der sich ASP zum Hype entwickelte, wandelte sich
die Meinung vieler Beteiligter. Plo¨tzlich wollte kein Unternehmen mit die-
sem Modewort in Zusammenhang gebracht werden, da es in Verbindung mit
Ru¨ckschla¨gen und Unternehmenspleiten stand. Dieser negative Trend vollzog


















Abbildung 10.3: Entwicklung des ASP in der O¨ffentlichkeit
Neue Begriffe und Umschreibungen des gleichen Gescha¨ftsmodells kamen auf,
vor allem deshalb, weil die ersten Anwendungen nicht ausgereift waren und
Unsicherheiten in Bezug auf das neue Angebot kundenseitig unterscha¨tzt
wurden. Die Entwicklung der gesamten ASP-Industrie wird anhand der Ab-
16Studien zum ASP u. a. von Gartner Group, IDC, und der Meta Group.
17Die Abweichungen ergeben sich aus den verschiedenen Erfassungs- und Auswertungs-
methoden und den betrachteten Leistungen.
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bildung 10.318 verdeutlicht. Auch wenn ASP-Anbieter mittlerweile unter an-
derem Namen firmieren und sich die Industrie noch weiter konsolidieren wird,
bleibt die erfolgversprechende Idee. Wichtig erscheint an dieser Stelle die kon-
zeptuelle Ma¨chtigkeit des ASP und die zu erwartenden gravierenden Auswir-
kungen auf die traditionellen SCM-Strukturen innerhalb der IT-Industrie.
10.1.2 Inhaltliche Aspekte des ASP-Konzeptes
Application Service Providing eindeutig zu definieren, ist auch heute noch
eine schwierige Aufgabe. Im Laufe der Entwicklung dieses Gescha¨ftsmodells
etablierten sich spezifische Definitionen und Ansichten je nach Blickwin-
kel und Schwerpunkt des Verfassers19. Dieser Abschnitt soll einige wichtige
Aspekte des ASP mit Relevanz fu¨r das EVCM betrachten.
10.1.2.1 Der Begriff des ASP
Zu Beginn der Entwicklung des ASP als Teilbereich des E-Business wur-
den viele verschiedene Definitionen bekannt. Den verwirrenden Zustand der
Begriffe beschreibtMatzkemit den Worten
”
Das Akronym ASP wird momen-
tan so schwammig definiert, dass man gar nicht mehr weiß, was es eigentlich
ist.“20. Von Vertretern großer Firmen und von Wissenschaftlern wurden Ver-
suche unternommen, allgemein gu¨ltige Definitionen zu formulieren und das




Beim ASP geht es um das zur Verfu¨gung stellen von Anwendungsfunk-
tionalita¨t und damit verbundener Dienste u¨ber ein Netzwerk an mehrere
Kunden bei nutzungsabha¨ngigen Entgelten.“
(P. Du¨ck - Gartner Group)
•
”
Application Service Provider bieten IT-Services u¨ber das Web auf
Outsourcing- oder Leasing Basis, indem sie Anwendungen und Desktop-
Dienste von zentral gemanagten Daten-Zentren u¨ber vorhandene Netze
bereitstellen und dabei die Gesamtkosten pro Anwender reduzieren.“
(R. Ro¨mer - Microsoft)
18Darstellung in Anlehnung an [Cor01].
19Verschiedene mit der Abku¨rzung ASP verbundene Begrifflichkeiten, auch aus anderen
Bereichen der Wirtschaft, sind in [Max00, S. 2] aufgefu¨hrt.
20Vgl. [Bre01a, S. 15].
21Vgl. [Kre00c, S. 18].
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Um Standards innerhalb des ASP, auch in Bezug auf Begrifflichkeiten und
Definitionen zu schaffen, gru¨ndeten sich in den Industrienationen Interes-
senvertretungen und Konsortien, deren Mitglieder aus allen Bereichen der
IT-Industrie kommen. Innerhalb des deutschen ASP-Konsortiums, welches
im Ma¨rz 2000 gegru¨ndet wurde, entstand folgende Definition:
•
”
Application Service Providing (ASP) ist ein Dienstleistungskonzept
fu¨r das Bu¨ndeln von Diensten wie [...]. Application Service Provider
bieten ihren Kunden u¨ber den Web- bzw. WAP-Browser Zugang zu den
fu¨r sie zusammengestellten Diensten u¨ber das Internet, virtuelle private
Netze (VPN) und Direktverbindungen, um diese Dienste im Bu¨ro und
unterwegs zu nutzen. Die Software verbleibt im Eigentum des ASP-
Anbieters [...]. Die fu¨r die Bereitstellung der ASP-Dienstleistungen
notwendige Infrastruktur befindet sich im Daten-Zentrum des ASP-
Anbieters. [...].“22
Das ASP-Industry Consortium (ASPIC)23 definiert die Ta¨tigkeit eines ASP
in den beiden folgenden Alternativen:
•
”
An ASP manages and delivers application capabilities to multiple en-
tities from a data center across a wide area network.“24
•
”
An ASP deploys, hosts and manages access to packaged application
to multiple parties from a centrally managed facility. The applications
are delivered over networks on a subscription basis. This delivery mo-
del speeds implementation, minimizes the expenses and risks incurred
across the application life cycle, and overcomes the chronic shortage of
qualified technical personnel available in-house.“25
Von Forit Research stammt die folgende Definition, welche im Rahmen einer
im Jahr 2000 erschienenen Studie vero¨ffentlicht wurde:
•
”
Application Service Provider verwalten eine Vielzahl von Anwendun-
gen auf einem zentralen Server. Sie bieten dem Kunden die Mo¨glich-
keit gegen Gebu¨hren u¨ber das Internet oder u¨ber ein privates Netzwerk
auf die gewu¨nschten Anwendungen zuzugreifen. Der Kunde muss die
22Im Internet unter: http://www.asp-konsortium.de.
23Der amerikanische Dachverband der ASP-Industrie, gegru¨ndet im Mai 1999, erreichte
innerhalb der ersten zwo¨lf Monate mehr als 500 Mitglieder.
24Vgl. [Kle99, S. 3].
25Vgl. [Kre00a, S. 3].
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beno¨tigte Software somit nicht mehr selbst kaufen, einfu¨hren und be-
treuen, sondern mietet sich die gewu¨nschten Anwendungen bei einem
Application Service Provider. Die Abrechnung geschieht entweder auf
einer festgelegten monatlichen Basis oder die Bezahlung erfolgt je nach
Nutzungsha¨ufigkeit oder Nutzungsintensita¨t.“26
Zusammenfassend und unter Beachtung zahlreicher weiterer Definitionen27
kann ASP als wirtschaftliches und technisches Konzept verstanden werden,
bei dem die folgenden charakteristischen Merkmale28 im Vordergrund stehen:
Applikationszentriertheit: Zentrale Leistung ist die Bereitstellung und das
Management der angebotenen Software.
Verkauf des Softwarezugangs: Einra¨umung der Mo¨glichkeit zur Nutzung der
angebotenen Software fu¨r die Kunden. Ausgaben fu¨r Eigenentwicklung,
Lizenzen, Server und IT-Fachkra¨fte sind fu¨r diese obsolet.
Zentrales Applikationsmanagement: Die angebotenen Dienste werden durch
den Anbieter zentral betrieben. Dieser ist vollsta¨ndig allein verantwort-
lich. Der Kunde findet sich lediglich in der Rolle des Nutzers wieder.
One-to-Many-Service: Die angebotenen Anwendungen werden durch einen
großen Kundenkreis genutzt. Dem Kunden steht lediglich ein Gescha¨fts-
partner (der ASP) gegenu¨ber, auch wenn an der Leistungserstellung
mehrere Unternehmen beteiligt sind.
Mittelfristige Vertragslaufzeit: Im Gegensatz zum klassischen Outsourcing
ist die Kooperation fu¨r eine mittelfristige Perspektive ausgelegt.
Im Rahmen der Weiterentwicklung des Konzeptes der Sofwaremiete kam es
zu einer wahren Flut neuer Begriffe und damit verbundener Angebote, wel-
che sich lediglich durch Nuancen vom eigentlichen Konzept des Application




echten“ ASP zu anderen Service Providern ist prak-
tisch schwierig, da sich viele Anbieter mehr als nur einer Anbietergruppe
26Ebenda.
27Siehe u. a. [Vog02, S. 22 ff.].
28Vgl. [Gil99b, S. 3].
29Wichtige Begriffe und deren Abgrenzung zum ASP werden in [Sun01d, S. 9] beschrie-
ben.
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zuordnen lassen. Ein ASP steht in Verbindung zum Endkunden (Anwen-
der), er aggregiert die Dienstleistungen zu einem Gesamtpaket und tritt mit
diesem dann den Kunden gegenu¨ber. Die Funktionen eines ASP lassen sich
nicht abschließend und vollsta¨ndig auffu¨hren, da der gesamte ASP-Markt als
Gemeinschaft von Unternehmen fungiert, welche miteinander in einer dyna-
mischen Beziehung stehen, bei der die Bereitstellung der Application Services
fu¨r den Kunden Schwerpunkt ist.
Oft werden die Begriffe Application Hosting und Application Management in
Zeitschriften synonym zum ASP verwandt, allerdings ist dies nicht korrekt.
Beim Application Hosting ist der Kunde Eigentu¨mer der Softwarelizenz. Er
selbst ist fu¨r die Unterstu¨tzung, Wartung und Updates der Software verant-
wortlich und beseitigt auftretende Softwareprobleme. Der Dienstleister stellt
lediglich die Hardware, auf der die Software la¨uft und ist verantwortlich fu¨r
deren reibungslosen Betrieb. Beim Application Management ist der Kunde
ebenfalls im Besitz der Softwarelizenz. Unabha¨ngig davon, ob die Software
auf der Hardware des Dienstleisters oder des Kunden la¨uft, ist der Dienst-
leister fu¨r den reibungslosen Einsatz der Hard- und Software verantwortlich.
Zusa¨tzlich unterstu¨tzt er den Kunden durch erga¨nzende Angebote, z. B. Schu-
lungen, Vor-Ort-Service und Hotline-Dienste30.
10.1.2.2 Abgrenzung zum Outsourcing
U¨berlegungen der Unternehmensleitung, Teile der Wertscho¨pfungskette an
externe Unternehmen auszulagern, sind im Wesentlichen von der Frage des
Make-or-Buy, also der Entscheidung zwischen Fremdbezug oder Eigenher-
stellung von Produkten und Dienstleistungen, gepra¨gt. Werden die Wo¨rter
Outside, Ressource und Using in der dargestellten Weise kombiniert, ergibt
sich der Begriff Outsourcing31. Bei Auslagerung von Teilen der computer-
gestu¨tzten Informations- bzw. Datenverarbeitung wird von IT-Outsourcing
gesprochen, innerhalb dessen sich drei Felder unterscheiden lassen32:
Service Outsourcing: Umfasst Aufgaben im Bereich der Systemintegration.
Als Grundlage dieser Dienstleistungen dient das Pflichtenheft, in wel-
chem Ziele, Einsatz, Leistungen und Umgebung festgelegt werden.
Projekt Outsourcing: Diese Form umfasst die komplette Auslagerung von
Software- und Beratungsprojekten an Dritte. Dabei werden Werkver-
30Vgl. [Bo¨01, S. 30].
31Vgl. [Sti97, S. 523 f.].
32Siehe [Sch98c].
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trag (der Externe muss die im Vertrag vereinbarten Leistungen erbrin-
gen und ist fu¨r diese verantwortlich) und Dienstvertrag (die Entlohnung
an den Externen erfolgt nach dem verursachten Aufwand) unterschie-
den.
Rechenzentrum Outsourcing: Wird diese Form gewa¨hlt, stellt der Outsour-
cing-Dienstleister gegen Bezahlung Rechenkapazita¨ten zur Verfu¨gung.
Enthalten sind meist auch zusa¨tzliche Leistungen wie Datenarchivie-
rung und/oder Netzdienstleistungen.
Eine andere Einteilung der verschiedenen Outsourcing-Alternativen verwen-
det die Unterscheidung in Full und Selective Outsourcing33. Unter dem Full
Outsourcing wird die komplette Auslagerung des IT-Betriebes eines Unter-
nehmens an einen Dienstleister verstanden. Angebote ko¨nnen von einfachen
Problemlo¨sungen zur U¨bernahme komplexer ERP- und/oder Hostsysteme bis
zu ganzen Gescha¨ftsprozessen (Business Process Outsourcing - BPO) reichen.
Beim Selective Outsourcing hingegen wird eine Entscheidung u¨ber eine Aus-
lagerung im Einzelfall getroffen, abha¨ngig davon, ob dadurch ein zusa¨tzlicher
Nutzen erreicht wird. Als Beispiel kann das VPN genannt werden. In die-
sem Segment ist der Preisverfall am deutlichsten. Vorteil dieser Variante des
Outsourcing ist, dass die Mo¨glichkeit besteht, die betroffene Leistung beim
jeweils besten Anbieter zu beziehen. Ein klarer Nachteil ist die Tatsache, dass
nur bedingt komplexe Applikationen wie Product Data Management (PDM)
nutzbar werden.
Die urspru¨nglichen Gru¨nde fu¨r das Outsourcing sind u. a. die folgenden34:
• Kostensenkung und reduzierte Kapitalbindung,
• Flexibilita¨t,
• erho¨hte Qualita¨t und Effizienz und
• verbesserte Kompetenz.
Die Konzentration auf das eigene Kerngescha¨ft ermo¨glicht den konsequen-
ten Ausbau der Schlu¨sseltechnologien und -kompetenzen. Flexibilita¨t und
Innovationsfa¨higkeit ko¨nnen durch das freigewordene Kapital erho¨ht werden.
Fixkosten werden zum großen Teil durch variable Kosten ersetzt. Dadurch
33Eine umfassende Darstellung und Beschreibung dieser Unterteilung findet sich in
[Hel01, S. 95].
34Vgl. [Kop00, S. 5].
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wird eine verbesserte Analyse der Kostenstruktur ermo¨glicht. Ein weiterer
wichtiger Teilaspekt ist die Verlagerung eines Teilrisikos auf einen externen
Partner. Zusa¨tzlich wird durch die Auslagerung teures IT-Fachpersonal ein-
gespart.
Den genannten Vorteilen stehen aber auch Nachteile gegenu¨ber, die nicht
unwesentlich sind. So wird durch das Eingehen langfristiger Vertra¨ge35 die
Gefahr einer Abha¨ngigkeit erho¨ht. Außerdem gehen Kompetenzen im eigenen
Unternehmen verloren. Der zusa¨tzliche Koordinationsaufwand fu¨r Kontrolle,
Messung und Abrechnung der Dienste kann unerwartet hoch ausfallen. Die
Vergabe der IT an externe Partner ist auch mit einem Risiko im Hinblick auf
den Datenschutz verbunden, denn es bestehen zwar gesetzliche Regelungen,
aber der Umgang ist auch Vertrauenssache.
Die Motivstruktur war, wie die gesamte Branche auch, einem Wandel ausge-




• ku¨rzere Projektlaufzeiten (time–to–market) und
• steigende technische Komplexita¨t (E-Business Aktivita¨ten, Sicherheit).
Die Kerngescha¨ftsstrategie umfasst eine Konzentration auf die mit der
Wertscho¨pfung im Unternehmen direkt verbundenen Teilprozesse. Alle Ge-
scha¨ftsprozesse, die nicht direkt den eigenen Kernkompetenzen zuordenbar
sind, ko¨nnen ausgelagert werden. Der zweite Aspekt, der Personalmangel,
hat sich erst in den letzten Jahren zu einem wichtigen Faktor entwickelt. IT-
Fachkra¨fte sind am Arbeitsmarkt schwer zu finden und damit sehr teuer. Ge-
rade fu¨r klein- und mittelsta¨ndische Unternehmen kann dies zum echten Pro-
blem werden. Dazu kommt der beschleunigte Technologiewandel. Kaum hat
die eigene IT-Abteilung ein vor Jahren begonnenes Projekt endgu¨ltig abge-
schlossen, ist der erreichte Stand bereits wieder veraltet und neue Herausfor-
derungen mu¨ssen bewa¨ltigt werden. Hinzu kommt die sta¨ndig anwachsende
Komplexita¨t der betriebswirtschaftlichen Software (z. B. durch die Kopplung
von Shops an das Warenwirtschaftssystem) sowie die notwendige Sicherheit
35Outsourcing-Vertra¨ge werden i. d. R. fu¨r eine relativ lange Laufzeit abgeschlossen (min-
destens 12 Monate).
36Vgl. [Kop00, S. 6].
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des IT-Systems und der darin enthaltenen Daten. Wa¨re dieser komplette
Bereich auslagerbar, ist die IT sta¨ndig und schnell auf dem neuesten Stand
(geringere time–to–market), da bei den externen Partnern die no¨tige Man-
Power und das Know-how zur Verfu¨gung stehen.
Application Service Providing wird als evolutiona¨re Weiterentwicklung des
klassischen IT-Outsourcing bezeichnet. Die Unterschiede und Gemeinsam-








































Abbildung 10.4: U¨berblick zu ASP und IT-Outsourcing
Der wesentliche Unterschied der Konzepte liegt in der Konzipierung der Be-
ziehungen zum Kunden. Beim klassischen IT-Outsourcing wird eine maßge-
schneiderte Lo¨sung fu¨r den Kunden entwickelt und implementiert (One–to–
One). Beim ASP hingegen wird ein Angebot an viele potenzielle Kunden
gerichtet (One–to-Many), und die Nutzung des Angebotes wird diesen ohne
aufwa¨ndige Anpassung an spezielle Wu¨nsche ermo¨glicht. ASP bietet standar-
disierte Lo¨sungen, individuelles Customizing wird oft nur in sehr geringem
Maße angeboten. Ein Vorteil der mit dem ASP-Prinzip einhergehenden Stan-
dardisierung ist die U¨berwindung von IT-Grenzen. Hatten fru¨her viele Fir-
men eine eigene, genau spezifizierte Unternehmens-IT, welche kaum oder nur
durch zusa¨tzlichen Aufwand in der Lage war, mit anderen externen Systemen
zu kommunizieren und Daten auszutauschen, werden diese technologischen
Grenzen durch die Standardisierung verringert. Unerwu¨nschter Nebeneffekt
ist die damit verbundene Gefahr, unternehmensinterne Vorteile innerhalb von
37Darstellung in Anlehnung an [Sta01, S. 56].
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Gescha¨ftsprozessen durch die Anpassungen an das ASP-Angebot zu verlie-
ren.
Die wichtigsten Fragen bei der Entscheidung zwischen ASP und Outsourcing
beziehen sich auf die verbleibenden Kontrollmo¨glichkeiten (Upgrades, Pat-
ches usw.), die geplante Dauer der Vertragsbeziehung und die Customizing-
Anspru¨che der Kunden. Analog zu heutigen Tendenzen in Bezug auf das
ASP entwickelte sich vor einigen Jahren auch das Outsourcing. In den USA
entschieden sich mehr und mehr Unternehmen fu¨r Outsourcing, wa¨hrend
in Deutschland (und Europa) noch u¨ber Bedenken hinsichtlich der Punk-
te Sicherheit der Daten, Know-how-Verlust, Gefahr der Abha¨ngigkeit vom
Dienstleister und Machtverlust diskutiert wurde. Im Laufe der Zeit zeigten
sich die Vorteile aber als u¨berwiegend.
10.1.2.3 Abrechnungsmodelle
Mitentscheidend u¨ber Erfolg und Misserfolg eines ASP-Anbieters ist eine
u¨bersichtliche und fu¨r den Kunden leicht nachvollziehbare Abrechnungsme-
thode. Der Kunde sollte nie das Gefu¨hl haben, zu viel fu¨r die empfangenen
Leistungen zu bezahlen. Der Anbieter hingegen muss zumindest seine Kosten
decken. Doch wie werden die entstehenden Kosten korrekt gemessen und den
initiierenden Kunden zugeordnet? Generell werden die in Abbildung 10.5
aufgefu¨hrten Varianten unterschieden.
Nutzungsabhängige Abrechnungtz s i rPauschaleAbrechnungs l r
- nach angemeldeten Nutzern
- nach genutzten Programmen
Abrechnungsmodeller ll
- Zahl der Transaktionen






Bis heute dominieren Flat-Rate-Angebote pauschaler Abrechnung, bei de-
nen feste Preise (pro Arbeitsplatz, pro Nutzer, pro Anwendung usw.)
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fu¨r bestimmte Dienstleistungen vereinbart werden, den Markt der ASP-
Dienstleistungen. Die Ursachen hierfu¨r liegen in der einfacheren technischen
Realisierung. Flat-Rates werden von vielen Anwendern aufgrund der sim-
plen Struktur und der guten Planbarkeit der Kosten bevorzugt, allerdings
fallen diese auch an, wenn ein Mitarbeiter erkrankt oder im Urlaub ist. Fu¨r
Kunden, die bestimmte Anwendungen nur unregelma¨ßig nutzen, sind solche
Angebote ebenfalls ungeeignet.
Flat-Rates werden oft zu unterschiedlichen Tarifen angeboten. Abha¨ngig von
der jeweiligen Kundengruppe kann zwischen einem Angebot zu niedrigem
Tarif fu¨r Small- und Home Offices (SOHO), einem Tarif fu¨r die mittlere Nut-
zung fu¨r klein- und mittelsta¨ndische Unternehmen und einem auf umfangrei-
che Nutzung ausgelegtes Tarifangebot fu¨r große Unternehmen gewa¨hlt wer-
den. Die kalkulierten Preise fu¨r die unterschiedlichen Gruppen basieren auf
gescha¨tzten Nutzungsha¨ufigkeiten und -intensita¨ten. Es verbleibt fu¨r den An-
bieter die Unsicherheit, ob die Einnahmen die entstandenen Kosten wirklich
decken38. Denkbar sind auch Prepaid-Modelle wie beim Mobilfunk. Dabei
erwirbt der Kunde eine gewisse Leistungsmenge zu einem Preis und kann
dann solange mit dem Angebot arbeiten, bis dieses Kontingent aufgebraucht
ist. Allerdings erfordert diese Variante ein so genanntes Hot-Billing, also ei-
ne Abrechnung in Echtzeit. Realisierung und Einsatz eines solchen Systems
erweisen sich aber als sehr schwierig und komplex39.
Zunehmend werden sich von der tatsa¨chlichen Nutzung abha¨ngige Abrech-
nungssysteme durchsetzen, da bei Flat-Rates i. d. R. zu wenig oder zu viel
bezahlt wird. Nutzungsabha¨ngige Abrechnungsmethoden sind aber wesent-
lich schwieriger zu kalkulieren und zu realisieren. Bei diesen dynamischen
Abrechnungsmethoden ko¨nnen in Anspruch genommene Leistungen zusam-
men mit fixen Kostenelementen berechnet werden, die als Basis eine Art
Grundgebu¨hr (z. B. fu¨r die Bereitstellung der Hardware, Service und Support
oder der Anbindung zum Rechenzentrum) verwenden. Durch die große Band-
breite potenzieller Berechnungsgrundlagen, Za¨hlvariablen und deren Kombi-
nationsmo¨glichkeiten sind zahlreiche, verschiedene Abrechnungmodelle rea-
lisierbar. Je nach Betrachtungsschwerpunkt der Abrechnungsmethode kann
Billing wie folgt systematisiert werden40:
Anwenderorientiertes Billing: Basiert auf Nutzerumgebung, Anwenderak-
quise, Umfang des Kundensupports, allgemeinen Umlage- und Billing-
kosten.
38Vgl. auch [Sch01d, S. 72].
39Siehe [Bod02].
40Vgl. [Jor01, S. 77].
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Ressourcenorientiertes Billing: Beruht auf verursachten Server-Hardware-
und Server-Software-Kosten, genutzten Prozessor- und Storagekapa-
zita¨ten, Kosten fu¨r Back–ups und Replikationsverkehr.
Infrastrukturorientiertes Billing: Basis bilden die Hosting- oder Rechenzen-
trumskosten, der serverseitige Datenverkehr, der Zugang zu ASP-
Angeboten durch den Anwender (inkl. Datenverkehr), Service Level
und Betriebsvertra¨ge, zusa¨tzliche Hard- und Software.
Anwendungsorientiertes Billing: Verrechnung der Kosten fu¨r Software, In-
tegration und Anpassung, Anwendungsumgebung, Zusatzsoftware, Li-
zenznutzung und Monitoring.
In ein nutzungsabha¨ngiges Preismodell fliessen die Parameter Funktions-
intensita¨t (Anzahl, Wert der benutzten Transaktionen), Nutzungsinten-
sita¨t (Anzahl der Transaktionen), Zeitintensita¨t (Dauer der tatsa¨chlichen
Nutzung), Serviceintensita¨t (mit oder ohne Endgera¨tenutzung, Helpdesk),
Nutzungsverteilung (peak/off peak), leistungsunabha¨ngige Komponenten
(Grundpreis fu¨r Systemverfu¨gbarkeit, Rabatt zum n-ja¨hrigen Jubila¨um)
ein41. Um die verschiedenen mo¨glichen Rechnungsgrundlagen zu messen (fu¨r
jedes Angebot wird eine Nutzungseinheit definiert) und den einzelnen Kun-
den zuzuordnen, sind komplexe Anwendungen no¨tig. Es sind Aufgaben wie
die Aufzeichnung der messbaren Ereignisse, deren Bewertung und Erstellung
der Kundenrechnung mit den jeweils fu¨r den Kunden zutreffenden Tarifen,
die ausgefu¨hrt werden mu¨ssen.
In der Rechnung kann der Kunde dann detailliert nachvollziehen, welche Lei-
stungen in welchem Umfang und in welcher Qualita¨t genutzt wurden und
welche Kosten dadurch entstanden. Die Zuordnung angeforderter Leistungen
zu bestimmten Kunden muss unterschiedliche Verfahren unterstu¨tzen. Ver-
wendet ein Kunde z. B. das Dynamic Host Configuration Protocol (DHCP),
wa¨re eine Leistungszuordnung nach der empfangenden IP-Adresse nutzlos.
Bei anderen Kunden kann diese Methode aber sehr nu¨tzlich sein. Deswei-
teren kann dem Kunden die Mo¨glichkeit eingera¨umt werden, auch wa¨hrend
der Abrechnungsperiode in die aktuellen Zahlen Einblick zu nehmen. Die
Anzahl der kostenintensiven Ru¨ckfragen zu Abrechnungen kann durch ein
solches System gesenkt werden, was im Interesse beider Parteien liegt und
den Gedanken des Customer-Self-Service unterstu¨tzt42.
Die Erfassung der notwendigen Daten, welche die erbrachten Leistungen wi-
derspiegeln, ist bei der Rechnungserstellung ein wichtiges Problem. Diese
41Vgl. [Ku¨c01, S. 168].
42Vgl. [Kre00a, S. 87].
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entstehen innerhalb der verwendeten Hard- oder Software in einem herstel-
lerspezifischen Format und mu¨ssen vom Billing-System gelesen werden. Um
dies zu vereinfachen, wird an verschiedenen internationalen Standards ge-
arbeitet, u. a. am IPDR43, mit dessen Hilfe Daten, die auf der Basis von
IP-Verbindungen zustande kommen, protokolliert werden ko¨nnen. Die er-
fassten Daten mu¨ssen nach ihrer Sammlung zentral verarbeitet werden, um
eine doppelte Abrechnung von Teilleistungen zu verhindern. Redundanzen in
der Abrechnung ko¨nnen somit vermieden werden. Auch die sichere, getrenn-
te Speicherung der relevanten Daten u¨ber einen festgelegten Zeitraum wird
vom Billing-System verwaltet44.
Um die Vielfalt der genannten Anforderungen und Probleme bewa¨ltigen zu
ko¨nnen, ist es vorteilhaft, Billing-Systeme, die bestimmte Merkmale aufwei-
sen, einzusetzen. Die vom ASP angebotenen Anwendungen sollten einfach
und flexibel verwaltet werden ko¨nnen, z. B. durch eine Schnittstelle zu einem
zentralen Applikationsmanagement. Billing-Systeme, die eine offene und mo-
dulare Struktur aufweisen und skalierbar sind, werden sich tendenziell eher
am Markt behaupten. Das Freischalten von Anwendungen durch den Kunden
selbst (Self-Provisioning) muss ermo¨glicht werden, ohne dass ein Mitarbeiter
des Anbieters dies erst manuell in das Billing-System einzutragen hat. Kom-
plexe Billing-Systeme verwalten verschiedene Kundensegmente, Tarifmodelle
und deren Zuordnung. Sie sind in der Lage, A¨nderungen zu simulieren, um
den Anbieter bei der Entwicklung neuer Tarifmodelle und der Untersuchung
von Vera¨nderungen bestimmter Kosten zu unterstu¨tzen45.
Im Rahmen der Arbeit im deutschen ASP-Konsortium wird ASP-Billing als
Prozess mit den in Abbildung 10.646 dargestellten Teilschritten beschrieben.
Billing hat sich in der Welt der Telekommunikation als Begriff fu¨r einen
Teil-, aber auch als Bezeichnung fu¨r den Gesamtprozess etabliert. Die ver-
wendete Berechnungsbasis muss fu¨r den Kunden einfach nachvollziehbar sein,
um ein Vertrauensverha¨ltnis aufbauen zu ko¨nnen47. Eine gut strukturierte,
u¨bersichtliche Rechnung vereinfacht dem Kunden das Versta¨ndnis der ge-
nutzten Dienste und eine Zuordnung nach dem Verursacherprinzip zu be-
stimmten Kostenstellen, Abteilungen oder Mitarbeitern im Unternehmen.
ASP-Anbieter ko¨nnen die Abrechnung der angebotenen Dienste ihrerseits
43IP Detail Record, im Internet unter: http://www.ipdr.org.
44Vgl. [Bod00, S. 84].
45Bekannte auf dem Markt befindliche Systeme sind u. a. Transbillion von Catenic,
Openinformer von der Uni-X Software, Distributed Billing Engine vonMannesmann (MD-
BE), Infranet von Portal Software und BillingWare (beruhend auf dem Billing and Ac-
counting System Exchange Protokoll) der Internet Online AG.
46Darstellung in Anlehnung an [Bod02].
47Vgl. [Sta01, S. 61] und [Hag01, S. 153 ff.].
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- Prozessder Bereitstellung bzw. Freischaltung einer Anwendung.
- Bekanntmachung der Leistung an das Billing-System.
- Dem Nutzer als Service oder Produkt zur Verfügung gestellt.
- Nutzung der vom Kunden gewählten Leistungen.




Zuordnung von rechnungsrelevanten Daten zu Datensätzen anhand
von Benutzerprofilen.




Teilprozess zur Zusammenfassung bepreister Daten.
Integration einmaliger und periodischer Beträge.
Zuordnung zu Verursachern, Rabattierung und Fakturierung.
- Billing-Daten werden einem Vertragsverhältnis zugeordnet.
- Übergabe der Daten in ein Buchungs-/ERP-System möglich.
- Abschließender Teilprozess zur Rechnungspräsentation
(„Bill-Presentment“)
- Eventuell weitere Schritte wie Mahnwesen, Forderungserfüllung, ....
- Teilprozess der Zuordnung von Nutzungsdaten zu einem Kunde.
- Rohdatenzuordnung durch sog. Collector, dieser überführt die
von Modulen erfassten Daten in ein einheitliches Format.
- Befreiung von Redundanzen durch Filterung und Pre-Rating.
- Unnötiger Datenverkehr vermieden, bessere Billing-Performance.
- Anmeldung, Identifizierung und Autorisierung des Benutzers, um
angebotene Leistungen in Anspruch nehmen zu können.
- User muss dafür im Billing-System registriert (bekannt) sein.
- Auswahl von Leistungen durch den Kunden selbst, „Self









Abbildung 10.6: ASP-Billing als Prozesskette
an einen Partner auslagern, dessen Kerngescha¨ft die Abrechnung erbrachter
Dienstleistungen ist.
10.1.3 Informationstechnische Merkmale
ASP mu¨ssen eine Vielzahl unterschiedlicher Kompetenzen und Dienste
bu¨ndeln. Erst deren fehlerfreie, harmonische Kombination ermo¨glicht den Er-
folg der angebotenen Dienstleistung auf dem Markt. Nur qualitativ hochwer-
tige Einzelbestandteile und professionell gestaltete Verfahrensweisen ermo¨gli-
chen ein konkurrenzfa¨higes ASP-Angebot, denn eine Kette ist nur so stark
wie ihr schwa¨chstes Glied. Daher sollten alle Bestandteile redundant ausge-
legt sein, um bei Ausfall eines Teils der Kette trotzdem den Betrieb aufrecht
erhalten zu ko¨nnen. Es ist davon auszugehen, dass Kooperationen auf der
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Anbieterseite den Markt bestimmen werden, da die einzelnen Kompeten-
zen zu unterschiedlich und zu schwierig sind, um von einem Anbieter allein
bewa¨ltigt werden zu ko¨nnen. In den folgenden Unterabschnitten werden ein-
zelne Bereiche vorgestellt, die eine entsprechende Relevanz fu¨r die Umsetzung
der Methoden in den oben beschrieben Kapitel aufweisen. Aspekte der Da-
tensicherheit werden nicht betrachtet.
10.1.3.1 Systemarchitektur
Zur Sicherstellung der optimalen Performance einer Applikation fu¨r jeden
Kunden und der optimalen Auslastung der Serverressourcen werden Load
Balancing-Verfahren verwendet. Mit Hilfe eines dynamischen Routing48 wer-
den Kundenauftra¨ge auf dem am geringsten ausgelasteten Server bearbeitet.
Die Hardware kann auf verschiedene Weise auf einzelne Kunden zugeschnit-
ten werden. Betreibt ein ASP-Anbieter speziell fu¨r einen Kunden eine ei-
gensta¨ndige Lo¨sung mit allen Bestandteilen, die dieser Kunde dann exklusiv
nutzt, wird dies als Dedicated Hosting oder Single-Tenancy-Modell bezeich-
net. Greifen hingegen mehrere Kunden auf identische Ressourcen zu und
teilen sich diese, wird die Bezeichnung Shared Hosting oder Multi-Tenancy-
Modell verwendet.
In Bezug auf die entstehenden Kosten ist Dedicated Hosting die kosteninten-
sivere Variante, da die gesamte Hardware (Server, Firewall, Load Balancer,
Internet Standleitung usw.) speziell fu¨r einen Kunden angeschafft und betrie-
ben wird. Es gibt keine gemeinsame Nutzung von Ressourcen durch mehrere
Kunden. Der prinzipielle Aufbau einer solchen Architektur ist in Abbildung
10.749 illustriert.
Abha¨ngig von erwarteter Auslastung und Leistungsanforderung kann die
Funktionalita¨t von Web-, Applikations- und Datenserver auf einem Server
vereint werden. Steigt der Bedarf, kann ein weiterer Server hinzugezogen
werden. Fu¨r ASP-Anbieter entsteht ein steigender Verwaltungsaufwand, da
viele kleinere Systeme administriert werden mu¨ssen, der Platzbedarf gro¨ßer
ist und mehr Energie verbraucht wird. Da auch die einzelnen Systeme fu¨r
hohe Auslastungen konfiguriert sind, steigt der Anteil der nicht genutzten
Ressourcen im Unternehmen. Viele Kunden bevorzugen diese Mo¨glichkeit,
da mit dieser Architektur (physische Trennung) einige der Sicherheitsbeden-
ken ausgera¨umt werden, welche mit dem Auslagern unternehmenskritischer
48Unter dynamischem Routing wird die flexible Gestaltung der Wege von Datenpaketen
in und zwischen Netzen verstanden.
49Darstellung in Anlehnung an [Sun01e, S. 14].
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Abbildung 10.7: Architektur einer Dedicated Hosting Lo¨sung
Anwendungen und Daten verbunden sind. Große Unternehmen werden be-
vorzugt Dedicated Hosting anwenden, da der finanzielle Aspekt bei diesen
nicht im Vordergrund steht.
Anwendung und Betrieb von Shared Hosting sind flexibler, vorhandene Res-
sourcen werden effizienter genutzt und die Kapazita¨t la¨sst sich leicht erho¨hen,
falls die Anforderungen einzelner Kunden oder bestimmter Kundengruppen
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Abbildung 10.8: Architektur einer Shared Hosting Lo¨sung
Zusa¨tzlich liegt ein Kostenvorteil in der Realisierung erweiterter Funktionen,
z. B. Clustering auf weniger, aber gro¨ßeren Maschinen. Alle Kunden profitie-
50Darstellung in Anlehnung an [Sun01e, S. 15].
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ren von der verbesserten Leistung und Verfu¨gbarkeit. Im Rahmen von Ser-
vice Level Agreements (SLA) garantierte CPU- und Arbeitsspeicheranteile
werden u¨ber den Einsatz von Ressourcenverwaltungssoftware gesichert. Um
den von den Kunden erwarteten Schutz der Daten zu gewa¨hrleisten, werden
verschiedene moderne Verfahren verwendet, welche der physischen Trennung
sehr nahe kommen. Mehrere Kunden eines ASP-Anbieters, vorwiegend klein-
und mittelsta¨ndische Unternehmen, nutzen identische Ressourcen, ohne dass
dies Auswirkungen auf deren Arbeit haben sollte. Vorurteile im Hinblick auf
Leistung und Sicherheit auf Seiten der Kunden tru¨ben einige wichtige Vor-
teile des Hosting von Anwendungen51.
10.1.3.2 Application Server
Application Server und deren Betrieb stehen im Mittelpunkt der ASP-
Angebote und somit auch dieses Abschnitts. Ihre Dienste werden im Inter-
oder Intranet zur Verfu¨gung gestellt. Im Gegensatz zu klassischen Client-
/Server-Applikationen, die auf einem 2-Schichten-Modell aufbauen, welches
durch einige Nachteile in Bezug auf Wartung, Sicherheit und Ressourcennut-
zung gekennzeichnet ist, basiert eine moderne betriebswirtschaftliche Stan-
dardsoftware auf einem Drei-Schichten-Modell. Es erfolgt eine zumindest lo-
gische Trennung zwischen Pra¨sentationsaufgaben (Client Tier), Businesslogik
(Middle Tier) und Datenzugriff (Resource Tier). Innerhalb der Client Tier
werden die von der Businesslogik geschickten Ergebnisse aufbereitet und vi-
sualisiert. Clients, die dies ausfu¨hren, ko¨nnen unterschiedlichen Typs sein
(Webbrowser, Java-Applets). Innerhalb der Middle Tier befinden sich Regeln,
Verfahrensweisen und Prozessdefinitionen, die speziell auf einen Kunden ab-
gestimmt sein ko¨nnen. Sie werden als Business Rules bezeichnet, welche in
Komponenten verpackt fu¨r die Bearbeitung der Daten zusta¨ndig sind. Die
Middle Tier fungiert als Vermittlungsinstanz zwischen Daten und Clients. Ihr
sind gewo¨hnlich mehrere Applikations-Server zugeordnet. Die Resource Tier
stellt der Middle Tier die beno¨tigten Daten zur Verfu¨gung. Als Instanzen
dieser Schicht ko¨nnen objektorientierte und relationale Datenbanksysteme
genannt werden.
Zu den Aufgaben eines Applikations-Servers geho¨ren u. a.52:
Einbindung von Programmierumgebungen: Eine spezielle Programmierum-
gebung muss an die Spezifikationen des Applikations-Servers angepasst
und in diese eingebunden werden.
51Vgl. [Sun01e, S. 15].
52Siehe [Rei99].
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Ressourcenmanagement: Load Balancing, Skalierbarkeit usw. geho¨ren zu
den wichtigsten Aufgaben von Applikations-Servern, da der Bedarf
an Ressourcen wie Prozessorleistung und Durchsatzrate bei WWW-
Anwendungen schwer zu eruieren ist.
Ausfu¨hrungsumgebung: Container, spezielle Umgebungen fu¨r Komponenten
der Gescha¨ftslogik, bilden das Bindeglied zwischen Applikations-Server
und der einzelnen Komponente, welche vom Container gesteuert und
u¨berwacht wird.
Transaktionsmanagement: Transaktionen bestehen aus logisch zusammen-
ha¨ngenden Aktionen. Eine Transaktion ist atomar und sollte nur aus-
gefu¨hrt werden, wenn alle Aktionen durchfu¨hrbar sind.
Datenanbindung: Komponenten ko¨nnen nur bei Versorgung mit Daten ihre
volle Leistung entfalten. Der Applikations-Server sollte also verschiede-
ne ausgefeilte Mechanismen beinhalten, welche den Komponenten den
Zugriff auf einzelnen Ressourcen ermo¨glichen.
Die angefu¨hrten Aufgaben stellen den maximalen Funktionsumfang dar. Pa-
kete, welche alle der genannten Funktionen unterstu¨tzen, sind meist in Pro-
duktfamilien organisiert. Aus den erwa¨hnten Aufgaben ergibt sich eine Grup-
pierung in die vier Bereiche Web Development Tools, Site Management Tools,
Runtime Services und Programming Tools, die von modernen Applikations-
Server Produktfamilien unterstu¨tzt werden sollten53.
Der Markt fu¨r Applikations-Server hat sich in den letzten Monaten vor allem
durch den Trend hin zur Verwendung der Basistechnologie J2EE54 entwickelt.
Ausdruck dessen ist u. a., dass die SAP als Marktfu¨hrer fu¨r ERP/SCM-
Software mit ihren neuen Produkten auf die J2EE-Technologie setzt. Ohne
schon in diesem Abschnitt weiter auf Details der verschiedenen Technologien
und andere Gru¨nde eingehen zu ko¨nnen, wurde fu¨r das EVCM ebenfalls das
J2EE als Technologie festgelegt. In Abbildung 10.955 erfolgt eine Einteilung
der Technologien, die zur Auswahl standen.
Als Hardware-Hersteller sind vor allem die großen Unternehmen IBM, SUN
und HP mit ihren Produkten vertreten, bei denen die Verwendung von UNIX
dominiert. Bei den Datenbankherstellern ist IBM aufgrund der hauseigenen
Datenbank DB2 vertreten. Der Bereich der unabha¨ngigen Hersteller ist sehr
53Siehe [Put01].
54Java 2 Enterprise Edition: Java Development Kit mit zusa¨tzlichen Packages wie En-
terprise JavaBeans, Java Server Pages, Servlets, JavaMail und Web Application Server.
55Darstellung in Anlehnung an [Cim01].
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Abbildung 10.9: Application Server Markt – U¨berblick
vielschichtig und unu¨bersichtlich. Ein nicht unwesentlicher Marktanteil wird
von sog. Open-Source-Produkten wie Tomcat, Jboss und Jonas abgedeckt.
Innerhalb der nicht auf J2EE basierenden Lo¨sungen sind Macromedia Cold-
fusion und PHP56 dominierend, allerdings ist deren Bedeutung insgesamt
ru¨ckla¨ufig. Die Entwicklung im Bereich der Applikations-Server wurde von
Microsoft unterscha¨tzt. U¨ber die Etablierung der neuen .Net-Technologie57
versucht Microsoft seine Stellung in diesem Marktsegment zu verbessern58.
10.1.3.3 Web-Centric Anwendungen
Das Spektrum der Anwendungen, welche im Rahmen eines ASP-Dienstes
angeboten werden ko¨nnen, ist sehr breit. Alle ga¨ngigen Anwendungen wie
Bildungssoftware oder Entscheidungs- und Managementsysteme haben ein
entsprechendes Potenzial59. In Abbildung 10.1060 sind verschiedene Applika-
tionen hinsichtlich ihrer Markteintrittsbarrieren eingeordnet.
E-Business-Anwendungen za¨hlen aufgrund der enormen Wachstumsraten im
Bereich E-Commerce zu den erfolgversprechendsten Anwendungsbereichen.
Das Ausgliedern von Internet-Shops ist bereits ga¨ngige Praxis, weiterhin
56PHP Hypertext Preprocessor, fru¨her auch Professionell Homepage Construction Kit.
57Technologie zur Internet-Programmierung und zur Realisierung global verteilter An-
wendungen.
58Es wird spannend, ob die aktuellen Neuerwerbungen von Microsoft, wie das Navision-
Produkt Axapta, zuku¨nftig auf diese Technologie aufsetzen werden.
59Vgl. [Leo00, S. 226 f.].
60Darstellung in Anlehnung [Zil00, S. 24].







































Abbildung 10.10: Markteintritts-Barrieren fu¨r ASP-Applikationen
ko¨nnen E-Procurement-Anwendungen61 genannt werden. Auch Messaging-
ASP erfreut sich weiterhin großer Beliebtheit. Wa¨hrend sich Kunden bei
der Auslagerung unternehmenskritischer Anwendungen oft zo¨gerlich verhal-
ten, wird die Auslagerung von E-Mail-Anwendungen als unproblematisch
betrachtet. Speziell fu¨r kleine und mittlere Unternehmen sind ERP und Cu-
stomer Relationship Management (CRM) Anwendungen als ASP-Angebote
sehr interessant, da der Erwerb dieser Anwendungen auf herko¨mmliche Art
aufgrund der hohen Erstinvestitionen fu¨r diese Unternehmen oft nicht finan-
zierbar ist.
Die gro¨ßten Barrieren in Bezug auf ASP sind die Integration der bisherigen
Anwendungen und die oft nur begrenzt angebotene Anpassung. Unabha¨ngig
davon sind auch technische Voraussetzungen zu erfu¨llen, da nicht alle Anwen-
dungen von Beginn an ASP-fa¨hig sind. Derzeit erlangen insbesondere zwei
Arten von ASP-Anwendungen Bedeutung: Web-basierende (Web-Centric),
Terminal-Server-basierende (Web-Enabled)62.
Web-Enabled Applications oder Terminal-Server-basierende Anwendungen
sind Anwendungen, die urspru¨nglich nicht fu¨r ASP entwickelt wurden, aber
61Beschaffungszeiten und -kosten werden durch den Einsatz von E-Procurement-Anwen-
dungen, welche den Beschaffungsprozess automatisieren, gesenkt.
62Siehe [Gei00].
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mittels verschiedener Hilfsmittel Web-enabled wurden. Prinzipiell kann dies
mit jeder heute angebotenen Software, jeder Windows-Anwendung gesche-
hen. Die kritischen Punkte sind die Umleitung der Ein- und Ausgaben und
das Handling des auf dem Server entstehenden Traffics. Positiv ist, dass die
gesamte Programmlogik bereits vorliegt und damit nur kurze Zeit beno¨tigt
wird, bis diese Anwendung auch als ASP-Dienst angeboten werden kann. Der
Anbieter kann also zeitnah agieren. Dieser Aspekt sollte nicht unterscha¨tzt
werden, denn alle Experten sehen den Faktor ,,time-to-market” als einen
der wichtigsten im Zeitalter des E-Business. Durch die bereits fertige An-
wendungslogik kann der Anbieter Kosten sparen, also einen Preisvorteil er-
zielen, der auch an die Kunden weitergegeben werden kann. Web-Enabled-
Anwendungen arbeiten mit Remote Display Protokollen (RDP), d. h. die
Anwendungen laufen vollsta¨ndig auf dem Server und lediglich die Ein- und
Ausgaben finden auf dem Client-Rechner statt.
Anwendungen, die Web-Enabled sind, haben auch kundenseitige Nachtei-
le. So ist die Installation einer speziellen Software auf der Client-Seite no¨tig.
Browser-Plug–Ins mu¨ssen geliefert werden, evtl. ist auch die Installation einer
Java-Engine erforderlich. Die Bedeutung der Nachteile steigt, wenn bedacht
wird, dass im Rahmen des E-Business eine Ausweitung der Gescha¨ftspro-
zesse bis zum Endkunden beabsichtigt ist. Bei diesem kann die Installation
eines Clients oder eines Plug–Ins als echter Nachteil der Lo¨sung betrachtet
werden63. Eine weitere negative Eigenschaft wird in der beno¨tigten Bandbrei-
te gesehen. Zwar liegen die Mindestanforderungen mit 20Kbps sehr niedrig,
jedoch kann der Bedarf sehr schnell steigen, gewinnen multimediale Inhal-
te weiter an Bedeutung. Mit einem interaktiven Gantt-Diagramm sto¨ßt die
Web-Enabling-Technologie schnell an ihre Grenzen. Somit wird diese Form
der ASP-Angebote oft als U¨bergangslo¨sung gesehen. Die bekanntesten Ver-
treter dieser Variante sindMicrosoft Terminal Server, Citrix MetaFrame und
Tarantella.
Nachdem in der Anfangszeit des ASP die Web-Enabled Anwendungen do-
minierten (etwa bis zum Jahr 2001), werden derzeit mehr und mehr reine
ASP-Anwendungen, sog. Web-Centric Anwendungen etabliert. Diese werden
von Beginn der Entwicklung an fu¨r den Einsatz von Web-Browsern als User
Interface ausgelegt und sind bereits durch diese grundlegende Entscheidung
fu¨r ASP geeignet. In diese neue Gruppe der Anwendungen gliedern sich alle
CGI-, HTML-, XML- und Java-basierten Programme. Hinsichtlich der bei-
den Faktoren time-to-market und Kosten ist diese Variante in Bezug auf
vorhandene Software im Nachteil, da die gesamte Programmlogik und auch
das Benutzerinterface neu implementiert werden mu¨ssen. Problematisch ist
63Vgl. [Car01, S. 69 f.].
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die Einbindung von Schnittstellen zu den lokalen Systemen.
Vorteilhaft ist diese Alternative aber im Hinblick auf die beno¨tigten Pro-
gramme beim Kunden. Es wird lediglich ein Web-Browser vorausgesetzt,
also keine spezielle Client-Software. Im Gegensatz zum Web-Enabling lau-
fen die Applikationen nicht vollsta¨ndig auf dem Server. Bildschirmausgaben
und Anwendereingaben werden auf dem Client unter Benutzung des MVC-
Konzeptes ausgefu¨hrt. Etablierte Beispiele fu¨r Web-Centric Anwendungen
sind im Bereich ERP das Angebot von SAP (www.mysap.com), im Bereich
CRM die Lo¨sung von Onyx und im Bereich CM die Angebote von Imperia,
Info-Office und EINSTEINet. Die bekanntesten Vertreter von Web-Centric
Software sind Enterprise JavaBeans (EJB), MS Windows DNA und Citrix
Vertigo, wobei fu¨r die informationstechnische Realisierung des EVCM ledig-
lich EJBs aufgrund der Entscheidung fu¨r J2EE eine Rolle spielen.
Ein Bestandteil der Enterprise Java Plattform von Sun ist die Enterpri-
se JavaBeans-Technologie. Sie beschreibt ein Modell zur Entwicklung und
Verteilung von wiederverwendbaren Java-Server-Komponenten. Diese sind
Softwaremodule, die zu lauffa¨higen Applikationssystemen kombiniert werden
ko¨nnen. Die Enterprise JavaBeans–Architektur erweitert die bereits seit ei-
niger Zeit als JavaBeans bekannten Module um Server-Komponenten. Appli-
kationen, basierend auf einer verteilten Multi-Tier Architektur, bei der Teile
der Businesslogik auf den Server u¨bertragen werden, ko¨nnen nun durch diese
Technologie entwickelt werden. Wird die neue Technologie verteilter Objekte
mit bereits bewa¨hrten OLTP-Technologien (Online Transaction Processing)
kombiniert, entsteht ein robuster Java Applikations-Server, der sich durch
hohe Leistungsfa¨higkeit und Skalierbarkeit als Arbeitsumgebung fu¨r Web-
basierte Applikationen empfiehlt. Die EJB-Architektur wird also zu einer
neuen Leitlinie fu¨r die Portabilita¨t von Applikationen nach dem WORA-
Prinzip64. Fu¨r Server-Komponenten war es bisher nicht mo¨glich, befa¨higt
durch eine Java-Engine entsprechende Java-Programme unter jedem Be-
triebssystem ablaufen zu lassen. Dafu¨r sind zusa¨tzliche Dienste no¨tig, die von
der Java Engine bisher nicht angeboten wurden. Durch die EJB-Technologie
wird eine Reihe hardware- und betriebssystemunabha¨ngiger Programmier-
schnittstellen fu¨r alle Java Server ermo¨glicht65. Es darf erwartet werden, dass
auch andere ERP/SCM-Hersteller (als die SAP) ihre betriebswirtschaftliche
Standardsoftware zuku¨nftig auf der J2EE-Basis gru¨nden.
Der folgende Abschnitt beschreibt die Anwendung der J2EE-Technologie zur
Umsetzung der relevanten Methoden des EVCM als ASP-Funktionalita¨ten,
die allen Kompetenzzellen gleichsam zur Verfu¨gung stehen.
64Write once run anywhere.
65Vgl. [Car01, S. 76].
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10.2 Aspekte einer informationstechnischen
Realisierung
In den vorangegangenen Kapiteln wurden eine ganze Reihe verschiedener
Teilaufgaben und Abla¨ufe des EVCM-Modells beschrieben. Dieser Abschnitt
stellt nun geeignete Technologien zur Realisierung und Integration dieser
Teilbereiche na¨her vor. Im Grunde ist ein technologisches Instrumentarium
2Vom MRP zum SCM
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Erweiterungr eiterung
entsprechend der Definition in Abschnitt 4.3.1.4 gesucht oder, der ARIS-
Konzeption von Scheer66 folgend, die U¨berfu¨hrung des betriebswirtschaftli-
chen Fachkonzeptes in ein DV-Konzept.
Der IMK ist dezentral organisiert und entha¨lt die Gesamtheit der informa-
tionstechnisch notwendigen Voraussetzungen fu¨r die Umsetzung des EVCM-
Konzeptes67. Fu¨r den Entwurf einer technologischen Infrastruktur muss
zuna¨chst eine feinere Unterscheidung der vom IMK bereitgestellten Funk-
tionalita¨ten getroffen werden.
10.2.1 EVCM als verteilte Applikation
Es wird angenommen, dass die einzelnen KPZ an das ERP des jeweiligen
Unternehmens angeschlossen sind. Wa¨hrend der Genese eines tempora¨ren
Wertscho¨pfungsnetzes beno¨tigt das EVCM-System aktuelle Daten aus den
ERP-Systemen wie Lagerbesta¨nde und Kapazita¨tsauslastung. Da von unter-
schiedlichen ERP-Systemen seitens der KPZ ausgegangen werden muss, wird
ein individuelles Integrationsmodul beno¨tigt, welches dem EVCM-System
Zugriff auf alle beno¨tigten Daten ermo¨glicht. Die Verarbeitung der bei den
KPZ eintreffenden Anfragen und die Generierung von Antworten sollten
ebenfalls KPZ-seitig stattfinden, da hier die beno¨tigten Daten vorliegen. An-
derenfalls entstu¨nde ein betra¨chtlicher Kommunikationsaufwand, der eine
automatische Netzwerkgenese stark verlangsamt. Alle anderen Funktionen
ko¨nnen von einer zentralen Instanz erledigt werden, die direkten Zugriff auf
die Stammdaten des KPZN und die Doma¨nenontologie hat. Auch die Steue-
rung des Aus- und Einrollprozesses kann sinnvoll nur an zentraler Stelle rea-
lisiert werden68.
Diese Funktionsaufteilung impliziert eine Art Client-Server-Architektur. Die
Menge der KPZ stellt dabei – zusammen mit dem Integrationsmodul und den
66Siehe [Sch95a, S. 17].
67Dieser Abschnitt basiert auf folgenden Publikationen des Autors: [Tei02l, Tei02h,
Tei02g, Tei02f, Iva02].
68Nicht verwechselt werden sollten die begrifflichen Kategorien zentral und hierarchisch!
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lokalen Bestandteilen der EVCM-Logik des IMK – die Clients dar, wa¨hrend
die zentralen Daten und Dienste des IMK als Server aufgefasst werden. Beide
Seiten mu¨ssen u¨ber eine Kommunikationsinfrastruktur miteinander verbun-
den sein. Wie beschrieben liegen Teile der EVCM-Logik auf der Seite der
KPZ. Die Generierung einer Antwort durch eine KPZ im Zuge des Einrollens
kann als Dienst aufgefasst werden, der vom zentralen Teil des IMK angefor-
dert wird. Damit werden quasi die Rollen von Client und Server vertauscht.
Trotz dieser Einschra¨nkung einer stringenten Rollenverteilung sollen im Fol-
genden die dezentralen Komponenten auf der Seite der KPZ als Client und
die zentralen Bestandteile des IMK als Server bezeichnet werden. Abbildung
10.11 verdeutlicht diesen zuna¨chst groben Architekturansatz69.
KPZ
InformationstechnischerModellkern (IMK)I f i i ll (I )
Clientli Kommunikationsschichti ti i t Server
Abbildung 10.11: EVCM - Grober Architekturansatz
Um eine solche verteilte, unternehmensu¨bergreifende Applikation zu imple-
mentieren, existiert eine unu¨berschaubare Bandbreite von Mo¨glichkeiten. Ei-
ne sinnvolle Integration unternehmensu¨bergreifender Prozesse kann aber nur
auf Basis anerkannter Standards fu¨r Datenaustausch und -bearbeitung er-
folgen. Aber selbst, wenn eine Eigenentwicklung auf der Grundlage dieser
Standards erfolgt, erfordert sie umfangreiches Expertenwissen. Gesucht sind
also Lo¨sungsansa¨tze, die den Anforderungen des EVCM-Netzwerkes entspre-
chen, auf anerkannten Standards basieren und eine einfache, schnelle und
preiswerte Entwicklung erlauben. Im Folgenden sollen kritische Punkte auf-
gelistet werden, die bei der Entwicklung verteilter Unternehmensapplikatio-
nen beru¨cksichtigt werden mu¨ssen70.
Entfernte Methodenaufrufe: Es wird eine Logik beno¨tigt, die Client und Ser-
ver u¨ber das Netzwerk verbindet.
69Zum Begriff der Architektur und zu deren Rolle in der Anwendungentwicklung siehe
[Foe01].
70Siehe [Rom02, S. 6].
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Load Balancing/Lastverteilung: Clientzugriffe mu¨ssen auf der Serverseite so
verteilt werden, dass Antwortzeiten minimiert werden.
Ausfallmanagement: Wie ko¨nnen Clientzugriffe ohne Unterbrechung umge-
leitet werden bzw. welche Ausfallzeiten sind vertretbar, wenn Teile des
Netzwerkes oder Server versagen?
Datenhaltung/Back-end Integration: Wie wird die Persistenz wichtiger Da-
ten garantiert? Wie wird Konsistenz, Transaktionssicherheit und die
Anbindung bereits vorhandener Systeme oder Daten gewa¨hrleistet?
Dynamische Wartung: Wie ko¨nnen im laufenden Betrieb Server gewartet
und neue Komponenten integriert werden?
Problemrevision: Wo wird aufgezeichnet, wenn etwas schief geht, so dass sich
Problem und seine Ursache identifizieren und beheben lassen?
Systemmanagement: Alarmiert die Software im Falle eines Systemversagens
den Administrator?
Threading: Im Falle vieler gleichzeitig zugreifender Clients muss der Ser-
ver die Fa¨higkeit besitzen, diese gleichzeitig zu bedienen, d. h. er muss
”
multi-threading“ beherrschen.
Message Oriented Middleware (MOM): Bestimmte Arten von Zugriffen soll-
ten asynchron u¨ber Nachrichten erfolgen, insbesondere wenn Client und
Server (wie im EVCM) lose gekoppelt sind.
Lebenszyklus Management der Objekte: Der Server muss interne Objekte er-
zeugen und zersto¨ren ko¨nnen, um eine Balance aus Clientenzugriffen
und vorhandenen Hardwareressourcen zu finden.
Ressourcenmanagement: Der Server muss die Zugriffslast mo¨glichst optimal
auf vorhandene Ressourcen verteilen.
Sicherheit: Server und Datenbanken mu¨ssen gegen unerlaubten Zugriff und
Sabotage geschu¨tzt werden. Registrierten Nutzern mu¨ssen entsprechen-
de individuelle Zugriffsrechte zugeteilt werden ko¨nnen.
Caching: Wenn bestimmte Daten von vielen Clients beno¨tigt werden, sollten
sich diese im Speicher des Servers befinden, um unno¨tige Datenbank-
zugriffe und damit Zeit zu sparen.
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Zusammengenommen bilden diese serverseitigen Dienste die so genannte
Middleware. Eine weitere, fu¨r eine Entscheidung wichtige Rahmenbedingung
wird durch die heterogene Struktur der IT-Landschaft des KPZN gesetzt.
Unterschiedliche, bereits vorhandene Hard- und Softwaresysteme mu¨ssen mit
vertretbarem Aufwand integriert werden. Das Betreiben einer vorhanden An-
bindung an das EVCM-System liegt in der Verantwortung der KPZ und ent-
zieht sich zentraler Kontrolle. Das System muss damit in besonderem Maße
fehlertolerant sein und tempora¨re Ausfa¨lle von KPZ verkraften ko¨nnen. Eine
zweckma¨ßige Lo¨sung im obigen Sinne entlastet den Entwickler von der Im-
plementierung einer Vielzahl der oben aufgefu¨hrten Middleware-Dienste, so
dass er sich weitgehend auf die Betrachtung der eigentlichen Applikations-
logik konzentrieren kann. Der Bedarf einer solchen vereinheitlichenden Ab-
straktionsschicht wurde schon vor einigen Jahren von der Softwareindustrie
erkannt. Sie entwickelte Applikations-Server, um den Kunden die Mo¨glich-
keit zu geben, Middleware-Dienste einkaufen zu ko¨nnen, anstatt sie selbst zu
entwickeln. Der Applikations-Server liefert dabei die Umgebung, in der die
Softwarekomponenten fu¨r die eigentliche Applikationslogik laufen.
10.2.2 Corba, J2EE und .NET
Unter den Herstellern gab es keine U¨bereinkunft u¨ber einheitliche Schnitt-
stellendefinitionen und daru¨ber, was Softwarekomponenten eigentlich sind
und was sie leisten sollen. Diese proprieta¨ren Lo¨sungen fu¨hrten zu Herstel-
lerabha¨ngigkeit, Problemen bei der Verknu¨pfung unterschiedlicher Applika-
tions-Server und zu hohem Aufwand bei der Portierung von Softwarekompo-
nenten71.
Ab Mitte der 90er Jahre begann sich die Corba-Technologie (Common Ob-
ject Request Broker Architecture) der Object Management Group (OMG)72
im industriellen Umfeld zu etablieren. Die Corba-Spezifikation standardisiert
einige Middleware-Dienste wie Persistenz, Transaktionsmanagement, Messa-
ging, Verteilungstransparenz fu¨r die Softwarekomponenten und Anfragespra-
chen. Ein großer Vorteil ist dabei die Unabha¨ngigkeit von der Programmier-
sprache, in der kommunizierende Softwarekomponenten geschrieben sind.
Mit dem Aufkommen des Internets wurde eine Anbindung von Unterneh-
mensapplikationen im Rahmen des E-Business immer wichtiger. Das Unter-
nehmen Sun Microsystems erkannte diesen Trend fru¨hzeitig und setzte mit
71Siehe [Rom02, S. 5].
72Siehe http://www.omg.org und zum Katalog der Corba Spezifikationen [Obj02].
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der Einfu¨hrung der Java 2 Enterprise Edition (J2EE)73 im Jahr 1999 einen
mittlerweile weitgehend akzeptierten Standard im Bereich der Applikations-
Server. J2EE basiert auf der von Sun entwickelten Programmiersprache Ja-
va. Unabha¨ngigkeit von der zugrundeliegenden Hardwareplattform und eine
breite Unterstu¨tzung der Internet-Technologien sind wichtige Eigenschaften
von Java. Die Plattformunabha¨ngigkeit entsteht, da Java-Programme in ei-
ner plattformabha¨ngigen, so genannten Virtuellen Maschine ablaufen, wel-
che den plattformunabha¨ngigen Code zuna¨chst interpretieren muss. Dieser
zusa¨tzliche Aufwand fu¨r die Plattformabha¨ngigkeit bedeutet einen gewissen
Performanzverlust. Trotzdem erscheint dieser Aufwand in einer heterogenen
Umgebung wie dem KPZN gerechtfertigt. Im Gegensatz zu Corba ist die
J2EE-Welt von vornherein auf Java als Programmiersprache begrenzt. Eine
detaillierte Gegenu¨berstellung von Corba und J2EE liefert Hollunder74.
Klare Vorteile des J2EE-Ansatzes liegen in den Bereichen Standardisierung
von Internetanwendungen, gro¨ßere Zahl genormter Infrastrukturdienste, fle-
xible Konfigurierbarkeit von Komponenten und Verfu¨gbarkeit durchga¨ngiger
Entwicklungsumgebungen. Vorteile von Corba hingegen sind der mo¨gliche
Einsatz vieler Programmiersprachen und die daraus resultierende bessere
Integration von bestehenden Systemen sowie ausgereiftere Spezifikationen.
Allerdings muss es in Bezug auf den Einsatz von J2EE und Corba keine ex-
klusive Entscheidungen geben. Corba Komponenten ko¨nnen problemlos in
die J2EE-Welt integriert werden. Standardma¨ßig wird in J2EE sogar dassel-
be Kommunikationsprotokoll IIOP benutzt (Inter-Internet ORB Protokoll,
ORB - Object Request Broker). Einige Applikations-Server verfu¨gen sogar
u¨ber die Mo¨glichkeit, Corba und J2EE Komponenten in derselben Umgebung
ablaufen zu lassen.
Im Gegensatz zu diesen Ansa¨tzen steht die relativ neue .NET (oder auch
DotNet) Plattform der Firma Microsoft75. .NET ist eine Produkt-Suite fu¨r
internetbasierte Unternehmensapplikationen. Demgegenu¨ber sind J2EE und
Corba keine Produkte, sondern Standards fu¨r die Entwicklung von Produk-
ten, die von den Herstellern implementiert werden. Es existieren zur Zeit
ca. 50 verschiedene Applikations-Server auf J2EE-Basis (und die meisten
liefern dabei auch eine breite Unterstu¨tzung von Corba). Die verbreitet-
sten kommerziellen J2EE-Applikations-Server sind Weblogic der BEA und
Websphere von IBM. Diesen High-End-Servern stehen auch OpenSource Im-
plementierungen wie Jboss/Apache gegenu¨ber (die aber genauso die J2EE-
Spezifikationen erfu¨llen mu¨ssen). Kunden ko¨nnen sich den fu¨r sie passenden
73Homepage von J2EE: http://java.sun.com/j2ee.
74Siehe [Hol01a].
75Homepage von .NET: http://www.microsoft.com/net/.
568 Kapitel 10. Informationsinfrastrukturkonzept
Applikations-Server auswa¨hlen. Der J2EE-Standard sorgt fu¨r eine reibungs-
lose Kommunikation und Austauschbarkeit von Komponenten zwischen ver-
schiedenen Applikations-Servern.
Wesentliche Vorteile von .NET gegenu¨ber J2EE ergeben sich aus der In-
tegration einer Vielzahl von Programmiersprachen und der besseren Un-
terstu¨tzung der Extensible Markup Language (XML), die sich (neben den
etablierten EDI Lo¨sungen) zunehmend als Standard im unternehmensu¨ber-
greifenden Datenaustausch durchsetzt. Eine detaillierte Gegenu¨berstellung
von J2EE und .NET wu¨rde an dieser Stelle jedoch zu weit fu¨hren76.
Applikations-Server auf J2EE-Basis dominieren zur Zeit den Markt. Gart-
ners Research Director Mark Driver geht von einer Koexistenz von J2EE
und .NET im Jahr 2005 aus, wobei beide ca. 40% Marktanteil halten77.
Drei Gru¨nde fu¨hrten dazu, fu¨r ein DV-Konzept des EVCM-Modells im Fol-
genden den J2EE-Ansatz zu verfolgen. Zuna¨chst ist J2EE seit einigen Jah-
ren verfu¨gbar und viele Hersteller haben den Standard implementiert. Die
konstituierenden Haupttechnologien gelten als ausgereift und praxiserprobt.
Demgegenu¨ber kann aufgrund der Neuheit vieler .NET-Technologien und
-Konzepte zu deren Reifegrad noch keine Aussage getroffen werden. Des-
weiteren scheint der plattformunabha¨ngige J2EE-Ansatz in Netzwerken mit
heterogener IT-Architektur angemessener als .NET, das – zumindest nach
dem jetzigen Stand – ein Windows Betriebssystem erfordert78. Schließlich ist
die freie Verfu¨gbarkeit aller Spezifikationen sowie kostenloser Entwicklungs-
umgebungen und Implementierungen der J2EE-Plattform zu nennen. Ferner
ist zu erwarten, dass sich .NET und J2EE durch den Druck der Anwender
aufeinander zu bewegen. Schon jetzt bietet die Schnittstelle fu¨r die Web Ser-
vices einen Ansatzpunkt fu¨r die Integration der beiden Systemwelten79. Es
steht zu erwarten, dass in naher Zukunft die Entscheidung eines Unterneh-
mens fu¨r eine der beiden Lo¨sungen keine strategische Bedeutung mehr haben
wird. Vielmehr ist eine problemlose Koexistenz und Kooperation der beiden
Systeme auch innerhalb eines Unternehmens wahrscheinlich80.
10.2.3 Java 2 Enterprise Edition (J2EE)
J2EE bietet einen komponentenbasierten Ansatz fu¨r das Design, die Entwick-
lung und die Implementierung von Unternehmensapplikationen. Sie folgt dem
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bewa¨hrten Multi-Tier-Prinzip fu¨r verteilte Systeme, unterstu¨tzt die Wieder-
verwendung der Komponenten, integriert die Extensible Markup Language
(XML) fu¨r den Datenaustausch, liefert ein einheitliches Sicherheitsmodell
und ein flexibles Transaktionsmanagement. Wie bereits erla¨utert, ist J2EE
kein Produkt, sondern eine Spezifikation von Sun Microsystems. Sie legt fest,
welche Dienste ein J2EE-Produkt anbieten muss und welche Regeln dabei
einzuhalten sind. J2EE ist nur eine von drei Java-Plattformen.
• Java 2 Platform, Micro Edition (J2ME)81:
Entwicklungsplattform fu¨r java-fa¨hige Kleingera¨te (Handhelds, PDA,
Handies, Pager etc.), eingeschra¨nkte Form der Java Programmierspra-
che aufgrund von Performanz und Kapazita¨tsbeschra¨nkungen dieser
Gera¨te.
• Java 2 Platform, Standard Edition (J2SE)82:
Liefert alle fu¨r die Entwicklung von Applets und Stand-alone-Anwen-
dungen beno¨tigten Dienste und Bibliotheken.
• Java 2 Platform, Enterprise Edition (J2EE)83:
Entha¨lt die Schnittstellen aller fu¨r die Entwicklung serverseitiger Un-
ternehmensapplikationen notwendigen Technologien und Dienste und
bu¨ndelt diese in einer integrierten Plattform.
10.2.3.1 J2EE Technologien
Die Technologien der J2EE Spezifikation sind aufeinander abgestimmt und
greifen ineinander. Sie lassen sich in Komponenten- und Kommunikations-
technologien sowie Middleware-Dienste unterteilen84. Die Komponententech-
nologien werden benutzt, um den wichtigsten Applikationsteil abzubilden, die
Gescha¨ftlogik. Die Laufzeitumgebung fu¨r die Komponenten wird durch so ge-
nannte Container bereitgestellt. Zu den Komponententechnologien geho¨ren
Java Server Pages (JSP), Servlets und Enterprise JavaBeans (EJB).
Die Kommunikationstechnologien enthalten unterschiedliche Mechanismen
fu¨r die Kommunikation verschiedener Teile einer J2EE-Applikation. Dazu




84Vgl. [All00, S. 23].
85HTTP: Hypertext Transfer Protocol, TCP/IP: Transmission Control Protocol over
Internet Protocol, SSL: Secure Socket Layer
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fu¨r den entfernten Methodenzugriff RMI und RMI-IIOP86 sowie Dienste fu¨r
den asynchronen Nachrichtenaustausch in Form des Java Message Service
(JMS) und JavaMail.
Middleware-Dienste versorgen die Komponenten mit Zusatzfunktionen oder
geben diesen spezielle Eigenschaften, um ihre Aufgabe effizient und zu-
verla¨ssig erfu¨llen zu ko¨nnen. Dazu geho¨ren JDBC fu¨r den Datenbankzugriff,
JTA fu¨r das Transaktionsmanagement und JNDI87 als Namens- und Ver-


















































































Wie bereits in Abbildung 10.12 ersichtlich, lassen sich die einzelnen Elemen-
te einer J2EE-Architektur verschiedenen Schichten zuordnen. Damit folgt
J2EE dem allgemein akzeptierten Multi-Tier Ansatz fu¨r verteilte Anwen-
dungen. Entsprechend Abbildung 10.1389 ko¨nnen J2EE-Architekturen drei
86RMI: Remote Method Invocation, RMI-IIOP: RMI over Inter-Internet ORB Protocol
87JDBC: Java Database Connectivity, JTA: Java Transaction Service, JNDI: Java Na-
ming and Directory Interface
88Siehe [All00, S. 17].
89Siehe [Sun02d, S. 3].
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oder vier Schichten aufweisen. Allgemein werden diese Varianten aber als 3-
Tier-Architektur angesehen, da sie u¨ber drei verschiedene Bereiche verteilt
sind: die Client Schicht, die vor allem der Pra¨sentation dient, die J2EE-
Server Schicht, welche die Gescha¨ftslogik entha¨lt sowie die Datenschicht.
Das klassische 2-Tier-Client-Server-Modell wird so durch den Einschub des
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J2EE-Komponenten sind funktional abgrenzbare Software-Einheiten inner-
halb der J2EE-Applikation, die u¨ber definierte Schnittstellen mit anderen
Komponenten oder einer Datenbank kommunizieren:
• Client-Applikationen und Applets sind client-seitige Komponenten,
• Servlets und Java Server Pages (JSP) sind Web Komponenten auf der
Serverseite und
• Enterprise JavaBeans (EJB) enthalten die Gescha¨ftslogik der Applika-
tionen und laufen auf der Serverseite
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Alle J2EE-Komponenten sind in der Java Programmiersprache geschrieben.
Der Unterschied zu
”
normalen“ Java Klassen ist, dass J2EE-Komponenten
als Teil einer J2EE-Applikation zusammen mit Hilfsklassen u¨ber eine be-
stimmte Prozedur in die Laufzeitumgebung des Servers eingesetzt werden
mu¨ssen. Dabei erfolgt eine U¨berpru¨fung auf Vollsta¨ndigkeit der mitgelieferten
Beschreibung, Einhaltung der J2EE-Spezifikation, Korrektheit und auf feh-
lerfreies Zusammenspiel mit bereits eingesetzten Komponenten90. Der J2EE-
Server verwaltet zur Laufzeit die eingesetzten Komponenten und versorgt sie
mit den beno¨tigten Middleware Diensten und Kommunikationstechnologien.
10.2.3.4 J2EE Container
Serverseitige J2EE-Komponenten wie JSP und EJB sind allein nicht ab-
lauffa¨hig, das heißt sie beno¨tigen fu¨r ihre Ausfu¨hrung eine auf sie abgestimm-
te Umgebung, den bereits erwa¨hnten Container. Ein Applikations-Server auf
J2EE-Basis stellt zwei verschiedene Container zur Verfu¨gung. Der Web Con-
tainer liefert die Umgebung fu¨r JSP und Servlets und der EJB Container
verwaltet die Komponenten der Gescha¨ftslogik, die Enterprise JavaBeans.
Schon in Abbildung 10.12 wurde die zentrale Rolle der Container in der
J2EE-Architektur verdeutlicht.
Ein J2EE-Container hat im Wesentlichen drei Aufgaben. Zuna¨chst ist er fu¨r
das Management der Komponenten zusta¨ndig, denen er als Laufzeitumge-
bung dient. Außerdem bildet der Container eine Schnittstelle zwischen den
serverseitigen J2EE-Komponenten und den Clienten, die diese benutzen. Die
dritte und bezu¨glich der Vereinfachung der Komponentenentwicklung we-
sentlichste Aufgabe des Containers ist die Bereitstellung von Schnittstellen
zu Middleware-Diensten und Kommunikationstechnologien.
Beim Einsetzen einer Komponente in den Container wird diesem u¨ber eine
spezielle Textdatei, dem Deployment Descriptor, gleichzeitig mitgeteilt, wie
dieser die Komponente zu behandeln hat, welche Dienste sie in Anspruch
nimmt und u¨ber welche Schnittstellen der Zugriff erfolgen soll. Das bedeu-
tet, dass fu¨r jede Komponente individuelle Einstellungen getroffen werden
ko¨nnen, ohne deren Quellcode vera¨ndern zu mu¨ssen. Beispielsweise ko¨nnte ei-
ner EJB in Container A der Zugriff auf eine bestimmte Datenbank ermo¨glicht
werden, wa¨hrend dieselbe EJB in Container B dieses Recht nicht erha¨lt. Die-
ser Ansatz zwingt den Entwickler zu einer strikten Trennung von Gescha¨fts-
und Infrastrukturlogik. Letztere implementiert er nicht, sondern adressiert
die fu¨r eine bestimmte Komponente beno¨tigten Dienste im Deployment De-
90Vgl. [Sin02, S. 208].
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scriptor. Dadurch wird eine hohe Stabilita¨t und Herstellerunabha¨ngigkeit
der Gescha¨ftslogik erreicht. Die Komponenten lassen sich problemlos zwi-
schen verschiedenen Applikations-Servern austauschen und in u¨berschauba-
rer, definierter Weise an neue Anforderungen anpassen. Abbildung 10.14 91


















































Abbildung 10.14: Aufbau eines J2EE-Containers
Der Entwickler einer J2EE-Applikation kodiert also die Komponenten und
beschreibt diese und die beno¨tigten Zusatzinformationen fu¨r das Komponen-
tenmanagement im Deployment Descriptor. Die Elemente in den Randberei-
chen der Abbildung 10.14 werden vom Container bereitgestellt und sollen im
Folgenden kurz erla¨utert werden.
10.2.3.4.1 Komponentenvertrag
Wie bereits erwa¨hnt, ist der Container die Laufzeitumgebung fu¨r die einge-
setzten Komponenten. Das heißt, er muss in der Lage sein, Instanzen die-
ser Komponenten zu erzeugen, Methodenaufrufe an die richtige Instanz wei-
ter zu leiten und Instanzen wieder zu zersto¨ren92. Um dem Container die-
ses Lebenszyklus-Management zu ermo¨glichen, muss die Komponente gewis-
se Regeln einhalten. Technisch bedeutet das, dass die Quellcode-Klasse der
Komponente eine Erweiterung einer definierten Java-Klasse aus der J2EE-
Klassenbibliothek sein muss, von der sie die beno¨tigten Methoden fu¨r das
Lebenszyklus-Management erbt.
91In Anlehnung an [All00, S. 18].
92Vgl. [Raj02a].
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Diese Verfahrensweise ist noch fu¨r einen zweiten Aspekt von Bedeutung.
Normalerweise werden die J2EE-Komponenten von einem Clienten (KPZ)
auf einem entfernten Computer gerufen. Diese Aufrufe erfolgen nicht direkt,
sondern werden zuna¨chst vom Container aufgefangen und dann an die richti-
ge Instanz weitergeleitet. Dieser Mechanismus ist ein wichtiges J2EE-Prinzip
und wird auch als Interposition93 bezeichnet. Der Entwickler braucht die-
sen Mechanismus nicht zu implementieren, aber er muss wiederum die fu¨r
die jeweilige Komponente richtigen Klassen der J2EE-Klassenbibliothek als
”
Schablone“ benutzen, um die Interposition damit implizit zu ermo¨glichen.
Auf diese Weise wird erreicht, dass der Entwickler solche komplizierten Ver-
fahrensweisen nicht beru¨cksichtigen muss und sich auf die Gescha¨ftslogik sei-
ner Komponente konzentrieren kann. Andererseits zwingt ihn dieses Vorge-
hen zur impliziten Implementierung aller notwendigen Dienste und gewa¨hr-
leistet somit Portabilita¨t der Komponenten und deren fehlerfreies Zusam-


















4: EJB-Methode kehrt zurück
Abbildung 10.15: Interposition
Abbildung 10.1594 zeigt die Interposition am Beispiel des EJB-Containers.
Clientenzugriffe auf eine bestimmte EJB werden vom EJB-Objekt abgefan-
gen, welches den Eintrittspunkt in den Container realisiert. Dieses Objekt ist
transparent fu¨r den Clienten und die EJB, obwohl jegliche Kommunikation
daru¨ber abla¨uft. Es dient dem Container als Instrument, Methodenzugriffe
in Middleware-Dienste wie Transaktionen, Sicherheit und Persistenz einzu-
betten. U¨ber den mittelbaren Zugriff mit dem Container als Mediator wird
93Siehe [All00, S. 873].
94In Anlehnung an [Rom02, S. 40].
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in einer J2EE-Applikation also die Trennung in Gescha¨fts- und Infratruktur-
logik realisiert.
10.2.3.4.2 Standard-Containerdienste
Die J2EE-Spezifikation definiert eine Reihe von Java-Standard-Erweiterung-
en, die jeder J2EE-basierte Applikations-Server implementieren muss. Ein
J2EE-Container stellt diese Dienste wie JDBC, JTA, JNDI und JMS den
eingesetzten Komponenten zur Verfu¨gung. Alle von den Komponenten dabei
beno¨tigten Ressourcen (Datenbankverbindungen, Warteschlangen fu¨r Nach-
richtem usw.) werden vom Applikations-Server zentral u¨ber JNDI verwal-
tet95. Die J2EE-Architektur erlaubt, einen Container auf mehrere Server
zu verteilen. Ein solcher Container bu¨ndelt mehrere Java Virtual Machi-
nes (JVM) zu einer gemeinsamen Laufzeitumgebung. Der einheitliche Zu-
griff u¨ber JNDI sorgt dabei fu¨r Ortstransparenz. Das heißt, der zugreifen-
de Client muss nicht wissen, auf welchem Server sich beno¨tigte Ressourcen
oder Komponenten befinden, sondern adressiert diese nur u¨ber ihren JNDI-
Namen. Komponenten ko¨nnen dadurch auch zur Laufzeit lastabha¨ngig auf
verschiedene Server verteilt werden. Dieses Load Balancing geho¨rt zu den
Standardfunktionen der meisten J2EE-Applikations-Server. Der einheitliche
Zugriff u¨ber JNDI-Namen erlaubt auch eine problemlose Skalierung des Sy-
stems durch Clustering. Nach der Integration eines neuen Servers werden
dessen Ressourcen vom Container mitverwaltet und in das Load Balancing
einbezogen.
10.2.3.4.3 Deklarative Dienste
Abha¨ngig von der Art der Komponente ko¨nnen im Deployment Descriptor
verschiedene Dienste wie Transaktionen, Sicherheit und Persistenz deklariert
werden. Es besteht auch die Mo¨glichkeit, diese Dienste explizit aufzurufen.
Ein Datenbankzugriff, der in eine Transaktion eingebettet ist, kann so auf
herko¨mmliche Weise programmiert werden. Das widerspra¨che allerdings dem
Prinzip der Trennung von Gescha¨fts- und Infrastrukturlogik, wodurch solche
Komponenten unflexibler, fehleranfa¨lliger und weniger portabel wa¨ren. Die
elegantere Variante ist, dem Container mit Hilfe des Deployment Descriptors
mitzuteilen, welche Methoden der Komponente innerhalb einer Transaktion
stattfinden sollen und dem Container das Transaktionsmanagement zu u¨ber-
lassen. Mo¨glich werden diese deklarativen Dienste durch das bereits beschrie-
bene Prinzip der Interposition. Im Falle deklarierter Transaktionen startet
der Container die Transaktion, bevor er den Methodenaufruf an die Instanz
95Vgl. [All00, S. 20].
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der Komponente weiterleitet und beendet diese, wenn der Methodenaufruf
zuru¨ckkehrt96. Der Vorteil hierbei ist die hohe Flexibilita¨t, mit der Kom-
ponenten und Dienste kombiniert werden ko¨nnen. Der Entwicklungsprozess
verringert sich in seiner Komplexita¨t, da Komponenten und Dienste nicht
integriert, sondern sequenziell betrachtet werden ko¨nnen. Die Dienstzuord-
nung kann sehr spa¨t erfolgen und selbst zur Laufzeit der Komponente relativ
problemlos vera¨ndert werden, indem der zugeho¨rige Deployment Descriptor
ausgetauscht wird97.
10.2.3.4.4 Andere Container Dienste
Einige Dienste sollen an dieser Stelle noch vorgestellt werden, um das ma¨chti-
ge Konzept des Containers noch besser zu veranschaulichen und die Entschei-
dung fu¨r J2EE nachvollziehbar zu gestalten.
Entfernter und lokaler Zugriff: J2EE-Komponenten sind selbst nicht netz-
werkfa¨hig. Der Container macht sie verfu¨gbar, indem er ein netz-
werkfa¨higes Objekt vorschaltet. Entfernte Methodenaufrufe werden von
diesem Objekt empfangen und an die richtige Instanz der Komponente
weitergeleitet. Das auch hier zum Einsatz kommende Instrument der
Interposition macht die J2EE-Komponenten netzwerkfa¨hig, ohne das
der Entwickler auch nur eine Zeile Code dafu¨r schreiben muss.
Einige Komponenten beno¨tigen keine Netzwerkfa¨higkeit, da sie aus-
schließlich von anderen Komponenten innerhalb desselben Containers
benutzt werden. Fu¨r diesen Fall implementiert der Container Objekte
fu¨r den lokalen Zugriff, welcher im Vergleich zum entfernten Zugriff we-
sentlich performanter ist. Verfu¨gt eine Komponente ausschließlich u¨ber
lokale Schnittstellen, la¨sst sie sich allerdings nicht verteilen, sondern
muss zusammen mit den nutzenden Komponenten im selben Container
verbleiben. Deshalb ko¨nnen solche Komponenten beim Load Balancing
nicht beru¨cksichtigt werden. Skalierbarkeit durch Clustering ist dann
nur eingeschra¨nkt mo¨glich.
Die von Sun im Nachhinein eingera¨umte Mo¨glichkeit des lokalen Zu-
griffs widerspricht im Grunde der urspru¨nglich verfolgten Philosophie
der uneingeschra¨nkten Verteilbarkeit der J2EE Komponenten. Diese
Maßnahme ist als Antwort auf die starke Kritik an der Performanz der
entfernten Methodenaufrufe zu verstehen. In der Tat lassen sich beim
u¨berlegten Einsatz lokaler Schnittstellen enorme Performanzgewinne
erzielen. Im Entwicklungsprozess sollte aber eine sorgfa¨ltige Abwa¨gung
des Trade-offs zwischen Flexibilita¨t und Performanz erfolgen.
96Vgl. [Raj02b].
97Vgl. [Sin02, S. 246 ff.].
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Persistenz: Die meisten Komponenten der Gescha¨ftslogik operieren direkt
oder indirekt auf Daten, die in einer Datenbank auf einem perma-
nenten Speicher abgelegt sind. Datenbankzugriffe werden in Trans-
aktionen gekapselt, um einerseits die Datenkonsistenz zu garantie-
ren (wenn verschiedene Komponenten gleichzeitig dieselben Daten
vera¨ndern mo¨chten) und andererseits den jeweils aktuellen Stand der
Daten auf einem permanenten Speicher abzusichern, so dass bei ei-
nem Systemausfall keine Daten verlorengehen. Diese ha¨ufig beno¨tigten
Funktionen fu¨r jede Anwendung neu zu kodieren ist ineffektiv, erfor-
dert betra¨chtliches Know-how sowie Entwicklungszeit und stellt zudem
eine ernst zu nehmende Fehlerquelle dar. J2EE erlaubt die Konstruk-
tion datenhaltender EJB, welche im Deployment Descriptor als per-
sistent gekennzeichnet werden. Der Zugriff auf diese Komponenten ist
wesentlich schneller im Vergleich zum Datenbankzugriff. Sie dienen den
zugreifenden Komponenten quasi als Cache. Der Container ku¨mmert
sich im Hintergrund um die Verknu¨pfung dieser Komponenten mit der
Datenbank und gewa¨hrleistet so die Persistenz.
Ressourcenmanagement: Der Container verwaltet die von den eingesetzten
Komponenten beno¨tigten Ressourcen wie Threads, HTTP Sockets,
Datenbankverbindungen usw. Je nach auftretender Last erzeugt oder
zersto¨rt er solche Ressourceninstanzen.
Instanzpooling: Wie oben beschrieben ist der Container verantwortlich fu¨r
das Lebenszyklus-Management der eingesetzten Komponenten. Wenn
Clienten auf eine Komponente zugreifen mo¨chten, erzeugt er dynamisch
neue Instanzen oder gibt unbenutzte Instanzen zur Wiederverwendung
frei. In der Regel wird dabei jedem Zugriff genau eine Instanz zugeord-
net, das heißt, parallele Zugriffe werden auf separate Instanzen verteilt.
Die dynamische Verwaltung einer Menge von Instanzen einer eingesetz-
ten Komponente wird als Instanzpooling bezeichnet.
Nebenla¨ufigkeit: U¨ber den Mechanismus der Verteilung paralleler Zugriffe auf
separate Instanzen garantiert der Container auch die Threadsicherheit
der Applikation. Jeder Instanz wird fu¨r die Bearbeitung der gerufe-
nen Methode ein Thread zugeteilt. Vor der Verteilung serialisiert der
Container die Zugriffe. Treffen mehr Zugriffe ein, als Instanzen erzeugt
werden ko¨nnen (durch vorab definierte Pool-Obergrenzen oder die Be-
grenzung des Arbeitspeichers), werden die zusa¨tzlichen Zugriffe vom
Container in einer Warteschlange verwaltet.
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Im na¨chsten Abschnitt sollen die Komponenten der Gescha¨ftslogik, die Enter-
prise JavaBeans na¨her erla¨utert werden. Sie werden, wie auch allgemein in
der J2EE-Plattform, beim abschließend vorgestellten Konzept einer J2EE-
basierten EVCM–Systemarchitektur eine zentrale Rolle einnehmen. Dafu¨r
ist das Versta¨ndnis der wichtigsten Konzepte der Enterprise JavaBean-
Technologie notwendig.
10.2.4 Enterprise JavaBeans (EJB)
Enterprise JavaBeans (EJB) sind portable, herstellerunabha¨ngige, server-
seitige Softwarekomponenten fu¨r den Einsatz in J2EE-basierten, verteilten
Multi-Tier-Architekturen. Der Entwickler wird durch die J2EE-Architektur
gezwungen, Gescha¨fts- und Infrastrukturlogik zu trennen und definierte
Schnittstellen zwischen beiden Schichten zu implementieren. EJB werden
entweder in der untersten Schicht einer Multi-Tier-Architektur benutzt, um
auf Daten zugreifen zu ko¨nnen oder in der Mittelschicht, um eine wieder-
verwendbare Gescha¨ftslogik abzubilden. In der aktuellen EJB-Spezifikation
2.098 definiert Sun drei verschiedene Arten von EJB:
Session Beans: Mit Session Beans werden Prozesse der Gescha¨ftslogik mo-
delliert. Sie lassen sich in der Regel mit Verben beschreiben, da defi-
nierte Aktionen stattfinden (z. B. Auftrag annehmen, Produkt finden).
Es ko¨nnen auch mehrere, logisch miteinander verkettete Aktionen, so
genannte Workflows mit Session Beans realisiert werden (z. B. Auf-
tragsbearbeitung, Einkaufsassistent). Die Instanz einer Session Bean
repra¨sentiert einen einzelnen Clienten innerhalb der Applikation. Um
eine Aktion auszufu¨hren, ruft der Client Methoden dieser Instanz - in
der Regel u¨ber das Netzwerk - auf. Wie schon der Name vermittelt,
kann sich die Beziehung zwischen Client und Session Bean als inter-
aktive Sitzung vorgestellt werden. Solange der Client mit dem Server
verbunden bleibt, operiert er auf ein und derselben Instanz. Beendet er
die Sitzung, terminiert auch die Session Bean (oder wird vom Container
zur Wiederverwendung freigegeben). Sie ist nicht persistent, anfallende
Daten werden nicht auf einem permanenten Speicher gesichert.
Entity Beans: Entity Beans dienen der Modellierung der Gescha¨ftsdaten. Sie
sind gewissermaßen Cache-Objekte zwischen Gescha¨ftslogik und Da-
tenbank, die einen schnellen Zugriff auf regelma¨ßig beno¨tigte Daten
erlauben. Entity Beans sind u¨blicherweise mit Substantiven beschreib-
bar (wie Konto, Produkt, Auftrag). Sie repra¨sentieren zumeist eine be-
stimmte Tabelle einer relationalen Datenbank. Session Beans bedienen
98Siehe [Sun01a].
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in der Regel Clienten und operieren auf Daten, die ihnen durch Entity
Beans bereitgestellt werden.
Message Driven Beans: Message Driven Beans bilden a¨hnlich Session Beans
Aktionen ab. Der Zugriff erfolgt aber nicht u¨ber Methodenaufrufe, son-
dern u¨ber Nachrichten (Messages). Sie bieten damit asynchron kommu-
nizierenden Clienten den Eintrittspunkt in die serverseitige Gescha¨fts-
logik. Eintreffende Nachrichten werden von den Message Driven Be-
ans aus einer Warteschlange entnommen, also nach dem FIFO-Prinzip
(First In First Out) bearbeitet. Die Bearbeitung erfolgt entweder unter
Nutzung von Entity Beans oder wird an Session Beans weitergeleitet.
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Abbildung 10.16: Clienten interagieren mit dem EJB-Komponentensystem
10.2.4.1 Bestandteile einer EJB
Eine EJB besteht nicht aus einer einzelnen, monolithischen Datei, sondern ei-
ner Sammlung verschiedener Java- und Text-Dateien. Die Logik einer EJB ist
99In Anlehnung an [Rom02, S. 32].
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in der Enterprise Bean Klasse enthalten. Das ist im Grunde eine
”
normale“
Java Klasse. Sie muss aber bestimmten Regeln folgen, damit der Contai-
ner die EJB ansprechen und verwalten kann. Zu jedem EJB Typ existieren
definierte Schnittstellen, die von der Enterprise Bean-Klasse implementiert
werden mu¨ssen. Beispielsweise wird eine Session Bean erst zur Session Bean
durch Implementierung der Schnittstelle javax.ejb.SessionBean der J2EE-
Klassenbibliothek.
Da Clienten nicht direkt mit einer EJB interagieren ko¨nnen, muss die Datei-
sammlung einer EJB Schnittstellen fu¨r den Zugriff enthalten. Im Remote
Interface werden alle Methoden definiert, die von Clienten oder anderen
entfernten Komponenten gerufen werden ko¨nnen. Das ist die Schnittstelle
nach außen. Clienten
”
sehen“ von der EJB nur, was offengelegt wird. Auch
Remote Interfaces mu¨ssen den Regeln der EJB-Spezifikation genu¨gen. Zum
Beispiel wird eine EJB erst durch Implementierung der Java-Schnittstelle
javax.ejb.EJBObject netzwerkfa¨hig, also u¨ber das Netzwerk aufrufbar. Die
Abla¨ufe beim Zugriff des Clienten auf das Remote Interface wurden bereits in
Abbildung 10.15 gezeigt. Damit der Client auf eine bestimmte Instanz einer
EJB zugreifen und damit der Container den Zugang zu einer neuen Instanz
erzeugen kann, ist eine weitere Schnittstelle, das Home Interface notwendig.
Mit der EJB-Spezifikation 2.0 ist es mo¨glich, EJB u¨ber lokale Schnitt-
stellen anzusprechen. Dabei entfa¨llt nahezu der gesamte Kommunikations-
Overhead, der bei entfernten Aufrufen u¨ber das Netzwerk entsteht. Rufe
u¨ber lokale Schnittstellen einer EJB sind daher um ein Vielfaches schneller,
sie beschra¨nken sich allerdings auf Komponenten im selben EJB-Container.
Diese Eigenschaft hat zu einem neuen Design-Ansatz fu¨r EJB-Architekturen
gefu¨hrt. Dabei werden nur wenige (Session-)EJB mit Remote Interfaces aus-
gestattet und bilden als Ansprechpartner fu¨r die Clienten alle beno¨tigten
Methoden der Gescha¨ftslogik in aggregierter Form ab. Grobko¨rnige Metho-
den werden somit nicht auf Client-Seite durch schrittweise Abarbeitung von
Teilaktionen erzeugt. Vielmehr erfolgt eine Zerlegung dieser Methoden in-
nerhalb der serverseitigen Gescha¨ftslogik in Teilaktionen, die dann auf lo-
kal angesprochene, spezialisierte EJB verteilt werden. Beispielsweise ko¨nnte
”
Gantt erzeugen“ eine einzige aggregierte Methode sein, die mit allen not-
wendigen Parametern vom Client gerufen wird und dann auf der Serverseite
in Teilschritte zerlegt und realisiert wird. Clienten greifen also u¨ber eine ein-
fache, abstrahierende Schnittstelle auf ein komplexes Subsystem zu. Dieses
Prinzip wird auch Facade-Pattern100 genannt und findet inzwischen ha¨ufig
Anwendung in EJB-Architekturen.
100Vgl. dazu [Bie01, S. 23] und [Ram02].
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Neben Performanzgewinnen ist ein weiterer Vorteil dieses Ansatzes eine sau-
bere Trennung von Gescha¨ftslogik und der Pra¨sentation auf der Client-Seite.
Je weniger Schnittstellen existieren, desto einfacher ist es, ein Teilsystem zu
vera¨ndern. So ko¨nnte die gesamte Gescha¨ftslogik hinter der Eintritts-Bean
(der
”
Fassade“) ausgetauscht werden, ohne im Client eine Zeile Code a¨ndern
zu mu¨ssen. Wie bereits im Abschnitt u¨ber Container angesprochen ist der
Preis fu¨r den Performanzgewinn die eingeschra¨nkte Flexibilita¨t der Kompo-
nenten. Dieser Umstand erfordert Sorgfalt bei der Analyse der Gescha¨ftslo-
gik und deren Zerlegung in aggregierte Methoden und bedienendes Subsy-
stem. Lokale Schnittstellen sind optional. Sie sind als Ersatz fu¨r den ent-
fernten Zugriff oder als Erga¨nzung implementierbar. Letzteres ist aber nur
selten sinnvoll, da sich eine Unterscheidung in nutzende (entfernter Zugriff)
oder bedienende (lokaler Zugriff) Komponente innerhalb der serverseitigen
Gescha¨ftslogik fast immer treffen la¨sst. Wie beim entfernten Zugriff beste-
hen auch die lokalen Schnittstellen aus zwei Elementen. Das Local Interface
u¨bernimmt die Rolle des Remote Interfaces und das Local Home Interface ist
das Pendant zum Home Interface.
Neben der Enterprise Bean-Klasse und den Schnittstellen entha¨lt eine EJB
noch Textdateien zur Beschreibung der EJB selbst, ihrer Einbettung in
den EJB-Container und gegebenenfalls der Interaktion mit der Datenbank.
Die wichtigste dieser Textdateien ist der vom Hersteller des jeweiligen
Applikations-Servers unabha¨ngige Deployment Descriptor. Hier beschreibt
der Entwickler, wie der Container das Lebenszyklusmanagement der EJB
durchfu¨hren soll, ob die EJB Persistenz erfordert (nur Entity Beans), welche
Methoden der Container in Transaktionen einbetten soll, welche Sicherheits-
dienste beno¨tigt werden usw.
Der Deployment Descriptor ist also das Schlu¨sseldokument zur Beschreibung
der Infrastrukturlogik, die hauptsa¨chlich durch den Container realisiert wird.
Beim Einsetzen der EJB in den Container liest dieser den Deployment Des-
criptor und konfiguriert die Laufzeitumgebung individuell fu¨r jede EJB. Die
meisten Hersteller von J2EE-basierten Applikations-Servern unterstu¨tzen die
A¨nderung der Infrastrukturlogik auch im laufendem Betrieb, einfach durch
Austausch des Deployment Descriptors. Dieser Aspekt ist wichtig fu¨r die
Konzeption der EVCM-Funktionen als Application Service.
Jede EJB entha¨lt auch proprieta¨re Elemente. Sun legt mit seiner Spezifikation
lediglich fest, was ein J2EE-Produkt leisten muss und wie seine Schnittstel-
len auszusehen haben. Wie die Implementierung erfolgt, ist jedem Hersteller
u¨berlassen. Dieser Ansatz hat dazu gefu¨hrt, dass derzeit ca. 50 verschiede-
ne J2EE-Applikations-Server existieren, wobei die Produkte von IBM und
BEA, Websphere und Weblogic den Markt dominieren. Die Kunden profitie-
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ren vom vielfa¨ltigen Angebot und der stetigen Verbesserung der Produkte
aufgrund des starken Konkurrenzkampfes. Andererseits mu¨ssen die an sich
herstellerunabha¨ngigen, portablen EJB beim Einsetzen in den Container ei-
nes J2EE-Applikations-Servers mit herstellergebunden Zusatzinformationen
versehen werden. Nur so lassen sich die oft weit u¨ber die Spezifikation hin-
ausgehenden Funktionen der Server konfigurieren (wie Load Balancing, In-
stanzpooling, Clustering und Monitoring des Systembetriebs).
Auch die Verknu¨pfung der Entity Beans mit einer Datenbank erfolgt in einer
herstellerabha¨ngigen Beschreibungsdatei, da Sun nicht vorschreiben kann,
wie eine Datenbankverbindung implementiert werden muss und welche Da-
tenbankprodukte unterstu¨tzt werden. Fu¨r alle beschreibenden Textdateien
hat sich mittlerweile das XML-Format durchgesetzt. Durch ihre selbstbe-
schreibende Natur ist diese Repra¨sentation auch Nicht-Java-Programmierern
intuitiv versta¨ndlich. Auch die herstellerabha¨ngigen Beschreibungsdateien
stellen damit in der Praxis kein großes Hindernis dar. Außerdem bieten inzwi-
schen selbst kleinere Hersteller von J2EE-Applikations-Servern Werkzeuge
mit grafischer Benutzeroberfla¨che an, welche die Erzeugung der Beschrei-
bungsdateien weitestgehend automatisieren101.
Sind alle Elemente einer EJB erzeugt und fehlerfrei, kann sie in den Con-
tainer eingesetzt werden. Dabei findet eine U¨berpru¨fung auf Korrektheit,
Vollsta¨ndigkeit und Widerspruchsfreiheit statt. Ferner wird kontrolliert, ob
Konflikte mit bereits eingesetzten EJB auftreten. Nach dieser allgemeinen
Einfu¨hrung in die EJB-Technologie, sollen die einzelnen EJB-Arten in den
folgenden Abschnitten noch na¨her erla¨utert werden.
10.2.4.2 Session Beans
Session Beans repra¨sentieren einen einzelnen Clienten innerhalb der J2EE-
Applikation. Sie werden fu¨r die Modellierung einzelner Aktivita¨ten oder Pro-
zesse benutzt. Obwohl sich die Aktivita¨ten einer Session Bean persistent aus-
wirken ko¨nnen, sind sie selbst keine persistenten Objekte. Es gibt zwei Arten
von Session Beans: Stateful Session Beans und Stateless Session Beans.
Bei Stateful Session Beans wird der Zustand eines Objektes durch die Werte
der Instanzvariablen bestimmt. In einer Stateful Session Bean repra¨sentieren
die Instanzvariablen den aktuellen Zustand einer Sitzung mit einem bestimm-
ten Clienten. Zum Beispiel ko¨nnte der Warenkorb fu¨r eine EVCM-Anfrage
mit einer Stateful Session Bean realisiert werden. Er wird
”
leer“ einer neu-
en KPZ zugeordnet und verwaltet im Laufe einer Sitzung alle Produkte,
101Siehe [Sin02, S.164] und [Sun02c].
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die die KPZ im Ausrollvorgang nachfragt. Dieser interne Zustand wird auch
Konversationsgeda¨chtnis102 genannt. Beendet die KPZ die Sitzung, wird die
entsprechende Stateful Session Bean entfernt, der interne Zustand geht ver-
loren. Im Falle des Warenkorbbeispiels wu¨rde die KPZ normalerweise vorher
”
zur Kasse gehen“, um die ausgewa¨hlten Produkte vertraglich zu binden.
Erst dann erfolgt eine permanente Speicherung der Daten.
Im Abschnitt u¨ber J2EE-Container wurde bereits das Konzept des Instanz-
pooling vorgestellt. Die Instanz einer Stateful Session Bean tra¨gt einen indi-
viduellen Zustand, solange sie mit einem Clienten verbunden ist. Auch wenn
der Client lange Zeit keine Aktion ausfu¨hrt, kann die Instanz aufgrund ih-
rer Einzigartigkeit keinem anderen Clienten zugeordnet werden. Also muss
der Container so viele Instanzen erzeugen, wie gleichzeitig Clienten zugreifen
(begrenzt durch die Ressourcen des Servers bzw. festgelegte Schranken fu¨r
die Poolgro¨ße).
Eine Stateless Session Bean besitzt kein Konversationsgeda¨chtnis fu¨r den
assoziierten Clienten (KPZ). Die Instanzvariablen ko¨nnen einen internen Zu-
stand darstellen, aber nur fu¨r die Dauer eines Methodenaufrufs. Kehrt die
Methode zuru¨ck, existiert auch kein Zustand mehr. Das bedeutet, dass alle
Instanzen einer Stateless Session Bean identisch sind, es sei denn, sie sind
gerade durch einen Methodenaufruf blockiert. Der Container kann einem
rufenden Clienten also eine beliebige, gerade unbenutzte Instanz zuweisen.
Dieselbe Instanz kann damit viele, hintereinander zugreifende Clienten be-
dienen und wird nicht durch gerade
”
unta¨tige“ Clienten blockiert. Fu¨r ei-
ne bestimmte Anzahl assoziierter Clienten kann die Poolgro¨ße bedienender
Stateless Session Beans viel geringer ausfallen, wa¨hrend bei Stateful Session
Beans das Verha¨ltnis 1:1 ist. Durch die Identita¨t der Bean Instanzen und
die damit verbundene Austauschbarkeit ist die Verwaltung des Bean-Pools
fu¨r den Container vergleichsweise einfacher und performanter als bei Stateful
Session Beans.
10.2.4.3 Entity Beans
Eine Entity Bean repra¨sentiert Gescha¨ftsobjekte entweder aus der realen
Welt wie Produkt oder Kunde oder im Sinne einer Abstraktion wie Bestel-
lung, Vertrag oder Herstellungsverfahren.
Auch eine Session Bean kann auf Daten zugreifen. Sie kann aber niemals
eine objektorientierte Repra¨sentierung dieser Daten sein. Daten werden u¨bli-
cherweise von mehreren Komponenten beno¨tigt. Der Zugriff wird gemein-
102Engl.: Conversational State.
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sam geteilt. Eine Session Bean kann aber immer nur von einem Clienten
gleichzeitig genutzt werden und mu¨sste die Daten mittels Instanzvariablen
darstellen. Entity Beans dagegen werden u¨ber einen Speichermechanismus,
der Persistenz garantiert, mit einer relationalen Datenbank verknu¨pft. Ty-
pischerweise korrespondiert eine Entity Bean mit einer bestimmten Tabelle
der Datenbank wie zum Beispiel
”
Kunde“. Eine Instanz dieser Entity Bean
ist dann mit einer Zeile in dieser Tabelle, also den Daten eines bestimmten
Kunden (KPZ), assoziiert. Eine Entity Bean Instanz repra¨sentiert also diesen
einen Kunden, inklusive seiner Daten innerhalb der Applikation.
Um die Entity Beans und ihre Verwendung genauer zu den Session Beans ab-
zugrenzen, sollen deren Eigenschaften im Folgenden na¨her erla¨utert werden.
Entity Beans sind persistent, erlauben mehrfachen Zugriff, besitzen einen
Prima¨rschlu¨ssel und ko¨nnen Teil eines Beziehungsschemas zu anderen Entity
Beans sein.
Persistenz: Der Zustand einer Entity Bean wird u¨ber einen Speichermecha-
nismus gesichert, der sie persistent macht. Dieser Zustand existiert also
u¨ber die Lebensdauer des Anwendungsprozesses oder des Applikations-
Serverprozesses hinaus. Bezu¨glich der Sicherheit kann der Zustand ei-
ner Entity Bean mit den Daten in einer Datenbank verglichen werden.
Die Assoziation zwischen Entity Bean und Datenbank kann auf zwei
verschiedene Arten erfolgen. Die dafu¨r notwendigen Datenbankzugrif-
fe ko¨nnen in der Entity Bean Klasse selbst kodiert sein. In diesem Fall
wird von Bean Managed Persistence gesprochen. Die andere, wesentlich
komfortablere Mo¨glichkeit ist, dem Container diese Aufgabe zu u¨ber-
lassen und Persistenz lediglich im Deployment Descriptor zu deklarie-
ren. Der Container generiert dann automatisch die dafu¨r notwendigen
Datenbankzugriffe. Diese Form heißt Container Managed Persistence.
Mehrfacher, geteilter Zugriff (Shared Access): Entity Beans werden als Da-
tenobjekte von anderen Komponenten der J2EE-Applikation gemein-
schaftlich geteilt, das heißt viele Clienten ko¨nnen parallel auf die Enti-
ty Bean zugreifen. Die Datenkonsistenz wird dabei u¨ber Transaktionen
gewa¨hrleistet, welche ebenfalls durch den Container bereitgestellt wer-
den.
Prima¨rschlu¨ssel: Jede Instanz einer Entity Bean wird u¨ber einen eindeutigen
Schlu¨ssel identifiziert. Dieser Prima¨rschlu¨ssel erlaubt den Clienten das
Auffinden einer bestimmten Instanz.
Beziehungsschema: So wie die Tabellen in einer Datenbank ein relationales
Schema aufweisen, kann auch eine Entity Bean in Beziehung zu anderen
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Entity Beans treten. Beispielsweise ko¨nnen die Entita¨ten Kunde und
Auftrag miteinander in Beziehung stehen. Ein Kunde kann mehrere
Auftra¨ge auslo¨sen, wogegen sich ein Auftrag eindeutig einem Kunden
zuordnen la¨sst. Wenn Bean Managed Persistence gewa¨hlt wurde, muss
auch das Beziehungsschema u¨ber verknu¨pfende Methoden in den Enti-
ty Bean Klassen modelliert werden. Im Falle von Container Managed
Persistence werden die Beziehungen im Deployment Descriptor model-
liert. Das ist auch intuitiv der richtige Ort fu¨r die Beschreibung, wenn
die Beziehungen als Infrastrukturlogik auf Objektebene betrachtet wer-
den. Der Container u¨bernimmt die Verwaltung des Beziehungsschemas
(Container Managed Relationships).
Wie oben erwa¨hnt, realisiert der Container bei Container Managed Persi-
stence die notwendigen Datenbankzugriffe, um eine Entity Bean persistent
zu machen. Das heißt, jede Aktion, die den Zustand der Daten in der Entity
Bean vera¨ndert, wirkt sich persistent auf die zugrundeliegende Datenstruktur
aus. Durch die Mediation des Containers ist der Code der Entity Bean-Klasse
nicht an eine bestimmte Datenbank gekoppelt. Auch das Beziehungsschema
wird im Fall der hier angenommenen Container Managed Relationships ex-
plizit im Deployment Descriptor modelliert. Entity Beans lassen sich somit
beliebig neu in Beziehung setzen, ohne den Quellcode zu vera¨ndern. Wie-
der fa¨llt die Konsequenz des J2EE-Ansatzes auf, der eine saubere Trennung
der Schichten einer Multi-Tier Architektur erzwingt, um Portabilita¨t und
Anpassbarkeit der Komponenten zu garantieren.
Die Assoziation zwischen Beziehungsschema und dem relationalen Schema
einer konkreten Datenbank erfolgt in proprieta¨ren Beschreibungsdateien des
Applikations-Server-Herstellers. Hier werden einzelne Entity Beans mit den
korrespondierenden Tabellen der Datenbank verknu¨pft. Dasselbe erfolgt auf
Ebene der Attribute. Entity Bean Felder werden mit den korrespondieren-
den Tabellenspalten der Datenbank verbunden. Dieses Mapping wird norma-
lerweise nicht fu¨r die Tabellenspalten, die Fremdschlu¨ssel enthalten, durch-
gefu¨hrt. Wa¨hrend die Relation zwischen den Tabellen einer Datenbank im-
plizit u¨ber diese Fremdschlu¨ssel erfolgt, wird das Beziehungsschema der En-
tity Beans explizit im Deployment Descriptor festgelegt. Eine zusa¨tzliche
Abbildung der Fremdschlu¨ssel-Beziehungen wu¨rde eine unno¨tige Redundanz
einfu¨hren und ko¨nnte zu Fehlern fu¨hren. Abbildung 10.17 verdeutlicht noch
einmal die durch Entity Beans und EJB-Container eingefu¨hrten vermitteln-
den Trennschichten zwischen Gescha¨ftslogik und Datenschicht, welche eine
weitestgehende Unabha¨ngigkeit der beiden Seiten gewa¨hrleisten.
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Abbildung 10.17: U¨bergang von der Gescha¨ftslogik zur Datenschicht
Die Persistenz einer Entity Bean wird erreicht, indem der Container deren
Datenfelder zur Laufzeit automatisch mit der Datenbank synchronisiert. Des-
wegen werden diese Felder auch als persistente Felder103 bezeichnet. Dane-
ben werden im Deployment Descriptor noch Beziehungsfelder104 (als Pendant
zum Fremdschlu¨ssel) deklariert, welche die Beziehungen zu anderen Entity
Beans definieren. Diese beiden Feldtypen konstituieren im Grunde das En-
tity Bean Datenschema. Jede Einzelbeziehung zwischen zwei Entity Beans
wird durch die zusa¨tzlichen Eigenschaften Multiplizita¨t105 und Beziehungs-
richtung detailliert. Fu¨r die Multiplizita¨t werden vier verschiedene Varianten
unterschieden:
• (1:1) Jede Instanz einer Entity Bean steht in Beziehung mit genau einer
Instanz einer anderen Entity Bean, zum Beispiel: Anfrage – Angebot,
wenn zu jeder Anfrage genau ein Angebot erstellt wird.
• (1:n) Eine Entity Bean Instanz kann in Beziehung zu mehreren Instan-




105Sun:Multiplicity; im deutschen Sprachgebrauch, insbesondere fu¨r das relationale Sche-
ma auch Kardinalita¨t.
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• (n:1) Viele Instanzen der Entity Bean stehen in Beziehung mit einer
einzelnen Instanz einer anderen Entity Bean. Es handelt sich also um
den zuletzt genannten Fall aus Sicht der anderen Bean: verschiedene
Bestellungen ko¨nnen vom selben Kunden stammen.
• (n:m) Die Instanzen zweier Entity Beans stehen in vielfacher Beziehung
zu den Instanzen der jeweils anderen Bean. Das Verha¨ltnis von Kunde
und Lieferant kann von dieser Art sein. Ein Kunde kann von mehre-
ren Lieferanten beliefert werden und jeder Lieferant bedient mehrere
Kunden. Diese Beziehung ist im EVCM typisch zwischen den KPZ.
Erga¨nzt wird die Multiplizita¨t durch die Richtung der Beziehung. Dabei wer-
den unidirektionale und bidirektionale Beziehungen unterschieden. In einer bi-
direktionalen Beziehung besitzen beide Entity Beans ein Beziehungsfeld, das
die andere Bean referenziert. Eine Entity Bean erha¨lt u¨ber das Beziehungs-
feld
”
Kenntnis“ von der anderen Entity Bean und Zugang zu deren Daten.
Aus den losgelo¨st existierenden Datenobjekten wird damit ein semantisches
Beziehungsgeflecht. Bei einer unidirektionalen Beziehung hat nur eine der
beiden Entity Beans ein Beziehungsfeld. Nur diese
”
weiß“ von der anderen
und kann deren Daten nutzen. Beim Entwurf des Entity Bean Schemas wird
diese Beziehung mit einem gerichteten Graphen dargestellt. Die Quelle ist
dabei die Entity Bean, welche die Daten bereitstellt, und die Senke die Enti-
ty Bean, welche die Daten nutzt. In Abbildung 10.18 ist ein kleines Beispiel
modelliert, das die Verwendung von Multiplizita¨t und Beziehungsrichtung
verdeutlichen soll.







Abbildung 10.18: Entity Bean Schema
Ein Kunde (KPZ) kann mehrere Anfragen stellen und in jeder mehrere Pro-
dukte nachfragen. Umgekehrt kann ein Produkt in mehreren Anfragen ent-
halten sein. Jede Anfrage la¨sst sich eindeutig einem Kunden zuordnen. Fu¨r
ein Angebot sind die Beziehungen zu Kunde und Produkt analog zu inter-
pretieren. Zu jeder Anfrage wird genau ein Angebot erstellt. Kunde und
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Produkt werden von Anfrage und Angebot als Datenquellen benutzt und
”
wissen“ selbst nichts von diesen semantisch ho¨her gelagerten Entita¨ten.
Beim Aufbau des Beziehungsschemas ist es sinnvoll, zyklische Referenzie-
rungen zu vermeiden. Im abgebildeten Beispiel wu¨rde so ein Zyklus zwischen
Kunde, Anfrage und Angebot entstehen, ka¨men nur bidirektionale Beziehun-
gen zum Einsatz. Im operativen Einsatz kann ein solches Design zu Proble-
men der Datenintegrita¨t fu¨hren. Unidirektionale Beziehungen ko¨nnen, wie in
diesem Beispiel, ein geeignetes Mittel sein, solche Zyklen zu vermeiden, ohne
das gesamte Schema reorganisieren zu mu¨ssen.
10.2.4.4 Message Driven Beans
Seit der EJB-Spezifikation 2.0 besteht die Mo¨glichkeit, eine J2EE-Applikati-
on asynchron u¨ber Nachrichten (Messages) anzusprechen. Erreicht wird das
u¨ber die Anbindung der EJB-Technologie an die Message Oriented Midd-
leware (MOM), die in Form des Java Message Service (JMS) bereitgestellt
wird. Eine vertiefende Beschreibung von JMS und der Rolle der asynchronen
Kommunikation innerhalb des EVCM folgt im na¨chsten Abschnitt.
Realisiert wird die Anbindung der EJB-Technologie durch Message Driven
Beans, also EJB, die durch Nachrichten gesteuert werden. Die Nachrichten
werden unter Benutzung des JMS im Netzwerk verteilt. Sind sie fu¨r eine
Message Driven Bean bestimmt, ist ihre Zieladresse eine korrespondierende
Warteschlange auf der Serverseite. Die Message Driven Bean
”
ho¨rt“ diese ab
und bearbeitet eintreffende Nachrichten nach dem FIFO Prinzip.
Normalerweise werden Message Driven Beans nur dafu¨r benutzt, die Bru¨cke
zur asynchronen Kommunikation zu bilden. Fu¨r die eigentliche Bearbeitung
im Sinne der Gescha¨ftslogik werden Session Beans aufgerufen. Da der Zu-
gang ausschließlich u¨ber JMS erfolgt, beno¨tigt eine Message Driven Bean
keine weiteren Schnittstellen. A¨hnlich der Stateless Session Bean besitzt sie
keinen internen Zustand, ihre Instanzen sind identisch. Der EJB-Container
kann daher auch die Message Driven Beans leicht verwalten. Trifft eine Nach-
richt ein, wa¨hlt er fu¨r die Bearbeitung aus dem Pool identischer Instanzen
eine freie aus. Da eine JMS-Warteschlange von vielen Clienten adressierbar
ist, ko¨nnen Message Driven Beans mehrere Clienten gleichzeitig bedienen.
Streng genommen erfolgt durch die Warteschlange eine Serialisierung. Da
aber am Ende mehrere Instanzen fu¨r die Bearbeitung bereitstehen, kann
durchaus von einem gleichzeitigen Ansprechen der Message Driven Bean ge-
sprochen werden. Entscheidungsdeterminanten fu¨r den Einsatz von Message
Driven Beans sind weniger durch deren eigene Merkmale gegeben. Vielmehr
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kann sich wa¨hrend des Architektur- und Kommunikationsdesigns einer Ap-
plikation herausstellen, dass eine Entkopplung von Client und Server, und
damit deren asynchrone Kommunikation, fu¨r einige Aufgaben Vorteile bie-
tet. Die damit einhergehende Entscheidung fu¨r eine MOM bedeutet fu¨r eine
J2EE-Applikation die Verwendung von JMS und Message Driven Beans.
10.2.5 Kommunikation im EVCM
In den vorangegangenen Abschnitten wurde zuna¨chst J2EE als geeignete
Plattform fu¨r ein EVCM-System beschrieben und anschließend die Kompo-
nenten zur Darstellung der Gescha¨ftslogik – die Enterprise JavaBeans – im
einzelnen vorgestellt. Bevor die Umsetzung in ein konkretes Architekturmo-
dell gezeigt wird, soll in diesem Abschnitt die Client und Server verbindende
Kommunikationsschicht na¨her erla¨utert und fu¨r das EVCM geeignete Tech-
nologien vorgestellt werden. Wie zu Beginn dargestellt, werden die dezentra-
len Teile der IMK-Logik KPZ-seitig als Client und alle zentralen Bestandtei-
le als Server bezeichnet. Die Gru¨nde fu¨r eine Kommunikation beider Seiten
ko¨nnen vielfa¨ltig sein. Die daraus folgenden unterschiedlichen Kommunika-
tionsprozesse sollen im Folgenden vorgestellt, die jeweils spezifischen Anfor-
derungen untersucht und daraus erste Schlu¨sse auf die Realisierung gezogen
werden.
(1) Netzwerkgenese: Der IMK hat die Aufgabe, nach Eintreffen einer An-
frage ein tempora¨res Wertscho¨pfungsnetz, das KPZN, aus dem Res-
sourcenpool der KPZ zu generieren. Die Selektion der KPZ wird sinn-
vollerweise von den zentralen Bestandteilen der IMK-Logik (also vom
Server) durchgefu¨hrt, da die dafu¨r beno¨tigten Daten in Form der KPZ-
Angebotsvektoren bereits zentral vorliegen. Der Server verteilt anschlie-
ßend die Anfrage u¨ber definierte Kommunikationskana¨le an die attri-
buierten KPZ. Diese empfangen und verarbeiten die Anfrage mit den
dezentralen Bestandteilen der IMK-Logik (also den Clienten) unter Be-
nutzung der ERP-Daten des Unternehmens, das die KPZ repra¨sentiert.
Je nach Ergebnis der Bearbeitung sendet die KPZ eine Antwort oder ei-
ne Unteranfrage, wiederum u¨ber definierte Kommunikationskana¨le, an
den Server. Dieser erstellt fu¨r jede Initialanfrage eine interne Repra¨sen-
tation des entstehenden KPZN mit allen damit verbundenen Einzelda-
ten. Auch wenn eine KPZ
”
wu¨sste“, an wen sie innerhalb des Ressour-
cenpools eine Unteranfrage direkt stellen ko¨nnte, kann sie die Kommu-
nikation nicht auf direktem Wege herstellen. Vielmehr muss der Server
in jeden einzelnen Kommunikationsschritt bei der Genese des KPZN
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involviert sein, um dessen Repra¨sentation generieren zu ko¨nnen. Nach
dem Ru¨cklauf der Kommunikation u¨bernimmt der Server die weitere
Bearbeitung. Antworten von KPZ werden an diejenigen KPZ weiterge-
leitet, die die Anfrage dazu gestellt haben (Einrollprozess).
Daneben muss der Server viele parallel entstehende KPZN aufgrund
verschiedener, parallel zu bearbeitender Initialanfragen gleichzeitig ver-
walten, deren Genese steuern und die Repra¨sentation des jeweiligen
Netzes den dafu¨r berechtigten KPZ per Monitoring verfu¨gbar ma-
chen106. Die bei der Kommunikation u¨bertragenen Daten mu¨ssen al-
so neben den Basisinformationen wie Leistung, Preis, Menge, Liefer-
termin und -wahrscheinlichkeit auch Angaben fu¨r die Einordnung in-
nerhalb eines bestimmten KPZN enthalten. Bei der Darstellung der
komplexen Kommunikationsabla¨ufe, die im Zuge der Netzwerkgenese
entstehen, wird deutlich, dass synchrone Methodenaufrufe als Kommu-
nikationsmittel ausscheiden. Ein synchroner Methodenaufruf setzt de-
tailliertes Wissen des Senders u¨ber den Empfa¨nger voraus. Er muss die
Methode mit dem exakten Namen und den richtigen Parametern rufen.
Fu¨r die Dauer des entfernten Methodenrufes ist das rufende Programm
blockiert und kann erst nach erfolgreicher Ru¨ckkehr der Methode wei-
terarbeiten107. Das bedeutet, der Sender muss gesicherte Annahmen
u¨ber Zustand, Verfu¨gbarkeit und Antwortzeitverhalten des Empfa¨ngers
treffen ko¨nnen. Das ist im KPZN praktisch unmo¨glich.
In einem dynamisch erzeugten, tempora¨ren Netzwerk wie dem KPZN
laufen viele voneinander unabha¨ngige, parallele Einzelkommunikatio-
nen ab. Der Zustand dieses Netzwerkes ist nicht deterministisch. Gesi-
cherte Annahmen zum Kommunikationspartner zu machen, erscheint
nur in Richtung Server vernu¨nftig. Die Prozesse der Netzwerkgenese
beinhalten aber normalerweise mehrere, aufeinander aufbauende Ein-
zelschritte, u¨ber deren Verlauf zu Beginn keine Aussage getroffen wer-
den kann. Zur Verdeutlichung: stellt eine KPZ eine Unteranfrage, kann
das zum Ausrollen eines Anfragebaumes u¨ber mehrere Ebenen fu¨hren.
Wu¨rde die Anfrage u¨ber einen synchronen Methodenruf erfolgen, wa¨re
die KPZ bis zum vollsta¨ndigen Einrollen dieses Baumes und der U¨ber-
mittlung der Ergebnisse blockiert. Die Methoden kehren aber nur kor-
rekt zuru¨ck, wenn alle ausgelo¨sten Prozesse fehlerfrei ablaufen. Das ist
in einem nicht deterministischen Netzwerk nicht garantierbar. Wird
die Kette der aufeinander aufbauenden Prozesse an einer Stelle durch
einen Fehler oder den Ausfall einer KPZ unterbrochen, gibt es keine
106Jede KPZ ist berechtigt, den Teil des KPZN zu sehen, dessen Genese sie durch ih-
re Anfrage ausgelo¨st hat. In der Repra¨sentation als Baumstruktur also den Anfrageast
unterhalb dieser KPZ.
107Vgl. [Gra01].
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Mo¨glichkeit, ein Resultat zu generieren oder Zwischenzusta¨nde zu spei-
chern. Die synchrone Kommunikation u¨ber Methodenrufe muss daher
als vo¨llig ungeeignet fu¨r die Netzwerkgenese verworfen werden.
Die asynchrone Kommunikation bietet einen Ausweg, der den oben ge-
stellten Anforderungen nahezu vollsta¨ndig gerecht wird108. Dabei kom-
munizieren die Partner u¨ber den asynchronen Austausch von Nachrich-
ten. Es muss lediglich ein Kommunikationskanal bekannt sein, an den
die Nachrichten geschickt werden. Zum Empfa¨nger mu¨ssen keinerlei
Annahmen getroffen werden, noch nicht einmal dessen Identita¨t muss
dem Sender bekannt sein. U¨ber diesen Mechanismus wird die Kom-
munikation komplett von der Bearbeitung getrennt. Dieses Paradigma
erscheint der geschilderten Komplexita¨t eines dynamischen Netzwerkes
sehr viel angemessener. Eine KPZ schickt nun eine Unteranfrage als
Nachricht an einen definierten Kommunikationskanal und kann danach
weiterarbeiten. Der Server entnimmt die Anfrage, bearbeitet sie und
schickt sie an die Kommunikationskana¨le der selektierten KPZ. Irgend-
wann treffen die Resultate der Unteranfrage dann wieder als Nach-
richt bei der urspru¨nglich anfragenden KPZ ein. Da Kommunikation
und Bearbeitung getrennt sind, ist es einfacher, auf Fehler zu reagie-
ren. Besta¨tigt eine KPZ nicht innerhalb eines gewissen Zeitraumes den
Empfang einer an sie gerichteten Nachricht, kann entschieden werden,
diese KPZ bei der weiteren Netzwerkgenese zu ignorieren, das heißt,
nicht la¨nger auf eine Antwort zu warten. Da der Server den aktuel-
len Zustand des entstehenden KPZN mitfu¨hrt und berechtigten KPZ
zur Verfu¨gung stellt, ko¨nnen diese entstehende Probleme bei der Ab-
arbeitung ihrer (Unter-)Anfrage evaluieren und geeignet reagieren. Sie
ko¨nnen zum Beispiel eine Antwort generieren, bevor alle alternativen
Ergebnisse einer (Unter-) Anfrage vorliegen. Die Umsetzung der asyn-
chronen Kommunikation erfolgt mit JMS.
(2) Optimierungsprobleme: Das EVCM-Konzept sieht leistungsfa¨hige Algo-
rithmen fu¨r die Lo¨sung verschiedener Optimierungsprobleme im Netz-
werk, bzw. innerhalb der KPZ vor. Beispielhaft soll hier die Anfrage
einer KPZ nach Optimierung ihrer Reihenfolgeplanung auf die Anforde-
rungen an die Kommunikation untersucht werden. Eine solche Anfrage
kann zum Beispiel innerhalb der Netzwerkgenese gestellt werden, wenn
eine KPZ die Gu¨te ihrer Antwort (fru¨herer Liefertermin, gro¨ßere Men-
ge) verbessern mo¨chte oder eine positive Antwort erst durch eine opti-
mierte Reihenfolgeplanung mo¨glich wird. Zu beru¨cksichtigen ist dabei,
dass die Optimierung aufgrund der Komplexita¨t des Problems einige
Zeit in Anspruch nehmen kann, trotz der Leistungsfa¨higkeit der einge-
108Vgl. [Mas01].
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setzten Algorithmen. Eine Blockierung als Resultat eines synchronen
Methodenaufrufes erscheint wiederum nicht sinnvoll. Vielmehr wird die
zu optimierende Reihenfolgeplanung in einer Nachricht beschrieben und
an den Lo¨sungsalgorithmus geschickt. Nach erfolgreicher Optimierung
sendet dieser die Lo¨sung als Nachricht zuru¨ck.
(3) Verwaltung zentraler KPZ-Daten: Die Pflege der zentral gespeicherten
Leistungs- und Produktprofile erfolgt eigenverantwortlich durch jede
KPZ. Fu¨r diesen Zweck ko¨nnen sie die Daten einsehen, a¨ndern oder
lo¨schen. Es findet also eine direkte Interaktion zwischen Server und ei-
nem Client statt. Diese Vorga¨nge sind nicht zeitkritisch und auch nicht
an andere Prozesse gekoppelt. Eine asynchrone Kommunikation wa¨re
an dieser Stelle uneffektiv und wenig praktikabel. Vielmehr sprechen
die Randbedingungen fu¨r den Einsatz der synchronen Kommunikation
u¨ber Methodenaufrufe. Datenkonsistenz und -integrita¨t werden u¨ber
die Einbettung der Datenbankzugriffe in Transaktionen sichergestellt.
(4) Monitoring: Beim Monitoring fordert der Client die aktuelle Repra¨senta-
tion des entstehenden KPZN, dessen Genese er ausgelo¨st hat, in visua-
lisierter Form an. Durch unregelma¨ßig eintreffende Antworten und Un-
teranfragen beteiligter KPZ a¨ndert sich der Zustand dieser Repra¨sen-
tation. Die gesamten Beschreibungsdaten bei jeder A¨nderung als Nach-
richt an den Client zu schicken, wa¨re umsta¨ndlich und wu¨rde zudem
eine Logik auf Client-Seite erfordern, welche diese Daten in u¨bersicht-
licher Form pra¨sentiert, etwa als Baumstruktur des Wertscho¨pfungs-
netzes. Eine solche Logik wu¨rde aber auf Daten operieren, die auf der
Server-Seite verwaltet werden. Besser wa¨re, die Logik zentral auf den
dortigen Daten arbeiten zu lassen und nur das visualisierte Ergebnis
zu u¨bertragen. Fu¨r diesen Zweck verbindet sich der Client fu¨r die Dau-
er des Monitoring mit dem Server. Wa¨hrend dieser Sitzung wird auf
der Server-Seite bei jeder A¨nderung des betreffenden KPZN die Vi-
sualisierung aktualisiert und in der grafischen Benutzeroberfla¨che der
Client-Applikation dargestellt. Wiederum erscheint also eine synchrone
Kommunikation fu¨r diesen Zweck geeigneter.
(5) Entscheidungsunterstu¨tzung: Nach Abschluss des Einrollprozesses kann
sich ein Anfrager alle Mo¨glichkeiten anzeigen lassen, die das KPZN
auf seine Anfrage generiert hat. Wie schon beim Monitoring liegen die
dafu¨r notwendigen Daten auf der Server-Seite. Deshalb findet auch hier
die Kommunikation synchron innerhalb einer Sitzung statt, in der sich
der Client mit dem Server verbindet.
Abbildung 10.19 stellt nochmals die Merkmale synchroner und asynchro-
ner Kommunikation gegenu¨ber. Die technischen Abla¨ufe bei einer synchro-
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nen Kommunikation u¨ber entfernte Methodenaufrufe sollen hier nicht vertie-
fend erla¨utert werden. Demgegenu¨ber besitzt die asynchrone Kommunikation
eine herausragende Bedeutung bei der Realisierung des EVCM-Konzeptes.
Deshalb soll im Folgenden deren Umsetzung und Integration in die J2EE-
Architektur in Form des JMS dargestellt werden.
SynchroneKommunikation Asynchrone Kommunikation
• Lose Kopplung von Client und Server
• Kommunikation zwischen Komponenten
durch asynchronen Austausch von
Nachrichten
• Sender schickt Nachrichten an vorab
definierte Kommunikationskanäle für
einen oder mehrere Empfänger,
garantierte Zustellung
• Sender arbeitet nach dem Absenden
sofort weiter, Entkopplung von
Kommunikation und Bearbeitung
• Starke Kopplung von Client und
Server
• das rufende Programm muss die
genauen Schnittstellen des
gerufenen Programms kennen
• rufendes Programm ist bis zur
Rückkehr des entfernten
Methodenaufrufs blockiert
Abbildung 10.19: Synchrone vs. Asynchrone Kommunikation
10.2.5.1 Asynchrone Kommunikation mit JMS
Fu¨r die IMK-Funktionen Netzwerkgenese und Optimierung soll die Kommu-
nikation asynchron u¨ber den Austausch von Nachrichten erfolgen. Der Java
Message Service bietet die dafu¨r geeignete Technologie der J2EE-Plattform.
JMS ist, wie die anderen J2EE-Technologien, kein Produkt, sondern zuna¨chst
nur eine Spezifikation von Sun109, die von den Herstellern implementiert wer-
den muss. JMS geho¨rt mittlerweile zum J2EE-Standard, das heißt jeder Her-
steller eines J2EE-Applikations-Servers muss auch die JMS Schnittstelle im-
plementieren.
Im Zusammenhang mit asynchroner Kommunikation fa¨llt oft der Begriff der
Message Oriented Middleware (MOM) oder synonym dazu der Begriff des
Messaging. Eine MOM ermo¨glicht Komponenten verteilter Applikationen
synchron oder asynchron u¨ber Nachrichten zu kommunizieren. Sie garan-
tiert die Zustellung dieser Nachrichten durch die implizite Bereitstellung der
dafu¨r notwendigen Dienste. Das asynchrone Zustellen von Nachrichten wird
109Siehe [Sun99].
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dabei u¨ber Warteschlangen realisiert, das heißt der Sender schickt die Nach-
richt nicht direkt an den Empfa¨nger, sondern an eine vorab definierte Warte-
schlange, die als persistenter Speicher fungiert110. Der Empfa¨nger entnimmt
die Nachrichten aus der Warteschlange nach dem FIFO-Prinzip. U¨ber die
MOM erfolgt die Kommunikation, also unabha¨ngig von der Verfu¨gbarkeit des
Kommunikationspartners. Viele MOM implementieren Zusatzfunktionen wie
die priorita¨tsgesteuerte Weiterleitung von Nachrichten und Load Balancing
Strategien. Die garantierte Zustellung wird u¨ber eine transaktionsa¨hnliche
Verfahrensweise erreicht. Erst wenn der Empfa¨nger den korrekten Empfang
der Nachricht besta¨tigt hat, wird diese aus dem persistenten Speicher der
Warteschlange gelo¨scht. Im Falle eines Fehlers kann eine zweite Zustellung
erfolgen. Der Java Message Service als Teil eines J2EE-Applikations-Servers
soll im Folgenden als MOM betrachtet werden, welche sich nahtlos in die
J2EE-Architektur integriert. Jede Komponente einer J2EE-Applikation kann
JMS nutzen.
Die Funktionsweise einer MOM ist a¨hnlich der U¨bertragung von E-Mails, nur
dass die Kommunikationspartner ausschließlich Softwarekomponenten sind
und die Erzeugung und Verarbeitung der Nachrichten automatisch erfolgt.
Das vom E-Mail-Versand bekannte Prinzip ein Sender – ein Empfa¨nger (von
E-Mail-Listen einmal abgesehen) wird im JMS Point-To-Point Modell (PTP)
genannt. Daneben existiert noch ein Publish-Subscribe Modell, welches ana-
log zur Nachrichtenverteilung in einer Newsgroup funktioniert. Ein Sender
publiziert seine Nachricht in einem so genannten Topic. Empfa¨nger abonnie-
ren dieses Topic und empfangen dann alle darin publizierten Nachrichten111.
Fu¨r die asynchrone Kommunikation im EVCM wa¨hrend der Netzwerkgenese
und der Optimierung kommt ausschließlich das PTP-Modell zum Einsatz, da
jeweils eine bestimmte KPZ mit dem Server kommuniziert oder umgekehrt.
Nachrichten im EVCM sind Initialanfragen, Unteranfragen und Antworten
im Rahmen der Netzwerkgenese sowie kodierte Optimierungsprobleme und
dazugeho¨rige Lo¨sungsinstanzen (zum Beispiel eine kodierte Reihenfolgepla-
nung). JMS unterstu¨tzt verschiedene Arten von Nachrichten. So ko¨nnen ein-
zelne Bitfolgen, serialisierte Java Objekte oder auch Textnachrichten u¨ber-
tragen werden. Fu¨r die letzte Form unterstu¨tzen im Prinzip alle Hersteller
von Applikations-Servern das XML Format, dass sich mittlerweile neben EDI
als Standard im unternehmensu¨bergreifenden Datenaustausch etabliert hat.
Im na¨chste Abschnitt soll XML als geeignetes Format fu¨r den Repra¨sentation
der EVCM-Nachrichten na¨her erla¨utert werden.
110Vgl. [Gra01].
111Fu¨r eine detailliertere Beschreibung der technischen Einzelheiten und der Funktions-
weise von JMS sei auf die Spezifikation [Sun99], das Sun Tutorial [Sun01b] und auf [Mon00]
verwiesen.
10.2 Aspekte einer informationstechnischen Realisierung 595
10.2.5.2 Datenaustausch mit XML
XML ist eine Sprache zur universellen, standardisierten Beschreibung von
Dokumenten. Zum Thema XML geho¨ren eine ganze Reihe von Technologien
fu¨r das Beschreiben, Erstellen, Lesen, Interpretieren und Konvertieren dieser
Dokumente112. XML ist eine so genannte Tag-Sprache, die eine strenge Tren-
nung von Daten bzw. Inhalt, der Struktur und der Pra¨sentation realisiert113.
Wie von der mit XML eng verwandten Beschreibungssprache fu¨r browserin-
terpretierte Internetinhalte HTML bekannt ist, besteht ein XML-Dokument
aus Inhalten, die in Tags eingeschlossen sind. Um diese Klammerung eindeu-
tig zu gestalten, existiert in einer korrekten XML-Datei zu jedem Start-Tag
immer ein passendes Ende-Tag. Die Tags beschreiben, wie der Empfa¨nger den
Inhalt interpretieren soll. Es sind Metadaten zur Festlegung der Semantik.
Zusa¨tzlich ko¨nnen Tags mit Attributen versehen werden. Hierarchisierung
und Gruppierung der Daten, eben die Struktur des Dokumentes, werden
durch die Schachtelung der Tags erreicht. Sie sind ein ma¨chtiges Instrument,
das einerseits die Dokumentinhalte von dessen Struktur trennt und gleich-
zeitig die Struktur realisiert. Durch diese Eigenschaft sind XML-Dokumente
selbstbeschreibend. Kommunikationspartner mu¨ssen sich aber auf die genaue
Bedeutung der Tags versta¨ndigen, um die Inhalte korrekt interpretieren und
verarbeiten zu ko¨nnen.
Welche Tags mit welchen Attributen zula¨ssig sind und welche Strukturen sie
bilden ko¨nnen, wird exakt in einer gesonderten Datei, der Document Ty-
pe Definition (DTD) festgelegt. Fu¨r das EVCM heißt das, dass fu¨r jeden
zu u¨bertragenden Dokumenttyp eine DTD verfu¨gbar sein muss, mit der die
erzeugten XML-Dokumente auf ihre Korrektheit u¨berpru¨ft werden ko¨nnen.
Die Summe der syntaktischen Anforderungen, denen ein XML-Dokument
genu¨gen muss, wird als
”
Wohlgeformtheit“ bezeichnet114. Ein neuer Ansatz,
bei dem auf eine gesonderte Beschreibung der Dokumentensyntax verzichtet
wird, ist XML Schema115. Dabei erfolgt die Definition im Dokument selbst
u¨ber standardisierte, syntaktische Metadaten innerhalb der Tags.
Seit seiner Einfu¨hrung 1997 hat XML nicht nur eine große Akzeptanz ge-
funden, es setzt sich auch mehr und mehr als Standard fu¨r die unterneh-
mensu¨bergreifende Kommunikation durch. Auf EDI basierende, bestehende
Systeme werden sehr wahrscheinlich noch einige Jahre im operativen Betrieb
verbleiben. EDI-Lo¨sungen sind normalerweise proprieta¨r, vergleichsweise un-
flexibel und teuer. Bei Neuentwicklungen setzt sich zunehmend das plattfor-
112Fu¨r eine umfassende Darstellung sei auf [And00] und [Kot00a] verwiesen.
113Vgl. [Wen02, S. 50].
114Zu Wohlgeformtheit siehe [Bra00].
115Die Spezifikation ist in den drei Teilen Einfu¨hrung [Fal01], Strukturen [Tho01] und
Datentypen [Bir01] beschrieben.
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munabha¨ngige, flexibel anpassbare XML durch. Es existieren eine Vielzahl
ausgereifter und zumeist freier Werkzeuge fu¨r die Erzeugung, Validierung,
Interpretation und Verarbeitung von XML-Dokumenten. XML hat in den
wenigen Jahren seines Bestehens eine weite Verbreitung im Praxiseinsatz er-
reicht und gilt als ausgereifte Technologie. Auch in Java und J2EE ist XML
fest verankert116. Nahezu alle Hersteller von J2EE-Applikations-Servern un-
terstu¨tzen XML als Beschreibungssprache fu¨r Softwarekomponenten und als
Format fu¨r den Datenaustausch. Die Entscheidung, XML fu¨r die Beschrei-
bung der EVCM-Dokumente einzusetzen, stellt damit nur eine logische Kon-
sequenz dar.
10.2.6 Eine J2EE-basierte Architektur fu¨r das EVCM
Die in den vorangegangenen Abschnitten dargestellten Technologien der
J2EE-Plattform sollen nun in ein Architekturkonzept fu¨r das EVCM inte-
griert werden. Ausgangspunkt soll noch einmal Abbildung 10.11 sein, in der
eine Aufspaltung des IMK in Client, Server und verbindende Kommunika-
tionsschicht vorgenommen wurde. Der IMK wird im Folgenden als verteilte
J2EE-Applikation angesehen. Abbildung 10.20 zeigt eine detailliertere Stufe
der Architektur unter Einbeziehung eines J2EE-Applikations-Servers.
IMK:J2EE-ApplikationI : - li ti
J2EE-Applikations-Server- li ti - r r
Externer Client
(browserbasiert)
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Abbildung 10.20: J2EE-basierte Architektur
116Vgl. [Hol01b] und Sun XML-Pack [Sun02a].
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10.2.6.1 Clienten und deren Anbindung
Im EVCM sind zwei verschiedene Arten von Clienten vorgesehen. Wie oben
erla¨utert wird der dezentrale Teil der IMK-Logik auf Seite der KPZ als Client
betrachtet. Ihm steht die gesamte IMK-Funktionalita¨t u¨ber die verbindende
Kommunikationsschicht zur Verfu¨gung und ist aktiv an der Netzwerkgene-
se beteiligt. Dabei operiert er auf den Daten aus dem ERP der KPZ. Die
Erla¨uterung der ERP-Anbindung erfolgt im na¨chsten Abschnitt. Technisch
erfolgt die Umsetzung als Java Client-Applikation, die integrativer Bestand-
teil der gesamten J2EE-Applikation ist. Sie verfu¨gt u¨ber eine grafische Benut-
zeroberfla¨che fu¨r die menschliche Interaktion mit dem IMK wie dem Stellen
von Anfragen, dem Monitoring der dadurch ausgelo¨sten Netzwerkgenese, der
manuellen Beantwortung von Anfragen bei komplexen Entscheidungen und
der Pflege der zentral gespeicherten Leistungsprofile der KPZ.
Die Java Client-Applikation ist u¨ber zwei verschiedene Kommunikations-
kana¨le mit dem Server verbunden. Wie im letzten Abschnitt dargestellt,
kommen fu¨r die verschiedenen Funktionen entweder eine synchrone oder ei-
ne asynchrone Kommunikation zum Einsatz. Letztere wird u¨ber eine Mes-
sage Oriented Middleware realisiert, die in der J2EE-Plattform durch den
Java Message Service bereitgestellt wird. Synchron wird mit einer J2EE-
Applikation standardma¨ßig u¨ber RMI/IIOP kommuniziert (Remote Method
Invocation, also entfernter Methodenaufruf, basierend auf dem von Corba
u¨bernommenen U¨bertragungsprotokoll Inter-Internet ORB Protocol). RMI
kommt bei Clienten zum Einsatz, die in der Java Programmiersprache im-
plementiert sind. Wenn das nicht der Fall ist, kann Corba fu¨r die Kommuni-
kation benutzt werden, das ebenfalls auf IIOP aufsetzt.
Die zweite Form eines EVCM Clienten soll den externen Zugriff herstellen.
Damit ko¨nnen Anfragen von externen Kunden an das EVCM herangetragen
und die Genese des KPZN per Monitoring u¨berwacht werden. Die Menge der
ermittelten Produktionsmo¨glichkeiten ist auch im externen Clienten visuali-
sierbar. Die Selektion der jeweils optimalen Lo¨sung wird durch die Modellie-
rung der Pra¨ferenzen unterstu¨tzt.
Da dieser Client-Typ nicht aktiv an der Netzwerkgenese beteiligt ist, besteht
auch keine Notwendigkeit, ihm u¨ber eine MOM die asynchrone Kommuni-
kation zu ermo¨glichen. Außerdem erfordert er keine lokale Logik, da keine
lokalen Daten bearbeitet werden mu¨ssen. Vielmehr besteht ein großes In-
teresse, diesen Client-Typ als Thin Client auszubilden. Das bedeutet, die
Pra¨sentation erfolgt u¨ber den Browser des Clienten, alle Teile der Logik,
auch die Pra¨sentationslogik, liegen auf der Serverseite. Die Kommunikation
erfolgt dabei u¨ber das Internet mittels HTTP (Hypertext Transfer Protocol).
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Das EVCM-System la¨sst sich somit durch die Angabe einer Internetadresse
ansprechen und nutzen. Die Einbindung in Marktpla¨tze von Drittanbietern
erfolgt auf gleiche Weise durch das Setzen eines Links auf die EVCM-Seite.
J2EE unterstu¨tzt diese Thin Clients durch die Komponenten Java Server Pa-
ges und Servlets, welche im Web Container des Applikations-Servers laufen
und die Pra¨sentationslogik realisieren. Fu¨r die Realisierung der Gescha¨ftslo-
gik greifen sie auf Enterprise JavaBeans zu. JSP erzeugen dynamische HTML
Seiten, die im Browser des Clienten interpretiert und angezeigt werden. Alle
fu¨r den externen Clienten genannten Funktionalita¨ten lassen sich so umset-
zen.
Prinzipiell wa¨re es mo¨glich, Thin Clients auch fu¨r die KPZ einzusetzen. Prak-
tisch heißt das, die gesamte Logik befindet sich auf die Serverseite. Die Ver-
waltung der Applikation selbst wa¨re damit leichter realisierbar. Ein Upda-
te findet nur auf dem Server statt, die Clienten bleiben vo¨llig unberu¨hrt.
Der Trend der Anwendungsentwicklung geht eindeutig in diese Richtung,
da signifikante Kosteneinsparungen erzielt werden ko¨nnen. Auch fu¨r die zu
implementierende Variante, EVCM den KPZ u¨ber ASP verfu¨gbar zu ma-
chen, sind Thin Clients eine optimale Lo¨sung, da auf der Clientseite keine
Software installiert und gewartet werden muss. Es gibt außer den mittlerwei-
le selbstversta¨ndlichen Voraussetzungen wie Internetanschluss und Browser
keine technischen Schranken fu¨r den EVCM-Beitritt einer KPZ. Die finan-
ziellen Schranken wa¨ren durch den EVCM-Betreiber klar determiniert und
nicht durch schwer kalkulierbare Nebenkosten der Implementierung belastet.
Die Liste von Vorteilen des Thin Client Konzeptes ist lang. Doch fu¨r erste
Tests wurde aus pragmatischen eine andere Variante fu¨r den EVCM-Prototyp
gewa¨hlt.
Das derzeit ausschließende Kriterium ist durch die lokal gebundenen ERP-
Daten gegeben, auf die wa¨hrend der Netzwerkgenese intensiv zugegriffen
wird. Was wu¨rde passieren, wenn eine zentrale, serverseitige Logik im Rah-
men der Bearbeitung einer Anfrage auf den dezentralen ERP-Daten operieren
wu¨rde? Fu¨r jeden Einzelschritt mu¨ssten die beno¨tigten ERP-Daten u¨ber das
Netzwerk bezogen werden. Die Kommunikation wa¨hrend der Netzwerkgenese
erfolgt aber, wie im letzten Abschnitt erla¨utert, durch den asynchronen Aus-
tausch von Nachrichten, um Zuverla¨ssigkeit und Fehlertoleranz zu garantie-
ren. Der dadurch entstehende Kommunikations-Aufwand wu¨rde die Genese
des KPZN erheblich verlangsamen. In wenigen Jahren wird jedoch eine ent-
sprechende Bandbreite fu¨r die U¨bertragung dieser Daten durch verbesserte
Informationstechnologien zur Verfu¨gung stehen.
Wu¨rde auf der Verwendung von Thin Clients aufgrund der zahlreichen Vortei-
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le, insbesondere in Bezug auf das ASP-Konzept, insistiert, wa¨re die logische
Konsequenz, alle fu¨r die Netzwerkgenese notwendigen Daten zentral zu hal-
ten. Wie die Pflege der Leistungsprofile, mu¨sste auch die Verwaltung dieser
Daten eigenverantwortlich durch die KPZ erfolgen. Zu einem gewissen Grad
ist das vorstellbar. Datenbankhersteller liefern mittlerweile ausgereifte Werk-
zeuge fu¨r die Synchronisierung von Datenbanken im Netzwerk. Zeitlich wa¨re
die Synchronisierung von der Netzwerkgenese entkoppelt und ko¨nnte außer-
dem von einem separaten System der verteilten Applikation durchgefu¨hrt
werden. Das ausschließliche Operieren auf zentralen Daten wu¨rde die Netz-
werkgenese erheblich beschleunigen. Der Preis wa¨re aber die Verwaltung einer
gigantischen Datenflut auf der Server-Seite. Auch mu¨ssten Daten, die nicht
direkt aus dem ERP bezogen, sondern auf Anfrage erst von diesem generiert
werden (zum Beispiel eine Reihenfolgeplanung), in einheitlicher Weise von
der serverseitigen Logik erzeugt werden. Diese Probleme haben zur Entschei-
dung gefu¨hrt, vorerst auf Thin Clients fu¨r die KPZ zu verzichten. Dennoch
ist dieser Ansatz im Zuge der weiteren technologischen Entwicklung die in-
teressanteste Alternative.
10.2.6.2 Architektur der Serverseite
Die zentralen Bestandteile der IMK-Logik bilden gemeinsam mit der EVCM-
Datenbank zur Verwaltung aller zentral beno¨tigten Daten die Server-Seite.
Die Plattform fu¨r die Logik wird durch einen J2EE-Applikations-Server
bereitgestellt. Dieser verfu¨gt u¨ber einen Web-Container fu¨r die Kompo-
nenten der Pra¨sentationslogik, JSP und Servlets und einen EJB-Container
fu¨r die Komponenten der Gescha¨ftslogik, die Enterprise JavaBeans. Bei-
de Komponentenarten operieren auf den Daten der EVCM-Datenbank. Sie
realisieren fu¨r die Clienten die Funktionen Netzwerkgenese (im Zusammen-
spiel mit der dezentralen Logik der Clienten), Optimierung, Verwaltung
der EVCM-Datenbank, Monitoring und Entscheidungsunterstu¨tzung bei der
Auswahl der fu¨r einen Anfrager optimalen Produktionsmo¨glichkeit. Um das
Architekturkonzept in einem u¨berschaubaren Rahmen zu halten, wurde eine
Beschra¨nkung auf diese fu¨nf Funktionalita¨ten vorgenommen. Stellvertretend
sollen diese unter Verwendung der J2EE-Technologien zu einer integrierten
J2EE-Applikation modelliert werden. Abbildung 10.21 liefert einen U¨berblick
der Architektur der EVCM-Applikation.
Wie schon bei der Darstellung der Kommunikation soll auch die Realisierung
der Gescha¨ftslogik und deren Datenbankanbindung fu¨r die fu¨nf Funktionen
getrennt erla¨utert werden.
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Abbildung 10.21: Architekturkonzept fu¨r das EVCM
(1) Netzwerkgenese: Innerhalb der Netzwerkgenese erfolgt die Kommunika-
tion zwischen Client (KPZ) und dem Server asynchron u¨ber den JMS.
Sowohl Client als auch Server ko¨nnen die Nachrichten sowohl senden
als auch empfangen. Wa¨hrend der Netzwerkgenese vorkommende Nach-
richten sind Anfragen (vereinfacht fu¨r Produktionsauftra¨ge, Kundenan-
fragen usw.) und Antworten. Eine Anfragenachricht sendet die KPZ an
die serverseitige JMS-Warteschlange fu¨r Anfragen, eine Antwort an die
Warteschlange fu¨r Antworten.
Spezialisierte Message Driven Beans entnehmen am jeweiligen Ende
der Warteschlange die Nachrichten nach dem FIFO-Prinzip. Die Mes-
sage Driven Beans dienen nur als U¨berbru¨ckung zwischen MOM und
Gescha¨ftslogik und leiten die Nachricht sofort an Session Beans weiter,
welche die Bearbeitung u¨bernehmen. Die Message Driven Bean-Instanz,
die eine Anfrage aus der Warteschlange entnommen hat, ruft eine Ses-
sion Bean-Instanz auf, die die Anfrage auf Zula¨ssigkeit u¨berpru¨ft, das
heißt, ob der Sender autorisiert ist, eine Anfrage zu stellen. Ist die
Anfrage legitim, fa¨hrt sie fort, die Konformita¨t der Anfrage mit der
Doma¨nenontologie zu u¨berpru¨fen. Dafu¨r baut sie eine direkte Verbin-
dung zur Datenbank auf. Ist auch diese U¨berpru¨fung erfolgreich, wird
die Anfrage durch die Erzeugung einer Instanz der Entity Bean
”
An-
frage“ zum persistenten Datenobjekt. Scheitert eine der U¨berpru¨fun-
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gen, wird eine Fehlermeldung generiert und als JMS-Nachricht an den
Absender der Anfrage geschickt. Fu¨r das Abschicken von Nachrichten
verwaltet der J2EE-Applikations-Server clientspezifische Warteschlan-
gen (also fu¨r jeden registrierten EVCM-Teilnehmer eine). JMS stellt
die Nachricht zu, sobald der Client verfu¨gbar ist.
Die Kommunikation mit einem externen Clienten erfolgt nicht u¨ber
JMS, sondern u¨ber dynamisch von JSP erzeugte HTML Seiten. Die
Ru¨ckmeldungen der Session Beans gehen also nicht als Nachricht an
eine Warteschlange, sondern direkt an die JSP, welche den Kontakt
zum externen Clienten aufrecht erha¨lt.
In der weiteren Bearbeitung erfolgt die Selektion geeigneter KPZ, wel-
che die Anfrage aufgrund ihres Leistungsprofils erfu¨llen ko¨nnten. Diese
Aufgabe wird wieder von einer spezialisierten Session Bean u¨bernom-
men, die sich mit der Datenbank verbindet. Findet sie geeignete KPZ,
erzeugt sie fu¨r jede eine Instanz der Entity Bean
”
KPZ“. Danach ge-
neriert die Session Bean Anfrage-Nachrichten und sendet sie an die
Warteschlangen der betreffenden KPZ.
Eine weitere Session Bean u¨bernimmt die Verwaltung der internen Re-
pra¨sentation des entstehenden KPZN. Dies erfolgt durch die Abfrage
des Beziehungsschemas, das die verschiedenen Entity Beans bilden. Die
Abfrage erfolgt a¨hnlich einer Datenbankabfrage, nur das sie auf den im
EJB-Container verwalteten Entity Bean-Instanzen operiert. Die Ab-
frage liefert dann zum Beispiel, welche Instanz des Typs
”
KPZ“ mit
welcher Instanz des Typs
”
Anfrage“ verbunden ist, also welche KPZ
die Anfrage gestellt hat.
Das Ergebnis der Abfrage beinhaltet nicht nur die Objektreferenzen,
sondern alle Daten der Objekte, also konkret alle Attribute der An-
frage wie Menge, Lieferdatum usw. Abbildung 10.22 zeigt das Entity
Bean-Schema fu¨r die Netzwerkgenese. Fu¨r eine erste Implementierung
werden die Leistungen der KPZ nur u¨ber hergestellte Produkte be-
schrieben, weshalb die Entity Bean
”
Produkt“ heißt. Ist eine Anfrage
eine Unteranfrage zu einer Initialanfrage, wird sie in die jeweilige Re-
pra¨sentation des KPZN eingeordnet.
Die Bearbeitung einer Antwort erfolgt in a¨hnlicher Weise. Nach der
Entnahme der Nachricht aus der Warteschlange u¨bernimmt eine Ses-
sion Bean die Erzeugung einer Entity Bean Instanz zur Repra¨sentati-
on der Antwort. Jedes Antwortdokument entha¨lt Angaben, auf welche
Anfrage sich die Antwort bezieht und zu welcher Initialanfrage beide
geho¨ren. Die Session Bean zur Verwaltung der internen Repra¨sentation





















Abbildung 10.22: Entity Bean Schema fu¨r die Netzwerkgenese
des KPZN kann damit die Antwort im richtigen KPZN an der richtigen
Stelle einordnen.
(2) Monitoring und Entscheidungsunterstu¨tzung: Fu¨r das Monitoring erfolgt
der Zugriff wie oben beschrieben synchron u¨ber entfernte Methoden-
aufrufe im Rahmen einer Sitzung. Dazu verbindet sich der Client mit
einer Session Bean fu¨r das Monitoring. Diese ruft eine Instanz der Ses-
sion Bean auf, welche die interne Repra¨sentation des KPZN verwaltet.
Diese
”
Verwaltungs-Bean“ ermittelt den Zustand aus dem Beziehungs-
schema der Entity Beans und leitet die Angaben an die Monitoring
Bean weiter. Diese u¨bernimmt die Darstellung des Teils des KPZN, fu¨r
den der Client berechtigt ist. Jede A¨nderung des KPZN wird innerhalb
der Sitzung an den verbundenen Client weitergeleitet.
Die Realisierung der Entscheidungsunterstu¨tzung nach dem Ende des
Einrollprozesses erfolgt in a¨hnlicher Weise. Eine Session Bean greift fu¨r
diesen Zweck auf die Daten der Verwaltungs-Bean zu. Die Daten der
einzelnen Produktionsmo¨glichkeiten werden dem Client fu¨r die Ent-
scheidungsunterstu¨tzung in einem Koordinatensystem visualisiert, in-
dem er gleichzeitig seine Pra¨ferenzen modellieren kann, um so die fu¨r
ihn optimale Mo¨glichkeit zu finden. Fu¨r extern zugreifende Clienten
erfolgt die Kommunikation mit dem Umweg u¨ber den Web-Container.
Eine JSP u¨bernimmt dabei die Darstellung von Monitoring und Ent-
scheidungsunterstu¨tzung.
(3) Verwaltung der KPZ-Daten: Die KPZ verbindet sich mit einer Session
Bean, die eine direkte Datenbankverbindung zu den entsprechenden
Daten der KPZ herstellt. Die Kommunikation innerhalb dieser Sitzung
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erfolgt wiederum synchron. A¨nderungen der Datenbankeintra¨ge wer-
den in Transaktionen gekapselt um Datenkonsistenz und -integrita¨t zu
gewa¨hrleisten.
(4) Optimierung: Im Rahmen der Optimierung erfolgt die Kommunikation
asynchron u¨ber JMS. Der Grund dafu¨r ist die Dauer, welche die Algo-
rithmen fu¨r die Optimierung der relevanten, komplexen Probleme wie
zum Beispiel die Reihenfolgeplanung beno¨tigen. Das zu optimierende
Problem ist in einer Nachricht kodiert und wird vom Client an die ser-
verseitige Eingangswarteschlange fu¨r Optimierungsprobleme gesendet.
Eine Message Driven Bean entnimmt diese und leitet sie an eine Session
Bean weiter. Diese ruft, je nach Art des Problems, geeignete Optimie-
rungsalgorithmen mit den aus der Nachricht gewonnenen Parametern
auf. Da die Optimierungsalgorithmen in der Regel nicht in Java pro-
grammiert sind117, kommt Corba/IIOP zur Kommunikation zwischen
Session Bean-Instanz und Algorithmus zum Einsatz, das als Kommu-
nikationsdienst vom J2EE-Applikations-Server angeboten wird.
Abbildung 10.23 illustriert abschließend die unterschiedlichen Kommunikati-
onsmethoden und das Zusammenspiel der Enterprise JavaBeans in den ser-
verseitigen Schichten fu¨r Gescha¨ftslogik und Daten fu¨r die Umsetzung des
EVCM-Konzeptes.
117Vgl. [Sch01a].



























Abbildung 10.23: Detaillierte Architektur der Serverseite
10.3 ERP–Anbindung
Die Online-Integration von ERP/SCM-Systemen muss im Rahmen bestimm-
ter Anforderungen und Einschra¨nkungen erfolgen. Sie fordert die permanente
Kopplung der beteiligten Systeme, eine a¨ußerst geringe Latenz durch Kom-
munikationsvorga¨nge und von allen Systemen die stete Sichtbarkeit der aktu-
ellen Daten, d. h. A¨nderungen am Datenbestand durch ein System sind ohne
bzw. nach nur sehr geringer Verzo¨gerung auch fu¨r alle anderen Systeme sicht-
2 Vom MRP zum SCM
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bar. Weiterhin ist die Fehlerwahrscheinlichkeit bei der Kommunikation u¨ber
das Internet wesentlich ho¨her, als im lokalen Netzwerk, wodurch auch die
permanente Kopplung nicht in jedem Fall vorausgesetzt werden kann. Das
Integrationskonzept muss dafu¨r entsprechende Failover-Lo¨sungen enthalten,
die einen unterbrechungsfreien Betrieb sowohl des ERP/SCM- als auch des
EVCM-Systems gewa¨hrleisten.
Da das EVCM-System mit einer Reihe von ERP/SCM-Systemen zusammen-
arbeiten soll, dient die Integration mit Navision Axapta als Referenzprojekt
fu¨r die Visualisierung des Aus- und Einrollprozesses einerseits und die In-
tegration mit SAP R/3 fu¨r den Abgleich fertigungsspezifischer Daten ande-
rerseits. Beide Produkte wurden aufgrund ihrer marktwirtschaftlichen Domi-
nanz als Beispielprojekte gewa¨hlt118.
118Regelma¨ßig erreicht die SAP mit ihren Produkten in Deutschland einen Marktanteil
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10.3.1 SAP
Die beispielhafte Anbindung der APS-Funktionalita¨t des EVCM an das SAP
R/3–System ist ein wichtiger Bestandteil zum Nachweis der Durchga¨ngig-
keit des Konzeptes. Hierbei kommt es vor allem darauf an, die Daten zu
integrieren, die Auskunft u¨ber die Auslastung der Ressourcen innerhalb der
Kompetenzzelle geben119.
Per Definition schließt sich die Fertigungssteuerung der Auftragsfreigabe an,
beinhaltet diese aber nicht.120 Nachdem das SAP R/3–System Entscheidun-
gen bzgl. Eigen- und Fremdbeschaffung vorgeschlagen hat, mu¨ssen diese um-
gesetzt werden. Um die Eigenfertigung anzustoßen, werden die Planauftra¨ge
in Fertigungsauftra¨ge (FAUF) umgesetzt. Dabei werden Fertigungsauftra¨ge
ero¨ffnet und angelegt, wobei i. d. R. eine Durchlaufterminierung, Kostener-
mittlung und Verfu¨gbarkeitspru¨fung durchgefu¨hrt werden. Nach der Freigabe
der FAUF kann die eigentliche Fertigung durchgefu¨hrt werden.
Daten werden als Erscheinungsform der Information definiert und stellen
zweckorientiertes Wissen dar121. Sie sind die Basis jedes Informationssystems.
Die wichtigste Klassifikation betrieblicher Daten erfolgt basierend auf ihrer
Lebensdauer und den Abha¨ngigkeiten zwischen ihnen. Es gibt dabei die Klas-
sen122:
Stammdaten: Stammdaten werden u¨ber einen la¨ngerfristigen Zeitraum be-
no¨tigt, weshalb sie auch Bestandsdaten genannt werden.123 Ihre A¨nde-
rungsha¨ufigkeit ist gering und die Lebensdauer ist nicht bekannt. Die
Stammdaten bilden die Basis fu¨r weitere abgeleitete Daten. Deshalb
ist die Pflege und Aktualisierung wichtig. Stammdaten dienen als Ko-
piervorlagen bzw. Referenz fu¨r die Bewegungsdaten. Alle Belege im
Unternehmen werden von Stammdaten abgeleitet.
von rund 50%. Der zweitsta¨rkste Anbieter Navision liegt im Bereich einstelliger Prozent-
punkte (8,5%). Die Statistik (URL: http://www.tse-hamburg.de) fu¨r das Jahr 2000 wurde
auf Basis von 8.600 Unternehmen der verarbeitenden Industrie mit mehr als 50 Mitar-
beitern erstellt. Daher wurden auch Anbieter von Softwarelo¨sungen fu¨r Klein- und mit-
telsta¨ndische Unternehmen beru¨cksichtigt, die als Zielgruppe des KPZN fungieren. Na-
vision wies im Gescha¨ftsbericht 2000/2001 vom 21. August 2001 127.968 Installationen
[Nav01, S. 6] aus und ist im KMU-Bereich Marktfu¨hrer.
119Die Integration von APS und SAP R/3 erfolgte im Rahmen der Diplomarbeit von
Schwarz [Sch00e], an deren Erstellung der Autor mitwirkte. Aus dieser wurden die we-
sentlichen Gedanken u¨bernommen. Detaillierte Angaben sind in selbiger nachzulesen.
120Vgl. [Wie97, S. 325].
121Diese Definition entstand in Anlehnung an [Sel88, Sp. 1125].
122Vgl. [Loo99].
123Vgl. [Wed90, S. 67].
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Bewegungsdaten: Bewegungsdaten haben von Anfang an eine begrenzte
Gu¨ltigkeit und einen konkreten Zeitbezug. Sie durchlaufen einen ty-
pischen, durch Statusinformationen gekennzeichneten Lebenszyklus.
Die anfallenden Daten mu¨ssen organisiert werden. Das erfolgt zum einen
durch die Strukturierung (logische Datenorganisation) und zum anderen
durch die Speicherung (physische Datenorganisation). Im Weiteren interes-
siert dabei nur der logische Aufbau der Datenorganisation.
Aufgrund der betrieblichen Komplexita¨t ist eine Modellierung der Daten not-
wendig, denn erst durch diese Abstraktion ist die Menge der Daten und der
Beziehungen zwischen ihnen beherrschbar. Weiterhin ist erst durch ein Da-
tenmodell die effiziente Speicherung der Daten in einer Datenbank realisier-
bar. Im Rahmen dieser Arbeit wird ausschließlich auf semantischer Ebene
modelliert, d. h., dass von konkreten Datenbanken unabha¨ngige Datenmo-
delle verwendet werden. Alle Modelle werden im Entity–Relationship–Modell
(ERM) bzw. im SAP spezifischen Strukturierten–ERM (SAP–SERM) er-
stellt.
10.3.1.1 Der Fertigungsauftrag als Integrationsobjekt
Zu den Bewegungsdaten za¨hlen u. a. die Planauftra¨ge, Fertigungsauftra¨ge,
Bestellungen, Lagerbesta¨nde, Materialbewegungsbelege. Allgemein bilden
Auftra¨ge grundsa¨tzlich die Basis fu¨r die Durchfu¨hrung von Aufgaben im Un-
ternehmen124. In der Fertigungssteuerung ist das zentrale Bewegungsdatum
der Fertigungsauftrag, der aus diesem Grund im Folgenden detailliert disku-
tiert werden soll.
Ein Fertigungsauftrag beschreibt zielgerichtete Handlungen zum Erreichen
eines gewu¨nschten Outputs. Jeder Fertigungsauftrag aggregiert dabei eine
Folge von Arbeitsvorga¨ngen eines Arbeitsplans, eine Menge von Komponen-
ten aus einer Stu¨ckliste und unterliegt einem Status, der die Phase im Le-
benszyklus kennzeichnet. Interessante Termine im FAUF sind fru¨hester, ge-
planter und spa¨tester Start- und Fertigstellungstermin. Im SAP R/3–System
besitzen FAUF die Belegart125 Auftrag und haben den Auftragstyp126 PP–
Fertigungsauftrag. Die Struktur eines Fertigungsauftrages ist durch einen
124Vgl. [REF91a, Bd. 2, S. 40].
125Die Belegart dient der groben Differenzierung von Gescha¨ftsvorfa¨llen. Neben dem
Auftrag gibt es noch den Materialbuchhaltungs- und den Finanzbuchhaltungsbeleg. Siehe
dazu [SAP98].
126Auftragstypen werden im R/3–System in Abha¨ngigkeit von der Anwendung unter-
schieden, so gibt es bspw. den CO–innerbetrieblichen Auftrag. Innerhalb dieser Typen ist
die Definition anwenderspezifischer Auftragsarten mo¨glich. Siehe dazu [SAP98].
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Abbildung 10.24: Lebenszyklus des Fertigungsauftrages
Die Generierung eines Fertigungsauftrages wird Fertigungsauftragsero¨ffnung
genannt. Dabei werden alle Daten in den Fertigungsauftrag kopiert. Das sind
in erster Linie die notwendigen Komponenten aus der Stu¨ckliste und die
technologischen Vorga¨nge aus dem Arbeitsplan. Im Anschluss an die Ero¨ff-
nung des FAUF wird u¨ber die Verfu¨gbarkeitspru¨fung ermittelt, ob genu¨gend
Ressourcen fu¨r die Abarbeitung vorhanden sind. Der na¨chste Schritt ist die
Fertigungsauftragsfreigabe128, die im Kern ausschließlich eine A¨nderung von
Statuskennzeichen ist. Dieser Schritt ist sehr wichtig, da er den U¨bergang
von der Arbeitsvorbereitung zur Fertigungssteuerung129 markiert.
Im Anschluss daran erfolgt der Auftragsbelegdruck und die Auftragsdurch-
fu¨hrung mit den Warenbewegungen130. Ist der Fertigungsauftrag vollsta¨ndig
oder zumindest teilweise fertiggestellt, kann die Ru¨ckmeldung131 erfolgen. Der
127Diese Grafik wurde modifiziert u¨bernommen aus [SAP96, S. 5/3]. Die Darstellung
bezieht sich auf den Fertigungsauftrag im SAP R/3–System, da davon auszugehen ist
(das zeigt auch [Loo99]), dass die Abbildung dieses Bewegungsdatums in der Software
strukturell umfassend erfolgte.
128Erst nach erfolgreicher Verfu¨gbarkeitspru¨fung ist eine Freigabe mo¨glich, was mit der
Darstellung in [Tei98b, S. 35] konform ist.
129Vgl. dazu [Tei98b, S. 6], in der ebenfalls die Durchlaufterminierung nicht als Bestand-
teil der Fertigungssteuerung betrachtet wird und diese ausschließlich die Ecktermine und
damit den Rahmen fu¨r die Fertigungssteuerung definiert.
130Das sind in der Phase der Durchfu¨hrung hauptsa¨chlich Warenentnahmen.
131Bei der nur teilweisen Fertigstellung erfolgt eine Teilru¨ckmeldung.
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Lebenszyklus wird fortgesetzt durch die Ermittlung der Ware in Produkti-
on, dem Verbuchen des Lagerzugangs der hergestellten Materialien und der
Abweichungsermittlung bspw. zwischen Plan- und Ist-Kosten. Aus den Ab-
weichungen ko¨nnen in u¨bergeordneten Planungsebenen Ru¨ckschlu¨sse fu¨r die
zuku¨nftige Planung gezogen werden. So fu¨hrt bspw. die permanente Unter-
schreitung der Ist–Zeiten zu einer verzerrten Kapazita¨tssituation. Beendet
wird die Existenz des Bewegungsdatums FAUF durch die Abrechnung und
die Archivierung und Lo¨schung.
Begleitendes Merkmal jeder Phase des Lebenszyklus sind die Status des Fer-
tigungsauftrages. Status dokumentieren den aktuellen Stand im Lebenszy-
klus eines Objektes. Dieser kann betriebswirtschaftliche Vorga¨nge uneinge-
schra¨nkt erlauben, mit Warnung erlauben oder verbieten. Das A¨ndern eines
Status zieht u.U. Bearbeitungseinschra¨nkungen nach sich132.
Aufgrund von Abweichungen, die durch die Implementierung der jeweiligen
Software entstehen, ko¨nnen gravierende Unterschiede in den Datenmodellen
auftreten. Aus diesem Grund ist der erste Schritt, die Datenmodelle des R/3–
Systems mit dem APS abzugleichen. Beim Datenmodell des R/3–Systems ist
die Darstellung nicht vollsta¨ndig mo¨glich, da ca. 10.000 Tabellen133 existieren.
Aus diesem Grund zeigt die Abbildung 10.25134 nur einen Ausschnitt des
Datenmodells, der das Business–Objekt135 Fertigungsauftrag beinhaltet.
Aufgrund der Fu¨lle an Daten, die im R/3–System gespeichert werden, stellte
sich weniger die Frage, welche Daten u¨berhaupt geliefert werden ko¨nnen,
sondern welche Daten fu¨r die Schnittstelle notwendig sind. Im Rahmen des
Funktionsnachweises des EVCM wurden die folgenden Schwerpunkte fu¨r eine
Erst–Implementierung des Downloads festgelegt:
• alle FAUF–Kopfdaten der freigegebenen FAUF,
• alle Statusobjekte, die dem Kopf eines FAUF zugeordnet sind,
132Vgl. [SAP98].
133Siehe [Men98, S. 23].
134Eine vergleichbare Darstellung ist im SAP R/3 enthalten unter dem Pfad: Werkzeu-
ge → Business–Engineer → Business–Navigator; umschalten auf Komponentensicht; dort
nach PPS verzweigen und FAUF auswa¨hlen; jetzt Schaltfla¨che BO–Datenmodell anklicken
und u¨ber Hilfsmittel → Grafik; ist das folgende Datenmodell abrufbar. Basis der Daten-
modellierung im R/3 ist das strukturierte ERM der SAP (SAP–SERM). Eine Erkla¨rung
des SERM findet sich in [Fer94, S. 101 ff.]. Das SAP–SERM wird in [Moo97] detailliert
dargestellt.
135Die SAP AG unternimmt schon seit einigen Jahre Anstrengungen, die Wiederverwend-
barkeit der Programme zu erho¨hen, weshalb objektorientierte Ansa¨tze sukzessiv integriert
werden. Die Kapselung von Attributen, Methoden und Ereignissen und die Definition einer
































































































































Abbildung 10.25: Datenmodell des FAUF im R/3
• alle dem FAUF zugeordneten Arbeitsvorga¨nge,
• je Arbeitsvorgang mindestens der Name der benutzten Kapazita¨t, die
allgemeinen Vorgangsdaten und die Terminierungsdaten und
• alle Statusobjekte, die den Arbeitsvorga¨ngen zugeordnet sind.
Nachdem das APS alle Daten u¨ber verschiedene Optimierungsla¨ufe modifi-
ziert hat, mu¨ssen die Vera¨nderungen ins R/3–System u¨bertragen werden. Bei
diesem Upload sollen folgende Aktionen im R/3–System angestoßen werden:
• Verbuchung von Ru¨ckmeldungen und der damit einhergehenden Ver-
a¨nderung der Statusinformationen auf der Ebene einzelner Arbeits-
vorga¨nge,
• Durchfu¨hren der Umterminierung der FAUF–Kopfdaten und
• Durchfu¨hren der Umterminierung der einzelnen Termine in allen Ar-
beitsvorga¨ngen der FAUF.
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10.3.1.2 Die Implementierung der Schnittstellen
Moderne Client–Server–Architekturen ermo¨glichen eine große Freiheit bei der
Wahl der Anwendungssoftware. Durch diese Technologie hat ein Unterneh-
men die Mo¨glichkeit, fu¨r jede Aufgabe die leistungsfa¨higste Software zu nut-
zen. Diese gro¨ßere Freiheit im Vergleich zu Mainframe–Systemen erfordert
allerdings einen erho¨hten Kommunikationsaufwand. Das R/3–System bietet
zur Kopplung von externen Systemen mehrere Mo¨glichkeiten, die vor der Im-
plementierung eingehend untersucht wurden136. Es sei erwa¨hnt, dass es eine
Vielzahl von weiteren Produkten und Technologien fu¨r Schnittstellen gibt,
welche in den meisten Fa¨llen aber auf die untersuchten Basistechnologien
zuru¨ckzufu¨hren sind. Außerdem ko¨nnen die Technologien keineswegs vonein-
ander losgelo¨st betrachtet werden. So nutzen BAPI bspw. bei asynchroner
Verwendung die IDocs der ALE als Datencontainer. Eine Klassifikation der
Technologien ermo¨glicht die Trennung in U¨bertragungs- und Verarbeitungs-
techniken, wobei diese Klassen nicht disjunkt sind. Fu¨r die Beschreibung der
Technologien selbst sowie deren Vergleich sei auf Schwarz137 verwiesen. An
dieser Stelle erfolgt nur die Zusammenfassung der Resultate der Integration.
Welche der Mo¨glichkeiten zur Integration bietet die meisten Freiheitsgrade
bei der Implementierung und die gro¨ßten Potenziale bei der spa¨teren Nut-
zung? Um eine Auswahl treffen zu ko¨nnen, mu¨ssen die Anforderungen an die
Schnittstelle definiert werden. Prima¨re Anforderungen resultieren dabei aus
der Festlegung der Verarbeitungsrichtung, dem Timing, der Verarbeitungs-
art, der Releasefa¨higkeit und der Verfu¨gbarkeit.
Verarbeitungsrichtung: Mit der Verarbeitungsrichtung wird gekennzeichnet,
inwieweit mit einer Technologie Daten aus dem R/3–System ins ex-
terne System (Download) oder umgekehrt (Upload) u¨bertragen werden
ko¨nnen.
Timing: Das Timing bestimmt, ob der Zugriff auf das System gleichzeitig
oder zeitlich versetzt erfolgt. Beim gleichzeitigen bzw. synchronen Zu-
griff werden die Daten direkt ausgetauscht. Das versetzte bzw. asyn-
chrone Zugreifen la¨uft in der Regel u¨ber eine Datei ab, die vom
”
geben-
den“ System tempora¨r abgelegt wird und vom
”
nehmenden“ System
spa¨ter eingelesen wird. Technologien sind entweder synchron, asynchron
oder beides. Fu¨r die zu implementierende Schnittstelle ist es wichtig,
dass die U¨bertragung der ERP-Daten aus Performanzgru¨nden syn-
chron erfolgt. Fu¨r das APS ist es notwendig, dass eine Aktualisierung
136Siehe hierzu [Sch00e, S. 69 ff.].
137Ebenda.
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der Datenbasis sofort in die Optimierung eingeht. Werden vera¨nder-
te Daten nicht schnellstmo¨glich in die Optimierung integriert, ist die
Qualita¨t des Ergebnisses nicht ausreichend fu¨r die Anspru¨che des EV-
CM. Es kommen somit von vornherein nur Technologien zum Einsatz,
die einen synchronen Transfer ermo¨glichen. Daraus folgt auch, dass
die Standard–Schnittstelle fu¨r die Optimierung in der Produktion, die
von der SAP AG vorgeschlagen wird, in ihrer Grundstruktur im Rah-
men dieser Arbeit nicht beru¨cksichtigt werden kann. Weiterhin ist die
ALE–Technologie aus Laufzeitgru¨nden eher uninteressant. Das resul-
tiert hauptsa¨chlich aus dem Overhead an Daten. Wenn ein externes
Optimierungssystem nur wenige Daten wie die Ecktermine beno¨tigt,
dann werden trotzdem viel mehr Daten innerhalb der IDocs mit aus-
gegeben.
Verarbeitungsart: Die Verarbeitungsart bestimmt daru¨ber, ob eine Technolo-
gie eine Benutzeraktion unterstu¨tzt oder ohne jegliche Benutzerschnitt-
stelle im Hintergrund ablaufen kann. Grundsa¨tzlich soll die Schnittstel-
le unabha¨ngig von Benutzereingriffen ablaufen, was die meisten Tech-
nologien unterstu¨tzen.
Releasefa¨higkeit: U¨ber die Releasefa¨higkeit ist zu sagen, dass sie in der Praxis
die wichtigste Anforderung an eine Schnittstelle ist, da betriebswirt-
schaftliche Standardsoftware in regelma¨ßigen Absta¨nden auf den aktu-
ellen gesetzlichen und technischen Stand gebracht werden muss. Wenn
die Schnittstellen bei jeder dieser Updates angepasst werden mu¨ssen,
entstehen sehr hohe Kosten.
Verfu¨gbarkeit: Grundvoraussetzung fu¨r die Verwendung einer Technologie ist
die Verfu¨gbarkeit im R/3–System. Dabei ist vor allem bei BAPI darauf
hinzuweisen, dass diese junge Technik noch nicht fu¨r alle Business–
Objekte implementiert ist.
Basierend auf der Kenntnis der Technologien und ihrer Verwendbarkeit ent-
stand die Abbildung 10.26. Im oberen Teil der Tabelle sind die verarbeitenden
Technologien aufgefu¨hrt, im unteren Teil die u¨bertragenden Technologien138.
Die Realisierung der Schnittstelle u¨ber BAPI wu¨rde alle Kriterien erfu¨llen, da
bei dieser Technologie die Schnittstelle auch u¨ber Releasewechsel hinweg kon-
stant bleibt und bspw. u¨ber einen RFC definiert darauf zugegriffen werden
138Diese Trennung ist allerdings nicht vollsta¨ndig mo¨glich, da einige verarbeitende Tech-
niken einen bestimmten U¨bertragungsweg verlangen. So steht ALE immer in Verbindung
mit einer Dateischnittstelle, was sich auch im Timing widerspiegelt.
















































Abbildung 10.26: Einscha¨tzung der Technologien bzgl. der Auswahlkriterien
kann. Allerdings wurde fu¨r den Fertigungsauftrag noch keine BAPI durch die
SAP realisiert, weshalb im Rahmen dieser Arbeit andere Technologien ein-
gesetzt wurden. Zur Verarbeitung in Download–Richtung werden die Daten
u¨ber einen Report in einer internen Tabelle zusammengestellt. In Upload–
Richtung sollen die Daten aus einer internen Tabelle u¨ber Batch–Input und
Call–Transaction verarbeitet werden. Zur U¨bermittlung soll im Rahmen der
Implementierung der Verarbeitung ein RFC genutzt werden.
Die Schnittstellenprogrammierung erfolgt in der Programmiersprache des
SAP R/3–Systems: ABAP/4. Ziel der Implementierung ist die Funkti-
onsfa¨higkeit der Schnittstelle im R/3–Systems zu gewa¨hrleisten, wobei auf die
Verarbeitungsgeschwindigkeit zu achten ist. Jedes Programm bzw. jede Funk-
tion wird im ABAP mit einem eindeutigen Namen bezeichnet. Aus Gru¨nden
der U¨bersichtlichkeit und Wiederverwendung wird der in Abbildung 10.27 an
einem Beispiel dargestellte Namensschlu¨ssel verwendet139.
Im ABAP beginnen alle Programme der SAP mit
”
A...X“, wohingegen der





schra¨nkt ist. Nach dem
”
Y“ stehen die Initialen des Autors. Kennzeichnend
fu¨r alle Programme, die im Rahmen dieser Arbeit programmiert wurden,
ist, dass sowohl einzelne als auch mehrere Datensa¨tze verarbeitet werden
ko¨nnen.140
139Aufgrund unterschiedlicher Restriktionen innerhalb des ABAP, muss an einigen Stel-
len von diesem Nummernsystem abgewichen werden. So ist es zwingend notwendig, bei
Funktionen ”Y“ und ”TT“ zu trennen.140Fu¨r eine umfassende Beschreibung der Programmiersprache ABAP/4 siehe [Men98]
und [Mat99]. Fu¨r die Bedienung des SAPGUI siehe [CDI96]. Fu¨r die Bedienung und Struk-
tur der ABAP–Workbench siehe [SAP98, Pfad: Bibliothek → BC → ABAP–Workbench–
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TT_ <Verarbeitungsrichtung>erarbeitungsrichtung _ <Verarbeitungsart>erarbeitungsart _ <Übertragungsart>ertra un sart _ <Datenelement>atenele ent_Y
Initialen
RFC,FILEBI, CT, ITU-Upload, D-Download z. B. FAUF
Y oder Z (Kundenraum)
TT D ITI FILEFIL FAUFF FY _ _ _ __
Beispiel: Upload der FAUF-Daten, Verarbeitung über interne Tabellen, Übertragung über Date ien
Abbildung 10.27: Nummernschlu¨ssel der Programme und Funktionen
10.3.1.2.1 Download u¨ber itab und RFC
Im vorherigen Abschnitt wurden die Daten als File auf Veranlassung des
R/3–Systems auf dem Client abgelegt und anschließend von der externen
Optimierungsmethode abgeholt. Anders geschieht der Download beim RFC.
Das externe System holt sich selbststa¨ndig die beno¨tigten Daten vom R/3–
System. Dazu baut es anfa¨nglich eine Verbindung zum R/3–System auf, sto¨ßt
die Verarbeitung selbststa¨ndig an und nimmt anschließend die Daten ohne
den Umweg u¨ber Dateien entgegen. Ein RFC kann ausschließlich auf vor-
handene Funktionsbausteine im R/3–System zugreifen. Aus diesem Grund
wurde der Funktionsbaustein Y TT D IT RFC FAUF entwickelt, der eine
vergleichbare Funktionalita¨t bietet wie obiger Report.
Der Hauptunterschied zwischen Funktionsbausteinen und ABAP–Unter-
programmen ist eine eindeutig definierte Schnittstelle. Durch dieses Vorgehen
wird die Weitergabe von Eingabe- und Ausgabeparametern standardisiert.
Die Schnittstelle beinhaltet auch die Unterstu¨tzung von Ausnahmebehand-
lungen. Mit der Definition von Ausnahmen ko¨nnen mo¨gliche Fehler abgefan-
gen werden.
Mehrere Funktionsbausteine ko¨nnen zu einer Funktionsgruppe zusammenge-
fasst werden. Die Funktionsgruppe stellt das Rahmenprogramm fu¨r die ent-
haltenen Funktionsbausteine und deren Unterprogramme dar. Im Rahmen-
programm SAPLY TT SCHNITTSTELLE141 sind alle notwendigen Funktio-
nen enthalten. In dieser Funktionsgruppe erfolgen die Definitionen, die mit
der gesamten Schnittstelle in Verbindung stehen. Das heißt, dass bestimmte
Definitionen im Quelltext stehen, die erst fu¨r den spa¨teren Upload beno¨tigt
werden. Aus diesem Grund werden in Abbildung 10.28 nur die notwendigen
Tutorial].
141Das ist die Bezeichnung, unter der das Rahmenprogramm intern gespeichert wird. Mit
dieser Bezeichnung ist es nur u¨ber den ABAP–Editor anzeigbar.
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Rahmenprogramm:SAPLY_TT_SCHNITTSTELLE = Funktionsgruppe Y_TT_SCHNITTSTELLEah enprogra : S L _ _S I S LL unktionsgruppe _ _S I S LL
LY_TT_SCHNITTSTELLETOP ® enthält alle globalen DatenL _ _S I S LL enthält alle globalen aten
Anmeldung der Tabellen
LY_TT_SCHNITTSTELLEUXX ® beinhaltet alle Funktions-ModuleL _ _S I S LL beinhaltet alle Funktions- o ule
INCLUDE LY_TT_SCHNITTSTELLEU03 ® ist die Funktion Y_TT_D_IT_RFC_FAUF
• Einschränken des Wertevorrats und Verarbeitung der Tabelle
verläuft analog zu Report Y_TT_D_IT_FILE_FAUF
Abbildung 10.28: Struktur des Programms Y TT D IT RFC FAUF
Anweisungen aufgefu¨hrt.
Alle erforderlichen Parameter fu¨r die Außensicht der Funktion werden im
Function Builder u¨ber spezielle Eingabemasken definiert. Dabei ko¨nnen
Import- und Exportparameter, Tabellen und Ausnahmen festgelegt und do-
kumentiert werden. Die Schnittstelle wird durch das R/3–System generiert
und steht als Kommentar am Anfang der Funktion. Nur intern genutzte Da-
ten und Tabellen ko¨nnen direkt am Anfang der Funktion deklariert oder in
den globalen Daten festgelegt werden. Durch diese Definition entfa¨llt ebenfalls
die Programmierung der U¨bertragung, da diese u¨ber die Schnittstellendefi-
nition erfolgt. Die Programmierung der Selektion und Verarbeitung kann bei
Funktionen auf die konkreten Inhalte begrenzt werden.
Nach der Programmierung der Funktion wird die RFC–Schnittstelle gene-
riert. Nach erfolgreicher Compilierung auf dem Client erfolgt durch den Start
des Programms der Verbindungsaufbau vom Client zum R/3–System. Tabel-
len fungieren sowohl in Import-, als auch in Exportrichtung als Datencon-
tainer. Nach Inputwertepru¨fung erfolgt der Call an die Funktion im R/3
und anschließend stehen die Ergebnisse zur Anzeige zur Verfu¨gung. Es ist zu
erkennen, dass bei den Tabellen alle Strukturinformationen mit u¨bertragen
werden, weshalb auf ihre zusa¨tzliche Bereitstellung verzichtet wird.
Vorteil der Funktion im Vergleich zum Programm ist die Mo¨glichkeit, den
Download der Daten durch das externe Programm zu veranlassen. Weiterhin
entfa¨llt die Ablage in Dateien. Der einzige Nachteil, der aber systembedingt
auftritt, ist die U¨bertragung aller Daten im R/3-internen Format, d. h. es wer-
den keinerlei Umformatierungen durchgefu¨hrt oder fu¨hrende Nullen gelo¨scht.
Das erschwert anfa¨nglich das Versta¨ndnis fu¨r die Datenstrukturen, du¨rfte
aber bei spa¨teren Projekten auch Vorteile bringen, da der Programmierer
am externen System ohne Umwege die Darstellung der Daten im R/3 nach-
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vollziehen kann.
10.3.1.2.2 Upload u¨ber BI und RFC
Nachdem alle Daten durch das Optimierungssystem bearbeitet oder Ru¨ck-
meldungen vorgenommen wurden, mu¨ssen diese A¨nderungen ins R/3–System
u¨bertragen werden, um eine konsistente Datenhaltung mit global gu¨ltigen
Daten zu gewa¨hrleisten. Es muss gewa¨hrleistet werden, dass die A¨nderungen
konsistent verbucht und Berechtigungen u¨berpru¨ft werden. Der Upload glie-
dert sich in zwei Schwerpunkte. Das ist zum einen das Laden der Daten auf
dem Client, was mit dem Funktionsbaustein WS UPLOAD erfolgt. Zum an-
deren erfolgt die Verarbeitung der Daten u¨ber CALL TRANSACTION. Bei
der U¨bertragung der vera¨nderten Daten u¨ber RFC ist das externe System fu¨r
den Beginn des Uploads verantwortlich. Es wurden die in Abbildung 10.29
aufgefu¨hrten drei Funktionsbausteine erstellt.
Datenelement
Statusauf Vorgangsebene










Abbildung 10.29: U¨bersicht der Upload–Funktionen beim RFC
Die erstellten Funktionen sind derselben Funktionsgruppe zugeordnet, der
auch die Funktionsbausteine des Downloads u¨ber RFC angeho¨ren: der Funk-
tionsgruppe Y TT SCHNITTSTELLE. Deren Aufbau soll im Folgenden
kurz vertieft werden. Die Abbildung 10.30 zeigt die Struktur des Rah-
menprogramms SAPLY TT SCHNITTSTELLE, das der Funktionsgruppe
Y TT SCHNITTSTELLE entspricht.
Das Rahmenprogramm ist das gleiche wie beim Download u¨ber RFC. In
der Darstellung beim Download wurde aber nur das angezeigt, was fu¨r den
Funktionsaufruf notwendig war. Wie in Abbildung 10.30 zu erkennen ist,
sind die Funktionen fu¨r den Upload umfangreicher strukturiert. Die Funktion
Y TT U CT RFC STATUS hat dabei die in Abbildung 10.31 dargestellte
Struktur.
Alle anderen Strukturteile, die bei der U¨bertragung via File I/O notwendig
wa¨ren, entfallen aufgrund der U¨bergabe der Parameter in der Schnittstellen-
definition. Der gleiche Effekt tritt auch bei den beiden Funktionsbausteinen
auf, mit denen die Umterminierung durchgefu¨hrt wird. Einziger Unterschied
ist neben der Art der Verarbeitung das Sperren und Entsperren des bearbei-
teten Datenobjekts. Die Struktur der Funktionen zur Umterminierung ist in
Abbildung 10.31 enthalten.
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Rahmenprogramm:SAPLY_TT_SCHNITTSTELLE = Funktionsgruppe Y_TT_SCHNITTSTELLEa e rogra : S L _ _S I S LL ktio sgr e _ _S I S LL
LY_TT_SCHNITTSTELLETOP ® enthält alle globalen DatenL _ _S I S LL enthält alle globalen aten
• Tabelle BDCDATA definieren, in der Mappen vor der Verarbeitung aufgebaut werden
• Daten für „dunkles“ Verbuchen des CALL TRANSACTION deklarieren
LY_TT_SCHNITTSTELLEUXX ® beinhaltet alle FunktionsmoduleL _ _S I S LL beinhaltet alle Funktions odule
INCLUDE LY_TT_SCHNITTSTELLEU02 ® ist die Funktion Y_TT_U_CT_RFC_STATUS
INCLUDE LY_TT_SCHNITTSTELLEU04 ® ist die Funktion Y_TT_U_CT_RFC_TERMINE_VORGANG
INCLUDE LY_TT_SCHNITTSTELLEU04 ® ist die Funktion Y_TT_U_CT_RFC_TERMINE_KOPF
LY_TT_SCHNITTSTELLEF01L _ _S I S LL F01
LY_TT_SCHNITTSTELLEF02 ® Modifiziertes SAP-Include BDCRECXXL _ _S I S LL F02 odifiziertes S -Include
• Enthält alle Unterprogramme für das Anlegen der BDCDATA
(enthält ausschließlich Forms für Rückmeldungen, da die Termine direkt verbucht werden,
ansonsten würden die restlichen Forms auch hier enthalten sein)
• Modifiziertes SAP-Include BDCRECXX für BI-Erstellung, BI-Verarbeitung etc.
Abbildung 10.30: Struktur des Programms SAPLY TT SCHNITTSTELLE
Y_TT_U_CT_RFC_STATUS = LY_TT_SCHNITTSTELLEU02_ _ _ _ _S S L _ _S I S LL 02
Anlegen und Verbuchen der Transaktionsdatennlegen und erbuchen der ransaktionsdaten
Verbuchen der Umterminierungenerbuchen der ter inierungen
• Sperren des bearbeiteten FAUF‘s
• Update aller relevanten Datums- und Zeitfelder
• Entsperren des bearbeiteten FAUF‘s
In Abhängigkeit vom gewählten Status werden unterschiedliche Unterprogramme (FORM)
aufgerufen, die obige interne Tabelle BDCDATA f üllen. Deren Inhalt wird beim Aufruf des
'CALL TRANSACTION 'CO19' USING bdcdata „dunkel“ verbucht.
Abbildung 10.31: Struktur der Upload–Funktion beim RFC
Die Vor- und Nachteile des CALL TRANSACTION und der direkten Ver-
buchung entsprechen der Wertung der Reports fu¨r den Upload. Zusa¨tzliche
Vorteile resultieren aus der Art der U¨bertragung. So kann die Verbuchung
vom externen System kontrolliert werden, und die Daten ko¨nnen ohne Um-
weg u¨ber Dateien dem R/3–System u¨bergeben werden. Weiterhin ist die Pro-
grammierung der Funktionsbausteine sehr u¨bersichtlich, was zu einer großen
Flexibilita¨t bei etwaigen Erweiterungen fu¨hrt. Dem steht ein erho¨hter Auf-
wand beim Aufbereiten der Daten gegenu¨ber. Da die Daten u¨ber die Schnitt-
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stelle direkt und ohne Konvertierung ins R/3 gelangen, muss die U¨bergabe
im R/3–eigenen Format erfolgen.
10.3.1.3 Testergebnisse
Notwendige Voraussetzung fu¨r den Test des RFC in Zusammenarbeit mit
dem APS ist ein relevantes Testszenario. Die Testdaten wurden entsprechend
dem Fisher–Thompson 10× 10 Benchmark–Test–Daten angelegt142. Bei der
Anzeige oder Bearbeitung der modifizierten FAUF fielen keinerlei Besonder-
heiten auf. Problematisch war die Betrachtung des Umfeldes innerhalb der
Planung. So wurden durch den Upload keine A¨nderungen in der Planungsvor-
merkdatei143 geschrieben, die aber bei jeder A¨nderung der planungsrelevanten
Daten erfolgen muss. Ausdruck dieser Inkonsistenz ist weiterhin, dass in der
Aktuellen Bedarfs-/Bestandsliste die Termine nicht vera¨ndert werden. Diese
Probleme sind auf eine einfach Weise lo¨sbar, ohne dass weitreichende A¨nde-
rung in den eigenen Reports und Funktionen zu programmieren sind. Dazu
muss der FAUF u¨ber CT geo¨ffnet und gleich wieder gespeichert werden144.
Wichtig ist dabei, dass das Terminierungskennzeichen auf 3 gesetzt wird, da
ansonsten vom System eine Umterminierung erfolgen wu¨rde.
Praktisch konnte die Integration in Richtung fertigungsrelevante Daten eines
ERP/SCM–Systems am Beispiel von SAP R/3 nachgewiesen werden. Die
Laufzeit der Programme zur Datenu¨bernahme entsprach den Anforderungen
des EVCM–Systems.
10.3.2 Axapta
Der interne Aufbau von Axapta kann aufgrund des unvollsta¨ndigen Einblicks
in den Quellcode nicht genau analysiert werden. Es ist jedoch mo¨glich, An-
gaben zur Grobstruktur zu machen. In der Datenebene befindet sich ein rela-
tionales Datenbanksystem wie der Microsoft SQL Server oder Oracle. Dieses
beinhaltet alle Daten einer Axapta-Installation. Darauf aufsetzend entha¨lt
142Siehe [Mut63, S. 235 ff.].
143In der Planungsvormerkdatei werden zu allen dispositionsrelevanten Materialien Ein-
tra¨ge verwaltet, die kennzeichnen, ob die Planungsobjekte dieses Materials beim na¨chsten
MRP–Lauf beru¨cksichtigt werden sollen. Dabei gibt es Eintra¨ge fu¨r eine Vera¨nderungspla-
nung aller zuku¨nftiger Ereignisse und die Vera¨nderungsplanung im Planungshorizont.
144Es soll an dieser Stelle abschließend darauf hingewiesen werden, dass dieser Teil der
Schnittstellenimplementierung durch die zuku¨nftige Entwicklungen im Bereich der BAPI
obsolet wird.
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der Axapta-Kernel einen Data Access Layer, der Datenbankoperationen der
Anwendung in Zugriffe auf das DBMS umsetzt.
Der Kernel stellt eine komplette Ausfu¨hrungsumgebung fu¨r Anwendungs-
objekte wie Jobs, Klasseninstanzen, Tabellen mit Triggern und Methoden,
Queries, Forms und Reports zur Verfu¨gung. Diese Anwendungsobjekte wer-
den in einer integrierten Entwicklungsumgebung erstellt. Die Programmier-
sprache ist eine an Java und C++ angelehnte 4GL-Sprache namens X++,
die in einen Zwischencode u¨bersetzt wird, der dann vom Application Ob-
ject Execution Layer des Kernels interpretiert wird. Diese Verfahrensweise
ist vergleichbar mit der Virtual Machine von Java und Java-Programmen in
























Abbildung 10.32: Systemarchitektur von Axapta
Axapta kann in den Modi 2-Tier und 3-Tier betrieben werden. Die Ar-
chitekturen sind in Abbildung 10.32 schematisch dargestellt. Im 2-Tier-
Betriebsmodus befinden sich Data Access und Application Object Execu-
tion zusammen mit der Benutzerschnittstelle in einem Client. Das DBMS
zur Verwaltung der Axapta-Datenbank ist auf einem zentralen Server instal-
liert. Auf jedem Nutzerarbeitsplatz ist zumindest die Installation des Clients
no¨tig, die X++-Anwendung kann auf einem zentralen Fileserver abgelegt
werden, wodurch A¨nderungen an der X++-Anwendung auch sofort fu¨r jeden
Arbeitsplatz verfu¨gbar sind. Durch die hohen Ressourcenanforderungen des
2-Tier-Clients mu¨ssen alle Arbeitsstationen entsprechend großzu¨gig ausge-
stattet sein sowie u¨ber den Zugang einen Datenbanksystem verfu¨gen.
Die 3-Tier-Variante basiert auf einem zentralen Axapta Object Server (AOS),
welcher die X++-Anwendung verwaltet. Hier ist eine Unterscheidung in ser-
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verseitige und clientseitige Ausfu¨hrung fu¨r nichtvisuelle Anwendungsobjekte
mo¨glich. Der Application Object Execution Layer ist also als verteiltes Sy-
stem ausgefu¨hrt. Der Client entha¨lt die Benutzerschnittstelle und einen Ap-
plication Object Execution Layer fu¨r die Ausfu¨hrung visueller Komponenten
sowie fu¨r clientseitig auszufu¨hrende Teile der nichtvisuellen Komponenten.
Je nachdem, ob der Datenzugriff durch den Client oder den AOS erfolgt,
wird von einem 3-Tier Fat Client oder 3-Tier Thin Client gesprochen.
Neben der grafischen Benutzerschnittstelle kann der Client auch u¨ber ein
COM-Interface, den so genannten COM-Connector, durch andere Program-
me oder Scripts angesprochen werden. Der COM-Connector bietet nur
Zugriff auf alle nichtvisuellen Anwendungsobjekte (Jobs, Klasseninstanzen
und Tabellen). Da alle Anwendungsobjekte im X++-Quellcode vorliegen,
ko¨nnen Anpassung und Erweiterung in der integrierten Entwicklungsumge-
bung durchgefu¨hrt werden. Damit ist eine hohe Flexibilita¨t gegeben, mit der
sehr viele Anforderungen seitens des Nutzers, besonders in Bezug auf die
Interoperabilita¨t mit anderen Programmen, erfu¨llbar sind. Nachteilig wirkt
sich die mangelhafte Dokumentation der Standard-Anwendungsobjekte auf-
grund der hohen Komplexita¨t des Systems aus, wodurch mit einem erho¨hten
Entwicklungsaufwand zu rechnen ist145.
Aus Sicht des ERP-Systems Axapta erfolgt die Integration ausschließlich auf
Datenebene. Die Schnittstellen sind in Form eines relationalen Datenmo-
dells im Data Dictionary des ERP-Systems definiert. Hinsichtlich der ERP-
Integration ko¨nnen die einzelnen Relationen in drei Klassen eingeteilt werden:
Private Relationen: Relationen, die ausschließlich ERP-eigene Daten enthal-
ten, die nicht aus externen Datenquellen stammen, heißen private. Sie
sind in der Systemdatenbank des ERP-Systems gespeichert.
Shared, single master Relationen: Relationen der Klasse shared enthalten
Daten, die aus einem externen System stammen oder in einem externen
System verwendet werden. Die Datenhoheit und damit das ausschließli-
che Recht fu¨r schreibende Zugriffe liegt entweder vollsta¨ndig bei einem
externen EVCM-System oder beim ERP-System (single master). Bei
einer Verteilung der Daten auf mehrere Rechnerknoten durch Kopieren
muss nur unidirektional synchronisiert werden.
Shared, multi master Relation: Der Unterschied zur vorher genannten Klasse
besteht in der vertikalen Partitionierung einer Relation hinsichtlich der
145An dieser Stelle sollte die sehr detaillierte Rechteverwaltung innerhalb von Axapta
erwa¨hnt werden. Diese bezieht sich auf sa¨mtliche Anwendungsobjekte, der Datenzugriff
kann bis auf die Ebene der Tabellenfelder mit Zugriffsrechten versehen werden.
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Masterrolle fu¨r einzelne Attribute. Fu¨r einen Teil der Attribute besitzt
das ERP-System die Datenhoheit, fu¨r den anderen Teil das externe
EVCM-System. Bei verteilt vorliegenden Daten ist eine bidirektionale
Synchronisation notwendig.
Die Zugeho¨rigkeit der im Data Dictionary definierten Relationen zu den ein-
zelnen Klassen variiert in Abha¨ngigkeit von der konkreten Konfiguration,
die fu¨r den aktuellen Nutzer gilt. Fu¨r jede Relation ko¨nnen so genannte
Entita¨tenvarianten fu¨r spezielle Auspra¨gungen einer Spezifikation definiert
werden, welche die urspru¨ngliche Relationendefinition durch U¨berschreiben
verschiedener Konfigurationsfelder aba¨ndern. Fu¨r die Relation selbst ist die
DAU anzugeben, u¨ber die der Zugriff erfolgen soll. Dies legt bereits fest,
ob die Relation private bzw. shared ist. Auf Attributebene ko¨nnen durch
Setzen verschiedener Flags die dem ERP-System erlaubten Operationen (se-
lect, insert, update, delete) bestimmt werden, wodurch die Masterrolle fu¨r
jedes Attribut separat festgelegt wird. Die Relationen Kundenauftrag, Pro-
duktionsauftrag, Besta¨nde, Kapazita¨ten usw. geho¨ren alle im Rahmen der
Integration eines ERP-Systems zur Klasse shared, da sie vom EVCM zur
unternehmensu¨bergreifenden Abstimmung der Wertscho¨pfungskette manipu-
liert werden mu¨ssen. Auf programmiertechnische Details soll an dieser Stelle
bewusst verzichtet werden.
Die Oberfla¨che ist als X++-Anwendung realisiert worden, die client-seitig
in der Pra¨sentationsschicht durch die Laufzeitumgebung die Baumstruktur
erzeugt und server-seitig im Application Object Layer die in Kapitel 7 be-
schriebenen Funktionen zur Angebotsgenerierung beinhaltet.
Abbildung 10.33 zeigt die Oberfla¨che des Inquiry-Managers, welcher den
Ausroll- und Einrollprozess visualisiert146. Dieser greift auf die oben beschrie-
benen Daten zuru¨ck und initiiert die Prozesse, die in Kapitel 7 ausfu¨hrlich
beschrieben wurden. Ergebnis sind spezifische Antworten auf die Anfragen
vorgelagerter KPZ. Die verschiedenen Qualita¨ten der Antworten der Follow-
Tier-Supplier werden durch unterschiedliche Symbole repra¨sentiert. Die ein-
zelnen Anfrageergebnisse ko¨nnen im EVCM-Monitor als Baumstruktur auf-
bereitet eingesehen werden.
In der Kompetenzelle trifft eine Anfrage fu¨r ein Produkt mit der internen
Nummer F6 779 30 ein. Fu¨r das ATP (Lager), CTP (Produktion) und externe
Beschaffung werden parallel Unteranfragen generiert. Der ATP–Lauf ermit-
telt, dass im Lager zum erforderlichen Zeitpunkt die entsprechende Menge
146Die Programmierarbeiten am Axapta wurden von Mitarbeitern der CBS GmbH reali-
siert.
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Abbildung 10.33: EVCM–Monitor der Antwortgenerierung
des Produktes zur Verfu¨gung steht. Das Ergebnis wird durch das Symbol
repra¨sentiert. Die beiden na¨chsten Zeilen geben Aufschluss daru¨ber, dass
das CTP zuna¨chst feststellt, dass Fertigungsauftra¨ge zum Produkt freige-
geben sind (Produktionszuteilung). Das Symbol zeigt an, dass beide fu¨r
andere Anfragen reserviert sind. Weiterhin wurden externe Beschaffungsauf-
tra¨ge zum Produkt gefunden (Bestellzuteilung), die ebenfalls andersweitig
beno¨tigt werden. Die folgende Zeile (neue Produktion) versucht in einem
weiteren CTP–Lauf einen neuen Produktionsauftrag zu simulieren. Zuna¨chst
erfolgt eine Stu¨cklistenauflo¨sung. Fu¨r die resultierenden Bedarfe werden pro
Material rekursiv dieselben Anfragen ausgefu¨hrt. Das Symbol weist dar-
auf hin, dass die Anfrage partiell erfu¨llbar ist. Lediglich zu Wunschtermin
oder -menge gibt es Abweichungen. Durch Anklicken der entsprechenden Zei-
le ko¨nnen genauere Informationen (u. a. Lieferwahrscheinlichkeit) abgerufen
werden. Der letzte Eintrag im Antwort-Baum zeigt die Antworten des eigent-
lichen Ausrollprozesses des EVCM, die die Schnittstelle zu den nachgelager-
ten Kompetenzzellen (im Beispiel zweimal neue Bestellung) repra¨sentieren.
Weiterhin wird in der zweiten Zeile beru¨cksichtigt, dass das fertige Produkt
noch zum Kunden transportiert werden muss. Daraus resultierende Kosten
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und Zeiten fließen in die Berechnung ein.
Aus den erhaltenen Antworten wird abschließend eine aggregierte Antwort
generiert, die an den Anfrager weitergeleitet wird. Im Beispiel resultiert aus
der 100%-igen Verfu¨gbarkeit der nachgefragten Menge im Lager eine sichere
Antwort an den Anfrager. Termine und Mengen werden gespeichert, um bei
einer Auftragsannahme eine Auftragsverfolgung u¨ber den gesamten Prozess
der Wertscho¨pfung hinweg gewa¨hrleisten zu ko¨nnen.
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10.4 Zusammenfassung
Dieses Kapitel gab einen U¨berblick zur informationstechnischen Gestaltung
der Funktionalita¨ten des EVCM–Konzeptes. Im Mittelpunkt der Betrachtung
standen vor allem konzeptuelle U¨berlegungen zur Verteilung dieser Funktio-
nen innerhalb eines IT-Netzwerkes fu¨r das KPZN. Hierfu¨r wurde vor allem
das innovative ASP–Konzept vorgestellt und diskutiert. Im Abschnitt 10.2
erfolgte die Vorstellung der zentralen Technologien, die fu¨r die Zukunft zur
Umsetzung von ASP geeignet erscheinen.
Aufgrund der erreichten Einsichten und Ergebnisse kann aus heutiger Sicht
behauptet werden, dass sich das ASP als zentrales Konzept im Rahmen des
Betriebes von Unternehmensnetzwerken etablieren wird. Vorteile, die sich aus
der Verwendung einer solchen IT–Architektur ergeben, lassen erkennen, dass
eine Win-Win-Situation eintritt, also alle Beteiligten o¨konomische Vorteile
realisieren. Die spezielle Verwendung zur Optimierung der Wertscho¨pfungs-
kette ist jedoch auch mit Problemen verbunden. Entscheidet sich ein dem
Unternehmensnetzwerk angeschlossenes Unternehmen fu¨r den Betrieb einer
eigenen Lo¨sung oder die Nutzung fremder Angebote, wird ein erheblicher In-
tegrationsaufwand entstehen, um die Mitarbeit zu ermo¨glichen. Am Beispiel
von SAP R/3 und Navision Axapta wurde sowohl in Richtung Produktions-
daten als auch fu¨r Oberfla¨chenintegration angedeutet, welche Wege effektiv
beschritten werden ko¨nnen.
Desweiteren mu¨ssen in der Realisierungs- und Testphase auftretende Detail-
probleme erkannt und beseitigt werden. Eine Untersuchung der Robustheit
der verwendeten Teile und des gesamten Modells ist notwendig, um ein ab-
schließendes Fazit zu ziehen. Die im Rahmen der Forschungsarbeiten des SFB
457 durchgefu¨hrten Untersuchungen und Tests bzgl. einzelner Teilaspekte be-
rechtigen zur Hoffnung auf einen effektiven und robusten Einsatz der vorge-
schlagenen Methodik. Allerdings ist es unrealistisch, unter akademischen Be-
dingungen eine derart umfangreiche Software zu erstellen, die praktischen Er-
fordernissen genu¨gen wu¨rde. Weiterhin wurde bewusst auf die Beschreibung
der instrumentalisierenden Ebene der programmtechnischen Umsetzung ver-
zichtet. Von der Darstellung der zahlreich entstandenen UML–Diagramme
und Pseudocodes zur Modellierung der vorgestellten Methoden wird eben-
falls abgesehen. Diese wu¨rden mindestens eine Arbeit gleichen Umfanges her-
vorbringen.





The farther back you can look, the farther forward
you are likely to see.“
Sir Winston S. Churchill
Die vorliegende Arbeit versucht, den Bogen zu spannen von sozial- und be-
triebswirtschaftlichen u¨ber ingenieurtechnische bis zu informatorischen Wis-
senschaftsdisziplinen, die zur vollsta¨ndigen Bewa¨ltigung der konzeptuellen
Denkleistung fu¨r ein Managementkonzept hierarchieloser Produktionsnetz-
werke erforderlich sind. Der Umfang der Arbeit ist ein Indiz fu¨r die Komple-
xita¨t dieses Problems. Aus dieser Sicht ist keines der Kapitel entbehrlich. Die
Kapitel dokumentieren ihrerseits nur die wichtigsten bearbeiteten Aufgaben
des Autors innerhalb des Sonderforschungsbereiches Regionale Hierarchielo-
se Produktionsnetze als auch an der Professur fu¨r Produktionswirtschaft und
Industriebetriebslehre unter Leitung von Prof. Dr. Ka¨schel, an welchem die
Forschung zu Netzwerken und APS-Systemen schon seit einigen Jahren fester
Bestandteil der ta¨glichen Arbeit ist. Der tatsa¨chliche Arbeitsumfang wu¨rde
zahlreiche weitere Seiten fu¨llen.
Diese Arbeit bietet eine inhaltliche Struktur zu den u¨ber 70 Publikationen
der letzten drei Jahre zu Themen des Extended Value Chain Managements,
die der Autor allein oder als Mitautor verfasst hat1. Diese Beitra¨ge sind zu
einem Großteil
”
doppelt blind“ begutachtet und sowohl einem betriebswirt-
schaflichen als auch einem informatischen wissenschaftlichen Fachpublikum
zuga¨nglich gemacht worden. U¨ber die Ha¨lfte der Beitra¨ge wurde im Ausland
publiziert und referiert, wobei der Anteil der internationalen Tagungsbei-
tra¨ge mit 34 Publikationen sich dadurch begru¨ndet, dass zu den entspre-
chenden Fachtagungen die Diskussion mit den
”
Vordenkern“ der jeweiligen
Wissensgebiete gesucht wurde. Im Ru¨ckblick haben diese Diskussionen das
Konzept des EVCM auch stark positiv beeinflusst. Vor allem die Konzepte
zur Soft–fact–Integration (Kapitel 8) u¨ber die Polyedrale Analyse einerseits
1An jedem Kapitelanfang wurden die wichtigsten Beitra¨ge referenziert.
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und die Generierung einer Tupelmenge von Antworten auf eine Lieferanfrage
und der Quantifizierung einer Lieferwahrscheinlichkeit als Transparenzfak-
tor (Kapitel 7) haben neben dem EVCM–Konzept als Ganzem international
Anerkennung gefunden und sind als Weiterentwicklung der entsprechenden
Wissenschaftsgebiete besonders zu wu¨rdigen.
Die vorliegende Schrift selbst soll (und wird vermutlich auch) nicht den Ein-
druck vermitteln, dass die Arbeiten zu einem Managementkonzept fu¨r vir-
tuelle Produktionsnetze ohne fokales Unternehmen als abgeschlossen gelten
ko¨nnen. Vielmehr wurde die theoretische Basis in Form eines Grundkonzep-
tes geliefert, wie derartige Netze generiert und betrieben werden ko¨nnen. Das
Phasenmodell des KPZN bildet hierzu den Rahmen. Die einzelnen funktiona-
len Bestandteile der Phasen mu¨ssen in der nahen Zukunft weiter ausgebaut2
werden. Das eine derartig breit angelegte Forschungsarbeit auch unterschied-
liche Bearbeitungssta¨nde in den einzelnen Kapiteln aufweist, ist aus Sicht des
Autors unumga¨nglich.
Mit dem Schreiben des letzten Abschnitts verbindet der Autor die Hoffnung,
dass das Konzept in einigen Jahren in dieser oder einer a¨hnlichen Form Ein-
gang in den methodischen Kern der ERP/SCM–Systeme finden wird und
weitere Potenziale der Wertscho¨pfung erschliessen hilft.
2Mo¨glicherweise kann die wissenschaftlich vertiefende Arbeit im finanziellen Rahmen
des zweiten Antragszeitraumes des SFB 457 erfolgen.
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