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RESUMO 
O uso de informações externas às organizações, presentes nas redes 
sociais, pode auxiliar no processo de compra de um produto por parte de 
um cliente a partir da leitura de revisões ou de blogs especializados. A 
classificação de texto, mais precisamente, a análise de sentimento, 
auxilia na definição da imagem de um produto ou na identificação do 
sentimento de uma sentença como positiva ou negativa. Neste trabalho 
propõe-se um modelo que combina ontologia de domínio com técnicas 
de processamento de linguagem natural para a identificação do 
sentimento agregado a uma determinada sentença, buscando apresentar 
uma explicação para tal polarização. Utiliza-se ainda o raciocínio 
baseado em casos para que seja possível aprender com os raciocínios 
(polarizações) passados, visando reutilizá-los em novas classificações. 
Também foram elaboradas etapas para o tratamento de negação, para a 
adequação do léxico de sentimento para um domínio e para a adaptação 
da classificação de termos ambíguos baseados em classificações 
passadas. Foram desenvolvidos testes em dois domínios distintos, 
câmeras digitais e filmes, para justificar a evolução do modelo até se 
chegar à proposta final. Pôde-se observar que a acurácia obtida pelo 
modelo é superior à obtida por abordagens estatísticas tradicionais. 
Esses resultados demonstram que o modelo da tese contribui para a área 
de análise de sentimento, tanto no nível da acurácia quanto pela 
possibilidade de apresentar o caminho percorrido para chegar a 
determinada classificação. 
 
Palavras-chave: Análise de sentimento, Classificação semântica, 






The use of information outside organizations available in social 
networks such as reviews or specialized blogs can assist customers in 
their decisions. The text classification, more precisely sentiment 
analysis, assists in defining the image of a product or identifying the 
sense of a sentence as positive or negative. This work intends to 
combine domain ontology with natural language processing techniques 
to identify the sentiment behind judgments aiming to provide an 
explanation for such polarization. Also, it intends to use the Case-Based 
Reasoning strategy in order to learn from past reasonings (polarizations) 
so they can be used in new polarizations. Some steps have been 
developed for treatment of negation, adequacy of sentiment lexicon for a 
domain and adaptation of ambiguous terms classification based on past 
ratings. Tests were developed in two distinct areas, digital cameras and 
movies, to justify the model evolution until its final proposal. It was 
observed that the accuracy obtained by the proposed model overcomes 
standard statisticals approaches. These results demonstrate that the 
thesis model contributes to the sentiment analysis area, both as a 
solution that provides high levels of accuracy, as well as the possibility 
to present the track to achieve a particular classification. 
 
 
Keywords: Sentiment analysis, Semantic classification, Ontology, 
Case-based reasoning, Sentiment tree. 
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Atualmente, uma parte considerável do conhecimento 
organizacional está disponível na forma de documentos textuais não-
estruturados como, por exemplo, em livros, manuais, relatórios, 
registros de reuniões, entre outros (CHAVES, 2009). 
Esses documentos, quando produzidos dentro do contexto 
organizacional, apresentam informações para mapear o seu domínio, de 
modo a compor bases de conhecimento que posteriormente possam 
auxiliar na tomada de decisão bem como subsidiar sistemas baseados 
em conhecimento. 
Para representar o conhecimento organizacional de modo a 
facilitar a sua utilização e recuperação, ontologias vêm sendo cada vez 
mais utilizadas (VASCONCELOS; ROCHA; KIMBLE, 2003). Segundo 
Studer, Benjamins e Fensel (1998), uma ontologia é a especificação 
explícita e formal de conceitos e relações que existem em um domínio, e 
que são compartilhados por uma comunidade. 
É importante observar que existem muitas informações e 
conhecimentos da organização presentes de maneira não-estruturada e 
fora do seu domínio, como, por exemplo, na Internet, mais 
especificamente, nas mídias sociais em geral. Essas informações podem 
apresentar opiniões sobre produtos ou serviços oferecidos pelas 
organizações. 
Nesse contexto, a classificação é uma tarefa intensiva em 
conhecimento importante e aplicável que permite a organização e a 
entrega de informações categorizadas por conceitos do seu domínio. 
Segundo Freitas (1997), a tarefa de classificação tem como função 
prever o valor de um atributo (ou objeto) que se fundamenta num 
domínio de aplicação. Na visão de Schreiber et al. (2002), 
complementada por Druziani, Kern e Catapan (2012), a tarefa de 
classificação é uma tarefa intensiva em conhecimento, de natureza 
analítica. Possui como entrada característica um objeto que, ao nível de 
processamento, realiza a associação entre características e classes, e 
como saída apresenta objetos classificados a partir de um conjunto de 
classes pré-definidas. 
A tarefa de classificação propicia benefícios para as 
organizações, categorizando os seus dados internos e externos, com o 
intuito de complementar as informações operacionais para o apoio à 
decisão. Segundo Li e Tsai (2013), a classificação automática de texto é 
uma técnica fundamental para gerenciar grandes coleções de 
documentos. Ao aplicar a tarefa de classificação no contexto 
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organizacional, subtarefas podem ser derivadas, por exemplo, a análise 
de opiniões. 
A Internet representa um importante meio para a divulgação das 
opiniões dos consumidores na forma de posts, blogs, fóruns, sites de 
empresas, entre outros. Esses relatos refletem as experiências vividas 
pelos consumidores em relação a serviços e produtos (PAI et al., 2013). 
Percebe-se que as mídias sociais representam um importante 
canal de comunicação entre as organizações e os seus clientes. Segundo 
Chandran e Murugappan (2012), as mídias sociais são um grupo de 
aplicações, baseadas em Internet, que permitem a criação e a troca de 
informações geradas pelo usuário. Elas promovem impacto na forma de 
expressar opiniões e pensamentos dos consumidores e dos fornecedores 
de produtos e serviços. Segundo Atkinson, Salas e Figueroa (2015), a 
explosão no uso das mídias sociais criou uma importante oportunidade 
para as pessoas publicarem as suas opiniões. 
 Dessa forma, sendo as mídias sociais um espaço em que opiniões 
podem ser encontradas, as organizações precisam desenvolver 
ferramental capaz de capturar as visões de seus clientes, a fim de 
interpretá-las e auxiliar a tomada de decisão. Para isso, pode-se utilizar 
como base a análise de sentimentos, que é uma das possibilidades para a 
tarefa de classificação (BELLINI et al., 2012). A análise de sentimento 
tem como objetivo polarizar as informações apresentadas num texto, por 
exemplo, em positivas e negativas (QIU et al., 2011). 
 A possibilidade de se conhecer os motivos pelos quais uma 
sentença recebe o grau positivo ou negativo é tão importante para o 
apoio à decisão quanto a própria polarização (ZHANG; LIU, 2011a) 
(PENALVER-MARTINEZ et al., 2014). 
Como exemplo, cita-se a área de marketing, que utiliza as 
informações obtidas pela análise de sentimento para saber se o 
lançamento de um produto, de uma nova campanha, ou mesmo, se a 
imagem de uma organização é boa (positiva) ou ruim (negativa), 
baseada na experiência do consumidor (BELLINI et al., 2012). Utiliza-
se a análise de sentimento em outros domínios de aplicações a partir de 
informações de mídias sociais como, por exemplo, na detecção de 
crimes e de terrorismo (YANG; DORBIN, 2011), na análise de 
campanhas eleitorais (TUMASJAN et al., 2011), na área da inteligência 
competitiva (XU et al., 2011), entre outros. 





1.1 DEFINIÇÃO DO PROBLEMA 
Mesmo antes da popularização da Web, as organizações já se 
preocupavam com a opinião que pessoas e entidades possuiam sobre 
seus produtos, serviços, atendimentos ou imagem. Segundo Feldman 
(2013), quando um consumidor que utiliza a Internet como canal de 
compra deseja adquirir um novo produto, ele tipicamente realiza buscas 
em fóruns e blogs especializados para saber opiniões sobre o produto. 
Com o advento das plataformas da Web 2.0, o usuário da Internet 
deixa de ser apenas consumidor para tornar-se também produtor de 
conteúdo, não necessitando conhecer de técnicas de programação ou de 
técnicas computacionais avançadas. Isso facilita a produção e a 
publicação de conteúdos diversos, tais como, fotos, textos, opiniões etc. 
(O’RELLY, 2005, MARTINEZ; FERREIRA, 2007). 
Sendo a Internet um meio democrático que permite que os 
usuários produzam conteúdo de maneira mais simples, observa-se uma 
‘explosão’ no número de conteúdos desenvolvidos, o que, de certo 
modo, dificulta o consumo das informações por parte dos usuários que 
estão buscando dados nos quais possam apoiar a sua decisão 
(AMBINDER; MARCONDES, 2011; DURIC; SONG, 2012). Esse 
cenário apresenta a necessidade de recursos para classificação de textos, 
os quais auxiliam o gerenciamento de grandes coleções de documentos 
(DURIC; SONG, 2012; LI; TSAI, 2013).  
Um recurso utilizado para classificação é a análise de textos, 
desenhos ou figuras emitidas por terceiros (LONGHI et al., 2009). 
Muitos pesquisadores das áreas Processamento de Linguagem Natural 
(PLN) e Mineração de Dados têm focado suas pesquisas na análise de 
sentimento ou na mineração de opinião, as quais possuem como objetivo 
polarizar/classificar em positivo/negativo sentenças ou documentos 
(QIU et al., 2011). Segundo Serrano-Gerrero et al. (2015), a análise de 
sentimento é um dos temas de pesquisa mais recentemente pesquisados 
no domínio do processamento de informação, e busca explicitar 
elementos referentes às opiniões, em forma de texto.  
Para identificar a imagem de uma organização, pode-se utilizar a 
análise de sentimento, tendo como recurso, informações advindas das 
mídias sociais (SERRANO-GERRERO et al., 2015). A partir desses 
dados, a utilização de algumas técnicas se faz necessária. Segundo Liu 
(2010a), muitos pesquisadores têm se dedicado ao problema de 
classificar opiniões, como positivas ou negativas, baseados em termos, 
adjetivos e advérbios contidos em uma sentença. 
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Para alguns pesquisadores, é possível utilizar documentos 
relativos ao domínio de uma organização com o propósito de identificar 
sua imagem a partir de adjetivos e de termos relacionados, como é 
verifica-se no trabalho de Hatzivassiloglou e McKeowa (1997). Outros 
trabalhos seguem essa mesma linha, como os desenvolvidos por Wiebe 
(2000), Kanayama e Nasukawa (2006), Qiu et al. (2009), Bacheri, 
Saraee e Jong (2014). 
Inicialmente, a análise, bem como a classificação de uma 
sentença em positiva ou negativa, é determinada pelo grau de polaridade 
das palavras contidas na sentença. Contudo, essa abordagem resulta em 
uma taxa de erro considerável, já que a classificação é sensível ao 
domínio e ao contexto (ZHANG; LIU, 2011a). 
A análise de sentimento é vista como um recurso com potencial 
para avaliar informações relacionadas a uma organização por meio do 
monitoramento de mídias sociais (JEBASEELI; KIRUBAKARAN, 
2012). Contudo, para uma análise mais efetiva, é necessário que a 
abordagem seja sensível ao domínio. Nesse caso, o uso de ontologias 
pode auxiliar (TSYTSARAU; PALPANAS, 2012; LAU; LI; LIAO, 
2014; PEÑALVER-MARTINEZ et al., 2014; AGARWAL et al., 2015). 
A classificação de documentos apresenta desafios como, por exemplo, 
considerar a semântica dos conteúdos a serem classificados (CECI; 
WOSZEZENKI; GONÇALVES, 2014; SERRANO-GUERRERO et al., 
2015). 
Quando se procura polarizar uma sentença, deve-se levar em 
consideração a entidade de destino, ou seja, o foco do procedimento. A 
entidade, na polarização, é um objeto válido para o domínio em questão 
(LIU, 2010b; QIU et al., 2011; TSYTSARAU; PALPANAS, 2012; 
ATKINSON; SALAS; FIGUEROA, 2015). Para entender melhor o que 
é a entidade de destino e a sua importância em uma sentença, apresenta-
se o seguinte exemplo: “Eu gostei deste show, a banda estava ótima, 
mas a acústica do estádio estava horrível, pelo menos a pista era 
enorme.”. Analisando a sentença de exemplo, pode-se perceber que 
existem quatro entidades de destino: show, banda, estádio e pista. Cada 
uma delas teve uma característica atribuída, e essas características se 
somam para identificar a polaridade da sentença. 
Para cada entidade de destino, pode-se vincular uma ou mais 
características, que no caso, são os termos polares (termos que possuem 
polarização positiva ou negativa). Ainda sobre o exemplo apresentado, 
pode-se vincular o termo polar “gostei” com a entidade “show”, sabendo 
que “gostei” é um termo polar positivo. É importante observar que os 
termos polares não possuem classificações comuns para todos os 
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domínios, em muitos casos, eles podem ser ambíguos, ou seja, ter uma 
classificação diferente. 
Para Li e Tsai (2013), a grande maioria dos algoritmos de 
classificação de documentos é facilmente afetada por termos ambíguos, 
o que pode gerar uma classificação errada. Segundo Liu et al. (2015), 
termos polares comumente possuem conotação (polarização) distinta, 
dependendo do domínio de aplicação. Essa situação pode trazer 
problemas para o processo de análise de sentimento. 
O uso de análise de sentimento traz benefícios para a tomada de 
decisão de uma organização, tendo em vista que é possível mesclar a 
opinião de terceiros com informação internas, a fim de explicitar novos 
conhecimentos e/ou subsidiar a tomada de decisão (PAI et al., 2013). A 
utilização de classificação baseada em qualificadores, positivo e 
negativo, apresenta bons resultados, mas ainda está longe de 
proporcionar uma classificação de qualidade, ou seja, realmente 
representativa sobre a opinião do usuário (LI; XIA; ZHANG, 2011). 
A análise de sentimento costuma focar na polarização da sentença 
como um todo, sem combinar o processo com as características de um 
produto ou dos demais objetos do domínio, o que pode tornar a 
classificação incompleta ou menos relevante para a tomada de decisão 
(WANG; XU; WAN, 2013; PEÑALVER-MARTINEZ et al., 2014; 
SERRANO-GUERRERO et al., 2015). 
Além da orientação semântica (positiva ou negativa) não ser 
suficiente para uma análise mais efetiva (FENG et al., 2011), a cada 
nova classificação, é necessário considerar todo o processo de inferência 
e de classificação novamente, não aproveitando todos os raciocínios já 
realizados. Para que os sistemas de análise de sentimento tenham uma 
classificação mais efetiva, esses devem ‘aprender’ a partir das práticas 
que obtiveram sucesso (KAISER; SCHLICK; BODENDORF, 2011; 
ATKINSON; SALAS; FIGUEROA, 2015). 
Wang, Xu e Wan (2013) apresentam três desafios com que toda 
pesquisa focada em análise de sentimento deve se preocupar: 
(1) Encontrar o recurso ou o objeto nas sentenças; 
(2) Obter as características relacionadas com o recurso; e 
(3) Conseguir a polarização (orientação de sentimento) para a 
sentença 
Na visão de Li e Xu (2014), pela natureza do problema da análise 
de sentimento, as abordagens tradicionalmente mais utilizadas pelos 
pesquisadores são as baseadas em estatísticas como, por exemplo: 
Support Vector Machine (SVM), k-Nearest Neighborhood (k-NN), entre 
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outras. Os autores afirmam que essas técnicas são limitadas por dois 
motivos: 
 Frases complexas com negação ou perguntas retóricas não 
podem ser tratadas; e 
 Informações mais detalhadas sobre a classificação, como o 
porquê de se receber certa definição, não podem ser obtidas. 
A seção a seguir, apresenta a pergunta de pesquisa que norteia o 
presente trabalho. 
1.2 PERGUNTA DE PESQUISA 
A partir do contexto anteriormente declarado, apresenta-se a 
seguinte questão: Como a representação do conhecimento de 
determinado domínio e o armazenamento e recuperação de raciocínios 
passados podem auxiliar na tarefa intensiva de classificação com foco na 
análise de sentimento? 
1.3 PRESSUPOSTOS DA PESQUISA 
O presente trabalho possui alguns pressupostos que estão 
expostos com mais detalhes a seguir.  
 Documentos não-estruturados podem abrigar informações 
importantes para uma organização.  
 Os métodos de classificação podem possuir uma taxa de 
acerto melhor se forem sensíveis ao domínio de aplicação.  
 É possível utilizar dados e informações presentes em recursos 
da Web 2.0 para auxiliar na complementação das bases de 
conhecimento de uma organização. 
 A análise de sentimento pode representar a imagem de um 
produto ou serviço baseando-se em textos e em sentenças 
extraídos da Internet. 
 É possível armazenar a inferência de uma classificação 
passada para utilizá-la em uma nova classificação.  
 A identificação de características de um produto ou de um 
objeto em uma sentença pode auxiliar o entendimento do 
resultado de uma classificação.  
 O uso de ontologias de domínio promove uma 
contextualização aprimorada de recursos (textos) e, portanto, 
uma melhor polarização/classificação.  
 Uma inferência pode ser representada na forma de árvore, de 
modo que seja possível armazená-la, recuperá-la e 
reaproveitá-la na tarefa de classificação. 
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1.4 OBJETIVOS DO TRABALHO 
 Nesta seção, encontram-se descritos os objetivos geral e 
específicos que se busca atingir ao longo do desenvolvimento desta tese. 
1.4.1 Objetivo geral 
Desenvolver um modelo em que seja possível representar o 
conhecimento de domínio, bem como, armazenar e recuperar raciocínios 
passados para suportar a tarefa de classificação voltada à polarização de 
conteúdo não-estruturado. 
1.4.2 Objetivos específicos 
 Para este trabalho, formularam-se os seguintes objetivos 
específicos: 
 Identificar e implementar técnicas de Engenharia do 
Conhecimento para a aplicação de classificadores semânticos 
no processo de análise de sentimento; 
 Analisar o uso de uma abordagem baseada em casos passados 
para auxiliar na solução proposta; 
 Propor um modelo que utilize os elementos explicitados e 
aborde as oportunidades de pesquisa identificadas durante a 
revisão sistemática; 
 Demonstrar a viabilidade do modelo proposto, por meio da 
construção de um protótipo, assim como a aplicação deste em 
alguns cenários; 
 Realizar uma análise comparativa, focada na análise de 
sentimento, com outros modelos de classificação de texto; 
 Avaliar a robustez do modelo proposto comparando-o com 
classificadores tradicionais por meio de medidas 
padronizadas. 
Na próxima seção, apresenta-se a justificativa e a relevância do 
tema. 
1.5 JUSTIFICATIVA E RELEVÂNCIA DO TEMA 
As organizações estão, cada vez mais, transformando-se em 
instituições do conhecimento, pois suas atividades são de natureza 
cognitiva, ou seja, são atividades intensivas em conhecimento 
(LYTRAS; POULOUDI, 2006). Essas organizações têm se preocupado 
com a criação de conhecimento organizacional que, segundo Nonaka e 
Krogh (2009), é o processo de tornar o conhecimento criado por 
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indivíduos disponível, de tal forma que seja possível gerenciá-lo e 
utilizá-lo como suporte para a construção de sistemas baseados em 
conhecimento. 
Os documentos de uma organização podem trazer muito ganho ao 
processo de apoio à decisão, já que abrigam informações do seu 
domínio de aplicação. Esses registros podem também ser utilizados no 
processo de construção de bases de conhecimento, como apresentado 
nos trabalhos de El Sayed e Hacid (2008), Fortuna, Lavrac e Velardi 
(2008), Ceci et al. (2010) e Ceci, Pietrobon e Gonçalves (2012).  
Além do uso dos documentos da instituição, podem-se utilizar 
informações externas à organização para agregar valor ao processo de 
explicitação e de criação do conhecimento organizacional, bem como é 
possível utilizá-las diretamente para apoiar a tomada de decisão 
organizacional. Para Liu (2010b), no passado, quando uma pessoa 
precisava tomar alguma decisão, tipicamente perguntava a opinião de 
seus amigos e familiares. Uma organização, quando queria encontrar 
uma opinião sobre os seus produtos e serviços, recorria aos seus 
clientes. Antes da popularização da Internet, as organizações tinham de 
apelar a canais como o telefone e as malas diretas contendo formulários 
de sugestões e reclamações. Nos dias atuais, as mídias sociais, bem 
como as demais aplicações da Web 2.0, podem ser canais para encontrar 
essas opiniões (DURIC; SONG, 2012). 
As mídias sociais apresentam informações em texto livre, ou seja, 
de forma não-estruturada (ATKINSON; SALAS; FIGUEROA, 2015). 
Dessa forma, o uso da análise de sentimento torna-se uma alternativa na 
extração de informações sobre produtos e serviços a fim de adicionar 
valor aos dados internos da organização (JEBASEELI; 
KIRUBAKARAN, 2012; KONTOPOULOS et al., 2013). 
Segundo Liu (2010b), com o passar dos anos, tanto a academia 
quanto as organizações têm voltado os olhos para a análise de 
sentimento, uma vez que as visões exteriores à instituição são 
estratégicas à tomada de decisão. Para He, Alani e Zhou (2010), a 
análise de sentimentos visa compreender a emoção subjetiva da 
informação, tais como opiniões, atitudes e anseios expressos no texto.  
Tornou-se um tema frequentemente estudado nos últimos anos, 
principalmente por causa da explosão no uso de dispositivos móveis e 
do aumento do tempo de exposição dos usuários à Internet, o que 
permite que sejam facilmente publicadas opiniões nos meios de 
comunicação social, incluindo blogs, fóruns de discussão, tweets etc. 
(DURIC; SONG, 2012; MEDHAT; HASSAN; KORASHY, 2014). As 
organizações devem considerar o uso das informações obtidas por meio 
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de recursos da Web 2.0 (ATKINSON; SALAS; FIGUEROA, 2015). 
Além disso, é necessário que esses dados (opiniões) sejam cruzados com 
elementos da base de conhecimento para que se tenha uma classificação 
mais eficiente e coerente com o domínio de aplicação 
(KONTOPOULOS et al., 2013).  
O domínio de aplicação deve ser modelado de modo que seja 
possível armazená-lo e utilizá-lo em sistemas de conhecimento, 
reaproveitando-o sempre que necessário (PEÑALVER-MARTINEZ et 
al., 2014). Para Nassirtoussi (2014), o uso de ontologias como suporte à 
análise de sentimento é uma abordagem interessante, pois apresenta 
elementos do domínio da instituição durante o processo de classificação. 
Segundo Tsytsarau e Palpanas (2012), as ontologias podem trazer 
benefícios à análise de sentimento, tanto na identificação de recursos e 
características de um produto ou serviço presente na sentença quanto na 
própria polarização, a partir da identificação de termos polarizados do 
domínio.  
A identificação da entidade de destino é um dos principais 
desafios do processo de análise de sentimento (ZHAO et al., 2015). 
Vários trabalhos utilizam as ontologias para auxiliar na identificação de 
conceitos e entidades relacionados com as sentenças, como, por 
exemplo, Penãlver-Martinez et al. (2014), Lau, Li e Liao (2014), Liu et 
al. (2015), entre outros. 
A partir da identificação do domínio de aplicação, é possível 
tratar os termos polares ambíguos, ou seja, que possuem polarização 
distinta dependendo da sua aplicação (LIU et al., 2015, AGARWAL et 
al., 2015). Conforme afirmam Li e Tsai (2013), a capacidade para tratar 
a ambiguidade de um classificador está diretamente ligada à tarefa de se 
classificar com precisão, o que demonstra a importância de levar em 
consideração informações do domínio de aplicação. 
Com o uso de classificadores semânticos combinados aos 
elementos tradicionais da análise de sentimento, organizações do 
conhecimento têm uma poderosa fonte de registros para valorizar a sua 
base de conhecimento, podendo auxiliar ainda mais na tomada da 
decisão e na descoberta de conhecimento (LI; TSAI, 2013; MEDHAT; 
HASSAN; KORASHY, 2014). 
O uso de métodos baseados em casos ampara o armazenamento, a 
aprendizagem e a recuperação de episódios passados para que possam 
auxiliar na classificação de novos casos. Essa abordagem é utilizada no 
contexto da análise de sentimento em alguns trabalhos, entre eles, Zhang 
e Liu (2011a), Ohana et al. (2012), Minhas et al. (2013), Sani et al. 
(2013), Dong et al. (2013a) e Dong et al. (2013b). 
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Por fim, em muitos casos, o caminho percorrido para chegar até a 
orientação semântica é mais importante que a própria classificação, ou 
seja, saber o porquê de se ter atingido determinada informação e quais 
outros qualificadores estão envolvidos na análise é essencial para que, 
posteriormente, se possa utilizar esse raciocínio (inferência) em novas 
classificações. Trabalhos como os propostos por Kaiser, Schlick e 
Bodendorf (2011) e Li e Xu (2014) corroboram tais afirmações. 
1.6 ORIGINALIDADE 
O modelo proposto neste trabalho procura combinar a técnica de 
raciocínio baseado em casos (RBC) com o uso de ontologia para auxiliar 
no processo de classificação semântica, mais precisamente na análise de 
sentimento, de modo que todo o raciocínio já desenvolvido seja 
armazenado e reaproveitado em novas classificações. 
Utilizou-se, como ponto de partida, uma revisão sistemática para 
identificar como as áreas da classificação semântica e da análise de 
sentimento estão organizadas e quais são suas linhas de pesquisa. 
Durante o processo da revisão sistemática, não foram encontrados 
artigos que tivessem como foco o processo de armazenamento, 
recuperação e reutilização de raciocínios passados para o processo de 
análise de sentimento, o que demonstra uma lacuna enquanto proposta 
de solução para a tarefa de classificação. 
Dos 85 artigos classificados como relevantes e lidos, apenas 7 
tratam do tema-raciocínio relativo à análise de sentimento: Wu et al. 
(2010), Huang e Qiu (2010), Cambria et al. (2012a), Cambria et al. 
(2012b), Li e Tsai (2013), Pai (2013), Kontopoulos et al. (2013). 
As escolhas dos elementos do modelo proposto estão diretamente 
ligadas aos já apresentados na revisão sistemática. Neste modelo se 
combinaram técnicas de classificação com RBC e com ontologia. Essa 
forma de orquestrar as soluções não foi encontrada em nenhum artigo 
presente na revisão sistemática. 
A ideia de utilizar RBC partiu da análise do trabalho de Li e Tsai 
(2013), que combina essa técnica com a Lógica Fuzzy para realizar a 
análise de sentimento. O ponto em que o presente modelo diverge dessa 
abordagem é que os casos armazenados são os próprios documentos já 
polarizados e não o raciocínio que se teve para chegar à classificação. 
Sobre o uso da ontologia, muitos artigos a utilizam como forma 
de armazenar o conhecimento de domínio da organização, bem como 
para representar o domínio da análise de sentimento. No contexto de uso 
das ontologias para raciocínio, quatro artigos apresentam explicitamente 
o seu uso: CAMBRIA et al., 2012a; 2012b; PAI, 2013; e 
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KONTOPOULOS et al., 2013. Nesses artigos, a ontologia foi utilizada 
como forma de representação de conhecimento e como subsídio para os 
raciocínios. Contudo, em nenhum dos trabalhos, o armazenamento ou o 
reaproveitamento de raciocínios anteriores foi utilizado. 
Após a conclusão da etapa de experimentos deste trabalho, optou-
se por revisitar as bases indexadas de artigos e atualizar a revisão 
sistemática. Constatou-se que, até o momento, o gap identificado a 
partir da literatura ainda continua aberto. Mais informações são 
apresentadas na Seção 4.5.1.   
1.6.1 Contribuições 
A contribuição principal deste trabalho consiste na concepção de 
um novo modelo de classificação semântica focado no reaproveitamento 
dos raciocínios (inferências) efetuados a partir da utilização de RBC 
com ontologias para a classificação de sentenças ou documentos novos. 
Além da contribuição principal, a seguir são apresentadas outras 
possíveis contribuições do referente trabalho.  
 Definição de uma estrutura de dados para armazenamento, 
recuperação e reaproveitamento de inferências efetuadas 
durante o processo de classificação.  
 Extensão de uma ontologia de domínio para a utilização no 
contexto da análise de sentimento.   
 Implementação de um protótipo que ateste a viabilidade do 
modelo proposto, bem como a sua aplicação em estudos de 
caso.  
 Elaboração de uma metodologia que apresente os conceitos 
do domínio e uma justificativa para o sentimento, a qual pode 
ser utilizada também como validação para o processo de 
classificação.  
 Definição de um método para adequação do léxico de 
sentimento pelos casos passados.  
 Implementação de uma estratégia para tratamento de 
ambiguidade.  
 Método para construção de uma base de conhecimento para 
uma organização baseado nas classificações de sentenças. 
A próxima seção demonstra o escopo da presente pesquisa. 
1.7 ESCOPO DO TRABALHO 
Este trabalho tem como objetivo a classificação de textos, 
identificando sentimentos e opiniões presentes em bases textuais 
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disponíveis na web, não tendo como foco a extração e a análise de 
sentimentos a partir de texto disponíveis em revistas ou outras mídias, 
sejam elas, impressas, sonoras ou imagéticas.  
O modelo proposto, utiliza-se de uma série de técnicas e métodos, 
como o Raciocínio Baseado em Casos, o processamento de linguagem 
natural e os métodos estatísticos, não tendo como pretensão trazer uma 
contribuição direta para essas ferramentas. 
Uma ontologia de domínio foi utilizada como base de 
conhecimento para o modelo. Contudo, não é o foco desta pesquisa 
apresentar técnicas para a modelagem ou criação da ontologia em 
questão, tendo em vista que ela pode ser substituída por uma que faça 
mais sentido ao domínio em questão. 
Também não se objetiva que o protótipo desenvolvido a partir do 
modelo proposto apresente características de um produto final, uma vez 
que o protótipo tem como foco a avaliação do modelo. 
Para a avaliação do modelo proposto, serão utilizados apenas 
textos curtos, de no máximo duas páginas, não sendo o foco identificar a 
polarização de livros ou textos longos. Este trabalho também não tem 
como objetivo contribuir para as áreas de tratamento de negação e 
análise de subjetividade.  
A próxima seção tem como objetivo apresentar a metodologia de 
pesquisa utilizada neste trabalho. 
1.8 METODOLOGIA DA PESQUISA 
A presente seção visa descrever a metodologia utilizada neste 
trabalho a fim de classificar a pesquisa dentro dos diversos pontos de 
vista. Segundo Gil (1999, p.42, apud SILVA; MENEZES, 2001, p.19), 
“o objetivo fundamental da pesquisa é descobrir respostas para 
problemas mediante o emprego de procedimentos científicos.”. 
O trabalho aqui apresentado, sob o ponto de vista de sua natureza, 
é caracterizado como uma pesquisa aplicada, a qual, conforme Silva e 
Menezes (2001, p.20), “objetiva gerar conhecimentos para aplicação 
prática, dirigidos à solução de problemas específicos. Envolve verdades 
e interesses locais.”. 
Para atingir os objetivos desta pesquisa, o trabalho dividiu-se nas 






Figura 1 – Etapas metodológicas do trabalho 
 
Fonte: Elaborado pelo autor 
 Inicialmente, definiu-se o tema do trabalho com o orientador (1). 
Após a definição, formulou-se um protocolo para aplicar durante o 
processo da revisão sistemática (2) – mais detalhes sobre essa etapa 
podem ser observados na Seção 2.1.1. 
 A etapa de revisão sistemática é importante para demonstrar 
lacunas existentes na área de classificação de textos e de análise de 
sentimento. A partir dessa etapa, definiu-se o problema de pesquisa (3), 
os objetivos (4) e a justificativa (5) para a presente pesquisa. 
 Após as etapas anteriores serem finalizadas, desenvolveu-se a 
revisão da literatura (6). Primeiramente, definiu-se conceitos 
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importantes para a tese, por exemplo: sentimento, opinião, classificação 
semântica e análise de sentimento. O próximo passo foi identificar os 
principais métodos e técnicas aplicados para a tarefa de classificação, 
que foram explicitados durante a revisão sistemática. Na sequência, 
foram definidos conceitos sobre ontologia como forma de 
armazenamento e de reaproveitamento de conhecimento do domínio. 
Por fim, foi identificado um método ou técnica para armazenar e 
reaproveitar casos passados. 
 Com a revisão da literatura concluída, definiu-se uma primeira 
proposta de modelo para a tese (7). A partir do modelo definido, foi 
desenvolvido um protótipo (8), a fim de atestar a viabilidade do modelo. 
 Na etapa (9), procurou-se definir o método e as medidas de 
avaliação do modelo proposto a partir da execução de um experimento 
sobre o protótipo desenvolvido. 
 Por fim, avaliou-se os resultados (10), de forma que fosse 
possível compará-los com outros modelos e com propostas similares 
para solucionar o problema de pesquisa. 
1.9 ADERÊNCIA AO OBJETO DE PESQUISA DO PROGRAMA 
Esta seção tem como objetivo demonstrar a aderência da tese ao 
objeto de pesquisa do Programa. Para isso, as três subseções seguintes 
apresentam a identidade da tese, o contexto estrutural no EGC e as 
referências factuais.  
1.9.1 Identidade 
A aderência deste trabalho ao objeto de pesquisa do Programa de 
Pós-Graduação em Engenharia e Gestão do Conhecimento1 pode ser 
reforçada a partir do objeto de pesquisa e dos objetivos do Programa: 
O objeto de pesquisa do EGC refere-se aos 
macroprocessos de explicitação, gestão e 
disseminação do conhecimento. Estes incluem os 
processos de criação (e.g., inovação de ruptura), 
descoberta (e.g., redes sociais), aquisição (e.g., 
inovação evolutiva), formalização/codificação 
(e.g., ontologias), armazenamento (e.g., memória 
organizacional), uso (e.g., melhores práticas), 
compartilhamento (e.g., comunidades de prática), 
transferência (e.g., educação corporativa) e 
evolução (e.g., observatório do conhecimento). 
[...] Deste modo, o objetivo do EGC consiste em 
                                                 
1 Disponível em: <http://www.egc.ufsc.br/htms/vermais_index.htm>. Acesso em: 10 out. 2010. 
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investigar, conceber, desenvolver e aplicar 
modelos, métodos e técnicas relacionados tanto a 
processos/bens/serviços como ao seu conteúdo 
técnico-científico [...]. 
 Pode-se observar que o modelo está aplicado sobre o processo de 
aquisição do conhecimento disponível nas mídias sociais, a fim de 
possibilitar a convergência das informações internas com as externas à 
organização. 
 O conhecimento, no contexto deste trabalho, está presente na 
representação do domínio de aplicação, pelo uso das ontologias, e na 
formalização e armazenamento dos raciocínios (inferências) passados na 
forma de árvores de sentimento. 
1.9.2 Contexto estrutural no EGC 
A Engenharia do Conhecimento nasceu de um ramo da 
Inteligência Artificial (IA), tendo como objetivo estudar técnicas e 
métodos para a extração, manipulação e classificação do conhecimento, 
promovendo suporte à construção de sistemas de conhecimento, bem 
como fornecendo insumos para a Gestão do Conhecimento 
(SCHREIBER et al., 2002; STUDER; BENJAMINS; FENSEL, 1998). 
No que tange ao escopo deste trabalho, o aspecto que o 
contextualiza na área de Engenharia do Conhecimento reside no fato de 
o modelo ter como objetivo a materialização, principalmente dos 
macroprocessos de explicitação, do conhecimento, sem perder a 
possibilidade de promover suporte aos macroprocessos de gestão e 
disseminação do conhecimento.  
Segundo Levy (2009), o ferramental disponibilizado pela Web 2.0 
é um importante aliado para a gestão do conhecimento, pelo fato de os 
seus usuários trocarem conhecimento diretamente. Diante das 
informações disponibilizadas em ferramentas colaborativas da Web 2.0, 
as organizações podem analisar opiniões sobre seus produtos, serviços 
ou imagem. 
Para que os dados extraídos possam somar valor às bases de caso 
e conhecimento, é necessário anteriormente submetê-las a um 
processamento em que elas sejam qualificadas. Para tal, é utilizado 
ferramental de processamento de linguagem natural, análise de 
sentimento, elementos de análise da linguística e da inteligência 
artificial. 
O presente trabalho está centrado na linha de pesquisa Teoria e 
Prática em Engenharia do Conhecimento, que busca, por ferramental 
computacional, apoiar a processos de aquisição e de representação do 
38 
 
conhecimento, permitindo que esses processos possam ser geridos e 
utilizados pelas três áreas do programa: engenharia, gestão e mídia do 
conhecimento. 
1.9.3 Referências factuais 
 O presente trabalho tem como foco principal a área da 
classificação semântica, mais precisamente a área de análise de 
sentimento. A seguir, são apresentados os dois trabalhos desenvolvidos 
no programa que são relacionados com a área de classificação 
semântica.  
PIZZOL, Leandro Dal. Uso da Web de Dados como Fonte de 
Informação no Processo de Inteligência Competitiva Setorial. 
Dissertação, 2014. 
 
RIBEIRO, Samuel F. Sistema de Conhecimento para Gestão 
Documental no Setor Judiciário: uma aplicação no Tribunal Regional 
Eleitoral de Santa Catarina. Dissertação, 2010. 
 Existe apenas uma tese que comenta sobre a temática de 
sentimento no seu contexto, qual seja: 
GARCIA, Roseli Amado S. Mídias do Conhecimento na autoconstrução 
de sujeitos complexos: um estudo de caso no Museu de Arte Moderna 
da Bahia. Tese, 2010. 
 Sobre o tema Análise de Sentimento ou Mineração de Opinião, 
existe apenas uma dissertação, apresentada a seguir.  
LINDNER, Luis Henrique. Diretrizes para o design de interação em 
redes sociais temáticas com base na visualização do conhecimento. 
Dissertação, 2015. 
 Para obter os textos aplicados na análise de sentimento, de modo 
que seja possível coletar as opiniões de usuários ou clientes sobre seus 
produtos ou serviços, é necessário utilizar como base plataformas 
disponíveis na Web 2.0. Sobre Web 2.0, existem seis trabalhos já 
defendidos no Programa, como é possível observar a seguir. 
DRUZIANI, Cássio Frederico Moreira. O Repositório Web Como 





DZIEKANIAK, Gisele Vasconcelos. Método para Inclusão de 
Conhecimento Presente em Mídias Sociais no Aprimoramento de 
Plataformas de Governo Eletrônico. Tese, 2012. 
 
BENÍTEZ HURTADO, Segundo Raymundo. Práticas de Gestão do 
Conhecimento no Processo de Formação de Docentes em uma 
Universidade Privada do Equador. Dissertação, 2012. 
 
BEIRÃO FILHO, José Alfredo. Criação e Compartilhamento do 
Conhecimento da Área de Moda em Um Sistema Virtual Integrado – 
SIMODA. Tese, 2011. 
 
OLIVEIRA, Thiago P. S. de. Sistemas Baseados em Conhecimento e 
Ferramentas Colaborativas para a Gestão Pública: Uma Proposta ao 
Planejamento Público Local. Dissertação, 2009. 
 
SILVA, Rodrigo Gecelka da. O Potencial Educacional dos Mundos 
Virtuais Tridimensionais: Um Estudo de Caso do Second Life. 
Dissertação, 2012. 
 Além da busca por trabalhos relacionados com as temáticas da 
tese, objetiva-se identificar trabalhos que utilizaram como base para 
encontrar o problema de pesquisa, revisões sistemáticas. Foram 
encontrados vinte e um trabalhos já defendidos, como é possível 
observar a seguir. 
HELOU, Angela Regina Heinzen Amin. Avaliação da Maturidade da 
Gestão do Conhecimento na Dministração Pública. Tese, 2015. 
 
MEZZAROBA, Mariana Pessini. Requisitos para a Avaliação de Portais 
de Governo Eletrônico do Poder Judiciário a partir das Resoluções de 
Metas do CNJ. Dissertação, 2015. 
 
REGINALDO, Thiago. Referenciais Teóricos e Metodológicos para a 
Prática do Design Thinking na Educação Básica. Dissertação, 2015. 
 
SÁ, Marcelo Alexandre. Redes De Cooperação Como Estratégia Para 





LINO, Sônia Regina Lamego. Diretrizes para a Institucionalização da 
Gestão do Conhecimento na Rede Federal de Educação Profissional, 
Científica e Tecnológica, Brasil. Tese, 2013. 
 
BERG, Carlos Henrique. Avaliação de Ambientes Virtuais de Ensino 
Aprendizagem Acessíveis Através de Testes de Usabilidade com 
Emoções. Dissertação, 2013. 
 
MUÑOZ, Denise Leonora Cabrera. Processos de Conhecimento 
Associados à Gestão para Sustentabilidade: Um Estudo Baseado na 
Revisão Sistemática de Literatura. Dissertação, 2013. 
 
BONILLA, Maria Alejandra Maldonado. Recompensas e Retenções de 
Profissionais Voltados para Atividades de Conhecimento em 
Organizações. Dissertação, 2013. 
 
SANTANA, Julival Queiroz de. Liderança Autêntica no Batalhão de 
Operações Policiais Especiais de Santa Catarina. Dissertação, 2012. 
 
DIAS, Adriano Júnior. Relações entre a Estrutura Organizacional, a 
Gestão do Conhecimento e a Inovação, em Empresas de Base 
Tecnológica. Dissertação, 2012. 
 
BRITO, Ronnie Fagundes de. Modelo de Referência para 
Desenvolvimento de Artefatos de Apoio ao Acesso dos Surdos ao 
Audiovisual. Tese, 2012. 
 
MALDONADO, Mauricio Uriona. Dinâmica de Sistemas Setoriais de 
Inovação: Um Modelo de Simulação Aplicado no Setor Brasileiro de 
Software. Tese, 2012. 
 
SCHNEIDER, Elton Ivan. Uma Contribuição aos Ambientes Virtuais de 
Aprendizagem (AVA) Suportados pela Teoria da Cognição Situada 
(TCS) para Pessoas com Deficiência Auditiva. Dissertação, 2012. 
 
SCHMITZ, Ana Lúcia Ferraresi. Competências Empreendedoras: Os 
Desafios dos Gestores de Instituições de Ensino Superior como Agentes 
de Mudança. Tese, 2012. 
 
SEWALD JUNIOR, Egon. Modelagem de Sistema de Conhecimento 




ROCHA, Paula Regina Zarelli. Métodos de avaliação de ativos 
intangíveis e capital intelectual: análise das competências individuais. 
Dissertação, 2012. 
 
SILVEIRA, Rosana Rosa. Diretrizes para mitigar as barreiras à 
implementação da gestão do conhecimento em organizações. Tese, 
2011. 
 
CABRAL, Rodrigo Bittencourt. Concepção, implementação e validação 
de um enfoque para integração e recuperação de conhecimento 
distribuído em bases de dados heterogêneas. Dissertação, 2010. 
 
GIGLIO, Kamil. Análise comparativa entre IPTV, WEBTV e TVD com 
foco em disseminação do conhecimento. Dissertação, 2010. 
 
MACHADO, Cátia dos Reis. Análise estratégica baseada em processos 
de Inteligência Competitiva (IC) e Gestão do Conhecimento (GC): 
proposta de um modelo. Tese, 2010. 
 
KESSLER, Nery Ernesto. Revisão sistemática e metanálise da acurácia 
diagnóstica de testes laboratoriais para giardíase: contribuição para a 
gestão do conhecimento. Dissertação, 2007. 
 Diante das referências apresentadas, percebe-se que o presente 
trabalho está de acordo com a área de concentração da Engenharia do 
Conhecimento e possui trabalhos prévios que abordam temáticas 
similares. 
1.10 ESTRUTURA DO TRABALHO 
Este trabalho é composto por cinco capítulos, além da introdução 
que aqui se apresenta, sendo os demais relacionados a seguir.  
 O Capítulo 2 é composto por um referencial teórico no qual 
se apresentam as áreas: classificação, análise de sentimento, 
ontologias e raciocínio baseado em casos.  
 No Capítulo 3, apresenta-se o modelo proposto.  
 No Capítulo 4, é apresentada toda a evolução do modelo de 
tese até a sua versão final, incluindo a proposição de 
avaliação do modelo por meio da discussão dos resultados 
alcançados pelos experimentos e também por uma análise 
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comparativa com modelos correlatos ao proposto neste 
trabalho.   
 O Capítulo 5 e último, apresenta as considerações finais do 




2 FUNDAMENTAÇÃO TEÓRICA 
Este capítulo tem como objetivo apresentar o referencial teórico 
dos temas que são imprescindíveis para o desenvolvimento deste 
trabalho. Inicialmente, é apresentado o estado da arte, proveniente de 
uma revisão sistemática que utiliza como base termos relacionados ao 
tema da tese. 
A seção seguinte apresenta um referencial breve sobre a 
classificação de texto. Em seguida, é estudado o tema análise de 
sentimento, seção em que são apresentadas as suas subáreas bem como 
as principais técnicas e abordagens disponíveis.  
O foco da tese está centrado na tarefa intensiva de conhecimento 
da classificação. Segundo Schreiber et al. (2002), classificação consiste 
na vinculação de objetos a classes, levando em consideração as suas 
características. Os autores ainda afirmam que essa é uma etapa analítica. 
A classificação pode ser aplicada a diferentes domínios. No 
presente trabalho, pretende-se classificar sentenças e documentos como 
positivo ou negativo, limitando o uso da classificação à área da análise 
de sentimentos. Para ser mais eficiente, a classificação deve levar em 
consideração o domínio do problema em que está sendo aplicada, para 
isso o uso de ontologias pode trazer uma série de benefícios. 
Depois da seção sobre análise de sentimento, é apresentada uma 
revisão sobre ontologia e, por fim, sobre raciocínio baseado em casos. 
2.1 ESTADO DA ARTE 
Para a construção desta seção, utilizou-se a revisão sistemática. 
Segundo Melgar Sasieta (2011), as revisões sistemáticas não são iguais 
às revisões narrativas. No caso da primeira, um protocolo deve ser 
definido e seguido. A revisão sistemática está organizada em três etapas, 
uma de planejamento, que apresenta como pretende-se organizar e 
executar a revisão. A segunda etapa representa a execução da revisão. 
Nessa etapa, o objetivo é descrever como foi o processo e de que modo 
chegou-se ao resultado. Na terceira etapa, são ilustrados os resultados 
alcançados. 
2.1.1 Etapa 1: Planejamento da revisão 
Planejou-se fazer três buscas distintas na fonte de dados, com 
objetivos diferentes, a fim de dar suporte à construção do referencial 
bibliográfico e para auxílio das informações presentes no Capítulo 1. 
 Busca 1: levantamento da área de classificação semântica e 
análise de sentimento. 
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o Objetiva-se, com essa busca, identificar como a área 
está organizada, quais são os seus desafios e as suas 
propostas de soluções. 
 Busca 2: palavras-chave da problemática. 
o Essa busca tem como foco encontrar as possíveis 
soluções para as áreas relacionadas à problemática 
descrita, a fim de encontrar o gap nas propostas de 
soluções. 
 Busca 3: palavras-chave da proposta de solução. 
o Objetiva-se, com essa busca, verificar se a proposta 
de solução pode ser considerada inédita e original. 
A temática definida para a revisão sistemática está focada em 
‘classificação semântica’ e ‘análise de sentimento’. Como objetivo tem-
se a obtenção de artigos científicos relacionados ao tema e disponíveis 
em bases de conhecimento.  
Após definir a temática e o objetivo da revisão, formulou-se o 
seguinte questionamento como pergunta da revisão: Como armazenar e 
utilizar raciocínios de polarização passados para auxiliar na classificação 
semântica de novas sentenças? 
O próximo passo foi a definição da fonte de dados, que, por conta 
do convênio que a UFSC/CAPES possui, optou-se pela base Web of 
Knowledge | Web of Science, tendo também em vista a grande 
quantidade de artigos disponíveis e a abrangência de áreas suportadas. 
Para a execução da busca, definiu-se a estratégia apresentada com 













Figura 2 – Passos para a execução das buscas 
 
Fonte: Elaborado pelo autor 
A Figura 2 apresenta todos os passos necessários para a execução 
dos três tipos de busca definidos. Cada seta da figura representa um 
passo, conforme descrição a seguir. 
 Passo 1: a partir dos termos de busca, são selecionados todos os 
artigos disponíveis na base escolhida. Nesse caso, a Web of 
Knowledge. 
 Passo 2: os artigos são separados em relevantes e não 
relevantes para a temática. Depois, todos os artigos 
classificados como pertinentes são lidos e têm extraídas as suas 
características principais. 
 Passo 3: esse passo representa a busca por artigos que façam 
parte da temática, mas que também estejam relacionados com o 
problema de pesquisa. Por conta disso, não são efetuadas mais 
consultas à base de artigos e sim, aos artigos já recuperados. 
 Passo 4: os artigos retornados do processo de busca 2 são lidos 
e classificados pela sua relação com o tema e o problema. A 
partir desse ponto, é verificado se existem trabalhos que já 
tratam do problema, de forma a saber se ele é inédito. 
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 Passo 5: é formulada uma proposta de solução e são 
selecionados os artigos recuperados pelo processo de busca 2. 
 Passo 6: para encontrar o gap, é verificado se existe algum 
trabalho que se propõe a resolver o problema de pesquisa, 
utilizando a mesma hipótese desta tese. 
A próxima seção apresenta o processo de execução das três 
buscas propostas, documentando os elementos de cada etapa. 
2.1.2 Etapa 2: Execução da revisão 
Esta seção relata todo o processo de busca efetuado durante a 
etapa de revisão sistemática. Foram definidos três tipos de buscas 
distintas, cada qual é apresentada em seção própria. A seguir, são 
apresentados os elementos da primeira busca, na qual o alvo é a base 
Web of Knowledge. 
2.1.2.1 Busca 1 – Web of Knowledge 
Primeiramente, especificou-se os termos de busca relacionados ao 
tema da pesquisa. Os termos escolhidos foram: análise de sentimento; 
mineração de opinião; análise de subjetividade; e classificação 
semântica. O conector entre os termos utilizados para a busca foi “OU”. 
Com isso, pretendeu-se recuperar todos os artigos relacionados aos 
quatro termos de buscas selecionados. Vale lembrar que a base 
escolhida tem, na sua grande maioria, artigos em inglês. 
A consulta montada ficou da seguinte maneira: “semantic 
analysis” OR “opinion mining” OR “subjectivity analysis” OR 
“semantic classification”. 
Os campos de busca selecionados foram “Topic” OR 
“Publication name”. A Figura 3, a seguir, apresenta a tela em que a 











Figura 3 – Portal Web of Science 
 
Fonte: Elaborado pelo autor 
A busca retornou 837 artigos. Formulou-se a Figura 4 para 
demonstrar a distribuição dos artigos por ano. 
Figura 4 – Artigos retornados da busca distribuídos por ano 
 
Fonte: Elaborado pelo autor 
Como é possível observar na Figura 4, a partir de 1999, houve um 
aumento na publicação de artigos relacionados ao tema do presente 
trabalho. A Figura 5 apresenta os artigos publicados entre 1999 e 





















































































Figura 5 – Artigos publicados entre 1999 e meados de 2013 
 
Fonte: Elaborado pelo autor 
Dos 837 artigos resultantes da pesquisa efetuada na Web of 
Knowledge, apenas 166 estavam disponíveis para download, utilizando 
como alicerce o convênio da UFSC-CAPES com a base em questão. A 
Figura 6 expõe a distribuição dos artigos coletados por ano.  
Figura 6 – Artigos coletados por ano 
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É importante ressaltar que existe uma queda na publicação de 
artigos sobre o tema em 2013, mas o motivo para isso é que esta revisão 
sistemática foi executada no meio do ano de 2013. 
Para a seleção dos artigos recuperados, utilizou-se como base 
para a avaliação, o título do artigo, seu resumo e sua introdução. 
Considerou-se interessante para o presente trabalho apenas os artigos 
que apresentam análises e proposições focadas nas áreas da Computação 
e da Engenharia do Conhecimento, não sendo considerados os trabalhos 
que procuram verificar a análise de sentimento ou a mineração de 
opinião na perspectiva da Saúde ou das Ciências Sociais. 
A partir da leitura do resumo e da introdução, foram selecionados 
85 artigos como relevantes para o contexto desta tese. Os artigos 
selecionados foram submetidos à leitura completa para extrair 
informações sobre a sua natureza, sobre as técnicas utilizadas, sobre o 
seu foco e outras informações que pudessem contribuir para a tese. Esse 
número representa 51% dos artigos coletados. 
A primeira análise, efetuada a partir da leitura dos artigos 
selecionados, segue a ordem cronológica de publicação. O artigo mais 
antigo selecionado foi publicado em 2004 e o mais recente, em 2013, 
ano corrente desta revisão. 
A Figura 7 demonstra como está distribuída a quantidade de 
artigos selecionados para leitura ao longo dos anos. 
Figura 7 – Artigos selecionados distribuídos por ano 
 











Ao analisar a Figura 7, percebe-se que o número de publicações 
relacionadas à área vem aumentando a cada ano. Essa informação 
também pode ser constada ao analisar a Figura 4, que apresenta todos os 
artigos disponíveis sobre o tema. 
Para cada palavra-chave que se utilizou como termo de busca, 
foram encontrados artigos relacionados com a tese. Além dos quatro 
termos utilizados, surge um quinto (foco) que pode ser referenciado 
como dicionário de sentimento. Nesse caso, o foco dos trabalhos está na 
criação de uma base de termos que possa auxiliar na classificação 
semântica, mais precisamente para a análise de sentimento. Formulou-se 
uma tabela com a quantidade total de artigos relevantes por termos de 
busca, a Tabela 1: 
Tabela 1 – Totais de artigos divididos pelo seu foco 
Termo / Foco Total 
Análise de sentimento 60 
Análise de subjetividade 1 
Classificação semântica 7 
Mineração de opinião 13 
Dicionários de sentimento 5 
Fonte: Elaborado pelo autor 
Pela leitura dos artigos, foi possível identificar as técnicas mais 
utilizadas para a classificação focadas na análise de sentimento. A 
Tabela 2 apresenta as técnicas ordenadas pelo seu uso nos artigos. 
Tabela 2 - Técnicas utilizadas para a classificação. 
Técnica Artigos que a utilizam 
SVM 15 






Fonte: Elaborado pelo autor 
Percebe-se que, para a etapa de classificação, são utilizadas 
técnicas de várias naturezas. O SVM (Support Vector Machine) que, 
segundo a revisão é a técnica mais utilizada, é conhecido como um 
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método de aprendizagem supervisionada. POS Tagging, que é a segunda 
técnica mais utilizada, baseia-se numa abordagem linguística. 
A técnica de clusterização é classificada com uma tática para 
aprendizagem não supervisionada e é a terceira técnica mais utilizada. 
Naïve Bayes é uma técnica de aprendizagem supervisionada, da mesma 
forma que o SVM, e está empatada com a clusterização em se tratando 
de seu uso. A quinta técnica mais utilizada é a PMI (Point Wise Mutual 
information), uma abordagem de natureza estatística. A sexta, chamada 
reconhecimento de entidades nomeadas (NER – Named Entity 
Recognition), fundamenta-se em uma abordagem linguística. 
Muitas outras técnicas foram empregadas, mas optou-se por 
trabalhar apenas com as seis mais utilizadas segundo a amostra 
recuperada. Além das técnicas, observou-se que muitos trabalhos 
utilizam como base para sua análise, dicionários, taxonomias, corpus 
anotados ou ontologias. Dos 85 artigos coletados, 45 utilizam alguma 
base de conhecimento para auxiliar na classificação. 
A classificação semântica, mais precisamente, a análise de 
sentimento, pode ser aplicada a diferentes contextos. É possível observar 
alguns casos de aplicação a partir da leitura dos artigos selecionados.  
 Análise da imagem de políticos (em período de eleição ou já 
eleitos); 
 Opiniões sobre produtos ou serviços; 
 Análise de citações de trabalhos científicos; 
 Campanhas publicitárias e marketing; 
 Inteligência competitiva; 
 Detecção de crimes e de terrorismo; 
 Identificação de situações críticas; entre outros. 
Na seção a seguir, são apresentadas, com mais detalhes, a 
execução e as análises efetuadas a partir da segunda busca. 
2.1.2.2 Busca 2 – Artigos relacionados com a temática 
A segunda busca está centrada na identificação dos artigos que 
tratam tanto do tema – artigos eleitos na primeira busca – quanto da 
problemática. Percebe-se que a questão central do problema de pesquisa 
da tese encontra-se no reaproveitamento de raciocínios passados. Por 
conta disso, o termo de busca utilizado para selecionar os artigos desta 
fase foi reasoning. 
Foram escolhidos 20 artigos que possuem o termo de busca em 
seu conteúdo. O problema dessa abordagem é que, mesmo que o termo 
de busca exista no conteúdo do documento, isso não garante que ele 
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esteja relacionado ao problema da tese. Por conta disso, foram 
selecionados apenas os artigos que estão diretamente relacionados com 
o tema em questão. Dos 7 artigos relacionados à problemática, 2 foram 
publicados em 2010, 2 em 2012 e 3 artigos publicados em 2013.  
O primeiro artigo lido, desenvolvido por Wu et al. (2010), 
apresenta uma estratégia visual para auxiliar o analista em seu 
raciocínio. O grande foco desse trabalho está na forma de representar os 
sentimentos de uma massa de textos. 
No trabalho de Huang e Qiu (2010), é apresentada uma técnica 
chamada SLN (Semantic Link Network) para a análise de citações. 
Nessa proposta, são construídos grafos semânticos, como aqueles em 
que se é possível raciocinar a partir da análise das relações dos nodos 
envolvidos. Nessa proposição, é viável utilizar regras e inferências sobre 
as relações como, por exemplo, raciocinar com fundamentação nas 
relações transitivas entre os nodos do grafo. 
Cambria et al. (2012a) traz uma visão de raciocínio a partir de 
estruturas de conhecimento de domínio chamadas de ontologias. Na 
visão dos autores, deve-se utilizar para a análise de sentimento, a ideia 
do senso comum. São utilizadas várias ontologias de sentimento 
combinadas com uma base de sentenças, chamada Open Mind Common 
Sense, que possui dados coletados da Internet desde 2010. As ontologias 
permitem raciocínio com gênese na sua estrutura semântica, forma que o 
presente trabalho trata essa tarefa. 
O trabalho apresentado por Cambria et al. (2012b), por sua vez, 
expõe o uso da mesma estratégia que o trabalho de 2012a, mas aplicada 
a outro domínio do conhecimento. 
Na abordagem de Li e Tsai (2013), utilizou-se da lógica Fuzzy 
para tratar da classificação e da desambiguação da polarização. Para a 
aprendizagem, os autores usufruíram da técnica conhecida como 
Raciocínio Baseado em Casos (RBC). Essa tática permite que seja 
construída uma base de casos na qual, provindo do raciocínio, pode-se 
categorizar os novos documentos a partir da similaridade com os casos 
já conhecidos. 
O trabalho de Pai (2013) apresenta uma etapa chamada 
Representação do Conhecimento e Raciocínio. Nessa etapa, é utilizada 
como base uma ontologia em que é possível fazer inferências 
(raciocínios) a partir da sua estrutura formal. 
Kontopouloset al. (2013) propõe a utilização de uma ontologia de 
domínio para auxiliar na análise de sentimento. Para a parte de 
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raciocínio, é utilizada uma ferramenta de terceiros, chamada de 
OpenDover2, que utiliza como base a ontologia proposta.  
Após a leitura dos sete artigos retornados a partir da segunda 
busca, pôde-se observar que o tema raciocínio combinado com 
classificação semântica e a análise de sentimento está progredindo. 
Percebe-se que o uso das ontologias como representação de 
conhecimento que pode ser raciocinado apareceu em cinco dos sete 
artigos selecionados, o que demonstra uma grande tendência na 
utilização desse recurso para a classificação e para a análise de 
sentimento. A próxima seção apresenta uma avaliação dos artigos 
seletos levando em consideração o problema de pesquisa. 
2.1.2.3 Busca 3 – Artigos relacionados com o tema e o problema de 
pesquisa 
A terceira e última busca da presente revisão sistemática tem 
como objetivo encontrar e verificar, a partir dos artigos retornados na 
Busca 2, quais trazem soluções para a problemática desta tese. 
Verificou-se que nenhum artigo traz uma solução para a 
problemática proposta, que consiste na identificação de uma forma para 
armazenar e recuperar os raciocínios (ou inferências) anteriores com 
intuito de auxiliar nas novas classificações semânticas. 
A abordagem que mais se aproxima da proposta é a construída 
por Li e Tsai (2013), a qual apresenta a utilização da técnica RBC. O 
uso desse método permite que, ao adicionar novos documentos (textos) 
em um processo de classificação (polarização), seja primeiramente 
verificado se não existem documentos similares já polarizados para que 
a classificação anteriormente já utilizada seja sugerida ao novo 
documento. Percebe-se que essa abordagem está muito focada no 
documento como aglomerado de termos, ao utilizar como base a 
similaridade dos termos presentes no documento. Contudo, não 
considera o seu domínio e o motivo pelo que o documento original faz 
parte da classificação que lhe foi dada. 
O recurso das ontologias estava presente na grande maioria dos 
artigos selecionados como forma de dar contexto aos documentos que já 
fazem parte da base ou dos novos documentos, para se chegar a uma 
classificação mais precisa. As ontologias permitem que sejam aplicadas 
regras e inferências sobre as propriedades e as relações dos seus 
conceitos, ou seja, raciocinar sobre o seu domínio. Elas também 
                                                 
2 Saiba mais em: http://opendover.nl 
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representam uma ótima alternativa para fazer uma classificação levando 
em consideração, no raciocínio, conceitos do domínio em questão.  
O problema das abordagens dos trabalhos analisados é que não 
foi apresentado algum recurso que consiga reutilizar os raciocínios já 
efetuados no passado para novos casos, forçando que cada novo 
documento seja submetido a todo o processo. Dessa forma, percebe-se 
que não existem trabalhos, ponderando os artigos recuperados pela 
revisão sistemática, que tratem diretamente da problemática desta tese.  
Tendo em vista as soluções apresentadas pelos artigos 
recuperados na segunda busca e analisando as suas características, 
formulou-se o seguinte pressuposto: Pode-se utilizar da técnica de 
raciocínio baseado em casos como forma para armazenar, recuperar, 
raciocinar e aprender a partir das inferências efetuadas numa ontologia 
de domínio, de modo que cada inferência executada seja tratada como 
um caso do modelo RBC. 
A partir dessa afirmação, percebe-se que o uso da técnica de 
RBC, combinada com ontologias e métodos de classificação, pode 
compor um modelo de classificação que utilize raciocínios antecessores 
para novos documentos como uma nova forma para se obter a 
classificação semântica. 
2.1.3 Etapa 3: Relatórios e divulgação 
Esta revisão sistemática coletou, ao todo, 166 artigos que estavam 
disponíveis para download a partir da base Web of Knowledge. Desses, 
85 foram selecionados como sendo relevantes para a tese. 
A leitura dos artigos selecionados possibilitou analisar como as 
áreas de classificação semântica e de análise de sentimento estão 
organizadas. Percebe-se que muitas técnicas e modelos foram  
desenvolvidos para tratar do tema. A Tabela 3 apresenta a distribuição 










Tabela 3 - Técnicas distribuídas por ano 
 
Fonte: Elaborado pelo autor 
Como se pode perceber pelas técnicas utilizadas nos artigos e 
apresentadas na Tabela 3, muitas são classificadas como abordagens de 
aprendizagem supervisionada. Por conta disso, vários desses trabalhos 
utilizam uma base de sentenças já polarizadas como ‘partida fria’ da 
técnica. 
O uso de dicionários e/ou bases de conhecimento também é uma 
prática bastante comum entre os modelos e os métodos de classificação 
semântica e de análise de sentimento. Dos 85 artigos coletados e 
selecionados, 45 utilizaram algum tipo de base de termos, taxonomia, 
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dicionários ou ontologias. Destaca-se os seguintes léxicos focados para 
a análise de sentimento: 
 SentiWordNet; 
 WordNetAffect; e 
 MicroWordNetOpinion. 
Dos léxicos citados, o mais utilizado é o SentiWordNet. Também 
foi encontrada uma ontologia focada em análise de sentimento chamada 
EmotiNET. 
Buscou-se, entre os artigos selecionados, aqueles que, em seu 
modelo ou tema, apresentassem alguma abordagem relacionada ao uso 
de raciocínio. O resultado foi de 7 artigos, sendo que nenhum atendia ao 
problema inicial que era a possibilidade de armazenamento de um 
raciocínio de modo que este pudesse ser recuperado e utilizado para 
novas classificações. A Figura 8 apresenta os pontos positivos, em 
verde, e negativos, em vermelho, dos três grupos de abordagens, 
levando em consideração a problemática da tese.  
Figura 8 – Características das abordagens resultantes da Busca 3 
 
Fonte: Elaborado pelo autor 
Percebe-se que ainda existe uma lacuna na área de classificação 
semântica e de análise de sentimento no que diz respeito ao 
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reaproveitamento de um raciocínio já concretizado, de modo a 
aproximar-se do que existe na aprendizagem humana. 
A partir da revisão sistemática, pôde-se identificar elementos que 
devem estar presentes no modelo da tese. A Figura 9 apresenta essa 
proposta.  
Figura 9 – Elementos do modelo da tese 
 
Fonte: Elaborado pelo autor 
Percebe-se que as técnicas de classificação podem ser utilizadas 
de maneira isolada e/ou combinada. Dessa forma, dependendo da 
natureza da classificação, pode-se ter um resultado melhor. Por conta 
disso, o modelo não deve estar focado em um método específico de 
classificação, podendo utilizar qualquer natureza. 
O uso das ontologias permite que a abordagem seja sensível ao 
domínio em questão e também que seja possível inferir informações a 
partir das relações e das propriedades dos seus conceitos. Já o uso da 
técnica de RBC auxilia o modelo a tratar o armazenamento, a 
recuperação, a reutilização e a aprendizagem das inferências 
(raciocínios) executadas sobre as ontologias, tratando cada inferência 






Na visão de Kotsiantis, Zaharakis e Pintelas (2007), a 
classificação está diretamente ligada à aprendizagem de máquina, a qual 
pode ser supervisionada, quando utiliza rótulos já conhecidos para 
serem aplicados na classificação, ou não supervisionada, quando os 
rótulos são descobertos à medida que a técnica é aplicada. 
A tarefa de classificação está presente numa grande parte das 
atividades efetuadas diariamente pelas pessoas. Computacionalmente, 
pode-se obter classificação a partir de abordagens estatísticas, via 
técnicas de aprendizagem de máquina, e por uso de redes neurais 
(MICHIE; SPIEGELHALTER; TAYLOR, 1994). 
Segundo Monard e Baranauskas (2003), aprendizagem de 
máquina (ou machine learning) é uma área da inteligência artificial que 
tem como foco o desenvolvimento de técnicas computacionais para 
aprendizagem, bem como o desenvolvimento de aplicações capazes de 
adquirir conhecimento. 
Para Von Wangenheim e Von Wangenheim (2003), pode-se 
definir o objetivo da classificação como classificar uma nova situação 
ou problema em um contexto específico. A seção a seguir foca na tarefa 
de classificação de texto, que é o tipo de classificação foco deste 
trabalho. 
2.2.1 Classificação de texto 
A tarefa de classificação de documentos ou textos faz parte do 
quotidiano da maioria das pessoas, seja na organização de matérias em 
um caderno, de documentos em uma pasta, ou ainda na forma como as 
pessoas organizam os seus arquivos no computador. Segundo Manning, 
Raghavan e Schütze (2009), a classificação consiste na organização 
(vinculação) de objetos a partir de um conjunto de classes. 
Para Veeraselvi e Deepa (2013), classificação é uma abordagem 
geralmente dependente de treinamento de associação entre objetos e 
classes conhecidas. Normalmente, as categorias utilizadas na 
classificação estão diretamente ligadas a tópicos. Por conta disso, tal 
tarefa pode ser chamada de classificação de texto, categorização de texto 
ou classificação de tópicos (MANNING, RAGHAVAN e SCHÜTZE, 






Figura 10 – Tipos de classificação de texto 
 
Fonte: GARCIA-CONSTANTINO, 2013 
Na visão de Garcia-Constantino (2013), a classificação de texto 
pode ser categorizada de duas formas: (1) como sendo baseada em um 
único rótulo, ou seja, permite ter apenas uma classe vinculada ao objeto 
em questão, ou (2) baseada em múltiplos rótulos, admite acoplar mais de 
uma divisão ao mesmo objeto. 
O autor ainda afirma que, quando se tem uma classificação 
baseada em um único rótulo, pode-se qualificá-la como sendo uma 
classificação binária, ou seja, suporta apenas dois classificadores, como, 
por exemplo, a classificação positivo/negativo, ou então pode suportar 
mais de duas classes como possibilidades de classificação. 
Quando se trabalha com uma quantidade pequena de textos e de 
documentos, a classificação pode ser efetuada de maneira manual.  
Todavia, quando se tem como cenário um conjunto maior de 
documentos, essa tarefa passa a ser mais custosa. Segundo Buche, 
Chandak e Zadgaonkar (2013), para tratar o volume massivo de dados 
disponíveis na Web e nas organizações, devem-se utilizar o auxílio de 
abordagens computacionais.  
Para Wang e Domeniconi (2008), a categorização de textos 
representa um desafio para as áreas da mineração de dados e da 
aprendizagem de máquinas, subáreas da computação que procuram 
desenvolver métodos computacionais para auxiliar na classificação dos 
textos digitais. Para atacar esse problema, Prabowo e Thelwall (2009) 
afirmam que o uso da classificação automática de textos e de 
documentos é indicado. Os autores apresentam alguns tipos de 
classificação: 
 Classificação baseada em regras: nesse modelo são 
construídas regras que auxiliam na categorização do texto a 
partir das classes levantadas. 
 Classificação baseada em estatística: utiliza métodos de 
probabilidade e de estatística para verificar informações como 
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frequência e relação de coocorrência entre termos para chegar a 
uma classificação do texto em questão. 
Além das abordagens apresentadas pelos autores, pode-se 
apresentar a classificação baseada na linguística, que utiliza como base a 
classe gramatical dos termos e, em alguns casos, a sua semântica para 
auxiliar na classificação. 
Uma das áreas das aplicações da tarefa de classificação é a 
análise de sentimento. Para Manning, Raghavan e Schütze (2009), a 
classificação de sentimento é um importante campo de aplicação da 
qualificação de texto. Nas Seções 2.3 e 2.4, são apresentados mais 
elementos sobre a área da análise de sentimento. 
2.3 SENTIMENTO 
O termo sentimento é utilizado e estudado por muitas áreas, como 
por exemplo: a psicologia, as ciências biológicas, a antropologia, a 
filosofia, a ciência da computação, entre outras. Segundo Ferreira 
(2009), pelo do dicionário Aurélio:  
Ato ou efeito de sentir. / Aptidão para sentir; 
sensibilidade. / Sensação íntima, afeto: os 
sentimentos de um pai. / Conhecimento imediato; 
intuição: tem o sentimento de seu valor. / Dor, 
mágoa, desgosto. / Qualidades ou tendências 
morais: estar animado de bons sentimentos. / 
Pêsames: aceite meus sentimentos.  
Segundo Franz (2003), a base da psicologia para conceitualizar o 
sentimento veio dos estudos dos filósofos Platão, Aristóteles, Descartes, 
Spinoza, Hume e Kant. Sentimentos como designação das emoções, 
simpatias e suscetibilidade surgem em 1771, juntamente com a 
utilização de algumas palavras para este fim, como, por exemplo, 
interessante, entediado, tédio, saudade, acanhamento, apatia etc. 
Sobre o significado de sentimento, Thums (1999), apoiado nos 
estudos de Agnes Heller3, afirma que “sentir significa estar implicado 
em algo!”, que pode ser outra pessoa, uma ideia, um produto, um 
problema, uma situação. 
Franz (2003) afirma que os sentimentos não são apenas de 
natureza pessoal, eles também refletem fenômenos de cunho histórico e 
                                                 
3Agnes Heller nasceu em Budapeste em 1929, foi professora de sociologia na Universidade de 




universal, podendo ser comuns e coletivos. Jung4 trabalhou o conceito 
de sentimento como objeto de estudo. Ele descobriu o papel dos 
sentimentos partindo da observação de seus experimentos de associação, 
nos quais se deparou com relações afetivas puras (“sim”, “ruim”, 
“gosta”, entre outras) (FRANZ, 2003). 
Para Thums (1999), o sentimento não representa apenas uma 
informação, mas pode também ser entendido como motivação, ou seja, 
está diretamente ligado à tomada de decisão. Segundo Franz (2003), “A 
função sentimento é o processo psicológico que avalia. Por seu 
intermédio, apreciamos uma situação, pessoa, objeto ou momento em 
termos de valores.”. 
Sobre a avaliação cognitiva do sentimento, Fialho (2011) explica 
que inicialmente acontece uma avaliação primária, não diferenciada, do 
tipo positiva ou negativa, e em um segundo momento, chega-se ao 
sentimento/emoção mais preciso como, por exemplo, vergonha, 
gratidão, satisfação etc. Franz (2003, p.150) afirma “Os sentimentos 
como conteúdo da psique podem ser qualificados por um sinal positivo 
(+) ou negativo (-).”. 
Segundo Thums (1999), os sentimentos são experiências 
subjetivas que devem ser analisadas pela perspectiva de quem as vive. 
Para Mejova (2011), definir sentimento não é uma tarefa simples, sabe-
se que o seu conceito está diretamente ligado com os referentes à 
subjetividade e opinião. Percebe-se que o sentimento descrito pelo autor 
está diretamente ligado à definição de opinião.  
Na seção a seguir são apresentados mais detalhes sobre a relação 
da opinião com o sentimento. 
2.3.1 Opinião como forma de sentimento 
Toda opinião possui, de forma implícita ou explícita, um 
sentimento agregado, ou seja, um sentido positivo ou negativo sobre um 
evento, produto ou situação (KIM; HOVY, 2004). Segundo Pang e Lee 
(2008), para a área de coleta de dados, a opinião sempre foi uma 
importante informação a ser considerada, já que ela apresenta o que as 
pessoas pensam, podendo auxiliar na tomada de decisão. 
As opiniões desempenham um papel fundamental para quase 
todas as ações humanas, desde a forma de pensar o que fazer e como 
agir (PADMAJA; FATIMA, 2013). Para Esuli (2008), elas apresentam 
                                                 
4 Carl Gustav Jung (1875 — 1961), psiquiatra e psicoterapeuta suíço, construíu a psicologia 
analítica. Ele definiu e implementou as definições de arquétipo, personalidade extrovertida e 
introvertida e inconsciente coletivo (LACHMAN, 2010). 
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dados sobre como a realidade é percebida por outras pessoas, ou seja, 
como são os seus sentimentos a respeito de determinada coisa. 
 Usam-se opiniões para expressar pontos de vista¸ de modo que 
os pensamentos de outras pessoas podem ser úteis para amparar o 
veredito. As organizações também fazem uso desse tipo de ferramenta 
por meio das opiniões do seu público-alvo, as quais podem ser um 
importante direcionador. Indústrias realizam pesquisas de mercado 
coletando as avaliações das pessoas sobre os seus produtos e os de seus 
concorrentes a fim de compará-los e assim planejar suas estratégias de 
mercado (ESULI, 2008). 
Segundo Pak e Paroubek (2010), existem muitas questões que as 
organizações gostariam de responder baseadas na opinião dos seus 
clientes, como, por exemplo: 
 O que as pessoas acham sobre o nosso produto (serviço, 
organização etc.)? 
 Nossa imagem está positiva ou negativa? 
 O que poderia ser melhor no nosso produto na visão dos 
nossos clientes? 
Para dar suporte às análises apresentadas no parágrafo anterior, o 
campo da computação, mais precisamente dos sistemas de apoio à 
decisão, aproveitam técnicas de processamento de linguagem natural e 
estatística com o intuito de facilitar o processamento de sentenças. Para 
que se possa utilizar o supracitado mecanismo computacional, é 
necessário armazenar e recuperar essas informações em um repositório. 
A próxima seção apresenta os possíveis repositórios, acessíveis 
por recursos computacionais, nos quais é possível recuperar e processar 
informações relacionadas a opiniões e sentimentos de usuários. 
2.3.2 Repositórios de dados de sentimentos e opiniões 
Para que as informações sejam processadas e utilizadas no 
percurso da tomada de decisão, faz-se necessário que estejam 
disponíveis de forma codificada em uma mídia ou em um canal. É 
sabido que as fontes de dados não-estruturados podem conter uma 
grande quantidade de informações e de conhecimentos implícitos 
(AGARWAL et al., 2015). 
A coleta de opiniões inicialmente era efetuada por entrevistas 
e/ou submissão de questionários a uma amostra de pessoas. Com a 
evolução da Internet, tornou-se possível que usuários registrem ou 




Segundo Tang, Tan e Chieng (2009), revistas e jornais 
especializados já faziam revisões sobre produtos e serviços a fim de 
obter um parecer que facilitasse a tomada de decisão dos seus leitores. 
Com o advento da Internet, essas mídias foram migrando, aos poucos, 
para a disponibilização do seu conteúdo também no formato digital. A 
Web passa, nesse contexto, a ser um importante canal para coletar e 
expressar pensamentos e sentimentos. Para Pang e Lee (2008), 81% dos 
usuários da Web fazem pesquisa sobre um produto antes de adquiri-lo. E 
desses 81%, 20% fazem esse tipo de busca diariamente. 
A Web evoluiu para o fenômeno chamado Web 2.0, que tem 
como principal característica a mudança do papel do usuário de um 
simples consumidor de dados e de informação para também produtor 
desses dados. Isso só foi possível com a criação de sistemas e 
plataformas em que o usuário não precisa conhecer conceitos de 
programação ou outros recursos mais avançados da computação para 
publicar conteúdo, pois esses sistemas fazem a interface, permitindo 
que, de maneira simples, os dados sejam cadastrados e disponibilizados 
na forma de página da Web. 
Para O’Reilly (2007), o termo Web 2.0 cunhado por ele e pela 
MediaLive International5 representa uma mudança no papel de seus 
usuários, o que possibilitou uma explosão de novos conteúdos e 
serviços. Segundo Torres (2009), o termo Web 2.0 não se trata de uma 
tecnologia específica, mas sim de um fenômeno comportamental na 
Internet. 
Segundo Zabin e Jefferies (2008), com o grande aumento das 
plataformas da Web 2.0, como blogs, fóruns de discussão, redes de 
colaboração e vários outros tipos de mídias sociais, os seus usuários e as 
organizações percebem que muitas informações, positivas ou negativas, 
sobre produtos e serviços, são trocadas nesse meio e que, cada vez mais, 
esse tipo de informação é utilizada para a tomada de decisão. 
Neste trabalho, objetiva-se operar com repositórios de opiniões e 
sentimentos disponíveis nas plataformas da Web 2.0. As próximas 
subseções apresentam mais detalhes sobre algumas dessas plataformas. 
2.3.2.1 Blog 
Um blog representa uma plataforma computacional que 
possibilita, aos usuários, adicionar conteúdo textual ou multimídia de 
maneira simples na Web. Segundo Godbole, Srinivasaiah e Skiena 
                                                 
5 A MediaLive International é uma organização que produz, gerencia e promove eventos para a 
indústria de tecnologia da informação. Veja mais em http://10times.com/organizers/media-live.  
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(2007), tanto jornais como blogs expressam opiniões, novidades sobre 
pessoas, lugares, coisas e eventos recentes. Para esses autores, o uso de 
blogs como fonte de informação é tão rico e expressivo quanto o uso de 
um jornal. 
Segundo O'Reilly (2007), um blog é uma página pessoal no 
formato de diário que, se for analisada a partir da dimensão tempo, pode 
trazer informações importantes para pessoas e organizações. Segundo 
Telles (2011), existem aproximadamente 152 milhões de blogs 
disponíveis na Internet. 
Para Tang, Tan e Cheng (2010), os blogs permitem que pessoas 
possam compartilhar suas visões, opiniões e sentimentos, tornando 
bastante comum a construção de blogs especializados, os quais 
direcionam o conteúdo a um público-alvo. Percebe-se que esse modelo 
de plataforma disponibilizou um caminho para que as pessoas que não 
conheciam informática pudessem compartilhar com os demais usuários 
da Web seus textos, imagens, áudios e vídeos. 
Muito frequentemente encontrarmos blogs temáticos, nos quais 
os seus autores apresentam relatos sobre a utilização de produtos e dicas 
para compra de novos equipamentos. Essas páginas representam uma 
importante fonte de informação para os consumidores que, geralmente, 
as consultam antes de fazer um compra ou contratar um serviço. Um 
exemplo de blog temático é o Reclame Aqui6. Nele é possível encontrar 
opiniões sobre serviços e produtos e, devido ao grande número de 
acessos, tanto empresas quanto usuários pessoa física frequentam a 
plataforma. 
Os blogs são utilizados como fonte de dados para analisar 
sentimentos e opiniões, como é possível observar nos trabalhos de:Ku, 
Liang e Chen (2006); Godbole, Srinivasaiah e Skiena (2007); Tang, Tan 
e Cheng (2010), entre outros. 
2.3.2.2 Microblogging 
Os blogs representam uma importante ferramenta para que os 
usuários da Internet possam publicar seus textos de maneira simples e 
rápida. Os microbloggings surgem com uma proposta um pouco 
diferente, cujo foco não é publicar um texto, mas sim uma mensagem, 
de maneira simples e rápida. 
Para Pak e Paroubek (2010), microbloggings são plataformas 
usadas por diferentes pessoas para expressar opiniões sobre diferentes 
tópicos ou falar sobre eventos de sua vida. Na visão de Narr, Hulfenhaus 
                                                 
6Acesse o blog Reclame Aqui pelo endereço: http://www.reclameaqui.com.br/. 
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e Albayrak (2012), são plataformas em que as pessoas podem trocar 
mensagens curtas sobre qualquer assunto. 
Os microbloggings representam hoje uma das mais populares 
formas de comunicação para a maioria dos usuários, sendo que milhões 
de mensagens são trocadas diariamente (PAK; PAROUBEK, 2010). 
Segundo Aisopos et al. (2012), a plataforma de microblogging 
mais popular e utilizada entre os usuários da Web é o Twitter7, o qual 
possui mais de 180 milhões de usuários que publicam mais de 1 bilhão 
de mensagens por semana. Para Go, Bhayani e Huang (2009), o Twitter 
é um serviço popular de microblogging em que o usuário pode publicar 
mensagens sobre o seu estado atual. Ademais, essas mensagens podem 
conter opiniões sobre diferentes tópicos. 
Narr, Hulfenhaus e Albayrak (2012) explicam que as mensagens 
trocadas pelo Twitter são chamadas de tweets e devem possuir no 
máximo 140 caracteres, o que obriga os seus usuários a serem diretos 
em suas mensagens. Segundo Hu et al. (2013), microbloggings como o 
Twitter permitem ao ser humano expressar de maneira fácil seus 
sentimentos, opiniões, notícias e eventos de sua vida. Por conta disso, 
essas plataformas vêm sendo muito utilizadas para a coleta e a análise de 
informações estratégicas, visando a tomada de decisão da organização. 
Segundo Deng et al. (2013), as informações postadas nos 
microbloggings são utilizadas para identificar como está a imagem, seja 
ela positiva ou negativa, de pessoas, produtos, marcas e organizações. 
Os autores afirmam ainda que esse tipo de conteúdo é muito utilizado 
para análise de popularidade de candidatos nos Estados Unidos e em 
alguns países da Europa durante o período de campanha eleitoral. 
Confirmando as afirmações efetuadas por Deng et al. (2013), o 
trabalho de Hu, Wang e Kambhampati (2013) apresenta um modelo para 
analisar eventos a partir dos tweets publicados durante um período 
específico. O estudo de caso do referido trabalho foi baseado nas 
mensagens geradas durante o debate dos candidatos à presidência dos 
Estados Unidos em 2012 e apresentou resultados positivos. 
Diante do que foi apresentado nesta seção, percebe-se que os 
microbloggings, principalmente o Twitter, têm sido muito utilizados 
como fonte de informação para análise de opinião e de sentimento. Isso 
se dá pela quantidade de usuários desse tipo de plataforma e pela 
facilidade de comunicação que ela proporciona. 
2.3.2.3 Redes sociais 
                                                 
7 Acesse o Twitter em https://twitter.com/. 
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Seguindo o movimento da Web 2.0 com plataformas que 
tornaram mais fácil publicar conteúdo na Web, tais como, os blogs e 
microblogging, surgem as redes sociais, que têm como foco a integração 
de pessoas na Web a partir de plataformas computacionais. Para Boyd e 
Ellison (2008), redes sociais são serviços, baseados na Web, que 
permitem aos indivíduos construir perfis públicos dentro de um sistema 
limitado, podendo articular listas de amigos (outros usuários) para 
interações. 
Segundo Adolpho (2011), as redes sociais e suas comunidades 
funcionam como canais nos quais os usuários expressam seu estilo de 
vida para os amigos de sua rede. Na visão de Telles (2011), as redes 
sociais, ou sites de relacionamento, são ambientes que têm como 
objetivo reunir pessoas, possibilitando que os usuários troquem 
mensagens, fotos, vídeos e se relacionem. 
Para Simranjit, Nikunj e Nishnt (2012), as redes sociais na Web 
nasceram com foco na integração entre as pessoas, mas, ao longo da sua 
utilização, as organizações e o meio acadêmico voltaram seu olhar para 
os dados e para as informações geradas a partir da integração entre os 
usuários nesses ambientes. 
Com a nova dinâmica proveniente das relações sociais a partir 
das redes sociais, a interação e a comunicação tornam-se parte do 
processo de criação do conhecimento dos seus membros 
(BALANCIERI, 2010). 
As redes sociais disponibilizam canais, na forma de comunidades, 
que agrupam membros interessados por um tema em comum. Os 
conteúdos gerados nessas comunidades podem trazer informações 
bastante válidas para a tomada de decisão. Segundo Chandran e 
Murugappan (2012), os sites de relacionamento apresentam uma série de 
informações, visões e opiniões sobre produtos, serviços, eventos, 
pessoas etc. Cada postagem efetuada pode ser utilizada por ferramentas 
e por técnicas para auxiliar na tomada de decisão da organização, afirma 
o autor. 
Para que as entidades possam extrair e processar os dados 
referentes a opiniões e sentimentos existentes nas mídias sociais (blogs, 
microblogging, redes sociais, etc.), faz-se necessária a utilização de 
técnicas e ferramentas. A área de análise de sentimento tem como 
função a obtenção de tais necessidades. Na seção seguinte, são 
apresentados os conceitos relacionados à análise de sentimento bem 




2.4 ANÁLISE DE SENTIMENTO 
O desafio de classificar e analisar sentenças com o propósito de 
identificar opiniões e sentimentos não é recente na computação. Podem-
se encontrar trabalhos como os apresentados por Kim e Hovy (2004), 
em que Hatzivassiloglou e McKeown (1997) já se preocupavam com a 
identificação de opiniões, ou trabalhos como os de Wiebe et al. (2002) e 
Riloff et al. (2003), mais focados em identificar a subjetividade inclusa 
nas opiniões e sentimentos das sentenças.  
Verifica-se que esses desafios persistem até os dias atuais, em 
que as fontes de consumo de dados e de informações evoluíram em 
paralelo aos movimentos da Web. Anteriormente, eram utilizados como 
fonte para essas análises, textos publicados por sites. Posteriormente, os 
jornais foram ingressando na Internet e publicando notícias por esse 
meio. Assim, passou-se a fazer uso também das notícias publicadas em 
jornais online. Com o surgimento das mídias sociais (blogs, 
microbloggings, redes sociais etc.), nas quais os usuários podem 
publicar, de maneira rápida e fácil, o conteúdo, formou-se um 
importante canal que pode ser utilizado como fonte. 
As áreas de análise de sentimento e de mineração de opinião 
surgem com o objetivo de atuar na identificação de soluções 
computacionais para os desafios de identificar, classificar e analisar 
sentimentos e opiniões de sentenças.  
Segundo Pang e Lee (2008), a análise de sentimento tem como 
objetivo polarizar (classificar) uma sentença como positiva ou negativa. 
Para Narayanam, Liu e Choudhary (2009), a análise de sentimento 
também pode ser chamada, em muitos casos, de mineração de opinião –
técnica, na qual se tem como foco a classificação de um documento ou 
sentença como positiva ou negativa. Na visão de Liu (2010a), a análise 
de sentimento ou mineração de opinião é a área da computação que 
estuda as opiniões, os sentimentos e as emoções expressas em texto. 
Para Guerra et al. (2011), análise de sentimento e a mineração de 
opinião são áreas que pesquisam, principalmente, a extração de opinião 
de cenários bem controlados e não dinâmicos. Os autores afirmam que o 
cenário deve ser controlado pelo fato de a análise de sentimento e de 
opinião estar diretamente ligada a um contexto, sendo assim, uma 
informação bastante subjetiva de quem a produziu. 
Nesta seção, objetivou-se apresentar os principais conceitos a 
cerca da área de análise de sentimento, como ela está dividida e quais os 
seus principais desafios e técnicas. Na próxima seção, expõe-se um 




Nos últimos anos, as áreas de análise de sentimento e de 
mineração de opinião têm produzido um número crescente de trabalhos 
e pesquisas no meio acadêmico. No entanto, pesquisas relacionadas e 
inspiradoras para a área já vinham sendo construídas desde o final da 
década de 70 (PANG; LEE, 2008; SERRANO-GUERRERO et al., 
2015). 
Segundo Pang e Lee (2008), a partir de 2001, os pesquisadores 
reconhecem os problemas relacionados à área de análise de sentimento e 
de mineração de opinião juntamente com a sua importância, gerando 
uma série de pesquisas e artigos. 
A Figura 11 apresenta, com base nos trabalhos informados no 
artigo de Pang e Lee (2008), uma visão geral sobre os primeiros passos 
da área da análise de sentimento e de mineração de opinião. 




Fonte: Adaptado de PANG; LEE, 2008. 
Com base nesses dados, percebe-se que os estudos inicias eram 
focados principalmente na identificação da subjetividade e do ponto de 
vista das pessoas em textos. Em paralelo, também eram pesquisados 
métodos para analisar narrativas. Segundo Wiebe et al. (2004), 
subjetividade em linguagem natural refere-se ao aspecto da língua 
utilizado para expressar opiniões, avaliações e especulações. 
Somente no final da década de 90 é que se iniciam os estudos da 
classificação da subjetividade identificada nos textos. No ano de 2000, é 
registrada a primeira patente relacionada à área de análise de emoções 
(PANG; LEE, 2008). Conforme apresenta-se na Figura 11, é possível 
visualizar que a área ganhou destaque e foco na análise das opiniões e 
de sentimentos a partir de 2001. 
70 
 
Para Westerski (2012), mesmo que os primeiros trabalhos na área 
de análise de sentimento tenham surgido entre as décadas de 80 e 90, 
tentando identificar a subjetividade, a área ganhou visibilidade com o 
advento da Web 2.0. Segundo Pang e Lee (2008), os motivos que 
impulsionaram o desenvolvimento da área de análise de sentimento e 
mineração de opinião a partir de 2001 foram: 
(1) a evolução das técnicas e dos métodos de processamento de 
linguagem natural e de recuperação de informação; 
(2) o desenvolvimento da Web e dos repositórios de dados 
disponíveis nela; e 
(3) as demandas comerciais e de marketing por análises dessa 
natureza. 
A área de análise de sentimento faz referência ao seu objetivo de 
estudo, identificar o sentimento (se positivo ou negativo) de um texto, 
com muitos nomes distintos. A seção, a seguir, apresenta mais detalhes 
sobre a terminologia da área. 
2.4.2 Terminologia 
Segundo Pang e Lee (2008), muitos nomes são dados para essa 
atividade como, por exemplo: mineração de opinião (em inglês, opinion 
mining), análise de sentimento (em inglês, sentiment analysis) ou análise 
de subjetividade (em inglês, subjectivity analysis). Os autores ainda 
afirmam que também são utilizados os termos mineração de revisão (em 
inglês, review mining) e extração de avaliação (em inglês, appraisal 
extraction), mas esses casos geralmente estão mais relacionados com a 
área da computação afetiva. 
Sobre a definição de análise de subjetividade, segundo Wiebe 
(2000), é uma forma de separar opiniões individuais de fatos. Segundo 
Banea, Mihalcea e Wiebe (2008), subjetividade, no contexto do trabalho 
dos autores, são as emoções, opiniões e os sentimentos expressos em 
textos. A análise de subjetividade tem como objetivo identificar e 
classificar essas características. Para Zhou e Chaovalit (2008), a análise 
ou mineração de subjetividade tem como função identificar os termos 
subjetivos. Na visão dos autores, essa pode ser uma etapa de pré-
processamento para a mineração de opinião ou para a análise de 
sentimento. Para Padmaja e Fatima (2013), a análise de subjetividade 
utiliza-se de vários métodos e técnicas originadas nas áreas de 
recuperação da informação, inteligência artificial e processamento de 
linguagem natural. 
Na visão de Pang e Lee (2008), os termos mineração de opinião e 
análise de sentimento surgiram na literatura paralelamente. Para alguns 
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autores, são conceitos distintos. Segundo Liu (2010a), tanto a análise de 
sentimento quanto a mineração de opinião tem como função a 
identificação de emoções e sentimentos em textos. 
Para Westerski (2012), mineração de opinião é, muitas vezes, 
referida como análise de sentimento na literatura, sendo que o seu foco é 
aproveitar a grande quantidade de conteúdo publicado pelos usuários a 
partir de recursos da Web 2.0 para extrair conhecimentos sobre opinião, 
para apoio às futuras decisões. 
Na visão de Padmaja e Fatima (2013), a mineração de opinião 
está mais focada na identificação e extração da subjetividade de 
documentos textuais, já a análise de sentimento tenta apresentar o 
sentimento (polarização) da sentença, ou seja, se ela é positiva ou 
negativa. Segundo Abbasi, Chen e Salem (2008), a análise de 
sentimento está concentrada em analisar textos contendo opiniões e 
emoções, já a área de classificação de sentimento tem como foco 
determinar se um texto é subjetivo ou objetivo, e, quando subjetivo, se 
positivo ou negativo. 
O presente trabalho utiliza como termo-chave a análise de 
sentimento. O motivo para tal escolha é que o objetivo deste trabalho 
não se limita à identificação ou extração da subjetividade existente em 
textos, mas preocupa-se sim, com a classificação das sentenças. 
2.4.3 Métodos e técnicas 
Nesta seção, são apresentadas as seis técnicas que foram mais 
utilizadas pelos artigos analisados durante a fase da revisão sistemática. 
As técnicas selecionadas foram: SVM, POS Tagging, Clusterização, 
NaïveBayes, PMI e reconhecimento de entidades nomeadas, deep 
learning e SVD. 
2.4.3.1 Support Vector Machine (SVM) 
O Support Vector Machine (SVM), que em português pode ser 
traduzido por Máquina de Vetores de Suporte, foi proposto por Vladimir 
N. Vapnik, inicialmente, como classificadores lineares e depois como 
classificadores não lineares (HAYKIN, 2001). 
Segundo Rajper et al. (2012), SVM é uma técnica popular de 
classificação baseada em aprendizagem de máquina. O objetivo dessa 
técnica é encontrar o limite para decidir entre a classificação em duas 
classes, utilizando treinamento de dados. O trabalho de Mullen e Collier 
(2004) apresenta o uso de Support Vector Machines (SVM) para auxiliar 
na tarefa de classificação e análise. 
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Para se utilizar o SVM no contexto da análise de sentimento, 
Padmaja e Fatima (2013) apresentam a seguinte explicação: tendo um 
conjunto de categorias (positivo e negativo), C ={+1, -1}, e dois 
conjuntos de documentos pré-classificados para treinamento, um 
conjunto positivo, representado pela Equação 1, e um conjunto negativo, 
representado pela Equação 2.  










O SVM encontra o hiperplano que separa o conjunto das duas 
classes, demonstrando a margem de separação. A Figura 12 expõe essa 
separação.  
Figura 12 – Separação efetuada pelo método SVM 
 
Fonte: Padmaja e Fatima (2013) 
Cada conjunto de documentos pré-treinados é convertido em 
vetores reais, xi consiste em um conjunto de recursos significantes a 
documentos associados, di, onde b é um termo qualquer. 
Para Manning, Raghavan e Schütze (2009), o SVM além de 
definir o limiar de separação, constrói o que é chamado de margem de 
separação, que, na Figura 12, é representada pelas linhas pontilhadas.  
Segundo Haykin (2001), o objetivo do SVM é encontrar o 
hiperplano particular para o qual a margem (pontilhada) seja a máxima. 
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Essa informação é importante, pois define os limites no plano da 
classificação dos elementos. 
A técnica de SVM é muito utilizada no contexto de classificações 
de documentos e de textos, e não é diferente na análise de sentimento. 
Pode-se fazer essa afirmação pelos dados extraídos durante o processo 
de revisão sistemática deste trabalho, que apresentou, dentre os 
trabalhos selecionados para a leitura, essa técnica como a mais utilizada. 
Na seção seguinte, são expostos mais detalhes sobre a técnica de 
POS Tagging. 
2.4.3.2 Part-Of-Speech Tagging 
Quando se pretende fazer uma análise detalhada sobre um texto, 
geralmente ele é dividido em sentenças e depois cada palavra é 
analisada, de modo que é feita uma análise linguística. Para isso, utiliza-
se o part-of-speech (POS) de cada palavra (WEISS et al., 2005). 
Segundo Manning e Schütze (1999), o POS Tagging é uma tarefa 
da área de processamento de linguagem natural que tem como objetivo 
entender a linguagem, de modo que as classes gramaticais das palavras 
sejam explicitadas. 
Por meio da identificação da classe gramatical de cada termo de 
uma sentença, é possível definir padrões linguísticos para auxiliar no 
processamento da informação presente nela. Pode-se utilizar POS 
Tagging em diferentes situações, como, por exemplo: recuperação de 
informação, análise de uma sentença, classificação de um texto como 
positivo ou negativo, auxílio num processo de desambiguação, entre 
outros (MANNING; SCHÜTZE, 1999). 
Como exemplo para a utilização do POS Tagger, apresenta-se a 
seguinte sentença: “Most large cities in the US had morning and 
afternoon newspapers.”. A Figura 13 apresenta um exemplo de saída 
obtida pela aplicação do POS Tagger. 




Fonte: Elaborado pelo autor 
Observando a Figura 13, pode-se verificar que, para cada palavra, 
foi identificada a classe gramatical correspondente, o que permite que a 
linguagem natural expressa no texto possa ser mais facilmente 
processada, de modo a extrair informações importantes para o contexto 
de aplicação. 
A seção a seguir apresenta a técnica de aprendizagem de máquina 
chamada de clusterização ou agrupamento.  
2.4.3.3 Clusterização 
Clusterização é uma técnica de aprendizagem de máquina 
classificada como não supervisionada, ou seja, não possui nenhuma 
forma de treinamento dos dados para gerar uma nova classificação 
(KONCHADY, 2006). 
Segundo Carpineto et al. (2009), a clusterização é utilizada 
constantemente em problemas de classificação e para recuperação de 
informação, de modo que os resultados são organizados em grupos 
(clusters). Ainda na visão dos autores, clusterização pode ser 
caracterizada como um processo de descoberta de subconjuntos de 
objetos, no qual os itens de um grupo possuem características em 
comum. 
Beil, Ester e Xu (2002) explicam que a maioria dos algoritmos de 
clusterização de texto trabalha utilizando a abordagem chamada de 
modelo de vetor de espaço, na qual cada documento, d, é representado 
por um vetor de frequências de termos: 𝑑 = (𝑡𝑓1, … , 𝑡𝑓𝑛). Os vetores de 
termos são normalizados para medir a similaridade entre dois 
documentos, d1 e d2, que representam os vetores de frequência de 
termos. A similaridade pode ser obtida por meio da equação do cosseno 
que mede o ângulo entre os dois vetores, conforme representado na 
Equação 3, a seguir. 
𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑑𝑎𝑑𝑒 (𝑑1, 𝑑2) =  
(𝑑1  ∘  𝑑2)
∥ 𝑑1 ∥ . ∥ 𝑑2 ∥
 (3) 
Nessa equação, (𝑑1  ∘  𝑑2) apresenta o produto dos dois vetores e 
∥ representa o tamanho do vetor em questão. 
Para Manning, Raghavan e Schütze (2009), a clusterização pode 
ser utilizada em diferentes situações como, por exemplo, agrupar os 
resultados a partir de uma busca textual, organizar documentos com 
referência ao seu conteúdo, criar conjuntos de palavras com base em sua 
coocorrência etc. A Figura 14 apresenta um exemplo dessa tarefa. 
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Figura 14 – Exemplo de clusterização 
 
Fonte: Mannning, Raghavan e Schütze (2009) 
A seção a seguir trata de mais uma técnica, conhecida como 
Naïve Bayes. 
2.4.3.4 Naïve Bayes 
Antes de apresentar os conceitos relacionados com Naïve Bayes 
(NB), é importante conhecer a estatística bayesiana. Segundo Manning e 
Schütze (1999), as abordagens bayesianas são fundamentadas em 
estatísticas e muito utilizadas para auxiliar no processamento de 
linguagem natural. Naïve Bayes é uma técnica de aprendizado de 
máquina supervisionado, muito utilizada na tarefa de classificação, a 
partir de um conjunto de documentos inicias utilizados para treinamento 
(MANNING; RAGHAVAN; SCHÜTZE, 2009). 
Segundo Chen et al. (2009), o uso do Naïve Bayes é bastante 
simples e apresenta um resultado muito bom na tarefa de classificação. 
Na visão de Rish (2001), classificadores bayesianos atribuem a classe 
mais provável para um objeto a partir do seu vetor de características. 
Manning, Rachavan e Schütze (2009) afirmam que Naïve Bayes é 
baseado em métodos probabilísticos, nos quais se levanta a 
probabilidade de um elemento (documento ou sentença) fazer parte de 
uma determinada classe. Esse cálculo de probabilidade é representado 
pela Equação 4.  
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𝑃(𝑐|𝑑)  ∝   𝑃(𝑐) ∏ 𝑃(𝑡𝑘|𝑐)
1 ≤ 𝑘 ≤ 𝑛𝑑
 
(4) 
Pode-se calcular que um documento, d, tem probabilidade de 
fazer parte da classe c. 𝑃(𝑡𝑘|𝑐) é a probabilidade condicional do termo 
tk do documento d fazer parte da classe 𝑐1. P(c) é a probabilidade de o 
documento estar relacionado com a classe 𝑐1. 
Segundo Rish (2001), essa técnica, apesar de simples, demonstra-
se eficaz em muitas aplicações práticas como, por exemplo, na 
classificação de texto, em diagnósticos médicos e em sistemas de gestão 
de desempenho. 
No contexto da análise de sentimento, a aplicação do NB pode 
trazer grandes contribuições, como, por exemplo, o trabalho proposto 
por Kang, Yoo e Han (2012), que utiliza essa técnica para a adaptação 
de um léxico de sentimento já existente para um novo domínio. 
Além do uso do NB para a adaptação de domínio, sua aplicação é 
muito utilizada para a própria polarização de sentenças. O motivo para o 
seu vasto uso é a alta taxa de acerto, como é possível observar nos 
trabalhos de Mihalcea e Strapparava (2006); Tan e Zhang (2008); Boiy e 
Moens (2009); Lane, Clarke e Hender (2012); entre outros. 
Na próxima seção, demonstra-se o método Pointwise Mutual 
Information (PMI). 
2.4.3.5 Pointwise Mutual Information 
O Pointwise Mutual Information (PMI) é baseado em 
coocorrência e utiliza um cálculo para verificar a relação entre termos de 
um documento (TURNEY, 2001). Segundo Tsytsarau e Palpanas 
(2012), o PMI é um método de base em critérios estatísticos que trocam 
a probabilidade com a frequência que o termo ocorre, F(x), e com a 
coocorrência, F(x perto y), representado pela Equação 5. 





O PMI não é utilizado isoladamente para a análise de sentimento 
e para classificação de texto. O método deve ser combinado com outras 
técnicas ou algoritmos. Segundo Wang, Xu e Wan (2013), o método 
PMI é também utilizando no contexto da análise de sentimento para 
extração de collocation, termos compostos que podem representar 
características de um produto ou serviço a ser avaliado. Esse recurso 
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também é utilizado e apresentando nos trabalhos de Liu et al. (2013), 
Zhang, Xu e Wan (2012). 
Na visão de Cruz et al. (2013), o uso de PMI também é válido 
para identificar a proximidade semântica entre recursos e características 
de um domínio com os adjetivos polarizados de uma sentença. 
Segundo Tsytsarau e Palpanas (2012), o PMI pode ser utilizado 
em conjunto com um léxico de opinião, a fim de encontrar a relação 
semântica entre os termos presentes numa sentença e os termos do 
léxico, previamente classificados como positivos ou negativos. Ao fim, 
é apresentada a probabilidade de a sentença ter determinada polarização. 
Para Wang e Guo (2012), o uso de PMI pode auxiliar na expansão de 
um léxico de sentimento, utilizando como base a correlação entre os 
termos para se encontrar sinônimos e auxiliar diretamente na 
polarização da sentença. 
Alguns autores como, por exemplo, Chen et al. (2012), utilizam o 
PMI diretamente para calcular a orientação semântica (polarização) de 
termos e da sentença como um todo. Mais detalhes sobre esse e outros 
trabalhos podem ser vistos na Seção 2.4.5.2. 
Na seção seguinte, apresenta-se a técnica conhecida como 
reconhecimento de entidades nomeadas. 
2.4.3.6 Reconhecimento de entidades nomeadas 
O reconhecimento de entidades nomeadas (ou no inglês, Named 
Entity Recognition – NER) é uma técnica de extração de informação que 
tem como objetivo identificar termos em textos não-estruturados, 
apresentando uma possível classe relacionada (ZHU; GONÇALVES; 
UREN, 2005). 
A técnica de extração de entidades pode ser vista como um 
problema de classificação em que as palavras são marcadas para uma ou 
mais classes semânticas. Quando a entidade encontrada não pode ser 
assinada para uma classe específica, ela é atribuída a uma ordem ‘geral’ 
(KONCHADY, 2006). 
O reconhecimento de entidades deve identificar as fronteiras de 
um termo composto, como, por exemplo, a identificação da expressão 
Universidade Federal de Santa Catarina como uma organização. O 
processo de NER pode ser executado com base em uma lista de palavras 
previamente separadas por classes, chamadas de gazetteers, 
conjuntamente com a confecção de algumas regras para auxiliar na 
desambiguação das entidades candidatas, conforme apresentado no 
trabalho de Ceci et al. (2010). 
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Caso não se tenha uma base inicial de termos, pode-se utilizar 
uma abordagem fundamentada em clusterização para a identificação das 
expressões (simples ou compostas) e submeter essas entidades 
candidatas à validação de um especialista (CECI; PIETROBON; 
GONÇALVES, 2012). 
No contexto da análise de sentimento, pode-se encontrar alguns 
trabalhos que utilizam NER como técnica-meio ou fim para a 
polarização, como é possível observar nos trabalhos de Xu et al. (2011), 
Chen, Chen e Wu (2012), Fernandez e Losada (2012), entre outros. 
Tanto o NER como as outras cinco técnicas apresentadas 
anteriormente representaram as principais estratégias utilizadas para a 
análise de sentimento e classificação semântica a partir dos resultados 
mostrados pela revisão sistemática. 
2.4.3.7 Deep learning 
Algorítmos deep learning (aprendizagem profunda) têm como 
objetivos explorar estruturas desconhecidas como entrada, a fim de 
descobrir boas representações, muitas vezes, em vários níveis, de modo 
a modelar abstrações de níveis mais altos usando arquiteturas compostas 
por múltiplas transformações não lineares (BENGIO, 2012). 
Pode-se entender o deep learning como a aplicação de técnicas na 
área de aprendizagem de máquina (machine learning) para a 
aprendizagem de novos padrões. Segundo Arel, Rose e Karnowski 
(2010), os principais algoritmos para deep learning são passíveis de 
treinamento e devem possuir dados iniciais para aprendizagem. 
Os principais algoritmos utilizados são baseados em redes neurais 
artificias. Segundo Haykin (2001), uma rede neural funciona como um 
processador macivo, paralelamente distribuído, constituído de unidades 
de processamento simples que têm como possibilidade o 
armazenamento de conhecimento experimental e podem torná-lo 
disponível para o uso. 
Um tipo de rede neural muito utilizado em deep learning é o 
Convolutional Neural Networks (CNN) ou, em português, Redes 
Convolucionais. Para Arel, Rose e Karnowski (2010), as CNNs fazem 
parte da família de redes neurais multicamadas inicialmente 
desenvolvidas para a utilização de dados bidimensionais, tais como 
imagens e vídeos. Ainda segundo os autores, essa é a primeira 
abordagem de deep learning que obteve verdadeiramente sucesso. 
Na visão de Bianchini (2001), as redes convolucionais buscam 
atacar o problema clássico, que é falta de habilidade para se lidar com 
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situações em que existam deformidades nos dados de entrada. A Figura 
15 apresenta um exemplo de funcionamento dessa rede. 
Figura 15 – Exemplo de funcionamento das redes convolucionais 
 
Fonte: Bianchini (2001) 
Pode-se perceber, a partir da Figura 15, que as redes 
convolucionais trabalham quebrando e reduzindo o objeto passível de 
classificação em elementos menores, mantendo as características. Dessa 
forma, para Bianchini (2001, p. 39), “assim, múltiplos planos são 
usualmente utilizados em cada camada para que múltiplas características 
possam ser detectadas”. 
O deep learning já foi usado para a prática da análise de 
sentimento, como se pode verificar no trabalho de Glorot, Bordes e 
Bengio (2011), que procura utilizar algoritmos dessa natureza para fazer 
com que um conjunto treinado de classificadores em um domínio seja 
adaptado para um novo domínio (desconhecido). 
No trabalho apresentado por Bengio (2011), é utilizado o 
algoritmo Staked Denoising Autoencoders (SDA). As redes neurais do 
tipo SDA têm sido utilizadas com sucesso em muitos cenários de 
aprendizagem de domínio. Elas atuam usando eventos randômicos para 
tratar os possíveis ruídos ou imperfeições nos dados de entrada da rede. 









Figura 16 – Exemplo de funcionamento das redes convolucionais 
 
Fonte: You e Zhang (2013) 
You e Zhang (2013) exemplificam a Figura 16 de modo que a 
entrada x é mapeada para y reconstruindo z. A saída y é usada como 
entrada para a camada de cima e o mesmo processo de iteração é 
executado até que se forme uma rede de profundidade, chegando à 
classificação desejada. 
Na próxima seção são apresentados mais detalhes sobre a técnica 
chamada de Singular Value Decomposition (SDV). 
2.4.3.8 Singular Value Decomposition (SVD) 
Em álgebra linear, Singular Value Decomposition (SVD) ou, em 
português, decomposição de valores singulares, é um método para 
redução de dimensionalidade a partir de coocorrência de termos, sendo 
que esses termos são distribuídos em uma matriz pelas dimensões em 
questão (MANNING e SCHUTZE, 1999). 
Ainda na visão de Manning e Schutze (1999), o processo de 
redução de dimensionalidade é uma técnica que pega um conjunto de 
objetos que existem em um espaço alto-dimensional e os modifica para 
a perspectiva de um espaço baixo-dimensional, muitas vezes em duas ou 
três dimensões para visualização. 
Segundo Woszezenki (2014), o SVD pode ser entendido como a 
fatoração de matrizes complexas. Contruindo, dessa forma, um espaço 
semântico em que as entidades de um domínio, fortemente relacionadas, 
aproximam-se. Para Manning e Schutze (1999), no processo de redução 
de dimensionalidade, termos que coocorrem são mapeados para 
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dimensões de um espaço reduzido. Sobre o funcionamento do SVD, 
Gonçalves (2006, p.41) explica.  
Considerando-se uma matriz esparsa termo–documento, a 
decomposição é calculada visando produzir uma matriz 
completa. Uma característica importante do modelo é a 
capacidade de redução de dimensionalidade através da 
utilização dos k fatores (valores singulares) mais 
relevantes. Esses fatores permitem recuperar parcialmente 
a informação que representa a matriz original.  
Segundo Woszezenki (2014), o SVD decompõe uma matriz 
original M em três matrizes. A Figura 17 apresenta mais detalhes sobre 
esse processo.  
Figura 17 – Redução da dimensionalidade da matriz original M 
 
Fonte: Chen et al., 2013 
Para entender o contexto de uso do SVD, utiliza-se a 
exemplificação de Tan, Steinbach, Kumar (2009). Sabe-se que uma 
matriz Am por n pode ser descrita conforme a Equação 6, onde i é o 
valor singular de índice i da matriz A e ui é o vetor singular da matriz A 
pela esquerda de índice i e vi é o vetor singular pela direita do índice i. 
𝐴 =  ∑ 𝜎𝑖  𝑢𝑖  𝑣𝑖





Na próxima seção, apresenta-se o cenário de aplicação para a 




2.4.4 Contexto de aplicação 
Pautados na revisão sistemática apresentada na Seção 2.1, pode-
se levantar alguns contextos de aplicação para a classificação semântica, 
mais precisamente, da análise de sentimento. 
Na seção a seguir, são apresentados contextos de aplicação para a 
análise de sentimento, entre eles: a análise de dados financeiros, o uso 
em campanhas eleitorais, a análise de reviews, a detecção de crime e de 
terrorismo e, finalmente, o marketing. 
2.4.4.1 Análise de dados financeiros 
Segundo Schumaker et al. (2012), a análise de sentimento pode 
auxiliar na avaliação de dados financeiros. Na visão dos autores, em 
notícias financeiras classificadas como negativas, fica muito mais fácil 
prever uma alteração nos preços do produto relacionado. 
Essa lógica pode ser utilizada para previsão do mercado, ou seja, 
podem-se examinar notícias sobre organizações e produtos e esperar um 
reflexo direto em preços ou ações da bolsa de valores. 
Um dos grandes desafios da análise de textos financeiros é o 
processamento da grande quantidade de informação que é gerada. O uso 
de instrumentação computacional faz-se necessário juntamente com 
técnicas eficientes. A análise de sentimento é uma das técnicas que pode 
auxiliar na avaliação dos dados, possibilitando melhores previsões 
(SCHUMAKER, 2012). 
Na seção seguinte, é apresentado o cenário de uso de análise de 
sentimento para auxiliar nas campanhas eleitorais e em contextos 
políticos. 
2.4.4.2 Uso na política 
 Uma área em que se tem utilizado com muita frequência a análise 
de sentimento é a política. Políticos e pessoas públicas em geral têm a 
necessidade de identificar como está a sua imagem perante o público 
(eleitores). A aplicação da análise de sentimento, utilizando como base 
textos publicados em redes sociais e no Twitter, pode trazer grandes 
benefícios e agilidade nessa tarefa (CHEN; CHEN; WU, 2012). 
No trabalho de Park et al. (2011), é utilizada a rede social sul-
coreana Cyword8, na qual os políticos possuem perfis públicos, 
permitindo trocas de mensagens com os seus eleitores. Os autores 
                                                 
8Acesse a rede Cyword em: http://www.cyworld.com/cymain/?f=cymain  
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aplicaram a análise de sentimento para identificar como os eleitores 
veem a imagem do político, possibilitando assim ter um indicador 
(positivo/negativo). 
No trabalho desenvolvido por Efron (2006), a mineração de 
opinião é utilizada de maneira diferente. Além de polarizar as sentenças, 
os textos são pré-classificados como de esquerda ou de direita em 
relação ao governo atual. Muito similar a esse trabalho, cita-se Malouf e 
Mullen (2008), só que, nesse caso, é possível adicionar outros 
classificadores que não apenas esquerda/direita, bastando fazer a 
definição previamente. 
Alguns trabalhos relatam a utilização da análise de sentimento 
como método para previsão do resultado de uma eleição, conforme é 
possível verificar na obra de Tumasjan et al. (2011). 
Chen, Chen e Wu (2012) sugerem o uso da técnica de análise de 
sentimento para monitorar a imagem dos candidatos e políticos já 
eleitos, de modo que a polarização possa ser estendida para outros 
qualificadores. 
Na próxima seção, encontra-se exposto outro contexto de 
aplicação da análise de sentimentos, a análise de reviews ou opiniões 
sobre produtos e serviços. 
2.4.4.3 Análise de reviews 
O uso de análise de sentimento em avaliação de reviews de 
produtos e em sites de opiniões é muito comum. A seguir, são 
apresentadas três situações de aplicação ligadas ao contexto de reviews 
de filmes e reviews de hotéis. 
Segundo Abbasi, Chen e Salem (2008), a Web é um importante 
canal para a disseminação de opiniões sobre produtos e serviços. Os 
autores propõem a utilização da análise de sentimento para classificar a 
imagem de um filme a partir do que as pessoas, que já o assistiram, 
colocam em fóruns especializados. 
O trabalho apresentado por Thet, Na e Khoo (2010) utiliza a 
análise de sentimento não só para identificar a polarização do filme 
como um todo, mas também de seus elementos – diretor, trilha sonora, 
ator principal etc. –, além de agregar a qualificação de um grau de 
polarização. 
Wu et al. (2010) apresenta a análise de sentimento na 
identificação de como está a imagem de hotéis com fundamentação nas 
opiniões publicadas por seus hóspedes. Na visão do autor, o resultado 
vindo da análise de sentimento deve ser publicado utilizando uma 
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estrutura gráfica que facilite a visualização das opiniões distribuídas 
pelo eixo tempo. 
Na seção a seguir, a análise de sentimento é apresentada como 
ferramenta para a examinação de publicações científicas. 
2.4.4.4 Análise de trabalhos científicos 
A análise de sentimento pode ser utilizada para identificar o que a 
comunidade científica pensa de uma determinada pesquisa ou artigo, 
auxiliando na identificação do fator de impacto da publicação (HUANG; 
QIU, 2010). Os autores utilizam como base, o cruzamento das 
referências e, principalmente, as citações efetuadas, de modo a 
identificar se existe uma opinião na sentença ou não, e qual a orientação 
semântica dessa opinião (positiva ou negativa). 
Outra aplicação da análise de sentimento nesse contexto é a 
proposta de Small (2011), na qual o foco é a interpretação de mapas da 
ciência, utilizando como embasamento as citações de artigos e 
identificando as coautorias. Nesse trabalho, o sentimento analisado vai 
além do positivo e negativo, uma vez que se procura identificar temas 
que são interessantes, promissores, entre outros qualificadores. 
O próximo segmento apresenta o uso de análise de sentimento 
como ferramenta para a detecção de crimes e de ameaças terroristas.  
2.4.4.5 Detecção de crimes e de terrorismo 
O uso de análise de sentimento a partir dos dados disponíveis em 
plataformas da Web 2.0 não é novidade. Alguns pesquisadores vêm 
recorrendo a esses dados para a identificação de ações de terrorismo, 
como se pode observar no trabalho de Yang e Dorbin (2011), no qual as 
informações são clusterizadas e correlacionadas de modo a se gerar um 
grafo. 
No trabalho apresentado por Cheong e Lee (2011), a fonte 
principal de dados é o Twitter, e o foco de aplicação da análise de 
sentimento é a detecção de mensagens contendo informações sobre 
terrorismo. Para isso, são identificadas palavras que possam ter contexto 
no terrorismo a partir da classificação de uma sentença como negativa. 
O objetivo é prever ataques e atentados, de forma que seja possível 
prevenir tais eventos. 
Na seção a seguir, são apresentados casos de aplicação da análise 






 A área de publicidade e propaganda é uma das grandes 
beneficiadas pela aplicação da análise de sentimento. A possibilidade de 
identificar a opinião de usuários ou clientes sobre um produto, um 
serviço ou sobre a imagem da marca é algo de grande interesse nessa 
área. 
O trabalho de Fan e Chang (2010) sugere a aplicação da análise 
de sentimento, com alicerce nos dados de blogs e do Twitter, para 
identificar sentimentos com o intuito de definir como está a imagem de 
produtos ou de serviços perante a um conjunto de usuários ou 
consumidores. 
Xu et al. (2011) utilizaram-se da análise de sentimento para 
comparar opiniões a fim de auxiliar na inteligência competitiva que, 
segundo os autores, é um dos fatores-chave para o gerenciamento de 
riscos e para o apoio à decisão organizacional. 
Na próxima seção são apresentados alguns métodos para a 
polarização de sentenças a fim de identificar o grau de polarização final. 
2.4.5 Métodos para orientação semântica (polarização) 
Os métodos para orientação semântica têm como objetivo 
apresentar o grau de polaridade do sentimento envolvido na sentença em 
questão. As próximas seções apresentam alguns métodos para chegar à 
orientação semântica de uma sentença. Na visão deste trabalho, adota-se 
como orientação semântica o fato de uma sentença ser positiva ou 
negativa, bem como o grau da orientação, que é o valor vinculado à 
sentença. 
2.4.5.1 Combinação linear 
Segundo Mejova (2011), um dos métodos mais simples utilizado 
é a combinação linear de todas as polaridades encontradas nos termos da 
sentença, como expressado nas Equações 7 e 8. 
𝑝𝑜𝑙𝑎𝑟𝑖𝑧𝑎çã𝑜 (𝑠𝑖) =  {
𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜, 𝑒𝑣𝑎𝑙(𝑠𝑖) > 0
 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑜, 𝑒𝑣𝑎𝑙(𝑠𝑖) < 0
 
(7) 




 Nesse método, a polarização, ou a orientação semântica, de uma 
sentença, 𝑠𝑖, pode ser definida como positiva, caso o resultado da função 
eval(𝑠𝑖) seja superior a 0 (zero), e negativa se o resultado for inferior a 0 
(zero). A função eval(𝑠𝑖) é aplicada na sentença. Para cada termo, é 
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somado o seu grau de polaridade, muito comumente utilizado 1 para 
termo 𝑡𝑗 com propriedade positiva e -1 para termos com propriedades 
negativas. Ao final, é identificado o grau de polarização da sentença 
como resultado desse somatório. 
Muitos trabalhos utilizam essa abordagem, tais como: Dave et al. 
(2003), Turney (2003), Mcdonald et al. (2007), Voohees e Buckland 
(2007), entre outros. O presente trabalho também fará uso desse método 
para a definição da orientação semântica (polarização). 
2.4.5.2 Método Turney e Littman (2003) 
O método proposto por Turney e Littman (2003) utiliza como 
base dois conjuntos básicos de termos positivos e negativos a fim de 
identificar a associação semântica entre os demais termos de uma 
sentença. Leva em consideração a coocorrência, aplicando o cálculo do 
PMI, representado pela Equação 9.  
𝑂(𝑡) =  ∑ 𝑃𝑀𝐼 (𝑡, 𝑡𝑖) − 
𝑡𝑖 ∈ 𝑆𝑝




 Nessa equação, O(t) representa a orientação semântica de um 
determinado termo, levando em consideração o somatório da associação 
semântica desse termo com todos os demais termos presentes na 
sentença e no conjunto positivo, menos o somatório do conjunto 
negativo de termos.  
Esse cálculo pode ser somado à combinação linear apresentada na 
Seção 2.4.5.1 a fim de atingir uma orientação semântica mais eficiente. 
A próxima seção apresenta um método que utiliza como base o 
WordNet. 
2.4.5.3 Método proposto por Kamps et al. (2004) 
O método proposto por Kamps et al. (2004) constrói um grafo 
baseado nas relações léxicas extraídas da sentença a partir do 
WordNet®. Para identificar a orientação semântica, é verificado o 
menor caminho entre os termos juntamente com os adjetivos 
polarizados. Entende-se como menor caminho a distância entre os dois 
termos, ou seja, a quantidade de termos entre eles. A Equação 10, a 
seguir, apresenta mais detalhes sobre essa abordagem. 
𝑆𝑂(𝑡) =  






O adjetivo t é considerado positivo se SO(t) > 0, caso contrário 
ele é negativo. É efetuada uma normalização de modo que o valor da 
orientação semântica sempre esteja entre [-1, 1]. Esse processo é útil 
para identificar se os termos da sentença estão mais próximos dos 
termos negativos ou dos positivos baseando-se na distância das palavras 
no grafo gerado a partir do WordNet®. 
2.5 ONTOLOGIA 
O termo ontologia foi originalmente utilizado pelo ramo da 
metafísica, ciência que procura explicar a fundamental natureza das 
coisas, particularmente o relacionamento entre a mente e a matéria. As 
ontologias, na visão da filosofia, procuram estudar visões de mundo a 
fim de categorizar elementos. O termo foi inicialmente utilizado no ano 
de 1606 por Jacos Loard na sua obra Ogdoas Scholastica (SALM 
JUNIOR, 2012). 
Segundo Poli e Obrst (2010), o termo ontologia hoje é visto por 
duas perspectivas: (1) a da filosofia, que foi mencionada anteriormente, 
e (2) pela perspectiva da Ciência da Computação, inicialmente utilizada 
pela Inteligência Artificial e hoje utilizada também pela Engenharia do 
Conhecimento. 
Este trabalho utiliza o conceito de ontologia pela perspectiva da 
Ciência da Computação e da Engenharia do Conhecimento como sendo 
um importante artifício para a modelagem e para a representação de um 
conhecimento de domínio. Segundo Gruber (1993), ontologia é uma 
especificação explícita de uma conceitualização. O autor ainda afirma 
que as ontologias são uma forma para representar um conhecimento, de 
modo que seja possível o compartilhamento e o reaproveitamento desse 
conhecimento. 
Para Gruber (1995), conceitualização é uma abstração, uma visão 
simplificada de mundo que pode ser representada. Segundo Guarino 
(1998), conceitualização está diretamente ligada a um domínio e a um 
conjunto de relações. 
Na visão de Borst (1997), uma ontologia é uma representação 
formal e explícita de uma conceitualização comum, ou seja, 
compartilhada. Guarino (1998) comenta que uma ontologia é composta 
por um entendimento geral de um grupo para descrever certa realidade a 
partir de fatos conhecidos e aceitos. Para Studer, Benjamins e Fensel 
(1998), ontologias representam conhecimento, de forma que tanto 
computadores quanto humanos possam entender e raciocinar. 
As ontologias definem um conjunto de representações primitivas 
para modelar um conhecimento de domínio (SAM; CHATWIN, 2013). 
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Segundo Chandrasekaran e Josephson (1999), elas representam o 
coração dos sistemas baseados em conhecimento, pois são responsáveis 
por representar o conhecimento de domínio. 
As ontologias são classificadas em vários tipos, de acordo com o 
seu grau de generalidade ou especialidade. Guarino (1998) apresenta 
algumas dessas classificações: 
 Ontologias gerais (top-level ontology): possuem definições 
abstratas para a compreensão de aspectos do mundo como, 
por exemplo, processos, espaços, tempo, coisas, seres etc. 
 Ontologias de tarefa (task ontology): tratam de tarefas 
genéricas ou de atividades, como diagnosticar ou vender. 
 Ontologias de domínio (domain ontology): dedicam-se a um 
domínio específico de uma área genérica como, por exemplo, 
uma ontologia sobre família. 
 Ontologias de aplicação (application ontology): têm como 
objetivo solucionar um problema específico de um domínio, 
normalmente referenciando termos de uma ontologia de 
domínio. 
Complementando a classificação apresentada por Guarino (1998), 
Freitas (2003) apresenta mais dois tipos: 
 Ontologias de representação: definem as primitivas de 
representação, tais como frames, atributos, axiomas etc. na 
forma declarativa. 
 Ontologias centrais (genéricas de domínio): definem os 
ramos de estudo de uma área ou conceitos mais abstratos 
dessa área. 
As ontologias são compostas, de modo simplificado, por cinco 
elementos básicos: (1) conceitos, (2) relações, (3) funções, (4) axiomas e 
(5) instâncias (GRUBER, 1993; CORCHO; GOMEZ-PEREZ, 2000). As 
definições que se seguem foram extraídas dos trabalhos de Grube 
(1993), Fensel (2001) e Gomez-Perez, Fernandez-Lopez e Corcho 
(2004).  
 Conceito ou classe: são organizados em forma de taxonomia 
e demostram algum tipo de interação da ontologia com a base 
de conhecimento. 
 Relações: ilustram um tipo de interação entre as classes de 
um domínio.  




 Axiomas: são verdades absolutas modeladas na forma de 
sentenças.  
 Instâncias: representam os dados das ontologias, sendo parte 
de uma classe, como instância de classe. 
Na visão de Studer, Benjamins e Fensel (1998), as ontologias 
podem ser concebidas com origem no zero ou no reaproveitando/reuso 
de partes ou de ontologias já existentes. O processo de criação de 
ontologias é algo custoso, por conta disso, algumas ferramentas 
computacionais foram criadas para auxiliar nessa tarefa. 
Muitos autores apresentam modelos e ferramentas que visam 
facilitar a construção e a manutenção das ontologias de domínio a partir 
de conteúdo não-estruturado de determinada organização como, por 
exemplo: Velardi et al. (2003); Cimiano e Volker (2005); Granitzer et 
al. (2007); Gacitua, Sawyer e Rayson (2007); Fortuna, Lavrac e Velardi 
(2008); El Sayed e Hacid (2008); e Ceci, Pietrobon e Gonçalves (2012). 
Na próxima seção, apresentar-se-á a importância do uso das 
ontologias. 
2.5.1 Importância das ontologias 
Segundo Beppler (2008), uma ontologia deve representar um 
conhecimento comum (compartilhado) de maneira consistente e não 
ambígua. Dessa forma, percebe-se que a ontologia se apresenta como 
uma forma confiável para que os sistemas baseados em conhecimento 
possam fazer uso da sua estrutura formal. Segundo Agarwal et al. 
(2015), as ontologias apresentam conceitos do domínio de aplicação, o 
que pode beneficiar a tarefa de identificação de entidades de destino 
para a análise de sentimento. 
Como já foi mencionado, uma ontologia pode ser considerada o 
coração de um sistema baseado em conhecimento, permitindo que o 
domínio em questão influencie as inferências e os resultados solicitados 
para os seus usuários (CHANDRASEKARAN; JOSEPHSON, 1999). 
Freitas (2003) apresenta alguns benefícios do uso das ontologias.  
 Possibilidade de reutilização do conhecimento já modelado, 
permitindo adaptação e extensão desse conhecimento e 
auxiliando na fase de construção da base de conhecimento 
(STUDER; BENJAMINS; FENSEL, 1998).  
 Permitem consultas, comparações, verificação de 
consistência e integração do seu conteúdo. 




 Existe uma vasta quantidade de ontologias disponíveis para 
download e repositórios disponíveis na Internet, o que 
minimiza a chance de criação de uma ontologia do zero. 
As ontologias podem ser aplicadas em vários seguimentos, 
conforme apresentado pelos autores Guarino (1998), Chandrasekaran e 
Josephson (1999) e Beppler (2008): 
 Engenharia e representação do conhecimento; 
 Modelagem de bases de dados; 
 Recuperação de informação; 
 Integração de dados e aplicações; 
 Gestão do conhecimento; 
 Bibliotecas digitais; 
 Classificação de documentos e textos; entre outros. 
Uma área que está se beneficiando com o uso das ontologias é a 
análise de sentimentos, como é possível verificar nos trabalhos de 
Antonini et al. (2013), Shankar e Kumar (2013), Sakthivel e Hema 
(2013), Borth et al. (2013), Lau, Li e Liao (2014), Penalver-Martinez 
(2014), Liu et al. (2015), Agarwal et al. (2015), entre outros. 
Na seção seguinte, expõem-se mais detalhes sobre as ontologias 
utilizadas para classificação do tipo análise de sentimento. 
2.5.2 Ontologias de sentimentos 
Segundo Sam e Chatwin (2013), uma ontologia de emoção ou 
sentimento define e descreve as emoções de um consumidor, ou seja, o 
sentimento que ele pode experimentar por um produto ou serviço. 
As ontologias podem simplificar a classificação das sentenças 
num processo de análise de sentimento, uma vez que em suas classes 
existem tipos de sentimentos e emoções, trazendo atributos para facilitar 
a polarização. 
No trabalho de Wei e Gulla (2010), apresenta-se o uso da 
Sentiment Ontology Tree (SOT). Verifica-se uma forma diferente de 
trabalhar com a ontologia, apresentando os produtos e os serviços 
organizados de maneira hierárquica e com as suas características 
marcadas de maneira polarizada. A Figura 18 demonstra um exemplo da 






Figura 18 – Exemplo da Ontologia SOT 
 
Fonte: Wang; Nie; Liu, 2013 
Segundo Kontopoulos et al. (2013), no contexto da análise de 
sentimento, as ontologias podem ser utilizadas para mapear o domínio 
de aplicação bem como para demostrar o nível de emoção ou de 
sentimento de um adjetivo, apresentando um valor numérico para 
representar o seu grau. Baldoni (2012) afirma que uma ontologia de 
emoção ou sentimento demostra sensações estruturadas na forma de 
uma taxonomia e pode trazer muito mais valor para a análise do que 
uma simples polarização. 
No trabalho de Sam e Chatwin (2013), são apresentados dois 
conceitos relacionados à classe sentimento: felicidade e tristeza. Para 
cada um desses conceitos existem vários outros que representam esse 









Figura 19 – Conceitos ligados à felicidade 
 
Fonte: Sam e Chatwin (2013) 
Para o conceito tristeza, é efetuado o mesmo processo, o qual está 
ilustrado na Figura 20. 
Figura 20 – Conceitos ligados à tristeza 
 
Fonte: Sam e Chatwin (2013) 
Uma ontologia foi desenvolvida especificamente para a utilização 
em análise de sentimento e em mineração de opinião – a EmotiNET. 
Essa ontologia apresenta os conceitos, as relações e as propriedades 
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relacionados aos recursos que podem existir nos textos (BALAHUR et 
al., 2011). 
As ontologias podem trazer muitos benefícios para a tarefa de 
classificação e de análise de sentimento, como, por exemplo, a 
representação de conceitos do domínio de aplicação, sendo que esses 
conceitos podem ser combinados com recursos de sentenças para 
auxiliar na identificação da polarização final ou no reconhecimento da 
entidade de destino (LIU et al., 2015). Além da possibilidade da 
modelagem do conhecimento de domínio, as ontologias são estruturadas 
de modo a permitir inferências e raciocínios a partir da sua 
representação. 
A próxima seção apresenta mais informações a respeito das 
inferências e raciocínios sobre as ontologias. 
2.5.3 Inferência e raciocínio 
Raciocínio, na visão de Brachman e Levesque (2004), é uma 
manipulação formal de símbolos, que representam uma coleção de 
representações verdadeiras para produzir novas representações de 
conhecimento. Segundo Fialho (2011), normalmente o raciocínio 
envolve o processo de concluir e avaliar, baseado em um cálculo de 
argumentos. 
Sobre o porquê de se trabalhar com raciocínio, Brachman e 
Levesque (2004) afirmam que esse recurso permite, aos sistemas 
baseados em conhecimento, apresentar resultados levando em 
consideração elementos do domínio da aplicação, além da possibilidade 
de se chegar a novas constatações. 
Sobre inferência e raciocínio Pearl (1988) apud Beppler (2008) p. 
34, afirmam que: 
Inferência e raciocínio normalmente são conceitos 
que se confundem. Raciocínio pode ser visto como 
o processo de inferir um novo conhecimento 
enquanto que inferência é a derivação em si de 
novos dados, fatos ou conhecimentos, que podem 
ser tanto positivos quanto negativos, a partir de um 
conjunto de dados. 
Segundo Qi e Harth (2012), o uso da inferência pode auxiliar na 
validação da estrutura conceitual das ontologias, podendo indicar erros 
de modelagem e até inconsistências entre ontologias combinadas numa 
estratégia em rede. Para Schkegek e Shapiro (2014), é possível efetuar 
inferências e raciocínios a partir de grafos. Na visão dos autores, o 
percurso tomado dentro do grafo (ou árvore) pode caracterizar-se como 
94 
 
um novo raciocínio ou inferência, permitindo chegar a uma nova 
conclusão.   
É possível visualizar as ontologias como grafos em que os 
conceitos e as instâncias são os nós e as relações entre as classes são as 
arestas. Segundo Beppler (2008), além do uso dos conceitos e das 
instâncias das ontologias para a inferência, pode-se utilizar regras para 
chegar a conclusões mais complexas. 
Na seção a seguir, apresenta-se o Raciocínio Baseado em Caso, 
que é uma técnica focada na retenção, recuperação e reaproveitamento 
de casos passados para novas situações. 
2.6 RACIOCÍNIO BASEADO EM CASOS 
O Raciocínio Baseado em Casos (RBC) consiste na comparação 
de um novo problema com um já previamente resolvido para desenhar 
inferências que auxiliem na tomada de decisão e na resolução do dilema 
(WEBER; ASHLEY; BRÜNINGHAUS, 2006). 
Essa técnica fornece uma metodologia para os sistemas de apoio 
à decisão, mais especificamente, na resolução de problemas novos com 
base na solução de adversidades anteriores que lhe são semelhantes. O 
ponto central do RBC é disponibilizar uma capacidade poderosa de 
aprendizagem, que busca usar experiências passadas como 
fundamentação ao lidar com novos problemas. Um sistema de RBC 
pode facilitar o processo de aquisição de conhecimento, eliminando o 
tempo necessário para extrair soluções dos especialistas. Segundo Niu, 
Lu e Zhang (2009), o método RBC parece promissor ao ser aplicado em 
situações dinâmicas ou nas quais se conhece pouco sobre o domínio ou 
sobre as soluções. 
O RBC é uma técnica da Inteligência Artificial (IA) que tem 
como objetivo emular o conhecimento para resolver problemas seletos. 
Essa metodologia de resolução de problemas se diferencia de outras 
técnicas da IA, pois não contém apenas um conhecimento geral do 
domínio do problema. O RBC utiliza o conhecimento específico de uma 
experiência passada para resolver um problema atual. Para a resolução 
desse problema, é utilizada a busca de casos passados. Por meio da 
similaridade, podem-se identificar problemas parecidos e 
consequentemente soluções para o problema. Toda alteração de uma 
solução proposta para um problema é armazenada para posteriormente 
ser utilizada em novos casos (BEPPLER, 2002). 
Segundo Kaster, Medeiros e Rocha (2000), as ideias do RBC 
foram desenvolvidas para suprir algumas desvantagens das técnicas de 
IA tradicionais, como, por exemplo, o Raciocínio Baseado em Regras, 
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que tem como função analisar uma situação a partir de regras pré-
estabelecidas. Abaixo, têm-se algumas desvantagens dos sistemas 
baseados em regras que o RBC vem suprir, segundo o mesmo autor. 
 Obtenção de conhecimento: é mais fácil basear-se em 
soluções de casos antigos e já́ conhecidos do que formatar uma 
série de regras para expressar um conhecimento. 
 Memória: sistemas baseados em regras não possuem memória, 
ou seja, sempre iniciam a análise de um problema do zero. Já́ 
nos sistemas baseados em casos, busca-se um problema 
anteriormente resolvido, similar ao atual, a fim de auxiliar a 
solução do problema atual.  
 Robustez: se o sistema baseado em regras não tiver normas 
compatíveis com o problema, ele simplesmente deixa de 
resolvê-lo. Nos sistemas baseados em casos, uma solução 
conhecida pode ser adaptada para atender a resolução de um 
novo problema. 
Na visão de Gunawardena e Weber (2012), o RBC é utilizado em 
vários campos, nos quais a tarefa foco seja raciocínio, diagnóstico, 
classificação e recomendação.  
2.6.1 Etapas de um RBC 
Segundo Aamodt e Plaza (1994), são quatro as principais etapas 
de um RBC: (1) recuperar, (2) reutilizar, (3) revisar e (4) reter. A seguir, 
são descritas as características de cada uma delas. 
 Recuperar: o objetivo dessa etapa é recuperar os casos que 
tenham uma solução mais semelhante ao problema apresentado. 
Ela tem início na descrição de um problema e termina quando o 
caso com a maior similaridade é encontrado (AAMODT; 
PLAZA, 1994; BEPPLER, 2002). 
 Reutilizar: a partir do caso recuperado, a reutilização foca em 
dois aspectos – as diferenças entre os casos antigos e os atuais e 
qual parte do caso recuperado pode ser aproveitada para a nova 
circunstância (AAMODT; PLAZA, 1994). Segundo Beppler 
(2002), os casos recuperados precisam de certa modificação 
para atender aos novos problemas, essa situação é chamada de 
adaptação. 
 Revisar: nessa etapa, verifica-se se a reutilização está correta e, 
caso existam problemas, aprende-se com as falhas. Ela é 
dividida em duas etapas: avaliação da solução gerada para o 
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reuso e reparação da solução usando o conhecimento específico 
do domínio (BEPPLER, 2002; AAMODT; PLAZA, 1994). 
 Reter: quando o caso é resolvido e o processo de revisão 
efetuado, esse caso pode ser armazenado. O sistema de RBC só 
é eficiente se aprender a partir das experiências passadas e da 
correta indexação dos problemas (BEPPLER, 2002). 
A Figura 21 apresenta como as etapas aqui descritas constituem o 
chamado ciclo do RBC.  
Figura 21 – Ciclo do RBC 
 
Fonte: Adaptado de Aamodt e Plaza (1994) 
Segundo Ji et al. (2013), o ciclo do RBC é composto pelas suas 
principais etapas: recuperar, reutilizar, revisar e reter. Ademais, a 
técnica é conhecida como ‘os quatro R’s’. 
2.6.2 Representação de casos 
Segundo Junior et al. (2006), os casos, num sistema RBC, são 
responsáveis por representar o conhecimento do especialista para a 
resolução de um determinado problema. Os mesmos autores definem 
caso como sendo uma experiência real em que o problema proposto já 
foi resolvido, buscando representar o problema por atributos. Esses 
atributos têm como função destacar o contexto e o conteúdo do 
problema para auxiliar na sua recuperação. Para Kolodner (1993), são 
três o número de componentes para representar um caso: 
(1) Descrição do problema: listar as principais características para 
a identificação do problema.  
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(2) Descrição da solução: solução recuperada pelo sistema para o 
problema em questão, a qual já deve estar validada.  
(3) Conclusão: resultados de uma avaliação da solução durante a 
sua aplicação a fim de demonstrar os resultados obtidos. 
Segundo VonWangenheim e VonWangenheim (2003), a 
representação do conhecimento de casos define os formalismos com os 
quais é formulado o conhecimento para um novo problema. 
2.6.3 A recuperação e a indexação de casos em RBC 
Tanto a recuperação quanto a indexação são fundamentais para a 
construção de um sistema de RBC. Mesmo sendo diferente, uma etapa 
precisa da outra para ter utilidade. A seguir, é apresentado um 
detalhamento dessas duas etapas. 
A indexação consiste basicamente em criar índices dos atributos e 
dos termos em geral, a fim de auxiliar no processo de recuperação dos 
casos. Por outro lado, segundo Junior et al. (2006), a fase de recuperação 
tem como função encontrar o melhor caso a partir de um problema ou 
situação. Para isso, é necessário verificar a similaridade do caso com o 
problema apresentado, precisando-se varrer o índice criado na fase da 
indexação. 
Beppler (2002) explica que, para calcular a similaridade, existem 
funções numéricas. Geralmente a mais usada é a “vizinho mais 
próximo”, representada pela equação declarada a seguir, em que T é o 
caso alvo, S é o caso fonte, n é o número de atributos em cada caso, i é 
cada atributo individual, variando de 1 a n, f é a função de similaridade 
para o atributo i no caso T e S, e W é o peso relativo ao atributo i. 






 O conceito de similaridade é muito importante para o RBC. 
Segundo a hipótese de VonWangenheim e VonWangenheim (2003, p. 
96), “problemas similares possuem soluções semelhantes”. 
2.6.4 Uso de RBC com ontologias 
Na visão apresentada por Bergmann e Schaaf (2003), o uso de 
raciocínio baseado em caso combinado com ontologias pode trazer um 
grande benefício no processo de resolução de problemas, já que é 
possível levar em consideração o conhecimento de domínio. 
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As ontologias podem ser utilizadas como forma de integração 
entrem bases de conhecimento e os casos de um sistema de RBC. No 
trabalho de Roth-Berghofer e Adrian (2010), utiliza-se as ontologias 
para mapear os conhecimentos disponíveis em bases ligadas na Web 
(web linked data) para agregar informações aos casos conhecidos da 
base de casos. 
Para Heitmann e Hayes (2010), as ontologias podem ser 
utilizadas para representar um caso, de modo que este possa ser 
integrado com o conhecimento de domínio. No trabalho de Gaillard et 
al. (2013), elas são utilizadas para auxiliar na recuperação dos casos, 
tentando buscar a relação entre o texto do problema e os conceitos do 
domínio. 
Percebe-se que o uso de conceitos do domínio, em estratégia de 
RBC, é algo trabalhado por muitos autores. Na seção sucessora a esta, 
são analisadas soluções que combinam o uso de RBC com a análise de 
sentimento. 
2.6.5 RBC para auxiliar análise de sentimento 
O uso do RBC pode ser combinado com a análise de sentimento 
para diferentes aplicações. No trabalho de Dong et al. (2013a), a análise 
de sentimento é combinada ao RBC para o desenvolvimento de um 
sistema de recomendação de produtos. Na visão dos autores, pode-se 
utilizar a supracitada análise como uma forma de extração dos pontos 
positivos e negativos de um produto. Essas informações são combinadas 
com os casos armazenados pelo RBC com o propósito de apresentar 
uma recomendação mais eficiente. 
Pode-se utilizar RBC ainda com a análise de sentimento para 
gerar um review de funcionalidades dos produtos com base em opiniões 
expressadas por usuários. Nesse trabalho também utilizam-se ontologias 
para ter uma visão do contexto em que o produto faz parte (DONG et 
al., 2013b). 
No trabalho de Li e Tsai (2013), utiliza-se RBC para auxiliar a 
análise de sentimento, ou seja, a polarização é o objeto de estudo. Os 
autores combinam o uso de RBC com técnicas de classificação baseada 
em conjutos difusos (Fuzzy sets) para chegar à conclusão se uma 
sentença ou documento é positivo ou negativo. A pesquisa realizada 
nesta tese fará uso de RBC com o mesmo foco do trabalho de Li e Tsai 
(2013). Ou seja, pretende-se entregar, ao final do processo, uma 




2.7 CONSIDERAÇÕES FINAIS 
O presente trabalho tem como foco principal a classificação 
semântica de documentos e textos, sendo que, dentre os vários domínios 
de aplicação da classificação semântica, optou-se por focar na análise de 
sentimento e na mineração de opinião. 
Desenvolveu-se uma revisão sistemática para identificar um gap 
na proposta de solução para o problema de classificação de documentos 
no atual estado da arte. Tem-se como objetivo reaproveitar os 
raciocínios passados para auxiliar nas novas classificações. 
Identificou-se que o uso de RBC e de ontologias combinadas a 
técnicas de aprendizagem de máquina pode auxiliar na construção de um 
modelo para a proposta de solução deste trabalho. 
Neste capítulo, além das definições de classificação semântica, 
sentimento e análise de sentimento, também foram apresentados 
conceitos relacionados com raciocínio baseado em caso e ontologias. O 
próximo capítulo tem como função apresentar o modelo inicial,  
proposto, a partir dos estudos realizados e relatados neste capítulo de 






3 MODELO INICIAL PROPOSTO 
Este capítulo apresenta, de maneira detalhada, o modelo inicial 
proposto, o qual tem como objetivo demonstrar uma solução à 
problemática exposta neste trabalho bem como promover uma resposta 
ao gap de pesquisa, identificado por meio da revisão sistemática. O 
modelo apresentado neste capítulo não tem como objetivo ser o modelo 
final de tese. A função deste modelo é apresentar a inspiração inicial da 
proposta de solução, levando em consideração os elementos 
apresentados nos Capítulos 1 e 2. 
O Capítulo 3, portanto, está dividido em três seções. 
Primeiramente há uma introdução, a qual é seguida pela descrição 
detalhada do modelo e das suas etapas, terminando com a apresentação 
das considerações finais. 
3.1 INTRODUÇÃO 
Para construir um modelo de tese, é necessário utilizar como base 
a pergunta de pesquisa e os elementos da problemática, de modo que o 
modelo apresente soluções e respostas. Deve-se também levar em 
consideração os elementos e as características descobertas no estado da 
arte das temáticas deste trabalho. A Figura 22 apresenta o procedimento 
metodológico. 
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Fonte: Elaborado pelo autor 
Para a construção do modelo inicial, utilizou-se como base as 
técnicas e as ferramentas explicitadas na revisão sistemática. Dessa 
forma, o modelo inicial faz uso da estrutura do raciocínio baseado em 
casos, tendo a disposição das suas etapas organizadas de maneira similar 
ao RBC. Quando uma sentença ou documento é submetido ao processo 
de classificação, a primeira tarefa a ser executada é o reconhecimento de 




Para a representação e o armazenamento do conhecimento de 
domínio, utiliza-se uma ontologia que tem como função trazer 
elementos do domínio de aplicação para a classificação. 
O modelo é flexível para a utilização de técnicas de 
aprendizagem de máquina, não tendo dependência direta com nenhuma 
delas. Portanto, fica a cargo do usuário escolher qual a melhor técnica 
para o seu problema. 
O processo de POS Tagger é aplicado para auxiliar na estratégia 
de polarização escolhida, disponibilizando as classes gramaticais de 
cada termo de uma sentença. 
Na seção a seguir, são apresentados mais detalhes sobre os 
requisitos funcionais que o modelo de tese deve respeitar, os quais 
foram explicitados na revisão teórica. 
3.2 REQUISITOS FUNCIONAIS PARA O MODELO 
Para a construção do modelo proposto, levantou-se os principais 
requisitos funcionais que devem ser atendidos a partir dos elementos 
identificados na revisão sistemática e na revisão bibliográfica. Esta 
seção tem como objetivo apresentar esses requisitos funcionais, de 
modo que a construção do modelo seja executada da maneira mais 
adequada. A seguir são apresentados os requisitos levantados a partir 
dos Quadro 1,Quadro 2, Quadro 3 eQuadro 4. 
Quadro 1 – Requisito RF001 
RF001 – O modelo deve ser sensível ao domínio.  
Descrição: Para atingir um melhor resultado, a solução deve ser sensível 
ao domínio, ou seja, deve levar em consideração elementos do domínio 
de aplicação. 
Fonte: Elaborado pelo autor 
O requisito RF001 foi retirado de uma afirmação utilizada na 
problemática deste trabalho, a qual explica que a polarização de uma 
senteça em positiva e negativa está sujeita a uma taxa alta de erros caso 
não leve em consideração elementos do domínio (ZHANG; LIU, 
2011a). 
Quadro 2 –Requisito RF002 
RF002 – O modelo deve apresentar o “porquê” de ter chego a uma 
polarização.  
Descrição: A solução deve apresentar de maneira clara quais os motivos 
que levaram uma sentença a ser classificada como positiva ou negativa. 
Fonte: Elaborado pelo autor 
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O requisito RF002, foi inspirado na problemática deste trabalho, 
a qual afirma que apresentar resultados da polarização apenas como 
positivo ou negativo não é o suficiente para a tomada de decisão. Muitas 
vezes o caminho até a classificação é mais importante que o próprio 
resultado (LI; XIA; ZHANG, 2011). 
Quadro 3 –Requisito RF003 
RF003 – O modelo deve ‘aprender’ (armazenar e recuperar) a partir de 
polarizações passadas. 
Descrição: A solução deve estar preparada para armazenar novas 
polarizações efetuadas e aproveitar as classificações passadas para 
auxiliar na polarização de um novo conteúdo (caso). 
Fonte: Elaborado pelo autor 
O requisito RF003 apresenta-se a partir de um item levantado na 
problemática e inspirado no trabalho de Kaiser, Schlick e Bodendorf 
(2011). Segundo os autores, para ter uma análise de sentimento mais 
efetiva, é necessário ‘aprender’ a partir das práticas que obtiveram 
sucesso. 
Quadro 4 –Requisito RF004 
RF004 – O modelo deve permitir que sejam armazenadas as inferências 
realizadas com sucesso. 
Descrição: A solução deve estar preparada para reutilizar as inferências 
elaboradas para chegar a uma polarização com sucesso. 
Fonte: Elaborado pelo autor 
O requisito RF004 foi inspirado da afirmação efetuada por Feng 
et al. (2011), ao comentar que para cada nova classificação é necessário 
considerar todo o processo de inferência e de classificação novamente, 
não aproveitando todo o raciocínio já realizado.  
A próxima seção utilizou como base os requisitos funcionais aqui 
ilustrados com o objetivo de apresentar mais detalhes sobre o modelo 
proposto. 
3.3 DESCRIÇÃO DO MODELO 
O modelo proposto tem como objetivo propor um caminho para a 
implementação de uma solução com o intuito de viabilizar a análise de 
sentimento de sentenças ou de documentos. A Figura 23 apresenta mais 





Figura 23 – Proposta de solução 
 
Fonte: Elaborado pelo autor 
Como entrada, espera-se um documento não-estruturado ou uma 
sentença que pode ser de qualquer domínio. O modelo foi estruturado 
com fundamentação nas quatro etapas do ciclo do RBC: (1) 
recuperação; (2) reutilização; (3) revisão; e (4) retenção. 
Cada etapa possui responsabilidades e técnicas específicas para 
atingir os objetivos propostos neste trabalho, o qual tem foco na 
classificação de sentenças e utiliza como cenário a análise de 
sentimento. 
A inspiração para o uso do ciclo RBC como plano de fundo para 
o modelo proposto ocorreu por conta da habilidade do modelo em 
armazenar, recuperar, adaptar e reutilizar casos passados, recurso esse 
que vai de encontro com uma das deficiências encontradas nos modelos 
atuais para classificação e análise de sentimento – a falta do 
reaproveitamento das inferências já realizadas anteriormente. 
O fluxograma, apresentado na Figura 24, traz mais detalhes de 





Figura 24 – Fluxograma da proposta de solução. 
 
Fonte: Elaborado pelo autor 
O modelo proposto permite a interação de um usuário na etapa de 
revisão. Essa etapa não é obrigatória para a implementação e utilização 
do modelo, tornando a abordagem para a classificação automática, sem a 
etapa de revisão, ou semiautomática, ao incluir esse passo. O 
fluxograma apresentado na Figura 24, demonstra o encadeamento das 
etapas no modelo semiautomático, ou seja, que abriga todos os quatro 
passos do RBC. 
As próximas subseções exibem um detalhamento sobre cada uma 
das etapas do modelo proposto. 
3.3.1 Recuperação 
A partir da submissão de um documento ou sentença não-
estruturada, a primeira etapa do modelo é a de recuperação. Nela são 
utilizadas as técnicas de reconhecimento de entidades (na Figura 23 
representada como NER) e recuperação de informação (RI). 
A primeira etapa consiste na aplicação de técnicas de 
reconhecimento de entidades, utilizando como fundamento, recursos 
armazenados na base de conhecimento da organização. O objetivo dessa 
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etapa é identificar as entidades e classificá-las (classe da ontologia) para 
selecionar qual é o sujeito da sentença. 
A partir da identificação do sujeito e das demais instâncias e 
classes da ontologia, constrói-se uma query, ou seja, uma consulta para 
que a classe seja submetida ao processo de recuperação dos casos. O 
processo de recuperação dos casos é realizado com alicerce na área da 
recuperação de informação, utilizando, como base, o cálculo de 
similaridade do cosseno9. 
A seguir, apresenta-se o fluxo da Etapa 1 por meio de um 
algoritmo: 
 Passo 1: o documento ou sentença de entrada é informado; 
 Passo 2: o conteúdo é submetido ao processo de 
reconhecimento de entidades; 
 Passo 3: as entidades reconhecidas a partir da ontologia de 
domínio são retornadas; 
 Passo 4: caso não sejam encontradas entidades, siga para o 
Passo 7,  caso contrário, siga para o Passo 5; 
 Passo 5: são buscados casos que possuam as entidades 
reconhecidas (instâncias e classes da ontologia) em seu 
registro; 
 Passo 6: são retornados os casos previamente armazenados; 
 Passo 7: é concluída a etapa de recuperação. 
Para facilitar o entendimento dessa etapa, formulou-se o seguinte 
exemplo. Tem-se, como entrada, a seguinte sentença: “A 
cybershot10dsc-tf1 é um ótimo equipamento, ela se apresenta ao mercado 
com um bom preço, seu flash é muito bom e a imagem tem uma ótima 
qualidade.”. 







                                                 
9 Este trabalho utiliza para o cálculo do cosseno a ferramenta Apache Lucene 
(https://lucene.apache.org/core/)  
10 Cybershot é um nome de produto registrado da marca Sony. 
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Figura 25 – Exemplo da etapa de recuperação do modelo proposto 
 
Fonte: Elaborado pelo autor 
 A sentença submetida ao processo de reconhecimento de 
entidades teve como retorno quatro elementos: a instância cybershot 
dsc-tf1, que faz parte da classe câmera da ontologia de domínio, e outros 
três conceitos também presentes na ontologia: preço, flash e imagem. 
Tendo os quatro elementos de retorno, formula-se a consulta utilizando 
tais informações como, por exemplo, (camera:cyber shot dsc-tf1)  AND 
(flash) AND (preço) AND (imagem). 
A consulta representa uma busca por casos já existentes na base 
de casos que sejam relacionados à câmera cybershot dsc-tf1 e que, no 
seu processo de raciocínio, tenham sido levados em consideração os 
conceitos (características) de flash, preço e imagem. Na sequência, é 
utilizado um processo de similaridade baseado no TF-IDF e, ao final, 
são retornados os casos similares com os elementos em questão. 
Os casos revistos são submetidos à segunda etapa do processo, a 
reutilização. A próxima seção apresenta mais detalhes. 
3.3.2 Reutilização 
A etapa de reutilização do modelo proposto pode utilizar, como 
base, os casos resultantes, quando recuperados, ou fazer a classificação a 
partir do início. 
O processo de reaproveitamento dos casos resultantes da etapa de 
recuperação é bastante simples. Basicamente, as ações são organizadas 
para a apresentação da mesma solução dos casos recuperados como 
solução do caso atual. Se não forem encontrados casos similares, ou se 
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os casos encontrados não atendam ao novo caso, a etapa de reutilização 
executa o processo de classificação. A Figura 26 expõe mais 
particularidades desse fluxo. 
Figura 26 – Fluxo da etapa de reutilização 
 
Fonte: Elaborado pelo autor 
Caso não seja implementada uma estratégia semiautomática, a 
etapa de verificação é ignorada. Deve-se, neste caso, definir um 
threshold, de forma que, se a solução encontrada (caso recuperado) tiver 
um grau superior ao valor definido (threshold), ela é apresentada como 
proposta de solução. 
Para o processo de classificação, inicialmente é aplicada a técnica 
de POS Tagger, que tem como objetivo identificar todas as classes 
gramaticais dos termos presentes nas sentenças. Após ter todos os 
termos com suas respectivas classes gramaticais vinculadas, o conteúdo 
é submetido ao processo de quebra de sentença. Esse processo tem 
como foco separar o texto original em pequenas sentenças, com o 
propósito de facilitar o processo de classificação das entidades 
encontradas (localização do sujeito da sentença). 
Cada sentença resultante do processo de quebra de sentenças terá 
seus adjetivos selecionados, juntamente com a entidade (caso exista). 
Para saber qual adjetivo está vinculado a qual entidade, utiliza-se uma 
estratégia baseada na distância entre duas palavras, inferindo que o 
adjetivo está relacionado à entidade mais próxima. Para facilitar o 
entendimento, é apresentada a continuação do exemplo, iniciado na 
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etapa de recuperação, o qual teve como sentença de entrada o seguinte 
texto: “A cybershot dsc-tf1 é um ótimo equipamento, ela se apresenta ao 
mercado com um bom preço, seu flash é muito bom e a imagem tem 
uma ótima qualidade.”. 
Já é sabido que, nessa sentença, existem as seguintes entidades 
(resgatadas na etapa de recuperação): cybershot dsc-tf1 (câmera), flash, 
preço e imagem. O processo de POS Tagger identifica as classes 
gramaticais dos termos. Submetendo a sentença original ao processo de 
quebra de sentença, têm-se duas sentenças resultantes.  
(1) “A cybershot dsc-tf1 é um ótimo equipamento, ela se 
apresenta ao mercado com um bom preço.”; e  
(2) “seu flash é muito bom e a imagem tem uma ótima 
qualidade.”. 
A partir disso, são recuperadas as entidades e os adjetivos 
(previamente selecionados no processo de POS Tagger) com suas 
posições em cada sub-sentença, como se pode observar a seguir. 
Sentença 1: cybershot dsc-tf1 (POS = 2); ótimo (POS = 7); bom 
(POS = 16); e preço (POS = 17) 
A distância entre a entidade cybershot dsc-tf1 e o adjetivo ótimo é 
de 5 palavras, já a distância da mesma entidade para o adjetivo bom é de 
14 palavras. Tendo em vista esse cenário, infere-se que o adjetivo ótimo 
está relacionado à entidade cybershot dsc-tf1. 
O cálculo da distância pode ser representado a partir da seguinte 
equação: 𝑑𝑖𝑠𝑡â𝑛𝑐𝑖𝑎 (𝑤1, 𝑤2) = 𝑝𝑤2 − 𝑝𝑤1. Sendo que a distância do 
termo 1 (w1) para o termo 2 (w2) é calculada pela posição do termo 2 
(pw2) menos a posição do termo 1 (pw1) na sentença. 
Após identificar os adjetivos que estão vinculados aos conceitos 
(entidades) recuperados das sentenças, é executada uma consulta em um 
léxico de sentimento, em que é observado se o adjetivo tem conotação 
positiva (valor 1) ou negativa (valor -1). 
O próximo passo consiste na recuperação do caminho entre os 
conceitos, por meio da navegação da ontologia de domínio. Para cada 
definição, deve-se somar o valor da sua polarização, a fim de chegar ao 
valor final do conceito-pai (ou raiz) da árvore. A Figura 27 apresenta um 







Figura 27 – Árvore de inferência baseada na SOT 
 
Fonte: Elaborado pelo autor 
O resultado da polarização do documento exemplificado é 
positivo com o valor = 4, proveniente do somatório dos valores 
atribuídos a cada conceito que apareceu na árvore de inferência 
resultante. Esse processo de representação foi inspirado nos trabalhos de 
Wei e Gulla (2010) e Wang, Nie e Liu (2013), nos quais eles 
referenciam como SOT, sentimento ontology tree. 
Esta tese utiliza apenas a forma de representação para o seu 
processamento, neste caso, são aplicados conceitos de caminhamento11 
em árvores, vindos da área de estrutura de dados. 
 Ao final dessa etapa, tem-se uma proposta de polarização para a 
sentença inicialmente submetida. A próxima subseção apresenta a 
revisão que, se existente, caracteriza a implementação do modelo como 
semiautomático, pois necessita da participação de um especialista. 
3.3.3 Revisão 
A etapa de revisão é a única que não é obrigatória para a 
implementação do modelo e define se o modelo será automático ou 
semiautomático. Essa etapa tem como objetivo permitir a participação 
de um especialista do domínio no processo de classificação, momento 
em que é possível validar as qualificações já efetuadas, permitindo que a 
implementação aprenda com a interação do usuário. 
                                                 
11 Caminhamento no contexto desta tese diz respeito aos caminhos percorridos em uma árvore 
(grafo) para atingir um raciocínio. Também pode ser considerado como o caminho entre dois 
nós de um grafo. 
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A participação do usuário pode ocorrer diretamente com os casos, 
mas o reflexo dessa ação pode ter impacto direto na ontologia de 
domínio, ou seja, a interação do usuário nesse momento pode adicionar 
conceitos e instâncias à base de conhecimento, fazendo com que ela seja 
constantemente atualizada. 
Para que a etapa da revisão seja viável, é necessário que se 
desenvolva uma interface gráfica para que o especialista de domínio 
possa interagir com os elementos dos casos disponíveis. Para facilitar a 
representação das possibilidades de operação dessa interface gráfica, 
formulou-se um diagrama de casos de uso. Segundo Bona (2002), tal 
diagrama tem como objetivo ilustrar o que o usuário pretende fazer com 
o sistema. Pode-se observar que o diagrama mostra ações que o sistema 
faz para suprir as necessidades que se pretende resolver. 
O diagrama de casos é um dos diagramas da UML. A Linguagem 
de Modelagem Unificada (do inglês, Unified Modeling Language) 
consiste numa notação para modelagem de sistemas (LARMAN, 2000). 
A Figura 28 apresenta o diagrama de caso de uso.  




Fonte: Elaborado pelo autor 
O especialista, a partir da interface gráfica, pode efetuar três 
operações básicas: (1) editar (adaptar) um caso, (2) descartar um caso ou 
(3) reter um caso. Contudo, para que essas operações possam ser 
executadas, é necessário que, anteriormente, tenha sido gerada uma 
classificação para o caso (representado pelo caso de uso UC004 do 
diagrama). Uma opção disponível para o especialista é a de reter um 
caso (UC003), sendo possível salvar uma categorização (polarização 
gerada). Essa operação pode acontecer a partir da sugestão de um 
processo já armazenado e recuperado como proposta de solução para o 
novo caso, ou ainda, por meio da edição por parte do especialista. 
A operação de descarte (UC002) de uma ocorrência ocorre 
quando não se chega a uma classificação satisfatória e o usuário tem a 
possibilidade de desconsiderar o caso, ou seja, o caso não será 
adicionado à base de casos. 
A última operação que o especialista pode desempenhar mediado 
pela interface gráfica é a de edição de um caso (UC001), ou seja, 
permite-se que o especialista valide uma classificação ou altere a 
categorização do evento apresentado como solução para a sentença 
(adaptação). Ao selecionar a operação de edição, é possível executar as 
seguintes operações: 
 Adicionar um novo conceito (UC005): permite que o 
especialista identifique um novo conceito (característica) do 
domínio a partir do conteúdo do documento submetido para 
classificação. Esse processo auxilia na manutenção da ontologia 
de domínio. 
 Vincular um adjetivo à um conceito (UC006): o entendedor 
pode verificar se os adjetivos encontrados estão relacionados 
com os conceitos identificados de maneira correta. 
 Remover um adjetivo da classificação (UC007): possibilita a 
remoção de um adjetivo, para que o ele não influencie no 
cálculo da polarização. 
 Alterar a polarização da sentença (UC008): permite que o 
especialista altere o valor final da polarização da sentença. 
A revisão é seguida pela retenção, que é a última etapa do 
modelo. Têm-se mais informações sobre essa etapa na próxima seção.  
3.3.4 Retenção 
A etapa de retenção é a última do ciclo previsto no modelo da 
tese. É por meio desse estágio que é possível que a implementação do 
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modelo aprenda com os casos passados. O seu foco é formatar as 
informações na forma de um caso que possa ser armazenado, recuperado 
e estendido, de forma que essas informações sejam conservadas numa 
base de casos. 
Para que um caso seja expressivo, de modo que também seja útil 
para as etapas do modelo, é necessário que ele possua os seguintes 
dados: 
 Identificador: um número sequencial que apresente distinção 
entre os casos armazenados; 
 Polarização/classificação: um campo que armazene a 
classificação (polarização) dada para as sentenças; 
 Caminho percorrido na ontologia: deve armazenar qual o 
caminho (conceitos utilizados) percorrido na ontologia para 
chegar à polarização, juntamente com os adjetivos relacionados; 
 Sentença original: guardar o texto original da sentença que 
gerou a classificação; e 
 Lista de casos similares: lista de referências dos casos que 
possuem uma “solução” similar ao evento em questão. 
Para a implementação da solução proveniente do modelo, sugere-
se que, como estrutura de armazenamento dos casos, opte-se por uma 
construção baseada em índice invertido para facilitar a aplicação do 
cálculo de similaridade baseado no cosseno, proposto por esse modelo, 
como base para a recuperação dos casos. 
A próxima seção exprime as considerações finais sobre o modelo 
relatado nesta tese.  
3.4 CONSIDERAÇÕES FINAIS 
Este capítulo teve como objetivo apresentar o modelo que visa a 
classificação de documentos não-estruturados para análise de 
sentimento. O modelo possui quatro etapas, das quais apenas uma delas 
é optativa para a sua implementação. Os passos do modelo foram 
inspirados nas etapas do ciclo clássico de RBC, que são: (1) 
recuperação, (2) reutilização, (3) revisão e (4) retenção. 
Primeiramente, ocorre a recuperação, sendo essa etapa a 
responsável pelo resgate de casos já conhecidos, de modo que seja 
possível apresentá-los como proposta de solução para novos casos. Se 
não for encontrado nenhum caso relacionado, deve-se submeter a 
sentença original à próxima etapa. 
A segunda etapa do modelo é a reutilização. Inicialmente são 
expostos os casos recuperados na etapa anterior. Porém, se não foram 
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encontrados casos, ou os recuperados não são eficientes para a 
classificação do novo caso, pode-se gerar uma nova classificação 
baseada nos conceitos (classes e instâncias) encontrados no conteúdo do 
objeto de estudo, bem como por meio dos adjetivos presentes, 
resultando uma nova proposta de classificação. 
A terceira etapa do modelo é opcional, e o fato dela existir ou não 
caracteriza a implementação como automática ou semiautomática. Nesse 
estágio, é possível que um especialista interaja com a classificação 
sugerida pela aplicação. 
Por fim, a quarta e última etapa refere-se à retenção, que consiste 
na formatação das informações de classificação geradas a partir da 
análise da sentença em casos que possam ser armazenados, recuperados 
e reutilizados, permitindo assim que sejam utilizadas classificações 
passadas em novas categorizações. 
O próximo capítulo relata os testes de viabilidade do modelo 
proposto, apresentando um protótipo como implementação proposta. 
Também são expostas informações sobre a avaliação do modelo 





4 EXPERIMENTOS E EVOLUÇÃO DO MODELO 
Este capítulo tem como objetivo apresentar toda a evolução do 
modelo inicial, proposto no Capítulo 3, para chegar ao modelo final da 
tese. Para tal, uma série de testes (execuções) foi realizada para justificar 
as alterações no modelo inicialmente proposto. 
Primeiramente, é apresentado um recorte do modelo inicial, a fim 
de construir uma avaliação preliminar da estratégia isolada e, 
posteriormente, combinada com os elementos que constituem o modelo 
(RBC, ontologia e construção da árvore de inferência). Para esses 
experimentos, foi utilizada uma base de revisões (reviews) sobre 
câmeras digitais. 
Após a avaliação preliminar, serão apresentados os pontos de 
evoluções necessários para alcançar os objetivos deste trabalho. Na 
sequência, um novo experimento será proposto para avaliar e definir 
métodos para criar e manter atualizada a base de conhecimento. Nesse 
caso, será utilizada uma base de reviews de filmes. 
Além disso, serão apresentados métodos para a adequação 
automática do léxico, o cálculo o threshold de um novo domínio, assim 
como, a melhor estratégia para a tarefa de adaptação. Por fim, é efetuada 
uma avaliação detalhada do modelo final gerado, seguida pela 
apresentação e análise dos resultados.  
4.1 AVALIAÇÃO PRELIMINAR DO MODELO PROPOSTO 
Nesta etapa, optou-se por fazer um recorte do modelo da tese 
voltado à avaliação do desenvolvimento da árvore de sentimento, 
considerando os conceitos da ontologia que estão presentes nas 
sentenças, bem como os adjetivos relacionados e sua polarização, 
combinando com o uso do RBC. 
Para atestar a viabilidade do modelo inicialmente proposto com 
base no recorte, foi realizada a construção de um estudo visando avaliar 
a eficiência do seu ponto central, que é a combinação de uma 
abordagem baseada em caso utilizando etapas do ciclo clássico de RBC, 
com o uso de uma ontologia de domínio. A Figura 30 demonstra mais 







Figura 29 – Modelo adaptado para a avalição de viabilidade 
 
Fonte: Elaborado pelo autor 
Inicialmente, o novo caso é submetido ao pré-processamento, no 
qual seu conteúdo é divido em sentenças. Para cada sentença, todas as 
palavras são classificadas a partir das suas classes gramáticas utilizando 
o POS Tagger. O próximo passo é a extração de todas as entidades, 
termos candidatos, presentes na sentença, os quais são submetidos ao 
processo de reconhecimento de entidades, utilizando-se como base os 
conceitos da ontologia de domínio e as suas instâncias. A Figura 30 
representa um exemplo de saída proveniente da etapa de pré-
processamento.  
Figura 30 – Exemplo de saída a partir da etapa de pré-processamento 
 
Fonte: Elaborado pelo autor 
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Pode-se perceber que todas as palavras da sentença foram 
marcadas com a sua classe gramatical. Para as entidades reconhecidas, 
foi também anotado o seu conceito relacionado. 
Em seguida, são selecionados todos os adjetivos e entidades 
reconhecidas para serem utilizadas como base na etapa de recuperação. 
Ao submetê-los, é recuperado o caso mais similar. Se o grau de 
similaridade for superior ao threshold, o caso recuperado é apresentado 
como possível solução. Quando o caso mais semelhante tiver o seu grau 
de similaridade (score) inferior ao threshold, o novo caso é submetido 
ao processo de nova solução. A partir dos conceitos e das instâncias 
reconhecidas, é construída uma árvore baseada no caminhamento entre 
os conceitos da ontologia. 
Além disso, são relacionados os adjetivos com a sua polarização 
(positivo ou negativo). A partir dos adjetivos polarizados, é atribuído o 
valor 1 para adjetivos marcados como positivos e -1 para adjetivos 
marcados como negativos. Para ter essa informação da polarização do 
adjetivo, utiliza-se um léxico de sentimento (ou léxico de opinião, como 
alguns trabalhos referenciam). O valor final, gerado pelo somatório do 
grau de cada adjetivo, demonstra se a sentença em questão é positiva ou 
negativa. A Figura 31 exibe mais detalhes sobre a árvore gerada. 
Figura 31 – Exemplo da árvore de sentimento gerada a partir de uma sentença 
 
Fonte: Elaborado pelo autor 
No exemplo, apresentado pela Figura 30, pode-se verificar que 
foi efetuado o somatório do grau dos adjetivos polarizados. Cada 
adjetivo tem uma ligação direta com uma entidade reconhecida que 
chega ao valor 3, indicando assim que a sentença é positiva. 




4.1.1 Cenário de avaliação 
Foram selecionados 1999 reviews relacionados com ao domínio 
de aplicação de câmeras digitais, os quais foram anotados a partir do 
rating, quantidades de estrelas dadas pelos usuários, como positivos 
(quando foram marcadas com quatro ou cinco estrelas) ou negativos 
(quando marcado com uma ou duas estrelas). Esses reviews foram 
extraídos do site da Amazon®12. Essa base de validação pode ser obtida 
a partir do seguinte dataset: 
“unprocessed.tar.gz\sorted_data\camera_&_photo”, apresentado com o 
nome Multi-DomainSentimentDataset (version 2.0), disponível em:  
http://www.cs.jhu.edu/~mdredze/datasets/sentiment/. 
Nessa base de reviews da Amazon®, existem dois arquivos: 
positive.review e negative.review. No primeiro são apresentados 1000 
reviews marcados como positivos e, no segundo arquivo, 999 reviews 
marcados como negativos. Esses reviews foram extraídos e processados 
a partir de um documento textual e armazenados em uma base relacional 
para facilitar os testes posteriores. 
Para a construção da ontologia de domínio no contexto de 
câmeras digitais, utilizou-se como base a ontologia apresentada no 
trabalho de Wei e Gulla (2010). Vale ressaltar que a ontologia foi 
estendida para representar melhor o domínio em questão. A Figura 32 
apresenta mais detalhes sobre a ontologia estendida.  
Figura 32 – Ontologia estendida baseada no trabalho de Wei e Gulla (2010) 
 
Fonte: Elaborado pelo autor 
                                                 
12 Acesse em www.amazon.com 
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Tendo como base as classes e as instâncias da ontologia de 
domínio, optou-se por descartar todos os reviews da base que não 
possuiam relação com os conceitos do domínio, chegando então a uma 
população de 1443 reviews, dos quais 726 (50,3%) positivos e 717 
(49,7%) negativos. Na seção a seguir, são apresentados os detalhes de 
como foi implementado o protótipo de solução para avaliar o modelo 
proposto. 
4.1.2 Protótipo da solução 
O protótipo desenvolvido respeita as etapas e os passos propostos 
no modelo apresentado na Figura 29. Para o pré-processamento das 
tarefas de quebra da sentença e POS Tagger, utilizou-se a biblioteca 
livre Apache OpenNLP13, que foi construída em Java e possui uma série 
de algoritmos para auxiliar a área de processamento de linguagem 
natural.  
Para a estratégia de reconhecimento das instâncias e de classes da 
ontologia no texto, utilizou-se a implementação e o modelo proposto por 
Ceci et al. (2012). 
Para calcular a similaridade dos casos, utilizou-se a biblioteca de 
indexação de busca Apache Lucene14, também construída em Java e 
livre. O Apache Lucene utiliza como base para o seu cálculo de 
similaridade o valor do cosseno entre os vetores de documentos.  
O processo de polarização dos adjetivos e advérbios foi efetuado 
a partir da utilização de um léxico de sentimento (ou opinião, como 
alguns trabalhos o referenciam). Para esta proposta de solução, optou-se 
pela utilização do léxico apresentado por Hu e Liu (2004). O motivo 
para a utilização desse léxico é sua simplicidade, permitindo uma 
implementação fácil e rápida, e devido à grande quantidade de trabalhos 
que o utilizam, como, por exemplo, Zhang e Liu (2011a), Dong et al. 
(2013a), Dong et al. (2013b), entre outros. 
As demais etapas foram construídas para atender necessidades do 
modelo, utilizando a linguagem de programação Java. 
4.1.3 Experimentos 
Tendo em vista a implementação, utilizou-se como população 
para os testes os 1443 reviews sobre câmeras digitais retirados da 
Amazon®, apresentados na Seção 4.1.1. Todos os reviews foram 
processados e armazenados na base de casos da proposta de solução. 
                                                 
13 Saiba mais sobre a biblioteca livre Apache OpenNLP em: http://opennlp.sourceforge.net/ 
14Conheça a biblioteca Lucene em: http://lucene.apache.org 
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Para avaliação da acurácia do modelo, utilizou-se a técnica 
chamada leave-one-out cross validation (LOOCV), que consiste na 
retirada de um caso armazenado da base e comparação dele mesmo com 
os demais casos a partir da recuperação do caso mais similar. São 
comparadas as classificações do caso retirado com as do caso 
recuperado. Se as duas forem iguais, considera-se que a classificação 
obteve suceso, caso contrário, não (DEVROYE e WAGNER, 1979). 
Essa primeira natureza de teste procura avaliar a estratégia de 
recuperação dos casos baseando-se na utilização do RBC. 
A partir de uma sentença, pretende-se reconhecer as suas 
entidades e, com base nelas, busca-se o caso mais similar, ou seja, o 
caso que apresentar o maior grau de similaridade tem a sua polarização 
apresentada como possível solução. Para esse teste, formularam-se 
quatro execuções com características distintas, quais sejam: 
 Execução 1: a partir de uma sentença reconhece-se todos os 
conceitos e instâncias da ontologia que estão presentes. Após o 
reconhecimento, busca-se por todos os casos que possuem 
todos os conceitos em seu texto.  
 Execução 2: utilizando uma sentença, são reconhecidos os 
conceitos e as instâncias da ontologia. Na sequência, são 
recuperados casos que possuem pelo menos um conceito ou 
uma instância da ontologia de domínio. 
 Execução 3: são utilizados todos os critérios da Execução 1, 
mas também são considerados os adjetivos reconhecidos na 
sentença para a recuperação dos casos. 
 Execução 4: são considerados todos os critérios da Execução 2, 
mas são igualmente levados em consideração os adjetivos 
reconhecidos na sentença para a recuperação dos casos.  
Os resultados obtidos nas execuções estão apresentados na Tabela 
4.  
Tabela 4 – Execução inicial do protótipo de solução 
Execução Acertos Erros Taxa de acertos 
1 738 705 51,1% 
2 743 700 51,4% 
3 149 1294 10,3% 
4 1030 413 71,4% 
Fonte: Elaborado pelo autor 
A partir da Execução 4, que obteve a melhor taxa de acerto, 
levou-se em consideração o maior grau de similaridade dos termos 
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recuperados para cada busca na base de casos. O valor médio para o 
threshold encontrado foi de 0,43. 
Pode-se perceber que a execução que obteve menor acerto foi a 
Execução 3. O motivo para tal resultado é que, nessa execução, são 
utilizadas todas as instâncias, conceitos e termos polares encontrados, de 
modo que só será considerado um caso similar se ele apresentar todos os 
termos em questão, o que dificulta, e muito, acertar o caso. 
A segunda natureza de testes teve o intuito de identificar a 
estratégia de geração da árvore de sentimento. Para este caso, utilizou-se 
como base os reviews com conceitos ou instâncias vindas da ontologia 
em seu texto (1443 registros). Para cada review, foi gerada uma árvore 
de inferência baseada nos seus conceitos e nos adjetivos relacionados 
com o objetivo de gerar de uma polarização. O próximo passo consiste 
na comparação da polaridade inferida com a classificada originalmente. 
O resultado obtido está apresentado na Tabela 5.  
Tabela 5 – Testes utilizando a geração da árvore de sentimento 
População Acertos Erros Taxa de acerto 
1443 989 454 68,5% 
Fonte: Elaborado pelo autor 
O terceiro tipo de teste busca executar as duas soluções de 
maneira híbrida, ou seja, utilizando RBC e, quando necessário, gerando 
a árvore de inferência.  
Todos os 1443 registros previamente polarizados (base anotada) 
foram submetidos ao processo de geração da árvore de inferência. Ao 
final do processo, todos os reviews que tiveram sua polarização 
classificada corretamente em relação à polarização previamente anotada 
foram armazenados como eventos da base de casos. A partir de uma 
sentença, pretende-se reconhecer as suas entidades e buscar o caso mais 
similar e, com base no caso recuperado, será utilizada a sua polarização 
como possível solução. Se o grau de similaridade for maior que o 
threshold definido, o caso recuperado é apresentado como solução, caso 
seja inferior, é gerada a árvore de inferência com uma nova proposta de 
polarização. 
A média do grau de similaridade dos testes executados, utilizando 
como base a Execução 1, foi de 0,4. A Tabela 6 apresenta o resultado 
obtido.  
Tabela 6 - Teste utilizando a abordagem híbrida (RBC + árvore de sentimento) 
População Acertos Erros Taxa de acerto 
1443 1100 343 76,2% 
122 
 
Fonte: Elaborado pelo autor 
Para obter uma melhor classificação, buscou-se identificar os 
erros de categorização, utilizando como base os 343 casos qualificados 
de maneira incorreta. A próxima seção apresenta mais detalhes sobre 
essa etapa. 
4.1.3.1 Melhorias no protótipo 
A partir da análise dos resultados anteriores, identificou-se os 
fatores de sucesso bem como os de insucesso. A qualidade dos 
resultados origina-se não somente por meio da reutilização de casos, 
como também pela construção das árvores.  
   A análise dos fatores que levaram a polarizações erradas é a base 
das melhorias apresentadas nesta seção. Como já foi amplamente 
discutido neste trabalho e, particularmente, na literatura sobre análise de 
sentimento, fatores de fracasso originam-se do não tratamento da 
negação, da ambiguidade e da subjetividade. 
Primeiramente, optou-se por tratar os problemas relacionados à 
ambiguidade. Para fazer a análise dos casos com erro, 80 casos foram 
selecionados, de maneira aleatória, dentre os 383 com problemas de 
polarização. Desses 80 casos, metade deveria ser positiva e a outra 
metade, negativa. 
Verificou-se que muitos dos termos utilizados no léxico de 
sentimento proposto no trabalho de Hu e Liu (2004) possuíam 
polarização errada tendo em vista o domínio de aplicação. Por exemplo, 
segundo o léxico, o termo intense tinha uma conotação negativa, mas no 
domínio de aplicação, isso não é verdade. Foram retirados basicamente 
23 termos das listas de positivos e negativos e adicionados dois novos 
termos, um para a lista de palavras positivas e outro para a lista de 
palavras negativas. Após a manutenção do léxico de sentimento, fez-se o 
mesmo com a ontologia de domínio, adicionando nove novas classes 





                                                 
15 A ontologia de câmera possue as ligações no formato de “é um” para demonstrar hierarquia 




Figura 33 – Ontologia expandida  
 
Fonte: Elaborado pelo autor 
As modificações detalhadas acima podem ser analisadas na 
Tabela 7. É importante mencionar que o resultado obtido pelo 
tratamento Manutenção do léxico de sentimento foi a partir da estratégia 
descrita na Tabela 6, já a execução do tratamento da Manutenção na 
ontologia de domínio deu-se a partir da Manutenção do léxico de 
sentimento, ou seja, a taxa de acerto está aumentando à medida que se 
adiciona novos tratamentos. 
Tabela 7 - Melhoria da taxa de acerto a partir da manutenção da base de 
conhecimento 
Tratamento População Acerto Taxa de 
acerto 
Manutenção do 
léxico de sentimento 




1443 1193 82,6% 
Fonte: Elaborado pelo autor 
Conforme foi apresentado na revisão da literatura, quando existe 
uma negação na sentença, a polarização do termo em questão deve ser 
alterada. Para tratar essa situação, optou-se por desenvolver um 
algoritmo que, ao encontrar algum termo que tenha como característica 
a negação, analisa uma janela – 4 termos antes e 4 termos depois – para 
verificar se existe um termo polarizado. Caso exista, é alterada a 
polarização do termo mais próximo à negação. O resultado dessa 
abordagem pode ser verificado na Tabela 8. É importante mencionar que 
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esse resultado foi obtido a partir dos resultados do tratamento 
Manutenção na ontologia de domínio, ou seja, de maneira incremental. 
Tabela 8 - Teste com tratamento de negação 
Tratamento População Acerto Taxa de acerto 
Negação 1443 1260 87,3% 
Fonte: Elaborado pelo autor 
Por fim, foi realizado o tratamento de problemas envolvendo a 
subjetividade. Verificou-se que muitos dos reviews não estavam 
relacionados propriamente com o domínio em questão, nesse caso, 
câmera digital. Muitos falavam sobre como estava o dia ou como foi 
uma viagem. Tendo em vista que o tratamento de subjetividade é uma 
área complexa e isso foge do escopo deste trabalho, optou-se por utilizar 
como base para validação apenas os reviews, da população de 1443, que 
possuíam o rating (classificação atribuída pelo revisor) 1 (negativo) ou 
5 (positivo). Nesse caso, a população passou a ser de 942 registros. O 
resultado é apresentado na Tabela 9. 
Tabela 9 – Teste com os reviews que possuem rating 1 ou 5 
Tratamento População Acerto Taxa de acerto 
Utilização 
rating 1 ou 5 
942 852 90,4% 
Fonte: Elaborado pelo autor 
Percebe-se que, ao trabalhar com uma base em que a polarização 
positiva e negativa está bem definida, ou seja, não existe subjetividade, 
a execução do protótipo alcança uma taxa de acerto ainda maior em 
relação aos demais testes, ultrapassando os 90%. Isso leva a crer que a 
aplicação da solução em um ambiente em que as sentenças sejam 
melhor avaliadas, anotadas manualmente para serem utilizadas como 
teste, pode-se chegar a uma taxa melhor. 
A seção a seguir tem como objetivo definir algumas métricas de 
avaliação e demostrar a significância estatística dos testes executados. 
4.1.3.2 Significância estatística e métricas de avaliação 
Para definir quais métricas de avaliação seriam aplicadas neste 
trabalho, foram analisados artigos relacionados ao tema e à abordagem 
proposta. A partir da análise dos trabalhos de Hu e Liu (2004), Kazama 
e Tsujii (2005), Zhang e Liu (2011), Moreo et al. (2012), Cruz et al. 
(2013), Moraes et al. (2013) e Li e Tsai (2013), identificou-se que as 
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medidas mais utilizadas para a avaliação desse contexto são: acurácia, 
precisão (precision), revocação (recall) e medida F (f-measure). 
Para calcular tais medidas, é necessária a utilização de uma 
matriz de contingência, apresentada na Figura 34 com mais detalhes.  
Figura 34 – Matriz de contingência 
 
Fonte: Elaborado pelo autor 
Onde,  
 TP (positivo verdadeiro): casos positivos classificados 
corretamente; 
 TN (verdadeiro negativo): casos negativos classificados 
corretamente; 
 FP (falso positivo): casos positivos classificados erroneamente, 
ou seja, deveriam ser negativos, mas foram classificados como 
positivos; e 
 FN (falso negativo): casos negativos classificados 
erroneamente, ou seja, deveriam ser positivos, mas foram 
classificados como negativos. 
Para calcular a acurácia, utiliza-se a Equação 12. 
𝐴𝑐𝑢𝑟á𝑐𝑖𝑎 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
(12) 
A precisão é obtida por meio da aplicação da Equação 13. 





A revocação pode ser calculada a partir da Equação 14.  







Para calcular a medida F, pode-se adotar a Equação 15.  
Medida F = 2 .
precisão . revocação 
 precisão +  revocação 
 
(15) 
O método escolhido para verificar a significância estatística de 
uma alteração ou evolução do modelo é o teste de McNemar, o qual 
pode ser utilizado para atestar a significância estatística de mudanças, ou 
seja, é aplicável para situações do tipo antes e depois de algo 
(MCNEMAR, 1947).  
No contexto desta tese, ao afirmar que duas execuções possuem 
significância estatística, quer-se dizer que elas não ocorrem de maneira 
igual e que seus resultados não foram obtidos pelo acaso. Para o cálculo 
de McNemar, utilizando como base dois testes quaisquer, t1 e t2, é 
necessário coletar as variáveis c01 e c10. A seguir são definidas as 
variáveis.  
 O número de instâncias classificadas erroneamente por t1 e t2 
(c00); 
 O número de instâncias classificadas erroneamente por t1, mas 
classificadas corretamente por t2 (c01); 
 O número de instâncias classificadas erroneamente por t2, mas 
classificadas corretamente por t1 (c10); 
 O número de instâncias classificadas corretamente por t1 e t2 
(c11). 
Com base nessa definição, o teste de McNemar pode ser obtido 
pela Equação 16, em que c01 + c10>= 20.   
𝑥2 =  





O teste de McNemar é interpretado como uma tabela Chi-
Quadrado padrão. Como é utilizada, neste estudo, uma classificação 
binária (positivo ou negativo), apenas a primeira linha da tabela de 
contingência é usada, designada para um grau de liberdade. Para um 
grau de confiança de 95% (p < 0,05), o resultado do cálculo só será 
considerado se o valor de McNemar for maior que 3,841. 
O teste de McNemar é utilizado na tese de duas maneiras 
diferentes: 
(1) Para verificar se, ao adicionar uma nova característica (etapa) 
ao modelo, ela realmente tem uma contribuição válida para as 
classificações. Nesse caso, por meio do valor de McNemar, 
percebe-se se existe ou não significância estatística; e 
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(2) Para comparar a execução do modelo proposto com outro 
método e/ou técnica. Nesse caso, é verificado se existe 
significância estatística entre as execuções, e se os valores das 
colunas c01 e c10 podem auxiliar na análise dos testes. 
A partir das métricas apresentadas nesta seção juntamente com o 
teste de McNemar, define-se então o método de avaliação do modelo 
proposto a fim de atestar sua viabilidade. 
4.1.3.3 Análise estatística sobre os testes iniciais 
Utilizando como base os testes iniciais efetuados a partir da 
proposta de solução, são aplicados dois grupos de testes.  
O primeiro grupo de teste compara a evolução do modelo 
considerando a população de 1443 casos. No primeiro teste, leva-se em 
conta a aplicação-base (apresentada na Tabela 6) e, no segundo teste, 
considera-se a situação após as melhorias propostas. A Tabela 10, a 
seguir, apresenta essa comparação.  
Tabela 10 – Medidas de avaliação do protótipo-base e melhorado 
Teste1443 TP TN FP FN Acu. Prec. Rec. F 
Base 655 468 76 244 0,78 0,90 0,73 0,80 
Melhorado 673 588 53 129 0,87 0,93 0,84 0,88 
%Variação 2,75 25,6 -30 -47 11,5 3,3 15 10 
Fonte: Elaborado pelo autor 
Os rótulos das colunas, “Acu.”, “Prec.”, “Rec.” e “F”, referem-se 
a acurácia, precisão, revocação e medida F, respectivamente. A última 
linha da tabela demonstra a variação percentual, considerando o teste-
base e o teste melhorado, e apresenta um aumento de 9% na acurácia.  
O segundo grupo de testes utilizou como base os 942 reviews, 
que possuem um rating 1 ou 5, extraídos dos 1443. A Tabela 11, a 
seguir, apresenta a comparação entre os valores. 
Tabela 11 – Medidas de avaliação sobre a base de 942 reviews 
Teste942 TP TN FP FN Acu. Prec. Rec. F 
Base 460 287 50 145 0,79 0,90 0,76 0,83 
Melhorado 481 373 25 63 0,91 0,95 0,88 0,92 
%Variação 4,6 30 -50 -56 15 5,6 15,8 10,8 
Fonte: Elaborado pelo autor 
Na seção seguinte, apresenta-se a aplicação de dois dos principais 
algoritmos utilizados que obtiveram melhores resultados no contexto da 
análise de sentimento: SVM e Naïve Bayes. 
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4.1.3.4 Análise comparativa 
Para a comparação detalhada desta seção, utilizou-se os 
algoritmos SVM e NaiveBayes (NB) com os mesmos dados aplicados 
nos testes apresentados na Seção 4.1.3.3. 
A modelagem e a análise foram realizadas utilizando LightSide16, 
uma ferramenta de mineração de texto e aprendizagem de máquina. 
LightSide é uma ferramenta de código aberto, e utiliza como base as 
bibliotecas de código aberto, Weka17e LibLinear18, para sua fundação 
computacional. A Tabela 12 demonstra os resultados obtidos.  
Tabela 12 – Testes utilizando SVM e NB sobre a base de reviews 
Teste  TP TN FP FN Acu. Prec. Rec. F 
NB1443 620 600 106 117 0,84 0,85 0,84 0,84 
SVM1443 595 625 131 92 0,84 0,81 0,86 0,84 
NB942 430 389 76 47 0,86 0,84 0,90 0,87 
SVM942 442 382 64 54 0,87 0,87 0,89 0,88 
Fonte: Elaborado pelo autor 
Como apresentado na Tabela 12, foram calculados os valores 
para cada instância do conjunto de dados com intuito de determinar a 
significância estatística em relação à abordagem proposta. A maior 
precisão foi de 87% usando SVM para o conjunto de dados com 942 
casos. Essa mesma precisão foi alcançada com a abordagem melhorada 
(ver Tabela 8 para o conjunto de 1443 comentários de dados). Ainda 
para o conjunto de dados com 942 casos, a abordagem melhorada 
atingiu uma acurária de 90,4% (ver Tabela 9). A Tabela 13 fornece o 
valor de McNemar mostrando sua significância estatística.  
Tabela 13 – Significância estatística entre o modelo proposto e os demais 
modelos 
Método 1 Método 2 c01 c10 McNemar 
Tese1443 NB1443 127 169 5,68 
Tese1443 SVM1443 120 162 5,96 
Tese942 NB942 65 101 7,38 
Tese942 SVM942 60 91 5,96 
Fonte: Elaborado pelo autor 
A partir de todos os dados aqui expostos, percebe-se que a 
abordagem proposta possui significância estatística quando comparada 
                                                 
16Saiba mais sobre LightSide em: http://lightsidelabs.com 
17Conheça a Weka em: http://www.cs.waikato.ac.nz/ml/weka/ 
18Mais detalhes sobre a biblioteva LibLinear em: http://www.csie.ntu.edu.tw/~cjlin/liblinear/ 
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às duas outras abordagens (SVM e NB). Na próxima seção, objetiva-se 
identificar os próximos passos para esta pesquisa. 
4.2 EVOLUÇÃO DO MODELO PROPOSTO 
Esta seção tem como objetivo apresentar as evoluções no modelo 
proposto a partir das conclusões obtidas no experimento inicial. 
Percebeu-se que as alterações efetuadas no léxico de sentimento 
apresentaram uma solução para o domínio de aplicação específico, mas 
essas alterações podem apresentar problemas quando aplicadas em outro 
domínio. A próxima seção descreve as alterações necessárias na 
ontologia de domínio para suportar as particularidades de cada contexto 
de aplicação. 
4.2.1 Evolução da ontologia de domínio 
Durante o experimento inicial efetuado no modelo proposto, foi 
necessário alterar alguns termos do léxico de sentimento sugerido por 
Hu e Liu (2004). Percebeu-se que esses termos têm conotações distintas 
dependendo do domínio. Como existe apenas um léxico de sentimento, 
ao alterar a polarização de um termo, todos os domínios que fizerem uso 
desse léxico teriam impacto na sua classificação. 
Optou-se por armazenar as alterações necessárias no léxico de 
sentimento diretamente na ontologia de domínio. Para isso, foi 
necessário criar mais três classes (conceitos). Essas três classes devem 
ser incorporadas em todas as ontologias de domínio que forem utilizadas 
pelo modelo proposto. A seguir são apresentadas as novas classes.  
 Sentiment: classe que deve ser adicionada ao conceito 
principal da ontologia de domínio, ou seja, filha do 
conceito-chave; 
 Positive: classe-filha de Sentiment. Deve abrigar todas as 
instâncias que forem alteradas no léxico de sentimento 
relacionadas aos termos positivos; e 
 Negative: também filha de Sentiment, abriga as 
instâncias que foram alteradas no léxico de sentimento 
relacionadas aos termos negativos. 
A Figura 35, a seguir, apresenta a ontologia de domínio de 
câmera, utilizada na Seção 4.1, como base para os experimentos iniciais, 





Figura 35 – Ontologia de câmera com as novas classes 
 
Fonte: Elaborado pelo autor 
Como afirmado anteriormente, todos os termos que foram 
retirados ou adicionados de uma classe do léxico de sentimento 
(positivo ou negativo) foram adicionados na ontologia de domínio. A 
Figura 36 apresenta como os termos retirados ou adicionados ao léxico 
ficaram organizados na ontologia de domínio na classe Positive. 




Fonte: Elaborado pelo autor 
Pode-se perceber que, para cada termo anteriormente retirado do 
léxico de sentimento, foi adicionado um termo como instância da classe 
Positive, com o sinal “-”  (menos) na frente do nome da instância. No 
caso dos termos que foram adicionados ao léxico, aparecem também 
como instâncias da classe Positive, mas neste caso, com o sinal “+” 
(mais) no início. 
Esse mesmo processo foi efetuado para os termos que sofreram 
alterações do léxico de sentimento relacionados à lista de termos 
negativos. A Figura 37 apresenta essa relação.  




Fonte: Elaborado pelo autor 
As modificações efetuadas na ontologia de domínio permitiram 
atingir a mesma taxa de acerto dos experimentos anteriores, o que 
demonstra que é possível utilizar essa prática para manter as 
especificidades do domínio diretamente na ontologia. 
A próxima seção tem como objetivo relatar a aplicação do 
modelo já contemplando as modificações executadas na ontologia de 
domínio, em um novo contexto de aplicação. Objetiva-se também, para 
a próxima seção, a formalização de um método para aplicar o modelo 
em um novo domínio. 
4.2.2 Aplicação do modelo no domínio de filmes 
O modelo proposto neste trabalho foi inicialmente aplicado sobre 
uma base de reviews construídos pelos clientes da organização de 
comércio eletrônico Amazon®. O domínio escolhido foi o de câmeras 
digitais. Nesta seção, objetiva-se utilizar a mesma natureza de reviews 
sobre produtos da Amazon®, mas, nesse caso, o domínio de aplicação 
será o de filmes vendidos na forma de DVDs. 
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A base de reviews utilizada foi obtida por meio do mesmo pacote 
descrito na Seção 4.1.1, ou seja, a base de validação foi obtida pelo 
seguinte dataset: unprocessed.tar.gz\sorted_data\dvd, apresentado com o 
nome Multi-DomainSentimentDataset (version 2.0), disponível em 
http://www.cs.jhu.edu/~mdredze/datasets/sentiment/. 
Os arquivos utilizados foram o negative.reviews que contém os 
reviews classificados como negativos e o positive.reviews, com os 
reviews classificados como positivos. O arquivo que contém os reviews 
positivos possui 996 instâncias, e o arquivo que possui os reviews 
negativos possui 995 instâncias.  
O próximo passo, após definir a base de reviews, envolve a 
construção ou a seleção de uma ontologia de domínio. A subseção a 
seguir apresenta mais detalhes sobre esse recurso.  
4.2.2.1 Ontologia do domínio de filmes 
Nesta etapa, foi utilizada uma ontologia do domínio de filmes, 
Movie Ontology, obtida a partir do link http://www.movieontology.org/. 
A ontologia foi construída por Amancio Bouza do Departamento de 
Informática da Universidade de Zurich. Disponibilizada em 2010, já foi 
utilizada em alguns trabalhos da área de análise de sentimento, como, 
por exemplo, Rahayu et al. (2010a), Rahayu et al. (2010b), Freitas e 
Vieira (2013a) e Peñalver-Martinez (2014). 
A Movie Ontology possui muitos conceitos herdados de recursos 
da Web, sem aplicabilidade no contexto do trabalho e no domínio de 
aplicação. Nesse sentido, optou-se por eliminar conceitos que não fazem 
parte do domínio, como, por exemplo, a classe Profissões, que apresenta 
conceitos como bombeiro, eletricista, entre outros. Assim como na 
ontologia de câmera, essa ontologia foi estendida para suportar a classe 
Sentiment e as suas subclasses Positive e Negative. A Figura 38 
apresenta a ontologia de domínio final19 gerada a partir da Movie 
Ontology.  
Figura 38 – Ontologia gerada a partir da Movie Ontology 
                                                 
19 A ontologia de filme possue as ligações no formato “é um” para demonstrar hierarquia entre 




Fonte: Elaborado pelo autor 
A partir da base de reviews sobre filmes, verificou-se quantas 
revisões possuem conceitos da ontologia. Todos os reviews possuem 
pelo menos um conceito da ontologia.  
Uma vez já selecionada a base de avaliação, que pode ser 
considerada como base de treinamento, e com a ontologia de domínio 
construída, faz-se necessário definir o valor do threshold que vai 
parametrizar se um caso recuperado pode ser considerado como 
proposta de solução ou não para o novo problema (nova sentença a ser 
polarizada). A seção a seguir apresenta mais detalhes sobre a definição 
do threshold. 
4.2.2.2 Método para calcular o threshold 
O threshold é utilizado para definir se um caso recuperado 
(proposta de solução) é válido ou não para a nova situação problema 
(nova sentença a ser polarizada).  
Para chegar a um valor adequado para o processo de recuperação 
de casos conhecidos (árvores de inferências já geradas para sentenças 
passadas), inicialmente, deve-se ter uma base de casos já armazenados, 
os quais podem ter sido armazenados durante o processo de polarização 
ou serem frutos de uma base de treinamento. Deve-se submeter, na 
sequência, a base inicial coletada ou gerada ao processo de leave one out 
cross validation, que consiste em retirar um caso armazenado e 
submetê-lo ao processo de busca de um outro caso similar.  
Para cada caso, é recuperado o caso mais similar, recuperando o 
grau de similaridade entre os dois casos. Dessa forma, ao final do 
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processo de leave one out, é possível extrair a média. O valor médio dos 
graus de similaridade define o valor inicial do threshold. 
A seção a seguir apresenta os passos necessários para aplicar o 
modelo proposto a um novo domínio de aplicação, utilizando como base 
os elementos já mencionados neste capítulo. 
4.2.2.3 Passos necessários para aplicar o modelo proposto a um novo 
domínio 
Para aplicar o modelo proposto, deve-se seguir alguns passos, que 
são apresentados na sequência.  
 Passo 1: identificar o conceito-chave do novo domínio. 
 Passo 2: buscar uma ontologia de domínio ou construir 
uma nova ontologia. 
o Para a construção da ontologia, sem a utilização 
de outra, pode-se aplicar metodologias ou 
ferramentas como o OntoKEM 
(RAUTENBERG et al., 2008).  
 Passo 3: caso exista uma base para treinamento, esta 
deve ser submetida ao cálculo do threshold. 
 Passo 4: configurar um léxico de sentimento. 
o Utiliza-se como padrão o proposto por Hu e Liu 
(2004). 
 Passo 5: executar o protótipo sobre a base de 
treinamento ou disponibilizar para o uso. 
 Passo 6: após a execução do Passo 5, pode-se executar a 
manutenção e a evolução da base de conhecimento, mais 
detalhes sobre essa etapa são apresentados na Seção 
4.2.3. 
A seção a seguir apresenta a aplicação dos passos descritos 
implementados em um novo domínio de aplicação, filmes. 
4.2.2.4 Aplicação do modelo para o domínio filmes 
Inicialmente, conforme solicitado no Passo 1, apresentado na 
seção anterior, optou-se pela definição do conceito-chave do domínio de 
aplicação. Como a base de reviews coletados foi retirada da 
Amazon.com americana, os reviews estão escritos em inglês. Em função 
disso, o conceito-chave definido foi movie. 
O Passo 2 foi apresentado com mais detalhes na Seção 4.2.2.1, no 
qual se utilizou como base um recorte da Movie Ontology, conforme 
apresentado na Figura 38. 
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O Passo 3 consiste na utilização da base de treinamento, no caso 
foram utilizados os 1991 reviews recuperados da Amazon®, para 
calcular o valor do threshold. Utilizando como base o método definido 
na Seção 4.2.2.2, o valor do threshold foi de 0.18. Este threshold será 
utilizado nos experimentos das próximas seções. 
O Passo 4 consiste na utilização de um léxico de sentimento 
como base. Conforme já utilizado nos demais experimentos, optou-se 
pela aplicação do léxico proposto por Hu e Liu (2004). 
O Passo 5 tem como objetivo executar o protótipo utilizando os 
elementos descritos nos passos anteriores. O resultado obtido está 
apresentado na Figura 39. 
Figura 39 – Console de saída do protótipo de solução do modelo proposto 
 
Fonte: Elaborado pelo autor 
A próxima seção apresenta com mais detalhes os resultados 
obtidos na execução do protótipo desenvolvido a partir do modelo 
proposto neste novo cenário de aplicação. 
4.2.2.5 Avaliação dos resultados iniciais no domínio de filmes 
Utilizando como configuração inicial os itens explicados na 
Seção 4.2.2.4, chegou-se a uma acurácia de 0.72. A Tabela 14 apresenta 
mais detalhes sobre os valores encontrados para as medidas precisão, 
revocação e medida F.  
Tabela 14 – Medidas de avaliação do protótipo base no domínio de filmes 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Base 771 658 225 337 0,72 0,77 0,70 0,73 
Fonte: Elaborado pelo autor 
A partir dos resultados obtidos inicialmente, deve-se submeter os 
casos que foram classificados de maneira errada como entrada para o 
processo de manutenção e de evolução da base de conhecimento. A 
Seção 4.2.3 apresenta mais detalhes sobre os passos necessários para 
adequar o léxico e a ontologia ao domínio de aplicação.  
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4.2.3 Manutenção e evolução da base de conhecimento 
Como base para todo novo domínio de aplicação, considerando o 
modelo proposto, foi utilizado o léxico de sentimento proposto por Hu e 
Liu (2004). Percebeu-se, com o primeiro experimento, demonstrado na 
Seção 4.1.1, que existem particularidades em aplicações de orientações 
semânticas por domínios de aplicação. 
A solução empregada aqui consiste, portanto, na manutenção do 
léxico, persistindo as particularidades de cada domínio em sua 
respectiva ontologia, como é apresentado na Seção 4.2.1. 
Questões de subjetividades e ambiguidades podem ser melhor 
tratadas com a manutenção no léxico de sentimento e, principalmente, 
na ontologia de domínio. A seguir, são apresentados alguns passos para 
auxiliar na manutenção e na evolução do léxico de sentimento e da 
ontologia de domínio, referenciada neste trabalho como base de 
conhecimento.  
 Passo 1: deve-se selecionar todos os casos que 
apresentaram polarização errada. 
 Passo 2: para cada caso deve-se analisar a árvore de 
sentimento gerada. 
 Passo 3: deve-se verificar se todos os conceitos estão 
sendo contemplados na árvore.  
o Caso não estejam, deve-se adicioná-los como 
conceito à ontologia, respeitando a hierarquia 
das classes.  
 Passo 4: depois de verificar se todos os conceitos estão 
presentes no novo problema (sentença a ser polarizada),  
deve-se analisar os termos polarizados e a sua orientação 
semântica (positiva ou negativa).  
 Passo 5: caso o termo não possua a polarização 
adequada, deve-se adicioná-lo nas subclasses referentes 
ao conceito Sentiment da ontologia do domínio em 
questão.  
 Passo 6: também deve-se verificar se existe algum termo 
negativo (negação) e, se esse termo está invertendo a 
polarização. 
 Passo 7: quando todos os casos tiverem sido analisados, 
finaliza-se o processo. 
o Pode-se eleger uma amostra para a manutenção 
da base de conhecimento, sem a necessidade de 
avaliação de todos os casos problemáticos. 
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Utilizando os resultados obtidos na seção anterior, foram 
aplicados os passos descritos nos casos que não obtiveram sucesso a fim 
de melhorar o resultado e tornar a base de conhecimento mais 
sincronizada com os elementos do domínio de aplicação. 
A Tabela 15 apresenta mais detalhes sobre o resultado do 
segundo experimento a partir da manutenção da base de conhecimento. 
Tabela 15 – Medidas do protótipo base e com a manutenção da base de 
conhecimento 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Base 771 658 225 337 0,72 0,77 0,70 0,73 
Manutenção 804 834 192 161 0,82 0,81 0,83 0,82 
Fonte: Elaborado pelo autor 
A partir da manutenção da base de conhecimento utilizando como 
orientação o método apresentado, chegou-se a uma melhoria na taxa de 
acerto em 10%, como pode ser observado pela evolução da acurácia de 
0,72 (método-base) para 0,82 (base do conhecimento com manutenção). 
A seção seguinte apresenta a aplicação dos algoritmos NB e SVM 
sobre a base de casos para que seja possível comparar os resultados 
dessas abordagens. 
4.2.4 Comparação dos resultados do modelo, NB e SVM 
Para atestar a viabilidade do modelo proposto em um novo 
cenário de aplicação, objetiva-se a comparação dos resultados obtidos e 
descritos na seção anterior com a aplicação dos algoritmos de NB e 
SVM sobre o conjunto de dados de filmes. O resultado obtido da 
aplicação de tais algoritmos sobre a base de casos em questão está 
apresentado com mais detalhes na Tabela 16. 
Tabela 16 – Resultados obtidos da aplicação do NB e SVM na base de reviews 
sobre filme 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
NB 822 744 174 251 0,79 0,82 0,77 0,79 
SVM 785 779 216 211 0,78 0,79 0,78 0,78 
Modelo 804 834 192 161 0,82 0,81 0,83 0,82 
Fonte: Elaborado pelo autor 
Pode-se perceber que o modelo proposto obteve a acurácia mais 
alta com 0,82, seguida pela acurácia do NB 0,79 e, por último, a 
acurácia do SVM, igual a 0,78. A Tabela 17 apresenta a comparação 
entre os modelos considerando McNemar.  
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Tabela 17 – Significância estatística entre o modelo proposto e demais modelos 
no contexto de filmes 
Método 1 Método 2 c01 c10 McNemar 
NB SVM 214 221 0,08 
SVM Modelo 312 238 10,23 
NB Modelo 303 236 8,58 
Fonte: Elaborado pelo autor 
Como pode ser observado nos valores apresentados na Tabela 16, 
o modelo proposto apresenta melhores resultados, baseando-se na 
acurácia obtida, do que as técnicas NB e SVM. Também é possível 
notar que as execuções entre o modelo e as técnicas apresentam 
significância estatística, observando a Tabela 17. 
Tendo em vista os resultados alcançados pelo modelo proposto, 
objetiva-se construir um algoritmo que facilite o refinamento do léxico 
para a adequação da base de conhecimento ao seu domínio de aplicação. 
A seção a seguir apresenta mais detalhes sobre a implementação do 
algoritmo para que seja possível automatizar o processo mencionado. 
4.2.5 Refinamento automático do léxico 
Para facilitar o processo de refinamento da base de conhecimento 
e, principalmente, para a adequação do léxico utilizado para um domínio 
de aplicação, optou-se pelo desenvolvimento de um método automático 
que utiliza como base casos que apresentam problemas de polarização, 
ou mesmo, uma base mínima de treinamento. 
O método proposto pode ser utilizado tanto para a adequação de 
uma base de conhecimento já constituída, a fim de adequá-la para a 
natureza dos casos, ou ainda para um domínio em que se tenha apenas o 
léxico original, proposto por Hu e Liu (2004). A seguir são apresentados 
os passos do método desenvolvido.  
 Passo 1: selecionar os casos de entrada para o processo de 
adequação. 
 Passo 2: para cada caso, selecionar os termos polarizados 
(presentes no léxico, juntamente com sua polaridade).  
 Passo 3: para cada termo polarizado deve-se buscar todos os 
casos que o possuem. 
 Passo 4: deve-se submeter todos os casos selecionados no 
Passo 3 ao processo de classificação, obtendo o número de 
casos classificados com sucesso. 
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 Passo 5: deve-se alterar a polarização do termo selecionado no 
Passo 3 e submeter os casos que o possuem ao processo de 
classificação. 
 Passo 6: deve-se verificar a quantidade de casos processados 
com sucesso nas duas execuções. 
o Se após a modificação de polarização do termo for 
obtido um número maior ou igual de casos polarizados, 
deve-se persistir a modificação na base de 
conhecimento. Caso contrário, deve-se voltar à 
polarização original e seguir o processo. 
 Passo 7: efetuar o Passo 3 até que se tenha verificado todos os 
termos polarizados. 
o Ao finalizar o Passo 3, vá para Passo 2. 
 Passo 8: efetuar o Passo 2 até que se tenha verificado todos os 
casos de entrada. 
 Passo 9: fim do método.  
Para atestar a viabilidade do método proposto, ele foi aplicado 
sobre o domínio de filmes, discutido na seção anterior. Inicialmente, 
utilizou-se a base de conhecimento original, que contempla o léxico 
original proposto por Hu e Liu (2004), e a ontologia apresentada na 
Seção 4.2.2.1. O resultado da execução é apresentado na Tabela 18, a 
seguir.  
Tabela 18 – Medidas do protótipo no domínio de filmes utilizando o método 
automático de refinamento do léxico 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Basemanual 804 834 192 161 0,82 0,81 0,83 0,82 
Baseautomático 827 796 169 199 0,82 0,83 0,81 0,82 
Fonte: Elaborado pelo autor 
É possível perceber que se obteve um resultado com a mesma 
acurácia nas duas execuções, o que demostra a viabilidade da 
abordagem desenvolvida. Optou-se por submeter novamente os casos 
que ainda apresentam problemas ao processo de adequação, mais 
detalhes são apresentados na Tabela 19.  
Tabela 19 – Aplicando o método pela segunda vez na base de casos com 
problema 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Basemanual 804 834 192 161 0,82 0,81 0,83 0,82 
Baseautomático 827 796 169 199 0,82 0,83 0,81 0,82 
Segunda 842 835 154 160 0,84 0,85 0,84 0,84 
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Fonte: Elaborado pelo autor 
Percebe-se que ao submeter a base de casos ao mesmo método 
mais uma vez, foi possível aumentar a acurácia da classificação, 
passando de 0,82 para 0,84. O resultado da segunda submissão dos 
dados está representado pela linha Segunda da Tabela 19. 
A Tabela 20 apresenta a aplicação de McNemar entre as 
execuções apresentadas anteriormente.  
Tabela 20 – Significância estatística para teste de viabilidade do método de 
adequação do léxico 
Método 1 Método 2 c01 c10 McNemar 
Basemanual Baseautomático 306 247 6,51 
Baseautomático Segunda 108 54 18,67 
Fonte: Elaborado pelo autor 
Por meio das acurácias apresentadas na Tabela 19, pode-se 
verificar que o método automático permite atingir a mesma acurácia que 
o método manual, o que significa que o método automático pode ser 
incorporado ao modelo sem problemas. Quando comparados os dois 
métodos, manual e automático, é possível observar que existe 
significância estatística, ou seja, o valor de McNemar é superior a 3,841 
entre as suas execuções. Ainda pode-se observar que o método 
automático classificou 306 casos corretamente, os quais o método 
manual havia errado (c01), e 247 de maneira errada, que o método 
manual havia acertado (c10).  Comparando os dados das colunas c01 e c10, 
percebe-se que é possível ter um ganho (mesmo que não explícito na 
acurácia) no número de casos classificados corretamente pelo método 
automático. 
Ao executar o método automático novamente, percebeu-se que a 
acurácia sofreu um aumento no número de acertos e, comparando essa 
execução com a anterior, obtém-se significância estatística. Como esse 
método não representa o foco principal da tese, optou-se por não evoluí-
lo além dos pontos apresentados nessa execução. 
Com o ciclo do modelo proposto quase finalizado, a seção a 
seguir procura apresentar mais detalhes sobre o desenvolvimento da 
estratégia de adaptação de um caso passado para a solução de um novo 
caso. 
4.3 CONTRUÇÃO DA ETAPA DE ADAPTAÇÃO DO MODELO 
O modelo proposto de tese prevê uma etapa de adaptação, 
objetivando utilizar o conhecimento adquirido por meio da base de 
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conhecimentos a partir das classificações anteriores, de modo que se 
possa aproveitar parte de um caso para auxiliar na polarização de um 
novo caso. 
Analisando os casos que foram submetidos ao processo de 
polarização do modelo proposto, percebe-se que uma das principais 
causas de falhas na polarização são os termos ambíguos existentes no 
léxico de sentimento. A deficiência no tratamento de ambiguidade por 
parte do modelo também é comum a muitas soluções de análise de 
sentimento. Segundo Cao, Zhang e Xiong (2015), a tarefa de 
desambiguação é um grande desafio para a área de análise de 
sentimento. Infelizmente, muitas pesquisas simplesmente não a 
consideram em seus modelos, o que na maior parte das vezes torna as 
suas soluções pouco eficientes. 
O modelo proposto neste trabalho possui uma etapa de adequação 
do léxico baseada em uma base de treinamento ou na própria base de 
casos já armazenados. Essa etapa auxilia no processo de otimização do 
léxico para os casos já conhecidos. Para a etapa de adaptação do 
modelo, optou-se por atacar os termos considerados ambíguos. No 
contexto da tese, termos ambíguos são aqueles que existem tanto em 
casos classificados como positivos quanto em casos classificados como 
negativos. 
A etapa de adaptação é iniciada quando um caso não é 
recuperado da base de casos conhecidos, ou seja, o seu grau de 
similaridade em relação ao novo caso é inferior ao threshold. No 
momento em que a árvore de sentimento é gerada, os termos com 
orientação semântica relacionados aos conceitos são verificados. Caso 
haja termos ambíguos, estes entram para a etapa de adaptação. 
As seções seguintes apresentam as estratégias experimentadas 
juntamente com os resultados obtidos. Para efeito de comparação, 
utilizou-se a base de filmes a partir da adequação manual do léxico 
apresentado com mais detalhes na Seção 4.2.3. 
4.3.1 Experimento 1 - Neutralização dos termos ambíguos 
A primeira estratégia verificada foi a neutralização dos termos 
ambíguos durante o processo de construção das árvores de sentimento. 
Para cada termo polarizado (orientação semântica) que tinha relação 
com algum conceito da árvore gerada, foi verificado se este é ambíguo 
ou não. Caso o termo seja ambíguo, ele tem o seu grau de polarização (1 
ou -1) neutralizado, ou seja, é atribuído o grau 0, não tendo mais 
impacto no cálculo da polarização. Refere-se a esta estratégia como 
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Experimento 1 (Exp1). O resultado obtido é apresentado com mais 
detalhes na Tabela 21. 
Tabela 21 – Medidas a partir da neutralização dos termos ambíguos 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Basemanual 804 834 192 161 0,82 0,81 0,83 0,82 
Exp1 802 801 194 194 0,81 0,81 0,81 0,81 
Fonte: Elaborado pelo autor 
Pode-se perceber que a simples neutralização dos termos 
ambíguos no processo de polarização de um novo caso não apresenta 
resultados superiores à execução-base, pois a acurácia ficou menor a 
partir desse experimento. 
Considerando a importância dos termos ambíguos para o 
processo de polarização, a seção a seguir apresenta uma estratégia em 
que esses termos são utilizados no processo, mas não necessariamente 
com a sua classificação original.  
4.3.2 Experimento 2 – Verificação da frequência polarizada 
A partir da constatação obtida no Experimento 1, em que é 
possível verificar a importância dos termos ambíguos para o processo de 
polarização, neste segundo experimento tem-se como foco considerar 
todos os termos ambíguos, mas não necessariamente utilizando a sua 
polarização original. 
Partindo da árvore de sentimento (conceitos da ontologia 
relacionados com os termos polarizados) elaborada a partir do conteúdo 
de um novo caso, são selecionados todos os termos ambíguos que estão 
presentes na árvore. Para cada termo ambíguo, é verificada a quantidade 
de casos que o contém, tanto positivos quanto negativos. Tendo em vista 
os dois conjuntos de casos (positivos e negativos) que possui o termo, é 
levado em consideração o conjunto que possui mais casos, ou seja, a 
polarização resultante é a mesma do maior conjunto de casos. Caso os 
dois conjuntos tenham a mesma quantidade de elementos, mantém-se a 
polarização original. A Tabela 22 apresenta o resultado obtido a partir 
desse experimento que está referenciado como Exp2. 
Tabela 22 – Medidas a partir a verificação da frequência polarizada 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Base manual 804 834 192 161 0,82 0,81 0,83 0,82 
Exp2 835 834 161 161 0,84 0,84 0,84 0,84 
Fonte: Elaborado pelo autor 
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Utilizando a adaptação baseada na verificação da frequência 
polarizada de um termo ambíguo, chega-se a uma acurácia maior do que 
a execução-base. A acurácia obtida de 0,84 é a mesma obtida pela 
aplicação da estratégia de adequação automática do léxico quando 
aplicada sobre a execução-base. 
O experimento da seção seguinte tem como objetivo identificar 
em que cenários os termos ambíguos são positivos ou negativos e 
utilizar essa informação para a polarização na etapa de adaptação. 
4.3.3 Experimento 3 – Polarização contextualizada dos termos 
ambíguos 
O terceiro experimento visa identificar, para cada termo ambíguo, 
em que contexto ele é utilizado como positivo ou negativo. Para isso, 
utilizou-se o método de Decomposição de Valores Singulares, do inglês 
Singular Value Decomposition (SVD). Esse método, ao final do 
processamento, gera uma matriz termo x termo, em que na intersecção 
da linha pela coluna tem-se o número de coocorrências de documentos 
de uma base. 
Gerou-se a matriz SVD de toda a base de casos conhecidos sobre 
filmes, domínio utilizado para os testes da etapa de adaptação. Para cada 
orientação semântica, gerou-se uma matriz, ou seja, é possível verificar 
todos os termos que mais coocorrem com um termo em questão com o 
seu uso positivo e negativo. 
Para cada novo caso é gerado um vetor de termos, no qual se 
adiciona todos os termos polarizados ou que façam parte da ontologia de 
domínio. Dentro da análise de cada caso, são verificados todos os 
termos polarizados, ou seja, se o termo é ambíguo ou não. Caso ele seja 
ambíguo, são consultadas as duas matrizes SVD (positiva e negativa), 
de modo a extrair um vetor de termos que coocorrem com o termo 
ambíguo em questão, no seu uso como positivo e como negativo. 
O primeiro experimento executado utilizando SVD é referenciado 
como Experimento 3 (Exp3). Nele, é comparado o vetor vindo do novo 
caso (vetorcaso) com o vetor de termos positivos (vetorpositivo) e negativos 
(vetornegativo), utilizando o cálculo de similaridade baseado no cosseno 
do ângulo entre os vetores. Se o vetorcaso for mais próximo do 
vetorpositivo, isso indica que o termo ambíguo utilizado no caso é mais 
similar com o seu uso em outros casos positivos, caso contrário, em 
casos negativos. 
No Experimento 3, leva-se em consideração que, se o termo 
ambíguo possuir uma similaridade igual ao vetorpositivo e ao vetornegativo, a 
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sua polarização é neutralizada. Os resultados obtidos podem ser 
observados na Tabela 23. 
Tabela 23 – Medidas obtidas pelo experimento 3.1 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Base manual 804 834 192 161 0,82 0,81 0,83 0,82 
Exp3 847 842 149 153 0,85 0,85 0,85 0,85 
Fonte: Elaborado pelo autor 
Percebe-se que a acurácia obtida, 0,85, é superior à acurácia da 
execução-base, o que demostra que o uso do SVD pode representar uma 
solução eficiente para a etapa de adaptação modelo proposto. 
A seção a seguir apresenta uma análise comparativa dos 
resultados obtidos pelos experimentos para a tarefa de adaptação. 
Objetiva-se com esta seção identificar a estratégia mais eficiente para a 
tarefa de adaptação. 
4.3.4 Análise dos resultados obtidos 
Os experimentos propostos têm como objetivo definir qual 
estratégia deve ser adotada para a etapa de adaptação do modelo 
proposto, atacando os termos ambíguos durante o processo de 
polarização a partir da árvore de sentimento gerada. A Tabela 24 
apresenta todos os resultados obtidos para a definição da estratégia a ser 
adotada para a etapa de adaptação do modelo de tese.  
Tabela 24 – Medidas obtidas a partir dos experimentos para adaptação 
Testefilmes TP TN FP FN Acu. Prec. Rec. F 
Base manual 804 834 192 161 0,82 0,81 0,83 0,82 
Exp1 802 801 194 194 0,81 0,81 0,81 0,81 
Exp2 835 834 161 161 0,84 0,84 0,84 0,84 
Exp3 847 842 149 153 0,85 0,85 0,85 0,85 
Fonte: Elaborado pelo autor 
A acurácia máxima entre os experimentos foi de 0,85 obtida no 
Experimento 3. Para atestar se as abordagens realmente apresentam um 
ganho no processo de classificação dos casos como positivo ou 
negativo, as Execuções 1, 2 e 3 foram comparadas com a execução-base, 
com o intuito de analisar a significância estatística. Mais informações 
sobre essa comparação são apresentadas na Tabela 25. 
Tabela 25 – Significância estatística entre a execução-base com as estratégias 
candidatas à adaptação 
Método 1 Método 2 c01 c10 McNemar 
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Base manual Exp1 17 52 16,75 
Base manual Exp2 40 9 20,90 
Base manual Exp3 90 39 20,96 
Fonte: Elaborado pelo autor 
Pode-se observar que o Experimento 1 apresenta um acurácia 
inferior à execução-base, o que o torna inviável como proposta de 
adaptação do modelo. Analisando as Execuções 2 e 3, ambas 
apresentam uma acurácia melhor em relação a execução-base de 0,84 e 
0,85, respectivamente. Nesse sentido, pode-se optar pelas duas 
abordagens como propostas de solução para a adaptação. 
Para verificar se a estratégia adotada pelo Experimento 3 possui 
significância estatística quando comparada ao Experimento 2, calcula-se 
McNemar dessas duas execuções, a Tabela 26 apresenta mais detalhes 
sobre essa comparação.  
Tabela 26 - Significância estatística entre o Experimento 2 e 3 para a adaptação 
Método 1 Método 2 c01 c10 McNemar 
Exp2 Exp3 65 45 4,01 
Fonte: Elaborado pelo autor 
Ao analisar o valor da coluna c01, percebe-se que 65 casos foram 
classificados de maneira correta pelo Exp3, mas não haviam sido 
classificados pelo Exp2. Já a coluna c10 demostra o contrário, ou seja, 45 
casos foram classificados erroneamente pelo Exp3, mas classificados 
corretamente pelo Exp2. O que se pode perceber dessa análise é que o 
Exp3 classificou corretamente 20 casos a mais que Exp2, além de 
possuir significância estatística, como apresentado no valor de 
McNemar.  
Tendo em vista os resultados obtidos sugere-se a utilização de 
uma matriz SVD como forma de adaptar os termos polares ambíguos a 
partir de um vetor de contexto. 
Vale ressaltar que a solução baseada na frequência polarizada 
(Experimento 2) não deve ser descartada como uma possível solução de 
adaptação. O motivo para tal afirmação reside no custo computacional 
elevado para gerar uma matriz SVD. Nos casos em que não se tenha 
uma infraestrutura adequada para tal operação, pode-se utilizar a 
estratégia 2 como solução para a adaptação de termos ambíguos, 
levando em consideração o contexto da sentença em relação aos demais 
casos da base. 
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Tendo uma resposta à tarefa de adaptação definida, a próxima 
seção apresenta o modelo final da tese a partir de todas as constatações 
obtidas e análises efetuadas. 
4.4 MODELO FINAL 
Utilizando como base os experimentos efetuados ao longo desta 
tese, uma proposta final do modelo foi elaborada. Esta seção tem como 
objetivo apresentar o modelo final de tese juntamente com uma 
avaliação quantitativa, análise dos resultados e, por fim, a apresentação 
de alguns cenários de uso do modelo desenvolvido. 
4.4.1 Apresentação do modelo final 
O modelo aqui apresentado utiliza como base o modelo 
desenvolvido e apresentado na Seção 4.1, Figura 29. O motivo para 
utilizar aquele modelo como base é o sucesso obtido nas avaliações 
efetuadas. 
Existiam alguns pontos que o modelo apresentado na Figura 29 
não tratava de maneira adequada. Tendo isso em vista, na Seção 4.2 e 
4.3 foram apresentadas algumas estratégias e evoluções para chegar ao 
modelo final. Um dos pontos principais da evolução do modelo consiste 
na inclusão da tarefa de adaptação do modelo de tese. Nessa etapa, 
procura-se tratar os casos que possuem termos polarizados ambíguos, ou 
seja, que podem apresentar polarização distinta dependendo do cenário 
em que estão sendo aplicados. A Figura 40 apresenta mais detalhes 
sobre o modelo resultante. 




Fonte: Elaborado pelo autor 
Existem dois elementos novos no modelo apresentado na Figura 
40 em relação ao apresentado na Figura 28: (1) o repositório das 
matrizes SVD e (2) a etapa de adaptação. 
A adaptação foi inserida dentro do fluxo RBC (região com o 
fundo cinza) do modelo, estando entre o Caso polarizado proposto e a 
persistência do caso na Base de casos. É importante perceber que a etapa 
de adaptação também tem reflexo sobre a árvore de sentimento gerada 
para os casos que não foram recuperados, ou seja, que não entraram no 
ciclo do RBC. A árvore gerada é submetida ao processo de adaptação e 
todos os termos ambíguos são verificados para constatar se, no contexto, 
devem sofrer mudanças na sua polarização. 
 Para entender melhor a etapa de adaptação e o processo 
completo do modelo proposto, a seção a seguir demonstra o fluxo mais 
longo e completo do modelo, a fim de ilustrar a sua utilização. 
4.4.1.1 Exemplo das etapas do modelo proposto 
Para exemplificar as etapas do modelo, utiliza-se como base um 
review de câmera cuja polaridade original é negativa. O conteúdo do 
review é apresentado com mais detalhes a seguir. 
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Sure my canon sd-30 is super cute and i get lots of compliments on how 
small and sexy it is, but heaven forbid you want to take pictures with it!! 
This camera cannot take pictures in low light at all!  every picture i've 
taken at parties has been out of focus, which adds up to a lot of hazy 
photos of great memories. I took it back to the camera shop and the guy 
said i had the setting right but "yeah, they don't work well in low light."  
well if i needed a bright sunny day for every shot i could make a pinhole 
camera out of a cardboard box! 
The pictures it takes in daylight are nice.   but anyone who wants a tiny 
little camera like this is planning on putting it in their pocket and taking 
it to parties! 
I got the sony cybershot 10. 1 and it takes great pictures in low light.    
later, canon. 
A primeira etapa do modelo é a de pré-processamento. Nessa 
etapa são aplicadas as técnicas de POS Tagger, extração e 
reconhecimento de entidades nomeadas (named entity recognition - 
NER). Para isso, o conteúdo do review é dividido em sentenças e cada 
uma delas terá os seus termos processados, identificando qual a sua 
classe gramatical, se é um termo polar (possui ou não um grau positivo 
ou negativo) e se é uma instância ou conceito da ontologia de domínio.  
A Figura 41 apresenta um exemplo do processamento realizado 
sobre a primeira sentença do review supracitado.  




Fonte: Elaborado pelo autor 
Pode-se observar, no exemplo de saída, os pontos que foram 
anotados ou polarizados. Como saída da etapa de pré-processamento, 
têm-se, portanto, os termos com as suas classes (conceitos da ontologia) 
anotados e os termos polarizados com as suas respectivas polarizações 
(indicação de 1 ou -1 ao lado de cada termo). 
O próximo passo formata o vetor de consulta. Utilizando-se como 
base o caso apresentado, obtém-se o seguinte vetor: {canon; super; cute; 
sexy; heaven; forbid; pictures; camera; picture; hazy; photos; great; 
camera; right; work; well; bright; nice; like}. 
No caso do domínio de câmeras, o threshold adotado foi de 0.43. 
Esse valor foi obtido por meio do método apresentado na Seção 4.2.2.2. 
Submetendo o vetor ao processo de recuperação, verifica-se que o caso 
mais similar possui o seu grau igual a 0.117, ou seja, inferior ao 
threshold utilizado. Com isso o caso recuperado é descartado e o novo 
caso é submetido para a etapa Nova solução, que tem como objetivo 
gerar a árvore de sentimento do novo caso e disponibilizá-la para a 
próxima etapa. A  
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Figura 42 apresenta a árvore de sentimento inicial desenvolvida 
na etapa de nova solução.  
 
 
Figura 42 – Exemplo da árvore gerada na etapa Nova solução 
 
Fonte: Elaborado pelo autor 
Como já informado no início desta seção, o review utilizado tem 
polarização original negativa. Por meio da primeira árvore de 
sentimento gerada apenas utilizando os termos polarizados do léxico, o 
valor obtido foi +11, ou seja, o caso foi classificado como positivo, o 
que significa que o caso foi polarizado errado. Antes de desenvolver a 
etapa de adaptação, esse seria o resultado disponível para o usuário e 
para armazenado na base de casos. 
O caso polarizado proposto, que possui o conteúdo do novo caso, 
somado à árvore de sentimento gerada, é submetido à etapa de 
adaptação. Neste ponto, todos os termos caracterizados como ambíguos, 
utilizados tanto por casos positivos quanto por casos negativos, são 
analisados para verificar se mantêm a polarização original ou devem 
mudar de polarização (maiores detalhes são descritos na Seção 4.3.3). A 
Figura 43 apresenta a árvore adaptada a partir da análise dos termos 
ambíguos utilizando as matrizes SVD.  




Fonte: Elaborado pelo autor 
Como pode ser observado na Figura 43, vários termos polares 
tiveram a sua polarização alterada pelo processo de adaptação. Todos os 
termos que tiveram a sua polarização modificada foram destacados em 
vermelho. A partir do processamento da árvore de sentimento original 
pela etapa de adaptação, obtém-se uma nova polarização do caso como 
negativa, que é a polarização de fato do novo caso. Esse caso polarizado 
proposto é, então, armazenado na base de casos. 
Para promover suporte ao modelo proposto, foram desenvolvidos 
alguns métodos e implementações. Na próxima seção são apresentados 
maiores detalhes. 
4.4.1.2 Aplicações de suporte ao modelo 
 A partir de desenvolvimento e da implementação do modelo de 
tese, identificaram-se alguns pontos que poderiam ser automatizados na 
forma de aplicações. Tendo isso em vista, desenvolveram-se algumas 
ferramentas que podem contribuir com o funcionamento do modelo. 
Vale lembrar que esses itens não entram no modelo de tese, pois apenas 
dão apoio a etapas específicas, podendo ser facilmente substituídos ou 
até mesmo desconsiderados. 
A Figura 44 apresenta as etapas, não obrigatórias, bem como a 
forma como elas interagem com as outras etapas específicas do modelo 
de tese.  




Fonte: Elaborado pelo autor 
Pode-se observar na Figura 44, que foram adicionados ao modelo 
dois novos processos (etapas). O primeiro chamado de Adequação 
léxico e o outro chamado de Geração matrizes SVD. 
A etapa Adequação léxico tem como objetivo adaptar o léxico 
original proposto pode Hu e Liu (2004) para o domínio de aplicação 
específico. Essa etapa considera os termos polares no léxico de 
sentimento e verifica a sua utilização em relação à base de casos já 
polarizada. Se os termos ocorrerem mais vezes em casos positivos, eles 
são transformados em positivos, caso contrário, são transformados em 
negativos. Todas essas modificações são persistidas na ontologia de 
domínio, podendo depois ser facilmente utilizadas no processo de 
polarização durante a construção da árvore de sentimento. Mais 
informações sobre a etapa de adequação do léxico estão declaradas na 
Seção 4.2.5. 
A etapa denominada de Geração matrizes SVD tem como 
objetivo gerar as matrizes SVD para cada domínio de aplicação, 
utilizando como fonte a base de casos. A Seção 2.4.3.8 apresenta mais 
informações sobre o processo de geração das matrizes baseadas em 
SVD. De maneira geral, para cada termo polar ambíguo, é verificado o 
conjunto de palavras que mais coocorrem dentro de uma polarização 
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específica (conjunto de casos positivos ou negativos), ou seja, é 
elaborado um vetor de termos para cada classificação 
(positiva/negativa). Na sequência, a etapa de adaptação precisa apenas 
solicitar o vetor positivo e negativo do termo polar no determinado 
domínio e compará-lo ao vetor do caso polarizado proposto, podendo 
definir se o termo é positivo ou negativo dependendo da proximidade 
dos vetores. 
Estando o modelo final definido conjuntamente aos processos e 
sistemas que o orbitam, parte-se para a etapa de avaliação do protótipo 
desenvolvido a partir do modelo. A seção seguinte tem como objetivo 
apresentar mais detalhes sobre o processo de avaliação do modelo 
desenvolvido.  
4.4.2 Avaliação do modelo 
O modelo de tese foi implementado na forma de um protótipo 
funcional. O protótipo respeita todas as etapas e especificações 
propostas no modelo. Para a avaliação do modelo desenvolvido, 
utilizaram-se as duas bases de dados já apresentadas na tese: reviews de 
câmeras e de filmes. Nesta seção, tem-se como objetivo avaliar o 
modelo de tese a partir da sua implementação. Para isso, procura-se 
isolar algumas partes para mensurar a contribuição no modelo final. 
Entende-se que a etapa de geração das árvores de sentimento é 
permitida a partir dos conceitos da ontologia de domínio combinados 
com a polaridade vinda de um léxico. Como o núcleo do modelo, a 
árvore de sentimento não pode ser excluída de qualquer execução. 
Os pontos que são avaliados a partir da execução-base utilizando 
somente a geração da árvore de sentimento com a ontologia e o léxico 
original são: o uso do RBC e o tratamento de negação. O Quadro 5 
apresenta mais detalhes sobre as execuções. 
Quadro 5 – Nome atribuído para as execuções de avaliação 
 RBC? Negação? Domínio 
Execução1 Não Não Filme 
Execução2 Não Não Câmera 
Execução3 Sim Não Filme 
Execução4 Sim Não Câmera 
Execução5 Não Sim Filme 
Execução6 Não Sim Câmera 
Execução7 Sim Sim Filme 
Execução8 Sim Sim Câmera 
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Fonte: Elaborado pelo autor 
Pode-se observar que as Execuções 1 e 2 representam, 
respetivamente, a execução-base para filme e para câmera. As 
Execuções 3 e 4 apresentam o resultado utilizando o modelo de tese 
mais o uso do RBC, enquanto que as Execuções 5 e 6 apresentam a 
contribuição do tratamento da negação considerando a execução-base (1 
e 2). Por fim, as Execuções 7 e 8 representam a combinação da 
execução-base com o  RBC e o tratamento de negação. O resultado para 
as execuções foram os apresentados na Tabela 27. 
Tabela 27 – Execuções de avaliação 
 TP TN FP FN Acu. Prec. Rec. F 
Execução1 804 667 192 328 0,739 0,807 0,710 0,756 
Execução2 664 385 62 332 0,727 0,915 0,667 0,771 
Execução3 771 671 225 324 0,724 0,774 0,704 0,737 
Execução4 674 488 52 229 0,805 0,928 0,746 0,828 
Execução5 800 693 196 302 0,750 0,803 0,726 0,763 
Execução6 663 481 63 236 0,793 0,913 0,737 0,816 
Execução7 768 684 228 311 0,729 0,771 0,712 0,740 
Execução8 673 555 53 162 0,851 0,927 0,806 0,862 
Fonte: Elaborado pelo autor 
As próximas execuções procuram identificar o impacto da 
inserção do processo de adequação do léxico e da adaptação a partir da 
execução-base. O Quadro 1 apresenta os nomes das próximas 
execuções.  





Execução9 Sim Não Filme 
Execução10 Sim Não Câmera 
Execução11 Não Sim Filme 
Execução12 Não Sim Câmera 
Fonte: Elaborado pelo autor 
As Execuções 9 e 10 apresentam o uso do processo, não 
obrigatório, de adequação do léxico. Esse processo consiste na 
adequação dos termos polares do léxico para um domínio específico 
utilizando como base as Execuções-base 1 e 2. Nas Execuções 11 e 12, 
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procura-se verificar o benefício da etapa de adaptação a partir das 
Execuções-base 1 e 2. A Tabela 28 apresenta os resultados obtidos. 
Tabela 28 – Execuções de avaliação utilizando adequação e adaptação 
 TP TN FP FN Acu. Prec. Rec. F 
Execução9 834 847 162 148 0,844 0,837 0,849 0,843 
Execução10 627 601 99 116 0,854 0,864 0,844 0,854 
Execução11 894 789 102 206 0,845 0,898 0,813 0,853 
Execução12 676 549 50 168 0,849 0,931 0,801 0,861 
Fonte: Elaborado pelo autor 
O último conjunto de execuções, 13 e 14, representam, 
respectivamente, a solução completa para o contexto de filme e de 
câmera. Entende-se como solução completa aquela que possui a 
execução-base, utiliza RBC, tratamento de negação, adequação do 
léxico e adaptação. A Tabela 29 apresenta os resultados obtidos. 
Tabela 29 – Execuções de avaliação utilizando o modelo completo 
 TP TN FP FN Acu. Prec. Rec. F 
Execução13 847 842 149 153 0,850 0,850 0,847 0,849 
Execução14 653 660 73 57 0,910 0,899 0,920 0,909 
Fonte: Elaborado pelo autor 
Tendo as execuções definidas e os resultados obtidos, a próxima 
seção tem como objetivo analisar os dados gerados, possibilitando a 
avaliação do modelo de tese.  
4.4.3 Análise dos resultados 
A seção anterior, 4.3.2, apresentou uma série de execuções para 
que fosse possível avaliar cada elemento que compõe o modelo 
proposto. Esta seção, por sua vez, tem como objetivo analisar os 
resultados obtidos pelas execuções anteriores. 
Para facilitar a análise, divide-se a acurácia dos resultados das 
execuções em subgrupos positivo e negativo. A Tabela 30 apresenta 
esses valores. 
Tabela 30 – Subgrupo da acurácia obtida pelas execuções 
 Acurácia Positivos Acurácia Negativos Acurácia Total 
Execução1 0,807 0,670 0,739 
Execução2 0,915 0,537 0,727 
Execução3 0,774 0,674 0,724 
Execução4 0,928 0,681 0,805 
Execução5 0,803 0,696 0,749 
Execução6 0,913 0,670 0,792 
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Execução7 0,771 0,687 0,729 
Execução8 0,926 0,774 0,851 
Execução9 0,837 0,851 0,844 
Execução10 0,864 0,838 0,854 
Execução11 0,898 0,793 0,845 
Execução12 0,931 0,766 0,849 
Execução13 0,850 0,846 0,850 
Execução14 0,900 0,920 0,910 
Fonte: Elaborado pelo autor 
A partir dos dados apresentados nas Tabela 30 e Tabela 31, pode-
se reparar que a inclusão do RBC ao modelo – Execuções 3 e 4 – 
aumentou a acurácia para o domínio de câmera – Execução 2 e 4 – de 
0,727 para 0,805. Esse aumento também ocorre para os subgrupos 
positivo e negativo do domínio, principalmente nos casos negativos, de 
0,537 para 0,681. 
No caso do domínio de filmes – Execuções 1 e 3 – a acurácia 
total foi diminuída de 0,739 para 0,724 quando adicionado o RBC. 
Quando se observa apenas o subgrupo de casos negativos, a acurácia foi 
melhorada de 0,670 para 0,674. O problema está nos casos positivos que 
tiveram uma diminuição da sua acurácia de 0,807 para 0,774. A Tabela 
31 apresenta o valor de McNemar das execuções do domínio de filme (1 
e 3) e câmera (2 e 4). 
Tabela 31 – McNemar da execução base com RBC 
Método 1 Método 2 c01 c10 McNemar 
Execução1 Execução3 75 104 4,380 
Execução2 Execução4 124 11 96,267 
Fonte: Elaborado pelo autor 
O motivo para tal divergência entre a aplicação do RBC no 
domínio de câmera e no o domínio de filmes está relacionado ao método 
adotado para calcular o threshold. Como esse método utiliza apenas a 
média de todos os casos similares da base (ver Seção 4.2.2.2) por 
domínio, em casos de bases com assuntos mais subjetivos, como a 
classificação de um filme, deve-se adotar um threshold mais alto para 
não utilizar casos não tão similares. Mais uma alternativa para esse 
ponto, seria buscar outra equação ou até mesmo outra estratégia para 
definir o threshold. 
Percebe-se que, em ambas as situações, existe significância 




O segundo grupo de execuções analisa a inclusão do tratamento 
de negação, descrito na Seção 4.1.3.1. Em resumo, quando se encontra 
um termo de negação em uma sentença, são analisados os quatro termos 
anteriores e os quatro termos posteriores e, caso exista alguma palavra 
polar (que tenha conotação positiva ou negativa segundo o léxico) nesse 
intervalo, a polarização do termo é alterada. 
Ao utilizar o tratamento de negação em ambos os cenários, 
câmera – Execução 6 – e filmes – Execução 5 –, obteve-se um aumento 
na acurácia total. Os dois cenários apresentam uma leve diminuição na 
acurácia dos casos positivos, câmera de 0,915 para 0,913 e filmes de 
0,807 para 0,803, conforme apresentado na Tabela 30. Contudo, quando 
se analisa os casos negativos de maneira isolada, percebe-se um grande 
aumento das acurácias, para câmera de 0,537 para 0,670 – Execuções 2 
e 6, respectivamente – e para filmes de 0,670 para 0,696 – Execuções 1 
e 5. O motivo para o aumento da classificação correta dos casos 
negativos pode ser explicado pela utilização de termos positivos em 
reviews que possuem sentido negativo, como, por exemplo: “Esse filme 
não é bom!”. O que se percebe é que essa é uma prática comum pelos 
consumidores que escrevem reviews sobre produtos, já que em ambos os 
domínios teve um expressivo aumento na acurácia. A Tabela 32 
apresenta o valor de McNemar entre as execuções. 
Tabela 32 – McNemar da execução-base com tratamento de negação 
Método 1 Método 2 c01 c10 McNemar 
Execução1 Execução5 87 65 3,480 
Execução2 Execução6 135 40 52,663 
Fonte: Elaborado pelo autor 
Percebe-se que, estatisticamente, o aumento obtido com o uso do 
tratamento de negação no domínio de filme não obteve significância 
estatística, pois o valor de McNemar ficou abaixo de 3.841, ou seja, as 
execuções aconteceram de maneira muito similar. Analisando o domínio 
de câmera, existe significância estatística. Ao avaliar a coluna c01 
percebe-se que foram classificados 135 casos corretamente pela 
Execução 6 que não haviam sido classificados pela Execução 1. A 
coluna c10 ilustra que a Execução 6 classificou 40 casos de maneira 
errada, os quais antes eram classificados corretamente pela Execução 2. 
O que se pode perceber é que, proporcionalmente, a Execução 6 
apresenta muito mais benefícios que malefícios em relação à Execução2. 
O terceiro grupo de execução tem como objetivo combinar o uso 
do RBC com o tratamento de negação às execuções-base dos domínios 
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de câmera e filmes. Percebe-se que o uso combinado do RBC com o 
tratamento de negação teve resultados bem distintos nos domínios de 
aplicação. Para o domínio de câmera, a acurácia foi elevada 
consideravelmente em relação à execução-base e demais execuções, 
passando de 0,727 para 0,851. Nesse caso, tanto o uso da negação 
quando o uso de RBC contribuiu para o aumento total da acurácia. 
Quando aplicado ao domínio de filmes, a acurácia total teve uma queda 
de 0,739 para 0,729. Ao analisar os resultados por subgrupos positivos e 
negativos, a acurácia dos casos negativos sofreu um aumento de 0,670 
para 0,687, enquanto que no subgrupo positivo, percebe-se uma queda 
na acurácia, de 0,807 para 0,771, influenciando diretamente na queda da 
acurácia total. 
O motivo para a queda da acurácia total está no cálculo do 
threshold, fazendo com que casos que não são realmente similares sejam 
entregues como proposta de solução. Isso reforça a importância de se 
buscar como trabalho futuro um método mais eficiente para calcular o 
threshold. 
O ganho apresentado no domínio de câmeras é muito maior que a 
queda da acurácia no domínio de filmes. Por conta desse fato, se 
manteve tanto o RBC como o tratamento de negação no modelo final da 
tese. A Tabela 33 detalha a significância estatística entre as execuções. 
Tabela 33 – McNemar da execução-base com RBC e tratamento de negação 
Método 1 Método 2 c01 c10 McNemar 
Execução1 Execução7 141 160 1,076 
Execução2 Execução8 215 36 129,084 
Fonte: Elaborado pelo autor 
Pode-se verificar que no caso do domínio de filmes, Execuções 1 
e 7, a diferença de execução não possui significância estatística, valor de 
McNemar é inferior a 3,841. Ou seja, as execuções são muito similares e 
não apresentam um ganho ou perda significante. Quando se analisa o 
domínio de câmera, Execuções 2 e 8, percebe-se uma melhoria bastante 
significativa. Ao analisar a coluna c01 da Tabela 33, pode-se perceber 
que a Execução 8 classificou 215 casos corretamente antes não 
classificados pela Execução 2. A coluna c10 ilustra 36 casos que antes 
eram classificados de maneira correta pela Execução 2 e foram 
classificados errados pela Execução 8, o que demostra a grande 
evolução dos acertos por parte da Execução 8.  
O quarto grupo de execuções avaliou a inserção da etapa de 
adequação do léxico, Execuções 9 e 10, que consiste na identificação 
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dos termos que devem ser desconsiderados ou que devem ter a sua 
polarização alterada segundo um conjunto de casos de um domínio 
frente às execuções-base, 1 e 2. Em ambos os domínios, a acurácia foi 
elevada em relação às execuções-base. No domínio de câmera, 
Execuções 2 e 10,  a acurácia foi de 0,727 para 0,851, já no domínio de 
filmes, Execuções 1 e 9, a acurácia total foi de 0,739 para 0,844. Pode-
se observar que, ao utilizar a etapa de adequação do léxico na execução-
base, o número de casos polarizados corretamente nos subgrupos 
positivo e negativo de um domínio fica bastante próximo, ou seja, esse 
método ajuda a balancear os acertos entre casos positivos e negativos, 
conforme pode-se observar na Tabela 30.  
A Tabela 34 apresenta mais detalhes sobre a aplicação do 
McNemar para as execuções-base, Execução 1 e 2,  e para as execuções 
que utilizam adequação de léxico, Execuções 9 e 10. 
Tabela 34 – McNemar da execução-base com adequação do léxico por domínio 
Método 1 Método 2 c01 c10 McNemar 
Execução1 Execução9 295 85 117,161 
Execução2 Execução10 267 88 91,268 
Fonte: Elaborado pelo autor 
Todas as execuções utilizadas no quarto grupo apresentam 
significância estatística, ou seja, a adição da etapa de adequação do 
léxico – Execuções 9 e 10 – não executam igualmente às execuções-
base – Execuções 1 e 2 –, mas foram realizadas nas mesmas condições e 
a melhoria na acurácia não foi gerada ao acaso. Ao analisar as colunas 
c01 e c10 pode-se perceber que houve um grande ganho ao adicionar essa 
etapa ao modelo como um todo.  
O quinto grupo de execuções, 11 e 12, tem como objetivo avaliar 
a inclusão da etapa de adaptação utilizando vetores extraídos das 
matrizes SVD. Esse processo apresenta um aumento na acurácia total 
nos domínios utilizados. Para câmera, o valor foi incrementado de 0,727 
para 0,849 – Execuções 2 e 12 –, enquanto que no caso do domínio de 
filmes, o valor foi incrementado de 0,739 para 0,845 – Execuções 1 e 
11. O mesmo aumento ocorre para os subgrupos positivo e negativo, 
apresentados na Tabela 30. 
No caso da utilização da adaptação utilizando SVD, não se obtém 
uma polarização tão balanceada entre casos positivos e negativos. Pode-
se perceber que, em ambos os domínios, houve mais acertos para os 
casos positivos. A Tabela 35 apresenta o valor de McNemar, o qual 
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atesta a relevância estatística dos valores encontrados entre as 
execuções. 
Tabela 35 – McNemar da execução-base com a etapa de adaptação 
Método 1 Método 2 c01 c10 McNemar 
Execução1 Execução11 249 37 158,633 
Execução2 Execução12 213 37 125,316 
Fonte: Elaborado pelo autor 
Pode-se observar na Tabela 35, que a adição da etapa de 
adaptação, Execuções 11 e 12, ao modelo-base, Execuções 1 e 2,  
obtiveram significância estatística. Ao analisar a coluna c01 e a coluna 
c10 pode-se constatar que o ganho na classificação final por parte do uso 
da adaptação trouxe muito mais benefício (c01) que malefício (c10) ao 
processo de classificação como um todo. 
No sexto e último grupo de execuções, resolveu-se combinar 
todos os elementos apresentados no caso-base, ou seja, além da geração 
das árvores de sentimento, utiliza-se RBC, tratamento de negação, 
léxico já adaptado para os domínios em questão e adaptação utilizando 
SVD. Como pode-se observar na Tabela 30, os resultados apresentados 
pelo modelo final e completo, Execuções 13 e 14, apresentam as 
melhores acurácias. No domínio de filmes, Execução 13, a acurácia foi 
de 0,850, enquanto que para o domínio de câmera, Execução 14, a 
acurácia final atingiu 0,910. Esses foram os melhores resultados obtidos, 
o que demonstra que a orquestração do modelo completo pode 
beneficiar-se com cada uma das etapas e métodos utilizados. A Tabela 
36 apresenta a significância estatística entre as execuções. 
Tabela 36 – McNemar da execução-base com o modelo completo 
Método 1 Método 2 c01 c10 McNemar 
Execução1 Execução13 376 158 89,815 
Execução2 Execução14 332 68 175,563 
Fonte: Elaborado pelo autor 
Como é possível observar nos dados da Tabela 36, os resultados 
obtidos no último grupo de execução possuem significância estatística. 
Para facilitar a análise da evolução da acurácia total a partir da inclusão 






Figura 45 – Evolução da acurácia por recursos 
 
Fonte: Elaborado pelo autor 
A Figura 45 ilustra como cada elemento contribui para a evolução 
do modelo-base até chegar ao modelo final da tese. As Figura 46 e 
Figura 47 apresentam essa evolução por domínio, levando em 
consideração os subgrupos positivo/negativo. 





















Fonte: Elaborado pelo autor 
A Figura 46 apresenta a evolução das acurácias totais, dos casos 
positivos e dos casos negativos pelos elementos do modelo de tese. 
Pode-se perceber que o tratamento dos casos negativos é sempre mais 
complicado que os dos casos positivos no contexto do domínio dos 
filmes. Percebe-se que o tratamento de negação auxilia no aumento do 
acerto das classificações dos casos negativos, mas é a adequação do 
léxico que garante um balanceamento mais adequado da polarização 
entre casos positivos e negativos, chegando a melhor acurácia total com 

































Figura 47 – Evolução da acurácia no domínio de câmera 
 
Fonte: Elaborado pelo autor 
A Figura 47 apresenta a evolução da acurácia no domínio de 
câmera. Nessa ilustração, é possível perceber que a mesma tendência 
apresentada na Figura 46 da aplicação do modelo no domínio de filme, 
também acontece no domínio de câmera, o que demonstra ser uma 
tendência da aplicação do modelo. 
Analisando as Figura 46 e Figura 47, é possível perceber que o 
comportando da aplicação do modelo em ambos os domínios é parecido, 
o que demonstra a importância de cada elemento para atingir a acurácia 
final. 
De maneira geral, a presente seção até esse ponto se concentrou 
na análise do modelo da tese, levando em consideração as suas 
características e os recursos a partir do resultado da acurácia de acerto 
nas classificações. Para atestar a relevância do modelo em relação a 
outras soluções, optou-se por comparar os resultados obtidos com os das 
duas técnicas que estão entre as mais utilizadas para a área de análise de 
sentimento. Isso pode ser observado na Tabela 2, que apresenta os 



























resultados da aplicação do modelo da tese e das técnicas Naïve Bayes 
(NB) e Suport Vector Machine (SVM), usando os mesmos dados. A 
Tabela 37 apresenta os resultados obtidos.  
Tabela 37 – Resultados do modelo, NB e SVM 
 TP TN FP FN Acu. Prec. Rec. F 
ModeloFILME 847 842 149 153 0,850 0,850 0,847 0,849 
NBFILME 822 744 174 251 0,787 0,766 0,825 0,795 
SVMFILME 785 779 211 216 0,786 0,784 0,788 0,786 
ModeloCAMERA 653 660 73 57 0,910 0,899 0,920 0,909 
NBCAMERA 620 600 106 117 0,845 0,854 0,841 0,848 
SVMCAMERA 595 625 131 92 0,845 0,820 0,866 0,842 
Fonte: Elaborado pelo autor 
Pode-se observar na Tabela 37 que, tanto para o domínio de 
filmes como para o de câmera, a acurácia total do modelo foi superior a 
das demais abordagens. A Figura 49 apresenta um gráfico de 
comparação das acurácias obtidas.  
Figura 48 – Comparação da acurácia do modelo com NB e SVM 
 
Fonte: Elaborado pelo autor 
O gráfico apresentado na Figura 48 demostra como nos dois 
domínios a acurácia do modelo foi superior a das demais abordagens. 
Para atestar se as diferenças entre as acurácias possuem relevância 






















Tabela 38 – McNemar da execução do modelo com NB e SVM 
Execução 1 Execução 2 c01 c10 Domínio McNemar 
Modelo NB 203 321 Filme 26,124 
Modelo SVM 200 325 Filme 29,288 
Modelo NB 83 160 Câmera 23,769 
Modelo SVM 87 179 Câmera 31,131 
Fonte: Elaborado pelo autor 
Pode-se perceber que todas as comparações dos resultados das 
execuções produzem significância estatística, ou seja, os métodos 
comparados não oferecem resultados de maneira igual. Analisando os 
dados das colunas c01 e c10 pode-se chegar a uma análise mais precisa. 
Focando inicialmente no domínio de filmes, pode-se observar que 
os dados apresentados na coluna c01 e c10 são muito próximos. Quando 
se compara o modelo de tese com o NB, pode-se observar que 321 casos 
são classificados de maneira correta pelo modelo e não pelo NB, 
analisando a outra coluna, percebe-se que 203 casos foram classificados 
corretamente pelo NB e classificados errôneamente pelo modelo. Pode-
se perceber que além do aumento na acurácia, o modelo apresenta uma 
melhoria na classificação em relação à aplicação do NB. 
Esse mesmo comportamento acontece quando se compara o 
modelo de tese com NB no domínio de câmera. Também se obtém essa 
mesma situação quando se compara o modelo com NB e SVM no 
domínio de filmes. 
Tendo comprovado a maior eficiência de classificação do modelo 
em relação às técnicas de NB e SVM, a próxima seção tem como 
objetivo apresentar os possíveis cenários de aplicação para o modelo de 
tese. 
4.4.4 Cenários de aplicação do modelo da tese 
O modelo da tese foi voltado à classificação com foco na análise 
de sentimento. Todos os cenários descritos no referencial teórico, mais 
especificamente na Seção 2.4.4, apresentam situações em que a análise 
de sentimento pode contribuir, como, por exemplo: 
 Análise de dados financeiros; 
 Uso na política; 
 Análise de reviews; 
 Análise de trabalhos científicos; 
 Detecção de crimes e de terrorismo; 
 Marketing; e 
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 Sistemas de recomendação. 
A proposição desta tese pode contribuir para todos os exemplos 
apresentados, como qualquer outra solução visando a análise de 
sentimento. Todavia, existe uma contribuição específica sendo 
representada pela base de casos gerada. 
A base de casos armazena todo o conteúdo original do caso em 
questão, acrescida da sua árvore de sentimento. Essa árvore apresenta os 
conceitos e as instâncias da ontologia de domínio bem como os termos 
polares relacionados, o que permite explicar qual foi o caminho para 
chegar à polarização final. Neste sentido, a base pode ser utilizada como 
fonte de informações para sistemas baseados em conhecimento. 
A partir da base de casos, pode-se analisar um elemento 
específico do modelo perante todos os casos já processados e entender o 
motivo para tal polarização. Por exemplo, caso deseje saber mais 
informações sobre a câmera Sony Cybershot DSC-N2, a partir da 
análise dos casos armazenados pode-se chegar a resposta representada 
pela Figura 49.  
Figura 49 – Árvore de sentimento gerada para a câmera DSC-N2 
 
Fonte: Elaborado pelo autor 
É possível observar que, a partir de todos os casos armazenados 
na base de casos sobre a câmera Sony Cybershot DSC-N2, a imagem 
dela apresenta-se como positiva. Pode-se entender o porquê dessa 
classificação a partir da árvore de sentimento gerada, além de ver como 
os conceitos relacionados também estão classificados. 
Essas informações podem ser utilizadas como subsídio para 
inferências de sistemas baseados em conhecimento, ainda mais por ter o 
conhecimento de que os elementos das árvores de sentimento estão 
ligados diretamente a elementos da ontologia de domínio, o que permite 
utilizar e reutilizar tais informações para o apoio à decisão. 
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Pode-se verificar o mesmo comportamento em outros domínios 
de aplicação, como, por exemplo, quando se busca a polaridade de 
alguns filmes, em especial utilizando como base todos os casos já 
classificados. A Figura 50 apresenta a árvore gerada para o filme 
Orgulho e Preconceito (Pride and Prejudice).  
Figura 50 – Árvore de sentimento gerada para o filme Orgulho e preconceito. 
 
Fonte: Elaborado pelo autor 
É possível analisar o filme pela perspectiva de outras pessoas e 
verificar características ou componentes que essas pessoas gostaram ou 
não do filme. A árvore de sentimento armazenada pode ser utilizada 
para outras análises ou para a criação de novas árvores. Esse recurso é 
uma contribuição adicional do modelo como proposta de solução para 
problemas de classificação, mais especificamente na análise de 
sentimento. 
A próxima seção tem como objetivo comparar o modelo de tese 
com outros modelos atuais, cujo focoo de atuação seja o mesmo, 
utilizando como base os critérios levantados na problemática.  
4.5 ANÁLISE COMPARATIVA ENTRE MODELOS SIMILARES 
O modelo proposto não se assemelha aos modelos encontrados 
durante o processo de revisão sistemática, os quais foram apresentados 
na Seção 2.1. Contudo, em função da data de conclusão da revisão 
sistemática até a data de finalização da concepção do modelo, optou-se 
pela atualização do estado da arte. 
A Seção 4.5.1 apresenta a atualização do estado da arte, buscando 
apresentar e analisar os novos trabalhos publicados na área, bem como 
identificar se, no período de desenvolvimento do trabalho, surgiram 
modelos similares ao proposto nesta tese. A seção seguinte, 4.5.2, tem, 
por sua vez, como objetivo apresentar uma análise comparativa entre o 
modelo de tese e os similares encontrados. 
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4.5.1 Atualização do estado da arte 
Para este processo de análise do estado da arte, utilizou-se como 
base o mesmo protocolo utilizado e descrito na Seção 2.1. A diferença 
reside no filtro de ano de início das publicações, que neste caso foi 2013 
(último ano analisado na primeira revisão sistemática). 
A partir da busca efetuada para artigos presentes da base Web of 
Science a partir do ano de 2013, foram encontrados 572 artigos 
publicados. Dos 572 artigos, estavam relacionados com o tema e 
disponíveis para download, apenas 109. A Figura 51 apresenta mais 
detalhes sobre a distribuição dos artigos por ano. 
Figura 51 – Distribuição dos artigos da área a partir de 2013 
 
Fonte: Elaborado pelo autor 
Para o ano de 2013 foram coletados 14 novos artigos que não 
haviam sido publicados até a data da revisão inicial, totalizando 28 
artigos coletados para esse ano (para esta seção, a partir deste ponto, 
considerar-se-á apenas os 14 novos artigos coletados para 2013), 
enquanto que no ano de 2014 foram coletados 75 artigos e, em 2015, 20 
artigos. 
É importante lembrar que haviam 572 artigos disponíveis para 
esse intervalo de anos, só não se trabalhou com todos eles pela 
indisponibilidade de download. Esse número demonstra que a área da 
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A partir da distribuição dos artigos coletados por ano, analisou-se 
o foco dos artigos frente às subáreas ou às áreas relacionadas com a 
análise de sentimento. A Figura 52 apresenta mais detalhes.   
Figura 52 – Distribuição dos artigos por área temática 
 
Fonte: Elaborado pelo autor 
Pode-se perceber, ao analisar o gráfico apresentado na Figura 52, 
que o uso e o foco na área da análise de sentimento continua em alta. O 
uso ou adequações de léxico por um domínio de aplicação teve um 
aumento nos últimos três anos, até 2012 existiam apenas 4 artigos com 
esse foco e a partir de 2013 foram encontrados 12 artigos. Atribui-se 
esse aumento à perceção da necessidade de se levar em consideração 
elementos do domínio de aplicação para auxiliar na polarização final. 
Sobre os artigos com foco nos léxicos, alguns têm como objetivo 
traduzir léxicos já construídos em inglês para outro idioma, como é 
possível observar nos trabalhos de Molina-Gonzalez et al. (2013), 
Martinez-Camara et al. (2014) e Hogenboom et al. (2014). Também 
existem trabalhos voltados à construção do léxico a partir de textos já 
polarizados, com o intuito de facilitar a adequação do dicionário com o 
domínio de aplicação (CRUZ ET AL., 2014; RAO ET AL., 2014).   
Dentre os artigos focados em léxico, a prática mais recorrente é a 
da adequação ou expansão de um léxico já montado para características 
do domínio em questão. O modelo deste trabalho também permite a 
adequação do léxico seguindo essa tendência. Pode-se citar alguns 



















Caro (2013), Cho et al. (2014), Wu e Tsai (2014), Dragut et al. (2015), 
Cotelo et al. (2015) e Park, Lee e Moon (2015). 
Após perceber o aumento no foco do desenvolvimento de 
trabalhos cuja tarefa é construir, manter ou adequar um léxico, optou-se 
por identificar as técnicas mais utilizadas nos trabalhos a partir de 2013. 
A Tabela 39 apresenta somente as técnicas que foram utilizadas por pelo 
menos três trabalhos, distribuídas por ano. 
Tabela 39 – Distribuição das técnicas por ano 
 2013 2014 2015 TOTAL 
SVM 1 10 5 16 
Redes Neurais 1 5 1 7 
NLP 1 5 0 6 
LDA 0 4 1 5 
Fuzzy 0 4 1 5 
NB 0 4 0 4 
Clusterização 0 4 0 4 
N-Gram 0 4 0 4 
Coocorrência 2 1 0 3 
Fonte: Elaborado pelo autor 
As técnicas apresentadas na Tabela 39 podem ter sido utilizadas 
em mais de um trabalho, assim pode-se perceber que o SVM ainda é 
uma das técnicas mais utilizadas pelas soluções e modelos para análise 
de sentimento. Pode-se perceber que o uso das redes neurais teve um 
crescimento importante como técnica para a área. Naive Bayes (NB) 
pode ser considerada uma das mais utilizadas, mas obteve uma queda na 
sua utilização em relação à revisão apresentada até meados de 2013.  
Ao executar a revisão sistemática inicialmente apresentada no 
Capítulo 2, pôde-se encontrar o gap utilizado como foco para este 
trabalho no “reaproveitamento de um raciocínio já concretizado, de 
modo a aproximar-se ao que se tem na aprendizagem humana” aplicado 
a área de análise de sentimento, de modo que fosse possível explicar a 
polarização obtida. 
A partir desta atualização da revisão sistemática, é possível 
verificar que a pergunta de pesquisa do trabalho ainda não foi 
respondida, o que reforça ainda mais a relevância do tema do presente 
trabalho. Percebe-se com esta nova análise que existem alguns trabalhos 
que possuem semelhança com a etapa de identificação da polarização de 
características (em inglês: features) ou aspectos (em inglês: aspects). Os 
seguintes trabalhos focam nessa abordagem: Bagheri, Saraee e De Jong 
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(2014), Dehkharghani (2014), Eltayeby (2014), Kansal e Toshniwal 
(2014), Lau, Li e Liao (2014), Peñalver-Martinez (2014), Agarwal et al. 
(2015), Atkinson, Salas e Figueroa (2015), Liu e Chen (2015), Zhao et 
al. (2015). 
A próxima seção tem como objetivo selecionar os artigos que 
estão mais alinhados com a proposta do modelo da tese para fazer uma 
análise comparativa analisando as características de cada modelo. 
4.5.2 Análise comparativa entre os modelos 
A partir do conjunto de artigos apresentados no final da seção 
anterior, fez-se a leitura completa e foram selecionados os artigos que 
possuíam características mais próximas aos do modelo de tese. 
O trabalho proposto por Agarwal et al. (2015), apresenta uma 
abordagem interessante para a concepção e atualização de ontologias de 
domínio para se aplicar à análise de sentimento. Contudo, como o seu 
foco se diferencia do modelo de tese, o trabalho não faz parte do quadro 
comparativo. Para a elaboração do quadro comparativo, as seguintes 
características forma utilizadas como elementos de comparação: 
 armazenamento: a solução possui uma estratégia para 
armazenar as classificações já efetuadas?  
 recuperação: a solução utiliza parte das classificações 
anteriores como base para novas classificações? 
 explicação: a solução apresenta uma explicação para a 
polarização final, ou seja, como se chegou até determinada 
polarização? e 
 domínio: a solução é adaptável a domínios distintos, ou seja, 
trata as ambiguidades do uso dos termos polares? 
O Quadro 7 apresenta os artigos coletados e se eles atendem ou 
não às quatro características apresentadas anteriormente.  
Quadro 7– Comparação entre modelos 
 Armaz. Recuperação Explicação Domínio 
Bagheri, Saraee 
e De Jong (2014) 
Não Não Não Não 
Lau, Li e Liao 
(2014) 
Não Não Sim Sim 
Peñalver-
Martinez (2014) 
Não Não Sim Sim 
Zhao et al. 
(2015) 






Sim Não Não Não 
Modelo 
proposto 
Sim Sim Sim Sim 
Fonte: Elaborado pelo autor 
Dos dez trabalhos originalmente resultantes da revisão 
sistemática para a análise comparativa, cinco foram selecionados para 
compor o quadro comparativo. Existem dois trabalhos que possuem pelo 
menos duas características em comum com as características 
diferenciais da proposta de solução desta pesquisa. Esses dois trabalhos 
são melhor apresentados nas próximas subseções. 
4.5.2.1 Modelo Lau, Li e Liao (2014) 
O trabalho proposto por Lau, Li e Liao (2014) apresenta alguns 
pontos em comum com o modelo proposto. Primeiramente, pode-se 
comentar que o trabalho utiliza uma ontologia como estrutura formal 
para modelar o domínio em questão. Além disso, o trabalho também 
utiliza os conceitos da ontologia como aspectos, ou seja, características 
de produto ou serviço que se pretende analisar. São vinculados conceitos 
com os termos polares em questão, também apresentando um grau de 
relação entre eles. 
Como técnica principal para o processo de classificação, esse 
trabalho utiliza lógica difusa sobre inferências a elementos da ontologia 
e do texto. Nesse trabalho, apresenta-se também uma etapa de pré-
processamento, na qual são utilizadas técnicas de processamento de 
linguagem natural. É importante mencionar que esse modelo tem como 
objetivo recomendar produtos e serviços para consumidores finais, dessa 
forma a análise de sentimento é uma atividade meio e não fim. 
A Figura 53, retirada do trabalho original dos autores, demonstra 
as principais etapas do modelo.  




Fonte: Lau Li e Liao (2014), p.83 
As Etapas 1, 2 e 3 não são consideradas nesta análise, pois 
representam processos para extrair os dados das redes sociais ou das 
ferramentas de Web 2.0. Percebe-se que, a partir do conjunto de 
comentários de produtos e serviços, os textos são submetidos a um 
processamento utilizando técnicas como: POS Tagger, retirada de 
stopwords e stemmer. 
Após processar os comentários, são buscados nas ontologias de 
domínios, os conceitos presentes nos textos. Na Etapa 6, utilizam-se os 
termos polares e verifica-se a sua relação (peso) frente ao texto, 
submetendo essas informações à etapa de recomendação, etapa esta que 
está fora do escopo desta tese. 
O grande diferencial do modelo proposto neste trabalho em 
relação ao modelo analisado nesta seção reside no armazenamento de 
casos já polarizados a fim de permitir o reaproveitamento das 
classificações passadas, permitindo que essas classificações sejam 
utilizadas durante processos de adaptação de termos polares por 
domínios distintos. Outro diferencial é o fato da possibilidade de 
utilização de casos já polarizados como proposta de solução para novas 
sentenças ou texto a serem classificados. 




4.5.2.2 Modelo Peñalver-Martinez et al. (2014) 
O trabalho de Peñalver-Martinez et al. (2014) apresenta uma 
proposta bastante similar ao trabalho de Lau, Li e Liao (2014), mas com 
foco na própria análise de sentimento. A Figura 54 foi extraída do 
trabalho original dos autores. 
Figura 54 – Modelo proposto por Peñalver-Martinez et al. (2014) 
 
Fonte: Peñalver-Martinez et al. (2014), p. 5999 
Os reviews dos usuários são submetidos ao modelo e na sua 
primeira etapa tem-se o pré-processamento do texto utilizando 
ferramental da área do processamento de linguagem natural. O próximo 
passo envolve a busca na ontologia de domínio pelos conceitos 
(características dos serviços ou produtos) existentes no texto. 
De posse dos conceitos envolvidos, busca-se no SentiWordNet os 
termos polares presentes no texto. A partir da contabilização dos termos 
polares por características, é calculada a polarização final e apresentada 
para o usuário. 
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O modelo desta tese se diferencia desse modelo exatamente da 
mesma forma que apresentada na Seção 4.5.2.1, ou seja, esse modelo 
não utiliza casos passados de forma a adaptar termos polares ambíguos e 
nem reutiliza classificações passadas como proposta de solução. 
Na visão dos autores, uma das principais contribuições do 
trabalho é a ontologia gerada a partir da MovieOntology, que pode ser 
utilizada para novos trabalhos desse domínio na área da análise de 
sentimento. 
A seção seguinte apresenta as considerações finais do presente 
capítulo. 
4.6 CONSIDERAÇÕES FINAIS 
O presente capítulo teve como objetivo avaliar o modelo inicial 
da tese, proposto após o levantamento do estado da arte e do referencial 
teórico. Para isso, foi concebido um recorte do modelo para atestar a 
viabilidade de trabalhar com a construção de uma árvore de conceitos e 
instâncias vindas de uma ontologia combinadas com termos polares 
vindos de um léxico de sentimento. Também se objetivou para esse 
primeiro experimento a possibilidade de armazenar os casos já 
processados a fim de utilizá-los em novas classificações (para isso 
utilizou-se RBC). 
Após a implementação do protótipo baseado no recorte da 
proposta de solução, avaliou-se o seu uso aplicado ao domínio de 
comentários sobre câmeras digitais. O mesmo processo foi reproduzido 
utilizando SVM e NB, em que o modelo proposto obteve resultado 
superior após o processo de adequação da ontologia de domínio e do 
léxico utilizado. 
Ao finalizar essa avaliação inicial do recorte do modelo proposto, 
percebeu-se que existiam pontos de melhoria. Tal constatação foi 
importante, pois permitiu a definição dos passos seguintes para o 
modelo em questão. 
Percebeu-se que existia um problema no tratamento de termos 
ambíguos que podem ter uma conotação (polarização) para um domínio 
e outra completamente diferente para outro domínio. Desta forma, 
optou-se pela definição de um método para evoluir a base de 
conhecimento, trazendo todas as particularidades de mudança nas 
polarizações originais de termos do léxico geral, proposto por Hu e Liu 
(2004), para dentro da ontologia, tornando essa modificação uma 
característica do domínio. 
Sabendo que o processo de adequação do léxico é algo bastante 
trabalhoso, construiu-se um processo automatizado para facilitar a 
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identificação e a adequação de termos polares em um novo domínio 
utilizando uma base de treinamento. 
O mesmo processo de avaliação foi efetuado levando em 
consideração um novo domínio, dessa vez, de comentários de filmes 
vendidos no site da Amazon. A partir do ferramental construído para 
adequar as bases de conhecimento, chegou-se a definição da última 
etapa do modelo proposto, a adequação. 
Foram construídas três formas distintas para adaptar um termo 
ambíguo baseado no seu contexto e nos casos já armazenados. A que 
obteve melhor resultado foi a técnica baseada no consumo de dados e de 
informações presentes nas matrizes SVD. Entretanto, o processo de 
decomposição matricial (SVD) é custoso e deve sofrer atualizações de 
tempos em tempos. Caso esses requisitos não sejam viáveis, o método 
baseado na frequência dos termos pode ser utilizado com resultados 
satisfatórios. 
Considerando o modelo proposto final, foram efetuadas mais 
avaliações baseadas nos dois domínios já trabalhados, comparando os 
resultados com o SVM e NB e obtendo resultados superiores. 
Por fim, optou-se por atualizar a revisão sistemática e apresentar 
novamente o estado da arte. Verificou-se com isso que a lacuna que esse 
trabalho procura atender continua aberta. Essa conclusão pode ser 
percebida por meio da análise de trabalhos com abordagens similares 
como os apresentados nas Seções 4.5.2.1 e 4.5.2.2. 
Observou-se que, principalmente as etapas de recuperação e 
adaptação, do modelo proposto, não estão sendo ainda tratadas em 
outros trabalhos neste contexto. Para isso, atribui-se o uso do RBC e das 
matrizes SVD utilizando como base os casos armazenados. 
O RBC (base de casos) contribui de duas maneiras para o modelo 
da tese: (1) ao recuperar um caso inteiro como proposta de solução, bem 
como, (2) na etapa de adaptação, na qual é possível, a partir dos termos 
ambíguos, utilizar parte de classificações passadas para auxiliar na 
polarização de um novo caso.  
O próximo capítulo tem como objetivo apresentar as conclusões e 




5 CONCLUSÕES E TRABALHOS FUTUROS 
Este capítulo tem como objetivo apresentar as conclusões obtidas 
durante o processo de desenvolvimento deste trabalho por meio das 
etapas de avaliação e análise dos resultados do modelo proposto. 
Além das conclusões, também são apresentados os trabalhos 
futuros. A produção bibliográfica gerada durante o processo de 
doutoramento pode ser consultada no Apêndice deste trabalho. 
5.1 CONCLUSÕES 
Este trabalho está focado na área de classificação de textos, mais 
precisamente na área de análise de sentimento. Por meio de revisões 
sistemáticas da literatura, pôde-se perceber que a área está sendo 
bastante pesquisada, ou seja, existem vários trabalhos sendo produzidos. 
A partir da problemática, pôde-se observar uma série de oportunidades 
de pesquisa, assim foi possível identificar os pontos principais que o 
modelo da tese deveria tratar.  
Para obter uma análise mais adequada dos sentimentos presentes 
em texto, deve-se levar em consideração elementos do domínio de 
aplicação. Além disso, deve-se aprender com classificações passadas, 
permitindo uma melhoria em novas classificações. Outro ponto que foi 
explicitado na problemática é que, em muitos casos, conhecer o motivo 
de determinada classificação é tão importante quanto o próprio resultado 
em si para o apoio a decisão.  
Também foi identificado que a negação deve ser tratada pelas 
soluções de análise de sentimento e, principalmente, para as soluções 
que são baseadas em léxico. Além disso, deve-se existir um tratamento 
adequado dos termos ambíguos, pois eles podem trazer muito problemas 
para a classificação do texto. 
Até a elaboração deste trabalho, nenhum outro havia combinado 
todos esses elementos em uma única solução. Essa informação foi 
obtida por meio de duas revisões sistemáticas realizadas, sendo uma no 
início desta pesquisa e outra ao final. O modelo proposto aqui buscou 
combinar vários recursos e técnicas para chegar a um aumento na 
acurácia dos textos classificados, além de permitir que seja apresentada 
uma explicação do motivo de atingir determinada classificação. 
O uso do RBC permitiu que os textos (casos) já classificados 
fossem armazenados e reutilizados como proposta de solução para 
novos textos a serem classificados. Outra contribuição que o RBC deu a 
este trabalho foi a base de casos polarizados, que é gerada à medida que 
os textos são classificados. Nessa base de casos, são armazenados os 
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casos originais, a sua polarização final e a explicação de como se 
chegou até a polarização. Essas informações podem ser utilizadas como 
base para sistemas baseados em conhecimento, como, por exemplo, para 
apresentar como um produto ou serviço é visto pelo conjunto de termos 
já classificados. Também é possível verificar como a explicação é 
modificada ao longo do tempo, levando em consideração a data em que 
o texto foi publicado ou inserido na base. 
A partir da base de casos já processados, é possível gerar as 
matrizes SVD que se apresentam como uma forma de identificar o 
contexto em que um termo polar é utilizado, possibilitando verificar se o 
termo, para aquele texto, tem conotação positiva ou negativa. Esta é a 
base para a etapa de adaptação do modelo proposto. 
Ainda sobre o contexto do texto a ser classificado, o uso de 
ontologias de domínio permitiu apresentar as características dos serviços 
e dos produtos a partir das classes e instâncias existentes no texto a ser 
classificado, preservando a lógica de ligação das classes. É por meio 
dessas ligações (relacionamentos) que são elaboradas, no contexto da 
tese, as chamadas árvores de sentimento, que podem ser entendidas 
como uma estrutura de grafo que apresenta os conceitos e instâncias das 
ontologias ligados pelas suas relações e combinados com os termos 
polares. Sendo assim, a árvore de sentimento pode ser utilizada como 
explicação para a classificação. 
Para obter os termos polares, foi utilizado um léxico de 
sentimento que, no contexto da tese, foi adaptado para cada domínio a 
partir de um processo que verifica os textos já polarizados na base de 
casos.  
Pelo resultado dos testes efetuados, pôde-se perceber que a base 
do modelo, o seu núcleo, é a construção das árvores de sentimento, se 
baseando em conceitos de uma ontologia de domínio e na contabilização 
de termos polares a partir de um léxico. Ao adicionar qualquer uma das 
novas etapas de maneira isolada, obteve-se uma maior acurácia. Pôde-se 
perceber que o uso de RBC e o tratamento de negação apresentaram 
uma melhoria inicial para a acurácia total do modelo, mas o uso das 
etapas de adequação do léxico e adaptação apresentaram uma melhoria 
muito maior. Agora, quando se combinam todas essas etapas para a 
solução final, obtém-se a maior acurácia. O que demonstra que 
combinadas, todas essas etapas apresentam uma contribuição para o 
modelo final da tese.  
A orquestração de técnicas e ferramentas possibilitaram a 
obtenção de resultados superiores em termos de acurácia quando 
comparados com algoritmos tradicionais, tais como, SVM e NB, além 
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de permitir a apresentação de uma explicação para a classificação em 
questão. 
Tendo em vista os pontos aqui levantados, afirma-se que a 
pergunta de pesquisa foi respondida, ou seja, é possível recuperar e 
armazenar um conhecimento representado na forma de uma árvore de 
sentimento a fim de auxiliar na tarefa intensiva de classificação com 
foco na análise de sentimento. 
A próxima seção tem como objetivo apresentar os possíveis 
trabalhos futuros no tema. 
5.2 TRABALHOS FUTUROS 
O desenvolvimento deste trabalho possibilitou a identificação de 
vários pontos de evolução para a área de análise de sentimentos bem 
como para o próprio modelo da tese. 
Esta proposta utiliza ontologias para permitir que as análises 
efetuadas utilizem elementos do domínio de aplicação. Considerando as 
ontologias de domínio, seria importante desenvolver pesquisas para a 
construção e evolução das ontologias a partir de novos reviews que 
venham a ser submetidos ao processo de classificação.  
Ainda sobre as ontologias, seria adequado desenvolver um 
método para identificação automática do contexto do texto a ser 
classificado, permitindo que uma ontologia mais apropriada pudesse ser 
instanciada e utilizada durante o processo de classificação sem a 
necessidade de informar o domínio antes do processo.  
Um dos grandes benefícios do uso do modelo da tese é o 
reaproveitamento de casos (textos) já polarizados para decidir se um 
caso pode ser apresentado como proposta de solução para um novo 
texto. Para isso utilizou-se um threshold. Seria importante desenvolver 
estudos sobre novas maneiras para calcular esse valor, de modo a 
aproveitar ainda mais os benefícios do RBC no modelo de tese. 
Um ponto que pode trazer benefícios para o uso do modelo 
proposto é a construção de um módulo anterior à etapa de pré-
processamento que identifique se o texto em questão é subjetivo ou 
objetivo, eliminando dessa forma textos que não são passíveis de 
classificação. 
Outro aspecto do modelo passível de evolução é o tratamento de 
sentenças com negação. A proposta atual utiliza um método bastante 
simples, mas pode-se pensar na utilização de regras mais elaboradas, 
combinadas com elementos do processo de adaptação. 
Os testes efetuados para a avaliação do modelo da tese foram 
baseados na língua inglesa, incluindo textos (reviews), ontologias e o 
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léxico. O modelo está preparado para suportar classificações em 
qualquer idioma, desde que a base de conhecimento seja construída para 
isso. Sendo assim, podem-se desenvolver mecanismos para traduzir a 
base de conhecimento para outros idiomas. Ainda nessa linha, seria 
interessante desenvolver um método para identificar o idioma do texto 
antes da sua classificação, dessa forma facilitaria a instanciação dos 
recursos para a nova classificação. 
Finalmente, o cálculo para gerar o valor final da polarização 
utiliza apenas -1 para termos negativos e +1 para termos positivos. 
Existem trabalhos que buscam pesos diferentes para termos em 
determinados domínios, sendo esta uma pesquisa que pode promover 
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APÊNDICE – Produção do autor durante o doutorado 
 
Este apêndice tem como objetivo apresentar os trabalhos e artigos 
produzidos durante o período de doutorado. A primeira subseção 
apresenta os artigos completos publicados em periódicos. A subseção 
seguinte, apresenta o capítulo de livro produzido. Na sequência, são 
relacionados os artigos apresentados em congressos, as palestras 
ministradas e, por fim, a publicação do artigo principal da tese. 
Artigos completos publicados em periódicos 
CECI, F. ; PIETROBON, Ricardo ; Gonçalves, Alexandre Leopoldo. 
Turning Text into Research Networks: Information Retrieval and 
Computational Ontologies in the Creation of Scientific Databases. Plos 
One, v. 7, p. e27499, 2012. 
 
PACHECO, R. C. S. ; SELL, Denilson ; STEIL, A. V. ; CECI, F. . A 
Revista Brasileira de Ciências Ambientais no contexto do Sistema 
Brasileiro de CT&I. Revista Brasileira de Ciências Ambientais, v. 1, 
p. 75-100, 2012. 
 
CECI, F. ; WOSZEZENKI, C. R. ; GONCALVES, A. L. . O Uso de 
Anotações Semânticas e Ontologias para a Classificação de 
Documentos. International Journal of Knowledge Engineering and 
Management, v. 3, p. 1-15, 2014. 
 
ALVAREZ, G. M. ; CECI, F. . Base de Dados Orientada a Grafos: Um 
Experimento aplicado na Análise Social. Revista Tecnologia e 
Sociedade, v. 11, p. 127-139, 2015 
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Sanitária e Ambiental no contexto do Sistema Brasileiro de CTI. 
Engenharia Sanitária e Ambiental, 2015. 
 
Capítulo de livro 
BORDIN, A. S. ; CECI, Flavio ; GONCALVES, A. L. ; GAUTHIER, F. 
A. O. ; PACHECO, R. C. S. . Análise Bibliométrica e Baseada em 
Descoberta de Conhecimento em Texto da Produção Científica do 
SIIEPE Região Sul. In: Fernando Alvaro Ostuni Gauthier, Selvino 
Assmann, Javier Vernal, Silvia Maria Puentes Bentancourt, Micheline 
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Guerreiro Krause, Maricel Karina López Torres, Fernanda Martinhago, 
Jair Zandoná, Silvia Regina Pochmann de Quevedo. (Org.). 
INTERDISCIPLINARIDADE: teoria e prática. 1ed.Florianópolis: 
EGC, 2014, v. 1, p. 367-386. 
 
Trabalhos completos publicados em anais de congressos 
GOMES, Vinicius R.; FIDENCIO, Paulo H. G.; CECI, Flavio ; 
GONCALVES, A. L.. Recuperação de Informações Textuais e 
Multimídia Utilizando Expansão de Consulta a Recursos da WEB 
2.0. In: COMPUTER ON THE BEACH, 2012, Florianópolis. 
COMPUTER ON THE BEACH, 2012. v. 1. p. 41-50. 
 
BORDIN, A. S. ; CECI, F. ; GONCALVES, A. L. ; GAUTHIER, F. A. 
O. ; PACHECO, R. C. S. . Análise da Produção Científica do 
Simpósio Internacional sobre Interdisciplinaridade no Ensino, na 
Pesquisa e na Extensão - Região Sul. In: SIIEPE - Simpósio 
Internacional sobre Interdisciplinaridade no Ensino, na Pesquisa e na 
Extensão - Região Sul, 2013, Florianópolis. SIIEPE - Simpósio 
Internacional sobre Interdisciplinaridade no Ensino, na Pesquisa e na 
Extensão - Região Sul, 2013. 
 
ANDRIANI, M. L. ; CECI, F. ; SELL, Denilson ; TODESCO, J. L. . 
Um Experimento Envolvendo a Geração de Mapas de Tópicos 
Automatizada a partir dos Dados Abertos do Sistema de Convênios 
(SICONV). In: LOD Brasil - Congresso Linked Open Data Brasil, 
2014, Florianópolis. Anais do LOD Brasil. Florianópolis: UFSC/EGC, 
2014. v. 1. p. 71-84. 
 
Palestras 
CECI, F. Recuperação de Informação - Do mar de informação a 
busca semântica. 2012. (Apresentação de Trabalho/Conferência ou 
palestra).  
Referências adicionais: Brasil/Português; Local: Instituto Stela; 
Cidade: Florianópolis; Evento: Palestras para a Pós-Graduação de 
Jornalismo da UFSC; Inst. promotora/financiadora: Universidade 
Federal de Santa Catarina. 
 
MONDO, T. S. ; CECI, F. O mundo mágico da análise de emoções e 
sentimentos on line. 2015. (Apresentação de Trabalho/Conferência ou 
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palestra). Palavras-chave: Análise de Sentimentos; Indicadores; 
Turismo. 
Referências adicionais: Brasil/Português; Local: Centro Sul; Cidade: 
Florianópolis; Evento: THOR Turismo & Hotelaria recebe; Inst. 
promotora/financiadora: ENCATHO&EXPROTEL 2015. 
 
Artigo principal da tese aceito para evento 
CECI, F.; WEBER, R. O.; GONÇALVES, A. L.; PACHECO, R. C. S. 
Adapting Sentiment with Context. In: Case-Based Reasoning 
Research and Development. Springer International Publishing, 2015. 



























Árvore de sentimento: estrutura na forma de grafo, em que cada nó é 
uma instância ou classe de uma ontologia de domínio combinada com 
termos polares a fim de representar uma classificação já realizada. 
Base de casos: é o repositório em que ficam armazenados os casos já 
classificados juntamente com a sua árvore de sentimento. 
Bases de conhecimento: são bases que armazenam o conhecimento de 
maneira estruturada e que servem de apoio a sistemas baseados em 
conhecimento. 
Casos: estrutura na qual se organiza o conteúdo de um texto bem como 
a sua árvore de sentimento resultante do processo de classificação. 
Classe: conceitos mapeados e definidos em uma ontologia de domínio. 
Conhecimento: é a combinação completa de informação, dados e 
relações que levam os indivíduos à tomada de decisão, ao 
desenvolvimento de novas informações ou conhecimentos e à realização 
de tarefas (FIALHO et al., 2006). 
Engenharia do Conhecimento: promove o ferramental para 
sistematizar e apoiar processos da gestão que culminam na concepção de 
sistemas de conhecimento (SCHREIBER et al., 2002). 
Entidade: termo simples ou composto que faz parte de um domínio de 
aplicação. 
Grau de polaridade: valor que pode ser atribuído a uma orientação 
semântica. 
Informação: é o conjunto de dados devidamente processados e 
compreensíveis, ou seja, a informação é a disposição dos dados de uma 
forma que apresentem um significado, criando padrões e acionando 
significados na mente dos indivíduos (FIALHO et al., 2006). 
Instância: elemento gerado a partir do conceito de uma ontologia. 
Léxico de sentimento: lista de termos previamente classificados como 
positivos ou negativos. 
Ontologias: é uma especificação formal e explícita de troca de conceitos 
e relações que existem em um domínio e que são compartilhados por 
uma comunidade (STUDER; BENJAMINS; FENSEL, 1998). 
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Orientação semântica: pode ser definida como positiva ou negativa; é 
forma qualitativa para se definir o grau de polaridade. 
Polarização: processo de definição da orientação semântica de um 
texto. 
Reconhecimento de entidades: processo que identifica (reconhece) 
termos simples ou compostos (por exemplo: Universidade Federal de 
Santa Catarina) em meio a documentos não-estruturados. É uma técnica 
da área de extração de informação (EI) que tem como função reconhecer 
entidades em textos de diferentes tipos e de diferentes domínios (ZHU; 
GONÇALVES; UREN, 2005). 
Review: no contexto desta tese são os textos coletados de uma 
plataforma de comércio eletrônico contendo opiniões sobre um 
determinado produto. 
Significância estatística: medida qualitativa que atesta se duas técnicas 
ou algoritmos executam de maneira diferente e se o seu resultado não foi 
gerado pelo acaso. 
Subjetividade: característica de um texto não-objetivo que leva em 
consideração elementos não explícitos. 
Termo polar: um termo que possui uma orientação semântica vinculada 
a ele. 
Threshold: valor de corte que define se um caso pode ser recuperado ou 
não pelo modelo da tese. 
 
