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Abstract—The rapid development of urbanization during the past decades has significantly improved people’s lives but also introduced
new challenges on effective functional urban planning and transportation management. The functional regions defined based on a
static boundary rarely reflect an individual’s daily experience of the space in which they live and visit for a variety of purposes.
Fortunately, the increasing availability of spatiotemporal data provides unprecedented opportunities for understanding the structure
of an urban area in terms of people’s activity pattern and how they form the latent regions over time. These ecological regions,
where people temporarily share a similar moving behavior during a short period of time, could provide insights into urban planning
and smart-city services. However, existing solutions are limited in their capacity of capturing the evolutionary patterns of dynamic
latent regions within urban context. In this work, we introduce an interactive visual analysis approach, EcoLens, that allows analysts
to progressively explore and analyze the complex dynamic segmentation patterns of a city using traffic data. We propose an extended
non-negative Matrix Factorization based algorithm smoothed over both spatial and temporal dimensions to capture the spatiotemporal
dynamics of the city. The algorithm also ensures the orthogonality of its result to facilitate the interpretation of different patterns.
A suite of visualizations is designed to illustrate the dynamics of city segmentation and the corresponding interactions are added to
support the exploration of the segmentation patterns over time. We evaluate the effectiveness of our system via case studies using
a real-world dataset and a qualitative interview with the domain expert.
Index Terms—Urban Segmentation, Dynamic Region Segmentation, Mobility Pattern, Spatialtemporal Data, Non-negative Matrix
Factorization
1 Introduction
The rapid development of urbanization during the past decades
has significantly improved people’s life, but also introduced new
challenges on effective functional urban planning and trans-
portation management to serve various needs for its citizens.
Tremendous efforts have been put on reasonably and optimally
segmenting the city into functional regions to best utilize the
limited city resource. Government agencies typically define
functional regions based on a static boundary. However, the
segmentation rarely reflects an individual’s day-to-day experi-
ence of the space in which they live and visit for a variety of pur-
poses. The use of these static boundaries has limited not only
the city’s ability to assess the dynamic processes that shape
the city’s urban areas, but also its opportunity to improve the
city management with smart-city services [1, 2]. Therefore,
a better understanding of the structure of an urban area in
terms of people’s activity patterns and how they form the la-
tent regions over time will provide profound insights for valu-
able applications in urban planning and business intelligence.
The increasing availability of human mobility data generated
within urban context opens up unprecedented opportunities for
us to engage in data-driven science and better understand an
urban area. In this work, we propose an analysis technique
to explore the ecological regions (i.e., dynamic latent regions)
in the urban context that reflect the city dwellers’ dynamic
moving patterns and capture how they share similar moving
behavior during a short period of time.
There has been prior work studying mobility patterns in the
urban context [3], and most of them focus on identifying pre-
defined events or features in data (e.g. [4–8]), which cannot
capture the dynamic formation of regions in an urban area.
There have been some attempts in developing automatic algo-
rithms [9, 10] to extract latent regions in an urban area. How-
ever, analysts found it difficult to understand and interpret
the result or combine their domain knowledge with real-world
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applications. Hence, there exists a need to involve human su-
pervision in the analysis of dynamic latent regions.
Visual analysis provides an effective way to integrate humans
in a data exploration process by applying their perceptual abil-
ities to the target dataset and leveraging their domain knowl-
edge to guide the exploration. The state-of-the-art approach,
MobiSeg [11], enables an interactive exploration of people’s
movement to segment an urban area into regions while neglect-
ing the continuity of people’s patterns in either spatial or tem-
poral domain. Thus, its approach cannot be directly employed
to illustrate the evolutionary patterns of dynamic latent re-
gions in the urban context. To address this issue, we introduce
an interactive visual analysis approach, EcoLens, which allows
analysts to progressively explore and analyze the complex evo-
lutionary patterns of latent regions. In particular, we introduce
a novel non-negative matrix factorization based (NMF-based)
algorithm for dynamic latent region detection based on peo-
ple’s mobility patterns, which takes the temporal and spatial
smoothness into consideration. Meanwhile, a suite of visual-
izations is designed to illustrate the extracted regions within
spatial and temporal context. The major contributions of this
paper are summarized as follows:
• System. A novel visual analytic system is presented to
dispose the large scale of traffic data and explore the dy-
namic segmentation patterns of a city. The visualization
views are specifically designed to illustrate the temporal
changing trend of city segmentations and the correspond-
ing interactions are designed to support an easy explo-
ration of the segmentation patterns over time.
• Algorithm. We introduce a novel NMF-based algorithm
smoothed over both spatial and temporal dimensions to
capture the spatiotemporal dynamics of the city. Orthog-
onality of the latent patterns is guaranteed to facilitate
the interpretation of different patterns.
• Evaluation. We demonstrate the performance of
EcoLens through case studies using over 450,000 taxi trips
collected in Manhattan from July 2014 to December 2014
which is a large-scale real-world dataset. We also report
the feedback from an expert in the field of urban planning.
The rest of the paper is organized as follows: after a brief
survey of related work in Section 2, we present an overview of
the proposed approach and our system in Section 3. Then in
Section 4, we describe the details of the algorithm for dynamic
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latent region analysis, followed by the introduction of visual-
ization designs and interaction techniques employed in our sys-
tem in Section 5. To evaluate the system, Section 6 presents
case studies based on the real-world data collected from Yellow
Cabs in Manhattan area of New York City as well as expert
feedback. Finally, we summarize the paper in Section 7.
2 Related Work
We review the prior works that are relevant to this paper, in-
cluding (1) urban segmentation and (2) visualization of mobil-
ity patterns.
2.1 Urban Segmentation
Urban segmentation has been studied extensively for years in
the fields of urban planning and geographic information sys-
tem (GIS). Remote sensing data (e.g., images) are frequently
used [12–14]. These techniques recognized different regions
by calculating visual differences based on satellite images. The
results are usually limited by the low resolution and the miss-
ing of context details especially in regions with complicated
geographic conditions. To address this issue, more and more
research attention has been put on identifying functional urban
regions based on people’s daily activity patterns [9–11,15–17].
As early as the 1970s, Goddard et al. [18] analytically differen-
tiated functional regions in central London based on taxi flows.
Following this work, Yuan et al. [10] recently employs Latent
Dirichlet Allocation (LDA), a generative statistical model that
was originally designed for text analysis, to identify the latent
functional regions in a city based on people’s mobility patterns.
Kraft et al. [19] applied the local minimum and maximum
values of transport intensities to delimit functional regions.
Demsˇar et al. [20] applied principal components analysis (PCA)
to taxi flows for obtaining functional regions. Zhang et al. [21]
analyzed the patterns of the urban roads based on taxi GPS
data. Wakamiya et al. [22] applied non-negative matrix factor-
ization (NMF) to analyze urban area characterization based on
Twitter data. When compared to these techniques which pro-
duce static segmentation results, our work focuses on revealing
the regional dynamics. The algorithms and visualization de-
signs are thus introduced.
Despite aforementioned analysis driven methods, Mo-
biSeg [11] is the first visual analysis system designed for inter-
active region segmentation in the urban context. As the most
relevant work, MobiSeg also employed NMF for urban segmen-
tation and introduced the visual interface to facilitate results
interpretation and interactive latent region analysis, compari-
son, and exploration. When compared to MobiSeg, our work
focuses on analyzing and revealing temporal patterns of the
dynamic transition of the latent regions. To this end, we in-
troduce a dynamic NMF algorithm that analyzes and smooths
the transition over both temporal and spatial domain, which
produces more continuous and interpretable results when com-
pared to the results without smoothing. In addition, to facili-
tate the tracking of regional transition patterns and the change
of the regional functions, we also introduce a pattern tracking
algorithm based on a Sankey diagram design. Most impor-
tantly, we conduct case studies on real data which reveal inter-
esting findings that can hardly be detected in MobiSeg.
2.2 Visualization of Mobility Patterns
Visual analysis of latent urban regions falls into the general
topic of analyzing mobility patterns. Efforts have been devoted
to developing visualization methods to meet the needs of an-
alyzing and understanding mobility patterns within the urban
context (see [3] for a comprehensive survey). Our goal in this
work is to develop a visual analysis approach to present the
evolution of mobility patterns, thus helping analysts explore
and understand dynamic latent regions within the urban con-
text. When presenting evolving mobility patterns, time and
movement are two fundamental components of telling a full
story and can help structure the information. Therefore, in
this part, among the vast amount of visualization techniques,
we focus on visualization of time and movement which are the
most relevant to our work.
There are various ways of mapping time to visual vari-
ables [23]. Within an urban context, the axis-based design is
one of the most popular methods [4,7,24] due to its simplicity
and interpretability. Besides, temporal information can also be
conveyed through a dynamic representation, resulting in visual-
izations that change over time automatically (i.e., animation),
which is a popular design choice for visualizing the dynamics
of a city [25, 26]. However, as demonstrated by Robertson et
al. [27], the animation techniques are generally not effective
for analysis tasks due to the limitation of human short-term
memory. We employ the both designs in our work. A Sankey
diagram is used to provide an overview of the regional transi-
tion trend and an animated map view to illustrate the dynamic
change of regions in the spatial context.
When visualizing movements, there are three major types
of techniques, including direct depiction, summarization, and
pattern extraction techniques [28]. Direct depiction tech-
niques [29, 30] present paths of movement directly. Summa-
rization techniques [5,31,32] conduct statistical calculations of
movement and present the result based on divided spatial or
temporal intervals. Pattern extraction techniques [6, 7] enable
an interactive discovery and analysis of various movement pat-
terns. In this paper, we integrate different types of techniques
and enhance them with new features. With EcoLens, analysts
could observe the evolution of an area frame by frame and ex-
plore its corresponding mobility patterns interactively.
3 System Overview
EcoLens is designed for revealing the dynamics of latent regions
in which people share similar temporal mobility patterns. Fol-
lowing a user-centric design process, we worked closely with
a domain expert who is a researcher at the institute of urban
planning and design in China. Regular meetings with the ex-
pert were scheduled and lasted for about six months to help us
understand the requirements and refine the prototype. During
the meetings, we focused on discussing what kinds of dynamic
patterns need to be captured and how to reveal and interpret
them within the urban context. As a result, we believe people’s
mobility pattern is the most critical feature to capture as it is
directly relevant to people’s daily behaviors or habits, which
may imply the functionality of a region. For example, during
the weekdays, people tend to travel from home to the office
in the morning. This mobility pattern suggests potential resi-
dential areas and business areas. More specifically, the desired
system should satisfy the following requirements:
R1 Identifying the mobility patterns occurred in dif-
ferent areas to form latent regions for investiga-
tion. The system should be able to differentiate mobility
patterns occurred in various urban areas based on peo-
ple’s collective daily moving behaviors that are extracted
from a large dataset. Areas with similar patterns should
be further grouped into latent regions to help imply the
corresponding regional functionality in urban context.
R2 Capturing the dynamics of the latent regions over
time to uncover regular or irregular regional tran-
sition patterns. The system should be able to reveal
the dynamic change of the spatial mobility patterns and
the corresponding change of the latent regions. This will
help analysts identify the regular changes due to people’s
regular daily behaviors and thus help them identify those
irregular ones due to certain events.
2
Fig. 1: The system pipeline of EcoLens. Three primary modules, including preprocessing module, analysis module, and visual-
ization module, support the analysis of evolution patterns of latent regions within the urban context.
R3 Facilitating the regional pattern comparison, ex-
ploration, inspection, and interpretation. The sys-
tem should also be able to intuitively illustrate the afore-
mentioned patterns and the corresponding changes of the
latent regions in the rich urban context so that analysts
can easily explore, compare, and understand the patterns
and their changes to make a proper conclusion as well as
a correct decision.
According to the design requirements, we develop EcoLens, an
interactive visualization system for analyzing the evolution pat-
terns of latent regions within the urban context. The system
consists of three primary modules (Fig. 1): (1) The prepossess-
ing module is designed to clean the raw data (i.e., the taxi-trips
in our case) and transform them into the matrix time series
with desired features. This whole prepossessing step runs in
parallel on a spark cluster and the processed data are stored in
MongoDB1 for later querying. This module is designed to ex-
tract the collective moving behaviors of people from raw data
(R1). (2) The analysis module derives the latent regions (R1)
and the evolution patterns (R2) over time based on the pre-
processed data via non-negative matrix factorization. (3) The
visualization module presents the analysis results via multi-
ple coordinated views. These views reveal the evolution of
the latent regions and facilitate the interpretation of the corre-
sponding pattern within each region. Various interactions are
provided to support flexible data exploration and result cali-
bration (R3). In the next, we will describe the details of the
analysis and visualization modules in the following sections.
4 Context Preserving Dynamic Region Segmentation
In this section, we introduce the algorithm used in the analysis
module that is developed for revealing the regional dynamics
of the traffic evolution patterns inside a focal urban area. The
proposed algorithm leverages the non-negative matrix factor-
ization (NMF) [33] and smooths the change over both the spa-
tial and the temporal dimensions to facilitate interpretation.
The rest of the section will first describe the data and the cor-
responding features used in our prototype system, followed by
the algorithm details as well as the design rationales.
4.1 Feature Extraction
Our prototype system employs the public New York City taxi
trip dataset 2 to capture the change of regional mobility pat-
terns. To this end, we divided the Manhattan area, our focal
investigation region, into N grids (N = 300 with the granular-
ity of 0.005 longitude × 0.005 latitude in our implementation)
and counted the number of incoming and outgoing trips in each
1https://www.mongodb.com/
2http://www.nyc.gov/html/tlc/html/about/trip_record_
data.shtml
grid as the grid’s features for later analysis. Each grid i is de-
scribed by a 2N -dimensional feature vector with the field p in
the vector indicates the number of trips from the i-th grid to
the p-th grid. Therefore, the first N fields in the vector indi-
cate the number of outgoing trips from grid i to the rest N − 1
grids and the last N fields indicate the number of incoming
trips from other grids to the i-th grid.
In this way, during a given time interval t (t = 2 hours
in our implementation), a 2N × N feature matrix Xt can be
obtained, which captures the mobility patterns during t. The
matrices from different intervals thus formed a feature matrix
time series. This matrix series characterizes mobility patterns
in each region over time and are used for the latter analysis.
Fig. 2: Matrix X is decomposed into the product of matrix H
and W . The column in HT highlighted in red indicates the like-
lihood of the K mobility patterns occurred in the 1st regions.
The column in W highlighted in blue shows the probability of
the 1st mobility pattern having a certain feature.
4.2 Dynamic Region Segmentation
We propose a context preserving algorithm based on non-
negative matrix factorization (NMF) to analyze the regional
dynamics of the taxi trips captured in the aforementioned fea-
ture matrix time series. The algorithm optimizes and balances
among four carefully designed terms that are formally defined
as follows:
Wt, Ht,Mt = argmin(||Xt −WtHTt ||2 (1)
+ α||Wt−1 −WtMTt ||2 (2)
+ β||Ht−1 −HtMTt ||2 (3)
+ λ
∑
i,j
Aij ||hti − htj ||2) (4)
subject to
WTt Wt = I, t = 1, 2, . . . , n,Wt  0, Ht  0,Mt  0
3
Fig. 3: The blue rectangles in the left block indicate the pre-
vious patterns extracted at time interval t − 1, while the blue
rectangles in the right block indicate the current patterns at
time interval t. Mt is the transition matrix which implies the
probabilities of the previous patterns at time interval t − 1
transiting to the current patterns at time interval t.
Pattern Extraction. The first term is proposed to extract
latent mobility patterns from the raw data. It employs the
non-negative matrix factorization (NMF) to decompose a fea-
ture matrix (Xt)2N×N into the product of two non-negative
matrices (Ht)N×K and (Wt)2N×K that respectively captures
the spatial distribution of the latent patterns as well as the
pattern semantics, as shown in Fig 2. Specifically, (Ht)N×K
indicates the likelihood of each of the K patterns occurred in
each of the N regions. (Wt)2N×K shows the probability of a
latent pattern having a certain feature. Here, K is the number
of desired latent patterns to be found in the analysis. It’s a
hyperparameter usually given by analysts before the analysis.
Temporal Smoothness. The second and the third terms
are the regularization terms that ensure the temporal smooth-
ness of the analysis result. They respectively preserve the sim-
ilarity of Wt and Ht across different time to eliminate the dra-
matic sudden change due to the noisy data that may break the
overall the transition trend of the regional mobility patterns.
α, β controls the degree of smoothness. Considering the num-
ber of patterns K vary from time to time, a transition matrix
Mt is introduced to connect patterns at different time intervals
together. As shown in Fig. 3, an element Mt,i,j in Mt implies
the probability of a previous pattern i at time t− 1 transiting
to a current pattern j at time t.
Spatial Smoothness. The fourth term is the spatial
smooth regularization term that ensures a region will share
similar mobility patterns with its neighborhood. This design is
due to the common understanding and observation that nearby
regions will show similar mobility patterns as the functional
area (e.g. CBD area) may locate across multiple adjacent re-
gions. Here, an adjacency matrix A is introduced with each
element Aij ∈ {1, 0} indicates whether or not two regions i
and j are adjacent to each other. The pattern differences (i.e.,
||ht,i − ht,j ||2) between those adjacent ones are minimized and
the degree of the minimization is controlled by λ.
The above optimization problem can be solved based on
block coordinate descent [34]. The outputs of the algorithm,
including the latent patterns Wt, the pattern distribution in
different regions Ht, and the pattern transition probability Mt,
are captured at each timestamp t. Based on Ht, we group grids
sharing similar mobility patterns into latent regions via a clus-
tering analysis. All these produced analysis results are used for
building the meaningful visualization views that will be intro-
duced in the next section.
Discussions. There are several important issues related to
the above algorithm that are worth discussing.
Orthogonality. Compared to singular value decomposition
(SVD), one of the major limitations of NMF is that the or-
thogonality of its result is not guaranteed. To alleviate this
problem and avoid extracting similar patterns which are hard
to differentiate, a constraint WWT = I [35] that ensures the
orthogonality of the extracted patterns are introduced into the
optimization process.
Choosing K. The number of latent patterns, K, is usually
the prior knowledge provided by the analysts. However, in
many real applications, the ground truth of K is unknown. To
combat this issue, in our implementation, we employ Mean-
Shift, a non-parametric clustering algorithm [36], to compute
the clusters at each timestamp and then use the numbers of
clusters as the values of K for our analysis. Although this
approach is heuristic, it provides meaningful results (in Sec-
tion 6).
Comparing to SVD. When compared to SVD, our algorithm
benefits both in the computation efficiency and the ease of
results interpretation. Decomposing anM×N matrix takes our
algorithm O(MNK) in time complexity compared to O(MN2)
of that of SVD. At most of the time, it is much more efficient
as K, the number of patterns, is usually much smaller than N .
In addition, unlike SVD which may produce negative values
in the analysis results, our method guarantees non-negative
values, which are meaningful and interpretable.
5 Visualization
In this section, we describe the visualization designs that il-
lustrate the above analysis results. We begin with the design
tasks, followed by the designs of detailed visualization views
and interactions.
5.1 Design Tasks
We identified a set of visualization design tasks via several dis-
cussions with a domain expert and summary of the limitations
of the existing techniques such as MobiSeg [11]. Specifically,
we focused our design on how to efficiently reveal and display
mobility patterns and dynamics of the latent regions over time.
T1 Summarizing the change of the city over time. It
is necessary to provide a high-level summarization of the
overall change of the city over time so that analysts can
quickly find out the dramatic changes for investigation.
T2 Showing the regional mobility patterns within the
spatiotemporal context. To support the efficient iden-
tification and interpretation of the latent regions, the vi-
sualization should present the segmentation result of the
latent regions with geographic information, the mobility
features of the patterns (e.g., incoming and outgoing taxi
trips within an area), and the evolution of latent regions
within the temporal context.
T3 Facilitating the analysis result validation and in-
terpretation. The visualization should reveal the raw
traffic data inside each latent region and provide the cor-
responding statistical information for the interpretation
and validation of the region segmentation results.
T4 Easy comparing of the regional patterns over space
and time. To support a comprehensive understanding
of urban evolution, the visualization should enable the
comparison of the mobility patterns or the segmentation
results at different time intervals in different areas.
5.2 User Interface
The design of the user interface is guided by the above design
tasks. The interface consists of seven views (Fig. 4): (1) the
global view that shows the overview of the segmentation results
in the temporal context (T1); (2) the map view that combines
the segmentation results with geographic information, as well
as a flow glyph design that illustrates the raw traffic trip infor-
mation of the regions (T2); (3) the pattern view and (4) the
4
Fig. 4: The user interface of EcoLens system consists of seven major views: (1) global view; (2) map view; (3) pattern view; (4)
grid view; (5) distribution view; (6) evolution view; and (7) snapshot view. The interface also contains eight major components
that support interaction: (a) opacity slider; (b) flow slider; (c) glyph button; (d) snapshot button; (e) play button; (f) pause
button and (g) play bar.
grid view that present the mobility feature of each latent re-
gion, as well as statistics of the raw information to help validate
the mobility pattern (T2, T3); (5) the distribution view that
displays the probability distribution of different mobility pat-
terns over regions (T3); (6) the evolution view that shows the
dynamics of the latent regions in the temporal context (T1,
T2) and (7) the snapshot view that allows users to take a
snapshot of the segmentation results shown in the map view
for later retrieval and further analysis (T4). These views are
interactively linked to illustrate the dynamics of latent regions
generated based on the aforementioned segmentation results.
Use case scenario. We present the following scenario to
help illustrate the potential usage of the EcoLens system. Sup-
pose Alice, an urban planner, attempts to explore and analyze
the evolution of mobility patterns in an urban context using
traffic data. The system provides an overview of the segmen-
tation results in the global view (Fig. 4(1)), through which
Alice can compare the time intervals in terms of similar urban
segmentation and selects the time intervals of interest. The
corresponding information of the regions within the selected
time intervals is updated and visualized in other views. To ob-
serve what happened in these regions, Alice first analyze the
latent regions with geographic information in the map view
to understand the urban segmentation during this time inter-
val(Fig. 4(2)) and select the latent regions of interest to explore.
The pattern view (Fig. 4(3)) and grid view (Fig. 4(4)) further
show the features (i.e., incoming and outgoing traffic flows) of
the selected regions and reveal the mobility patterns. To vali-
date the mobility pattern of these latent regions, Alice can click
the glyph button (Fig. 4(c)) to reveal the flow glyph (Fig. 4(h))
in the map view that presents the detail of the traffic trips. She
can also navigate the distribution view (Fig. 4(5)) to analyze
the detailed information about the probability distribution of
different patterns over each region. Now Alice gains an insight
into the latent regions in the selected time interval and she
intends to compare the segmentation results between different
time intervals. She jumps to the evolution view (Fig. 4(6))
and drags the play bar (Fig. 4(g)) to display the evolution
of mobility patterns. She can observe the animated changes
of segmentation in the map view. Once interesting areas are
founded, she captures them in the snapshot view (Fig. 4(7)) for
later review and comparison. Through these steps, Alice can
understand the dynamics of latent regions and perform tasks
for urban planning.
We employ four color encoding schemes in our design. The
first color scheme ranging from light green to dark blue shows
the categorization of segmentation results in the global view
(Fig. 4 (1)). The second color scheme is used to encode the
segmentation results in the map view (Fig. 4 (2)), distribution
view (Fig. 4 (5)), and evolution view (Fig. 4 (6)). Regions
with the same color at a given time range indicates they share
similar mobility patterns over spaces. Regions with the same
color across different time range indicates these regions have a
similar pattern changing trend. The third color scheme is used
to represent the difference between the incoming and outgoing
traffic flow in the pattern view (Fig. 4 (3)) and the glyph in
the map view. The colors ranging from green to yellow, and to
red indicate the larger, equal, and smaller incoming flow when
compared to the outgoing flow. We use the fourth color scheme
ranging from yellow to red to indicate the amount of the flow
in the grid view (Fig. 4 (4)) and the triangular glyph in the
evolution view (Fig. 4 (6)).
5
Fig. 5: The characteristic of point vt is captured by an N×2N -
dimensional feature vector, where N indicates the number of
grids in a region and 2N is the number of features of each grid.
5.3 Global View
The global view (Fig. 4(1)) provides an overview of the seg-
mentation results in time series whose design is inspired by
[37]. It illustrates the distribution of the overall segmentation
results of a focal area at different time in a feature space. In
particular, the segmentation results at different time are sum-
marized and shown as points in the view with the point size
indicating the amount of traffic within the corresponding time
period and the color indicating the parts of the day (i.e., dawn,
morning, afternoon, and night). The characteristic of a point,
vt, is captured by an N ×2N -dimensional feature vector which
is the vectorization results of the corresponding feature matrix
Xt introduced in Section 4 as shown in Fig. 5. Here, N indi-
cates the number of grids and 2N is the number of features of
each grid.
With the above feature vector, we illustrate the distribution
of the overall segmentation results (i.e. points in the view) in
the feature space via principal component analysis (PCA) [38].
These points are further connected by a timeline from the ear-
liest time to the latest time in the data with the start and end
points respectively marked with a red rectangle and red arrow.
Fig. 4(1) illustrates the visualization results of the aforemen-
tioned NYC taxi trip data collected from the Manhattan area,
which forms a periodical circular pattern with each loop in the
circle indicates a day that is segmented into 12 time periods.
Within each period, a segmentation is calculated and thus are
visualized as a point in the view. A circular brush tool is also
designed in the view to facilitate the selection of a time range
and the corresponding points. The selected points will be ex-
pended into details and shown in other visualization views for
exploration and comparison.
5.4 Map View
We overlay the segmentation analysis results on a map as shown
in Fig. 4(2) to illustrate its spatial context. In particular, the
equal-sized grids, in which the mobility features are calculated,
are visualized in the background. Each grid i is colored by their
primary mobility patterns (i.e., the largest field in the vector
Ht[i, :]). The grids share similar mobility patterns are grouped
together into latent regions and the boundary of the latent
regions are further highlighted by a thicker line.
To summarize and illustrate the raw traffic flows inside each
grid, we introduce a novel flow-glyph design in the map view as
shown in Fig. 6. The design of this glyph aims to encode and
illustrate three types of the following information regarding to
a focal grid: (1) the traffics inside the grid; (2) the exchange
of the traffics between the focal grid and other grids; (3) the
statistic of the total amount of traffics related to the grid. The
glyph, as shown in Fig. 6(a), follows a circular design consists
of two major components: (1) the center circle with the size
indicating the total amount of relevant traffic flows in the grid,
and (2) the outer ring that summarizes the traffics to or from
72 different directions (5 degrees a direction) with the focal grid
Fig. 6: Flow-glyph design. (a) The center circle and outer
ring respectively show the amount and direction of traffic flows
in the grid. (b) These flows are visualized as bars and (c)
enhanced by a colorful peak with red indicates outflow and
green indicates inflow.
in the center. These number of the flows are visualized as bars
(Fig. 6(b)) and enhanced by a colorful peak with red indicates
outflow and green indicates inflow (Fig. 6(c)). Intuitively the
outflows are visualized outside the ring whereas the inflows are
visualized inside the ring.
5.5 Evolution View
The evolution view illustrates the temporal transition trend of
the latent regions as shown in Fig. 4(6). It employs a Sankey di-
agram design in which x-axis indicates the time and the vertical
nodes at each timestamp indicate the latent regions generated
at that time with the node color consists to the color used in the
above map view. The transitions of the latent regions across
different timestamps are shown by the strips whose thickness
indicates the number of raw grids merged into or split from a
latent region. Here, the colors of the strips provide a strong
visual hint, from which an analyzer can trace the change across
different timestamp.
Fig. 7: The color matching of the latent regions. The blue
vertices are the latent regions at previous stage and the green
vertices are the latent regions at current stage. A blue vertex
and a green vertex are connected if they have overlapped grids
and the weight of the connection is given by the number of
the overlapped grids. The solution of the maximum weighted
matching are links highlighted in orange.
Sometimes, the number of latent regions may vary dramati-
cally over time, thus making the assignment of a proper color
to a node or a strip is a difficult problem. The goal is to
find the best color matching so that the colors of the succeed-
ing nodes and strips can best inherit from the colors of the
previous nodes so that users can easily follow and track the
transition trend of the latent regions. We convert the problem
into a maximum-weighted bipartite matching problem by con-
struction a bipartite graph. In particular, as shown in Fig. 7,
we connect a latent region at a previous stage (shown as a
blue node) to a latent regions at the current stage (shown as
a green node) if these two regions have overlapped underlying
grids and the weight of the connection is given by the number of
the overlapped grids. In this way, a maximum-weighted match-
ing between the blue nodes and the green nodes will help find
a way for the green nodes best inherent colors from their most
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relevant nodes at the previous stage. The problem can be op-
timally solved based on the Kuhn-Munkres algorithm [39, 40].
It is worth mentioning that in our implementation based on
the NYC taxi trip data, we initially segment the Manhattan
into functional regions and assign each region a color based on
the administrative divisions of the city. These initial colors are
then used for the color assignments and matching during the
rest of regional transition processes.
5.6 Other Views
The EcoLens also support others views to illustrate information
details from different perspectives.
Pattern View. The pattern view (Fig. 4(3)) shows a list
of mobility patterns for each latent region. As described in
Section 4, the mobility pattern of a latent region can be pre-
sented by a 2N-dimensional feature vector (a column vector in
the matrix Wt). The first N fields in the vector indicate the
occurrence probability of the outgoing trips from this latent
region to all the N grids in the urban area, while the last N
fields indicate the occurrence probability of the incoming trips
from all the grids to this latent region.
To visualize this feature vector intuitively, we employ a red-
to-yellow-to-green color gradient on the heatmap of each latent
region. If the probability that people in a grid enter into the
latent region (highlighted via black strokes in the heatmap) is
higher than the probability that the people leave from the la-
tent region to this grid, the grid in the heatmap will be colored
in green. Otherwise, the grid will be colored in red.
For example, in the heatmap of the highlighted item
(Fig. 4(3-II)), most of the grids on the east side of the latent
region are colored in red. This pattern suggests that people
in latent region II are likely to enter into the east side of this
latent region. In the map view we can observe that the east
of latent region II is latent region I. We further inspect the
mobility pattern of latent region I (Fig. 4(3-I)) and find that
the grids around latent region I are colored in green, indicating
people in those grids are likely to enter into this latent region.
Therefore, we could infer that people in latent region II intend
to travel to latent region I.
Grid View. As shown in Fig. 4(4), the grid view further
reveals the detailed mobility patterns of grids that compose a
certain latent region selected in the pattern view. Each item in
the grid view consists of statistic information and a heatmap.
In the heatmap, the color encodes the total amount of flow
between the grid and others. The darker the color, the larger
the amount.
Distribution View. The distribution view (Fig. 4(5)) re-
veals relationship among mobility patterns and the regions by
visualizing the details of the matrix Ht. Each row vector of the
matrix Ht indicates the probability distribution of the mobility
patterns over a certain region.
A circle is divided into K (the number of the mobility pat-
terns derived from Section 4) sections equally, so as to build a
barycentric coordinate. The categories of the mobility patterns
are illustrated as colored nodes along the boundary of the circle.
The regions are encoded as scattered points in the barycentric
coordinate. Each pattern and its corresponding points of the
regions are assigned with a specific color. The coordinate of
the point representing region i is calculated as follows:
rxi =
k∑
j
Ht,i,j × cxj , ryi =
k∑
j
Ht,i,j × cyj (5)
where rxi and ryi are x-coordinate and y-coordinate of region
i, cxj and cyj are x-coordinate and y-coordinate of mobility
pattern j, and Ht,i,j is the element at row i and column j of
matrix Ht.
5.7 Interactions
The system provides rich interactions to help users analyze mo-
bility patterns from different perspectives and obtain a compre-
hensive understanding of urban evolution.
Filter. In the map view (Fig. 4(2)), two sliders are de-
signed to enable users to manually filter irrelevant information
and thus focus on the regions of interest. The opacity slider
(Fig. 4(a)) is used to set the opacity of each region. High
opacity reveals more details of the underlying geographic map
for the region, while low opacity makes it easier for users to
distinguish between different latent regions. The flow slider
(Fig. 4(b)) is a two-way slider for selecting the range of traffic
volume of the latent regions. It helps filter out regions with
the total flow amount within the selected range, while others
are greyed out.
Select Time Interval. Users can select a certain time
interval by clicking the triangle glyph on top of the time-stamp
axis in the evolution view or clicking the points in the global
view.
Link. The system supports automatic linking among the
proposed visualization views. When users hover the mouse over
a grid in the map view or a point in the distribution view, the
corresponding latent region in the map view will be highlighted
with black strokes. When selecting a time interval in the evo-
lution view, the corresponding point in the global view will be
highlighted. In addition, when hovering over a node along the
circle in the distribution view or over the items in the pattern
view, the corresponding mobility pattern in the evolution view
(i.e., a node at a timestamp) will be highlighted.
Brush and Zoom. The system enables zooming and pan-
ning for exploring the Sankey diagram in the evolution view.
Users can further brush on the timeline to select a certain time
period for in-depth analysis. In addition, the system also en-
ables brush in the distribution view for users to highlight a
group of scattered points.
Explore the Map. In the map view, users can drag to
focus on a certain urban area and zoom in for more geographic
details. In addition, when users zooming in/out the map, the
size of the flow glyph changes accordingly. In particular, when
zooming out, although details of the glyph cannot be clearly
shown, users can get an overview of the mobility pattern in the
corresponding region by observing the shape of each glyph. In
addition, when users click a certain item in the grid view, the
viewpoint of the map view will smoothly transit to the location
of the selected region through animation.
Snapshot. The system allows users to take a snapshot of
the map view to facilitate comparisons of the results at different
time intervals. By clicking the snapshot button (Fig. 4(d)),
users can capture the current map view into the snapshot view.
Then users just need to click it in the snapshot view to recover
a snapshot in the map view whenever it’s needed.
Adjust. In the map view, users are allowed to modify the
results to better align with their domain knowledge. Users can
simply right-click on a specific grid in a region to change its
color. This feedback can help refine the overall result, and the
map view will update accordingly by presenting a new segmen-
tation result.
Auto-play. The evolution view supports automatic scan
along the timeline. When users click on the play button
(Fig. 4(e)), the play bar (Fig. 4(g)) will scan over the timeline
and the segmentation results in the map view will be updated
continuously. Clicking the pause button (Fig. 4(f)) will stop
this procedure and users can further analyze the result of a
certain time interval.
Switch Context. The system enables users to explore rich
context information through interactions. Users can switch be-
tween different views (i.e., the global view and the distribution
view, the pattern view and the grid view) by clicking the corre-
sponding tabs. In addition, users can switch on glyphs of grids
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in the map view to inspect the traffic flow in each region by
clicking the glyph button (Fig. 4(c)).
6 Evaluation
In this section, we evaluate the effectiveness of the proposed
algorithm and the EcoLens system via comparative analysis,
case studies and a domain expert interview. Our evaluation is
based on a dataset consisting of over 450,000 taxi trips during
July 2014 to December 2014 collected from over 50000 Yellow
Cabs in Manhattan area. We segment the city into a web of
grids with a granularity of 0.005 lng× 0.005 lat and calculates
the regional features every two-hour to ensures a reasonable
computation time and a precise preservation of the traffic pat-
terns.
6.1 Algorithm Validation
We validate the effectiveness of the algorithm by estimating the
constraints and regularization terms introduced in our dynamic
city segmentation algorithm.
6.1.1 Verification of the Temporal Smoothness
To verify the effectiveness of the temporal smooth regulariza-
tion terms (Eq 4(2,3)), we compare the analysis results gen-
erated without/with the term in the algorithm as respectively
shown in Fig. 8(a) and (b). Generally, the transitions of the
latent regions change dramatically in Fig. 8(a) when compared
to the case shown in Fig. 8(b). In particular, the highlighted
green strip (i.e., a latent region) in Fig. 8(a) splits into branches
during the period from 12:00 to 14:00, which are later merged
into another latent region shown as the blue strip in the next
stage during the period of 14:00 to 16:00. The corresponding
map view (Fig. 9) provides more insights into the changes of
these latent regions that helped with the results validation. In
particular, blue and green regions respectively correspond to
the above blue and green strips, illustrating the areas with two
different latent patterns. These two areas changed dramatically
in Fig. 9(a): a subarea, highlighted by the red box, originally
in the green region merged into the blue region. This subarea,
according to the map, is the East Harlem, where schools, res-
idential areas, and parks are located and the traffic patterns
are seldom changed during the non-traffic hours like the pe-
riod from 12:00 to 16:00. A further investigation of the raw
data verified our guessing, the change is due to a small num-
ber of random taxi trips which are the data noise that affects
the analysis result. A slight smooth over temporal dimension
addressed this problem as shown Fig. 9(b), which verified the
usefulness of the temporal smooth regularization term.
Fig. 8: The analysis results in the evolution view generated
(a) without and (b) with the temporal smooth regularization
terms in the algorithm.
Fig. 9: The analysis results in the map view and pattern view
generated (a) without and (b) with the temporal smooth reg-
ularization terms in the algorithm.
6.1.2 Verification of the Spatial Smoothness
To verify the effects of the regularization term for spatial
smoothing (Eq 4(4)), we compare the analysis results produced
without/with spatial smoothness as shown in Fig. 10(a) and (b)
respectively. In this example, the region highlighted in the red
circle is a part of Stuyvesant Town, a small residential area, in
which people suppose to behave similarly. Therefore, the dis-
continuity of the regional clusters shown in Fig. 10(a) is most
likely due to the noise of the input data instead of different mo-
bility patterns. This problem has been eliminated by adding
the spatial smoothness regularization term into our algorithm
as shown in Fig. 10(b).
Fig. 10: The analysis results in the map view generated (a)
without and (b) with the spatial smooth regularization terms
in the algorithm.
6.1.3 Verification of the Orthogonality
To estimate the effects of the orthogonality constraint, we also
compare the analysis results produced without/with the con-
straint as shown in Fig. 11(a) and Fig. 11(b) respectively. Ob-
viously, the patterns shown in Fig. 11(b) are more differen-
tiable than the one shown in Fig. 11(a). This finding is fur-
ther verified by the corresponding correlation matrices shown
in Fig. 11(I,II). In these matrices, each column or row indicates
a latent pattern. A cell at the i-th row and the j-th column
indicates the correlation value of the i-th and the j-th pat-
terns, which is proportional to the color saturation. Therefore,
Fig. 11(II) illustrates the patterns produced by following the
orthogonality constraint are less relevant to each other when
compared to the case shown in Fig. 11(I).
6.2 Case Study
To further evaluate the usability and usefulness of the EcoLens
system, we provide case studies demonstrating its capability in
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Fig. 11: The analysis results in the pattern view generated
(a) without and (b) with orthogonality constraint. (I) and
(II) show the corresponding correlation matrices of (a) and (b)
respectively.
analyzing the change of the mobility patterns in Manhattan,
NYC.
6.2.1 Evolution Exploration
We analyzed the daily evolution of the mobility patterns by
comparing the results produced at four different time on 9th
July 2014, respectively in the morning, the afternoon, the
evening, and at night. The visualization results are captured
in Fig. 12.
As shown in Fig. 12(a), most of the grids in the latent region
(1) and (3), the residential areas, are in red. This suggests
that these areas have a greater outflow in the morning. In
comparison, the regions marked as (2) and (4) have a greater
inflow (shown in green) at the same time, where are actually the
CBD (i.e. Central Business District) areas in the town. This
reveals the mobility pattern of morning traffic hours within
Manhattan.
The regions kept evolving. At noon and in the early after-
noon (12:00 - 14:00), as shown in Fig. 12(b), the boundary of
the latent regions (1,2,3) largely remain the same as that in
the morning. However, the traffic patterns are dramatically
changed as illustrated in the aside heatmap. The yellow color
indicates the amount of incoming and outgoing traffic flows in
these regions are similar, which implies people travel around
for lunch inside the nearby regions. We also observed a new
region (5), the financial area in the city, split from region (4).
The aside heatmap revealed the reason for this change as the
traffics are seldom across these two regions in this period of
time, thus making them separated from each other. We be-
lieve people work in this area such as the stock dealer will be
too busy to leave this area at noon.
Later in the evening (18:00 - 20:00) as shown in Fig. 12(c),
the region (3, 4, 5) are merged together, forming an area la-
beled as (3) where people are moving around and the incoming
and outgoing traffic flow are balanced. This is due to some
people leaving for home and some of them coming for dinner
and fun, since the area is also served as the entertainment dis-
trict in the urban area where Broadway and many bars and
restaurants are located. Similar patterns also occur in region
(1) and (6). However, the traffic pattern shown in region (2)
changes dramatically when compared to that of an early stage
shown in Fig. 12(b). It suggests that people start to leave this
area and the traffic spread all over the nearby regions, which
is just opposite to the patterns shown in Fig. 12(a).
Finally, Fig. 12(d) illustrates the traffic pattern from the
CBD areas to the residential areas in the city, which is just
opposite to the patterns shown in Fig. 12(a).
6.2.2 Anomaly Detection
EcoLens was also used to detect anomalous situations. Fig. 13
illustrates an overview of the mobility patterns at different
timestamp calculated based on people’s daily moving behav-
ior. It generally reveals a strong periodical pattern through
the connected points shown in a circular form, with each cir-
cle indicates the period of a regular weekday. Among all the
points connected by the timeline, a point representing the time
interval 22:00-24:00 on July 4th, highlighted in the red circle,
is considered to be an outlier as it is laid out away from other
points in the surrounding context that captures the history of
the same period of time. A detailed investigation on this outlier
is illustrated in Fig. 14. We believe this abnormal pattern is due
to the change of traffics around the Brooklyn bridge on July
4th (the Independent day) during the period of 22:00-24:00.
Usually, little volume of traffic goes through the bridge at the
late night (Fig. 14(a)). However, on the Independent day the
fireworks aside the river attract a great number of people which
dramatically increases the amount of traffic flow (Fig. 14(b)),
thus resulting in a different traffic pattern and captured by the
global view of EcoLens system.
6.3 Expert Interview
We collected user feedback and comments on the EcoLens sys-
tem through an in-depth interview with a domain expert from
the institute of urban planning and design in China. The in-
terview lasted about 40 minutes. We first showed a tutorial
that explains the goal, visual encoding, and interactions of the
EcoLens system followed by a demonstration of an example il-
lustrating the evolution process of an urban area to help the
expert get familiar with the system. The expert was asked to
explore the capabilities of our system and analyze the dynamic
patterns in the urban area with his domain knowledge. During
the process, we recorded the interview and took notes of his
comments, which were summarized into four aspects:
System: Generally, the system impressed the expert. He
commented that the results were “reasonable”, and the design
of the visualization views was “intuitive” and “comprehensive”.
“We used to analyze the urban areas based on the statistical
information overlaid on top of a map. This system provides us
a new approach to exploring the dynamics of the urban data.”,
which was considered to be “novel” and “useful”.
Visualization: The expert believed that most of the vi-
sualizations well supported the design requirements. For ex-
ample, when analyzing the evolution of the urban area, the
expert compared the results with the urban planning map and
pointed out that “the areas gather together in different time in-
tervals showing different patterns. These patterns are meaning-
ful given the functionality (e.g., residential or CBD areas) of the
underlying urban areas.” He also believed that the overview is
useful as it provided a ”clear periodical pattern” and ”revealed
a few outliers that fail to align with others”. The expert also
commented on the glyph design and believed it was a “good
and novel” approach for summarizing and illustrating raw trip
data. He also believed the snapshot view was “particular use-
ful” for analysis and comparison tasks. At the last he said
“all these views aligned together are very comprehensive and
provide useful information” and “the system is quite useful in
terms of supporting the exploration of city dynamics”.
Interaction: In terms of the interactions, the expert be-
lieved they were “easy to use”. He particularly like the auto-
play function supported in our system, he felt these interactions
were “very nice”, “provide a flexible way for me to investi-
gate temporal dynamics”, and “it is fun to play and watch the
changes of the city” but he also pointed out that “The anima-
tion is nice to watch but difficult to capture the change” and
therefore, believed the snapshot function to be “very useful for
making a comparison”.
Application: The experts further mentioned the applica-
tions of this system in the field of smart-city services. “With
the help of this system, we can know more about the dynamics
of the city. The information is useful in various applications,
such as smart traffic light control for energy saving”. He also
suggested that “you can use different types of the mobility
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Fig. 12: The EcoLens system summarizes the daily evolution of the mobility patterns in Manhattan, NYC. The system employs
map view (left) and region view (right) to respectively show the result of urban segmentation and the mobility feature of each
latent region. Four mobility patterns at different time intervals are captured, including (a) the morning from 8:00 to 10:00, (b)
the early afternoon from 12:00 to 14:00, (c) the evening from 18:00 to 20:00, and (d) the night from 22:00 to 24:00.
Fig. 13: In the global view, a point representing the time in-
terval 22:00 - 24:00 on July 4th (highlighted in the red circle)
is considered to be an outlier.
Fig. 14: By comparing to (a) the normal pattern, (b) the
anomalies traffic flows near the Brooklyn Bridge on July 4th,
2014 (the Independent day) is revealed.
data, such as subway records and mobile phone locations, to
detect more meaningful features for analyzing. [...] Currently,
the analysis in each time period is static. Adding the time
dimension to data matrix will make the result more powerful.”
7 Conclusion
In this paper, we present a visual analysis system, EcoLens,
for analyzing the dynamic latent regions that shape the ur-
ban area. EcoLens is designed according to real-world require-
ments, such as interpreting mobility pattern and urban evo-
lution. An NMF-based algorithm is introduced to reveal the
regional dynamics of the mobility evolution patterns inside a
focal urban area. We evaluate the performance and effective-
ness of EcoLens using a taxi-trip dataset of Manhattan Island
through case studies and an interview with a domain expert.
Our study results indicate our system is capable of identifying
the mobility patterns to form latent regions, uncovering the
dynamics of latent regions, and interpreting the mobility pat-
terns of regions. In the future work, we plan to use more data
resources in the analysis and process the growing scale of data
for real-time analysis.
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