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Abstract
A quantitative version of the standard Sobolev inequality, with sharp constant, for functions u in
W1,1(Rn) (or BV(Rn)) is established in terms of a distance of u from the manifold of all multiples of
characteristic functions of balls. Inequalities involving non-Euclidean norms of the gradient are discussed
as well.
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1. Introduction and main results
A sharp form of the basic Sobolev inequality in W 1,1(Rn), n 2, going back to [12,13,18],
asserts that
nω
1/n
n ‖u‖Ln′ 
∥∥|∇u|∥∥
L1 (1.1)
for every u ∈ W 1,1(Rn). Here, ωn = πn/2/(1 + n/2), the measure of the unit ball in Rn,
n′ = n/(n − 1), and |∇u| stands for the Euclidean norm of the weak gradient ∇u. The con-
stant nω1/nn in (1.1) is the best possible, witness a suitable sequence of functions u converging to
the characteristic function of a ball. Thus, in a sense, although equality is never attained in (1.1)
unless u vanishes identically, (multiples of) characteristic functions of balls can be considered
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ity (1.1) in BV(Rn), the space of functions of bounded variation in Rn. The relevant inequality
states that
nω
1/n
n ‖u‖Ln′  ‖Du‖ (1.2)
for every u ∈ BV(Rn), where ‖Du‖ is the total variation in Rn of the vector-valued Radon mea-
sure Du. Actually, equality holds in (1.2) whenever
u = λχB (1.3)
for some λ ∈ R and for some ball B ⊂ Rn. Here, χB denotes the characteristic function of B .
Moreover, functions given by (1.3) are the only extremals in (1.2).
The aim of this note is to strengthen this classical result, and to provide a quantitative version
of inequalities (1.1), (1.2). Loosely speaking, we show that the difference ‖Du‖ − nω1/nn ‖u‖Ln′
is not merely nonnegative for every u ∈ BV(Rn) (and vanishing if and only if u obeys (1.3)),
but can also be estimated from below in terms of the distance in Ln′(Rn) between u and the
(n + 2)-dimensional manifold of functions having the form (1.3). Precisely, on setting
dn′(u) = inf
λ,B
‖u − λχB‖Ln′
‖u‖
Ln
′
if u ≡ 0, (1.4)
and dn′(0) = 0, we have what follows.
Theorem 1.1. Let n 2. Then a positive constant C(n) exists such that
nω
1/n
n ‖u‖Ln′
(
1 + C(n)dn′(u)4n′+1
)
 ‖Du‖ (1.5)
for every u ∈ BV(Rn).
Of course, inequality (1.5) holds, in particular, for every u ∈ W 1,1(Rn), and, in this case,
‖Du‖ agrees with ‖|∇u|‖L1 .
It is by now very well known that inequality (1.2) (and (1.1)) is intimately related, and, in fact,
equivalent, to the standard isoperimetric theorem in Rn. In its general form, such a theorem tells
us that
nω
1/n
n |E|1/n′  P(E) (1.6)
for every set E in Rn having finite Lebesgue measure |E| and finite perimeter P(E) = ‖DχE‖,
and that equality holds in (1.6) if and only if E is (equivalent to) a ball (see, e.g., [9,15,21]).
Indeed, inequality (1.2) reduces to (1.6) when u = χE , and, conversely, it quite easily follows
from (1.6) applied to the level sets {|u| > t}, via the coarea formula [11,19,20,23].
Similarly, Theorem 1.1 relies upon a quantitative version of (1.6), contained in [17, Theorem 1
and subsequent remarks], ensuring that a positive constant C0(n) exists such that
nω
1/n
n |E|1/n′
(
1 + C0(n)a(E)4
)
 P(E) (1.7)
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sured as
a(E) = inf
B is a ball, |B|=|E|
|E 	 B|
|E| , (1.8)
where 	 stands for symmetric difference of sets. However, the derivation of (1.5) from an ap-
plication of (1.7) to the level sets of u is not entirely straightforward. In fact, the sole content of
(1.7) is not sufficient to deduce (1.5). This can be easily realized by noting that any nonnegative
function u ∈ BV(Rn), whose level sets are balls, satisfies a({u > t}) = 0 for every t > 0, whereas
dn′(u) can be very large. The key additional observation which, carefully combined with (1.7),
enables us to estimate dn′(u) in terms of ‖Du‖ − nω1/nn ‖u‖Ln′ , is that, if the latter expression is
small, then ‖u‖
Ln
′ and ‖u‖
Ln
′,1 , the norm of u in the Lorentz space Ln
′,1(Rn), cannot differ too
much. This is a consequence of an enhanced version of (1.2) in Lorentz spaces, stating that
nω
1/n
n ‖u‖Ln′,q  ‖Du‖ (1.9)
for every q ∈ [1, n′] and for every u ∈ BV(Rn). Recall that, if 1  q  p, the Lorentz space
Lp,q(Rn) is defined as the set of all measurable functions u in Rn for which the norm
‖u‖Lp,q =
( +∞∫
0
u∗(s)q d
(
sq/p
))1/q (1.10)
is finite. Here, u∗ denotes the decreasing rearrangement of u. Lorentz spaces are monotone in
the second exponent, in the sense that if 1 q1 < q2 then
Lp,q1
(
Rn
)
 Lp,q2
(
Rn
)
, (1.11)
and
‖u‖Lp,q2  ‖u‖Lp,q1 (1.12)
for every u ∈ Lp,q1(Rn). In particular, Lp,p(Rn) = Lp(Rn), and ‖u‖Lp,p = ‖u‖Lp for every
p  1.
In view of (1.11), (1.12), inequality (1.9) improves (1.2), and, obviously, the constant nω1/nn
is the best possible also in (1.9). Moreover, if 1 < q  n′, the extremals in (1.9) are exactly those
given by (1.3).
In fact, a quantitative version of (1.9), extending (1.5), can be established for every q ∈ (1, n′].
This is achieved in Theorem 1.2, where the normalized distance defined as
dn′,q (u) = inf
λ,B
‖u − λχB‖Ln′,q
‖u‖
Ln
′,q
if u ≡ 0, (1.13)
and dn′,q (0) = 0, comes into play. Notice that the conclusion of Theorem 1.2 slightly reinforces
(1.5) also in the case where q = n′, for it ensures that dn′(u) can be replaced by the stronger
(normalized) distance dn′,1(u).
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nω
1/n
n ‖u‖Ln′,q
(
1 + C(n)((q − 1)dn′,q (u))4n′+1) ‖Du‖ (1.14)
for every u ∈ BV(Rn). Moreover, dn′,q (u) can be replaced by dn′,1(u) in (1.14).
Let us emphasize that, since any function u ∈ BV(Rn) whose level sets are (nonnecessarily
concentric) balls attains equality in (1.9) when q = 1, no estimate like (1.14) can hold in this
case. We do not claim that the power 4n′ + 1 in (1.5) and (1.14) is the best possible, as it is
probably not optimal the power 4 appearing in (1.7) (see [17, Section 1]).
Let us mention that a quantitative Sobolev inequality, in the same spirit as (1.5), was proved
in [5] for the space W 1,2(Rn). The result of [5] yields an inequality analogous to (1.5), in terms
of a distance between u and the manifold of all extremals in the Sobolev inequality for W 1,2(Rn)
with the best constant [3,20]. In contrast to (1.5), the distance considered in [5] involves the L2
norm of gradients. In view of this fact, the question might be risen of whether (1.5) and (1.14)
can be augmented on replacing infλ,B ‖u − λχB‖Ln′,q by infλ,B ‖D(u − λχB)‖ in the definition
of dn′,q (u). The answer turns out to be negative, as the choice of a sequence of characteristic
functions of ellipsoids converging to a ball shows. A simple modification of this counterexample
continues to work even for functions from W 1,1(Rn).
As far as we know, the problem of a quantitative Sobolev inequality when p = 1,2 remains
open. For these values of p, refinements of the sharp Sobolev inequality with the best constant
are available in the literature, but in different directions. For instance, it is well known that if
1 < p < n and W 1,p(Rn) is replaced by W 1,p0 (Ω) for some open bounded subset Ω of R
n
, then
equality is never attained in the sharp Sobolev inequality. This accounts for the fact that, denoted
by S(n,p) the constant in such inequality, the estimate
S(n,p)‖u‖
L
np
n−p (Ω)
 ‖∇u‖Lp(Ω)
for every u ∈ W 1,p0 (Ω) can be reinforced, at least for some values of p, by a summand on the
left-hand side having the form C‖u‖X(Ω), where C is a positive constant and ‖u‖X(Ω) is either
a Lebesgue or a weak Lebesgue norm of u on Ω (see, e.g., [4,6,7,16]). A result of this kind
for W 1,10 (Ω) is impossible, as demonstrated again by sequences of functions converging to the
characteristic function of any ball contained in Ω .
The approach to Theorems 1.1 and 1.2 outlined above applies to quantitative Sobolev in-
equalities involving non-Euclidean norms of ∇u as well. We conclude this section by briefly
describing the result in this more general framework.
Let Γ (·) be any norm in Rn, and let Γ ◦(·) denote its dual norm, defined as
Γ ◦(x) = sup
Γ (y)=1
〈x, y〉 for x ∈ Rn,
where 〈·,·〉 stands for the usual scalar product in Rn. Note that in the Euclidean case where
Γ (·) = | · |, one has Γ ◦ = Γ . Given any function u ∈ BV(Rn), the total variation of Du with
respect to Γ is defined by
‖Du‖Γ = sup
{∫
n
udivφ dx: φ ∈ C∞0
(
Rn,Rn
)
,Γ ◦(φ) 1
}
.R
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‖Du‖Γ =
∥∥Γ (∇u)∥∥
L1 if u ∈ W 1,1
(
Rn
)
.
A Sobolev inequality, with the best constant, extending (1.2) to the total variation ‖Du‖Γ
for any norm Γ can be derived from a generalized isoperimetric theorem for the perimeter PΓ
associated with Γ , and defined as PΓ (E) = ‖DχE‖Γ at any measurable set E (see [1]; see also
[8] for an alternate proof). The content of the relevant isoperimetric theorem is that the (only)
minimizers of PΓ among all sets of fixed measure are the balls BΓ ◦ in the metric induced by the
norm Γ ◦, namely the sets having the form
BΓ ◦ =
{
x ∈ Rn: Γ ◦(x − x0) < R
} (1.15)
for some x0 ∈ Rn and some R > 0 (see, e.g., [14,22]). A quantitative version of this result, in
the spirit of (1.7), has recently been established in [10], and ensures that there exists an exponent
θ > 1, depending only on n, and a positive constant C0(Γ ) such that
κ(Γ )|E|1/n′(1 + C0(Γ )aΓ (E)θ ) PΓ (E) (1.16)
for every set E ⊂ Rn of finite measure and perimeter. Here, κ(Γ ) = PΓ (BΓ ◦)|BΓ ◦ |−1/n′ , where
BΓ ◦ is any set given by (1.15), and aΓ (E) is the asymmetry of E induced by Γ and defined as
in (1.8) with B replaced by BΓ ◦ .
Starting from (1.16) instead of (1.7) leads, via a completely analogous proof, to the following
anisotropic version of Theorem 1.2. In the statement, dn′,q,Γ (u) denotes the normalized distance
of u from the family of all multiples of characteristic functions of generalized balls BΓ ◦ , and is
defined as in (1.13) with B replaced by BΓ ◦ .
Theorem 1.3. Let n 2 and let 1 < q  n′. Let Γ be any norm in Rn, and let θ be the exponent
appearing in (1.16). Then a positive constant C(Γ ) exists such that
κ(Γ )‖u‖
Ln
′,q
(
1 + C(Γ )((q − 1)dn′,q,Γ (u))θn′+1) ‖Du‖Γ (1.17)
for every u ∈ BV(Rn). Moreover, dn′,q,Γ can be replaced by dn′,1,Γ in (1.17).
2. Proofs
The outline of the proof of Theorem 1.2 is roughly as follows. Under the assumption that u is
nonnegative, we first prove that if ‖Du‖−nω1/nn ‖u‖Ln′,q is sufficiently small, then a level T > 0
exists enjoying the following properties:
(i) a({u > T }) is small, i.e., {u > T } is almost a ball, say BT ;
(ii) |{u > t}| is nearly constant, in integral sense, for t ∈ (0, T ];
(iii) the contribution of |{u > t}| to ‖u‖
Ln
′,q is small for t > T .
Next, all the level sets {u > t} are shown to be close to BT for t ∈ (0, T ]. A combination of
these facts then ensures that u does not differ much from T χBT in Ln
′,1
-norm. Finally, the sign
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max{−u,0}, and showing that either ‖u+‖
Ln
′,1 or ‖u−‖Ln′,1 can be bounded in terms of ‖Du‖−
nω
1/n
n ‖u‖Ln′,q .
Besides the quantitative isoperimetric inequality (1.7), a key ingredient in our proof is the
coarea formula for functions of bounded variation, which tells us that if u ∈ BV(Rn), then
‖Du‖ =
+∞∫
−∞
P
({u > t})dt. (2.1)
Since level sets play a major role in our approach, we find it convenient to work with an alterna-
tive form of the Lorentz norm (1.10) given by
‖u‖Lp,q =
( +∞∫
0
μ(t)q/p d
(
tq
))1/q
, (2.2)
where μ : [0,+∞) → [0,+∞), the distribution function of u, is defined as
μ(t) = ∣∣{|u| > t}∣∣ for t > 0. (2.3)
Equation (2.2) follows from (1.10) via Fubini’s theorem, on recalling that
u∗(s) = sup{t  0: μ(t) > s} for s > 0, (2.4)
the generalized (right-continuous) inverse of μ.
We begin with a preliminary result, contained in Lemma 2.1 below, dealing with an inequality
for non-increasing functions. A derivation of (1.2) from (1.6) exploits the fact that if p > 1, then
( +∞∫
0
f (t)p d
(
tp
))1/p

+∞∫
0
f (t) dt (2.5)
for every non-increasing function f : [0,+∞) → [0,+∞), with equality if and only if f is the
characteristic function of an interval whose left endpoint is 0 (see, e.g., [19, Lemma 1.3.3/1]).
The proof of (1.14) requires the following quantitative version of (2.5) for p ∈ (1,2].
Lemma 2.1. Let p ∈ (1,2]. Then
+∞∫
0
( t∫
0
f (τ) dτ − tf (t)
)
f (t) dt
 1
p − 1
( +∞∫
0
f (t) dt
)[( +∞∫
0
f (t) dt
)
−
( +∞∫
0
f (t)p d
(
tp
))1/p] (2.6)
for every non-increasing function f : [0,+∞) → [0,+∞).
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aβ − bβ  β a − b
a1−β
if a, b 0. (2.7)
An application of (2.7) with β = 1/p yields
( +∞∫
0
f (t) dt
)
−
( +∞∫
0
f (t)p d
(
tp
))1/p
 1
p
(∫ +∞
0 f (t) dt
)p − (∫ +∞0 f (t)p d(tp))(∫ +∞
0 f (t) dt
)p−1 . (2.8)
Since f is non-increasing,
t∫
0
f (τ) dτ  tf (t) for every t > 0. (2.9)
From (2.9) and from inequality (2.7) applied with β = p − 1 we infer that
p
+∞∫
0
( t∫
0
f (τ) dτ
)p−1
f (t) dt
 p
+∞∫
0
(
tf (t)
)p−1
f (t) dt + p(p − 1)
+∞∫
0
(∫ t
0 f (τ) dτ − tf (t)
)
f (t)(∫ t
0 f (τ) dτ
)2−p dt. (2.10)
Combining (2.10) with the equation
( +∞∫
0
f (t) dt
)p
=
+∞∫
0
d
dt
( t∫
0
f (τ) dτ
)p
dt = p
+∞∫
0
( t∫
0
f (τ) dτ
)p−1
f (t) dt,
and exploiting the fact that 2 − p  0 yield
( +∞∫
0
f (t) dt
)p
−
( +∞∫
0
f (t)p d
(
tp
))
 p(p − 1)
∫ +∞
0
(∫ t
0 f (τ) dτ − tf (t)
)
f (t) dt(∫ +∞
0 f (t) dt
)2−p . (2.11)
Inequality (2.6) follows from (2.8) and (2.11). 
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q(u) = ‖Du‖ − nω1/nn ‖u‖Ln′,q . (2.12)
The coarea formula (2.1) and the quantitative isoperimetric inequality (1.7) entail that
‖Du‖ ∥∥D|u|∥∥=
+∞∫
0
P
({|u| > t})dt
 nω1/nn
+∞∫
0
μ(t)1/n
′
dt + C1(n)
+∞∫
0
a
({|u| > t})4μ(t)1/n′ dt, (2.13)
where we have set C1(n) = nω1/nn C0(n). Note that the first inequality in (2.13) holds since ‖Du‖
cannot increase after composing u with a function whose Lipschitz constant is 1 (see, e.g., [2,
Exercise 3.12]). By (2.2), we get from (2.13) that
q(u) nω1/nn
[ +∞∫
0
μ(t)1/n
′
dt −
( +∞∫
0
μ(t)q/n
′
d
(
tq
))1/q]
+ C1(n)
+∞∫
0
a
({|u| > t})4μ(t)1/n′ dt. (2.14)
Notice that, owing to (2.5), the expression in square brackets in nonnegative, and hence inequality
(2.14) immediately implies (1.2) (in fact, since the last summand in (2.14) is irrelevant in this
implication, the standard isoperimetric inequality (1.6) is sufficient to establish (1.2)). Moreover,
inequalities (2.13) and (2.14) entail that, if q(u) = 0, then necessarily u satisfies (1.3), and hence
that dn′,q (u) = 0. Thus, we may hereafter assume that q(u) > 0.
Our task is now to decode the information contained in (2.14). This will be accomplished in
steps.
Step 1. Let u 0 and let α ∈ (0,1). Set
F =
{
s  0: a
({u > s})4  q(u)α
( +∞∫
0
μ(t)1/n
′
dt
)−α}
. (2.15)
Then
∫
F
μ(t)1/n
′
dt  1
C1(n)
q(u)
1−α
( +∞∫
0
μ(t)1/n
′
dt
)α
. (2.16)
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q(u)C1(n)
+∞∫
0
a
({u > t})4μ(t)1/n′ dt  C1(n)
∫
F
a
({u > t})4μ(t)1/n′ dt
C1(n)q(u)α
( +∞∫
0
μ(t)1/n
′
dt
)−α ∫
F
μ(t)1/n
′
dt. (2.17)
Inequality (2.16) follows.
Step 2. A positive constant C2(n) exists such that, if u and α are as in Step 1, and
q(u)∫ +∞
0 μ(t)
1/n′ dt
 1
(1 + 2/C1(n))1/(1−α) , (2.18)
then a positive number T can be chosen having the following properties:
T /∈ F, (2.19)
T∫
0
(
μ(t) − μ(T ))1/n′ dt  C2(n)
(q − 1)1/n′ q(u)
α/n′
( +∞∫
0
μ(t)1/n
′
dt
)1−α/n′
(2.20)
and
+∞∫
T
μ(t)1/n
′
dt 
(
1 + 2
C1(n)
)
q(u)
1−α
( +∞∫
0
μ(t)1/n
′
dt
)α
. (2.21)
Assumption (2.18) ensures, in particular, that q(u) <
∫ +∞
0 μ(t)
1/n′ dt . Thus, since the function
s → ∫ +∞
s
μ(t)1/n
′
dt is continuous in [0,+∞), a positive number T1 exists such that
+∞∫
T1
μ(t)1/n
′
dt = q(u)1−α
( +∞∫
0
μ(t)1/n
′
dt
)α
. (2.22)
By (2.22) and (2.18),
T1∫
μ(t)1/n
′
dt  2
C1(n)
q(u)
1−α
( +∞∫
μ(t)1/n
′
dt
)α
. (2.23)0 0
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we have that
T1∫
T2
μ(t)1/n
′
dt  1
C1(n)
q(u)
1−α
( +∞∫
0
μ(t)1/n
′
dt
)α
,
by (2.16). Hence, there exists
T ∈ (0, T1] \ F (2.24)
satisfying
T1∫
T
μ(t)1/n
′
dt  2
C1(n)
q(u)
1−α
( +∞∫
0
μ(t)1/n
′
dt
)α
. (2.25)
Inequality (2.21) is a consequence of (2.22) and (2.25).
As far as (2.20) is concerned, observe that, by (2.14),
q(u) nω1/nn
[ +∞∫
0
μ(t)1/n
′
dt −
( +∞∫
0
μ(t)q/n
′
d
(
tq
))1/q]
. (2.26)
From (2.26) and Lemma 2.1, we deduce that
q(u)
+∞∫
0
μ(t)1/n
′
dt  nω1/nn (q − 1)
+∞∫
0
( s∫
0
μ(t)1/n
′
dt − sμ(s)1/n′
)
μ(s)1/n
′
ds. (2.27)
Since μ is non-increasing, the function s → ∫ s0 (μ(t)1/n′ − μ(s)1/n′) dt is nonnegative and non-
decreasing in [0,+∞). Thus, by (2.27),
q(u)
+∞∫
0
μ(t)1/n
′
dt  nω1/nn (q − 1)
T∫
0
(
μ(t)1/n
′ − μ(T )1/n′)dt
+∞∫
T
μ(t)1/n
′
dt. (2.28)
By (2.7) with β = 1/n′ and by Hölder’s inequality,
T∫
0
(
μ(t) − μ(T ))1/n′ dt  n′
T∫
0
μ(t)1/(nn
′)(μ(t)1/n′ − μ(T )1/n′)1/n′ dt
 n′
( +∞∫
μ(t)1/n
′
dt
)1/n( T∫ (
μ(t)1/n
′ − μ(T )1/n′)dt
)1/n′
. (2.29)
0 0
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T∫
0
(
μ(t) − μ(T ))1/n′ dt
 n
′
(nω
1/n
n )
1/n′(q − 1)1/n′
( +∞∫
0
μ(t)1/n
′
dt
)(
q(u)∫ +∞
T
μ(t)1/n′ dt
)1/n′
. (2.30)
Since
∫ +∞
T1
μ(t)1/n
′
dt 
∫ +∞
T
μ(t)1/n
′
dt , inequality (2.20), with C2(n) = n′/(nω1/nn )1/n′ , fol-
lows via (2.22).
Step 3. Let u and α be as in Steps 1 and 2. Then a positive constant C3(n) exists such that
inf
λ,B
‖u − λχB‖Ln′,1
 C3(n)
(q − 1)1/n′
[
q(u)
α/(4n′)
( +∞∫
0
μ(t)1/n
′
dt
)1−α/(4n′)
+ q(u)α/n′
( +∞∫
0
μ(t)1/n
′
dt
)1−α/n′
+ q(u)1−α
( +∞∫
0
μ(t)1/n
′
dt
)α
+ q(u)
]
. (2.31)
Assume first that (2.18) is in force. Let T be the number provided by Step 2, and let BT be a ball
satisfying |BT | = μ(T ) and
a
({u > T })= |{u > T } 	 BT |
μ(T )
. (2.32)
Observe that
{|u − T χBT | > t}= ({u > t} \ BT )∪ ({u > T + t} ∩ BT )∪ ({u < T − t} ∩ BT )
for every t > 0. (2.33)
Thus, since 1/n′ < 1,
‖u − T χBT ‖Ln′,1 =
+∞∫ ∣∣{|u − T χBT | > t}∣∣1/n′ dt
0
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+∞∫
0
∣∣{u > t} \ BT ∣∣1/n′ dt +
+∞∫
0
∣∣{u > T + t} ∩ BT ∣∣1/n′ dt
+
+∞∫
0
∣∣{u < T − t} ∩ BT ∣∣1/n′ dt. (2.34)
We have
+∞∫
0
∣∣{u > t} \ BT ∣∣1/n′ dt 
T∫
0
∣∣{u > t} \ BT ∣∣1/n′ dt +
+∞∫
T
μ(t)1/n
′
dt, (2.35)
+∞∫
0
∣∣{u > T + t} ∩ BT ∣∣1/n′ dt =
+∞∫
T
∣∣{u > t} ∩ BT ∣∣1/n′ dt 
+∞∫
T
μ(t)1/n
′
dt, (2.36)
and
+∞∫
0
∣∣{u < T − t} ∩ BT ∣∣1/n′ dt =
T∫
0
∣∣{u < T − t} ∩ BT ∣∣1/n′ dt
=
T∫
0
∣∣{u < t} ∩ BT ∣∣1/n′ dt =
T∫
0
∣∣BT \ {u > t}∣∣1/n′ dt. (2.37)
Equations (2.34)–(2.37) yield
‖u − T χBT ‖Ln′,1  2
( T∫
0
∣∣{u > t} 	 BT ∣∣1/n′ dt +
+∞∫
T
μ(t)1/n
′
dt
)
. (2.38)
Since {u > T } ⊂ {u > t} for t ∈ [0, T ],
{u > t} 	 BT ⊂
({u > T } 	 BT )∪ ({u > t} \ {u > T }) for t ∈ [0, T ]. (2.39)
Consequently,
T∫
0
∣∣{u > t} 	 BT ∣∣1/n′ dt 
T∫
0
[∣∣{u > T } 	 BT ∣∣+ (μ(t) − μ(T ))]1/n′ dt

T∫ ∣∣{u > T } 	 BT ∣∣1/n′ dt +
T∫ (
μ(t) − μ(T ))1/n′ dt. (2.40)0 0
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∣∣{u > T } 	 BT ∣∣ q(u)α/4
( +∞∫
0
μ(t)1/n
′
dt
)−α/4
μ(T )
 q(u)α/4
( +∞∫
0
μ(t)1/n
′
dt
)−α/4
μ(t) if 0 < t  T . (2.41)
From (2.40), (2.41) and (2.20) we deduce that
T∫
0
∣∣{u > t} 	 BT ∣∣1/n′ dt  q(u)α/(4n′)
( +∞∫
0
μ(t)1/n
′
dt
)1−α/(4n′)
+ C2(n)
(q − 1)1/n′ q(u)
α/n′
( +∞∫
0
μ(t)1/n
′
dt
)1−α/n′
. (2.42)
Combining (2.38), (2.42) and (2.21) yields (2.31).
In the case where (2.18) is not fulfilled, inequality (2.31) trivially holds, since
inf
λ,B
‖u − λχB‖Ln′,1  ‖u‖Ln′,1 =
+∞∫
0
μ(t)1/n
′
dt < q(u)
(
1 + 2
C1(n)
)1/(1−α)
. (2.43)
Step 4. Conclusion. Given any u ∈ BV(Rn), set μ+(t) = |{u+ > t}| and μ−(t) = |{u− > t}| for
t > 0. By (1.9),
∥∥Du±∥∥ nω1/nn
( +∞∫
0
(
μ±(t)
)q/n′
d
(
tq
))1/q
. (2.44)
Obviously,
‖u‖
Ln
′,q =
( +∞∫
0
(μ+(t) + μ−(t))q/n′ d(tq)
)1/q
.
Furthermore, the chain rule for BV functions [2, Theorem 3.99] can be used to show that ‖Du‖ =
‖Du+‖ + ‖Du−‖. Hence, one infers from (2.44) that
q(u) nω1/nn
[( +∞∫
μ+(t)q/n
′
d
(
tq
))1/q +
( +∞∫
μ−(t)q/n
′
d
(
tq
))1/q0 0
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( +∞∫
0
(
μ+(t) + μ−(t)
)q/n′
d
(
tq
))1/q]
 nω1/nn
[( +∞∫
0
μ+(t)q/n
′
d
(
tq
))1/q +
( +∞∫
0
μ−(t)q/n
′
d
(
tq
))1/q
−
( +∞∫
0
(
μ+(t)q/n
′ + μ−(t)q/n′
)
d
(
tq
))1/q]
. (2.45)
Notice that the last inequality holds since q/n′  1. It is not difficult to see that if β ∈ (0,1),
aβ + bβ − (a + b)β  (1 − β) (ab)
β
(a + b)β (2.46)
for every a, b 0 with (a, b) = (0,0). Inequalities (2.45) and (2.46) entail that
q(u)
nω
1/n
n
q ′
(∫ +∞
0 μ+(t)
q/n′ d(tq)
)1/q(∫ +∞
0 μ−(t)
q/n′ d(tq)
)1/q
(∫ +∞
0 (μ+(t)q/n
′ + μ−(t)q/n′) d(tq)
)1/q , (2.47)
whence
min
{∥∥u+∥∥
Ln
′,q ,
∥∥u−∥∥
Ln
′,q
}
 2
1/qq ′
nω
1/n
n
q(u). (2.48)
To fix ideas, assume that min{‖u+‖
Ln
′,q ,‖u−‖Ln′,q } = ‖u−‖Ln′,q . Then,
nω
1/n
n
∥∥u−∥∥
Ln
′,1  q
(
u−
)+ nω1/nn ∥∥u−∥∥Ln′,q  (1 + 21/qq ′)q(u), (2.49)
where the first inequality is due to (1.9), with q = 1, applied to u−, and the last one holds thanks
to (2.48) and to the fact that q(u−) q(u−) + q(u+) q(u). By (2.31) and (2.49),
inf
λ,B
‖u − λχB‖Ln′,1 
∥∥u−∥∥
Ln
′,1 + inf
λ,B
∥∥u+ − λχB∥∥Ln′,1
 C4(n)
q − 1
[
q
(
u+
)α/(4n′)( +∞∫
0
μ+(t)1/n
′
dt
)1−α/(4n′)
+ q
(
u+
)α/n′( +∞∫
0
μ+(t)1/n
′
dt
)1−α/n′
+ q
(
u+
)1−α( +∞∫
μ+(t)1/n
′
dt
)α
+ q
(
u+
)+ q(u)
]
(2.50)
0
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∫ +∞
0 μ+(t)
1/n′dt  ‖u‖
Ln
′,1(Rn),
inequality (2.50) ensures that
dn′,1(u)
C4(n)
q − 1
[(
q(u)
‖u‖
Ln
′,1(Rn)
)α/(4n′)
+
(
q(u)
‖u‖
Ln
′,1(Rn)
)α/n′
+
(
q(u)
‖u‖
Ln
′,1(Rn)
)1−α
+ 2q(u)‖u‖
Ln
′,1(Rn)
]
. (2.51)
On choosing α = 4n′/(4n′ + 1), one has
min
{
α
4n′
,
α
n′
,1 − α,1
}
= 1
4n′ + 1 .
Thus, if q(u) ‖u‖Ln′,1 , we deduce from (2.51) that
nω
1/n
n ‖u‖Ln′,q
(
1 +
(
q − 1
5C4(n)
)4n′+1
dn′,1(u)4n
′+1
nω
1/n
n
)
 ‖Du‖. (2.52)
Inequality (2.52) is nothing but (1.14) with dn′,q (u) replaced by dn′,1(u). Inequality (2.52) con-
tinues to hold even if q(u) > ‖u‖Ln′,1 , since in this case
nω
1/n
n ‖u‖Ln′,q
(
1 + ‖u‖Ln′,1
nω
1/n
n ‖u‖Ln′,q
)
 ‖Du‖.
In order to derive (1.14) in its original form, note that, by (1.9) with q = 1,
q(u)
nω
1/n
n ‖u‖Ln′,1
 1 − ‖u‖Ln′,q‖u‖
Ln
′,1
. (2.53)
Thus, if q(u) 12nω
1/n
n ‖u‖Ln′,1 , then ‖u‖Ln′,q  12‖u‖Ln′,1 , and, since infλ,B ‖u − λχB‖Ln′,q 
infλ,B ‖u − λχB‖Ln′,1 , inequality (1.14) follows from (2.52). Inequality (1.14) also holds when
q(u) >
1
2nω
1/n
n ‖u‖Ln′,1 , since
‖Du‖ nω1/nn ‖u‖Ln′,q +
1
2
nω
1/n
n ‖u‖Ln′,1 
3
2
nω
1/n
n ‖u‖Ln′,q
 nω1/nn ‖u‖Ln′,q
(
1 + 1
2
dn′,q(u)
4n′+1
)
.
Note that the last inequality is a consequence of the chain 1 dn′,q(u) dn′,q(u)4n
′+1
. The proof
is complete. 
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