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Abstract
This article is concerned with the question of whether an energy bound implies a genus
bound for pseudo-holomorphic curves in almost complex manifolds. After reviewing what is
known in dimensions other than 6, we establish a new result in this direction in dimension
6; in particular, for symplectic Calabi–Yau 6–manifolds. The proof relies on compactness and
regularity theorems for J–holomorphic currents.
1 Introduction
In 1889, Castelnuovo [3] found a sharp upper bound for the genus of an irreducible degree d curve
in Pn ; see [1, Chapter III Section 2] for a proof in modern language. A corollary of this result is
that for every projective variety there is an upper bound for the genus of an irreducible curve
representing a given homology class. Our starting point is the question:
Are there analogues of Castelnuovo’s bound in almost complex geometry?
For plane curves Castelnuovo’s bound reduces to the degree-genus formula. The latter is a
consequence of the adjunction formula, which generalizes to an inequality for almost complex
4–manifolds [19, Theorem 2.6.4]. The adjunction inequality directly implies the following well-
known genus bound.
Proposition 1.1. Suppose that (M, J ) is an almost complex 4–manifold. If there exists a simple J–
holomorphic map u : Σ → M representing A ∈ H2(M), then the genus д(Σ) satisfies
(1.2) д(Σ) 6
1
2
(A ·A − 〈c1(M, J ),A〉) + 1.
The following consequence of Gromov’s h-principle shows that in higher dimensions there
cannot be a genus bound which holds for all almost complex structures.
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Proposition 1.3 (cf. Li [18, Corollary 2.13]). Let (M,ω) be a symplectic manifold of dimension 2n > 6.
For every A ∈ H2(M) with 〈[ω],A〉 > 0 and every n ∈ N there is an almost complex structure J
compatible with ω and an embedded J–holomorphic curve C satisfying
д(C) > n.
There are, however, genus bounds for generic almost complex structures. Here is a simple
example, which follows easily from the index formula for J–holomorphic maps.
Proposition 1.4. Let M be a manifold of dimension 2n. Denote by J the space of almost complex
structures of class C2 on M . There is a residual1subset J♣ ⊂ J such that for every J ∈ J♣ the
following holds: if there exists a simple J–holomorphic map u : Σ → M representing A ∈ H2(M),
then
(1.5)

〈c1(M, J ),A〉 > 0 if n = 3 and
д(Σ) 6
〈c1(M, J ),A〉
n − 3
+ 1 if n > 3.
Moreover, ifM carries a symplectic form ω, then the same holds with J replaced by the space J(ω)
of almost complex structures of class C2 compatible with ω.
We give proofs of Proposition 1.3 and Proposition 1.4 in Appendix A.
The preceding discussion leaves open the case of almost complex manifolds of dimension six
and homology classes satisfying 〈c1(M, J ),A〉 > 0. We focus on the case
〈c1(M, J ),A〉 = 0,
that is: on classes for which the correspondingmoduli space of J–holomorphicmaps has expected
dimension zero. This includes all homology classes in symplectic Calabi–Yau 3–folds. Our mo-
tivation for considering this case comes from our project to construct a symplectic analogue of
the Pandharipande–Thomas invariants of projective Calabi–Yau 3–folds [8, Section 7]. Another
motivation comes from the Gopakumar–Vafa conjecture. Bryan and Pandharipande [2] defined
the Gopakumar–Vafa BPS invariants n
д
A(M) of a symplectic Calabi–Yau 3–fold M in terms of its
Gromov–Witten partition function. They conjectured that the BPS invariants n
д
A(M) are integers
and vanish for all but finitely many д [2, Conjecture 1.2]. The integrality conjecture has been
proved by Ionel and Parker [15]. The finiteness conjecture remains open and is closely related to
the question about the existence of genus bounds for symplectic Calabi–Yau 3–folds.
Motivated by Gromov–Witten theory, Bryan and Pandharipande introduced the notion of k–
rigidity for almost complex structures; see Definition 2.10. Eftekhary [10] proved that 4–rigidity is
a generic property; see Theorem 2.13. Conjecturally, a generic almost complex structure is super-
rigid, that is: ∞–rigid. The main result of this article shows that k–rigidity implies a Castelnuovo
bound.
1Let X be a topological space. A subset A ⊂ X is called residual if it is the intersection of countably many dense
open subsets. Recall that a residual subset of a complete metric space is dense.
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Theorem 1.6. Let k ∈ N ∪ {∞}. Let (M, J ,д) be a compact almost Hermitian 6–manifold with a k–
rigid almost complex structure J . Suppose A ∈ H2(M) satisfies 〈c1(M, J ),A〉 = 0 and has divisibility
at most k . Given any Λ > 0, there are only finitely many simple J–holomorphic maps representing
A and with energy at most Λ.
Remark 1.7. Theorem 1.6 immediately implies a Castelnuovo bound for every fixed k–rigid almost
complex structure J . Unlike (1.5), however, this bound may depend on J .
If J is tamed by a symplectic form ω, then imposing an upper bound for the energy is super-
fluous since the energy of any J–holomorphic map representing A is 〈[ω],A〉.
Corollary 1.8. Let (M,ω) be a compact symplectic Calabi–Yau 3–fold. Suppose J is a super-rigid
almost complex structure compatible withω. Then for every A ∈ H2(M) there are only finitely many
simple J–holomorphic maps representing A.
In the situation of Theorem 1.6, Gromov’s compactness theorem [12, 20, 29, 14] shows that
there are only finitely many J–holomorphic maps representingA from Riemann surfaces of fixed
genus. It is thus not of much use for proving Theorem 1.6. Instead, we use the following compact-
ness result for J–holomorphic cycles, that is: formal sums of J–holomorphic curves, with respect
to geometric convergence; see Definition 4.1 and Definition 4.2.
Lemma 1.9. Let M be a manifold and let (Jn ,дn)n∈N be a sequence of almost Hermitian structures
converging to an almost Hermitian structure (J ,д). Let K ⊂ M be a compact subset and let Λ > 0.
For each n ∈ N let Cn be a Jn–holomorphic cycle with support contained in K and of mass at most Λ.
Then a subsequence of (Cn)n∈N geometrically converges to a J–holomorphic cycle C .
In dimension 4, this result was proved by Taubes [24]. The proof in higher dimensions relies
on results in geometric measure theory; in particular, the recent work of De Lellis et al. [5, 7, 6, 4]
on the regularity of semi-calibrated currents.
Acknowledgements We thank Aleksey Zinger for insightful discussions, Tristan Riviére for
answering our questions regarding [21], Costante Bellettini for pointing us towards the work of
De Lellis et al., and Simon Donaldson for reminding us of Gromov’s h-principle for symplectic
immersions.
This material is based upon work supported by an Alfred P. Sloan fellowship, the National
Science Foundation under Grant No. 1754967, and the Simons Collaboration Grant on “Special
Holonomy in Geometry, Analysis and Physics”.
2 k–rigidity of J–holomorphic maps
We begin by briefly recalling the notion of k–rigidity as defined by Eftekhary. For a more de-
tailed discussion we refer the reader to [10, Section 2;28, Section 2.1;9, Section 7]. Throughout, let
(M, J ,д) be an almost Hermitian 2n–manifold.
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Definition 2.1. A J–holomorphic map u : (Σ, j) → (M, J ) is a pair consisting of a closed, con-
nected Riemann surface (Σ, j) and a smooth map u : Σ → M satisfying the non-linear Cauchy–
Riemann equation
(2.2) ∂¯J (u, j) ≔
1
2
(du + J (u) ◦ du ◦ j) = 0.
Definition 2.3. Let u : (Σ, j) → (M, J ) be a J–holomorphic map. Let ϕ ∈ Diff(Σ) be a diffeomor-
phism. The reparametrization of u by ϕ is the J–holomorphic map u ◦ ϕ−1 : (Σ,ϕ∗j) → (M, J ).
Definition 2.4. Let u : (Σ, j) → (M, J ) be a J–holomorphic map and let π : (Σ˜, j˜) → (Σ, j) be a
holomorphic map of degree deg(π ) > 2. The composition u ◦ π : (Σ˜, j˜) → (M, J ) is said to be a
multiple cover of u. A J–holomorphic map is simple if it is not constant and not a multiple cover.
Rigidity andk–rigidity are conditions on the infinitesimal deformation theoryof J–holomorphic
curves up to reparametrization. We will have to briefly review parts of this theory.
The index of a J–holomorphic map u : (Σ, j) → (M, J ) is defined as
(2.5) index(u) ≔ (n − 3)χ (Σ) + 2〈[Σ],u∗c1(M, J )〉.
This is the Fredholm index of the gauge-fixed linearization of (2.2). The restriction of this lin-
earization to Γ(u∗TM) is given by
(2.6) ξ 7→
1
2
(
∇ξ + J ◦ (∇ξ ) ◦ j + (∇ξ J ) ◦ du ◦ j
)
.
Here ∇ denotes any torsion-free connection on TM and also the induced connection on u∗TM .
Since (u, j) is a J–holomorphic map, the right-hand side of (2.6) does not depend on the choice of
∇; see [19, Proposition 3.1.1].
Let u : (Σ, j) → (M, J ) be a non-constant J–holomorphic map. There exists a unique complex
subbundle
Tu ⊂ u∗TM
of rank one containing du(TΣ); see [16, Section 1.3], [27, Section 3.3], and [9, Appendix A]. The
generalized normal bundle of u is defined as
Nu ≔ u∗TM/Tu.
If u is an immersion, then Nu is the usual normal bundle. If u˜ = u ◦ π is a multiple cover of an
immersion, then Nu˜ = π ∗Nu. Define the normal Cauchy–Riemann operator
(2.7) dNu, J : Γ(Nu) → Ω
0,1(Nu)
by the formula (2.6). The non-zero elements of the kernel of dN
u, J
correspond to infinitesimal
deformations of u which deform the image u(Σ).
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Definition 2.8. A non-constant J–holomorphic map u is rigid if kerdN
u, J
= 0.
A multiple cover u˜ of u may fail to be rigid, even if u itself is rigid.
Definition 2.9. Let k ∈ N ∪ {∞}. A simple J–holomorphic map u : (Σ, j) → (M, J ) is called
k–rigid if it is rigid and all of its multiple covers of degree at most k are rigid.
It follows from [16, Lemma 1.5.1;27, Theorem 3] that dimker dN
u, J
> index(u). Consequently, a
k–rigid J–holomorphic map must have index(u) 6 0.
Definition 2.10. Let k ∈ N∪{∞}. An almost complex structure J is called k–rigid if the following
hold:
1. Every simple J–holomorphic map of index zero is k–rigid.
2. Every simple J–holomorphic map has non-negative index.
3. Every simple J–holomorphic map of index zero is an embedding, and every two simple J–
holomorphicmaps of index zero either have disjoint images or are related by a reparametriza-
tion.
Remark 2.11. In dimension four, one should weaken (3) and require only that every simple J–
holomorphic map of index zero is an immersion with transverse self-intersections, and that two
such maps are either transverse to one another or are related by reparametrization. However, we
will only be concerned with dimension (at least) six.
Definition 2.12. Let k ∈ N∪{∞}. Let (M,ω) be a symplectic manifold. Denote byJ(ω) the space
of almost complex structures on M compatible with ω. Denote by Rk (ω) the subset of those
almost complex structures J ∈ J(ω) which are k–rigid.
Theorem 2.13 (Eftekhary [10, Theorem 1.2]). Let (M,ω) be a symplectic manifold. If dimM > 6,
then R4(ω) ⊂ J(ω) is a residual subset.
Conjecture 2.14 (Bryan and Pandharipande [2, p. 290]). Let (M,ω) be a symplectic manifold. If
dimM > 6, then R∞(ω) ⊂ J(ω) is a residual subset.
Wendl [28] has made remarkable progress towards proving this conjecture. His work shows
that Conjecture 2.14 holds provided generic real Cauchy Riemann operators satisfy an analytic
condition known as Petri’s condition; see also [9].
3 Real Cauchy–Riemann operators and almost complex structures
We will show that associated with every real Cauchy–Riemann operator defined on a vector bun-
dle there is a natural almost complex structure on the total space of that bundle. This construction
is inspired by [25, p. 825–826]; similar material can be found in [28, Appendix B].
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Definition 3.1. Let (Σ, j) be a Riemann surface. Let π : E → Σ be a Hermitian vector bundle over
Σ. A first order linear differential operator d : Γ(E) → Ω0,1(Σ,E) is called a real Cauchy–Riemann
operator if
(3.2) d(f s) = (∂¯ f )s + f ds
for all f ∈ C∞(M,R). The anti-linear part of d is defined as
n = nd ≔
1
2
(d + JdJ ) ∈ Γ(Hom(E,HomC(TΣ,E))).
Every real Cauchy–Riemann operator can be written as
d = ∂¯∇ + n
where ∂¯∇ ≔ ∇
0,1 is theDolbeault operator associatedwith aHermitian connection∇ onE. Denote
by H∇ ⊂ TE the horizontal distribution of ∇. It induces an isomorphism
(3.3) TE = H∇ ⊕ π
∗E  π ∗TΣ ⊕ π ∗E.
Definition 3.4. The complex structure J∇ on E associated with ∇ is defined by pulling back the
standard complex structure j ⊕ i on π ∗TΣ ⊕ π ∗E by the isomorphism (3.3).
It is well-known that a section s ∈ Γ(E) satisfies ∂¯∇s = 0 if and only if the map s : Σ → E is
J∇–holomorphic. The following proposition extends this to real Cauchy–Riemann operators.
Definition 3.5. Let d = ∂¯∇ + n be a real Cauchy–Riemann operator. Define Ln : TE → TE by
Ln = −2n(v)jπ∗
at v ∈ E. The almost complex structure Jd on E associated with d is defined by
Jd ≔ J∇ + Ln .
Proposition 3.6. For every real Cauchy–Riemann operator d : Γ(E) → Ω0,1(E) the following hold:
1. Jd is an almost complex structure.
2. The projection π : E → Σ is holomorphic with respect to Jd.
3. For every x ∈ Σ the fiber Ex = π
−1(x) is a Jd–holomorphic submanifold of E.
4. A section s ∈ Γ(E) satisfies ds = 0 if and only if s : Σ → E is a Jd–holomorphic map.
5. There exists a symplectic form ω on the unit disc bundle B1(Σ) ⊂ NΣ which tames Jd.
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Proof. With respect to (3.3) we have
(3.7) Jd =
(
j 0
−2n(v)j i
)
at v ∈ E. Since n(v) is anti-linear,
n(v)j2 + in(v)j = 0.
Therefore,
J 2
d
= −id;
that is, (1) holds.
Both (2) and (3) immediately follow from (3.7).
We prove (4). Let s : Σ → E be a section. The projection of ds to the first factor of (3.3) is
π∗ ◦ ds = idT Σ and thus j–linear. The projection of ds : TΣ → s
∗TE to the second factor is its
covariant derivative ∇s : TΣ → s∗E. Therefore, the J∇–antilinear part of ds is
1
2
(ds + J∇ ◦ ds ◦ j) = (∇s)
0,1
= ∂¯∇s .
The Jd–antilinear part of ds is
1
2
(ds + Jd ◦ ds ◦ j) =
1
2
(ds + J∇ ◦ ds ◦ j + Ln ◦ ds ◦ j)
= ∂¯∇s + Ln ◦ ds ◦ j
= ∂¯∇s + nds = ds .
Therefore, ds : TΣ → TE is Jd–linear if and only if ds = 0.
The proof of (5) is standard; see, e.g., [28, Lemma B.2]. Nevertheless, we include it here for
completeness. Let ωΣ be an area form on Σ. Let ωE be any closed 2–form on B1(Σ) which is
positive when restricted to the fibers of E; that is, for all vertical tangent vectors vE
(3.8) ωE (vE , J∇vE ) & |vE |
2
.
Such a form can be constructed by choosing local unitary trivializationsofE |Ui  Ui×C
r , denoting
by λi the corresponding Liouville 1–forms on C
r vanishing at zero, and setting
ωE = d
(∑
i
χi ◦ π · λi
)
for a partition of unity (χi ). This form satisfies (3.8) on E. It remains to show that for τ ≫ 1 the
closed 2–formω = τωΣ+ωE tames Ju on B1(Σ). For a tangent vectorw toE at a point (x,v) ∈ B1(Σ)
denote bywH and wE its horizontal and vertical parts in the decomposition (3.3). We have
ω(w, Jdw) = (τωΣ +ωE )(w, (J∇ + Ln)w)
= τωΣ(wH , jwH ) +ωE (wE , J∇wE) +ωE (wE , LnwH ).
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From |Ln(v)| . |v | < 1 it follows that
|ωE (wE , LnwH )| . |wE | |wH |.
Since
τωΣ(wH , jwH ) +ωE (wE , J∇wE) & τ |wH |
2
+ |vE |,
it follows that ω tames Ju provided τ ≫ 1. 
The next two propositions are concerned with the following situation. Let u : (Σ, j) → (M, J )
be a J–holomorphic embedding. Denote by Nu → Σ its normal bundle and by dNu, J the normal
Cauchy–Riemann introduced in (2.7). Write
(3.9) Ju ≔ JdN
u, J
for the almost complex structure on the total space of Nu associated with dNu, J .
Proposition 3.10. For every λ > 0 define σλ : Nu → Nu by
σλ(v) ≔ λv .
If U ⊂ Nu is an open neighborhood of the zero section in Nu such that the exponential map
exp : U → M is an embedding, then
σ ∗λ exp
∗ J → Ju as λ → 0.
Proof. Denote by ∇ the connection on Nu → Σ induced by the Levi–Civita connection on M .
Throughout this proof, we identify
TU = π ∗TΣ ⊕ π ∗Nu
as in (3.3). The two almost complex structures J∇ and exp
∗ J on U ⊂ Nu agree along the zero
section. The Taylor expansion of exp∗ J is of the form
(3.11) exp∗ J (x,v) = J∇(x, 0) + ∇v J (x, 0) +O(|v |
2).
Set
L(x,v) ≔ ∇n J (x, 0).
We write L as the matrix
L(x,v) =
(
L11(x,v) L12(x,v)
L21(x,v) L22(x,v)
)
.
Here each Li j is linear in v. The derivative dσλ is given by
dσλ =
(
id
λ
)
.
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Therefore,
(σλ)
∗L(x,v) =
(
id
λ−1
) (
L11(x, λv) L12(x, λv)
L21(x, λv) L22(x, λv)
) (
id
λ
)
=
(
λL11(x,v) λ
2L12(x,v)
L21(x,v) λL22(x,v)
)
.
As λ tend to zero, all but the bottom left entry tend to zero.
By construction, σ ∗
λ
J∇ = J∇. As λ tends to zero, the rescalings of terms of second order and
higher in (3.11) tend to zero. It remains to identify the term L21. By definition,
L21(x,v) = πNu ◦ ∇v J (x, 0) ◦ π∗.
Comparing (2.6), Definition 3.1, and Definition 3.5, we see that L21 = Lu . This finishes the proof.

Proposition 3.12. If u˜ : (Σ˜, j˜) → (Nu, Ju) is a simple Ju–holomorphic map whose image is not con-
tained in the zero section, then:
1. the map φ : (Σ˜, j˜) → (Σ, j) given by φ ≔ π ◦ u˜ is non-constant and holomorphic, and
2. the J–holomorphic map u ◦ φ : (Σ˜, j˜) → (M, J ) is not rigid; in particular, the J–holomorphic
map u : (Σ, j) → (M, J ) is not k–rigid for k = deg(φ).
Proof. By Proposition 3.6 (2), π : Nu → Σ is Jd–holomorphic. Therefore, φ is holomorphic. The
map φ is constant if and only if the image of u˜ is contained in a fiber of π . This is impossible,
because then u˜ would be constant. This proves (1).
The normal bundle of the J–holomorphic map u ◦ φ is Nu◦φ = φ
∗Nu. The corresponding
normal Cauchy–Riemann operator is
(3.13) dNu◦φ, J = φ
∗
d
N
u, J .
Since u˜ takes values in Nu, for every x ∈ Σ˜ we have
u˜(x) ∈ Nuπ (u(x )) = Nuφ(x ) = (φ
∗Nu)x .
This gives rise to the section s ∈ Γ(φ∗Nu) defined by
s(x) ≔ u˜(x) ∈ (φ∗Nu)x .
This section is not the zero section, because the image of u˜ is not contained in the zero section.
The upcoming discussion will show that
d
N
u◦φ, J s = 0.
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In light of Proposition 3.6 (4), this will imply (2).
Denote byZ the finite set of critical values ofφ. Set Z˜ ≔ φ−1(Z ). The restriction u˜ : Σ˜\Z˜ → Nu
is a Ju–holomorphic embedding andφ : Σ˜\Z˜ → Σ\Z is an unbranched holomorphic coveringmap.
Hence, every x ∈ Σ˜\Z˜ has an open neighborhood U such that u˜ |U is an embedding and φ |U is
biholomorphic. Therefore, π |u˜(U ) maps u˜(U ) holomorphically to φ(U ). It follows that u˜(U ) ⊂ Nu
is the graph of a Ju–holomorphic section f : φ(U ) → Nu |φ(U ). By construction and by Proposi-
tion 3.6,
s |U = φ
∗ f and dNu, J f = 0.
The relation (3.13) shows that dN
u◦φ, J
s = 0 holds onU . Since x ∈ Σ˜\Z˜ was arbitrary, it holds on all
of Σ˜\Z˜ . In fact, since s is smooth, it holds on all of Σ˜. 
4 J–holomorphic cycles and geometric convergence
In this section we introduce the notions of J–holomorphic cycles and geometric convergence. We
then compare these with the notions of closed J–holomorphic integral currents and weak con-
vergence. This comparison, combined with a classical compactness result in geometric measure
theory, implies Lemma 1.9. Throughout, let (M, J ,д) be an almost Hermitian manifold. Denote by
σ ≔ д(J ·, ·)
the corresponding Hermitian form.
Definition 4.1. A J–holomorphic curve is a subset of M which is the image of a simple J–
holomorphic map u : (Σ, j) → (M, J ). A J–holomorphic cycle C is a formal linear combination
C =
I∑
i=1
miCi
of J–holomorphic curves C1, . . . ,CI with coefficientsm1, . . . ,mI ∈ N. The homology class rep-
resented by C is
[C] ≔
I∑
i=1
mi (ui )∗[Σi ].
The support of C is the subset
supp(C) ≔
I⋃
i=1
Ci .
The current associated with C is defined by
δC (α) ≔
I∑
i=1
mi
ˆ
Σi
u∗i α for α ∈ Ω
2
c (M).
10
The mass of C is
M(C) ≔
I∑
i=1
mi area(Ci ) = δC (σ ).
We say that C is smooth if the J–holomorphic curves C1, . . . ,CI are embedded and pairwise
disjoint.
Definition 4.2 (Taubes [26, Definition 3.1]). LetM be a manifold and let (Jn,дn)n∈N be a sequence
of almost Hermitian structures converging to an almost Hermitian structure (J ,д). For every
n ∈ N let Cn be a Jn–holomorphic cycle. We say that (Cn)n∈N geometrically converges to a
J–holomorphic cycle C if:
1. (δCn )n∈N weakly converges to δC ; that is:
lim
n→∞
δCn (α) = δC (α) for all α ∈ Ω
2
c (M)
and
2. (supp(Cn))n∈N converges to supp(C) in the Hausdorff distance; that is:
(4.3) lim
n→∞
dH (supp(C), supp(Cn)) → 0.
Recall that the Hausdorff distance between two closed sets X and Y is defined by
dH (X ,Y ) ≔ max
{
sup
x ∈X
d(x,Y ), sup
y∈Y
d(y,X )
}
.
The following results compare J–holomorphic cycles and geometric convergence with closed
integral currents on M which are calibrated by σ and weak convergence. We refer the reader to
the lecture notes [17] for the required background on geometric measure theory.
Proposition 4.4. If δC is a closed integral current which is calibrated by σ , then there exist a J–
holomorphic map u : (Σ, j) → (M, J ), with a possibly disconnected domain Σ, and a locally constant
function k : Σ → N such that
δC (α) =
ˆ
Σ
k · u∗α for all α ∈ Ω2c (M).
In particular, there exists a J–holomorphic cycle C whose associated current is δC .
Proposition 4.5. In the situation of Definition 4.2, if condition (1) holds and there exists a compact
subset containing supp(Cn) for every n ∈ N, then condition (2) holds as well.
We prove the second result first, since it is more elementary.
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Proof of Proposition 4.5. This is contained in the proof of [26, Proposition 3.3] and also a well-
known fact in geometric measure theory. Let us explain the proof nevertheless. The salient point
is the monotonicity formula for J–holomorphic curves; see, e.g., [20, Corollary 3.2;26, Lemma
3.4]. It states that there are constants c, r0 > 0 such that for every J–holomorphic curve C, every
x ∈ C, and every r ∈ [0, r0]
(4.6) M(δC |Br (x )) = δC |Br (x )(σ ) > cr
2
.
Moreover, it follows from the proof of the monotonicity formula that these constants can be
chosen such that (4.6) holds for every almost Hermitian structures in the sequence (Jn,дn)n∈N as
well as the limit (J ,д).
Condition (4.3) is equivalent to
lim
n→∞
sup{d(x, supp(C)) : x ∈ supp(Cn)} = 0 and(4.7)
lim
n→∞
sup{d(x, supp(Cn)) : x ∈ supp(C)} = 0.(4.8)
If (4.7) fails, then after passing to a subsequence there exists an ε > 0 and a sequence of points
(xn) with
xn ∈ supp(Cn) but d(xn , supp(C)) > ε .
After passing to a further subsequence (xn) converges to a limit x ∈ M with d(x, supp(C)) > ε .
Fix 0 < r 6 min{ε/2, r0}. Let χ ∈ C
∞(M, [0, 1]) be supported in B2r (x) and equal to one in Br (x).
By (4.6), for n ≫ 1
c0r
2
6 M(δCn |Br (x )) 6 δCn (χσ ).
This contradicts the weak convergence condition (1), because
δC (χσ ) = 0.
If (4.8) fails, then a slight variation of this argument derives another contradiction to (1). 
Proof of Proposition 4.4. For symplectic 4–manifolds this was proved by Taubes [24, Proposition
6.1]. Taubes’ argument and the work of Rivière and Tian [21] establish the result for general
symplecticmanifolds. The extension to almostHermitianmanifolds relies on thework of De Lellis
et al. [7, 5, 6, 4]. Their main result [7, Theorem 0.2] implies that the singular set of δC is finite
(since it is discrete and since δC is closed and of finite mass and, thus, has compact support). We
need not just their main result but also the following intermediate result.
Definition 4.9. Given k ∈ N, set
D˜k ≔
{
(z,w) ∈ C2 : z = wk and |z | < 1
}
.
We consider D˜k\{0} as oriented smooth manifold such that the map (z,w) 7→ z is an orientation-
preserving local diffeomorphism. We equip it with the pull-back of the flat metric.
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Definition 4.10. Let k ∈ N and α ∈ (0, 1). Let f : D˜k → R2n−2 be a continuous injective map
which is of class C3,α on D˜k\{0} and satisfies |df | . |z |α . Define f : D˜k → R2n by
f (z,w) ≔ (z, f (w)).
LetU ⊂ R2n be an open subset and let ϕ : U → M be a chart. The graph of f with respect to ϕ is
the integral currentGf ,ϕ defined by
Gf ,ϕ (α) ≔
ˆ
D˜k \{0}
f ∗ϕ∗α for α ∈ Ω2c (M).
Lemma 4.11 (De Lellis et al. [6, Section 1]). For every x ∈ supp(δC ) there are: a neighborhood U
of x , finite collections of maps f1, . . . , fm and charts ϕ1, . . . ,ϕm as in Definition 4.10, and weights
ℓ1, . . . , ℓm ∈ N such that
δC |U =
m∑
i=1
ℓiGfi ,ϕi .
Denote by Σ˚ the regular part of supp(δC ). Since δC is calibrated, the tangent spaces to Σ˚ are
J–invariant. Therefore, Σ˚ canonically is a Riemann surface. As mentioned earlier, the singular set
sing(δC ) ≔ supp(C)\Σ˚ is finite. Lemma 4.11 shows that every x ∈ sing(δC ) has a neighborhoodU
such that
Σ˚ ∩U  C∗ ⊔ · · · ⊔ C∗.
Thus, Σ˚ can be compactified to a Riemann surface Σ by adding finitely many points.
The Riemann surface Σ comes with a continuous map u : Σ → M . Its restriction to Σ˚ is
smooth and J–holomorphic. It follows from elliptic regularity that u is, in fact, smooth and J–
holomorphic on all of Σ. The above discussion shows that
δC (α) =
ˆ
Σ
k · u∗α
for some locally constant function k : Σ → N. 
Proof of Lemma 1.9. The sequence of closed integral currents (δCn )n∈N has uniformly bounded
mass. Therefore, there exists a subsequence which weakly converges to a closed integral current
δC calibrated by σ ; see, e.g., [11, Theorem 4.2.17;22, Theorem 27.3;17, Theorem 3.7]. By Propo-
sition 4.4, δC is the current associated with a J–holomorphic cycle C. By Proposition 4.5, the
sequence of pseudo-holomorphic cycles (Cn) geometrically converges to C. 
5 Proof of Theorem 1.6
Suppose that J is k–rigid and that A ∈ H2(M) satisfies 〈c1(M, J ),A〉 = 0 and its divisibility is
at most k . If the conclusion of the theorem fails, then there are are infinitely many distinct J–
holomorphic curvesCn ⊂ M representingA and of energy at most Λ. By Lemma 1.9, after passing
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to a subsequence, the sequence (Cn) converges geometrically to a J–holomorphic cycle
C∞ =
I∑
i=1
miC
i
∞.
Proposition 5.1. C∞ is connected, smooth, and its multiplicity is at most the divisibility of A.
Proof. By Definition 4.2 (1), [C∞] = [A]. Let ui : Σi → M be a simple J–holomorphic map whose
image is Ci∞. The index formula (2.5) yields
I∑
i=1
mi index(ui ) =
I∑
i=1
2mi 〈c1(M, J ), [C
i
∞]〉 = 2〈c1(M, J ), [C∞]〉 = 0.
Since J is k-rigid, by Definition 2.10 (2), there are no J–holomorphic curves of negative index.
Thus, we have index(ui ) > 0 for every i ∈ {1, . . . , I } and the above computation shows that
index(u1) = · · · = index(uI ) = 0.
Therefore, by Definition 2.10 (3), the J–holomorphic curves C1∞, . . . ,C
I
∞ are embedded and pair-
wise disjoint. This proves thatC∞ is smooth.
To see that C∞ is connected, observe that if C∞ where disconnected, then Definition 4.2 (2)
would imply that Cn is disconnected for n ≫ 1. However, Cn is a J–holomorphic curve and thus
connected by definition.
Since A =m1[C
1
∞], it follows thatm1 is at most the divisibility of A. 
In the following, we rescale the sequence (Cn) and extract a further limit C˜∞. The properties
of C˜∞ will give a contradiction to J being k–rigid.
Henceforth, we denote by C1∞ the J–holomorphic curve underlying the J–holomorphic cycle
C∞. Since the curves Cn are all distinct, we can assume that they are all distinct from C
1
∞. We
can also assume that every Cn is contained in a sufficiently small tubular neighborhood of C
1
∞.
By slight abuse of notation, we regard Cn as an exp
∗ J–holomorphic curve in the normal bundle
NC1∞ and C
1
∞ as the zero section in NC
1
∞.
For every λ > 0 let σλ be as in Proposition 3.10. Choose (λn) such that such that the sets
C˜n ≔ σ
−1
λn
(Cn)
satisfy
(5.2) dH (C˜n ,C
1
∞) = 1/2.
Set
Jn ≔ σ
∗
λn
exp∗ J .
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By construction, the C˜n are Jn–holomorphic. By Proposition 3.10, the sequence (Jn) converges
to the almost complex structure Ju associated with the J–holomorphic map u : C →֒ M . The
sequence (C˜n) is contained in the compact disc bundle B¯1/2(C
1
∞) ⊂ NC
1
∞. By Proposition 3.6 (5),
Ju is tamed by a symplectic form ω on B1(C). Consequently, for n ≫ 1 the almost complex
structure Jn is tamed by ω as well. Define a Riemannian metric д on B1(C
1
∞) by
д ≔
1
2
(ω(Ju ·, ·) +ω(·, Ju ·)).
The analogously defined metrics дn are Hermitian with respect to Jn and converge to д. By the
energy identity [19, Lemma 2.2.1],
lim
n→∞
M(C˜n) = lim
n→∞
δC˜n (ω) = δC˜ (ω) < ∞.
Therefore, the mass of C˜n with respect to дn (and thus also д) can be bounded independent of n.
By Lemma 1.9, a subsequence of (C˜n) geometrically converges to a J–holomorphic cycle
C˜∞ =
I∑
i=1
m˜iC˜
i
∞.
Condition (5.2) guarantees that supp(C˜∞) , C
1
∞. The argument from the proof of Proposition 5.1
shows that I = 1 and
[C˜1∞] =
m1
m˜1
[C1∞].
Therefore, Proposition 3.12 applies and the map φ defined there has degree at most the divisibility
of A. This contradicts J being k–rigid. 
A Proofs of Proposition 1.3 and Proposition 1.4
Proof of Proposition 1.3. By a classic theorem of Thom, there is a closed, connected, oriented sur-
face Σ and an embedding u0 : Σ → M with u∗[Σ] = A. After adding sufficiently many small
1–handles, we can assume that д(Σ) > n. Gromov’s h–principle [13, Section 3.4.2 Theorem (A)]
implies that u0 isC
0–close to an embedding u : Σ → M with u∗ω > 0.
Denote the image of u by C. The restriction of TM to C is the direct sum of the symplectic
subbundle TC and its symplectic complement, which can be identified with NC. The space of
complex structures on R2n compatible with a fixed non-degenerate 2–form form is contractible.
This implies that: (1) bothTC and NC admit almost complex structures compatible withω; hence,
TM |C admits an almost complex structure compatible with ω, and (2) any such almost complex
structure onTM |C can be extended to an almost complex structure onTM compatible withω. 
Remark A.1. If (M,ω) is a symplectic 4–manifold, then every A ∈ H2(M) with 〈[ω],A〉 > 0 is
represented by an immersed symplectic surface C with transverse double points. Such a surface
is J–holomorphic for an almost complex structure compatible with ω if only if all of its self-
intersections are positive.
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Proof of Proposition 1.4. Denote by M the component of the universal moduli space of simple
pseudo-holomorphic maps from a Riemann surface of genus д to M . This is a separable Banach
manifold and the projection map π : M → J is a Fredholm map of class C1 and index
(n − 3)(2 − 2д) + 2〈c1(M, J ),A〉;
see, e.g., [27, Theorem 0;15, Proposition 5.1]. If (1.5) is violated, then this index is negative. The
result thus follows from the Sard–Smale theorem [23]. 
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