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Introduction. Dimension reduction considers the question of removing a noise subspace from
a larger multivariate signal. Classically, a signal is differentiated from noise by having a higher
variance, and algorithms such as principal component analysis (PCA) in the linear case remove the
low-variance components. This can be extended to nonlinear settings, which results in methods
including nonlinear PCA [7], kernel PCA [6], ISOMAP [9] and LLE [8], to name but a few. These
techniques are well-developed and powerful if the noise is comparatively low (in terms of power
i.e. variance) when compared to the signal; in other words a signal manifold has to be ‘visible’ in
the local covariance matrix. However the methods fail to capture signals that are deteriorated by
noise of similar or stronger power.
Broadly speaking, there are two solutions to extract signals from higher-variance noise: (a) use
higher-orderstatistics of the data to differentiate signal from noise, or (b) use additional information
of the data such as temporal structure to deﬁne a signal manifold. (a) leads to the recently proposed
non-Gaussiancomponentanalysis(NGCA)[3,5,10],a subspaceextensionofprojectionpursuit. The
noise subspace is characterized simply by being Gaussian. NGCA tries to detect the non-Gaussian
signal subspace within the data, and in contrast to independent component analysis no assumption
of independence within the subspace is made. It has been shown that the minimal NGCA signal
subspaces is unique [10]. This method is clearly the only available alternative to second-order
approaches if i.i.d. signals are given. However, if the observations possess additional structure such
as temporal dependencies, approach (b) provides an often simpler dimension reduction framework.
Frequently, it is implicitly taken by methods that preprocess the data by transforming them into for
example a Fourier or a Wavelet basis, which uses the time structure only in the preprocessing step.
The assumption is that in the transformed domain, variance-based methods then sufﬁce.
Here, we take approach (b) and propose a novel method that takes the idea of NGCA and its under-
lying algorithms [3,5] — namely the decompositioninto a maximally white and ‘another’ signal —
to the temporal domain, and apply it to the extraction of the signal subspace of fMRI data sets.
Colored subspace analysis (CSA). Let x(t) be an (observed)d-dimensional real stochastic process
and A an invertiblereal matrix such that x(t) = As(t). As in NGCA, an n-temporal-decomposition
of s(t) is deﬁned by s(t) = (sN(t),sG(t)), where sN(t) is an n-dimensional square-integrable
wide-sense stationaryrandomprocess andsG(t) is i.i.d., such that the auto-crosscorrelationof sG(t)
and sN(t) vanishes. Splitting up A = (AN,AG) accordingly yields the generative model x(t) =
ANsN(t) + AGsG(t). With W := A−1 =: (W⊤
N,W⊤
G)⊤, the dimension reduction consists of
projecting x(t) onto the lower-dimensional signal sN(t) = WNx(t).
Indeterminacies. The subspace given by the range of WN is denoted as the colored subspace of
x(t). Clearly, the coefﬁcients of A or W cannot be unique. However, from similar arguments as
below, it can be shown that the colored subspace itself is unique if the n-temporal decomposition is
minimal in the sense that no (n−1)-temporal-decompositionof x(t) exists; we have to assume that
the noise subspace is maximal as we do not make any assumptions on sN(t).
Algorithm. The key assumption of the model is that the sN(t) and sG(t) have no common auto-
correlations, i.e.—after centering—that Rs(τ) := E(s(t + τ)s(t)⊤) is block diagonal of the form
Rs(τ) = RsN(τ) 0
0 RsG(τ) for all τ. Moreover, the noise component sG(t) is characterized by
being i.i.d., hence RsG(τ) = 0 for τ  = 0. It can be shown that minimality of the colored subspace
is guaranteed if n is chosen maximal such that there still exists a τ  = 0 with full-rank Rs(τ). The
factorization model now provides that the observed autocorrelations Rx(τ) can be factorized intoRx(τ) = ARs(τ)A⊤. As preprocessing, we ﬁrst remove correlations by PCA, which guarantees
that Rx(0) = I. Since the basis in the signal and noise subspaces are non-unique, we may choose
coordinates as normalization such that without loss of generality RsN(0) = I and RsG(0) = I,
hence Rs(0) = I. Then A is orthogonal, because AA⊤ = ARs(0)A⊤ = Rx(0) = I.
So the model factorization together with the block structure implies that A and hence the col-
ored subspace can be algorithmically detected by block-diagonalizing one symmetrized ¯ Rx(τ) =
1/2(Rx(τ) + Rx(τ)⊤). Robustness can be increased by performing orthogonal joint block-
diagonalization[1,4]ofmultipleorall ¯ Rx(τ) forτ  = 0. Thedimensionn ofthesignalsubspacecan
bedeterminedas n := maxτ =0 rank ¯ Rx(τ), whichin practicehas tobereplacedbya thresholdedor
adaptive rank calculation to allow for noise and ﬁnite-sample effects. Using the fact that RsG(τ) =
0,τ  = 0moreexplicitly,wegetRx(τ) = (AN,AG)Rs(τ)(AN,AG)⊤ = ANRsN(τ)A⊤
N. Hence
after joint block-diagonalization,the colored subspace is given by the non-zero eigenvalues—which
in the ﬁnite-sample case has to be approximated.
This model is related to the BSS-algorithms AMUSE [11], SFA [12] for one and SOBI [2], TD-
SEP [15] for multiple autocovariance matrices. The difference is that no generative data model is
necessary—CSA is applicable to any wide-sense stationary random process; the signal subspace is
automatically and uniquely determined.
Nonlinear extension. In contrast to NGCA, CSA is second-order in the sense that its calculations
only need inner products. Hence, similar to kernel PCA [6] and bilinear SFA [12], it can be readily
extended to nonlinear settings by embedding the data x(t) into a high-dimensional feature space, in
which the above linear method is applied. If the resulting scalar-products of the embedding can be
described via a kernel, application of the common kernel trick i.e. replacing all dot-products by the
kernel coefﬁcients, yields a computationally efﬁcient method for nonlinear CSA.
Signal-subspaces in fMRI data. Functional magnetic-resonance imaging (fMRI) can be used to
measure brain activity. Multiple MRI scans are taken in various functional conditions; the extracted
task-related component reveals information about the task-activated brain regions. Classical power-
based methods fail to blindly recover the task-related component as it is very small with respect
to the total signal, usually around one percent in terms of variance. Hence we propose to use the
autocovariance structure (in this case spatial autocovariances)in combination with CSA to properly
reduce the data dimension. fMRI data with 98 images (TR/TE = 3000/60 msec) were acquired with
ﬁve periods of rest and ﬁve photic simulation periods with rest. Simulation and rest periods com-
prised 10 repetitions each, i.e. 30s. Resolution was 3×3×4 mm. The slices were oriented parallel
to the calcarine ﬁssure. Photic stimulation was performed using an 8 Hz alternating checkerboard
stimulus with a central ﬁxation point and a dark background with a central ﬁxation point during the
control periods [13].
In order to compare the performance of CSA versus standard PCA-based dimension reduction
in varying source data dimension, we consider a single subject, and reduce the total data to
p ∈ {2,5,10,20,50,98} dimensions by PCA. Then we either apply CSA or PCA and order the
components in decreasing order of the eigenvalues (of autocovariance or covariance respectively).
We analyze how well the task-related componentwith task vector v ∈ R98 is contained in a compo-
nent by f(i) := (W(i,:)v)2, where W is the separating matrix. In order to allow for ﬁnite-sample
effects, we compare the recoveredsubspace for all varyingreduced dimensions n by comparingit to
the total power by plotting c(n) =
Pn
i=1 f(i)/
P
i f(i) versus n, see ﬁgure 1. For strongly reduced
data p ≤ 5, both methods capture the task component for low n, PCA more so than CSA. But in
morerealistic data settings p ≥ 10, necessaryfor full data evaluation,CSA consistentlyneeds n = 5
components to guarantee that the task-related component is contained in the signal subspace (with
probability .8 for p ≤ 20), whereas PCA needs already n = 18 components to guarantee the same
for p = 20, and more so for larger p. This shows that CSA can be used as preprocessing tool for
fMRI data much more efﬁciently than PCA, albeit at a higher computational cost.
We are presently analyzing the performance of CSA on other medical imaging applications such as
EEG andMEG; we believethat the methodmayprovidea useful toolforpreprocessingdata to allow
for more efﬁcient analysis in a lower-dimensional signal subspace that still captures ﬁne-grained
and low-power statistics of the observations. Moreover, we are currently comparing the power of
the extended nonlinear CSA via kernels with the standard CSA and other methods, especially with
respect to human brain data.10
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Figure 1: Comparison of CSA (left) and PCA (right) for dimension reduction.
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