1. Introduction.
Controlled plane front solidification of alloys and other binary substances under an imposed temperature gradient is used in practice to grow single crystals, refine materials (e.g., zone refining), and obtain uniform or non-uniform composition within the material grown [1] . The most important industrial applications of this type of solidification are for growth of crystals for metal oxide semiconductors (MOS's) [1] . Growth of oxide crystals for jewels is another, much older commercial application of single crystal growth [1] . Another important application is in growth of oxides for laser systems and other optical devices [1] . Further industrial applications arise in ingot casting and in the steel and glass industries [2] . [3] of an existing two-dimensional nonlinear stability analysis [4] appropriate to this problem under those conditions for which a planar interface breaks down and forms cells. Unlike most weakly nonlinear stability analyses [5] in which the Landau-type constants appearing in the amplitude equations [6] are calculated by means of a Fredholm like solvability condition employing the adjoint linear eigenvector [4] [5] [6] [7] [8] [9] , we determined those constants by using a more direct approach [3] .
Motivated by the philosophy of Segel [10] [11] which is based upon an earlier contribution of Langer's [12] . This equation preserves the essential features of the full system of solidification equations [4] while markedly reducing the complexities involved in our nonlinear analysis. Hence, it is perfect for comparing the two methods under examination in this paper.
In particular after Sivashinsky [11] [4] .
In such an instance the latter describes the alteration, AT, of the interfacial temperature, T, from the equilibrium melting temperature at a planar interface, T(C), due to the curvature, K, of the interface itself.
That is, Then defining the above quantities by the simplified conditions yields the desired result. Boundary condition (1. 2b) follows from the balance of solute at the interface.
A further simplifying assumption in this model is that z extends to infinity. The far field condition of ( 1. 3) is a statement of the fact that far from the interface it is expected that the influence of the shape of that interface on the solute field will become negligible. [5] where Q is the growth rate of linear theory [4] and a, is the Landau constant to be determined. We also assume an analogous expansion for C(x, z, t) copsistent with that of (2.1) for C(x, t) where now the coefficient of each term corresponding to a (ij of the latter is considered to be a function of z denoted by Cij(z) with Coo(z) = Co(z). Then after substituting solutions of this type into our governing system of equations (1.1) In what follows, after DiPrima [7] , we shall identify the (o contained in (2 .1) with this Wc' the critical wavenumber of linear stability theory. We further note that consistent with the development already presented in this paper we shall assume We &#x3E; k or equivalently from (2.9) that which guarantees that those J satisfying (2. 7) are real valued [15] . Condition (2.10) is valid for the low growth velocities necessary to have neglected the latent heat effect at the interface which is an additional simplification required by both the Sivashinsky model [11] and that of wollkind and Segel [4] . Hence (3.16) in the form [3] where al is assumed to be constant, r3l (a) is the right hand side of (3.16) Let us now examine how the traditional formulation of (4.25) is used to determine a 1 and compare the value so obtained with that of (5.9). Representing (4.25) in the form we take the limit of (5.12) as J -0. Observing from (5.4) that since' 31 is well behaved at 6 = 0, the limits of (3.8) hold, and, in addition, we then obtain the following value for al : Using (3.8) and (5.14) in conjunction with the definitions of r3, (a) and S31 (a) as represented by the right hand sides of (3.16) [17] . It seems appropriate at this point to present a critique of their approach vis-a-vis our own. Using the approach of [17] , one would look for a solution of (3.1) and (3.3) of the form Then from (6.6) where use has been made of (3.14) in the above results. Now the approach of [17] entails taking the limit of (6.9) as J -0 and obtaining under the assumption that Upon comparing the result of (6.10) with our value for the Landau constant as determined by (5.15), it can be seen that the a1 of (6.10) differs from our previous value by a multiplicative factor of Fo. Caroli, Caroli and Roulet [17] after noting such a discrepancy between their value of a1, and that of Wollkind and Segel [4] , which had been computed by the adjoint operator method, attributed this to an error on the part of Wollkind and Segel [4] in taking the limit in (5.13) to be zero. Actually their argument is fallacious for the following reason. Explicitly denoting the a dependence, equation (6.7a) 
implies
Although it seems perfectly reasonable from a physical standpoint that C 31 (0; u) and C31 (a) would be well behaved in the limit as a -&#x3E; 0, the same is not true for A31(a) which becomes unbounded in that limit. Indeed employing (6.12) , (3. 7) and (3 .11 ) Hence taking the limit of (6.13) as a -&#x3E; 0, we obtain Now by taking the limit of (6.9) as a -&#x3E; 0 and using this condition of (6.14) instead of (6 .11 ), a value of ai results which is equal to that of (5.15 [17] rationale for employing their version of the direct method was that by doing so they could bypass the details of the adjoint operator method used by Wollkind and Segel [4] . It is in this spirit that the direct method of solution presented in this paper should be employed and possibly such employment may make nonlinear stability analyses more accessible to a wider class of researchers than has been the case heretofore with the adjoint operator method. and
