We consider a bistable mesoscopic chemical reaction system and calculate entropy production along the dominant pathway during nonequilibrium phase transition. Using probability generating function method and eikonal approximation, we first convert the chemical master equation into the classical Hamilton-Jacobi equation, and then find the dominant pathways between two steady states in the phase space by calculating zero-energy trajectories. We find that entropy productions are related to the actions of the forward and backward dominant pathways. At the coexistence point where the stabilities of the two steady states are equivalent, both the system entropy change and the medium entropy change are zero; whereas at non-coexistence point both of them are nonzero.
I. INTRODUCTION
Equilibrium statistical physics plays an important role in the fields of physics, chemistry, and biology. However, most of systems around us are in nonequilibrium condition [1] . Examples are ubiquitous including from mesoscopic chemical reactions in living systems to the evolution of biological population. Albeit stochastic fluctuations in mesoscopic systems are inevitable, such systems are capable of reaching a nonequilibrium steady state following Klein's concise terminology [2] . While for a nonlinear system, it is possible that there exist more than one steady state under the same condition, wherein each stable steady state corresponds to a peak in the stationary probability distribution, while an unstable steady state corresponds to a saddle [3, 4] . In this situation, fluctuations can induce the system from one stable steady state to another one, which is similar to a first-order phase transition in equilibrium systems [5−8] .
On the other hand, stochastic thermodynamics of chemical reaction systems has gained much attention recently [9−15] . The non-equilibrium steady state can be characterized by a non-zero entropy production rate. Recent developments in the area have highlighted the importance of entropy production and its relationship with the irreversible nature of a system. In particular, ever since the pioneer work of Seifert and co-workers [16] , it is possible to define a kind of dynamic entropy production along a stochastic trajectory. Therefore, a natural question arises: whether does entropy production along a fluctuation-induced transition pathway between two nonequilibrium stable steady states predict the relative stability of each state or not?
In this work, we use a bistable mesoscopic chemical reaction system that can possess two stable steady states and one unstable one. This system can conveniently illustrate the aforementioned idea. To obtain the transition pathway between the two stable steady states, we use probability generating function method and eikonal approximation to convert the chemical master equation into the classical Hamilton-Jacobi equation, and then get the dominant pathways in the phase space in terms of zero-energy trajectories.
II. CALCULATION
We consider an autocatalytic trimolecular reaction, first proposed by Schlögl [17] ,
Let a and b denote the concentrations of the chemicals A and B, respectively, which are both constants in the system. Let x be the concentration of the dynamic chemical X. The system is assumed to be homogeneous in space, and the volume of the system will be denoted as V . At the macroscopic level, the time evolution of the system's dynamics is described by the deterministic equation:
Depending on the system's parameters, the system can have one or two stable steady states [18] . In this work, we want to study the transition between two stable steady states. To the end, k 1 =3.0, k 2 =0.6, k 3 =0.25, k 4 =2.95 and a=1.0 keep unchanged, and b varies between 0 and 3.0, in which there are two stable steady states separated by an unstable steady state, i.e., the bistable case.
III. RESULTS AND DISCUSSION
At the mesoscopic level, however, molecular fluctuations are important and the reactive events are stochastic. Accordingly, the reactions are described as a birthdeath stochastic process for the number of the species X, n(t). The dynamics is then ruled by the chemical master equation for the probability P n (t) that the system contains the n X molecules at time t,
where W + (n) and W − (n) are the birth and death rates of X molecules for a given number n, respectively. Generally, the chemical master equation cannot be solved analytically. However, it provides the basis for the stochastic simulation algorithm proposed by Gillespie [19] . The main idea of Gillespie's algorithm is to randomly determine what the succeeding reaction step is and when it will happen according to the transition probabilities W ± (n). A long-time simulation trajectory is shown in Fig.1 , from which one can observe that the value of n jumps between a low-value state and a highvalue state due to fluctuation. To observe these transitions, a long waiting time is desirable, especially for a larger V . In order to get the dominant pathway of these nonequilibrium transitions, we shall adopt the method proposed by Elgart and Kamenev by using probability generation function and eikonal approximation [20, 21] . Let us now define the generating function of P n (t) as Knowing the generating function, one may find a probability of having n molecules at time t as:
In addition, p=1 plays a special role in this formulation. Firstly, the conservation of probability demands the fundamental normalization condition, G(1, t)≡1. Secondly, the moments of the P n (t) can be expressed through derivatives of the generating function at p=1, e.g.,
According to the generating function, the master Eq.(4) may be identically rewritten as
with the effective Hamiltonian operator
where q=∂/∂p is an auxiliary operator.
Using the eikonal ansatz G(p, t)=exp[−S(p, t)]
, we arrive at a Hamilton-Jacobi equation ∂ t S +H=0, where S is the classical action. Knowing the canonical equatioṅ q=∂H/∂p, and letting p≡1, we obtaiṅ
The Eq. (12) portrait of the system. It contains two lines of zero energy: the mean-field line p=1, and the non-mean-field line,
which can be determined by numerical calculation. These lines determine the topology of the phase diagram, as shown in Fig.2 , where the arrows show the positive time direction. The dominant pathway from q 1 to q 2 starts along the non-mean-field line to reach q 0 , and then go along the mean-field line. The action along the dominant pathway is denoted by S 1→2 . The dominant pathway from q 2 to q 1 takes a similar way and the corresponding action is denoted by S 2→1 . Correspondingly, the transitions rates are R 1→2 ≈exp(−S 1→2 ) and R 2→1 ≈exp(−S 2→1 ), respectively. In Fig.3 , we plot S 1→2 and S 2→1 as a function of the volume of the system V for b=1, in which we can find that both S 1→2 and S 2→1 linearly increase with V . This implies that the stability of the two stable states increase with the system's volume. In the limit V →∞, as described by the mean-field Eq.(3), the transition events between two stable states can not occur. In order to validate the results, we use a recent developed rare-event sampling method, forward flux sampling (FFS) [22] , to calculate the transition rate from q 2 to q 1 . FFS method can be used to calculate the rate of rare events both in and out of equilibrium systems. For comparison, in Fig.3 we also plot the logarithm of R 2→1 , lnR 2→1 , for some different V . It is clearly observed that the data from FFS are in agreement with those through calculating the action of the dominant pathway.
In Fig.4 , we show that S 1→2 and S 2→1 as a function of b for a fixed V =50. With the increment of b, S 1→2 monotonically decreases and S 2→1 monotonically increases, and the two lines coincide at b 1.5. This indicates that the stability of q 1 is weakened as b increases, FIG. 3 The action of the dominant pathway from q1 to q2, S1→2, and that from q2 to q1, S2→1, as a function of the system's volume V for a fixed b=1. The crosses are the results of lnR2→1 obtained by FFS. Other parameters are the same as those in Fig.1.   FIG. 4 The action of the dominant pathway from q1 to q2, S1→2, and that from q2 to q1, S2→1, as a function of b for a fixed V =50. Other parameters are the same as those in Fig.1. while stability of q 2 is strengthened with b. The stabilities of q 1 and q 2 are the same at b 1.5. From the thermodynamic point of view, the two stable states coexist only at b 1.5.
Recently, Seifert introduced the concept of entropy production along a stochastic trajectory, which makes it possible to define a kind of dynamic entropy production based on a path [16] . According to Seifert's deinition, the total entropy change along the path is the sum of the system entropy change and the medium entropy change as follows ∆s tot = ∆s + ∆s m (14)
Under the steady condition, we have 
Similarly, we have ∆s (q 2 → q 1 )=S 2→1 −S 1→2 and ∆s m (q 2 →q 1 )=−S 2→1 +S 1→2 . The total entropy change is ∆s tot =0. An direct conclusion is that at the coexistence point (S 1→2 =S 2→1 ), ∆s=∆s m =0, while at the non-coexistence point (S 1→2 =S 2→1 ), ∆s=−∆s m =0.
IV. CONCLUSION
Using a mesoscopic chemical reaction system that can possess two stable steady states, we have investigated entropy production along the dominant transition pathway from one stable state to the other one and its backward dominant pathway. By probability generating function method and eikonal approximation, we have converted the chemical master equation to the classical Hamilton-Jacobi equation. In the phase space, we have identified the dominant pathways between two steady states by calculating zero-energy trajectories. We find that entropy productions are related to the actions of the forward and backward dominant pathways. At the coexistence point where the stabilities of the two steady states are equivalent, both the system entropy change and the medium entropy change are zero, while at noncoexistence point both of them are nonzero. Therefore, one may use entropy production along the dominant pathways of nonequilibrium phase transitions to determine the dynamical stabilities of nonequilibrium steady states, and thus establish a possible relation between thermodynamics and dynamics.
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