Generalized ridge (GR) regression for a univariate linear model was proposed simultaneously with ridge regression by Hoerl and Kennard (1970) . In this paper, we deal with a GR regression for a multivariate linear model, referred to as a multivariate GR (MGR) regression. From the viewpoint of reducing the mean square error (MSE) of a predicted value, many authors have proposed GR estimators consisting of ridge parameters optimized by non-iterative methods. By expanding their optimizations of ridge parameters to the multiple response case, we derive MGR estimators with ridge parameters optimized by the plug-in method. We analytically compare obtained MGR estimators with existing MGR estimators, and numerical studies are also given for illustration.
Introduction
We consider a multivariate linear regression model with n observations of a p-dimensional 
. , k).
Even though the number of parameters has increased, we can obtain an explicit solution for θ to the minimization problem of the MSE of a predictor of Y . By using such closed forms for the solutions, many authors have proposed GR estimators such that θ can be obtained by non-iterative optimization methods (see e.g., Lawless, 1981) .
It is well known that the ridge estimator is a shrinkage estimator of regression coefficients towards the origin. One of the advantages of GR regression is to be able to obtain a shrinkage estimate for regression coefficients without the use of an iterative optimization algorithm on θ. It also has other advantages, namely, whereas ridge regression shrinks uniformly all coefficients of the LS estimator by a single ridge parameter, for GR regression, the amount of shrinkage is different for each explanatory variable. Thus GR regression is more flexible than ridge regression. From this viewpoint, we deal not with ridge regression but GR regression. We refer to GR regression for a multivariate linear model as a multivariate GR (MGR) regression.
Methods for optimizing θ in GR regression can be roughly divided into the following types:
• We obtain the optimal θ by replacing unknown parameters with their estimators in the explicit solution of θ to the minimization problem for the MSE of a predictor of Y ;
• We choose an optimal value of θ that makes the estimator of the MSE of a predicted value of Y a minimum.
In this paper, the first type of method is referred to as a plug-in method. Since the second method corresponds to a determination of θ by minimizing an information criterion (IC),
i.e., the C p criterion proposed by Mallows (1973; 1995) (for the multivariate case, see Sparks, Coutsourides and Troskie (1983) ), the second type of method is called an ICbased method. For each of the above two types of optimization methods in GR regression, formulas for obtaining optimal θ in the MGR regression will be derived.
By extending the formulas for a GR estimator with optimized ridge parameters from the plug-in method to the multivariate case, we are able to propose several MGR estimators with ridge parameters optimized by a non-iterative method. criterion proposed by Atkinson (1980) for MGR regression, which includes C p and M C p criteria omitting constant terms, as special cases. By using the GC p criterion, we can deal systematically with the optimization of θ when using an IC-based method. In particular, a family of MGR estimators with optimal θ obtained using the IC-based framework contains the James-Stein estimator proposed by Kubokawa (1991 
MGR Estimator and Target MSE

Preliminaries
By naturally extending the GR estimator, we derive the MGR estimator for (1.1) aŝ
where Θ = diag(θ) and Q is the k × k orthogonal matrix which diagonalizes X ′ X, i.e., LetŶ θ be a predictor of Y , given byŶ θ = 1 nȳ ′ + XΞ θ . In order to define the MSE ofŶ θ , we define the following discrepancy function for measuring the distance between n × p matrices A and B:
Since Σ is an unknown covariance matrix, we use the following unbiased estimator instead of Σ: 4) whereΞ is given in (1.2). By replacing Σ with (2.4), we can estimate (2.3) bŷ
These two functions in (2.3) and (2.5) correspond to summations of the Mahalanobis distances and the sample Mahalanobis distances between rows of A and B, respectively.
By using (2.3), the MSE ofŶ θ is defined as
In this paper, we choose θ that minimizes the MSE in (2.6) as the principal optimum.
Model Transformation
By using the singular value decomposition, we can determine an n × n orthogonal matrix P 1 and a (k + 1) × (k + 1) orthogonal matrix P 2 such that
where L is an n × (k + 1) matrix. Recall that X is standardized. Therefore, we have
Since the orthogonal matrix P 2 diagonalizes (2.8), from (2.2), P 2 and L can be expressed as
where O n,k is an n × k matrix of zeros.
By using (2.7) and (2.9), Z is calculated as
This equation means that Cov[z i ] = Σ (i = 1, . . . , n). Thus, from this result and (2.11), the following equation is obtained:
By a simple calculation, we can determine that the LS estimator of (
Hence, the LS estimators of Γ and µ can be expressed
respectively, where
By replacing D inΓ with D + Θ, the MGR estimator of Γ can be determined aŝ
Notice that P ′ 1 XQ = C. Hence, the relation between the MGR estimators of Ξ and Γ is as follows:
(2.16)
The above equation implies that the MSE ofŶ θ is equivalent to the MSE ofẐ θ . Therefore it appears that we can search for θ minimizing the MSE ofẐ θ instead of the MSE ofŶ θ .
Principal Optimal θ
Recall
By elementary linear algebra,
Notice that
This equation implies that 
Moreover, by using the results that
where
Substituting (2.22) and (2.23) into (2.21) yields
The above equation indicates that the principal optimal value of θ i can be obtained
The above equation yields the principal optimal value of θ i as
(2.24)
MGR Estimators with Optimized Ridge Parameters
For the case of a univariate linear model, many authors have provided formulas for GR estimators with optimized ridge parameters. By extending their methods for optimizing θ to the multivariate case, we derive formulas for MGR estimators with optimized ridge parameters. Since the MGR estimatorΞ θ in (2.1) is obtained by using the equation
. . , k) be the value of θ optimized by such a method, and letγ i (θ i ) be the ith row vector ofΓθ, which is defined by substitutingθ into θ inΓ θ .
From equation (3.1), we can see thatγ i (θ i ) is expressed aŝ
It is easy to obtain thatγ i =γ i (0). Let
3) can be rewritten as
is called the weight function. By using such a weight function, Lawless (1981) expressed several GR estimators with optimized ridge parameters. According to his notation, we specify the individual MGR estimator with an optimized value of θ using the weight function.
Plug-in Methods
In this subsection, we consider optimization methods based on the plug-in method.
The plug-in estimation is specified by estimators of γ i .
Once Plug-in Method
Since the principal optimal value of θ
′ is obtained as (2.24), we estimate θ * i by replacing γ i and Σ withγ i and S. Hence we obtain the following optimal θ by single plug-in estimation:θ
, the weight function corresponding toθ [1] i is given by
We refer to this plug-in method as PI. In the case of p = 1, the above results coincide with the result in Hoerl and Kennard (1970).
Multiple Plug-in Method
If multicollinearity occurs, the PI method does not yield a good estimate, sinceγ i depends on the ordinary LS estimator. Hence using the MGR estimator instead ofγ i yields the following optimal value of θ:
i is equal to the estimator obtained using the PI method. Equation (3.6) implies that
In the case of p = 1, the value of (3.6) was proposed by Hoerl and Kennard (1970) , and they usedγ [2] i to estimate the regression coefficient. Hence we also useγ [2] i which is obtained by usingθ [2] i . We denote this plug-in twice method as PI 2 . The optimal value of θ i derived using the PI 2 method is given bŷ
and the weight function corresponding toθ [2] i is given by
Infinite Plug-in Method
For the case of p = 1, Hemmerle (1975) showed that the value of (3.6) converges as s → ∞. By extending the proof in Hemmerle (1975) to the multivariate case, we obtain the following limiting value of (3.6) as s → ∞:
(the proof is given in Appendix A.1). We refer to this infinite plug-in method as PI ∞ .
The weight function w
is given by
IC-based Method
Yanagihara, Nagai and Satoh (2009) proposed C p -type criteria for optimizing θ. By omitting constant terms, their criteria are included in the following GC p criterion:
where the functionr is given by (2.5). The optimal value of θ i which minimizes (3.9) is obtained asθ
(the proof is given in Appendix A.2). Then the weight function
Optimization by Minimizing the C p Criterion
Yanagihara, Nagai and Satoh (2009) proposed a crude C p criterion whose main term corresponds to GC p (θ|1). From (3.10),θ
k). Then equation (3.11) yields the weight function of this estimator as
. This optimization method is referred to as C p . 
Optimization by Minimizing the
, and the weight function is w
This optimization method is referred to as M C p .
James-Stein Estimator
Kubokawa (1991) proposed an improved James-Stein estimator which is a shrinkage
the James-Stein estimator of γ i is obtained aŝ
,
Hence, the weight function for this optimization is obtained as
From (3.10), we can see thatθ
is also obtained by minimizing GC p (θ|c J ). This optimization method is referred to as JS.
Other Method
In the case of p = 1, there is a method for optimizing θ which does not correspond to either a plug-in method or an IC-based method. Such a method was proposed by Lott (1973) . By extending this method to the multivariate case, we obtain the following optimal θ:θ
and the weight function w (P) (t i ) corresponding toθ
According to Lawless' notation, this optimization method is referred to as PC (principal component). 
Properties of Optimized Ridge Parameters
Relationship with Hypothesis Testing
Sometimes, an estimate of the MGR estimator of γ i becomes 0 p after optimizing.
This result can be considered from the viewpoint that we estimate γ i as 0 p when the null hypothesis in the following hypothesis test is accepted:
In this subsection, we discuss the relationship between each method for optimizing θ and the hypothesis test of (4.1). Since Cov[ Γ. These shrinkage ratios also become small as t i increases and eventually approach 1.
The relations between hypothesis testing and estimation are shown in Table 1 . Table 2 shows the significance levels Table 2 , we can see that the significance level of PI ∞ is the smallest among the five methods in all cases. This means that the PI ∞ method most frequently makes the MGR estimator with optimized ridge parameter into 0 p . We note that the significance level of the JS method is greater than that of the C p method and that the significance level of the C p method is greater than that of the M C p method.
Magnitude Relations Among Optimized θ
In this subsection, we obtain magnitude relations among θ optimized by each method.
It follows from (3.7) thatθ
[s]
i > 0, (s = 1, 2, . . . ), becauseθ [1] i > 0. When s = 2, we haveθ
[1] i >θ [1] i .
Suppose thatθ
Consequently, by mathematical induction, we obtain the following theorem:
Theorem 1. The following relationships among the optimized θ always hold:
For θ optimized by the IC-based method, we obtain the following theorem from (3.10):
Theorem 2. When λ 1 < λ 2 holds, the optimized value of θ always satisfies:
with equality if and only if t i ≤ λ 1 p.
From theorem 2, we havê
because 1 < c M and c J < c M are satisfied. Notice that c J ≥ 1 holds when p ≥ {3 + (9 + 8(n − k − 1) 1/2 )}/2 and c J < 1 holds when p < {3 + (9 + 8(n − k − 1) 1/2 )}/2. Hence, we have {θ
The magnitude relations withθ optimized by the plug-in method and IC-based methods are shown as follows (the proof is given in Appendix A.3):
Theorem 3. The following relationships among the optimized values of θ hold: {θ
[1] i <θ (G) i (λ), (when λ ≥ 1), θ (G) i (λ) ≤θ [∞] i , (when 0 < λ ≤ 1), (i = 1, . . . , k),(4.
4) with equality if and only if t i ≤ λp.
It follows fromθ
and theorem 3 that
with equality if and only if t i ≤ p.
Magnitude Relations Among Weight Functions
The shrinkage ratio of each method corresponds to the weight function w(t i ). A 
Notice that these relationships among the methods correspond to the relationships among the significance levels of the various methods.
Numerical Study
In this section, we conduct numerical studies to compare MSEs of predictors of Y consisting of the MGR estimators with optimized ridge parameters. Let R q and ∆ q (ρ) be q × q matrices defined by
The explanatory matrix X was generated from
and W is an n×k matrix whose elements were generated independently from the uniform distribution on (−1, 1). The k × p unknown regression coefficient matrix Ξ was defined by Ξ = δF Ξ 0 , where δ is constant, and F and Ξ are defined as
, almost all cases. The PI 2 method improved on the ordinary LS method more than the PI method in almost all cases when n = 20. When κ is small, it is necessary to shrink the LS estimator to a greater extent. On the other hand, it is not necessary to shrink the LS estimator when κ is large. Thus PI ∞ works well when κ is small but does not work well when κ is large since κ controls the number of non-zero elements in the true regression coefficient matrix Ξ and PI ∞ has the most shrinkage of the LS estimators. On average, C p was the best method in all cases if we except PI 2 and M C p . One of the reasons is that the shape of weight function of C p is near to that of PI 2 , which is shown in Figure   1 . Furthermore, because the M C p criterion is the bias corrected C p criterion, the results from the M C p and C p methods become similar when n is large. The PI and JS methods improve the ordinary LS method in all cases although the ratios of improvement are not as great. We summarize the results of the numerical study in Table 7 which shows the best method and additionally the second best method in several cases.
Please insert Tables 3, 4 In this subsection, we show that theθ
by extending the technique in Hemmerle (1975) .
Theorem 1 shows that {θ [s]
i } is a monotonic increasing sequence. Ifθ i surely converges. Hence, firstly, we show thatθ [s] i is bounded above when t i ≥ 4p is satisfied, where t i is given by (3.3) or (3.4) . Recall thatθ
which is defined by (2.2). Thus, we haveθ [1] i ≤ d i /4 when t i ≥ 4p holds. By using this bound ofθ [1] i and (3.7), the following inequality can be derived:
with equality if and only if t i = 4p. From (A.1) and the bound ofθ [1] i , an inequality for
with equality if and only if t i = 4p. Suppose that the following inequality holds:
3) holds when s = 2. By using (A.1), we have the following inequality when (A.3) holds:
On the other hand, for any positive integer s, we have
with equality if and only if s → ∞. From (A.4), it is easy to see that 1−3/2 s+1 +18/4 s+2 > 0 always holds. Moreover, we can see that 1 − 3/2 s+2 > 0 is satisfied for any positive integer s. These results together with (A.5) imply that
with equality if and only if s → ∞. Combining (A.4) and (A.6) yieldŝ
Consequently, by mathematical induction, it follows that the inequality (A.3) holds for s ≥ 2. The equality of (A.3) holds if and only if (
i } is a monotonic increasing sequence, an upper bound ofθ [s] i is obtained by letting s to ∞ on the right hand side of (A.3). Notice that lim s→∞ (1 − 3/2 s+1 ) = 1. Therefore,
we can see thatθ [s] i ≤ d i is always satisfied for any integer s when t i ≥ 4p holds. The equality of the bound holds if and only if t i = 4p and s → ∞.
Next, we assume thatθ 
By solving the above quadratic equation for a i , we have
where b U (t i ) and b L (t i ) are functions of t i , which are given by
. 
This leads us to the conclusion that d i b L (t i ) is the appropriate value for the limit ofθ 
A.2. The Proof of Equation (3.10)
From (2.2), the second part of GC p (θ|λ) in (3.9) can be rewritten as
Moreover, from (2.10) and (2.15), the first part of GC p (θ|λ) can be rewritten aŝ
By using (2.15) and (2.18), we havê
and (A.10) into (A.9) yieldŝ
where t i is given by (3.3) or (3.4). LetŶ andẐ beŶ θ andẐ θ with θ = 0 k , respectively.
Then, from similar calculations with (A.9) and (A.10), we derive
This equation implies that (
Consequently, by using this result, (A.8), (A.9) and (A.11), GC p (θ|λ) can be rewritten as
where the function
Hence in order to obtainθ
. . , k) making GC p (θ|λ) a minimum, we can see that it is necessary only to minimize f (θ i |d i , t i , λ)
individually. The first partial derivative of f (θ i |d i , t i , λ) with respect to θ i is calculated as 
A.3. The Proof of Equation (4.4)
Firstly, we show the proof of the first inequality of Equation (4.4) . It is easy to obtain
When t i > λp, from (3.5) and (3.10), we can see that
Since t i > 0 holds, the right side of the above equation becomes positive when λ ≥ 1.
Thus,θ (G)
i (λ) >θ [1] i holds when λ ≥ 1. Next, we show the proof of the second inequality of Equation (4.4) . Suppose that 0 < λ ≤ 1. It is easy to obtainθ
The above equation and the inequality t i − p ≤ t i − λp imply that
1 − 2p/(t i − λp) > 0 can also be derived. It follows from this result and the inequality
By multiplying both sides of (A.14) by t i after calculation, we have
Subtracting 1 from both sides of (A.15) yields
can be derived by multiplying both sides of (A.16) by
is obtained when 0 < λ ≤ 1. 
