Abstract Proposals to geoengineer Earth's climate by cirrus cloud thinning (CCT) potentially offer advantages over solar radiation management schemes: amplified cooling of the Arctic and smaller perturbations to global mean precipitation in particular. Using an idealized climate model implementation of CCT in which ice particle fall speeds were increased 2×, 4×, and 8× we examine the relationships between effective radiative forcing (ERF) at the top of atmosphere, near-surface temperature, and the response of the hydrological cycle. ERF was nonlinear with fall speed change and driven by the trade-off between opposing positive shortwave and negative longwave radiative forcings. ERF was À2.0 Wm À2 for both 4× and 8× fall speeds. Global mean temperature decreased linearly with ERF, while Arctic temperature reductions were amplified compared with the global mean change. The change in global mean precipitation involved a rapid adjustment (~1%/Wm 2 ), which was linear with the change in the net atmospheric energy balance, and a feedback response (~2%/°C). Global mean precipitation and evaporation increased strongly in the first year of CCT. Intensification of the hydrological cycle was promoted by intensification of the vertical overturning circulation of the atmosphere, changes in boundary layer climate favorable for evaporation, and increased energy available at the surface for evaporation (from increased net shortwave radiation and reduced subsurface storage of heat). Such intensification of the hydrological cycle is a significant side effect to the cooling of climate by CCT. Any accompanying negative cirrus cloud feedback response would implicitly increase the costs and complexity of CCT deployment.
Introduction
Geoengineering Earth's climate by intentional reduction of cirrus cloud coverage and optical thickness, referred to here as cirrus cloud thinning (CCT), has been suggested as a way to moderate climate change due to increased greenhouse gas concentrations [Mitchell and Finnegan, 2009] . The mean radiative forcing at the top of atmosphere (TOA) for cirrus clouds is estimated to be À51 Wm À2 for shortwave (SW) radiation and +55 Wm À2 for longwave (LW) radiation [Hong and Liu, 2015] , resulting in a net warming of Earth's climate.
Climate model simulations have shown that CCT could potentially cool Earth's climate. Storelvmo et al. [2013] used a cirrus cloud scheme adapted to enable explicit treatment of ice cloud formation conditions, ice nuclei properties, and competition between homogeneous and heterogeneous ice nucleation. They found that net cloud radiative forcing (CRF) became more negative with cirrus cloud seeding, although the magnitude of CRF varied nonlinearly with ice nuclei concentration. The maximum reduction in CRF was 2 Wm À2 . CRF increased to a positive forcing for the largest increases in ice nuclei concentration. CRF comprised an increase in outgoing longwave radiation (OLR) at the TOA, which was amplified by reductions in upper tropospheric water vapor and was partly offset by an increase in net incoming SW radiation at the TOA. Consequently, globally nonuniform seeding strategies, e.g., minimal seeding in the summer hemisphere, could potentially reduce CRF by more than 2 Wm À2 .
CCT potentially offers the advantage of reduced side effects from geoengineering compared to solar radiation management (SRM) . SRM reduced global mean precipitation in climate model simulations that offset a greenhouse gas-induced increase in temperature [Bala et al., 2008] . The reduction in precipitation is robust across different climate models [Tilmes et al., 2013] and different SRM methods [Niemeier et al., 2013] . Bala et al. [2008] , Tilmes et al. [2013] , and Niemeier et al. [2013] all found that the reduction in net SW radiation flux at Earth's surface from SRM was associated with reduced surface evaporation and weakening of the hydrological cycle. In simulations of CCT, however, global mean precipitation changes were small [Muri et al., 2014] or involved relatively small reductions . In a comparison of CCT and SRM methods using the same climate model and identical simulation design, Crook et al. [2015] found that CCT increased global precipitation in contrast to decreases found for all of the SRM methods tested. Kristjánsson et al. [2015] also found that precipitation was significantly enhanced by CCT.
Globally uniform forcing from SRM is a poor match to the zonal pattern of warming from increased concentrations of greenhouse gases; the tropics are cooled too much and the Arctic too little [Kravitz et al., 2013a] . In simulations of CCT, the Arctic was cooled more strongly than global mean temperatures [Muri et al., 2014; Crook et al., 2015] . CCT potentially provides a better fit to the zonal pattern of anthropogenic warming than SRM methods.
CCT involves large-scale manipulation of the Earth's radiation fluxes [Boucher et al., 2014] and, crucially, a trade-off between opposing forcings of similar magnitude (cooling from increased OLR and warming from increased incoming SW radiation). This trade-off is illustrated by the sensitivity of cirrus cloud CRF at the TOA which changes from positive to negative net forcing at greater optical depths [Corti and Peter, 2009; Hong and Liu, 2015] .
In this study, we address the following question: How does precipitation respond to different changes in ice particle fall speed and which physical processes support any increase in global mean precipitation? We also investigate whether effective radiative forcing (ERF) [Myhre et al., 2013] changes linearly with the scale of CCT, and what are the relationships between changes in global mean cloud cover, global temperature, Arctic temperature, and precipitation?
Using a simplified climate model simulation design, we approximated the cirrus cloud effects of CCT by increases in ice particle fall speeds of 2×, 4×, and 8×, leaving ice particle effective diameter and the shape of the ice particle size distribution unchanged. We use the same climate model and simulation design as Crook et al. [2015] and begin our analysis by comparing the responses of global mean cloud cover, temperature, and precipitation to CCT (section 3.1). We quantify ERF at the TOA for the three CCT simulations (section 3.2) and describe changes in ice particle concentration and cloud cover. Next, we describe the changes in water vapor and humidity (section 3.4), temperature (section 3.5), and precipitation (section 3.6). Changes in TOA energy fluxes and meridional heat transport are analyzed to investigate the mechanisms underlying the sensitivity of the temperature response (section 3.5). Changes in precipitation minus evaporation (P À E) and soil moisture are analyzed to give a broader perspective on the sensitivity of the hydrological cycle ( section 3.7). Finally, to understand the physical mechanisms underlying changes in precipitation and evaporation, we analyze changes in atmospheric vertical motion, moisture divergence, the boundary layer climate, and surface energy fluxes (section 3.8).
We do not consider engineering aspects of CCT or its economic viability. We do not consider risks to the environment from injection of seeding material into the atmosphere which could be washed into the marine and terrestrial environments. Finally, while social and ethical issues raised by the prospect of geoengineering are of great importance [e.g., Corner and Pidgeon, 2014] , they are also beyond the scope of this study.
The model atmosphere had 60 vertical levels extending to 84.5 km altitude, which provided enhanced representation of stratospheric dynamics and radiation and incorporated parameterization of stratosphere-troposphere aerosol gravitational sedimentation. The model atmosphere had a horizontal resolution of 1.25°latitude by 1.875°longitude. The model ocean had 40 vertical levels and a horizontal resolution of 1°latitude between the poles and 30°N/S increasing smoothly to 0.333°at the equator and a 1°longitude resolution. A time step of 20 min was used for the atmosphere, 60 min for the ocean, and exchanges between the atmosphere and ocean models were updated daily.
The land surface scheme within HadGEM2 was the Met Office Surface Exchanges Scheme II [Cox et al., 1999; Essery et al., 2003] . This scheme included parameterization of soil moisture in four layers, each with its own soil temperature and moisture content.
Cloud microphysical processes were based on the scheme of Wilson and Ballard [1999] (HadGEM2 microphysics scheme 3C). The scheme was configured with standard HadGEM tunings for the ice particle size distribution parameters and for the ice particle mass-diameter relationship. Microphysical processes involving ice included nucleation, gravitational sedimentation, deposition of cloud liquid water and water vapor, aggregation, riming, melting, and sublimation. Homogeneous nucleation of liquid water occurred at temperatures less than À40°C with all liquid water instantly frozen to form ice particles [Rogers and Yau, 1989] . Heterogeneous nucleation was active when three conditions were fulfilled: temperatures were less than À10°C; the total mass of active nuclei produced each time step was less than the total mass of active nuclei that would be produced according to the temperature-dependent relationship of Fletcher [1962] , which is also described in Wilson and Ballard [1999] ; and the vapor pressure exceeded a temperature-dependent threshold [Heymsfield and Miloshevich, 1995] . Ice particles were divided between two modes, large mode and small mode, and each mode had its own particle size distribution, mass-diameter relation, and fall-speed diameter relationship [Mitchell, 1996] .
Simulation Design
We simulated the climate of the 21st century from 2020 to 2069. The simulations were started from 1 January 2020 using an initial climate state spun-up with natural and anthropogenic forcings for the period of 1860-2005 and Representative Concentration Pathway 4.5 (RCP4.5) [Moss et al., 2010] for 2006-2019. Greenhouse gas and aerosol concentrations for 2020-2069 were based on RCP4.5, in which radiative forcing at the TOA is projected to increase to 4.5 Wm À2 by 2099. This represents a possible scenario in which CCT might be deployed along with some climate change mitigation. The control simulation was RCP4.5 with no geoengineering.
We assume that CCT works as proposed by Mitchell and Finnegan [2009] and that the cirrus cloud microphysical processes affected by CCT are approximated sufficiently well by an increase in ice particle fall speed as described by Muri et al. [2014] . Injecting cirrus cloud formation regions with efficient ice nuclei (e.g., bismuth triiodide) could potentially reduce cirrus cloud coverage and optical thickness [Mitchell and Finnegan, 2009] . The presence of efficient ice nuclei is expected to promote the heterogeneous nucleation of ice particles, e.g., as described in Cziczo et al. [2013] , in very cold cirrus cloud-forming regions in which homogeneous nucleation normally prevails. Heterogeneous nucleation, in regions that have ice nuclei concentrations within an optimal range [Storelvmo et al., 2013] , would lead to the growth of larger ice crystals which have greater fall speeds. This would lower cirrus cloud lifetime and optical depth and transport water vapor to warmer ambient air temperatures increasing OLR. This cooling effect would be opposed by a reduction in cirrus cloud solar albedo.
Three geoengineering simulations were run, each identical to RCP4.5 except for geoengineering by CCT of constant magnitude implemented by a uniform scaling of ice particle fall speed. A geoengineering simulation in which ice particle fall speed increased 2× (GEO2) was run to facilitate comparison with Muri et al. [2014] . Simulations with ice particle fall speed increased 4× and 8× (GEO4 and GEO8, respectively) were run to investigate the sensitivity of forcing and climate response to different magnitudes of CCT. Large increases in fall speed were used to amplify forcing and climate response signals relative to the model climate internal variability. Increases in fall speed for GEO4 and GEO8 are unlikely to be realistic except for ice particles with relatively small diameters because the fall speed/particle diameter relationship is square root in shape [e.g., Mitchell, 1996] . The realism of the 2× fall speed increase also remains uncertain and warrants further evaluation in climate models with more explicit treatment of seeding and ice nucleation. achieved with an increase in ice particle effective radius (R e ) of~5 μm which is an increase of 20% if we assume a mean R e of 25 μm at 200 hPa [e.g., see Storelvmo and Herger, 2014, Figure 2] . Muri et al. [2014] showed regional-scale increases in R e of~5 μm with 2× fall speed. In contrast, the ice fall speed/effective diameter (D e ) relationships of Mishra et al. [2014] suggest that increases in D e of 40%-50% would be required to double ice fall speeds.
The increase in fall speed was applied globally and throughout the calendar year to both small-and largemode ice particles. It was applied only in atmospheric levels where air temperature was colder than À40°C, and ice crystal fall speed was assumed to slow abruptly on subsequent falling through the À40°C isotherm. CCT started in full from 2020 and ended abruptly after 2069 to match the Geoengineering Model Intercomparison Project (GeoMIP) G4 scenario [Kravitz et al., 2011] . One climate model realization was produced for each simulation.
Analysis of Results
ERF was used to measure the radiative forcing of CCT. ERF is the change in radiative fluxes at the TOA allowing for changes in atmospheric temperature, water vapor, and clouds but without changes in surface temperatures [Myhre et al., 2013] . ERF was estimated using the method of Gregory et al. [2004] . Global annual mean TOA radiative flux anomalies, determined using differences between the CCT simulations and RCP4.5 for the period of 2020-2029, were regressed on global annual mean near-surface temperature anomalies. A 10 year period was used because the temperature reduction driven by CCT largely occurred within 10 years. Over longer periods of time, temperature changes were more strongly influenced by internal variability and the emergent climate system response to the transient forcing of RCP4.5. The intercept of the regression line was interpreted as the ERF and the standard error of the intercept as a measure of uncertainty in this ERF estimate. Correlation coefficients from the calculation of ERF, data for the forcings, and the associated standard errors are shown in Table S1 in the supporting information.
Rapid adjustments, sometimes described as the fast response [Andrews et al., 2010] , were estimated using linear regression based on the method of Gregory and Webb [2008] . Global annual mean anomalies (e.g., for precipitation), determined using differences between the CCT simulations and RCP4.5 for the period of 2020-2069 and expressed as percentage changes, were regressed on global annual mean near-surface temperature anomalies (°C). The intercept of the regression line was interpreted as the estimated rapid adjustment and the slope the estimated climate feedback (slow response).
To assess the impact of CCT on climate, CCT simulations were compared with RCP4.5 using time series data from 2020 to 2069 and 40 year means for 2030-2069. The 2030-2069 period was chosen because global mean temperature responses to CCT had ceased cooling compared with RCP4.5 by 2030 and for consistency with GeoMIP G4 simulations [Kravitz et al., 2011] . A 40 year period was used for climate means to strengthen the geoengineering signal over internal climate variability compared to shorter-period means. As only one climate model realization was produced for each simulation, we have focused on global and large-scale changes in climate.
Meridional energy transport was calculated by integrating the zonal mean net energy balance starting from the South Pole and progressing northward, a method widely used with both climate model outputs and observations [e.g., Frierson et al., 2013] . Total atmospheric and ocean heat transport was inferred from integration of the TOA radiation balance. Ocean heat transport was inferred from integration of the surface energy balance, and atmospheric heat transport was determined as the residual after ocean transport was subtracted from total heat transport.
Tests of statistical significance were performed using a two-tailed Student's t test at the 5% significance level. Degrees of freedom were adjusted to account for autocorrelation in time series data [Zwiers and von Storch, 1995] .
Results

Introduction
There were contrasting responses in global mean climate to CCT. Cloud cover decreased and the changes were greater with greater fall speeds ( Figure 1a ). Global mean near-surface temperature decreased (Figure 1b ), but the changes were nonlinear with the fall speed change. Arctic temperature changes were amplified compared to global mean temperature changes and were greater with accelerated fall speed
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change. In contrast to temperature changes, global mean precipitation increased with increasing fall speed change ( Figure 1c ) and the precipitation increase was strongly anticorrelated with the change in cloud cover (correlation coefficient À1.0).
ERF at the TOA
Global mean ERF comprised a negative LW forcing, due to reduced cirrus cloud absorption of upwelling LW radiation, opposed by a positive SW forcing due to reduced cirrus cloud reflectance of incoming SW radiation ( Figure 1d ). Net radiative forcing at the TOA was found to have a linear relationship with the change in global mean near-surface temperature (correlation coefficient +0.92).
The magnitude of clear-sky forcing for both LW and SW radiation (not shown) was much smaller than all-sky forcing, which indicates that cloud changes were the driving physical process. Net radiative forcing peaked at À2.0 Wm À2 (GEO4 and GEO8). This nonlinearity in forcing with fall speed change was associated with differences between the relative sensitivities of LW and SW radiation to fall speed changes: at slower fall speeds (GEO2 and GEO4), OLR increased more strongly in response to fall speed than SW radiation; at faster fall speeds (GEO8), SW radiation was more responsive.
Ice Particle Concentration and Cloud Cover
The increase in fall speed affected ice particle concentrations throughout the troposphere, across all latitudes, and the magnitude of the changes increased with accelerated fall speeds. The fall speed change was concentrated in the upper troposphere where atmospheric temperatures were colder than À40°C and where ice particle concentrations were relatively high ( Figure 2a ). Ice particle concentrations decreased between 5 and 14 km altitude for GEO2, GEO4, and GEO8 and in line with the increase in fall speed. For GEO2, GEO4, and GEO8 there was an increase in ice particle concentration below 5 km height. In Figures S1-S4 in the supporting information we show latitude-longitude maps of the changes in ice water path and liquid water path and height-latitude cross sections of the changes in ice water content and liquid water content. 
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Cloud cover changes emulated the changes in ice particle concentration ( Figure 2b ). As well as the anticipated thinning of cirrus cloud, there was some increase in low/middle-level cloud cover. This increase was a cloud feedback response to the cooling of the troposphere. This was established by linear regression of the change in low/middle-level cloud cover on the change in temperature. For GEO2, GEO4, and GEO8 the slopes of the regression lines were statistically significant and the intercept terms were not significantly different from zero. For GEO2, GEO4, and GEO8 the geographic distribution of the increase in low/middle-level cloud cover was strongly coupled with changes in the atmospheric water budget: in 85% of the regions where low/middle-level cloud cover increased, precipitation or surface evaporation also increased.
The decrease in cloud cover in the lowest 1 km of the atmosphere was concentrated in the extratropical and polar regions (south of 50°S and north of 60°N). The decrease occurred as a cloud feedback response to the CCT and, within the polar regions, is likely a positive feedback that amplified the regional cooling.
Column-integrated cloud cover changes occurred as rapid adjustments (reductions) triggered by the fall speed increases (Figures 3a and 3b) , which increased in magnitude in line with the fall speed change.
Total Column Water Vapor and Relative Humidity
Total column water vapor (TCWV) responded differently to ice particle concentration and cloud cover to the increased fall speed: its changes were principally driven by a feedback response related to temperature change.
Water vapor decreased throughout the atmospheric column with the greatest changes in the lower to middle tropical troposphere, reflecting the tropospheric distribution of water vapor (Figure 2c ). Relative humidity decreased strongly at heights where ice particle concentrations decreased mostly strongly (Figure 2d ). The increased ice particle fall speed accelerated the transport of water vapor to lower heights through Global mean TCWV decreased by 5.0 ± 1.3%, 8.1 ± 1.2%, and 10.0 ± 1.3% during 2030-2069 for GEO2, GEO4, and GEO8, respectively, compared to RCP4.5. These changes were strongly correlated with ERF at the TOA (correlation coefficient +0.91) and with the change in near-surface temperature for 2030-2069 (correlation coefficient 1.00). The fall speed increase triggered rapid adjustments in TCWV (Figures 3c and 3d ), which were statistically significant but small compared with the accumulated change in TCWV. The slow climate response of TCWV was 6-7%°C À1 change in temperature, i.e., marginally less than predicted by the Clausius-Clapeyron relationship.
Surface air relative humidity (at 1.5 m) decreased by a rapid adjustment that was triggered by the fall speed increases (Figures 3e and 3f ) and had a magnitude in proportion to the ERF. This decrease in relative humidity was driven by rapid dynamical changes in the atmosphere. In regions of descending air, the atmosphere was drier with decreased relative humidity. Relatively small changes in relative humidity occurred, however, in the regions of ascending air which were common to both RCP4.5 and CCT.
Temperature
Cooling of global mean near-surface air temperatures (Figure 1b ) occurred within the first 10 years of starting CCT after which temperature anomalies tracked their original RCP4.5 trend (Figure 4a ). The reductions in global mean temperature during 2030-2069 were 0.55 ± 0.16°C, 0.97 ± 0.18°C, and 1.20 ± 0.16°C for GEO2, Figure 3d shows a sensitivity in TCWV of 7.5%°C
À1
. Color scheme: GEO2 (gray), GEO4 (brown), and GEO8 (green).
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GEO4, and GEO8, respectively, and reduced linearly with ERF at the TOA (correlation coefficient +0.92). The reductions in global mean temperature maintained their relationship with ERF throughout the vertical profile of the troposphere (Figure 4b ). The greatest reductions occurred in the upper troposphere at the altitude of the greatest reductions in ice particle concentrations and cirrus cloud cover (Figure 2 ).
There was an amplified temperature response to CCT in the polar regions (Figures 1b and 4c) . The potential for warming from increased downwelling SW radiation due to CCT was mitigated by the relatively low Sun angles and seasonal absence of sunshine and by the high surface albedo of snow cover and sea ice in polar regions (Figures 5a and 5b ; changes in OLR are shown Figure S5 ). In the Arctic, there is also a positive feedback from increased sea ice cover which contributed to a net reduction in SW radiation available to the climate system at the TOA over the Arctic (Figures 5c and 5d) . Over Antarctica, all-sky and clear-sky net SW radiation at the TOA (Figures 5c and 5d ) changed little except at its coastal boundary, where it reduced due to an increase in sea ice area. Annual mean 2030-2069 Antarctic sea ice area increased by 4.5 ± 4.0%, 10.9 ± 4.9%, and 13.5 ± 4.4% for GEO2, GEO4, and GEO8, respectively. In the Arctic, all-sky and clearsky net SW radiation at the TOA deceased due to expansion of sea ice and enhancement of surface albedo, as shown in the energy budget analysis of Tilmes et al. [2014] for geoengineering using SRM. Weaker cooling in the polar regions for GEO2 compared to the other CCT simulations was accompanied by less expansion of the sea ice area and smaller changes in the net SW radiation flux at the TOA. Annual mean 2030-2069 Arctic sea ice area increased by 10.4 ± 2.1%, 20.2 ± 1.4%, and 24.1 ± 2.2% for GEO2, GEO4, and GEO8, respectively.
Ocean meridional heat transport played a role in the amplified cooling of the Arctic region. While ocean meridional heat transport changed little south of 60°S, north of 60°S, the northward ocean heat flux weakened and most significantly in the Northern Hemisphere (NH; Figures 6a and 6b) . Changes in atmospheric heat 
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transport contributed to the amplified cooling of both polar regions. The weakening of poleward atmospheric heat fluxes was, however, relatively small poleward of 60°N and 60°S (Figures 6c and 6d ).
Precipitation
The change in global mean precipitation involved a rapid adjustment on starting CCT, a weakened trend during the first 10 years of CCT, and resumption of the RCP4.5 trend thereafter (Figure 7a ). The rapid adjustment to precipitation, or fast response [Andrews et al., 2010] , was the largest component of change in precipitation and was greater for greater fall speed increases. The increases in global mean precipitation during 2030-2069 were 0.73 ± 0.14%, 1.09 ± 0.13%, and 1.40 ± 0.17% for GEO2, GEO4, and GEO8, respectively. These increases included a feedback response which had a linear relationship with the change in temperature, the slow response [Andrews et al., 2010] . The magnitude of the feedback response (Figure 7b ), diagnosed using the slope of the linear regression of the precipitation change on temperature change and expressed as a hydrological sensitivity (%°C
À1
), appears independent of the CCT ERF at~2%°C À1 for all three CCT fall speed changes and is at the lower end of the range 2.0-3.3%°C À1 found in Coupled Model Intercomparison Project phase 5 GCMs for quadrupled CO 2 concentrations [Mauritsen and Stevens, 2015] . In simulations of CCT using a climate model with slab oceans, Kristjánsson et al. [2015] (Figure 1) found similar relationships for changes in latent heat flux and temperature: latent heat fluxes increased as a fast response to CCT, and feedback responses for changes in CO 2 concentration and CCT levels were statistically equivalent to each other.
We defined the change in the column-integrated atmospheric energy balance (ΔQ) to be given by
where ΔR TOA is the change in net radiation fluxes at the TOA, ΔR sfc is the change in net radiation fluxes at the surface, and Δ sh is the change in sensible heating of the atmosphere at the surface (following Muller and Figure 7c also shows that changes in the atmospheric energy budget accounted for both rapid adjustments in global annual mean precipitation and subsequent interannual changes in precipitation. All three CCT simulations displayed linear relationships with correlation coefficients stronger than À0.97 and with intercepts of zero precipitation change at zero change in the atmospheric energy balance. The sensitivities of global precipitation to changes in atmospheric energy budget were~À1.0 ± 0.1%/Wm À2 independent of the change in fall speed. When we split the radiation terms on the right-hand side of equation (1) into components for changes in atmospheric LW radiative cooling and atmospheric absorption of SW radiation, we found that changes in atmospheric LW radiative cooling dictated the relationship with precipitation: precipitation increased with an increase in LW atmospheric cooling rate. Contributions from changes in the atmospheric absorption of SW radiation and from surface sensible heating of the atmosphere were not statistically significant. Changes in the atmospheric energy balance have previously been shown to account for changes in global mean precipitation in simulations of geoengineering, e.g., in experiment G1 of GeoMIP [Kravitz et al., 2013b] and for CCT [Kristjánsson et al., 2015] .
The zonal patterns of precipitation change were similar for the CCT simulations (Figure 7d ). There was a northward shift in precipitation across the equator. The mean latitude of precipitation falling between 15°N and 15°S of the equator shifted northward by 0.3°for GEO2 and GEO4 and by 0.5°latitude for GEO8.
The northward shift in tropical precipitation occurred because of asymmetric changes in the columnintegrated net energy fluxes of the atmospheres of the NH and Southern Hemisphere (SH; Figures 8a-8c) . 
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The net energy flux into the NH atmosphere increased under CCT: the reduced net radiation flux at the TOA was compensated for by a weakened flux of heat into the oceans. In contrast, the net energy flux into the SH atmosphere reduced. We plotted the northward shift of annual mean precipitation between 15°N and 15°S against the hemispheric asymmetry in net atmospheric energy fluxes (Figure 8d ). They were strongly correlated with correlation coefficients of 0.88, 0.86, and 0.88 for GEO2, GEO4, and GEO8, respectively. Frierson and Hwang [2011] identified similar relationships using an ensemble of slab ocean climate models and obtained a correlation coefficient of 0.93. The most significant changes in heat transport by the atmosphere occurred in the southward cross-equator transport of heat which strengthened for GEO2, GEO4, and GEO8 (Figure 6d ). The strengthened southward Hadley cell heat fluxes in the upper troposphere were coupled with strengthened northward moisture flux in the lower troposphere (850 hPa). This is consistent with the northward shift of the ascending branch of the Hadley cell and the Intertropical Convergence Zone (ITCZ) described by Crook et al. [2015] for GEO4.
Asymmetric changes to energy fluxes into the atmosphere of the NH relative to the SH have previously been shown to change cross-equatorial energy transport and shift the location of the ITCZ and tropical precipitation in the opposing meridional direction [Kang et al., 2008; Yoshimori and Broccoli, 2008] . Meridional shifts in the mean location of the ITCZ have been shown to be driven by differences in forcing between the NH and SH [Haywood et al., 2013] . The roles of climate feedback and extratropical influences (e.g., changes in Arctic sea ice coverage) were demonstrated by Frierson and Hwang [2011] .
The reduction in precipitation in the NH extratropics (Figure 7d ) is strongly influenced by the thermodynamically reduced atmospheric moisture-holding capacity. In GEO2, which had a relatively small reduction in NH 
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extratropical temperature (Figure 4c ), there was a relatively small reduction in precipitation. In GEO4 and GEO8, in which NH extratropical temperatures decreased by~1.5°C, the moisture-holding capacity of the atmosphere would have decreased~10% according to the Clausius-Clapeyron relationship.
Precipitation Less Evaporation and Soil Moisture
Global mean precipitation less evaporation at the surface (P À E) decreased during 2030-2069 compared with RCP4.5 with reductions of 0.7 ± 0.2%, 1.1 ± 0.2%, and 1.4 ± 0.2% for GEO2, GEO4, and GEO8, respectively. These reductions occurred immediately after the start of CCT as a rapid adjustment, the increase in evaporation exceeding the increase in precipitation. There was no statistically significant trend in P À E (Figure 9a ). The change in global P À E was strongly anticorrelated with the change in global precipitation (correlation coefficient À1.0).
Over land (excluding Greenland and Antarctica), precipitation and evaporation both increased with fall speed and P À E changed by +2.3 ± 2.2%, +1.9 ± 1.7%, and À0.5 ± 2.2% for GEO2, GEO4, and GEO8, respectively (Figure 9b) . With large interannual variations in P À E over land and changes that were not statistically significant, it was not possible to determine whether CCT triggered rapid adjustments in P À E over land.
Even with the large interannual variations in P À E over land, changes in land mean soil moisture during 2030-2069 were statistically significant and increased by 1.1 ± 0.2%, 1.8 ± 0.2%, and 1.8 ± 0.2% for GEO2, GEO4, and GEO8 (Figure 9c ), changes which are proportional to the ERF at the TOA. The linear regression of soil moisture change on temperature change produced negative intercept terms. Although the intercept terms were not statistically significant, they suggest that soil moisture decreased rapidly after the start of CCT, which is consistent with the rapid adjustment in global mean P À E. 
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The zonal distribution of soil moisture changes was similar for the three CCT simulations (Figure 9d ). The largest increases occurred in the NH middle to high latitudes and, in the tropics, in sub-Saharan Africa and southern Asia.
Physical Mechanisms for the Intensification of Precipitation and Evaporation
The increases in precipitation and evaporation following CCT occurred as rapid adjustments and were closely associated with changes in energy fluxes at the TOA and the Earth's surface that act to increase the rate of LW radiative cooling of the atmosphere (section 3.6). Increased radiative cooling was balanced by increased latent heating of the atmosphere from increased condensation of water vapor and constrained the change in precipitation [Pendergrass and Hartmann, 2014] . In this section we establish the relationships between changes in precipitation, vertical motion, and moisture divergence. We also identify climate and surface energy budget responses which promoted the increase in evaporation. We present results averaged over the first year of the simulation, year 2020, to investigate the rapid adjustments (fast responses) of precipitation and evaporation, an approach used by Kravitz et al. [2013b] in their analysis of hydrological cycle changes under geoengineering. We also show changes averaged over 2030-2069.
Enhanced radiative cooling of the large-scale atmosphere was accompanied by physical changes in the vertical motions of the atmosphere. The rate of vertical circulation in the Walker and Hadley cells intensified with CCT ( Figure 10 ). The Walker and Hadley indices shown in Figure 10 are based on vertical pressure velocity at 500 hPa (omega500), similar to indices defined by Wang [2005] and Muri et al. [2014] . Our Walker and Hadley indices show the difference in omega500 averaged separately over grid cells of ascent and descent with positive index values representing more intense updrafts of air than subsidence. The Walker index was based on the equatorial Pacific Ocean between latitudes 5°S and 5°N and between longitudes 120°E and 100°W. The Hadley cell index was based on the region between latitudes 30°S and 30°N and between longitudes 120°E and 100°W (for the Pacific Ocean) and between longitudes 75°W and 15°W (for a region centered on the Atlantic Ocean). An intensification of atmospheric circulation in the tropics with CCT was also found by Muri et al. [2014] .
Changes in omega500 were closely coupled with the changes in precipitation (Figure 11a ). Precipitation increased 13% in regions of upward motion common to GEO2 and RCP4.5 during 2020. In contrast, precipitation decreased 13% in regions of downward motion. While there was a positive, approximately linear relationship between omega500 for GEO2 and RCP4.5 (Figure 11b ), there were also wide variations in the distribution of changes to omega500 which would have contributed to large regional variations in precipitation response to CCT.
Changes in low-level (850 hPa) atmospheric moisture divergence were also closely associated with changes in precipitation. Precipitation in GEO2 increased 22% compared to RCP4.5 in 2020 in regions with decreased moisture divergence. In contrast, precipitation decreased 17% in regions of strengthened moisture divergence. Figure 11c shows that relatively small changes in moisture flux divergence were experienced over a large fraction of the Earth's surface, although there were some much larger regional variations. Figure 11 only shows changes for GEO2 compared to RCP4.5. Similar results were found for GEO4 and GEO8.
The surface evaporation increased for two reasons: an increase in available energy at the surface and changes in boundary layer environmental conditions that were favorable for evaporation. The increase in available surface energy was provided, in part, by increased downwelling shortwave radiation due to thinned cirrus clouds. Increased surface latent fluxes were also promoted by increased low-level wind speeds driven by the strengthened tropical circulation, increased turbulent heat fluxes in the boundary layer, and increased boundary layer height. Figures 12a and 12b show the differences for surface latent heat flux changes between regions of increase and regions of decrease in net SW radiation, sensible heat fluxes, wind speeds, and boundary layer height. Increased surface latent heat fluxes, and by inference evaporation, were associated with increases in each of these variables.
Energy available at the Earth's surface for evaporation was further promoted by a decrease in the net surface energy balance at the surface which is shown in the breakdown of the global annual mean surface energy budget (Figures 12c and 12d ). Positive surface energy balances under RCP4.5, which largely represent energy sequestered to subsurface ocean storage, were greatly reduced under CCT, particularly in its fast response to forcing (Figure 12c ). This contributed to the strong and rapid increases in precipitation and evaporation under CCT. Moreover, it underlines the roles played by surface heat flux changes and ocean dynamics.
Discussion and Conclusions
We find that the combination of opposing SW and LW radiative forcings by increasing ice particle fall speed results in nonlinear forcing and climate response relationships. CCT, if it works as intended, would lead to significant changes in ice particle sizes. Although such ice particle size changes are not explicitly represented in this study, our results captured the large-scale changes in physical climate , energy budgets [Kleidon and Renner, 2013; Kleidon et al., 2015] , and rapid adjustment responses [Kravitz et al., 2013b] we expected to accompany CCT.
ERF at the TOA varied nonlinearly with the increase in fall speed; positive SW radiative forcing increased more rapidly than negative LW radiative forcing driven by greater depletion of ice particles and nonlinear changes in low/middle-level cloud with greater fall speeds. Relationships between ERF and global mean climate responses varied due to differences in driving mechanisms and time scales of response, backed up by coherent energy budget changes. Global mean temperature increased linearly with ERF at the TOA, Arctic temperature changes were amplified compared to global temperatures and were nonlinear with forcing, TCWV changes occurred as a feedback response to tropospheric temperature changes, and cloud cover and precipitation changes were linear with changes in the net radiative cooling of the atmosphere and nonlinear with ERF at the TOA. In terms of time scales, temperature changes occurred within 5-10 years of geoengineering and water vapor changes tracked tropospheric temperature changes; cloud cover decreased exclusively as a rapid adjustment; and precipitation changes involved both a rapid adjustment, which was linear with net radiative forcing of the atmosphere, and a feedback response which was linear with temperature. Figure 11 . Surface area-weighted density distribution based on year 2020 annual mean data for (a) the change in precipitation against the change in vertical velocity at 500 hPa, (b) vertical velocity at 500 hPa for GEO2 against RCP4.5, and (c) moisture flux divergence for GEO2 against RCP4.5.
Journal of Geophysical Research: Atmospheres
10.1002/2015JD024304
The trade-off between opposing positive SW and negative LW radiative forcings was integrated into the seeding strategy of , where seeding ice nuclei concentrations were varied depending on latitude and season to minimize the occurrence of positive forcings at regional scales. An alternative approach for managing the opposing forcings would be to simulate CCT in combination with SRM methods. This would enhance the scalability of geoengineering and attenuate the SW forcing of CCT. Further, a simulation study where the amount of geoengineering is adjusted in response to emerging information on the climate state and climate response to geoengineering [e.g., Kravitz et al., 2014a; Jackson et al., 2015] would provide valuable insight into the benefits of combining CCT with SRM and the challenges brought by the nonlinear forcing and climate response relationships of CCT. It would also be interesting to weigh the climate change impacts on solar power generation [Crook et al., 2011] against the potential benefits from increased surface SW radiation from CCT.
Increased precipitation in response to CCT was previously found by but is particularly pronounced in this study and in Crook et al. [2015] . Kristjánsson et al. [2015] also found that CCT causes intensification of the latent heat flux and precipitation and attributed it to enhanced radiative cooling of the atmosphere. By using a coupled atmosphere-ocean GCM simulation of CCT with a dynamical three-dimensional ocean, we find that intensification of precipitation and evaporation is also promoted by coherent changes in the surface energy budget and by intensification of the vertical circulations of the troposphere. Such intensification of precipitation and Hadley and Walker cell circulations in the tropics would intensify convective processes and enhance production of cirrus cloud. This negative feedback response in cirrus clouds to CCT was accounted for within our simulations. It would, however, implicitly contribute toward the cost and complexity of any real-world deployment of CCT. It would be informative for future research to quantify this effect and determine if it could be pivotal in the economic assessment of CCT compared with other geoengineering proposals.
Ensemble simulations of CCT by many more coupled atmosphere-ocean GCMs, e.g., as planned within phase 6 of the GeoMIP modeling framework , would help quantify the climate model contribution to uncertainty. Consolidated multimodel results would also facilitate investigation of the complex regional-scale changes to the hydrological cycle (precipitation, evaporation, and soil moisture changes). These have only been touched on in our results but have previously been shown to involve regional tradeoffs likely to be critical in the assessment of any geoengineering strategy [e.g., Kravitz et al., 2014b; Yu et al., 2015] and to present a significant challenge for CCT as it does for SRM .
Parameterization of deep convection is a prominent source of uncertainty in simulations of large-scale climate models [Prein et al., 2015] that is particularly relevant to the simulation of CCT in climate models. The increases in precipitation from CCT in our results occurred mainly in tropical and neighboring subtropical regions. Our increase in fall speed was applied to ice detrained from deep convection which, in practice, would not be directly affected by CCT. The genesis of a large proportion of cirrus clouds can be traced back to the high-level outflows from deep convective cloud systems in the tropics [Mace et al., 2006; Sassen et al., 2009] . There are also uncertainties associated with the efficacy of seeding deep convective clouds in the troposphere [Muri et al., 2014; . The uncertainty in modeling tropical convection also extends to climate feedback initiated by seeding tropical cirrus clouds and associated changes in atmospheric circulation in the tropics and in the distribution and character of tropical precipitation. This is not just an issue for our study.
Further observations and fundamental research in the laboratory and in cloud-resolving models will be necessary to address the persistent uncertainties in convection and ice cloud microphysics parameterizations of GCMs highlighted by, among others, Dionisi et al. [2013] (uncertainties in ice crystal fall speeds), Muhlbauer et al. [2015] (uncertainties in upper tropospheric humidity and aerosol composition and size distribution), and Sherwood et al. [2014] (uncertainties in strength of convective mixing in lower and middle troposphere).
