Abstract. We present our experiments on Recognizing Textual Entailment based on modeling the entailment relation as a classification problem. As features used to classify the entailment pairs we use a symmetric similarity measure and a non-symmetric similarity measure. Our system achieved an accuracy of 66% on the RTE-3 development dataset (with 10-fold cross validation) and accuracy of 63% on the RTE-3 test dataset.
Introduction
One of the largest challenges in Natural Language Processing (NLP) is to provide a computer with the linguistic knowledge necessary to successfully perform languageoriented tasks. For example, for the query "What does Peugeot manufacture?" a Question Answering (QA) system must be able to recognize, or infer, and answer which may be expressed differently from the query. For example, from a text "Chré-tien visited Peugeot's newly renovated car factory" the system should be able to infer a hypothesized answer from "Peugeot manufactures cars". A fundamental phenomenon in NLP is the variability of a semantic expression: the same meaning can be expressed in, or inferred from, different text.
A task that addresses this inference phenomenon is Recognizing Textual Entailment (RTE). Textual Entailment is defined as a directed relationship between pairs of text expressions, denoted by T (text) and H (hypothesis). We say that T entails H if the meaning of H can be inferred from the meaning of T as could typically be interpreted by people [3] .
Moreover, many NLP tasks have strong relationship to entailment: in summarization, a summary should be entailed by the text; paraphrases can be seen as mutual entailment between a text T and a hypothesis H; in Information Extraction (IE), the extracted information should also be entailed by the text; in Question Answering (QA) and Information Retrieval (IR), the answer obtained for a query must be entailed by the supporting snippet of text.
To address the RTE task, different methods have been proposed, with varying degree of success. These methods can be classified by the type of representation of the entailment pair. The commonly used criteria for entailment recognition are similarity measures between T and H, the coverage of H by T in lexical representation methods and lexical-syntactic representation methods, and the ability to infer H from T, in the logical representation approach. Some authors [8] try to detect non-entailment, by looking for various kinds of mismatch between the text and the hypothesis.
In this paper, we propose the use of a symmetric similarity measure and a nonsymmetric similarity measure as features in a Machine Learning (ML) algorithm for RTE. The symmetric measure is the cosine string similarity measure. The nonsymmetric measure is given by measuring the causal relation between the entailment pairs. This measure uses the relative frequencies of words in a cause-effect set. The cause-effect set is created by retrieving sentences from the Web that contain the discourse marker because.
The hypothesis behind our system is that the symmetric similarity measures can not answer correctly (cover) all the entailment pairs, and with the addition of the nonsymmetric similarity measures the remaining pairs might be covered.
The paper is structured as follows. In Section 2, we present an overview of related work. In Section 3, we describe the measures used in our experiments. In Section 4, we give the experimental results and the comparison with the state of the art. Finally, Section 5 concludes the paper.
Related Work
The RTE approaches can be classified by the textual entailment phenomena they address or by type of linguistic representation (levels of language) of the entailment pair they use. Each type of linguistic representation requires its own operations in order to establish the entailment decision, e.g., word matching at the lexical level, tree edit distance at the syntactic level, etc.
In some systems, the entailment decision ("T entails H") is made by comparing the score of the given operation with a threshold learned from an annotated corpus: If this score is greater than the threshold, the system answers "true", otherwise the answer is "false". There are different techniques to learn a threshold.
The main operations on a linguistic representation are similarity measures. Most of these similarity measures are symmetric. However, a symmetric measure can not capture important aspects in the T → H (T implies H) relation. For example, if we alter the entailment relation (i.e., H → T) a symmetric function will give the same score. Therefore, some authors, e.g., [14] , propose a non-symmetric similarity measure. Such measures have been used in RTE-1 Challenge.
Glickman [5] defines the entailment relation as follows: T entails H if P(H |T) > P(H). The probabilities are calculated on the base of the Web. The accuracy of this system is the best for RTE-1 (56%).
Another non-symmetric method was proposed by Kouylekov [9] , who uses the definition: T entails H if there exists a sequence of transformations applied to T such that H is obtained, with a total cost below of a certain threshold. The following transformations are allowed: insertion: insert a node from the dependency tree of H into the dependency tree of T; deletion: delete a node from the dependency tree of T; substitution: change a node in the T for a node of H. Each transformation has a cost and the cost of edit distance between T and H, ed(T, H) is the sum of costs of all applied transformations. The entailment score of a given pair is calculated as
If this score is below a learned threshold, the relation T → H holds. The accuracy of this method is also of 56%.
In [14] , an even "more non-symmetric" measure is proposed: when the edit distance (which was a modified Levenshtein distance) fulfills the relation:
Other authors use a definition that in terms of representation of knowledge as feature structures could be formulated as: T entails H if H subsumes T [14] . The method used in [3] is also non-symmetric: T entails H if H is not informative in respect to T.
A method of establishing the entailment relation could be obtained using a nonsymmetric measure of similarity between two texts presented by Corley and Mihalcea [2] , who define the similarity between the texts T i and T j with respect to T i as: Basing on this text-to-text similarity metric, we derive a textual entailment recognition system by applying the lexical refutation theory [14] . As the hypothesis H is less informative than the text T, for a TRUE pair the following relation will hold:
This relation can be proved using lexical refutation. A general scheme of the solution is the follows: to prove T → H it is necessary to prove that the set of formulas {T; neg-H} is lexically contradictory (T and negH also denote the sets of disjunctive clauses of T and negH).
Similarity Measures Used in the Experiments
Many systems for RTE are based on similarity measures; we used these measures to train a machine learning algorithm. The entailment decision is given by a classifier, where the classes are "true" and "false".
We will now describe the two string similarity measures used in our experiments. We chose two measures as features: the cosine symmetric measure and the causal non-symmetric measure.
Cosine Similarity Measure
Large classes of measures of semantic similarity are best conceptualized as measures of vector similarity. We consider binary vectors, that is, vectors with entries that are either 0 or 1. The simplest way to describe a binary vector is as the set of its nonzero values.
Cosine similarity is a measure of similarity between two n-dimensional vectors obtained by finding the cosine of the angle between them. It is often used to compare documents in text mining. In addition, it is used to measure cohesion within clusters in data mining. Cosine similarity is also widely used in information retrieval to calculate the similarity between documents or sentences. Given two vectors of attributes, A and B, the cosine similarity θ is calculated using the dot product and magnitude as:
Note that this is a symmetric measure, that is, COS(A, B) = COS(B, A).
Causal Non-symmetric Measure
First, we give a brief theoretical introduction to the measure. A causal relation refers to the relation between a cause and its effect or between regularly correlated events.
The type of coherence relation we used is cause-effect is illustrated below. In the example below, (1) states the cause for the effect given in (2):
1. There was bad weather at the airport 2. Our flight was delayed.
The causal relation subsumes the cause and the explanation relations discussed by Hobbs [7] . Hobbs's causal relation holds if a discourse segment stating a cause occurs before a discourse segment stating an effect; an explanation relation holds if a discourse segment stating an effect occurs before a discourse segment stating a cause. The causal relation is encoded by adding a direction. In a graph, this can be represented by a directed arc going from cause to effect. In Figure 1 , the causality is a directional relationship, in the same way as the relationship between the members of an entailment pair. A non-symmetric similarity measure based on the count of co-occurrences of causal lexical pairs could be as follows: If a word x is a necessary (likely) cause of a word y, then the presence of y necessarily (likely) implies the presence of x.
In [11] , a non-symmetric similarity measure is proposed based on the treatment the entailment pair as a causal relation, where the text T is a cause and the hypothesis H is its effect, i.e., T causes H. The non-symmetric similarity measure is based on the count of co-occurrences of causal lexical pairs from cause-effect (C-E) pairs extracted from a corpus. Algorithm 1. The non-symmetric similarity measure.
In Algorithm 1 used for our experiments, the first causal frequency function is the count of words t i and h i related by a cue phrase (for example, a sentence "H … because … T") in a corpus of C-E pairs, and the second causal frequency function is the count of word h i in the C-E pairs. This gives a non-symmetric score, because the frequency counts of "T causes H" is not the same as "H causes T".
Experimental Results
In this section we first describe the linguistic processing for feature extraction and then the experiments over various Machine Learning algorithms. Finally, we give a comparison with the state of the art.
Experimental Setting
The linguistic processing we used with each entailment pair is as follows:
1. Tokenizing. As usually, the first step of processing is to divide the input text into units called tokens. Each of them is a word, a number, a punctuation mark, etc. The treatment of punctuation marks can vary in such process. Our system just strips the punctuation marks out. We consider as word any string between whitespaces and punctuation characters. The whitespace is the main clue used in English texts (RTE benchmark is in English).
Removal of stop words.
The system removes any stops words that are listed in the corresponding list, such as the, from, or could. These words have important semantic function in English, but they rarely contribute information if the criterion is a simple word-by-word match.
For each word t i in T
For each word h j in H ce j = causal frequency(t i ,h j )
Measuring similarity. Similarity measures are applied to each entailment pair, to extract the train and test sets for the machine learning algorithm.
The data we used to collect the frequency of the causal lexical pairs for the causal non-symmetric measure was from training sentences which contain the cue word because. The causal sentences were separated in two parts: one corresponding to the cause and the other one corresponding to its effect, to finally form the cause-effect pairs. The sentences were extracted from the Sketch Engine system over a large corpus (ukWAC from the Sketch Engine 1 ). The Sketch Engine is a corpus query system that allows the user to view word sketches, thesaurally similar words, and so-called "sketch differences", similarly to the usual Corpus Query Systems (CQS).
Machine Learning Experiments
The RTE-3 Challenge provided two datasets (a development dataset and a test dataset), each one consisting of 800 entailment pairs. In both datasets, pairs are annotated according to the task. In RTE-2 the length annotation is introduced, with values of either "long" or "short." In addition, the development sets are annotated as to whether each pair is in the entailment relation or not. We applied the linguistic preprocessing to each RTE-3 dataset; the result is a set of vectors of two features. These sets are used to train and test a classifier. We used the WEKA 2 machine learning platform [15] for our experiments.
We ran several experiments with various machine learning algorithms, including Support Vector Machine, AdaBoost, Naïve Bayes, among others. We used the RTE-3 development dataset to train the classifiers. The results of the 10 fold-cross validation are show in Table 1 .
The Support Vector Machine (SVM) and the Naïve Bayes achieved the best results in the experiments during the training phase. Then we used these two algorithms to perform the classification over the RTE-3 test dataset. The SVM algorithm tries to compute the hyperplane that best separates the set of training examples (the hyperplane with maximum margin). On the other hand, the Naïve Bayes algorithm is a classification algorithm based on the Bayes rule that assumes the features are all conditionally independent from one another. The value of this assumption is that it dramatically simplifies the representation of the probability P(X | Y) and the problem of estimating it from the training data.
Comparison with Previous Results
The experimental results are summarized in Table 2 . We compare our system against other Machine Learning systems which use features based on similarity measures. All the systems were tested over the RTE-3 test dataset. In Table 2 we report the results with the Naïve Bayes. The SVM achieved an accuracy of 62.87%. Therefore, our system outperformed the other machine learning systems, which used more features. Indeed, we used only two features (one symmetric and one nonsymmetric similarity measure), while, for example, in [11] the authors used 10 different similarity measures (e.g. Levenshtein distance, Jaro-Winkler, Soundex, etc.).
The approach of Ferrés and Rodriguez [5] for computing distance measures between sentences is based on the degree of overlapping between the semantic content of the two sentences. Obtaining the semantic content implies deep linguistic processing. Upon this semantic representation of the sentences, several distance measures are computed.
Li et al. [10] produced seven features for each entailment pair: lexical semantic similarity, named entities, dependent content word pairs, average distance, negation, task, and text length. The last two features are extracted from each pair itself, while others are based on the results of language analyzers.
Finally, the system of Malakasiotis and Androutsopoulos [11] uses SVM's to determine whether each T-H pair constitutes a correct textual entailment pair. In particular, it employs four SVMs, each trained on the development dataset of the corresponding RTE subtask (QA, IR, IE, SUM) and used on the corresponding test dataset. Preliminary experiments indicated that training a single SVM on all four subsets leads to worse results, despite the increased size of the training set, presumably because of differences in how the pairs were constructed in each subtask, which do not allow a single SVM to generalize well over all four. Their system is based on the assumption that string similarity at the lexical and shallow syntactic level can be used to identify textual entailment.
Thus, many ML systems need a complex linguistic processing in order to extract features for modeling the entailment recognition.
We proposed combined use of symmetric similarity measure and non-symmetric similarity measure as features for a machine learning approach. We have shown that our system outperforms other machine learning approaches to RTE. Furthermore, we have shown that the use of two different types of measures improves the performance of a machine learning system. Finally, our system has the advantage of simplicity and the use of a very limited feature set.
Our system also has competitive accuracy, because the average accuracy for the RTE-3 is about 61%. The state-of the-art (shown by non-machine learning-based systems) for the RTE-3 is about 80%.
In the future we plan to use other non-symmetric similarity measures, i.e., Corley and Mihalcea, Glickman. We will use syntactic and semantic measures (WordNetbased similarity measures) to achieve better performance. In particular, we plan to test deeper semantic processing, including determining and using verb valencies [1] . Finally, we will test our system over the past RTE Challenge datasets as new test and training sets.
