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In quantum physics, the theoretical study of unbound many-body systems is typically quite demanding –
owing to the combination of their large spatial extension and the so-called curse of dimensionality. Often, such
systems are studied on truncated numerical domains – at the cost of information. Here we present methods
for calculating differential probabilities for unbound particles which are subject to a complex absorbing poten-
tial. In addition to attenuating outgoing waves, this absorber is also used to probe them by projection onto
single-particle scattering states, thus rendering the calculation of multi-particle scattering states superfluous.
Within formalism based on the Lindblad equation, singly differential spectra from subsequent absorptions are
obtained by resolving the dynamics of the remaining particles after the first absorption. While the framework
generalizes naturally to any number of particles, explicit, compact and intuitive expressions for the differential
probability distributions are derived for the two-particle case. The applicability of the method is illustrated
by numerical examples involving two-particle model-systems. These examples, which address scattering and
photo ionization, demonstrate how energy distributions of unbound particles may be determined on numerical
domains considerably smaller than the actual extension of the system.
I. INTRODUCTION
Simulating quantum many-body dynamics is often a chal-
lenging endeavour. One reason for this is the fact that the com-
plexity of such studies grows exponentially with the number
of particles; this is the infamous curse of dimensionality. For
unbound many-body quantum systems it becomes even worse
as the extension of the systems under study is not limited. The
numerical study of such systems requires a very high number
of degrees of freedom – for each particle. Combined with the
curse of dimensionality, this renders several interesting simu-
lations unfeasible.
A much applied way of dealing with the unbounded nature
of the wave function is to impose absorbing boundary con-
ditions. Such boundary conditions allow us to remove out-
going waves, corresponding to unbound particles, and trun-
cate the numerical domain without introducing artifacts such
as reflections at the boundary or wave packets reappearing at
the opposite edge of the grid, as would be the case with pe-
riodic boundary conditions. Absorbing boundaries may be
introduced in several ways [1]; exterior complex scaling [2]
or the closely related notion of perfectly matched layers [3]
are frequently used techniques. Another one is to introduce a
masking function in the propagation scheme [4–7], or, equiv-
alently, to augment the Hamiltonian with a complex absorb-
ing potential, a CAP, which vanishes in some interior region
[8–17]. Such a potential could, like exterior complex scal-
ing, depend on both position and momentum, or it could be
a purely position-dependent potential. In this work, we will
exclusively deal with the latter.
When a simulation of a dynamical quantum systems is sub-
jected to absorption, information is lost during the course. In
a many-body setting, this loss is devastating for simulations
based on the Schro¨dinger equation alone; if one particle is
absorbed, the entire wave function is lost. No information
remains about the remaining sub-system. While this issue
is resolved by the Lindblad equation [18, 19], the resulting
equation of motion is still such that the information about the
absorbed particles is discarded. However, since we know pre-
cisely what is removed from one instant to the next, it should
be possible to analyse this removed part as it is absorbed. By
aggregating such contributions from each time step, informa-
tion such as, e.g., the energy spectrum of the unbound parti-
cles should be obtainable even on a truncated numerical grid.
This is what we aim to do in this paper.
This is, of course, by no means any new endeavor. Several
interesting methods for obtaining energy or angle resolved
information about unbound particles using truncated numer-
ical grids are put forward, see, e.g., [5, 20–33]. These meth-
ods have enabled several interesting physical studies within
atomic, molecular and optical physics, see, e.g., [34–50] –
only to name a few.
Some of these methods are, however, restricted to specific
frameworks, such as formulations based on Hartree-Fock or-
bitals with a truncated number of excitations. Others ap-
proaches seem to ensure conservation of probability by some-
what pragmatic means. It is also fair to say that some of them
tend to be rather complex and technical, thus resulting in a
scheme which is demanding in terms of comprehension and/or
implementation, and others do not seem to have any clear gen-
eralization beyond the one-particle context. For many-particle
systems, on the other hand, methods tend to rely on projection
onto scattering states with the same number of particles as
the original system – approximative or exact ones. Obtaining
the proper scattering states is usually quite involved, although
some of the methods allows for projection onto uncorrelated
product states.
For the above reasons, we believe that the present ap-
proach do have something to add to this rich flora of meth-
ods. It involves projections onto single-particle scattering
states only – irrespective of the initial number of particles in-
volved. This introduces a significant reduction in complexity
since it evades the need for calculating many-particle scatter-
ing states, which in general involve several, possibly multiple
or even time-dependent, continua. The ability to analyse the
unbound particles using single-particle scattering states relies
on the fact that the absorber is a one-particle operator. It only
removes one particle at a time, and no two-particle interaction
is involved in the absorption process. The CAP is used ac-
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2tively to probe the outgoing waves. We will demonstrate how
differential information about unbound particles can be ob-
tained by accumulating information about the particles which
are absorbed – one by one. Our approach provides a generic
and intuitive scheme which generalizes naturally to any num-
ber of particles. Moreover, analyzing the outgoing waves in-
troduces little extra effort in terms of implementation, com-
putation and memory requirements. A drawback may be that
it produces a sequence of singly differential probability dis-
tributions only. In order to describe remaining particles after
the first absorption, a dynamical equation involving a density
matrix rather than a wave function must be solved.
In the next section, the method is explained in detail.
Explicit formulas are derived for the two-particle case. In
Sec. III, we illustrate the scheme by applying it to two specific
model systems, one involving scattering and another involving
photo ionization. Conclusions are drawn in Sec. IV.
II. THEORY
Our starting point is a quantum system consisting of N
identical particles. We impose absorbing boundaries by
adding a CAP to the Hamiltonian. The resulting effective
Hamiltonian is then
Heff = H − iΓ, (1)
where the actual Hamiltonian, H , and the CAP, Γ, are both
Hermitian. Moreover, Γ is positive semi-definite. In a many-
body context, it is convenient to express the interactions in
terms of second quantization; this allows us to write up H
and Γ in a manner which does not explicitly depend on the
number of particles. We assume that H contains interactions
between at most two-particles, while the CAP, Γ, is a one-
particle operator. With a local potential the CAP is diagonal
in position representation. Specifically,
Γ =
∫
γ(x)ψˆ†(x)ψˆ(x) dx, (2)
where ψˆ(x) annihilates a particle with the position coordi-
nates of x while ψˆ†(x) creates a particle with coordinates of
x. For identical fermions these field operators obey the usual
anti-commutation rule{
ψˆ(x), ψˆ†(x′)
}
= δ(x− x′), (3)
where the anti-commutator is replaced by a commutator in the
case of identical bosons. Here “x” is taken to mean all degrees
of freedom, including position, for each particle, and “
∫ · dx”
refers to the definite integral or sum over the entire domain.
The CAP function γ(x) is assumed to be zero within some
finite interaction region and positive beyond. We will, as men-
tioned, take it to depend exclusively on the spatial coordinates.
It is usually imposed in order to avoid artifacts such as reflec-
tions at the boundary. In case of too high γ(x)-values, hard
absorption may still induce reflections, however. As the CAP
is not introduced on physical grounds, any dependence on Γ
in the results of numerical simulations is unphysical. Results
of simulations which prevail in the limit that Γ vanishes, may,
however, be considered physical and correct.
A. Absorption from an N -particle system
The evolution of an N -particle system subject to a CAP is
governed by a non-Hermitian Schro¨dinger equation,
i~
d
dt
|ΨN (t)〉 = Heff |ΨN (t)〉. (4)
In going from time t to t+ τ , the state evolves into
|ΨN (t+ τ)〉 = |ΨN (t)〉 − τ~ iH|ΨN (t)〉 −
τ
~
Γ|ΨN (t)〉 (5)
to leading order in τ . The last term above leads to depletion of
the original N -particle system; the part −τ/~Γ|ΨN (t)〉 has
been removed in this time step. Since we know what we re-
move, we can also analyse this removed part. Specifically, one
could project this part onto the appropriate scattering states
and accumulate their contributions over time. Naively, this
would correspond to accumulating contributions of the form∣∣∣〈ϕNε ∣∣ τ~Γ |ΨN 〉∣∣∣2 , (6)
where “ε” specifies the set of physical quantities of interest
for the N -particle scattering state |ϕNε 〉. This is indeed naive
since such contributions, being of order τ2, would not inte-
grate to the total probability of absorption. If one, alterna-
tively, try to integrate such contributions in time in a coherent
manner, it is still not obvious how such a formulation would
be consistent with norm conservation either.
Instead, it is more instructive to consider the density matrix
ρN = |ΨN 〉〈ΨN |. The evolution of Eq. (4) may equivalently
be described by the non-Hermitian von Neumann equation:
i~
d
dt
ρN = HeffρN − ρNH†eff = [H, ρN ]− i{Γ, ρN}. (7)
Now, in going from time t to t + τ , the part which has been
removed from the density matrix is, again, to leading order
τ
~
{Γ, ρN}, (8)
which contributes
τ
~
〈ϕNε |{Γ, ρN}|ϕNε 〉 =
2τ
~
<e 〈ϕNε |Γ|ΨN 〉〈ΨN |ϕNε 〉 (9)
to the ε-differential probability distribution of the absorbed
particle. In this formulation, the resulting differential prob-
ability indeed provides the total absorption probability when
integrated over time and ε. In the limit that the CAP vanishes,
its time integral should converge to the (possibly) multiply
differential probabilities corresponding to the first absorption
event.
In this work we will, however, take a different route. Firstly,
we will reformulate the projections in terms of projection onto
3single-particle scattering states and, secondly, we will also
calculate the differential probability distributions arising from
subsequent absorption of multiple particles. As will be ex-
plained in Sec. II B, the latter comes about via the Lindblad
equation.
Instead of projection onto N -particle scattering states, as in
Eq. (9), we integrate out all degrees of freedom for all but
one of the identical particles and then analyze the remain-
ing one. This may be done by means of field operators. The
time derivative of the singly differential probability distribu-
tion, ∂P/∂ε, can, accordingly, be expressed as
~
d
dt
∂P
∂ε
=∫ ∫
· · ·
∫
N−1
〈ϕε|ψˆ(x)ψˆ(x′) · · · ψˆ(x(N−1)){Γ, ρN} (10)
× ψˆ†(x(N−1)) · · · ψˆ†(x′)ψˆ†(x)|ϕε〉 dx dx′ · · · dx(N−1),
where |ϕε〉 now is a single-particle scattering state corre-
sponding to the single physical quantity ε. The choice of nam-
ing it “ε” reflects the fact that energy is often the quantity in
question; it could, however, be any relevant quantity.
We should also address one issue from which both Eq. (9)
and (10) suffer. The fact that both Γ and ρN are Hermitian,
ensures that the anti-commutator {Γ, ρN} is also Hermitian,
and, thus, any diagonal element of this operator is real. How-
ever, although Γ and ρN are both positive semi-definite, the
commutator {Γ, ρN} is not necessarily so. Thus, diagonal
elements such as 〈ϕNε |{Γ, ρN}|ϕNε 〉 are not manifestly non-
negative, which, in turn, makes their interpretation in terms
of probabilities dubious. However, as mentioned, physical re-
sults are to be obtained in the limit that the CAP vanishes. As
we will see in the numerical examples in Sec. III, the problem
of “negative probabilities” vanishes in this limit.
B. Differential probability distributions from subsequent
absorptions
When one out of N particles is absorbed in a simulation
as dictated by the Schro¨dinger equation with a non-Hermitian
effective Hamiltonian, Eq. (4), the wave function vanishes.
It is certainly not converted into any (N − 1)-particle wave
function. All information about the evolution of the remain-
ing particles is lost. As mentioned, this problem is remedied
by the Lindblad equation. Since absorption is in fact a Marko-
vian process and trace and complete positivity should be con-
served, the Lindblad equation is the proper starting point.
The details on how to accommodate for particle removal by
a CAP are provided in [51], while an adaption to the multi-
configurational time-dependent Hartree-Fock-method is pro-
vided in [52].
The resulting equations of motion constitute a hierarchy of
n-particle sub-systems, with n = N,N − 1, · · · , 1, 0. The
evolution of the n-particle sub-system is governed by the mas-
ter equation
i~
d
dt
ρn = [H, ρn]− i{Γ, ρn}+ iS[ρn+1], (11)
where the source term
S[ρ] = 2
∫
γ(x)ψˆ(x)ρψˆ†(x) dx. (12)
For an initial N -particle state, there is no source term and
Eq. (11) reduces to Eq. (7), which, for a pure state, is equiva-
lent to the Schro¨dinger equation, Eq. (4). As the first particle
undergoes absorption at a certain probability, the source term,
Eq. (12), populates the (N − 1)-particle sub-system in a man-
ner which ensures that the total population of the N and the
(N − 1)-particle remains unity in sum. As yet another par-
ticle is absorbed, also the (N − 2)-particle density matrix is
populated – and so on. This way, one may, e.g., distinguish
between single and double ionization probabilities of atoms
without resorting to many-body scattering states nor numeri-
cal domains extending far into the asymptotic region [53].
As a particle is removed from the n-particle sub-system, ρn,
by the absorber, it may be analyzed completely analogously to
Eq. (10) by simply replacing N by n in the equation. In doing
so, we must, however, take some care in order to avoid double
counting.
In the following, we will explain this in detail for the case
of N = 2. We will also develop explicit formulas for the
differential probability distributions corresponding to one and
two absorptions from the original two-particle system.
C. The two-particle case
With an initial two-particle system, Eq. (10) may be written
in a rather compact form. In App. A it is derived how Eq. (10)
with N = 2 for an initial pure state leads to the following
expression for the differential probability distribution:
~
d
dt
dP
dε
=
∫
〈ϕε|ψˆ(x){Γ, ρ2}ψˆ†(x)|ϕε〉 dx =
2
∫ ∫
ϕε(x)
∗ϕε(x′)(γ(x) + γ(x′))
×
∫
dyΨ2(x, y)Ψ
∗
2(x
′, y)dy dxdx′ (13)
+ 4
∫
γ(x)
∣∣∣∣∫ ϕ∗ε(y)Ψ2(x, y) dy∣∣∣∣2 dx.
Here Ψ2(x1, x2) is the two-particle wave function in product
state representation, cf. Eq. (A1).
Eqs. (9) and (10) were proposed from considering the part
of the N -particle wave function which was removed. How-
ever, we must bear in mind that a part of the absorbed wave
is, via the source term, Eq. (12), transferred to the (N − 1)-
particle sub system. This part may go on to be absorbed within
this sub-system, and, correspondingly, contribute to the differ-
ential probability obtained from ρN−1, cf. Eq. (11). Eq. (13)
must be modified accordingly; the term
〈ϕε|S[ρN ]|ϕε〉, (14)
must be removed from the right hand side. As explained
in App. A, this contribution coincides with the last term in
4Eq. (13). After having removed it, we integrate the remaining
expression over time and arrive at the following formula for
the ε-differential probability distribution of the first particle to
undergo absorption from the two-particle system:
∂P2
∂ε
=
2
~
∫ ∫
ϕ∗ε(x)ϕε(x
′) (15)
× {γ(x) + γ(x′)}Φ(x, x′) dxdx′,
where
Φ(x, x′) =
∫ ∞
0
∫
Ψ2(x, y; t)Ψ
∗
2(x
′, y; t) dy dt. (16)
Here, Φ amounts to an effective time-integrated one-particle
density matrix. This “density matrix” is weighted by the CAP
function for each of the two variables. These terms are then
added and projected onto the scattering states of interest.
While the wave function |Ψ2〉 vanish as the first particle is
absorbed, we may continue to simulate the dynamics of the
remaining one. This one-particle sub-system, which is de-
scribed by the density matrix ρ1, follows Eq. (11) with n = 1.
As we are dealing with a one-particle system in this case,
the diagonal matrix element in Eq. (10) coincides with that
of Eq. (9):
~
d
dt
∂P1
∂ε
= 〈ϕε|{Γ, ρ1}|ϕε〉. (17)
With only one remaining particle, nothing needs to be re-
moved in order to avoid double counting. The resulting dif-
ferential probability for the second absorption event reads
∂P1
∂ε
=
1
~
∫ ∫
ϕ∗ε(x)ϕε(x
′) (18)
× {γ(x) + γ(x′)}
∫ ∞
0
ρ1(x, x
′; t) dt dxdx′,
see App. A for details. Note that Eq. (18) coincides with
Eq. (15) if we substitute the time-integral of ρ1 with 2Φ.
In Eqs. (15) and (18) we have analysed the absorbed wave
by projection onto time-independent scattering states. When
the quantity in question, ε, bears explicit time-dependence,
obtaining converged results may require time-dependent scat-
tering states, in which case Eqs. (15, 18) must be modified
to
∂P2
∂ε
=
2
~
∫ ∞
0
∫ ∫
ϕ∗ε(x; t)ϕε(x
′; t) {γ(x) + γ(x′)}
×
∫
Ψ2(x, y; t)Ψ2(x
′, y; t)∗ dydxdx′ dt. (19)
and
∂P1
∂ε
=
1
~
∫ ∞
0
∫ ∫
ϕ∗ε(x; t)ϕε(x
′; t) (20)
× {γ(x) + γ(x′)}ρ1(x, x′; t) dxdx′ dt,
respectively. This is somewhat analogous to what is done
within the time-dependent surface flux method and in the mask
method, in which photo electron spectra are calculated dur-
ing the interaction with an external electric field by projection
onto Volkov states, i.e., the eigen-states of the Hamiltonian for
a free particle exposed to electromagnetic radiation, see, e.g.,
[5, 20, 26, 27, 29, 54].
III. NUMERICAL EXAMPLES
We will consider two examples here, both of which in-
volve two interacting particles in one-dimension. The first
one, which is without explicit time dependence in the Hamil-
tonian, addresses a scattering event which could be realized
in a quantum dot with narrow confinement in two orthogo-
nal directions. The second addresses a system trapped in the
ground state of a confining potential exposed to a pulse of
electromagnetic radiation. It may serve as a model for photo
ionization of an atom with two active electrons. In both cases,
the two-particle Hamiltonian may be written
Heff = h
(1)
eff + h
(2)
eff +W (21)
where the one-particle Hamiltonians h(i)eff contain a time-
independent, Hermitian part, h0, the CAP and, possibly, a
time-dependent perturbation. The particles interact via a reg-
ularized Coulomb interaction:
W (x12) =
W0√
x12 + s2
, (22)
where x12 = |x1 − x2| and s is a smoothness parameter. We
have chosen to use a square CAP function,
γ(x) =
{
γ0(|x| − x0)2, |x| ≥ x0
0, |x| < x0 , (23)
where x0 defines the onset of the CAP region.
Here and in the reminder of the paper, “x” refers exclu-
sively to the position variable, and our dynamical variable of
interest, ε, will be energy. In both examples we will deal with
states which are symmetric under exchange of the spatial vari-
ables, which corresponds to a spin singlet state for fermions.
Thus, these particles are, formally, bosons in this context.
Before presenting numerical results, we briefly outline how
the calculations are implemented.
A. The implementation
The time evolution of the two-particle system, i.e., the so-
lution of Eq. (4), is obtained by a second order split oper-
ator technique [55]. The implementation is facilitated by
expressing the two particle wave function Ψ2(x1, x2; t) =
〈x1, x2|Ψ2(t)〉, where |x1, x2〉 is a product state, in terms of
a matrix. This way, the action of the one-particle parts of
the Hamiltonian, h(1)eff and h
(2)
eff , corresponds to left and right
multiplication, respectively, while the action of the particle-
interaction, WΨ2(t), corresponds to elementwise multiplica-
tion (Hadamard product). The momentum operator is repre-
sented by means of the fast Fourier transform (FFT).
The evolution of the one-particle sub-system follows
Eq. (11) with n = 1:
i~
d
dt
ρ1 = heffρ1 − ρ1h†eff + 2iS[|Ψ2〉〈Ψ2|]. (24)
5In our matrix formulation, the last term above, the source
term, Eq. (12), may be calculated as
S = 4hΨ2(t)DΨ
†
2(t), (25)
where the diagonal matrix D = diag(γ(x)) is the CAP, and h
is the step size used in the spatial discretization.
Also for ρ1, the scheme used for the time evolution is of
second order in the numerical time step. The evolution dic-
tated by the first two terms on the right hand side of Eq. (24)
may be implemented by means analogous to the one-particle
part of the propagator for the two-particle pure state. The ρ1-
propagator also features terms originating directly from the
source term and cross-terms between the source term and the
effective Hamiltonian. See App. B for more detail.
We have also calculated the time-dependent zero-particle
probability p0, which is obtained from Eq. (11) by simply
time-integrating the source term
S[ρ1(t)] = 2
∫
γ(x)ρ1(x, x) dx, (26)
which is a scalar. While this does not provide any differential
information about any absorbed particles, it serves as a use-
ful check for the numerics. The Lindblad equation ensures
that the trace of the total density matrix remains unity. In this
context, this means that
|Ψ2(t)|2 + Trρ1(t) + p0(t) = 1 (27)
at all times. As our numerical scheme is not manifestly trace
conserving, the deviation from unity serves as a measure of
the accuracy of simulations.
In our examples, we set out to calculate the energy dis-
tribution of the unbound particles emerging after interaction.
We do so by projection onto the eigen-states of the unper-
turbed, Hermitian one-particle Hamiltonian h0 as dictated by
Eqs. (15,18). With our matrix representation of the two-
particle wave function, the spatial integral in Eq. (16) may
be found by matrix multiplication. Numerically, the effective
one-particle density matrix of Eq. (16) may be calculated as a
sum of matrix products,
Φ = hτ
∑
tn
Ψ2(tn)Ψ
†
2(tn), (28)
where τ is the temporal step size. Eq. (15) may conveniently
be expressed as
~
∂P2
∂ε
≈ 2h2ϕ†ε(DΦ + ΦD)ϕε, (29)
whereϕε represents the scattering state according to the eigen
energy ε as a column vector. The ε-differential distribution
obtained from ρ1 is calculated analogously to Eq. (29) – with
2Φ replaced by the time-integral of ρ1. Apart from certain in-
crease in memory requirements, calculating the effective one-
particle density matrix Φ when solving Eq. (4) and the time-
integral of ρ1 when solving Eq. (24) impose little extra nu-
merical effort. Nor does acquiring the time-independent one-
particle scattering states ϕε impose any substantial workload.
FIG. 1: The figure illustrates the situation prior to collision. A pro-
jectile particle of rather sharply defined initial momentum is incident
upon a target particle initially trapped in the ground state of a confin-
ing potential.
We use the box-normalized eigen-states of the numerical un-
perturbed one-particle Hamiltonian h0 in order to interpolate
the continuous energy distribution – distinguishing between
symmetric and anti-symmetric continuum states.
B. Example I: Scattering
In this example a target particle is initially trapped in the
ground state of a short-ranged Gaussian potential,
V (x) = −V0 exp
(
− x
2
2σ2V
)
, (30)
while an identical projectile particle with a Gaussian wave
packet is incident on the target, see Fig. 1. The situation could
correspond to a quantum dot embedded in a quantum wire
[49, 56–59].
We take our units to be defined by setting ~ and the particle
mass to unity. The confining potential has the strength V0 = 4
and the width σV = 3/(2
√
2) in these units, cf. Eq. (30).
This leads to a one-particle ground state energy of −3.141.
The interaction strength W0 = 1, and for the softening pa-
rameter s, the value 0.1925 has been used, cf. Eq. (22). The
square CAP function is nonzero for |x| beyond x0 = 35, cf.
Eq. (23). The initial Gaussian projectile wave function is cen-
tred at x = −20 in position space and p = 2 in momentum
space. Its momentum width is 0.1, which corresponds to a
position width of 5 length units.
Since the initial energy of the projectile is such that it hardly
allows for both particles to be liberated, it suffices to solve
Eq. (4); we do not need to consider any second absorption.
The upper panel of Fig. 2 shows the energy distribution of
the particle emerging from the collision event as predicted by
Eq. (15). In addition to energy, it is also shown as a func-
tion of the CAP strength γ0, cf. Eq. (23). The values of this
parameter are chosen such that γ0 = 2−n where n is a non-
negative integer. We see that not only does the distribution
converge as γ0 decreases; it is in fact virtually independent
of γ0. Only for very strong absorption can we see deviations
from the converged one.
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FIG. 2: Upper panel: The energy spectrum of the unbound particle
emerging from the collision event. In this case, the projectile parti-
cle has an initial mean momentum of 2 units and the target particle
is trapped in the ground state with energy −3.14 units. The spec-
trum is predicted by Eq. (15) and calculated for various values of the
strength of the CAP function, i.e., γ0 in Eq. (23). Middle panel: The
same distribution as in the upper panel for three values of γ0. The
inserts display close-ups on regions in which unconverged spectra
feature negative values. Lower panel: In this plot, the total negative
contribution to the (unconverged) energy distributions is plotted as a
function of absorber strength.
In the middle panel of Fig. 2, the same energy spectra are
shown for three values of γ0. We see that the wave emerging
from the collision event comes ut in two energy lobes. This
is due to the fact that the target has, with a certain probabil-
ity, been excited. In other words, the peak centred around 2
energy units corresponds to elastic scattering while the peak
near 0.5 energy units corresponds to inelastic scattering.
The inserts in the panel reveal that the spectra obtained with
comparatively hard absorption are not strictly non-negative;
in certain regions they are negative. This is related to the fact
that, as discussed in Sec. II A, the operator {Γ, ρN} in Eqs. (9)
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FIG. 3: These panels show the maximum range of the wave function
(left) and the duration of the simulation (right) for the collision exam-
ple pertaining to Fig. 2. For the sake of illustration, we have included
calculations featuring much weaker absorption than necessary. The
horizontal dashed line in the left panel indicates the onset of the CAP
function, and the dashed part of the curve in the right panel indicates
the region in which artificial reflection effectively prolongs the sim-
ulations.
and (10) is not necessarily positive semi-definite. Thus, there
is no mathematical reason why differential quantities obtained
from Eq. (15) must be non-negative. However, in the limit
γ0 → 0+, when the predictions become physical, no negative
parts are seen. This is demonstrated more explicitly in the
lower panel of Fig. 2, which depicts the unphysical negative
contribution to the energy distribution ∂P2/∂ε,
−
∫
∂P2/∂ε<0
∂P2
∂ε
dε, (31)
as a function of γ0. We clearly see that this undesirable feature
in fact vanishes for finite values of γ0.
In order to reduce the necessary grid size, it is desirable to
use as hard absorption as possible – while still obtaining con-
verged spectra and avoiding artificial reflections. In Fig. 3 we
display how the extension of the wave function, which is sub-
ject to absorption, and the duration of the simulation depends
on the strength of the absorber. We have here defined the for-
mer as the smallest a which is such that whatever resides be-
yond |x| = a has a squared norm less than 1 % throughout
the simulation. The duration we have defined as the time it
takes |Ψ2(t)|2 to fall below 1 %. The left panel shows, as
expected, that a larger grid is necessary as the CAP strength
is reduced. When it comes to the duration of the simulation,
however, the behaviour is not monotonous; initially, the time
it takes to simulate the entire event actually decreases with
decreasing γ0. This is due to artificial reflections induced by
too hard absorption. Reflected waves will have to travel back
across the grid at least one more time before being absorbed,
and, thus, complete absorption takes longer in this case.
In Fig. 4 we display the results of a collision event for which
the liberation of both particles is energetically admissible. In
this case the projectile particle has an initial momentum with
a mean value of 3.5 units and a width of 0.2 units. The left
panel of Fig. 4 reveals that elastic scattering is the dominant
process. However, as the right panel shows, there is a certain
probability for the second particle to be liberated as well. The
corresponding energy distribution is obtained from Eq. (18),
which, in turn, requires the solution of Eq. (24) in addition
to Eq. (4). It is seen that this second particle predominantly
70 5 10 15
Energy
0
0.2
0.4
0.6
0 0.5 1
Energy
0
2
4
6 10
-4
0=2
-5
0=2
-7
0=2
-9
0=2
-100 0.02
3
4
5
10-4
FIG. 4: The left panel, which is analogous to the middle panel of
Fig. 2, shows the energy distribution of the first particle to be ab-
sorbed after collision. Here the mean momentum of the projectile
particle is 3.5 units, and its width is 0.2. The right panel displays the
energy distribution of the second particle to be absorbed. It is not
likely that two liberated particles will emerge from the collision; this
distribution integrates to 5.4·10−5. The distribution in the right panel
features a certain dependence of the strength of the CAP function, γ0
in Eq. (23), near threshold. No such dependence can be made out for
these values of γ0 in the left panel.
comes out with low energy. It is also seen that also this en-
ergy distribution is very weakly dependent on γ0. We do see
some dependence, however, close to threshold. This is related
to the fact that particles with near-zero energy require a very
long time to reach the absorber; complete absorption is hard
to achieve in a simulation of finite duration in this case. It
may seem counter-intuitive that this issue is more prominent at
harder absorption than softer absorption. It can be understood
from what we saw in the right panel of Fig. 3. Low-energy
waves are more prone be reflected by the CAP than faster ones
– and increasingly so with harder absorption. Consequently,
with a finite duration of simulations, 1000 time units in this
case, the slow, reflected waves do not have enough time hit
the absorber many enough times to reach full absorption.
C. Example II: Photo ionization
The next example addresses a model for photo ionization of
a two-electron atom. The electrons are initially confined in the
two-particle ground state of a regularized Coulomb potential
with a form identical to the interaction Eq. (22):
V (x) =
V0√
x2 + u2
. (32)
Numerically, this initial state is constructed by evolving the
system without the CAP in imaginary time, i.e., by substitut-
ing t with −it in Eq. (4) with Γ = 0. This, along with renor-
malization at each time step, causes virtually any initial state
to converge towards the ground state exponentially.
Next, the system is exposed to a laser pulse. The interac-
tion with the laser is formulated in the velocity gauge, i.e., the
Hermitian part of the one-particle hamiltonian reads
hi =
p2i
2m
+ V (xi) +
e
m
A(t)pi, (33)
where i = 1, 2 refers to the particle number, m is the elec-
tron’s mass and −e is its charge. The homogeneous vector
FIG. 5: These plots show the photo electron spectra for a model
two-electron atom exposed to a laser pulse. The energy required for
single ionization is 0.054 a.u., double ionization requires 0.554 a.u.
and the laser pulse corresponds to a photon energy of 0.3 a.u., see
text for more details on the system. The spectra are calculated with
various absorber strengths, i.e., γ0 in Eq. (23). The left panels are ob-
tained from absorption from the original two-particle system, while
the rights panels are obtained from the one-particle sub-system which
remains after the first absorption event.
potential A reads
A(t) =
{
E0
ω sin
2
(
pi
T ωt
)
sin (ωt) , 0 ≤ t ≤ T
0, otherwise . (34)
In this particular example we apply atomic units, a.u.,
which may be defined by, in addition to setting ~ and m to
unity as in Sec. III B, choosing the elementary charge e and
the Bohr radius as units for their respective quantities. Here,
the peak electric field strength isE0 = 0.1 a.u., the central an-
gular frequency ω is 0.3 a.u., and the duration T corresponds
to seven optical cycles. The confining potential, Eq. (32), is
chosen such that both V0 and u are 0.5 a.u.. This yields a
one-particle ground state energy of −1/2 a.u. Also for the
interaction, Eq. (22), we have set the parameters W0 and s
to 0.5 a.u.. The resulting two-particle ground state energy of
−0.554 a.u.. Thus, one particle is rather weakly bound. The
CAP is turned on at |x| = x0 = 50 atomic length units.
Figure 5 demonstrates, analogously to the upper panel of
Fig. 2, how the predicted singly-differential photo-electron
spectra depend on the strength of the CAP function. The left
panel is the spectrum obtained from the first absorption, cal-
culated using Eq. (15), and the right one corresponds to the
second absorption, calculated using Eq. (18). The spectrum
obtained from the first absorption is not as close to being γ0-
independent as the one in Fig. (2). We can, e.g., detect a slight
shift towards higher energies as γ0 approaches zero. However,
the dependence on the CAP strength is still quite weak, and
the spectrum does converge rather rapidly as the CAP strength
diminishes.
Interestingly, this happens in spite of the fact that much of
the absorption takes place during interaction with the laser
pulse. This is illustrated in Fig. (6), which depicts the de-
pletion in norm from Ψ2 as a function of time, i.e., it shows
1− |Ψ2(t)|2 as a function of t and γ0. The thick purple curve
corresponds to the time at which the pulse is switched off. By
comparing Fig. 6 with the left panel of Fig. 5 it is seen that
a converged spectrum is obtained before the laser interaction
is over. Due to the corresponding explicit time-dependence
in the Hamiltonian, it would seem more reasonable to ap-
8FIG. 6: The total absorption from the two-particle system, 1 −
|Ψ2(t)|2, for the system of Fig. 5 as a function of time and absorber
strength γ0. The thick, purple curve indicates the time at which the
laser pulse is over.
ply Eq. (19), which involves time-dependent scattering states,
rather than Eq. (15). And even doing so, you would still de-
prive an electron the possibility to exchange energy with the
laser field when it is absorbed during interaction. The latter
can only mean that such exchange predominantly takes place
within the CAP free region. The fact that Eq. (15), in which
the absorbed wave is projected onto time-independent scatter-
ing states, indeed produces a converged spectrum during in-
teraction is related to the fact that the interaction is described
in the velocity gauge. In this formulation, a free, classical
electron is at rest in momentum space; the momentum is a
constant of motion. This is reflected in the fact that the free-
electron Volkov solutions are time-independent – apart from a
phase factor which does not contribute in this formalism [26].
In fact, if we substitute our scattering states ϕε with solutions
in which the confining potential is removed, i.e., plane waves,
we would obtain a similar spectrum – except for a shift to-
wards higher energies due to the neglect of the Coulomb-like
potential.
While the energy distribution of the first electron to be ab-
sorbed, ∂P2/∂ε, converges rather quickly as the CAP strength
is reduced, this is not the case for the second particle to be
absorbed. The right panel of Fig. 5 shows ∂P1/∂ε obtained
from Eq. (18). Although the first peak near threshold is rather
well resolved, the next peak, centred near ε = 0.25 a.u., re-
veals a rather slow convergence. Fig. 7, which shows the same
spectra as in Fig. 5 on a semi-logarithmic plot for certain val-
ues of γ0, shows more details in this regard. The spectrum of
the first absorbed particle, ∂P2/∂ε, features several well con-
verged multi-photon peaks. The one obtained from the sec-
ond absorbtion, ∂P1/∂ε, requires a weaker CAP function for
convergence. Moreover, the γ0-dependence seems to be more
prominent at higher energies.
Figure 8 shows the same as Fig. 7 – however with the cen-
tral laser frequency ω = 1 a.u.. This allows for one-photon
double ionization, as opposed to the previous case. Here,
the onset of the CAP region is at x0 = 20 a.u.. The same
patterns as in Fig. 7 are seen. ∂P2/∂ε becomes virtually γ0-
independent at comparatively strong absorption, while it takes
a lower γ0-value for ∂P1/∂ε to converge – in particular at
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FIG. 7: These plots show the same photo electron spectra as in Fig. 5
for certain values of the CAP strength γ0, however using a logarith-
mic y-axis. As in Fig. 5, the left panel stems from the first absorp-
tion while the right one is calculated from the second absorption. The
green curve, which corresponds to rather strong absorption, is seen to
vanish in certain regions. This is because too strong absorption may
induce negative values for the spectrum, cf. the middle and lower
panel of Fig. 2.
higher energies. The price to pay for weak absorption is the
need for a larger numerical domain, cf. Fig. 3. In the case of
Fig. 8, the weakest absorption requires a grid extending from
−362 a.u. to 362 a.u. – for each particle. This is, of course,
still far less then the actual extension of the wave function by
the time all of the unbound part has left the interaction region.
The results of Figs. 7 and 8 are consistent with the bias intro-
duced in the sequential double absorption process: The fastest
electron reaches the absorber first. In situations such as these
ones, in which both electrons of Ψ2 may have reached the con-
tinuum simultaneously, the most energetic of the two would
predominantly contribute to the ∂P2/∂ε-spectrum, which, in
turn, causes slower electrons to be overrepresented in ∂P1/∂ε.
As the CAP strength decreases, so does this bias. And for
a γ0-independent spectrum, the singly differential ∂P1/∂ε
spectrum may be interpreted as the integrated doubly differ-
ential double ionization spectrum,
∂P1
∂ε
γ0→0+−−−−→
∫ ∞
0
∂2Pdouble
∂ε∂ε′
dε′. (35)
From this point of view, it is not surprising that the multi-
photon peaks seen in ∂P1/∂ε, i.e., the right panels of Figs. 7
and 8, are less pronounced than the ones seen in ∂P2/∂ε, i.e.
the left panels.
While the bias inherent in the sequential nature of the ab-
sorption scheme presented here may be undesirable in most
situations, it may be of interest in others. For instance, the
situation does resemble an experimental situation in the sense
that liberated particles are detected one-by-one – and the most
energetic ones first. The similarity between CAPs and detec-
tors, see, e.g., [9, 52], could facilitate comparison with exper-
iment.
It is worth while to also address total ionization probabil-
ities in this context. The converged spectrum obtained from
absorbing an electron from the two-particle wave function,
∂P2/∂ε, integrates to the total norm loss from Ψ2. In the
case of Fig. 5, Fig. 6 shows that this probability is close to
one. Actually, the integral of ∂P2/∂ε is slightly less than the
total absorption because we in Eq. (15) have only projected
onto scattering states corresponding to positive (one-particle)
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FIG. 8: These plots show the same kind of photo electron spectra as
in Fig. 8 – however with ω = 1 a.u. in this case, cf. Eq. (34). Here,
the CAP function sets on at x0 = 20 a.u.. The left panel corresponds
to the predictions of Eq. (15), while the right panel is obtained using
Eq. (18).
energies. This enables us to avoid artificial contributions to
the ionization probability from populations in Rydberg states
which overlap with the CAP. The ionization probability
P2 =
∫ ∞
0
∂P2
∂ε
dε (36)
is indeed total in the sense that it includes both single and
double ionization; the spectrum ∂P2/∂ε is the energy differ-
ential probability distribution of the photo electron which is
absorbed first – irrespective of whether also the second elec-
tron goes on to be ionized as well or not. Thus, ∂P2/∂ε cannot
be interpreted as the spectrum of the photo electron emerg-
ing from single ionization alone – unless the probability of
double ionization is negligible compared to single ionization.
The converged difference between this spectrum and ∂P1/∂ε,
however, would correspond to the single ionization event ex-
clusively.
The spectrum ∂P1/∂ε in Eq. (18) is calculated from the
second absorption and, correspondingly, integrates to the dou-
ble ionization probability. Note that this quantity,
P1 =
∫ ∞
0
∂P1
∂ε
dε, (37)
is not subject to the same γ0-dependence as is the spectrum
∂P1/∂ε; P1 is the probability of double absorption irrespec-
tive of the bias addressed above. Again, P1 tends to be some-
what lower than the final population of the vacuum state,
p0(t→∞), due to the possible population of Rydberg states.
In this respect, it should be mentioned that Rydberg popula-
tions in the two-particle system could lead to an undesired
population of the one-particle sub-system. Our numerical
studies have, however, not shown any indication of this af-
fecting the ∂P1/∂ε-distribution.
D. Concluding remarks
The scheme presented in these numerical examples in-
volves solving a non-Hermitian two-particle Schro¨dinger
equation and a one-particle master equation with a source
term. The complexity involved in each of them is comparable.
The calculation of the energy-resolved spectra does not im-
pose any significant complication in terms of implementation
nor computational resources. Of course, there are several sit-
uations in which Eq. (15) or Eq. (19), which only requires the
solution of Eq. (4), provides interesting and relevant results
without the need to resolve the spectrum provided by Eq. (18)
or Eq. (20), which also require the solution of Eq. (24). This
was, e.g., the case in the example pertaining to Fig. 2. It is
also worth noting that the formalism may fruitfully be applied
to one-particle systems as well.
We have seen that rather week CAPs may be necessary in
order to obtain well resolved energy spectra from the sec-
ond absorption. We have, however, not given any attention to
how the shape of the CAP function affects the convergence in
terms of CAP strength. It would be quite interesting to study
whether other choices of CAP functions than Eq. (23), or other
CAPs than local ones, could provide faster convergence. This
is a topic which merits further investigation. Such an inves-
tigation should also aim at formulating precise and general
convergence criteria.
Another interesting question in this regard is wether ab-
sorption after explicitly time-dependent interactions could be
treated or, at least, facilitated by analytical means, thus evad-
ing comparatively time-consuming simulations. In this re-
gard, the works of Refs. [24, 32] are inspirational. While these
issues are beyond the scope of the present work, they will be
subject to further investigation.
IV. CONCLUSIONS
We have presented an approach to unbound multi-particle
quantum dynamics which allows us to impose absorbing
boundary conditions and yet calculate the probability distri-
butions of interest for all of the absorbed particles. It does so
by using a complex absorbing potential which, in addition to
removing the outgoing, unbound parts of the wave function,
also probe them. The fact that the absorber is a one-particle
operator allows us to analyse the unbound part by projecting
onto single-particle scattering states – as opposed to many-
particle scattering states. This, in turn, enables rather straight
forward implementation. It also provides a conceptually trans-
parent approach which, via the Lindblad equation, generalizes
naturally to any number of particles.
The applicability of the scheme was demonstrated by calcu-
lating energy spectra for two examples featuring two-particle
models – one example involving scattering and another in-
volving photo ionization. In the latter case, it was seen that
the spectrum originating from the first absorption converged
faster than the one obtained from the second absorption in
terms of the absorber strength.
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Appendix A: Derivation of the formulas for differential
probabilities
Here we derive the differential probability distribution for
absorption from a two and one particle system, Eq. (15) and
Eq. (18), respectively, from the more general form of Eq. (10).
In doing so, we express both operators, density matrices and
state vectors by means of second quantization. The fermionic
two-particle wave function is written
|Ψ2〉 =
∫ ∫
dx1dx2 Ψ2(x1, x2)|x1, x2〉 = (A1)
1√
2
∫ ∫
dx1dx2 Ψ2(x1, x2)|{x1, x2}〉 =
1√
2
∫ ∫
dx1dx2 Ψ2(x1, x2)ψˆ
†(x1)ψˆ†(x2)|−〉,
where |x1, x2〉 is a product basis state, |{x1, x2}〉 is a properly
anti-symmetrized one and |−〉 is the vacuum state, i.e., the
state in which there are no particles. The two-particle wave
function is anti-symmetric with respect to exchange,
Ψ2(x1, x2) = −Ψ2(x2, x1). (A2)
We also express the one-particle density matrix and the scat-
tering states by means of second quantization:
ρ1 =
∫ ∫
dxdx′ ρ1(x, x′)|x〉〈x′| =∫ ∫
dxdx′ ρ1(x, x′)ψˆ†(x)|−〉〈−|ψˆ(x′) (A3)
and
|ϕε〉 =
∫
dxϕε(x)ψˆ
†(x)|−〉. (A4)
We start by writing out Eq. (10) for N = 2 explicitly. With
Eqs. (2, A1, A3, A4), it reads
~
d
dt
∂P
∂ε
=
∫
dx 〈ϕε|ψˆ(x){Γ, |Ψ2〉〈Ψ2|}ψˆ†(x)|ϕε〉 =
2<e
∫
dx
∫
dy
∫
dx′
∫ ∫
dx1dx2 ϕ
∗
ε(y)γ(x
′)Ψ2(x1, x2)
× 〈−|ψˆ(y)ψˆ(x)ψˆ†(x′)ψˆ(x′)ψˆ†(x1)ψˆ†(x2)|−〉
×
∫ ∫
dx′1dx
′
2
∫
dy′Ψ∗2(x
′
1, x
′
2)ϕε(y
′)
× 〈−|ψˆ(x′2)ψˆ(x′1)ψˆ†(x)ψˆ†(y′)|−〉.
The vacuum matrix elements may be found, e.g., by using
Wick’s theorem [60]:
〈−|ψˆ(y)ψˆ(x)ψˆ†(x′)ψˆ(x′)ψˆ†(x1)ψˆ†(x2)|−〉 =
δ(y − x′) [δ(x− x1)δ(x′ − x2)− δ(x− x2)δ(x′ − x1)]
− δ(x− x′) [δ(y − x1)δ(x′ − x2)− δ(y − x2)δ(x′ − x1)]
and
〈−|ψˆ(x′2)ψˆ(x′1)ψˆ†(x)ψˆ†(y′)|−〉 =
δ(x′2 − y′)δ(x′1 − x)− δ(x′2 − x)δ(x′1 − y′).
With this and the exchange anti-symmetry of the two-particle
wave function, Eq. (A2), we arrive at Eq. (13).
As explained in Sec. II, when we analyze the part which has
been removed from |Ψ2〉, we must make sure to remove the
part which is reconstructed within ρ1 in order to avoid double
counting. This contribution is provided by the source term
Eq. (12). The part to be removed from Eq. (13) is
〈ϕε|S[ρ2]|ϕε〉
with ρ2 = |Ψ2〉〈Ψ2|. Using Eqs. (12, A1, A4) it may be
expressed as
2〈ϕε|
∫
dx γ(x)ψˆ(x)|Ψ2〉〈Ψ2|ψˆ†(x)|ϕε〉 =∫
dy ϕε(y)
∫
dx γ(x)
∫ ∫
dx1dx2Ψ2(x1, x2)
× 〈−|ψˆ(y)ψˆ(x)ψˆ†(x1)ψˆ†(x2)|−〉
×
∫
dy′
∫ ∫
dx′1dx
′
2 ϕε(y
′)Ψ∗2(x
′
1, x
′
2)
× 〈−|ψˆ(x′2)ψˆ(x′1)ψˆ†(x)ψˆ†(y′)|−〉.
The repeated vacuum matrix element is
〈−|ψˆ(y)ψˆ(x)ψˆ†(x1)ψˆ†(x2)|−〉 =
δ(y − x2)δ(x− x1)− δ(y − x1)δ(x′ − x2).
With this and Eq. (A2) we arrive at
〈ϕε|S[ρ2]|ϕε〉 =∫
dx γ(x)
∫
dy ϕ∗ε(y)2Ψ2(x, y)
∫
dy′ ϕε(y)2Ψ∗2(x, y
′) =
4
∫
dx γ(x)
∣∣∣∣∫ dy ϕ∗ε(y)Ψ2(x, y)∣∣∣∣2 .
This coincides the last term in Eq. (13), which, accordingly, is
to be removed.
Appendix B: A propagator for the one-particle density matrix
A second order Taylor expansion of ρ1(t) in time says that
ρ1(t+ τ) = ρ1 + τ ρ˙1 +
1
2
τ2ρ¨1 +O(τ3). (B1)
Here, the dots indicate time-derivatives and, for convenience,
the absence of an argument is to be interpreted as “(t)”. ρ˙1
and ρ¨1 are provided by Eq. (24) and its time derivative, re-
spectively. If we write them out explicitly, Eq. (B1) reads
ρ1(t+ τ) = ρ1 − i τ~
(
heffρ1 − ρ1h†eff + iS[Ψ2]
)
+
τ2
2~2
((
−i~ h˙eff − h2eff
)
ρ1−
ρ1
(
−i~ h˙†eff + (h†eff)2
)
+ 2heffρ1h
†
eff − i
[
heffS[Ψ2]− S[Ψ2]h†eff
]
+ ~
d
dt
S[Ψ2]
)
+O(τ3), (B2)
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where heff is here the effective one-particle Hamiltonian. In
an autonomous system, h˙eff vanishes and the scheme is some-
what simplified.
Now, the sum of the terms which do not contain source term
contributions may, to third order in τ , be written as
exp
(
−i τ
~
heff(t+ τ/2)
)
ρ1 exp
(
i
τ
~
h†eff(t+ τ/2)
)
.
(B3)
Moreover,
τ
~
S[Ψ2] + τ
2
2~
d
dt
S[Ψ2] = (B4)
τ
2~
(S[Ψ2] + S[Ψ2(t+ τ)]) +O(τ3),
which allows for a convenient implementation simply by
keeping the previous source term in memory.
All in all, we arrive at the following scheme:
ρ1(t+ τ) = e
−iτ/~heff (t+τ/2)ρ1(t)eiτ/~h
†
eff (t+τ/2)
+
τ
2~
(S[Ψ2(t)] + S[Ψ2(t+ τ)]) (B5)
− i τ
2
2~2
[
heff(t)S[Ψ2(t)]− S[Ψ2(t)]h†eff(t)]
]
+O(τ3).
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