There is an increasing number of mobile robot applications. The demanding of the Industry 4.0 pushes the robotic areas in the direction of the decision. The autonomous robots should actually decide the path according to the dynamic environment. In some cases, time requirements must also be attended and require fast path planning methods. This paper addresses a comparison between well-known path planning methods using a realistic simulator that handles the dynamic properties of robot models including sensors. The methodology is implemented in SimTwo that allows to compare the A* and RRT* algorithms in different scenarios with dynamic and real time constraint scenarios.
INTRODUCTION
In the last decades the planning of movements has attracted much attention from the academic and industrial sectors. Generally, the main goal is to allow mobile robots to run their own movements autonomously. The sensing, together with the implementation of algorithms, assists the execution of these tasks. However, for many of the situations, only joining these two tools does not make the drive of the robot so trivial.
The task becomes even more arduous when one considers the actions of the physical laws applied during the trajectory of the robot. Even the design, the disposition of the environment and the task that the robot will perform, influence the final result of the autonomous movement. In this respect, trying to develop a solution for any robot configuration and at the same time dealing with any physical eventualities, is of great value for the execution of the robotic appli- cation (Choset et al., 2005) . The importance of automatic motion planning goes beyond the need to make a mobile robot capable of calculating its own path. The possibility of transforming the process into dynamic situations results in a wide range of new tasks, such as avoiding obstacles in the trajectory while the robot is already moving.
In this way, the objective of this work is to compare the performance of two path planning algorithms when considering the physical influences of the environment in a mobile robot equipped with a distance sensor. In this sense, the main contribution of this work is the comparison of A* and Rapidly-exploring Random Tree Star (RRT*). The same test situations are applied in both, and then, the performance of these algorithms are analyzed in the simulated environment. As a comparison requires excessive testing, robotics simulation arises as a friendly way to obtain data. The simulated robot has the same characteristics of the real robot, that is, all real sensing was modeled for the environment created in the SimTwo.
This work is structured as follows. After the Introduction, the Related Work is presented in Section 2. Then, in Section 3, the Simulation Environment is stated with the real robot information and the virtual modeling. The Methodology and an overview of both algorithms are explained in Section 4. The project Results are shown in Section 5 with the created scenarios. The Conclusion and Future Work are discussed in Section 6.
RELATED WORK
The classic problem of path planning called Piano Mover's is always used to demonstrate the logistics of the best navigation of a three-dimensional body among known obstacles (Schwartz and Sharir, 1983) . For the purpose of introducing probabilistic methods, (Kavraki et al., 1994) demonstrates the concept of reducing the complexity of configuration free space. However, this method can not be applied in dynamic environments because of the need to reconstruct the whole graph. This question is solved by some variants of this method, such as: Lazy Probabilistic Roadmap (PRM) (Bohlin and Kavraki, 2000) and sampling based roadmap of trees (Plaku et al., 2005) .
In the simulation of this work, it was considered two of the most commonly applied algorithms for path planning. The first algorithm is A* (Loong et al., 2011) , which uses the concept of algorithm A* to demonstrate in a Graphical User Interface (GUI) the mapping of a mobile robot going from the starting point to the end point. In (Duchoň et al., 2014) , the navigation of a mobile robot in grid format maps shows the differences in computational expenses for different variations of A* algorithm. To create a global map in low cost robot movements, (Cheng and Wang, 2018) applies the A* in conjunction with the Robotic Operational System (ROS). The second algorithm applied in the simulations is the RRT*, which calculates the paths by sampling the free space with structures that resemble a tree. The tree structure generated by the RRT* is composed of several branches and nodes, generated by random sampling of free spaces (Moon and Chung, 2015) . Comparing the performance of the algorithm around 3D spaces generated by Point of Clouds, (Brito et al., 2017) demonstrates the difference between computational time and costs of PRM and RRT* algorithms through robot state simulations. Changing the base code of the RRT, (He et al., 2018) determines that for cases where the path planning is in two-dimensional planes, the RRTRectangular has good performance.
Acquiring the working environment of a robot has always been a challenging task for robotic applications. However, this task has been simplified with the development of sensors (Choset et al., 2005) . Currently there are several types of sensors, so in this work only the sensors that measure distances and localization are addressed. One of the most widely used types of distance sensors in robotic applications is the laser scanner, called LIDAR Sensors. As for example the Sick sensor, demonstrated in (Ye and Borenstein, 2002) , where the focus of the work was to determine the problem of the mixed pixels and also tries to construct a probabilistic range based on experimental results. Another example of this type of sensor is presented by (Okubo et al., 2009) , which applies the Hokuyo sensor in smaller devices. This new approach differs from Sick because Hokuyo has smaller size, weight and power consumption. However, this device has a very high cost and therefore (Lima et al., 2015) presents the Piccolo LIDAR sensor, a low cost alternative and also its modeling to be applied in simulated environments. Another situation that seeks the low cost implementation is made by (Piardi et al., 2018) , which develops a precision system that can replace the applications based on Ground Truth Systems.
SIMULATION ENVIRONMENT
In order to verify the performance of the algorithms A* and RRT* considering the physical actions of the environment, a 10 m 2 scenario was elaborated in SimTwo 3D simulator with the modeling of the real robot, sensing and the physical quantities involved. Depending on the simulation results, the system will be tested in real situations. This section defines the real robot and its modeling, as well as the virtual scenario made in SimTwo.
Real Robot
The robot's design focuses on handling movements in small environments, such as those in a home. The real robot's model that will be used in future work can be seen in . The method of movement of the robot is made by a differential traction system, where two wheels are operated by independent motors and the third wheel is free. Therefore, the robot has 3 DOF: (x, y, θ). For the embedded sensing part, all of it is made to communicate with the central computer. In this way, all data is controlled by the computer, such as: the general control of the robot and the sequence of movements to form the trajectory.
The hardware integrated in the robot consists of several modules. The power of the robot is made by a 12V battery, which by means of a DC/DC converter, adapts to other voltages that other modules need. The processing core runs in a Raspberry Pi 3 Model B, which handles a Kalman filter application and is also in charge of processing all data from the low-level system. The low-level system is connected to the central core via USB, consisting of two Arduino Uno. The first one controls pitch motors and calculates odometry, while the second has a Pozyx UWB tag -see Piardi et al., 2018) .
Virtual Robot Model
The basic simulation software presents a realistic model of the 3D environment, with dynamic constraints similar to those found in the real environment. Therefore, with this scenario created, it is possible to validate the comparison approach of the two path planning algorithms. Moreover, it is also of great importance for future approaches, such as comparative applications in real situations.
All dimensions of the real robot are fully faithful to the simulated model, as well as the sensors embedded in the real robot structure, as shown in Fig In Figure 2 , the purple dash-dotted line is what the robot scans, i.e, the obstacles. The red dashed line, for instance, is a safe threshold distance that the algorithm applies to the detected obstacles to take into consideration the size of the robot. In this way, it will not collide when the algorithm generates a path. This happens, because the algorithms will not consider this new size as free space. In other words, for the avoidance algorithms, the obstacle has its size increased by a ∆d, which is the orthogonal distance between the objects boundary and the red dashed line.
METHODOLOGY
The comparison approach will consider the longest processing time (as the path planning is recalculated every time a new obstacle is found), the execution time, and finally, the distance travelled. The first is simply the longer processing time for the algorithm to converge to the target point, which was, in this case study, the first time that the algorithm computed the trajectory. The second, is the time that the robot takes to reach the goal. The latter, will be the course taken by the robot during the test. This distance will be measured by odometry of the two wheel axes of the differential geometry as explained in Section 3.2. Note that the robot's speed will be the same to all the tests with both algorithms.
The processing time will be measured in MAT-LAB where the algorithm codes run. For the execution time and distance traveled, both of them are measured in the simulator. Figure 3 illustrates the communication between SimTwo and MATLAB. The time starts to count when the robot moves and only stops when it reaches the goal. The criteria to check if the robot reaches the goal, is a Euclidean distance between the actual robot's position and the goal position. If the distance magnitude is less than 0.1, then the code consider that the robot reached the goal.
In the same manner, the distance starts to be measured when the robot starts moving and stops when the reaches the goal. The simulated encoder has 360 pulses per revolution in each axis. In this sense, the distance traveled will be an arithmetic mean between the two axes, Dist = (Le f tAxis+RightAxis) 2
. In this sense, the distance performed in each axis is, Axis = (2×π×r) 360 , which r is the wheel radius. Note that, Dist will be measured in mm as the wheel radius will be expressed in mm as shown in Section 3.
Several scenarios were tested for the algorithms. In this work, two scenarios are presented. They are similar, however with small adjustments that will change both of the algorithm optimal paths. In the first scenario, the robot will start in the middle of the map and its objective is to reach the red cuboid behind the several obstacles in the northeast part of Figure 4 . It is clear that in Figure 4 , the only possible path to the other side of the walls in by the narrow gap between the two walls in the southeast part of the Figure 4 . It is possible to assume that when the code starts to run, the robot using a simulated LIDAR sensor described in Section 3 sees only this gap. In the second scenario, small adjustments were made to force the algorithms to try out different approaches. As can be seen in Figure 5 , when the simulation starts to run, the robot can not conclude that the gap in the southeast part of the map is the only possible path. In this way, it chooses the upper path because it is shorter than the lower path. The robot does not know if behind the upper walls in Figure 5 the path will be blocked. The explanation for each algorithm for why it chooses the upper path will be explained in their respective Sections 4.1 and 4.2. As RRT* algorithm is a stochastic process, 10 tests were made for each scenario. This decision was made not only because of the non-deterministic behaviour of the RRT* but also because in this way, computing the mean and standard deviation, the comparison will be more reliable.
For A* algorithm in each scenario, the optimal path will be the same in all tests. In this sense, the result figures of only one test will be presented for each scenario. As for the non-deterministic behaviour of RRT*, figures of two tests will be presented for the first and second scenarios.
A* Algorithm
The A* algorithm is one the most popular technique used in path finding graph traversals. It takes best of well-known Dijkstra's and Best-First-Search algorithms into account. For Dijkstra, it takes the part that it favors the vertices closest to the starting point. On the other hand, for Best-First-Search, it takes the heuristics (favoring the cells that are closest to the goal). The algorithm works by choosing a node according to an f value, which is a cost value. This value is a sum of the values g and h, f = g + h. In this manner, at each step, it picks the node with the lowest f , i.e, lowest cost.
The g value is the cost to move from the starting point to another cell on the grid, according to the path computed reach there. In the other hand, the h value is an heuristic value, i.e, an estimated cost to move from the node that you want to reach and the goal destination node. This is called an "educated guess". There are several ways to compute the h value and in this work we used the euclidean distance.
The A* uses open and closed lists just like Dijkstra's algorithm. The open set is a list of nodes that are to be explored and the closed set is a list of nodes already explored. In this way, as briefly mentioned above, at each step the node with the lowest f is removed from the open set and the f and g values of its neighbors are updated accordingly, and these neighbors are added to the open set. The node removed from the open set, is added to the closed set. The stop criteria to the algorithm is when the open set is empty or the goal node has an f value lower than any node in the open set. After this, the cost of the goal node is the lowest one. In this sense, to get the sequence of movements from the starting point to the goal, A* algorithm keeps track of the predecessor node called parent node. So, the sequence is just listing every parent node from the goal node until the start node. The size of the A* cells considered are 1 m 2 . This choice was made to match our simulation cells.
RRT* Algorithm
Rapidly Random Tree generates a tree by generating random nodes in the free space. It starts from the start node and expands until it reaches the target position (node). At each iteration the tree expands by generating a new random node. If this node is not inside a region that is considered an obstacle, then the nearest node from the tree is searched. If this random node is reached from the nearest node taking into consideration the maximum step size, then the node is added to the tree. Otherwise, it returns a new node by using a steering function, thus expanding the tree by connecting the new node with the nearest node (Noreen et al., 2016) . Collision checks are performed every iteration to ensure free connection between the new node and the nearest node. RRT* for instance, works the same way as RRT. However, it introduces two promising features called near neighbor search and rewiring tree operations (Noreen et al., 2016) . The first feature finds the best parent node for the new node considering a circle of radius r. It checks inside this circle the parent node with the lowest cost before inserting the three. It connects the lowest cost neighbor to the new node. The latter feature, however, rewires the tree inside of the same circle to maintain the tree with minimal cost paths. In this work a maximum step size of one meter per convenience is used.
RESULTS
Two scenarios were tested with ten tests each for each algorithm. All configurations were also applied for both, that is, all the physical characteristics of the environment and the sensors were applied in SimTwo simulator to obtain the performance of A* and RRT*. In this section, the results are presented and compared.
First Scenario
The first scenario deals with the movement of the robot starting from the center of the map, where the end point is placed in the upper right corner, represented by the red cuboid. The A* algorithm is expected to calculate the trajectory, bypassing the obstacles. Figure 6 illustrates the whole scenario with the trajectory found.
As already mentioned, with the trajectory created, the system sends the robot to reach the end point. Figure 7 shows the path traveled by the robot avoiding the obstacles created in the SimTwo environment. The entire analysis process in A* was repeated ten times assuming that for each test, the system was restarted. Then the data were collected and inserted in table format. Figure 8 reports the computation time, execution time and distance traveled that the robot spent to perform the route with A* algorithm.
As can be noted, A* performs roughly the same results in all ten tests, performing similar runs in each test. The averages and standard deviations were computed and Table 1 show all the data obtained in this series of tests. As in the previous series of tests, they were applied for RRT* algorithm. Figure 9 shows the trajectory found to reach the target. After the trajectory found by the RRT*, the developed system can already send the information to the virtual robot. The environment of this approach can be seen in Figure 10 .
All the analysis processed in RRT* was also repeated ten times considering that, for each test, the system is also restarted. The data from the ten tests are also in table format. Figure 11 shows the longest computation time, executing time and distance traveled that the robot took to perform the route with RRT* algorithm. Differently from A*, RRT* presents susceptible differences in these tests, confirming as mentioned above. Computing the average and standard deviation is possible to conclude that the path quality depends heavily with more processing time, i.e, more generated nodes. All these values are demonstrated in Table 2 . 
Second Scenario
For the analysis of the second scenario, the initial point of the robot is also the center of the map and the target point is in the upper right corner. However, in this analysis one of the obstacles has been opened up. In this way, it is expected that the algorithms have performances different from those obtained in the first scenario. Figure 12 shows the route found by A* for this scenario and the movements of the virtual robot in SimTwo, can be seen in Figure 13 . The paths generated by A* in Figure 12 and Figure 6 were different and this is expected due to the difference of the complexity of the scenarios. As in the first scenario, the tests were also repeated ten times and for each time the system was also restarted. The data of all of these tests are provided in table format. The processing time, execution time and distance traveled that the robot consumed to perform the route with A* algorithm for this scenario is shown in Figure 14 . The averages and standard deviations are lower than the first scenario and this is expected since this scenario is less complex. The data are displayed in Table 3 . In this second scenario, the same test is also carried out for RRT* performance analysis. Figure 15 indicates the route calculated by the RRT * algorithm. The virtual robot movement in the simulated environment SimTwo is shown in Figure 16 .
All the paths are similar as the distance to reach the goal is considerably lower than scenario one and, because of that, the algorithm converge much more faster, generating similar paths. The results are presented below. Figure 17 shows the processing time, execution time and distance traveled of the robot by performance with RRT*. The averages and standard deviations are measured and Table 4 reports them. Again, the values are lower due to the complexity of the scenario. 
CONCLUSION AND FUTURE WORK
This paper addressed the comparison of performance for two path planning algorithms considering the physical influences of the environment with a mobile robot. For the first scenario, RRT* performed worse in all tests. Processing roughly 190 times slower than A*. As for execution time, both performed similar, RRT* a slightly slower, 14.41%. In relation to the distance traveled, both performed similarly as well. RRT* generating a slightly longer path than A*, 16.34%. For the second scenario, RRT* performed worse in all tests. Regarding processing time, it performed 45 times slower than A*. For execution time, RRT* performed 10.54% slower than A*. Finally for distance traveled, RRT* performed 12.28% slower than A*. For both scenarios regarding the standard deviation, it is concluded that, as the complexity of the environment increases the standard deviation increases for both algorithms. However, as RRT* has nondeterministic behaviour, it increases by a higher order of magnitude than A*. In addition, if the cell size for A* was reduced, i.e, the map resolution increases, the memory and processing time required would increase exponentially.
For future work tests with both algorithms will be implemented in a real scenario.
