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Abstract 
The GRNN oracle is an optimal estimator that provides the maximum likelihood unbiased estimate by combining a series of 
intelligent processing results, where those estimates with the smallest variance are weighted most highly. It is known that if the 
individual predictors in the ensemble are too similar, the oracle cannot provide much improvement. We have newly observed that 
if the predictions are characterized by class inhomogeneities, then the oracle can be limited in its ability to compensate. For some 
training cases, all models might provide incorrect predictions; let us call these cases “trouble makers.” To address this problem, 
the oracle theory was mathematically extended to provide estimates of the sensitivity of its predictions. These sensitivities 
provide a basis for declaring that certain of its predictions should be treated as untrustworthy. It then has information to flag 
them. This paper addresses that theoretical development and applies these extensions, to toy problems, with the future objective 
of application to real problems of detecting dementia / Alzheimer’s in speech patterns. 
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1. Introduction 
The Generalized Regression Neural Net (GRNN) oracle4 was developed to provide a maximum likelihood, 
minimum variance, unbiased estimate by combining multiple predictive models for a given prediction or 
classification task. It has been known that there are some situations where the oracle cannot offer any improvements 
over the individual predictive models. One example is if all the predictive models at hand make the same pattern of 
errors. i.e., there is no diversity among them. We recently encountered another example: for a classification task, for 
some subset of the training cases all models predict the wrong class. Let us call these cases “trouble makers.” While 
there is no way to combine the models to give a correct prediction in the vicinity of trouble makers, it is at least 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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possible to know that predictions in these regions are likely to be untrustworthy. Curiously, this phenomenon seems 
not to have examined previously. 
The simplest approach is to define some region around these known trouble makers, and provide a warning with any 
predictions near them indicating that they may be untrustworthy. While this method is simple, we sought a more 
rigorous criterion than an arbitrary distance in feature space. We approached the challenge by deriving the 
sensitivities of the oracle’s estimates to its inputs: the models, training cases, and features. We present the equations 
for these sensitivities and apply them to two minimal (toy) problems, one without, and one with a trouble-maker 
training case. We hope the behaviors of the sensitivities on these problems will serve to provide the intuition needed 
to set criteria for when the oracle should flag its predictions as untrustworthy. Extending the software tools to handle 
the same task for larger problems will be tackled in the near future. The research that revealed this challenge 
involved a pilot study to find a speech-based diagnostic test for Alzheimer’s disease7. 
2. Background 
We developed a general approach for addressing problems that are best characterized as Complex Adaptive Systems 
(CASs) described by Pierson5. These are non-linear interactive systems that have the ability to adapt to a changing 
environment. A few CAS examples include economic activity, evolutionary processes and disease progression. In 
short, the solution to a CAS problem requires a CAS approach. As a demonstration of a CAS solution, a kernel-
based ensemble decision combination mechanism was developed and evaluated. This was called the GRNN Oracle4. 
Statistical learning systems may exhibit poor generalization. Because of noise, training sample quality, or confused 
distributions, complete decision generalization may be difficult to achieve when analyzing new data sets. Ensemble 
methods offer a way to gain better generalization and decision stability. Ensemble architectures can be used to 
decompose complicated problems into a collection of simpler problems often using some form of divide and 
conquer strategy. For example, non-linearly-separable problems can be decomposed into a collection of linear 
problems8. The reasons for applying ensemble methods in decision problems parallel those for applying averaging in 
signal analysis. That is, coherent signals add linearly, whereas randomness compounds more slowly with quadratic 
addition. It has been demonstrated both empirically and theoretically that ensemble systems provide better decision 
performance on a wide variety of problems as discussed by Land et al.3 The ensemble approach involves combining 
the outputs of many decision devices or estimators (sometimes referred to as experts) such that the combination 
provides better performance than any single member in isolation. This requires constituent members to make 
different decision errors for a given input6. It follows that the ensemble construction objective is to create a set of 
diverse learners, although our understanding of classifier error diversity is incomplete2. Whether an architecture is 
described as an ensemble system, a mixture of experts system, or if the latter is encapsulated in the former appears 
to a matter of choice. Some researchers indicate that mixture of expert systems differ from ensemble systems in the 
way the systems are trained1 suggesting that the two approaches are parallel. For example, in the ensemble 
approach, the predictors are first trained and then the summary output is derived, whereas for the mixture of experts 
system the predictors and output mechanisms are trained simultaneously with the aim of decomposing the input1. In 
contrast, the review by Polikar6 indicates that ensemble systems encompass a wide variety of methods including 
mixture of expert architectures and multiple classifier combinations. 
In the classical ensemble combination or mixture of experts approach, inputs are presented to the network, where 
each classifier makes an assessment. Outputs from these classifiers are weighted by a gating mechanism that 
produces a weight using current inputs, which is then propagated further up the mixture of experts hierarchy. 
In summary, the varied approaches used for developing ensemble-expert architectures normally include some form 
of gating mechanism that learns relative to the experts. The approaches used to derive the grand output often follow 
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from heuristic arguments, which may limit generalization. These methods are all striving for diversity. A survey of 
classification diversity and categorization is provided by Brown et al.2. 
GRNN Ensemble Formulation Summary  
Nomenclature 
N number of training cases (index i)  
P  number of features (index j) 
K number of classifiers (predictive models) (index k) 
x a case (training or test) as a feature vector xj, j =1, …, P 
X the set of N training cases 
xi,j value of feature j for case i (training or test)  
yi true class for training case i 
y^ki prediction of model k for training case i 
y^ (x) oracle’s best estimate of the class for case x 
e^k(x) estimated error of classifier k on case x 
D(x,xi) distance from case x to training case xi 
wk weight assigned to y^ki in the computation of y^ (x) 
The objective is to design an ensemble processor that uses the gate variables to intelligently combine the outputs of 
the competing models. A background and history of ensemble processing have been provided by Land et al.3 Once 
the expected error of each prediction model is estimated, these expected errors are used to compute the weights for 
each model. When an unknown case is processed, the gate variables are used by the GRNN oracle to decide which 
models are likely to be best for this particular case. These models are weighted more heavily than the likely inferior 
models. In particular, one has a training set composed of N cases. Each case i (i =1, …, N) consists of P gate 
variables: xi,j where j =1, …, P. These gate variables (also called features) determine in some way the relative 
efficacy of the prediction models. The K competing prediction models provide outputs y^ki for each case i where k 
=1, …, K. The desired output (the target value) for case i is yi , the true value. 
For the gate variables and model outputs of a trial case that is to be evaluated, just one subscript is used : xj where j 
=1, …, P, are the values of the observed gate variables, and y^ki  where k=1, …, K, are the computed outputs from 
the K competing prediction models for this new case. It is desired that the final prediction be a linear combination of 
the outputs of the competing models: 
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The linear combination of unbiased estimators having minimum mean-squared error uses weights proportional to the 
reciprocal of each estimator’s variance. If the predicted squared error is used in place of the variance, the following 
formula is derived for the weights: 
ݓ௞ ൌ
ͳȀ Ƹ݁௞ଶ
σ ͳ Ƹ݁௟ଶൗ
௄௟ୀଵ
 
(2) 
 
If the models have the (desirable) property that their predictions are unbiased, then the following condition is 
imposed: 
 
(3) 
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Define the weighted Euclidean distance (as determined by the gate variables) between training case, i, and the trial 
case, X. Then the GRNN oracle’s predicted squared error for model k may be shown to be:   
Ƹ݁௞ଶሺܠሻ ൌ
σ ሺݕ௜ െ ݕො௞௜ሻଶሺെܦሺܠǡ ܠ௜ሻሻே௜ୀଵ
σ ሺെܦሺܠǡ ܠ௜ሻሻே௜ୀଵ
 
(4) 
 
and the distance is computed by: 
 
 
(5) 
The GRNN ensemble processor is trained (i.e., the P Vj weights in the weighted Euclidean distance in (5) are 
optimized) in the leave-one-out, or similar validation manner. Differential evolution is sometimes used to optimize 
the sigma weights over the set of training cases4. 
3. Sensitivity 
The derivatives of the equations above are taken with respect to the set of training cases X = xi, i = (1,…, N). Space 
limits prevent showing the derivations, but the results are the equations below: 
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In general, we have no closed form solution for the classifier predictions, so the derivatives with respect to the 
features of each training case are estimated numerically using small perturbations about the training case nominal 
feature values, and summing over all features for each case. We do have an analytical solution for the weights: 
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For the error terms, let Nk and Dk denote the numerator and denominator from eqn (4), and Xn be the test case for 
which we want the sensitivity*. Then the derivative becomes: 
 
G෢݁௞ି ଶ
G܆ ൌ
ͳ
ܦ௞ ൬
G ௞ܰ
G܆ െ Ƹ݁௞
ଶ Gܦ௞
G܆ ൰ 
 
(8) 
 
where 
G ௞ܰ
G܆ ൌ෍
ە
۔
ۓ ሺݕ௜ െ ݕො௞௜ሻଶ ൫െܦሺܠǡ ܠ௜ሻ൯
Gܦ
Gܠ௜
൅ ൫െܦሺܠǡ ܠ௜ሻ൯ ʹሺݕ௜ െ ݕො௞௜ሻ ൬െ
Gݕො௞௜
Gܠ௜ ൰ۙ
ۘ
ۗே
௜ୀଵ
 
 
 
(9) 
 
 
 
*  We apologize to the reader for some challenges with our notation. When we use D, as in GD, we mean the distance function eqn (5), whereas 
Dk refers to the denominator from eqn (4). 
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and 
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And finally: 
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In computing the sensitivities, several of the normalization terms involve summations over features and training 
cases (e.g. distances and error terms). These are computed and stored once, so they may be reused. 
4. Results 
To illustrate the utility of the computed oracle sensitivities we present two minimally-sized toy problems. Each 
employs just two training cases (N=2) in a two-dimensional features space (P=2), and two prediction models (K=2 
classifiers). Toy_1 is illustrated in Figure 1. 
 
 
Figure 1. Toy_1 problem. The training cases are shown as circles with the true class inside.  
The model predictions are shown below each circle. 
 
Note that both classifiers yield correct predictions for each case. The models were specified simply as arrays of 
prediction values over the feature space. These are illustrated in Figure 2. 
 
Figure 3 left panel shows the oracle predictions eqn (1) as a contour map over the feature space and the right panel 
shows the sensitivity eqn (6). 
 
For Toy_2 problem, we added a new training case, and modified the models slightly so that both models gave a 
wrong prediction. That new case was a “trouble maker,” and resides in the northwest region of the feature space. See 
Figure 4. When we plot the contours of the oracle’s estimates and their derivatives (Figure 5), we see that, although 
the estimates in the vicinity of the trouble maker case are negative (like the black dot negative case), the oracle can 
know that these estimates are very sensitive in this region (right panel). It should be clear that the oracle has no 
mechanism to correct its poor estimates, but it can identify that they may be unreliable. They can at least be labelled 
as such. We continue to develop a rigorous criterion for defining a region of unreliability around trouble makers. A 
simple idea is to just define a radius in feature space around each trouble maker. A better idea would involve 
locating the midpoints between each trouble maker and its nearest trustworthy neighbours. These could serve as 
support vectors for defining a “region of untrustworthiness.” Other ideas might be to define a probability function 
for getting a wrong prediction and then setting a trustworthiness threshold. 
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Figure 2. Two models (classifiers) for the toy_1 problem 
 
 
 
Figure 3. Left panel: Coutour plot of the oracle predictions, eqn (1) for Toy_1, with the positive training case 
shown as a red dot and the negative case as a black dot. Right panel:  3D plot of the oracle sensitivity, eqn (6) 
for Toy_1. The derivative of y^ is everywhere -1.0 implying that the sensitivity of the oracle predictions is 
everywhere the same. 
5. Discussion 
In the course of research into a challenging clinical diagnostic problem7 involving combining the predictions of an 
ensemble of learned classifiers, we observed a phenomenon that is surely not unusual. If a diagnostic class is 
somewhat heterogeneous, but only a limited sample of cases are available for learning that class, it is likely that the 
too few samples from some subtypes are available to allow the classifiers to learn these subtypes. Hence, all 
classifiers are likely to make the same errors on these cases (let’s call them trouble makers). There is no way for an 
ensemble technique to compensate for this situation. In this paper, we show how it can at least identify that in some 
regions of the feature space, its predictions may be untrustworthy. We provide derived sensitivity equations for the 
GRNN oracle and illustrate their use on two minimal (toy) problems. In future, we will endeavor to provide rigorous 
criteria based upon these sensitivities for flagging predictions as untrustworthy. 
Other methods, notably boosting, have been proposed to develop classifiers that are more specifically focused on the 
trouble maker cases. This approach can have troubles of two types: the numbers of cases of the trouble maker 
subclass may be too few to learn from reliably, and the available features may not support accurate learning. In our 
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Alzheimer’s speech study, some (but not all) patients in the very early stages (their mini-mental state exam scores 
were in the normal range), could not be distinguished from the normal controls. However we reasoned that, having a 
diagnostic able to caution clinicians when a new patient is “like known trouble makers” may be of clinical value. 
 
 
Figure 4. Toy_2 problem differs from Toy_1 by the addition 
of a trouble-maker training case 
 
 
 
Figure 5. Left panel: Coutour plot of the oracle predictions, eqn (1) for Toy_2, with the positive training cases 
shown as red dots and the negative case as a black dot. The oracle cannot correct for the models’ both getting 
the trouble-maker case wrong. Right panel: 3D plot of the oracle sensitivity, eqn (6) for Toy_2. The derivative 
of y^ is everywhere negative, but has greater magnitude in the vicinity of the trouble-maker case implying that 
the oracle’s estimates are more sensitive in the north west corner of the feature space. 
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