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PROPAGATION RULES FOR (u,m, e, s)-NETS AND (u, e, s)-SEQUENCES
PETER KRITZER AND HARALD NIEDERREITER
Abstract. The classes of (u,m, e, s)-nets and (u, e, s)-sequences were recently introduced
by Tezuka, and in a slightly more restrictive form by Hofer and Niederreiter. We study
propagation rules for these point sets, which state how one can obtain (u,m, e, s)-nets and
(u, e, s)-sequences with new parameter configurations from existing ones. In this way, we
show generalizations and extensions of several well-known construction methods that have
previously been shown for (t,m, s)-nets and (t, s)-sequences. We also develop a duality
theory for digital (u,m, e, s)-nets and present a new construction of such nets based on
global function fields.
1. Introduction
Finite or infinite sequences of points with good equidistribution properties are frequently
studied in number-theoretic questions, and they also play an important role as the node
sets of quadrature rules in numerical integration (see, e.g., [3] and [7]). When studying the
question of how to evenly distribute (a large number of) points in a certain domain, one
frequently restricts oneself to considering the s-dimensional unit cube [0, 1]s.
If we would like to distribute a large number of points in the unit cube, a very popular
and powerful method is to use (t,m, s)-nets (for the case of finitely many points) and (t, s)-
sequences (for the case of infinitely many points), or, more generally, the recently introduced
(u,m, e, s)-nets and (u, e, s)-sequences. The former classes of point sets and sequences were
introduced in their nowadays most common form by Niederreiter in [6], see also [7] for
detailed information, while the latter were introduced by Tezuka in [17] and studied in a
slightly modified form by Hofer and Niederreiter [5] and Niederreiter and Yeo [13]. The
underlying idea of these nets and sequences is to guarantee fair distribution of the points for
certain subintervals of the half-open unit cube [0, 1)s. To be more precise, let s ≥ 1 be a
given dimension and let b ≥ 2 be an integer (which we usually refer to as the base in the
following). An interval J ⊆ [0, 1)s is called an elementary interval in base b if it is of the
form
J =
s∏
i=1
[
ai
bdi
,
ai + 1
bdi
)
,
with integers di ≥ 0 and 0 ≤ ai < bdi for 1 ≤ i ≤ s. These intervals play a crucial role in the
subsequent definition of a (u,m, e, s)-net, which we state below. Here and in the following,
we denote by N the set of positive integers and by λs the s-dimensional Lebesgue measure.
Definition 1. Let b ≥ 2, s ≥ 1, and 0 ≤ u ≤ m be integers and let e = (e1, . . . , es) ∈ Ns.
A point set P of bm points in [0, 1)s is called a (u,m, e, s)-net in base b if every elementary
interval J ⊆ [0, 1)s in base b of volume λs(J) ≥ bu−m and of the form
J =
s∏
i=1
[
ai
bdi
,
ai + 1
bdi
)
,
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with integers di ≥ 0, 0 ≤ ai < bdi , and ei|di for 1 ≤ i ≤ s, contains exactly bmλs(J) points of
P.
Note that the points of a (u,m, e, s)-net are particularly evenly distributed if u is small.
On the other hand, also the choice of e1, . . . , es plays an important role, as larger values of
the ei in general mean less restrictions on the distribution of the points in the unit cube.
Definition 1 is the definition of a (u,m, e, s)-net in base b in the sense of [5]. Previously,
Tezuka [17] introduced a slightly more general definition, where the conditions on the number
of points in the elementary intervals only need to hold for those elementary intervals J in
base b with λs(J) = b
u−m. The narrower definition used in [5] guarantees, as stated in that
paper, that any (u,m, e, s)-net in base b is also a (v,m, e, s)-net in base b for any integer v
with u ≤ v ≤ m. The latter property is a very useful property when working with such point
sets (see also [5] for further details); hence, whenever we speak of a (u,m, e, s)-net here, we
mean a (u,m, e, s)-net in the narrower sense of Definition 1.
The definition of a (u, e, s)-sequence is based on (u,m, e, s)-nets and is given next. As
usual, we write [x]b,m for the coordinatewise m-digit truncation in base b of x ∈ [0, 1]s.
Definition 2. Let b ≥ 2, s ≥ 1, and u ≥ 0 be integers and let e ∈ Ns. A sequence x0,x1, . . .
of points in [0, 1]s is a (u, e, s)-sequence in base b if for all integers k ≥ 0 and m > u the
points [xn]b,m with kb
m ≤ n < (k + 1)bm form a (u,m, e, s)-net in base b.
Again, the points of a (u, e, s)-sequence are evenly distributed if u is small, but also in this
case the choice of e has influence on the conditions on how the points are spread over the
elementary intervals in the unit cube.
If we choose e = (1, . . . , 1) ∈ Ns in Definitions 1 and 2, then the definitions coincide
with those of a classical (t,m, s)-net or a classical (t, s)-sequence with t = u, respectively, as
they were introduced in [6]. The reasons why the more general (u,m, e, s)-nets and (u, e, s)-
sequences were introduced are twofold. On the one hand, as pointed out by Tezuka in [17], one
can derive better bounds on the discrepancy for at least some examples of (t,m, s)-nets and
(t, s)-sequences by viewing them as special cases of (u,m, e, s)-nets and (u, e, s)-sequences (see
also the recent paper [4] for related results). Furthermore, by viewing, e.g., (t, s)-sequences
as (u, e, s)-sequences, it is possible to deal with special types of (t, s)-sequences in a very
natural way. For example, as pointed out in [17] (see also [5]), a generalized Niederreiter
sequence over the finite field Fq (q a prime power) is a (u, e, s)-sequence in base q with u = 0,
where e = (e1, . . . , es) ∈ Ns is such that ei, 1 ≤ i ≤ s, exactly corresponds to the degree
of the ith base polynomial over Fq used in the construction of the sequence. The interested
reader is referred to [5] and [17] for further information.
Most of the constructions of (u,m, e, s)-nets and (u, e, s)-sequences are based on the digital
construction method introduced by Niederreiter in [6]. Let us first outline the digital con-
struction method for (u,m, e, s)-nets. Let s ≥ 1 be a given dimension, let q be a prime power,
and consider the finite field Fq with q elements. Furthermore, put Zq := {0, 1, . . . , q−1} ⊂ Z.
Choose bijections ηr : Zq → Fq for all integers 0 ≤ r ≤ m − 1 and bijections κi,j : Fq → Zq
for 1 ≤ i ≤ s and 1 ≤ j ≤ m. Furthermore, we choose m×m generating matrices C1, . . . , Cs
over Fq. For n ∈ {0, 1, . . . , qm − 1}, let n =
∑m−1
v=0 nvq
v be the base q expansion of n. For
1 ≤ i ≤ s, we compute the matrix-vector product
Ci · (η0(n0), η1(n1), . . . , ηm−1(nm−1))
⊤ =:
(
y
(i)
n,1, y
(i)
n,2, . . . , y
(i)
n,m
)⊤
and then we put
x(i)n :=
m∑
j=1
κi,j
(
y
(i)
n,j
)
q−j.
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Finally, we put xn := (x
(1)
n , . . . , x
(s)
n ) ∈ [0, 1)s for 0 ≤ n ≤ qm−1. Then the point set consisting
of the points x0,x1, . . . ,xqm−1 is called a digital net over Fq. Regarding the parameters of a
digital net, we recall the following proposition from [5].
Proposition 1. The matrices C1, . . . , Cs ∈ F
m×m
q generate a digital (u,m, e, s)-net over Fq if
and only if, for any nonnegative integers d1, . . . , ds with ei|di for 1 ≤ i ≤ s and d1+ · · ·+ds ≤
m− u, the collection of the d1 + · · ·+ ds vectors obtained by taking the first di rows of Ci for
1 ≤ i ≤ s is linearly independent over Fq.
For the digital construction of a (u, e, s)-sequence, we choose bijections ηr : Zq → Fq for
all integers r ≥ 0, satisfying ηr(0) = 0 for all sufficiently large r, and bijections κi,j : Fq → Zq
for 1 ≤ i ≤ s and j ≥ 1. Furthermore, we choose ∞×∞ generating matrices C1, . . . , Cs over
Fq (by an ∞×∞ matrix over Fq we mean a matrix over Fq with denumerably many rows
and columns). For an integer n ≥ 0, let n =
∑∞
v=0 nvq
v be the base q expansion of n. For
1 ≤ i ≤ s, we compute the matrix-vector product
Ci · (η0(n0), η1(n1), . . .)
⊤ =:
(
y
(i)
n,1, y
(i)
n,2, . . .
)⊤
and then we put
x(i)n :=
∞∑
j=1
κi,j
(
y
(i)
n,j
)
q−j.
Finally, we put xn := (x
(1)
n , . . . , x
(s)
n ) ∈ [0, 1]s for n = 0, 1, . . . . Then the sequence x0,x1, . . . is
called a digital sequence over Fq. As for digital nets, the properties of the matrices C1, . . . , Cs
are intimately related to the parameters of a digital sequence; the following proposition is
also due to [5].
Proposition 2. The ∞×∞ matrices C1, . . . , Cs over Fq generate a digital (u, e, s)-sequence
over Fq if and only if, for every integerm > u, the left upperm×m submatrices C
(m)
1 , . . . , C
(m)
s
of the Ci generate a digital (u,m, e, s)-net over Fq.
The problem of how to find (u,m, e, s)-nets with good parameter configurations is non-
trivial. One way to tackle this question is to consider so-called propagation rules. A prop-
agation rule for (digital) nets is a rule that, from one (digital) net or several (digital) nets,
produces a (digital) net with new parameters, and similarly for (digital) sequences. The
theory of propagation rules for classical (t,m, s)-nets and (t, s)-sequences has attracted much
interest in the past and there are many results to be found in, e.g., [8], [9], [10], [11] and
related papers. We also refer to the database MinT ([15]), where information on all rel-
evant propagation rules for (t,m, s)-nets and (t, s)-sequences and the resulting parameter
configurations can be found. We also remark that there exist propagation rules for so-called
higher-order nets and sequences as introduced by Dick (see, e.g., [1], [2], and [3]).
In the present paper, we study to which extent it is possible to find propagation rules for
the new concepts of (u,m, e, s)-nets and (u, e, s)-sequences. We will first present propagation
rules for (digital) (u,m, e, s)-nets in Section 2. Then in Section 3, we consider propagation
rules for (u, e, s)-sequences that employ a change of the base. In Section 4, we develop a
duality theory for digital (u,m, e, s)-nets, and we show in Section 5 how this theory can be
used for finding new digital (u,m, e, s)-nets.
2. Propagation rules for (digital) (u,m, e, s)-nets
In this section, we derive propagation rules for (u,m, e, s)-nets. We first present results that
are valid for arbitrary (u,m, e, s)-nets, and then we move on to propagation rules that hold
for digital nets. Our first result generalizes the propagation rule that is called Propagation
Rule 1 in [8]. We write N0 for the set of nonnegative integers.
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Proposition 3. Let b ≥ 2, m ≥ 0, s ≥ 1, and u ≥ 0 be integers and let e = (e1, . . . , es) ∈ Ns.
If a (u,m, e, s)-net in base b is given, then for every integer k with u ≤ k ≤ m such that
m − k is a linear combination of e1, . . . , es with coefficients from N0, we can construct a
(u, k, e, s)-net in base b.
Proof. Let the point set P be a (u,m, e, s)-net in base b. By assumption, we can write
m− k =
∑s
i=1 fiei with fi ∈ N0 for 1 ≤ i ≤ s. Consider the interval
E =
s∏
i=1
[0, b−fiei) ⊆ [0, 1]s.
Then λs(E) = b
k−m ≥ bu−m, and so the definition of a (u,m, e, s)-net in base b implies that
E contains exactly bk points of the point set P. Let these bk points be
xn = (x
(1)
n , . . . , x
(s)
n ) ∈ E for n = 1, . . . , b
k.
Now we define the points
yn =
(
bf1e1x(1)n , . . . , b
fsesx(s)n
)
∈ [0, 1)s for n = 1, . . . , bk.
We will show that the points yn, n = 1, . . . , b
k, form a (u, k, e, s)-net in base b. Let J ⊆ [0, 1]s
be an interval of the form
J =
s∏
i=1
[aib
−di , (ai + 1)b
−di)
with ai, di ∈ N0, ai < bdi , and ei|di for 1 ≤ i ≤ s, and with λs(J) ≥ bu−k. Then yn ∈ J if and
only if
xn ∈ J
′ :=
s∏
i=1
[aib
−fiei−di , (ai + 1)b
−fiei−di) ⊆ E.
Note that λs(J
′) = bk−mλs(J) ≥ bu−m. Again by the definition of a (u,m, e, s)-net in base b,
the number of points xn ∈ J ′ is bmλs(J ′) = bkλs(J), and so the number of points yn ∈ J is
bkλs(J), which is the desired property. 
The following proposition generalizes a well-known result on (t,m, s)-nets and (t, s)-sequences
from [6] (see also [7, Lemma 4.22]).
Proposition 4. Let b ≥ 2, s ≥ 1, and u ≥ 0 be integers and let e = (e1, . . . , es) ∈ Ns.
If a (u, e, s)-sequence in base b is given, then for every integer m ≥ u we can construct a
(u,m, e′, s+ 1)-net in base b, where e′ = (1, e1, . . . , es) ∈ Ns+1.
Proof. Let x0,x1, . . . be a (u, e, s)-sequence in base b. We fix an integer m ≥ u and define
the points
yn = (nb
−m, [xn]b,m) ∈ [0, 1)
s+1 for n = 0, 1, . . . , bm − 1.
We claim that these points form a (u,m, e′, s + 1)-net in base b. Consider an interval J ′ ⊆
[0, 1]s+1 of the form
J ′ =
s+1∏
i=1
[aib
−di , (ai + 1)b
−di)
with ai, di ∈ N0 and ai < bdi for 1 ≤ i ≤ s + 1, ei|di for 2 ≤ i ≤ s + 1, and λs+1(J ′) ≥ bu−m,
that is,
∑s+1
i=1 di ≤ m− u. We have yn ∈ J
′ if and only if a1b
m−d1 ≤ n < (a1 + 1)b
m−d1 and
[xn]b,m ∈ J :=
s+1∏
i=2
[aib
−di , (ai + 1)b
−di).
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Now m− d1 ≥ u+
∑s+1
i=2 di ≥ u, and so the definition of a (u, e, s)-sequence in base b implies
that the points [xn]b,m with a1b
m−d1 ≤ n < (a1 + 1)b
m−d1 form a (u,m− d1, e, s)-net in base
b. Since
λs(J) = b
−(d2+···+ds+1) ≥ bu−m+d1 ,
it follows that the number of points yn, 0 ≤ n ≤ bm − 1, contained in the interval J ′ is equal
to bm−d1λs(J) = b
mλs+1(J
′), and so we are done. 
Before we proceed to the formulation of propagation rules for digital (u,m, e, s)-nets, we
give the following definition of a (d,m, e, s)-system. For the corresponding definition for
classical (t,m, s)-nets, see, e.g., [9] and [10].
Definition 3. Let q be a prime power, let m ≥ 1 and s ≥ 1 be integers, let d be an integer
with 0 ≤ d ≤ m, and let e = (e1, . . . , es) ∈ Ns. The system
A =
{
a
(i)
j ∈ F
m
q : 1 ≤ i ≤ s, 1 ≤ j ≤ m
}
of vectors is called a (d,m, e, s)-system over Fq if for any choice of nonnegative integers
d1, . . . , ds with ei|di for 1 ≤ i ≤ s and
∑s
i=1 di ≤ d, the vectors a
(i)
j , 1 ≤ j ≤ di, 1 ≤ i ≤ s,
are linearly independent over Fq (this property is assumed to be trivially satisfied for d = 0).
The next lemma is analogous to [10, Lemma 3]. For an m × m matrix Ci over Fq and
1 ≤ j ≤ m, we write c(i)j for the jth row vector of Ci.
Lemma 1. Let q be a prime power, let m ≥ 1, s ≥ 1, and u ≥ 0 be integers, and let
e ∈ Ns. A digital net over Fq with m×m generating matrices C1, . . . , Cs over Fq is a digital
(u,m, e, s)-net over Fq if and only if the system {c
(i)
j ∈ F
m
q : 1 ≤ i ≤ s, 1 ≤ j ≤ m} of row
vectors of the matrices C1, . . . , Cs is an (m− u,m, e, s)-system over Fq.
Proof. The result follows immediately from the definition of a (d,m, e, s)-system and Propo-
sition 1. 
Lemma 1 enables us to show the following propagation rule, which is a generalization of
[10, Theorem 10] (also referred to as Direct Product Rule or Propagation Rule 4 in [8]).
Theorem 1. Let q be a prime power, let m1, m2 ≥ 1, s1, s2 ≥ 1, and u1, u2 ≥ 0 be integers,
and let e = (e1, . . . , es1) ∈ N
s1, f = (f1, . . . , fs2) ∈ N
s2. If a digital (u1, m1, e, s1)-net
over Fq and a digital (u2, m2, f , s2)-net over Fq are given, then we can construct a digital
(u,m1 +m2, (e, f), s1 + s2)-net over Fq with
u = max{m1 + u2, m2 + u1}
and
(e, f) = (e1, . . . , es1 , f1, . . . , fs2) ∈ N
s1+s2.
Proof. By Lemma 1 it suffices to show that a (d1, m1, (e1, . . . , es1), s1)-system over Fq and a
(d2, m2, (f1, . . . , fs2), s2)-system over Fq yield a (d,m1 +m2, (e1, . . . , es1 , f1, . . . , fs2), s1 + s2)-
system over Fq with d = min{d1, d2}. Let
A =
{
a
(i)
j ∈ F
m1
q : 1 ≤ i ≤ s1, 1 ≤ j ≤ m1
}
be a (d1, m1, (e1, . . . , es1), s1)-system and
B =
{
b
(i)
j ∈ F
m2
q : 1 ≤ i ≤ s2, 1 ≤ j ≤ m2
}
be a (d2, m2, (f1, . . . , fs2), s2)-system over Fq, where we assume, without loss of generality,
that m2 ≥ m1. Now we define the system
C =
{
c
(i)
j ∈ F
m1+m2
q : 1 ≤ i ≤ s1 + s2, 1 ≤ j ≤ m1 +m2
}
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with
c
(i)
j :=


(a
(i)
j , 0) for 1 ≤ i ≤ s1, 1 ≤ j ≤ m1,
(0, b
(i−s1)
j ) for s1 < i ≤ s1 + s2, 1 ≤ j ≤ m1,
0 for 1 ≤ i ≤ s1 + s2, m1 < j ≤ m1 +m2.
We now show that C is indeed a (d,m1+m2, (e1, . . . , es1 , f1, . . . , fs2), s1+ s2)-system over Fq.
To this end, choose nonnegative integers r1, . . . , rs1, rs1+1, . . . , rs1+s2 with ei|ri for 1 ≤ i ≤ s1
and fi−s1 |ri for s1 < i ≤ s1 + s2, and
∑s1+s2
i=1 ri ≤ d. We need to check that the vectors
(a
(i)
j , 0), 1 ≤ j ≤ ri, 1 ≤ i ≤ s1,
and
(0, b
(i−s1)
j ), 1 ≤ j ≤ ri, s1 < i ≤ s1 + s2,
are linearly independent over Fq. But this property of C follows immediately by the assump-
tions made on A and B and the fact that d does not exceed d1 or d2. 
The following corollary, which follows immediately from Theorem 1 by induction, is a
generalization of [10, Corollary 3].
Corollary 1. Let q be a prime power, let m1, . . . , mn ≥ 1, s1, . . . , sn ≥ 1, and u1, . . . , un ≥ 0
be integers, and let ek = (e1, . . . , esk) ∈ N
sk for 1 ≤ k ≤ n. If digital (uk, mk, ek, sk)-nets over
Fq for 1 ≤ k ≤ n are given, then there exists a digital(
u,
n∑
k=1
mk, e,
n∑
k=1
sk
)
-net
over Fq with
u =
n∑
k=1
mk − min
1≤k≤n
(mk − uk)
and
e = (e
(1)
1 , . . . , e
(1)
s1
, e
(2)
1 , . . . , e
(2)
s2
, . . . . . . , e
(n)
1 , . . . , e
(n)
sn
) ∈ Ns1+···+sn.
Up to now, we have dealt only with propagation rules where one or several point sets or
sequences in a certain base were given, and we constructed a new point set in the same base.
However, it is known that one can derive propagation rules by making a transition from one
base to another. These propagation rules are called base-change propagation rules. We now
show the following theorem, which is a generalization of Theorem 9 in [10] (or Propagation
Rule 7 in [8]).
Theorem 2. Let q be a prime power, let m ≥ 1, s ≥ 1, u ≥ 0, and r ≥ 1 be integers, and
let e = (e1, . . . , es) ∈ N
s. If there exists a digital (u,m, e, s)-net over Fqr , then there exists a
digital ((r − 1)m+ u, rm, f , rs)-net over Fq, where
f = (e1, . . . , e1︸ ︷︷ ︸
r times
, e2, . . . , e2︸ ︷︷ ︸
r times
, . . . , es, . . . , es︸ ︷︷ ︸
r times
).
Proof. By Lemma 1 it suffices to show that we can obtain a (d, rm, f , rs)-system over Fq from
a (d,m, e, s)-system over Fqr . To this end, let
A =
{
a
(i)
j ∈ F
m
qr : 1 ≤ i ≤ s, 1 ≤ j ≤ m
}
be a (d,m, e, s)-system over Fqr . Choose an ordered basis β1, . . . , βr of Fqr over Fq and an
Fq-linear isomorphism ϕ : F
m
qr → F
rm
q . Define now a system
B =
{
b
(h)
j ∈ F
rm
q : 1 ≤ h ≤ rs, 1 ≤ j ≤ rm
}
PROPAGATION RULES 7
by setting, for 1 ≤ i ≤ s and 1 ≤ k ≤ r,
b
((i−1)r+k)
j :=
{
ϕ(βka
(i)
j ) for 1 ≤ j ≤ m,
0 for m < j ≤ rm.
We claim that B is a (d, rm, f , rs)-system over Fq. Indeed, choose nonnegative integers di,k
for 1 ≤ i ≤ s, 1 ≤ k ≤ r, with the properties ei|di,k for 1 ≤ i ≤ s, 1 ≤ k ≤ r, and
s∑
i=1
r∑
k=1
di,k ≤ d.
Suppose that
(1)
s∑
i=1
r∑
k=1
di,k∑
j=1
c
(i,k)
j b
((i−1)r+k)
j = 0 ∈ F
rm
q ,
where all c
(i,k)
j ∈ Fq. For 1 ≤ i ≤ s define di := max1≤k≤r di,k, and note that di ≤ m, as
di,k ≤ d ≤ m, and that ei|di.
For 1 ≤ i ≤ s and 1 ≤ k ≤ r, let h(i,k)j := 1 ∈ Fq for 1 ≤ j ≤ di,k and h
(i,k)
j = 0 ∈ Fq for
di,k < j ≤ di. Then we can write (1) as
s∑
i=1
r∑
k=1
di∑
j=1
h
(i,k)
j c
(i,k)
j ϕ(βka
(i)
j ) = 0 ∈ F
rm
q ,
from which we conclude, due to the properties of ϕ, that
s∑
i=1
di∑
j=1
γ
(i)
j a
(i)
j = 0 ∈ F
m
qr
with
γ
(i)
j =
r∑
k=1
h
(i,k)
j c
(i,k)
j βk ∈ Fqr .
Note now that
s∑
i=1
di ≤
s∑
i=1
r∑
k=1
di,k ≤ d.
As we have ei|di for 1 ≤ i ≤ s, and since we assumed A to be a (d,m, e, s)-system over
Fqr , we must have γ
(i)
j = 0 for 1 ≤ j ≤ di, 1 ≤ i ≤ s, and therefore also h
(i,k)
j c
(i,k)
j = 0 for
1 ≤ j ≤ di, 1 ≤ i ≤ s, 1 ≤ k ≤ r. Therefore we see that all coefficients c
(i,k)
j in (1) must be
equal to 0. 
We also generalize the following propagation rule that is called “base reduction for projec-
tive spaces” in [15], by proving the following result.
Theorem 3. Let q be a prime power, let m ≥ 1, s ≥ 1, u ≥ 0, and r ≥ 2 be integers, and
let e = (e1, . . . , es) ∈ Ns. If there exists a digital (u,m, e, s)-net over Fqr , then there exists a
digital ((r − 1)m− (r − 1) + u, rm− (r − 1), e, s)-net over Fq.
Proof. The result can be shown by an adaptation of the proof of Theorem 2. Let a digital
(u,m, e, s)-net over Fqr be given and let C1, . . . , Cs be its generating matrices. Note that the
linear independence conditions in the definition of a digital (u,m, e, s)-net stay unchanged if
we multiply a row of a matrix Ci with some nonzero element of Fqr . Doing so, we can obtain
generating matrices A1, . . . , As over Fqr which also generate a digital (u,m, e, s)-net over Fqr
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and for which the first column of each Ai, 1 ≤ i ≤ s, consists only of zeros and ones. Let
a
(i)
j , 1 ≤ j ≤ m, 1 ≤ i ≤ s, be the row vectors of the matrices Ai. By Lemma 1, the system
A = {a(i)j ∈ F
m
qr : 1 ≤ i ≤ s, 1 ≤ j ≤ m}
is an (m − u,m, e, s)-system over Fqr . Let now ψ be an Fq-linear isomorphism from Fqr to
Frq such that ψ(1) = (0, . . . , 0, 1) ∈ F
r
q. For a vector a ∈ F
m
qr with a = (α1, . . . , αm), put
ϕ(a) = (ψ(α1), . . . , ψ(αm)) ∈ Frmq .
Define now a new system
B = {b(i)j ∈ F
rm
q : 1 ≤ i ≤ s, 1 ≤ j ≤ rm}
by setting, for 1 ≤ i ≤ s,
b
(i)
j =
{
ϕ(a
(i)
j ) for 1 ≤ j ≤ m,
0 for m < j ≤ rm.
We are now going to show that B is an (m−u, rm, e, s)-system over Fq. Choose nonnegative
integers d1, . . . , ds with the properties ei|di for 1 ≤ i ≤ s and
∑s
i=1 di ≤ m−u. Suppose that
(2)
s∑
i=1
di∑
j=1
c
(i)
j b
(i)
j = 0 ∈ F
rm
q ,
where all c
(i)
j ∈ Fq. Then we can write (2) as
s∑
i=1
di∑
j=1
c
(i)
j ϕ(a
(i)
j ) = 0 ∈ F
rm
q ,
from which we conclude, due to the properties of ϕ, that
s∑
i=1
di∑
j=1
c
(i)
j a
(i)
j = 0 ∈ F
m
qr .
As we have
∑s
i=1 di ≤ m − u and ei|di for 1 ≤ i ≤ s, and since we assumed A to be an
(m − u,m, e, s)-system over Fqr , we must have c
(i)
j = 0 for 1 ≤ j ≤ di, 1 ≤ i ≤ s, in (2).
Consequently, B is indeed an (m− u, rm, e, s)-system over Fq.
Note now that the first r − 1 coordinates of each b(i)j are equal to zero, due to the choices
of ψ and ϕ and due to the fact that the first coordinates of the a
(i)
j are all either zero or one.
Furthermore, note that b
(i)
rm−(r−2), b
(i)
rm−(r−3), . . . , b
(i)
rm are all 0, as we assumed r ≥ 2.
We now remove b
(i)
rm−(r−2), b
(i)
rm−(r−3), . . . , b
(i)
rm from B and discard for each of the remaining
b
(i)
j ∈ B its first r − 1 coordinates. In this way we end up with a system
D = {d(i)j ∈ F
rm−(r−1)
q : 1 ≤ i ≤ s, 1 ≤ j ≤ rm− (r − 1)},
where the d
(i)
j are the projections of the original b
(i)
j onto their last rm− (r− 1) coordinates.
However, the linear independence properties of the vectors in D are the same as those of
the vectors in B, since we removed only zeros to derive D from B. Hence, D is an (m −
u, rm − (r − 1), e, s)-system over Fq. By Lemma 1, the vectors in D generate a digital
((r − 1)m− (r − 1) + u, rm− (r − 1), e, s)-net over Fq, as claimed. 
Now we establish the digital analog of the propagation rule in Proposition 3. In the
classical case of digital (t,m, s)-nets, this propagation rule was shown in [14] (see also [3,
Theorem 4.60]).
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Proposition 5. Let q be a prime power, let m ≥ 1, s ≥ 1, and u ≥ 0 be integers, and let
e = (e1, . . . , es) ∈ Ns. If a digital (u,m, e, s)-net over Fq is given, then for every integer k
with max(1, u) ≤ k ≤ m such that m−k is a linear combination of e1, . . . , es with coefficients
from N0, we can construct a digital (u, k, e, s)-net over Fq.
Proof. It suffices to consider the case where m− k is divisible by some ei, since we can then
proceed by induction. By using a permutation of the coordinates, we can assume that es
divides m − k. In the generating matrix Cs of the given digital (u,m, e, s)-net over Fq, the
first es⌊(m−u)/es⌋ row vectors are linearly independent over Fq, whereas the remaining row
vectors do not matter (compare with Lemma 1). Therefore we can assume that the row
vectors of Cs form a basis of F
m
q , and by changing the coordinate system in F
m
q we can take
Cs to be the antidiagonal matrix E
′
m in the proof of [3, Theorem 4.60]. Now we can imitate
that proof (but note that n in that proof plays the role of our k and that the condition
d1 + · · ·+ ds = n− t is now replaced by d1 + · · ·+ ds ≤ k − u). The only point we need to
observe is that the number m− k of auxiliary unit vectors in the displayed scheme of vectors
in [3, p. 157] (namely the unit vectors with the single coordinate 1 between position k + 1
and position m) must be divisible by es. But this is guaranteed by our assumption. 
Next we show the digital analog of Proposition 4. First we reformulate Proposition 2 in
the language of (d,m, e, s)-systems.
Lemma 2. Let q be a prime power, let s ≥ 1 and u ≥ 0 be integers, and let e ∈ Ns. Then the
∞×∞ matrices C1, . . . , Cs over Fq generate a digital (u, e, s)-sequence over Fq if and only
if, for every integer m ≥ max(1, u), the system of row vectors of the matrices C(m)1 , . . . , C
(m)
s
is an (m− u,m, e, s)-system over Fq.
Proposition 6. Let q be a prime power, let s ≥ 1 and u ≥ 0 be integers, and let e =
(e1, . . . , es) ∈ Ns. If a digital (u, e, s)-sequence over Fq is given, then for every integer m ≥
max(1, u) we can construct a digital (u,m, e′, s+ 1)-net over Fq, where e
′ = (1, e1, . . . , es) ∈
Ns+1.
Proof. Let D1, . . . , Ds be ∞×∞ generating matrices over Fq of the given digital (u, e, s)-
sequence over Fq. Fix an integer m ≥ max(1, u). We define m × m generating matrices
C1, . . . , Cs+1 over Fq by letting C1 be a nonsingular right lower triangular matrix over Fq and
by setting Ci = D
(m)
i−1 for 2 ≤ i ≤ s + 1. By Lemma 1 it suffices to show that the system of
row vectors of the matrices C1, . . . , Cs+1 is an (m − u,m, e′, s + 1)-system over Fq. To this
end, we choose d1, . . . , ds+1 ∈ N0 with ei|di+1 for 1 ≤ i ≤ s and
∑s+1
i=1 di ≤ m − u, and we
have to prove that the row vectors c
(i)
j , 1 ≤ j ≤ di, 1 ≤ i ≤ s+1, of the matrices C1, . . . , Cs+1
are linearly independent over Fq. If d1 = m − u, then di = 0 for 2 ≤ i ≤ s + 1, and we are
done since C1 is nonsingular. Hence we can assume that d1 < m− u. Suppose that we have
(3)
s+1∑
i=1
di∑
j=1
b
(i)
j c
(i)
j = 0 ∈ F
m
q
with all b
(i)
j ∈ Fq. Let pi : F
m
q → F
m−d1
q be the projection to the first m− d1 coordinates of a
vector in Fmq . Then pi(c
(1)
j ) = 0 ∈ F
m−d1
q for 1 ≤ j ≤ d1 since C1 is a right lower triangular
matrix, and so applying pi to (3) we obtain
(4)
s+1∑
i=2
di∑
j=1
b
(i)
j pi(c
(i)
j ) = 0 ∈ F
m−d1
q .
Now the vectors pi(c
(i)
j ), 1 ≤ j ≤ di, 2 ≤ i ≤ s + 1, are row vectors of the matrices
D
(m−d1)
1 , . . . , D
(m−d1)
s . The system of all row vectors of these matrices forms an (m − d1 −
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u,m − d1, e, s)-system over Fq by Lemma 2. By observing that
∑s+1
i=2 di ≤ m − d1 − u, we
conclude from (4) that b
(i)
j = 0 for 1 ≤ j ≤ di, 2 ≤ i ≤ s + 1, and returning to (3) we see
that b
(1)
j = 0 for 1 ≤ j ≤ d1. 
3. Base-change rules for (u, e, s)-sequences
Now we apply the idea of a base change to (u, e, s)-sequences. Note that the results in this
section are not propagation rules in the sense that they yield a new sequence, but they are
statements on how we can view a given sequence with respect to different bases. We first
need the following auxiliary result.
Lemma 3. Let b ≥ 2, g ≥ 1, m ≥ 1, and s ≥ 1 be integers. Let the subinterval J of [0, 1]s
be of the form
(5) J =
s∏
i=1
[aib
−gfi, (ai + 1)b
−gfi)
with ai, fi ∈ N0, ai < bgfi, and fi ≤ m for 1 ≤ i ≤ s. Then for x ∈ [0, 1]s we have [x]bg ,m ∈ J
if and only if [x]b,gm ∈ J .
Proof. It suffices to show the lemma for s = 1. Thus, let J = [ab−gf , (a + 1)b−gf) with
a, f ∈ N0, a < bgf , and f ≤ m. Then [x]bg ,m ∈ J means that the first f digits of x ∈ [0, 1]
in base bg are prescribed. Now f digits in base bg correspond to gf digits in base b, and so
[x]bg ,m ∈ J is equivalent to [x]b,gf ∈ J . Finally, f ≤ m implies that we have [x]b,gf ∈ J if and
only if [x]b,gm ∈ J . 
Theorem 4. Let b ≥ 2, s ≥ 1, and u ≥ 0 be integers and let e = (e1, . . . , es) ∈ Ns. Then any
(u, e, s)-sequence in base b is a (⌈u/g⌉, s)-sequence in base bg, where g is the least common
multiple of e1, . . . , es.
Proof. It suffices to show that any (gu, e, s)-sequence in base b is a (u, s)-sequence in base bg.
For then, with v = ⌈u/g⌉, we have gv ≥ u, hence a given (u, e, s)-sequence in base b is also a
(gv, e, s)-sequence in base b by [5, Remark 1 and Definition 2], and so it is a (v, s)-sequence
in base bg.
Thus, let x0,x1, . . . be a given (gu, e, s)-sequence in base b, where g is the least common
multiple of the components of e. We want to prove that x0,x1, . . . is a (u, s)-sequence in
base bg. For given integers k ≥ 0 and m > u, we have to show that the points [xn]bg ,m
with kbgm ≤ n < (k + 1)bgm form a (u,m, s)-net in base bg. Take an elementary interval J
in base bg as in (5) with λs(J) = (b
g)u−m, that is, with
∑s
i=1 fi = m − u. Since x0,x1, . . .
form a (gu, e, s)-sequence in base b and since gm > gu, it follows that the points [xn]b,gm
with kbgm ≤ n < (k + 1)bgm form a (gu, gm, e, s)-net in base b. Now ei|gfi for 1 ≤ i ≤ s
and λs(J) = b
gu−gm, and so the definition of a (gu, gm, e, s)-net in base b implies that
the number of integers n with kbgm ≤ n < (k + 1)bgm and [xn]b,gm ∈ J (or equivalently
[xn]bg,m ∈ J by Lemma 3) is given by b
gmλs(J) = b
gu. This shows that the points [xn]bg ,m
with kbgm ≤ n < (k + 1)bgm form a (u,m, s)-net in base bg. 
Theorem 5. Let b ≥ 2, s ≥ 1, and u ≥ 0 be integers and let e = (e1, . . . , es) ∈ N
s. Further-
more, denote by h the greatest common divisor of e1, . . . , es. Then any (u, e, s)-sequence in
base b is a (⌈u/h⌉, e/h, s)-sequence in base bh, where we write e/h for (e1/h, e2/h, . . . , es/h).
Proof. Similarly to the proof of Theorem 4, it is sufficient to show that any (hu, e, s)-sequence
in base b is a (u, e/h, s)-sequence in base bh, with h being the greatest common divisor of the
components of e.
Let therefore e be given and let h be defined as above. Let x0,x1, . . . be a given (hu, e, s)-
sequence in base b. We want to prove that x0,x1, . . . is a (u, e/h, s)-sequence in base b
h. The
argument works in an analogous way to the proof of Theorem 4, the only difference being
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that, for m > u, we consider an elementary interval J in base bh with λs(J) ≥ (bh)u−m (that
is, with
∑s
i=1 fi ≤ m−u), and with (ei/h)|fi for 1 ≤ i ≤ s. We can then follow the argument
in the proof of Theorem 4, and we then have λs(J) ≥ b
hu−hm and ei|hfi for 1 ≤ i ≤ s, which
yields, in exactly the same fashion as above, the desired result. 
4. Duality theory
We generalize the classical duality theory for digital nets introduced in [9] by developing
a duality theory for digital (u,m, e, s)-nets over the finite field Fq, where q is an arbitrary
prime power. Throughout this section, the prime power q and the positive integer m are
fixed.
For a = (a1, . . . , am) ∈ Fmq and e ∈ N, we introduce the weight ve(a) by
ve(a) =
{
0 if a = 0,
min {m, e ⌈max{j : aj 6= 0}/e⌉} otherwise.
This definition can be extended to Fsmq by considering a vector A ∈ F
sm
q as the concatenation
of s vectors of length m each, i.e.,
A = (a(1), . . . ,a(s)) ∈ Fsmq
with a(i) ∈ Fmq for 1 ≤ i ≤ s, and by putting, for e = (e1, . . . , es) ∈ N
s,
Vm,e(A) :=
s∑
i=1
vei(a
(i)).
Remark 1. For e = 1 = (1, . . . , 1), Vm,e coincides with Vm defined in [9].
Definition 4. Let q be a prime power, let s,m ≥ 1 be integers, and let N be a linear
subspace of Fsmq . Then we define the minimum distance δm,e(N ) of N (for e ∈ N
s) as
δm,e(N ) :=
{
minA∈N\{0} Vm,e(A) if N 6= {0},
sm+ 1 otherwise.
It is trivial that we have δm,e(N ) ≥ 1 for every linear subspace N of Fsmq . We now show
the following result, which is a generalization of [9, Proposition 1].
Proposition 7. Let q be a prime power and s,m ≥ 1 be integers. For any linear subspace
N of Fsmq and for any e ∈ N
s, we have
δm,e(N ) ≤ sm− dim(N ) + min
1≤i≤s
ei.
Proof. If N = {0}, the result is trivial. If N 6= {0}, let h := dim(N ) ≥ 1. We write
sm− h+1 = km+ r with integers 0 ≤ k ≤ s− 1 and 1 ≤ r ≤ m. Without loss of generality,
we can use a permutation of the ei and the same permutation for the components a
(i) of each
A ∈ Fsmq such that min1≤i≤s ei = ek+1. Let pi : N → F
h
q be the linear transformation which
maps A ∈ N to the h-tuple of the last h coordinates of A. If pi is surjective, then there
exists a nonzero A1 ∈ N with
pi(A1) = (1, 0, . . . , 0) ∈ F
h
q .
Let A1 = (b
(1), . . . , b(s)) with b(i) ∈ Fmq for 1 ≤ i ≤ s. For 1 ≤ i ≤ k we have the trivial
bound vei(b
(i)) ≤ m. For i = k + 1 we have
vek+1(b
(k+1)) ≤ ek+1⌈r/ek+1⌉ ≤ r + ek+1 − 1.
For k + 2 ≤ i ≤ s we have vei(b
(i)) = 0. Therefore
Vm,e(A1) ≤ km+ r + ek+1 − 1 = sm− h+ min
1≤i≤s
ei.
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If pi is not surjective, then for any nonzero A2 in the kernel of pi we obtain by a similar
argument,
Vm,e(A2) ≤ sm− h− 1 + min
1≤i≤s
ei,
and so in both cases the result follows. 
We introduce some additional notation. With a given system of vectors{
c
(i)
j ∈ F
m
q : 1 ≤ j ≤ m, 1 ≤ i ≤ s
}
,
we associate the matrices Ci, 1 ≤ i ≤ s, as the m × m matrices with column vectors
c
(i)
1 , . . . , c
(i)
m . Combine these matrices into the m× sm matrix
C = (C1|C2| · · · |Cs),
so that C1, . . . , Cs are submatrices of C. By C ⊆ Fsmq we denote the row space of C and by
C⊥ ⊆ Fsmq the dual space of C. We now show the following theorem.
Theorem 6. Let q be a prime power, let s,m ≥ 1 be integers, and e ∈ Ns. Furthermore, let
the system {
c
(i)
j ∈ F
m
q : 1 ≤ j ≤ m, 1 ≤ i ≤ s
}
be given. Then with the notation above, the following results hold for an integer d ∈ {0, . . . , m}.
(a) If the system is a (d,m, e, s)-system over Fq, then δm,e(C⊥) ≥ d.
(b) If the matrices C1, . . . , Cs are all nonsingular and if the system is a (d,m, e, s)-system
over Fq, then δm,e(C⊥) ≥ d+ 1.
(c) If δm,e(C⊥) ≥ d+ 1, then it follows that the system is a (d,m, e, s)-system over Fq.
Proof. The result is trivial if C = Fsmq , so we can assume that C ( F
sm
q in the following. Note
that then dim(C⊥) ≥ 1. For A = (a(1), . . . ,a(s)) ∈ Fsmq with a
(i) = (a
(i)
1 , . . . , a
(i)
m ) ∈ Fmq for
1 ≤ i ≤ s, we have
s∑
i=1
m∑
j=1
a
(i)
j c
(i)
j = 0 ∈ F
m
q
if and only if CA⊤ = 0 ∈ Fmq , i.e., if and only if A ∈ C
⊥.
Now let the given system be a (d,m, e, s)-system over Fq and consider any nonzeroA ∈ C⊥.
Then from the previous observation we obtain
(6)
s∑
i=1
m∑
j=1
a
(i)
j c
(i)
j = 0 ∈ F
m
q .
Suppose first that there exists an index i0 ∈ {1, . . . , s} with vei0 (a
(i0)) = m. In this case,
we distinguish two subcases.
• If for some i1 ∈ {1, . . . , s} \ {i0}, we have vei1 (a
(i1)) > 0, then
Vm,e(A) ≥ vei0 (a
(i0)) + vei1 (a
(i1)) ≥ m+ 1 ≥ d+ 1,
as d cannot exceed m by definition. In this case, the results in (a) and (b) are shown.
• Suppose now that there is no index i1 ∈ {1, . . . , s} \ {i0} for which vei1 (a
(i1)) > 0. In
this case, the result in (a) follows immediately as Vm,e(A) = vei0 (a
(i0)) = m ≥ d. To
show the result in (b), note that equation (6) is equivalent to
m∑
j=1
a
(i0)
j c
(i0)
j = 0 ∈ F
m
q ,
where not all a
(i0)
j are zero. However, this is a contradiction to the assumption that
Ci0 is nonsingular, so this situation cannot occur under the hypotheses in (b).
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In summary, we have shown the results in (a) and (b) for the case where there exists an index
i0 ∈ {1, . . . , s} with vei0 (a
(i0)) = m.
Suppose now that vei(a
(i)) < m for all i ∈ {1, . . . , s}. Note that this implies that ei|vei(a
(i))
for all i ∈ {1, . . . , s}. In this case, (6) boils down to
s∑
i=1
vei (a
(i))∑
j=1
a
(i)
j c
(i)
j = 0 ∈ F
m
q .
As ei|vei(a
(i)) for all i ∈ {1, . . . , s}, and in view of Definition 3, this linear dependence relation
can hold only if
Vm,e(A) =
s∑
i=1
vei(a
(i)) ≥ d+ 1,
and so we obtain the desired results in (a) and (b).
To show the assertion in (c), assume now that δm,e(C⊥) ≥ d+1. We have to show that any
system {c(i)j ∈ F
m
q : 1 ≤ j ≤ di, 1 ≤ i ≤ s} with 0 ≤ di ≤ m, ei|di, 1 ≤ i ≤ s, and
∑s
i=1 di ≤ d
is linearly independent over Fq. Suppose, on the contrary, that such a system were linearly
dependent over Fq, i.e., that there exist coefficients a
(i)
j ∈ Fq, not all 0, such that
s∑
i=1
di∑
j=1
a
(i)
j c
(i)
j = 0 ∈ F
m
q .
Define a
(i)
j = 0 for di < j ≤ m, 1 ≤ i ≤ s, then
s∑
i=1
m∑
j=1
a
(i)
j c
(i)
j = 0 ∈ F
m
q .
This implies that A ∈ C⊥, and so Vm,e(A) ≥ d+ 1. On the other hand,
vei(a
(i)) ≤ ei
⌈
di
ei
⌉
= di for 1 ≤ i ≤ s,
and so
Vm,e(A) =
s∑
i=1
vei(a
(i)) ≤
s∑
i=1
di ≤ d,
which is a contradiction. Hence the proof of (c) is complete. 
We now have the following consequence.
Theorem 7. Let q be a prime power, let s ≥ 1, m ≥ 1, and 0 ≤ u ≤ m be integers, and let
e ∈ Ns. Let C1, . . . , Cs be m×m matrices over Fq and put
C := (C⊤1 |C
⊤
2 | · · · |C
⊤
s ) ∈ F
m×sm
q .
Let C⊥ be the dual space of the row space C of C.
(a) If C1, . . . , Cs are all nonsingular, then they generate a digital (u,m, e, s)-net over Fq
if and only if δm,e(C⊥) ≥ m− u+ 1.
(b) If C1, . . . , Cs are arbitrary, then the following assertions hold:
– If δm,e(C⊥) ≥ m−u+1, this implies that C1, . . . , Cs generate a digital (u,m, e, s)-
net over Fq.
– If C1, . . . , Cs generate a digital (u,m, e, s)-net over Fq, it follows that δm,e(C⊥) ≥
m− u.
Proof. The result follows by combining Lemma 1 and Theorem 6. 
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For the special case where e = 1 = (1, . . . , 1) ∈ Ns, there exists a stronger version of
Theorem 7, which is the following Theorem 2 in [9].
Theorem 8. Let q be a prime power, let s ≥ 1, m ≥ 1, and 0 ≤ t ≤ m be integers. Let
C1, . . . , Cs be m×m matrices over Fq and put
C := (C⊤1 |C
⊤
2 | · · · |C
⊤
s ) ∈ F
m×sm
q .
Let C⊥ be the dual space of the row space C of C. Then C1, . . . , Cs generate a digital (t,m, s)-
net over Fq if and only if δm(C⊥) ≥ m− t+ 1, where δm = δm,1, as introduced in [9].
We now establish a result similar to Lemma 1 in [11].
Proposition 8. Let q be a prime power, let s ≥ 2 and m ≥ 1 be integers, and let e ∈ Ns.
Then from any Fq-linear subspace N of Fsmq with dim(N ) ≥ sm − m we obtain a digital
(u,m, e, s)-net over Fq with u = max{0, m− δm,e(N ) + 1}.
Proof. For C := N⊥ we have dim(C) ≤ m, and so C is the row space of a suitable digital net
over Fq. Now let u = max{0, m− δm,e(N ) + 1}. Then δm,e(C⊥) = δm,e(N ) ≥ m− u+ 1, and
so, by Theorem 7, C = N⊥ generates a digital (u,m, e, s)-net over Fq. 
Remark 2. We obviously have ve(a) ≤ v1(a) + e− 1 for any a ∈ Fmq , and so
Vm,e(A) ≤ Vm,1(A) +
s∑
i=1
(ei − 1) = Vm(A) +
s∑
i=1
(ei − 1)
for any A ∈ Fsmq (compare with Remark 1). It follows that
δm,e(N ) ≤ δm,1(N ) +
s∑
i=1
(ei − 1) = δm(N ) +
s∑
i=1
(ei − 1)
for any linear subspace N of Fsmq . This is in good accordance with [5, Proposition 1] where
the term
∑s
i=1(ei − 1) governs the transition from (u,m, e, s)-nets to (t,m, s)-nets.
5. Applications of the duality theory
In the following, we present an application of the duality theory in Section 4 and of the
theory of global function fields. We use the same notation and terminology for global function
fields as in the monograph [12]. In particular, for any divisor D of a global function field F ,
let
L(D) = {f ∈ F ∗ : div(f) +D ≥ 0} ∪ {0}
be the Riemann-Roch space associated with D, where div(f) denotes the principal divisor of
f ∈ F ∗ := F \{0}. Note that L(D) is a finite-dimensional vector space over the full constant
field of F (compare with [12, Section 3.4]).
Theorem 9. Let F be a global function field with full constant field Fq and genus g. For
an integer s ≥ 2, let P1, . . . , Ps be s distinct places of F . Put ei = deg(Pi) for 1 ≤ i ≤ s
and e = (e1, . . . , es) ∈ Ns. Then for every integer m ≥ max(1, g) which is a multiple of
lcm(e1, . . . , es), we can construct a digital (g,m, e, s)-net over Fq.
Proof. We fix integers s and m satisfying the hypotheses of the theorem. It follows from [16,
Corollary 5.2.10(c)] that for a sufficiently large integer d > max1≤i≤s ei, there exist places Q1
and Q2 of F with deg(Q1) = d+ 1 and deg(Q2) = d. We define the divisor G of F by
G = (sm−m+ g − 1)(Q1 −Q2).
Then
(7) deg(G) = sm−m+ g − 1.
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(More generally, we can take any divisor G of F such that deg(G) satisfies (7) and the support
of G is disjoint from the set {P1, . . . , Ps} of places.) Take any f ∈ L(G). Fix i ∈ {1, . . . , s}
for the moment. Let νPi be the normalized discrete valuation of F corresponding to the place
Pi. We have νPi(f) ≥ 0 by the choices of f and G, and so the local expansion of f at Pi has
the form
f =
∞∑
j=0
a
(i)
j (f)z
j
i
with all a
(i)
j (f) ∈ Fqei , where zi is a local parameter at Pi. Choose an Fq-linear isomorphism
ψi : Fqei → Feiq and for convenience put ki = m/ei ∈ N. Then we define the Fq-linear map
θi : L(G)→ Fmq by
(8) θi(f) =
(
ψi(a
(i)
ki−1
(f)), ψi(a
(i)
ki−2
(f)), . . . , ψi(a
(i)
0 (f))
)
for all f ∈ L(G).
Furthermore, we define the Fq-linear map θ : L(G)→ Fsmq by
θ(f) = (θ1(f), . . . , θs(f)) for all f ∈ L(G).
By definition, let the Fq-linear space N ⊆ Fsmq be the image of θ.
Now we take any nonzero f ∈ L(G). We put
wi(f) = min(ki, νPi(f)) for 1 ≤ i ≤ s.
We claim that for the weights vei(θi(f)) we have
(9) vei(θi(f)) = m− eiwi(f) for 1 ≤ i ≤ s.
If νPi(f) ≥ ki, then a
(i)
j (f) = 0 for 0 ≤ j ≤ ki−1, and so θi(f) = 0 ∈ F
m
q . Then vei(θi(f)) = 0,
and so (9) holds in this case. In the remaining case, we have 0 ≤ hi := νPi(f) < ki. Then
a
(i)
j (f) = 0 for 0 ≤ j < hi and a
(i)
hi
(f) 6= 0. It follows that ψi(a
(i)
j (f)) = 0 ∈ F
ei
q for 0 ≤ j < hi
and ψi(a
(i)
hi
(f)) 6= 0. The definition of θi(f) in (8) shows then that
vei(θi(f)) = (ki − hi)ei = m− eiνPi(f),
and so (9) holds again. Consequently, we obtain
Vm,e(θ(f)) =
s∑
i=1
vei(θi(f)) = sm−
s∑
i=1
eiwi(f).
We have νPi(f) ≥ wi(f) for 1 ≤ i ≤ s, and so f ∈ L (G−
∑s
i=1wi(f)Pi). Since f 6= 0, this
means that
0 ≤ div(f) +G−
s∑
i=1
wi(f)Pi.
By applying the degree map for divisors and noting that deg(div(f)) = 0 according to [12,
Corollary 3.4.3], we deduce that
0 ≤ deg(G)−
s∑
i=1
eiwi(f) = deg(G) + Vm,e(θ(f))− sm.
Therefore by (7),
Vm,e(θ(f)) ≥ sm− deg(G) = m− g + 1 > 0.
This shows, in particular, that the map θ is injective, and also
δm,e(N ) ≥ m− g + 1.
Moreover,
dim(N ) = dim(L(G)) ≥ deg(G) + 1− g = sm−m,
where we applied the Riemann-Roch theorem (see [12, Theorem 3.6.14]) in the second step.
The rest follows from Proposition 8. 
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Remark 3. If we combine Theorem 9 with Proposition 5, then we usually get many more
integers m ≥ max(1, g) for which we can construct a digital (g,m, e, s)-net over Fq. For
instance, if at least one ei = 1, then we obtain a digital (g,m, e, s)-net over Fq for any integer
m ≥ max(1, g).
Example 1. Let q be an arbitrary prime power and let s = q + 2. Let F be the rational
function field over Fq. Then F has genus g = 0 and exactly q + 1 places of degree 1 (the
infinite place corresponding to the degree valuation and the q places corresponding to the
distinct monic linear polynomials over Fq). Choose distinct places P1, . . . , Ps of F such that
deg(Pi) = 1 for 1 ≤ i ≤ s− 1 = q+ 1 and deg(Ps) = 2. Note that Ps corresponds to a monic
irreducible quadratic polynomial over Fq. Then Theorem 9 shows that for every even integer
m ≥ 2 we can obtain a digital (0, m, e, q + 2)-net over Fq with e = (1, . . . , 1, 2) ∈ N
q+2. In
combination with Proposition 5, we get a digital (0, m, e, q + 2)-net over Fq for any integer
m ≥ 1. Note that for 1 = (1, . . . , 1) ∈ Nq+2 and m ≥ 2, there cannot exist a (0, m, 1, q + 2)-
net in base q, that is, a (0, m, q + 2)-net in base q, as this would violate a combinatorial
bound for nets in [6] (see also [3, Corollary 4.19] and [7, Corollary 4.21]).
Example 2. Let q = 2, s = 4, m = 3, and e = (1, 1, 1, 2). The following is a concrete
example of a digital (0, 3, e, 4)-net over F2. The four generating matrices over F2 are given
by
C1 =

 1 0 00 1 0
0 0 1

 , C2 =

 0 0 11 1 0
0 1 0

 , C3 =

 0 1 11 0 1
0 0 1

 , C4 =

 1 0 10 1 0
0 0 0

 .
It is easily verified that the row vectors of these matrices form a (3, 3, e, 4)-system over F2
(note that from C4 we take either no row vectors or the first two row vectors). Hence it
follows from Lemma 1 that C1, C2, C3, C4 do indeed generate a digital (0, 3, e, 4)-net over F2.
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