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Sommaire
L’expansion de requête est une méthode simple et efficace pour élargir
la couverture de recherche et permet ainsi de trouver plus de documents
pertinents. Elle consiste simplement à ajouter dans la requête initiale des
termes supplémentaires reliés.
Dans les études précédentes sur l’expansion de requête, avec le modèle
vectoriel, les termes d’expansion sont ajoutés directement dans le vecteur
original. Cependant, l’ajout direct des termes d’expallsion peut biaiser la
requête initiale en ajoutant de l’emphase au terme original : plus un terme
est étendu, plus l’aspect que ce terme représente est renforcé.
Au lieu de l’ajout direct des termes d’expansion dans la requête originale,
nous proposons de combiner le terme et ses termes d’expansion au moyen
de l’opérateur logique OU. Notre idée de base est qu’un terme d’expansion
représente une expression alternative du terme original, plutôt qu’une expres
sion additionnelle. De cette façon, nous ne renforçons pas un terme auquel
beaucoup de termes sont reliés. L’équilibre globale entre les termes dans une
requête est gardé.
11
Dans cette étude, nous implantons cette nouvelle méthode d’expansion
dans le système de recherche d’information SMART. Puis, nous évaluons
l’expansion de requête avec les trois différentes ressources suivantes
— \rordNet, tin thésaurus construit manuellement
l’information mutuelle, une relation statistique calculée selon les occur
reiices des mots dans les documents
— et la pseudo-rétroaction de la pertinence (“pseudo relevance feedback”),
une relation statistique obtenue des résultats d’une première recherche
Nos expériences dans une collection de TREC montrent que cette ap
proche est plus approprié ciue le simple ajout des termes tians la requête
étendue.




Query expansion is a simple and effective method to extend the coverage
of retrieval and thus makes it possible to find more relevant documents.
Basically, it consists in adding related terms in the initial query.
In the previous studies on query expansion with the vector space model,
expansion terms are added directly in the original vector. Mowever, direct
addition of expansion terms can change the focus of the initial query by
adding emphasis to original terms : the more a term is expanded, the more
the aspect it represents is reinforced.
Instead of the direct addition of expansion terms in the original query, we
propose to combine the term and its expansion terms by means of the logical
operator OR. Our basic idea is that an expansion term represents an alter
native expression of the original term, rather than an additional expression.
In this way, the focus of the whole query remains unchanged.
In this study, we implement this new expansion method in the informa
tion retrieval system SMART. Then, we evaluate query expansion with the
following three resources
iv
WordNet, a rnanually constructed thesaurus
I\/Iutual information, a statistical relation calculated according to the
occurrences of terms in the documents
— and Pseudo-relevance feedhack, a statistical relation derived from first
round retrieval
Our experiments on a TREC collection show that our approach is more
appropriate than the simple addition approach.
Key words : Logical operator, vector space model, query expansion, mu
tuai information. WordNet
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Chapitre 1
Introduction
Dans ce mémoire, nous décrivons notre travail sur l’expansion de requête
dans la recherche d’information. Nous proposons une nouvelle méthode d’ex
pansion en considérant les termes d’expansion comme des alternatives aux
termes originaux.
Selon Salton [SM831, la recherche d’information étudie la représentation.
le stockage, l’organisation, et l’accès de l’information. Dans le passé, la re
cherche d’information était un domaine restreint auquel se sont intéressés
surtout les bibliothécaires et les gens en sciences de l’information. Mais grâce
à la popularité et à l’essor de l’Internet, la recherche d’information connaît
un regain d’intérêt. En effet, à partir des années 1990, avec l’ouverture de
l’accès d’Internet au grand public, l’Internet croît de façon fulgurante, Le
nombre d’utilisateurs d’Internet augmente exponentiellement, et le volume
d’information disponible sur l’Internet ne cesse de grossir. L’une des raisons
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de cette augmentation est reliée au succès du World Wide Web qui permet
à tout le monde de créer ses propres documents multimédia et de les faire
pointer sur d’autres pages Web.
Une quantité extraordillaire d’information sous forme électronique est
maintenant disponible et accessible en tout temps. Actuellement en 2002, le
moteur de recherche Google IGool répertorie 3 083 324 652 pages Web. Le
Web est devenu maintenant une source majeure d’information pour les gens
du monde entier.
Cependant, même aujourd’hui en utilisant les meilleurs moteurs de re
cherche, ces systèmes de recherche n’arrivent pas à trouver les informations
qui satisfont entièrement les besoins des utilisateurs tHar92l. Il ‘ a plusieurs
raisons à ce phénomène. L’un des problèmes dans la recherche d’information
est que les requêtes formulées par les utilisateurs sont souvent une spéci
fication partielle de leur besoin d’information. En effet, ils ne se donnent
pas la peine de construire de longues requêtes, ils soumettent des requêtes
très courtes et succintes. C’est le cas notamment sur le Web où la longueur
moyenne des requêtes est environ de 2 mots [ASSO1, CCW95J. En fait, la
performance d’un système de recherche d’information est proportionnelle à
la longueur de la requête [Qf93J. Souvent, un terme n’est pas suffisant pour
exprimer ou décrire un concept intégralement. Il est donc nécessaire d’ajouter
d’autres termes pour le compléter.
Par ailleurs, il existe aussi un problème de vocabulaire. Les termes formu
lés par l’utilisateur ne correspondent pas nécessairement aux termes utilisés
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dans les documents pour un même concept [3Iv1901. La plupart des systèmes
de recherche d’information se basent sur la correspondance des termes pour
trouver les documents pertinents. Les systèmes de recherche d’information
identifient les documents qui contiennent les termes de la requête de l’usager.
Mais comme très souvent et surtout dans une grande collection, les utilisa
teurs et les auteurs des documents de la collection n’utilisent pas les mêmes
termes pour décrire un même concept, un très grand nombre de documents
pertinents sont ignorés par le système. Ceci est dû au fait que la comparai
son entre une requête et un document se limite aux termes en commun qui
appartiennent à la fois au document et à la requête.
L’expansion de requête tFox8Ol est une solution possible à ces problèmes.
L’expansion de requête consiste à compléter la requête initiale avec des termes
supplémentaires, élargissant ainsi la couverture de recherche. En enrichissant
les requêtes avec des termes fortement reliés aux termes initiaux, l’expansion
de requête règle le problème de requête courte et le problème de vocabulaire,
permettant ainsi d’aller chercher plus de dodilments pertinents.
Dans les études précédentes sur l’expansion de requête dans le modèle
vectoriel, les chercheurs se sont concentrés sur la sélection des termes d’ex
pansion et sur la pondération de ces nouveaux termes. Ils ont obtenu des
résultats variés. Toutefois, dans toutes ces études, on présume que les termes
d’expansion doivent être ajoutés directement dans la requête originale. Par
exemple, si un terme A est relié au terme B alors une requête qui contient le
terme B peut être étendue en additionnant A dans la requête.
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Dans ce mémoire, nous allons comparer la performance de l’expansion
de requête en utilisant trois différentes ressources et évaluer une nouvelle
méthode pour intégrer les termes d’expansion dans le vecteur de la requête
étendue. Notre idée de base est qu’un terme d’expansion représente une ex
pression alternative du terme original, plutôt qu’une expression additionnelle.
Donc il doit être combiné avec le terme original en utilisant une relation de
ou.
Dans cette étude, nous allons implanter cette idée clans le modèle vec
toriel. Nous allons utiliser le système de recherche SMART pour faire nos
expériences. Nous utiliserons les trois ressources suivantes
— WorclNet
l’information mutuelle
— et la pseudo-rétroaction de la pertinence (“pseudo relevance feedback”)
Nous ferons nos évalutions sur la collection de TREC AP en utilisant des
requêtes courtes et longues.
Dans le prochain chapitre, nous présenterons une revue de littérature sur
l’expansion de requête, afin de mettre en évidence la diversité des approches
et des résultats obtenus. Également, nous introduirons le concept de l’infor
mation mutuelle que nous iltilisons.
Le chapitre 3 aura pour objet la description de notre principe de l’expan
sion de requête. En outre, nous présenterons les problèmes reliés à l’ajout
direct et nous proposerons une autre façon d’intégrer les termes d’expansion
dans la requête étendue en expliquant le bien fondé de notre approche.
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Le chapitre 4 couvrira les détails de notre implantation de l’expansion de
requête dans le système de recherche $MART.
Le chapitre 5 présentera les différents résultats obtenus ainsi que leurs
interprétations.
Et finalement, dans le chapitre 6, nous conclurons ce mémoire avec une
discussion sur les résultats obtenus et nous formulerons quelques conclusions.
1.1 Glossaire IWeil
— Besoin d’information : ce que l’utilisateur veut vraiment savoir. Une
requête est une approximation du besoin d’information.
Collection groupe de documents dans lequel un utilisateur souhaite
obtenir de l’information.
Document : une information que l’utilisateur peut vouloir retrouver.
Cette information peut être un fichier de textes, une page web, une
image, ou une phrase d’un livre.
— Expansion de requête tout processus qui construit une nouvelle re
quête à partir de la requête initiale.
— Fichier inverse Un index qui, pour chaque terme apparaissant dans la
collection, donne une liste de documents où ce terme est présent.
— Hyperonyme une relation sémantique entre deux concepts, il repré
sente la catégorie supérieure. Par exemple, l’arbre est l’hyperonyme de
l’érable.
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— Hyponyme : une relation sémantique entre deux concepts, il représente
la catégorie inférieure. Par exemple, l’érable est un hyponyme de l’arbre.
— IDF (“Inverse Document Frequency”) : IDF est une mesure de la distri
bution d’un terme particulier dans tous les documents de la collection.
Elle est habituellement définie comme log(taille de la collection/nomhre
de document contenant le terme).
— Indexation Processus de conversion d’une collection en une forme
appropriée à la recherche.
Pertinence t une mesure abstraite qui indique si un document satisfait
au besoin d’information de l’utilisateur.
Précision t une mesure standard de la performance de recherche d’infor
mation, la précision est définie par le nombre de documents pertinents
trouvés, divisé par le nombre total de documents trouvés. Par exemple,
supposons que dans la collection il y a $0 documents qui ont rapport
avec le besoin d’information. Le système retourne 60 documents, dont
40 d’entre eux ont rapport avec le besoin d’information. Alors la pré
cision de ce système est de 40/60 67%.
— Rappel t uiie mesure standard de la performance de recherche d’in
formation, le rappel est défini par le nombre de documents pertinents
trouvés divisé par le nombre total de documents pertinents dans la
collection. Par exemple, supposons que dans la collection il y a 80
documents qui ont rapport avec le besoin d’information. Le système
retourne 60 documents, dont 40 d’entre eux ont rapport avec le besoin
d’information. Alors le rappel de ce système est de 40/80 50%.
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Rétroaction de la pertinence (“Relevance feedback”) une forme d’ex
pailsion de requête où l’utilisateur indique au système quels documents
retourilés par le système sont pertinents à sa requête. Le système trouve
les termes communs à ces documents pertinents, les ajoute à la vieille
requête et lance une nouvelle recherche avec cette requête, dans le but
d’améliorer la performance de recherche.
— Requête : une liste de termes (lui caractérisent l’information que l’uti
lisateur recherche.
— Similarité : une mesure qui indique à quel point une requête ressemble
à un document. Dans le modèle vectoriel, une méthode populaire est
de calculer le cosinus de l’angle des deux vecteurs.
Terme un simple mot, ou un terme complexe (composé) identifié
comme indexe.
— TF (“Term Frequency”) : le nombre de fois qu’un terme particulier se
retrouve dans un document.
— TREC : “Text REtrieval Conference” une conférence sur la recherche
d’information dans laquelle une collection de tests et des requêtes sont
fournies.
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Chapitre 2
Revue de littérature
Dans cette revue de littérature, nous allons d’abord introduire le modèle
vectoriel et le système de recherche d’information SMART. Ensuite, nous
allons présenter différents travaux (le recherche importants effectués sur l’ex
pansion de requête dans le domaine de la recherche d’information. Nous pou
vons distinguer deux grandes voies clans l’expansion de requête. La première
est l’expansion de requête qui n’a pas besoin d’une recherche préliminaire.
Et la deuxième est l’expansion de requête qui se base sur les résultats d’une
recherche préliminaire.
2.1 Modèle vectoriel
Dans la recherche d’information, le modèle joue un rôle très important.
Le modèle accomplit les deux fonctions suivantes
1. Il permet de créer une représentation interne pour le document et pour
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la requête à partir des termes pondérés issus de Findexation.
2. Il définit mie méthode de comparaison entre une représentation de do
cument et une représentation de requête pour calculer leur similarité.
Le modèle vectoriel ISM83I est souvent utilisé dans la recherche d’infor
mation. L’espace vectoriel est f&mé par tous les termes issus de l’indexation.
Les documents et les requêtes soiit représentés par un vecteur de poids. Un
poids indique l’importance d’un terme dans le document o dans la requête.
Les poids des termes des documents et des requêtes peuvent être calculés en
utilisant le schéma de pondération tJ x ‘idf jSM83]. Dans ce schéma, le poids
attribué à un terme dépend de sa fréquence dans le document, le tf (“term
frequency”), et de la fréquence de ce terme dans tous les documents de la
collection, le idf (“inverted document frequency”).
Ternie1 Terme2 ... Termne
Docy poidsi1 poids12
.• P015in
Doc2 pozds21 poids22 ... poids
DOCm P0’15m1 P05m2
FIG. 2J Représentation d’une collection dans le modèle vectoriel
Dans le modèle vectoriel, une collection de documents est représentée par
une matrice, comme l’illustre la figure 2.1. Chaque rangée de la matrice est un
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document. Le pOdS représente le poids du terme Terme dans le document
Doc. Il y a autant de dimensions que de nombre de termes dans la collection
et il y a autant de rangées que de nombre de document dans la collection.
Il y a plusieurs façons de calculer la similarité entre un vecteur docu
ment et un vecteur requête. Soit un document D, représenté par le vecteur
[d1, d2, •••, d] et une requête Q, représentée par le vecteur
[qi, q2, •, q,]. Les deux formules les plus souvent utilisées pour le cal
cul de similarité sont le produit interne et la formule du cosinus, qui sont
respectivement
Sim(D, Q) = X qi) (2.1)
Sirn(D, Q) = cos(D, Q) = Z1 (d x (2.2)
x
La formule du cosinus donne des valeurs dans l’intervalle 10, 11, elle est
donc normalisée. Mais la formule du produit interne ne l’est pas. Le degré
de similarité entre un document et une requête dépend du poids des termes
qu’ils ont en commun. Plus ils partagent des termes de poids élevés, plus la
similarité entre eux est grande.
2.2 $MART
SMART jBuc85] est un système de recherche d’information expérimental
développé à l’université de Corneli. Il implante le modèle vectoriel proposé
par Salton dans les années 1960. Le but principa.l de SMART est de fournir
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une structure dans laquelle on peut faire de l’indexation, de la recherche
d’information, et de l’évaluation.
Les documents et les requêtes peuvent être indexés automatiquement par
SMART qui crée des vecteurs de poids pour les représenter. Le poids indique
l’importance d’un terme dans le document comme décrit en haut. Plusieurs
schémas de pondération sont disponibles pour le calcul de poids des termes
dans les documents et les requêtes. Nous utilisons le schéma de pondération
ttc q nous décrirons plus loin. Les vecteurs sont sauvegardés sur le disque et
un fichier inversé est crée pour les documents. Lors de l’évaluation, le vecteur
de la requête est d’abord comparé aux vecteurs des documents pour calculer
une valeur de similarité. Une liste de documents triés dans l’ordre décroissant
est ensuite retournée.
Nous avons modifié SMART pour qu’il puisse étendre les requêtes. Nous
utilisons SMART pour indexer la collection des documents et pour évaluer
les requêtes.
2.3 Expansion de requête
La plupart du temps, l’expansion de requête emploie des thésauri pour
connaître les termes reliés. Un thésaurus est une structure de donnée qui
décrit des concepts et les relations sémantiques qui existent entre eux.
L’expansion de requête consiste à choisir des termes dans le thésaurus qui
sont fortement reliés aux termes originaux de la requête en utilisant les rela
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tions définies dans le thésaurus. Un poids est ensuite assigné aux nouveaux
termes qui sont ajoutés dans la requête originale pour former une nouvelle
requête. Par exemple, si le terme “voiture” est dans la requête originale, en
consultant ce terme dans le thésaurus, on trouve qu’il a un lien avec le terme
“automobile”, ils sont reliés par une relation de synonyme. Donc le terme
“automobile” est ajouté dans la requête originale et un poids lui est calculé,
ce qui a pour effet d’élargir la couverture de la requête et ainsi augmenter le
rappel.
De nombreuses études ont été publiées sur l’expansion de requête en utili
sant des thésauri. Dans la recherche d’infonnation, deux sortes de thésaurus
sont utilisés, il y a les thésauri manuels et les thésauri statistiques.
2.3.1 Thésaurus manuel
Les thésauri manuels, comme son nom l’indique, sont construits à la main
par des êtres humains qui établissent des relations et des liens d’hiérarchie
entre les termes. Dans un thésaurus manuel, on y trouve donc des concepts
et des relations sémantiques qui les relient. Ces relations peuvent être des
relations de synonymie, d’hyperonymie, d’hyponymie, etc.
2.3.2 WordNet
WordNet [Mi1951 est un thésaurus électronique anglais qui a été conçu
en s’inspirant des théories psycholinguistiques courantes de la mémoire lexi
cale des humains. WordNet distingue quatre groupes grammaticaux, soient
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les noms, les ajectifs, les verbes et les adverbes. Ceux-ci sont organisés sous
forme d’ensembles de synonymes appelés synset”. Les ensembles de syno
nymes sont reliés entre eux par différents types relations, par exemple : syno
nymie, antonymie, hyponyrnie, hyperonymie, etc. WordNet a été développé
par le laboratoire de science cognitive de l’université de Princeton sous la
direction du professeur George A. Miller.
entity
organism. being, living thing
person, individual, someone, somebody, mortal. human. soul
traveler, traveller
astronaut, spaceman, cosmonaut
FIG. 2.2 — Les hyperonymes du nom “astronaut” dans WordNet
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La figure 2.2 montre le “synset” correspondant à l’astronaute (en anglais
“astronaut”) ainsi que les “synsets” qui lui sont reliés par la relation d’hyper
onymie.
L’utilisation de thésausi manuels dans l’expansion de requête a donné des
résultats variés.
Voorhees jVoo94j a testé l’expansion de requête sur la collection de TREC
en utilisant le thésaurus WordNet IMil951. Dans ses expériences, elle a choisi
manuellement (les synonymes, des hyperonymes et des hyponymes dans Word
Net et les a ajoutés dans la requête originale. Elle a attribué un poids de 1
aux termes originaux de la requête et tics poids de 0.1, 0.3, 0.5, 1, et 2 pour les
termes ajoutés. Elle a utilisé le système de recherche d’information SMART
pour faire les évaluations. Dans ses expériences, elle a réussi à améliorer
seulement la performance tics requêtes courtes. Cependant, pour les requêtes
longues, la performance a tendance à se dégrader. Elle a aussi utilisé Word
Net pour désambiguïser le sens des mots pour la recherche d’information
[Voo931, mais elle n’a pas obtenu de bons résultats.
Mandala LMTT98, MTT99] a cherché à comprendre la raison pour la
quelle l’utilisation de WordNet dans l’expansion de requête n’a pas réussi à
améliorer l’efficacité de la recherche. Il a montré qu’il manque dans Word
Net la plupart des relations entre les termes qui sont utiles pour la recherche
d’information. Par exemple, dans WordNet, il n’y a pas de nom propre et il
n’existe pas de relation entre des termes qui proviennent de groupes gram
maticaux (“parts of speech”) différents. Ces résultats ont indiqué aussi que
CHAPITRE 2. REVUE DE LITTÉRATURE
l’expansion de requête peut augmenter le rappel mais dégrade la précision.
Pour pallier ces faiblesses, il proposa donc d’enrichir WordNet avec d’autres
thesauri. Il a combiné WordNet avec un thésaurus statistique basé sur l’in
formation mutuelle et avec mi thésaurus basé sur la dépendance syntaxique.
L’idée derrière cette combinaison est que chaqile type de thésaurus possède
des caractéristiques différentes et, donc en les combinant, on obtient un thé
saurus plus adéquat et plus complet pour l’expansion de requête. Il réussit
ainsi à améliorer fortement l’efficatité de recherche de cette manière.
2.3.3 Thésaurus statistique
Les thésauri statistiques sont construits à partir de la collection de do
cuments en exploitant les co-occurrences de termes dans la collection. L’idée
générale derrière l’utilisation des statistiques sr les co-occurrences de ternies
pour construire des thésauri est la. suivante : les termes qui ont tendance à
apparaître ensemble dans des documents ont des chances d’être semblables
ou reliés. Les données de co-occurrence fournissent donc une mesure sta
tistique pour identifier automatiquement des relations entre des termes qui
normalement sont contenues dans un thésaurus construit à la main.
Selon Qiu et Frei jQF93J, il est possible d’obtenir une amélioration consis
tante et significative du rappel et de la précision en utilisant des thésallri
construits automatiquement avec des données statistiques. Il fa.ut cependant
accorder mi certain poids aux nouveaux termes en considérant leurs simila
rités avec tous les termes de la requête originale. Ils ont obtenu une augmen
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tation de performance d’environ de 20% â 30%.
Il existe de multiples façons de calculer la relation statistique entre des
termes. La plupart d’entre elles sont “ad hoc”. Nous ne les présentons pas ici.
Mais nous nous concentrons sur le calcul de l’information mutuelle.
2.3.4 Information mutuelle
Généralement les gens répondent plus rapidement au mot “infirmière” si
celui-ci suit un mot qui lui est fortement associé comme celui de “docteur”.
L’information mutuelle tCH9OI est une mesure objective basée sur la théorie
de l’information qui permet d’estimer ce genre d’association entre les mots
dans un corpus de documents. L’information mutuelle est calculée à partir
de la distribution des termes dans un corpus.
L’information mutuelle I(x,y) d’un terme x avec un autre terme y se
défininit comme suit
P(x y)I(x, y) = P(x, y) X log2
P(x)(y) (2.3)
où x et y sont des termes, P(x, y) est la probabilité d’observer x et y
ensemble dans la collection. P(x) et P(y) sont les probabilités d’observer x et
y dans la collection. L’information mutuelle compare la probabilité d’observer
x et y ensemble P(x, y), avec la probabilité d’observer x et y indépendamment
P(x) x P(y).
Dans notre implantation, P(x) et P(y) sont estimées en comptant le
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nombre d’observations de x et de y dans le corpus et en le normalisant par
N, la taille du corpus (comptée en mots). P(x, y) est estimée en comptant le
nombre fois où z et y apparaissent ensemble dans une fenêtre de 20 termes
et en le normalisant par N.
Une autre formule de l’information mutuelle, appelée information mu
tuelle ponctuelle est la suivante
P(x,y)I(.x, y) = log9
P(z)P(y) (2.4)
La seule différence avec la formule précédente est qu’elle n’est pas multipliée
par P(z,y).
Les valeurs de l’information mutuelle varient beaucoup d’un terme â
l’autre. Pour les rendre plus comparables, nous normalisons les valeurs de
la façon suivante
NI(x, y) = I(z, y)
rnax(I(x, y))
où yj est un terme d’expansion de z.
2.4 Expansion de requête basée sur les résul
tats d’une recherche
Une autre méthode d’expansion est d’utiliser des termes provenant des
documents qui ont été jugés pertinents. Dans ces méthodes, il faut d’abord
lancer une recherche préliminaire car la source des termes d’expansion est
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fournie par les documents pertinents. L’expansion de requête consiste à choi
sir des termes dans ces documents pertinents, puis à les ajouter dans la
requête initiale et à repondérer les poids des termes de la requête. Il existe
deux méthodes qui exploitent des termes issus des documellts pertinents, le
“relevance feedback” et le “pseudo relevance feedback”.
2.4.1 Rétroaction de pertinence (“Relevance feedback”)
La rétroaction de pertinence est une méthode efficace pour améliorer la
précision et le rappel. Elle fonctionne de la manière suivante : par exemple,
l’utilisateur formule la requête initiale, “voiture Batman”. Il la soumet au
système qui lui retourne un ensemble de documents qui constitue une liste.
L’utilisateur sélectionne à partir de cette liste un document pertinent et il
indique au système que le document choisi est pertinent. Le système uti
lise alors ce document pour repondérer la requête, et ajouter des nouveaux
termes afin de formuler une nouvelle requête. Si le document que l’utilisateur
a jugé pertinent contient le terme “Batmobile” alors le système peut l’ajouter
dans la requête. La requête est modifiée de manière à ce qu’elle ressemble
aux documents que l’utilisateur souhaite obtenir. Le système peut lui trou
ver ainsi des documents qui répondent mieux aux besoins d’information de
l’utilisateur, ainsi, le rappel et la précision peuvent être augmentés.
De la même façon, on peut aussi diminuer le poids des termes qui se
trouvent dans les documents que l’utilisateur considère non pertinents, ou
les enveler directement. La formule de reformation “relevance feedback” la
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plus souvent utilisée est la formule de Roccio [JJRZ1]
Qnew *Qotd+t*R—7*NR
Ou QoId représente l’ancienne requête, R est un vecteur formé d’un ensemble
de termes selectionnés parmi les documents pertinents, et NR est un autre
vecteur formé de termes appartenant aux documents non pertinents. c, et
sont des paramètres qui permettent de régler l’importance relative de ces
trois facteurs dans la construction de la nouvelle requête Qnew. La requête
subséquente constitue alors une meilleure approximation de la requête
initiale Qotd. Et par conséquent, elle produit une meilleure recherche.
La requête originale de l’utilisateur permet d’identifier une région de la
collection qui doit contenir des documents pertinents. En identifiant des docu
ments pertinents et des documents non pertinents à l’intérieur de cette région,
l’utilisateur fournit au système suffisamment d’information pour construire
une requête modifiée qui sera centrée autour des documents pertinents et qui
s’éloignera le plus possible des documents non pertients.
En additionnant de 300 à 530 termes provenant des documents pertinents
et en repondérant la nouvelle requête avec la formule de Roccio, Buckley
[BSAS94] a réussi à obtenir une augmentation de performance de 25% sur
une précision moyenne initiale de 29.85.
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2.4.2 “Pseudo relevance feedback”
Le problème de “relevance feedback” réside dans le fait qu’il exige que les
jugements de pertinence portés par l’utilisateur soient connus. Ce clui n’est
souvent pas possible. Pour résoudre ce problème, la technique de pseudo
relevance feedback est proposée.
Le “pseudo relevance feedback” fonctionne comme ceci : comme les do
cuments pertinents ne sont pas connus, les n premiers documents, trouvés
avec la requête initiale, sont considérés pertinents. Le système utilise alors
les termes de ces n premiers documents pour étendre la requête.
Cependant, cette méthode possède un problème si une grande partie
des n documents considérés pertinents ne le sont pas, les termes ajoutés à la
requête (provenant de ces documents) ne sont probablement pas reliés à la
requête initiale. Ainsi, la qualité des documents retournés par la requête éten
due sera probablement plus mauvaise. L’efficacité de cette méthode dépend
surtout de la qualité des n premiers documents.
En utilisant l’expansion de requête avec la méthode “pseudo feedback”
se basant sur les premiers documents retrouvés, Buckley IBSAS94J réussi à
améliorer la performance du système de 16% à 20%.
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2.5 Synthèse
Dans ce chapitre, nous avons introduit le modèle vectoriel et SMART. En
suite, nous avons présenté les différents approches de l’expansion de requête,
ainsi que les améliorations obtenus.
Dans tous ces études, nous pouvons remarquer que les termes d’expansion
sont ajoutés directement dans la requête étendue, soit comme des dimensions
additionnelles, soit pour augmenter le poids des dimensions existantes. Dans
le prochain chapitre, nous nous interrogeons sur cette façon d’étendre la
requête, et nous proposons une autre méthode.
CHAPITRE 3. PRINCIPE DE L’EXPANSION DE REQUÊTE 22
Chapitre 3
Principe de l’expansion de requête
Nous allons présenter dans ce chapitre l’expansion de requête. Les re
quêtes courtes ne contiennent pas assez de termes reliés au sujet en question.
Par conséquent, de telles requêtes retournent un nombre limité de documents
pertinents. Une solution consiste à ajouter dans la requête initiale de nou
veaux termes qui sont reliés aux termes initiaux. En ajoutant de nouveaux
termes, la requête originale est élargie de sorte que la couverture de recherche
est élargie aussi. On peut donc s’attendre à trouver un nombre plus élevé de
documents pertinents et augmenter ainsi le taux de rappel.
Les questions importantes qui doivent être considérées dans l’expansion
de requête sont : Quels sont les mots à ajouter? Comment les nouveaux
termes doivent-ils être intégrés dans la nouvelle requête? La précision est
elle affectée?
Nous allons voir que dans le modèle vectoriel, la requête étendue construite
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par ajout direct des termes d’expansion clans la requête originale peut engen
drer des problèmes. Au lieu de l’ajout direct, nous proposons de combiner
les termes d’expansion avec le terme original, en les connectant avec l’opéra
teur logique OU. Nous allons expliciuer le bien fondé de notre approche, et
montrer comment cette nouvelle requête étendue est construite et comment
elle est évaluée.
3.1 Comment déterminer les termes à ajouter?
Généralement, l’expansion de requête utilise un thésaurus comme source
de termes d’expansion. Le thésaurus contient les relations entre les termes.
Durant le processus d’expansion de requête, le système de recherche demande
au thésaurus de lui fournir des termes qui sont reliés aux termes de la re
quête. Comme nous avons mentionné, les thésauri utilisés dans l’expansion
de requête peuvent être séparés en deux catégories
1. Il y a les thésauri génériques construits manuellement (Miller [IV1il95]).
Dans ces thésauri, on y trouve les relations de sysnonymie, d’hyperony
mie, d’hyponymie etc...
2. Il y a les thésauri statistiques construits automatiquement à partir des
données extra.ites de la collection (Rijsbergen [vR7fJ). Dans ces thé
sauri, on établit des relations entre les termes qui apparaissent très
souvent ensemble.
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3.2 Comment les termes d’expansion sont inté
grés dans la requête?
Après avoir obtenu les termes d’expansion, une nouvelle requête doit être
construite à partir de ces termes d’expansion et des termes originaux de la
requête. Les termes d’expansion sont intégrés différemment selon le modèle.
Regardons comment les termes d’expansion sont intégrés dans le modèle boo
léen et dans le modèle vectoriel.
3.2.1 Modèle booléen
Dans le modèle booléen, les termes d’expansion sont mis en disjonction
avec les termes de la reqilête originale. Par exemple, si un terme A est relié
au terme B alors A est mis en disjonction avec B dans la requête étendue.
Ainsi, dans la. nouvelle requête, B va être remplacé par (B OU A). Le terme
d’expansion est considéré comme une alternative au terme originale. Cette
approche semble raisonnable. Mais en général, peu d’utilisateur formule leurs
requêtes en forme booléenne.
Cependant, dans le modèle vectoriel, il n’y a pas cette possibilité (l’ajouter
des termes en disjonction.
3.2.2 Modèle vectoriel
Dans le modèle vectoriel, la plupart du temps, la requête étendue est
construite avec l’ajout direct qui consiste à ajouter directement les nouveaux
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termes dans la requête étendue. Par exemple si le terme A est relié au terme
B, alors une requête qui contient le terme B peut être étendue en ajoutant
directement le terme A clans le vecteur de la requête. Le terme d’expansion
est considéré comme un supplément au terme original et non comme une
alternative.
3.3 Problèmes dans la méthode d’ajout direct
Regardons ce qui se passe si un terme important ne se trouve pas dans
une requête. Le niveau de similarité calculée entre une telle requête et les
documents est bas, car ce terme important n’est pas là pour apporter sa
contribution dans le calcul de similarité. De même, ce terme important ne
prend pas part à la discrimination des documents. Par consédluent, le taux
de rappel est bas. C’est pourqlloi il faut ajouter des ternies reliés à la requête
initiale.
Dans cette section nous allons examiner la méthode d’ajout direct et la
requête étendue construite à partir de celle-ci. De plus, nous allons montrer
les différents problèmes qu’elle peut engendrer.
3.3.1 Ajout direct
Comme nous venons de le voir, dans le modèle booléen, les termes d’ex
pansion sont mis e disjonction dans la requête étendue, alors que, dans le
modèle vectoriel, il n’est pas possible d’ajouter des opérateurs logiques.
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Dans le modèle vectoriel, les termes d’expansion sont ajoutés directement
clans la requête étendue, ce qui a pour effet que les termes d’expansion sont
considérés comme des suppléments aux termes originaux et non des alterna
tives comme dans le modèle booléen.
L’ajout direct est simple et facile à implanter. Mais comme les termes
d’expansion sont considérés comme des suppléments aux termes originaux,
l’ajout direct peut déséquilibrer les poids des termes de la requête étendue
et ainsi biaiser le besoin d’information de l’utilisateur.
3.3.2 Biais du besoin d’information original
Dans cette section nous allons montrer qu’à cause de l’ajout direct des
termes d’expansion dans la requête originale, le besoin d’information original
peut être biaisé.
Regardons un exemple d’expansion de requête pour illustrer ce phéno
mène. Supposons que nous avons une requête initiale qui est composée de
deux termes, soient les termes A0 et 3, représentant deux aspects impor
tants de la requête.
[A0, B0]
Nous allons étendre notre requête. Nous obtenons alors des termes forte
ment liés à A0 à l’aide d’une ressource, par exemple un thésaurus manuel ou
un thésaurus statistique. Ces termes sont dénotés par A1, A2, A3 et 114. Nous
voulons aussi des termes d’expansion pour B, mais ce même thésaurus ne
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trouve rien pour le terme B0. Nous avons donc ici une expansion de requête
où un terme est plus étendu que l’autre, le terme A0 est étendu avec 4 termes
alors que l’autre terme B0, n’est pas étendu du tout.
Ensuite, nous construisons la recyuête d’expansion en ajoutant directe
ment les termes d’expansion obtenus dans la requête originale. Nous obte
nons alors la requête étendue suivante (sans considérer les poids, pour raison
de simplicité)
[A0, Bo, A, A2, A3, A4]
Nous pouvons observer que la requête étendue a en tout 6 dimensions
dont 5 dimensions concernent l’aspect A, mais seulement une dimension (lui
concerne l’aspect B.
Maintenant, regardons ce qui se passe lors du calcul de la similarité de
cette requête étendue avec les documents. Deux cas peuvent se présenter
1. Les termes A0, A1, A2, A3 et A4 ne peuvent pas apparaître dans un
même document.
Si ces termes sont des vrais synonymes, alors il est peu probable qu’ils se
retrouvent tians un même document. Par exemple, les deux termes “cos
monaute” et “astronaute” sont des vrais synonymes. Il est peu probable
qu’un auteur choisisse d’utiliser ces deux termes dans le même docu
ment, c’est-à-cure qu’il n’emploiera pas tantôt “cosmonaute” et tantôt
“astronaute” pour se référer à la même personne. Pour être cohérent
et clair, l’auteur va choisir d’utiliser le même terme tout au long du
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document. Les vrais synonymes apparaissent rarement ensemble dans
le même document. Donc dans ce cas-là, nous pouvons considérer qu’il
n’y a aucun document qui contient plus qu’un de ces termes. Alors la re
quête étendue est équivalente à un ensemble d’alternatives formées par
les vecteurs suivants : [A0. Bol, [A1, Bu], [A2, B0]. [A3, B0],
[A4, Bo].
Dans ce cas particulier, quand les termes d’expansion ne peuvent pas
apparaître ensemble dans un même document, l’ajout direct des termes
d’expansion dans la requête originale ne pose pas de problème.
2. Les termes A0, A1, A2, A3 et A4 peuvent apparaître dans un même
document. En fait, les vrais synonymes sont rares.
Comme nous avons vu dans la revue de littérature, très souvent, les
relations statistiques calculées à partir de la co-occurrence des termes
dans les documents, sont utilisées pour trouver les termes d’expansion.
Pour notre exemple, cela veut dire que les termes A1, A2, A3 et A4
sont des termes qui apparaissent très souvent avec le terme A0 dans les
documents. Par conséquent, il y a dans la collection des documents qui
contiennent plusieurs des termes A0, A1, A2, A3 et A4.
Lors de l’évaluation, tous ces termes sont considérés, la similarité est
calculée en additionnant le poids de tous ces termes. Ainsi pour un
document qui contient plusieurs aspects de A, tous les aspects sont
additionnés de sorte que pour ce document l’aspect A prendra une
importance beaucoup plus grande que l’aspect B. C’est pourquoi dans
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une requête étendue, les termes les plus étendus vont implicitement
obtenir une importance plus grande par rapport aux autres termes
qui sont moins étendus, parce que le poids des termes d’expansion est
additionné.
Cette mise en valeur gratuite dans la requête étendue créée par un
nombre de ternies d’expansion non balancés peut potentiellement biai
ser le besoin d’information original. Par exemple, supposons que la re
quête originale contient deux termes qui sont (l’une importance égale
avec A0 “voiture” et B0 — “électrique” et supposons que les termes
d’expansion sont A1 “char”, A2 “automobile”, A3 “auto” et A4
“bagnole”. La requête étendue contient alors les termes suivants
[voiture, étectrique, char, automobile, auto, baguote]
Nous pouvons clairement voir cjue le concept de “voiture” est mis en
valeur dans la requête étendue.
L’ajout direct des termes d’expansion dans le vecteur de la requête peut
biaiser le besoin d’information en donnant plus de poids aux termes qui ont
plus de termes d’expansion.
3.3.3 Inconsistance de l’ajout direct
En ajoutant directement les termes d’expansion dans la requête initiale,
les termes d’expansion deviennent indépendants des termes originaux. Cette
indépendance est le problème fondamental de l’ajout direct.
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Le but de l’expansion de requête est d’étendre la couverture de recherche
pour aller chercher un plus grand nombre de documents pertinents. Donc
il est évident qu’il faut que les termes d’expansion soient fortement reliés
aux termes originaux de la requête. Par conséquent, ces termes d’expansion
sont dépendants des termes originaux, parce qu’ils sont obtenus à partir des
termes originaux. Cependant, quand la requête étendue est évaluée, toutes
les dimensions sont considérées indépendantes; ainsi lors de l’évaluation, il
n’y a plus de relation entre les termes originaux et les termes d’expansion, et
le poids de tous les termes est additionné pour le calcul de similarité.
À cause de l’indépendance des termes lors de l’évaluation, une requête
étendue comme celle-ci
[voiture, électrique, automobile, auto, char, bagnole]
peut trouver des documents qui concernent seulement “voiture”, mais pas
“électriqile’. Et plus on ajoute de termes pour compléter “voiture”, mais rien
pour “électrique”, plus cet effet de biais est accentué, parce qe dans cette
requête, il y a beaucoup plus de termes qui sont reliés au le concept de la
“voiture” plutôt qu’à celui de “l’électrique”, il y a un déséquilibre.
Dans l’ajout direct, nous observons une contradiction dans le pricipe
d’un côté, lors de l’expansion, les termes d’expansion sont dépendants de
termes originaux, de l’autre côté lors de l’évaluation, les termes d’expan
sion sont considérés indépendants. À cause de cette inconsistance, le système
retourne des documents qui ne satisfont que partiellement le besoin d’infor
mation.
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Les études précédentes ont obtenu des résultats variés avec l’expansion de
requête. Voorhees jVoo94J a testé l’expansion de requête dans la collection de
TREC 2 en utilisant le t.hésaurus \iVordNet jI\1il95]. Elle a réussi seulement à
améliorer la performance (les requêtes courtes de façon marginale. Mais pour
les requêtes longues, l’expansion des requêtes ne produit pas de résultats
significatifs. En enrichissant WordNet avec des thesauri statistiques et des
dépendances syntaxiques, Mandala [MTT9$1 a montré que l’expansion de
requête peut améliorer grandement l’efficacité de la recherche d’informantion.
Dans notre étude, nous nous sommes demandés si l’ajout direct était
raisonnable et si nous pouviolls trouver une autre façon d’intégrer les termes
d’expansion dans le modèle vectoriel.
3.4 Solution proposée
Nous venons de voir que le problème de biais vient d’un déséquilibre clans
le nombre de termes d’expansion. Et comme lors de l’évaluation, ces termes
sont considérés indépendants, les concepts qui ont plus de termes d’expansion
sont mis en valeur.
Pour éliminer ce biais, il faut éliminer le déséquilibre. Une solution pos
sible est d’étendre chaque terme initial par un nombre constant de termes
d’expansion. Le problème de cette solution est que les termes sont très dif
férents les uns des autres. Il y a des termes qui ont beaucoup de termes
d’expansion, alors qu’il y a d’autres qui n’ont pas ou peu de ternies d’expan
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sion. Donc cette solution ne résout pas complètement le problème.
Une autre solution possible est de combiner un terme et ses termes d’ex
pansion dans uiie expression qui représente eusemble une facette. En outre.
nous considérons que chaque terme dans la requête initiale correspond à une
facette différente. De cette manière, l’expansion d’une requête va renforcer
l’expression de chaque facette, mais le nombre de facettes ne sera pas changé.
Il est alors possible de conserver l’équilibre entre les différentes facettes, et
de ne pas biaiser le rapport entre ces facettes dans la requête initiale. sous
allons voir comment faire ceci plus tard.
Discutoils d’abord de notre hypothèse que chaque mot dans une requête
représente une facette différeute. Cette hypothèse n’est pas toujours vraie
comme dans la requête “voiture et bagnole”. Mais ce genre de requête avec
(les concepts répétés est relativement peu fréquent. Dans la plupart des cas
un concept n’est décrit qu’une seule fois, surtout quand la requête est courte
comme celle utilisée sur le Web. Donc, notre hypothèse est raisonnable.
Pour combiner u terme et ses termes d’expansion dans une expression,
il faut établir une relation appropriée entre ces termes. Nous allons d’abord
étudier le genre de relation qui existe entre le terme original et ses termes
d’expansion. Ensuite, nous allons proposer une nouvelle façon d’intégrer les
termes d’expansion dans la requête étendue au lieu de l’ajout direct.
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3.4.1 Relation entre terme original et termes d’expan
sion
Dans cette section nous cherchons à identifier ïuelle est la relation qui
existe entre un terme original et ses termes d’expansion. Intuitivement, nous
pensons que les termes d’expansion sont des alternatives du terme original
pour décrire la même facette.
Dans notre exemple précédent, les termes d’expansion du terme “voiture”
sont “char”, “automobile”, “auto”, “bagnole”. En observant ces termes d’expan
sion, nous pouvons remarquer que ces termes d’expansion sont des équivalents
du terme original, c’est-à-dire que le terme original peut être substitué par
ces termes d’expansion. À la place du terme “voiture”, nous pouvons utiliser
le terme “automobile”. La requête [automobile, électrique] est équivalente
à la requête [voiture, étectrique]. Les termes d’expansion sont donc des
alternatives du terme original. Par conséquent, l’opérateur logique OU est
tout indiqué pour connecter un terme original avec ses termes d’expansion.
Pour notre exemple, le terme “voiture” et ses termes d’expansion peuvent
être mis ensemble pour former une expression comme celle-ci
(voiture V char V automobile V auto V bagnole)
Les cinq termes sont placés ensemble dans une expression logique. L’expres
sion représente une seule facette, le concept de voiture. Ce concept peut être
exprimé de cinq façons possibles. L’opérateur logique OU permet d’exprimer
les alternatives dans l’expression.
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3.4.2 Intégration de l’opérateur logique OU dans la re
quête étendue
Dans cette section, nous montrons comment notre requête étendue est
construite.
Pour construire la recluête étendue, au lieu de l’ajout direct, nous allons
combiner le terme original et ses termes d’expansion dans une expression, en
les connectant avec l’opérateur logiqt]e OU de la façon décrite dans la section
précédente. Le terme original et ses termes d’expansion sont mis dans la
même dimension. Ainsi nous n’ajoutons pas d’autres facettes. Pour l’exemple
précédent, la structure de la requête étendue devient
[(voiture V char V autoinobite V auto V bagnole) , électrique]
La requête étendue possède deux facet.tes comme dans la requête ogirinale.
L’expression composée des termes reliés par OU représente un seul aspect
de la requête. L’expression connectée par OU indique que l’aspect “voiture”
peut être exprimé par l’un des cinq termes. L’importance relative entre les
deux aspects, “voiture” et “électrique” est conservée. Le changement que nous
apportons au vecteur est qu’il est maintenant possible de grouper plusieurs
termes reliés entre eux dans une expression et de la mettre dans une seule
facette du vecteur. Ainsi les termes d’expansion sont mis dans la même facette
que le terme original, ce qui permet de conserver l’importance relative entre
les différentes facettes. Dans nos expériences, les synonymes qui sont dans la
même facette que le terme original proviennent de WordNet ou du thésaurus
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construit à partir l’information mutuelle. Nous donnerons plus de détails au
chapitre 4.
3.5 Évaluation des opérateurs logiques
Dans cette section nous allons décrire comment nous évaluons la requête
étendue qui intégre l’opérateur logique OU. Il y a deux problèmes à résoudre
1. Comment évaluer la relation OU?
2. Comment. intégrer cet opérateur logique dans le modèle vectoriel?
Nous allons répondre à ces deux questions dans les deux sections suivantes.
3.5.1 Évaluation de la relation OU
La relation OU peut être évaluée en utilisant les probabilités ou en utili
sant la théorie des ensembles flous.
En probabilité, la probabilité de A OU B est déterminée comme suit
P(A y B) = P(A) + P(B) — P(A A B) (3.1)
En considérant que A et B sont indépendants, clans ce cas là, nous avons:
P(A y B) = P(A) + P(B) - P(A) x P(B) (3.2)
Cette formule correspond à la première façon possible d’évaluer une fa
cette en forme de disjonction.
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Une autre façon est d’utiliser la théorie des ensembles flous [Zad651. Dans
cette théorie la relation OU est souvent évaluée de cette façon
P(A V B) = Max(P(A), P(B)) (3.3)
En comparant les formules 3.2 et 3.3 entre elles, nous pouvons remarquer
que la première formule 3.2, est plus dépendante de A et de B à la fois que
la deuxième. Eu effet, elle tient compte de la contribution des deux éléments
dans la formule. Par contre, la deuxième formule 3.3, considère seulement
le plus important des deux éléments, la contribution de l’autre élément est
ignorée.
Il est difficile de choisir d’utiliser une formule plutôt que l’autre. C’est
pourquoi, nous avons testé les deux formules dans nos expériences.
3.5.2 Intégration de l’opérateur OU dans le modèle vec
toriel
Dans cette section, nous allons montrer comment intégrer l’évaluation de
la relation OU dans le calcul de similarité du modèle vectoriel. Le changement
apporté au modèle vectoriel est que la dimension de la requête étendue peut
maintenant contenir une expression logique composée de termes connectés
entre eux par OU. Nous pensons qu’il y a deux façons possibles pour évaluer
cette expression.
1. La requête étendue peut être transformée en une combinaision logique
de vecteurs connectés par OU. Par exemple, la requête étendue (A OU
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B, C) est équivalente à (A, C) OU (B, C). Cette solution n’est pas
efficace. Comme nous pouvons le voir dans l’exemple précédent, C se
retrouve dans les deux élements de la disjonction; ce qui entraîne que
C doit être évalué plusieurs fois et le nombre de vecteurs créés ainsi
peut être considérable si la requête de départ est longue.
2. Nous pouvons aussi évaluer directement chaque dimension de la re
cjuête étendue. Quand la dimension est une expression logique, nous
calculons une seule valeur de similarité pour cette dimension en utili
saut une des formules qui permettent d’évaluer la relation OU et en
tenant compte de chaque terme de l’expression. Par exemple, suppo
sons (lue nous utilisons la formule 3.3 pour l’évaluation de la relation
OU. Pour la requête étendue suivante, [(Av B), C], le poids pour la
première facette est déterminé par Max(P(A), P(B)) et le poids pour
la deuxième dimension par P(C). Ensuite, le produit interne utilise ces
deux valeurs pour le calcul de similarité Max(P(A), P(B)) + P(C).
De cette façon, chaque terme dans la requête étendue ne sera évalué
qu’une seule fois.
Nous avons choisi d’implanter la deuxième solution en utilisant le fichier
inversé car elle est plus efficace. Nous utilisons l’algorithme suivant pour
obtenir un ensemble de documents pondérés pour une requête étendue.
Dans cet algorithme, la fonction Union() désigne l’union de deux listes
de documents pondérés en additionnant le poids des éléments en commun des
deux listes. La fonction Combiner() désigne la combinaison de deux listes
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EvalReq f Req)
liste = nuil;
Pour chaque dimension Dim dans Req
docliste = EvalDimension(Dim);
liste = Union( liste, docliste);
}
return liste;
EvalDimens ion f Dim)
liste = nuil;
Pour chaque terme Trm dans Dim
listeTrm = liste des documents qui contiennent Trm;




— Algorithme pour obtenir un ensemble de docurnellts pondérés
de documents pondérés en combinant le poids des éléments en communs en
appliquant l’une des deux formules 3.2 ou 3.3 pour évaluer l’opérateur logique
OU.
3.5.3 Discussions
Il est intéressant de remarquer que l’algorithme décrit en haut est une gé
néralisation de l’évaluation classique du produit interne du modèle vectoriel.
En effet, pour reproduire l’évaluation classique, il suffit d’utiliser la formule
suivante pour évaluer la relation OU
P(A V B) P(A) + P(B)
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Le modèle vectoriel a un grand désavantage par rapport au modèle boo
léen. En effet, dans le modèle vectoriel, il n’est pas possible de formuler
des requêtes en incluant des opérateurs booléens. Par exemple, dans le mo
dèle vectoriel, les requêtes “guerre ET mondiale” et “vélo OU bicyclette” ne
peuvent pas être représentées par des vecteurs de poids.
En 1983, Gerard Salton, Edward A. fox et Harry Wu [SFW83] ont in
trocluit le modèle p-norme clui permet de générer le modèle vectoriel et le
modèle booléen comme deux extrêmités. Le modèle p-norme possède les ca
ractéristiques des deux modèles, il permet de formuler des requêtes avec des
opérateurs logiqies et de pondérer les termes des documents ainsi que ceux
des requêtes. Donc le modèle p-norme est un modèle plus général. Ce mo
dèle est intéressant car il permet d’unifier le modèle vectoriel avec le modèle
booléen.
Le modèle que nous proposons présente une autre façon d’intéger le mo
dèle booléen et le modèle vectoriel. Cette intégration nous permet d’obtenir
les avantages de ces deux modèles d’un côté, l’expression disjonctive nous
permet d’exprimer la relation d’alternative entre les termes d’expansion et le
terme initial. D’un autre côté, nous bénificions d’une évaluation vectorielle
globale nous permettant de bien classer les documents dans la réponse. Par
rapport à l’expansion de la requête par l’ajout direct, notre approche permet
d’éviter le biais créé durant l’expansion.
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3.6 Expansion incertaine
Jusqu’ici, nous avons omis les pondérations de termes dans l’expansion
de la requête, nous nous sommes plutôt concentrés sur le principe. Mais
la pondération est un aspect important de l’approche proposée De façon
générale, nous avons dellx pondérations
— la pondération pour décrire l’importance d’un terme dans la requête et
dans le document.
— la pondération pour indiquer dans quelle mesure un autre terme est
relié à un terme donné.
Par exemple, soit B un terme de la requête originale, PB le poids accordé
au terme 3 et A un terme relié à B. Le terme Â est un alternatif à B à
un degré c, où c < 1. Dans ce cas, nous considérons que le poids du terme
alternatif A est PB x .
L’algorithme pour évaluer une dimension devient alors
EvalDimens ion (Dim)
liste nuli;
Pour chaque terme Trm d’incertitude Alpha dans Dim
listeTrm = liste des documents qui contiennent Trm;
chaque document de listeTrm est multiplié par Alpha;
liste = Combinerfiiste, listeTrm);
return liste;
f1G. 3.2 — La procedure EvalDimension en intégrant l’incertitude alpha
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Chapitre 4
Implantation de l’expansion de
requête
Ce chapitre présente et discute des détails de l’implantation de l’expansion
de requête en illtégrant l’opérateur logique OU, dont le principe a été conçu
dans le chapitre précédent.
L’expansion de requête est implantée dans SMART avec le langage C
sous le système d’exploitation Linux. Nous allons d’abord présenter le pro
cessus d’indexation et d’évaluation de SMART. Puis nous allons expliquer
notre implantation d’expansion de requête avec WordNet, avec l’information
mutuelle et le “relevance feedback”.
Puis nous allons discuter plus en détail de chacune de ses composantes.
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4.1 Architecture du système de recherche d’in
formation $MART
SMART est conçu pour être flexible et facile à modifier. Il permet de
sélectionner des procédures pendant l’exécution du programme au moyen
d’un fichier de spécification. Par exemple, il est possible d’écrire plusieurs
procédures pour faire la lemmatisation. Il suffit d’indiquer dans le fichier de
spécification laquelle des procédures de lemmatisation nous voulons utiliser.
Nous modifions la version 11 de SMART pour ajouter l’expansion de requête.
Cette version de SMART a été conçue et implernentée par C. Buckley LBuc85].
Elle contient environ 44 000 lignes de code C. Nous faisons rouler SMART
sous Linux avec 2GB de mémoire vive et 66GB de disque dur.
4.1.1 Indexation et évaluation de requête
Avant de pouvoir étendre les requêtes et de les évaluer dans SMART, il
est nécessaire d’indexer les documents. Le but de l’indexation est de créer un
représentation interne des dlocumellts et de déterminer pour chaque document
les concepts les plus importants.
La figure 4.1 montre le processus d’indexation et d’évaluation dans SMART.
Durant l’indexation des documents et des requêtes, SMART crée des vecteurs
de poids pour les représenter. Ensuite, à partir de ces vecteurs de documents,
SMART construit un fichier inversé qui correspond à un index, pour chaque
terme apparaissant dans la collection, il liste les documents contenant ce
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terme et leurs pondérations.
Après avoir créé le fichier inversé, découlant des vecteurs des documents
et les vecteurs des requêtes, SMART peut commencer à évaluer les requêtes.
Durant l’évaluation d’une requête, le fichier inversé est consulté pour obtenir
une liste de documents pondérés qui contiennent les termes de la requête.
Ensuite, le vecteur de la requête est comparé avec les vecteurs de ces docu
ments pour calculer une valeur de similarité pour chacun de ces documents.
Comme, un même document peut obtenir plusieurs valeurs de similarité,
puisqu’il contient plusieurs termes de la requête, ses valeurs doivent être ad
ditionnées (selon le calcul de similarité par le produit interne). Enfin, ces
FIG. 4.1
— Indexatioll et évaluation
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requête = (ti, pi), (t2, p2),
11
consultation du fichier inversé pour chaque terme
1
ti {(dl, Pdll)’ (d2, Pd,2)’




requête {(d1 P1 )‘ (d2, •]
FIG. 4.2 — Évaluation d’un requête dans SMART
documents sont triés dans l’ordre décroissant en utilisant cette valeur. La fi
gure 4.2 illustre l’évaluation d’une requête dans SMART avec de plus amples
détails.
L’expansion de requête intervient lors de l’évaluation de la requête. Deux
nouvelles composantes ont été ajoutées dans l’évalutation, soit la composante
“expansion” et la composante “fusion avec OU” (voir figure 4.3).
La composante “expansion” intercepte d’abord la requête originale. En
suite, à partir de cette requête, elle sélectionne des termes d’expansion, calcule
un poids pour ces termes d’expansioii et crée la requête étendue. Puis, cette
requête étendue est donnée au fichier inversé pour trouver les documents qui
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__.. ((dl, p ,), (d2, pj,,), ...]
FIG. 4.3 — Évaluation d’une requête avec expansion
contiennent les termes de la requête étendue.
La composante “fusioll avec OU” intercepte la liste des documents et la
fusionne avec la. liste obtenue à partir des termes précédents de la disjonction
en utilisant l’une des formules d’évaluation de OU vues dans le chapitre
précédent.
requête étendue = (ti, pi) OU (ti’, pi’) OU...
(t2, p2) OU (t2’, p2’) OU
consuItation du t5chier inversé pour chaque terme J
t I {(d I, p,,). (d2, p,),
...
t2 = ((dl, p,), (d4, Pd’4) I
U’ ((dl, p11 ), (d2, p,, ), ...) 12’ {(dI, p, ), (d5, p,5 ). ...(
fusion avec O1 fusion
{(di,p’,1 ),(d2,p,, ),...) {(dl,p’,,, ),(d4,p,3 ),...I
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4.2 Implantation de l’expansion de requête
La procédure génénale qui implante la composante dexpansion de re
quête a pour paramètre un terme pondéré et retourne un ensemble de termes
pondérés.
Dans SMART un terme pondéré de la requête est une structure CON_WT.
typedef struct {
long con; /* Actual concept number */
float wt; 7* and its weight */
} CON_WT;
où con est le numéro d’identification dii terme, et wt son poids. Une requête
est représentée par une suite (le CON_WT, triée dans l’ordre de con. C’est une
forme de représentation pour le vecteur.
L’algorithme de l’expansion est le suivant
1. sélectionner des termes d’expansion pour chaque terme original de la
requête.
2. calculer un poids pour les termes d’expansion
3. créer une requête étendue en mettant tous ces termes dans un vecteur.
L’ expansion utilise trois différentes ressources pour obtenir les termes
d’expansion. Les trois ressources que nous avons utilisées sont WordNet, le
“pseudo relevance feedback” et un thésaurus statistique basé sur l’information
mutuelle. Nous allons présenter ces trois implantations.
CHAPITRE 4. IMPLANTATION DE L’EXPANSION DE REQUÊTE 47
4.2.1 WordNet
Le thésaurus WordNet dispose d’un ensemble de fonctions permettant
d’accéder aux données. Dans WordNet, la fonction f indtheinfo_ds permet
d’obtenir les termes d’expansion. Cet.te fonction est assez complexe parce
qu’elle a beaucoup de paramètres. Voici le prototype de la fonction
SynsetPtr findtheinfo_ds(char *searchstr, int pos, int ptr_type,
int sense_num )
Le premier argument ccsearchstr est le terme pour lequel nous voulons
chercher des termes d’expansion. Le deuxième argument “pos” (part of speech)
est le groupe grammatical dans lequel nous voulons les termes d’expansion.
Les quatre groupes grammaticaux possibles sont nom, verbe, adjectif, et ad
verbe. Nous utilisons seulement les noms. Le troisième argument “prt_type”
est le type de recherche que nous voulons effectuer, par exemple les synonymes
ou les hyperonymes. Et le dernier argument “sense_sum” indique lequel des
sens du terme “searchstr” nous désirons obtenir des termes d’expansion.
Nous utilisons tous les sens (ALLSEN$E) dans notre cas car nous n’avons
pas de moyen de sélectionner un sens particulier. Cette fonction retourne une
liste chaînée d’une structure de donnée représentant un “synset”. Ce dernier
est la structure de base de WordNet, il représente un ensemble de synonymes.
Une fois, une telle liste de “synsets” est obtenue, nous parcourons la liste pour
obtenir les termes de tous les “synsets”.
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4.3 Extraction de l’information mutuelle
Pour pouvoir utiliser l’information mutuelle, il a fallu créer un thésaurus
statistique. Nous avons donc construit un thésaurus statistique en se basant
sur l’information mutuelle. Les difficultés rencontrées dans la construction
d’un tel thésaurus sollt souvent reliées à la taille colossale de la collection.
Pour construire le thésaurus statistique basé sur l’information mutuelle,
nous avons besoin de l’information sur les co-occurreices de termes. Or dans
SMART, quand les documents sont indexés, la position des termes n’est pas
gardée. Ce qui ne nous permet pas d’exploiter les co-occurrences dans une
fenêtre de 20 mots. C’est pour cette raison que nous avons dû utiliser Lemur
tProl qui, lui, sauvegarde cette information.
Lemur est un ensemble d’outils conçus pour faciliter l’étude de la re
cherche d’information. Ces outils peuvent indexer de très grandes collections
de textes, rechercher de l’information et en faire l’évaluation. Lemur est tin
système de recherche d’information écrit en langage C et C++, pour les
systèmes d’exploitation Unix.
Lemur ne calcule pas l’information mutuelle, mais nous utilisons sa li
brairie de fonctions pour extraire les informations nécessaires de la collection
afin de calculer l’information mutuelle entre deux termes quelconques
. La
collection est d’abord indexée avec Lernur, et les informations sont extraites
par un programme dédié (écrit en C++). La méthode termlnfoListSeq()
de la classe InvfPlndex est utilisée pour obtenir les termes d’un document
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dans l’ordre qu’ils apparaissent dans le document.
Les données extraites sont écrites dans un fichier.


























FIG. 4.4 — Informations extraites du corpus pour le calcul de l’information
mutuelle
parties
1. La première partie est composée de trois nombres : la taille du corpus
selon le nombre de termes qu’il contient, le nombre de termes uniques
dans le corpus et le nombre de co-occurrences créées.
2. La deuxième partie liste chaque terme unique. Pour chaque terme, trois
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renseignements sont gardés, le terme, son identificateur numérique et
le nombre de fois qu’il apparaît dans le corpus.
3. La troisième partie concerne les co-occurrences. Chaque ligne contient
le premier terme, le deuxième terme et le nombre de fois que cette
co-occurence est observée dans le corpus.
Nous nous sommes intéressés à la co-occurrence des termes dans une
fenêtre de vingt termes. Voici l’algorithme utilisé par le programme pour
créer les co-occurrences.
pour chaque fenêtre
identifier les différentes co—occurences dans cette fenêtre
pour chaque co—occurrence
si la co—occurence est déjà rencontrée
incrémenter le nombre d’observation de 1
sinon
créer cette co—occurence
le nombre d’observation est égale à 1
avance la fenêtre d’un terme pour créer un autre fenêtre
FIG. 4.5 — Algorithme utilisé pour créer les co-occurrences
4.4 “Pseudo relevance feedback”
Dans le “pseudo relevance feedback”, les termes d’expansion proviennent
des premiers documents trouvés par le système après une première recherche.
Dans SMART, après avoir fait une recherche, la fonction get_seen_docs
est d’abord appelée pour obtenir les premiers documents qui ont été trouvés.
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Puis la fonction did_vec est appelée pour chacun de ces documents afin de
recueillir les termes de ces documents.
Enfin, les termes identiques sollt combinés en additioimant leur poids, les
termes qui ont les poids les pius importants deviennent les termes d’expan
sion.
4.5 Synthèse
Dans ce chapitre, nous avons examiné en détail l’implantation de l’expan
sion de requête avec les différents ressources. Le prochain chapitre présente
les résultats obtenus avec cette implantation.
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Chapitre 5
Expérimentations et résultats
Dans ce chapitre, nous présentons et analysons nos expérimentations et
les résultats obtenus avec l’expallsion de requête à partir des trois différentes
ressources et la nouvelle méthode d’intégration des termes d’expansion dans
le vecteur de la requête étendue.
Nous allons d’abord décrire le corpus, puis les évaluations. Enfin, nous
décrirons en détail les résultats obtenus avec chaque évaluation.
5.1 Description du corpus de test
Pour nos évaluations, nous utilisons la collection AP de TREC 7. Cette
collection de 525M contient 242 918 documents en anglais. Elle contient aussi
2$ requêtes ainsi que la liste des documents pertinents qui les correspondent.
Les documents dans cette collection sont des articles de journaux qui pro
viennent de l’agence de presse américaine “Associated Press”. Ces articles ont
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été recueillis par les laboratoires de Beil AT&T entre les années 1988 et 1990.
Les documents se présentent sous le format standard SGML.
Un document commence par le marqueur <DOC> et termine par le mar
queur </DOC>. Le titre d’un article se trouve entre les marqueurs <HEAD>
et </HEAD>. Le corps de l’article est délimité par les marqueurs <TEXT>
et </TEXT>. Il y a d’autres marqueurs dans l’entête du document, mais





<FIRST>r w AM—PeanutSupports 02—12 0155</FIRST>
<SECOND>AN—Peanut Supports, 150</SECOND>
<HEAD>Peanut Price Supports Will Go Higher This Year</HEAD>
<DATELINE>WASHINGTON (AP) </DATELINE>
<TEXT>
Price supports for peanuts grown under 1988
quotas will be $615.27 per ton, an increase of $7.80 from last
year, the Agriculture Department said Friday.
Deputy Secretary Peter C. Myers said the increase was required
by e formula in the law which takes rising production costs into
cons ideration.
The annual quota is set at e level equal to the estimated
quantity of peanuts that will be needed for domestic edible uses,
seed and related purposes.
Production of non—quota peanuts, which can be grown for peanut
ou and meal, and for export, will be supported at $149.75 per ton,
unchanged from last year, Myers said.
In setting the support for non—quota peanuts, officials are
required to consider certain factors, including the demand for oil
and meal, the expected prices for other vegetable oils and meals,




— Un exemple de document de la collection AP
Les requêtes sont identifiées par un numéro qui suit le marqueur <num>
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et elles sont séparées par le marqueur <top> (voir figure 5.2). Chaque requête
contient un titre, une description et une narration. Nous utilisons deux types
de requête. La requête courte qui contient seulement le champ titre, et la






Wliat are the latest development in the agricultural
application of genetic engineering?
<E—narr>
FIG. 5.2 La requête numéro 33
Les documents et les requêtes sont indexés avec le système SMART
[3uc85j en iltilisant un schéma de pondération ltc. Dans ce schéma, le poids
Wik d’un terme Tk dans un document D est calculé avec cette formule
IBSAS94Ï
(log(Jk) + 1.0) X tog(N/nk) (5 1)
Zi[(log(fij) + 1.0) x Ïog(N/n)]2
où fk est le nombre de fois que le terme Tk apparaît dans le document D, N
est la taille de la collection et k est le nombre de documents qui contiennent
le terme Tk.
Le schéma ltc est une forme de tf * idf. Nous pouvons remarquer que
Ïog(fk)+1.0 correspond à tf, tog(N/nk) correspond à idf et le dénominateur
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permet de normaliser le poids, ce qui permet de reproduire la formule de
similarité cosinus en utilisant le produit interne.
5.2 1va1uation
Dans cette section, nous allons décrire les évaluations ainsi que les objec
tifs de chaque évaluation.
5.2.1 Description
Dans toutes nos évaluations, la collection et les requêtes sont indexées et
pondérées de la même façon. Les seuls éléments qui varient lors de l’expansion
de requête sont la source des termes d’expansion, le poids de ces termes, la
longueur des requêtes utilisées, et la façon dont les termes d’expansion sont
intégrés dans la requête.
La précision moyenne est souvent utilisée pour mesurer la performance
d’un système en recherche d’information. Cette précision décrit bien la per
formance du système. Nous utilisons la précision moyenne sur les 11 points de
rappel pour mesurer la performance de l’expansion de requête. Pour chaque
requête, nous utilisons les 1 000 premiers documents trouvés par le système
pour calculer la précision moyenne sur les 11 points de rappel. C’est la façon
standard utilisée dans le domaine de recherche d’information. La précision
moyenne est calculée comme suit : Pour chacune des valeurs de rappel (0.00,
0.10, 0.20 .. .1.00), une précision est calculée à l’aide de la liste des documents
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pertinents et de la liste des documents retournés par le système. La précision
moyenne est calculée en faisant la moyenne de ces 11 valeurs de précision
(voir tableau 5.1).
Tous les résultats des expansions sont comparés avec les résultats du test
de référence pour lequel les requêtes ne sont pas étendues. L’amélioration
ou la réduction de la performance de chaque évaluation sera calculée cri
pourcentage.
5.2.2 Objectifs
Le but de nos expériences consiste à évaluer l’effet de l’expansion de
requête par différentes méthodes. Pour ce faire, nous commençons par dé
terminer la performance du système sans l’expansion de requête : le test de
référence.
Ensuite, nous allons évaluer l’expansion de requête avec WordNet. Nous
voulons connaître l’impact des différentes relations sémantiques de WordNet
dans l’expansion de requête. Nous voulons aussi connaître l’effet de la lon
gueur des requêtes sur l’expansion de requête dans WordNet, ainsi que le
poids des termes d’expansion.
Puis nous allons examiner l’expansion de requête avec l’information mu
tuelle. Ici aussi, nous voulons connaître l’influence de la longueur des requêtes
sur la performance de l’expansion de requête, ainsi que le poids des termes
d’expansion. Nous allons examiner l’impact du nombre de termes d’expan
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sion dans l’expansion de requête. Pour cela, nous allons limiter le nombre de
termes d’expansion de deux façons.
— Nous utilisons un nombre fixe de termes d’expansion.
— Nous fixons un seuil sur le poids des termes d’expansion.
Comme nous avons déjà discuté au chapitre 2, il y a cieux formules pour
caldiller l’information mutuelle. Nous désirons aussi comparer la perfomance
de ces deux formules dans l’expansion de requête.
Par ailleurs , nous voulons connaître l’impact de notre nouvelle méthode
d’intégrer les termes d’expansion en comparant cette méthode avec la mé
thocle d’ajout direct. Pour ce faire, iious allons tester cette méthode avec
WordNet et avec l’information mutuelle.
fillalement, nous allons évaluer la performance de l’expansion de requête
avec le “pseudo-relevance feedhack”.
5.3 Test de référence
Pour le test de référence, les requêtes sont directement évaluées par SMART
sans expansion.
Le tableau 5.1 montre les précisions obtenues avec les requêtes courtes
et les requêtes longues. Pour chacun des 11 points de rappel (0.00, 0.10
1.00), une précision est calculée. La précision moyenne est obtenue en faisant
la moyenne des ces 11 précisions. Nous pouvons remarquer que les requêtes
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Requête courte Requête longue












[ Préc. moy. 30.46 33.72
TAB. 5.1 Test de référence de la collection AF
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longues produisent de meilleurs résultats que les requêtes courtes. La préci
sion moyenne des requêtes longues est supérieure à la précision moyenne des
requêtes courtes d’environ 10 %. En effet, les requêtes courtes ont une pré
cision moyenne de 30.46 ¾ tandis que les requêtes longues ont une précision
moyenne de 33.72 ¾. Ce sont les performances de référence avec lesquelles
nous allons comparer.
5.4 Expansion avec WordNet
Dans ces expérimentations, le thésaurus WordNet fournit les termes d’ex
pansion pour étendre la requête originale. Nous avons testé plusieurs relations
sémantiques dans WordNet la relation de synonymie, la relation d’hyper
onymie et la relation d’hyponymie.
Nous étendons seulement les noms communs des requêtes. Les verbes, les
adjectifs et les adverbes sont ignorés. Car la pluspart des requêtes ne sont
constituées que de noms communs. Tous les sens d’un nom sont considérés.
À partir d’un nom de la requête, nous allons chercher ses “synsets” dans
WordNet. À partir de ces “synsets”, nous obtenons les synonymes pour tous
les sens de ce terme. Puis, en suivant les pointeurs de ces “synsets”, nous
pouvons obtenir les hyperonymes et les hyponymes. Dans le cas où un nom
ne se trouve pas dans WordNet, alors une liste vide est retournée. Les termes
d’expansion fournis par WordNet sont pondérés de façon uniforme. Plusieurs
valeurs de poids ont été testées (voir tableau 5.2).
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Type de Poids des Préc. moy. (amél. %) Préc. moy. (amél. ¾)
requête termes ajoutés syn. et hype. svn. et hypo.
0.05 31.43 (3.2) 31.86 (4.6)
0.10 31.07 (2.0) 31.95 (4.9)
Courte 0.15 30.31 (-0.5) 30.67 (0.7)
0.20 29.58 (-2.9) 31.13 (2.2)
0.25 28.24 (-7.3) 30.76 (1.0)
0.05 33.85 (0.4) 34.43 (2.1)
0.10 33.15 (-1.7) 33.89 (0.5)
Longue 0.15 31.73 (-5.9) 33.15 (-1.7)
0.20 28.46 (-15.6) 32.34 (-4.1)
0.25 24.92 (-26.1) 31.36 (-7.0)
TAB. 5.2 — Précisions moyennes avec l’expansion de requête utilisant Word
Net
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Les résultats obtenus mdiquent que la performance se dégrade avec l’aug
mentation du poids des termes d’expansion. Comme nous pouvons le consta
ter dans le tableau 5.2, avec un poids de 0.25 une dégradation de -26.1 ¾ est
observée pour les requêtes longues qui utilisent les hyperonymes, par coutre
avec un poids plus faible, par exemple de 0.10, la dégradation est moins im
portant, elle est alors de -1.7 ¾. Une explication possible à ce fait est que les
termes d’expansion provenant de WordNet sont ambigus. Si on accorde trop
d’importance à ces termes, on introduit beaucoup de bruit dans la requête.
Par conséquent, un poids fort ne fait qu’amplifier ce bruit et diminuer la
précision moyenne.
L’expansion de requête courtes produit de meilleurs résultats que l’ex
pansion des requêtes longues. En effet, dans le tableau 5.2, tous les résul
tats obtenus par les requêtes courtes sont supérieurs aux résultats des re
quêtes longues. De même, la dégradation des résultats provenant des requêtes
longues est plus importante que les requêtes courtes quand le poids augmente.
Cela peut être expliqué par le fait qu’une requête courte a plus besoin d’être
étendue qu’une requête longue.
Le meilleur résultat observé avec les requêtes longues est de 2.1 ¾, obtenu
en utilisant les synonymes et les hyponymes avec un poids de 0.05. Par contre
pour les requêtes courtes, le meilleur résultat est de 4.9 % en utilisant les
synonymes et les hyponymes avec un poids de 0.10.
Dans les requêtes longues, il y a plus de termes qui sont étendus. Donc un
nombre plus important de termes d’expansion est ajouté dans ces requêtes.
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Comme les termes d’expansion de WordNet sont ambigus, l’amplitude des
bruits ajoutés dans les requêtes longues est plus élevée que dans les requêtes
courtes. C’est pourquoi les requêtes courtes obtiennent de meilleurs résultats
ïue les requêtes longues et les requêtes longues sont plus sensibles au poids.
L’expansion de requête avec les hyponymes donne de meilleurs résultats
qu’avec les hyperonymes. En effet, tous les résultats utilisant les hyponymes
dépassent ceux qui utilisent les hyperonymes. Cette observation est tout à fait
intuitive. En effet, quand on cherche le terme “ordinateur”, le terme “PC” (un
hyponyme) peut être satisfaisant. Dans le sens inverse, le terme “ordinateur”
est moins satisfaisant pour une requête “PC”.
Globalement, nous n’avons pas observé un grand impact en faisant l’ex
pansion (le requête avec WordNet. Ces résultats sont comparables aux résul
tats obtenus par d’autre chercheurs [Voo94, MTT98].
5.5 Expansion avec l’information mutuelle
Dans ces tests, l’information mutuelle est utilisée pour déterminer les
termes d’expansion. Elle fournit les termes qui apparaissent le plus souvent
avec le terme en question dans la collection. Nous étendons les requêtes avec
ces termes. Regardons deux exemples d’expansion avec l’information mu
tuelle, pour les requêtes “famine in Sudan” et “Art Theft” (voir les tableaux
5.3 et 5.4 ). Nous pouvons constater que les termes retournés par l’informa
tion mutuelle sont des termes qui sont fortement liés avec le terme original.


















TAB. 5.3 — Termes d’expansion Ollf la requête “famine in Sudan”



















TAB. 5.4 — Termes d’expansion pour la requête “Art Theft”
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Information Nombre de terme d’expansion
mutuelle 20 25 30 50 60 90
Formule (2.3) 36.86 37.00 36.92 37.50 37.60 35.95
(9.3) (9.7) (9.5) (11.2) (11.5) (6.6)
Formule (2.4) 33.96 33.85 31.06 34.06 34.02 34.06
0.7 0.4 1.0 1.0 0.9 1.0
TAB. 5.5
— Précisions moyennes obtenues avec les cieux formules cl’informa
tion mutuelle
Le tableau 5.5 montre les résultats obtenus par les deux différentes for
mules de l’information mutuelle dans laquelle un poids de 0.15 a été attribué
aux requêtes longues. La formule d’information mutuelle ponctuelle produit
de moins bons résuitats, car cette formule accorde une plus grande impor
tance aux termes rares. Fa.r exemple, dans le corpus nous observons le terme
“oil” 54282 fois, “price” 89975 fois et APPEC (“Asia Pacific Petroleum Confe
rence”) 2 fois, “oil” apparaît avec “price” 16325 fois et “oil” apparaît avec
“APPEC” 2 fois. La formule d’information mutuelle ponctuelle nous donne
I(”oit”, “price”) 7.684122
I(”oit”, “APPEC”) = 10.146563
Par contre avec l’autre formule
I(”oit”, “price”) = 0.002039
I( “oit”, CCAPPECF!) = 0.00000033
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Nous pouvons constater qu’avec la formule ponctuelle, la relation entre “ou”
et “APPEC” est plus forte que la relation entre “oil” et “price”. Par coutre,
avec l’autre formule c’est le contraire, car elle tieiit compte du nombre de
co-occurrences. Comme “oil” apparaît avec “APPEC” 2 fois seulement, la
valeur obtenue est très faible. En regardant les termes d’expansion de “oil” qui
produisent les plus grandes valeurs avec l’information mutuelle ponctuelle,
nous constatons qu’ils ont tous les caractéristiques de “APPEC”, ce sont tous
(les termes qui apparaissent une ou deux fois dans le corpus, et apparaissent
avec le terme “ou” une ou deux fois. Ces termes e sont pas intéressants pour
l’expansion de requête. Par conséquent nous utiliserons la formule 2.3 dans
le reste de nos tests.
Nous limitons le nombre de termes d’expansion de deux façons
— par un nombre fixe (le termes d’expansion
par un seuil sur le poids des termes d’expansion
5.5.1 Nombre de termes d’expansion limité par un nombre
fixe
Nous pouvons observer que la précision moyenne augmente avec le nombre
de termes d’expansion utilisé (voir tableau 5.6).
En ce qui concerne le poids, pour les requêtes courtes, on peut observer
que la précision augmente avec le poids jusqu’à 0.20. Par contre, pour les re
quêtes longues, c’est seulement vrai quand le nombre de termes d’expansion
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Type de Nombre de terme d’expansion
requête Poids 10 20 50 100 200 400 600
0.10 32.31 32.53 33.48 33.84 33.93 34.24 34.48
(6.1) (6.8) (9.9) (11.1) (11.4) (12.4) (13.2)
0.15 32.84 33.02 33.45 34.05 34.66 34.85 35.00
(7.8) (8.4) (9.8) (11.8) (13.8) (14.4) (14.9)
Courte 0.20 32.99 32.90 33.66 34.48 34.72 31.75 35.00
(8.3) (8.0) (10.5) (13.2) (14.0) (14.1) (14.9)
0.25 32.77 32.71 33.75 34.33 34.45 34.69 34.91
(7.6) (7.4) (10.8) (12.7) (13.1) (13.9) (11.6)
0.30 32.81 32.17 33.08 33.84 31.24 34.42 34.45
(7.7) (6.6) (8.6) (11.1) (12.4) (13.0) (13.1)
0.10 36.18 36.12 36.92 37.13 37.53 35.71 37.80
(7.3) (8.0) (9.5) (11.0) (11.3) (6.0) (12.1)
0.15 36.75 36.86 37.50 35.98 35.98 35.98 35.98
(9.0) (9.3) (11.2) (6.7) (6.7) (6.7) (6.7)
Longue 0.20 36.79 37.06 35.57 35.74 35.00 34.39 34.36
(9.1) (9.9) (5.5) (6.0) (3.8) (2.0) (1.9)
0.25 36.87 34.90 35.34 34.80 33.75 32.98 32.71
(9.3) (3.5) (4.8) (3.2) (0.1) (-2.2) (-3.0)
0.30 36.79 34.70 33.96 33.69 32.88 32.00 31.73
(9.1) (2.9) (0.7) (-0.1) (-2.5) (-5.1) (-5.9)
TAB. 5.6 — Précisions moyennes avec 1M. en variant le nombre de terme
d’expansion et le poids des termes d’expansion
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est petit. Contrairement à WordNet où l’augmentation du poids détériore
la précision moyenne, avec l’information mutuelle la précision moyenne aug
mente avec le poids. Ceci implique que les termes d’expansion de l’informa
tioll mutuelle sont plus reliés à la requête originale que les termes d’expansion
obtenus avec WordNet. C’est pourquoi il est possible d’améliorer la précision
moyenne en utilisant un poids plus important.
Dans les requêtes courtes, les plus grandes augmentations sont de 14.9%,
obtenues en utilisant 600 termes d’expansion et un poids de 0.15 ou 0.20.
Du côté des requêtes longues, la plus grande augmentation enregistrée est
de 12.1%, obtenue en utilisant un poids de 0.10 et un nombre de termes
d’expansion égal à 600.
Là encore, les résultats des requêtes courtes sont meilleurs que ceux des
requêtes longues. Ceci s’explique par le fait que les requêtes courtes ont plus
de potentiel à être améliorées car elles contiennent moins d’information. De
même, plus le nombre de termes d’expansion introduits dans les requêtes
longues est élevé plus il y a du bruit qui s’ajoute. Pour cette raison, pour les
requêtes longues, lorsque le poids est important et que le nombre de termes
d’expansion est grand, les résultats sont négatifs. Par contre, les requêtes
courtes sont moins affectées.
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5.5.2 Nombre de termes d’expansion limité par un seuil
sur le poids
Au lieu d’utiliser un nombre fixe pour limiter le nombre de termes d’ex
pansion, nous avons aussi limité le nombre de termes d’expansion en le filtrant
par un seuil sur la valeur de l’information mutuelle normalisée calculée pour
des termes d’expansion. Par exemple, dans le tableau 5.7, un seuil de 0.90
signifie que seuls les termes d’expansion qui ont une valeur d’information
mutuelle normalisée supérieure ou égale à 0.90 sont retenus pour l’expansion
de requête.
Les résultats obtenus ressemblent beaucoup aux résultats de la section
précédente. Dans les requêtes courtes, on peut observer que la précision aug
meute avec le poids jusqu’à 0.20. Par contre dans les requêtes longues, cette
valeur est plus petite. Elle est de 0.10. Dans les requêtes courtes, les plus
grandes augmentations sont de 15.0% et 15.1%, obtenues en utilisant un seuil
de 0.01 et des poids respectifs de 0.15 et 0.20. En ce qui concerne les requêtes
longues, les plus grandes augmentations sont de 12.1% et 12.3%, obtenues en
utilisant un poids de 0.10 et des seuils respectifs de 0.02 et 0.01. L’expansion
de requête produit de meilleurs résultats avec la diminution du seuil parce
que ainsi un plus grand nombre de termes d’expansion sont ajoutés. Cela
rejoint la tendance du test précédent.
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Type de Seuil
requête Poids 0.90 0.70 0.50 0.40 0.30 0.20 0.10 0.05 0.02 0.01
0.10 30.92 31.10 31.47 32.35 32.35 33.14 33.78 33.93 34.48 34.57
(1.5) (2.1) (3.3) (6.2) (6.2) (8.8) (10.9) (11.4) (13.2) (13.5)
0.15 30.55 31.28 31.28 :32.56 32.71 33.41 34.02 34.39 34.97 35.03
(0.3) (2.7) (2.7) (6.9) (7.4) (9.7) (11.7) (12.9) (14.8) (15.0)
Courte 0.20 30.43 31.25 3 1.25 32.47 32.74 33.23 34.18 31.42 34.85 35.06
(-0.1) (2.6) (2.6) (6.6) (7.5) (9.1) (12.2) (13.0) (14.4) (15.1)
0.25 31.01 31.13 30.98 32.07 32.56 33.08 33.81 34.21 34.85 34.94
(1.8) (2.2) (1.7) (5.3) (6.9) (8.6) (11.0) (12.4) (14.4) (11.7)
0.30 30.80 30.95 30.83 31.95 32.32 32.59 33.35 34.12 34.33 34.45
(1.1) (1.6) (1.2) (4.9) (6.1) (7.0) (9.5) (12.0) (12.7) (13.1)
0.10 34.16 34.46 34.93 35.78 36.11 36.52 37.33 37.46 37.80 37.87
(1.3) (2.2) (3.6) (6.1) (7.1) (8.3) (10.7) (11.1) (12.1) (12.3)
0.15 3.1.02 34.53 35.27 :36.25 36.52 :36.89 35.74 35.81 35.78 35.74
(0.9) (2.4) (4.6) (7.5) (8.3) (9.4) (6.0) (6.2 ) (6.1 ) (6.0)
Longue 0.20 33.85 34.56 35.41 36.28 36.52 35.17 35.41 34.70 33.99 33.75
(0.4) (2.5) (5.0) (7.6) (8.3) (4.3) (5.0) (2.9 ) (0.8 ) (0.1)
0.25 33.82 34.50 35.17 35.95 34.56 34.73 33.85 32.74 32.44 32.30
(0.3) (2.3) (4.3) (6.6) (2.5) (3.0) (0.4) (-2.9) (-3.8) (-4.2)
0.30 33.82 34.36 34.9:3 33.72 33.75 33.38 32.51 32.03 31.49 31.39
_________ (0.3) (1.9) (3.6) (0.0) (0.1) (-1.0) (-3.6) (-5.0) (-6.6) (-6.9)
TAB. 5.7
— Précisions moyennes avec 1M. en utilisant un seuil pour la selection
des termes d’expansion
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5.6 Intégration des termes d’expansion avec l’opé
rateur logique OU
Dans cette section, nous testons notre méthode d’expansion de requête
en combinant les termes d’expansion avec l’opérateur logique OU au lieu de
la méthode d’ajout direct. Nous présentons ici, les résultats obtenus avec
WordNet et l’information mutuelle.
Nous remarquons que, quand la fbrmule de la théorie de l’ensemble flou
est utilisée pour évaluer l’opérateur OU, les résultats sont moins bons. Cela
montre que la formule de MAX n’est pas appropriée pour l’expansion de
requête. Par conséquent, nous montrons seulement les résultats obtenus avec
la formule des probabilités.
Dans WordNet, avec les requêtes courtes ou longues, l’amélioration ob
tenue en combinant les termes d’expansion avec l’opérateur OU est insigni
ficative par rapport à l’ajout direct (voir tableaux 5.8 et 5.9). Ceci peut
s’expliquer par le fait que WordNet fournit de vrais synonymes, et ces der
niers se trouveiit rarement dans un même document, et donc il n’existe pas
de biais.
En utilisant l’information mutuelle (tableaux 5.10 et 5.11), nous remar
quons une amélioration pius importante qu’avec WordNet. Et nous pou
vons constater que l’amélioration devient plus importante quand le poids
des termes d’expansion est plus grand. Dans les tableaux 5.10 et 5.11, nous
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Type Synonyme et Synonyme et
d’expansion Poids hyperonyme hyponyme
0.05 31.43 (3.2) 31.86 (4.6)
0.10 31.07 (2.0) 31.95 (4.9)
Ajout direct 0.15 30.31 (-0.5) 30.67 (0.7)
0.20 29.58 (-2.9) 31.13 (2.2)
0.25 28.24 (-7.3) 30.76 (1.0)
0.05 31.43 (3.2) 31.86 (4.6)
0.10 31.10 (2.1) 32.10 (5.4)
Avec OU 0.15 30.46 (0.0) 31.28 (2.7)
0.20 29.97 (-1.6) 31.37 (3.0)
0.25 28.88 (-5.2) 31.10 (2.1)
TAB. 5.8 — Précisions moyennes pour les reqilêtes courtes, évaluées avec OU
en utilisant des termes d’expansion qui sont issus de WordNet
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Type Synonyme et Synonyme et
d’expansion Poids hyperonyme hyponyme
0.05 33.85 (0.4) 34.43 (2.1)
0.10 33.15 (-1.7) 33.89 (0.5)
Ajout direct 0.15 31.73 (-5.9) 33.15 (-1.7)
0.20 28.46 (-15.6) 32.34 (-1.1)
0.25 24.92 (-26.1) 31.36 (-7.0)
0.05 33.85 (0.4) 34.46 (2.2)
0.10 33.25 (-1.4) 34.02 (0.9)
Avec OU 0.15 31.87 (-5.5) 33.45 (-0.8)
0.20 30.69 (-9.0) 32.67 (-3.1)
0.25 25.80 (-23.5) 31.87 (-5.5)
TAB. 5.9 Précisions moyennes pour les requêtes longues, évaluées avec OU
en utilisant des termes d’expansion qui sont issus de WordNet
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pouvons observer cille, quand le poids est de 0.10, alors il n’existe presque
pas de différence entre les résultats de l’ajout direct et de la méthode avec
le OU. Par contre, pour un poids de 0.35 les différences deviennent un peu
plus importantes.
Il semble que l’intégration avec l’opérateur OU est plus stable. En effet,
dans le tableau 5.11, pour un poids 0.10 et un nombre de 400 termes d’ex
pansion, le résultat de l’ajout direct connaît soudainement une baisse, mais
le résultat de la méthode avec OU n’est pas affecté. Ceci montre que la mé
thode avec l’opérateur OU est plus robuste, et moins sensible aux variations
de poids des termes d’expansion.
De même, nous avons utilisé l’information mutuelle avec un seuil (voir
tableaux 5.12 et 5.13). Les résultats obtenus sont similaires aux résultats de
l’expansion avec un nombre termes d’expansion fixe, une légère amélioration
est obtenue avec OU.
5.7 Expansion avec pseudo-relevance feedback
Dans l’expérimentation avec le “pseudo relevance feedback”, après une
première recherche, les 5 premiers documents obtenus sont présumés perti
nents. Les termes de ces documents sont triés par ordre décroissants selon
leur poids. Les n premiers termes sont utilisés pour étendre la requête.
Les requêtes sont étendues avec l’ajout direct, de 100 à 420 termes d’ex
pansion ont été ajoutés dans les requêtes. Le tableau 5.14 montre les résultats
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Type Nombre de terme d’expansion
d’expansion Poids 10 20 50 100 200 400 600
0.10 32.32 32.53 33.48 33.84 33.93 34.24 34.48
(6.1) (6.8) (9.9) (11.1) (11.4) (12.4) (13.2)
0.15 32.84 33.02 33.45 34.05 34.66 34.85 35.00
(7.8) (8.4) (9.8) (11.8) (13.8) (11.4) (14.9)
Ajout direct 0.20 32.99 32.90 33.66 34.48 34.72 34.75 35.00
(8.3) (8.0) (10.5) (13.2) (14.0) (14.1) (14.9)
0.25 32.77 32.71 33.75 34.33 34.45 34.69 34.91
(7.6) (7.4) (10.8) (12.7) (13.1) (13.9) (14.6)
0.30 32.81 32.47 33.08 33.84 34.24 34.42 34.45
(7.7) (6.6) (8.6) (11.1) (12.1) (13.0) (13.1)
0.35 32.11 32.32 32.77 33.48 33.69 33.75 33.81
(6.4) (6.1) (7.6) (9.9) (10.6) (10.8) (11.0)
0.10 32.65 32.87 33.75 34.05 34.05 34.48 34.85
(7.2) (7.9) (10.8) (11.8) (11.8) (13.2) (14.4)
0.15 33.11 33.45 33.93 34.63 35.06 35.36 35.55
(8.7) (9.8) (11.4) (13.7) (15.1) (16.1) (16.7)
Avec OU 0.20 33.29 33.51 34.30 35.12 35.30 35.39 35.52
(9.3) (10.0) (12.6) (15.3) (15.9) (16.2) (16.6)
0.25 33.35 33.90 34.39 35.06 35.27 35.36 35.73
(9.5) (10.3) (12.9) (15.1) (15.8) (16.1) (17.3)
0.30 33.57 33.35 34.05 34.75 31.94 35.15 35.18
(10.2) (9.5) (11.8) (14.1) (14.7) (15.4) (15.5)
0.35 33.14 32.99 33.72 34.33 34.57 34.69 34.91
(8.8) (8.3) (10.7) (12.7) (13.5) (13.9) (14.6)
TAB. 5.10 — Précisions moyennes pour les requêtes courtes, évaluées avec OU
en utilisant des termes d’expansion qui sont issus de l’information mutuelle
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Type Nombre de terme d’expansion
d’expansion Poids 10 20 50 100 200 400 600
0.10 36.18 36.42 36.92 37.43 37.53 35.74 37.80
(7.3) (8.0) (9.5) (11.0) (11.3) (6.0) (12.1)
0.15 36.75 36.86 37.50 35.98 35.98 35.98 35.98
(9.0) (9.3) (11.2) (6.7) (6.7) (6.7) (6.7)
Ajout direct 0.20 36.79 37.06 35.57 35.74 35.00 34.39 34.36
(9.1) (9.9) (5.5) (6.0) (3.8) (2.0) (1.9)
0.25 36.86 31.90 35.34 31.80 33.75 32.98 32.71
(9.3) (3.5) (4.8) (3.2) (0.1) (-2.2) (-3.0)
0.30 36.79 34.70 33.96 33.69 32.88 32.00 31.73
(9.1) (2.9) (0.7) (-0.1) (-2.5) (-5.1) (-5.9)
0.35 34.73 34.36 33.35 32.74 31.90 31.22 30.95
(3.0) (1.9) (-1.1) (-2.9) (-5.4) (-7.4) (-8.2)
0.10 36.32 36.52 37.06 37.53 37.70 37.94 37.97
(7.7) (8.3) (9.9) (11.3) (11.8) (12.5) (12.6)
0.15 36.92 37.09 37.53 36.25 36.01 36.11 36.11
(9.5) (10.0) (11.3) (7.5) (6.8) (7.1) (7.1)
Avec OU 0.20 37.29 37.36 35.88 36.08 36.01 35.10 34.93
(10.6) (10.8) (6.4) (7.0) (6.8) (4.1) (3.6)
0.25 37.23 35.24 35.74 36.15 34.36 33.52 33.38
(10.4) (4.5) (6.0) (7.2) (1.9) (-0.6) (-1.0)
0.30 37.13 35.17 31.66 34.60 33.25 32.40 32.17
(10.1) (4.3) (2.8) (2.6) (-1.4) (-3.9) (-4.6)
0.35 37.02 35.00 34.09 33.45 32.24 31.56 31.39
(9.8) (3.8) (1.1) (-0.8) (-4.4) (-6.4) (-6.9)
TAB. 5.11 — Précisions moyennes pour les requêtes longues, évaluées avec OU
en utilisant des termes d’expansion qui sont issus de l’information mutuelle
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Type Seuil utilisé
d’expansion Poids 0.90 0.70 0.50 0.40 0.30 0.20 0.10 0.05 0.02 0.01
0.10 30.92 31.10 31.47 32.35 32.35 33.14 33.78 33.93 34.48 34.57
(1.5) (2.1) (3.3) (6.2) (6.2) (88) (10.9) (11.4) (13.2) (13.5)
0.15 30.55 31.28 31.28 32.56 32.71 33.41 34.02 34.39 34.97 35.03
(0.3) (2.7) (2.7) (6.9) (7.4) (9.7) (11.7) (12.9) (14.8) (15.0)
Direct 0.20 30.43 31.25 31.25 32.47 32.74 33.23 34.18 34.42 34.85 35.06
(-0.1) (2.6) (2.6) (6.6) (7.5) (9.1) (12.2) (13.0) (14.4) (15.1)
0.25 31.01 31.1:3 30.98 32.07 32.56 33.08 33.81 34.24 31.85 34.94
(1.8) (2.2) (1.7) (5.3) (6.9) (8.6) (11.0) (12.4) (14.4) (14.7)
0.30 30.80 30.95 30.83 31.95 32.32 32.59 33.35 34.12 34.33 34.45
(1.1) (1.6) (1.2) (4.9) (6.1) (7.0) (9.5) (12.0) (12.7) (1:3.1)
0.35 30.70 30.83 30.83 31.77 31.92 32.29 33.20 33.60 33.69 33.81
(0.8) (1.2) (1.2) (4.3) (4.8) (6.0) (9.0) (10.3) (10.6) (11.0)
0.10 30.86 31.19 31.71 32.53 32.53 33.60 33.81 3.1.15 34.63 34.94
(1.3) (2.4) (4.1) (6.8) (6.8) (10.3) (11.0) (12.1) (13.7) (14.7)
0.15 30.89 31.50 31.92 33.05 32.99 33.90 3-1.27 34.88 35.52 35.67
(1.4) (3.4) (4.8) (8.5) (8.3) (11.3) (12.5) (14.5) (16.6) (17.1)
OU 0.20 30.61 31.47 31.80 32.99 33.08 33.84 34.79 35.09 35.42 35.58
(0.5) (3.3) (4.4) (8.3) (8.6) (11.1) (14.2) (15.2) (16.3) (16.8)
0.25 30.70 31.37 31.68 32.71 33.05 33.81 34.48 35.00 35.61 35.70
(0.8) (3.0) (4.0) (7.4) (8.5) (11.0) (13.2) (14.9) (16.9) (17.2)
0.30 31.07 31.22 31.40 32.35 32.93 33.54 34.24 34.94 35.15 35.12
(2.0) (2.5) (3.1) (6.2) (8.1) (10.1) (12.4) (14.7) (15.4) (15.3)
0.35 30.76 31.10 31.59 32.56 32.56 33.17 33.96 34.54 34.69 34.82
(1.0) (2.1) (3.7) (6.9) (6.9) (8.9) (11.5) (13.4) (13.9) (14.3)
TAu. 5.12
— Précisions moyennes pour les requêtes courtes, évaluées avec OU
en utilisant des termes d’expansion qui sont issus de l’information mutuelle
et un seuil pour la selection des termes d’expansion
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Type fi Seuil utilisé
dexpansion Poids 0.90 0.70 0.50 0.40 0.30 0.20 0.10 0.05 0.02 0.01
0.10 31.16 31.46 34.93 35.78 36.11 36.52 37.33 37.46 37.80 37.87
(1.3) (2.2) (3.6) (6.1) (7.1) (8.3) (10.7) (11.1) (12.1) (12.3)
0.15 34.02 34.53 35.27 36.25 36.52 36.89 35.74 35.81 35.78 35.74
(0.9) (2.4) (4.6) (7.5) (8.3) (9.4) (6.0) (6.2) (6.1) (6.0)
Direct 0.20 33.85 34.56 35.41 36.28 36.52 35.17 35.41 34.70 33.99 33.75
(0.4) (2.5) (5.0) (7.6) (8.3) (4.3) (5.0) (2.9) (0.8) (0.1)
0.25 33.82 31.50 35.17 35.95 34.56 :34.73 33.85 32.74 32.44 32.30
(0.3) (2.3) (4.3) (6.6) (2.5) (3.0) (0.4) (-2.9) (-3.8) (-4.2)
0.30 33.82 34.36 34.93 33.72 33.75 33.38 32.51 32.03 31.49 31.39
(0.3) (1.9) (3.6) (0.0) (0.1) (-1.0) (-3.6) (-5.0) (-6.6) (-6.9)
0.35 33.69 34.16 32.57 33.42 32.78 32.54 31.76 31.09 30.75 30.48
(-0.1) (1.3) (-3.4) (-0.9) (-2.8) (-3.5) (-5.8) (-7.8) (-8.8) (-9.6)
0.10 34.09 34.50 35.07 35.84 36.22 36.65 37.46 37.73 37.97 38.04
(1.1) (2:3) (4.0) (6.3) (7.4) (8.7) (11.1) (11.9) (12.6) (12.8)
0.15 34.09 34.73 35.37 36.22 36.15 37.06 35.88 35.95 36.08 35.88
(1.1) (:3.0) (‘1.9) (7.4) (8.1) (9.9) (6.4) (6.6) (7.0) (6.4)
OU 0.20 34.02 34.73 35.71 36.52 36.79 35.31 35.74 34.97 34.43 34.29
(0.9) (3.0) (5.9) (8.3) (9.1) (4.7) (6.0) (3.7) (2.1) (1.7)
0.25 33.92 34.70 35.47 36.25 35.00 35.20 34.53 33.69 33.08 32.78
(0.6) (2.9) (5.2) (7.5) (3.8) (4.4) (2.4) (-0.1) (-1.9) (-2.8)
0.30 33.99 34.63 35.30 36.05 34.77 34.16 33.35 32.64 31.90 31.83
(0.8) (2.7) (4.7) (6.9) (3.1) (1.3) (-1.1) (-3.2) (-5.4) (-5.6)
0.35 33.92 34.36 34.97 33.75 33.79 33.18 32.44 31.56 31.12 30.75
(0.6) (1.9) (3.7) (0.1) (0.2) (—0.7) (-3.8) (-6.4) (—7.7) (-8.8)
TAB. 3.13
— Précisions moyennes pour les requêtes longues, évaluées avec OU
en utilisant des termes d’expansion qui sont issus de l’information mutuelle
et un seuil pour la selection des termes d’expansion
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Type de Nombre tic terme d’expansion
Requête poids 100 220 300 420
Courte 0.70 39.08 39.75 39.96 39.78
(28.3) (30.5) (31.2) (30.6)
0.90 39.29 39.66 39.93 39.69
(29.0) 30.2) 31.1) 30.3)
Longue 0.70 40.90 40.97 41.17 41.14
(21.3) (21.5) (22.1) (22.0)
0.90 40.73 40.80 41.17 41.07
(20.8) (21.0) (22.1) (21.8)
TAB. 5.14 Précisions moyennes avec “relevance fèedback”
obtenus.
Nous constatons que l’expansion avec le “relevance feedback” donne les
meilleurs résultats. Comparé à WordNet et à l’information mutuelle, il faut
utiliser un poids beaucoup plus important pour les termes d’expansion, ce
qui signifie que les termes d’expansion obtenus du “relevance feedback” sont
des termes qui sont fortement reliés à la requête initiale.
5.8 Synthèse
Les résultats présentés plus haut indiquent que les meilleurs termes d’ex
pansion sont les termes des documents pertinents qui proviennent du “pseudo
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relevance feedback”, ensuite viennent les termes de l’information mutuelle et
enfin les termes de WordNet.
Les résultats de nos tests suggèrent que notre nouvelle méthode d’ex
pansion est appropriée et peut améliorer la performance pour les thésauri
statistiques.
Cependant, notre méthode d’expansion avec OU n’a pas besoin d’une re
cherche préliminaire comme dans le cas de l’expansion avec “pseudo-relevance
feedback”. Il est possible de combiner les deux méthodes, nous utilisons
d’abord l’expansion avec OU, puis les premiers documents obtenus servent à
la méthode de “pseudo-relevance feedback” comme source. Ceci fera l’objet
d’une étude future. Les résultats de recherche pourraient s’améliorer.
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Chapitre 6
Discussions et conclusion
L’expansion de requête est une méthode efficace pour élargir la couverture
tle recherche, permettant ainsi de trouver plus de documents pertinents. Dans
les études précédentes sur l’expansion de requête dans le modèle vectoriel, les
termes d’expansion sont habituellement ajoutés directement dans la requête
originale comme étant des termes supplémentaires. Parce que les dimensions
sont indépendantes, l’ajout direct peut biaiser le sens la requête initiale
L’aspect qui est renforcé correspond au terme qui est le plus étendu. Le
focus de la requête étendue dépend donc de l’ampleur de l’expansion des
différents termes. Ce processus peut modifier le focus de la requête originale.
Nous proposons une nouvelle méthode d’expansion qui relie les termes
d’expansion au terme original avec l’opérateur logique OU. Notre idée de base
veut qu’un terme d’expansion représente une expression alternative du terme
original, plutôt qu’une expression additionnelle. Donc il doit être combiné
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avec le terme original en utilisant une relation de OU.
Nous avons fait nos évalutions dans la collection de TREC AP en utilisant
des requêtes courtes et des requêtes longues. Nous avons utilisé le système de
recherche $MART pour effectuer nos expériences. Le système de recherche
SMART a été modifié pour pouvoir étendre les requêtes avec WordNet, l’in
formation mutuelle et le “pseudo relevance feedhack”, et pour intégrer les
termes d’expansion dans la requête étendue avec l’opérateur logique OU.
Voici les conclusions que nous pouvons dégager de nos expériences
— Les meilleurs résultats sont obtenus avec la méthode de “pseudo rele
vance feedback”, où l’expansion des requêtes courtes a produit 31.2o
d’amélioration et les requêtes longues 22.1 ¾. Puis vient l’information
mutuelle qui se classe deuxième, une amélioration de 17.3 ¾ est ob
tenue avec les requêtes courtes et de 12.6 ¾ avec les requêtes longues
en utilisant l’opérateur OU. Enfin, WordNet se positionne à la dernière
place, sur les requêtes courtes, WordNet a apporté 5.4 ¾ d’amélioration
et seulement 2.2 ¾ sur les requêtes longues.
— Les résultats des expériences semblent indiquer que l’intégration des
termes d’expansion avec l’opérateur logique OU est plus appropriée
que l’ajout direct. Nous avons pu observer une amélioration constante
(même si elle est légère) sur la méthode par ajout direct.
— L’expansion de requête permet d’apporter une plus forte amélioration
dans le cas des requêtes courtes que celui des requêtes longues.
— Le poids qu’il faut assigner aux termes d’expansion dépend de la res
CHAPITRE 6. DISCUSSIONS ET CONCLUSION 83
source utilisée. Il faut un poids faible (0.05 ou 0.10 ) pour les termes
ambigus comme ceux de WordNet alors qu’il faut un poids plus élevé
(0.80 ou 0.90) pour les termes qui produisent moins de bruit comme
dans le cas du “pseudo relevance feedback”.
6.1 Travaux futurs
Dans nos études futures, nous nous concentrerons sur une autre formule
d’évaluation pour la relation OU. Actuellement, une hypothèse d’indépen
dance est faite entre les termes reliés par OU. Ceci est contradictoire, puisque
l’idée de départ est que ces termes sont reliés. Nous testerons d’autres tailles
de fenêtre pour le calcul de l’information mutuelle. Nous combinerons l’ex
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