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In this paper, Hamilton’s principle, Lagrange multiplier, geometric constraints, partitioning
method and Baumgarte stabilization method (BSM) are employed to derive the dynamic
equations of a spatial slider–crank mechanism that is driven by a servomotor. The formu-
lation considers the effects of links masses, external forces and motor electric inputs. Com-
paring dynamic responses between the experimental results and numerical simulations,
dynamic modeling gives a wonderful interpretation for the spatial slider–crank mecha-
nism. In this paper, a new identiﬁcation method based on real-coded genetic algorithm
(RGA) is presented to identify the parameters of a spatial slider–crank mechanism. The
method promotes the calculation efﬁciency very much, and is calculated by real-code with-
out the operations of encoding and decoding. The results of numerical simulations and
experimental results prove that the identiﬁcation method is feasible. The contributions
of this paper are that the comparison of mathematical modeling and identiﬁcation between
numerical simulations and experimental results are all realized.
 2009 Elsevier Inc. All rights reserved.1. Introduction
A slider–crank mechanism is widely used in gasoline and diesel engines, and has been studied extensively in the past
three decades. The steady-state responses of the ﬂexible connecting rod of a slider–crank mechanism with time-dependent
boundary effect were obtained by Fung [1]. A slider–crank mechanism with constantly rotating speed was controlled by
Fung et al. [2]. The mathematical model of the coupled mechanism of a slider–crank mechanism was obtained by Lin
et al. [3], where the system is actuated by a ﬁeld-oriented control permanent magnet synchronous motor (PMSM). Recently,
the modeling and a new identiﬁcation method based on real-coded genetic algorithm have been presented to identify the
parameters of a slider–crank mechanism by Ha et al. [4].
To the author’s knowledge, dynamic formation of a spatial slider–crank mechanism has not been reported. In this paper, a
geometric constraint equation of spatial coordinates is obtained by using two varieties to describe the spatial slider–crank
mechanism. Furthermore, the dynamic formulation of the spatial slider–crank mechanism is expressed by Hamilton’s prin-
ciple, and its dynamic responses are compared well with the experimental results.
The parameters of a mechanical system cannot be measured directly, if the system cannot be taken apart. This is a prac-
tical problem to be solved and the identiﬁcation method could be applied for such a difﬁcult problem. Genetic algorithm
(GA) is deﬁned by Holland in 1975 [5]. It is a search process based on natural selection, and now used as a tool for searching. All rights reserved.
38; fax: +886 7 6011066.
. Fung).
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culation efﬁciency because that the procedure of the GAmust use the operations of encoding and decoding. It is more natural
to represent the genes directly as real numbers. As a result that the method is calculated by real codes and can shorten the
calculating time. Therefore, the real-coded genetic algorithm (RGA) promotes the calculation efﬁciency very much. In order
to solve the arduous problem, the RGA [6–8] has been employed to ﬁnd the identiﬁed parameters successfully.
In this paper, Hamilton’s principle, Lagrange multiplier, geometric constraints, partitioning method and Baumgarte sta-
bilization method (BSM) and are employed to derive the dynamic equations of a spatial slider–crank mechanism that is dri-
ven by a PMSM. The mathematical modeling is formulated successfully, and the identiﬁed method of the RGA is employed to
search the optimal parameters of the mechanism. The identify method is realized and feasible in numerical simulations, and
the identiﬁed parameters are compared with the experimental results.
This paper successfully demonstrates that the dynamic formulation can give a wonderful interpretation of a spatial sli-
der–crank mechanism by comparing with the dynamic responses of the experimental results. Furthermore, the RGA identi-
ﬁed method is proposed to conﬁrm that the method can perfectly searches the parameters of the mechanism through the
numerical simulations and experimental results.2. Dynamic formulation
The spatial slider–crank mechanism is a single looped mechanism with the experimental equipments as shown in Fig. 1a,
and the physical model as shown in Fig. 1b. The mechanism consists of three parts: a rigid disk, which is driven by a servo-
motor, a connecting rod and a slider. In Fig. 1a, the masses of disk, rod and slider are denoted as m1,m2 andm3, respectively.
Fig. 1b shows the physical model of a spatial slider–crank mechanism, where the mass center and the radius of the rigid diskK
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Fig. 1. The spatial slider–crank mechanism. (a) The experimental equipments of a spatial slider–crank mechanism. (b) The physical model of a spatial
slider–crank mechanism.
M.-S. Huang et al. / Applied Mathematical Modelling 34 (2010) 2059–2073 2061are denoted as point B and length r, respectively. l is denoted as the length of the connected rod CM. d is denoted as the length
between points B and K. The angle h is between BC and the Z-axis, while the angle / is between the rod CM and the Y-axis.
2.1. Dynamic modeling
2.1.1. Geometric equations
Fig. 2 shows the geometric illustration of the spatial slider–crank mechanism. In the OXZ plane of Fig. 2a, the geometric
positions of gravity centers for the rigid disk, connected rod, and slider are respectively as follows:X1cg ¼ 0; Y1cg ¼ 0; Z1cg ¼ r; ð1Þ
X2cg ¼ 12 r sin h; Y2cg ¼
1
2
l cos/; Z2cg ¼ 12 ðdþ 2r  r cos hÞ; ð2Þ
X3cg ¼ 0; Y3cg ¼ l cosð/Þ; Z3cg ¼ ðdþ rÞ: ð3Þ
The mechanism has a constraint condition from Fig. 2b as follows:KC ¼ l sinð/Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðr sinðhÞÞ2 þ ðdþ r cosðhÞÞ2
q
: ð4ÞThe angle / can be found from Eq. (4) as:/ ¼ sin1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðr sinðhÞÞ2 þ ðdþ r cosðhÞÞ2
q
l
24 35: ð5Þθ
Fig. 2. The geometric illustration of the spatial slider–crank mechanism.
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In the kinematic analysis, taking the ﬁrst and second derivatives of the displacement of sliderM with respect to time, we
obtain the speed and acceleration as follows:_YM ¼ l _/ sinð/Þ; ð6Þ
€YM ¼ lð _/2 cosð/Þ þ €/ sinð/ÞÞ: ð7ÞSimilarly, the angular velocity _/ and acceleration €/ are obtained as follows:_/ ¼ dr
_h sinðhÞ
l2 sinð/Þ cosð/Þ
; ð8Þ
€/ ¼ 2l
2½cos2ð/Þ  sin2ð/Þ _/2 þ 2dr cosðhÞ _h2  2dr sinðhÞ€h
2l2 sinð/Þ cosð/Þ
: ð9Þ2.1.3. Field-oriented PMSM drive
A machine model of a PMSM can be described in a rotor rotating coordinate [9] as follows:vq ¼ Rsiq þ pkq þwskd; ð10Þ
vd ¼ Rsid þ pkd wskq; ð11Þwherekq ¼ Lqiq; ð12Þ
kd ¼ Ldid þ LmdIfd: ð13ÞIn the above equations, the subscripts d and q represent for the parameters in the d- and q-axis, respectively, vd and vq are
stator voltages, id and iq are stator currents, Ld and Lq are inductances, kd and kq are stator ﬂux linkages, and Rs and ws are the
stator resistance and inverter frequency, respectively. In Eq. (13), Ifd is the equivalent d-axis magnetizing current, and Lmd is
the d-axis mutual inductance. The electric torque issm ¼ 32p½LmdIfdiq þ ðLd  LqÞidiq; ð14Þand the equation for the motor dynamics isse ¼ sm þ Bmxr þ Jm _xr : ð15Þ
In Eq. (14), p is the number of pole pairs, sm is the load torque, Bm is the damping coefﬁcient, xr is the rotor speed and Jm is
the moment of inertia. The basic principle in controlling a PMSM drive is based on the ﬁeld orientation. The ﬂux position in
the d  q coordinate can be determined by the shaft-position sensor because the magnetic ﬂux generated from the rotor per-
manent magnets is ﬁxed in relation to the rotor shaft position. In Eqs. (13) and (14), if id = 0, the d-axis ﬂux linkage kd is ﬁxed
since Lmd and Ifd are constant for a surface-mounted PMSM, and the electromagnetic torque se is then proportional to iq,
which is determined by a closed-loop control. The rotor ﬂux is produced in the d-axis only, and the current vector is gener-
ated in the q-axis for the ﬁeld-oriented control. As the generated motor torque is linearly proportional to the q-axis current
as the d-axis rotor ﬂux is constant in Eq. (14), the maximum torque per ampere can be achieved.
With the implementation of ﬁeld-oriented control, the PMSM drive system can be simpliﬁed to a control system block
diagram, as shown in Fig. 3, in whichse ¼ Ktiq; ð16Þ
Kt ¼ 32 PLmdIfd; ð17Þ
HpðsÞ ¼ 1Jmsþ Bm
; ð18Þwhere iq is the torque current command. By substituting (16) into (15), we obtain the applied torque as follows:sm ¼ Ktiq  Jm _xr  Bmxr; ð19Þ
where sm is the torque applied in the direction of x r, and the variables xr and _xr are the angular speed and acceleration of
the rotating disk, respectively.
2.2. Governing equations
Hamilton’s principle, Lagrange multiplier, geometric constraints and partitioning method are employed to formulate the
differential-algebraic equation (DAE) for a spatial slider–crankmechanism. The angles h and / are selected as the generalized
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Fig. 3. A simpliﬁed control block diagram.
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force and constraint force, the equation in the matrix form can be obtained as:MðQ Þ €Q þ NðQ ; _Q Þ þUTQk ¼ BUþ DðQ Þ; ð20Þ
where each term of Eq. (20) can be seen in Appendix A.
2.3. Decouple the differential equations
In the dynamic analysis, the partitioning method [3,4] is employed, and the partitioning coordinate vector is selected asQ ¼ Q1 Q2    Q3½ T ¼ pT qT
 T
; ð21Þ
where p ¼ p1 p2    pm½ T and q ¼ q1 q2    qk½ T are the m dependent and k independent coordinates, respectively.
The m constraint equations areUðQ Þ  Uðp;qÞ ¼ 0: ð22Þ
Numerical method may be used to solve the set of nonlinear algebraic Eq. (22). If them constraint equations are indepen-
dent, the existence of a solution p for a given q can be asserted by an implicit function theory.
Differentiating (22) yields the constraint velocity equation as:UQ _Q ¼ 0; ð23Þ
where matrix UQ = [@U/@Q] is the partial derivative of the constraint equation with respect to the coordinate, and is so-
called the Jacobian constraint matrix. Sequentially, Eq. (23) can be rewritten in a partitioned form as:Up _p ¼ Uq _q; ð24Þ
whereUp andUq are two sub-matrices ofUQ. Since the m constraint equations are assumed independent,Up is an m m
nonsingular matrix. Therefore, Eq. (21) can be solved directly for _p, as long as _q is given.
Differentiating the constraint velocity of Eq. (23), the acceleration constraint equation becomesUQ €Q ¼ ðUQ _Q ÞQ _Q  c; ð25Þ
where €Q ¼ €pT €qT T is the vector of acceleration. Similarly, Eq. (25) can also be rewritten in a partitioned form as:Up€p ¼ Uq€q ðUQ _Q ÞQ _Q ð26aÞ
SinceUp is nonsingular, Eq. (26a) can be solved for €p, once €q is given. Note that the velocity (24) and acceleration (26a) are
two sets of linear algebraic equations in _Q and €Q , respectively. In fact, only the second derivatives of constraints equations
will be satisﬁed in every integration step. Yet it is known that Eq. (25) represents an unstable system [10,11]. The BSM allows
constraints to be slightly violated before corrective actions can take place. In order to force the violation to vanish, the BSM
replaces the differential equation (25) by€Uþ 2k1 _Uþ k2U ¼ 0; ð26bÞ
where k1 and k2 are chosen as positive constants. Eq. (26b) is the differential equation for a closed-loop system in terms of
kinematic constraint equations. Thus, utilizing the BSM, Eqs. (20), (25) and (26b) can be combined into a matrix form as:
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UQ 0
" #
€Q
k
" #
¼ BU NðQ ;
_Q Þ þ DðQ Þ
c 2k1 _U k2U
" #
: ð27ÞEq. (27) represents a system of differential-algebraic equation with the BSM, and can be solved by using the implicit function
method, which will be shown in the following reordering and partitioning processes.
Decomposing Q into p and q, the system Eq. (27) becomesMpp€pþMpq€qþUTpk ¼ BpU Np þ Dp; ð28aÞ
Mqp€pþMqq€qþUTqk ¼ BqU Nq þ Dq; ð28bÞ
Up€pþUq€q ¼ c 2k1 _U k2U: ð28cÞBy using Eqs. (28a) and (28c) and eliminating k and €p yieldsk ¼ UTp
 1
½Bp  Np þ DP Mpp€pMpq€q; ð29Þ
€p ¼ U1p ½cUq€q 2k1 _U k2U: ð30ÞEqs. (28b), (29) and (30) can be combined in a matrix form ascM€qþ bN ¼ bQUþ bD; ð31Þ
wherecM ¼ Mqq MqpU1p Uq UTqðUTpÞ1½Mpq MppU1p Uq; ð32ÞbN ¼ ½Nq UTqðUTpÞ1Np þ ½MqpU1p UTqðUTpÞ1MppU1p c
þ ½MqpU1p UTqðUTpÞ1MppU1p ð2k1 _U k2UÞ ð33ÞbQ ¼ Bq UTqðUTpÞ1Bp; bD ¼ Dq UTqðUTpÞ1Dp: ð34Þ
For a spatial slider–crank mechanism shown in Fig. 1a, we havep ¼ ½/; q ¼ ½h;
Up ¼ ½2l2 sin/ cos/; Uq ¼ ½2dr sin h;
Mpp ¼ ½M11; Mpq ¼ ½M12; Mqp ¼ ½M21; Mqq ¼ ½M22;
Np ¼ ½N11; Nq ¼ ½N21; Bq ¼ Kt; Bp ¼ 0;
Dq ¼ 0; DP ¼ ðFE þ FBÞl sin/;where M11, M12, M21, M22, N11 and N21 can be seen in Appendix A.
Eq. (31) becomes an initial value problem and can be directly integrated by using the fourth order Runge–Kutta method.
3. Identiﬁcation based on real-coded genetic algorithm
For the case that some parameters of a spatial slider–crank mechanism can not be obtained directly, the RGA will be em-
ployed to identify these parameters. In this paper, the seven unknown parameters are m1, m2, m3, r, d, l and l, and will be
identiﬁed by the input current iq and output h, _h and €h.
3.1. The real-coded genetic algorithm
The ﬂow chart of the RGA [12,13] is shown in Fig. 4 and the descriptions are as follows.
Step 1: Setting the constraint speciﬁcation.
Before executing the RGA process, some speciﬁcations must be decided for the RGA, i.e. population size, maximum gen-
eration number, crossover probability, mutation probability, the ﬁtness function, the range of each parameter, etc. Note that
the setting speciﬁcations must be reasonable, because good initial parameters and speciﬁcations dramatically speed up the
convergence. In this paper, we assign the searching range of each parameter by our knowledge and experience.
Step 2: Determining the ﬁtness function.
How to deﬁne the ﬁtness function is the key point of the RGA, since the ﬁtness function is a ﬁgure of merit, computed by
using any domain knowledge. First, we deﬁne the error equation as follows:E ¼ h h; ð35Þ
where h is the measured angle of the machine system, and h* is the identiﬁed one by the RGA.
Then, the ﬁtness function can be deﬁned as
Fig. 4. The ﬂow chart of genetic algorithm.
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i¼1E
2
i
; ð36aÞ
Ei ¼ jhi  hi j; ð36bÞ
where D is a positive constant, Ei is the calculated error of the ith sample point in the time domain, n is the number of sam-
ples, hi is the ith measure angle and hi * is the ith identiﬁed one.
Step 3: Generating the initial population
According to the constraint, determining the range of each parameter, then the initial real-valued genes of chromosomes
are gotten through generating a sequence of real-valued variables by the range we limited randomly.
In this paper, there are seven parameters. The population size is set 200. Then, the chromosomes P1 and P2 are expressed
asP1 ¼ ðm11;m21;m31; r1; l1;d1;l1Þ; ð37aÞ
P2 ¼ ðm12;m22;m32; r2; l2;d2;l2Þ; ð37bÞwhere m11 and m12, m21 and m22, m31 and m32, r1 and r2, l1 and l2, d1 and d2, l1 and l2 are the genes of the variables m1, m2,
m3, r, l, d, and l, respectively. The crossover (step 6) and mutation (step 7) will be carried out betweenm11 andm12, m21 and
m22, m31 and m32, r1 and r2, l1 and l2, d1 and d2, l1 and l2, respectively.
Step 4: Evaluating the ﬁtness value
The ﬁtness function has already been deﬁned in step 2. Then, the ﬁtness value of each chromosome is obtained by cal-
culating the ﬁtness value according to step 2.
Step 5: Reproduction
The reproduction procedure adopts the roulette wheel selection to pick chromosomes into the mating pool. Therefore, the
probability of the jth chromosome into the mating pool uses the following equation:fit ratioj ¼ fitness valuejP200
i¼1 fitness valuei
: ð38ÞThe chromosomes of the mating pool are called parent chromosomes, which are randomly selected by probability. In gen-
eral, the superior chromosomes are easier to enter the mating pool. The reproduction module is a preparation before exe-
cution crossover procedure.
Step 6: Crossover
2066 M.-S. Huang et al. / Applied Mathematical Modelling 34 (2010) 2059–2073Crossover recombines the genetic material in two randomly selected parent chromosomes from the mating pool to pro-
duce two children (offspring). Here, arithmetic crossover operator [12] is used, which is deﬁned as follows:Table 1
The identiﬁed parameters from numerical simulations.
Parameters m1 (kg) m2 (kg) m3 (kg) r (m) l (m) d (m) l
Feasible domains 0.000–1.000 0.000–1.000 0.000–1.000 0.000–0.100 0.000–1.000 0.000–1.000 0.000–0.100
The given values 0.2 0.4 0.8 0.030 0.185 0.01 0.01
The identiﬁed values 0.206 0.389 0.783 0.031 0.178 0.009 0.098
Errors (%) 2.85 2.75 2.11 0.367 3.78 3 2.4
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Fig. 5. The evolution histories of the numerically identiﬁed parameters and ﬁtness value.
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xo2 ¼ axp1 þ ð1 aÞxp2; ð39bÞwhere xp1 and xp2 are two genes in parent chromosomes, xo1 and xo2 are two children, and a is selected randomly between 0
and 1. The crossover probability is given between 0.8 and 1 by ordinary. In this paper, the crossover probability is set 1.
Step 7: Mutation
Mutation is directly applied to the offspring genes. Here, uniform mutation is used and is deﬁned as follows:xnew ¼ LBþ bðUB LBÞ; ð40Þ
where xnew is the gene after mutation, b is selected randomly between 0 and 1, LB and UB are the minimum and maximum
values of the gene’s ranges, respectively. The mutation procedure is executed by the mutation probability. In general, the
mutation probability is often given a low value. In this paper, the mutation probability is set 0.08.
Step 8: Evaluating the ﬁtness value for offspring chromosomes
Through the operators of steps 3–7, the new chromosomes can be obtained, which are called the ‘‘offspring chromo-
somes”. Then, Eq. (36a) is employed to calculate the ﬁtness value for the offspring chromosomes. However, the ﬁtness value
of offspring chromosomes may be inferior to their parents.
Step 9: Constructing the new population
In this step, the objective is to generate a new population (new parent chromosomes), which is composed of superior
chromosomes of parent and offspring population. The new population generating process is called as ‘‘generation” or
‘‘selection”.
Finally, repeating steps 5–9 to search for the optimal solution until the end of the maximum generation. In this paper, the
maximum generation number is 30.
4. Numerical simulations and experimental results
4.1. The numerical simulations
The hi in Eq. (36b) is calculated by Runge–Kutta method with time step Dt = 0.003 s from 0 to 3 s. The parameters m1,m2,
m3, r, l, d and l are to be identiﬁed by the RGA method. The feasible domains and identiﬁed results are given in Table 1. From
Fig. 5, it is seen that the ﬁtness value increases in the beginning and gradually converges to be stable, and the genes(a) 
(b) 
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Fig. 6. Comparisons between the numerical and identiﬁed dynamic responses.
2068 M.-S. Huang et al. / Applied Mathematical Modelling 34 (2010) 2059–2073(m1,m2,m3,r, l,d,l) of the chromosome almost converge well near the 10th generation. Fig. 6 shows the comparisons be-
tween the numerical dynamic responses and the identiﬁed dynamic responses for the spatial slider–crank mechanism. It
is seen that they are almost the same.
From Table 1 and Fig. 6, we could conclude that the identiﬁcation results are feasible for the spatial slider–crank mech-
anism by the RGA method numerically, and this method will be applied to perform the experiments.Fig. 7. The experimental setup. (a) System control block diagram. (b) The experimental equipments of the spatial slider–crank mechanism and the
computer control system.
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4.2.1. Experimental setup
A system control block for the PMSM coupled with a spatial slider–crank mechanism is shown in Fig. 7a and the exper-
imental equipments of the spatial slider–crank mechanism and the computer control system are shown in Fig. 7b. The con-Fig. 8. The evolution histories of the experimental parameters and ﬁtness value.
Table 2
The identiﬁed parameters from the experiments.
Parameters m1 (kg) m2 (kg) m3 (kg) r (m) l (m) d (m) l
Feasible domains 0.000–1.000 0.000–1.000 0.000–1.000 0.000–0.100 0.000–1.000 0.000–1.000 0.000–0.100
The identiﬁed values 0.250 0.100 0.772 0.040 0.182 0.015 0.147
2070 M.-S. Huang et al. / Applied Mathematical Modelling 34 (2010) 2059–2073trol algorithm is implemented using a Pentium computer and the control software is LABVIEW. The PMSM is implemented
by MITSUBISHI HC-KFS43 series. The speciﬁcations are shown as follows: rated output 400 W, rated torque 1.3 N m, rated
rotation speed 3000 rpm and rated current 2.3 A. The servo is implemented by MITSUBISHI MR-J2S-40A1. The current con-
trol system adopts the sine-wave PWM control. In order to measure the angle and angular speed of the disk and the position
and speed of the slider M, the interface device is implemented by the motion control card PCI-7344, which can measure the
angle of the disk and the position of slider M at the same time.
The main parameters of the PMSM used in the experiments are as follows:iq ¼ 0:300 A; Kt ¼ 0:5652 N m=A; Jm ¼ 0:67  104 N m s2; Bm ¼ 1:430  102 N m s=rad:4.2.2. Experimental results
The hi in Eq. (36b) is obtained from experiments with the sampling time Dt = 0.0084 s from 0 to 3 s. Similarly, the param-
etersm1,m2,m3, r, l, d and l are identiﬁed using the RGAmethod, the evolution histories of the experimental parameters and
ﬁtness value are given in Fig. 8, and the identiﬁed parameters are listed in Table 2. From Fig. 8, it is seen that the ﬁtness value
also increases in the beginning and gradually converges to be stable. However, the genes (m1,m2,m3,r, l,d,l) of the chromo-
some almost converge well near the 15th generation.(a) (b)
(d)(c)
Fig. 9. Comparisons of the numerical and the experimental responses for the spatial slider–crank mechanism.
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The identiﬁed parameters have been obtained experimentally by the RGA method. To verify the identiﬁcation results, the
experimental responses of the spatial slider–crank mechanism are compared with the numerical simulations in conjunction
with the identiﬁed parameters. Eq. (31) is numerically integrated by Runge–Kutta method with a sampling time Dt = 0.003 s
from 0 to 3 s to obtain the numerical solutions, which are compared with the experimental responses. The comparisons are
shown in Fig. 9a and b for the angle h and the angular speed _h of the rigid disk, respectively. The angle h(t) is measured from
the encoder directly, and the angular speed _h can be obtained from numerical calculations. The comparisons of displacement
and speed of the slider are shown in Fig. 9c and d, respectively. The displacement YM(t) is measured from the linear scale
directly, and the speed _YM can be obtained from numerical calculations. It is seen that the responses h, _h, YM and _YM between
the numerical and experimental results are agree well.
4.4. Discussions
From Fig. 9, we can conclude the following two results. Firstly, the mathematical modeling of the spatial slider–crank
mechanism is derived by Hamilton principle. The numerical simulations predict well with the experimental results. Sec-
ondly, the numerically dynamic responses associated with the identiﬁed parameters match well with the experimental re-
sults. It is seen that the identify RGA method is feasible in this paper.
5. Conclusions
In this paper, Hamilton’s principle, Lagrange multiplier, geometric constraints, partitioning method and BSM are em-
ployed to derive the dynamic equations of the spatial slider–crank mechanism driven by a PMSM. The mathematical mod-
eling is formulated successfully. The contributions of this paper are that the comparisons of mathematical modeling and
identiﬁcation between the numerical simulations and experimental results are all realized. From the comparisons, it is seen
that the mathematical modeling can give a well interpretation of the mechanism system, and the RGA identiﬁcation method
can be realized numerically and experimentally.
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Appendix A. Dynamic formulation
The holomonic constraint equation from Eq. (4) is obtained asUðQÞ ¼ l2 sin2 / 2dr cos h ðd2 þ r2Þ ¼ 0; ðA1Þ
where Q ¼ / h½ T is the vector of generalized coordinates.
The kinetic energies of the disk with mass m1, the connected rod with mass m2, and the slider with mass m3 are
respectivelyT1 ¼ 12 I1
_h2 ¼ 1
2
1
2
m1r2
 
_h2 ¼ 1
4
m1r2 _h2; ðA2Þ
T2 ¼ 12 I2
_/2 þ 1
2
m2 _X22¼cg þ
1
2
m2 _Y22cg þ
1
2
m2 _Z22cg
¼ 1
24
m2l
2 _/2 þ 1
8
m2r2 _h2 cos2ðhÞ þ 18m2l
2 _/2 sin2ð/Þ þ 1
8
m2r2 _h2 sin
2ðhÞ; ðA3Þ
T3 ¼ 12m3 ðl cosð/ÞÞ
0 2 ¼ 1
2
l2m3 _/2 sin
2ð/Þ: ðA4ÞThen, the total kinetic energy of the mechanism can be obtained asT ¼ T1 þ T2 þ T3: ðA5Þ
The gravitational potential energies V1, V2 and V3 for the disk, connected rod and slider are respectivelyV1 ¼ mgr; ðA6Þ
V2 ¼ m2gZ2cg ¼ 
1
2
m2gðdþ 2r  r cosðhÞÞ; ðA7Þ
V3 ¼ m3gZ3cg ¼ m3gðdþ rÞ; ðA8Þ
where g is the gravitational acceleration. The total potential energy of the mechanism can be obtained as
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The virtual works dWA done by the external disturbance force FE and the friction force FB with the virtual displacement dY
of slider, and the applied torque s with the virtual angle dh are summed asdWA ¼ sdhþ ðFE þ FBÞdY ¼ sdhþ ðFE þ FBÞðl sinð/Þd/Þ;
dWA ¼ dQTQA;
ðA10ÞwhereFB ¼ lm3gsgnð _YMÞ; ðA11aÞ
sgnð _YMÞ ¼
1 if _YM > 0;
0 if _YM ¼ 0;
1 if _YM < 0;
8>><>>: ðA11bÞ
QA ¼ ðFE þ FBÞl sinð/ÞðKtiq  Jm€h Bm _hÞ
" #
ðA12Þand l is the friction coefﬁcient of the slider.
The virtual work dWC done by the generalized constrained reaction force QC isdWc ¼ dQ TQC; ðA13Þ
whereQC ¼ UTQk;
UQ ¼ @UðQ Þ
@Q
	 

¼ 2l2 sinð/Þ cosð/Þ 2dr sinðhÞ
 
;and k is the Lagrange multiplier.
The Lagrange function L can be written asL ¼ T  V
¼ 1
4
m1r2 _h2 þ 124m2l
2 _/2 þ 1
8
m2½r2 cos2ðhÞ _h2 þ l2 sin2ð/Þ _/2 þ r2 sin2ðhÞ _h2 þ 12m3l
2 sin2ð/Þ _/2 þmgr þ 1
2
m2gðd
þ 2r  r cosðhÞÞ þm3gd: ðA14Þ
Applying Hamilton’s principle0 ¼
Z t2
t1
dLþ dWA þ dWC
h i
dt ¼
Z t2
t1
dQ T
@L
@Q
 d
dt
@L
@ _Q
þ QA þ QC
" #
dt þ @L
@ _Q
dQ

t2
t1
ðA15ÞWe can obtain the Euler–Lagrange equation as follows:MðQ Þ €Q þ NðQ ; _Q Þ þUTQk ¼ BUþ DðQ Þ; ðA16Þ
whereM ¼
M11 M12
M21 M22
" #
; N ¼
N11
N21
" #
B ¼
0
Kt
" #
; U ¼ iq
 
; DðQÞ ¼
ðFE þ FBÞl sinð/Þ
0
" #andM11 ¼  112m2l
2  1
4
m2l
2 sin2ð/Þ m3l2 sin2ð/Þ; M12 ¼ M21 ¼ 0;
M22 ¼ 12m1r
2  1
4
m2r2  Jm;
N11 ¼ 14m2 m3
 
l2 _/2 sinð/Þ cosð/Þ; N21 ¼ 12m2gr sinðhÞ  Bm
_h
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