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Partitions in which we use d(a) copies of each part a are studied. The results 
obtained here include various combinatorial identities, a generating function, a 
recurrence formula, an asymptotic formula and a graphical representation for these 
new partitions. Some results involving restricted partitions with “d(a) copies of a” 
are also given. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
In [l] Agarwal studied partitions with “a copies of a”, and in [2] 
Agarwal and Andrews discussed Rogers-Ramanujan identities for par- 
titions with “a copies of a.” As indicated in [2], several other authors have 
indirectly studied partitions with “a copies of a,” showing for example, that 
the number of such partitions is the same as the number of plane partitions 
of n. In [4] Andrews considered two-color partitions, i.e., partitions using 
“2 copies of a.” In this paper we shall study a class of partitions with “d(u) 
copies of a,” where d(u) represents the number of positive divisors of a. 
In Section 2 we will show that the number of partitions of y1 with “d(u) 
copies of a” is the same as the number of factorization patterns of n dis- 
cussed in [7]. We will also consider a generating function and a recurrence 
relation for such partitions, along with their asymptotic behavior. Section 3 
will be devoted to a study of restricted partitions with “d(u) copies of a” 
while in Section 4 we will consider a graphical representation of such 
partitions and study conjugate and self-conjugate partitions. 
In Section 5 we will prove an identity for partitions with “d(u) copies of 
a” which is analogous to the identity presented in [6, 8, lo] for the 
unrestricted partition function. In Section 6 we present tables of several 
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partition functions using “d(a) copies of a” and conclude in Section 7 by 
posing several open problems. 
In [7] Hultquist, Mullen, and Niederreiter defined a factorization 
pattern of IZ to be a partition p = b:l. . b: where n = b,a, + . . + b,a, and 
b,= 9.. = b,, < b,, + 1 = . . = bkz < . . . < bkC-, + I = . . = bk, (1.1) 
with k, = r and 
ul > ‘. 3 ak,, ak, + 1 3 ’ ” > ukZj-? ak,+, + 1 > ” ’ 3 ak; (1.2) 
As is customary in partition theory, we will write (1.1) with the b’s in non- 
increasing order so that b, > b,,, 1 for j = 1, . . . . c - 1. For example, the fac- 
torization patterns of 4 are given by 4, 31, 22, 22, 21*, 211, 14, 131, 1212, 
1211, 1111. 
Such factorization patterns arise very naturally in polynomial algebra. In 
particular in the polynomial ring over a field, let V= By1 ... BF be the 
canonical factorization into irreducibles of a polynomial of degree n, where 
the degree of Bj is b, and uj > 1 for j= 1, . . . . r. Then V induces the fac- 
torization pattern p. 
In [7] it was shown that if F, is the finite field of ord.er 6 with 6 > n, 
then distinct factorization patterns of n can be used to construct distinct 
association schemes in Fs[x] with 6” treatments, see Theorem 3.1 and 
Corollary 3.2 of [7]. Because of this application, factorization patterns p 
indeed have combinatorial significance. If F(n) denotes the number of fac- 
torization patterns of ~1, then in Corollary 3.4 of [7] it was shown that the 
generating function for F(n) is given by 
l+ f F(n)q”= fi (l-q”)-d’“‘, (1.3) 
n=l ?l=l 
where d(n) is the number of positive divisors of IZ. 
2. COMBINATORIAL INTERPRETATIONS OF FACTORIZATION PATTERNS 
For the sake of completeness, we first give a different proof of (1.3) from 
that given in [7]. Let p(n) denote the number of unrestricted partitions 
v ...n ,“’ of 12. 
LEMMA 2.1. For each n b 1 
F(n) = c da1 1.  .~(a,), (2.1) 
where the sum is over all unrestricted partitions of n. 
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ProoJ: Let S(n) be the set of all factorization patterns of n. For xi, 
rc2 E S(n) we define rci to be equivalent to rc2 if rci and n2 have the same set 
of bases and the sum of the exponents for each basis is also the same. A 
simple check verities that this defines an equivalence relation on S(n) so 
that the set S(n) decomposes into mutually disjoint equivalence classes. 
Denoting the equivalence class of rc by cl(n), we see that each part n;~ 
(1~ i < Y) can be decomposed into exactly p(ai) distinct factorization pat- 
terns of ny showing that the number of elements in cl(~) is p(ai) . ..~(a~). 
The lemma follows by summing over all unrestricted partitions of n. 
A study of tables of factorization patterns reveals that while counting 
factorization patterns, we are using “d(a) copies of each part a,” where d(a) 
is the number of positive divisors of a. Formally, we establish this bijection 
as follows. We write the different copies of the part a in order of increasing 
bases and then associate these copies with a,, a,,..., a+). 
EXAMPLE. Consider the case in which a = 6. We have the bijection 
16++6, 
23tf62 
32*63 
6 -6,. 
More generally let X(U) denote a positive integer-valued function and let 
S,,,, denote a multiset where CY(U) is the number of times that u-appears in 
S ,+). Let ~(n 1 Saca)) denote the number of partitions of n into parts from 
the multiset S,,,,. 
With this notation we note that ~(n 1 S,) = p(n), the number of 
unrestricted partitions of II, while ~(n 1 S,) represents the number of two- 
color partitions of n considered by Andrews in [4]. If a > 1 then ~(n 1 S,) 
represents the number of partitions of 12 using “a copies of a” as considered 
in [ 1 J and [2]. In our case the number of partitions of n using “d(u) 
copies of a” is denoted by ~(n ( S,,,,). 
With this notation the above interpretation of the parts appearing in the 
factorization patterns ultimately leads us to the following combinatorial 
identity. 
THEOREM 2.2. p(nl S,(,,)=F(n) for all n. 
EXAMPLE. ~(4 1 S,,,,) = 11 since the relevant partitions are 4,) 42, 4,, 
3,1,,3,1,,2,2,,2,2,,2,2,,2,1,1,,2,1,1,, l,l,l,l,;F(4)=11sincethe 
corresponding factorization patterns are 14, 22, 4, 131, 31, 1212, 22, 212, 
1211, 211, 1111. 
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By using the standard techniques of partition theory [3, Chap. 11, one 
can easily see that 
1 + f P(n I S,,,,) 4” = n171 (I - qn)YY 
n=l 
(2.2) 
where d(n) denotes the number of positive divisors of ~1. Theorem 2.2 and 
Eq. (2.2) thus lead to a proof of (1.3). 
Consider a generating function in the form 
1+ -f y(n)q”= fi (l-q”)p. 
fl=l n=l 
(2.3) 
If a, = 1 we obtain the well-known generating function for unrestricted par- 
titions, while if a,, = n we obtain the generating function for plane par- 
titions, see [3, Chaps. 1, 111. The generating function for ~(n 1 S,,,,) given 
in (2.2) is simply the case a, = d(n). 
There are two main advantages of a generating function in the form 
(2.3). First, we can derive an algorithm from the generating function which 
greatly decreases the amount of computation needed to calculate y(n). In 
the present case ~(n 1 S,& may be computed from the recurrence 
which requires on the order of n2 log n operations. The recurrence (2.4) was 
used to calculate the values of ~(n 1 S,,,,) listed in Table I of Section 6. 
The second advantage of the generating function (2.3) is that we can 
obtain an asymptotic formula for y(n). For instance, asymptotic formulas 
for ordinary and plane partitions have been obtained by using their 
generating functions which are in the form (2.3). For details we refer the 
reader to [3, Chaps. 6, 111. Mitchell [9] studied a partition function b(n) 
which counts those plane partitions of n in which the number of parts 
equal to j > 1 in any row is not less than the number of parts equal to j in 
the next row. She proved that 
1 + f b(n) q” = fi (1 - qn)--d(n) 
n=l iI=1 
(2.5) 
and gave the asymptotic formula for b(n), 
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n[C(n) + 7t2 - (n2 log n)/2]2 
-24Jm(C(n)++r2) 1 
where p = 3 min( (c,/2) - (d/4), i - 6) for any 6 > 0 and 0 < c0 < 1, 
C(n) = yn2 + 65’(2) -I log 
y is Euler’s constant, and i(s) = C,“= 1 (l/n’) is the Riemann zeta function. 
A comparision of (2.2) and (2.5) leads to another combinatorial inter- 
pretation of ~(n 1 S,,,,). 
THEOREM 2.3. Ifb(n) is defined as above then p(n 1 A’,,,,) = b(n)for all n. 
EXAMPLE. b(4) = 11, since the relevant plane partitions are 
4 31 22 2 211 21 
2 1 
1111 111 11 11 1 
1 11 1 1 
1 1 
1 
and as we have already seen, ~(4 1 S,,,,) = 11. 
We close this section with the remark that since p(n 1 S,,,,) = b(n) for all 
n > 1, so p(n 1 S,,,) will also satisfy the asymptotic formula (2.6). 
3. RESTRICTED PARTITIONS WITH “d(a) COPIES OF a” 
Many times we encounter problems in which we are not concerned with 
all partitions of n, but only with a particular subset of the partitions of n. 
In this section we shall define several restricted partition functions with 
“d(a) copies of a” and study their properties. 
DEFINITION 3.1. Let T denote the set of all partitions with parts 
from S+). 
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DEFINITION 3.2. If UC T let ~(n / U,,,,) denote the number of those 
partitions of n with “d(a) copies of a” that belong to U. Note that 
P@ I &,,,) =P@ I L(a)). 
DEFINITION 3.3. Let pk(nl S,,,,) denote the number of partitions of n 
with “d(a) copies of a” in which each part is dk. 
DEFINITION 3.4. Let p(k, n 1 S,,,,) denote the number of partitions of n 
with “d(a) copies of a” into exactly k parts. 
DEFINITION 3.5. Let D, 0 and E denote, respectively, those subsets of T 
which have partitions with distinct, odd and even parts. 
A straightforward application of the standard techniques of partition 
theory [3, Chap. 1] yields the generating functions, 
m m 
l+ C dnIDd(,))q”= n (l+q”)d(“) 
?I=1 n=l 
1 + f p(nIOdc,,)q”= fi (1 -q2n-1)pd(2n-1) 
n=l n=l 
l+ f p(nIEdc,,)q”= { (1-q2n)-d(2n) 
n=l n=l 
1+ f p(nI(BnO),c,,)q”= fi (1+q2n+1)d(2n+1) 
n=l n=O 
1 + f p(n I (D n E)+J q” = fi (1 + q2n)d(2n) 
l7=1 n=l 
1+ f p(nIT+-,)q”= fi (l-qn))“@)+l 
n=1 ?I=2 
1+ f p(nID+-,)q”= fi (l+q”)d(“)P1 
?I=1 n=2 
l+ f p(nlOdc,,_,)q”= fi (l-q2n-1)pd(2np1)+1 
d(a+l)qn= fi (f+q2n+l)42~~+W 
?I=1 ?I=1 
l+ f pk(nISd(,))q”= fi (l-qb)-d(b) 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
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where 
-f f!Jq) uk = fi (1 - uqn)~+). 
k=O n=l 
It should be noted here that all of these generating functions (3.1)-(3.11) 
are in the standard form (2.3) so we can derive algorithms from them to 
obtain tables of the partition functions defined by these generating 
functions. Tables of these partition functions for II 6 20 are given in Section 
6. 
It may be of interest to note that each partition function appearing in 
(3.1)-( 3.11) can be interpreted in terms of restricted factorization patterns 
of polynomials of degree n into irreducible factors over the field F8 of order 
6 3 n. Thus each partition function yields a combinatorial identity. For 
instance, we have the following identity for ~(n 1 TdCU, _ ,): 
THEOREM 3.1. Let A(n) denote the number of factorization patterns of 
polynomials of degree n into irreducible factors of degree > 1 over a finite 
field F, of order 6 3 n. Then A(n) =p(n 1 TdCa,- 1) for all n. 
EXAMPLE. A(4) = 3, since the relevant factorization patterns are 4, 2*, 
22, which correspond to an irreducible of degree 4, an irreducible of degree 
2 with multiplicity 2, and two distinct irreducibles of degree 2 over Fb with 
6 24; also ~(41 TdCaJpl)= 3, since the relevant partitions are 4,, 4,, 2,2,. 
We shall now prove two theorems involving some of the partition 
functions appearing in (3.1)-( 3.11). 
THEOREM 3.2. Let j, k, and I be nonnegative integers. Then 
p(k 2k I S,,,,) =p(k - 1, 2k - 1 I S,,,,) + k + 1 (3.12) 
A% 2k I S,& =Ak - 2, 2k - 2 I S,,,,) + 3k - 1 (3.13) 
p(k+j+E,2k+zIS,(,,)=p(k+j,2kIS,(,,) (3.14) 
P(k +i 2k I Sd,,J = P(k - 2X 2k - 2 I Sd,,J (3.15) 
p(k 2k - 1 I S,,,) =p(k - 1, 2k - 2 I X,&. (3.16) 
Proof of (3.12). We split the partitions enumerated by p(k, 2kl S,,,) 
into two classes: (i) those that contain 1, as a part and (ii) those that do 
not. If we delete 1, from the partitions in class (i), we see that the resulting 
partitions are enumerated by p(k - 1, 2k - 1 I S,,,). In class (ii) we have 
those partitions of 2k where the parts are 2, and/or 22. The number of such 
partitions is the coefficient of q2& in (1 - q*)-*, which is k + 1. 
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This completes the proof of (3.12). The proofs of (3.13)-(3.16) are similar 
and are hence omitted. 
THEOREM 3.3. Let p(n), B(n) and O(n) denote the number of ordinary 
partitions of n with unrestricted, distinct, and odd parts, respectively. Then 
(3.17) 
(3.18) 
p(n I o,,,,) = 2 fl(n - k) 0 I Od(+ 1). 
k=O 
(3.19) 
Proof of(3.17). We have from (2.2) 
1+ f P(n I Sd,,,) 4” = fjl (1 - qn)-d(n) 
iI=1 
= fj (l-qy’(n)+l fi (l.-q”)-’ 
n=2 n=l 
=n ~oP(n)P(klT,i,i~)q”i-k, 
where we used (3.6) in the last equation. Equating the coefficients of q” on 
both sides we get (3.17). The proofs of (3.18) and (3.19) are similar to that 
given for (3.17). 
4. GRAPHICAL REPRESENTATION OF FACTORIZATION PAYTERNS 
In view of the fact that the graphical representation (or Ferrers graph) is 
a very effective device for studying ordinary partitions, in this section we 
shall give a graphical representation of factorization patterns and study 
several related problems. 
DEFINITION 4.1. Let rt = b;l. . . b? (b, B . > b,) be a factorization pat- 
tern of n. The graph which is obtained by replacing each part b? by a bi x ai 
rectangular array of nodes is called the graph of 71. 
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EXAMPLE. The graphical representation of the factorization pattern 
3231231311 of 19 is 
. . . 
. . 
. . 
Remark. A partition of n with “d(a) copies of a” will be represented 
graphically by the graph of its corresponding factorization pattern. The 
above graph thus represents the partition 6,3,6,3,1 I of 19 with “d(a) 
copies of a.” 
DEFINITION 4.2. Let rr = b:l ... b: be a factorization pattern of n. We 
define a new factorization pattern TC’ = a;1 ... a? of n and call it the con- 
jugate of rc. 
The following result is an easy consequence of this definition. 
THEOREM 4.1. Let A(m, n) denote the number offactorization patterns of 
n with each base 6m. Let B(m, n) denote the number of factorization 
patterns of n with each exponent <m. Then 
A(m, n) = B(m, n). 
EXAMPLE. A(2, 4) = 9, since the relevant factorization patterns are 22, 
22, 212, 211, 14, 131, 1212, 1211, 1111; B(2, 4)=9, as in this case the 
relevant factorization patterns are 4, 31, 22, 22, 212, 211, 1212, 1211, 1111. 
Remark. Theorem 4.1 may be considered as an analogue of the follow- 
ing theorem for ordinary partitions [IS, Theorem 343, p. 2741. 
THEOREM. The number of partitions of n into at most m parts is equal to 
the number of partitions qf n into parts which do not exceed m. 
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DEFINITION 4.3. A factorization pattern 7r of n which is identical with its 
conjugate rc’ is called self-conjugate. 
EXAMPLE. 313, 2*11, 21*11, and 111111 are the self-conjugate fac- 
torization patterns of 6. 
DEFINITION 4.4. Let an arithmetical function e(u) be defined as follows: 
442) + 1 
2 
a an even square 
e(u) = a an even nonsquare 
1 a an odd square 
0 a an odd nonsquare, 
where [ ] denotes the greatest integer function. 
The fact that a factorization pattern will be self-conjugate if the parts are 
either of the form ua (a > 1) or if they appear in pairs (c”, d’), where c f d, 
leads to 
THEOREM 4.2. Let C(n) denote the number of self-conjugate factorization 
patterns of n. Then C(n) =p(n 1 S,,,,) for all n. 
For example, C(6) = 4, since the relevant factorization patterns are 313, 
221 1, 21*11, 111111; p(6) S,,,,) = 4 since the relevant partitions are 6,, 
4rL,f,, 4211f,, llllllllllll. 
From Theorem 4.2 we get the generating function for self-conjugate fac- 
torization patterns, 
l+ f C(n)q”= fi (l-q”)-‘(“). 
n=l n=l 
(4.1) 
Remark. Theorem 4.2 may be considered as an analogue of the follow- 
ing theorem for ordinary partitions [S, Theorem 347, p. 2791. 
THEOREM. The number of partitions of n into odd and unequal parts is 
equal to the number of self-conjugate partitions of n. 
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5. A PARTITION IDENTITY 
Recently, several authors (e.g., see [6, 8, lo]) proved the identity 
where both products range over C nisi = n, i.e., over all partitions of n. Our 
object here is to prove an analogous identity for factorization patterns. 
DEFINITION 5.1. Let T, denote the set of all factorization patterns of n 
written in the form (&I)“’ . . . (b~)“~, where 1 < r d n, the part b; is repeated 
ai > 1 times and where we have assumed that b: # bf/ if i #j. 
THEOREM 5.1. For all n 3 1, 
(5.2) 
where X,, is a subset of T,, which satisfies the property that whenever 
and 
(bfl)“’ . . (@)“r E x,, (by)” . (b~)“I-k.. (&)“r (lk) 
(bf’)“’ (bF)“t-k.. (@)“r (k’), 
where 1 < i < r, 1 6 k < ai and I= bici, also belong to X,,. 
ProoJ We give a proof of (5.2) similar to that given by Hoare in [6] 
for (5.1). Let rc= (b;‘)“‘... (bf’)“‘EX, so that 7t= (b”ll)“l...(b~)“‘~k... 
(bF)“r (lk) E X,. For 1 d id r and 1 d k < ai, we see that k is a factor of a,! 
contributed by 71 to the left-hand side of (5.2) if and only if 71 contributes k 
to the right-hand side of (5.2). Thus the factors of the two sides of (5.2) are 
in one-one correspondence. 
Remark 1. The particular case X,, = T, of Theorem 5.1 is an analogue 
of (5.1) for factorization patterns. 
Remark 2. If in Theorem 5.1 we set b, = 1 and b? = ci, 1 < i < r, we see 
that X, becomes the set of all partitions. Consequently, (5.2) reduces to 
(5.1). 
COROLLARY 5.1. Let U, and V, denote the products in (5.1) and (5.2), 
respectively. Then 
(i) For all n > 1 U, 1 V,, 
(ii) For all m ,< n V, ( V,. 
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ProoJ: While (i) follows directly from Remark 2, (ii) is an immediate 
consequence of the fact that if z = a:~ ... aP, is a factorization pattern of m 
then g = a:~ . . . @(n -m) is a factorization pattern of n. 
From (2.1) it can easily be seen that if 0, denotes the product of all 
factorization patterns of IZ, then 
0, = n (ql . . &y”l) .Ph), (5.3) 
where the product, as in (5.1), ranges over 2 niai=n, i.e., over all 
partitions of n. 
It would be of interest to have a formula for 9, devoid of p(a,), 1 < i < r, 
perhaps in terms of the function d(n), analogous to the left-hand side of 
(5.1). 
6. TABLES 
In this section we provide tables of various partition functions involving 
restricted as well as unrestricted partitions of n with “d(a) copies of a” for 
all values of n 6 20. In Table I we list values of the functions ~(n 1 S,,,), 
An ID&?)), Pb I O,,))> Pb I J&z)), An I (D f? OLf(,)), P(H I (D n J%(a)), 
P@ I Tdca) - 1 1, An I Ddcn) - 1 1, ~0 I Odca) ~ 1 1, P@ I CD n O),,, ~ 1 1, and C(n) 
which were defined by Eqs. (2.2), (3.1t(3.9), and Theorem 4.2 while in 
Tables II and III we list values of the functions p,Jn I S,,,,) and p(k, ~1) S,,,,) 
defined by (3.10) and (3.11), respectively. These values were computed by 
machine using the various generating functions and recurrence relations 
discussed in Sections 2-4. 
7. CONCLUSION 
The work presented here has potential for extensions and generalizations 
in several directions. From this work many questions arise; most obvious 
among them are the following: 
(1) Let F,(n) represent the number of factorization patterns of n with 
the property that there exists a manic polynomial I/ of degree n over the 
finite field Fb such that V factors over F6 into one of the Fh(n) factorization 
patterns. For example, F,(4) = 8 since there are no manic polynomials of 
degree 4 over F2 which have the factorization patterns 22, 1211, or 1111. 
Similarly F,(4) = 10 and F,(4) = 11 if 6 > 4. 
In Section 3 we considered several restricted partition functions with 
“d(a) copies of a.” Can we define a restricted partition function with “d(a) 
“d(a) COPIES OF a= 135 
copies of a” and the corresponding restricted plane partition function 
which counts the number F,(n) of factorization patterns of manic 
polynomials of degree n over the finite field F6, where 6 < n? 
(2) Are there Rogers-Ramanujan-type identities involving partitions 
with “d(a) copies of a” as there are with “a copies of a” (see, e.g., [2])? 
(3) In this paper we have given several combinatorial interpretations 
of partitions with “d(a) copies of a.” Mitchell [9] has given a com- 
binatorial interpretation of partitions with “o(u) copies of a” and of course, 
the number of partitions of y1 with “a copies of a” equals the number of 
plane partitions of n. Also in [4] Andrews has given a combinatorial inter- 
pretation of partitions with “2 copies of a.” Is there any combinatorial 
interpretation of partitions with “~$(a) copies of a”? For what other positive 
integer-valued arithmetic functions f(u) are there combinatorial inter- 
pretations of partitions with ‘f(u) copies of a”? 
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