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HA` HUY TA`I
0. Introduction.
Let R be a commutative ring with identity and I ⊆ R an ideal of R. The Rees algebra of
I is defined to be the subring
R[It] = R⊕ It⊕ I2t2 ⊕ . . . ⊆ R[t],
and denoted by RR(I) (or simply R(I), if there is no confusion on the ring R being dis-
cussed).
The Rees algebra of an ideal is a classical object that has been studied throughout many
decades. Our interest to Rees algebras comes from the fact that they provide the algebraic
realizations for certain class of rational n-folds, namely those obtained from Pn by blowing
up at a subscheme. In this paper, we study the Rees algebras of certain codimension two
perfect ideals. To be more precise, we study the Rees algebra of the defining ideal of a set
of points in P2.
The first important result on the Rees algebras of codimension two perfect ideals in a
polynomial ring was due to Morey and Ulrich ([31, Theorem 1.3]). They showed that the
Rees algebra of any codimension two perfect ideal with a linear presentation matrix in a
polynomial ring of d variables, which is minimally generated by more than d generators
and satisfies the condition Gd (condition Gs, s an integer, for an ideal I of a ring R means
that the minimal number of generators of Ip is less than or equal to the dimension of Rp
for every prime ideal p ⊇ I such that dimRp ≤ s − 1), is Cohen-Macaulay and generated
by the maximal minors of a matrix of linear forms. When reduced to the class of defining
ideals for a generic set of points in P2, their restriction on the presentation matrix of the
ideal requires the number of points to be a binomial coefficient number. When the number
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of points is arbitrary, or the set of points are not in generic position, not much is known
about the Rees algebra of its defining ideal.
In our approach to the problem, inspired by works of Mumford ([33]) and Green ([16]),
we look at an arbitrary set of points in P2 and study how the Rees algebras of the ideals
generated by the homogeneous pieces of its defining ideal behave asymptotically. More
precisely, suppose X is a set of points in of P2 and IX = ⊕t≥αIt ⊆ R = k[w1, w2, w3] its
defining ideal, we will study the asymptotic behaviour of the Rees algebras R(It) of the
ideals generated by It, as t gets large. These Rees algebras have a geometric significance in
the following sense. Suppose t ≥ α and G0, . . . , Gm is a minimal system of generators for
the vector space It. We consider the rational map:
ϕ : P2 −−−→ Pm,
given by sending each point P ∈ P2\X to the point [G0(P ) : . . . : Gm(P )] ∈ P
m. Suppose Γ
and Γ are the graph and its closure of ϕ in P2 × Pm. It is known (cf. [19, Chapter 2]) that
the Rees algebra R(It) is the bi-graded coordinate ring of Γ, and when t is at least as large
as the degrees of the generators of a minimal system of generators for IX, Γ is the blowup
of P2 along the points of X, embedded into the product space P2 × Pm.
The basic outline of the paper is as follows. In the first section, we start by looking at the
case when the points in X are in generic position. We prove the following results.
Theorem 0.1 (Theorem 1.3). Let I = ⊕t≥dIt be the defining ideal of s =
(
d+1
2
)
points in
P
2 which are in generic position. Then the defining equations for the Rees algebra R(Id+1)
are the 2× 2 minors of a 3× (d+ 2) matrix of linear forms. Moreover, R(Id+1) is Cohen-
Macaulay, and has the same Betti numbers as that of the ideal of 2× 2 minors of a generic
3× (d+ 2) matrix.
Theorem 0.2 (Theorem 1.7). Let I = ⊕t≥dIt be the defining ideal for a set of s =
(
d+1
2
)
+k
(1 ≤ k ≤ d) points in P2. Then for a general choice of the points, the Rees algebra R(Id+1)
is Cohen-Macaulay and its defining ideal is generated by the 3× 3 minors of a k× 3 matrix
B of linear forms, the 2 × 2 minors of a 3 × (d − k + 2) matrix X of indeterminates and
the entries of the product matrix B.X.
Note that these results can be extended to a larger class of codimension two perfect ideals
of any polynomial ring (Theorems 1.4 and 1.8). These results also provide the necessary
information to completely answer questions on the defining equations of certain projective
embeddings of P2(X), as discussed in [19, Chapter 4].
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Theorems 0.1 and 0.2 give motivation toward the study of asymptotic behaviour of the Rees
algebras R(It) as t gets large, for the defining ideal IX = ⊕t≥αIt of an arbitrary set of points
X ⊆ P2. This study is carried out in the last section of this paper. The main result of this
section is the following Mumford-typed theorem.
Theorem 0.3 (Theorem 2.4). Suppose X = {P1, . . . , Ps} is an arbitrary set of s points
in P2, and IX = ⊕t≥αIt ⊆ R = k[w1, w2, w3] is its defining ideal. Then, there exists an
integer d0 such that for all t ≥ d0, the Rees algebra R(It) of the ideal generated by It is
Cohen-Macaulay, and its defining ideal is generated by quadratics.
In this section, we also introduce the notion of being arithmetic Cohen-Macaulay (a.CM) for
a subscheme of the product scheme Pn × Pm. We give a characterization for this property
in the following theorem.
Theorem 0.4 (Theorem 2.2). Suppose V ⊆ Pn × Pm is a proper closed subscheme of di-
mension d of Pn × Pm. Then,
(1) If V is a.CM, then H i(IV (a, b)) = 0 for all a, b ∈ Z and 1 ≤ i ≤ d, where IV is the
ideal sheaf of V in Pn × Pm.
(2) Suppose d 6= n,m, and H i(IV (a, b)) = 0 for all a, b ∈ Z and 1 ≤ i ≤ d. If in addition,
Hd+1(IV (a, b)) = 0 for all a, b ≥ 0, and for every j > 0,
Rjπ1∗(OV (p, q)) = 0 ∀p ∈ Z, q ≥ 0,
and
Rjπ2∗(OV (p, q)) = 0 ∀q ∈ Z, p ≥ 0,
then V is a.CM.
Here, π1 and π2 are the two projection maps P
n × Pm → Pn and Pn × Pm → Pm restricted
to V .
Throughout this paper, k will be our ground field. For simplicity, we assume that k is
algebraically closed and of charateristic 0. For each n ≥ 1, we also let Pn = Pn
k
be the
n-dimensional projective space over k.
1. Ideal of a generic set of points
We start by considering the situation where our set of points is in generic position. In
particular, let X = {P1, . . . , Ps} be a set of s distinct points in P
2 which are in generic
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position. Let IX = ⊕t≥αIt be the defining ideal of X in R = k[w1, w2, w3], and P
2(X) the
blowup of P2 centered at X. We now proceed by considering different cases depending on
the number of points in X. Even though the heart of the matter lies in the case when the
number of points in X is arbitrary, we start with the simplest situation, where we have a
binomial coefficient number of points.
Binomial coefficient number of points
Our main result in this subsection (Theorem 1.3) can be obtained from that of Morey and
Ulrich ([31, Theorem 1.3], our method, nevertheless, is quite different. Our argument in
this case is very similar to the argument on the Room surfaces of [8]. We refer the readers
to Theorem 1.2 of [8]. Suppose s =
(
d+1
2
)
(for some integer d). Then, from [12], σ(IX) = d
and IX is generated by Id. By the Hilbert-Burch theorem, these generators are the d × d
minors of a d× (d+ 1) matrix, say L, of linear forms :
L = (Lij), Lij ∈ R1 for i = 1, 2, . . . , d and j = 1, 2, . . . , d+ 1.
In this notation,
IX = (F1, . . . , Fd+1), Fi = (−1)
i+1det(L \ ith column).
We shall now establish the defining equations for the Rees algebra R(Id+1) of the ideal
generated by Id+1.
A system of generators of the vector space Id+1 is given by 3(d+1) forms wiFj for i = 1, 2, 3
and j = 1, . . . , d+ 1. Consider the rational map :
ϕd+1 : P
2 −−−→ PN , N = 3(d+ 1)− 1,
given by ϕd+1(P ) = [wiFj ] for any point P ∈ P
2\X. Let Γd+1 and Λd+1 be the graph and
the image of ϕd+1, and let Γd+1 and Λd+1 be their closures in appropriate spaces. We use
homogeneous coordinates [xij ]1≤j≤d+1,1≤i≤3 of P
N such that
ϕd+1([w1 : w2 : w3]) = [xij], where xij = wiFj .(1.1)
The vector space dimension of Id+1 is 2d + 3, so there must be d linear dependence rela-
tions between the wiFj ’s. Those relations can be found by expanding the following zero
determinants:
0 = det
(
Ll1 Ll2 . . . Ll,d+1
L
)
=
d+1∑
j=1
LljFj ,
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for each l = 1, 2, . . . , d. Now, let Llj =
∑3
i=1 λljiwi, then by grouping similar terms, we get
a collection of dependence relations among the wiFj ’s as follows:
d+1∑
j=1
3∑
i=1
λljiwiFj = 0, ∀ l = 1, 2, . . . , d.
This gives rise to a collection of equations, where the coordinates of the points in Γd+1
satisfy:
∑
1≤i≤3,1≤j≤d+1
λljixij = 0, ∀ l = 1, 2, . . . , d.(1.2)
There are exactly d equations, and as it was also proved in [8], those equations are linearly
independent, so they are indeed all the equations obtained from the linear dependence
relations of the wiFjs.
Consider the matrix
M =

 w1 x11 x12 . . . x1,d+1w2 x21 x22 . . . x2,d+1
w3 x31 x32 . . . x3,d+1


From (1.1), it is easy to see that the points of Γd+1 satisfy all the 2×2 minors ofM . Denote
the collection of these equations by (**). Let
M ′ =

 x11 x12 . . . x1,d+1x21 x22 . . . x2,d+1
x31 x32 . . . x3,d+1

 ,
and recall Proposition 1.1 of [8].
Proposition 1.1. For each Q = [xij ] ∈ P
N satisfying the equations in (1.2) and the 2× 2
minors of M ′, there exists a unique P ′ = [w1 : w2 : w3] ∈ P
2 such that the coordinates of P ′
and Q satisfy
(†)


x2j w1 − x1j w2 = 0
x3j w2 − x2j w3 = 0
x1j w3 − x3j w1 = 0
for j = 1, 2, . . . , d+ 1.
Similar to what was done in [8], we have the following result.
Theorem 1.2. Equations in (1.2) and (**) are the defining equations of Γd+1 in P
2×PN .
Proof. Let V be the algebraic set in P2 × PN defined by all the bi-homogeneous equations
in (1.2) and (**). We shall first prove that V = Γd+1 as sets.
Clearly, the coordinates of the points of Γd+1 satisfy all the equations in (1.2) and (**), so
as sets, Γd+1 ⊆ V, hence Γd+1 ⊆ V. To prove the reverse inclusion, let (P,Q) ∈ V (where
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P ∈ P2 and Q ∈ PN ). The coordinates of Q satisfy equations in (1.2) and the 2× 2 minors
of M ′, so by Proposition 1.1, and following the same argument as that of [8], there exists a
unique P ′ = [w1 : w2 : w3] such that the coordinates of P
′ and Q satisfy (†), and Q must
have the form
Q = [w1c1 : w2c1 : w3c1 : . . . : w1cd+1 : w2cd+1 : w3cd+1],(1.3)
for some c1, c2, . . . , cd+1 ∈ k. This and the equations in (1.2) implies that
L(P ′)


c1
...
cd+1

 =


0
...
0

 .
Thus, if P ′ 6∈ X then 

c1
...
cd+1

 = ρ


F1(P
′)
...
Fd+1(P
′)

 ,(1.4)
for some ρ ∈ k; and otherwise, if P ′ ∈ X, then Q lies on the exceptional line corresponding
the the blowup at P . Thus, Q ∈ Λd+1.
We also note that the equations in (†) and the 2×2 minors ofM ′ are exactly the 2×2 minors
of M . Thus, Proposition 1.1 shows that for each Q ∈ Λd+1, there exists a unique P
′ ∈ P2
such that the coordinates of P ′ and Q satisfy the 2× 2 minors of M . This implies P = P ′.
Since the linear system Id+1 is very ample ([4]), the projection map Γd+1 → Λd+1 defined
by sending (P ′′, Q) ∈ Γd+1 to Q ∈ Λd+1 is an isomorphism; and so, for each Q ∈ Λd+1,
there exists a unique P ′′ ∈ P2, such that (P ′′, Q) ∈ Γd+1. Moreover, the coordinates of
every point on Γd+1 satisfy (†), so the coordinates of every point on Γd+1 also satisfy (†).
Thus, the coordinates of (P ′′, Q) satisfy (†), and so all the 2 × 2 minors of M . Therefore,
P = P ′ = P ′′, i.e. (P,Q) ∈ Γd+1. We have shown that V ⊆ Γd+1. Hence, V = Γd+1.
In conclusion, the equations in (1.2) and the 2 × 2 minors of M describe Γd+1 as a set.
Furthermore, M is a matrix of indeterminates, so it is a well known fact that the 2 × 2
minors of M form a prime ideal. Similar to the last part of the proof of [20, Theorem 3.6],
we consider the following sequence of surjective ring homomorphisms:
R[xij]
φ
→ R[witj]
ψ
→ R[wiFjt],
where φ sends R to R, and sends xij to witj; and ψ sends R to R, and sends witj to wiFjt.
Then from the proofs of equations (1.3) and (1.4), we further deduce that the 2× 2 minors
of M form the kernel of φ, and the images of equations in (1.2) through φ form the kernel
of ψ. Therefore, the 2× 2 minors of M and the equations in (1.2) form the kernel of ψ ◦ φ,
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which is a prime ideal. Hence, the equations in (1.2) and the 2 × 2 minors of M form the
defining ideal for Γd+1 in P
2 × PN . The theorem is proved.
This gives rise to the following result.
Theorem 1.3. Let I = ⊕t≥dIt be the defining ideal of s =
(
d+1
2
)
points in P2 which are
in generic position. Then the defining equations for the Rees algebra R(Id+1) are the 2× 2
minors of a 3× (d+2) matrix of linear forms. Moreover, R(Id+1) is Cohen-Macaulay, and
has the same Betti numbers as that of the ideal of 2 × 2 minors of a generic 3 × (d + 2)
matrix.
Proof. The first statement of the theorem follows from Theorem 1.2 and the fact that the
Rees algebra R(Id+1) is the bi-graded coordinate ring of Γd+1 in P
2 × PN (cf. [19, Chapter
2]). For the second statement of the theorem, we observe that the defining ideal of Γd+1 is
the ideal of 2×2 minors of a matrix of linear forms of size 3×(d+2), so codimΓd+1 ≤ 2(d+1).
Furthermore, Γd+1 is a surface in the product space P
2×P2d+2 (after factoring out the linear
forms in (1.2)), so its codimension is exactly 2(d + 1). This implies that the defining ideal
of Γd+1 is perfect, and has the same Betti numbers as that of the ideal of 2× 2 minors of a
generic 3× (d+ 2) matrix. The result then follows.
Remark: The resolution of the ideal of minors of a generic matrix was computed by many
authors (cf. [28], [34]). One can apply their results to get the Betti numbers for R(Id+1).
We lastly observe that it is not hard to extend the whole discussion to the case of reduced
codimension 2 perfect ideals with linear presentation in a polynomial ring. More precisely,
one can follow the same argument to obtain the following result.
Theorem 1.4. Suppose I ⊆ R = k[w1, . . . , wn] is a reduced codimension 2 perfect ideal
with a generic linear presentation. Let I = ⊕t≥dIt be its homogeneous decomposition. Then
the Rees algebra R(Id+1) is Cohen-Macaulay, and its defining equations are the 2×2 minors
of a n × (d + 2) matrix of linear forms. Moreover, the Betti numbers of R(Id+1) are the
same as those of the ideal of 2× 2 minors of a generic n× (d+ 2) matrix.
Arbitrary number of points
Our argument in this section inherits a great deal from that of [14]. We refer the readers
to Theorem 4.2 and Proposition 4.4 of [14]. Suppose s =
(
d+1
2
)
+ k with 0 < k < d + 1.
Then IX = ⊕t≥dIt, and σ(IX) = d+1. The ideal generation conjecture is true in P
2 (cf. [11]
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or [12]), so we may take X general enough to have this conjecture satisfied. If we add the
hypothesis that no d+1 points of X lie on a line, then the linear system Id+1 is very ample
on P2(X) ([4]). That is, the rational map from P2 to PN given by a system of generators
of the vector space Id+1 gives an embedding of P
2(X). We shall now establish the defining
equations for the Rees algebra R(Id+1) under these conditions.
The ideal generation conjecture states that IX is minimally generated by d− k+1 forms of
degree d, and h forms of degree d+ 1, where h is either 0 or 2k − d, depending on whether
d ≥ 2k or not. Moreover, by the Hilbert-Burch theorem, these generators can be seen as
the ρ+ 1 maximal minors of a ρ× (ρ+ 1) matrix L, where
ρ =
{
k if d ≤ 2k
d− k if d ≥ 2k.
In the case when d < 2k, the matrix L is given by
L =


L1,1 . . . L1,2k−d Q1,1 . . . Q1,d−k+1
...
...
...
...
Lk,1 . . . Lk,2k−d Qk,1 . . . Qk,d−k+1

 .
where the Li,js are linear forms and the Qi,js are forms of degree 2. We denote by Fj
the minor obtained by deleting column 2k − d + j for j = 1, . . . , d − k + 1, and by Gl
the minor obtained by deleting column l for l = 1, . . . , 2k − d. In this case IX = <
F1, . . . , Fd−k+1, G1, . . . , G2k−d >, where Fj ∈ Id and Gl ∈ Id+1 for all j and l.
In the case when d ≥ 2k, the matrix L is given by
L =


Q1,1 Q1,2 . . . Q1,d−k+1
...
... . . .
...
Qk,1 Qk,2 . . . Qk,d−k+1
L1,1 L1,2 . . . L1,d−k+1
...
... . . .
...
Ld−2k,1 Ld−2k,2 . . . Ld−2k,d−k+1


.
where, again, the Li,js are linear forms and the Qi,js are forms of degree 2. We denote
by Fj the minor obtained by deleting colomn j for all j = 1, . . . , d − k + 1. In this case,
IX = < F1, . . . , Fd−k+1 >, where Fj ∈ Id for all j.
If d < 2k, a minimal system of generators for the vector space Id+1 is given by {wiFj , Gl|i =
1, 2, 3; j = 1, . . . , d − k + 1; l = 1, . . . , 2k − d}. On the other hand, if d ≥ 2k, a system of
generators for the vector space Id+1 is given by {wiFj |i = 1, 2, 3; j = 1, . . . , d− k + 1}, but
this may not be minimal. In this case, the system wiFj ’s gives 3(d−k+1) generators, while
the vector space dimension of Id+1 is 2d− k+1, so there must be d− 2k linear dependence
relations among those generators. Those relations can be found by expanding the following
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zero determinants :
0 = det
[
L
Ll,1 . . . Ll,d−k+1
]
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q1,1 Q1,2 . . . Q1,d−k+1
...
... . . .
...
Qk,1 Qk,2 . . . Qk,d−k+1
L1,1 L1,2 . . . L1,d−k+1
...
... . . .
...
Ld−2k,1 Ld−2k,2 . . . Ld−2k,d−k+1
Ll,1 Ll,2 . . . Ll,d−k+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Write Ll,j =
∑3
i=1 λljiwi for all l = 1, . . . , d− 2k, then
0 =
∣∣∣∣ LLl,1 . . . Ll,d−k+1
∣∣∣∣ =
d−k+1∑
j=1
Ll,jFj =
d−k+1∑
j=1
3∑
i=1
λljiwiFj .(1.5)
Again, it was proved in [14] that these d − 2k equations are linearly independent, so they
are indeed all the dependence relations there are.
We consider the rational map on P2
ϕd+1 : P
2 −−−→ PN ,
defined by sending each point P = [w1 : w2 : w3] 6∈ X to [wiFj(P ) : Gl(P )] if d < 2k, or
to [wiFj(P )] if d ≥ 2k. Here, (N + 1) is the appropriate number of generators chosen for
Id+1. Again, let Γd+1 and Λd+1 be the graph and the image of ϕd+1, and let Γd+1 and
Λd+1 be their closures in P
2 × PN and PN , respectively. If d < 2k, we use [xij : yl] to
represent the homogeneous coordinates of PN such that ϕd+1([w1 : w2 : w3]) = [xij : yl],
where xij = wiFj(w1, w2, w3) and yl = Gl(w1, w2, w3). If d ≥ 2k, we use [xij] to represent
the homogeneous coordinates of PN such that ϕd+1([w1 : w2 : w3]) = [xij ], where xij =
wiFj(w1, w2, w3).
When d ≥ 2k, the linear dependence relations of the wiFj ’s in (1.5) give rise to a collection
of linear equations which are satisfied on Γd+1 as follows.
d−k+1∑
j=1
3∑
i=1
λljixij = 0, for all l = 1, . . . , d− 2k.(1.6)
Now, consider the matrix
X =

 w1 x11 . . . x1,d−k+1w2 x21 . . . x2,d−k+1
w3 x31 . . . x3,d−k+1

 .
Clearly on Γd+1, the homogeneous coordinates of the points satisfy the 2× 2 minors of X.
To proceed, similar to what was done in [14], we separate the two cases.
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Case 1: d < 2k. In this case, for each u = 1, . . . , k, expanding the following zero determi-
nant:
det Lu =
∣∣∣∣ LLu,1 . . . Lu,2k−d Qu,1 . . . Qu,d−k+1
∣∣∣∣ ,
we obtain
0 =
2k−d∑
l=1
Lu,lGl +
d−k+1∑
j=1
Qu,jFj .
Let Lu,l =
∑3
i=1 λuliwi and Qu,j =
∑3
i,h=1 γuihjwiwh. Then
0 =
2k−d∑
l=1
(
3∑
i=1
λuliwi)Gl +
d−k+1∑
j=1
(
3∑
i,h=1
γuihjwiwh)Fj .
Rewriting this as
0 =
3∑
i=1
(
2k−d∑
l=1
λuliGl)wi +
3∑
i=1
(
d−k+1∑
j=1
3∑
h=1
γuihjwhFj)wi.(1.7)
Also, for each v = 1, . . . , d− k + 1, we get
0 = Fv
( 2k−d∑
l=1
(
3∑
i=1
λuliwi)Gl +
d−k+1∑
j=1
(
3∑
i,h=1
γuihjwiwh)Fj
)
=
3∑
i=1
(
2k−d∑
l=1
λuliGl)wiFv +
3∑
i=1
(
d−k+1∑
j=1
3∑
h=1
γuihjwhFj)wiFv.(1.8)
The equations in (1.7) and (1.8) give a collection of bi-homogeneous equations that are
satisfied by the coordinates of the points in Γd+1:
3∑
i=1
(
2k−d∑
l=1
λuliyl)wi +
3∑
i=1
(
d−k+1∑
j=1
3∑
h=1
γuihjxhj)wi = 0,
for all u = 1, . . . , k, and
3∑
i=1
(
2k−d∑
l=1
λuliyl)xiv +
3∑
i=1
(
d−k+1∑
j=1
3∑
h=1
γuihjxhj)xiv = 0,
for all u = 1, . . . , k and v = 1, . . . , d− k + 1.
Now, let B = (bui)1≤u≤k,1≤i≤3 be the matrix given by
bui =
2k−d∑
l=1
λuliyl +
d−k+1∑
j=1
3∑
h=1
γuihjxhj,
then the collection of the equations above can be rewritten as:
3∑
i=1
buiwi = 0, for any u = 1, . . . , k,
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and
3∑
i=1
buixiv = 0, for any u = 1, . . . , k and v = 1, . . . , d− k + 1.
These equations are exactly all the entries of B.X where B and X are the matrices as
defined.
It follows also from [14] that the coordinates of all the points of Γd+1 satisfy the 3×3 minors
of B. We let J be the ideal in k[w, x, y] defined by the 3× 3 minors of B, the 2× 2 minors
of X and the entries of B.X.
Case 2: d ≥ 2k. Similar to what was done in the previous case, we expand the zero
determinants:
det
[
L
Qu,1 . . . Qu,d−k+1
]
,
for u = 1, . . . , k. We also let B = (bui)1≤u≤k,1≤i≤3 be the matrix given by
bui =
d−k+1∑
j=1
3∑
h=1
γuihjxhj,
where Qu,j =
∑3
i,h=1 γuihjwiwh. Again, let J be the ideal defined by the 3× 3 minors of B,
the 2 × 2 minors of X and the entries of B.X. Similar to the previous case, we can prove
that the coordinates of the points on Γd+1 satisfy the equations in J.
We now establish a collection of equations which are similar to those in (†) as follows:
(††)


x2jw1 − x1jw2 = 0
x3jw2 − x2jw3 = 0
x1jw3 − x3jw1 = 0
for j = 1, 2, . . . , d− k + 1.
From the proof of Proposition 4.4 of [14], one can deduce the following proposition:
Proposition 1.5. If Q ∈ PN whose homogeneous coordinates satisfy the 3 × 3 minors of
B, the 2× 2 minors of
Y =

 x11 . . . x1,d−k+1x21 . . . x2,d−k+1
x31 . . . x3,d−k+1

 ,
and the entries of B.Y , then there exists a unique point P ′ ∈ P2 such that the homogeneous
coordinates of P ′ and Q satisfy the equations in (††).
We obtain our first result when the number of points in X is arbitrary.
Theorem 1.6. Let V be the subvariety of P2 × PN defined by J if d < 2k, or defined by J
and the equations in (1.6) if d ≥ 2k. Then V = Γd+1 as sets.
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Proof. The proof goes in the same manner of that of Theorem 1.2. First, since all the points
on Γd+1 satisfy the defining equations of V, we have Γd+1 ⊆ V, whence Γd+1 ⊆ V.
To prove the reverse inclusion, suppose (P,Q) ∈ V, where P ∈ P2 and Q ∈ PN . By
Proposition 1.5 and follow the same argument as that of [14], there exists a unique P ′ =
[w1 : w2 : w3] such that the coordinates of P
′ and Q satisfy the equations in (††), and Q
must have the form
Q = [w1c1 : w2c1 : w3c1 : . . . : w1cd−k+1 : w2cd−k+1 : w3cd−k+1],
for some c1, . . . , cd−k+1 ∈ k, if d ≥ 2k, or
Q = [w1c1 : w2c1 : w3c1 : . . . : w1cd−k+1 : w2cd−k+1 : w3cd−k+1 : y1 : . . . : y2k−d],
for some c1, . . . , cd−k+1, y1, . . . , y2k−d ∈ k, if d < 2k.
Now, substituting the coordinates of Q into the entries of the product matrix B.X and the
equations in (1.6), we get
L(P ′)


c1
...
cd−k+1

 =


0
...
0

 ,
if d ≥ 2k, or
L(P ′)


c1
...
cd−k+1
y1
...
y2k−d


=


0
...
0
0
...
0


,
if d < 2k. Thus, if P ′ 6∈ X, then

c1
...
cd−k+1

 = ρ


F1(P
′)
...
Fd−k+1(P
′)

 ,
if d ≥ 2k, or 

c1
...
cd−k+1
y1
...
y2k−d


= ρ


F1(P
′)
...
Fd−k+1(P
′)
G1(P
′)
...
G2k−d(P
′)


,
if d < 2k (for some ρ ∈ k); and if P ′ ∈ X, then Q belongs to the exceptional line correspond-
ing the the blowup at P ′. Therefore, Q ∈ Λd+1.
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We note further that the equations in (††) are among the equations of J, so Proposition 1.5
shows that for each Q ∈ Λd+1, there exists a unique P
′ such that the coordinates of P ′ and
Q satisfy the equations of J (when d < 2k), or of J and (1.6) (when d ≥ 2k). Thus, P = P ′.
Now, with our assumption that there are no d + 1 points of X lying on a line, the linear
system Id+1 is very ample, so the projection that sends (P
′′, Q) ∈ P2× PN to Q ∈ PN is an
isomorphism from Γd+1 to Λd+1. Thus, for each Q ∈ Λd+1 there exists a unique P
′′ ∈ P2
such that (P ′′, Q) ∈ Γd+1. Moreover, since Γd+1 ⊆ V, the coordinates of P
′′ and Q satisfy
the equations of J (when d < 2k), or of J and (1.6) (when d ≥ 2k). Hence, P = P ′ = P ′′.
In other words, (P,Q) ∈ Γd+1. We just proved that V ⊆ Γd+1.
Hence, V = Γd+1 as sets.
This gives rise to the following result.
Theorem 1.7. For a general choice of the points in X, the defining equations of the Rees
algebra R(Id+1) are the equations in J if d < 2k, or the equations in J together with the
equations in (1.6) if d ≥ 2k. Moreover, R(Id+1) is Cohen-Macaulay.
Proof. We first show that for a general choice of X, the ideal J is prime and perfect. Similar
to what was done in [14], we consider a new polynomial ring R′ = k[w, x, y, z] (in the case
where d ≥ 2k,R′ = k[w, x, z]), where z = {zui}1≤u≤k,1≤i≤3, and let B
′ = (zui). Then we can
view J as the quotient ideal of J′ in the ring R′/(Hui), where J
′ is the ideal in R′ defined
by the 3× 3 minors of B′, the 2× 2 minors of X and the entries of B′.X, and
Hui = zui − bui, for all u = 1, . . . , k and i = 1, 2, 3.
Since, J and J′ are both bi-homogeneous, they are in particular also homogenous, so they
define subvarieties of certain projective spaces. Let W be the subvariety of PN+3 defined
by J, and letW′ be the subvariety of PN+3+3k defined by J′. ThenW is obtained fromW′
by cutting W′ with 3k hyperplanes Hui. In other words, W is the intersection between W
′
and a 3k-codimensional linear subspace of PN+3+3k. By Huneke’s theorem ([24, Theorem
60]), we know that W′ is an integral Cohen-Macaulay variety.
Let Ω′ be the grassmannian which parameterizes the linear subspaces of codimension 3k
of PN+3+3k. It follows from Bertini’s theorem (cf. [21], [27]) that the subset U ′ ⊆ Ω′,
such that for any U ′ ∈ U ′, U ′ ∩W′ is again an integral Cohen-Macaulay variety, is non-
empty and open. We also let Θ′ be the grassmannian which parameterizes the linear
subspaces of codimension 3k of PN+3+3k that lie inside the variety defined by the equations
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w1 = w2 = w3 = 0. In [14, Theorem 4.2], the authors actually showed that for a general
choice of X, the 3k-codimensional linear subspace of PN+3+3k given by the hyperplanes
{Hui|u = 1, . . . , k; i = 1, 2, 3} is general in Θ
′. Moreover, consider the element T ′ ∈ Θ′ ⊆ Ω′
given by 3k linear equations zui = 0, then T
′ ∩W′ is the subvariety of PN+3 given by the
2×2 minors of X, so it is an integral Cohen-Macaulay variety. In other words, T ′ ∈ U ′∩Θ′.
Since Θ′ is a closed subset of Ω′, we deduce that U ′∩Θ′ is a non-empty open subset of Θ′. All
these facts, put together, imply that for a general choice of X, the 3k-codimensional linear
subspace of PN+3+3k given by the hyperplanes {Hui|u = 1, . . . , k; i = 1, 2, 3} is in U
′ ∩ Θ′.
In other words, for a general choice of X, W is an integral Cohen-Macaulay subvariety of
P
N+3, which, in turn, implies that J is a perfect prime ideal.
For d < 2k, this and Theorem 1.6 clearly imply that J is the defining ideal of R(Id+1).
For d ≥ 2k, let l be the least integer such that 3l ≥ d − 2k. Let Ω be the grassmannian
which parameterizes the linear subspaces of codimension 3l of PN+3, and let Θ be the
grassmannian which parameterizes the linear subspaces of codimension 3l of PN+3 that lie
inside the variety defined by the equations w1 = w2 = w3 = 0. Again, it follows from
Bertini’s theorem that the subset U ⊆ Ω, such that for any U ∈ U , U ∩W is an integral
Cohen-Macaulay variety, is non-empty and open (for a general choice of X,W is an integral
Cohen-Macaulay variety). One can follow a similar argument as above, and consider the
element T in Θ given by 3l linear equations {xij = 0|i = 1, 2, 3; j = d−k−l+2, . . . , d−k+1},
to show that U ∩ Θ is a non-empty open subset of Θ. Moreover, from [14], it is easy to
see that for a general choice of X, the 3l-codimensional linear subspace of PN+3 given by
the equations in (1.6) and 3l − (d − 2k) other general hyperplanes is general in Θ. Thus,
for a general choice of X, the 3l-codimensional subspace of PN+3 given by the equations in
(1.6) and 3l − (d − 2k) other general hyperplanes is in U ∩ Θ, i.e. this 3l-codimensional
subspace of PN+3 is general enough to intersect W at an integral Cohen-Macaulay variety.
In particular, the hyperplanes given by the equations in (1.6) are general enough for a
general choice of the points in X. This and the fact in the previous paragraph show that for
a general choice of X, the hyperplanes Hui and the hyperplanes defined by the equations in
(1.6) are general enough to intersect W′ at an integral Cohen-Macaulay variety. Hence, for
a general choice of X, J together with the equations in (1.6) form a perfect prime ideal, i.e.
J and the equations in (1.6) form the defining ideal of R(Id+1).
The Cohen-Macaulayness of R(Id+1) follows from the perfection of its defining ideal. The
theorem is proved.
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We finally observe that the same argument can be extended to a class of codimension 2
perfect ideals with presentation matrix in the form of L (i.e. constituted by rows and
columns of linear forms or quadratics). The generality of the points in X transforms to the
genericity of the presentation matrix of the ideal. One can follow the same argument to
obtain the following result.
Theorem 1.8. Suppose I ⊆ R = k[w1, . . . , wn] is a generic codimension 2 perfect ideal,
whose presentation matrix looks like that of L. Suppose also that I = ⊕t≥dIt is its homoge-
neous decomposition. Then the defining equations of the Rees algebra R(Id+1) are the n×n
minors of a k × n matrix B of linear forms, the 2× 2 minors of an n× (d− k + 2) matrix
X of linear forms, and the entries of B.X. Moreover, R(Id+1) is Cohen-Macaulay, and its
defining ideal has the generic grade.
2. Asymptotic behaviour of the Rees algebras
If instead of a generic set of points in P2, we start with an arbitrary set of points X, then the
presentation matrix of its defining ideal IX = ⊕t≥αIt no longer possesses a nice structure
as it had in the previous section. It then becomes incredibly difficult to decide whether the
Rees algebra R(It) is Cohen-Macaulay or to find its defining equations for a specific value
of t. It is, however, possible to answer questions on the Cohen-Macaulayness or the degrees
of the generators of R(It) as t gets large. In this section, we address these questions.
We begin by discussing a few properties of subschemes of a product scheme Pn × Pm.
For details on the definitions of product scheme Pn × Pm, sheaves associated to bi-graded
modules, and sheaf cohomology groups on Pn × Pm, we refer the readers to [40]. Let
S = k[x0, . . . , xn, y0, . . . , ym] be a polynomial ring over an algebraically closed field k of
characteristic 0. Then Pn × Pm, by definition, is the bi-Proj of S with the natural bigra-
dation on S with respect to (x0, . . . , xn) and (y0, . . . , ym). Let m = (xiyj)i,j ⊆ S be the
bihomogeneous irrelevant ideal of S. We first recall the following known fact (cf. [25], [40]).
Proposition 2.1. Suppose M is a bi-graded S-module, and M is the sheaf on Pn × Pm
associated to M . Then, we have an exact sequence
0→ H0
m
(M)→M → ⊕a,bH
0(M(a, b)) → H1
m
(M)→ 0,
and isomorphisms
⊕a,bH
i(M(a, b)) ≃ H i+1
m
(M) ∀ i > 0.
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It is of our interest to study the Cohen-Macaulayness of the bi-graded coordinate ring of
a variety in the product space Pn × Pm. This is equivalent to the variety being arithmetic
Cohen-Macaulay (a.CM). The definition of a.CM is given as follows.
Definition. Suppose V ⊆ Pn × Pm is a subscheme defined by the bihomogeneous ideal
I ⊆ S. We say V is a.CM if the bi-graded coordinate ring of V is a Cohen-Macaulay ring,
or equivalently, if I is a perfect ideal in S.
On a product space Pn×Pm (for any n andm), let π1 : P
n×Pm → Pn and π2 : P
n×Pm → Pm
be the two projection maps. If V is a subscheme of Pn×Pm, when working on V , by abuse
of notation, we also use π1 and π2 for the projection maps restricted on V . A necessary
and a sufficient conditions for property a.CM are shown in the following theorem.
Theorem 2.2. Suppose V ⊆ Pn × Pm is a proper closed subscheme of dimension d of
P
n × Pm. Then,
(1) If V is a.CM, then H i(IV (a, b)) = 0 for all a, b ∈ Z and 1 ≤ i ≤ d, where IV is the
ideal sheaf of V in Pn × Pm.
(2) Suppose d 6= n,m, and H i(IV (a, b)) = 0 for all a, b ∈ Z and 1 ≤ i ≤ d. If in addition,
Hd+1(IV (a, b)) = 0 for all a, b ≥ 0, and for every j > 0,
Rjπ1∗(OV (p, q)) = 0 ∀p ∈ Z, q ≥ 0,
and
Rjπ2∗(OV (p, q)) = 0 ∀q ∈ Z, p ≥ 0,
then V is a.CM.
Proof. Similar criteria for varieties with negative a∗-invariants were given in [25, Theorem
2.5]. We adopt his argument with a slight modification to prove our result. Let n =
(x0, . . . , xn, y0, . . . , ym) ⊆ S be the maximal homogeneous ideal of S. Let n1 = (x0, . . . , xn)
and n2 = (y0, . . . , ym) be the ideals in S generated by the two sets of variables with respect
to the standard bi-gradation of S. Then n1+n2 = n and n1∩n2 = m. Let IV and SV = S/IV
be the defining ideal and the coordinate ring of V , respectively. Then, dimSV = d+2. It is
also not hard to see that the Cohen-Macaulayness of SV is equivalent to the condition that
H i
n
(SV ) = 0 for all i = 1, . . . , d+1, which is the same as the condition that H
i
n
(IV ) = 0 for
all i = 1, . . . , d+ 2.
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(1) Suppose that V is a.CM. Equivalently, H i
n
(IV ) = 0 for all i = 1, . . . , d + 2. Consider
the following Mayer-Vietoris sequence of local cohomology:
. . .→ H i
n
(IV )→ H
i
n1
(IV )⊕H
i
n2
(IV )→ H
i
m
(IV )→ H
i+1
n
(IV )→ . . .
The condition H i
n
(IV ) = 0 for all i = 1, . . . , d+ 2, implies that the homomorphism
H i
n1
(IV )⊕H
i
n2
(IV )→ H
i
m
(IV )
is an isomorphism for 1 ≤ i ≤ d + 1 and injective for i = d + 2. Localizing H i
n
(IV ) at the
maximal ideals of ⊕t∈ZS(0,t) and ⊕t∈ZS(t,0), respectively, and making use of [25, Lemma 1.1
and Lemma 2.3], we have:
H i
n1
(IV ) = H
i
n2
(IV ) = 0 ∀i = 1, . . . , d+ 1.
This implies H i
m
(IV ) = 0 for all i = 1, . . . , d + 1. Together with Proposition 2.1, it then
follows that H i(IV (a, b)) = 0 for all a, b ∈ Z and i = 1, . . . , d.
(2) Suppose now thatH i(IV (a, b)) = 0 for all a, b ∈ Z and i = 1, . . . , d, andH
d+1(IV (a, b)) =
0 for all a, b ≥ 0. We observe the following. For i = 1, this is to say that the homomorphism
S(a,b) → Γ(V,OV (a, b)) is surjective. In other words, the homomorphism
SV (a,b) → Γ(V,OV (a, b))
is an isomorphism. Furthermore, the vanishing of H i(IV (a, b)) for all a, b ∈ Z, and all
i = 1, . . . , d, is the same as having H i
m
(IV ) = 0 for all i = 2, . . . , d + 1. This is equivalent
to having H i
m
(SV ) = 0 for i = 1, . . . , d. Since m 6⊆ IV , H
0
m
(SV ) is clearly also 0. Lastly, the
vanishing of Hd+1(IV (a, b)) for all a, b ≥ 0 implies that H
d(OV (a, b)) = 0 for all a, b ≥ 0,
i.e. [Hd+1
m
(SV )](a,b) = 0 for all a, b ≥ 0.
Suppose, in addition, for every j > 0, Rjπ1∗(OV (p, q)) = 0 ∀p ∈ Z, q ≥ 0 andR
jπ2∗(OV (p, q)) =
0 ∀q ∈ Z, p ≥ 0. We need to show that V is a.CM.
Let T = ⊕t∈ZSV (t,0) and W = Proj T , then π1 : V → W is the canonical projection. For
all p ∈ Z and q ≥ 0, the Leray spectral sequence
Ei,j2 = H
i(W,Rjπ1∗(OV (p, q)))⇒ H
i+j(V,OV (p, q))
degenerates. Thus, the edge homomorphisms H i(W,π1∗(OV (p, q))) → H
i(V,OV (p, q)) are
just isomorphisms for all p ∈ Z, q ≥ 0 and i ≥ 0.
Let T<q> (q ≥ 0) be the T -module given by T<q> = ⊕t∈ZSV (t,q), and let T<q> be the sheaf
associated to T<q> on W . It is easy to see that for p≫ 0,
Γ(W,T<q>(p)) = SV (p,q) = Γ(V,OV (p, q)) = Γ(W,π1∗(OV (p, q))).
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Also, π1∗(OV (p, q)) ⊗ OW (p
′) = π1∗(OV (p + p
′, q)). Thus, the canonical homomorphism
T<q>(p) → π1∗(OV (p, q)) is an isomorphism for all p ∈ Z and q ≥ 0. It now follows that
the homomorphisms
H i(W,T<q>(p))→ H
i(W,π1∗(OV (p, q)))→ H
i(V,OV (p, q)),
similar to what was mentioned in [25, Theorem 1.4], are isomorphisms for all p ∈ Z, q ≥ 0
and i ≥ 0. Applying the five lemma on the diagram of [25, Theorem 1.4], it then implies
that the homomorphism
[H i
n1
(SV )](p,q) → [H
i
m
(SV )](p,q)
is an isomorphism for all p ∈ Z, q ≥ 0 and i ≥ 0. By symmetry, the homomorphism
[H i
n2
(SV )](p,q) → [H
i
m
(SV )](p,q)
is also an isomorphism for all q ∈ Z, p ≥ 0 and i ≥ 0. Thus, for all i = 1, . . . , d,
[H i
n1
(SV )](p,q) = 0 ∀p ∈ Z, q ≥ 0 and [H
i
n2
(SV )](p,q) = 0 ∀q ∈ Z, p ≥ 0,
and
[Hd+1
n1
(SV )](p,q) = 0 = [H
d+1
n2
(SV )](p,q) ∀p, q ≥ 0.
Moreover, it is also easy to see that, for all i > 0,
[H i
n1
(SV )](p,q) = 0 if q < 0 and [H
i
n2
(SV )](p,q) = 0 if p < 0.
Therefore, in the following Mayer-Vietoris sequence of local cohomology
. . .→ H i
n
(SV )→ H
i
n1
(SV )⊕H
i
n2
(SV )→ H
i
m
(SV )→ H
i+1
n
(SV )→ . . .
the homomorphisms
H i
n1
(SV )⊕H
i
n2
(SV )→ H
i
m
(SV )
are isomorphisms for i = 1, . . . , d, and injective for i = d + 1. We get H i
n
(SV ) = 0 for all
i = 1, . . . , d + 1. This is equivalent to SV being Cohen-Macaulay, i.e. V being a.CM. The
theorem is proved.
Now, suppose F ∈ S is a bihomogeneous polynomial. By abuse of notation, we denote
by (F ) both the ideal generated by F in S and the subscheme of Pn × Pm defined by the
equation F = 0.
Proposition 2.3. Suppose V is a closed irreducible subscheme of Pn×Pm of dimension at
least 2, and L is a general linear form in the indeterminates {yj | j = 0, . . . ,m}. Then V
is a.CM if and only if V ∩ (L), considered as a subscheme of (L), is a.CM.
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Proof. Let I be the defining ideal of V . Then I is a bihomogeneous ideal in S, so in
particular, I is a homogeneous ideal in S. Let W then be the subscheme of Pn+m+1 defined
by I. We observe that our discussion only involves the perfection of the defining ideal
of V (and V ∩ (L)) which is the same as the defining ideal of W (and W ∩ (L)). Thus,
the proposition would remain the same if instead of V (and V ∩ (L)) we look at W (and
W ∩ (L)). The proposition now follows from [30, Theorem 1.3.2].
From here onwards, we focus our attention back to the study of the asymptotic behaviour
of the Rees algebras R(It) for the defining ideal of an arbitrary set of points in P
2. Again,
suppose X = {P1, . . . , Ps} is a set of s distinct points in P
2. Let IX = ℘1 ∩ . . . ∩ ℘s ⊆ R =
k[w1, w2, w3] be the defining ideal of X (℘i is the ideal of Pi), and suppose IX = ⊕t≥αIt is
its homogeneous decomposition.
Theorem 2.4. Suppose X = {P1, . . . , Ps} is an arbitrary set of s points in P
2, and IX =
⊕t≥αIt ⊆ R = k[w1, w2, w3] is its defining ideal. Then, there exists an integer d0 such that
for all t ≥ d0, the Rees algebra R(It) of the ideal generated by It is Cohen-Macaulay, and
its defining ideal is generated by quadratics.
Proof. Let σ = σ(IX), the least integer at which the difference function of the Hilbert
function of X equals 0, and take d0 = max{4, σ + 1, s + 1} (note that σ ≤ s, so we in fact
only need to take d0 = max{4, s + 1}). We shall prove that this value of d0 satisfies the
requirements of the theorem.
Suppose t is an arbitrary integer which is bigger than or equal to d0. We add
(
t
2
)
−s general
smooth points to X to obtain a set of points X˜ with the generic Hilbert function up to
degree t− 2, i.e.
H
X˜
: 1 3 6 . . .
(
t
2
) (
t
2
)
. . . .
We start by showing that the Rees algebra R(It) is Cohen-Macaulay using induction on the
number l =
(
t
2
)
− s of points we add into X to get X˜.
If l = 0, then X is a set of
(
t
2
)
points in P2 with the generic Hilbert function. It follows
from [12] that the presentation matrix of IX has linear entries, IX is generated in degree
t − 1, and σ(IX) = t − 1. It now follows from Theorem 1.3 that the Rees algebra R(It) is
Cohen-Macaulay. The assertion that the Rees algebra R(It) is Cohen-Macaulay is true for
the base case.
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Suppose now that our assertion is true for a set of points X′ = X ∪ {Ps+1}, and we need to
prove the assertion for the set of points X. Let IX = ⊕t≥αIt and I
′
X
= ⊕t≥α′I
′
t be the defining
ideals of X and X′ respectively. Since a general point Ps+1 imposes one independent condi-
tion at degree t, a system of generators for It and for I
′
t may be given by {F0, . . . , Fr−1, Fr}
and {F0, . . . , Fr−1}, respectively. Consider the following rational maps
ϕ : P2 −−−→ Pr and ϕ′ : P2 −−−→ Pr−1
given by ϕ(P ) = [F0(P ) : . . . : Fr(P )] and ϕ
′(P ) = [F0(P ) : . . . : Fr−1(P )]. Let V and V
′ be
the closure of the graphs of these maps in P2× Pr and P2× Pr−1, respectively. Clearly, the
Rees algebras R(It) and R(I
′
t) are the bi-graded coordinate rings of V and V
′, respectively.
By induction hypothesis, we know that V ′ is a.CM. We need to show that V is also a.CM.
Let [y0 : . . . : yr] represent the homogeneous coordinates of P
r. Let S = k[w1, w2, w3,
y0, . . . , yr] and SV be the bi-graded coordinate rings of P
2 × Pr and V , respectively. Let
H = V ∩ (yr). By Proposition 2.3, we only need to show that H, considered as a subscheme
of P2 × Pr−1, is a.CM.
Clearly, π1(V ) = π1(V
′) = P2. Let V = π2(V ) and V ′ = π2(V
′). By the construction of
X˜, we know that σ(IX) ≤ σ(IX˜) = t − 1 and σ(IX′) ≤ σ(IX˜) = t − 1. Therefore, the linear
systems It and I
′
t are very ample ([4]). Thus, π2 is an isomorphism from V onto V and
from V ′ onto V ′. It is easy to see that since the coordinate yr of P
r is chosen generally,
H meets each exceptional curve of V no more than once. Thus, π−11 (P ), restricted to H,
is at most one point, for every P ∈ P2. Since π2 is an isomorphism on V , it is also an
isomorphism on H, whence π−12 (Q), restricted to H, is also at most one point, for every
Q ∈ Pr−1. Therefore, by [21, Corollary III.11.2], for every j > 0, one gets
Rjπ1∗(OH(p, q)) = 0 and R
jπ2∗(OH(p, q)) = 0 ∀p, q ∈ Z.
By Theorem 2.2, to show that H is a.CM, it is now enough to show H1(IH(a, b)) = 0 for all
a, b ∈ Z, and H2(IH(a, b)) = 0 for all a, b ≥ 0, where IH is the ideal sheaf of H in P
2×Pr−1.
It is easy to see that since V ′ is the projection of V on (yr) centered at the point Ps+1 ×
ϕ(Ps+1), H ⊆ V
′. Consider the following exact sequence
0→ IV ′ → IH → IH,V ′ → 0,
where IH,V ′ is the ideal sheaf of H considered as a subscheme of V
′. Since V ′ is a.CM,
taking the cohomology groups, we get
H1(IH(a, b)) = H
1(IH,V ′(a, b)) and H
2(IH(a, b)) →֒ H
2(IH,V ′(a, b)).
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Thus, it suffices to show that
H1(IH,V ′(a, b)) = 0 ∀a, b ∈ Z and H
2(IH,V ′(a, b)) = 0 ∀a, b ≥ 0.
Let E0 be the pull back to V
′ of the class of a general line in P2, and let E1, . . . , Es+1 be the
classes of the exceptional divisors corresponding to the blowup at the points P1, . . . , Ps+1,
respectively. Let E0, . . . , Es+1 be the images of E0, . . . , Es+1 through π2, respectively, then
they generate the Picard group of V ′. V ∩ (yr) is a hyperplane section of V and since the
coordinates in Pr are chosen generally, we may assume that V ∩ (yr) belongs to the divisor
class |tE0 − E1 − . . .− Es|. Thus, H ∈ |tE0 − E1 − . . .− Es|. We have
IH,V ′(a, b) = OV ′(−H)(a, b)
= OV ′(−H)⊗ π
∗
1(OP2(a))⊗ π
∗
2(OV ′(b))
= OV ′(−H)⊗ π
∗
1(OP2(a))⊗ π
∗
2(OV ′(btE0 − bE1 − . . . − bEs − bEs+1))
= OV ′(−H)⊗OV ′(aE0)⊗OV ′(btE0 − bE1 − . . .− bEs − bEs+1)
= OV ′((a+ (b− 1)t)E0 − (b− 1)E1 − . . .− (b− 1)Es − bEs+1)
Let Da,b = (a + (b − 1)t)E0 − (b − 1)E1 − . . . − (b − 1)Es − bEs+1 on V
′. We first prove
H2(OV ′(Da,b)) = 0 for all a, b ≥ 0. We shall use double induction on b and a.
For b = 0 and 0 ≤ a ≤ t, we first have Da,0 = (a − t)E0 + E1 + . . . + Es. The canonical
divisor on V ′ is KV ′ = −3E0+E1+ . . .+Es+1. Let H
′ = tE0−E1− . . .−Es+1. From [4], H
′
is very ample on V ′. We also have, KV ′ .Da,0 = 3(t− a)− s > −3t+ s+1 = KV ′ .H
′. Thus,
H2(OV ′(Da,0)) = 0 (cf. [21, Lemma V.1.7]). Suppose now that H
2(OV ′(Da,0)) = 0 is true
for a ≥ t, we shall show that H2(OV ′(Da+1,0)) = 0. Indeed, consider the exact sequence
0→ OV ′(Da,0)→ OV ′(Da+1,0)→ OE0(Da+1,0)→ 0.
Since degOE0(Da+1,0) = a+ 1− t > 0, and since E0 is a rational curve, we have
H1(OE0(Da+1,0)) = 0 and H
2(OE0(Da+1,0)) = 0.
Thus, H2(OV ′(Da+1,0)) = H
2(OV ′(Da,0)) = 0.
For b = 1, we first have D0,1 = −Es+1. We also have KV ′ .D0,1 = 1 > −3t+s+1 = KV ′ .H
′.
Thus, H2(OV ′(D0,1)) = 0 (cf. [21, Lemma V.1.7]). Suppose now that H
2(OV ′(Da,1)) = 0
is true for a ≥ 0, we shall show that H2(OV ′(Da+1,1)) = 0. Indeed, as before, consider the
exact sequence
0→ OV ′(Da,1)→ OV ′(Da+1,1)→ OE0(Da+1,1)→ 0.
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Since degOE0(Da+1,1) = a+ 1 > 0, and since E0 is a rational curve, we have
H1(OE0(Da+1,1)) = H
2(OE0(Da+1,1)) = 0.
Thus, H2(OV ′(Da+1,1)) = H
2(OV ′(Da,1)) = 0.
Now, suppose that H2(OV ′(Da,b)) = 0 is true for any a ≥ 0 and some b ≥ 1, we shall show
that H2(OV ′(Da,b+1)) = 0. Indeed, consider the exact sequence
0→ OV ′(Da,b)→ OV ′(Da,b+1)→ OH′(Da,b+1)→ 0.
Since degOH′(Da,b+1) = (a + bt)t − b(s + 1) − 1 > 2
(
t−1
2
)
+ 1 = 2g(H ′) + 1, we have
H1(OH′(Da,b+1)) = H
2(OH′(Da,b+1)) = 0. Thus,
H2(OV ′(Da,b+1)) = H
2(OV ′(Da,b)) = 0.
Hence, H2(OV ′(Da,b)) = 0 for all a, b ≥ 0.
It remains now to prove that H1(OV ′(Da,b)) = 0 for all a, b ∈ Z. Similar to what we did
above, we can rewrite
OV ′(Da,b) = OV ′(−Es+1)(a, b − 1) = IEs+1,V ′(a, b− 1),
where IEs+1,V ′ is the ideal sheaf of Es+1 considered as a subscheme of V
′. It was proved in
[13, Proposition 2.1] that H1(O
V ′
((n − 1)tE0 − (n − 1)E1 − . . . − (n − 1)Es − nEs+1) = 0
for all n ∈ Z. That is, H1(I
Es+1,V ′
(n − 1)) = 0 for all n ∈ Z, where I
Es+1,V ′
is the ideal
sheaf of Es+1 considered as a subscheme of V ′. Therefore, Es+1, considered as a subscheme
of V ′, is projective CM (see [13] for definition of projective CM). By considering the exact
sequence
0→ I
V ′
→ I
Es+1
→ I
Es+1,V ′
→ 0,
where I
V ′
and IEs+1 are the ideal sheaves of V
′ and Es+1 in P
r−1, and from the fact that V ′
is projective CM ([13]), we deduce that in Pr−1, the homogeneous coordinate ring of Es+1 is
CM. It is also clear that Es+1 = Ps+1×Es+1. Thus, the coordinate ring of Es+1 in P
2×Pr−1
is CM, i.e. Es+1 is a.CM in P
2× Pr−1. Hence, by Theorem 2.2, H1(IEs+1(a, b− 1)) = 0 for
all a, b ∈ Z, where IEs+1 is the ideal sheaf of Es+1 in P
2 × Pr−1. By considering the exact
sequence
0→ IV ′ → IEs+1 → IEs+1,V ′ → 0,
and from the hypothesis that V ′ is a.CM, we conclude that H1(IEs+1,V ′(a, b − 1)) = 0 for
all a, b ∈ Z. Hence,
H1(OV ′(Da,b)) = 0 for all a, b ∈ Z.
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The assertion is proved, i.e. R(It) is Cohen-Macaulay for all t ≥ d0.
We now proceed to prove that the defining ideal of R(It) is generated by quadratics. Again,
we use induction on l, the number of general smooth points being added to X to get X˜.
If l = 0, then it follows from Theorem 1.3 that the defining ideal of R(It) is generated by
quadratics. Thus, the base case of the assertion that the defining ideal of the Rees algebra
R(It) is generated by quadratics is proved.
Suppose now that this assertion is true for a set of points X′ = X ∪ {Ps+1}, and we need
to show it for the set of points X. Let V, V ′ and H be defined as before. By induction
hypothesis, V ′ is generated by quadratics. We need to show that V is also generated by
quadratics. Since V is a.CM, this amounts to showing that H is generated by quadratics.
Moreover, since H ⊆ V ′ and V ′ is generated by quadratics, we only need to show that IH,V ′
(the ideal of H in the coordinate ring of V ′) is generated in its quadratic degree. It suffices
to show that the following multiplication maps are onto:
H0(IH,V ′(2, 0)) ⊗H
0(OV ′(1, 0)) → H
0(IH,V ′(3, 0))(2.1)
H0(IH,V ′(0, 2)) ⊗H
0(OV ′(0, 1)) → H
0(IH,V ′(0, 3))(2.2)
H0(IH,V ′(1, 1)) ⊗H
0(OV ′(1, 0)) → H
0(IH,V ′(2, 1))(2.3)
H0(IH,V ′(0, 2)) ⊗H
0(OV ′(1, 0)) → H
0(IH,V ′(1, 2)),(2.4)
where IH,V ′ is the ideal sheaf of H in V
′.
To prove (2.1), for each integer a, as it was done above, we rewrite
IH,V ′(a, 0) = OV ′(−H)(a, 0) = OV ′((a− t)E0 + E1 + . . . +Es).
Again, the canonical divisor on V ′ is KV ′ = −3E0 + E1 + . . .+ Es + Es+1. Let
Da = (a− t)E0 +E1 + . . .+ Es and H
′ = tE0 − E1 − . . . − Es − Es+1.
As before, from [4], H ′ is every ample on V ′. For a = 2, 3, we also have
(KV ′ −Da).H
′ = (t− a− 3)t+ 1 > −3t+ s+ 1 = KV ′ .H
′.
Therefore, it follows from [21, Lemma V.1.7] that, for a = 2 and 3,
H0(OV ′(Da)) = H
2(OV ′(KV ′ −Da)) = 0.
Hence, (2.1) follows vacuously.
To prove (2.2), for each integer b, as before, we rewrite
IH,V ′(0, b) = OV ′((b− 1)tE0 − (b− 1)E1 − . . . − (b− 1)Es − bEs+1)
= IEs+1,V ′(0, b− 1).
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Thus, (2.2) is equivalent to
H0(IEs+1,V ′(0, 1)) ⊗H
0(OV ′(0, 1))→ H
0(IEs+1,V ′(0, 2)).
This is indeed true, since Es+1 is a line in V
′, and hence, is obviously generated in degree
1.
Similarly, it can be shown that (2.3) and (2.4) are equivalent to
H0(IEs+1,V ′(1, 0)) ⊗H
0(OV ′(1, 0))→ H
0(IEs+1,V ′(2, 0)),
and
H0(IEs+1,V ′(0, 1)) ⊗H
0(OV ′(1, 0))→ H
0(IEs+1,V ′(1, 1)),
respectively. Those are again true since Es+1 is a line on V
′, and so, generated in degree 1.
The theorem is proved.
Remark: Most of our arguments do not use the fact that X is a set of points. Thus, if
we couple with [31, Theorem 1.3], the Cohen-Macaulayness of Theorem 2.4 is actually true
for any subscheme of P2 whose defining ideal satisfies condition G3. An example of such
subscheme is any locally complete intersection subscheme of P2.
Inspired by the notion of having property Np, introduced by Green, together with many
supportive evidences, we conjecture the following.
Conjecture: Suppose X is an arbitrary set of points in P2, and IX = ⊕t≥αIt ⊆ R =
k[w1, w2, w3] its defining ideal. Then, for any non-negative integer p, there exists an integer
dp such that for any t ≥ dp, the Rees algebra R(It) is Cohen-Macaulay, generated by
quadratics, and the first p steps in its minimal free resolution are linear, i.e. the first p
matrices are of linear forms.
Theorem 2.4 proves this conjecture for p = 0.
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