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Abstract
Stochastic dierential equations (SDEs) arise from physical systems where the parameters describing the system can
only be estimated or are subject to noise. There has been much work done recently on developing numerical methods for
solving SDEs. This paper will focus on stability issues and variable stepsize implementation techniques for numerically
solving SDEs eectively. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper presents an overview of stability and implementation issues of numerical methods for
solving stochastic dierential equations. Due to space constraints it is not possible to give details
behind the construction of numerical methods suitable for solving SDEs, instead the paper will
focus on the stability and implementation of numerical methods. Thus Section 2 discusses numerical
stability both of SDEs and of numerical methods for solving these SDEs, while the implementation
of numerical methods using a xed stepsize is discussed in Section 3; in Section 4 a variable stepsize
implementation is presented.
This section continues with some necessary background details covering the form of an SDE
together with denitions of order of convergence for numerical methods to solve such SDEs.
Stochastic dierential equations describe physical systems where noise is present, with the noise be-
ing modelled by a Wiener process that is nowhere dierentiable. The general form of an autonomous
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SDE is
dy(t) = f(y(t)) dt + g(y(t)) dW (t); y 2 Rm; y(0) = y0; (1)
where f is the drift coecient (an m-vector-valued function), g is the diusion coecient (an md
matrix-valued function), and W (t) is a d-dimensional process having independent scalar Wiener
process components (t>0). A Wiener process W is a Gaussian process with the property that
E(W (t)) = 0; E(W (t)W (s)) = minft; sg:
The Wiener increments W (t)−W (s) are independent Gaussian processes with mean 0 and variance
jt − sj.
Eq. (1) can be written as a stochastic integral equation
y(t) = y(t0) +
Z t
t0
f(y(s)) ds+
Z t
t0
g(y(s)) dW (s)
where the rst integral is a regular Riemann{Stieltjes integral and the second integral is a stochastic
integral, commonly interpreted in either Ito^ or Stratonovich form. The Stratonovich interpretation
follows the usual rules of Riemann{Stieltjes calculus, and for this reason is the form used in this
paper (the symbol  in front of dW (s) will serve to conrm a Stratonovich integral). However, an
SDE presented in Ito^ form can be converted to Stratonovich form using a simple formula which
relates the two interpretations. Indeed the solution of (1) and its related Stratonovich SDE are exactly
the same:
dy(t) = f(y(t)) + g(y(t))  dW (t); (2)
fi(y(t)) = fi(y(t))− 12
mX
j=1
dX
k=1
gjk(y(t))
@gik(y(t))
@yj
; i = 1; : : : ; m: (3)
A multiple Stratonovich integral is given by
Jj1j2jl(t0; t) =
Z t
t0
Z sl
t0
  
Z s2
t0
 dWj1s1      dWjlsl ;
where jl 2 f0; 1; : : : ; dg for d Wiener processes. Note that the integral J0(t0; t) =
R t
t0
 dW 0s1 =
R t
t0
ds1:
For ease of notation, the written dependence on t0 and t will be dropped when the meaning is clear
from the context.
There are two ways of measuring the accuracy of a numerical solution of an SDE { these are
strong convergence and weak convergence { only strong convergence will be considered in this
paper. Strong convergence is required when each trajectory of the numerical solution must be close
to the exact solution:
Denition 1. Let yN be the numerical approximation to y(tN ) after N steps with constant stepsize
h = (tN − t0=N ); then y is said to converge strongly to y with strong global order p if 9C> 0
(independent of h) and > 0 such that
E(k yN − y(tN )k)6Chp; h 2 (0; ):
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This denition is for global order { the local error can behave as O(hp+1=2); fractional orders arise
as the root mean square order of the Wiener process is h1=2.
Numerical methods for SDEs are derived by comparing the stochastic Taylor series expansion of
the numerical solution with that of the exact solution, over one step assuming exact initial values.
This comparison results in a set of order conditions to be satised { see [2,13] for the development
of these order conditions using Rooted Tree theory in the case of Stratonovich problems.
This section has provided an overview of the basic denitions required for studying numerical
methods for solving SDEs; in the next section, stability of the SDE and of numerical methods is
discussed.
2. Numerical stability analysis
As in other areas of numerical analysis, numerical stability is signicant in the case of SDEs
which usually require a long (numerical) time-integration.
2.1. Stochastic stability
Consider the scalar version of (1). We assume that there exists a unique solution y(t; t0; y0) of
the equation for t > t0: Moreover, we suppose that the equation allows a steady solution y(t)  0.
This means that f(0) = g(0) = 0 holds. A steady solution is often called an equilibrium position.
Has’minskii [10] gave the following three denitions of stability.
Denition 2. The equilibrium position of the SDE is said to be stochastically stable, stochastically
asymptotically stable and stochastically asymptotically stable in the large, respectively, if the follow-
ing conditions hold:
(i) For all positive  and for all t0 the following equality holds.
lim
y0!0
P

sup
t>t0
jy(t; t0; y0)j>

= 0
(ii) In addition to the above,
lim
y0!0
P

lim
t!1 jy(t; t0; y0)j= 0

= 1:
(iii) Moreover to the above two,
P

lim
t!1 jy(t; t0; x0)j= 0

= 1 for all y0:
Each item in Denition 2 can be seen as the stochastic counterparts of stability, asymptotic stability
and asymptotic stability in the large, respectively, in the ODE case.
Actually we can derive a criterion of the asymptotic stochastic stability for the SDE. Assume that
the functions f and g are uniformly asymptotically linear with respect to x; that is, for certain real
constants a and b,
f(x) = ax + f(x); g(x) = bx + g(x)
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with
lim
jxj!0
j f(x)j+ j g(x)j
jxj = 0
hold uniformly in t: The solution y(t) of the SDE is stochastically asymptotically stable if a −
b2=2< 0. This criterion found in [8, p. 139] strongly suggests a possibility of analogous linear
stability analysis for numerical schemes of SDE to those of ODE. We can consider that the linear
parts of f and g are dominant in the asymptotic behaviour of solutions around the equilibrium
position.
2.2. Numerical asymptotic stability
To cope with linear stability analysis, we introduce a linear test equation (supermartingale equa-
tion)
dy(t) = y(t) dt + y(t) dW (t > 0) with ;  2 C (4)
with the initial condition y(0)=1 to the numerical stability analysis. Since the exact solution of (4)
is written as
y(t) = expf(− 122)t + W (t)g;
it is quite easy to show that the equilibrium position y(t)  0 is stochastically asymptotically stable
if
Re (− 122)< 0: (5)
We can arrive at the following denition which is found in [11].
Denition 3. When a numerical scheme is applied to the stochastically asymptotically stable equation
(4) and generating the sequence fyng, it is said to be numerically asymptotically stable if
lim
n!1 jynj= 0 with probability 1:
To analyze the behaviour of real stochastic processes derived from various numerical schemes,
the following lemma given in [11] is useful.
Lemma 4. Given a sequence of real-valued, nonnegative, independent and identically distributed
random variable fZng; consider the sequence random variable fYng dened by
Yn =
 
n−1Y
i=0
Zi
!
Y0;
where Y0>0 and Y0 6= 0 with probability 1. Suppose that the random variable log(Zi) are
square-integrable. Then limn!1 Yn = 0 with probability 1 i E(log(Zi))< 0 for all i.
However, the numerical asymptotic stability criterion does not work well. The reason is that
criterion (5) allows the case Re > 0: It implies that some sample paths of the solution surely
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decrease to 0, whereas their distributions possibly increase. This can be understood through the fact
that when Re > 0 the equation cannot be asymptotically stable even in the ODE sense. Henceforth,
it is impossible to carry out a numerical scheme until all the sample paths of the exact solution
diminish to 0 if two conditions Re > 0 and Re ( − 122)< 0 are valid simultaneously. Since the
numerical solution would reect this statistical property, nobody can expect a numerically stable
solution. Even in the case of the stochastic -method given by
yn+1 = yn + (1− )f(yn)h+ f(yn+1)h+ g(yn)Wn ( 2 [0; 1]) (6)
there are combinations of the parameters  and  in (4) which do not give numerical asymptotic
stability with any h (see [11]).
This investigation implies the necessity of another stability concept for SDEs. That is, we try to
answer the question what SDE has all sample paths whose distribution tends to 0 as t !1.
2.3. MS-stability
Analysis of the previous subsection suggests an introduction of a norm of the SDE solution with
respect to the underlying stability concept.
Denition 5. The equilibrium position y(t)  0 is said to be asymptotically stable in pth mean if
for all positive  there exists a positive  which satises
E(jy(t)jp)< for all t>0 and jy0j< (7)
and, furthermore, if there exists a positive 0 satisfying
lim
t!1 E(jy(t)j
p) = 0 for all jy0j<0: (8)
The most frequently used case p=2 is called the mean-square case. Thus we introduce the norm
of the solution by kyk= fEjyj2g1=2.
The necessary and sucient condition is rather simple (see [18]).
Lemma 6. The linear test equation (supermartingale equation) (4) with the unit initial value is
asymptotically stable in the mean-square sense (abbreviated as MS-stability) i Re + jj2=2< 0.
Note that since the inequality Re(2− 2)62Re + jj2 is always valid, the asymptotic stability in
the mean-square sense implies the stochastic stability.
2.4. Numerical MS-stability
For asymptotically MS-stable problems of SDEs, what conditions are imposed to derive numeri-
cally asymptotically MS-stable solutions? That is to say, what conditions should be for the numerical
solution fyng of the linear test equation (4) to achieve kynk ! 0 as n!1?
Denote Ejynj2 by Yn. When we apply a numerical scheme to the linear test equation and take the
mean-square norm, we obtain a one-step dierence equation of the form Yn+1 =R( h; k)Yn where two
scalars h and k stand for h and 2=, respectively. We can call R( h; k) the stability function of the
scheme, and arrive at the following.
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Denition 7 (Saito and Mitsui [18]). The scheme is said to be numerically MS-stable for h and
k if its stability function R( h; k) is less than unity in magnitude. The set in C2 given by R =
f( h; k); jR( h; k)j< 1 holdsg is called the domain of MS-stability of the scheme.
In addition, we can say that a numerical scheme is A-stable if it is MS-stable for arbitrary h which
is suciently small for the convergence.
We will derive the stability function of some numerical schemes known in the literature. Details
with gures can be seen in [18].
First is the Euler{Maruyama scheme (6) (with = 0), whose application to (4) implies
yn+1 = yn + hyn + ynWn:
We obtain the stability function as
R( h; k) = j1 + hj2 + jk hj:
Fortunately, the function depends on h and jkj, not on k: Therefore, we obtain the domain of
MS-stability in the three-dimensional space of ( h; jkj):
Next is the stochastic -method (6). Note, we assume the implicitness only on the drift term f.
A calculation leads to the stability function
R( h; k; ) =
j1 + (1− ) hj2 + jk hj
j1−  hj2 :
By comparing the regions of MS-stability of the Euler{Maruyama and the semi-implicit Euler
schemes under the restriction of real h and k we can see that the latter is superior to the for-
mer with respect to the stability. Further discussion is carried out in [11].
2.5. T-stability
From the viewpoint of computer implementation, MS-stability may still cause diculty. To eval-
uate the quantity of the expectation Yn = E(jynj2) where yn is an approximating sequence of the
solution sample path, in a certain probability yn happens to overow in computer simulations. This
actually violates the evaluation of yn.
The above situation suggests an introduction of another stability notion with respect to the approx-
imate sequence of sample path (trajectory). It must take into account the driving process, whose way
of realization a numerical scheme for SDE requires for the increment Wn of the Wiener process.
For example, in the Euler{Maruyama scheme given in (6) Wn, which stands for W (tn+1)−W (tn),
can be exactly realized with n
p
h. More sophisticated schemes need more complicated normal
random variables. And these random variables are to be realized through an approximation with
pseudo-random numbers on computer, for the normal random number requires innitely many trials.
Therefore, we arrive at the following.
Denition 8. Assume that the test equation (4) is stochastically asymptotically stable in the large.
The numerical scheme equipped with a specied driving process said to be T-stable if jynj ! 0 (n!
1) holds for the driving process.
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The above denition gives rise to another problem: a criterion of T -stability depends not only on
the scheme but also on the driving process. It causes our analysis more diculty. To resolve it, we
can employ Lemma 4 again. For example, if the Euler{Maruyama scheme is applied to (4) then the
quantity T (h; ; ) dened through
log T (h; ; ) =
Z 1
−1
logj1 + h+ 
p
hxjp(x) dx
can stand for the T -stability function of the scheme, for T (h; ; )< 1 implies the T -stability.
For an illustration, we treat the Euler{Maruyama scheme with three-point random variables. The
random variable n is taken as Un
p
h whose probability distribution is given by
P(Un =
p
3) = 1=6; P(Un = 0) = 23 :
Since the density function is discrete, the integral is easily calculated to derive
A6(h; ; ) = (1 + h+ 
p
3h) (1 + h)4(1 + h− 
p
3h)
= (1 + h)4f(1 + h)2 − 32hg:
Similar to the Euler{Maruyama case, we may introduce the T -stability function for other schemes
(see [16,17]).
In [5], a more practical restriction of T -stability is introduced. To avoid stability violation due to
T -stability function close to 1, for a certain positive constant A less than 1 the scheme is said to be
T (A)-stable if the T -stability function is smaller than A.
Stability analysis for numerical schemes of SDEs is still in a premature stage, although much work
has been devoted to it. One of the present diculties is, contrary to the ODE case, linear stability
on the supermartingale equation cannot straightforwardly be extended to the multi-dimensional case,
for then we have two matrices for the drift and the diusion terms, not necessarily commuting with
each other. Therefore, much more study is expected.
3. Fixed stepsize implementation
The rst method for solving SDEs numerically was the Euler{Maruyama method which is in-
ecient due to its strong order of convergence 12 . Because of this limitation in order, numerical
methods of higher order have been developed. Burrage and Burrage [1] have focussed their attention
on stochastic Runge{Kutta methods (SRKs) of the form (for i = 1; : : : ; s)
Yi = yn + h
i−1X
j=1
aijf(Yj) +
i−1X
j=1

J1b
(1)
ij +
J10
h
b(2)ij

g(Yj);
yn+1 = yn + h
sX
j=1
jf(Yj) +
sX
j=1

J1
(1)
j +
J10
h
(2)j

g(Yj):
(9)
If the method does not include J10, then the maximum strong order is 1.0; the inclusion of
this Stratonovich integral allows methods with strong order greater than 1 to be developed (see
[1]). Methods formulated from (9) can be extended for use in the d-Wiener process case (as long
as the SDE system coecients are fully commutative | otherwise the order of the method is
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reduced to 0.5) by sampling additionally from 2; : : : ; d random number generators. One way of
overcoming this order reduction is to include commutators in the method formulation (see [3]).
However, implementation costs are increased for methods with commutators, due to the expense of
calculating derivatives, leading to the development of suitable methods without commutators [6].
A xed stepsize implementation of a SRK involves sampling the random variables in the method
(represented by J1 and J10, for example). The built-in random number generator that produces
samples from a N (0; 1)-distribution can be used; an alternative is to obtain samples from the
uniform distribution and to use the Polar{Marsaglia technique to produce pairs of normally dis-
tributed random numbers. Thus, given a pair (g1; g2) of normally distributed random variables,
J1 =
p
hg1; J10 = h3=2(g1 + g2=
p
3)=2.
With an initial value for the SDE, and with the means of sampling the necessary random variables,
the numerical method can be implemented step by step to obtain a trajectory of the solution. However,
xed stepsize implementations of numerical methods have limitations when, for example, the SDE
being solved is sti in some subdomain of the integration as this forces the stepsize to be very small
for the entire range of the integration. Thus it is natural to adapt the implementation technique to
use a variable stepsize, and it is this approach that is discussed in the next section.
4. Variable stepsize implementation
In order to use a variable stepsize technique, it is necessary to estimate the error at each step so
that a new and appropriate stepsize can be determined. This error estimation must be cheap, and in
this paper the errors are estimated via the process of embedding. In this paper, a two-stage SRK of
strong order 1 is embedded within a four-stage SRK of strong order 1.5, and the error at each step
is determined by comparing the numerical results from each of the two methods; only two extra
function evaluations are required to calculate the update value from the two-stage method, and so
the error estimate is achieved with minimal overhead.
Let y^n+1 be the numerical result obtained from the implementation of the s-stage method, and
let yn+1 be that obtained from the higher stage method (where the methods have order p^ and p;
respectively). Then yn+1 is used to advance the numerical computation on the next step, while both
y^n+1 and yn+1 are used to estimate the error. Here it is absolute error that is under consideration. For
an m-dimensional system, let toli be the tolerance permitted for the ith component; then an error
estimate of order q+ 12 (where q=min(p^; p)) is given by
error =
vuut 1
m
mX
i=1
yn+1; i − y^ n+1; i
toli
2
:
For the (R2,E1)-embedded pair of methods, in which q=1, we extend the variable stepsize strategy
in [9], and decrease the optimal stepsize by a safety factor (for example, fac=0:8) to avoid oscillatory
behaviour in the stepsize, and place bounds so that the stepsize does not increase or decrease too
quickly. Thus
hnew = hmin(facmx;max(facmn; fac(1=error)2=3)); (10)
where facmx and facmn are the maximal and minimal stepsize scaling factors allowed, respectively,
for the problem being solved.
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The embedded pair used to produce the numerical results in this paper consists of method R2
dened by
0 0
2
3 0
1
4
3
4
0 0
2
3J1 0
1
4J1
3
4J1
and the four-stage method E1 given by (9) with parameters
A=
0
BBBBB@
0 0 0 0
2
3 0 0 0
3
2 − 13 0 0
7
6 0 0 0
1
CCCCCA ; B
(1) =
0
BBBBB@
0 0 0 0
2
3 0 0 0
1
2
1
6 0 0
− 12 0 12 0
1
CCCCCA ; B
(2) =
0
BBBBB@
0 0 0 0
0 0 0 0
− 23 0 0 0
1
6
1
2 0 0
1
CCCCCA ;
T = (14 ;
3
4 ;− 34 ; 34 ); (1)T = (− 12 ; 32 ;− 34 ; 34 ); (2)T = (32 ;− 32 ; 0; 0):
Most implementations of numerical methods for solving SDEs use a xed stepsize, and indeed
convergence of the method was only demonstrated for such stepsizes. However, recently [7] have
proved that a method must have strong order at least 1 to guarantee convergence to the correct
solution if variable stepsizes are used. This result demonstrates that the embedded pair (R2,E1) will
converge to the correct solution in a variable stepsize implementation.
It is important when using a variable stepsize implementation to remain on the correct Brownian
path. The Brownian path consists of the Wiener increments sampled from the N (0; 1) distribution;
these increments are scaled according to the stepsize currently being used, so when a stepsize is
rejected, the increment must be rescaled in such a way that the integration remains on the true path.
This approach ensures that the same Brownian path can be traversed if the numerical calculations
are repeated with a dierent initial value or a dierent initial stepsize.
The approach in [7] was to use a Brownian tree of increments in the integration. The tree was
formed by xing a top level of increments with a nominal stepsize h0 and then successively halving
the stepsize and calculating the new increments on the subintervals so that the top level path was
adhered to. These increments accounted for J1, while any higher-order Stratonovich integrals (for
example, J10) could be calculated using a Levy area (see [14,7,3]). At any stage of the integration,
if the current stepsize h was rejected, the step would be retried with a stepsize of h=2, while if the
step was successful the next step would proceed with either h or 2h, depending on the alignment of
the current position within the tree. This binary tree structure necessitates only a halving or doubling
of stepsize, and in practice this can be too restrictive.
Another approach is in [15] who demonstrates that, given J1 and J10 on a xed Brownian path,
then for 0<h1<h and h2 = h− h1,0
BBBB@
J1(t0; t0 + h1)
J10(t0; t0 + h1)
J1(t0 + h1; t0 + h)
J10(t0 + h1; t0 + h)
1
CCCCA= AU
0
BBB@
N1
N2
A−1h

j1
j10

1
CCCA ; (11)
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is also on the same Brownian path; here (j1; j10)T are the sampled values corresponding to J1(t0; t0 +
h) =
R t0+h
t0
 dW (1)s and J10(t0; t0 + h) =
R t0+h
t0
R s
t0
 dW (1)s1 ds respectively, N1; N2  N (0; 1);
Ah =
0
@
p
h 0
1
2h
3=2 1=2
p
3h3=2
1
A ; A=
 
Ah1 0
0 Ah2
!
; =
h2
h1
;
U =
0
BBBBBB@
0 −( 2 − + 1)=c2 1=c3
p
3=c4
 3=2=c1
p
3=c2 0 1=c4
0 1− +  2=c2
p

p
=c3 −
p
3=c4
−1=c1
p
3 3=2=c2 0  3=2=c4
1
CCCCCCA
;
c1 =
p
 3 + 1; c2 =
s
(1− +  2) (1 + )3

; c3 =
p
+ 1; c4 =
q
(+ 1)3:
Setting h1 = h2 = h=2 yields the transformation required when a simple halving of h takes place.
Indeed, Mauthner [15] only develops this latter case, due to the ease of storing the simulated values
in a binary tree as well as the reduced cost associated with their simulation.
However, in this paper, the case with arbitrary stepsize change is developed as this provides
the most exibility for a variable stepsize implementation. First, the Brownian path is xed for a
nominated stepsize hx | this can represent a series of output points, for example. If this stepsize is
the maximum allowed for the integration, then all subsequent simulations are generated ‘downwards’;
however, if the integration requires h>hx, the simulated Stratonovich integrals can just as easily
be generated ‘upwards’ from the xed path. Given the xed Brownian path, the integration proceeds,
using the desired stepsize h1; the values of J1 and J10 on these subintervals do not need to be stored
| they can be merely generated as required based on the xed path. At the end of the integration,
the sum of the J1-values along the path actually followed equals the sum of the J1-values along the
xed path. Similarly, the J10-values adhere to the denition
J10(t1; t3) =
Z t3
t1
Z s
t1
 dWs1 ds=
Z t2
t1
Z s
t1
 dWs1 ds+
Z t3
t2
Z s
t1
 dWs1 ds;
= J10(t1; t2) +
Z t3
t2
Z t2
t1
 dWs1 +
Z s
t2
 dWs1

ds;
= J10(t1; t2) + J10(t2; t3) + (t3 − t2)J1(t1; t2);
for the subintervals [t1; t3] = [t1; t2] [ [t2; t3]. Further details using this approach, together with other
examples, can be found in [4].
This section will conclude with the presentation of an example which demonstrates the ecacy
of the variable stepsize approach.
Example 9. This SDE is taken from [12], (Eq. 4:4:46) and has been converted to Stratonovich form
dy =−(1− y2) dt + (1− y2)  dW
with  = 1 and = each of 0.8, 1.5 and 2.0. The xed stepsize results (using method E1) are
presented in Table 1, with the variable implementation results for a range of tolerances in Table 2
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Table 1
Fixed stepsize
 = 0:8  = 1:5  = 2:0
h Error Steps h Error Steps h Error Steps
1
3 | 30
1
4 | 40
1
5 | 50
1
5 8:88(−5) 50 18 | 80 110 | 100
1
10 6:67(−5) 100 124 2:51(−2) 240 135 3:94(−2) 350
1
36 1:01(−5) 360 184 6:90(−3) 840 1140 8:30(−3) 1400
Table 2
Variable stepsize
 = 0:8  = 1:5  = 2:0
Tol Error Tried OK Error Tried OK Error Tried OK
0.1 1:63(−2) 29 23 2:17(−2) 44 35 2:52(−2) 105 78
0.01 1:86(−3) 47 37 1:89(−3) 81 61 3:08(−3) 112 82
0.001 1:58(−4) 114 86 1:78(−4) 261 191 2:69(−4) 399 289
0.0001 1:64(−5) 383 279 1:61(−5) 961 694 3:00(−5) 1588 1143
(average steps tried and steps accepted are given too). The initial value is 0, the integration is carried
out from 0 to 10, and for the variable implementation an arbitrary initial stepsize of 132 was used.
The results were averaged over 100 trajectories.
5. Conclusions
It is clear from the discussion in this paper that stability is a critical aspect in designing useful
numerical methods. Just as crucial, and what has been given less attention until recently, is that
any eective implementation must consider a number of important issues, one of which is a variable
stepsize implementation (under the proviso that dierent numerical simulations must follow the same
Brownian path).
The numerical results in this paper have demonstrated that the variable stepsize implementation
is far superior to that of xed stepsize unless the stochasticity is small enough (e.g.,  = 0:8) for
the numerical solution to be smooth (in which case any variable stepsize implementation does not
have a chance to perform under conditions suited to it). Also, although there is not exact tolerance
proportionality when the tolerance is reduced by a factor of 10, the decrease in error is nearly
in proportion. Clearly, our approach and the approach in [4] is very promising and oers great
exibility.
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