We collect several observations that concern variable-length coding of two-sided infinite sequences in a probabilistic setting. Attention is paid to images and preimages of asymptotically mean stationary measures defined on subsets of these sequences. We point out sufficient conditions under which the variable length coding and its inverse preserve asymptotic mean stationarity. Moreover, conditions for preservation of shiftinvariant σ-fields and the finite-energy property are discussed, and the block entropies for stationary means of coded processes are related in some cases. Subsequently, we apply certain of these results to construct a stationary nonergodic process with a desired linguistic interpretation.
Introduction
Let X and Y be a pair of countable sets, called here alphabets. Fixing λ as the empty string, denote the set of nonempty strings over an alphabet X as X + := n∈N X n and the set of all strings as X * := X + ∪ {λ}. The set of onesided infinite sequences x N = (x i ) i∈N = x 1 x 2 x 3 ... is written X N and the set of two-sided x Z = (x i ) i∈Z = ...x −1 x 0 .x 1 x 2 ... is denoted by X Z . (Mind the bold-face dot between the 0-th and the first symbol.) Shorthands x n := (x i ) 1≤i≤n and x l k := (x i ) k≤i≤l denote substrings, whereas |x| is the length of a string x.
Subsequently, consider a function f : X → Y * that maps single symbols into strings. We will extend it to f * :
where x i ∈ X. These extensions are known in literature under several names, such as "variable-length coding" [23] or "sequence morphisms" [3] . The finite extension (1) plays a fundamental role in the definition of instantaneous codes in information theory [9] . On the other hand, probabilistic analyses that involve strong laws and ergodic theorems necessarily operate on infinite sequences, cf., e.g., [24, 19, 21] . For these analyses, extensions (2) and (3) seem more natural, and the variable-length coding (3) has been discussed by communication engineers for a few decades [7, 17, 27] . Fix a sufficiently rich probability space (Ω, J , P ), and let (X Z , X Z ) and (Y Z , Y Z ) denote the standard measurable spaces of two-sided infinite sequences. Let us consider a "shrunk" stochastic process (X i ) i∈Z : (Ω, J ) → (X Z , X Z ) and an "expanded" process (Y i ) i∈Z : (Ω, J ) → (Y Z , Y Z ) related through an almost sure equality
assuming that lim n f * (X n −m ) = lim m f * (X n −m ) = ∞ almost surely. Throughout the article, the distributions of these processes will be written as µ = P ((X i ) i∈Z ∈ ·) and ν = P ((Y i ) i∈Z ∈ ·) = µ • f Z −1 .
Having denoted the shift operation as T (x Z ) := ...x 0 x 1 .x 2 x 3 ... = (x i+1 ) i∈Z , a measure µ on (X Z , X Z ) is called asymptotically mean stationary (AMS) if the limitsμ
exist for all A ∈ X Z , see [17, 21] . The limitμ, if it exists as as a total function X Z → R, forms a stationary measure on (X Z , X Z ), i.e.,μ•T −1 =μ, and is called the stationary mean of µ. It is possible that limits (6) exist for a computable measure µ and all cylinder sets but they do not exist for some other sets, see Example 6.3 later.
As we shall show, under mild conditions, the transported measure ν = µ • f Z −1 is AMS if µ is AMS. A weaker proposition, assuming a stationary µ, was obtained in [17, Example 6] . Besides coding theory, stationary means µ • (f Z )
of variable-length coded measures appear in disguise in statistical applications such as length-biased sampling [10] or philosophical probabilistic puzzles such as the Sleeping Beauty problem [14] . An application at the interface between information theory and linguistics has drawn our attention to the question whether a few specific properties of a stationary measure µ can be simultaneously preserved by the stationary mean
where X is infinite, and Y is finite. In this article, we gather several results of independent interest that concern partly relaxed and partly more general cases of our original problem. The question that stimulated our research will be presented at the end of this section and answered in positive later.
We shall not discuss measures on one-sided sequences, see [22, 17] , since they do not arise naturally in the methods and applications considered here. However, there appear a few more specific conditions on the coding function f Z , which appeal to two-sidedness of coded sequences. The first condition has to do with various concepts of synchronization, see [26, 6, 2] .
For example, f Z is a synchronizable injection for a comma-separated code f (x) = g(x)c, where c ∈ Y m , and g : X → (Y m \ {c}) * is an injection. Other conditions considered are more local. Let us recall that a set of strings L ⊂ Y * is called (i) prefix-free if w = zs for w, z ∈ L and s ∈ Y + , (ii) suffix-free if w = sz for w, z ∈ L and s ∈ Y + , (iii) fix-free if it is both prefix-free and suffix-free, and (iv) complete if it satisfies the Kraft equality w∈L |Y| −|w| = 1, where |Y| is the cardinality of Y.
* is called (complete) prefix/suffix/fixfree if f is an injection and the image f (X) is respectively (complete) prefix/suffix/fix-free. For finite f (X), f is called finite.
For instance, the set {01, 000, 100, 110, 111, 0010, 0011, 1010, 1011} is complete fix-free with respect to Y = {0, 1} [16, 1] . The aforementioned comma-separated code f (x) = g(x)c is prefix-free but it is not complete.
The main results of this paper are as follows:
| is in the range (0, ∞) µ-almost everywhere (Section 2). This result generalizes [17, Example 6] , where µ • f Z −1 was shown AMS provided that µ is stationary, f Z is an injection, and the µ-expectation ofl is finite.
(ii) The shift-invariant algebras for processes (X i ) i∈Z and f Z ((X i ) i∈Z ) remain in one-to-one correspondence, and their distributions coincide on these algebras if f Z is a synchronizable injection (Section 3).
(iii) The measure ν • f Z is stationary or AMS respectively for a stationary or an AMS measure ν if f is complete fix-free (Section 4).
(iv) Write the cylinder sets as [u] := x Z : x |u| = u . As defined in [25] , a measure µ has finite energy if conditional probabilities of cylinder sets are uniformly exponentially damped, i.e., if
for certain c < 1 and K < ∞. (Condition (7) may be only satisfied for c ≥ |X| −1 and, for a finite alphabet X, (7) implies that the length of the longest nonoverlapping repeat in the µ-distributed block of length n is almost surely bounded by O(log n) [25] .) We will show that the stationary meanμ has also finite energy if (7) holds. Moreover, µ • f Z −1 has finite energy if µ has finite energy and f is finite prefix-free (Section 5).
(v) Block entropy for a measure µ on (X Z , X Z ) is the function
where we also use the shorthand H µ (n) := H µ (0; n). We will demonstrate that for a fixed length injection f : X → Y K , a finite X, and ν = µ• f Z −1 , block entropies Hμ(n) and Hν(nK) of the stationary means do not differ more than a constant (Section 6).
We have researched these topics while seeking for a class of nonergodic processes (Ȳ i ) i∈Z that satisfy four conditions: (a) (Ȳ i ) i∈Z is a process over a finite alphabet Y = {0, 1, ..., D − 1}, (b) (Ȳ i ) i∈Z is stationary, (c) (Ȳ i ) i∈Z has finite energy, and
holds for a certain β ∈ (0, 1), allδ ∈ (1/2, 1), and the setsŪδ(n) := k ∈ N :P s k Ȳ n =Z k ≥δ of well-predictableZ k 's, where functions
As demonstrated in [12] , properties (a)-(d) imply a power-law growth of the number of distinct nonterminal symbols in the shortest grammar-based compression of the blockȲ i+n i+1 , see [20, 8] . In a linguistic interpretation posited in manuscript [12] , variablesȲ i stand for consecutive letters of an infinitely long text, whereas the values of variablesZ i stand for random facts repetitively described in the text. Since nonterminal symbols of grammar-based compressed texts in natural language often correspond to words of a particular language (we mean words in the common sense of strings of letters separated by spaces), the demonstrated implication forms a new explanation of a power-law growth of text vocabulary (known as Zipf's law in linguistics [28] ). Precisely, the explanation takes the form of the statement: If an n-letter long text describes n β independent facts in a repetitive way, then the text contains at least n β / log n different words.
Properties (b)-(d), but not (a), are satisfied by the following process.
Example 1.3 ([13])
Let (X i ) i∈Z be a process on (Ω, J , P ), where variables
assume values from an infinite alphabet X = N × {0, 1}, variables K i and Z k are probabilistically independent, K i are distributed according to a power law,
Let us write u ⊑ v when a sequence or a string v contains a string u as a substring. For X = N × {0, 1} and v ∈ X Z ∪ X * , define the predictors
Variables Z k are measurable against the shift-invariant σ-field of (X i ) i∈Z since they satisfy
and [12] . We have supposed that a suitable distribution over a finite alphabet can be constructed as the stationary mean of a certain encoding of the process (11) . The results of Sections 2 through 6 suggest the following statement: 
where 1b(k) ∈ {0, 1} + is the binary representation of a natural number k. The process (Ȳ i ) i∈Z distributed according to the stationary meanP
This proposition is proved in the final Section 7. The inequality ζ(β −1 ) > 4 holds for β > 0.7728.... Mind that processes (Ȳ i ) i∈Z and (X i ) i∈Z live on different probability spaces, say (Ω, J ,P ) and (Ω, J , P ), respectively. Obviously, the coding function (14) is prefix-free, and its extension f Z is a synchronizable injection.
AMS measures and finite expansion rate
Previous accounts of AMS measures on two-sided sequences can be found in [17, 15] . Let us recall a few useful facts. First of all, for the shift
can be equivalently characterized as such that the almost sure ergodic theorem is satisfied, i.e., the limit lim n n
. Trivially,μ = µ for a stationary µ. However, the equalitȳ
is also satisfied for the T -invariant algebra I X := A ∈ X Z : T −1 A = A in the general AMS case. This follows directly from (6), see [17] . Extending the concept of ergodicity, usually discussed for stationary measures, an AMS measure µ is called ergodic if µ(A) ∈ {0, 1} for all A ∈ I X .
The lemma below is mostly a well known fact:
is AMS if and only if there exists a stationary measure
In the latter case, we have τ ≫μ ≫ µ. Remark: The notation τ ≫ µ stands for measure dominance, i.e., τ (A) = 0 implies that µ(A) = 0 for all sets A in the domain of µ.
The proof in [15] does not cover the inequality τ ≫μ. To justify it, let us observe that τ ≫ µ and τ (A) = 0 imply µ(T −i A) = 0. Henceμ(A) = 0 as well. Moreover, the proof in [15] cannot be carried to the one-sided case since it applies invariant sets of form i∈Z T i A. The same trick resurfaces in Proposition 2.3 below and in Section 3, where synchronizable injections are considered.
By the definition,μ(A) = lim n n
. Hence a useful frequency interpretation follows by the dominated convergence.
Lemma 2.2 For an AMS measure
Remark: In the ergodic case, the integrated expression is almost everywhere constant. Symbol 1 {ϕ} therein denotes the indicator function, i.e., 1 {ϕ} := 1 if ϕ is true and 1 {ϕ} := 0 otherwise. Now we move on to variable-length coding of an AMS measure µ on (
. By the ergodic theorem [19, Theorem 9.6] and Lemma 2.1, the limit
exists bothμ-and µ-almost everywhere. We will call the functionl(·) the expansion rate, whereas its expectation will be denoted by
where −1 k=0 := 0. By the quasiperiodic identity
we have
The following proposition is a direct consequence of the above identities and the two previous lemmas.
Proposition 2.3 Let µ be an AMS measure on (X
Z , X Z ) and suppose that the expansion rate (18) is µ-almost surely in the range (0, ∞) for an f : X → Y * .
Proof: The transported measure ν is a measure on (Y Z , Y Z ) if and only if lim n S(x Z , n) = ∞ µ-almost surely. This condition is satisfied. Observe that the limits in the brackets in (23)- (25) exist µ-andμ-almost surely. Consequently, the integrals are equal. Denote the right-hand side of (23) as τ (A). The function τ is a stationary measure on (Y Z , Y Z ) by the dominated convergence and the Vitali-Hahn-Saks theorem. Suppose that there exists a set A ∈ Y Z such that ν(A) > τ (A) = 0. Then we would have ν(B) > τ (B) = 0 for B = i∈Z T i A. But B is shift-invariant, so τ (B) = ν(B) by formula (23) . Thus, our assumption was false, and we rather have τ ≫ ν. Hence ν is AMS in view of Lemma 2.1. Moreover, τ coincides with the expression forν given by Lemma 2.2. (18) is µ-almost surely in the range (0, ∞) andμ =τ for two AMS measures µ and τ , then
Corollary 2.4 If the expansion rate
Putting τ =μ, we obtainν =μ
)|. This idea is more generic, see [7, 18] . Proposition 2.5 Let µ be an AMS measure on (X Z , X Z ) and suppose that the expected expansion rate (19) is in the range (0, ∞) for an f : X → Y * . Then there exists a stationary measure
Remark: Under the above assumptions, the expansion ratel(·) may vanish on a set of positive measure.
Proof: Stationarity of ρ was discussed in [17] for an injective f Z . The following proof is more general. First of all, we have ρ(Y Z ) = 1, whereas the countable additivity follows by the dominated convergence theorem. As for stationarity, we obtain
Although ρ does not necessarily equalν, it dominates the measure ν.
Corollary 2.6 Suppose that the hypothesis of Proposition 2.5 holds true and
Measure ρ is stationary by Proposition 2.5, so ν is AMS, and ρ ≫ν by Lemma 2.1.
The next proposition states that ρ is the stationary mean of the transported measure if the expansion rate is almost surely constant.
Proposition 2.7 Suppose that the hypothesis of Proposition 2.5 holds true and
Proof: By stationarity ofμ, identity (22) , and the dominated convergence,
This expression equalsν(A) by Proposition 2.3 ifl(·) = L almost surely.
Example 2.8
The equality l(·) = L holds almost everywhere for the nonergodic process (11) and f : N × {0, 1} → {0,
, and |w(z)| = A. Code (14) falls under that case.
Synchronization and shift-invariant σ-fields
For an injection π : X Z → Y Z , the transported shift
considered in [17, Example 6] , constitutes an injection π(X Z ) → π(X Z
However, this can be overcome easily given certain care.
Lemma 3.1 For an injection
where T π is defined by (27) . We have
Proof: The right equality is obvious. As for the left relation, observe that
Proposition 3.2 For a synchronizable injection
Proof: By Lemma 3.1, Q ⊂ Q π . Thus it suffices to show that Q π ⊂ Q or, equivalently, that I X ⊂ π −1 (Q). We will demonstrate the latter. Consider an A ∈ I X and construct the set E = π(X Z ) ∩ i∈Z T i π(A) ∈ Q. Since π is synchronizable and A is T -invariant, we have that π −1 (E) = A.
Proposition 3.3 Consider a synchronizable injection
For each E ∈ I Y , there exists such an A ∈ I X , and for each A ∈ I X , there exists an E ∈ I Y such that
Remark: As a further corollary, either both measures µ and ν are ergodic or neither of them has this property. Let us recall thatμ(A) = µ(A) for A ∈ I X and an AMS µ. The analogical equalityν(E) = ν(E) holds for E ∈ I Y and an AMS ν. Some oddness of (28) is buried in the fact thatν(E) does not necessarily equalν(E ∩ π(X Z )). It is only the support of ν that is confined to π(X Z ), and π(X Z ) need not be T -invariant, as it has been remarked.
Proof:
For E ∈ I Y , take A = π −1 (E). For A ∈ I X , take E = i∈Z T i π(A). Then the equality follows immediately from Proposition 3.2. [13] . Hence the expanded process (Y i ) i∈Z = f Z ((X i ) i∈Z ) distributed P ((Y i ) i∈Z ∈ ·) = ν and its stationary mean (Ȳ i ) i∈Z distributedP ((Ȳ i ) i∈Z ∈ ·) = ν have the same property if we use a comma-separated code f : X → Y * , like (14) . Moreover, (Ȳ i ) i∈Z has a nonatomic shift-invariant sub-σ-field if and only if (10) 
Example 3.4 Process (11) has a nonatomic shift-invariant sub-σ-field

Complete fix-free codes and stationarity
This section contains a result of independent interest, loosely related to the setting of our initial problem. For any injection π : X Z → Y Z , measures may also be transported in the opposite direction. That is, for any measure ν on
A condition opposite to synchronization appears when this mapping is required to preserve stationarity. We came across the following proposition, which seemingly has not been noticed so far, cf. [4] : Proposition 4.1 Suppose that X is finite and f : X → Y * is complete fix-free. Then
Remark: Statement (i) may be false for a complete infinite prefix-free set f (X). For instance, the set f Z −1 ({...00.00..}) is empty for f (n) = 0 n−1 1 : n ∈ N , X = N, and Y = {0, 1}. However, we do not know of any complete infinite set of strings that would be both prefix-and suffix-free, cf. [16, 1] .
is a twosided sequence for x Z ∈ X Z . Moreover, given a y Z ∈ Y Z , we can reconstruct the unique x Z ∈ X Z with f Z (x Z ) = y Z by cutting off the consecutive suffixes or prefixes belonging to L from y 0 −∞ and y ∞ 1 . By the following reasoning, this parsing process is guaranteed not to stop after a finite number of steps.
On the contrary, assume that there is such an infinite sequence y ∞ k (the mirrorlike argumentation applies to y k −∞ ) such that no w ∈ L is a prefix of y ∞ k . Let v be a prefix of y ∞ k that is longer than any w ∈ L. The set {v} ∪ L is prefix-free, and so w∈L |Y| −|w| ≤ 1 − |Y| −|v| < 1 by the Kraft inequality. We have arrived at a contradiction, so the assumption was false.
(ii) By the Kolmogorov process theorem and the π-λ theorem, stationarity of µ is equivalent to the set of equalities
On the other hand, stationarity of ν is equivalent to
The following auxiliary fact is useful to derive (29) Using this, the left equality in (29) may be proved by induction on l(M) starting with M m = {λ}. The proof of the right equality is mirrorlike.
Corollary 4.2 Suppose that
where the last measure is stationary by Proposition 4.1. Hence the claim follows by Lemma 2.1.
Preservation of the finite-energy property
We supposed that both f Z and f Z −1 preserve the finite-energy property if the coding function f is sufficiently nice, prefix-free in particular. The proofs are a bit more complicated than we expected, but convenient sufficient conditions can be formulated.
Definition 5.1
More specifically, we will say that (i) a measure µ on (X Z , X Z ) has (K, c)-energy if c < 1, K < ∞, and condition (7) holds and (ii) the measure µ has (K, c, f )-energy for a coding function f : X → Y * if c < 1, K < ∞, and
Remark: If a function f : X → Y * is prefix-free, then, by the Kraft inequality x∈X |Y| −|f (x)| ≤ 1, condition (31) may be only satisfied for c ≥ |Y| −1 . In particular, the inequality c > |Y| −1 must be strict for a noncomplete coding function, i.e., when x∈X |Y| −|f (x)| < 1.
). The extension f * is an injection for a prefixfree f . Moreover, if both z and w belong to f * (X * ), then
In particular, for z = f * (u) and w = f * (v), we obtain
The converse of Proposition 5.3 is valid under additional restrictions. Denote the difference of strings w, z ∈ Y * as
We choose this definition to have p |w−z| ≤ p |w|−|z| for p ∈ (0, 1). The set of z's that fall under the first two cases is denoted as
Moreover, for a set L ⊂ Y * , we define the remainder w L of a string w ∈ Y * as the shortest element of the set {w − s : s ∈ L * , |s| ≤ |w|}. The completion set of the string w with respect to the set L is defined as
This set is prefix-free for a prefix-free L.
Proposition 5.4 Suppose that
Proof: If z = f * (u) and w = f * (v) for some u and v, then
Notice that ν([z]) = s∈Lz ν([zs]) for any z ∈ Y * . Assume now that z ∈ L * and let w be arbitrary. By L zw = L w we obtain
Eventually, consider arbitrary z and w. We have Proof: Assume that µ has (K, q)-energy. We have |L w | ≤ |L| < ∞ and sup z∈Lw |z| ≤ sup z∈L |z| < ∞. Hence we obtain inequalities M f (p) < ∞, N f,µ (p) < ∞, and (31) for p < 1 and c ∈ [max z∈L q 1/|z| , 1). In consequence, the claim follows by Proposition 5.4.
Below we present a more specific example with an infinite image f (X).
Corollary 5.6 Let
where 1b(k) ∈ {0, 1} + is the binary representation of a natural number k, and
* is a string of fixed length,
In particular, (31) follows for K = 1. Consider a string w ∈ Y * and let a l be the number of strings of length l in the set L w . We can see that a l ≤ 1 for
So the claim holds by Proposition 5.4.
By means of the following two simple statements, the above result can be extended to certain nonergodic measures, including the distribution of process (11) and its stationary variable-length coding.
Proposition 5.7
Consider a measure P on (Ω, J ) and a probability kernel τ from (Ω,
for P -almost all ω ∈ Ω, and the function τ (A, ·) is measurable J for each A ∈ Y Z ). If τ (·, ω) has (K, c)-energy for P -almost all ω ∈ Ω, then so does the measure τ (·, ω)dP (ω).
Proof:
Block entropies of stationary means
For a stationary measure µ, block entropy H µ (n) = H µ (0; n) defined in (8) is a nonnegative, growing, and concave function of n, see [11] . Hence the limit
known as the entropy rate, exists in that case. Whereas block entropy behaves less regularly in a general AMS case, we can bound the block entropy of the stationary mean in the following way. 
Proof: The claim
follows by the Jensen inequality for the function p → −p log p.
Proposition 6.2
Let µ be AMS with hμ < ∞ and H µ (n) < ∞ for all n. Then
Proof: By the generalized Shannon-McMillan-Breiman theorem [5, Theorem 2] and (16), the L 1 (μ) convergence
holds for the stationary measureμ if hμ < ∞. On the other hand, by [5, Theorem 3] , an AMS measure µ with H µ (n) < ∞ satisfies
for µ-andμ-almost all x Z . Hence the claim follows by the Fatou lemma. 
Ifμ is extended from these values to a measure on (X Z , X Z ), then Hμ(m) = m log 10 and hμ = log 10 but H µ (i; m) = 0. Hence µ cannot be AMS.
Block entropies of two stationary means linked through variable-length coding can be related as well. The link for the entropy rate is very simple if the expansion rate is constant and the coding function is uniquely decodable.
Proposition 6.4 (cf. [27, Theorem 1]) Let µ be AMS on (X
Z , X Z ) with hμ < ∞ and H µ (n) < ∞ for all n and suppose that the expansion rate satisfies
for the measure ν = µ • f Z −1 if hν < ∞. Remark: We have hμ < ∞ and H µ (n) < ∞ if µ is stationary and H µ (1) < ∞, whereas hν < ∞ if the alphabet Y is finite. Formula (37) is a special case of [27, Theorem 1] , but their proof is partly flawed. It uses the version of the ShannonMcMillan-Breiman theorem [17, Corollary 4] , which is true only for finite X and Y. A correct proof for any X and Y, invoking the already mentioned Theorems 2 and 3 from [5] , is given below. As noticed in [27, Theorem 1], lim n n −1 log µ([x n ]) converges almost surely to the entropy rate of the x Z -typical ergodic component of the measure µ also when the expansion rate is not constant, see the ergodic decomposition theorems in [19, Chapter 9 until Theorem 9.12].
Proof:
The measure ν = µ • f Z −1 is AMS by Proposition 2.3, whereas the extension f * is an injection for a prefix-free f . Hence µ([
, whereas (35), (36), and their analogues for ν imply
In the following, we wish to obtain some bounds for Hν(n) in terms of Hμ(n) for finite n. We shall observe that formula (26) can be interpreted in terms of random variables if |f (x)| > 0 for all x ∈ X. To simplify the notation, we shall assume here thatμ = µ := P ((X i ) i∈Z ∈ ·) is the measure of a stationary process (X i ) i∈Z . Then ρ =P ((Ȳ i ) i∈Z ∈ ·) is the stationary distribution of
where the random shift N and the nonstationary process (X i ) i∈Z are conditionally independent givenX 1 , their distribution beinḡ
Suppose thatl(·) = L holds µ-almost surely. As shown in Proposition 2.7, this guarantees that ρ =ν for the AMS measure ν := P ((Y i ) i∈Z ∈ ·) of the expanded process (4). Thus we have
where
is the entropy of a discrete variable U . Denote the conditional entropy H P (U |V ) := H P (U, V ) − H P (V ) and covariance Cov P (U, V ) := E P (U V )− E P U E P V . Entropies of blocks drawn from the above introduced processes can be linked easily when blocks of random length are allowed.
Proposition 6.5
Suppose that a process (X i ) i∈Z is stationary and L = E P |f (X i )| < ∞ for a prefix-free f : X → Y * . Consider then processes (Y i ) i∈Z , (X i ) i∈Z , and (Ȳ i ) i∈Z that satisfy (4) , (38) Proof: In (i) and (iv), we use that f * is an injection for a prefix-free f .
(i) The claim is true since Y Mn = f * (X n ) and X n = (f * ) −1 (Y Mn ).
(ii) Whenever Cov P (|f (X 1 )| , − log P (X l k = ·)) ≥ 0, we observe
(iii) By (40).
(iv) By (38), the stringȲM n −M1 is a function ofX n and N , whereas strinḡ X n 2 is a function ofȲM n and N . Hence the claimed inequalities follow.
(d) DefineZ k :=s k ((Ȳ i ) i∈Z ). The functionss k are shift-invariant. Notice that Z k =s k ((Y i ) i∈Z ) almost surely on the space (Ω, J , P ). Hence, by Eq. (16) applied to the AMS measure µ • f Z −1 , the process (Z k ) k∈N also consists of independent equidistributed binary variables measurable against the shift-invariant σ-field of (Ȳ i ) i∈Z .
Repeat the construction of processes that precedes Proposition 6.5, putting M n := n i=1 |f (X i )| andM n := n i=1 f (X i ) . Recalling that E P M 1 = L, fix such a C a > 0 that
for some a ∈ (δ, 1). Observe thats k (Ȳ m ) = z if s k (X n 2 ) = z ∈ {0, 1} and M n ≤ m. Hence,
The event on the right-hand side is measurable (X i ) i∈Z sinceZ k = s k ((X i ) i∈Z ). On the other hand, s k ((X i ) i∈Z ) = Z k . Thus by (39) and further by the independence of the variable M 1 from (X n 2 , Z k ) we obtain
2 )=Zk,Mn−M1≤m−Ca} . But (X i ) i∈Z is stationary, so the last expression yields simplȳ
Now, by P (A ∩ B) ≥ P (A) − P (B c ) and by the Markov inequality,
Taking δ >δ/a and n = (δ −δ/a)L −1 (m − C a ) , we obtain k ∈Ūδ(m) ⇐= a P (s k (X n ) = Z k ) − (δ −δ/a) ≥δ ⇐⇒ P (s k (X n ) = Z k ) ≥ δ ⇐⇒ k ∈ U δ (n), so (9) follows for β = α −1 from (13).
