The problem considered in this paper arose in connection with the rearrangement of railroad cars in China. In terms of sequences the problem reads as follows:
Introduction
In this paper we consider a real life problem dealing with rearranging cars of trains. The problem has been formulated in 1]. Let T be a train with n cars, a 1 ; a 2 ; :::; a n arriving at a station in the given order. The cars have di erent destinations and at the station we want to rearrange their order so that all cars with the same destination will be grouped together. To be able to rearrange the order of cars, the train is taken to a shunting yard where the rail splits into k \auxiliary" rails. Then the rst car a 1 is taken to any of the k rails, where it will be the rst car on that rail. In general, a car a i can be taken to any of the k rails where it is placed behind the cars already being there. At the end of the process cars from one of the k rails are placed at the beginning of the rearranged train, followed by all cars from another rail etc.
Since we have in general several trains at the station and we want to process them simultaneously, the target is to use as few auxiliary rails as possible for each train. Clearly the number of rails needed for each train is never more than the number of destinations. We will denote the minimum number of auxiliary rails needed for the required rearrangement by K(T). Trivially, K(T) is at most the total number of destinations in T. An equivalent and more easily understood reformulation of the problem was given by Donald Knuth ( a personal letter). He also conjectured that the decision problem stated below is NP-complete. Let S = fS 1 ; :::; S t g be a partition of the set I n = f1; 2; :::; ng. The numbers from I n correspond to cars of a train, while partitions correspond to destinations. Thus, cars a i ; a j have the same destination if and only if the numbers i; j belong to the same part of S. Now the Train Marshalling Problem (TMP) reads as follows: Find the smallest number k = K(S) so that there is a permutation (1); :::; (t) of 1; :::; t so that the sequence of numbers 1; 2; :::; n; 1; 2; :::; n; :::; 1; 2; :::; n where the interval 1; 2; :::; n is repeated k times, contains all the elements from S (1) , followed by all the elements of S (2) , ... , and nally all the elements of S (t) . In this formulation the trivial bound becomes K(S) t. Example.
For n = 11; t = 5 and a partition S = fS 1 ; S 2 ; S 3 ; S 4 ; S 5 ; g = ff1; 6; 11g; f2; 7g; f3; 8g; f4; 9g; f5; 10gg we get K(S) = 4, with the arrangement This example is shown schematically as a rearrangement of railway cars in Figure 1 to Figure 3 . By arrangement we will always understand an order of cars in a train in which all cars of the same destination are consecutive. Clearly, the numbers placed into the rst interval 1; :::; n are indices of cars placed on the same auxiliary rail and then placed at the beginning of the train, the numbers from the second interval are indices of cars from the rail taken after cars from the rst rail, etc. We will abuse language slightly and sometimes instead of an \element" of S we will simply say a \destination", and instead of \numbers" we will speak about \cars". We will also use the term \round" for the interval 1; 2; :::; n.
In this paper we show that the decision problem: Instance: Given natural numbers k; n and a partition S of the set I n . Question: Is K(S) k? is NP-complete. In light of this we give an upper bound on K(S) in terms of n.
2 The General Train Marshalling Problem is NPcomplete.
The proof of the NP-completeness of our problem TMP is similar to the NP-completeness proof of the Minimum -Contraction Hypergraph Embedding in a Cycle, see 2]. The reduction is done from Numerical Matching with Target Sums (NMTS).
Instance: positive integers a 1 ; : : :; a n ; b 1 ; : : : ; b n ; c 1 ; : : : ; c n . Question: Are there permutations 1 and 2 such that for all i = 1; : : : ; n; a 1 (i) + b 2 (i) = c i ?
Note that we may assume
c i and that, for 1 i; j n, it is a i 2; b i 2 and c j > b i ; c j a i + 2.
The Reduction
Let a 1 ; :::; a n ; b 1 ; :::; b n ; c 1 ; :::; c n be positive integers with the properties stated above. We will assign a partition (a train) S to the given numbers in the following way. The partition will be made up of 2n destinations, S 1 ; :::; S n ; T 1 ; :::; T n corresponding to the numbers a 1 ; :::; a n ; b 1 ; :::; b n , respectively. Our train will consists of n blocks X 1 ; :::; X n of cars, and the blocks are placed in increasing order with respect to the index i, i.e., in the order Further, we put cars of T k into the subblocks D i j for i = 1; :::; n; and j = 1; : : :b k . Inside any subblock the order of the cars is arbitrary up to the condition that all cars from S destinations, if any, precede cars from T destinations. So, there are in S a i n cars having destination S i , and b i n cars with the destination T i . The rst two subblocks in any block contains n cars with T destinations ( a i + 2 c j ,1 i; j n ), while the last subblock is made up of n cars of S destinations (b i < c j , 1 i; j n).
To show that the Train Marshalling Problem is NP-complete we prove the following statement.
Main Claim: K(S) = 2n ? 1 if and only if a 1 ; : : :; a n ; b 1 ; : : : b n ; c 1 ; : : :; c n satisfy the conditions of NMTS.
(: Suppose we have found permutations 1 and 2 satisfying the conditions of NMTS.
We place the destinations in the following sequence. c i?1 . Thus, the cars of the destination T 2 (n) will come at the beginning of the rst round. At the end of the rst round we place all cars from the destination S 1 (n) which are in the block X n . This is possible as a 1 (n) +b 2 (n) = c n . The remaining cars of the destination go to the beginning of the second round. The last one of them is in the block X n?1 . At the end of the second round we place cars with the destination T 2 (n?1) which are in the block X n . The other cars of the destination are placed at the beginning of the third round, etc. It is easy to check that any destination of a type (i) -(iv) does not cover exactly one among the 2n cars Y =fx i ; y i ; i = 1; :::; ng (we recall that a i 2; b i 2). So, each destination has to be of one type from (i) -(iv). Consequently, there is a bijection between the set Y and all the destinations, where to any car from Y we assign the unique destination M for which the car does not belong to I M . Suppose that for some x i we have that the only destination not covering the x i is of the type (i). This assumption leads to a contradiction as then the last car in the subblock D i 2 would be covered by all destinations (this time we recall that c j a i + 2; 1 i; j n).
Thus there is no T destination of type (i), all of them are of type (iii) which in turn implies that all S destinations have to be of type (ii).
Hence, for each i there is exactly one T destination and exactly one S destination with f T ,f S in the block X i . Consider a block X i for a xed i. The only two destinations which do not cover cars in subblocks D i 2 ; :::; D i c i ?1 are the S destination, say S j , for which f S j is in X i and the T destination, say T k , with f T k in X i+1 mod n . Thus, l T k < f S j . Moreover, as in each subblock cars with S destinations are placed in front of T destination cars, f T k is in a block which precedes the subblock containing f S j . As the destination T k does not cover Since the Train Marshalling Problem is NP-complete, in this section we provide a general upper bound on K(S) in terms of n, the total number of cars in a train. For that purpose, we set the number K n to be the maximum of K(S), where S ranges over all partitions of the set f1; :::; ng. The main result of this part of the paper is the following statement: Theorem. K n = d n 4 + 1 2 e We will prove by induction on n that K n d n 4 + 1 2 e and produce a partition S of f1; 2; : : : ; ng such that K(S) = d n 4 + 1 2 e.
First we introduce some more notation and state several observations.
We assume that S is a partition of I n , S = fS(1); S(2); :::; S(s)g. By S i we denote the element of S containing the number i. If some number will be denoted by x i ; y i ; z i , etc.
then it will be a number from the same element of S as the number i. So, S i = fi; x i ; y i ; :::g.
If we want to show that K(S) = t then sometimes we will list all elements in the individual t rounds. In such a case the symbol * indicates that we start a new round. For example, if S =ff1; 5g; f2; 6g; f3; 7g; f4; 8gg, then to show that K(S) = 3 we write:
156 2378 4
We will frequently make use of the following simple observation. Let T ?1 be a train obtained from a train T by reversing the order of its cars. This means that the car which was the rst in T will be the last car in T ?1 , etc. It is easy to see that
In the terminology of intervals, for a partition S = fS(1); :::S(s)g, S(j) = fa j 1 ; :::; a jr g an inverse partition S ?1 = fS 0 (1); :::; S 0 (s)g is given by S 0 (j) = fn ? a j 1 + 1; :::; n ? a jr + 1g. Now (y) translates to K(S) = K(S ?1 ).
Let T = fa 1 ; :::; a n g , and T 0 = fa i 1 ; :::; a in g be trains where i 1 < ::: < i n is an increasing sequence of indices, and two cars a j ; a k of T are of the same destination i the cars a i j ; a i k have the same destination. Then clearly K(T) = K(T 0 ). We will often utilize this trivial statement in the following form.
Let S 0 = fS(i 1 ); :::; S(i r )g be a subset of the partition S, where jS(i 1 ) ::: S(i r )gj = t. If all numbers of a destination S(i) are smaller than all numbers from a destination S(j) we will say that S(i) and S(j) do not overlap. Proof. In this case it is possible to place all cars of S(i) and S(j) into rst round and the statement follows. 2 Taking into account that K n+4 = 1 + K n and the Observations 1 and 3, in what follows it su ces to assume that at most one destination contains a single car, 2 jS(i)j 3 for all other i, and any two destinations with at least four cars in total overlap. Lemma 1. Let S(i 1 ); :::; S(i k ) be destinations such that jS(i 1 )j + :::+ jS(i k )j = t, and all the numbers of the interval f1; :::; jg belong to U = S(i 1 ) ::: S(i k ). If it is possible to arrange all numbers from U into k rounds so that the last k-th round contains only one number and that number is from the interval f1; :::; jg, then K(S) k ? 1 + K n?t . Proof. Suppose that a number p 2 f1; :::; jg is the only number in the last k-th round of the arrangement A of the elements from U. Then we can arrange all numbers by starting with the rst k ? 1 rounds of A, the k-th round will be made up by p together with the numbers from the rst round of an arrangement A 0 of the numbers not in U into K n?t rounds, and then appending the other rounds of A 0 . In total we have k ?1+K n?t rounds.
2
In what follows we will distinguish the cases with respect to the cardinality of S 1 and S 2 .
Lemma 2. Let jS 1 j = jS 2 j = 2 . Then K(S) 1 + K n?4 . Proof. Clearly, S 1 =f1; x 1 g di ers from S 2 =f2; x 2 g, otherwise S 1 would not overlap the other destinations. If x 2 > x 1 , then the arrangement 1; x 1 ; x 2 ; ; 2, otherwise the arrangement 2; x 2 ; x 1 ; ; 1 satis es the assumptions of Lemma 1, and we are done. 2 Lemma 3. If one of S 1 ; S 2 is of cardinality 1, then K(S) 1 + K n?4 .
Proof. Suppose rst jS 1 j = 1. If at least one destination is of cardinality 3 then it does not overlaps with S 1 , and the statement follows. In the case when there is no destination of cardinality 3 we have jS n?1 j = jS n j = 2; apply (y) and Lemma 2. Now let jS 2 j = 1. If jS 1 j = f1; x 1 ; y 1 g, then the arrangement 2; x 2 ; y 2 ; ; 1 satis es Lemma 1. The other case is treated the same way as the case jS 1 j = 1. 2 Lemma 4. Let jS 1 j = jS 2 j = 3. Then either K(S) 1 + K n?4 or K(S) 2 + K n?8 . Proof. Let S 1 = f1 < x 1 < y 1 g; S 2 = f2 < x 2 < y 2 g. First assume S 1 6 = S 2 . If jS 3 j = 1 then it is su cient to apply Lemma 1 to S 1 and S 3 with the arrangement 3; x 1 ; y 1 ; ; 1. Let jS 3 j = 3, S 3 = f3 < x 3 < y 3 g. Denote by M the largest number in U = S 1 S 2 S 3 = f1; 2; 3 < d 4 < ::: < d 9 = Mg . We will distinguish several subcases. Let d i , 3 < d i < M belong to the same destination as M, i.e., S j =fj; d i ; Mg. If i 2 f6; 7; 8g (i.e., d i is either the 6th or the 7th or the 8th largest element in U) then we can arrange the elements of U into 3 rounds with the third round containing only the car j. By Lemma 1 we get K(S) 2 + K n?9 . In the case d 4 or d 5 has the same destination as M then we can arrange all cars of U into 3 rounds where the third round contains only the smallest number from the destination of d 8 . Again, Lemma 1 nishes the proof. Next, suppose that jS 3 j = 2. Then we add to S 3 a dummy car which comes to the end of the train, i.e., S 3 =f3; x 3 ; n + 1g, denoting the new partition S 0 . By the same token as before we have K(S) K(S 0 ) 2 + K n+1?9 2 + K n?8 . At the end of the proof we note that in the case S 1 = S 2 and jS 3 j < 3 we can always apply Lemma 1 to S 1 and S 3 . If S 1 = S 2 and jS 3 j = 3 or one of S 1 ; S 2 equals S 3 then we take S 4 ; S 5 ; ::: until we get the third di erent destination and apply the above argument. 2 Lemma 5. Let n be an even number. If jS 1 j + jS 2 j = 5 then either (a) K(S) 1 + K n?5 or (b) K(S) 2 + K n?8 . Proof. In this proof we will denote the elements of destinations S 1 ; S 2 by fa 1 < a 2 g; fb 1 < b 2 < b 3 g, fa 1 ; b 1 g = f1; 2g in order not to have to distinguish whether the destination S 1 is of cardinality 2 or 3. The only case when we are not able to apply Lemma 1 to S 1 , and S 2 (which would yield part (a)) is when b 2 < a 2 < b 3 (z)
Suppose that there is a destination di erent from S 1 ; S 2 , having 3 cars, say S(j) = fc 1 < c 2 < c 3 g. Let 1; 2; d 3 < d 4 < : : : < d 8 be the numbers of U, the union of S 1 ; S 2 ; S 3 in the increasing order. Because of (z) and the fact that all destinations overlap, we get for a 2 , that a 2 = d i , where i 2 f5; 6; 7; 8g (i.e., a 2 is at least the 5th largest number in U). For i 2 f6; 7; 8g we can apply Lemma 1 to S 1 ; S 2 ; S(j) as we are able to arrange the numbers from U into 3 rounds so that the third round contains only the number a 1 , and part (b)
applies. For i = 5 we are not able to apply the previous argument only if the order of numbers of U is d 5 = a 2 < c 2 < b 3 < c 3 (yy)
From (y) and Lemmas 2-4 we can assume that jS n?1 j + jS n j=5, and denote the cars of these destinations by fu 1 < u 2 g; fv 1 Because of (y) and (z) we need to consider two cases (ii) a 1 ; a 2 ; w; u 2 ; ; u 1 ; b 2 ; b 3 ; ; b 1 . Finally, let fa 1 ; a 2 g = fu 1 ; u 2 g. By (y) and (z) it has to be b 1 < a 1 < b 2 < a 2 < b 3 . Because of (y) we may assume without loss of generality that jS 3 j = 2, S 3 = fc 1 ; c 2 g. Proof of theorem. Obviously, for all n, K n K n+1 . As d n 4 + 1 2 e=d n+1 4 + 1 2 e for n odd, it is su cient to prove the statement for all even numbers. For n 8, in most cases, it su ces to use the fact that K(S) is at most the total number of destinations. The other cases can be shown by using ides in Lemmas 1-4. The same Lemmas provide the second step of induction that, for n > 8, we get K(S) d n 4 + 1 2 e. Finally, we present an example of a partition S of I n with K(S) = d n 4 + 1 2 e. Let k = b n 2 c and S = fS 1 ; :::; S k g, where S i = fi; k + ig; i = 1; :::; k. For n odd we add the number n to S 1 . Suppose A is an arrangement for the partition S with K(S) rounds. For n even or odd, regardless of the order of cars of the same destination, any destination will cover an interval of length at least k + 1. Furthermore, for n odd, the cars of destination S 1 will cover an interval of length at least k + 2. In total, for n even, the k destinations will cover at least an interval of the length d = k (k + 1); while for n odd, at least an destinations have to be placed in distinct rounds, and the desired bound follows. So we may assume that cars from at least k?1 2 destinations with two cars are placed not in the natural order. Then we have that the total length of interval covered by all destination is at least k?1 2 (k + 1) + k?1 2 (k + 2) + (k + 3) . The last term corresponds to the single destination with 3 cars. If the rst car of the destination is the car with the number 1 or k then the destination covers interval of length at least k + 3. If the rst car of the destination is the car n, then the destination covers interval of length only k +2. However in this case the destination which is placed into the rst round does not start (cover) the number 1 in the round, so we can again add for the destination with 3 cars in total k + 3. Dividing by n yields the desired result. 2 
Concluding Remarks
We have shown that if the only piece of information which is available to the dispatcher is the total number of cars n in a train then he has to assume that he needs for the train at least K n auxiliary rails. We have also shown that this bound is the best possible. However, in most cases the bound is too rough. As the dispatcher knows that the TMP is NPcomplete he would appreciate some better bound. The cost he has to pay is introducing another parameter. It is reasonable to introduce a parameter which is easily available to him. The minimum number of cars in a destination can play this role. More formally, let S = fS 1 ; :::; S t g be a partition of f1; :::; ng. Set m = minjS i j , i = 1; :::; t. Denote by K(n; m) = maxK(S), where the maximum is taken over all trains with the total of n cars such that each destination contains at least m cars. We believe that the following is true: The above result also shows that if d < p n (in this case m > p n) then there is a partition with d destinations, for which we cannot get anything better than K(S) = d.
