Abstract-This paper presents a monocular algorithm for front and rear vehicle detection, developed as part of the FP7 V-Charge project's perception system. The system is made of an AdaBoost classifier with Haar Features Decision Stump. It processes several virtual perspective images, obtained by unwarping 4 monocular fish-eye cameras mounted all-around an autonomous electric car. The target scenario is the automated valet parking, but the presented technique fits well in any general urban and highway environment. A great attention has been given to optimize the computational performance. The accuracy in the detection and a low computation costs are provided by combining a multiscale detection scheme with a Soft-Cascade classifier design. The algorithm runs in real time on the project's hardware platform.
INTRODUCTION
Autonomous ground vehicles (AGV) driving in dynamic environment, as well as top-notch advanced driver assistance systems (ADAS), require a reliable perception of the 360
• environment around the vehicle.
Existing commercial ADAS systems (such as lane departure warning, adaptive cruise control) and collision warning depend on the perception of the environment in front of the car. More complex systems, like traffic jam and evasion assistance systems, control the vehicle in both longitudinal and lateral direction, but are yet to come on vehicles in series production.
On the research side, current state of the art in AGV driving [1] provides reliable all-around perception, at the cost of adopting a highly sophisticated suite of expensive sensors, such as sweeping laser range finders, RADAR systems, and color cameras.
The EU's 7th Frame Programme of Research V-Charge [2] (www.v-charge.eu) seeks to address these problems simultaneously: on one hand it is aimed to design and develop an autonomous electric car prototype, able to self parking while dealing with a highly dynamic environment; on the other hand, V-Charge guidelines were settled to enforce the adoption of close-to-market sensors, like monocular wide angle field of views cameras: they are cost effective, light and robust, easy to be installed and cleanly integrated on common cars; they also consume minimum energy. The resulting sensors layout is shown in Fig. 1 : just one stereo camera for long range narrow angle obstacles detection, plus 4 monocular fish-eye cameras, aimed to detect moving obstacles all-round the vehicle.
As the main contribution of this paper, we present a monocular algorithm for frontal and rear vehicle detection, developed as part of the V-Charge perception system; it is based on an AdaBoost classifier [3] which uses Decision Stump on Haar features as weak learner. The presented approach uses a multiple scales detection scheme coupled with a Soft-Cascade algorithm [4] to reduce the computational burden.
A. Related Work
Objects detection and classification, using monocular cameras installed on a moving vehicle, has been widely investigated by the Intelligent Vehicles community. An important milestone in application of machine learning techniques to real-time object detection is represented by the the cascaded classifier of Viola and Jones [5] : here a set of simple classifiers, working on simple-to-evaluate Haar-like features, are applied subsequently to a region of interest until an exit condition is reached (i.e. candidate is rejected or no more classifiers left). Several improvements to this techniques have been presented by many authors through the years, like in [6] , [7] . Again, on the machine learning track it is possible to find several approaches that try to overcome some of the typical problems of passive learning, introducing the concept of active learning, where system exhibits some degree of control over the inputs on which it trains [8] .
A different approach is part-based detector, where classifiers are trained to recognize a specific and peculiar part of a vehicle [9] , [10] . Other authors try to exploit more heuristic vehicles features, like the shadow cast on the road (assumed to be darker then the rest of the scene), the symmetry of the vehicle body, the presence of rear and front light, etc. An exhaustive overview of these methods can be found in [11] and [12] .
I. SYSTEM OVERVIEW The scheme in Figure 2 represents the principal steps of the proposed approach: perspective images, relative to the scene of the V-Charge vehicle surrounding area, are obtained from the corresponding fish-eyes then, an AdaBoost classifier, based on Haar features, is trained for vehicle recognition and executed in a set of region, each representing the theoretical area covered by potentials vehicles at different distances. Finally, to increase detection stability, a features based, odometry aided, 2D target tracking is performed, within the same camera/image and as well as among different adjacent cameras.
This paper focus only on detection, while tracking will be the subject of a further paper.
A. Perspective Virtual Views
Exploiting the extrinsic, intrinsic and distortion cameras' parameters [13] , each fish-eye image ( Figure 3 ) is reprojected onto several planes, obtaining a set of virtual unwarped pinhole camera (i.e. perspective) images, as shown in Figure 4 . These virtual planes are fully customizable in terms of their number, size, orientation and field of view. A procedure to correct fish-eye lens distortion is necessary to facilitate and speed up the training phase, as well as the determination of regions of interest (see Section II), since aspect ratio is generally preserved. However, radial distortion model, because of introducing noise and deformations on their sides, is not the most suitable to represent fish-eye images: in particular, the wider the resulting pin-hole field of view, the stronger these aberrations are. Virtual views approach partially overcomes these limitations, by splitting the single fish-eye image into several narrowed angle pinhole images, keeping advantage of both wide angle fisheye views and pin-hole unwarped model. Moreover, virtual views also allow special purpose images layout, specifically designed to deal with V-Charge scenarios. For example, when pulling out from a parking spot it is helpful to focus the vehicle detection along left and right axes: in this scenario, triggered by path planner, initially only left and right virtual views from front camera will be used; then, when the ego vehicle has pulled out enough, also left and right cameras will be activated, with their corresponding virtual views. On the other hand, when following a car in ACC mode, detection will be mainly focused on front camera's frontal view. Similarly, during normal driving, in no particular scenario, all the virtual views are activated.
Virtual views are not the only way to deal with fisheye distortion, but it is for sure the most straightforward and flexible; other models (e.g. Cylindrical [14] ) will be considered for further developments.
II. VEHICLES DETECTION
A Soft-Cascade AdaBoost classifier based on Haar features is trained for vehicle recognition and applied to the images to provide frontal and rear vehicle detection. This technique is certainly widespread in the literature and in recent years is being surpassed by other techniques such as SVM+HOG [15] , [16] and, more recently, by SoftCascade+ICF [17] . For various reasons, however, it remains the fastest technique by a computational point of view and therefore remains worthy of investigation. Since the variants of this kind of techniques, proposed in the last years, are really large, section III describes all experiments performed and the results obtained in order to find the most suitable algorithm for the project. One of the main contributions of this paper is the use of an expanded pool of Haar-like features. The list of available Haar features for the decision stump classifier is visible in Figure 5 .
Particular attention is dedicated to the training of the AdaBoost classifier: the training patterns are extracted directly from the perspective images of the road environment to allow the vehicles recognition in real situation. Therefore, as a result of this a set of 30000 samples, representing frontal and rear vehicle views, have been obtained and separated in training and validation set. Table I summarizes the design of the defined set: the training set consists of 20000 positives samples and approximately 10000 negative ones. 10 iterations of a bootstrap algorithm (like the one described, for example, in [18] ) are used to select most representative negatives among billions of availables. In the first stage some negatives are randomly chosen and, in the subsequent stages, they are extracted from the worst false positives. The validation set, used to test the detector performance, consists of 10000 positives samples and 100000 negative ones.
Finally, to achieve a trade-off between detection accuracy and speed, a Soft-Cascade design [4] is adopted, allowing to introduce a significant computational saving. AdaBoost consists of a classification by majority system: all the weak classifiers have to be evaluated before the classification can made the final decision. Cascades techniques instead permit to evaluate weak classifiers in a certain order and to provide an early classification under certain circumstances. The Haar features are ranked and evaluated in sequence. For each feature a rejection threshold is computed in order to classify the sample as negative without proceeding further in the chain when the response exceed this value.
A. Multiscale Approach
Without additional information about vehicle position and distance (e.g. a laserscanner or a stereovision system) a multiscale approach is used to detect vehicles. It is important to note that the scales space is not continuous but need to be quantized: to balance between accuracy and performance 4 scales per octave were chosen. However, to improve the performance, the image is not processed entirely for each scales, but only in some specific areas. Particularly, the set of regions where to investigate, through the classifier execution, the presence of vehicles are determined considering three main constraints:
• the typical range of vehicle size;
• the intrinsic and extrinsic calibration parameters, taking account of variation of pitch angle and height during normal vehicle motion;
• the world to image coordinates transform, calculated according to the pin-hole camera model.
Thus, each row in the input image is processed reconstructing, through the exploiting of the world to image coordinates transform, a set of windows. Each window corresponds to the theoretical area that a vehicle, with a predefined size, may occupy at the particular distance represented by the specific image row, with the assumption that the vehicle is strictly on the ground (Figure 6 ). For each scale and octave a different set of areas is generated.
To improve performances only 4 scales per octave are computed and, exploiting the peculiarity of Haar features, only scale images need to be computed. The octaves, in fact, are obtained not shrinking the original image by a factor 2, but enlarging the Haar features of the trained classifier by the same factor. This procedure is executed at algorithm run-time and not in the training phase. In this way, only 4 downsampled images are required to look for all possible size of vehicles, .
One of the big advantages of using Haar features is that their evaluation can be performed very efficiently exploiting the integral image. So, for each downsampled image an integral image should be computed. However it is possible to obtain directly the 4 integral images associated with the four scales without downsampling the source image, simply resampling with a bilinear filter the integral image associated with the original image. Exploiting this approach, the computational time for the downsampling and the regeneration of the integral images is totally saved. 
III. RESULTS
Firstly, different pattern dimensions are considered for the training of the classifier, from 32 × 32 pixels to 64 × 64 pixels. To take into account the information contained in the border of positive samples, all patterns are enlarged by 8% before being cropped and resampled.
The Precision-Recall curves in Figure 7 demonstrate that the bigger is the training samples, slightly better classification performance can be reached. However, since oversampling is not performed, the 32 × 32 pixels training samples allow to achieve greater detection distances than others. Therefore, the training pattern dimension used for the final classifier is 32 × 32 giving more priority to the capability of covering great detection distances, with respect to providing high classification performances.
Another subject of investigation is the class of Haar features that best discriminate vehicles. In Figure 8 is shown a benchmark between a classifier trained using classical 5 Haar features and one trained using all 15 features shown in Figure 5 . This extended version has been choosen since, with the 15 features set, slightly better results are obtained.
Three different AdaBoost designs are involved in testing: Gentle, Rear and Discrete AdaBoost [19] . The obtained results are shown in Figure 9 : the PRC curves demonstrate Comparison among Gentle, Rear, Discrete AdaBoost for the recognition of the validation set using 300 Haar features. that all AdaBoost variants provide quite similar results so Discrete-AdaBoost is selected for simplicity. Finally, only for comparison purpose, a benchmark between Haar-AdaBoost and HOG-LinearSVM has been made and shown in Figure 10 . On this benchmark, the nonlinear decision stump classifier used in AdaBoost provides better results compared to the Linear SVM algorithm. The discussion will be definitely different in the case of nonlinear SVM.
The positive training set is composed by front and rear images of cars. For the recognition step a single classifier, trained either with frontal and rear vehicle views, is designed to optimize the computational overhead: with the acquired data it has been experimentally demonstrated that to obtain the correct and complete recognition of the training set defined, two distinct classifiers need 400 features (106 for the frontal detection and 264 for the rear one) while, with the use of a single classifier, the 100% of the training set correct recognition is reached in less time, with 356 features. To provide a compromise between the accuracy of the multiscale detection scheme and the computational time required, the final designed classifier has been trained with 350 features.
The algorithm performance has been tested in the acquired images, evaluating with the defined validation set either the Discrete AdaBoost scheme and its Soft-Cascade version. By comparing the correct detection rates obtained through the application of the two classifiers, it has been demonstrated that, from a detection performance point of view, they provide equivalent results: measuring the classification capabilities for the validation set designed, either the traditional AdaBoost and its Soft-Cascade version provides the same correct detection rate on the validation set.
Experimentally, it has been also demonstrated that the Soft-Cascade design allows to reduce 5 times the computational cost: comparing, runtime, a Discrete AdaBoost classifier trained for 350 stages and its SoftCascade version with a rejection rate of 0.04, the traditional AdaBoost classifier needs all the stages (350) to correctly discard a negative sample, while with the SoftCascade scheme the same negative pattern is correctly classified in average after only 30 evaluations.
The computational saving introduced by the Soft-Cascade scheme is further demonstrated measuring the individual times required by the two classifiers to perform vehicle detection in the 1280×800 input images. The timing results, obtained varying the number of scales for octaves defined according to the multiscale detection scheme, are shown in table II: by increasing the number of the scales, the image bounding box occupied by a vehicle is reconstructed more precisely, at the expense of a greater computational cost. To ensure a compromise between the results reliability and the processing time requested, the multiscale detection scheme adopted is a Soft-Cascade with 4 scales for octave: the union of this classification design and the dimension defined for training patterns (32 × 32) provides vehicle detection in a range between 2 and 25 meters. Concerning the qualitative evaluation of the detection results, despite the typical working scenario for the V-Charge vehicle, is a parking lot (Figure 11 ), the developed system demonstrates promising results also in urban and extraurban environments achieving static and dynamic vehicles detection (Figure 12 a-b ) and coping also with challenging situation as vehicle occlusions (Figure 12 c-d) . The general purpose design, based on multiscale processing, allows to detect different types of vehicles as trucks and buses ( Figure 12 e-f ).
IV. CONCLUSIONS
An algorithm has been presented for frontal and rear vehicles detection in monocular fish-eye images. It is based on the execution of a AdaBoost classifier with a Soft-Cascade scheme on Haar features. The multiscale detection system allows to recognize vehicles at a distance between 2 and 25 meters, providing an high detection rate also before typical improvements introduced by a tracking technique. Computational analysis, performed on IntelCore i7@3.40GHz, demonstrates that the time requested to process 1280 × 800 images is less than 52 ms per frames.
V. FUTURE WORKS
The main limit of the proposed approach concerns the method used for the perspective images reconstruction: the fish-eye images reprojection onto a single plane involves the generation of noisy contributions for specific parts of the images (see Figure 13 ). While the optimal solution appears to be the cylindrical unwarping approach, the first attempt was the adoption of a multi-view approach, as explained in Section I. This method is effective in reducing the distortion deformations, but, on the other hand, it increase the computational power required (more images to be processed) and needs some non trivial cross-views obstacle fusion. Actually the challenge of cross-image tracking and fusion exist in general, regardless the unwarping method selected, since the four fish-eye cameras are overlapping. In particular, some of the V-Charge scenarios include also overtaking and oncoming vehicles, where obstacle tracking across cameras will be essential: it is clear from Figure 1 how only mono detection is able to perform such a task, given the actual sensors suite. In a further paper it will discussed how cross-images (as well as cross-views) tracking has been implemented, both in 2D (image) and 3D (world coordinates).
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