The Baire category theorem implies that the family, F , of dense sets G δ in a fixed metric space, X, is a candidate for generic sets since it is closed under countable intersections; and if X is perfect (has no isolated point), then A ∈ F has uncountable intersections with any open ball in X.
Theorem 1. View [−a, a]
Z in the product topology. Then {v | J(v) has spectrum [−a − 2, a + 2] and the spectrum is purely singular continuous} is Baire typical.
We also have some results if Z is replaced by Z ν and the Jacobi matrix by the multidimensional discrete Schrödinger operator. One might think that the weakness of the topology and the one dimension are critical. They are not, as our second result shows.
For V ∈ C(R ν ), let S(V ) be the Schrödinger operator −∆ + V on L 2 (R ν ). Note that for V ∈ C ∞ (R ), the essential spectrum, spec ess (S(V )) = [0, ∞), so Theorem 2 says that generically, the singular continuous spectrum, spec sc (S(V )) = [0, ∞), the absolutely continuous spectrum, spec ac = ∅, and the pure point spectrum, spec pp (S(V )) ⊂ (−∞, 0]. For the discrete one-dimensional (Jacobi matrix) case, we will be able to say something about decay. For example when ν = 1, a generic v ∈ p (2 < p < ∞) has a J(v) with purely singular continuous spectrum in [−2, 2] . For p = 1, we know spec ac (J(v)) = [−2, 2] so the singular spectrum result doesn't extend to all p. 1 < p ≤ 2 is open.
Our third example is related to the celebrated theorem of Weyl-von Neumann [18, 19, 8] that given any self-adjoint A and any , there exists a Hilbert-Schmidt operator B with B 2 < (where C 2 = tr(C * C) 1/2 ) so that A + B has only point spectrum. That is not the generic situation.
Definition. A self-adjoint operator, C, is called usual if and only if {ψ | Cψ = λψ and λ ∈ spec disc (C), the discrete spectrum of C} ∪ {ψ | dµ In §1 we prove two results asserting that certain families of operators are always sets G δ . We will use that to prove criteria for generic singular spectrum in §2. We then study general operators in §3 and Schrödinger/Jacobi operators in §4.
I would like to thank R. del Rio and N. Makarov for discussions which stimulated this work, and S. Molchanov and A. Teplyaev for telling me of [10] . §1. Soft Stuff A metric space, X, of (perhaps unbounded) self-adjoint operators on a separable Hilbert space, H, will be called regular if and only if:
(1) X is complete. 
Proof. K is compact and {ψ ∈ H | ψ ≤ 1} is compact in the weak topology. So we can pass to a subsequence and suppose η n → η ∞ weakly and λ n → ∞. We will show that η ∞ ∈ D(A) and
Let ψ ∈ H be arbitrary. Then 
Proof. Suppose such n and f n exist. Let
Then (with | · | = Lebesgue measure):
and
It follows that 
By regularity of measures, we can find
where B n is the set of pairs (f, ) obeying (1-3; 5) of Lemma 1.5 and
.g., [12] ). Let h m be continuous functions with
Any open set U is a countable union of open intervals I n = (a n , b n ). Let ϕ l be an orthonormal basis for H. Then the set that the theorem asserts is a G δ is just
The following is an expression of the well-known fact of lower semicontinuity of the spectrum under strong limits.
Proof of Theorem 1.3. Let λ n be a countable dense set in K. Then
so we need only consider the cases where ].) Thus, by hypothesis they are dense G δ 's. By the Baire category theorem, their intersection is a dense G δ .
Remarks. 1. We pick an interval for definiteness. In many cases, one can say things about other sets.
2. We pick the same set (a, b) for convenience. In some examples later, we will take (a, b) = R in (ii), but replace (a, b) by a closed set in (i).
Here is a spectacular corollary, which we call the Wonderland Theorem:
The Wonderland Theorem. Remark. For example, if ϕ n is an orthonormal basis
Proof. This will use the Wonderland Theorem. By the Weyl-von Neumann theorem, the operators with point spectrum are norm dense, but there is a simpler argument since we only need strong density. Since the same argument is needed for dense absolutely continuous spectrum, we give it. Pick an orthonormal basis {ϕ n } ∞ n=−∞ (this way of counting will be convenient) and let P N be the projection onto {ϕ n } |n|≤N so that P N → 1 strongly. Let α n be a counting of the rationals in [−a, a] and let B be the diagonal operator Bϕ n = α n ϕ n . Then
The operator on the left has spectrum [−a, a] and it is pure point. So we have two of the three hypotheses of the Wonderland Theorem.
To prove that absolutely continuous spectrum operators are dense, we need only prove that an operator A with point spectrum and A ≤ a− can be approximated since we have just proven such operators are dense. Let {ϕ n } be the eigenvectors of A (say, Aϕ n = α n ϕ n ) and let A N = P N AP N . Fix a sequence δ N with 0 < δ N < 2 and δ N → 0. Let B N be defined by Proof. We will use the Wonderland Theorem. By the Weyl-von Neumann theorem, given A ∈ X and , we can find B 1 so B 1 < 2 and C 1 ≡ A + B 1 has pure point spectrum. C 1 may have eigenvalues in (a − 2 , a) ∪ (b, b + 2 ) and so not be in X, but we can change those eigenvalues to a or b with an operator B 2 of norm at most 2 . Then, C 2 = A + B 1 + B 2 ∈ X has pure point spectrum and C 2 − A < . By the above, we need only show operators in X with pure point spectrum can be approximated by operators with purely absolutely continuous spectrum. So, suppose A ∈ X has pure point spectrum.
Let c = b − a. Given n, let
Let α j be the midpoint of I j . Suppose
is the orthonormal family of eigenvalues for A. Define B n by
and B n is a direct sum of α 1 I⊕ · · · ⊕ α 2 n I with each I an infinite dimensional identity. Let D be a self-adjoint operator with purely absolutely continuous spectrum on [−1, 1] (e.g., the matrix with 0 on diagonal and 1 2 on the two principal off diagonals). Let
Then, C ∈ X, C has purely absolutely continuous spectrum and A−C n < Remarks. 1. This is equivalent to Theorem 3 of the introduction. 2. Given Kuroda's extension of the Weyl-von Neumann theorem [11] , this theorem extends to I p with p > 1. If A has no absolutely continuous spectrum, one can take p = 1.
Proof. By the Baire category theorem, it suffices to prove the set with (i), (ii) separately are given by dense G δ 's. By Theorem 1.2, the set of operators B with spec ac (A + B) empty is a G δ , and by the Weyl-von Neumann theorem, it is dense so (i) yields a dense G δ .
By Weyl-von Neumann and a simple additional argument, given , we can find B 0 with B 0 2 < 2 so A 0 ≡ A + B 0 has simple pure point spectrum. Let ϕ be a cyclic vector for A 0 and let P 0 be the projection onto {αϕ | α ∈ C }. By a theorem of [3] , A 0 + λP 0 has no eigenvalues in spec(A 0 ) for Baire typical λ so we can find |λ 0 | < 2 so that A 0 + λ 0 P 0 has no eigenvalues on spec ess (A). Take B = B 0 + λ 0 P 0 so B 2 < . This proves the density of the set in (ii). It is a G δ by Theorem 1.
§4. Jacobi Matrices and Schrödinger Operators
We will begin with the Jacobi matrix case and prove Theorem 1 of the introduction. Proof. We use the Wonderland Theorem. Let dµ be the product of Lebesgue measures (2a)
, spec(A) is pure point}. Then µ(X\D) = 0 by Anderson localization (see, e.g., [14] ). D is dense by the support result.
Given any x n , let
Thus, x (j) → x and the Jacobi matrix associated to x (j) has purely absolutely continuous spectrum.
Remark. We do not need the full proof of Anderson localization; it suffices that the Jacobi matrices associated to Lebesgue typical sequences have no a.c. spectrum and this is easier to prove.
For random Jacobi matrices in higher dimension, it is believed that there is sometimes a.c. spectrum, but that is not so for the generic matrix. Let We need a lemma which shows how "loose" generic really is:
Lemma 4.3. In the setup of Theorem 4.2, suppose that there is a single operator
A 0 ∈ X, spec ac (A 0 ) = ∅. Then, spec ac (A) = ∅ for a dense set of A in X.
Proof. Let x (0)
n be the multisequence defining A 0 . Given B ∈ X with multisequence x n , define A j by the multisequence x (j) n where
Proof of Theorem 4.2. We use the Wonderland Theorem. For any rational q ∈ [−a, a], the set of potentials x n equal to q if |n| ≥ j for some j is dense. Such a potential yields an operator A with [q − 2ν, q + 2ν] ∈ spec(A), so generically ∪
As in the proof of Theorem 4.1, the periodic multisequences are dense and each yields an operator A with no point spectrum, so the operators with no point spectrum are dense.
By the lemma, we need only find the operator A in our space with no a.c. spectrum. Let {y i } i∈Z be a specific sequence in [ 
. Then spec(A) is also pure point. Proof. Since x n → 0 at ±∞, the diagonal matrix is compact and spec ess (J(x)) = spec ess (J(x = 0)) = [−2, 2]. Thus, it suffices to find dense sets with no point spectrum in [−2, 2] and with no a.c. spectrum in [−2, 2] . If x has finite support, then any solution of J(x)u = λu with λ ∈ (−2, 2) must be a plane wave outside a finite set and so is not in 2 . Since the sequences, x, of compact support are dense, we have the required density of operators without point spectrum.
As in the proof of the last theorem, we need only find one x in our space with no a.c. spectrum. In [15] , Simon showed that if a n is a typical random sequence, independent and uniformly distributed in [−1, 1], then x n = (|n| + 1)
−β a n yields a J(x) with pure point spectrum so long as β < Remarks. 1. One could instead look at sequences x n with sup (1 + |n|) β x n < ∞ in the obvious norm and get the result so long as β < 1 2 . 2. For p = 1, or β > 1 (in the language of Remark 1), J(x) has lots of a.c. spectrum, so the result requires some slow falloff hypothesis. It is likely the result remains true for 1 < β ≤ 1 2 and 1 < p ≤ 2 but it is open. 3. We are unable to extend this result to the higher dimensional (Z ν ) case because neither the method used in Theorem 4.2 (taking x n = y n1 + · · · + y nν ) or Theorem 4.5 (spherical symmetry) works.
We turn next to Schrödinger operators. We will begin with the case where V → 0 at infinity. Proof. By general principles, (see, e.g., [13] ), spec ess (−∆ + V ) = [0, ∞) so we need only show that for a dense set spec ac (−∆ + V ) = ∅ and for another dense set,
If V has compact support, it is well known [13] that spec pp (−∆ + V ) ⊂ (−∞, 0], so we have that required dense set.
Suppose we find one V ∈ C ∞ (R ν ) with spec ac (−∆ + V ) = ∅. Suppose W is another potential with W (x) = V (x) for |x| > R for some R. Then spec ac (−∆ + W ) = ∅ by using Dirichlet decoupling as in Deift-Simon [2] . Any W 0 ∈ C ∞ (R ν ) is a limit of functions equal to V outside of some ball, so we get the required density. Thus we need only find one V.
To find the required V , we choose V spherically symmetric and given by a typical potential in the analysis of Kotani-Ushiroya [10] . These go to zero at infinity and are known to have spec(− Remark. By looking carefully at [10] , the result extends to L p (R ν ), p > 2n. Here is a typical example for random Schrödinger operators. Proof. By using periodic v, we see that Baire typically V has no point spectrum.
As in the last theorem, we need only find a single v with no a.c. spectrum. Take
dx 2 +Ṽ has point spectrum, so does −∆ + V . Thus localization in the one-dimensional case [5, 9] completes the proof.
Finally, we want to say something about the almost periodic case with a series of remarks.
1. Consider the almost Mathieu equation, the Jacobi matrix with v, λ cos(παn + θ) for λ, θ fixed. For α rational, the potential is periodic and there is no point spectrum. It follows that for Baire typical α, there is no point spectrum either. This is a soft version of Gordon's theorem (Gordon [6] , Avron-Simon [1] ).
2. Fix λ, α in the almost Mathieu equation with α irrational. Suppose that there is a single θ 0 leading to purely s.c. spectrum. Then its translates are dense and so Baire typically, there will be only s.c. spectrum. It may well happen that for α with good Diophantine properties and λ > 2, we have pure point spectrum for Lebesgue typical θ and purely s.c. spectrum for Baire typical θ.
3. The argument in Remark 1 applies to generic potentials, v, in spaces of limit periodic potentials.
