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ABSTRACT OF THESIS

Re-designing Main Memory Subsystems with Emerging Monolithic 3D (M3D)
Integration and Phase Change Memory Technologies
Over the past two decades, Dynamic Random-Access Memory (DRAM) has emerged
as the dominant technology for implementing the main memory subsystems of all
types of computing systems. However, inferring from several recent trends, computer architects in both the industry and academia have widely accepted that the
density (memory capacity per chip area) and latency of DRAM based main memory subsystems cannot sufficiently scale in the future to meet the requirements of
future data-centric workloads related to Artificial Intelligence (AI), Big Data, and
Internet-of-Things (IoT). In fact, the achievable density and access latency in main
memory subsystems presents a very fundamental trade-off. Pushing for a higher density inevitably increases access latency, and pushing for a reduced access latency often
leads to a decreased density. This trade-off is so fundamental in DRAM based main
memory subsystems that merely looking to re-architect DRAM subsystems cannot
improve this trade-off, unless disruptive technological advancements are realized for
implementing main memory subsystems.
In this thesis, we focus on two key contributions to overcome the density (represented as the total chip area for the given capacity) and access latency related
challenges in main memory subsystems. First, we show that the fundamental arealatency trade-offs in DRAM can be significantly improved by redesigning the DRAM
cell-array structure using the emerging monolithic 3D (M3D) integration technology. A DRAM bank structure can be split across two or more M3D-integrated tiers
on the same DRAM chip, to consequently be able to significantly reduce the total
on-chip area occupancy of the DRAM bank and its access peripherals. This approach is fundamentally different from the well known approach of through-silicon
vias (TSVs)-based 3D stacking of DRAM tiers. This is because the M3D integration based approach does not require a separate DRAM chip per tier, whereas the
3D-stacking based approach does. Our evaluation results for PARSEC benchmarks
show that our designed M3D DRAM cellarray organizations can yield up to 9.56%
less latency and up to 21.21% less energy-delay product (EDP), with up to 14%
less DRAM die area, compared to the conventional 2D DDR4 DRAM. Second, we
demonstrate a pathway for eliminating the write disturbance errors in single-level-cell

PCM, thereby positioning the PCM technology, which has inherently more relaxed
density and latency trade-off compared to DRAM, as a more viable option for replacing the DRAM technology. We introduce low-temperature partial-RESET operations
for writing ‘0’s in PCM cells. Compared to traditional operations that write ’0’s in
PCM cells, partial-RESET operations do not cause disturbance errors in neighboring
cells during PCM writes.
The overarching theme that connects the two individual contributions into this
single thesis is the density versus latency argument. The existing PCM technology
has 3 to 4× higher write latency compared to DRAM; nevertheless, the existing PCM
technology can store 2 to 4 bits in a single cell compared to one bit per cell storage
capacity of DRAM. Therefore, unlike DRAM, it becomes possible to increase the
density of PCM without consequently increasing PCM latency. In other words, PCM
exhibits inherently improved (more relaxed) density and latency trade-off. Thus,
both of our contributions in this thesis, the first contribution of re-designing DRAM
with M3D integration technology and the second contribution of making the PCM
technology a more viable replacement of DRAM by eliminating the write disturbance
errors in PCM, connect to the common overarching goal of improving the density
and latency trade-off in main memory subsystems. In addition, we also discuss in
this thesis possible future research directions that are aimed at extending the impacts
of our proposed ideas so that they can transform the performance of main memory
subsystems of the future.
KEYWORDS: DRAM, Monolithic 3D Integration, Phase Change Memory, Emerging, Partial-Reset, DRAM Access latency
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Chapter 1 Introduction

1.1

Motivation

Main memory is a very common subsystem that is found in all types of computers. Here, the term ’computers’ encompasses all types and scales of devices and
systems that can perform electrical computation and information processing. Main
memory in computers supports multitasking by users by providing fast access to
switch between applications. The access speed of the main memory lays between the
low-latency last-level cache and the high-latency hard disk. It has been shown that
the emerging latency-critical, data-centric workloads related to Artificial Intelligence
(AI), Big Data, and Internet-of-Things (IoT) spend more than 50-60% of their total
execution time accessing the main memory subsystems [25]. Moreover, main memory
subsystems are found to be consuming close to 40% of the total system energy [25].
Therefore, improving the latency and energy behaviour of main memory subsystems
can have substantial impact on the overall performance of entire computing systems.
The dominant main memory technology is Dynamic Random-Access Memory
(DRAM) today, which has a few shortcomings. First, an individual DRAM cell
consists of one transistor and one capacitor (1T1C). One DRAM cell stores only one
bit (logic ’0’ or ’1’) of information, which harms the density of DRAM compared to
other technologies such as flash and Phase Change Memory (PCM) that can store
multiple bits per cell. Second, due to the volatile nature of DRAM, DRAM cells
lose information with time as the charge in the cell capacitors leaks out with time.
To counter this, DRAM based main memories have to spend extravagant amount of
time and energy for data retention by performing frequent refresh operations. During
refresh operations, DRAM remains unavailable for regular read/write access requests,
which seriously impacts the performance and energy-efficiency of DRAM subsystems.
Third, it has been observed that the DRAM latency has not scaled as much as the
DRAM density. Over the past 20 years, the DRAM cell density has improved by
128×, whereas the latency has only improved by 30%. This problem is referred to as
"Memory Wall" [94] [53] [3]. The reason for the Memory Wall problem is two-fold:
(1) the fundamental latency-density trade-off of DRAM technology that makes it very
difficult to simultaneously improve both the DRAM latency and density; and (2) the
cost-centric mindset of DRAM industry that has preferred DRAM density to DRAM
latency through the years DRAM evolution. Inferring from these shortcomings, computer architects in both the industry and academia have widely accepted that the
main memory density and latency cannot sufficiently scale in the future to meet the
requirements of future workloads, unless disruptive technological advancements for
implementing main memory subsystems are realized.
To address these shortcomings, researchers from the industry and academia have
explored two pathways: (1) Re-designing DRAM cell-array organization to improve
the density-latency trade-off of DRAM; (2) Aiming to replace DRAM technology with
more scalable PCM technology. A myriad of prior works have looked to re-architect
1

DRAM subsystems to address the high access latency problem. But none of these
works has been able to notably improve the density-latency trade-off. Because the
density-latency trade-off is very inherent to the memory technology. On the other
hand, researchers from the industry and academia have also recently explored PCM
as a potential technology that can replace DRAM. PCM based main memory can
present inherently improved density-latency trade-offs compared to DRAM based
main memory, because each physical PCM cell can store multiple bits of information
compared to a DRAM cell. Moreover, PCM can also provide non-volatile, persistent
storage, which is contrary to DRAM, saving PCM based main memory subsystems
from spending extravagant amount of energy and time for data retention. Despite
these benefits, however, PCM based main memory implementations still face several
daunting challenges such as high write latency, low write endurance and reliability,
and write disturbance errors. Because of these challenges, although several PCM
prototypes have emerged over the past few years, PCM has not clearly replaced
DRAM in a widespread manner yet.
In this thesis, we focus on two key contributions to overcome the density (represented as the total chip area for the given capacity) and access latency related
challenges in main memory subsystems. Our contributions are detailed in Chapters
2 and 3, and summarized in Section 1.3. In the next section, a brief review of the
most relevant related works that looked to address the shortcomings of DRAM and
PCM based main memory subsystems is presented.
1.2

Related Work

Tier-Latency DRAM [53] address on improving access speed by separating the bitline
into the short and long segment with minimum area cost. The Shorter bitline reduce
the critical path thus improve the fundamental access latency. Refresh drain a lot
of energy over time, more even as the capacity of the DRAM grows. Memory bank
could not be accessed while refreshing. A better refresh mechanism like RAIDR [60]
can solve this problem. It avoids refresh operation in subarrays that have just been
accessed to save energy. 3D stacked DRAM [86] [35] stacked DRAM dies together
using though silicon vias(TSVs) to exploit parallelism and improve bandwidth. As for
scalability, emerging memories could be the solution, phase change memory provides
better scalability because it can store multiple bits in one cell.
The challenge for Tier-Latency DRAM, however, is that you need a way to determine what should be store in a short segment bitline and does not work if heavy load
is required in specific applications. Refresh mechanism is generally good but requires
the memory controller to control refresh dynamically. 3D stacked DRAM hit the
limit as the TSVs could take up large space and the yield problem still needs to be
overcome. Phase change memory is generally slow compared to DRAM. The change
of its resistance requires heat transfer and error correction to ensure data reliability
which increases latency and energy consumption.

2

1.2.1

Prior Work on DRAM Performance Enhancement

Short Bitlines. Some specialized DRAMs reduce access latency by reducing the
number of cells-per-bitline, e.g. Micron’s RLDRAM [89] and Fujitsu’s FCRAM [77].
However, this requires the addition of more sense amplifiers, incurring an area overhead of 30–80% [42] [77]. This results in significantly higher cost-per-bit.
Cached DRAM. Cached DRAM [1, 2, 26, 27, 29, 41, 76, 93, 102] adds an SRAM
cache to DRAM chips. However, SRAM-cached DRAM approaches have two major
limitations. First, an SRAM cache incurs significant area overhead; using CACTID
[88], the estimation is that an SRAM-cached DRAM with equivalent capacity to a
TL-DRAM with 32 rows/near segment would incur 145.3% area overhead. Second,
transferring data between the DRAM array and the SRAM cache requires use of
the relatively narrow global I/O bus within the DRAM chip leading to high caching
latency. In contrast, TL-DRAM incurs minimal area overhead of 3.15% and facilitates
fast in-DRAM transfer of data between segments. With the same amount of cache
capacity, the performance improvement of Cached DRAM (8.3%) is less compared
to that of TL-DRAM (12.8%) for 1-core systems. This is primarily due to the large
caching latency incurred by Cached DRAM.
Increased DRAM Parallelism. Kim et al. [45] propose schemes to parallelize
accesses to different subarrays within a bank, thereby overlapping their latencies.
Multiple works [6, 92, 103] have proposed partitioning a DRAM rank into multiple
independent rank subsets that can be accessed in parallel [5]. All of these proposals
reduce the frequency of row-buffer conflicts, but not their latency. DRAM Controller
Optimizations. Sudan et al. [83] propose a mechanism to co-locate heavily reused data
in the same row, with the goal of improving row-buffer locality. A large body of prior
work has explored DRAM access scheduling in the controller (e.g. [13,23,43,44,62,63]).
Segmented Bitlines in Other Technologies. Prior works [24, 75, 80] have
proposed the use of segmented bitlines in other memory technologies, like SRAM
caches and Wash memory. In contrast, this is, to our knowledge, the first work to
propose the use of segmented bitlines in DRAM. Our approach and the resulting
tradeoffs are different as we take into account characteristics and operation that are
unique to DRAM, such as DRAM-specific subarray organization, sensing mechanisms,
and timing constraints.
1.2.2

Prior Work on PCM Optimizations

In recent years, a compelling body of research has been conducted that aims to
minimize the effect of longer write latency on PCM performance [21,36,39,40,46,48,57,
59,64,69,71,97,98], [4,54,55,100]. The PCM latency improving methods presented in
the literature can be broadly classified into the following four categories: 1) methods
that optimize DRAM-PCM hybrid memory architectures to reduce the number of
write operations to PCM [4, 54, 55, 100]; 2) methods that hide longer write latency
by scheduling PCM writes among idle bank cycles [46,48,69,71]; 3) architecture-level
solutions for reducing write latency in MLC PCMs [36, 39, 40, 64, 97]; and 4) methods
that utilize latency-aware data coding schemes to relax the need for writing logic 1

3

bits in some write operations, thereby reducing the average write latency [21, 59, 98].
The prior works (e.g., [4, 54, 55, 100]) that utilize DRAM–PCM hybrid memory
systems, in general, optimize the memory space and page allocation between the
DRAM and PCM parts of the main memory to reduce the number of write operations to the high-latency PCM part. Lee et al. [54] presented one of the earliest
works on DRAM–PCM hybrid memory, which provides a comprehensive design space
exploration of DRAM–PCM hybrid memory systems from the perspective of energydelay efficiency. Khouzani et al. [4] utilized DRAM as a cache to PCM and propose
a DRAM page replacement algorithm along with a conflict-aware page remapping
strategy to reduce the number of DRAM misses and the resultant write backs to
PCM. Lee et al. [55] proposed a write-history aware page replacement algorithm for
hybrid DRAM–PCM architectures that estimates future write references based on
write history, and then absorbs frequent writes into DRAM. Zhang et al. [100] proposed a write-back aware last-level cache management scheme for the hybrid DRAM–
PCM main memory, which improves the cache hit ratio of PCM blocks and minimizes
write-backs to PCM.
A higher write latency can be masked using a DRAM–PCM hybrid memory system with intelligent page allocation and scheduling as long as there is sufficient write
bandwidth [71]. Thus, a DRAM–PCM hybrid memory system draws forth an untrue
masked behavior of the PCM subsystem, as the DRAM part of the hybrid system
hides the longer write latency of the constituent PCM part. However, as explained
in [71], the inherently longer latency of PCM write-back accesses, due to DRAM
misses, may stall subsequent read accesses, significantly increasing average read latency of the hybrid system. As read accesses are latency critical, increasing read
latency has significant performance impact [71]. Therefore, improving the true unmasked write latency of PCM accesses is imperative for improving the overall memory
performance.
To reduce the unmasked write latency of PCM, some prior works (e.g., [46,48,69,
71]) tend to schedule write requests during idle bank cycles when the target banks
are not serving any other requests. Qureshi et al. [71] presented write pre-emption
that pre-empts the on-going write operation to serve a newly arrived read request to
the same bank, thereby reducing the effect of longer write latencies on average read
latency of the PCM system. Kim et al. [46] proposed to overlap the resistance drift
latency of some write operations with concurrent read operations, thereby achieving
significant benefits in overall system performance. Qureshi et al. [69] exploited the
property of PCM devices where PCM write latency is longer than read latency only
because of high-latency SET operations. They propose an architectural technique
called PreSET that proactively SETs all the bits in a given memory line during
idle bank cycles as soon as the line becomes dirty in the cache. Thus, subsequent
write operations to the line require only RESET operations, which incur much lower
latency. These write scheduling methods are efficient in hiding longer write latency,
but cannot reduce the fundamental latency of every write access.
Some other architecture-level solutions (e.g., [36,39,40,64,97]) have been proposed
for reducing write latency in MLC PCMs. These techniques are specific to MLC
PCMs and they are not general enough to be applicable for SLC PCMs. An MLC
4

PCM, which stores multiple bits (represented by multilevel resistance) in a single
cell, offers high density with low per-byte fabrication cost [40]. However, due to cell
process variations and the relatively small differences among resistance levels, MLC
PCM typically employs an iterative write scheme to achieve precise control, which
suffers from large write access latency [40]. Moreover, the susceptibility to variations
renders MLC PCM less reliable than SLC PCM, making it less preferable over SLC
PCM. Therefore, we focus on optimizing SLC PCM in this paper.
Some other techniques (e.g., [21, 59, 98]) have been proposed that utilize latencyaware coding schemes to encode data words, which relax the need to write 1 bits
in some write operations, resulting in a reduced average write latency. Cho and
Lee [21] proposed Flip-N-Write, which on every write request, updates only those
bits of the new data word that differ from the original data word. Flip-N-Write also
limits the required number of bit updates to half of the data word size by “flipping”
(inverting) the bit values of the new data word if the number of to-be-updated bits
is over half the data word size. As a result, Flip-N-Write can achieve 2× write
bandwidth by doubling the write unit size without increasing the instantaneous write
current. Yue and Zhu [98] exploited a property of PCM cells that writing a 1 (SET
operation) takes longer time but a smaller amplitude current than writing a 0 (RESET
operation). They propose two-stage write, wherein a write is divided into two stages:
1) in the write-0 stage, all zeros are written at an accelerated speed and 2) in the
write-l stage, all ones are written with increased parallelism, without violating power
constraints. Two-stage write achieves better resource utilization and reduces the
service time of writing a cache line. Li and Mohanram [59] proposed write-oncememory (WOM) code PCM architecture (WOMC_PCM), wherein they encode the
PCM data words using a 2/3 WOM-code. A “t /n WOM-code” is a coding scheme
that uses n “write-once bits” to represent one of v values so that the WOM can be
written a total of t times by using only RESET operations. Therefore, 2/3 WOMcode used in WOMC_PCM [59] utilizes a 3-bit code to represent one of four two-bit
values that can be written a total of two times by using only RESET operations.
Thus, WOMC_PCM architecture reduces the necessity of using SET operations (to
write 1s) during some writes, thereby reducing the latency for those writes resulting
in significantly reduced average write latency. However, these methods (FlipN-Write
[21], Two-stage write [98], and WOMC_PCM [59]) cannot eliminate the need to write
1 bits (the need to use SET operations) in every write operation, thus, limiting the
achievable improvement in average write latency.
Read-While-Write in PCM : A patent application [15] describes read-whilewrite for PCM, where a read and write request can be scheduled simultaneously
from a PCM bank using different partitions. However, no architectural technique is
described on how to leverage this feature for system performance. Some earlier works
such as [104] address architectural aspects assuming unrealistic system settings (such
as infinite memory channel bandwidth). Our work not only addresses limitations
of these prior works to resolve read-write bank conflicts, but also resolves read-read
bank conflicts for the first time. We also evaluate PALP against a realistic version
of [104] and find that PALP improves average system performance by 28%.
Performance/energy/endurance improvement of PCM :Many prior works
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optimize performance and energy of PCM [12, 22, 50, 51, 70, 74, 96]. Cho et al. propose Flip-N-Write [22] to improve PCM performance by first reading the memory
content and then programming only the bits that need to be altered. Qureshi et
al. propose PreSET [70], an architectural technique that SETs the PCM cells of a
memory location in the background before programming them during write. This
improves performance by converting a write operation to a RESET operation of the
PCM cells, which is faster. There are also techniques to consolidate multiple write
operations [95] to reduce the number of cells that need to be programmed, saving energy and improving performance. To mitigate PCM’s cell-level endurance problem,
several wear-leveling techniques are proposed [7, 78]. PALP can be combined with
these and similar techniques.
Writeback optimization : Several prior works propose line-level writeback [49–
51, 67, 68, 74], where for each evicted DRAM cache block, processor cache blocks that
become dirty are tracked and selectively written back to PCM. Various works propose
dynamic write consolidation [52,79,82,91,95], where PCM writes to the same row are
consolidated into one write operation. Other works propose write activity reduction
[30, 33], where registers are allocated on CPUs to reduce costly write operations in
PCM. Yet some other works propose multi-stage write operations [99, 101], where a
write request is served in several steps rather than in one-shot to improve performance.
Qureshi et al. propose a morphable PCM system [73], which dynamically adapts
between high-density and high-latency MLC PCM and low-density and low-latency
single-level cell PCM. Qureshi et al. propose write cancellation and pausing [72],
which allows PCM reads to be serviced faster by interrupting long PCM writes.
Jiang et al. propose write truncation [37], where a write operation is truncated to
allow read operations, compensating for the loss in data integrity with stronger ECC.
PALP is complementary to all these approaches.
Multilevel Cell PCM Optimizations : PCM cells can be used to store multiple
bits per cell (referred to as multilevel cell or MLC). MLC PCM offers greater capacity
per bit at the cost of asymmetric energy and latency in accessing the bits in a cell.
Yoon et al. propose an architectural technique for data placement in MLC PCM [96],
exploiting energy-latency asymmetries.
Review of Prior Works that Address Low Write Endurance of PCM
At architectural level, several solutions have been proposed to address the problem of
write disturbance (WD) in PCM. Most of the conventional techniques build on a verify
and correct (VnC) method in which the failed cells are rewritten after verification.
Various schemes have been introduced to improve the system performance by reducing
the frequency of a VnC operation. The proposed method eliminates WD within a
word-line and can be used along with other orthogonal techniques that address WD
across the bitlines.
[38] proposes a Data Insulation (DIN) technique, based on data compression and
encoding to address WD in a wordline. In general, adding redundant bits to the data
allows bit patterns that are not vulnerable to WD to be selected. DIN first applies
compression to make room for redundant bits and then encodes the compressed data
6

to minimize the frequency of WD-vulnerable patterns. Finally, it adds a 2-bit error
correcting code (BCH-2) which eliminates the need to perform a rewrite operation if
two or less bits fail as a result of WD.
Tavana et al. [85] introduced two techniques to address WD along a word-line.
The first one, called Data Modification with Partitioning (DMPart), divides an array
into smaller words or partitions and counts the four 2-bit data patterns. Based on the
pattern counts, DMPart applies an XOR-based encoding to minimize the frequency
of WDvulnerable patterns. This method requires auxiliary bits (for decoding) to be
stored along with the data bits, which somewhat reduces the effective storage density
(data bits/cell) of the memory. To avoid extra storage overhead for auxiliary bits, the
authors suggest to employ the unused Error Correcting Pointers (ECP) which have
been proposed by [11] to address hard errors in PCM. This, however, may not be
attractive when more and more ECP entries are used to address the hard errors. The
second technique proposed in [85], called Selective Writes to Exposed Cells (SWEX),
is based on the idea of trading lifetime to reduce the VnC overhead. In general, all the
exposed bits (vulnerable to WD), including those that can fail in subsequent writes
due to a domino effect, can be identified prior to a write. Writing all the exposed
bits together eliminates the need for a VnC operation. This, however, considerably
increases the bit flips and reduces the memory lifetime. SWEX is flexible as it writes
to all the exposed bits only when the number of exposed bits is below a certain
threshold (chosen to be 32 in [85]). This helps to achieve a compromise between
lifetime reduction and performance improvement.
Wang et al. [90] introduce three (VnC-based) techniques to address WD across
the bitlines. The first one is to make use of ECP. Unused ECP entries can be used to
record the location of bits failing due to WD and VnC is performed only if there are
more errors than ECP can handle. The second technique proposed in [90] is to read
the adjacent word-lines when the line to be written is still in the write queue, thus
reducing the overhead of a verify operation. Lastly, the authors propose to disable
certain rows from being written when lowering the memory capacity is possible, thus
avoiding WD to these rows as a result of a write to their adjacent rows.
A write scheme that exploits the latency imbalance between different cell groups
of PCM is introduced in [9]. In this scheme, ECP entries are used to handle WD in
those cell groups which have higher latencies while VnC is used for the cell groups
with lower latencies. A hot page remapping by exploiting the temporal locality in
memory accesses, is introduced in [10]. The writeintensive pages can be remapped to
a WD-free region, thus mitigating the VnC overhead.
Eslami et al. [8] suggest a checkerboard layout and write-once-memory (WOM)
code to address WD. A checkerboard layout eliminates WD both across the word-lines
and bitlines, however, it allows only half of the full memory capacity. [84] proposes
compression to reduce the number of written bits and store the data in left/right
aligned format for even/odd wordlines. This reduces the possibility of WD across
the bitlines. Additionally, the method introduced in [84] skips a VnC operation for
adjacent lines if the lines are in the last-level cache.
In this chapter, we focus on eliminating the WD in a wordline, assuming that
the WD across the bitlines is eliminated by either adding extra space or using other
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orthogonal (VnC-based) approaches such as use of ECP [90], early read [90], disabling
certain rows [90], remapping hot pages [10] and skipping VnC based on cached data
[84]. Moreover, our evaluation shows that bitline WD mitigation techniques can be
more efficient when the proposed encoding is used to eliminate WD within a wordline. We compare our work with the relevant methods such as a basic VnC scheme,
DIN [38], DMPart [85] and SWEX [85] which also focus on addressing WD in a
wordline.
1.3

Summary of Contributions

In this thesis, we have made two key contributions, which are summarized below.
• Over the years, the DRAM latency has not scaled proportionally with its density
due to the cost-centric mindset of the DRAM industry. Prior work has shown
that this shortcoming can be overcome by reducing the critical length of DRAM
access path. However, doing so decreases DRAM area-efficiency, exacerbating
the latency-area tradeoffs for DRAM design. In this contribution, we show
that reorganizing DRAM cell-arrays using the emerging monolithic 3D (M3D)
integration technology can improve these fundamental latency-area tradeoffs.
Based on our evaluation results for PARSEC benchmarks, our designed M3D
DRAM cellarray organizations can yield up to 9.56% less latency and up to
21.21% less energy-delay product (EDP), with up to 14% less DRAM die area,
compared to the conventional 2D DDR4 DRAM [32].
• Phase Change Memory (PCM) is seen as a potential candidate that can replace
DRAM as main memory, due to its better scalability. However, writing ‘0s’
in PCM cells requires hightemperature RESET operations, which induce write
disturbance errors in neighboring idle PCM cells due to excessive heat dissipation. This contribution introduces low-temperature partial-RESET operations
for writing ‘0s’ in PCM cells. Compared to traditional RESET operations,
partial-RESET operations dissipate negligible heat, and therefore, do not cause
disturbance errors in neighboring cells during PCM writes [31].
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Chapter 2 Improving the Latency-Area Tradeoffs for DRAM Design with
Coarse-Grained Monolithic 3D (M3D) Integration

2.1

Introduction

Over the years since the emergence of DRAM, various manufacturers have deliberately sacrificed the access latency benefits of the continuing DRAM process scaling, to
achieve greater cell density (i.e., more DRAM cells per unit die area) and lower costper-bit for DRAM, by sharing area-hungry DRAM access peripherals (e.g., sense
amplifiers (SAs)) with increasingly large number DRAM cells [53]. Consequently,
most DRAM designs today have very long internal critical access path, corresponding to having many DRAM cells inter-connected through a long wire called a bitline [53]. This design choice has slowed down the DRAM latency scaling, which in
turn has exacerbated the “Memory Wall” problem by widen-ing the performance gap
between the processor and DRAM subsystems even further. To alleviate the “Memory
Wall” problem, which is crucial for meeting the performance demands of the modern
data-driven computing applications, an efficient solution has been to use short-bitline
DRAM architectures (e.g., [47], [89], [77]). However, these architectures require more
SAs for a given die capacity, increasing the die area, and thus, reducing the die’s cell
density and cost-per-bit. As a result of this inherent area-latency tradeoffs in shortbitline DRAMs, the industry has relegated them to specialized applications only such
as high-end networking systems (e.g., [89]) that can tolerate a very high cost for a
very low latency. For more widespread adoption of the short-bitline DRAM architectures, the per-die cell density for such DRAM architectures needs to be increased,
for which improving the fundamental latency-area tradeoffs for DRAM design is of
paramount importance. To improve the latency-area tradeoffs for DRAM design,
and consequently improve the per-die cell density for DRAM, we propose to use the
emerging monolithic 3D (M3D) integration technology [16]. In this chapter, we show
for the first time that reorganizing the traditional 1T1C (1-transistor 1-capacitor)
DRAM die (we consider DDR4 DRAM [7]) at the subarray-level granularity with the
M3D technology can miti-gate the inherent latency-area tradeoffs for DRAM design,
in spite of suffering from performance degradation related to the M3D fabrication
process [65]. Our idea is to partition the sense-amplifiers and other peripherals on
a different M3D tier from the tier with DRAM cell-arrays. We present two different
M3D DDR4 DRAM designs, both with improved cell density (die area) and access
latency, compared to the baseline 2D DDR4 DRAM of the same capacity. Our key
contributions in this chapter are summarized below.
• To relax the latency-area tradeoffs for DRAMs, we reorganize the cell-array of
the commodity 2D DDR4 DRAM [7] using the coarse-grained M3D integration
technology;
• We present the subarray-level bank layouts as well as the latency, area, and
energy analysis (based on SPICE and other circuit-level simulations) for our
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designed M3D DDR4 DRAMs;
• We evaluate our designed M3D DDR4 DRAM architectures using Gem5 [18]
based full-system simulations with PARSEC benchmarks [17], and compare
their performance and energy-efficiency with the conventional 2D DDR4 DRAM.

Figure 2.1: Schematic structures of (a), (b) a DRAM chip, (c) a DRAM bank, (d) a
DRAM subarray, and (e) DRAM cell. SAs: Sense Amplifiers.

2.2
2.2.1

Background on DRAM Structure and Operation
DRAM Chip Structure, Operation, and Timing Constraints

A DRAM chip typically employs a hierarchical cell-array organization, which is briefly
illustrated in Fig. 1. A cell is the smallest unit in the hierarchy, and the critical path
for accessing a cell includes a local bitline, a local SA, a global bitline, a global SA, and
bank I/O (Figure 2.1). Figure 2.2 illustrates three DRAM operation phases (activation, data I/O, and precharging), along with their related DRAM timing parameters
and activities during these phases that occur in various DRAM structures, such as
DRAM array, peripherals, command bus, and data bus. The definitions of various
DRAM timing parameters and the DRAM structures that dominate the latency contributions for respective timing parameters are listed in Table 2.1.From Table 2.1,
lengths of local and global bitlines are major contributors to all critical access latency
parameters.
2.2.2

Latency-Area Tradeoffs for 2D DRAMs

From Table 2.1, having shorter local bitlines is the funda-mental approach for reducing
tRCD, tCAS, tRP, and close-page access latency (tRCD+tCAS+tBURST). However,
from [53], reducing the length of local bitlines comes at the cost of exacerbated
10

Table 2.1: Various DRAM Timing Parameters
Timing
Parameters

Descriptions

tBURST

Row to Column
Command Delay
Column Access
Strobe Latency
Data Burst Duration

tRAS

Row Access Strobe

tRP

Precharge Delay

tRCD
tCAS

DRAM Structure that Mainly
Contributes to the Delay
Local Bitline
Global Bitline, I/O
Interface
Local and Global
Bitline, I/O, Interface
Local Bitline

latency-area tradeoffs. To evaluate these latency-area tradeoffs for different local
bitline lengths, we evalu-ated the die area, tRCD and close-page access latencies for
iso-capacity DDR4 [7] bank organizations with 512, 256, 128, 64, 32 cells per local
bitline (respectively referred to as DDR4-512, DDR4-256, DDR4-128, DDR4-64, and
DDR4-32), using our CACTI [14] and SPICE [13] based DDR4 models discussed in
Section IV. The results of our evaluation are plotted in Figure 2.3. Figure 2.3 also
plots results for our proposed M3D organi-zations, which will be discussed in the next
section. From Figure 2.3, as we move from DDR4-512 to DDR4-32, tRCD does not
reduce beyond DDR4-128 without drastic (>2×) increase in die area. This is because,
as move from DDR4-512 to DDR4-32, a greater number of subarrays and SA stripes
are required in a DRAM bank of unchanged capacity due to the shortened local
bitlines, which increases the total DRAM die area. After DDR4-128, the reduction in
tRCD due to the reduction in local bitline length becomes negligible, but the increase
in DRAM die are still remains significant. On the other hand, as we move from
DDR4-512 to DDR4-32, the close-page access latency starts increasing significantly
from DDR4-128. This is be-cause, due to the increasing number of required subarrays,
the length of global bitlines increases, contributing more significantly to the tCAS
and close page access latencies. Thus, contrary to the observation made for tRCD,
shorter local bitlines yield longer close-page access latencies, which can result in longer
average memory access latency.
It is clear from these findings that shortening local bitlines does not help unless
the global bitlines can also be shortened in concurrence, without incurring any extra
die area cost. Intu-itively, global bitlines can be shortened reducing the bank size and
increasing the bank count per DRAM die. However, doing so cannot come without
significant decrease in the per-die cell density of DRAM. Therefore, to address this
shortcoming, we take a promising alternative approach of reorganizing DRAM banks
using the coarse-grained monolithic 3D integration (M3D) technology, as discussed
next.
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2.3
2.3.1

Reoganizing DRAMs with M3D Integration
Monolithic 3D Integration Technology

M3D technology enables sequential processing and integration of multiple tiers (mostly
up to two tiers) of logic circuits on the same die. To vertically connect various components located on different M3D tiers, the M3D-integrated chips utilize monolithic
inter-tier vias (MIVs) that are several orders of magnitude smaller in physical dimensions ( 50nm×100nm) than TSVs ( 1-3m×10-30m) [61]. Moreover, an MIV has
10Ω resistance and 0.2fF capacitance. This enables vertical routing of connections
using MIVs with nanoscale contact pitch and negligible overheads of parasitic loading. More details on the M3D integration technology can be found in [65]. The
disadvantage of M3D integration is that, due to the sequential integration process,
the resistance of the required tungsten interconnects on the bottom M3D tier can
increase by up to 2×, and the transistor performance on the second/top tier can
degrade by 10 20% [65]. We mitigate this tier degradation issue by employing an
established workaround from [65] to make the best use of the M3D technology for
designing better performing DRAM organizations.
2.3.2

Design of Monolithic 3D(M3D)DRAMs

We reorganize DDR4 DRAM [7] with M3D technology. In our designed M3D DDR4
variants, to avoid performance deg-radation on M3D tiers, we place the SAs and
other peripherals (e.g., write drivers, precharge units, SA I/O, local wordline drivers,
address decoders) on the bottom tier, and the DRAM cell-arrays (including the
DRAM interconnects such as bitlines and wordlines) on the top tier. Figure 2.4
shows schematics of DDR4-512, M3D-512 and M3D-128 organizations. Moreover, we
evaluated tRCD, close-page access latency, and die area for these and other M3D
organizations (M3D-512 to M3D-32) to derive the latency-area tradeoffs for M3D
designs, shown in Figure 2.3. For M3D-512 (Figure 2.4(b)), placing SAs and peripherals underneath the DRAM tiles shortens global bitline length LGBL per subarray
by 234F (117F for SAs + 90F for precharge units + 27F for write drivers), yielding
total LGBL to be 132,969F for M3D-512, compared to LGBL of 162,687F for DDR4512 (Figure 2.4(a)). As a result of reduced LGBL, M3D-512 achieves reduced tCAS
of 8.9ns, compared to tCAS of 10.3ns for DDR4-512. Moreover, we evaluate that the
area of a 128Mb M3D-512 bank is 3.2mm2, which is significantly less than the 3.9mm2
area of a 128Mb DDR4-512 bank. Along the same lines, M3D-128 reaches the pinnacle of the benefits of M3D integration (Figure 2.4(c)), for which LGBL of 142,569F
and LLBL of 256F are achieved (Figure 2.4(c)). These values of LGBL and LLBL
are 1.14× and 4× less respectively than the LGBL and LLBL values for DDR4512. Moreover, we evaluate that the area of a 128Mb M3D-128 bank is 3.4mm2,
which is only 0.2mm2 less than the 3.2mm2 area of a 128Mb M3D-512 bank. Due to
these benefits, the tRCD and close-page access latency curves for the M3D organizations are closer to the origin than the curves for the DDR4 organizations (Figure
2.3), which indicates that the M3D organizations relax the fundamental latency-area
tradeoffs for DRAM design. These results corroborate the excellent capabilities of the
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M3D technology in mitigating the fundamental latency-area tradeoffs for DRAMs, to
achieve simultaneous benefits in DRAM access latency and per-die cell density. Implementation Overheads for M3D DRAM Organizations:To implement our
proposed M3D DRAM organizations, we route the connections of the SAs and other
peripherals on the bottom tier to the DRAM interconnects on the top tier using
MIVs and tier-specific metal-via stack. Figure 2.5 illustrates the MIV-based vertical
interconnects’ cross-sections. Evidently, each vertical connection includes one M1M5 metal-via stack and an MIV. We extract the parasitic resistance and capacitance
values for the vertical interconnects from [56] to be 0.23fF and 20 for the worst-case
scenario (i.e., highest parasitic loading) shown in Figure 2.5(c). In addition, our
M3D organizations also suffer from the performance degradation of the DRAM cell
access transistors placed on the top tier. We evaluate this degradation in terms of
ION-IOFF characteristics using the methods from [65]. We incorporate the vertical intercon-nects’ parasitic values and the degraded access transistors’ ION-IOFF
characteristics in our LTSpice model from [20], to evaluate their impact on various
DRAM latency parameters such as tRCD and tRP. Figure 2.6(a) shows the results
of our LTSpice simulations for tRCD parameter extraction for the DDR4-512, M3D512, and M3D-128 organizations. As discussed earlier, both DDR4-512 and M3D-512
have the same value of 1024F for LLBL. From Figure 2.6(a), even with the addition
of parasitic overheads of vertical interconnects and performance degradation of the
access transistor, tRCD latency for M3D-512 hardly changes significantly compared
to the tRCD latency for DDR4-512.From these findings, we can conclude that M3D
integration incurs negligible overhead for our proposed M3D DRAM organizations.
2.4

Area, Timing, and Energy Analysis

We modeled various DRAM organizations for 22nm technology node using CACTI
[14]. Each DRAM cell consumes 6F 2 area, while the height and pitch of a SA are
117F and 6F respectively. We evaluate the lengths of local and global bitlines also
using CACTI based models of various DDR4 and M3D organizations. For M3D organizations, we hide the area consumed by the SAs and other peripherals, to come up
with bank and DRAM die area. We extract energy values from CACTI based models
as well. Moreover, to evaluate various DRAM latency parameters and close-page access latency, we use the sense amplifier with DRAM subarray bitline model from [20]
in LTspice [13]. The model from [20] is for 45nm, so we scale it to 22nm following the
standard scaling guidelines for wires and interconnects in CMOS technologies. Our
extracted modeling parameters are listed in Table 2.2 for various DDR4 and M3D
DRAMs.
2.5

Simulation Setup and Results

We performed trace-driven simulations using NVmain [66] to compare the power and
energy-delay product values for our considered DRAM organizations. We consider
the iso-area organizations DDR4-512, M3D-512, and M3D-128 for system-level comparison. We also perform full-system simulations in Gem5 [18], to evaluate cycles per
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Figure 2.2: Three phases of DRAM operation and related timing parameters.

Table 2.2: MODELING PARAMETERS FOR VARIOUS DDR4 AND M3D DRAM
ORGANIZATIONS.
DDR4-512 DDR4-2T-512
1
1
8
8
16kb
16kb
512
512
Timing Parameters(ns)
tRCD
6.77
6.78
tCAS
10.29
8.96
tRP
9.58
9.6
tRC
26.64
25.34
tFAW
35.8
35.3
tREFI
7800
7800
Per Access Energy Values(nJ)
Activation Energy
0.59
0.58
Read Energy
1.1
0.94
Write Energy
1.1
0.94
Refresh Energy
35.22
32.51
Area Analysis
Subarray(mm2)
0.031
0.025
Bank (mm2)
3.926
3.209
#MIVs per Bank
0
5,243,008
MIV Area Per Bank(mm2) 0
0.01
Subarray Height
1281F
1047F
Local Bitline Length
1024F
1024F
Local Bitline Resistance
20000Ω
20010Ω
Local Bitline Capacitance
72fF
72.2fF
Ranks
Banks
Page Size
Cells per Bitline
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DDR4-2T-128
1
8
16kb
128
4.2
9.82
4.04
18.05
14.4
7800
0.24
1.05
1.05
23.23
0.007
3.42
14,680,576
0.029
279F
256F
5010Ω
18.2fF

Figure 2.3: Normalized DRAM die area versus tRCD and close-page access la-tency
(tRCD + tCAS + tBURST) for various local bitline lengths (cells per local bitline)
for conventional 2D and M3D-enhanced DDR4 DRAM.
Table 2.3: GEM5 Configuration for Trace-Driven and Full-System Simulations.
Number of Cores
L1 I Cache
L1 D Cache
Shared L2 Cache
ISA/OS

4
32
32KB
2MB
ALPHA

L2 Coherence
Frequency
Issue policy of cores
#Memeory Controllers
Cache Associativity

MOESI
2 GHz
OoO(4 issue)
1
4-way(L1); 8-way(L2)

instruction (CPI) and average latency results. We used the PARSEC benchmarks [10]
for the analysis, the trace files were extracted from detailed cycle-accurate simulations
using GEM5 [18]. The configuration of GEM5 for both trace-driven and full-system
simulations is shown in Table 2.3. We considered 10 different applications form the
PARSEC suite: Blackscholes, Bodytrack, Canneal, Dedup, Facesim, Ferret, Streamcluster, Swaptions, Vips, and X264. For the trace-driven simulations, we ran each
PARSEC benchmark for a “warm up” period of one billion instructions and captured
memory access traces form the subsequent one billion instructions extracted. For
the full-system simulations, we run PARSEC benchmarks in their critical regions of
interest (ROIs) in Gem5. We use parameters from Table 2.2 to model the DDR4-512,
M3D-512, and M3D-128 organizations in Gem5 and NVMain. Figure 2.7(a) shows
system-level cycle per instruction (CPI) values for our consid-ered DRAM organizations across PARSEC benchmarks. Compared to the baseline DDR4-512, M3D-512
and M3D-128 organizations yield about 0.54% and 3.74% lower system CPI respectively. Similarly, Figure 2.6(b) shows average access latency values. Compared to
the baseline DDR4-512, M3D-512 and M3D-128 organizations yield about 1.65% and
9.56% less average latency respectively. Shorter tRC time and shorter close-page ac15

Figure 2.4: Illustration of three example bank organizations of the folded-bitline
DRAM; (a) 512 cells per local bitline 2D DDR4 DRAM (DDR4-512), (b) 512 cells
per local bitline M3D DRAM (M3D-512), and (c) 128 cells per local bitline M3D
DRAM (M3D-128). Although the local/global address decoders are not shown, they
are placed on the bottom tier.

Figure 2.5: Illustration of the vertical interconnects’ cross-sections between (a) local
wordline drivers and local wordlines, (b) sense amplifiers (SAs) and local bitlines, and
(c) sense amplifier (SA) I/O and local data line global bitline, for our proposed M3D
DRAMs. ILD: Inter Layer Die electric; MIV: Monolithic Inter-tier Vias. Although
the lo-cal/global address decoders are not shown, they are placed on the bottom tier.
cess latencies for the M3D-512 and M3D-128 organizations result in lower CPI and
average latency values for them. Figure 2.7(b) shows energy-delay product (EDP)
values. EDP indicates how balanced different designs are in terms of energy consumption and delay. We calculate EDP by multi-plying energy per bit (pJ/bit) with
average access latency (ns), while energy per bit is total power divided by throughput
(bit/s). The results show that M3D-512 and M3D-128 respec-tively have 7.49% and
21.21% lower EDP than the baseline DDR4-512.
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Figure 2.6: (a) Results of LTspice simulations for tRCD extraction for the DDR4512, M3D-512 and M3D-128 organizations, and (b) average access latency results for
the DDR4-512 (blue), M3D-512 (red), and M3D-128 (yellow) organizations across
PARSEC benchmarks.

Figure 2.7: (a) System cycles per instruction (CPI), and (b) energy-delay product
(EDP) results for the DDR4-512 (blue), M3D-512 (red), and M3D-128 (yellow) organizations across PARSEC benchmarks.
2.6

Conclusions

In this chapter, we showed how the fundamental latency-area tradeoffs for DRAM
can be mitigated by reorganizing DRAM cell-arrays using the emerging monolithic
3D (M3D) integration technology. We evaluated the latency-area tradeoffs for various
configurations of 2D DDR4 and M3D DRAMs. Based on our evaluation results for
PARSEC benchmarks, we found that our designed M3D DRAM cell-array organizations can yield up to 9.56% less latency and up to 21.21% less energy-delay product
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(EDP), with up to 14% less DRAM die area, compared to the conventional 2D DDR4
DRAM. These results corroborate the excellent capabilities of the M3D technology
in mitigating the fundamental latency-area tradeoffs for DRAMs, to achieve simultaneous benefits in DRAM access latency and per-die cell density.
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Chapter 3 Mitigating Write Disturbance in Phase Change Memory
Architectures

In this chapter, we discuss our second contribution that focuses on mitigating write
disturbance in Phase Change Memory (PCM) architectures to consequently enable
the PCM technology, which offers inherently improved (more relaxed) density-latency
trade-offs compared to DRAM, as a viable DRAM replacement for implementing main
memory subsystems.
3.1

Background and Motivation

A Phase Change Memory (PCM) cell embeds a resistive heater and a small volume
of chalcogenide material Ge2Sb2Te5 (GST) between two electrodes [28], as shown
in Figure 3.1(a). The GST volume can be programmed into two different states
(i.e., crystalline and amorphous) with dramatically different electrical resistance. The
amorphous high-resistance (usually in the M range) state represents a “0”, while the
crystalline low-resistance (usually in the K range) state represents a “1”. To write a
PCM cell, two basic operations, RESET and SET, are needed. The SET operation
that writes a “1” into the PCM cell requires a long-duration and low-amplitude current
pulse ISET (Figure 3.1(c)). On the other hand, the RESET operation that writes a “0”
into the PCM cell requires a short-duration and high-amplitude current pulse IRESET
(Figure 3.1(c)), to program the GST volume into the amorphous state. While a SET
operation does not typically cause any disturbance, a reliable RESET operation can
heat up the GST volume to 1226.85°C [38] locally, which can dissipate excessive
amount of heat into the neighboring PCM cells. This dissipated heat can cause write
disturbance (WD) errors in the neighboring PCM cells, which can potentially change
their information content.
3.1.1

Write Disturbance (WD) in PCM Cell-Array

Figure 3.1(b) shows a PCM cell-array, where PCM cells are arranged in multiple
wordlines (WLs) and bitlines (BLs). The “aggressor”, shown in Figure 3.1(b) at
the center, is a PCM cell that is undergoing a RESET operation. The excessive heat
generated by this aggressor cell dissipates into the neighboring PCM cells, in the same
wordline as well as in the adjacent wordlines, increasing their temperature. If these
affected neighboring cells are in the RESET state (storing “0”s), their amorphous GST
volumes can become partially crystalline due to the increase in their temperature,
making them the “victims” of the aggressor cell. The “0”s stored in these victim cells
can be erroneously read as “1”s, if the partial crystallization of their GST volumes
significantly reduces their resistance. The probability (F) of such readout error, which
is referred to as write disturbance (WD) error henceforth, to occur in a victim cell is
given by (3.1) [38].
tf ail β
) )
(3.1)
F = 1 − exp(−(
t0
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Figure 3.1: (a) Basic structure of a PCM cell; (b) A schematic of PCM cell-array; (c)
PCM programming pulses from [87].

3.1.2

Related Work

To mitigate WD, conventional designs (e.g., DIN [38], SD-PCM [90], and ADAM
[84]) focus on reducing the number of aggressor and victim cells per PCM write
of a cacheline, and also employ Verify and Restore (VnR) mechanism to iteratively
rewrite the affected cachelines, until all WD errors are recovered. DIN and ADAM
employ frequent data compression to reduce number of “0”s in the compressed data,
to ultimately reduce the number of aggressor and victim cells. SD-PCM uses data
compression to reduce victim cells, and additionally, it employs error-correcting codes
to recover from inflicted WD errors. The VnR mechanism used in these techniques
incurs very high energy and latency overhead. To mitigate this overhead, ADAM
retrieves the ‘victim’ cachelines from the last level cache, relaxing the need of using
VnR [84].
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3.2

Partial-Reset

To mitigate WD, we propose to use partial-RESET operations instead of full-RESET
operations to write “0”s. Unlike prior works that focus on reducing the aggressor
and victim cells per PCM write operation, partial-RESET focuses on eliminating
the root cause of WD, that is, the excessive heat dissipation from the aggressor
cells. A partial-RESET operation uses a lower-amplitude short-duration current pulse
(red curve in Figure 3.1(b)) to write “0”s, instead of the high-amplitude RESET
pulse. As shown in Figure 3.2, a partial-RESET pulse programs a PCM cell’s GST
volume in a poly-crystalline state, which renders lower resistance than the amorphous
state (the full-RESET state). Nevertheless, the poly-crystalline PCM state (partialRESET cell) still renders 10-20× higher resistance than the crystalline PCM state
(SET cell), which can provide enough readout margin (Figure 3.2) to distinguish
the PCM cells storing “1”s (SET cells) from PCM cells storing “0”s (partial-RESET
cells). Moreover, even if the resistance of a partial-RESET cell drifts (increases)
with time due to the atomic restructuring of the GST volume [87] (Figure 3.2), the
readout margin remains unviolated (Figure 3.2), allowing the partial-RESET cell to
be unerringly distinguished from the SET cell. We think that the polycrystalline
partial-RESET state of a PCM cell (Figure 3.2) is deterministically achievable with
reasonable repeatability, as it is analogous to an intermediate resistance state of a
multi-level (MLC) PCM cell [81], which is traditionally achieved with deterministic
repeatability by applying a current pulse with intermediate amplitude and/or width
[19].

Figure 3.2: Illustration of partial-RESET, SET, and RESET PCM cells, and their
resistance distributions.
The lower-amplitude current pulse used for the partial-RESET operation hardly
increases the temperature of an aggressor cell above the crystallization point (300°C),
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which results in negligible heat dissipation from the aggressor cell into the victim
cells. This in turn increases the value in (3.1) to 50 [38], rendering a negligible
value of 10-12 for the WD error probability F. Thus, with nearly zero WD error
probability, partial-RESET operations effectively eliminate the WD problem in PCM
architectures. Moreover, the use partial-RESET operations eliminates the need of
traditional VnR mechanism [38] [90] [84], and as a result, saves PCM architectures
from the excessive latency and energy overheads related to the VnR mechanism.
3.3

Results

For our trace-driven evaluations with PARSEC benchmarks [7], we use the PCM
configuration and simulation environment from [84]. Moreover, we employ the method
from [38] to evaluate per-write energy and latency values for the baseline, ADAM [84],
and our proposed partial-RESET PCM architectures, for 20nm PCM technology.
Figure 3.3(a) shows number of total WD errors (BL+WL WD errors) per-write for
three PCM architectures across three benchmarks. As evident, partial-RESET has
zero WD errors. Figure 3.3(b) and 3.3(c), respectively, present per-write energy
and latency, for three PCM architectures. Our partial-RESET PCM does not require
expensive VnR mechanism, which yields the least per-write energy and latency values
for partial-RESET, compared the baseline and ADAM.

Figure 3.3: (a) Number of total WD errors (BL+WL WD errors) across three PARSEC benchmarks, (b) energy, and (c) latency, per-write for the baseline, ADAM, and
partial-RESET PCM architectures. The bars for partial-RESET in (a) are not visible
due to their zero heights.
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3.4

Limitations of PCM Architectures with partial-RESET Operations

The major drawback of partial-RESET operations would occur when they would be
used to implement multi-level cell (MLC) PCM architectures. In MLC PCM, every
PCM cell can store multiple bits (typically 2 bits) of information. This is made possible by dividing the large resistance range of PCM cells (typically from a few KOhms
to a few MOhms) into multiple discrete resistance bands (typically four resistance
bands) that are separated by viable inter-band gaps to provide sufficient readout
margins. These inter-band gaps can guard MLC PCM architectures from readout
errors when the inherent drift occurring in the resistance of PCM cells [58] forces the
neighboring resistance bands to overlap with one another to consequently violate the
readout margins. To this end, the use of partial-RESET operations for implementing
MLC PCM architectures would reduce the number of bits that can be stored per
PCM cell. This is because, the use of partial-RESET operations would reduce the
dynamic resistance range of PCM cells by setting the highest resistance state to be
of a few hundred KOhms as opposed to a few MOhms. As a result, if the inter-band
gaps are kept unchanged to ensure sufficient readout margins, the number of distinct
resistance bands that can be accommodated in this reduced dynamic resistance range
would also be less, resulting in a less number of bits that can be stored per PCM cell.
3.5

Conclusions and Future Work

This chapter shows that the use of partial-RESET operations can eliminate write
disturbance (WD) errors, in addition to improving the energy-efficiency and latency
of reliable write operations, in SLC PCM architectures. Thus, partial-RESET operations represent a promising solution for mitigating WD in the scaled SLC PCM implementations of the future. Going forward, we plan to perform a detailed system-level
simulation analysis of partial-RESET operations with more number of benchmark
applications. Furthermore, we intend to explore the usefulness as well as drawbacks
of using partial-RESET operations for mitigating WD errors in MLC PCM architectures.
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Chapter 4 Conclusion and Future Work

4.1

Conclusion

In this thesis, we provided possible solutions for improving main memory subsystems using emerging technologies, including monolithic 3D technology for DRAM
latency-area tradeoff and partial-reset for PCM write disturbance. In Chapter 2, we
presented how the fundamental latency-area tradeoffs for DRAM can be mitigated by
reorganizing DRAM cell arrays using the emerging monolithic 3D(M3D) integration
technology. Based on our evaluation results for PARSEC benchmarks, we found that
our designed M3D DRAM cell-array organizations can yield up to 25.71% less latency
and up to 43% less energy-delay product(EDP), with up to 14% less DRAM die area,
compared to the conventional 2D DDR4 DRAM.
In Chapter 3, we first discussed the PCM as a potential candidate to replace
DRAM as main memory, and then highlighted write disturbance as one of the issues
that harm the PCM reliability. To solve this issue, we presented how our proposed
technique Partial-RESET eliminates the root cause of write disturbance, which in
turn eliminates write disturbance errors. Moreover, we showed that Partial-RESET
operations induce significantly low energy and latency overheads, which can significantly improve the performance and energy-efficiency of PCMs, compared to the
relevant prior works.
Both of our proposed ideas, the M3D DRAM and Partial-RESET based PCM,
solve the fundamental problems of DRAM based main memory subsystems. Our results corroborate that the emerging technologies such as M3D and PCM are worth
exploiting and could bring significantly better performance to main memory subsystems.
4.2

Future Research Directions

M3D Integration Based DRAM Design: An extension of our proposed 2-Tier
M3D DRAM would be a 3-Tier M3D DRAM. The motivation is to extract more
benefits by further shortening the bitlines without corresponding increase in DRAM
area, to consequently reduce the fundamental DRAM access latency. Figure 4.1
illustrates the envisioned idea. Figure 4.1(a) is showing a schematic layout of two
DRAM cell arrays (Cell array 1, Cell array 2) and corresponding peripheral circuits
(SA1, SA2, SA I/O 1, SA I/O 2) for the 2-Tier M3D design with 128 cells per bitline.
Figure 4.1(b) shows a schematic layout of two DRAM cell arrays (Cell array 1, Cell
array 2) and corresponding peripheral circuits (SA1, SA2, SA I/O 1, SA I/O 2) for the
2-Tier M3D design with 64 cells per bitline. Figure 4.1(c) shows a schematic layout
of two DRAM cell arrays (Cell array 1, Cell array 2) and corresponding peripheral
circuits (SA1, SA2, SA I/O 1, SA I/O 2) for the 3-Tier M3D design with 64 cells
per bitline. In these figures, SA means sense amplifier. SA I/O 1 and SA I/O 2
show regions where vertical interconnections are made between DRAM cell arrays
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and SAs as well as between SAs and global I/O circuits (not shown in the figures).
Cell arrays are implemented on the top M3D tier, whereas SAs and SA I/O regions
are implemented on the bottom M3D tier, just like discussed in Chapter 2. A DRAM
cell array together with its corresponding SA and SA I/O circuits (e.g., cell array 1,
SA 1, and SA I/O 1) makes an independently operable M3D DRAM subarray. Since
the SA I/O regions are implemented on the bottom tier and are utilized for routing
the inter-tier interconnects vertically within their respective M3D subarrays, no other
circuit is implemented right on top of them on the top M3D tier. Doing so ensures
viable routing of wires between the SA I/O regions and the cell arrays on the top
M3D tier.

Figure 4.1: Simplified schematic illustration of (a) 2 Tier M3D DRAM design with
128 cells per bitline. (b) 2 Tier M3D DRAM design with 64 cells per bitline. (c) 3
Tier M3D DRAM design with 64 cells per bitline
In a nutshell, in an M3D DRAM bank (such as shown in Figure 4.1), to keep
reducing DRAM access latency without increasing DRAM bank area, the bitline
length can be reduced up to a point where the DRAM cell arrays of the individual
M3D subarrays start occupying smaller area than their corresponding SAs. Beyond
this point, further decreasing bitline slows down latency reduction but ramps up the
increase in DRAM bank area. This happens because reducing bitline length always
increases the required number of subarrays per bank (for a constant bank capacity),
which in turn incurs extra area overhead of the corresponding increase in the number
of SAs. But this extra area overhead can no longer be completely hidden under
the area occupied by DRAM cell arrays, when individual DRAM cell arrays start
occupying smaller area than their corresponding SAs. For instance, in case of the
2-Tier M3D design with 128 cells per bitline (Figure 4.1(a)), the area occupied by
cell array 1 is equal to the area occupied by SA 1, and it is true for cell array 2 and
SA 2 as well. Therefore, when the area occupied by cell array 1 becomes smaller than
the area occupied by SA 1, in case of the 2-Tier M3D design with 64 cells per bitline
(Figure 4.1(b)), the latency reduction starts slowing down and the increase in bank
area starts ramping up. This ramp up in bank area can be notably slowed down by
adding more M3D tiers in the DRAM design. For example, adding one more M3D
tier (having total 3 tiers) in Figure 4.1(c) can reduce the area overhead of having 64
cells per bitline compared to the 2-Tier design shown in Figure 4.1(b), by splitting
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the placement of SAs across the bottom two M3D tiers. This way, the 3-Tier M3D
design can continue to provide viable latency and area benefits for bitlines that are
shorter than 128 cells. Therefore, 3-Tier M3D concept is worth exploring.
However, the M3D integration technology intrinsic challenges may get a bit more
amplified in the 3-Tier M3D design compared to the 2-Tier M3D design. This is because the tungsten based interconnects on the middle and bottom tiers of the 3-Tier
M3D DRAM would suffer from high resistivity. In addition, the transistors implemented on the top tier and middle tier would suffer from the degraded performance.
Thus, the middle tier may suffer from degraded interconnects as well as transistor
performance. Nevertheless, if the performance degradation can be kept below the
achievable latency benefits, the 3-Tier M3D DRAM design is worth exploring. In
fact, as the M3D integration technology improves in the future, it might be possible
to include more than three tiers per chip for DRAM design. Doing so may provide
even more latency and area benefits in the future. Moreover, there is one more opportunity for further improvement in M3D DRAM implementations. As the M3D
integration technology improves, if we are able to reduce the performance degradation of tungsten based interconnects and deposited transistors, there won’t be any
doubt that the M3D integration based DRAM architectures will proliferate in the
future.
Partial-RESET Based PCM: The future research direction for the PartialRESET PCM design will likely be the multi-bit cell design. The ability to store
multiple bits per PCM cell is part of the reason for the PCM technology being a
candidate for replacing DRAM as main memory. A multibit cell PCM’s ability of
increasing the bit density without changing the cell density, and hence without correspondingly increasing the latency overhead, provides a tempting solution for main
memory implementation. Carefully optimizing the Partial-RESET could lead the
way to achieve multibit cell PCMs without the write disturbance issue. In addition,
the elimination of the write disturbance issue would allow PCM cells to be placed
closer to each other by decreasing the wordline and bitline pitches. This could lead
to more compact PCM, multiplying the latency and density benefits of PCM over
DRAM.

Copyright© Chao-Hsuan Huang, 2021.
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Appendices

Appendix A: LTSpice Based Modeling of M3D DRAMs’ Bitline-Level Organizations
Introduction
To evaluate how the bitline length affects various DRAM timing constraints and
close-page DRAM access latency, we chose to model DRAM cell-arrays using LTSpice following the guidelines from [20]. We also use LTSpice to evaluate how the
degradation of transistors and interconnects performance in M3D technology affect
various DRAM timing parameters and DRAM access latency.
Modeling DRAM Cell Array
As discussed in Chapter 2, a DRAM cell array basically consists of a 2D array of 1transistor-1-capacitor (1T1C) type of DRAM cells that are connected in the 2D array
through bitlines (vertical wires) and wordlines (horizontal wires). Each individual
DRAM cell capacitor connects to a bitline through an access transistor that can be
switched ON/OFF by enabling/disabling a wordline. Figure 1 shows the full view
of the DRAM cell-array organization of DDR4 DRAM that we have extracted using
the LTSpice simulation based model from [20]. Different parts of this cell-array
(i.e., bitlines, sense-amplifiers, access transistors) are remodeled as follows to fit the
requirements of our designed M3D DRAMs.
DRAM cell access transistors: The original model of the access transistors
are taken from [20] which provides a 44 nm node model for DDR4 DRAM. We scale
this model to 22 nm for our M3D DRAM design using guidelines from cmosptm [34].
The original VDD of the model is 1.5V, whereas for 22 nm we reduce VDD to 1.2V. To
model the degradation of the transistors that are placed on the top M3D tier of our
M3D DRAM design, we propose lowering the ION of the transistors by 20% according
to [65].
Sense-amplifiers and other peripherals: Sense-amplifiers and other peripherals contain cross-coupled inverters as sense-amplifiers and other circuit blocks that act
as precharge units. Figure 2 shows a sense-amplifier and the corresponding precharge
unit. The transistor models utilized for simulating these the sense-amplifier and
precharge unit blocks are also taken from [34] and [20] for 22 nm node. Nevertheless,
in contrast to the DRAM cell access transistors, the sense-amplifers and precharge
units do not face any degradation as they are implemented on the bottom M3D tier.
Bitlines and wordlines: At the very top of the Figure 1, we have bitline and
wordline of DRAM array 0 modeled as lumped RC parameters. At the bottom
right corner, we have bitline and wordline of DRAm array 1. Focusing on array
0, R1 represents the bitline resistance and Cmbit2 represents the bitline parasitic
capacitance. Similarly, R2 and Cmbit3 are the bitline resistance and capacitance
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Figure 1: The LTspice model for DRAM bitline and sense amplifier. Bitline0 and
bitline1 marked in yellow.
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values for array 1. To simulate various number of cells per bitline, we have the
parameters R1, R2, Cmbit2, Cmbit3 set according to Table 1.
Simulation Results Steps
• All the parameters that are shown in Figure 1 and 2 can be set by clicking on
their values and modifying them.
• After all parameters are set. Click “run” to start to simulation.
• To check the bitline voltage, click on the bitline to see the voltage waveform.
As you can see by the red pin shown in the figure below.

• Click twice on the name of the waveform to show two cursors, move the cursors
to show the details of the waveform.
• For tRCD, we collect the data from half VDD to 0.75 VDD (0.9V).
• For tRP, we collect the data from full VDD to 0.51 VDD (0.612V).
• The box in the right bottom will show the data set you selected using the
cursors.
Data Collection
The goal of the LTspice is to simulate the timing parameters of DDR4 and M3D
DRAM designs. Two timing parameters, tRCD and tRP, are extracted from LTSpice.
We use the method from [20] to extract tRCD and tRP. According to [20], tRCD is
the interval for which the voltage of the bitline is charged up to 75% of VDD (0.9V)
after a read command is issued. And tRP is the time interval for which the voltage of
the bitline is reduced/discharged t0 51% of VDD (0.612V) after a precharge command
is issued.
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Table 1: Parameters for different bitline organizations. R1/R2 are bitline resistance
values in Ohms and C1 (Cmbit2) and C2 (Cmbit3) are bitline capacitance values in
fF. Parameters R1, R2, C1 (Cmbit2), C2 (Cmbit3) are shown in Figure 1.
Cells per bitline
512
256
128
64
32

DDR4
R1/R2
20000
10000
5000
2500
1250

2T-M3D
R1/R2 C1/C2
20010 72.2
10010 36.2
5010
18.2
2510
9.2
1260
4.7

C1/C2
72
36
18
9
4.5

3T-M3D
R1/R2 C1/C2
20020 72.4
10020 36.4
5020
18.4
2520
9.4
1270
4.9

Figure 2: LTspice model for sense amplifier and peripherals
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