Abstract. The metric dimension of a graph G is the minimum size of a subset S of vertices of G such that all other vertices are uniquely determined by their distances to the vertices in S. In this paper we investigate the metric dimension for two different models of random forests, in each case obtaining normal limit distributions for this parameter.
Introduction
Let G = (V, E) be a finite, simple graph with |V | = n vertices. For a subset R ⊆ V with |R| = r, and a vertex v ∈ V , let d R (v) be the r-dimensional vector whose i-th coordinate is the length of the shortest path between v and the i-th vertex of R. If no such path exists because the considered vertices are in different connected components, the distance is defined to be ∞. We call R ⊆ V a resolving set if for any pair of vertices u, v ∈ V , d R (u) = d R (v). For instance, the full vertex set V is always a resolving set, and so is R = V \ {w} for every choice of w. The general problem in this domain is to find minimal resolving sets. The metric dimension β(G) of a graph G (or simply β, if the graph we consider is clear from the context) is then the smallest cardinality of a resolving set. Fixing the number of vertices, we have the trivial inequalities 1 ≤ β(G) ≤ n − 1, with the lower bound attained for a path of length n, and the upper bound for the complete graph K n (or the empty graph). Observe also that for a graph G with connected components G 1 , . . . , G k , β(G) = Pelayo, Seara and Wood [26] proved that n ≤ (⌊ 2D 3 ⌋ + 1) β + β
⌈D/3⌉
i=1 (2i − 1) β−1 , and gave extremal constructions that show that this bound was sharp. Moreover, in [26] graphs of metric dimension β and diameter D were characterized. The metric dimension of the cartesian product of graphs was investigated by Cáceres, Hernando et al. [10] , and the relationship between β(G) and the determining number of G (the smallest size of a set S such that every automorphism of G is uniquely determined by its action on S) was studied by Cáceres, Garijo et al. [9] . Also, Bailey and Cameron [2] studied the metric dimension of graphs with strong symmetry properties, such as distance transitive graphs (where the orbits on pairs of vertices are precisely the distance classes).
Concerning algorithmic questions, the problem of finding the metric dimension is known to be NPcomplete for general graphs (see [22, 30] ). Recently, Díaz et al. [14] showed that determining β(G) is NP-complete for planar graphs, and gave a polynomial-time algorithm for determining the metric dimension of an outerplanar graph. Furthermore, in [30] a polynomial-time algorithm approximating β(G) within a factor 2 log n was given. On the other hand, Beerliova et al. [4] showed that the problem is inapproximable within o(log n) unless P=NP. Hauptmann et al. [25] then strengthened the result and showed that unless NP ⊆ DTIME(n log log n ), for any ε > 0, there is no (1 − ε) log n-approximation for determining β(G), and finally Hartung et al. [24] extended the result by proving that the metric dimension problem is still inapproximable within a factor of o(log n) on graphs with maximum degree equals to three.
In this paper we study the metric dimension of forests in different random models. Our first contribution is the study of the limiting probability of the metric dimension for a random tree, chosen uniformly at random among all trees with n vertices. The same result applies for random planar forests in the corresponding similar model. These models are reminiscent of the random planar graph model introduced by Denise, Vanconcellos and Welsh [13] (see also [31] ). All asymptotic results throughout the following lines are as n → ∞. In particular, our first result is the following one: Theorem 1.1. Let T n be a random tree chosen uniformly at random among all trees with n vertices. Then, the sequence of random variables
Varβ(T n )
converges in distribution to a standard normal distribution when n → ∞. Additionally, E [β(T n )] = µn(1 + o(1)) and Varβ(T n ) = σ 2 n(1 + o(1)), and µ ≃ 0.14076941, σ 2 ≃ 0.063748151. A similar result, with the same expectation and variance, holds for a graph chosen uniformly at random among all forests with n vertices.
We also study random forests in the context of the Erdős-Rényi model G(n, p) for random graphs. Many results are also known in this context: Babai et al. [1] showed that in G(n, 1/2) asymptotically almost surely the set of ⌈(3 log n)/ log 2⌉ vertices with the highest degrees can be used to test whether two random graphs are isomorphic (in fact they gave an algorithm with running time in O(n 2 )), and hence they obtained an upper bound of ⌈(3 log n)/ log 2⌉ for the metric dimension of G(n, 1/2). Next, Frieze et al. [21] studied sets resembling resolving sets, namely identifying codes: a set C ⊆ V is an identifying code of G, if C is a dominating set (every vertex v ∈ V \ C has at least one neighbor in C) and C is also a separating set (for all pairs u, v ∈ V , one must have
denotes the closed neighborhood of u). Observe that a graph might not have an identifying code, but note also that for random graphs with diameter 2 the concepts are very similar. The existence of identifying codes and bounds on their sizes in G(n, p) were established in [21] . The same problem in the model of random geometric graphs was analyzed by Müller and Sereni [32] , and Foucaud and Perarnau [20] studied the same problem in random d-regular graphs. Finally, in a recent paper [7] the authors studied the metric dimension of G(n, p) for a wide range of values of (log n) 5 ≪ p(n − 1) ≤ n 1 − 3 log log n log n .
In this last work the authors showed a zigzag-behavior of β(G) in terms of the edge probability p.
The second contribution of this paper is the analysis of the metric dimension of sparse G(n, p) with p = c n with c < 1. This range of parameters typically has a very forest-like structure, although a few cycles might be present. In such a situation the behavior is quite regular, and indeed we can obtain precise limiting distributions for this parameter. To make our result precise, we need the following notation. Let F n a distribution function of a certain random variable and let Φ denote the distribution function of standard normal law. Define the following measure of convergence
where ||h|| = sup x |h(x)| + sup x |h ′ (x)|, and the supremum is taken over all bounded test functions h with bounded derivative. For a random variable X denote by L(X) its distribution function (if it exists).
converges in distribution to a standard normal distribution when n → ∞, and (1)), where
and Varβ(G) = Θ(n).
Comparison of the two models. The plot of the constant term C given by (1) as a function of c is shown in Figure 1 . It is interesting to notice that the constant term in the expectation in this latter model is (much) bigger than the constant obtained in Theorem 1.1. This shows that these two models are qualitatively different. A possible explanation for this is the following: the second model generates many small trees, for which, relatively to the number of vertices in the whole graph, a bigger subset is needed to distinguish all vertices (for example, for isolated vertices all of them have to be taken, for trees of size 2 and 3 one vertex has to be taken, and in general the fraction of vertices that have to be chosen decreases with the size of the tree). Unfortunately, we are not able to calculate the leading constant of the variance in the second model, and thus we cannot compare the two variances.
The proofs of both results of this paper are based on Slater's characterization of the metric dimension for trees. In Theorem 1.1 we use the methodology of the Analytic Combinatorics domain (see [19] ), whereas in Theorem 1.2 we compute first and second moments and use Stein's Method to deduce the limiting distribution.
Organization of the paper. In Section 2 we describe all necessary preliminaries for the proofs of both models. Section 3 is then entirely devoted to the proof of Theorem 1.1, and Section 4 deals with the proof of Theorem 1.2.
Preliminaries
In this section we introduce all the techniques we use in the paper, namely the Symbolic Method in Analytic Combinatorics, the Dissymmetry Theorem for Trees, the results needed for deriving normal limiting distributions in both models, a simple version of Stein's Method and two simple well-known The Symbolic Method. The reference book for all this analysis is [19] . Let A be a set of labelled objects (for instance, labelled graphs), and let | · | be a function from A to N. If a ∈ A, we say that |a| is the size of a. A pair (A, | · |) is called a combinatorial class. We only consider combinatorial classes where the number of elements with a prescribed size is finite. Under this assumption, we define the formal power series A(x) = a∈A , a 2 , . . . , a r ) ∼ ( a 1 , a 2 , . . . , a r ) when there exists a permutation of indices τ in {1, . . . , r} such that the equality a i = a τ (i) holds for all i. The restricted set construction is equivalent to the previous one but when the Cartesian product has only a fixed number of terms. Finally, the composition of two combinatorial classes A and B is obtained by substituting each atom of each element of A by an element of B. All these constructions are resumed in Table 1 .
The framework of analytic combinatorics is also powerful to handle probabilities in a combinatorial class. Consider a certain parameter χ : A → N on A. For n, m ∈ N, denote by a n,m the number of objects of A of size n and parameter χ equals to m. Define the bivariate generating function
where y marks the parameter χ. Observe that A(x, 1) = A(x). For each value of n, the parameter χ defines a random variable X n over elements of A of size n with discrete probability density function P (X n = m) = a m,n /a n . Hence, this discrete probability distribution can be encapsulated by means of 
.
The first main theorem of this paper is based on the analysis of such probability distributions.
The Dissymmetry Theorem for Trees. The Dissymmetry Theorem for Trees (see [5] ) provides a methodology to express a combinatorial class of unrooted trees in terms of related classes of rooted ones. More precisely, let S be a class of unrooted trees. Consider the following families of rooted trees: S • is built from S by pointing a vertex. S •−• is the class of trees in S where an edge is pointed. Finally, S •→• is the set of trees in S where an oriented edge is pointed. The Dissymmetry Theorem for Trees asserts that
This relation can be directly translated in the context of generating functions: denoting by S(x), S •→• (x), S •−• (x) and S • (x) the corresponding counting formulas (where x encodes vertices), (2) rewrites as
These relations remain valid when dealing with multivariate counting formulas.
Singularity analysis on bivariate counting formulas. By means of complex analytic techniques, it is frequent to obtain functional equations on counting formulas from which we want to extract asymptotic estimates of the coefficients. Different inversion techniques can be useful for that purpose. In our work we need to analyze implicit schemes of the form
for certain analytic functions F (x, y, z). Under natural conditions on F , we can obtain the singular expansion of T (x, y) around its smallest singularity. We rephrase Theorem 2.21 from [15] (based on the earlier works [16, 17, 18] ) in a simplified version:
Theorem 2.1 (Square-root singularity for implicit equations). Let F (x, y, z) an analytic function around the origin, such that all Taylor coefficients are non-negative, F (0, y, z) is identically equal to the zero function and F (x, y, 0) = 0. Assume that in the region of convergence of F (x, y, z) the system of equations
has a non-negative solution
Assume that the counting formula T (x, y) is defined by the implicit scheme T (x, y) = F (x, y, T (x, y)). Then, T (x, y) is an analytic function around the origin, with non-negative Taylor coefficients. Additionally, there exist functions f (y), g(y), p(y), q(y) and ρ(y) which are analytic around x = ρ = ρ(1), y = 1 such that T (x, y) is analytic for |x| < ρ and |y − 1| < ε (for some ε > 0), and has an expansion of the form
Once we know the singular behavior of a bivariate generating function, we can study, by means of general results, the limiting distribution of the parameter we are codifying. In this context, the Quasi-powers Theorem [27] gives sufficient conditions to assure normal limiting distributions. In the following simplified version we adapt the hypothesis to the expansions we will find in the analysis: Theorem 2.2 (Quasi-Powers Theorem [27] ). Let F (x, y) be a bivariate analytic function on a neighborhood of (0, 0), with non-negative coefficients. Assume that the function F (x, y) admits, in a region R = {|y − 1| < ε} × {|x| ≤ r} for some r, ε > 0, a representation of the form
where A(x, y), B(x, y) and C(x, y) are analytic in R, and such that • C(x, y) = 0 has a unique simple root ρ < r in |x| ≤ r,
is different from 0. Then the sequence of random variables with density probability function
converges in distribution to a normal distribution. The corresponding expectation µ n and variance σ 2 n converge asymptotically to −
ρ(1) n and σ 2 n, respectively.
Stein's Method. We also make use of the following theorem, which is an adaptation of Stein's Method for the setting of random graphs (see [3] ):
and its following remarks): Let I ⊆ N, K i ⊆ I and i ∈ I, be finite index sets and suppose that the random variables W , {X i } i∈I , {W i } i∈I and {Z i } i∈I have finite second moment. Suppose that W = i∈I X i , with E [X i ] = 0 for i ∈ I, and E W 2 = 1. Suppose furthermore that W = W i + Z i , for any i ∈ I, where W i is independent of both X i and Z i , and let
Then, if {W (n) } is a sequence of random variables, whose elements can all be decomposed as W , and for which we denote by ε (n) the corresponding value of ε from (5), we have that W (n) tends in distribution to a standard normal random variable, and
for some universal constant K.
Remark 2.4. If one considers the traditional Kolmogorov-Smirnov distance δ n = sup x |F n (x) − Φ(x)| between a distribution function F n and the standard normal distribution, in general δ n = O(ε 1/2 ), and at the cost of greater effort in many cases also δ n = O(ε), see [3, 12] .
Properties of the G(n, p) model. We also make use of the following two facts about random graphs G(n, p) with p = c n and 0 < c < 1.
Lemma 2.5. (Corollary 5.11 of [6] ) Let G ∈ G(n, p) with p = c n and 0 < c < 1. Then, there exists some C > 0 such that with probability at least, say, 1 − n −5 , all components of G have size at most C log n. Notation. All trees considered in this paper are labelled, and generating functions are exponential in the variable x, which codifies vertices. The other parameters (as the metric dimension) are ordinary: variables u, v are used to encode leaves and vertices incident with a leaf. We usuallly write a.a.s. to denote that a property holds asymptotically almost surely (namely, if the probability that this property holds tends to 1 as n goes to infinity).
The uniform model
In this section we study the limiting metric dimension for a random tree chosen uniformly at random among all trees with n vertices. This combinatorial family can be encoded by means of generating functions. This step is carried out in Subsection 3.1. Later, by means of asymptotic techniques we prove Theorem 1.1 in Subsection 3.2.
3.1. Enumeration.
3.1.1. Definitions. Intermediate families of trees. Temporarily we will consider trees whose vertices have degree different from 2. We call them special trees and we denote the family by S. Observe that the metric dimension of a special tree is equal to the number of leaves minus the number of vertices which are incident to some leaf. Additionally, each tree is obtained from a special tree by subdividing each edge. For this reason, special trees codify all the enumerative information needed to study the metric dimension of random trees and random forests. To study special trees we start with the analysis of an auxiliary family which we call mobiles and which we denote by P: mobiles are rooted special trees with a special distinguished leg incident with the root vertex. The degree of the root of a mobile is its degree plus 1 (corresponding to its incidence with the leg). See Figure 2 for an example of two mobiles. The leg is represented by an arrow. We additionally demand that the degree of the root vertex it is not 2. This condition will be important later when we apply the Dissymmetry Theorem for Trees. Figure 2 . Two mobiles. The degrees of the roots are 4 and 3, respectively.
be the generating function associated to mobiles, where p n,l,k is the number of mobiles with n vertices, l leaves and k internal vertices incident to some leaf. We similarly denote by S := S(x, u, v), T := T (x, u, v) and G := G(x, u, v) the counting formulas for special trees, trees and forests, respectively. Observe that by writing v −1 = u = y, the variable y encodes the metric dimension in each counting series. We also consider enriched families of rooted trees. In particular, we study families of edgerooted, edge-oriented rooted and rooted special trees. The corresponding counting formulas are denoted by
respectively. An example of each family is given in Figure 3 . The generating function P of mobiles satisfies a recursive description in terms of the degree of the root vertex: a mobile is either a vertex (which is also a leaf, hence it is codified by a term ux), or otherwise, the root vertex is incident to a leaf or not. We denote these last two families by P 1 and P 2 , and the corresponding counting formulas by U , V , respectively. For example, the first mobile in Figure 2 belongs to P 1 , and the second one to P 2 . In particular:
Let us find relations between U , V and P . In order to do so, consider the degree of the root vertex of a tree of one of these families. Call it d + 1. By assumption d ≥ 2. In the first case, at least one of the pending trees is a leaf, and hence the root vertex must be also codified with v. We obtain then the term
Finally, summing over all possible values of d we get
In the second case, the family of mobiles in P 2 whose root vertex is d + 1 is combinatorially equivalent to
and hence, by the Symbolic Method we have that
Combining (6), (7) and (8) we get the following implicit expression for P :
Observe that, by writing u = v = 1 in (9), we recover a slight variation of the classical relation for rooted labelled trees: writing P (x) := P (x, 1, 1) we have that P (x) = x (exp(P (x)) − P (x)) (rooted labelled trees without vertices of degree 2). Concerning S •→• , the root edge determines two mobiles by cutting it. This pair of mobiles is ordered because the root edge is oriented. Hence, the expression for S •−• is obtained by combining all the possibilities for this pair of trees:
Observe that the term ux 2 arises from an oriented edge. In order to deal with S • , we distinguish three cases depending on the degree of the pointed vertex. First, if the degree of the pointed vertex is 0, then we have the term ux. Second, if the degree of the pointed vertex is equal to 1 (namely, a leaf), we can express the corresponding counting formula in terms of U and V :
Now, let us assume that the pointed vertex has degree greater than 2 (recall that special trees do not have vertices of degree 2). The combinatorial decomposition depends on whether the root vertex is incident to a leaf or not. This gives the following counting formula in this situation:
We can then develop this expression and obtain that
Applying the final relation S = S • − 1 2 S •→• we obtain the desired counting formula. The explicit expression of S in terms of P is long, but it can be deduced immediately from (10) and (11) . The first terms in the Taylor expansion of S are the following ones:
Recall that in this computation trees with vertices of degree 2 are not considered.
3.1.3. From special trees to trees and forests. In the last step we can now go back from (unrooted) special trees to (unrooted) trees and forests. It remains to recover vertices of degree 2. Observe that general trees are obtained from special trees by substituting each edge by a (possibly empty) sequence of vertices of degree 2. As a tree with n vertices has n − 1 edges, we need to make the substitution
The first terms in the Taylor expansion of T are the following ones:
Notice that the subterms of the form 1 2 ux n correspond to paths of length n, which are slightly special (their metric dimension is always equal to 1). Finally, a forest is a set of trees, concluding that G = exp(T ).
3.1.4. The final system of equations. Writing u = v −1 = y and collecting all the relations we have obtained so far, we get the following set of equations:
In order to get T (x, y) we first compute P (x, y) using its implicit definition. Then we can obtain both U (x, y) and V (x, y). This pair of counting formulas, together with P (x, y), defines counting formulas for rooted special families, and in particular, it defines S(x, y). Finally, by a change of variable argument we can deduce T (x, y).
Asymptotic analysis.
We can now analyze by means of singularity analysis the system of equations (12) obtained in Subsection 3.1.4. The strategy is the following: we first examine the singular behavior of P (x, y) by means of Theorem 2.1. The singular expansion we obtain is translated to all families of (rooted) special trees. One needs to be more careful when dealing with S(x, y), as the equation has negative coefficients and some terms cancel. Later, we deal with the change of variables that defines T (x, y) in terms of S(x, y) and finally we apply the Quasi-Powers Theorem (Theorem 2.2) to get the values of the parameters of the resulting normal limiting distribution. In all this section we write X(y) := (1 − x/ρ(y)) 1/2 , where ρ(y) is an analytic function at y = 1 that will be defined below. We start by analyzing the singular behavior of P (x, y): Then, the counting formula P (x, y) has a unique square-root singularity when y varies around y = 1:
uniformly with respect to y for x in a small neighborhood of ρ(y), and with P 0 (y), P 1 (y), P 2 (y), P 3 (y) analytic in a neighbourhood of y = 1. More precisely, ρ(1) −1 = e − 1. Furthermore, we have that ρ ′ (1) ≃ −0.12960268 and ρ ′′ (1) ≃ 0.11039081.
Proof. Write the first equation in System (12) in the form P (x, y) = F (x, y, P (x, y)), where
Observe that we cannot apply directly Theorem 2.1 because the Taylor coefficients of F (x, y, z) are both positive and negative. In order to overcome this difficulty, write P (x, y) = xy + W (x, y). Then, W (x, y) satisfies the implicit equation formula
Hence, W (x, y) = H(x, y, W (x, y)) for a certain entire function H(x, y, z). It can be checked that the Taylor coefficients of H are non-negative. Additionally, H(0, y, z) is identically equal to 0 and H(x, y, 0) = 0. The system of equations given in (4) is the following one:
which has the solution ρ = (e − 1) −1 , τ = e−2 e−1 . Additionally, it is easy to check that ∂ ∂x H(ρ, 1, τ ) = 0 and ∂ 2 ∂y 2 H(ρ, 1, τ ) = 0. We are then under the assumptions of Theorem 2.1, and W (x, y) has a squareroot expansion of the form
locally around x = ρ(y) (in a neighborhood of y = 1), with W 0 (y), W 1 (y), W 2 (y), W 3 (y) and ρ(y) analytic in this neighborhood, such that W 0 (1) = e−2 e−1 . Finally, because P (x, y) = xy + W (x, y) and xy is an entire function, we conclude that P (x, y) has the square-root expansion
with P 0 (y), P 1 (y),P 2 (y) and P 3 (y) analytic in a neighborhood of y = 1, and P 0 (1) = 1. Let us move to the study of the derivatives of ρ(y) evaluated at y = 1. For each choice of y in a neighborhood of 1, the system of equations τ = H(x, y, τ ), 1 = ∂ ∂z H(x, y, τ ) has a unique solution (x, z) = (ρ(y), P (ρ(y), y)). From this set of equations we deduce that ρ(y) satisfies the implicit formula
from which we can deduce (by successive derivatives) exact expressions for both ρ ′ (1) and ρ ′′ (1). Indeed, expressions for ρ ′ (1) and ρ ′′ (1) can be computed exactly, but they are long. We only provide exact numerical approximations to these values.
In fact, we can determine by means of indeterminate coefficients the different functions in y involved in Lemma 3.1. For example, the first term P 0 (y) satisfies the implicit equation P 0 (y) = F (ρ(y), y, P 0 (y)). It is clear that the singularity curves of U (x, y), V (x, y), S •→• (x, y) and S • (x, y) are the same as the one for P (x, y), because the previous equations are analytic transformations of the last counting formula (since we consider y close to 1, the function 1/y is analytic). Indeed, by straightforward computations (i.e., Taylor expansions) one can see that the singular expansions of U (x, y), V (x, y), S •→• (x, y) and S • (x, y) are also of square-root type.
However, this is not the case when dealing with S(x, y): expanding S(x, y) around x = ρ(y) we obtain the singular expansion
for certain functions S 0 (y), S 2 (y) and S 3 (y) analytic at y = 1. In other words, the corresponding term S 1 (y) vanishes in a neighborhood of y = 1. This is the analytic counterpart of the unrooting argument which arises from the Dissymmetry theorem for trees. The last step needed is to obtain T (x, y) from S(x, y). We encapsulate this analysis in a lemma.
where ρ(y) is the singularity curve obtained in Lemma 3.1, and let X(y) = 1 − x/R(y). Then the counting formula P (x, y) has a unique singularity R(y) when y varies around y = 1, and around x = R(y), T (x, y) has a singular expansion of the form
uniformly with respect to y for x in a small neighborhood of R(y), and with T 0 (y), T 2 (y) and T 3 (y) analytic at y = 1. More precisely, R(1) −1 = e −1 ≃ 0.36787944. Furthermore, we have that R ′ (1) ≃ −0.05178617 and R ′′ (1) ≃ 0.03562445.
Proof. For each choice of y in a neighborhood of 1, the smallest real positive singularity of S(x, y) is located at x = ρ(y). Hence, for this value of y, T (x, y) has a unique smallest real singularity at R(y), such that R(y) satisfies the condition
The map f (z) = z 1−z is holomorphic in all points z = 1. Thus, the singular expansion of S(x, y) around x = ρ(y) and y = 1 is translated directly into the singular expansion of T (x, y) around x = R(y) and y = 1. Finally, we obtain expressions for R ′ (y) and R ′′ (y) from the equation satisfied by ρ(y) claimed in Lemma 3.1. Joint with the estimates for ρ ′ (1) and ρ ′′ (1) obtained in Lemma 3.1, the estimates claimed for R ′ (1) and R ′′ (1) hold. Now, Theorem 1.1 is an easy consequence of Lemma 3.2: the expansion of T (x, y) around its smallest singularity satisfies the assumptions of Theorem (2.2). Additionally,
and Theorem 1.1 follows by observing σ 2 = 0 and applying the Quasi-Powers Theorem. Since the counting formula for forests is the exponential of the generating function for trees, the same result holds in random forests.
The G(n, p) model: proof of Theorem 1.2
The proof of (i) in Theorem 1.2 is a straightforward calculation, and we give it here for the sake of completeness. Denote by I the random variable counting the number of isolated vertices and by N the random variable counting non-isolated vertices. Then, for p ∈ o n −1 , the probability that a fixed vertex is isolated is equal to (1 − p) n−1 . Hence, (1)) and finally, E [N ] = o(n). By Markov's inequality, N = o(n) a.a.s., and hence I = n(1 + o(1)) a.a.s. As every isolated vertex has to be taken into a resolving set, β(G) = n(1 + o(1)) a.a.s., and (i) of Theorem 1.2 follows. Now, consider G(n, p) with p = c n for some constant 0 < c < 1. We start by calculating the expectation of the metric dimension of a random graph in this model. For a fixed vertex v, denote by X v the random variable counting its vertex degree. We have
and in general, for any k,
Hence, denoting by L the number of leaves, we obtain
by D k the number of vertices of degree k, we obtain
. Next, denote by T k the number of components in a random graph G(n, p) that are trees of size k ≥ 2, and by P k the number of paths of size k ≥ 2. Recall that the number of labelled trees of size k is equal to k k−2 . Observing that in G(n, p) all k k−2 labelled trees on k vertices are equally likely to appear, and since there are k!/2 labelled paths on k vertices, we have for k ∈ O(log n),
and by Lemma 2.5, a.a.s., for all k ∈ ω(log n), T k and P k are 0. Using Stirling's formula, we obtain
and since for c < 1, we have ce 1−c < 1, the expected number of trees decreases exponentially in k, and we obtain
for some 0 < α 0 < 1. Since by Lemma 2.6 there are in expectation only O(1) vertices which do not belong to trees, the same result holds for component sizes in general. Since for any c < 1, clearly ce −c < 1, we also have
for some 0 < α 1 < 1, and the same holds then also for the number of paths. Since the number of vertices in trees of size k is equal to kT k , also this number decreases exponentially in k, with again a different 0 < α 2 < 1. Finally, once more with some different 0 < α 3 < 1, the same holds for the number of pairs of vertices R k belonging to the same tree of size k, since R k = k 2 T k . In particular, denoting by R = k≥2 R k the random variable counting all pairs of vertices belonging to the same component,
Now we are ready to define special concepts related to the metric dimension. Call a vertex v to be thin, if it is in a tree component and if it is either a leaf or if it is of degree 2 adjacent to another vertex that is thin. Call a vertex w important of degree k, if it is in a tree component, if it has degree k ≥ 3 and if it has at least one thin neighbor. For a given vertex w, expose the edges and non-edges incident to w and suppose that w has degree k with neighbors v 1 , . . . , v k for some k ≥ 3. We may assume that k ∈ O(log n). Call another possible neighbor of v 1 to be u (different from v 2 , . . . , v k ). Then
and
since u has to be different from v 2 , . . . , v k . Observe also that P(N (v 1 ) ∩ (V \ {w}) = ∅) = Θ(1) and
, and thus
Now, n) ) and, by expanding the recursion defined by (17) term by term, we see that
Since the probability to have paths of length ω(log n) is smaller than n −5 , say, the contribution of all terms j ≥ C log n is at most n −5 , we can here and below safely ignore these terms to conclude that
and by (20) , P(u thin | {u, v 1 } ∈ E) = P(v 1 thin)(1 + O(1/n)). Thus, plugging this into (17) , by (18) and (19) ,
1 − ce −c (1 + O (k/n)) and
Next, denote by P ℓ the event that a path of length ℓ ≥ 0 is attached to v (not going through w), so that we can write
We have P (P ℓ | v 1 thin) = P(P ℓ )/P(v 1 thin), since P(v 1 thin | P ℓ ) = 1. Using (15) and (20), we see that
for some 0 < α < 1. For the term P (v 2 thin | v 1 thin ∧ P ℓ ) note that ℓ additional vertices and its incident edges and non-edges have been exposed, giving an additional correction term of O(ℓ/n). Expanding then the recursive formula term by term as in (21),
and hence, as before,
Thus, (22) gives
By (20), we also have
and thus in particular also
Denoting by P i ℓ the event that vertex v i has a path of length ℓ attached to it (not going through w), expanding as in (21), we also have
, since all vertices of previous paths and the incident edges are already exposed. Also, from
we get an additional error term of at most (1 + O((ℓ 1 + . . . + ℓ j−1 )/n)), and the same additional error term comes from
. Hence, the cumulative error term for
. Proceeding inductively as in (22) and thereafter, we obtain thus for 0 < α < 1
and also inductively, as before
Therefore,
Hence, for a vertex w of degree k, we have (1)), and thus, denoting by J k the number of important vertices of degree k, we have
By Slater's characterization, the metric dimension of a tree is the number of leaves minus the number of important vertices, except for the case of a path, in which case the metric dimension is only one, although there are two leaves. Denote by Z the metric dimension of the components which are not trees. Then we have
By Lemma 2.6 in expectation there are only O(1) vertices in components which are not trees, and hence E [Z] = O(1). Thus, by the previous results,
which coincides with the closed formula of C in the statement of Theorem 1.2, and the first part of this theorem is proven. We move on to calculate the variance and will show the following result.
Proof. First observe that since there is a constant probability of having a linear number of trees of size 4, say, in each component there is a constant probability to have metric dimension 1 or 2, and different components are independent, it is clear that Varβ(G) = Ω(n). We now show that
Define by I v the indicator variable which is 1 if the vertex v is isolated, and 0 otherwise. Hence O(1/n) ) for any k, as one isolated vertex still leaves total freedom on the remaining n − 1 vertices.
Define furthermore by L v to be the indicator variable which is 1 if the vertex v is a leaf, and 0 otherwise. Note that L = v∈V L v . Considering all pairs of leaves, and distinguishing upon the fact whether they are either connected by an edge, share the same neighbor, or do not share the same neighbor, we have
Next, denote by P v1,...,v k the indicator variable which is 1 if the vertices v 1 , . . . , v k form a component which is a path of length k in this order, and 0 otherwise. Note that P k = P v1,...,v k , where the sum is taken over all k-tuples of different vertices with the property that the index of v 1 is smaller than the index of v k (recall that there are a total of k! 2 labelled paths of length k). Then, the contribution to
..,v k either comes from a path P k , where v = v 1 or v = v k , or from two different components. The first term gives the contribution E [P k ], and thus this term gives at most O(n) after summing over all k.
For the second term, since the contribution comes from different components, the random variables are independent, and the only error term comes from the fact that vertices forming part of the component of v are excluded from the consideration. More formally,
where ℓ denotes the size of the component the leaf v belongs to. Call u the only vertex v is adjacent to and observe the following: conditioning under the fact that v is a leaf in a tree, all trees pending at u in the graph excluding v are still possible, and their occurrences follow the same probability distribution as the trees T k in the original graph. In particular, the results from (15) apply and thus, conditional under the fact that ℓ ≥ 2, the probability of having a component of size ℓ ≥ 2 decreases exponentially in ℓ. Therefore, denoting by C ℓ v the binary random variable yielding 1 if the component v belongs to has size ℓ, given that v is a leaf, we have for some 0 < α < 1
where the last line follows from the fact that ℓ≥2 P(C ℓ v = 1) = ℓ≥2 α ℓ = 1, and also from the fact
, first recall that by (16) , in expectation there are only O(n) pairs of vertices belonging to the same component, and even when summing over all k, we may safely discard them. Otherwise, the contribution comes from two different components. The events are independent, and the error term comes from the size ℓ of the component the leaf v belongs to. Using the notation as before, by the same argument as before,
, where the sum is over all pairs of ktuples which have no vertex in common. Thus, E P
For paths of different lengths, the contributions must come from different components, and thus, by the same argument we also have for k < ℓ,
. The same argument also shows that for any k ≥ 2, ℓ ≥ 3, we have
. In all cases, even when summing over all k and ℓ the contribution of pairs of vertices coming from the same component is O(n).
As before, by (16) , pairs of vertices belonging to the same component may be disregarded, since in expectation there are only O(n) of them, even when summed over all k and ℓ. For pairs of vertices coming from different components, observe that the two events are independent. Moreover, we now show that conditioning under the fact that a vertex is important of degree ℓ, its component size decreases exponentially, given that it is at least ℓ + 1: indeed, knowing that a vertex w is important of degree ℓ with neighbors v 1 , . . . , v ℓ forbids those trees, where each of the vertices v 1 , . . . , v ℓ has 2 or more neighbors other than w. Therefore, all trees with at most 3ℓ vertices are still allowed, and only from then on some trees are forbidden. Observe the following: once a labelled tree on m vertices, say with labels in [m], is forbidden, by adding a new vertex, say with label m + 1, to any of the vertices of the tree different from w the tree remains forbidden. On the other hand, a tree which is still allowed may become forbidden by adding a new vertex. Moreover, for each labelled tree on m vertices, one can always obtain m − 1 different trees by adding one new vertex with label m + 1: attaching to w is not allowed, and attaching the new vertex to any other vertex always gives different labelled trees. Also, for two different labelled trees of size m, any two resulting trees of size m + 1 are different, and any tree of size m + 1 can be constructed in exactly one way from exactly one tree of size m. Thus, the fraction of trees which is forbidden increases as m increases. Since by (14) , the number of all trees decreases exponentially in m, and by forbidding certain trees the fraction of forbidden trees of a given size also increases with m, the component sizes clearly also decrease exponentially.
Hence, denoting by C m w the binary random variable which is 1 if the component of w has size m ≥ ℓ + 1, we have for some 0 < γ < 1
where we used for the last line again the fact that m≥ℓ+1 P(C m v = 1) = m≥ℓ+1 γ m = 1. For the remaining terms such as O ( k E [P k Z]) and O ( k E [J k Z]) observe the following: since J k and P k are only nonzero for trees, by definition of J k and P k , the contribution of these terms has to come from different components. In the case of P k , k vertices are forbidden, and one obtains using (15) , k E [P k ] E [Z] (1 + O (k/n)), which by Lemma 2.6 can be bounded by O(n). In the case of J k , by the same argument as in the case of the contribution of E [J k J ℓ ], the component sizes decrease exponentially, given that they are at least k+1, and then the same result holds as well. The contribution of E Z 2 can be bounded by all pairs of indicator variables belonging to a component which is not a tree. For each such a pair, the probability is at most O (1/n), since this is the probability for one vertex to be not in a tree, and as there are at most n 2 pairs, this contribution can also be bounded by O(n).
Finally, by (15) 
and similarly also E [|X i X k |] E [|X ℓ |] ≤ (Varβ(G)) −3/2 . By (14) , the probability of belonging to a component of size m decreases exponentially in m, and hence for the total contribution to ε we have
By Lemma 4.1, this gives ε = O(n −1/2 ), and by Theorem 2.3, the second part of (ii) of Theorem 1.2 now follows.
