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Abstract
We present a new action recognition deep neural net-
work which adaptively learns the best action velocities in
addition to the classification. While deep neural networks
have reached maturity for image understanding tasks, we
are still exploring network topologies and features to han-
dle the richer environment of video clips. Here, we tackle
the problem of multiple velocities in action recognition, and
provide state-of-the-art results for gesture recognition, on
known and new collected datasets. We further provide the
training steps for our semi-supervised network, suited to
learn from huge unlabeled datasets with only a fraction of
labeled examples.
1. Introduction
Nonverbal communication is a key factor in the inter-
action between individuals, replacing or amplifying spoken
words. Our body language, voice pitch, intonation and vol-
ume, movement of our pupils or our chronemics choices
are just a few examples emphasizing the richness of hu-
man communication skills [32]. A special subset of non-
verbal interactions, explored in this paper, is based on facial
expressions. Their perception initiates rapid cognitive pro-
cesses in the brain and have both communicative and reflex-
ive components [12]. They assist in verbal communication
by providing context to what we are saying, making their
recognition important for studying social interactions.
We use computers on a daily basis, interacting with ar-
tificial agents in increasing number of tasks. Advances
in speech and natural language processing have presented
us with personalized smart agents [42, 11], while exam-
ining our facial gestures has provided a richer set of tools
for improving human computer interaction [9]. In the last
two decades we have seen several attempts to automate the
way computers respond towards human emotions [23, 6, 2],
where the ultimate goal is to create humanoid robots which
can blend in the environment [53].
Unfortunately this task is hard to solve, and current state-
of-the-art results are far from satisfactory. Recent advances
in machine learning have shown that if we provide a neu-
ral network with enough samples, it can learn very complex
structures [15]. Today hard tasks in computer vision, such
as labeling images, recognizing objects and faces or clas-
sifying videos have become a feasible task for computers
which can now provide competitive results to humans and
sometimes even outperform them [37, 45].
In this paper we focus on facial gesture recognition from
videos using deep neural networks. We tackle the prob-
lem of a small size labeled dataset, and present a new layer
which compensates for velocity changes in the time do-
main. We compare our methods to multiple techniques and
datasets, as well as presenting our own collected data, and
we report state-of-the-art results in almost every category.
We hope to empower researchers in this area by provid-
ing them with a huge dataset which can help them build
even bigger and better deep neural networks, while elimi-
nating the need to spend several months required to acquire
a dataset of such proportions, and for some living under lim-
ited resources acquiring such a dataset can be prohibitively
impossible. We summarize our contributions by:
1.1. Contributions
1. To the best of out knowledge, we have built the
largest face video dataset to date comprising of 162
million face images with facial landmark labels (7.8
billion annotations) contained in 6.5 million video
clips, and 2777 videos which have been labeled for
seven emotions. The dataset will be made public for
research purposes.
2. We develop a multi-velocity autoencoder architec-
ture using new multi-velocity layers for generating
velocity-free deep motion features.
3. We report state of the art results for video gesture
recognition using spatio-temporal convolutional neu-
ral networks.
4. We introduce a new topology and protocol for semi-
supervised learning, where the number of labeled data
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Figure 1. We learn 7 different facial emotions from short (about 1 sec, 25 frames) video clips. Our prediction system is based on slow
temporal fusion neural network, trained by hybridization of autoencoding a huge collected dataset and a loss prediction on a small set of
labeled gestures.
points is only a fraction of the entire dataset.
2. Related Work
Machine learning techniques such as Support Vector Ma-
chines have been used for facial expression recognition
given the movement of facial fiducial points [24, 33, 41, 10]
achieving real time performance [38]. Many of these tech-
niques involve a pipeline with multiple phases - face detec-
tion and alignment, feature extraction/landmark localization
and classification as the final step. Other interesting ap-
proaches [7, 50, 36, 48] we should mention are based on
temporal features [28, 51], and multiple kernels [29], action
units [54, 40], as well as emotion recognition from speech
[34, 39]. We will compare our method against some of those
approaches in section 5.
Recently, deep neural nets have been shown to perform
well on classification tasks on images and videos, outper-
forming most traditional learning systems. One of the most
interesting results was presented three years back on a large
scale dataset (LSVRC 2011), where a deep convolutional
net outperformed all other methods by far [25]. With ad-
vances in convolutional neural nets, we have seen neural
nets applied to video classification [21, 46] and even facial
expression recognition [1, 13] but these networks were not
deep enough or used other feature extraction techniques like
PCA or Fisherface.
Training a neural net normally requires a large labeled
dataset which is hard to obtain using reasonable resources.
Providing high quality results when only a small part of
the data is labeled is an interesting problem referred to as
semi-supervised learning. In [26] the authors pre-trained
the system using pseudo labels, while in [52, 22] they em-
bedded the data in a low dimensional space. Very recently
superior results have been shown [30, 20, 18, 14, 19] us-
ing deep neural nets to combine labels and un-labeled data
in the same package. In this paper we follow those guide-
lines and train from start-to-end a hybrid system composed
of autoencoders for unlabeled data and additional loss func-
tion for the classification tasks.
3. Method
We propose a semi-supervised approach using a deep
neural network, by combining an autoencoder with a classi-
fication loss function, and training both of them in parallel.
The input for the first layer is a short sequence of facial
gestures composed of 9 frames cropped to 145 × 145 pix-
els window. The loss function is evaluated by combining
a predictive loss from 7 different pre-labeled gestures (for
the labeled part of the dataset), and autoencoder Euclidean
loss for the entire (labeled and un-labeled) collection. The
weights of each layer are dynamically altered such that the
importance of the autoencoder loss decreases with relation
to the predictive loss as the training progresses. While gen-
erating the data, we use Viola and Jones face detection [49]
for cropping the faces. We use slow fusion based convolu-
tional neural network with convolutions in both space and
time (see figure 4 for a detailed overview).
3.1. Action autoencoder
Our action autoencoder consists of convolutional autoen-
coder for learning deep features and reducing the dimen-
sionality of the data. We use convolutional filters with
weight sharing in the first 6 layers followed by 2 fully con-
nected layers. This network is similar to Imagenet [25] but
accepts inputs of size 145 × 145 × 9 as an input. Using
shorthand notation the full architecture can be written as
C(96, 11, 3) − N − C(256, 5, 2) − N − C(384, 3, 2) −
N − FC(4096) − FC(4096) − DC(96, 11, 3) − N −
DC(256, 5, 2) − N − DC(384, 3, 2), where C(n, f, s)
stands for convolution layers with n filters of size f and
stride s. DC(n, f, s) stands for deconvolution layers with
n deconvolving filters of size f and stride s. FC(n) stands
for fully connected layers with n nodes and N stands for
local response normalization layers. We extend the convo-
Figure 2. Results from reconstruction using temporal convolutional autoencoder on a face video. (a) Input video sequence. (b) Reconstruc-
tion after using 4 convolutional layers. (c) Reconstruction after using 8 layers. (d) Reconstruction after using 12 layers.
lution layers in time and use slow fusion model [21] which
slowly combines temporal information in successive layers.
The first convolution filters have size 3 and stride 2 in time
domain, the next layer has size 2 and stride 2 and the third
layer combines all temporal features. The deconvolution
layers are extended in time as well and reverse the slow fu-
sion generating temporal features successively (see figure
3).
3.2. Multi-Velocity Encoders
One of the main challenges in action recognition is re-
lated to assigning similar classification to objects at differ-
ent velocities. In this work we propose to learn the veloc-
ity of the sequence in parallel to its classification by adap-
tive temporal interpolation. Our multi-velocity autoencoder
consists of 3 action autoencoders combined together to ac-
cess temporal features for different velocities. We achieve
this by adding a convolution layer as the first layer which
uses cubic b-spline interpolation to slow down the video and
generate intermediate frames. Piece-wise cubic b-spline in-
terpolation is preferred over polynomial techniques as it can
minimize interpolation error for fewer points and lower de-
gree polynomials [16]. For initialization a sampling factor
of 1, 2/3 and 1/3 is chosen, which is later refined as a part
of the learning.
Next we show how to generate the required weights for
interpolation and encode them as a neural network layer.
Cubic b-splines are continuous piecewise-polynomial func-
tions containing polynomials of degree 3 or less. A cubic
b-spline spanning n + 1 points comprises of n cubic poly-
nomials
(
Sn(x)
N
n=1
)
which can be uniquely defined using
4n coefficients. These coefficients can be recovered by ap-
plying linear constraints arising from continuity and differ-
entiability of the function on the break points (or knots). We
represent input video at each pixel as a function of time and
use cubic b-splines to approximate intermediate values. We
represent intermediate polynomials between n+1 frames as
a coefficient vector p¯ containing coefficients for all n poly-
nomials.
Let x¯, y¯ be the frame numbers and pixel values known to
us at the different frames, these frames are obvious choices
for break points as we try approximating space between
frames using b-spline curves. Cubic b-spline coefficients
p¯ for each pixel can be generated by solving a linear equa-
tion Ap¯ = Ty¯ as shown in the appendix. Here both A and
T depend only on frame numbers (x¯) and are independent
of pixel values (y¯) or pixel coordinates.
Let uo be one of new points in time where we want to in-
terpolate a video frame, we can compute it now by selecting
kth consecutive frames containing uo, choosing piecewise
polynomial contained in-between these frames (Sk(x)) and
evaluating it at uo. We can write this as a dot product be-
tween coefficients and input r¯ · p¯, where uo lies between kth
consecutive frames and r¯ is as defined below in (1):
¯[ri] =
{
ui−4ko if xbi/4c ≤ uo ≤ xbi/4c+1
0 o/w
(1)
Extending (1) to several temporal positions; Let u¯ = [ui]
be locations in time where frames needs to be interpolated,
we compute them as a matrix vector productRp¯. Here each
row ofR = [rj,i] is computed using a shifted version of the
Figure 3. Convolution autoencoder using slow fusion technique combined with convolutions in time. Deconvolution layers deconvolve the
temporal features and reconstruct frames which are compared to the original input.
Figure 4. Complete architecture of multi-video semi supervised learner comprises of temporal filters for generating video frames at multiple
velocities serving as input to 3 separate autoencoders. The predictor merges deep features from all 3 autoencoders and learns classification
labels using deep neural net on top of these.
equation given above, specifically:
[rj,i] =
{
(uj − j)i−4k if xbi/4c < uj < xbi/4c+1
0 o/w
(2)
Equation (2) shows how interpolated pixel values F(u¯)
are linearly related to b-spline coefficients Rp¯. Solving for
p¯ using p¯ = A−1Ty¯ we infer that F(u¯) = RA−1Ty¯.
The new velocity layer weights are initialized by computing
matrixRA−1T which is independent of pixel values y¯ and
their spatial locations. We can represent this matrix as a
caffe convolution layer with shared weights, which contains
n filters of size 1× 1×n applied to all frames of video. We
use algorithm 1 to create 3 different weight matrices which
interpolate sampling factors of 1, 2/3 and 1/3.
Algorithm 1 Generate convolution layer spline weights.
Input: Frame numbers x¯, new temporal locations u¯
Output: Caffe Weight MatrixW
1: function SPLINEWEIGHTS(c)
2: nSplines← length(x¯)− 1
3: for (i← 0; i < nSplines; i+ +) do
4: p← 4i
5: Tp,i ← 1
6: Tp+1,i+1 ← 1
7: for (h← 0;h <= 1;h+ +) do
8: s← p− 4h
9: Ap+h,p:p+3 ← [h3, h2, h, 1]
10: Ai+2,s+4:s+8 ← −1h+1[3h2, 2h, 1, 0]
11: Ai+3,s+4:s+8 ← −1h+1[6h, 2, 0, 0]
12: Ai+3,i−4:i+3 ← [6, 0, 0, 0,−6, 0, 0, 0]
13: Ai+4,0:7 ← [6, 0, 0, 0,−6, 0, 0, 0]
14: for (i← 0; i < length(u¯); i+ +) do
15: p← find(x¯, bu¯(i)c)
16: for (h← 0;h < 4;h+ +) do
17: Ri,4p+h ← (u¯(i)− x¯(p))h
18: W← RA−1T
19: returnW
3.3. Semi-Supervised Learner
One of the main challenges we face today for training
deep neural networks is the need for large labeled datasets.
The richness of data is probably one of the main reasons
why neural nets report such impressive predictive results
in almost every field, but it is also extremely hard to col-
lect and label such datasets. In Semi-supervised paradigm,
we assume that only a part of the data is labeled, yet we
wish to utilize the knowledge hidden within the entire set.
Here we combine the action autoencoder convolution layers
with a softmax loss function for the labeled set. The classi-
fier neural net is inspired by Imagenet [25], with additional
Figure 5. Results from reconstruction using multi velocity en-
coders, bottom 3 images are output from autoencoder ensemble.
(a) Input video sequence. (b) Reconstruction using encoder with
sampling factor of 1/3. (c) Reconstruction using sampling factor
of 2/3. (d) Reconstruction at original velocity.
fully connected layers which are shared with the autoen-
oder, to generate deeper classification features from the lat-
ter. The full architecture of the predictor is C(96, 11, 3) −
N −C(256, 5, 2)−N −C(384, 3, 2)−N −FC(4096)−
FC(8192) − FC(4096) − FC(512) − FC(8) with soft-
max layers in the end for label classification. Please refer to
section 3.1 for explanation of the architecture shorthand.
The protocol we suggest for training the net is as impor-
tant as the topology itself. We begin by training the autoen-
coder as a sole learner from the outer layer to the inner ones.
Meaning, we adaptively add layers to the autoencoder, train
the neural net, and use the produced weights as initialization
for the next step. This is one of the traditional approaches
used to train autoencoders [15, 5]. Next, we use the weights
for initialization of the semi-supervised net, allowing the
entire net to fine tune. A key factor in training is the learn-
ing rate of the two matched learners. We begin the training
using a higher learning rate for the autoencoder (with pre-
dictor layers staying fixed using zero learning rate) and end
the process with increased importance to the labeled loss
function. While training on the labeled data, ratio between
the two varies from a factor of 103 to a factor of 105 favor-
ing the loss layer.
3.3.1 Multi-Velocity Semi-Supervised Learner
Finally we attach the new proposed Multi-Velocity layers
as the first structure of the semi-supervised neural net. Each
sub-structure (See Figure 4), has its own autoencoder, all
of which are concatenated after the inner most convolution
layer into a feature vector (size 12288), later used by the
labeled loss function. The learner loss function can be ex-
pressed as a weighted sum of autoencoder and predictor loss
given in equation 3 below.
L = α
∑
v
||x¯− x¯v|| − β
∑
j
yj log
(
eoj∑
k e
ok
)
(3)
Confusion matrix using our methods on Cohn-Kanade
Anger Contempt Happy Disgust Fear Sadness Surprise
Anger 0.85 0.08 0 0 0 0.08 0
Contempt 0 0.60 0 0 0 0 0.40
Happy 0 0 1.00 0 0 0 0
Disgust 0.06 0 0 0.94 0 0 0
Fear 0 0 0.14 0 0.57 0 0.29
Sadness 0.25 0 0 0 0 0.75 0
Surprise 0 0 0 0 0 0 1.00
Confusion matrix using external methods
Anger Contempt Happy Disgust Fear Sadness Surprise
Anger 0.73 0 0.07 0 0 0.20 0
Contempt 0 0.86 0 0 0 0.14 0
Happy 0 0 0.95 0 0.05 0 0
Disgust 0.25 0.12 0 0.38 0 0.12 0.12
Fear 0 0 0 0 1.00 0 0
Sadness 0.33 0 0 0.11 0 0.44 0.11
Surprise 0 0 0 0.05 0 0 0.95
Table 1. Confusion matrices over test results for Cohn Kanade dataset using our methods and best performing external method which
uses Expressionlets [28]. On the left we show results for the proposed multi-velocity semi-supervised approach across various facial
expressions, while on the right we present confusion matrix from Expressionlets method. Highest accuracy in each category is marked
using green color. We outperform competing method in 5 verticals by getting 100% accuracy on happiness, 100% on surprise, 94% on
disgust, 85% in anger and 75% in sadness. For both methods misclassification occur when emotions like sadness get recognized as anger
and vice-versa.
Here x¯, x¯v are autoencoder inputs and outputs, yj are
the input labels and oj is the outputs from predictor layer.∑
v ||x¯− x¯v|| is the combined Euclidean loss across three
multi-velocity encoders and −∑j yj log ( eoj∑
k e
ok
)
is soft-
max loss [4]. While training using labeled data, the loss
coefficient β is selected to keep softmax loss an order of
magnitude higher than the Euclidean loss. Loss coefficient
α is adjusted as softmax loss goes down to continue train-
ing predictor layers, without overfitting autoencoder layers.
Notice that we use two coefficients for the energy function
and not just controlling the ratio between the two since the
back-propagation algorithm has its own additional parame-
ters.
4. Datasets
In order to evaluate the proposed architecture we use two
known datasets from literature as well as present two addi-
tional datasets collected by us; The first dataset contains
more than 160 million images combined into 6.5 million
short (25 frames) clips, used by us to train our autoencoders.
The second dataset is comprised of 2777 short clips labeled
for seven emotions. In the following section we elaborate
on the four datasets.
4.1. Autoencoder dataset
In order to train very deep neural nets we must obtain a
huge collection of data. Here we collected 6.5 million video
clips containing 25 frames each, adding up to more than 162
million face images. We used viola-jones face detector to
find and segment out the faces. Next, we localized land-
marks for each frame using a deformable model for the face
[3] and detected the facial pose by fitting a 3D model to the
landmarks. This process allowed us to restrict the dataset to
videos which contain faces tilted less than 30 degrees and
remove any faces looking sideways.
In order to extract only meaningful video clips we re-
moved clips with static gestures or those where the faces
were rapidly altering, either due to some high speed move-
ment or simply due to appearance of a different face. We
achieved this by blurring the clips and calculating the dif-
ference between consecutive frames.
The raw videos were taken from public sources such as
CNN, MSNBC, FOX and CSPAN. To our knowledge this is
the biggest facial dataset reported in literature, and we plan
to make it public.
4.2. Asevo dataset
In order to collect and label our own gestures we devel-
oped a video recording and annotation tools. We developed
the application using python based OpenCV and captured
the clips using Logitech C920 HD camera. The database
contains facial clips from 160 subjects both male and fe-
male, where gestures were artificially generated according
to a specific request, or genuinely given due to a shown
stimulus. We collected a total of 2777 clips out of which
1745 were captured after providing the stimulus while 1032
were generated artificially. To create natural facial expres-
sions we selected a bank of YouTube videos for each facial
expression and showed them to subjects, capturing their re-
action to the visual stimulus. We quantitatively summarize
this dataset in table 2, where posed clips refers to the artifi-
cially generated expressions and non-posed to the stimulus
activation procedure.
4.3. Cohn Kanade Dataset
The Cohn Kanade Dataset [31] is one of the most popular
datasets used for facial expression recognition. The dataset
contains 593 sequences out of which 327 are labeled for 7
emotions. Along with posed facial expressions, the dataset
also contains non-posed smile expressions. However the
dataset lacks depth in having other non-posed expressions
and is not extensive as Asevo dataset in capturing naturally
expressed emotions. Each video clip contains facial expres-
Confusion matrix using our methods on Asevo Dataset
Anger Contempt Happy Disgust Fear Sadness Surprise
Anger 0.62 0.13 0.02 0.10 0.01 0.06 0.06
Contempt 0.16 0.33 0.22 0.04 0.04 0.05 0.16
Happy 0.01 0.06 0.86 0.01 0.00 0.03 0.03
Disgust 0.25 0.13 0.16 0.31 0.02 0.06 0.07
Fear 0.15 0.03 0.03 0.10 0.18 0.04 0.46
Sadness 0.23 0.10 0.05 0.04 0.06 0.18 0.34
Surprise 0.06 0.05 0.02 0.04 0.08 0.09 0.66
Confusion matrix using external methods
Anger Contempt Happy Disgust Fear Sadness Surprise
Anger 0.61 0.08 0.06 0.07 0.04 0.06 0.08
Contempt 0.09 0.44 0.27 0.06 0.02 0.06 0.05
Happy 0.01 0.07 0.85 0.01 0 0.01 0.06
Disgust 0.19 0.14 0.25 0.22 0.01 0.02 0.16
Fear 0.21 0.09 0.06 0.07 0.12 0.06 0.39
Sadness 0.26 0.20 0.19 0.02 0.05 0.13 0.16
Surprise 0.15 0.03 0.09 0.01 0.06 0.05 0.61
Table 3. Confusion matrix over test results for Asevo dataset using the proposed multi-velocity semi-supervised learner (left) and external
competing method using Covariance Riemann kernel [29]. We outperform multiple kernel based methods in 6 out of 7 emotion categories.
Similar to the Cohn-Kanade dataset (see table 1), both methods fail when disgust, fear or sadness get classified as anger.
Emotion Posed Non-Posed Cumulative
Anger 132 318 450
Sadness 118 148 266
Contempt 153 301 454
Fear 137 96 233
Surprise 188 232 420
Joy 172 503 675
Disgust 132 147 279
Total 1032 1745 2777
Table 2. Data distribution for Asevo dataset for various emotions.
Posed clips refer to the artificially generated clips, while non-
posed refer to those captured using the stimulus activation pro-
cedure.
sion going from baseline neutral to peak of expressed emo-
tion.
4.4. MMI Dataset
MMI facial expression dataset [35] is an ongoing effort
for representing both posed and non posed facial expres-
sions. The dataset has total 2894 video clips out of which
197 have been labeled for six basic emotions. MMI origi-
nally contained only posed facial expressions and recently
was extended to contain induced happiness, disgust and sur-
prise [47]. Each video clip in MMI contains people going
from neutral to peak and then back to neutral facial expres-
sion.
5. Experiments and Results
5.1. Video autoencoder
Our first experiment shows qualitatively results of a sin-
gle video autoencoder. We use 145 × 145 × 9 clips as in-
put, where the spatial resolution received by downsampling
all clips to that single size using bspline interpolation, and
9 frames are extracted from the clip by using every third
frame. We use caffe [17] to train the system. In practice we
convert each video clip into a image strip containing con-
secutive frames placed horizontally and use caffe ”image-
data”, ”split” and ”concat” layers for video data input.
We minimize contrastive divergence [5] to train autoen-
coder layers successively. We train the first 4 beginning
and end layers by creating an intermediate neural network
(C(96, 11, 3)−N −C(256, 5, 2)−N −DC(256, 5, 2)−
N − DC(384, 3, 2)) and training it on facial video clips.
We then train third convolution and deconvolution layer by
initializing weights from previously trained neural net and
fixing the weights for first 4 beginning and end layers. We
fine tune all layers once the neural net weights have con-
verged. We repeat the process for fourth fully connected
layer to generate deep features.
Please refer to figure 2 to see results from neural net
based reconstruction using different number of layers.
5.2. Multi-velocity video autoencoder
Multi velocity semi-supervised learner comprises of an
array of three independent autoencoders and a predictor net.
We initialize the autoencoders using the weights from the
video autoencoder and add a convolution layer as described
in section 3.2. We fine tune the multi-velocity layers by
creating 3 datasets containing video clips at different ve-
locities. We achieve that by selecting every third frame to
create set 1 (speed = 3x), selecting every second frame to
generate set 2 (speed = 2x) and taking first 9 frames for set
3 (speed = 1x). The weights from this step are used for ini-
tialization of our multi-velocity predictor which described
next.
5.3. Multi-velocity predictor
For training, testing and validation we divide each
dataset into 3 parts randomly. We select 50% inputs for
training, 30% of dataset for testing and use 20% of dataset
for validation. After the dataset was split, we further in-
creased the size of the training dataset by shifting each
video along both axes, rotating images and taking their mir-
ror.
We train our proposed semi-supervised learner and the
multi-velocity semi-supervised learner on the three datasets
Dataset MMI CKPLUS Asevo
Technique
External Methods
Covariance riemann kernel based multiple kernel methods 40.9 79 51.05
Multiple kernel methods with gaussian riemann kernel 40.9 67 46.92
Grassman kernel based multiple kernel approaches 9.09 17.9 44.99
Expressionlets based manifold learning techniques 52.91 82.7 48.6
Our Methods
Semi-Supervised Learner for gesture classification 59.01 87.36 51.11
Multi-Velocity Encoder based learner for gesture classification 58.7 89.47 52.59
Table 4. Comparison of results from various techniques on CKPLUS, MMI and Asevo datasets. The dataset was divided into 3 parts test,
train and val randomly. Training set was 50%, test and validation were 30% and 20% respectively. Our method consistently won for both
small and large datasets (winning method is shown in green and the leading method is showed using yellow).
(MMI, CK and Asevo), and compare our results against
multiple kernel methods [29] and expression-lets base ap-
proaches [28]. We used sources downloaded from Visual
Information Processing and Learning Resources [43] as a
reference to compare to our methods. Note that we made
the same data partitioning scheme (train, validation, test)
for all methods to show a fair comparison.
We outperform all the methods compared on all the
datasets used, by a substantial gap, in almost all cases. We
summarize our findings in Table 4, and show confusion ma-
trices per facial expression in Tables 1 and 3. For base-
line comparison against other deep neural architectures, we
compare our methods against [25] and GoogleNet [44]. We
further verified our results against prior state of the art meth-
ods discussed in [27] by performing 10 fold cross valida-
tion. On MMI we get 66.15 (vs 63.4) % and on CK+ we
get 94.18 (vs 92.4) %, making our method state of the art
for face expression recognition.
6. Discussion and Future Work
This paper presents a learning strategy for large datasets
with a dramatically lower number of labeled points, in addi-
tion to new layers carefully designed to improve recognition
in multi-velocity setup. We currently trim the videos to the
facial window using Viola and Jones face detection, and fo-
cus solely on frontal views. Recognition in-the-wild still
remains a challenge with a known low success rate. We be-
lieve that given a large and rich dataset this problem would
be feasible to solve in our system, and we plan to explore
that in the future.
We introduced a new layer, which adaptively resam-
ples the videos, achieving a multi-velocity invariant learn-
ing procedure. Inserting invariants into a learning process
is a research direction that we must push forward. Today
training of deep neural network is still time consuming,
where huge clusters are being heavily used on reasonably
large datasets. We are already reaching the time-space limit
of this process, and better/smarter approaches need to be
considered for advancement. Our multi-velocity setup is
one approach for reducing the need for data in multiple ve-
locities, while other invariants should be explored in future
work.
7. Conclusions
In this paper we introduced a new topology and learning
protocol for semi-supervised convolutional neural networks
on video sequences. We further developed a multi-velocity
layer based on temporal resampling which was tuned as part
of the learning procedure on an enormous collected facial
dataset. We report state-of-the-art results on our own data
and on public available datasets.
Appendix A: Equations for B spline Interpola-
tion
Let {xk, f(xk)}Nk=0 be N + 1 observations of a func-
tion f . Cubic spline is defined as a set of polynomials
Sn(x)
N−1
n=0 with coefficients pn,i which approximate f as
follows
S(x) = Sn(x) = pn,0 + pn,1(xn − xk) +
pn,2(xn − xk)2 + pn,3(xn − xk)3,
(4)
where xk < xn < xk+1. We need at least 4N constraints to
recover pn,i uniquely. We can generate 4N − 2 constraints
by fixing the values of polynomials at the boundaries and
assuming first and second derivatives of adjacent polyno-
mials coincide at the boundaries as well. We add additional
constraints assuming that the curve is natural [8] and has
zero derivative at boundaries. The coefficients pk,n are con-
strained by:
S(x) = f(xk) ∀k ∈ {0..N} (5a)
Sk(x)− Sk+1(xk+1) = 0 ∀k ∈ {0..N − 2} (5b)
S′k(x)− S′k+1(xk+1) = 0 ∀k ∈ {0..N − 2} (5c)
S′′k(x)− S′′k+1(xk+1) = 0 ∀k ∈ {0..N − 2} (5d)
S′′0(x) = S
′′
N−1(x) = 0 (5e)
Let A denote matrix representing the constraints on
spline polynomial coefficients and p¯ represent coefficients
as described in equation 5. Let y¯ be the vector of function
values f(xk), k ∈ {0..N} known to us. Right side of 5 can
be written as a product of matrix T with vector y¯, where T
is a binary matrix. ThenAp¯ = Ty¯ or p¯ = A−1Ty¯.
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