We generalize the motivic incarnation morphism from the theory of arithmetic integration to the relative case, where we work over a base variety S over a field k of characteristic zero. We develop a theory of constructible effective Chow motives over S, and we show how to associate a motive to any S-variety. We give a geometric proof of relative quantifier elimination for pseudo-finite fields, and we construct a morphism from the Grothendieck ring of the theory of pseudo-finite fields over S, to the tensor product of Q with the Grothendieck ring of constructible effective Chow motives. This morphism yields a motivic realization of parameterized arithmetic integrals. Finally, we define relative arc and jet spaces, and the three relative motivic Poincaré series.
Introduction
Let k be a field of characteristic zero. Consider the Grothendieck ring K 0 (P F F k ) of the theory of pseudo-finite fields over k (Section 2.2), and denote by K mot 0 (V ar k ) the image of the Grothendieck ring of k-varieties in the Grothendieck ring of Chow motives, under the well-known morphism χ c : K 0 (V ar k ) → K 0 (CM ot k ), see [23] , [28] , or [6] for a short construction using weak factorization. Denef and Loeser [14] constructed a generalized motivic Euler characteristic χ (c) : K 0 (P F F k ) → K mot 0 (V ar k ) ⊗ Q For this construction, it is important to understand the structure of K 0 (P F F k ). The theory of quantifier elimination for pseudo-finite fields [20, 21] states that quantifiers can be eliminated if one adds some relations to the language of rings, which have a geometric interpretation in terms of Galois covers (Section 3). This interpretation yields a construction for χ (c) . The morphism χ (c) provides a concrete motivic realization of the theory of arithmetic motivic integration [14] .
The goal of the present article, is to generalize this construction to the relative case, where we work over an arbitrary k-variety S instead of over the field k, in order to obtain a motivic incarnation of arithmetic integrals with parameters, part of a work in progress by Cluckers and Loeser [8, 9, 10] .
In Sections 2-4, we study the theory of pseudo-finite fields (Definition 2.1) over the base variety S. We define the relative Grothendieck ring K 0 (P F F S ) in Section 2.2, and we give a purely geometric proof of quantifier elimination for ring formulas over S w.r.t. the theory of pseudo-finite fields, in terms of Galois formulas.
We briefly illustrate the concept of quantifier elimination by means of a classic example. Let L be the first order language consisting of two binary function symbols, a binary relation symbol, and two constant symbols, to denote +, . , <, 0 and 1, respectively. These symbols are interpreted in a structure with universe R in the obvious way. By abuse of notation, we denote this structure again by R.
Tarski proved that R allows elimination of quantifiers, meaning that there exists, for each formula ψ(v 1 , . . . , v m ) in L, a formula ϕ(v 1 , . . . , v m ) in L, without quantifiers, such that the set of m-tuples (x 1 , . . . , x m ) ∈ R m for which ψ(x 1 , . . . , x m ) holds in R, is exactly the same as the set of m-tuples making the formula ϕ true in R. In other words: every definable subset of R m can be described by a quantifier-free formula. This is a very important property: it helps us to understand the structure of definable sets, since quantifier-free formulas are (in general) more transparent than formulas with quantifiers. The key is to find a language describing a particular structure that is sufficiently rich to allow elimination of quantifiers, but sufficiently simple to keep quantifier-free definable sets transparent.
Fried and Jarden developed in [20] a quantifier elimination procedure for the theory of pseudo-finite fields by introducing so-called Galois formulas (defined in Section 3). Theorem 4.1 gives a purely geometric proof of this result in the relative setting. It states that any ring formula over S is equivalent to a quantifier-free Galois formula, where equivalent means that they define the same sets when interpreted over an M -valued point of S, with M a pseudo-finite field.
To define a relative analogue of the Grothendieck ring K mot 0 (V ar k ), we need an appropriate theory of motives over an arbitrary base variety S over k. The category CM ot S of constructible effective Chow motives over S is constructed in Section 6.8 as a direct limit of
where S runs over the finite stratifications of S into smooth, quasi-projective, irreducible locally closed subsets, and M o + (S i ) is the category of effective Chow motives over S i defined in [18] .
For any finite group G, we construct a functor from the category (G, V ar S,c ) of S-varieties with good G-action (with proper morphisms), to the homotopy category Ho(G, C b (CM ot S )) of the additive category (G, CM ot S ) of constructible motives with G-action. The construction is based on a generalization of the extension principle for cohomological functors [28] , using the existence of constructible resolution of singularities over S (Proposition 5.4) and the existence of a split exact blowup sequence for relative effective Chow motives (Theorem 6.12). In particular, we obtain a morphism of Grothendieck rings χ c : K 0 (V ar S ) → K 0 (CM ot S ) whose image we denote by K mot 0 (V ar S ). We define induction and restriction functors on Ho(G, C b (CM ot S )) with respect to morphisms of finite groups, and we prove their main properties. The most important feature of this formalism is the fact that the motive of a quotient variety X/G coincides with the G-invariant part of the motive of X (Theorem 7.8). Using the induction and restriction functors, we define a character decomposition of the motive of an object in (G, V ar S ). This decomposition satisfies certain Frobenius reciprocity properties (Lemma 7.18 and Lemma 7.20). Now we are ready to construct the motivic realization morphism
Quantifier elimination over pseudo-finite fields, and the geometric nature of Galois formulas, suggest a natural definition of χ (c) . The subtle part is the proof that equivalent formulas (i.e. formulas for which there exists a definable bijection between the sets they define over pseudo-finite fields) define the same motive; this follows from the Frobenius reciprocity properties of the character decomposition. Finally, we introduce relative arc and jet spaces. If X is a separated scheme of finite type over S, the n-th jet scheme L n (X/S) is a separated S-scheme of finite type that parametrizes (S × k k[t]/(t n+1 ))-valued sections on X. The arc scheme L(X/S) is defined as a projective limit of the jet schemes, and is endowed with natural projection morphisms π n : L(X/S) → L n (X/S) We define the relative motivic Igusa Poincaré series (measuring the jet schemes L n (X/S)), as well as the relative geometric Poincaré series (measuring the projections π n L(X/S)) and the arithmetic Poincaré series (measuring the projections π n (L(X/S)(K)) for pseudo-finite fields K). To show that the latter two are welldefined, we establish a uniform version of Greenberg's Theorem [24] , based on a short new proof of the absolute case. This result guarantees that the projections in the definition are measurable (i.e. constructible, resp. definable by a ring formula).
Let us give an overview of the results in this paper. In Section 2, we formulate some basic results concerning Galois covers and pseudo-finite fields, and we introduce the relative Grothendieck ring of the theory of pseudo-finite fields. In Section 3, we define relative Galois stratifications, as well as some basic operations on these stratifications. Section 4 is devoted to a geometric proof of the elimination theorem (Theorem 4.1).
In Section 5, we prove the existence of constructible equivariant resolution of singularities for varieties over S with an action of a finite group, and a constructible equivariant Hironaka-Chow Lemma. Section 6 is devoted to the theory of constructible motives over S. Sections 6.3 to 6.6 contain some important properties of relative effective Chow motives over a smooth base, in particular the existence of a split exact blow-up sequence (Theorem 6.12). In Section 6.8, we define our category of constructible motives over S. The generalized extension criterion for cohomological functors is stated in Section 6.9, and applied in Section 6.10 to associate a constructible motive with G-action to any S-variety X with good G-action.
We define a character decomposition for constructible motives in Section 7, and we prove its main properties. A crucial result in this context is the fact that the motive of a quotient X/G coincides with the G-invariant part of the motive of X (Theorem 7.8). In Section 8, Theorem 8.8, we construct a motivic incarnation morphism
for the relative theory of pseudo-finite fields. Finally, in Section 9, we introduce relative arc and jet spaces, and we prove a uniform version of Greenberg's Theorem, which allows us to define the three relative motivic Poincaré series. This paper borrows basic notions and techniques from first order logic and model theory. A nice introduction to these fields is given in [34] . In the absolute case S = Spec k, we recover the construction by Denef and Loeser [14] . In our proofs, however, we avoided any passage to finite fields, and hence any reference to ultraproducts, merely using the geometric-arithmetic properties of pseudo-finite fields established in Section 2. Our proof of the quantifier elimination property in Theorem 4.1 relies entirely on the existence of a certain short exact sequence of algebraic fundamental groups. We hope this makes the presentation more accessible to nonmodel theorists.
Throughout the paper, k denotes a field of characteristic zero. A variety over a scheme S is a separated reduced scheme, of finite type over S. For any scheme S, we denote by S red the underlying reduced scheme. Lemma 2.4. Let Y /X be a Galois cover, let M be a field, and let x be an Mvalued point on X. Let x be a connected component of Y × X x. Then D Y /X (x /x) is the smallest subgroup H of G(Y /X), such that the point x → X lifts to a point x → Y /H, making the diagram
Lemma 2.5. Let Y /X be Galois cover, let V be a separated, normal, integral scheme over X, and let W be any connected component of V × X Y . Let A be a separated, normal, integral scheme over V , and let B be any connected component 
Lemma 2.7. Let Z/X be a Galois cover, let G be a subgroup of G(Z/X), and put Y = Z/G . We denote by π : Z → Y the projection. Let M be any field, consider a point x :
and consider the set
is a bijection, and for any γ in Γ,
, then the image of y in X is an M -valued point x whose decomposition class C Z/X (x) is the conjugation class of H in G(Z/X).
A valuable property of pseudo-finite fields is given in the following lemma; see [20, 24.1.4] (pseudo-finite fields are Frobenius fields). Lemma 2.8. Let Y → X be a Galois cover, where X and Y are varieties over a pseudo-finite field M of characteristic zero, and X is geometrically irreducible over M . Denote by N be the algebraic closure of M in the function field k(Y ). If H is a cyclic subgroup of the Galois group G(Y /X), such that the image of H under the restriction morphism G(Y /X) → G(N/M ) is the whole Galois group G(N/M ), then there exist an M -rational point x on X such that H belongs to C Y /X (x).
This lemma can be seen as an "optimal lifting property": for each reasonable candidate, you find a rational point x on X with the desired decomposition group. Corollary 2.9. Let Y /X be a Galois cover, with X, Y varieties over a pseudo-finite field M . Let H be a cyclic subgroup of G(Y /X). The set
is either empty, or dense in X.
Proof. Suppose that Z contains a point x. In particular, X(M ) is non-empty, and since X is normal, this implies that X is geometrically irreducible over M . Let y be the point of Y × X x with H = D Y /X (y/x). If we denote by N the algebraic closure of M in k(Y ), then N ⊂ k(y) by normality of Y , so Lemma 2.10 applies. Since replacing X by a dense open subscheme and restricting Y over this subscheme yields a new Galois cover with the same Galois group, we can conclude that Z is dense in X.
Lemma 2.10. Let Y → X be a Galois cover, with X and Y varieties over k. If C =< σ > is a cyclic subgroup of the Galois group G(Y /X), then there exists a M -valued point x on X, with M a pseudo-finite field, such that the image of x is the generic point of X, and such that C belongs to C Y /X (x).
Remark. Lemma 2.10 can be seen as a (weak) pseudo-finite version of Artin-Chebotarev's Density Theorem [37] : assume that X, Y are irreducible schemes of finite type over Z, of dimension ≥ 1, and that Y /G = X for some finite group G acting on Y , such that G operates freely on Y , and faithfully on the residue field of the generic point of Y . If C is any subset of G, stable under conjugation, then the set of closed points x of X for which F x ∈ C, has Dirichlet density equal to |C|/|G|. Here F x is the Frobenius element in G(k(y)/k(x)), where y is some closed point of Y , lying over x.
2.2. The Grothendieck ring of the theory of pseudo-finite fields. Let S = Spec R be an affine scheme. We consider the relative Grothendieck ring K 0 (P F F R ) of the theory of pseudo-finite fields over R. As an abelian group, it is generated by classes [ϕ], where ϕ is a ring formula over R, which are subject to the relations , and S = Spec R. Let f 1 (x 1 ) and f 2 (x 2 ) be polynomials in one variable over k, and consider the ring formulas ϕ 1 = "f 1 (x 1 ) = z" and ϕ 2 = "f 2 (x 2 ) = z" over R. Suppose that, for each point z 0 of S, and each field extension M of k(z 0 ), the number of elements x 1 that satisfy ϕ 1 over M , equals the number of elements x 2 that satisfy ϕ 2 over M . A trivial example is the case where f 1 and f 2 are linearly related, i.e. there exist a, b in R, with a a unit, such that f 2 (x) = f 1 (ax + b). The ring formula ψ = "x 1 = ax 2 + b" defines an equivalence between ϕ 1 and ϕ 2 over S.
On the other hand, suppose deg(f 1 ) = deg(f 2 ) = n. For each integer m ≥ 0, and for i = 1, 2, there exists a ring formula η i,m over R, without free variables, such that, for each point z 0 of S = Spec R, and each field extension M of k(z 0 ), the formula η i,m is true over M , iff the equation f i (x) = z 0 has exactly m distinct solutions over M . Hence, we can build a ring formula η over R, without free variables, such that for each point z 0 of S, and any field extension M of k(z 0 ), the formula η is true over M , iff the solutions of f 1 (x 1 ) = z 0 over M are in bijective correspondence with the solutions of f 2 (x 2 ) = z 0 over M . However, this does not mean that we can define (the graph of) such a bijection by means of a ring formula over R. So, even if η is true for all z 0 and all M , we cannot conclude that ϕ 1 ≡ S ϕ 2 .
We emphasize that, in our definition of ≡ S , it is important to consider every point of S, not only the closed points. For example, let p be a prime number, and let R be the local ring of Spec Z at (p), with closed point x, and generic point η.
Ring multiplication in the Grothendieck ring is induced by taking the conjunction of formulas in disjoint sets of free variables: if ϕ 1 and ϕ 2 are ring formulas over R, with disjoint sets of free variables, then we put [ϕ 1 ].[ϕ 2 ] := [ϕ 1 ∧ ϕ 2 ]. This operation is well-defined, and extends bilinearly to a ring product on K 0 (P F F R ).
If S is, more generally, a Noetherian scheme, we define K 0 (P F F S ) as the ring of global sections of the unique Zariski-sheaf F(S) of rings on S, such that, for each affine open subscheme U = Spec V of S, the ring of sections F(S)(U ) is equal to K 0 (P F F V ). If S = i U i is a finite stratification of S into locally closed affine subschemes U i , the sheaf F(S) equals i j
This is a consequence of relation (1), since, for each f in R, and each ring formula ϕ over R, we have
Similarly, a ring formula ϕ of S consists of a finite stratification S = i U i of S into locally closed affine subschemes U i = Spec R i , and a ring formula ϕ i over R i for each i. A ring formula ϕ over S defines a class [ϕ] in K 0 (P F F S ). A quantifierfree ring formula ϕ with m free variables defines a constructible subset of A m S . For any ring formula ϕ over S, in m free variables, for any point x on S, and for any pseudo-finite field extension M of k(x), we will denote by Z(ϕ, x, M ), the subset of M m consisting of the tuples satisfying the interpretation of ϕ over M .
If T is another Noetherian scheme, endowed with a morphism f : T → S, it is clear how to pull back a ring formula over S to a ring formula over T . Lemma 2.11. A morphism of Noetherian schemes f : T → S induces a natural pull-back ring morphism
Proof. If ψ, ϕ 1 , ϕ 2 are ring formulas over S, such that ψ defines an equivalence between ϕ 1 and ϕ 2 , the pull-back of ψ defines an equivalence between the pullbacks of ϕ 1 and ϕ 2 .
Lemma 2.12. Let S be a Noetherian scheme. A morphism of finite type f : T → S induces a natural forgetful morphism of abelian groups
Proof. If T = Spec B and S = Spec A are affine, we choose a presentation of B as an A-algebra of finite type B ∼ = A[x 1 , . . . , x m ]/(f 1 , . . . , f s ), and we consider x 1 , . . . , x m as new variables. A ring formula ϕ(y 1 , . . . , y n ) over B is mapped to the ring formula
where we rewrote the B-coefficients of ϕ as polynomials in (x 1 , . . . , x m ) over A. It is clear that this map respects additivity, and that it maps equivalent ring formulas over T to equivalent ring formulas over S. Moreover, the resulting morphism
does not depend on the presentation we chose for B over A.
The general construction follows from a stratification argument.
Galois stratifications
3.1. Definitions. We start by recalling the concepts of Galois stratification and Galois formula; see [20, §30] and [14, §2] .
We fix a field k of characteristic zero, as well as an irreducible k-variety S, and we will work in the category (V ar S ) of varieties over S. Definition 3.1. Let X be a variety over S. A normal stratification
of X, is a partition of X into a finite set of integral and normal locally closed S-subvarieties A i , each equipped with a Galois cover C i → A i .
A Galois stratification
is a normal stratification < X, C i /A i | i ∈ I > with, for each i ∈ I, a family Con(A i ) of cyclic subgroups of the Galois group G(C i /A i ), such that Con(A i ) is stable under conjugation. We call Con(A i ) a conjugation domain for the cover C i /A i . The support of A is the union of strata with non-empty conjugation domain.
For each point x of the base scheme S, and for each S-variety Z, we denote by Z x the fiber of Z over x, endowed with its reduced structure. Let A be a Galois stratification of X, let x be a point of S, let M be a field extension of k(x), and let a be an M -valued point of X x , belonging to a stratum A i . We put Ar(C i /A i , x, a) := C Ci/Ai (a). We write Ar(a) ⊂ Con(A) for Ar(C i /A i , x, a) ⊂ Con(A i ). To these data, we associate a subset of X(M ) as follows:
, and let Q 1 , . . . , Q m be quantifiers. We denote by θ, or by θ(Y), the formal expression
where X = (X 1 , . . . , X m ), and Y = (Y 1 , . . . , Y n ). We call θ(Y) a Galois formula over S in the free variables Y.
To a Galois formula θ, to a point x of S, and to a field extension M of k(x), we associate the set
where the quantifiers Q 1 a 1 , . . . , Q m a m run over M .
3.2.
Ring formulas as Galois formulas. It is easy to see how ring formulas over S can be rewritten as Galois formulas. Working locally, we may suppose S = Spec R. Let ϕ(Y) be a formula in the first order language of rings with coefficients in R, and in the free variables Y. Writing ϕ in prenex normal form, we obtain a formula
The formula between brackets defines a constructible subset W of A m+n S , and we can always find a stratification of A m+n S into finitely many locally closed, integral, normal S-subvarieties A i , such that each stratum A i is either contained in W , or in its complement. For each i, we take the Galois cover C i → A i to be the identity, and we define Con(A i ) as the family containing only the trivial group if A i is contained in W , and as the empty family otherwise. In this way, we obtain a Galois formula θ, satisfying Z(θ, x, M ) = Z(ϕ, x, M ) for each point x of S, and each field extension M of k(x).
3.3.
Galois formulas as ring formulas. Now, we show how Galois formula θ can be rewritten as ring formula ϕ, such that Z(θ, x, M ) = Z(ϕ, x, M ) for each point x of S, and each field extension M of k(x). We may suppose that S = Spec R. It is sufficient to construct, for any integral, normal, locally closed subset A of A m S , for any Galois cover C/A, and for any cyclic subgroup H of G(C/A), a ring formula ϕ C/A,H with the following property: for any point x of S, and any field extension
The locally closed subset A can be defined by means of a ring formula ϕ A over R in m free variables. Anyétale cover D of A can be defined by means of a ring formula ϕ D over R in m + i free variables, for some integer i ≥ 0, such that the morphism C → A corresponds to projection on the first m coordinates. Now we can use Lemma 2.4 to construct the formula ϕ C/A,H .
Hence, using Galois formulas instead of ring formulas does not alter the class of definable sets. The advantage of the new formalism is the property of quantifier elimination, as we will see in Theorem 4.1.
3.4. Refinement of Galois stratifications. Let X be an S-variety, and let A =< X, C i /A i , Con(A i ) > be a Galois stratification.
Suppose that each A i is stratified into finitely many integral, normal, locally closed subvarieties A i,j . We will extend this stratification to a Galois stratification A =< X, C i,j /A i,j , Con(A i,j ) >, such that for each point x of S, and each field extension M of k(x), Z(A, x, M ) = Z(A , x, M ) Fix a stratum A i,j , and let C i,j be a connected component of C i × Ai A i,j . The projection C i,j → A i,j is a Galois cover, and its Galois group G(C i,j /A i,j ) is the decomposition group of C i /A i at C i,j . We choose Con(A i,j ) to be the conjugation domain consisting of the members of Con(A i ) which are contained in G(C i,j /A i,j ). It follows from Lemma 2.5, that the resulting Galois cover A satisfies our requirements. We say that A is induced from A by the refinement {A i,j }.
3.5.
Pulling back Galois stratifications. The preceding refinement procedure is a special case of a more general construction. Let f : Y → X be any morphism of irreducible S-varieties, and let A be a Galois stratification of X. We pull back A to a Galois stratification B on Y as follows: as underlying stratification, we choose any stratification of Y into finitely many integral, normal, locally closed subsets B j , which is finer than the inverse image of the stratification of X.
Suppose f maps B j into A i , and let D j be any connected component of B j × Ai C i . The projection D j → B j is a Galois cover D j of B j , and the Galois group
. We define the conjugation domain Con(B j ) as the set of members of Con(A i ) which are contained in G(D j /B j ).
We say that B is induced from A by f . This construction is not canonical, but all choices of a stratification correspond to equivalent Galois formulas, i.e. the sets Z ( 3.6. Inflating a Galois stratification. Let C/A be a Galois cover, and let Con(C/A) be a conjugation domain for this cover. Suppose that D/A is a Galois cover that dominates C/A (i.e. D → A factors through C → A). We define Con(D/A) as the set of cyclic subgroups of G(D/A), whose image under the projection map G(D/A) → G(C/A) belongs to Con(C/A). This conjugation domain has the following property: for any field M , and any M -valued point x on A, C D/A (x) ⊂ Con(D/A) iff C C/A (x) ⊂ Con(C/A), by Lemma 2.6. We say that Con(D/A) is obtained by inflating the conjugation domain Con(C/A) to the cover D/A.
Let X be an irreducible S-variety. We say that a Galois stratification
is obtained from a Galois stratification 
3.7.
Conjunction and disjunction of Galois stratifications. Let X be a variety over S. Consider Galois stratifications
We will construct (non-canonical) Galois stratifications A ∨ B and A ∧ B with the following property: for any point x on S, and any field extension M of k(x),
After a refinement, we may assume that A and B have the same underlying stratification of X. After an inflation process, we may even assume that the underlying normal stratifications coincide. For any i ∈ I, we define the conjugation domain for C i /A i in the Galois stratification A ∨ B (resp. A ∧ B) as the union (resp. the intersection) of the corresponding conjugation domains in A and B.
3.8. Product of Galois stratifications. Let X and Y be varieties over S. Consider Galois stratifications
We will construct a (non-canonical) Galois stratification A × S B of X × S Y , such that, for any point x on S, and any field extension M of k(x), we have
Denote by π 1 and π 2 the projections of X × S Y on X, resp. Y . Pull back the Galois stratifications A and B to Galois stratifications A and B of X × S Y , via π 1 and π 2 . Now we can put A × S B := A ∧ B 3.9. Conjunction, disjunction and product of quantifier-free Galois formulas. Fix integers m, n ≥ 0, consider Galois stratifications A =< A m S , C i /A i , Con(A i ) > and B =< A n S , D j /B j , Con(B j ) > and denote by θ A and θ B the corresponding Galois formulas.
If m = n, then we define θ A ∨θ B and θ A ∧θ B as the Galois formulas corresponding to the Galois stratifications A ∨ B, resp. A ∧ B.
For any m, n, we define θ A × S θ B as the Galois formula corresponding to the Galois stratifications A × S B.
The Galois formulas are not canonically defined, but the sets Z(., x, M ) they define are independent of any choices, for any point x of S and any field extension M of k(x). , and let θ be a Galois formula
Quantifier elimination for Galois formulas
There exists a Galois stratification B of A n S such that, for each point x of S, and each pseudo-finite field M containing k(x),
The absolute case S = Spec k was proven in [20] . The relative case can immediately be reduced to the absolute one, but we prefer to give a direct, purely geometric proof, the novelty being the use of the exact sequence of algebraic fundamental groups. Proof. Let z be any geometric point on U , and put x = f • z. We denote by U x and Z x the fibers of U , resp. Z, over x.
By [1] , Exposé XIII, Lemme 4.1 and Exemples 4.4, there exists an exact homotopy sequence for the morphism f | U : U → X of the form
If Z x were not connected, we could find a non-trivialétale cover V of U , dominated by Z, such that V admits a section over U x : it suffices to take the quotient of Z by the decomposition subgroup of U x at any connected component of Z
By [35, 5.2.5] , the fact that ker(f 2 ) is contained in im(f 1 ), has the following geometric interpretation: for any connectedétale cover E of U , such that the restriction over U x admits a section, there exists anétale cover E of X, and a U -morphism from a connected component C of E × X U to E.
However, since k(X) is algebraically closed in k(Z), any such E is trivial if it is dominated by Z; in particular, V = U . Hence, Z x is connected. 
if necessary, we may suppose that there exists a finite stratification {B j } j∈J of A m S into normal, integral, locally closed subsets, such that for any i ∈ I, there exists an index j(i) ∈ J such that π : A i → A m S factors through a smooth surjective morphism π : A i → B j(i) . This stratification is constructed using generic smoothness and Noetherian induction. For each j ∈ J, and each i ∈ I with j(i) = j, we will construct a Galois cover D i j /B j and a conjugation domain Con(D i j /B j ) with the following property: for any pseudo-finite field M , and any
Dominating the covers D i j /B j by a common Galois cover D j /B j and inflating the conjugation domains, we may suppose that all the covers D i j /B j coincide. Finally, we put Con(B j ) := ∪ i∈I,j(i)=j Con(D i j /B j ), and B :=< A m S , D j /B j , Con(B j ) > The Galois stratification B satisfies the requirements.
We fix j ∈ J, and i ∈ I with j = j(i). We'll simply write C/A, D/B and
. We will distinguish two cases: either the dimensions of A and B agree, or dim A = dim B + 1.
Case 1: dim A=dim B. Stratifying B if necessary, we may suppose that π : A → B isétale and finite. Hence, C is anétale cover of B, and can be dominated by a Galois cover D → B. We define Con(B) as the inflation of Con(A) to D/A, and (2)
Now suppose, conversely, that C D/B (b) ⊂ Con(B), and that M is pseudo-finite. Let b be a point on the fiber of D/B over b. Its decomposition group is an element H 0 of Con(B). We denote its residue field k(b ) by N .
Put
Stratifying the base B, we may suppose that the complement of A in Spec O B [t] is either empty, orétale and finite over B. This means, in particular, that A × B D is the complement in D × P 1 of a divisor with normal crossings, relative to D. By Lemma 4.2, this implies that C b is geometrically connected over k(b ). Hence, the decomposition group
By definition of Con(B), there exists an element H 1 of Con(A), such that H 0 is the image of H 1 under the restriction morphism G(C/A) → G(D/B). Let F b be the fiber of A over b, and consider the induced Galois cover 
Proof. We will deduce Lemma 4.4 from Lemma 4.3. Let A c be the complementary Galois stratification of A; this means that A c has the same underlying normal stratification, but for each stratum A i , the conjugation domain Con c (A i ) associated to A i by A c consists of the cyclic subgroups of G(C i /A i ) that do not belong to Con(A i ). Proof. The property 'ψ defines a bijection between ϕ 1 and ϕ 2 ' is definable by a sentence θ, i.e. a ring formula over S without free variables. Hence, it suffices to show that if θ is true in every pseudo-finite extension of k(η), then it is true in every pseudo-finite extension of k(x), for each closed point x in some dense open subset U of S.
By the elimination theorem, we may suppose that θ is a Galois formula without quantifiers and without free variables. Let U be the stratum of the corresponding Galois stratification, containing η. Let C/U be the associated Galois cover, and Con(U ) its conjugation domain.
The interpretation of θ is true, in every pseudo-finite extension of k(η), iff Con(U ) contains the decomposition classes of C/U at all pseudo-finite extensions of k(η). By Lemma 2.10, applied to the Galois cover k(C)/k(η), this is the case iff Con(U ) contains all cyclic subgroups of G(C/U ). This implies that the interpretation of θ is true in every pseudo-finite extension of every closed point x of U .
Remark. The converse implication of Corollary 4.5 is false, as can be seen from the following example: suppose that k is algebraically closed and that S is an irreducible normal k-variety, and let Y /S be a non-trivial cyclic Galois cover, endowed with the conjugation domain consisting of the trivial subgroup {1}. Denote by θ the corresponding Galois formula, and by η the generic point of S. Then Lemma 2.10 produces a pseudo-finite field M containing k(η) such that θ is false over M . However, since k is algebraically closed, θ is true over any point Spec N → S with closed image in S.
This contrasts with the following result of Denef and Loeser in the arithmetic case [14, 2.4.2] : if R is a normal domain of finite type over Z, and K is its quotient field, then a sentence in the language of rings is true in every pseudo-finite field over K, iff it is true at almost all finite residue fields of R. Their proof uses Artin-Chebotarev's density theorem and an ultraproduct argument. Corollary 4.6. As an Abelian group, the Grothendieck ring K 0 (P F F S ) is generated by classes of the form [ϕ Y /X,C ], where Y /X is a Galois cover of affine normal irreducible S-varieties, and C is a cyclic subgroup of G(Y /X) (see Section 3.3 for the definition of the formula ϕ Y /X,C ).
Proof. By the elimination theorem, K 0 (P F F S ) is generated by the classes of (ring formulas corresponding to) quantifier-free Galois formulas θ. Writing the conjugation domain of θ as a union of conjugation classes of cyclic groups, we see that the class of θ in K 0 (P F F S ) can be written as a sum of classes of the form [ϕ Y /X,C ].
5.
Constructible resolution of singularities 5.1. Varieties with good group action. Let S be a variety over a field k of characteristic zero, and let G be a finite group. If X is any variety over S, a good G-action on X is an action of G on X, such that the structural morphism X → S is equivariant (where S carries the trivial action), and such that every orbit is contained in an affine open subscheme of X (this is automatic if X is quasiprojective over S). We define the Grothendieck group K G 0 (V ar S ) as follows: start with the free abelian group on isomorphism classes [X] of S-varieties X with good G-action, and consider relations of the form
For any morphism of k-varieties f : S → S, there is a base-change morphism of rings f * :
5.2.
Resolution of singularities. Let S be a variety over a field k of characteristic zero.
Definition 5.1. An admissible stratification is a finite stratification S = {S 1 , . . . , S p } of S into smooth, irreducible, quasi-projective, locally closed subvarieties S i .
. Let X be a smooth S-variety. A strict normal crossing divisor relative to S on X is a divisor on X, with the following properties:
• the prime components of D are smooth over S,
• at any point x on X, these components are locally defined by
Definition 5.3. A resolution of singularities for a variety X over S, is a composition of blow-ups with S-smooth centers h : X → X, such that X is smooth over S, and such that the exceptional locus E of h is a strict normal crossing divisor relative to S.
If S = Spec k, any variety X over S admits a resolution of singularities, by Hironaka's famous result [30] . This does not hold for arbitrary S. The following result is a constructible version of resolution of singularities over S.
Proposition 5.4 (Constructible resolution of singularities). For any variety X over S, there exists an admissible stratification S = {S i | i ∈ I} of S, such that for any i ∈ I, the variety (X × S S i ) red admits a resolution of singularities over S i .
If G is a finite group, and X carries a good G-action, then all the blow-ups in the resolution can be chosen to have G-closed centers, so that the resolution of singularities is G-equivariant. Moreover, if V is a G-closed, closed subvariety of X, we can find a resolution by blow-ups of smooth G-closed centers, such that the union of the exceptional locus with the inverse image of V is a strict normal crossing divisor relative to S i , for each i.
Proof. It suffices to prove that there exists a non-empty open subvariety U of S, such that X × S U admits a resolution over U by blow-ups with G-closed centers. The result then follows by Noetherian induction on S.
By G-equivariant uniformization of ideals [38, §7] , the result holds for the fiber X η of X over the generic point η of S. Hence, it suffices to prove the following claims.
1. If X η is smooth over η, then there exists a non-empty open subscheme U of S, such that X U is smooth over U . We may assume that X and S are affine. If the Jacobian criterion for smoothness holds over η, it holds over an open neighbourhood U of η in S.
2. If Z η is a closed smooth subvariety of X η , then there exists a non-empty open subscheme U of S, and a smooth closed subvariety Z U of X U := X × S U , such that Z η is the fiber of Z U over η. The blow-up of X η at Z η is the fiber over η of the blow-up of X U at Z U . Working locally, we may assume that S and X are affine. The equations defining Z η in X η extend to regular functions on X U , for some non-empty open subscheme U of X, and these define a closed subvariety Z U with Z η = Z U × U η. By point 1, after shrinking U , we may assume that Z U is smooth over U . The last part of the claim follows from flat base change for blow-ups [32, 8.1.12.c].
3. If D is a divisor on X, and D η := D× X η is a strict normal crossing divisor on X η , then there exists a non-empty open subscheme U of S such that D U := D × X U is a strict normal crossing divisor relative to U on X U . Apply point 1 to the components of D and their intersections.
Proposition 5.5 (Constructible Chow-Hironaka Lemma). Let G be a finite group. Let X, X be smooth irreducible S-varieties of relative dimension d, carrying a good G-action, and let Y be a closed subvariety of X , such that the dimensions of the fibers of Y → S are strictly smaller than d. Let h : X → X be a G-equivariant proper birational morphism over S, such that h is an isomorphism over X \ Y .
There exists an admissible stratification S = {S i | i ∈ I} such that, for any i ∈ I, the morphism h Si : X Si → X Si can be dominated by a composition of blow-ups with S i -smooth, G-closed centers.
Proof. By the equivariant Chow-Hironaka Lemma, the proposition holds if S is the spectrum of a field (see [12] , Lemma A.2). Now we can proceed as in the proof of Proposition 5.4.
Proposition 5.6 (Constructible compactification). Let G be a finite group. Let X be a smooth S-variety, carrying a good G-action, and let V be a G-closed, closed subvariety. There exists an admissible stratification S = {S i | i ∈ I} such that, for any i ∈ I, we can find a G-equivariant compactification X Si → X Si , with X Si a smooth, proper S i -variety with good G-action, and such that the union of X Si \ X Si with the closure of V Si is a strict normal crossing divisor relative to S i .
Proof. Starting with a G-equivariant compactification of X over S, we can use Proposition 5.4 to obtain the result.
Constructible Chow motives over a base variety
For the categorical language in this section (additive and pseudo-abelian categories, tensor structures, . . .) we refer to [31] .
6.1. Pseudo-abelian categories. An additive category A is called pseudo-abelian, if all projectors (i.e. all idempotent endomorphisms) split. This means that, for any projector p on an object A, we can find an isomorphism A ∼ = B ⊕ C such that p corresponds to (Id, 0) on B ⊕ C. In this case, the natural morphism C → A is a kernel for p, and B → A is an image. For any additive category A, the pseudoabelian envelope is an additive full embedding A → A defined by the following universal property: A is pseudo-abelian, and any additive functor from A to a pseudo-abelian category C factors through an essentially unique additive functor from A to C.
The pseudo-abelian envelope A of an additive category A is constructed by artificially adding images for projectors (we get kernels for free, since the kernel of a projector p coincides with the image of Id − p). The objects of A are pairs (A, p), where A is an object of A and p is a projector on A. The morphisms are given by
6.2. The Grothendieck ring of an additive category. Definition 6.1 (Grothendieck ring). For any additive category A, the Grothendieck group K 0 (A) is the abelian group generated by the monoid ([A], ⊕), where [A] denotes the set 3 of isomorphism classes of objects of A, and ⊕ is the direct sum. We denote the class of an object A of A in K 0 (A) by [A].
If A carries a tensor structure, the tensor product ⊗ induces a multiplication on
This multiplication turns K 0 (A) into a ring: the Grothendieck ring associated to A.
An additive functor F : A → B respects direct sums, and hence induces a morphism of Abelian groups K 0 (F ) : K 0 (A) → K 0 (B). If A and B carry tensor structures, and F respects tensor structures, K 0 (F ) is a morphism of rings. some integer r > 0, and a finite number of torsion groups Z/(p i ), with p a prime. The rank map rk : Ob(A) → Z : G → r induces an isomorphism from the Grothendieck group of the abelian category Ab f g to Z: torsion parts are killed, by the existence of an exact sequence 0 → Z → Z → Z/(n) → 0 for any integer n > 0. However, if we consider Ab f g merely as an additive category, we can write any element [G] of K 0 (Ab f g ) uniquely as
with P the set of positive primes, and with r, n p,i integers, such that n p,i = 0 for almost all p and i.
Effective Chow motives over a smooth base.
Let k be a field of characteristic zero, and let S be a smooth irreducible quasi-projective variety over k. We briefly recall the construction of the category M o + (S) of Chow motives over S (see [18, §1] ), and we prove some elementary properties.
Denote by V S the category of smooth, projective varieties X over S. If X is irreducible, we denote the relative dimension of X over S by d(X/S). For any smooth projective variety X over S, and any integer α ≥ 0, we denote by CH α (X) the Chow group of algebraic cycles of degree α. It is constructed as follows: consider the free abelian group on the set of irreducible subvarieties of X of codimension α, and take the quotient modulo rational equivalence. We put CH α (X, If X, Y and Z are smooth, projective varieties over S, with X and Y irreducible, we can construct a bilinear map
as follows: a couple (f, g) is mapped to f • g := (p 13 ) * (p * 12 (f ).p * 23 (g)) where p 12 , p 13 , p 23 are the projections of X × S Y × S Z on X × S Y , X × S Z, resp. Y × S Z, and "." is the intersection product in the Chow ring of X × S Y × S Z.
Let CV o S be the category with the same objects as V S , but with morphisms
is the set of connected components of X. The bilinear map • constructed above defines the composition law in CV o S , turning it into an additive category with Q-linear structure; the direct sum X ⊕ Y is simply the disjoint union 
Let us show that these morphisms are compatible with the composition of correspondences. Let Z be another smooth projective S -variety, and let α and β be elements of CH(X × S Y, Q), resp. CH(Y × S Z, Q).
Consider the following diagram of Cartesian squares.
and denote by p XZ the projection of X × S Y × S Z on X × S Z, and by p XZ the projection of X × S Y × S Z on X × S Z. Finally, we denote by
the proper push-forward induced by π : X × S Z → X × S Z.
Using [22, 1.7] (base change of the flat pull-back) and [22, 8.3(c) ] (projection formula), we get
in CH(X × S ×Y ×Z, Q). If α and β belong to
, then the first of these expressions is the image of β • α under π * , while the last one is the composition of the images of α and β in
). Hence, we obtain a Q-linear forgetful functor 
If f : S → S is a morphism of smooth, quasi-projective, irreducible k-varieties, then the square
commutes. If f is smooth and projective, we also get a commutative square 
Lemma 6.4. For any pair of objects X, Y in V S , with X of pure dimension d over S, and for any pair of integers r, s ≥ 0, there is a canonical isomorphism of Q-vector spaces
Proof. The functor [18, 1.6] , so we may assume that r = 0 or s = 0. For any integer i > 0, we'll denote by f :
The computation in [33, p. 460] shows that the morphism
. By an analogous computation, the morphism
In particular, for any object X in V S and any integer d ≥ 0, we get a natural isomorphism 
Lemma 6.6. For any object X in V S , for any pair of integers r, s ≥ 0, and for any object N in M o + (S), there is a canonical isomorphism
where C(X) denotes the set of connected components of X, and d(X i /S) is the relative dimension of X i over S.
Proof. We may suppose that X has pure dimension d over S. The result holds if N = M (Y ) for some object Y in V S , by Lemma 6.4. In general, N is of the form (M (Y ), p), with p a projector on M (Y ). We have
Manin's identity principle. Lemma 6.7. We denote by V ec Q the category of Q-vector spaces. Let N be any object of M o + (S), and consider the functor • The morphism f is an isomorphism iff the morphism
is an isomorphism for any integer d ≥ 0, and any object Y in V S of pure dimension d over S.
is split exact, iff a admits a right inverse a and the sequence
is a short exact sequence, for any integer d ≥ 0, and any object Y in V S of pure dimension d over S.
Proof. This follows from Lemma 6.6, Lemma 6.7, and the proposition in [33, p. 453 ].
6.5.
Relative Chow motive of a projective bundle. Let X be a smooth quasiprojective variety over k. In this section, we compute the relative Chow motive of a projective bundle π : P(E) → X, where E is a locally free sheaf of modules on X of rank r + 1. We show that Manin's formula [33, p. 457] in M o + (k) holds already in M o + (X). The proof closely follows the arguments in [36, 2.4 ]. Proposition 6.9. Let X be a smooth quasi-projective variety over k, and let E be a locally free sheaf of modules on X of rank r + 1. Then
Consider the tautological bundle O P(E) (1) on P(E), and its divisor class ξ := c 1 (O P(E) (1)) in CH 1 (P(E), Q). By Lemma 6.4, the element ξ i ∈ CH i (P(E)) corresponds to a morphism ξ i * : L i X → M (P(E)) in M o + (X), for any integer i ≥ 0. We will show that the morphism ψ : ⊕ i ξ i * : ⊕ i L i X → M (P(E)) is an isomorphism of relative motives over X.
By Manin's identity principle in Proposition 6.8, it suffices to show that for any integer d ≥ 0 and any object f : Y → X in V X of pure relative dimension d,
by Lemma 6.6, and the morphism CH d−i (Y, Q) → CH d (P(f * E), Q) is intersection with (ξ ) i . So it follows from Grothendieck's computation of the Chow group of a projective bundle on a smooth quasi-projective variety [27, I.11] , that ω(ψ)(Y ) is an isomorphism. Corollary 6.10. Let X be a smooth projective variety over S, and let E be a locally free sheaf of modules on X of rank r + 1. Denote by ξ the divisor class c 1 (O P(E) (1)) of the tautological line bundle on P(E), and by h : P(E) → X the projection. Then
is an isomorphism in M o + (S). Proof. This is the image of the isomorphism in Proposition 6.9 under the forgetful functor M o + (X) → M o + (S).
6.6. The blow-up complex. Let S be, as before, a smooth irreducible quasiprojective variety over k. Let X be a smooth projective irreducible variety over S, and let Z be a closed irreducible subvariety of X of codimension r, smooth over S. Consider the blow-up h : X → X of X at Z, and denote by E its exceptional variety. We denote by i and j the inclusions of Z in X, resp. E in X , and we denote by h E : E → Z the restriction of h.
Let ζ ∈ CH r−1 (E, Q) be the (r − 1)-th Chern class of the quotient bundle h * (N )/O E (−1) on E. We denote by
the morphism defined by the transpose of the graph of i. The morphism
is defined analogously. We'll write (h E ) * for the morphism in
defined by the transpose of the graph of h E . With some abuse of notation, we'll also write ζ∪ for the morphism M (E) ⊗ L r S → M (E) ⊗ L S obtained by twisting ζ∪ (i.e. tensoring with the identity on L S ). 
is an isomorphism in M o + (S). Proof. By Manin's identity principle in Proposition 6.8, it suffices to show that, for any integer d ≥ 0, and any smooth projective S-variety of pure relative dimension d,
is the pull-back of the divisor class of O E (1). Hence, it suffices to show that the morphism
is an isomorphism for each d. This is done in [4, 0.1.3].
Theorem 6.12 (Blow-up complex). Let X be a smooth projective irreducible variety over S, and let Z be a closed irreducible subvariety of X of codimension r, smooth over S. Consider the blow-up h : X → X of X at Z, and denote by E its exceptional variety. We denote by i and j the inclusions of Z in X, resp. E in X , and we denote by h E : E → Z the restriction of h. The complex
. If G is a finite group, X carries a good G-action, and Z is G-closed, then the splitting is G-equivariant.
Proof. The absolute case S = Spec k was proven in [28, 5.1] .
Let ξ be the divisor class of the tautological bundle O E (1) on E. We've seen in Corollary 6.10 that ψ(y 0 , . . . , y r ) =
Combining this expression with the isomorphism ϕ in Lemma 6.11, and putting A :
Commutativity of the squares follows from the equality j * j * = ξ∪ (see the proof of [22, 6.7(c)]). It is clear that the upper complex splits. If X carries a good G-action, and Z is G-closed, then all the morphisms used in the proof are G-equivariant, and the splitting is G-equivariant.
Remark. In the classical setting, where k = C, S = Spec C, and where we use singular homology instead of motives, the exact blow-up sequence arises as follows [26, p.605]: take tubular neighbourhoods U and V of Z and E in X, resp. X . We have H * (U ) = H * (Z), H * (V ) = H * (E), H * (U −Z) = H * (V −E), and H * (X −E) = H * (X − Z). Hence, combining the Mayer-Vietoris sequences for X = U ∪ (X − Z) and X = V ∪ (X − E), with the Barrat-Whitehead Lemma [25, 17.4] , and the fact that H * (X ) → H * (X) is surjective, we obtain a short exact sequence 6.7. Direct limits of categories. Let I be a directed set, and let (C i ) i∈I be a direct system of categories, with transition functors F j,i for j ≥ i in I. Definition 6.13. We define the direct limit C of (C i ) i∈I as follows:
• Put O := i∈I Ob(C i ). On this class, we define an equivalence relation ∼ as follows: for any two objects (i, α) and (j, β), with α, β objects of C i , resp. C j , (i, α) ∼ (j, β) iff there exists an index k ≥ i, j in I such that If all the C i are small categories, then C is a direct limit in the category of small categories. In any case, it has the following universal property: F i = F j • F j,i for any pair j ≥ i in I, and if D is any category, and G i : C i → D is a system of functors such that G i = G j • F j,i for any pair j ≥ i in I, then there exists a unique functor G : C → D satisfying G i = G • F i for any i ∈ I.
If the categories C i are Q-linear with tensor structure, and if the transition functors respect Q-linearity and tensor structure, then C is a Q-linear category with tensor structure in a natural way, and the natural morphisms F i respect Qlinearity and tensor structure.
If (C i ) i∈I is a direct system of pseudo-abelian categories C i , with additive transition functors, then C is pseudo-abelian, since additive functors preserve direct sums. 6.8. Constructible Chow motives. Now, let S be any k-variety. An admissible stratification is a finite stratification S = {S 1 , . . . , S p } of S into smooth, irreducible, quasi-projective, locally closed subvarieties S i . The admissible stratifications of S form a directed set (where S ≤ S iff S is a refinement of S ). We define M o + (S, S ) as the direct product of categories
where S is an admissible refinement of S . We obtain an inductive system of Q-linear categories with tensor structure, indexed by the admissible stratifications S of S. Definition 6.14. We define the category CM ot S of constructible Chow motives over S, as the direct limit of the direct system (M o + (S, S )) S . The category CM ot S is Q-linear, with tensor structure, and pseudo-abelian. There are natural Q-linear tensor functors F S : M o + (S, S ) → CM ot S By Definition 6.1, we can associate a Grothendieck ring K 0 (CM ot S ) to the additive tensor category CM ot S .
where S runs over the admissible stratifications of S.
Proof. The canonical functors F S induce ring morphisms
and hence a ring morphism
It is clear that ψ is surjective, so let us prove injectivity. Let S be an admissible stratification of S. Let α be an element of K 0 (M o + (S, S )), and suppose that α maps to zero under K 0 (F S ). This means that there exist objects A and B in 
for any k-variety S. Here we take the Grothendieck ring of D b (S, Q ) as a triangu-
Proof. We define, for any admissible stratification S of S. Q ) ) as follows: if S i is a stratum of S , and j : S i → S is the inclusion, then (S, Q ) ) These morphisms ψ S form a direct system and pass to a limit morphism
since for any closed subvariety V of S, and any bounded complex of Q -sheaves F on S, we get a distinguished triangle
in D b (S, Q ), where U denotes the complement of V in S, and u and v are the inclusions of U , resp. V in S.
If f : S → S is a morphism of smooth, quasi-projective k-varieties, then the base-change functor M o + (S) → M o + (S ) induces a base-change functor CM ot S → CM ot S . If S is a smooth projective S-variety, the forgetful functor from Lemma 6.2 will in general not pass to a forgetful functor on constructible Chow motives (due to the stratifications we allowed on the base). 6.9. Extension of cohomological functors. Let G be a fixed finite group. Let S be a variety over a field k of characteristic zero, with trivial G-action.
Theorem 2.2.2 in [28] gives a very useful criterion to extend cohomological functors defined on smooth and projective varieties over k. We will extend this result to the relative case, working over the base S.
Their cohomological theories take values in so-called cohomological descent categories [28, 1.7.1] . These are tuples (D, E, s, λ, µ) which capture the essential properties of the category of complexes over an abelian category, and the class of quasiisomorphisms. For our purposes, it suffices to recall that one can associate a cohomological descent category to any additive category A, with underlying category D = C b (A), where s is the functor that associates to a codiagram of complexes its total complex in C b (A), and where E is the class of homotopy equivalences, by [28, 1.7.7] . For any descent category (D, E, s, λ, µ), we denote by Ho(D) the localization of D w.r.t. the class of morphisms E.
We denote by (G, V ar S ) the category of varieties over S with good G-action. Let (G, V S ) be the full subcategory of (G, V ar S ) whose objects are the smooth and projective varieties over S. We will also consider the category (G, V ar S,c ) of S-varieties with good G-action, with proper morphisms. If (G, C S ) is any of these categories, we define (G, C S ) as the inductive limit of (G, C S ) := Si∈S (G, C Si ) over the admissible stratifications S = {S i } i of S (see Section 6.8). Beware: if S i is a locally closed subvariety of S, and X is an S-variety, the restriction of X to S i is given by (X × S S i ) red with its reduced structure. Definition 6.17 (Acyclic diagrams). An acyclic diagram in (G, V ar S ), for some admissible stratification S = {S i } of S, is a set of G-equivariant Cartesian diagrams of the typeỸ
varieties with good G-action, the horizontal arrows are closed immersions, the vertical arrows are proper S i -morphisms, and π induces an iso-
An acyclic diagram in V ar S is the image of an acyclic diagram in (G, V ar S ) under the natural functor
for some admissible stratification S of S.
An acyclic diagram in (G, V ar S,c ) is a diagram in (G, V ar S,c ) which is acyclic in (G, V ar S ).
An elementary acyclic diagram in (G, V S ) is a blow-up diagram in (G, V S ), i.e. an acyclic diagram in (G, V ar S ) where all objects belong to (G, V S ), and π is the blow-up of X i at the G-closed center Y i . An (elementary) acyclic morphism in any of the above categories, is a morphism that can be realized as the right vertical arrow in an (elementary) acyclic diagram.
The following Theorem is a relative version of [28] , Theorem 2. such that the following descent properties hold:
(D) for any acyclic diagram X • in (G, V ar S,c ), the object sF (X • ) is acyclic. (E) for any S-variety X with good G-action, and any G-closed, closed subvariety Y , we have a natural isomorphism
Moreover, if H : V S → D is another functor satisfying (F 1 ), (F 2 ) and (F 3 ), H is an extension of H satisfying (D) and (E), and τ : F → H is any natural transformation, then τ extends uniquely to a natural transformation τ : F → H . This extension τ is an isomorphism if τ is.
Proof. As explained in [11] , Proof of Theorem 2.2, and in the appendix of [12] , it suffices to use Proposition 5.4, Proposition 5.5, and Proposition 5.6, combined with the fact that all the objects in V ar S,c of dimension zero are in V S (we de not claim that any variety of relative dimension 0 over S is smooth over S, but merely that this is true after admissible stratification of the base S). Now one can use the methods from [28] (in particular, the theory of cubical hyperresolutions) to prove Theorem 6.18. 6.10. Associating a constructible motive to a family of varieties with group action. Let G be a fixed finite group. Let S be a variety over a field k of characteristic zero, with trivial G-action.
For any additive category A, we denote by (G, A) the additive category of functors G → A, where we view G as a category with one object, and automorphism group G. We denote by Ho(G, C b (A)) = HoC b (G, A) the homotopy category associated to (G, A), i.e. the category of bounded complexes over (G, A) localized w.r.t. homotopy equivalences.
If S is a smooth, quasi-projective variety over k, we can define a contravariant functor
mapping a smooth and projective S-variety X with good G-action to its motive M (X), that we endow with a left G-action as follows: an element g of G acts by its graph [g] in Aut M o + (S) (M (X)). For an arbitrary k-variety S, and any admissible stratification S of S, we have a canonical functor
Theorem 6.19. The functor
has an essentially unique extension to a functor
satisfying properties (D) and (E) in Theorem 6.18.
Proof. We only have to check properties (F 1), (F 2), (F 3) in Theorem 6.18. While (F 1) and (F 2) are obvious, (F 3) follows from Theorem 6.12. In particular, there exists a unique morphism of Grothendieck rings χ G,c : K G 0 (V ar S ) → K 0 (G, CM ot S ) mapping the class of an object X of (G, V T ), with T a smooth, irreducible, quasiprojective locally closed subset of S, to the class of M G (X) in K 0 (G, CM ot S ).
Proof. Use the canonical functor F {S} : (G, V ar S,c ) → (G, V ar S,c ).
The existence of the morphism of Grothendieck rings χ c,G follows from the application Ob Ho(C b (A)) → K 0 (A) constructed in [28, 5.4] for any pseudo-abelian category A. In particular, there exists a unique morphism of Grothendieck rings
mapping the class of a smooth, projective T -variety X, with T a smooth, irreducible, quasi-projective locally closed subset of S, to the class of M (X) in K 0 (CM ot S ). Definition 6.22. We define K mot 0 (G, V ar S ) as the image of the ring morphism χ G,c : K G 0 (V ar S ) → K 0 (G, CM ot S ) and we denote by K mot 0 (V ar S ) the image of the morphism
Remark. In the Appendix to [5] , Bittner used the Weak Factorization Theorem [2] to prove that the abelian group K G 0 (V ar S ) can be presented as follows: the set of generators consists of the isomorphism classes [X] of S-varieties X with good G-action, which are projective and smooth over their image in S, and such that G acts transitively on the set of connected components of X. These generators are subject to the following relations:
smooth over its image in S, which coincides with the image of X in S; and Bl Y X is the blow-up of X along Y , with exceptional divisor E,
The existence and uniqueness of χ G,c follow immediately from this presentation. 
commutes (up to natural isomorphism). In particular, the diagram
Proof. It is clear that both compositions coincide on (G, V S ). Moreover, the base change functor (G, V ar S,c ) → (G, V ar S ,c ) respects (elementary) acyclic diagrams. So the diagram commutes by the uniqueness result in Theorem 6.18.
Character decomposition of constructible motives
Throughout this section, our base scheme S is a k-variety, with k a field of characteristic zero. We will generalize some results from [11] (where S = Spec k) to the relative, constructible setting, and we will closely follow their arguments.
For any finite group G, and any S-variety X, we will denote by G×X the constant finite group S-scheme associated to G and X. This means that G × X := g∈G X, and G acts on the left and on the right by permuting the indices. We denote by If M is an object of CM ot S and N is an object of (G, CM ot S ), then we view Hom CM ot S (M, N ) as a left Q[G]-module. 7.1. Restriction and induction. Let ψ : G → G be a morphism of finite groups. There are obvious restriction functors, both denoted by Res ψ ,
commutes (up to natural isomorphism).
Proof. For objects in (G , V S ), this is clear. By Theorem 6.18, the extension of Proof. This is obvious.
We construct a left adjoint Ind ψ for Res ψ as in [11] , Section 4. If X is an S-variety with good G-action, then G acts on G × X by g(g , x) := (g ψ(g −1 ), gx), and G acts on G × X by g(g , x) := (gg , x). These actions commute, and we put Ind ψ X := (G × X)/G with its natural G -action. This construction commutes with stratification of the base, and we obtain a functor For any Q-linear pseudo-abelian category A, and any object M of (G, A), we can consider the projector 1 |G| g∈G [g] on M (where [g] denotes the image of g in the endomorphism class of M ). Its image is denoted by M G , and is called the G-invariant part of M . If N is an object of A, then G acts on the Q-vector space Hom A (N, M ), and Hom A (N, M G ) coincides with the subspace of G-invariants (Hom A (N, M )) G . We obtain an additive functor (.) G : (G, A) → A.
If M is an object of (G, CM ot S ), we let G act on 1[G ] ⊗ M via the inverse of the right regular representation of G and the G-action on M , and we let G act on 1[G ] ⊗ M via the left regular representation of G and the trivial action on M . These action commute, and we obtain an object Ind ψ M := (1[G ] ⊗ M ) G of (G , CM ot S ). We obtain additive functors, all denoted by Ind ψ ,
If H is a normal subgroup of G, and ψ : G → G/H is the projection, then Ind ψ M is M H with its residual G/H-action, and for any object X in (G, V ar S ), Ind ψ X is X/H. In particular, for ψ : G → {e}, we obtain M G and X/G. Proof. We see that
as a left Q[G ]-module. Hence, it suffices to observe that, for any left
as a left Q[G ]-module, where in the left hand side, G acts on Q[G ] via the inverse of the right regular representation.
The following propositions follow immediately from the proofs of their counterparts in [11] , Proposition 4.1-4.
Proposition 7.4. For any object X of (G, V ar S ), and any object Y of (G , V ar S ), there is a natural bijection
Proposition 7.5. The functors Ind ψ : (G, CM ot S ) → (G , CM ot S ) and Ind ψ :
Proposition 7.6. For any object M in (G, C b (CM ot S )), and any object N in (G , C b (CM ot S )), we have the projection formula 
commutes.
In other words, for any object X in (G, V ar S ), there exists a natural isomorphism M G ,c (Ind ψ (X)) ∼ = Ind ψ (M G,c (X)).
Proof. In the absolute case S = Spec k, this is the main result of [11] . We will show that their arguments carry over the the relative case. The result will appear as a consequence of the uniqueness statement in Theorem 6.18, if we can prove that both paths in the diagram are isomorphic on (G, V S ), and satisfy (D) and (E) on (G, V ar S,c ). This is done in Lemma 7.9 and Lemma 7.10 below.
Let X be any S-variety with good G-action. The quotient map Proof. We will merely sketch the arguments in [11] , to show that they carry over to our setting. We may suppose that G = {e}. Let S be a smooth quasi-projective variety over k. The first step is to construct a category of effective Chow motives starting from S-varieties of the form X = X/G, with X in (G, V S ). We denote the full subcategory of V ar S with these varieties as objects by V S . By [22, 17.4.10] , the usual construction of Chow motives still makes sense if we start from V S instead of V S , and we obtain a pseudo-abelian category M o + (S) . There is an obvious fully faithful embedding Φ : M o + (S) → M o + (S) and we show that it is an equivalence by establishing an isomorphism between the motive of X/G in M o + (S) , and the image of M (X) G under Φ. This is done as in [11, 1.2], using Manin's identity principle and the fact that CH(X/G, Q) ∼ = CH(X, Q) G (see [22, 1.7.6] ). We fix a quasi-inverse functor for Φ, and this yields a functor If we define elementary acyclic diagrams in V S as quotients of elementary acyclic diagrams in (G, V S ), then we can formulate an extension principle for the category V S as in Theorem 6.18 (see [11, 2.2] for the absolute case). In particular, M has an essentially unique extension M c : V ar S,c → Ho(C b (CM ot S )) satisfying (D) and (E). However, is is easily seen that ψ defines an isomorphism of functors M ∼ = M on V S , so by the uniqueness statement in Theorem 6.18, ψ is also an isomorphism on V S . This concludes the proof. Proof. We know that M c,G and M c,G respect acyclic diagrams, by construction. It is easy to see that Ind ψ respects acyclic diagrams of varieties, and acyclic diagrams in the descent categories (it commutes with s since it is an additive functor).
The fact that ψ is an isomorphism follows from Lemma 7.9 and the uniqueness statement in Theorem 6.18. 
Definition 7.14. Let α be an effective character of G over Q, and let ρ α : G → GL(V α ) be the corresponding representation. We denote by V ∨ α its dual representation, as well as the associated object in (G, CM ot S ). For any object M of (G, CM ot S ), we put
Lemma 7.15. For any Q-irreducible character α, and any pair of objects M, N of (G, CM ot S ), we have a natural isomorphism of Q[G]-modules
Proof.
Suppose that α is Q-irreducible, of degree n α . We define an idempotent p α in the group algebra Q[G] by
Proposition 7.16. For each α ∈ C(G, Q), there exists a unique morphism of abelian groups χ c,α : Proof. We can construct χ c,α as follows: if α is effective, we map the class of an S-variety X with good G-action in K G 0 (V ar S ), to the class of (M G,c (X)) α in K 0 (CM ot S ). Property (ii) is clear, so let us prove (i). For any object N in CM ot S , we have Alternatively, we can take point (i) as a definition, and use Bittner's presentation of K G 0 (V ar S ) (see the Remark in Section 6.10) and Theorem 6.12. Lemma 7.17. Let G 1 and G 2 be finite groups, and let α i be an element of C(G i , Q), for i = 1, 2. Consider the ring morphism
obtained as follows: the projection of G 1 × G 2 on G i induces a morphism π i :
with ring multiplication in K G1×G2 0 (V ar S ), is bilinear, and induces the morphism ∆. We have
Proof. Let T be any smooth, quasi-projective, irreducible locally closed subset of S. Let X i be a proper and smooth variety over T , with good G i -action, for i = 1, 2.
We may assume α i is Q-irreducible, for i = 1, 2. Let ρ i : G i → GL(V i ) be the representation with character α i . The external tensor product ρ 1 ρ 2 :
Hence, by Proposition 7.16(i), it suffices to show that the projectors p α1.α2 and p α1 ⊗ p α2 on M (X 1 × T X 2 ) have isomorphic images in M o + (T ). This, however, is clear. Now we prove two Frobenius reciprocity properties. Lemma 7.18. Let ψ : G → G be a morphism of finite groups. For any S-variety X with good G-action, and any α ∈ C(G , Q),
Proof. We may assume that α is effective. By definition,
) G By the projection formula in Proposition 7.7, we get 
) G By the projection formula in Proposition 7.7, we get
where the last isomorphism follows from Proposition 7.1.
Lemma 8.2. Let θ and θ be quantifier-free Galois formulas, such that the Galois stratification corresponding to θ is obtained from the one corresponding to θ by inflation. Then
Proof. Let X, Y be affine normal irreducible varieties over S, let Y /X be a Galois cover, and let Con(Y /X) be a conjugation domain for this cover. Put G = G(Y /X). Let Z/X be a cover dominating Y /X, put G = G(Z/X), and denote by Con(Z/X) the conjugation domain obtained by inflation. Denote by ψ : G → G the projection.
We have Y = Ind ψ Z, and hence, by Lemma 7.18, it suffices to observe that α Con(Z/X) = Res ψ α Con(Y /X) . Lemma 8.3. Let θ and θ be quantifier-free Galois formulas, such that the Galois stratification corresponding to θ is obtained from the one corresponding to θ by refinement. Then
Proof. Let X, Y be affine normal irreducible varieties over S, let Y /X be a Galois cover, and let Con(Y /X) be a conjugation domain for this cover. Put G = G(Y /X). Let U be a normal irreducible closed subvariety of X, and let V be any connected component of Y U = Y × X U . Put G = G(V /U ), and let ψ : G → G be the inclusion. Let Con(V /U ) be the conjugation domain induced from Con(Y /X) by refinement.
The result now follows from additivity of M c,G . 
Proof. It suffices to prove that d.χ (c) (θ A ) = χ (c) (θ G ). Refining our stratifications, by Lemma 8.3, we may suppose that A contains at most one stratum C/A with non-empty conjugation domain Con(A), and we may restrict G to a stratification of
Let W be the support of G, i.e. the union of the strata G i with non-empty conjugation domain, and let π : W → A be the projection. After an additional restriction, we may suppose that π : G i → A is smooth for all i.
First, suppose that the support of A is empty, i.e. that Con(A) is empty. Since G defines the graph of a map from B to A, this means that Z(G, x, M ) is empty, for any point x of S, and any pseudo-finite field M containing k(x). By Lemma 2.10, this implies that the support of G is empty. Hence,
So we may assume that that Con(A) is not empty. By Lemma 2.10, the union of the sets Z(A, x, M ), where x runs over the points of A, and M runs over the pseudo-finite field extensions of k(x), is dense in A. Since π induces, for each x and each M , a bijection between Z(A, x, M ) and Z(G, x, M ), this shows that the image of π is dense in A.
Now let a be the generic point of A, and suppose that G i is a stratum of W such that the fiber (G i ) a of G i over a has dimension > 0. Consider a pseudo-finite field M , and a point a : Spec M → A with image a. The fiber (G i ) a of G i over a is a disjoint union of smooth M -varieties G j , j = 1, . . . , s, of dimension > 0. For any j, we choose a connected component D j of D i × Gi G j , and we define a conjugation domain Con(G j ) for the Galois cover D j /G j as the set of members of
were non-empty, it would be infinite, by Corollary 2.9; this contradicts the assumption that G defines a d-to-1 map over all pseudo-finite fields. However, since ∪ j Z M,j is empty for any pseudo-finite field M containing the residue field k(a), we see that Con(G i ) is empty, by Lemma 2.10; so G i cannot be included in the support W .
Hence, there exists an open dense subscheme A of A, such that the restriction of G to π −1 (A ) satisfies the following property: for every stratum G i in the support of this restriction, π : G i → A isétale and finite. By Noetherian induction, we might as well assume that A = A .
We can dominate theétale cover C/A and all the composed covers D i /A by a common Galois cover D/A. By Lemma 8.2, we might as well assume that D = C = D i for all i. We will show that
This will complete the proof, by Lemma 7.20. Let g be any element of G(D/A), denote by H the subgroup of G(D/A) generated by g, and denote by C H its conjugation class in G(D/A). By definition, α Con(A) (g) = 1 iff H ∈ Con(A); else, α Con(A) (g) = 0.
In the latter case, there are no M -valued points x on A with M pseudo-finite and H ∈ C x (D/A), and since G defines a map between B and A, C H ∩ Con(G i ) is empty, for all i, by Lemma 2.7 and Lemma 2.10. This means that both members of (3) vanish when evaluated in g.
So let us turn to the first case, i.e. suppose that H ∈ Con(A). By Lemma 2.10, there exists a point x of S, a pseudo-finite field M containing the residue field k(x), and a M -valued point a on A, with H ∈ C D/A (a). We will show that
is the number of points in Z(G, x, M ) lying over a; this number is exactly d, by assumption. We fix i, and we choose representants γ 1 , . . . , γ s in G(D/A) such that
By definition, Ind
G(D/A) G(D/Gi) α Con(Gi) (g) is the number of γ j such that γ −1 j Hγ j belongs to Con(G i ). By Lemma 2.7, this is the number of M -valued points on G i lying over a, whose decomposition class w.r.t. D/G i is contained in Con(G i ). Since this holds for all i, we can conclude that
Remark. If S = Spec k and d = 1, this property was proven in [14, 3.4.3] , using the classical Artin-Chebotarev Density Theorem for schemes of finite type over Z, and an ultraproduct argument. Our proof avoids this passage to finite residue fields, instead using Lemma 2.10. For S = Spec k and general d, the property was stated in [29] , Theorem 2.8, without proof. The author would like to thank David Bourqui for pointing out this statement. By Lemma 8.5 (for d = 1) and the Elimination Theorem 4.1, the map χ (c) from Definition 8.1 factors through a map of sets
We now show that it respects the ring structures. By Lemma 8.5, we may freely identify Galois formulas θ with equivalent Galois formulas or equivalent ring formulas. In particular, χ (c) is well-defined on θ 1 × θ 2 , θ 1 ∨ θ 2 and θ 1 ∧ θ 2 , for any pair of Galois formulas θ 1 , θ 2 . Lemma 8.6. Let θ 1 and θ 2 be quantifier-free Galois formulas corresponding to Galois stratifications A 1 and A 2 , and denote by θ 1 × S θ 2 the Galois formula corresponding to the product A 1 × S A 2 . Then
Proof. Let X 1 , X 2 be normal irreducible varieties over S, let Y 1 /X 1 and Y 2 /X 2 be Galois covers, and let Con 1 , resp. Con 2 be conjugation domains for these covers.
Let Z be any connected component of Y 1 × S Y 2 , and let Con be the conjugation domain for the cover Z/X 1 × S X 2 defined in Section 3.8. Put
and denote by ψ : G 1 × G 2 → G the projection. Observe that 
Lemma 8.7. For any pair of quantifier-free Galois formulas θ 1 , θ 2 with the same free variables, we have
For any pair of quantifier-free Galois formulas θ 1 , θ 2 with disjoint sets of free variables, we have
Proof. Let θ 1 and θ 2 be Galois formulas corresponding to Galois stratifications A 1 and A 2 . First, suppose θ 1 and θ 2 have the same free variables. After a refinement, and using Lemma 8.3, we may suppose that the underlying stratifications of A 1 and A 2 coincide. If Z(θ 1 ∧ θ 2 , x, M ) is empty, for any point x of S and any pseudo-finite field extension M of k(x), the conjugation domains of A 1 and A 2 are disjoint, for each stratum, by Lemma 2.10. In this case, it is easy to see that
In general, we have
if θ 1 and θ 2 have the same free variables.
If θ 1 and θ 2 have disjoint sets of free variables, the formula θ 1 ∧ θ 2 corresponds to the product A 1 × S A 2 . By Lemma 8.6, we have
In analogy with [16] , Theorem 2.1, we state (ii) let X be a normal affine irreducible variety over S, let Y be a Galois cover of X, and let C be a cyclic subgroup of the Galois group G of the cover Y /X. To these data, we can associate a ring formula ϕ Y /X,C over S (see Section 3.3), whose interpretation, in any point x of S, and for any field K containing k(x), is the set of K-valued points a ∈ X x (K) with C ∈ C Y /X (a). Then
where N G (C) denotes the normalizer of C in G.
Proof. 1. Uniqueness: By Corollary 4.6, the morphism χ (c) is determined by the images of classes of the form [ϕ Y /X,C ], with C cyclic. Hence, by (ii), χ c is determined by the images of classes of the form [ϕ Y /(Y /C),C ], where C is cyclic. However, by (i) and (ii),
since the formulas ϕ Y /(Y /C),A yield a partition of Y /C, and since 
The fact that property (i) is satisfied, follows immediately from the definition. Let us prove property (ii). Put G = G(Y /X), and denote by ψ : C → G the inclusion. We have Y C = Res ψ Y G , where Y C is the variety Y with good C-action as a Galois cover of Y /C, and Y G is the variety Y with good G-action as a Galois cover of X. If Con(Y /X) is the conjugation class of C in G, and if we denote by Con(Y /(Y /C)) the conjugation domain {C}, then
Hence, we may conclude by Lemma 7.20.
Corollary 8.9. There exists a canonical ring morphism
mapping a ring formula ϕ defining a locally closed subset X of A m S , to the class of Rπ ! (Q ), where π : A m S → S is the structural morphism. Proof. The morphism is obtained by composing χ (c) with the realization morphism from Corollary 6.16. By point (i) of Theorem 8.8, the image of [ϕ] is nothing but the image of χ (c) (X) in K 0 (D b (S, Q )). Let us show that this image coincides with the class of Rπ ! (Q ). By additivity of Rπ ! , and constructible resolution of singularities, we may suppose that X is smooth and proper over S. In this case, the result follows simply by definition of the realization functor M o + (S) → D b (S, Q ).
Con(A). By a stratification argument, we may assume that T is irreducible and smooth, and that A := A × S T is a stratum of A . It suffices to prove that
where C /A and Con(A ) are the induced Galois cover and conjugation domain; i.e. C is a connected component of C × A A , and Con(A ) is the set of elements of Con(A) which are contained in G(C /A ). We denote by ψ : G(C /A ) → G(C/A) the inclusion. By Lemma 7.23,
while C × S T = Ind ψ C and α Con(A ) = Res ψ α Con(A) . So we can conclude by applying Lemma 7.18.
The relative motivic Poincaré series
Let S be a variety over a field k of characteristic zero. Let X be a separated scheme, of finite type over S. For any integer n > 0, we denote by S[t]/(t n ) the S-scheme S × k Spec k[t]/(t n ). We define, for each integer n ≥ 0, a contravariant functor F n : (Sch S ) op → (Sets) from the category (Sch S ) of S-schemes, to the category of sets, by F n (Y ) = Hom Sch S (Y × S S[t]/(t n+1 ), X)
For any field K containing k, we call the points of F n (Spec K) the K-valued relative n-jets on X/S. Proposition 9.1. The functor F n is representable by a separated S-scheme of finite type L n (X/S), for each n.
Proof. The proof is analogous to the proof in the absolute case S = Spec k. Suppose that X is affine over S, with X = Spec O S [x 1 , . . . , x m ]/(f 1 , . . . , f r ). Let a = (a 1,0 + a 1,1 t + . . . + a 1,n t n , . . . , a m,0 + . . . , a m,n t n ) be an m-tuple of elements of O S [t]/(t n+1 ). The system of equations f i (a) ≡ 0 mod t n+1 , for i = 1, . . . , r, puts algebraic conditions on the coefficients a i,j , and if we consider these coefficients as affine coordinates on A m(n+1) S , the f i define a closed subscheme L n (X/S) of A m(n+1) S . A gluing procedure yields the general case.
Note that L 0 (X/S) ∼ = X. By Yoneda's Lemma, the truncation map S[t]/(t n+1 ) → S[t]/(t n ) induces a truncation morphism of S-schemes π n+1 n : L n+1 (X/S) → L n (X/S) for each n ≥ 0. These morphisms are affine, and hence, we can take the projective limit in the category of S-schemes to obtain an S-scheme L(X/S). It comes with natural projections π n : L(X/S) → L n (X/S). For any field K containing k, we call the points of L(X/S)(K) the K-valued relative arcs on X/S. When X is smooth over S, the morphisms π n+1 n are piecewisely trivial fibrations with fiber A d S , where d is the relative dimension of X. An S-morphism h from X to X induces a morphism h from L(X/S) to L(X /S) by composition, and a morphism of k-varieties f : W → S induces a pull-back morphism f * : L(X/S) → L(X × S W/W ). If Y is a separated W -scheme of finite type, this morphism f induces also a forgetful morphism f * : L(Y /W ) → L(Y /S). There is a canonical isomorphism of T -schemes
and we have
Hence, there is a natural equivalence of functors between G n and the functor represented by L n (X × S T /T ), and, by Yoneda's lemma, it corresponds to an isomorphism L n (X × S T /T ) ∼ = L n (X/S) × S T Taking projective limits over n concludes the proof.
For any scheme Y , we denote by Y red the underlying reduced scheme.
Lemma 9.3. For any separated S-scheme X of finite type, there exists an integer a > 0, such that, for each n ≥ 0, the truncation morphism L na (X/S) red → L n (X/S) factors through a morphism L na (X/S) red → L n (X red /S) Proof. We may assume that X and Y := L na (X/S) red are affine, say X = Spec B, and Y = Spec A. Denote by N B the nilradical of B. We have to prove that there exists an integer a > 0, such that, for each n ≥ 0, for each reduced k-algebra A, and for each morphism of k-algebras g : B → A[t]/(t na+1 ) the composition h : B → A[t]/(t n+1 ) factors through B/N B . In other words, we have to show that the ideal g −1 (t n+1 ) contains N B . Since B is Noetherian, we can choose a positive integer a, such that b a = 0 for any element b of N B . Since A is reduced, g(b) has to belong to the ideal (t n+1 ), as soon as b ∈ N B .
For any point x on S and any separated S-scheme of finite type X, the fiber of L(X/S) over x is canonically isomorphic to L(X × S x), where L(.) denotes the arc scheme as defined in [13] , p.1. Hence, for any field K, giving a K-valued relative arc ψ on X/S, amounts to giving an arc in (X × x S)(K[[t]]), where x denotes the image of π 0 (ψ) in S.
For any separated S-scheme Y of finite type, we put [Y ] := [Y red ] in K 0 (V ar S ). We can also generalize Denef and Loeser's definition of the geometric and arithmetic Poincaré series [12, 14, 15, 16, 17] to our relative setting. The aim is to define P geom (X/S; T ) and P arith (X/S; T ) as objects in K 0 (V ar S )[[T ]], resp. (K mot 0 (V ar S ) ⊗ Q)[[T ]], such that base-change to any point x of S, yields the "classical" motivic Poincaré series of the fiber X × S x.
First, we need to prove a uniform version of Greenberg's Theorem [24] . We will show that there exist positive integers c, e, such that, for any point x on S, for any positive integer n, and for any field extension K of k(x), the projections π n L(X x )(K) and π cn+e n L cn+e (X x )(K) coincide, where X x denotes the fiber X × S x of X over x. In other words, a K-valued n-jet on a fiber X x lifts to a K-valued arc on X x , as soon as it lifts to a K-valued (cn + e)-jet on X x . Using our relative arc and jet spaces, we can write this property as π n (L(X/S)(K)) = π cn+e n (L cn+e (X/S)(K))
We will proceed in two steps. We start by giving a short alternative proof of the absolute case, using resolution of singularities. Then, we show how to extend this proof to obtain the uniform version stated above. First of all, we recall the following definition. Definition 9.5. Let X be a separated scheme of finite type over k, and let I be an ideal sheaf on X. For any field K containing k, and any arc ψ in L(X)(K), we put x := π 0 (ψ) ∈ X, and we define the order of I at ψ by ord I (ψ) := min{ord t f (ψ) | f ∈ I x } ∈ N ∪ {∞} If Z is a closed subscheme of X, we denote the defining ideal sheaf of Z in X by I Z , and we put ord Z (ψ) := ord I Z (ψ)
We call this value the contact order of ψ with Z. Note that ord Z (ψ) = ∞ iff ψ is contained in Z.
Theorem 9.6 (Greenberg). Let Z be a separated scheme of finite type over k.
There exist positive integers c, e, such that, for any positive integer n, and for any field extension K of k, the projections π n L(Z)(K) and π cn+e n L cn+e (Z)(K) coincide.
Proof. We embed Z as a subscheme in some smooth ambient k-variety Y , and we take an embedded principalization h : Y → Y for the defining ideal sheaf I Z of Z in the structure sheaf O Y , defined over k, such that h is an isomorphism over the complement Y \ Z, see [7, 2.5] . This means that h is a proper birational morphism from a smooth variety Y to Y , such that
E i is a normal crossing divisor on Y , and where the r i are positive integers. We denote the maximum of the multiplicities r i by R.
Choose an integer n > 0. Let K be a field extension of k, and let ψ be a K-valued arc on Y , such that nN R ≤ ord Z (ψ) < ∞ This means that π nN R−1 (ψ) : Spec K[t]/(t nN R ) → Y factors through a (nN R − 1)-jet on Z. Since h is an isomorphism over Y \ Z, it follows from the valuative criteria for properness and separateness, that there exists a unique K-valued arc ψ on Y , such that h • ψ = ψ. We put ν i = ord Ei (ψ ), and we denote by ν the maximum of the ν i . We may assume that ν = ν 1 . Now, observe that nN R ≤ ord Z (ψ) = N i=1 r i ν i ≤ νN R, hence ν ≥ n. Since the divisor E 1 is smooth, there exists an arc ζ in L(E 1 )(K) such that π ν−1 (ζ ) = π ν−1 (ψ ) in L ν1 (E 1 )(K). If we denote by ζ the image of ζ under h, then π ν−1 (ζ) = π ν−1 (ψ) = h(π ν−1 (ψ )) in L ν−1 (Z), and, a fortiori, π n−1 (ζ) = π n−1 (ψ).
Hence, we see that, for any K-valued n-jet ψ n on Z, this jet ψ n lifts to a K-valued arc on Z, iff it lifts to a K-valued (nN R + N R − 1)-jet on Z.
Theorem 9.7 (Uniform version). Let S be a variety over k, and let X be a separated scheme of finite type over S. There exist positive integers c, e, such that, for any point x on S, for any positive integer n, and for any field extension K of k(x), the projections π n L(X x )(K) and π cn+e n L cn+e (X x )(K) coincide, where X x denotes the fiber of X over x.
Proof. By the proof of the previous theorem, it suffices to find, for each fiber X x , an embedding in some smooth ambient space, and an embedded principalization for its defining ideal sheaf, such that the numbers N, R are uniformly bounded. This follows from a variant of Proposition 5.4. Definition 9.8. If X is a separated S-scheme of finite type, we define its relative geometric Poincaré series as P geom (X/S; T ) = ∞ n=0 [π n L(X/S)]T n ∈ K 0 (V ar S )[[T ]] By Theorem 9.7, (π n L(X/S)) red = (π n n L n (X/S)) red for some integer n > n, hence the truncation (π n L(X/S)) red is, by Chevalley's Theorem, a constructible subset of L n (X/S) red , and its Grothendieck bracket is well-defined. Proposition 9.9 (Base Change). Let X be an S-variety, and let R(X/S; T ) be either its relative Igusa Poincaré series, or its relative geometric Poincaré series. Let W → S be a morphism of k-varieties. If we take the image of the coefficients of R under the base change morphism K 0 (V ar S ) → K 0 (V ar W ), then we obtain the corresponding Poincaré series R(X × S W ; T ).
