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 Zusammenfassung: 
Das atmospärische Plasmaspritzen ist etabliert und bietet durch das Aufbringen geeigneter 
Schichten große Potentiale der Kosteneinsparung. Jedoch stellt das teilweise nichtlineare und 
zeitlich veränderliche Verhalten dieses Prozesses eine große Herausforderung für eine Rege-
lung dar. 
In dieser Dissertation wird ein Ansatz beschrieben, wie eine Regelung für das atmospärische 
Plasmaspritzen mittels Neuronaler Netze aufgebaut werden kann. Basis der Arbeit ist die 
Auswahl einer Messtechnik, dem PFI-System, und eines Regelansatzes, dem "Supervised 
Control". Anhand des induktiven Ansatzes nach Balzer wird eine Vorgehensweise zur Ausle-
gung des Neuronalen Netzes und der gezielten Optimierung der Netzstruktur beschrieben. 
Zum Training des Künstlichen Neuronalen Netzes wird die Statistische Versuchsmethodik 
genutzt, die ein schnelles und zielgerichtetes Training ermöglicht. Eine Vorgehensweise zur 
ständigen Aktualisierung des künstlichen Neuronalen Netzes schließt die theoretischen Be-
trachtungen ab. 
In einem Fallbeispiel werden die Vorgehensweise sowie die Funktion der Regelung an einem 
ausgewählten thermischen Spritzprozess dargestellt. 
 
Abstract: 
The atmospheric plasma spraying process is established and provides cost reduction effects 
using qualified coatings. But the partly nonlinear and changing characteristics of this process 
are a challenge for process control. 
In this dissertation an approach is described, how a process control for atmospheric plasma 
spraying can be realised, using artificial neural networks. Base of this work is first the selec-
tion of a measurement system, the PFI-System, and second the choice of a control algorithm, 
the "supervised control". With the inductive procedure of Balzer an approach is described to 
define and optimise the artificial neural network. To train the artificial neural Network design 
of experiments is used. With this a fast and targeted training can be done. An approach to up-
date the artificial neural network regularly completes the theoretic research. 
By using a selected thermal spray process as a case study, the whole approach and the func-
tion of the controller is shown. 
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Einleitung  Seite 1 
 
1. Einleitung 
Die heutigen Anforderungen an Produkte steigen beständig. Diese Anforderungen beziehen 
sich auf vier Bereiche: Funktionalität, Qualität, Verfügbarkeit und Preis. Diese vier Bereiche 
sind maßgebliche Indikatoren des eigentlichen Kundennutzens eines Produktes. Die Maximie-
rung des Kundennutzens führt ihrerseits zu einer gesteigerten Marktakzeptanz des Produktes 
und steigert so direkt die Wettbewerbsfähigkeit eines Unternehmens.1 
Für die Leistungsfähigkeit der Produktion und damit die Wettbewerbsfähigkeit eines Unter-
nehmens nimmt der Fertigungsprozess eine Schlüsselstellung ein. Es zeigt sich, dass in den 
letzten Jahren durch kontinuierliche Verbesserungen zwar Steigerungen der Leistungsfähig-
keit von Prozessen erreicht wurden, jedoch diese noch keinen Wettbewerbsvorsprung bedeu-
teten. Dieser wird erst durch Technologiesprünge ermöglicht. (Abbildung 1). 
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Abbildung 1: Steigerung der Leistungsfähigkeit durch Technologiesprünge2 
Um durch die Steigerung von Funktionalität (F), Verfügbarkeit (V), Qualität (Q) und Kosten 
(K) solche Technologiesprünge zu erhalten, wurden wesentliche Fähigkeitswerkzeuge zum 
Betreiben von Hochleistungsprozessen erarbeitet. 
 Produktion im Grenzbereich des technologisch Möglichen. 
 Aufbau integrativer Technologieplattformen. 
 Behandeln von Prozesstechnologie und Maschinentechnik als eine Identität. 
 Aufbau und Betrieb intelligenter, konfigurierbarer Produktionssysteme. 
 Hohe Verfügbarkeit und Anwendung von Adaptronik zur Prozessoptimierung.3 
Die Technologie des thermischen Spritzens hat 2006 ihr 100-jähriges Jubiläum gefeiert. Auch 
diese Technologie hat sich entsprechend den Anforderungen kontinuierlich verbessert und 
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bietet dem Markt angepasste Lösungen an. Die durchlebte Entwicklung findet sich in den 
genutzten Technologien, den Werkstoffen und dem Marktvolumen wieder. Der weltweite 
Gesamtmarkt des thermischen Spritzens betrug 2004 5,2 Mrd. $.4 
Neben dem Prozess ist die Prozessdiagnostik und die Qualitätskontrolle für das thermische 
Spritzen eine Thematik mit wachsender Bedeutung. War die Prozessdiagnostik lange Zeit 
eine besonders in der Forschung verbreitete Thematik, so wächst ihre Bedeutung in der Pro-
duktion. Schwierigkeiten bereitet dabei besonders die Komplexität vieler Diagnostiksysteme, 
die daher für eine Serienproduktion nur bedingt geeignet sind. Entsprechend der Forderung 
nach industrietauglichen Diagnostiksystemen wurden in den letzten Jahren einfach zu hand-
habende, optische Systeme entwickelt. Damit gelingt es, die grundlegenden Eigenschaften des 
Prozesses zu überwachen und Störungen rechtzeitig zu erkennen. Eine Nutzung der Messwer-
te und die Rückführung von Abweichungen in den Prozess sind noch nicht Stand der Tech-
nik.5 
Durch die Umsetzung einer Regelung für das thermische Spritzen werden verschiedene Facet-
ten der Fähigkeitswerkzeuge zum Betreiben von Hochleistungsprozessen aufgegriffen. So 
ermöglicht erst eine Regelung den Betrieb im Grenzbereich des technologisch Möglichen. 
Eine intelligente Regelung lernt im Prozess mit und kann sich so auf unterschiedliche Pro-
zesszustände einstellen. Erst eine Regelung mit angepassten Überwachungswerkzeugen führt 
zu einer hohen Verfügbarkeit der Anlage. Ein erster Schritt in Richtung eines Technologie-
sprunges beim thermischen Spritzen wird durch den Einsatz einer neuartigen Regelung getan. 
Künstliche Neuronale Netze (kNN) werden erfolgreich in verschiedenen Anwendungen zur 
Modellbildung und Regelung genutzt. Beispielhaft sei die Verwendung zur Modellbildung in 
der Applikation von Motorsteuergeräten genannt6. Weitere Anwendungen von kNN liegen in 
der Steuerung von Walzwerken in der Stahlverarbeitung7, der Regelung von Spritzgießanla-
gen8 oder der Regelung des Laserstrahlschweißens9. Künstliche Neuronale Netze stellen ih-
rerseits komplexe Systeme dar und sind nicht so verbreitet wie Standardlösungen zur Rege-
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lung von Prozessen, wie z.B. herkömmliche Regelansätze mit PID Reglern. Der Aufbau und 
die Auslegung von kNN ist eine iterative Vorgehensweise, was ihre Anwendung erschwert10. 
Das Ziel der Arbeit ist es, eine Vorgehensweise zur prädiktiven Regelung des thermischen 
Spritzens auf Basis künstlicher Neuronaler Netze zu entwickeln. Der Begriff der prädiktiven 
Regelung wurde gewählt, da der Regler auf Basis von Vergangenheitsdaten zukünftige Ein-
stellungen "vorhersagt", um ein optimales Ergebnis zu erreichen. Der Schwerpunkt der Arbeit 
liegt besonders in der Auswahl einer geeigneten Struktur eines kNN und der gezielten Anpas-
sung sowie Optimierung der Struktur des genutzten kNN. Dem Leser wird dadurch die Aus-
legung geeigneter kNN zur prädiktiven Regelung erleichtert und eine klare Vorgehensweise 
zur Auslegung des kNN vorgeschlagen. Ergänzend werden Kennzahlen zur Beurteilung der 
Güte des kNN entwickelt. Die Anwendung der allgemeingültigen Vorgehensweise wird an-
hand der Regelung des thermischen Spritzprozesses verifiziert und erläutert. 
Anhand der entwickelten Vorgehensweise wird die prädiktive Regelung eines thermischen 
Spritzprozesses im Praxisbeispiel verifiziert. Der betrachtete Prozess ist ein vom BMWI im 
Rahmen von Innonet In-3530 geförderten Projekt "ProSpray" untersuchter APS Prozess, für 
den eine Regelung erarbeitet wurde. 
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2. Wissenschaftliche Grundlagen 
2.1. Das Thermische Spritzen 
Das thermische Spritzen ist laut DIN EN 657 wie folgt definiert: "Das thermische Spritzen 
umfasst Verfahren, bei denen Spritzzusätze innerhalb oder außerhalb der Spritzpistole zuge-
führt und bis zum plastischen oder geschmolzenen Zustand aufgeheizt und dann auf die vor-
bereitete Oberfläche geschleudert werden; die Oberfläche wird dabei nicht 
aufgeschmolzen11." 
Die Idee des thermischen Spritzens lässt sich auf Max Schoop zurückführen, der Anfang des 
20. Jahrhunderts erste Versuche unternahm, Metalle zu verspritzen. So entstand bereits 1913 
das erste Drahtflammspritzgerät, welches auch heute noch in abgewandelter Form beim Pul-
ver- und Drahtflammspritzen sowie dem Lichtbogenspritzen genutzt wird.12 
Seitdem entwickelt sich das thermische Spritzen rasant weiter. In Deutschland wird das 
Marktwachstum der letzten 10 Jahren auf 8 bis 10% jährlich geschätzt. Das gesamte Marktpo-
tential wurde 2004 weltweit mit etwa 5,2 Mrd. Dollar jährlich angegeben. In Deutschland sind 
die Hälfte aller gespritzten Schichten Verschleiß- und Korrosionsschutzschichten. 20 bis 25% 
entfallen auf die Wärmedämmschichten und 10 bis 15% sind elektrische Isolationsschichten. 
Die restlichen Anteile werden durch Nischenanwendungen abgedeckt. Die Entwicklung der 
Spritzanwendungen hat sich aufgrund der guten Automatisierbarkeit stark in Richtung Plas-
ma-Spritzen (48% Marktanteil in 2000) und HVOF (High Velocity Oxy-Fuel Flame Spray-
ing) Spritzen (25% Marktanteil in 2000) entwickelt.13 
Das thermische Spritzen ist ein Verfahren, das als Lohn- und Inhousebeschichtung betrieben 
wird. Dabei überwiegt in Deutschland die Anzahl der Lohnbeschichter, die in den meisten 
Fällen kleine und mittlere Unternehmen (kmU) darstellen. Die Marktanteile des thermischen 
Spritzens in der Oberflächentechnik werden in den kommenden Jahren weiter ausgebaut wer-
den. Dazu tragen auch Weiterentwicklungen wie robuste Diagnostik, moderne Anlagentech-
nik, Automatisierung und die Prozessregelung bei, so dass in Zukunft auch neue Gebiete der 
Oberflächentechnik erschlossen werden können.14 
2.1.1. Prozessbeschreibung 
Das thermische Spritzen unterscheidet sich nach DIN EN 657 in verschiedene Verfahrensva-
rianten. Dabei können sie nach Art der zugeführten Energie, Form des Spritzzusatzwerkstof-
fes, Leistungsniveau und Art der den Spritzprozess umgebenden Atmosphäre unterteilt wer-
den (Abbildung 2). 
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Abbildung 2: Übersicht über die verbreiteten thermischen Spritzverfahren15 
Im Folgenden soll aufgrund des sehr breiten Anwendungsspektrums und der Vielzahl an nutz-
baren Pulverwerkstoffen das Plasmaspritzen betrachtet werden. 
Plasmaspritzen: 
Bereits Mitte der zwanziger Jahre wurden erste Versuche durchgeführt, ein heißes Plasma 
zum thermischen Spritzen zu verwenden. Erst in den fünfziger Jahren konnte das Verfahren 
industrietauglich weiterentwickelt werden. Darauf aufbauend wurden viele Weiterentwick-
lungen gemacht, die das Plasmaspritzen zu einem sehr vielseitigen und verbreiteten thermi-
schen Spritzprozess machten.16 
Das Plasmaspritzen ist laut DIN EN 65717 der Gruppe der elektrischen Entladungsverfahren 
zuzuordnen. Das Plasma ist dabei ein Gemisch aus Elektronen und Ionen, welches elektrisch 
leitfähig ist. Dies kann durch hohe Temperaturen oder elektrische und elektromagnetische 
Felder erreicht werden. Es können zwei Plasmatypen unterschieden werden:  
 Nichtgleichgewichtsplasmen, auch kalte Plasmen genannt. 
 Gleichgewichtsplasmen, auch heiße Plasmen genannt. 
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Die heißen Plasmen nähern sich dem Zustand des lokalen thermodynamischen Gleichge-
wichts, d.h. die Elektronentemperatur und die Temperatur der schweren Teilchen (Ionen und 
Atome) weichen nicht stark voneinander ab. Dieser Zustand zeichnet sich durch höhere Drü-
cke, hohe elektrische Ströme und hohe Gastemperaturen aus. Bei kalten Plasmen besteht eine 
starke Abweichung vom lokalen thermodynamischen Gleichgewicht. Beispiele für kalte 
Plasmen sind Glimmentladungen, wie sie in Leuchtstoffröhren genutzt werden.18 
Ein heißes Plasma ist die Wärmequelle des Plasmaspritzens. Dazu wird zwischen einer Wolf-
ram-Kathode und einer als Ringdüse konzipierten Kupfer-Anode ein Lichtbogen gezündet. 
Das Plasmagas (z.B. Argon, Helium, Stickstoff oder Wasserstoff) wird beim Eintritt in die 
Düse verdrallt und bildet dann durch Kollision mit den von der Kathode freigesetzten Elekt-
ronen freie Elektronen und Ionen. Nach Verlassen des Lichtbogens erfolgt die Rekombi-
nation. Dabei werden hohe Energiemengen freigesetzt, die im Kern des Plasmas zu Tempera-
turen von bis zu 20000 K führen. Daraus resultiert eine explosionsartige Expansion des Ga-
ses; die elektrische Energie wird in thermische und kinetische Energie umgewandelt. Energie-
inhalt und Temperatur hängen dabei von der Art des Plasmagases ab. In den Plasmastrahl 
wird dann der Spritzzusatzwerkstoff eingebracht, aufgeschmolzen und beschleunigt. Die ein-
zelnen Partikel erreichen dabei Geschwindigkeiten von 150 bis 300 m/s.19 
Die aufgeschmolzenen und beschleunigten Partikel treffen auf das zu beschichtende Substrat. 
Für den Schichtaufbau sind verschiedene Haftmechanismen relevant. Als Hauptmechanismus 
wird eine mechanische Verklammerung der Partikel mit der vorher durch Strahlen aufgerau-
ten und aktivierten Oberfläche des Substrates angesehen. Die schmelzförmigen Partikel kön-
nen dann aufgrund ihrer hohen kinetischen Energie und durch Kapillarwirkung in die Un-
ebenheiten und Hinterschneidungen eindringen, erstarren und sich so formschlüssig veran-
kern. Die zweite, relevante Bindungsart ist die metallurgische Wechselwirkung durch Diffu-
sion. Die Diffusion kann bereits beim Beschichtungsprozess auftreten, eine nachfolgende 
Wärmebehandlung ist eine weitere Möglichkeit, die Diffusion einzuleiten oder zu verstärken. 
Als weitere Maßnahme, aufbauend auf der Diffusion, können Reaktionsmechanismen durch 
hohe Beschichtungstemperaturen oder eine Wärmebehandlung genutzt werden. Diese setzen 
aber in der Regel eine sauerstoffarme Atmosphäre voraus, was zu einer nur begrenzten An-
wendung führt. Typische Beispiele für Verklammerungen sind oxidkeramische Schichten; 
Metalllegierungen zeigen in der Regel starke Diffusionsvorgänge, insbesondere nach einem 
Glühprozess. 20 
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Es gibt eine Vielzahl von Größen, die das Verfahren des Plasmaspritzens beeinflussen. Die 
gesamte Anzahl wird auf über 200 Größen geschätzt21 Folgende Parameter in Tabelle 1 kön-
nen als mögliche einstellbare Parameter berücksichtigt werden: 
Bereich: Parameter: Unmittelbare Einflussnahme auf: 
Düse 
(Anode) 
Düsendurchmesser  → 
Düsenlänge    → 
Düsenform    → 
Plasmageschwindigkeit 
Lichtbogenlänge, Plasmaenergie 
Plasmageschwindigkeit, Plasmatemperatur 
Pulver-
injektion 
Injektordurchmesser  → 
Injektoranzahl   → 
Injektorabstand   → 
Injektorwinkel   → 
Pulverförderrate   → 
Pulverträgergasfluss  → 
Max. Fördermenge, Partikelflugbahnen 
Max. Fördermenge 
Partikelflugbahnen 
Partikelflugbahnen 
Max. Partikelaufschmelzung 
Partikelflugbahnen 
Leistung Lichtbogenstrom- 
stärke      → 
Lichtbogenspannung  → 
Plasmaenergie, Viskosität 
 
Plasmaenergie, Viskosität 
Plasmagase Gaszusammensetzung → 
Gasflüsse     → 
Gasdrücke    → 
Drallwinkel    → 
Plasmaenthalpie, Wärmeleitfähigkeit, 
Viskosität 
Plasmaenergie 
Plasmageschwindigkeit 
Lichtbogen- und Plasmarotation (⇒ 
Düsenstandzeit, Partikelinjektion) 
Kühlleistung Kühlmitteldurchfluss  → 
Kühlmitteleingangs-
temperatur, -druck und –
durchfluss    → 
Brennereffizienz 
 
Brennerstandzeit 
Spritzabstand Spritzabstand    → Partikelgeschwindigkeit, -temperatur, 
Substraterwärmung 
Atmosphäre Druck     → Plasmaenergiedichte, 
Plasmageschwindigkeit 
 
 
Tabelle 1: Einstellbare Parameter beim Plasmaspritzen (ohne periphere Einflüsse)22 
                                                 
21
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Besonders bei Bauteilen mit höchsten Qualitätsansprüchen z.B. für die Luftfahrtindustrie gel-
ten besondere Herausforderungen für die Qualitätssicherung beim thermischen Spritzen. Wie 
diesen in der industriellen Praxis begegnet wird, wird im Folgenden erläutert. 
2.1.2. Problematik der Qualitätssicherung beim Thermischen Spritzen 
Die betrieblichen Grundlagen und Voraussetzungen zur Qualitätssicherung beim thermischen 
Spritzen, die in verschiedenen Normen und Richtlinien (GTS-Zertifizierung, DIN EN ISO 
14922-1 bis -4, DIN EN 13214, DIN EN 14616, DIN EN ISO 14918)23 festgehalten stellen in 
Kombination mit hohen Ausbildungsqualifikationen der Fachleute eine solide Basis für quali-
tativ hochwertige Beschichtungen dar.24 
Um eine Qualitätssicherung durchzuführen, werden entsprechende Prüfmittel benötigt. Für 
den Kunden relevant ist die direkte Prüfung der aufgebrachten Schicht. Dazu werden je nach 
Anwendung verschiedene Kennwerte wie z.B. Schichtdicke, Härte, Haftfestigkeit und Porosi-
tät der aufgebrachten Schicht in einer zerstörenden Prüfung ermittelt. Diese späteren Schicht-
analysen sind jedoch zeit- und kostenintensiv. Zudem kann nicht mehr korrigierend in den 
Prozess eingegriffen werden. Wurde Ausschuss festgestellt, wird in der Regel die komplette 
Charge verschrottet oder jedes dieser Teile muss einzeln nachgeprüft werden. Diese Vorge-
hensweise verursacht hohe Kosten.25 
Wie kann es aber bei korrekt vorgenommenen Einstellungen am Prozess zu Ausschuss kom-
men? Die Ursache dafür ist in der Vielzahl von möglichen Störgrößen auf den Prozess zu su-
chen. Die Auswirkungen dieser Störungen sind oft im Vorhinein nicht erkennbar, so dass eine 
Korrektur in der Regel nicht möglich ist. Eine Übersicht über die Vielfalt von Einflüssen auf 
das APS Verfahren bietet z.B. FISCHER in seiner Arbeit26. Daraus folgt die Notwendigkeit 
einer geeigneten Überwachung des Prozesses.  
2.1.3. Diagnostiksysteme beim thermischen Spritzen 
Im Laufe der Entwicklung von thermischen Spritzprozessen und deren Optimierung wurde 
eine Vielzahl von Diagnostiksystemen entwickelt. SEEMANN gibt in seiner Arbeit eine Über-
sicht über eine Vielzahl von Verfahren und deren Messgrößen27.  
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 N.N. (2005), Thermisches Spritzen - Begriffe, Einteilung; Deutsche Fassung EN 657:2005, S. 3-20; N.N. 
(2005), Thermisches Spritzen - Empfehlungen für das thermische Spritzen; Deutsche Fassung DIN EN 
14616:2004, S. 5-19; N.N. (2001), Thermisches Spritzen - Aufsicht für das thermische Spritzen - Aufgaben 
und Verantwortung; DIN EN 13214:2001, S. 3-6; N.N. (1999), Thermisches Spritzen - Qualitätsanforderun-
gen an thermisch gespritzte Bauteile; Deutsche Fassung DIN EN ISO 14922:1999 Teile -1 bis -4 :, S. 1ff und 
N.N. (1998), Thermisches Spritzen - Prüfung von thermischen Spritzern; Deutsche Fassung DIN EN ISO 
14918:1998, S. 2-15 
24
 Lugscheider (2002), Handbuch der thermischen Spritztechnik, S. 128-140 
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 Zierhut et al. (2001), Verification of Particle Flux Imaging (PFI), an In-Situ diagnostic method, S. 787 
26
 Fischer analysiert im Grundlagenteil seiner Arbeit die möglichen Einflussgrößen auf das APS Verfahren mit-
tels verschiedener Ishikawa Diagramme. Fischer (2002), Analyse des Atmosphärischen Plasmaspritzens mit-
tels online Prozeßkontrolle, S. 19, 20 
27
 Seemann (2005), Vorhersage von Prozess- und Schichtcharakteristiken beim atmosphärischen Plasmaspritzen 
mittels statistischer Modelle und neuronaler Netze, S. 10-16 
Seite 10  Wissenschaftliche Grundlagen 
 
Auch im Rahmen einer durch die DFG geförderten Forschungsgruppe wurden z.B. einzelne 
Aspekte des thermischen Spritzens untersucht. Für jeden dieser Teilaspekte wurden Messsys-
teme für entsprechende Messgrößen eingesetzt. Diese verschiedenen Messsysteme sind in 
Abbildung 3 mit ihren Messgrößen dargestellt und bieten einen guten Überblick über Mög-
lichkeiten der Prozessdiagnostik. 
Brenner
PSI
Partikelgröße
DPV 2000
Partikeltemperatur,
-geschwindigkeit
Videothermographie
Substrattemperatur-
entwicklung
Schlierentechnik
Strömungsverhältnisse
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Partikel
-geschwindigkeit
-trajektorien
-verweilzeit
-beschleunigung
Pulverinjektion
 
Abbildung 3: Auswahl an Messsystemen und ihre Messgrößen28 
Die hier genannten Systeme sollen nun kurz erläutert werden. 
DPV 2000 
Das Partikel-Inflight-Pyrometer DPV 2000 von Tecnar Automation LTÉE dient der Analyse 
lokaler Partikeleigenschaften. Das Messvolumen des Systems beträgt jedoch lediglich 0,5 
mm
3
. In diesem Messvolumen können simultan Temperatur, Geschwindigkeit, Größe und 
Dichte verschiedener Partikel gemessen werden.29 
Das sehr komplexe System eignet sich so sehr gut zur hoch auflösenden Aufnahme einzelner 
Partikel für eine genaue Untersuchung und Optimierung des Partikelstrahls besonders in der 
Forschung.30 
Particle Image Velocimetry (PIV) 
Die Particle Image Velocimetry (PIV) basiert auf zwei Laserimpulsen, die kurz hintereinander 
ausgesandt werden. Das von den Partikeln rückgestreute Licht wird mittels einer Kamera auf-
genommen. Aus der Doppelbelichtung und dem räumlichen Abstand der Partikel lässt sich die 
                                                 
28
 Bach et al. (2002), Prozessdiagnostik an thermischen Beschichtungsverfahren - Neue Erkenntnisse aus den 
laufenden Arbeiten der DFG-geförderten Forschungsgruppe, S. 78 
29
 Fischer (2002), Analyse des Atmosphärischen Plasmaspritzens mittels online Prozeßkontrolle, S. 31 und Blain 
et al. (2003), Integration of a Feedback Controller into a Standard In-Flight Particle Sensor, S. 1131 
30
 Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma Spraying, 
S. 1101 
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Partikelgeschwindigkeit errechnen. Aus der Änderung der Geschwindigkeit ergibt sich die 
Beschleunigung der Partikel.31 
Particle Shape Imaging (PSI) 
Grundlage des Particle Shape Imaging ist eine spezielle Durchlicht-Beleuchtung-Technik. 
Entsprechend einer Beleuchtungsrichtung werden von den einzelnen Partikeln Schatten er-
zeugt. Bei der Projektion werden die Schatten der Partikel über eine spezielle CCD Kamera 
erfasst. Über die Auswertung der Schattenkonturen werden Größe und Form der Partikel ana-
lysiert. Die Besonderheit des Systems ist die Beleuchtung aus zwei Richtungen. So können 
zusätzliche Informationen zum Abstand des Partikels von der Abbildungsebene gewonnen 
werden. Über einen Auskoppelspiegel und ein gekoppeltes Triggersystem ist es möglich, auch 
die Partikelgeschwindigkeit zu erfassen.32 
Schlierentechnik 
Schlierenoptische Methoden analysieren Dichteunterschiede. Dabei ist es möglich, Wechsel-
wirkungen des Plasmafreistrahls mit einer ruhigen Umgebung zu analysieren. Besonders wer-
den dabei Gaseinwirbelungen und Turbulenzen betrachtet, um die äußere Brennerkontur op-
timal gestalten zu können.33 
Videothermographie 
Die Thermographie dient der Erfassung von Temperaturen. Beim thermischen Spritzen be-
schränkt sich dies auf die Analyse der Substrattemperaturen sowohl nach dem Vorwärmen als 
auch während und nach dem Beschichten. Es können einzelne Bereiche ausgewertet werden, 
Maximal-, Minimal- und Durchschnittstemperaturen berechnet und Temperaturverläufe er-
mittelt werden.34 
Insgesamt zeigt sich, dass alle diese Messsysteme zwar hervorragend für detaillierte Untersu-
chungen des thermischen Spritzprozesses in Forschung und Entwicklung geeignet sind, je-
doch aufgrund ihrer hohen Komplexität für eine industrielle Anwendung als Prozessüberwa-
chung und Basis für eine Regelung eher ungeeignet erscheinen.35 
                                                 
31
 Bach et al. (2002), Prozessdiagnostik an thermischen Beschichtungsverfahren - Neue Erkenntnisse aus den 
laufenden Arbeiten der DFG-geförderten Forschungsgruppe, S. 82 und Bach et al. (2004), Diagnostics for 
thermal coating processes - Research results of the DFG-founded project group, S. 1, 2 
32
 Bach et al. (2002), Prozessdiagnostik an thermischen Beschichtungsverfahren - Neue Erkenntnisse aus den 
laufenden Arbeiten der DFG-geförderten Forschungsgruppe, S. 3-5 und Bach et al. (2004), Diagnostics for 
thermal coating processes - Research results of the DFG-founded project group, S.  3, 4 
33
 Bach et al. (2002), Prozessdiagnostik an thermischen Beschichtungsverfahren - Neue Erkenntnisse aus den 
laufenden Arbeiten der DFG-geförderten Forschungsgruppe, S. 2, 3 
34
 Bach et al. (2002), Prozessdiagnostik an thermischen Beschichtungsverfahren - Neue Erkenntnisse aus den 
laufenden Arbeiten der DFG-geförderten Forschungsgruppe, S. 7, 8 und Fischer (2002), Analyse des Atmo-
sphärischen Plasmaspritzens mittels online Prozeßkontrolle, S. 39, 40 
35
 Blain et al. (2003), Integration of a Feedback Controller into a Standard In-Flight Particle Sensor, S. 1131; 
Refke/Barbezat/Loch (2001), The benefit of an on-line diagnostic system for the optimisation of plasma 
spray devices and parameters, S. 765; Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Di-
agnostic Systems for Plasma Spraying, S. 1101, Turunen (2005), Diagnostic tools for HVOF process optimi-
sation, S. 16 und Zierhut et al. (1999), In-Situ Diagnostik bei Verfahren des thermischen Beschichtens - Par-
ticle flux imaging (PFI), S. 340 
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In den letzten Jahren haben sich auch aufgrund der großen Fortschritte bei CCD Bildsensoren 
und erhöhten Rechnerkapazitäten neuartige, bildverarbeitende Diagnosesysteme etabliert. 
Diese wurden speziell für die Anforderungen der Industrie entwickelt, da sie nicht den An-
spruch erheben, detaillierte Informationen z.B. über Partikeltemperaturen und Geschwindig-
keiten in physikalischen Größen anzugeben, sondern vielmehr der einfachen Prozessüberwa-
chung dienen. Folgende vier Systeme wurden durch NYLÉN ausführlich auf ihre Eigenschaf-
ten untersucht: 
 Particle Flux Imaging (PFI), Zierhut Messtechnik GmbH 
 PlumeSpector, Tecnar Automation LTÉE. 
 Spray and Deposit Control (SDC), Universität of Limoges/Snecma Inc. 
 DifRef M, Flumesys GmbH. 
All diese Systeme haben die Nutzung von CCD Sensoren gemein. Sie bedienen sich dabei 
jedoch unterschiedlicher konzeptioneller Ansätze, welche in Tabelle 2 kurz zusammengefasst 
werden.36 
                                                 
36
 Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma Spraying, 
S. 1101 
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Diagnostiksystem Messverfahren Messgrößen 
Particle Flux Ima-
ging (PFI) 
8 Bit CCD Graustufen Kamera 
Aufnahme von Plasma- und Partikel-
strahl unter Verwendung von Graufil-
tern. 
Bereiche gleicher Intensität in Plasma- 
und Partikelstrahl werden mit je einer 
Ellipse beschrieben.37 
Ellipsenkennwerte: 
x – Horizontale Lage der 
 Ellipse 
y – Vertikale Lage der 
 Ellipse 
a –  Lange Achse der 
 Ellipse 
b –  kurze Achse der 
 Ellipse 
α – Winkel der Ellipse 
Die Werte werden jeweils 
für die linke und die rechte 
Ellipse ausgegeben. 
PlumeSpector Schwarz-Weiß CCD Kamera. 
Die Flamme wird aufgenommen und 
verschiedene Kennwerte bestimmt.38 
Spritzstrahlintensität, 
-breite 
-positionierung 
-gesamtenergie 
Spray and Deposit 
Control (SDC) 
CCD Kamera kombiniert mit einem 
Pyrometer. 
Das System basiert auf der Aufnahme 
eines Bereiches des Plasma- und Parti-
kelstrahls. Mittels Filtern wird das 
Plasma vom Partikel unterschieden.39 
Maximale Intensität 
Relative Position von Bren-
ner Achse zur Maximalen 
Intensität 
Streuung der Intensität 
DifRef M Hoch empfindliche CCD Photo Dioden 
Matrix. 
Messung von Spektrallinien und ver-
gleich der gemessenen Linien mit vor-
gegebenen Datenbanken.40 
Spektrallinien 
Tabelle 2: Kurzbeschreibung einer Auswahl optischer Diagnosesysteme41 
                                                 
37
 Zierhut et al. (1999), In-Situ Diagnostik bei Verfahren des thermischen Beschichtens - Particle flux imaging 
(PFI), S. 340; Zierhut et al. (2001), Verification of Particle Flux Imaging (PFI), an In-Situ diagnostic method, 
S. 787 und Landes/Streibl/Zierhut (2004), Particle flux imaging (PFI) and particle shape imaging (PSI) - two 
innovative diagnostics for thermal coating, S. 2 
38
 Seemann (2005), Vorhersage von Prozess- und Schichtcharakteristiken beim atmosphärischen Plasmaspritzen 
mittels statistischer Modelle und neuronaler Netze, S. 13 
39
 Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma Spraying, 
S. 1103, 1104 
40
 Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma Spraying, 
S. 1102 
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Untersuchungen dieser Messsysteme zeigen, dass alle in der Lage sind, Prozessveränderungen 
im Bereich von 5% Abweichung der Einstellgrößen zu erkennen. Zusätzlich sind die Systeme 
robust und einfach in der Handhabung. Die industrielle Nutzung solcher Systeme verspricht 
eine Verbesserung der Prozessstabilität und ermöglicht reproduzierbare Ergebnisse.42 
Industriell haben sich zwei weitere Systeme, das Spraywatch und das Accuraspray in den letz-
ten Jahren etabliert. Auch diese Systeme basieren auf optischen Messverfahren. 
Das Spraywatch misst die Partikeltemperatur und –geschwindigkeit einzelner Partikel auf 
Basis der Intensitäten. Accuraspray basiert auf zwei unterschiedlichen Messsystemen. Einer 
CCD-Kamera, die den Strahl aufnimmt und so Informationen zu Lage und Größe des Strahls 
liefert. Das zweite System ist eine integrierte Optik, die einzelne Partikeltemperaturen und 
Geschwindigkeiten misst.43 
In der vorliegenden Arbeit wird das PFI System der Zierhut Messtechnik GmbH genutzt. Das 
System ist vergleichsweise kostengünstig in der Anschaffung und bietet neben einer einfachen 
Handhabung die notwendige Empfindlichkeit. Das genaue Messprinzip wird im Folgenden 
erläutert. 
Particle Flux Imaging (PFI): 
Das PFI System nutzt Tatsache, dass jedem Betriebszustand beim thermischen Spritzen eine 
charakteristische Leuchtdichteverteilung sowohl des heißen Trägermediums (Plasma) als auch 
des Partikelstrahls zugeordnet werden kann. Veränderungen jeder Art werden sich in einer 
Veränderung der Leuchtdichteverteilung bemerkbar machen. Eine Aufnahme und zeitlich 
gemittelte, qualitative Visualisierung und die Auswertung in reproduzierbaren Werten sowohl 
des Plasma- als auch des Partikelstrahles ist für eine Prozesskontrolle notwendig.44 
Die Aufnahme des Plasma- und des Partikelstrahles mit einer Kamera ist aufgrund der großen 
Helligkeitsunterschiede nur unter Einsatz von geeigneten Graufiltern möglich. Für das Plasma 
wird ein Filter mit nur sehr geringer Durchlässigkeit, für den Partikelstrahl ein Filter mit grö-
ßerer Durchlässigkeit genutzt. Das System ist auf verschiedene thermische Spritzprozesse 
anpassbar.45 
Die aufgenommenen Bilder von Plasma- und Partikelstrahl werden durch 2-dimensionale 
Verteilungen von Grauwerten im Bereich von 0 bis 255 entsprechend der 8-bit Auflösung der 
Kamera beschrieben. In diesen Beschreibungen der Bilder können nun Bereiche gleicher 
                                                                                                                                                        
41
 Angelehnt an: Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for 
Plasma Spraying, S. 1101-1106 
42
 Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma Spraying, 
S. 1105, 1106 
43
 Pellkofer (2003), Überwachung und Stabilisierung des Plasmaspritzprozesses und der Schichteigenschaften 
mittels qualitativer optischer Erfassung des Plasma- und Partikelstrahls, S. 40-42 und Fiala et al. (2005), Im-
proved process controls of combustion sprayed clearance control coatings through sensor diagnostic technol-
ogy, S. 1286-1291 
44
 Zierhut et al. (1999), In-Situ Diagnostik bei Verfahren des thermischen Beschichtens - Particle flux imaging 
(PFI), S. 340 
45
 Seemann (2005), Vorhersage von Prozess- und Schichtcharakteristiken beim atmosphärischen Plasmaspritzen 
mittels statistischer Modelle und neuronaler Netze, S. 14 
Wissenschaftliche Grundlagen  Seite 15 
 
Grauwerte durch Ellipsen angenähert werden. Diese Ellipsen können dann durch Lage und 
Größe entsprechend Abbildung 4 beschrieben werden. Dies führt zu einer sehr kompakten 
Beschreibung des gesamten Prozesses mit einer reduzierten Zahl von Daten einzelner Ellip-
sen.46 
Untersuchungen der Empfindlichkeit und der Vergleich verschiedener CCD basierter Dia-
gnostiksysteme zeigen eine sehr gute Empfindlichkeit des Messsystems und die generelle 
Eignung als Einsatz zur Kontrolle und Regelung thermischer Spritzprozesse.47 
Plasmastrahl Partikelstrahl
Plasmaspritzen von ZrO2-Y2O3
Prozess-Charakterisierung:
x,y,α : Position der Ellipse
a,b : Größe der Ellipse
a
bα
x
y
 
Abbildung 4: Darstellung der PFI Messgrößen an einem APS Prozess 48 
2.1.4. Regelansätze 
Der Wunsch nach einer Regelung des thermischen Spritzprozesses geht einher mit der Forde-
rung nach reproduzierbaren Prozessergebnissen auch bei Verschleiß der Anlage und dem Ein-
fluss weiterer Störgrößen. Erste Ansätze zur Regelung einzelner Maschinenparameter, z.B. 
das automatische Zünden der Anlage, das Halten von Anlagenparametern und das überwachte 
Abschalten sind bereits Stand der Technik. Es werden einzelne Parameter geregelt, eine Rege-
lung des Prozesses findet nicht statt. Eine direkte Reaktion der Anlage auf veränderte Rand-
bedingungen findet jedoch nicht statt.49 
                                                 
46
 Zierhut et al. (2001), Verification of Particle Flux Imaging (PFI), an In-Situ diagnostic method, S. 788 und 
Landes/Streibl/Zierhut (2004), Particle flux imaging (PFI) and particle shape imaging (PSI) - two innovative 
diagnostics for thermal coating, S. 2, 3 
47
 Zierhut et al. (2001), Verification of Particle Flux Imaging (PFI), an In-Situ diagnostic method, S. 789, 790 
und Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma 
Spraying, S. 1105, 1106 
48
 Lugscheider et al. (2005), Quality control of thermal spray processes through cost effective diagnostic meth-
ods, S. 1534 
49
 Ladru (1999), Entwicklung einer Online-Prozeßkontrolle beim Atmosphärischen Plasmaspritzen für die Her-
stellung dicker Wärmedämmschichten, S. 20 
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Grundlage für eine Regelung des Prozesses ist die Existenz von Mess- und Einflussgrößen, 
die überwacht und geregelt werden sollen. Man kann dabei, wie Abbildung 5 zeigt, drei Be-
reiche der Messung und Kontrolle unterteilen: 
Kühlwassertemperatur
Stromstärke
Spannung
Plasmagasrate
etc.
Flugphase
Messung,
Offline-Analyse,
Keine Kontrolle
Partikeltemperatur
-geschwindigkeit
-durchmesser
-flugweg
etc.
Aufprallphase
Messung,
On- und Offline-
Analyse,
Beschränkte
Kontrolle
Partikelaufprall,
Bauteiltemperatur,
Mikrorißbildung,
Makrorißbildung,
etc.
Brenner
Messung und
Kontrolle
 
Abbildung 5: Mess- und Kontrollgrößen des Plasmaspritzprozesses50 
In jedem dieser Bereiche können Werte gemessen und teilweise kontrolliert werden. Die 
Problematik ist, dass die einzelnen Bereiche nicht unabhängig voneinander sind. So beeinflus-
sen zwar die Brennereinstellungen direkt das Schichtergebnis, jedoch ist eine Vorhersage auf-
grund verschiedener Störgrößen nur eingeschränkt möglich. Die Überprüfung der Schichter-
gebnisse ist erst nach dem Beschichten möglich, Prozessveränderungen greifen zu spät. Das 
verbindende Element zwischen Brenner und fertiger Schicht stellt die Flugphase dar, in der 
sich wichtige Partikeleigenschaften wie Temperatur und Durchmesser einstellen. 
Die Zusammenhänge zwischen den einzelnen Bereichen wurden detailliert in verschiedenen 
Arbeiten behandelt51. Viele Arbeiten verweisen auch auf die generelle Möglichkeit, den ther-
mischen Spritzprozess auf Basis dieser Kenntnisse zu regeln52. Basis für eine solche Regelung 
                                                 
50
 nach Ladru (1999), Entwicklung einer Online-Prozeßkontrolle beim Atmosphärischen Plasmaspritzen für die 
Herstellung dicker Wärmedämmschichten, S. 21 
51
 Aufgrund der Vielzahl von Veröffentlichungen zu diesem Thema werden an dieser Stelle nur einige, viele 
Aspekte beleuchtende Arbeiten genannt: Fischer (2002), Analyse des Atmosphärischen Plasmaspritzens mit-
tels online Prozeßkontrolle, S. 66-95; Seemann (2005), Vorhersage von Prozess- und Schichtcharakteristiken 
beim atmosphärischen Plasmaspritzen mittels statistischer Modelle und neuronaler Netze, S. 57-128; Ladru 
(1999), Entwicklung einer Online-Prozeßkontrolle beim Atmosphärischen Plasmaspritzen für die Herstellung 
dicker Wärmedämmschichten, S. 85-157 und Turunen (2005), Diagnostic tools for HVOF process optimisa-
tion, S. 36-50 
52
 z.B. Nylén/Lemaitre/Wigren (2003), Sensitivity Study of Four On-Line Diagnostic Systems for Plasma Spray-
ing, S. 1105; Fischer (2002), Analyse des Atmosphärischen Plasmaspritzens mittels online Prozeßkontrolle, 
S. 150; Wielage et al. (2005), Correlation of inflight particle parameters and properties of HVOF sprayed 
cermet coatings, S. 655; Ignatiev et al. (2004), Digital diagnostic system based on advanced CCD image sen-
sor for thermal spraying monitoring, S. 5 und Seemann (2005), Vorhersage von Prozess- und Schichtcharak-
teristiken beim atmosphärischen Plasmaspritzen mittels statistischer Modelle und neuronaler Netze, S. 121 
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sind verschiedene Messgrößen, aufgrund derer die Einstellgrößen des Prozesses geregelt wer-
den sollen. 
Einige Regelansätze sollen im Folgenden vorgestellt werden. Allgemein kann von 3 Strate-
gien gesprochen werden, die als Regelansatz genutzt werden können. Zum einen wird mit 
Regressionsansätzen gearbeitet, die ein meist lineares Abbild des Prozesses darstellen und so 
Vorschläge für einen Prozesseingriff geben. Ein weiterer, in vielen anderen technischen Be-
reichen sehr verbreiteter Ansatz ist, mittels Regelkreisgliedern den Prozess zu regeln. Verbrei-
tet sind an dieser Stelle besonders PID Regler, die eine closed loop Regelung verwirklichen 
können. Der genutzte Ansatz ist die Möglichkeit, Neuronale Netze als Regler zu nutzen. Auf 
die vielfältigen Möglichkeiten, wie Neuronale Netze in einer Regelung genutzt werden kön-
nen soll in Kapitel 2.3 näher eingegangen werden. 
Regelung über lineare Modelle (Feedforward Regelung): 
Untersuchungen an Spritzparametern und Schichteigenschaften zeigen lineare Zusammen-
hänge, wie Arbeiten in 2002 zeigen. Diese können durch lineare Gleichungen dargestellt wer-
den. So können Vorhersagen aus den Spritzparametern auf die späteren Schichteigenschaften 
gemacht werden.53 
Auch Untersuchungen mit Diagnostiksystemen, z.B. der DPV 2000 zeigen lineare Zusam-
menhänge zwischen den Spritzparametern und Messwerten wie z.B. der Partikeltemperatur. 
Diese Zusammenhänge wurden bereits genutzt, um ein Abdriften der Größen durch eine ge-
zielte Anpassung der Einstellungen zu korrigieren. Durch Veränderungen dieser Zusammen-
hänge, wie z.B. in diesem Fall durch Elektrodenverschleiß, wurde diese einfache Regelbasis 
jedoch nach einiger Zeit unbrauchbar.54 
Lineare Zusammenhänge zeigen sich auch bei der Nutzung anderer Diagnostiksysteme. Auch 
das PFI System ermöglicht es, mittels linearer Regressionsansätze Zusammenhänge zwischen 
Messgrößen und Parametern darzustellen. Es zeigt sich aber auch, dass der lineare Ansatz 
nicht immer ausreicht und höherdimensionale Modelle für eine hinreichende Abbildung ge-
nutzt werden müssen.55 
Regelung mittels PID Regler (Feedback Regelung): 
Mittels einer Regelung durch drei unabhängige PID Regler können gemessene Partikelkenn-
werte geeignet geregelt werden. Es werden die Vorteile der Feedback Regelung, also einer 
Reaktion des Reglers auf Abweichungen, genannt. Der Feedback Regler kann innerhalb eines 
                                                 
53
 Bach et al. (2002), Prozessdiagnostik an thermischen Beschichtungsverfahren - Neue Erkenntnisse aus den 
laufenden Arbeiten der DFG-geförderten Forschungsgruppe, S. 83 
54
 Blain et al. (2003), Integration of a Feedback Controller into a Standard In-Flight Particle Sensor, S. 1133-
1138 
55
 Seemann (2005), Vorhersage von Prozess- und Schichtcharakteristiken beim atmosphärischen Plasmaspritzen 
mittels statistischer Modelle und neuronaler Netze, S. 57-128 
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geschlossenen Regelkreises direkt auf Variationen durch entsprechende Korrekturen reagie-
ren.56 
Weiterführende Untersuchungen des Regelansatzes mit PID Reglern zeigen, dass es bei Nut-
zung einer PID Regelung durch infolge von Verschleiß auftretender Nichtlinearitäten im APS 
Prozess zu unerwarteten Reaktionen kommt. An dieser Stelle müssen weitere Verbesserungen 
des PID Reglers und eine entsprechende Anpassung an veränderliche Prozesse stattfinden.57 
Regelung mittels künstlicher Neuronaler Netze (Feedforward Control): 
Erste Ansätze der Nutzung künstlicher Neuronaler Netze beim Thermischen Spritzen wurden 
zur Prozessüberwachung genutzt. Dabei wurde die Schallemissionsanalyse als Größe zur Pro-
zessüberwachung genutzt. Es wird ein künstliches Neuronales Netz genutzt, welches anhand 
der Frequenzspektren beurteilt, wann ein nicht mehr "gutes" Prozessergebnis zu erwarten 
ist.58 
Weitere Arbeiten zeigen die Möglichkeiten künstlicher Neuronaler Netze, den Prozess des 
thermischen Spritzens abzubilden. Die Strukturen der künstlichen Neuronalen Netze ermögli-
chen dabei auch eine sehr gute Darstellung von Nichtlinearitäten, welche bei einigen Anwen-
dungen durchaus vorkommen können. Genutzt wurde auch in diesen Fällen das DPV 2000 
System. Auch der Vergleich mit regressionsanalytischen Berechnungen zeigt die Überlegen-
heit der Neuronalen Netze aufgrund der Möglichkeit, sehr sensibel auch nichtlineare Zusam-
menhänge darstellen zu können.59 
Auch unter Nutzung des PFI Systems wurden erste Ansätze zur Prozessregelung gemacht. Bei 
den Untersuchungen wurde mit einer Vielzahl von Parametern, Datensätzen und großen Netz-
strukturen gearbeitet. Jedoch zeigen sich noch hohe Unsicherheiten bei der Vorhersage, die 
auf die komplexen Zusammenhänge zurückzuführen sind. Weitere Ansätze mit kleineren 
Netzstrukturen zeigen die Stärken von kNN, den Prozess zu regeln. Damit verbundene 
Schichtanalysen zeigen die Fähigkeit von kNN, Prozessparameter für konstante Ergebnisse zu 
regeln.60 
                                                 
56
 Gevelber et al. (2003), Real-Time Control for Plasma Spray: Production Issues and Distribution Implications, 
S. 1121-1130 
57
 Gevelber et al. (2005), Real time control for plasma spray: sensor issues, torch nonlinearites, and control of 
coating thickness, S. 671-672 
58
 Crostack/Reuss/Beller (1999), On-Line Prozeßüberwachung mittels Schallemission beim Beschichten von 
Walzen, S. 321-324 
59
 Guessasma et al. (2002), On the neural network concept to describe the thermal spray deposition process: 
correlation between in-flight particles characteristics and processing parameters, S. 453-458; 
Guessasma/Montavon/Coddet (2003), Neural Networks, Design of Experiments and Other Optimization Me-
thodologies to Quantify Parameter Dependence of Atmospheric Plasma Spraying, S. 939-948 und Seemann 
(2005), Vorhersage von Prozess- und Schichtcharakteristiken beim atmosphärischen Plasmaspritzen mittels 
statistischer Modelle und neuronaler Netze, S. 57-128 
60
 Jakimov et al. (2005), Plasma spray process control with neural network, S. 673-678 und Pellkofer (2003), 
Überwachung und Stabilisierung des Plasmaspritzprozesses und der Schichteigenschaften mittels qualitativer 
optischer Erfassung des Plasma- und Partikelstrahls, S. 80-107 
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2.1.5. Zwischenfazit 
Insgesamt zeigen die Neuronalen Netze für das thermische Spritzen ein sehr großes Potential. 
Ungelöst ist jedoch bislang, wie mit veränderlichen Prozessbedingungen umgegangen werden 
kann. Sowohl die Feedforward Regelung (lineare Modelle, künstliche Neuronale Netze) als 
auch die Feedback Regelung (PID Regelung) haben spezifische Vorteile für den Einsatz beim 
thermischen Spritzen. Die künstlichen Neuronalen Netze weisen das größte Potential zur Re-
gelung des thermischen Spritzens auf, da sie vielseitig einsetzbar sind und sowohl lineare als 
auch nichtlineare Zusammenhänge darstellen können. Ein weiterer Vorteil der kNN ist die 
Möglichkeit, durch regelmäßiges Training aktuelle Veränderungen abbilden zu können. 
Im den folgenden Kapiteln dieser Arbeit soll daher eine Vorgehensweise entwickelt werden, 
wie mittels Neuronaler Netze eine industrietaugliche und anwendungsorientierte Regelung für 
das thermische Spritzen realisiert werden kann. Es sollen dazu die Vorteile der Feedforward 
Regelung mit denen der Feedback Regelung verknüpft werden. Um strukturiert und gezielt 
vorzugehen, werden an geeigneten Stellen Methoden des Qualitätsmanagements genutzt. Be-
sondere Methodenunterstützung ist in den Aufgaben der Prozessidentifizierung und –analyse 
erforderlich, da hier die Grundlagen für alle weiteren Arbeiten geschaffen werden. Fehler sind 
an dieser Stelle auszuschließen und die Gesamtkomplexität muss abgebildet werden. Die re-
levanten Methoden werden im Folgenden kurz vorgestellt. 
2.2. Methoden des Qualitätsmanagements zur Prozessidentifizierung und –analyse 
Im Folgenden soll eine Auswahl der für eine Prozessidentifizierung und –analyse notwendi-
gen Methoden aus dem Qualitätsmanagement vorgestellt werden. Diese Methoden sind in 
vielerlei Hinsicht erprobt und erlauben eine zielgerichtete und strukturierte Herangehensweise 
zur Identifizierung und Analyse von Prozessen. Die Methoden werden in Kombination oder 
einzeln in umfassenden Ansätzen zur Prozessoptimierung z.B. von Taguchi oder Shainin ge-
nutzt. Die wesentlichen Merkmale einzelner Methoden werden aufgezeigt.  
2.2.1. Die Systemanalyse 
Eine strukturierte Analyse von technischen Systemen ist die Grundlage für viele weitere 
Schritte zur Bearbeitung des Systems. Die klassische Systemanalyse dient im Rahmen des 
Qualitätsmanagements als Voraussetzung zur Fehlerbaumanalyse oder auch zur FMEA. Sie 
kann aber generell bei der Identifizierung von Systemen hilfreich sein. 
Nach PFEIFER basiert die Systemanalyse auf zwei Hauptschritten. Zum einen dem Aufstellen 
eines Komponentenbaumes und zum anderen der Beschreibung von Organisation und Verhal-
ten des Systems. Im Komponentenbaum wird das Gesamtsystem strukturiert in Einzelsysteme 
heruntergebrochen, wobei jede einzelne Komponente wiederum in Teilkomponenten be-
schrieben werden kann. Zur Beschreibung der einzelnen (Teil-)Komponenten werden jeweils 
die Funktionen, das Ein- und Ausgabeverhalten sowie weitere relevante Punkte angegeben. 
Anhand der damit gewonnenen Informationen ist eine genaue Bestimmung und Abgrenzung 
der Systemgrenzen möglich. Dabei ist es wichtig, die Systemgrenzen passend zu wählen. Sind 
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sie zu weit gezogen, ist eine Problemlösung aufgrund der zu hohen Komplexität oft nicht 
möglich. Sind die Systemgrenzen hingegen zu eng, so werden eventuell wichtige Elemente 
nicht mit betrachtet.61 
2.2.2. Ursache-Wirkungs-Diagramm 
Das Ursache-Wirkungs-Diagramm, auch Fischgräten- bzw. Ishikawa Diagramm genannt, 
stellt den ersten Schritt bei der Identifizierung der relevanten Einflussgrößen dar. Dabei wer-
den die Einflüsse auf jeweils eine Zielgröße strukturiert erarbeitet. Basis dafür können die 7 
M (Mensch, Maschine, Material, Methode, Mitwelt, Management und Messung) sein, anhand 
derer die Einflussgrößen weiter detailliert werden können. Diese Einflüsse stellen die Gräten 
dar. Die Zielgröße wird als Kopf dargestellt.62 
Management Methode
Maschine Messtechnik Material Mitwelt
Problem
Mensch
Ursache Wirkung
 
Abbildung 6: Ursache-Wirkungs-Diagramm auf Basis der 7M63 
2.2.3. Paarweiser Vergleich 
Nach dem Ursache-Wirkungs-Diagramm wird häufig ein Paarweiser Vergleich durchgeführt. 
Ziel des Paarweisen Vergleichs ist, das vorhandene Expertenwissen zu nutzen, um ohne auf-
wändige und teure Versuche die Anzahl der Einflussgrößen weiter zu reduzieren. Es werden 
                                                 
61
 Die Systemanalyse wird meist im Zusammenhang mit der FMEA oder auch vor der Durchführung der statisti-
schen Versuchsmethodik angewandt. Weiterführende Literatur bieten z.B. Pfeifer (2001), Qualitätsmanage-
ment, S. 350, 351,356, 357, 358; Hering/Triemel/Blank (1999), Qualitätsmanagement für Ingenieure, S. 113 
und Gundlach (2004), Entwicklung eines ganzheitlichen Vorgehensmodells zur problemorientierten Anwen-
dung der statistischen Versuchsplanung, S. 182 - 186 
62
 Weiterführende Literatur zum Ishikawa bzw. Fischgrätendiagramm bieten unter anderem Pfeifer (2001), Qua-
litätsmanagement, S. 40, Zollondz (2002), Grundlagen Qualitätsmanagement, S. 106-108 und 
Theden/Colsman (2005), Qualitätstechniken, S. 38-42 
63
 Pfeifer (2001), Qualitätsmanagement, S. 40, 41 
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die bereits gesammelten Einflussgrößen durch Experten miteinander verglichen und bewertet. 
Dann können anhand einer Paretoanalyse unter Nutzung des Pareto Prinzips64 diejenigen Fak-
toren identifiziert werden, die laut Expertenurteil den größten Einfluss auf den Prozess haben. 
Dies sind die Faktoren, die in Ergänzung zu den Zielgrößen die Datenbasis bilden, welche den 
zu untersuchenden Prozess (bei Produkten genauso möglich) beschreiben können. 65 
2.2.4. Statistische Versuchsmethodik 
Die Methoden der statistischen Versuchsmethodik (oft auch als Design of Experiments be-
zeichnet) dienen einer strukturierten und zielgerichteten Durchführung von Versuchen. Dabei 
werden Einflussgrößen nicht einzeln, sondern in Abhängigkeit von diversen Anforderungen 
gegeneinander variiert. Dies führt im Vergleich zur Veränderung von immer nur einer Größe 
zu einer größeren Informationsdichte. Weitere Vorteile sind: 
 Erkennen von Wechselwirkungen. 
 Der Versuchsaufwand ist bereits vor Versuchsdurchführung klar. 
 Auch große Zahlen von Einflussgrößen sind analysierbar. 
 Statistisch nachweisbare Aussagen zu den Ergebnissen. 
Die Grundlagen der statistischen Versuchsmethodik werden im Folgenden detaillierter erläu-
tert, da die Begrifflichkeiten und mathematischen Rechenvorschriften in den späteren Ab-
schnitten der Arbeit eine wichtige Rolle spielen. Grundlage der Betrachtung eines Prozesses 
(oder auch Produktes) mit der statistischen Versuchsmethodik ist das Black Box Modell, wie 
Abbildung 7 zeigt. 
Ergänzend stellt Abbildung 7 verschiedene Möglichkeiten dar, die durch den Einsatz der sta-
tistischen Versuchsmethodik erreicht werden können. Screening Experimente dienen dazu, 
aus einer Vielzahl von Faktoren die signifikanten Faktoren zu identifizieren. Anhand dieser 
signifikanten Faktoren können dann Versuche zur Optimumsuche gemacht werden, deren Ziel 
das Auffinden eines Optimumgebietes ist. Dieses Optimumgebiet gibt die Einstellungen der 
Faktoren an, die zu einem optimalen Ergebnis führen. Innerhalb des Optimumgebietes können 
weitere Untersuchungen gemacht werden, die eine genaue Darstellung der vorhandenen Zu-
sammenhänge ermöglichen. Diese Zusammenhänge können durch Regressionsgleichungen 
dargestellt werden und bieten damit die Möglichkeit genauer mathematischer Untersuchun-
gen. Diese drei vorgestellten Schritte können nacheinander, oder bei gegebenen Vorausset-
zungen auch einzeln durchgeführt werden.66 
                                                 
64
 Das Pareto Prinzip besagt, dass unter vielen Einflussgrößen nur wenige einen signifikanten Einfluss haben. 
Durch eine Abschätzung der Wirkung der Einflussgrößen und die prozentuale Darstellung (auch Paretodi-
agramm genannt) ist eine Bewertung möglich. 
65
 Pfeifer (2001), Qualitätsmanagement, S. 387 
66
 Schmitt/Dören (2005), "Fast Forward" - Designed Process Optimisation, S. 75-79 
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Abbildung 7: Black-Box Modell und Schritte der Versuchsplanung 
Die Zielgrößen des als Black Box betrachteten Prozesses werden durch Faktoren, Stör- und 
Steuergrößen beeinflusst. Zwischen diesen Größen kann nach GUNDLACH und KLEPPMANN 
wie folgt unterschieden werden67: 
Zielgrößen: 
Die Zielgröße beschreibt das quantitative oder qualitative Ergebnis eines Versuches. Es kön-
nen mehrere Zielgrößen bei einem Versuch bestimmt werden. Diese Zielgrößen werden ein-
zeln ausgewertet oder auch mehrere Zielgrößen zu einer globalen zusammengefasst. 
Einflussgrößen: 
Die Einflussgrößen sind jene Größen, die das Prozessergebnis beeinflussen. Sie lassen sich in 
die drei Untergruppen Faktoren, Steuergrößen und Störgrößen untergliedern. 
Störgrößen: 
Störgrößen sind Einflussgrößen, deren Wert das Produkt / den Prozess zwar beeinflusst, die 
jedoch nicht eingestellt werden können oder z.B. aus Kostengründen nicht vorgegeben wer-
den sollen.68 
                                                 
67
 Gundlach (2004), Entwicklung eines ganzheitlichen Vorgehensmodells zur problemorientierten Anwendung 
der statistischen Versuchsplanung, S. 39 und Kleppmann (1999), Systematisch verbessern - Zielbewußtes 
Optimieren mit Versuchsplanung, S. 10 ff 
68
 Kleppmann (1999), Systematisch verbessern - Zielbewußtes Optimieren mit Versuchsplanung, S. 12 
Wissenschaftliche Grundlagen  Seite 23 
 
Steuergrößen: 
Steuergrößen sind hingegen Einflussgrößen, deren Wert für alle Versuche fest eingestellt wird 
und auf dieser Einstellung konstant gehalten wird. Die Steuergrößen müssen alle vor den Ver-
suchen genau definiert und für die Versuche dokumentiert werden.69 
Faktoren: 
Faktoren stellen die wesentlichen Einflussgrößen dar, die in den Versuchen variiert werden 
sollen. Bei den sogenannten klassischen Versuchsplänen werden Faktorstufen definiert, die 
jene Werte angeben, welche die Faktoren in den Versuchen annehmen werden. Bei klassi-
schen 2-faktoriellen Versuchsplänen werden entsprechend zwei Faktorstufen definiert, bei 
anderen Versuchsplänen auch mehr. Ergänzend wird bei zweistufigen Plänen, wenn möglich, 
ein Zentralpunkt definiert, der in der Mitte der beiden Faktorstufen liegt. Er dient später der 
Überprüfung des Linearitätsverhaltens.70 
Werden "optimale" Versuchspläne erstellt, sind die einzelnen Faktoreinstellungen beliebig. Es 
werden Räume vorgegeben, in denen sich die einzelnen Faktoren bewegen können. Durch 
geeignete Algorithmen werden iterativ die idealen Faktorstufen und Faktorkombinationen 
ausgewählt. Dies ist allerdings nur mit geeigneter Software möglich.71 
2.2.4.1. Struktur faktorieller Versuchspläne 
Nach Identifizierung der relevanten Faktoren werden unter Berücksichtigung aller Randbe-
dingungen Versuchspläne erstellt. Die Randbedingungen werden durch die Anzahl der Fakto-
ren, das Linearitätsverhalten, die Ausprägung der Faktoren (nominal, ordinal), die Anzahl der 
notwendigen Faktorstufen und nicht zuletzt die Anzahl der möglichen Versuche definiert. 
Gemäß KLEPPMANN wird bei einer großen Faktoranzahl mit Screeningversuchen gestartet, um 
die Faktorzahl weiter zu verringern. Erst mit einer verringerten Anzahl von Faktoren (ideal-
erweise < 6) sind ausführliche Versuche zur Identifizierung von Wechselwirkungen möglich. 
Diese Versuche dienen auch und dem Aufbau von Regressionsmodellen. Jedoch wird in der 
Regel auf Untersuchungen mit mehreren Faktorstufen verzichtet. Der Gesamtversuchsauf-
wand für solche Versuchsreihen ist erst bei sehr geringen Faktorzahlen wirtschaftlich. Um 
aussagefähige Informationen zu erhalten, sind Angaben über die Streuung notwendig. Dazu 
werden Versuchswiederholungen durchgeführt. Es sollten mindestens zwei Versuchsdurch-
führungen gemacht werden. Ergeben die Versuche mit n=2 zufrieden stellende Ergebnisse, so 
sind keine weiteren Wiederholungen notwendig. Andernfalls sind zusätzliche Versuche 
durchzuführen. Jedoch ist die Anzahl der Versuchsdurchführungen ein oftmals kritischer 
Punkt, da er unter Umständen hohe Kosten verursacht. Dies gilt nicht alleine für die reinen 
                                                 
69
 Kleppmann (1999), Systematisch verbessern - Zielbewußtes Optimieren mit Versuchsplanung, S. 11, 12 
70
 Kleppmann (1999), Systematisch verbessern - Zielbewußtes Optimieren mit Versuchsplanung, S. 12, 13 und 
Gundlach (2004), Entwicklung eines ganzheitlichen Vorgehensmodells zur problemorientierten Anwendung 
der statistischen Versuchsplanung, S. 39 
71
 Die Vor- und Nachteile sowie die Vorgehensweise der "optimalen" Versuchspläne werden detailliert in 
Gundlach (2004), Entwicklung eines ganzheitlichen Vorgehensmodells zur problemorientierten Anwendung 
der statistischen Versuchsplanung, S. 76 – 94 betrachtet 
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Versuchskosten, auch die Kosten der Versuchsauswertung müssen beachtet werden. Sind z.B. 
metallurgische Untersuchungen anhand von Schliffen notwendig, so ist der Zeitaufwand für 
diese Untersuchungen oftmals höher als für die vorherige Versuchsdurchführung. Eine einfa-
chere Möglichkeit die Anzahl der Versuche zu reduzieren, ist alleine den Zentralpunktversuch 
zu wiederholen. Dadurch werden die notwendige Informationen zur Streuung erhalten. Damit 
steht zwar nur eine gemittelte Streuungsinformation zur Verfügung, die nicht die gleiche Ge-
nauigkeit aufweist wie eine komplette Versuchswiederholung, jedoch sollte dies in vielen 
Fällen ausreichen. 
Aufgrund ihrer besonderen Relevanz in der Praxis werden im Folgenden vollfaktorielle, teil-
faktorielle und Box-Behnken Pläne kurz erläutert. 
Vollfaktorielle Versuchspläne: 
Der vollfaktorielle Versuchsplan ist der einfachste und umfassendste Versuchsplan. Er kann 
theoretisch mit beliebig vielen Faktorstufen gebildet werden und ermöglicht es, alle Zusam-
menhänge darzustellen. Jedoch benötigt er vergleichsweise viele Versuche. Die notwendige 
Anzahl von Versuchen ergibt sich aus kn, wobei k die Anzahl der Faktorstufen und n die An-
zahl der Faktoren darstellt. Ein vollfaktorieller Versuchsplan basiert auf einer linear unabhän-
gigen Kombination der einzelnen Faktoren. Damit ist gewährleistet, dass jeder Faktor einzeln 
auswertbar ist, jedoch die Versuchsanzahl möglichst gering gehalten wird. Es wird also 
schnell klar, dass diese Versuchsplanung nur bei geringen Faktorstufenzahlen und einer ge-
ringen Anzahl von Faktoren nutzbar ist. Meist findet dieser Versuchsplan bei zwei Faktorstu-
fen und max. 4 Faktoren Verwendung. Damit ergeben sich 24, also 16 Versuche. Diese An-
zahl an Versuchen stellt die minimal mögliche Anzahl dar, jedoch ist eine Aussage auf Basis 
dieser Versuche nicht realisierbar. Ein Nachweis über die in einem solchen Fall meist ange-
nommene Linearität fehlt und die Versuchsstreuung kann nicht bestimmt werden. Aus diesem 
Grund werden die Versuche mit dem Zentralpunktversuch ergänzt und eine Anzahl an Ver-
suchswiederholungen festgelegt. Um auch mehr Faktoren bei geringem Versuchsaufwand 
betrachten zu können, werden aus vollfaktoriellen Versuchsplänen teilfaktorielle Versuchs-
pläne generiert. 
Teilfaktorielle Versuchspläne: 
Teilfaktorielle Versuchspläne ermöglichen eine Reduktion des Versuchsaufwandes, so dass 
auch die Untersuchung größerer Faktorzahlen möglich wird. Diese Reduktion des Versuchs-
aufwandes ist jedoch verbunden mit einem Verlust an Information. Je stärker dabei die Re-
duktion des Versuchsaufwandes ist, umso größer ist auch der damit verbundene Informati-
onsverlust. Was bedeutet nun Informationsverlust? Bei teilfaktoriellen Versuchsplänen wer-
den Wechselwirkungen vernachlässigt und durch einzelne Faktoren ersetzt. Dadurch überla-
gern sich die Effekte der Wechselwirkung und des einzelnen Faktors. Es ist damit nicht mehr 
möglich, zwischen dem Effekt des Einzelfaktors und der Wechselwirkung zu unterscheiden. 
Dies kann zu Falschaussagen führen. Die Art der Vermengung hängt von der Auflösung des 
Versuchsplanes ab. Diese kann aus Tabellenwerken entnommen werden bzw. wird bei der 
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Nutzung von Software mit angegeben. Damit lassen sich entsprechend unterschiedlicher Vor-
gaben geeignete Versuchspläne ausarbeiten. Auch teilfaktorielle Versuchspläne können zwei- 
oder mehrstufig sein. Der Versuchsaufwand ergibt sich dabei analog dem Versuchsaufwand 
des vollfaktoriellen Plans aus kn-m, wobei k wieder die Anzahl der Faktorstufen darstellt, n 
gibt die Gesamtzahl der Faktoren an und m die Zahl, um die der Faktorplan reduziert ist. Ein 
24-1 Versuchsplan ist also ein Plan, mit dem 4 Faktoren untersucht werden, der Versuchsauf-
wand jedoch einem um einen Faktor reduzierten Plan, also 23 Plan entspricht. Damit beträgt 
der Versuchsaufwand nun statt 16 Versuchen nur 8 Versuche. Sollen mehrstufige Faktoren 
untersucht werden, ist die Nutzung von Box-Behnken Plänen oftmals hilfreich. 
Box-Behnken Pläne 
Box-Behnken Pläne sind dreistufige Pläne, die aus vollfaktoriellen Plänen generiert werden. 
Sie werden so optimiert, dass Zwei Faktor Wechselwirkungen (2FWW) erkannt werden kön-
nen. Wechselwirkungen höherer Ordnung können hingegen nicht mehr identifiziert werden. 
Der Vorteil der Box-Behnken Pläne ist, mit relativ wenigen Versuchen die grundlegenden 
Informationen über das Verhalten des 3-stufigen Systems berechnen zu können. Alternativ 
können zentral zusammengesetzte Versuchspläne oder vollfaktorielle 3-stufige Versuchspläne 
genutzt werden. Nachteil der zentral zusammengesetzten Versuchspläne ist, dass für ideale 
Ergebnisse die Versuchspunkte außerhalb des gesetzten Versuchsraumes gelegt werden. Dies 
bedeutet, dass eventuell Einstellungen eines Faktors notwendig sind, die außerhalb des eigent-
lich vorgesehenen Einstellbereichs liegen. Dies ist nicht in allen Fällen möglich. Bei vollfak-
toriellen Plänen ist der Versuchsaufwand deutlich zu hoch. Pläne nach Box-Behnken bieten 
daher das größte Potential, mit wenigen Versuchen dreistufige Faktoren zu analysieren. 
2.2.4.2. Grundlagen der statistischen Auswertung 
Um eine Menge an Daten aussagefähig auswerten zu können, sollen verschiedene Schritte 
durchgeführt werden. Vor einer Auswertung müssen die Ergebnisse auf Ausreißer geprüft 
werden. Bedingung dafür ist, dass Versuchswiederholungen gemacht werden und daraus die 
statistischen Kennwerte des Mittelwertes und der Standardabweichung bestimmt werden. An-
genommen wird für die Prüfung das Vorliegen einer Normalverteilung, für die verschiedene 
Möglichkeiten zur Prüfung von Ausreißern vorhanden sind. Als mögliche Prüfung, die ein-
fach zu handhaben und damit gut für den praktischen Einsatz geeignet ist, ist der Ausreißer-
Test nach Grubbs. Für diesen Test wird ein Maß für die Entfernung eines Wertes vom Mit-
telwert benötigt. Ist die Standardabweichung der Grundgesamtheit unbekannt, wird mit der 
Standardabweichung der Stichprobe s gerechnet. 
Seite 26  Wissenschaftliche Grundlagen 
 
s
xx
MaxT jprüf
−
=  Gl. 1 
mit: 
xj Wert, der auf Ausreißer getestet wird 
x   Mittelwert aller Messwerte 
s Standardabweichung 
Mit der Größe Tprüf ist eine Prüfgröße berechnet, die für jeden Wert eine Prüfung auf Ausrei-
ßer erlaubt. Als Vergleichswert wird Tkrit aus den Schwellenwerten des Grubbs-Tests be-
stimmt.  
Gilt nun: 
kritprüf TT ≥  Gl. 2 
so wird die Hypothese, dass der Wert xj kein Ausreißer ist verworfen. Damit ist xj signifikant 
als Ausreißer identifiziert. Dieser Wert wird aus der Datenmenge entfernt, da er die Ergebnis-
se verfälschen würde.72 
Wurden aus der Datenmenge die Ausreißer entfernt, so können die Ergebnisse weiter analy-
siert werden. Grundlage aller weiteren Schritte ist die Berechnung der Vertrauensintervalle 
der Mittelwerte. Diese sagen aus, in welchem Bereich sich der Mittelwert der Grundgesamt-
heit bei einem definierten Signifikanzniveau befindet. Soll die Signifikanz eines Unterschieds 
zwischen zwei Mittelwerten berechnet werden, so wird das Vertrauensintervall der Differenz 
der beiden Mittelwerte gebildet. Liegt die Null in diesem Vertrauensintervall, so kann nicht 
von signifikanten Unterschieden ausgegangen werden, ist die Null nicht Element des Vertrau-
ensintervalls, so ist ein signifikanter Unterschied feststellbar.73 
2.3. Künstliche Neuronale Netze als Regler in der industriellen Praxis 
2.3.1. Grundlagen künstlicher Neuronaler Netze 
Die ersten künstlichen Neuronalen Netze (kNN) wurden 1943 von den Amerikanern Warren 
McCulloch und Walter Pitts entworfen. Seitdem ist die Anzahl der untersuchten Modelle im-
mer weiter angestiegen. Natürliches Vorbild für künstliche Neuronale Netze sind Nervenzel-
len der Biologie, die durch Vernetzung auch komplexeste Aufgabenstellungen lösen können. 
                                                 
72
 Reinert/Blaschke/Brockstieger (1999), Technische Statistik in der Qualitätssicherung, S. 105, 106 und 
Hartung/Elpelt/Klösener (2002), Statistik - Lehr- und Handbuch der angewandten Statistik, S. 345, 346 
73
 Auf eine detaillierte Beschreibung der Berechnung von Effekten und Signifikanzniveaus wird hier verzichtet. 
Als weiterführende Literatur sei empfohlen: Kleppmann (1999), Systematisch verbessern - Zielbewußtes Op-
timieren mit Versuchsplanung, S. 32-36, 58-92, 219-227 und Gundlach (2004), Entwicklung eines ganzheit-
lichen Vorgehensmodells zur problemorientierten Anwendung der statistischen Versuchsplanung, S. 220-238 
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Künstliche Neuronale Netze ahmen die biologischen Netze als informationsverarbeitende 
Systeme nach.74 
Die biologische Nervenzelle besteht vereinfacht aus verschiedenen Elementen (Abbildung 8): 
 Zellkörper (Soma) 
 kurzen Leitungen, sogenannten Dendriten, über die Reize in die Nervenzelle gelangen 
können 
 Axon, das die Zellaktivität an andere Zellen weiterleitet 
 Kontaktstellen zwischen Axon und Dendriten (Synapsen), die die elektrochemischen 
Impulse verstärken oder hemmen 
Soma
Synapsen
Dendriten
Axon
Informationsfluss
 
Abbildung 8: Prinzipskizze einer Nervenzelle75 
Die Nervenzelle (Soma) erhält über ihre Dendriten elektrische Reize. Diese werden von ande-
ren Nervenzellen ausgesandt und werden durch die Synapsen verstärkt oder gehemmt. Über-
schreiten die eingehenden Signale einen bestimmten Schwellwert, wird das Neuron aktiv. Es 
"feuert" seinerseits, d.h. es gibt über das Axon elektrische Impulse ab. Durch Ausgleichsvor-
gänge kehrt die Aktivität des Neurons nach einer gewissen Zeit in den Ruhezustand zurück. 
Wie die Eingangssignale in ein Ausgangssignal gewandelt werden, gibt eine Aktivierungs-
funktion an.76 
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 Rojas (1993), Theorie der neuronalen Netze - Eine systematische Einführung, S. 3-5 
75
 nach Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 1 
76
 Detaillierte Beschreibungen der biologischen Vorgänge finden sich besonders bei Rojas (1993), Theorie der 
neuronalen Netze - Eine systematische Einführung, S. 10-26; Allgemeine Beschreibungen bei Kinnebrock 
(1994), Neuronale Netze: Grundlagen, Anwendungen, Beispiele, S. 15,16 und Zakharian/Ladewig-
Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 1-3 
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2.3.1.1. Struktur eines künstlichen Neurons 
Ein sehr einfaches künstliches Neuron ist mit einer binären Aktivierungsfunktion ausgestattet. 
Es ermöglicht, je nach Eingangssignalen eine "plus Eins" oder eine "minus Eins" auszugeben. 
Abbildung 9 zeigt dieses einfache Neuron und die zugehörige Aktivierungsfunktion. 
x1
x2
θ
y
w2
w1
α
y
 
Abbildung 9: Einfaches künstliches Neuron mit binärer Aktivierungsfunktion77 
Die Eingangssignale (hier x1 und x2) werden mit den so genannten "Gewichten" (hier w1 und 
w2) multipliziert und dann im Neuron summiert. Dann werden sie mit einem Schwellenwert θ 
verglichen. Auf dieser Basis wird ein Aktivierungswert α berechnet, der zur Bestimmung des 
Ausgangswertes y mittels Aktivierungsfunktion genutzt wird.78 
Bestimmung des Aktivierungswertes: 
θα −⋅+⋅= 2211 xwxw  Gl. 3 
Bestimmung des Ausgangswertes: 
0 ,1
0  ,1
<−=
≥+=
α
α
wenny
wenny
  Gl. 4 
Damit kann das Neuron jede Kombination von Eingangswerten durch bestimmte Kriterien 
auswerten. Die entsprechenden Gewichte und der Schwellenwert werden durch das Neuron 
erlernt. Zum Erlernen werden die einzelnen Gewichte solange verändert und angepasst, bis 
die Ergebnisse entsprechend den Vorgaben abgebildet werden.79 
Zusammenfassend lassen sich Neuronen durch die folgenden Parameter beschreiben: 
 Eingänge xi 
 Gewichte Wi 
 Schwellenwert θ 
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 nach Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 3 
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 Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 3 
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 Ausgang y = f(α) 
 Aktivierungswert α (gewichtete Summe der Eingänge) 
 Aktivierungsfunktion80 
Die Schwellenwerte lassen sich je nach Neuron unterscheiden in: 
 variabler oder konstanter Schwellenwert 
 "anregender" (θ > 0) oder "hemmender" (θ < 0) Schwellenwert81 
Die Aktivierungsfunktion kann verschiedene statische Kennlinien beschreiben. Möglich sind 
lineare, nichtlineare, stetige und unstetige Kennlinien, wie in Abbildung 10 beispielhaft dar-
gestellt ist. 
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Abbildung 10: Beispiele einiger Kennlinien für Aktivierungsfunktionen82 
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 Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 19 
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 Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 19 
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2.3.1.2. Die verschiedenen Arten künstlicher Neuronaler Netze 
Möchte man komplexere Zusammenhänge abbilden, so müssen aus einzelnen Neuronen kom-
plexere Netzwerke, so genannte künstliche Neuronale Netze (kNN) aufgebaut werden. Auch 
in der Biologie hat man mit sehr komplexen Strukturen von Neuronalen Netzen zu tun. So 
besteht z.B. das Gehirn des Menschen aus geschätzten 10 Billionen Neuronen, wobei jedes 
Neuron 20 bis 200 Tausend Eingänge besitzt. Das Nervensystem besitzt insgesamt etwa 25 
Milliarden Nervenzellen. Das menschliche Gehirn verfügt über eine Taktfrequenz von 1 
KHz.83 
Hier ist auch der grundsätzliche Unterschied zu den verbreiteten Computern erkennbar, die 
durch die "von Neumann Architektur" beherrscht werden. Die "von Neumann Architektur" 
arbeitet seriell und hat so ihre Stärken bei der Bearbeitung von Zahlen und Rechenaufgaben. 
Sie zeichnet sich besonders durch folgende Eigenschaften aus: 
 Ein Prozessor 
 Prozessor, Massenspeicher, Software jeweils getrennt 
 sehr schnelle serielle Verarbeitung 
 hohe Rechenleistung 
 Programmierbarkeit 
Dem stehen jedoch auch einige Nachteile gegenüber: 
 keine Fehlertoleranz 
 Notwendigkeit der Programmierung 
 nicht lernfähig84 
Das Wieder erkennen eines Gesichtes ist für Menschen kein Problem, für herkömmliche 
Computer, besonders nach leichter Veränderung des Gesichtes, z.B. Verschmutzung, Brille 
oder andere Frisur, nicht mehr einfach möglich.85 
Der Ansatz, diese Probleme zu lösen, liegt in der Erstellung künstlicher Neuronaler Netze. 
Das künstliche Neuronale Netz ist bereits Prozessor, Speicher und Softwarelieferant zusam-
men. Das System arbeitet hochgradig parallel, ist lernfähig und fehlertolerant. Die Frage ist, 
wie sich solche künstlichen neuronalen Netze realisieren lassen; wie müssen ihre Strukturen 
aussehen und wie lernen sie? 
Unterscheiden lassen sich künstliche Neuronale Netze durch die Weiterleitung und Verarbei-
tung von Eingangssignalen.  
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 Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 5 und Kinnebrock (1994), Neu-
ronale Netze: Grundlagen, Anwendungen, Beispiele, S. 13 
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 Lenze (1997), Einführung in die Mathematik neuronaler Netze, S. 1,2 
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 Kinnebrock (1994), Neuronale Netze: Grundlagen, Anwendungen, Beispiele, S. 11 
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 vorwärts (feed forward), z.B. das Perceptron 
 iterativ (bidirektional) zwischen zwei Schichten 
 rückgekoppelt 
 in Gegenrichtung 
 in Querrichtung86 
Je nach Verwendungszweck wurden verschiedene Arten von kNN für unterschiedliche Auf-
gaben im Laufe der Zeit entwickelt: 
 Approximierung von Funktionen, z.B. Perceptron 
 Bild- und Spracherkennung, z.B. Kohonen-Netz 
 Klassifizierung von Mustern, z.B. Cooper´s RCE 
 Prognose, z.B. Perceptron 
 Komprimiertes Speichern, z.B. RAM 
 Rauschunterdrückung, z.B. Adaline87 
Aufgrund seiner hohen Bedeutung zur Approximierung von Funktionen und der Prognose soll 
im Folgenden speziell das Perceptron und später das Multi-Layer-Perceptron betrachtet wer-
den. 
Das Perceptron entspricht der Funktion eines Neurons, wie es bereits beschrieben wurde. Es 
wurde 1958 von F-. Rosenblatt in einer psychologischen Zeitschrift vorgestellt und diente als 
Modell zur Klassifizierung visueller Muster, die die menschliche Retina (Netzhaut) liefert. 
Mit dem Begriff Perceptron verbindet man heute ein einstufiges, lernfähiges künstliches Neu-
ronales Netz, welches in der Lage ist, einfache Klassifikationen durch Grenzgeraden darzu-
stellen. Es wird also unterschieden, ob ein Wert links oder rechts einer solchen Grenzgeraden 
liegt. Beispiele dafür sind die logischen Verknüpfungen UND bzw. ODER. 88 
In Abbildung 11 wird die Grenzgerade für eine Unterscheidung in zwei Klassen dargestellt. 
Das Ergebnis des Perceptrons mit zwei Eingängen und einem Ausgang kann entweder 1 oder 
-1 sein. Entsprechend werden die Werte einer Klasse A oder B zugeordnet. Die Entscheidung 
für eine Zuordnung wird anhand der dargestellten Grenzgeraden vorgenommen. Im Laufe 
eines Trainings wird die Gerade solange verschoben, bis die Netzergebnisse mit den Trai-
ningsdaten übereinstimmen. Das Neuron stellt dabei die Geradengleichung durch seine Ge-
wichte und den Schwellenwert wie folgt dar:89 
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Abbildung 11: Darstellung einer Grenzgeraden eines Perceptrons90 
Das einstufige Perceptron ist jedoch nicht in der Lage, alle Funktionen darzustellen. So wurde 
1960 bereits festgestellt, dass mit dem einstufigen Perceptron die XOR Funktion nicht darge-
stellt werden kann. Diese weist zwei Grenzgeraden auf, die nicht durch ein einzelnes Per-
ceptron dargestellt werden können.91 Es wurde auch darauf hingewiesen, dass dieses Problem 
durch Einführung einer Zwischenschicht gelöst werden kann, jedoch war kein Algorithmus 
bekannt, der das Training eines solchen Netzes ermöglichte92. 
Darauf brach ein Großteil der Forschung auf dem Gebiet der Neuronalen Netze zusammen. 
Erst später, zu Beginn der 80er Jahre begann wieder eine intensive Erforschung künstlicher 
Neuronaler Netze.93 
2.3.1.3. Das Multi-Layer-Perceptron (MLP) 
Einer der heute am meisten verbreiteten vorwärtsgerichteten Netztypen ist das Multi-Layer-
Perceptron. Dieses ermöglicht aufgrund seiner Struktur, jede logische Funktion abzubilden. 
Es besteht aus einer Ein- und einer Ausgangsschicht mit jeweils n bzw. m Neuronen. Zusätz-
lich besitzt es eine Anzahl von Zwischenschichten. Jedes Neuron ist mit allen Neuronen der 
nächsten Schicht verbunden (Abbildung 12). Eine besondere Bedeutung kommt der Aktivie-
rungsfunktion zu. Diese muss bei der Verwendung des MLP differenzierbar sein, da sonst ein 
Training nicht möglich ist. Verbreitet und bewährt ist die Sigmoide Funktion, wie sie in 
Abbildung 10 unter stetig und nichtlinear dargestellt ist.94 
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 Kinnebrock (1994), Neuronale Netze: Grundlagen, Anwendungen, Beispiele, S. 36 
92
 Nauck/Klawonn/Kruse (1994), Neuronale Netze und Fuzzy Systeme, S. 71 
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Abbildung 12: Beispielhafte Struktur eines MLP 
Bei Verwendung eines MLP hat das Training eine besondere Bedeutung. Erst 1986 wurde die 
Backpropagation Methode (Fehlerrückführungs-Methode) als Lernregel für MLP Netze be-
kannt und verbreitet genutzt.95 
2.3.1.4. MLP Netze trainieren – die Backpropagation Methode  
Das Backpropagation Verfahren ist eine Gradienten Abstiegsmethode und wird wie folgt de-
finiert: "Der Begriff Backpropagation bezeichnet die rückwärtige Ausbreitung eines Fehler-
signals durch das Netzwerk"96. Das Verfahren arbeitet zu einem Minimum hin. Dazu wird das 
durch das System erhaltene Ausgabemuster mit einer Vorgabe verglichen und daraus ein Feh-
ler berechnet. Dieser Fehler wird rückwärts in das Netz eingespeist, so dass jede innere Ein-
heit ihrerseits in der Lage ist, den eigenen Fehler zu berechnen. Die einzelnen Gewichte wer-
den dann so modifiziert, dass der Fehler minimiert wird. Voraussetzung für das Verfahren ist 
eine nichtlineare, monoton steigende und differenzierbare Aktivierungsfunktion.97 
Die zu minimierende Fehlerfunktion E lautet: 
∑ −⋅= i ii azE
2)(
2
1
 Gl. 5 
Hier sind zi die vorgegebenen Zielwerte und ai die Ist-Werte. Damit liegt die Summe aller 
Fehlerquadrate vor. Je kleiner E ist, desto besser wird das Netz sein. In einem MLP mit einer 
verdeckten Schicht und den Eingabevektoren e, der verdeckten Schicht h und der Ausgabe a 
hängen die Vektoren wie folgt zusammen: 
)2(
)1(
eWfh
hWfa
rr
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⋅=
 (W1, W2 sind Matrizen) Gl. 6 
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 Rumelhart, Hinton und Williams gelten als Entdecker der Backpropagation Lernregel. Erst später zeigte sich, 
dass die Vorgehensweise bereits 1974 in einer Dissertation der Universität von Harvard durch Werbos be-
schrieben wurde. Kinnebrock (1994), Neuronale Netze: Grundlagen, Anwendungen, Beispiele, S. 74 
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Als Aktivierungsfunktion wird die sigmoide Funktion genutzt: 
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Es seien nun wij1 die Elemente der Matrix W1 und wij2 die Elemente aus W2. Nun ändert man 
diese Matrixelemente, welche die Gewichte der Neuronen sind, wie folgt: 
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Damit wird die Fehlerfunktion E verkleinert. Die obigen Lernschritte verändern also das Netz 
in Richtung eines (lokalen) Minimums.98 
Weitere Verbesserungen erhält man durch die folgende Optimierung der Korrekturformeln99: 
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Die Vorgehensweise für Backpropagation lässt sich damit nach KINNEBROCK wie folgt zu-
sammenfassen100: 
1. Bestimme alle Gewichte mit Zufallszahlen. 
2. Gebe ein zufälliges Ein-Ausgabemuster der zu lernenden Funktion vor, berechne die 
Belegungen hj der verdeckten Schichten. 
3. Für die so vorgegebenen Eingabewerte ei und Zielwerte zi korrigiere die Gewichte 
entsprechend ∆wij1 und ∆wij2. 
4. Fahre fort bei 2. 
Jedoch ist die durch Backpropagation gefundene Lösung nicht immer optimal. Dies ist in der 
Problematik einer oftmals komplexen Fehlerfläche begründet. So kann der Algorithmus je 
nach Fehlerfläche in lokalen Minima hängen bleiben oder beginnen, zu oszillieren (Abbildung 
13). 
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 Kinnebrock (1994), Neuronale Netze: Grundlagen, Anwendungen, Beispiele, S. 40, 41. Der ausführliche Be-
weis erfolgt über die Gradientenabstiegsmethode. Die Fehlerfunktion E wird differenziert und man zeigt, 
dass durch die angegebenen Gewichtsänderungen dE<0 ist und somit E abnimmt. Der genaue Beweis ist z.B. 
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Abbildung 13: Lokale Minima und Oszillation bei Backpropagation101 
Durch geeignete Modifikationen des Algorithmus Backpropagation wird versucht, diese Prob-
lematik zu umgehen. Verbreitet sind z.B. die Algorithmen SuperSAB, Quickprop und RPROP 
(resilent propagation).102 
Auf SuperSAB, Quickprop und weitere Trainingsalgorithmen soll hier nicht weiter eingegan-
gen werden. Für die weiteren Untersuchungen wird RPROP genutzt, da dieser Algorithmus 
robust und schnell konvergiert, was eine Grundvoraussetzung für die Nutzung in Regelungen 
ist, wie später noch erläutert wird.103 
Im Folgenden soll kurz erläutert werden, wie bei RPROP vorgegangen wird. Die Basis stellt 
auch die für das Training mittels Backpropagation bereits erläuterte Methode des Gradienten-
abstiegs. Dabei werden in Abhängigkeit einer Lernrate ε die einzelnen Gewichte der Neuro-
nen verändert und so der Gesamtfehler minimiert. Die Wahl der Lernrate hat damit einen sehr 
großen Einfluss auf das Konvergenzverhalten.  
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−=+ ε  Gl. 10 
Wird ε zu klein gewählt, werden zu viele Lernschritte benötigt bis ein Ergebnis erreicht ist. 
Wird ε zu groß gewählt, führt dies eventuell zu einem oszillierenden Verhalten, ein entspre-
chendes Minimum wird dann nicht gefunden. Erste Schritte, dies zu korrigieren, führten zur 
Einführung eines Momentum-Terms: 
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 Nach Nauck/Klawonn/Kruse (1994), Neuronale Netze und Fuzzy Systeme, S. 78 
102
 Riedmiller/Braun (1993), A direct adaptive method for faster backpropagation learning: the RPROP algo-
rithm, S. 588 
103
 Verschiedene Arbeiten zeigen, dass RPROP schnell und robust konvergiert. Genannt seien hier: 
Riedmiller/Braun (1993), A direct adaptive method for faster backpropagation learning: the RPROP algo-
rithm, S. 591; Bajramovic/Gruber/Sick (2004), A comparison of first- and second-order training algorithms 
for dynamic neural networks, S. 842; Mukherjee/Trinitis/Steinbigler (1996), Optimization of HV electrode 
systems by neural networks using a new learning method, S. 742 und Vollmer/Strey (1999), Experimental 
study on the precision requirements of RBF, RPROP and BPTT training, S. 244 
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Dabei wird über eine Skalierung mit dem Momentum Parameter µ der Einfluss des letzten 
Schrittes mit in die Berechnung einbezogen. Dies erhöht die Stabilität und beschleunigt die 
Konvergenz des Algorithmus. Ergebnisse aus der Praxis zeigten jedoch, dass auch der Faktor 
µ abhängig von der jeweiligen Problemstellung ist. Eine generelle Verbesserung kann so nicht 
erreicht werden.104 
Es wurde ein lokal anpassbarer Algorithmus RPROP entwickelt. Das Prinzip ist, den Einfluss 
der Größe der partiellen Ableitung des Gewichtes bei einem Iterationsschritt zu eliminieren. 
Dies geschieht, indem nur das Vorzeichen der partiellen Ableitung für einen Iterationsschritt 
genutzt wird. Dazu wird ein Anpassungswert ∆ij eingeführt, welcher die Höhe der Gewichts-
änderung beschreibt:105 
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Wenn also die partielle Ableitung des betroffenen Gewichtes das Vorzeichen von einer Itera-
tion zur nächsten ändert, also ein lokales Minimum übersprungen hat, so wird der Anpas-
sungswert verringert. Wenn die Ableitung von einer Iteration zur nächsten konstant bleibt, so 
wird der Anpassungswert erhöht, um die Konvergenz zu beschleunigen.106 
Das Gewicht der Neuronen wird dann wie folgt angepasst: 
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Wenn der Fehler ansteigt wird das Gewicht verringert, wenn der Fehler absinkt wird das Ge-
wicht erhöht. Ist es jedoch so, dass sich von einem Schritt zum Nächsten das Vorzeichen um-
kehrt, so bedeutet dies, dass z.B. ein Minimum übersprungen wurde. Daher wird der vorge-
nommene Lernschritt wieder rückgängig gemacht. Da dann das Vorzeichen wechselt, muss 
vorher 0:
)1(
=
∂
∂ −t
ijw
E
 definiert werden.107 
In verschiedenen Untersuchungen wurden Parametereinstellungen für ∆ij und η− und η+ unter-
sucht. Dabei sollte ∆ immer in einem Bereich zwischen ∆max=50 und ∆min=1e-6 liegen, was in 
empirischen Untersuchungen validiert wurde. Um die Werte für die Parameter η- und η+ zu 
finden wurden folgende Überlegungen angestellt: Wenn ein Minimum übersprungen wurde, 
so war der letzte Korrekturschritt zu groß. Da nicht bekannt ist, wie viel dieser Schritt zu groß 
war, wird der Anpassungswert halbiert, z.B. η-=0,5. Auf der anderen Seite muss der Erhö-
hungsparameter η+ groß genug sein, um eine schnelle Entwicklung der Gewichte in flachen 
Bereichen der Fehlerfunktion zu ermöglichen. Zu große Veränderungen können jedoch zu 
andauernden Wechseln der Richtung der Anpassung führen, was den Lernprozess erheblich 
stören würde. In Versuchen ergab ein η+=1,2 sehr gute Ergebnisse, die unabhängig von der 
jeweiligen Problemstellung waren. Viele Versuche zeigen, dass eine Anpassung der Parame-
ter in der Regel nicht notwendig ist, um gute Ergebnisse zu erreichen. Dies ist ein Hauptvor-
teil des RPROP Algorithmus.108 
Weitere Untersuchungen an verschiedenen Problemstellungen zeigen die Stärken des RPROP 
Algorithmus.  
 Er ist sehr schnell, 
 die Parametereinstellungen sind sehr einfach vorzunehmen, 
  die Parametereinstellungen sind unabhängig von der gegebenen Problemstellung, 
 die Generalisierungsfähigkeit bei unbekannten Daten von mit RPROP trainierten Net-
zen ist sehr gut.109 
Damit ist besonders der RPROP Algorithmus für eine praktische Anwendung, speziell in ei-
ner Regelung, sehr geeignet.110 Weitere Modifikationen dieses Algorithmus verbessern seine 
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 Riedmiller/Braun (1993), A direct adaptive method for faster backpropagation learning: the RPROP algo-
rithm, S. 587 
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 Riedmiller/Braun (1993), A direct adaptive method for faster backpropagation learning: the RPROP algo-
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Auswahl angegeben, die sich speziell mit der Eignung des RPROP und vergleichbarer Algorithmen beschäf-
tigen: Bajramovic/Gruber/Sick (2004), A comparison of first- and second-order training algorithms for dy-
namic neural networks, S. 842; Ng/Leung/Luk (2002), An integrated algorithm of magnified gradient func-
tion and weight evolution for solving local minima problem, S. 771; Vollmer/Strey (1999), Experimental 
study on the precision requirements of RBF, RPROP and BPTT training, S. 244 und 
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Fähigkeiten zusätzlich. Eine sehr verbreitete Modifizierung ist der iRprop, der in Abhängig 
von der in RPROP genutzten Vorzeichenänderung weitere Gewichtsänderungen vornimmt. Er 
ist damit noch etwas schneller als der ursprüngliche RPROP Algorithmus.111 
Welcher Trainingsalgorithmus am Ende genutzt wird, hängt später maßgeblich von der zur 
Verfügung stehenden Software ab, da der Schwerpunkt der Arbeiten nicht in der Programmie-
rung geeigneter Trainingsalgorithmen liegt. Die verfügbaren Programme verfügen alle über 
die wichtigsten Trainingsalgorithmen, so dass Unterschiede nur in kleinen Details zu finden 
sind (z.B. Verwendung von RPROP oder iRprop). 
2.3.2. Neuronale Netze zur Prozessregelung 
2.3.2.1. Grundlagen der Regelung mit neuronalen Netzen 
Die Regelungstechnik hat das Ziel, die Ausgangsgröße x eines Prozesses, auch Regelgröße 
genannt, an eine vorgegeben Führungsgröße w anzugleichen. Dabei soll die zu regelnde Grö-
ße möglichst gut den Änderungen der Führungsgröße folgen, auch wenn sie einer Störgröße z 
unterliegt. Dazu werden Regelgrößen vermessen und mit Führungsgrößen verglichen. Daraus 
ergibt sich eine Regeldifferenz xd. Aus dieser Regeldifferenz wird über ein Regelglied eine 
Reglerausgangsgröße yR abgeleitet, welche die auftretenden Differenzen verringern sollen. 
Über eine Stelleinrichtung wird yR in eine Stellgröße y überführt, diese wirkt auf die Regel-
strecke ein. Durch die Rückführung der Ausgangsgrößen auf Eingangsgrößen ergeben sich 
geschlossene Wirkungsabläufe, auch Regelkreise genannt. Einen typischen Regelkreis zeigt 
Abbildung 14.112 
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Abbildung 14: Regelungstechnische Elemente und Begriffe113 
Der Aufbau solcher Regelkreise basiert auf der Lösung technischer Probleme mittels Model-
len. Dazu wird eine technische Aufgabe in Modellgesetze aufgelöst, aus denen dann ein Mo-
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dell der technischen Aufgabe erstellt wird. Aus diesem wird ein Modell einer technischen 
Lösung entwickelt, die dann in eine technische Lösung rückübertragen wird.114 
Die klassische Regelungstechnik benötigt für eine saubere und realisierbare Regelung lineare 
Zusammenhänge. Dabei greift man in der Regelungstechnik auf das Prinzip der Linearisie-
rung zurück. Basis für diese Vereinfachung ist die Überlegung, dass man in der Regelungs-
technik immer nur kleine Intervalle einer Größe betrachtet. Dadurch ist die Annäherung der 
Kurve in einem kleinen Intervall an eine Gerade zulässig, wenn sie auch mit kleinen Fehlern 
behaftet ist.115 
Regelkreise werden dann entsprechend der Regelstrecke ausgelegt und berechnet. Ein Regel-
kreis stellt jedoch ein System mit einem in sich geschlossenen Wirkungsablauf dar, dem von 
außen Energie zugeführt wird. Ein solches System kann sich instabil verhalten, d.h. es beginnt 
zu schwingen. Ein instabiles System ist technisch nicht brauchbar. Der Stabilität eines Regel-
kreises kommt daher eine besondere Bedeutung zu, die für jede Regelstrecke nachgewiesen 
werden muss. Die wichtigste Stabilität eines Regelkreises ist die Übertragungsstabilität. Diese 
besagt, dass ein stabiles System auf eine beschränkte Eingangsgröße mit einer beschränkten 
Ausgangsgröße antworten muss. Wie bereits angesprochen lassen sich die meisten Übertra-
gungssysteme über Differentialgleichungen darstellen. Aus verschiedenen Überlegungen lässt 
sich nun ableiten, dass ein Übertragungssystem dann stabil ist, wenn sämtliche Nullstellen des 
zu seiner Differentialgleichung gehörenden charakteristischen Polynoms negative Realteile 
aufweisen116. Es wurden verschiedene Kriterien zur Stabilität von Regelkreisen definiert, um 
auch komplexere Systeme überprüfen zu können. Genannt seien hier die Kriterien von Routh 
und von Hurwitz für Differentialgleichungen höherer Ordnung sowie das Nyquist Kriterium, 
welches genutzt wird, falls für den geschlossenen Regelkreis kein Frequenzgang oder keine 
Übertragungsfunktion vorhanden sind. Während Routh und Hurwitz algebraische Lösungen 
für Differentialgleichungen höherer Ordnung für das Übertragungssystem nutzen, betrachtet 
Nyquist den Frequenzgang des aufgeschnittenen Regelkreises und stellt ihn graphisch als 
Ortskurve oder im so genannten Bodediagramm dar.117 
Insgesamt wird deutlich, dass die herkömmliche Regelungstechnik auf der Analyse und ma-
thematischen Darstellung der Regelstrecke basiert. Es werden lineare Zusammenhänge be-
trachtet bzw. die Zusammenhänge so vereinfacht, dass sie linearisierbar sind. Für technische 
Probleme, die zum einen stark nichtlinear sind und zum anderen analytisch nicht darstellbar 
sind, bietet die klassische Regelungstechnik nur wenig Lösungsansätze. Verändern sich zu-
sätzlich die Wirkzusammenhänge in Abhängigkeit von der Zeit, müsste der Regelkreis stän-
dig angepasst werden und die Stabilität immer neu überprüft werden. 
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Die Regelung mit künstlichen Neuronalen Netzen basiert auf der Theorie künstlicher Neuro-
naler Netze, wie sie bereits in Kapitel 2.3.1 beschrieben wurde. Jedoch ist die Umsetzung von 
Neuronalen Reglern in der Praxis nicht verbreitet. Es gibt vielfältige Fragestellungen bei der 
Auslegung von künstlichen Neuronalen Netzen als Regler. So muss das kNN der Komplexität 
der Problemstellung möglichst gut angepasst sein. Ist das kNN zu einfach, wird es keine zu-
friedenstellenden Ergebnisse liefern können. Ist das kNN jedoch zu komplex, so führt auch 
dies zu fehlerhaften Ergebnissen, da das kNN eventuell versucht, z.B. ein Rauschen des Pro-
zesses mit abzubilden oder das Netztraining zu keiner Konvergenz führt. Auch die bereits 
angesprochenen Probleme beim Training durch lokale Optima können Schwierigkeiten her-
vorrufen.118 
Demgegenüber finden sich aber viele Vorteile, die den Einsatz von kNN als Regler rechtferti-
gen: 
 Gute Handhabung auch multikriterieller Problemstellungen. 
 Flexible Abbildung nichtlinearer Zusammenhänge. 
 Flexibler Einsatz als on-line oder off-line System. 
 Durch online oder offline Training Anpassung an Prozessveränderungen. 
 Parallele Prozessverarbeitung bei großer Fehlerrobustheit.119 
Am häufigsten werden das MLP oder die Radial Bias Functions genutzt.120 Die Radial Bias 
Functions eignen sich jedoch nur für Aufgabenstellungen mit einer geringen Zahl von Ein-
gangsgrößen, da die Anzahl der notwendigen Funktionen mit der Dimensionalität des Ein-
gangsraumes exponentiell ansteigt121. Die schlechte Anpassung der Netzparameter wegen 
einer stark lokalen Abbildung aufgrund der sigmoiden Abbildungsfunktion führt zusätzlich zu 
sehr schlechten Netzergebnissen, was ein weiteres Problem darstellt122. Eine praxisgerechte 
Umsetzung einer Regelung für das thermische Spritzen ist das Kernthema der Arbeit, die Un-
tersuchung unterschiedlicher Netztypen soll nicht Schwerpunkt der Arbeit sein. Die Verfüg-
barkeit ausgereifter Softwaretools zum Aufbau geeigneter kNN ist notwendig. Aus diesen 
Gründen werden im Folgenden nur noch Ansätze unter Nutzung des MLP untersucht, für die 
eine Vielzahl geeigneter Tools auf dem Markt vorhanden ist. 
Die verschiedenen Einsatzgebiete für Regler mit kNN lassen sich grob klassifizieren; es wird 
zum einen unterschieden in Ansätze zur Nutzung von Neuronalen Netzen als Hilfsmittel zur 
Analyse und Modellierung von Systemen und zum anderen in Neuronale Netze als Regler. 
(Abbildung 15) 
Ansätze mit einem kNN als Hilfsstruktur ersetzen zum einen konventionelle Modelle, die auf 
abgeleiteten Zielen oder auf den direkten Zielgrößen basieren. Zum anderen können sie die 
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Implementierung einer Regelung durch das Speichern von Steuerparametern oder durch Ab-
leiten eines Regelgesetzes unterstützen. Eine weitere Möglichkeit solcher Neuronalen Netze 
ist die Systemdiagnose und Empfehlung überwachter Veränderungen für ein einfaches Regel-
system, welches diese Empfehlung umsetzt.123 
Der Bereich der Neuronalen Netze, die direkt als Regler eingesetzt werden, lässt sich in a) 
kNN, die auf Basis vorhandener Eingangssignale trainiert werden und b) kNN, welche auf 
Basis der gegebenen Zielsetzung die Parameter optimieren, unterteilen.124 
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Abbildung 15: Übersicht über verbreitete Einsatzgebiete von Regelansätzen mit kNN.125 
Eine Vielzahl von Umsetzungen dieser und weiterer Lösungen wurde bereits an verschiednen 
Stellen veröffentlicht. Die Grenzen zwischen einzelnen Ansätzen und den oben dargestellten 
Aufgabenbereichen sind jedoch nicht immer exakt abgegrenzt. WERBOS nennt folgende Mo-
delle einer Regelung mit neuronalen Netzen, die je nach Anwendung in verschiedenen Berei-
chen der Regelansätze genutzt werden können: 
 Supervised Control, 
 Direct Inverse Control, 
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 Neural Adaptive Control, 
 Backpropagation of utility, 
 Adaptive critic methods.126 
Im Folgenden werden die Ansätze "Supervised Control", "Direct Inverse Control" sowie 
"Neural Adaptive Control" aufgrund ihrer technischen Bedeutung näher betrachtet. 
Supervised Control 
Die Regelung mittels "Supervised Control" basiert auf dem Erlernen der Zusammenhänge 
zwischen den erwünschten Messgrößen und den dazugehörigen Stellgrößen. Dazu wird das 
KNN mittels beispielhafter Trainingsdaten trainiert. Auf diese Weise wird das kNN in die 
Lage versetzt z.B. einen menschlichen Experten zu simulieren.127 
Direct inverse control 
Ein weiterer Ansatz, "direct inverse control" nutzt Informationen über die inverse Dynamik 
eines Systems. Dadurch ermöglicht dieser Regler, dass ein System einer vorgegebenen Stell-
größe sehr genau folgt.128 
Neural adaptive control 
"Neural adaptive control" ersetzt Standard Methoden zur Bestimmung linearer Modelle. 
Durch Nutzung von kNN wird es möglich, auch nichtlineare Systeme besser abzubilden. Die 
Modelle werden robuster. Eine Modellierung ist jedoch noch keine Regelung, so dass diese 
meist noch durch weitere Regelansätze wie "direct inverse control" oder auch Standard PID 
Regler ergänzt werden muss.129 
Weitere kNN Regler wie "backpropagation of utility" oder "adaptive critic methods" bieten 
Ansätze für einige Problemstellungen, die mit den bereits genannten Ansätzen nicht hinrei-
chend gelöst werden konnten. Jedoch bringen sie aufgrund ihrer Komplexität Nachteile mit 
sich. So benötigt z.B. der "backpropagation of utility" seinerseits ein Modell des zu regelnden 
Systems und ist nicht in der Lage, mit einem Rauschen einzelner Prozessgrößen umzugehen. 
"Adaptive critic methods" werden in Abhängigkeit der Aufgabestellung sehr komplex und 
sind daher wenig verbreitet.130 
Diese grundlegenden Ideen zur Regelung mit Neuronalen Netzen wurden vielfach erweitert 
und ergänzt. Eine Vielzahl von Veröffentlichungen zeigen die unterschiedlichen Ansätze und 
Implementierungen in der Praxis. Durch geeignete Anpassungen von Lernalgorithmen, Netz-
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strukturen und geschickte Kombinationen von Netztypen werden spezifische Aufgabenstel-
lungen gelöst. Neben der Regelung des Laserstrahlschweißens131 werden kNN auch intensiv 
im Bereich der Automobilentwicklung genutzt, wo sie zum einen zur Modellbildung und Re-
gelung von Ottomotoren132 und zum anderen in weiteren Bereichen mit komplexen Zusam-
menhängen wie z.B. der Entwicklung eines Einklemmschutzes für die elektrische Autositz-
verteilung133 angewandt werden. 
2.4. Fazit 
In den wissenschaftlichen Grundlagen wird das thermische Spritzen als ein industriell verbrei-
teter aber komplexer Prozess vorgestellt. Es werden Möglichkeiten zur Prozessüberwachung 
und zur Prozessregelung des thermischen Spritzens beschrieben. Im Anschluss sind Möglich-
keiten des präventiven Qualitätsmanagements dargestellt, die komplexe Prozesse analysieren 
und optimieren. Schwerpunkt dieser Betrachtung liegt in den Methoden Ishikawa, Paarweiser 
Vergleich und der statistischen Versuchsmethodik. Den letzten Teil der wissenschaftlichen 
Grundlagen bilden die Beschreibung klassischer Regelungsverfahren sowie die Anwendung 
von kNN im Allgemeinen und als Regler im Besonderen. Damit sind die notwendigen Grund-
lagen für die genaue Analyse des thermischen Spritzens und die Umsetzung einer Regelung 
basierend auf Neuronalen Netzen gelegt. Dazu wird im folgenden Kapitel erst eine wissen-
schaftliche Vorgehensweise beschrieben, um dann das thermische Spritzen näher zu untersu-
chen und einen weiteren Handlungsbedarf abzuleiten.  
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3. Analyse 
In Kapitel 2 wird in die betroffenen Arbeitsgebiete Thermisches Spritzen, Neuronale Netze 
und präventives Qualitätsmanagement eingeführt. Auf Basis der sich daraus ergebenden An-
forderungen werden nun Lösungsansätze zur Regelung thermischer Spritzprozesse erarbeitet. 
Das präventive Qualitätsmanagement und die Regelung mittels Neuronaler Netze werden zur 
Lösung der Anforderungen herangezogen. Die gesamte Vorgehensweise wird auf eine wis-
senschaftliche Basis gestellt, die kurz vorgestellt wird.  
3.1. Beschreibung der wissenschaftlichen Vorgehensweise 
"Wissenschaft soll auf dem basieren, was wir sehen, hören und berühren können und nicht auf 
persönlichen Meinungen und spekulativen Vermutungen"134. Wissenschaft basiert also auf 
Tatsachen. Verschiedene Komponenten des Stellenwertes von Tatsachen können unterschie-
den werden: 
 Tatsachen sind den Beobachtern durch sorgfältige und unvoreingenommene Beobach-
tungen direkt zugänglich. 
 Tatsachen gehen der Theorie voraus und sind von ihr unabhängig. 
 Tatsachen konstituieren eine stabile und verlässliche Basis für Wissenschaft.135 
Um wissenschaftliche Theorien beschreiben zu können, wird im Folgenden eine genaue Defi-
nition vorgestellt. Dazu wird der Begriff der empirischen Theorie eingeführt, die im logischen 
Empirismus als deduktiv abgeschlossene Menge von Sätzen definiert wird. Dies ist jedoch 
eine sehr grobe Definition. Soll durch Theorien ein weiterer Anwendungsbereich abgedeckt 
werden, schlägt Balzer den "lokalen" Theoriebegriff vor. Diese "lokale" Theorie T setzt sich 
aus vier Teilen zusammen:136 
 Eine Klasse M von Modellen, 
 Eine Menge I intendierter Systeme, 
 Eine Menge D von Datenstrukturen, 
 Ein Approximationsapparat U. 
T=〈M, I, D, U〉 
Diese vier Kernelemente werden nun kurz vorgestellt: 
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Die Modelle M 
Modelle sind durch bestimmte Sätze, d.h. Axiome, Hypothesen, Gesetze und Annahmen der 
Theorie definiert. Umgekehrt legt jede Satzmenge eine Modellklasse fest, nämlich die in der 
eben alle diese Sätze erfüllt sind.137 
Die intendierten Systeme I 
Die intendierten Systeme beschreiben jene Menge an realen Systemen, bei denen die "lokale" 
Theorie Gültigkeit hat.138 
Die Datenstrukturen D 
Die intendierten Systeme werden genau untersucht und es werden Daten gewonnen. Diese 
Daten dienen ihrerseits wiederum dem Vergleich mit den Modellen und der (Weiter-) Ent-
wicklung von neuen Modellen. Ein Passungsmaß gibt an, ob ein reales intendiertes System 
und ein Modell äquivalent sind. Dabei können entwickelte Modelle zeitlich begrenzt gültig 
sein, nämlich genau bis zu dem Zeitpunkt, an dem neu gewonnene Daten zu einer ungenü-
genden Passung führen. Das Modell muss angepasst werden. Es gibt Daten, die zum Nach-
weis einer Theorie gewonnen werden, eine beschreibende Hypothese bzw. Theorie liegt be-
reits vor. Andererseits ist auch möglich, Daten mit einem intendierten System zu erarbeiten; 
die beschreibende Theorie/ Hypothese muss dann noch entwickelt werden.139 
Der Approximationsapparat U 
Um die Passung der Daten beschreiben zu können, muss für jede Theorie definiert werden, 
wie in den Modellen Begriffe wie Abstände und Passungsmaße definiert sind und welche Ab-
stände für eine Akzeptanz der Theorie eingehalten werden müssen.140 
Bei Gesamtbetrachtung der aufgestellten Definition einer Theorie lassen sich in ihrer prakti-
schen Anwendung alle vier Teile gut identifizieren. So werden z.B. reale Systeme identifi-
ziert, die neue und als interessant angesehene Phänomene beinhalten. Diese realen Systeme 
beschreiben das intendierte System. Um diese nun modellieren zu können, werden Modelle 
definiert. Nun können unter Zuhilfenahme der Modelle Daten gewonnen werden, anhand de-
rer die Abbildung von realem System und Modell untersucht wird. Die Güte der Passung wird 
beurteilt, indem ein geeigneter Approximationsformalismus entwickelt wird. Die Gesamtheit 
der vier Teile beschreibt dann eine komplette lokale Theorie.141 
Zustände einer Theorieentwicklung, basierend auf der erläuterten Theorie haben die Form 〈M 
D, U, P〉. Darin werden M, D und U angegeben, P kennzeichnet das Passungsmaß. Die Zu-
stände beziehen sich immer nur auf ein bestimmtes intendiertes System I, so dass dieses ab 
hier nicht mehr mit angegeben wird. P kann die drei möglichen Werte (+), (-) und (o) anneh-
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men. Ein so definierter Zustand beinhaltet die Information, dass zu einem Zeitpunkt t eine 
Modellklasse M, eine Menge D von Datenstrukturen und ein Approximationsgrad U vorlie-
gen, bei denen die Passung von M und D zur Zeit t befriedigend (+), ungenügend(-) oder un-
bekannt (o) ist.142 
Es gibt eine Vielzahl von bekannten Vorgehensweisen, wie auf Basis dieses Grundgerüstes 
Theorien erstellt werden können. Die induktive Methode wird als wissenschaftlicher Ansatz 
in dieser Arbeit genutzt und kurz vorgestellt. Er eignet sich besonders zur Lösung der Frage-
stellungen bei der Regelung thermischer Spritzprozesse, da die Basis des Regelansatzes die 
Erstellung von Modellen anhand vorhandener Daten ist. 
3.1.1. Die induktive Methode 
Bei der induktiven Methode werden Hypothesen oder Gesetzmäßigkeiten aus vorgegebenen 
Daten abgeleitet. Dazu müssen zuerst aus einem untersuchten intendierten System Daten ge-
wonnen werden. Diese Daten sollen derart beschaffen sein, dass sie die Realität möglichst gut 
und umfassend beschreiben. Bei der Ableitung von Modellen aus Daten können grundsätzlich 
zwei unterschiedliche Fälle unterschieden werden. Zum einen statische Systeme und zum 
anderen dynamische Systeme. Statische Systeme haben keine zeitliche Entwicklung, eine 
Beschreibung in Modellen bringt keinen Bezug zum Zeitbegriff. Beispiele sind einfache Sys-
teme wie z.B. die ideale Gasgleichung. Dynamische Systeme haben demgegenüber einen zeit-
lichen Bezug. Daten beschreiben immer nur einen bestimmten Zeitpunkt und erstrecken sich 
in die Zukunft. Über manche dynamische Systeme liegen nur Vergangenheitsdaten vor, sie 
sind heute nicht mehr existent. Statische Systeme können durch immer ausführlichere Daten 
ausgeschöpft werden. Eine Beschreibung in Modellen wird immer sehr genau sein. Bei dy-
namischen Systemen liegt jedoch immer nur eine Datenmenge über die Vergangenheit und 
den aktuellen Zustand vor. Eine Aussage über zukünftige Ergebnisse kann zwar im Rahmen 
einer Extrapolation gemacht werden, ist aber immer mit dem Risiko von Fehlaussagen ver-
bunden. Die meisten realen Systeme lassen sich auch abbilden, wenn sie nur teilweise durch 
Daten abgedeckt werden.143 
Gegeben sei ein intendiertes System s und eine Datenstruktur D, die Daten über s zusammen-
fasst. Gesucht ist nun ein Modellklasse M, die bei einem Approximationsapparat U die fol-
gende Bedingung erfüllt: Es gibt ein Modell x aus M, das bis auf ein definiertes Passungsmaß 
ε zur Datenstruktur D passt. ε wird durch Iteration immer weiter verkleinert, bis die notwen-
dige Abbildungsgenauigkeit erreicht ist. Die Anpassung des Modells wird mit M´ gekenn-
zeichnet, U´ stellt ein Passungsmaß dar, das kleiner als das von U ist. Die Vorgehensweise der 
Induktion zeigt Abbildung 16. Das intendierte System s ist darin nicht mehr genannt. Es wird 
durch die Datenstruktur D dargestellt. x stellt einen Platzhalter für die spätere Modellklasse 
dar und y ist Platzhalter des Approximationsapparates. "o" bedeutet eine unbekannte Erfül-
lung der Passung. In den ersten vorbereitenden Schritten werden für x ein passendes Modell 
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gewählt und für y ein entsprechender Approximationsapparat definiert. Die Iteration beginnt 
nun mit der ersten Überprüfung der Passung. 
x, D, y, o
x, D, U, o
M, D, U, o
M, D, U, -M, D, U, +
M, D, U´, o M´, D, U, o
M, D, U´, -
M´, D, U, +
M, D, U´, + M´, D, U, -
Stop: ε=0 ε´<ε
 
Abbildung 16: Das Vorgehen der induktiven Methode144 
Passt M nicht zu D, ist also der Zustand 〈M, D, U, -〉, wird eine neue Modellklasse M´ kon-
struiert und überprüft. Dies geschieht in einer Schleife solange, bis ein erstes, passendes Mo-
dell gefunden ist. Nun wird in einer zweiten Schleife das Passungsmaß ε weiter verkleinert, 
bis wieder das Modell angepasst werden muss. So werden mittels Durchlaufen dieser Doppel-
schleife immer genauere Modelle entwickelt. Das Ende ist erreicht, sobald ein befriedigend 
kleines oder empirisch sinnvoll kleines Maß erreicht ist. Die Iteration kann abgebrochen wer-
den.145 
3.2. Der Handlungsbedarf zur Regelung des thermischen Spritzens 
3.2.1. Besonderheiten des thermischen Spritzens 
Viele heutige Produktionsprozesse, besonders in der Serienfertigung, werden geregelt. Jedoch 
gibt es einige Prozesse, bei denen eine Regelung bislang gescheitert ist. Die Gründe dafür 
können vielfältig sein, z.B. bei starken Nichtlinearitäten oder unstetigen Prozessverläufen. 
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Sehr robuste Prozesse benötigen unter Umständen gar keine Regelung, teilweise ist eine Re-
gelung zu teuer oder rentiert sich aufgrund geringer Stückzahlen nicht. 
Auch auf dem Markt des thermischen Spritzens hat sich bislang kein Regeltool etabliert. Der 
Markt für eine mögliche Regelung, besonders in der Serienanwendung, wie z.B. der Be-
schichtung von Turbinenschaufeln, ist weiter gewachsen. Zusätzlich würde eine Regelung des 
thermischen Spritzens weitere Anwendungsfelder erschließen. Die Herausforderungen an eine 
Regelung liegen besonders in den ganz spezifischen Eigenschaften des Spritzprozesses. 
Zum einen gibt es eine Vielzahl verschiedener Prozesstypen, deren Funktionsweise zwar 
grundsätzlich ähnlich ist, aber auf verschiedenen Prinzipien beruht. So hat das thermische 
Spritzen ein Aufschmelzen und Beschleunigen des Beschichtungswerkstoffes gemein. Dies 
kann aber durch verschiedene physikalische Möglichkeiten wie einen Verbrennungsvorgang 
(z.B. HVOF), durch einen Lichtbogen oder auch durch ein Plasma (z.B. APS) geschehen. 
Dies sollte möglichst in der Auslegung einer Regelung berücksichtigt werden, um die An-
wendung nicht von vornherein zu stark einzuschränken. Einschränkungen werden hier durch 
die genutzte Messtechnik jedoch vorgegeben, die evtl. nicht bei allen Verfahren nutzbar ist. 
Zum anderen haben die einzelnen Prozesstypen ihrerseits eine Vielzahl von Einfluss- und 
Störgrößen. Betrachtet man nicht alleine den Prozess des Aufschmelzens und Beschleunigens 
des Materials, sondern zusätzlich die Flugphase und den Haftmechanismus auf dem Substrat, 
so kommen weitere Einfluss- und Störgrößen hinzu. Die einzelnen Störgrößen wirken ihrer-
seits nicht nur direkt auf den Prozess, sondern zusätzlich auf die Einflussgrößen. Beispielhaft 
sei hier die Pulverförderung genannt, die meist eine starke Unsicherheit aufweist. Hier spielen 
Verschleiß, Pulversorte, Leitungslängen und Umgebungsbedingungen eine große Rolle. Bei 
Störungen im Pulverfluss wird in kürzester Zeit Ausschuss produziert, der oft erst bei der spä-
teren Qualitätskontrolle erkannt wird. 
Das frühzeitige Erkennen von Prozessstörungen ist eine weitere Herausforderung beim ther-
mischen Spritzen. Störungen lassen sich oft erst später an den beschichteten Bauteilen in der 
Qualitätsprüfung erkennen. Dies führt dann bei Stichprobenkontrollen zum Ausschuss ganzer 
Chargen bzw. erfordert eine 100% Prüfung, die aufgrund der oftmals zerstörenden Prüfung 
meist nicht möglich ist. 
Beschreibungsmodelle des Prozesses fehlen. Zwar existieren verschiedene Ansätze und ein 
Prozessverständnis, jedoch muss der eigentliche Prozess häufig als Black-Box angesehen 
werden. Die Anpassungen des Prozesses geschehen in den meisten Betrieben auf Basis des 
Wissens und den Erfahrungen der Maschinenbediener. Leichte Prozessveränderungen, z.B. 
ein neues Pulver, können jedoch dazu führen, dass diese Erfahrungswerte nicht mehr optimal 
sind. Die Prozesseinstellungen werden von den Anlagen- und Pulverherstellern in der Regel 
vorgegeben. Es muss jedoch davon ausgegangen werden, dass dies zwar funktionierende Lö-
sungen sind, jedoch eine Überprüfung und evtl. Optimierung der Einstellungen oftmals mög-
lich ist. Eine Regelung würde es erleichtern, auch die Grenzen des Prozesses zu nutzen und 
rechtzeitig auf Prozessveränderungen zu reagieren. Der Prozess kann auf diese Weise ange-
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passt werden oder eventuell auch ein Prozessabbruch rechtzeitig eingeleitet werden, bevor 
Ausschuss entsteht. Grundlage für eine Regelung ist jedoch eine geeignete Messtechnik. 
3.2.2. Anforderungen an das Messsystem 
An ein geeignetes Messsystem für eine Regelung werden verschiedene Anforderungen ge-
stellt. Dazu zählen Anforderungen allgemeiner Art wie die Industrietauglichkeit, sowie tech-
nische Anforderungen an die Messunsicherheit, Empfindlichkeit und Zuverlässigkeit der Sys-
teme.146 
Für den Einsatz einer Messtechnik beim thermischen Spritzen stellt die Industrietauglichkeit 
eine besondere Herausforderung dar. Die Staub- und Wärmebelastung ist in den Spritzkam-
mern auch bei guter Absaugung ein großes Problem. Da viele Systeme optisch arbeiten, müs-
sen Maßnahmen zur Reinhaltung der optischen Systeme getroffen werden. Diese können auf 
druckluftbasierten Lösungen basieren, welche die Optiken von Staub freihalten. Alternativ 
kann der Abstand zum Prozess vergrößert werden, was aber eine ausreichend große Kabine 
voraussetzt. Oftmals ist ein größerer Abstand zum Prozess auch wegen des Messprinzips nicht 
möglich. Die Staubbelastung muss auch bei den Gehäusen berücksichtigt werden, die staub-
dicht gestaltet sein müssen.147 
Durch einen entsprechenden Abstand zum Prozess wird neben der Staubbelastung auch die 
Wärmebelastung reduziert. Alternativ wird oftmals auf eine Druckluftkühlung zurückgegrif-
fen, um die Messtechnik direkt am Prozess anbringen zu können. 
Zur Industrietauglichkeit gehören auch die Bedienung und die Akzeptanz beim Benutzer. 
Diese werden stark durch die Softwareumgebung und die Einrichtung der Messtechnik ge-
prägt. Viele Systeme erfordern zusätzlich eine aufwändige Kalibrierung und benötigen viel 
Fachwissen sowohl beim Einrichten als auch bei der Bedienung. So sind bei einigen Syste-
men die Ergebnisse stark vom Bediener abhängig und damit für den Industrieeinsatz eher un-
geeignet.148 
Für eine Regelung ist die notwendige Messzeit besonders wichtig. Hier soll unterschieden 
werden in die Online-Regelung, also einen ständig nachgeregelten Prozess und die Offline-
Regelung, bei der der Prozess in definierten Zeitabständen neu eingestellt, und so geregelt 
wird. Die On-line Regelung erfordert besonders schnelle Messsysteme und Regelalgorithmen, 
da der Prozess in möglichst kurzen Zeitintervallen vermessen und geregelt wird. Bei her-
kömmlichen Systemen geschieht dies nahezu in Echtzeit. Die Offline-Regelung stellt keine so 
starken Anforderungen an die Messzeiten. Jedoch muss beachtet werden, dass die Messzeit je 
nach Messstrategie von der Produktionszeit abzuziehen ist und so unter Umständen die Pro-
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duktivität senkt. Die Messung darf die Zeit in Anspruch nehmen, die innerhalb der produkti-
onstechnisch vorgegebenen Prozesszeiten liegt. Diese können z.B. durch die Zeiten für einen 
Chargen-/Bauteilwechsel definiert sein. Die optischen Systeme sind mit gewissen Einschrän-
kungen online fähig, da sie eine vergleichsweise kurze Messzeit haben, die maßgeblich durch 
die benötigten Rechenzeiten definiert ist.149 
Die Unsicherheiten und Empfindlichkeiten der hier betrachteten Meßsysteme sind, wie bereits 
in den Grundlagen erläutert, für eine Regelung vollkommen ausreichend. Einige Systeme, die 
besonders in Forschung und Entwicklung genutzt werden, bieten geringe Messunsicherheiten 
und sind sehr empfindlich, was jedoch in der Produktion nicht unbedingt erforderlich ist. Die 
Messunsicherheit wird zudem durch eine schlechtere Bedienbarkeit und lange Messzeiten 
erkauft. Eine hohe Empfindlichkeit führt zudem zu einer höheren Sensibilität gegen Störun-
gen, was für eine Regelung im industriellen Umfeld nicht erwünscht ist. 
Die Zuverlässigkeit von Messsystemen ist für eine Akzeptanz des Systems in der Regelung 
äußerst wichtig. Die Zuverlässigkeit der Systeme wird durch die technische Komplexität, 
Empfindlichkeit und der Ausgereiftheit des Systems stark beeinflusst. Besonders beim ther-
mischen Spritzen sind viele Systeme neu entwickelt und werden technisch noch erprobt. Zu-
dem wurden sie oftmals für den Laborbedarf entwickelt. Ein gutes und zuverlässiges Mess-
system sollte daher technisch und physikalisch möglichst einfach sowie robust sein und ist 
idealerweise von vornherein für einen industriellen Einsatz konstruiert. 
In Tabelle 3 werden unterschiedliche Messsysteme gegenübergestellt und verglichen. Dabei 
werden die Punkte Zuverlässigkeit, Industrietauglichkeit und Geschwindigkeit zur Beurtei-
lung genutzt. Die Empfindlichkeit und die Messunsicherheiten der Systeme sind in allen Fäl-
len für eine Regelung ausreichend. Unterschiede würden sich nur im Laborbetrieb zeigen. Die 
Bewertung ist bezogen auf den APS Prozess, der den Schwerpunkt der Betrachtung einnimmt. 
Einige der Messsysteme lassen sich auch ohne Modifikation bei anderen Prozessen nutzen, 
andere müssen angepasst werden oder sind grundsätzlich ungeeignet. Dabei sind die relevan-
testen Systeme, die bereits im Kapitel Grundlagen erläutert wurden, aufgelistet. 
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 Industrietauglichkeit Zuverlässigkeit Kosten Geschwindigkeit 
DPV 2000  ☺   
PIV ☺ ☺ ☺ ☺ 
PSI  ☺ ☺  
Schlierentechnik  ☺   
Videothermografie  ☺  ☺ 
PFI ☺ ☺ ☺
 
☺ 
Accuraspray ☺ ☺ ☺ ☺ 
Spraywatch ☺ ☺  ☺ 
 
 
Tabelle 3: Gegenüberstellung unterschiedlicher Messsysteme 
Es zeigt sich in der Gegenüberstellung, dass besonders die optischen Systeme für eine Rege-
lung geeignet sind. Aufgrund der in 2.1.3 beschriebenen Eigenschaften des PFI Systems bein-
halten die PFI Messwerte die maßgeblichen Informationen des Plasmas und des Partikel-
strahls wie Temperaturen, Partikeleigenschaften und Geschwindigkeiten. Diese können zwar 
nicht in Absolutwerten angegeben werden, wie es durch andere Messsysteme möglich ist, 
welches jedoch für eine Regelung auch nicht notwendig ist. Weiter weist das PFI eine einfa-
che Handhabung, eine gute Industrietauglichkeit, hohe Messgeschwindigkeiten sowie ver-
gleichsweise günstigen Anschaffungskosten auf. Aus diesen Gründen wird dieses System bei 
allen weiteren Betrachtungen genutzt. 
3.2.3. Anforderungen an die Regelung 
Auch der Regler für einen thermischen Spritzprozess muss verschiedene Anforderungen er-
füllen. Diese sind erst einmal unabhängig von der genutzten Messtechnik. Es ist jedoch davon 
auszugehen, dass unabhängig von der Messtechnik mehrere Messgrößen vorliegen und eine 
Vielzahl von Einflussgrößen geregelt werden müssen. Die Zusammenhänge sind dabei unbe-
kannt und in Teilen als nichtlinear anzunehmen. Zusätzlich ist davon auszugehen, dass es 
Wechselwirkungen zwischen den Einflussgrößen geben wird. Da die Messtechnik nicht für 
einen Prozess, sondern durchaus für mehrere Prozesse nutzbar sein soll, z.B. für APS und 
HVOF, diese aber unterschiedliche Eingangsgrößen haben, soll der Regler auf diverse Prozes-
se adaptierbar sein. Diese Adaptierbarkeit wird besonders gut durch Regelansätze mit Neuro-
nalen Netzen erreicht. Auch können diese sehr gut nichtlineare Zusammenhänge abbilden, 
wodurch sie in diesem Punkt den PID Reglern überlegen sind.150 
Eine der wichtigsten Störgrößen beim thermischen Spritzen ist der Verschleiß. Beispielsweise 
kann dies der Düsenverschleiß beim HVOF Prozess oder auch der Elektrodenverschleiß beim 
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APS Verfahren sein. Da die Wirkung des Verschleißes auf den Prozess nicht genau definiert 
ist, jedoch von einer Veränderung der Prozesszusammenhänge ausgegangen werden kann, 
muss der Regler lernfähig sein, sich also den zeitlich veränderten Bedingungen anpassen kön-
nen. Der PID Regler hat hier eine grundlegende Schwäche. Er arbeitet auf der Basis festgeleg-
ter Kennlinien, die entsprechend der Regelstrecke mathematisch angepasst wurden. Verände-
rungen der Regelstrecke sind nicht vorgesehen und führen unter Umständen zu einem instabi-
len Verhalten. Dem gegenüber sind auf Neuronalen Netzen basierte Regler in der Lage, neue 
Prozesszusammenhänge zu erlernen. Für viele Anwendungen wurde auch die grundsätzliche 
Stabilität des Neuronalen Reglers nachgewiesen. Alleinig das Regelkonzept "Direct Inverse 
Control" ist hier schwächer, da eine inverse Dynamik des Systems berechenbar sein muss, 
anhand derer der Regler das Systemverhalten erlernt.151 
Wichtig für eine Umsetzung ist die Verfügbarkeit von geeigneten Softwarelösungen. Dazu 
gehören direkte Softwaretools zur Erstellung und Erprobung einer Regelung aber auch Soft-
warebibliotheken, die eine Umsetzung und Implementierung in die Produktionsumgebung 
ermöglichen. Besonders die bewährte PID Regelung als auch die auf einfachen MLP basierte 
"Supervised Control" haben hier Vorteile, da es für diese Regelansätze verbreitete Software-
lösungen gibt. "Direct Inverse Control" und "Neural Adaptive Control" sind weniger verbrei-
tet; einfache Softwarelösungen sind nicht auf dem Markt verfügbar. 
Damit können 4 Bewertungskriterien genutzt werden, um einige Regelansätze kurz für die 
Eignung in Tabelle 4 zu vergleichen. Dies sind die Adaptierbarkeit, die Lernfähigkeit, die 
Möglichkeit zum Umgang mit Nichtlinearitäten und die Softwareverfügbarkeit. 
 Adaptierbarkeit Lernfähigkeit Nichtlineari-
täten 
Softwareverfüg-
barkeit 
PID    ☺ 
Supervised 
Control ☺ ☺ ☺ ☺ 
Direct Inverse 
Control ☺  ☺  
Neural Adaptive 
Control ☺ ☺ ☺  
 
 
Tabelle 4: Vergleich verschiedener Regelansätze 
Die vergleichende Bewertung zeigt deutlich, dass eine herkömmliche PID Regelung nicht 
verwendbar ist. Die unterschiedlichen Ansätze auf der Basis Neuronaler Netze können mit 
diesen Anforderungen besser umgehen. Besonders geeignet ist der Ansatz "Supervised 
Control", da dieser Ansatz auf herkömmlichen künstlichen Neuronalen Netzen basiert, für die 
eine große Zahl von Softwarelösungen vorhanden ist. Der Ansatz "Supervised Control" zeigt 
zwar Schwächen bei unbekannten Lösungsräumen und der Online-Regelung, jedoch ist im 
Fall der Regelung des thermischen Spritzens der Lösungsraum weitestgehend bekannt und es 
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wird aufgrund der Messproblematik eine Offline-Lösung mittels "Supervised Control" ange-
strebt. Diese Offline-Lösung bedeutet hier, dass die Einstellung vom Regler vorgegeben wird, 
und vom Anwender manuell im Prozess eingestellt wird. Dies ist notwendig, um die Regelung 
auch an älteren Anlagen nutzen zu können, die bei vielen Lohnbeschichtern noch sehr ver-
breitet sind. Bei einer Online Regelung würde die Reglereinstellung automatisch von der An-
lage übernommen und umgesetzt. Dies setzt jedoch vollautomatische Anlagen voraus. 
3.3. Fazit 
In der Analyse werden anhand der Anforderungen, die der Prozess des thermischen Spritzens 
an eine Regelung stellt, eine Messtechnik und ein Regelansatz ausgewählt. Dabei liegt der 
Betrachtungsschwerpunkt auf dem APS Verfahren. 
Das PFI System ist speziell für den APS Prozess entwickelt worden, bietet aber auch die 
Möglichkeit, bei weiteren Prozessen genutzt zu werden. Das System wurde für die industrielle 
Anwendung entwickelt und ist robust und einfach in der Handhabung. Untersuchungen zei-
gen, dass das PFI für Regelungen ausreichend empfindlich ist und Prozessveränderungen zu-
verlässig erkannt werden.152 
Regelansätze mit Neuronalen Netzen bieten eine große Flexibilität und die Möglichkeit, auch 
nichtlineare Zusammenhänge zu regeln. Auf Änderungen der Wirkbeziehungen durch äußere 
Einflüsse reagiert ein Neuronaler Regler durch erneutes Lernen sehr flexibel. Bei der Vielzahl 
von Möglichkeiten, Regler mit Neuronalen Netzen aufzubauen, wurde der sehr einfache "Su-
pervised Control" Regler ausgewählt. Dieser ist durch einfache Neuronale Netze realisierbar, 
eine Softwareunterstützung sowohl für die Grundlagenarbeiten als auch für die spätere Imp-
lementierung ist sichergestellt. 
Jedoch ist der Aufbau eines Reglers mit Neuronalen Netzen aufgrund der vielen Freiheitsgra-
de, die ein solches System bietet, sehr komplex. Es wird in der Literatur kein "idealer Weg" 
beschrieben, vielmehr ist der Aufbau des Neuronalen Netzes iterativ. Da dies jedoch für eine 
industrielle Umsetzung unbefriedigend ist, soll ein Weg gezeigt werden, mit dem gezielt und 
mit Unterstützung von gängigen Qualitätsmanagement Methoden ein Neuronales Netz und 
daraus eine Regelung aufgebaut werden kann. Als Rahmen dient dabei der in Kapitel 3.1 be-
schriebene wissenschaftliche Ansatz.153 
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4. Die Nutzung künstlicher Neuronaler Netze als Regeltool 
Im Folgenden wird ein Konzept entwickelt, wie kNN als Regeltool praxisnah einsetzbar sind. 
Die Basis dazu stellt der thermische Spritzprozess dar, der aufgrund der dargestellten Proble-
matiken besonders für eine solche Regelung geeignet ist. Jedoch ist zu betonen, dass die 
grundlegende Vorgehensweise auch auf andere, ähnliche Problemstellungen adaptiert werden 
kann. 
Ein Kernelement ist die strukturierten Auslegung eines Neuronalen Reglers. Dabei werden die 
theoretischen Arbeiten aufgezeigt und erläutert. Der induktive Ansatz unterstützt das iterative 
Verfahren wissenschaftlich. Dieser Ansatz entspricht dem erläuterten wissenschaftlichen An-
satz in seinen Grundzügen, jedoch wurden aufgrund der technischen Ausrichtungen einige 
Änderungen durchgeführt. Diese Änderungen beziehen sich auf die im induktiven Ansatz 
beschriebene schrittweise Änderung der Passung. 
Ein technisches System und seine Messgrößen besitzen immer ein Streuungsverhalten. Selbst 
wenn alle Bedingungen identisch sind, wird bei einer Wiederholung des Versuches ein ande-
res Ergebnis erreicht. Diese Streuung kann sehr gering sein, oder ist nicht messbar. Die Gren-
zen eines Streuungsverhaltens werden im Falle der "nicht Messbarkeit" durch die Messtech-
nik definiert, nur eine bessere Messtechnik würde eine Erfassung weiterer Streuung ermögli-
chen. Die Genauigkeit ist bei technischen Systemen zusätzlich eine Frage der Notwendigkeit. 
Ein Prozess soll nicht so genau wie möglich sein, sondern so genau wie nötig. Die weitere 
Prozesskette, die Produkteigenschaften und letztendlich der Kunde beeinflussen die Streuung 
des Prozesses. Dadurch lässt sich das Maß einer Passung, das zu erreichen ist, definieren. Ein 
zu hohes Passungsmaß ist nicht notwendig, ein Minimum muss jedoch erreicht werden, um 
konstante Ergebnisse auch bei Prozessstreuungen zu erreichen. 
Das Modell muss also ein vorgegebenes Maß der Passung erreichen. Erreicht es dieses nicht, 
ist ein Einsatz nicht sinnvoll. Ein höheres Maß als dieses zu erreichen, ist nicht notwendig, da 
die Prozessdaten diese Informationen aufgrund der eigenen Streuung gar nicht beinhalten. Es 
werden jedoch verschiedene Passungsmaße ε1-εn definiert, die schrittweise erreicht werden 
müssen. Wird eine dieser Passungen nicht erreicht, so wird wiederum das Modell verbessert. 
Als Besonderheit ist zu beachten, dass nun wiederum bei der Prüfung der ersten Passung zu 
beginnen ist. Es kann nicht an der Stelle fortgefahren werden, an der beim letzten Prüfen ab-
gebrochen wurde, da nicht klar ist, ob die Modellanpassung eine Verbesserung mit sich ge-
bracht hat. Die Vorgehensweise ist in Abbildung 17 gezeigt. 
Die Vorgehensweise ist dabei in drei Hauptteile unterteilt: 
1. Die Prozessanalyse, also die vorbereitenden Arbeiten, um die grundlegenden Informa-
tionen zum Aufbau des Neuronalen Netzes zu erhalten. 
2. Die Anpassung des Neuronalen Netzes für ein optimales Ergebnis. 
3. Beschreibung des Reglereinsatzes durch Iteration für einen komplexen und sich durch 
äußere Einflüsse verändernden Prozess. 
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Diese drei Schritte werden dem konzeptionellen Ansatz in Abbildung 17 zugeordnet. Auf die 
praktische Anwendung wird in diesem Kapitel verzichtet, es wird eine allgemeingültige Vor-
gehensweise beschrieben. Die Praxisumsetzung wird in Kapitel 5 durchgeführt. 
x, D, y, o
x, D, U, o
M, D, U, o
M, D, U, -M, D, U, +
M, D, U´, o M´, D, U, o
M, D, U´, -
M´, D, U, +
M, D, U´, + M´, D, U, -
Stop: 
wenn εn erreicht
ε1 erreicht, 
ε2 prüfen
...εn
Prozessanalyse
Anpassung des Neuronalen Netzes
Prüfung anhand ε1
Regeleinsatz
Regler
Prozess
 
Abbildung 17: An die technischen Anforderungen angepasste Vorgehensweise 
Die Nutzung künstlicher Neuronaler Netze als Regeltool Seite 57 
 
4.1. Die Prozessanalyse zur Vorbereitung des Neuronalen Netzes 
Im Rahmen der Prozessanalyse werden die Grundlagen für die weiteren Arbeiten geschaffen. 
Zu Beginn wird das intendierte System festgelegt, an dem die weiteren Schritte durchgeführt 
werden. Dann werden, wie in Abbildung 18 ersichtlich, die Datenstruktur, darauf basierend 
der Approximationsapparat und dann eine Modellklasse festgelegt. 
x, D, y, o
x, D, U, o
M, D, U, o
Prozessanalyse
Es existiert eine Datenstruktur D; Das Modell ist 
unbekannt (x); Ein Approximationsapparat ist 
noch nicht gewählt (y).
Wahl eines Approximationsapparates U anhand 
der Datenstruktur D. Mit U werden auch die 
Abbruchbedingungen, in diesem Fall die zu 
erreichenden Passungsmaße definiert.
Wahl einer Modellklasse M mittels Datenstruktur 
D und Approximationsapparat U. Die Passung ist 
unbekannt.
(o) bezeichnet die unbekannte Passung von 
Modell und Datenstruktur
 
Abbildung 18: Prozessanalyse als Ausschnitt der Gesamtvorgehensweise 
 Die Datenstruktur beschreibt die Art der vorliegenden Daten. 
 Der Approximationsapparat gibt an, wie die Berechnung der Passung durchgeführt 
wird und wie die Passungsmaße definiert sind. 
 Die Modellklasse beinhaltet Informationen darüber, wie die Modelle aufgebaut sein 
werden. 
4.1.1. Findung und Definition des intendierten Systems 
Wie bereits in der wissenschaftlichen Vorgehensweise vorgestellt, ist die Grundlage zum 
Aufbau eines geeigneten Modells zur Regelung komplexer und veränderlicher Prozesse die 
Definition eines intendierten Systems. Dieses ist als das System zu verstehen, bei dem die 
später erarbeiteten lokalen Theorien Gültigkeit haben werden. Dieses System ist die Basis für 
die erarbeiteten Theorien. Nur auf Basis eines intendierten Systems ist der Aufbau einer Da-
tenstruktur möglich. 
Die Festlegung eines intendierten Systems geschieht auf Basis und in Anlehnung an die Theo-
rien, die erarbeitet werden. So werden vom Erfinder der Theorien Systeme angegeben, für die 
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diese Theorien Gültigkeit haben. Diese Systeme werden dann durch die erarbeiten Modelle 
korrekt dargestellt.154 
Bei ingenieurtechnischen Arbeiten ist ein technisches System vorgegeben, für das geeignete 
Modelle und Theorien gebildet werden. Dieser Vorgehensweise kommt der bereits beschrie-
bene induktive Ansatz sehr entgegen, da dieser Ansatz bereits ein definiertes intendiertes Sys-
tem voraussetzt, um darauf basierend Modelle aufzubauen. Da diese Systeme jedoch oftmals 
sehr komplex sind, werden Ansätze für eine geeignete Auswahl und Definition des intendier-
ten Systems benötigt. 
Ein im Qualitätsmanagement verbreitetes Tool ist die System- und Funktionsanalyse, welche 
eine strukturierte Vorgehensweise zur Definition eines intendierten Systems bietet. Da beson-
ders auf sehr komplexe, bisher nicht ausreichend beschriebene Systeme fokussiert wird, ist 
die Systemanalyse besonders zur Definition des intendierten Systems geeignet. Dabei sind die 
Erfassung von Systemzusammenhängen, Systemfunktionen und die Beschreibung von Sys-
temfunktionen maßgebliche Schritte zur Beschreibung des intendierten Systems. Anhand die-
ser Grundlagen wird dann das intendierte System definiert.155 
Bei einer Regelungsaufgabe stellt das intendierte System den gesamten zu regelnden Prozess 
dar. Eine besondere Aufmerksamkeit wird der Definition der Systemgrenzen gewidmet, da 
sich durch diese Systemgrenzen auch die Größe des Regelkreises stark verändern kann. Die 
Definition des intendierten Systems ist damit stark abhängig von der gestellten Regelungsauf-
gabe. Das intendierte System wird an dieser Stelle als Black-Box betrachtet, die Findung der 
Systemgrenzen steht im Vordergrund. 
4.1.2. Ausarbeitung einer das Modell beschreibenden Datenstruktur 
Der Prozess stellt, als Black Box betrachtet, den Hauptteil des intendierten Systems dar. Um 
später anhand des intendierten Systems ein beschreibendes Modell aufzubauen, bedarf es ei-
ner Zahl an aussagefähigen Daten, der Datenstruktur. Wird nun die Datenstruktur betrachtet, 
die das intendierte System möglichst gut beschreibt, dient das Black-Box Modell der Darstel-
lung der Einfluss- und Zielgrößen für die weitere Verwendung innerhalb des intendierten Sys-
tems (Abbildung 19). Wie bereits in den Grundlagen in Kapitel 2.2.4 erläutert, gibt es eine 
Vielzahl von Einflussgrößen, die sich in Faktoren sowie Stör- und Steuergrößen unterschei-
den lassen. Die Störgrößen zeichnen sich dadurch aus, dass sie nicht beeinflussbar sind. Sie 
sind damit als möglicher Inhalt für eine geeignete Datenstruktur zu Beschreibung des inten-
dierten Systems ungeeignet. Als weiteres gibt es Faktoren und Steuergrößen. Laut Beschrei-
bung des Black Box Modells sind es die Faktoren, die zur Veränderung des Prozesses verän-
dert werden, während die Steuergrößen zwar einen Einfluss haben, jedoch konstant gehalten 
werden. Zur Beschreibung der Datenstruktur ist es notwendig, bereits frühzeitig in Faktoren, 
Steuergrößen und Störgrößen zu unterscheiden. Im Black Box Modell werden als Prozesser-
                                                 
154
 Balzer (1997), Die Wissenschaft und ihre Methoden: Grundsätze der Wissenschaftstheorie, S. 54 
155
 Die Systemanalyse wird z.B. beschrieben in Pfeifer (2001), Qualitätsmanagement, S. 350, 351 und 
Hering/Triemel/Blank (1999), Qualitätsmanagement für Ingenieure, S. 113-115 
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gebnis die Zielgrößen beschrieben, die entsprechend ein messbares Versuchsergebnis ange-
ben. Zur Definition der Datenstruktur wird dieser Begriff erweitert in zwei Elemente: 
1. Messgrößen als direktes Ergebnis des Prozesses 
2. Zielgrößen als relevante Elemente zur Beschreibung des intendierten Systems mittels 
einer Datenstruktur. 
Aus der Vielzahl an verfügbaren Messgrößen werden jene identifiziert, die zur Beschreibung 
des intendierten Systems in der Datenstruktur generell geeignet sind. Die Vorgehensweise 
dazu soll nun erläutert werden. 
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Abbildung 19: Black Box als Teilelement des intendierten Systems 
4.1.2.1. Definition und Analyse kundenrelevanter Messgrößen 
Für das intendierte System werden im Folgenden die notwendigen Zielgrößen der Datenbasis 
definiert und bewertet. Grundlegend dazu sind die definierten Systemgrenzen, die genau be-
schreiben, was zum intendierten System dazugehört und was nicht. In einem ersten Schritt 
werden Messgrößen identifiziert, die das intendierte System möglichst gut beschreiben. Basis 
für eine solche Auswahl sind bereits vorhandene Dokumentationen wie z.B. FMEA und QFD, 
die eine Vorauswahl kritischer und kundenrelevanter Informationen erleichtern. Es wird un-
terschieden in Messgrößen, von denen eine Vielzahl vorhanden ist und in für die Datenbasis 
relevante Zielgrößen, welche alleinig zur Beschreibung des Modells notwendig sind. Zu viele 
Zielgrößen führen zu einer sehr hohen Komplexität des Modells und somit zu möglichen 
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Problemen bei der späteren modellhaften Abbildung. Zu wenige Zielgrößen hingegen sind 
eine zu starke Vereinfachung und schränken das spätere Modell zu sehr ein. 
4.1.2.2. Identifizierung und Analyse der relevanten Einflussgrößen 
Nach der Definition der Zielgrößen werden die Einflussgrößen erfasst. Dies geschieht immer 
in Verbindung zu den Zielgrößen. Auch dabei unterstützen strukturiert verschiedene Metho-
den des präventiven Qualitätsmanagements, z.B. das Ishikawa Diagramm. 
Ziel ist, die Zusammenhänge auf einfache und einstellbare Prozessgrößen zurückzuführen. 
Innerhalb des Ishikawa Diagramms wird weiter entschieden, welche Größen als Störgrößen, 
welche als Steuergrößen und welche zuletzt als Faktoren genutzt werden. Die Faktoren bilden 
dabei zusammen mit der Zielgröße die Datenbasis des intendierten Systems und müssen daher 
grundsätzlich in der Lage sein, dieses System abzubilden. Es ist wie bei den Zielgrößen zu 
beachten, dass nicht zu viele Größen betrachtet werden, um die Komplexität gering zu halten; 
die Betrachtung von zu wenigen Größen hingegen führt zu einer schlechten Abbildung. Lie-
gen nach Nutzung des Ishikawa Diagramms immer noch zu viele Faktoren vor, ist es notwen-
dig, diese weiter zu verringern. Handhabbar sind 4-6 Faktoren156, auf die reduziert wird. Dazu 
gibt es zwei Möglichkeiten, die getrennt voneinander oder auch kombiniert genutzt werden 
sollen.  
Mittels paarweisem Vergleich wird eine Bewertung durch Experten vorgenommen. Ist ein 
paarweiser Vergleich wegen einem fehlenden Prozessverständnis nicht möglich oder ist die 
Anzahl der Faktoren auch an dieser Stelle noch zu groß, so werden die hauptsächlich relevan-
ten Prozessgrößen unter Nutzung der Statistischen Versuchsmethodik erarbeitet. Die Statisti-
sche Versuchsmethodik erleichtert zusätzlich die spätere Modelldefinition, da durch geeignete 
Versuchspläne Informationen über das Linearitätsverhalten und mögliche Wechselwirkungen 
gewonnen werden. Daher empfiehlt es sich, auf klassische Versuchspläne, wie vollfaktorielle 
oder teilfaktorielle Versuche zurückzugreifen. Bleibt die Anzahl der Faktoren trotz allem grö-
ßer als sechs, empfiehlt sich eine erneute Betrachtung der Systemgrenzen, da die Gesamt-
komplexität sonst zu hoch für eine praktikable Nutzung ist. 
Die statistische Versuchsmethodik erfordert Wissen über die vorzunehmenden Faktoreinstel-
lungen. Da bei der Entwicklung einer Prozessregelung die Standardeinstellungen, die unter 
optimalen Bedingungen ein optimales Prozessergebnis ergeben, bekannt sind, stellen diese die 
Ursprungswerte für einen Versuchsplan dar. Die Variation der einzelnen Faktoren geschieht 
dann auf einer Stufe und einer oberen Stufe. Der Abstand dieser beiden Stufen entspricht 
mindestens der sechsfachen Standardabweichung der Mittelwerte, um eine sichere Aussage 
zu erhalten. Eine Überprüfung der Einflussgrößen auf ihre natürlichen Schwankungen ist not-
wendig. Ergänzend wird ein Zentralpunktversuch durchgeführt, um eine Aussage über das 
Linearitätsverhalten zu erhalten. 
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 Kleppmann (1999), Systematisch verbessern - Zielbewußtes Optimieren mit Versuchsplanung, S. 21 
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Auf Basis der vorhandenen Messmittelstreuung, abschätzbar an Wiederholungsmessungen 
ohne Veränderung der Einstellungen, wird der Einfluss dieser Streuung auf die Rückführung 
durch eine Regelung bestimmt. Diese spielen eine Rolle, da sie über das kNN auf die Ein-
stellgrößen zurückgeführt werden. Schwankungen dieser Messgrößen können nicht aus einer 
Veränderung der Stellgrößen resultieren. Daher muss die in der Messgröße vorhandene 
Schwankung, sich ergebend aus der Versuchsstreuung, auf die Stellgrößen bezogen werden. 
Zu diesem Zweck wird in einem ersten Ansatz anhand des 95% Vertrauensintervalls das In-
tervall der Messschwankung bestimmt, in dem sich 95% aller Messungen befinden. Mit Hilfe 
der t-Verteilung und der Abweichungen der Messungen des Zentralpunktes aus den Vorver-
suchen wird dieses Intervall wie folgt berechnet: 
n
s
ty αν ,2 ⋅=∆  Gl. 14 
In dieser Formel wird der t-Wert für das 95% Vertrauensintervalls der vorhandenen Anzahl an 
Messpunkten der Versuchswiederholung des Zentralpunktes genutzt. So ergibt sich für jede 
Messgröße ein bestimmtes Intervall. Unter Nutzung der Paretoanalyse und der bestimmten 
Effekte aus dem Versuchsplan werden die Schwankungen auf die Haupteffekte zurückgeführt. 
Eine Rückführung auf Wechselwirkungen ist aufgrund der nicht trennbaren Wertekombinati-
onen nicht möglich. Sie ist wegen der meist geringen Signifikanzen auch in der Regel nicht 
notwendig. Anhand der Paretoanalysen und der standardisierten Effekte kann der prozentuale 
Anteil jeder Größe am Gesamteffekt bestimmt werden. Entsprechend dieser Anteile werden 
die Messschwankungen aufgeteilt und anschließend mittels der bestimmbaren Effekte auf die 
Einflussgrößen zurückgeführt. 
-1 +1
∆y
∆u
Effekt
u
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Abbildung 20: Bestimmung der messtechnisch induzierten Faktorschwankung 
Die Effekte beziehen sich in der Berechnung auf das Intervall [-1;1], sind also normiert. Für 
die Bestimmung der Faktorschwankung wird der Effekt auf die Einstellungen bezogen, also 
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die Steigung der Geraden bestimmt. Anhand der Steigung wird die Schwankung der Mess-
größe auf die Einstellgröße bezogen und so das Intervall bestimmt, in dem eine Veränderung 
der Einstellung aufgrund der Messunsicherheit nicht erkannt werden kann. Dies ist in 
Abbildung 20 skizziert. 
Die Ergebnisse der Analyse der Einflussgrößen stellen die Grundlage für die weiteren Schritte 
zum Erstellen einer Datenstruktur dar. Wichtig ist daher, diese Analyse sehr ausführlich und 
sorgfältig durchzuführen, damit bei allen späteren Schritten ausschließlich signifikante Fakto-
ren genutzt werden. Die Nutzung von Faktoren ohne einen signifikanten Einfluss auf das Pro-
zessergebnis führt zu einem komplexeren kNN, das nicht die optimalen Ergebnisse erzeugen 
kann. 
4.1.2.3. Entwicklung der Datenstruktur 
Die Datenstruktur wird aus einer Anzahl von Messgrößen und den entsprechenden Einfluss-
größen gebildet. Um die weiteren Schritte zu vereinfachen, empfiehlt es sich, zusätzlich all-
gemeine Angaben und Informationen über die relevanten Einstellungen und Messwerte sowie 
über die Linearität zu notieren. Die Erfassung statistischer Kennwerte wie erreichte Mittel-
werte und Prozess- sowie Messmittelstreuungen sind dazu notwendig. 
Die Datenstruktur, die für die Modellbildung aufgebaut wird, muss alle gesammelten Infor-
mationen beinhalten, darf aber gleichzeitig nur aus signifikanten Faktoren und Messgrößen 
bestehen. Die Signifikanz der Größen wurde bereits in der Analyse sichergestellt. Nun wird 
das Systemverhalten durch eine Reihe von Datensätzen möglichst vollständig beschrieben. Da 
dies mit einem entsprechenden Versuchsaufwand verbunden ist, muss das Ziel sein, mit mög-
lichst wenig Versuchen eine Menge an Daten mit einem möglichst hohen Informationsgehalt 
zu erhalten. 
Die Statistische Versuchsmethodik unterstützt bei der Erstellung einer Datenstruktur. Diese 
stellt ein Datenabbild des intendierten Systems dar und muss aus diesem Grund möglichst 
viele Informationen über das System beinhalten. Durch die gezielte Variation der Faktoren 
gelingt es, in wenigen Versuchen möglichst viele Informationen unterzubringen. Dabei ist 
immer bekannt, welche Informationen gewonnen werden können und welche Informationen 
verloren gehen. Weiterhin ist eine Anzahl von Versuchswiederholung mit zu berücksichtigen, 
um die Prozessstreuung abschätzen zu können und Ausreißer rechtzeitig zu erkennen. Die 
Anzahl der Versuchswiederholungen wird später unter Berücksichtigung der Modellstruktur 
festgelegt. Tabelle 5 zeigt eine Übersicht über mögliche Versuchspläne für 3-6 Faktoren mit 
geringem Versuchsaufwand. Als Randbedingung für die Anzahl der Versuche wurde eine 
Maximalanzahl von 20 Versuchen festgelegt, um den notwendigen Versuchsaufwand in 
Grenzen zu halten. Diese Bedingung kann nur für lineare Zusammenhänge eingehalten wer-
den. Nichtlineare Zusammenhänge erfordern signifikant mehr Versuche. Es werden 2FWW 
berücksichtigt, höhere Wechselwirkungen finden allerdings keine Berücksichtigung. Die an-
gegebene Versuchsanzahl ist ohne Versuchswiederholung und die linearen Zusammenhänge 
sind ohne Zentralpunktversuche angegeben. Für die nichtlinearen Versuche ist kein Zentral-
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punktversuch notwendig, da der Versuchsplan bereits nichtlineare Zusammenhänge berück-
sichtigt. Box-Behnken Versuchspläne berücksichtigen Zweifachwechselwirkungen und bilden 
nichtlineare Zusammenhänge ab. Jedoch ist für eine Nutzung von Box-Behnken Plänen das 
Vorhandensein von genau drei Faktorstufen notwendig. 
Anzahl 
Faktoren 
3 
Plan Versuche 
4 
Plan Versuche 
5 
Plan Versuche 
6 
Plan Versuche 
Linear 23 8 24 16 25-1 16 26-2 16 
Nichtlinear 33 27 BB 27 BB 46 BB 54 
Legende: BB: Box Behnken      
 
 
Tabelle 5: Übersicht über mögliche Versuchspläne zur Gewinnung der Datenstruktur 
Tabelle 5 stellt jedoch nur eine Auswahl dar, die einen möglichst hohen Informationsgewinn 
bei wenigen Versuchen gewährleistet. Im Rahmen der Theorien zur statistischen Versuchsme-
thodik existiert noch eine Vielzahl von Versuchsplänen, die eventuell bei spezifischen Prob-
lemstellungen bessere Ergebnisse bringen, als die hier angegebenen. Für die meisten Anwen-
dungen sind die angegebenen Versuche vollkommen ausreichend. Eine Einzelbewertung 
muss für jeden einzelnen Fall durchgeführt werden. Ergänzend werden Zentralpunktversuche 
durchgeführt. Diese dienen später der Einschätzung der Versuchsstreuung durch einzelne Pa-
rameter. Die Anzahl der Wiederholung der Zentralpunktversuche wird unter Berücksichti-
gung der durchführbaren Versuchsanzahl und dem genutzten Versuchsplan festgelegt. 
Nun steht die Basis der Datenstruktur fest. Es ist jedoch noch unbekannt, wie oft die Versuche 
wiederholt werden müssen. Es fehlen Informationen über die Gesamtgröße der Datenstruktur. 
Nachdem nun die Datenstruktur definiert ist, wird ein Approximationsapparat U ausgewählt. 
In Verbindung mit dem Approximationsapparat wird auch die Modellklasse gewählt, da eine 
Abstimmung von Modellklasse und Approximationsapparat notwendig ist. Einige Modell-
klassen in den Ingenieurwissenschaften besitzen bereits eigene Approximationsapparate, so 
dass eine Trennung eine starke Einschränkung bedeuten würde. Simulationsprogramme bieten 
z.B. eigene Passungsmaße, die eine Beurteilung der Approximation mit der Wirklichkeit er-
möglichen. Auch die Modellbildung mittels Regressionsberechnung beinhaltet eigene Bewer-
tungsmaßstäbe wie z.B. das Bestimmtheitsmaß.  
4.1.3. Definition eines Approximationsapparates und einer Modellklasse 
Der Approximationsapparat U ist direkt abhängig von  
a) dem intendierten System und  
b) der genutzten Modellklasse. 
Frühzeitig wird definiert, wie der Grad der Anpassung des Modells an das intendierte System 
bestimmt wird. Dabei spielt sowohl die Anzahl der relevanten Zielgrößen als auch der Daten-
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typ der Zielgrößen eine Rolle. Die Berechnung basiert in der Regel auf herkömmlichen ma-
thematischen Verfahren zur Bestimmung einer Abweichung. Die bekannteste Art, ein Pas-
sungsmaß, zu bestimmen, ist die Berechnung des Fehlerquadrats. Dieses wird auch häufig in 
der Mathematik zur Überprüfung einer Approximation genutzt.157 
Bei technischen und ingenieurwissenschaftlichen Aufgaben, die der Annäherung an ein tech-
nisches System durch Simulation oder mathematisch statistische Regression dienen, sind die 
Berechnungen der Passung oftmals bereits durch die Software oder andere festgelegte Maße 
definiert. Diese orientieren sich meist an der Berechnung des Fehlerquadrates. Ziel ist die 
Minimierung des Passungsmaßes auf ein vorgegebenes Niveau ε. 
Eine Besonderheit bei den Angaben von Passungsmaßen weisen kNN auf. Dies liegt darin 
begründet, dass Neuronale Netze bereits einen entsprechenden Approximationsapparat mit-
bringen. Dieser ist Teil des Trainingsalgorithmus der Neuronalen Netze und basiert auf der 
Berechnung des Fehlerquadrates158. Da kNN auf ein Problem hin trainiert werden, werden zur 
Beurteilung von kNN zwei Passungsmaße genutzt; eine Passung bezogen auf die Trainingsda-
ten, dann eine Passung bezogen auf die Testdaten. Testdaten sind Datensätze, die im Versuch 
gesammelt wurden, jedoch dem kNN nicht zum Training zur Verfügung gestellt wurden. Bei 
den Trainingsdaten wird geprüft, wie gut bekannte und erlernte Datensätze approximiert wer-
den. Die Testdaten sind demgegenüber unbekannte Daten; die Passung der Testdaten zeigt 
also, wie gut unbekannte Datensätze durch das kNN dargestellt werden können. Es wird die 
Fähigkeit zur Verallgemeinerung überprüft. Grundsätzlich ist es zweckmäßig, beide Größen 
zu betrachten. Anhand des Verlaufs der Trainingskurven, die sowohl die Passung der Trai-
ningsdaten als auch die Passung der Testdaten anzeigen, wird eine Beurteilung der Güte des 
Gesamttrainings gemacht. Das Training wird dann beendet, wenn die Passung der Trainings-
daten weiter zunimmt, und gleichzeitig die der Testdaten abnimmt. Dies ist ein Indiz dafür, 
dass das kNN beginnt, Daten auswendig zu lernen und seine Fähigkeit, mit unbekannten Da-
ten umzugehen verliert. Diesen Vorgang nennt man Overfitting oder Übergeneralisierung. Er 
tritt besonders stark auf, falls die Anzahl der Verbindungen größer der Anzahl der trainierten 
Datensätze ist, da dann jedem Datensatz eine oder mehrere Verbindung zugeordnet werden. 
Deutlich wird dies in Abbildung 21, die eine Lernkurve eines einfachen kNN darstellt. Er-
kennbar ist der Verlauf der mittleren quadratischen Abweichung bezogen auf die Trainings- 
und Testdaten. Weiter zu sehen ist ein Anstieg des mittleren quadratischen Fehlers der Test-
daten bei einer gleichzeitig starken Abnahme des Fehlers der Trainingsdaten. Dies bedeutet, 
dass nun das kNN sehr gut in der Lage ist, die Trainingsdaten abzubilden, jedoch unbekannte 
Daten deutlich schlechter abgebildet werden können.159 
                                                 
157
 Die Approximation ist ein bekanntes Thema in der Mathematik. Dort ist oft das Ziel, komplexe Funktionen 
z.B. durch Reihen zu approximieren oder Differentialgleichung einfacher darzustellen. Die Passung wird da-
bei durch das Fehlerquadrat bestimmt. Zeidler/Hackbusch/Schwarz (1996), Teubner - Taschenbuch der Ma-
thematik, S. 1145-1152 
158
 Entsprechende Erläuterungen finden sich in Kapitel 2.3.1.4, in dem das Training mittels Backpropagation für 
MLP Netze erläutert wird. 
159
 Nauck/Klawonn/Kruse (1994), Neuronale Netze und Fuzzy Systeme, S. 79, 89 und Rojas (1993), Theorie der 
neuronalen Netze - Eine systematische Einführung, S. 176, 177 
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Abbildung 21: Darstellung des Overfitting in der Lernkurve eines kNN 
Die Festlegung des Passungsmaßes ε ist von der Aufgabenstellung und den Zielgrößen ab-
hängig. Da das Passungsmaß im Laufe der induktiven Vorgehensweise angepasst wird, spielt 
besonders das zu erreichende Passungsmaß eine wichtige Rolle. Er wird so gewählt, dass das 
Modell die für die weiteren Arbeiten erforderliche Genauigkeit erhält. Wird es zu klein ge-
wählt, ist eine Zielerreichung nicht möglich. Die Streuung der einzelnen Messgrößen kann gut 
als Anhaltspunkt genutzt werden, da eine Genauigkeit kleiner als die Streuung der Messgrö-
ßen keinen Sinn macht. 
Die Theorien werden durch bestimmte Sätze, d.h. Axiome, Hypothesen, Gesetze und Annah-
men der Theorie beschrieben. Diese Sätze bilden die Modellklasse. Dabei wird im klassischen 
Sinne auf bekannte Gesetzmäßigkeiten der Naturwissenschaften und der Mathematik zurück-
gegriffen. In der Mathematik werden häufig komplexe Funktionen durch einfachere approxi-
miert. Beispiele sind Fourierpolynome oder die einfache Polynomapproximation160. In der 
Ingenieurwissenschaft wird dies durch weitere bekannte Theorien und Gesetze z.B. aus der 
Mechanik oder der Elektronik erweitert. Bezieht man die Modellklassen auf die Regelung von 
Prozessen, so kann auch hier auf bekannte und verbreitete Sätze und Theorien verwiesen wer-
den, wie sie durch die klassische Regelungstechnik oder auch durch moderne Ansätze aus 
dem Bereich der Neuronalen Netze gebildet werden. 
                                                 
160
 Zeidler/Hackbusch/Schwarz (1996), Teubner - Taschenbuch der Mathematik, S. 1145-1148 
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Bei der Definition der Modellklasse wird das intendierte System mit betrachtet, denn auch das 
intendierte System unterliegt bereits bekannten Sätzen und Regeln, die für eine Vereinfa-
chung mit einbezogen werden, um die Modellklasse möglichst genau zu definieren. Je genau-
er von Anfang an die Modelle beschrieben sind, desto schneller und besser wird eine Anpas-
sung später möglich sein. Die Modellklasse muss grundsätzlich in der Lage sein, die gestell-
ten Aufgaben zu lösen; die Aufnahme und Bewertung aller bekannten Voraussetzungen ist 
daher für die geeignete Wahl einer Modellklasse notwendig. 
4.1.4. Umsetzung einer Datenstruktur, eines Approximationsapparates und ei-
ner Modellklasse 
Anhand der gesammelten Informationen können nun Approximationsapparat und Modellklas-
se gewählt werden. Da insbesondere bei ingenieurstechnischen Aufgabenstellungen und Lö-
sungsansätzen beide Systeme miteinander verknüpft sind, liegt der Schwerpunkt dieser Arbei-
ten in der Auswahl einer Modellklasse, die den Anforderungen an die Regelung gerecht wird. 
Ausgehend von einem intendierten System, welches aufgrund unbekannter Wirkzusammen-
hänge, Veränderungen über die Zeit, Wechselwirkungen und eventuellen Nichtlinearitäten für 
herkömmliche Regelansätze ungeeignet ist, wird eine geeignete Modellklasse ausgewählt, die 
eine solche Regelung grundsätzlich ermöglicht. Wie bereits die Analyse in Kapitel 3.2.3 zeigt, 
ist besonders der auf kNN basierte Regelansatz "Supervised Control" für eine solche Aufgabe 
geeignet. "Supervised Control" approximiert mit einem kNN vom Typ MLP die Zusammen-
hänge, die anhand der zur Verfügung gestellten Datenstruktur erlernt werden. 
Der Einsatz des Neuronalen Netzes muss im Rahmen der Regelung "Supervised Control" in 
zwei Phasen, das Training und die Regelung, unterschieden werden. Diese zwei Phasen wer-
den in Abbildung 22 gezeigt. 
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Abbildung 22: Reglerstruktur beim Training und beim Regeleinsatz161 
Das Netztraining: 
Zum Netztraining werden dem kNN die Ausgangsgrößen der Regelstrecke als Eingangsgrö-
ßen zur Verfügung gestellt. Es sind so viele Eingangsneuronen notwendig, wie Messgrößen 
der Regelstrecke betrachtet werden. Entsprechend stellen die Faktoren, also die Stellgrößen 
der Regelstrecke, die Ausgangsneuronen des kNN dar. Das kNN hat die Aufgabe, die Zu-
sammenhänge zwischen den Messgrößen und den Stellgrößen zu approximieren. Während 
des Netztrainings wird der Fehler ε zwischen dem kNN und den realen Größen minimiert. Die 
Rückführung der Prozessergebnisse in die Regelung und Schließung des Regelkreises ge-
schieht in den Phasen des Netztrainings. Durch das damit immer erforderliche erneute Trai-
ning mit neuen Daten wird eine Anpassung des Reglers an sich verändernde Prozessbedin-
gungen erreicht. 
Die Regelung: 
Im Regelbetrieb dient der Neuronale Regler dazu, Vorgaben der Messgrößen y0 in Einstell-
werte uR umzusetzen, die dann im Prozess genutzt werden und wiederum zu den entspre-
chenden Messwerten yR führen. Idealerweise entspricht der Wert yR dem der Regelung vor-
gegebenen y0. Starke Abweichungen sind ein Indiz für ein unzureichendes Training oder an-
derweitige, vorherrschende Störungen. 
                                                 
161
 Angelehnt an die "General Learning Architecture" aus Psaltis/Sideris/Yamamura (1988), A multilayered 
neural network controller, S. 18 
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Im Rahmen des Netztrainings wird der Fehler zwischen Modell und Datenstruktur minimiert. 
Es wird durch das Neuronale Netz ein Approximationsapparat zur Verfügung gestellt und ein 
Passungsmaß angegeben. 
In den ersten vorbereitenden Schritten wurden die Grundlagen für die weitere Modellentwick-
lung geschaffen. Zu Beginn wurde ein intendiertes System definiert und die relevanten Ziel-
größen sowie die signifikanten Einflussgrößen identifiziert, analysiert, bewertet und ausge-
wählt und so die Grundsteine der Datenstruktur gelegt. Durch die damit verbundene Redukti-
on der Komplexität wurde eine nutzbare Basis für die spätere Regelung geschaffen. Mittels 
der statistischen Versuchsmethodik wurden dann die Daten ausgewählt, die eine spätere Pro-
zessbeschreibung ermöglichen. Dabei sind Informationen zu Mittelwerten, Streuungen, 
Wechselwirkungen und dem Linearitätsverhalten in die Auswahl mit eingeflossen. Eine Da-
tenstruktur, eine Modellklasse und der Approximationsapparat sind definiert. Da jedoch be-
sonders Neuronale Netze viele weitere Freiheitsgrade besitzen, wird der Neuronale Regler 
weiter angepasst und optimiert. Dabei stehen die Netzstruktur, die genutzte Transferfunktion 
sowie die Trainingsalgorithmen im Vordergrund. 
4.2. Die Modellanpassung 
Die Anpassung des Modells dient dazu, einzelne Einstellungen der Modellstruktur zu opti-
mieren. Besonders bei Nutzung von kNN sind diese Schritte aufgrund der vielfältigen Varia-
tionsmöglichkeiten unbedingt notwendig. Es gibt keinen "optimalen Weg" zur Anpassung von 
kNN; die idealen Einstellungen und die Ergebnisse sind alleinig von der spezifischen Anwen-
dung abhängig. Die Anpassung wird in dieser Arbeit durch den Einsatz einer wissenschaftli-
chen Vorgehensweise, gekoppelt mit Methoden des präventiven Qualitätsmanagements, 
strukturiert. Dies ermöglicht eine zeitoptimale und zielgerichtete Anpassung. Folgende Para-
meter müssen für einen Einsatz von kNN definiert und optimiert werden: 
Die Struktur des kNN 
 Anzahl verdeckter Schichten. 
 Anzahl der Neuronen auf den verdeckten Schichten. 
 Die geeignete Aktivierungsfunktion. 
Die Datenstruktur 
 Art und Anzahl der Trainingsdaten. 
 Art und Anzahl der Testdaten. 
Das Netztraining 
 Der geeignete Trainingsalgorithmus. 
 Das optimale Abbruchkriterium. 
 Einstellung der Lernparameter. 
 Wahl des Startwertes. 
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Die Anpassung der einzelnen Größen geschieht schrittweise in Anlehnung an das Modell 
(Abbildung 23). Nach der schrittweisen Prüfung und einem Ablehnen der einzelnen Passun-
gen wird das Modell weiter optimiert. Dies wird wiederholt, bis alle Passungen akzeptiert 
werden. Eine weitere Optimierung ist nicht zweckmäßig, da dann in Bereichen optimiert wür-
de, die der Prozess aufgrund seiner natürlichen Streuungen nicht erreichen kann; das kNN 
beginnt, die Streuung zu approximieren. 
M, D, U, -M, D, U, +
M, D, U´, o M´, D, U, o
M, D, U´, -
M´, D, U, +
M, D, U´, + M´, D, U, -
Anpassung des Neuronalen Netzes
Veränderung der Passung Veränderung des Modells
Stop: 
wenn εn erreicht
ε1 erreicht, 
ε2 prüfen
...εn
Prüfung anhand ε1
 
Abbildung 23: Vorgehensweise zur Anpassung des kNN 
Begonnen wird die Anpassung mit der Definition einer Ausgangssituation, basierend auf den 
Analyseergebnissen. 
4.2.1. Definition einer Ausgangssituation 
Um das Modell anzupassen und zu optimieren wird zu Beginn ein grundlegendes "Initialmo-
dell" definiert. Ausgangssituation für dieses Modell sind die in der Analyse festgelegten 
Grundlagen, also die Datenstruktur, die Modellklasse und der dazugehörige Approximations-
apparat. 
Um nun das kNN zu trainieren, werden die notwendigen Basisinformationen festgelegt. Für 
eine Übersicht über die zu definierenden und später zu optimierenden Größen wird das Black 
Box Modell des kNN genutzt, das Abbildung 24 zeigt. 
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Abbildung 24: Black Box Modell des kNN Multilayer Perceptron 
Im Black Box Modell ist nun erkennbar, dass auch hier wieder zwischen Faktoren, Steuergrö-
ßen, Störgrößen und den Zielgrößen unterschieden wird. Als Zielgrößen werden die Pas-
sungsmaße, also die gesamte Genauigkeit der Abbildung, die Passung der Einzelgrößen sowie 
die Passung der Streuung aufgenommen. Auf die Einzelheiten der Passungsmaße wird in Ka-
pitel 4.2.1.7 näher eingegangen. Die Steuergrößen werden im Folgenden definiert und im 
Laufe der Optimierung nicht mehr verändert, da sie aufgrund der durchgeführten Literaturre-
cherche und der Vorarbeiten als die optimalen Einstellungen festgehalten werden können. Die 
Faktoren sind hingegen Einstellungen, die im Verlauf der Modellanpassung weiter optimiert 
werden, um ein möglichst gutes Ergebnis zu erhalten. Für die Faktoren wird eine Ausgangssi-
tuation definiert, auf dessen Basis die Optimierung durchgeführt wird. Die zwei aufgeführten 
Störgrößen stellen nur eine Auswahl der insgesamt vorhandenen Störgrößen dar. Es sind die 
Störgrößen mit dem signifikantesten Einfluss. Zu den Störgrößen zählt die Datenstruktur, also 
die Qualität und Menge an Daten, die genutzt werden. Sind in den Daten nicht erkannte Aus-
reißer oder liegen andere Fehler vor, wird die Qualität des Ergebnisses stark davon beeinflusst 
werden. Eine weitere Störgröße sind lokale Minima in der Optimierungsfläche beim Training. 
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Zwar wird durch geeignete Trainingsalgorithmen die Empfindlichkeit gegen lokale Minima 
verringert, eine 100%ige Lösung ist dies jedoch nicht. Ein Einfluss auf die Zielgrößen ist vor-
handen, der nicht kontrollierbar ist. Im Folgenden werden die Steuergrößen festgelegt. 
4.2.1.1. Der Trainingsalgorithmus: 
In den wissenschaftlichen Grundlagen wurden verschiedene Trainingsalgorithmen beschrie-
ben. Die Schwerpunkte lagen in der Beschreibung des klassischen Backpropagation Algo-
rithmus und des resilent Propagation Algorithmus. Dort wurde bereits festgestellt, dass sich 
für das Netztraining insbesondere RPROP als besonders geeignet herausstellt. Daher wird in 
allen weiteren Schritten das kNN mittels RPROP trainiert. Dieser Algorithmus wird entspre-
chend auch von der in den weiteren Schritten genutzten Software DataEngine unterstützt.  
4.2.1.2. Die Aktivierungsfunktion: 
Für die Anwendung von kNN stehen verschiedene Aktivierungsfunktionen zur Verfügung. 
Diese stellen einen Zusammenhang zwischen dem Aktivierungswert und dem Netzausgang 
her. Bei der Verwendung des MLP, wie beim Ansatz "Supervised Control" vorgesehen, ist zu 
beachten, dass aufgrund der Lernmethode nur differenzierbare Aktivierungsfunktionen ge-
nutzt werden können. Die bekanntesten und am häufigsten genutzten sind die linearen und die 
sigmoiden Funktionen.  
Ein mehrschichtiges Netz, alleinig auf linearen Aktivierungsfunktionen basierend, ist auf ein 
einfaches kNN ohne Zwischenschichten rückführbar. Daher macht diese Verwendung beson-
ders bei komplexen Problemen keinen Sinn.162 
Als Ausgangssituation werden die linearen Transferfunktionen in der Eingangs- und Aus-
gangsschicht verwendet, während die sigmoide Funktion bei den Zwischenschichten genutzt 
wird. Dadurch können beliebig komplexe Funktionalitäten abgebildet werden.  
4.2.1.3. Definition des Abbruchkriteriums: 
Das Abbruchkriterium definiert, wann ein laufendes Training zu beenden ist. Dazu gibt es 
verschiedene Ansätze, die Tabelle 6 kurz aufgelistet und bewertet werden. Als Abbruchkrite-
rium bietet sich zur Regelung der Abbruch nach Erreichen eines Zeitlimits an. Nur so kann 
gewährleistet werden, dass die zur Regelung zur Verfügung stehende Zeit ideal genutzt wird, 
es aber nicht zu in der Produktion unzulässigen Zeitverzögerungen kommt. 
                                                 
162
 Zakharian/Ladewig-Riebler/Thoer (1998), Neuronale Netze für Ingenieure, S. 50; Rojas (1993), Theorie der 
neuronalen Netze - Eine systematische Einführung, S. 149-151 und Scherer (1997), Neuronale Netze: Grund-
lagen und Anwendungen, S. 48-51 
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Bedingung für 
Trainingsab-
bruch 
Vorteile Nachteile 
Trainingsfehler  Definierter Trainings-
abbruch 
 Trainingserfolg einfach zu 
erkennen 
 Einfaches Verständnis 
 
 Optimaler Wert evtl. schwierig zu 
finden 
 Volles Potential wird bei schlecht 
gewähltem Wert nicht ausgeschöpft 
 Bei zu optimistisch gewählter 
Grenze kein erfolgreiches Training 
möglich 
 Fähigkeit zur Darstellung unbe-
kannter Daten ist unbekannt 
Testfehler  Definierter Trainings-
abbruch 
 Trainingserfolg einfach zu 
erkennen 
 Einfaches Verständnis 
 Einfache Beurteilung, ob 
kNN fähig ist, unbekannte 
Daten darzustellen 
 Optimaler Wert evtl. schwierig zu 
finden 
 Volles Potential wird bei schlecht 
gewähltem Wert nicht ausgeschöpft 
 Bei zu optimistisch gewählter 
Grenze kein erfolgreiches Training 
möglich 
 Ergebnis von Wahl und der Güte 
der Testdaten abhängig 
 Zusätzliche Versuche zur Gewin-
nung von Testdaten erforderlich 
Erreichte Epo-
chenzahl / Zeit-
limit 
 Sehr einfache Abbruch-
bedingung 
 Trainingsdauer für ge-
ringe Epochenzahl sehr 
kurz und nahezu kon-
stant 
 Gewünschte Netzgüte wird bei 
Abbruch evtl. nicht erreicht 
 Overfitting durch zu langes Trai-
ning wird begünstigt 
 Trainingsdauer bei hoher Epo-
chenzahl sehr lang 
Trainieren bis 
optimales Netz 
erreicht wird 
 In der Regel sehr gutes 
Trainingsergebnis 
 Es müssen keine Vorga-
ben gemacht werden 
 Kann sowohl für Trai-
nings- als auch für Testda-
ten genutzt werden 
 Vorgabe einer max. Epo-
chenzahl möglich, um 
Trainingszeit zu begren-
zen 
 Vereint die Vorteile aus 
Abbruch durch Trainings-
fehler und max. Epochen-
zahl 
 Lässt sich auch mit Test-
fehler durchführen 
 Trainingszeit unbekannt 
 Trainingsergebnis unbekannt, muss 
daher geprüft werden 
Tabelle 6: Übersicht und Bewertung gängiger Abbruchkriterien beim Training von kNN 
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4.2.1.4. Der Startwert des Trainings 
Die Gewichte und Schwellenwerte, die während dem Netztraining verändert werden, um das 
kNN zu trainieren, benötigen einen Ausgangspunkt, von dem aus das Training gestartet wird. 
Von der Wahl dieses Punktes hängt das Trainingsergebnis aufgrund eventueller lokaler Mi-
nima sehr stark ab. Da die Gesamtkomplexität des Neuronalen Netzes sehr hoch ist, macht die 
Optimierung des Startwertes für jedes einzelne Neuron keinen Sinn. Aufgrund der Verände-
rungen der Datenstruktur, die den Raum der Optimierung aufspannt, müsste auch bei jeder 
Anpassung der Datenstruktur jeder Startwert eines jeden Neurons angepasst werden. Um 
nicht bei jedem Netztraining an demselben lokalen Minimum zu scheitern, wird der Startwert 
zufällig vorgegeben. Es werden also alle Gewichte und Schwellenwerte zu Beginn eines Trai-
nings mit zufälligen Werten belegt. Dies kann dazu führen, dass bei jedem Training, auch bei 
identischen Daten und identischer Netzstruktur ein anderes Ergebnis erreicht wird. Es ist also 
ein weiteres Optimierungsziel, nicht nur ein möglichst geringes Passungsmaß, sondern auch 
konstante, vom Training (und damit vom Startwert) unabhängige Ergebnisse zu erreichen. 
Die Streuung des erreichten Passungsmaßes wird im Rahmen der Netzoptimierung verringert. 
Ein robustes kNN wird erreicht. 
4.2.1.5. Die Gesamtstruktur des kNN 
Die Gesamtstruktur des kNN besteht aus der Eingangsschicht, der Ausgangsschicht und einer 
Anzahl von Zwischenschichten. Diese Schichten bestehen wiederum aus einer bestimmten 
Zahl Neuronen. Im Black Box Modell werden die Eingangs- und Ausgangsschicht als Steuer-
größen definiert, da sie alleinig durch das betrachtete intendierte System festgelegt werden. 
Als Faktoren gelten demgegenüber die Zwischenschichten. Sowohl die Anzahl der Zwischen-
schichten als auch die Anzahl an Neuronen je Schicht ist veränderbar. Vom Gesamtnetz ist 
später auch die Datenstruktur abhängig. 
Um eine Ausgangsstruktur des kNN zu definieren, wird die Anzahl der Eingangsneuronen 
und die Anzahl der Ausgangsneuronen für das kNN anhand der Datenstruktur festgelegt. Dar-
auf basierend werden für die erste Iteration 2 Zwischenschichten definiert, wobei die maxima-
le Anzahl der Neuronen der Zwischenschichten folgende Bedingungen erfüllen sollen: 
1. Beide Zwischenschichten enthalten gleich viele Neuronen. 
2. Die Anzahl der Neuronen auf den Zwischenschichten ist größer als die Anzahl der 
Neuronen der Eingangs- bzw. Ausgangsschicht. 
3. Die sich dadurch ergebende Anzahl der Verbindungen ist kleiner als die Anzahl der 
Datensätze. 
Tabelle 7 zeigt, wie sich in Abhängigkeit der Anzahl von Eingangs- und Ausgangsneuronen 
die Gesamtverbindungszahl und damit die notwendige Anzahl an Datensätzen entwickelt. 
Dazu wird die Anzahl der Neuronen der verdeckten Schichten immer um ein Neuron höher 
gewählt, als die höchste Zahl der Neuronen auf der Eingangs- und Ausgangsschicht ist. In der 
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Matrix ist in der linken oberen Ecke der Felder die Anzahl der Neuronen auf der verdeckten 
Schicht, während unten rechts die Anzahl der Verbindungen angegeben ist. 
     Aus- 
     gang 
Ein-
gang 1 2 3 4 5 6 7 8 
1 2       
          8 
3         
         18 
4 
         32 
5 
         50 
6 
         72 
7 
        98 
8 
       128 
9 
       162 
2 3 
         18 
3 
         21 
4 
         36 
5 
         55 
6 
         78 
7 
       105 
8 
       136 
9 
       171 
3 4 
          32 
4 
         36 
4 
         40 
5 
         60 
6 
         84 
7 
       112 
8 
       144 
9 
       180 
4 5 
          50 
5 
         55 
5 
         60 
5 
         65 
6 
         90 
7 
       119 
8 
       152 
9 
       189 
5 6 
          72 
6 
         78 
6 
         84 
6 
         90 
6 
         96 
7 
       126 
8 
       160 
9 
       198 
6 7 
         98 
7 
       105 
7 
       112 
7 
       119 
7 
       126 
7 
       133 
8 
       168 
9 
       207 
7 8 
        128 
8 
       136 
8 
       144 
8 
       152 
8 
      160 
8 
       168 
8 
       176 
9 
       216 
8 9 
       162 
9 
       171 
9 
       180 
9 
       189 
9 
       198 
9 
       207 
9 
       216 
9 
       225 
 
 
Tabelle 7: Anzahl der Verbindungen für eine erste Modellklasse 
Damit ist nun eine Struktur des kNN festgelegt, die eine Basis für die weiteren Optimierungs-
schritte darstellt. Für dieses kNN wird eine Datenstruktur ausgewählt. 
4.2.1.6. Die Datenstruktur 
Auf Basis der grundlegenden Struktur des kNN kann die Menge an Datensätzen der Daten-
struktur festgelegt werden. Aus der Analyse sind bereits die Art der Einstell- und der Mess-
größen sowie Angaben zu Mittelwerten, Streuungen, Wechselwirkungen und evtl. Nichtlinea-
ritäten bekannt. Es fehlen jedoch noch Angaben über die Zahl der Versuchswiederholungen, 
die nun auf Basis der vorhandenen Infos über die Zahl der Verbindungen festgelegt werden 
kann. Dazu wird der aus Tabelle 5 bereits ausgewählte Versuchplan mit vier Zentralpunktver-
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suchen ergänzt, sofern ein linearer Versuchsplan gewählt wurde. Dies wurde bereits bei der 
Beschreibung der Datenstruktur erläutert. Bei der Wahl von nichtlinearen Versuchsplänen ist 
ein Zentralpunkt im Versuchsplan bereits enthalten. Die Anzahl der Datensätze muss für ein 
Training des kNN mindestens der Zahl an Verbindungen entsprechen. Eine Anzahl der Ver-
suchswiederholungen lässt sich daher über Gl. 15 angenähert berechnen: 






+
=
4    
   
 
anVersuchspllautVersuchederZahl
kNNimenVerbindungAnzahlAufrundenenederholungVersuchswiAnzahl  
 Gl. 15 
Durch das Aufrunden wird eine immer ausreichend große Anzahl an Daten gewährleistet. 
Im Falle des genutzten Regelansatzes ist die Fähigkeit des Netzes zur Verallgemeinerung 
nicht das wichtigste Merkmal beim Training des kNN. Damit kann auf eine Nutzung von un-
bekannten Testdaten verzichtet werden. Die Beurteilung des Trainingsstatus geschieht aus-
schließlich auf Basis der Trainingsdaten. Aussagen zur Fähigkeit der Verallgemeinerung des 
kNN sind nicht möglich. Beim Einsatz des so trainierten kNN ist daher auf die Vorgabe be-
kannter Datensätze zu achten. Werden unbekannte Daten vorgegeben, ist die Güte der Ergeb-
nisse unklar.  
Datensatz  Faktoren Messgrößen 
Nr. u1 • • • un y1 • • • ym 
1 
• 
• 
• 
i 
Durch den Versuchsplan und die Anzahl der 
Wiederholungen definierte Faktoreinstellungen 
Durch Versuche gemäß den 
Faktoreinstellungen zu 
ermittelnde Messgrößen 
n: Anzahl der Faktoren 
m: Anzahl der Messgrößen 
i: Anzahl der Gesamtversuche einschließlich der Versuchswiederholungen 
 
 
Tabelle 8: Prinzipieller Aufbau der Datenstruktur 
In einem einfachen Beispiel wird eine Regelstrecke mit 3 Faktoren und 4 Messgrößen be-
trachtet. Anhand Tabelle 7 ergeben sich für 4 Eingangsneuronen (entspricht den Messgrößen), 
3 Ausgangsneuronen (entspricht den Faktoren) und 5 Neuronen auf jeder verdeckten Schicht 
60 Verbindungen. Die Anzahl an Datensätzen muss größer als 60 gewählt werden. Wird zu-
sätzlich Tabelle 5 über den Versuchsaufwand hinzugezogen, wird bei 3 Ausgangsneuronen 
bei einem nichtlinearen Prozessverhalten ein notwendiger Versuchsaufwand von 27 Versu-
chen abgelesen. Vier Zentralpunktversuche werden ergänzt, so dass 31 Versuche benötigt 
werden. Es ergibt sich für die Anzahl der gesamten Versuchsplandurchläufe: 
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Damit ergeben sich 2*31=62 Gesamtversuche, also auch 62 Datensätze. Die Menge dieser 
Datensätze ist für das Netztraining ausreichend. 
Die Durchführung der notwendigen Versuche an der Regelstrecke und die Erfassung der 
Zielgrößen komplettiert die Datenstruktur. Da die Erfassung dieser Daten nicht der Abschät-
zung von Streuungen dient, sondern alleine genutzt wird, um eine ausreichende und aussage-
fähige Datenmenge zu erhalten, werden die Versuchswiederholungen nicht immer neu einge-
stellt. Stattdessen wird zu jeder vorgenommenen Einstellung die erforderliche Anzahl an 
Messungen durchgeführt. Zu jedem Versuchspunkt wird nicht nur ein Messwert, sondern ent-
sprechend der Anzahl von Wiederholungen werden 2 Messwerte aufgenommen. Dadurch 
wird unter geringem Aufwand die erforderliche Anzahl an Datensätzen erreicht. Infolge na-
türlicher Streuungen sind diese Datensätze nicht identisch, so dass dem kNN später entspre-
chend unterschiedliche Daten zur Verfügung gestellt werden. Zwar wäre dadurch auch eine 
beliebig höhere Zahl an Datensätzen nutzbar, dies würde jedoch zusätzliche Messzeit und 
später Trainingszeit kosten. Daher wird nur die mindest erforderliche Menge an Informatio-
nen gesammelt. 
Alle Daten zum Netztraining liegen nach der Messung vor. Es ist hier erkennbar, dass dies 
nur bei Regelstrecken machbar ist, die auch ohne eine Regelung funktionsfähig sind. Ist diese 
Voraussetzung nicht gegeben, sind Maßnahmen zu treffen, die eine Funktionsfähigkeit der 
Regelstrecke ermöglichen. Das kann z.B. der Aufbau von Regelkreisen für ein weniger kom-
plexes, reduziertes System oder die Vorschaltung einfacher PID Regler für einzelne Größen 
sein. 
Die Trainingszeit ist eine vorgegebene Größe. Wird sie unterschritten, ist dies für das Netzer-
gebnis meist positiv. Da jedoch in der Anwendung nur ein begrenzter Zeitraum zur Verfü-
gung steht, muss das Training eventuell abgebrochen werden. Die so erreichten Ergebnisse 
werden kein Optimum darstellen, sind jedoch in den meisten Fällen ausreichend. Die Ergeb-
nisse werden dabei stark von der Komplexität des kNN abhängen. Ein sehr komplexes kNN 
wird bei einer nur kurzen Trainingszeit eventuell schlechter sein als ein einfaches kNN, das in 
der kurzen Zeit ausführlicher trainiert werden kann. Ob jedoch dieses kNN in der Lage ist, 
eventuell komplexe Zusammenhänge abzubilden, ist entsprechend zu prüfen. Die Prüfung der 
erreichten Ergebnisse geschieht anhand der Passungsmaße. 
4.2.1.7. Definition der Passung 
Die Definition eines entsprechenden Passungsmaßes für die Aufgabenstellung wird in mehre-
re Kriterien unterteilt. Wie bereits bei der Beschreibung von MLP gezeigt, weisen diese be-
reits ein eigenes Passungsmaß auf. Das Fehlerquadrat, das zur Beurteilung des Trainingsstan-
des notwendig ist, bezieht sich dabei auf alle Ausgangsgrößen, stellt also einen Durchschnitt 
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über alle Werte dar. Eine zusätzliche Problematik ergibt sich durch eine Mehrzahl von Aus-
gangsneuronen, die unterschiedlich skaliert sind. Dies führt bei Betrachtung des gesamten 
Quadratfehlers zu Ungenauigkeiten. Eine Aussage über jedes einzelne Ausgangsneuron, also 
die Qualität der Regeldaten für jeden einzelnen Faktor, ist nicht möglich. Daher werden zu-
sätzlich die Fehlerquadrate für jedes Ausgangsneuron einzeln geprüft. 
Die zugelassene Abweichung, und damit auch der zulässige Quadratfehler, sind von der ma-
ximal möglichen Genauigkeit im Prozess abhängig. Diese ergibt sich aus der Überlagerung 
des möglichen Fehlers der Steuergröße und den Messabweichungen des PFI Systems. Da sich 
die Schwankungen überlagern, wird aus den einzelnen Abweichungen für jeden Faktor die 
Quadratsumme gebildet, so dass die Überlagerung der Messunsicherheiten entsprechend mit 
berücksichtigt wird. 
Die direkten Schwankungen der Faktoren entsprechen der jeweiligen Abweichung, die für 
jede Einflussgröße zugelassen ist. Ist eine zulässige Abweichung für einen oder mehrere Fak-
toren nicht bekannt, muss diese festgelegt werden. Hinweise können auch Anlagenkalibrie-
rungen geben, bei denen die vorhandene Prozessabweichung dokumentiert wird. Schwankt 
beispielsweise die Einstellung einer Größe durch Messunsicherheiten oder Störgrößen im 
zugelassenen Bereich um 1%, so beträgt der zu erreichende Quadratfehler für diese Größe 
0,01* den Wert der Einstellgröße. 
Diese beiden Maße der Unsicherheiten werden miteinander überlagert. Diese Überlagerung ist 
gleichzusetzen einer Überlagerung von Standardunsicherheiten, die laut DIN ENV 13005 
durch eine Quadratsumme gebildet wird.163 
22
iii Faktoru ∆+∆=δ  Gl. 16 
Der gesamt zulässige Fehler ergibt sich durch die Addition der Quadrate der einzelnen Abso-
lutfehler bezogen auf den Zentralwert und Division durch die Anzahl der Faktoren.  
∑
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
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SollFehler
1
2
0,
1 δ
 Gl. 17 
Zusätzlich zu den Gesamtfehlern wird überprüft, wie groß die Ergebnisse bei konstanten Wer-
ten jedoch unterschiedlichen Startwerten streuen. Nur wenn eine geringe Streuung erreicht 
wird, können stabile und wiederholbare Ergebnisse erreicht werden. Sind die Ergebnisse nicht 
wiederholbar, ist das kNN für einen industriellen Regeleinsatz ungeeignet. Um dies zu unter-
suchen, wird das kNN mit identischen Daten 15 mal trainiert und aus den resultierenden Re-
gelergebnissen Streuung und Mittelwert für jede Größe bestimmt. Auch hier ist die Vorgabe, 
dass die erreichten Streuungen innerhalb der Streuungen der Einstellgrößen liegen. 
                                                 
163
 N.N. (1999), Leitfaden zur Angabe der Unsicherheit beim Messen, S. 9 
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Es ergeben sich vier Passungsmaße, die einzeln geprüft werden. Wird ein notwendiges Pas-
sungsmaß nicht erreicht, wird wiederum das Modell angepasst. Die Prüfung der einzelnen 
Passungen geschieht in folgender Reihenfolge: 
1. Gesamtmaß 
2. Gesamtfehler 
3. Einzelfehler 
4. Streuung 
Als Maß zur Gesamtgüte wird ein prozentualer Wert der Gesamtpassung bestimmt. Dieser 
Wert ergibt sich aus den Abweichungen jedes einzelnen Passungsmaßes und gibt auf einer 
Skala von 0 bis 100% an, welche Güte das erreichte kNN bereits erreicht hat. Tabelle 9 gibt 
an, wie die einzelnen prozentualen Maße errechnet und zu einem Gesamtmaß zusammenge-
fasst werden. Als Besonderheit ist der Gesamtfehler mit integriert. Wird das Sollmaß für den 
Gesamtfehler nicht erreicht, ist die Gesamtwertung automatisch 0. Dies dient der Beurteilung, 
ob eine grundsätzliche Zielerreichung überhaupt möglich ist. Eine Abweichung des Gesamt-
fehlers ist also ein absolutes Ausschlusskriterium. 
Die Sollwerte der einzelnen Passungsmaße werden, wie Tabelle 9 zeigt, definiert. 
Passungsmaß Bestimmung der relevanten Sollwerte 
Gesamtmaß [%] 100 
Gesamtfehler 2
,
1
∑ 






=
oi
i
yN
SollFehler δ
 
Streuungsmaß 
 
Die Streuungsmaße werden einzeln je Faktor bestimmt. Sie 
entsprechen dem jeweiligen Einzelfehler δ. 
Einzelfehler Der Einzelfehler δ entspricht als Sollmaß den zulässigen 
Einzelabweichungen ∆. 
 
 
Tabelle 9: Definition der Sollwerte für die Passungsmaße 
Basierend auf diesen Sollwerten können dann die einzelnen Passungsmaße bestimmt werden. 
Die Berechnungsvorschriften zeigen Tabelle 10.  
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Passungsmaß Berechnungsformel zur Bestimmung der Zielerreichung [%] 
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Tabelle 10: Vorschriften zur Bestimmung der prozentualen Gesamtpassung 
Als letzte Überprüfung wird die Frage gestellt, ob das kNN so kompakt wie möglich ausge-
legt ist. Das bedeutet sicherzustellen, dass es kein kompakteres kNN gibt, das die Anforde-
rungen erfüllt. Das Modell wird solange verändert, bis alle Maße erreicht sind. Dann wird die 
Modellanpassung gestoppt und das kNN wird in der Regelung eingesetzt. 
4.2.1.8. Fazit 
Es sind alle Voraussetzungen für den grundlegenden Aufbau eines kNN zur Regelung ge-
schaffen. Die Zielgrößen sind genannt, Faktoren sowie Steuergrößen erläutert und definiert. 
Eine Passung ist definiert, durch welche die Zielerreichung überprüft wird. Anhand der nun 
gegebenen Vorgaben und der kompletten Datenstruktur werden die Versuche entsprechend 
einem Versuchsplan durchgeführt, was im folgenden Kapitel erläutert wird. Die Passungen 
werden überprüft. Selbst bei Erreichung aller Passungsmaße sind Schritte für eine weiter 
Netzverringerung zu prüfen, da die Struktur zu Beginn komplex ausgelegt wurde. Ziel der 
Optimierung soll nicht sein, die Komplexität weiter zu erhöhen sondern vielmehr, das kNN 
durch eine Reduktion von Neuronen und evtl. einer Schicht weiter zu vereinfachen, um das 
kNN so einfach wie möglich, aber so komplex wie nötig zu machen. Dies zahlt sich auch im 
späteren Regelbetrieb aus, da ein einfacheres Netz weniger Verbindungen besitzt und damit 
keine so hohe Zahl an Datensätzen für ein erneutes Training und eine Netzanpassung benö-
tigt. 
4.2.2. Die Anpassung des kNN zu einem optimierten kNN 
Die Modellanpassung wird in Anlehnung an die bereits beschriebene Vorgehensweise ge-
schehen. Die Schritte dazu wurden bereits in Abbildung 23 dargestellt. Die Anpassung des 
Modells startet mit einer Überprüfung der Passung. Um an dieser Stelle bereits eine optimale 
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Ausgangssituation zu erhalten, werden mehrere Netzzustände anhand eines Versuchsplans 
untersucht.  
Die statistische Versuchsmethodik bietet Wege, wie eine solche Optimierung aussehen kann. 
Wie bereits im Black-Box Modell aus Abbildung 24 dargestellt, gibt es 3 Faktoren, die opti-
miert werden. Der Versuchsaufwand ist bei dieser Optimierung zweitrangig, da die "Versu-
che" am Rechner durchgeführt werden. Es sind keine Zeit- und Personalaufwändigen und 
damit teuren Versuchsreihen notwendig. Folgende Faktoren stehen für eine Optimierung zur 
Verfügung: 
 Die Anzahl der verdeckten Schichten: Es stehen 1 oder 2 verdeckte Schichten zur Ver-
fügung. Das Hinzufügen weiterer Schichten ist nicht zielführend, da mit 2 verdeckten 
Schichten in einem MLP jeder beliebige Zusammenhang approximiert werden kann. 
Der Faktor wird jedoch nicht einzeln betrachtet, da er die Anzahl der Neuronen auf der 
2. Schicht beeinflusst. Daher wird dieser Einfluss durch die Anzahl der Neuronen der 
2. Schicht berücksichtigt. Der Fall "eine Schicht" wird durch die Anzahl der Neuronen 
= 0 der 2. Schicht dargestellt. 
 Die Anzahl der Neuronen auf der 1. verdeckten Schicht: Dies ist die Anzahl der Neu-
ronen auf der 1. verdeckten Schicht. Diese liegt zwischen 1 und der als Startwert vor-
gegebenen Anzahl. Führt eine Verringerung der Anzahl nicht zum gewünschten Er-
folg, ist eine Erhöhung der Anzahl durchzuführen. Dies ist aber aufgrund der damit 
stark erhöhten Komplexität des kNN zu vermeiden. 
 Die Anzahl der Neuronen auf der 2. verdeckten Schicht: Dies ist die Anzahl der Neu-
ronen auf der 2. verdeckten Schicht. Diese wird generell gehandhabt wie die Anzahl 
bei einer Schicht. Zusätzlich gibt es den Wert 0, der einem Wegfall dieser Schicht ent-
spricht. 
In einem ersten Ansatz werden die Faktoren in einem vollfaktoriellen 3-stufigen Versuchs-
plan untersucht. Ein 3-stufiger Plan wird genutzt, da von Nichtlinearitäten auszugehen ist. Um 
entsprechend alle relevanten Zielgrößen, die zur Passungsbeurteilung notwendig sind, erfas-
sen zu können, wird jeder Versuch (also jedes Netztraining) 15 mal wiederholt und jeweils 
die Netzantworten für die Trainingsdaten bestimmt. Anhand dieser Daten werden dann die 
Fehlerquadrate und die Streuung berechnet. Das Netztraining wird jeweils nach der vorgege-
benen Trainingszeit abgebrochen und der damit erreichte Trainingszustand genutzt. Tabelle 
11 zeigt die notwendigen Versuche. Der hohe Versuchsaufwand kann vernachlässigt werden, 
da die Versuche am Rechner durchgeführt werden und automatisiert werden können. Wie die 
genaue Auswertung der Versuche und damit die Beurteilung der Passungen vonstatten gehen, 
wird für die einzeln auftretenden Fälle differenziert betrachtet. Eine Begrenzung des Ver-
suchsraumes wird durch eine maximal vorgegebene Neuronenzahl beachtet.  
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Versuch Wert Schicht 1 Wert Schicht 2 
1 1 Aufrunden (Max/2) 
2 Max laut Definition 0 
3 Max laut Definition Aufrunden (Max/2) 
4 Aufrunden (Max/2) Aufrunden (Max/2) 
5 Aufrunden (Max/2) 0 
6 1 0 
7 Aufrunden (Max/2) Max laut Definition 
8 Max laut Definition Max laut Definition 
9 1 Max laut Definition 
 
 
Tabelle 11: Versuchsplan zur Netzoptimierung 
Eine Erweiterung der Neuronen auf eine höhere Anzahl, wie in Kapitel 4.2.1.5 definiert, ist 
nur durchzuführen, wenn das Ergebnis definitiv nicht mit den Vorlagen erreichbar ist. Da nur 
ganzzahlige Neuronenzahlen zulässig sind (es gibt nicht 2,5 Neuronen auf einer Schicht), ist 
der Versuchsraum bereits stark begrenzt. Um trotzdem Aufwand zu sparen, werden nicht alle 
möglichen Versuche durchgeführt. Zu Beginn werden die Randbereiche und das Zentrum des 
Versuchsraumes abgedeckt, wie in Abbildung 25 gezeigt. Gezeigt ist ein beliebig großer Ver-
suchsraum mit den maximalen Neuronen pro Schicht n1max und n2max. Zusätzlich ist als be-
nachbarte Neuronenzahl zum Zentralpunkt die Mitte zwischen Zentralpunkt und den Extrema 
eingezeichnet. An diesen Punkten, die dem Versuchsplan entsprechen, wird das kNN mit der 
erforderlichen Anzahl an Wiederholungen trainiert und die Werte aufgezeichnet. 
Halbe Werte sind immer 
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Abbildung 25: 1. Versuchsreihe im gegebenen Versuchsraum 
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Ziel der Modellanpassung ist das Erreichen eines vorgegebenen Passungsmaßes. Im Fall der 
Regelung mit kNN wurden bereits mehrere Passungsmaße definiert, für die in einer zweck-
mäßigen Reihenfolge das kNN optimiert wird. 
Diese ersten Versuche basieren auf einem 3-stufigen vollfaktoriellen Versuchsplan, so dass 
statistische Methoden zur Auswertung genutzt werden können. Für die Auswertung der ersten 
neun Versuche wird jedoch nur ein einzelnes Passungsmaß genutzt, der Gesamtfehler. Wich-
tig ist, diesen in dieser ersten Reihe nicht auf 100% zu begrenzen, sondern den gesamten 
Wertebereich zuzulassen. Dies dient einer ersten groben Abschätzung der Ergebnisse, was 
Ziel der ersten neun Versuche ist. Jeder Punkt wird dazu mehrmals trainiert und die Ergebnis-
se berechnet. Dadurch kann neben dem erreichten Mittelwert auch eine Angabe der Streuung 
gemacht werden. Damit wird das Vertrauensintervall berechnet, so dass eine Abschätzung der 
zu erwartenden Ergebnisse gemacht werden kann. Nur die Netzstrukturen, die auch mit ihrem 
Vertrauensbereich oberhalb der 100% liegen, können für die weiteren Untersuchungen zuge-
lassen werden. Nach Analyse der Ergebnisse wird diejenige Netzstruktur gewählt, die mehr 
als 100% zuverlässig überschreitet und zusätzlich eine möglichst geringe Anzahl von Neuro-
nen und Schichten aufweist. 
Anhand dieser gewählten Netzkonfiguration wird weiter schrittweise vorgegangen. Diese 
weiteren Schritte orientieren sich an den verschiedenen Passungen, die mit einbezogen wer-
den. 
Die Vorgehensweise dazu zeigt Abbildung 26 
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Abbildung 26: Vorgehensweise zur Prüfung der Passungen 
Die Prüfungen orientieren sich an den 3 definierten Fehlern und der Gesamtpassung. Diese 
werden Schritt für Schritt einzeln geprüft und die Gesamtpassung anhand von Tabelle 10 be-
stimmt. Daraus resultiert die Beurteilung der einzelnen Versuchspunkte. Der Punkt, der einer 
100% Passung am nächsten ist oder 100% erfüllt, wird für die weiteren Schritte ausgewählt. 
Erfüllen mehrere Punkte dieses Kriterium, wird der Punkt mit der geringsten Neuronenzahl 
gewählt. Gibt es eine Alternative, bei der sich weniger Neuronen auf Schicht 1 oder auf 
Schicht 2 befinden, so sollte zuerst die Anzahl der Neuronen auf Schicht 2 reduziert werden.  
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Zur Auswertung werden am gewählten Punkt die Versuchsdaten grundlegend analysiert. Die 
Interpretation der Auswertungen kann an dieser Stelle nicht pauschal gegeben werden, sie ist 
stark vom jeweiligen Anwendungsfall abhängig. Beispiele zur Auswertung werden im Pra-
xisbeispiel gegeben. Anhand der Abweichungen an jedem Messpunkt werden die Abwei-
chungen geprüft. Dazu werden keine statistischen Methoden genutzt, es wird die maximale 
Abweichung mit der zulässigen Abweichung verglichen. Nur wenn die maximale Abwei-
chung kleiner der zulässigen Abweichung ist, wird dieses Passungsmaß zugelassen. 
Nach dem Durchführen der Versuche und der Prüfung der Passung sind verschiedene Fälle zu 
unterscheiden: 
Fall 1: Die Passungsmaße werden alle in einem Versuchspunkt erreicht. 
Fall 2: Der Gesamtquadratfehler wird erreicht, andere Passungen jedoch nicht. 
Fall 3: An keinem Punkt wurde der notwendige Gesamtquadratfehler erreicht. 
Die einzelnen Fälle werden nun näher betrachtet und die genaue Vorgehensweise zur Opti-
mierung in den einzelnen Fällen wird gezeigt. 
4.2.2.1. Der prozentuale Gesamtfehler ist in mindestens einem Punkt > 100 
Wird die Passung an nur einem Punkt erreicht, so ist dieser als Ausgangspunkt für die weite-
ren Schritte zu wählen. Ist jedoch die Passung an mehreren Punkten erreicht, ist der Punkt mit 
der geringsten Zahl an Neuronen zu nutzen. Es liegt also mindestens ein Versuchspunkt mit 
dem prozentualen Gesamtmaß 100% vor. Die Verwendung einer Schicht ist der Verwendung 
von zwei Schichten vorzuziehen.  
Es werden zwei weitere Unterscheidungen vorgenommen, die zu einer Fokussierung auf be-
stimmte Bereiche im gesamten Raum führen, wie beispielhaft in Abbildung 27 gezeigt. 
Es genügt die Nutzung von nur einer Schicht, der optimale Punkt liegt in einem Bereich, an 
dem die Anzahl der Neuronen auf Schicht 2 gleich 0 ist. Im Folgenden wird geprüft, wie weit 
die Neuronenzahl bei Erreichung aller Passungsmaße reduziert werden kann, um das kNN 
weiter zu vereinfachen. 
Für die Fälle, in denen beide Schichten benötigt werden, gilt: 
Immer der Bereich links unterhalb des gefundenen optimalen Punktes ist für die weiteren 
Schritte relevant. Der Bereich in dem nur eine Schicht genutzt wird ist auszuschließen, wie 
Abbildung 27 zeigt. Durch diese nun definierten Bereiche werden neue Gebiete aufgespannt, 
die untersucht werden müssen. 
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Abbildung 27: Mögliche Situationen für Fall 1 
Es wird eine Unterscheidung zwischen den Fällen a und b vorgenommen. 
1a) Es ist nur eine Schicht notwendig 
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Abbildung 28: Findung der optimalen Netzstruktur für den Fall 1a 
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Ist die Passung bereits mit dem ersten Schritt an einem Punkt unter Verwendung von nur ei-
ner Schicht erreicht, ist als letzte Bedingung nur noch zu prüfen, ob das kNN unter Erfüllung 
aller Bedingungen noch weiter vereinfacht werden kann. Dazu werden, wie in Abbildung 28 
erkennbar, weitere Versuche bei einer Reduktion der Neuronen auf der 1. Schicht um jeweils 
1 Neuron durchgeführt. Dies wird solange wiederholt, bis die prozentuale Gesamtpassung 
kleiner 100 ist, das kNN also nicht weiter vereinfacht werden kann. Dann ist die richtige 
Netzstruktur für die Anwendung gefunden und die Netzanpassung abgeschlossen. Es wird das 
kNN genutzt, welches die Passungen als letztes erreicht. 
1b) Es sind mehrere Schichten notwendig 
In Fall 1b werden alle Passungsbedingungen für eine Struktur mit zwei Schichten und mehre-
ren Neuronen auf jeder Schicht erfüllt. Im Folgenden wird geprüft, ob diese Bedingungen 
auch mit einem einfacheren kNN erfüllt werden.  
Es sollen grundsätzlich beide Schichten verändert werden. Daher werden zusätzliche Versu-
che mit kNN durchgeführt, die ein Neuron weniger pro Schicht nutzen. Es sind damit 3 weite-
re Versuche notwendig. Im Beispiel aus Abbildung 29 werden alle Passungen für den Fall 
erfüllt, dass die 1. Schicht die Zahl an Neuronen behält, jedoch Schicht 2 ein Neuron weniger 
besitzt. Das kNN wurde weiter vereinfacht. Zusätzlich konnte die Information gewonnen 
werden, dass eine Veränderung der Neuronen auf Schicht 1 einen negativen Einfluss auf die 
Passung besitzt, der zu einer Ablehnung führt. Da eine weitere Vereinfachung möglich wäre, 
muss Schicht 2 weiter verringert werden, da eine Veränderung von Schicht 1 zu einer Ableh-
nung der Passung führen wird. Ein weiterer Versuch zeigt, ob diese Vereinfachung möglich 
ist. Im Beispiel ist dies nicht der Fall, die optimale Struktur wurde in der 2. Versuchsreihe 
erreicht. Die Vorgehensweise kann beliebig fortgesetzt werden. Ist eine Verringerung beider 
Schichten möglich, so muss der beschriebene Schritt komplett wiederholt werden, da keine 
Richtung angegeben werden kann, es sind dann also weitere drei Versuche notwendig. 
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Abbildung 29: Findung der optimalen Netzstruktur für den Fall 1b 
4.2.2.2. Der prozentuale Gesamtfehler ist in einem Punkt <100 aber >0 
In mindestens einem untersuchten Punkt ist die prozentuale Gesamtpassung <100 aber >0. 
Das bedeutet, dass nicht alle Passungen erreicht werden, der Gesamtquadratfehler als Grund-
lage jedoch erreicht wird. Es wird der Punkt gewählt, der die höchste prozentuale Gesamtpas-
sung erreicht. 
Erster Schritt zu einer Optimierung ist nun, die Passungsmaße zu finden, die zu einer Abwer-
tung führen. Sind diese Maße identifiziert, wird die weitere Optimierung geplant. Dazu gibt 
Tabelle 12 an, in welche Richtung eine Optimierung je nach nicht erreichtem Passungsmaß 
gehen muss.  
Passungsmaß Richtung der Optimierung 
Streuungsverhalten Grundsätzlich alle Richtungen sinnvoll. 
Einzelfehler Erhöhung der Neuronen. 
 
 
Tabelle 12: Den Fehlern zugeordnete Richtung der Optimierung 
Als 2. Schritt werden alle direkt benachbarten Punkte untersucht, die eine Verbesserung des 
Ergebnisses ermöglichen können. Die Anzahl der damit notwendigen Punkte hängt von der 
Lage im Raum und der nicht erreichten Passung ab. Je nach Lage des Ausgangspunktes im 
Versuchsraum sind dies zwischen 3 und max. 9 Punkten. An diesen Punkten werden wieder-
um Versuche durchgeführt und ausgewertet. Erreicht ein Punkt 100 Prozent, kann abgebro-
chen werden. Werden 100% nicht erreicht, ist der Punkt mit der höchsten Bewertung erneut 
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Ausgangspunkt für eine weitere Optimierung. Ein Sonderfall tritt auf, wenn kein Punkt besser 
als der ursprüngliche ist. Nun wird ein alternativer Ausgangspunkt gesucht. Dies ist der mit 
der zweitbesten Bewertung von allen bislang geprüften Punkten, von dem aus weiter opti-
miert wird. Nun sollen verschieden Fälle unterschieden werden: 
a) Das Streuungsverhalten wird nicht erfüllt; 
b) Der Einzelquadratfehler wird nicht erfüllt; 
c) Sonderfälle. 
Die Fälle a-c werden nun kurz erläutert und die grundsätzliche Vorgehensweise anhand eines 
theoretischen Beispiels gezeigt. 
Fall 2a) Das Streuungsverhalten wird nicht erfüllt 
Es wird ein Punkt mit einer maximalen prozentualen Gesamtpassung identifiziert, der in der 
Analyse eine Verletzung des Streuungsverhaltens aufweist. 
Das Streuungsverhalten des kNN bezieht sich auf die Ausgabe eines Ergebnisses in Abhän-
gigkeit vom Training. So ist eine Netzstruktur als sehr ungünstig anzusehen, wenn nach je-
dem Netztraining die Vorgabe des ursprünglichen Zentralpunktes zu immer anderen, stark 
voneinander abweichenden Ergebnissen führt. Es kann jedoch nicht festgestellt werden, ob 
dieser Effekt durch ein zu komplexes Netz verursacht wird oder ob die Gründe in einem zu 
einfachen Netz liegen, dass nicht in der Lage ist, die Komplexität des Gesamtsystems ent-
sprechend abzubilden. Aus diesem Grund soll keine generelle Optimierungsrichtung vorgege-
ben werden. 
Daher sind grundsätzlich alle benachbarten Punkte in die zu planenden Versuche mit zu integ-
rieren. Das betrifft Punkte mit mehreren Neuronen genauso wie Punkte mit weniger Neuro-
nen. Dabei wird der Versuchsraum jedoch nicht verlassen, d.h. eine Erweiterung der Neuro-
nenzahlen außerhalb des definierten Versuchsraumes ist unzulässig. Dies schränkt die Versu-
che an den Eckpunkten und in den Randbereichen stark ein, verhindert aber ein unkontrollier-
tes Anwachsen des kNN. In den Eckpunkten ergeben sich damit 3 weitere Versuche, auf den 
Rändern 5 weitere Versuche und im Zentrum 9 Versuche. Die Vorgehensweise ist in 
Abbildung 30 gezeigt, wo sich der Punkt mit der höchsten prozentualen Gesamtpassung auf 
dem linken Rand im Zentrum befindet. 
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Abbildung 30: Vorgehensweise der Optimierung im Fall 2a 
Der erste Optimierungsschritt untersucht alle möglichen benachbarten Punkte. Dies ist not-
wendig, da keine Optimierungsrichtung vorgegeben werden kann. Die Prüfung der prozentua-
len Passungsmaße zeigt dann ein neues ideales Passungsmaß. Dieses kann nun bereits 100% 
betragen, was zu einem Abbruch der Optimierung führen würde. Das optimale Netz ist ge-
funden. Da die Optimierung von weniger Neuronen zu mehr Neuronen stattgefunden hat, ist 
auch keine Überprüfung notwendig, ob es noch ein kleineres kNN gibt, welches die Bedin-
gungen erfüllt. Andererseits kann dieser Punkt zwar besser sein als die übrigen, jedoch die 
100% noch nicht erreichen. Dann wird die Optimierung erneut gestartet, also zuerst geprüft, 
welches Passungsmaß verletzt wird. Die Vorgehensweise geschieht dann analog. 
Fall 2b) Der Einzelquadratfehler wird nicht erfüllt 
Es wird ein Punkt mit dem höchsten prozentualen Passungsmaß identifiziert, der einen Ein-
zelquadratfehler nicht erfüllt. Es gibt also einen oder mehrere Faktoren, deren Einzelquadrat-
fehler zu hoch ist. Grundsätzlich bedeutet dies, dass das kNN nicht in der Lage ist, die Kom-
plexität des Systems abzubilden. Es muss also in seiner Komplexität erhöht werden. Dies 
wird durch die Erhöhung der Neuronenzahlen auf den Schichten ermöglicht. Die Gesamtneu-
ronenzahl soll dabei konstant bleiben bzw. erhöht werden. Die Reduktion einer Schicht bei 
gleichzeitiger Erhöhung der zweiten führt zwar nicht zu einer erhöhten Gesamtkomplexität, 
ermöglicht aber neue Zusammenhänge bei einer bereits als gut befundenen Neuronenzahl und 
hat damit Potential für eine Optimierung. In den äußeren Randbereichen ist immer nur die 
Erhöhung der Neuronen einer Schicht bei konstanter oder um eins reduzierter zweiter Schicht 
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möglich. Ausnahme ist der äußere Punkt in der rechten oberen Ecke. Dieser besitzt bereits das 
definierte Maximum an Neuronen. Die Handhabung dieses Falls wird unter 2c) Sonderfälle 
behandelt. 
Liegt der betroffene Punkt auf dem rechten oder oberen Rand, so wird die Anzahl der nicht 
ausgeschöpften Schicht erhöht und die Neuronen der Schicht, die den Rand bildet konstant 
gehalten oder um Eins reduziert.  
Grundsätzlich müssen beide Schichten verändert werden. Eine Veränderung kann dabei even-
tuell auch zu einer Verschlechterung anderer Faktoren führen. Maßgeblich ist aber die gesam-
te Verbesserung, so dass mit dem neuen Punkt eine weitere Optimierung gestartet werden 
kann. 
Abbildung 31 zeigt die Vorgehensweise ausgehend von einem optimalen Punkt im Zentrum. 
Es werden beide Schichten verändert, mit dem Ziel, die Anzahl der Neuronen zu erhöhen. 
Dazu werden 5 neue Versuchspunkte genutzt. 
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Abbildung 31: Vorgehensweise der Optimierung im Fall 2b 
Es zeigt sich in diesem Fall, dass nur die Erhöhung der Neuronen auf Schicht 2 ein besseres 
Maß ergibt. Dies kann an den bereits angesprochenen Nichtlinearitäten oder dem Einfluss der 
Änderung auf die weiteren Größen liegen. Analog zu Fall 2a kann das Ergebnis bereits die 
100% erfüllen oder es benötigt eine weitere Iteration, die in diesem Punkt gestartet wird und 
wieder mit der Überprüfung der einzelnen Passungen beginnt. 
Tritt Fall 2b) in Kombination mit 2a) auf, so wird wie in 2b) beschrieben vorgegangen.  
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Fall 2c) Sonderfälle 
In drei Sonderfällen sind Optimierungsschritte nicht unter allen Voraussetzungen möglich. 
Der einfache Fall ist die Besetzung von nur einer Schicht mit nur einem Neuron. Eine weitere 
Vereinfachung ist hier nicht mehr möglich. Ein solcher Schritt würde zum Wegfall der Zwi-
schenschichten führen. Bei sehr einfachen Problemen ist der Einsatz von kNN ohne Zwi-
schenschicht möglich, dies lässt sich aber auch mit herkömmlichen Regelansätzen lösen. 
Im zweiten Sonderfall ist die maximale Neuronenzahl auf der ersten Schicht nicht ausrei-
chend für eine optimale Netzkonfiguration. Auch führt die Nutzung von mehreren Schichten 
nicht zu besseren Ergebnissen. Eine Erweiterung der Neuronenzahl auf der einen, genutzten 
Schicht ist daher notwendig. Da die Anzahl der Verbindungen aufgrund nur einer genutzten 
Schicht deutlich geringer ist als die Anzahl vorhandener Datensätze, ist eine solche Erweite-
rung, in Grenzen vorgenommen, unproblematisch. Jedoch sollte bei diesen Schritten immer 
die Verbindungszahl im Auge behalten werden, um ein Überschreiten der Anzahl von Daten-
sätzen zu vermeiden. 
Der komplexere Fall tritt auf, wenn das Netz bereits die volle Neuronenzahl auf beiden 
Schichten erreicht hat, jedoch immer noch nicht in der Lage ist, das sehr komplexe System-
verhalten abzubilden. Eine Erweiterung des Netzes auf mehr Neuronen als ursprünglich vor-
gesehen, ist notwendig. Die Erweiterung findet in Anlehnung an die Vorgehensweise in 2b 
statt. Es muss aber für jeden Versuch die nun vorhandene Anzahl an Verbindungen und die 
Anzahl zur Verfügung stehender Datensätze beachtet werden. Überschreitet die Verbindungs-
zahl die Anzahl an Datensätzen, müssen eventuell weitere Versuche am Prozess gemacht 
werden, um die Zahl an Datensätzen aufzustocken. Dies birgt verschiedene Risiken, da nicht 
gewährleistet werden kann, dass die neuen Datensätze unter genau den identischen Rahmen-
bedingungen stattgefunden haben. Es besteht die Gefahr, dass die neuen Datensätze andere 
Ausprägungen besitzen wie die alten Datensätze, so dass ein komplett neuer Versuchsplan mit 
der entsprechenden Anzahl an Wiederholungen durchgeführt werden muss. Dies führt zu ei-
nem hohen Aufwand, verbunden mit sehr hohen Kosten. Durch die Aufrundung bei der Be-
stimmung der Datensätze gibt es jedoch einen gewissen Bereich, in dem die Anzahl der Ver-
bindungen noch erhöht werden kann.  
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Abbildung 32: Vorgehensweise der Optimierung im Fall 2c 
In Abbildung 32 wird die Vorgehensweise für Fall 2c beispielhaft gezeigt. Ausgehend vom 
Eckpunkt, der zwar das höchste prozentuale Passungsmaß besitzt, jedoch die 100% nicht er-
reicht, wird das kNN erweitert. Dabei wird, wie in 2b beschrieben, vorgegangen. Mit dem 
erreichten Punkt n1max+1 / n2max+1 wird ein Zustand geschaffen, der das prozentuale Pas-
sungsmaß von 100% erfüllt. Die daneben liegenden Punkte mit weniger Neuronen erfüllen 
die Bedingung nicht. Der gewünschte Netzzustand ist erreicht. Wird er an dieser Stelle nicht 
erreicht, kann iterativ wie beschrieben fortgefahren werden. 
4.2.2.3. Die prozentuale Gesamtpassung ist in jedem Punkt = 0 
Wird der Gesamtquadratfehler an keinem Punkt erreicht, was auch den Punkt der höchsten 
Neuronenzahlen einschließt, so ist das hier maximal definierte kNN nicht in der Lage, die 
Zusammenhänge abzubilden. Die Datenstruktur ist auf Ausreißer zu prüfen und die Anzahl 
und Signifikanz der Faktoren und der Zielgrößen zu betrachten. Bevor die Netzstruktur ver-
größert wird, ist auch das intendierte System zu prüfen. Wenn alle Größen betrachtet sind und 
eine Verringerung des intendierten Systems nicht möglich ist, wird das kNN schrittweise aus-
gebaut. Je nach vorhandener Datenstruktur sind dazu weitere Versuche am Prozess nötig, um 
die dann erforderlichen Datenmengen zu erhalten. Die Vorgehensweise ist analog den Schrit-
ten aus Fall 2c. 
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4.2.3. Fazit 
Die Grundlagen des kNN sind nun definiert. Dazu wurde das kNN mittels des Black-Box 
Modells genau analysiert und Faktoren, Stör- und Steuergrößen sowie Zielgrößen festgelegt. 
Die einzelnen Steuergrößen sind analysiert und die Werte für die weiteren Schritte definiert. 
Eine Ausgangssituation für die Optimierung der Faktoren ist damit geschaffen. Auf dieser 
Basis entstehen die Grundlagen für den Aufbau der Datenstruktur. Damit ist der Initialzustand 
für die weiteren Anpassungsschritte determiniert. Der wissenschaftliche Ansatz wurde leicht 
modifiziert und mehrere relevante Passungsmaße dargelegt. Diese Passungsmaße stellen die 
Bewertungsgrundlage zur Beurteilung der Netzgüte dar. 
Die Modellanpassung ist eine iterative Optimierung, die auf einer grundlegenden statistischen 
Analyse als Ausgangssituation basiert. Abhängig von den einzelnen Passungen wird dann 
eine Modellanpassung über die Faktoren durchgeführt. Durch den begrenzten Versuchsraum 
und die Möglichkeit sprunghafter Änderungen und starker Nichtlinearitäten wird in der An-
passung schrittweise mit nur sehr kleinen Schritten vorgegangen. Der damit unter Umständen 
erhöhte Versuchsaufwand wird akzeptiert, da die Versuche Rechenzeit und die Zeit zur Aus-
wertung benötigen. Diese Schritte können automatisiert werden, so dass die Kosten trotz e-
ventuell hohem Versuchsaufwand gering sind. Mit Hilfe dieser Schritte gelingt es, ein kNN 
zu definieren, das möglichst einfach ist, jedoch die notwendige Genauigkeit aufweist. Dieses 
kNN kann nun in einer Regelung genutzt werden. 
4.3. Beschreibung der Vorgehensweise zum Reglereinsatz bei sich verändernden 
Prozessen 
Die Basis der Regelung ist der bereits beschriebene Ansatz des "Supervised Control". Dabei 
setzt das kNN die geforderten Werte entsprechend in Einstellungen um. Dieser Vorgang ge-
schieht prädiktiv. Der Regler bestimmt anhand von Vergangenheitsdaten die notwendige Ein-
stellung, um die gewünschte Nullabweichung "in der Zukunft" zu erreichen. Der Regelkreis 
dieses Ansatzes wird beim Training geschlossen. Daher muss eine geeignete Vorgehensweise 
gefunden werden, die den grundsätzlichen Anforderungen dieses Regelansatzes entspricht. Im 
Folgenden wird die grundsätzliche Vorgehensweise zur Regelung beschrieben und bewertet. 
Anhand der Bewertung werden Anpassungen vorgenommen, um eine dem Problemfeld ent-
sprechende Vorgehensweise zu erhalten. 
4.3.1. Die Basis der Regelung 
Abbildung 33 zeigt die grundlegende Vorgehensweise für eine Prozessregelung unter Nut-
zung des kNN. 
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Abbildung 33: Darstellung der grundsätzlichen Vorgehensweise zur Regelung 
Auf Basis des erstellten und optimierten kNN wird eine erste Ausgangssituation für den wei-
teren Prozess geschaffen. Die so bestimmten Prozessparameter werden an den Prozess über-
tragen, der Prozess kann nun gestartet werden. Nach einer definierten Zeit wird der Prozess 
erneut vermessen. Die nun gewonnen Daten werden dem kNN der Datenstruktur hinzugefügt 
und auf dieser Basis das kNN neu trainiert. Eventuelle Veränderungen werden so durch das 
kNN berücksichtigt, eine Anpassung der Werte wird vorgenommen. Es ist deutlich, dass nur 
langsame Veränderungen durch diese Vorgehensweise berücksichtigt werden können. Die 
Abstände des erneuten Vermessens und Trainings dürfen weder zu lang noch zu kurz sein. Zu 
lange Abstände erzeugen ein sprunghaftes Verhalten, kurze Abstände führen zu einer Vielzahl 
neuer Daten, deren Informationen nicht unbedingt notwendig sind. Die Anzahl der Datensätze 
nimmt infolge des wiederholten Trainings immer weiter zu. Die Folge ist ein schlechter trai-
niertes Netz (die Trainingszeit wird konstant gehalten, jede Epoche benötigt jedoch mehr 
Zeit) und immer schlechtere Aussagen, da Daten des durch Störungen veränderten Prozesses 
mit alten Daten gemischt sind. Die Netzgüte wird also immer weiter abnehmen. Weiter ist 
damit zu rechnen, dass es einen Punkt geben wird, an dem die Wirkungen von Störgrößen 
z.B. durch Verschleiß so groß sind, dass eine geeignete Prozesseinstellung nicht mehr mög-
lich ist. 
Die Vorgehensweise wird nun so modifiziert, dass immer nur für die aktuelle Situation not-
wendige Informationen vorhanden sind und vor dem Prozesseingriff eine geeignete Kontrolle 
stattfindet. 
4.3.2. Der Regeleinsatz bei einem sich verändernden Prozess 
Die Vorgehensweise zur Regelung in Abbildung 34 ist speziell für die Besonderheiten im 
Bereich des thermischen Spritzens ausgelegt. Es wird zwar grundsätzlich möglich sein, dies 
auch auf andere Prozesse zu beziehen, jedoch können beim thermischen Spritzen in Verbin-
dung mit dem PFI System als Messinstrument Messungen gemacht werden, ohne ein Produkt 
zu fertigen. Dies ist im folgenden beschriebenen Ansatz notwendig, um die nötigen Daten zu 
gewinnen, ohne Produktausschuss zu erhalten. Eine Verwendung in anderen Prozessen ist 
denkbar, jedoch lässt sich dann Ausschuss nicht immer vermeiden. Ergänzend zu den Anfor-
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derungen (siehe Kapitel 3.2.3) sind die folgenden Punkte mit in die Entwicklung der Vorge-
hensweise eingegangen: 
 Berücksichtigung nur aktueller Daten; 
 konstante Größe des Datensatzes um die Rechenzeiten konstant zu halten; 
 Gleichmäßige Verteilung der Daten. 
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Abbildung 34: Vorgehensweise bei der Regelung 
Der beschriebene Ansatz beginnt immer mit dem Aufbau der notwendigen Datenstruktur, wie 
in Kapitel 4.1.2.3 bereits beschrieben. In Versuchen werden die Daten gesammelt und die 
Netzoptimierung, wie in Kapitel 4.2.2 beschrieben, durchgeführt. Damit ist der Ausgangs-
punkt für eine kontinuierliche Regelung geschaffen. Auf Basis des nun gefundenen kNN und 
der damit genutzten Datenbasis wird ein erster Parametersatz berechnet. Dazu werden dem 
kNN die Messwerte vorgegeben, die zum vorgegebenen Ergebnis führen werden sollen. Da 
im Fall der Regelung mit PFI System Abweichungen von einem Referenzpunkt gemessen 
werden, wird der vorgegebene Sollwert immer einer Nullabweichung entsprechen. Es wird 
also dem Regler als Regelgröße für alle Messdaten eine Null vorgegeben. Das Ergebnis, also 
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die Parametereinstellung, wird direkt nach dem Aufbau der Datenstruktur nahezu der Zentral-
punkt sein. Dies ist darin begründet, dass der Prozess noch keinem signifikanten Verschleiß 
unterliegt und damit die Werte im Bereich des Zentralpunktes liegen werden. Der Prozess 
wird nun mit den eingestellten Parametern gestartet. Da eine Messung unabhängig von der 
durchzuführenden Prozessanwendung möglich ist, wird eine kurze Kontrollmessung durchge-
führt, um evtl. weitere Störungen vor der Beschichtung zu erkennen. Solche Störungen kön-
nen durch Probleme bei der Pulverförderung entstehen. Die Beschichtung wird nach der Prü-
fung gestartet. Der Roboter fährt aus seiner Messposition heraus und arbeitet das Programm 
zur Bauteilbeschichtung ab. Abhängig von der Beschichtungsdauer und dem notwendigen 
Zeitintervall zur Prozesskorrektur wird der Brenner nach einer definierten Anzahl von Be-
schichtungsdurchläufen zurück in die Messposition gefahren.  
Die Aufnahme neuer Messwerte, die benötigt werden, um das kNN zu aktualisieren, ge-
schieht in zwei Schritten. Im ersten Schritt wird der aktuell eingestellte Punkt vermessen. Die 
Anzahl der Messungen entspricht der Hälfte der in der Datenstruktur definierten Anzahl not-
wendiger Messwerte. Diese neuen Messwerte werden zu der benötigten Anzahl ergänzt. Dann 
werden im zweiten Schritt die Parameter verändert. Dazu werden Parametereinstellungen ent-
sprechend dem für die Datenstruktur genutzten Versuchsplan vorgenommen. Nach Einstel-
lung dieser Parameter wird dieser neue Punkt vermessen. Damit liegen nun neue Versuchs-
punkte für die Datenstruktur vor. Die Anzahl der neuen Datensätze entspricht genau der An-
zahl der Datensätze des ersten Versuchspunktes. Um nun eine konstante Anzahl an Datensät-
zen zu behalten und nicht die notwendige Rechenzeit weiter zu erhöhen werden die ursprüng-
lichen Datensätze des Versuchsplans durch die neu aufgenommenen Datensätze ersetzt. Da-
durch werden die Daten ständig aktualisiert und dem kNN liegen immer nur aktuelle Daten 
vor. Durch die Nutzung von Daten des zur Beschichtung eingestellten Punktes erhält das kNN 
neben den Informationen des Versuchsplans auch Informationen, wie sich der Prozess bei den 
genutzten Einstellungen verhält. Nun kann die Regelung durch Ausgabe eines neuen Parame-
tersatzes von vorne beginnen. 
4.4. Zusammenfassung 
In den vorangegangenen Ausführungen wird beschrieben, wie eine geeignete auf kNN basie-
rende Regelung für komplexe Prozesse aufgebaut wird. Der Regler ist an der Struktur "Super-
vised Control" angelehnt, die generelle Vorgehensweise zur Auslegung und Anpassung ist 
dabei möglichst allgemein gehalten und orientiert sich am beschriebenen wissenschaftlichen 
Ansatz, der für eine Verwendung zur Anpassung von kNN weiter modifiziert wurde. Das 
Procedere zur Regelung wird prozessspezifisch gestaltet und ist daher stärker am Prozess, 
dem thermischen Spritzen, orientiert. 
In der Prozessanalyse werden die Grundlagen für die Regelung geschaffen. Inhalte sind die 
Beschreibung des intendierten Systems, die Ausarbeitung der Datenstruktur und die Definiti-
on des Approximationsapparates sowie einer Modellklasse. Für diese einzelnen Schritte wur-
den Wege gezeigt, wie die einzelnen Punkte systematisch bearbeitet werden können. 
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Für die Modellanpassung wird das kNN genau analysiert und in Faktoren und Steuergrößen 
unterteilt. Die Steuergrößen werden erläutert und Möglichkeiten zur problemgerechten Fest-
legung aufgezeigt. Basierend auf dem intendierten System wird die Gesamtstruktur als 
Grundlage für die weiteren Optimierungsschritte festgelegt. Dann wird bestimmt, wie die Da-
tenstruktur auszusehen hat. Dem Approximationsapparat entsprechend werden Passungsmaße 
definiert und deren Berechnung erläutert. Anhand einer schrittweisen und dem kNN gerechten 
Vorgehensweise werden die möglichen Ausgangssituationen und die jeweiligen Wege zu ei-
ner Optimierung aufgezeigt. Das auf diesem Weg erhaltene kNN wird dann in einem prob-
lemgerechten Regelansatz genutzt. 
Der beschriebene Regelansatz orientiert sich an der Anwendung im Bereich des thermischen 
Spritzens. Eine generelle Vorgehensweise ist für den Regelansatz nicht sinnvoll, da die Lö-
sungen vom betrachteten intendierten System abhängen. Es werden die Besonderheiten des 
intendierten Systems kurz zusammengefasst und eine entsprechende Lösung der Regelaufga-
be erarbeitet. 
Mit diesen Schritten ist es nun möglich, bei reduziertem Aufwand mit einem strukturierten 
Procedere ein intendiertes System zu analysieren und der Problematik entsprechend ein kNN 
zur Regelung aufzubauen und geeignet zu optimieren. Der Regeleinsatz wird beschrieben, so 
dass der erarbeitete Regler entsprechend in der Praxis genutzt werden kann. Im Folgenden 
wird die Vorgehensweise anhand eines Praxisbeispiels verifiziert und eine Regelung des 
thermischen Spritzprozesses aufgebaut. 
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5. Fallbeispiel – Regelung des atmosphärischen Plasmaspritzprozesses 
Das atmosphärische Plasmaspritzen ist einer der am weitesten verbreiteten Prozesse des ther-
mischen Spritzens. Es ist industriell weit verbreitet und wird teilweise bei sicherheitsrelevan-
ten Bauteilen in der Turbinentechnik genutzt. Dennoch unterliegt es einem kaum erfassbaren 
Verschleiß und verschiedenen Störeinflüssen. Diese führen dazu, dass Ausschuss entstehen 
kann, der jedoch oftmals erst nach dem Beschichten in der Qualitätssicherung festgestellt 
wird. Der Prozess unterliegt einer Vielzahl von Einflussgrößen, die Wirkzusammenhänge sind 
nur in Ansätzen bekannt und abhängig vom Verschleißzustand. 
5.1. Prozessanalyse 
In der Prozessanalyse werden analog der beschriebenen Vorgehensweise die Grundlagen für 
die weiteren Schritte gelegt. Dazu gehört eine genaue Analyse des untersuchten Prozesses und 
seiner Einfluss- und Zielgrößen. In einem ersten Schritt wird dazu das intendierte System be-
schrieben. 
5.1.1. Das intendierte System 
Um das intendierte System festzulegen, wird in einem ersten Schritt der gesamte Prozess mit 
allen beteiligten Systemen beschrieben. Abbildung 35 zeigt die grundsätzlichen Elemente des 
zu betrachtenden Verfahrens. 
Brenner
Energieversorgung
Gasversorgung
Pulverförderer
Kühlung
Substratkühlung
Messsystem
Plasma/Partikelstrahl
Absaugung
Pulver
Prozesskennwerte
Intendiertes   System
 
Abbildung 35: Grundsätzliche Systemstruktur des Gesamtprozesses 
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Die einzelnen Elemente wie Pulverförderer, Gasversorgung etc. werden weiter auf ihre ele-
mentaren Ebenen herunter gebrochen. Aussagen über die Stärke dieser Einflüsse werden kei-
ne gemacht. Dies wird in weiteren Schritten untersucht. Auch wurde das Substrat nicht mit 
betrachtet, da bereits als Messsystem das PFI System definiert wurde. Rückschlüsse auf die 
späteren Oberflächenkennwerte werden keine gezogen. Die Messwerte bilden sich direkt aus 
dem Plasma-/Partikelstrahl, welcher wiederum das Resultat der Plasmaerzeugung in der 
Brenner und der Pulverzuführung ist. Die Pulverzuführung geschieht in der Regel außerhalb 
des Brenners, hat also keinen Einfluss auf den Brenner selbst. Jedoch beeinflusst der Pulver-
förderer direkt den Plasma-/ Partikelstrahl. Die Pulverzuführung ist ihrerseits von der Pulver-
sorte, also Körnung, Material und weiteren Informationen sowie der Fördergaszufuhr abhän-
gig. Die Gasversorgung ist an dieser Stelle zusammengefasst, jedoch werden immer mehrere 
Gase verwendet. So werden Gase zur Pulverförderung und als Plasmagase benötigt. Die 
Plasmagase haben wie die Kühlung und die Energieversorgung einen Einfluss auf den Bren-
ner. Der Plasma-/Partikelstrahl ist zusätzlich durch externe Kühlungsmaßnahmen mit Press-
luft beeinflussbar. Eine ungünstige Absaugung kann zu Veränderungen des Plasma-
/partikelstrahles führen. Die weiteren Ebenen, die wiederum die einzelnen Systeme bestim-
men, wurden an dieser Stelle ausgelassen. Auf eine Funktionsbeschreibung wird verzichtet. 
Das intendierte System wird grau hervorgehoben. 
5.1.2. Grundlagen der Datenstruktur 
Zur Beschreibung der notwendigen Datenstruktur wird auf das intendierte System zurückge-
griffen. Dazu werden die Schnittstellen des intendierten Systems betrachtet. An diesen 
Schnittstellen werden alle Größen gesammelt, die in das intendierte System eingebracht wer-
den oder dieses verlassen. Die einzelnen Systemteile übergeben dabei nicht nur einen Parame-
ter an das intendierte System, vielmehr kann jedes einzelne System n Parameter übertragen. 
Das Messsystem gibt wieder m Messwerte aus. Abbildung 36 verdeutlicht dies. Die einzelnen 
Subsysteme werden durch noch unbekannte Parameter bezeichnet. Aufgabe ist nun, diese 
Parameter genauer zu beschreiben. Mit Hilfe von Ishikawa Diagrammen können den einzel-
nen Messwerten die notwendigen Parameter zugeordnet werden. Eine möglichst ausführliche 
Zuordnung und Beschreibung der Messwerte und der Parameter ist an dieser Stelle anzustre-
ben. Die Ishikawa Diagramme werden daher in Zusammenarbeit mit Prozessexperten und den 
Verantwortlichen involvierter Bereiche erstellt. Die Messwerte sind Ergebnisse des PFI-
Messsystems. Die einzelnen Größen werden in einem ersten Ansatz als PFI Messgrößen zu-
sammengefasst. Einzelne Abhängigkeiten sind nicht bekannt und werden in späteren Schritten 
erarbeitet. 
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Abbildung 36: Systemstruktur durch Parameter beschrieben 
Die beschriebene Systemstruktur wird nun durch ein Ursache-Wirkungs-Diagramm in 
Abbildung 37 näher betrachtet und analysiert. Die Prozesskennwerte sind die Zielgrößen, die 
Hauptäste werden durch die einzelnen Systeme abgebildet. Nun können diese Äste weiter 
durch die einzelnen Parameter beschrieben werden. So ergeben sich eine Vielzahl von weite-
ren Parametern, die einen theoretischen Einfluss auf die Prozesskennwerte haben werden. 
Diese werden weiter betrachtet, um diese Anzahl weiter zu reduzieren. Dazu werden die Pa-
rameter in Faktoren, Steuergrößen und Störgrößen unterteilt. Störgrößen stellen dabei die 
Größen dar, die mit einem machbaren Aufwand nicht beeinflusst werden können. Steuergrö-
ßen stellen Randbedingungen dar, die in allen weiteren Schritten konstant gehalten werden. 
So ist z.B. die Auswahl eines bestimmten Pulvers eine Steuergröße, die Variation der Pulver-
sorte ist im Rahmen der weiteren Schritte nicht vorgesehen.  
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Abbildung 37: Ursache-Wirkungs-Diagramm für das intendierte System 
In den folgenden Abbildungen werden basierend auf dem Ursache-Wirkungs-Diagramm aus 
Abbildung 37 die Ursache-Wirkungs-Diagramme der Störgrößen, Steuergrößen und der Fak-
toren gezeigt. Abbildung 38 zeigt die relevanten Störgrößen auf die Prozesskennwerte. 
 
Abbildung 38: Ursache-Wirkungs-Diagramm Störgrößen 
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Auf die Störgrößen besteht kein bzw. nur sehr geringer Einfluss. Wichtig ist die Beobachtung 
und Dokumentation dieser Größen, um schwerwiegende Probleme durch z.B. durch Leckagen 
rechtzeitig zu erkennen. Für die weiteren Versuche wurden folgende Festlegungen für die 
Störgrößen gemacht (Tabelle 13). 
Störgröße: Maßnahme: 
Gasversorgung:  
Leckagen Regelmäßige Kontrolle der Zuleitungen. 
Gasqualität Nutzung einer Gassorte geprüfter Qualität, kein Wechsel der Qua-
lität. 
Kühlung:  
Reinheit Kühlwasser Regelmäßige Kontrolle der Kühlwasserqualität. 
Strömungsverluste Überwachung von Kühlwasserdruck und Durchfluss, damit indi-
rekt Kontrolle der Strömungsverluste. 
Kühlwasserfilter Regelmäßige Kontrolle und evtl. Reinigung des Filters. 
Substratkühlung:  
Pressluft Verunrei-
nigungen 
Regelmäßig Kontrolle der Filter. 
Pressluft Druck-
schwankungen 
Bei mehreren Verbrauchern kaum beherrschbar, nur durch Dros-
selung und ausreichend große Speicherbehälter handhabbar. 
Absaugung:  
Strömung Bei Messung und Regelung durch feststehenden Brenner und 
feststehende Absaugung Einhaltung konstanter Strömungsver-
hältnisse. 
Energie:  
Regelung Regelmäßige Wartung und Kalibrierung der Anlage minimiert 
Störungen durch Regelungenauigkeiten. 
Verluste Wartung und Prüfung der Steckverbindungen notwendig, mög-
lichst keine Veränderungen (Brennertausch) während der Versu-
che / Messungen. 
Netzschwankungen Nicht beherrschbare Störgröße, aber im Rahmen der zugelassenen 
Netzschwankungen. 
Pulver:  
Feuchtigkeit Minimierung des Einflusses durch definierte Vorwärmung und 
Mischung vor dem Einsatz. 
Reinheit Einhaltung der vorgegebenen Spezifikationen des Pulvers, den 
Anforderungen entsprechende Lagerung. 
Pulverförderer  
Feuchtigkeit Pulver Siehe Pulver. 
Leckagen Gasver-
sorgung 
Siehe Gasversorgung. 
Verschleiß Regelmäßige Wartung und Prüfung des Pulverförderers. 
Tabelle 13: Maßnahmen zur Überwachung der Störgrößen 
Die Steuergrößen, in Abbildung 39 gezeigt, stellen die Größen dar, welche zur Durchführung 
der weiteren Schritte definiert werden. Eine Veränderung der Größen in späteren Phasen ist 
zwar möglich, muss aber vermieden werden, um eine Vergleichbarkeit der Ergebnisse zu ga-
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rantieren. Nach der Definition ist eine Konstanthaltung und Überwachung der Steuergrößen 
im laufenden Prozess unbedingt notwendig. 
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Abbildung 39: Ursache-Wirkungs-Diagramm Steuergrößen 
Die Definition der Steuergrößen basiert in der Regel auf vorhandenen Richtlinien und Erfah-
rungswerten. Stellt sich für eine Steuergröße heraus, dass eine Definition nicht einfach mög-
lich ist und eventuell verschiedene Einstellmöglichkeiten denkbar sind, so ist die Einstufung 
des Parameters als Faktor vorzunehmen. In Tabelle 14 werden die einzelnen Steuergrößen 
aufgelistet und die genaue Definition vorgenommen. Diese Definition wurde in Zusammenar-
beit mit Prozessexperten für eine ausgewählte Anwendung vorgenommen.  
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Steuergröße Gewählte Einstellung 
Gasversorgung  
Vordruck 6 Bar 
Leitungslänge Konstant 
Kühlung  
Leitungslänge Konstant 
Substratkühlung  
Pressluft Druckeinstel-
lung 
4,1 Bar 
Airjets Position keine 
Airjets Anzahl keine 
Airjets Druck keine 
Crossjets Abstand Einstellung nach Spritzabstand 
Crossjets Druck 4,1 Bar 
Crossjets Winkel Einstellung Abhängig von Abstand 
Crossjets Anzahl 2 
Absaugung  
Absaugabstand Konstant 
Position Konstant 
Kapazität 100% 
Absaugrichtung Nach oben 
Energie  
Länge Zuleitungen Konstant 
Pulver  
Korngröße Nach Pulverspezifikation 
Legierung Nach Pulverspezifikation 
Verteilung Nach Pulverspezifikation 
Pulverförderer  
Pulver Oberfläche Nach Pulverspezifikation 
Pulver Korngröße Nach Pulverspezifikation 
Gasversorgung Vor-
druck 
6 Bar 
Leitungslänge Pulver Konstant 
Anzahl Injektoren 2 
Tabelle 14: Einstellungen der Steuergrößen 
Anhand der nun definierten Steuergrößen sind die notwendigen Randbedingungen festgelegt. 
Es stehen alleinig die Faktoren aus. Diese müssen einzeln bewertet werden.  
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Abbildung 40: Ursache-Wirkungsdiagramm Faktoren 
Da jedoch noch 8 mögliche Faktoren vorhanden sind, soll die Anzahl im ersten Schritt weiter 
reduziert werden164. Dabei hilft der paarweise Vergleich. Dieser ermöglicht die Gewichtung 
relevanter Faktoren unter Nutzung des vorhandenen Prozesswissens. In einer Matrix wird 
dabei jeder mögliche Faktor mit jedem weiteren verglichen. Je nach Wichtigkeit werden null, 
ein oder zwei Punkte vergeben. Zwei Punkte bedeutet, dass der Faktor wichtiger ist als der 
andere, ein Punkt bedeutet gleich wichtig und bei null Punkten ist er weniger wichtig. 
                                                 
164
 Die Anzahl der Faktoren sollte laut 4.1.2.2 auf max. 6 reduziert werden. 
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Abbildung 41: Paarweiser Vergleich der Faktoren 
Durch den paarweisen Vergleich der Faktoren ergeben sich verschiedene Bewertungen der 
einzelnen Parameter. Um nun eine geeignete Auswahl vornehmen zu können, wird ein Pare-
todiagramm erstellt. Der Faktor, der als erstes die 80% Linie überschreitet, wird als letzter 
Faktor mit berücksichtigt. Die weiteren Faktoren werden als Steuergrößen definiert, da von 
ihnen kein signifikanter Einfluss auf die Ergebnisse erwartet wird. 
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Abbildung 42: Paretodiagramm des paarweisen Vergleichs der Faktoren 
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Wie das Paretodiagramm in Abbildung 42 verdeutlicht, sind noch 5 Faktoren als relevant zu 
betrachten. Diese Anzahl Faktoren ist für die weiteren Betrachtungen sehr gut geeignet. Es 
werden nun die Steuergrößen durch die nicht betrachteten Faktoren ergänzt und die Werte in 
Tabelle 15 festgelegt. 
Steuergröße Gewählte Einstellung 
Gasversorgung:  
Primärer Gasdruck 3,4 Bar 
Sekundärer Gasdruck 3,4 Bar 
Pulverförderer:  
Mischer 30% 
Gasdruck Pulverförderer 3,4 Bar 
 
 
Tabelle 15: Einstellungen der ergänzten Steuergrößen 
Nachdem die Einflussgrößen des intendierten Systems untersucht sind, werden auch die 
Messgrößen analysiert. Bekannt sind insgesamt 10 PFI Kenngrößen, die durch das System 
ausgegeben werden. Damit ist das intendierte System durch 5 Faktoren und 10 Messgrößen 
sowie eine Vielzahl von bereits definierten Steuergrößen beschrieben. Im Rahmen der mög-
lichst geringen Komplexität der Datenstruktur ist jedoch zu überprüfen, in wieweit alle Mess-
größen relevant und durch die Einflussgrößen beeinflussbar sind. Die Grundlagen der Daten-
struktur können hingegen bereits an dieser Stelle aufgestellt werden. 
Dazu werden die fünf Einflussgrößen näher betrachtet. Im Fokus der Betrachtung stehen die 
Linearität, die Faktorstufen und das Streuungsverhalten der Größen. Bei geringen Parameter-
variationen können lineare Zusammenhänge angenommen werden.  
Ergänzend muss die Einstellgenauigkeit einer jeden Einstellgröße bestimmt werden. Die Wer-
te werden anhand von Erfahrungen und Kalibrierungen bestimmt.   
Faktor Genauigkeit der Einstellung 
Gasversorgung:  
Primärer Gasfluss 1 SLPM 
Sekundärer Gasfluss 1 SLPM 
Pulverförderer:  
Fördermenge 3 
Fördergasfluss 0,2 SLPM 
Energie:  
Strom 3 A 
 
 
Tabelle 16: Maximale Genauigkeit der Faktoreinstellungen 
Wichtig ist in diesem Zusammenhang die Einhaltung eines Abstandes der sechsfachen Stan-
dardabweichung, um signifikante Effekte erkennen zu können. Da die genauen Zusammen-
hänge nicht bekannt sind, werden diese experimentell erarbeitet. Es sollen möglichst wenige 
Versuche gemacht werden, einfache Wechselwirkungen werden aber vermutet und daher mit 
in die Betrachtung einbezogen. Bei 5 Faktoren bietet sich aus diesem Grund ein teilfaktoriel-
ler 25-1 Versuchsplan an. Dieser ermöglicht die Identifizierung von Haupteffekten und zwei-
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fach Wechselwirkungen. Generell ist zur Berechnung der Signifikanzen eine Versuchswie-
derholung notwendig. Um an dieser Stelle weiteren Versuchsaufwand einzusparen, wird nicht 
jeder Versuchspunkt wiederholt, sondern ausschließlich der Zentralpunkt. Dieser Zentral-
punktversuch wird insgesamt vier Mal durchgeführt. Damit genügen 20 Versuche (16 Versu-
che aus dem Versuchsplan + 4 Versuche im Zentralpunkt) zur Abschätzung von Linearität 
und Streuung. Die Steuergrößen werden den Vorgaben entsprechend eingestellt. Eine Kon-
trolle und Dokumentation der messbaren Störgrößen ist vorzunehmen. Der Versuchsplan wird 
in Tabelle 17 in anonymisierter Form gezeigt. Dies ist in diesem Fall notwendig, da die ge-
nutzten Prozesseinstellungen eines beteiligten Unternehmens nicht veröffentlicht werden dür-
fen. Der Wert -1 entspricht der unteren Einstellung, 0 ist der Wert des Zentralpunktes und 1 
entspricht dem oberen Wert der Einstellungen. Diese Anonymisierung hat auf die Darstellung 
der Ergebnisse keinerlei Einfluss. 
Versuch Nr. Argon Wasserstoff Strom Fördergas Fördermenge
1 -1 -1 1 -1 -1
2 1 -1 1 -1 1
3 1 -1 -1 -1 -1
4 -1 -1 1 1 1
5 1 -1 -1 1 1
6 1 1 1 -1 -1
7 -1 1 -1 1 1
8 -1 1 1 -1 1
9 -1 1 1 1 -1
10 1 1 -1 -1 1
11 -1 -1 -1 1 -1
12 0 0 0 0 0
13 -1 1 -1 -1 -1
14 1 1 -1 2 -1
15 1 -1 1 1 -1
16 0 0 0 0 0
17 1 1 1 1 1
18 -1 -1 -1 -1 1
 
Tabelle 17: Versuchsplan zur Bestimmung der beeinflussbaren Messgrößen 
Die Reihenfolge der Versuche ist zufällig, um eventuell vorhandene systematische Einflüsse 
eliminieren zu können. Dieser Versuchsplan wird unter Berücksichtigung der Randbedingun-
gen abgefahren und Messwerte mit dem PFI-System aufgenommen. Die Ergebnisse der Ver-
suche sind im Anhang dargestellt. Eine Anonymisierung der PFI Messgrößen ist nicht not-
wendig, da diese prinzipbedingt relative Abweichungen von einem Referenzwert darstellen. 
Die gewonnenen Ergebnisse werden nun statistisch analysiert. Dabei werden zunächst die 
Messgrößen unabhängig von den Einflussgrößen betrachtet, um interne Abhängigkeiten zu 
erfassen. Besonders geeignet ist dazu die Korrelationsanalyse. 
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x_l y_l a_l b_l alpha_l x_r y_r a_r b_r alpha_r
x_l -0,46 1,00 0,92 -0,67 0,74 0,07 0,75 0,75 -0,43
y_l -0,46 -0,44 -0,42 0,93 -0,57 0,52 -0,55 -0,56 0,70
a_l 1,00 -0,44 0,92 -0,66 0,73 0,08 0,74 0,74 -0,42
b_l 0,92 -0,42 0,92 -0,64 0,45 -0,09 0,47 0,49 -0,19
alpha_l -0,67 0,93 -0,66 -0,64 -0,66 0,35 -0,65 -0,62 0,68
x_r 0,74 -0,57 0,73 0,45 -0,66 0,13 1,00 0,95 -0,84
y_r 0,07 0,52 0,08 -0,09 0,35 0,13 0,16 0,04 0,25
a_r 0,75 -0,55 0,74 0,47 -0,65 1,00 0,16 0,94 -0,82
b_r 0,75 -0,56 0,74 0,49 -0,62 0,95 0,04 0,94 -0,75
alpha_r -0,43 0,70 -0,42 -0,19 0,68 -0,84 0,25 -0,82 -0,75
 
Tabelle 18: Korrelationen der einzelnen PFI Messgrößen 
Die Korrelationsmaße dienen einer Abschätzung von gegenseitigen Abhängigkeiten der 
Messgrößen. Zu beachten ist dabei, dass nur lineare Abhängigkeiten erkannt werden. Daher 
ist eine zusätzliche Begutachtung der Korrelationsgraphen notwendig, um eventuelle nichtli-
neare Abhängigkeiten erkennen zu können. Beispielhaft zeigt Abbildung 43 die Verteilung 
der Ergebnisse aus x_l und y_r. Es ist erkennbar, dass hier kein eindeutiger, nichtlinearer Zu-
sammenhang vorliegt. Die Ergebnisse sind stochastisch verteilt. 
Scatterplot: x_l vs. y_r    (MD fallweise)
Korrelation: r = 0,07179
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Abbildung 43: Scatterplot der Korrelation zwischen x_l und y_r 
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Weitere Korrelationsdiagramme sind im Anhang zur Vollständigkeit abgebildet. Starke linea-
re Abhängigkeiten sind hingegen eindeutig erkennbar. Auffällig ist eine 100% Abhängigkeit 
der Größen x und a sowohl der linken als auch der rechten Ellipse. Diese Abhängigkeit ist 
auch anhand der Eigenschaften der Ellipsenbilder zu erklären. So führt eine Verlängerung der 
Ellipse automatisch und zwangsläufig zu einer Verschiebung des Schwerpunktes der Ellipse. 
Da die Abgrenzung der Ellipsen jeweils fest durch links den Brenner und rechts die Position 
des Filters gegeben ist. Das sich der Schwerpunkt der Ellipse um die Hälfte der Gesamtver-
längerung auf der Längsachse verschiebt und die Änderung der x-Lage Abhängig von der 
Neigung der Ellipse ist, ergibt sich für die Änderung der Ellipse: 
αcos
2
1
⋅∆⋅=∆ ax  Gl. 18 
Da die Neigung der Ellipse jedoch meist sehr gering ist, ist der Einfluss des Winkels sehr ge-
ring. Da es für die Höhe der Ellipse keinen Referenzpunkt gibt, wie es der Brennerausgang 
bei der Länge darstellt, lässt sich eine Analogie nicht herleiten. Dies wird durch die Ergebnis-
se bestätigt. Jedoch verschiebt sich durch Verlängerung der Ellipse auch die y-Position des 
Schwerpunktes. Dieser Effekt ist jedoch bei kleinen Winkeln gleich Null, so dass die Größen 
b_l und b_r weiter betrachtet werden müssen. 
Prozess Charakterisierung:
x,y,α : Position der Ellipse
a,b : Größe der Ellipse
x
y
∆x
∆ab
α
 
Abbildung 44: Schematische Darstellung der Abhängigkeiten der Ellipsenkennwerte 
Eine Betrachtung sowohl der Größe x als auch der Größe a ist auf Grund dieses Zusammen-
hangs nicht sinnvoll. Die Betrachtung der Größe a ist ausreichend für die weiteren Schritte. 
Die Abhängigkeiten werden in Abbildung 45 und Abbildung 46 dargestellt. 
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Scatterplot: x_l vs. a_l    (MD fallweise)
Korrelation: r = 0,99916
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Abbildung 45: Scatterplot der Korrelation zwischen x_l und a_l 
Scatterplot: x_r vs. a_r    (MD fallweise)
Korrelation: r = 0,99870
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Abbildung 46: Scatterplot der Korrelation zwischen x_r und a_r 
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Weitere starke lineare Korrelationen sind laut Tabelle 18 identifizierbar. Diese sind zwar sig-
nifikant, jedoch ist ein weiterer Einfluss durch die Faktoren nicht auszuschließen. Das Korre-
lationsmaß ist zwar hoch, jedoch < 1, es können also einige Veränderungen der Werte nicht 
durch eine Veränderung der anderen Größen erklärt werden. Damit steht fest, dass die Mess-
größen um zwei Größen auf nun acht Messgrößen verringert werden können. Die Größen x_l 
und x_r werden gestrichen. Sie sind linear von a_l bzw. a_r abhängig. 
Nun wird anhand des Versuchsplans und damit durchführbarer Signifikanztests geprüft, wie 
die Messgrößen durch die Faktoren beeinflusst werden. Beispielhaft wird die Signifikanz zum 
95% Signifikanzniveau in einem einfachen Paretodiagramm gezeigt. Abbildung 47 zeigt die 
standardisierten Effekte der einzelnen Größen und der 2FWW auf den PFI Messwert y_l. Es 
ist kein signifikanter Effekt erkennbar. Damit steht fest, dass bei dieser Anwendung der y_l 
Wert nicht durch die Faktoren beeinflusst wird. Umgekehrt ist eine Verwendung des y_l Wer-
tes für die Vorhersage von Einstellungen nicht geeignet, da keinerlei Rückschlüsse auf die 
Faktoren möglich sind. 
Paretodiagramm Standardis. Effekte ; Variable: y_l
AV: y_l
0,1038442
0,1099622
0,1189781
-0,223627
0,3859142
-0,46577
0,6959979
-0,783903
0,8856545
1,778876
2,163019
2,315002
2,486627
3,331548
-3,63777
6,86193
p=0,05
Schätzung standardisierte Effekte (Absolutwert)
4*5
3*5
2*5
(5)Fördermenge
2*3
2*4
(4)Fördergas
1*5
1*2
Krümmung
3*4
1*4
1*3
(2)Wasserstoff
(3)Strom
(1)Argon
 
Abbildung 47: Paretodiagramm der Messgröße y_l mit Prüfung der Nichtlinearität 
Die weiteren Paretocharts finden sich im Anhang. Zusätzlich zu y_l ist auch y_r unabhängig 
von den Faktoren. Auf die Messwerte y_l und y_r wird also in der Datenstruktur verzichtet. 
Weiter ist erkennbar, dass alle Messgrößen linear von den Einflussgrößen abhängen und ne-
ben den Haupteffekten auch Wechselwirkungen vorkommen. Die signifikanten Abhängigkei-
ten und der Wert des korrigierten R2 findet sich für alle Messwerte in Tabelle 19. R2 gibt dar-
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in an, wie gut die beobachteten Veränderungen durch die Einflussgrößen erklärbar sind. Ein 
R2 von 0,95 sagt so aus, dass 95% der Veränderungen durch die Einstellgrößen erklärbar sind. 
 y_l a_l b_l alpha_l y_r a_r b_r alpha_r 
Korr. R2 0,62 0,95 0,92 0,99 0,15 0,99 0,94 0,96 
Linearität ja ja ja ja ja ja ja ja 
Argon (1)         
Wasserstoff (2)         
Strom (3)         
Fördergas (4)         
Fördermenge 
(5) 
        
1*2         
1*3         
1*4         
1*5         
2*3         
2*4         
2*5         
3*4         
3*5         
4*5         
 
 
Tabelle 19: Darstellung der signifikanten Effekte aller Messgrößen 
Die Übersicht zeigt deutlich die unterschiedlichen Einflüsse der einzelnen Faktoren. Die Be-
stimmungsmaße R2 sind bei den Messgrößen mit signifikanten Einflüssen >0,9 und damit 
sehr hoch. Eine Darstellung der Zusammenhänge über Regressionsgleichungen ist damit ein-
fach möglich. Auch einer logischen Überprüfung halten die Effekte stand. So muss der Strom 
aufgrund seiner Energieeinbringung in das Plasma die Helligkeit, und damit die Größen der 
Ellipsen, beeinflussen. Die rechte Ellipse, also die Darstellung des Partikelstrahls, ist ihrer-
seits zusätzlich abhängig von der Pulverförderung (also Fördergas und Fördermenge) sowie 
den Plasmagasen. Dies ist schlüssig und über die eingebrachte Energie und die Reaktionen 
des Pulvers im Plasma erklärbar. Es steht damit fest, dass sechs Messgrößen betrachtet wer-
den. Damit ergibt sich eine grundsätzliche Datenstruktur mit fünf Faktoren und sechs Mess-
größen. Anhand der nun gegebenen Faktoren und Messgrößen wird mit Hilfe der statistischen 
Versuchsmethodik die Grundlage der Datenstruktur geschaffen. Es sind nun 5 Faktoren und 6 
Messgrößen gegeben. Die Zusammenhänge haben sich im betrachteten Versuchsraum als 
linear herausgestellt. Damit kann unter Nutzung von Tabelle 5 ein Versuchsplan für den Auf-
bau der Datenstruktur ausgewählt werden. Es wird ein teilfaktorieller 25-1 Versuchsplan emp-
fohlen. Dieser soll für alle weiteren Schritte genutzt werden. Dieser Versuchsplan benötigt 16 
Versuche ohne Zentralpunkt und ohne Versuchswiederholung. 
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5.2. Anpassung des Modells  
Die grundlegenden Analysen des intendierten Systems sind nun abgeschlossen. Darauf basie-
rend werden im Folgenden die notwendigen Schritte zum Aufbau eines geeigneten kNN getä-
tigt. Dies beginnt beim grundlegenden Aufbau des kNN, der Beschreibung des vollständigen 
Datenmodells und der Bestimmung der einzelnen Passungsmaße. Daran anschließend wird 
das kNN optimiert, bis die gewünschten Passungsmaße erreicht sind. 
5.2.1. Grundlagen des kNN 
Das kNN für den in 2.3.2.1 beschriebenen Ansatz "Supervised Control" ist ein MLP. Dieses 
kNN benötigt die Messgrößen als Eingangsinformation und die Faktoren als Ausgangsgröße. 
Entsprechend der beschriebenen Vorgehensweise werden sechs Eingangsneuronen und fünf 
Ausgangsneuronen benötigt. Es werden zwei verdeckte Schichten gewählt, wobei diese je-
weils mit einem Neuron mehr als maximale Neuronen auf der Ein/- Ausgangsschicht vorhan-
den sind, belegt werden. Damit ergibt sich als Ausgangssituation ein kNN, das 6 Neuronen 
auf der Eingangsschicht, maximal 2 verdeckte Schichten mit jeweils 7 Neuronen und eine 
Ausgangsschicht mit 5 Neuronen besitzt. Die Bestimmung der weiteren Steuergrößen für das 
kNN wurde bereits festgelegt. Das kNN besitzt durch diese Struktur laut Tabelle 7 126 Ver-
bindungen. Auf Basis dieser Information kann nun auch die Datenstruktur genau bestimmt 
werden. 
Der vorgesehene 25-1 Versuchsplan benötigt 16 Versuche ohne die Zentralpunkte. Durch Er-
gänzung von 4 Zentralpunktversuchen werden laut Versuchsplan 20 Versuche durchgeführt. 
[ ]
7 
3,6 
416
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=⇒
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Der vorgesehene Versuchsplan mit Zentralpunkt wird also in der Datenstruktur insgesamt 
sieben Mal durchlaufen. Damit ergeben sich 140 Versuche. Diese Anzahl an Datensätzen 
reicht für ein aussagefähiges Training der kNN aus. Jedoch muss bedacht werden, dass even-
tuelle Ausreißer der Datensätze die Anzahl weiter reduzieren, so dass die Menge der nutzba-
ren Daten geringer sein kann. Nach der entsprechenden Versuchsdurchführung und Messung 
der Versuche liegt eine Menge an Datensätzen vor. Vor Verwendung im kNN sollten diese 
geprüft werden, um eventuelle Ausreißer entsprechend identifizieren zu können. 
Zur Abschätzung der späteren Genauigkeit und zur Bestimmung der Passungsmaße werden 
Angaben über die abbildbaren Genauigkeiten benötigt. Basierend auf der Vorgehensweise, 
beschrieben in Kapitel 4.1.2.1, wird die anhand der Messunsicherheiten des PFI Systems 
mögliche Genauigkeit der Einstellungen abgeschätzt. Diese Abschätzung basiert auf den be-
reits durchgeführten Vorversuchen. Anhand der Regressionsanalyse werden die maximalen 
Ungenauigkeiten jedes Haupteffektes bestimmt. Sie werden unter Nutzung der Paretoanalyse 
gewichtet. Basis der Abschätzung ist die berechnete Standardabweichung bei wiederholten 
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Versuchspunkten. Diese stellt die Messunsicherheit dar. Da sich die Effekte überlagern, wird 
für jede Größe die maximale Unsicherheit durch Berechnung der Quadratsummen bestimmt. 
Die Tabelle zur Bestimmung der Unsicherheiten ist im Anhang dargestellt, die Ergebnisse 
zeigt Tabelle 20.  
Faktor Genauigkeit der Einstellung auf Basis der Messunsicherheit 
Primärer Gasfluss 2,15 SLPM 
Sekundärer Gasfluss 0,22 SLPM 
Fördermenge 0,25 Digits 
Strom 12,6 A 
Fördergasfluss 0,02 SLPM 
 
 
Tabelle 20: Genauigkeit der Einstellung für eine Rückführung der Messdaten 
Unter Nutzung der Einstellgenauigkeiten in Tabelle 16 werden die maximal notwendigen Ge-
nauigkeiten zur Bestimmung der Größen durch die Quadratsumme der jeweiligen Unsicher-
heiten ermittelt. Tabelle 21 zeigt dies: 
Faktor Gesamtgenauigkeit der Einstellung  
Primärer Gasfluss SLPMSLPM 37,2115,2 22 =+
 
Sekundärer Gasfluss SLPMSLPM 02,1122,0 22 =+
 
Fördermenge DigitsDigits 01,3325,0 22 =+
 
Strom AA 95,1236,12 22 =+
 
Fördergasfluss SLPMSLPM 2,02,002,0 22 =+
 
 
 
Tabelle 21: Gesamtgenauigkeiten der Faktoreinstellungen 
Nach Festlegung der Datenstruktur und Messung der notwendigen Werte werden die Grenz-
werte der einzelnen Passungsmaße, wie in Kapitel 4.2.1.7 beschrieben, definiert. Dies ge-
schieht in Anlehnung an die vorhandenen Streuungsmaße der Faktoren des Prozesses. Diese 
wurden in den ersten Schritten der Analyse bereits aufgenommen. Um die bezogenen Größen 
bestimmen zu können, wird hier auf bekannte Standardparameter für die Bezugsgröße zu-
rückgegriffen. Um eine sinnvolle Gesamtpassung berechnen zu können, dienen veröffentlich-
te Parameter aus anderen Versuchen der Berechnung.165 Da diese Parameter für alle entspre-
chenden Berechnungen genutzt werden, ist eine Vergleichbarkeit in allen Fällen gegeben. 
Tabelle 22 zeigt die Werte der genutzten Standardparameter:  
                                                 
165
 Die Parameter entstammen einer Dissertation, die die grundsätzliche Eignung von kNN zur Abbildung von 
Zusammenhängen im thermischen Spritzen zeigt. Seemann (2005), Vorhersage von Prozess- und Schichtcha-
rakteristiken beim atmosphärischen Plasmaspritzen mittels statistischer Modelle und neuronaler Netze, S. 39 
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Faktor Standardparameter 
Primärer Gasfluss 38 SLPM 
Sekundärer Gasfluss 9 SLPM 
Fördermenge 25 % 
Strom 575 A 
Fördergasfluss 4 SLPM 
 
 
Tabelle 22: Bezugswerte zur Berechnung des Soll Gesamtfehlers166 
Damit werden für die im Fallbeispiel genutzte Anwendung die Grenzwerte der einzelnen Pas-
sungsmaße wie folgt aus den möglichen Genauigkeiten bestimmt: 
Passungsmaß Bestimmung der relevanten Sollwerte 
Gesamtmaß [%] 100 
Gesamtfehler ( ) 08,0
5
1 2
4
2,02
575
95,122
25
01,32
9
02,12
38
37,2
=++++=quadratSollFehler  
Streuungsmaß 
Einzelfehler 
sPrimärer Gasfluss=δPrimärer Gasfluss=2,37 
sSekundärer Gasfluss=δSekundärer Gasfluss=1,02 
sFördermenge=δFördermenge=3,01 
sStrom=δStrom=12,95 
sFördergasfluss=δFördergasfluss=0,2 
 
 
Tabelle 23: Definition der Sollgrößen 
Damit stehen die verschiedenen Sollwerte für die Bestimmung der Passungsmaße fest. Die 
Grundlagen zum Aufbau und zur Optimierung des kNN sind nun geschaffen. 
5.2.2. Die Datenstruktur – Genauer Aufbau und Messwerterfassung 
Nach Einstellung der Steuergrößen entsprechend den Vorgaben, können die Versuche zur 
Messwerterfassung gemacht werden. Dazu wird der erstellte Versuchsplan abgearbeitet. Der 
erste Versuch ist immer ein Zentralpunkt, also die Referenz für das PFI Messsystem. Die El-
lipsen werden anhand dieses Punktes eingestellt. Die Abweichungen sollten also gleich Null 
sein. Durch Streuungen und Unsicherheiten wird dieser Wert jedoch meist nicht erreicht. Um 
Versuche und Aufwand zu sparen, wird jeder eingestellte Punkt mehrmals entsprechend der 
berechneten Anzahl an Versuchswiederholungen vermessen. Die Messwertaufnahme ge-
schieht automatisiert bei Start des PFI, welches entsprechend der vorgegebenen Integrations-
zeit die Messwerte bestimmt. Die Integrationszeit beträgt bei den Messungen 1,2 s. Da die 
Anzahl der Versuchsdurchläufe, also die Anzahl der Messwerte je Punkt, 7 beträgt, muss 8,4 
Sekunden gemessen werden. Dadurch ergeben sich für jeden Punkt des Versuchsplans 7 
Messwerte, also auch 7 Datensätze. Da der Messabbruch nach genau 8,4 Sekunden nicht im-
mer möglich ist, sind zum Teil mehr Datensätze vorhanden. Generell kann festgehalten wer-
den, dass der Einfluss durch die eventuell nicht ganz ausgewogen verteilten Daten im Ver-
gleich zu dem Nutzen durch mehr Datensätze gering ist. Insgesamt erhält man nach Durchlauf 
                                                 
166
 Seemann (2005), Vorhersage von Prozess- und Schichtcharakteristiken beim atmosphärischen Plasmaspritzen 
mittels statistischer Modelle und neuronaler Netze, S. 39 
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aller Versuchspunkte 145 Datensätze. Fehlmessungen werden aus der Datenmenge entfernt. 
Diese treten auf, wenn das PFI-System keine eindeutigen Ellipsen identifizieren konnte. Dies 
wird durch den Eintrag des Wertes 100 in die Daten deutlich gemacht. Nach Entfernung die-
ser Daten werden die restlichen Daten auf mögliche Ausreißer untersucht. Dazu wird der Aus-
reißer-Test nach Grubbs genutzt, da nur die Standardabweichung der vorhandenen Daten-
menge bekannt ist. Die Standardabweichung der Grundgesamtheit ist hingegen unbekannt. Im 
Ausreißer-Test zeigt sich, dass weitere vier Datensätze die Kriterien für einen Ausreißer zum 
99% Signifikanzniveau erfüllen. Auch diese vier Datensätze werden aus der Gesamtmenge an 
Daten entfernt. So ergibt sich eine Datenstruktur mit insgesamt 135 Datensätzen. Diese An-
zahl reicht zum Netztraining aus. Damit kann nun mit dem Aufbau und dem Training des 
kNN begonnen werden. 
5.2.3. Schritte zur Anpassung des kNN 
Die Entwicklung des geeigneten kNN wird mit der Software DataEngine der Fa. MIT GmbH 
durchgeführt. Dies ist eine Software, die speziell für die Datenanalyse und den Aufbau von 
Fuzzy Systemen und Neuronalen Netzen entwickelt wurde. Die Software stellt alle notwendi-
gen Werkzeuge und die Grundlagen der kNN zur Verfügung. Die Parameter der kNN können 
einzeln vorgegeben werden, so dass ein maximales Maß an Freiheitsgraden vorhanden ist. 
Ausgangssituation für die Auslegung des kNN bezüglich einer Regelung ist ein MLP Netz mit 
6 Neuronen auf der Eingangsschicht, max. 7 Neuronen auf jeder Zwischenschicht und 5 Neu-
ronen als Ausgangsschicht. Auf eine genaue Beschreibung der genutzten Software und ihrer 
Möglichkeiten soll hier verzichtet werden. Generell dient DataEngine der MIT GmbH der 
umfassenden Analyse und Interpretation von Daten. Der Schwerpunkt der Software liegt ne-
ben den Tools zur Datenvorbereitung wie statistische Analysen und FFT in der Anwendung 
von Fuzzy Technologien und künstlichen Neuronalen Netzen. 
Folgender Versuchsplan für die Auslegung des kNN und zur ersten Einschätzung wird er-
stellt: 
Versuch Wert Schicht 1 Wert Schicht 2 
1 1 4 
2 7 0 
3 7 4 
4 4 4 
5 4 0 
6 1 0 
7 4 7 
8 7 7 
9 1 7 
 
 
Tabelle 24: Versuchsplan zur Optimierung der Netzstruktur 
Diese unterschiedlichen Strukturen des kNN werden im Folgenden trainiert und die verschie-
denen Passungsmaße bestimmt. Die Ergebnisse werden ausgewertet. Dazu wird in einem ers-
ten Ansatz der relevante Gesamtfehler für jeden Versuch bestimmt. Da die Berechnung des 
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kNN wiederholt unter Nutzung unterschiedlicher Startwerte vorgenommen wurde, wird auch 
der Vertrauensbereich zum 95% Niveau berechnet. Dies ist notwendig um die Aussage ma-
chen zu können, dass der Gesamtfehler signifikant 100% erreicht.  
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Abbildung 48: Auswertung der ersten Versuche zum Aufbau des kNN 
Die Ergebnisse werden in Abbildung 48 mit Angabe des Vertrauensbereiches nach unten dar-
gestellt. Wichtig ist, dass die 100% sowohl im Mittel als auch nach Abzug des Vertrauensbe-
reichs erreicht werden. So erreichen zwar Versuch 4 und Versuch 8 im Mittel die 100%, je-
doch liegen statistisch nachweisbar auch einige Ergebnisse unterhalb der 100% Marke. Daher 
stehen nur noch Versuch 2 und Versuch 7 als Alternativen zur Verfügung, bei denen 95% 
aller Ergebnisse oberhalb der 100% liegen werden. Um die Forderung nach einem möglichst 
einfachen kNN zu erfüllen, wird das kNN aus Versuch 2 genutzt. Dieses besitzt nur eine 
Schicht mit 7 Neuronen und ist daher dem kNN mit zwei Zwischenschichten in Versuch 7 
vorzuziehen. Im Folgenden werden die weiteren Passungsmaße für dieses kNN überprüft und 
das Gesamtpassungsmaß bestimmt. Dann kann die weitere Optimierung entsprechend der in 
Kapitel 4.2.2.2 unter 2c) beschriebenen Vorgehensweise durchgeführt werden. 
Dazu werden nun neben dem Gesamtfehler das Streuungsmaß und die Einzelfehler bestimmt. 
Entsprechend Tabelle 10 werden die einzelnen Maße berechnet und durch die Angabe eines 
Vertrauensbereiches ergänzt. Es zeigt sich, dass bei einem 95%igen Vertrauensintervall bei 
der gewählten Netzkonfiguration eine Gesamtpassung von 99,8% erreicht werden kann. Dies 
ist zwar bereits ein sehr gutes Ergebnis, zeigt aber auch eine Abweichung. Genaue Analysen 
zeigen, dass die Abweichung bei der Einzelpassung der Größe Wasserstoff vorliegt. Daher 
wird die Neuronenzahl im nächsten Schritt um eins erhöht, um entsprechend eine Verbesse-
rung zu erreichen, das Modell wird angepasst. So ergibt sich ein kNN mit einer Zwischen-
schicht mit 8 Neuronen. Es ergeben sich 88 Verbindungen, die ohne besonderes Risiko wegen 
Overfitting durch die gegebene Datenstruktur trainiert werden kann. Bei der Auswertung zeigt 
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sich, dass bei einem 95%igen Vertrauensintervall eine 100%ige Passung erreicht wird. Das 
kNN ist damit in der Lage, den Prozess im Rahmen der zugelassenen und technisch mögli-
chen Abweichungen abzubilden. Damit kann das so geschaffene kNN in der Regelung genutzt 
werden. 
5.2.4. Fazit 
Anhand der gegebenen Datenstruktur wird die Struktur des kNN festgelegt. Mit der so ermit-
telten maximalen Größe des kNN wird die Anzahl der notwendigen Versuchswiederholungen 
für die Messungen auf 7 festgelegt und im Anschluss die Datenstruktur mit Messwerten aus 
den durchgeführten Versuchen ergänzt. Die Datenstruktur wird auf Ausreißer geprüft, um 
eine modellhafte Abbildung generell zu ermöglichen. Nachdem die Ausreißer identifiziert und 
entsprechend aussortiert sind, werden die entsprechenden Passungsmaße definiert. Ein Ver-
suchsplan wird definiert und entsprechend im Anschluss unterschiedliche Netzstrukturen hin-
sichtlich ihres Gesamtfehlers im Rahmen einer ersten Versuchsreihe untersucht. Dabei stellt 
sich ein kNN mit einer Schicht und sieben Neuronen als das kNN heraus, das die einfachste 
Struktur aufweist und signifikant den erforderlichen Gesamtfehler erreicht. Die Überprüfung 
der weiteren Passungen zeigt, dass eine Erweiterung notwendig ist, um die weiteren Pas-
sungsmaße zu erreichen. Das kNN wird daher um 1 Neuron auf der Zwischenschicht erweitert 
und die Passungen untersucht. Das so erstellte kNN mit 8 Neuronen auf einer verdeckten 
Schicht erfüllt die notwendigen Passungsmaße mit 95%iger Signifikanz. Dieses kNN dient in 
den weiteren Schritten als Basis für die Regelung. 
5.3. Anwendung der Regelung im laufenden Prozess 
Das kNN wird nun in der Regelung eingesetzt. Dabei wird, wie in Kapitel 4.3.2 beschrieben, 
vorgegangen. Die ersten Schritte, also der Aufbau der Datenstruktur und die Optimierung des 
kNN, sind bereits abgeschlossen. 
Auf Basis des kNN werden die Parameter bestimmt, die für eine Nullabweichung der PFI 
Messgrößen vorhergesagt werden. Tabelle 25 zeigt die vorzunehmenden Einstellungen für die 
Nullabweichung bezogen auf die ursprüngliche Zentralpunkteinstellung: 
 Argon Wasserstoff Stromstärke Fördergas Fördermenge 
1. Regelung 102,6% 106,3% 108,9% 129,7% 132,8% 
 
 
Tabelle 25: Daten für die erste Regelung 
Es fällt auf, dass besonders an den Größen Fördergas und Fördermenge starke Änderungen 
von der Regelung vorgesehen werden. Ein Blick auf die Zentralpunktversuche der Trainings-
daten in Abbildung 49 und Abbildung 50 erklären sehr gut dieses Verhalten. Die Abweichun-
gen waren in den Daten vorgesehen, um zu Beginn des Regeleinsatzes bereits eine Reaktion 
des Reglers erkennen zu können.  
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Abbildung 49: Abweichungen der Zentralpunkte der linken Ellipse beim Training167 
Es zeigt sich eine negative Abweichung der Länge (a_l) der linken Ellipse in den Zentral-
punktversuchen der Trainingsdaten. In den Untersuchungen der Paretodiagramme ist erkenn-
bar, dass dies durch eine Erhöhung des Stroms verbessert werden kann. Das kNN reagiert in 
diesem Fall richtig. Auch die rechte Ellipse zeigt in den Zentralpunktversuchen der Trai-
ningsdaten starke Abweichungen, wie Abbildung 50 zeigt.  
                                                 
167
 In den Abbildungen der Messwertverläufe sind die Skalierungen für die linke und die rechte Ellipse für eine 
bessere Darstellung verschieden gewählt, werden aber jeweils für die Ellipsen konstant gehalten, um die Un-
terschiede deutlich machen zu können. 
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Abbildung 50: Abweichungen der Zentralpunkte der rechten Ellipse beim Training 
Es gibt starke Abweichungen in der Länge (a_r) und der Höhe (b_r) der rechten Ellipse. Auf 
die Abweichungen von a_r kann laut den Analysen durch eine Anhebung von Strom, Wasser-
stoff und Argon reagiert werden. b_r muss hingegen mit Fördermenge und Fördergas gesteu-
ert werden. Die Reaktionen des kNN erweisen sich damit als logisch und werden entspre-
chend im Prozess eingestellt. 
Die Vermessung von 15 Datensätzen mit der geregelten Einstellung ergibt folgende Daten, 
die in Abbildung 51 und Abbildung 52 dargestellt sind: 
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Abbildung 51: Werte der linken Ellipse mit durch das kNN vorgegebenen Einstellungen 
Es zeigt sich für die linke Ellipse eine deutliche Verbesserung. Die Abweichungen sind nahe-
zu Null, die Referenzellipse wird nahezu erreicht. Abbildung 52 zeigt dies auch für die rechte 
Ellipse. 
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Abbildung 52: Werte der rechten Ellipse mit durch das kNN vorgegebenen Einstellungen 
Auch die Werte der rechten Ellipse liegen deutlich näher an der Referenzellipse als die ur-
sprünglichen Zentralpunkteinstellungen. Zusammenfassend wird diese erste Verbesserung in 
Abbildung 53 gezeigt: 
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Abbildung 53: Vergleich der geregelten Ergebnisse mit dem ursprünglichen Zentralpunkt168 
Mit diesen Parametern wird nun ein Zeitintervall ∆t beschichtet. Im Anschluss wird der ge-
nutzte Versuchspunkt erneut vermessen und drei Datensätze aufgenommen. Diese werden 
durch vier Datensätze des ersten Punktes aus dem Versuchsplan ergänzt, die zusätzlich ver-
messen werden. So erhält man erneut sieben Datensätze, mit denen das kNN ergänzt wird. 
Die sieben ersten Datensätze werden entsprechend aus dem Trainingsdatensatz entfernt. In 
diesem Fall werden die Messungen des nun eingestellten geregelten Punktes mit den Zentral-
punkteinstellungen ergänzt. Tabelle 26 gibt die eingestellten Versuchspunkte normiert an. 
 Argon Wasserstoff Stromstärke Fördergas Fördermenge 
1. Regelung 102,6% 106,3% 108,9% 129,7% 132,8% 
Zentralpunkt 100% 100% 100% 100% 100% 
 
 
Tabelle 26: Einzustellende Versuchspunkte für die Aktualisierung des kNN 
Nach Übernahme der Daten in das kNN und einem erneuten Netztraining ergibt sich folgen-
des Ergebnis in Tabelle 27: 
 Argon Wasserstoff Stromstärke Fördergas Fördermenge 
1. Regelung 102,6% 106,3% 108,9% 129,7% 132,8% 
2. Regelung 79,9% 109,2% 105,4% 84% 64,3% 
 
 
Tabelle 27: Ergebnis des kNN mit aktuellen Datensätzen 
                                                 
168
 Auf die Darstellung der Streuungen wird in diesem und den folgenden Balkendiagrammen aus Gründen der 
Übersichtlichkeit verzichtet. Ein Blick auf die Verläufe der Messungen zeigt auch, dass die Streuung  insbe-
sondere bei den geregelten Versuchen sehr gering ist, so dass besonders bei den starken Veränderungen (z.B. 
a_r) von tatsächlichen Verbesserungen ausgegangen werden kann. 
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Es ist deutlich erkennbar, dass das kNN einige starke Korrekturen vornimmt. Diese sind so 
nicht nachvollziehbar, jedoch scheinen die neuen Daten gewisse Änderungen hervorzurufen. 
Auf Basis dieser Einstellung wird der Prozess erneut gestartet und vermessen. Die Ergebnisse 
zeigt Abbildung 54: 
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Abbildung 54: Ergebnisse nach der ersten Korrektur der Trainingsdaten 
Es ist eine Verbesserung in der Länge der rechten Ellipse a_r erkennbar. Diese wurde im ers-
ten Regelansatz etwas zu stark korrigiert. Nun wurde das Ergebnis weiter verbessert. Die üb-
rigen Werte zeigen zwar geringe Abweichungen, jedoch ist keine signifikante Veränderung 
erkennbar. Nach n Regelschritten, bei denen jeweils die Datenstruktur durch aktuelle Ver-
suchspunkte ergänzt wurde, ergibt sich folgendes Ergebnis in Tabelle 28: 
 Argon Wasserstoff Stromstärke Fördergas Fördermenge 
1. Regelung 102,6% 106,3% 108,9% 129,7% 132,8% 
2. Regelung 79,9% 109,2% 105,4% 84% 64,3% 
n. Regelung 97,6% 143,2% 106,3% 115% 75,6% 
 
 
Tabelle 28: Vorgenommene Prozesseinstellungen 
Die Einstellungen laut dem Punkt n ergeben PFI Messwerte, die im Vergleich mit den ande-
ren Größen wie in Abbildung 55 dargestellt werden können.  
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Abbildung 55: PFI Ergebnisse aus verschiedenen Messungen im Vergleich 
Es zeigt sich nach n Regelläufen eine weitere Verbesserung. Aus Zeit- und Budgetgründen 
wurde auf Langzeitversuche innerhalb des Projektes "Prospray" verzichtet, so dass zwar die 
Fähigkeit des kNN zur Regelung nachgewiesen werden konnte, jedoch ein Nachweis im 
Langzeitversuch aussteht. 
5.3.1. Weitere Schritte zum serientauglichen Regler 
Bei der Betrachtung der Ergebnisse zeigt sich, dass es dem Regler gelingt, den Prozess so 
einzustellen, dass trotz möglicher Störungen der Referenzpunkt nahezu erreicht wird. Jedoch 
sind die Änderungen teilweise sehr sprunghaft und entsprechen in einigen Fällen nicht der 
Einschätzung der Experten. Untersuchungen der Schichtergebnisse sind daher in Zukunft in 
Verbindung mit der Regelung notwendig. Besonders die Veränderungen der Fördermengen 
werden als sehr kritisch beurteilt. Grund dafür könnten noch fehlende Informationen in den 
Messwerten sein. Eine solche Information ist beispielsweise die Gesamtintensität bzw. der 
Gradient der Intensitätszunahme der jeweiligen Ellipsen, da diese eine Aussage über den E-
nergiegehalt machen. Eine entsprechende Anpassung und Optimierung der Messtechnik ist 
daher notwendig und wird durch die Fa. Zierhut vorangetrieben. Auch wurde entsprechend 
der Vorgehensweise eine Regelung durch die Zierhut Messtechnik umgesetzt, die in das PFI 
implementiert ist und eine vollautomatische Regelung grundsätzlich ermöglicht. Die dazu 
notwendigen Regelschritte werden im Datenaustausch mit der GTV Anlagentechnik vorge-
nommen. Durch Hinterlegung des entsprechenden Versuchsplanes wird die Datenstruktur 
immer aktualisiert und durch ein entsprechendes Netztraining das kNN neu trainiert. Den ge-
samten Verfahrensablauf zeigt Abbildung 56. 
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Abbildung 56: Verlauf der online Regelung169 
5.4. Gesamtergebnisse 
Im Fallbeispiel wird ein kNN zur Regelung des thermischen Spritzprozesses mittels des Pf-
Systems ausgelegt und in der Regelung genutzt. Dazu wird entsprechend der vorgestellten 
Vorgehensweise das intendierte System genau betrachtet und entsprechend eine Datenstruktur 
geschaffen. Anhand der Datenstruktur und der entwickelten Vorgehensweise zur Optimierung 
des kNN wird das genutzte kNN für das Fallbeispiele optimiert. Dazu werden entsprechend 
sinnvolle und nutzbare Passungsmaße definiert. Der vorgestellte Regelansatz "Supervised 
Control" wird für die vorgesehene Anwendung weiter angepasst und die Funktionsweise in 
Kombination mit dem erstellten kNN nachgewiesen. 
 
                                                 
169
 Zierhut et al. (2006), Integration der PFI-Prozessregelung in Industrieanlagen, S. 22 
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6. Zusammenfassung  
Das thermische Spritzen hat in der Oberflächentechnik bereits eine hohe Bedeutung, die wei-
ter zunehmen wird. Die Technologie bietet das Potential, durch geeignete Beschichtungen auf 
eine Vielzahl von Ausgangsmaterialien hochwertige Oberflächen aufzubringen, die z.B. ho-
hem Verschleiß widerstehen. Neben den damit finanziell erreichbaren Vorteilen trägt dies 
auch zur Schonung von Ressourcen bei. Jedoch unterliegt das thermische Spritzen verschie-
denen Störgrößen, die nur mit Einschränkungen beherrschbar sind. 
Es zeigt sich, dass sich erst langsam Messmittel durchsetzen, die sowohl eine zuverlässige 
Überwachung des Prozesses ermöglichen als auch für einen dauerhaften Industrieeinsatz ge-
eignet sind. Mit diesen Systemen ist es zwar möglich, Prozessveränderungen zu erkennen, 
jedoch ist eine Rückführung dieser Veränderungen in den Prozess im Sinne geschlossener 
Regelkreise noch nicht Stand der Technik. Thermische Spritzprozesse stellen eine Herausfor-
derung für eine solche Regelung dar, da sich der Prozess teilweise nichtlinear verhält und sich 
die Prozesszusammenhänge über die Zeit verändern. 
Regelungen, die auf der Nutzung von kNN basieren, sind in der Lage, veränderliche und 
nichtlineare Prozesse zu regeln. Jedoch ist der Aufbau eines kNN zur Regelung sowie die 
Vorgehensweise der Regelung mit kNN stark iterativ und hängt vielfach von der Erfahrung 
des Anwenders ab. In dieser Arbeit wird eine Vorgehensweise beschrieben, wie ein kNN zur 
Regelung des thermischen Spritzprozesses aufgebaut werden kann. Ziel ist, das so gestaltete 
kNN zur Regelung eines thermischen Spritzprozesses einzusetzen. 
Dazu werden in den wissenschaftlichen Grundlagen die vier relevanten Themenbereiche 
Thermisches Spritzen, Methoden des Qualitätsmanagements, Grundlagen von kNN und Rege-
lungsansätze mit kNN beschrieben. 
Die Analyse dient der Untersuchung der beschriebenen Arbeitsgebiete und der Ableitung von 
Lösungsansätzen. Zu Beginn wird dazu eine wissenschaftliche Vorgehensweise, der induktive 
Ansatz nach BALZER170, ausgewählt und beschrieben. Dieser Ansatz spannt einen geeigneten 
wissenschaftlichen Rahmen auf, in dem die Problematik gelöst wird. Basis dieses Ansatzes ist 
der lokale Theoriebegriff, durch den die vier notwendigen Teile Modell, intendiertes System, 
Datenstruktur und Approximationsapparat beschrieben werden. Dieser induktive Ansatz ist 
das Kernelement der weiteren Vorgehensweise und stellt gleichzeitig dessen Leitfaden dar. 
Weiter werden in der Analyse verschiedene Messsysteme und Regelansätze verglichen und 
die geeigneten für eine Konzeptentwicklung ausgewählt. 
Die Konzeptentwicklung ist in mehrere Einzelschritte gegliedert. In einem ersten Schritt wird 
der Prozess genau analysiert, um den Aufbau des kNN vorbereiten zu können. Entsprechend 
der wissenschaftlichen Vorgehensweise wird dazu das intendierte System beschrieben und auf 
dieser Basis eine beschreibende Datenstruktur abgeleitet. Dieser Schritt wird durch Methoden 
des präventiven Qualitätsmanagements unterstützt, die sowohl der Beschreibung des inten-
                                                 
170
 Der wissenschaftliche Ansatz nach BALZER ist in Kapitel 3.1 detailliert erläutert. 
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dierten Systems (Systemanalyse) als auch der Ausarbeitung der Datenstruktur (Ishikawa, 
Paarweiser Vergleich, Doe) dienen. Im Anschluss werden der Approximationsapparat und die 
Modellklasse genau beschrieben und definiert. 
Darauf basierend findet die iterative Modellanpassung statt. Schwerpunkt dieses Schritts liegt 
in der Definition von Randbedingungen für das kNN und der Beschreibung einer Vorgehens-
weise zur Anpassung des kNN. Ziel ist es, das kNN nicht so genau wie möglich zu gestalten, 
sondern so genau wie nötig. 
Im letzten Schritt wird eine geeignete Vorgehensweise zur Regelung des Prozesses entwi-
ckelt. Zu beachten sind dabei verschiedene Randbedingungen, wie die kontinuierliche Verän-
derung des Prozesses in Folge von Verschleiß. Dem wird durch eine regelmäßige Aktualisie-
rung der Datenstruktur, das Verwerfen alter Datensätze und einem entsprechenden neuen 
Training des kNN Rechnung getragen. 
In einem Fallbeispiel wird die gesamte Vorgehensweise exemplarisch gezeigt. Dabei werden 
alle Schritte vom Aufbau der Datenstruktur bis hin zur Anwendung der Regelung vorgestellt. 
Anhand des Fallbeispiels zeigt sich die Wirksamkeit der entwickelten Ansätze. Es gelingt 
anhand der entwickelten Vorgehensweise, zielgerichtet eine geeignete Struktur des kNN zu 
erhalten. Der gewählte prädiktive Regelansatz erweist sich geeignet, den komplexen APS 
Prozess zu regeln. Die gemessenen Prozessabweichungen lassen sich durch Einsatz der Rege-
lung signifikant um bis zu 95% verringern. 
Für eine industrielle Anwendung müssen zwei unterschiedliche Arbeitsfelder betrachtet wer-
den. Das erste Arbeitsfeld ist die Ausarbeitung eines geeigneten kNN zur Regelung. Die dazu 
notwendige Vorgehensweise wird in der Arbeit detailliert dargestellt und beispielhaft ange-
wandt, die Funktion wurde nachgewiesen. Da die in dieser Arbeit beschriebene Vorgehens-
weise allgemein gehalten ist, ist eine analoge Betrachtung auch anderer Anwendungen (insbe-
sondere thermischer Spritzprozesse) mit nur geringen Anpassungen möglich. 
Das zweite Arbeitsfeld ist die industrielle Umsetzung der beschriebenen Regelung. Die ein-
zelnen Schritte des Reglereinsatzes basieren auf Tools wie Excel und DataEngine, die zur Zeit 
noch intensive Betreuung durch angewiesenes Personal benötigen. Dies ist in einem indus-
triellen Umfeld oftmals nicht wirtschaftlich. Eine Umsetzung der Vorgehensweise in eine 
Softwarelösung ist durch die Fa. Zierhut Messtechnik GmbH im Rahmen des Innonet Projek-
tes ProSpray für das thermische Spritzen, besonders das APS Verfahren, bereits geschehen. 
Dabei arbeitet das System zusammen mit GTV-Anlagentechnik, so dass ein vollautomatischer 
Betrieb ermöglicht wird. Es stehen an dieser Stelle noch Langzeittests aus, die einen sicheren 
und fehlerfreien Betrieb nachweisen. Nach diesem Nachweis ist die Regelung vollständig 
industriell nutzbar. 
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Run Argon [SLPM] Wasserstoff [SLPM] Strom [A] Fördergas [SLPM] Fördermenge [g/min] x_l y_l a_l b_l alpha_l x_r y_r a_r b_r alpha_r
1 -1 -1 1 -1 -1 3,5870 -0,0850 5,8580 5,2005 -0,5680 2,0073 -0,3860 6,6290 -2,9650 -0,6035
2 1 -1 1 -1 1 1,3308 -0,0098 1,9656 4,2240 -0,2670 -12,4254 -0,4380 -39,1100 -10,7900 0,7352
3 1 -1 -1 -1 -1 -6,7293 0,0540 -14,7728 -9,5665 0,1323 -17,4673 -0,6535 -56,6238 -22,0098 -0,0288
4 -1 -1 1 1 1 4,7588 -0,0648 8,9608 3,8288 -0,4946 10,2280 -0,5710 28,9272 15,6094 -1,5084
5 1 -1 -1 1 1 -6,6798 0,0550 -14,9160 -8,6524 0,0320 -13,9036 -0,4976 -44,3064 -20,1766 0,0966
6 1 1 1 -1 -1 3,9738 0,0688 7,3723 2,6195 -0,0823 -5,8058 -0,2143 -15,7450 -7,8758 0,4138
7 -1 1 -1 1 1 -2,4254 0,0122 -6,3404 -9,7842 -0,1304 6,6560 -0,1366 18,5986 9,4676 -0,9408
8 -1 1 1 -1 1 6,6186 -0,0350 12,4024 3,6632 -0,3036 14,4906 -0,1396 42,5006 22,7262 -1,0828
9 -1 1 1 1 -1 6,4280 -0,0442 12,2534 3,3150 -0,3884 17,0592 -0,5636 49,6702 26,3556 -1,6530
10 1 1 -1 -1 1 -5,1822 0,0938 -11,5596 -9,7534 0,1930 -12,1254 -0,1422 -38,6272 -12,0842 0,6948
11 -1 -1 -1 1 -1 -3,1666 -0,0156 -7,8226 -8,8808 -0,2590 -2,8166 -0,5328 -9,3144 -12,6278 -1,1724
12 0 0 0 0 0 0,7618 0,0430 1,4000 -0,6842 -0,1376 -1,1688 -0,1092 -2,7360 -6,7964 -0,2826
13 -1 1 -1 -1 -1 -2,3960 0,0598 -6,2424 -9,3466 0,0704 -0,6936 0,0542 -0,9462 -7,2228 -0,1384
14 1 1 -1 1 -1 -5,2660 0,1117 -11,8512 -9,9725 0,2977 -11,4897 -0,2480 -35,7982 -15,0208 0,4243
15 1 -1 1 1 -1 2,3868 0,0763 3,9882 3,9503 0,0315 -8,9365 -0,3040 -26,4098 -14,2963 0,2223
16 0 0 0 0 0 0,0566 0,0796 0,0406 -1,3556 -0,0966 -2,3122 -0,0220 -6,1574 -7,6362 -0,1332
17 1 1 1 1 1 4,4470 0,1196 8,0762 2,2608 0,0408 3,7840 0,1360 12,9018 2,4888 -0,2254
18 -1 -1 -1 -1 1 -3,2636 0,0316 -8,0880 -8,7500 -0,0892 -3,1864 -0,0404 -10,5468 -10,0518 -0,4694
-60,0000
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8.1.2. Korrelationsdiagramme der Messgrößen 
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Abbildung 58: Korrelationsdiagramme der Ellipsengrößen 
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8.1.3. Paretodiagramme und Bestimmung der Regressionskoeffizienten  
Paretodiagramm Standardis. Effekte ; Variable: x_l
AV: x_l
,2236698
,3258955
,3874281
,3942966
-,676691
,6790144
-,845045
-1,1054
1,241966
1,275306
1,357873
1,680348
2,423669
7,005675
-10,9594
34,41261
p=,05
1*4
2*5
3*5
(5)Fördermenge [g/min]
4*5
1*2
1*5
2*4
3*4
(4)Fördergas [SLPM]
Krümmung
1*3
2*3
(2)Wasserstoff [SLPM]
(1)Argon [SLPM]
(3)Strom [A]
Paretodiagramm Standardis. Effekte ; Variable: y_l
AV: y_l
,1038442
,1099622
,1189781
-,223627
,3859142
-,46577
,6959979
-,783903
,8856545
1,778876
2,163019
2,315002
2,486627
3,331548
-3,63777
6,86193
p=,05
4*5
3*5
2*5
(5)Fördermenge [g/min]
2*3
2*4
(4)Fördergas [SLPM]
1*5
1*2
Krümmung
3*4
1*4
1*3
(2)Wasserstoff [SLPM]
(3)Strom [A]
(1)Argon [SLPM]
Paretodiagramm Standardis. Effekte ; Variable: a_l
AV: a_l
,0975128
-,215737
,4468443
,5587222
,6782552
-,856315
-1,05559
-1,32176
1,40779
1,546889
1,699296
2,529517
2,795076
7,52607
-11,0998
37,0536
p=,05
2*5
1*4
(5)Fördermenge [g/min]
3*5
1*2
4*5
1*5
2*4
(4)Fördergas [SLPM]
3*4
1*3
2*3
Krümmung
(2)Wasserstoff [SLPM]
(1)Argon [SLPM]
(3)Strom [A]
Paretodiagramm Standardis. Effekte ; Variable: b_l
AV: b_l
-,09261
-,148569
-,264103
-,650832
-,658204
-,931891
-1,01892
-1,17202
-1,23124
1,237981
1,25248
-1,30535
-2,17802
-4,39816
5,147582
54,64361
p=,05
2*5
(5)Fördermenge [g/min]
2*4
4*5
1*2
1*3
3*5
(4)Fördergas [SLPM]
2*3
1*4
1*5
3*4
(1)Argon [SLPM]
(2)Wasserstoff [SLPM]
Krümmung
(3)Strom [A]
Paretodiagramm Standardis. Effekte ; Variable: alpha_l
AV: alpha_l
-,255152
,3791357
-,430875
,4995738
-1,19288
-1,37742
-1,85199
1,885618
-2,18312
3,574626
-4,37688
6,694519
6,967301
10,16912
-19,6461
21,90967
p=,05
Krümmung
(4)Fördergas [SLPM]
2*3
2*5
1*2
2*4
4*5
3*5
(5)Fördermenge [g/min]
1*3
1*5
3*4
1*4
(2)Wasserstoff [SLPM]
(3)Strom [A]
(1)Argon [SLPM]
 
Abbildung 59: Paretodiagramme der linken Ellipse 
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Paretodiagramm Standardis. Effekte ; Variable: x_r
AV: x_r
-,380553
,5705844
,6985227
-1,11415
-1,29375
1,309581
1,391636
1,796312
3,694845
-3,77962
5,854477
6,697761
11,06572
18,05054
23,32324
-37,7592
p=,05
1*4
3*5
Krümmung
1*5
1*2
4*5
2*4
2*5
3*4
1*3
2*3
(5)Fördermenge [g/min]
(4)Fördergas [SLPM]
(2)Wasserstoff [SLPM]
(3)Strom [A]
(1)Argon [SLPM]
Paretodiagramm Standardis. Effekte ; Variable: y_r
AV: y_r
,0695349
-,185494
-,254015
-,43809
,5670234
-1,14966
-1,35481
1,459421
2,061111
2,75727
-3,07271
4,129723
4,902918
6,996668
7,405768
8,795249
p=,05
2*4
(1)Argon [SLPM]
1*5
3*5
4*5
(3)Strom [A]
2*3
2*5
3*4
1*2
(4)Fördergas [SLPM]
(5)Fördermenge [g/min]
Krümmung
1*3
1*4
(2)Wasserstoff [SLPM]
Paretodiagramm Standardis. Effekte ; Variable: a_r
AV: a_r
,3383751
-,51118
,6456788
-,827312
,9963766
1,62076
1,764031
1,80941
-2,37087
3,605511
5,711669
6,083998
11,0299
18,94246
24,48319
-38,1554
p=,05
3*5
1*2
1*4
1*5
2*4
Krümmung
4*5
2*5
1*3
3*4
2*3
(5)Fördermenge [g/min]
(4)Fördergas [SLPM]
(2)Wasserstoff [SLPM]
(3)Strom [A]
(1)Argon [SLPM]
Paretodiagramm Standardis. Effekte ; Variable: b_r
AV: b_r
-,053761
2,01224
-2,90275
5,650834
-6,55523
6,757467
6,791133
-7,9972
-11,1906
-12,8671
17,71258
-18,2472
22,25057
40,47572
50,93185
-59,3842
p=,05
2*5
3*5
4*5
2*4
1*5
3*4
2*3
Krümmung
1*2
1*4
(4)Fördergas [SLPM]
1*3
(5)Fördermenge [g/min]
(2)Wasserstoff [SLPM]
(3)Strom [A]
(1)Argon [SLPM]
Paretodiagramm Standardis. Effekte ; Variable: alpha_r
AV: alpha_r
-,389445
,5225207
-,678709
,8126522
-1,50027
1,506217
1,66514
-1,79238
-2,31111
-2,45452
3,983668
4,935549
-5,13007
-7,11595
-10,123
23,43194
p=,05
(5)Fördermenge [g/min]
(2)Wasserstoff [SLPM]
2*4
1*2
4*5
Krümmung
1*5
3*5
3*4
2*5
1*4
1*3
(3)Strom [A]
2*3
(4)Fördergas [SLPM]
(1)Argon [SLPM]
 
Abbildung 60: Paretodiagramme der rechten Ellipse 
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x_l y_l a_l b_l alpha_l x_r y_r a_r b_r alpha_r
MW/Konstante -0,0422 0,0306 -1,0709 -2,6491 -0,1122 -2,1170 -0,2671 -7,0608 -4,0503 -0,3140
(1)Argon [SLPM] -1,3662 0,0888 -2,6674 -0,2585 0,1588 -7,6321 -0,0029 -23,0773 -8,8160 0,6188
(2)Wasserstoff [SLPM] 0,8733 0,0431 1,8086 -0,5220 0,0737 3,6485 0,1356 11,4569 6,0089 0,0138
(3)Strom [A] 4,2900 -0,0471 8,9044 6,4855 -0,1424 4,7142 -0,0177 14,8080 7,5612 -0,1355
(4)Fördergas [SLPM] 0,1590 0,0090 0,3383 -0,1391 0,0027 2,2367 -0,0474 6,6711 2,6296 -0,2674
(5)Fördermenge [g/min] 0,0492 -0,0029 0,1074 -0,0176 -0,0158 1,3538 0,0637 3,6797 3,3033 -0,0103
1 *  2 0,0846 0,0115 0,1630 -0,0781 -0,0086 -0,2615 0,0425 -0,3092 -1,6613 0,0215
1 *  3 0,2095 0,0322 0,4084 -0,1106 0,0259 -0,7640 0,1079 -1,4340 -2,7089 0,1304
1 *  4 0,0279 0,0300 -0,0518 0,1469 0,0505 -0,0769 0,1142 0,3905 -1,9102 0,1052
1 *  5 -0,1053 -0,0101 -0,2537 0,1487 -0,0317 -0,2252 -0,0039 -0,5004 -0,9732 0,0440
2 *  3 0,3021 0,0050 0,6079 -0,1461 -0,0031 1,1833 -0,0209 3,4546 1,0082 -0,1879
2 *  4 -0,1378 -0,0060 -0,3176 -0,0313 -0,0100 0,2813 0,0011 0,6026 0,8389 -0,0179
2 *  5 0,0406 0,0015 0,0234 -0,0110 0,0036 0,3631 0,0225 1,0944 -0,0080 -0,0648
3 *  4 0,1548 0,0280 0,3717 -0,1549 0,0485 0,7468 0,0318 2,1807 1,0032 -0,0610
3 *  5 0,0483 0,0014 0,1343 -0,1209 0,0137 0,1153 -0,0068 0,2047 0,2987 -0,0473
4 *  5 -0,0844 0,0013 -0,2058 -0,0772 -0,0134 0,2647 0,0087 1,0669 -0,4309 -0,0396
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8.1.4. Aufbau der Datenstruktur 
Messwerte a_l
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Abbildung 61: Darstellung der Datenstruktur a_l 
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Abbildung 62: Darstellung der Datenstruktur b_l 
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Messwerte alpha_l
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Abbildung 63: Darstellung der Datenstruktur alpha_l 
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Abbildung 64: Darstellung der Datenstruktur a_r 
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Abbildung 65: Darstellung der Datenstruktur b_r 
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Abbildung 66: Darstellung der Datenstruktur alpha_r 
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8.2. Diagramme zur Anpassung des kNN 
a_l b_l alpha_l a_r b_r alpha_r
Mittelwerte Zentralpunkte: -9,35 -2,47 -0,18 -38,14 -25,24 0,64
-9,32 -3,30 -0,28 -31,04 -20,77 0,91
-15,50 -5,31 -0,13 -36,78 -28,65 1,12
-10,98 -3,19 -0,11 -37,82 -24,42 0,96
-11,23 -2,71 -0,08 -37,67 -23,67 1,18
Gesamt Mittelwert: -11,27 -3,39 -0,16 -36,29 -24,55 0,96
Standardabweichungen: 0,21 0,22 0,03 0,49 0,65 0,11
0,50 0,24 0,06 2,40 1,74 0,22
0,32 0,19 0,03 1,01 1,23 0,10
0,65 0,22 0,03 1,24 0,87 0,05
0,36 0,23 0,03 2,50 0,74 0,12
Mittelwert Standardabweichung: 0,41 0,22 0,03 1,53 1,05 0,12
Intervall des Vertrauenbereichs: 0,47 0,25 0,04 1,76 1,20 0,14
Gesamtschwankung: 0,94 0,51 0,08 3,51 2,41 0,28
t-wert: 2,57
Regressionsanalyse Anteil: 1,00 1,00 1,00 1,00 1,00 1,00
Argon 0,53 0,47 0,31 1,00
Wasserstoff 0,24 0,21
Strom 1,00 1,00 0,47 0,30 0,27
Fördergas 0,09
Fördermenge 0,12
Regressionswert:
Argon -0,67 -0,06 0,04 -5,77 -2,20 0,15
Wasserstoff 0,90 -0,26 0,04 5,73 3,00 0,01
Strom 0,22 0,16 0,00 0,37 0,19 0,00
Fördergas 1,69 -0,70 0,01 33,36 13,15 -1,34
Fördermenge 0,04 -0,01 -0,01 1,23 1,10 0,00
Abweichung durch 
Messungenauigkeit:
Argon 0,00 0,00 1,06 -0,29 -0,34 1,82 2,15
Wasserstoff 0,00 0,00 0,00 0,14 0,17 0,00 0,22
Strom 4,23 3,13 10,60 2,81 3,40 0,00 12,63
Fördergas 0,00 0,00 0,00 0,00 0,02 0,00 0,02
Fördermenge 0,00 0,00 0,00 0,00 0,25 0,00 0,25
 
Tabelle 30: Berechnung der durch die Messunsicherheit induzierten Regelungenauigkeit 
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Einzelpassungen bei 7 Neuronen
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Abbildung 67: Einzelpassungen mit 7 Neuronen auf einer Schicht 
Einzelpassungen bei 8 Neuronen
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Abbildung 68: Einzelpassungen mit 8 Neuronen auf einer Schicht
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