Introduction
Interest in the theory of records has increased rapidly since the appearance of the first pioneering paper by
Chandler [11] . Record values and record times have wide applications in many areas, including sport events, hydrology, extreme weather occurrences, biology, engineering, and economics. There are many papers devoted to distributional properties of record times and record values for general classes as well as for specific distributions.
See, e.g., [2, 3, 19, 20] , among others. Some papers study the characterization of distributions through the properties of record values. For example, the characterization properties of the exponential distribution were studied in [1] . Some characterizations of the geometric distribution were presented in [5] . There are also fundamental books that made tremendous contributions to this area. In [4] , Ahsanullah gave a comprehensive review of the field of records. A detailed description of the theory and applications of records can be found in [6] . The mathematical foundation of the theory of records was given in [21] . Although the theory of records has been well developed, only a few papers in the statistical literature deal with bivariate and multivariate records. Some of these works introduce the definition of records according to different ordering principles of multivariate random vectors. Based on partial ordering, Goldie and Resnick [16] considered a sequence of independent and identical (iid) R 2 -valued random vectors X n = (X 1 n , X 2 n ), n = 1, 2, ... and called X n a record if there is a record in both coordinates . Similar concepts of multivariate records in partially ordered sets and other notions were discussed in [14, 15, 17] . In recent years, [7] considered records of bivariate sequences by using conditional ordering and has gave the definition of multivariate records according to component-wise ordering.
In this paper, we consider a bivariate random sequence of independent random vectors (X 1 , Y 1 ), (X 2 , Y 2 ), ... with absolutely continuous joint distribution function (cdf) F . Taking into account the records of the sequences {X k } k≥1 and {Y k } k≥1 , we study the joint probability mass function (pmf) of record times and joint probability density function (pdf) of record values from these two sequences. We consider an extended sequence {(X k , Y l )} k≥1,l≥1 and define the bivariate (n, m) th record time vector as (T (n), S(m)) and the corresponding (n, m)th record value vector as (X T (n) , Y S(m) ), respectively. Finding a joint distribution of the above-mentioned record time vector and record value vector for any n > 2 and m > 2 appears to be a challenging problem.
In the present paper, the joint pmf of (T (2), S (2) ) and the joint pdf of (X T (2) , Y S (2) ) have been derived, and some of the results are expressed in terms of copula functions of bivariate random vectors. Some examples for special distributions including the independence case are provided.
Record values and record times arise naturally in both theoretical and practical areas of probability and statistics. On the theoretical side, for example, knowledge of exact distribution functions of the record value sequence is sufficient to characterize the common distribution function of the underlying observations. Moreover, various statistical inference procedures such as hypothesis testing and point or interval estimation and prediction can be developed based on observed record sequences. On the practical side, record values and record times have attracted great attention when analyzing extreme weather and climate events or studying sports, traffic, medicine, and financial events, among others. The prediction of future record values and record times on the basis of the past records is of interest in many areas, especially in meteorology and hydrology (see, e.g., [8, 9] ). For example, in floodplain management, the joint distribution of rainfall variables (e.g., intensity, depth, duration) is important for reducing flood risks and protecting healthy ecosystems. Assuming the extended bivariate sequence of dependent random variables {(X k , Y l )} k≥1,l≥1 , where X i denotes the rainfall intensity and Y i denotes the rainfall depth in the i th year, the record data in X and Y are an example of bivariate records. If the record of rainfall intensity for a given year is known, it will be naturally relevant in predicting the record of rainfall depth. Under minimum mean squared error, the best unbiased predictor for
. Therefore, while predicting the value or time of the next record, we need the joint pmf of record times and joint cdf of record values, which are the main subjects of this paper.
Records of extended bivariate random sequence
Let us briefly describe the univariate record times and values for better understanding the bivariate records we are dealing in this paper. Suppose that {X k } k≥1 is a sequence of iid random variables from an absolutely continuous distribution. The classical univariate upper record time T (n) and upper record value X T (n) of the sequence {X k } k≥1 are defined as follows:
Many distributional properties of record values in the sequence of iid absolutely continuous random variables
.. with cdf F X (x) and pdf f (x) have been expressed in terms of the function R(
(see [4] ). The distribution function of 2) and the pdf of
where Γ(n) is a gamma function and Γ(n) = (n − 1)!.
Four definitions of bivariate records were described in [6] . 
)th upper record time vector of the corresponding sequence denoted by (T (n), S(m))
is given as follows:
) is called the (n, m) th upper record value vector of the extended sequence if 
Joint probability mass function of marginal records
Using the definition of the (n, m) th record time vector and copula structure of bivariate distributions, one can derive the joint pmf of the (n, m) th record time vector. The following theorem provides the pmf of the upper record time vector for n = m = 2 and states that this pmf can be expressed in terms of the copula; it does not depend on marginal distributions of X and Y.
sequence of iid bivariate random vectors with absolutely continuous cdf
2 , is the connecting copula. Hence, the joint pdf is
is the copula density function. Assume that
l≥1 and the (2, 2)nd upper record time vector (T (2), S(2)). The joint pmf of (T (2), S(2)) is
Proof According to the Definition 2.1, one can write
where
According to orderings between i and j indices at which the second upper record values occur, we consider cases i < j, i > j , and i = j.
2 Since T (n) and S(m) are n th and mth record times of {X k } k≥1 and {Y k } k≥1 , respectively, it is interesting to calculate the probability of event A n,m = {n th record of X sequence comes before the mth record of Y sequence, i.e. T (n) < S(m)}, for any n ≥ 2, m ≥ 2. In particular, the probability P {T (2) < S(2)} is given below in Proposition 2.3.
Similarly,
Note that the joint pmf of (T (2), S(2)) in the case of i < j and i > j holds the same for exchangeable random variables, i.e. symmetric copulas satisfying
In floodplain management, the probability of second upper record times gains importance to calculate the risk of extreme flooding events. The influence of the association parameter on the probability functions given in Proposition 2.3 is studied in the following example by considering flood data from the Gumbel-Hougaard copula. Figure 1 . Table 2 . Pmf values of the (2, 2) nd upper record time vector for data given in [18] with fitted α and independence case of α .
According to For multivariate analysis, the dependence concept between random variables is important because the independence assumption is rarely available in practice. Among the bivariate dependence concepts, the notion of positive quadrant dependent (PQD) states that the random variables are more likely to be large (or small) simultaneously compared to the independence case. The Farlie-Gumbel-Morgenstern (FGM) family of copulas is one of the important classes of copulas possessing the PQD property. Therefore, in modeling bivariate data, many researchers prefer the FGM family of distributions, which allows analysis of the dependence properties of bivariate records and record times. Below, in Example 2.5, in order to illustrate the result of Theorem 2.2 in the case of dependency between X and Y, we consider the F GM copula that involves the association parameter α. 
Example 2.5 Let us consider FGM copula
C(u, v) = uv[1 + α(1 − u)(1 − v)], (u, v) ∈ [0, 1] 2 , −1 ≤ α ≤ 1 .
It is known that

The following theorem provides the joint pmf of T (2), S(2), and T (3).
Theorem 2.6 Assume that {(X
k , Y k )} k≥1{(X k , Y l )} k≥1,l≥1 . Then
the joint pmf of upper record time vector (T (2), S(2), T (3)) is
where F X (X) = U, and F Y (Y ) = V and P {U ≤ u, V ≤ v} = C(u, v). By conditioning upon upper record times U 1 = u, V 1 = v, and U i = z, we get
Let us consider the sequence of upper record time vector {(T (n), S(m)); n, m ≥ 2} in extended sequence
. Specifically, for the trivariate random vector (T (2), S(2), T (3)) , all possible orderings among the indices i, j , and k can be such that: case 1 : i < j < k; case 2: i < k < j; case 3 : i < j = k; case 4:
For case 2: i < k < j ,
For case 4 : j < i < k ,
Now we are interested in the probability of the event {T (2) is less than S(2) and S(2) is less than T (3)},
i.e. P {T (2) < S(2) < T (3)}. We compute the following probabilities according to all possible orderings among T (2), S(2), and T (3) in Proposition 2.7.
Proposition 2.7
P {T (2) < S(2) < T (3)} = 1 ∫ 0 1 ∫ 0 z ∫ 0 v[z − C(z, v)] [1 − C(u, v)][1 − C(z, v)] c(u, v)dudvdz. P {T (2) < T (3) < S(2)} = 1 ∫ 0 1 ∫ 0 z ∫ 0 v[v − C(z, v)] [1 − C(u, v)][1 − C(z, v)] c(u, v)dudvdz. P {T (2) < S(2) = T (3)} = 1 ∫ 0 1 ∫ 0 z ∫ 0 v[1 − z − v + C(z, v)] [1 − C(u, v)][1 − C(z, v)] c(u, v)dudvdz. P {S(2) < T (2) < T (3)} ≡ P {S(2) < T (2)} = 1 ∫ 0 1 ∫ 0 z ∫ 0 [u − C(u, v)] [1 − u][1 − C(u, v)] c(u, v)dudvdz. P {T (2) = S(2) < T (3)} ≡ P {T (2) = S(2)} = 1 ∫ 0 1 ∫ 0 z ∫ 0 [1 − v] [1 − C(u, v)] c(u, v)dudvdz.
Corollary 2.8 As a result of Theorem 2.6, we can obtain the joint pmf of (T (3), S(2)) as follows:
P {T (3) = k, S(2) = j} =                                                  1 ∫ 0 1 ∫ 0 z ∫ 0 ([C(z, v)] k [C(u, v)] 2 − [C(z, v)] 2 [C(u, v)] k )[v − C(z, v)] ×[1 − v]v j−k 1 [C(z,v)] 2 [C(z,v)−C(u,v)][C(u,v)] 2 c(u, v)dudvdz, k < j 1 ∫ 0 1 ∫ 0 z ∫ 0 [C(z, v)] j−k−2 ([C(z, v)] k [C(u, v)] 2 − [C(z, v)] 2 [C(u, v)] k ) ×[z − C(z, v)][1 − z]z k−j−1 1 [C(z,v)−C(u,v)][C(u,v)] 2 c(u, v)dudvdz, k > j 1 ∫ 0 1 ∫ 0 z ∫ 0 ([C(z, v)] k [C(u, v)] 2 − [C(z, v)] 2 v[1 − z − v + C(z, v)] × 1 [C(z,v)] 2 [C(z,v)−C(u,v)][C(u,v)] 2 c(u, v)dudvdz, k = j .
In Proposition 2.9, we obtain the probabilities that T (3) is less than S(2), T (3) is greater than S(2) , and T (3)
is equal to S(2), respectively, as follows.
Proposition 2.9 It is clear that
In the next theorem, we obtain the joint pmf of (T (2), S(2), S(3)) .
Theorem 2.10 Assume that {(X k , Y k )} k≥1 is a sequence of iid bivariate random vectors with continuous cdf
F (x, y) = C(F X (x), F Y (y)) and F X (x),
and F Y (y) is the corresponding strictly increasing marginal cdf of the X and Y sample, respectively. Consider the trivariate random vector (T (2), S(2), S(3)) in the extended
sequence {(X k , Y l )} k≥1,l≥1 .
Then the joint pmf of upper record time vector (T (2), S(2), S(3)) is
Proof The proof is similar to the proof of Theorem 2.6. 2
To illustrate the results of Theorem 2.6, we consider a numerical example in hydrology. Multivariate hydrological events such as floods, rainfalls, and storms that can each be characterized with a few correlated variables and the dependence between these variables have been classically modeled by bivariate gamma, lognormal, and extreme value distributions as well as by the copula approach (see, e.g., [10, 12, 13] ).
In the next example, the effect of Kendall's τ rank correlation coefficient on pmf values of (T (3), S (2)) given in Proposition 2.9 has been investigated independently from the choice of marginal distributions through the copula approach. The FGM copula is chosen for its simplicity and flexibility since it is adequate for the data that exhibit moderate dependence and could capture both negative and positive dependences between the marginals. 
Considering the same model in [13], we show the influence of Kendall's τ on pmf values of (T (3), S(2))
given in Proposition 2.9 and the results are presented in the following table. From Table 3 , it can be said that the pmf values of (T (3), S(2)) are similar for τ = 0 and τ = 0.162. As association parameter α increases, τ increases and τ = 0 at α = 0 corresponds the independence case. From Figure 3 it can be observed that in the case of k < j, the probability P {T ( 
Joint cumulative distribution function of marginal records
It is well known that the marginal cdf of the second upper record value of the sequence {X k } k≥1 is
and the corresponding pdf is
The joint distribution function of the (2, 2)nd upper record value vector from the extended bivariate sequence
is given in the following theorem. 
Proof The proof can be followed from the fact that
where the summation
is divided into three terms: 
are the partial derivatives of the random vector (X, Y ) and According to the Table 4 , it can be seen that if association parameter α increases from 0 to 1, then the
In the next theorem, we provide the joint cdf of X T (2) , Y S (2) , and X T (3) .
Theorem 2.15 The joint cdf of the upper record value vector
Proof The proof is similar to that of Theorem 2.12. 
Conclusion
In this paper, we introduce the marginal record values and record times in extended sequences of bivariate random vectors. Defining a record in bivariate or multivariate random sequences is more complicated since vectors in n-dimensional space are partially ordered. Therefore, only a few papers in the literature deal with bivariate and multivariate records. In the present paper, the joint pmfs of some upper record time vectors are derived and these pmfs are shown to be marginal free. Furthermore, the joint cdfs and pdfs of some upper record value vectors are provided. The obtained pmfs of record times and cdfs of record values come into prominence while predicting future records based on past observations. Assuming records in rainfall intensity and rainfall depth as an example of bivariate record data, we can predict the next record value of rainfall depth given the record value of rainfall intensity having observations up to the present time. This prediction is crucial for reducing the risk and preventing extreme flooding events. Furthermore, the records of bivariate sequences naturally arise in many fields of applications of probability and statistics. Example 2.11 presents a case where bivariate records are important in flood frequency analysis, where the variables of interest are flood volume and flood peak. The study of distributional properties of bivariate records of these variables allows us to calculate predicted values for future flooding, which is extremely important in the design and construction of dams to prevent damage that can be caused by flooding. We believe that the results obtained in this paper will be motivating for developing the theory of bivariate and multivariate records. In statistical inference, the results may be useful for estimating association parameters of underlying distributions when we need to use bivariate record data, since the MLE estimators require the joint pmf of bivariate records. Below, we discuss some open problems that may be important for future research in this area.
Finding the joint distributions of marginal records for general n and m is a challenging problem requiring complex technical calculations. The derivation of the joint distribution of marginal record values and record times for any n and m is still an open problem. It is also interesting to investigate under which conditions the (n, m)th record value vector and record time vector possess the Markov property.
