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Laser technology has developed and accelerated photo-induced nonequilibrium physics from both
scientific and engineering viewpoints. The Floquet engineering, i.e., controlling material properties
and functionalities by time-periodic drives, is a forefront of quantum physics of light-matter interac-
tion, but limited to ideal dissipationless systems. For the Floquet engineering extended to a variety
of materials, it is vital to understand the quantum states emerging in a balance of the periodic drive
and energy dissipation. Here we derive the general description for nonequilibrium steady states
(NESS) in periodically driven dissipative systems by focusing on the systems under high-frequency
drive and time-independent Lindblad-type dissipation with the detailed balance condition. Our
formula correctly describes the time-average, fluctuation, and symmetry property of the NESS, and
can be computed efficiently in numerical calculations. Our approach will play fundamental roles in
Floquet engineering in a broad class of dissipative quantum systems such as atoms and molecules,
mesoscopic systems, and condensed matters.
I. INTRODUCTION
State-of-the-art laser technology has opened new re-
search fields in physics: the Floquet science and engineer-
ing [1–3]. The main focus of these fields is the nonequi-
librium states driven periodically by external fields, e.g.,
intense laser fields. Physical properties of the nonequi-
librium states are mainly understood by the so-called ef-
fective Hamiltonian, which reflects the periodic driving,
according to the Floquet theorem [4] and the ensuing
theoretical developments [5–8]. Conversely, designing a
suitable driving protocol, one can engineer the effective
Hamiltonian, which enables us to have desirable proper-
ties and functionalities of physical systems. Indeed, vari-
ous exotic states and useful manipulation of matter have
been theoretically proposed and some of them have been
experimentally realized: Floquet topological states [9] in
solids [10], ultracold atomic gases [11], and in photonic
wave guides [12], Floquet time crystals [13] in nitrogen-
vacancy centers [14] and trapped ions [15], and control of
quantum magnets [16] and their interactions [17].
However, these Floquet-theoretical predictions based
on the effective Hamiltonian are quantitatively only in
ultraclean materials or well-designed artificial systems,
where dissipation is negligible. For the Floquet science
and engineering in real generic materials, it is indis-
pensable to understand the nonequilibrium steady state
(NESS), which emerges in a balance of the energy in-
jection by the periodic driving and the energy dissipa-
tion [18–21]. For individual systems, by considering spe-
cific sources of dissipation i.e. system-bath couplings,
one can calculate physical quantities in the NESS and
predict interesting phenomena such as Floquet topologi-
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cal insulators [22, 23], periodic thermodynamics [24], dy-
namical localization [25], and generalized Bose-Einstein
condensation [26]. In this research direction, the Floquet-
Green-function approach has developed and enables us to
calculate various physical effects dependent on the type
of the system-bath coupling [27, 28]. Another research
direction, which we address here, is to seek for a univer-
sal characterization for the NESS. We could imagine that
there exists a simple and general expression for the NESS
when the dissipation is weak and featureless. An attempt
is to conjecture that the NESS is generally described
by the Floquet-Gibbs state (FGS), i.e., the Gibbs state
with the effective Hamiltonian, but the conditions for the
FGS being realized have shown quite restrictive [29–31].
Hence, despite its importance, the general formula for
the NESS has been still an elusive problem.
In this paper, in exchange for restricting ourselves to
the high-frequency drivings, we deal with generic systems
and driving protocols, obtaining simple and general for-
mulas for the NESS [Eqs. (7)–(10) below]. We obtain
these formulas by applying the high-frequency expansion
technique, which has been recently developed [5, 6, 32–
34], to the Lindblad equation with periodic Hamiltoni-
ans. As exemplified in an effective model for the NV
center in diamonds [35], our formulas correctly describe
both the time average and fluctuation of the NESS at the
leading order of ω−1 (ω denotes the driving frequency).
These formulas also capture nontrivial behaviors of phys-
ical quantities due to the dynamical-symmetry breaking
that cannot be described by the effective Hamiltonian
or the FGS, and will thereby play critical roles in the
Floquet science and engineering in dissipative quantum
systems.
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2II. FORMULATION OF THE PROBLEM
We begin by considering a quantum system defined
on an N -dimensional Hilbert space. This system can be
single-body or many-body as long as it satisfies the re-
quirements that will be described below. We let H0 de-
note the time-independent Hamiltonian, which describes
our system in the absence of driving. The eigenener-
gies and eigenstates of H0 are denoted by {Ei}Ni=1 and
{|Ei〉}Ni=1, respectively. For simplicity, we assume that
the eigenenergies are not degenerate and E1 < E2 <
· · · < EN (the generalization to degenerate H0 is for-
mulated in Supplemental Material). The effect of the
driving is represented by a time-dependent part Hext(t)
of the total Hamiltonian,
H(t) = H0 +Hext(t). (1)
We assume that the driving term is periodic with pe-
riod T : Hext(t + T ) = Hext(t) and hence H(t + T ) =
H(t). Without loss of generality, the decomposition (1)
is defined so that the time average of Hext(t) vanishes,∫ T
0
dt Hext(t) = 0. Thus the Fourier series of Hext(t) can
be written as
Hext(t) =
∑
m6=0
Hme
−imωt. (2)
To study driven dissipative systems, we consider the
density operator ρ(t) whose dynamics is described by the
Lindblad equation [36–39] (we set ~ = 1 throughout this
paper):
dρ(t)
dt
= Ltρ(t) = −i [H(t), ρ(t)] +D[ρ(t)],
D[ρ(t)] ≡
∑
i,j
Γij
(
Lijρ(t)L
†
ij −
1
2
{
L†ijLij , ρ(t)
})
. (3)
Here Lij := |Ei〉 〈Ej | is the time-independent Lindblad
operator describing the transition from the j-th to the
i-th eigenstates of the undriven Hamiltonian H0. When
Ei < Ej , Lij represents a decay (excitation) process for
i < j (i > j). The real number Γij (≥ 0) denotes the
rate for the corresponding process, and we set Γii = 0 for
each i. The transition rates Γij must be small enough
for the Floquet-Lindblad equation being valid (see Dis-
cussion below). Note that Eq. (3) is trace-preserving
d tr[ρ(t)]/dt = 0, and thus we use the normalization
tr[ρ(t)] = 1.
We assume that the transition rates Γij satisfy the de-
tailed balance condition,
Γije
−βEj = Γjie−βEi (for i 6= j), (4)
where β is the inverse temperature of the bath coupled
to the system (see Discussion below for generalization in
the absence of this assumption). We also assume that the
matrix Γij is a nonnegative irreducible matrix [40]. These
assumptions ensure that, without driving, the system
goes, irrespective of the initial state, to the thermal equi-
librium state, or the canonical ensemble ρcan = e
−βH0/Z
of H0 with Z = tr(e
−βH0). We note that the Lindblad
operators Lij may depend on the driving in general if
we consider more microscopic theories of dissipation [21].
However, we neglect this dependence in this work for
simplicity.
III. DERIVATION OF MAIN RESULTS BY
HIGH-FREQUENCY EXPANSION
The key idea to obtain the nonequilibrium steady state
is the high-frequency expansion for the Lindblad equa-
tion [34]. Among several formulations, we adopt the van
Vleck perturbation theory [5, 6], which leads to the fol-
lowing propagation for ρ(t) (see Supplementary Mate-
rial for detail): ρ(t) = eG(t)e(t−t
′)Leffe−G(t
′)ρ(t′). The
time-independent part Leff is represented by the effective
Hamiltonian
Leff(ρ) = −i[Heff , ρ] +D(ρ) +O(ω−2) (5)
with Heff = H0 +ω
−1∑
n>0[H−n, Hn]/n+O(ω
−2). The
time-dependent part eG(t) is the so-called micromotion
operator periodic in time G(t + T ) = G(t), and given by
G(t)(ρ) = ω−1∑m 6=0[Hm, ρ]e−imωt/m + O(ω−2). With-
out loss of generality, we suppose the initial time to be
t′ = 0, having
ρ(t) = eG(t)etLeffe−G(0)ρ(0) (6)
with ρ(0) being our initial state.
To obtain the asymptotic behavior of ρ(t), we focus on
the first part ρ′(t) = etLeffe−G(0)ρ(0). Remark that this
is the solution of the time-independent Lindblad equa-
tion dρ′(t)/dt = Leffρ′(t) from the initial state e−G(0)ρ(0).
Under our assumptions on D, ρ′(t) approaches, irrespec-
tive of the initial state, the unique state ρ′∞ characterized
by Leffρ′∞ = 0.Thus we come to the first main result, ob-
taining the asymptotic behavior
ρ(t)→ ρness(t) = eG(t)ρ′∞ as t→∞. (7)
Since G(t) = G(t+T ), this nonequilibrium steady state is
also periodic in time. Focusing on the leading-order con-
tribution, we have a simple explicit formula for ρness(t):
ρness(t) = ρcan + σMM(t) + σFE +O(ω
−2), (8)
in which both σMM(t) and σFE are O(ω
−1) and we call
σMM(t) and σFE the micromotion and Floquet engineer-
ing parts, respectively. Equation (8) is our second main
result, which we prove in the Supplemental Material.
Its generalization in the absence of the detailed balance
condition is outlined in Discussion below. Note that
tr[ρness(t)] = 1 is satisfied, at least, up to this order since
both σMM(t) and σFE are traceless as will be evident be-
low.
3The micromotion part σMM(t) in Eq. (8) is defined by
σMM(t) =
1
ω
∑
m 6=0
e−imωt
m
[Hm, ρcan]. (9)
We have named it after the following two properties of
σMM(t). First, this part is periodic in time σMM(t +
T ) = σMM(t) and contributes to oscillations of physi-
cal observables. Second, σMM(t) does not contribute to
the time averages of physical observables for one period
of oscillations. In fact, for an observable A, we have∫ t1+T
t1
dt tr[σMM(t)A]/T = 0.
The Floquet-engineering part σFE in Eq. (8) is inde-
pendent of time and given by
〈Ek|σFE|El〉 = 〈Ek|∆Heff |El〉
(Ek − El)− iγkl (p
(k)
can − p(l)can) (10)
for k 6= l and 〈Ek|σFE|Ek〉 = 0 for all k, where ∆Heff ≡
Heff −H0 = O(ω−1), p(k)can = e−βEk/Z is the Boltzmann
weight, and γkl ≡
∑
i(Γik+Γil)/2 represents the symmet-
ric decay-rate matrix (see Supplemental Material for the
generalization to degenerate H0). We call σFE the Flo-
quet engineering part because it describes how the effec-
tive Hamiltonian changes physical observables from their
values in thermal equilibrium. In contrast to the micro-
motion part, the Floquet engineering part contributes to
the time-averaged quantities. As discussed below, Eq. (4)
is regular in the weak dissipation limit γij → 0, where
we obtain σFE and hence ρness(t) independent of γij , and
ρness(t) coincides with the canonical Floquet steady state
that we define.
Equation (10) serves as the foundation for the Flo-
quet engineering in dissipative quantum systems. Let us
imagine, for example, that an observable A has zero ex-
pectation value at thermal equilibrium, tr(ρcanA) = 0,
but nonzero value for the NESS, tr(σFEA) 6= 0. This
situation means that one can implement an appropriate
periodic driving Hext(t) and hence ∆Heff , thereby acti-
vating the observable A. Upon this engineering, Eq. (10)
tells us how much activation is possible for observables
of interest. We will see some examples below.
In addition to their generality, our formulas [Eqs. (8)–
(10)] are extremely efficient in practical calculations of
the nonequilibrium steady state. In the straightfor-
ward calculation, one numerically integrates the time-
dependent Lindblad equation (3) with a sufficiently small
time step until the system reaches the NESS. In contrast,
our formulas enable us to evaluate the NESS at an arbi-
trary time t without numerical integration once we have
the energy eigenstates {|Ek〉} of the time-independent
Hamiltonian H0. This difference of efficiency becomes
more evident when the Hilbert-space dimension N is
large. In the straightforward calculation, the density
matrix ρ(t) is commonly treated as an N2-dimensional
vector and the superoperator Lt as an N2 ×N2 matrix.
Thus the computational complexity for each time step
is O(N4) in general. On the other hand, the complex-
ity for our formula is one-order smaller and given by ,
which derives from the exact diagonalization of O(N3).
Thus our formulas enable us to evaluate the NESS for
larger Hilbert-space dimensions that occur, for example,
in quantum many-body systems. For special cases where
Lt is a sparse matrix and has only O(N0) nonzero ele-
ments, the computational complexity for one time step is
O(N2). Nevertheless, even for these cases, we need many
time steps typically larger than N , in obtaining accurate
results and, hence, our formulas require less computa-
tional complexity.
IV. NUMERICAL VERIFICATION IN A
SINGLE SPIN WITH S = 1
By taking a single spin with S = 1, we demonstrate
how our formula (8) works in the quantum dynamics de-
scribed by the Lindblad equation (3). We consider an
effective Hamiltonian for the NV center in diamonds [35]:
HNV(t) = −BsSz +NzS2z +Nxy(S2x − S2y) +Hcircext (t),
(11)
where Bs is the static Zeeman field, Nz and Nxy are the
coupling constants of magnetic anisotropic terms, and
Hcircext (t) ≡ −Bd(Sx cosωt+Sy sinωt) represents the cou-
pling to the circularly-polarized ac magnetic field. We
note that the energy eigenstates of the time-independent
part of Eq. (11) are analytically obtained and our for-
mula can be computed almost analytically in this model.
Since Nz  Nxy in the NV centers [35], we set Nz = 1
and Nxy = 0.05 in our analysis.
Typical time evolutions O(t) ≡ tr[ρ(t)A] are shown
for two representative observables A = Sz and {Sx, Sy}
(= SxSy + SySx) in Figs. 1(a) and (b), respectively. In
this calculation, we take the thermal state for the time-
independent part of HNV at t = 0, and let it evolve ac-
cording to the Lindblad equation (3) with H(t) being
HNV(t). The static Zeeman field is Bs = 0.3, and the
driving parameters are Bd = 0.1 and ω = 1. As for the
Lindblad operators, we take Γij according to the heat-
bath method as Γij = γe
−βEi/(e−βEi + e−βEj ) for i 6= j
with rate constant γ = 0.2 and β = 3, and Γii = 0 for all
i’s. Figures 1(a) and (b) show that, after a sufficiently
long time t  γ−1, the system reaches the nonequi-
librium steady state, in which the observables oscillate
with period T = 2pi/ω. In particular, the observable
A = {Sx, Sy} is initially zero for a symmetry reason
(e.g., Sx → −Sx), but becomes nonzero on time aver-
age. Namely, this observable is engineered by the peri-
odic drive Hcircext (t).
To test our formula (8) quantitatively, we first focus on
the one-cycle average A¯(ω) = T−1
∫ t+T
t
ds tr[ρ(s)A] for
t γ−1. In Figs. 1(c) and (d), we compare the one-cycle
averages calculated from the actual dynamics and those
calculated from our formulas (8) and (10) (recall that the
micromotion part σMM(t) does not contribute to the one-
cycle averages). At high frequency ω & 10, the difference
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FIG. 1. (Top) Time evolution of (a) Sz and (b) {Sx, Sy} =
SxSy +SySx of a single spin described by the Lindblad equa-
tion (3) with the Hamiltonian (11) (see text for the param-
eters). The dashed line show the one-cycle average at a suf-
ficiently long time. (Bottom) One-cycle average A¯(ω) for (c)
A = Sz and (d) A = {Sx, Sy} calculated from the dynamics
simulation (solid line), our formula [Eq. (8)] (circle), and the
FGS [Eq. (12)] (square). All the other parameters except ω
are the same as in the top panels.
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FIG. 2. (Top) Difference ∆A(ω) between the one-cycle
average A¯(ω) calculated from the dynamics simulation and
that from our formula [Eq. (8)] (circle) or the FGS [Eq. (12)]
(square) plotted against ω for (a) A = Sz and (b) A =
{Sx, Sy}. (Bottom) Difference ∆ΣA(ω) between the one-cycle
standard deviation ΣA(ω) calculated from the dynamics sim-
ulation and that from our formula [Eq. (8)] (circle) or the FGS
[Eq. (12)] (square) plotted against ω for (c) A = Sz and (d)
A = {Sx, Sy}. In all the panels, the solid and dashed lines are
guides for the eye, showing ∝ ω−2 and ∝ ω−1, respectively.
of the actual dynamics and our formula decreases quite
well. Defining this difference as ∆A(ω), we plot it against
ω for A = Sz and {Sx, Sy} in Figs. 2(a) and (b), respec-
tively. We stress that the difference ∆A(ω) decreases
more rapidly than O(ω−1) (O(ω−2) for Sz and O(ω−3)
for {Sx, Sy}). This means that our formulas (8) and (10)
perfectly describe the actual NESS at the level ofO(ω−1).
As shown in Supplemental Material, ∆A(ω) = O(ω−2)
holds true not only for the two observables but also for
all the other observables. Therefore, we have verified our
formula (8) apart from the micromotion part.
For the complementary test of our formula (8), we
consider the one-cycle standard deviation ΣA(ω) =
{T−1 ∫ t+T
t
ds {tr[ρ(s)A] − A¯(ω)}2}1/2, which quantifies
the micromotion amplitude. This quantity is suitable for
testing our formula (8) because it is contributed only by
the micromotion part σMM(t). Since ΣA(ω) is an O(ω
−1)
quantity in general, the accuracy of our formula is veri-
fied if the difference ∆ΣA(ω) is O(ω
−2), where ∆ΣA(ω) is
defined by (the absolute value of) the difference between
ΣA(ω) calculated from the actual dynamics and that
from our formulas (8) and (9). This criterion is indeed
satisfied as shown in Figs. 2(c) and (d) for A = Sz and
{Sx, Sy}, respectively. We remark that our formula leads
to ΣA(ω) = 0 at O(ω
−1) for these observables, which can
be analytically shown by noticing H±1 ∝ S± = Sx± iSy.
Thus the plotted data correspond to ΣA(ω) itself for the
actual dynamics, and ∆ΣA(ω) could be reduced by deal-
ing with the higher-order terms in Eq. (8). In any case,
the fact that ∆ΣA(ω) = O(ω
−2) justifies our formulas (8)
and (9).
V. COMPARISON WITH THE
FLOQUET-GIBBS STATE
Let us make comparisons with the Floquet-Gibbs state
(FGS), which has been a candidate for the ensemble de-
scription of the periodically driven dissipative quantum
systems [29–31]. To define the FGS, we introduce the
Floquet state |ui(t)〉 and its quasienergy i. According
to the Floquet theorem, the time-dependent Schro¨dinger
equation i ddt |ψ(t)〉 = H(t) |ψ(t)〉 has the independent so-
lutions |ψi(t)〉 = e−iit |ui(t)〉 (i = 1, 2, . . . , N) with pe-
riodicity |ui(t+ T )〉 = |ui(t)〉. In terms of the Floquet
states, the FGS is defined by
ρFG(t) =
1
ZFG
∑
i
e−βi |ui(t)〉 〈ui(t)| , (12)
where ZFG =
∑
i e
−βi . To obtain the Floquet states and
quasienergies in practice, the common method, which we
employ here, is to calculate the one-cycle unitary evolu-
tion U(T ) = T exp[−i ∫ T
0
dsH(s)], where T denotes the
time-ordered exponential, by numerical integrations of
the time-dependent Schro¨dinger equation. The eigenvec-
tors and eigenvalues of U(T ) correspond to |ui(0)〉 and
5e−iiT , which give us i and |ui(t)〉. Note that the Flo-
quet states and quasienergies thus obtained are exact and
involve all-order contributions in 1/ω.
Quantitative comparisons between the actual dynam-
ics and FGS are shown in Fig. 2. In panel (a) and (d),
we plot the difference of the one-cycle average calculated
from the actual dynamics and FGS for the two represen-
tative observables A = Sz and {Sx, Sy}. Remarkably,
the difference is O(ω−1), meaning that the FGS cannot
reproduce the leading-order contribution of the one-cycle
average [41] in contrast to our formula (8). As for the mi-
cromotion amplitude, or the one-cycle standard deviation
ΣA(ω), the FGS reproduce the actual values better than
our formulas (8) and (9). This is partly because the FGS
involve all-order contributions in 1/ω while our formulas
are the leading-order approximation. As stated above,
our formula could be improved order-by-order when we
start over from our first main result (7).
A weak point of the FGS is highlighted in Fig. 1(d),
in which the FGS gives {Sx, Sy}(ω) = 0 for any ω
while it is not true in the actual dynamics. This is
due to an antiunitary dynamical symmetry constrain-
ing the Floquet states and hence the FGS. In fact, we
take an antiunitary operator V : V SyV
† = −Sy and
V SαV
† = Sα (α = x and z). Then we notice the dy-
namical symmetry V HNV(T − t)V † = HNV(t), which im-
plies that |u˜i(t)〉 ≡ V |ui(T − t)〉 is also a Floquet state
with quasienergy i. Assuming that quasienergies are not
degenerate as in our examples, we have that |u˜i(t)〉 and
|ui(t)〉 are equivalent up to an overall phase shift. Ow-
ing to V AV † = −A with A = {Sx, Sy}, the one-cycle
averages of A calculated for |u˜i(t)〉 and |ui(t)〉 differ by
their signs, meaning that the one-cycle average vanishes
in fact. Note that similar arguments apply to other ob-
servables satisfying V AV † = −A.
We remark that the dissipation can break such an
antiunitary dynamical symmetry and this is the origin
of the nonzero one-cycle average of {Sx, Sy}(ω). We
can show that this average vanishes by taking the limit
γij → 0 in Eq. (10). In other words, the NESS in dissi-
pative systems shows richer properties inferred only from
the effective Hamiltonian itself. Our formula (8) well de-
scribes these properties unlike the FGS (12), which in-
corporates no information about the dissipation, or the
Lindblad operators.
One might be interested in an approximate description
of the NESS independent of the details of γij for weak
dissipation, and expect that the FGS serves as such a de-
scription. Interestingly, this is not true at least within our
formulation of periodically driven dissipative systems de-
scribed by Eqs. (3) and (4). Instead, the actual NESS co-
incides with yet another state which we name the canoni-
cal Floquet steady state (CFSS) defined by replacing the
quasienergy i by the real energy Ei in Eq. (12). One can
show this by comparing the high-frequency expansion of
the CFSS and our formulas [Eqs. (7)–(10)] in the limit of
γij → 0 (see Supplemental Material for details).
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FIG. 3. Validity of NESS formulas in parameter space. Our
formula is valid when the driving frequency ω is larger than
energy scales of the system. When the dissipation strength is
smaller than the (nonzero) minimum energy gap, our formula
reduces to the CFSS. At lower frequency, the NESS descrip-
tion remains an open question.
VI. DISCUSSIONS AND CONCLUSIONS
We have derived and verified the simple and general
formulas [Eqs. (7)–(10)] describing the NESS in dissi-
pative quantum systems under high-frequency periodic
drivings. We have also exemplified the dynamical sym-
metry breaking and the possibility of the Floquet engi-
neering in driven dissipative systems in the NV centers in
diamonds. Being quite general, our formulas would play
the fundamental role in understanding and engineering
unusual nonequilibrium states in various quantum sys-
tems such as atoms and molecules, trapped ions, con-
densed matters, and so on.
The parameter region in which our formulas are valid
is depicted in Fig. 3. Based on the high-frequency expan-
sion, our formulas are valid when the driving frequency
ω (more precisely, the photon energy ~ω) is greater than
the energy scales of the system and the system-drive cou-
pling. We note, however, that our formulas hold true
for any strength of dissipation Γij (or γij) within the
Floquet-Lindblad equation (3). As we have shown, our
formulas reduce to the CFSS rather than the FGS when
the dissipation strength is smaller than the energy gap,
i.e., the nonzero minimum difference between eigenen-
ergies (our formulas are generalized for the degenerate
Hamiltonian in Supplementary Materials).
One should note that the Floquet-Lindblad equa-
tion (3) becomes invalid when Γij is too large. The
Lindblad-type dissipation is derived from several approx-
imations such as the Born-Markov approximation [39].
These approximations require the condition that the re-
laxation time ∼ 1/Γij is longer than the time scale of sys-
tem’s dynamics and the bath correlation time. Namely,
the dissipation rate Γij should be smaller than the other
relevant energy scales. Note that the high-frequency driv-
6ing does not break this condition while lower frequencies
may be problematic.
We remark a further generalization of our results
Eqs. (7)–(10). Although we have assumed the detailed
balance condition (4), this condition can be removed as
long as the transition-rate matrix Γij is irreducible. In
this case, the solution of the Lindblad equation without
driving is not the canonical ensemble ρˆcan but another
state ρ˜ characterized by −i[H0, ρ˜] + D(ρ˜) = 0. Cor-
respondingly, our results for the NESS [Eqs. (7)–(10)]
hold true with the following replacements: ρˆcan → ρ˜ and
p
(k)
can → p˜(k)can = 〈Ek|ρ˜|Ek〉. Thus our formulas apply to
any periodically driven dissipative systems as long as the
dissipation is of Lindblad type and irreducible. There-
fore, our formulas are useful for a broad class of systems
in exploring generic features of the NESS and in estimat-
ing Floquet-engineered physical quantities.
It remains an open question to find a simple and gen-
eral formula for the NESS at lower frequency. The ap-
plicability of the CFSS in many-body systems is also a
nontrivial issue because the energy gap can be very small
in those systems. Addressing these issues will lead us to
the complete understanding of the NESS in dissipative
Floquet systems.
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S1. HIGH-FREQUENCY EXPANSION FOR THE LINDBLAD EQUATION
The high-frequency expansion has been developed in unitary dynamics and there are several formulations as sum-
marized in Ref. [6]. For the Lindblad equation, the high-frequency expansion has been discussed in terms of the
Floquet-Magnus formalism in Ref. [34]. In this paper, we make use of the high-frequency expansion of the Lindblad
equation in terms of the van Vleck approach, which we describe below for completeness.
The Lindblad equation that we discuss in this work is symbolically represented as
∂tρˆ(t) = L(t)ρˆ(t), (S1)
where the time-dependent Liouvillian L(t) is defined by
L(t)ρˆ = −i[Hˆ(t), ρˆ] +D(ρˆ), (S2)
where Hˆ(t) = Hˆ(t+T ) is the periodic Hamiltonian and D(ρˆ) denotes the dissipation term represented by the Lindblad
operators. We introduce the Fourier series for the Liouvillian as
L(t) =
∑
m
Lme−imωt. (S3)
Since the Lindblad operators Lˆij are time-independent in this work, each Fourier component is given as follows:
L0ρˆ = −i[Hˆ0, ρˆ] +D(ρˆ); Lmρˆ = −i[Hˆm, ρˆ] (m 6= 0). (S4)
The formal solution of Eq. (S1) is obtained as ρˆ(t) = V(t, t′)ρˆ(t′) with the propagator
V(t, t′) = T exp
[∫ t
t′
L(s)ds
]
, (S5)
where T exp denotes the time-ordered exponential. The determining equations for V are
∂tV(t, t′) = L(t)V(t, t′), (S6)
V(t′, t′) = 1. (S7)
8The high-frequency expansion in terms of the van Vleck approach makes the following ansatz:
V(t, t′) = eG(t)e(t−t′)Leffe−G(t′), (S8)
where G(t) is periodic in time and Leff is time-independent. This ansatz satisfies Eq. (S7) for any choices of G(t) and
Leff, and what determines these two is Eq. (S6). As we will see below, Eq. (S6) only determines the derivative of G(t)
and thus we further impose
∫ T
0
G(t)dt = 0 to fix the constant of integration.
To obtain the determining equations for G(t) and Leff, we substitute Eq. (S8) into Eq. (S6), having
∂t(e
G(t)) + eG(t)Leff = L(t)eG(t). (S9)
To rewrite the first term on the left-hand side (see Ref. [42] for the case of unitary dynamics), we invoke the Wilcox
formula [43] ∂λe
−βH = − ∫ β
0
e−uH(∂λH)e−(β−u)Hdu for H = H(λ). We replace λ, H, and β by t, −G, and 1,
respectively, obtaining
∂t(e
G(t))) =
{∫ 1
0
euG(t)[∂tG(t)]e−uG(t)du
}
eG(t) =
{∫ 1
0
euadGdu[∂tG(t)]
}
eG(t) = {φ(adG)[∂tG(t)]}eG(t). (S10)
Here adG is defined by adGρ = [G(t), ρ] and φ(x) ≡ (ex − 1)/x. We substitute Eq. (S10) into Eq. (S9) and have
∂tG(t) = φ−1(adG)L(t)− φ−1(adG)eadGLeff. (S11)
Now we notice φ−1(x)ex = φ−1(−x) and make use of the Taylor expansion of φ−1(x): φ−1(x) = ∑∞k=0 Bkk! xk, where
Bk denotes the Bernoulli number (B0 = 1, B1 = −1/2, B2 = 1/6 · · · ). Then we obtain
∂tG(t) =
∞∑
k=0
Bk
k!
(adG)k
[L(t) + (−1)k+1Leff] . (S12)
Now we determine G(t) and Leff from Eq. (S12) by the series expansions
G(t) =
∞∑
k=1
G(k)(t); Leff =
∞∑
k=1
L(k)eff . (S13)
We substitute these expansions into Eq. (S12) and find the order-by-order solutions, where we assign an order 1 for
L(t) and k for G(k)(t) and L(k)eff (see Ref. [6] for the case of unitary dynamics).
The first-order equation leads to
∂tG(1)(t) = L(t)− L(1)eff . (S14)
To obtain L(1)eff , we integrate Eq. (S14) over 0 ≤ t ≤ T . With the periodicity G(T ) = G(0), we obtain
L(1)eff =
∫ T
0
dt
T
L(t) = L0. (S15)
To obtain G(t), we integrate Eq. (S14), having
G(1)(t)− G(1)(0) =
∫ t
0
L(s)ds− tL(1)eff = tL0 +
∑
m6=0
e−imωt − 1
−imω Lm − tL
(1)
eff , (S16)
which means
G(1)(t) = i
ω
∑
m 6=0
e−imωt
m
Lm. (S17)
Note that L(1)eff is O(ω0) and G(1)(t) is O(ω−1).
The second-order equation leads to
∂tG(2)(t) = −1
2
[G(1)(t),L(t) + L(1)eff ]− L(2)eff . (S18)
9To obtain L(2)eff , we integrate Eq. (S18) over 0 ≤ t ≤ T . Upon this, we note that G(2)(t) is periodic and
∫ T
0
G(1)(t)dt = 0.
Then we have
L(2)eff = −
1
2
∫ T
0
dt
T
[G(1)(t),L(t)] = − i
2ω
∑
m6=0
[Lm,L−m]
m
= − i
ω
∑
m>0
[Lm,L−m]
m
. (S19)
By straightforward calculations, one can obtain G(2)(t) by integrating Eq. (S18) from 0 to t. Likewise, one could
systematically build the higher order solutions although we do not go further here.
Let us rewrite Leff = L(1)eff + L(2)eff in terms of the effective Hamiltonian Hˆeff [5, 6]:
Hˆeff = Hˆ0 +
1
ω
∑
m>0
[Hˆ−m, Hˆm]
m
+O(ω−2). (S20)
To do this, we consider the action of L(2)eff onto a density operator ρˆ. From Eqs. (S21) and (S14), we have
L(2)eff ρˆ = −
i
ω
∑
m>0
1
m
(LmL−mρˆ− L−mLmρˆ) = i
ω
∑
m>0
1
m
([Hˆm, [Hˆ−m, ρˆ]]− [Hˆ−m, [Hˆm, ρˆ])
= − i
ω
∑
m>0
1
m
[[Hˆ−m, Hˆm], ρˆ], (S21)
where we have used the Jacobi identity [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0. Combining Eqs. (S4), (S15), (S21),
and (S20), we obtain
Leffρˆ = −i[Hˆeff , ρˆ] +D(ρˆ) +O(ω−2). (S22)
We remark that Leffρˆ is not equal to −i[Hˆeff , ρˆ] +D(ρˆ) at higher orders because Leff involves contributions of D from
O(ω−2).
S2. DERIVATION OF THE MAIN RESULT [EQS. (8)–(10)]
Here we derive Eqs. (8)–(10) from Eq. (7) in the main text. For this purpose, we solve Leffρˆ′∞ = 0 for ρˆ′∞ at the
leading order of ω−1. It is convenient to work in the energy eigenbasis and separate the diagonal and off-diagonal
parts:
ρˆ′∞ = ρ
′ (d)
∞ + ρ
′ (od)
∞ , (S23)
ρ′ (d)∞ =
∑
k
ρ′ kk∞ |Ek〉 〈Ek| , (S24)
ρ′ (od)∞ =
∑
k,l(k 6=l)
ρ′ kl∞ |Ek〉 〈El| , (S25)
where |Ek〉 denotes the eigenstate of Hˆ0 with eigenenergy Ek.
First, we consider the off-diagonal elements of both sides of Leffρˆ′∞ = 0, having, for k 6= l,
〈Ek|Leffρˆ′∞|El〉 = [−i(Ek − El)− γkl]ρ′ kl∞ − i(ρ′ ll∞ − ρ′ kk∞ ) 〈Ek|∆Hˆeff |El〉 − i 〈Ek|[∆Hˆeff , ρ′ (od)∞ ]|El〉 = 0, (S26)
where γkl ≡
∑
i(Γik + Γil)/2 and ∆Hˆeff ≡ Hˆeff − Hˆ0 = O(ω−1). Equation (S26) is transformed as
ρ′ kl∞ =
〈Ek|∆Hˆeff |El〉
(Ek − El)− γkl (ρ
′ kk
∞ − ρ′ ll∞ )−
〈Ek|[∆Hˆeff , ρ′ (od)∞ ]|El〉
(Ek − El)− iγkl . (S27)
Note that the denominators (Ek − El) − iγkl do not vanish since γkl > 0 is ensured by the nonnegativity and
irreducibility of Γij . Now, as a working hypothesis, we suppose that the diagonal elements ρ
′ kk
∞ are O(ω
0) as verified
later. Then the first term on the right-hand side of Eq. (S27) is O(ω−1) since ∆Hˆeff = O(ω−1). Notice that the
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second term depends only on the off-diagonal elements ρ′ kl∞ and Eq. (S27) can be solved recursively. This yields the
ω−1 expansion for the off-diagonal elements ρ′ kl∞ , whose leading order contribution is given by
ρ′ kl∞ =
〈Ek|∆Hˆeff |El〉
(Ek − El)− iγkl (ρ
′ kk
∞ − ρ′ ll∞ ) +O(ω−2). (S28)
Next, we consider the diagonal elements of both sides of Leffρˆ′∞ = 0, having
〈Ek|Leffρˆ′∞|Ek〉 = −i 〈Ek|[∆Hˆeff , ρ′ (od)∞ ]|El〉+
∑
l
(Γklρ
′ ll
∞ − Γlkρ′ kk∞ ) = 0. (S29)
We note 〈Ek|[∆Hˆeff , ρ′ (od)∞ ]|El〉 = O(ω−2) since both ∆Hˆeff and ρ′ (od)∞ are O(ω−1). Thus the diagonal elements ρ′ kk∞
are determined up to O(ω−1) by the equation:∑
l
(Γklρ
′ ll
∞ − Γlkρ′ kk∞ ) = 0. (S30)
According to the irreducibility and the detailed balance condition of Γkl, we have the unique solution as
ρ′ kk∞ = p
(k)
can =
e−βEk
Z
, (S31)
where the error is O(ω−2). This result means
ρ′ (d)∞ = ρˆcan +O(ω
−2). (S32)
Since these diagonal elements ρ′ kk∞ are O(ω
0), the working hypothesis introduced above has been verified. By substi-
tuting Eq. (S31) into Eq. (S28), we have the leading-order expression for the off-diagonal elements:
ρ′ kl∞ =
〈Ek|∆Hˆeff |El〉
(Ek − El)− iγkl (p
(k)
can − p(l)can) +O(ω−2) = 〈Ek|σˆFE|El〉+O(ω−2), (S33)
which implies
ρ′ (od)∞ = σˆFE +O(ω
−2). (S34)
We remark that tr(σˆFE) = 0 since the each of the diagonal elements of σˆFE vanishes.
Now that we have obtained the leading-order expression for ρˆ′∞ = ρ
′ (d)
∞ +ρ
′ (od)
∞ , let us calculate the time-dependent
density matrix by ρˆ(t) = eG(t)ρˆ′∞. By noticing that ρ
′ (d)
∞ is O(ω0) and ρ
′ (od)
∞ is O(ω−1) and using the Taylor expansion
eG(t) = 1 + G(t) +O(ω−2), we obtain
ρˆ(t) = ρˆcan + G(t)[ρ′ (d)∞ ] + σˆFE +O(ω−2)
= ρˆcan + σˆMM(t) + σˆFE +O(ω
−2), (S35)
where we have defined
σˆMM(t) = G(t)[ρ′ (d)∞ ] =
1
ω
∑
m6=0
e−imωt
m
[Hm, ρˆcan]. (S36)
Thus we have derived the Eqs. (8)–(10) in the paper. We remark tr[σˆMM(t)] = 0, which follows from the cyclic
property of trace, and hence tr[ρˆ(t)] = 1, at least, up to this order.
S3. GENERALIZATION TO THE DEGENERATE ENERGY SPECTRA
Here we generalize our main results [Eqs. (8)–(10)] to the cases in which the energy spectrum {Ei}Ni=1 is degenerate.
To deal with such a spectrum, we introduce new notations for the eigenenergies and eigenstates of Hˆ0 given by E
α
i
and |Eαi 〉 with Hˆ0 |Eαi 〉 = Ei |Eαi 〉. Here, i (= 1, . . . ,M) labels the distinct eigenenergies and α (= 1, 2, . . . , Ni) does
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the degenerate eigenstates, and we assume the orthonormality 〈Eαi |Eα
′
j 〉 = δijδαα′ . We remark that the choice of the
degenerate eigenstates has arbitrariness up to unitary transformation for each degenerate subspace:
|Eαi 〉 → |˜Eαi 〉 =
Ni∑
β=1
|Eβi 〉U (i)βα, (S37)
where U (i) is an Ni × Ni unitary matrix. We should be aware that the following formulation needs to be invariant
under the unitary transformation (S37).
The Lindblad operators with the detailed balance condition are generalized as follows: Lˆij → Lˆiα,jα′ ≡ |Eαi 〉 〈Eα
′
j |.
The corresponding transition rates are written as Γiα,jα′ , which are assumed independent of the degeneracy labels α
or α′ and to satisfy the detailed balance condition:
Γiα,jα′e
−βEj = Γjα′,iαe−βEi (for i 6= j), (S38)
and Γiα,jα′ = 0 for i = j. We also assume that the transition rates Γiα,jα′ are irreducible, which is satisfied, for
example, if Γiα,jα′ > 0 for all pairs of i and j. Then the dissipation term in the Lindblad equation is given by
D(ρˆ) =
∑
iα,jβ
(i6=j)
Γiα,jβ
(
Lˆiα,jβ ρˆLˆ
†
iα,jβ −
1
2
{Lˆ†iα,jβLˆiα,jβ , ρˆ}
)
. (S39)
As one can check easily, the dissipation term (S39) is invariant under Eq. (S37).
Now that we have the Lindblad equation, we can repeat the high-frequency-expansion arguments in Sec. S1 to
obtain Eq. (S22) for the generalized D term (S39). Thus, we move on to deriving the counterparts of the main results
[Eqs. (8)–(10)] by generalizing the arguments in Sec. S2.
Let us solve Leffρˆ′∞ = 0 for ρˆ′∞ at the leading order of ω−1. The solution ρˆ′∞ is necessarily written in the following
form:
ρˆ′∞ = ρ
′ (d)
∞ + ρ
′ (od)
∞ , (S40)
ρ′ (d)∞ =
∑
k,αβ
ρ′ kα,kβ∞ |Eαk 〉 〈Eβk | , (S41)
ρ′ (od)∞ =
∑
kα,lβ
(k 6=l)
ρ′ kα,lβ∞ |Eαk 〉 〈Eβl | . (S42)
Since we have arbitrariness of choosing the degenerate eigenstates as noted above, we can assume without loss of
generality that ρ
′ (d)
∞ is diagonal
ρ′ kα,kβ∞ = qkαδαβ , (S43)
where qkα ≥ 0.
First, we focus on the off-diagonal matrix elements of Leffρˆ′∞ = 0: 〈Eαk |Leffρˆ′∞|Eβl 〉 = 0. Repeating similar
arguments in deriving Eq. (S28), we have
ρ′ kα,lβ∞ =
〈Eαk |∆Hˆeff |Eβl 〉
(Ek − El)− iγkl (qkα − qlβ) +O(ω
−2), (S44)
where we have introduced the working hypothesis qkα = O(ω
0) and γkl ≡
∑
i,γ(Γiγ,kα + Γiγ,lβ)/2 (Remember that
Γkα,lβ is independent of α or β).
Next, we consider the diagonal elements of Leffρˆ′∞ = 0: 〈Eαk |Leffρˆ′∞|Eβk 〉 = 0. While, for α 6= β, we have irrelevant
equations of O(ω−2), for α = β, we have ∑
l,β
(Γkα,lβqlβ − Γlβ,kαqkα) = 0. (S45)
According to the irreducibility of Γkα,lβ , this equation has the unique positive solution, which is given by
qkα = p
(k)
can =
e−βEk
Z
, (S46)
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with Z =
∑
k,α e
−βEk . One can confirm this by using the detailed balance condition. From the above argument, we
obtain
ρˆ′∞ = ρˆcan + σˆFE +O(ω
−2), (S47)
where
〈Eαk |σˆFE|Eβl 〉 =
〈Eαk |∆Hˆeff |Eβl 〉
(Ek − El)− iγkl (p
(k)
can − p(l)can) (k 6= l) (S48)
and 〈Eαk |σˆFE|Eβl 〉 = 0 for k = l.
Finally, we calculate the time-dependent density matrix by ρˆ(t) = eG(t)ρˆ′∞, obtaining
ρˆ(t) = ρˆcan + σˆMM(t) + σˆFE +O(ω
−2), (S49)
where σˆMM(t) is the same as Eq. (S35) for the nondegenerate case.
To summarize, our main results [Eqs. (8)–(10)] are generalized in a straightforward manner. Among the three
terms on the right-hand side of Eq. (S49), the first two ρˆcan and σˆMM(t) are expressed exactly in the same way for
the degenerate case, and the third one σˆFE is naturally generalized as in Eq. (S48).
S4. ALL THE OBSERVABLES IN THE EFFECTIVE MODEL FOR THE NV CENTER
Although we have discussed the two observables Sˆz and {Sˆx, Sˆy}, there are in total 8 observables including these
two (since we are considering a spin-1 system represented by 3 × 3 matrices): the spins along one direction, Sˆx, Sˆy
and Sˆz, and the nematics Sˆ
2
z , Sˆ
2
x − Sˆ2y , SˆxSˆy + SˆySˆx, SˆySˆz + SˆzSˆx, and SˆzSˆx + SˆxSˆz. In this section, we consider all
these observables and validate our main results [Eqs. (8)–(10)].
A. Vanishing one-cycle averages due to dynamical symmetry
We compare the one-cycle average A¯(ω) of an observable Aˆ for the actual dynamics with that from our formulas
[Eqs. (8)–(10)] and the FGS. Upon this comparison, we note that the average vanishes for Aˆ = Sˆx, Sˆy, SˆySˆz + SˆzSˆx,
and SˆzSˆx + SˆxSˆz. The common property shared by these observables is that they are all odd under the pi-rotation
around the Sˆz axis:
UˆzpiAˆUˆ
z†
pi = −Aˆ for Aˆ = Sˆx, Sˆy, SˆySˆz + SˆzSˆx, SˆzSˆx + SˆxSˆz (S50)
Another important property is the dynamical symmetry associated with this unitary operation:
UˆzpiHˆNV(t+ T/2)Uˆ
z†
pi = HˆNV(t). (S51)
As we see below, Eqs. (S50) and (S51) imply that the one-cycle averages for these observables vanish in the actual
calculation, our formulas [Eqs. (8)–(10)], and the FGS, respectively.
First, we discuss the actual dynamics governed by the Lindblad equation:
∂tρˆ(t) = −i[H(t), ρˆ(t)] +D[ρˆ(t)]. (S52)
We try to have some implication of the dynamical symmetry (S51) to this equation. For this purpose, we shift
t → t + T/2 in the equation and apply Uˆzpi from left and Uˆz†pi from right to the both sides of the equation, having
∂tρˆ
Uˆzpi (t) = −i[HˆNV(t), ρˆUˆzpi (t)] +D′[ρˆUˆzpi (t)], where ρˆUˆzpi (t) ≡ Uˆzpi ρˆ(t+T/2)Uˆz†pi , D′ is defined by Lˆij → Lˆ′ij = Uˆzpi LˆijUˆz†pi
in D, and we have used Eq. (S51). In fact, D′ = D holds true because the time-independent part Hˆ0NV of HˆNV(t) is
invariant under Uˆzpi : [Uˆ
z
pi , Hˆ
0
NV] = 0 and hence the energy eigenstates |Ek〉 are the simultaneous eigenstates for Hˆ0NV
and Uˆzpi (recall that Lˆij appears together with Lˆ
†
ij in D). Therefore, we have
∂tρˆ
Uˆzpi (t) = −i[HˆNV(t), ρˆUˆzpi (t)] +D[ρˆUˆzpi (t)], (S53)
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which is the same as Eq. (S52). As is the case in the high-frequency expansion, we assume that Eq. (S52) leads to
the unique time-periodic NESS ρˆness(t) = ρˆness(t+ T ) in t γ−1. Then we have
ρˆness(t) = ρˆ
Uˆzpi
ness(t) = Uˆ
z
pi ρˆness(t+ T/2)Uˆ
z†
pi . (S54)
From this equation, we have the one-cycle average of an observable in Eq. (S50) as
A¯ =
∫ T
0
dt
T
tr[ρˆness(t)Aˆ] =
∫ T
0
dt
T
tr[ρˆness(t+ T/2)Uˆ
z†
pi AˆUˆ
z
pi ] =
∫ T
0
dt
T
tr[ρˆness(t)(−Aˆ)] = −A¯, (S55)
which means A¯ = 0 for the NESS. To obtain this, we have used, the cyclic property of trace, the periodicity of ρˆness(t),
and Eq. (S50).
Second, we show that those one-cycle averages vanish in our formula [Eq. (S35)] as well. Recall that the micromotion
part σˆMM(t) does not contribute and neither ρˆcan nor σˆFE depends on time. Thus we are to prove tr[ρˆcanAˆ] =
tr[σˆFEAˆ] = 0. The first equation tr[ρˆcanAˆ] = 0 follows from the invariance of the static Hamiltonian [Uˆ
z
pi , Hˆ
0
NV] = 0
and Eq. (S50). To show the second one tr[σˆFEAˆ] = 0, we translate the dynamical symmetry [Eq. (S51)] into the
Fourier components:
(−1)mUˆzpiHˆmUˆz†pi = Hˆm, (S56)
which is obtained by Fourier-expanding both sides of Eq. (S51). This relation implies that the effective Hamiltonian is
invariant under the unitary transformation: UˆzpiHˆeff Uˆ
z†
pi = Hˆeff and hence Uˆ
z
pi∆Hˆeff Uˆ
z†
pi = ∆Hˆeff . In fact, this relation
leads to the invariance of the Floquet-engineering part σˆFE:
Uˆzpi σˆFEUˆ
z†
pi = σˆFE. (S57)
To show Eq. (S57), we compare the matrix elements in the energy eigenbasis. This basis is convenient because
Uˆzpi |Ek〉 = eiθk |Ek〉 holds true. The left-hand side of Eq. (S57) gives
〈Ek|Uˆzpi σˆFEUˆz†pi |El〉 = eiθk 〈Ek|σˆFE|El〉 e−iθl =
eiθk 〈Ek|∆Hˆeff |El〉 e−iθl
(Ek − El)− iγkl (p
(k)
can − p(l)can)
=
〈Ek|Uˆzpi∆Hˆeff Uˆz†pi |El〉
(Ek − El)− iγkl (p
(k)
can − p(l)can) =
〈Ek|∆Hˆeff |El〉
(Ek − El)− iγkl (p
(k)
can − p(l)can) = 〈Ek|σˆFE|El〉 , (S58)
which thus equals the right-hand side of Eq. (S57). Thus Eq. (S57) has been proved and leads to tr[σˆFEAˆ] = 0 together
with Eq. (S50). Therefore, the one-cycle averages for the observables in Eq. (S50) vanish in our formula (S35).
Finally, we show that the one-cycle averages for those observables vanish in the FGS. In fact, a stronger statement
holds true: The one-cycle average vanishes for each Floquet state,∫ T
0
dt
T
〈ui(t)|Aˆ|ui(t)〉 =
∫ T
0
dt
T
tr[|ui(t)〉 〈ui(t)| Aˆ] = 0. (S59)
Thanks to Eq. (S50), it is sufficient to show that the one-cycle-averaged Floquet state
ρˆFSi ≡
∫ T
0
dt
T
|ui(t)〉 〈ui(t)| . (S60)
is invariant under Uˆzpi for each i. This invariance follows from the dynamical symmetry (S51) as follows. Let us
remember the defining equation of the Floquet state[
HˆNV(t)− i d
dt
]
|ui(t)〉 = i |ui(t)〉 . (S61)
By applying Uˆzpi from left, shifting time as t→ t+ T/2, and making use of the dynamical symmetry (S51), we have[
HˆNV(t)− i d
dt
]
Uˆzpi |ui(t+ T/2)〉 = iUˆzpi |ui(t+ T/2)〉 . (S62)
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Thus Uˆzpi |ui(t+ T/2)〉 is also the Floquet state with quasienergy i. Assuming that the quasienergies are not degen-
erate, we obtain
Uˆzpi |ui(t+ T/2)〉 = eiϕi |ui(t)〉 (S63)
for some phase ϕi. Noticing the periodicity |ui(t+ T )〉 = |ui(t)〉, we obtain
ρˆFSi =
∫ T
0
dt
T
|ui(t)〉 〈ui(t)| =
∫ T
0
dt
T
Uˆzpi |ui(t+ T/2)〉 〈ui(t+ T/2)| Uˆz†pi = Uˆzpi ρˆFSi Uˆz†pi , (S64)
which means ρˆFSi is invariant under the unitary transform Uˆ
z
pi and hence tr[ρˆ
FS
i Aˆ] = 0. By taking the weighted average
with p
(i)
FG = e
−βi/ZFG, we obtain ∫ T
0
dt
T
tr[ρˆFG(t)Aˆ] =
∑
i
p
(i)
FGtr[ρˆ
FS
i Aˆ] = 0 (S65)
for Aˆ in Eq. (S50). We note that, by replacing p
(i)
FG by p
(i)
can, we obtain the same-type equation for the canonical
Floquet steady state.
B. Nonvanishing one-cycle averages
We have shown that the one-cycle averages for the four observables in Eq. (S50) vanish for the actual dynamics,
our formulas [Eqs. (8)–(10)], and the FGS, respectively. In other words, our formulas and the FGS both respect the
dynamical symmetry (S51) and give precise descriptions for these observables.
Thus, for the complete comparison, we are to discuss the remaining four observables: Sˆz, Sˆ
2
x− Sˆ2y , Sˆ2z , and {Sˆx, Sˆy}.
In Fig. S1, we plot the deviation of the one-cycle average calculated by our formula and the FGS (as well as the
canonical Floquet steady state for future reference) from that of the actual dynamics. While the deviation of the
FGS is O(ω−1) for all these observables, that of our formula is O(ω−2). Thus our formula correctly describes all the
observables at O(ω−1).
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FIG. S1. Difference of the one-cycle average calculated from the actual dynamics and that from our formula [Eq. (S35)] (circle),
the FGS (square), and the CFSS (triangle) plotted against the driving frequency ω. Each panel shows the result for the
observables as described in the panel title. The solid and dashed lines are the guides to the eye showing the lines with slopes
−2 and −1, respectively.
C. One-cycle standard deviations
In the paper, we have discussed the difference of the one-cycle standard deviation ∆ΣA(ω) for the representative
two observables Aˆ = Sˆz and {Sˆx, Sˆy}. Here we supplement the data, plotting ∆ΣA(ω) for all the eight observables
calculated with our formula [Eqs. (8) and (9)], the FGS (as well as the CFSS for future reference) in Fig. S2.
The difference ∆ΣA(ω) between the actual dynamics and our formula is O(ω
−2) for all observables as shown in
Fig. S2. This result supports that our micromotion part σˆMM(t) properly describes the NESS at O(ω
−1). Quanti-
tatively, ∆ΣA(ω) is smaller for the FGS, where all-order contributions in ω
−1 are included. We could improve the
accuracy of our formula by extending our formula to higher orders.
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FIG. S2. Difference of the one-cycle standard deviation calculated from the actual dynamics and that from our formula
[Eq. (S35)] (circle), the FGS (square), and the CFSS (triangle) plotted against the driving frequency ω. Each panel (a-h) shows
the result for the observables as described in the panel title. The solid and dashed lines are the guides to the eye showing the
lines with slopes −2 and −1, respectively.
S5. BREAKDOWN OF ANTIUNITARY DYNAMICAL SYMMETRY
We supplement the argument in the paper that the one-cycle average of Aˆ = {Sˆx, Sˆy} vanishes for the FGS but
does not for the actual dynamics and our formulas [Eqs. (8)–(10)]. In the paper, we have shown that the antiunitary
operator Vˆ and the associated dynamical symmetry
Vˆ HˆNV(T − t)Vˆ † = HˆNV(t) (S66)
lead to the vanishing one-cycle average for the FGS. Let us see how such an antiunitary dynamical symmetry does
not constrain the actual dynamics or our formula due to dissipation.
First, we discuss the actual dynamics described by the Lindblad equation (S52). To utilize the antiunitary dynamical
symmetry, we substitute t by T − t and multiply Vˆ from left and Vˆ † from right. Then, we have
−∂tρˆVˆ (t) = i[HˆNV(t), ρˆVˆ (t)] +D′′[ρˆVˆ (t)], (S67)
where we have used Eq. (S66), ρˆVˆ (t) ≡ Vˆ ρˆ(T − t)Vˆ †, and D′′ is defined by Lˆij → Lˆ′′ij = Vˆ Lˆij Vˆ † in D. We notice that
D′′ = D because the time-independent Hamiltonian Hˆ0NV is invariant under the antiunitary transform Vˆ similarly to
the argument in Sec. S4 A. Therefore, Eq. (S67) leads to
∂tρˆ
Vˆ (t) = −i[HˆNV(t), ρˆVˆ (t)]−D[ρˆVˆ (t)]. (S68)
We note that the sign of the D term has changed from the original Lindblad equation (S52) and ρˆVˆ (t) cannot be
related directly to ρˆ(t). Thus the antiunitary dynamical symmetry (S66) does not constrain the actual dynamics in
the presence of dissipation.
Second, we show that our formula is not constrained by the antiunitary dynamical symmetry (S66). More concretely,
we have Vˆ σˆFEVˆ
† 6= σˆFE unlike the case of unitary transformations. To show this, we first notice that the dynamical
symmetry (S66) leads to Vˆ HˆmVˆ
† = Hˆm for the Fourier components and to Vˆ Hˆeff Vˆ † = Hˆeff and hence Vˆ ∆Hˆeff Vˆ † =
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∆Hˆeff . We second notice Vˆ = KUˆ
z
pi , where K is the complex conjugate operator. Then, we consider the matrix
elements of Vˆ σˆFEVˆ
† in the energy eigenbasis:
〈Ek|Vˆ σˆFEVˆ †|El〉 = eiθk 〈Ek|KσˆFEK|El〉 e−iθl = eiθk 〈Ek|σˆFE|El〉∗ e−iθl
=
eiθk 〈Ek|∆Hˆeff |El〉∗ e−iθl
(Ek − El) + iγkl (p
(k)
can − p(l)can) =
〈Ek|Uˆz†pi ∆Hˆeff Uˆzpi |El〉
∗
(Ek − El) + iγkl (p
(k)
can − p(l)can)
=
〈Ek|∆Hˆeff |El〉∗
(Ek − El) + iγkl (p
(k)
can − p(l)can) 6= 〈Ek|σˆFE|El〉 . (S69)
Although 〈Ek|∆Hˆeff |El〉∗ = 〈Ek|∆Hˆeff |El〉 in fact, the sign of γkl has changed from 〈Ek|∆Hˆeff |El〉. Thus, in the
presence of dissipation, Vˆ σˆFEVˆ
† 6= σˆFE and tr(σˆFEAˆ) 6= 0 in general even if Vˆ AˆVˆ † = −Aˆ.
S6. CANONICAL FLOQUET STEADY STATE (CFSS)
Here we introduce the canonical Floquet steady state (CFSS)
ρˆCFSS(t) =
1
Z
∑
i
e−βEi |ui(t)〉 〈ui(t)| = 1
Z
∑
i
e−βEi |ψi(t)〉 〈ψi(t)| , (S70)
where Z =
∑
i e
−βEi , |ui(t)〉 is the Floquet state, and |ψi(t)〉 = e−iit |ui(t)〉 is the corresponding solution of the time-
dependent Schro¨dinger equation with i being the quasienergy. Here, we have assumed that the driving frequency ω
is so large and |ui(t)〉 is so close to |Ei〉 that there is the one-to-one correspondence between |Ei〉 and |ui(t)〉 for each
index i.
The difference between the FGS and CFSS is the weight factor. This is defined by the quasienergy i for the FGS
whereas by the real energy Ei for the CFSS. This difference is quantitatively important because Ei − i = O(ω−1)
and the FGS and CFSS can give different scalings in ω at high frequency.
The difference of the one-cycle-averaged observables calculated for the actual dynamics and the CFSS is shown in
Fig. S1. For the two observables Sˆz and Sˆ
2
z , the CFSS gives the appropriate ω
−2 scaling which is not captured by
the FGS. For the other two Sˆ2x − Sˆ2y and {Sˆx, Sˆy}, the CFSS deviates from the actual value at O(ω−1) and fails to
describe the actual dynamics at O(ω−1). The CFSS thus provide partly improved descriptions for some observables
than the FGS. It is noteworthy that the CFSS does not involve any information about the system-bath coupling like
the FGS.
The difference of the one-cycle standard deviations ∆ΣA(ω) calculated for the actual dynamics and the CFSS is
shown in Fig. S2. At high-frequency, the CFSS leads to more rapid decreases of ∆ΣA(ω) than the FGS for most
observables. Thus the CFSS gives improved descriptions of the NESS than the FGS.
S7. EQUIVALENCE OF OUR FORMULA AND CFSS IN Γij → 0
Here we show that, in the weak dissipation limit Γij → 0, our formula [Eqs. (8)–(10)] coincides with the CFSS
rather than the FGS. Since the extension to the degenerate case is straightforward, we consider the case where Hˆ0 is
nondegenerate for simplicity.
The weak dissipation limit of our formula is obtained just by replacing γij with 0 in σˆFE:
ρˆ(t) = ρˆcan + σˆMM(t) + σˆFE +O(ω
−2), (S71)
with
〈Ek|σˆFE|El〉 = 〈Ek|∆Hˆeff |El〉
Ek − El (p
(k)
can − p(l)can) (k 6= l) (S72)
and 〈Ek|σˆFE|Ek〉 = 0. We will show that ρˆCFSS(t) coincides with the above ρˆ(t) by considering its high-frequency
expansion.
This is achieved by finding the solution |ψi(t)〉 within the high-frequency expansion. According to Ref. [5], |ψk(t)〉
can be represented as
|ψk(t)〉 = eG(t) |ψk(0)〉 , (S73)
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where
G(t) =
1
ω
∑
m 6=0
e−imωt
m
Hˆm +O(ω
−2), (S74)
and |ψk(0)〉 is the eigenstate of the effective Hamiltonian Hˆeff = Hˆ0 +∆Hˆeff with eigenvalue k = Ek +O(ω−1). Since
∆Hˆeff = O(ω
−1) as shown in Sec. S1, |ψk(0)〉 can be obtained by the standard perturbation technique as
|ψk(0)〉 = |Ek〉+
∑
l(6=k)
|El〉 〈El|∆Hˆeff |Ek〉
Ek − El +O(ω
−2). (S75)
Substituting this equation into Eq. (S70), we obtain
ρˆCFSS(t)
=
∑
k
p(k)cane
G(t)
|Ek〉 〈Ek|+ ∑
l( 6=k)
〈Ek|∆Hˆeff |El〉
Ek − El |Ek〉 〈El|+
∑
l(6=k)
〈El|∆Hˆeff |Ek〉
Ek − El |El〉 〈Ek|
 e−G(t) +O(ω−2)
= eG(t)ρˆcane
−G(t) +
∑
k,l
(k 6=l)
[
p(k)can
〈Ek|∆Hˆeff |El〉
Ek − El |Ek〉 〈El|+ p
(k)
can
〈El|∆Hˆeff |Ek〉
Ek − El |El〉 〈Ek|
]
+O(ω−2)
= eG(t)ρˆcan +
∑
k,l
(k 6=l)
(p(k)can − p(l)can)
〈Ek|∆Hˆeff |El〉
Ek − El |Ek〉 〈El|+O(ω
−2)
= ρˆcan + σˆMM(t) + σˆFE +O(ω
−2), (S76)
which is equal to our formula (S71) (G(t) was defined in Sec. S1). We note that the FGS deviates from the CFSS in
general by O(ω−1) since Ei − i = O(ω−1). Thus, in the small dissipation limit, the NESS coincides with the CFSS
rather than the FGS.
