The application of predictive data mining techniques in Information Systems research has grown in recent years, likely due to their effectiveness and scalability in extracting information from large amounts of unstructured data. A number of scholars have sought to combine data mining with traditional econometric analyses. Typically, data mining methods are first used to generate new variables (e.g., text sentiment), which are added into subsequent econometric models as independent regressors. However, prediction is almost always imperfect; thus, variables generated from the first stage data mining models inevitably contain measurement error or misclassification. These errors, if ignored, can introduce systematic biases into the second stage econometric estimations and, consequently, can threaten the validity of statistical inference. In this commentary, we first demonstrate the existence of such bias, both analytically and empirically. We show that, even when data mining models exhibit relatively high performance, ignoring measurement error or misclassification leads to severe bias in the econometric estimation. We also show that this bias becomes increasingly difficult to anticipate when the econometric model contains multiple covariates. We then describe two simulation-based correction methods, SIMEX and MC-SIMEX, which can be easily parameterized using standard performance metrics from data mining models (e.g., error variance or the confusion matrix) and applied under a wide range of econometric specifications to recover accurate parameter estimates. We illustrate their effectiveness in correcting bias due to measurement error or misclassification with both simulated data and a real dataset from TripAdvisor.com.
Paper Summary
The application of data mining methods creates appealing opportunities for Information Systems (IS) research. Predictive data mining models can be used to automatically generate latent variables that researchers are interested in, such as sentiment or opinion, based on observed data. Text mining techniques for sentiment analysis constitute a particularly prominent example of this. The increasing availability of both "bigger" data as well as more unstructured data further contribute to the popularity of data mining methods in IS (Agarwal and Dhar 2014; Chen et al. 2012; Varian 2014) .
Many IS studies have recently sought to combine data mining approaches with traditional statistical analyses or econometric modeling in a two-stage process. In the first stage, data mining models are trained and then deployed to generate new variables. In the second stage, these generated variables are added into regression models, usually as independent regressors. Several papers adopting this two-stage process have uncovered interesting insights and have subsequently been published in top IS journals (e.g., Gu et al. 2007 Gu et al. , 2014 Aggarwal et al. 2012; Lu et al. 2013; Moreno and Terwiesch 2014; Wang et al. 2013; Archak et al. 2011 ).
However, an important issue with this process is that variables generated in the first stage almost certainly contain some amount of error, because predictive data mining models usually are not perfect.
These errors are then carried over to the second stage econometric models. Such error is generally referred to as measurement error, if the variable is continuous, or misclassification, if the variable is discrete. These errors, if ignored, can introduce systematic biases into the second stage estimations and may, therefore, threaten the validity of the subsequent inferences a researcher might wish to make.
Although the problem of dealing with measurement error or misclassification is not new, we argue that it warrants special attention in the aforementioned scenario, for the following reasons. First, many studies following this approach have failed to acknowledge the potential estimation biases introduced by measurement error or misclassification. We believe that this may derive, at least in part, from a lack of understanding or awareness of the issue. Second, the variables obtained from the first-stage prediction typically enter the second-stage estimation as independent regressors. Error in independent variables is particularly concerning because it generally introduces systematic biases into coefficient estimates (Greene 2003) , unlike error in dependent variables, which may only lead to inflated variance of estimates and decreased model fit. Third, unlike many cases where errors are unobservable, data mining models provide established ways to quantify measurement error or misclassification. Therefore, we have an opportunity to correct for the error using proper methods.
In this research, we aim to discuss two issues: (1) To what extent will measurement error or misclassification from data mining models bias estimations in subsequent econometric analyses that incorporate the output of those models? (2) How can we mitigate these biases?
We first demonstrate, both theoretically and using simulated data, that measurement error and misclassification can indeed introduce considerable biases into several commonly used econometric models, such as OLS, Logit, Probit, and Poisson regressions. Notably, our simulations are conducted based on commonly observed levels of predictive performance in data mining models, in terms of precision and recall. Hence, the errors we simulate and the bias we observe are likely to manifest in an actual study. For example, if a binary classifier achieves 80% recall rates for both classes, directly incorporating the predictions from this classifier as the only regressor in a linear regression would result in 40% reduction in coefficient estimate. For multivariate regressions, we find that error in one regressor can bias the estimates of all regressors in hard-to-anticipate directions, and that such biases are generally more severe in more complicated model specifications (e.g., generalized linear models compared to simple linear models).
We then discuss two simulation-based methods to correct for this bias. The SimulationExtrapolation (SIMEX) method applies to continuous variables with additive measurement error (Cook and Stefanski 1994) . The Misclassification-SIMEX (MC-SIMEX) method applies to discrete variables with misclassification (Küchenhoff et al. 2006) . Both methods generate multiple versions of original data with increasing errors, then estimate parametric models to capture the relationships between error magnitude and coefficient estimates, and finally extrapolate the estimates to the case of no error. We choose to discuss SIMEX and MC-SIMEX over other error-correction methods -e.g., generalized method of moments (Erickson and Whited 2002) or instrumental variables (Gustafson 2003 ) -for two main reasons. First, SIMEX and MC-SIMEX are simulation-based methods, and can easily be applied to a variety of model specifications. Second, SIMEX and MC-SIMEX can be configured based solely on the observable performance indicators of first-stage data mining models, i.e., error variance or the confusion matrix, whereas GMM-and IV-based methods require explicit modeling of errors in the second-stage estimations. We validate the effectiveness of both methods with simulated data. We also apply the MC-SIMEX method to a real world dataset of online restaurant reviews at TripAdvisor.com. Our results indicate that MC-SIMEX effectively mitigates the estimation bias that derives from misclassification.
This work contributes to the IS literature in two ways. First, we hope to raise awareness regarding the issue of biased estimation with the integration of data mining and econometric analyses, due to measurement error and misclassification. Second, we hope to highlight a possible remedial approach to addressing the identified issue. Measurement error and misclassification may arise in a variety of research settings and are very difficult to avoid completely. Therefore, we believe that an awareness of the problem and its severity can help researchers understand the potential risks of combining data mining with econometric analyses, and thus to improve the robustness of their conclusions. At the same time, we would like to stress that the points raised in this work do not necessarily invalidate the results of any past work. Instead, we aim to provide IS scholars with guidance on the implementation of this integrated methodology in as robust a manner as possible, going forward.
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