Distance correlation has gained much recent attention in the data science community: the sample statistic is straightforward to compute and asymptotically equals zero if and only if independence, making it an ideal choice to test any type of dependency structure given sufficient sample size. One major bottleneck is the testing process: because the null distribution of distance correlation depends on the underlying random variables and metric choice, it typically requires a permutation test to estimate the null and compute the p-value, which is very costly for large amount of data. To overcome the difficulty, we propose a centered chi-square distribution, demonstrate it wellapproximates the null distribution of unbiased distance correlation, and prove upper tail dominance and distribution bound between them. The resulting distance correlation chi-square test is a nonparametric test for independence, is valid and universally consistent using any strong negative type metric or characteristic kernel, enjoys a similar finite-sample testing power as the standard permutation test, and is provably the most powerful test of distance correlation among all valid tests with known distribution. distance correlation typically requires O(n 2 ); and to compute its p-value for testing, the standard approach is to estimate the null distribution of distance correlation via permutation, which requires O(rn 2 ) where r is the number of random permutations and typically at least 1,000 or more. In comparison, for one-dimensional (p = q = 1) data the Pearson correlation can be computed in O(n), and a Pearson correlation t-test is readily available to compute the p-value in constant time complexity O(1). The computational advantage makes Pearson extremely fast and attractive in practice. Recent works have successfully expedited the distance correlation computation into O(n log(n)) under one-dimensional data and Euclidean distance [2, 9] . The testing part, however, remains difficult and less well-understood
1 Introduction Given pairs of observations (x i , y i ) ∈ R p × R q for i = 1, . . . , n, assume they are independently identically distributed as F XY . The testing independence problem is formulated as follows: the two random variables are independent if and only if F XY = F X F Y , i.e., the joint distribution equals the product of the two marginal distributions. The statistical hypothesis is
Detecting the potential relationships underlying sample data has long been a fundamental question in theoretical and applied research. The traditional Pearson correlation [16] has been a valuable tool in quantifying the linear association and applied in many branches of statistics and machine learning. To detect all types of dependence structures, a number of universally consistent methods have been proposed recently, such as the distance correlation [25] [26] [27] [28] , the Hilbert-Schmidt independence criterion [4] [5] [6] , the Heller-Heller-Gorfine statistics [7, 8] , the multiscale graph correlation [29] , among many others [10, 14, 15, 36] . There is a tight connection among these consistent methods. The Hilbert-Schmidt independence criterion can be treated as a kernel version of distance correlation and vice versa [19, 23] , and the multiscale graph correlation can be thought of as an optimal local version of distance correlation [22] . These universally consistent dependence measures have been widely used beyond independence testing, such as two-sample testing [17, 18, 21] , conditional testing [4, 27, 31] , feature screening [1, 11, 30, 34] , clustering [17, 24] , time-series [3, 13, 35] , graph testing [22, 32] , to name a few.
To populate these methods to big data analysis, a big hurdle is the time complexity. Computing the despite some efforts to estimate the null distribution, most notably the distance correlation t-test [26] and the subsampling approach [33] .
In this paper, we propose a centered chi-square distribution, demonstrate it well-approximates and may equal the null distribution of unbiased distance correlation, and prove the chi-square distribution upper tail dominates the null distribution at some tail probability level α. Moreover, the upper tail of the null distribution is bounded between the centered chi-square distribution and a normal distribution, allowing us to discover a testing power inequality among the newly-proposed chi-square test, the previous distance correlation t-test, and the standard permutation test. The results are applicable to unbiased distance correlation using any strong negative type metric or characteristic kernel, not just the default Euclidean distance.
The resulting distance correlation chi-square test is likely the best nonparametric test of independence for big data, and shall make distance-and kernel-based testing methodology much more accessible to the data science community: It is simple and straightforward to use, has a constant time complexity without the need to permute nor subsampling nor parameter estimation, is universally consistent and valid at any type 1 error level no more than approximately 0.05 (see Section 5 for a detailed discussion on the empirical validity level), is guaranteed a similar testing power as the permutation test, and proved the most powerful test among all valid tests of distance correlation with known distribution. The results are demonstrated and supported by simulations. The appendix contains all theorem proofs, detailed simulation functions, and a fast algorithm for computing the unbiased distance correlation in O(n log n), which renders the distance correlation chi-square test comparable in speed to the Pearson correlation t-test and scalable to billions of observations.
Background

Biased and Unbiased Sample Distance Correlation
Let the paired sample data, which is assumed independently and identically distributed as F XY , be denoted by
Given a distance metric d(·, ·) (such as the Euclidean metric), let D X denote the n × n distance matrix of X with D X ij = d(x i , x j ), D Y denote the distance matrix of Y, and H = I − 1 n J denote the n × n centering matrix where I is the identity matrix and J is the matrix of ones. The biased sample distance correlation was proposed in Szekely et al. [28] with an elegant matrix formulation:
where Dcov b n denotes the biased sample distance covariance and Dcor b n denotes the biased sample distance correlation. The unbiased version was later introduced via the following bias correction [27] : compute a modified matrix C X as
and similarly compute C Y from D Y . The unbiased sample distance covariance and correlation are
Namely, C X always sets the diagonals to 0 and slightly modifies the off-diagonal entries from HD X H. If n < 4 or the denominator term is not a positive real number, the unbiased sample distance correlation is set to 0. Unless mentioned otherwise, in this paper distance correlation always means the unbiased sample version.
As long as the metric d(·, ·) is of strong negative type including the Euclidean metric [12] , distance correlation satisfies the following:
which guarantees a universally consistent statistic for testing independence. Moreover, it is unbiased in the following sense:
which is not satisfied by the biased version.
Instead of using a strong negative type distance, one could use a characteristic kernel for d(·, ·), i.e., D X and D Y become two kernel matrices. Then all above results still hold [19, 23] . As the main results in this paper are applicable to any strong negative type metric or any characteristic kernel, we shall consistently use the distance correlation naming regardless of whether a metric or kernel is used for d(·, ·).
Null Distribution of Distance Correlation
Given a sample statistic, its null distribution is required to compute the p-value. The independence hypothesis is rejected when the p-value of distance correlation is smaller than a pre-specified critical level α. When X and Y are independent, the unbiased distance covariance distribution converges to
where {λ i } are the limiting eigenvalues of HD X H/n, {µ j } are the limiting eigenvalues of HD Y H/n, N ij are identically and independently distributed standard normal random variables, and the summation index sums over i = 1, . . . , n and j = 1, . . . , n. The limiting null distribution using sample eigenvalues is an accurate estimation of the actual finite-sample null distribution when n ≥ 20 (see Lyons [12] and Zhang et al. [33] for more details), so it suffices to approximate the limiting null distribution for testing.
The eigenvalues {λ i } and {µ j } can vary significantly for different metric or kernel choices d(·, ·) and different marginal distributions F X and F Y . In a brute-force manner, these eigenvalues can be estimated via eigen-decomposition of the sample matrices, then the null distribution can be simulated by generating n 2 independent normal distributions. This null distribution estimation has the best testing power (i.e., almost the same as permutation test) but requires O(n 3 ) time complexity thus too costly.
Alternatively, one could compute a subsampled distance correlation, then the central limit theorem yields a normal approximation for the averaged subsampled statistics. However, it is provable that the subsampled statistic yields an inferior testing power, because the estimated null distribution is a very conservative one with enlarged variance. These two approaches are summarized in Zhang et al. [33] .
The standard permutation test works as follows: for each replicate, permute the observations in Y (row indices of the matrix) by a random permutation π, denote the permuted sample data as Y π , and compute the permuted statistic Dcor(X, Y π ). Repeat for r such random permutations, and compute a set of permuted statistics {Dcor(X, Y π )}. Then the p-value is the fraction of times the observed test statistic is more extreme than the permuted test statistics. The random permutation effectively breaks dependencies within the sample data and well-approximates the actual null distribution. The permutation test is the default approach in almost every independence testing methodology, and provably a valid and consistent test with any consistent dependence measure [22] , not just distance correlation. Also note that distance correlation and distance covariance share the same p-value under permutation test, because the covariance to correlation transformation is invariant to permutation.
A popular distribution-based test is the unbiased distance correlation t-test proposed in Szekely and Rizzo [26] , which approximates the null distribution by a normal distribution of mean 0 and variance 2. When X and Y are independent, assume each dimension of X and Y are independently and independently distributed (or exchangeable) with positive finite variance, then
as n, p, q → ∞. The t-distribution transformation and the corresponding t-test follow from the normal distribution. The distance correlation t-test enjoys a similar testing power as the permutation test under required condition, but there is no guarantee on its testing performance out of the high-dimensional assumption.
Note that the null distributions in both Equation 2.1 and Equation 2.2 multiply the distance correlation by a factor proportional to the sample size n, which does not change the p-value in testing and facilitates the asymptotic expression. In this paper we always consider the null distribution of distance correlation multiplied by n.
Main Results
The Null Distribution and the Centered Chi-Square Distribution
Assumption. Unless mentioned otherwise, throughout the paper we assume:
1. X and Y are two arbitrary random variables that are non-constant and of finite second moments.
2. Sample size n ≥ 4.
3. The choice of d(·, ·) is either a strong negative metric or a characteristic kernel for X and Y . It could be two different metrics or two different kernels for each.
where {λ i } are the limiting eigenvalues of HD X H/n, {µ j } are the limiting eigenvalues of HD Y H/n, N ij are identically and independently distributed as standard normal, and the eigenvalue weights
We denote the distribution of nDcor n (X, Y) by C ∼ F C from now on, and call the distribution U ∼ χ 2 1 −1 as the centered chi-square distribution, i.e., the chi-square distribution of degree 1 centered by its mean. When the underlying metric or marginal distributions change, the eigenvalue weights and thus F C may vary. However, it always has fixed mean and variance, which equal the mean and variance of the centered chi-square distribution.
Theorem 3.2. Let C ∼ F C be the limiting null distribution of unbiased distance correlation, and U ∼ F U be the centered chi-square distribution. The moments of C and U satisfy
, ∞) always has a smaller lower bound in its domain. The larger skewness and kurtosis of U suggest it shall have a heavier and more extreme tail to the right and thus dominate C in the upper tail.
Upper Tail Dominance
We aim to show that U dominates C at some upper tail probability α ≤ 0.05. We denote F V (x) as the cumulative distribution function of random variable V at argument x,
and formally define upper tail stochastic dominance as follows:
Given two random variables U and V , we say U dominates V in upper tail at probability level α if and only if
. This is denoted by
We first establish two important intermediate theorems:
. . , U m are independently and identically distributed as
Suppose the weights satisfy any of the following cases:
Theorem 3.5. Assume U, U 1 , U 2 , . . . , U m are independently and identically distributed as
Theorem 3.4 shows the dominance for some special weight cases where the summation density is well-known. The dominance level can be derived exactly in these cases (see the proof of Theorem 3.4), which is at least α = 0.05 and increases to 0.0875 as m increases to infinity. Theorem 3.5 shows the upper tail dominance for any eigenvalue weights, for which the actual α is not analytically determined because the summation density has no general closed-form. The actual level is empirically supported at α ≤ 0.05 and further discussed in Section 5. From the above theorems, we are able to bound the upper tail distribution of unbiased distance correlation as follows: Theorem 3.6. For sufficiently large n, there always exists α > 0 such that
regardless of the metric choice or marginal distributions.
This theorem immediately leads to the validity and consistency of the distance correlation chi-square test in the next subsection.
The Distance Correlation Chi-Square Test
Theorem 3.7. The distance correlation chi-square test that rejects independence if and only if
is a valid and universally consistent test for sufficiently large n and sufficiently small type 1 error level α.
Note that the assumption for sufficiently large sample size is merely a regularity condition when working with the limiting distribution [26, 33] . In practice, n ≥ 20 generally suffices, and the validity level is empirically supported at any α ≤ 0.05. Often, the distance correlation chi-square test is better applied via the equivalent p-value approach: given any sample data (X, Y), compute p = 1 − F χ 2 1 −1 (nDcor n (X, Y)), and reject the independence hypothesis if and only if p < α.
Some Examples Demonstrating the Null Distribution
Assuming using the Euclidean distance in this subsection, here we give some random variable examples where the centered chi-square distribution equals, well-approximates, and dominates the actual null at α ≥ 0.05. We first state the following theorem regarding the eigenvalue weights: Theorem 3.8. Suppose the sample data X has at most m distinct values. Then the sample matrix HD X H has at most m − 1 non-zero eigenvalues regardless of n.
Therefore, when the random variables X and Y are discrete, the number of eigenvalue weights is bounded, leading to the next corollary where C distributes the same as U : Corollary 3.9. When both X and Y are binary random variables, the eigenvalue weights satisfy Theorem 3.4 case (1) and F C = F U .
For two continuous random variables, the limiting null distribution is generally an infinite weighted summation of U i . Given (X, Y ) with p = q = 1, the largest eigenvalue weight always dominates the remaining weights (empirically w 1 > 0.9, see the left panels of Figure 1 ), so the weighted summation almost equals the leading term and F C (x) ≈ F U (x). Empirically, when each dimension of X and Y has equal variance, the number of significant eigenvalue weights always equals pq and the null distribution approximates cases (2) with m = pq. For example, given two continuous random variables with p = 2 and q = 1 and Euclidean distance, the null distribution has two significant eigenvalue weights while all remaining ones are negligible, which approximates Theorem 3.4 case (2) with m = 2. When either dimension increases to infinity, all eigenvalue weights provably become the same asymptotically, which falls into Theorem 3.4 case (3) and thus the following theorem: Theorem 3.10. Assume X is independent of Y , X is continuous, and each dimension of X is exchangeable with positive finite variance. As n, p → ∞, the eigenvalue weights satisfy Theorem 3.4
The above theorem establishes the same normal distribution as Equation 2.2 with a simplified proof, and is also applicable when the same assumption is placed on Y and q instead of X and p.
Testing Power Comparison
It is not a coincidence that the same normal distribution appeared in both Theorem 3.6 and Theorem 3.10. As the distance correlation t-test [26] essentially uses a ttransformation of N (0, 2), we can view the t-test and the chi-square test as two-sides of the permutation test. In particular, the distance correlation t-test is an invalid test that slightly inflates the type 1 error level, while the chi-square test is always valid and slightly conservative in power: Corollary 3.11. At any type 1 error level α ≤ 0.05, denote the testing power of distance correlation chi-square test, distance correlation t-test, and the permutation test as β χ α , β t α , β α respectively. Suppose the level α satisfies Theorem 3.6, then there exists α 1 ∈ (0, α] and α 2 ∈ (α, 0.0875] such that
The actual α 1 and α 2 depend on the metric choice and marginal distributions.
Therefore, both tests always offer good approximation of the permutation test, and at most slightly shift the error level to the right or left side respectively. We can numerically determine how aggressive and conservative the t-test and the chi-square tests are from the distribution bound (for visualization see top row of Figure 1 From the examples in Section 3.4, the chi-square test is expected to have a very similar power as the permutation test in general and especially any low-dimensional data, except being slightly conservative for high-dimensional random variable of exchangeable dimensions. The t-test is expected to always inflate the testing power, with a minimal inflation for high-dimensional random variable of exchangeable dimensions. In fact, there is no other valid test of distance correlation that is as fast and as powerful as the chi-square test: dashed line, respectively. We set sample size at n = 100, generate independent X and Y from uniform distribution in [0, 1] p×q for r = 10,000 replicates and different p, q, and plot the null distribution in red dotted line. The left panel shows the distributions at p = q = 1, the center panel is for p = q = 10, and the right panel is for p = q = 100. As expected from the theorems, the upper tail of the null distribution for α ≤ 0.05 (equivalently y-axis greater than 0.95) always lies between and gradually shifts from U to N (0, 2) as dimension increases. The bottom row of Figure 1 shows the respective ordered eigenvalue list {λ i , i = 1, . . . , 10}, normalized by −( n i=1 λ 2 i ) 0.5 to reflect the weights used in the limiting null distribution. When p = 1, the leading eigenvalue plays a dominating role, thus explaining why U D ≈ C in low-dimension. As dimension increases, all eigenvalues becoming similar, explaining why C converges to N (0, 2). Note that the other eigenvalue list {µ j } has the same pattern thus not shown.
Testing Power Comparison for 1-Dimensional Random Variables
Here we compare the testing power of distance correlation chi-square test, permutation test, distance correlation t-test, and the subsampling method for linear, quadratic, spiral, and independent simulations. The simulation function details are in the appendix, which were part of the 20 dependency types in Vogelstein et al. [29] and Shen et al. [22] . We have ran all 20 simulations and decided to illustrate four representative simulations only, as the phenomenon is qualitatively similar throughout all 20 dependency types. All simulations are one-dimensional, that is, p = q = 1. In each simulation, we sample n = 20, 40, . . . , 200 points, generate sample data 1,000 times, run each test and reject at α = 0.05 level, and compute how often the test is correctly rejected (the testing power), which is then plotted against the sample size. The top row of Figure 2 shows the power of distance correlation under Euclidean distance, while the bottom row shows the power of distance correlation under Gaussian kernel (namely the Hilbert-Schmidt independence criterion). The performance supports Section 3.5 with the same pattern throughout all dependency types and sample size and metric choice: the distance correlation chi-square test has virtually the same testing power as the benchmark permutation test; the distance correlation t-test consistently inflates the power in most simulations, e.g., it has a power of 0.07 for independence vs about 0.05 of the permutation test; and the subsampling method always has degraded power.
Testing Power Comparison for Increasing-Dimensional Random Variables
Here we show how the testing power behaves as dimension increases, as the distance correlation chi-square test can be slightly conservative for certain high-dimension scenarios. We consider four settings: equal variance (each dimension is exchangeable with same variance), minimal variance (first few dimensions has same variance while remaining dimensions have very small variance), dependent coordinates (consecutive dimensions are dependent), and varying marginals (the marginal distribution of each dimension is different). The function details are in the appendix. We fix the sample size and q = 1, increase p accordingly in each simulation, and compute the testing power at α = 0.05 based on 1000 Monte-Carlo replicates.
The testing power is plotted against dimension in Figure 3 , which again supports Section 3.5 and offers almost the same interpretation as Figure 2 . In particular, the equal variance simulation is the only setting here satisfying the assumption of Theorem 3.10 while others do not, in which case the t-test only minimally inflate the testing power and the chi-square test exhibits a slightly more conservative testing power vs the permutation test. In the other three high-dimensional settings, the dimensions are no longer exchangeable, and the chi-square test has almost the same power as the permutation test. Therefore, without any prior knowledge on the dimension structure, the chi-square test is the best choice for general use including high-dimensional testing. As a side note, for high-dimensional testing, the marginal distance correlation method often performs better than distance correlation using all dimensions [20] .
Discussion
In this paper, we propose the distance correlation chi-square test. It is a nonparametric test of independence, is extremely fast for big data, has a similar testing power as the permutation test, is valid and universally consistent, and is the most powerful among all valid tests of distance correlation with known distribution. We consider it the best possible test of distance correlation and expect it to be widely used in the future.
A theoretical point of interest is the exact tail dominance probability level (e.g., in Theorem 3.7), which may not be analytically determinable due to the intractable density form for arbitrary eigenvalue weights. Nevertheless, both the theoretical and numerical results in this paper strongly support α ≈ 0.05 as the dominance level in general. From the proof of Theorem 3.4 case (2), in case of equal weights α ≥ 0.05 and increases to 0.0875 as m increases. As the number of significant eigenvalue weights equals pq empirically, the actual null distribution F C always approximates Theorem 3.4 case (2) for some m, so α = 0.05 shall be true approximately. Numerically, Figure 1 shows the actual null distribution shifts from U to N (0, 2) as dimension increases, and Figure 2 and Figure 3 confirm that the chi-square test never inflates the testing power at α = 0.05 regardless of the dependency type or dimensions. We also numerically verified the cumulative distribution function F C for a vast variety of m and weight combination, and there is no exception to the dominance level at any α ≤ 0.05. These evidences suggest that α ≤ 0.05 shall be s valid choice in practice, and we hope future investigations into the eigenvalue weights and the density may help narrowing down α further.
Furthermore, one may wonder whether the chi-square test can be similarly adapted to the biased distance correlation. The short answer is no. Based on the covariance distribution from [33] and the proof of Theorem 3.1, one can show the limiting null distribution of biased distance correlation equals
This limiting null distribution has a positive and unknown mean n 2 i=1 w i ∈ [1, n] that can significantly change depending on the metric choice and marginal distributions. So the chi-square test cannot be readily applied unless one estimates or has prior knowledge on the unknown mean, which is in fact better achieved by bias correction into the unbiased version of zero mean. As a side effect, using biased distance correlation for feature screening can be inaccurate: comparing two biased distance correlations without actual testing is more likely to yield a wrong conclusion, as a larger correlation does not imply a more significant p-value due to potential mean shifting for the null distribution. The biased version is sometimes handy for asymptotic properties and related theoretical derivations, while for practical usage we always recommend the unbiased distance correlation. pendence testing. Statistics and Computing 28(1), 113-130.
[34] Zhong, W. and L. Zhu (2015) . An iterative approach to distance correlation-based sure independence screening. 
The denominator terms of distance correlation satisfy
where {λ i } are the eigenvalues of HD X H/n and {µ j } are the eigenvalues of HD Y H/n.
Therefore the limiting null distribution of distance correlation is
A strong negative type metric is always of negative type, and a characteristic kernel is always a positive definite kernel. When the distance metric is of negative type, the two matrices are negative definite and all eigenvalues are all non-positive. When positive definite kernels are used, then these eigenvalues are all non-negative. In either case, the product {λ i µ j } is always non-negative, such that
One can easily verify that n i,j=1 w 2 ij = 1. Note that in the special case that either X or Y is constant, all eigenvalues are 0 so the correlation equals 0 instead. This corresponds to a trivial independence case, and all dominance / validity / consistency results hold trivially.
A.2 Proof of Theorem 3.2
Proof. The kth moment of U equals:
where the last line follows by combining the consecutive positive and negative entries together to form a positive term. When k is even, the moment is a summation of positive terms and always greater than 0; when k is odd, only the last term is a negative which equals −1, and the positive sums exceeds −1 unless k = 1. Thus, E(U ) = 0, E(U 2 ) = 2, E(U 3 ) = 8, E(U 4 ) = 60, E(U k ) > 0 for all k > 1 and monotonically increasing.
The limiting null distribution F C satisfies
where U 1 , U 2 , . . . , U m are independently and identically distributed as U , and the weights satisfy
and all the higher moments of C are always positive as the weights {w i } are non-negative.
To show U dominate C in third moment, it suffices to prove that given any random variable V satisfying E(V ) = 0 and E( 1] . This is true because
Then the general case follows by mathematical induction.
The fourth moment dominance can be similarly proved by assuming E(V 4 ) ≤ E(U 4 ) and observing that for any w ∈ [0, 1], it holds that where c = 2 −0.5 Γ(0.5) −1 ≈ 0.4 is the constant from standard chi-square distribution of degree 1. The domain of U is (−1, +∞), and the density equals 0 otherwise.
When
At fixed m, the density of V decays exponentially at the rate O(e − √ mx/2 ) as x increases. In comparison, the density of U decays at O(e −x/2 ) as x increases. As V decays faster than U , there must exist
Note that the density of V decays at a faster rate as m increases, so the threshold x becomes smaller as m increases. For example, we can compute the density dominance threshold: 
which is also the asymptotic distribution of case (2) as m increases to infinity. Therefore f U (x) is larger than the normal distribution density for sufficiently large x. Evaluating the cumulative distribution of standard normal, it follows that N (0, 2) α U at α = 0.0875.
A.4 Proof of Theorem 3.5
Proof. This theorem is proved by induction: at m = 2 where both U and V are independently distributed as F U , Lemma A.1 states that the summation density of wU + √ 1 − w 2 V decays faster than U ; then at any m > 2 where U ∼ F U and V is an m − 1 weighted summation of U i , Lemma A.2 states that the summation density of wU + √ 1 − w 2 V decays at a faster rate than both U and V .
Therefore, m i=1 w i U i always decays faster than U such that
for sufficiently large x. Thus, for any weight it holds that
The initial case is proved in Lemma A.1 by restricting the weight to w ∈ (0, 1 
This is because
Analyzing every other term in the same manner as the base case in the proof of Lemma A.1, we conclude that the density is dominated by the leading exponential decay term, while the remaining term is a bounded constant. Therefore the density
A.5 Proof of Theorem 3.6
Proof. From Theorem 3.1 and proof of Theorem 3.5, it immediately follows that nDcor(X n , Y n ) α U . The tail decay rates of nDcor(X n , Y n ) and N (0, 2) are O(e −xcm/2 ) for c m ≥ 1 and O(e −x 2 /8 ) respectively, so the latter always decays faster. Therefore N (0, 2) α nDcor(X n , Y n ) α U .
A.6 Proof of Theorem 3.7
Proof. Because U dominates C in upper tail and the actual null converges to F C , there exists n and α such that the test correctly controls the type 1 error level for any α ≤ α and sample size n ≥ n . For example, since α = 0.05 from Theorem 3.4, the test is valid at any type 1 error level no more than 0.05 and moderate sample size.
For consistency: at any α < 2Φ(1) − 1, F −1 U (1 − α) is a positive and fixed constant. When X is dependent of Y , Dcor n (X, Y) converges to a non-zero positive constant, such that nDcor n (X, Y) → +∞ > F −1 U (1 − α) and the test is always correctly rejected asymptotically. Therefore the distance correlation chi-square test is valid and universally consistent.
A.7 Proof of Theorem 3.8
Proof. This theorem can be proved via the sample matrix as follows: First, as H is the centering matrix, the eigenvalues of HD X H always equal the eigenvalues of D X H. Next, observe that det(H) = 0 and thus det(D X H) = 0, so there exists at least one zero eigenvalue and at most n − 1 non-zero eigenvalues. The geometric multiplicity of the zero eigenvalue equals n − rank(D X H), so the total number of non-zero eigenvalues is rank(D X H) = rank(D X ) − 1. When X has m distinct values, the distance matrix only has m distinct rows and rank(D X ) = m. Therefore the centered matrix has m − 1 non-zero eigenvalues.
A.8 Proof of Theorem 3.10
Proof. As p → ∞ and X is continuous, the Euclidean distance matrix D X converges to a(J −I), so the centered matrix converges to a(−I) + aJ/n, where a is a constant depending on the metric choice and marginal distribution F X . Using Theorem 3.8, HD X H/n has 1 zero eigenvalue and n − 1 non-zero eigenvalues that are asymptotically the same, so the eigenvalue weights satisfy Theorem 3.4 case (3).
Similarly for HD Y H/n when q → ∞ and Y is continuous. Therefore, when either p or q increases to infinity and n also increases to infinity, the limiting null distribution becomes a normal distribution and satisfies N (0, 2) 0.0875 U following the proof of Theorem 3.4.
A.9 Proof of Theorem 3.12
Proof. Given a test z with a known distribution Z, it being always valid for testing independence at level α means U α Z because U is the actual null distribution when testing independence between two binary random variables by Corollary 3.9. Thus, nDcor n (X, Y) α U α Z when testing independence between arbitrary random variables, and β z α < β χ α ≤ β α always holds. Therefore, the chi-square test is the most powerful test among all valid tests of distance correlation with known distribution.
Appendix B. Simulation Details. Letting be sampled from an independent standard normal distribution, the 1-dimensional sample data in each simulation of Section 4.2 are generated via the following:
• Linear (X, Y ):
X ∼ U nif orm(−1, 1),
• Quadratic (X, Y ):
X ∼ U nif orm(−1, 1), Y = X 2 + 0.5 . 
