Introduction
More than 100 years ago, observations that pituitary and hypothalamic tumors resulted in overeating and obesity drew attention to the relationship between brain function and appetite (Babinski, 1900; Bray, 1984; Frohlich, 1901) . Consequently, the neurobiology of hunger has focused considerably on how the hypothalamus controls motivated behaviors (Anand and Brobeck, 1951; Delgado and Anand, 1953; Hess, 1957; Margules and Olds, 1962) . However, technical challenges posed by this heterogeneous and deep-brain structure have restricted progress. Recently though, neuro-technology advances have emerged as major drivers toward elucidating neural mechanisms by which the hypothalamus regulates appetite.
Investigation of hypothalamic control of appetite has seen three major phases of technology-driven progress. First were classic discoveries that region-specific lesions or electrical stimulation resulted in extreme overeating and obesity (Delgado and Anand, 1953; Ranson, 1940, 1942) . From these studies, a ''behavioral homunculus'' was mapped with discrete hypothalamic areas that were associated with particular motivated behaviors (reviewed in Sternson, 2013) . However, different behaviors (e.g., drinking and eating) could sometimes be elicited from perturbations of the same site (Grossman, 1960; Valenstein et al., 1968) . When electrophysiological recordings were acquired from appetite-associated brain areas, only some units showed responses correlated with glucose levels, energy deficit, or satiety (Oomura et al., 1964 (Oomura et al., , 1974 Rolls, 1982) . It became apparent that manipulations of entire brain regions were insufficiently precise to gain understanding of how the brain controlled complex, motivated appetitive and consummatory responses toward food.
The next major phase of progress was identification of neuropeptides that selectively altered appetite. A tremendous amount of work has been devoted to identifying neuropeptides and their specific behavioral effects. For example, the gut peptide cholestocystokinin and the hypothalamic peptide a-melanocyte stimulating hormone (from the precursor peptide, POMC) both strongly suppress appetite. Identification of neuropeptide Y (NPY), agouti related protein (AGRP), melanin concentrating hormone (MCH), and hypocretin/orexin revealed several different peptides that increased food intake, albeit with differences in the precise appetitive properties. These neuropeptides increase feeding even when applied to the entire brain via the cerebral ventricles, quite unlike small-molecule ''chemical'' neurotransmitters. This led to the hope that neuropeptide-coded circuits would be sufficient to understand the generation of motivated behaviors such as feeding (Hoebel, 1985) . Neuropeptide-expressing neurons that influence appetite are located in brain regions that had been previously identified with lesion and electrical stimulation studies, but they comprise only a small portion of the total neurons in these areas. Moreover, neuropeptide-expressing populations with opposite function, such as orexigenic AGRP neurons and anorexigenic POMC neurons, are intermingled in the same area. These observations highlight the importance of distinguishing molecularly defined neuron populations for deconstructing the neural processes that control appetite. Such considerations were the basis for many studies manipulating gene expression in individual neuron populations using Cre recombinase-based molecular genetic methods, which provide insight into cell-type-specific signaling pathways (Williams et al., 2011) . However, genetic alteration is often too slow and indirect to concretely establish the contribution of neurons in short term behaviors such as eating.
Presently, a third phase of technical innovation has the potential to overcome major remaining barriers for a mechanistic understanding of appetite regulation. A rapidly expanding neurobiology toolbox that is tailor-made for molecularly defined cell types and deep-brain circuits is revealing the anatomy, ultrastructure, cell biology, circuit architecture, neuronal dynamics, and effects of neuron activity perturbations with cell-type specificity. Together, these powerful tools have greatly advanced methodology for examining appetite circuits in the hypothalamus (and elsewhere), primarily by adapting the full arsenal of modern neuroscience methods for use with molecularly defined cell types. Here, we review some of the core technologies for cell-type-specific neurobiology that are important for mapping and understanding the function of appetite circuits. In addition, we discuss some critical technical considerations for designing and interpreting experiments that use these tools, as well as potential pitfalls to keep in mind.
Neuronal Cell Types
Electronic circuits involve wires and nodes that perform computations based on combinations of their inputs. For neural circuits, neuronal subpopulations (here, simply called ''cell types'') comprise the nodes, and their inter-neuronal axon connections are the wires. Currently, there is little agreement on a precise definition of neuronal cell type. Cell types have been defined primarily based on utilitarian criteria that are important to different groups of experimenters: neuronal morphology (Masland, 2004) , gene expression (Lein et al., 2007; Nelson et al., 2006) , markers of excitatory or inhibitory neurotransmitter release , electrophysiological firing properties (Gupta et al., 2000) , axon projection targets (Betley et al., 2013; Brown and Hestrin, 2009 ), developmental and mature transcription factor codes (Dasen and Jessell, 2009; Michaud et al., 1998) , stimulus response sensitivity (Hubel and Wiesel, 1962) , information theory (Sharpee, 2014) , as well as intersections of these criteria. This diversity of classification regimes reflects a longstanding uncertainty about how to subdivide the brain into fundamental neuronal components. Future improvements that lead to a systematic taxonomy of the neuronal cell types in the brain have the potential to offer improved organizing principles for neuroscience. Ideally, this would offer some predictive insight into computational function of individual nodes in the manner that different electronic circuit elements have predictable computational properties. Improving the definition of cell type is a problem gaining increasing attention, and one new approach involves high-dimensional information from single-cell RNA sequencing methods . This topic is beyond the scope of this review, and here we will continue with current convention, in which individual researchers define neuronal cell type based on the availability of particular tools and their priorities for the problem under investigation. Cell-Type-Specific Transgene Expression Molecularly defined cell types are specified by patterns of selective gene expression, which is an especially attractive basis for applying tools to visualize and manipulate neural circuits. A powerful approach in neuroscience makes use of cell-typespecific promoters for selective expression of transgenes, such as neuronal activity indicators or neuronal actuators. However, promoter elements that are selectively expressed in a neuron population typically do not drive expression levels that are sufficient for most anatomical or functional applications (Betley and Sternson, 2011) . For example, optogenetic actuators such as channelrhodopsin-2 have small single channel conductances and thus require high expression levels. For this reason, an intersectional approach is often used. This commonly involves using genetically engineered mice in which cell-type-specific promoters drive Cre-recombinase (Cre), and this is coupled to stereotaxic injection of Cre-dependent recombinant adenoassociated viral (rAAV) vectors that use a strong promoter to express a transgene of interest ( Figures 1A-1D ) (Atasoy et al., 2008) . A large number of Cre-dependent viral vectors are readily available from nonprofit repositories, as are a growing number of Cre-expressing mouse lines. It is essential for newly developed mouse and viral reagents to be deposited upon publication (preferably, a requirement). Fortunately, institutions like Addgene, Mutant Mouse Regional Resource Center (MMRCC), Jackson Laboratory, and several viral vector cores have removed barriers for making these available. One caveat of viral transduction approaches is that stereotaxic viral injections can lead to variability in the number of transduced neurons across subjects ( Figure 1E ). This must be characterized by quantitative post hoc evaluation of brain injection sites for the distribution of transduced cells ( Figure 1F) . Ideally, the relationship between viral transduction efficiency and a behavioral or physiological outcome should be provided ( Figure 1G ) (Aponte et al., 2011; Betley et al., 2013 Betley et al., , 2015 Lin et al., 2011) . Such quantitative post hoc analyses also obviate the questionable practice in some neuron perturbation studies where experimenters simply include or discard subjectively defined ''high expressors'' and ''low expressors,'' respectively. Unless adequately justified, the absence of transduction quantification should be treated skeptically. These issues surrounding reproducible transgene expression can be mitigated by use of Cre-dependent fluorophore or optogenetic reporter mice (Madisen et al., 2010 (Madisen et al., , 2012 , but this requires careful selection of a Cre-expressing mouse line with highly restricted expression pattern and limited off-target developmental expression.
Electrical Activity Manipulations of Molecularly Defined Cell Types
The causal relationship between neuron activity and behavior is important for understanding the function of cell types in the brain. As such, brain lesions and electrical stimulation have been greatly improved by the introduction of cell-type-specific neuron perturbations in living animals. Recently, several genetically targetable tools for rapid and reversible control of neuronal activity have been employed in appetite circuits (Figure 2 ). These methods vary in terms of temporal kinetics, invasiveness, and ease-of-use, but they provide researchers with a flexible toolbox that can be tailored for a diverse set of physiological questions. Cell-Type-Specific Neuron Ablation Regional brain lesion studies have been refined by the development of molecularly mediated cell-type-specific neuron ablation techniques. Selective AGRP neuron ablation was accomplished in gene targeted mice engineered to express diphtheria toxin receptor (DTR) under the Agrp promoter (Luquet et al., 2005) . DTR is not normally expressed in mice, and activation by its ligand, diphtheria toxin (DT), rapidly kills AGRP neurons expressing the receptor transgene by blocking protein translation (Saito et al., 2001) . DT can be injected at any time point, thus allowing temporal control over neuron ablation. For example, AGRP neuron ablation led to anorexia in adult, but not neonatal, mice (Luquet et al., 2005) . This technique can be made site specific if DTR is delivered via a viral vector (Zhan et al., 2013) , and a similar approach has been reported for DT (although the safety of this reagent may be a concern) (Inutsuka et al., 2014) . More recently, caspase expression has been shown to also be an effective cell-type-specific neuronal ablation tool . This approach was used with Cre-dependent viral vector delivery to ablate LH VGAT neurons, which suppressed food intake (Jennings et al., 2015) . Optogenetics Traditional neuron electrical stimulation methodology has been transformed by the introduction of genetically targetable microbial opsins, which are light-sensitive ion channels and ion pumps that provide precise control over neuron activity on a millisecond timescale (Fenno et al., 2011) . The algal cation channel, ChR2 (Boyden et al., 2005) , has been used extensively for gain-offunction studies in hypothalamic circuits. The first demonstration in appetite circuits was optogenetic activation of AGRP neurons, which resulted in food seeking and consumption in sated mice that increased with the proportion of AGRP neurons transduced with ChR2 (Aponte et al., 2011) . Because the optical stimulation pattern is imposed by the experimenter, the relationship between specific activity patterns and behavioral responses can be examined. For AGRP neurons, more food was consumed at higher stimulation frequencies and ceased within a few minutes once stimulation was halted (Aponte et al., 2011) . However, the tendency of optogenetic stimulation to elicit potentially nonphysiological synchronous entrainment of neuron activity should be kept in mind as a potential caveat. Channelrhodopsin-mediated neuronal activation has since been used for a number of other cell types to evaluate their role in appetite, such as ARC POMC (Aponte et al., 2011; Atasoy et al., 2012) , PVH SIM1 (Atasoy et al., 2012) , PVH Oxytocin (Atasoy et al., 2012; Garfield et al., 2015) , PVH MC4R (Garfield et al., 2015) , BNST VGAT , LH VGAT (Jennings et al., 2015) , LH VGLUT2 , PBN CGRP (Carter et al., 2013) , and CeA PKCd+ (Cai et al., 2014) . In most of these studies, optical excitation is achieved by short pulses of blue light ($1-10 ms) and limited to a few minutes to hours of stimulation, although ChR2 activation appears to be effective with 24 hr of continuous stimulation (Aponte et al., 2011) . Collectively, these optogenetic studies in several cell types have demonstrated numerous positive and negative neuronal regulators of food intake. Cell types that are responsible for motivational and rewarding aspects of food seeking and consumption have been investigated by taking advantage of the temporal precision of optogenetic activation. Hypothalamic circuits that relay nutrient value of ingested sugars were studied by optogenetic activation of LH MCH neurons during ingestion of non-nutritive sweetener, which increased its preference over that for nutritive food (Domingos et al., 2013) . Pairing cell-type-specific photostimulation with an animal's action is a powerful tool for examining the role of appetite circuits in learning. Activation of BNST VGAT neurons reinforced self-photostimulation behavior, where each lever nose poke delivered pulses of laser light into the brain . A related strategy has recently been used to show that mice learned to avoid contextual cues paired with ARC AGRP neuron activation in a closed-loop place preference experiment, and avoidance persisted during a subsequent extinction test (Betley et al., 2015) . Conversely, closed-loop place preference indicated that PVH MC4R photostimulation has positive valence (Garfield et al., 2015) . These studies and others (Carter et al., 2015) demonstrate that the flexibility and rapidity of photoactivation studies are well suited for appetite-related behavioral conditioning using neuronal stimulation as an unconditional stimulus.
Optogenetic tools that inhibit neuronal activity, such as halorhodopsin and archaerhodopsin, have also been used in appetite circuits. Optogenetic silencing by archaerhodopsin-3 (Arch3.0) in LH VGLUT2 neurons increased food intake , whereas the same manipulation on the neighboring LH VGAT neurons decreased food intake (Jennings et al., 2015) .
A microbial chloride pump, halorhodopsin (NpHR), was used to silence CeA PKCd neurons, which modestly increased food consumption (Cai et al., 2014) . One challenge for using these tools is that physiologically regulated circuits often require inhibition over timescales ranging from minutes to hours or even days, and reports of continuous optogenetic inhibition for an hour or more are rare (Jones et al., 2015) . The impact of constant light delivery over these timescales has not been well characterized, and issues arise, such as channel desensitization and tissue heating. In addition, depolarization of the chloride reversal potential has been noted for NpHR, and optogenetic silencers typically result in post-inhibitory rebound spikes, which must be taken into account with optogenetic silencing experiments (Raimondo et al., 2012) . Nevertheless, other promising approaches for optical neuronal inhibition have also been reported, which offer several potential improvements such as shunting inhibition and prolonged channel open times that may minimize rebound and further reduce excitability (Berndt et al., 2014; Govorunova et al., 2015; Wietek et al., 2014) . Chemogenetics Chemogenetic tools present alternatives to optogenetic methods because they can be minimally invasive and do not require specialized equipment (Sternson and Roth, 2014) . They also have a longer-lasting effect on neuron activity and can be controlled non-invasively through delivery of ligands for engineered receptors by intraperitoneal injections or, in some cases, in the drinking water (Armbruster et al., 2007; Gü ler et al., 2012; Lerchner et al., 2007; Magnus et al., 2011) . However, these features require trading off precise temporal control offered by optogenetics over the onset and offset of neuron activity perturbations.
A prominent chemogenetic class of tools is the DREADDs (DREADD, designer receptor exclusively activated by designer drug), which are engineered G protein-coupled receptors. DREADD activity manipulation systems have been extensively used in appetite circuits (Atasoy et al., 2012; Betley et al., 2015; Carter et al., 2013; Krashes et al., 2011 Krashes et al., , 2013 Krashes et al., , 2014 Pei et al., 2014; Stachniak et al., 2014; Wang et al., 2015c; Yang et al., 2015; Zhan et al., 2013) . The DREADD, hM3Dq, is a G q protein-coupled receptor that is activated by the mostly inert ligand CNO (Armbruster et al., 2007) . This receptor mediated liganddependent activation of AGRP neurons (Krashes et al., 2011) , which resulted in food consumption comparable to optogenetic activation, although feeding was initiated with longer latency and persisted much longer than with optogenetic activation. A corresponding G i protein-coupled version of this system (hM4Di) (Armbruster et al., 2007) reduced AGRP neuron electrical activity and correspondingly reduced feeding in the dark period after intraperitoneal CNO injection (Krashes et al., 2011) . This approach was also used to silence PVH SIM1 neurons, which elicited feeding and motivation to work for food (Atasoy et al., 2012 ). An additional DREADD system based on the engineered k-opioid receptor and the otherwise inert ligand, salvinorin B, has been introduced that makes it possible to orthogonally silence more than one neuronal population in the same animal using DREADDs (Denis et al., 2015; Vardy et al., 2015) . The effectiveness of hM4Di as a neuronal inhibitor appears to be due largely to a synaptic silencing function (Stachniak et al., 2014) . hM4D nrxn , a variant that is mostly excluded from somato-dendritic compartments, showed robust synaptic silencing with little effect on somatic conductance or membrane potential, and this tool strongly increased feeding following CNO delivery when expressed in PVH SIM1 neurons (Stachniak et al., 2014 ). Collectively, analyses of feeding behavior using celltype-specific activity manipulations with DREADDs across various regions have revealed functionally diverse neuronal populations within each area, often with opposite roles.
DREADDs have also been used to understand circuits of energy expenditure and glucose homeostasis. A group of ARC neurons ectopically expressing Cre from a transgenic rat insulin promoter has been activated by hM3Dq. Unlike its neighboring AGRP and POMC neurons, these neurons did not affect feeding, but instead upregulated energy expenditure (Kong et al., 2012) . PVH neurons have also been examined for their role in energy expenditure using DREADD perturbations . In addition, blood glucose regulation has been analyzed using hM3Dq and hM4Di, which showed that PBN CCK neuron activity is sufficient and necessary for the counter-regulatory response to hypoglycemia Garfield et al., 2014) . Because DREADD systems are based on G protein or arrestin pathways that indirectly couple to ion channels, they may cause distinct cellular responses depending on the cell type (Sternson and Roth, 2014) . Therefore, experiments must be performed to verify that neuron activity profile is changed in the expected manner once the ligand is applied, ideally using electrophysiological recordings.
An alternative chemogenetic activity perturbation system is based on ion channels (PSAM-IPDs) engineered to selectively respond to synthetic ligands (PSEMs). PSAM/PSEM ion channel/ligand systems directly activate different ion channels and offer remote control of cation or chloride conductances in neurons via blood-brain barrier permeable small molecule agonists (Donato et al., 2013; Esposito et al., 2014; Magnus et al., 2011) . These ligands show rapid onset and offset and are suitable for neuron activity manipulations lasting approximately 30 min (for comparison, CNO effects persist for up to 12 hr). PSAM/PSEM inhibitory channels have been used to silence AGRP neurons and correspondingly reduce feeding (Betley et al., 2015) . These channels are effective silencers even during strong concurrent optogenetic AGRP neuron photostimulation (Magnus et al., 2011) . In addition, AGRP neuron silencing was shown to be sufficient to condition preference to flavor or contextual cues (Betley et al., 2015) . The narrow $30 min window for neuron inhibition (Magnus et al., 2011) was well suited for conditioning experiments by restricting the neuronal perturbation to a timeframe during which the animal was exposed to a conditioned stimulus.
Cre-recombinase-dependent re-expression of a transgene for the Trpv1 ion channel in Trpv1 À/À mice has also been used in conjunction with injection of the ligand, capsaicin (Gü ler et al., 2012) , for transient activation of AGRP neurons with somewhat faster kinetics than what was observed by optogenetic activation (Dietrich et al., 2015) . The origin of slightly faster AGRP neuronevoked feeding is not clear, but it could be related to the high calcium permeability of Trpv1 channels, which can directly enhance neuropeptide and neurotransmitter release (Fischer et al., 2003) in addition to the action potential-driven release that is associated with neuronal depolarization. This approach was also used to show that mild dopamine neuron activation can overcome starvation following acute AGRP neuron ablation in adult mice (Denis et al., 2015) . Further developments using Trpv1 include new radiogenetic and magnetogenetic methods (Stanley et al., 2012 (Stanley et al., , 2015 .
Anatomy and Function of Molecularly Defined Circuits Circuit Anatomy
Hypothalamic feeding circuits monitor and integrate signals about peripheral energy status, and this information is relayed to multiple brain areas by local and long-range axon projections. Therefore, axon projection anatomy provides a map of potential effector sites. Anterograde mapping techniques have traditionally been applied to investigate the connectivity of groups of neurons (Chamberlin et al., 1998; Gerfen and Sawchenko, 1984) . Recently, virally mediated Cre-dependent fluorescent protein expression in discrete cell types (Atasoy et al., 2008) has been coupled with high-speed whole-brain 2-photon microscopy imaging to generate a database showing the projection patterns of molecularly defined cell types from discrete brain regions (Oh et al., 2014) . One issue unaddressed by these anatomical maps is the axonal projection pattern of individual neurons. In principle, axonal arborization can be configured such that each neuron of a population projects to all targets of the population (one-to-all), a subset of the targets (one-to-many), or only one of the targets (one-to-one) ( Figure 3A ). For neurons with a small number of different projection targets, axon terminal uptake and retrograde transport of chemical dyes or fluorescent beads at discrete axon projection fields has been used to measure axon collateralization in the population as the fraction of overlapping labels (Kuypers et al., 1977; Swanson and Kuypers, 1980) . For this method, it is important to assess the uptake efficiency of each retrogradely transported dye, which can be done by co-injecting the two dyes in a single target region and determining the co-localized fraction. However, as the number of projection sites increases, the retrograde labeling combinations grow supralinearly. An alternative strategy leverages axonally targeted viral vectors that are taken up by axon terminals and retrogradely transported to the cell body. Subsequent fluorescent protein expression fills the neuron, including its axonal arbor. If the axons of that cell type are independently marked with a fluorescent reporter, then a quantitative measure of collateralization across all axon projection targets can be determined as the fraction of the viral transgene colocalized with the axonal reporter ( Figure 3B ). To achieve cell-type-specific axonal transduction, neurons can be transduced with the TVA receptor and axonally transduced with the protein G-deleted rabies viral vectors pseudotyped with the TVA ligand, EnvA ( Figure 3B ). Use of this approach to examine the collateralization of AGRP neurons indicated that this neuron population was comprised of distinct subpopulations each projecting to one of the populations target areas (one-toone configuration) (Betley et al., 2013) , and a similar result was reported for PVH MC4R neurons (Garfield et al., 2015) . In addition, other methods for retrograde axonal transduction include: canine adenovirus 2 (CAV2) (Soudais et al., 2001 ), virus-mediated WGA-Cre expression (Gradinaru et al., 2010) , retrograde rAAV vectors (Rothermel et al., 2013) , retrograde HSV1 vectors (Lima et al., 2009) , and retrograde lentiviral vectors (Mazarakis et al., 2001) . In principle, the most comprehensive approach is single-neuron anatomical reconstruction and their axons across the entire brain. Recently, new microscopes have been developed that use extremely rapid 2-photon imaging of molecularly defined neurons throughout the entire brain to enable complete anatomical reconstruction of individual neurons (N. Clack and E. Myers, personal communication). Based on these new microscopes as well as advances in tissue clearing methods (Chung et al., 2013; Yang et al., 2014) , the development of databases with the complete anatomy of individual neurons spanning entire brains will be possible.
Circuit Function
The functional role of discrete axon projections from molecularly defined neurons can be examined using axon projection-specific optogenetic and chemogenetic activity manipulations. Action potentials can be efficiently evoked in distal ChR2-expressing axons (Figure 4 ). Using this approach, it was shown that AGRP axons that project to the PVH, but not those that project to the PBN, are sufficient to drive acute food intake (Atasoy et al., 2012) . This approach has also been used with projections of additional cell types that activate or inhibit feeding: BNST VGAT /LH /mBLA (Land et al., 2014) , and LH VGAT / VTA (Nieh et al., 2015) . However, distally generated action potentials back-propagate, and if there are collateral branches that terminate elsewhere, then projections to those regions may also be activated (Figure 4 ). Several studies have attempted to mitigate this issue by injecting a sodium channel blocker into the region where the somata of the cell type of interest resides (Stuber et al., 2011; Wang et al., 2015b) , a caveat of which is whether collateralization happens distal to the soma. In addition, axon photostimulation can also stimulate labeled axons-ofpassage from the molecularly defined cell type that project to different regions but on a common trajectory (Figure 4 ). Therefore, axon activation experiments typically necessitate careful evaluation of axon arborization anatomy.
Inhibition of molecularly defined axon projections is also valuable for examining the necessity of circuit projections ( Figure 5 ). Microbial opsin-based neuronal inhibitors are thought to impede propagation of action potentials with high temporal precision ( Figure 5A ) (Stuber et al., 2011; , although this does not appear to have been demonstrated directly by axonattached recordings. The axon projection from BNST VGAT /LH was suppressed with archaerhodopsin-3 (Arch3.0), which reduced feeding . Similarly, halorhodopsin (NpHR) was used to inhibit LH/VTA projections to suppress sucrose seeking (Nieh et al., 2015) . However, axon projection inhibition is not restricted to blocking local synaptic function and can presumably block action potential transmission through molecularly defined axons of passage as well, which could complicate interpretation of results if the inhibited axons have additional synaptic connections in regions further away from the soma. These shortcomings can be avoided by direct inhibition of synaptic release. Genetically encodable toxins directly block synaptic transmission (Han et al., 2015; Kim et al., 2009 ); however, targeting them to a subset of projections could be problematic, and this manipulation is slow and largely irreversible. Light-dependent destruction of synaptic proteins by chromophore-assisted (B) Schematic of axonal transduction of genetically defined neurons using a G-deleted, EnvApseudotyped rabies viral vector. Axonal transduction leads to expression of the mCherry reporter exclusively in a neuronal subset expressing TVA-GFP that project to the stereotaxically targeted injection site. mCherry expression in other target areas is used to assess the axon projection configuration. For example, AGRP neurons projecting to the PVH do not have other detectable axon collaterals as can be seen by the lack of mCherry in other projection targets, such as the PBN (right). (C) A 2-way intersectional strategy to specifically express hM3Dq in an axon projection-based subpopulation of neurons using axonally targeted CAV2-Cre and somatically targeted rAAV-FLEXhM3Dq. In this example, only neurons in the PBN that project to the CeA will express hM3Dq. (D) A 3-way intersectional strategy to specifically express ChR2 in a molecularly defined neuron population with a defined axon projection (Stamatakis and Stuber, 2012) . (1) Review light inactivation (CALI) provides a rapid and efficient method for synaptic inhibition (Figure 5B ), although the reversibility of this manipulation is very slow due to the requirement for replenishment of degraded synaptic release machinery . Alternatively, the chemogenetic inhibitor hM4Di nrxn robustly and reversibly impairs synaptic release in targeted projections without blocking action potential propagation ( Figure 5C ) (Stachniak et al., 2014) (a similar approach using hM3Dq for synaptic activation has been used [Wang et al., 2015c] , but it has not yet been demonstrated to elicit selective synaptic release without an action potential that can spread to collateral projections). Using small-volume, localized intracranial CNO injections for selective inhibition of PVH SIM1 neuron synaptic connections, functional mapping showed that synaptic inhibition of PVH projections in the vicinity of the ventrolateral periaqueductal gray and dorsal raphe was sufficient to evoke feeding (Stachniak et al., 2014) . A limitation of these approaches is the necessity for an invasive approach to deliver light or small molecules. Moreover, the precision of small-molecule intracranial injections is limited by spread of the molecule and must be examined by measuring dose response curves as well as tiling injections at surrounding brain areas (Stachniak et al., 2014 ). An alternative projection-specific manipulation approach is to access a cell population based on a specific subset of its axon projections by axonal transduction with a stereotaxically injected retrogradely transported viral vector. Some Cre-dependent rAAV vectors have been reported to have this property (Rothermel et al., 2013) . Combination of axonal transduction with a somatically targeted Cre-recombinase has been used to study appetite-suppressing circuits in the PBN with chemogenetic actuators (Carter et al., 2013) . The central nucleus of amygdala (CeA) was injected with CAV2-Cre virus, which is taken up by axon terminals and retrogradely transported to the subset of PBN neurons that project to the CeA. Subsequent transduction of the PBN with Cre-dependent rAAV-hM3Dq allowed selective manipulation of only this subset with intraperitoneal CNO injections and confirmed their involvement in appetite suppression Light delivery through optical fibers placed over an intended axon projection area of interest may activate other projection targets due to collateral branches that terminate elsewhere (left). Light could also activate nearby molecularly defined axons of passage that terminate in a different brain region (right).
( Figure 3C ). This projection-specific Cre-tagging approach, however, labeled all PBN/CeA neurons regardless of their cell type. One approach to overcome this type of limitation was used in a different circuit, where axonal transduction with a herpes simplex virus encoding a Cre-dependent flipase (Flp) into Th
Cre mice in conjunction with Flpdependent ChR2 rAAV injection in the VTA achieved expression selectively in VTA TH neurons that project to the lateral habenula ) ( Figure 3D ). As always, careful consideration of the collateral projections of neurons labeled with these methods is also needed. Synaptic Physiology in Molecularly Defined Neural Circuits Cell-type-selective axon activation is also a powerful technique for rigorously establishing circuit connections with cell-type resolution. Optogenetic axon photostimulation enables detailed investigation of functional synaptic properties (Petreanu et al., 2007) from the long-range axon projections of molecularly defined neurons ( Figure 6A ) (Atasoy et al., 2008) . In appetite regulatory circuits, channelrhodopsin-assisted circuit mapping has been used to establish cell-type-specific connectivity (Atasoy et al., 2012; Garfield et al., 2015; Jennings et al., 2013; Kong et al., 2012; Krashes et al., 2014) . This technique also permits synaptic strength, sign, release probability, and other parameters that affect circuit function to be directly measured. In appetite circuits, detailed analysis of the release profile for ARC AGRP /PVH synapses has been reported, which displayed pronounced asynchronous GABA release that increased their inhibitory output (Atasoy et al., 2012) . The release probability of these synapses is increased in Npy À/À mice, suggesting involvement of a synaptic mechanism for functional compensation (Atasoy et al., 2012) . Moreover, optogenetic minimal stimulation methods were used to estimate the average number of ARC AGRP /PVH axons and the corresponding synaptic connections onto individual PVH neurons . Optogenetic methods have also been useful in hypocretin/orexin neurons to dissect the properties of fast neurotransmitter and neuropeptide release (Schö ne et al., 2014) , as well as to demonstrate Exendin 4-mediated synaptic plasticity in a NTS PHOX2B / VTA circuit (Wang et al., 2015c) . There are some caveats where the closure kinetics of ChR2 could artificially depolarize stimulated axonal membranes beyond physiological time frames of an action potential, which can compromise the analysis of release properties . These issues may be addressed by development of channelrhodopsin 240 Cell Metabolism 23, February 9, 2016 ª2016 Elsevier Inc.
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Review variants with faster kinetics (Berndt et al., 2011) and laser scanning stimulation technologies that target light to the axon and avoid direct optical illumination of the synapse (Atasoy et al., 2008; Petreanu et al., 2007) . Cell-Type-Specific Ultrastructural Circuit Mapping Evidence of synaptic connectivity can be directly observed using electron microscopy, which provides complementary insights to functional approaches. Traditionally, knowledge of molecularly defined synaptic connectivity required antibody labeling of cell-type-specific antigens (immuno-EM labeling). This method is challenging because many epitopes cannot endure fixation protocols for EM. Moreover, immuno-EM often results in degraded ultrastructure quality, and studies are typically limited to the clearest anecdotal example images of molecularly defined synaptic connections. However, to understand connectivity, statistical analysis of the ultrastructure of molecularly defined synapses in a brain volume is needed, which often requires large datasets.
One approach is to combine cell type information from fluorescence microscopy with high-resolution EM using correlated light and electron microscopy imaging (CLEM), which is achieved by overlaying molecular marker information to ultrastructural images (reviewed in de Boer et al., 2015) . Specialized probes allow LM and EM imaging of the same sample (Paez-Segala et al., 2015; Shu et al., 2011) and can be used to determine anatomical origins as well as molecular and genetic composition of the neurons that give rise to imaged connections.
Alternatively, transgenic cell-type-specific markers can be directly observed in electron micrographs without immunolabeling. Enzymes that generate electron-dense end products, such as horseradish peroxidase (HRP) Li et al., 2010) , miniSOG (Shu et al., 2011) , and APEX (Lam et al., 2015; Martell et al., 2012) , have been used to determine ultrastructure with genetic targeting. This approach was implemented in vivo with long-range hypothalamic ARC AGRP and ARC POMC neuron axonal projections to the PVH . A Genetically Encoded Synaptic marker for Electron Microscopy (GESEM) was developed based on a VAMP2:HRP fusion protein, which oriented HRP into the lumen of synaptic vesicles ( Figure 6B ). This topology enabled selective labeling in EM micrographs that was restricted to the interior of synaptic vesicles without degrading the ultrastructure of neuronal membranes ( Figure 6B ). Using this approach, systematic reconstruction of 129 complete AGRP and POMC axonal release sites ( Figure 6D ) across more than 200,000 mm 3 of tissue (comprised of more than 22,000 transmission electron micrographs) revealed that AGRP and POMC axons in the PVH have distinct subcellular targets. Because of the high-quality ultrastructure with this method, the approach may also be applied, in the future, to dense EM reconstructions within a brain region while labeling molecularly defined axon projections. In most cases, correspondence is expected between functional connectivity, measured by channelrhodopsin-assisted circuit mapping, and ultrastructural analysis of synaptic connectivity, as was found for ARC AGRP /PVH connections (Atasoy et al., 2012 . However, the inability to detect functional synaptic connections does not prove the absence of synaptic connectivity. For example, GESEM-assisted ultrastructure analysis of ARC POMC /PVH circuits showed morphological evidence of abundant synaptic connections, but functional synaptic connections were only rarely detected using channelrhodopsinassisted circuit mapping . This was likely due to the fact that ARC POMC /PVH synapses were on small-diameter dendritic processes, indicating that they were far from the cell body and thus more likely to be cut in tissue sections or electrotonically attenuated in somatic recordings. This highlights the importance of ultrastructure studies as a complement to functional synaptic analysis when assessing synaptic connectivity. The assorted methods for molecularly defined circuit mapping and manipulation now permit systematic, node-by-node neural circuit analysis. Mapping circuits involves the sequential combination of electrical activity perturbations in molecularly defined cell types, projection-specific perturbation, followed by celltype-specific synaptic physiology and/or ultrastructure with postsynaptic partners. Based on measured synaptic connection properties, the corresponding activity manipulations can be applied iteratively to second-order circuit nodes and beyond. Functional circuit mapping up to third-order nodes has been reported for a number of circuits: ARC AGRP /PVH/vlPAG/DR, Sternson and Atasoy, 2014) . The first multi-node systematic analysis of a feeding circuit was put together for connections involving ARC AGRP neurons that were expected to mediate this population's food seeking and consumption behavioral responses ( Figure 7A ) (Atasoy et al., 2012) . After ARC AGRP neurons were shown to be sufficient to elicit feeding behavior, major projections to ARC POMC neurons, the PVH, and the PBN were evaluated as downstream effectors. Selective optogenetic activation of ARC AGRP /PVH projection was sufficient to drive feeding in sated mice, but not projections to the PBN. Channelrhodopsinassisted circuit mapping as well as ultrastructural studies showed that ARC AGRP connections are strongly inhibitory at local ARC POMC neurons as well as at PVH neurons. Direct chemogenetic inhibition of POMC neurons failed to rapidly stimulate feeding (although chronic silencing did increase appetite). Corresponding chemogenetic inhibition studies of PVH SIM1 neurons
showed that this population was sufficient to elicit feeding. Therefore, these direct electrical activity perturbations in two of the key molecularly defined postsynaptic targets of AGRP neurons revealed their relative capacity to mediate the acute induction of appetite. The necessity of a particular circuit connection for a behavioral response elicited by a molecularly defined circuit projection can be evaluated by an experimental approach akin to classical genetic epistasis experiments ( Figure 7B ). For the inhibitory connections of AGRP neurons, determining functional necessity requires ''occlusion'' of the input from the inhibitory presynaptic neuron by simultaneously activating the target neuron. This approach was applied to POMC and PVH neurons to show that ARC AGRP /PVH projections were necessary and sufficient for AGRP neuron-evoked feeding, while ARC AGRP /ARC POMC neurons connections were not (Atasoy et al., 2012) . Connections of several other cell types have been evaluated using this approach to dissect the functional necessity of other molecularly defined circuit connections for feeding and glucose homeostasis (Garfield et al., , 2015 Krashes et al., 2014 Lo and Anderson, 2011) , and VSV (Beier et al., 2011) . After Cre-dependent activation, these viral systems continue to transmit transsynaptically, which makes it difficult to unequivocally identify monosynaptic connections ( Figure 3E ). For monosynaptic connectivity, the rabies viral vector system has been heavily optimized and is in widespread use. Cell-type-specific expression of rabies glycoprotein G and TVA allow selective uptake of EnvA-pseudotyped, protein G-deleted rabies virus, resulting in monosynaptic transsynaptic retrograde transfer (Wall et al., 2010; Wickersham et al., 2007) (Figure 8) . A related approach has been developed toward monosynaptic anterograde VSV vectors (Beier et al., 2011) . Retrograde viral methods have been used for identifying the inputs from upstream brain areas in appetite circuits, which was shown for multiple appetite circuits (Betley et al., 2013; Jennings et al., 2013; Krashes et al., 2014; Wang et al., 2015a) . Careful attention must also be paid to the specificity of the starter cells because high-titer viral injections have been shown to lead to low levels of aberrant TVA expression (Wall et al., 2010; Weissbourd et al., 2014) , which can confound analysis of the presynaptic neurons. Furthermore, non-synaptic neuromodulatory inputs show less-efficient uptake of the retrogradely transported rabies virus (Wall et al., 2013) . With this in mind, it is necessary to confirm these putative connections with functional or ultrastructural methods. An elegant implementation of this used retrograde rabies virus tracing from AGRP neurons, which labeled numerous PVH neurons. A functional role of an excitatory PVH TRH /ARC AGRP connection was established and verified by channelrhodopsin circuit mapping. Epistasis analysis of the two connected cell types using simultaneous hM3Dq-dependent activation of PVH TRH and hM4Di-dependent inhibition of ARC AGRP neurons to suppress ARC AGRP -based excitatory input (Figure 8 ) (Krashes et al., 2014) indicated that PVH TRH / ARC AGRP was responsible for the increased food intake observed with PVH TRH activation.
Activity of Molecularly Defined Cell Types In Vivo
To understand neural function in appetite circuits, it is essential to monitor the dynamics of molecularly defined neuron populations in vivo. The deep-brain locations of these molecularly defined neural circuits have posed considerable challenges for traditional neurophysiology techniques, such as in vivo recordings or in vivo imaging. Instead, most studies have relied on immediate early gene expression, especially Fos (Sheng et al., 1990) , using post hoc immunohistochemistry or in situ hybridization (Carter et al., 2013; Lin et al., 2011; Poulin and Timofeeva, 2008) . Fos gene expression increases with neuron electrical activity, but it should be noted that other cellular signaling pathways can also increase Fos expression (Rivera and Greenberg, 1990 Guenthner et al., 2013; Reijmers et al., 2007) . One limitation of immediate early gene techniques is relatively poor temporal precision, ranging from several minutes to several hours. This can be improved using CaMPARI (calcium-modulated photoactivatable ratiometric integrator), which captures a temporally precise (<1 s) ''activity snapshot'' of activated neurons ( Figure 9A ) (Fosque et al., 2015) . This tool could be used to identify the neuronal cell types that are activated during a specific phase of a behavioral task by post hoc immunohistochemistry, in situ hybridization, or transcriptional profiling of labeled neurons. In the future, such approaches might also be adapted to increase the temporal precision for driving transcription of neuronal actuators in neurons that are activated during particular behavioral epochs.
In Vivo Electrophysiology
Monitoring neuronal dynamics with the highest temporal precision requires in vivo electrophysiological recordings. In vivo recordings of hypothalamic or striatal circuits have measured responses to presentation of food, water, or alteration of circulating blood glucose (Carelli and Wondolowski, 2003; Oomura et al., 1964 Oomura et al., , 1974 Rolls, 1982) . These extracellular recordings usually lack information about the identity of the cell types that are being monitored. Exceptions to this have involved laborious efforts to record from single hypocretin/orexin neurons in the hypothalamus followed by juxtacellular labeling of these neurons and post hoc immunohistochemical identification of their molecular identity Mileykovskiy et al., 2005) . To improve the efficiency of recordings from molecularly defined neurons in deep-brain structures, optrode recording has been developed by coupling optogenetic methods with multi-electrode in vivo extracellular recording methods ( Figure 9B ). Optical activation of a specific type of neurons expressing ChR2 during recordings allows ''phototagging'' by identification of spikes from a target population of neurons (Lima et al., 2009) . To relate directly light-evoked spikes to those recorded during natural neuronal activity, light-evoked action potentials must be classified using rigorous criteria: (1) having short latency, (2) following high-frequency repetitive light pulses (to help distinguish synaptically driven neurons), and (3) showing high similarity between optically evoked and natural spike waveforms (Figures 9C-9F ). These high-stringency criteria have been found to result in acceptance of only 20%-30% extracellularly measured units , Cohen et al., 2015 . Other reports using subsets of these criteria show a higher acceptance of optically identified units but with reduced confidence about molecular identity. Recently, optrode recordings were used to monitor the activity of AGRP neurons in vivo, in which spikes were assigned to AGRP neurons using template matching, but inclusion was not restricted to only those units that followed trains of light pulses, resulting in a high 41% assignment rate of light-activated responses (Mandelblat-Cerf et al., 2015) . Optogenetic methods were also used to identify neurons that have particular projection targets from LH/VTA (Nieh et al., 2015) . Two types of responsive LH neurons were classified using phototagging, with the latency of light-evoked responses as a criterion, but a requirement to follow high-frequency light pulses was not used. ''Type-1'' responses with short latency were identified to be LH neurons projecting to VTA; ''Type-2'' responses with long latency were LH neurons receiving feedback input from the VTA (Nieh et al., 2015) . LH/ VTA projecting neurons were reported to encode conditioned food-seeking responses, which is different from other LH neurons that were identified as receiving input from the VTA. Cell-Type-Specific Optical Methods Fully optical approaches can be especially powerful for investigating the neuronal dynamics of molecularly defined neuron populations. Recent advances in genetically encoded fluorescent probes (e.g., Ca 2+ indicators and voltage sensors) allow researchers to target specific cell types for optical measurement of cellular activity over chronic timescale (Chen et al., 2013; Jin et al., 2012) . Optical voltage sensors are promising but still have limitations for accurately signaling voltage in mammalian neurons with good signal-to-noise ratio (St-Pierre et al., 2015) . Calcium indicators are useful because intracellular neuronal calcium increases in conjunction with electrical activity, and calcium has low basal levels in most neurons; thus, indicators have high dynamic range as well as good signal-to-noise ratio (Chen et al., 2013) . For monitoring neuronal calcium activity in deep-brain structures, such as those that regulate appetite, one useful approach is simply collecting bulk fluorescence from a genetically encoded calcium indicator through an implanted optical fiber (Cui et al., 2013; Gunaydin et al., 2014) . Photometry techniques do not create an image of individual neurons, but it allows the population calcium activity of molecularly defined neurons to be monitored with high temporal resolution. This approach has been used to measure the activity of AGRP neurons and POMC neurons in freely moving mice by simply expressing GCaMP6 using a Cre-dependent virus and the appropriate Cre-expressing mouse lines along with an optical fiber implanted in the vicinity of the arcuate nucleus (Chen et al., 2015) . Because these indicators are quite bright and have a high signalto-noise ratio, relatively little precision is required in order to readout the population activity, making this a straightforward method. Similarly, the calcium activity in axon projections can also be measured using this technique, which takes advantage of the substantial calcium fluxes that occur in presynaptic release sites (Chen et al., 2015) . Of course, the population activity does not reveal the response properties of individual neurons; for this, imaging methods are required. Deep-brain in vivo imaging techniques enable individual neurons expressing fluorescent indicators, such as GCaMP6, to be resolved. To acquire deep-brain images of neurons expressing a calcium indicator, a gradient refractive index (GRIN) lens is implanted directly over those neurons. These neurons can be imaged through the GRIN lens using a traditional microscope if the animal is head fixed, but new miniature microscopes that can be carried mounted on the head of a mouse have allowed imaging deep-brain neuronal calcium activity in freely moving mice ( Figures 9G and 9H ) (Barretto et al., 2009; Ghosh et al., 2011) . This can be applied to large groups of neurons in the same mouse, as was demonstrated by imaging Slc32a1 (vgat)-expressing neurons in the lateral hypothalamus of the mouse, which form a large proportion of total neurons in this brain area. Subsets of these neurons showed elevated responses during food consumption and other subsets that increased their activity while working for food (Jennings et al., 2015) . Although molecular definition of the cell type was used (vgat), this is a broadly defined population, and therefore it is . Node-by-Node Circuit Analysis (A) Experimental sequence suggested for node-by-node evaluation of appetite circuits. Starting with a molecularly defined neuron population, activity manipulations can be used in conjunction with behavioral analysis. The anatomy of the axonal projections of these neurons can be determined and then selectively activated to assess the relative role of individual axon projection target sites (e.g., blue shading in upper right represents capacity of axon projection photostimulation to increase food intake). Functional and ultrastructural evaluation of synaptic connectivity can be used to gain insight into the identity of the secondorder neuron as well as how it integrates inputs from the first-order neuron. The sufficiency of second-order neuron to recapitulate a behavioral response can then be directly tested through activity manipulations based on the sign of the synaptic interaction with the starting neuron population. (B) Neural circuit epistasis analysis. Information gained through functional and anatomical methods can be used to predict how presynaptic neuronal activation affects the postsynaptic neuron activity. Based on the sign of interaction, an occlusion approach can be used to evaluate the necessity of the connection for a behavioral response. The nature of the manipulation in the postsynaptic neuron depends on the sign of the synaptic input.
not surprising that heterogeneous responses were observed. AGRP neurons in the arcuate nucleus are a smaller population, but they have been found to be comprised of separate subpopulations that project to different brain areas. Expressing GCaMP6 in AGRP neurons and imaging with a head-mounted miniature microscope through a GRIN lens revealed that the subpopulations show a remarkably homogeneous response to food ( Figures 9I and 9J) (Betley et al., 2015) . Most strikingly, 96% of the neurons in food-restricted mice rapidly reduced calcium activity upon presentation of food; only 1% of the neurons increased their activity.
Imaging neuronal calcium indicators is an area with a great deal of promise for investigating neuronal dynamics in deepbrain appetite circuits. However, a number of caveats should be kept in mind. First, it is important to establish the relationship between electrical activity and calcium responsiveness in a neuron population. Some neurons with very high basal calcium activity may have high firing rates that would require specially designed calcium indicators in order to monitor activity. For example, some AGRP neurons with high spontaneous tonic activity did not show calcium transients for individual action potentials; instead, rapid calcium transients reflected bursts of action potentials, and changes in the tonic firing rate were reflected by corresponding slow changes in the baseline calcium indicator fluorescence (Betley et al., 2015) . Another issue for deep-brain imaging is movement artifacts. For some brain areas, it is sufficient to apply simple translation of the images to accommodate the movement of the brain that occurs when animals are moving (Ziv et al., 2013) . In the arcuate nucleus and likely other brain areas, brain movement cannot be corrected by a simple linear translation because of nonlinear brain flexing and stretching. For this, the nonlinear alignment software ANTS (Avants et al., 2008) was used for deep-brain calcium imaging data (Betley et al., 2015) , which is a program that has been developed to register functional MRI signals with a reference brain atlas. In addition, out-of-focus fluorescence is collected with epifluorescence imaging in the brain, the contribution of which needs to be removed computationally, for example using a combination of principal component analysis and independent component analysis (Mukamel et al., 2009 brain tissue can move permanently in relationship to the implanted GRIN lens, and if a non-focusing head-mounted microscope is used, then researchers cannot count on images in some brain areas to remain stable after several days. It is also important to consider the use of other neuronal activity indicators, such as voltage indicators (St-Pierre et al., 2015) , which will present additional challenges for deep-brain imaging because they require fast detection of fluorescence changes in the membrane of individual cell populations, requiring highspeed photon collection. Despite the technical challenges, the opportunities to monitor neuron dynamics anywhere in the brain provide a tremendous advance for investigating how appetite circuits influence behavior.
Investigating the Circuit Nodes
The neurobiology of molecularly defined circuits that control appetite is also tied to the cell biology of individual circuit nodes. Appetite circuits are highly sensitive to changes in metabolic and hormonal state. The expression and functional role of neuropeptides, receptors, and several intracellular signaling pathways have been examined by a combination of pharmacological and cell-type-specific genetic methods. However, the molecular and cellular mechanisms underlying circuit node function can be more comprehensively evaluated with cell-type-specific transcriptomic methods.
Approaches to achieve cell-type-specific transcriptomic profiling of molecularly defined neuronal populations fall under three major categories ( Figure 10 ): (1) laser capture microdissection, which is used to target specific regions and even individual cells for RNA extraction in the context of a brain tissue section (Bonaventure et al., 2002) ; (2) genetically targeted, epitopetagged ribosome immunoprecipitation approaches such as TRAP (Heiman et al., 2008) or Ribotag (Sanz et al., 2009) , which allow immunopurification of RNA from a homogenate containing cell types of interest; and (3) neuron purification techniques including fluorescence-activated cell sorting (Lobo et al., 2006) , immunopanning (Dugas et al., 2008) , and manual sorting of fluorescent neurons (Hempel et al., 2007; Sugino et al., 2006) . In brain regions for which unique molecular markers are not available, laser capture microdissection and transcriptomic profiling have been used to identify candidate marker genes. The ARC, VMH, and DMH have been examined with this approach to identify a number of unique candidate markers of these brain regions ( Figure 10A ) (Jovanovic et al., 2010; Lee et al., 2012; Segal et al., 2005) . The VMH-or DMH-specific expression of each of these marker genes was verified using in situ hybridization ( Figure 10A ). Laser capture microdissection has also been applied to profile individual cell types (Lovatt et al., 2015) .
For large populations of neurons, immunoprecipitation methods such as TRAP ( Figure 10B ) can be applied effectively, which was first shown for striatal neuron subpopulations. This has also recently been applied to Leptin receptor (Lepr)-expressing neurons in the hypothalamus and hindbrain. These efforts led to the identification of molecular markers specific to Lepr-expressing neurons in each brain region, including Cck and Vip in brainstem Lepr neurons and Dyn, Ghrh, and Crh in hypothalamic Lepr neurons ( Figure 10B ) (Allison et al., 2015) . The TRAP-seq approach has been extended to specific neuronal classes based on projection targets of molecularly defined cell types (Ekstrand et al., 2014) . A related method allows profiling mRNA from translationally activated cells via immunoprecipitation of phosphorylated S6 protein-containing ribosomes (Knight et al., 2012) . It should be kept in mind, however, that for small neuron populations, current immunoprecipitation approaches involve combining tissue from several mice in order to immunopurify sufficient amounts of RNA. This can create challenges for generating sufficient sample sizes for statistical comparison between conditions.
Molecularly defined cell types can also be dissociated and purified intact from brain tissue followed by RNA extraction and transcriptional profiling. This approach has been applied to hypothalamic AGRP neurons. Dissociation of neonatal brain tissue with fluorescently labeled AGRP neurons was used for fluorescence-activated cell sorting of AGRP neurons with and without Foxo1 gene ablation (Ren et al., 2012) . This transcriptional profiling effort required combining neurons from 40-50 mice for each group, and each group contained only a single pooled sample, which precluded statistical analysis. A subsequent study used manually sorted AGRP and POMC neurons from the arcuate nucleus expressing fluorescent markers ( Figure 10C ). These neurons were taken from adult mice where each sample contained 40-250 neurons such that each mouse could be used as an independent sample. This allowed statistical analysis of differential gene expression between AGRP and POMC neurons and each of these cell types in ad libitum-fed versus food-deprived conditions ( Figure 10C ). Using this method, over 800 statistically significant >2-fold differentially expressed genes were identified in AGRP neurons after food deprivation, and these could be validated by single-molecule fluorescent in situ hybridization (smFISH). In addition, Kcnn3, the SK3 ion channel, was shown to be strongly downregulated with food deprivation, and this corresponded to increased AGRP neuron excitability ( Figure 10D ). Thus, cell-typespecific RNA-seq can reveal molecular components that altered input-ouput characteristics of circuit node function.
Single-cell transcriptomic approaches offer further exciting opportunities for investigating appetite circuits. Harvesting mRNA after electrophysiological recording has been demonstrated in the hypothalamus and used to determine cell-type markers (Eberwine and Bartfai, 2011; Jennings et al., 2013; Qiu et al., 2010) . Newly developed microfluidic approaches have enabled automated preparation of single-cell transcriptomic libraries at large scale. Presently, this technology has been applied to classify cell types in brain regions with heterogeneous cellular makeup including the hippocampus , developing cerebral cortex (Pollen et al., 2014) , paraventricular hypothalamus (Romanov et al., 2015) , and retina (Macosko et al., 2015) . Single-cell transcriptomic methods are scalable and have the potential to allow researchers to obtain gene expression profiles from thousands of cells in any brain region of interest. This may potentially allow an unbiased readout of the diversity of cell types in brain structures that regulate appetite, with the possibility of defining a detailed parts list for the underlying circuits.
Conclusions
Neurobiology has undergone rapid evolution over the past 10 years to fully embrace molecularly defined cell types, which have long been prominent in studies of appetite circuits. Sophisticated approaches for manipulating and monitoring neuronal function with cell-type precision can now be applied anywhere in the brain. This permits investigation of specific attributes of appetite circuits with methods that were previously only suitable for more accessible cortical structures. Probably the most important advance is that cell-type-specific neuronal dynamics can be monitored during behavioral experiments, which allows for careful examination of the relationship of sensory inputs and behavioral outputs to neuronal activity. This is an essential first step for evaluating neural circuit function. After measuring endogenous activity patterns, their causal role can then be investigated by perturbation experiments that are relevant to the underlying neuronal dynamics in order to examine the causal relationships of these activity patterns to behavior and physiology. Neuronal connectivity can be assessed in detail with synaptic physiology, ultrastructure, and viral tools. The full integration of these techniques considerably enhances the possibilities for understanding molecularly defined appetite circuits across all of the length scales of biology: molecules/cells/circuits/animal behavior. Although the techniques will undoubtedly continue to improve rapidly, the core capabilities for mapping, monitoring, and manipulating deep-brain, molecularly defined appetite circuits are now in place. Collectively, these approaches form a comprehensive framework for research into the neural circuits that control the motivation to eat. There are many remaining challenges associated with implementing this scheme in deep-brain structures involving multiple molecularly defined neurons. For example, neuron activity manipulations of molecularly defined cell types are powerful tools, but the limitations should also be appreciated. First, although optogenetics and chemogenetics have taken us a long way, it is difficult to currently precisely recapitulate endogenous neuron activity patterns. Also, as discussed above, although neuron perturbation tools are essential for evaluating the causal relationship between neuron activity and behavior, the reproducibility of neuron perturbation and circuit mapping experiments is greatly aided by post hoc quantification of the number of transduced neurons. Moreover, even though molecularly defined neuronal cell types can be selectively manipulated, this does not mean that the effects of the perturbations are restricted to that cell type. This is due to potential synaptic coupling between cell types, which must be examined. Finally, even the concept of cell type requires further consideration, and this topic will hopefully be better worked out with new tools to define and test putative cell types.
With these issues in mind, new tools present neurobiologists with a tremendous opportunity to rigorously examine the neuronal processes that regulate appetite. Investigation of these circuits offers the possibility of identifying new principles for motivated behaviors along with conceptual insights as to how behavioral state is controlled.
