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Abstract
In this paper we introduce the curvature of densely defined universal connec-
tions on Hilbert C∗-modules relative to a spectral triple (or unbounded Kasparov
module), obtaining a well-defined curvature operator. Fixing the spectral triple,
we find that modulo junk forms, the curvature only depends on the represented
form of the universal connection. We refine our definition of curvature to factori-
sations of unbounded Kasparov modules. Our refined definition recovers all the
curvature data of a Riemannian submersion of compact manifolds, viewed as a
KK-factorisation.
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Introduction
This paper offers a new approach to defining and effectively computing curvature of
Hilbert modules and unbounded Kasparov modules. We will introduce a notion of cur-
vature directly at the operator-algebraic level, thus sidestepping some of the difficulties
imposed by the absence of a differential graded algebra. Our approach does not rely
on the heat kernel coefficient analogy, and so our results differ from the recent work
of [14, 11, 12, 20, 22, 34, 35]. Rather, we provide a complementary point of view.
Numerous other approaches to curvature have appeared independently in many works
[1, 5, 6, 16, 17, 40].
The usual theory of curvature of Z2-graded right modules X over associative algebras B
relies, in its most algebraic formulation, on the existence of a differential graded algebra
(Ω∗(B), δ). The first step, existence of connections
∇ : X→ X⊗B Ω1(B) ∇(xb) = ∇(x)b+ γ(x)⊗ δ(b), x ∈ X, b ∈ B
where γ is the grading, was settled by Cuntz and Quillen [15]. The curvature R∇ of
(X,∇) is then defined as the composition
∇2 : XB ∇→ X⊗B Ω1(B) ∇⊗1+1⊗δ−→ X⊗B Ω2(B). (0.1)
Thus as soon as we have a differential graded algebra and a connection we obtain an
endomorphism-valued two-form∇2. The full details of this approach in noncommutative
geometry, pioneered by Connes and Rieffel [13], appear in the book of Connes [8, Sect.
VI.1] (see also [33, Sect. 7.2]).
Instead, the route we take to curvature is inspired by tools and ideas from unbounded
KK-theory, and the unbounded version of the internal Kasparov product in particu-
lar. As we will see, the above algebraic notion of curvature appears naturally in this
functional analytical framework. Let us sketch the main idea.
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Suppose we are given two (suitably differentiable) unbounded KK-cycles (A, X, S) and
(B, Y, T ) and a (suitable) connection ∇ on X. We may consider an unbounded rep-
resentative of the internal Kasparov product given by the essentially self-adjoint and
regular operator S ⊗ 1 + 1 ⊗∇ T , defined on the appropriate domain in X ⊗B Y (see
[7, 28, 37, 38, 39] for more details). Our definition of curvature is given by the formula
R(S,∇T ) = (S ⊗ 1 + 1⊗∇ T )2 − (S2 ⊗ 1 + 1⊗∇ T 2). (0.2)
We will make precise sense of this unbounded operator on X ⊗B Y in due course, but
let us highlight some of its features:
• the curvature R(S,∇T ) can be interpreted as a measure of the “defect” of the internal
Kasparov product to respect the taking of squares of the operators S and T . This
is in line with the notion of curvature for linear maps used in cyclic theory (see
[15, page 255]).
• it vanishes for a direct product of spaces: for the external Kasparov product we
have for the tensor sum (on graded modules):
(D1 ⊗ 1 + 1⊗D2)2 −D21 ⊗ 1− 1⊗D22 = 0
• the “geometric” information described by R(S,∇T ) is only accessible at the un-
bounded level, thus forming a refinement of the topological information described
at the level of (bounded) KK-theory.
Our main task is now to make sense of formula (0.2) so let us see what it says alge-
braically. Upon expanding the brackets we observe that the curvature can be understood
in terms of the following two operators
(1⊗∇ T )2 − 1⊗∇ T 2, [S ⊗ 1, 1⊗∇ T ] .
The approach we will take is to first make sense of the above two operators and then
define R(S,∇T ) in terms of them in Section 2.3. Intriguingly, the well-definedness of the
operator (1⊗∇T )2−1⊗∇T 2 in Definition 2.19 relies heavily on the existence of a relative
S-bound on the commutator [S ⊗ 1, 1⊗∇ T ] (cf. Definition 2.10 below), which in turn
is a sufficient condition for representing the Kasparov product (see [31, 37]). Moreover,
it turns out that the operator (1 ⊗∇ T )2 − 1 ⊗∇ T 2 is of interest in itself, and we will
call it the curvature operator of the (C2-) connection ∇ on the module X.
This terminology is justified by the result (Theorem 2.21) that (1 ⊗∇ T )2 − 1 ⊗∇ T 2 is
given by a represented square piT (∇2) of a universal connection ∇ as we now explain.
Unbounded Kasparov modules like (B, Y, T ) provide the basic geometric objects of non-
commutative geometry. One feature of the Kasparov module (B, Y, T ) is the bimodule
of differential one-forms [8, Chapter VI]
Ω1T (B) := span{a[T, b] : a, b ∈ B}.
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The bimodule Ω1T (B) consists of operators on the Hilbert C
∗-module Y . The differential
graded algebra of universal differential forms Ω∗u(B) can then be represented as operators
on Y by taking products, but the image of this representation does not carry the structure
of a differential graded algebra anymore.
The obstruction to defining a differential is the existence of junk-forms [8, Chapter VI].
Although quotienting out the junk forms yields a differential graded algebra, it can no
longer be represented on Y . Our represented curvature
piT (∇2) = 1⊗∇ T 2 − (1⊗∇ T )2,
is well-defined up to junk forms, and so connects to the existing literature on curvature
of connections. Of course the challenge is to make sense of this square, which we do in
Section 2.2.1.
It is also useful to illustrate our notion of curvature for finitely-generated projective
modules X over B (see Section 3 below for full details). So, consider computing the
Kasparov product (C, XB, 0)⊗B (B, H,D). In this case, a smooth submodule XB ⊂ XB
is guaranteed to exist. Then realising X ∼= pBN for some projection p ∈ MN(B),
all compatible connections are of the form p ◦ d + A for A ∈ X ⊗B Ω1D(B) ⊗B X∗ an
endomorphism-valued one-form. For any (Hermitian) connection on the module X we
obtain a representative (C, X ⊗B H, 1⊗∇ D) of the Kasparov product with operator
1⊗∇ D : X⊗B Dom(D)→ X ⊗B H 1⊗∇ D(x⊗ ξ) := γ(x)⊗Dξ +∇D(x)ξ. (0.3)
The key observation is then that the curvature operator is given by
(1⊗∇ D)2 − 1⊗∇ D2 = p[D, p][D, p]p+ A2 + dA. (0.4)
Here dA = piD(δAu) indicates an operator defined through choosing a lift Au of A to the
universal calculus and is independent of the choice of lift up to junk forms. Nevertheless,
the left hand side of Equation (0.4) is a well-defined, direct and constructive way of
representing the curvature of a module XB: all we require is the differential structure
provided by a spectral triple or unbounded Kasparov module.
Going beyond finitely generated modules, for countably generated C∗-B-modules we not
only require a differentiable structure induced from a differentiable structure on B, but
we also need to fix a regular operator S on X. This operator should be thought of as
defining a vertical differential structure on X. Hilbert C∗-modules are generalisations
of continuous fields of Hilbert spaces, and such fields are trivial if and only if they are
locally trivial. Thus, in order to detect nontrivial topological content, working at the
continuous level will not suffice. Differential structures on continuous fields of Hilbert
spaces are not naturally given, and need to be prescribed. This phenomena requires us
to talk about both horizontal and vertical differentiability, and as already noted, these
considerations are compatible with KK-factorisation.
Examples where curvature appears in the context of unbounded Kasparov theory is in the
factorisation of Dirac operators on Riemannian submersions and G-spectral triples [7, 9,
29]. We will review and illustrate our notion of curvature for Riemannian submersions in
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Section 5. As we will see, the curvature operator contains the information of the second
fundamental form of the Riemannian submersion, the mean curvature associated to it, as
well as the curvature of the metric connection used in the Kasparov product. Note once
again that all this geometric information becomes available only at the unbounded level,
thus refining the topological information present at the level of bounded KK-theory.
Section 1 outlines both the algebraic and analytic aspects of differential forms. Section
2 outlines the analysis required to make sense of the curvature operator, and especially
second derivatives. Section 3 outlines the consequences for finitely generated projective
modules, Section 4 gives results for the special case of Grassmann connections, and in
Section 5 we outline the application to Riemannian submersions.
Notation
All algebras denoted by symbols A,B,C are assumed to be unital and trivally graded.
All modules denoted by symbols X, Y are assumed to be Z/2-graded, with grading
operator γX , γY or simply γ. Consequently, algebras of operators on such modules are
Z/2-graded as well. Homomorphisms between graded algebras are assumed to respect
the grading. All commutators [a, b] are graded commutators, which, for homogenous
elements a, b with degrees ∂a, ∂b respectively are defined to be
[a, b] := ab− (−1)∂a∂bba,
and extended by linearity. Sometimes we write [·, ·]+ for anticommutators for emphasis.
We use various completed tensor products. The algebraic tensor product of modules will
be denoted ⊗alg, the completed tensor product of Hilbert C∗-modules will be denoted ⊗,
the completed projective tensor product of locally convex vector spaces will be denoted
⊗̂, and Haagerup tensor product of operator spaces will be denoted ⊗h.
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1 Universal differential forms for C2-Kasparov modules
This section develops the necessary tools to talk about universal differential forms in the
context of unbounded Kasparov modules. We do not need forms of all degrees: in order
to talk about curvature, degrees one and two suffice and we restrict attention to these
degrees.
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We carefully capture the corresponding C1-and C2-topologies in terms of suitable oper-
ator ∗-algebras (see [3]), which we will first introduce.
1.1 Operator ∗-algebras and differential structures
Throughout this section we will develop our approach to differential structure relative
to a fixed unbounded Kasparov module (B, Y, T ). This Kasparov module consists of
a complex ∗-algebra B, a Z2-graded Hilbert module over a C∗-algebra C, and an odd
self-adjoint operator T : DomT → Y . This data satisfies the requirements:
1. there is an injective ∗-representation B→ B(Y );
2. T : DomT → H is a self-adjoint operator and b(T ± i)−1 ∈ K(Y ) for all b ∈ B;
3. for all b ∈ B it holds that b : DomT → DomT and [T, b] extends to a bounded
operator.
Remark 1.1. We note that the property of locally compact resolvent in point 2. is not
used anywhere in connection with the differential structure provided by T . So for the
purposes of differential structure, we may use any unbounded operator on the Hilbert
module Y . In particular, one may use indefinite Kasparov modules (non-commutative
analogues of pseudo-Riemannian geometries, [19]) to define differential structures.
We can always reduce to the case of operators on a Hilbert space. Given a Kasparov
module (B, YC , T ), we may choose an injective Hilbert space representation C → B(H).
Then we obtain the injective ∗-homomorphism K(Y )→ B(Y ⊗C H) by [32, Proposition
4.7] and since B(Y ) = M(K(Y )) this extends to an injective ∗-homomorphism B(Y )→
B(Y ⊗C H). We may therefore consider (B, Y ⊗C H,T ⊗ 1).
We write B for the C∗-closure of B in the norm it inherits as an algebra of operators
on B(Y ). An operator space is a closed subspace of B(H), an operator algebra is an
operator space that is closed under multiplication in B(H), and an operator ∗-algebra is
an operator algebra that carries a completely isometric involution, [3, Definition 1.4].
Consider the algebra representation
pi1T : B 3 b 7→
(
b 0
[T, b] b
)
∈ B(Y ⊕ Y ).
The representation pi1T extends to matrices and satisfies the properties
‖pi1T (b)∗‖ = ‖pi1T (b∗)‖, ‖b‖ ≤ ‖pi1T (b)‖, b ∈Mn(B),
and thus defines an operator ∗-algebra structure on the closure B1 of B in the norm
‖b‖1 := ‖pi1T (b)‖,
which is compatible with the C∗-norm on B in the sense that the inclusion B→ B is a
completely contractive homomorphism of operator ∗-algebras.
We now present the additional C2-condition the unbounded Kasparov module (B, Y, T )
is required to satisfy.
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Definition 1.2. An unbounded Kasparov module (B, Y, T ) satisfies the C2-condition if
there is a core C ⊂ DomT 2 for T 2 such that for all b ∈ B we have
b : C→ DomT 2,
and the densely defined operator
[T 2, b](T ± i)−1 : (T ± i)C→ Y,
extends to a bounded operator on Y .
Note that any core for T 2 is a core for T and that [T, b] extends to a bounded operator
for all b ∈ B since (B, Y, T ) is an unbounded Kasparov module.
The C2-topology on B is defined as in [38]. A concrete description as an operator
∗-algebra comes from the algebra representations
pi1T : a 7→
(
a 0
[T, a] a
)
∈ B(Y ⊕ Y ), pi2T : a 7→
(
(T + i)a(T + i)−1 0
[T 2, a](T + i)−1 a
)
∈ B(Y ⊕ Y ).
(1.1)
The representation pi2T extends to matrices but is not directly compatible with the ∗-
structure (as in [38]), so we define the operator ∗-norm
‖b‖2 := max
{‖pi1T (b)‖, ‖pi2T (b)‖, ‖pi2T (b∗)‖}, b ∈Mn(B).
The norm ‖b‖2 is realised concretely in the representation
pi(a) := pi1T (a)⊕ pi2T (a)⊕ pi2T (a∗)∗. (1.2)
This gives the completion B2 of B in the norm ‖ · ‖2 the structure of an operator ∗-
algebra [3]. By construction, the inclusions B2 → B1 → B are completely contractive
operator ∗-algebra homomorphisms. We now discuss several realisations of bimodules
of universal differential forms over B.
Remark 1.3. The norm ‖ ·‖2 gives an analogue of a C2-norm, and to define this norm we
needed the additional smoothness of the Kasparov module described in Definition 1.2.
In this light, an unbounded Kasparov module is a C1-Kasparov module, having enough
smoothness to define the “C1-norm” ‖ · ‖1.
In the sequel we will make frequent use of the Haagerup tensor product for operator
spaces (see [4]). Given two operator spaces X and Y their Haagerup tensor product is
the completion of X ⊗alg Y in the norm
‖z‖2h := inf
{∥∥∥∑xix∗i∥∥∥∥∥∥∑ y∗i yi∥∥∥ : z = ∑xi ⊗ yi} ,
which is denoted X⊗hY and can be shown to be an operator space again. It follows quite
directly from the definition that for closed subspaces A,B ⊂ B(H), the multiplication
map
m : A⊗h B → B(H), a⊗ b 7→ ab,
is completely contractive, and this property motivates the definition of the Haagerup
norm (see [4, Theorem 2.3.2]) . For our purposes the following characterisation of ele-
ments in X ⊗h Y is of crucial importance.
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Proposition 1.4 (Proposition 1.5.6 of [4]). Let X and Y be operator spaces, and X⊗hY
the Haagerup tensor product.
1. Let z ∈ X⊗h Y with ‖z‖h < 1. Then z can be written as a norm convergent series
z =
∑
xk ⊗ yk, where
∑
k xkx
∗
k and
∑
y∗kyk are norm convergent series of norm
< 1 in X and Y respectively;
2. If the sequences (xk) ⊂ X and (yk) ⊂ Y are such that
∑
k y
∗
kyk is norm convergent
and supN ‖
∑
|k|≤N xkx
∗
k‖ <∞, then
∑
xk ⊗ yk is norm convergent in X ⊗h Y .
If B is an algebra and X is a right- and Y a left- B module, the Haagerup module
tensor product X ⊗hB Y is the quotient of X ⊗h Y by the closed subspace generated by
xb ⊗ y − x ⊗ by (see [4, Section 3.4.2]). Hilbert C∗-modules carry a natural operator
space structure inherited from the embedding into their linking algebra. The following
theorem characterizes the Haagerup module tensor product for Hilbert C∗-modules.
Theorem 1.5 (Theorem 4.3 of [2]). Let X and Y be Hilbert C∗-modules over C∗-algebras
B and C respectively, and suppose B → B(Y ) is a ∗-homomorphism. Then the Hilbert
C∗-module tensor product X⊗BY is completely isometrically isomorphic to the Haagerup
module tensor product X ⊗hB Y .
We will use Theorem 1.5 result freely in the sequel. We use the symbol ⊗B for the
C∗-module tensor product, ⊗hB for the Haagerup module tensor product and ⊗algB for
the balanced algebraic tensor product.
1.2 Universal and represented differential forms for C2-spectral triples
We wish to define bimodules of universal 1-forms and 2-forms associated to a C2-
Kasparov module (B, Y, T ). To this end we use the Haagerup tensor product for the
unital operator ∗-algebras B2,B1 and B. To define universal one-forms we need to
consider the kernel of the multiplication map m : B × B → B restricted to suitable
subalgebras. We define three spaces of universal one-forms for the Kasparov module
(B, Y, T ).
Ω1u(B,B2) := ker
(
B ⊗h B2 m−→ B
)
Ω1u(B,B1) := ker
(
B ⊗h B1 m−→ B
)
Ω1u(B1,B2) := ker
(
B1 ⊗h B2 m−→ B1
)
,
with m the multiplication map. As m is a complete contraction on each of these spaces,
the respective modules of forms are operator bimodules for the respective algebras.
We denote elements of Ω1u(B,B1) (for instance) as
∑
i aiδ(bi) where δ(b) = 1⊗ b− b⊗ 1.
Here we should take ai ∈ B and bi ∈ B1, with similar descriptions of the other bimodules
of one-forms.
8
1.2.1 Rough algebraic outline
Let us give a brief algebraic sketch of what we need our forms to do, so that the purpose
of the analysis to follow is clear. There is a map
piT : Ω
1
u(B,B1)→ B(Y ), piT (aδ(b)) = a[T, b].
The range is denoted Ω1T (B,B1), and these are called the represented one forms. Re-
stricting piT to the other bimodules gives different spaces of one-forms. To discuss cur-
vature we need to consider two-forms. Universally we have a few options, for instance,
Ω2u(B,B2) := Ω
1
u(B,B1)⊗hB1 Ω1u(B1,B2).
The common factor of B1 allows us to use the Leibniz rule
aδ(b1)b2δ(c) = aδ(b1b2)δ(c)− ab1δ(b2)δ(c), a ∈ B, b1, b2 ∈ B1, c ∈ B2,
to see that all two-forms can be represented as sums
∑
i aiδ(bi)δ(ci) for appropriate
algebra elements. The universal differential δ : Ω1u(B1,B2)→ Ω1u(B,B1)⊗hB1 Ω1u(B1,B2)
is defined by
aδ(b) = a⊗ b− ab⊗ 1 7→ (1⊗ a− a⊗ 1)⊗ (1⊗ b− b⊗ 1) = δ(a)δ(b),
= 1⊗ a⊗ b− 1⊗ ab⊗ 1− a⊗ 1⊗ b+ a⊗ b⊗ 1
and satisfies δ2(a) = 0 for all a ∈ B2.
By declaring the symbol δ to be odd, we obtain a Z2-grading on the various spaces of
universal one-forms Ω1u. Since B is trivially graded, all elements of Ω
1
u are odd.
Since the map piT is B-bilinear, and the Haagerup tensor product linearises operator
multiplication, we can also represent our two-forms in B(Y ) via
m ◦ (piT ⊗ piT ) : Ω2u(B,B2) 3 aδ(b)δ(c) 7→ piT (aδ(b))piT (δ(c)) = a[T, b][T, c].
The map m◦(piT⊗piT ) is compatible with ∗-structures as well if we define δ(a)∗ = −δ(a∗)
for a ∈ B1.
As is well-known, there is typically no differential d : Ω1T (B1,B2) → Ω2T (B,B2) such
that piT ◦ δ = d ◦ piT . The naive formula
d
(∑
i
bi[T, ci]
)
=
∑
i
[T, bi][T, ci]
is not well-defined. It can happen that
∑
i bi[T, ci] = 0 while
∑
i[T, bi][T, ci] 6= 0. The
forms in J2T := piT (δ(ker(piT ))) are known as junk forms.
Below we will identify analytic spaces of represented one- and two-forms which will serve
as suitable receptacles for curvature.
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1.2.2 The formal definitions of represented forms
We again fix a C2-Kasparov module (B, Y, T ).
By construction, the operator ∗-algebra B1 acts completely contractively on the Hilbert
space DomT equipped with the graph norm. Via this representation the C∗-algebra
B(DomT ) becomes an operator B1-bimodule. Furthermore recall that the operator
norm on B(DomT ) can be expressed as
‖R‖B(DomT ) = ‖(T + i)R(T + i)−1‖B(Y ), R ∈ B(DomT ),
which we will exploit in the proof of the following Lemma.
Lemma 1.6. The map b 7→ [T, b] defines a completely bounded derivation δT : B2 →
B(DomT ). Hence there is a completely bounded map
piT : Ω
1
u(B1,B2)→ B(DomT ), a⊗ b 7→ a[T, b].
The map b 7→ [T 2, b] extends to a completely bounded derivation
δT 2 : B2 → B(DomT, Y ),
on B2. Hence there is a completely bounded map
piT 2 : Ω
1
u(B,B2)→ B(DomT, Y ), a⊗ b 7→ a[T 2, b].
We can extend δT to a completely bounded map
δT : piT (Ω
1
u(B1,B2))→ B(DomT, Y )
δT (a[T, b]) := T (a[T, b]) + (a[T, b])T = [T, a][T, b] + a[T
2, b] (1.3)
and the composition δT ◦ piT : Ω1u(B1,B2)→ B(DomT, Y ) is a completely bounded map.
Proof. The estimate∥∥∥∑
i
ai[T, bi]
∥∥∥
B(DomT )
=
∥∥∥(T + i)(∑
i
ai[T, bi]
)
(T + i)−1
∥∥∥
B(Y )
≤
∥∥∥∑
i
ai[T, bi]
∥∥∥
B(Y )
+
∥∥∥[T,(∑
i
ai[T, bi]
)
(T + i)−1
]∥∥∥
B(Y )
≤
∥∥∥∑
i
ai[T, bi]
∥∥∥
B(Y )
+
∥∥∥∑
i
[T, ai][T, bi]
∥∥∥
B(Y )
+
∥∥∥∑
i
ai[T
2, bi](T + i)
−1
∥∥∥
B(Y )
,
shows that ‖∑i ai[T, bi]‖B(DomT ) ≤ 3‖∑ ai ⊗ bi‖B1⊗hB2 .
For b ∈ B2, the operator [T 2, b] is defined on DomT 2 and [T 2, b](T + i)−1 : DomT → Y
extends to a bounded operator on Y . Thus if ξn ∈ DomT 2 → ξ ∈ DomT in the graph
norm of T , then [T 2, b]ξn = [T
2, b](T + i)−1(T + i)ξn is convergent. The estimate
‖[T 2, b]ξ‖ ≤ ‖[T 2, b](T + i)−1‖‖(T + i)ξ‖,
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holds on the T -graph-norm dense subspace DomT 2 ⊂ DomT , and shows that the
derivation δT 2 is completely bounded as a map B2 → B(DomT, Y ). We denote the cb-
norm of δT 2 by ‖δT 2‖cb. The second statement now follows from the standard Haagerup
estimate ∥∥∥∑
i
ai[T
2, bi]
∥∥∥2 ≤ ∥∥∥∑ aia∗i∥∥∥
B
∥∥∥∑
i
[T 2, bi]
∗[T 2, bi]
∥∥∥
B(DomT,Y )
≤ ∥∥δT 2∥∥2cb∥∥(ai)t∥∥2B∥∥(bi)∥∥2B2 .
where (ai)
t is a row vector and (bi) a column. Since piT : B1 ⊗h B2 → B(Y ), this proves
that δT ◦ piT (ω) is defined as an operator B(DomT, Y ).
The appearance of commutators [T 2, b] for b ∈ B is a consequence of the natural norm
on the domain of T . Somewhat more heuristically, it can be considered as a consequence
of trying to extend the derivation b 7→ [T, b] to one-forms via the graded commutator
a[T, b] 7→ δT (a[T, b]) =
[
T, a[T, b]
]
+
= [T, a][T, b] + a[T 2, b].
Thus the graded commutator implements the ill-defined “differential” a[T, b] 7→ [T, a][T, b],
up to the unwanted unbounded term a[T 2, b], as in Equation (1.3).
Definition 1.7. For a C2-Kasparov module (B, Y, T ) we denote by Ω1T (B1,B2) the
closure of the image of the map
piT : Ω
1
u(B1,B2)→ B(DomT ),
and by Ω1T (B,B1) the closure of the image of the map
piT : Ω
1
u(B,B1)→ B(Y ).
Note that Ω1T (B,B1) contains the module of differential forms Ω
1
T defined by Connes
in [8, Chapter VI] as a dense subspsace (for which only finite linear combinations of
the a[T, b] are allowed). However, in the case that Ω1T is a finitely generated projective
(right) B-module, they coincide.
Definition 1.8. For a C2-Kasparov module (B, Y, T ) we denote by Ω2T (B1) the closure
of the image of the map m ◦ (piT ⊗ piT ), defined as the composition
Ω1u(B,B1)⊗hB1 Ω1u(B1,B2)→ Ω1u(B,B1)⊗hB1 Ω1u(B,B1)
piT⊗piT−−−−→ B(Y )⊗hB1 B(Y )
m−→ B(Y ).
(1.4)
Lemma 1.9. The closure of the range of the map
m ◦ (piT ⊗ piT ) : Ω1u(B,B1)⊗hB1 Ω1u(B1,B2)→ B(Y )
coincides with the space of two-forms
Ω2T (B1) =
{∑
ai[T, bi][T, ci] : ai ∈ B, bi, ci ∈ B1
}
,
over B1.
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Proof. To see that the closure of the range coincides with Ω2T (B1), consider a finite sum∑
i,j
ai[T, bi]cj[T, dj] =
∑
i,j
ai[T, bicj][T, dj]− aibi[T, cj][T, dj] =
∑
i,j
ai[T, bicj][T, dj],
since
∑
i aibi = 0. Hence we have an inclusion ran m ◦ (piT ⊗ piT ) ⊂ Ω2T (B1). Since any
c ∈ B1 is a limit of ci ∈ B2 such that [T, ci] → [T, c], all expressions a[T, b][T, c] are in
the range of m ◦ (piT ⊗ piT ) and the reverse inclusion follows as well.
1.3 Second derivatives and junk
We now provide a discussion of junk forms for Kasparov modules in our analytic context.
The rather strange representation of forms given by piT 2 turns out to be precisely what
is required to cancel out the unwanted term in the anticommutator [T, a[T, b]]+. In turn,
this cancellation allows us to both represent curvature and capture junk.
Proposition 1.10. For any ω ∈ Ω1u(B1,B2) we have that
δT ◦ piT (ω)− piT 2(ω) = m ◦ (piT ⊗ piT )(δω) ∈ Ω2T (B1) ⊂ B(Y ).
The map δT ◦ piT − piT 2 : Ω1u(B1,B2) → Ω2T (B1) is completely contractive. In particular
for ω ∈ Ω1u(B1,B2) such that piT (ω) = 0, the operator piT 2(ω) is well-defined and bounded
on Y .
Proof. Let α = (αij) ∈MN(Ω1u(B1,B2)). Approximate α by a series
αn :=
(
n∑
k=1
aik ⊗ bkj
)
ij
∈MN
(
(B1 ⊗alg B2) ∩ Ω1u(B1,B2)
)
, (1.5)
using Proposition 1.4.1. By abuse of notation we denote the self-adjoint regular operator
diag T : (DomT )N → Y N by T and we identify MN(B(Y )) with B(Y N). The identity
[T, piT (αn)] =
([
T,
n∑
k=1
aik[T, bkj]
]
+
)
ij
=
(
n∑
k=1
[T, aik][T, bkj] +
n∑
k=1
aik[T
2, bkj]
)
ij
,
is valid in B(DomT, Y N). By continuity of δT ◦piT the left hand side of this equation con-
verges (as n→∞) in B(DomT, Y N). By continuity of piT 2 we have piT 2(αn)→ piT 2(α) in
B(DomT, Y N). Therefore (
∑n
k=1[T, aik][T, bkj])ij is convergent in B(DomT, Y
N). Since
there is a complete contraction B2 → B1 we have the estimate∥∥∥( m∑
k=`
[T, aik][T, bkj]
)
ij
∥∥∥
B(Y N )
≤ ∥∥(aik)`k=m∥∥B1 ∥∥(bkj)`k=m∥∥B1 ≤ ∥∥(aik)`k=m∥∥B1 ∥∥(bkj)`k=m∥∥B2 ,
from which we infer that∥∥∥∥∥∥
(
m∑
k=`
[T, aik][T, bkj]
)
ij
∥∥∥∥∥∥
B(Y N )
≤ ‖αk − αm‖MN (Ω1u(B1,B2)) → 0.
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It thus follows that the series (∑
k
[T, aik][T, bkj]
)
ij
,
is norm convergent in B(Y N), proving that δT ◦ piT (ω) − piT 2(ω) ∈ MN(Ω2T ) ⊂ B(Y N).
The above estimates show that
‖(δT ◦ piT − piT 2)(ω)‖B(Y N ) ≤ ‖ω‖MN (Ω1u(B1,B2)), ω ∈MN(Ω1u(B1,B2)),
which proves that δT ◦ piT − piT 2 is completely contractive. In case ω ∈ Ω1u(B1,B2) and
piT (ω) =
∑
i ai[T, bi] = 0 we find that
piT 2(ω) =
∑
i
ai[T
2, bi] =
∑
i
aiT [T, bi] + ai[T, bi]T
=
∑
i
[ai, T ][T, bi] +
∑
i
Tai[T, bi] = −
∑
i
[T, ai][T, bi] ∈ B(DomT, Y ).
This proves that piT 2(ω) extends to a bounded operator on Y .
Corollary 1.11. Let piT 2 : Ω
1
u(B1,B2)→ Ω1T 2(B1,B2) and piT : Ω1u(B1,B2)→ Ω1T (B1,B2)
be the universal maps. Then kerpiT is a closed subbimodule of Ω
1
u(B1,B2) and the closed
bimodule of junk forms
J2T (B1) :=
{∑
i
[T, ai][T, bi] :
∑
aibi =
∑
ai[T, bi] =
∑
[T, ai]bi = 0
}
,
is equal to the closure of the space piT 2(kerpiT ).
2 Curvature in unbounded KK-theory
We now come to the main construction in this paper, which is the notion of curvature
in the context of the unbounded Kasparov product. As mentioned in the introduction,
it is our goal to make sense of the following formula
R(S,∇T ) = (S ⊗ 1 + 1⊗∇ T )2 − S2 ⊗ 1− 1⊗∇ T 2.
For this we again fix an unbounded Kasparov module (B, Y, T ) which will provide our
reference ‘horizontal’ differential structure. For the most part we make no use of the
(locally) compact resolvent of T , only occasionally (and always explicitly) requiring that
(B, Y, T ) defines a KK-class. More important are the various modules of forms, junk
and representations
Ω1T (B∗,B∗), JT , piT , piT 2
defined as in the last section.
In order to define the curvature we need to introduce a suitable notion of C2-connection,
along with some ‘vertical’ differentiability conditions on the C∗-module X. As we will
see, the latter is phrased naturally in terms of the self-adjoint regular operator S on X.
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2.1 The definition of C1 and C2-connections
In order to define curvature we need a suitable notion of C2-connection. We require the
notion of “form-valued inner products”. If we have x, y ∈ X and ω ∈ Ω1u(B1,B2) (for
instance), we define pairings
〈x, y ⊗ ω〉 := 〈x, y〉 ⊗ ω, and 〈x⊗ ω, y〉 := ω∗ ⊗ 〈x, y〉, (2.1)
which are compatible with the balancing relation over B1.
Definition 2.1. Let X be a Z2-graded C∗-module over B and (B, Y, T ) a Ck- un-
bounded Kasparov module (k = 1, 2). A dense Bk-submodule X ⊂ X is horizontally
Ck-differentiable with respect to (B, Y, T ) if for all x, y ∈ X it holds that 〈x, y〉 ∈ Bk.
Remark 2.2. We will develop curvature with the minimal smoothness assumptions that
we can, working with horizontally differentiable C1-modules where possible, and impos-
ing further C2-structure as we need it.
Definition 2.3. A universal connection on X is a linear map, so if γ is the grading
operator of X then
∇ : X→ X ⊗hB Ω1u(B,B1), ∇(γ(x)) = (γ ⊗ 1)∇(x),
which satisfies the Leibniz rule
∇(xb) = ∇(x)b+ γ(x)⊗ δ(b), ∀x ∈ X b ∈ B1.
If in addition ∇ satisfies
〈γ(x),∇(y)〉 − 〈∇(γ(x)), y〉 = δ(〈x, y〉), ∀x, y ∈ X,
then ∇ is said to be Hermitian or compatible.
We write ∇T := piT ◦ ∇ : X → X ⊗hB Ω1T (B1) and call the composition the represented
connection induced by ∇.
Lemma 2.4. Let X be a horizontally differentiable C1-module for the unbounded Kas-
parov module (B, Y, T ) and ∇ : X→ X ⊗hB Ω1u(B,B1) a Hermitian connection. Then
1⊗∇ T : X⊗algB DomT → X ⊗B Y, x⊗ y 7→ γ(x)⊗ Ty +∇T (x)y,
is a densely-defined odd symmetric operator in X ⊗B Y .
Proof. On X ⊗B Ω1u(B,B1) it holds that (1 ⊗ γ)(x ⊗ ωT )y = −x ⊗ ωTγ(y). Since
γ ⊗ γ = (γ ⊗ 1)(1⊗ γ), for x⊗ y ∈ X⊗algB DomT we have
(γ ⊗ γ)(1⊗∇ T )(x⊗ y) = (γ ⊗ γ)(γ(x)⊗ Ty +∇T (x)y)
= −x⊗ Tγ(y)− (γ ⊗ 1)∇T (x)γ(y)
= −x⊗ Tγ(y)−∇T (γ(x))γ(y)
= −(1⊗∇ T )(γ ⊗ γ)(x⊗ y),
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so 1⊗∇ T is an odd operator. For symmetry, we write〈
(1⊗∇ T )(x⊗ y), x⊗ y
〉
=
〈〈x, γ(x)〉Ty, y〉+ 〈∇T (x)y, x⊗ y〉
= −〈 [T, 〈γ(x), x〉] y, y〉+ 〈〈γ(x), x〉y, Ty〉+ 〈∇T (x)y, x⊗ y〉
=
〈〈∇T (x), x〉y, y〉 − 〈〈x,∇T (x)〉y, y〉+ 〈y, 〈x, γ(x)〉Ty〉+ 〈∇T (x)y, x⊗ y〉
=
〈
y, 〈x,∇T (x)〉y〉+ 〈y, 〈x, γ(x)〉Ty
〉
=
〈
x⊗ y, γ(x)⊗ Ty〉+ 〈x⊗ y,∇T (x)y
〉
=
〈
x⊗ y, (1⊗∇ T )(x⊗ y)
〉
.
Polarisation completes the proof.
A horizontal C1-structure is all one requires for finitely generated modules, but it is not
sufficient to describe the connections and curvature of countably generated modules. In
order to define appropriate notions of connections, we need to introduce some further
smoothness on the C∗-module X.
Let S : DomS → X be a self-adjoint regular operator on X. We think of S as defining
a vertical differential structure on X. The presence of a compatible horizontal differ-
entiable structure for a Kasparov module (B, Y, T ) then provides us with the correct
notion of differentiable submodule.
We do not require that the data (X,S) define an unbounded Kasparov module, although
this is often the case in examples.
Definition 2.5. Let (B, Y, T ) be a C1-Kasparov module. A C1-module for (B, Y, T ) is
a pair (X, S) such that
1. X is a horizontally differentiable C1-module with C∗-closure X;
2. S : X→ X is an essentially self-adjoint and regular operator on X.
A C1-connection on a C1-module (X, S) is a Hermitian connection
∇ : X→ X ⊗B Ω1u(B,B1),
such that S⊗1+1⊗∇T : X⊗algB1 DomT → X⊗B Y is essentially self-adjoint and regular.
Remark 2.6. The choice S = 0 is allowed for defining a vertical differential structure.
Given a C1-Hermitian connection ∇ : X→ X ⊗hB Ω1u(B,B1) we can define a completion
of X by
X∇T :=
{
x ∈ X : ∃xn ∈ X, xn → x ∈ X, ∇T (xn)→ ∇T (x) ∈ X ⊗hB Ω1T (B1)
}
. (2.2)
Proposition 2.7 ([3] Section 3.6, Lemma 3.4). Let (B, Y, T ) be a C1-Kasparov module
and (X, S) a C1-module. The space X∇T is an operator ∗-module over B1. Moreover,
for every x ∈ X∇T the linear map |x〉 : Y → X ⊗B Y , y 7→ x⊗ y satisfies
|x〉 : DomT → Dom 1⊗∇ T, and
(|γ(x)〉T − 1⊗∇ T |x〉) ∈ B(Y,X ⊗B Y ).
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We define XS to the completion of X in the norm
‖x‖S := ‖(S + i)−1x‖ = ‖(S − i)−1x‖.
The norm on XS is induced from the inner product
〈x, y〉S := 〈(S + i)−1x, (S + i)−1y〉,
and XS is a Hilbert C∗-module in this inner product. It is appropriate to think of XS
as a degree −1 Sobolev space associated to S, as the following observation shows.
Lemma 2.8. For x ∈ X the maps x 7→ (S + i)−1x, x 7→ (S − i)−1x can be viewed as
densely defined maps XS → X and these extend to unitary isomorphisms XS → X.
Remark 2.9. One naturally expects that defining second derivatives would require two
Sobolev spaces, normally W 22 → W 21 → L2. In order to accommodate countably gen-
erated modules and Kasparov modules with only a C1-structure, we take a slightly
different route and introduce a space XS∇T that behaves like a −1 Sobolev space in the
vertical direction but a +1 Sobolev in the horizontal direction.
We define XS∇T to be the completion of X in the operator space topology induced by the
norm
‖x‖S∇T := max
{
‖(S + i)−1x‖X , ‖(S + i)−1∇T (x)‖X⊗hBΩ1T (B,B1)
}
. (2.3)
Since the norm on X∇T dominates the norm on X
S
∇T , the identity map on X extends
to a complete contraction ιS : X∇T → XS∇T . To define the appropriate notion of C2-
connection, we need the operators S ⊗ 1 and 1⊗∇ T to be compatible in a more precise
way. We introduce the following definition.
Definition 2.10 (cf. [27, 37, 39]). Let (s, t) be self-adjoint regular operators in the
Hilbert C∗-module E. We say that (s, t) is a vertically anticommuting pair if
1. (s± i)−1 : Dom t→ F(s, t) := {e ∈ Dom s ∩Dom t : se ∈ Dom t, te ∈ Dom s};
2. st+ ts : F(s, t)→ E extends to Dom s.
Remark 2.11. The definition of vertically anticommuting pair is an asymmetric version
of [37, Definition 2.1] and was used in [27, 39]. The main result is that s+t is self-adjoint
and regular on Dom s∩Dom t. In this paper we require the more restrictive asymmetric
version, which is sufficient to cover many geometric examples, is compatible with the
unbounded Kasparov product and seems to be necessary for technical reasons.
Lemma 2.12. Let (X, S) be a C1-module over the Kasparov module (B, Y, T ) and ∇ :
X→ X⊗hBΩ1T (B,B1) a connection such that (S⊗1, 1⊗∇T ) is a vertically anticommuting
pair. Then the identity map extends to a completely contractive injection XS∇T → XS.
Proof. Since the norm on XS∇T dominates the norm on X
S, the fact that the identity
map on X extends to a complete contraction is immediate. To see that this map is
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injective, let xn ∈ X be a sequence such that (S + i)−1xn → 0 and (S + i)−1∇T (xn) is
convergent. For x ∈ X and y ∈ DomT it holds that
∇T (x)y = (1⊗∇ T )(x⊗ y)− γ(x)⊗ Ty.
Using this and the fact that (S ⊗ 1, 1⊗∇ T ) is a vertically anticommuting pair we write
(S + i)−1∇T (xn)y = (S + i)−1(1⊗∇ T )(xn ⊗ y)− (S + i)−1γ(xn)⊗ Ty
= −(1⊗∇ T )(S − i)−1(xn)⊗ y + γ((S − i)−1xn)⊗ Ty
+ (S + i)−1[S ⊗ 1, 1⊗∇ T ](S − i)−1xn ⊗ y.
Since (S − i)−1xn is convergent to 0 and (S + i)−1[S ⊗ 1, 1⊗∇ T ] is bounded, it follows
that (1 ⊗∇ T )(S − i)−1(xn) ⊗ y is convergent. Since 1 ⊗∇ T is closed, the limit of the
latter sequence must be 0. Thus (S + i)−1∇T (xn)y converges to 0 for y ∈ DomT . Since
(S + i)−1∇T (xn) is convergent in B(Y,X ⊗B Y ), its limit must be 0.
Before introducing the curvature operator we require some technical domain results.
Lemma 2.13. Let (X, S) be a C1-module over the Kasparov module (B, Y, T ) and let
∇ : X → X ⊗hB Ω1T (B,B1) be a connection such that (S ⊗ 1, 1 ⊗∇ T ) is a vertically
anticommuting pair. Then:
1. (1⊗∇ T )(S+ i)−1⊗ 1 is defined on Dom 1⊗∇ T and closable. There is an equality
of domains
Dom
(
(1⊗∇ T )(S ± i)−1 ⊗ 1
)
= Dom
(
(S ∓ i)−1 ⊗ 1(1⊗∇ T )
)
,
of closed operators in X ⊗B Y .
2. ∇ : X→ X ⊗B Ω1T (B,B1) extends to a map ∇ : XS∇T → XS ⊗B Ω1T (B,B1).
3. (S+i)−1⊗1 : XS⊗BY → X⊗BY restricts to a map (S+i)−1⊗1 : XS∇T⊗hB1DomT →
Dom(1⊗∇ T ).
Proof. In the following we will frequently write S for S ⊗ 1. We first prove that
Dom
(
(1⊗∇ T )(S + i)−1
)
= Dom
(
(S − i)−1(1⊗∇ T )
)
.
Since (S ⊗ 1, 1 ⊗∇ T ) is a vertically anticommuting pair, both operators are initially
defined on Dom 1⊗∇ T and
(S − i)−1(1⊗∇ T ) + (1⊗∇ T )(S + i)−1 = (S − i)−1[1⊗∇ T, S](S + i)−1,
is a bounded operator. Hence if ξn → ξ in X ⊗B Y then (1⊗∇ T )(S + i)−1ξn converges
if and only if (S − i)−1(1 ⊗∇ T )ξn converges. So both operators are closable and have
the same closure.
2. Suppose that xn ∈ X is a sequence converging to x ∈ XS∇T , that is (S + i)−1xn and
(S + i)−1∇T (xn) are both Cauchy sequences. Thus ∇T (xn) converges to an element
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z ∈ XS ⊗hB Ω1T (B,B1). By Lemma 2.12, if xn → 0 ∈ XS∇T then z = 0 and the map
x 7→ ∇T (x) := z ∈ XS ⊗B Ω1T (B,B1) is well defined for x ∈ XS∇T .
3. We use that (S⊗1, 1⊗∇T ) is a vertically anticommuting pair. Suppose that x ∈ XS∇T ,
which by construction is a submodule of XS, so that (S + i)−1x ∈ X.
Take a finite row ξ = (x1, . . . , xn) with xi ∈ X∇T and a finite column η = (y1, . . . , yn)t
with yj ∈ DomT . Observe that
(S + i)−1xi ⊗ yi ∈ F(S ⊗ 1, 1⊗∇ T ) ⊂ Dom 1⊗∇ T, i = 1, . . . , n,
and write ξ ⊗ η = ∑ni=1 xi ⊗ yi ∈ XS∇T ⊗algB1 DomT . Now consider
1⊗∇ T (S + i)−1ξ ⊗ η = (S − i)−1[S ⊗ 1, 1⊗∇ T ](S + i)−1ξ ⊗ η
− (S − i)−1(1⊗∇ T )(ξ ⊗ η)
= (S − i)−1[S ⊗ 1, 1⊗∇ T ](S + i)−1ξ ⊗ η
− (S − i)−1γ(ξ)⊗ Tη − (S − i)−1∇T (ξ)η
= (S − i)−1[S ⊗ 1, 1⊗∇ T ](S + i)−1ξ ⊗ η
+ γ((S + i)−1ξ)⊗ Tη − (S − i)−1∇T (ξ)η,
from which, using Theorem 1.5, we obtain the estimate∥∥1⊗∇ T (S + i)−1ξ ⊗ η∥∥X⊗BY ≤ C‖(S+i)−1ξ‖X‖η‖Y + ‖(S + i)−1ξ‖X‖Tη‖Y
+ ‖(S − i)−1∇T (ξ)‖X⊗hBΩ1T (B,B1)‖η‖Y . (2.4)
The estimate (2.4) implies that∥∥1⊗∇ T (S + i)−1ξ ⊗ η∥∥X⊗BY ≤ C‖ξ‖XS∇T ‖η‖DomT ,
and thus that ∥∥1⊗∇ T (S + i)−1ξ ⊗ η∥∥ ≤ C‖ξ ⊗ η‖XS∇T⊗hB1DomT .
Since X∇T ⊗algB1 DomT is dense in XS∇T ⊗hB1 DomT , the result follows.
Suppose now that we are given a map
∇S : X→ XS∇T ⊗hB1 Ω1u(B1,B2),
satisfying the Leibniz rule ∇S(xb) = ∇S(x)b+γ(x)⊗δ(b) for all b ∈ B2. Then we obtain
a well-defined operator
1⊗∇S T : X⊗algB1 DomT → XS∇T ⊗hB1 Y → XS ⊗B Y, x⊗ y 7→ γ(x)⊗ Ty +∇ST (x)y.
By composing 1 ⊗∇S T with the resolvent (S + i)−1 : XS → X, which is defined on all
of XS by Lemma 2.8, we obtain a well-defined map
(S + i)−1 · 1⊗∇S T : X⊗algB1 DomT → X ⊗B Y.
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Definition 2.14. Let (X, S) be a C1-module over the C1-Kasparov module (B, Y, T ).
By a C2-connection on X we mean a pair (∇,∇S) of connections
∇ : X→ X ⊗hB Ω1u(B,B1), ∇S : X→ XS∇T ⊗hB1 Ω1u(B1),
with ∇ a Hermitian connection and ∇S a connection, such that
1. (S ⊗ 1, 1⊗∇ T ) is a vertically anticommuting pair;
2. for all x ∈ X and y ∈ DomT we have
(S + i)−1∇T (x)y = (S + i)−1 · ∇ST (x)y ∈ X ⊗B Y.
Note that this definition implies that for all x ∈ X and y ∈ DomT it holds that
(S + i)−1 · (1⊗∇S T )(x⊗ y) ∈ DomS and thus that 1⊗∇S T (x⊗ y) = 1⊗∇ T (x⊗ y) is
in fact an element of X ⊗B Y viewed as a subspace of XS ⊗B Y via the dense inclusion
X → XS.
2.2 The represented curvature of a C2-connection on C1-module
Now that we have a clear picture of how represented C2-connections determine the
domains of induced operators, we can introduce the represented curvature of a C2-
connection on a C1-module (X, S). To make appropriate sense of piT (∇2) a little care
is required and this operator will more correctly be written piT ((1 ⊗∇T δ) ◦ ∇S), which
yields a well-defined operator.
Proposition 2.15. Let (∇,∇S) be a C2-connection on a C1-module (X, S) over a C1-
Kasparov module (B, Y, T ). The map
1⊗∇T δ : XS∇ ⊗hB1 Ω1u(B1)→ XS ⊗hB Ω1T (B,B1)⊗hB1 Ω1u(B1),
x⊗ ω 7→ ∇T (x)⊗ ω + γ(x)⊗ (piT ⊗ 1)(δω),
is well-defined and satisfies (1 ⊗∇T δ)(ηb) = (1 ⊗∇T δ)(η)b − (γ ⊗ piT )(η) ⊗ δ(b), for all
η ∈ XS∇ ⊗hB1 Ω1u(B1) and b ∈ B1.
Proof. The map ∇T : X→ X ⊗hB Ω1T (B,B1) extends to a map
∇T : XS∇T → XS ⊗hB Ω1T (B,B1),
by part 2 of Lemma 2.13. The maps
δ : Ω1u(B1)→ Ω1u(B,B1)⊗hB1 Ω1u(B1)
and
piT ⊗ 1 : Ω1u(B,B1)⊗hB1 Ω1u(B1)→ Ω1T (B,B1)⊗hB1 Ω1u(B1)
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are completely bounded, and therefore
(1⊗ piT ⊗ 1) ◦ (∇⊗ 1 + γ ⊗ δ) : XS∇ ⊗hC Ω1u(B1)→ XS ⊗hB Ω1T (B,B1)⊗hB1 Ω1u(B1)
x⊗ ω 7→ ∇T (x)⊗ ω + γ(x)⊗ (piT ⊗ 1)(δω),
(2.5)
is well-defined and completely bounded. Since also
∇T (xb)⊗ ω + γ(x)⊗ (piT ⊗ 1)(bδω) = ∇T (x)bω + γ(x)⊗ (δT b)⊗ ω
+ γ(x)⊗ (piT ⊗ 1)(bδω)
= ∇T (x)bω + γ(x)⊗ (piT ⊗ 1)(δ(bω)),
the map (2.5) is compatible with the balancing relation and descends to a completely
bounded map
1⊗∇T δ : XS∇T ⊗hB1 Ω1u(B1,Bk)→ XS ⊗hB Ω1T (B,B1)⊗hB1 Ω1u(B1),
which is the desired statement. The (graded) Leibniz rule for 1 ⊗∇T δ follows directly
from the defining formula and the graded Leibniz rule for δ, δ(ωb) = δ(ω)b − ω ⊗ δ(b),
for ω ∈ Ω1u(B1) and b ∈ B1.
By Proposition 2.15, we can consider the composition
(1⊗∇T δ) ◦ ∇S : X→ XS ⊗hB Ω1T (B1)⊗hB1 Ω1u(B1).
The map (1⊗∇T δ) ◦ ∇S is right B1-linear. This follows from the computation
(1⊗∇T δ) ◦ ∇S(xb) = (1⊗∇T δ)(∇S(x)b) + (1⊗∇T δ)(γ(x)⊗ δ(b))
= (1⊗∇T δ)(∇S(x)b) +∇T (γ(x))⊗ δ(b)
= (1⊗∇T δ)(∇S(x))b− (γ ⊗ piT ⊗ 1)(∇S(x)⊗ δb) +∇T (γ(x))⊗ δ(b)
= (1⊗∇T δ)(∇S(x))b,
where the last line holds since ∇T (x) = ∇ST (x) in XS ⊗hB Ω1T (B,B1).
Definition 2.16. Let (X, S) be a C1-module over a C1-Kasparov module (B, Y, T ) and
(∇,∇S) a C2-connection. We define the represented curvature of (∇,∇S) to be the
operator piT (∇ ◦∇S) : X⊗algB1 Y → XS ⊗B Y defined on x⊗ y ∈ X⊗algB1 Y by
piT (∇ ◦∇S)(x⊗ y) := (1⊗m)(1⊗ 1⊗ piT )((1⊗∇T δ) ◦ ∇S)(x)y. (2.6)
The notation piT (∇◦∇S) is a convenient shorthand for (1⊗m)(1⊗1⊗piT )((1⊗∇T δ)◦∇S).
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2.2.1 The curvature operator of a C2-connection on a C(1,2)-module
Additional smoothness simplifies the domain considerations of the previous section. In
order to denote the differentiability properties of modules (X, S) in the horizontal and
vertical directions we use pairs (n, k) where k corresponds to the horizontal and n to the
vertical direction.
Definition 2.17. Let (B, Y, T ) be a C2-Kasparov module. A C(1,2)-module for (B, Y, T )
is a pair (X, S) such that such that
1. X is a horizontally differentiable C2-module with C∗-closure X;
2. X ⊂ DomS.
A C2-connection on a C(1,2)-module (X, S) is a pair (∇,∇S) of connections
∇ : X→ X ⊗hB Ω1u(B,B2), ∇S : X→ XS∇T ⊗hB1 Ω1u(B1,B2),
such that (S ⊗ 1, 1⊗∇ T ) is a vertically anticommuting pair.
First observe that if (X, S) is a C(1,2)-module then (X ⊗algB2 B1, S) is a C1-module for
(B, Y, T ). For a C2-connection on a C(1,2)-module (X, S), we wish to compute piT (∇◦∇S),
for y ∈ DomT 2. By Lemmas 1.6 and 2.12 we may define
1⊗∇S T 2 : X⊗algB2 DomT 2 → XS∇T ⊗hB1 Y ⊂ XS ⊗B Y, x⊗ y 7→ x⊗ T 2(y) +∇ST 2(x)y,
in the spirit of Lemma 2.4. Since T 2 is an even operator, the grading γ does not appear
in this formula.
Lemma 2.18. Let (B, Y, T ) be a C2 Kasparov module, (X, S) a C(1,2)-module and
(∇,∇S) a C2-connection. Then the operator
1⊗∇ T : X⊗algB1 DomT → X ⊗B Y,
maps X⊗algB2 DomT 2 into Dom(S + i)−1(1⊗∇ T ).
Proof. For x ∈ X and y ∈ DomT 2 we have
(1⊗∇ T )(x⊗ y) = γ(x)⊗ Ty +∇T (x)y,
and clearly γ(x)⊗Ty ∈ X⊗algB1 DomT ⊂ Dom(1⊗∇T ) ⊂ Dom(S+i)−1(1⊗∇T ). Consider
(S + i)−1∇T (x)y = (S + i)−1 · ∇ST (x)y,
and observe that ∇ST (x)y ∈ XS∇T ⊗hB1 DomT. By part 3 of Lemma 2.13, it follows that
(S + i)−1∇ST (x)y ∈ Dom 1⊗∇ T,
from which we conclude that (S + i)−1∇T (x)y ∈ Dom 1⊗∇ T . Thus
∇T (x)y ∈ Dom(1⊗∇ T )(S + i)−1 = Dom(S + i)−1(1⊗∇ T ),
by Lemma 2.13.
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It follows by Lemma 2.13.2 that the operator
1⊗∇S T : X⊗algB2 DomT 2 → XS∇T ⊗hB1 DomT ⊂ Dom(1⊗∇ T ) ⊂ XS ⊗B Y,
is well defined and maps X⊗algB2 DomT 2 into Dom(1⊗∇ T ) ⊂ XS ⊗B Y .
Definition 2.19. Let (B, Y, T ) be a C2-Kasparov module, (X, S) a C(1,2)-module and
(∇,∇S) a C2-connection. The curvature operator of (∇,∇S) is defined to be the map
R∇T : X⊗algB2 DomT 2 → XS ⊗B Y, R∇T := (1⊗∇ T ) ◦ (1⊗∇S T )− 1⊗∇S T 2.
By Lemma 2.18, composition with the resolvent (S + i)−1 : XS → X yields the map
(S + i)−1R∇T : X⊗algB2 DomT 2 → X ⊗B Y,
which admits the expression (S + i)−1R∇T = (S + i)
−1((1⊗∇ T )2 − 1⊗∇S T 2).
Our goal is to identify the curvature operator R∇T from Definition 2.19 with the repre-
sented curvature piT (∇T ◦ ∇S) of Equation (2.6) in Definition 2.16.
Lemma 2.20. Let (∇,∇S) be a C2-connection on a C(1,2)-module (X, S). For η ∈
XS∇T ⊗hB1 Ω1u(B1,B2) and y ∈ DomT it holds that
(1⊗m)(1⊗ 1⊗ piT )((1⊗∇T δ)(η))y = (1⊗∇ T )(1⊗ piT )(η)y
+ (γ ⊗ piT )(η)Ty − (γ ⊗ piT 2)(η)y,
as elements of XS ⊗B Y .
Proof. Let η := x ⊗ ω ∈ XS∇T ⊗hB1 Ω1u(B1,B2) be an elementary tensor. By Proposition
1.10
m ◦ (piT ⊗ piT )(δω) = δT ◦ piT (ω)− piT 2(ω) = [T, ωT ]− ωT 2 ,
and we compute for y ∈ DomT 2:
(1⊗m)(1⊗ 1⊗ piT )((1⊗∇T δ)(x⊗ ω))y = (1⊗m)(∇T (x)ωT + γ(x)⊗ (piT ⊗ piT )(δω))y
= ∇T (x)ωTy + γ(x)⊗ [T, ωT ]y − γ(x)⊗ ωT 2y
= ∇T (x)ωTy + γ(x)⊗ TωTy + γ(x)⊗ ωTTy − γ(x)⊗ ωT 2y
= (1⊗∇ T )(x⊗ ωTy) + γ(x)⊗ ωTTy − γ(x)⊗ ωT 2y
= (1⊗∇ T )(1⊗ piT )(x⊗ ω)y + (γ ⊗ piT )(x⊗ ω)Ty − (γ ⊗ piT 2)(x⊗ ω)y. (2.7)
By Lemma 1.6, piT defines a continuous map
1⊗ piT : XS∇T ⊗hB1 Ω1u(B1,B2)→ B(DomT,XS∇T ⊗hB1 DomT ) ⊂ B(DomT,Dom 1⊗∇ T ),
and a continuous map
γ ⊗ piT : XS∇T ⊗hB1 Ω1u(B1,B2)→ B(DomT,X ⊗B Y ).
Invoking Lemma 2.12 as well, we see that piT 2 defines a continuous map
γ ⊗ piT 2 : XS∇T ⊗hB1 Ω1u(B1,B2)→ B(DomT,XS∇T ⊗hB1 Y )→ B(DomT,XS ⊗B Y ).
Therefore by Equation (2.7) the operator (1 ⊗ 1 ⊗ piT )(1 ⊗∇T δ) extends by continuity
to all η ∈ XS∇T ⊗hB1 Ω1u(B1,B2) and, as DomT 2 is a core for T , to all y ∈ DomT .
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For a C2-connection (∇,∇S) on a C(1,2)-module (X, S) and x ∈ X we have ∇ST (x) ∈
XS∇T ⊗hB1 Ω1u(B1,B2), which maps completely contractive to XS∇T ⊗hB1 Ω1u(B1). Hence by
Lemma 2.20 the operator piT (∇ ◦∇S) : X⊗algB1 Y → XS ⊗B Y is defined.
We then come to our main result.
Theorem 2.21. Let (B, Y, T ) be a C2-Kasparov module, (X, S) a C(1,2)-module and
(∇,∇S) a C2-connection. Let piT (∇ ◦ ∇S) be the represented curvature from Definition
2.16 and R∇T be the curvature operator from Definition 2.19. Then there is an equality
R∇T = piT (∇ ◦∇S) : X⊗algB2 DomT 2 → XS ⊗B Y.
Consequently, R∇T (x) ∈ XS⊗hBΩ2T (B1) ⊂ B(Y,XS⊗BY ) for all x ∈ X and R∇T extends
to X ⊗algB2 Y . If (∇′,∇′S) is another C2-connection with ∇T = ∇′T , then the difference
(R∇T −R∇′T )(x) ∈ XS ⊗hB J2T (B1).
Proof. For x ∈ X, ∇S(x) ∈ XS∇T ⊗hB1 Ω1u(B1,B2), so we compute using Lemma 2.20, with
y ∈ DomT 2:
piT (∇ ◦∇S)(x⊗ y) = (1⊗m)(1⊗ 1⊗ piT )((1⊗∇T δ) ◦ ∇S)(x)y
= (1⊗∇ T )∇ST (x)y +∇ST (x)Ty −∇ST 2(x)y (2.8)
= (1⊗∇ T )∇ST (x)y +∇ST (x)Ty + x⊗ T 2y −∇ST 2(x)y − x⊗ T 2y
= (1⊗∇ T )(∇ST (x)y + x⊗ Ty)− (1⊗∇S T 2)(x⊗ y)
= ((1⊗∇ T ) ◦ (1⊗∇S T )− 1⊗∇S T 2)(x⊗ y)
= R∇T (x)y
as desired. Now if (∇′,∇′S) is such that ∇T = ∇′T then Equation (2.8) gives
(R∇T −R∇′T )(x⊗ y) = (∇ST 2 −∇′ST 2)(x)y = (1⊗ piT 2)(∇S −∇′S)(x)y.
By Corollary 1.11 (1⊗ piT 2)(∇S −∇′S)(x) ∈ XS∇T ⊗hB1 J2T (B1) = XS ⊗hB J2T (B1).
2.3 The curvature of a C2-correspondence
So far we have focused on giving meaning to the curvature of a C2-connection on X
under minimal differentiability assumptions. The represented curvature exists on C1-
modules, and it coincides with the curvature operator on C(1,2)-modules. It is now time
to give meaning to Equation (0.2) and define the curvature associated to a correspon-
dence. Briefly, a correspondence is a Kasparov module together with a connection on
the module, and we define this in detail below. Before doing so, we describe how we
impose additional C2-conditions on our modules and connections.
Definition 2.22. Let (B, Y, T ) be a C2-Kasparov module. A C2-module for (B, Y, T )
is a pair (X, S) such that
1. X is a horizontally differentiable C2-module with C∗-closure X;
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2. X ⊂ DomS2.
A C2-connection on a C2-module (X, S) is a pair (∇,∇1) of connections
∇ : X→ X ⊗hB Ω1u(B,B2), ∇1 : X→ X∇T ⊗hB1 Ω1u(B1,B2),
such that (S ⊗ 1, 1⊗∇ T ) is a vertically anticommuting pair.
Let us clarify the modifications of the above definition relative to Definitions 2.14 and
2.22. The content of conditions 1. and 2. is that the module X is now assumed to be
both horizontally and vertically C2 as opposed to just vertically C1. The curvature of
the C2-connection is now viewed, using our Sobolev space analogy from Remark 2.9, as
a map W 2(2,2) → L2, whereas with only a C1-structure it is a map W 2(1,2) → W 2(−1,0). The
next Lemma makes this statement precise.
Lemma 2.23. Let (X, S) be a C2-module and (∇,∇1) a C2-connection. The connection
∇S := (ιS ⊗ 1) ◦ ∇1 : X→ XS∇T ⊗hB1 Ω1u(B1,B2),
makes (∇,∇S) into a C2-connection on (X, S) viewed as a C(1,2)-module.
Proof. The identity map on X extends to a complete contraction ιS : X∇T → XS∇T .
The only thing to check from Definition 2.14 is the compatibility (S + i)−1∇T (x) =
(S + i)−1 · ∇ST (x), which holds automatically.
The next proposition shows that the curvature operator of a C2-connection is well-
defined.
Proposition 2.24. Let (X, S) be a C2-module and (∇,∇1) a C2-connection. Then
X⊗algB2 DomT 2 ⊂ Dom(S ⊗ 1 + 1⊗∇ T )2 ⊂ F(S ⊗ 1, 1⊗∇ T ),
and R∇T := (1⊗∇ T )2− 1⊗∇ T 2 is a symmetric operator defined on X⊗algB2 DomT 2 that
extends to X⊗algB2 Y . Here the set F is as in Definition 2.10.
Proof. As (S⊗1, 1⊗∇T ) is a vertically anticommuting pair [37, Theorem 5.1] gives that
Dom(S2⊗ 1)∩Dom(1⊗∇ T )2 = Dom(S⊗ 1 + 1⊗∇ T )2 ⊂ F(S⊗ 1, 1⊗∇ T ). By Lemma
2.18
X⊗algB2 DomT 2 ⊂ Dom(1⊗∇ T )2,
so condition 2 of Definition 2.22 implies that X⊗algB2 DomT 2 ⊂ Dom(S⊗1+1⊗∇T )2.
Definition 2.25. A C2-correspondence between a C2-Kasparov A-C module (A, E,D)
and a C2-Kasparov B-C module (B, Y, T ) is a quintuple (A, X, S, (∇,∇1)) such that:
1. (A, X, S) is an unbounded (A,B) Kasparov module;
2. (X, S) is a C2-module;
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3. (∇,∇1) is a C2-connection;
4. there is a unitary isomorphism u : E → X⊗BY intertwining the A-representations
and such that
DomD ∩ u∗(DomS ⊗ 1 ∩Dom 1⊗∇ T ),
is dense in E and
Z := D − u∗(S ⊗ 1 + 1⊗∇ T )u : DomD ∩ u∗(DomS ⊗ 1 ∩Dom 1⊗∇ T )→ E,
is bounded and preserves DomD.
As Z preserves DomD, (D,Z) is a vertically anticommuting pair. By [37, Theorem 5.1]
DomD2 = DomD2 ∩DomZ2 = Dom(D − Z)2 = Domu∗(S ⊗ 1 + 1⊗∇ T )2u.
Then by Definiton 2.22, for a C2-correspondence we have X⊗algB2 DomT 2 ⊂ DomD2.
As mentioned, correspondences are more-or-less unbounded Kasparov modules with ad-
ditional connection data. The additional connection data allows one to construct repre-
sentatives of the Kasparov product [7, 28, 37, 38, 39], as described in the next result.
Proposition 2.26. Let (A,X, S, (∇,∇1)) be a C2-correspondence for (A, E,D) and
(B, Y, T ). Then
[(A, E,D)] = [(A, X, S)]⊗B [(B, Y, T )] ∈ KK0(A,C),
where ⊗B denotes the Kasparov product.
Proof. Since Z is bounded it follows from [18, Theorem 4.2] that D and D−Z represent
the same KK-class. Since (S⊗1, 1⊗∇T ) form a weakly anti-commuting pair and 1⊗∇T
commutes boundedly with A, it follows from [37, Theorem 7.2] that the product relation
holds.
The reason for introducing correspondences is the more refined curvature data that
becomes available.
Definition 2.27. Let (A, E,D) and (B, Y, T ) be two C2-Kasparov modules and let
(A,X, S, (∇,∇1)) a C2-correspondence for them. We define the curvature operator of
the correspondence (A,X, S, (∇,∇1)) to be the symmetric operator
R(S,∇T ) := (S ⊗ 1 + 1⊗∇ T )2 − S2 ⊗ 1− 1⊗∇ T 2 : X⊗algB2 DomT 2 → X ⊗B Y. (2.9)
By Proposition 2.24 it holds that R(S,∇T ) = R∇T +[S⊗1, 1⊗∇T ]+, by a straightforward
algebraic calculation on the domain X⊗algB2 DomT 2.
Note that it is not necessary to specify D in order to define the curvature operator, since
we could just as well take D to be the tensor sum S ⊗ 1 + 1 ⊗∇ T itself. However, in
examples it turns out that the bounded operator Z appearing as their difference contains
geometric information as well (see for instance Equation (5.1)).
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2.4 Universal connections on locally convex modules
In the applications of our theory (cf. Section 5 below) one typically finds that the
modules actually come equipped with more differentiable structure, beyond the C2-
stucture described above. For instance, in the category of smooth manifolds the Hilbert
modules are typically based on Fre´chet modules, and Fre´chet continuous maps. Let us
describe here how to incorporate such locally convex spaces and algebras in the above
C2-context.
Let (B, Y, T ) be a C2-Kasparov module and assume that B carries the structure of a
complete locally convex m-∗-algebra for which there is a continuous inclusion B→ B2,
see [21]. Denote by B the C∗-closure of B in the norm coming from B(Y ). The Haagerup
tensor norm is a cross-norm, that is, it satisfies ‖x⊗y‖h = ‖x‖‖y‖ (see [4, Section 1.5.4]).
Denoting the projective tensor product by ⊗̂, [42, Propositions 43.4 and 43.12.a)] prove
that the identity map on B⊗alg B extends to continuous maps
B⊗̂B→ B⊗̂Bk → B ⊗h Bk, B⊗̂B→ B1⊗̂Bk → B1 ⊗h Bk, k = 1, 2.
By continuity of the multiplication maps, these inclusions restrict to continuous maps
Ω1u(B)→ Ω1u(B,Bk), Ω1u(B)→ Ω1u(B1,B2). (2.10)
Let X be a locally convex topological vector space which is a right B-module such that
the module multiplication defines a continuous map X⊗̂B→ X. Moreover assume that
there is a continuous inner product
X× X→ B,
giving X the structure of a pre-Hilbert C∗-module over the pre-C∗-algebra B and denote
by X the C∗-module closure of X. The identity on X induces a continuous map X→ X,
and thus by [42, Proposition 43.4] we obtain continuous maps
ι0 : X⊗̂BΩ1u(B)→ X⊗̂BΩ1u(B,B1)→ X ⊗hB Ω1u(B,B1)
ι1 : X⊗̂BΩ1u(B)→ X⊗̂B1Ω1u(B1,B2)→ X∇T ⊗hB1 Ω1u(B1,B2). (2.11)
The maps ι0, ι1 are well-defined because the Haagerup norm is a cross-norm and the
projective norm is the largest cross-norm [42, Proposition 43.12.a)]. Therefore
ιT := (1⊗ piT ) ◦ ι0 : X⊗̂BΩ1u(B)→ X ⊗hB Ω1T (B,B1), (2.12)
is continuous as well.
Proposition 2.28. Let (B, Y, T ) be a C2-Kasparov module. Assume that ∇u : X →
X⊗̂BΩ1u(B) is a Hermitian connection, S : X→ X an essentially self-adjoint and regular
operator and (S ⊗ 1, 1⊗∇ T ) is a vertically anticommuting pair. If the map
(S + i)−1 ◦ ιT ◦ ∇u : X→ X ⊗hB Ω1T (B,B1),
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is continuous, then the identity map X→ XS∇T is continuous. Consequently the identity
map on the algebraic tensor product extends to a continous map
ιS : X⊗̂BΩ1u(B)→ XS∇T ⊗hB1 Ω1u(B1,B2).
With ∇ := ι0 ◦ ∇u and ∇S := ιS ◦ ∇u, the pair (∇,∇S) is a C2-connection on the
C(1,2)-module (X⊗algB B2, S).
Remark 2.29. When S = 0 the map ιS reduces to the map ι1 defined above.
Proof. Since we have assumed that (S ⊗ 1, 1⊗∇ T ) is a vertically anti-commuting pair,
it suffices to define ∇S and verify that ∇S satisfies condition 2. of Definition 2.14.
Continuity of the map (S+i)−1◦ιT ◦∇u means that for the Haagerup norm ‖·‖X⊗hBΩ1T (B,B1)
there is a continuous seminorm p on X such that
‖(S + i)−1 ◦ ιT ◦ ∇u(x)‖X⊗hBΩ1T (B,B1) ≤ p(x). (2.13)
Thus we obtain a continuous inclusion ιS : X → XS∇T . The remaining statements
now follow by functoriality of the projective tensor product for continuous maps [42,
Proposition 43.4]. For the pair (∇,∇S) := (ι0 ◦ ∇u, ιS ◦ ∇u) and x ∈ X it holds that
(S + i)−1∇(x) = (S + i)−1(ι0 ◦ ∇u)(x)
= (S + i)−1 · (ιS ◦ ∇u)(x) = (S + i)−1∇S(x),
and thus condition 2. of Definition 2.14 is satisfied.
Corollary 2.30. Assume that ∇u : X→ X⊗̂BΩ1u(B) is a universal Hermitian connection
such that the connection ιT ◦ ∇u : X → X ⊗hB Ω1T (B,B1) is continuous. Applying
Proposition 2.28 with S = 0 yields the C2-connection
∇1 := ι1 ◦ ∇u : X→ X∇T ⊗hB1 Ω1u(B1,B2),
on the C2-module (X, S). Assume further that
1. X ⊂ DomS2;
2. (A, X, S) is an unbounded Kasparov module;
3. (S ⊗ 1, 1⊗∇ T ) is a vertically anti-commuting pair;
4. for all a ∈ A, a : Dom 1⊗∇ T → Dom 1⊗∇ T and [1⊗∇ T, a] is bounded.
Then (A,X⊗algB B2, S, (ι0 ◦∇u, ι1 ◦∇u)) is a C2-correspondence for (A, X ⊗B Y, S ⊗ 1 +
1⊗∇ T ) and (B, Y, T ). On X⊗algB DomT 2 there are equalities
R∇T = (1⊗∇ T )2 − 1⊗∇ T 2 = (1⊗m)(1⊗ piT ⊗ piT )(∇2u), (2.14)
R(S,∇T ) = R∇T + [S ⊗ 1, 1⊗∇ T ]+, (2.15)
of symmetric operators in X ⊗B Y .
Proof. The equality (2.14) is proved analogously to Lemma 2.20 and Theorem 2.21.
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3 Finitely generated projective modules over spectral triples
In this section we assume that B is a unital C∗-algebra and X is a finitely generated full
Hilbert C∗-module over B. Then X is algebraically finitely generated and projective.
We assume that X is Z/2-graded with grading γ. We describe the construction of the
curvature operator explicitly in this case. Our results are in complete agreement with
the purely algebraic approach described, for instance, in [33].
3.1 Connections on finite projective C2-modules
We fix a C2-spectral triple (B, H,D) in the sense of Definition 1.2. Consider a Z2-graded
inner product module X which is finitely generated and projective over B2, together with
an inner-product preserving injection v : X → B2N2 of right B2-modules. The map v
induces a module isomorphism v : X → pB2N2 , where p ∈ M2N(B2) is a projection and
extends to an isometry v : X → pB2N on the C∗-module level.
The main simplification of the construction in Section 2 is that we take the vertical
operator S = 0. Most importantly, for a Hermitian connection ∇ : X→ X⊗hBΩ1u(B,B1)
we have XS∇D = X∇D . Considering v as a map v : X→ B2N1 via the inclusion B2 → B1,
we define the norm ‖x‖v := ‖v(x)‖B2N1 on X and denote the completion of X in this norm
by Xv.
Let ei denote the standard basis of B
2N
2 and set xi := v
∗(ei). Then the finite set
{xi}1≤|i|≤N ⊂ X is a frame for X, that is IdX =
∑
1≤|i|≤N |xi〉〈xi|.
The Grassmann connection
∇v : X→ X⊗algB2 Ω1u(B1,B2), ∇v(x) :=
∑
1≤|i|≤N
γ(xi)⊗ δ(〈xi, x〉),
is a well-defined Hermitian connection. Given any other connection ∇ on X we define
the connection one-form ω(x) := ∇(x)−∇v(x).
Recall from Equation (2.3) that for a Hermitian connection ∇ and S = 0 we have
‖x‖∇D = max{‖x‖X , ‖∇D(x)‖X⊗hBΩ1D}.
Lemma 3.1. Let ∇ : X→ X ⊗B Ω1u(B,B1) be a Hermitian connection on X. Then the
operator space norms ‖ · ‖v and ‖ · ‖∇D are cb-equivalent.
Proof. It follows from [39, Lemma 3.6] that the norms ‖x‖v = ‖v(x)‖B2N1 and ‖x‖∇v are
cb-equivalent. Since ω(x) := ∇(x) −∇v(x) is B2-linear it is bounded for the C∗-norm.
It follows that the norm ‖x‖∇D = max{‖x‖X , ‖∇D(x)‖X⊗hBΩ1D} is equivalent to the norm‖x‖v.
This means that for any two connections X∇ = X∇′ = Xv. The operator module Xv is
finitely generated and projective over B1, as is X over B. For any w ∈ Xv the map
〈w| : Xv → B1, x 7→ 〈w, x〉,
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is completely bounded by [39, Proposition 3.7.2]. Hence for any left operator B1-module
Z and ω ∈ Xv ⊗hB1 Z we then have ω =
∑
1≤|i|≤N xi ⊗ 〈xi, ω〉 so Xv ⊗hB1 Z = Xv ⊗algB1 Z.
Similarly X ⊗hB Z = X ⊗algB Z. We summarise the simplifications in the following
definition.
Definition 3.2. Let (B, H,D) a C2-spectral triple. For k = 1, 2 a Ck-submodule of X
is a dense Bk submodule X ⊂ X such that for all x1, x2 ∈ X we have 〈x1, x2〉 ∈ Bk. A
C2-connection is a linear map ∇ : X→ Xv ⊗algB1 Ω1u(B1,B2) satisfying the Leibniz rule.
Given a C2-connection ∇ on the finite projective module X, we obtain the represented
connection
∇D : X→ X ⊗algB Ω1D(B,B1), ∇D(x) = (1⊗ piD)(∇(x)).
Similarly we obtain
∇D2 : X→ Xv ⊗algB1 Ω1D2(B2,B1),
defined by ∇D2(x) := (1⊗ piD2)(∇(x)).
3.2 The curvature operator for finitely generated projective modules
We are now in a position to apply our general formalism to compute the curvature
operator of a finite projective module. We first recall the following well-known result.
Proposition 3.3. Suppose that X is algebraically finitely generated and projective over
B2. The operator
1⊗∇ D : X⊗algB2 DomD → X ⊗B H, x⊗ h 7→ γ(x)⊗Dh+∇D(x)h,
is well-defined and essentially self-adjoint. Moreover X ⊗algB2 DomD2 ⊂ Dom(1 ⊗∇ D)2
and the operator
1⊗∇ D2 : X⊗algB2 DomD2 → X ⊗B H, x⊗ h 7→ x⊗D2h+∇D2(x)h,
is well-defined and symmetric. The curvature operator
R∇D := 1⊗∇ D2 − (1⊗∇ D)2 : X⊗algB2 DomD2 → X ⊗B H,
is a densely defined symmetric operator.
Proof. The first statement is proved in [8, 10, 36] and several subsequent works [7, 28,
38, 39]. The second statement follows from Lemma 2.18 and the third statement from
Theorem 2.21 both with S = 0.
Proposition 3.4. Suppose that X is finitely generated and projective over B2 and that
∇ : X→ Xv⊗algB1 Ω1u(B1,B2) is a C2-connection. Then R∇ extends to a bounded operator
on X ⊗B H. Moreover if ∇v is the Grassmann connection of the frame {xi} and
ω : X→ X⊗algB1 Ω1u(B1,B2), ω(x) := ∇(x)−∇v(x),
the connection form of ∇, then R∇D = v∗[D, p][D, p]v + ω2D + v∗piD(δ(vωv∗))v.
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Proof. Theorem 2.21 with S = 0 gives us that R∇D(x) ∈ X ⊗hB Ω2D. By B2-linearity of
R∇D we then find
R∇D(x) =
∑
i
R∇D(xi)〈xi, x〉,
and since there are finitely many elements R∇D(xi) ∈ X ⊗B Ω2D, it follows that R∇D is
a bounded operator. Now we have
1⊗∇ D = v∗Dv + ωD, 1⊗∇ D2 = v∗D2v + ωD2 ,
and
(1⊗∇ D)2 = (v∗Dv + ωD)2 = v∗Dvv∗Dv + v∗[D, vωDv∗]v + ω2D.
Using p[D, p]p = 0 we compute v∗Dvv∗Dv−v∗D2v = v∗[D, p][D, p]v where p = vv∗, and
v∗[D, vωDv∗]v − ωD2 = v∗([D, piD(vωv∗)]− piD2(vωv∗))v = v∗piD(δ(vωv∗))v,
by Proposition 1.10. Thus it now follows that
R∇D = v
∗[D, p][D, p]v + v∗piD(δ(vωv∗))v + ω2D,
as claimed.
Although the curvature operator of a finitely generated projective module is bounded,
there is no uniform bound on its norm, in the following sense. As an illustrative example,
consider the module L1 of sections of the tautological line bundle L1 → P1(C) over the
two sphere and define Ln := L⊗
n
1 . Then the calculations in [7, Section 6] show that
‖R∇n‖ ∼ n for a natural family of Grassmann connections ∇n. The infinite direct
sum
⊕∞
n=1Ln can be given the structure of a C
1-module, whose curvature operator is
unbounded.
4 Grassmann connections
The Kasparov stabilisation theorem shows that every countably generated Hilbert mod-
ule is a complemented submodule of the standard module and thus admits a frame.
Modulo differentiability, every isometric inclusion in the standard module yields a con-
nection, called a Grassmann connection. In purely noncommutative settings, one often
has access to a frame but not necessarily much else. In this section we provide sufficient
differentiability conditions on frames and modules for C2-Grassmann and their curva-
ture to exist. A range of examples comes from Cuntz-Pimsner algebras [7, 23, 24, 41]
including the θ and q-deformed 3-spheres, as well as abstract constructions of connec-
tions in KK-theory [26, 39]. Interestingly, we will see in Section 5 that our sufficient
conditions are met for Riemannian submersions as well.
To handle Z2-graded modules we need a Z2-graded standard module, which we take to be
(the completion of) HB = H⊗B = `2(Zˆ)⊗B. Here Zˆ = Z\{0}, and the ±-homogenous
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subspaces are those indexed by positive n ∈ Zˆ and those indexed by negative n ∈ Zˆ. A
basis {ei}i∈Zˆ for HB is homogenous if ei has positive degree if and only if i is positive.
Recall that a countable frame for a Hilbert module X is a sequence {xi} ⊂ X such
that for all x ∈ X, x = ∑i xi〈xi, x〉 as a norm convergent series. That is, the sum
IdX =
∑
i |xi〉〈xi| converges strictly.
4.1 Differentiable stabilisation
Recall from Definition 2.1 that for k = 1, 2, a horizontally Ck-submodule is a Bk-
submodule X ⊂ X for which 〈x, y〉 ∈ Bk.
Definition 4.1. Let k = 1, 2 and X a C∗-module over B and X ⊂ X a horizontally Ck-
submodule. An even stabilisation isometry v : X → HB horizontally Ck-differentiable
with respect to (B, Y, T ) if
1. v : X → HB restricts to a map v : X→ H ⊗h Bk;
2. there is a dense graded subspace H ⊂ H such that v∗ : HB → X restricts to an
even map v∗ : H ⊗alg Bk → X.
Given a homogenous orthonormal basis {ei} ⊂ H ⊂ H, we say that the frame {xi =
v∗(ei ⊗ 1)} is a Ck-frame.
That {xi = v∗(ei ⊗ 1)} is a frame for the Hilbert C∗-module X is a short computation.
Proposition 4.2. Let (B, Y, T ) be a Ck unbounded Kasparov module, X a C∗-B-module,
X a horizontal Ck-submodule and v : X → H⊗hBk a Ck-stabilisation. For any countable
homogenous basis {ei} ⊂ H for the Hilbert space H, the elements xi := v∗(ei ⊗ 1) ∈ X
form a frame for X with the property that for all x ∈ X the series∑
i∈Zˆ
[T, 〈xi, x〉]∗[T, 〈xi, x〉],
∑
i∈Zˆ
(T − i)−1[T 2, 〈xi, x〉]∗[T 2, 〈xi, x〉](T + i)−1,
are norm convergent in End∗C(Y ) (if k = 1, only the first series converges).
Proof. Let {ei} ⊂ H be any countable homogenous basis for the Hilbert space H. Then
xi := v
∗(ei ⊗ 1) ∈ X by condition 2 of Definition 4.1. Since
(〈xi, x〉)i∈Zˆ = (〈v∗(ei ⊗ 1), x〉)i∈Zˆ = (〈ei ⊗ 1, v(x)〉)i∈Zˆ,
the column (〈xi, x〉)i∈Zˆ satisfies∥∥∥∥∥∥
∑
|i|≥n
[T, 〈xi, x〉]∗[T, 〈xi, x〉]
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
|i|≥n
[T, 〈ei ⊗ 1, v(x)〉]∗[T, 〈ei ⊗ 1, v(x)〉]
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
|i|≥n
pi1T (〈ei ⊗ 1, v(x)〉)∗pi1T (〈ei ⊗ 1, v(x)〉)
∥∥∥∥∥∥→ 0,
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as claimed. To prove the norm convergence of∑
i∈Zˆ
(T − i)−1[T 2, 〈xi, x〉]∗[T 2, 〈xi, x〉](T + i)−1,
we use the same argument, estimating with the representation pi2T of Equation (1.1).
4.2 C2-Grassmann connections
Lemma 4.3. Let X be a horizontally C1-module for (B, Y, T ) and (v,HB) a C
1-stabilisation.
The Grassmann connection
∇v : X→ X ⊗hB Ω1u(B1, B), ∇v(x) := (γ(v)∗ ⊗ 1)(1⊗ δ)v(x),
is defined on X. For any homogenous orthonormal basis {ei} ⊂ H ⊂ H, we can use the
C1-frame {xi = v∗(ei ⊗ 1)}i∈Zˆ to express the Grassmann connection as
∇v(x) =
∑
i∈Zˆ
γ(xi)⊗ δ(〈xi, x〉), (4.1)
as a norm convergent series. Consequently
∇vT := piT (∇v) : X→ X ⊗hB Ω1T (B1), ∇vT (x) =
∑
i∈Zˆ
γ(xi)⊗ [T, 〈xi, x〉],
is well-defined and independent of the choice of orthonormal basis in H ⊂ H.
Proof. The derivation δ : B1 → Ω1(B1, B) is completely contractive, hence
1⊗ δ : H ⊗h B1 → H ⊗h Ω1(B1, B) ∼−→ H ⊗h B1 ⊗hB1 Ω1(B1, B),
is defined. Thus the composition ∇v := (v∗ ⊗ 1)(1 ⊗ δ)v is defined on X. Choose an
orthonormal basis {ei} ⊂ H ⊂ H and form the C1-frame {xi = v∗(ei ⊗ 1)}i∈Zˆ. Then
∇v(x) = (γ(v)∗ ⊗ 1)(1⊗ δ)v(x) = γ(v)∗(1⊗ δ)
∑
i∈Zˆ
ei ⊗ 〈ei ⊗ 1, v(x)〉

= γ(v)∗(1⊗ δ)
∑
i∈Zˆ
ei ⊗ 〈xi, x〉
 = γ(v)∗
∑
i∈Zˆ
ei ⊗ δ(〈xi, x〉)

=
∑
i∈Zˆ
γ(xi)⊗ δ(〈xi, x〉).
Hence the represented connection ∇vT = (1⊗piT )◦∇v : X→ X⊗hBΩ1T (B1) is well-defined
and independent of the choice of orthonormal basis.
32
By Lemma 2.4 we obtain a densely-defined symmetric operator
1⊗∇v T : X⊗algB DomT → X ⊗B H, x⊗ h 7→ γ(x)⊗ Th+∇vT (x)h,
in the Hilbert C∗-module X ⊗B Y .
Proposition 4.4. Let (B, Y, T ) be a Ck-Kasparov module, (X, S) a C1-module if k = 1
and a C(1,2)-module if k = 2, and (v,H) a Ck-stabilisation. Suppose that
(γ ⊗ T )(v ⊗ 1)− (v ⊗ 1)(1⊗∇v T ) : X⊗algB1 DomT → HY , (4.2)
extends to DomS ⊗ 1. If (S ⊗ 1, 1⊗∇v T ) is a vertically anticommuting pair, then
∇v,S : X→ XS∇vT ⊗
h
B1
Ω1u(B1,B2), ∇v,S(x) := (γ(v)∗ ⊗ 1)(1⊗ δ)v(x),
is well-defined and the pair (∇v,∇v,S) defines a C2-connection on (X, S).
Proof. The universal differential δ : Bk → Ω1u(B1,Bk) is given by δ(a) = 1⊗ a− a⊗ 1.
Choose an orthonormal basis {ei} ⊂ H ⊂ H and form the Ck-frame {xi = v∗(ei⊗1)}i∈Zˆ.
As a Ck-frame is in particular a C1-frame, by Equation (4.1) we have
∇v(x) =
∑
i∈Zˆ
γ(xi)⊗ δ(〈xi, x〉).
It suffices to show that this series is convergent in the Haagerup norm of the tensor
product XS∇vT ⊗hB1 Ω1u(B1,Bk), for then we can define
∇v,S(x) =
∑
γ(xi)⊗ δ(〈xi, x〉) ∈ XS∇vT ⊗
h
B1
Ω1u(B1,Bk).
In order to prove norm-convergence of ∇v,S(x) using the Haagerup tensor norm, by part
2 of Proposition 1.4, we need to address summability of the column with entries
δ(〈xi, x〉) = 1⊗ 〈xi, x〉 − 〈xi, x〉 ⊗ 1,
as well as boundedness of the row (γ(xi)) in X
S
∇vT . Now C
k-column finiteness guarantees
that this column is in HΩ1u(B1,Bk). It thus remains to show that the row (γ(xi)) is bounded
in XS∇vT .
By Equation 4.2, (1 − vv∗)(γ ⊗ T )v(S + i)−1 is a bounded operator. Computing the
norm of the row γ(xi) in X
S
∇vT gives∥∥(|γ(xi)〉)ti∥∥XS∇v
T
≤
∥∥∥ (|(S + i)−1∇vT (γ(xi))〉)ti ∥∥∥+ ∥∥(|γ(xi)〉)ti∥∥ .
The second term has norm 1 and the first term is estimated by∥∥∥ (|(S + i)−1∇vT (γ(xi))〉)ti ∥∥∥ = ∥∥∥ ((S + i)−1γ(v)∗[γ ⊗ T, v(γ(xi))])ti ∥∥∥B(HY ,X⊗BY )
=
∥∥([γ ⊗ T, 〈xi|v∗]v(S − i)−1)i∥∥B(X⊗BY,HY )
=
∥∥((γ ⊗ T 〈xi| − 〈xi|1⊗∇v T )(S − i)−1)i∥∥B(X⊗BY,HY )
≤ ∥∥(((1− vv∗)(γ ⊗ T )v)(S − i)−1)∥∥ ,
which remains bounded since Equation (4.2) tells us that ((1− vv∗)⊗ 1)(γ ⊗ T )(v ⊗ 1)
extends to Dom(S ⊗ 1).
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Remark 4.5. In [26, Lemma 4.2, Theorem 4.7] it is proved that, given X and (B, Y, T ),
one can find a dense B1-submodule X ⊂ X and an isometry v : X → `2(Z)⊗hB such that
v restricts to a map v : X→ `2(Z)⊗hB1 and v∗ restricts to a map v∗ : Cc(Z)⊗algB1 → X.
Furthermore, using [26, Theorem 3.9] it can be shown that (v⊗1)(1⊗∇vT )−(γ⊗T )(v⊗1)
is defined on the range of a certain explicit positive compact operator K. The inverse
of K, made odd in an appropriate way, is a natural candidate for a vertical operator
S. It is unclear however whether such S ⊗ 1 and 1 ⊗∇v T can be made to vertically
anticommute, so that Proposition 4.4 can be applied. This is subject of future research.
5 The curvature operator of a Riemannian submersion
We will now illustrate our notion of curvature for a large class of examples given by
Riemannian submersions of closed spinc manifolds M → B that were analysed using
techniques from unbounded KK-theory in [29]. The main result therein ([29, Theorem
23]) was a factorisation of essentially self-adjoint operators of the form
DM = DV ⊗ 1 + 1⊗∇ DB + c˜(Ω). (5.1)
where DM is the Dirac operator on the total space, DV a vertical family of Dirac oper-
ators, DB the Dirac operator on the base manifold lifted to an operator 1⊗∇DB on M
using the connection ∇ and, finally, c˜(Ω) is (Clifford multiplication by) the curvature of
the Riemannian submersion (cf. Definition 5.1 below).
As we will see, in this case the curvature operator of Definition 2.19 —for which we will
use the short-hand R(DV ,∇) := R(DV ,∇DB )—indeed captures curvature of the connection∇ on the vertical Hilbert module of the submersion, as well as other geometric infor-
mation such as the mean curvature. We will check that the conditions that enter in our
general framework are indeed fulfilled in this concrete geometric context. But first we
give a summary of the geometric setup.
5.1 Geometric setup
Let us start by recalling from [29] the relevant ingredients, refering to that paper for all
details. Thus, we consider a Riemannian submersion of closed Riemannian manifolds
pi : M → B. Recall the following tensors that are associated to this structure.
Definition 5.1. 1. The second fundamental form, defined for real vertical vector
fields X, Y and real horizontal vector fields Z on M by
Spi(X, Y, Z) :=
1
2
(
Z(〈X, Y 〉M)− 〈[Z,X], Y 〉M − 〈[Z, Y ], X〉M
)
(5.2)
2. The mean curvature k ∈ pi∗Ω1(B) is given as the trace
k = (tr⊗1)(Spi) .
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3. The curvature of the fibre bundle pi : M → B is given by the element Ω in
Ω2(M)⊗C∞(M) Ω1(M) given by
Ω(X, Y, Z) := −〈[(1− P )X, (1− P )Y ], PZ〉M
where P is the orthogonal projection onto vertical vector fields.
If M and B are Riemannian spin manifolds, we may introduce a vertical spinor module
EV , defined in terms of the spinor modules EM and EB on the given spin
c manifolds M
and B, respectively [29, Section 3]. We will not dwell on the precise definition here, but
merely recall that EV is a finitely-generated projective C
∞(M)-module which satisfies
the crucial property that EV ⊗ pi∗EB ∼= EM where pi∗EB ≡ EB ⊗C∞(B) C∞(M) denotes
the pullback. Moreover, Clifford multiplication cV by vertical vector fields is defined on
EV .
The module EV has a (Clifford) connection ∇EV defined in terms of the spinor con-
nections ∇EM and ∇EB . The connection ∇EV is Hermitian for the natural Hermitian
structure 〈·, ·〉EV on EV . The smooth sections of EV have a natural locally convex struc-
ture coming from the usual C∞-topology, which can be defined using ∇EV .
We now define the pre-Hilbert module X over C∞(B) to be EV where the right action
of C∞(B) is defined via the inclusion C∞(B) → C∞(M) dual to pi : M → B. The
C∞(B)-valued inner product is defined by
〈s, t〉X(b) :=
∫
pi−1(b)
〈s, t〉EV (x) dµpi−1(b)(x), s, t ∈ EV . (5.3)
Here dµpi−1(b) is the Riemannian volume form on the submanifold pi
−1(b). As b 7→ dµpi−1(b)
is smooth (the volume form on M decomposes locally as a product), this inner product
does in fact take values in C∞(B).
Proposition 5.2. [29, Proposition 16] Let {ej} be a local orthonormal frame of verti-
cal vector fields on M . Then the following local expression defines an odd symmetric
unbounded operator (DV )0 : X→ X:
(DV )0(ξ) = i
dim(F )∑
j=1
cV (ej)∇EVej (ξ)
The closure DV : dom(DV )→ X of (DV )0 is regular and self-adjoint.
In order to form the unbounded Kasparov product of the vertical and the horizontal
components we need to lift the Dirac operator DB on the base manifold to an essentially
self-adjoint unbounded operator on the Hilbert space X ⊗C(B)L2(EB). It turns out that
the Hermitian Clifford connection ∇EV on EV (Hermitian with respect to the C∞(M)-
valued inner product) does not define a metric connection on EV ⊆ X with the C∞(B)-
valued inner product, due to correction terms that come from the measure on the fibres
Mb, b ∈ B. However, these can be nicely absorbed in an additional term proportional
to the mean curvature.
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Definition 5.3. The metric connection ∇X : X→ X ⊗C(B) Ω1cont(B) is defined by
∇XZ(ξ) = ∇EVZH (ξ) +
1
2
k(ZH) · ξ
in terms of a vector field Z on B and corresponding horizontal lift ZH .
Proposition 5.4. Let {fi} be a local orthonormal frame of vector fields on B. The local
expression
(1⊗∇ DB)0(ξ ⊗ r) := ξ ⊗DB(r) + i
∑
i
∇Xfi(ξ)⊗ cB(fi)(r) ξ ∈ EV , r ∈ EB
defines an essentially self-adjoint unbounded operator
(1⊗∇ DB)0 : EV ⊗algC∞(B) EB → X ⊗C(B) L2(EB) .
We denote its closure by 1⊗∇ DB : Dom(1⊗∇ DB)→ X ⊗C(B) L2(EB).
Remark 5.5. In [29] it is only shown that (1 ⊗∇ DB)0 is a symmetric operator, whose
closure was then used in the tensor sum factorization (5.1) of DM . However, we may
consider the operator (1 ⊗∇ DB)0 as a differential operator of order 1 on the finitely-
generated projective C∞(M)-module EV ⊗C∞(M) pi∗EB. It is then a classical result [25,
Corollary 10.2.6] that such an operator is essentially self-adjoint.
The main result of [29] is a factorisation of the Dirac operator DM on M in terms of a
vertical family of Dirac operators DV on X and the Dirac operator DB on B. Explicitly,
(up to conjugation by a unitary operator) DM is given by the tensor sum (5.1):
DM = DV ⊗ 1 + 1⊗∇ DB + c˜(Ω).
The last term c˜(Ω) is Clifford multiplication by the curvature Ω of the fibration pi : M →
B. Thus the curvature of the fibration appears as an obstruction to the realisation of
DM as an (unbounded) internal Kasparov product. We also record the following result,
which is Lemma 17 of [30].
Lemma 5.6. Suppose that ξ ∈ X and r ∈ EB ⊆ L2(EB). Let {ej} denote a local
orthonormal frame of vertical vector fields on M and {fi} a local orthonormal frame of
vector fields on B. Then we have the local expression
[DV ⊗ 1, 1⊗∇ DB]+(ξ ⊗ r)
= −
∑
i,j,k
Spi(ek, ej, (fi)H)
(
cV (ej)∇EVek
)
(ξ)⊗ cB(fi)(r)
−
∑
i,j
cV (ej)
(
ΩEV (ej, (fi)H) +
1
2
ej
(
k((fi)H)
))
(ξ)⊗ cB(fi)(r) ,
where ΩEV : EV → EV ⊗C∞(M) Ω2(M) is the curvature form of the Hermitian connection
∇EV .
As a consequence we obtain that the anti-commutator [DV ⊗ 1, 1⊗∇ DB]+ is relatively
bounded by DV ⊗ 1 and makes DV ⊗ 1 and 1⊗∇DB a vertically anticommuting pair in
the sense of Definition 2.10.
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5.2 Local expressions
Let us first take a typical fibre F0 of pi : M → B and consider trivialisations
ρα : pi
−1(Wα)→ F0 ×Wα
for charts Wα ⊆ B. It is then possible to choose so-called fibration charts Vα ×Wα ⊂
F0 ×B so that with Uα = ρ−1α (Vα ×Wα) we have that
ρα : Uα → Vα ×Wα
is a diffeomorphism. Let us denote by {χ2α} a partition of unity subordinate to the
covering {Uα}, so that
∑
α χ
2
α = 1. Note that EV as a (finitely-generated projective)
C∞(M)-module admits a (finite) local orthonomal frame supported on Uα; we denote
such a frame by {xα,n}.
On the base manifoldB we choose local coordinates σα : Wα → RdimB whose components
will be denoted by σµα : Wα → R for µ = 1, . . . , dimB.
It is convenient to write the inner product on X as an integral over the typical fibre F0.
We denote by µb the measure on F0 that corresponds to µpi−1(b) through the identification
pi−1(b) ∼= F0. We then obtain
〈s, t〉X(b) =
∑
α
∫
F0
χ2α
(
(ρ−1α )
∗〈s, t〉EV
)
(y, b) dµb(y)
for all b ∈ Wα. As a special case, if (y, b0) ∈ ρα0(Uα0) where pi−1(b0) = F0 is our typical
fibre then we set dµ0 := dµb0 .
The Radon-Nikodym derivative of µb with respect to µ0 gives a function on F0×B which
we will denote by
dµ
dµ0
(y, b) :=
dµb
dµ0
(y)
Remark 5.7. As in [29] we may combine a choice of coordinates on each of the fibration
charts {Uα} with the Riemannian metric g on M to obtain a positive invertible matrix
of smooth functions
gα : Uα → GLdim(M)(R)+.
Furthermore, letting Q : Rdim(M) → Rdim(M) denote the projection
Q : (t1, . . . , tdim(M)) 7→ (t1, . . . , tdim(F ), 0, . . . , 0)
onto the first dim(F ) copies of R in Rdim(M), we obtain a positive matrix of smooth
functions
QgαQ : Uα → GLdim(F )(R)+, QgαQ(x) = Qgα(x)Q.
Suppose that (y, b) ∈ ρα(Uα) and let y1α, . . . , ydimF0α denote local coordinates on Vα ⊂ F0.
Then we may write the volume form on F0 as
dµb(y) =
√
detQgαQ(ρ−1α (y, b))dy
1
α ∧ · · · ∧ dydimF0α .
37
Let us check, for completeness, that this expression does not depend on the choice of
trivialisation. In fact, if (y, b) ∈ ρα(Uα) ∩ ρβ(Uβ) then the transition functions ρα ◦ ρ−1β
map (y, b) to (y′, b). In terms of the coordinates ykα and y
l
β, the map y → y′ corresponds
to an orthogonal transformation T kl(y) := ∂ykα/∂y
l
β in Rdim(F ). Hence we have
detQgβQ(ρ
−1
β (y, b)) = detT
2 · detQgαQ(ρ−1α (y, b))
while at the same time
dy1β ∧ · · · ∧ dydimF0β = det
∂ykβ
∂ylα
· dy1α ∧ · · · ∧ dydimF0α = detT−1 · dy1α ∧ · · · ∧ dydimF0α
so that the terms involving detT cancel in the definition of dµb.
The Radon-Nikodym derivative can now be written unambiguously on Vα ×Wα by
dµ
dµ0
(y, b) =
√
detQgαQ(ρ−1α (y, b))√
detQgα0Q(ρ
−1
α0
(y, b0))
.
This is a smooth and nowhere vanishing function on Vα ×Wα.
5.3 The stabilisation isometry
We are now ready to define the crucial technical ingredient in our approach to curvature,
to wit, a stabilising isometry v : X → L2(F0)N⊗hC(B). In fact, we will realise this map
on X where it will map to C∞(F0)N⊗̂C∞(B) (in terms of the projective tensor product
of Fre´chet spaces). We let N denote the product of the cardinalities of the sets {χα}
and {xα,n} for the partition of unity and the frame of EV , respectively, and will consider
elements in L2(F0)
N as column vectors.
Lemma 5.8. The map
v : X→ C∞(F0)N⊗̂C∞(B) ' C∞(F0 ×B)N
s 7→
(√
dµ
dµ0
· (ρ−1α )∗(〈χαxα,n, s〉EV )
)
αn
is a continuous map of Fre´chet spaces and furthermore extends to an isometry X →
L2(F0)
N ⊗h C(B).
Proof. First observe that as each ρα is a diffeomorphism, the map ρ
∗
α is continuous in the
C∞-topology. Likewise the derivatives
√
dµ/dµ0 are (uniformly bounded) C
∞ functions,
and so multiplication by them is continuous. Now for every section s we have
s =
∑
α
χ2αs =
∑
α,n
χαxα,n〈χαxα,n, s〉,
and each term in the sum depends continuously on s. Taking the inner product with
χβxβ,k is C
∞ continuous, as is (ρ−1α )
∗. Hence the map v is Fre´chet continuous.
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By a standard density argument , to show that v extends to an isomtery, it is sufficient
to check that for all s, t ∈ X we have ∑αn〈v(s)αn, v(t)αn〉L2(F0)⊗hC(B) = 〈s, t〉X . We
compute∑
α,n
〈v(s)αn,v(t)αn〉L2(F0)⊗C(B)(b) =
∑
α,n
∫
F0
v(s)αn(y, b)v(t)αn(y, b) dµ0(y)
=
∑
α,n
∫
F0
(ρ−1α )
∗(〈s, χαxα,n〉EV 〈χαxα,n, t〉EV )(y, b)
dµ
dµ0
(y, b) dµ0(y)
=
∑
α
∫
F0
χ2α(ρ
−1
α )
∗ (〈s, t〉) (y, b) dµb(y) ≡ 〈s, t〉X
using completeness of the frame {xα,n} and
∑
α χ
2
α = 1 in the last equality.
Lemma 5.9. For all F = (Fαn) ∈ C∞(F0)N⊗̂C∞(B) we have
v∗(F ) =
∑
αn
(
(ρ−1α )
∗
(√
dµ0
dµ
Fαn
)
χαxα,n
)
αn
(5.4)
Consequently, the adjoint v∗ : L2(F0)N ⊗h C(B)→ X restricts to a map
v∗ : C∞(F0)N⊗̂C∞(B)→ X,
and we have v∗v = 1.
Proof. We check that the formula (5.4) does indeed provide the adjoint of v by computing
〈s, v∗(F )〉X(b) =
∫
F0
(ρ−1α )
∗ (〈s, χαxα,n〉EV ) (y, b)
(√
dµ0
dµ
Fαn
)
(y, b) dµb(y)
=
∫
F0
(ρ−1α )
∗ (〈s, χαxα,n〉EV ) (y, b)
(√
dµ
dµ0
Fαn
)
(y, b) dµ0(y)
= 〈v(s), F 〉L2(F0)N⊗hC(B)
The identity v∗v = 1 holds true by construction.
Thus, the operator v defines a C2-stabilisation v : X⊗algC∞(B) C2(B)→ L2(F0)⊗h C2(B)
in the sense of Definition 4.1.
Proposition 5.10. The operator
((v ⊗ 1)(1⊗∇ DB)− (γ ⊗DB)(v ⊗ 1)) : X⊗algC∞(B)EB → C∞(F0)⊗̂EB ⊂ L2(F0)⊗hC(B)
is DV -bounded.
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Proof. We start by computing the first term on s⊗ ψ ∈ X⊗ EB, say, with supp s ⊆ Uα:
(v ⊗ 1)(1⊗∇ DB)(s⊗ ψ) = (v ⊗ 1)(∇X∂/∂σµα(s)⊗ γµψ + s⊗DBψ) (5.5)
=
(√
dµ
dµ0
· (ρ−1α )∗(〈χαxα,n,∇X∂/∂σµαs〉EV )γµψ
+
√
dµ
dµ0
· (ρ−1α )∗(〈χαxα,n, s〉EV ) ·DBψ
)
αn
(5.6)
On the other hand, we have
(DB)(v ⊗ 1)(s⊗ ψ) =
(
DB
(√
dµ
dµ0
(ρ−1α )
∗(〈χαxα,n, s〉EV ) · ψ
))
αn
=
(
∂
∂σµα
(√
dµ
dµ0
)
(ρ−1α )
∗(〈χαxα,n, s〉EV ) · γµψ
+
√
dµ
dµ0
(ρ−1α )
∗(〈χαxα,n, s〉EV ) ·DBψ
)
αn
(5.7)
The first term in this last expression is bounded as it is a derivative of the Radon-
Nikodym derivative, while the last term cancels against the corresponding term in (5.6).
We are thus left to consider
(ρ−1α )
∗(〈χαxα,n,∇X∂/∂σµαs〉EV )−
∂
∂σµα
(
(ρ−1α )
∗(〈χαxα,n, s〉EV )
)
= −(ρ−1α )∗(〈∇EV(∂/∂σµα)H (χαxα,n), s〉EV ) +
1
2
(ρ−1α )
∗ (k((∂/∂σµα)H)〈χαxα,n, s〉EV )
+ (ρ−1α )
∗
((
∂
∂σµα
)
H
〈χαxα,n, s〉EV
)
− ∂
∂σµα
(
(ρ−1α )
∗(〈χαxα,n, s〉EV )
)
.
The first two terms on the right-hand side (involving the derivative on the frame and
the mean curvature) is bounded, and we claim that the remaining terms combine to
give only vertical derivatives, and can thus be relatively bounded with respect to the
vertically elliptic DV when acting on s. In order to see that the combination is a vertical
derivative, let us consider the more general expression
(ρ−1α )
∗ZH(f)− Z((ρ−1α )∗(f))
for a vector field Z on B and a function f on M (supported in Uα). Here we understand
Z to act on a function on F0×B by only deriving in the second coordinate. For f = pi∗g
one finds that
(ρ−1α )
∗ZH(pi∗g)− Z((ρ−1α )∗(pi∗g)) = (ρ−1α )∗ZH(g ◦ pi)− Z(g ◦ pi ◦ ρ−1α ) = 0
by definition of the horizontal lift
(ρ−1α )
∗ZH(g ◦ pi) = (ρ−1α )∗pi∗Z(g) = Z(g)
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in combination with the identity Z(g ◦ pi ◦ ρ−1α ) = Z(g). We conclude that (ρ−1α )∗ZH −
Z((ρ−1α )
∗) is a vertical vector field, as desired.
Thus, the stabilisation map v satisfies the hypotheses of Proposition 4.4 and the asso-
ciated Grassmann connection constitutes and example of a C2-connection on a C(1,2)-
module.
5.4 The universal lift
We may use the isometry v to obtain a convenient expression for the connection ∇X. In
particular, we can obtain a lift of ∇X to a universal connection ∇Xu , where by ‘lift’ we
mean that piDB ◦ ∇Xu = c ◦ ∇X where c is Clifford multiplication on spinors.
Since v∗v = 1 any s ∈ X can be written as s = v∗(F (s)) where F (s) = v(s) ∈
C∞(F0)N⊗̂C∞(B). For any s ∈ X there exist functions fk ∈ C∞(F0)N , gk ∈ C∞(B)
such that
F (s) =
√
dµ
dµ0
∑
k
fk ⊗ gk.
Then we have
s = v∗(F (s)) =
∑
α,n,k
(ρ−1α )
∗ (fk ⊗ gk)χαxα,n (5.8)
so that with respect to local coordinates σµα on B we have
∇X(s) =
∑
α,n,k
∇X∂/∂σµα
(
(ρ−1α )
∗ (fk ⊗ gk)χαxα,n
)⊗C∞(B) dσµα.
Using the Leibniz rule and the fact that the derivative on the base commutes with the
functions fk in the fibre direction, we find that
∇X(s) (5.9)
=
∑
α,n,k
∇X∂/∂σµα (χαxα,n) (ρ−1α )∗ (fk ⊗ 1)⊗ gkdσµα +
∑
α,n,k
χαxα,n · (ρ−1α )∗ (fk ⊗ 1)⊗ dgk(s).
Lemma 5.11. The connection ∇X can be lifted to a universal connection
∇Xu : X→ X⊗̂Ω1u(C∞(B)),
in the sense that piDB ◦ ∇Xu = c ◦ ∇X where c denotes Clifford multiplication.
Proof. From Equation (5.9) we identify a candidate universal connection as
∇Xu(s)=
∑
α,n,k
∇X∂/∂σµα (χαxα,n) (ρ−1α )∗ (fk ⊗ 1)⊗δ(σµα)gk+
∑
α,n,k
χαxα,n·(ρ−1α )∗ (fk ⊗ 1)⊗δ(gk).
(5.10)
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First of all, the right hand side of (5.10) makes sense in the projective tensor product
topology. The first sum is readily compared to (5.8) since there are only finitely many
terms in the α, n sums. The second term can similarly be compared to (5.8) using the
fact that δ : C∞(B)→ Ω1u(C∞(B)) is completely bounded.
Multiplication of a section s ∈ X by a function g ∈ C∞(B) via pullback along pi amounts
to multiplying each gk by g. Applying the Leibniz rule for δ to the right-hand side of
Equation (5.10) proves that ∇Xu(sg) = ∇Xu(s)g+s⊗δ(g). It is then clear by construction
that piDB ◦ ∇Xu coincides with c ◦ ∇X.
In the next few statements we compare projective tensor products and Haagerup tensor
products and so need the notation introduced in Equations (2.11), (2.12), Section 2.4.
Lemma 5.12. The map
ιDB ◦ ∇Xu : X→ X ⊗hC1(B) Ω1DB(C1(B)),
is continuous.
Proof. For x ∈ X we have an equality
ιDB ◦ ∇Xu(x) = ∇DB(x) = (1⊗∇ DB|x〉 − |γ(x)〉DB)
= v∗(v(1⊗∇ DB)− (γ ⊗DB)v)(x) + v∗ [γ ⊗DB, v(x)] ,
of operators DomDB → X ⊗hC(B) L2(EB). Since
v∗(v(1⊗∇ DB)− (γ ⊗DB)v) = v∗(v(1⊗∇ DB)− (γ ⊗DB)v)(DV + i)−1(DV + i),
and DV : X → X is continuous, this operator is continuous by Proposition 5.10. Fur-
thermore,
v∗ [γ ⊗DB, v(x)] = v∗(γ ⊗ c(dv(x))),
and x 7→ c(dv(x)) is a composition of continuous maps
X
v−→ C∞(F0)⊗̂C∞(B) 1⊗d−−→ C∞(F0)⊗̂Ω1(B) c−→ L2(F0)N ⊗h Ω1DB(C1(B)).
Since v∗ : L2(F0)N ⊗h Ω1T (B1) → X ⊗hB Ω1DB(B1) is continuous as well, the lemma is
proved.
Corollary 5.13. The pair (X, DV ) is a C
2-module relative to (C2(B), L2(EB), DB) and
the universal connection
∇Xu : X→ X⊗̂C∞(B)Ω1u(C∞(B)),
defines a C2-connection (∇,∇1) on (X, DV ), where ∇ = ι0 ◦∇Xu and ∇1 = ι1 ◦∇Xu . The
quintuple (C2(M),X⊗algB B2, DV , (∇,∇1)) is a C2-correspondence for the spectral triples
(C2(M), L2(EM), DM) and (C
2(B), L2(EB), DB).
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Proof. Since 〈X,X〉 ⊂ C∞(B) and DV : X → X ⊂ X is essentially self-adjoint and
regular, (X, DV ) is a C
2-module (see Definition 2.5). Next we show how to obtain a pair
(∇,∇1) satisfying Definition 2.14. As the inclusions X→ X and C∞(B)→ Lip(DB) are
continuous, we obtain a connection ∇ := ι0 ◦ ∇Xu : X → X ⊗B Ω1(C1(B)). By Lemma
5.6 the pair (DV ⊗ 1, 1⊗∇ DB) is vertically anti-commuting and by Lemma 5.12
ιDB ◦ ∇Xu : X→ X ⊗hC1(B) Ω1DB(C1(B), C(B)),
is continuous. The conclusion now follows from Equation (5.1) and Corollary 2.30.
5.5 Curvature of ∇
In this section we compute the curvature R∇Xu of the connection ∇X, which is given by
R∇Xu = (1⊗∇Xu D2B)− (1⊗∇Xu DB)2
in terms of the Dirac operator DB on the base manifold of the submersion.
Proposition 5.14. 1. The curvature operator R∇X ≡ piDB((∇Xu)2) on X⊗̂C∞(B)EB is
given by Clifford multiplication with the curvature of ∇X. More precisely, in terms
of a local orthonormal frame {fj} of vector fields on B we have the equality
R∇Xu = c ◦
(
(∇X)2) ≡∑
j,k
([
∇Xfj ,∇Xfk
]
−∇X[fj ,fk]
)
γjγk
as skew-symmetric operators from X ⊗algC∞(B) EB to X ⊗C(B) L2(EB) and where
γj = c((fj)H) are flat Dirac matrices.
2. There is the following local expression for the curvature in terms of the curvature
Ω of the submersion and the connection one-form AX of ∇X :
R∇Xu (ξ) =
∑
j,k
(∑
i
Ω(·, ·, ei)ei + dAX + (AX)2
)
((fj)H , (fk)H)γjγkξ
with ξ supported in a suitable coordinate chart of M and where {ei} is a local
orthonormal frame of vertical vector fields on M .
3. The curvature operator R∇Xu is relatively DV -bounded.
Proof. In view of Corollary 2.30 we have that R∇X ≡ piDB((∇Xu)2). By Lemma 5.11
and the fact that the Clifford representation of universal forms factors through the
DeRham calculus, we may compute the right-hand side by working with piD-represented
de Rham differential forms and thus exploit local expressions. Let us start by writing
the connection ∇X in terms of a connection one-form: using Definition 5.3 we have for
ξ ∈ X supported in a trivializing chart (for EV ) on M :
∇XZ(ξ) = ZH(ξ) + AEV (ZH)(ξ) +
1
2
k(ZH) · ξ
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where we have written ∇EV = dM + AEV in terms of a (locally-defined) connection
one-form AEV ∈ EndC∞(M)(EV )⊗C∞(M) Ω1(M).
Let us define a combined connection one-form asAX := AEV +1
2
k ∈ EndC∞(M)(EV )⊗C∞(M)
Ω1(M) so that ∇XZ = ZH +AX(ZH). Note that since M is compact we can assume that
there is a finite number of such trivialising charts. Hence, for the relative bounds of the
curvature operator that we are after here we may just as well work on a single chart.
With these preparations, we compute the curvature operator acting on a ξ ∈ X supported
in a single chart, finding
c ◦ ((∇X)2) (ξ) = ∑
j,k
([
∇Xfj ,∇Xfk
]
−∇X[fj ,fk]
)
γjγk(ξ)
=
∑
j,k
([(fj)H , (fk)H ]− [fj, fk]H) γjγk(ξ) + cH ◦ (dAX + (AX)2)(ξ),
where cH denotes Clifford multiplication only in the horizontal direction (involving the
γj and γk). This last term satisfies
〈cH(dAX + (AX))ξ, cH(dAX + (AX))ξ〉X(b)
=
∫
pi−1(b)
〈cH(dAX + (AX))ξ, cH(dAX + (AX))ξ〉EV (x)dµpi−1(b)(x)
≤ ‖cH(dAX + (AX))‖2EndC∞(M)(EV )〈ξ, ξ〉(b)
The relevant and potentially unbounded term in the curvature is thus [(fj)H , (fk)H ] −
[fj, fk]H . But this difference of commutators is a vertical vector field and, in fact, it is
precisely the one described by the curvature Ω of pi as defined in Definition 5.1. Indeed,
the horizontal lift of a commutator is the horizontal part of the commutator of the lifted
vector fields and hence
[XH , YH ]− [X, Y ]H =
∑
i
Ω(XH , YH , ei)ei
for vector fields X, Y on B and an orthonormal frame {ei} of vertical vector fields. We
conclude that the curvature is given locally by a vertical vector field plus bounded terms,
and since DV is vertically elliptic we find the desired relative bound.
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