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Abstract. This paper concerns the initial-boundary value problem (IBVP) of the Kawa-
hara equation posed on the right and left half-lines. We prove the local well-posedness in
the low regularity Sobolev space. We introduce the Duhamel boundary forcing operator,
which is introduced by Colliander - Kenig [11] in the context of Airy group operators, to
construct solutions on the whole line. We also give the bilinear estimate in Xs,b space for
b < 1
2
, which is almost sharp compared to IVP of Kawahara equation [10, 19].
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1. Introduction
In this paper, we consider the following Kawahara equation1:
∂tu− ∂
5
xu+ ∂x(u
2) = 0. (1.1)
The Kawahara equation was first proposed by Kawahara [22] describing solitary-wave prop-
agation in media. Also, the Kawahara equation can be described in the theory of magneto-
acoustic sound waves in plasma and in theory of shallow water waves with surface tension.
For another physical background of Kawahara equation or in view of perturbed equation of
KdV equation, see [17, 34, 3] and references therein.
Kawahara equation (1.1), posed on the whole line R, admits following three conservation
laws:
M [u(t)] :=
∫
u(t, x) dx =M [u(0)],
E[u(t)] :=
1
2
∫
u2(t, x) dx = E[u(0)] (1.2)
and
H[u(t)] :=
1
2
∫
(∂2xu)
2(t, x) dx−
1
3
∫
u3(t, x) dx = H[u(0)]. (1.3)
Moreover, (1.3) allow us to represent (1.1) as the Hamiltonian equation:
ut = ∂x∇uH (u (t)) ,
where ∇u is the variational derivative with respect to u, but not a completely integrable
system in contrast to the KdV equation.
1It is well-known of the form ∂tu + au∂xu + b∂
3
xu − ∂
5
xu = 0 for arbitrary constants a, b ∈ R. We, however,
use the form (1.1) for the simplicity, since the dominant dispersion term is the fifth-order term and constants
do not affect our analysis.
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1.1. Well-posedness results on R. The Cauchy problem for the Kawahara equation on
R has been extensively studied, and here we only give some of previous works. The local
well-posedness of Kawahara equation was first established by Cui and Tao [12]. They proved
the Strichartz estimate for the fifth-order operator and obtained the local well-posedness in
Hs(R) s > 1/4 as its application, which implies, in addition to the energy conservation law
(1.3), H2(R) global well-posedness. Later, Cui, Deng and Tao [8] improved the previous result
to the negative regularity Sobolev space Hs(R), s > −1, and Wang, Cui and Deng [41] further
improved to the lower regularity s ≥ −7/5. In both paper, authors used Fourier restriction
norm method, while more delicate analysis has been performed in the latter one than the
former one. L2(R) conservation law (1.2) allows the former result to extend the global one in
L2(R). In [41], they used I-method to establish the global well-posedness in Hs(R), s > −1/2.
In [10] and [19], authors independently prove the local well-posedness in Hs(R), s > −7/4,
while their methods are same, particularly, the Fourier restriction norm method in addition
to Tao’s [K;Z]-multiplier norm method. At the critical regularity Sobolev space H−7/4(R),
Chen and Guo [9] proved local and global well-posedness by using Besov-type critical space
and I-method. Kato [21] proved the local well-posedness for s ≥ −2 by modifying Xs,b space
and the ill-posedness for s < −2 in the sense that the flow map is discontinuous. We also
refer to [18, 42] and references therein for more results.
1.2. The models on the half-lines and main results. We mainly consider the Kawahara
equation on the right half-line (0,∞)
∂tu− ∂
5
xu+ ∂x(u
2) = 0, (t, x) ∈ (0, T )× (0,∞),
u(0, x) = u0(x), x ∈ (0,∞),
u(t, 0) = f(t), ux(t, 0) = g(t) t ∈ (0, T )
(1.4)
and on the left half-line (−∞, 0)
∂tu− ∂
5
xu+ ∂x(u
2) = 0, (t, x) ∈ (0, T ) × (−∞, 0),
u(0, x) = u0(x), x ∈ (−∞, 0),
u(t, 0) = f(t), ux(t, 0) = g(t), uxx(t, 0) = h(t) t ∈ (0, T ).
(1.5)
The difference between the numbers of boundary conditions in (1.4) and (1.5) is motivated
by integral identities on smooth solutions to the linear equation
∂tu− ∂
5
xu = 0. (1.6)
Indeed, for a smooth solution u to (1.6) and T > 0, we have∫ ∞
0
u2(T, x)dx =
∫ ∞
0
u2(0, x)dx −
∫ T
0
(∂2xu)
2(t, 0)dt + 2
∫ T
0
∂3xu(t, 0)∂xu(t, 0)dt
− 2
∫ T
0
∂4xu(t, 0)u(t, 0)dt
(1.7)
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and∫ 0
−∞
u2(T, x)dx =
∫ 0
−∞
u2(0, x)dx +
∫ T
0
(∂2xu)
2(t, 0)dt − 2
∫ T
0
∂3xu(t, 0)∂xu(t, 0)dt
+ 2
∫ T
0
∂4xu(t, 0)u(t, 0)dt
(1.8)
by using (1.6) and the integration by parts. Thus, under the condition
u(0, x) = 0 for x > 0, u(t, 0) = ∂xu(t, 0) = 0 for 0 < t < T, (1.9)
we can conclude from (1.7) that u(T, x) = 0 for all x > 0, while u(t, x) 6= 0 for x < 0 exists
under the same condition (1.9) (but u(0, x) = 0 for x < 0) due to (1.8). Indeed, even when
u0(x) = 0 (zero initial data), f = g = 0 (first two zero boundary conditions) and w = 0
(linear problem), there exist non-trivial γj, j = 1, 2, 3, such that the solutions of the form
(7.1) with (7.2)–(7.4) in Section 7 satisfy the linear Kawahara equation (1.5) (see also §2.1 in
[16] for KdV equation case). Thus, from (1.8), one can see that one more boundary condition
for (1.5) is necessary in contrast to (1.4).
It is well-known by Kenig, Ponce and Vega [24] that the local smoothing effect for the
fifth-order linear group operator et∂
5
x
‖∂2xe
t∂5xφ‖L∞x L2t (Rt) ≤ c‖φ‖L2x(R),
plays an important role in the low regularity local theory for the fifth-order equations. More-
over, it can be expressed as
‖∂jxe
t∂5xφ‖
L∞x H˙
s+2−j
5 (Rt)
≤ c‖φ‖H˙s(R), for j = 0, 1, 2, (1.10)
which motivates the relation of regularities among initial and boundary data. Thus, we set
the initial-boundary conditions for (1.4)
u0 ∈ H
s(R+), f(t) ∈ H
s+2
5 (R+) and g(t) ∈ H
s+1
5 (R+),
u0(0) = f(0), when
1
2 < s <
3
2 ,
u0(0) = f(0), ∂xu0(0) = g(0),when
3
2 < s <
5
2
(1.11)
and for (1.5)
u0 ∈ H
s(R−), f(t) ∈ H
s+2
5 (R+), g(t) ∈ H
s+1
5 (R+) and h(t) ∈ H
s
5 (R+),
u0(0) = f(0), when
1
2 < s <
3
2 ,
u0(0) = f(0), ∂xu0(0) = g(0),when
3
2 < s <
5
2 .
(1.12)
When s > 12 , the Sobolev embedding theorem allows that the trace map u0 7→ u0(0) is
well-defined on Hs(R+). By the same reason, f(0) is well-defined on H
s+2
5 (R+), since if
s > 12 , then
s+2
5 >
1
2 . Since u(0, 0) means both quantities u0(0) and f(0), they should be
identical. Moreover, when s > 32 , then both s− 1 >
1
2 and
s+1
5 >
1
2 hold. Thus ∂xu0(0) and
g(0) are well-defined on Hs−1(R+) and H
s+1
5 (R+), respectively, and they must be identical.
On the other hand, under the regularity condition s < 52 , ∂
2
xu ∈ H
s−2 and h ∈ H
s
5 in (1.5)
are not well-defined trace at zero.
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The main goal in the paper is to show the local well-posedness of (1.4) and (1.5) in the low
regularity Sobolev space. In the previous works on the IBVP of the Kawahara equation and
its related equations posed on the right half-line, e.g. [35, 32, 36, 33] and references therein,
authors proved local and global well-posedness in the high regularity function spaces with
exponential decay property, or weighted Sobolev space for at least nonnegative regularity.
On the other hand, the IBVP for (1.5) is first considered in this paper as far as authors
know it. The principal contribution in this paper is to study both IBVPs of (1.4) and (1.5) in
the low regularity (including negative regularity) setting (compared to IVP of (1.1)) without
any additional weight condition.
We first state the main theorem for (1.4).
Theorem 1.1. Let s ∈ (−74 ,
5
2 ) \ {
1
2 ,
3
2}. For given initial-boundary data (u0, f, g) satisfying
(1.11), there exist a positive time T depending on ‖u0‖Hs(R+), ‖f‖
H
s+2
5 (R+)
and ‖g‖
H
s+1
5 (R+)
,
and a unique solution u(t, x) ∈ C((0, T );Hs(R+)) to (1.4)-(1.11) satisfying
u ∈ C
(
R
+; H
s+2
5 (0, T )
)
∩Xs,b((0, T )×R+)∩Dα((0, T )×R+) and ∂xu ∈ C
(
R
+; H
s+1
5 (0, T )
)
for some b(s) < 12 and α(s) >
1
2 . Moreover, the map (u0, f, g) 7−→ u is analytic from
Hs(R+)×H
s+2
5 (R+)×H
s+1
5 (R+) to C
(
(0, T ); Hs(R+)
)
.
Moreover, we have the following theorem for (1.5).
Theorem 1.2. Let s ∈ (−74 ,
5
2 )\{
1
2 ,
3
2}. For given initial-boundary data (u0, f, g, h) satisfying
(1.12), there exist a positive time T depending on ‖u0‖Hs(R−), ‖f‖
H
s+2
5 (R+)
, ‖g‖
H
s+1
5 (R+)
and
‖h‖
H
s
5 (R+)
, and a unique solution u(t, x) ∈ C((0, T );Hs(R−)) to (1.5)-(1.12) satisfying
u ∈ C
(
R
−; H
s+2
5 (0, T )
)
∩Xs,b((0, T ) ×R−) ∩Dα((0, T ) × R−),
∂xu ∈ C
(
R
−; H
s+1
5 (0, T )
)
and ∂2xu ∈ C
(
R
−; H
s
5 (0, T )
)
for some b(s) < 12 and α(s) >
1
2 . Moreover, the map (u0, f, g, h) 7−→ u is analytic from
Hs(R−)×H
s+2
5 (R+)×H
s+1
5 (R+)×H
s
5 (R+) to C
(
(0, T ); Hs(R−)
)
.
Remark 1.1. The lower bound of regularity range addressed in Theorems 1.1 and 1.2 follows
from the following bilinear estimate
‖∂x(uv)‖Xs,−b∩Y s,−b ≤ c‖u‖Xs,b∩Dα‖v‖Xs,b∩Dα , (1.13)
where Y s,b is an intermediate norm in the iteration process, which will be introduced in Section
2.2. It can be seen in [21] that the bilinear estimate (1.13) fails when s < −74 for b >
1
2 due
to the high × high ⇒ low interaction component along the non-resonant phenomenon, which
is the typical enemy of the bilinear estimates in the low regularity. Although the Xs,b spaces
for b < 12 is used to study the IBVP, the counter-example introduced in [21] is still valid to
our work, since the exponent b is chosen very close to 12 . Thus, one may say Theorems 1.1
and 1.2 are almost sharp compared with [10, 19].
On the other hand, Chen and Guo [9] overcame the logarithmic divergence appearing in
(1.13) (without Y s,b spaces) at the end-point regularity by using the Besov-type spaces (X0,
1
2
,1
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spaces). Thereafter, Kato [21] used an appropriate weight (weighted Xs,b space introduced by
Bejenaru and Tao [2], and further developed in [1, 27, 26, 29]) to extend the regularity range,
where the bilinear estimate holds. However, the use of Besov-type or weighted Xs,b spaces
for the IBVP is not investigated as far as authors know, thus the local-well-posedness of the
IBVP of (1.1) for s ≤ −74 remains as an interesting open problem (also other equations, for
example, KdV equation at s = −34 compared to [14, 28]).
The proof is based on the Picard iteration method for a suitable extension of solutions.
We first convert the IBVP of (1.1) posed in R+ × R+ to the initial value problem (IVP)
of (1.1) (integral equation formula) in the whole space R × R (see Section 3) by using the
Duhamel boundary forcing operator. The energy and nonlinear estimates (will be established
in Sections 4 and 5, respectively) allow us to apply the Picard iteration method to IVP of (1.1),
and hence we can complete the proof. The new ingredients here are the Duhamel boundary
forcing operator for the fifth-order linear equation and its analysis, and the bilinear estimate.
It is well-known that the Kawahara equation (1.1) enjoys the scaling symmetry: if u is a
solution to (1.1), uλ defined by
uλ(t, x) := λ
4u(λ5t, λx), λ > 0
is a solution to (1.1) as well. A straightforward calculation gives
‖u0,λ‖Hs + ‖fλ‖
H
s+2
5
+ ‖gλ‖
H
s+1
5
+ ‖hλ‖H
s
5
=λ
7
2 〈λ〉s‖u0‖Hs + λ
3
2 〈λ〉s+2‖f‖
H
s+2
5
+ λ
5
2 〈λ〉s+1‖g‖
H
s+1
5
+ λ
7
2 〈λ〉s‖f‖
H
s
5
,
(1.14)
which allows us to regard IBVPs (1.4) and (1.5) as small data problems.
Remark 1.2. The analysis of Duhamel boundary forcing operator established in this paper
can be applied to both the fifth-order equation with different nonlinearities and the same
equation on different boundary regions, for instance, a segment in the right / left half-line,
a metric star graph, and so on. See, for instance, our upcoming work [7] for the IBVP of
the fifth-order KdV-type equations, whose nonlinearities do not allow the scaling argument in
contrast to this paper.
1.3. Organization of the paper. The rest of paper is organized as follows: In Section 2, we
introduce some function spaces defined on the half line and construct the solution spaces. In
Section 3, we introduce the boundary forcing operator for the fifth-order KdV-type equation.
In Sections 4 and 5, we show the energy estimates and the bilinear estimates, respectively.
In Sections 6 and 7, we complete the proofs of Theorems 1.1 and 1.2, respectively.
2. Preliminaries
Let R+ = (0,∞). For positive real numbers x, y ∈ R+, we mean x . y by x ≤ Cy for some
C > 0. Also, x ∼ y means x . y and y . x. Similarly, .s and ∼s can be defined, where
the implicit constants depend on s. Let a1, a2, a3 ∈ R. The quantities amax ≥ amed ≥ amin
can be conveniently defined to be the maximum, median and minimum values of a1, a2, a3
respectively.
Throughout the paper, we fix a cut-off function (even function)
ψ ∈ C∞0 (R) such that 0 ≤ ψ ≤ 1, ψ ≡ 1 on [−1, 1], ψ ≡ 0, |t| ≥ 2. (2.1)
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2.1. Sobolev spaces on the half line. For s ≥ 0, we say f ∈ Hs(R+) if there exists
F ∈ Hs(R) such that f(x) = F (x) for x > 0, in this case we set ‖f‖Hs(R+) = infF ‖F‖Hs(R).
For s ∈ R, we say f ∈ Hs0(R
+) if there exists F ∈ Hs(R) such that F is the extension of f on
R and F (x) = 0 for x < 0. In this case, we set ‖f‖Hs0(R+) = ‖F‖Hs(R). For s < 0, we define
Hs(R+) as the dual space of H−s0 (R
+).
We also set C∞0 (R
+) = {f ∈ C∞(R); suppf ⊂ [0,∞)}, and define C∞0,c(R
+) as the subset
of C∞0 (R
+), whose members have a compact support on (0,∞). We remark that C∞0,c(R
+) is
dense in Hs0(R
+) for all s ∈ R.
We finish this subsection with stating elementary properties of the Sobolev spaces.
Lemma 2.1. For −12 < s <
1
2 and f ∈ H
s(R), we have
‖χ(0,∞)f‖Hs(R) ≤ c‖f‖Hs(R). (2.2)
Proof. The proof of (2.2) for 0 ≤ s < 1/2 immediately follows from Proposition 3.5 in [20].
For −1/2 < s < 0, for f ∈ Hs(R), the duality of Hs(R) and (2.2) for 0 < −s < 12 yields
χ(0,∞)f ∈ H
s(R). Hence, from the definitions of Hs(R+) and Hs0(R
+), and Proposition 2.7
in [11], we have
‖χ(0,∞)f‖Hs(R) = ‖χ(0,∞)f‖Hs0(R+) ∼ ‖χ(0,∞)f‖Hs(R+) . ‖f‖Hs(R).

Lemma 2.2. If 0 ≤ s < 12 , then ‖ψf‖Hs(R) ≤ c‖f‖H˙s(R) and ‖ψf‖H˙−s(R) ≤ c‖f‖H−s(R) ,
where the constant c depends only on s and ψ.
Remark that Lemma 2.2 is equivalent that ‖f‖Hs(R) ∼ ‖f‖H˙s(R) for −
1
2 < s <
1
2 where
f ∈ Hs with suppf ⊂ [0, 1].
Proof. The proof follows from the Cauchy-Schwarz inequality and the smoothness of ψ. We
remark that the regularity range follows from the fact∫ 1
0
xα
dx
<∞ for − 1 < α.

Lemma 2.3 (Proposition 2.4 in [11]). If 12 < s <
3
2 the following statements are valid:
(a) Hs0(R
+) =
{
f ∈ Hs(R+); f(0) = 0
}
,
(b) If f ∈ Hs(R+) with f(0) = 0, then ‖χ(0,∞)f‖Hs0(R+) ≤ c‖f‖Hs(R+).
Lemma 2.4 (Proposition 2.5. in [11]). Let −∞ < s < ∞ and f ∈ Hs0(R
+). For the cut-off
function ψ defined in (2.1), we have ‖ψf‖Hs0 (R+) ≤ c‖f‖Hs0 (R+).
2.2. Solution spaces. For f ∈ S ′(R2) we denote by f˜ or F(f) the Fourier transform of f
with respect to both spatial and time variables
f˜(τ, ξ) =
∫
R2
e−ixξe−itτf(t, x) dxdt.
8 M. CAVALCANTE AND C. KWAK
Moreover, we use Fx and Ft to denote the Fourier transform with respect to space and time
variable respectively (also use ̂ for both cases).
For s, b ∈ R, we introduce the classical Bourgain spaces Xs,b associated to (1.1) as the
completion of S ′(R2) under the norm
‖f‖2Xs,b =
∫
R2
〈ξ〉2s〈τ − ξ5〉2b|f˜(τ, ξ)|2 dξdτ,
where 〈·〉 = (1 + | · |2)1/2. The Fourier restriction norm method was first implemented in its
current form by Bourgain [4] and further developed by Kenig, Ponce and Vega [25] and Tao
[39]. The following is one of the basic properties of Xs,b estimates:
Lemma 2.5 (Lemma 2.11 in [40]). Let ψ(t) be a Schwartz function in time. Then, we have
‖ψ(t)f‖Xs,b .ψ,b ‖f‖Xs,b .
As well-known, the Xs,b space with b > 12 is well-adapted to study the IVP of dispersive
equations. However, in the study of the IBVP, the standard argument cannot be applied
directly due to the following two reasons: First, the control of (derivatives) time trace norms of
the Duhamel parts requires us to introduce modifiedXs,b-type spaces, since the full regularity
range cannot be covered (see Lemma 4.2 (b)). In order to overcome this weakness, we define
the (time-adapted) Bourgain space Y s,b associated to (1.1) as the completion of S′(R2) under
the norm
‖f‖2Y s,b =
∫
R2
〈τ〉
2s
5 〈τ − ξ5〉2b|f˜(τ, ξ)|2 dξdτ.
Second, the Duhamel boundary forcing operator in the study of the IBVP requires us to take
the exponent b of the standard Xs,b space in the range (0, 12 ). It forces us to use the low
frequency localized X0,b-type space with b > 12 in the nonlinear estimates. Hence, we define
Dα space as the completion of S ′(R2) under the norm
‖f‖2Dα =
∫
R2
〈τ〉2α1{ξ:|ξ|≤1}(ξ)|f˜(τ, ξ)|
2 dξdτ,
where 1A is the characteristic functions on a set A.
Let Z+ = Z ∩ [0,∞). For k ∈ Z+, we set
I0 = {ξ ∈ R : |ξ| ≤ 2} and Ik = {ξ ∈ R : 2
k−1 ≤ |ξ| ≤ 2k+1}, k ≥ 1.
Let η0 : R → [0, 1] denote a smooth bump function supported in [−2, 2] and equal to 1 in
[−1, 1]. For k ∈ Z+, let
χ0(ξ) = η0(ξ), and χk(ξ) = η0(ξ/2
k)− η0(ξ/2
k−1), k ≥ 1,
which is supported in Ik, and
χ[k1,k2] =
k2∑
k=k1
χk for any k1 ≤ k2 ∈ Z+.
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{χk}k∈Z+ is the inhomogeneous decomposition function sequence to the frequency space. For
k ∈ Z+, let Pk denote the operators on L
2(R) defined by P̂kv(ξ) = χk(ξ)v̂(ξ). For l ∈ Z+, let
P≤l =
∑
k≤l
Pk, P≥l =
∑
k≥l
Pk.
For the modulation decomposition, we use the multiplier ηj, but the same as ηj(τ − ξ
5) =
χj(τ − ξ
5). For k, j ∈ Z+, let
Dk,j = {(τ, ξ) ∈ R
2 : τ − ξ5 ∈ Ij , ξ ∈ Ik}, Dk,≤j = ∪l≤jDk,l.
Note that the Littlewood-Paley theory allows that
‖f‖2Xs,b ∼
∑
k≥0
∑
j≥0
22sk22bj‖ηj(τ − ξ
5)χk(ξ)f˜(τ, ξ)‖
2
L2 (2.3)
and
‖f‖2Dα ∼ ‖P0f‖
2
X0,α .
Now we set the solution space denoted by Zs,b,αℓ with the following norm
2:
‖f‖
Zs,b,αℓ (R
2)
= sup
t∈R
‖f(t, ·)‖Hs +
ℓ∑
j=0
sup
x∈R
‖∂jxf(·, x)‖
H
s+2−j
5
+ ‖f‖Xs,b∩Dα ,
for some ℓ ∈ Z+. Remark that Z
s,b,α
1 and Z
s,b,α
2 will be used for the right-half line and the
left-half line problems, respectively (see Sections 6 and 7). The spatial and time restricted
space of Zs,b,αℓ (R
2) is defined by the standard way:
Zs,b,αℓ ((0, T ) × R
+) = Zs,b,αℓ
∣∣∣
(0,T )×R+
equipped with the norm
‖f‖
Zs,b,αℓ ((0,T )×R
+)
= inf
g∈Zs,b,αℓ
{‖g‖
Zs,b,αℓ
: g(t, x) = f(t, x) on (0, T ) ×R+}.
2.3. Riemann-Liouville fractional integral. In this section, we just give a summary of
the Riemann-Liouville fractional integral operator, see [11, 16] for more details. Let t+ be a
function defined by
t+ = t if t > 0, t+ = 0 if t ≤ 0.
We also define t− = (−t)+. The tempered distribution
tα−1+
Γ(α) is defined as a locally integrable
function for Re α > 0 by 〈
tα−1+
Γ(α)
, f
〉
=
1
Γ(α)
∫ ∞
0
tα−1f(t)dt.
2The Y s,b space is nothing but the intermediate norm in the Picard iteration argument (see Lemma 4.2 (b)
and Section 5).
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It follows that
tα−1+
Γ(α)
= ∂kt
(
tα+k−1+
Γ(α+ k)
)
,
for all k ∈ N. This expression can be used to extend the definition of
tα−1+
Γ(α) to all α ∈ C in the
sense of distributions. A change of contour calculation shows the Fourier transform of
tα−1+
Γ(α)
as follows: (
tα−1+
Γ(α)
)̂
(τ) = e−
1
2
πiα(τ − i0)−α, (2.4)
where (τ − i0)−α is the distributional limit. One can also rewrite (2.4) as follows for α /∈ Z:(
tα−1+
Γ(α)
)̂
(τ) = e−
1
2
απi|τ |−αχ(0,∞) + e
1
2
απi|τ |−αχ(−∞,0). (2.5)
Note from (2.4) and (2.5) that
(τ − i0)−α = |τ |−αχ(0,∞) + e
απi|τ |−αχ(−∞,0). (2.6)
For f ∈ C∞0 (R
+), we define
Iαf =
tα−1+
Γ(α)
∗ f.
Thus, for Re α > 0, we have
Iαf(t) =
1
Γ(α)
∫ t
0
(t− s)α−1f(s) ds, (2.7)
and basic properties I0f = f , I1f(t) =
∫ t
0 f(s) ds, I−1f = f
′ and IαIβ = Iα+β.
Lemma 2.6 (Lemma 2.1 in [16]). If f ∈ C∞0 (R
+), then Iαf ∈ C
∞
0 (R
+), for all α ∈ C.
Lemma 2.7 (Lemma 5.3 in [16]). If 0 ≤ Re α < ∞ and s ∈ R, then ‖I−αh‖Hs0 (R+) ≤
c‖h‖Hs+α0 (R+)
, where c = c(α).
Lemma 2.8 (Lemma 5.4 in [16]). If 0 ≤ Re α < ∞, s ∈ R and µ ∈ C∞0 (R), then
‖µIαh‖Hs0 (R+) ≤ c‖h‖Hs−α0 (R+)
, where c = c(µ, α).
2.4. Oscillatory integral. Let
B(x) =
1
2π
∫
R
eixξeiξ
5
dξ. (2.8)
We first calculate B(0) and B(n)(0), n = 1, 2, 3. A change of variable (η = ξ5), we have
B(0) =
1
2π
∫
R
eiξ
5
dξ =
1
10π
∫
R
eiηη−
4
5 dη.
We separate the interval into (0,∞) and (−∞, 0), and apply the change of contour to each
interval to obtain
B(0) =
1
10π
(
e
iπ
10Γ(1/5) + e−
iπ
10Γ(1/5)
)
.
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Hence, by using the property of the gamma function Γ(z)Γ(1 − z) = πsin(zπ) , we obtain
B(0) =
cos
(
π
10
)
5π
Γ(1/5) =
cos
(
π
10
)
5 sin
(
π
5
)
Γ(4/5)
. (2.9)
A direct calculation gives
B(n)(x) =
1
2π
∫
R
(iξ)neixξeiξ
5
dξ =
1
10π
∫
R
eiηη
n−4
5 dη., n = 1, 2, 3, · · · . (2.10)
Similarly, we have
B′(0) = −
cos
(
3π
10
)
5π
Γ(2/5) = −
cos
(
3π
10
)
5 sin
(
2π
5
)
Γ(3/5)
, (2.11)
B′′(0) = −
cos
(
3π
10
)
5π
Γ(3/5) = −
cos
(
3π
10
)
5 sin
(
2π
5
)
Γ(2/5)
(2.12)
and
B(3)(0) =
cos
(
π
10
)
5π
Γ(4/5) =
cos
(
π
10
)
5 sin
(
π
5
)
Γ(1/5)
, (2.13)
thanks to sin(zπ) = sin((1− z)π).
Moreover, from (2.8), Fubini theorem and the definition of the Heaviside function H(x)
(see [13] for the details), we have∫ ∞
0
B(y) dy =
1
2π
∫ ∫ ∞
0
eiyξ dyeiξ
5
dξ =
1
2π
∫
Ĥ(−ξ)eiξ
5
dξ.
We use the change of variable (ξ 7→ −ξ) the properties of the Heaviside function (Ĥ(ξ) =
p.v. 1iξ + πδ(ξ)) to obtain
1
2π
∫
Ĥ(−ξ)eiξ
5
dξ =
1
2π
∫
(p.v.
1
iξ
+ πδ(ξ))e−iξ
5
dξ.
The change of variable (ξ 7→ η
1
5 ) and the fact Fx[p.v.
1
x ](ξ) = −iπsgn(ξ) yield∫ ∞
0
B(y) dy =
1
2π
(
−
π
5
+ π
)
=
2
5
.
Lemma 2.9 (Decay of oscillatory integral B(x), [38]3). Suppose x > 0. Then as x→∞,
(i) B(x) . 〈x〉−N for all N > 0.
(ii) B(−x) . 〈x〉−3/8.
We only give a comment on the proof that the proof of (i) follows the repeated integration
by parts, while the proof of (ii) essentially follows the van der Corput lemma. Moreover, one
can prove B(x) has exponentially decay as x→∞.
Lemma 2.10 (Mellin transform of B(x)).
3In fact, in [38], the decay of the Airy function is given. However, the same argument can be applied to (2.8)
to obtain Lemma 2.9.
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(i) For Re λ > 0 we have∫ ∞
0
xλ−1B(x)dx =
Γ(λ)Γ(15 −
λ
5 )
5π
cos
(
(1 + 4λ)π
10
)
. (2.14)
(ii) For 0 < Re λ < 38 we have∫ ∞
0
xλ−1B(−x)dx =
Γ(λ)Γ(15 −
λ
5 )
5π
cos
(
(1− 6λ)π
10
)
. (2.15)
Remark that a direct calculation gives Γ(15 −
λ
5 ) has poles at λ = 1 + 5n, n = 0, 1, 2, · · · ,
but
cos
(
(1 + 4(1 + 5n))π
10
)
= cos
(π
2
+ 2nπ
)
= 0.
Moreover, the range of Re λ relies on the decay rates of B(x) and B(−x) in Lemma 2.9.
Proof. The proof basically follows the proof of Lemma 3.3 in [16] and the only difference
appears in the change of variable (η = ξ5). See [16] for the details. 
3. Duhamel boundary forcing operator
In this section, we study the Duhamel boundary forcing operator, which was introduced
by Colliander and Kenig [11], in order to construct the solution to (1.1) forced by boundary
conditions. We also refer to [16, 6, 5] for more details.
3.1. Duhamel boundary forcing operator class. We introduce the Duhamel boundary
forcing operator associated to the linear Kahawara equation. Let
M =
1
B(0)Γ(4/5)
. (3.1)
For f ∈ C∞0 (R
+), define the boundary forcing operator L0 of order 0
L0f(t, x) :=M
∫ t
0
e(t−t
′)∂5xδ0(x)I− 4
5
f(t′)dt′. (3.2)
We note that the property of convolution operator (∂x(f ∗ g) = (∂xf) ∗ g = f ∗ (∂xg)) and
the integration by parts in t′ in (3.2) gives
L0(∂tf)(t, x) =Mδ0(x)I− 4
5
f(t) + ∂5xL
0f(t, x). (3.3)
A change of variable and (2.8) give
L0f(t, x) =M
∫ t
0
e(t−t
′)∂5xδ0(x)I− 4
5
f(t′)dt′
=M
∫ t
0
B
(
x
(t− t′)1/5
) I− 4
5
f(t′)
(t− t′)1/5
dt′.
(3.4)
Lemma 3.1. Let f ∈ C∞0,c(R
+).
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(a) For fixed 0 ≤ t ≤ 1, ∂kxL
0f(t, x), k = 0, 1, 2, 3, is continuous in x ∈ R and has the
decay property in terms of the spatial variable as follows:
|∂kxL
0f(t, x)| .N ‖f‖HN+k〈x〉
−N , N ≥ 0. (3.5)
(b) For fixed 0 ≤ t ≤ 1, ∂4xL
0f(t, x) is continuous in x for x 6= 0 and is discontinuous at
x = 0 satisfying
lim
x→0−
∂4xL
0f(t, x) = c1I−4/5f(t), lim
x→0+
∂4xL
0f(t, x) = c2I−4/5f(t)
for c1 6= c2. ∂
4
xL
0f(t, x) also has the decay property in terms of the spatial variable
|∂4xL
0f(t, x)| .N ‖f‖HN+4〈x〉
−N , N ≥ 0. (3.6)
Proof. The continuity of ∂kxL
0f(t, x) follows from (2.10) with (2.9), (2.11)–(2.13) for k =
0, 1, 2, 3 and the proof of (3.5) exactly follows the proof of Lemma 2.2 in [16]. Moreover, (3.5)
and (3.3) yield that ∂4xL
0f(t, x) is discontinuous only at x = 0 of size MI− 4
5
f(t) (where M
is defined as in (3.1)), and has the decay bounds (3.6). See [16] for the details. 
We remark from Lemma 3.1 that L0f(t, 0) = f(t). We, now, generalize the boundary
forcing operator defined as in (3.2) for λ ∈ C satisfying Reλ > −5.
For Re λ > 0 and given g ∈ C∞0 (R
+), we define
Lλ±g(t, x) =
[
xλ−1∓
Γ(λ)
∗ L0
(
I−λ
5
g
)
(t, ·)
]
(x), (3.7)
where ∗ denotes the convolution operator. Note that Lλ+ (resp. L
λ
−) will be used for the right
half-line problem (1.4) (resp. the left half-line problem (1.5)). With
xλ−1−
Γ(λ) =
(−x)λ−1+
Γ(λ) , we also
have
Lλ+g(t, x) =
1
Γ(λ)
∫ ∞
x
(y − x)λ−1L0
(
I−λ
5
g
)
(t, y)dy. (3.8)
and
Lλ−g(t, x) =
1
Γ(λ)
∫ x
−∞
(x− y)λ−1L0
(
I−λ
5
g
)
(t, y)dy. (3.9)
For Reλ > −5, we use the integration by parts in (3.8) and (3.9) with the decay property in
Lemma 3.1, and (3.3) to obtain
Lλ+g(t, x) =
[
x
(λ+5)−1
−
Γ(λ+ 5)
∗ (−∂5x)L
0
(
I−λ
5
g
)
(t, ·)
]
(x)
=M
x
(λ+5)−1
−
Γ(λ+ 5)
I− 4
5
−λ
5
g(t)−
∫ ∞
x
(y − x)(λ+5)−1
Γ(λ+ 5)
L0
(
∂tI−λ
5
g
)
(t, y)dy
(3.10)
14 M. CAVALCANTE AND C. KWAK
and
Lλ−g(t, x) =
[
x
(λ+5)−1
+
Γ(λ+ 5)
∗ ∂5xL
0
(
I−λ
5
g
)
(t, ·)
]
(x)
= −M
x
(λ+5)−1
+
Γ(λ+ 5)
I− 4
5
−λ
5
g(t) +
∫ x
−∞
(x− y)(λ+5)−1
Γ(λ+ 5)
L0
(
∂tI−λ
5
g
)
(t, y)dy,
(3.11)
respectively, whereM is as in (3.1). We, thus, choose the second term in (3.10) (resp. (3.11))
as the definition of Lλ+g(t, x) (resp. L
λ
−g(t, x)), and it immediately satisfies (in the sense of
distributions)
(∂t − ∂
5
x)L
λ
−g(t, x) =M
xλ−1+
Γ(λ)
I− 4
5
−λ
5
g(t)
and
(∂t − ∂
5
x)L
λ
+g(t, x) =M
xλ−1−
Γ(λ)
I− 4
5
−λ
5
g(t).
Lemma 3.2 (Spatial continuity and decay properties for Lλ±g(t, x)). Let g ∈ C
∞
0 (R
+) and
M be as in (3.1). Then, we have
L−k± g = ∂
k
xL
0I k
5
g, k = 0, 1, 2, 3, 4. (3.12)
Moreover, L−4± g(t, x) is continuous in x ∈ R \ {0} and has a step discontinuity of size Mg(t)
at x = 0. For λ > −4, Lλ±g(t, x) is continuous in x ∈ R. For −4 ≤ λ ≤ 1 and 0 ≤ t ≤ 1,
Lλ±g(t, x) satisfies the following decay bounds:
|Lλ−g(t, x)| ≤ cm,λ,g〈x〉
−m, for all x ≤ 0 and m ≥ 0,
|Lλ−g(t, x)| ≤ cλ,g〈x〉
λ−1, for all x ≥ 0.
|Lλ+g(t, x)| ≤ cm,λ,g〈x〉
−m, for all x ≥ 0 and m ≥ 0,
and
|Lλ+g(t, x)| ≤ cλ,g〈x〉
λ−1, for all x ≤ 0.
Proof. (3.10) and (3.11) immediately show (3.12). Moreover, Lemma 3.1 guarantees the
continuity (except for x = 0 when λ = −4) and discontinuity at x = 0 of Lλ±g for λ ≥ −4
and λ = −4, respectively. The proof of decay bounds can be obtained by using (3.10), (3.11),
(3.3) and Lemma 3.1. For the detailed argument, see Lemma 3.1 in [16]. 
Lemma 3.3 (Values of Lλ+f(t, 0) and L
λ
−f(t, 0) ). For Re λ > −4,
Lλ+f(t, 0) =
1
B(0)Γ(4/5)
cos
(
(1+4λ)π
10
)
5 sin
(
(1−λ)π
5
)f(t) (3.13)
and
Lλ−f(t, 0) =
1
B(0)Γ(4/5)
cos
(
(1−6λ)π
10
)
5 sin
(
(1−λ)π
5
)f(t) (3.14)
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Proof. We only prove (3.13), since the proof of (3.14) is similar. We use the formula (3.10)
to have
Lλ+f(t, 0) = −
∫ ∞
0
y(λ+5)−1
Γ(λ+ 5)
L0
(
∂tI−λ
5
f
)
(t, y)dy.
It shows Lλ+f(t, 0) (similarly L
λ
−f(t, 0) ) is analytic in λ for Re λ > −4.
By analyticity argument, it suffices to consider the case when λ is a positive real number
(λ is in (0, 3/8) for (3.14), in order to use (2.15)) and (3.4) (where M is defined as in (3.1)).
For the computation we use the representation (3.8) for λ > 0. Fubini Theorem, the change
of variable, (2.14) and (2.7), we have
Lλ+f(t, 0) =
M
Γ(λ)
∫ ∞
0
yλ−1
∫ t
0
B
(
y
(t− t′)1/5
) I−λ−4
5
f(t′)
(t− t′)1/5
dt′dy
=
M
Γ(λ)
∫ t
0
(t− t′)
λ+4
5
−1I−λ−4
5
f(t′)
∫ ∞
0
yλ−1B(y) dydt′
=
M
Γ(λ)
Γ
(
λ
5
+
4
5
)
f(t)
Γ(λ)Γ(15 −
λ
5 )
5π
cos
(
(1 + 4λ)π
10
)
=
M cos
(
(1+4λ)π
10
)
5 sin
(
(1−λ)π
5
) f(t).
The last equality is valid thanks to Γ(z)Γ(1 − z) = πsin πz . 
3.2. Linear version. We consider the linear Kawahara equation
∂tu− ∂
5
xu = 0. (3.15)
We define the unitary group associated to (3.15) as
et∂
5
xφ(x) =
1
2π
∫
eixξeitξ
5
φˆ(ξ)dξ,
which allows {
(∂t − ∂
5
x)e
t∂5xφ(x) = 0, (t, x) ∈ R×R,
et∂
5
xφ(x)
∣∣
t=0
= φ(x), x ∈ R.
(3.16)
Recall Lλ+ in (3.10) for the right half-line problem. Let
u(t, x) = Lλ1+ γ1(t, x) + L
λ2
+ γ2(t, x),
where γj (j = 1, 2) will be chosen later in terms of given boundary data f and g.
Let aj and bj be constants depending on λj , j = 1, 2, given by
aj =
1
B(0)Γ
(
4
5
) cos
(
(1+4λj)π
10
)
5 sin
(
(1−λj )π
5
) and bj = 1
B(0)Γ
(
4
5
) cos
(
(4λj−3)π
10
)
5 sin
(
(2−λj)π
5
) . (3.17)
By Lemmas 3.2 and 3.3, we get
f(t) = u(t, 0) = a1γ1(t) + a2γ2(t) (3.18)
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and
g(t) = ∂xu(t, 0) = b1I− 1
5
γ1(t) + b2I− 1
5
γ2(t). (3.19)
Together with (3.18) and (3.19), we can write as a matrix form[
f(t)
I 1
5
g(t)
]
= A
[
γ1(t)
γ2(t)
]
,
where
A(λ1, λ2) =
[
a1 a2
b1 b2
]
.
We choose an appropriate λj, j = 1, 2, such that A is invertible, and hence u solves
(∂t − ∂
5
x)u = 0,
u(0, x) = 0,
u(t, 0) = f(t), ∂xu(t, 0) = g(t).
(3.20)
Thus, from (3.16) and (3.20), we can construct a solution to linear Kawahara equation (3.15)
posed on the right half-line.
Similarly, we can construct a solution to linear Kawahara equation (3.15) posed on the left
half-line by using three boundary conditions, see Section 7 for more details.
3.3. Nonlinear version. We define the Duhamel inhomogeneous solution operator D as
Dw(t, x) =
∫ t
0
e(t−t
′)∂5xw(t′, x)dt′,
it follows that {
(∂t − ∂
5
x)Dw(t, x) = w(t, x), (t, x) ∈ R× R,
Dw(x, 0) = 0, x ∈ R.
Let
u(t, x) = Lλ1+ γ1(t, x) + L
λ2
+ γ2(t, x) + e
t∂5xφ(x) +Dw.
Similarly as in Subsection 3.2, but γ1 and γ2 are dependent on not only f and g, but also
et∂
5
xφ(x) and Dw, we see that u solves
(∂t − ∂
5
x)u = w,
u(0, x) = φ(x),
u(t, 0) = f(t), ∂xu(t, 0) = g(t).
Similarly, we can construct a solution to nonlinear Kawahara equation posed on the left
half-line. See Sections 6 and 7 for more details.
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4. Energy estimates
In this section, we are going to prove the energy estimate in the solution space defined as
in Subsection 2.2.
Lemma 4.1. Let s ∈ R and b, α ∈ R. If φ ∈ Hs(R), then
(a) (Space traces) ‖ψ(t)et∂
5
xφ(x)‖
C
(
Rt;Hsx(R)
) . ‖φ‖Hs(R);
(b) ((Derivatives) Time traces)
‖ψ(t)∂jxe
t∂5xφ(x)‖
Cx(R;H
s+2−j
5
t (R))
.ψ,s,j ‖φ‖Hs(R), j ∈ {0, 1, 2};
(c) (Bourgain spaces) ‖ψ(t)et∂
5
xφ(x)‖Xs,b∩Dα .ψ,b,α ‖φ‖Hs(R).
Proof. The proofs of (a) and (c) are standard and the proof of (b) follows from the smoothness
of ψ and the local smoothing estimate (1.10). We omit the details. 
Lemma 4.2. Let s ∈ R. For 0 < b < 12 < α < 1− b, we have
(a) (Space traces)
‖ψ(t)Dw(t, x)‖
C
(
Rt;Hs(Rx)
) . ‖w‖Xs,−b ;
(b) ((Derivatives) Time traces)
‖ψ(t)∂jxDw(t, x)‖
C(Rx;H
s+2−j
5 (Rt))
. ‖w‖Xs,−b + ‖w‖Y s,−b ;
(c) (Bourgain spaces estimates)
‖ψ(t)Dw(t, x)‖Xs,b∩Dα . ‖w‖Xs,−b .
Remark in (b) that ‖ψ(t)∂jxDw(t, x)‖
C(Rx ;H
s+2−j
5
0 (R
+
t ))
has same bound for s < 112 + j.
Proof. The idea of the proof of Lemma 4.2 follows Section 5 in [11]. Here we give the details
for the sake of reader’s convenience.
(a). A direct calculate gives
ψ(t)Dw(t, x) = c
∫
eixξeitξ
5
ψ(t)
∫
w˜(τ ′, ξ)
eit(τ
′−ξ5) − 1
i(τ ′ − ξ5)
dτ ′dξ. (4.1)
We denote by w = w1 + w2, where
w˜1(τ, ξ) = η0(τ − ξ
5)w˜(τ, ξ),
where η0 is defined in Subsection 2.2.
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For w1, we use the Taylor expansion of e
x at x = 0. Then, we can rewrite (4.1) for w1 as
ψ(t)Dw(t, x) = c
∫
eixξeitξ
5
ψ(t)
∫
w˜1(τ
′, ξ)
eit(τ
′−ξ5) − 1
i(τ ′ − ξ5)
dτ ′dξ
= c
∞∑
k=1
ik−1
k!
ψk(t)
∫
eixξeitξ
5
F̂ k1 (ξ) dξ
= c
∞∑
k=1
ik−1
k!
ψk(t)et∂
5
xF k1 (x),
where ψk(t) = tkψ(t) and
F̂ k1 (ξ) =
∫
w˜1(τ, ξ)(τ − ξ
5)k−1 dτ. (4.2)
Since
‖F k1 ‖Hs =
(∫
〈ξ〉2s
∣∣∣∣∫ w˜1(τ, ξ)(τ − ξ5)k−1 dτ ∣∣∣∣2 dξ
) 1
2
. ‖w‖Xs,−b , (4.3)
we have from Lemma 4.1 (a) that
‖ψ(t)Dw(t, x)‖CtHs .
∞∑
k=1
1
k!
‖F k1 ‖Hsx . ‖w‖Xs,−b .
For w2, a direct calculation gives
F [ψDw](τ, ξ) = c
∫
w˜2(τ
′, ξ)
ψ̂(τ − τ ′)− ψ̂(τ − ξ5)
i(τ ′ − ξ5)
dτ ′. (4.4)
Since ‖ψDw‖CtHs . ‖〈ξ〉
sF [ψDw](τ, ξ)‖L2ξL1τ
, it suffices to control∫ 〈ξ〉2s ∣∣∣∣∣
∫
|w˜2(τ
′, ξ)|
∫
|ψ̂(τ − τ ′)− ψ̂(τ − ξ5)|
|τ ′ − ξ5|
dτdτ ′
∣∣∣∣∣
2
dξ
 12 , (4.5)
due to (4.4). We use the L1 integrability of ψ̂, so that
(4.5) .
∫ 〈ξ〉2s ∣∣∣∣∣
∫
|τ ′−ξ5|>1
|w˜2(τ
′, ξ)|
|τ ′ − ξ5|
dτ ′
∣∣∣∣∣
2
dξ
 12 . ‖w‖Xs,−b .
(b). Similarly as (4.1), a direct calculate gives
ψ(t)∂jxDw(t, x) = c
∫
eixξeitξ
5
(iξ)jψ(t)
∫
w˜(τ ′, ξ)
eit(τ
′−ξ5) − 1
i(τ ′ − ξ5)
dτ ′dξ. (4.6)
We split w = w1 +w2 as in the proof of (a). For w1, similarly, but we use Lemma 4.1 (b) to
obtain that
‖ψ∂jxDw‖
L∞x H
s+2−j
5
t
. ‖w‖Xs,−b .
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For w2, recall (4.6)
ψ∂jxDw(t, x) = c
∫
eixξeitξ
5
(iξ)jψ(t)
∫
w˜(τ ′, ξ)
i(τ ′ − ξ5)
(
eit(τ
′−ξ5) − 1
)
dτ ′dξ
= I − II.
We first consider II. Let
Ŵ (ξ) =
∫
w˜2(τ, ξ)
i(τ − ξ5)
dτ.
Note that
‖W‖Hs . ‖w2‖Xs,−b , (4.7)
for b < 12 . Then, it immediately follows from
II = ψ(t)∂jxe
t∂5xW (x)
and Lemma 4.1 (b) that
‖ψ∂jxe
t∂5xW‖
CxH
s+2−j
5
t
. ‖W‖Hs . ‖w‖Xs,−b .
Now it remains to deal with I. Taking the Fourier transform to I with respect to t variable,
we have ∫
eixξ(iξ)j
∫
w˜2(τ
′, ξ)
i(τ ′ − ξ5)
ψ̂(τ − τ ′) dτ ′dξ,
and hence it suffices to control(∫
〈τ〉
2(s+2−j)
5
∣∣∣∣∫ eixξ(iξ)j ∫ w˜2(τ ′, ξ)i(τ ′ − ξ5) ψ̂(τ − τ ′) dτ ′dξ
∣∣∣∣2 dτ
) 1
2
. (4.8)
We first split the region in τ as follows:
Case I. |τ | ≤ 1, Case II. 1 < |τ |.
Case I. |τ | ≤ 1. In this case, the weight 〈τ〉
2(s+2−j)
5 and the integration with respect to
τ can be negligible. If |ξ|5 ≤ 1, the weight |ξ|j and the integration with respect to ξ are
negligible as well. Then, the Cauchy-Schwarz inequality gives
(4.8) . ‖w2‖Xs,−b ,
for b < 12 . When 1 < |ξ|
5, we split the region in τ ′ similarly as
I. |τ ′ − ξ5| <
1
2
|ξ|5, II. 2|ξ|5 < |τ ′ − ξ5|, III.
1
2
|ξ|5 ≤ |τ ′ − ξ5| ≤ 2|ξ|5.
For I (|τ ′ − ξ5| < 12 |ξ|
5), we can perform the integration with respect to ξ in (4.8) by using
|ψ̂(τ − τ ′)| . |ξ|−5k, while we use |ψ̂(τ − τ ′)| . |τ ′ − ξ5|−k in the case II (2|ξ|5 < |τ ′ − ξ5|)
for large k ≫ 1. Hence, we have for both cases that
(4.8) . ‖w2‖Xs,−b .
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The case III (12 |ξ|
5 < |τ ′ − ξ5| < 2|ξ|5) is more complicated. Since |τ | ≤ 1, this case is
equivalent to the case when 12 |τ − ξ
5| < |τ ′ − ξ5| < 2|τ − ξ5|. If (τ ′ − ξ5) · (τ − ξ5) < 0, by
using the facts that |ψ̂(τ − τ ′)| . |ξ|−5k and∫
|τ ′−ξ5|∼|ξ|5
1 dτ ′ . |ξ|5,
we obtain
(4.8) . ‖w2‖Xs,−b .
Otherwise ((τ ′− ξ5) · (τ − ξ5) > 0), we further divide the case into |(τ − ξ5)− (τ ′− ξ5)| < 1
and |(τ − ξ5)− (τ ′ − ξ5)| > 1. For the former case, let
Φ(τ ′, ξ) = |ξ|s|τ ′ − ξ5|−bw˜2(τ
′, ξ). (4.9)
We note that ‖Φ‖L2 ∼ ‖w2‖Xs,−b . Since |ψ̂(τ − τ
′)| . 1, we have∣∣∣∣∣
∫
|τ ′−τ |<1
|ξ|s|τ ′ − ξ5|−bw˜2(τ
′, ξ)ψ̂(τ ′ − τ) dτ ′
∣∣∣∣∣ .
∣∣∣∣∣
∫
|η−τ |<1
Φ(τ ′, ξ) dτ ′
∣∣∣∣∣ .MΦ(τ, ξ),
where Mf(x) is the Hardy-Littlewood maximal function of f . Note that ‖Mf‖Lp . ‖f‖Lp
for 1 < p ≤ ∞ (see, in particular, [37]). Since∫
|ξ|>1
|ξ|2(j−s−5+5b) dξ <∞,
s+ 2− j
5
> 0, (4.10)
we have
(4.8) .
(∫
|MΦ(τ, ξ)|2 dτdξ
) 1
2
. ‖Φ‖L2 . ‖w2‖Xs,−b .
For the latter case, the integration region in τ ′ can be reduced to τ−ξ5+1 < τ ′−ξ5 < 2(τ−ξ5)
for positive τ − ξ5 and τ ′ − ξ5, since the exact same argument can be applied to the other
regions.4 Since |ψ̂(τ − η)| . |τ − τ ′|−k in this case, the left-hand side of (4.8) is bounded by
∫
|τ |<1
∣∣∣∣∣
∫
|ξ|5>1
|ξ|j−s−5+5b
∫ 2τ
τ+1
Φ(τ ′, ξ)
|τ − τ ′|k
dτ ′dξ
∣∣∣∣∣
2
dτ
 12 , (4.11)
4Indeed, we have only four regions; τ − ξ5 + 1 < τ ′ − ξ5 < 2(τ − ξ5) and 1
2
(τ − ξ5) < τ ′ − ξ5 < τ − ξ5 − 1 for
positive τ − ξ5, τ ′− ξ5, and τ − ξ5 +1 < τ ′− ξ5 < 1
2
(τ − ξ5) and 2(τ − ξ5) < τ ′ − ξ5 < τ − ξ5 − 1 for negative
τ − ξ5, τ ′ − ξ5, and the same argument can be applied on each region.
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where Φ is defined as in (4.9). Let ǫ = (k− 1)/2 for k > 1. Then, the change of variable, the
Cauchy-Schwarz inequality, (4.10) and the Fubini theorem yield
(4.11) .
∫
|τ |<1
∣∣∣∣∣
∫
|ξ|5>1
|ξ|j−s−5+5b
∫ τ
1
Φ(τ + h, ξ)
|h|k
dhdξ
∣∣∣∣∣
2
dτ
 12
.
(∫
|τ |<1
∫
|ξ|5>1
∫
|h|>1
|Φ(τ + h, ξ)|2
|h|2k−1−2ǫ
dhdξdτ
) 1
2
. ‖Φ‖L2 . ‖w2‖Xs,−b .
Remark from (4.10) that it is essential to introduce Y s,b to cover whole negative range of
regularity as mentioned in Subsection 2.2. We use Y s,b space for the case when 12 |ξ|
5 <
|τ ′ − ξ5| < 2|ξ|5. It suffice to consider∫
|τ |≤1
∣∣∣∣∣
∫
|ξ|5≤1
|ξ|j
∫
|τ ′−ξ5|>1
w˜2(τ
′, ξ)
|τ ′ − ξ5|
ψ̂(τ − τ ′) dτ ′dξ
∣∣∣∣∣
2
dτ
 12 . (4.12)
We may assume |τ ′| > 2, otherwise, we use 〈τ ′〉
s
5 ∼ 1 and |ψ̂(τ − τ ′)| . 1 to obtain
(4.12) . ‖w2‖Y s,−b .
Since 〈τ ′〉 ∼ 〈τ − τ ′〉, we have
(4.12) .
∣∣∣∣∣
∫
|ξ|5>1
|ξ|j−5+5b
∫
|τ ′|>2
〈τ ′〉
s
5 〈−b〉w˜2(τ
′, ξ)〈τ − τ ′〉−
s
5 ψ̂(τ − τ ′) dτ ′dξ
∣∣∣∣∣
.
(∫
|τ |≥1
|τ |−
2s
5 |ψ̂(τ)|2 dτ
) 1
2
‖w2‖Y s,−b . ‖w2‖Y s,−b .
(4.13)
Thus we cover whole regularity s ∈ R.
Case II. 1 < |τ |. This case is much more complicated. When |ξ|5 < 1, ξ5 is negligible,
and hence (4.8) is reduced to∫
|τ |>1
|τ |
2(s+2−j)
5
∣∣∣∣∣
∫
|τ ′|>1
w˜∗2(τ
′)
|τ ′|
ψ̂(τ − τ ′) dτ ′
∣∣∣∣∣
2
dτ
 12 ,
where w˜∗2(τ
′) = ‖〈·〉sw˜2(·, τ
′)‖L2 . Then, the following cases can be treated via the similar
way:
II.a |τ ′| < 12 |τ |, in this case we use |ψ̂(τ − τ
′)| . |τ |−k,
II.b 2|τ | < |τ ′|, in this case we use |ψ̂(τ − τ ′)| . |τ ′|−k,
II.c 12 |τ | < |τ
′| < 2|τ | and τ · τ ′ < 0, in this case we use |ψ̂(τ − τ ′)| . |τ |−k.
For the case when τ · τ ′ > 0, we, similarly, split the case into |τ − τ ′| < 1 and |τ − τ ′| > 1.
Then, by using the Hardy-Littlewood maximal function of |τ ′|−bw˜∗2(τ
′) for |τ − τ ′| < 1, and
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the smoothness of ψ (|ψ̂(τ − τ ′)| . |τ − τ ′|−k) for 1 < |τ − τ ′| < |τ | similarly as before, we
have for the rest case that
(4.8) . ‖w2‖Xs,−b , (s + 2− j)/5 ≤
1
2
The similar argument as (4.13) yields
(4.8) . ‖w2‖Y s,−b ,
when (s + 2− j)/5 > 1/2.
Now we consider the case when |ξ|5 > 1. For given τ, ξ, we further divide the case into
|τ ′ − ξ5| ≤ 12 |τ − ξ
5|, 2|τ − ξ5| ≤ |τ ′ − ξ5| and 12 |τ − ξ
5| < |τ ′ − ξ5| < 2|τ − ξ5|.
For the case when |τ ′ − ξ5| ≤ 12 |τ − ξ
5|, we know |τ − ξ5| > 1 and |ψ̂(τ − τ ′)| . |τ − ξ5|−k.
Moreover, the region of ξ can be expressed as ∪4j=1Aj, where
A1 =
{
ξ : |ξ|5 > 1, 2|τ | < |ξ|5
}
,
A2 =
{
ξ : |ξ|5 > 1, |ξ|5 <
1
2
|τ |
}
,
A3 =
{
ξ : |ξ|5 > 1,
1
2
|τ | ≤ |ξ|5 ≤ 2|τ |, τ · ξ5 < 0
}
and
A4 =
{
ξ : |ξ|5 > 1,
1
2
|τ | ≤ |ξ|5 ≤ 2|τ |, τ · ξ5 > 0
}
.
On A1, we have |τ |
s+2−j
5 . |ξ|s+2−j5, |τ − ξ5| ∼ |ξ|5 and |ψ̂(τ − τ ′)| . |ξ|−5k for k > 1. Then,
we have
(4.8) .
∫
|τ |>1
∣∣∣∣∣
∫
A1
|ξ|2−5k
∫
1<|τ ′−ξ5|
|τ ′ − ξ5|−1+bΦ˜(τ ′, ξ) dτ ′dξ
∣∣∣∣∣
2
dτ
 12
.
(∫
|τ |>1
|τ |1−2k dτ
) 1
2
‖Φ‖L2 . ‖w2‖Xs,−b ,
(4.14)
where Φ is defined as in (4.9). On A2, we have |τ − ξ
5| ∼ |τ | and |ψ̂(τ − τ ′)| . |τ |−k for
k > 1. Then, similarly as (4.14), we have
(4.8) . ‖w2‖Xs,−b .
On A3, since |τ − ξ
5| ∼ |τ | ∼ |ξ|5, we have
(4.8) . ‖w2‖Xs,−b ,
5This property restricts the regularity condition as s+2−j
5
> 0. However, in the case when s+2−j
5
≤ 0, since
|τ |
s+2−j
5 . 1, the same argument yields
(4.8) . ‖w2‖Xs,−b .
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similarly as on A1 or A2. On A4, we have |τ |
s+2−j
5 ∼ |ξ|s+2−j and |ψ̂(τ − τ ′)| . |τ − ξ5|−k
for k > 1. Moreover, it is enough to consider the region τ + 1 < ξ5 < 2τ due to the footnote
4. Then, we have
(4.8) .
∫
τ>1
∣∣∣∣∣
∫ 2τ
τ+1
ξ2|τ − ξ5|−k
∫
1<|τ ′−ξ5|
|τ ′ − ξ5|−1+bΦ˜(τ ′, ξ) dτ ′dξ
∣∣∣∣∣
2
dτ
 12
.
(∫
|τ |>1
∣∣∣∣∫ 2τ
τ+1
ξ2|τ − ξ5|−kΦ˜∗(ξ) dξ
∣∣∣∣2 dτ
) 1
2
, (4.15)
where Φ˜∗(ξ) = ‖Φ˜(·, ξ)‖L2 . Let h = ξ
5−τ . Then the change of variables, the Cauchy-Schwarz
inequality and the Fubini theorem yields
(4.15) .
(∫
|τ |>1
∣∣∣∣∫ τ
1
|h|−kΦ˜∗((τ + h)
1
5 )(τ + h)−
2
5 dh
∣∣∣∣2 dτ
) 1
2
.
(∫
|τ |>1
∫ τ
1
|h|−2k+1+2ǫ|Φ˜∗((τ + h)
1
5 )|2(τ + h)−
4
5 dh dτ
) 1
2
. ‖w2‖Xs,−b ,
for small 0 < ǫ≪ 1, which implies
(4.8) . ‖w2‖Xs,−b .
For the case when 2|τ − ξ5| ≤ |τ ′ − ξ5|, the region of ξ can be further divided by
B1 =
{
ξ : |ξ|5 > 1, |τ − ξ5| < 1
}
and B2 =
{
ξ : |ξ|5 > 1, |τ − ξ5| ≥ 1
}
.
On B1, we know |τ |
s+2−j
5 ∼ |ξ|s+2−j. Since |ψ̂(τ − τ ′)| . 1 and∫
1<|τ ′−ξ5|
|τ ′ − ξ5|−1+bΦ˜(τ ′, ξ) dτ ′ . Φ˜∗(ξ),
we have from the change of variable (η = ξ5) that
(4.8) .
∫
|τ |>1
∣∣∣∣∣
∫
|η−τ |<1
Φ˜∗(η
1
5 )η−
2
5 dη
∣∣∣∣∣
2
dτ
 12
.
(∫
|τ |>1
|MΦ˜∗∗(τ)|2 dτ
) 1
2
,
where Φ˜∗∗(η) = Φ˜∗(η
1
5 )η−
2
5 . Note that ‖Φ˜∗∗‖L2 = c‖w2‖Xs,−b . Therefore, we have
(4.8) . ‖w2‖Xs,−b .
On B2, by dividing the region of ξ as Aj , j = 1, 2, 3, 4, we have similarly
(4.8) . ‖w2‖Xs,−b .
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For the rest case (12 |τ − ξ
5| < |τ ′ − ξ5| < 2|τ − ξ5|), we further divide the region of τ ′ as
C1 ∪ C2, where
C1 =
{
τ ′ : |τ ′| > 1,
1
2
|τ − ξ5| < |τ ′ − ξ5| < 2|τ − ξ5|, (τ ′ − ξ5) · (τ − ξ5) < 0
}
and
C2 =
{
τ ′ : |τ ′| > 1,
1
2
|τ − ξ5| < |τ ′ − ξ5| < 2|τ − ξ5|, (τ ′ − ξ5) · (τ − ξ5) > 0
}
.
On C1, since
|ψ̂(τ − τ ′)| . |τ − ξ5|−k ∼ |τ − ξ5|−k,
for k ≥ 0, by dividing the region of ξ as Aj, j = 1, 2, 3, 4, we have similarly
(4.8) . ‖w2‖Xs,−b .
On the other hand, we further split the set C2 by
C21 =
{
τ ′ : |τ ′| > 1,
1
2
|τ − ξ5| < |τ ′ − ξ5| < 2|τ − ξ5|, (τ ′ − ξ5) · (τ − ξ5) > 0, |τ − τ ′| < 1
}
and
C22 =
{
τ ′ : |τ ′| > 1,
1
2
|τ − ξ5| < |τ ′ − ξ5| < 2|τ − ξ5|, (τ ′ − ξ5) · (τ − ξ5) > 0, |τ − τ ′| > 1
}
.
On C21, (4.8) is reduced by∫
|τ |>1
|τ |
2(s+2−j)
5
∣∣∣∣∣
∫
|ξ|5>1
|ξ|j−s|τ − ξ5|−1+bMΦ˜(τ, ξ)dξ
∣∣∣∣∣
2
dτ
 12 . (4.16)
Then, by dividing the region of ξ in (4.16) as Aj, j = 1, 2, 3, 4, we have similarly
(4.8) . ‖w2‖Xs,−b .
On C22, we know |ψ̂(τ − τ
′)| . |τ − τ ′|−k for k ≥ 0. Then, (4.8) is reduced by( ∫
|τ |>1
|τ |
2(s+2−j)
5
∣∣∣ ∫
|ξ|5>1
|ξ|j−s|τ − ξ5|−1+b
×
(∫ τ−ξ5
1
|h|−2k+1+2ǫ|Φ˜(τ + h, ξ)|2 dh
) 1
2
dξ
∣∣∣2 dτ) 12 , (4.17)
for small 0 < ǫ ≪ 1. Then, for k ≫ 1 large enough, by dividing the region of ξ in (4.17) as
Aj, j = 1, 2, 3, 4, we have similarly
(4.8) . ‖w2‖Xs,−b .
Therefore, we have
‖ψ(t)∂jxDw(t, x)‖
C(Rx;H
s+2−j
5 (Rt))
. ‖w‖Xs,−b + ‖w‖Y s,−b .
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(c). We split w = w1 + w2 similarly as before. For w1, by Lemma 4.1 (c) and (4.3), we
have
‖ψ(t)Dw1(t, x)‖Xs,b∩Dα .
∞∑
k=1
1
k!
‖F k1 ‖Hsx . ‖w‖Xs,−b ,
where F k1 is defined as in (4.2).
For w2, recall (4.6)
ψ∂jxDw(t, x) = c
∫
eixξeitξ
5
(iξ)jψ(t)
∫
w˜(τ ′, ξ)
i(τ ′ − ξ5)
(
eit(τ
′−ξ5) − 1
)
dτ ′dξ
= I − II.
Then, we use Lemma 4.1 (c) and (4.7) for II to obtain
‖ψet∂
5
xW‖Xs,b∩Dα . ‖W‖Hs . ‖w‖Xs,−b ,
where W is defined as in (4.7).
Now it remains to show(∫
|ξ|≤1
∫
〈τ〉2α
∣∣∣∣∫ w˜2(τ ′, ξ)i(τ ′ − ξ5) ψ̂(τ − τ ′) dτ ′
∣∣∣∣2 dτdξ
) 1
2
. ‖w‖Xs,−b (4.18)
and ( ∫
|ξ|>1
|ξ|2s
∫
〈τ − ξ5〉2b
∣∣∣ ∫ w˜2(τ ′, ξ)
i(τ ′ − ξ5)
ψ̂(τ − τ ′) dτ ′
∣∣∣2 dτdξ) 12 . ‖w‖Xs,−b . (4.19)
It follows the similar way used in the proof of (b). In fact, the proofs of (4.18) and (4.19) are
much simpler and easier than the proof of (b), since L2 integral with respect to ξ is negligible
and hence it is enough to consider the relation between τ − ξ5 and τ ′ − ξ5. Thus, we omit
the details and we have
‖ψDw‖Xs,b∩Dα . ‖w‖Xs,−b .

Lemma 4.3.
(a) (Space traces) Let −92 < s < 5
6. For max(s− 92 ,−4) < λ < min(s+
1
2 ,
1
2), we have
‖ψ(t)Lλ±f(t, x)‖C
(
Rt;Hs(Rx)
) ≤ c‖f‖
H
s+2
5
0 (R
+)
;
(b) ((Derivatives) Time traces) For −4 + j < λ < 1 + j, j = 0, 1, 2, we have
‖ψ(t)∂jxL
λ
±f(t, x)‖
C
(
Rx;H
s+2−j
5
0 (R
+
t )
) ≤ c‖f‖
H
s+2
5
0 (R
+)
; (4.20)
6The restriction of regularity makes the range of λ non-empty.
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(c) (Bourgain spaces) Let −7 < s < 52
7 and b < 12 < α < 1 − b. For max(s − 2,−
13
2 ) <
λ < min(s+ 12 ,
1
2), we have
‖ψ(t)Lλ±f(t, x)‖Xs,b∩Dα ≤ c‖f‖
H
s+2
5
0 (R
+)
.
Proof. The proof is based on the argument in [16] (see also [5]). We only consider Lλ− for
notational simplicity.
(a). By density, we may assume that f ∈ C∞0,c(R
+). Moreover, from the definition of Lλ−,
it suffices to consider Lλ−f(t, x) (removing ψ) for suppf ⊂ [0, 1], thanks to Lemma 2.4.
From (2.4) (3.7) and (3.2), we see that
Fx(L
λ
−f)(t, ξ) =Me
− iπλ
2 (ξ − i0)−λ
∫ t
0
ei(t−t
′)ξ5I−λ
5
− 4
5
f(t′) dt′.
For fixed t, the change of variables (η = ξ5), (2.6) and the definition of the Fourier transform
give
‖Lλ−f(t, ·)‖
2
Hs(R) ≤ c
∫
η
|η|−
2λ
5
− 4
5 〈η〉
2s
5
∣∣∣∣∫ t
0
ei(t−t
′)ηI−λ
5
− 4
5
f(t′)dt′
∣∣∣∣2 dη
= c
∫
η
|η|−
2λ
5
− 4
5 〈η〉
2s
5
∣∣∣(χ(−∞,t)I−λ
5
− 4
5
f
)̂
(η)
∣∣∣2 dη.
The condition −1 < −2λ5 −
4
5 (⇔ λ <
1
2) enables us to replace |η|
− 2λ
5
− 4
5 by 〈η〉−
2λ
5
− 4
5 thanks
to Lemma 2.2 (for −1 < −2λ5 −
4
5 ≤ 0) and the fact |η|
− 2λ
5
− 4
5 ≤ 〈η〉−
2λ
5
− 4
5 (for 0 < −2λ5 −
4
5).
Moreover, Lemmas 2.1 (under the condition −1 < −2λ5 −
4
5 +
2s
5 < 1 for removing χ(−∞,t))
and 2.7 (under the condition −4 < λ) yield∫
η
|η|−
2λ
5
− 4
5 〈η〉
2s
5
∣∣∣(χ(−∞,t)I−λ
5
− 4
5
f)̂(η)
∣∣∣2 dη ≤ c∫
η
〈η〉
2s
5
− 2λ
5
− 4
5
∣∣∣(χ(−∞,t)I−λ
5
− 4
5
f)̂(η)
∣∣∣2 dη
≤ c‖I−λ
5
− 4
5
f‖2
H
2s
5 −
2λ
5 −
4
5
≤ c‖f‖2
H
s+2
5
0
,
which proves (a) thanks to the definition of Hs0(R
+)-norm.
(b). A direct calculation gives
∂jxL
λ
±f = L
λ−j
± (I− j
5
f).
From this and Lemma 2.7, it suffices to show (4.20) only for j = 0.
Lemma 2.4 ensures us to ignore the cut-off function ψ. The change of variables t→ t− t′
gives
(I − ∂2t )
s+2
10
(
xλ−1−
Γ(λ)
∗
∫ t
−∞
e−i(t−t
′)∂5xδ(x)h(t′)dt′
)
=
(
xλ−1−
Γ(λ)
∗
∫ t
−∞
e−i(t−t
′)∂5xδ(x)(I − ∂2t′)
s+2
10 h(t′)dt′
)
.
7The restriction of regularity makes the range of λ non-empty.
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Thus, it suffices to prove∥∥∥∥∫
ξ
eixξ(ξ − i0)−λ
∫ t
−∞
ei(t−t
′)ξ5(I−λ
5
− 4
5
f)(t′)dt′dξ
∥∥∥∥
L∞x L
2
t (R)
≤ c‖f‖L2t (R+), (4.21)
thanks to ∂σt (Iαf) = Iα(∂
σ
t f). We use χ(−∞,t) =
1
2sgn(t− t
′) + 12 to obtain∫
ξ
eixξ(ξ − i0)−λ
∫ t
−∞
ei(t−t
′)ξ5(I−λ
5
− 4
5
f)(t′) dt′dξ
=
1
2
∫
ξ
eixξ(ξ − i0)−λ
∫ ∞
−∞
sgn(t− t′)ei(t−t
′)ξ5(I−λ
5
− 4
5
f)(t′) dt′dξ
+
1
2
∫
ξ
eixξ(ξ − i0)−λ
∫ ∞
−∞
ei(t−t
′)ξ5(I−λ
5
− 4
5
f)(t′) dt′dξ
:=I(t, x) + II(t, x).
We first deal with I(t, x). We can rewrite I as follows:
I(t, x) =
1
2
∫
ξ
eixξ(ξ − i0)−λ
(
(ei·ξ
5
sgn(·)) ∗ I−λ
5
− 4
5
f
)
(t) dξ.
A direct calculation gives
Ft
(
(ei·ξ
5
sgn(·)) ∗ I−λ
5
− 4
5
f
)
(τ) =
(τ − i0)
4+λ
5 fˆ(τ)
i(τ − ξ5)
,
which, in addition to Fubini theorem and DCT, implies
I(t, x) =
∫
τ
eitτ lim
ǫ→0
∫
|τ−ξ5|>ǫ
eixξ(τ − i0)
λ+4
5 (ξ − i0)−λ
i(τ − ξ5)
f̂(τ) dξdτ.
Thus, once we show that the function
g(τ) := lim
ǫ→0
∫
|τ−ξ5|>ǫ
eixξ(τ − i0)
λ+4
5 (ξ − i0)−λ
(τ − ξ5)
dξ
is bounded independently of τ variable, the Plancherel’s theorem enables us to obtain (4.21).
The change of variables ξ 7→ |τ |
1
5 ξ and the fact from (2.6) that
(|τ |
1
5 ξ − i0)−λ = |τ |−
λ
5 (ξ−λ+ + e
iπλξ−λ− )
gives
g(τ) = χ{τ>0}
∫
ξ
eix|τ |
1
5 ξ ξ
−λ
+ + e
iπλξ−λ−
1− ξ5
dξ − e−
iπ(λ+4)
5 χ{τ<0}
∫
ξ
eix|τ |
1
5 ξ ξ
−λ
+ + e
iπλξ−λ−
1 + ξ5
dξ
:= g1 − e
−
iπ(λ+4)
5 g2.
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We only consider g1, since g2 is uniformly bounded in τ for −4 < λ < 1. Let ζ ∈ C
∞(R)
such that ζ(ξ) = 1 in [34 ,
4
3 ] and ζ(t) = 0 outside (
1
2 ,
3
2). Then we obtain
g1 = χ{τ>0}
∫
ξ
eix|τ |
1
5 ξζ(ξ)
ξ−λ+
1− ξ5
dξ + χ{τ>0}
∫
ξ
eix|τ |
1
5 ξ(1− ζ(ξ))
ξ−λ+ + e
iπλξ−λ−
1− ξ5
dξ
= g11 + g12.
It is clear that g12 is bounded independently of τ when λ > −4, and hence it remains to deal
with g11. Let
Θ̂(ξ) =
ζ(ξ)ξ−λ+
1 + ξ + ξ2 + ξ3 + ξ4
and Ψ̂(ξ) =
1
i(ξ − 1)
.
We remark that Θ̂ is a Schwartz function, and hence Θ ∈ S(R). Moreover, we immediately
know from the fact Fx[sgn(x)](ξ) =
2
iξ that
Ψ(x) =
1
2
eixsgn(x).
Then, g11 can be written as
g11(τ) = −iχ{τ>0}
∫
ξ
eix|τ |
1
5 ξΘ̂(ξ)Ψ̂(ξ) dξ = −2iπχ{τ>0}(Θ ∗Ψ)(|τ |
1
5x),
which implies
|g11(τ)| .
∣∣∣∣∫ Θ(y)Ψ(|τ | 15x− y) dy∣∣∣∣
.
∫
|Θ(y)| dy .ζ 1.
We now deal with II(t, x). The definition of Fourier transform, (2.6), the changes of
variables (η = ξ5) and contour yield
II(t, x) =
1
2
∫
ξ
eixξeitξ
5
(ξ5 − i0)
λ+4
5 f̂(ξ5)(ξ − i0)−λ dξ
=
1
2
∫
η
eitηeixη
1
5 (η − i0)
λ+4
5 (η
1
5 − i0)−λη−
4
5 f̂(η) dη
= cf(t),
for some c ∈ C, which implies ‖II(·, x)‖L2t . ‖f‖L2t . Therefore, we complete the proof.
(c). A direct calculation gives
Fx(ψ(t)L
λ
−f)(t, ξ) =Me
− iπλ
2 e
iπ(λ+4)
10 (ξ − i0)−λψ(t)eitξ
5
∫
eit(τ
′−ξ5) − 1
i(τ ′ − ξ5)
(τ ′ − i0)
λ
5
+ 4
5 f̂(τ ′) dτ ′,
which can be divided into the followings:
f̂1(t, ξ) =Me
− iπλ
2 e
iπ(λ+4)
10 (ξ − i0)−λψ(t)
∫
eitτ
′
− eitξ
5
i(τ ′ − ξ5)
θ(τ ′ − ξ5)(τ ′ − i0)
λ
5
+ 4
5 f̂(τ ′) dτ ′,
f̂2(t, ξ) =Me
− iπλ
2 e
iπ(λ+4)
10 (ξ − i0)−λψ(t)
∫
eitτ
′
i(τ ′ − ξ5)
(1− θ(τ ′ − ξ5))(τ ′ − i0)
λ
5
+ 4
5 f̂(τ ′) dτ ′
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and
f̂3(t, ξ) =Me
− iπλ
2 e
iπ(λ+4)
10 (ξ − i0)−λψ(t)
∫
eitξ
5
i(τ ′ − ξ5)
(1− θ(τ ′ − ξ5))(τ ′ − i0)
λ
5
+ 4
5 f̂(τ ′) dτ ′,
where θ ∈ S(R) such that θ(τ) = 1 for |τ | ≤ 1 and θ(τ) = 0 for |τ | ≥ 2. We know that
ψ(t)Lλ−f = f1 + f2 − f3.
For f1, we use the same argument for w1 in the proof of Lemma 4.2 (c)
8. By the Taylor
series expansion for eit(τ
′−ξ5) at it(τ ′ − ξ5) = 0, we write
ψ(t)Lλ−f1(t, x) = c
∞∑
k=1
ik−1
k!
ψk(t)et∂
5
xF k1 (x),
for some constant c ∈ C, where ψk(t) = tkψ(t) and
F̂ k1 (ξ) = (ξ − i0)
−λ
∫
θ(τ ′ − ξ5)(τ ′ − ξ5)k−1τ ′
λ
5
+ 4
5 f̂(τ ′) dτ ′.
By (2.6), Lemma (4.1) (c) and the definition of θ, it is enough to show that∫
ξ
〈ξ〉2s|ξ|−2λ
∣∣∣∣∣
∫
|τ ′−ξ5|≤1
|τ ′ − ξ5|k−1|τ ′|
λ+4
5 |f̂(τ ′)| dτ ′
∣∣∣∣∣
2
dξ . ‖f‖2
H
s+2
5
. (4.22)
Since both |ξ|−2λ and |τ ′|
2(λ+4)
5 for −132 < λ <
1
2 are integrable on the regions |ξ| ≤ 1 and
|τ ′| . 1 (|ξ| ≤ 1 and |τ ′ − ξ5| ≤ 1 imply |τ ′| . 1), respectively, we obtain (4.22) by taking
Cauchy-Schwarz inequality in τ ′. Thus, we assume |ξ| > 1, which in addition to |τ ′− ξ5| ≤ 1
implies |τ ′| ∼ |ξ|5 > 1. Let f̂∗(τ ′) = 〈τ ′〉
s+2
5 f̂(τ ′). Then, the change of variables (ξ5 7→ η)
gives
LHS of (4.22) .
∫
|ξ|>1
ξ4|Mf̂∗(ξ5)|2 dξ
.
∫
|η|>1
|Mf̂∗(η)|2 dη
. ‖f∗‖L2 = ‖f‖
H
s+2
5
,
where Mf̂∗ is the Hardy-Littlewood maximal function of f̂∗. Hence we have
‖f1‖Xs,b∩Dα . ‖f‖H
s+2
5
.
For f2, from (2.6), the definition of inverse Fourier transform and Lemma 2.5, we have
‖f2‖
2
Xs,b .
∫ ∫
〈ξ〉2s|ξ|−2λ〈τ − ξ5〉2b
(1− θ(τ − ξ5))2
|τ − ξ5|2
|τ |
2λ+8
5 |f̂(τ)|2 dτdξ
.
∫
|τ |
2λ+8
5
(∫
〈ξ〉2s|ξ|−2λ
〈τ − ξ5〉2−2b
dξ
)
|fˆ(τ)|2 dτ.
8Here, it is not necessary to distinguish Xs,b and Dα portions. The same will be true of f3
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Thus, by the change of variables (η = ξ5) and Lemma 2.2 for −132 < λ (we may assume
suppf ⊂ [0, 1], thanks to Lemma 2.4), it suffices to show
I(τ) =
∫
|η|−
4
5
− 2λ
5 〈η〉
2s
5
〈τ − η〉2−2b
dη . 〈τ〉
2s
5
− 2λ
5
− 4
5 .
When |τ | ≤ 2, we have 〈τ − η〉 ∼ 〈η〉. For s− 2 < λ < 12 and b <
1
2 , we have
I(τ) .
∫
|η|≤1
|η|
−4−2λ
5 +
∫
dη
〈η〉2−2b−
2s
5
+ 4
5
+ 2λ
5
. 1.
When |τ | > 2, we divide the integral region in η into |η| < |τ |2 and |η| ≥
1
2 |τ |. In the former
case, for b < 12 and λ < min(
1
2 , s+
1
2), we have
I(τ) . 〈τ〉2b−2
(∫
|η|≤1
|η|−
4
5
− 2λ
5 dη +
∫
1<|η|≤
|τ |
2
|η|
2s−4−2λ
5 dη
)
. 〈τ〉
2s
5
− 4
5
− 2λ
5 .
On the other hand, we have in the second case that |τ − η| ≥ 12 |τ | > 1. Then, for s − 2 < λ
and b < 12 , we have
I(τ) . 〈τ〉
2s
5
− 4
5
− 2λ
5
∫
dη
〈τ − η〉2−2b
. 〈τ〉
2s
5
− 4
5
− 2λ
5
∫
|s|>1
ds
|s|2−2b
. 〈τ〉
2s
5
− 4
5
− 2λ
5 .
Note for the Dα-portion that it suffices to show
I(τ) . 〈τ〉2α−2
∫
|η|≤1
|η|−
4
5
− 2λ
5 dη . 〈τ〉
2s
5
− 4
5
− 2λ
5 .
It immediately follows the same way as above for λ < min(12 , s +
1
2) thanks to b <
1
2 < α <
1− b. Hence we have
‖f2‖Xs,b∩Dα . ‖f‖H
s+2
5
.
For f3, similarly as for f1, it suffices to show∫
〈ξ〉2s|ξ|−2λ
∣∣∣∣∫ (1 − θ(τ ′ − ξ5))|τ ′ − ξ5|−1|τ ′|λ+45 |f̂(τ ′)| dτ ′∣∣∣∣2 dξ . ‖f‖2H s+25 . (4.23)
When |ξ| ≤ 1, since |ξ|−2λ is integrable for λ < 12 , we may ignore the integration in ξ.
Moreover, if |τ ′| ≤ 1, |τ ′|
2(λ+4)
5 for −132 < λ is integrable, and hence we get (4.23). On the
region |τ ′| > 1, since |τ ′ − ξ5| ∼ |τ ′| and |τ ′|
−s+λ−3
5 is L2 integrable for λ < s+ 12 , we also get
(4.23) by using the Cauchy-Schwarz inequality in τ ′. On the other hand, when |ξ| > 1 and
|τ ′| ≤ 1, since |τ ′ − ξ5| ∼ |ξ|5 and |ξ|2s−2λ−10 is integrable for s− 92 < s − 2 < λ, we also get
(4.23). We thus consider the region |ξ| > 1 and |τ ′| > 1.
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There are two possibility: I. |τ ′| ≤ 12 |ξ|
5, II. 12 |ξ|
5 < |τ ′|. In view of the proof of Lemma 5.8
(d) in [16], one can replace 1−θ(τ
′−ξ5)
τ ′−ξ5
by β(τ ′ − ξ5) for some β ∈ S(R). Hence, the left-hand
side of (4.23) is dominated by∫
|ξ|>1
|ξ|2s−2λ
∣∣∣∣∣
∫
|τ ′|>1
|τ ′ − ξ5|−N |τ ′|
λ+4
5 |f̂(τ ′)| dτ ′
∣∣∣∣∣
2
dξ, (4.24)
for N ≥ 0. By taking the Cauchy-Schwarz inequality and choosing N = N(s, λ)≫ 1, we have
(4.23) for both cases. Indeed, we have for the case I (in this case, we have |τ ′ − ξ5| ∼ |ξ|5)
that
(4.24) .
∫
|ξ|>1
|ξ|2s−2λ−10N
∣∣∣∣∣
∫
1<|τ ′|≤ 1
2
|ξ|5
|τ ′|
−s+λ+2
5 |τ ′|
s+2
5 |f̂(τ ′)| dτ ′
∣∣∣∣∣
2
dξ . ‖f‖2
H
s+2
5
and for the case II (in this case, we have |τ ′ − ξ5| ∼ |τ ′|) that
(4.24) .
∫
|ξ|>1
|ξ|2s−2λ
∣∣∣∣∣
∫
1
2
|ξ|5<|τ ′|
|τ ′|
−s+λ+2−5N
5 |τ ′|
s+2
5 |f̂(τ ′)| dτ ′
∣∣∣∣∣
2
dξ . ‖f‖2
H
s+2
5
.
Hence we have
‖f2‖Xs,b∩Dα . ‖f‖H
s+2
5
,
and we complete the proof of (c). 
5. Bilinear estimates
In this section, we are going to prove bilinear estimates.
5.1. L2-block estimates. For ξ1, ξ2 ∈ R, let
H = H(ξ1, ξ2) = (ξ1 + ξ2)
5 − ξ51 − ξ
5
2
=
5
2
ξ1ξ2(ξ1 + ξ2)(ξ
2
1 + ξ
2
2 + (ξ1 + ξ2)
2)
(5.1)
be the resonance function, which plays an crucial role in the bilinear Xs,b-type estimates. For
compactly supported functions f, g, h ∈ L2(R2), we define
J(f, g, h) =
∫
R4
f(ζ1, ξ1)g(ζ2, ξ2)h(ζ1 + ζ2 +H(ξ1, ξ2), ξ1 + ξ2) dξ1dξ2dζ1ζ2.
By the change of variables in the integration, we know
J(f, g, h) = J(g˜, h, f) = J(h, f˜ , g),
where f˜(ζ, ξ) = f(−ζ,−ξ). Note from the definition of convolution operation that the first
two components in the functional J can be freely changed each other without any difference.
From the identities
ξ1 + ξ2 = ξ3 (5.2)
and
(τ1 − ξ
5
1) + (τ2 − ξ
5
2) = (τ3 − ξ
5
3) +H(ξ1, ξ2) (5.3)
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on the support of J(f ♯, g♯, h♯), where f ♯(τ, ξ) = f(τ−ξ5, ξ) with the property ‖f‖L2 = ‖f
♯‖L2 ,
we see that J(f ♯, g♯, h♯) vanishes unless
2kmax ∼ 2kmed & 1
2jmax ∼ max(2jmed , |H|).
(5.4)
Lemma 5.1. Let ki ∈ Z, ji ∈ Z+, i = 1, 2, 3. Let fki,ji ∈ L
2(R×R) be nonnegative functions
supported in [2ki−1, 2ki+1]× Iji.
(a) For any k1, k2, k3 ∈ Z with |kmax − kmin| ≤ 5 and j1, j2, j3 ∈ Z+, then we have
J(fk1,j1 , fk2,j2 , fk3,j3) . 2
jmin/22jmed/42−
3
4
kmax
3∏
i=1
‖fki,ji‖L2 .
(b) If 2kmin ≪ 2kmed ∼ 2kmax , then for all i = 1, 2, 3 we have
J(fk1,j1 , fk2,j2 , fk3,j3) . 2
(j1+j2+j3)/22−3kmax/22−(ki+ji)/2
3∏
i=1
‖fki,ji‖L2 .
(c) For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+, then we have
J(fk1,j1 , fk2,j2 , fk3,j3) . 2
jmin/22kmin/2
3∏
i=1
‖fki,ji‖L2 .
L2-block estimates of fifth-order equations on R and T have been used in the proof of
multilinear estimates, see [10, 9, 15, 23, 31, 30]. The proof was first shown by Chen, Li, Miao
and Wu [10]. But there was an error in the high × high ⇒ high case and was corrected in
[9]. See [10, 9] for the proof.
5.2. Control of Xs,−b norm of nonlinear terms.
Proposition 5.1. For −7/4 < s, there exists b = b(s) < 1/2 such that for all α > 1/2, we
have
‖∂x(uv)‖Xs,−b ≤ c‖u‖Xs,b∩Dα‖v‖Xs,b∩Dα . (5.5)
Proof. Let
f˜1(τ1, ξ1) = β1(τ1, ξ1)u˜(τ1, ξ1) and f˜2(τ2, ξ2) = β2(τ2, ξ2)v˜(τ2, ξ2), (5.6)
where
βi(τi, ξi) = 〈τi − ξ
5
i 〉
b + 1|ξi|≤1(ξi)〈τi〉
α, i = 1, 2. (5.7)
Note that
1
βi(τi, ξi)
.
{
〈τi − ξ
5
i 〉
−b, when |ξi| > 1,
〈τi〉
−α, when |ξi| ≤ 1.
(5.8)
From the duality in addition to the fact that f1, f2 ∈ L
2 ⇔ u, v ∈ Xs,b∩Dα, (5.5) is equivalent
to ∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|〈ξ〉sf˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈ξ1〉s〈ξ2〉s〈τ − ξ5〉bβ1(τ1, ξ1)β2(τ2, ξ2)
. ‖f1‖L2‖f2‖L2‖f3‖L2 . (5.9)
IBVP FOR THE KAWAHARA EQUATION ON THE HALF-LINE 33
For ki, ji ∈ Z+, we make a dyadic decomposition of fi, i = 1, 2, 3, in both frequency and
modulation modes into fki,ji, i = 1, 2, 3, as fki,ji(τ, ξ) = ηji(τ − ξ
5)χki(ξ)f˜i(τ, ξ). We prove
(5.9) by dividing the region of integration∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|〈ξ〉sf˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈ξ1〉s〈ξ2〉s〈τ − ξ5〉bβ1(τ1, ξ1)β2(τ2, ξ2)
. (5.10)
into several regions associated to the relation of frequencies.
Case I. high × high ⇒ high (k3 ≥ 10, |k3 − k1|, |k3 − k2| ≤ 5). In this case, we have
jmax ≥ 5k3−5 thanks to (5.4) and (5.1). The change of variables in addition to (5.8) enables
that (5.10) is bounded by∑
k3≥10
|k3−k1|≤5
|k3−k2|≤5
∑
j1,j2,j3≥0
2(1−s)k32−b(j1+j2+j3)J(f ♯k1,j1 , f
♯
k2,j2
, f ♯k3,j3).
From Lemma 5.1 (a), the Cauchy-Schwarz inequality and (2.3), it suffices to show∑
k3≥10
|k3−k1|≤5
|k3−k2|≤5
∑
j1,j2,j3≥0
22(1−s)k32−2b(j1+j2+j3)2jmin2jmed/22−
3
2
kmax . 1. (5.11)
Without loss of generality, we may assume that j1 ≤ j2 ≤ j3. Given −9/4 < s, we can choose
max(3/8, 1/20−s/5) < b < 1/2. Performing the summation over 0 ≤ j1 ≤ j2 ≤ j3 in addition
to 5k3 − 5 ≤ j3 and ki, i = 1, 2, 3 yields
LHS of (5.11) .
∑
k3≥10
2(1/2−2s)k32−10bk3 . 1,
which completes the proof of (5.11).
Case II high × low ⇒ high (k3 ≥ 10, 0 ≤ k1 ≤ k3 − 5, |k3 − k2| ≤ 5).
9 We further divide
the case into two cases: k1 = 0 and k1 ≥ 1.
Case II-a k1 = 0. Without loss of generality, we may assume that j2 ≤ j3. Similarly as
Case I, it suffices to show∑
k3≥10
|k3−k2|≤5
∑
j1,j2,j3≥0
22k32−2αj12−2b(j2+j3)2(j1+j2+j3)2−3kmax2−(k3+j3) . 1, (5.12)
thanks to (5.8) and Lemma 5.1 (b). Note that the estimate (5.12) is irrelevant to the regularity
s. By choosing 1/4 < b < 1/2, we have∑
0≤j1
0≤j2≤j3
2(1−2α)j12(1−2b)j22−2bj3 .
∑
0≤j1,j3
2(1−2α)j12(1−4b)j3 . 1,
9Due to the symmetry, this case is exactly same as the case when k3 ≥ 10, 0 ≤ k2 ≤ k3 − 5, |k3 − k1| ≤ 5.
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for all α > 1/2. Moreover, the estimate∑
k3≥10
2−2k3 . 1
holds true. This completes the proof of (5.12).
Case II-b k1 ≥ 1. In this case, we have from (5.4) and (5.1) that jmax ≥ 4k3 + k1 − 5.
Similarly as Case I, it suffices to show∑
k3≥10
1≤k1≤k3−5
|k3−k2|≤5
∑
j1,j2,j3≥0
22k32−2sk12−2b(j1+j2+j3)2(j1+j2+j3)2−3kmax2−(ki+ji) . 1, (5.13)
thanks to (5.8) and Lemma 5.1 (b). Without loss of generality, we may assume that j2 ≤ j3.
If j1 6= jmax, given −7/2 < s, we can choose max((4 − s)/15, 1/4) < b < 1/2. Performing
the summation over 0 ≤ j1, j2 ≤ j3 in addition to 4k3 + k1 − 5 ≤ j3 after choosing (ki, ji) =
(k3, j3) yields
LHS of (5.12) .
∑
k3≥10
∑
1≤k1≤k3−5
2(6−24b)k32(2−6b−2s)k1 . 1.
If j1 = jmax, given −7/2 < s, we can choose max((4 − s)/15, 7/24) < b < 1/2. Perform
the summation over 0 ≤ j2 ≤ j3 ≤ j1 in addition to 4k3 + k1 − 5 ≤ j1 after choosing
(ki, ji) = (k1, j1) yields
LHS of (5.12) .
∑
k3≥10
∑
1≤k1≤k3−5
2(7−24b)k32(1−6b−2s)k1 . 1.
Hence, given −7/2 < s, by choosing max((4 − s)/15, 7/24) < b < 1/2 , we can complete the
proof of (5.13).
Case III. high × high ⇒ low (k2 ≥ 10, |k1 − k2| ≤ 5, 0 ≤ k3 ≤ k2 − 5). We further divide
the case into two cases: k3 = 0 and k3 ≥ 1.
Case III-a k3 = 0. In this case, we decompose further the low frequency component
f3 =
∑
l≤0 f
l
3 with f
l
3 = F
−11|ξ|∼2lFf3. Then, from (5.8), (5.10) is bounded by∑
k2≥10
|k1−k2|≤5
∑
l≤0
∑
j1,j2,j3≥0
2−2sk22l2−b(j1+j2+j3)J(f ♯k1,j1, f
♯
k2,j2
, f ♯l,j3), (5.14)
where fl,j3(τ, ξ) = ηj3(τ−ξ
5)f˜ l3(τ, ξ). Without loss of generality, we may assume that j1 ≤ j2.
If j3 = jmax, applying Lemma 5.1 (b) to J(f
♯
k1,j1
, f ♯k2,j2 , f
♯
l,j3
) and performing the Cauchy-
Schwarz inequality in terms of k2, l, j
′
is yield
(5.14) .
∑
k2≥10
|k1−k2|≤5
∑
l≤0
∑
0≤j1≤j2≤j3
2−4sk222l2−2b(j1+j2+j3)2(j1+j2+j3)2−3kmax2−(l+j3).
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Given s > −7/4, we can choose max((5 − 4s)/24, 1/3) < b < 1/2. Since jmax ≥ 4k2 + l − 5
and 1/3 < b < 1/2, we have∑
0≤j1≤j2≤j3
4k2+l−5≤j3
2(1−2b)j12(1−2b)j22−2bj3 . 2(2−6b)(4k2+l),
which implies
(5.14) .
∑
k2≥10
∑
l≤0
2(5−4s−24b)k22(3−6b)l . 1.
If j3 6= jmax (j2 = jmax), similarly as before, we have
(5.14) .
∑
k2≥10
|k1−k2|≤5
∑
l≤0
∑
0≤j1,j3≤j2
2−4sk222l2−2b(j1+j2+j3)2(j1+j2+j3)2−3kmax2−(k2+j2).
Given s > −2, we can choose max((1 − s)/6, 1/3) < b < 1/2. Since jmax ≥ 4k2 + l − 5 and
1/3 < b < 1/2, we have ∑
0≤j1,j3≤j2
4k2+l−5≤j2
2(1−2b)j12−2bj22(1−2b)j3 . 2(2−6b)(4k2+l),
which implies
(5.14) .
∑
k2≥10
∑
l≤0
2(4−4s−24b)k22(4−6b)l . 1.
Case III-b k3 ≥ 1. In this case, we have from (5.4) and (5.1) that jmax ≥ 4k2 + k3 − 5.
Similarly as Case I, it suffices to show∑
k2≥10
|k1−k2|≤5
1≤k3≤k2−5
∑
j1,j2,j3≥0
22(1+s)k32−4sk22−2b(j1+j2+j3)2(j1+j2+j3)2−3kmax2−(ki+ji) . 1, (5.15)
thanks to (5.8) and Lemma 5.1 (b). Without loss of generality, we may assume that j1 ≤ j2.
If j3 6= jmax (j2 = jmax), given −2 < s, we can choose max((1−s)/6, (4−s)/15) < b < 1/2.
Performing the summation over 0 ≤ j1, j3 ≤ j2 in addition to 4k2+k3−5 ≤ j2 after choosing
(ki, ji) = (k2, j2) yields
LHS of (5.15) .
∑
k2≥10
∑
1≤k3≤k2−5
2(4−4s−24b)k22(4+2s−6b)k3 . 1.
If j3 = jmax, given −7/4 < s, we can choose max((5 − 4s)/24, (4 − s)/15) < b < 1/2.
Performing the summation over 0 ≤ j1 ≤ j2 ≤ j3 in addition to 4k2 + k3 − 5 ≤ j3 after
choosing (ki, ji) = (k3, j3) yields
LHS of (5.15) .
∑
k2≥10
|k1−k2|≤5
1≤k3≤k2−5
2(5−4s−24b)k22(3+2s−6b)k3 . 1,
which completes the proof of (5.15).
36 M. CAVALCANTE AND C. KWAK
The low ×low ⇒low interaction component can be directly controlled by the Cauchy-
Schwarz inequality, since the low frequency localized space Dα with α > 1/2 allows the L2
integrability with respect to τ -variables.
Therefore, the proof of (5.5) is completed. 
5.3. Control of Y s,−b norm of nonlinear terms.
Proposition 5.2. For −7/4 < s < 5/2, there exists b = b(s) < 1/2 such that for all α > 1/2,
we have
‖∂x(uv)‖Y s,−b ≤ c‖u‖Xs,b∩Dα‖v‖Xs,b∩Dα . (5.16)
The proof is similar as the proof of Lemma 5.1 (b) in [16], while we give a direct proof
without the interpolation argument. We state the elementary integral estimates without
proof.
Lemma 5.2 (Lemmas 5.12, 5.13 [16]). Let α, β ∈ R.
(a) If 14 < b <
1
2 , then ∫ ∞
−∞
dx
〈x− α〉2b〈x− β〉2b
≤
c
〈α − β〉4b−1
. (5.17)
(b) If b < 12 , then ∫
|x|≤β
dx
〈x〉4b−1|α− x|1/2
≤
c(1 + β)2−4b
〈α〉1/2
. (5.18)
Proof of Proposition 5.2. We first address the range −7/4 < s ≤ 0. If |τ | > 132 |ξ|
5, it
follows (5.5) in the proof of Proposition 5.1 due to 〈τ〉
s
5 . 〈ξ〉s. Thus, we may assume
that |τ | ≤ 132 |ξ|
5. We note that
31
32
|ξ|5 ≤
31
32
|ξ|5 − (|τ | −
1
32
|ξ|5) = |ξ|5 − |τ | ≤ |τ − ξ5| ≤ |τ |+ |ξ|5 ≤
33
32
|ξ|5,
so that we have
|τ − ξ5| ∼ |ξ|5 (5.19)
under this assumption. Similarly, we also have
|τ −
1
16
ξ5| ∼ |ξ|5. (5.20)
Then, by defining fi as in (5.6) under (5.7) and (5.8), (5.16) is equivalent to∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|〈τ〉
s
5 f˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈ξ1〉s〈ξ2〉s〈ξ〉5bβ1(τ1, ξ1)β2(τ2, ξ2)
. ‖f1‖L2‖f2‖L2‖f3‖L2 . (5.21)
We may assume that |ξ1| ≤ |ξ2| thanks to the symmetry.
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Case I |ξ2| < 1. In this case, we know |ξ| < 1 due to the identity (5.2). Then, the left-hand
side of (5.21) is equivalent to ∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ1|,|ξ2|,|ξ|<1
f˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈τ1〉α〈τ2〉α
due to |τ | . 1. Since α > 1/2, we have (5.21) by the Cauchy-Schwarz inequality.
Case II |ξ2| ≥ 1.
Case II-1 |ξ1| < 1. In this case, we can know that |ξ| ≥ 1 due to the identity (5.2). Then,
the left-hand side of (5.21) is bounded by∫∫
∗
|ξ|f˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈ξ2〉s〈ξ〉5b〈τ1〉α
(5.22)
due to 〈τ〉s/5〈τ2 − ξ
5
2〉
−b . 1, where
∗ = {(τ1, τ2, τ, ξ1, ξ2, ξ) ∈ R
6 : ξ1 + ξ2 = ξ, τ1 + τ2 = τ, |ξ1| < 1, |ξ2|, |ξ| ≥ 1}.
For given −3/2 < s ≤ 0, we can choose b = b(s) satisfying 1−s5 < b <
1
2 . Since |ξ2| ∼ |ξ|, we
have |ξ|1−s−5b ≤ 1, and hence we have from the Cauchy-Schwarz inequality that
(5.22) . ‖f2‖L2‖f3‖L2
∫∫
{|ξ1|<1}×R
f˜1(τ1, ξ1)
〈τ1〉α
dξ1 dτ1 . ‖f1‖L2‖f2‖L2‖f3‖L2 .
The last inequality holds true due to α > 1/2.
Case II-2 1 ≤ |ξ1| ≤ |ξ2|. We may further assume that |τ1 − ξ
2
1 | ≤ |τ2 − ξ
5
2 | due to the
symmetry.
Case II-2.a |τ2 − ξ
5
2 | ≤ 100000|τ − ξ
5|. In this case, it suffices to show from the Cauchy-
Schwarz inequality that
sup
ξ,τ∈R
|τ |≤ 1
32
|ξ|5
( ∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|2〈τ〉
2s
5
〈ξ1〉2s〈ξ2〉2s〈ξ〉10b〈τ1 − ξ
5
1〉
2b〈τ2 − ξ
5
2〉
2b
dξ1 dτ1
)1/2
≤ c. (5.23)
Under the assumption, we only consider the case when |ξ| ≥ 1. Otherwise, from (5.19),
|τ1 − ξ
5
1 | . 1, and hence we have (5.21) similarly as Case II for −2 ≤ s ≤ 0. Indeed, from
the identity (5.3) under this condition, we know |H| . 1. Since
|H| =
5
2
|ξ1||ξ2||ξ|(ξ
2
1 + ξ
2
2 + ξ
2) ≥ 5|ξ1|
2|ξ2|
2|ξ|,
we have |ξ1|
−s|ξ2|
−s . |ξ|
s
2 , and hence |ξ|1+s/2 ≤ 1 for −2 ≤ s ≤ 0. The Cauchy-Schwarz
inequality with respect to ξ1, ξ, τ1, τ guarantees (5.21).
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We now consider (5.23) on the case when |ξ| ≥ 1. We use (5.17) in addition to (5.3) so
that the left-hand side of (5.23) is bounded by
|ξ|〈τ〉
s
5
〈ξ〉5b
(∫
R
dξ1
〈ξ1〉2s〈ξ2〉2s〈τ − ξ5 +H〉4b−1
)1/2
. (5.24)
The support property (|τ − ξ5| & |H|) with (5.19) enables us to get
|ξ1|
−2s|ξ2|
−2s . |ξ|−4s,
and hence (5.24) can be controlled by
|ξ|1−2s〈τ〉
s
5
〈ξ〉5b
(∫
R
dξ1
〈τ − ξ5 +H〉4b−1
)1/2
. (5.25)
Let
µ = τ − ξ5 +H.
Note that |µ| ≤ 2|τ − ξ5| in this case. Then, by the direct calculation, we know
µ− (τ −
1
16
ξ5) = −
5
16
ξ(ξ − 2ξ1)
2(2ξ2 + (ξ − 2ξ1)
2)
and
dµ =
5
2
ξ(ξ2 + (ξ − 2ξ)2)(ξ − 2ξ1) dξ1.
Since
|ξ|
3
2 |µ− (τ −
1
16
ξ5)|
1
2 ≤ |ξ||ξ − 2ξ1||2ξ
2 + (ξ − 2ξ1)
2| ≤ 2|ξ||ξ − 2ξ1||ξ
2 + (ξ − 2ξ1)
2|,
we can reduce (5.25) by
|ξ|1−2s〈τ〉
s
5
〈ξ〉5b|ξ|
3
4
(∫
|µ|.|τ−ξ5|
dµ
〈µ〉4b−1|µ− (τ − 116ξ
5)|1/2
)1/2
. (5.26)
By (5.18), (5.26) is bounded by
|ξ|1−2s〈τ〉
s
5 〈τ − ξ5〉1−2b
〈ξ〉5b|ξ|
3
4 〈τ − 116ξ
5〉1/4
.
For given −7/4 < s ≤ 0, we choose b = b(s) satisfying 4−2s15 ≤ b <
1
2 . From (5.19) and (5.20)
with |ξ| ≥ 1 and s ≤ 0, we obtain
|ξ|1−2s〈τ〉
s
5 〈τ − ξ5〉1−2b
〈ξ〉5b|ξ|
3
4 〈τ − 116ξ
5〉1/4
. |ξ|4−2s−15b . 1.
Case II-2.b |τ − ξ5| ≤ 1100000 |τ2 − ξ
5
2 |. In this case, it suffices to show from the Cauchy-
Schwarz inequality that
sup
ξ2,τ2∈R
( ∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|2〈τ〉
2s
5
〈ξ1〉2s〈ξ2〉2s〈ξ〉10b〈τ1 − ξ51〉
2b〈τ2 − ξ52〉
2b
dξ dτ
)1/2
≤ c. (5.27)
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In this case we fix −2 < s ≤ 0. Since −5/2 < −2 < s, we can choose b = b(s) satisfying
−s/5 ≤ b < 12 . From the fact that
〈τ〉
2s
5
+2b . 〈ξ5〉
2s
5
+2b ∼ 〈ξ〉2s+10b,
the left-hand side of (5.27) is bounded by
1
〈ξ2〉s〈τ2 − ξ52〉
b
( ∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|2〈ξ〉2s
〈ξ1〉2s〈τ〉2b〈τ1 − ξ51〉
2b
dξ dτ
)1/2
. (5.28)
When |H| ≤ 12 |τ2 − ξ
5
2 |, we can know the following facts:
⋄ |τ − ξ5| ≪ |τ2 − ξ
5
2 | and |τ | ≤
1
32
|ξ|5 imply |ξ|5 ≪ |τ2 − ξ
5
2 |.
⋄ 〈τ2 − ξ
5
2 −H + ξ
5〉 ∼ 〈τ2 − ξ
5
2〉.
⋄ 〈ξ1〉
−2s〈ξ2〉
−2s . |τ2 − ξ
5
2 |
−s|ξ|s.
We perform the integration in (5.28) in terms of τ variable by using (5.17), then (5.28) is
bounded by
1
〈ξ2〉s〈τ2 − ξ52〉
b
(∫
R
|ξ|2〈ξ〉2s
〈ξ1〉2s〈τ2 − ξ52 −H + ξ
5〉4b−1
dξ
)1/2
∼
1
〈ξ2〉s〈τ2 − ξ52〉
3b−1/2
(∫
|ξ|≤|τ2−ξ52 |
1/5
|ξ|2〈ξ〉2s
〈ξ1〉2s
dξ
)1/2
.
|τ2 − ξ
5
5 |
−s/2
〈τ2 − ξ52〉
3b−1/2
(∫
|ξ|≤|τ2−ξ52 |
1/5
|ξ|2+s〈ξ〉2s dξ
)1/2
.
For given −7/2 < −2 < s ≤ 0, we choose can b = b(s) satisfying 4−s15 < b <
1
2
10. Then, by
performing integration in terms of ξ, we have
|τ2 − ξ
5
5 |
−s/2
〈τ2 − ξ
5
2〉
3b−1/2
(∫
|ξ|≤|τ2−ξ52 |
1/5
|ξ|2+s〈ξ〉2s dξ
)1/2
. 〈τ2 − ξ
5
2〉
1
10
(8−30b−2s) . 1.
For the other case (|H| > 12 |τ2 − ξ
5
2 |), we can know the following facts:
⋄ 10|ξ| ≤ |ξ1| ∼ |ξ2|.
⋄ |ξ − ξ2| ∼ |ξ2|.
⋄ |ξ| ∼
|τ2 − ξ
5
2 |
|ξ2|4
.
⋄ |ξ|5 ≪ |τ2 − ξ
5
2 |.
⋄ 〈ξ1〉
−2s〈ξ2〉
−2s . |τ2 − ξ
5
2 |
−s|ξ|s.
(5.29)
10The strict inequality 4−s
15
< b covers the logarithmic divergence when s = −1.
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To verify the first one in (5.29)11, suppose that |ξ1| ≤ 10|ξ|. From (5.2), we know |ξ2| ≤ 11|ξ|.
Then,
|H| =
5
2
|ξ1||ξ2||ξ|(|ξ1|
2 + |ξ2|
2 + |ξ|2)
≤ 30525|ξ|5 ≤
976800
31
|τ − ξ5| ≤
1
3
|τ2 − ξ
5
2 |,
which contradicts to the assumption |H| > 12 |τ2 − ξ
5
2 |.
Now, under the conditions (5.29), we control the following integral:∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|2〈ξ〉2s〈ξ1〉
−2s〈ξ2〉
−2s
〈τ2 − ξ52〉
2b〈τ〉2b〈τ1 − ξ51〉
2b
dξ dτ. (5.30)
When |ξ| ≤ 1, (5.29) and (5.17) yield
(5.30) .
∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|2+s〈ξ〉2s〈τ2 − ξ
5
2〉
−s−2b
〈τ〉2b〈τ1 − ξ
5
1〉
2b
dτ dξ
.
∫
|ξ|≤1
|ξ|2+s〈ξ〉2s〈τ2 − ξ
5
2〉
−s−2b
〈τ2 − ξ
5
2 −H + ξ
5〉4b−1
dξ
Let
µ = τ2 − ξ
5
2 −H + ξ
5.
A direct calculation gives
dµ = 5(ξ − ξ2)
4 dξ.
From the facts (5.29) with |ξ| ≤ 1, since |ξ2|
−4 . |τ2 − ξ
5
2 |
−1, the change of variable enables
us to get
(5.30) .
∫
|µ|≤|τ2−ξ52 |
〈τ2 − ξ
5
2〉
−s−2b−1
〈µ〉4b−1
dµ
for −2 < s ≤ 0. For given −2 < s ≤ 0, we can choose b = b(s) satisfying 1−s6 ≤ b <
1
2 . Then,
by performing the integration in terms of µ, we have
(5.30) . 〈τ2 − ξ
5
2〉
−s−6b+1 . 1.
Now, we focus on the case when |ξ| > 1. Similarly as before, (5.30) can be reduced by∫
|ξ|>1
|ξ|2+3s〈τ2 − ξ
5
2〉
−s−2b
〈τ2 − ξ
5
2 −H + ξ
5〉4b−1
dξ. (5.31)
We use the change of variable µ = τ2 − ξ
5
2 −H + ξ
5 with
dµ = 5(ξ − ξ2)
4 dξ.
If −2 < s ≤ −1, since
|ξ2|
−4 ∼ |ξ||τ2 − ξ
5
2 |
−1 (⇒ |ξ|3+3s . 1),
11It is not difficult to verify the others.
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we have
(5.31) .
∫
|µ|<|τ2−ξ52 |
〈τ2 − ξ
5
2〉
−s−2b−1
〈µ〉4b−1
dµ . 〈τ2 − ξ
5
2〉
−s−6b+1 . 1
by choosing b = b(s) satisfying (1− s)/6 < b < 1/2.
Otherwise (−1 < s ≤ 0), we can choose b = b(s) satisfying 4−s15 ≤ b <
1
2 . Then, from the
fact |ξ| ≪ |τ2 − ξ
5
2 |
1/5, we obtain
(5.31) .
∫
|µ|≤|τ2−ξ52 |
〈τ2 − ξ
5
2〉
3+3s
5
−s−2b−1
〈µ〉4b−1
dµ . 〈τ2 − ξ
5
2〉
8−2s−30b
5 . 1.
Therefore, we complete the proof of (5.16) for −7/4 < s ≤ 0.
Now we address the range 0 < s < 5/2. For the positive regularity, it is enough to consider
|τ | ≥ 2|ξ|5, otherwise, it follows (5.5) in the proof of Proposition 5.1. Note that |τ | ≥ 2|ξ|5
enables us to assume that 〈τ−ξ5〉 ∼ 〈τ〉. We further assume that |ξ1| ≤ |ξ2| by the symmetry.
Then, similarly as before (for the negative regularity range) it suffices to show∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ|〈τ〉
s
5 f˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈ξ1〉s〈ξ2〉s〈τ〉bβ1(τ1, ξ1)β2(τ2, ξ2)
. ‖f1‖L2‖f2‖L2‖f3‖L2 , (5.32)
where fi and βi, i = 1, 2 are defined as in (5.6) and (5.7), respectively.
Case I |ξ2| ≤ 1. In this case, the left-hand side of (5.32) can be reduced by∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ1|,|ξ2|,|ξ|≤1
〈τ〉
s
5
−bf˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈τ1〉α〈τ2〉α
. (5.33)
For 0 < s < 5/2, there exists b = b(s) satisfying s/5 < b < 1/2 such that
(5.33) .
∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
|ξ1|,|ξ2|,|ξ|≤1
f˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈τ1〉α〈τ2〉α
. ‖f1‖L2‖f2‖L2‖f3‖L2 ,
by the Cauchy-Schwarz inequality, due to α > 1/2.
Case II |ξ2| > 1.
Case II-a |ξ1| ≤ 1. In this case, we know |ξ| > 1, due to the identity (5.2). Then, the
left-hand side of (5.32) is reduced to∫∫
∗
〈ξ〉1−s〈τ〉
s
5
−bf˜1(τ1, ξ1)f˜2(τ2, ξ2)f˜3(τ, ξ)
〈τ1〉α
, (5.34)
where
∗ = {(τ1, τ2, τ, ξ1, ξ2, ξ) ∈ R
6 : ξ1 + ξ2 = ξ τ1 + τ2 = τ |ξ1| ≤ 1 |ξ2| ∼ |ξ| > 1}.
If 1− s > 0, we can choose 1/5 < b < 1/2 such that
(5.34) . ‖f1‖L2‖f2‖L2‖f3‖L2 (5.35)
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holds true by the Cauchy-Schwarz inequality, due to α > 1/2. Otherwise (1 ≤ s < 5/2),
there exists b = b(s) satisfying s/5 < b < 1/2 such that (5.35) holds true.
Case II-b |ξ1| > 1. By the Cauchy-Schwarz inequality, it suffices to show
sup
ξ,τ∈R
( ∫∫
ξ1+ξ2=ξ
τ1+τ2=τ
1<|ξ1|≤|ξ2|
|ξ|2〈τ〉
2s
5
−2b
〈ξ1〉2s〈ξ2〉2s〈τ1 − ξ
5
1〉
2b〈τ2 − ξ
5
2〉
2b
dξ1 dτ1
)1/2
≤ c. (5.36)
By (5.17), the left-hand side of (5.36) is bounded by
|ξ|〈τ〉
s
5
−b
( ∫
|ξ1|>1
1
〈ξ1〉2s〈ξ2〉2s〈τ − ξ5 +H〉4b−1
dξ1
)1/2
. (5.37)
If 1 < |ξ1| ≪ |ξ2|, we know that
|ξ2| ∼ |ξ|, |H| ∼ |ξ1|ξ
4 ≪ |ξ|5 ≤
1
2
|τ | ⇒ |ξ1| ≪ |τ ||ξ|
−4.
For 0 < s < 5/2, there exists b = b(s) satisfying
1
3
(s
5
+ 1
)
< b <
1
2
such that
(5.37) . |ξ|−1−s〈τ〉
s
5
−3b+1
( ∫
|ξ1|>1
1
|ξ1|2s+1
dξ1
)1/2
≤ c
holds true.
Let us consider the other case (1 < |ξ1| ∼ |ξ2|). Note from (5.2) that |ξ| . |ξ1| ∼ |ξ2|. We
further divide this case into the following three cases:
(a) |H| ≪ |τ |, (b) |τ | ≪ |H|, (c) |H| ∼ |τ |.
In the case of (a), we know 〈τ − ξ5 +H〉 ∼ 〈τ〉. Then (5.37) is reduced to
|ξ|〈τ〉
s
5
−3b+ 1
2
( ∫
|ξ1|>1
1
〈ξ1〉4s
dξ1
)1/2
.
Since 〈ξ〉 . 〈ξ1〉 and |ξ|
3|ξ1|
2 . |H| ≪ |τ |, we have
|ξ|
1
4 〈ξ〉−s〈τ〉
s
5
−3b+ 3
4
( ∫
|ξ1|>1
1
〈ξ1〉1+2s
dξ1
)1/2
. (5.38)
If |ξ| ≤ 1, for 0 < s < 15/4, there exists b = b(s) satisfying
1
3
(
s
5
+
3
4
)
< b <
1
2
such that (5.38) is bounded. Otherwise, for 0 < s < 15/4, there exists b = b(s) satisfying
max
[
1
3
(
s
5
+
3
4
)
,
4
15
]
< b <
1
2
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such that (5.38) is bounded.
In the case of (b), we know 〈τ − ξ5 + H〉 ∼ 〈H〉. It is enough to consider |H| ≫ 1,
otherwise, we have further smoothing effects from the low frequency derivative. Indeed, due
to |ξ||ξ1|
4 . |H| . 1, (5.37) is bounded by
〈τ〉
s
5
−b
( ∫
|ξ1|>1
1
〈ξ1〉4s+8
dξ1
)1/2
. (5.39)
For 0 < s < 5/2, there exists b = b(s) satisfying s/5 < b < 1/2 such that (5.39) is bounded.
Under the condition |H| ≫ 1, note from |ξξ41 | . |H| that
〈τ − ξ5 +H〉1−4b ∼ |H|1−4b . |ξ1|
4−16b|ξ|1−4b
for 1/4 < b < 1/2. Then, (5.37) is bounded by( ∫
|ξ1|>1
|ξ|3−4b〈τ〉
2s
5
−2b
|ξ1|4(s+4b−1)
dξ1
)1/2
. (5.40)
Since 3− 4b > 0 implies |ξ|3−4b . |ξ1|
3−4b, for 0 < s < 5/2, there exists b = b(s) satisfying
max
[
1
4
,
s
5
,
2− s
5
]
< b <
1
2
such that
(5.40) .
( ∫
|ξ1|>1
〈τ〉
2s
5
−2b
|ξ1|4(s+4b−1)+4b−3
dξ1
)1/2
. 1.
In the case of (c), the term 〈τ − ξ5 +H〉4b−1 in the denominator of integrand in (5.37) is
always negligible when b ≥ 1/4. We first consider the case when 1 . |ξ| . |ξ1|. Note that
|τ | ∼ |H| & |ξ||ξ1|
4 & 1⇒ 〈τ〉 ∼ |τ |.
From this, for 0 < s < 5/2, there exists b = b(s) satisfying
max
[
1
4
,
s
5
,
3− 2s
10
]
< b <
1
2
such that
(5.37) .
( ∫
|ξ1|>1
|ξ|2|τ |
2s
5
−2b
|ξ1|4s
dξ1
)1/2
.
( ∫
|ξ1|>1
|ξ|2+
2s
5
−2b|ξ1|
4( 2s
5
−2b)
|ξ1|4s
dξ1
)1/2
.
( ∫
|ξ1|>1
1
|ξ1|2s+10b−2
dξ1
)1/2
. 1,
since 2s/5− 2b+ 2 > 0 and 2s+ 10b− 2 > 1.
Now we finish the proof with considering the case when |ξ| ≤ 1. We further divide this
case into two cases: |ξ| . |ξ1|
−1/2 and |ξ1|
−1/2 ≪ |ξ| ≤ 1.
44 M. CAVALCANTE AND C. KWAK
In the case when |ξ| . |ξ1|
−1/2, for 0 < s < 5/2, there exists b = b(s) satisfying
max(1/4, s/5) < b < 1/2 such that
(5.37) .
( ∫
|ξ1|>1
|ξ1|
−1
|ξ1|4s
dξ1
)1/2
. 1.
Otherwise (|ξ1|
−1/2 ≪ |ξ| ≤ 1), note that
|ξ1|
7
2 ≪ |ξ||ξ1|
4 . |H| ∼ |τ |.
Hence, for 0 < s < 5/2, there exists b = b(s) satisfying
max
[
1
4
,
s
5
]
< b < 1/2
such that
(5.37) .
( ∫
|ξ1|>1
|ξ1|
7
2
( 2s
5
−2b)
|ξ1|4s
dξ1
)1/2
. 1.
The last inequality holds due to 17(1−
13s
5 ) < 1/4 (↔ 13s/5 + 7b > 0) for s > 0. 
6. Proof of Theorem 1.1
Here we shall prove Theorems 1.1. We follow the arguments in [16] (see also [5] and
references therein).
We fix −74 < s <
5
2 and s 6=
1
2 ,
3
2 . Form (1.14), we may assume
‖u0‖Hs(R+) + ‖f‖
H
s+2
5 (R+)
+ ‖g‖
H
s+1
5 (R+)
= δ,
for δ sufficiently small.
Select an extension u0 ∈ H
s(R) of u0 such that ‖u0‖Hs(R) ≤ 2‖u0‖Hs(R+). Let b = b(s) <
1
2
and α = α(s) > 12 such that the estimates given in Propositions 5.1 and 5.2 are valid. Together
with arguments in Subsections 3.2 and 3.3, let
u(t, x) = Lλ1+ γ1(t, x) + L
λ2
+ γ2(t, x) + F (t, x), (6.1)
where γi (i = 1, 2) will be chosen in the following in terms of given initial and boundary data
u0, f and g, and F (t, x) = e
it∂5xu0 +Dw(t, x).
Recall (3.17) in Subsection 3.2 by
aj =
1
5B(0)Γ
(
4
5
) cos
(
(1+4λj )π
10
)
sin
(
(1−λj)π
5
) and bj = 1
5B(0)Γ
(
4
5
) cos
(
(4λj−3)π
10
)
sin
(
(2−λj)π
5
) .
Note that aj and bj are well-defined when even λj = 1− 5n or λj = 2− 5n for n ∈ Z.
By Lemmas 3.2 and 3.3, we get
f(t) = u(t, 0) = a1γ1(t) + a2γ2(t) + F (t, 0) (6.2)
and
g(t) = ∂xu(t, 0) = b1I− 1
5
γ1(t) + b2I− 1
5
γ2(t) + ∂xF (t, 0). (6.3)
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Together with (6.2) and (6.3), we can write as a matrix form[
f(t)− F (t, 0)
I 1
5
g(t)− I 1
5
∂xF (t, 0)
]
= A
[
γ1(t)
γ2(t)
]
,
where
A(λ1, λ2) =
[
a1 a2
b1 b2
]
.
For −74 < s <
5
2 and s 6=
1
2 ,
3
2 , the choice of parameters λ1 and λ2 satisfying the following
conditions
max(s− 2, −3) < λj < min
(
1
2
, s+
1
2
)
, j = 1, 2, (6.4)
holds Lemma 4.3.
On the other hand, a direct calculation shows that the matrix A(λ1, λ2) is invertible, when
λ1 − λ2 6= 5n, n ∈ Z. (6.5)
From this observation, we can define the forcing functions γ1(t) and γ2(t) for any λj, j = 1, 2,
satisfying (6.5) by [
γ1(t)
γ2(t)
]
= A−1
[
f(t)− F (t, 0)
I 1
5
g(t)− I 1
5
∂xF (t, 0)
]
, (6.6)
which shows (6.1) satisfies (∂t − ∂
5
x)u = w.
We choose λ1(s), λ2(s) satisfying (6.4) and (6.5) so that A(λ1, λ2) is invertible. Define the
solution operator on [0, 1] by12
Λu(t, x) = ψ(t)Lλ1+ γ1(t, x) + ψ(t)L
λ2
+ γ2(t, x) + ψ(t)F (t, x), (6.7)
where [
γ1(t)
γ2(t)
]
= A−1
[
f(t)− F (t, 0)
I 1
5
g(t)− I 1
5
∂xF (t, 0)
]
,
and F (t, x) = eit∂
5
xu0 −D(∂x(u
2))(t, x).
We remark in view of (6.2), (6.3) and (6.6) that it is necessary to check γi(t), i = 1, 2 to
be well-defined in H
s+2
5
0 (R
+) thanks to Lemmas 4.3. It follows from Lemmas 4.1, 4.2 and 4.3,
Propositions 5.1 and 5.2 and Lemmas 2.1 and 2.3. We omit the details and refer to [16].
Recall the solution space Zs,α,b1 defined in Subsection 2.2 under the norm
‖v‖
Zs,b,α1
= sup
t∈R
‖v(t, ·)‖Hs +
1∑
j=0
sup
x∈R
‖∂jxv(·, x)‖
H
s+2−j
5
+ ‖v‖Xs,b∩Dα .
All estimates obtained in Sections 4 and 5 yield
‖Λu‖
Zs,α,b1
≤ c(‖u0‖Hs(R+) + ‖f‖
H
s+2
5 (R+)
+ ‖g‖
H
s+1
5 (R
+)) + C1‖u‖
2
Zs,α,b1
.
Similarly,
‖Λu1 − Λu2‖Zs,α,b1
≤ C2(‖u1‖Zs,α,b1
+ ‖u2‖Zs,α,b1
)‖u1 − u2‖Zs,α,b1
,
12We may use ψ defined in (2.1) by restricting on [0,∞).
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for u1(0, x) = u2(0, x).
Once we choose 0 < δ ≪ 1 satisfying
4cC1δ < 1 and 4cC2δ <
1
2
,
we can show Λ is a contraction map on {u ∈ Zs,α,b1 : ‖u‖Zs,α,b1
< 2cδ}, and it completes the
proof.
7. Proof of Theorem 1.2
We follows the same argument used in Section 6, and hence it suffices to construct solution
operator similarly as (6.7) and to find suitable functions γi as in (6.6).
We seek γi, i = 1, 2, 3, in terms of given initial and boundary data, which satisfy the
following solution form:
u(t, x) = Lλ1− γ1(t, x) + L
λ2
− γ2(t, x) + L
λ3
− γ3(t, x) + F (t, x). (7.1)
Let aj, bj and cj be constants depending on λj , j = 1, 2, 3, given by
aj =
cos
(
(1−6λj)π
10
)
5B(0)Γ
(
4
5
)
sin
(
(1−λj)π
5
) , bj = cos
(
(7−6λj)π
10
)
5B(0)Γ
(
4
5
)
sin
(
(2−λj)π
5
) and cj = cos
(
(13−6λj )π
10
)
5B(0)Γ
(
4
5
)
sin
(
(3−λj )π
5
) .
Note that aj, bj and cj are well-defined when even λj = 1− 5n or λj = 2− 5n or λj = 3− 5n
for n ∈ Z.
By Lemmas 3.2 and 3.3, we get
f(t) = u(t, 0) = a1γ1(t) + a2γ2(t) + a3γ3(t) + F (t, 0), (7.2)
g(t) = ∂xu(t, 0) = b1I− 1
5
γ1(t) + b2I− 1
5
γ2(t) + b3I− 1
5
γ3(t) + ∂xF (t, 0) (7.3)
and
h(t) = ∂2xu(t, 0) = c1I− 2
5
γ1(t) + c2I− 2
5
γ2(t) + c3I− 2
5
γ3(t) + ∂
2
xF (t, 0). (7.4)
Together with (7.2), (7.3) and (7.4), we can express (γ1, γ2, γ2) as the following form f(t)− F (t, 0)I 15 g(t) − I 15∂xF (t, 0)
I 2
5
h(t)− I 2
5
∂2xF (t, 0)
 = A
 γ1(t)γ2(t)
γ3(t)
 ,
where
A(λ1, λ2, λ3) =
 a1 a2 a3b1 b2 b3
c1 c2 c3
 .
For −74 < s <
5
2 and s 6=
1
2 ,
3
2 , the choice of parameters λ1 and λ2 satisfying the following
conditions
max(s− 2, −2) < λj < min
(
1
2
, s +
1
2
)
, j = 1, 2, 3,
holds Lemma 4.3.
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On the other hand, a direct calculation shows that the matrix A(λ1, λ2, λ3) is invertible,
when
λ1 − λ2 6= 5n and λ2 − λ3 6= 5n and λ3 − λ1 6= 5n n ∈ Z. (7.5)
From this observation, we can define the forcing functions γ1(t) and γ2(t) for any λj, j =
1, 2, 3, satisfying (7.5) by γ1(t)γ2(t)
γ3(t)
 = A−1
 f(t)− F (t, 0)I 15 g(t) − ∂xI 15F (t, 0)
I 2
5
h(t)− ∂2xI 2
5
∂xF (t, 0)
 ,
which shows (7.1) satisfies (∂t−∂
5
x)u+∂x(u
2) = 0, in the sense of distributions, and u(t, 0) =
f(t), ∂xu(t, 0) = g(t) and ∂
2
xu(t, 0) = h(t).
We then perform the same argument used in the proof of Theorem 1.1 to complete the
proof of Theorem 1.2.
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