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Abstract
We deal with a problem of the control with incomplete data (also called perturbation) governed
by a quasilinear equation for which existence and uniqueness are known (see, for instance, [Lions,
Quelques Méthodes de Résolution des Problèmes aux Limites Non Homogènes, 1969]). We start
by giving some regularity results (continuity and differentiability) for the control-state and control-
perturbation applications and its derivatives and that allow us to obtain a Singular Optimality System
(SOS) after introducing approximate problems. In this work, the concepts of no-regret control and
low-regret that we owe to J.L. Lions are main tools used to establish our basic results. We extend
the study firstly done in the linear case by J.L. Lions in [Lions, C. R. Acad. Sci. Paris Sér. I 315
(1992) 1253–1257; Lions, No-Regret and Low-Regret Control. Environment, Economics and their
Mathematical Models, 1994; Lions, Duality Arguments for Multi Agents Least Regret Control, 1994]
and more recently by O. Nakoulima, A. Omrane and J. Velin in [Nakoulima et al., C. R. Acad. Sci.
Paris Sér. I 330 (2000) 801–806; Nakoulima et al., SIAM J. Control Optim. 42 (4) (2003) 1167–
1184; Nakoulima et al., J. Math. Pures Appl. 81 (2002) 1161–1189] in which the semilinear case has
been discussed.
 2003 Elsevier SAS. All rights reserved.
Résumé
On considère ici un problème de contrôle avec données manquantes (appelées aussi perturbation)
gouverné par une équation quasilinéaire pour laquelle des résultats d’existence et d’unicité sont
connus. On étudie tout d’abord la régularité (en particulier la continuité et la différentiabilité) pour
les applications contrôle-état et perturbation-état ainsi que pour leur dérivées, ce qui permet, après
avoir introduit une famille de problèmes approchés, d’obtenir un Système d’Optimalité Singulier
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(SOS). Les principaux résultats donnés dans ce travail utilisent les concepts de moindres regrets et
de sans regrets dus à J.L. Lions et étendent ceux obtenus dans le cadre linéaire d’abord par J.L. Lions
et plus récemment par O. Nakoulima, A. Omrane et J. Velin.
 2003 Elsevier SAS. All rights reserved.
Keywords: No-regret control; Low-regret control; Systems with incomplete data; Adapted cost function;
Quasilinear elliptic equation; Degenerate case; Singular optimality system
MSC: 49K40; 35B37; 35K55; 90C30; 93A15; 93D09
1. Introduction
In this paper, we are interested in the distributed control for some quasilinear system
with incomplete data or perturbed data usually named g. It means that the problem consists
in finding a control v such that
inf
v∈U
[∥∥y(v, g)− zd∥∥2L2(Ω) + ‖v‖2U ], ∀g ∈ G,
subject to
Pg
{
Ay(v,g) = f + v in Ω,
y(v, g) = g on ∂Ω,
(1)
where Ω ⊂Rn is a bounded open with smooth boundary ∂Ω,
Ay = −
n∑
i=1
∂
∂xi
(
ai(x;∇y)
)+ a0(x;y),
f ∈W−1,p′(Ω), v ∈ L2(Ω) and g ∈W 1p′ ,p(∂Ω).
Our motivation is connected with the result obtained by [8] in the linear case. In this
work, the author introduces the concept of no-regret control with incomplete data. We
can also consult other studies [4,9,10] for various applications. More recently, in [11,12],
the authors have completed this work, always, in the linear case. In [13], a singular
optimal system has been obtained for semilinear distributed systems. When the system
is governed by a nonlinear operator, we do not know any result covering this situation.
We only note several results of optimal control for homogeneous quasilinear equations
due to [1]. For more details, we can consult a large literature on the subject contained
in [1] and also [2]. In our work, the difficulty arises mainly with the nonlinearity of the
coefficients ai (i = 0, . . . , n) and also of the differentiability between the state and the
control v and the pollution or the perturbation g.
The paper follows the organization:
(1) In Section 1, we fix some natural hypotheses, notations and definitions.
(2) Section 2 is devoted to the study of the regularity property (continuity and differentia-
bility) observed between the data (control-perturbation) and the state. In particular, we
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are interested also to the regularity of some relationship between the data and the first
order derivatives of the state.
(3) These obtained results allow us to investigate Section 3 where Control problem is
discussed. Using a suitable family of related problem, we show the existence of a
sequence of optimal control. We obtain a family of Singular Optimal Control System
characterizing this optimal control.
At the end of this section, we pass to the limit. An optimal control (no-regret control)
for the problem (1) is obtained and it characterization is given.
1.1. Hypotheses
Let k and p be such that k ∈ ]0,1[, p ∈ ]2,+∞[. The last condition indicates a
degenerate case. To investigate this study, we will assume some natural conditions on a.
For any x ∈Ω, s ∈R, η = (ηj )j=1,...,n ∈Rn, we suppose:
(H1) a(x;η)= (ai(x;η))i=1,...,n.
(H2) x 	→ ai(x;η) is a measurable function on Ω, i = 1, . . . , n.
(H3) x 	→ a0(x; s) is a measurable function on Ω .
(H4) η 	→ ai(x;η) and s 	→ a0(x; s) belong respectively to C2(Rn \ {0}), i = 1, . . . , n,
and C2(R \ {0}).
(H5) There exists Λ1 > 0 such that for any β = (βi)i=1,...,n ∈Rn
n∑
i,j=1
∂ai
∂ηj
(x;η)βiβj Λ1
(
k + |η|)p−2|β|2.
(H6) There exists Λ2 > 0 such that
n∑
i,j=1
∣∣∣∣ ∂ai∂ηj (x;η)
∣∣∣∣Λ2(k + |η|)p−2.
(H7) There exists Λ3 > 0 such that∣∣∣∣∂a0∂s (x; s)
∣∣∣∣Λ3(k + |s|)p−2.
(H8)
∂ai
∂ηj
(x;η)= ∂aj
∂ηi
(x;η), ∀i, j = 1, . . . , n.
(H9) a0(x;0)= ai(x;0)= 0, ∀i = 1, . . . , n.
Remark 1. One can see in [1] (also, [14]) examples of operators A satisfying these
assumptions. The regularity C2(Rn \ {0}) and C2(R \ {0}) to the coefficients ai (i =
1, . . . , n) and a0, respectively, may be replaced by the hypothesis:
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(H4)′ η 	→ ai(x;η) and s 	→ a0(x; s) belong respectively to C1(Rn), i = 1, . . . , n, and
1C (R) with its first order partial derivatives are locally Lipschitz continuous (for
instance: a(x;η)= (k + |η|)p−2η).
Before starting, we give a lemma needed for the following:
Lemma 1.1. There exist positive constants c1 and c2 depending only on n, p, Λ1, Λ2 such
that for any η, η′ in Rn:
n∑
i=1
(
ai(x;η)− ai(x;η′)
)(
ηi − η′i
)
 c1
{(
1 + |η| + |η′|)p−2|η− η′|2 if 1 <p  2,
|η− η′|p if p  2,
n∑
i=1
∣∣ai(x;η)− ai(x;η′)∣∣ c2 {(1 + |η| + |η′|)p−2|η − η′| if p  2,|η − η′|p−1 if 1 <p  2. (2)
Proof. These results follow a direct adaptation of the proof of Lemma 2.1 [3] for the
operator A. 
An immediate consequence is the following Lemma
Lemma 1.2. Assume hypotheses (H1)–(H4). Then
n∑
i=1
∫
Ω
[
ai(x;∇y)− ai(x;∇y ′)
]( ∂y
∂xi
− ∂y
′
i
∂xi
)

{
Cy,y ′,p
∥∥∇(y − y ′)∥∥2
Lp(Ω)
if 1 <p  2,
c1
∥∥∇(y − y ′)∥∥p
Lp(Ω)
if p  2, (3)
where Cy,y ′,p = c1‖1 + |∇y| + |∇y ′|‖p−2Lp(Ω).
1.2. Notations
Throughout the text, we adopt the following notations.
Let x be fixed in Ω, we set:
Bw = −
n∑
i=1
∂
∂xi
(
bi
(
x;∇w,∇y(v, g)))+ b0(x;w,y(v, g)),
bi
(
x;∇w,∇y(v, g))= ai(x;∇y(v, g)+ ∇w)− ai(x;∇y(v, g)) for i = 1, . . . , n,
b0
(
x;w,y(v, g))= a0(x;y(v, g)+w)− a0(x;y(v, g)),
B
y(v,g)
η,s φ = −
n∑
i=1
∂
∂xi
[
∂ai
∂η
(
x;∇y(v, g))∇φ]+ ∂a0
∂s
(
x;y(v, g))φ.
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On W 1,p(Ω)×W 1,p(Ω), we define the operator b by:b(φ,ψ)=
n∑
i=1
∫
Ω
bi
(
x;∇φ,∇y(v, g)) ∂ψ
∂xi
dx +
∫
Ω
b0
(
x;φ,y(v, g))ψ dx.
We denote by 〈 , 〉−1/p′,1/p′ the inner product between W 1/p′,p(∂Ω) and W−1/p′,p′(∂Ω).
W 1/p
′,p(∂Ω) and W−1/p′,p′(∂Ω) are equipped respectively with the norm ‖ ‖
W 1/p′ ,p(∂Ω),‖ ‖
W−1/p′,p′ (∂Ω). Also, for simplicity, we note ‖ ‖W 1/p′ ,p′ (∂Ω) = ‖ ‖p′,∂Ω, ‖ ‖W−1/p′ ,p′ (∂Ω) =‖ ‖−p′,∂Ω, ‖ ‖Lp(Ω) = ‖ ‖p . Let X and Y two normed vector spaces, we denote byL(X;Y )
the set of linear applications to X from Y . |||F |||L(X;Y ), or simply |||F |||, designates the norm
of any F in L(X;Y ).
1.3. Definitions
To establish some results, we recall the main definitions.
Definition 1.1. For any solution y(v, g) in W 1,p(Ω) we define by the space Hy(v,g)(Ω) or
more simply without ambiguous Hy(Ω), the closure of C∞(Ω) respect to the norm:
‖z‖Hy(u,g) =
(∫
Ω
(
k + ∣∣∇y(u,g)∣∣)p−2|∇z|2 dx + ∫
Ω
(
k + ∣∣y(u,g)∣∣)p−2|z|2 dx)1/2 <+∞.
Remark 2. Moreover, we have some properties of the special Hilbert space Hy(v,g)(Ω):
(1) Hy(Ω) is a Hilbert space equipped with the inner product:∫
Ω
(
k + ∣∣∇y(u,g)∣∣)p−2∇z1∇z2 dx + ∫
Ω
(
k + ∣∣y(u,g)∣∣)p−2z1z2 dx.
(2) The following injections are continuous
W 1,p(Ω)⊂Hy(Ω)⊂H 1(Ω) if p  2,
H 1(Ω)⊂Hy(Ω)⊂W 1,p(Ω) if p  2.
Definition 1.2. The no-regret control related to a control u0 ∈ U is the unique u˜ ∈ U
solution to the problem:
inf
v∈U
sup
g∈G
(
J (v, g)− J (u0, g)
)
. (4)
Remark 3. In Definition 1.2 U denotes the control space, usually it is a Hilbert space.
Throughout the text, we consider U = L2(Ω).
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1.4. Basic resultTheorem 1.1. We set J (v, g) = ‖y(v, g)− zd‖2L2(Ω) + ‖v‖2U . Then, (1) admits a no-regret
control u˜ characterized by the unique solution {y(u˜,0), q,p} of the Singular Optimality
System (SOS)
(SOS)

(1)
{
Ay(u˜,0)= f + u˜ in Ω,
y(u˜,0)= 0 on ∂Ω,
(2)
{(
B
y(u˜,0)
η,s
)
q = y(u˜,0)− zd in Ω,
q = 0 on ∂Ω,
(3)
{(
B
y(u˜,0)
η,s
)
p = 2(y(u˜,0)− zd)+ ρ in Ω,
p = 0 on ∂Ω,
(4) p +Nu˜ = 0.
2. Continuity and differentiability of the state with respect to the control and the
perturbation
Here, we give some regularity results for the state respect to the control v and the
perturbation g.
2.1. Continuity
Proposition 2.1. Assume hypotheses (H1)–(H4). The mapping
y(v, ·) :W 1/p′,p(∂Ω)→W 1,p(Ω),
g 	→ y(v, g),
such that y(v, g) solves (P)g , is continuous.
Before establishing this result, the following lemma shall be useful
Lemma 2.1. Let z in Hy(v,g)(Ω) such that
−
n∑
i,j=1
∂
∂xi
(
∂ai
∂ηj
(
x;∇y(v, g)) ∂z
∂xj
)
+ ∂a0
∂s
(
x;y(v, g))z = 0, (5)
we may define T (z) in W−1/p′,p′(∂Ω) such that
T (z)=
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g)) ∂z
∂xj
cos(ν(x), xi), if z ∈ C2(Ω), (6)
where ν(x) denotes the outward unit normal to Ω in x ∈ ∂Ω .
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Proof. To prove it, we notice there exists a lifting R such that h 	→R(h) = Φ is linear
1/p′,p 1,p 1,pand continuous to W (∂Ω) from W (Ω) (see, for instance, [5]) also W (Ω) ↪→
Hy(v,g)(Ω) is a continuous injection denoted I . Consequently, R′ = I ◦ R defines
a linear continuous lifting to W 1/p′,p(∂Ω) from Hy(v,g)(Ω). Moreover, we define on
Hy(v,g)(Ω)×Hy(v,g)(Ω) the application
ay : (z, z′) 	→
n∑
i,j=1
∫
Ω
∂ai
∂ηj
(
x;∇y(v, g)) ∂z
∂xj
∂z′
∂xi
+ ∂a0
∂s
(
x;y(v, g))zz′.
As in [7, Proposition 4.1, p. 205], we can prove that ay does not depend of the lifting.
On the other hand, h 	→ ay(z,R′(h)) is a linear continuous form on W 1/p′,p(∂Ω) and
consequently, there exists T (z) ∈W−1/p′,p′(∂Ω) such that
ay
(
z,R′(h))= 〈T (z), h〉−1/p′,1/p. (7)
We complete the proof in considering z ∈ C2(Ω). We multiply (5) by z and integrate
over Ω, (6) follows. 
Lemma 2.2. The notations are as in Lemma 2.1. We have the following estimation:∥∥T (z)∥∥
W−1/p′ ,p′ (∂Ω)  ‖h‖W 1/p′ ,p(∂Ω). (8)
Proof. Let ρ ∈ W 1/p′,p(∂Ω), Ξ =R′(ρ) ∈Hy(Ω), from (7) we have:∣∣〈T (z), ρ〉−1/p′,1/p∣∣
= ∣∣ay(z,R′(ρ))∣∣

∣∣∣∣∣
n∑
i,j=1
∫
Ω
∂ai
∂ηj
(
x;∇y(v, g)) ∂z
∂xj
∂Ξ
∂xi
dx +
∫
Ω
∂a0
∂s
(
x;y(v, g))zΞ dx∣∣∣∣∣

∫
Ω
∣∣∣∣∣
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g))∣∣∣∣∣|∇z||∇Ξ |dx +
∫
Ω
∣∣∣∣∂a0∂s (x;y(v, g))
∣∣∣∣|z||Ξ |dx

∫
Ω
(
k + ∣∣∇y(v, g)∣∣)p−2|∇z||∇Ξ |dx + ∫
Ω
(
k + ∣∣y(v, g)∣∣)p−2|z||Ξ |dx

[∫
Ω
(
k + ∣∣∇y(v, g)∣∣)p−2|∇z|2 dx]1/2[∫
Ω
(
k + ∣∣∇y(v, g)∣∣)p−2|∇Ξ |2 dx]1/2
+
[∫
Ω
(
k + ∣∣y(v, g)∣∣)p−2|z|2 dx]1/2[∫
Ω
(
k + ∣∣y(v, g)∣∣)p−2|Ξ |2 dx]1/2
 2‖z‖Hy‖Ξ‖Hy .
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Finally, for every ρ ∈ W 1/p′,p(∂Ω), we obtain:∣∣〈T (z), ρ〉−1/p′,1/p∣∣ 2‖h‖W 1/p′ ,p(∂Ω)‖ρ‖W 1/p′ ,p(∂Ω)
and then after dividing by ‖ρ‖
W 1/p′ ,p(∂Ω), we get (8). 
Proof of Proposition 2.1. To that, we set z(v,h) = y(v, g + h) − y(v, g) and we notice
that z(v,h) satisfies the following problem:{
Bz(v,h) = 0 in Ω,
z(v,h) = h on ∂Ω. (9)
Multiplying (9) by z(v,h), after integrating over Ω, we obtain:
b
(
z(v,h), z(v,h)
)= n∑
i=1
∫
∂Ω
bi
(
x;∇z(v,h),∇y(v, g))z(v,h) cos(ν(x), xi)dσ.
Using Lemma 1.2, the left hand becomes:∥∥∇z(v,h)∥∥p
Lp(Ω)
+ ∥∥z(v,h)∥∥p
Lp(Ω)
 b
(
z(v,h), z(v,h)
)
.
We set
B(z(v,h))= n∑
i=1
bi
(
x;∇z(v,h),∇y(v, g)) cos(n, xi).
Thanks to hypotheses (H4) and (H7) the right hand becomes:∫
∂Ω
B(z(v,h))z(v,h)dσ = ∫
∂Ω
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g))∂z(v,h)
∂xj
z(v,h) cos(ν(x), xi)dσ.
With the notation used above, we can also write
n∑
i=1
∫
∂Ω
bi
(
x;∇z(v,h),∇y(v, g))z(v,h) cos(ν(x), xi)dσ = 〈T (z(v,h)), h〉−1/p′,1/p.
Finally, Hölder inequality and Lemma 2.2 give:∥∥∇z(v,h)∥∥p
Lp(Ω)
+ ∥∥z(v,h)∥∥p
Lp(Ω)

〈T (z(v,h)), h〉−1/p′,1/p

∥∥T (z(v,h))∥∥
W−1/p′,p′ (∂Ω)‖h‖W 1/p′ ,p(∂Ω)
 C‖h‖2
W 1/p′ ,p(∂Ω).
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It results from this that ‖y(v, g+h)−y(v, g)‖1,p tends to 0 as ‖h‖p′,∂Ω and the statement
of Proposition 2.1 is proved. Moreover, we go back to the beginning of the proof of
Proposition 2.1 and we notice that there exists a constant C independent of h such that∥∥z(v,h)∥∥
Hy(v,g)
 C‖h‖p′,∂Ω. (10)
Indeed, using hypotheses (H4), (H5), we have
∥∥z(v,h)∥∥2
Hy(v,g)

∣∣∣∣ ∫
Ω
(
k + ∣∣∇y(v, g)∣∣)p−2∣∣∇z(v,h)∣∣2 dx+∣∣∣∣∫
Ω
(
k + ∣∣y(v, g)∣∣)p−2|z(v,h)|2 dx
 b
(
z(v,h), z(v,h)
)= 〈T (z(v,h)), h〉−1/p′,1/p  ‖h‖2p′,∂Ω . (11)
Then (10) is obtained. 
Proposition 2.2. Assume hypotheses (H1)–(H7). The mapping
y(·, g) :L2(Ω)→W 1,p(Ω),
v 	→ y(v, g),
such that y(v, g) solves (P)g , is continuous.
Proof. Let w be fixed in L(Ω)2. We recall that y(v +ω,g) and y(v, g) are such that{
Ay(v +ω,g) = f + v +ω in Ω,
y(v +ω,g) = g on ∂Ω, (12)
and {
Ay(v,g) = f + v in Ω,
y(v, g) = g on ∂Ω. (13)
Taking (12)–(13), z(w,g) = y(v +ω,g)− y(v, g) is such that{
Bz(ω,g) = ω in Ω,
z(ω,g) = 0 on ∂Ω.
And multiplying by z(ω,g) and integrating over Ω, we have:∫
Ω
z(ω,g)Bz(ω,g)dx =
∫
Ω
ωz(ω,g)dx.
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Finally, by employing Lemma 1.2 in the left hand and Cauchy–Schwarz inequality in the
right hand, we obtain:
∥∥∇z(ω,g)∥∥p−1
p
 ‖ω‖2. (14)
In a simplest way, (14) implies that v 	→ y(·, g) is C(L2(Ω);W 1,p(Ω)). 
2.2. Differentiability
This section deals with the differentiability of the state respect to the perturbation.
Proposition 2.3. Assume hypotheses (H1)–(H7). The mapping
y(v, ·) :W 1/p′,p(∂Ω)→W 1,p(Ω),
g 	→ y(v, g),
such that y(v, g) solves (P)g , is Fréchet-differentiable and its Fréchet derivative denoted
∂y
∂g
(v, g) is such that for h ∈W 1/p′,p(∂Ω),

B
y(v,g)
η,s
∂y
∂g
(v, g)(h) = 0 in Ω,
∂y
∂g
(v, g)(h) = h on ∂Ω.
(15)
Proof. We are interested in finding a linear application Lv,g defined on W 1/p
′,p(∂Ω)
such that y(v, g + h)− y(v, g) = Lv,g(h)+ ‖h‖Θv,g(h). From hypothesis (H4), for each
i = 0, . . . , n we can associate a function εi such that εi(∇z(v,h)) for i = 1, . . . , n, and
ε0(z(v,h)) tend to 0 in Ω as ‖h‖p′,∂Ω . Indeed, for ‖h‖p′,∂Ω sufficiently small, we can
write for any x in Ω ,
bi
(
x;∇z(v,h),∇y(v, g))(x)= ai,η(x;∇y(v, g))(x)∇z(v,h)(x)
+ ∣∣z(v,h)(x)∣∣εi(x,∇z(v,h)),
b0
(
x; z(v,h), y(v, g))(x)= a0,s(x;y(v, g))(x)z(v,h)(x)
+ ∣∣z(v,h)(x)∣∣ε0(x, z(v,h)),
where for every η in Rn, s in R:
ai,η(x;η)= ∂ai
∂η
(x;η), a0,s(x; s)= ∂a0
∂s
(x; s).
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Consequently, let φ be in Hy(v,g)(Ω), we define:Φ(φ)=
n∑
i=1
∂
∂xi
[|∇φ|εi(x,∇z(v,h))]+ |φ|ε0(x, z(v,h))
and the second-order operator,
B
y(v,g)
η,s φ = −
n∑
i=1
∂
∂xi
[
ai,η
(
x;∇y(v, g))∇φ]+ a0,s(x;y(v, g))φ,
then (9) becomes {
B
y(v,g)
η,s z(v,h) =Φ
(
z(v,h)
)
in Ω,
z(v,h) = h on ∂Ω. (16)
To simplify, we set:
z(v,h)
‖h‖ =
1
‖h‖p′,∂Ω z(v,h),
then after dividing (16) by ‖h‖p′,∂Ω, we have:
B
y(v,g)
η,s
z(v,h)
‖h‖ =Φ
(
z(v,h)
‖h‖
)
in Ω,
z(v,h)
‖h‖ =
h
‖h‖ on ∂Ω.
(17)
Now, we denote by L(v,g)(h) the unique solution of the nonhomogeneous linear Dirichlet
problem, {
B
y(v,g)
η,s Ψ = 0 in Ω,
Ψ = h on ∂Ω, (18)
then divide (18) by ‖h‖p′,∂Ω and substrate to (17). Consequently, we notice that
Θh = z(v,h)−Lv,g(h)‖h‖
is such that By(v,g)η,s Θ = −Φ
(
z(v,h)
‖h‖
)
in Ω,
Θ = 0 on ∂Ω.
(19)
Now, we claim that Θh tends to 0 as ‖h‖p′,∂Ω . To prove this point, we multiply (19) by Θh
and we integrate over Ω . Then, we obtain:
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∫ n∑
ai,η
(
x;∇y(v, g))∇Θh ∂Θh dx + ∫ a0,s(x;y(v, g))Θ2h dxΩ i=1
∂xi
Ω
= −
∫
Ω
∣∣∣∣∇ z(v,h)‖h‖
∣∣∣∣ n∑
i=1
εi
(
x,∇z(v,h))∂Θh
∂xi
dx
−
∫
Ω
∣∣∣∣z(v,h)‖h‖
∣∣∣∣ε0(x, z(v,h))Θh dx. (20)
To simplify, we set εh = ε(x,∇z(v,h)) and ε0,h = ε0(x, z(v,h)).
On one side, thanks to hypotheses (H1) and (H2), we have:
c‖Θh‖2
H
y(v,g)
0 (Ω)

∫
Ω
n∑
i=1
ai,η
(
x;∇y(v, g))∇Θh ∂Θh
∂xi
dx
+
∫
Ω
a0,s
(
x;y(v, g))Θh dx. (21)
On another side, we are inspecting the right hand and we obtain:
∣∣εh(x)∣∣ C ′(k + ∇y(u,0)(x))p−2.∣∣∣∣∣
∫
Ω
∣∣∣∣∇ z(v,h)‖h‖
∣∣∣∣ n∑
i=1
εi
∂Θh
∂xi
dx
∣∣∣∣∣
∫
Ω
∣∣∣∣∇ z(v,h)‖h‖
∣∣∣∣|εh||∇Θh|dx

(∫
Ω
∣∣∣∣∇ z(v,h)‖h‖
∣∣∣∣2|εh|dx)1/2(∫
Ω
|εh||∇Θh|2 dx
)1/2
 C ′
∥∥∥∥z(v,h)‖h‖
∥∥∥∥
H
y(v,g)
0 (Ω)
(∫
Ω
|εh||∇Θh|2 dx
)1/2
. (22)
Thanks to (10), ‖z(v,h)/‖h‖‖
H
y(v,g)
0 (Ω)
is bounded independently to ‖h‖. Moreover, let
α > 0 be a real fixed arbitrary, since εh(x, ·) tends to 0 as ‖h‖, a.e. x ∈ Ω, there
is hα ∈ W 1/p′,p(∂Ω) such that for any h with ‖h‖ < ‖hα‖ we can write |εh(x)| 
α(1 + ∇y(u,0)(x))p−2 for a.e. x ∈Ω . It results that there exists a constant C such that
∣∣∣∣∣
∫
Ω
∣∣∣∣∇ z(v,h)‖h‖
∣∣∣∣ n∑
i=1
εi
∂Θh
∂xi
dx
∣∣∣∣∣ α
[∫
Ω
(
1 + ∇y(u,0)(x))p−2|∇Θh|2 dx]1/2
 α‖Θh‖Hy0 (Ω). (23)
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Then, (21) and (23) imply:‖Θh‖Hy(v,g)0 (Ω)  α.
α is chosen arbitrary, then Θh converges strongly to 0 in Hy(v,g)0 .
We have shown that the functional y(v, ·) :W 1/p′,p(∂Ω) → H 1(∂Ω) defined by g 	→
y(v, g) is Fréchet-differentiable when p  2. Then, we have the following definition:
∂y
∂g
(v, g)(h) = L(v,g)(h)
here L(v,g)(h) belongs to Hy(v,g)0 (Ω) and is defined as in (18). 
Proposition 2.4. There exists a constant C > 0 independent of h such that∥∥∥∥∂y∂g (v, g)(h)
∥∥∥∥
H
y(Ω)
0
 C‖h‖p′,∂Ω. (24)
Proof. As for that, we multiply (15) by ∂y
∂g
(v, g)(h) and we integrate by part over Ω . We
get: 〈
Ay(v,g)
∂y
∂g
(v, g)(h),
∂y
∂g
(v, g)(h)
〉
= −
∫
∂Ω
n∑
i=1
ai,η
(
x;∇y(v, g)) ∂
∂xi
(
∂y
∂g
(v, g)(h)
)
cos(ν(x), xi)
∂y
∂g
(v, g)(h)dσ
+
∫
Ω
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g)) ∂
∂xi
(
∂y
∂g
(v, g)(h)
)
∂
∂xj
(
∂y
∂g
(v, g)(h)
)
dx
+
∫
Ω
∂a0
∂s
(
x;y(v, g)){∂y
∂g
(v, g)(h)
}2
.
Since 〈
Ay(v,g)
∂y
∂g
(v, g)(h),
∂y
∂g
(v, g)(h)
〉
= 0,
it results:
∫
∂Ω
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g)) ∂
∂xi
(
∂y
∂g
(v, g)(h)
)
cos(ν(x), xi)
∂y
∂g
(v, g)(h)dσ
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=
∫ n∑ ∂ai (
x;∇y(v, g)) ∂ (∂y (v, g)(h)) ∂ (∂y (v, g)(h)) dx
Ω i,j=1
∂ηj ∂xi ∂g ∂xj ∂g
+
∫
Ω
∂a0
∂s
(
x;y(v, g)){∂y
∂g
(v, g)(h)
}2
.
On one hand, thanks hypothesis (H5), there exists a constant Λ˜ such that
Λ˜
∥∥∥∥∂y∂g (v, g)(h)
∥∥∥∥2
Hy(Ω)

∫
Ω
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g)) ∂
∂xi
(
∂y
∂g
(v, g)(h)
)
∂
∂xj
(
∂y
∂g
(v, g)(h)
)
dx
+
∫
Ω
∂a0
∂s
(
x;y(v, g)){∂y
∂g
(v, g)(h)
}2
dx.
On the other hand, we have:∣∣∣∣∣
∫
∂Ω
n∑
i,j=1
∂ai
∂ηj
(
x;∇y(v, g)) ∂
∂xi
(
∂y
∂g
(v, g)(h)
)
cos(ν(x), xi)
∂y
∂g
(v, g)(h)dσ
∣∣∣∣∣

∥∥∥∥ ∂∂νAy(v,g)
(
∂y
∂g
(v, g)(h)
)∥∥∥∥
Lp
′
(∂Ω)
‖h‖W 1/p′ ,p

∥∥∥∥(∂y∂g (v, g)(h)
)∥∥∥∥
Hy(Ω)
‖h‖W 1/p′ ,p .
Combining these results, we then establish (24) and the proof is complete. 
Moreover, we have:
Proposition 2.5. The mapping
∂y
∂g
(·, g) :L2(Ω)→ L(W 1/p′,p(∂Ω);Hy(v,g)),
v 	→ ∂y
∂g
(v, g)
is continuous.
Proof. For a best reading of this proof, the summation will be omitted.
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Let h in W 1/p′,p(∂Ω) \ {0}. In (15) we change h by h˜ = h/‖h‖p′,∂Ω and we put
successively v = v1 and v = v2. We denote by (15)i the corresponding systems (i = 1,2)
and by δy ′g(v1, v2)(h˜) the difference
∂y
∂g
(v1, g)(h˜) − ∂y∂g (v2, g)(h˜). After scalarizing (15)i
by δy ′g(v1, v2)(h˜) and subtracting (15)1 and (15)2, we get:〈
− ∂
∂xi
{
ai,η
(
x;∇y(v1, g)
)∇(∂y
∂g
(v1, g)(h˜)
)}
, δy ′g(v1, v2)(h˜)
〉
−
〈
− ∂
∂xi
{
ai,η
(
x;∇y(v2, g)
)∇(∂y
∂g
(v2, g)(h˜)
)}
, δy ′g(v1, v2)(h˜)
〉
+
〈
∂a0
∂s
(
x;y(v1, g)
) ∂y
∂g
(v1, g)(h˜)− ∂a0
∂s
(
x;y(v2, g)
)∂y
∂g
(v2, g)(h˜), δy
′
g(v1, v2)(h˜)
〉
= 0.
Or, using integration by part, we have:∫
Ω
{
ai,η
(
x;∇y(v1, g)
)∇(∂y
∂g
(v1, g)(h˜)
)}
∂
∂xi
(
δy ′g(v1, v2)(h˜)
)
dx
−
∫
Ω
{
ai,η
(
x;∇y(v2, g)
)∇(∂y
∂g
(v2, g)(h˜)
)}
∂
∂xi
δy ′g(v1, v2)(h˜)dx
+
∫
Ω
{
∂a0
∂s
(
x;y(v1, g)
)∂y
∂g
(v1, g)(h˜)
}
δy ′g(v1, v2)(h˜)dx
−
∫
Ω
{
∂a0
∂s
(
x;y(v2, g)
)∂y
∂g
(v2, g)(h˜)
}
δy ′g(v1, v2)(h˜)dx
= 0.
A suitable rearrangement allows to write:∫
Ω
ai,η
(
x;∇y(v1, g)
) ∂
∂xj
(
δy ′g(v1, v2)(h˜)
) ∂
∂xi
(
δy ′g(v1, v2)(h˜)
)
dx
+
∫
Ω
∂a0
∂s
(
x;y(v1, g)
)(
δy ′g(v1, v2)(h˜)
)2 dx
=
∫
Ω
[
ai,η
(
x;∇y(v1, g)
)− ai,η(x;∇y(v2, g))]
× ∂
∂xj
(
∂y
∂g
(v2, g)(h˜)
)
∂
∂xi
(
δy ′g(v1, v2)(h˜)
)
dx
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+
∫ [
∂a0
∂s
(
x;y(v1, g)
)− ∂a0
∂s
(
x;y(v2, g)
)]∂y
∂g
(v2, g)(h˜)δy
′
g(v1, v2)(h˜)dx.Ω
The left hand is such that∫
Ω
ai,η
(
x;∇y(v1, g)
) ∂
∂xj
(
δy ′g(v1, v2)(h˜)
) ∂
∂xi
(
δy ′g(v1, v2)(h˜)
)
dx
+
∫
Ω
∂a0
∂s
(
x;y(v1, g)
)[
δy ′g(v1, v2)(h˜)
]2 dx

∥∥δy ′g(v1, v2)(h˜)∥∥2Hy1 (Ω).
Now, we plan to analyse the right hand. Firstly, setting
i,η = ai,η
(
x;∇y(v1, g)
)− ai,η(x;∇y(v2, g)),
we have:∣∣∣∣ ∫
Ω
i,η
∂
∂xj
(
∂y
∂g
(v2, g)(h˜)
)
∂
∂xi
(
δy ′g(v1, v2)(h˜)
)
dx
∣∣∣∣

(∫
Ω
∣∣∣∣i,η∇(∂y∂g (v2, g)(h)
)∣∣∣∣2 dx)1/2(∫
Ω
∣∣∇δy ′g(v1, v2)(h˜)∣∣2 dx)1/2

(∫
Ω
∣∣∣∣i,η∇(∂y∂g (v2, g)(h˜)
)∣∣∣∣2 dx)1/2∥∥δy ′g(v1, v2)(h˜)∥∥Hy1 .
Secondly, we deduce from Proposition 2.2 that for any arbitrary α > 0, there exists Cα > 0
such that for v1 and v2 in L2(Ω), ‖v1 − v2‖2 < Cα , |∇y(v1, g) − ∇y(v2, g)|p < α and
|∇y(v1, g)(x) − ∇y(v2, g)(x)| < α, a.e. x ∈ Ω . Moreover, thanks to [6] (see also [1]),
the application η 	→ ∇( ∂y
∂g
(v2, g)(h))T ai,η(x;η) belongs continuously to (Lp(Ω))n from
(L2(Ω))n and setting ψ = ∂y
∂g
(v2, g)(h), it results from Proposition 2.2 that for any α > 0
arbitrary, there exists Cα > 0 such that for v1 and v2 in L2(Ω), ‖v1 − v2‖2 <Cα,(∫
Ω
∣∣∣∣{ai,η(x;∇y(v1, g))− ai,η(x;∇y(v2, g))}∇(∂y∂g (v2, g)(h˜)
)∣∣∣∣2 dx)1/2  α.
We conclude, after some simplifications,∥∥∥∥∂y∂g (v1, g)(h˜)− ∂y∂g (v2, g)(h˜)
∥∥∥∥
Hy1 (Ω)
 α,
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α is arbitrary and independent of h, consequently∣∣∣∣∣∣∣∣∣∣∣∣∂y∂g (v1, g)− ∂y∂g (v2, g)
∣∣∣∣∣∣∣∣∣∣∣∣= sup
h∈W 1/p′ ,p(∂Ω)
‖h‖p′ ,∂Ω
∥∥∥∥∂y∂g (v1, g)(h˜)− ∂y∂g (v2, g)(h˜)
∥∥∥∥
Hy1 (Ω)
 α. 
Proposition 2.6. Assume hypothesis (H4) or (H4)′. The mapping
y(·, g) :W 1/p′,p(∂Ω)→ W 1,p(Ω),
v 	→ y(v, g),
such that y(v, g) solves (P)g is Gateaux-differentiable.
Before beginning, we need a lemma:
Lemma 2.3. Let t > 0. Let z(tw,g) = y(v + tw,g) − y(v, g).
There exist C1 > 0 and C2 > 0 such that∥∥∥∥z(tw,g)t
∥∥∥∥
H
y(v,g)
0 (Ω)
C1 and
∥∥∥∥z(tw,g)t
∥∥∥∥
Ly(v,g)(Ω)
 C2.
Proof. Thanks to definitions of y(v+ tw,g) and y(v, g), it is clear that zt = z(tw,g)/t is
such that {
B
y(v,g)
η,s zt +Φ(zt ) =w in Ω,
zt = 0 on ∂Ω.
(25)
Then to prove it, we multiply (25) by zt and integrate over Ω, using hypothesis (H4) or
(H4)′, we have:
∫
Ω
n∑
i,j=1
ai,η(x;∇y) ∂zt
∂xi
∂zt
∂xj
dx +
∫
Ω
a0,s(x;y)(zt)2 dx
=
∫
Ω
wzt dx −
∫
Ω
ε0
(
x, z(tw,g)
)
(zt )
2 dx −
∫
Ω
|∇zt |
n∑
i=1
εi
(
x,∇z(tw,g)) ∂zt
∂xi
dx
 ‖w‖2‖zt‖2 +
∫
Ω
|∇zt |2|εtw|dx +
∫
Ω
|zt |2|ε0|dx.
After computation, we get:
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k + ∣∣∇y(v, g)∣∣)p−2 − |εtw|]|∇zt |2 dx + ∫ [(k + ∣∣y(v, g)∣∣)p−2 − |ε0|]|zt |2 dxΩ Ω
 1
k
‖w‖2‖zt‖Hy(v,g)0 ,
εtw and ε0 tend to zero like t, we can suppose for t small enough |εtw|  12 (k +
|∇y(v, g)|)p−2 and |ε0| 12 (k + |y(v, g)|)p−2. From this, there is a constant C such that∥∥∥∥z(tw,g)t
∥∥∥∥
H
y(v,g)
0 (Ω)
 C.
Because W 1,p(Ω) ↪→ Hy(v,g)(Ω) for p  2, we also have:∫
Ω
∣∣∣∣∇ z(tw,g)t
∣∣∣∣2 dx  C. 
Proof of Proposition 2.6. Some notations used in this proof are as above. Define by
α(w,g) the unique solution of the following problem:{
B
y(v,g)
η,s α(w,g) =w in Ω,
α(w,g) = 0 on ∂Ω. (26)
We denote by Θtw = zt − α(w,g). After subtracting (25) to (26), we obtain:{
B
y(v,g)
η,s Θtw +Φ(Θtw)= 0 in Ω,
Θtw = 0 on ∂Ω.
We multiply by Θtw , by integration by part over Ω , we have:
A = B,
where
A =
∫
Ω
∇ΘTtw
n∑
i=1
ai,η
(
x;∇y(v, g))∂Θtw
∂xj
dx +
∫
Ω
a0,s
(
x;y(v, g))Θ2tw dx,
B = −
n∑
i=1
∫
Ω
|∇zt |εi
(∇z(tw,g)) ∂Θtw
∂xi
dx −
∫
Ω
|zt |ε0
(
z(tw,g)
)
Θtw dx.
Hence, on one hand, the left hand is such that
c‖Θtw‖2
H
y(v,g)
0 (Ω)
A. (27)
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On the other hand, the right hand becomes|B|
∫
Ω
|∇zt ||εtw||∇Θtw|dx +
∫
Ω
|zt ||ε0||Θtw|dx.
Now, let α > 0 fixed, because εtw and ε0 tend to 0 as t there exists t∗ such that for any
t < t∗ we can write |εtw| α(k + |∇y|)p−2 and |ε0| α(k + | y|)p−2 a.e. x ∈ Ω . Then,
finally, thanks to Lemma 2.3 and Cauchy–Schwarz inequality, we can write for t small
enough
|B| α
[(∫
Ω
(
k + |∇y|)p−2|∇zt |2 dx)1/2(∫
Ω
(
k + |∇y|)p−2|∇Θtw|2 dx)1/2
+
(∫
Ω
(
k + |y|)p−2|zt |2 dx)1/2(∫
Ω
(
k + |y|)p−2|Θtw|2 dx)1/2]
 2α‖zt‖Hy(v,g)0 (Ω)‖Θtw‖Hy(v,g)0 (Ω). (28)
We combine (27) and (28), so we have∥∥zt − α(w,g)∥∥Hy(u,o)  α, (29)
and the mapping v 	→ y(v, g) is Gâteaux-differentiable. 
Hence, we denote α(w,g) by ∂y
∂v
(v, g)(w) and now we can give the following definition
Definition 2.1. The first partial derivative of the mapping
y(·, g) :U → W 1,p(Ω),
v 	→ y(v, g),
denoted by ∂y
∂v
(v, g)(w) is the unique solution of the following linear Dirichlet problem

B
y(v,0)
η,s
∂y
∂v
(v, g)(w) =w in Ω,
∂y
∂v
(v, g)(w) = 0 on ∂Ω.
(30)
Proposition 2.7. Assume (H4) or (H4)′. Then, v 	→ ∂y∂g (v, g) is Gateaux-differentiable.
There exists a linear operator Λ such that its partial derivative respect to v in a direction
w ∈L2(Ω) is denoted by ∂2y
∂g∂v
(v, g)(h)(w). It is defined as
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∂g∂v ∂g
∂2y
∂g∂v
(v, g)(h)(w) = 0 on ∂Ω.
(31)
Proof. On one hand, we have for v + tw,
B
y(v+tw,g)
η,s
∂y
∂g
(v + tw,g)(h) = 0 in Ω,
∂y
∂g
(v + tw,g)(h) = h on ∂Ω,
(32)
and on the another hand, 
B
y(v,g)
η,s
∂y
∂g
(v, g)(h) = 0 in Ω,
∂y
∂g
(v, g)(h) = h on ∂Ω.
(33)
We set:
δtw
(
∂y
∂g
(v, g)(h)
)
=
∂y
∂g
(v + tw,g)(h) − ∂y
∂g
(v, g)(h)
t
and for ξ
Λt(ξ) =
n∑
i=1
∂
∂xi
(Ai,ηt∇ξ)−A0,ηt ξ (34)
with
Ai,ηt =
Ai,η(x;∇y(v + tw,g)) −Ai,η(x;∇y(v, g))
t
,
A0,s t =
A0,s(x;y(v + tw,g)−A0,s(x;y(v, g))
t
.
Hence, subtracting (32) and (33) and dividing by t, we obtain:
B
y(v,g)
η,s δtw
(
∂y
∂g
(v, g)(h)
)
=Λt
(
∂y
∂g
(v + tw,g)(h)
)
in Ω,
δtw
(
∂y
∂g
(v, g)(h)
)
= 0 on ∂Ω.
(35)
We show there exists Λ ∈L(Hy; (Hy)′) such that the sequence {Λt( ∂y∂g (v+ tw,g)(h))}t>0
converges weakly to Λ(∂y
∂g
(v, g)(h)) in Hy(Ω).
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From Proposition 2.5, the sequence { ∂y
∂g
(v + tw,g)(h)}t>0 converges strongly to∂y
∂g
(v, g)(h) in Hy(v,g). Moreover, let ξ and φ in Hy(u,o), we have
∣∣〈Λt(ξ),φ〉∣∣
∣∣∣∣∣
∫
Ω
∇ξ
n∑
i=1
Ai,ηt
∂φ
∂xi
dx −
∫
Ω
ξA0,s t φ dx
∣∣∣∣∣. (36)
Precisely, assuming Ai,η and A0,s locally Lipschitz there exist Li(y(v, g)) and L0(y(v, g))
such that
|Ai,ηt |
∣∣Li(y(v, g))∣∣|∇zt | and |A0,st | ∣∣L0(y(v, g))∣∣|zt |. (37)
(29) also implies that the sequence {zt }t converges strongly to ∂y∂v (v, g)(w) in Hy(v,g) and
from Remark 2 also converges strongly in H 10 (Ω), then we can extract a subsequence still
denoted by {zt }t such that
zt (x)→ ∂y
∂v
(u,0)(w)(x), a.e. x ∈Ω, (38)
∇zt (x)→ ∇
(
∂y
∂v
(u,0)(w)
)
(x), a.e. x ∈Ω (39)
and there exist two functions m1 and m2 ∈ L2(Ω) such that |zt (x)|  m1(x) and
|∇zt (x)|m2(x) a.e. x ∈Ω .
∣∣〈Λγ,t (ξ),φ〉∣∣ ∫
Ω
|∇ξ |
n∑
i=1
|Ai,ηt |
∣∣∣∣ ∂φ∂xi
∣∣∣∣dx + ∫
Ω
|ξ ||A0,st ||φ|dx.
Then, combining (37) with (38) and (39), we can extract subsequences still denoted Ai,ηt
and A0,st . Then, let (Ai,η,A0,s) ∈Rn ×Rn be such that
Ai,ηt (x)→ Ai,η(x), a.e. x ∈ Ω, (40)
and
A0,st (x)→ A0,s(x), a.e. x ∈Ω. (41)
Consequently, we successively have the following results:
(1) ∇ξ(x)
n∑
i=1
Ai,ηt (x)
∂φ
∂xi
(x)→ ∇ξ(x)
n∑
i=1
Ai,η(x)
∂φ
∂xi
(x) a.e. x ∈Ω,
(2) ξA0,s t (x)φ → ξA0,s(x)φ, a.e. x ∈ Ω,
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(3) ∀t > 0, a.e. x ∈ Ω,∣∣∣∣∣∇ξ(x)
n∑
i=1
Ai,ηt (x)
∂φ
∂xi
(x)
∣∣∣∣∣ ∣∣∇ξ(x)∣∣
n∑
i=1
∣∣Li(y(v, g))(x)∣∣∣∣∇zt (x)∣∣∣∣∣∣ ∂φ∂xi (x)
∣∣∣∣

∣∣∇ξ(x)∣∣ n∑
i=1
∣∣Li(y(v, g))(x)∣∣m2(x)∣∣∣∣ ∂φ∂xi (x)
∣∣∣∣
and ∣∣ξ(x)A0,s t (x)φ(x)∣∣ ∣∣ξ(x)∣∣∣∣L0(y(v, g))(x)∣∣m1(x)∣∣φ(x)∣∣.
Therefore, using the Dominated Convergence Theorem in the right hand of (36), we obtain:
lim sup
t→0
∣∣〈Λt(ξ),φ〉∣∣
∣∣∣∣∣
∫
Ω
∇ξ
n∑
i=1
Ai,η
∂φ
∂xi
dx −
∫
Ω
ξA0,sφ dx
∣∣∣∣∣. (42)
Thanks to Cauchy–Schwarz inequality, we deduce there is A independently t such that
lim sup
t→0
|〈Λt(ξ),φ〉|
‖ξ‖‖φ‖ A.
Then, |||Λt |||L(Hy(Ω);(Hy)′(Ω)) is bounded.
Let Λ ∈ L(Hy(Ω); (Hy)′(Ω)) be the weak limit, we obtain, for any φ ∈ Hy(Ω)
lim
t→0
〈
Λt
(
∂y
∂g
(v + tw,g)(h)
)
, φ
〉
= lim
t→0
〈
∂y
∂g
(v + tw,g)(h),Λ∗t φ
〉
=
〈
∂y
∂g
(v, g)(h),Λ∗φ
〉
=
〈
Λ
(
∂y
∂g
(v, g)(h)
)
, φ
〉
.
We can now define:
∂2y
∂g∂v
(v, g)(h)(w) = lim
t→0 δtw
(
∂y
∂g
(v, g)(h)
)
as the derivative to ∂y
∂g
(v, g) respect to the control in a direction w. Passing to the weak
limit in (35), (31) is then attained. 
3. Optimality system
In this part, we are interested in the control problem (1). Precisely, in (1), we change
y(v, g) by y(v,0) + ∂y
∂g
(v,0)(g), g ∈ G. We argue as in [13], then in particular, the new
control problem becomes:
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 infv∈U J (v, g), ∀g ∈G,
subject to
(Pg)
{
Ay(v,g)= f + v in Ω,
y(v, g) = g on ∂Ω,
(43)
where J (v, g) is such that
J (v, g) = J (v,0)+
〈
∂y
∂g
(v,0)(g), y(v,0)− zd
〉
L2(Ω)
.
Now, with a view to use the lower regret method introduced by [9], we are interested by
the modified problem,
inf
v∈U
sup
g∈G
[J (v, g)−J (0, g)]. (44)
With the definition of J (v, g), (44) becomes:
inf
v∈U
[
J (v,0)− J (0,0)+ sup
g∈G
2
{〈
y(v,0)− zd , ∂y
∂g
(v,0)(g)
〉
L2(Ω)
−
〈
y(0,0)− zd, ∂y
∂g
(0,0)(g)
〉
L2(Ω)
}]
.
(45)
Lemma 3.1. For every v ∈ U , (Hy(v,0)(Ω))′ is the topological dual of Hy(v,0). We define
on Hy(v,0)(Ω) the operator Ay(v,0) (also denoted by Ay) as
Ay(v,0) :Hy(v,0) → (Hy(v,0))′,
ζ 	→ −
N∑
i=1
∂
∂xi
(
∂ai
∂η
(
x;∇y(v,0))∇ζ)+ ∂a0
∂s
(
x;y(v,0))ζ. (46)
Then, ∀g ∈ W 1/p′,p(∂Ω)〈
y(v,0)− zd, ∂y
∂g
(v,0)(g)
〉
L2(Ω)
−
〈
y(0,0)− zd , ∂y
∂g
(0,0)(g)
〉
L2(Ω)
= 〈S(v), g〉−1/p′,1/p′. (47)
Here, the application S is such that
S :U → W−1/p′,p′(∂Ω),
v 	→ ∂ω(v)
∂νAy(v,0)
− ∂ω(0)
∂νAy(0,0)
, (48)
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∂
∂ν
Ay(v,0)
and ω(v) denote respectively the normal derivative respect to Ay(v,0) and thesolution of the problem,{(
Ay(v,0)
)∗
ω(v) = y(v,0)− zd in Ω,
ω(v) = 0 on ∂Ω, (49)
where (Ay(v,0))∗ is the adjoint operator of Ay(v,0).
Proof. Hypothesis (H8) allows us to consider the solution ω(v) of the problem,{
Ay(v,0)ω(v) = y(v,0)− zd in Ω,
ω(v) = 0 on ∂Ω. (50)
Then, using the transposition process, we can write:〈
Ay
(
∂y
∂g
(v,0)(g)
)
,ω(v)
〉
−
〈
∂y
∂g
(v,0)(g),Ayω(v)
〉
=
∫
Γ
ω(v)
∂
∂νAy(v,0)
(
∂y
∂g
(v,0)(g)
)
dσ −
∫
Γ
∂y
∂g
(v,0)(g)
∂ω(v)
∂νAy(v,0)
dσ. (51)
From (15) and (50), (51) becomes:〈
y(v,0)− zd , ∂y
∂g
(v,0)(g)
〉
=
∫
Γ
g
∂ω(v)
∂νAy(v,0)
dσ.
Then, for any v ∈ L2(Ω), we define an application S as
S(v) = ∂ω(v)
∂νAy(v,0)
− ∂ω(0)
∂νAy(0,0)
and (47) follows. 
Now, we give a regularity result for the application S.
Lemma 3.2. S defined as in (48) belongs continuously to U from W−1/p′,p′(∂Ω).
Proof. Let v1 and v2 in U, g ∈ W 1/p′,p(∂Ω), using (47) and some rearrangements, we
can write:
〈
S(v1)− S(v2), g
〉
−1/p′,1/p′ =
〈
y(v1,0)− y(v2,0), ∂y
∂g
(v1,0)(g)
〉
−
〈
y(v2,0)− zd,
[
∂y
∂g
(v1,0)(g)− ∂y
∂g
(v2,0)(g)
]〉
.
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Using Proposition 2.4 and Cauchy–Schwarz inequality, we obtain∣∣∣∣〈y(v1,0)− y(v2,0), ∂y∂g (v1,0)(g)
〉
L2(Ω)
∣∣∣∣ ∥∥y(v1,0)− y(v2,0)∥∥2∥∥∥∥∂y∂g (v1,0)(g)
∥∥∥∥
2
 C′
∥∥y(v1,0)− y(v2,0)∥∥2‖g‖p′,∂Ω. (52)
For the last term, we get:∣∣∣∣〈y(v2,0)− zd ,[∂y∂g (v1,0)(g)− ∂y∂g (v2,0)(g)
]〉∣∣∣∣

∥∥y(v2,0)− zd∥∥2∥∥∥∥∂y∂g (v1,0)(g)− ∂y∂g (v2,0)(g)
∥∥∥∥
2

∥∥y(v2,0)− zd∥∥2∣∣∣∣∣∣∣∣∣∣∣∣∂y∂g (v1,0)− ∂y∂g (v2,0)
∣∣∣∣∣∣∣∣∣∣∣∣‖g‖p′,∂Ω. (53)
Dividing (52) and (53) by ‖g‖p′,∂Ω, it is obvious that∥∥S(v1)− S(v2)∥∥−p′,∂Ω  C′∥∥y(v1,0)− y(v2,0)∥∥2
+ ∥∥y(v2,0)− zd∥∥2∣∣∣∣∣∣∣∣∣∣∣∣∂y∂g (v1,0)− ∂y∂g (v2,0)
∣∣∣∣∣∣∣∣∣∣∣∣.
The end occurs with Propositions 2.2 and 2.5. 
3.1. Existence of an optimal control
Consider now, the following problem:
inf
v∈U
sup
g∈G
[
J (v,0)− J (0,0)+ 2〈S(v), g〉−1/p′,1/p′]. (54)
We clearly note that the term 〈S(v), g〉−1/p′,1/p′ may be to equal 0 or not upper bounded.
Then we consider as in [12] (see also [13]) the set,
M= {v ∈ U; 〈S(v), g〉−1/p′,1/p′ = 0, ∀g ∈W 1/p′,p(∂Ω)}.
Thanks to this tool, the problem (54) admits at least a solution in M. Indeed, we have:
Proposition 3.1. Assume hypotheses (H1)–(H7). There exists a solution u˜ of (54) at least
in M.
Proof. Since Lemma 3.2, it is very easy to affirm thatM is strongly closed in U . Moreover,
from Proposition 2.2, v 	→ J (v,0)− J (0,0) is continuous on U . J (·, g) is also 0-coercive
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and bounded below by −J (0,0). Using classical technical minimizing sequences, we
deduce there exists u˜ in U a no-regret control such that
J (u˜, g) = inf
v∈M
J (v, g), ∀g ∈W 1/p′,p(∂Ω). 
Now, we are characterizing this no-regret control. So, it is more complicated to
characterize the setM. To raise this difficulty, we process as in [13]. We relax this problem
by introducing the function f :g 	→ 1
p
‖g‖p . Let γ > 0, (54) becomes
(Pγ ) inf
v∈U
J γ (v),
where
J γ (v) = sup
g∈G
[
J (v,0)− J (0,0)+ 2〈S(v), g〉−1/p′,1/p′ − γf (g)].
It is immediate to note, thanks to Legendre–Fenchel transformation, that we can define
J γ (v) as
J γ (v) = J (v,0)− J (0,0)+ γf ∗
(
2
γ
S(v)
)
,
f ∗ :g∗ ∈ W−1/p′,p′(∂Ω) 	→ 1
p′ ‖g∗‖p
′ defines the polar function associated to f .
So, we have the following result:
Proposition 3.2. Assume hypotheses (H1)–(H7). There exists at least in U a low-regret
control solution uγ of (Pγ ).
Proof. It is obvious to note that J γ has the following properties J γ (0) = 0, thanks to
Proposition 2.2 and Lemma 3.2, v 	→ J γ (v) is continuous on U and lim‖v‖2→+∞J γ (v) =
+∞. Moreover U is closed. It results that (Pγ ) has a solution uγ at least. 
3.2. The adapted problem
Before starting this section, we are doing the following remark:
Remark 4. Now, we can characterize the low-regret control uγ by a Singular Optimal
System (SOS). So, since v 	→ S(v) is not necessary strictly convex, we notice that we
cannot assure the uniqueness to uγ . Consequently, we are not sure that uγ converges to
a no-regret control in M. To raise this obstacle, thanks to Proposition 3.1, we consider a
no-regret control u˜ and we adapt it to the problem (P˜γ ):
(P˜γ ) inf
v∈U
J˜ γ (v), (55)
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whereJ˜ γ (v) = J γ (v)+ 1
2
‖v − u˜‖2U . (56)
Consequently, we have:
Proposition 3.3. The problem (55)–(56) admits at least an adapted low-regret control u˜γ
in U .
Proof. From definition (56), the arguments used to establish Proposition 3.2 are still
valid. 
Now, we investigate to establish the SOS for the adapted low-regret control u˜γ .
Precisely, we have obtained the following result:
Theorem 3.1. The adapted low-regret control u˜γ is characterized as the unique solution
{y(u˜γ ,0), qγ ,pγ } of the Singular Optimality System Approximating (SOS)γ
(SOS)γ

(1γ )
{
Ay(u˜γ ,0)= f + u˜γ in Ω,
y(u˜γ ,0)= 0 on ∂Ω,
(2γ )
{(
B
y(u˜γ ,0)
η,s
)∗
qγ = y(u˜γ ,0)− zd in Ω,
qγ = 0 on ∂Ω,
(3γ )
{(
B
y(u˜γ ,0)
η,s
)∗
pγ = 2
(
y(u˜γ ,0)− zd
)+ ργ in Ω,
pγ = 0 on ∂Ω,
(4γ ) pγ +Nuγ = u˜− uγ ,
where ργ = Λ∗γ qγ + ∂y∂g (u˜γ ,0)(f ′(Sθ,γ )) with Λ∗γ the associated adjoint of Λγ =
w-limt→0 Λγ,t .
Proof. We apply the Euler–Lagrange conditions. To do so, we firstly have:
J˜ γ (u˜γ + tw) − J˜ γ (u˜γ )
t
= t
[∥∥∥∥y(u˜γ + tw,0)− y(u˜γ ,0)t
∥∥∥∥2 + (N + 1)‖w‖2]
+ 2
[〈
y(u˜γ + tw,0)− y(u˜γ ,0)
t
, y(v,0)− zd
〉
+ 〈Nu˜γ + u˜γ − u˜,w〉
]
+ 1
γ
〈
S(u˜γ + tw)− S(u˜γ )
t
, (f ∗)′(Sθ,γ )
〉
−1/p′,1/p′
,
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where Sθ,γ = 1γ S(u˜γ ) + θγ (S(u˜γ + tw) − S(u˜γ )) for θ ∈ ]0,1[ and (f ∗)′(Sθ,γ ) =
|Sθ,γ |p−2Sθ,γ .
The term into brackets tends to 0 as t , then (J˜ γ (u˜γ + tw)− J˜ γ (u˜γ ))/t tends to
2
〈
lim
t→0
y(u˜γ + tw,0)− y(u˜γ ,0)
t
, y(v,0)− zd
〉
+ 2〈Nu˜γ + u˜γ − u˜,w〉
+ 2
γ
〈
lim
t→0
S(u˜γ + tw)− S(u˜γ )
t
, (f ∗)′
(
S(u˜γ )
)〉
−1/p′,1/p′
.
By virtue of Proposition 2.6 and Definition 2.1, it is obvious to observe that〈
lim
t→0
y(u˜γ + tw,0)− y(u˜γ ,0)
t
, y(u˜γ ,0)− zd
〉
=
〈
∂y
∂v
(u˜γ ,0)(w), y(u˜γ ,0)− zd
〉
.
Now, we are interested by the term〈
lim
t→0
S(u˜γ + tw)− S(u˜γ )
t
, (f ∗)′(Sθ,γ )
〉
−1/p′,1/p′
.
We set:
δ
γ
tw =
∂y
∂g
(u˜γ + tw,0)(g)− ∂y∂g (u˜γ ,0)(g)
t
,
then we deduce from (47), for any g,〈
S(u˜γ + tw)− S(u˜γ )
t
, g
〉
−1/p′,1/p′
= 〈δγtw, y(u˜γ + tw,0)− zd 〉
+
〈
∂y
∂g
(u˜γ ,0)(g),
y(u˜γ + tw,0)− y(u˜γ ,0)
t
〉
.
We use successively Propositions 2.2, 2.6 and 2.7 to conclude that〈
lim
t→0
S(u˜γ + tw)− S(u˜γ )
t
, g
〉
−1/p′,1/p′
=
〈
∂2y
∂g∂v
(u˜γ ,0)(g)(w), y(u˜γ ,0)− zd
〉
+
〈
∂y
∂g
(u˜γ ,0)(g),
∂y
∂v
(u˜γ ,0)(w)
〉
.
To obtain (SOS)γ , we must interpret the term 〈limt→0 δγtw, y(u˜γ ,0)− zd〉. As for that,
consider the unique solution qγ of the linear Dirichlet problem:
(2γ )
{(
B
y(u˜γ ,0)
η,s
)∗
qγ = y(u˜γ ,0)− zd in Ω,
qγ = 0 on ∂Ω.
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Employing the Green formula〈
B
y(u˜γ ,0)
η,s
(
lim
t→0 δ
γ
tw
)
, qγ
〉
−
〈
lim
t→0δ
γ
tw,
(
B
y(u˜γ ,0)
η,s
)∗
qγ
〉
=
∫
∂Ω
∂
∂ν
(
lim
t→0δ
γ
tw
)
qγ dσ −
∫
∂Ω
lim
t→0 δ
γ
tw
∂qγ
∂ν
dσ.
So, since δγtw is such that
B
y(u˜γ ,0)
η,s δ
γ
tw =Λγt
(
∂y
∂g
(u˜γ + tw,0)(g)
)
in Ω,
δ
γ
tw = 0 on ∂Ω
(57)
with Λγt is defined by:
Λ
γ
t (ξ)=
n∑
i=1
∂
∂xi
(
A
γ
i,ηt
∇ξ)−Aγ0,ηt ξ, ∀ξ ∈ Hy0 (Ω), (58)
here,
A
γt
i,η =
Ai,η(x;∇y(u˜γ + tw,0))−Ai,η(x;∇y(u˜γ ,0))
t
,
A
γt
0,s =
A0,s(x;y(u˜γ + tw,0)−A0,s(x;y(u˜γ ,0))
t
,
then, thanks to Proposition 2.7, we can define limt→0 δγtw. We denote:
lim
t→0 δ
γ
tw =
∂2y
∂g∂v
(u˜γ ,0)(g)(w).
w-limt→0 Λγt =Λγ also exists.
Also, passing to the limit on t in (57), ∂2y
∂g∂v
(u˜γ ,0)(g)(w) is such that
B
y(u˜γ ,0)
η,s
∂2y
∂g∂v
(u˜γ ,0)(g)(w)=Λγ
(
∂y
∂g
(u˜γ ,0)(g)
)
in Ω,
∂2y
∂g∂v
(u˜γ ,0)(g)(w) = 0 on ∂Ω.
(59)
Then, combining (59) and (2γ ), we obtain:〈
∂2y
∂g∂v
(u˜γ ,0)(g)(w), y(u˜γ ,0)− zd
〉
=
〈
Λγ
(
∂y
∂v
(u˜γ ,0)(w)
)
, qγ
〉
.
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Therefore, using Green formula again, the boundary conditions contained in (30) and (2γ )
finally assure that〈
∂2y
∂g∂v
(u˜γ ,0)(g)(w), y(u˜γ ,0)− zd
〉
=
〈
∂y
∂v
(u˜γ ,0)(w),Λ∗γ qγ
〉
.
Consequently, for t tending to 0, so〈
S(u˜γ + tw,0)− S(u˜γ ,0)
t
, g
〉
−1/p′,1/p′
tends to 〈
∂y
∂v
(u˜γ ,0)(w),Λ∗γ qγ
〉
+
〈
∂y
∂v
(u˜γ ,0)(w),
∂y
∂g
(u˜γ ,0)(g)
〉
for every g ∈W 1/p′,p(∂Ω).
Now, doing g = gγ = (f ∗)′(Sθ,γ ), then (J˜ γ (u˜γ + tw)− J˜ γ (u˜γ ))/t tends to〈
∂y
∂v
(u˜γ ,0)(w),2
(
y(u˜γ ,0)− zd
)+Λ∗γ qγ + ∂y∂g (u˜γ ,0)(gγ )
〉
+ 〈2Nu˜γ + u˜γ − u˜,w〉.
Resolve the following problem:
(3γ )

(
B
y(uγ,0)
η,s
)∗
pγ = 2
(
y(u˜γ ,0)− zd
)+Λ∗γ qγ + ∂y∂g (u˜γ ,0)(gγ ),
pγ = 0.
Finally, for every w ∈ U,
lim
t→0
J˜ γ (u˜γ + tw)− J˜ γ (u˜γ )
t
= 〈pγ +Nu˜γ + u˜γ − u˜,w〉
and we also obtain:
(4γ ) pγ +Nu˜γ = u˜− u˜γ .
Hence, (SOS)γ is established. 
4. Proof of Theorem 1.1
We start this proof with the convergence result:
Proposition 4.1. Assume (H1)–(H7), we have:
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(i) The sequence {u˜γ }γ converges weakly to the no-regret control u˜ in L2(Ω).
1,p(ii) The sequence {y(u˜γ ,0)}γ converges strongly to {y(u,0)} in W0 (Ω).
Proof. (i) From Proposition 3.3, taking v = 0 in (56), we obtain particularly
‖u˜γ ‖22  12N ‖u˜‖22 + J (0,0). This implies that u˜γ converges weakly in L2(Ω). De-
note by uˆ ∈ L2(Ω) this weak limit, the proof is complete if we show that uˆ = u˜.
We note that uˆ is in M. In fact, we turn to (56) and we observe in particular that
‖S(u˜γ )‖−1/p′,∂Ω  γ (p′−1)/p′ 12 (‖u˜‖2U + J (0,0))1/p
′
. Then, from the definition of
‖S(u˜γ )‖−1/p′,∂Ω, it results for any g in W 1/p′,p(∂Ω),
∣∣〈S(u˜γ ), g〉−1/p′,1/p′ | γ (p′−1)/p′ 12 (‖u˜‖2U + J (0,0))1/p′‖g‖1/p′,∂Ω. (60)
Since v 	→ S(v) is continuous strongly on U, passing to the limit in (60), we obtain for all
g in G: ∣∣〈S(uˆ), g〉−1/p′,1/p′∣∣= 0.
Therefore, uˆ is in M.
On one side, we have:
J˜ γ (u˜γ ) J˜ γ (u˜). (61)
Since u˜ ∈M, we have ‖S(u˜)‖−1/p′,∂Ω = 0, it results that
J (u˜γ ,0)− J (0,0)+ 12‖u˜γ − u˜‖
2
U  J˜ γ (u˜γ ) J˜ γ (u˜) J (u˜,0)− J (0,0). (62)
On another side, passing to the limit in (62), since J is s.c.i. on U , we obtain:
J (uˆ,0)− J (0,0)+ 1
2
‖uˆ− u˜‖2U  J (u˜,0)− J (0,0). (63)
We have assumed u˜ ∈M a no-regret control, from (54) and Definition 1.2, particularly
we can write:
J (u˜,0)− J (0,0) J (uˆ,0)− J (0,0), (64)
and combining (63) and (64), we get:
J (uˆ,0)− J (0,0)= J (u˜,0)− J (0,0).
We deduce:
J (u˜,0)− J (0,0)= J (uˆ,0)− J (0,0). (65)
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Using (63), (65) impliesJ (uˆ,0)− J (0,0)+ 1
2
‖uˆ− u˜‖2U = J (uˆ,0)− J (0,0).
Finally, we get ‖uˆ− u˜‖U = 0 and then u˜= uˆ.
The assertion (i) is then obvious.
(ii) Consequently, we will show that {y(u˜γ ,0)}γ is a converging sequence. Indeed, to
prove that, we process in two steps.
Step 1. We multiply (1γ ) by φ ∈W 1,p0 (Ω) and we obtain:∫
Ω
a
(
x;∇y(u˜γ ,0)
)∇φ dx = ∫
Ω
(f + u˜γ )φ dx.
Taking φ = y(u˜γ ,0) it results from Lemma 1.2 that {y(u˜γ ,0)}γ is bounded in W 1,p0 (Ω),∥∥y(u˜γ ,0)∥∥W 1,p0 (Ω) K.
Now, we show that {a(x;∇y(u˜γ ,0))} is bounded in Lp(Ω). Indeed, after doing
successively η = ∇y(u˜γ ,0), η′ = 0 in Lemma 1.1 and integrating over Ω, we obtain:∫
Ω
∣∣a(x;∇y(u˜γ ,0))∣∣p′ dx  C ∫
Ω
(
k + ∣∣∇y(u˜γ ,0)∣∣)p′(p−1) dx
 C
∫
Ω
(
k + ∣∣∇y(u˜γ ,0)∣∣)p dx
 C12p−1
∫
Ω
kp dx +C2
∫
Ω
∣∣∇y(u˜γ ,0)∣∣p dx.
Since {y(u˜γ ,0)}γ is bounded in W 1,p0 (Ω), we have:∫
Ω
∣∣a(x;∇y(u˜γ ,0))∣∣p′ dx  C′.
Then, we can extract a subsequence such that
a
(
x;∇y(u˜γ ,0)
)
⇀δ weakly in
(
Lp
′
(Ω)
)n
.
We introduce the element L in W−1,p′(Ω) and the operator A0 :W 1,p0 (Ω) → W−1,p
′
(Ω)
defined respectively by:
L(φ)=
∫
Ω
δ∇φ
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and〈A0y,φ〉 =
∫
Ω
a(x;∇y)∇φ dx.
From [7], we have for all φ:
〈A0y,φ〉 →L(φ),
moreover
lim sup
γ→0
〈
A0y(u˜γ ,0), y(u˜γ ,0)
〉
 lim sup
γ→0
∫
Ω
u˜γ y(u˜γ ,0)dx =
∫
Ω
u˜y dx.
Therefore, for all
φ ∈W 1,p0 (Ω),
∫
Ω
a(x;∇y)∇φ dx =
∫
Ω
u˜φ dx
and consequently y = y(u˜,0). Finally, we obtain that y(u˜γ ,0) ⇀ y(u˜,0) weakly in
W
1,p
0 (Ω).
Step 2. We notice that this convergence is strong. In fact,
lim sup
γ→0
∫
Ω
[
a
(
x;∇y(u˜γ ,0)
)− a(x;∇y(u˜,0))]∇(y(u˜γ ,0)− y(u˜,0))dx
 lim sup
γ→0
∫
Ω
a
(
x;∇y(u˜γ ,0)
)∇y(u˜γ ,0)dx − lim inf
γ→0
∫
Ω
a
(
x;∇y(u˜γ ,0)
)∇y(u˜,0)dx
 L
(
y(u˜,0)
)−L(y(u˜,0))
= 0,
it results that ‖∇(y(u˜γ ,0) − y(u˜,0))‖pp tends to 0. Therefore, the sequence {y(u˜γ ,0)}
tends to y(u˜,0) strongly in W 1,p0 (Ω). 
Proposition 4.2. The sequence qγ defined by:{(
B
y(u˜γ ,0)
η,s
)∗
qγ = y(u˜γ ,0)− zd in Ω,
qγ = 0 on ∂Ω (66)
converges weakly to the solution q of the problem{(
B
y(u˜,0)
η,s
)∗
q = y(u˜,0)− zd in Ω,
q = 0 on ∂Ω. (67)
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Proof. The proof is divided in two steps.
Step 1. We show there exists a weak limit q .
Indeed, after multiplying (2γ ) by qγ and using hypothesis (H6), we obtain:
Λ1
∫
Ω
(
k + ∣∣∇y(u˜γ ,0)∣∣)p−2|∇qγ |2 dx +Λ2 ∫
Ω
(
k + ∣∣y(u˜γ ,0)∣∣)p−2|qγ |2 dx

n∑
i,j=1
∫
Ω
∂ai
∂ηj
(
x;∇y(u˜γ ,0)(x)
)∂qγ
∂xi
∂qγ
∂xj
dx +
∫
Ω
∂a0
∂s
(
x;∇y(u˜γ ,0)
)
q2γ .
From definition of the norm ‖ ‖1,0,γ and thanks to the embeddingHy(u˜γ ,0)0 (Ω) ↪→ H 10 (Ω),
we get:
‖qγ ‖2H 10 (Ω) 
n∑
i,j=1
∫
Ω
∂ai
∂ηj
(
x;∇y(u˜γ ,0)(x)
)∂qγ
∂xi
∂qγ
∂xj
dx +
∫
Ω
∂a0
∂s
(
x;∇y(u˜γ ,0
)
q2γ .
Finally, Cauchy–Schwarz inequality allows us to obtain after some simplifications:
‖qγ ‖H 10 (Ω) 
∥∥y(u˜γ ,0)− zd∥∥L2(Ω).
From Proposition 4.1, y(u˜γ ,0) is bounded in L2(Ω) and we conclude then that there exists
a constant C such that
‖qγ ‖H 10 (Ω)  C.
Then, the sequence {qγ }γ>0 converges weakly in H 10 (Ω). Let q be the weak limit in
H 10 (Ω).
Step 2. This second part of the proof is devoted to establish that the weak limit q
satisfies (67). Indeed, we write:
−
n∑
i,j=1
∫
Ω
∂
∂xi
(
∇ψT ∂ai
∂ηj
(
x;∇y(u˜γ ,0)
))
qγ dx
= −
n∑
i,j=1
∫
Ω
∂
∂xi
[
∇ψT ∂ai
∂ηj
(
x;∇y(u˜γ ,0)
)− ∇ψT ∂ai
∂ηj
(
x;∇y(u˜,0))]qγ dx
−
n∑
i,j=1
∫
Ω
∂
∂xi
(
∇ψT ∂ai
∂ηj
(
x;∇y(u˜,0)))(qγ − q)dx
−
n∑
i,j=1
∫
Ω
∂
∂xi
(
∇ψT ∂ai
∂ηj
(
x;∇y(u˜,0)))q dx
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=
n∑ ∫
∇ψT
[
∂ai (
x;∇y(u˜γ ,0)
)− ∂ai (x;∇y(u˜,0))]∇qγ dxi,j=1Ω
∂ηj ∂ηj
+
n∑
i,j=1
∫
Ω
∇ψT ∂ai
∂ηj
(
x;∇y(u˜,0))(qγ − q)dx
−
n∑
i,j=1
∫
Ω
∂
∂xi
(
∇ψT ∂ai
∂ηj
(
x;∇y(u˜,0)))q dx.
As in the proof of Proposition 2.5, η 	→ ∇ψT ∂ai
∂η
(x;η) belongs continuously to (Lp(Ω))n
from (L2(Ω))n.
Then, since ∇y(u˜γ ,0)→ ∇y(u˜,0) in (Lp(Ω))n we deduce that
∇ψT ∂ai
∂η
(
x;∇y(u˜γ ,0)
)→ ∇ψT ∂ai
∂η
(
x;∇y(u˜,0)) in (L2(Ω))n.
Consequently, ∇qγ is bounded in (L2(Ω))n and assures that
n∑
i,j=1
∫
Ω
∇ψT
[
∂ai
∂ηj
(
x;∇y(u˜γ ,0)
)− ∂ai
∂ηj
(
x;∇y(u,0))]∇qγ dx → 0.
On one hand, because qγ converges weakly to q in H 10 then we deduce that
∂ai
∂η
(x;∇y(u˜,0))∇qγ converges weakly to ∂ai∂η (x;∇y(u˜,0))∇q in (L2(Ω))n. It results that
−
n∑
i,j=1
∫
Ω
∂
∂xi
(
∇ψT ∂ai
∂η
(
x;∇y(u˜,0)))(qγ − q)dx
=
n∑
i,j=1
∫
Ω
∇ψT ∂ai
∂η
(
x;∇y(u˜,0))∇(qγ − q)dx
tends to 0.
Hence, we conclude that
−
n∑
i,j=1
∫
Ω
∂
∂xi
(
∇ψT ∂ai
∂ηj
(
x;∇y(u˜,0)))q dx = ∫
Ω
(
y(u˜,0)− zd
)
ψ dx. 
Proposition 4.3. There exist {p,ρ} such that{(
B
y(u˜,0)
η,s
)∗
p = 2(y(u˜,0)− zd)+ ρ in Ω,
p = 0 on ∂Ω (68)
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andp +Nu˜= 0.
Proof. From (4γ ), since {u˜γ }γ is bounded in L2(Ω), we observe that {pγ } is also
bounded in L2(Ω). Let {p˜} be the weak limit.
Consequently, {(By(u˜,0)η,s )∗pγ } is bounded in L2(Ω). Indeed, let φ ∈ D(Ω), with
‖φ‖ = 0, setting φ˜ = φ/‖φ‖, we can write with the boundary conditions,
〈(
B
y(u˜,0)
η,s
)∗
pγ , φ˜
〉= 〈(By(u˜,0)η,s )φ˜,pγ 〉.
However, we have:
〈(
B
y(u˜,0)
η,s
)∗
pγ , φ˜
〉= 〈(By(u˜γ ,0)η,s −By(u˜,0)η,s )φ˜,pγ 〉+ 〈(By(u˜,0)η,s )φ˜, (pγ − p˜)〉
+ 〈(By(u˜,0)η,s )φ˜, p˜〉.
By passing to the supremum on ‖φ‖ = 0, we obtain:
∥∥(By(u˜,0)η,s )∗pγ ∥∥ ∣∣∣∣∣∣By(u˜γ ,0)η,s −By(u˜,0)η,s ∣∣∣∣∣∣L‖pγ ‖2 + ∣∣∣∣∣∣By(u˜,0)η,s ∣∣∣∣∣∣L(‖pγ ‖2 + ‖p˜‖2)
+ ∣∣∣∣∣∣By(u˜,0)η,s ∣∣∣∣∣∣L‖p˜‖2.
Now, we note that |||By(u˜,0)η,s |||L  1. Indeed, let φ and ψ in D(Ω), clearly, we get:
∣∣〈(By(u˜γ ,0)η,s )φ,ψ 〉∣∣ ∫
Ω
∣∣∣∣∂a∂η (x;∇y(u˜γ ,0))
∣∣∣∣|∇φ||∇ψ|dx  ‖φ‖Hy(u˜γ ,0)‖ψ‖Hy(u˜γ ,0) .
Then, we have |||By(u˜γ ,0)η,s |||L  1. We also have |||By(u˜,0)η,s |||L  1.
We conclude that there exists a positive constant K˜ such that∥∥(By(u˜,0)η,s )∗pγ ∥∥2  K˜.
Consequently, thanks to (3γ ) the sequence ργ is bounded in L2(Ω). To end, we use again
(3γ ). We multiply (3γ ) by pγ , hence, there exists a constant K˜ ′ > 0 such that
‖pγ ‖Hy(u˜γ ,0)  K˜ ′.
We process as in the proof of Proposition 4.2 to obtain (68).
To complete the proof, thanks to hypothesis (H8), we note that (B
y(u˜γ ,0)
η,s )
∗ = By(u˜γ ,0)η,s
and also (By(u˜,0)η,s )∗ = By(u˜,0)η,s . 
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