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We consider the effects of a polarization electric field on transient ion motion in a thin current sheet. Using
adiabatic invariants, we analytically describe a variety of ion trajectories in current sheet configurations which
include a local minimum or maximum of the scalar potential in the central region. Ions in the current sheet
can either be trapped or ejected more efficiently than in an unpolarized current sheet, depending on the sign
and magnitude of the polarization electric field. We derive an expression for the relative phase space volume
filled by transient particles as a function of the electric field amplitude. This expression allows us to estimate
the dependence of transient particle and current densities on the electric field. We discuss applicability of
these results for current sheets observed in planetary magnetospheres.
I. INTRODUCTION
Spacecraft observations in Earth’s magnetotail26,36
and laboratory simulations21,34,56 demonstrate that the
current sheet is a key element of plasma systems with
high plasma pressure. But many details of current sheet
configurations are unknown; specifically, current den-
sity generation in very thin current sheets has not yet
been well described theoretically. Models of such current
sheets include specific ion velocity distributions47,48,58,62
shaped by particles residing within the current sheet for
a finite time interval10,51. Although these models suc-
cessfully describe many properties of current sheets ob-
served in Earth’s magnetotail7,64,65, significant discrep-
ancies between model predictions and observations still
exist6,25,39. One of these discrepancies is the observed
dominance of currents carried by cold electrons. To mit-
igate this, modern current sheet models include electro-
static fields (Hall electric fields40,57,61) generated by de-
coupling of ion motions from electron motions within the
strong magnetic field gradients of thin current sheets41.
These fields should induce E×B drifts that redistribute
currents between ions and electrons and make electron
currents stronger, as observed by spacecraft.
And indeed, there is some observational5,53,55 and
modeling22,28,29,42 evidence of such Hall electric fields in
thin current sheets. In the coordinate system shown in
Fig. 1 (right panel), the main Hall electric field compo-
nent is directed along the normal to the current sheet’s
neutral plane, z = 0. Because direct measurements of
the Ez field in the magnetotail current sheet are signifi-
cantly complicated by spacecraft orientation, most mea-
surements were performed for particular tilted current
sheets with the neutral plane y ≈ 0 (see Refs. 53 and
55). In the absence of direct Ez measurements, this elec-
tric field component can also be derived from accurate
analysis of electron motion in the current sheet. Using
such analysis, we reconstruct the profile of Ez across the
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current sheet observed in Earth’s magnetotail (see Ap-
pendix for details). Figure 1 (left panel) demonstrates
that the electric field amplitude can reach a few mV/m.
Such strong electric fields certainly result in plasma drifts
∼ EzBx/B2, which can increase the electron velocity and
decrease the ion velocity. Therefore, for magnetized ions
drifting in current sheet electromagnetic fields, the ob-
served electric field can be responsible for the ion current
density reduction.
However, unmagnetized transient ions make up a sig-
nificant portion of the ion population in thin current
sheets. Because these ions exhibit complex motion that
includes meandering around the current sheet’s neutral
plane9,50,51, drift theory cannot describe their motion in
an electric field Ez. For a typical magnetotail current
sheet configuration, however, we can separate transient
ion motion into fast and slow motions, providing an op-
portunity to apply adiabatic theory60,65. In this study,
we adopt adiabatic theory methods to describe transient
ion dynamics in the current sheet with electric field Ez
(see also Ref. 18). Our main objective is to determine
the dependence of transient ion currents on the electric
field Ez. We consider individual particle motion and use
adiabatic invariants to model the main characteristics of
this motion. Next, we demonstrate how the boundary
between transient and trapped ions in the phase space de-
pends on the electric field Ez. Using this knowledge, we
determine the dependence of transient ion current den-
sity on Ez in thin current sheets. Further applications of
our results are discussed in the final section.
II. BASIC EQUATIONS
Current sheet magnetic and electric fields shown in Fig.
1 can be approximated by a simple analytic model
B = B0
z
L
ex +Bzez, E = −E0 z
L
ez (1)
where L is the current sheet thickness. Model (1) cap-
tures the essential features of the current sheet configura-
tion and allows us to carry out appropriate analysis of the
particle trajectories: Bx changes sign at the neutral plane
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2FIG. 1. Left panel: a schematic view of Earth’s magnetotail. Right panel: electric field Ez(Bx) profiles for three events when
(Time History of Events and Macroscale Interactions during Substorms) THEMIS C probed the magnetotail current sheets
around x ∼ −16RE downtail (RE ≈ 6400 km is Earth’s radius). For two events, the spacecraft crossed only half the current
sheet with Bx < 0. Details of Ez calculations are given in Appendix A.
(z = 0), Bz is constant across the sheet, and a polarizing
electric field Ez is directed either outward (E0 > 0) or
inward (E0 < 0) relative to the neutral plane. Model (1)
approximates only the central current sheet region where
a strong current density supports magnetic field gradi-
ents. At the current sheet boundary z = zmax, the mag-
netic field Bx approaches constant values ±B0(zmax/L).
Electromagnetic fields given by Eq. (1) correspond to
the following vector and scalar potentials
A =
(
Bzx− B0z
2
2L
)
ey, ϕ =
E0z
2
2L
(2)
where the Coulomb gauge is used for the vector poten-
tial, ∇ ·A = 0, and the two magnetic field components
are described by ∂Ay/∂y = 0. The Hamiltonian for a
particle with charge q and mass m moving in the given
electromagnetic fields then has the form
H = 1
2m
(
p2x + p
2
z
)
+
1
2m
(
py − qAy(x, z)
)2
+ qϕ(z)
Here p = pxex + pyey + pzez is the generalized particle
momentum. Taking into account the conservation of py
(due to ∂H/∂y = 0) and using Eq. (2), we obtain
H = p
2
x + p
2
z
2m
+
1
2m
(
qBzx− qB0z
2
2L
)2
+
qE0z
2
2L
(3)
We introduce dimensionless variables x/l → x, z/l → z,
px/p0 → px, pz/p0 → pz; dimensionless Hamiltonian
H → Hm/p20; and dimensionless time tp0/ml→ t, where
p0 is a typical particle momentum (i.e., normalized value
of H equals to 1/2), l = √Lρ0, and ρ0 = qB0/p0 is the
particle Larmor radius. The new dimensionless Hamilto-
nian takes the form
H = 1
2
(
p2x + p
2
z
)
+
1
2
(
κx− 1
2
z2
)2
+
1
2
αz2 (4)
where
κ =
Bz
B0
√
L
ρ0
=
√
Rc
ρz
, α =
E0m
B0p0
=
mvd
p0
(5)
The α parameter here, in Eq. (5), is proportional to
sign(q); since we focus mainly on ion motion in this study,
q remains positive. However, obtained results are appli-
cable to electrons as well by merely changing α→ −α.
Equation (5) shows that κ represents the ratio of the
magnetic field curvature radius Rc = BzL/B0 to the par-
ticle Larmor radius in the neutral plane ρz = ρ0B0/Bz.
α represents the ratio of the E × B drift velocity vd to
the typical particle velocity p0/m; more specifically, α is
a parameter that denotes the amplitude of the electric
field. The Hamiltonian (4) depends only on these two
parameters: κ and α. There are three regimes of par-
ticle motion for various κ values (see Refs. 13, 15, and
23): κ 1 corresponds to well magnetized particles (the
magnetic field inhomogeneous scale, Rc, is much larger
than the particle Larmor radius) described by the theory
of drift motion33,49; κ ∼ 1 corresponds to chaotic par-
ticle motion14,16,17,45; κ  1 corresponds to separation
of particle motion timescales in the x and z directions.
This latter regime of motion is typical for hot ions in
planetary magnetotail current sheets60. Particles with
small κ move along transient orbits and carry significant
currents11,37,46,58. Ions in this region are the focus of
our investigation. We begin with the well-explored case
of zero electric field, α = 0, and then consider a more
general one α 6= 0.
From Eq. (4), the Hamiltonian equations of motion
can be written as
z˙ =
∂H
∂pz
= pz, p˙z = −∂H
∂z
= z
(
κx− z
2
2
)
κx˙ = κ
∂H
∂px
= κpx, p˙x = −κ ∂H
∂κx
= −κ
(
κx− z
2
2
)
(6)
Note that from the Lorentz force, p˙x = κy˙ → px =
κy+ const. In other words, the particle momentum px is
linearly proportional to the particle coordinate κy. We
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FIG. 2. 3D Trajectory of particle
then consider projections of particle trajectories to the
phase plane (px, κx), which coincides with the neutral
plane z = 0. Solutions of Eqs. (6) represent trajecto-
ries in 4D phase space (κx, px, z, pz). Because of energy
conservation (∂H/∂t = 0), however, particle trajectories
are confined in 3D space (κx, px, z), which then coincides
with (κx, κy, z).
A particle trajectory obtained from numerical integra-
tion of Eqs. (6) is shown in Fig. 2. For κx > 0, the
charged particle moves along the magnetic field lines ei-
ther toward or away from the neutral plane z = 0; these
two diverging particle trajectory elements can be seen
branching out above and below the neutral plane. At
some coordinate above/below z = 0, the particle travel-
ing away from the neutral plane turns around and starts
moving back towards the neutral plane. It reaches the
neutral plane at around κx = 0; then it makes a half ro-
tation in the z = 0 plane and escapes the neutral plane.
When it escapes that plane, the particle can go to either
positive z or negative z. In Fig. 2, the particle has been
traced for a sufficiently long time to move along both
types of trajectories.
The projection of this trajectory onto the (κx, px)
plane is shown in Fig. 3. Note that the particle does
not move along a closed trajectory in the (κx, px) plane;
rather, it drifts from one nearly closed trajectory to an-
other one because of particle scattering around the neu-
tral plane z = 0. In a sufficiently long time interval, a sin-
gle particle’s trajectory will fill nearly the entire (κx, px)
plane10,60. The rate of particle scattering is ∼ κ. When
Fig. 3 and Fig. 4 are compared, a smaller κ can be seen
to correspond to weaker particle scattering.
According to equations (6), the variation rate of (z, pz)
is about O(1) (i.e., it does not depend on κ), whereas
the variation rate of (κx, px) is about O(κ). Thus, κx
and px change at a much slower rate than (z, pz), which
allows us to separate variables into slow (κx, px) and fast
(z, pz). And, indeed, the z-oscillations in the trajectory
shown in Fig. 2 are much faster than particle rotation
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FIG. 3. Trajectory projection to the (κx, px) plane for κ =
0.1, α = 0.
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FIG. 4. Trajectory projection to the (κx, px)plane for κ =
0.01, α = 0.
in the (κx, px) plane. This separation of particle motion
timescales permits application of adiabatic theory to the
Hamiltonian system (4).
III. ADIABATIC INVARIANT
Separation of (κx, px) and (z, pz) variation timescales
allows us to consider system dynamics in the (z, pz) plane
with frozen slow variables (κx, px). For simplicity, we
begin with α = 0 and write the Hamiltonian for the fast
motion
hz = H− 1
2
p2x =
1
2
p2z +
1
2
(
κx− 1
2
z2
)2
(7)
where κx is a constant parameter. For each fixed value
of H and κx, a value of hz determines the trajectory in
the (z, pz) plane. Figure 5 shows two sets of particle tra-
jectories plotted for κx < 0 and κx > 0. All trajectories
are closed; from the Hamiltonian (7), we see that the
particles oscillate within the effective potential well
U =
1
2
(
κx− 1
2
z2
)2
(8)
Figure 6 demonstrates how a system with two symmetric
potential wells (κx > 1) transforms to a system with a
single potential well (κx < 0). Comparing Fig. 2 with
Fig. 6, we note that particle oscillations within one of
two potential wells correspond to particle motion below
or above the neutral plane z = 0, whereas particle os-
cillations within the single potential well correspond to
particle oscillations within the neutral plane z = 0.
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FIG. 5. Level lines of the fast Hamiltonian that correspond
to the two different trajectories of the ion in the z, pz plane
(different colors for different hz values).
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FIG. 6. Potential energy for various values of κx. The solid
red line denotes the energy U level corresponding to change of
particle motion from oscillations in one of two small potential
wells to oscillations above these wells.
The periodicity of particle oscillations in the fast vari-
able plane (z, pz) allows us to introduce the adiabatic
invariant of motion27
Iz =
∮
pzdz (9)
Definition (9) assumes that the adiabatic invariant should
be calculated for fixed slow variables (κx, px = const),
and the adiabatic invariant Iz equals the area enclosed
by the trajectory in the (z, pz) plane. Using Eq. (7), we
rewrite Eq. (9) as
Iz = 2(2hz)
3/4
∫ ζ2
ζ1
√
1−
(
s− 1
2
ζ
)2
dζ (10)
where
s =
κx√
2hz
, ζ =
z
(2hz)1/4
(11)
and ζ1,2 = ±
√
2
√
s± 1. There are two cases: for s >
1 (i.e., κx >
√
2hz), there are four roots where pz =
0 caused by two symmetrical trajectories in the (z, pz)
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FIG. 7. A plot of f(s).
plane, whereas for s < 1 (i.e., κx <
√
2hz), there are just
two roots (see Fig. 5). We introduce the function
f(s) =
∫ ζmax
ζmin
√
1−
(
s− 1
2
ζ
)2
dζ (12)
and write the final equation for Iz = 2(2hz)
3/4f(s). The
limits of integration in Eq. (12) are ζmax =
√
2
√
s+ 1,
ζmin =
√
2
√
s− 1 for s > 1, and ζmin = 0 for s ≤ 1.
Figure (7) shows the f(s) profile.
The invariant Iz depends on (κx, px); thus, conserva-
tion of Iz defines the set of particle trajectories in the
slow variable plane. Figure (8) shows that the contour
of Iz(κx, px) = const looks very similar to projections
shown in Figs. 3, 4. Iz is well conserved (with an ac-
curacy about κ, see Ref. 12 and 32) when (κx, px) and
(z, pz) timescales are separated. However, when parti-
cles change their motion from oscillations within one of
two potential wells to oscillations within a single well,
invariant Iz experiences random jumps with amplitude
κ. To demonstrate this effect, we calculate Iz given by
Eq. (10) along numerically integrated particle trajecto-
ries (see Fig. 9). Each jump of the adiabatic invariant
shown in this figure corresponds to a change in the type
of particle motion (see more details about Iz destruction
in Ref. 10 and 60). The amplitude of Iz jumps decreases
when κ decreases.
As seen in the Hamiltonian (4), an electric field only
adds a term 12αz
2, where α defines the electric field ampli-
tude. To introduce this term into the adiabatic invariant,
we rewrite the Hamiltonian (4) as
H = 1
2
(
p2x + p
2
z
)
+
1
2
(
κx− α− z
2
2
)2
+ ακx− α
2
2
(13)
We use a tilde to denote the new term for α 6= 0. The
new fast Hamiltonian h˜z has the form
h˜z = H− 1
2
p2x − ακx+
1
2
α2 = hz − ακx+ 1
2
α2 (14)
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FIG. 8. Level lines of the adiabatic invariant that correspond
to trajectories in the (κx, px) plane. The solid red line denotes
the curve where κx =
√
2hz for z = 0, pz = 0.
FIG. 9. The adiabatic invariant over time for various κ. The
jumps are on the order of ∼ κ
This new Hamiltonian h˜z depends on z in the same way
as hz does in Eq. (7). Thus, we can introduce a new
parameter κx˜ = κx−α and redefine the s and ζ variables
in Eq. (11) as follows
s˜ =
κx˜√
2h˜z
=
κx− α√
2hz − 2ακx+ α2
ζ˜ =
z
(2h˜z)1/4
=
z
(2hz − 2ακx+ α2)1/4 (15)
Using these new variables allows the adiabatic invariant
(10) to be recalculated as Iz = 2(2h˜z)
3/4 ·f(s˜). Note that
the electric field does not change the form of the invariant
Iz; rather, Iz now depends on (κx, px) through s˜. Figure
10 shows that for α > 0, trajectories become shorter;
in contrast, for α < 0, more ions escape the vicinity of
κx ∼ 0 and move to larger κx.
Deformation of particle trajectories in the (κx, px)
plane for α 6= 0 can be explained by taking into ac-
count the relation between the κx and z particle coor-
dinates. Ions trapped near the neutral plane will stay in
the (κx, px) plane near κx < 1; ions that escape from the
neutral plane and reach large |z| will move in the (κx, px)
plane along trajectories that approach large κx. This is
illustrated by Fig. 10, which shows that for α > 0 there
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FIG. 10. Same as in Fig. 8, but for various α values.
are more ions trapped near the neutral plane while for
α < 0, the electric field ejects ions far from the neutral
plane. And, indeed, Fig. 11 shows that α > 0 corre-
sponds to the scalar potential trapping positively charged
ions, whereas α < 0 corresponds to the scalar potential
reflecting ions away from the current sheet.
IV. PARTICLE vy VELOCITY
Charged particles moving along closed trajectories in
the (κx, px) plane (see Fig. 10) do not contribute to the
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FIG. 11. The electric field and scalar potential; arrows repre-
sent the expected effect on ion motion for various α.
total current density in the system35. However, an elec-
trostatic field Ez causes a particle drift motion along the
y-direction even with demagnetized particles. To esti-
mate this effect, we consider the vy component of particle
velocity, which is defined as (see Hamiltonian (4))
vy =
1
2
z2 − κx (16)
Velocity vy depends on the fast coordinate z and thus os-
cillates significantly around some relatively slowly chang-
ing value. To obtain this averaged value depending only
on slow variables, we calculate 〈vy〉
〈vy〉 =
∮
vydt =
∮
vy
pz
dz
We define the function
fvy (s) =
∫ ζmax
ζmin
1
2y
2 − s√
1− (s− 12ζ2)2 dζ (17)
with the same ζmin, ζmax as in Eq. (12).
For systems with α 6= 0, the parameter s in Eq. (17)
should be replaced by s˜ given by Eq. (15). We must be
careful to note that the definition of the particle velocity
does not depend on α, thus rewriting 〈vy〉 as
〈vy〉 =
∫ ζmax
ζmin
1
2 ζ˜
2 − s∗√
1− (s˜− 12 ζ˜2)2 dζ˜ (18)
where s∗ = κx/
√
2h˜z. Figure 12 shows the profile of 〈vy〉
along the particle trajectory obtained via numerical inte-
gration of the Hamiltonian equations (6) for α = 0. The
averaged velocity, 〈vy〉, is positive when the particle oscil-
lates across the neutral plane (κx < 0) and negative when
the particle moves along magnetic field lines far from the
neutral plane (κx > 1). Particle scattering characterized
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FIG. 12. Adiabatic invariant Iz, averaged particle velocity
〈vy〉, and coordinate κx are plotted for a numerically inte-
grated trajectory.
by Iz jumps coincides with 〈vy〉 zero crossings. Thus,
a change of particle motion (from oscillations in one of
two possible potential wells to oscillations inside a single
potential well, see Fig. 6) corresponds to 〈vy〉 zero cross-
ings. For particles with small enough κ, we can assume
Iz = const and consider a 2D map of 〈vy〉 values in the
(κx, px) plane. Figure 13 shows that 〈vy〉 becomes more
negative as α becomes more positive, whereas 〈vy〉 be-
comes more positive as α becomes more negative. This
is an effect characterized by the average particle E × B
drift, which, unfortunately, does not coincide with space-
craft observations. This doubly averaged (both over fast
z-oscillations and slow periodical motion in the (κx, px)
plane) velocity vy should be zero for α = 0 (see Ref. 35),
negative for α > 0, and positive for α < 0. However,
particles moving along sufficiently stretched trajectories
(along κx) can escape from a realistic system with bound-
aries and do not have a chance to make a single closed
trajectory in the (κx, px) plane. For such particles, the
averaged vy is always positive for any α. The important
question is how α influences a number of such transient
particles. Therefore, for an accurate estimation of the
Ez field effect on charged particle dynamics, we need to
consider a magnetic field model that includes boundaries.
V. PHASE SPACE VOLUME OCCUPIED BY
TRANSIENT PARTICLES
To investigate how the number of transient particles
depends on electrostatic fields, we need to modify our
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FIG. 13. Averaged particle velocity 〈vy〉 for various α values.
magnetic field model (1) to include current sheet bound-
aries where Bx → const. In a constant magnetic field,
particles move freely along magnetic field lines. Thus,
particles reaching the current sheet boundaries with px >
0 cannot return to the neutral plane and escape from the
system. These particles are denoted as transient. Be-
cause of the openness of their orbits, transient particles
can carry significant current density (the segments of par-
ticle trajectories with 〈vy〉 < 0 are much shorter than the
segments with 〈vy〉 > 0). Therefore, it is important to
estimate the relative volume of the phase space occupied
by transient particles.
To separate transient from trapped particles, we intro-
FIG. 14. Invariant Iz as a function of κxmax for α < 0
duce the model parameter zmax, which denotes the posi-
tion of the current sheet boundary. The Hamiltonian (4)
contains the term (κx− z2/2)2, whereas the total energy
(Hamiltonian value) is conserved. Thus, for larger zmax,
the corresponding position of the current sheet bound-
ary should be located around κxmax ≈ z2max/2. Particles
with trajectories crossing κxmax in the (κx, px) plane (see
Fig. 10) escape from the current sheet and can be con-
sidered as transient, whereas particles with trajectories
crossing px = 0 with κx < κxmax are trapped within
the current sheet. To determine the area Stran occupied
by transient particles in the (κx, px) plane, we calculate
the total area occupied by particle trajectories Stotal for
κx < κxmax and the area Strapped occupied by trapped
particles. Area Stotal corresponds to the domain in the
(κx, px) plane where
hz = H− 1
2
p2x − ακxmax +
1
2
α2 > 0
The value of Strapped can be calculated as the area of the
region surrounded by the ion trajectory touching κxmax
at px = 0. This condition works well for α ≥ 0. However,
for α < 0, ions are reflected from the current sheet by
the electric field. In this case, the trapped ion region’s
actual boundary can cross px = 0 with κx < κxmax. For
a system with α < 0, we find the actual κx˜max to be
equal to the maximum value of κx that corresponds with
a trapped trajectory (see Fig. 10).
The last trapped trajectory (closed trajectory with the
largest κx at px = 0) corresponds to some value of the
adiabatic invariant I˜z. This invariant equals Iz calculated
at px = 0, κx = κxmax (for α ≥ 0) and at κx˜max for
(α < 0), where κx˜max corresponds to the position of
f(s) minimum (see Fig. 14). To calculate I˜z, we use s˜
evaluated at
hz0 = hz
∣∣∣
px=0
= H− ακxmax + 1
2
α2
8κx
max
2 4 6 8 10 12 14
d 
= 
s t
ra
pp
ed
/s
to
ta
l
0
0.2
0.4
0.6
0.8
1
α = -.2
α = -.1
α = 0
α = .1
α = .2
FIG. 15. d(κxmax) for various α values.
so all particles with Iz > I˜z are trapped.
We now define the relative area of transient particles
as equal to dtrans = 1 − d with d = Strap/Stotal. Figure
15 shows d as a function of the current sheet bound-
ary and the α value. For small κxmax, an increase in
κxmax results in a rapid increase in the relative number
of trapped ions. The role of the current sheet width is
apparent in Fig. 15. The black line represents the result
for zero electric field (α = 0). In this case, as κxmax in-
creases, the trapped ions occupy a little more than half of
the available area; transient ions occupy nearly the other
half. For α > 0 (blue), the electric field more quickly
traps ions within the current sheet (see Fig. 10) and
thus d rapidly approaches 1. If κxmax and α are large
enough, all ions can become trapped. For α < 0 (red),
ions are reflected from the current sheet and thus the area
of trapped ions reaches a certain maximum value. Fur-
ther κxmax increases correspond with an Stotal increase,
whereas Strap is conserved. Thus, d(κxmax) approaches
zero for growing κxmax.
VI. CONTRIBUTION TO CURRENT DENSITY
Knowing the relative phase space volume occupied by
transient particles (dtrans = 1−d with d = Strap/Stotal),
we can estimate their contribution to the current density.
We begin with the Maxwell-Boltzman isotropic distribu-
tion of particle energy ε
fmb(ε) = Cn0ε
1/2ε
−3/2
0 e
−ε/ε0 (19)
where C = 2/
√
pi is the normalization constant, n0
the density of particles, and ε0 is the thermal (typical)
energy. We pick typical parameter values for Earth’s
magnetotail current sheet36: current sheet thickness
L ∼ 1000 km, B0 ∼ 20 nT, and Bz ∼ 2 nT (i.e.,
Bz/B0 = 0.1). The position of the current sheet bound-
ary is modeled by the parameter a = zmax/L. Therefore,
for κx˜bound we get
κx˜bound =
a2
2
L
ρ0
=
a2
2
(
κ(ε)
B0
Bz
)2
(20)
where κ depends on ε as: κ ≈ 0.21ε−1/4 (we use the
current sheet parameters listed above; energy ε is in keV).
Now, we can obtain d(ε) and calculate a relative number
of transient particles
N(a, α) =
ntrans
n0
=
2√
pi
∫ ∞
wc
dtrans(w)
√
we−wdw (21)
where w = ε/ε0 and wc corresponds with the criti-
cal value κc = 0.1 (particles with κ > κc cannot fol-
low transient trajectories due to motion chaotization via
scattering10,60). The transient particle velocity along the
current density direction is approximately equal to the
total particle velocity, i.e., when transient particles move
along the y direction in the neutral plane, almost all their
energy is concentrated into 〈vy〉 (see typical velocity dis-
tributions of transient particles in Refs. 7, 47, and 64).
Therefore, to estimate a transient particle current den-
sity, we can use an isotropic distribution and calculate
particle flux
J(a, α) =
jtrans
en0ν0
=
2√
pi
∫ ∞
wc
dtrans(w)we
−wdw (22)
with ν0 =
√
2ε0/m. The same properties, N and J ,
are also calculated for a power-law distribution often ob-
served in space plasma systems30
fpl(ε) = Cn0
√
ε
ε0
(
1 +
ε
kε0
)−k−1
(23)
with
C =
2√
pi
Γ(k + 1)
k3/2Γ(k − 12 )
. (24)
where Γ is a Gamma function, and we use k = 3. Sub-
stituting Eq. (23) into Eqs. (21, 22), we obtain the
corresponding N and J .
Figures 16, 17 show profiles N(α), J(α) for three ε0
values and two a values. There is very little difference
between Maxwell and power-law distributions. The gen-
eral trend is that positive values of α lead to ion trap-
ping and thus a decrease in N and J , whereas negative
α corresponds to dtrans = 1 − d growth (see Fig. 15)
and a corresponding increase in N and J . Even a strong
inward-directed electric field (α > 0) cannot reduce the
population of hot transient ions (ε0 = 10 keV) in a thin
current sheet (a = 1) (red). While this electric field plays
a more notable role in reducing cold ions (ε0 = 2 keV)
in the thin configuration (light blue), the boundary dis-
tance plays the most significant part in determining the
current density. Regardless of hot or cold ions, thick cur-
rent sheet configurations (a = 3) combined with a small
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positive α ∼ .1 can result in total vanishing of the tran-
sient ion contribution to the current density.
We should mention that both density and current es-
timates of transient ions are performed for simplified
Maxwell and power-law energy distributions. Moreover,
we assume that the distributions are isotropic and thus
have the same shape at the neutral plane z = 0 and at
some distance away from this plane. However, in more so-
phisticated self-consistent models the electric field would
modify particle distributions (this effect is more impor-
tant for electrons, see, e.g., Refs. 4, 20, and 63). There-
fore, our results provide a more qualitative picture of the
Ez role in transient particle dynamics.
VII. DISCUSSION AND CONCLUSIONS
The main estimates in this study are obtained with the
assumption of Iz conservation. Indeed, for small enough
κ, jumps of the adiabatic invariant Iz are small and of
order ∼ κ (see Fig. 9 and Refs. 12 and 32). However, for
long time intervals, these jumps result in Iz destruction.
Such long time intervals corresponds with many jumps
and many periods of particle rotation in the (κx, px)
plane. Each such period takes 1/κ time and randomly
changes Iz by ∼ κ. Over time, the sum of these jumps
should equal zero, and only diffusion of Iz with variance
var(∆Iz) ∼ κ2 occurs10,60. Thus, to significantly change
Iz, we need to consider the time interval of 1/κ
3, which is
much longer than the time scale of the transient particles’
motion. Therefore, scattering and Iz destruction cannot
appreciably change transient particle dynamics (α < 0).
Trapped particle dynamics (α > 0), on the other hand,
can be influenced by this process; indeed, if the system
contains a large population of trapped particles, the long
term dynamics can result in particle ejection. In this
study though, we focus on transient trajectories and leave
the question of trapped particle dynamics for further in-
vestigation. However, we can estimate the effect of Ez on
the scattering rate, ∆Iz, using the equations we derived.
Particles passing through the current sheet experience
a jump in the adiabatic invariant with an amplitude
∆Iz ≈ (2/pi)κp∗x, where p∗x is a solution of the equation
s˜ = 1 (see, e.g., review 60 and references therein). The
first equation in (15) for s˜ gives the following solution
for p∗x: 2hz = (κx)
2. We substitute this solution into Eq.
(14) and obtain: 2h˜z = (
√
2hz−α)2 = (
√
1− (p∗x)2−α2),
where we use 2hz = 2H− p2x and 2H = 1. From the adi-
abatic invariant definition at s˜ = 1, Iz = 2(2h˜z)
3/4f(1),
we obtain 2h˜z = (Iz/I
∗
z )
3/4 with I∗z = 2f(1). There-
fore, we finally find p∗x =
√
1− (α+ (Iz/I∗z )3/8)2. For
small α we get p∗x = p¯
∗
x − (Iz/I∗z )3/8α/p¯∗x, where p¯∗x =√
1− (Iz/I∗z )3/4 is p∗x for α = 0. This expression shows
that positive α decreases p∗x as well as the adiabatic in-
variant jumps.
One of the most interesting effects shown in our study
is the role that the electric field Ez plays in variation of
transient particle current density. Indeed, in a plasma
system with magnetized ions and electrons, an Ez field
cannot influence the total (ion plus electron) current den-
sity, because the E×B drift of ions compensates for E×B
drift of electrons. However, in a thin current sheet with a
transient ion population, the electric field Ez directly in-
fluences the number of transient particles. Transient par-
ticles carry the maximum possible current in hot plasma
systems (when bulk velocity is smaller than thermal ve-
locity, e.g., in planetary magnetotails) because their 〈vy〉
velocity almost equals their thermal velocity. Thus, a
decrease in transient particle density should significantly
decrease the ion contribution to the total current den-
sity. This may explain why spacecraft observations in
Earth’s magnetotail have shown electron currents to be
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much stronger than ion currents6,39,54. Similar results
are found in numerical simulations28,29.
An electric field Ez can play an essential role in ion
energization within thin current sheets located near the
reconnection region. In analogy with electron surfing
acceleration4,24,63, ions trapped near the neutral plane
can be transported large distances along the x-axis by
a convection electric field Ey. This transport in the
2D system (with ∂/∂x 6= 0) results in ion heating and
acceleration19,52. For adiabatic particles with κ 1, this
effect can be considered in the future using the equations
derived in our study and proposed in Ref. 52 and 60 for
2D current sheets without Ez.
In summary, we consider transient charged particle
motion in the current sheet with a polarized electric field
Ez. Using adiabatic invariants, we describe a role of Ez
in macroscopic current sheet characteristics:
1. Depending on its direction, Ez results in particle
trapping (if Ez points towards the neutral sheet)
or particle expulsion (if Ez points away from the
neutral sheet) from the current sheet. This effect
respectively reduces or increases the relative phase
space volume occupied by transient particles.
2. Variation of the phase space volume of transient
particles significantly influences the relative num-
ber of transient particles in the current sheet and
the corresponding current density.
3. In a current sheet with a significant contribution
of transient ions to the total current density (i.e.,
in thin current sheets), an electric field Ez directed
toward the neutral plane can reduce the total cur-
rent density through particle trapping and a corre-
sponding reduction of the transient ion population.
This effect and a simple E × B drift result in the
transformation of an ion-dominated current sheet
to an electron-dominated current sheet, where the
main current density is carried by electrons.
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Appendix A: Electric field estimates
Direct measurements of the Ez electric field component
in the magnetotail are rather difficult to perform since the
usual spacecraft orientation assumes that electric field
antennas are located within the spacecraft plane (x, y).
However, Ez can be derived from plasma and magnetic
field measurements. We consider measurements of the
THEMIS C spacecraft, which visited the Earth’s magne-
totail around −16 Earth radii downtail in 20091. With
an electrostatic analyzer31 and solid-state telescope2 on-
board, THEMIS C provides ion and electron moments of
distribution functions (density n, bulk velocity u, ther-
mal pressure p); a fluxgate magnetometer provides mag-
netic field measurements8.
THEMIS C profiled the current sheet’s structure as
the sheet flapped (oscillated) across the spacecraft38.
Ion bulk velocity measurements made along the current
sheet normal, uz, are assumed to be close to the cur-
rent sheet flapping velocity. This assumption can be
checked by comparing the measured uz with the mag-
netic field rate of variation dBx/dt. A good correlation
between uz and dBx/dt allows us to reconstruct the cur-
rent sheet’s spatial scale (thickness) and its correspond-
ing current density jy ≈ µ0(dBx/dt)/uz (see, e.g., Ref.
43). We use three events that correspond to THEMIS
C crossing the current sheet with a good correlation be-
tween uz and dBx/dt (all events are taken from statis-
tics published in Ref. 3). Knowing the current density,
jy ≈ µ0(dBx/dt)/uz, within the current sheet, we can
compare it with direct measurements of ion jyi = eniuy
and electron jye = −eniuye current densities (assuming
that the quasi-neutrality condition ni ≈ ne is satisfied).
We select events with jyi + jye ≈ jy; thus, both jyi and
jye are measured reliably. We use the magnetic field Bx
as a measure of distance from the current sheet’s neu-
tral plane z = 0; in other words, we compare profiles of
jy(Bx), jyi(Bx), and jye(Bx).
For the selected current sheets we thus obtain spatial
distributions of ion and electron currents: jyi(Bx), and
jye(Bx). Ions, being demagnetized in the magnetotail,
can move along rather complex orbits and generate cur-
rent density due to the effects of the openness of their
orbits (transient ions7). Therefore, it is rather com-
plicated to decompose sources contributing to ion cur-
rents. In contrast, the motion of magnetized electrons
is well described by drift theory; this allows the elec-
tron current to be decomposed into contributions from
various drifts. In the magnetotail, which is filled by
anisotropic electrons, the electron current density jye
consists of three parts44: 1) drift current due to elec-
tric field, ∼ −eni(E × B)/B2; 2) diamagnetic current
∼ Bx(∂p⊥e/∂z)/B2; and 3) current due to the anisotropy
of electron pressure ∼ (p‖e − p⊥e)(∂Bx/∂z)/B2 (where
p‖e, p⊥e are components of the electric pressure ten-
sor projected onto the magnetic field direction). Mea-
surements of electron moments and the approximation
∂/∂z ≈ u−1z (∂/∂t) allow us to estimate both diamag-
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netic and anisotropic currents3. Thus, the difference be-
tween jye and these two estimates provide the profile of
the current density ∆jye(Bx) generated by the electron
cross-field drift in electric and magnetic fields.
Assuming that the current sheet is 2D (i.e., ex-
ists in (x, z) plane) and approximating the absence of
gradients along magnetic field lines (see discussion of
this approximation in Ref. 7), we obtain Ez(Bx) ≈
−∆jye(Bx)Bx/ni(Bx)e. The same estimates can be ob-
tained from the ion current density (i.e., Ez(Bx) ≈
∆jyi(Bx)Bx/ni(Bx)e, where ∆jyi is due to ion drift mo-
tion). The difference ∆jyi, however, can only be es-
timated from analysis of ion distribution functions59,
which is much more complicated than the analysis of
electron fluid motion providing ∆jye(Bx). Thus, we use
∆jye(Bx), which gives us a profile of the electric field
across the current sheet (see Fig. 1). Possible error in the
electric field estimates has a magnitude of about ∆φ/L,
where ∆φ is a scalar potential drop along magnetic field
lines and L is the current sheet thickness (which can be
estimated as the integral
∫
uzdt). The maximum possible
value of ∆φ is about the electron temperature p⊥e/nie
(see, e.g., Refs. 7 and 20). We have checked that this
maximum value ∆φ/L does not exceed 30% of estimated
Ez for our three events.
1Angelopoulos, V., 2008. Space Sci. Rev.141, 5–34.
2Angelopoulos, V., Sibeck, D., Carlson, C. W., McFadden, J. P.,
Larson, D., Lin, R. P., Bonnell, J. W., Mozer, F. S., Ergun, R.,
Cully, C., Glassmeier, K. H., Auster, U., Roux, A., Lecontel, O.,
Frey, S., Phan, T., Mende, S., Frey, H., Donovan, E., Russell,
C. T., Strangeway, R., Liu, J., Mann, I., Rae, J., Raeder, J.,
Li, X., Liu, W., Singer, H. J., Sergeev, V. A., Apatenkov, S.,
Parks, G., Fillingim, M., Sigwarth, J., 008. Space Sci. Rev.141,
453–476.
3Artemyev, A. V., Angelopoulos, V., Runov, A., 2016. J. Geo-
phys. Res.121.
4Artemyev, A. V., Hoshino, M., Lutsenko, V. N., Petrukovich,
A. A., Imada, S., Zelenyi, L. M., 2013. Annales Geophysicae 31,
91–106.
5Artemyev, A. V., Petrukovich, A. A., Nakamura, R., Zelenyi,
L. M., 2011. J. Geophys. Res. 116, A0923.
6Artemyev, A. V., Petrukovich, A. A., Zelenyi, L. M., Nakamura,
R., Malova, H. V., Popov, V. Y., 2009. Annales Geophysicae 27,
4075–4087.
7Artemyev, A. V., Zelenyi, L. M., 2013. Space Sci. Rev. 178,
419440.
8Auster, H. U., Glassmeier, K. H., Magnes, W., Aydogar, O.,
Baumjohann, W., Constantinescu, D., Fischer, D., Fornacon,
K. H., Georgescu, E., Harvey, P., Hillenmaier, O., Kroth, R.,
Ludlam, M., Narita, Y., Nakamura, R., Okrafka, K., Plaschke,
F., Richter, I., Schwarzl, H., Stoll, B., Valavanoglou, A., Wiede-
mann, M., 2008. Space Sci. Rev.141, 235–264.
9Bu¨chner, J., Zelenyi, L. M., 1986. Physics Letters A 118, 395–
399.
10Bu¨chner, J., Zelenyi, L. M., 1989. J. Geophys. Res. 94, 11821–
11842.
11Burkhart, G. R., Drake, J. F., Dusenbery, P. B., Speiser, T. W.,
1992. J. Geophys. Res. 97, 13799–13815.
12Cary, J. R., Escande, D. F., Tennyson, J. L., 1986. Physical
Review A 34 (5), 4256–4275.
13Chen, J., 1992. J. Geophys. Res. 97, 15011.
14Chen, J., Palmadesso, P. J., 1986. J. Geophys. Res. 91, 1499–
1508.
15Delcourt, D. C., Belmont, G., 1998. Particle Dynamics in the
Near-Earth Magnetotail and Macroscopic Consequences. Wash-
ington DC American Geophysical Union Geophysical Monograph
Series 105, 193.
16Delcourt, D. C., Malova, H. V., Zelenyi, L. M., 2004. J. Geophys.
Res.109, 1222.
17Delcourt, D. C., Martin, Jr., R. F., Alem, F., 1994. Geophys.
Res. Lett.21, 1543–1546.
18Dolgonosov, M. S., Zimbardo, G., Greco, A., 2010. J. Geophys.
Res.115, A02209.
19Drake, J. F., Swisdak, M., Phan, T. D., Cassak, P. A., Shay,
M. A., Lepri, S. T., Lin, R. P., Quataert, E., Zurbuchen, T. H.,
2009. J. Geophys. Res.114, 5111.
20Egedal, J., Le, A., Daughton, W., 2013. Physics of Plasmas
20 (6), 061201.
21Frank, A. G., Kyrie, N. P., Satunin, S. N., 2011. Physics of Plas-
mas 18 (11), 111209.
22Greco, A., De Bartolo, R., Zimbardo, G., Veltri, P., 2007. J.
Geophys. Res. 112, 6218.
23Horton, W., 1997. Phys. Report283, 265–302.
24Hoshino, M., 2005. J. Geophys. Res. 110, 10215.
25Israelevich, P. L., Ershkovich, A. I., Oran, R., 2008. J. Geophys.
Res. 113, 4215.
26Jackman, C. M., Arridge, C. S., Andre´, N., Bagenal, F., Birn,
J., Freeman, M. P., Jia, X., Kidder, A., Milan, S. E., Radioti,
A., Slavin, J. A., Vogt, M. F., Volwerk, M., Walsh, A. P., 2014.
Space Sci. Rev.182, 85–154.
27Landau, L. D., Lifshitz, E. M., 1988. Vol. 1: Mechanics. Course
of Theoretical Physics. Oxford: Pergamon.
28Lin, Y., Wang, X. Y., Lu, S., Perez, J. D., Lu, Q., 2014. J.
Geophys. Res.119, 7413–7432.
29Lu, S., Lin, Y., Angelopoulos, V., Artemyev, A. V., Pritchett,
P. L., Lu, Q. 2016. J. Geophys. Res.submitted.
30Livadiotis, G., 2015. J. Geophys. Res.120, 1607–1619.
31McFadden, J. P., Carlson, C. W., Larson, D., Ludlam, M., Abiad,
R., Elliott, B., Turin, P., Marckwordt, M., Angelopoulos, V.,
2008. Space Sci. Rev.141, 277–302.
32Neishtadt, A. I., 1986. Soviet Journal of Plasma Physics 12,
568573.
33Northrop, T. G., 1963. The adiabatic motion of charged particles.
Interscience Publishers John Wiley and Sons, New York-London-
Sydney.
34Olson, J., Egedal, J., Greess, S., Myers, R., Clark, M., Endrizzi,
D., Flanagan, K., Milhone, J., Peterson, E., Wallace, J., Weis-
berg, D., Forest, C. B., 2016. Physical Review Letters 116 (25),
255001.
35Pellat, R., Schmidt, G., 1979. Physics of Fluids 22, 381–382.
36Petrukovich, A. A., Artemyev, A. V., Vasko, I. Y., Nakamura,
R., Zelenyi, L. M., 2015. Space Sci. Rev.188, 311337.
37Pritchett, P. L., Coroniti, F. V., 1992. J. Geophys. Res. 97,
16773–16787.
38Runov, A., Sergeev, V. A., Baumjohann, W., Nakamura, R.,
Apatenkov, S., Asano, Y., Volwerk, M., Vo¨ro¨s, Z., Zhang, T. L.,
Petrukovich, A., Balogh, A., Sauvaud, J., Klecker, B., Re`me, H.,
2005. Annales Geophysicae 23, 1391–1403.
39Runov, A., Sergeev, V. A., Nakamura, R., Baumjohann, W.,
Apatenkov, S., Asano, Y., Takada, T., Volwerk, M., Vo¨ro¨s, Z.,
Zhang, T. L., Sauvaud, J., Re`me, H., Balogh, A., 2006. Annales
Geophysicae 24, 247–262.
40Schindler, K., Birn, J., Aug. 2002. Models of two-dimensional
embedded thin current sheets from Vlasov theory. J. Geophys.
Res. 107, 1193.
41Schindler, K., Birn, J., Hesse, M., 2012. Physics of Plasmas
19 (8), 082904.
42Schindler, K., Hesse, M., 2008. Physics of Plasmas 15 (4), 042902.
43Sergeev, V., Angelopoulos, V., Carlson, C., Sutcliffe, P., 1998.
J. Geophys. Res.103, 9177–9188.
44Shkarofsky, I. P., Johnston, T. W., Bachnynski, M. P., 1966. The
particle kinetic of plasmas. Addison-wesley Piblishing company.
45Shustov, P. I., Artemyev, A. V., Yushkov, E. V., 2015. Chaos
12
25 (12), 123118.
46Sitnov, M. I., Merkin, V. G.,2016. J. Geophys. Res.121, 7664–
7683.
47Sitnov, M. I., Swisdak, M., Guzdar, P. N., Runov, A., 2006. J.
Geophys. Res. 111, 8204.
48Sitnov, M. I., Zelenyi, L. M., Malova, H. V., Sharma, A. S., 2000.
J. Geophys. Res. 105, 13029–13044.
49Sivukhin, D. V., 1965. Motion of charged particles in electro-
magnetic fields in the drift approximation. Vol. 1. Consultants
Bureau, New York, pp. 1–104.
50Sonnerup, B. U. O¨., 1971. J. Geophys. Res. 76, 8211–8222.
51Speiser, T. W., 1965. J. Geophys. Res.70, 4219–4226.
52Vainchtein, D. L., Bu¨chner, J., Neishtadt, A. I., Zelenyi, L. M.,
2005. Nonlinear Processes in Geophysics 12, 101–115.
53Vasko, I. Y., Artemyev, A. V., Petrukovich, A. A., Nakamura,
R., Zelenyi, L. M., 2014. Annales Geophysicae 32, 133–146.
54Vasko, I. Y., Petrukovich, A. A., Artemyev, A. V., Nakamura,
R., Zelenyi, L. M.,2015. J. Geophys. Res.120, 8663–8680.
55Wygant, J. R., Cattell, C. A., Lysak, R., Song, Y., Dombeck, J.,
McFadden, J., Mozer, F. S., Carlson, C. W., Parks, G., Lucek,
E. A., Balogh, A., Andre, M., Reme, H., Hesse, M., Mouikis, C.,
2005. J. Geophys. Res.110, 9206.
56Yamada, M., Ji, H., Hsu, S., Carter, T., Kulsrud, R., Trintchouk,
F., 2000. Physics of Plasmas 7, 1781–1787.
57Yoon, P. H., Lui, A. T. Y., 2004. J. Geophys. Res. 109, 11213.
58Zelenyi, L. M., Malova, H. V., Artemyev, A. V., Popov, V. Y.,
Petrukovich, A. A., 2011. Plasma Physics Reports 37, 118–160.
59Zelenyi, L. M. and Artemyev, A. V. and Petrukovich, A. A., 2010.
Geophys. Res. Lett.37, 6105.
60Zelenyi, L. M., Neishtadt, A. I., Artemyev, A. V., Vainchtein,
D. L., Malova, H. V., 2013. Physics Uspekhi 56, 347–394.
61Zelenyi, L. M., Artemyev, A. V., Petrukovich, A. A., 2010. Geo-
phys. Res. Lett.37, 6105.
62Zelenyi, L. M., Sitnov, M. I., Malova, H. V., Sharma, A. S., 2000.
Nonlinear Processes in Geophysics 7, 127–139.
63Zenitani, S. and Nagai, T., 2016. Physics of Plasmas 23(10),
102102.
64Zhou, X., Angelopoulos, V., Runov, A., Sitnov, M. I., Coroniti,
F., Pritchett, P., Pu, Z. Y., Zong, Q., McFadden, J. P., Larson,
D., Glassmeier, K.,2009. J. Geophys. Res. 114, 3223.
65Zhou, X., Pan, D.-X., Angelopoulos, V., Runov, A.,
Zong, Q., Pu, Z.-Y., 2016. J. Geophys. Res. 121,
doi:10.1002/2016JA022993.
