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Abstract Climate change projections indicate that there will be warming and an intensiﬁcation
of westerly winds in the Southern Ocean (SO) in the future. These two forcings potentially have opposing
eﬀects on the depth of the surface mixed layer. Here we investigate how interannual to decadal variability
of atmospheric surface air temperature (SAT) and zonal wind speed (uwind) impact mixed layer depth (MLD)
in the SO (south of 30∘S) during summer, the season of main biological activity. We use gridded MLD data
from observations and atmospheric reanalysis data of uwind and SAT in the SO to assess summer MLD
variability and its potential drivers. With a model-based sensitivity experiment, we quantify the relative
contributions of uwind versus SAT forcing on the summer MLD in the decade 2002–2011. Wind-induced
changes dominate over temperature-induced changes of the MLD between 2002 and 2011. We ﬁnd a
positive trend of summer MLD in the Antarctic Zone of the Atlantic and Indian Ocean sectors. Our
model-based sensitivity study suggests that the summer MLD shows a zonally asymmetric response to
recent atmospheric forcing. In the Paciﬁc and Australian sectors, cooling and intensiﬁcation of uwind jointly
result in a deepening of the mixed layer. In the Atlantic and Indian sectors, the MLD responds diﬀerently
north and south of the Antarctic Polar Front (APF). A deepening south of the APF is caused by the increase in
uwind, whereas the decrease in uwind and warming act in concert to result in a shoaling of the MLD north
of the APF.
1. Introduction
The Southern Ocean (SO) is a key region for the global carbon cycle and the climate system (Frölicher et al.,
2015; Marshall & Speer, 2012). It takes up about 40% of the total anthropogenic carbon that enters the ocean
(Gruber et al., 2009; Khatiwala et al., 2009) and is responsible for about 80% of upwelling of nutrient-rich deep
waters (Lumpkin & Speer, 2007; Talley, 2013). The cycling of carbon in this region depends onmixed layer (ML)
dynamics, wind-driven Ekman transport, and eddy ﬂuxes (Sabine et al., 2004; Sallée et al., 2012; Verdy et al.,
2007). ML variability controls the availability of light and nutrients for phytoplankton in spring and summer as
well as the grazing pressure by zooplankton (Carranza & Gille, 2015; Fauchereau et al., 2011; Llort et al., 2015;
Venables & Moore, 2010). Phytoplankton productivity, in turn, is a main driver of the SO CO2 uptake in spring
and summer (Lenton et al., 2013).
Over the recent decades, observational evidence has revealed a strengthening of the westerly winds in the
SO, which is supported by model studies (Marshall, 2003; Swart & Fyfe, 2012; Thompson et al., 2011). This is
related to thepositive trend in the SouthernAnnularMode (SAM) index in response to the complex interaction
between the stratospheric ozone depletion and the increase in the atmospheric greenhouse gas concen-
trations (Abram et al., 2014; Lee & Feldstein, 2013; Thompson et al., 2011). The positive trend in the SAM is
expected to induce stronger summerwind stress (Fogt et al., 2009; Thompson et al., 2011), suggesting that the
eﬀect of summer wind forcing might dominate over buoyancy forcing with respect to summer mixed layer
depth (MLD) variability. With the exception of the SAM trend, recent changes in the high-latitude Southern
Hemisphere surface climate can largely be explained by internal climate variability (Jones et al., 2016).
The SO MLD is highly sensitive to climate change and variability (Hauck et al., 2015; Sallée et al., 2010, 2013).
It is, however, not clear how the eﬀects of the global warming signal (increased stratiﬁcation, Gille, 2008) and
the wind signal (decreased stratiﬁcation, Thompson et al., 2011), which occur simultaneously in the SO, will
impact ML dynamics in the future (Hauck et al., 2015). It is therefore critical to understand recent eﬀects of
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Figure 1. Annual mean time series of the Southern Annular Mode (SAM)
index from 1958 to 2016 (Marshall, 2003). The period 2002–2011 on which
we focus in this study is emphasized by the two dashed black vertical
lines. The red slope line represents the SAM trend that is calculated from
the 10 annual SAM index values over the period 2002–2011.
The positive trend in the SAM has led to zonally asymmetric anomalies
in MLD caused by heat ﬂux anomalies associated with SAM (Sallée et al.,
2010). On longer time scales, we might expect the increase in surface
atmospheric temperature to have a stronger eﬀect on the summer MLD
than the SAM signal. While SO warming is projected to signiﬁcantly shoal
the summer MLD in the subtropical zone in simulations of the 21st cen-
tury, a suite of eightmodels disagrees about the sign ofMLD change south
of 44∘S (Hauck et al., 2015).
During summer, the MLD in the SO is relatively shallow (MLD < 90 m)
compared to other seasons because high irradiance and comparatively
lowwind stress lead to stratiﬁcation. Strongwind events (summer storms),
however, candestabilize thewater columnprofoundly anddeepen theML,
which consequently leads to enhanced nutrient (Fe, Si, or nitrate depend-
ing on the region) supply from subsurface waters to the euphotic zone
and increased phytoplankton productivity (Carranza & Gille, 2015). Mech-
anisms that drive the summerML variability in the SOwere explored at the
subseasonal time scale (Carranza & Gille, 2015).
ML deepening is caused mainly by wind-induced mixing, surface cooling,
and/or Ekman pumping driven by the wind stress curl (Carranza & Gille,
2015). The physical mechanisms that link the changes in wind speed with
those inMLD are the turbulent kinetic energy input through the generation and breaking of waves (Denman,
1973). In contrast, temperature impacts MLD by changing the density gradient. The eﬀect of Ekman pumping
can change the stratiﬁcation through the input of denser water.
In this study,we analyze the summerMLDvariability in theperiod 2002–2011 andattempt tounravelwhether
this variability is dominantly driven by wind or buoyancy forcing. Here we do not distinguish whether the
changes are driven by changes in wind speed directly or by changes in wind stress curl (Ekman pumping).
Buoyancy forcing refers to variation in temperature. The period 2002–2011 is characterized by a positive
phase of the SAM index (Jones et al., 2016), which corresponds to a positive trend in zonal wind speed.
We chose to focus on the summer season because (1) the SAM trend is strongest in summer (Fogt et al., 2009;
Thompson et al., 2011), and (2) the CO2 uptake in the SO is a balance between outgassing in winter and
uptake in summer when biology draws down CO2 (Lenton et al., 2013). Biological production might respond
to changes in MLD in the future, and it is neither understood whether the wind or the warming signal will be
the dominant driver nor how the variability in the summer MLD will aﬀect the light and nutrient availability
in the future (Hauck et al., 2015).
We analyze the decade 2002–2011 because of an insuﬃcient amount of Argo data before 2002, which con-
sequently has very low spatial coverage in the SO (Cabanes et al., 2013). This period was also used to assess
the reinvigoration of the SO carbon sink (Landschützer et al., 2015) and to investigate the potential connec-
tion between summer MLD and chlorophyll variability at subseasonal time scales (Carranza & Gille, 2015). We
therefore focus on the period 2002–2011 in the context of strong interannual to decadal variability (DeVries
et al., 2017; Jones et al., 2016; Landschützer et al., 2015). While this time series is not long enough to identify
a trend caused by climate change (Jones et al., 2016), it serves as a case study on a period characterized by a
positive phase of the SAM index and a positive trend inwind speed (Figure 1). The changes are not necessarily
related to climate change but are interpreted as a signal of interannual to decadal variability. There is a gen-
eral positive trend in SAM over time (Figure 1). Since the 1990s SAM has shifted more often to its high-index
polarity, and the time series from January 2002 to December 2011 shows a clear positive trend of the
SAM index.
In the ﬁrst part of our study, we analyzed a global data set derived from observations and remote sensing of
summerMLD and its potential drivers (zonal wind speed and near surface air temperature, SAT). In the second
part of our study we combined observations with a model-derived sensitivity analysis of MLD to quantify the
relative contributions of wind and air temperature forcing to the MLD variability.
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2. Data and Methods
2.1. Atmospheric Variables
We used the monthly European Centre for Medium-Range Weather Forecasts ERA-Interim reanalysis for the
period 2002–2011 of 10-m zonal surface wind speed (Dee et al., 2011) and 2-m SAT. These are all available on
http://www.ecmwf.int/en/research/climate-reanalysis/era-interim with a spatial resolution of 1∘ × 1∘.
We used the climatological CORE2 atmospheric forcing ﬁelds (Large & Yeager, 2009) for ourmodel simulation.
This data set includes 6-hourly ﬁelds of zonal and meridional wind speed, SAT speciﬁc humidity, sea level
pressure, shortwave and longwave radiation, and monthly precipitation.
The annual mean SAM index shown in this study (Marshall, 2003) was calculated from the station based
index of the SAM based on the diﬀerence of sea level pressure ﬁelds measured between 40∘S and 65∘S.
The monthly SAM index time series used to estimate the annual mean SAM index started in January 1957
and is ongoing (Marshall, 2003). This data set is available at https://climatedataguide.ucar.edu/climate-data/
marshall-southern-annular-mode-sam-index-station-based.
2.2. Ocean Variables
We used monthly surface gridded sea surface temperature (SST) ﬁelds from European Centre for
Medium-Range Weather Forecasts ERA-Interim reanalysis available on http://www.ecmwf.int/en/research/
climate-reanalysis/era-interim. This data set has a spatial resolution of 1∘×1∘, and we used the period of 2002
to 2011.
We used also monthly observations of Coriolis Ocean database ReAnalysis, version 4.0 (CORA4.0) grid-
ded 3-D ﬁelds and raw individual proﬁle data of in situ temperature and salinity from the CORIOLIS
database (Szekely et al., 2016) received from the MyOcean Service Desk (http://www.myocean.eu/). The
CORA4.0 data set is from a variety of instruments, mainly from Argo ﬂoats, expendable bathythermo-
graphs, conductivity-temperature-depth, and expendable conductivity-temperature-depth probes, moor-
ings, buoys, and sensors mounted on marine mammal. The quality control and the sequence of processing
of this data set is fully described in Cabanes et al. (2013). The spatial resolution is 0.5∘ in longitude and
latitude (global coverage), and the proﬁles were vertically interpolated on 152 standard levels from the
ocean surface to 2,000 m, the maximum depth reached by Argo ﬂoats (5-m resolution from surface at
the depth of 100 m; 10-m resolution from 100 m to 800 m, and 20-m resolution from 800 m to 2,000 m,
Cabanes et al., 2013). The CORA4.0 data set covers the period from 1990 to 2012 from which we extracted
the period 2002–2011. The pre-2002 period was not analyzed because of the low spatial coverage of
the observations.
For the MLD calculation, we computed the potential density from the raw and gridded CORA4.0 temperature
and salinity ﬁelds. We chose to use CORA4.0 gridded temperature and salinity ﬁelds assuming that the objec-
tive analysismethodology (Bretherton et al., 1976) used for the gridding of the CORA4.0 data set is robust. The
analysis of variability and the 10-year trend would be ﬂawed by using a time series of individual proﬁles with
major gaps. This is the reason why we chose to use the gridded product. The MLD is deﬁned as the depth z at
which the potential density diﬀerenceΔ𝜎(z) = 𝜎(z)−𝜎(z0) exceeds a speciﬁc threshold value, in our case 0.03
kg/m3 (de BoyerMontégut et al., 2004) with z0 = 10mbeing the reference depth. For themodel MLD calcula-
tion, we applied the same density criterion as in the analysis of the CORA4.0 data. It is also important to note
that although during the decade 2002–2011 the number of observations has increased during the summer
season, some regions such as the Ross andWeddell Seas have only sparsely been sampled (see section 3.4.1).
Although these gaps were ﬁlled in the gridded product using a robust statistical approach, the interpretation
of the MLD variability in these zones might still contain high uncertainty.
2.3. Statistical Analyses
For each monthly time series of the variables, namely MLD, zonal wind speed (uwind), and SAT from
observations, we estimated the mean seasonal cycle of the period 2002–2011 at each grid point and
subtracted this mean seasonal cycle from the data to obtain the anomaly. The mean seasonal cycle of,
for example, wind data (10 years of monthly data, 120 values) was estimated by averaging each month
over the 2002–2011 time period. We then deﬁned the anomaly by subtracting this mean seasonal cycle
from each individual month (e.g., January anomaly = January of given year − mean of all Januaries). The
same procedure was followed for SAT and MLD time series. We further only used the summer months
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(December, January, and February) for the following analysis. Then at each grid point of the anomaly ﬁelds
we performed the following analyses:
1. A linear regression model was applied to the anomaly data over time using the nonparametric Sen Slope
estimator method (Gilbert, 1987), following the example of Kahru et al. (2009). The Sen Slope estimator
method that uses themedian slope of all lines through pairs of sample pointswas preferred over the simple
least squares regression because the Sen Slope method is robust (insensitive to outliers).
2. MLD (response variable) was regressed against the potential physical drivers uwind and SAT (predictors)
using multiple linear regression (MLR) analysis including the interaction between the uwind and SAT and
all quadratic terms (equation (S1) in the supporting information). Taking into account the interaction and
quadratic terms in our MLD regression model increased the percentage of variance explained slightly
(Figure S1), usually less than10%andoccasionally up to30%dependingon location compared to themodel
with no interaction and quadratic terms. However, the additional terms also increased the complexity of
the regression model. The Akaike Information Criterion (AIC, Akaike, 1973) provides a measure of the opti-
mality of models in the sense of a trade-oﬀ between the model complexity (measured by the number of
model parameters, including the variance of the additive normal noise) and the goodness of ﬁt (measured
by the logarithm of the maximum likelihood for the data). Models with lower AIC are more optimal. How-
ever, if the magnitude of the diﬀerence in AIC is less than 2 the diﬀerence is not signiﬁcant and one should
go for the simpler model. In most of the SO, the AIC of themore complexmodel (with interactions) is larger
than that of the simpler model (no interactions, no quadratic terms; Figure S2) or the magnitude of the dif-
ference in AIC is less than 2. We therefore, in the main text, show the regression model with no interaction
and quadratic terms:
MLD = 𝛽0 + 𝛽1 ∗ uwind + 𝛽2 ∗ SAT + 𝜉 (1)
where 𝛽0 represents themodel intercept, 𝛽1 and 𝛽2 represent the regression coeﬃcient slopes of MLD onto
uwind, SAT, and 𝜉 represents the residual.
2.4. Ocean Model
We used the Massachusetts Institute of Technology general circulation model (MITgcm, Marshall et al., 1997).
The model solves the primitive equations under the Boussinesq approximation and is discretized on a
latitude-longitude-depth Arakawa C grid. Our computational domain is nearly global but excludes the Arctic
Ocean (cutoﬀ at 80∘N). The latitudinal resolution varies from 0.38∘ to 2∘ with the higher resolution in the
SO and around the Equator. The longitudinal resolution is constantly 2∘. In the vertical, we use 30 vertical
layers with 10-m thickness at the surface and the thickness increases gradually with depth to a 500-m thick-
ness to a maximum depth of 5,700 m. The model uses the Gent-McWilliams eddy parameterization (Gent
& McWilliams, 1990), sea ice dynamics and thermodynamics (Losch et al., 2010), and the nonlocal K-proﬁle
parameterization (KPP) boundary layermixing scheme (Largeet al., 1994) for the verticalmixingwithin theML.
The physical model setup is the same as is Hauck et al. (2013, 2016). In section 3.4.1 we evaluate the modeled
MLD variability.
2.4.1. Sensitivity Experiments
In the following, we describe our approach to evaluate the relative impacts of zonal wind speed and buoy-
ancy forcing on summerMLDwith a set of sensitivity experiments using theMITgcm.We followed a two-step
approach, in which we ﬁrst used the model to estimate the sensitivities of MLD to both wind and buoyancy
forcing separately. In a second step we multiplied this sensitivity with the observed trends of atmospheric
variables to gain insights into the potential change in MLD. The advantage of this approach is that, albeit
based on a linearization, it is causal, rather than just based on empirical correlation only, as our data analy-
sis (section 2.3). It is thus better able to separate how much each driver contributes to the MLD trend in the
decade 2002–2011.
To estimate the sensitivity of MLD to changes in the zonal wind speed (uwind) or SAT, we ﬁrst performed a
control run with no perturbation applied to simulate oceanic temperature and salinity ﬁelds. The model was
started from a 100-year spin-up as in Hauck et al. (2016) and run for 4 years. We ran the model by prescribing
climatological atmospheric forcing ﬁelds fromCORE2 (i.e., air temperature, zonal andmeridional components
of wind speed, sea level pressure, speciﬁc humidity, solar radiation, and precipitation). We used bulk formulae
(Large & Yeager, 2004) to calculate heat and freshwater ﬂuxes from these forcing ﬁelds and from themodeled
ocean state.
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We perturbed the atmospheric side, namely either SAT or zonal wind speed in sensitivity experiments to
change atmospheric heat and fresh water ﬂuxes and to investigate their separate impact on the MLD. The
sensitivity runs are identical to the control run, except that we increased either uwind by 0.9 m/s (10% of SO
maximum zonal wind) or SAT by 0.2 K (10% of SOmaximum summer SAT variability) at every grid point south
of 30∘S. The perturbation ﬁelds were applied separately during the summer season (December, January, and
February) only, andwe repeated this perturbation for the summermonths of the following 2 years. This yields
three diﬀerent perturbed MLD ﬁelds from three diﬀerent years for each variable perturbed.
To obtain theMLD sensitivity ﬁelds (𝛼 = 𝜕MLD
𝜕uwind
, 𝜃 = 𝜕MLD
𝜕SAT
) that represent the eﬀect of each driver on theMLD
change, respectively, we calculated the diﬀerence between the average of the perturbed MLD ﬁelds and the
average of the control MLD ﬁelds and divided these model MLD anomaly ﬁelds by the applied perturbation




). In the following, we used the average of the model-derived MLD
sensitivity ﬁelds from the three summer seasons.
Finally, we combined the model-derived MLD sensitivity ﬁelds to atmospheric forcing changes with the
observed trends of these drivers. To do so, we linearized the summer MLD trend over the period 2002–2011





ΔSAT + 𝜉 (2)
HereΔuwind andΔSAT represent the trends of observed uwind and SAT over the period 2002–2011, respec-
tively, which were all derived from ERA-Interim reanalysis data (zonal wind speed and SAT), while the partial
derivatives are the model-derived ﬁelds of MLD sensitivities (coeﬃcient of linearization). 𝜉 represents the
residual term, andΔMLD is the observed MLD trend.
We chose to perturb zonal wind speed (rather than total wind speed) as the zonal component constitutes
the largest part of the wind speed on monthly time scales in the SO and thereby has a major share in the
MLD response. The zonal component is predicted to become stronger in the future (Thompson et al., 2011),
whereas the meridional component is smaller and not predicted, to the best of our knowledge, to change
in the future. We found that regressions of zonal and of total wind speed on MLD have similar patterns and
amplitudes (not shown), and we conclude that the results of our sensitivity experiments are insensitive to
whether one chooses zonal or total wind speed.
We also performed the sensitivity experiment with a perturbed precipitation ﬁeld (2 ⋅ 10−9 m/s, 10% of SO
mean precipitation). The contribution of precipitation to the MLD trend reaches at most 2.7 ⋅ 10−6 m/year,
which is 6 orders of magnitude lower than the MLD trends we estimated from uwind or SAT. Therefore, we
neglect the eﬀect of precipitation in the following.
3. Results
In the following section, we refer to the Antarctic Zone (AZ) as south of the Antarctic Polar Front (APF), to the
Subtropical Zone (STZ) as north of the Subtropical Front (STF), and to the Antarctic Circumpolar Current (ACC)
as the zone between the APF and STF. The diﬀerent sectors of the SO are deﬁned as Atlantic (70∘W–20∘E),
Indian (20–120∘E), Australia (120–150∘E), and Paciﬁc (150∘E–70∘W); see Figure 2.
3.1. Variability of MLD, Zonal Wind Speed, and Air Temperature
Maps of the standard deviation of summer zonal wind speed (uwind), SAT, andMLD are shown in Figure 2 for
the period of 2002–2011. Summer uwind exhibits the highest variability (2 to 3m/s; approximately 10%of the
mean) in the AZ (south of the APF) and in the STZ (north of the STF) of the Indian sector of the SO (Figure 2a).
In contrast, the variability of SAT is lowest in the AZ. Although the variability in SAT is strong (>1.5 K, Figure 2b)
in the STZ of the Atlantic and Paciﬁc sectors and close to the Antarctic coast, the MLD in these regions shows
weak variability (<10m; Figure 2c). In contrast, relatively strongMLD variability (15 to 30m) occurs in the ACC
region and the AZ. In the following we intend to unravel whether this variability contains a signiﬁcant linear
trend and whether we can relate the variability of summer MLD to the variability in uwind and SAT.
3.2. Linear Trend Analysis
Summer trend maps of zonal wind speed (uwind), SAT, and MLD are shown in Figure 3 for the period
of 2002–2011. A strong positive trend in uwind (up to 0.2 m⋅s−1⋅year−1) occurs in the Paciﬁc sector
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Figure 2. Standard deviation for the period 2002–2011 of the summer (a) zonal wind speed (uwind) from the
ERA-Interim reanalysis (Dee et al., 2011), (b) surface air temperature (SAT) from the ERA-Interim reanalysis,
and (c) mixed layer depth (MLD) from the CORA4.0 data set (Cabanes et al., 2013). The black contours represent the
mean positions of the STF, SAF, and APF (from north to south), respectively (Orsi et al., 1995). In Figure 2b, we labeled
Antarctic Zone (AZ, south of the Antarctic Polar Front, APF) and the Subtropical Zone (STZ, north of the Subtropical
Front, STF).
of the Subantarctic Zone (SAZ; between the Subantarctic Front, SAF, and STF Figure 3a). The cross-calibrated
multiplatform wind product (CCMP; Atlas et al., 2011) winds show similar trends to ERA-Interim (ﬁgure not
shown). A signiﬁcant positive trend in SAT occurs in the ACC region of the Atlantic sector and a negative trend
is located south of the SAF in the Australian sector. A signiﬁcant decrease in SAT of up to 0.1 K/year is observed
inonepatch spanning thePolar Frontal Zone (PFZ, between theAPFandSAF), SAZ, andAZof thePaciﬁcOcean
(Figure 3b). The trend in SST (Figure S3) shows a similar pattern as that in SAT; however, it shows a warming
trend close to the Antarctic coast in contrast to SAT.
There is a signiﬁcant and positive trend of the MLD in the AZ of the Atlantic and Indian sectors. Some patches
of signiﬁcant positive trends occur also in the Paciﬁc and Indian sectors of the PFZ and SAZ (Figure 3c).
A signiﬁcant negative trend occurs in the ACC region of the Indian sector.
The regions of strong ML deepening (regionally up to 2 m/year) co-occur with the regions where we
observe a strong increase in uwind and ﬁt partially with the zones where signiﬁcant cooling occurs in the
near-surface atmosphere. In the next sectionwe test whether the variability in uwind and SAT can explain the
MLD variability.
3.3. MLR Analysis
In this section, we investigate the impact of summer zonal wind speed (uwind) and SAT variability on the
observed summer MLD variability in the period of 2002 to 2011 by regressing theMLD anomalies against the
uwind and SAT anomalies.
We ﬁnd that MLD anomalies are positively correlated with uwind in the ACC region (Figure 4a). This signal
extends further north to the STF in the eastern Paciﬁc sector. An increase of the MLD of 2–5 m in the ACC
Figure 3. Summer trend for the period 2002–2011 of (a) the zonal wind speed (uwind) from the ERA-Interim reanalysis
(Dee et al., 2011), (b) 2-m surface air temperature (SAT) from the ERA-Interim reanalysis, and (c) mixed layer
depth (MLD) from the CORA4.0 data set (Cabanes et al., 2013). The wind speed trends that are not signiﬁcant on the
95% level are overlain with hatching to show the tendency despite the dominance of interannual variability. The black
contours represent the mean positions of the STF, SAF, and APF (from north to south), respectively (Orsi et al., 1995).
Only signiﬁcant trends on the 95% conﬁdence level are shown for SAT and MLD. STF = Subtropical Front;
SAF = Subantarctic Front; APF = Antarctic Polar Front.
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Figure 4. Shown are the regression coeﬃcients of the multilinear regression of observed MLD anomalies during
summer months against anomalies during summer months of (a) zonal wind speed (uwind) and (b) surface air
temperature (SAT) anomalies. In Figure 4c, we show the explained variance in MLD variability from both uwind and SAT
variability (r-square). Only signiﬁcant regression coeﬃcients on the 95% level are shown. The black contours represent
the mean positions of the STF, SAF, and APF (from north to south; Orsi et al., 1995). The red box shown in the ﬁgure
represents the areas where we integrated uwind, SAT, and MLD anomalies over time, respectively, and quantiﬁed their
temporal relationship as a time series (Figure 5). MLD = mixed layer depth.
region is associated with a 1m/s increase in uwind. In contrast, MLD anomalies are negatively correlated with
SAT (Figure 4b). A decrease of the MLD of 5–10 m is associated with a 1 K increase in SAT. Only few patches
show an increase of MLD when SAT increases. The regions, where the regression coeﬃcients of MLD against
uwind and against SAT are signiﬁcant, overlap widely, but the regression coeﬃcients have diﬀerent signs. The
combined eﬀect of uwind and SAT on theMLD can explain up to 80% of its variability (Figure 4c). The highest
values of explained variability in MLD (R2 > 0.4) occur in the SAZ of the central and eastern Paciﬁc sector.
Generally, more than 40% of the MLD variability is explained by uwind and SAT in the ACC region.
We also examined the relationship between the time series of the spatially averaged MLD, uwind, and SAT
anomalies in one region where we found the largest coeﬃcients of determination (R2) in the central Paciﬁc
sector (40–55∘S, 142–105∘W, the box is shown in Figure 4). In this region, MLD has a negative regression
coeﬃcient with respect to SAT, and a 5.5 m deepening of the MLD is associated with a 1 K decrease in SAT
(correlation is R = −0.80, Figures 5a and 5c). In contrast, MLDhas a positive regression coeﬃcientwith respect
to uwind and an increase of the MLD of 2.5 m is associated with a 1 m/s increase in uwind (correlation is
R = 0.55, Figures 5b and 5c). Thus, an anomalously deep MLD is associated with anomalously strong uwind
and low SAT. The variability in SAT alone can explain about 64% of the variability in the MLD in this region,
whereas only 30%of the variability inMLD is explainedbyuwind alone.When taking into account both eﬀects
uwind and SAT, we can explain about 74% of MLD variability. Note that the two eﬀects do not add up.
3.4. Linearization Using Model Sensitivity Experiments
3.4.1. Model Evaluation
How does the model reproduce the summer mean MLD, the MLD seasonal cycle, and trend in comparison to
the observations?
The modeled summer mean MLD (Figure 6a) compares reasonably well with the observed values (proﬁles
and gridded data, Figures 6b and 6c). The spatial patterns of summer MLD are reproduced by themodel with
a reasonable transition between the shallow MLD south of 60∘S toward Antarctica, the deep MLD in the ACC
region, and the shallow MLD north of the ACC (Figure 6). Nevertheless, the model underestimates the MLD
seasonal amplitude in the ACC region.
The climatological seasonal cycles of theMLD averaged south of 30∘S from themodel and from observations
(gridded and individual proﬁles) are shown in Figure 6d. Similar patterns are observed for the MLD seasonal
cycle derived from proﬁle and gridded data (correlation coeﬃcient R = 0.99, p value for correlation diﬀerent
from zero <0.05, N = 12). The MLD seasonal cycle from gridded data is approximately 10 m too shallow
compared to the one calculated from individual proﬁles from January to May and 20 m too shallow between
June and December. This is in line with the ﬁnding of de Boyer Montégut et al. (2004) that the MLD is 25%
too shallowwhen theMLD is calculated using gridded temperature and salinity ﬁelds. Themodel (red dashed
line) simulates the observed MLD seasonal cycle (from proﬁles, black solid line) reasonably well (correlation
coeﬃcient R = 0.98, p value <0.05, N = 12). However, the model MLD seasonal cycle is too shallow during
summer and autumn (on average by 17 m between December and May) and too deep in winter and spring
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Figure 5. Shown are summer monthly (December to February) area-weighted anomalies of (a) surface air temperature
(SAT, red bar), (b) zonal wind speed (uwind, black bar), and (c) the observed MLD (blue bar) in the central Paciﬁc deﬁned
in the box (142–105∘W, 55–40∘S). In the central Paciﬁc the correlation between anomalous MLD and uwind is 0.55,
while the correlation between anomalous MLD and SAT is −0.80. The x axis refers to summer months (DJF) from January
2002 to December 2011. The labels refer to the year. DJF = December–February; MLD = mixed
layer depth.
(on average by 25 m between June and November) compared to the observations (proﬁle data). There is no
phase shift between the maxima and minima of modeled and observed seasonal cycles. The deepest MLD is
found in September and the shallowest in January. The amplitude of the modeled seasonal cycle (155 m) is
larger than the amplitudes of the MLD seasonal cycles calculated from observations (proﬁle data: 103 m and
gridded data: 91 m). This anomaly is common for general circulation models and is particularly pronounced
in the SO. It has been suggested that this discrepancy could be caused by insuﬃciencies of the vertical mixing
parameterization that general circulation models commonly use (Huang et al., 2012; Sen Gupta et al., 2009)
or by an excess freshwater ﬂux (Sallée et al., 2013).
As an additional check of the model, we also calculated the summer MLD trend from a hind-
cast simulation with the same model setup using the same methodology as for the observational
data. We analyzed output from a century-scale simulation where the model is forced by historic
atmospheric CO2 concentrations (Le Quéré et al., 2016) and interannual-varying atmospheric forc-
ing ﬁelds from the National Centers for Environmental Prediction/National Center for Atmospheric
Research Reanalysis (NCEP/NCAR-R1; Kalnay et al., 1996). The model is spun-up from 1900 to 1947,
and we ran the model for 69 years, from 1948 to 2016. This model simulation was submitted to the
Global Carbon Budget 2017 and is the same physical set-up as in the Global Carbon Budget 2016
(LeQuéré et al., 2016). The comparisonof themodeledMLD trend (Figure 6f ) to theobservedone (Figure 6e) in
the period 2002–2011 shows that the model is able to reproduce the pattern and amplitude of the observed
trend in MLD. However, the model shows a smaller number of signiﬁcant pixels with MLD deepening in the
Indian Ocean south of the APF as in the observations.
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Figure 6. Mean summer (DJF) mixed layer depth (MLD) from (a) model and observations: (b) proﬁle data averaged in
1×1∘ bins and (c) from gridded data, (d) MLD seasonal cycle (average south of 30∘S) from model (red dashed line),
and observations (from individual temperature and salinity proﬁles = black solid line; from gridded temperature and
salinity data = blue solid line) in the period 2002–2011. In Figure ﬁgure6d summer season (DJF) is emphasized in
the gray transparent band. Trends in summer of (e) the mixed layer depth from observations (Cabanes et al., 2013)
and (f ) from the model over the same period 2002–2011. The model was forced by the interannual-varying atmospheric
NCEP/NCAR surface wind ﬁelds (Kalnay et al., 1996). Only signiﬁcant trends on the 95% level are shown. The black
contours represent the mean positions of the STF, SAF, and APF (from north to south), respectively (Orsi et al., 1995).
DJF = December–February; NCAR = National Center for Atmospheric Research; NCEP = National Centers for
Environmental Prediction; DJF = December–February; STF = Subtropical Front; SAF = Subantarctic Front; APF = Antarctic
Polar Front.
4. Sensitivity Experiments Using the MITgcm
4.1. What Drives the Trend in MLD?
In the following, we attempt to unravel whether wind or buoyancy forcing is responsible for the observed
summer MLD trend over the decade 2002–2011. We combine model results and observations to estimate
the relative impacts of summer zonal wind speed and surface air temperature changes on the summer MLD
as explained in section 2.4.1. This approach allows us to go beyond regression analysis and to derive causal
relationships.
4.1.1. MLD Trend Caused by Wind Changes
The MLD sensitivity to uwind perturbation 𝛼 = 𝜕MLD
𝜕uwind
is generally positive, and it is highest (𝛼 > 20 s) in the
ACC region. It is close to zero south of 60∘S and north of 35∘S (Figure 7a). A strong positive trend in uwind
occurs in the the PFZ and SAZ of the Paciﬁc sector and in the AZ of the Atlantic and Indian sectors (Figure 7b,
note that this ﬁgure is the same as Figure 3a but it includes the nonsigniﬁcant parts). A negative trend is found
to the north and to the south of the positive trend. The product of the MLD sensitivity to uwind perturba-
tion (𝛼) and the actual observed uwind trend gives an estimate of the wind-induced MLD change (Figure 7c).
A shoaling of theMLoccurs in the PFZ and the STZ of the Indian sector and in the central PFZ of the Paciﬁc sec-
tor. This is causedby the combination of a positive sensitivity 𝛼 (Figure 7a) and a decrease in uwind (Figure 7b).
In contrast, a uwind-driven MLD increase occurs in the SAZ of the Paciﬁc sector and stretches toward the
AZ of the Atlantic and Indian sectors. In these regions high positive 𝛼 values co-occur with an increase in
uwind (Figure 7c).
4.1.2. Seasonal MLD Trend Caused by Surface Air Temperature Changes
The MLD sensitivity to SAT perturbation 𝜃 = 𝜕MLD
𝜕SAT
is generally negative, which leads to a zonally asymmet-
ric SAT-driven MLD trend. 𝜃 is strongest (𝜃 <−10 m/K) in the ACC region of the Indian sector (Figure 8a). It is
close to zero south of 60∘S and north of 35∘S. The largest decrease in SAT (< -0.1 K/year) occurs from the AZ
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Figure 7. Summer MLD trend estimated from zonal wind (2002–2011). (a) The modeled MLD sensitivity to zonal wind
perturbation (𝛼), (b) the zonal wind trends from 2002 to 2011 from the ERA-Interim reanalysis (Dee et al., 2011),
and (c) the corresponding summer estimated MLD tendencies obtained by multiplying the corresponding
MLD sensitivity to zonal wind perturbation with the respective summer observed zonal wind trends (MLDUWIND).
Note that the scale is diﬀerent for each ﬁgure. The black contours represent the mean positions of the STF, SAF,
and APF (from north to south), respectively (Orsi et al., 1995). Note that the observed trend (Figure 7b) is not masked to
only show the signiﬁcant parts and that this ﬁgure is the same (except for the masking) as Figure 3a. MLD = mixed
layer depth; STF = Subtropical Front; SAF = Subantarctic Front; APF = Antarctic Polar Front.
to the SAZ in the eastern and central Paciﬁc sector (Figure 8b, note that this ﬁgure is the same as Figure 3b
but it includes the nonsigniﬁcant parts). This signal extends further eastward to Drake Passage andwestward
to the Australian sector. Besides a patch in the western Indian sector, the remaining basin shows an increase
in SAT. The largest increase in SAT (> 0.1 K/year) occurs in the SAZ of the central Atlantic sector. The prod-
uct of the MLD sensitivity to SAT perturbation (𝜃) and the actual observed SAT trend gives an estimate of
the SAT-induced MLD change (Figure 8c). Temperature-driven ML deepening occurs in the ACC region of the
Paciﬁc and Australian sectors (red in Figure 8c). A temperature-driven ML shoaling occurs in the ACC region
of the Atlantic and Indian sectors (blue in Figure 8c).
4.1.3. Combined Eﬀects of Air Temperature and Wind Changes on MLD
The simulated MLD trend from the sensitivity experiment captures the main characteristics of the observed
MLD trend (Figures 9a and 9b). The sign of the total MLD trend follows the uwind-induced MLD trend. This
signal is modulated by the zonally asymmetric SAT-induced MLD trend that is generally lower in magnitude.
The uwind- and SAT-inducedMLD trends reinforce each other in the Australian andwestern Paciﬁc sectors, in
the PFZ and SAZ of the Indian sector, and in the SAZ of the Atlantic sector (Figures 7c and 8c). The uwind- and
SAT-inducedMLD trends oppose each other in the AZ of the Atlantic and Indian sectors and in the AZ and PFZ
of the eastern Paciﬁc sector. The uwind-induced MLD trend is, however, stronger than the SAT-induced MLD
trend in these regions and dominates the total response. On a SO wide scale, uwind is the dominant factor
for the summer MLD trend. Temperature, however, dominates over uwind in the STZ of the Paciﬁc and Indian
sectors, and in some Antarctic coastal zones (Figure 10).
Figure 8. Summer MLD trend estimated from air temperature (2002–2011). (a) The modeled MLD sensitivity to air
temperature perturbation (𝜃), (b) the air temperature trends from 2002 to 2011 from ERA-Interim reanalysis (Dee et al.,
2011), and (c) the corresponding summer estimated MLD tendencies obtained by multiplying the corresponding
MLD sensitivity to air temperature perturbation with the respective summer observed air temperature trends (MLDSAT).
Note that the scale is diﬀerent for each ﬁgure. The black contours represent the mean positions of the STF, SAF, and
APF (from north to south), respectively (Orsi et al., 1995). Note that the observed trend (Figure 8b) is not masked
to only show the signiﬁcant parts and that this ﬁgure is the same (except for the masking) as Figure 8b. MLD = mixed
layer depth; STF = Subtropical Front; SAF = Subantarctic Front; APF = Antarctic Polar Front; SAT = surface air temperature.
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Figure 9. MLD trend from (a) observations, (b) from the product of model sensitivity and trends of zonal wind speed,
air temperature, and precipitation, and (c) from the residual for summer over the period of 2002–2011. The black
contours represent the mean positions of the STF, SAF, and APF (from north to south), respectively (Orsi et al., 1995).
MLD = mixed layer depth; STF = Subtropical Front; SAF = Subantarctic Front; APF = Antarctic Polar Front.
4.1.4. Residual Component
The residuals of the MLR (equation (1); Figure 9c), represent the part of the observed MLD trend that is not
explainedby summingup the linearMLD trends fromuwind and SAT. The linearmodel (equation (1)) captures
the large-scale spatial features of MLD change (Figure 9a); nevertheless, the residuals are on the same order
of magnitude as the observedMLD trend (Figure 9c). A large residual suggests that other drivers impact MLD
that we do not consider in our model experiment, such as feedbacks to the atmospheric forcing in the ocean
and nonlocal advection eﬀects (Carton et al., 2008). Discrepancies might also arise due to the bias existing in
themodeled seasonal cycle of theMLD (Figures 6a and 6d). Themodeled summerMLD is too shallow in com-
parison to the observation. Nonlinearities and dependencies between temperature and uwind forcing could
also contribute to this residual. The combination of model results with observations gives a much smoother
trend than the observations, which might also contribute to the residual.
5. Discussion
The strong variability in the MLD that we detect in and south of the ACC region follows a MLD deepening
trend in the period 2002–2011. An exception to this is that the MLD variability observed in the PFZ and SAZ
Figure 10. Dominance of driving forces for summer MLD. Cyan color
highlights the regions where the wind eﬀect on the MLD change dominates
over temperature and the dark blue color shows the regions where the
atmospheric temperature forcing on the MLD change dominates over
the wind forcing. The black contours represent the mean positions
of the STF, SAF, and APF (from north to south), respectively (Orsi et al., 1995).
MLD = mixed layer depth; STF = Subtropical Front; SAF = Subantarctic
Front; APF = Antarctic Polar Front.
of the Indian sector follows anegative trend. The analysis ofMLDvariability
and trend, and model sensitivity experiments agrees that the change in
MLD south of 65∘S is insigniﬁcant. These ﬁndings are in line with a recent
estimate of summer MLD variability based on daily observations between
2001 and 2011 (Carranza & Gille, 2015).
The MLD sensitivity to uwind perturbation in our model is stronger than
the sensitivity obtained from the regression analysis (Figures 4a and 6a).
In contrast, theMLD sensitivity to SAT is stronger in the regression analysis
than in themodel (Figures 4b and 7a). This discrepancy could be explained
by the fact that the linear regression analysis is based on the assumption
of a linear response, whereas the model takes nonlinearities into account.
The fact that the model is capable of reproducing the MLD trend by and
large suggests that the model captures the sensitivities well. We therefore
assign the remaining discrepancy to errors and limitations in the assump-
tions associated with the multiple regressions analysis (Figure 9a and 9b).
This limitation of the statistical analysis might also explain the diﬀerence
between MLR and model results in the Paciﬁc box (Figure 5). MLR analysis
suggests that the temperature eﬀects dominate over uwind in this central
Paciﬁc box (Figure 5). The model sensitivity analysis suggests that indeed
in the central Paciﬁc, there are areas where temperature eﬀect domi-
nates over uwind eﬀects. However, within the deﬁned Paciﬁc box there
are more grid points where uwind eﬀect dominates over temperature
eﬀects (Figure 10).
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We show only zero-lag responses in ourmanuscript. Lags of 0 to 12months were tested in Hauck et al. (2013),
and the authors found that the largest response of surface physical variables (current velocity, vertical advec-
tion, and SST) occurred immediately (lag zero) and decreased with time. They also showed that analyzing
diﬀerent seasons led to a much larger diﬀerence in the response variables than analyzing diﬀerent lag times.
We also tested a lagged regression of summer MLD against zonal wind speed and SST and found the largest
responsewith zero lag (not shown).While longer lag timesmight be important for thedeeper layers (Meredith
& Hogg, 2006; Screen et al., 2009), we argue that the immediate atmospheric forcing is more important than
the preconditioning of the surface ML in a previous season.
We found a zonal band of ML deepening that is located more to the south in the Indian and Atlantic sectors
than in the Paciﬁc. In addition, we found shoaling of the MLD in the Atlantic and Indian sectors north of the
areas where MLD increases. This is diﬀerent from Sallée et al. (2010) who foundmore a wave-like pattern with
a zonal wave number 3. Sallée et al. (2010) however analyzed the annual mean response, whereas we focus
on the summer season because of its relevance for biology. We note that we found similar patterns to the one
described in Sallée et al. (2010) in autumn and winter (not shown). This suggests that the signal described by
Sallée et al. (2010) is dominated by theMLD variability in autumn andwinter when theMLD and its variability
are larger. Other factors thatmay contribute to the diﬀerence are a slightly diﬀerent period of analysis and the
fact that Sallée et al. (2010) did a regression analysis onto SAM while we analyze the trend over time.
The MLD trend is a combination of a zonally more symmetric response to uwind and a more asymmetric
response to SAT. The response of MLD to SAT is in line with warm temperature anomalies in the Atlantic and
cold temperature anomalies in the Paciﬁc (Landschützer et al., 2015). The cooling in the Paciﬁc is in line with
the long-term cooling trend of SST there (England et al., 2014; Jones et al., 2016). While Landschützer et al.
(2015) hypothesize about the stabilization of the surfacewater in the Paciﬁc and Atlantic sectors, our analyses
indicate that there is less stratiﬁcation south of the APF in the Atlantic and Indian sectors and in large parts of
the Paciﬁc sector in summer.
The pattern of the uwind-induced MLD changes in the Atlantic with a positive trend in the AZ and PFZ and
negative trend in the SAZ and STZ is in line with the projected poleward shift of the wind speed and MLD
maximum (Sen Gupta et al., 2009) in response to a positive trend in SAM index (Abram et al., 2014; Thompson
et al., 2011). The shoaling of the MLD in the SAZ and STZ is also supported by the increase in temperature
(Figure 7c, Gille, 2008). We acknowledge that our analysis is limited by the number of available observations
(Figures S4 and 5). Gap ﬁlling is, on the one hand, needed to apply a robust trend analysis, but the resulting
trend has a larger uncertainty than calculated from perfect proﬁles with complete coverage in the SO. We
further acknowledge that the trend analysis is sensitive to start and end points (Fay & McKinley, 2013) and
that this analysis serves as an example for a period with a positive trend in SAM (Figure 1).
6. Conclusion
Substantial variability in summer MLD is observed in the Antarctic Circumpolar region and the AZ. The
decade 2002–2011 is a period where this MLD variability follows a MLD increasing trend in large parts of
the AZ south of the APF. There is an asymmetry between MLD changes in the Atlantic and Indian sectors
on the one hand and in the Paciﬁc sector on the other hand. In the Paciﬁc and Australian sectors, wind and
temperature-induced MLD changes reinforce each other. In contrast, in the AZ of the Atlantic and Indian sec-
tors, the temperature-induced MLD trend counteracts the wind-induced MLD trend, but the wind forcing
dominates. The annual mean response of the MLD to positive phases of the SAM (Sallée et al., 2010) dif-
fers signiﬁcantly from the summer response of MLD to perturbations of atmospheric temperature and zonal
wind speed. Seasonally resolved analysis is needed to identify how environmental drivers will shape primary
production in response to climate change.
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