Abstract. We consider the time dependent Stokes equation on a finite time interval and on a uniform rectangular mesh, written in terms of velocity and pressure. A parallel algorithm based on a direction splitting approach is implemented. Our work is motivated by the need to improve the parallel efficiency of our supercomputer implementation of the parallel algorithm.
INTRODUCTION
The objective of this article is to analyze the performance of the MPI and OpenMP parallel codes which use a new fractional time stepping technique, based on a direction splitting strategy, developed to solve the incompressible Navier-Stokes equations.
Projection schemes were first introduced in [1, 2] and they have been used in Computational Fluid Dynamics (CFD) for the last forty years. During these years, these techniques have been evolving, but the main paradigm, consisting of decomposing vector fields into a divergence-free part and a gradient, has been preserved (see [3] for a review of projection methods). In terms of computational efficiency, projection algorithms are far superior to the methods that solve the coupled velocity-pressure system. This feature makes them the most popular techniques in the CFD community for solving the unsteady Navier-Stokes equations. The computational complexity of each time step of the projection methods is that of solving one vector-valued advection-diffusion equation, plus one scalar-valued Poisson equation with the Neumann boundary conditions. Note that, for large scale problems, and large Reynolds numbers, the cost of solving the Poisson equation becomes dominant.
The alternating directions algorithm proposed in [4] reduces the computational complexity of the action of the incompressibility constraint. The key idea is to modify the standard projection approach, in which the vector fields are decomposed into a divergence-free part plus a gradient part. In the new method the pressure equation is derived from a perturbed form of the continuity equation, in which the incompressibility constraint is penalized in a negative norm induced by the direction splitting. The standard Poisson problem for the pressure correction is replaced by series of one-dimensional second-order boundary value problems. This technique is proved to be stable and convergent [for details see 4] . Furthermore, the parallel performance of this technique is analyzed in [5, 6] . The aim of this paper is to study the impact of the domain partitioning on the performance of the algorithm for solving the 3D time dependent Stokes equation.
in terms of velocity u and pressure p:
where f is a smooth source term, ν is the kinematic viscosity, and u 0 is a solenoidal initial velocity field with a zero normal trace. In our work, we consider homogeneous Dirichlet boundary conditions on the velocity. To solve thus described problem, we discretize the time interval [0, T ] using a uniform mesh. Finally, let τ be the time step used in the algorithm.
FORMULATION OF THE SCHEME
Let us describe the proposed parallel solution method. Authors of [4] introduced an innovative fractional time stepping technique for solving the incompressible Navier-Stokes equations, based on a direction splitting strategy. They used a singular perturbation of the Stokes equation with the perturbation parameter τ. The standard Poisson problem for the pressure correction was replaced by series of one-dimensional second-order boundary value problems.
The scheme used in the algorithm is composed of the following parts: (i) pressure prediction, (ii) velocity update, (iii) penalty step, and (iv) pressure correction. Let us now describe an algorithm that uses the direction splitting operator
• Pressure predictor. The algorithm is initialized by setting p −
Next, for all n ≥ 0, a pressure predictor is computed as follows p * ,n+ 1
• Velocity update. The velocity field is initialized by setting u 0 = u 0 , and for all n ≥ 0 the velocity update is computed by solving the following series of one-dimensional problems
• Penalty step. The intermediate parameter φ is approximated by solving Aφ = − 1 τ ∇ · u n+1 . This is done by solving the following series of one-dimensional problems:
• Pressure update. The pressure is updated using the parameter χ =∈ [0,
PARALLEL ALGORITHM
In the proposed algorithm, we use a rectangular uniform mesh combined with a central difference scheme for the second derivatives for solving equations (3)- (6) . Thus the algorithm requires only the solution of tridiagonal linear systems. The parallelization is based on a decomposition of the domain into rectangular sub-domains. Let us associate with each such sub-domain a set of integer coordinates (i x , i y , i z ), and identify it with a given processor. The linear systems, generated by the one-dimensional problems that need to be solved in each direction, are divided into systems for each set of unknowns, corresponding to the internal nodes for each block that can be solved independently by a direct method. The corresponding Schur complement for the interface unknowns between the blocks that have an equal coordinate i x , i y , or i z is also tridiagonal and can be therefore easily inverted directly. The overall algorithm requires only exchange of the interface data, which allows for a very efficient parallelization with an efficiency comparable to that of an explicit schemes.
MPI implementation
To solve the problem, a portable parallel code was designed and implemented in C, while the parallelization has been facilitated using the MPI library [7, 8] . In the code, we use the LAPACK subroutines DPTTRF and DPTTS2 [see 9] for solving tridiagonal systems of equations resulting from equations (3), (4), (5), and (6) for the unknowns corresponding to the internal nodes of each sub-domain. The same subroutines are used to solve the tridiagonal systems with the Schur complement.
This version of the code uses MPI functions for the exchange of the data. For solving of one dimensional problems new communicators were created using MPI_Comm_split function.
Hybrid implementation
Our work presents perspectives of the parallelization based on the MPI and OpenMP standards. The work is motivated by the need to improve the parallel efficiency of our implementation of the parallel algorithm. Essential improvements of the first version of the parallel algorithm are made by introducing two levels of parallelism: MPI and OpenMP.
Parallel code using MPI Cartesian topology functions
We study the impact of the domain partitioning on the performance of the considered parallel algorithm for solving the time dependent Stokes equation. Here, different parallel partitioning strategies are given special attention.
Last version of the code uses MPI functions, OpenMP directives, and functions which process topologies and are embedded in MPI standard. In order to obtain a better mapping of the processors to the physical interconnect topology, the function MPI_Comm_split was replaced by the following sequence:
MPI_Dims_create /* Creates a division of processors in a Cartesian grid */ MPI_Cart_create /* Makes a new communicator to which topology information has been attached */ MPI_Cart_get /* Retrieves Cartesian topology information associated with a communicator */ MPI_Cart_sub /* Partitions a communicator into subgroups which form lower-dimensional Cartesian sub-grids */ First, a division of the processors in a 3D Cartesian grid is obtained via MPI_Dims_create. After that a communicator using the Cartesian topology is created using the function MPI_Cart_create. The MPI_Cart_get is used to retrieve the Cartesian topology information from the communicator and MPI_Cart_sub to partition the communicator into lower dimensional sub-grids. 
EXPERIMENTAL RESULTS
We have solved the problem (1) in the domain Ω = (0, 1) 3 , for t ∈ [0, 2] with Dirichlet boundary conditions. The discretization in time was done with time step 10 −2 . The parameter in the pressure update sub-step was χ = The parallel code has been tested on a cluster computer system Galera, located in the Polish Centrum Informatyczne TASK and on the IBM Blue Gene/P machine at the Bulgarian Supercomputing Center. In our experiments, times have been collected using the MPI provided timer and we report the best results from multiple runs. In the following tables, we report the elapsed time T k in seconds using k nodes, the parallel speed-up S k = T s /T k where T s is the execution time using sequential algorithm. Table 1 shows the results collected on the Galera. It is a Linux cluster with 336 nodes, and two Intel Xeon quad core processors per node. Each processor runs at 2.33 GHz. Processors within each node share 8, 16, or 32 GB of memory, while nodes are interconnected with a high-speed InfiniBand network (see also http://www.task.gda.pl/ kdm/sprzet/Galera). Here, we used an Intel C compiler, and compiled the code with the option "-O3". For solving the tridiagonal systems of equations using LAPACK subroutines we linked our code to Intel Math Kernel Library (see http://software.intel.com/en-us/articles/intel-mkl/).
The execution time obtained on the cluster shows significant improvement of the efficiency of the algorithm using OpenMP directives for shared memory multiprocessing. As it was expected, there is no significant improvement on the performance using MPI_Cart_create function on the cluster. Table 2 contains the speed-up obtained on the cluster. The discrete problem with n x = n y = n z = 480 requires 19 GB of memory. That is why we report the speed-up on Galera only for problems with n x , n y , n z = 120, 240, 480. Specifically, for larger problems we could not run the code on a single computational unit and thus the speed-up could be calculated. Table 3 present execution time collected on the IBM Blue Gene/P machine at the Bulgarian Supercomputing Center. It consists of 2048 compute nodes with quad core PowerPC 450 processors (running at 850 MHz). Each node has 2 GB of RAM. For the point-to-point communications a 3.4 Gb 3D mesh network is used. Reduction operations are performed on a 6.8 Gb tree network (for more details, see http://www.scc.acad.bg/). We have used the IBM XL C compiler and compiled the code with the following options: "-O5 -qstrict -qarch=450d -qtune=450". For solving the tridiagonal systems of equations using LAPACK subroutines we linked our code to Engineering and Scientific Subroutine Library (ESSL) (see http://www-03.ibm.com/systems/software/essl/index.html).
The memory of one node of IBM supercomputer is substantially smaller than on Galera and is not enough for solving 3D problem with n x = n y = n z = 240. We solved these problems on two and more nodes. The execution time obtained on the supercomputer shows improvement of the efficiency of the algorithm using OpenMP directives. The last version of the code is the fastest when we solve the problem on 64, 128, 256, and 512 nodes of the supercomputer. Table 4 shows the speed-up obtained on the supercomputer. Because of smaller memory on one node of the IBM Blue Gene/P we calculated the speed-up only for n x = 120 and n y , n z = 120, 240.
Finally, computing time on both parallel systems is shown in Fig. 1 . Because of the slower processors, the execution time obtained on the Blue Gene/P is substantially larger than that on the Galera. At the same time, the parallel efficiency obtained on a large number of nodes on the supercomputer is better. The main reason of this can be related to the superior performance of the networking infrastructure of the Blue Gene.
CONCLUSIONS AND FUTURE WORK
We have studied parallel performance of the recently developed parallel algorithm based on a new direction splitting approach for solving of the 3D time dependent Stokes equation on a finite time interval and on a uniform rectangular mesh. The performance was evaluated on two different parallel architectures. In order to get better parallel performance using four cores per processor on the IBM Blue Gene/P (and future multi-core computers) we developed mixed MPI/OpenMP code. Furthermore, we synchronized the decomposition of the computational domain into sub-domains with the topology of the compute nodes in the Blue Gene connectivity network. In such way the communication time in the parallel algorithm is minimized. In the near future, it is our intention to consider and compare the performance of this algorithm to other efficient methods for solving of the time dependent Stokes equation. BG/P n x =n y =n z =120 v1 BG/P n x =n y =n z =120 v2 BG/P n x =n y =n z =120 v3 BG/P n x =n y =n z =240 v1 BG/P n x =n y =n z =240 v2 BG/P n x =n y =n z =240 v3 Galera n x =n y =n z =120 v1 Galera n x =n y =n z =120 v2 Galera n x =n y =n z =120 v3 Galera n x =n y =n z =240 v1 Galera n x =n y =n z =240 v2 Galera n x =n y =n z =240 v3 FIGURE 1. Execution time for 3D problem, n x = n y = n z = 120, 240, v1 means MPI code, v2 -MPI + OpenMP, v3 -MPI + OpenMP + Cartesian topology functions
