Differential and numerical models of hysteretic systems with stochastic and deterministic inputs by McCarthy, Stephen P.
Title Differential and numerical models of hysteretic systems with stochastic
and deterministic inputs
Author(s) McCarthy, Stephen P.
Publication date 2013
Original citation McCarthy, S.P. 2013. Differential and numerical models of hysteretic
systems with stochastic and deterministic inputs. PhD Thesis, University
College Cork.
Type of publication Doctoral thesis
Rights © 2013. Stephen McCarthy
http://creativecommons.org/licenses/by-nc-nd/3.0/
Embargo information No embargo required
Item downloaded
from
http://hdl.handle.net/10468/1138
Downloaded on 2017-02-12T13:15:47Z
Differential and numerical models of
hysteretic systems with stochastic
and deterministic inputs
Stephen McCarthy

NATIONAL UNIVERSITY OF IRELAND, CORK
Department of Applied Mathematics
Thesis submitted for the degree of
Doctor of Philosophy
May 2013
Supervisor: Dr. Dmitrii Rachinskii
Head of Department/School: Dr. James Grannell
Contents
Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
1 Introduction 1
2 Hysteresis 4
2.1 Non-ideal relay . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Play operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Ordinary play operator . . . . . . . . . . . . . . . . . . . 7
2.2.2 Generalised play operator . . . . . . . . . . . . . . . . . 11
2.3 Preisach model . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Geometrical interpretation . . . . . . . . . . . . . . . . . 13
2.3.2 Preisach memory state . . . . . . . . . . . . . . . . . . . 15
2.3.3 Properties of the operator . . . . . . . . . . . . . . . . . 17
2.3.3.1 Wipeout property . . . . . . . . . . . . . . . . 17
2.3.3.2 Congruency property . . . . . . . . . . . . . . . 17
2.4 Prandtl-Ishlinskii operator . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Relation to the Preisach operator . . . . . . . . . . . . . 19
3 Numerical solution of stochastic differential equations with the
Preisach operator 20
3.1 A motivating example . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Numerical schemes . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.1 Rectangular method . . . . . . . . . . . . . . . . . . . . 25
3.2.2 Triangular method . . . . . . . . . . . . . . . . . . . . . 27
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 Rectangular method . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Triangular method . . . . . . . . . . . . . . . . . . . . . 34
3.3.3 Comparison of the triangular and rectangular methods . 35
3.3.4 Price dynamics model . . . . . . . . . . . . . . . . . . . 36
3.4 Validation of the numerical scheme . . . . . . . . . . . . . . . . 37
3.5 A price dynamics model containing a positive feedback element 39
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4 Two dimensional deterministic models containing the Preisach
operator 44
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Differential system with Preisach memory . . . . . . . . . . . . 48
4.3 Modification of the numerical scheme . . . . . . . . . . . . . . . 50
4.4 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4.1 Behaviour of solutions near the curve f = 0 . . . . . . . 52
4.4.2 Systems with fx(0, 0) > 0 . . . . . . . . . . . . . . . . . 52
4.4.3 Systems with fx(0, 0) < 0 . . . . . . . . . . . . . . . . . 52
4.5 Similarity with slow-fast systems . . . . . . . . . . . . . . . . . 54
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
i Stephen McCarthy
Contents
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Model of a two-phenotype bacteria 58
5.1 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Analysis of the initial model . . . . . . . . . . . . . . . . . . . . 64
5.3 Extension of the model . . . . . . . . . . . . . . . . . . . . . . . 68
5.4 Examination of the extended model . . . . . . . . . . . . . . . . 69
5.4.1 Effects of altering the parameters of the model . . . . . . 72
5.4.2 Other environmental inputs . . . . . . . . . . . . . . . . 74
5.5 Introduction of transitions to the favoured phenotype . . . . . . 75
5.6 Multi-species model . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.6.1 Model equations . . . . . . . . . . . . . . . . . . . . . . 77
5.6.2 Results for the multi-species model . . . . . . . . . . . . 80
5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6 Conclusion 85
A Proofs of theorems used in Chapter 4 101
A.1 Theorem A.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.1.1 Proof of Theorem A.1 . . . . . . . . . . . . . . . . . . . 102
A.2 Theorem 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.2.1 Proof of Theorem 4.1 . . . . . . . . . . . . . . . . . . . . 104
A.3 Theorem 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
A.3.1 Proof of Theorem 4.2 . . . . . . . . . . . . . . . . . . . . 105
A.4 Theorem 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.4.1 Proof of Theorem 4.3 . . . . . . . . . . . . . . . . . . . . 107
B Publications pertaining to the work presented in this thesis 109
B.1 Publications related to Chapter 3 . . . . . . . . . . . . . . . . . 109
B.1.1 Peer reviewed conference proceedings . . . . . . . . . . . 109
B.2 Publications related to Chapter 4 . . . . . . . . . . . . . . . . . 109
B.2.1 Peer reviewed journal papers . . . . . . . . . . . . . . . . 109
B.3 Publications related to Chapter 5 . . . . . . . . . . . . . . . . . 110
B.3.1 Peer reviewed conference proceedings . . . . . . . . . . . 110
C List of publications by the author not pertaining to this thesis 111
C.1 Peer reviewed journal papers . . . . . . . . . . . . . . . . . . . . 111
C.2 Peer reviewed conference proceedings . . . . . . . . . . . . . . . 111
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
ii Stephen McCarthy
I, Stephen McCarthy, certify that this thesis is my own work and I have not ob-
tained a degree in this university or elsewhere on the basis of the work submitted
in this thesis.
Stephen McCarthy
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
iii Stephen McCarthy
List of Figures
List of Figures
2.1 Transducer representation of a dynamical system. . . . . . . . . 5
2.2 Input-output relationship of a hysteresis transducer. . . . . . . . 5
2.3 Rate independence property . . . . . . . . . . . . . . . . . . . . 6
2.4 Dynamics of the non-ideal relay. . . . . . . . . . . . . . . . . . . 7
2.5 Physical system representing the ordinary play operator . . . . . 8
2.6 Dynamics of the ordinary play operator for monotone inputs . . 8
2.7 Dynamics of the ordinary play operator for periodic inputs . . . 10
2.8 Sample dynamics of the generalised play operator . . . . . . . . 11
2.9 The Preisach half-plane . . . . . . . . . . . . . . . . . . . . . . . 13
2.10 Creating a new corner in the line S(t) . . . . . . . . . . . . . . . 14
2.11 Erasing corners in the line S(t) . . . . . . . . . . . . . . . . . . 14
2.12 Changes in the output of the Preisach operator . . . . . . . . . 15
2.13 Two possible configurations of the Preisach memory state. . . . 16
2.14 States of two Preisach operators with different past inputs . . . 17
2.15 Congruent hysteresis loops . . . . . . . . . . . . . . . . . . . . . 18
3.1 An example of the bounding triangle on the Preisach plane. . . 25
3.2 Example arrangements of the Preisach staircase line S(t). . . . . 28
3.3 Initial state of the Preisach operator used in simulations . . . . 33
3.4 Implementation of the rectangular method. . . . . . . . . . . . . 34
3.5 Implementation of the triangular method. . . . . . . . . . . . . 35
3.6 Comparison of the triangular and rectangular methods . . . . . 35
3.7 Solutions of the price dynamics model using both numerical methods 36
3.8 Implementation of the triangular method on a deterministic system 38
3.9 Distribution of the first link of the inverse Preisach memory state. 39
4.1 A numerical solution of system (Px)′ = x− y, y′ = x+ y. . . . . 53
4.2 A numerical solution of system (Px)′ = −2x+ y, y′ = −x+ y . 54
4.3 A numerical solution of system (Px)′ = −x+ y, y′ = −2x− y . 55
4.4 Slow-fast ordinary differential systems corresponding to Preisach
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Parameters γ1, γ2, κ1 and κ2 of the model (5.1) . . . . . . . . . 62
5.2 Representation of the functions Γ1(E) and Γ2(E) . . . . . . . . 63
5.3 The functions κ1(E) and κ2(E) for a positive value of the param-
eter α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Convergence of the system to an average growth rate . . . . . . 66
5.5 Plots of the average growth rate obtained by averaging 20 simula-
tions of the system of equations given in equation (5.8) for different
α values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.6 Plots of the average growth rate (5.7) obtained by averaging 20
simulations of the system (5.12) for different α values . . . . . . 71
5.7 The effect of changes in the parameters a and δ of model (5.12)
on the average growth rate of the population, λ, and the optimal
value of the threshold parameter α, which maximizes λ. . . . . . 73
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
iv Stephen McCarthy
List of Figures
5.8 Results of modifying the benefit to the growth rate for being the
favoured phenotype, σ, for model (5.12) . . . . . . . . . . . . . . 73
5.9 Dependence of the average growth rate λ on the parameter α for
alternative environmental inputs to model (5.12) . . . . . . . . . 74
5.10 Plot of the value of transition rate to the unfit phenotype that
maximises the average growth rate for a given value of κ for the
model (5.11) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.11 Plot of the α value which maximises the average growth rate, λ,
for a given value of the parameter φ . . . . . . . . . . . . . . . . 77
5.12 Stationary limit distribution of the states of the relays after long
time simulation of the system (5.17) . . . . . . . . . . . . . . . . 80
5.13 Stationary limit distribution of the states of the relays after long
time simulation of the system (5.17) . . . . . . . . . . . . . . . . 81
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
v Stephen McCarthy
Abstract
Abstract
Many deterministic models with hysteresis have been developed in the areas of
economics, finance, terrestrial hydrology and biology. These models lack any
stochastic element which can often have a strong effect in these areas. In this
work stochastically driven closed loop systems with hysteresis type memory are
studied. This type of system is presented as a possible stochastic counterpart
to deterministic models in the areas of economics, finance, terrestrial hydrology
and biology. Some price dynamics models are presented as a motivation for the
development of this type of model. Numerical schemes for solving this class of
stochastic differential equation are developed in order to examine the prototype
models presented. As a means of further testing the developed numerical schemes,
numerical examination is made of the behaviour near equilibrium of coupled or-
dinary differential equations where the time derivative of the Preisach operator
is included in one of the equations. A model of two phenotype bacteria is also
presented. This model is examined to explore memory effects and related hys-
teresis effects in the area of biology. The memory effects found in this model are
similar to that found in the non-ideal relay. This non-ideal relay type behaviour
is used to model a colony of bacteria with multiple switching thresholds. This
model contains a Preisach type memory with a variable Preisach weight function.
Shown numerically for this multi-threshold model is a pattern formation for the
distribution of the phenotypes among the available thresholds.
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Chapter 1
Introduction
Many models of hysteretic systems have been proposed and studied since the idea
of hysteresis was first introduced towards the end of the 19th century. Many of the
properties (both deterministic and stochastic) of these models are well established
in the literature. Differential models which contain the time derivative of the
output of a hysteresis element occur naturally in physical areas and have been
the subject of much study, see for example [1, 2]. In the last ten or more years
there has been an increasing amount of work done in moving the development of
models of this type from application to problems in physics to applications in the
areas of economics, terrestrial hydrology, biology and finance as well, for example
[3, 4]. While deterministic models in these areas are interesting and give some
insights into how the real systems behave, these areas have a significant stochastic
element which is not considered in the deterministic models, for example due to
the uncertainty in the occurrence of rainfall or in the unpredictability of the
behaviour of people in an economic setting.
Therefore a question of interest is, how to model the stochastic element present
in these areas. This thesis aims to construct some simple prototype models that
could possibly be used as stochastic counterparts to the deterministic differential
hysteretic models in the areas of economics, finance, terrestrial hydrology and
biology. An example model from the area of economics is developed in order
to present a basis for the proposed prototype model. A means of numerically
implementing this prototype model will also be developed. Some of the numerical
techniques developed here will be used for the examination of the behaviour near
equilibrium of models based on coupled deterministic differential equations which
contain the Preisach operator in one of the equations. In addition some study will
1
1. Introduction
be given to the development of models for two phenotype bacteria growth which
will hope to show how the implementation of hysteretic behaviour by the bacteria
can be beneficial to the overall growth of the bacteria when the environment varies
stochastically. This hysteretic type behaviour will be used as the basis for a model
of a colony of bacteria with multiple different switching threshold values.
There exist many well established results regarding hysteresis operators with
stochastic inputs. In this area, theory has been developed for the Preisach op-
erator with stochastic input and many of the properties are known, for example
see [5,6]. Open loop systems with hysteresis have been the main topic of study in
this area, this thesis will examine closed loop stochastic systems with hysteresis
which have been the subject of less study.
The thesis is laid out as follows: Chapter 2 defines and discusses the hysteresis
operators that are used in the work presented in the remainder of the thesis.
In Chapter 3 two numerical schemes for solving stochastic differential equations
which contain the time derivative of the output of the Preisach operator are
developed. These schemes are developed in order to solve a price dynamics model
with negative feedback which is presented in Chapter 3. Comparison between the
solution returned by both schemes for the same realisation of the Wiener process
is made in order to determine which of the schemes is more accurate. The stronger
scheme is then validated in a more rigorous way. A second price dynamics model
is also presented in Chapter 3, this model contains a positive feedback element
instead of the negative feedback of the first model.
Chapter 4 examines models where an equation involving the derivative of the
output of the Preisach operator is coupled with an ordinary differential equation
as a method of further validating the numerical schemes presented in Chapter 3.
The aim of Chapter 4 is to compare the results from the implementation of the
numerical scheme for the system with theoretical results for the behaviour of the
system near equilibrium for several variations on the configuration of the system.
The similarity between systems of this type and certain singularly perturbed sys-
tems is explored. Chapter 5 presents and examines a model for two phenotype
bacteria in a continuously varying environment. Environments that vary stochas-
tically and periodically will both be considered. The introduction of a cost for the
bacteria to undergo switching between the two phenotypes allows for a hysteretic
switching routine to give the bacteria a greater fitness. This shows for the first
time that hysteresis behaviour allows the bacteria in the model to increase their
growth rate thus gaining an evolutionary advantage over memoryless bacteria.
Differential and numerical models of
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This hysteretic switching routine is then used to develop a model for a bacteria
colony which has many different switching thresholds. Chapter 6 presents some
conclusions on the work carried out.
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Chapter 2
Hysteresis
Hysteresis is a naturally occurring phenomenon which has been the subject of
much study for many years. A small amount of information regarding the history
of hysteresis is given in [7, 8]. The idea of hysteresis was first introduced in
the field of magnetism by James Ewing in [9]. Following its introduction as a
phenomenological idea in magnetism it was also found to be present in many
more varied fields, including plastics and soil mechanics. The phenomenon of
hysteresis has been found to naturally exist anywhere there is a delay between
the application of a force and the removal of that force and its subsequent effect.
However it took until the 1970’s before any formal rigorous mathematical frame-
work for hysteresis existed. This was work carried out by the group of mathe-
maticians led by M.A. Krasnosel’skii, their formalisation of the mathematics of
hysteresis was presented in [10]. This text forms the bedrock of current mathe-
matical hysteresis research and has led to many more publications on the topic
of mathematical hysteresis including [1, 2, 11] to name a small few.
Now let us consider what hysteresis is more carefully. In [12] the idea of hysteresis
was explained by James Ewing as “When there are two quantities M and N, such
that cyclic variations of N cause cyclic variation of M, then if the changes of M
lag behind those of N, we may say that there is a hysteresis in the relation of M
and N”. An alternative representation was given by Krasnosel’skii and Pokrovskii
in their text [10]. In this text they consider a transducer based approach to
understanding the concept. The transducer based approach is also used in [11]
to explain the concept of hysteresis and I will use the explanation given there for
my definition of hysteresis.
For clarity I reproduce this explanation here. One can consider a dynamical
4
2. Hysteresis
T
xHtL yHtL
Figure 2.1: Transducer representation of a dynamical system. Where x(t) is the
input to the system T giving the output y(t).
system as an input x(t) to a transducer giving an output y(t), this is visually
represented in Figure 2.1. In the terminology of [11] the transducer T is a hys-
teresis transducer “if its input-output relationship is a multibranch nonlinearity
for which branch-to-branch transitions occur after input extrema”. The idea of
this kind of multibranch nonlinearity is shown in Figure 2.2. This definition of
a hysteresis operator means that in addition to being a naturally occurring phe-
nomenon these operators could also be considered to be a way of encapsulating
memory in the system. This notion that hysteresis is a form of memory also
means that the output from a hysteresis transducer can not be simply gotten
from the input, in addition something about the current state of the transducer
must also be know. In simple terms the previous history of the input also needs
to be given, this property is known as path dependence.
Figure 2.2: Input-output relationship of a hysteresis transducer.
Given the hysteresis operators considered in this body of work I must also define
one other property known as rate independence. The monograph of Mayergoyz
gives a definition of rate independence, from [11] a hysteresis transducer is rate
independent if “branches of such hysteresis nonlinearities are determined only
by the past extremum values of input, while the speed (or particular manner)
of input variations between extremum points has no influence on branching”. I
highlight this concept in Figure 2.3 where the two different inputs which achieve
Differential and numerical models of
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2. Hysteresis 2.1 Non-ideal relay
the same sequence of maxima and minima but follow different paths to achieve
them have the same plot for the input-output relationship.
1 2 3 4
0.2
0.4
0.6
0.8
1.0
(a) Input plots
0.0 0.2 0.4 0.6 0.8 1.0
0.5
1.0
1.5
2.0
2.5
3.0
(b) Input-Output Relationship
Figure 2.3: Plots showing the rate independence property of hysteresis transduc-
ers. (a) Shows two different inputs which achieve the same extrema but approach
them differently. (b) Shows the input-output relationship common to each input.
This property means that only the value of the input extrema and the order they
are obtained are revelent to the path dependence determination of the current
state of the transducer.
2.1 Non-ideal relay
In [10] a mathematical approach for dealing with hysteresis was proposed. This
approach was to use elementary hysteresis carriers which were called hysterons.
One of the hysterons introduced was the non-ideal relay. The dynamics of the
non-ideal relay are illustrated in Figure 2.4. There is a threshold value of input β
at which the relay turns on and a different lower threshold α at which the relay
switches off. If the input only varies between the two threshold values then the
output remains the same as when it last crossed one of the threshold values. That
is no switching takes place in the region α < x < β.
The relay is in one of two possible states 0 (the relay is switched off) or 1 (the
relay is switched on) at any moment in time (in the literature it is sometimes
found that the states are presented as ±1, take for example [11], this is obtained
by a simple change in the definitions).
Define the state of the relay at any time moment t such that t ≥ t0, where t0 is
Differential and numerical models of
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Α Β
Figure 2.4: Dynamics of the non-ideal relay operator with thresholds α and β
with β > α.
the initial time moment, by the equation
y(t) = Rα,β[η0]x(t)
=

1 if ∃ t1 ∈ [t0, t] s.t. x(t1) ≥ β, x(τ) > α ∀τ ∈ [t1, t]
0 if ∃ t1 ∈ [t0, t] s.t. x(t1) ≤ α, x(τ) < β ∀τ ∈ [t1, t]
η0 if α < x(τ) < β ∀τ ∈ [t0, t]
(2.1)
where η0 = y(t0) is the initial state of the relay at the moment t0. Thus if the
initial state η0 is known then the state of the relay is uniquely determined after
a moment t0 for a given input x(t), t ≥ t0.
2.2 Play operator
2.2.1 Ordinary play operator
Another hysteron introduced in [10] is the ordinary play operator. The dynam-
ics of this operator can be understood by examining a simple physical system.
Consider a system consisting of a cylinder C of length h, contained within the
cylinder is a piston P . Both the piston and cylinder are free to move along the
z-axis, see Figure 2.5.
Let the function x(t) describe the position of the piston given by the point A in
Figure 2.5 and the function y(t) describe the position of the cylinder given by the
point B. In the case of only the piston being driven by a force then the position
Differential and numerical models of
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z
yHtL
BA
xHtL
P
C
h
Figure 2.5: Simple physical system representing the dynamics of the ordinary
play operator. The system consists of a piston P contained with in a cylinder
C of length h. The piston and the cylinder are free to move along the z-axis
indicated by the arrow. The position of point A is given by the function x(t) and
the position of the point B is given by the function y(t).
of the cylinder will only be altered by interactions with the piston, therefore
y(t) = L[t0, y(t0)]x(t) (t ≥ t0) (2.2)
where the operator L[t0, y(t0)] is defined for arbitrary y0 = y(t0) for valid inputs
x(t) such that y0−h ≤ x(t0) ≤ y0. This condition on valid inputs in terms of the
physical system means that the piston lies within the cylinder at the initial time
moment t0. Consider now a monotone increasing input applied to the piston.
In this situation the piston is driven to the right hand side of Figure 2.5, while
the cylinder remains in the same place until a moment t1 when the piston makes
contact with the wall of the cylinder. After the moment t1 the cylinder and
the piston move together. A graphical representation of this dynamics in the
input-output plane is shown in Figure 2.6a.
x
y
MHx0,y0L
(a) Monotone increasing input
x
y
MHx0,y0L
(b) Monotone decreasing input
Figure 2.6: Dynamics of the ordinary play operator in the x−y plane for monotone
inputs. The point M(x0, y0) is the initial position of the system.
Figure 2.6b shows the dynamics for the case of monotone decreasing inputs. In
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this situation the piston is pulled to the left in Figure 2.5 and the cylinder remains
fixed until the piston encounters the back wall of the cylinder and they continue
on together. The output the ordinary play operator at any given moment t ≥ t0
can then be defined for monotone inputs as
y(t) =

y0 y0 − h ≤ x(t) ≤ y0
x(t) x(t) ≥ y0
x(t) + h x(t) ≤ y0 − h
(2.3)
How to alter this from monotone inputs to complex continuous inputs can be
understood if the behaviour of the system for a simple periodic input is considered
graphically. From Figure 2.6 and equation (2.3) it is clear that the lines y = x and
y = x+h on the input-output plane are important to the dynamics of the ordinary
play operator, they act as bounding lines for any trajectory of the ordinary play
operator projected onto this plane. For a graphical examination of the play
operator consider first these two lines as in Figure 2.7a. The point M(x0, y0)
shown in Figure 2.7a is a valid initial condition for the ordinary play operator
if it lies between the two lines. Consider now the system subjected to a simple
periodic input, which first increases to a maximum value and then decreases
to its minimum value. In the initial increasing period the system behaves like
for a monotone increasing input, until the moment tM when the input reaches
its maximum value, xM . The trajectory of the system up until this moment is
shown in Figure 2.7b.
In order to understand what happens when the input starts to decrease after the
moment tM , consider again the representative physical system shown in Figure
2.5. In this system the piston would have moved to the right as the input in-
creased, catching the edge of the cylinder so that they move together until the
moment tM when the piston achieves its maximum displacement. At this mo-
ment the piston will stop pushing the cylinder and start to pull back away from
the wall of the cylinder, as a result the cylinder will remain stationary until the
piston reaches the back wall of the cylinder at which point they will again move
together. Graphically this means that the trajectory move horizontally away from
the maximum point. The trajectory will remain horizontal until it intersects the
line y = x + h, at which point it will decrease along this line until the moment
tm when the input reaches its minimum value. The trajectory up until the mo-
ment tm is shown in Figure 2.7c. After this moment the piston will separate from
the cylinder, and the trajectory will move horizontally away from this minimum
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x
y
MHx0,y0L
(a) The bounding lines y = x and y = x+ h
and starting position M(x0, y0).
x
y
MHx0,y0L
xM
(b) Trajectory of the system from t0 until
tM the time when the input reaches its max-
imum
x
y
MHx0,y0L
xM
xm
(c) Trajectory of the system up until the mo-
ment tm when the input achieves its mini-
mum value
x
y
MHx0,y0L
xM
xm
(d) Trajectory of the system at the end of
the period.
Figure 2.7: Dynamics of the ordinary play operator for periodic inputs.
point. The trajectory at the end of the period is shown in Figure 2.7d.
Thus redefine the operator equation (2.2) as
y(t) = L[h, yc]x(t) (2.4)
where h is the distance between the two bounding lines on the input-output plane
and yc is a memory term. Initially yc = y0 however the value of yc is changed to
the current y(t) value after every extremum in the input. This way the output
of the ordinary play operator for any continuous input is given by
y(t) =

yc yc − h ≤ x(t) ≤ yc
x(t) x(t) ≥ yc
x(t) + h x(t) ≤ yc − h
(2.5)
as long as the value of yc is updated to the current value of y(t) whenever there
is an extremum in the input.
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2.2.2 Generalised play operator
From the graphical explanation of the ordinary play operator in Subsection 2.2.1,
it is clear that the dynamics of the ordinary play operator could be defined in
simple terms as horizontal motion while the input remains between two straight
boundary lines and that the system increases along the right most boundary line
and decreases along the left most boundary line. Under this concept it clear how
the ordinary play operator can be made into a generalised play operator, if the
two straight boundary lines are instead replaced by two curves Γr and Γl, see
Figure 2.8.
x
y
Figure 2.8: Sample dynamics of the generalised play operator.
In the generalised play operator the trajectory remains horizontal while varying
between the curves Γr and Γl, the system increases along the curve Γr and de-
creases along the curve Γl. The output of the generalised play operator can be
defined as
y(t) = Lˆ[Γr(x),Γl(x), yc]x(t) (2.6)
where yc is as before, Γr(x) is the function whose graph is Γr and Γl(x) is the
function with the graph equal to Γl. This output is then given by
y(t) =
 max[yc,Γr(x(t))] x increasingmin[yc,Γl(x(t))] x decreasing (2.7)
as long as yc is updated after every extremum of the input as before.
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2.3 Preisach model
The Preisach model of hysteresis was first suggested by F Preisach in his paper [13]
as a model of ferromagnetism. It has been widely applied to model magnetism
see for example [14–16]. The model has also been used to model a broader
range of areas for example elastoplasticity [17–19], terrestrial hydrology [20–22],
economics [23–25], shape memory alloys [26–28] and more.
Using the mathematical formalism of [10] one can consider the Preisach operator
as a continuum of non-ideal relays connected in parallel. The threshold values of
the constituent relays can be represented as points on the plane Π = {(α, β) :
β ≥ α} this plane is known as the Preisach half-plane. The output of a parallel
connection of hysterons was defined in [10] as the weighted sum of the outputs
of the individual hysterons with each given the same input. In determining the
output of the Preisach operator exchange the sum for an integral, due to the
continuum of relays used, where the integral is taken over the Preisach half-
plane. Thus the Preisach operator maps the continuous input x(t) for t ≥ t0 to
the continuous output y(t) according to equation (2.8).
y(t) = P [η0(α, β)]x(t)
=
∫∫
Π
µ(α, β)Rα,β[η0(α, β)]x(t) dαdβ t ≥ t0 (2.8)
In this equation µ(α, β) is an integrable nonnegative function called the Preisach
weight function which describes the weighting of the non-ideal relay with thresh-
olds α, β (it can often be referred to as the Preisach density function in the
literature). The function η0(α, β) is a binary function called the initial state
of the Preisach operator and is an infinite-dimensional parameter describing the
state of all the constituent relays at the initial time moment t0. For convenience
later I will shorten the notation by omitting any reference to the initial state
wherever it will not lead to confusion thus the output of the operator will be
referenced as y(t) = (Px)(t).
It should be noted that it is also possible to construct a discrete version of the
Preisach operator by using a finite set of non-ideal relays and where the integral
is replaced by a summation and the Preisach weight function is replaced by a
finite set of nonnegative weights µi.
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2.3.1 Geometrical interpretation
Α
Β
Β = Α
A
SHtL
Figure 2.9: The Preisach half-plane. The boundary line S(t) separates the domain
where the points (α, β) correspond to the relays which are switched on (below
the line S(t)) from the domain where the relays are switched off (above the line
S(t)) at a given moment t. The coordinates of the point A equal the input value
x(t).
Calculation of the integral in equation (2.8) for the output of the Preisach operator
is simplified by the geometric interpretation of the states of the Preisach operator,
see for example [11]. At a given moment t, some of the relays that make up
the Preisach operator are switched on and the remainder are switched off, this
corresponds to two regions on the Preisach half-plane divided by a boundary line
S(t) see Figure 2.9.
In Figure 2.9 the region to the left of the boundary line S(t) and above the
bisector line β = α is the region where the relays are switched on, denote this
as region S1, and to the right of the line S(t) and above the bisector the region
where the relays are switched off, denote this as region S2. So the output of the
Preisach operator can be thought of as
y(t) =
∫∫
S1
µ(α, β)Rα,βx(t) dαdβ +
∫∫
S2
µ(α, β)Rα,βx(t) dαdβ.
However in the region S2 all the relays are switched off so Rα,βx(t) = 0 for all
inputs x(t) and in region S1 the relays are switched on so Rα,βx(t) = 1 for all
inputs x(t). This means that the output of the Preisach operator is reduced to
y(t) =
∫∫
S1
µ(α, β) dαdβ. (2.9)
That is the output value y(t) equals the integral of the Preisach weight function
µ(α, β) over the region S1. The evolution of the input results in the evolution
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of the boundary line S(t) and subsequently to the region S1 and as a result the
output of the operator. The changes to the boundary line S(t) over time can be
defined in the geometric interpretation by a few basic rules.
Α
Β
Β = Α
A
SHtL
Figure 2.10: An example of creating a new corner in the line S(t) at an extremum
(turning) point of the input x(t).
The coordinates of the point of intersection between the lines S(t) and β = α,
marked A in Figure 2.9, equals the current value of the input x(t). Changes
in the input value can be converted to changes in the position of A along the
line β = α as follows, when x(t) increases the point A moves from left to right,
similarly when x(t) decreases the point A moves from right to left. Movement of
the point A alters the shape of the line S(t). If A moves from left to right, that is
for increasing input, then the initial link of the line S(t) is horizontal and moves
up the β axis. If A moves from right to left, that is for decreasing input, then
the initial link of the line S(t) is vertical and moves along the α axis.
Α
Β
Β = Α
A
SHtL
Figure 2.11: An example of erasing (wiping out) corners in the line S(t).
If for example Figure 2.9 represents a moment t = t1 when the input x(t) reaches
a local maximum value and then x(t) decreases until a later moment t = t2, then
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Figure 2.10 shows the line S(t2). Note that a new corner has been added to the
line S(t).
Assuming further that x(t2) is a local minimum of the input and x(t) increases
after the moment t = t2, Figure 2.11 shows the line S(t) at the later moment
t = t3 > t2, when the value of the input has become equal to the ordinate of one
of the corners of the line S(t2) shown in Figure 2.10. Of note is that S(t) has
been changed by the removal of any corners that have a lower ordinate than the
current value x(t3) of the input. For a complete discussion on all the rules for
the movement of the boundary line please see [11].
Α
Β
Β = Α
x1
x2
SHtL
(a) The input increases from the value x1 to
x2. As a result the relays in the shaded area
are switched on; other relays do not change
their state. The output (2.9) increases by
the integral of the Preisach weight function
µ(α, β) over the shaded area
Α
Β
Β = Α
x1
x2
SHtL
(b) The input decreases from the value x1 to
x2. As a result the relays in the shaded area
are switched off; other relays do not change
their state. The output (2.9) decreases by
the integral of the Preisach weight function
µ(α, β) over the shaded area
Figure 2.12: Changes in the output of the Preisach operator.
In Figure 2.12 the effect that the change on the boundary line S(t) has on the
output of the operator is shown. Figure 2.12a shows that an increase of the input
from x1 to x2 adds the shaded area to the region S1 so as a result the value of
the output increases by the integral of the Preisach weight function µ(α, β) over
the shaded area. Similarly for the decreasing case shown in Figure 2.12b if the
input decreases from x1 to x2 the shaded area is removed from the region S1 so
the output is decreased by the integral of µ(α, β) over the shaded area.
2.3.2 Preisach memory state
The boundary line S(t) is known as the state of the Preisach operator. Its position
on the Preisach half-plane is defined by the location of its corners described by the
coordinate pairs (mk,Mk). Figure 2.13 shows the projection of these corners onto
the bisector β = α. The dynamics of the input results in the deletion of certain
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corners and the creation of new ones and is thereby translated to the dynamics of
the state and the output of the Preisach operator as described in Subsection 2.3.1.
At a given moment t, the abscissas m0,m1, . . . ,mk of the corners of S(t) form a
subset of the set of all local minima of the input x(t) which have been achieved
prior to the moment t. They are called the dominant minima of the input, see [11]
for the definition and discussion. Likewise the ordinates M0,M1, . . . ,Mk′ of the
corners of S(t) are a specific selection of the local maxima of the input which x(t)
has achieved prior to the moment t; they are called the dominant maxima. The
dominant extrema (also known as the past shock values of the input) at every
instant are ordered as
. . . < mk < . . . < m1 < m0 < x(t) < M0 < M1 < . . . < Mk′ < . . .
Α
Β
xn
M0n
M1n
M2n
m0
n
m1
n
(a) The configuration of the Preisach mem-
ory state when the length of the array ωM ,
that is the number of elements in the array
ωM , is greater than the length of ωm.
Α
Β
xn
M0n
M1n
m2
n
m0
n
m1
n
(b) The configuration of the Preisach mem-
ory state when the length of the array ωm,
that is the number of elements in the array
ωm, is greater than the length of ωM .
Figure 2.13: Two possible configurations of the Preisach memory state.
The set of dominant minima form an array of numbers that will be referred to
as ωm, the set of dominant maxima form an array that will be referred to as ωM .
There are four possible configurations of the Preisach memory state S(t). The
particular arrangement for a given sequence of main extrema is determined in
part by the length of the arrays ωM and ωm (that is the number of elements in
each array). Figure 2.13 shows the two configurations possible when the length
of the arrays are not equal. In the case that the lengths of the arrays are equal
then the state can be arranged in two possible ways, one where the initial link of
S(t) connecting the point (x(t), x(t)) on the bisector β = α to the first corner of
the Preisach state is horizontal and the other where the initial link is vertical.
In order to uniquely describe the state, I use an additional variable ζ which can
have either the value 1 or -1. The value 1 corresponds to the arrangement of the
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state where the initial link is horizontal and the -1 value means that the initial
link is vertical. Thus, given an input value x(t) at the moment t, the value of the
variable ζ and the two arrays ωm = {m0,m1, . . .}, ωM = {M0,M1, . . .} containing
the values of the dominant main extrema at this moment completely defines the
state S(t) (and thus the memory of the system at the moment t).
2.3.3 Properties of the operator
2.3.3.1 Wipeout property
In Subsection 2.3.1 it was mentioned that when an increasing input reached the
ordinate of one of the corners of the line S(t) then any corners with a lower
ordinate are removed from the boundary line. Similarly for a decreasing input
whenever the input reaches the abscissa of a corner then any corners with a
higher abscissa are removed. This property of the Preisach operator is called the
wipeout property. This means that only certain extrema, known as the dominant
extrema see [11] for definition and discussion, form the memory of the Preisach
operator. From [11] the wipeout property is defined as “Only the alternating
series of dominant input extrema are stored by the Preisach model. All other
input extrema are wiped out.”
2.3.3.2 Congruency property
Α
Β
(a)
Α
Β
(b)
Figure 2.14: Example of the states of two Preisach hysteresis operators with
different past inputs.
Consider two Preisach operators P1 and P2 with different past histories, see Figure
2.14, which at some moment t0 are subjected to the same periodic input that
varies between the two consecutive extremum values, x+ and x−.
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The minor hysteresis loops formed by the oscillation of this input in the input-
output plane are at different points on the plane due to the different past histories
of each operator, see Figure 2.15. However these loops are congruent, these two
loops can be overlayed on each other by a translation along the y-axis.
x
y
Figure 2.15: Plot of the congruent minor hysteresis loops formed by periodic
input to two Preisach operators with different initial states, like those in Figure
2.14.
This property is known as the congruency property. From [11] the congruency
property is defined as “All minor hysteresis loops corresponding to back-and-
forth variations of inputs between the same two consecutive extremum values are
congruent.”
It should be noted that the wipeout and congruency properties form the necessary
and sufficient conditions for a nonlinearity of hysteresis type to be represented by
the Preisach model, for proof of this I direct the reader to [11] where it is referred
to as the “Representation Theorem”.
2.4 Prandtl-Ishlinskii operator
A classical model of elastic-plastic behaviour is the Prandtl-Ishlinskii model of
hysteresis. This model is generally presented as a parallel connection of stop
operators (this operator can often be referred to as a basic elastic-plastic element,
see for example [1]), however the model can also be developed in terms of the play
operator introduced earlier in this chapter due to the close relationship between
the play and stop operators. In terms of the play operator the Prandtl-Ishlinskii
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model is then
w(t) =
∫ ∞
0
p(r)drv(t)−
∫ ∞
0
p(r)L[2r, yc(r)]v(t)dr (2.10)
where p(r) is a density function describing the weights of all the play operators
and L[2r, yc(r)] is the ordinary play operator with width 2r between the two
bounding lines in the input-output plane and memory element yc(r) which is
updated after each extremum in the input v(t). Of note regarding the Prandtl-
Ishlinskii operator when it is constructed from the ordinary play operator is that
it is only capable of mapping symmetric hysteresis loops and it does not exhibit
saturation (when formulated from the stop operator it does exhibit saturation
effects).
The Prandtl-Ishlinskii operator can be modified in order to allow for the rep-
resentation of both saturation and asymmetric hysteresis loops. This modified
operator is referred to as the generalised Prandtl-Ishlinskii operator and is ob-
tained by forming the Prandtl-Ishlinskii operator using generalised play operators
instead of the ordinary play operator, see for example [29,30].
Note it is possible to form a discrete version of the Prandtl-Ishlinskii operator in
a similar manner to the discrete Preisach operator, where a finite number of play
operators are used.
2.4.1 Relation to the Preisach operator
An important result, first established by Krejčí in [31] and widely used in the
modelling of systems with the Preisach operator see for example [32], is that the
Preisach operator can be represented as
(Px)(t) =
∫ ∞
0
g(r, L[2r, yc(r)]x(t))dr (2.11)
where g(r, L[2r, yc(r)]x(t)) is a generalised play operator where all the horizontal
segments have the same length and the graph of g defines the boundary lines
Γl and Γr, g(r, L[2r, yc(r)]x(t)) is a specific case of the Krasnosel’skii-Pokrovskii
Canonical Representation Theorem, see [10]. That is it is a generalised Prandtl-
Ishlinskii operator composed of generalised plays. A geometrical representation
of the construction of the Preisach operator in this way is shown in [33].
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Chapter 3
Numerical solution of stochastic
differential equations with the
Preisach operator
A significant amount of work has been done on developing, studying and solving
deterministic differential models which contain the Preisach operator. Of these
models the simplest models consist of a single scalar differential equation coupled
with the Preisach operator input-output relationship.
These types of models have been used in the context of terrestrial hydrology of ho-
mogenous soil water systems where the Preisach operator introduces a hysteretic
constitutive relationship between the moisture content in the soil and the pressure
(matric potential) to the ordinary differential equation obtained by averaging out
any spatial variation from the Philip-Richards balance equation [21,22,34].
Another example is provided by models of macroeconomic systems and multiagent
market models where the Preisach operator is used to incorporate shock type
memory into the system [23,24]. Each of these areas contain a stochastic nature
which is not fully encapsulated by deterministic models.
Stochastic aspects of the Preisach operator input-output relationship have been
fairly well understood in the case of open loop systems where the properties of
the stochastic input are known or measurable a priori [5]. The formalism of the
phenomenological Preisach model is rather general in modelling rate-independent
systems exhibiting hysteresis and shock type memory.
The theory of a stochastically driven Preisach operator has been motivated by,
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and successfully applied to a variety of problems such as modelling thermal re-
laxation and viscosity (aftereffect) in ferromagnetic materials [35, 36], creep in
superconductors [37], signal processing and passage of noise through hysteretic
systems [38], effect of noise on data storage technologies and data collapse [39]
and others.
Differential models of closed loop systems involving the Preisach operator have
received less attention. The existing body of results refers mainly to systems with
piecewise smooth trajectories such as models of stochastically driven mechanical
systems, shape memory alloys and hysteretic oscillators [40]; estimation of damage
and fatigue [41] and models of terrestrial hydrology [4].
As a stochastic extension to the deterministic equations with the Preisach oper-
ator considered in [22–24] in the context of modelling hydrological systems and
economic systems, the following formal stochastic differential equation is proposed
ξdxt + d(Px)t = a(xt, t)dt+ b(xt, t)dWt (3.1)
where P denotes the Preisach operator, i.e., (Px)t = (Px)(t) denotes output of
the Preisach model with continuous input xt = x(t); ξ is a positive parameter;
Wt is the Wiener process and a(·, ·), b(·, ·) are continuous functions.
This extension may be of interest in the areas of hydrology, economics and finance
where stochastic effects are prevalent. As a prototype example considered below is
a simple price dynamics model leading to a discrete time counterpart of equation
(3.1) with constant a and b. This price dynamics model adopts, in a simplified
form, the philosophy of the modelling approach proposed in [42–46] which leads
to a hierarchy of powerful multiagent models of economic systems.
Equation (3.1) can also be used for examining the effect of feedback on various
open loop systems modelled by the Preisach operator and by the inverse Preisach
operator with a stochastic input, as well as for testing the effect of noise on
deterministic differential models involving the shock type memory.
The simplest example of the shock type memory is the running maximum (run-
ning minimum) of the input which is one of the standard market indicators in
the financial setting. Stochastic differential equations involving running extrema
have been studied, for instance, in [47]. From this perspective, equation (3.1) can
be viewed as a similar model that incorporates a more complex memory of the
past shock type events. The role of such shocks in economic systems is discussed
in [23]. Equation (3.1) is thus the simplest model incorporating both the Preisach
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memory operator and a stochastic component.
The mathematical formalism of the continuous time system (3.1) is not the sub-
ject of this study. The aim of this study is to develop and implement an Euler
type formal discretisation of (3.1).
3.1 A motivating example
Consider a simple model of a market which consists of many traders. Each trader
is modelled by a non-ideal relay with thresholds α, β where α ≤ β and the
thresholds are different for each different trader. Hence, a single trader is in one
of two possible states s = ±1.
Let s = −1 be the ‘long’ state, that is the trader has purchased an asset at a
price lower than the value of his β threshold and waits until the price goes up to
the value of his β threshold before selling it with profit, which switches the trader
to the state s = 1 which is the ‘short’ state, that is the trader has not purchased
an asset and waits for the price to fall to the level of his α threshold at which
he wants to buy the asset at this price, causing the trader to switch to the state
s = −1.
In this context consider a market with M traders, with the i-th trader having
thresholds αi, βi, and using the concepts presented in Chapter 2 construct a
discrete version of the Preisach model of them. If the input to the system is
taken to be the price, p, of the asset, then following [45] gives the output
σ = 1
M
M∑
i=1
µisi (3.2)
which measures the sentiment of the market. Here si is the state of the i-th trader
and µi ≥ 0 is his weight in forming public opinion about the value of the asset
(possibly related to the amount of money or asset he has, etc.).
The dynamics of the price of the asset are assumed to follow the equation from
[45]. That is, the price evolves in discrete time as
pt+h = pt exp
[
ηt
√
h+
(
a− 12
)
h− κ∆σt
]
(3.3)
where h is the time step; the sequence of independent Gaussian random quantities
ηt ∼ N(0, 1) models the external random information stream; a is the trend term;
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−12 correction term is the same as in the classical setting where it comes from
Ito’s formula; κ > 0 is a parameter measuring the effect of the sentiment on the
market and ∆σt = σt+h − σt is the change in sentiment which creates a pressure
on price. The minus sign in front of the hysteresis term κ∆σt accounts for the
fact that as more traders switch to the ‘long’ state a positive pressure pushing
the price up is created. Similarly, when more traders switch to the ‘short’ state
this causes a pressure on the price to move down. That is there is a negative
feedback loop. Note that setting κ = 0 transforms (3.3) to the discrete form of
the standard geometric Brownian motion.
If the variable
r = ln p
p0
is introduced instead of p to perform a logarithmic scaling of the price, then
equation (3.3) can be rewritten as
∆rt = ηt
√
h+
(
a− 12
)
h− κ∆σt (3.4)
with ∆rt = rt+h− rt. It should be noted that according to (3.2), σt is the output
of the discrete Preisach model with the input pt. However rt can be used as the
input instead of pt if the thresholds of the relays are also rescaled (or, equivalently,
the Preisach weight function). This is achieved by scaling the threshold values αi,
βi of the i-th relay to be instead ln(αi/p0), ln(βi/p0). Denote by P the discrete
Preisach operator obtained with the scaling. Then equation (3.4) becomes
∆rt + κ∆(Pr)t = ηt
√
h+
(
a− 12
)
h (3.5)
where ∆(Pr)t = (Pr)t+h − (Pr)t. Thus the formal continuous time counterpart
of equation (3.5) is
drt + κd(Pr)t =
(
a− 12
)
dt+ dWt (3.6)
which has the form of equation (3.1) with constant coefficients for a and b.
A couple of remarks about the model are presented here. First, equation (3.6) can
be integrated explicitly in terms of the inverse Preisach operator, that is equation
(3.6) is the same as
rt − r0 = (I + κP )−1
[(
a− 12
)
(t− t0) +Wt −W0
]
(3.7)
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where I is the identity operator and t0, r0 and W0 are the initial conditions (for
the details regarding the properties of the inverse operator (I + κP )−1 see [1]).
This formula provides a rigorous interpretation of solutions to the continuous
time equation (3.6) and can also be used to prove the convergence of the discreti-
sation (3.5) to the continuous limit (3.6) as h → 0. A similar formula and the
same approach can be used if the trend term a = a(t) is a function of time (for
example, when accounting for seasonality in the trend). However, if a depends
on the price of the asset r(t), then (3.6) is a closed loop system not amenable to
explicit integration. In this case, a mathematical formalism for the continuous
time equation (3.6) is an open problem as it is for the more general equation
(3.1).
Secondly, equation (3.6), when rearranged into the form of equation (3.1), has a
parameter ξ = 1/κ. This parameter can be assumed to be of order 1. However,
in models of economic systems proposed in [24] (as well as in the hydrological
context, see [34]) the cases of interest are ξ  1 and ξ = 0. The case ξ = 0
can be singular and requires special treatment. For example, in the deterministic
setting, it has been shown that solutions of equation (3.1) with b = 0 have better
regularity for ξ > 0 than ξ = 0. Moreover, non-uniqueness of solutions to the
initial value problem is possible for ξ = 0, see [34]. Nevertheless, natural generic
conditions ensures the uniqueness property and the convergence of the solution
of the deterministic equation ξ > 0 to the solution of the equation with ξ = 0 as
ξ → 0. Numerical schemes for solving deterministic equations with ξ = 0 have
been developed in [48–50]; the limit ξ → 0 has been used in [4] to solve equations
with a stochastic component that have piecewise smooth trajectories.
3.2 Numerical schemes
In this section two Euler type time discretisations of equation (3.1) are outlined.
The difference between the two schemes is in the method that is used to evaluate
the change in the output of the Preisach operator on a time step.
In the first scheme the increment ∆yn of the output is evaluated in the same way
as proposed in the deterministic setting in [48–50]. It is assumed that the time
step taken is sufficiently small so that; (i) the shaded area S(tn+1)\S(tn) shown in
Figure 2.12a is well approximated by the rectangular area which has width equal
to the increment ∆xn of the input and the length equal to the initial link of the
staircase line S(tn); (ii) a typical ∆xn is much smaller than ξ and therefore the
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increment of ∆yn of the output at the turning points of xn is close to ξ∆xn; and,
(iii) for most other (non-turning) points of xn the set S(tn+1)\S(tn) is trapezoid
as in Figure 2.12. This scheme will be referred to as the rectangular method.
Alternatively, ∆yn can be calculated using the exact expression for the shaded
area show in Figure 2.12 and the corresponding numerical scheme is called the
triangular method.
To simplify the notation the Preisach operator that has the weight function which
is non-zero only inside the triangle T formed by the lines β = α, α = β0 and
β = α0, see for example Figure 3.1, is considered. This triangle will be referred
to as the bounding triangle on the Preisach half-plane. Where α0 and β0 are
constant values that are chosen so that all variations of xn are contained within
the triangle T . Inside the triangle T the function µ(α, β) ≡ µ(t), that is there is no
variation of µ in either α or β. Let µn = µ(t0+nh). The triangle T is implemented
by including the values α0 and β0 in the arrays ωm and ωM respectively. Since
variation outside of the triangle T is not allowed these elements always remain in
the arrays as the element with the largest magnitude.
Α
Β
Α = Β0
Β
=
Α
0
Β
=
Α
Figure 3.1: An example of the bounding triangle on the Preisach plane.
3.2.1 Rectangular method
Define the following finite difference for the right hand side of equation (3.1)
dn = a(xn, t0 + nh)h+ b(xn, t0 + nh)
√
h∆Wn
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where h is the time step; n = 0, 1, . . . and ∆Wn are independent Gaussian random
variables
∆Wn ∼ N(0, 1).
In the rectangular method, the increment of the output of the Preisach operator
on the n-th time step is approximated by the product of the increment ∆xn =
xn+1 − xn of the input and the length ln of the initial link of the state of the
Preisach operator at the moment n and the value of the Preisach weight function
µn at the moment n. This leads to the discretisation of equation (3.1) in the form
(ξ + µnln)∆xn = dn (3.8)
where
ln =

xn −mn0 if dn > 0, dn−1 > 0
0 if dndn−1 < 0
Mn0 − xn if dn < 0, dn−1 < 0
(3.9)
Here mn0 and Mn0 are the first elements of the arrays ωM and ωM of the main
minima and maxima at the moment n; d−1 equals the value ζ0 of the variable ζ at
the initial moment. Note the sign of the increment ∆xn coincides with the sign of
dn; ln is zero at the turning points of xn, that is ln = 0 whenever ∆xn∆xn−1 < 0
(equivalently, dndn−1 < 0), while ln > 0 whenever ∆xn∆xn−1 > 0 (equivalently,
dndn−1 > 0).
The numerical scheme has been implemented in the following steps to account
for updating the memory arrays ωm and ωM , the variable ζn and the value of xn.
For t = t0 + nh:
(i) Calculate the value of dn;
(ii) Evaluate the turning points as follows:
• If dndn−1 < 0 (i.e., xn is a turning point), then:
(a) If dn > 0 add the element xn to the memory array ωm and set
ζn+1 = 1;
(b) If dn < 0 add the element xn to the memory array ωM and set
ζn+1 = −1;
• If dndn+1 > 0 the memory arrays ωm, ωM remain the same and ζn+1 =
ζn;
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(iii) Calculate the new x value as
xn+1 = xn +
dn
ξ + µnln
;
(iv) Update the memory arrays for the new position of x by performing deletions
of their elements if either of the following conditions are met:
(a) For dn > 0 remove the elementsMn0 , . . . ,Mnk satisfyingMni ≤ xn+1 from
the array ωM ; remove the same number of elements mn0 , . . . ,mnk from
the array ωm;
(b) For dn < 0 remove the elements mn0 , . . . ,mnk satisfying mni ≥ xn+1 from
the array ωm and the same number of elements Mn0 , . . . ,Mnk from ωM .
3.2.2 Triangular method
This alternative method, utilises the exact expression for the increment ∆yn of
the output of the Preisach operator corresponding to the increment ∆xn of the
input, i.e.,
∆yn = (Px)(t0 + (n+ 1)h)− (Px)(t0 + nh)
where x(t) is a monotone interpolation of the input between the discrete values
xn = x(t0 + nh) and xn+1 = x(t0 + (n+ 1)h). This leads to the discretisation
ξ∆xn + ∆yn = dn (3.10)
of equation (3.1) with dn the same as in the Subsection 3.2.1. This formula
defines xn+1 implicitly given the value xn and the state of the Preisach operator
(i.e., the arrays ωm and ωM and the variable ζ) at the moment n; again, the
sign of the increment ∆xn equals the sign of dn and ∆yn has the same sign.
Solving equation (3.10) for xn+1 is equivalent to explicit inversion of the operator
ξI + P and leads to eight cases depending on the signs of dn and ζn and the
lengths of the arrays ωm and ωM (that is the number of elements in the arrays
ωm and ωM). The geometrical interpretation considered in Chapter 2 makes this
inversion straightforward (see Figure 2.12). An iterative procedure is used to find
xn+1 with the number of iterations depending on how many corners should be
erased from the state of the Preisach operator when the input increases from xn
to xn+1.
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In Chapter 2 it was stated that there are four possible configurations of the
Preisach state S(t). An example for each possible arrangement within the confines
of the triangle T is shown in Figure 3.2. Which arrangement the current state
corresponds to is determined by the arrays ωm and ωM as well as the variable ζ.
I define two new variables ω¯nm and ω¯nM . The variable ω¯nm is the length of the array
ωm at the moment t0 + nh (that is ω¯nm is the number of elements in the array ωm
at the moment t0 + nh) and ω¯nM is the length of the array ωM at the moment
t0 + nh.
Α
Β
(a) Arrangement corresponding to the case
ω¯nM = ω¯nm and ζ = 1.
Α
Β
(b) Arrangement corresponding to the case
ω¯nM = ω¯nm and ζ = −1.
Α
Β
(c) Arrangement corresponding to the case
ω¯nM < ω¯
n
m and ζ = 1.
Α
Β
(d) Arrangement corresponding to the case
ω¯nm < ω¯
n
M and ζ = −1.
Figure 3.2: Examples of all possible arrangements of the Preisach staircase line
S(t). The blue lines represent the bounding triangular domain on the Preisach
plane Π for which the Preisach weight function µ is non-zero. The black line are
the Preisach states S(t).
Each arrangement must be considered separately when determining the change
in the output of the Preisach operator. Consider first arrangements of the form
shown in Figure 3.2a. This arrangement is characterised by ω¯nm = ω¯nM and ζ = 1.
For the case of increasing input, that is dn > 0. I introduce the value
Σ0 = ξ(Mn0 − xn) + µn
(
(Mn0 −mn0 )2
2 −
(xn −mn0 )2
2
)
If Σ0 ≥ dn then xn+1 ≤ Mn0 ( i.e., the value of xn+1 lies below the first corner of
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the staircase state S(t0 + nh)) and equation (3.10) is equivalent to
ξ(xn+1 − xn) + µn
(
(xn+1 −mn0 )2
2 −
(xn −mn0 )2
2
)
= dn
solving this quadratic equation for xn+1 gives
xn+1 =
1
µn
(
(µnmn0 − ξ) +
√
2µndn + (ξ + µn(xn −mn0 ))2
)
where the positive root is chosen to ensure that xn+1 > xn. If however Σ0 < dn
then compare dn consecutively with the elements Σ1,Σ2, . . . of the increasing
sequence
Σk = Σk−1 + ξ(Mnk −Mnk−1) + µn
(
(Mnk −mnk)2
2 −
(Mnk−1 −mnk)2
2
)
where the index k = 1, 2, . . . , (ω¯nm − 1) until a Σk is found such that Σk ≥ dn >
Σk+1. These relations ensure that Mnk−1 < xn+1 ≤ Mnk and equation (3.10) is
equivalent to
Σk−1 + ξ(xn+1 −Mnk−1) + µn
(
(xn+1 −mnk)2
2 −
(Mnk−1 −mnk)2
2
)
= dn
solution of this equation implies
xn+1 =
1
µn
(
(µnmnk − ξ) +
√
2µn(dn − Σk−1) + (ξ + µn(Mnk−1 −mnk))2
)
.
For this arrangement of the staircase state in the case of decreasing input (that
is dn < 0) then the value Σ0 is
Σ0 = ξ(mn0 − xn)− µn
(
(xn −mn0 )2
2
)
.
Then if Σ0 ≤ dn the value of xn+1 lies above the first corner that is xn+1 ≥ mn0 .
This gives the quadratic equation for (3.10)
ξ(xn+1 − xn)− µn
(
(xn − xn+1)2
2
)
= dn
Solution of this equation implies that xn+1 is
xn+1 =
1
µn
(
µnxn + ξ −
√
ξ2 − 2µndn
)
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where the negative root is chosen to ensure that xn+1 < xn. If the value of Σ0 is
not sufficiently small (that is Σ0 > dn) then dn is compared with the decreasing
sequence
Σk = Σk−1 + ξ(mnk −mnk−1) + µn
(
(Mnk−1 −mnk−1)2
2 −
(Mnk−1 −mnk)2
2
)
where the index k = 1, 2, . . . , (ω¯nm − 1) so that a value Σk is found so that Σk ≤
dn ≤ Σk−1. This gives the following equation for (3.10)
Σk−1 + ξ(xn+1 −mnk−1) + µn
(
(Mnk−1 −mnk−1)2
2 −
(Mnk−1 − xn+1)2
2
)
= dn
this equation implies that xn+1 is then
xn+1 =
1
µn
(
µnM
n
k−1 + ξ −
√
2µn(Σk−1 − dn) + (ξ + µn(Mnk−1 −mnk−1))2
)
.
A similar algorithm for solving equation (3.10) applies in the three other arrange-
ments. Consider now arrangements of the Preisach state similar to the one shown
in Figure 3.2b. This arrangement is characterised by the properties ω¯nm = ω¯nM
and ζ = −1. For increasing input, dn > 0, then the value Σ0 is
Σ0 = ξ(Mn0 − xn) + µn
(
(Mn0 − xn)2
2
)
If this value is sufficient to exceed the value of dn (that is Σ0 ≥ dn such that
xn+1 ≤Mn0 ) then (3.10) is equivalent to
ξ(xn+1 − xn) + µn
(
(xn+1 − xn)2
2
)
= dn.
Solving this equation for xn+1 gives
xn+1 =
1
µn
(
µnxn − ξ +
√
ξ2 + 2µndn
)
where the positive root is chosen for the same reason as before. If the value Σ0
does not give an upper bound on the value xn+1 then compare the value dn with
the increasing sequence
Σk = Σk−1 + ξ(Mnk −Mnk−1) + µn
(
(Mnk −mnk−1)2
2 −
(Mnk−1 −mnk−1)2
2
)
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where the index k = 1, 2, . . . , (ω¯nM − 1). Once an element Σk is found such that
Σk ≥ dn > Σk−1 then equation (3.10) becomes
Σk−1 + ξ(xn+1 −Mnk−1) + µn
(
(xn+1 −mnk−1)2
2 −
(Mnk−1 −mnk−1)2
2
)
= dn
Which solution of gives for xn+1
xn+1 =
1
µn
(
µnm
n
k−1 − ξ +
√
2µn(dn − Σk−1) + (ξ + µn(Mnk−1 −mnk−1))2
)
For the case of decreasing input (dn < 0) for this arrangement. Take the value
Σ0 = ξ(mn0 − xn) + µn
(
(Mn0 − xn)2
2 −
(Mn0 −mn0 )2
2
)
If this value is a lower bound on the value of xn+1 (that is Σ ≤ dn so that
xn+1 ≥ mn0 ) then equation (3.10) is the same as
ξ(xn+1 − xn) + µn
(
(Mn0 − xn)2
2 −
(Mn0 − xn+1)2
2
)
= dn
Thus the value of xn+1 is
xn+1 =
1
µn
(
µnM
n
0 + ξ −
√
(ξ + µn(Mn0 − xn))2 − 2µndn
)
If however the value Σ0 is not smaller or equal to dn then compare the value dn
with the decreasing sequence
Σk = Σk−1 + ξ(mnk −mnk−1) + µn
(
(Mnk −mnk−1)2
2 −
(Mnk −mnk)2
2
)
where the index k = 1, 2, . . . , (ω¯m−1). Once a Σk is found so that Σk ≤ dn < Σk−1
then equation (3.10) is
Σk−1 + ξ(xn+1 −mnk−1) + µn
(
(Mnk −mnk−1)2
2 −
(Mnk − xn+1)2
2
)
= dn
The solution of this equation for xn+1 is
xn+1 =
1
µn
(
µnM
n
k + ξ −
√
(ξ + µn(Mnk −mnk−1))2 + 2µn(Σk−1 − dn)
)
The remaining two arrangements of the Preisach staircase shown in Figures 3.2c
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
31 Stephen McCarthy
3. Numerical solution of stochastic
differential equations with the
Preisach operator 3.3 Results
and 3.2d have similar implementation as those already presented for Figures 3.2a
and 3.2b, respectively. However special consideration needs to be given to the
indexing through the Σ sequences so as to not to reference elements of the arrays
ωm and ωM which do not exist.
The arrangements of the type shown in Figure 3.2c are characterised by ω¯nM < ω¯nm
and ζ = 1. If the state is in this arrangement then the increment from xn to xn+1
is calculated in the same manner as that presented earlier for arrangements of
the form shown in Figure 3.2a. The range of the index k is chosen as follows
(a) If the input is increasing (dn > 0) then the index k = 1, 2, . . . , (ω¯nM − 1);
(b) If the input is decreasing (dn < 0) then the index k = 1, 2, . . . , (ω¯nm − 1);
choosing the index in this manner ensures that the calculations are carried out
over the whole domain of non-zero weight function µ and that no elements of the
arrays ωm and ωM that do not exist are called.
The style of arrangement similar to that shown in Figure 3.2d is characterised by
ω¯nm < ω¯
n
M and ζ = −1. The increment from xn to xn+1 is calculated in the same
way as that presented above for arrangements of the type shown in Figure 3.2b.
The index k is chosen as
(a) If the input is increasing (dn > 0) then the index k = 1, 2, . . . , (ω¯nM − 1);
(b) If the input is decreasing (dn < 0) then the index k = 1, 2, . . . , (ω¯nm − 1);
this indexing ensures complete calculation and that only elements that exist are
called.
The implementation of the triangular method has the same steps (i), (ii) and (iv)
as described in Subsection 3.2.1 for the rectangular method. Step (iii) is modified
and xn is updated to obtain the next iteration xn+1 according to the algorithm
presented in this subsection.
3.3 Results
As the first model example, consider discretisations of the formal equation
ξdxt + d(Px)t = −xtdt+ dWt (3.11)
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obtained by the rectangular and triangular methods using different time step size
h. Comparisons are made of the trajectories obtained by the two methods for
the same realisation of the discretised Wiener process (random walk) Wt. Also
the trajectories of equation (3.11) with the trajectories of the Ornstein-Uhlenbeck
equation
ξdxt = −xtdt+ dWt (3.12)
obtained by the Euler method are compared. As the second example, the rect-
angular and triangular discretisations of the price dynamics model (3.6) are con-
sidered.
In all the examples, the Preisach weight function is set to µ(α, β) ≡ 1 within
the triangle T . The boundary values α0 and β0 were taken to be α0 = −50 and
β0 = 50. The initial state of the Preisach operator is the staircase shown in Figure
3.3.
Α
Β
Figure 3.3: Initial state of the Preisach operator used in simulations. The blue
line is the initial state of the Preisach operator used in the simulations in this
chapter.
3.3.1 Rectangular method
The values of parameters used in the simulations shown in this subsection are
ξ = 0.1; h = 0.01 and x0 = 2.0. A numerical realisation of the rectangular
method for equation (3.11) and the Euler method for equation (3.12) using these
parameters is shown in Figure 3.4; x0 is the initial value of the solution.
A look at Figure 3.4b which presents a zoomed in part of the full trajectory, shows
that while solutions of discretisations of equations (3.11) and (3.12) experience
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(a) The red line is the trace of solution xt to
equation (3.11) including the Preisach oper-
ator. The black line denotes the solution of
equation (3.12) without the Preisach opera-
tor for the same realisation of Wt
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(b) A zoom of the region indicated in (a).
Figure 3.4: Data generated from the implementation of the rectangular method.
ups and downs at roughly the same time moments for the same realisation of
the random walk, the inclusion of the Preisach operator has limited the effect of
jumps. It appears that the introduction of the Preisach operator in the stochastic
equation (3.12) acts as a damping factor to the trajectory. It is characteristic of
the damping that it is stronger on the parts of the trajectory demonstrating a
stronger upwards or downwards trend. This feature can be explained by formulas
(3.8) and (3.9).
If the solution satisfies xn ≥ xn0 on some time interval n0 ≤ n ≤ N , then at every
moment n from this interval such that xn > xk for all n0 ≤ k ≤ n, the quantity
ln also satisfies ln > lk for all n0 ≤ k ≤ n. In this sense, the upward trend of
the solutions leads to the upward trend of ln (and, similarly, the downward trend
of xn leads to the upward trend of ln). At the same time, relation (3.8) implies
stronger damping of the increment ∆xn = xn+1 − xn for larger ln.
3.3.2 Triangular method
The parameters taken for the implementation of the triangular method for equa-
tion (3.11) and the Euler method for equation (3.12) are ξ = 0.1; h = 0.1 and
x0 = 2.0.
Figure 3.5 presents solutions obtained with these parameters for the same realisa-
tion of Wt. The Preisach operator term seems to be a limiting factor on the size
of jumps, as is the case with implementation of the rectangular method. Figure
3.5b shows that while the two trajectories undergo up and down movements at
the same time the inclusion of the Preisach operator has caused the changes to
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(a) The red line is the trace of solution xt to
equation (3.11) including the Preisach oper-
ator. The black line denotes the solution of
equation (3.12) without the Preisach opera-
tor for the same realisation of Wt
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(b) A zoom of the region indicated in (a).
Figure 3.5: Data generated from the implementation of the triangular method.
be less severe.
3.3.3 Comparison of the triangular and rectangular meth-
ods
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(a) h = 10−1
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(b) h = 10−3
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(d) h = 10−8
Figure 3.6: Solution of the discretisations of equation (3.11) as generated from
the implementation of both the rectangular method (black) and the triangular
method (red) for different time step sizes.
Figure 3.6 show realisations of the rectangular and triangular methods for equa-
tion (3.11) using different time step sizes and same realisation of the Wiener
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process Wt. The parameters used in the generation of these results are ξ = 0.1
and x0 = 2; the value of h for each plot is stated in the caption. The Figures show
that the agreement between the two methods improves the smaller time step h
becomes. In particular, for the given parameters, a good agreement between the
two methods is achieved at h = 10−8, see Figure 3.6d. Here the trajectories are
close apart from a few discrepancies at some turning points where the rectangular
method tends to produce larger jumps for the chosen small value of the parameter
ξ.
3.3.4 Price dynamics model
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(a) The rectangular method
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(b) The triangular method
Figure 3.7: The red line show the plot of a solution r(t) of equation (3.6) as
generated from the implementation of the rectangular or triangular numerical
methods. Parameter used in the simulations are κ = 1, h = 0.001, r0 = 0 and
a = 0.5. The black line in each panel is the solution of equation (3.6) with κ = 0,
which coincides with the realisation of the random walk Wt used in the red plot
for the given parameter values.
Considered in this subsection is the price dynamics model (3.6) presented in
Section 3.1. Figure 3.7 compares the results of implementation of each the
rectangular and triangular numerical methods in solving equation (3.6) with
positive κ with the solution of the same equation for κ = 0 (i.e., equation
drt = (a − 1/2)dt + dWt without the Preisach operator term) obtained by the
Euler method.
The values of parameters used for these plots were κ = 1; h = 0.0001; x0 = 2 and
a = 0.5. The plots demonstrate the same features as that were observed in the
other examples above. Solutions of the model including the Preisach operator
(κ = 1) and the model without the Preisach operator (κ = 0) have similar shape,
however the inclusion of the Preisach operator leads to a damping effect. In the
model including the Preisach operator the price does not go as high, as well this
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falls in the price are limited and less severe, as opposed to in the model with
κ = 0.
3.4 Validation of the numerical scheme
In Section 3.3 it was shown that the rectangular method on occasion produced
higher jumps in response to turning points than the triangular method. Thus I
believe the triangular method to be the more stable and better accuracy method
to implement for the solution of equations of the form of (3.1).
As a result I consider a more rigorous validation of the triangular method. There
currently exist many numerical schemes for solving equations of the form
d(Px)(t)
dt = f(x, t) (3.13)
comparison of the result of the implementation of the triangular method to a
model system of the form of (3.13) and that obtained for the implementation of
the numerical scheme used in [51] for the same system will be made.
The model system is chosen to be the Preisach reservoir presented in [22]
d(Px)(t)
dt = k(g(t)− x) (3.14)
where the function g(t) is taken to be g(t) = sin(t). The initial state of the
Preisach operator is taken to be a single horizontal segment connecting the point
(x0, x0) on the bisector β = α to the boundary of the domain of non-zero weight
function µ(α, β), see for example Figure 3.3.
Figure 3.8 shows the comparison between the two numerical schemes. The figure
shows that there is a good agreement between the two methods. This result
implies that the triangular method can also be used for the solution of ordinary
differential equations containing the Preisach operator under the derivative.
In [52] the authors presented an analytic expression for the probability density
distribution for the first link of the Preisach staircase line S(t) which has a length
greater than  after long time input by a Wiener process,
p(di) =


(di)2
di > 
0 di ≤ 
(3.15)
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Figure 3.8: A comparison of the implementation of the triangular method (green)
for the system (3.14) and the numerical scheme used in [51] (blue). The param-
eters used in the calculation were k = 1, h = 0.01, ξ = 0 and x0 = 0.1.
where di is the length of the i-th link of the Preisach staircase line S(t). The
equation (3.1) can be integrated directly in the case of a(x, t) = 0, b(x, t) = 1 and
ξ = 0 to be
xt = P−1Wt (3.16)
where P−1 is the inverse Preisach operator. Using the methods presented in [52]
a formula similar to 3.15 for the inverse Preisach operator can be developed.
Solutions of the triangular method should satisfy this result since for the given
parameters the triangular method gives the discretisation of equation (3.16).
In [52] they calculate the probability density distribution from the conditional
probability density for the lengths of the Preisach staircase increasing in size as
the element number is increased. This probability is determined by the length
of the i-th link of the Preisach staircase di. In order to transform this result to
the inverse Preisach operator replace the length di by the area of the Preisach
plane incorporated by the i-th corner, denote this area as dˆi. The conditional
probability density in terms of the areas is then
p(dˆi|dˆi+1) = dˆi+1(dˆi)2
(3.17)
The area dˆi can be interpreted in terms of the lengths di as dˆi = d2i /2. This gives
for equation (3.17)
p(di|di+1) = 2(di+1)
2
(di)4
(3.18)
Integration of equation (3.18) gives the probability density distribution of the
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length of the smallest link di such that di ≥  for the inverse Preisach operator.
p(di) =

22
3(di)3
di > 
0 di ≤ 
(3.19)
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Figure 3.9: Distribution of the first link of the inverse Preisach operator memory
state greater than  = 1 after long time input by the Wiener processWt for 10000
simulations using the triangular method. The red dots correspond to the expected
values calculated from the probability density distribution given by (3.19).
Confirmation of (3.19) for the triangular method is shown in Figure 3.9. This
further validates the triangular method as a means of simulating stochastic dif-
ferential equations of the form (3.1) (i.e., containing the Preisach operator).
3.5 A price dynamics model containing a posi-
tive feedback element
In this section a second price dynamics model will be developed. Consider a
company manufacturing goods for the market, their level of production will be
some form of function based on price the good will fetch on the market. If
the assumption is made that the company currently produces the good at the
maximum level of production which they can achieve based on the size of the
factory or available equipment and staff, then if they wish to produce a greater
volume of goods then there will be a cost associated with establishing this level,
for example if a larger premises or additional staff or equipment are required for
the increased production level. In this situation a small increase in the price may
not cause the company to increase its production level due to the associated start
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up costs of a greater production volume. However if the price of the good they
produce increases to a certain level so that the generated profit will offset the
associated start up cost, then the company will begin to produce the good in a
larger volume. Assume that once this threshold level is crossed the company will
keep investing in larger production volumes for as long as the price continues to
rise.
If the price of the good begins to fall then the company may not wish to sell
off any additional equipment or premises already bought, as this may only be a
small temporary decrease in the price or due to associated difficulties in selling
off any premises or equipment purchased or staff hired and the cost to get these
back if the price once again rises. Assume then that the company waits until the
price crosses a threshold level, which corresponds to the acceptable loss margin
the company is willing to endure, at which point it reduces its own production
level as the price falls. The production level of the company described here can
be modelled by an ordinary play operator, as defined in Chapter 2. A model of
this type was explained from an economic setting in [53].
If a market consisting of M companies similar to the one previously described
then their aggregated opinion of the correct production level based on the current
price p is given by
σ = 1
M
M∑
i=1
µiL[2ri, yc(ri)]p(t) (3.20)
where µi is the weight of the i-th company in determining the opinion on the
market (possibly due to the company being a respected brand name for the good,
etc.) and L[2ri, yc(ri)] is the ordinary play operator with width 2ri between the
two bounding lines on the input-output plane, that is 2ri is the fall in price
that a company requires to start reducing its production level when they are
increasing production, and memory element yc(ri). This represents a discrete
form of the Prandtl-Ishlinskii operator. This model is unrealistic as it assumes
that the companies have unlimited resources to invest in increased production,
this can be accounted for if a composition function is applied to ordinary play
operators so that they undergo saturation in a manner similar to that mentioned
in Section 2.4.1, which gives for σ
σ = 1
M
M∑
i=1
g(ri, L[2ri, yc(ri)]p(t)) (3.21)
The price of the good is assumed to be similar to equation (3.3), that is the price
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of the good in discrete time is
pt+h = pt exp
[
ηt
√
h+
(
a− 12
)
h+ κ∆σt
]
(3.22)
where all the terms are the same as they were for equation (3.3) and here ∆σt
represents the change in the collective opinion (proportional to the total produc-
tion level) of all the companies which creates a pressure on the price. The sign on
the hysteresis term κ∆σt is positive in this equation as it is assumed that as the
companies invest more in the production of the good a pressure is applied to the
price which tries to force it to increase, when the production levels falls it creates
a pressure to lower the price. This means that there is a positive feedback loop
on the price. The assumption of a positive feedback loop is made because as the
price increases there is a also a growth in the production level of the good, this
higher production level requires more investment by the companies in order for
it to be achieved. The willingness of the companies to invest more results from a
belief that there will be further price growth as time goes on, thus the price will
be driven higher in order to recoup any additional costs associated with higher
production which may lead to even more price increases.
As in the previous price dynamics model the price is rescaled to
s = ln p
p0
which gives for equation (3.22)
∆st = ηt
√
h+
(
a− 12
)
h+ κ∆σt (3.23)
where ∆st = st+h−st. Note that st can be taken as the input to Prandtl-Ishlinskii
operator σt as long as the weight function is properly rescaled (alternatively the
width of the constituent play operators could also be rescaled) in a manner similar
to that done for the previous model (3.4). Thus equation (3.23) is
∆st − κ∆wt = ηt
√
h+
(
a− 12
)
h (3.24)
where ∆wt = wt+h − wt and wt denotes the Prandtl-Ishlinskii operator. This
equation has the formal continuous time counterpart
dst − κdwt =
(
a− 12
)
dt+ dWt (3.25)
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As explained in Section 2.4.1 this generalised Prandtl-Ishlinskii operator is the
same as the Preisach operator, see equation (2.11), which allows for the repre-
sentation of the equation (3.25) as
dst − κd(Ps)t =
(
a− 12
)
dt+ dWt (3.26)
in this form (3.26) is similar to (3.6), however in (3.26) the Preisach term rep-
resents a positive feedback loop on the price of the good instead of the negative
feedback of the previous model.
A couple of remarks about this model are in order. Firstly since the Preisach
term in (3.26) represents a positive feedback loop on the price then strong up-
ward or downward trends in trajectories which are solutions of this equation will
be amplified as opposed to limited as was the case in the previous model, this
amplification of upward or downward trend would be similar to “bubbles” and
“crashes” seen in real world price time series. Secondly the positive feedback loop
has the potential for avalanches in the output value, that is large jumps in the
output caused by small changes in the input.
3.6 Conclusions
In this chapter two discrete time counterparts of the formal continuous time
stochastic differential equation (3.1) involving the Preisach operator were devel-
oped. These two numerical schemes were applied to an Ornstein-Uhlenbeck type
equation and to a simple price dynamics model involving the Preisach memory
term.
Given a sufficiently small time step a good agreement between the two methods
is seen. However the rectangular method at times has larger jumps in response
to turning points than those shown by the triangular method. As a result the
triangular method was examined in more detail as a means to validate the scheme.
The triangular method showed a strong agreement with the numerical scheme
used in [51] when used to model a deterministic system. The scheme also showed
an agreement with the theoretical expectation for the distribution of the first
link of the Preisach staircase line S(t) greater than some value  for the inverse
Preisach operator. These results suggest that the triangular method is a valid
means of solving equations of the form of (3.1)
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The introduction of the Preisach operator acts as a limiting damping effect when
compared with an equivalent form of a regular stochastic differential equation.
This damping effect is more pronounced on the parts of the trajectory that demon-
strate a stronger upwards or downwards trend. This effect can be explained by
the fact that both upwards or downwards trends of trajectory result in an upwards
trend of the quantity (3.9). This quantity causes the change in the function xt
to be smaller on a time step than in the matching regular stochastic differential
equation.
The second model for price dynamics shown in Section 3.5 does not readily allow
for implementation of the triangular method presented in this chapter. It is
only a minor modification to alter the presented scheme to work for the positive
feedback loop of this model instead of the negative feedback loop covered earlier
in the chapter. However complex issues in implementing the scheme will arise
in this model due to the possibility of avalanches (large jumps) of the output
occurring for small changes in the input. The issue relates to the correct size of
the jump in the output and currently is the subject of further study.
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Two dimensional deterministic
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operator
In Chapter 3 the triangular method was also implemented on a simple determin-
istic hysteretic model from the area of terrestrial hydrology, a good agreement
was shown between the triangular method and the numerical scheme used in [51]
which suggested that the scheme would also be useful in solving deterministic
equations. As a way of further testing the accuracy of the triangular method
consideration is given to the solution of systems of coupled deterministic equa-
tions where the derivative of the Preisach operator is contained in one of the
equations. Some theoretical results relating to this type of system were presented
in [54]. The aim of this chapter will be to modify the numerical scheme presented
in Chapter 3 for solving coupled deterministic equations where the derivative of
the Preisach operator is contained in one of the equations. This modified scheme
will then be tested against the theoretical results presented in [54].
4.1 Motivation
Hysteresis effects underpin modern magnetic recording technologies and should
be taken into account in microelectromechanical systems (MEMS) engineering.
They can also manifest themselves through undesirable energy losses in electronic
circuits, mechanical and other systems, where hysteresis can be a primary or
significant source of energy dissipation. Mathematical models of systems with
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hysteretic components help design power electronic systems [55]; implement real
time hysteresis compensation in controllers and actuators [56–59]; design smart
materials [60–62]; model and predict dynamics of earthquakes faults [63] and
phase transitions [1, 64]; understand dynamics of complex networks [65,66].
An illustrative example in the power electronics setting is an electrical circuit
where an inductance element contains a ferromagnetic core (for example, a trans-
former). Kirchhoff’s laws (or Maxwell’s equations) lead to differential rate equa-
tions for voltages and currents; those are complemented by constitutive rela-
tionships, which, in case of a hysteretic ferromagnetic core, include an operator
relationship between the fields H, magnetic field, and B, magnetic induction, in
the core where H is proportional to the current and B is proportional to the rate
of change of the voltage [31,32,55].
As a prototypical example consider the LCR circuit where the inductance element
has a ferromagnetic core. If there is no hysteresis effect, or this effect can be
neglected, then, in the simplest case B is proportional to H in the core and the
emf in the inductor can be expressed as
Eind = Lj′ (4.1)
where prime denotes the time derivative and j is the current through the inductor.
Hence dynamics of the current j and the drop of the voltage u across the capacitor
is described by the system
Lj′ = −Rj + u,
Cu′ = −j. (4.2)
However, if the hysteresis effect is substantial, then the constitutive relationship
between B and H is not only nonlinear, but the instantaneous value of B de-
pends both on the simultaneous value of H and some previous values of H. The
Preisach operator is a widely used model of hysteretic constitutive relationship in
ferromagnetic materials [67,68]. Adopting this model of the relationship between
the magnetization M and the magnetic field H results in the equation
B = νH + P (H) (4.3)
with ν > 0 where the Preisach input-output operator P maps the variable mag-
netic field H(t) to the variable magnetization M(t) = (P (H))(t) of the core, for
definition and discussion of the Preisach operator see Chapter 2. This leads to a
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similar expression for the emf induced in the inductor
Eind = (Lj + P (j))′ (4.4)
where the Preisach density function is properly rescaled when passing from (4.3)
to (4.4). When the linear functional relationship (4.1) is replaced with (4.4),
system (4.2) changes accordingly to the system of differential equations
(Lj + P (j))′ = −Rj + u,
Cu′ = −j (4.5)
involving the Preisach hysteresis operator P .
System (4.5) is a functional differential equation with an infinite dimensional
phase space as the rates of change of the variables depend both on the simul-
taneous values of the variables and, through the operator P , on their values in
the past. Importantly, the rate-independence property of the operator P distin-
guishes the memory in this system from other types of memory such as in delay
differential equations or convolution operators.
As oscillating contours and elements, including those with hysteretic compo-
nents, are a common feature of various electrical circuits, mechanical systems
and MEMS, several prototypical second order differential models of oscillators
with the Preisach operator have been proposed and studied in engineering and
mathematical literature. In particular, various aspects of the dynamics of forced
oscillators have been studied in [69–78], including applications to accurate mod-
elling and optimisation of parameters of power electronics systems in the presence
of the ferroresonance phenomenon [55] and input-to-state stability of control sys-
tems. Cycles stemming from the Hopf bifurcation in a model of a Van der Pol
type oscillator and a network of such oscillators were studied in [79–81]. In the
electrical circuitry context, this model describes a circuit consisting of an LCR
contour and a negative feedback loop (which can be implemented, for instance,
by using tunnel diodes) and involving a ferromagnetic core in the inductor. The
model equations
(Lj + P (j))′ = −Rj + u,
Cu′ = −j + σ1u− σ2u3,
(4.6)
when compared to (4.5), include additionally the current-voltage characteristic
jd = −σ1u+ σ2u3 of the negative feedback element with σ1 > 0 and σ2 ≥ 0.
An alternative illustrative model is given from the area of terrestrial hydrology.
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The following lumped model of a water flow through a slab of soil (used in Chapter
3 for testing the triangular method) has been derived in [82, 83] by combining
Darcy’s law with the hysteretic constitutive relationship between the moisture
content and the water pressure in the soil, and averaging out the spatial variation
of the variables:
u′ = k(a(t)− x),
u(t) = (Px)(t).
(4.7)
Here u is the amount of water in the soil column; x is the pressure (or, equivalently,
the so-called matric potential) in the center of the soil column; a is the pressure
on the surface of the soil controlled by the conditions in the atmosphere such
as precipitation and humidity. The first equation is the balance equation stating
that the rate of change of the water content equals the water flux from the surface
into the soil slab, which is proportional to the difference of pressures on the surface
and in the soil. The second equation is the constitutive hysteretic relationship
between u and x defined by the properties of the porous media of the soil and
modelled by the Preisach operator P . This model and its extensions with multiple
flows from and to the soil slab have been studied in [4,22,50,84–88]. In particular,
the Preisach operator density function has been identified for different types of
soils on the basis of the measured constitutive relationship in [34]; the model has
been fitted to experimental rainfall and soil water content data in [4, 22].
Consider now a similar model with two layers of two different soils. The upper
layer is the same as above. In the lower layer, assume simply the linear consti-
tutive relationship between the water content and the pressure. The resulting
system
u′ = k1(a− x) + k2(y − x)
v′ = k2(x− y)
u(t) = (Px)(t)
v(t) = Cy(t)
where x, y are the pressures in the lower and upper soil layers, respectively; a
is the pressure on the surface; u and v are the water contents in the upper and
lower soil layers; k1 and k2 are hydraulic conductivities of those layers. If a is
constant, then the equilibrium is achieved for x = y = a. Note that in hydrological
applications it is natural to assume that the hydraulic conductivities depend on
the pressure, k1 = k1(x), k2 = k2(y), and that the constitutive relationship is
nonlinear, v = C(y).
In this chapter, consideration is given to a general class of second order systems
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of differential equations
(Px)′ = f(x, y),
y′ = g(x, y)
(4.8)
with the Preisach operator P . Focus is on the dynamics of the system near an
equilibrium point such as, for example, the zero equilibrium of system (4.5) or
system (4.6). In the context of this local problem, it is important that systems
(4.5) and (4.6) have the form (4.8) for L = 0. This corresponds to the physical
approximation Lj  P (j) which is typical of the inductors where almost all the
magnetic flux is concentrated in the ferromagnetic core. Thus, one can consider
system (4.8) as a natural approximation of electrical circuit models such as (4.5)
and (4.6). Mathematically, the term Lj′ with L > 0 in the left-hand side of
equations (4.5), (4.6) has a smoothing effect, see [84,85].
4.2 Differential system with Preisach memory
Consider solutions of system (4.8) with the Preisach operator P = P [S0] on time
intervals [t0, t1), [t0, t1] and [t0,∞). In the framework of dynamical systems the-
ory, a solution has three components, (x(t), y(t), S(t)), where the last component
describes the evolution of the state of the Preisach operator. That is, the phase
space of system (4.8) is the space of triplets (x, y, S). In particular, the Cauchy
problem for equation (4.8) consists in finding a solution satisfying a given initial
condition (x(t0), y(t0), S(t0)) = (x0, y0, S0). Due to the semigroup property of
the Preisach operator [10], one can merge two solutions defined on consecutive
time intervals [t0, t1] and [t1, t2] to form a solution on the time interval [t0, t2] if
the final point (x(t1), y(t1), S(t1)) of the solution defined on the interval [t0, t1]
coincides with the initial point of the solution defined on the interval [t1, t2]. In
this way, the usual continuation procedure works for system (4.8). Of note is that
the rate-independence property of the Preisach operator implies that this opera-
tor commutes with the group of translations of time. Therefore, system (4.8) is
autonomous; a translation of time maps a solution (x(t), y(t), S(t)) defined on an
interval [t0, t1] to the solution (x(t+ τ), y(t+ τ), S(t+ τ)) defined on the interval
[t0 + τ, t1 + τ ].
In what follows, the term solution will be used in relation to a triplet
(x(t), y(t), S0) or, whenever an initial state S0 is either fixed or can be chosen
arbitrarily from the set of all admissible initial states of the Preisach operator,
to the pair (x(t), y(t)). Note that the evolution of the state S(t) of the Preisach
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operator is uniquely defined by the initial state S0 and the input x(t) of this op-
erator according to the definition in Chapter 2, hence it is legitimate to consider
triplets (x(t), y(t), S0) instead of (x(t), y(t), S(t)). In applications, S is typically
not an observable variable.
The projection of solutions on the (x, y)-plane plays the main role for the results
presented below.
For a given initial state S0, a pair (x(t), y(t)), t ∈ [t0, t1) is a solution of system
(4.8) if the output p(t) = (P [S0]x)(t) of the Preisach operator and the compo-
nent y(t) are continuously differentiable, the component x(t) is continuous, and
equations (4.8) are satisfied at all points of the interval [t0, t1).
A stationary solution of system (4.8) is a solution satisfying (x(t), y(t)) ≡ (x0, y0).
As the Preisach operator maps a constant input to a constant output, the
component S(t) of a stationary solution and the output p(t) = (P [S0]x)(t) of
the Preisach operator are also constant, S(t) ≡ S0, p(t) ≡ p0. Therefore,
as in the case of ordinary differential equations, for any stationary solution
(x(t), y(t)) ≡ (x0, y0),
f(x0, y0) = g(x0, y0) = 0. (4.9)
Moreover, relations (4.9) imply that (x(t), y(t)) ≡ (x0, y0) is a stationary solution
of system (4.8) for any initial state S0 of the Preisach operator. Hence, call a
solution (x0, y0) of equations (4.9) an equilibrium of system (4.8).
The focus here will be on dynamics near an isolated equilibrium. Without loss of
generality, the assumption is made that the equilibrium is placed at the origin.
Results will be formulated in terms of the Jacobian matrix
Q =
 fx(0, 0) fy(0, 0)
gx(0, 0) gy(0, 0)
 (4.10)
evaluated at the zero equilibrium, where fx, fy, gx, gy are the partial derivatives
of the functions f and g, which are assumed to be continuously differentiable and
assume the non-degeneracy condition
j0 = detQ 6= 0, (4.11)
which ensures that the zero equilibrium (x0, y0) = (0, 0) is isolated.
For small changes in the input the integral of the Preisach weight function over the
initial segment of the Preisach staircase can be used as a means of determining the
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change in the Preisach operator, in a manner to similar to the rectangular method
numerical scheme discussed in Chapter 3 or the numerical scheme presented in
[48].
(Px)′ = L(x)x′ (4.12)
where L is
L(x˜) =

∫ x˜
αS0 (x˜)
µ(α, x˜)dα, x˜ ≥ x0
∫ βS0 (x˜)
x˜
µ(x˜, β)dβ, x˜ ≤ x0
(4.13)
in this equation αS0(x˜) is the α coordinate where the initial segment ends if
the segment is horizontal (that is the point where the line β = x˜ intersects the
staircase line S0) and βS0(x˜) is the β coordinate where the initial segment ends
if the segment is vertical (that is the point where the line α = x˜ intersects the
staircase line S0).
4.3 Modification of the numerical scheme
Numerical schemes for solving ordinary differential equations of the form of [48]
(such as the one used in [51] which was used in Chapter 3 for comparison to the
triangular method presented in that chapter) rely upon some of the time depen-
dent properties of the right hand side of the equation for their implementation.
Since the system (4.8) has no time dependence then these schemes can not be
implemented. The triangular method numerical scheme presented in Chapter
3 does not rely on time dependent properties so will not encounter the same
difficulties as the other schemes. However the numerical scheme requires a slight
modification in order to be implemented for solving systems like (4.8).
The value of dn is taken to be
dn = f(xn, yn)h
where h is the time step being taken in the simulation. The first step of the
implementation of the triangular method is modified to be
(i) Calculate the value of dn; if dn u 0 then the time step is reduced by a factor
of 100 and then the remaining steps are preformed as normal, else carry out
the remaining steps with no modifications;
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Where for simulations dn u 0 is assumed |dn| ≤ 10−12. This modification is made
as numerical implementation of systems of the form (4.8) has a potential locus
of difficulty in calculations on the line f = 0, as this line is a potential locus
of non-uniqueness of the solution due to the non-differentiability of the Preisach
operator along this line, thus the accuracy of the scheme needs to be improved
near this line and to allow for this a smaller time step is taken. The theoretical
results relating to systems like (4.8) presented in [54] state the dynamics of the
trajectory are such that there are no sliding modes, so in a sense the dynamics
are simpler than systems with noise considered in Chapter 3 as there will not be
any constant repeated turning points as is possible in the case of noise or sliding
modes. Thus there is no need to modify any of the memory updating steps
present in the triangular method, which already makes a check on each time step
for turning points of the input and deletions of Preisach memory elements. The
equation for y is solved using a basic Euler numerical scheme, a higher order
scheme is not implemented due to the coupling with the input of the Preisach
operator which is calculated by the triangular method numerical scheme which
is an Euler based scheme.
For the simulations here the bounding triangle T is given by (α0, β0) = (−5, 5)
and the Preisach weight function µ = 1 inside the triangle and µ = 0 elsewhere.
In the bounding triangle setting the point αS0x˜ is the point which is smaller in
magnitude of the pair, the point where the line β = x˜ intersects the staircase
S0 and α0 the left boundary of the bounding triangle T . Similarly the point βS0
is the point which is smaller in magnitude of the pair, the point where the line
α = x˜ intersects the staircase line S0 and β0 the upper boundary of the bounding
triangle T .
4.4 Main results
In [54] three Theorems were proven (for completeness the proofs are presented
in Appendix A) that could be used as a means of testing the modified numerical
scheme presented in Section 4.3. These Theorems relate to the behaviour of a
trajectory of the system near an equilibrium of the system 4.8. The system will
respond in one of three ways depending upon the sign of fx and on the sign of
j0. Presented in this section is the implementation of the triangular method for
three model system each representing one of the three Theorems.
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4.4.1 Behaviour of solutions near the curve f = 0
For any solution of system (4.8) defined for t ≥ t0, the state S(t) at a moment
t > t0 has a nonzero initial horizontal segment whenever f(x(t), y(t)) > 0, and an
initial nonzero vertical segment whenever f(x(t), y(t)) < 0. By this reason, and
due to the special role of the line f = 0 mentioned in the previous Section, consider
only initial data (x(t0), y(t0), S(t0)) = (x0, y0, S0) satisfying f(x0, y0) 6= 0, where
S0 has a nonzero initial horizontal segment if f(x0, y0) > 0, and a nonzero initial
vertical segment if f(x0, y0) < 0, any such data will be called admissible.
In what follows, assume the relations (4.9) at the origin x0 = y0 = 0 and the
nondegeneracy condition (4.11).
4.4.2 Systems with fx(0, 0) > 0
Theorem 4.1. Let fx(0, 0) > 0. There is a function ϕ = ϕ(δ) satisfying 0 <
ϕ(δ) < δ such that if, at some moment τ , a trajectory of system (4.8) hits the
line f = 0 at a point (x, y) with 0 < |x| < ϕ(δ) for a sufficiently small δ, then the
trajectory escapes the strip |x| < δ. The x-component of the trajectory is strictly
monotone between the moment τ and the moment τe > τ when the trajectory first
hits one of the lines x = ±δ (hence, the trajectory does not intersect the line f = 0
for τ < t < τe). Moreover, there is a function φ = φ(δ) > 0 satisfying φ(δ) → 0
as δ → 0 such that |dy/dx| < φ(δ) for τ < t < τe as long as 0 < |x| < ϕ(δ).
This Theorem can be explained simply as, any trajectory which hits the line
f = 0 close to the equilibrium value once it crosses this line proceeds almost
horizontally until it escapes the vicinity of the equilibrium. Figure 4.1 presents a
numerical solution of system
(Px)′ = x− y
y′ = x+ y.
This result agrees with the theoretical prediction of Theorem 4.1.
4.4.3 Systems with fx(0, 0) < 0
Theorem 4.2. Let fx(0, 0) < 0, j0 < 0 and fy(0, 0) 6= 0. There is a function
ϕ = ϕ(δ) satisfying 0 < ϕ(δ) < δ such that if, at some moment τ , a trajectory
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Figure 4.1: A numerical solution of system (Px)′ = x − y, y′ = x + y. The
line with the arrow shows the trajectory of the solution, the arrow points in the
direction of the trajectory. The other line is the line for f(x, y) = 0. The Preisach
weight function used for the calculation is µ(α, β) = 1. The initial state of the
Preisach operator is a single horizontal line connected to the edge of the bounding
triangle T .
of system (4.8) hits the line f = 0 at a point (x, y) with 0 < |x| < ϕ(δ) for a
sufficiently small δ, then the trajectory escapes the strip |x| < δ. The x-component
of the trajectory is strictly monotone between the moment τ and the moment
τe > τ when the trajectory first hits one of the lines x = ±δ (hence, the trajectory
does not intersect the line f = 0 for τ < t < τe). Moreover, there is a function
φ = φ(δ) > 0 satisfying φ(δ)→ 0 as δ → 0 such that a trajectory lies in the angle
|fx(0, 0)x + fy(0, 0)y| < φ(δ)|x| for τ < t < τe whenever it hits the line f = 0 at
a point (x, y) with 0 < |x| < ϕ(δ).
This Theorem can be explained simply as, when the trajectory hits the line
f = 0 for this system it proceeds to follow the line f = 0 until it escapes from
the equilibrium. Figure 4.2 presents the results for the system
(Px)′ = −2x+ y
y′ = −x+ y.
This numerical verifies the Theorem 4.2 for the implementation of the triangular
method.
Theorem 4.3. Let fx(0, 0) < 0, j0 > 0 and fy(0, 0) 6= 0. Then any trajectory of
system (4.8) that hits the line f = 0 sufficiently close to the zero equilibrium at
some moment τ , converges to the zero equilibrium, but never reaches it. The x-
component of the trajectory is strictly monotone for t > τ (hence, the trajectory
does not intersect the line f = 0 for t > τ). Moreover, there is a function
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Figure 4.2: A numerical solution of system (Px)′ = −2x + y, y′ = −x + y. The
line with the arrow shows the trajectory of the solution, the arrow points in the
direction of the trajectory. The other line is the line for f(x, y) = 0. The Preisach
weight function used for the calculation is µ(α, β) = 1. The initial state of the
Preisach operator is an initial vertical line connected to a horizontal line which
goes to the edge of the strip bounding triangle T . Here the trajectory starts from
the point (x0, y0) = (0.0001, 0.0001)
φ = φ(δ) > 0 satisfying φ(δ) → 0 as δ → 0 such that |fx(0, 0)x + fy(0, 0)y| <
φ(|x(τ)|)|x| for t > τ .
This Theorem is simplified as, when the trajectory hits the line f = 0 it follows the
line f = 0 towards the zero equilibrium. Figure 4.3 shows numerical simulations
for the system
(Px)′ = −x+ y
y′ = −2x− y.
Again this numerical result agrees with the theoretical result of Theorem 4.3.
4.5 Similarity with slow-fast systems
The behaviour of trajectories of system (4.8) described in Theorems 4.1 - 4.3 after
a trajectory hits the line f = 0 near the zero equilibrium is similar to that of the
slow-fast system
εx′ = f(x, y),
y′ = g(x, y)
(4.14)
with 0 < ε 1. The reason for this similarity is that the factor L(x) in equation
(4.12) equivalent to system (4.8) is small after the trajectory intersects the line
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Figure 4.3: A numerical solution of system (Px)′ = −x + y, y′ = −2x − y. The
line with the arrow shows the trajectory of the solution, the arrow points in the
direction of the trajectory. The other line is the line for f(x, y) = 0. The Preisach
weight function used for the calculation is µ(α, β) = 1. The initial state of the
Preisach operator is a single horizontal line connected to the edge of the bounding
triangle T .
f = 0. Some difference is due to the fact that, when a trajectory moves away
from the line f = 0 after having hit this line, the value of L(x) increases from zero
to positive values, hence it is first smaller than any ε and later it becomes larger
than a sufficiently small ε. For the three examples illustrating Theorems 4.1 –
4.3 in the previous Section, (Px)′ is replaced with εx′ and Figure 4.4 presents
trajectories of the resulting linear systems.
Note that if a trajectory of system (4.8) approaches a neighbourhood of the zero
equilibrium from a distance without hitting the line f = 0, then L(x) is not small
and therefore this part of the trajectory is not similar to trajectories of system
(4.14).
4.6 Conclusions
In this chapter consideration is given to autonomous systems where two scalar dif-
ferential equations are coupled with the input-output relationship of the Preisach
hysteresis operator, which has an infinite-dimensional memory. Examples of such
systems include electric circuits and lumped hydrological models with a hysteretic
constitutive law; they can also appear as components of the recently proposed
models of population dynamics, epidemiology and economics. Here the systems
were examined numerically to test a modification of the triangular method nu-
merical scheme presented in Chapter 3 against known results about the behaviour
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(a) A trajectory of the system εx′ = x −
y, y′ = x + y is similar to the trajectory of
system (Px)′ = x − y, y′ = x + y shown in
Figure 4.1 after the trajectories cross the line
x− y = 0.
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(b) A trajectory of the system εx′ = −2x+y,
y′ = −x + y is similar to the trajectory of
system (Px)′ = −2x+ y, y′ = −x+ y shown
in Figure 4.2 after the trajectories cross the
line −2x+ y = 0.
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(c) Trajectory of the system εx′ = −x + y,
y′ = −2x−y is similar to the trajectory of the
system (Px)′ = −x+ y, y′ = −2x− y shown
in Figure 4.3 after the trajectory crosses the
line −x+ y = 0.
Figure 4.4: Trajectories of the slow-fast ordinary differential systems correspond-
ing to the Preisach systems shown in Figures 4.1-4.3. The initial conditions used
for these solutions are the same as those used in the corresponding system with
the Preisach operator.
of the system near equilibrium. The system has a singularity on the nullcline of
the input variable x of the Preisach operator (which is, simultaneously, the null-
cline of the output); the role of this nullcline is similar to that of a switching line
(surface) in switching systems. In particular, a trajectory makes a corner when
it crosses the nullcline. The theoretical results for this type of system state that
after hitting the nullcline, a trajectory either converges to, or diverges from, the
equilibrium along the nullcline, or escapes from a neighbourhood of the equilib-
rium along the axis of the Preisach operator input variable x. Implementation
of the triangular method for three model systems corresponding to each of the
possible outcomes following hitting the nullcline is shown in this chapter. There
was good agreement between the numerical trajectories obtain from use of the
triangular method and the theoretical behaviour. The results in this chapter fur-
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ther validate the triangular method as a numerical scheme for solving differential
equations containing the derivative of the Preisach operator. The behaviour of
such trajectories is similar to that of trajectories of the slow-fast planar system
with the fast variable x and the critical curve coinciding with the nullcline of the
system with the Preisach operator.
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Chapter 5
Model of a two-phenotype
bacteria
Long-term memory underpins genetic inheritance mechanisms and functioning of
the immune system in higher organisms. Many regulatory networks exhibit com-
plex dynamics and multi-stable states, also linked to memory. There is mounting
evidence that microorganisms such as bacteria which have experienced different
environmental histories may respond differently to their current conditions and
that an environmental memory can grant fitness to bacteria in the evolutionary
game. For example, history dependent behaviour was shown experimentally, and
quantified in the information theory framework, in B. subtilis [89]. Environmen-
tal memory has been shown in DNA methylation in chemotaxing bacteria [90],
genetic and epigenetic phase variation mechanisms in pathogenic bacteria [91,92]
and switch-type bistable systems in regulatory networks [93–96]. Further work
focuses on designing biological memory switches such as a heritable switch with
multiple states which are encoded into the DNA sequence [97].
Simple bacterial systems are an attractive test bed for developing an understand-
ing of adaptation mechanisms which help organisms to survive and improve fitness
in a fluctuating environment. One example is bacteria capable of switching be-
haviour, phenotype, or state in response to fluctuations of external conditions
if different phenotypes are well adapted to different conditions. In particular,
E. coli generate multistability of gene expression states under different perturba-
tions [98–101]. Evidence for the evolution of phenotypic switching both experi-
mentally and theoretically is given in [102–105].
A number of conceptual, technically simple, mathematical models have been pro-
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posed to understand how certain switching strategies can help bacteria to increase
fitness, which is often measured by the net population growth rate. The hybrid
linear differential model proposed in [106] shows that a dynamically heteroge-
neous bacterial population can sometimes achieve a higher growth rate than a
homogeneous one provided that the rate of a transition between phenotypes is
comparable to, or lower than, the rate of variations of the environment. In this
case, bacteria can anticipate sudden fluctuations of the environment by hav-
ing a subpopulation ready in an appropriate phenotype before the environment
changes to a state favouring this phenotype. This effect is more pronounced for
predictable environments, such as periodic, but was also shown to be present for
stochastic environments in narrower parameter ranges [106]. The optimal het-
erogeneous distribution between phenotypes is achieved dynamically by allowing
some positive rate of transitions from the currently most favoured phenotype to
an unfavoured one.
If the rate of transitions between phenotypes is higher than the rate of environ-
ment variations, then, under the assumptions of the model studied in [106], the
maximal fitness is achieved by the responsive switching strategy whereby all the
bacteria switch to the currently most favoured phenotype. However, if the re-
sponsive strategy is penalised, then it can be not optimal. This penalty can be
associated with the cost of sensing the environment as bacteria have to maintain
some sensory machinery in order to respond to changes.
Another linear hybrid differential model, where the cost of sensing was imple-
mented as an explicit reduction in the growth rates, shows that stochastic switch-
ing can confer more fitness to the population than the responsive switching in
slowly varying environments [107]. This result, as well as the results in [106] for
faster environments, support the idea that diversity (heterogeneity) can help im-
prove fitness in varying conditions, which is the view well established in ecology.
Memory can also grant fitness to bacteria. For instance, past phosphate limita-
tion was shown to lead to a faster response to successive periods of phosphate
limitation in E. coli, and this faster response was suggested to be survival en-
hancing [108]. An advantage of using strategies with memory can be shown in
the framework of the game theory [109–111] applied to models where bacteria are
considered as players in an evolutionary game [95,107,112].
Differential models proposed in [106, 107] are memoryless in slowly varying en-
vironmental conditions. In the adiabatic limit when the ratio of environment
variation rate and the switching rate between phenotypes tends to zero, the state
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of the system is completely determined by the state of the environment. In this
chapter, using a modification of the model proposed in [106], I show that a long-
term bistability type memory can increase fitness of bacteria in a stochastically
varying environment. The model includes a cost of switching in the form of a
temporary inhibition of the reproductive activity in bacteria undergoing a tran-
sition to a different phenotype. It is shown that the memory confers fitness when
the rates of the environment variation and switching are comparable. In this
state, the system achieves dynamic heterogeneity, which is consistent with the
results in [106]. However, a static memory in this model persists in the limit of
slow environments. This memory is characterised by a responsiveness parameter
α; the value α = 0 corresponds to a memoryless system.
More specifically, considered is a linear model of a growing population of bacteria,
which respond to variations of external conditions (environment) by switching be-
tween two phenotypes. A demonstration of a possible scenario where memory can
help achieve better fitness is given. The effect of external conditions is modelled
by varying the availability of nutrients and, by this, the growth rate of each phe-
notype; fitness is measured by the average growth rate of the total population. It
is assumed that each phenotype consumes a different type of food, for example,
one consumes lactose, the other consumes glucose. A mixture of the two nutrients
is supplied at a constant rate, while the proportion of the two ingredients in the
mixture, measured by a variable E, varies in time. Bacteria sense changes in E
and thus, by changing to the phenotype for which more food is available, can
potentially increase the growth rate of the population. In this way, the system is
similar to the model studied in [106]. However, instead of the binary environment,
a continuous input E(t) is used and a threshold type response for the bacteria
is assumed. Namely, bacteria decide to switch their phenotype after E passes a
certain threshold value. Importantly, the threshold value E1 for switching from
phenotype one to phenotype two can be different from the threshold value E2
for inverse switching. The equality E1 = E2 corresponds to memoryless bacteria,
while the case E1 6= E2 indicates the presence of memory as a bacterium has to
know (remember) its phenotype in order to decide whether to switch or not at
a certain value of E. This is the type of memory of a non-ideal relay (bistable
switch), see Chapter 2.
Some in vitro experimental studies give evidence that the process of changing
phenotype can be stressful for bacteria. In particular, bacteria may not reproduce
within a period of time preceding, during, or following this process. In these
experiments, a colony of bacteria grown in a Petri dish with one nutrient is
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swapped to a Petri dish with another nutrient. After a period of inactivity, or
a shock, following the swap, bacteria start a transition to the other phenotype
which is better fit for consuming the new type of food. If this is the case, a delay
in growth appears to be a natural cost associated with phenotype switching.
Assuming such a cost in the model, it will be shown that having memory can
be an advantage for bacteria living in a stochastically varying environment. The
memory, by introducing the difference between the thresholds, prevents switching
when E varies in the interval E1 < E < E2 around the value ET = 0.5 with
equally available nutrients. This somewhat conservative strategy may increase
the population’s growth rate as small random fluctuations of E near the point ET
can keep more sensitive (responsive) bacteria, such as memoryless bacteria with
E1 = E2 = ET , or bacteria with E1 ≈ E2 ≈ ET , in a transition non-reproductive
state forever, thus stopping the growth.
5.1 Mathematical model
The following model of two phenotype bacteria residing in a discretely switching
binary environment was presented in [106]
x˜′ = γ1x˜− κ1x˜+ κ2y˜ (5.1a)
y˜′ = γ2y˜ − κ2y˜ + κ1x˜ (5.1b)
Here the function x˜ = x˜(t) is the population of bacteria in one of the phenotypes
and y˜ = y˜(t) is the population in the other phenotype. The parameters γ1 and γ2
describe the growth rate of the phenotypes x˜ and y˜, respectively, in the current
environmental state. The parameters κ1 and κ2 give the transition rates between
the two phenotypes based on the current environmental state. The values of the
parameters γ1, γ2, κ1 and κ2 change whenever the environment changes state.
In order to visualise the behaviour of these parameter see Figure 5.1 where the
effect of switching from environmental state 2 to state 1 is represented.
In this work, examination is made of the case where the environment changes
continuously within an interval of values, as opposed to discretely as in the case
of [106]. I introduce the continuous variable E to denote which of the environ-
mental states the system is currently in. The value E is a measure of the relative
abundance of one saturated environmental state over the other saturated state
in the current intermediate (mixed) state. For example, if the environmental
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E
Γ1
(a) The effect on the parameter γ1 as the
environment changes to the state preferred
by population x.
E
Γ2
(b) The effect on the parameter γ2 when the
environment becomes the state unfavoured
by population y.
E
Κ1
(c) The effect on the parameter κ1 as the
environment changes to the state preferred
by population x.
E
Κ2
(d) The effect on the parameter κ2 when the
environment becomes the state unfavoured
by population y.
Figure 5.1: Representation of the effect of a change in the environment from
state 2 to state 1 on the parameters γ1, γ2, κ1 and κ2 of the model (5.1).
conditions that are being considered were a glucose/lactose mix, then E would
tell us how much glucose there was compared to lactose. Some definitions about
the value of the variable E are as follows; the case of E ≤ 0 is chosen to be the
case where the phenotype x˜ is fully favoured, that is the growth rate of x˜ is at its
maximum and the growth rate of y˜ is at its minimum. Similarly, for E ≥ 1 is the
case that where the phenotype y˜ is fully favoured. Intermediate values of E give
rise to partial favouring of one phenotype over the other. The value E = 0.5 is
defined as the environmental threshold, ET , the point at which both phenotypes
are equally favoured, that is there is an equal mix of each environmental state
and each phenotype grows at the same rate.
In the case of a discrete (binary) environment, like that considered in [106], it
is realistic to assume that the growth rates of the two phenotypes are discrete
as well and switch each time the environment switches state. Since in this work
gradual changes of the environment between its continuous states are assumed
and that there is only a partial favouring of one phenotype over the other, it
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seems natural to use functions that change the growth rate gradually as the
environment fluctuates. With this in mind, replace γ1 and γ2 in the model (5.1)
with the functions Γ1(E) and Γ2(E) given by
Γ1(E) =

γunfit + σ E ≤ 0
γunfit + σ(1− E) 0 < E < 1
γunfit E ≥ 1
(5.2)
Γ2(E) =

γunfit E ≤ 0
γunfit + σE 0 < E < 1
γunfit + σ E ≥ 1
(5.3)
where γunfit is the growth rate when the phenotype is unfavoured by the environ-
ment and σ is the benefit for the environment being in the state that is preferred
by the phenotype, see Figure 5.2.
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(a) How the function Γ1(E) varies as the
value of E is changed from -0.15 to 1.15.
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(b) How the function Γ2(E) varies as the
value of E is changed from -0.15 to 1.15.
Figure 5.2: Representation of the functions Γ1(E) and Γ2(E) given by the equa-
tions (5.2) and (5.3).
A positive transition rate κ from the phenotype that is unfavoured by the envi-
ronment to the favoured phenotype is assumed, and a zero transition rate from
the favoured phenotype. The transition rate changes when the environmental
state E reaches a threshold value. That is the parameters κ1 and κ2 in (5.1) are
step functions of the variable E,
κ1(E) =
 0 E ≤ ET + ακ E > ET + α (5.4)
κ2(E) =
 κ E ≤ ET − α0 E > ET − α (5.5)
where α is a parameter which measures the bacteria’s responsiveness to changes
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in the environmental input, it behaves as a shift in the environment threshold at
which the transition rates change. Note that if α > 0 then no transitions occur
as long as ET − α < E(t) < ET + α.
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(a) κ1(E).
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(b) κ2(E)
Figure 5.3: The behaviour of the functions κ1(E) and κ2(E) given by a equations
(5.4) and (5.5) for a positive value of the parameter α.
These modifications give the model
x˜′ = Γ1(E)x˜− κ1(E)x˜+ κ2(E)y˜ (5.6a)
y˜′ = Γ2(E)y˜ − κ2(E)y˜ + κ1(E)x˜ (5.6b)
This model is the starting point of the analysis and is presented as a frame of
reference for an extended model considered below.
5.2 Analysis of the initial model
If the total population of bacteria as a function of time is N(t) that is N = x˜+ y˜
then for the model (5.6) the rate of change of the population is
N ′ = Γ1(E)x˜+ Γ2(E)y˜
If this system was regarded as growing at an average growth rate λ then the
population at a time t would be given by N = N0eλt. The average growth rate
for system (5.6) is
λ = lim
t→∞
1
t
∫ t
0
(Γ1(E)x+ Γ2(E)y)dτ (5.7)
where x and y are the fractional populations of the phenotypes x˜ and y˜ and Γ1(E)
and Γ2(E) are the growth rates of these phenotypes.
In order to facilitate numerical simulation of the model a change of variables
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is performed and instead consideration is given to the population of bacteria of
a given phenotype in terms of its fraction of the total population. Define the
population x as the fraction of total population currently in the phenotype x˜
that is
x = x˜
N
thus this change of variable gives that
x′ =
(
x˜
N
)′
= 1
N
x˜′ − x˜
N2
N ′
= 1
N
(Γ1(E)x˜− κ1(E)x˜+ κ2(E)y˜)− x
N
(Γ1(E)x˜+ Γ2(E)y˜)
= Γ1(E)x− κ1(E)x+ κ2 y˜
N
− Γ1(E)x2 − Γ2(E)x y˜
N
x′ = Γ1(E)(1− x)x− κ1(E)x+ κ2(E) y˜
N
− Γ2(E)x y˜
N
.
Define the population y as the fraction of the total population in the phenotype
y˜ that is
y = y˜
N
which gives the change of variables
y′ =
(
y˜
N
)
= 1
N
y˜′ − y˜
N2
N ′
= 1
N
(Γ2(E)y˜ − κ2(E)y˜ + κ1(E)x˜)− y
N
(Γ1(E)x˜+ Γ2(E)y˜)
= Γ2(E)y − κ2(E)y + κ1(E)x− Γ1(E)xy − Γ2(E)y2
y′ = Γ2(E)(1− y)y − κ2(E)y + κ1(E)x− Γ1(E)xy.
This gives the model for numerical simulation as
x′ = γ1(E)(1− x)x− κ1(E)x+ κ2(E)y − γ2(E)xy (5.8a)
y′ = γ2(E)(1− y)y − κ2(E)y + κ1(E)x− γ1(E)xy (5.8b)
What is of interest for this model is to examine what effect there is on the average
growth rate of the system when changes to the responsiveness parameter α of the
functions κ1(E) and κ2(E) are made. Only the case of symmetric shifts in the
switching thresholds is taken for consideration, that is if the threshold is adjusted
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by an amount α then the switching threshold of κ1(E) is ET +α and the switching
threshold of κ2(E) is ET − α, see equations (5.4) and (5.5) for reference.
The system will be considered for two different environmental inputs. The first
environmental input consider will be the periodic input given by
E = 12(sin t+ 1). (5.9)
The second input that is being examined is chosen to vary as a stochastic single
well potential centered at the value ET . Thus this environmental input for the
system (5.8) is given by
dE = −a(E − ET )dt+ dWt (5.10)
where Wt is the Wiener process and a is a parameter determining the steepness
of the well potential. As the mean value of E equals ET = 0.5, in the absence of
any stochastic fluctuations both phenotypes grow at the same rate. Numerical
confirmation that the system (5.8) converges to an average growth for the two
environmental inputs that are being considered is shown in Figure 5.4. Since the
system converges to an average growth rate for both environmental inputs then
the examination of the system in the proposed manner is justified.
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(a) Convergence to the average growth rate
for the system (5.8) for the periodic environ-
mental input given in (5.9).
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(b) Convergence to the average growth rate
for the system (5.8) for the stochastic envi-
ronmental input given in (5.10).
Figure 5.4: Convergence of the system (5.8) to an average growth rate for two
different environmental inputs. The parameters used in the simulation were x0 =
0.5, y0 = 0.5, γunfit = 0.1, σ = 1, κ = 1.5, a = 1 and α = 0.
The value of α is varied over the range (−3, 3). A negative value of α means that
the bacteria begin to change before the environment has stopped favouring their
phenotype. Switching in this region will be referred to as predictive switching as
the bacteria attempt to predict changes in the environment before they occur. A
zero value of α means that the bacteria switch phenotype when the environment
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starts to favour the other phenotype marginally stronger. Switching at this value
will be called environmental switching, or memoryless switching, as the bacteria
switch each time the environment passes the point E = ET . A positive value
of α means that the bacteria do not switch until a sufficient bias for the other
phenotype has been created in the environment. This switching scheme is called
delayed switching as the bacteria delay changing phenotypes until there is a strong
favouring of the other phenotype. A positive value of α introduces memory
into the system as the response of the bacteria to variations of the environment
depends on their state (phenotype).
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(a) Results for the stochastic environmental
input given by (5.10)
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(b) Results for the periodic environmental in-
put given by (5.9)
Figure 5.5: Plots of the average growth rate obtained by averaging 20 simulations
of the system of equations given in equation (5.8) for different α values. The blue
line corresponds to κ = 0 when there are no transitions between phenotypes.
The green, black and red lines are for κ = 0.3, 2.6, 100 respectively. The other
parameters used in the simulations are γunfit = 0.1, σ = 1 and a = 1. The initial
populations were x0 = 0.5 and y0 = 0.5.
The results obtained for this system are shown in Figure 5.5. In this figure the
blue line represents the results obtained for κ = 0, the case of no flow between
phenotypes. In this situation the system has a steady average growth rate close
to the arithmetic mean 0.6 of the values used for Γ1 and Γ2. The other three
curves correspond to κ = 0.3, κ = 2.6 and κ = 100.
In the case of the stochastic input given by (5.10) there is a distinct peak in the
average growth rate when transitions between the two phenotypes are allowed
(that is for κ > 0), see Figure 5.5a. It is of note that the peak in the curves for
low transition rates occurs for α < 0, that is the system begins the switching of
phenotypes before the environment changes which phenotype it favours. As the
transition rate increases there is a shift in the location of the peak to α = 0, that
is the system undergoes switching at the same moment as the environment starts
to favour one phenotype over the other. This behaviour suggests that the best
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strategy for bacteria which switch slowly is to attempt to predict the environment
by use of the predictive switching since it will take them a long time change the full
population to the new phenotype, while the bacteria who can change phenotype
faster will grow better if they use the environmental switching.
In Figure 5.5a the curves for κ = 0.3, κ = 2.6 and κ = 100 converge to the blue
curve as α → +∞. This occurs because the value of α is sufficient so that the
environmental input rarely alters the value of the functions κ1 and κ2. Since in
this region α is positive, both κ1 and κ2 are nearly always zero and the majority
of bacteria never transition phenotype. In this region the plots of λ for non-zero
values of κ tend to that obtained for κ = 0 as α increases.
In the case of α → −∞ there is a different result, here the threshold values are
sufficient so that the environmental input is also rarely able to alter the functions
κ1 and κ2. Since α is negative and the thresholds of κ1 and κ2 are rarely crossed
the majority of bacteria are nearly always transitioning phenotype. This is similar
to introducing a back flow to the model as was considered in [106]. Here for a
low transition rate the average growth rate is higher than that obtained for no
transitions between states. As the transition rate is increased the average growth
rate is less than that obtained for no transitions. This result for the model with
a continuous environmental input is the equivalent of the result obtained in [106]
for the model with a binary environmental input which showed that for certain
value of the transition rate the average growth rate could be maximised by having
a transition into the unfavoured phenotype.
In the case of the periodic environmental input given by (5.9), see Figure 5.5b, the
predictive switching strategy is nearly always the optimal strategy. However when
the bacteria can transition extremely fast so that the population in one pheno-
type nearly instantly transitions to the other phenotype then the environmental
switching strategy becomes the more favourable strategy.
5.3 Extension of the model
The model described by equation (5.8) does not include any form of a penalty
for bacteria changing from one phenotype to the other. This would be a justifi-
able assumption in particular for the case where the time taken for the bacteria
to change phenotype is shorter than the time between the occurrence of these
transitions as is the case studied in [106]. Considered here is the alternative case
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where a cost for the transition is incorporated into the model. This cost is as-
sumed to be that when a bacterium begins to change phenotype it undergoes a
period of shock during which it does not reproduce.
In order to encapsulate this idea I introduce two additional groups for the bacteria
population, z˜ and w˜, which represent intermediate states in the transition from
phenotype x˜ to the phenotype y˜ and vice versa, respectively. That is when a
bacterium in the phenotype x˜ undergoes a transition to the phenotype y˜, it first
enters the population z˜ and spends a period of time in this group where it does
not reproduce. The bacterium then moves from the group z˜ to the phenotype y˜.
The group w˜ works in a similar manner for transitions from the phenotype y˜ to
the phenotype x˜ this gives the new model
x˜′ = Γ1(E)x˜− κ1(E)x˜+ δ2w˜ (5.11a)
y˜′ = Γ2(E)y˜ − κ2(E)y˜ + δ1z˜ (5.11b)
z˜′ = κ1(E)x˜− δ1z˜ (5.11c)
w˜′ = κ2(E)y˜ − δ2w˜ (5.11d)
where Γ1(E) and Γ2(E) are given by equations (5.2) and (5.3); κ1(E) and κ2(E)
are the step functions given by equations (5.4) and (5.5) with the jumps occurring
at E = ET + α and E = ET − α, respectively; and the parameters δ1 and δ2
represent the inverse of the average shock period that the bacteria undergo for
changing phenotypes.
5.4 Examination of the extended model
The same analysis carried out before is applied to the extended model. Initially
only consideration is given to the stochastic environmental input given by (5.10).
For numerical implementation of the system (5.11) a change of variables needs
to be performed in order to consider the fraction of the total population in each
population group. To that end introduce the variables x, y, w and z which are
defined as
x = x˜
N
, y = y˜
N
, w = w˜
N
, z = z˜
N
where N is the total population given by N = x˜+ y˜+ w˜+ z˜. Note that changing
the definition of N in this manner does not change the value of N ′ since the
populations z˜ and w˜ do not add to the bacteria’s growth rate and as a result the
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value of the average growth rate λ is still given by (5.7). This change of variables
gives for the phenotype x˜ that
x′ =
(
x˜
N
)′
= 1
N
x˜′ − x˜
N2
N ′
= Γ1(E)x− κ1(E)x+ δ2w − Γ1(E)x2 − Γ2(E)xy
x′ = Γ1(E)(1− x)x− κ1(E)x+ δ2w − Γ2(E)xy
and for the phenotype y˜
y′ =
(
y˜
N
)′
= 1
N
y˜′ − y˜
N2
N ′
= Γ2(E)y − κ2(E)y + δ1z − Γ2(E)y2 − Γ1(E)xy
y′ = Γ2(E)(1− y)y − κ1(E)x+ δ1z − Γ1(E)xy.
The population group w˜ becomes
w′ =
(
w˜
N
)′
= 1
N
w˜′ − w˜
N2
N ′
w′ = κ2(E)y + δ2w − Γ1(E)wx− Γ2(E)wy.
Finally the population z˜ is
z′ =
(
z˜
N
)′
= 1
N
z˜′ − z˜
N2
N ′
z′ = κ1(E)x+ δ1z − Γ1(E)zx− Γ2(E)zy.
These give the model for simulation as
x′ = Γ1(E)(1− x)x− κ1(E)x+ δ2w − Γ2(E)xy (5.12a)
y′ = Γ2(E)(1− y)y − κ1(E)x+ δ1z − Γ1(E)xy (5.12b)
w′ = κ2(E)y + δ2w − Γ1(E)wx− Γ2(E)wy (5.12c)
z′ = κ1(E)x+ δ1z − Γ1(E)zx− Γ2(E)zy (5.12d)
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For simplicity the average shock period undergone by bacteria is assumed to be
the same in each direction that is δ1 = δ2 = δ.
A comparison of Figures 5.5a and 5.6 shows that there is a big effect on the model
by the introduction of the switching cost in this form. In order to explain the
effects present; the plot is divided into 3 regions. Take α ≤ −1 as region 1 and
α ≥ 2 as region 2 and −1 < α < 2 as region 3. As in the case of the Figure
5.5a the blue line represents the results for κ = 0, the case where no transitions
between the phenotypes occur. As before the average growth rate in this case is
close to the arithmetic mean of Γ1 and Γ2 for the chosen parameter values. Any
variabilities in the lines in the plot are a result of the stochastic nature of the
input to the system and should be eliminated by the inclusion of more simulations
and by increasing the time length of the simulations.
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Figure 5.6: Plots of the average growth rate (5.7) obtained by averaging 20
simulations of the system (5.12) for different α values. The blue line corresponds
to κ = 0 when there is no flow between phenotypes. The green, black and red
lines are for κ = 0.5, 1, 1.5, respectively. Parameters σ = 1, a = 1, γunfit = 0.1
are the same as in Figure 5.5; δ = 1. The initial population values were x0 = 0.5,
y0 = 0.5, w0 = 0 and z0 = 0. The environmental input had the initial condition
E0 = 0.
In region 1 it can be seen that increasing the value of κ causes the average growth
rate of the system to tend to zero rapidly. For the green, black and red lines the
absolute value of α is sufficiently large so that the environmental input E rarely
reaches the thresholds of κ1 and κ2. Since α is negative and the thresholds of
the functions κ1 and κ2 are rarely reached the majority of the bacteria are nearly
always in a transition state. The higher the transition rate κ becomes the greater
the percentage of the total population that gets stuck in the intermediate groups
z and w which do not add to the growth of the system resulting in the average
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
71 Stephen McCarthy
5. Model of a two-phenotype
bacteria 5.4 Examination of the extended model
growth rate, λ, tending to zero. While not shown in Figure 5.6 for low transition
rates it is possible to have the growth rate maximised by having a back flow into
the unfavoured phenotype present as was found for the system (5.8).
In region 2 the value of α is also sufficient so that the environment rarely alters
the value of the functions κ1 and κ2. Since in this region the value of α is positive
the functions κ1 and κ2 are nearly always zero valued and thus the majority of
bacteria remain in the non-transition states x and y. As the value of α is increased
in this region the plots of λ for non-zero values of κ tend to that obtained for
κ = 0.
The results obtained in region 3 are the most interesting. In this region each
of the lines corresponding to a non-zero value of κ has a distinct peak average
growth rate for some α > 0. This means that the population achieves the max-
imum average growth rate by adopting the delayed switching strategy. That is
bacteria delay from switching their current phenotypes until the environment has
a higher preference for the other phenotype than that given by just crossing the
environmental threshold ET . The benefit of this delayed switching arises from
the elimination of any unnecessary switching that may occur as the environment
stochastically varies. This unnecessary switching would be the result of the en-
vironmental input crossing the threshold ET and then quickly switching back.
5.4.1 Effects of altering the parameters of the model
Now examination is performed on the response of the system (5.12) to variations
of the model parameters δ, which controls how long bacteria stay in the non-
reproductive delay groups; the difference of the growth rates of a favoured and
unfavored phenotypes σ; and, the steepness of the potential well a, which controls
fluctuations of the environment. The results are presented in Figures 5.7 and 5.8.
Examining the plots showing the dependence λ(α) in Figure 5.7a for several
values of the steepness of the potential well of the environmental input, a, it can
be seen that as the well becomes steeper and the environmental input is forced to
spend more time around the environmental threshold ET , the value of the peak
in the average growth rate λ decreases. When the well becomes sufficiently steep,
the peak is lost and the average growth rate maximum converges to the value
γunfit+0.5σ of the average growth rate of the system with no transitions between
phenotypes.
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(a) The effect of changing the steepness of
the potential well, a. The blue, back, and red
lines are for a = 2, 5, 21, respectively. Other
parameters are σ = 4, κ = 2.6, δ = 1 and
γunfit = 0.1.
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(b) The effect of altering the average delay
time, 1/δ. The blue, black, and red lines are
for δ = 2.8, 5.3, 10.3, respectively. The solid
coloured lines are for κ = 2.6, the dashed
lines are for κ = 100. The gray lines connect
the maxima of the curves for different values
of the parameter δ. Other parameters are
σ = 1, a = 1 and γunfit = 0.1.
Figure 5.7: The effect of changes in the parameters a and δ of model (5.12) on the
average growth rate of the population, λ, and the optimal value of the threshold
parameter α, which maximizes λ.
Figure 5.7b shows the effect that variations in the length of the delay characteristic
times, 1/δ, have on the graphs λ(α). Increasing the value of δ is equivalent to
shortening the time a bacterium in transition spends in the non-reproductive
state (groups z and w). For increasing values of δ the peak of the average growth
rate moves left towards α = 0. This result is to be expected as shortening the
delay period is equivalent to returning to model (5.8) without delay.
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Figure 5.8: Results of modifying the benefit to the growth rate for being the
favoured phenotype, σ, for model (5.12). The blue, black, and red lines corre-
spond to σ = 2, 4, 8, respectively. Other parameters are κ = 2.6, δ = 1, a = 1
and γunfit = 0.1.
Finally, in Figure 5.8, the parameter σ is varied, which controls the benefit to
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the growth rate that bacteria in a favoured phenotype gain over bacteria in the
unfavoured phenotype. Increasing the value of σ has an effect similar to that of
shortening the delay period by increasing δ. This result can be understood if σ
is viewed as a penalty for being in the wrong phenotype when the environment
changes. When the penalty becomes sufficiently high it is no longer worth de-
laying changing phenotype and becomes better to change with the environment
using the memoryless responsive strategy.
Alterations to the parameter γunfit, the growth rate of the unfavoured phenotype,
simply causes a translation of the plots up the λ axis; that is, γunfit is an additive
constant to the average growth rate.
5.4.2 Other environmental inputs
In this Section, the response of the model (5.12) to environmental inputs different
from (5.10) is explored. Two alternative inputs are presented here: a stochastic
motion in a double well potential defined by the stochastic differential equation
dE =
(
2(E − ET )− 8(E − ET )3
)
dt+ dWt; (5.13)
and the periodic input given by (5.9).
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(a) Results for the stochastic input (5.13).
The blue, black, and red lines correspond to
κ = 0.2, 4.7, 9.2, respectively.
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(b) Results for the periodic environmental in-
put. The blue, black, and red lines are for
κ = 0.45, 0.7, 1.7, respectively.
Figure 5.9: Dependence of the average growth rate λ on the parameter α for
alternative environmental inputs to model (5.12). Parameters σ = 1, γunfit = 0.1
and δ = 1 are the same as in Figure 5.6. The initial population values were
x0 = 0.5, y0 = 0.5, w0 = 0 and z0 = 0.
Figure 5.9a presents data obtained for the stochastic input (5.13). This figure
shows that if the transitions rate κ is low, then the average growth rate is maxi-
mized by α = 0. As the transition rate increases, the peak in the average growth
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rate shifts to the region of positive α, that is the delayed strategy based on mem-
ory of the state grants more fitness than the memoryless strategy. The result is
similar to that obtained for the stochastic environmental input (5.10) generated
the single well potential, see Figure 5.6.
The plot in Figure 5.9b was obtained for the periodic input given by equation
(5.9), which represents a fully predictable deterministic pattern of environment
variations. The blue curve corresponds to a low transition rate κ. From Figure
5.9b it is clear that the graph λ(α) follows a complex profile as α is varied from
the region α < −0.5, where the transition rates κ1,2(E) are always equal to
κ, to the region α > 0.5, where there are no transitions between the phenotypes
(κ1,2(E) = 0). The average growth rate λ has a local peak for an α < 0. However,
the value of λ at the peak is less than the growth rate γunfit + 0.5σ, which is
achieved for α > 0.5 by the regime without transitions. The local peak value of
λ increases with increasing κ. At κ ≈ 0.7, the peak is the same height as the
average growth rate for the region α > 0.5 (the black line in Figure 5.9b). For
larger κ, the maximum average growth rate is achieved for α < 0. As κ increases
further, the peak in the region α < 0 is shifted towards α = 0. The peak at a
negative value of α means that the growth rate is maximized by the predictive
switching strategy. This result is in line with findings in [106]. However, for this
model the value of κ should be large enough to favour the predictive strategy;
otherwise, the negative effect of the switching cost dominates and the strategy
forbidding transitions between the phenotypes becomes optimal.
5.5 Introduction of transitions to the favoured
phenotype
This section considers the effect of allowing transitions into the unfavoured phe-
notype to occur, that is equations (5.4) and (5.5) are modified to instead be
κ1(E) =
 φ E ≤ ET + ακ E > ET + α (5.14)
κ2(E) =
 κ E ≤ ET − αφ E > ET − α (5.15)
where κ remains as before the transition rate to the favoured phenotype and φ
is the rate of transitions from the phenotype favoured by the environment to the
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phenotype unfavoured by the current environmental condition.
In [106] it was shown that in a discrete periodic environment the model (5.1)
the average growth rate of the bacteria for a range of values of κ was maximised
by a value of φ > 0, that is the average growth rate was maximised by allowing
transitions into the unfavoured phenotype.
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Figure 5.10: Plot of the value of transition rate to the unfit phenotype that
maximises the average growth rate for a given value of κ for the model (5.11).
The blue line corresponds to σ = 1. The green line to σ = 2, the black line to
σ = 3 and the red line to σ = 4. The other parameters used in the simulation
were γunfit = 0.1, δ = 1, α = 0.
Figure 5.10 shows the value of φ as a function of κ which maximises the average
growth rate for the system (5.12) with the periodic environmental input given
by (5.9) for the memoryless system (α = 0) for different values of σ. This figure
shows that for values of σ ≥ 1 then there is a value of κ below which the average
growth rate is maximised by a value of φ > 0 (the range of κ values depends
on the value of σ, for example σ = 1 the range is 0 ≤ κ ≤ 0.01). This means
that the result of [106] still hold when the environmental input is considered as a
continuous variation and a penalty for transitioning bacteria is applied, although
the range of κ values that benefit from a non-zero value of φ is significantly
reduced.
Figure 5.11 shows the dependence of the average of growth rate λ on α for different
values of the parameter φ for the system (5.12) with the stochastic input given
by equation (5.10). The blue line shows the case for φ = 0, that is it is the result
obtained when only transitions are allowed from the unfavoured phenotype to
the favoured phenotype, this is the same as the system previously studied and
is presented as a frame of reference for the rest of Figure 5.11. The green and
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Figure 5.11: Plots of the average growth rate (5.7) obtained by averaging 20
simulations of the system (5.12) for different α values. The blue line corresponds
to φ = 0 when there is only flow from the unfavoured to the favoured phenotype.
The green, black and red lines are for φ = 0.3, 1, 2.6, respectively. Parameters
σ = 2, a = 1, γunfit = 0.1, κ = 2.6 and δ = 1. The initial population values were
x0 = 0.5, y0 = 0.5, w0 = 0 and z0 = 0. The environmental input had the initial
condition E0 = 0.
black lines correspond to the cases φ = 0.3, 1 respectively. Examination of Figure
5.11 shows that for the chosen parameter values the introduction of a flow into
the unfavoured phenotype alters the observed dynamics. For φ > 0 the distinct
peak value of α which maximises the average growth rate is lost, instead there is
a value of α1 > 0 where the average growth rate λ remains constant for α ≥ α1.
With the chosen parameter set the average growth rate decreases as the value of
φ is increased, for the chosen parameter values the average growth is maximised
by φ = 0. The red line for φ = 2.6 is almost perfectly horizontal across the range
of α values, this is because for this line φ = κ so for all values of α the transition
rates are the same.
5.6 Multi-species model
5.6.1 Model equations
In the previous sections of this chapter it was shown that if bacteria delay switch-
ing between phenotypes it can help them to achieve a higher average growth rate
in a stochastic environment in model (5.12). If bacteria maximise the average
growth rate by having a delay of α on the environmental threshold, then in the
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case of a transition rate κ which is sufficiently high enough so that the whole pop-
ulation in a given phenotype transitions instantaneously to the other phenotype
and a brief shock period, that is a high value of δ, the dynamics of the state that
bacteria are in can be modelled by the non-ideal relay, Rα, with thresholds −α, α,
output values ±1, and input E; for a discussion of the dynamics of the non-ideal
relay, see Chapter 2. When Rα = 1, the bacteria is in the state (phenotype) which
favours the nutrient F1; if Rα = −1, then the bacteria favours the nutrient F2.
Adopting this model for the states of the bacteria, now consider a collection of
populations of bacteria with different thresholds α sharing the same food supply.
The density of bacteria with the threshold α at a moment t is denoted by n(t, α).
The assumption is made that a bacterium can sporadically change its threshold
α. The resulting variability in α is modelled by a diffusion process. Additional
diffusion of the thresholds can occur in the birth process under the assumption
that a bacterium with a threshold α can produce offspring with different thresh-
olds, for example, according to the Gaussian distribution centered at α. With
these assumptions, consider the following model of evolution of bacteria and food,
∂n
∂t
= k∆n+ 12(1 +Rα(p;R
0
α))nF1 +
1
2(1−Rα(p;R
0
α))nF2, (5.16a)
dF1
dt = −
1
2F1
∫ α
α
(1 +Rα(p;R0α))n dα, (5.16b)
dF2
dt = −
1
2F2
∫ α
α
(1−Rα(p;R0α))n dα. (5.16c)
Here all the non-ideal relays have the same input p = E−ET where E = F1/(F1+
F2) which is the current proportion of the nutrient F1 in the total supply of
nutrients, ET = 0.5 as before; the state Rα(p;R0α) of the non-ideal relay Rα is a
binary function of time; R0α denotes the initial state of this relay; k is the rate at
which the diffusion of the thresholds in the birth process occurs; 12(1 + Rα)F1n
is the growth rate for bacteria in the state 1; and, 12(1 − Rα)F2n is the growth
rate for bacteria in the state −1. Both growth rates are proportional to the
population density with the coefficient of proportionality scaled to unity. The
rate of consumption of food in the equation for Fi = Fi(t) is proportional to
the total number of bacteria in the phenotype eating this type of food, hence the
integral (the coefficient of proportionality is also set to unity for simplicity); α and
α are the lower and upper bounds on available threshold values, respectively. A
certain amount of food is available at the initial moment; the food is not supplied
after that moment. The assumption is made that bacteria do not die but stop
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growing when all the food has been consumed.
In model (5.16), it is assumed that for a given α all the bacteria with this α value
are in the same state at a particular time moment. That is, n(t, α) is the total
population of bacteria with the threshold α at the moment t and they are all in
the same state. It means that when a bacterium with a threshold α′ sporadically
changes its threshold to a different value α, it simultaneously copies the state
from other bacteria which have the threshold α. In particular, this may require
a bacterium to change the state when its threshold changes.
To complete the model, the α values of bacteria are restricted to a selected region
α ≤ α ≤ α and so apply the Neumann boundary conditions
∂n
∂α
= 0, α = α, α
to system (5.16). Replacing the variables F1, F2 with the new variables F =
F1 + F2, the total food, and p = E − ET = F1/(F1 + F2)− 0.5, the deviation of
the fraction of the food F1 from 0.5,
dF
dt =
dF1
dt +
dF2
dt
= −12F1
∫ α
α
(1 +Rα(p;R0α))ndα−
1
2F2
∫ α
α
(1−Rα(p;R0α))ndα
= −12(F1 + F2)
∫ α
α
ndα− 12(F1 − F2)
∫ α
α
nRα(p;R0α)dα
dF
dt = −
1
2F
∫ α
α
ndα− pF
∫ α
α
nRα(p;R0α)dα
dp
dt =
1
F1 + F2
dF1
dt −
F1
(F1 + F2)2
(
dF1
dt +
dF2
dt
)
= − F12F
∫ α
α
n(1 +Rα(p;R0α))dα +
F1
2F
∫ α
α
ndα + pF1
F
∫ α
α
nRα(p;R0α)dα
= F1
F
(
p− 12
) ∫ α
α
nRα(p;R0α)dα
=
(
p+ 12
)(
p− 12
) ∫ α
α
nRα(p;R0α)dα
dp
dt =
(
p2 − 14
) ∫ α
α
nRα(p;R0α)dα
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Which gives the following system which is equivalent to the system (5.16)
∂n
∂t
= k∆n+ 12Fn+ pFnRα(p;R
0
α), (5.17a)
dF
dt = −
1
2F
∫ α
α
n dα− pF
∫ α
α
nRα(p;R0α) dα, (5.17b)
dp
dt = (p
2 − 14)
∫ α
α
nRα(p;R0α) dα. (5.17c)
The last integral in the second equation and the integral term in the last equation
are the Preisach operator with the input p = p(t) and the time dependent density
function n(t, α) concentrated on the bisector β = −α of the Preisach half-plane,
Chapter 2.
5.6.2 Results for the multi-species model
The distribution of phenotypes for different threshold values after long time sim-
ulation of system (5.17) is shown in Figures 5.12 and 5.13. In each simulation,
the distribution, which at any point in time is a binary function of α, stabilises
to some stationary limit profile. Initially, all the non-ideal relays were set to be
in the state R0α = 1, α ≤ α ≤ α. The initial population density n(0, α) was set
to a non-zero value at the point α = α and to zero in all the other nodes of the
α-mesh; that is, all the population initially consisted of bacteria with the largest
threshold. The food supply was equally distributed between the food types F1
and F2, that is the initial value of p was p(0) = 0.
(a) The initial food supply F (0) = 10 and
the diffusion rate k = 0.1.
(b) The initial food supply F (0) = 100 and
the diffusion rate k = 0.1.
Figure 5.12: Stationary limit distribution of the states of the relays after long
time simulation of the system (5.17) in case of faster diffusion. The range of
available thresholds is [α, α] = [0, 0.5].
By comparing Figures 5.12a and 5.13a, it is shown that with the decrease of the
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diffusion rate, k, the limit distribution takes on a different form. In the case of
faster diffusion between populations with different α, the phenotypes split equally
into two regions, those in the region 0 ≤ α ≤ 0.25 are in the state −1 and those
in the region 0.25 < α ≤ 0.5 are in the state 1. In the case of slower diffusion,
observation is made of a more oscillatory pattern in the limit distribution. In
both cases, the density n converges to the same constant value.
(a) The initial food supply F (0) = 10 and
the diffusion rate k = 0.001.
(b) The initial food supply F (0) = 100 and
the diffusion rate k = 0.001.
Figure 5.13: Stationary limit distribution of the states of the relays after long
time simulation of the system (5.17) in case of slower diffusion. The range of
available thresholds is [α, α] = [0, 0.5].
Figures 5.12b and 5.13b show the changes in the distribution caused by increasing
the initial food supply. Increasing the initial food supply increases the number
of oscillations in the distribution of the relays. Decreasing the diffusion rate has
a greater effect on causing the distribution to take on an oscillatory pattern.
5.7 Conclusions
In this chapter a model for two phenotype bacteria with a cost for transitioning
between phenotypes was developed and the model shows that, in an environ-
ment that varies stochastically, the average growth rate of the system could be
maximised by the bacteria delaying the phenotype switching until there was a
stronger favouring of the other phenotype. Dynamics of the optimal system can
be interpreted as a kind of a probabilistic memory switch, or relay, driven by
a varying input (environment). The standard deterministic non-ideal relay Rα
switches from state −1 to state 1 when the input reaches the threshold value
α, and switches back when the input achieves the value −α; transitions in both
directions are instantaneous. Define the switching rules for the probabilistic relay
as follows: The relay does not switch from state −1 to state 1 as long as the input
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satisfies p < α. When p ≥ α, assume a positive transition probability rate κ for
transitioning from −1 to 1 (that is, the exponential distribution of the resident
time in state −1 before switching, as in the Poisson process). Similarly, there is
no switching from state 1 to −1 as long as p > −α; and, the transition probability
rate κ > 0 when p ≤ −α.
Model (5.12), also has intermediate states, so that when the relay departs from
state −1 (or, 1), it spends a period of time in the intermediate state before ar-
riving in state 1 (state −1, respectively). A similar behaviour of the probabilistic
relay can be achieved by adding two intermediate states A and B; assuming the
transition probability rate κ > 0 from state −1 to A when p ≥ α and zero prob-
ability rate from −1 to A for p < α; assuming a positive probability rate δ1 from
A to 1 (independent of the value of p); and, similarly, assuming the transition
probability rate κ from state 1 to B when p ≤ −α, zero probability rate from 1 to
B for p > −α, and a positive probability rate δ2 from B to −1 independent of p.
With this modification, the evolution of the probabilities to find the probabilis-
tic non-ideal relay in states −1, 1, A,B is described by deterministic equations
similar to (5.12).
The above dynamics, which are achieved in model (5.12) for positive α, can max-
imise the growth rate of the population of bacteria in a stochastic environment if
the typical time that bacteria spend in the intermediate states is comparable to
the characteristic time of the input variation. A positive delay α prevents tran-
sitions from the less favoured phenotype to the more favoured phenotype when
the favouring is not strong. A slight decrease in the growth rate due to small
fluctuations of the environment from the point ET can be less dramatic than a
drop in the growth rate due to passing through the intermediate states where
bacteria do not reproduce. This trade off between large responsiveness (small α),
with the associated cost of often transitions between phenotypes, and large inertia
(large α), which leaves too many bacteria in unfavoured states, shifts αopt to the
positive range provided that the time bacteria have to spend in the intermediate
states is significant.
If transitions between the states are fast compared to the time scale of input
variations (large κ and δ), then dynamics of system (5.12) can be approximated
by the deterministic non-ideal relay Rα. For example, this is the case for a
population of bacteria which are best fit to some stochastic environmental input
with α ≈ αopt in model (5.12), and then change the input to a much slower,
less variable, or more predictable environment (such as, for instance, in a lab).
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
82 Stephen McCarthy
5. Model of a two-phenotype
bacteria 5.7 Conclusions
In the new environment Eslow, nearly all the population, at almost any given
instant on the slow time scale, will have the same phenotype; transitions between
the phenotypes will be almost instantaneous; and, switching between the two
phenotypes will be described by the deterministic non-ideal relay Rα with the
input Eslow; that is, the system will demonstrate persistent bistable (hysteretic)
memory.
Assuming this simpler switching regime, consideration was given to a reaction-
diffusion model of multiple populations of bacteria competing for food. The
switching rules for each population were modelled by the deterministic relay Rα;
the populations were parameterised by the thresholds α varying over an interval
of values. In the model, a finite amount of food is available, bacteria stop growing
but do not die when all the food has been consumed, and the population density
n(t, α) tends to a positive constant as t increases. It was shown numerically that
a binary function describing the distribution of two phenotypes among bacteria
with different α also converges to a stationary pattern. However, this sign chang-
ing pattern is different for different initial data. The limit stationary pattern
becomes more oscillatory with the increase of the initial food supply. The limit
pattern is sensitive to the diffusion rate between species with different thresh-
olds. Lowering the diffusion rate leads to more patterns with a greater number
of oscillations.
It would be interesting to consider variations of the multi-species model (5.17)
and their effect on the attractor and the pattern formation. Possible modifica-
tions might account for the death process and constant or variable food supply;
testing the model with no diffusion process; the inclusion of relays Rα,β with
asymmetric thresholds α, β, β 6= −α; variations of the boundary conditions; re-
placing each deterministic relay with the differential model (5.12); or, modelling
populations by a collection of probabilistic memory switches using stochastic dif-
ferential equations. Systems of reaction-diffusion equations coupled to ordinary
differential equations with bistable dynamics have been used in [113,114] to model
the formation of spatial patterns observed experimentally in a culture of bacteria
grown in a Petri dish. An important assumption made in multi-species model
(5.17) was that bacteria, when sporadically changing their threshold α′ to a new
value α, simultaneously copy the state from their peers who have the same thresh-
old α. It would be natural to explore a model where the state remains unchanged
when the threshold changes. Such a model should have simultaneous nonzero
populations of bacteria with the same threshold in two phenotypes. This is a
subject of future work.
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The nonlocal terms introduced by the integral
∫ α
α nRα(p;R0α) dα in equations
(5.17) is the Preisach operator with the input p and the time dependent density
function n(t, α). The evolution of the Preisach density function is coupled to
the evolution of other variables in the system. This contrasts to all the variety
of known applications of the Preisach operator model, where one needs to know
the Preisach density function a priori in order to parameterise the model [68].
Identification of the Preisach density function is a daunting task requiring mul-
tiple experiments in applied physics and engineering [11]; measurements of the
density function in applications to economics and finance are even less accessible.
In model (5.17) and its modifications, the profile of the density function at any
moment is defined by its initial profile n(0, α). However, if one is interested in
long term behaviour, then no (or, little) information about the initial profile is
needed provided that the attractor has a simple structure. That is, in this case,
one does not need to solve the problem of identification of the Preisach operator
density function.
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Chapter 6
Conclusion
In the areas of economics and terrestrial hydrology many deterministic models
containing a hysteresis operator have been developed. The drawback of these
models is that they do not include any of the stochastic nature present in these
areas. The first focus of the work in this thesis was to develop tools in order to
have a means of examining numerically possible stochastic counterparts to the
deterministic models in these areas. The intention of this work was to develop a
numerical scheme for a class of stochastic differential equations where the time
derivative of the output of the Preisach operator is included.
This class of stochastic differential equations was proposed as a prototype model
for these areas in order to act as a stochastic counterpart to deterministic models
which have been previously proposed for the areas of economics, finance, terres-
trial hydrology and biology. The initial aim was to develop numerical schemes
which were similar to the numerical schemes that have been developed for deal-
ing with ordinary differential equations where the time derivative of the Preisach
operator appears.
Towards that goal Chapter 3 presented work where two Euler based numerical
schemes were developed for solving stochastic differential equations which con-
tain the time derivative of the Preisach operator. A price dynamics model was
presented as a motivation for the development of numerical schemes of this type.
This model considers a group of traders, who have two different thresholds for
buying and selling an asset. That is each trader behaves as a non-ideal relay.
Each trader has a different level of effect on the opinion towards the market, so
the overall effect of the traders on the market can be modelled by the Preisach op-
erator. In this model the Preisach operator term introduces a negative feedback
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loop on the price dynamics.
The two numerical schemes presented in Chapter 3 differ in the way that they cal-
culate the change in the output of the Preisach operator between two consecutive
time steps. The first scheme, called the rectangular method, uses a rectangular
approximation of the change in the output of the Preisach operator in a manner
similar to the numerical scheme for deterministic differential equations presented
in [48]. The other numerical scheme, called the triangular method, uses an exact
measure of the change in the output for its calculations.
These schemes were shown numerically to converge as the time step used for the
calculations was decreased and the same realisation of the Wiener process was
used. Comparison between numerical simulations of the developed price dynamics
model and a similar stochastic differential equation where the Preisach term had
been excluded (where both simulations used the same realisation of the Wiener
process) showed that the Preisach term acted as dampening effect on the price
trajectory by limiting the size of jumps and crashes in the price. This effect was
the expected outcome as the Preisach term added a source of negative feedback
into the price which acts as a stabilising agent.
The triangular method was believed to be the more accurate of the two schemes
when compared with the implementation of the rectangular method, as the rect-
angular method occasionally had larger jumps in response to turning points than
the triangular method. As a result the triangular method was also subjected to
other validation methods, the output of the scheme for a simple deterministic
hydrology model was compared to the output for the same system given by the
implementation of the numerical scheme from [48] used in [51]. There was good
agreement between the two schemes for this model which suggests that the tri-
angular method could also be useful in the solution of deterministic equations.
The probability distribution of the first link of the Preisach staircase greater than
a given  for the inverse Preisach operator after long-time input by the Wiener
process was compared to the results obtained by numerical implementation of
the triangular method, a reasonable agreement between the analytic expectation
and the numerical results was obtained. These tests of the scheme showed it to
be an effective means of generating numerical solutions of stochastic differential
equations which contain the Preisach operator.
In Chapter 3 a second price dynamics model was also formulated. The difference
between the two models was that the traders in the second model would continue
to purchase the asset as long as they had the means to, i.e. the money or resources
Differential and numerical models of
hysteretic systems with stochastic and
deterministic inputs
86 Stephen McCarthy
6. Conclusion
necessary to buy the asset. The sum of all the traders influence on the market was
modelled by the Prandtl-Ishlinskii operator. It was shown in Chapter 2 that the
Preisach operator can be represented by the Prandtl-Ishlinskii operator, which
means that both models contain the Preisach operator.
The main difference between the two models for asset price dynamics presented
in Chapter 3 was that in the second model the hysteresis term introduces a
positive feedback loop on the price instead of a negative feedback. This positive
feedback loop should cause strong upward or downward trends in the price to have
large jumps, similar to avalanche switching presented in [115]. This avalanche
behaviour would require a significant modification of the presented numerical
schemes in order to account for the correct size of the avalanches and presents an
interesting area for future study.
In Chapter 4 an implementation of the triangular method numerical scheme de-
veloped in Chapter 3 is used to solve a system which consists of a deterministic
differential equation where the time derivative of the Preisach operator appears
coupled with an ordinary differential equation. This modification of the numer-
ical scheme was made in order to test the scheme on higher order deterministic
equations. The behaviour of numerical generated trajectories of this type of sys-
tem were compared to known theoretical results relating to the behaviour of this
type of system near an equilibrium of the system.
The theoretical results state that the trajectory of the system should behave in
one of three ways when crossing the line f = 0, where f = 0 is the switching
line where the input of the Preisach operator makes turning points, depending on
certain parameters of the system. The numerical results produced by the imple-
mentation of the triangular method gave a good match to the theoretical result
for each condition on the system. This result further confirms the accuracy of the
triangular method for solving differential equations containing the time deriva-
tive of the Preisach operator. These coupled systems containing the Preisach
operator were found to behave in a similar manner to systems where the Preisach
operator was replaced by a singular perturbation. This similarity is due to the
Preisach term near the line f = 0 being smaller than a given  and growing as
the trajectory moves away.
In recent years much work has been done on considering simple models of two
phenotype bacteria. These models have been used to give some understanding
as to how bi-stable states have developed in certain bacteria. Also of interest in
bacteria of this type is what simple changes to the way or conditions by which
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the bacteria switch between phenotypes would give an overall improvement to
the growth of the colony as a whole. Thus the work in Chapter 5 addresses
this question. In Chapter 5 a simple linear model for two phenotype bacteria was
examined. This model was subjected to both stochastic and deterministic inputs.
In an expansion of work carried out in the literature this model was considered
with a continuous input as opposed to a discrete input. A direct cost for tran-
sitions between the phenotypes was introduced into the model. The inclusion of
this switching cost resulted in a change to the switching patterns of the bacteria
that maximises the average growth rate of the system in a stochastically varying
environment. This change was for the bacteria to delay switching phenotypes
until the environment had a strong favouring of the other phenotype. If the bac-
teria switch phenotypes in this delayed manner then they behave in a similar
manner to a non-ideal relay. This result shows for the first time that a hysteretic
type behaviour in living organisms may appear and that it could provide a better
fitness (measured by the average growth rate). This improved fitness for bacteria
with hysteresis type memory could grant them an evolutionary advantage over
memoryless bacteria in certain environmental conditions.
This concept was used to develop a model of a colony of bacteria which had a
spread of different switching thresholds where all the bacteria behaved as sym-
metric non-ideal relays, that is the α threshold of the non-ideal relay is α = −β.
In this setting a reaction-diffusion element was used to model the spread of the
bacteria between the different threshold values due to variability of the bacteria
as part of the birth process. The system was found to have a limit distribution
of the states of the relays after long-time simulation, this distribution was found
to be sensitive to many parameters of the system, such as the initial availability
of the food supply and rate of the diffusion between the switching thresholds.
This area has many possibilities for further work. In the single switching threshold
setting of interest would be the effect of non-symmetric switching thresholds as
well as a more detailed study of the implications of the introduction of a switching
rate into the unfavoured phenotype. There is a large scope of study that could
be taken on the multi-threshold model as this work is only an initial examination
of the subject.
Some of the content of this thesis has been presented at both the 5th Interna-
tional Workshop on Multi-Rate Processes and Hysteresis (MURPHYS 2010) in
Pécs, Hungary and the 6th International Workshop on Multi-Rate Processes and
Hysteresis (MURPHYS 2012) in Suceava, Romania. Appendix B contains a list
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of the papers published in relation to the work carried out in this thesis.
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Appendix A
Proofs of theorems used in
Chapter 4
Presented here are the proofs of the Theorems 4.1-4.3 used in Chapter 4 for val-
idating the triangular method numerical scheme developed in Chapter 3. In this
appendix each Theorem is presented again followed by the proof of the Theo-
rem. An additional Theorem relating to the behaviour of the derivative of x(t)
when crossing the line f = 0, the result of this Theorem is used in the proof the
remaining Theorems.
A.1 Theorem A.1
Theorem A.1. Assume that fy(0, 0) 6= 0. The set of the moments tk when a
trajectory of a solution (x(t), y(t)) of system (4.8) intersects the line f = 0 away
from the origin consists (if non-empty) of isolated points. Each point tk is a local
extremum point of the component x(t), which is strictly monotone to the left and
right of tk. The derivative of x(t) has a jump at each point tk: the left derivative
D−x(tk) is zero, while the right derivative is defined by the formula
D+x(tk) =
sign (fyg)
2µ0
(
fx +
√
(fx)2 + 4µ0|fyg|
)
(A.1)
where fx, fy, g are evaluated at the point (x(tk), y(tk)) and µ0 = µ(x(tk), x(tk)).
According to this theorem, any trajectory has a corner point when it crosses
the line f = 0 away from the origin. It approaches and leaves the line f = 0
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transversally passing to the other side of the line and changing the direction at
the crossing point. A trajectory always approaches the line f = 0 vertically; for
the intersections near the origin, it leaves the line f = 0 almost horizontally in
case fx(0, 0) > 0, and almost parallel to the line f = 0 in case fx(0, 0) < 0.
Theorem A.1 implies that a trajectory of equation (4.8) either has at most finite
number of intersections with the line f = 0 on any finite time interval and
never reaches the origin or a trajectory reaches the zero equilibrium in finite
time making infinitely many intersections with the line f = 0. In the latter case,
the intersection moments t1 < t2 < t3 < · · · < ∞ converge to the moment when
the trajectory reaches the origin.
A.1.1 Proof of Theorem A.1
Suppose a trajectory (x(t), y(t)) hits the line f = 0 at a moment t = τ at a point
(x0, y0) 6= 0 close to the origin. Assume
fy(x0, y0)g(x0, y0) > 0 (A.2)
(the other case fy(x0, y0)g(x0, y0) < 0 can be considered similarly). Consider
df(x(t), y(t))
dt
= fx(x(t), y(t))x′(t) + fy(x(t), y(t))g(x(t), y(t)). (A.3)
As on some time interval τ − δ < t < τ the component x(t) is strictly mono-
tone, x′ is defined and satisfies |x′(t)| < k|f(x(t), y(t))| with some k > 0 almost
everywhere on τ − δ/2 < t < τ . This inequality combined with (A.2), (A.3)
and f(x0, y0) = 0 implies that f(x(t), y(t)) strictly increases on a sufficiently
small time interval (τ − ε, τ ], hence f(x0, y0) = 0 implies f(x(t), y(t)) < 0
for t ∈ (τ − ε, τ). If we assume that f(x(t), y(t)) ≤ 0 also on some time
interval (τ, τ + δ1) after the moment τ , then, similarly, df(x(t), y(t))/dt > 0
almost everywhere on a sufficiently small time interval (τ − ε, τ + ε), hence
f(x(t), y(t)) > 0 for t > τ , i.e., we arrive at a contradiction. Therefore, there
are moments θ > τ arbitrarily close to τ such that f(x(θ), y(θ)) > 0. More-
over, if θ is such a moment and if we assume that f(x(t), y(t)) > 0 on a time
interval [θ, θ1) with f(x(θ1), y(θ1)) = 0, while the trajectory does not leave some
sufficiently small neighbourhood of the point (x0, y0) during this time interval,
then (A.3) implies that df(x(t), y(t))/dt > 0 almost everywhere on some interval
t ∈ (θ1 − δ, θ1) ⊂ (θ, θ1), which implies f(x(t), y(t)) < f(x(θ1), y(θ1)) = 0 on
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(θ1− δ, θ1) and thus makes a contradiction with the assumption f(x(t), y(t)) > 0
on the whole interval [θ, θ1). This contradiction shows that if f(x(θ), y(θ)) > 0
for a θ > τ sufficiently close to τ , then f(x(t), y(t)) > 0 for t > θ as long as the
trajectory is sufficiently close to (x0, y0). As such θ exist arbitrarily close to τ ,
we conclude that f(x(t), y(t)) > 0 on some time interval (τ, τ + ε).
The relations f(x(t), y(t)) < 0 on t ∈ (τ − ε, τ) and f(x(t), y(t)) > 0 on (τ, τ + ε)
imply that the intersection point τ of the trajectory with the line f = 0 is isolated
and that τ is a minimum point of the component x(t), which strictly decreases
to the left of τ and strictly increases to the right of τ .
It remains to prove formulas D−x(τ) = 0 and (A.1) at tk = τ . The first one
follows from the relations f(x0, y0) = 0, L(x(t)) > 0 where L(x) is the coefficient
(4.13) in the ordinary differential system (4.12) which is equivalent to system
(4.8) on the time interval τ − ε < t < τ . To prove the second formula, note that
x(t) is absolutely continuous for t ≥ τ . (Indeed, consider the function z(x) =∫ x
x(τ) L(s) ds; the first equation of system (4.12) implies z′ = f(x(z), y), hence
z(t) is continuously differentiable for t ≥ τ and x(t) = x(z)(t) is continuously
differentiable for t > τ and absolutely continuous for t ≥ τ). Therefore, x(t) −
x(τ) =
∫ t
τ x
′(θ) dθ. Set ∆x = x(t)− x(τ), ∆y = y(t)− y(τ), ∆t = t− τ . Assume
∆x ≥ k∆t with k > 0, then relations
x′ = 1
µ0 + o(1)
(
fx +
fy∆y
∆x + o(1)
|∆y|+ ∆x
∆x
)
as ∆t→ 0+
and ∆y = g∆t+ o(∆t) with fx = fx(x0, y0), fy = fy(x0, y0), g = g(x0, y0) imply
x′ = 1
µ0
(
fx +
fyg
k
+ o(1)
)
;
here o(1) is a small quantity which vanishes at the point (x0, y0). The expression
in the right hand side is less than k for sufficiently small ∆t provided that k > k+,
where k+ is the positive root of the quadratic equation µ0k2 − fxk − fyg = 0.
Hence,
∆x(t) ≥ k∆t > k+∆t ⇒ x′(t) < k (A.4)
for small enough ∆t > 0. Similarly,
∆x(t) ≤ k∆t < k+∆t ⇒ x′(t) > k. (A.5)
If ∆x(t) > k∆t > k+∆t and t1 ∈ [τ, t] is the latest moment such that ∆x(t1) =
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k∆t1, then integrating the inequality x′(t) < k over the segment [t1, t], we obtain
x(t)−x(t1) < k(t− t1) which contradicts x(t)−x(t1) = ∆x(t)−∆x(t1) > k∆t−
k∆t1 = k(t − t1). Hence, given any k > k+, (A.4) implies ∆x(t) ≤ k∆t for all
sufficiently small ∆t > 0. Similarly, given a k < k+, (A.5) implies ∆x(t) ≥ k∆t.
Hence, D+x(τ) = k+ and the proof is complete.
A.2 Theorem 4.1
Theorem 4.1. Let fx(0, 0) > 0. There is a function ϕ = ϕ(δ) satisfying 0 <
ϕ(δ) < δ such that if, at some moment τ , a trajectory of system (4.8) hits the
line f = 0 at a point (x, y) with 0 < |x| < ϕ(δ) for a sufficiently small δ, then the
trajectory escapes the strip |x| < δ. The x-component of the trajectory is strictly
monotone between the moment τ and the moment τe > τ when the trajectory first
hits one of the lines x = ±δ (hence, the trajectory does not intersect the line f = 0
for τ < t < τe). Moreover, there is a function φ = φ(δ) > 0 satisfying φ(δ) → 0
as δ → 0 such that |dy/dx| < φ(δ) for τ < t < τe as long as 0 < |x| < ϕ(δ).
A.2.1 Proof of Theorem 4.1
The notation of Subsection A.1.1 will be used here. Given any small ε, ν > 0, we
can choose a δ > 0 such that |g(x, y)| < ε in rectangleK = {|x| ≤ δ, |y| ≤ δ+2δν}.
Assume that a trajectory (x(t), y(t)) hits the line f = 0 at a moment t = τ at
a point (x0, y0) 6= 0 inside the rectangle |x| < δ, |y| < δ. To be definite, assume
x(t) strictly increases on an interval [τ, τ1) (the case when x(t) strictly decreases
after the moment τ is similar). According to (A.1),
D+x(τ) = fx(0, 0)/µ0 + o(1) > 0 as δ → 0,
while |y′(τ)| = |g(x0, y0)| < ε, hence choosing ν = 2εµ0/fx(0, 0) and making δ > 0
sufficiently small ensures that the trajectory enters the angle A = {|y − y0| <
ν(x− x0)}. Also, the smallness of ν ensures that the set A ∩K, which is at the
same time the intersection of the angle A with the vertical strip |x| ≤ δ, does not
intersect the line f = 0. Hence, as long as the trajectory belongs to A ∩K, the
function x increases and satisfies
∆xµx′ = L(x)x′ = f(x(t), y(t)) = fx∆x+ fy∆y (A.6)
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where fx, fy are evaluated at some intermediate points in A and µ(x, ξ) is eval-
uated at an intermediate point of the segment |ξ| ≤ δ. Therefore, taking into
account that |∆y/∆x| < ν due to (x, y) ∈ A,
x′ = fx(0, 0)
µ0
+ fy(0, 0)∆y
µ0∆x
+ o(1) > fx(0, 0)
µ0
− ν|fy(0, 0)|
µ0
+ o(1) (A.7)
with the small term vanishing as δ → 0. As ν > εµ0/(fx(0, 0) − ν|fy(0, 0)|) for
small ε, relation (A.7) combined with |y′| < ε for (x, y) ∈ K implies |dy/dx| < ν.
Thus, |dy/dx| < ν as long as the trajectory is inside the intersection of A with
the vertical strip |x| ≤ δ and conclude that the trajectory is included in A until
it hits the line x = δ, which proves the Theorem.
A.3 Theorem 4.2
Theorem 4.2. Let fx(0, 0) < 0, j0 < 0 and fy(0, 0) 6= 0. There is a function
ϕ = ϕ(δ) satisfying 0 < ϕ(δ) < δ such that if, at some moment τ , a trajectory
of system (4.8) hits the line f = 0 at a point (x, y) with 0 < |x| < ϕ(δ) for a
sufficiently small δ, then the trajectory escapes the strip |x| < δ. The x-component
of the trajectory is strictly monotone between the moment τ and the moment
τe > τ when the trajectory first hits one of the lines x = ±δ (hence, the trajectory
does not intersect the line f = 0 for τ < t < τe). Moreover, there is a function
φ = φ(δ) > 0 satisfying φ(δ)→ 0 as δ → 0 such that a trajectory lies in the angle
|fx(0, 0)x + fy(0, 0)y| < φ(δ)|x| for τ < t < τe whenever it hits the line f = 0 at
a point (x, y) with 0 < |x| < ϕ(δ).
A.3.1 Proof of Theorem 4.2
Again use the notation of Subsection A.1.1, but assume that fx(0, 0) < 0,
j0 < 0. To be definite, assume again that x(t) strictly increases on some in-
terval [τ, τ1) after the trajectory (x(t), y(t)) hits the line f = 0 at a point (x0, y0)
at the moment τ , i.e. fy(x0, y0)g(x0, y0) > 0 in formula (A.1) and, by conti-
nuity, fy(0, 0)g(x0, y0) > 0. Relations f(x0, y0) = f(0, 0) = g(0, 0) = 0 imply
fx(0, 0)x0 + fy(0, 0)y0 = o(x0) and
g(x0, y0) = gx(0, 0)x0 + gy(0, 0)y0 + o(x0) = − j0x0
fy(0, 0)
+ o(x0), (A.8)
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hence from fy(0, 0)g(x0, y0) > 0, j0 < 0 it follows that x0 > 0. Thus, the
component x(t) of the trajectory is positive and increasing on a time interval
[τ, τ1) after the moment τ . According to Theorem A.1, x(t) will be increasing
and positive as long as the trajectory does not intersect the line f = 0 and does
not leave some fixed neighbourhood U0 of the origin. Furthermore, Theorem
A.1 implies that any trajectory crossing the line f = 0 in the half-plane x > 0
close to the origin must approach this line vertically and from the same direction
(from below if −j0/fy(0, 0) > 0 and hence relations x > 0, f(x, y) = 0 imply
y′ = g(x, y) > 0 for small x, and from above if −j0/fy(0, 0) < 0 and hence the
relations x > 0, f(x, y) = 0 imply g(x, y) < 0). Since the trajectory we consider
has crossed the line f = 0 at the moment τ , we conclude that it will not cross
this line again in U0 after the moment τ . Hence x(t) is positive and increasing for
t ∈ [τ, τu] where τu is the first moment when the trajectory reaches the boundary
of U0. As x(t) increases, the pair (x(t), y(t)) for τ + ε ≤ t ≤ τu is a solution
of ordinary differential system (4.12) with an equilibrium at the origin, which is
unique in U0, hence the trajectory leaves U0 in finite time, i.e., τu <∞.
It remains to prove the relation |fx(0, 0)x(t) + fy(0, 0)y(t)| = o(1)|x(t)| for t ∈
[τ, τe] as δ → 0, which also implies τe < τu, i.e., the trajectory hits the line x = δ
before it leaves U0. In order to do this, given a sufficiently small ν > 0, consider
the domain
A¯δ =
{
(x, y) : f(x, y) ≥ 0, σ
(
∆y + fx(x0, y0)
fy(x0, y0)
∆x
)
≤ ν∆x, x0 ≤ x ≤ δ
}
where x0 < δ, ∆x = x− x0, ∆y = y − y0, and σ = sign fy(0, 0). Relations (A.1)
and fx(x0, y0) < 0 imply D+x(τ) = −fy(x0, y0)g(x0, y0)/fx(x0, y0) + o(g(x0, y0)),
while y′(τ) = g(x0, y0), hence the right derivative (dy/dx)+ at the point (x0, y0)
equals (
dy
dx
)
+
= −fx(x0, y0)
fy(x0, y0)
+ o(1)
with o(1) vanishing at the origin. Combining this relation with the fact that σy(t)
increases in a neighbourhood of the point τ , we see that the trajectory (x(t), y(t))
enters the domain A¯δ through its vertex (x0, y0) at the moment τ and remains
in the interior of A¯δ for all t > τ sufficiently close to τ . Note that (x(t), y(t))
is continuously differentiable for τ < t < τu, since it is a solution of ordinary
differential system (4.12) on each time interval τ < τ + ε ≤ t < τu.
As we have seen, the trajectory (x(t), y(t)) can not leave A¯δ through the line
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f = 0. Relations (A.6) imply
dy
dx
= y
′
x′
= µ(x1, y1)g(x, y)
fx(x2, y2) + fy(x3, y3)∆y/∆x
with some (xi, yi) ∈ U0. Hence, on the line ` which is a part of the boundary of
A¯δ and which is defined by σ(∆y + fx(x0, y0)∆x/fy(x0, y0)) = ν∆x,
dy
dx
= µ(x1, y1)g(x, y)
fx(x2, y2) + fy(x3, y3)(−fx(x0, y0)/fy(x0, y0) + σν) = o(1)
where o(1) vanishes as the diameter of U0 tends to zero for a constant ν > 0.
Noting that for σ > 0 the line ` has a positive slope and bounds the domain A¯δ
from above, while for σ < 0 the line ` has a negative slope and bounds A¯δ from
below, we see that the trajectory can not leave the domain A¯δ through the line
` if δ > 0 is sufficiently small due to the relation dy/dx = o(1), δ → 0 on `.
Hence, the trajectory leaves A¯δ through the line x = δ. Finally, A¯δ ⊂ {(x, y) :
|y + fx(0, 0)x/fy(0, 0)| ≤ 2ν|x|, x ≥ 0} for small δ > 0, which completes the
proof.
A.4 Theorem 4.3
Theorem 4.3. Let fx(0, 0) < 0, j0 > 0 and fy(0, 0) 6= 0. Then any trajectory of
system (4.8) that hits the line f = 0 sufficiently close to the zero equilibrium at
some moment τ , converges to the zero equilibrium, but never reaches it. The x-
component of the trajectory is strictly monotone for t > τ (hence, the trajectory
does not intersect the line f = 0 for t > τ). Moreover, there is a function
φ = φ(δ) > 0 satisfying φ(δ) → 0 as δ → 0 such that |fx(0, 0)x + fy(0, 0)y| <
φ(|x(τ)|)|x| for t > τ .
A.4.1 Proof of Theorem 4.3
To be definite, assume again that the component x(t) strictly increases on some
interval [τ, τ1] after a trajectory (x(t), y(t)) hits the line f = 0 at a point (x0, y0)
at the moment τ , i.e. fy(x0, y0)g(x0, y0) > 0. Under the conditions of Theorem
4.3, j0 > 0, hence relations (A.8) imply x0 < 0. Using the same argument
as in the proof of Theorem 4.2, we see from formula (A.8) that any trajectory
crossing the line f = 0 in the half-plane x < 0 close to the origin must approach
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this line vertically and from the same direction (from below if −j0/fy(0, 0) < 0
and from above if −j0/fy(0, 0) > 0). Therefore the trajectory we consider does
not cross the line f = 0 after the moment τ as long as the trajectory does not
leave the open left half-plane x < 0 and, furthermore, x(t) increases all the time
the trajectory is in this half-plane. To complete the proof, let us show that,
given any small δ > 0, the trajectory does not cross the line `δ = {(x, y) : y =
((−fx(0, 0) − δ)/fy(0, 0))x, x < 0} if |x0| is sufficiently small, and hence the
trajectory converges to the zero equilibrium in the angle Aδ between the lines
f = 0 and `δ. Indeed, the derivative dy/dx on the line `δ for t > τ is
dy
dx
= L(x)gx(0, 0)x+ gy(0, 0)((−fx(0, 0)− δ)/fy(0, 0))x+ o(x)
fx(0, 0)x+ fy(0, 0)((−fx(0, 0)− δ)/fy(0, 0))x+ o(x)
with x0 < x < 0 and L(x) = µ(0, 0)x0 + o(x0), hence
dy
dx
= µ(0, 0)(−j0 − gy(0, 0)δ)−fy(0, 0)δ x0 + o(x0).
If |x0| is sufficiently small, then the absolute value of the slope dy/dx is less than
the absolute value of the slope of the line `δ and hence the trajectory can not leave
the angle Aδ through this line. Finally, the fact that x(t) increases implies that
(x(t), y(t)) for t ≥ τ1 is a solution of ordinary differential system (4.12) with a
smooth right-hand side, which has an isolated equilibrium at the origin, therefore
the trajectory converges to the zero equilibrium but never reaches it.
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