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In the high-transition-temperature (high-T c ) superconductors the pseudogap phase becomes predominant when the density of doped holes is reduced 1 . Within this phase it has been unclear which electronic symmetries (if any) are broken, what the identity of any associated order parameter might be, and which microscopic electronic degrees of freedom are active. Here we report the determination of a quantitative order parameter representing intra-unit-cell nematicity: the breaking of rotational symmetry by the electronic structure within each CuO 2 unit cell. We analyse spectroscopicimaging scanning tunnelling microscope images of the intraunit-cell states in underdoped Bi 2 Sr 2 CaCu 2 O 8 1 d and, using two independent evaluation techniques, find evidence for electronic nematicity of the states close to the pseudogap energy. Moreover, we demonstrate directly that these phenomena arise from electronic differences at the two oxygen sites within each unit cell. If the characteristics of the pseudogap seen here and by other techniques all have the same microscopic origin, this phase involves weak magnetic states at the O sites that break 906-rotational symmetry within every CuO 2 unit cell.
The pseudogap phase emerges in the CuO 2 plane (Fig. 1a ) upon removal of electrons from the O atoms of the parent 'charge-transfer' 2 Mott insulator (Fig. 1b) . At low hole-density p, two fundamentally distinct types of electronic excitations are observed 3 (Fig. 1c) . Here the lower-energy branch of excitations D 0 appears to be associated with the maximum energy of Cooper pairing 4 . The higher-energy branch labelled D 1 is the spectroscopic 'pse udogap' because the same energy gap exists in both the superconducting and pseudogap phases (Fig. 1b) . Moreover, D 1 tracks T*, the temperature at which pseudogap phenomenology appears, as a function of doping, implying that D 1 is the energy gap associated with any electronic symmetry breaking at T*. Therefore the question of which symmetries are broken at T* is equivalent to that of which broken symmetries the excitations with energy D 1 exhibit.
The 'pseudogap states' at energy v < 6D 1 can be examined directly using tunnelling spectroscopy. Figure 1d shows the evolution of spatially averaged conductance spectra 4 with the doping dependence of 6D 1 indicated by blue dashed curves. Figure 2a and b shows atomically resolved electronic structure images with v < D 1 (refs 5 and 6) acquired at T , T c (Fig. 2a) and T . T c (Fig. 2b) for an underdoped Bi 2 Sr 2 CaCu 2 O 8 1 d sample with T c < 35 K. The insets show that their Fourier transforms are dominated by four inequivalent non-dispersive wavevectors labelled Q x , Q y , S x and S y . These phenomena are indistinguishable above and below T c (refs 5 and 6 and Fig. 2 ), so the spatial symmetries of the pseudogap states can be established to the highest precision by using the T < 0 experiments. A striking feature of such pseudogap state images in Bi 2 Sr 2 CaCu 2 O 8 1 d (refs 5-8) and Ca 2 2 x Na x CuO 2 Cl 2 (ref. 5) is the apparent local breaking of 90u rotation (C 4 ) symmetry at the unit-cell scale. Lattice-translation symmetry is also broken locally at the nanoscale, yielding broad peaks around S x and S y (refs 5 and 6). Theoretical analyses of such images have posited disordered smectic electronic liquid crystals or stripes 9, 10 . Indeed, from the perspective of symmetry, the spatial arrangements of the pseudogap states [5] [6] [7] [8] exhibit similarities to those of liquid crystals. Electronic liquid crystals have been defined [11] [12] [13] [14] [15] [16] [17] to arise when the electronic structure breaks spatial symmetries of the crystal lattice (any resultant lattice symmetry changes may or may not be detectable 16 ). Nematic phases preserve the (lattice) translational symmetry and break the rotational (point group) symmetry, whereas smectic and striped phases break both [10] [11] [12] [13] [14] [15] [16] [17] [20] [21] [22] [23] . For copper oxides, the local 180u rotational (C 2 ) symmetry observed in the pseudogap states 5, 6, 8 implied the possibility of electronic nematicity but with contributions from multiple sites within the CuO 2 cell (shown schematically in Fig. 2c ).
Here we focus on C 4 to C 2 symmetry reduction in sub-unit-cell resolution images of the copper-oxide pseudogap states 5, 6, 8 . We introduce a general measure of electronic nematicity in any image M(r):
HereM(q)~ReM(q)ziImM(q), the complex-valued two-dimensional Fourier transform of any M(r) with its origin at a Cu site, is evaluated at inequivalent Bragg peaks Q x 5 (2p/a 0 )x and Q y 5 (2p/ a 0 )y, and a 0 is the unit-cell dimension. Figure 1a illustrates why only ReM(Q) enters the definition of O n ½M by showing it in phase with the Cu lattice (even about each Cu site). By focusing on the Bragg peaks, O n ½M locks onto only those electronic phenomena with the same spatial periodicity as the crystal and then quantifies the C 4 symmetry breaking. Importantly, this generic order parameter in equation (1) will be widely applicable to data from other techniques. Successful application of equation (1) for spectroscopic-imaging scanning tunnelling microscopy (STS) images requires (1) a highly accurate registry of each Cu site location in M(r) to satisfy the extreme sensitivity of O n ½M to the phase ofM(Q x,y ), and (2) that M(r) has the sub-unit-cell resolution without which O n ½M will be identically zero. O n ½M would also be identically zero if only the Cu sites R 5 (ma 0 , na 0 ) (with m, n integers) contribute to M(r) because thenM(Q x ):M(Q y ). In contrast, if all three atomic sites within each CuO 2 unit cell contribute to M(r), then:M
where M Cu , M Ox and M Oy are the average of M(r) at the Cu, O x and O y sites respectively. The last line follows from equation (1) . Hence detection of O n ½M=0 would imply that an inequivalence exists between the electronic structure at the O x and O y sites, as shown schematically in Fig. 2c .
Standard differential conductance mapping of dI=dV (r, vẽ V ):g(r, v) to image the local density of states N r,v ð Þ is challenging in strongly underdoped copper-oxides [5] [6] [7] [8] because of the intense electronic heterogeneity. However, imaging the ratio Z(r,v): g(r, zv) g(r, {v)
: N (r, zv) N (r, {v) avoids these severe systematic errors [5] [6] [7] [8] (Supplementary Information section I). Another challenge is the random nanoscale variations of D 1 (r); this problem can be mitigated 8 by defining a reduced energy scale e ; v/D 1 (r) which measures the energy at each position r with respect to the pseudogap magnitude D 1 (r) at that position, thus ensuring that the pseudogap states occur at e%1 in all Z(r, e) data 8 . Using these techniques, a clearer picture of the two basic classes 3 of electronic excitations in copper oxides has emerged [5] [6] [7] [8] . First, for all energies below v < D 0 (a slowly dopingdependent energy 8 indicated by the red dashed line in Fig. 1d ) the electronic excitations are demonstrably [5] [6] [7] [8] Bogoliubov quasiparticles. Indeed, in both the superconducting [5] [6] [7] [8] and underdoped pseudogap 6 phases, these dispersive low-energy states exhibit only the symmetries of a d-wave superconductor. The v < D 1 pseudogap states are profoundly different, being non-dispersive [5] [6] [7] [8] and locally breaking crystal point-group symmetries. The challenge is therefore to identify first which symmetries are broken by the v < D 1 pseudogap states and then the microscopic degrees of freedom involved in any such symmetry breaking.
We explore the intra-unit-cell electronic nematicity of Bi 2 Sr 2 -CaCu 2 O 8 1 d by applying equation (1) toZ(Q x , e) andZ(Q y , e), the complex-valued two-dimensional Fourier transforms of Z(r, e) evaluated at Q x and Q y (red circles in Fig. 2 ). The sub-unit-cell resolution Z(r, e) imaging was performed on multiple different underdoped Bi 2 20 K and 55 K. The necessary registry of the Cu sites in each Z(r, e) is achieved by a picometre-scale realignment procedure that identifies a transformation to render the topographic image T (r) perfectly a 0 -periodic (Supplementary Information section II). We then apply the same transformation to the simultaneously acquired Z(r, e) to register all the electronic structure data to this ideal lattice.
Such a topographic image T (r) is shown in Fig. 3a ; the location of every Cu site is known with a precision of about 10 picometres. The inset compares the Bragg peaks of its real (in phase) Fourier components ReT (Q x ) and ReT (Q y ) and demonstrates that ReT (Q x )= ReT (Q y )~1. Therefore T(r) preserves the C 4 symmetry of the crystal lattice. In contrast, Fig. 3b shows that Z(r, e~1) determined simultaneously with Fig. 3a seems to break various crystal symmetries locally [5] [6] [7] . The inset showing that ReZ(Q x , e~1)
ReZ(Q y , e~1)=1 reveals a remarkable discovery: the pseudogap states break C 4 symmetry throughout Fig. 3b . Therefore, following equation (1), we define a normalized order parameter over the entire field of view (FOV) for intra-unit-cell electronic nematicity as a function of e:
The plot of O Q n (e) in Fig. 3c provides the second important discovery: the magnitude of O Q n (e) is low for e = 1, only begins to grow near e<D 0 =D 1 , and becomes well defined near e<1 (v<D 1 > 100 meV in this sample). Hence, the electronic nematicity is associated with the pseudogap states. The low value of O Q n (e)
for small e is to be expected, because here the Bogoliubov quasiparticles are observed to respect the d-wave superconductor symmetries 4, 5, 8 . The rapid increase in O Q n (e) is primarily of electronic origin, because the normalization factor (the spatial average of Z(r, e))
Z(e) > 1 for all e. Finally, equivalent O Q n (e) analyses of all samples studied, measured using two different STMs, show results in agreement with Fig. 3 (Supplementary Information  section III) , with the exception that the opposite sign of O Q n (e) can also be observed.
Equation (2) predicts that the predominant contributions to nematicity must come from the O sites (Fig. 2c) . To test this idea directly, we examine Z(r, e) with sub-unit-cell resolution. Figure 3d shows the topographic image of a representative region from Fig. 3a ; the locations of each Cu site R and of the two O sites within its unit cell are indicated. Figure 3e shows Z(r, e) measured simultaneously with Fig. 3d with the same Cu and O site labels. To quantify the r-space electronic nematicity we define the r-space equivalent of equation (3):
Here Z x (R, e) is the magnitude of Z(r, e) at the O site a 0 /2 along the x-axis from R while Z y (R,e) is the equivalent along the y-axis, and N is the number of unit cells. Hence O R n (e) counts only the O site contributions. Figure 3e shows the calculated value of O R n (e) from the same FOV as Fig. 3a and b. It is obviously in good agreement with O Q n (e), remaining at low amplitude for small e and then rapidly becoming established near the pseudogap states at e < 1. Thus, the electronic nematicity discovered using O Q n (e) indeed derives primarily from the inequivalence of electronic structure at the two O sites within each unit cell. The energy dependence of the average unit-cell electronic structure (Supplementary Information section IV) shows directly that although electronic changes are undetectable at the Cu sites, they are observable at the O sites; this is an explicit demonstration that electronic nematicity in O Q n (e) is associated with the O sites and the pseudogap energy. All these observations have been confirmed, using both independent measures O Q n (e) and O R n (e), in the other samples (Supplementary Information section III) . Moreover, other possible sources of systematic error including tip-shape, STM head geometry, scan direction, and sub-atomic register of Z(r, e) to T (r) have been ruled out positively for every tip/sample combination reported herein (Supplementary Information section V) .
Evidence that a predominant symmetry of the pseudogap states of Bi 2 Sr 2 CaCu 2 O 8 1 d is that of an intra-unit-cell nematic motivates examination of any smectic characteristics in Z(r, e), because a smectic can melt into a nematic [9] [10] [11] [12] [13] [14] [15] [16] . Originally the searches for smectic patterns focused on g(r, v) modulations with Q 1/4, x < (1/4, 0)2p/a 0 , Q 1/4, y < (0, 1/4)2p/a 0 (refs 9, 10 and 12). However, all Q 1/4, x and Q 1/4, y features at low energy are actually dispersive Bogoliubov quasiparticle interferences [6] [7] [8] and non-dispersive modulations with these Q values become very weak in Z(r, e < 1) (Figs 2 and 3) . Instead, the strong nondispersive modulations at the pseudogap energy [5] [6] [7] [8] exhibit wavevectors S x ; (,3/4, 0)2p/a 0 , S y ; (0, ,3/4)2p/a 0 (blue circles in Fig. 2 insets) the magnitudes jS x j and jS y j of which are weakly doping-dependent 8 . There are two important points here: (1) our definition of intra-unitcell nematicity using the Bragg peaks in equation (1) is independent of the S x , S y (or any other) smectic modulations and, (2) although S x and S y might seem related to Q 1/4, x and Q 1/4, y by reciprocal lattice vectors, the two sets of wavevectors are actually inequivalent in a Z(q, e) derived from a Z(r, e) resolving the three atomic sites within the unit cell. To examine smectic spatial organization, we next define a measure analogous to equation (3) of C 4 symmetry breaking in modulations with S x , S y as:
For all samples studied, O Q s (e) is found to be very low and independent of energy (Fig. 4b) . Obviously, O Q s (e) is low at low e because these states are dispersive Bogoliubov quasiparticles [6] [7] [8] 
shows no tendency to become well established at the pseudogap energy (Fig. 4b) .
To separate the nematic and smectic contributions in Z(r, e), we examine the spatial fluctuations of each ordering tendency by defining coarse-grained r-space order parameter fields O Q n (r,e) and O Q s (r,e) using the coarsening length scales 1/L n and 1/L s shown as red and blue circles in Fig. 2 (Supplementary Information section VI) . The resulting O Q n (r,e) and O Q s (r,e) (movies in the Supplementary Information) show that O Q s (r,e) spatially fluctuates wildly in the entire energy range whereas the spatial fluctuation of O Q n (r,e) rapidly subsides as it approaches e < 1. This dramatic difference is summarized in plots of the correlation lengths j n (e) and j s (e) extracted from O Q n (r,e) and O Q s (r,e) (Fig. 4b) , wherein j n (e) diverges to the FOV size at e < Our studies reveal intra-unit-cell, C 2 symmetric excitations at the pseudogap energy and that these effects are associated primarily with electronic inequivalence at the two O sites within the CuO 2 unit cell. Given the many common characteristics observed by these diverse techniques, it is reasonable to consider whether ARPES, neutron diffraction and spectroscopic-imaging STM are detecting the same excitations with the same broken symmetries. If so, the pseudogap excitations of underdoped copper oxides would represent weakly magnetic states at the O sites within each CuO 2 unit cell, the electronic structure of which breaks C 4 symmetry. Then, the electronic symmetry breaking that occurs on entering the pseudogap phase would be due to the electronic nematic state visualized here, for the first time to our knowledge ( Figs 3  and 4) . Finally, the nematicity found in electronic transport 27 , thermal transport 28 and the spin excitation spectrum 29 of YBa 2 Cu 3 O 6 1 x could then occur because the Ising domains of O Q n (r, e) become aligned by the strong orthorhombicity of its crystal structure 30 . show its values to be indistinguishable at Q x 5 (1, 0)2p/a 0 and Q y 5 (0, 1)2p/a 0 . Importantly, this means that neither the crystal nor the tip used to image it (and its Z(r, v) simultaneously) exhibits C 2 symmetry (Supplementary Information section V) . The bulk incommensurate crystal supermodulation is seen clearly here; as always, it is at 45u to, and therefore is the mirror plane between, the x and y axes. For this symmetry reason it has no influence on the electronic nematicity discussed in this paper. b, The Z(r, e 5 1) image measured simultaneously with T(r) in a. The inset shows that the Fourier transform Z(q, e 5 1) does break C 4 symmetry at its Bragg points because ReZ(Q x , e~1)=ReZ(Q y , e~1) . This means that, on average throughout the FOV of a and b, the modulations of Z(r, v < D 1 ) that are periodic with the lattice have different intensities along the x axis and along the y axis. This is a priori evidence for electronic nematicity in the pseudogap states v < D 1 . c, The value of O Q n (e) defined in equation (3) computed from Z(r, e) data measured in the same FOV as a and b. Its magnitude is low for all v , D 0 and then rises rapidly to become well established near e < 1 or v < D 1 . Thus the quantitative measure of intraunit-cell electronic nematicity established in equations (1) and (3) (4) is evaluated using the Cu sites only, the nematicity is about zero (black diamonds), as it must be. This independent quantitative measure of intraunit-cell electronic nematicity O R n (e) again shows that the pseudogap states are strongly nematic and, moreover, that the nematicity is due primarily to electronic inequivalence of the two O sites within each unit cell.
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