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Abstract
We consider infinite harmonic chain on the real line with deterministic dynamics
(no stochasticity). We indicate classes of uniformly bounded initial conditions when
the trajectories of particles stay uniformly bounded.
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1 The model
This paper is, in some sense, a continuation of our paper [5], and uses the same model and
notation. Thus, we consider infinite particle system with trajectories {xk(t), k ∈ Z} on R.
Put qk = xk − ak for fixed
. . . < ak < ak+1 < . . .
The formal potential energy is defined as
U =
ω2
2
∑
k
(xk+1 − xk − ak+1 + ak)2 = ω
2
2
∑
k
(qk+1 − qk)2
where ω > 0. The trajectories are defined by the following linear system of equations for
qk(t)
d2qk
dt2
= ω2(qk+1 − 2qk + qk−1) = ω2(∆q)k (1)
and initial conditions are always assumed to be q(0) ∈ l∞, p(0) = 0 (we denote p(t) = q˙(t)),
that is,
sup
k
|qk(0)| <∞, pk(0) = 0.
We will try to find sub-classes of the initial conditions such that qk(t) are bounded uniformly
in k and t.
2 Results
We will need the following definitions. For any sequence q ∈ l∞ define the new sequence
q∆ = −∆q, q∆k = 2qk − qk+1 − qk−1, k ∈ Z.
Denote by l∆ ⊂ l∞(Z) the set of sequences q ∈ l∞(Z), for which the following conditions
hold:
1. q∆ ∈ l2(Z). In this case the Fourier transform of q∆ is defined as
Q∆(λ) =
∑
k
eikλq∆k ∈ L2([0, 2pi]).
2. For some real number A ∈ R the function
h(λ) =
1
λ
(
Q∆(λ)
λ
− iA
)
(2)
belongs to L1[0, pi], where i
2 = −1, that is∫ pi
0
|h(λ)|dλ <∞.
2
Main theorems, which are given below, about uniform boundedness and limit behavior,
will hold for initial conditions from subspace l∆.
It is clear that l∆ is linear space over R, and below we shall present its properties in
more detail. But first of all we will explain the intuitive sense of condition (2): we show
informally that (2) holds if the sequence q∆k tends to zero sufficiently fast if |k| → ∞. It is
clear that h(λ) is absolutely integrable on any interval [δ, pi], δ > 0. That is why we should
understand what occurs around zero. One can write:
q∆k = −(δk+1 − δk), δk = qk − qk−1.
Thus it is natural to expect that Q∆(0) = 0. It will follow that in the case when Q∆(λ) is
sufficiently smooth we could write
Q∆(λ) = cλ+O(λ2), c =
d
dλ
Q∆(0) = i
∑
k
kq∆k .
Consequently, if we put A =
∑
k kq
∆
k in (2), we will see that h(λ) = O(1), and thus h(λ) ∈
L1([0, pi]), and the corresponding condition on h(λ) holds.
Note now that condition 2 is equivalent to the following one (that we will use below): for
some real number A ∈ R the function
φ(λ) =
1
sin(λ/2)
( Q∆(λ)
sin(λ/2)
− iA
)
(3)
belongs to L1[0, pi].
Theorem 2.1 (On uniform boundedness). Assume that q(0) ∈ l∆, p(0) = 0, then the
solution q(t) is uniformly bounded, that is,
sup
t>0
sup
k∈Z
|qk(t)| <∞.
Theorem 2.2 (On large time behaviour of the system).
Assume that q(0) ∈ l∆, p(0) = 0, then there exists ν ∈ R such that for any k ∈ Z we
have:
lim
t→∞
qk(t) = ν.
Number ν is also related to the limit of qk(0) when k →∞: see theorem 2.4 below.
2.1 Properties of the space l∆
First, we give examples of sequences q ∈ l∆.
1. (Sign) Put
qk = sign(k) =

1, k > 0,
0, k = 0,
−1, k < 0.
3
Obviously, q∆k = 0 for |k| > 1. Moreover,
q∆1 = 1, q
∆
−1 = −1, q∆0 = 0.
That is why
Q∆(λ) = (eiλ − e−iλ) = 2i sin(λ).
Put A = 4 in (3). Then
φ(λ) =
1
sinλ/2
(2 sin(λ)
sinλ/2
− 4
)
=
4
sinλ/2
(
cos
λ
2
− 1
)
.
It is clear that φ(λ) ∈ L1[0, pi]. Then sign(k) ∈ l∆. Below we give the graph of the solution
with ω = 1/2 and initial condition qk(0) = sign(k), p(0) = 0.
Both particles with numbers 10 and 20, up to the time of order t 2n oscillate around
point 1 with exponentially small amplitude. These oscillations are even not seen on the
graph. Then they “quickly” enter the regime of damped oscillations around the equilibrium
position. In our case the solution is given by formula (3.2) of [5]:
qn(t) = J0(t) + 2
n−1∑
k=1
J2k(t) + J2n(t) = 1 + J2n(t)− 2
∞∑
k=2n
J2k(t), n > 1, (4)
where
Jn(t) =
1
pi
∫ pi
0
cos(nx− t sinx)dx, t > 0
4
is the Bessel function of the first kind. In (4) we used the known formula (see [3]):
2
∞∑
k=1
J2k(t) + J0(t) = 1.
2. Now consider example which is in some sense opposite to the previous one:
qk =
{
1, k 6= 0,
b, k = 0,
for some b ∈ R. Then
Q∆(λ) = eiλ(2− b− 1) + 2b− 2 + e−iλ(2− b− 1)
= 2(b− 1)(1− cosλ) = 4(b− 1) sin2 λ
2
.
Put A = 0 in (3). Then
φ(λ) = 4(b− 1).
Again we see that φ(λ) ∈ L1[0, pi] and thus qk ∈ l∆. Uniform boundedness for this case could
be proven differently. Namely, we have the following presentation:
q = g + (b− 1)e0,
where the sequence g consists of one’s only, e0 contains only zeroes except the zeroth com-
ponent which is equal to 1. Then ∆g = 0, and hence the solution can be written as
q(t) = g + (b− 1)q˜(t),
where q˜(t) is the solution with initial condition e0 ∈ l2, that is evidently uniformly bounded.
3. Now consider the following sequence
qk = (−1)k.
Then
(∆q)k = (−1)k(−1− 1− 2) = −4qk
and q /∈ l∆. Nevertheless one can prove uniform boundedness with such initial condition. It
is known that
q(t) = cos(t
√
V )q(0), V = −ω21∆
(see [5], lemma 3.3). It follows that
q(t) =
∞∑
k=0
(−1)k t
2kV k
(2k)!
q =
∞∑
k=0
(−1)k (4ω
2
1)
kt2k
(2k)!
q = cos(2ω1t)q.
The uniform boundedness of q(t) follows.
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Theorem 2.3. Assume that ∑
k 6=0
|q∆k ||k| ln |k| <∞. (5)
Then q ∈ l∆.
For example, consider the sequence with
qk =
sin(ln ln |k|)
ln2(|k|) , for |k| > 1
and qk = 0 for |k| 6 1. It is easy to see that
q∆k = O
(
1
k2 ln3 |k|
)
.
Then the conditions of theorem 2.3 hold, and thus q ∈ l∆.
Generalizing the previous example we put
qk = f(k)
for some C2-smooth and bounded function f(x), x ∈ R. Then simple arguments show the
convergence of the integral ∫ +∞
−∞
|f ′′(x)| |x| ln(1 + |x) dx <∞ (6)
implies (5) and q ∈ l∆. Indeed, by Lagrange theorem we can write
q∆k = f
′(xk+1)− f ′(xk)
for some points xk ∈ (k − 1, k). Putting h(x) = |x| ln(1 + |x|), we get the inequalities:∑
k 6=0
|q∆k | |k| ln |k| 6
∑
k
|f ′(xk+1)− f ′(xk)|h(xk+1)
6
∑
k
h(xk+1)
∫ xk+1
xk
|f ′′(x)| dx 6 2
∫ +∞
−∞
|f ′′(x)|h(x)dx.
The latter inequality follows from the mean value theorem, because for some point uk ∈
(xk, xk+1) the following equality holds:∫ xk+1
xk
|f ′′(x)|h(x) dx = h(uk)
∫ xk+1
xk
|f ′′(x)| dx > 1
2
h(xk+1)
∫ xk+1
xk
|f ′′(x)| dx.
Thereby we have proven that (5) follows from (6).
Theorem 2.4 (Limits at infinity of l∆). Assume that q ∈ l∆. Then the following finite
limits exist limk→+∞ qk = L+, limk→−∞ qk = L− and moreover the following equalities hold:
L+ − L− = A
2
, (7)
L+ + L−
2
= ν, (8)
where number A was defined in (3), and ν was introduced in theorem 2.2.
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3 Proof of Theorem 2.4
Consider the formal Fourier transform of qk
Q(λ) =
∑
k
eikλqk
and formal equalities following from it:
Q∆(λ) =
∑
k
eikλq∆k =
∑
k
eikλ(2qk − qk−1 − qk+1)
= (2− 2 cosλ)Q(λ) = 4 sin2
(
λ
2
)
Q(λ),
qn =
1
2pi
∫ 2pi
0
e−inλQ(λ)dλ =
1
2pi
∫ 2pi
0
e−inλ
1
4 sin2(λ/2)
Q∆(λ)dλ. (9)
Then Q∆ can be written as the sum of even and odd functions:
Q∆(λ) = Q∆+(λ) + iQ
∆
−(λ), (10)
where
Q∆+(λ) = q
∆
0 +
∞∑
k=1
q∆,+k cos kλ, Q
∆
−(λ) =
∞∑
k=1
q∆,−k sin kλ, q
∆,±
k = q
∆
k ± q∆−k.
It is clear that
Q∆+(λ) = Q
∆
+(2pi − λ), Q∆−(λ) = −Q∆−(2pi − λ).
Substitute (10) to the formula (9) for qk and note that qk is real. Again formally we get:
qn =
1
2pi
∫ 2pi
0
(Q∆+(λ) cos(nλ) +Q
∆
−(λ) sin(nλ))
1
4 sin2(λ/2)
dλ.
Now using the symmetry of the integrand with respect to point 2pi, we can rewrite the last
formula as:
qn =
1
pi
∫ pi
0
(Q∆+(λ) cos(nλ) +Q
∆
−(λ) sin(nλ))
1
4 sin2(λ/2)
dλ.
It is not difficult to see that the function φ, defined in the second condition (3) in the
definition of l∆, belongs to L1([0, pi]) if and only if
φ+(λ) =
Q∆+(λ)
sin2 λ
2
∈ L1([0, pi]) and φ−(λ) = 1
sin λ
2
(Q∆−(λ)
sin λ
2
− A
)
∈ L1([0, pi]).
Using this observation, we can rewrite the latter formal formula for qk in terms of φ
+(λ), φ−(λ):
qn =
1
4pi
∫ pi
0
φ+(λ) cos(nλ)dλ+
1
4pi
∫ pi
0
φ−(λ) sin(nλ)dλ+
A
4pi
∫ pi
0
sin(nλ)
sin(λ/2)
dλ. (11)
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The last integral in this formula is known (see [2], p. 605, 3.612 (4)):∫ pi
0
sin(nλ)
sinλ/2
dλ = 2
∫ pi/2
0
sin(2nx)
sinx
dx = 4
n−1∑
k=0
(−1)k
2k + 1
= pi + o¯(1), as n→∞.
That is why the right-hand side of (11) defines a sequence in l∞. Denote it by q˜:
q˜n =
1
4pi
∫ pi
0
φ+(λ) cos(nλ)dλ+
1
4pi
∫ pi
0
φ−(λ) sin(nλ)dλ+
A
4pi
∫ pi
0
sin(nλ)
sin(λ/2)
dλ. (12)
It is easy to see that ∆q˜ = ∆q. Since q˜, q ∈ l∞ and ∆(q˜ − q) = 0, there exists a constant c
such that
qn = c+ q˜n (13)
for any n ∈ Z. We want now to find the limit of q˜n for large |n|. Since φ+(λ), φ−(λ) ∈
L1([0, pi]), by the Riemann – Lebesgue theorem the integrals in (12) containing these functions
tend to zero as |n| grows. Thus,
lim
n→+∞
q˜n =
A
4
, lim
n→−∞
q˜n = −A
4
.
From these equalities and formula (13) the theorem follows. Formula (8) will be proved
during the proof of Theorem 2.2.
4 Proof of Theorem 2.3
Note first that condition (5) implies that Q∆(λ) is C1-smooth function, and the following
equality holds:
Q∆(0) = 0. (14)
Smoothness follows from classical theorems for Fourier series. Let us prove now (14). By
definition we have:
Q∆(0) =
∑
k
q∆k . (15)
Moreover, the latter series is convergent. Write q∆k as
q∆k = −(δk+1 − δk), δk = qk − qk−1.
Then from equality (15) it follows that
Q∆(0) = lim
N→+∞
∑
|k|6N
q∆k = − lim
N→+∞
(δN − δ−N).
Let us show that δN → 0 as N → ±∞. For this write Q∆(0) as follows:
Q∆(0) =
∑
k>0
q∆k +
∑
k<0
q∆k .
8
From absolute convergence in (15) it follows that in the last formula both series converge.
It is not difficult to see that δn − δn+k, n, k > 0, is the difference of partial sums of the first
series. Thus, by Cauchy principle, there exists a finite limit
c = lim
n→+∞
δn.
Since for all n,N > 0 we have
qN+n = qN +
n+N∑
k=N+1
δk
and supn |qn| < ∞, it follows that c = 0. Similarly one can consider the case limn→−∞ δn.
The equality (14) is proved.
For the derivative of Q∆(λ) at zero we have:
d
dλ
Q∆(0) = i
∑
k
kq∆k .
In the formula (3), where the function φ(λ) was defined, put
A = 2
1
i
d
dλ
Q∆(0) = 2
∑
k
kq∆k .
Then we get equalities:
φ(λ) =
1
sin(λ/2)
(
Q∆(λ)
sin(λ/2)
− iA
)
=
1
sin2(λ/2)
∑
k
q∆k
(
eikλ − 2ik sin(λ/2)
)
= φ+(λ) + iφ−(λ),
where
φ+(λ) =
1
sin2(λ/2)
∑
k
q∆k cos(kλ),
φ−(λ) =
1
sin2(λ/2)
∑
k
q∆k
(
sin(kλ)− 2k sin λ
2
)
.
Since
|φ−(λ)| 6
∑
k
|q∆k |
∣∣∣∣∣sin(kλ)− 2k sin λ2sin2 λ
2
∣∣∣∣∣ ,
from lemma 4.1, condition (5) and Fatou theorem it follows that φ−(λ) ∈ L1([0, pi]).
Moreover, as Q∆(0) = 0, we have
q∆0 = −
∑
k 6=0
q∆k .
It follows that
φ+(λ) =
1
sin2(λ/2)
∑
k
q∆k (cos(kλ)− 1).
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For all x ∈ [0, pi/2] we have sin x > 2x/pi, hence∫ pi
0
1− cos kλ
sin2(λ/2)
dλ = 2
∫ pi/2
0
1− cos 2kx
sin2 x
dx
6 pi
∫ pi/2
0
1− cos 2kx
x2
dx 6 pi
∫ +∞
0
1− cos 2kx
x2
dx = pi2|k|.
We took an explicit formula for the latter integral from [2], p. 691, 3.782 (2). Finally, from
condition (5) and the Fatou theorem we get that φ+(λ) ∈ L1([0, pi]). Theorem 2.3 is proven.
Lemma 4.1. There exists a constant c > 0 such that for all n > 0 we have the inequality
Vn =
∫ pi
0
∣∣∣sin(nλ)− 2n sin(λ/2)
sin2(λ/2)
∣∣∣dλ 6 cn lnn.
Proof. For any x ∈ [0, pi/2] we have sin x > 2x/pi, consequently,
Vn = 2
∫ pi/2
0
∣∣∣sin(2nx)− 2n sinx
sin2 x
∣∣∣dx
6 pi
2
2
∫ pi/2
0
∣∣∣sin(2nx)− 2n sinx
x2
∣∣∣dx (16)
=
pi2
2
(∫ pi/(2n)
0
∣∣∣sin(2nx)− 2n sinx
x2
∣∣∣dx+ ∫ pi/2
pi/(2n)
∣∣∣sin(2nx)− 2n sinx
x2
∣∣∣dx).
Denote h(x) = sin(2nx)− 2n sinx. The following equalities hold:
h(0) = 0, h′(0) = 0, h′′(x) = −4n2 sin(2nx) + 2n sinx.
Then for all x we have the inequality:
|h(x)| 6 3n2x2.
Using this inequality, we can get the following bound for the integral in (16):∫ pi/(2n)
0
∣∣∣sin(2nx)− 2n sinx
x2
∣∣∣dx 6 3n2 ∫ pi/(2n)
0
dx =
3pi
2
n.
To estimate the second integral note that h(x) satisfies the following inequality:
|h(x)| 6 4nx.
Consequently, the second term in (16) admits the bound:
pi/2∫
pi/(2n)
∣∣∣sin(2nx)− 2n sinx
x2
∣∣∣dx 6 4n pi/2∫
pi/(2n)
1
x
dx = 4n
(
ln
pi
2
− ln pi
2n
)
= 4n lnn.
Thereby Lemma 4.1 is proved.
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5 Proof of Theorem 2.1
Lemma 5.1. For any n ∈ Z and t > 0 the following equality holds true:
qn(t) = qn(0)− 1
2pi
∫ 2pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆(λ)e−inλdλ. (17)
Proof. Denote by Rn(t) the right-hand side in (17). Since Q
∆ ∈ L2([0, 2pi]), we get the
inequality for Rn(t):
|Rn(t)| 6 |qn(0)|+ 1
2pi
√∫ 2pi
0
|Q∆(λ)|2dλ
√∫ 2pi
0
(1− cos(2ωt sin(λ/2)))2
16 sin4(λ/2)
dλ
6 |qn(0)|+ t2||Q∆||L2([0,2pi]).
Thereby, Rn(t) for any t > 0 defines the sequence in l∞. Now differentiating Rn(t) two times,
we get
R¨n(t) = −ω2 1
2pi
∫ 2pi
0
cos
(
2ωt sin
λ
2
)
Q∆(λ)e−inλdλ.
From the other side,
∆R(t) = Rn+1 +Rn−1 − 2Rn
= (∆q(0))n − 1
2pi
∫ 2pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆(λ)
× (e−i(n+1)λ + e−i(n−1)λ − 2e−inλ)dλ
= −q∆n (0)−
1
2pi
∫ 2pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆(λ)e−inλ(2 cosλ− 2)dλ
= −q∆n (0) +
1
2pi
∫ 2pi
0
(
1− cos
(
2ωt sin
λ
2
))
Q∆(λ)e−inλdλ
= −q∆n (0) +
1
2pi
∫ 2pi
0
Q∆(λ)e−inλdλ
− 1
2pi
∫ 2pi
0
cos
(
2ωt sin
λ
2
)
Q∆(λ)e−inλdλ
= − 1
2pi
∫ 2pi
0
cos
(
2ωt sin
λ
2
)
Q∆(λ)e−inλdλ.
We can conclude now that R¨(t) = ω2∆R(t) and R(0) = q(0). Due to the uniqueness of
solution of the corresponding ODE in l∞, the lemma is proved.
The formula for solution in terms of Q∆(λ) can be obtained “directly”. It is known that
q(t) = cos(t
√
V )q(0),
qn(t) =
∑
k
ak(t)qn−k(0)
11
(see [5], lemma 3.1 and 3.3). This formula defines the action of the operator cos(t
√
V ).
Furthermore, from
q¨ = − cos(t
√
V )V q(0) = −ω2 cos(t
√
V )q∆(0)
we get that
q¨n(t) = −ω2
∑
k
ak(t)q
∆
n−k(0).
After integrating with respect to t and some transformations we can get (17).
Now we can come back to the proof of Theorem 2.1 concerning uniform boundedness.
We use the representation (10) for Q∆ :
Q∆(λ) = Q∆+(λ) + iQ
∆
−(λ).
Using formula (17) and that qn(t), Q
∆
+, Q
∆
− are real, we get
qn(t) = qn(0)−Dn(t)−Bn(t), (18)
where
Dn(t) =
1
2pi
∫ 2pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆+(λ) cos(nλ)dλ
=
1
pi
∫ pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆+(λ) cos(nλ)dλ,
Bn(t) =
1
2pi
∫ 2pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆−(λ) sin(nλ)dλ
=
1
pi
∫ pi
0
1− cos(2ωt sin(λ/2))
4 sin2(λ/2)
Q∆−(λ) sin(nλ)dλ.
In the second equality for Dn, Bn we used the symmetry of integrands with respect to point
pi.
It is not difficult to see (from the second condition of (3) in the definition of l∆) that
φ ∈ L1([0, pi]) iff
φ+(λ) =
Q∆+(λ)
sin2(λ/2)
∈ L1([0, pi])
and
φ−(λ) =
1
sin(λ/2)
( Q∆−(λ)
sin(λ/2)
− A
)
∈ L1([0, pi]).
Thus, for Dn(t) we have
|Dn(t)| 6 1
4pi
∫ pi
0
|Q∆+(λ)|
sin2(λ/2)
dλ.
This means that Dn(t) is uniformly bounded. Also, for Bn(t) we have
Bn(t) =
1
pi
∫ pi
0
1− cos(2ωt sin(λ/2))
4 sin(λ/2)
( Q∆−(λ)
sin(λ/2)
− A
)
sin(nλ)dλ
12
+
A
pi
∫ pi
0
1− cos(2ωt sin(λ/2))
4 sin(λ/2)
sin(nλ)dλ.
Then by Lemma 5.2 we get the bound:
|Bn(t)| 6 1
4pi
∫ pi
0
|φ−(λ)|dλ+ AC
4pi
for some constant C > 0. Theorem 2.1 follows.
Lemma 5.2. There exists a constant C such that for all t > 0 and all n ∈ Z the following
inequality holds: ∣∣∣∣∫ pi
0
1− cos(t sin(λ/2))
sin(λ/2)
sin(nλ)dλ
∣∣∣∣ 6 C.
Without loss of generality we can assume that n > 0. Then we have∫ pi
0
1− cos(t sin(λ/2))
sin(λ/2)
sin(nλ)dλ =
∫ pi
0
sin(nλ)
sin(λ/2)
dλ− 2I2n(t), (19)
where
In(t) =
1
2
∫ pi
0
cos(t sin(λ/2))
sin(λ/2)
sin
(
n
λ
2
)
dλ =
∫ pi/2
0
cos(t sinx)
sinx
sin(nx)dx.
The integral in (19) can be found in [2], p. 605, 3.612 (4):∫ pi
0
sin(nλ)
sin(λ/2)
dλ = 2
∫ pi/2
0
sin(2nx)
sinx
dx = 4
n−1∑
k=0
(−1)k
2k + 1
= pi + o¯(1), as n→∞.
Thus, the statement of Lemma 5.2 is equivalent to the uniform boundedness of In(t).
Theorem 5.1. The function
In(t) =
∫ pi/2
0
cos(t sinx) sin(nx)
sinx
dx
is bounded uniformly in n ∈ Z and t > 0.
5.1 Uniform boundedness and integrals of Bessel functions
We could find only rather cumbersome proof of Theorem 5.1. Before starting the proof, we
show the connection of the function In(t) with Bessel function Jn(t) of the first kind
Jn(t) =
1
pi
∫ pi
0
cos(nx− t sinx)dx.
We have the equality
d
dt
In(t) = −
∫ pi/2
0
sin(t sinx) sin(nx)dx
13
=
1
2
∫ pi/2
0
cos(nx+ t sinx)dx− 1
2
∫ pi/2
0
cos(nx− t sinx)dx
=
1 + (−1)n
2
∫ pi/2
0
cos(nx+ t sinx)dx− pi
2
Jn(t).
Introducing the notation χn = [1 + (−1)n]/2, we get
In(t) = In(0) +
∫ t
0
d
ds
In(s)ds
= In(0) + χn
∫ pi/2
0
sin(nx+ t sinx)
sinx
dx
− χn
∫ pi/2
0
sin(nx)
sinx
dx− pi
2
∫ t
0
Jn(s)ds
= (1− χn)In(0) + χn
∫ pi/2
0
sin(2nx+ t sinx)
sinx
dx+
pi
2
∫ t
0
Jn(s)ds.
Boundedness of In(0) follows from [2], p. 605, 3.612 (3)–(4). We are going to show now the
uniform boundedness of the second integral in the last formula∫ pi/2
0
sin(2nx+ t sinx)
sinx
dx =
∫ pi/2
0
sin(2nx+ t sinx)
x
x
sinx
dx
=
∫ pi/2
0
sin(2nx+ t sinx)
x
( x
sinx
− 1
)
dx
+
∫ pi/2
0
sin(2nx+ t sinx)
x
dx.
Since the function 1
x
(
x
sinx
− 1) is absolutely integrable on [0, pi/2], the first integral is uni-
formly bounded. Similarly, for the second integral we can use Lemma 5.5. Thus we have
shown that uniform boundedness of In(t) is equivalent to the uniform boundedness in n ∈ Z+
and t > 0 of the integral of the Bessel function
Gn(t) =
∫ t
0
Jn(s)ds. (20)
Unfortunately, we could not find any results concerning uniform (in index and time)
boundedness of the integral of Bessel function (20). For example, in [3] (see p. 255, formula
(11)) only the asymptotics of Gn(nx) for large n and 0 < x 6 1 is given. This is not sufficient
for uniform boundedness in t, n. One of the reasons why it is difficult to get uniform estimates
for Gn(t) is the following. There exist many asymptotic formulas for Jn(t) with different
speed of n and t increase to infinity, but we could not find any for Jn(nx) uniformly for
x ∈ [1− δ, 1 + δ] with δ > 0. As a corollary of Theorem 5.1 we get the following statement.
Proposition 5.1. There exists a constant C > 0 such that for all integers n and all t > 0
the following inequality holds ∣∣∣∣∣
∫ t
0
Jn(s)ds
∣∣∣∣∣ 6 C.
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We want to show now the relation of the integral Gn(t) with the sum of Jn(t). For
simplicity assume that n = 2m for some integer m > 0. Using the known formula (see [3])
2J˙n = Jn−1 + Jn+1
we conclude that
G2m(t) =
∫ t
0
J2m(s)ds = 2J2m−1(t)−
∫ t
0
J2m−2(s)ds = . . .
= 2
m−1∑
k=0
(−1)m−1−kJ2k+1(t)−
∫ t
0
J0(s)ds.
For all k > 0 we have ∫ +∞
0
Jk(t)dt = 1,
(see [2], p. 1036, 6.511 (1)), then uniform boundedness of G2m(t) is equivalent to the uniform
boundedness (in m and t) of the sums
m−1∑
k=0
(−1)kJ2k+1(t).
(Unfortunately, we could not find anything concerning this in the literature.) And again, as
a corollary to Theorem 5.1 we have the following statement.
Proposition 5.2. There exists a constant C > 0 such that for any integer n > 0 and all
t > 0 the following inequalities hold∣∣∣∣n−1∑
k=0
(−1)kJ2k+1(t)
∣∣∣∣ 6 C, ∣∣∣∣ n∑
k=1
(−1)kJ2k(t)
∣∣∣∣ 6 C.
Also remark that in a very informative book [4], where integrals of Bessel functions are
considered (for example, see pp. 58–60) we also could not find uniform estimates for Gn(t).
5.2 Proof of Theorem 2.2
We will use the representation (18) of the solution as
qn(t) = qn(0)−Dn(t)−Bn(t).
Using the Riemann – Lebesgue theorem we conclude that
lim
t→∞
Dn(t) =
1
4pi
∫ pi
0
φ+(λ) cos(nλ)dλ,
lim
t→∞
Bn(t) =
1
4pi
∫ pi
0
φ−(λ) sin(nλ)dλ+
A
4pi
∫ pi
0
sin(nλ)
sin(λ/2)
dλ.
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It follows that
lim
t→∞
qn(t) = qn(0)− q˜(0)n,
where the sequence q˜(0) is defined in (12). Therein it was shown that there exists a constant
c ∈ R such that for all n ∈ Z
qn(0)− q˜(0)n = c.
In the limits n→ +∞ and n→ −∞, we get:
L+ − A
4
= c, L− +
A
4
= c.
It follows that (L+ + L−)/2 = c. This proves Theorem 2.2 and formula (8).
5.3 Proof of Theorem 5.1
Firstly, transform our integral as follows:
In(t) =
∫ pi/2
0
cos(t sinx) sin(nx)
sinx
dx =
∫ pi/2
0
cos(t sinx) sin(nx)
x
x
sinx
dx
=
∫ pi/2
0
cos(t sinx) sin(nx)
1
x
( x
sinx
− 1
)
dx+
∫ pi/2
0
cos(t sinx) sin(nx)
x
dx.
Since the function 1
x
(
x
sinx
− 1) is absolutely integrable on [0, pi/2], the uniform boundedness
of In(t) is equivalent to the uniform boundedness of the integral
Cn(t) =
∫ pi/2
0
cos(t sinx) sin(nx)
x
dx.
Further on we shall prove uniform boundedness of Cn(t).
Now it is useful to say some words about the scheme of the proof. The proof will be
subdivided in 4 parts depending on the parameters n and t:
1. γn(t) = t/n 6 γ1 < 1, lemma 5.3. In this domain we use integration by parts several
times and will use Gronwall’s lemma.
2. γn(t) > γ2 > 1, lemma 5.4. The proof is similar to the previous case.
3. γ1 6 γn(t) 6 1, lemma 5.7. Here we use “regularized” change of variables to reduce
the problem to tabulated integral.
4. 1 6 γn(t) 6 γ2, lemma 5.9. Here we use another “regularized” change of variables,
enter complex plane and estimate the obtained integrals.
We will choose the constants γ1 < 1 < γ2 appropriately during the proof. Let us explain the
reasons for such partition onto 4 parts of the set of parameters n and t. Firstly note that
the integral in question is an oscillation integral having singularity at the ends of integration
interval. For small times t n the main contribution is given by the terms sin(nx). Contrary
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to this, for large times t n the main contribution is expected from the terms cos(t sinx).
Moreover in the latter case the phase function sinx has stationary point pi/2. In both cases
we could deal with oscillations using integration by parts several times. In case t  n it is
also necessary to shift the integration region from stationary points. When t ∼ n both terms
give oscillations of the same order. That is why in this case we “put” these terms under the
same sin. That gives two new integrals which should be considered separately.
Now we start the detailed proof.
5.4 Uniform boundedness for γn(t) 6 γ1 < 1
Lemma 5.3 (Domain γn(t) 6 γ1 < 1). There exists a constant c > 0 such that for all
0 < γ1 < 1, all n > 0 and t > 0 satisfying the condition γn(t) = t/n 6 γ1, the following
inequality holds
|Cn(t)| 6 c
1− γ21
exp
( 1
1− γ21
)
.
Proof. We have
Cn(t) =
∫ pi/2
0
(cos(t sinx)− 1) sin(nx)
x
dx+
∫ pi/2
0
sin(nx)
x
dx
=
∫ pi/2
0
ft(x) sin(nx)dx+O(1)
where
ft(x) =
cos(t sinx)− 1
x
.
Here and further we shall write f(t, n, γ1) = O(g(t, n, γ1)) if for all t, n, γ1 such that t/n 6
γ1 6 1 the following inequality holds
|f(t, n, γ1)| 6 wg(t, n, γ1)
for some constant w not depending on t, n, γ1. In other words, it is a well known notation,
but with additional condition that the corresponding constant should not depend on our
parameters. Integrating by parts we get
Cn(t) = −ft(x) cos(nx)
n
∣∣∣pi/2
0
+
1
n
∫ pi/2
0
f ′t(x) cos(nx)dx
=
1
n
ft
(pi
2
)
cos
(npi
2
)
+
1
n
∫ pi/2
0
f ′t(x) cos(nx)dx.
In the latter equality we used that ft(0) = 0. Further on, we have
f ′t(x) = −
t cos(x) sin(t sinx)
x
− cos(t sinx)− 1
x2
.
Hence
Cn(t) = O(1)− t
n
∫ pi/2
0
cos(x) sin(t sinx)
x
cos(nx)dx
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− 1
n
∫ pi/2
0
cos(t sinx)− 1
x2
cos(nx)dx. (21)
Let us show first that the last integral in (21) is of the order O(t). We have the inequalities∣∣∣∣∣
∫ pi/2
0
cos(t sinx)− 1
x2
cos(nx)dx
∣∣∣∣∣
6
∫ pi/2
0
1− cos(t sinx)
x2
dx = 2
∫ pi/2
0
sin2((t sinx)/2)
x2
dx
= 2
∫ pi/4
0
sin2((t sinx)/2)
x2
dx+ 2
∫ pi/2
pi/4
sin2((t sinx)/2)
x2
dx
= 2
∫ pi/4
0
sin2((t sinx)/2)
x2
dx+O(1)
6 2
∫ pi/4
0
sin2((t sinx)/2)
sin2 x
dx+O(1).
Changing the variables u = sinx, we have
2
∫ 1/√2
0
sin2(tu/2)
u2
√
1− u2du+O(1) 6 2
√
2
∫ 1/√2
0
sin2(tu/2)
u2
du+O(1)
=
√
2t
∫ t/(2√2)
0
sin2(y)
y2
dy +O(1)
=
√
2t(O(1) +
∫ t/(2√2)
1
sin2(y)
y2
dy) +O(1)
6
√
2t(O(1) +
1
t
)) +O(1) = O(t) +O(1).
Now transform the first integral in (21) as follows:∫ pi/2
0
cos(x) sin(t sinx)
x
cos(nx)dx =
∫ pi/2
0
cos(x)− 1
x
sin(t sinx) cos(nx)dx
+
∫ pi/2
0
sin(t sinx) cos(nx)
x
dx
= O(1) + Sn(t),
where
Sn(t) =
∫ pi/2
0
sin(t sinx) cos(nx)
x
dx.
We used the fact that the function [cos(x)− 1]/x is absolutely integrable on [0, pi/2]. From
(21) we have
Cn(t) = O(1) +O
( t
n
)
− t
n
Sn(t) = O(1)− t
n
Sn(t). (22)
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Now integrate Sn(t) by parts:
Sn(t) =
sin(t sinx) sin(nx)
nx
∣∣∣pi/2
0
− 1
n
∫ pi/2
0
(sin(t sinx)
x
)′
sin(nx)dx
= O(1)− 1
n
∫ pi/2
0
(t cos(x) cos(t sinx)
x
− sin(t sinx)
x2
)
sin(nx)dx
= O(1)− t
n
∫ pi/2
0
cos(x) cos(t sinx)
x
sin(nx)dx
+
1
n
∫ pi/2
0
sin(t sinx)
x2
sin(nx)dx
= − t
n
Hn(t) +
1
n
Fn(t).
For the first integral we have:
Hn(t) =
∫ pi/2
0
cos(x) cos(t sinx)
x
sin(nx)dx
=
∫ pi/2
0
(cos(x)− 1)
x
cos(t sinx) sin(nx)dx
+
∫ pi/2
0
cos(t sinx) sin(nx)
x
dx
= O(1) + Cn(t).
Note that for the second integral
Fn(t) =
∫ pi/2
0
sin(t sinx)
x2
sin(nx)dx
the following equalities hold:
d
dt
Fn(t) =
∫ pi/2
0
sin(x)
x
cos(t sinx) sin(nx)
x
dx = O(1) + Cn(t).
It follows that
Fn(t) = O(t) +
∫ t
0
Cn(s)ds.
Thus, we have got the equality
Sn(t) = O
( t
n
)
− t
n
Cn(t) +
1
n
∫ t
0
Cn(s)ds = O(1)− t
n
Cn(t) +
1
n
∫ t
0
Cn(s)ds.
Substitute it to (22) and get
Cn(t) = O(1) +
( t
n
)2
Cn(t)− t
n2
∫ t
0
Cn(t)ds.
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Thus for γn(t) = t/n 6= 1 we get
Cn(t) =
1
1− (t/n)2
(
O(1)− t
n2
∫ t
0
Cn(t)ds
)
.
We have that if γn(t) < γ1 < 1, then for some constant c > 0,
|Cn(t)| 6 1
1− γ21
(
c+
1
n
∫ t
0
|Cn(t)|ds
)
.
From Gronwall’s lemma we get that
|Cn(t)| 6 c
1− γ21
exp
( t
n(1− γ21)
)
6 c
1− γ21
exp
( 1
1− γ21
)
.
Lemma 5.3 is thus proved.
5.5 Uniform boundedness for γn(t) > γ2 > 1
Lemma 5.4 (Domain γn(t) > γ2 > 1). There exists a constant c > 0 such that for all
γ2 > 1, all n > 0 and t > 0, satisfying condition γn(t) = t/n > γ2, the following inequality
holds:
|Cn(t)| 6 c γ
2
2
γ22 − 1
exp
( γ2
γ22 − 1
)
.
Proof. Change first the integration domain
Cn(t) =
∫ pi/4
0
cos(t sinx) sin(nx)
x
dx+
∫ pi/2
pi/4
cos(t sinx) sin(nx)
x
dx
= C˜n(t) +O(1),
where
C˜n(t) =
∫ pi/4
0
cos(t sinx) sin(nx)
x
dx.
Integrating by parts we get
C˜n(t) =
sin(t sinx)
t cosx
sin(nx)
x
∣∣∣pi/4
0
− 1
t
∫ pi/4
0
sin(t sinx)
(
sin(nx)
x cosx
)′
dx
= O(1)− 1
t
∫ pi/4
0
sin(t sinx)
(
n cos(nx)
x cosx
− sin(nx)
x2 cosx
+
sin(nx) sinx
x cos2 x
)
dx
= O(1)− n
t
∫ pi/4
0
sin(t sinx)
cos(nx)
x cosx
dx+
1
t
∫ pi/4
0
sin(t sinx)
sin(nx)
x2 cosx
dx
= O(1)− n
t
Kn(t) +
1
t
Un(t) (23)
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where
Kn(t) =
∫ pi/4
0
sin(t sinx)
cos(nx)
x cosx
dx, Un(t) =
∫ pi/4
0
sin(t sinx)
sin(nx)
x2 cosx
dx.
In the equality (23) we used the fact that∣∣∣sin(t sinx)sin(nx) sinx
x cos2 x
∣∣∣ = ∣∣∣sin(t sinx)sin(nx)
cos2 x
sinx
x
∣∣∣ 6 1
for x ∈ [0, pi/4] and
1
t
6 1
γ2n
6 1.
Thus we got the expansion
C˜n(t) = O(1)− n
t
Kn(t) +
1
t
Un(t). (24)
We will now estimate Kn(t) and Un(t). We use equalities
Un(t) =
∫ pi/4
0
sin(t sinx)
sin(nx)
x2
( 1
cosx
− 1
)
dx+
∫ pi/4
0
sin(t sinx)
sin(nx)
x2
dx
= O(1) +
∫ pi/4
0
sin(t sinx)
sin(nx)
sin2 x
sin2 x
x2
dx
= O(1) +
∫ pi/4
0
sin(t sinx)
sin(nx)
sin2 x
dx
= O(1) +
∫ pi/4
0
sin(t sinx)
sinx
sin(nx)
sinx
dx
= O(1) +
∫ pi/4
0
(sin(t sinx)
sinx
− t
1 + (t sinx)2
)sin(nx)
sinx
dx
+
∫ pi
4
0
t
1 + (t sinx)2
sin(nx)
sinx
dx
= O(1) + U1n(t) + U
2
n(t),
where U1(t) and U2n(t) are correspondingly the first and second integrals in the latter formula.
For U1n(t) we have
|U1n(t)| 6
∫ pi/4
0
∣∣∣sin(t sinx)
sinx
− t
1 + (t sinx)2
∣∣∣ 1
sinx
dx
=
∫ 1/√2
0
∣∣∣sin(ty)
y
− t
1 + (ty)2
∣∣∣ 1
y
√
1− y2dy
6
√
2
∫ 1/√2
0
∣∣∣sin(ty)
y
− t
1 + (ty)2
∣∣∣1
y
dy
21
=
√
2t
∫ t/√2
0
∣∣∣sinu
u
− 1
1 + u2
∣∣∣1
u
du
6
√
2t
∫ +∞
0
∣∣∣sinu
u
− 1
1 + u2
∣∣∣1
u
du.
Convergence of the last integral follows because the integrand has the order u−2 at infinity,
and the order u at zero. Thus we get that
U1n(t) = O(t).
Now let us estimate U2n(t). We will need the known inequality sinx > 2x/pi that holds for
any x ∈ [0, pi/2]. We have
|U2n(t)| 6 nt
∫ pi/4
0
t
1 + (t sinx)2
x
sinx
dx 6 pint
∫ pi/4
0
1
1 + 4(tx)2/pi2
dx
= pin
∫ tpi/4
0
1
1 + 4u2/pi2
du 6 pin
∫ +∞
0
1
1 + 4u2/pi2
du.
Consequently,
U2n(t) = O(n),
Un(t) = O(1) +O(t) +O(n).
Now consider in detail Kn(t):
Kn(t) =
∫ pi/4
0
sin(t sinx)
cos(nx)
x
dx+O(1)
=
∫ pi/4
0
sin(t sinx)
cos(nx)− 1
x
dx+
∫ pi/4
0
sin(t sinx)
x
dx+O(1)
= K1n(t) +K
2
n(t) +O(1),
where K1n(t) and K
2
n(t) are correspondingly the first and second integrals in the last formula.
Let us show that K2n(t) = O(1):
K2n(t) =
∫ pi/4
0
sin(t sinx)
x
dx =
∫ pi/4
0
sin(t sinx)
sinx
dx+O(1)
=
∫ 1/√2
0
sin(ty)
y
√
1− y2dy +O(1)
=
∫ 1/√2
0
sin(ty)
y
( 1√
1− y2 − 1
)
dy +
∫ 1/√2
0
sin(ty)
y
dy +O(1) = O(1).
Now we integrate by parts K1n(t):
K1n(t) =
pi/4∫
0
sin(t sinx)
cos(nx)− 1
x
dx
22
= −cos(t sinx)
t cosx
cos(nx)− 1
x
∣∣∣pi/4
0
+
1
t
pi/4∫
0
cos(t sinx)
d
dx
cos(nx)− 1
x cosx
dx
= O(1)− n
t
pi/4∫
0
cos(t sinx)
sin(nx)
x cosx
dx− 1
t
pi/4∫
0
cos(t sinx)
cos(nx)− 1
x2 cosx
dx
+
1
t
pi/4∫
0
cos(t sinx)
cos(nx)− 1
x cos2 x
sinxdx.
The first integral in the last expression equals C˜n(t) + O(1), the third integral has order
O(1). Thus
K1n(t) = O(1)−
n
t
C˜n(t)− 1
t
Zn(t),
where
Zn(t) =
∫ pi/4
0
cos(t sinx)
cos(nx)− 1
x2
dx.
Note that the number n > 0 could be considered as an arbitrary real number because we
never used the fact that n is an integer. Then
d
dn
Zn(t) = −
∫ pi/4
0
cos(t sinx)
sin(nx)
x
dx = −C˜n(t)
and
Zn(t) = O(1)−
∫ n
0
C˜m(t)dm.
Finally we get
Kn(t) = O(1)− n
t
C˜n(t) +
1
t
∫ n
0
C˜m(t)dm.
Substitute formulas for Kn(t) and Un(t) to the formula (24) for C˜n(t):
C˜n(t) = O(1) +
(n
t
)2
C˜n(t)− n
t2
∫ n
0
C˜m(t)dm.
It follows that for t/n > γ2 > 1,
|C˜n(t)| =
∣∣∣∣∣ 11− (n/t)2
(
O(1)− n
t2
∫ n
0
C˜m(t)dm
)∣∣∣∣∣
6 1
1− γ−22
(
O(1) +
1
t
∫ n
0
|C˜m(t)|dm
)
.
Gronwall’s lemma gives
|C˜n(t)| 6 c
1− γ−22
exp
( 1
1− γ−22
n
t
)
6 cγ
2
2
γ22 − 1
exp
( γ2
γ22 − 1
)
for some constant c > 0 not depending on n, t, γ2. Lemma 5.4 is proved.
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5.6 Uniform boundedness for γ1 < γn(t) < γ2. Preliminary lem-
mas
Using the formula for the product sin cos we can rewrite the formula for C˜n(t) as
C˜n(t) =
1
2
(∫ pi/4
0
sin(nx+ t sinx)
x
dx+
∫ pi/4
0
sin(nx− t sinx)
x
dx
)
=
1
2
(
Rn(t) +Mn(t)
)
,
where
Rn(t) =
∫ pi/4
0
sin(nx+ t sinx)
x
dx, Mn(t) =
∫ pi/4
0
sin(nx− t sinx)
x
dx.
Lemma 5.5. There exists a constant α > 0 such that for all t > 0 and real n > 0 the
following inequality holds
|Rn(t)| 6 α.
Proof. Denote f(x) = nx+ t sinx and note that
f ′(x) =
d
dx
f(x) = n+ t cosx > 0
for x ∈ [0, pi/4]. Denote
a = f
(pi
4
)
=
pin
4
+
t√
2
the maximal value of f(x) on [0, pi/4]. Since f(x) is monotone increasing on [0, pi/4], there
exists a smooth function ϕ : [0, a]→ [0, pi/4] such that
f(ϕ(u)) = u
for all u ∈ [0, a]. Thus we can change variables x = ϕ(u) in the integral Rn(t):
Rn(t) =
∫ a
0
sinu
ϕ(u)
ϕ′(u)du =
∫ a
0
sinu
u
h(u)du,
where we denoted
h(u) =
u
ϕ(u)
ϕ′(u).
It is obvious that h(0) = 1. Then
Rn(t) =
∫ a
0
sinu
u
(h(u)− h(0))du+ h(0)
∫ a
0
sinu
u
du
=
∫ a
0
h(u)− h(0)
u
sinu du+ Si(a), (25)
where
Si(x) =
∫ x
0
sinu
u
du
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is the integral sine. It is well known that limx→+∞ Si(x) = pi/2. Also, since Si(x) is continu-
ous, it is bounded on [0,+∞).
Let us estimate the fractional term in the first integral containing h(u). We want to use
Lemma 5.6. For this we need the following estimates of ϕ(u):
ϕ′(u) =
1
f ′(ϕ(u))
=
1
n+ t cosϕ(u)
6 1
n+ t√
2
6
√
2
n+ t
.
The lower bound is evident:
ϕ′(u) > 1
n+ t
.
Let us estimate the second derivative
ϕ′′(u) = −f
′′(ϕ(u))ϕ′(u)
(f ′(ϕ(u)))2
=
t sinϕ(u)
(f ′(ϕ(u)))3
6 t
(n+ t√
2
)3
6 (
√
2)3
t
(n+ t)3
.
Then from Lemma 5.6 we get the following inequality:∣∣∣h(u)− h(0)
u
∣∣∣ 6 4 t
(n+ t)3
3/(n+ t)
(n+ t)−2
=
12t
(n+ t)2
.
Hence the integral in (25) can be estimated as follows:∣∣∣∣∣
∫ a
0
h(u)− h(0)
u
sinu du
∣∣∣∣∣ 6 12at(n+ t)2 = 12tpin/4 + t/
√
2
(n+ t)2
6 12t
n+ t
6 12.
Thereby Lemma 5.5 is proved.
Lemma 5.6. Let a real function φ(u) ∈ C2([0, a]) be given, a > 0. Assume also that for
some positive constants c1, c2, c3 and all u ∈ [0, a] we have:
0 < c1 6 φ′(u) 6 c2,
|φ′′(u)| 6 c3,
and also φ(0) = 0. Then for the function
h(u) =
u
φ(u)
φ′(u)
we have h(0) = 1, and for all u ∈ [0, a] the following inequality holds∣∣∣h(u)− h(0)
u
∣∣∣ 6 c3 c1 + c2
c21
.
Proof. Equality h(0) = 1 follows immediately. By Lagrange theorem we have∣∣∣h(u)− h(0)
u
∣∣∣ 6 max
v∈[0,a]
|h′(v)|.
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Now let us estimate the derivative h′(u). Denote
ψ(u) =
φ(u)
u
.
Then h(u) = φ′(u)/ψ(u) and
h′(u) =
φ′′(u)
ψ(u)
− φ
′(u)ψ′(u)
ψ2(u)
. (26)
Let us estimate now ψ(u):
ψ(u) =
φ(u)
u
> min
v∈[0,a]
φ′(v) > c1 > 0.
Again by Lagrange theorem we have
ψ′(u) =
uφ′(u)− φ(u)
u2
=
φ′(u)− φ(u)/u
u
=
φ′(u)− φ′(θ(u))
u
for some θ(u) ∈ [0, u]. Continue the previous equality:
|ψ′(u)| 6 max
v∈[0,a]
|φ′′(v)|u− θ(u)
u
6 c3.
Substitute the obtained estimates to (26):
|h′(u)| 6 c3
c1
+
c2c3
c21
= c3
c1 + c2
c21
.
Lemma 5.6 is proved.
Now we shall estimate the integral Mn(t) for the remaining domain of parameters γ1 <
γn(t) < γ2. Put
t = (1 + ε)n
for some |ε| < ε′ < 1. Then
Mn(t) = Mn((1 + ε)n) = Ln(ε) =
∫ pi/4
0
sin(n(x− (1 + ε) sinx)
x
dx
=
∫ pi/4
0
sin(nfε(x))
x
dx,
where
fε(x) = x− (1 + ε) sinx.
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5.7 Uniform boundedness for γ1 < γn(t) 6 1
Lemma 5.7. For any 0 < ε′ < 1 there exists a constant c = c(ε′) > 0 such that for all
ε ∈ [−ε′; 0] and n > 1 the following inequality holds:
|Ln(ε)| 6 c.
Proof. We have
f ′ε(x) =
d
dx
fε(x) = 1− (1 + ε) cosx.
It follows that f ′ε(x) > 0 for x ∈ [0, pi/4], and moreover f ′ε(x) = 0 only for ε = 0, x = 0.
Then the function fε(x) is monotone increasing for x ∈ [0, pi/4] and there exists a monotone
continuous function
ϕε(u) : [0, δε]→ [0, pi/4],
such that
fε(ϕε(u)) = −εu+ u
3
6
=: gε(u)
and δε = g
−1
ε (fε(pi/4)), where g
−1
ε is the inverse function, existing due to monotonicity of gε.
Indeed, ϕε(u) can be written as ϕε(u) = f
−1
ε (gε(u)).
Let us show that for all ε ∈ [−ε′, 0] the function ϕε(u) is continuously differentiable in u
on the interval [0, δε], that is ϕε(u) ∈ C1([0, δε]). If ε < 0, then f ′ε(x) > 0 for all x ∈ [0, pi/4].
Then by classical inverse function theorems it follows that ϕε(u) ∈ C1([0, δε]). For ε = 0 and
u ∈ (0, δε] by the same reasons we have continuous differentiability of ϕε(u) for 0 < u 6 δε.
Let us show that there exists derivative of ϕ0(u) at u = 0. From Taylor formula we have:
f0(x) =
x3
6
+ o¯(x) as x→ 0.
It is clear that ϕ0(0) = 0 and ϕ0(u)→ 0 as u→ 0+. Then
f0(ϕ0(u)) =
ϕ30(u)
6
+ o¯(ϕ0(u)) =
u3
6
.
Finally we get
lim
u→0+
ϕ0(u)
u
= 1.
Thereby we proved that ϕε(u) ∈ C1([0, δε]) for all ε ∈ [−ε′, 0]. We shall see further on that
in fact the function ϕε(u) is “close” to u.
Now use the change of variables x = ϕε(u) in the integral for Ln(ε):
Ln(ε) =
∫ δε
0
sin(ngε(u))
ϕε(u)
ϕ′ε(u)du =
∫ δε
0
sin(ngε(u))
u
hε(u)du,
where
hε(u) =
u
ϕε(u)
ϕ′ε(u).
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Obviously hε(0) = 1. Hence
Ln(ε) =
∫ δε
0
sin(ngε(u))
u
du+
∫ δε
0
sin(ngε(u))
hε(u)− hε(0)
u
du. (27)
From Lemmas 5.8 and 5.6 we have the estimate for the second interval:∣∣∣∣∣
∫ δε
0
sin(ngε(u))
hε(u)− hε(0)
u
du
∣∣∣∣∣ 6 c5c3 c1 + c2c21 ,
where the constants ck, k = 1, . . . , 5 were defined in Lemma 5.8.
Now let us estimate the first integral in (27):
L˜n(ε) =
∫ δε
0
sin(ngε(u))
u
du =
∫ δε
0
sin(n(−εu+ u3/6))
u
du
=
∫ δεn
0
sin(−εy + y3/(6n2))
y
dy.
In the last integral the cubic term under the sine, for y < n2/3, has at most the same order
as the linear term. Taking into account this observation, subdivide this integral in two:
L˜n(ε) =
∫ δεn2/3
0
sin(−εy + y3/(6n2))
y
dy +
∫ δεn
δεn2/3
sin(−εy + y3/(6n2))
y
dy
= L˜1n(ε) + L˜
2
n(ε),
where we denoted by L˜1n(ε), L˜
2
n(ε) the first and second integrals in the latter formula. Let
us estimate firstly L˜1n(ε). By Taylor formula for the sine for all y, z > 0 we have the equality
sin(−εy + z) = sin(−εy) + z cos(−εy + θ(z))
for some θ(z) ∈ [0, z]. Then
L˜1n(ε) =
∫ δεn2/3
0
sin(−εy + y3/(6n2))
y
du
=
∫ δεn2/3
0
sin(−εy)
y
du+
∫ δεn2/3
0
y3
6n2
cos
(−εy + θ(y3/(6n2)))
y
dy.
The first integral is evidently equal to Si(−εδεn2/3) and thus is bounded uniformly in n > 0
and ε 6 0. For the second integral we have the bounds∣∣∣∣∣
∫ δεn2/3
0
y3
6n2
cos
(−εy + θ(y3/(6n2)))
y
dy
∣∣∣∣∣ 6 16n2
∫ δεn2/3
0
y2 dy
=
1
18n2
(δεn
2/3)3 =
δ3ε
18
.
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Then by Lemma 5.8 this integral is also uniformly bounded. Thereby we have shown that
L˜1n(ε) = O(1)
uniformly in n > 0 and ε 6 0. Now estimate L˜2n(ε). Integration by parts gives:
L˜2n(ε) =
∫ δεn
δεn2/3
sin(−εy + y3/(6n2))
y
dy
= −cos(−εy + y
3/(6n2))
(−ε+ y2/(2n2))y
∣∣∣δεn
δεn2/3
+
∫ δεn
δεn2/3
cos
(
−εy + y
3
6n2
) d
dy
1
(−ε+ y2/(2n2))ydy.
The first term after substitution, by Lemma 5.8 and the lower estimate for δε, equals O(1).
Also ∣∣∣ d
dy
1
(−ε+ y2/(2n2))y
∣∣∣ = 1
(−ε+ y2/(2n2))y2 +
1
n2
1
(−ε+ y2/(2n2))2 6
6n2
y4
and thus
|L˜2n(ε)| 6 O(1) + 6n2
∫ δεn
δεn2/3
1
y4
dy = O(1) + 2n2
( 1
(δεn2/3)3
− 1
(δεn)3
)
= O(1).
Thus, Lemma 5.7 is proved.
Lemma 5.8. For any ε′ < 1 there exist positive constants c1, c2, c3, c4, c5 such that for all
ε ∈ [−ε′; 0] and any u ∈ [0, δε] the following inequalities hold:
0 < c1 6 ϕ′ε(u) 6 c2,
|ϕ′′ε(u)| 6 c3, c4 6 δε 6 c5.
Proof. The proof consists of several parts.
1. Firstly, we shall prove the inequality:
u 6 ϕε(u) 6
pi
2
u (28)
that holds for any u ∈ [0, δε]. Note first that for all x ∈ [0, pi/4] the following inequalities
hold
1
3pi
x3 6 x− sinx 6 x
3
6
.
Hence, for the function fε(x) = x− (1 + ε) sinx = x− sinx− ε sinx we have:
1
3pi
x3 − ε 2
pi
x 6 fε(x) 6
x3
6
− εx = gε(x).
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The left part can be estimated as follows
1
3pi
x3 − ε 2
pi
x =
2
pi
x3
6
− ε 2
pi
x >
( 2
pi
)3x3
6
− ε 2
pi
x = gε
( 2
pi
x
)
and we get the bounds
gε
( 2
pi
x
)
6 fε(x) 6 gε(x).
After substitution x = ϕε(u) we have
gε
( 2
pi
ϕε(u)
)
6 fε(ϕε(u)) = gε(u) 6 gε(ϕε(u)).
From this, taking into account that gε(u) is monotone increasing, we obtain (28).
Taylor expansion gives for any x > 0:
fε(x) = −εx+ x
3
6
+Rε(x) = gε(x) +Rε(x), (29)
where
Rε(x) =
1
4!
∫ x
0
(x− s)4f (5)ε (s) ds =
1
5!
x5f (5)ε (θε(x)) = −(1 + ε)
1
5!
x5 cos(θε(x))
for some θε(x) ∈ [0, x]. Putting x = ϕε(u) in the expansion (29), we get
gε(u) = gε(ϕε(u)) +Rε(ϕε(u)).
The tangent line equation is
y(v) = gε(u) + g
′
ε(u)(v − u).
Using convexity property of function gε(u) we have
gε(ϕε(u)) > y(ϕε(u))
and
ϕε(u)− u 6 gε(ϕε(u))− gε(u)
g′ε(u)
= −Rε(ϕε(u))−ε+ u2/2
6 1
5!
ϕ5ε(u)
(−ε+ u2/2) 6
25
5!
u5
(−ε+ u2/2) 6
25
5!
2u3.
Thus, we have proved that
0 6 ϕε(u)− u 6 cu3 (30)
for some absolute constant c not depending on ε and u. Also, the bound for δε follows from
this. Indeed, by definition we have ϕε(δε) = pi/4. Then,
δε 6
pi
4
. (31)
30
From (30) we get that
cδ3ε + δε >
pi
4
and that δε > c
′ for a constant c′ not depending on ε.
2. Now we shall estimate the derivative of the function ϕε(u). Note that the following
equality holds true:
ϕ′ε(u) =
g′ε(u)
f ′ε(ϕε(u))
. (32)
Since
f ′ε(x) = 1− (1 + ε) cosx = 1− cosx− ε cosx 6
x2
2
− ε,
using (28), we get
ϕ′ε(u) >
g′ε(u)
ϕ2ε(u)/2− ε
=
−ε+ u2/2
ϕ2ε(u)/2− ε
> −ε+ u
2/2
(pi/2)2u2/2− ε >
1
(pi/2)2
=
4
pi2
.
To estimate the second derivative of ϕε(u) we will need more exact estimates of the difference
ϕ′ε(u)− 1. So, we need inequalities for this difference. By (32) we have
ϕ′ε(u)− 1 =
g′ε(u)− f ′ε(ϕε(u))
f ′ε(ϕε(u))
. (33)
From
f ′ε(x) = 1− (1 + ε) cosx = 1− cosx− ε cosx > 1− cosx >
1
pi
x2
one can get
f ′ε(ϕε(u)) >
1
pi
ϕ2ε(u) >
1
pi
u2. (34)
And from (29) we have
f ′ε(x) = g
′
ε(x) +R
′
ε(x).
Moreover
R′ε(x) =
1
4!
x4f (5)ε (ηε(x)) = −(1 + ε)
1
4!
x4 cos(ηε(x))
for some ηε(x) ∈ [0, x]. Finally,
f ′ε(ϕε(u)) = g
′
ε(ϕε(u)) +R
′
ε(ϕε(u)).
Again using Taylor expansion for g′(ϕε(u)) at u, we get:
g′ε(ϕε(u)) = g
′
ε(u) + g
′′
ε (u)(ϕε(u)− u) +
g
(3)
ε (u)
2
(ϕε(u)− u)2.
And from (33), using (28) and (30), we get
|ϕ′ε(u)− 1| =
∣∣∣g′ε(u)− g′(ϕε(u))−R′ε(ϕε(u))
f ′ε(ϕε(u))
∣∣∣
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6 |g
′
ε(u)− g′(ϕε(u))|
u2/pi
+
ϕ4ε(u)
4!u2/pi
6 u(ϕε(u)− u) + (ϕε(u)− u)
2/2
u2/pi
+
pi
4!
(pi
2
)4
u2 6 cu2
for some constant c > 0 not depending on ε and u. Thus, we have proved
|ϕ′ε(u)− 1| 6 cu2. (35)
3. To estimate the second derivative of ϕε(u) we use the equality
ϕ′′ε(u) =
g′′ε (u)
f ′ε(ϕε(u))
− g
′
ε(u)f
′′
ε (ϕε(u))ϕ
′
ε(u)
(f ′ε(ϕε(u)))2
=
g′′ε (u)
f ′ε(ϕε(u))
− f
′′
ε (ϕε(u))(ϕ
′
ε(u))
2
f ′ε(ϕε(u)))
=
g′′ε (u)− f ′′ε (ϕε(u))(ϕ′ε(u))2
f ′ε(ϕε(u))
.
From (29) we have
f ′′ε (x) = g
′′
ε (x) +R
′′
ε(x)
and moreover,
R′′ε(x) =
1
3!
x3f (5)ε (ξε(x)) = −(1 + ε)
1
3!
x3 cos(ξε(x))
for some ξε(x) ∈ [0, x]. Hence,
f ′′ε (ϕε(u)) = g
′′
ε (ϕε(u)) +R
′′
ε(ϕε(u)).
Inequalities (35) and (30) can be rewritten in terms of ∆ = ϕε(u)− u as follows:
0 6 ∆ 6 cu3, |∆′| 6 cu2. (36)
Then
g′′ε (ϕε(u)) = g
′′
ε (u) + (ϕε(u)− u) = g′′ε (u) + ∆.
Thus, from (34), (36), (31) we get:
|ϕ′′ε(u)| =
∣∣∣g′′ε (u)− g′′ε (ϕε(u))(ϕ′ε(u))2 −R′′ε(ϕε(u))(ϕ′ε(u))2
f ′ε(ϕε(u)))
∣∣∣
6 |g
′′
ε (u)− g′′ε (ϕε(u))(∆′ + 1)2|
u2/pi
+
ϕ3ε(u)
3!u2/pi
(1 + cu2)2
6 g′′(u) |1− (∆
′ + 1)2|
u2/pi
+ ∆
(∆′ + 1)2
u2/pi
+ +
(pi
2
)3 u3
3!u2/pi
(1 + cu2)2
6 u |∆
′||∆′ + 2|
u2/pi
+
cu3(1 + cu2)2
u2/pi
+
(pi
2
)3 u
3!/pi
(1 + cu2)2
6 c′u
for some constant c′ not depending on c. Lemma 5.8 is completely proved.
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5.8 Uniform boundedness for 1 < γn(t) < γ2
This case is equivalent to the assumption that 0 < ε < ε′ for some ε′ > 0.
Lemma 5.9. There exist ε′ > 0 and c > 0 such that for all ε ∈ (0; ε′] and all n > 1,
|Ln(ε)| 6 c.
Proof. The idea and scheme of the proof are the same as for Lemma 5.7 – to do appropriate
change of variables and then estimate the simpler integral. The only difference will be that
the phase function fε(x) = x − (1 + ε) sinx has critical point on the integration interval.
Now we pass to detailed proof.
The derivative of the phase function
f ′ε(x) = 1− (1 + ε) cosx
has exactly one zero on [0, 2pi]:
x(ε) = arccos
1
1 + ε
, f ′ε(x(ε)) = 0. (37)
Choose ε′ > 0 so that x(ε) ∈ [0, pi/6] for all ε ∈ (0; ε′]. For this it is sufficient that
1
1 + ε′
>
√
3
2
, ε′ 6 2√
3
− 1.
Thus, we proved that fε(x) has exactly one critical point on [0, pi/4], for any ε ∈ (0, ε′]. The
graph of function fε(x) for ε = 0.1 is as follows:
Now we write Taylor expansion of fε(x) in a neighborhood of x(ε):
fε(x) = fε(x(ε)) +
1
2
f ′′ε (x(ε))(x− x(ε))2 +
1
6
f ′′′ε (x(ε))(x− x(ε))3 +Rε(x), (38)
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where
Rε(x) =
1
3!
∫ x
x(ε)
(x− s)3f (4)ε (s)ds.
Introduce the following notation
aε = fε(x(ε)) = x(ε)− (1 + ε) sinx(ε), (39)
bε = f
′′
ε (x(ε)) = (1 + ε) sinx(ε). (40)
As f ′′′ε (x) = (1 + ε) cosx, by (37) we have f
′′′
ε (x(ε)) = 1. Note that bε > 0. Then (38) can
be rewritten as follows:
fε(x) = aε +
1
2
bε(x− x(ε))2 + 1
6
(x− x(ε))3 +Rε(x) = gε(x− x(ε)) +Rε(x), (41)
where
gε(x) = aε +
1
2
bεx
2 +
1
6
x3.
The graph of the function gε(x):
Note that for ε = 0 the function g0(x), introduced here, coincides exactly wit the function
g0(x), introduced during the proof of Lemma 5.7. This explains why we used the same
notation.
Now use Lemma 5.10 and change the variables x = ϕε(u) in the integral Ln(ε). We get
Ln(ε) =
∫ rε
lε
sin(ngε(u))
ϕε(u)
ϕ′ε(u) du =
∫ rε
lε
sin(ngε(u))
u− lε
u− lε
ϕε(u)
ϕ′ε(u) du
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=∫ rε
lε
sin(ngε(u))
u− lε hε(u) du
= h(lε)
∫ rε
lε
sin(ngε(u))
u− lε du+
∫ rε
lε
sin(ngε(u))
hε(u)− hε(lε)
u− lε du,
where
hε(u) =
u− lε
ϕε(u)
ϕ′ε(u) = h˜ε(u− lε).
The properties of the function ϕε(u), described in Lemma 5.10 and Lemma 5.6, show that
the second integral in the last formula is bounded uniformly in n and 0 < ε 6 ε′. Thus,
Ln(ε) = L˜n(ε) +O(1),
where
L˜n(ε) =
∫ rε
lε
sin(ngε(u))
u− lε du.
Now we want to estimate the integral L˜n(ε) by transforming the integration interval to special
curve in the complex plane. To do this we need some transformations. Using theorem on
major convergence we have:
L˜n(ε) = lim
δ→0+
∫ rε
lε
sin(ngε(u))
u− (lε − δ) du. (42)
In fact, as g(lε) = 0, the integrand is bounded uniformly in u ∈ [lε, rε] for δ > 0:∣∣∣ sin(ngε(u))
u− (lε − δ)
∣∣∣ 6 n|gε(u)|
u− (lε − δ) 6 n maxu∈[lε,rε] |g
′
ε(u)|
u− lε
u− (lε − δ) 6 n maxu∈[lε,rε] |g
′
ε(u)|.
Thus it is possible to pass to the limit under the sign of the integral in (42). Now we can
continue with (42):
L˜n(ε) = lim
δ→0+
Im
(∫ rε
lε
exp(ingε(u))
u− (lε − δ) du
)
= lim
δ→0+
Im
(∫
s(ε)
exp(ingε(z))
z − (lε − δ) dz
)
,
where the contour s(ε), shown in the picture, is the union of three segments: s1(ε) —
connecting the points lε and A = (1/
√
2)lεe
−ipi/4; s2(ε) — connecting the points A and
B = (1/
√
2)rεe
ipi/4; s3(ε) — connecting the points B and rε.
The change of the contour is possible due to analyticity of the integrand. Thus we can
write
L˜n(ε) = lim
δ→0+
Im(I(1)n (ε, δ) + I
(2)
n (ε, δ) + I
(3)
n (ε, δ)) (43)
where
I(k)n (ε, δ) =
∫
sk(ε)
exp(ingε(z))
z − (lε − δ) dz, k = 1, 2, 3.
Now we should estimate all integrals I
(k)
n (ε, δ) and prove that the corresponding limits are
bounded from above by absolute constants, not depending on n, ε. Note first that bε, x(ε), lε
are of the order
√
ε for small ε, which makes more complicated derivation of uniform esti-
mates for first two integrals I
(k)
n (ε, δ), k = 1, 2.
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5.8.1 Integral over s1(ε)
Consider first I
(1)
n (ε, δ). The segment s1(ε) can be presented as follows
z = lε + ξρ, ξ = e
−ipi/4, ρ ∈ [0, ρ˜], ρ˜ = |lε|√
2
.
Then
I(1)n (ε, δ) =
∫
s1(ε)
exp(ingε(z))
z − (lε − δ) dz = ξ
∫ ρ˜
0
exp(ingε(lε + ξρ))
ξρ+ δ
dρ.
Using the Taylor expansion for gε(lε + ξρ) at lε, and taking into account that gε(lε) = 0, we
get:
gε(lε + ξρ) = g
′
ε(lε)ξρ+
g′′ε (lε)
2
ξ2ρ2 +
g
(3)
ε (lε)
6
ξ3ρ3 = u1(ρ) + iv1(ρ),
where
u1(ρ) = Re(gε(lε + ξρ)) = κg
′
ε(lε)ρ−
κ
6
ρ3,
v1(ρ) = Im(gε(lε + ξρ)) = −κg′ε(lε)ρ−
g′′ε (lε)
2
ρ2 − κ
6
ρ3,
where κ = 1/
√
2. Then
Im(I(1)n (ε, δ))
= Im
(
ξ
∫ ρ˜
0
exp(ingε(lε + ξρ))
ξρ+ δ
dρ
)
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= Im
(
ξ
∫ ρ˜
0
exp(inu1(ρ))
ξρ+ δ
e−nv1(ρ) dρ
)
=
∫ ρ˜
0
Im
(
ξeinu1(ρ)(ξ¯ρ+ δ)
) e−nv1(ρ)
|ξρ+ δ|2 dρ
=
∫ ρ˜
0
Im
(
einu1(ρ)(ρ+ ξδ)
) e−nv1(ρ)
|ρ+ ξ¯δ|2 dρ
=
∫ ρ˜
0
(cos(nu1(ρ))(−κδ) + sin(nu1(ρ))(ρ+ κδ)) e
−nv1(ρ)
(ρ+ κδ)2 + (κδ)2
dρ
= Z(1)n (ε, δ) + Z
(2)
n (ε, δ),
where
Z(1)n (ε, δ) =
∫ ρ˜
0
(cos(nu1(ρ))(−κδ) + sin(nu1(ρ))κδ) e
−nv1(ρ)
(ρ+ κδ)2 + (κδ)2
dρ,
Z(2)n (ε, δ) =
∫ ρ˜
0
ρ sin(nu1(ρ))
e−nv1(ρ)
(ρ+ κδ)2 + (κδ)2
dρ.
One cannot take the limit δ → +0 inside the integral, as there is no uniform convergence
and the integrand equals c/δ at the point ρ = 0, i.e. it is not uniformly bounded. Now we
will prove that for all δ > 0, the absolute value of the integral Im(I(1)n (ε, δ)) can be estimated
from above by a value not depending on n, ε, δ. We should study first the function v1(ρ).
Let us show first that v1(ρ) is convex for ρ > 0. Indeed, we have:
v′′1(ρ) = −g′′ε (lε)− κρ.
Note, using the inequality (51), that
g′′ε (lε) = bε + lε > bε − x(ε) = −aε > 0.
Hence
v′′1(ρ) < 0 for ρ > 0.
Upward convexity of v1(ρ) follows. Since v1(0) = 0, by upward convexity we have the
following inequality for all ρ ∈ [0, ρ˜]:
v1(ρ) > ρ
v1(ρ˜)
ρ˜
. (44)
Let us find now the value of v1(ρ˜). To do this we shall write down the derivatives of gε at
point lε through aε, bε:
g′ε(lε) = bεlε +
l2ε
2
, g′′ε (lε) = bε + lε.
Using lε < 0 and (51) we have:
v1(ρ˜) = −κ2
(
bεlε +
l2ε
2
)
|lε| − κ
2
2
(bε + lε)l
2
ε −
κ4
6
|lε|3
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= κ2l2ε
(
bε +
1
2
lε − 1
2
(bε + lε) +
1
12
lε
)
=
=
κ2l2ε
2
(
bε +
1
6
lε
)
>
κ2l2ε
2
(bε + lε) > 0.
Thus, from (44) it follows, in particular, that v(ρ) > 0 if ρ ∈ [0, ρ˜].
Now we want to estimate Z
(1)
n (ε, δ):
|Z(1)n (ε, δ)| 6 2δ
∫ ρ˜
0
1
(ρ+ κδ)2 + (κδ)2
dρ [substitute ρ = δu]
= 2
∫ ρ˜/δ
0
1
(u+ κ)2 + κ2
du 6 2
∫ +∞
0
1
u2 + κ2
du 6 4pi
2
= 2pi.
Note first that, as u1(0) = 0, by Lagrange theorem
|u1(ρ)| 6 ρ max
ρ∈[0,ρ˜]
|u′1(ρ)| = ρM
for all ρ ∈ [0, ρ˜], where M = maxρ∈[0,ρ˜] |u′1(ρ)|. Using (44) we get the bounds:
|Z(2)n (ε, δ)| 6 nM
∫ ρ˜
0
ρ2
e−nv1(ρ)
(ρ+ κδ)2 + (κδ)2
dρ 6 nM
∫ ρ˜
0
e−nv1(ρ)dρ
6 nM
∫ ρ˜
0
e−nρv1(ρ˜)/ρ˜dρ = nM
1
nv1(ρ˜)/ρ˜
(
1− e−nv1(ρ˜)) 6M ρ˜
v1(ρ˜)
.
Estimate now M = maxρ∈[0,ρ˜] |u′1(ρ)|. For ρ ∈ [0, ρ˜] we have:
|u′1(ρ)| =
∣∣∣κg′ε(lε)− κ2ρ2∣∣∣ 6 κ|g′ε(lε)|+ κ22 l2ε
6 κ
(
bε|lε|+ l
2
ε
2
)
+
κ2
2
l2ε 6 |lε| (bε + 2|lε|) .
Continuing estimation of |Z(2)n (ε, δ)|, using (52) we get
|Z(2)n (ε, δ)| 6 |lε| (bε + 2|lε|)
κ|lε|
(κ2l2ε/2)(bε + lε/6)
6 4bε + 2|lε|
bε + lε/6
6 4 bε/|lε|+ 2
bε/|lε| − (1/6) 6 4
6
1− 1/6 =
144
5
.
Thus we have shown that for all δ > 0 and all ε ∈ (0, ε′], n > 1:
|Im(I(1)n (ε, δ))| 6 2pi +
144
5
6 36. (45)
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5.8.2 Integral over s2(ε)
The segment s2(ε) can be expressed as
z = ηρ, η = eipi/4, ρ ∈ [−ρ˜, ρˆ], ρ˜ = |lε|√
2
, ρˆ =
rε√
2
,
hence we have
I(2)n (ε, δ) =
∫
s2(ε)
exp(ingε(z))
z − (lε − δ) dz = η
∫ ρˆ
−ρ˜
exp(ingε(ηρ))
ηρ− (lε − δ) dρ.
Note that for all ρ ∈ [−ρ˜, ρˆ] and δ > 0:∣∣∣exp(ingε(ηρ))
ηρ− (lε − δ)
∣∣∣ 6 c|lε|
for some constant c > 0 not depending on ρ and δ. Then by major convergence theorem we
have
lim
δ→0+
Im(I(2)n (ε, δ)) = Im
(
η
∫ ρˆ
−ρ˜
exp(ingε(ηρ))
ηρ− lε dρ
)
=: Wn(ε).
Now let us find gε(ηρ):
gε(ηρ) = aε +
bε
2
η2ρ2 +
1
6
η3ρ3 = u2(ρ) + iv2(ρ),
where
u2(ρ) = Re(gε(ηρ)) = aε − κ
6
ρ3,
v2(ρ) = Im(gε(ηρ)) =
bε
2
ρ2 +
κ
6
ρ3,
and, as above, we used notation κ = 1/
√
2.
Let us come back to the equality for Wn(ε):
Wn(ε) =
∫ ρˆ
−ρ˜
Im
(
η
einu2(ρ)
ηρ− lε
)
e−nv2(ρ)dρ
=
∫ ρˆ
−ρ˜
Im
(
ηeinu2(ρ)(η¯ρ− lε)
) e−nv2(ρ)
|ηρ− lε|2dρ
=
∫ ρˆ
−ρ˜
Im
(
einu2(ρ)(ρ− lεη)
) e−nv2(ρ)
|ρ− η¯lε|2dρ
=
∫ ρˆ
−ρ˜
cos(nu2(ρ))(−lεκ) + sin(nu2(ρ))(ρ− lεκ)
(ρ− κlε)2 + (κlε)2 e
−nv2(ρ)dρ
=
∫ ρˆ
−ρ˜
cos(nu2(ρ))ρ˜+ sin(nu2(ρ))(ρ+ ρ˜)
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ
= W (1)n (ε) +W
(2)
n (ε),
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where
W (1)n (ε) = ρ˜
∫ ρˆ
−ρ˜
cos(nu2(ρ)) + sin(nu2(ρ))
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ,
W (2)n (ε) =
∫ ρˆ
−ρ˜
ρ
sin(nu2(ρ))
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ.
Now we estimate W
(1)
n (ε),W
(2)
n (ε). Note first that the function v2(ρ) is non-negative for
ρ ∈ [−ρ˜, ρˆ]:
v2(ρ) =
ρ2
2
(
bε +
κ
3
ρ
)
> ρ
2
2
(
bε +
κ2
3
lε
)
=
ρ2
2
(
bε +
1
6
lε
)
> 0. (46)
The last inequality follows from (51). Then
|W (1)n (ε)| 6 2ρ˜
∫ ρˆ
−ρ˜
1
(ρ+ ρ˜)2 + ρ˜2
dρ 6 2ρ˜
∫ +∞
−ρ˜
1
(ρ+ ρ˜)2 + ρ˜2
dρ
[substitute ρ = ρ˜u] = 2
∫ +∞
−1
1
(u+ 1)2 + 1
du
= 2
∫ 0
−1
1
(u+ 1)2 + 1
du+ 2
∫ +∞
0
1
(u+ 1)2 + 1
du 6 2 + pi.
Now we estimate W
(2)
n (ε). To do this we rewrite it as follows
W (2)n (ε) = W
(2),−
n (ε) +W
(2),+
n (ε),
where
W (2),−n (ε) =
∫ 0
−ρ˜
ρ
sin(nu2(ρ))
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ,
W (2),+n (ε) =
∫ ρˆ
0
ρ
sin(nu2(ρ))
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ.
The integral W
(2),−
n (ε) is estimated similarly to W
(1)
n (ε):
|W (2),−n (ε)| 6
∫ 0
−ρ˜
|ρ|
(ρ+ ρ˜)2 + ρ˜2
dρ =
∫ 0
−1
|u|
(u+ 1)2 + 1
du 6 1
2
.
While analyzing W
(2),+
n (ε), a trivial constant estimate for the sine does not allow to obtain
an estimate of the corresponding integral uniform in n, ε. One of the reasons is that the
integrand (not taking the sine into account) for small ε at zero has order 1/ρ˜ ∼ 1/√ε. Write
now W
(2),+
n (ε) as follows:
W (2),+n (ε) = sin(naε)
∫ ρˆ
0
ρ
cos (κnρ3/6)
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ
− cos(naε)
∫ ρˆ
0
ρ
sin (κnρ3/6)
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ
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= sin(naε)Cn(ε)− cos(naε)Sn(ε),
where
Cn(ε) =
∫ ρˆ
0
ρ
cos (κnρ3/6)
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ, Sn(ε) =
∫ ρˆ
0
ρ
sin (κnρ3/6)
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ
and we have to estimate it. Put dε = (bε + lε/6) /2. Using (46) we get:
|Cn(ε)| 6
∫ ρˆ
0
ρ
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ 6
∫ ρˆ
0
ρ
(ρ+ ρ˜)2 + ρ˜2
e−ndερ
2
dρ
6
∫ ∞
0
ρ
(ρ+ ρ˜)2 + ρ˜2
e−ndερ
2
dρ [substitute ρ = u/
√
ndε]
=
∫ ∞
0
u
(u+ ρ˜
√
ndε)2 + (ρ˜
√
ndε)2
e−u
2
du
6 1
(ρ˜
√
ndε)2
∫ ∞
0
ue−u
2
du =
1
2nρ˜2dε
.
Now we estimate Sn(ε). Note that v2(ρ) > κρ
3/6 for ρ > 0. Consequently,
|Sn(ε)| 6 nκ
6
∫ ρˆ
0
ρ4
(ρ+ ρ˜)2 + ρ˜2
e−nv2(ρ)dρ
6 nκ
6
∫ ρˆ
0
ρ2e−nκρ
3/6dρ 6 nκ
6
∫ ∞
0
ρ2e−nκρ
3/6dρ =
1
3
.
Then
|W (2),+n (ε)| 6
| sin(naε)|
2nρ˜2dε
+
1
3
=
|aε|
2ρ˜2dε
| sin(naε)|
n|aε| +
1
3
6 |aε|
2ρ˜2dε
+
1
3
.
The first term here should be estimated separately. Note that by definition of number lε we
have:
aε +
bε
2
l2ε +
1
6
l3ε = 0.
Then aε = −bεl2ε/2− l3ε/6. From this, using inequality (52), we get:
|aε|
2ρ˜2dε
=
l2ε
2
|bε + lε/3|
κ2l2ε (bε + lε/6)
=
bε + lε/3
bε + lε/6
=
bε/|lε| − 1/3
bε/|lε| − 1/6 6
4− 1/3
1− 1/6 =
22
5
and thus
|W (2),+n (ε)| 6
22
5
+
1
3
6 5.
Finally we get: ∣∣ lim
δ→0+
Im(I(2)n (ε, δ))
∣∣ = |Wn(ε)| 6 2 + pi + 1
2
+ 5 6 11. (47)
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5.8.3 Integral over s3(ε)
We want to estimate the integral over the interval I
(3)
n (ε, δ). The interval s3(ε) can be written
as follows:
z = ηρˆ+ η¯ρ, η = eipi/4, ρ ∈ [0, ρˆ], ρˆ = rε√
2
.
This gives
I(3)n (ε, δ) =
∫
s3(ε)
exp(ingε(z))
z − (lε − δ) dz = η¯
∫ ρˆ
0
exp(ingε(ηρˆ+ η¯ρ))
ηρˆ+ η¯ρ− (lε − δ) dρ.
The same arguments as for I
(2)
n (ε, δ) show that it is possible to pass to the limit in the
integrand:
lim
δ→0+
Im(I(3)n (ε, δ)) = Im
(
η¯
∫ ρˆ
0
exp(ingε(ηρˆ+ η¯ρ))
ηρˆ+ η¯ρ− lε dρ
)
=: Xn(ε).
Now let us find gε(ηρˆ+ η¯ρ)):
gε(ηρˆ+ η¯ρ)) = aε +
bε
2
(ηρˆ+ η¯ρ)2 +
1
6
(ηρˆ+ η¯ρ)3
= aε +
bε
2
(iρˆ2 − iρ2 + 2ρˆρ)
+
1
6
(η3ρˆ3 + 3ηρˆ2ρ+ 3η¯ρˆρ2 + η¯3ρ3)
= u3(ρ) + iv3(ρ),
where
u3(ρ) = Re(gε(ηρˆ+ η¯ρ)),
v3(ρ) = Im(gε(ηρˆ+ η¯ρ)) =
bε
2
(ρˆ2 − ρ2) + κ
6
(ρˆ3 + 3ρˆ2ρ− 3ρˆρ2 − ρ3)
= (ρˆ− ρ)
(bε
2
(ρˆ+ ρ) +
κ
6
(ρˆ2 + ρ2 + 4ρˆρ)
)
> 0
for ρ ∈ [0, ρˆ]. Then
Xn(ε) =
∫ ρˆ
0
e−nv3(ρ)Im
(
η¯
einu3(ρ)
ηρˆ+ η¯ρ− lε
)
dρ.
Note that for all ρ ∈ [0, ρˆ] the following inequality holds:∣∣∣ 1
ηρˆ+ η¯ρ− lε
∣∣∣ 6 √2
rε + |lε| . (48)
Indeed, we shall drop a perpendicular from the point lε on the straight line containing the
interval s3(ε) and the point rε. It is easy to see that the length of this perpendicular equals
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(rε + |lε|)/
√
2 and is less than the distance from the point lε to the segment s3(ε). From this
the inequality (48) follows. And also for Xn(ε) we get the inequality:
|Xn(ε)| 6
√
2ρˆ
rε + |lε| =
rε
rε + |lε| 6 1. (49)
Finally, from equality (43) and inequalities (45), (47), (49) we get the following bound
for L˜n(ε):
|L˜n(ε)| 6 1 + 11 + 36 6 49.
Thus, Lemma 5.9 is completely proved.
5.8.4 Lemma on the change of variables
One of the key statements necessary for the proof of uniform boundedness of Ln(ε) in case
ε > 0 is the following lemma on the change of variables.
Lemma 5.10 (On the change of variables). There exists 0 < ε′ < 1 such that for all
ε ∈ (0; ε′] there are lε < 0 < rε so that the following statements hold:
1. There exists continuous increasing function
ϕε : [lε, rε]→ [0, pi
4
], ϕε(lε) = 0, ϕε(0) = x(ε), ϕε(rε) =
pi
4
such that
fε(ϕε(u)) = gε(u).
2. ϕε(u) ∈ C1([lε, rε]), moreover, for any u ∈ [lε, rε] there exists ϕ′′ε(u) and the following
inequalities hold:
0 < c1 6 ϕ′ε(u) 6 c2,
|ϕ′′ε(u)| 6 c3,
c4 6 rε 6 c5 (50)
for some positive constants c1, c2, c3, c4, c5, c6 not depending on ε.
3. Also the following inequalities hold:
− bε < −x(ε) < lε < 0, (51)
bε
|lε| < 4. (52)
Proof. Let us prove the first assertion. Consider two cases.
1. x ∈ [x(ε);pi/4]. In this case, the function fε(x) is monotone increasing. For the
derivative of gε(u) we use:
g′ε(u) = bεu+
1
2
u2 = u
(
bε +
1
2
u
)
. (53)
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Then, for u > 0 the function gε(u) is increasing. Moreover, gε(0) = aε = fε(x(ε)). This
means that there exists an increasing continuous function ϕε : [0, rε]→ [x(ε); pi/4] such that
fε(ϕε(u)) = gε(u), ϕε(u) = f
−1
ε (gε(u)).
2. x ∈ [0, x(ε)]. In this case fε(x) is monotone decreasing and takes its values on
[fε(x(ε)), fε(0)]:
fε(0) = 0, fε(x(ε)) = aε < 0.
By (53), gε(u) is monotone decreasing for u ∈ [−2bε; 0]. Now consider the set of values
of g(u) for u ∈ [−2bε; 0]. We want to show that this set of values contains the segment
[fε(x(ε)), fε(0)]. It is clear that g(0) = aε = fε(x(ε)). Moreover, from representation (41)
we have
fε(0) = 0 = gε(−x(ε)) +Rε(0),
Rε(0) =
1
6
∫ x(ε)
0
s3f (4)(s)ds, f (4)(s) = −(1 + ε) sin s.
Consequently, Rε(0) < 0 and thus gε(−x(ε)) > 0. So, gε(u) for u 6 0 reaches its maximum
value in the point u = −2bε, and gε(−2bε) > 0. It follows that there exists a point lε ∈
(−2bε, 0) such that gε(lε) = 0. And consequently, there exists increasing continuous function
ϕε : [lε, 0]→ [0, x(ε)] such that
fε(ϕε(u)) = gε(u), ϕε(u) = f
−1
ε (gε(u)).
Thus, we have proved the first assertion of the lemma. Now we shall prove inequality
(51):
−bε < −x(ε) < lε.
We showed that
aε = x(ε)− bε < 0.
It follows that −2bε < −bε < −x(ε). From the inequality gε(−x(ε)) > 0, proved above, and
definition of the function ϕε(u) it follows that lε > −x(ε).
We shall use now the following notation
φε(u) = ϕε(u)− x(ε)
but sometimes we will omit index ε. Further, for simplicity we will not write the lower index
for the corresponding functions.
From representation (41) we have:
g(u) = g(φ(u)) +Rε(ϕ(u)). (54)
The remainder term Rε can be written as:
Rε(x) =
1
4!
(x− x(ε))4f (4)ε (ηε(x)) = −
1 + ε
4!
(x− x(ε))4 sin ηε(x)
for some point ηε(x) from the segment connecting points x and x(ε).
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We subdivide the proof of the second assertion in several parts.
1. Let us prove that for all u ∈ [lε, rε] the following inequality holds:
|u| 6 |φ(u)| 6 α(ε′)|u|, (55)
α(ε′) = max
{(
1− 1 + ε
′
4
)−1/3
,
(
1− 1
3
− 1 + ε
′
12
)−1/2}
.
We will need in the proof the exact value of the constant α(ε′). It is clear that for ε′ < 1 the
constant α(ε′) is correctly defined and α(ε′) < 2. Since Rε(x) 6 0, we conclude immediately
that
g(u) 6 g(φ(u)).
If φ(u) > 0 and g(u) is increasing for u > 0, it follows that φ(u) > u. Vice versa, if φ(u) 6 0
and g(u) is decreasing for u 6 0, then φ(u) 6 u. This proves the left inequality in (55). To
check the right inequality consider two cases:
(a) u > 0. As φ(u) 6 pi/4 < 1, we have:
g(u) > g(φ(u))− 1 + ε
′
4!
φ4(u) > g(φ(u))− 1 + ε
′
4!
φ3(u)
=
(1
6
− 1 + ε
′
4!
)
φ3(u) +
1
2
bεφ
2(u) + aε
= c(ε′)
1
6
φ3(u) +
1
2
bεφ
2(u) + aε
> c(ε′)1
6
φ3(u) + c2/3(ε′)
1
2
bεφ
2(u) + aε = g(c
1/3(ε′)φ(u)),
where
c(ε′) = 1− 1 + ε
′
4
.
For u > 0 the function g is increasing, hence
φ(u) 6 c−1/3(ε′)u.
(b) u 6 0. Again using the representation for the remainder term Rε(x), we get inequal-
ities:
g(u) > g(φ(u)) + 1 + ε
′
4!
φ3(u) =
(1
6
+
1 + ε′
4!
)
φ3(u) +
1
2
bεφ
2(u) + aε.
Since φ(u) = ϕ(u)−x(ε) > −x(ε) > −bε, we have φ3(u) = φ(u)φ2(u) > −bεφ2(u). It follows
that
g(u) >
(
−1
6
− 1 + ε
′
4!
+
1
2
)
bεφ
2(u) + aε = c˜(ε
′)
1
2
bεφ
2(u) + aε,
where
c˜(ε′) = −1
3
− 1 + ε
′
12
+ 1 >
1
2
, for ε′ < 1.
On the other hand, for u 6 0 we have the inequality g(u) 6 1
2
bεu
2 + aε. We can conclude
that
|φ(u)| 6 1√
c˜(ε′)
|u|.
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Inequality (55) is thus completely proved.
In this inequality put u = rε. We get:
rε 6 φ(rε) = ϕ(rε)− x(ε) = pi
4
− x(ε) 6 pi
4
.
On the other hand, as xε 6 pi/6, we get
2rε > ϕ(rε)− x(ε) > pi
4
− pi
6
=
pi
12
.
Consequently,
pi
24
6 rε 6
pi
4
.
This proves (50). Let us prove now (52). Substitute u = lε to (55). We will get
xε 6 2|lε|.
Consequently,
bε
|lε| 6 2
bε
xε
= 2(1 + ε)
sinx(ε)
x(ε)
6 2(1 + ε′) < 4
and (52) is proved.
2. Now using the inequality (55), for small u we will prove more exact estimate:
|φ(u)− u| 6 cu2, (56)
that holds for all u ∈ [lε, rε] with some absolute constant c > 0 not depending on ε and u.
From (54) and (55) we have::
g(φ(u)) 6 g(u) + 1 + ε
′
4!
φ4(u) 6 g(u) + cu4, (57)
with c < 25/4!. For the second derivative of g we have
g′′(u) = bε + u,
because for u > −bε the function g(u) is downward convex. Now we draw the tangent to
g(u) at the point u:
y(v) = g(u) + g′(u)(v − u), v ∈ R.
If u > 0, then due to convexity of g and due to the fact that φ(u) > u it follows that the
point v, where the tangent equals g(u) + cu4 (see (57)), lies to the right of φ(u). Then
φ(u) 6 u+ c
g′(u)
u4 = u+
cu4
bεu+ u2/2
= u+
cu3
bε + u/2
= u+ 2cu2.
Vice versa, if u 6 0, and since φ(u) > −bε, the same arguments as in the case u > 0 give
the inequality
φ(u) > u+ c
g′(u)
u4 = u+
2cu3
2bε + u
> u− 2cu2.
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This proves (56).
3. Let us prove the inequality for the first derivative of ϕ(u). We have:
ϕ′(u) =
g′(u)
f ′(ϕ(u))
.
For the derivative of f we have:
f ′(x) = g′(x− x(ε)) +R′(x),
where
R′(x) =
1
2!
∫ x
x(ε)
(x− s)2f (4)ε (s)ds = −
1 + ε
3!
(x− x(ε))3 sin θε(x)
for some θε(x) from the segment connecting points x and x(ε). Thus,
f ′(ϕ(u)) = g′(φ(u))− 1 + ε
3!
φ3(u) sin θε(ϕ(u)). (58)
Firstly, we will show that
ϕ′(u) > c > 0 (59)
for all u ∈ [lε, rε] and some constant c > 0 not depending on ε and u. Consider two cases:
(a) u > 0. As g′(u) is increasing, by (55) and (58) we have the inequality:
f ′(ϕ(u)) 6 g′(φ(u)) 6 g′(cu) 6 max{c, 1}g′(u).
Consequently, as g′(u) > 0, we get:
ϕ′(u) > g
′(u)
max{c, 1}g′(u) =
1
max{c, 1} .
(b) u 6 0. Again using (55) and (58) we get:
f ′(ϕ(u)) > g′(φ(u)) > g′(cu) = c
2
2
u2 + cbεu > cbεu.
Using this, from g′(u) 6 0, we have:
ϕ′(u) =
−g′(u)
−f ′(ϕ(u)) >
−g′(u)
−cbεu =
1
c
(
1 +
u
2bε
)
> 1
c
(
1 +
−bε
2bε
)
=
1
2c
.
Thus, (59) is proved.
To get the upper bound for the second derivative ϕ, we will need one more inequality for
ϕ′. Namely, we will prove that
|ϕ′(u)− 1| 6 cu (60)
for all u ∈ [lε, rε] with some constant c > 0 not depending on ε and u. Due to (58) we have:
ϕ′(u)− 1 = g
′(u)− f ′(ϕ(u))
f ′(ϕ(u))
=
g′(u)− g′(ϕ(u)) + ((1 + ε)/3!)φ3(u) sin θε(ϕ(u))
f ′(ϕ(u))
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and
g′(φ(u)) = g′(u) + g′′(u)(φ(u)− u) + g
(3)(u)
2
(φ(u)− u)2.
Also by (56)
|ϕ′(u)− 1| 6 cg
′′(u)u2 + |u|3 + |u|4
|f ′(ϕ(u))| (61)
for some absolute constant c > 0, not depending on ε and u. Now for |f ′(ϕ(u))| we will get
the lower bound. Consider two cases:
(a) u > 0. By formula (58) and inequality (55) we have
f ′(ϕ(u)) > g′(φ(u))− 1 + ε
′
3!
φ3(u) > g′(φ(u))− 1 + ε
′
3!
φ2(u) > c(ε′)u2 + bεu,
where
c(ε′) =
1
2
− 1 + ε
′
3!
>
1
4
for ε′ <
1
2
.
Thus we showed that
f ′(ϕ(u)) > 1
4
u2 + bεu, u ∈ [0, rε]. (62)
And from (61) we get:
|ϕ′(u)− 1| 6 c(bε + u)u
2 + u3 + u4
u2/4 + bεu
= c
(bε + u)u
u/4 + bε
+ c
u2 + u3
u/4 + bε
6 4cu+ 4c(u+ u2) = c′u
for some absolute constant c′ > 0, not depending on ε and u.
(b) u 6 0. Using (58), (55) and that g′(u) increases we get:
f ′(ϕ(u)) 6 g′(φ(u))− 1 + ε
′
3!
φ3(u) 6 g′(u) + 1 + ε
′
3!
φ2(u) 6 c˜(ε′)u2 + bεu,
where
c˜(ε′) =
1
2
+ α2(ε′)
1 + ε′
3!
.
Note that
c˜(0) =
1
2
+
1
6
max
{(3
4
)−1/3
,
( 7
12
)−1/2}
6 1
2
+
2
6
=
5
6
.
As c˜(ε′) is continuous in ε′, there exists E > 0 such that for any ε′ < E the following
inequality holds
c˜(ε′) <
1
2
(
1 +
5
6
)
=
11
12
.
It follows that
f ′(ϕ(u)) 6 11
12
u2 + bεu 6 0
and
|f ′(ϕ(u))| >
∣∣∣∣1112u2 + bεu
∣∣∣∣ , u ∈ [lε, 0]. (63)
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Using this inequality in (61), we get:
|ϕ′(u)− 1| 6 c(bε + u)u
2 + |u|3 + |u|4
|11u2/12 + bεu| = c
(bε + u)|u|
11u/12 + bε
+ c
|u|2 + |u|3
11u/12 + bε
6 12
11
c|u|+ 12c(|u|+ u2) 6 c′|u| (64)
for some absolute constant c′ > 0 not depending on ε and u. In (64) we used that 11u/12 +
bε > 11u/12− u > 0. Thus, (60) is completely proved.
4. Finally, we have to prove an estimate from above for the second derivative of ϕ(u). It
will be useful to introduce the notation:
∆(u) = φ(u)− u = ϕ(u)− x(ε)− u.
Then inequalities (56) and (60) can be rewritten as follows:
|∆(u)| 6 cu2, |∆′(u)| 6 cu. (65)
From the definition we get:
ϕ′′(u) =
g′′(u)
f ′(ϕ(u))
− g
′(u)f ′′(ϕ(u))ϕ′(u)
(f ′(ϕ(u)))2
=
g′′(u)
f ′(ϕ(u))
− f
′′(ϕ(u))(ϕ′(u))2
f ′(ϕ(u)))
=
g′′(u)− f ′′(ϕ(u))(ϕ′(u))2
f ′(ϕ(u))
and from (38)
f ′′(x) = g′′(x− x(ε)) +R′′(x),
R′′(x) =
∫ x
x(ε)
(x− s)f (4)ε (s)ds = −
1 + ε
2
(x− x(ε))2 sin ξε(x)
for some point ξε(x) from the segment connecting points x and x(ε). Then
f ′′(ϕ(u)) = g′′(φ(u)) +R′′(ϕ(u)).
Moreover,
g′′(φ(u)) = g′′(u) + (φ(u)− u) = g′′(u) + ∆.
Now, from (65) and (55) we get:
|ϕ′′(u)| =
∣∣∣g′′(u)− g′′(ϕ(u))(ϕ′(u))2 −R′′(ϕ(u))(ϕ′(u))2
f ′(ϕε(u))
∣∣∣
6 |g
′′(u)− g′′(ϕ(u))(∆′ + 1)2|
|f ′(ϕε(u))| +
cu2
|f ′(ϕε(u))|
6 g′′(u) |1− (∆
′ + 1)2|
|f ′(ϕε(u))| +
c′u2
|f ′(ϕε(u))|
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6 c˜ g
′′(u)u
|f ′(ϕε(u))| +
c′u2
|f ′(ϕε(u))|
for some positive constants c, c′, c˜ not depending on ε and u. Again we have to consider two
cases – two signs of u. If u > 0, then by (62) we have
|ϕ′′(u)| 6 c˜ g
′′(u)u
u2/4 + bεu
+
c′u2
u2/4 + bεu
= c˜
u+ bε
u/4 + bε
+
c′u
u/4 + bε
6 4c˜+ 4c′.
If u 6 0, then using (63), we have
|ϕ′′(u)| 6 c˜ g
′′(u)|u|
|11u2/12 + bεu| +
c′u2
|11u2/12 + bεu|
= c˜
u+ bε
11u/12 + bε
+
c′|u|
11u/12 + bε
6 12
11
c˜+ 12c′.
Thus Lemma 5.10 is completely proved.
6 Conclusion
We considered here only one-dimensional lattice with accent on infinite dimension, l∞-initial
conditions and, most important, on the uniform boundedness. Uniform boundedness is one
of the most important stability factors for large systems. Most rigorous papers on large
systems are dedicated to equilibrium situation with Gibbs states. However most systems
are very far from equilibrium and Gibbs distribution could hardly play important role. One
reason is as follows. It is known that equilibrium Coulomb systems with particles of different
signs do not exist. So, to exist, the particles should move sufficiently quickly. Unfortunately,
study of such problems is now not in the list of main directions of modern mathematics.
There are many applied interpretations of this problem, both physical and social. We
show that for uniform boundedness, the system should be initially “well organized” – large
smooth clans with rare gaps between them.
It is interesting that such problems appeared to be related to fine questions of classical
mathematics, for example to Bessel functions. And we want to thank Yu. Neretin for useful
information concerning Bessel functions.
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