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a b s t r a c t
Using the semi-tensor product method, this paper investigates the existence and number
of fixed points of Boolean transformations. First, a Boolean function is expressed in an
algebraic form via constructing its unique structural matrix. Second, based on the matrix
expression, the existence of fixed points of Boolean transformations is converted into
finding solutions to algebraic equations, and a set of new results is presented. Moreover,
an effective algorithm is established to find all the fixed points of Boolean transformations.
Finally, as an application, we study how to construct all the Boolean transformations with
fixed number of fixed points.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The study of fixed points of Boolean functions has drawn a good deal of attention of many scholars due to its wide
applications in switching theory, cryptography, memory-efficient solution techniques in computer science, and so on.
Consequently, numerous excellent results about the existence theory of fixed points of Boolean functions have been
obtained; see, e.g., [1–6] and the references therein. For example, Subba Rao et al. [6] established several fixed and common
fixed point theorems in finite dimensional normed Boolean vector spaces. In [4], Rudeanu presented some interesting results
on the existence of a unique fixed point of Boolean transformations by using the canonical disjunctive form of a Boolean
function. However, it should be pointed out that the existence problem of fixed points of Boolean functions is far from being
solved. In fact, for the non-existence and number of fixed points of Boolean transformations, to our best knowledge, there
are fewer results in the literature to investigate this challenging topic due to the shortage of effective analysis tools.
Recently, a new matrix product, namely, the semi-tensor product of matrices [7,8] has been proposed and successfully
applied to express and analyze Boolean networks. By this method, it is very convenient to convert a logical expression into
an algebraic form, and many fundamental and landmark results about Boolean networks have been presented [8–15]. By
analyzing the transition matrix of the corresponding algebraic form, the stability of Boolean networks and the stabilization
of Boolean control networks have been investigated in [11], and some necessary and sufficient conditions for stability
and stabilization were established. By introducing the input-state incidence matrix of a Boolean control network, the
controllability and observability of Boolean control networks were investigated in [15], and a set of easily verifiable
conditions were presented.
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In this paper, using the semi-tensor product method, we investigate the existence and number of fixed points of the
following Boolean transformation:
F(x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)) : Bn → Bn, (1.1)
where (B,∨,∧,¬, 0, 1) is a Boolean algebra, xi ∈ B (i = 1, . . . , n) are variables, and fi : Bn → B (i = 1, . . . , n) are
Boolean functions. (x1, . . . , xn) is called a fixed point of F , if and only if F(x1, . . . , xn) = (x1, . . . , xn). First, the Boolean
function is expressed in the algebraic form via constructing its unique structural matrix, based on which, finding fixed
points of the Boolean transformation (1.1) are converted into solving an algebraic equation, and a set of new results on the
existence and number of fixed points of Boolean transformations togetherwith an effective algorithm are presented. Finally,
as an application, we study how to construct all the Boolean transformations with fixed number of fixed points by applying
the results we obtained.
Themain contributions of this paper are as follows. (i) The semi-tensor productmethod is first applied to the investigation
of fixed points of Boolean transformations, and a new framework is established via this method. (ii) A set of new results
on the existence and number of fixed points of Boolean transformations is obtained based on the algebraic expression of
Boolean transformations. The new results are easily checked through the MatLab toolbox.1 (iii) A new construction method
is proposed to construct all the Boolean transformations with fixed number of fixed points. The main feature of this method
lies that it only depends on the structural matrix of the Boolean transformation.
The rest of this work is structured as follows. Section 2 contains the preliminaries on the semi-tensor product ofmatrices.
In Section 3, the Boolean transformation is expressed into an algebraic form, and a set of new existence results is obtained.
Section 4 investigates how to construct all the Boolean transformations with fixed number of fixed points.
2. Preliminaries
In this section, we give some necessary preliminaries on the semi-tensor product of matrices, which will be used in the
sequel.
To introduce the semi-tensor product, we recall the Kronecker product first. Given two matrices A = (aij) ∈ Rm×n and
B = (bij) ∈ Rp×q, the Kronecker product of A and B, denoted by A⊗ B ∈ Rmp×nq, is defined as
A⊗ B =
a11B a12B · · · a1nB... ... ...
am1B am2B · · · amnB
 . (2.1)
When n = p, one can define the conventional matrix product of A and B, denoted by AB, which is familiar to us. To define a
newmatrix product for arbitrary n and p and generalize the conventionalmatrix product to arbitrary twomatrices, Professor
Cheng [7,8,10] introduced the semi-tensor product as follows.
Definition 2.1 ([10]). The semi-tensor product of two matrices A ∈ Rm×n and B ∈ Rp×q is





where α = lcm(n, p) is the least common multiple of n and p, ⊗ is the Kronecker product, In denotes the n × n identity
matrix, and the concatenation in the right side of (2.2) is the conventional matrix product.
Remark 2.2. It is noted thatwhen n = p, the semi-tensor product ofA and B becomes the conventionalmatrix product. Thus,
the semi-tensor product of matrices is a generalization of the conventional matrix product. We can simply call it ‘‘product’’
and omit the symbol ‘‘n’’ if no confusion raises.
We need some other notations.
(1) ∆n := {δkn | 1 ≤ k ≤ n}, where δkn denotes the k-th column of the identity matrix In. For compactness,∆ := ∆2.
(2) An n× t matrixM is called a logical matrix, ifM = [δi1n δi2n · · · δitn ]. We expressM briefly asM = δn[i1 i2 · · · it ]. Denote
the set of n× t logical matrices byLn×t .
(3) 0n = (0, . . . , 0  
n
)T .
(4) Coli(A) is the i-th column of a matrix A. The set of all the columns of A is denoted by Col(A).
By identifying 1 ∼ δ12 and 0 ∼ δ22 , we have ∆ ∼ B, where p ∼ q denotes the logical equivalence of p and q. We call δ12
and δ22 the vector form of 1 and 0, respectively. In many cases, we will use the vector form in the following.
Next, we recall some fundamental results for the matrix expression of a Boolean function based on the semi-tensor
product.
1 A toolbox in Matlab is provided by Professor Daizhan Cheng and his co-workers in http://lsc.amss.ac.cn/~dcheng/stp/STP.zip for the related
computations.
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For a r-ary logical operator σ(x1, . . . , xr) : B × · · · ×B  
r
→ B, using the vector form of xi, i = 1, . . . , r , we have
σ : ∆× · · · ×∆  
r
→ ∆. A 2× 2r logical matrixMσ is said to be the structural matrix [8] of σ , if
σ(x1, . . . , xr) = Mσ n x1 n · · · n xr := Mσ nri=1 xi, xi ∈ ∆. (2.3)
To show how to calculate Mσ , we set Mσ = δ2[i1 i2 · · · i2r ]. Then, for x1 n · · · n xr = δj2r , it is easy to see that
Mσ nδ
j
2r = Colj(Mσ ) = δij2 . Thus, δij2 = σ(δj2r ). In this way, one can obtainMσ . For instance, when x = 1 ∼ δ12,¬x = 0 ∼ δ22 ;
when x = 0 ∼ δ22,¬x = 1 ∼ δ12 , and thus the structural matrix of¬ isMn = δ2[2 1]. Similarly, one can obtain the structural
matrices for some other basic logical operators: conjunction (∧): Mc = δ2[1 2 2 2]; disjunction (∨): Md = δ2[1 1 1 2];
conditional (→):Mi = δ2[1 2 1 1]; biconditional (↔): Me = δ2[1 2 2 1]; exclusive or (∨¯):Mp = δ2[2 1 1 2].
To obtain the matrix expression of a Boolean function, we need the following results.
Proposition 2.3 ([8]).
1. Let p ∈ ∆. Then, p n p = δ4[1 4] n p := Mrp. Mr is called the power-reducing matrix.
2. Let p1, p2 ∈ ∆. Then, p1 n p2 = δ4[1 3 2 4] n p2 n p1 := W[2] n p2 n p1. W[2] = δ4[1 3 2 4] is called the swap matrix of
p1 and p2.
3. Let p ∈ ∆ and M be a logical matrix. Then, p nM = (I2 ⊗M) n p. This is called the pseudo-commutative property.
By applying the structural matrices of the basic logical operators and Proposition 2.3 repeatedly, one can obtain the
following result for the matrix expression of Boolean functions.
Lemma 2.4 ([8]). Let f (x1, x2, . . . , xs) be a Boolean function. Then, there exists a uniquematrixMf ∈ L2×2s , called the structural
matrix of f , such that
f (x1, x2, . . . , xs) = Mf nsi=1 xi, xi ∈ ∆, (2.4)
where Colj(Mf ) = f (δj2s), j = 1, 2, . . . , 2s.
We give an illustrative example to show how to calculate the structural matrix of a Boolean function.
Example 2.5. Convert the following logical function into the form of (2.4):
f (x1, x2, x3) = ¬x2 ∨ (x1 ↔ x3) ∨ x3, xi ∈ B, i = 1, 2, 3.
By using the vector form of logical variables and Proposition 2.3, we have
f (x1, x2, x3) = Md nMd nMn n x2 nMe n x1 n x3 n x3
= Md nMd nMn n (I2 ⊗Me) nW[2] n x1 n x2 nMr n x3
= Md nMd nMn n (I2 ⊗Me) nW[2] n [I2 ⊗ (I2 ⊗Mr)] n x1 n x2 n x3
= δ2[1 2 1 1 1 1 1 1] n x1 n x2 n x3.
Finally, we recall the following property.
Proposition 2.6 ([8]). Assume that x ∈ ∆2n , y ∈ ∆2p and z ∈ ∆2q . Moreover, assume that y = M n x and z = N n x, where
M ∈ L2p×2n and N ∈ L2q×2n . Then,w = y n z = W n x, where Coli(W ) = Coli(M) n Coli(N).
3. Main results
In this section, we first convert (1.1) into an algebraic equation via the semi-tensor product method, and then present a
set of new results on the existence and number of fixed points of the Boolean transformation (1.1) and establish an effective
algorithm.
Consider the Boolean transformation (1.1). By Lemma 2.4, for each Boolean function fi(x1, . . . , xn), i = 1, . . . , n, there
exists a unique matrixMfi ∈ L2×2n , such that
fi(x1, x2, . . . , xs) = Mfi nnj=1 xj, xj ∈ ∆. (3.1)
Since (x1, . . . , xn) is a fixed point of the Boolean transformation (1.1), if and only if
f1(x1, . . . , xn) = x1,
...
fn(x1, . . . , xn) = xn,
(3.2)
we just need to solve Eq. (3.2) to obtain all the fixed points of the Boolean transformation (1.1).
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Now, let us convert (3.2) into an algebraic equation by the semi-tensor product method. For xj ∈ ∆, (3.1) implies that
Mf1 n
n




j=1 xj = xn.
(3.3)
Multiplying the equations in (3.3) together and by Proposition 2.6, one can convert (3.3) into the following algebraic
equation:
(L− I2n)nnj=1 xj = 02n , (3.4)
where Coli(L) = nnj=1 Coli(Mfj), i = 1, . . . , 2n.
Based on the above analysis, we have the following results about the existence and number of fixed points of the Boolean
transformation (1.1).
Theorem 3.1. Suppose that F(x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)) is a Boolean transformation. Then,
(x1, . . . , xn) with its vector form nnj=1 xj = δk2n is a fixed point of F if and only if
Colk(L− I2n) = 02n . (3.5)
Proof (Necessity). Suppose that (x1, . . . , xn)with its vector formnnj=1 xj = δk2n is a fixed point of F ; then,nnj=1 xj is a solution
to Eq. (3.4). That is
(L− I2n)nnj=1 xj = Colk(L− I2n) = 02n .
(Sufficiency) Suppose that (3.5) is satisfied. Then
(L− I2n) n δk2n = Colk(L− I2n) = 02n ,
that is to say, (x1, . . . , xn)with its vector form nnj=1 xj = δk2n is a fixed point of F . 
Corollary 3.2. Suppose that F(x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)) is a Boolean transformation. Then F has
exactly m fixed points if and only if there are exactly m columns of L− I2n satisfying (3.5). Moreover, if Colki(L− I2n) = 02n (i =
1, . . . ,m), then (x1, . . . , xn) with nnj=1 xj = δki2n (i = 1, . . . ,m) are the m fixed points of F .
Corollary 3.3. Suppose that F(x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)) is a Boolean transformation. Then F has a
unique fixed point if and only if there exists exactly one column of L− I2n satisfying (3.5).
Corollary 3.4. Suppose that F(x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)) is a Boolean transformation. Then F has no
fixed point if and only if 02n∈Col(L− I2n).
Based on Theorem 3.1 and Corollaries 3.2–3.4, we establish the following algorithm to find all the fixed points of the
Boolean transformation (1.1).
Algorithm 3.5. Consider the Boolean transformation (1.1). We can calculate all the fixed points of (1.1) according to the
following steps.
Step 1: CalculateMfi , i = 1, . . . , n.
Step 2: Calculate L and L− I2n with Coli(L) = nnj=1 Coli(Mfj), i = 1, . . . , 2n.
Step 3: Judge whether or not 02n ∈ Col(L− I2n). If 02n∈Col(L− I2n), then (1.1) has no fixed point, and stop the algorithm.
Otherwise, go to the next step.
Step 4: Find all the ki, i = 1, . . . ,m, such that Colki(L − I2n) = 02n , i = 1, . . . ,m. Then (x1, . . . , xn) with nnj=1 xj =
δ
ki
2n (i = 1, . . . ,m) are the entirem fixed points of (1.1).
We give an example to illustrate the above.
Example 3.6. Find all the fixed points of the following Boolean transformation:
F(x1, x2, x3) = (f1(x1, x2, x3), f2(x1, x2, x3), f3(x1, x2, x3)), (3.6)
where f1 = x1 ∧ x2 ∧ x3, f2 = (¬x1 → x2)∨¯x3, and f3 = (x1 ∨ x2)↔ x3.
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We follow Algorithm 3.5 step by step as follows.
Step 1: Calculate Mfi , i = 1, 2, 3 as: Mf1 = M2c = δ2[1 2 2 2 2 2 2 2], Mf2 = MpMiMn = δ2[2 1 2 1 2 1 1 2], and
Mf3 = MeMd = δ2[1 2 1 2 1 2 2 1].






















































−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0
0 1 0 1 0 0 1 0
0 0 1 0 1 0 −1 1
0 0 0 0 0 0 0 −1

.
Step 3: It is easy to see that 08 ∈ Col(L− I8).
Step 4: Since Col6(L − I8) = 08, one can easily see that (x1, x2, x3) with n3i=1 xi = δ68 is the unique fixed point of F , that
is, (x1, x2, x3) = (0, 1, 0). 
4. Application
In this section, as an application, we use the results obtained in Section 3 to investigate how to construct all the Boolean
transformations with fixed number of fixed points, and present a new construction procedure based on the semi-tensor
product method.
Consider the Boolean transformation (1.1). We investigate this problem in the case n = 2, that is, F(x1, x2) =
(f1(x1, x2), f2(x1, x2)). Moreover, we suppose that F has two fixed points.
The construction problem we investigate in this section can be stated as follows. Construct all the Boolean functions
f1(x1, x2) and f2(x1, x2), such that the Boolean transformation F has exactly two fixed points.
Using the vector form, we assume that the structural matrices of f1 and f2 are
Mf1 = δ2[α1 α2 α3 α4], (4.1)
and
Mf2 = δ2[β1 β2 β3 β4], (4.2)
respectively, where αi, βi ∈ {1, 2}, i = 1, 2, 3, 4.






















Since the Boolean transformation F has exactly two fixed points, we have the following 6 cases about the two fixed points
of F :
(i) (1, 1) (or equivalently δ14) and (1, 0) (or equivalently δ
2
4);
(ii) (1, 1) (or equivalently δ14) and (0, 1) (or equivalently δ
3
4);
(iii) (1, 1) (or equivalently δ14) and (0, 0) (or equivalently δ
4
4);
(iv) (1, 0) (or equivalently δ24) and (0, 1) (or equivalently δ
3
4);
(v) (1, 0) (or equivalently δ24) and (0, 0) (or equivalently δ
4
4);
(vi) (0, 1) (or equivalently δ34) and (0, 0) (or equivalently δ
4
4).
We first consider Case (i). In this case, Theorem 3.1 implies that
Col1(L) = δ14, Col2(L) = δ24, Col3(L) ≠ δ34, and Col4(L) ≠ δ44, (4.4)
which together with (4.3) shows that
α1 = 1, β1 = 1, α2 = 1, β2 = 2, (α3, β3) ≠ (2, 1), and (α4, β4) ≠ (2, 2). (4.5)
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Hence, there are 9 Boolean transformations F for Case (i) satisfying
Case (i):

f1(x1, x2) = δ2[1 1 α3 α4] n x1 n x2,
f2(x1, x2) = δ2[1 2 β3 β4] n x1 n x2, (4.6)
where (α3, β3) ≠ (2, 1), and (α4, β4) ≠ (2, 2).
Similarly, we can obtain the other 45 Boolean transformations F for Cases (ii)–(vi) as follows:
Case (ii):

f1(x1, x2) = δ2[1 α2 2 α4] n x1 n x2,
f2(x1, x2) = δ2[1 β2 1 β4] n x1 n x2, (4.7)
where (α2, β2) ≠ (1, 2), and (α4, β4) ≠ (2, 2).
Case (iii):

f1(x1, x2) = δ2[1 α2 α3 2] n x1 n x2,
f2(x1, x2) = δ2[1 β2 β3 2] n x1 n x2, (4.8)
where (α2, β2) ≠ (1, 2), and (α3, β3) ≠ (2, 1).
Case (iv):

f1(x1, x2) = δ2[α1 1 2 α4] n x1 n x2,
f2(x1, x2) = δ2[β1 2 1 β4] n x1 n x2, (4.9)
where (α1, β1) ≠ (1, 1), and (α4, β4) ≠ (2, 2).
Case (v):

f1(x1, x2) = δ2[α1 1 α3 2] n x1 n x2,
f2(x1, x2) = δ2[β1 2 β3 2] n x1 n x2, (4.10)
where (α1, β1) ≠ (1, 1), and (α3, β3) ≠ (2, 1).
Case (vi):

f1(x1, x2) = δ2[α1 α2 2 2] n x1 n x2,
f2(x1, x2) = δ2[β1 β2 1 2] n x1 n x2, (4.11)
where (α1, β1) ≠ (1, 1), and (α2, β2) ≠ (1, 2).
To sum up, we construct all the Boolean transformations F which have exactly two fixed points. The total number of F is
C2
22
(22 − 1)22−2 = 54.
For the n-ary Boolean transformations withm (m ≤ 2n) fixed points, by using the same construction procedure, we can
construct all the Boolean transformations F effectively. Moreover, the total number of this kind of F is Cm2n(2
n − 1)2n−m.
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