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Abstract
We consider optimizing control functions for realizing logical gates in a
closed quantum systems, where the evolution of the state vector is governed
by the time dependent Schro¨dinger equation. This is an optimal control
problem where the objective function consists of two parts: the infidelity of
the quantum gate and an integral in time over highly energetic states. We
write Schro¨dingers equation as a Hamiltonian system in terms of the real
and imaginary parts of the state vector and discretize the system with the
Stro¨mer-Verlet scheme, which is a partitioned Runge-Kutta method. We de-
velop a compatible scheme for the adjoint differential equation, which allows
the gradient of the discretized objective function to be calculated exactly.
This allows all components of the gradient to be calculated at the cost of
solving two Schro¨dinger systems, independently of the number of parameters
in the control functions. The control function are expanded in a series of B-
spline basis functions with built-in carrier waves. The interior point L-BFGS
algorithm from the IPOPT package is used to minimize the objective func-
tion, subject to amplitude constraints on the parameter vector. The method
is applied to Hamiltonians that model the dynamics of a super-conducting
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qudit. By calculating the spectrum of the Hessian at the optima we find that
many eigenvalues are small and that a handful are negative, indicating that
the optimization problem is non-convex.
Keywords: Optimal control, Partitioned Runge-Kutta method, Discrete
adjoint, Quantum computing
1. Introduction
A key challenge for realizing the potential of quantum computing lies in
determining the most efficient and accurate route to controlling the quantum
states in a quantum device. This challenge stems from the fact that current
quantum computing systems, unlike classical computers, do not have a fixed
set of logical gates predetermined in hardware. Instead, the execution of a
quantum algorithm is carried out by first devising a set of classical control
functions that are then applied to the quantum computing hardware to guide
the quantum states through a series of quantum logical operations [13]. Re-
ducing the time required for a quantum gate to be realized is critical for
near-term quantum computing because it enables the computation to finish
before the quantum state collapses to a classical state, rendering the results
meaningless. To mitigate this problem, quantum optimal control techniques
have been developed to produce customized control pulses that minimize
the execution time for complicated gates that directly map onto a physical
system [18].
Optimizing the control functions in a quantum system is an optimal con-
trol problem where the objective function contains two main ingredients: the
infidelity of the quantum gate and an integral in time over highly energetic
states [10]. In this paper we develop a partitioned Runge-Kutta method for
discretizing Schro¨dinger’s equation and a compatible time-stepping scheme
for the adjoint differential equation. These schemes allow the gradient of the
objective function to be calculated exactly. As a result, the control functions
can be optimized using exact gradients, which increases the robustness and
convergence of the optimization algorithm compared to methods based on
approximate gradients, e.g. GRAPE [9, 10, 11].
Logical gates in a closed quantum system can be viewed as linear re-
versible mappings, |ψ′′〉 = V |ψ′〉, from an initial state |ψ′〉 to a final state
|ψ′′〉, where the reversibility implies that the mapping V must be unitary,
V †V = I. To introduce the quantum control problem, we start by dis-
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cussing the case where the unitary transformation is defined in the entire N -
dimensional state space, such that V can be represented by a unitary N ×N
matrix; a more general case is described in Section 2. In the following, we will
replace the ket-notation [13] of the state vector |ψ〉 = ψ(0)|0〉+ψ(1)|1〉+ . . .+
ψ(N−1)|N−1〉 by the vector notation ψ = ψ(0)e0+ψ(1)e1+ . . .+ψ(N−1)eN−1,
which is more common in the computational mathematics literature1. The
elements in the state vector are complex probability amplitudes and the
squared magnitude of the amplitudes sum to unity, i.e., ‖ψ‖22 = 1.
To account for all admissible initial data in the Hilbert space CN , we con-
sider the evolutions from the canonical basis vectors ej, for j = 0, 1, . . . , N−1.
The time-dependent control functions are expanded in terms of a finite num-
ber of basis functions, such that the control functions are determined by the
finite-dimensional parameter vector α ∈ RD. This leads to Schro¨dinger’s
equation in matrix form for the N × N complex-valued solution operator
matrix U(t,α):
∂U
∂t
+ iH(t,α)U = 0, 0 ≤ t ≤ T, U(0,α) = IN , H† = H. (1)
Here, IN is the N × N identity matrix and H(t,α) is the Hamiltonian ma-
trix, in which the time-dependence is parameterized by α. As a result,
the solution operator matrix depends implicitly on α through Schro¨dinger’s
equation. Because Schro¨dinger’s equation is linear, the solution for general
initial conditions satisfies ψ(t,α) = U(t,α)ψ(0,α).
The goal of the quantum control problem is to determine the parameter
vector α such that the time-dependence in the Hamiltonian matrix leads to a
solution of Schro¨dinger’s equation that minimizes the difference between the
target gate matrix V and U(t,α) at the final time t = T > 0. The overlap
between the two matrices can be measured by
RV (UT (α)) := 〈UT (α), V 〉F = tr
(
U †T (α)V
)
, UT (α) := U(T,α). (2)
Here, 〈 · , · 〉F denotes the Fro¨benius matrix scalar product. Because UT and
V are unitary, |RV | ≤ N . Note that the magnitude of RV is independent
of the global phase in UT . In particular, |RV (UT )| = N for UT = exp(iθ)V ,
1Here, ej represents the jth canonical basis vector, in which the jth element is one and
all other elements are zero.
3
where θ ∈ R. Based on the overlap between UT (α) and V , their distance can
be measured by the gate infidelity,
J0(UT (α)) = 1− 1
N2
|RV (UT (α))|2 ≥ 0. (3)
The quantum control problem is a constrained optimization problem
where, in the basic setting, the gate infidelity (3) is minimized under the
constraints that the solution operator matrix satisfies Schro¨dinger’s equation
(1) and the amplitudes of the control functions (determined by the parameter
vector α) do not exceed prescribed limits. For a discussion of the solvability
of the quantum control problem, see for example Borzi et al. [2].
While not a restriction of our approach, we exemplify our technique on
Hamiltonians that model the dynamics of a super-conducting qudit (a qubit
with more than two energy levels). We represent the state vector in the
energy basis in which the system Hamiltonian matrix is diagonal. To slow
down the time scales in the state vector, the problem is transformed to a
rotating frame of reference (see Appendix A) in which the Hamiltonian
matrix satisfies
H(t,α) = Hd +Hc(t,α), Hd = −ξa
2
a†a†aa, (4)
Hc(t,α) = p(t,α)(a+ a
†) + iq(t,α)(a− a†). (5)
Here, Hd and Hc are called the drift and control Hamiltonians. The terms
p(t,α) and q(t,α) are real-valued control functions of time that depend on
the parameter vector α, ξa is a real constant; a and a
† are the annihilation
and creation matrices (see Appendix A).
Several numerical methods for the quantum control problem are based
on the GRAPE algorithm [9]. Here the Schro¨dinger equation is discretized
in time using the lowest order Magnus scheme [8], in which the Hamiltonian
matrix is evaluated at the midpoint of each time step. A stair-step approx-
imation of the control functions is imposed such that each control function
is constant within each time step. With Q control functions, M time steps
of size h, the control functions are thus described by M times Q parame-
ters αj,k. The time-step propagator in the Magnus method is of the form
exp(−ih(H0 +
∑
k αj,kHk)). In general, the matrices H0 and Hk do not com-
mute, leading to an integral expression for the derivative of the propagator
with respect to the parameters, which is needed for computing the gradient
of the objective function. In the GRAPE method, the integral expression is
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approximated by the first term in its Taylor series expansion, leading to an
approximate gradient that is polluted by an O(h2) error. As the gradient
becomes smaller during the minimization, the approximation error will even-
tually dominate the numerical gradient, which may lead to a slow-down in
convergence near an optima. A more accurate way of numerically evaluating
the derivative of the time-step propagator can be obtained by retaining more
terms in the Taylor series expansion, or by using a matrix commutator expan-
sion [4]. However, these techniques still impose a stair-step approximation
of the control functions.
In the GRAPE algorithm, all components of the gradient can be com-
puted by propagating the Schro¨dinger system forwards in time followed by
back-propagating the corresponding adjoint system; the gradient of the gate
infidelity with respect to all control function parameters can then be calcu-
lated from the state and adjoint variables at each time step. Alternatively,
the gradient of the objective function can be calculated by differentiating
Schro¨dinger’s equation with respect to each parameter in the control func-
tion, leading to a differential equation for each component of the gradient of
the state vector. This approach, implemented in the GOAT algorithm [12],
allows the gradient of the objective function to be calculated exactly, but
requires (D+1) Schro¨dinger systems to be solved when the control functions
depend on D parameters. This makes the method computationally expensive
when the number of parameters is large.
The GRAPE algorithm has been generalized to optimize more general ob-
jective functions that include a combination of the gate infidelity, integrals
penalizing occupation of “forbidden states” (see Section 2) and terms for im-
posing smoothness and amplitude constraints on the control functions [10].
This approach is based on approximate automatic differentiation for com-
puting the gradient of the objective function. It is approximate because it
relies on the same inexact derivative of the time-step propagator as in the
GRAPE algorithm. This leads to numerical gradients that are polluted by
an O(h2) error.
Using a stair-stepped approximation of the control functions often leads
to a large number parameters, which may hamper the convergence of the
GRAPE algorithm. The total number of parameters can be reduced by
instead expanding the control functions in terms of basis functions. The stair-
step approximation can then be imposed on each basis function. By using
the chain rule, the gradient from the GRAPE algorithm can then be used to
calculate the gradient with respect to the coefficients in the basis function
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expansion. This approach is implemented in the GRAFS algorithm [11],
where the control functions are expanded in terms of Slepian sequences.
Gradient-free optimization methods can also be applied to the quantum
optimal control problems. These methods do not rely on the gradient to
be evaluated and are therefore significantly easier to implement. However,
the convergence of these methods is usually much slower than for gradient-
based techniques, unless the number of control parameters is very small. One
example of a gradient-free methods for quantum optimal control is the CRAB
algorithm [3].
In this paper, we develop a gradient-based method that applies to general
parameterizations of the control functions, without imposing stair-stepped
approximations. To ensure proper convergence of the optimization algorithm,
we develop a “discretize before optimize” approach in which we first discretize
the objective function and then derive a compatible time-stepping scheme
for the adjoint differential equation, such that the gradient of the discretized
objective function can be evaluated exactly.
Our technique is based on formulating Schro¨dinger’s equation as a time-
dependent Hamiltonian system in terms of the real and imaginary parts of
the state vector. The Hamiltonian structure of the system is preserved by
discretizing it with the Stro¨mer-Verlet method, which is a partitioned Runge-
Kutta scheme [8]. The final time step in the numerical solution is used
for evaluating the gate infidelity, but the discretized objective function can
also include integrals over time of the numerical solution (see Section 2).
Inspired by modern discretization techniques for optimal control [15, 16, 17],
we develop an adjoint partitioned Runge-Kutta scheme for integrating the
adjoint differential equation, which allows the gradient of the discretized
objective function to be calculated exactly. Similar to the GRAPE method,
all components of the gradient can be computed by solving two Schro¨dinger
systems, regardless of the number of parameters in the control functions. The
time-history of the solution operator matrix is needed for accumulating the
gradient during the reversed time stepping of the adjoint equation. Storing
this data can be avoided by exploring the time-reversibility of the Stro¨mer-
Verlet scheme. In this case, three Schro¨dinger systems must be solved to
evaluate all components of the gradient.
Many parameterizations of quantum control functions have been proposed
in the literature, for example cubic splines [6], Gaussian pulse cascades [5],
Fourier expansions [20] and Slepian sequences [11]. The optimization method
we develop in this paper applies to any of the aforementioned expansions, but
6
Figure 1: An example of three quadratic B-spline basis functions with carrier wave fre-
quencies (0, ξ, 2ξ).
we choose to exemplify it on control functions that are expanded in terms of
B-spline basis functions with carrier waves, see Figure 1. An intuitive moti-
vation of this approach is that transitions between the states in a quantum
system are triggered by resonance at frequencies which often can be deter-
mined by inspection of the Hamiltonian matrix. By expanding the control
functions in terms of a set of B-spline basis functions with carrier waves, we
can control the envelope of each carrier wave. Using this approach, we find
that a moderate number of basis functions often suffices for realizing highly
accurate gates, see Section 5 for details.
The remainder of the paper is organized as follows. In Section 2, we gen-
eralize the optimization problem to the case of target gates that are defined
in a subspace of the entire state space. In Section 3, we first introduce the
real-valued formulation of Schro¨dinger’s equation, followed by a presentation
of the symplectic Stro¨mer-Verlet time-stepping method, written as a par-
titioned Runge-Kutta scheme. To achieve an exact gradient of the discrete
objective function, in Section 4 we derive the discrete adjoint time integration
method, which turns out to be a related partitioned Runge-Kutta method.
The solution of the discrete adjoint equation is used to efficiently calculate
all components of the gradient of the discrete objective function. The pa-
rameterization of the control functions using B-splines with a carrier wave is
presented in Section 5. Section 6 presents numerical verifications and an ex-
ample of how the proposed technique can be combined with the interior point
L-BFGS algorithm [14] from the IPOPT package [19] to realize a multi-level
qudit gates. Important properties of the optima are exposed by analyzing
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the eigenvalues of the Hessian. Concluding remarks are given in Section 7.
2. Generalized gates
In quantum computing applications it is common to define gate trans-
formations in a subspace of the entire (possibly infinite dimensional) state
space, in which the evolution of higher energy states is not relevant for the
gate transformation, but if left uncontrolled, may lead to leakage of proba-
bility. In the following, let the subspace of interest contain E > 0 “essential”
states and let G = N − E ≥ 0 denote the number of “guard” states. The
guard states that correspond to the highest energy levels in the model are
often called “forbidden” states [10].
In the case of one qudit oscillator, we can always order the elements in
the state vector such that they correspond to increasing energy levels. The
Schro¨dinger equation governs the evolution of all energy levels in the state
vector, including the guard levels, but the unitary gate transformation is
only defined in the subspace of the essential states, which is spanned by the
canonical basis vectors ej ∈ RN , for j = 0, 1, . . . , E − 1.
Let the state vector ψj(t,α) ∈ CN satisfy the Schro¨dinger equation,
dψj
dt
+ iH(t,α)ψj = 0, 0 ≤ t ≤ T, ψj(0,α) = ej, (6)
for j = 0, 1, . . . , E − 1. The solution operator matrix U(t,α) and the target
gate matrix V become rectangular with N rows and E columns,
U(t,α) = [ψ0(t,α),ψ1(t,α), . . . ,ψE−1(t,α)], V = [d0,d1, . . . ,dE−1]. (7)
We can construct a diagonal matrix P that projects the state vector onto
the subspace spanned by the essential states,
P =
E∑
j=1
eje
†
j, P
2 = P.
The requirement that the unitary transformation is only defined in the sub-
space of the essential states can be formulated as PV = V .
The matrix overlap function RV (UT ) in (3) generalizes in a straightfor-
ward way to unitary gates that are defined in the subspace, resulting in the
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gate infidelity function
J1(UT (α)) = 1− 1
E2
|SV (UT (α))|2 , SV (UT (α)) =
E−1∑
j=0
〈ψj(T,α),dj〉2 ,
(8)
where 〈·, ·〉2 is the `2 vector scalar product. The population of the guard
states can be measured by the objective function
J2(U(·,α)) = 1
T
∫ T
0
E−1∑
j=0
〈ψj(t,α),Wψj(t,α)〉2 dt. (9)
Here, W is a diagonal N × N positive semi-definite weight matrix. The
elements in W are zero for all essential states and are positive for the guard
states. The elements are usually increased towards the highest energy levels
in the model.
For the quantum control problem with guard states, we formulate the
optimization problem as
minα G(α) := J1(UT (α)) + J2(U(·,α)), (10)
∂U
∂t
+ iH(t,α)U = 0, 0 ≤ t ≤ T, U(0,α) = [e0, e1, . . . , eE−1]. (11)
αmin ≤ αq ≤ αmax, q = 1, 2, . . . , D. (12)
In the special case of zero guard states, J2(U) = 0 because W = 0. Thus, the
above formulation applies to both the cases with and without guard states,
i.e., when G = N − E ≥ 0.
3. Real-valued formulation
A real-valued formulation of Schro¨dinger’s equation (6) is given by[
u˙
v˙
]
=
[
S(t) −K(t)
K(t) S(t)
][
u
v
]
=:
[
fu(u,v, t)
f v(u,v, t)
]
,
[
u(0)
v(0)
]
=
[
gu
gv
]
, (13)
where,
u = Re(ψ), v = −Im(ψ), K = Re (H), S = Im (H),
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Because the matrix H is Hermitian, KT = K and ST = −S (note that the
matrix S is unrelated to the matrix overlap function SV ). The real-valued
formulation of Schro¨dinger’s equation is a time-dependent Hamiltonian sys-
tem corresponding to the Hamiltonian functional,
H(u,v, t) = uTS(t)v + 1
2
uTK(t)u+
1
2
vTK(t)v. (14)
In general, S(t) 6= 0, which makes the Hamiltonian system non-separable.
In terms of the real-valued formulation, the columns of the solution op-
erator matrix in (7) satisfies U = [u1 − iv1, u2 − iv2, . . . ,uE − ivE]. Here,
(uj,vj) satisfy (13) subject to the initial conditions g
u
j = ej and g
v
j = 0.
The columns in the target gate matrix V correspond to
V = [du1 − idv1, du2 − idv2, . . . ,duE − idvE] , duj = Re(dj), dvj = −Im(dj).
Using the real-valued notation, the objective function (10) can be written
G(α) =
(
1− 1
E2
|SV (UT (α))|2
)
+
1
T
E−1∑
j=0
∫ T
0
(
〈uj(t,α),Wuj(t,α)〉2 + 〈vj(t,α),Wvj(t,α)〉2
)
dt, (15)
where,
SV (UT ) =
E−1∑
j=0
(〈
uj(T,α),d
u
j
〉
2
+
〈
vj(T,α),d
v
j
〉
2
)
+ i
E−1∑
j=0
(〈
vj(T,α),d
u
j
〉
2
− 〈uj(T,α),dvj〉2) . (16)
3.1. Time integration
Let tn = nh, for n = 0, 1, . . . ,M , be a uniform grid in time where h =
T/M is the time step. Also let un ≈ u(tn) and vn ≈ v(tn) denote the
numerical solution on the grid. We use a partitioned Runge-Kutta (PRK)
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scheme [8] to discretize the real-valued formulation of Schro¨dinger’s equation,
u0 = gu, v0 = gv, (17)
un+1 = un + h
s∑
i=1
biκ
n,i, vn+1 = vn + h
s∑
i=1
bˆi`
n,i, (18)
κn,i = fu(Un,i,V n,i, tn + cih), `
n,i = f v(Un,i,V n,i, tn + cˆih), (19)
Un,i = un + h
s∑
j=1
aijκ
n,j, V n,i = vn + h
s∑
j=1
aˆij`
n,j. (20)
Here, s ≥ 1 is the number of stages. The stage variables Un,i and V n,i are
set in a bold font to indicate that they are unrelated to the solution operator
matrix U(t,α) and the target gate matrix V .
The Stro¨mer-Verlet scheme is a two-stage PRK method (s = 2) that is
symplectic, time-reversible and second order accurate [8]. It combines the
trapezoidal and the implicit midpoint rules, with Butcher coefficients:
a11 = a12 = 0, a21 = a22 =
1
2
, aˆ11 = aˆ21 =
1
2
, aˆ12 = aˆ22 = 0, (21)
b1 = b2 =
1
2
, c1 = 0, c2 = 1, bˆ1 = bˆ2 =
1
2
, cˆ1 = cˆ2 =
1
2
. (22)
3.2. Time step restrictions for accuracy and stability
The accuracy in the numerical solution is essentially determined by how
well the fastest time scale in the state vector is resolved by the grid in time.
The analysis of the time scales in the solution of Schro¨dinger’s equation
is most straightforward to perform in the complex-valued formulation (6).
The shortest time scale can be estimated by freezing the time-dependent
coefficients in the Hamiltonian matrix at some time t = t∗ and considering
Schro¨dinger’s equation with the time-independent Hamiltonian matrix H∗ =
H(t∗). The N × N matrix H∗ is Hermitian and can be diagonalized by a
unitary transformation,
H∗X = XΓ, X†X = IN , Γ = diag(γ1, γ2, . . . , γN),
where the eigenvalues γk are real. By the change of variables ψ˜ = X
†ψ, the
solution of the diagonalized system follows as
ψ˜k(t) = e
−iγktψ˜k(0),
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corresponding to the period τk = 2pi/|γk|. To obtain an accurate numerical
solution, the shortest period in the solution must be resolved by at least CP
time steps. This leads to the time step restriction
h ≤ mink τk
CP
=
2pi
CP maxk |γk| .
The value of CP that is needed to obtain a given accuracy in the numerical
solution depends on the order of accuracy, the duration of the time integra-
tion, as well as the details of the time-stepping scheme. For second order
accurate methods such as the Stro¨mer-Verlet and the lowest order Magnus
method, acceptable accuracy for engineering applications can often achieved
with CP ≈ 20. With the Stro¨mer-Verlet method, we note that the time-
stepping can become unstable if CP ≤ 2, corresponding to a sampling rate
below the Nyquist frequency.
Given the parameter vector α, we can calculate the largest values of the
control functions p(t) and q(t), which then can be used to calculate
H∗ = Hd+p∞(a+a†)+iq∞(a−a†), p∞ = max
t
|p(t,α)|, q∞ = max
t
|q(t,α)|,
where the maximum is evaluated for times 0 ≤ t ≤ T . If the optimization
imposes amplitude constraints on the parameter vector, |α|∞ ≤ αmax, those
constraints can be used to estimate the time step before the optimization
starts. This allows the same time step to be used throughout the iteration
and eliminates the need to recalculate the spectrum of H∗ when α changes.
3.3. Verifying second order of accuracy
To check the order of convergence in the Stro¨mer-Verlet scheme, we con-
sider two small test problems with analytical solutions. Both problems have
a state vector with N = 2 components. For comparison, we also evaluate
the performance of the lowest order Magnus integrator [8], which often is
used for solving Schro¨dinger’s equation. We solve (13) in the time interval
0 ≤ t ≤ T = 5pi, subject to the initial data u(0) = [1, 0]T and v(0) = [0, 0]T .
Also, we set ω = 2pi. For the first test case, let
K1(t) =
1
4
(1− cos(ωt))
(
0 1
1 0
)
, S1(t) =
(
0 0
0 0
)
, (23)
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In this case the analytical solution of (13) satisfies
u1(t) =
(
cos(φ(t))
0
)
, v1(t) =
(
0
sin(φ(t))
)
, φ(t) =
1
4
(
t− 1
ω
sin(ωt)
)
.
As a second test case, we take
K2(t) =
(
0 0
0 0
)
, S2(t) =
1
4
(1− sin(ωt))
(
0 1
−1 0
)
, (24)
In this case the analytical solution is
u2(t) =
(
cos(θ(t))
− sin(θ(t))
)
, v2(t) =
(
0
0
)
, θ(t) =
1
4
(
t+
1
ω
(cos(ωt)− 1)
)
.
For both test cases, we evaluate the L2-errors as function of the time step
at the final time, T = 5pi. Starting with a time step of h0 = 0.1, the time
step is successively refined by a factor of
√
10 in each numerical solution,
i.e., hj = 10
−j/2h0. The results in Figure 2 indicate that the L2 norm of the
error is reduced by a factor of 10 in each refinement, verifying that both the
Stro¨mer-Verlet and Magnus integration scheme are second order accurate in
h, as expected. Furthermore, we conclude that the accuracy of the Stro¨mer-
Verlet scheme is comparable to the Magnus scheme for both test problems.
4. Discretizing the objective function and its gradient
In this section, we develop a “discretize before optimize” approach in
which we first discretize the objective function and then derive a compati-
ble scheme for discretizing the adjoint differential equation, which is used for
computing the gradient of the objective function. Because the Stro¨mer-Verlet
scheme is a partitioned Runge-Kutta scheme, previous results for autonomous
systems show that the compatible discretization of the adjoint equation is
another partitioned Runge-Kutta scheme [17]. Here, we generalize the re-
sult to the case of time-dependent matrices. We also derive the formula for
combining the solutions of the Stro¨mer-Verlet and the adjoint schemes to
calculate the gradient of the discretized objective function.
13
Figure 2: The L2 errors in the numerical solutions at t = 5pi with the Stro¨mer-Verlet and
the lowest order Magnus time integrators. Second order convergence rate is shown by the
dashed black line, indicating that both methods are second order accurate. The first test
case (23) is show on the left, with the second test case (24) on the right.
The Stro¨mer-Verlet scheme can be written in terms of the stage variables
(Un,i,V n,i) by substituting (κn,i, `n,i) from (19) into (18),
u0 = gu, v0 = gv, (25)
un+1 = un +
h
2
(
SnU
n,1 + Sn+1U
n,2 −KnV n,1 −Kn+1V n,2
)
, (26)
vn+1 = vn +
h
2
(
Kn+1/2
(
Un,1 +Un,2
)
+ Sn+1/2(V
n,1 + V n,2)
)
, (27)
and into (20),
Un,1 = un, (28)
Un,2 = un +
h
2
(
SnU
n,1 + Sn+1U
n,2 −KnV n,1 −Kn+1V n,2
)
, (29)
V n,1 = vn +
h
2
(
Kn+1/2U
n,1 + Sn+1/2V
n,1
)
, (30)
V n,2 = vn +
h
2
(
Kn+1/2U
n,1 + Sn+1/2V
n,1
)
. (31)
Here, Sn = S(tn), Sn+1/2 = S(tn+0.5h), etc. Because S(t) 6= 0, the scheme is
block implicit. Note that un+1 = Un,2 and V n,1 = V n,2 = v(tn+1/2)+O(h2).
The numerical solution at the final time step provides a second order
accurate approximation of the continuous solution operator matrix UT , which
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we denote UTh. It is used to approximate the matrix overlap function SV (UT )
in (16),
SV h(UTh) =
E−1∑
j=0
(〈
uMj ,d
u
j
〉
2
+
〈
vMj ,d
v
j
〉
2
)
+ i
E−1∑
j=0
(〈
vMj ,d
u
j
〉
2
− 〈uMj ,dvj〉2) ,
(32)
which is then used as the first part of the discrete objective function,
J1h(UTh) =
(
1− 1
E2
|SV h(UTh)|2
)
. (33)
The integral in the objective function (15) can be discretized to second order
accuracy by using the Runge-Kutta stage variables,
J2h(U ,V ) = h
T
E−1∑
j=0
M−1∑
n=0
(
1
2
〈
Un,1j ,WU
n,1
j
〉
2
+
1
2
〈
Un,2j ,WU
n,2
j
〉
2
+
〈
V n,1j ,WV
n,1
j
〉
2
)
. (34)
Based on the above formulas we discretize the objective function (15) ac-
cording to
Gh(α) = Jh(UαTh,Uα,V α), Jh(UTh,U ,V ) := J1h(UTh) + J2h(U ,V ).
(35)
Here, UαTh, U
α and V α represent the time-discrete solution of the Stro¨mer-
Verlet scheme for a given parameter vector α. We note that Gh(α) can be
evaluated by accumulation during the time-stepping of the Stro¨mer-Verlet
scheme.
4.1. The discrete adjoint approach
The gradient of the discretized objective function can be derived from
first order optimality conditions of the corresponding discrete Lagrangian.
This process was first outlined for Runge-Kutta schemes by Hager [7] and
later extended to partitioned Runge-Kutta schemes by Ober-Blo¨baum [15].
Also see the review paper by Sanz-Serna [17].
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In this approach, let (µnj ,ν
n
j ) be the adjoint variables and let (M
n,i
j ,N
n,i
j )
be Lagrange multipliers. We define the discrete Lagrangian by
Lh(u,v,U ,V ,µ,ν,M ,N ,α) =
Jh(UTh,U ,V )−
E−1∑
j=0
(〈
u0j − guj ,µ0j
〉
2
+
〈
v0j − gvj ,ν0j
〉
2
+
6∑
k=1
T kj
)
. (36)
The first two terms in the sum enforce the initial conditions (25). The
terms T 1j and T
2
j enforce the time-stepping update formulas (26)-(27) in the
Stro¨mer-Verlet scheme,
T 1j =
M−1∑
n=0
〈
un+1j − unj −
h
2
(
SnU
n,1
j + Sn+1U
n,2
j −KnV n,1j −Kn+1V n,2j
)
,µn+1j
〉
2
,
(37)
T 2j =
M−1∑
n=0
〈
vn+1j − vnj −
h
2
(
Kn+1/2
(
Un,1j +U
n,2
j
)
+ Sn+1/2(V
n,1
j + V
n,2
j )
)
,νn+1j
〉
2
.
(38)
Finally, the terms T 3j to T
6
j enforce the relations between the stage variables
(28)-(31),
T 3j =
M−1∑
n=0
〈
Un,1j − unj ,Mn,1j
〉
2
, (39)
T 4j =
M−1∑
n=0
〈
Un,2j − unj −
h
2
(
SnU
n,1
j + Sn+1U
n,2
j −KnV n,1j −Kn+1V n,2j
)
,Mn,2j
〉
2
,
(40)
T 5j =
M−1∑
n=0
〈
V n,1j − vnj −
h
2
(
Kn+1/2U
n,1
j + Sn+1/2V
n,1
j
)
,Nn,1j
〉
2
, (41)
T 6j =
M−1∑
n=0
〈
V n,2j − vnj −
h
2
(
Kn+1/2U
n,1
j + Sn+1/2V
n,1
j
)
,Nn,2j
〉
2
. (42)
To derive the discrete adjoint scheme, we note that the discrete La-
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grangian (36) has a saddle point if
∂Lh
∂µnj
=
∂Lh
∂νnj
=
∂Lh
∂Nn,ij
=
∂Lh
∂Mn,ij
= 0, (43)
∂Lh
∂unj
=
∂Lh
∂vnj
=
∂Lh
∂Un,ij
=
∂Lh
∂V n,ij
= 0, (44)
for n = 0, 1, . . . ,M , i = 1, 2 and j = 0, 1, . . . , E − 1. Here, the set of
conditions in (43) result in the Stro¨mer-Verlet scheme (25)-(31) for evolving
(unj ,v
n
j ,U
n,i
j ,V
n,i
j ) forwards in time. The set of conditions in (44) result in a
time-stepping scheme for evolving the adjoint variables (µnj ,ν
n
j ) backwards
in time, as is made precise in the following lemma.
Lemma 1. Let Lh be the discrete Lagrangian defined by (36). Furthermore,
let (unj ,v
n
j ,U
n,i
j ,V
n,i
j ) satisfy the Stro¨mer-Verlet scheme (25)-(31) for a given
parameter vector α. Then, the set of saddle-point conditions (44) are satisfied
if the Lagrange multipliers (µnj ,ν
n
j ) are calculated according to the reversed
time stepping scheme,
µMj =
∂Jh
∂uMj
, νMj =
∂Jh
∂vMj
, (45)
µnj = µ
n+1
j −
h
2
(
κn,1j + κ
n,2
j
)
, (46)
νnj = ν
n+1
j −
h
2
(
`n,1j + `
n,2
j
)
, (47)
for n = M − 1,M − 2, . . . 0. Because ST = −S and KT = K, the slopes
satisfy
κn,1j = SnX
n
j −Kn+1/2Y n,1j −
2
h
∂Jh
∂Un,1j
, (48)
κn,2j = Sn+1X
n
j −Kn+1/2Y n,2j −
2
h
∂Jh
∂Un,2j
, (49)
`n,1j = KnX
n
j + Sn+1/2Y
n,1
j −
2
h
∂Jh
∂V n,1j
, (50)
`n,2j = Kn+1X
n
j + Sn+1/2Y
n,2
j −
2
h
∂Jh
∂V n,2j
, (51)
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where the stage variables are given by
Xnj = µ
n+1
j −
h
2
κn,2j , (52)
Y n,2j = ν
n+1
j , (53)
Y n,1j = ν
n+1
j −
h
2
(
`n,1j + `
n,2
j
)
. (54)
The time-stepping scheme (46)-(54) has the form of a partitioned Runge-
Kutta method for solving the adjoint of Schro¨dinger’s equation (13). Note
that the adjoint scheme reverses the decomposition in the Stro¨mer-Verlet
scheme by using the implicit midpoint rule for µ and the trapezoidal rule
for ν, with the important exception that the time-dependent matrices K(t)
and S(t) are evaluated at time levels that do not follow those rules.
Proof. The lemma follows after a somewhat tedious but straightforward cal-
culation shown in detail in Appendix C.
Only the matrices K and S depend explicitly on α in the discrete La-
grangian. When the saddle point conditions (43) and (44) are satisfied, we
can therefore calculate the gradient of Gh by differentiating (36),
∂Gh
∂αr
=
∂Lh
∂αr
, r = 0, 1, . . . , E − 1.
This relation leads to the following Lemma.
Lemma 2. Let Lh be the discrete Lagrangian defined by (36). Assume that
(unj ,v
n
j ,U
n,i
j ,V
n,i
j ) are calculated according to the Stro¨mer-Verlet scheme for
a given parameter vector α. Furthermore, assume that (µnj ,ν
n
j ,X
n
j ,Y
n,i
j )
satisfy the adjoint time-stepping scheme in Lemma 1, subject to the terminal
conditions
µMj = −
2
E2
(
Re(SV h)d
u
j − Im(SV h)dvj
)
, νMj = −
2
E2
(
Re(SV h)d
v
j + Im(SV h)d
u
j
)
,
and the forcing functions
∂Jh
∂Un,1j
=
h
T
WUn,1j ,
∂Jh
∂Un,2j
=
h
T
WUn,2j
∂Jh
∂V n,1j
=
h
T
WV n,1j ,
∂Jh
∂V n,2j
= 0.
18
Then, the saddle-point conditions (43) and (44) are satisfied and the gradient
of the objective function (35) is given by
∂Gh
∂αr
=
h
2
E−1∑
j=0
M−1∑
n=0
{〈
S ′nU
n,1
j + S
′
n+1U
n,2
j − (K ′n +K ′n+1)V n,1j ,Xnj
〉
2
+
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,Y
n,1
j
〉
2
+
〈
K ′n+1/2U
n,2
j + S
′
n+1/2V
n,1
j ,Y
n,2
j
〉
2
}
,
(55)
where S ′n = ∂S/∂αr(tn), K
′
n+1/2 = ∂K/∂αr(tn+1/2), etc.
Proof. See Appendix D.
As a result of Lemma 2, all components of the gradient can be calcu-
lated from (unj ,v
n
j ,U
n,i
j ,V
n,1
j ) and the adjoint variables (µ
n
j ,ν
n
j ,X
n
j ,Y
n,i
j ).
The first set of variables are obtained from time-stepping the Stro¨mer-Verlet
scheme forwards in time, while the second set of variables follow from time-
stepping the adjoint scheme backwards in time.
We can avoid storing the time-history of (unj ,v
n
j ,U
n,i
j ,V
n,1
j ) by using
the time-reversibility of the Stro¨mer-Verlet scheme. However, in order to
do so, we must first calculate the terminal conditions (uMj ,v
M
j ) by evolving
(25)-(31) forwards in time. The time-stepping can then be reversed and the
gradient of the objective function (55) can be accumulated by simultaneously
time-stepping the adjoint system (46)-(54) backwards in time.
5. Quadratic B-splines with carrier waves
We expand the control function in terms of B-spline basis functions with
carrier waves, see Figure 1, given by
p(t,α) =
Nf∑
`=1
D1∑
m=1
α
(1)
m,`Bm(t) cos(Ω`t), q(t,α) =
Nf∑
`=1
D1∑
m=1
α
(2)
m,`Bm(t) cos(Ω`t).
(56)
Here, Ω` is the angular frequency of the `th carrier wave, Nf is the number of
frequencies, D1 ≥ 1 is the number of B-spline basis functions per frequency
and α
(j)
m,` are real coefficients. The total number of parameters in (56) is
D = 2NfD1, which equals the size of the parameter vector α. The case
Ω` = 0 corresponds to a regular B-spline function, see Figure 3. In this
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Figure 3: A B-spline control function p(t,α) without carrier wave (Ω1 = 0 and Nf = 1).
Here, the black dashed line is the control function and the solid colored lines are the
individual B-spline basis functions, scaled by α1m,1. In this case, D1 = 6.
paper we use the quadratic B-spline basis, where each basis function is a
piecewise quadratic polynomial in time. It is the lowest order B-spline basis
that has at least one continuous derivative. We define the basis functions on
a uniform grid in time,
tm = (m+ 0.5)δ, m = 1, . . . , D1, δ =
T
D1 + 2
. (57)
Each basis function Bm(t) is centered around t = tm and are easily expressed
in terms of the scaled time parameter τm(t) = (t− tm)/3δ,
Bm(t) = B˜(τm(t)), B˜(τ) =

9
8
+ 9
2
τ + 9
2
τ 2, −1
2
≤ τ < −1
6
,
3
4
− 9τ 2, −1
6
≤ τ < 1
6
,
9
8
− 9
2
τ + 9
2
τ 2, 1
6
≤ τ < 1
2
,
0, otherwise.
(58)
Note that Bm(t) is only non-zero in the interval t ∈ [tm − 1.5δ, tm + 1.5δ].
Thus, at any fixed time, a control function will only get contributions from
at most three B-spline basis functions. This property allows the control
functions to be evaluated very efficiently.
The coefficients α
(j)
m,` enter linearly in the expression for the control func-
tions. This property greatly simplifies the calculation of their derivatives. For
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example, the derivative of p(t,α) with respect to α
(1)
m,` equals Bm(t) cos(Ω`t).
This function is non-zero in the interval t ∈ [tm−1.5δ, tm+1.5δ] and vanishes
identically outside it. Furthermore, all derivatives of p with respect to α2m,`
are identically zero. A similar argument applies to q(t,α).
6. Numerical optimization
Our numerical solution of the optimal control problem is based on the
general purpose interior-point optimization package IPOPT [19]. This open-
source library implements a primal-dual barrier approach for solving large-
scale nonlinear programming problems, i.e., it minimizes an objective func-
tion subject to inequality (barrier) constraints on the parameter vector. Be-
cause the Hessian of the objective function is costly to calculate, we use the
L-BFGS algorithm [14] in IPOPT, which only relies on the objective func-
tion and its gradient to be evaluated. Inequality constraints that limit the
amplitude of the parameter vector α are enforced internally by IPOPT.
The routines for evaluating the objective function and its gradient are
implemented in the Julia programming language [1], which provides a con-
venient interface to IPOPT. Given a parameter vector α, the routine for
evaluating the objective function solves the Schro¨dinger equation with the
Stro¨mer-Verlet scheme and evaluates Gh(α) by accumulation. The routine
for evaluating the gradient first applies the Stro¨mer-Verlet scheme to calcu-
late terminal conditions for the state variables. It then proceeds by accu-
mulating the gradient ∇αGh by simultaneous reversed time-stepping of the
discrete adjoint scheme and the Stro¨mer-Verlet scheme. All problem specific
information are encapsulated in these two routines.
6.1. Verifying the discrete adjoint scheme
The discrete objective function can be used to approximate each compo-
nent of the discrete gradient by a centered finite difference formula,
∂Gh(α)
∂αk
=
Gh(α+ εek)− Gh(α− εek)
2ε
+O(ε2), k = 1, 2, . . . , D.
To test the correctness of the adjoint scheme, we consider the case of a qudit
with N = 6 energy levels, E = 4 essential levels and G = 2 guard levels.
To define the objective function, we define the target gate matrix V to be
a CNOT gate for the essential states, set T = 100 ns, ωa = 2pi · 4.10336
Grad/s, ξa = 2pi · 0.2198 Grad/s and use the time step h = 2.8833 · 10−3
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Figure 4: Accuracy of the discrete adjoint gradient. (Left): relative error in a centered
finite difference approximation of the gradient compared to the adjoint gradient. The
dashed line corresponds to second order accuracy. (Right): relative difference between
the adjoint and direct methods for computing the discrete gradient, per component. Both
methods agree to within 11-12 digits.
ns. We discourage population of the two guard levels in the state vector
by setting W = diag[0, 0, 0, 0, 0.2, 2.0] in the second part of the objective
function, see (9). The control functions are parameterized using B-splines
with carrier waves, with Nf = 2 carrier frequencies with Ω1 = 0, Ω2 = ξa
and D1 = 3 basis functions per frequency and control function, for a total of
D = 12 parameters. We test the gradient on the 12-dimensional parameter
vector α = [−0.05,−0.04, . . . , 0.05, 0.06]T .
A comparison between all components of the adjoint gradient and the
centered finite difference approximation is shown in Figure 4. From these
results we see that the centered approximation converges towards the adjoint
gradient as O(ε2), at least for ε ≥ 10−5. The convergence flattens out for ε =
10−6, probably due to round-off errors in the finite difference approximation.
As shown in Appendix B, we may also compute the discrete gradient using a
direct approach, based on calculating the derivative of the state vector with
respect to each component of α. The relative difference between the adjoint
and direct gradients is displayed in Figure 4, indicating that both approaches
yield the same result to within round-off errors. From these results we infer
that the discrete adjoint scheme is correctly implemented.
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6.2. A CNOT gate on a single qudit with guard levels
To test our methods on a quantum optimal control problem, we consider
realizing a CNOT gate on a single qudit with four essential energy levels and
two guard levels. The setup is the same as in Section 6.1, unless otherwise
noted. We parameterize the two control functions using B-splines with carrier
waves and choose the frequencies to be Ω1 = 0, Ω2 = ξa and Ω3 = 2ξa. In
the rotating frame, these frequencies correspond to transitions between the
ground state and the first exited state, the first and second excited states and
the second and third excited states. We use two guard levels and penalize
population of the fourth and fifth excited states using the weight matrix
W = diag[0, 0, 0, 0, 0.1, 1.0] in J2h, see (34). We use D1 = 10 basis functions
per frequency and control function, resulting in a total of D = 60 parameters.
The amplitudes of the control functions are limited by the constraints
‖α‖∞ := max
1≤r≤D
|αr| ≤ αmax. (59)
We estimate the time step using the technique in Section 3.2. To guarantee at
least CP = 40 time steps per period with αmax = 0.1 GHz, we use M = 8, 798
time steps, corresponding to h ≈ 1.1366 · 10−2 ns. The L-BFGS algorithm
within IPOPT is restarted every 10 iterations.
As initial guess for the elements of the parameter vector, we use a random
number generator with a uniform distribution in [−0.01, 0.01]. In Figure 5 we
present the convergence of the objective function G, decomposed into J1h and
J2h, together with the norm of the gradient ‖∇αG‖2. The unconstrained case
(αmax =∞) is shown on the left and a constrained case with αmax = 0.05 is
shown on the right. In the unconstrained case, the convergence is very irreg-
ular with several spikes in both the objective function and its gradient. The
approximate optima has ‖α‖∞ ≈ 0.158 and the two parts of the objective
function are J1h ≈ 2.37 · 10−4 and J2h ≈ 4.97 · 10−3. The convergence and
the robustness of the optimization are greatly improved when the constraint
αmax = 0.05 is imposed on the parameter vector. In this case the objective
function remains at approximately the same level from iteration 40 and on-
wards, the approximate optima has ‖α‖∞ ≈ 0.046 and the two parts of the
objective function are J1h ≈ 8.89 · 10−5 and J2h ≈ 2.26 · 10−4, corresponding
to a trace fidelity greater than 0.9999. Thus, by limiting the amplitude of the
parameter vector, the optimizer is able to find a significantly better optima,
with smaller amplitude, smaller gate infidelity and smaller population of the
guard states. In particular, the “forbidden” state |5〉 has a population that
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Figure 5: The inequality constraint on the parameter vector has a regularizing effect on
the convergence of the iteration. Left: no constraint, αmax = ∞. Right: enforcing the
constraint αmax = 0.05 (right).
remains below 1.25 · 10−6 for all times and initial conditions, see Figure 6.
The optimized control functions are shown in Figure 7 and the population of
the essential states, corresponding to the four initial conditions of the CNOT
gate, are presented in Figure 8.
The convergence plots in Figure 5 show that the gradient of the objective
function does not tend to zero when the objective function converges. In the
constrained case with αmax = 0.05, the norm of the gradient stops decreasing
after 50 iterations and starts oscillating around 10−2. This indicates that the
optima is not well defined. To get further clarity into the properties of
the optima we study the Hessian of the objective function. Let the optima
correspond to the parameter vector α∗. Based on the adjoint scheme for
calculating the gradient, we can approximate the elements of the Hessian
matrix using a centered finite difference approximation,
∂2Gh(α∗)
∂αj∂αk
≈ 1
2ε
(
∂Gh
∂αj
(α∗ + εek)− ∂Gh
∂αj
(α∗ − εek)
)
:= Lj,k, (60)
for j, k = 1, 2, . . . , D. To perform this calculation, the gradient must be
evaluated for the 2D parameter vectors (α∗ ± εek). Because the objective
function and the parameter vector are real-valued, the gradient and the Hes-
sian are also real-valued. Due to the finite difference approximation, the
matrix L is only approximately equal to the Hessian. The accuracy in L can
be estimated by studying the norm of its asymmetric part, which is zero for
the Hessian, see Table 1. Based on this experiment we infer that ε = 10−5
is appropriate to use for approximating the Hessian in (60). To eliminate
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Figure 6: The population of the “forbidden” state |5〉 as function of time for the four
initial conditions of the CNOT gate. Here, αmax = 0.05.
Figure 7: The control functions p(t) (blue) and q(t) (orange) for realizing a CNOT gate
with D1 = 10 basis function per carrier wave and three carrier wave frequencies. Here,
αmax = 0.05.
ε ‖0.5(L+ LT )‖F ‖0.5(L− LT )‖F
10−4 1.066 · 103 1.967 · 10−6
10−5 1.066 · 103 7.122 · 10−8
10−6 1.066 · 103 6.096 · 10−7
Table 1: The Fro¨benius norm of the symmetric and asymmetric parts of the approximate
Hessian, L, for the case αmax = 0.05.
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Figure 8: The population of the states |0〉 (blue), |1〉 (orange), |2〉 (green) and |3〉 (purple),
as function of time, for the four initial conditions of the CNOT gate. Here, αmax = 0.05.
spurious effects from the asymmetry in the L matrix, we study the spectrum
of its symmetric part, Ls = 0.5(L+L
T ). Because it is real and symmetric, it
has a complete set of eigenvectors and all eigenvalues are real. The eigenval-
ues for three different constraint levels (αmax) are shown in Figure 9. Two
properties of the spectra are noteworthy. First, for all constraint levels the
15 largest eigenvalues are significantly larger than the rest. Secondly, a hand-
ful of eigenvalues are negative, indicating that the quantum optimal control
problem is non-convex. The first property indicates that the control func-
tions are essentially described by the 15 eigenvectors associated with the 15
largest eigenvalues. As a result, perturbations along the remaining 45 eigen-
vectors have a very small effect on the objective function. This hampers the
convergence of the iteration, but may be rectified by scaling the parameters.
However, the presence of negative eigenvalues means that the constraints are
essential for making the optima well-defined. In future work, it would be
interesting to explore if the convergence properties can be improved by using
constraints based on non-linear functions of the parameter vector.
7. Conclusion
In this paper we have developed numerical methods for optimizing con-
trol functions for realizing logical gates in a closed quantum system. Our
main contribution is a “discretize before optimize” approach in which we
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Figure 9: The eigenvalues of the symmetric part of the approximate Hessian, 0.5(L+LT ),
evaluated at the optima for the constraints αmax = 0.10 (blue triangles), αmax = 0.05
(orange diamonds) and αmax = 0.035 (green circles). The positive eigenvalues are shown
on a log-scale on the left and the small eigenvalues are shown on a linear scale on the right.
first discretize the objective function and then derive a compatible scheme
for discretizing the adjoint differential equation, which is used for computing
the exact gradient of the discretized objective function. We have also intro-
duced a parameterization of the control functions based on B-splines with
built in carrier waves, where the smoothness follows from the basis functions.
Our numerical solution of the optimal control problem is based on the general
purpose interior-point optimization package IPOPT [19], which implements
a primal-dual barrier approach for minimizing the objective function subject
to amplitude constraints on the parameter vector. We have demonstrated
that the amplitude constraints regularize and improve the convergence of the
optimization problem. We optimized the control functions for a CNOT gate
with two guard states, resulting in a gate trace fidelity greater than 0.9999.
Having a moderate number of control parameters enabled us to study the
spectrum of the Hessian of the objective function at an optima. A handful of
the eigenvalues were found to be small and negative, indicating that the op-
timal control problem is non-convex. In future work, it would be interesting
to study if the control problem can be made convex by modifying the objec-
tive function and if the convergence can be improved by imposing non-linear
constrains on the parameter vector.
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Appendix A. The Hamiltonian in a rotating frame of reference
In the laboratory frame of reference, the Hamiltonian matrix for a single
super-conducting qudit is assumed to be of the form
H(t) = ωaa
†a− ξa
2
a†a†aa+ f(t)(a+ a†). (A.1)
Here, ωa > 0 and ξa are given real constants and f(t,α) is a real-valued
function of time that depend on the parameter vector α. Furthermore, a is
the annihilation matrix,
a =

0 1
0
√
2
. . . . . .
0
√
N − 1
0

,
and the creation matrix a† is its adjoint (conjugate transpose).
To derive the rotating frame transformation, we consider the time-dependent
change of variable
ψ(t) = R†(t)ψ˜(t), R†R = I.
We have
ψ˙ = R˙†ψ˜ +R† ˙˜ψ, Hψ = HR†ψ˜.
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After some algebra, the Schro¨dinger equation (6) and the identity RR˙† =
−R˙R† gives:
˙˜
ψ = −iH˜(t)ψ˜, H˜(t) = R(t)H(t)R(t)† + iR˙(t)R(t)†. (A.2)
The rotating frame of reference is introduced by taking the unitary transfor-
mation to be
R(t) = exp(iωata
†a), a†a =

0
1
2
. . .
N − 1

, R˙R† = iωaa†a.
(A.3)
From (A.2) and (A.3), the first term in the Hamiltonian (A.1) is canceled
by the term iR˙(t)R(t)†. Furthermore, a†a†aa = (a†a)2 − a†a and both a†a
and (a†a)2 commute with R(t). After noting that Ra†R† = eiωata†, the
transformed Hamiltonian can be written
H˜(t) = −ξa
2
(
(a†a)2 − a†a)+ f(t) (e−iωata+ eiωata†) . (A.4)
To slow down the time scales in the control function, we want to absorb
the highly oscillatory factors exp(±iωat) into f(t). Because the control func-
tion f(t) is real-valued, this can only be done in an approximate fashion. We
make the ansatz,
f(t) = 2p1(t) cos(ωat)− 2q1(t) sin(ωat) =
(p1 + iq1) exp(iωat) + (p1 − iq1) exp(−iωat), (A.5)
where p1(t) and q1(t) are real-valued functions. After some algebra, the
transformed Hamiltonian (A.4) becomes
H˜(t) = −ξa
2
(
(a†a)2 − a†a)+ p1 (a+ a†)+ iq1 (a− a†)
+ (p1 − iq1) exp(−2iωat)a+ (p1 + iq1) exp(2iωat)a†.
The rotating frame approximation follows by ignoring the terms that os-
cillate with twice the frequency, exp(±2iωat), resulting in the transformed
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Schro¨dinger system,
˙˜
ψj = −i
(
Hd + H˜c(t)
)
ψ˜j, ψ˜j(0) = ej, (A.6)
Hd = −ξa
2
(
a†a†aa
)
, H˜c(t) = p1(t)
(
a+ a†
)
+ iq1(t)
(
a− a†) . (A.7)
Here, Hd is called the drift Hamiltonian. When ξa  ωa, the state vector
varies on a significantly slower time scale in the rotating frame than in the
laboratory frame.
In the remainder of the paper, the Schro¨dinger equation is always solved
under the rotating frame approximation and we drop the tildes on the state
vector and the Hamiltonian matrices.
Appendix B. The direct approach for the discrete gradient
To simplify the notation in this section, we set V nj := V
n,1
j . Denote,
pnj :=
∂unj
∂αr
, qnj :=
∂vnj
∂αr
, P n,ij :=
∂Un,ij
∂αr
, Qnj :=
∂V nj
∂αr
.
We may calculate a single component of the gradient by first differentiating
(35) with respect to αr,
∂Jh
∂αr
= −2 Re(SV h)
E2
E−1∑
j=0
(〈
pMj ,d
u
j
〉
2
+
〈
qMj ,d
v
j
〉
2
)
− 2 Im(SV h)
E2
E−1∑
j=0
(〈
qMj ,d
u
j
〉
2
− 〈pMj ,dvj〉2)
+
2h
T
E−1∑
j=0
M−1∑
n=0
(
1
2
(〈
Un,1j ,WP
n,1
j
〉
2
+
〈
Un,2j ,WP
n,2
j
〉
2
)
+
〈
V nj ,WQ
n
j
〉
2
)
.
(B.1)
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We can calculate pn, qn, P n,i and Qn by differentiating the Stro¨mer-Verlet
scheme (26)-(27) with respect to αr,
p0j = 0, q
0
j = 0, (B.2)
pn+1j = p
n
j +
h
2
(
SnP
n,1
j + Sn+1P
n,2
j − (Kn +Kn+1)Qnj
+S ′nU
n,1
j + S
′
n+1U
n,2
j − (K ′n +K ′n+1)V nj
)
, (B.3)
qn+1j = q
n
j +
h
2
(
Kn+1/2(P
n,1
j + P
n,2
j ) + 2Sn+1/2Q
n
j
+K ′n+1/2(U
n,1
j +U
n,2
j ) + 2S
′
n+1/2V
n
j
)
, (B.4)
where S ′n = ∂Sn/∂αr, etc. The stage variables P
n,i and Qn are calculated
by differentiating (28)-(30),
P n,1j = p
n
j , (B.5)
P n,2j = p
n
j +
h
2
(
SnP
n,1
j + Sn+1P
n,2
j − (Kn +Kn+1)Qnj
+S ′nU
n,1
j + S
′
n+1U
n,2
j − (K ′n +K ′n+1)V nj
)
, (B.6)
Qnj = q
n +
h
2
(
Kn+1/2P
n,1
j + Sn+1/2Q
n
j +K
′
n+1/2U
n,1
j + S
′
n+1/2V
n
j
)
. (B.7)
The above scheme is called the direct approach for computing the gradi-
ent. While it provides an accurate way of calculating the discrete gradient,
it requires the Stro¨mer-Verlet scheme to be separately applied for each com-
ponent of the gradient. A significantly more efficient way of computing all
components of the discrete gradient follows by instead solving the discrete
adjoint equation, see Section 4.1. However, the direct approach serves as an
alternative way of calculating the gradient, which is easier to implement and
is essential for testing the implementation of the discrete adjoint approach.
Appendix C. Derivation of the discrete adjoint scheme
We seek to determine a scheme for evolving the Lagrange multiplier (ad-
joint) variables to satisfy the first order optimality conditions (44). In the
following, let δr,s denote the usual discrete Dirac delta function. Taking the
derivative of (36) with respect to urj
0 =
∂Lh
∂urj
=
∂Jh
∂urj
− [(µnj − µn+1j )δr,n + µMj δr,M − (Mn,1j +Mn,2j )δr,n] ,
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which gives the conditions
µMj =
∂Jh
∂uMj
, µnj − µn+1j = Mn,1j +Mn,2j , n = 0, 1, . . . ,M − 1.
Similarly, differentiating (36) with respect to vrj gives
0 =
∂Lh
∂vrj
=
∂Jh
∂vrj
− [(νnj − νn+1j )δr,n + νMj δr,M − (Nn,1j +Nn,2j )δr,n] ,
which leads to the conditions
νnj − νn+1j = Nn,1j +Nn,2j , νMj =
∂Jh
∂vMj
.
Next we take the derivative of (36) with respect to Un,1j ,
∂Lh
∂Un,1j
=
∂Jh
∂Un,1j
−
6∑
i=1
∂T ij
∂Un,1j
= 0,
∂T 1j
∂Un,1j
= −h
2
STnµ
n+1
j ,
∂T 2j
∂Un,1j
= −h
2
KTn+1/2ν
n+1
j ,
∂T 3j
∂Un,1j
= Mn,1j ,
∂T 4j
∂Un,1j
= −h
2
STnM
n,2
j ,
∂T 5j
∂Un,1j
= −h
2
KTn+1/2N
n,1
j ,
∂T 6j
∂Un,1j
= −h
2
KTn+1/2N
n,2
j ,
which, using the fact that STn = −Sn and KTn = Kn, we may write as
Mn,1j +
h
2
Sn
(
µn+1j +M
n,2
j
)− h
2
Kn+1/2
(
νn+1j +N
n,1
j +N
n,2
j
)
=
∂Jh
∂Un,1j
.
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Repeating this procedure for the derivative with respect to Un,2j gives
∂Lh
∂Un,2j
=
∂Jh
∂Un,2j
−
6∑
i=1
∂T ij
∂Un,2j
= 0,
∂T 1j
∂Un,2j
= −h
2
STn+1µ
n+1
j ,
∂T 2j
∂Un,2j
= −h
2
KTn+1/2ν
n+1
j ,
∂T 4j
∂Un,2j
= Mn,2j −
h
2
STn+1M
n,2
j ,
∂T 3j
∂Un,2j
=
∂T 5j
∂Un,2j
=
∂T 6j
∂Un,2j
= 0,
which we may write compactly as
Mn,2j +
h
2
Sn+1
(
µn+1j +M
n,2
j
)− h
2
Kn+1/2ν
n+1
j =
∂Jh
∂Un,2j
.
Taking the derivative of (36) with respect to V n,1j gives the set of equations
∂Lh
∂V n,1j
=
∂Jh
∂V n,1j
−
6∑
i=1
∂T ij
∂V n,1j
= 0,
∂T 1j
∂V n,1j
=
h
2
KTnµ
n+1
j ,
∂T 2j
∂V n,1j
= −h
2
STn+1/2ν
n+1
j ,
∂T 3j
∂V n,1j
= 0,
∂T 4j
∂V n,1j
=
h
2
KTnM
n,2
j ,
∂T 5j
∂V n,1j
= Nn,1j −
h
2
STn+1/2N
n,1
j ,
∂T 6j
∂V n,1j
= −h
2
STn+1/2N
n,2
j ,
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which gives the condition
Nn,1j +
h
2
Sn+1/2
(
νn+1j +N
n,1
j +N
n,2
j
)
+
h
2
Kn
(
µn+1j +M
n,2
j
)
=
∂Jh
∂V n,1j
.
Similarly, taking the derivative with respect to V n,2j gives
∂Lh
∂V n,2j
=
∂Jh
∂V n,2j
−
6∑
i=1
∂T ij
∂V n,2j
= 0,
∂T 1j
∂V n,2j
=
h
2
KTn+1µ
n+1
j ,
∂T 2j
∂V n,2j
= −h
2
STn+1/2ν
n+1
j ,
∂T 4j
∂V n,2j
=
h
2
KTn+1M
n,2
j ,
∂T 6j
∂V n,2j
= Nn,2j ,
∂T 3j
∂V n,2j
=
∂T 5j
∂V n,2j
= 0,
giving
Nn,2j +
h
2
Sn+1/2ν
n+1
j +
h
2
Kn+1
(
µn+1j +M
n,2
j
)
=
∂Jh
∂V n,2j
.
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In summary, the first order optimality conditions (44) are satisfied if the
following equations hold:
µnj − µn+1j = Mn,1j +Mn,2j , µMj =
∂Jh
∂uMj
, (C.1)
νnj − νn+1j = Nn,1j +Nn,2j , νMj =
∂Jh
∂vMj
, (C.2)
Mn,1j +
h
2
Sn
(
µn+1j +M
n,2
j
)− h
2
Kn+1/2
(
νn+1j +N
n,1
j +N
n,2
j
)
=
∂Jh
∂Un,1j
,
(C.3)
Mn,2j +
h
2
Sn+1
(
µn+1j +M
n,2
j
)− h
2
Kn+1/2ν
n+1
j =
∂Jh
∂Un,2j
, (C.4)
Nn,1j +
h
2
Sn+1/2
(
νn+1j +N
n,1
j +N
n,2
j
)
+
h
2
Kn
(
µn+1j +M
n,2
j
)
=
∂Jh
∂V n,1j
,
(C.5)
Nn,2j +
h
2
Sn+1/2ν
n+1
j +
h
2
Kn+1
(
µn+1j +M
n,2
j
)
=
∂Jh
∂V n,2j
. (C.6)
We now consider the following change of variables
Xnj = µ
n+1
j +M
n,2
j , (C.7)
Y n,1j = ν
n+1
j +N
n,1
j +N
n,2
j , (C.8)
Y n,2j = ν
n+1
j , (C.9)
which, upon substitution into (C.3)-(C.6), gives the set of equations
Mn,1j +
h
2
SnX
n
j −
h
2
Kn+1/2Y
n,1
j =
∂Jh
∂Un,1j
, (C.10)
Mn,2j +
h
2
Sn+1X
n
j −
h
2
Kn+1/2Y
n,2
j =
∂Jh
∂Un,2j
, (C.11)
Nn,1j +
h
2
Sn+1/2Y
n,1
j +
h
2
KnX
n
j =
∂Jh
∂V n,1j
, (C.12)
Nn,2j +
h
2
Sn+1/2Y
n,2
j +
h
2
Kn+1X
n
j =
∂Jh
∂V n,2j
. (C.13)
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By adding (C.10)-(C.11),
Mn,1j +M
n,2
j = −
h
2
[
(Sn + Sn+1)X
n
j −Kn+1/2
(
Y n,1j + Y
n,2
j
)]
+
∂Jh
∂Un,1j
+
∂Jh
∂Un,2j
.
(C.14)
Similarly, by adding (C.12)-(C.13),
Nn,1j +N
n,2
j = −
h
2
[
Sn+1/2
(
Y n,1j + Y
n,2
j
)
+ (Kn +Kn+1)X
n
j
]
+
∂Jh
∂V n,1j
+
∂Jh
∂V n,2j
.
(C.15)
Thus, (C.1)-(C.2) can be rewritten as
µnj − µn+1j = −
h
2
[
(Sn + Sn+1)X
n
j −Kn+1/2
(
Y n,1j + Y
n,2
j
)]
+
∂Jh
∂Un,1j
+
∂Jh
∂Un,2j
(C.16)
νnj − νn+1j = −
h
2
[
Sn+1/2
(
Y n,1j + Y
n,2
j
)
+ (Kn +Kn+1)X
n
j
]
+
∂Jh
∂V n,1j
+
∂Jh
∂V n,2j
(C.17)
By combining Xnj = µ
n+1
j +M
n,2
j and (C.11),
Xnj = µ
n+1
j −
h
2
Sn+1X
n
j +
h
2
Kn+1/2Y
n,2
j +
∂Jh
∂Un,2j
. (C.18)
Similarly, by combining Y n,1j = ν
n+1
j +N
n,1
j +N
n,2
j and (C.15),
Y n,1j = ν
n+1
j −
h
2
[
Sn+1/2
(
Y n,1j + Y
n,2
j
)
+ (Kn +Kn+1)X
n
j
]
+
∂Jh
∂V n,1j
+
∂Jh
∂V n,2j
.
(C.19)
The time-stepping scheme is completed by the relation
Y n,2 = νn+1j . (C.20)
The scheme (C.16)-(C.20) may be written in the form of Lemma 1 by
defining the slopes according to (48)-(51). This completes the proof of the
lemma.
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Appendix D. Computing the gradient of the discrete objective
function
Given a solution that satisfies the saddle point conditions of (43) and
(44), the gradient of Lh(α) satisfies
dLh
dαr
=
∂J1h
∂αr
(u,v) +
∂J2h
∂αr
(U ,V ), r = 1, 2, . . . , D.
The gradient of Lh with respect to α only gets a contribution from the
terms in T qj that involve the matrices K and S. Let S
′
n = ∂S/∂αr(tn) and
K ′n = ∂K/∂αr(tn). We have,
∂T 1j
∂αr
= −h
2
M−1∑
n=0
〈
S ′nU
n,1
j −K ′nV n,1j + S ′n+1Un,2j −K ′n+1V n,2j ,µn+1j
〉
2
,
∂T 2j
∂αr
= −h
2
M−1∑
n=0
〈
K ′n+1/2
(
Un,1j +U
n,2
j
)
+ S ′n+1/2
(
V n,1j + V
n,2
j
)
,νn+1j
〉
2
,
∂T 3j
∂αr
= 0,
∂T 4j
∂αr
= −h
2
M−1∑
n=0
〈
S ′nU
n,1
j −K ′nV n,1j + S ′n+1Un,2j −K ′n+1V n,2j ,Mn,2j
〉
2
,
∂T 5j
∂αr
= −h
2
M−1∑
n=0
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,N
n,1
j
〉
2
,
∂T 6j
∂αr
= −h
2
M−1∑
n=0
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,N
n,2
j
〉
2
.
We note that
∂(T 5j + T
6
j )
∂αr
= −h
2
M−1∑
n=0
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,N
n,1
j +N
n,2
j
〉
2
.
Let Xnj and Y
n,i
j be defined by (C.7)-(C.9). We have,
∂T 4j
∂αr
= −h
2
M−1∑
n=0
〈
S ′nU
n,1
j −K ′nV n,1j + S ′n+1Un,2j −K ′n+1V n,2j ,Xnj − µn+1j
〉
2
,
∂(T 5j + T
6
j )
∂αr
= −h
2
M−1∑
n=0
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,Y
n,1
j − νn+1j
〉
2
.
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Thus,
∂(T 1j + T
4
j )
∂αr
= −h
2
M−1∑
n=0
〈
S ′nU
n,1
j −K ′nV n,1j + S ′n+1Un,2j −K ′n+1V n,2j ,Xnj
〉
2
.
Furthermore, from the relation (C.9),
∂(T 2j + T
5
j + T
6
j )
∂αr
=− h
2
M−1∑
n=0
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,Y
n,1
j
〉
2
− h
2
M−1∑
n=0
〈
K ′n+1/2U
n,2
j + S
′
n+1/2V
n,2
j ,Y
n,2
j
〉
2
,
We can further simplify the expressions by recognizing that V n,1 = V n,2. By
collecting the terms,
∂Lh
∂αr
=
h
2
E−1∑
j=0
M−1∑
n=0
(〈
S ′nU
n,1
j + S
′
n+1U
n,2
j − (K ′n +K ′n+1)V n,1j ,Xnj
〉
2
+
〈
K ′n+1/2U
n,1
j + S
′
n+1/2V
n,1
j ,Y
n,1
j
〉
2
+
〈
K ′n+1/2U
n,2
j + S
′
n+1/2V
n,1
j ,Y
n,2
j
〉
2
)
.
This completes the proof of the lemma.
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