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JARN´IK-TYPE INEQUALITIES
STEFFEN WEIL
ABSTRACT. It is well known due to Jarnı´k [14] that the set Bad1
R
of badly approximable
numbers is of Hausdorff dimension one. If Bad1
R
(c) denotes the subset of x ∈ Bad1
R
for
which the approximation constant c(x) ≥ c, then Jarnı´k was in fact more precise and gave
non-trivial lower and upper bounds on the Hausdorff dimension of Bad1
R
(c) in terms of
the parameter c > 0. Our aim is to determine simple conditions on a framework which
allow to extend ’Jarnı´k’s inequality’ to further examples. For many dynamical examples,
these extensions are related to the Hausdorff dimension of the set of orbits which avoid
a suitable given neighborhood of an obstacle. Among the applications, we discuss the
set Badr¯
Rn
of badly approximable vectors in Rn with weights r¯, the set of orbits in the
Bernoulli-shift which avoid a neighborhood of a periodic orbit, the set of geodesics in the
hyperbolic space Hn which avoid a suitable collection of convex sets, and the set of orbits
of a toral endomorphism which avoid neighborhoods of a separated set.
1. INTRODUCTION AND MAIN RESULTS
1.1. Introduction. An irrational number x ∈ R is called badly approximable if there
exists a positive constant c = c(x) > 0, called approximation constant, such that
|x− p
q
| ≥ c
q2
(1.1)
for all p ∈ Z and q ∈ N; we may set c(x) = inf(p,q)∈Z×N q2|x− pq |. The set Bad1R of badly
approximable numbers is a Lebesgue null-set, yet it is well known due to Jarnı´k [14] that
Bad1R is of Hausdorff dimension one. Note that a positive irrational number x ∈ R is badly
approximable if and only if the entries an ∈ N of the continued fraction expansion x =
[a0; a1, a2, . . . ] of x are bounded by some integer N ∈ N. More precisely, let MN denote
the set of irrational numbers for which the entries of the continued fraction expansion
are bounded by N , and let Bad1R(c) denote the set of badly approximable numbers with
c(x) ≥ c. Then,
MN ⊂ Bad1R( 1N+2) ⊂MN+2.1
Using this correspondence, Jarnı´k was in fact more precise and gave non-trivial lower and
upper bounds on the Hausdorff dimension of the set of badly approximable numbers with
approximation constants bounded from below.
Theorem 1.1 ([14], Satz 4). For N > 8, we have
1− 4
N log(2)
≤ dim(MN ) ≤ 1− 1
8N log(N)
. (1.2)
Here and in the following, ’dim’ stands for the Hausdorff dimension.
2000 Mathematics Subject Classification. 11J83; 11K60; 37C45; 37D40.
1 This can be seen by the following. If pn/qn are the approximates given by the continued fraction
expansion of x, then 1(an+1+2)q2n < |x−
pn
qn
| < 1
an+1q2n
. Moreover, if |x−p/q| < 1/(2q2), then p/q = pn/qn
for a suitable n.
1
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In particular, inequality (1.2), which we call Jarnı´k’s inequality, implies Jarnı´k’s theorem
on full Hausdorff dimension of Bad1R. Various authors continued the study of the set MN ,
see for example Shallit [28] (and references therein) for a survey, or Hensley [11] who
determined the asymptotics, as N →∞, of dim(MN) up to second order. The motivation
of this paper, however, is the relation of Jarnı´k’s inequality to the following dynamical
question.
Let X = (X, d) be a metric space and T : X → X a continuous transformation. Let
O ∈ X be an obstacle.2 For a subset S ⊂ X we obtain the quadruple D = (X, T,O, S)
and consider the set
BadD ≡ {x ∈ S : c(x) = inf
n∈N0
d(T n(x),O) > 0}3
of points in S for which the orbit avoids some (open) ball around O of radius c where
c = c(x) depends on x. Notice that when µ is an ergodic Borel measure with respect
to T and O lies in the support of µ then BadD is a µ-null set. The set BadD has been
studied for several examples with different techniques, for instance via Schmidt’s game
and its winning sets (see for instance [8, 26]). As a result various qualitative properties
such as full Hausdorff dimension (that is the dimension of S), a property of winning sets
in a reasonably nice setting, have been achieved. Our goal is to determine quantitative
results on the dimension of the set
BadD(c) ≡ {x ∈ S : T n(x) 6∈ B(O, c) for all n ∈ N0}
for a given small c > 0. It is worth pointing out that if the dimension of BadD(c) is less
than the one of S, then in many cases BadD(c) cannot be a winning set for Schmidt’s
game.
For example, recall the following correspondence which is part of Dani’s correspon-
dence. Let H2/SL(2,Z) be the modular surface, which is a hyperbolic orbifold with a
cusp; for details, we refer to Section 3.3. Let H0 be the maximal standard cusp neighbor-
hood and denote by Ht ⊂ H0 the standard cusp neighborhood at height t ≥ 0. The set of
complete ’cuspidal’ geodesics γ with γ(0) ∈ ∂H0, γ(−t) ∈ Ht (hence starting from the
cusp) can be identified with the set [0, 1) via the endpoint γ˜(∞) ∈ [0, 1) of a suitable lift
γ˜ of γ, starting from ∞. We say that γ is bounded with height t = t(γ) if γ|R+ avoids
the cusp neighborhood Ht. Again, γ is bounded if and only if x = γ˜(∞) ∈ [0, 1) is a
badly approximable number and a small height t(γ) corresponds to a large approxima-
tion constant c(x). Jarnı´k’s inequality (1.2) thereby gives non-trivial bounds, in terms of
the height t, on the Hausdorff dimension of the set of cuspidal geodesics in the modular
surface avoiding a small given cusp neighborhood Ht.
While Kristensen, Thorn and Velani [18] extended Jarnı´k’s result on full Hausdorff
dimension to a more general setting, our intention is to determine simple conditions on a
framework which enables to extend Jarnı´k’s inequality to further examples - we call such
inequalities Jarnı´k-type inequalities. We remark that implicitly in the proof of [18] (as
well as in proofs of many other works) a lower bound on the Hausdorff dimension of a
given set of badly approximable points with a lower bound on the approximation constant
can be determined. However, the bound is not stated explicitly and we are furthermore
interested in precise asymptotics of the dimension.
2 Instead of a point, we may alternatively consider an object, such as a topological end of X or a set in
X , providing suitable neighborhoods in X (see the examples below).
3 Here and in the following, N0 denotes the natural numbers including 0.
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1.2. A sample of the main results. Among the applications in Section 3, we now present
several Jarnı´k-type inequalities in their simplest settings. For n ≥ 1, let BadnRn be the set
of points x¯ ∈ Rn for which there exists a positive constant c(x¯) > 0 such that the distances
(say in the supremum-norm) from x¯ to all rational vectors satisfy
‖x¯− p¯
q
‖ ≥ c(x¯)
q1+1/n
,
for every q ∈ N and p¯ ∈ Zn. The set Bad1
R1
is the classical set of badly approximable num-
bers and BadnRn is called the set of badly approximable vectors. For c > 0, let moreover
BadnRn(c) be the subset of x¯ ∈ BadnRn with approximation constant c(x¯) ≥ c.
Theorem 1.2. There exist positive constants kl, ku and t0 ≥ 0, depending only on n, such
that for all t > t0 we have
n− kl
t · e1/(2n)t ≤ dim(Bad
n
Rn(e
−t/n)) ≤ n− ku
t · e(n+1)t .
Note that BadnRn is a Schmidt-winning set, see [26] (and even HAW-winning, [5]). For
n = 1 and large t = log(N) an inequality similar to Jarnı´k’s inequality (1.2) is recovered.
More generally, we will also consider the set Badr¯Rn of badly approximable vectors with
weight vector r¯, as well as intersections of Badr¯Rn with suitable ’diffuse’ sets which are,
more precisely, supports of absolutely decaying measures; see Section 3.1. Note that
Broderick and Kleinbock [6] recently extended the result for BadnRn to the set of badly
approximable matrices. For the case of BadnRn their bounds are similar but their upper
bound is sharper. However, our proof to determine the upper bound follows from an
axiomatic approach which applies to many examples.
In the following we study the Hausdorff dimension of orbits of a dynamical system
which avoid a small given neighborhood of an obstacle. Our first example is an application
of Theorem 1.2. Let Ln+1 be the space of unimodular lattices in Rn+1 which is a non-
compact space with one ’thin’ end4 that we view as the obstacle; we refer to [16] for details
and background. When Λ ∈ Ln+1 is given by gZn+1 for some g ∈ SLn(R), let ∆(Λ) ≡
min{‖gv‖ : v ∈ Zn+1, v 6= 0}. For small ε > 0, let Ln+1(ε) ≡ {Λ ∈ Ln+1 : ∆(Λ) ≤ ε}
which is a neighborhood of the end, in particular, Ln+1(ε)C is compact. Consider the
one-parameter semigroup F+ ≡ {gt : t ≥ 0}, where gt ≡ diag(et, . . . , et, e−nt), acting on
Ln+1 by left-multiplication, that is gtΛ = gtgZn+1 for Λ = gZn+1. Moreover, for x¯ ∈ Rn
consider the unimodular lattice
Λx¯ ≡
(
In×n x¯
0 1
)
Zn+1 = {(qx¯− p¯, q) : (p¯, q) ∈ Zn × Z}.
The ’Dani correspondence’ states that x¯ ∈ BadnRn if and only if the trajectory F+Λx =
{gtΛx¯ : t ≥ 0} is bounded in Ln+1, or in other words, it avoids some neighborhood
Ln+1(ε) for some ε = ε(Λx¯); a similar result is true for Badr¯Rn if we consider an adjusted
semigroup F+r¯ . More precisely, a computation (see [6], Lemma 3.1) shows ε(Λx¯) =
c(x¯)
n
n+1 , where c(x¯) denotes the approximation constant of x¯. Theorem 1.2 then shows:
Corollary 1.3. There are positive constants k˜l, k˜u > 0 such that for t ≥ t˜0 sufficiently
large we have
n− k˜l
t · e 12n t ≤ dim({x¯ ∈ R
n : gsΛx¯ 6∈ Ln+1(e−t/(n+1)) for all s ≥ 0}) ≤ n− k˜u
t · e(n+1)t .
4 By a thin end we mean a topological end for which the injectivity radius tends to zero along every
sequence that leaves every compact subset of Ln+1
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Let us now present the main results of Section 3.3 in the simplest setting; see Section
3.3 for details and generalizations. In the following let M = Hn/Γ be a complete (n+1)-
dimensional finite volume hyperbolic manifold. For a point o ∈ M let SMo be the n-
dimensional unit tangent sphere of M at o. Identify a vector v ∈ SMo with the unique
geodesic γv : R>0 → M , called a ray, starting at o such that γ˙v(0) = v.
First assume that M = (M, d) has precisely one cusp, which is in particular a thin end,
that we choose as the obstacle. Let H0 be a sufficiently small standard cusp neighborhood
and let Ht ⊂ H0 be the standard cusp neighborhood at height t = d(Ht, H0). Fix a base
point o ∈M −H0 in the compact part of M . For t ≥ 0 define the set of rays γv, v ∈ SMo,
which avoid the cusp neighborhood Ht (and stay in the compact part HCt ) by
BadM,H0,o(t) ≡ {v ∈ SMo : γv(s) 6∈ Ht for all s ≥ 0}.
Theorem 1.4. There exist positive constants kl, ku and a height t0 ≥ 0, depending on M
and the choices of H0 and o, such that for all t > t0 we have
n− kl
t · en/2t ≤ dim(BadM,H0,o(t)) ≤ n−
ku
t · e2nt .
The set of ’bounded’ rays follows to be of full Hausdorff dimension, earlier shown by
[24, 29], and is even an absolute winning set, see [20].
Now let M be compact and choose a closed geodesic α in M as the obstacle. Fix ε0 > 0
sufficiently small with respect to α and consider the closed ε0-neighborhood Nε0(α) of α
in M . Let o ∈ M . Given a vector v ∈ SMo define the penetration length of γv at time
t ≥ 0 by Lv(t) = 0 if γv(t) 6∈ Nε0(α) and otherwise by Lv(t) ≡ ℓ(I), where ℓ(I) denotes
the length of the maximal connected interval I ⊂ R+ such that t ∈ I and γv(s) ∈ Nε0(α)
for all s ∈ I . Note that when γv has bounded penetration lengths in the neighborhood
Nε0(α) of α in M then γ˙v avoids a small neighborhood of α˙ (depending on the penetration
lengths) in the unit tangent bundle SM of M . Hence, for a given length L > 0 define
BadM,Nε0(α),o(L) ≡ {v ∈ SMo : Lv(t) ≤ L for all t ≥ 0}.
Theorem 1.5. There exist positive constants kl, ku > 0 and a length L0 ≥ 0, depending
on M , α and the choices of ε and o, such that for all lengths L > L0 we have
n− kl
L · en/2L ≤ dim(BadM,Nε0 (α),o(L)) ≤ n−
ku
L · enL .
Again, the set of ’bounded’ rays follows to be of full Hausdorff dimension, earlier shown
by [24, 29], and is even an absolute winning set, see [33].
Further Jarnı´k-type inequalities (and generalizations of the above ones) will be obtained
in Section 3. In particular we moreover consider the set of words in the Bernoulli shift
which avoid a periodic word (Section 3.2), and the set of orbits of toral endomorphisms
which avoid separated sets of Rn (Section 3.4).
1.3. Further remarks. A given set Bad of badly approximable elements (or bounded
orbits) in X as above, defines a spectrum S ≡ {c(x) : x ∈ Bad} in terms of the approxi-
mation constants c(x). In the case of Bad1R, S is the classical Markoff spectrum for which
various properties are known, see [7]. Define the function D on S by
D : S → [0, dim(X)], c 7→ dim(Bad(c)),
where Bad(c) ≡ {x ∈ Bad : c(x) ≥ c}. In a similar fashion it is possible to define
further suitable functions on S, such as D0(c) ≡ dim({x ∈ Bad : c(x) = c}). Clearly
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the function D is non-increasing and D0(c) ≤ D(c). Our results above establish non-
trivial estimates for the function D in the corresponding context which in turn give further
information about the spectrum. Both functions deserve further study and provide many
questions, such as what is the set of discontinuities, the domain of positivity, or the asymp-
totics of D(c) and D0(c) as c→ 0.
Outline of the paper. In Section 2, we introduce the framework and conditions in an ax-
iomatic fashion which lead to the lower and upper bound on the Hausdorff dimension of a
set of badly approximable points with respect to a given lower bound on the approximation
constant (see Sections 2.1 and 2.2 respectively). In Section 2.3 we derive the required con-
ditions from ’local measure conditions’ (and separation conditions), which both concern
the parameter space as well as the structure and distribution of the resonant sets.
In Section 3, we apply the deduced bounds to the set of badly approximable vectors with
weights (Section 3.1), to the set of words in the Bernoulli shift which avoid a periodic word
(Section 3.2), to the set of geodesics in a geometrically finite hyperbolic manifold which
are bounded with respect to a suitable collection convex sets (Section 3.3), and to the set
of orbits of toral endomorphisms which avoid separated sets of Rn (Section 3.4).
Acknowledgments. The author is grateful to Barak Weiss for helpful suggestions which
led to further results. He thanks an anonymous referee for numerous valuable suggestions
and remarks, improving the paper considerably. This research has been partially supported
by the Swiss National Science Foundation, Project 135091, and the ERC starter grant
DLGAPS 279893.
2. THE GEOMETRY OF PARAMETER SPACES AND THE AXIOMATIC APPROACH
The idea of the axiomatic approach and the required conditions are simple, yet hid-
den below technicalities. We therefore want to roughly explain it for the basic exam-
ple Bad1R, the set of badly approximable numbers (see Section 3.1). For r > 0, let
R(r) ≡ {p/q ∈ Q : 1
q2
≥ r}. Fix a sufficiently large parameter c > 0. For the lower
bound, we start with any closed metric ball B1 = B(x, 1). Now, given a closed met-
ric ball B = B1i2...ik of radius r = e−2kc at the k.th step, we consider the ’relevant set’
∆l(k, c) =
⋃
p/q∈R(r·l∗)B(p/q, e
−2cr). The constant l∗ = 3 guarantees that at most one of
the balls B(p/q, e−2cr) with p/q ∈ R(r · l∗) can intersect B. Hence, with respect to the
Lebesgue measure µ,
µ(B ∩
⋃
p/q∈R(r·l∗)
B(p
q
, e−2cr)) ≤ e−2cµ(B) ≡ τl(c) · µ(B). (2.1)
Up to further separation constants, we can find disjoint balls B1i2...ikik+1 of radius e−2cr
contained in B and in the complement of ∆l(k, c). The number of these balls can be esti-
mated from below in terms of τl(c). Thus, step by step, we construct a treelike collection
of ’sub-covers’ of the set Bad1R(e−2c˜) with c˜ related to c. This will yield a lower bound on
the Hausdorff dimension of Bad1R(e−2c˜) in terms of τl(c).
For the upper bound, given again a closed metric ball B = B1i2...ik of radius rk =
uk∗e
−4kc at the k.th step, we consider the ’relevant set’ ∆u(k, c) =
⋃
p/q∈R(rk ·uc)B(p/q,
e−2c
q2
).
The parameter uc = u∗e−2c guarantees that either B is contained in a set B(p/q, e
−2c
q2
) with
p/q ∈ R(rk−1 · uc) or that there exists a point p/q ∈ R(rk · uc) with B(p/q, e−4crk) ⊂ B.
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In both cases,
µ(B ∩
⋃
p/q∈R(rk·uc)
B(p
q
, e
−2c
q2
)) ≥ e−4cµ(B) ≡ τu(c) · µ(B). (2.2)
Again, up to further separation constants, we can find closed balls B1i2...ikik+1 of radius
u∗e−4crk covering the complement of ∆u(k, c) in B, for which the number can be esti-
mated from above in terms of τu(c). Thus, step by step, we construct a treelike collection
of covers of the set Bad1R(e−2c) ∩ B1. This will yield an upper bound on the Hausdorff
dimension of Bad1R(e−2c) in terms of τu(c).
For our axiomatic approach, we will in fact assume the conditions (2.1) and (2.2) as
well as separation conditions and construct treelike collections of ’sub-covers’ and covers
respectively as above.
Remark. Our setting and axioms are similar to the local ubiquity setup of Beresnevich,
Dickinson and Velani [2]. In particular, our main conditions (2.1) and (2.2) (as well as
(2.20) and (2.21) respectively) are similar to their intersection conditions. However, their
methods served the purpose of determining the Hausdorff dimension of the complemen-
tary set, that is the set of well-approximable points and of ’limsup sets’ in general.
2.1. The general framework. We first introduce the setting of this section that is based
on the notion of [17] and was adapted in the author’s earlier work [33]. However, some of
the following terminology differs from these works.
The following setting will be considered throughout Section 2. Let (X¯, d) be a proper
metric space. Fix t∗ ∈ R ∪ {−∞} and define the parameter space Ω¯ ≡ X¯ × (t∗,∞), the
set of formal balls in X¯ . Let C(X¯) be the set of nonempty compact subsets of X¯. Assume
that there exists a function
ψ¯ : Ω¯→ C(X¯)
which is monotonic, that is, for all (x, t) ∈ Ω¯ and s ≥ 0 we have
ψ¯(x, t + s) ⊂ ψ¯(x, t). (2.3)
Example 1. For instance, since X¯ is proper, set t∗ = −∞. Given σ > 0, the standard
function B¯σ is given by
B¯σ(x, t) ≡ B(x, e−σt) (2.4)
which is a monotonic function, where B(x, r) ≡ {y ∈ X¯ : d(x, y) ≤ r} ∈ C(X¯) for
x ∈ X¯ , r > 0.
A vector σ¯ = (σ1, . . . , σn) ∈ Rn>0 determines the monotonic rectangle function
R¯σ¯((x1, . . . , xn), t) ≡ Bσ1(x1, t)× · · · × Bσn(xn, t) (2.5)
on Ω¯ = (X¯ × · · · × X¯)× R.
If X¯ = R and σ¯ = (σ, . . . , σ) we write Q¯σ = R¯σ¯ where Q¯σ((x1, . . . , xn), t) is a cube in
Rn of radius 2e−σt centered at (x1, . . . , xn). We call Q¯σ the cube function.
For a subset Y ⊂ X¯ and t > t∗, we call (Y, t) ≡ {(y, t) : y ∈ Y } formal neighborhood,
and define P = P(X¯) × (t∗,∞) to be the set of formal neighborhoods. Define the ψ¯-
neighborhood of (Y, t) ∈ P by
N (Y, t) = Nψ¯(Y, t) ≡
⋃
y∈Y
ψ¯(y, t).
Note that ψ¯(Y, t+ s) ⊂ ψ¯(Y, t) for all s ≥ 0 by monotonicity (2.3).
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In many applications, we are interested in badly approximable points of a closed subset
X of X¯ which is, with the induced metric, a complete metric space. However, we do not
require the resonant sets to be contained in X but in X¯ . Therefore, let also Ω = X ×
(t∗,∞) ⊂ Ω¯. The monotonic function ψ¯ induces the monotonic function ψ : Ω → C(X),
defined by
ψ(ω) ≡ ψ¯(ω) ∩X, ω ∈ Ω.
Now let µ be a locally finite Borel measure on X¯ and notice that ψ¯(ω) is a Borel set
for ω ∈ Ω¯. We say that (Ω, ψ, µ) satisfies a power law with respect to the parameters
(τ, c1, c2) (short a τ -power law or (τ, c1, c2)-power law), where τ > 0, c2 ≥ c1 > 0, if
supp(µ) = X and
c1e
−τt ≤ µ(ψ(x, t)) ≤ c2e−τt (2.6)
for all formal balls (x, t) ∈ Ω. This extends the classical notion for the case ψ = B1. Note
that the exponent τ from (2.6) might differ for two different parameter spaces (Ω, ψ1, µ)
and (Ω, ψ2, µ).
The lower pointwise dimension of µ at x ∈ supp(µ) is defined by
dµ(x) ≡ lim inf
r→0
log(µ(B(x, r))
log r
.
When (Ω, B1, µ) satisfies a τ -power law then dµ(x) = τ for any x ∈ X . For a nonempty
subset Z of X ∩ supp(µ), define dµ(Z) ≡ infx∈Z dµ(x).
2.2. The family of resonant sets, conditions and dimension estimates. Let s∗ ∈ R with
s∗ > t∗. Consider a countable family of subsets Rn in X¯ , n ∈ N, indexed by the natural
numbers, which are called resonant sets; while the concept of resonant sets comes from
[2] we remark that our assumptions below slightly differ. To each resonant set Rn we
assign a size sn ≥ s∗ (also called a height). Denote this family by
F = {(Rn, sn) : n ∈ N}.
Require that the family F is increasing and discrete, that is,
[I] Rn ⊂ Rn+1 and sn ≤ sn+1 for every n ∈ N, and
[D] |{n ∈ N : sn ≤ t}| <∞ for all t > s1.
Each pair (Rn, sn) gives a ψ¯-neighborhood of (Rn, sn) with, by monotonicity of ψ¯,
N (Rn, sn + c) ⊂ N (Rn, sn), c ≥ 0.
We then define the set of badly approximable points with respect to F by
Badψ¯X(F) = {x ∈ X : ∃ c = c(x) <∞ such that x 6∈
⋃
n∈N
N (Rn, sn + c)},
or simply by Bad(F) if there is no confusion about the parameter spaces under consid-
eration. The constant c(x) ≡ inf{c ∈ R : x 6∈ ⋃n∈NN (Rn, sn + c)} is called the
approximation constant of x ∈ Bad(F). In the following, we are interested in the subset
Bad(F , c) ≡ {x ∈ X : x 6∈
⋃
n∈N
N (Rn, sn + c)}.
Using [I] and [D], we define the relevant resonant set given the parameter t ≥ s1,
R(t) ≡
⋃
sn≤t
Rn = Rnt ,
where nt ∈ N is the largest integer such sn ≤ t, and we call snt the relevant size.
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2.2.1. Dimension estimates. We now present the main conditions and result of Section 2.
Fix a constant d∗ ≥ 0 for later purpose and assume we are given a parameter c ≥ d∗.
For the lower bound, let l = lc ≥ 0 and for k ∈ N0 define tk ≡ s1 + kc + l and
Lk(c) = L
ψ¯
k (c) ≡
k⋂
i=1
N (R(ti − l), ti + c− d∗)C . (2.7)
Let µ be a locally finite Borel measure on X¯ for which we assume the following.
[µ > 0] The measure µ is positive on ψ-balls, that is, for all ω ∈ Ω we have
µ(ψ(ω)) > 0. (2.8)
[τ(c)] There exists a constant τ(c) > 0 as follows: given a formal ball ω = (x, tk) ∈ Ω,
k ∈ N0, with x ∈ Lk−1(c) there is a collection Cl,c(ω) of formal balls ωi =
(xi, tk+1) ∈ Ω satisfying
ψ(ωi) ⊂ ψ(ω)−N (R(tk − l), tk + c) (2.9)
where xi ∈ Lk(c), such that ψ(ωi) are essentially-disjoint (that is, µ(ψ(ωi) ∩
ψ(ωj)) = 0 for i 6= j), and moreover,
µ
( ⋃
ωi∈Cl,c(ω)
ψ(ωi)
) ≥ τ(c) · µ(ψ(ω)) (2.10)
For the upper bound, let u = uc ≥ 0 and for k ∈ N0 define t¯k = s1 + k(c+ u)− u and
Uk(c) = U
ψ¯
k (c) ≡
⋂
sn≤t¯k+u
N (Rn, sn + c)C .
[N(c)] There exists a constant N(c) ≥ 0 as follows: given a formal ball ω = (x, t¯k) ∈ Ω,
k ∈ N0, with x ∈ Uk−1(c) there exists a collection Cu,c(ω) of formal balls ωi =
(xi, t¯k+1) ∈ Ω with xi ∈ Uk(c) satisfying
ψ(ω)−
⋃
sn≤t¯k+u
N (Rn, sn + c) ⊂
⋃
ωi∈Cu,c(ω)
ψ(ωi) (2.11)
and with cardinality
|Cu,c(ω)| ≤ N(c).
Finally, for both bounds we require that the diameter of ψ-balls is bounded.
[σ] There exist positive constants cσ and σ such that for all ω = (x, t) ∈ Ω, the
diameter of ψ(ω) is bounded by
diam(ψ(x, t)) ≤ cσe−σt. (2.12)
Remark. As will be evident from the proof, it suffices to require [N(c)] for all k ≥ k0
for some k0 ∈ N and obtain an upper bound for intersections Bad(F , c) ∩ ψ(x, t¯k0),
see Section 2.4. Likewise, by requiring the existence of a formal ball ω = (x, tk0) with
ψ(ω) ⊂ Lk(c), it suffices to require [τ(c)] for all k ≥ k0.
Note that the conditions [µ > 0] and [σ] depend only on the parameter space (Ω, ψ, µ),
whereas [τ(c)] and [N(c)] depend also on the family F . Further discussion of the latter
conditions will take place in the next Section 2.3.
The following theorem is the main result of this section. Its proof is skipped to Section
2.4 below. The above conditions are used to inductively construct tree-like collections of
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covers and ’sub-covers’5 of Bad(F , c). We point out that conditions similar to [µ > 0],
[τ(c)] and [σ] were already used in [17] to derive a dimension estimate.
Theorem 2.1. Let (Ω, ψ) be a parameter space and F be a family as above satisfying [σ].
[LB] If µ is a locally finite Borel-measure satisfying [µ > 0] and [τ(c)] then
dim(Bad(F , 2c+ lc)) ≥ dµ
(
Bad(F , 2c+ lc)
)− |log(τ(c))|
σc
. (2.13)
[UB] If [N(c)] is satisfied, then for any formal ball ω = (x, t¯0) ∈ Ω,
dim(Bad(F , c) ∩ ψ(ω)) ≤ log(N(c))
σ(c + uc)
. (2.14)
For the upper bound, recall that by the countable stability of the Hausdorff dimension,
given a countable collection U = {Un}n∈N of sets Un ⊂ X which cover X , we have
dim(Bad(F , c)) = dim(∪nBad(F , c) ∩ Un) ≤ sup
n∈N
dim(Bad(F , c) ∩ Un).
2.3. Deriving [τ(c)] and [N(c)] from ’local measure conditions’. Before we present
the proof Theorem 2.1, we discuss how to derive conditions [τ(c)] and [N(c)] from local
measure (and separation) conditions. First we treat the case of a general parameter space
(Ω, ψ) and then consider the special case that X is the Euclidean space and ψ = Qσ (the
cube function) or ψ = Rσ¯ (the rectangle function) in order to obtain sharper estimates.
In the following, let (Ω, ψ) be a parameter space and F be a family as given above. The
following ’separation’ and ’contraction’ conditions depend on the parameter space (Ω, ψ)
as well as on the ’local structure’ of the resonant sets Rn.
Fix d∗ ≥ 0. Then consider the conditions [d∗] and [d∗,F ] and notice that we choose the
same constant d∗ = d∗(ψ,F) for both of them to avoid technicalities, but considering a
dependency in terms of a parameter c > 0 would yield sharper bounds below.
[d∗] (Ω, ψ) is called d∗-contracting if for all (y, t) ∈ Ω¯ and x ∈ X ,
x ∈ ψ¯(y, t+ d∗) =⇒ ψ¯(x, t+ d∗) ⊂ ψ¯(y, t), (2.15)
x 6∈ ψ¯(y, t) =⇒ ψ(x, t + d∗) ∩ ψ¯(y, t+ d∗) = ∅.
[d∗,F ] Moreover, require that (Ω, ψ) is d∗-separating with respect to F , that is, for all
resonant sets Rn ⊂ X¯ , t ≥ t∗, and for all x ∈ X ,
x 6∈ N (Rn, t) =⇒ ψ(x, t + d∗) ∩ N (Rn, t+ d∗) = ∅. (2.16)
Example 2. Clearly, the standard function Bσ(x, t) ≡ B(x, e−σt) is d∗-contracting for
d∗ = log(2)/σ.
2.3.1. The general case. Given the parameter c > 0 recall the definitions of tk, t¯k and
Lk(c), Uk(c) respectively. Let µ be a locally finite Borel measure on X¯ , assume in addition
that for every resonant set Rn and t ≥ sn, ψ¯(Rn, t) is a Borel set. Suppose that (Ω, ψ, µ)
satisfies the following conditions.
[kc, k¯c] There are positive constants k¯c, kc such that for all formal balls ω = (x, tk) ∈ Ω
with x ∈ Lk−1(c) and y ∈ ψ(ω) ∩ Lk(c),
kc µ(ψ(x, tk)) ≤ µ(ψ(y, tk+1)) ≤ µ(ψ(y, tk+1 − d∗)) ≤ k¯c µ(ψ(x, tk + d∗)). (2.17)
5 By a collection of sub-covers we mean a collection of sets which give rise to a limit set contained in
Bad(F , c), see Section 2.4 below.
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[Kc] There is a positive constant Kc such that for all formal balls (x, t¯k − d∗) ∈ Ω with
x ∈ Uk−1(c) and y ∈ ψ(x, t¯k) ∩ Uk(c),
µ(ψ(y, t¯k+1 + d∗)) ≥ Kc · µ(ψ(x, t¯k − d∗)). (2.18)
Example 3. When (Ω, ψ, µ) satisfies a power law with respect to the parameters (τ, c1, c2),
then [kc, k¯c] and [Kc] hold, independently from the conditions that x ∈ Lk−1(c) and y ∈
ψ(ω) ∩ Lk(c) or x ∈ Uk−1(c) and y ∈ ψ(x, t¯k) ∩ Uk(c) respectively, with
kc =
c1
c2
e−τc, k¯c = c2c1 e
−τ(c−2d∗), Kc = c1c2 e
−τ(c+uc+2d∗). (2.19)
The following two local intersection conditions are the crucial conditions that need to
be verified in applications and are therefore presented as definitions. We again point out
the similarity to the intersection conditions of [2].
The concept of (absolutely) decaying measures was introduced in [15] and we adapted
it to our setting in [33] with respect to a given family F .
Definition 2.2. (Ω, ψ, µ) is called6 τl(c)-decaying with respect to F and the parameters
(c, lc), where τl(c) < 1, if all formal balls ω = (x, tk+ d∗) ∈ Ω with x ∈ Lk−1(c) we have
µ(ψ(ω) ∩ N (R(tk − lc), tk + c− d∗)) ≤ τl(c) · µ(ψ(ω)). (2.20)
Remark. For c ≥ d∗, the condition that x ∈ Lk−1(c) implies that ψ(x, tk) is disjoint to
N (R(tk−1 − lc), tk−1 + c) ⊃ N (R(tk−1 − lc), tk + c − d∗) by (2.16). Hence it would
suffice to consider the set R(tk − lc, c) ≡ R(tk − lc)−R(tk − lc − c) in (2.20). Note that
also the proof of Lemma 2.12 will work if we only consider the sets R(tk − lc, c).
Note that we called the next condition ’Dirichlet’ since (2.21) will follow from Dirichlet-
type results in the applications.
Definition 2.3. (Ω, ψ, µ) is called τu(c)-Dirichlet with respect to F and the parameters
(c, uc), where τu(c) > 0, if for all formal balls ω = (x, t¯k − d∗) ∈ Ω with x ∈ Uk−1(c) we
have
µ
(
ψ(ω) ∩
⋃
sn≤t¯k+uc
N (Rn, sn + c+ d∗)
) ≥ τu(c) · µ(ψ(ω)). (2.21)
The above conditions can be transferred into the conditions [τ(c)] and [N(c)].
Proposition 2.4. Given (Ω, ψ, µ) and F as above satisfying [µ > 0], [d∗] and [d∗,F ].
1. If (Ω, ψ, µ) satisfies [kc, k¯c] and is τl(c)-decaying with respect toF and the param-
eters (c, lc) then [τ(c)] is satisfied with
τ(c) =
(1− τl(c))kc
2k¯c
. (2.22)
2. If (Ω, ψ, µ) satisfies [Kc] and is τu(c)-Dirichlet with respect to F and the parame-
ters (c, uc) then [N(c)] is satisfied with
N(c) ≤ (1− τu(c))
Kc
. (2.23)
6 To be more precise we should call this condition ’absolutely τl(c)-decaying’ rather than τl(c)-decaying
according to [15]. For the sake of simplicity we omit the term ’absolutely’.
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Proof. We start with the first assertion. Given the formal ball ω = (x, tk) ∈ Ω where
x ∈ Lk−1(c), assume that we have m ≥ 0 formal balls ωi = (xi, tk+1) ∈ Ω, xi ∈ Lk(c),
for which (2.9) is satisfied and such that the ψ-balls ψ(ωi) are disjoint. We apply (2.20)
on the formal ball ω0 ≡ (x, tk + d∗) ∈ Ω and use (2.17) so that we obtain
µ
(
ψ(ω0)−N (R(tk − l), tk + c− d∗))−
m⋃
i=1
ψ(xi, tk+1 − d∗))
)
= µ(ψ(ω0))− µ
(
ψ(ω0) ∩
(N (R(tk − l), tk + c− d∗) ∪
m⋃
i=1
ψ(xi, tk+1 − d∗)
))
≥ (1− τl(c)−m · k¯c)µ(ψ(ω0)).
As long as m < (1− τl(c))k¯−1c , since µ(ψ(ω0)) > 0 by (2.8), there exists a point
x′ ∈ ψ(ω0)−N (R(tk − l), tk + c− d∗)−
m⋃
i=1
ψ(xi, tk+1 − d∗),
in particular, x′ ∈ Lk(c). Define ωm+1 ≡ (x′, tk + c) ∈ Ω. By (2.15) and (2.16) we know
that ψ(ωm+1) is disjoint from both,∪mi=1ψ(ωi) as well asN (R(tk−l), tk+c). Moreover, by
(2.15) we have that ψ(ωm+1) ⊂ ψ(ω). Iterating this argument untilm+1 ≥ (1−τl(c))k¯−1c ,
set Cl(ω) = {ωi : i = 1, . . . , m} for which we see by (2.17) that
µ
( m⋃
i=1
ψ(ωi)
) ≥ m · kc · µ(ψ(ω))
≥ m+ 1
2
kc · µ(ψ(ω)) ≥ (1− τl(c))kc
2k¯c
· µ(ψ(ω)),
which concludes the first part.
For the second part, let now ω = (x, t¯k) ∈ Ω with x ∈ Uk−1(c). Suppose that the we
are already given m ≥ 0 points xi ∈ ψ(ω) ∩ Uk(c) such that ψ(xi, t¯k+1 + d∗) are disjoint.
Note that if there exists x′ ∈ ψ(ω) ∩ Uk(c) with x′ 6∈ ∪ψ(xi, t¯k+1), then ψ(x′, t¯k+1 + d∗)
is disjoint to ∪ψ(xi, t¯k+1 + d∗) by (2.15) and we set ωm+1 ≡ (x′, t¯k+1) ∈ Ω. So let m be
the maximal number with respect to this property (which is finite as seen below) and let
Cu,c(ω) = {ωi : i = 1, . . .m} be the collection of these formal balls such that
ψ(ω)−
⋃
sn≤t¯k+u
N (Rn, sn + c) = ψ(ω) ∩ Uk(c) ⊂
m⋃
i=1
ψ(ωi).
Moreover, by (2.16) and since
t¯k+1 + d∗ = t¯k + (c+ u) + d∗ ≥ sn + c+ d∗,
for all sn ≤ t¯k + u, the ψ-balls ψ(xi, t¯k+1 + d∗) are disjoint to ψ¯(Rn, sn + c + d∗) when
sn ≤ t¯k + u. In addition, they are contained in ψ(xi, t¯k − d∗) by (2.15). Hence, (2.18) and
(2.21) applied to the formal ball ω0 = (x, t¯k − d∗) imply
µ(ψ(ω0)) ≥ µ(ψ(ω0) ∩
⋃
sn≤t¯k+u
N (Rn, sk + c+ d∗)) +
m∑
i=1
µ(ψ(xi, t¯k+1 + d∗))
≥ (τu(c) +m ·Kc)µ(ψ(ω0)).
Using (2.8), we get
|Cu,c(ω)| = m ≤ (1− τu(c))
Kc
,
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which establishes the second assertion. 
2.3.2. The cube function. Lor σ > 0, let Bσ(x, t) ≡ B(x, e−σt). Then µ satisfies a power
law. However, even in this case, the resulting dimension estimates might not be sharp
because the constants kc, k¯c and Kc depend sensitively on the separation constant d∗. Note
that in the applications this may lead to an upper bound on the dimension which exceeds
the one of Rn, hence is trivial. However, we may sharpen the bounds of Proposition 2.4 by
modifying the above arguments and shifting the separation constants into τl(c) and τu(c).
Assume in the following that we are given the parameter space (Ω, Qσ, µ), where Ω =
Rn × R and µ denotes the Lebesgue measure on Rn. Recall that the monotonic cube
function Qσ on Ω is given by
Qσ(x, t) ≡ B(x1, e−σt)× · · · ×B(xn, e−σt),
which denotes the n-dimensional cube of edge length 2e−σt with center x = (x1, . . . , xn).
The crucial point is that, given any cube Q ≡ Qσ(x, t) ⊂ Rn and s = log(m)/σ for some
m ∈ N, we can find a partition into mn = eσs cubes Qi ≡ Qσ(xi, t+ s) satisfying
µ(Qi ∩Qj) = 0 for i 6= j, and (2.24)
Q =
⋃
i
Qi.
Up to increasing d∗, assume that d∗ ≥ log(2)/σ, whereQσ is clearly log(2)/σ-contracting.
Also adjust the Definitions 2.2 and 2.3 as follows (where the constants lc and uc and
hence the times tk, t¯k remain fixed). Modify (2.20) and require that for all formal balls
ω = (x, tk) ∈ Ω with x ∈ Lk−1(c) we have
µ(Qσ(ω) ∩N (R(tk − lc), tk + c− 2d∗)) ≤ τl(c) · µ(Qσ(ω)). (2.25)
In addition modify (2.21) as well as the definition of Uk(c) and require that for all formal
balls ω = (x, t¯k) ∈ Ω with x ∈ Uk−1(c) ≡
⋂
sn≤t¯k−1+uc−2d∗ Qσ(Rn, sn+ c+d∗)
C we have
µ(Qσ(ω) ∩
⋃
sn≤t¯k+uc−2d∗
N (Rn, sn + c+ d∗)) ≥ τu(c) · µ(Qσ(ω)). (2.26)
The above partition then strengthens Proposition 2.4 to the following.
Proposition 2.5. Given (Ω, Qσ, µ) and F as above satisfying [d∗,F ].
1. Let c = log(m)/σ for some m ∈ N. If (2.25) holds, then [τ(c)] is satisfied with
τ(c) = 1− τl(c).
2. Let c + uc = log(m)/σ for some m ∈ N. If (2.26) holds, then [N(c)] is satisfied
with
N(c) ≤ (1− τu(c)) · enσ(c+uc).
Remark. Note that the restriction to c = log(m)/σ will not be a severe one in the appli-
cations, since for sufficiently large c > 0 we can choose a c¯ = log(m)/σ with c¯ ≤ c and
obtain a lower bound with respect to c¯. The defect can again be shifted to a multiplicative
constant in τ(c). Similar applies for the upper bound.
Remark. The improvement (which we will notice in the applications) of τ(c) and N(c)
relies on the partition (2.24) of cubes. This is no longer possible in general, not even for
subsets such as fractals of the Euclidean space. Then again, for instance regular Cantor
sets or the Sierpinski Carpet admit a similar partition and hence a possible improvement
of the above constants; see also Example 3.2. However, for these examples the delicate
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point seems to be to obtain non-trivial parameters τl(c) and τu(c) in the conditions (2.25)
and (2.26) respectively.
Proof of Proposition 2.5. For the first assertion, if Q = Qσ(x, tk) is a given cube with
x ∈ Lk−1(c), let Cl,c(Q) be precisely the collection of cubes Qi = Qσ(xi, tk + c) (rather
than formal balls) of the partition of Q as in (2.24), which intersect
Q ∩ N (R(tk − lc), tk + c− 2d∗)C ,
and hence cover Q ∩ N (R(tk − lc), tk + c − 2d∗)C . Suppose Q¯ as above intersects Q ∩
N (R(tk − lc), tk + c − 2d∗)C in a point y. Then Q¯ ⊂ Qσ(y, tk+1 − d∗) because d∗ ≥
log(2)/σ, and, since y 6∈ N (R(tk − lc), tk + c− d∗), the supset is disjoint to
N (R(tk − lc), tk + c− d∗) ⊃ N (R(tk − lc), tk + c)
by (d∗2). In particular, xi ∈ Q(y, tk). The first assertion now follows from (2.25), showing
µ
( ⋃
Qi∈Cl,c(Q)
Qi
) ≥ (1− τl(c)) · µ(Q) = τl(c) · µ(Q).
For the second assertion, if Q = Qσ(x, t¯k) is a given cube with x ∈ Uk−1(c) let
Cu,c(x, t¯k) be precisely the cubes Qi = Qσ(xi, t¯k+1) (rather than formal balls) of the parti-
tion of Q as in (2.24), which intersect the set
W ≡ Q ∩
⋂
sn≤t¯k+uc−2d∗
N (Rn, sn + c)C ,
and hence cover W . Let Q¯ = Qi be such a cube which intersects W in a point y. Then
Q¯ ⊂ Qσ(y, t¯k+1 − d∗). Moreover, when sn ≤ t¯k + uc − 2d∗, we have
t¯k+1 − d∗ = t¯k + (c+ uc)− d∗ ≥ sn + c+ d∗
so that Qσ(y, t¯k+1 − d∗) ⊂ Qσ(y, sn + c+ d∗) where the supset is disjoint to N (Rn, sn +
c+d∗) by (d∗2). In particular, xi ∈ Uk(c). Using that µ(Qσ(y, t+s)) = e−nσsµ(Qσ(x, t))
and applying (2.26) we get (for any j)
|Cu,c(x, t¯k)| =
µ(∪Qi∈Cu,c(x,t¯k)Qi)
µ(Qj)
≤ (1− τu(c))enσ(c+uc),
finishing the proof. 
For later purpose, we shortly discuss how to obtain the conditions considered above,
given the respective conditions for the parameter space (Ω, Bσ, µ) and the family F . Note
that for all formal balls (x, t) ∈ Ω we have
Qσ(x, t +
√
n/σ) ⊂ Bσ(x, t) ⊂ Qσ(x, t). (2.27)
Thus, BadQσRn (F , c) ⊂ BadBσRn (F , c) ⊂ BadQσRn (F , c +
√
n/σ). Moreover, if (Ω, Bσ) is
d∗-separating with respect to F , let d¯∗ ≡ d∗ +
√
n/σ and we see that (Ω, Qσ) is at least
d¯∗-separating with respect to F .
We shall also show the following technical lemma that can be used to establish the con-
ditions (2.25) (respectively (2.26)) when (Ω, Bσ, µ) is τl(c)-decaying (respectively τu(c)-
Dirichlet) with respect to F , at least in special cases.
Lemma 2.6. Let a ≡ 2√n/σ + 3d∗. If (Ω, Bσ, µ) is τl(c)-decaying with respect to F
and the parameters (c, lc), independent on the condition that x ∈ LBσk (c), then (Ω, Qσ, µ)
satisfies (2.25) for the parameters (c, lc + a) and
τ˜l(c) ≤ enσ(a−d∗)τl(c).
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Assume that (Ω, Bσ, µ) is τu(c + a)-Dirichlet with respect to F and the parameters
(c+a, uc+a) and independent on the condition that t = t¯k, that is, whenever (x, t−d∗) ∈
Ω with x ∈ ⋂sn≤t+(uc+a)NBσ(Rn, sn + (c+ a))C then
µ
(
Bσ(ω) ∩
⋃
sn≤t+(uc+a)
NBσ(Rn, sn + (c+ a) + d∗)
) ≥ τu(c+ a) · µ(Bσ(ω)). (2.28)
Then (Ω, Qσ, µ) satisfies (2.26) for the parameters (c, uc + 2a) and
τ˜u(c) ≥ e−nσ(a+2d∗+
√
n/σ)τu(c+ a).
Proof. The proof of the first assertion is straight-forward using (2.27) above. We therefore
omit the proof and rather show the second assertion.
First, for t ≤ t¯k−1 + a− 2d∗ (where t¯k−1 is with respect to (c, uc + 2a)) we have
UQσk−1(c) =
⋂
sn≤t¯k−1+(uc+2a)−2d¯∗
NQσ(Rn, sn + c+ d∗)C ⊂
⋂
sn≤t+(uc+a)
NBσ(Rn, sn + (c+ a))C ,
where we used t¯k−1 + uc + 2a− 2d∗ ≥ t+ uc + a and (2.27) using a ≥ d∗. Similarly,
Bσ(x, t0−d∗)∩
⋃
sn≤t0+uc+a
NBσ(Rn, sn+c+a+d∗) ⊂ Qσ(x, t¯k)∩
⋃
sn≤t¯k+uc+2a−2d∗
NQσ(Rn, sn+c+d∗),
for t0 = t¯k+a−2d∗ since t0−d∗ ≥ t¯k. Hence, we obtain for any (x, t¯k) with x ∈ UQσk−1(c)
µ
(
Qσ(x, t¯k) ∩
⋃
sn≤t¯k+uc+2a−d∗
NQσ(Rn, sn + c+ d¯∗)
) ≥ τu(c+ a) · µ(Bσ(x, t0))
≥ τu(c+ a) · µ(Qσ(x, t0 +
√
n/σ))
= τu(c+ a)e
−nσ(a+2d∗+√n/σ) · µ(Qσ(x, t¯k)),
by (2.28), proving the lemma. 
2.3.3. A short discussion for the rectangle function. As mentioned above, the improve-
ment of the previous section relied on the partition of the cubes. Since for the rectangle
function this is only possible in special situations, we keep the following discussion short.
Consider the parameter space (Ω, Rσ¯, µ), where Ω = Rn×R and µ is the Lebesgue mea-
sure on Rn. Recall that the ’rectangle’ function Rσ¯ on Ω for a vector σ¯ = (σ1, . . . , σn) ∈
Rn>0 is given by
Rσ(x, t) ≡ B(x1, e−σ1t)× · · · × B(xn, e−σ1t).
Assume that each σi ∈ Q. Write σi = pi/q with the same denominator q ∈ N for
every σi. Then similarly to the cube function, given s = q log(m) for m ∈ N, any
rectangle R = Rσ¯(x, t) ⊂ Rn can be partitioned into mp1 . . .mpn = e(
∑
i σi)s rectangles
Ri ≡ Rσ¯(xi, t+ s) satisfying ∪Ri = R and µ(Ri ∩ Rj) = 0 for i 6= j.
Let d∗ ≥ log(2)/mini{σi} so that (Ω, Rσ¯) is d∗-contracting and [d∗,F ] is satisfied.
Modify (2.25) and (2.26) with respect to the rectangle function, that is to the following
conditions. For all formal balls ω = (x, tk) ∈ Ω with x ∈ Lk−1(c) we have
µ(Rσ¯(ω) ∩N (R(tk − lc), tk + c− 2d∗)) ≤ τl(c) · µ(Rσ¯(ω)). (2.29)
Moreover, for all formal balls ω = (x, t¯k) ∈ Ω with x ∈ Uk−1(c) (defined as in (2.26) with
respect to Rσ¯) we have
µ(Rσ¯(ω) ∩
⋃
sn≤t¯k+uc−2d∗
N (Rn, sn + c+ d∗)) ≥ τu(c) · µ(Rσ¯(ω)). (2.30)
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The above partition then strengthens Proposition 2.4 to the following.
Proposition 2.7. Given (Ω, Rσ¯, µ) with σ¯ ∈ Qn>0 and F as above satisfying [d∗,F ].
1. Let c = q log(m) for some m ∈ N. If (2.29) holds, then [τ(c)] is satisfied with
τ(c) = 1− τl(c).
2. Let c + uc = q log(m) for some m ∈ N. If (2.30) holds, then [N(c)] is satisfied
with
N(c) ≤ (1− τu(c)) · e(
∑
i σi)(c+uc).
Proof. The proof follows from the proof of Proposition 2.5 by replacing the cube function
Qσ with the rectangle function Rσ¯. 
2.3.4. Dirichlet and decaying measures. In the applications several situations appear fre-
quently which can be translated into the abstract conditions (2.32) and (2.36) below. We
translate these conditions in turn to the ones required previously.
Let S ≡ {S ⊂ X¯} be a given collection of nonempty Borel sets. For instance, consider
S to be the collection of metric spheres S(x, t) ≡ {y ∈ X¯ : d(x, y) = e−t} in X¯ , or the
set of affine hyperplanes in the Euclidean space Rn. Assume moreover, that Nψ¯(S, t) is a
Borel-set for all t > t∗ and S ∈ S.
For the lower bound, given a locally finite Borel measure µ on X , (Ω, ψ, µ) is said to
be absolutely (cδ, δ)-decaying with respect to S if for all (x, t) ∈ Ω and for all S ∈ S and
s ≥ 0 we have
µ(ψ(x, t) ∩ N (S, t+ s)) ≤ cδe−δsµ(ψ(x, t)). (2.31)
Remark. When S denotes the set of affine hyperplanes in the Euclidean space Rn and ψ =
B1 is the standard function, then (2.31) corresponds to the original notion of absolutely
decaying measures, see [15].
Moreover, we say that an increasing discrete family F is locally contained in S (with
respect to (Ω¯, ψ¯)) if there exists l∗ ≥ 0 and a number n∗ ∈ N such that for all (x, t) ∈ Ω
we have
ψ¯(x, t + l∗) ∩ R(t) ⊂
n∗⋃
i=1
Si (2.32)
is contained in at most n∗ sets Si of S.
Remark. Notice that Condition (2.32) also makes sense for a given parameter c > 0. In
this case, we consider lc, nc and R(t, c) = R(t)−R(t− c) depending on c rather than l∗,
n∗ and R(t) respectively.
We say that (Ω, ψ¯) is d∗-separating if for all formal balls (x, t) ∈ Ω and for any set M
disjoint to ψ¯(x, t), we have
ψ¯(x, t+ d∗) ∩ N (M, t+ d∗) = ∅. (2.33)
Clearly, the standard function Bσ is log(3)/σ-separating in a proper metric space X¯ .
Proposition 2.8. Let (Ω, ψ, µ) be d∗-separating and letF be locally contained in S. Then,
if (Ω, ψ¯) is absolutely (cδ, δ)-decaying with respect to S, it is τl(c)-decaying with respect
to F and the parameters (c, l∗ + d∗) for all c ≥ 2d∗ such that τl(c) < 1, where
τl(c) = n∗cδe−δ(c−2d∗).
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Proof. Fix c ≥ 2d∗. Given ω = (x, t+ l∗+2d∗) ∈ Ω and l∗, n∗ ∈ N as well as S1, . . . , Sn∗
from the definition of (2.32), we claim that
ψ(ω) ∩N (R(t), t+ l∗ + d∗ + (c− d∗)) ⊂ ψ(ω) ∩
n∗⋃
i=1
N (Si, t+ l∗ + (c− d∗)).
To see this, let M be the set R(t) − ∪Si which is disjoint to ψ¯(x, t + l∗) by (2.32). By
monotonicity of ψ¯, we have
ψ¯(x, t + l∗ + 2d∗) ⊂ ψ¯(x, t + l∗ + d∗)
which, by (2.33), is disjoint to
N (M, t+ l∗ + d∗) ⊃ N (M, t+ l∗ + c− d∗),
for c ≥ 2d∗ again by monotonicity of ψ¯. This shows the above claim.
Set lc = l∗ + d∗ so that ω = (x, t+ lc + d∗) ∈ Ω. Finally, the claim and (2.31) imply
µ(ψ(ω) ∩ N (R(t), t+ lc + (c− d∗)) ≤ µ(ψ(ω) ∩
n∗⋃
i=1
N (Si, t+ lc + d∗ + (c− 2d∗)))
≤ n∗cδe−δ(c−2d∗)µ(ψ(ω)),
which shows that µ is τl(c)-decaying with respect toF and the parameters (c, l∗+d∗). 
As a special case, let ψ¯ = B¯σ be the standard function and X¯ be a proper metric space.
Recall that d∗ ≤ log(3)/σ, and assume that for all distinct points x, y ∈ Rn we have
d(x, y) > c¯ · e−σsn , (2.34)
for some constant c¯ > 0.
Lemma 2.9. Let (Ω, ψ, µ) satisfy a power law with respect to the parameters (τ, c1, c2).
If (2.34) is satisfied, then µ is τl(c)-decaying with respect to F , where τl(c) = c2c1 eτ(c−2d∗),for all c ≥ 2d∗ and lc = − log(c¯)/σ + d∗ + log(2).
Proof. Let l∗ = − log(c¯)/σ+log(2). Given a formal ball (x, t+ l∗) ∈ Ω, at most one point
y ∈ R(t) can lie in B(x, e−σ(t+l∗)). In fact, for distinct y and y′ ∈ Rnt (where nt ∈ N was
the largest integer such that sn ≤ t), (2.34) implies
d(y, y′) > e−σ(sn+log(c¯)/σ) ≥ 2e−σ(t+l∗).
Hence, F is locally contained in the set S ≡ {y ∈ Rn : n ∈ N} with n∗ = 1. Since µ
satisfies the power law, it is ( c2
c1
, τ)-decaying with respect to S and B¯σ. The proof follows
from Proposition 2.8. 
Analogously, for the upper bound and a possibly different collection of Borel sets S, for
a locally finite Borel measure µ on X , (Ω, ψ, µ) is called (cδ, δ)-Dirichlet with respect to
S if for all ω = (x, t) ∈ Ω, for all S ∈ S such that S ∩ ψ¯(ω) 6= ∅ and s ≥ 0 we have
µ(ψ(ω) ∩ N (S, t+ s)) ≥ cδe−δsµ(ψ(ω)). (2.35)
We say that the family F locally contains S (with respect to (Ω, ψ)) if there exists
u∗ ≥ 0 such that for all formal balls ω = (x, t− u∗) ∈ Ω there exists S ∈ S with
ψ¯(ω) ∩ S ⊂ R(t). (2.36)
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Proposition 2.10. If F locally contains S and (Ω, ψ, µ) is (cδ, δ)-Dirichlet with respect
to S, then (Ω, ψ, µ) is τu(c)-Dirichlet with respect to F and the parameters (c, u∗), where
τu(c) ≥ cδe−δ(c+d∗).
In the special case when F locally contains S, where S consists of subsets of X , and
(Ω, ψ, µ) satisfies a power law with respect to the parameters (τ, c1, c2), we have that
(Ω, ψ, µ) is τu(c)-Dirichlet with respect to F and the parameters (c, u∗), where
τu(c) ≥ c1c2 e−τ(c+2d∗+u∗).
Proof. The first statement is readily checked. For the second one, let ω = (x, t− u∗) ∈ Ω
and S ∈ S such that S ∩ ψ¯(ω) ⊂ Rnt ∩ ψ¯(ω). Let y ∈ S ∩ ψ¯(ω). By monotonicity
of ψ¯ and (2.15), ψ¯(y, t + c + d∗) ⊂ ψ¯(y, t − u∗ + c) ⊂ ψ¯(x, t − u∗ − d∗). Hence, for
ω0 = (x, t− u∗ − d∗) ∈ Ω we see that
µ(ψ(ω0) ∩
⋃
sn≤t
N (Rn, sn + c+ d∗)) ≥ µ(ψ(ω0) ∩ ψ¯(y, t+ c+ d∗))
≥ µ(ψ(y, t+ c+ d∗)) ≥ c1c2 e−τ(c+2d∗+u∗)µ(ψ(ω0)),
which shows the second claim. 
2.4. Proof of Theorem 2.1. We now prove the main theorem of this section. For the
lower bound of dim(Bad(F , 2c + lc)), using [τ(c)], we inductively construct a strongly
treelike family of sets such that its limit set, A∞, is a subset of Bad(F , 2c+ lc). Using the
method of [16, 17] (which is a generalization of the ones of [19, 32]), based on the ’Mass
Distribution Principle’, we derive a lower bound of dim(A∞).
For the upper bound of dim(Bad(F , c) ∩ ψ(ω0)), we construct a sequence Uk of covers
of Bad(F , c)∩ψ(ω0) with uniform bounds on the diameters converging to zero. The idea
is to inductively use Condition [N(c)] in order to ’refine’ a given cover Uk to a cover Uk+1
by smaller ψ-balls and to given an upper bound on the cardinality of the new cover.
2.4.1. Proof of the lower bound [LB]. Recall that for c ≥ d∗ and lc ≥ 0, for k ≥ 0, we
defined tk ≡ s1 + kc + lc and
Lk(c) = L
ψ¯
k (c) ≡
k⋂
i=1
N (R(ti − lc), ti + c)C .
Let ω0 = (x0, t0) ∈ Ω be a formal ball and set L−1(c) = X¯ (and i0 = 0). Construct
a strongly treelike family A of subsets of X ∩ ψ(ω0) relative to µ as follows. Let A0 =
{ψ(ω0)}. Assume we are given the subfamilyAk at the k.th step and a set ψ(ωi0...ik) ∈ Ak,
where ωi0...ik = (xi0...ik , tk) ∈ Ω with xi0...ik ∈ Lk−1(c). Then Condition [τ(c)] provides a
collection Cl,c(ωi0...ik) of formal balls ωi0...ikik+1 = (xi0...ikik+1, tk+1) ∈ Ω with xi0...ikik+1 ∈
Lk(c) such that the sets ψ(ωi0...ikik+1) ⊂ ψ(ωi0...ik) are essentially-disjoint (relative to µ)
and disjoint to N (R(tk − lc), tk + c) and satisfy (2.10). We therefore define
Ak+1 = ∪i0...ik{ψ(ωi0...ikik+1) : ωi0...ikik+1 ∈ Cl,c(ωi0...ik)},
where the indices i0 . . . ik run over all indices from the previous construction.
If A (a countable family of compact subsets of X) denotes the union of these sub col-
lections Ak, k ∈ N, the following properties are satisfied with respect to µ:
(TL0) µ(A) > 0 for all A ∈ A (by [µ > 0]),
(TL1) for all k ∈ N, for all A,B ∈ An, either A = B or µ(A ∩B) = 0,
(TL2) for all k ∈ N≥2, for all B ∈ Ak, there exists A ∈ Ak−1 such that B ⊂ A,
(TL3) for all k ∈ N, for all A ∈ Ak, there exists B ∈ Ak+1 such that B ⊂ A.
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We can therefore define ∪Ak = ∪A∈AkA and obtain a decreasing sequence of nonempty
compact subsets X ⊃ ∪A1 ⊃ ∪A2 ⊃ ∪A3 ⊃ . . . . Since X is complete, the limit set
A∞ ≡
⋂
k∈N
∪Ak
is nonempty. Define moreover the k.th stage diameter dk(A) ≡ maxA∈Ak diam(A), which
by [σ] satisfies dk(A) ≤ cσe−σtk , and hence
(STL) limk→∞ dk(A) = 0.
Finally, by (2.10), we obtain a lower bound for the k.th stage ’density of children’
∆k(A) ≡ min
B∈Ak
µ(∪Ak+1 ∩ B)
µ(B)
≥ τ(c) (2.37)
of A. This gives a lower bound on the Hausdorff dimension of A∞.
Lemma 2.11. If A as above satisfies (TL0-3) and (STL), then
dim(A∞) ≥ inf
x0∈A∞
dµ(x0)− | log(τ(c))|
σc
.
Proof. In [16], Lemma 2.5 (which is stated for X¯ = Rn but also true for general complete
metric spaces, see [17]) a measure ν is constructed for which the support equals A∞.
Moreover, ν satisfies for every x ∈ A∞ that
dν(x) ≥ dµ(x)− lim sup
k→∞
∑k
i=1 log(∆i(A))
log(dk(A))
≥ inf
x0∈A∞
dµ(x0)− lim sup
k→∞
k log(τ(c))
log(cσe−σtk)
≥ inf
x0∈A∞
dµ(x0)− |log(τ(c))|
σc
,
where we used (2.12) and (2.37). For every open set U ⊂ X¯ with ν(U) > 0, let
dν(U) ≡ inf
x∈U∩ supp(µ)
dν(x),
which is known to be a lower bound for the Hausdorff dimension of supp(ν)∩U = A∞∩U
(see [10], Proposition 4.9 (a)). Setting U = X¯ shows the claim. 
We establish our lower bound by showing the following Lemma.
Lemma 2.12. The limit setA∞ ⊂ ψ(ω0)∩Bad(F , 2c+lc); hence, dim(Bad(F , 2c+lc)) ≥
dim(A∞).
Proof. Let x∞ ∈ A∞. Let {i0 . . . ik}k∈N be a sequence such that x0 ∈ ∩k∈Nψ(ωi0...ik).
Note that since the sets ψ(ωi0...ik) are only essentially-disjoint relative to µ, the sequence
{i0 . . . ik}k∈N might not be unique.
Assume that x0 ∈ N (Rm, sm) for some m ∈ N (if no such m exists, then the claim
already follows). Choose the integer k ≥ 0 such that sm+ lc ∈ [tk, tk+1). By construction,
x∞ ∈ ψ(ωi0...ik+2) which is disjoint toN (R(tk+1− lc), tk+1 + c) by (2.9). Since tk − lc ≤
sm < tk+1 − lc we have Rm ⊂ R(tk+1 − lc) and
x∞ /∈ N (R(tk+1 − lc), tk+1 + c)
= N (R(tk+1 − lc), tk − lc + 2c+ lc) ⊃ N (Rm, sm + (2c+ lc)),
by monotonicity of ψ¯. This shows that x∞ ∈ Bad(F , 2c+ lc). 
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2.4.2. Proof of the upper bound [UB]. Recall that for c > 0 and uc ≥ 0, we defined
t¯k = s1 + k(c + u)− u for k ≥ 0 and
Uk(c) ≡
⋂
sn≤t¯k+u
N (Rn, sn + c)C .
Let ω0 = (x0, t¯0) ∈ Ω be any formal ball. Let U0 = {ψ(ω0)} and set U−1(c) = X
(and i0 = 0). Suppose we have already constructed the k.th step cover Uk = {ψ(ωi0...ik)}
where ωi0...ik = (xi0...ik , t¯k) with xi0...ik ∈ Uk−1(c). Condition [N(c)] gives a collection
Cu,c(ωi0...ik) of formal balls ωi0...ikik+1 = (xi0...ikik+1, t¯k+1) ∈ Ω with xi0...ikik+1 ∈ Uk(c)
such that the sets ψ(ωi0...ikik+1) cover the set
Uk(c) ∩ ψ(ωi0...ik) = ψ(ωi0...ik)−
⋃
sn≤t¯k+u
N (Rn, sn + c). (2.38)
and the number of these sets is bounded above by N(c). Set
Uk+1 ≡ ∪i0...ik{ψ(ωi0...ikik+1) : ωi0...ikik+1 ∈ Cu,c(ωi0...ik)} (2.39)
where the indices i0, . . . , ik run over all indices from the previous construction.
Lemma 2.13. The collection Uk is a cover of Bad(F , c) ∩ ψ(ω0) by sets of diameter at
most e−σt¯k with
|Uk| ≤ N(c)k−1.
Proof. First note that for every k ∈ N0,
Uk(c) =
⋂
sn≤t¯k+u
N (Rn, sn + c)C ⊃
⋂
n∈N
N (Rn, sn + c)C = Bad(F , c).
Since Bad(F , c) ⊂ Uk(c) and by (2.38), we have
Bad(F , c) ∩ (∪U∈UkU) ⊂ Bad(F , c) ∩ Uk(c) ∩ (∪U∈UkU)
= Bad(F , c) ∩ ∪U∈Uk(Uk(c) ∩ U) ⊂ Bad(F , c) ∩ (∪U∈Uk+1U)
This shows that Uk is a cover of Bad(F , c) ∩ ψ(ω0), since
Bad(F , c) ∩ ψ(ω0) ⊂ Bad(F , c) ∩ (∪U∈U1U) ⊂ . . . ⊂ Bad(F , c) ∩ (∪U∈UkU) ⊂
⋃
U∈Uk
U.
Moreover, it is finite and bounded by Nk ≡ |Uk| with
Nk ≤ N(c)Nk−1 ≤ . . . ≤ N(c)k−1N0 = N(c)k−1
and the sets of Uk are of diameter at most cσe−σt¯k by [σ]. This finishes the proof. 
Finally, if Hs denotes the s-dimensional Hausdorff-measure on X , then
Hs(Bad(F , c) ∩ ψ(ω0)) ≤ lim
δ→0
Hsδ(Bad(F , c) ∩ ψ(ω0)) ≤ lim inf
k→∞
|Uk| · (cσe−σt¯k)s,
which is finite whenever s > lim infk→∞ − log(|Uk|)log(cσe−σt¯k) and in particular for
s >
log(N(c))
σ(c+ uc)
≥ lim inf
k→∞
− log(|Uk|)
log(cσe−σt¯k)
. (2.40)
This establishes the upper bound of the theorem,
dim(Bad(F , c) ∩ ψ(ω0)) ≤ log(N(c))
σ(c+ uc)
.
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2.4.3. A final remark on the upper bound. Let X = Rn in the following. In the case that
ψ¯ is not the standard function Bσ, but for instance the rectangle function Rσ¯, we may give
a different upper bound in the following situation.
Lemma 2.14. Assume that conditions [σ] and [N(c)] hold. If there is θ > 0 and σˆ ≥ σ
such that any ψ-ball ψ(x, t) can be covered by Nψ(t) ≤ 2eθt cubes Qσˆ(xi, t), then
dim(Bad(F , c) ∩ ψ(ω0)) ≤ θ
σˆ
+
log(N(c))
σˆ(c+ uc)
.
Proof. Let ψ(ω) ∈ Uk, ω = (x, t¯k), be any ψ-ball from the cover Uk constructed in (2.39).
Cover ψ(ω) by Nψ(t) cubes Qσ¯(xi, t) and denote the collection of these cubes by U¯k. The
collection U¯k by sets of diameter e−σ¯t¯k and of cardinality at most Nψ(t¯k) · |Uk| is a cover
of Bad(F , c). The proof follows by the arguments of the previous section. 
For later purpose, we state the following elementary Lemma. Its proof is a simple
volume argument and omitted.
Lemma 2.15. Let σˆ ≡ maxi{σi}, where σ¯ ∈ Rn>0. Then any rectangle Rσ¯(x, t) can be
covered by Nσ¯(t) cubes Qσˆ(xi, t), where
Nσ¯(t) ≤ 2e(nσˆ−
∑
i σi)t.
3. APPLICATIONS
Verifying the conditions of the axiomatic approach we determine upper and lower bounds
on the Hausdorff dimension of Bad(F , c) of several examples.
3.1. Badr¯Rn . For n ≥ 1, let r¯ ∈ Rn be a given weight vector with r1, . . . , rn > 0 satisfying∑
ri = 1. We adjust the usual definition (which in particular differs from the one in the
introduction) of badly approximable vectors Badr¯Rn with weight r¯ to a more convenient
one for our situation. A vector x¯ = (x1, . . . , xn) ∈ Rn belongs to Badr¯Rn if there exists a
positive constant c(x¯) > 0 such that for every q ∈ N and p¯ = (p1, . . . , pn) ∈ Zn there is
some i ∈ {1, . . . , n} with
|xi − pi
q
| ≥ c(x¯)
1+ri
q1+ri
.
Note that for r¯ = ( 1
n
, . . . , 1
n
) we write BadnRn ≡ Badr¯Rn which agrees with the set of badly
approximable vectors. For c > 0 let Badr¯Rn(e−c) be the subset of vectors x¯ ∈ Badr¯Rn with
c(x¯) ≥ e−c.
Define σ¯ = (1 + r1, . . . , 1 + rn). As in [17, 33], we let let Ω¯ = Rn × R and consider
the rectangle function R¯σ¯ : Ω¯ → C(Rn), given by the rectangle determined by r¯, that is,
the product of metric balls
R¯σ¯(x¯, t) ≡ B(x1, e−(1+r1)t)× · · · × B(xn, e−(1+rn)t).
Denote by r+ ≡ max{ri} and by r− ≡ min{ri} > 0. Clearly, we have diam(R¯σ¯(x, t)) ≤
2e−(1+r−)t, hence σ = 1 + r− in [σ].
In the following, let S be the set of affine hyperplanes in Rn. Note that, if µ denotes
the Lebesgue-measure on Rn, it follows from [15] Lemma 9.1 (see also [33] for the case
of rectangles), that (Ω, R¯σ¯, µ) is absolutely (δ, cn)-decaying with respect to S for δ =
JARN´IK-TYPE INEQUALITES 21
1+min{r1, . . . , rn} = 1+ r− and some cn > 0. Moreover, (Ω, R¯σ¯, µ) satisfies a (n+1)-
power law. More precisely, for all (x, t) ∈ Ω we have µ(R¯σ¯(x, t)) = 2ne−(n+1)t. Define
d∗ ≡ log(3)1+r− and for c > 0,
l∗ =
log(n!)
n+1
+ n
n+1
log(2) + log(3)
1+r−
, uc =
1
r−
(
c+ (1 + r+)2 log(2)
) ≡ c
r−
+ u∗.
Theorem 3.1. Let X ⊂ Rn be the support of a locally finite Borel measure µ on Rn such
that (Ω, R¯σ¯, µ) satisfies a (τ, c1, c2)-power law. When (Ω, R¯σ¯, µ) is absolutely (δ, cδ)-
decaying with respect to S, then for c > log(cδ)/δ + 2d∗ we have
dim(Badr¯Rn(12e
−(2c+l∗)) ∩X) ≥ dµ(X)−
log(2) + 2 log( c2
c1
) + 2τd∗ + |log(1− cδe2δd∗e−δc)|
(1 + r−)c
.
Moreover, when r¯ ∈ Qn>0, there exist c0 > 0 depending only on n and r¯ such that for
c > c0 we have
dim(BadnRn(12e
−(2c+l∗+d∗))) ≥ n− |log(1− 18cne
−(1+r−)c)|
(1 + r−)c
,
dim(BadnRn(e−c)) ≤ n−
|log(1− 1
8
3−(n+1)(1+r−)e−(n+1)(c+uc))|
(1 + r+)(c+ uc + 2d∗)
.
Theorem 1.2 follows by applying the Taylor expansion and pointing out the modification
in the definition from the introduction (which results in a transformation of the exponents).
Remark. As pointed out by the referee, given a fractal F ⊂ Rn, non-trivial upper bounds
for dim(BadnRn(e−c)∩F ) of the intersection (that is dimensions strictly less than dim(F ))
would imply that the Hausdorff-measure on F of BadnRn(e−c) ∩ F is null. This in turn
would extend a recent result of Einsiedler, Fishman, Shapira [9]. Our results, unfortu-
nately, give no answers to this question. However, recall Section 2.3.2 for a remark on
possible extensions to fractals such as the Sierpinksi carpet or regular Cantor sets.
3.1.1. Proof of Theorem 3.1. For k ∈ N we define the set of rational vectors
Rk ≡ {p¯/q ∈ Qn : p¯ ∈ Zn, 0 < q ≤ k}
as resonant set and define its size by sk ≡ log(k + 1). The family F = (Rk, sk) is
increasing and discrete. Moreover, since R(t) is a discrete set for all t ≥ s1 and since R¯σ¯
is a product of metric balls, it is readily checked that (Ω, R¯σ¯) is d∗-separating with respect
to F . Also (Ω, R¯σ¯) is d∗-separating and d∗-contracting.
For the lower bound, we shall show the following.
Proposition 3.2. Let c > log(cδ)/δ + 3d∗. Then (Ω, R¯σ¯, µ) is τl(c)-decaying with respect
to F and the parameters (c, l∗), where τl(c) = cδe−δ(c−2d∗). Moreover, when µ denotes
the Lebesgue measure, then (Ω, R¯σ¯, µ) satisfies (2.29) for the parameters (c, l∗ + d∗) with
τl(c) = cne
(1+r−)d∗e−(1+r−)c.
Proof. Choose any l¯∗ > log(n!)/(n + 1) + n/(n + 1) log(2). Note that for a formal ball
ω = (x¯, t+ l¯∗) such that t ≤ sk the sidelights ρi of the box R¯σ¯(ω) satisfy
ρ1 · · · ρn = 2e−(1+r1)(t+l∗) · · · 2e−(1+rn)(t+l∗)
< 2ne−(1+n)sk−log(n!)−n log(2) ≤ 1
n!(k+1)n+1
.
We now use the following version of the ’Simplex Lemma’ due to Davenport and Schmidt
where the version of this lemma can be found in [18], Lemma 4.
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Lemma 3.3. Let D ⊂ Rn be a box of side lengths ρ1, . . . , ρn such that ρ1 . . . ρn <
1/(n!(k + 1)n+1). Then there exists an affine hyperplane L such that Rk ∩D ⊂ L.
This shows that F is locally contained in the collection of affine hyperplanes S with
n∗ = 1. Since (Ω, R¯σ¯, µ) is absolutely (δ, cδ)-decaying with respect to S, if follows from
Proposition 2.8 that (Ω, R¯σ¯, µ) is τl(c)-decaying with respect to F for all c > 2d∗ where
lc ≡ l∗ = l¯∗ + d∗ and τl(c) = cδe−δ(c−2d∗) with τl(c) < 1. Remarking that τl(c) < 1 for
c > log(cδ)/δ + 2d∗ shows the first claim.
Let now µ denote the Lebesgue measure which is absolutely (1+ r−, cn)-decaying with
respect to S. Set l¯c = l¯∗ + 2d∗. Then by the above, given any ω = (x, t + l¯c) ∈ Ω, it is
readily shown that for c > 3d∗ + log(cn)/(1 + r−),
µ(R¯σ¯(ω) ∩ N (R(t), t+ l¯c + c− 2d∗)) ≤ cne−(1+r−)(c−2d∗) · µ(R¯σ¯(ω)),
which shows the second claim and finishes the proof. 
For the upper bound, we need the following.
Proposition 3.4. Let µ be the Lebesgue measure on Rn. Then (Rn × R, R¯σ¯, µ) is τu(c)-
Dirichlet with respect to F and the parameters (c, uc), where τu(c) = c1c2 e−2τd∗ · e−τ(c+uc).
Moreover, (Rn × R, R¯σ¯, µ) satisfies (2.30) for the parameters (c, uc + 2d∗) with τu(c) =
1
4
e−(n+1)d∗e−(n+1)(c+uc).
Proof. Note that using the pigeon-hole principle as for the classical Dirichlet Theorem,
the following Lemma can be shown; its proof is readily checked.
Lemma 3.5. Let x ∈ Rn. For every N ∈ N there exists a vector (p1, . . . , pn) ∈ Zn and
1 ≤ q ≤ N such that, for i = 1, . . . , n, we have
|xi − pi
q
| ≤ 1
qN ri
.
Define uc = c/r− + u∗ as given above and let x¯ ∈ X = Rn. Given t > 0, let N ∈ N be
the maximal integer such that log(N) ≤ t+ uc, hence t+ uc ≤ log(N) + log(2). Let p¯, q
as in the above lemma, given N . In the case when log(q) ≤ t + uc − (c+ uc), we have
|xi − pi
q
| ≤ 1
qN ri
≤ e− log(q)−ri(t+uc−log(2))
≤ e−(1+ri) log(q)−ri(c+uc−log(2))
≤ e−(1+ri)(log(q+1)+c) = e−(1+ri)(sq+c),
for every i = 1, . . . , n, where we used in the last inequality that
ri(uc − log(2)) = rir− (c+ (1 + r+) log(2))
≥ c+ (1 + ri)(log(q + 1)− log(q)).
This shows
x¯ ∈ R¯σ¯(p¯/q, sq + c) ⊂
⋃
sq≤t+uc−(c+uc)
N (Rq, sq + c).
Hence, we may assume log(q) > t+ uc − (c+ uc) and obtain that for every i = 1, . . . , n,
|xi − pi
q
| ≤ e− log(q)−ri(t+uc)
≤ e−(1+ri)(t+uc)+(c+uc)) ≤ e−(1+ri)t,
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since riuc ≥ c. This yields p¯/q ∈ R¯σ¯(x¯, t). Thus F locally contains the set of rationals,
see (2.36). Since by assumption X = Rn, it is readily shown (by replacing u∗ with uc in
the proof of Proposition 2.10). that (Ω, R¯σ¯, µ) is τu(c)-Dirichlet with respect to F and the
parameters (c, uc), where τu(c) = c1c2 e
−2τd∗ · e−τ(c+uc). This shows the first claim.
Now set u¯c = uc + 2d∗. Given ω = (x, t¯k) ∈ Ω with x ∈ Uk−1(c) (defined as in (2.26)
with respect to Rσ¯) the above argument again shows that there is p¯/q ∈ R¯σ¯(x¯, t) with
p¯/q ∈ R(t¯k + u¯c − 2d∗). Hence,
µ(Rσ¯(ω) ∩
⋃
sn≤t¯k+u¯c−2d∗
N (Rn, sn + c+ d∗)) ≥ 14e−(n+1)(c+uc+d∗) · µ(Rσ¯(ω)),
which shows the second claim and finishes the proof. 
Note moreover the following.
Lemma 3.6. Given c > 0 we have BadR¯σ¯X (F , c) ⊂ Badr¯Rn(12e−c) ∩X and Badr¯Rn(e−c) ⊂
BadR¯σ¯Rn (F , c).
Proof. For the first inclusion, if x¯ ∈BadR¯σ¯X (F , c), then for every p¯/q, where p¯ = (p1, . . . , pn) ∈
Zn and q ∈ N, x¯ 6∈ N (Rq, sq + c) ⊃ R¯σ¯(p¯/q, sq + c). Hence, for some i ∈ {1, . . . , n}, we
have
|xi − pi/q| ≥ e−(1+ri)(sq+c) = e
−(1+ri)c
(q + 1)1+ri
≥ e
−(1+ri)c
2q1+ri
,
hence x¯ ∈ Badr¯Rn(12e−c) ∩ X . For the second inclusion, let x¯ ∈ Badr¯Rn(e−c). Thus, for
every p¯/q with p¯ ∈ Zn and q ∈ N there exists i ∈ {1, . . . , n} such that
|xi − pi
q
| ≥ e
−(1+ri)c
q−(1+ri)
≥ e−(1+ri)(sq+c),
hence x¯ ∈ BadR¯σ¯Rn (F , c), finishing the proof. 
Finally, using the above Propositions, we obtain the following. First, Theorem 2.1 [LB],
together with Proposition 2.4 and (2.19) (giving [kc, k¯c]), establishes
dim(Badr¯Rn(12e
−(2c+l∗)) ∩X) ≥ dim(BadR¯σ¯X (F , 2c+ l∗ + d∗))
≥ dµ(X)− |log(1− τl(c)) + log(kc)− log(2k¯c)|
(1 + r−)c
≥ dµ(X)−
log(2) + 2 log( c2
c1
) + 2τd∗ + |log(1− cδe2δd∗e−δc)|
(1 + r−)c
,
which is the lower bound for the first part of the Theorem.
In the following, let µ be the Lebesgue measure so that X = Rn with r¯ ∈ Qn>0 and
hence σ¯ ∈ Qn>0. Suppose each σi = pi/q with the same denominator q ∈ N. Then for
c = q log(m) for some m ∈ N, Theorem 2.1 [LB] together with Proposition 2.7 show
dim(BadnRn(12e
−(2c+l∗+d∗))) ≥ n− |log(1− cne
(1+r−)2d∗e−(1+r−)c)|
(1 + r−)c
.
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For the upper bound, let c + u¯c = q log(m) for some m ∈ N. Using Proposition 2.7,
Lemma 2.14 and Lemma 2.15 (with σˆ = 1 + r+ and θ = nσˆ −
∑
i σi) show
dim(BadnRn(e−c)) ≤ dim(BadRσ¯Rn (F , c))
≤ nσˆ −
∑
i σi
σˆ
+
log
(
(1− 1
4
e−(n+1)d∗e−(n+1)(c+uc)) · e(∑i σi)(c+u¯c))
σˆ(c+ u¯c)
≤ n− |log(1−
1
4
e−(n+1)d∗e−(n+1)(c+uc))|
(1 + r+)(c+ uc + 2d∗)
.
Restricting to c > c0 sufficiently large, with c0 depending only on n and r¯, we obtain the
bounds stated for Theorem 3.1, finishing the proof.
3.2. The Bernoulli shift Σ+. For n ≥ 1, let Σ+ = {1, . . . , n}N be the set of one-sided
sequences in symbols from {1, . . . , n}. Let T denote the shift and let d+ be the met-
ric given by d+(w, w¯) ≡ e−min{i≥1:w(i)6=w¯(i)} for w 6= w¯ and d(w,w) ≡ 0. Note that
dim(Σ+) = log(n).
Fix a periodic word w¯ ∈ Σ+ of period p ∈ N. For c ∈ N, consider the set
Sw¯(c) = {w ∈ Σ+ : T kw 6∈ B(w¯, e−(c+1)) for all k ∈ N}.
Theorem 3.7. For every c ∈ N we have
dim(Sw¯(c)) ≤ log(n)− |log(1− n
−c)|
c
,
as well as
dim(Sw¯(2c+ p+ 1)) ≥ log(n)− |log(1− n
−c)|
c
.
Remark. Note that the Morse-Thue sequence w in {0, 1}N is a particular example of a
word in Sw¯(2p) for any periodic word w¯ or period p. In fact, w does not contain any
subword of the form WWa where a is the first letter of the subword W ; for details and
more general words in Sw¯, we refer to an earlier work of Schroeder and the author [27].
Proof. For k ∈ N and wk ∈ {1, .., n}k, let w¯k ∈ Σ+ denote the word w¯k = wkw¯. Consider
the resonant sets R0 = {w¯} and for k ∈ N
Rk = {w¯l ∈ Σ+ : wl ∈ {1, .., n}l, l ≤ k}) ∪ R0,
which we give the size sk = k + 1. The family F = (Rk, sk) is increasing and discrete.
Note that we let Ω = Σ+ ×N and consider the standard function B1 for which we have
d∗ = 0 for [d∗] and [d∗,F ] and σ = 1 for [σ]. Moreover, we have Bad(F , c) = Sw¯(c). To
see this, note that d+(T k−1w, w¯) ≤ e−(c+1) if and only if
w(k) . . . w(k + c) = w¯(1) . . . w¯(c).
Thus, for wk = w(1) . . . w(k) and w¯k = wkw¯ we have d+(w, w¯k) ≤ e−(k+c+1) if and only
if w ∈ B(w¯k, e−(sk+c)) ⊂ NB1(Rk, sk + c).
For the lower bound, let w¯m and w˜m ∈ Rm be distinct. By definition of w¯m and w˜m
there exists i ∈ {1, . . . , m+ p} such that w¯m(i) 6= w˜m(i); hence
d+(w¯m, w˜m) ≥ e−(p+m+1) = e−pe−sm
and we are given the special case (2.34) with c¯ = e−p. Moreover, for the probability
measure µ = {1/n, . . . , 1/n}N, (Ω, B1, µ) satisfies
µ(B(w, e−(t+1))) = n−t = ne− log(n)(t+1),
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and hence a (log(n), n, n)-power law. From Lemma 2.9 we see that (Ω, B1, µ) is (log(n), 1)-
decaying with respect to F and the parameters (c, p + 1). Applying Theorem (2.1) [LB],
together with Proposition (2.4) and (2.19) (giving kc = k¯c = nc), we obtain
dim(Sw¯(2c+ p+ 1)) ≥ log(n)− log(2) + |log(1− n
−c)|
c
.
However, note that (Ω, B1) satisfies a partition as in (2.24) for every c ∈ N. Following
the arguments of the proof of Proposition 2.5, we can see that the constant ’log(2)’ can be
omitted.
For the upper bound, let (w, sk) = (w, k + 1) ∈ Ω. If wk ≡ w(1) . . .w(k), let w¯k ≡
wkw¯ ∈ Rk which lies in B(w, e−sk); hence, Rk ∩ B1(w, sk) 6= ∅. Thus, Lemma 2.10
shows that (Ω, B1, µ) is (log(n), 1)-Dirichlet with respect to F for u∗ = 0. Theorem (2.1)
[UB], together with Proposition (2.4) and (2.19) (giving Kc = nc), yields
dim(Sw¯(c)) ≤ log(n)− |log(1− n
−c)|
c
,
finishing the proof. 
3.3. The geodesic flow in Hn+1. Although the following setting is even suitable for
proper geodesic CAT(-1) metric spaces, we restrict to the real hyperbolic space Hn+1.
The reason is, given a non-elementary geometrically finite Kleinian group Γ, the existence
of a nice measure satisfying the Global Measure Formula (see Theorem 3.12). We start
by introducing the setting and a model of Diophantine approximation developed by Her-
sonsky, Paulin and Parkkonen in [12, 13, 23], which allows a dynamical interpretation of
badly approximable elements.
In the following, Hn+1 denotes the (n+1)-dimensional real hyperbolic ball-model. For
o ∈ Hn+1, we define the visual metric do : Sn × Sn → [0,∞) at o by do(ξ, ξ) ≡ 0 and
do(ξ, η) ≡ e−(ξ,η)o ,
for ξ 6= η, where (·, ·)o denotes the Gromov-product at o. Note that if o = 0 is the center of
the ball Hn+1 then the visual distance d0 is bi-Lipschitz equivalent to the angle metric on
the unit sphere Sn. The boundary Sn = ∂∞Hn+1 is a compact metric space with respect
to do and we will consider all metric balls to be with respect to do in the following.
Let Γ be a discrete subgroup of the isometry group I(Hn+1) of Hn+1. Note that an
isometry ϕ of Hn+1 extends to a homeomorphism of Sn. We denote the image of a set
S ⊂ Sn under ϕ by ϕ.S. The limit set ΛΓ of Γ is given by the set Γ.o∩Sn (independent of
o), which is the set of all accumulation points of subsequences from Γ.o ≡ {ϕ(o) : ϕ ∈ Γ}.
Recall that a subgroup Γ0 ⊂ Γ is called convex-cocompact if ΛΓ0 contains at least two
points and the action of Γ0 on the convex hull CΓ0 has compact quotient. We call Γ0
bounded parabolic if Γ0 is the maximal subgroup of Γ stabilizing a parabolic fixed point
ξ0 ∈ ΛΓ and Γ0 acts cocompactly on ΛΓ− {ξ0}. Moreover, we call Γ0 almost malnormal
if ϕ.ΛΓ0 ∩ ΛΓ0 = ∅ for every ϕ ∈ Γ− Γ0.
Let Γ be a non-elementary geometrically finite group. We refer to [25] for the following.
For the convex hull CΓ of ΛΓ, the subset CΓ ∩ Hn+1 of Hn+1 is closed, convex and Γ-
invariant. The convex core CM ⊂ M of M = Hn+1/Γ is the convex closed connected
set
CM ≡ (CΓ ∩Hn+1)/Γ = K ∪
⋃
i
Vi,
which can be decomposed into a compact set K, and, unless Γ is convex cocompact,
finitely many open disjoint sets Vi corresponding to the conjugacy classes of maximal
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parabolic subgroups of Γ which are bounded parabolic and almost malnormal. Moreover,
if π denotes the projection to M = Hn/Γ we may assume that each Vi = π(Ci) ∩ CM
is the projection of a horoball Ci contained in the convex core CM , where the collection
ϕ(Ci), ϕ ∈ Γ− StabΓ(Ci), is disjoint.
We call the projection Vi and every projection of a smaller horoball (in the convex core)
contained in Vi a standard cusp neighborhood.
3.3.1. The setting. Let Γ be a non-elementary geometrically finite group without elliptic
elements as above and Γi ⊂ Γ, i = 1, 2, be an almost malnormal subgroup in Γ of infinite
index. We treat the following two ’disjoint’ cases simultaneously.
1. There is precisely one conjugacy class of a maximal parabolic subgroup Γ1 of Γ.
Let m be the rank of Γ1 and let C1 be a horoball based at the parabolic fixed point
ξ0 of Γ1 as above.
2. Let Γ be convex-cocompact such that ΛΓ ⊂ Sn is not contained in a finite union of
spheres of Sn of codimension at least 1. Let Γ2 be a convex-cocompact subgroup
and C2 = CΓ2 be the convex hull of Γ2 which is a hyperbolic subspace (that is, C2
is totally geodesic and isometric7 to the hyperbolic space Hm).
Remark. The requirements that there is only one parabolic subgroup in Case 1. or that Γ
itself is convex-cocompact in Case 2. will be necessary for the Global Measure Formula.
More precisely, we need to control the ’depth of geodesic rays in the cuspidal end’ which
is not possible in Case 2. if CM is not compact.8
Note that, since Γi is almost malnormal, we have Γi = StabΓ(Ci) so that Γi is deter-
mined by Ci. In addition, Ci is (ε, T )-immersed, that is, for every ε > 0 there exists
T = T (ε) ≥ 0 such that for all ϕ ∈ Γ− Γi we have that diam(Nε(Ci) ∩ ϕ(Nε(Ci)) ≤ T ;
see [23]. In the first case, we therefore assume, after shrinking C1, that the images ϕ(C1),
[ϕ] ∈ Γ/Γ1, form a disjoint collection of horoballs. For the second case, we let ε = δ0 and
T0 = T (2δ0) where δ0 is the constant such that Hn+1 is a tripod-δ0-hyperbolic space.
Example 4. Clearly, if M = Hn+1/Γ is a finite volume hyperbolic manifold with exactly
one cusp, then Case 1. is satisfied with m = n. If Γ is even cocompact, then every closed
geodesic α in M determines a subgroup Γ2 as in Case 2. and C2 (a lift of α) is one-
dimensional. Moreover, T can be estimated in terms of the length of α and the length of a
systole of M (or with the injectivity radius ’along’ α).
3.3.2. A model of Diophantine approximation and the main result. Given Γ, Γi, i = 1, 2,
as above, we fix a base point o ∈ Hn+1 such that π(o) ∈ K. For technical reasons, we
also fix a sufficiently large constant t0 ≥ 0. For the respective cases, i = 1, 2, denote the
quadruple of data by
Di = (Γ, Ci, o, t0).
For r = [ϕ] ∈ Γ/Γi we define
Di(r) = d(o, ϕ(Ci))
which does not depend on the choice of the representativeϕ of r. Note that the set {Di(r) :
r ∈ Γ/Γi} is discrete and unbounded (see [23, 33]); that is, for every D ≥ 0 there are only
7 With respect to the induced metric on C2.
8 However, when Γ is a lattice so that the measure will satisfy a power law, Case 2. is possible but further
arguments for Lemma 3.16 are necessary.
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finitely many elements r ∈ Γ/Γi such that Di(r) ≤ D and there exists an r ∈ Γ/Γi with
Di(r) > D.
Now, for i = 1, 2 and for ξ ∈ ΛΓ− Γ.ΛΓi define the approximation constant
ci(ξ) = inf
r=[ϕ]∈Γ/Γi: Di(r)>t0
eDi(r)do(ξ, ϕ.ΛΓi),
If ci(ξ) = 0 then ξ is called well approximable, otherwise it is called badly approximable
(with respect to Di). Define the set of badly approximable limit points by
Bad(Di) = {ξ ∈ ΛΓ− Γ.ΛΓi : ci(ξ) > 0} ⊂ ΛΓ,
and Bad(Di, e−c) the subset of elements for which ci(ξ) ≥ e−c.
Theorem 3.8. Let δ be the Hausdorff dimension of ΛΓ. Then there exists c0 > 0, constants
kl, k¯l, ku, k¯u, k˜u > 0 determined in the following, and an exponent τ > 0 (from Theorem
3.13 below) such that for all c > c0 we have
δ − kl + |log(1− k¯l e
−(2δ−m)c/2)|
c/2− (δ0 + log(2)) ≤ dim(Bad(D1, e
−c)) ≤ (2δ −m)− |log(1− k¯u e
−(3δ−m)c)| − k˜u
2c+ ku
,
as well as
δ − kl + |log(1− k¯l e
−τc/2)|
c/2− (T0 + δ0 + 2 log(3)) ≤ dim(Bad(D2, e
−c)) ≤ δ − |log(1− k¯u e
−δc)| − k˜u
c+ ku
.
Remark. It is well known (see [21]) that 2δ ≥ m. In fact, it follows from the lower and
upper bound that δ ≥ m in our case. Therefore, the upper bound is only suitable for c > 0
such that the right hand side is smaller than the trivial bound δ. For the second case, note
that if C2 is an axis, we can choose τ = δ. We moreover expect that τ is dependent on the
dimension of C2 (and of course on δ).
In the special case when Γ is of the first kind, that is ΛΓ = Sn (for instance if Γ is a
lattice), we can improve the above theorem to the following.
Theorem 3.9. Let again τ > 0 be the exponent of Theorem 3.13 below. If in addition
ΛΓ = Sn, then there exists c0 > 0 and constants kl, k¯l, ku, k¯u9 > 0, such that for all
c > c0 we have
n− |log(1− k¯l e
−nc/2)|
c/2− kl ≤ dim(Bad(D1, e
−c)) ≤ n− |log(1− k¯u e
−2nc)|
2c+ ku
,
as well as
n− |log(1− k¯l e
−τc/2)|
c/2− kl ≤ dim(Bad(D2, e
−c)) ≤ n− |log(1− k¯u e
−nc)|
c+ ku
.
As a corollary of Theorem 3.9 we obtain Theorem 1.4 and Theorem 1.5.
3.3.3. Proof of Theorem 1.4 and Theorem 1.5. Notice the following dynamical interpre-
tation of the set Bad(Di, e−c).
Lemma 3.10 ( [33], Lemma 3.16 for the context of CAT(-1)-spaces). There exist positive
constants c0, κ0 > 0 (we may assume κ0 ≥ 1) and t0 ≥ 0 with the following property:
if C1 is a horoball based at ∂∞C = η ∈ ∂∞Hn or C2 is a hyperbolic subspace with
d(o, Ci) ≥ t0, then for all ξ ∈ ΛΓ and c > c0 we have
1. γo,ξ([t, t+ c]) ⊂ C1,
9 The constants may differ from the ones in the proof.
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2. γo,ξ([t, t+ c]) ⊂ Nδ0(C2),
for some t ≥ d(o, Ci), if and only if
1. do(ξ, η) ≤ κ0 e−c/2 · e−d(o,C1),
2. do(ξ, ∂∞C2) ≤ κ0 e−c · e−d(o,C2).
Note moreover that the penetration length c of a geodesic ray in a horoball C differs from
its ’height’ c/2 only up to additive constants; see again [33].
Recall the sets BadM,H0,o(t) and BadM,Nε(α),o(L) considered in Theorem 1.4 and Theo-
rem 1.5 for large constants t and L. By Lemma 3.10 and the above discussion, they lift to
the sets Bad(D1, e−t˜) and Bad(D2, e−L˜) respectively for suitable data D1 and D2, where
t˜, L˜ agree with t and L up to a constant independent on t, L (determined by Lemma 3.10).
Finally, we finish the proof by applying Theorem 3.9 and the Taylor expansion.
3.3.4. Preparation: a measure on ΛΓ. Let o = 0 be the center so that the visual metric
do is bi-Lipschitz equivalent to the angle metric on the unit sphere Sn. Hence, if Γ is of
the first kind, then the Lebesgue measure on Sn satisfies a power law with respect to the
visual metric do and the exponent n. More generally, recall that the critical exponent of a
discrete group Γ ⊂ I(Hn+1) is given by
δ(Γ) ≡ inf {s > 0 :
∑
ϕ∈Γ
e−sd(x,ϕ(x)) <∞},
for any x ∈ Hn+1. If Γ is non-elementary and discrete then the Hausdorff dimension of
the conical limit set of ΛΓ equals δ(Γ) and if Γ is moreover geometrically finite, then
dim(ΛΓ) = δ(Γ) (see [3]).
Moreover, associated to Γ, there is a canonical measure, the Patterson-Sullivan measure
µΓ, which is a δ(Γ)-conformal probability measure supported on ΛΓ. For a precise defini-
tion we refer to [21]. There are various results concerning the Patterson-Sullivan measure.
Here, we will make use of the following.
Let Γ be a non-elementary geometrically finite Kleinian group as in Cases 1. and 2.
above. Let moreover D0 be the diameter of the compact part K of the convex core CM
of M . For a limit point ξ ∈ ΛΓ, we let γo,ξ be the unique geodesic ray starting in o and
asymptotic to ξ. In Case 1. define the depth Dt(ξ) of the point γo,ξ(t) in the collection
of horoballs {ϕ(C1)}ϕ∈Γ, where Dt(ξ) ≡ 0 if γo,ξ(t) does not belong to ∪ϕ∈Γϕ(C1), and
Dt(ξ) ≡ d(γo,ξ(t), ∂ϕ(C1)) otherwise; in Case 2. we simply set Dt(ξ) = 0 for all t > 0.
We need the following Lemma.
Lemma 3.11. We have
Dt(ξ) ≤ d(γo,ξ(t),Γ.o) ≤ Dt(ξ) + 4 log(1 +
√
2) +D0.
Proof. By the arguments given below, the proof is obvious if Γ is convex-cocompact (and
hence the set V is empty) and we may assume that we are given Case 1. Recall that the
convex core CM = (CΓ ∩ Hn+1)/Γ consists of (the disjoint union of) the compact set K
and the set V which we may assume to be the projection of C1 ∩ CΓ. Since CΓ is convex
and o ∈ CΓ, for every limit point ξ ∈ CΓ the ray γo,ξ(R+) is contained in CΓ and hence
covered by lifts of K and of V . Since π(o) ∈ K, if γo,ξ(t) ∈ CΓ − ∪ϕϕ(C1) for some
t > 0, then d(γo,ξ(t),Γ.o) ≤ D0.
Hence, fix t > 0 such that γo,ξ(t) ∈ ϕ(C1) ≡ C for some ϕ ∈ Γ, where we let
η ≡ ϕ(ξ0). If we let t0 be the entering time of γo,ξ in C, that is, γo,ξ(t0) ∈ ∂C, then clearly
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by the above remark and since γo,ξ(t0) belongs to some lift of K, we have
d(γo,ξ(t),Γ.o) ≤ d(γo,ξ(t), γo,ξ(t0)) +D0 ≡ d¯+D0.
Moreover, let C˜ be the horoball based at η (and contained in C) such that γo,ξ(t) ∈ ∂C˜
and note that γo,η(d(o, C)+Dt(ξ)) ∈ ∂C˜. It then follows from [22], Lemma 2.9, that both
d(γo,ξ(t0), γo,η(d(o, C))) and d(γo,ξ(t), γo,η(d(o, C) + Dt(ξ))) are bounded above by the
constant 2 log(1 +
√
2). This shows
d¯ = d(γo,ξ(t), γo,ξ(t0))
≤ d(γo,ξ(t), γo,η(d(o, C) +Dt(ξ))) + d(γo,η(d(o, C) +Dt(ξ)), γo,ξ(t0))
≤ 2 log(1 +
√
2) + (Dt(ξ) + d(γo,η(d(o, C)), γo,ξ(t0)))
≤ Dt(ξ) + 4 log(1 +
√
2).
Finally, since o 6∈ C (used in the first inequality) we have
Dt(ξ) ≤ d(γo,ξ(t),Γ.o)
≤ d¯+D0
≤ Dt(ξ) + 4 log(1 +
√
2) +D0,
proving the claim. 
In the following, let µ = µo be the Patterson-Sullivan measure given at the base point
o. By the above lemma, we can reformulate the Global Measure Formula due to [30],
Theorem 2, to the following.
Theorem 3.12. There exist positive constants c1, c2 > 0 and t0 > 0 such that for all
ξ ∈ ΛΓ and for all t > t0, we have that
c1e
−δt · e−(δ−m)Dt(ξ) ≤ µ(Bdo(ξ, e−t)) ≤ c2e−δt · e−(δ−m)Dt(ξ).
In particular, if Γ is convex-cocompact, then µ satisfies a power law with respect to δ.10
For the second case, let again o = 0 and note that, since Γ2 is almost malnormal in
Γ, C2 can be of dimension at most m ≤ n. Moreover, since C2 is an m-dimensional
hyperbolic subspace, the boundary ∂∞C2 = ΛΓ2 ⊂ ΛΓ of C2 is an (m − 1)-dimensional
sphere (with respect to d0). Hence, every image ϕ.ΛΓ2, ϕ ∈ Γ, is contained in the set
H(Γ) ≡ {S ∩ ΛΓ : S is a sphere in Sn of codimension at least 1}. A finite Borel measure
µ on Sn is called H(Γ)-friendly, if µ is Federer and (ΛΓ × (t0,∞), B1, µ) is absolutely
(τ, cτ )-decaying with respect to H(Γ).
Theorem 3.13 ([31], Theorem 2). For every non-elementary convex-cocompact discrete
group Γ ⊂ I(Hn+1) (without elliptic elements), such that ΛΓ is not contained in a finite
union of elements of H(Γ), the Patterson-Sullivan measure µ at o is H(Γ)-friendly.
Note that if we consider only 0-dimensional spheres, we can clearly choose τ = δ.
10 The same is true if δ equals m and in particular if Γ is of the first kind in which case µ is equivalent to
the Lebesgue measure on Sn.
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3.3.5. The resonant sets. Let Ω¯ = Ω = ΛΓ× (t0,∞), where t0 is sufficiently large as in
Theorem 3.12 and Theorem 3.13 above (as well as Lemma 3.10 and 3.18 below). We are
given the discrete set of sizes {Di([ϕ]) : [ϕ] ∈ Γ/Γi, Di([ϕ]) > t0} which we relabel to
{sim}m∈N ⊂ R+ and reorder such that sim ≤ sik for m ≤ k. For m ∈ N let
Rim ≡ {ξ ∈ ϕ.ΛΓi : [ϕ] ∈ Γ/Γi such that t0 < Di([ϕ]) ≤ sim}
= {ξ ∈ ϕ.ΛΓi : [ϕ] ∈ Γ/Γi such that e−t0 > e−Di([ϕ]) ≥ e−sim}.
Since Γ is discrete, for every metric ball B = B(ξ, e−t), (ξ, t) ∈ Ω, only finitely many
sets ϕ.ΛΓi with Di([ϕ]) ≤ t can intersect B and it is readily checked that (Ω, B1) is d∗-
separating with respect to Fi where d∗ = log(2). Moreover, since ΛΓ is compact, (Ω, B1)
is log(3)-separating. Clearly we have [σ] for σ = 1.
For Fi ≡ (Rim, sim), since ΛΓi ⊂ Sn is closed (hence compact), we remark that
Bad(Di, e−c) = BadB1ΛΓ(Fi, c).
3.3.6. The lower bound. For the lower bound, note that the following is shown in the
author’s earlier work [33], Section 3.6.5, using that Ci is (2δ0, T0)-immersed: For two
different cosets [ϕ¯], [ϕ] ∈ Γ/Γi let η ∈ ϕ.ΛΓi and η¯ ∈ ϕ¯.ΛΓi. Then
do(η, η¯) ≥ e−cie−max{Di([ϕ]),Di([ϕ¯])}, (3.1)
where
c1 ≡ δ0, c2 ≡ T (2δ0) + 2δ0,
and δ0 is the hyperbolicity constant of Hn+1 (and i stands for the respective case).
For Case 2. we obtain that, for l∗ = c2 + log(3), for any formal ball (ξ, t) ∈ Ω we have
B(ξ, e−(t+l¯∗)) ∩Ri(t) = B(ξ, e−(t+l¯∗)) ∩ S,
where S is either empty or S = ϕ.ΛΓ2 ∈ H(Γ) for some [ϕ] ∈ Γ/Γ2. Thus, (2.32) is
satisfied with n∗ = 1. Proposition 2.8 and Theorem 3.13 show that (Ω, B1, µ) is τl(c)-
decaying with respect to F2, where τl(c) = cτe−τ(c−2 log(3)), for all c ≥ 2 log(3) and the
parameters (c, lc), lc = T0 + δ0 + 2 log(3). We let c0 ≥ 2 log(3) large such that for all
c ≥ c0 we have τl(c) < 1. Recall that (Ω, B1, µ) satisfies a power law with respect to the
parameters (δ, c1, c2). Thus, Theorem 2.1 [LB] together with Proposition 2.4 and (2.19)
(giving [kc, k¯c]) establish the lower bound
dim(Bad(D2, e−(2c+lc))) ≥ δ −
log(2) + 2δ(log( c2
c1
) + log(3)) + |log(1− cτe2τ log(3) · e−τc)|
c
.
For Case 1., (3.1) implies that (2.34) is satisfied for l∗ = δ0 + log(2). Using the Global
Measure Formula, we can determine the required constants.
Proposition 3.14. Given c > 0 (such that τl(c) < 1), [kc, k¯c] is satisfied and (Ω, B1, µ) is
τl(c)-decaying with respect to F1 and the parameters (c, lc) for lc = δ0 + log(2) and
kc ≥ c1c2 e−δδ0e−(2δ−m)c ≡ c¯1e−(2δ−m)c,
k¯c ≤ c1c2 e−δ(4d∗+δ0)em(2d∗+δ0)emc ≡ c¯2e−mc ≤ c¯2e(2δ−m)c,
τl(c) ≤ c2c1 e2δd∗+mδ0e−(2δ−m)c ≡ c¯3e−(2δ−m)c.
Proof. For any η ∈ B(ξ, e−t) with t sufficiently large, since e−(ξ,η)o = do(ξ, η) ≤ e−t and
Hn+1 is a δ0-tripod-hyperbolic space, we have d(γo,ξ(t), γo,η(t)) < δ0. Hence |Dt(ξ) −
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Dt(η)| ≤ δ0. Moreover, we have |Dh(η)−Ds(η)| ≤ |h− s| for all h, s. This shows that
for η ∈ B(ξ, e−t) and s, h ≥ 0,
|Dt+s(ξ)−Dt+h(η)| ≤ δ0 + s+ h. (3.2)
Recall that tk = s11+kc+ lc and let (ξ, tk) ∈ Ω be a given a formal ball. From the above
(3.1), we know that B(ξ, e−tk) ∩ R(tk − lc) contains at most one point, say η = ϕ.ΛΓ1.
By (3.2), Dtk+d∗(ξ) and Dtk+c−d∗(η) can differ by at most c + δ0 − 2d∗. Moreover, since
D1([ϕ]) ≤ tk − lc, we have for the depth of η that
Dtk+c−d∗(η) = tk + c− d∗ −D([ϕ]) ≥ c+ lc − d∗.
Assuming that c + lc ≥ c + δ0 + d∗ (which is the case for c ≥ log(2)), we have
Dtk+c−d∗(η) ≥ Dtk+d∗(ξ) + c+ δ0. Using the Global Measure Formula, we obtain
µ(B(ξ, e−(tk+d∗))) ≥ c1e−δ(tk+d∗) · e−(δ−m)Dtk+d∗(ξ)
≥ c2e−δ(tk+c−d∗) · c1c2 eδ(c−2d∗)e−(δ−m)(Dtk+c−d∗(η)−(c+δ0))
≥ c2e−δ(tk+c−d∗)e−(δ−m)Dtk+c−d∗(η) · c1c2 e2δ(c−d∗)e−m(c+δ0)
≥ µ(B(η, e−(tk+c−d∗))) · c1
c2
e−2δd∗−mδ0e(2δ−m)c
≥ µ(B(ξ, e−(tk+d∗)) ∩B(η, e−(tk+c−d∗))) · τl(c)−1.
As above, using (3.2) for η ∈ B(ξ, e−tk) and the Global Measure Formula, we obtain
µ(B(η, e−tk+1)) ≥ c1e−δtk+1 · e−(δ−m)Dtk+1 (ξ)
≥ µ(B(ξ, e−tk)) · c1
c2
e−δce−(δ−m)(c+δ0)
≡ µ(B(ξ, e−tk)) · kc,
as well as
µ(B(ξ, e−(tk+d∗))) ≥ c1e−δ(tk+d∗) · e−(δ−m)Dtk+d∗(ξ)
≥ µ(B(η, e−(tk+1−d∗)) · c1
c2
eδ(c−2d∗)e−(δ−m)(c+2d∗+δ0)
≥ µ(B(η, e−(tk+1−d∗)) · c1
c2
e−δ(4d∗+δ0)em(2d∗+δ0)emc
≡ µ(B(η, e−(tk+1−d∗)) · k¯−1c .
This finishes the proof. 
Assuming that c > c0, where c0 is as in Lemma 3.10 and such that τl(c0) < 1, the
following Lemma will finish determining the parameters for the lower bound.
Lemma 3.15. For any ξ ∈ Bad(F , 2c+ lc) we have dµ(ξ) ≥ δ.
Proof. If ξ ∈ Bad(F , 2c+ lc), then do(ξ, ϕ.ΛΓ1) > e−(D1([ϕ])+2c+lc) for every [ϕ] ∈ Γ/Γ1
with D1([ϕ]) > t0. Hence, Lemma 3.10 states that the length of γo,ξ(R+) ∩ ϕ(C1) is
bounded by 2(2c + lc + 2 log(κ0)) for every [ϕ] ∈ Γ/Γ1. In particular, the distance from
γo,ξ(t) to ∂ϕ(C1) is less than 2c+ lc+2 log(κ0) for all t > t0 and we see that 0 ≤ Dt(ξ) ≤
2c+ lc+2 log(κ0). The Global Measure Formula yields that c1e−δtC−1 ≤ µ(B(ξ, e−t)) ≤
c2e
−δtC for all t > t0, for some C = C(c) > 0. In particular, dµ(ξ) ≥ δ. 
Finally, Theorem 2.1 [LB] together with Proposition 2.4 give the lower bound
dim(Bad(D1, e−(2c+δ0+log(2)))) ≥ δ − log(2c¯2c¯
−1
1 ) + |log(1− c¯3e−(2δ−m)c)|
c
,
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where c¯i are the constants from Proposition 3.14. This finishes the proof of the lower
bounds of Theorem 3.8.
The Special Case. Let ΛΓ = Sn. Note that for any formal ball (ξ, t0), ξ ∈ Sn, we can
take an isometry from the hyperbolic ball to the upper half space model (again denoted
by Hn+1) which maps o to (0, . . . , 0, 1) ∈ Hn+1 and ξ to 0 ∈ Rn ⊂ ∂∞Hn+1. If t0 > 0
is sufficiently large then B(0, e−t0) (with respect to the visual distance) is contained in
the Euclidean unit ball B ⊂ Rn and we remark that the visual metric do restricted to B
is bi-Lipschitz equivalent to the Euclidean metric on B; let cB ≥ 1 be the bi-Lipschitz
constant.
We let c = log(m) > c0 for some m ∈ N sufficiently large (such that τ¯ il (c) < 1
below). Up to modifying lic and τ ic to l˜ic = lic + log(cB) and τ˜ il (c) = cnBτ il (c) respectively,
we may use the same arguments as above and assume for any point ξ ∈ B that (2.20) is
satisfied with respect to the Lebesgue measure and the function B1 (which is with respect
to the Euclidean metric). Note also that we nowhere used the condition that ξ ∈ LB1k (c)
so that the condition becomes obsolete in this setting. Hence, Lemma 2.6 shows that
(2.25) is satisfied for the parameters l¯ic = l˜ic + a, with a ≡ 2
√
n + 3 log(2), and τ¯ il (c) ≤
en(a−log(2))τ˜l(c)i, where i stands for the respective cases. Recalling that τ˜l(c)1 = c¯1 e−nc
and τ˜l(c)2 = c¯2 e−τc, Theorem 2.1 [LB] together with Proposition 2.5 yield the lower
bound (up to identifications)
dim(Bad(Di, e−(2c+l¯ic))) ≥ dim(BadB1Rn(Fi, 2c+ l¯ic) ∩ B)
≥ dim(BadQ1Rn(Fi, 2c+ l¯ic) ∩ B) ≥ n−
|log(1− τ¯l(c)i)|
c
.
Again, up to modifying τ¯ il (c) to τ¯ 1l (c) ≡ k¯1l e−nc and τ¯ 1l (c) ≡ k¯ile−τc for suitable constants
k¯il > 0 (independent on c), this gives the result for sufficiently large general c ≥ c0. This
finishes the proof of the lower bounds of Theorem 3.9.
3.3.7. The upper bound. We again distinguish between the cases and start with Case 2.
by showing a Dirichlet-type Lemma. Recall that D0 denotes the diameter of the compact
set K covering the convex core CM .
Lemma 3.16. There exists a constant κ1 ≥ 0 such that for all ξ ∈ ΛΓ and t > t0, where
t0 > 2D0, there exists [ϕ] ∈ Γ/Γ2 with D2([ϕ]) ≤ t such that
do(ξ, ϕ.ΛΓ2) < e
2D0+κ1e−t.
Proof. Let K˜ be a lift of K such that o ∈ K˜. The geodesic ray γo,ξ is contained in CΓ,
which is covered by images ϕ(K˜), ϕ ∈ Γ. Hence, let ϕ ∈ Γ such that γo,ξ(t−D0) ∈ ϕ(K˜).
Since C2 ⊂ CΓ, some image of C2 under Γ, say C2 itself, intersects K˜. Thus, ϕ(C2)
intersects ϕ(K˜), and we see that
D2([ϕ]) = d(o, ϕ(C2)) ≤ d(o, γo,ξ(t−D0)) + d(γo,ξ(t−D0)), ϕ(C2)) ≤ t.
Moreover, there exists a geodesic line α contained in ϕ(C2) at distance at most D0 to
γo,ξ(t−D0). Let H be the hyperbolic half-space such that γo,ξ(t−2D0) ∈ ∂H , H orthogo-
nal to γo,ξ and ξ ∈ ∂∞H . Hence, one of the endpoints of α (which belongs to ϕ.ΛΓ2) must
lie in the boundary ∂∞H of H . Remarking that ∂∞H is a subset of B(ξ, e−(d(o,H)−κ1)) for
some universal constant κ1 > 0, yields the claim. 
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Setting u∗ = 2D0 + κ1, we see that F locally contains S, which denotes the set of
points of ΛΓ. Moreover, since Γ is convex-cocompact, (Ω, B1, µ) satisfies a power law
with respect to the parameters (δ, c1, c2), Proposition 2.10 shows that (Ω, B1, µ) is τu(c)-
Dirichlet with respect to F2 and the parameters (c, u∗), where τu(c) = c1c2 e−δ(2d∗+u∗) · e−δc.
Using (2.19) (giving [Kc]) and Proposition 2.4, Theorem 2.1 [UB] establishes
dim(Bad(D2, e−c)) ≤
log(1− c1
c2
e−δ(2d∗+u∗)e−δc)− log( c1
c2
e−δ(c+u∗+2d∗))
c + u∗
= δ − |log(1−
c1
c2
e−δ(2d∗+u∗) · e−δc)|+ log( c1
c2
)− 2δd∗
c+ u∗
.
We are left with Case 1. We start again with the following Dirichlet-type Lemma that
follows from [30], Theorem 1, which we reformulated in a version best suitable for us.
Lemma 3.17. There exists a t0 ≥ 0 and a constant κ1 > 0 (we may assume κ1 ≥ 1) such
that for any ξ ∈ ΛΓ, for any t > t0 there exists [ϕ] ∈ Γ/Γ1 with D1([ϕ]) ≤ t, such that
do(ξ, ϕ.ΛΓ1) ≤ κ1 e−t/2 e−D1([ϕ])/2. (3.3)
Fix c > 0 and let uc ≡ c+2 log(κ1). Recall that t¯k = s11 + k(c+ uc)− uc. We need the
following refinement of the above lemma.
Lemma 3.18. For ξ ∈ ΛΓ with ξ ∈ Uk−1(c) and t¯k > t0, there exists [ϕ] ∈ Γ/Γ1 with
t¯k−1 + uc < D1([ϕ]) ≤ t¯k + uc such that ϕ.ΛΓ1 ∈ B(ξ, e−t¯k).
Proof. Let ξ ∈ ΛΓ and t¯k > t0. There exists [ϕ] ∈ Γ/Γ1 with D([ϕ]) ≤ t¯k + uc such that
(3.3) is satisfied. If D1([ϕ]) ≤ t¯k−1 + uc = t¯k + uc − (c+ uc), then
do(ξ, ϕ.ΛΓ1) ≤ κ1e−(t¯k+uc)/2e−D1([ϕ])/2
≤ κ1e−(D1([ϕ])+1/2(c+uc))
= κ1e
−(D1([ϕ])+1/2(c+c+2 log(κ1))) = e−(D1([ϕ])+c).
Thus, we see that
ξ ∈ B(ϕ.ΛΓ1, e−(D1([ϕ])+c)) ⊂
⋃
sn≤t¯k−1+uc
N (Rn, sn + c) = Uk−1(c)C ,
and we may assume that t¯k−1 + uc < D1([ϕ]) ≤ t¯k + uc. In this case, we have
do(ξ, ϕ.ΛΓ1) ≤ κ1e−(t¯k+uc)/2e−D1([ϕ])/2
< κ1e
−(t¯k+uc)/2−(t¯k−1+uc)/2)
= κ1e
−t¯k−(2uc−(c+uc))/2 = e−t¯k
and hence, ϕ.ΛΓ1 ∈ B(ξ, e−t¯k) which finishes the proof. 
Combining the Global Measure Formula and the above lemma yield the parameters.
Proposition 3.19. Given c > 0, [Kc] is satisfied and (Ω, B1, µ) is τu(c)-Dirichlet with
respect to F1 and the parameters (c, uc) for uc ≡ c+ 2 log(κ1) and
Kc ≥ c1c2 e−(2δ−m)(2d∗+δ0)e−(2δ−m)(c+uc) ≡ c¯1e−(2δ−m)(c+uc)
τu(c) ≥ c1c2 e−δ(2c+uc+3d∗)+m(c+d∗) ≡ c¯2e−(3δ−m)c.
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Proof. Let (ξ, t¯k− d∗) ∈ Ω be a given a formal ball and η ∈ B(ξ, e−t¯k) ⊂ B(ξ, e−(t¯k−d∗)).
Using (3.2) we obtain
Dt¯k+1+d∗(η) ≤ Dt¯k−d∗(ξ) + c+ uc + 2d∗ + δ0.
The Global Measure Formula shows that
µ(B(η, e−(t¯k+1+d∗))) ≥ c1e−δ(t¯k+1+d∗) · e−(δ−m)Dt¯k+1+d∗(η)
≥ c1e−δ(t¯k+c+uc+d∗)e−(δ−m)Dt¯k−d∗ (ξ) · e−(δ−m)(c+uc+2d∗+δ0)
≥ µ(B(ξ, e−(t¯k−d∗)) · e−(2δ−m)(c+uc)
≥ µ(B(ξ, e−(t¯k−d∗)) ·Kc.
Similarly, let (ξ, t¯k−d∗) ∈ Ω be a given a formal ball such that ξ ∈ Uk−1(c). By Lemma
3.18, there exists [ϕ] ∈ Γ/Γ1 with t¯k−1 + uc < D1([ϕ]) ≤ t¯k + uc and η ∈ B(ξ, e−t¯k),
where η ≡ ϕ.ΛΓ1. Moreover, since
D1([ϕ]) + c+ d∗ > t¯k−1 + uc + c + d∗ ≥ t¯k + d∗,
the ballB(η, e−(D1([ϕ])+c+d∗)) ⊂ B(η, e−(t¯k+d∗)) which in turn is contained inB(ξ, e−(t¯k−d∗)).
Finally, we have DD1([ϕ])+c+d∗(η) = c+ d∗ and the Global Measure Formula shows
µ(B(ξ, e−(t¯k−d∗)) ∩B(η, e−(D1([ϕ])+c+d∗))) ≥ µ(B(η, e−(D1([ϕ])+c+d∗))
≥ c1e−δ(D1([ϕ])+c+d∗) · e−(δ−m)(c+d∗)
≥ c2e−δ(t¯k−d∗) · c1c2 e−δ(c+uc+2d∗)−(δ−m)(c+d∗)
≥ µ(B(ξ, e−(t¯k−d∗)) · c1
c2
e−δ(2c+uc+3d∗)+m(c+d∗)
≡ τu(c) · µ(B(ξ, e−(t¯k−d∗)).
This finishes the proof. 
Finally, Theorem 2.1 [UB] together with Proposition 2.4 give the upper bound
dim(Bad(D1, e−c)) ≤ − log(Kc) + log(1− τu(c))
c+ uc
(3.4)
≤ − log(c¯1) + (2δ −m)(c + uc) + log(1− c¯2e
−(3δ−m)c)
c+ uc
≤ (2δ −m)− |log(1− c¯2e
−(3δ−m)c)|+ log(c¯1)
2c+ 2 log(k1)
,
where c¯i are the constants from Proposition 3.19. This finishes the proof of the upper
bounds of Theorem 3.8.
The Special Case. Let again ΛΓ = Sn. For c > 0 and a =
√
n+3d∗ let u¯ic ≥ uic+2a such
that c + u¯ic = log(mi) (with mi ∈ N minimal). Moreover, let ξj ∈ Sn be finitely many
points such that Bj = B(ξj, t¯0) cover Sn. As for the lower bound, for each ξj we can take
again an isometry to the upper half space model which maps o to en+1 = (0, . . . , 0, 1) ∈
Hn+1 and ξ to 0 ∈ Rn ⊂ ∂∞Hn+1 as well as Bj to a subset B˜j contained in the Euclidean
unit ball B. Recall that t¯0 ≥ t0, a technical constant. Up to increasing t0, we may even
assume that the cube Q = Q1(0, t¯0) ⊃ B˜j is contained in B.
Note that in the proof of [τu(c)] (or [τu(c + a)]) in Proposition 3.19 it is nowhere nec-
essary to require t = t¯k. Hence condition (2.28) is satisfied (with respect to the Lebesgue
measure on Rn, the function B1 and the visual metric den+1). Up to adding a multiplica-
tive constant depending only on the ball B and n, (2.28) is satisfied with respect to the
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Lebesgue measure on Rn, the function B1 and the Euclidean metric. Lemma 2.6 implies
that (B × (t0,∞), Q1, µ) satisfies (2.26) for the parameters (c, uc + 2a) and
τ˜u(c)
i ≥ e−nσ(a+2d∗+
√
n/σ)τu(c+ a)
i ≡ k¯iue−nic,
where n1 = 2 and n2 = 1 and k¯iu depend only on n. Finally, since mi above was chosen
minimal there exists a constant kiu ≥ 0 (independent on c) such that c + u¯ic ≤ nic + kiu.
Thus, Theorem 2.1 [UB] and Proposition 2.5 show (up to identifications)
dim(Bad(Di, e−(c+
√
n)) ∩ B˜j) ≤ dim(BadQ1Rn(F , c) ∩Q)
≤ n− |log(1− k¯
i
u e
−nic)|
nic+ kiu
.
This finishes the proof of the upper bounds of Theorem 3.9.
3.4. Toral Endomorphisms. For the motivation of the following result, we refer to Brod-
erick, Fishman and Kleinbock [4] and references therein. For n ∈ N, let M = (Mk) be
a sequence of real matrices Mk ∈ GL(n,R), with tk = ‖Mk‖op (the operator norm), and
Z = (Zk) be a sequence of τk-separated11 subsets of Rn. Define
EM,Z ≡ {x ∈ Rn : ∃ c = c(x) > 0 such that d(Mkx, Zk) ≥ c · τk for all k ∈ N0},
where d is the Euclidean distance. For c > 0, let EM,Z(c) be the elements x ∈ EM,Z with
c(x) ≥ c.
We assume that, independently of t ∈ R+, for all c > 0 we have
|{k ∈ N : log(tk/τk) ∈ (t− c, t]}| ≤ ϕ(c), (3.5)
for some function ϕ : R+ → R+. The sequence M is lacunary if infk∈N tk+1tk ≡ λ > 1
and the sequence Z is uniformly discrete if there exists τ0 > 0 such that every set Zk is
τ0-separated. Note that if M is lacunary and Z is uniformly discrete, then (3.5) holds and
ϕ is bounded by ϕ(c) ≤ c/ log(λ).
Let again S denote the set of affine hyperplanes in Rn and recall that the Lebesgue
measure is absolutely (1, cn)-decaying (with respect to S and the function ψ = B1). Using
similar arguments for the proof as [4, 33], we want to show the following lower bounds.
An upper bound will be considered below.
Theorem 3.20. Let X ⊂ Rn be the support of an absolutely (τ, cτ )-decaying measure
µ (with respect to S and ψ = B1) which also satisfies a power law with respect to the
exponent δ and constants c1, c2. LetM andZ be as above satisfying (3.5) with ϕ(c) ≤ eτ¯ c,
where 0 < τ¯ < τ . Then, there exists c0 > 0 such that for all c > c0 we have
dim(EM,Z(e−(2c+log(12))) ∩X) ≥ δ −
log(2
c21
c22
) + 2δ log(2) + |log(1− cτ2τϕ(c)e−τc|
c
.
In particular, (if µ denotes the Lebesgue measure) there exist constants kl, k¯l > 0 and
c0 > 0, such that for all c > c0 we have
dim(EM,Z(e−c)) ≥ n− |log(1− k¯l ϕ(c/2)e
−c/2)|
c/2− kl .
Note that when M = (Mk) where M ∈ GL(n,Z) and each Zk = y + Zn for some
y ∈ Rn, then, under certain assumptions onM , a similar lower bound for dim(EM,Z(e−c))
follows from Abercrombie, Nair [1].
11 That is, for every y1, y2 ∈ Zk we have d(y1, y2) ≥ τk > 0.
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Proof. Let vk ∈ Rn be the unit vector such that ‖Mkvk‖ = tk and if Vk ≡ {Mkvk}⊥ is the
subspace orthogonal to Mkvk, let Wk ≡M−1k (Vk). Then, for k ∈ N and z ∈ Zk we define
the subsets
Yk(z) ≡ (M−1k (z) +Wk) ∩M−1k (B(z, τk/4)).
Set sk ≡ log(τk/tk), which we reorder such that sk ≤ sk+1, so that we obtain a discrete
set of sizes. For k ∈ Λ ≡ N let the resonant set Rk be given by
Rk ≡ {x ∈ Yl(zl) : zl ∈ Zl and log(tl/τl) ≤ sk}
= {x ∈ Yl(zl) : zl ∈ Zl and τl
tl
≥ τk
tk
},
which gives a increasing and discrete family F = {Rk, sk}.
Note that for all x ∈ Rn we have ‖x‖ ≥ ‖Mkx‖/tk. Hence, for distinct points z1,
z2 ∈ Zk, Yk(z1) and Yk(z2) are subsets of parallel affine hyperplanes and we have
‖Yk(z1)− Yk(z2)‖ ≥ ‖M−1k (B(y1, τk/4))−M−1k (B(y2, τk, /4))‖ (3.6)
≥ τk − 2τk/4
tk
=
τk
2tk
≥ 1
2
e−sk ,
since Zk is τk-separated. Let lc = log(4) + log(3) independent of c. Given a closed
ball B = B(x, 2e−(t+lc)) ⊂ Rn with x ∈ X , for every k ∈ N with sk ≤ t, it follows
from (3.6) that at most one of the sets Yk(y), y ∈ Zk, can intersect B. Moreover, for
c > 0, the number of k ∈ N with sk ∈ (t − c, t] is bounded by ϕ(c) by (3.5). Recall that
R(t, c) ≡ R(t) − R(t − c). Thus, there exist at most N = ⌊ϕ(c)⌋ affine hyperplanes
L1, . . . , LN ∈ S such that
B(x, 2e−(t+lc)) ∩R(t, c) ⊂ B(x, 2e−(t+lc)) ∩
N⋃
i=1
Li.
Since (Ω, B1, µ) is absolutely (τ, cτ )-decaying with respect to S, for c ≥ log(3) + log(2)
and B = B(x, e−(t+lc+d∗)) we have
µ(B ∩Ne−(t+lc+d∗+c−log(2))
(
R(t, c)
)
) ≤
N∑
i=1
µ(B ∩ Ne−(t+lc+d∗+c−log(2))(Li))
≤ ϕ(c) · cτe−τ(c−log(2))µ(B) ≡ τl(c) µ(B).
Note that, since ϕ(c) ≤ eτ¯ c with τ¯ < τ , for all c > c0 = log(cτ2τ )/(τ − τ¯ ) we have
τl(c) < 1. Using the remark after (2.21), we in fact showed that (Ω, B1, µ) is τl(c)-
decaying with respect to F and the parameters (c, lc). Moreover, B1 is log(2)-separating
with respect to the sets R(t, c).
Finally, let x ∈ BadB1X (F , c), that is, for every k ∈ N and y ∈ Zk we have d(x, Yk(y)) ≥
e−(sk+c) ≥ e−cτk/tk. Assume that Mkx ∈ B(y, τk/4). Then, x ∈ Ne−cτk/tk(M−1k (y) +
Wk)
C∩M−1k (B(y, τk/4)) and we can write the vector v = x−M−1k (y) as v = w+c˜τk/tkvk
with w ∈ Wk and c˜ ≥ e−c. Hence, since MkWk = Vk is orthogonal to Mkvk,
d(Mkx, y) = ‖Mkv‖ = ‖Mkw + c˜ τktkMkvk‖ ≥ c˜
τk
tk
‖Mkvk‖ ≥ e−cτk,
and we showed that BadB1X (F , c) ⊂ EM,Z(e−c) ∩X .
Using (2.19) (giving [kc, k¯c]) and Proposition 2.4, Theorem 2.1 [LB] shows for c > c0,
dim(EM,Z(e−(2c+lc)) ∩X) ≥ δ −
log(2
c21
c22
) + 2δ log(2) + |log(1− cτ2τϕ(c)e−τc|
c
.
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For the second part, when µ denotes the Lebesgue measure and ψ = Q1, we let
c = log(m) > c0 be sufficiently large such that τ¯l(c) < 1 (as below). The above ar-
guments apply analogously for the function ψ = Q1 with possibly different parameters
l¯c = lc + k and τ¯l(c) = k¯τl(c) ≡ k¯lϕ(c)e−τc, where τ = 1, for some constants k, k¯, k¯l > 0
independent on c. Hence, Theorem 2.1 [LB] together with Proposition 2.5 show
dim(EM,Z(e−(2c+l¯c)) ≥ n− |log(1− k¯l ϕ(c)e
−c)|
c
,
since BadQ1Rn(2c+ l¯c) ⊂ BadB1Rn(2c+ l¯c). This finishes the proof. 
3.4.1. A discussion on the upper bound. For a non-trivial upper bound we restrict to the
following example. Let Z = Zk for all k ∈ N where Z is a τ0-spanning12 set of R2. Let
M = (Mk) with Mk = Mk where M ∈ GL(2,R) is a real diagonizable matrix with
eigenvalues λ ≥ β > 1. For simplicity, let M = diag(λ, β), where λ and β are integers,
and let Z = Z2. Under these assumptions we claim that there exist constants c0 > 0 and
ku, k¯u > 0 such that for c > c0 we have
dim(EM,Z(e−c) ∩ [−1, 1]2) ≤ 2− log(β)log(λ)
|log(1− k¯u (λβ)−c/ log(β)|
c+ ku
. (3.7)
Remark. Note that when β = 1 and c is sufficiently large there exist M-invariant strips of
R2, consisting of badly approximable elements x with c(x) ≥ e−c. Hence (3.7) fails.
If M = Ddiag(λ, β)D−1 for D ∈ GL(2,R) we may consider ψ˜(x, t) = x+DRσ¯(0, t),
for Rσ¯ as in (3.8) below, in oder to obtain an upper bound.
Sketch of the proof of (3.7). For σ1 ≡ log(λ) ≥ log(β) ≡ σ2 > 0 let σ¯ = (σ1, σ2). On
Ω = R2 × R+ we consider the rectangle function Rσ¯(x, t),
Rσ¯(x, t) = x+B(0, e
−σ1t)× B(0, e−σ2t). (3.8)
Note that (R2 × R, Rσ¯, µ) satisfies a (σ1 + σ2)-power law, where µ denotes the Lebesgue
measure, and is d∗ = log(2)/σ2 contracting.
Since λ, β ∈ N≥2 for every c¯ ∈ N we have λc¯ = p, β c¯ = q with p, q ∈ N≥2, and we can
partition Rσ¯(x, t) into pq rectangles Rσ¯(xi, t + c¯) as in (2.24). So fix a parameter c > 0
sufficiently large and let c¯ ∈ N be the minimal integer such that c¯ ≥ c/σ2+log(6)/σ2+1.
Lemma 3.21. For any rectangle R0 = Rσ¯(x, t) with x ∈ [−1, 1]2, t ≥ 0, we can cover
R0 ∩ EM,Z(e−c) by N(c¯) rectangles Rσ¯(xi, t+ c¯) with (for some k¯u = k¯u(σ¯))
N(c¯) ≤ e(σ1+σ2)c¯(1− k¯u e−(σ1+σ2)c/σ2).
Proof. Let k ∈ N be the minimal integer such that k ≥ t + log(2)/σ2. Then we have
R ≡MkR0 = Mkx+B(0, λke−σ1t)× B(0, βke−σ2t)
which is a rectangle of edge lengths in [2, 2σ1/σ2λ] × [2, 2β] since k was chosen minimal.
In particular, there exists an integer point z ∈ Z2 such that Q1(z, c) (the cube) is contained
in R. Hence,
R0 = M
−kR ⊃ M−kQ1(z, c) (3.9)
= M−kz +B(0, e−σ1k−c)× B(0, e−σ2k−c) ⊃ Rσ¯(M−kz, k + c/σ2).
This in particular shows that R0 ∩EM,Z(e−c) ⊂ R0 ∩ψ(M−kz, k+ c/σ2)C and it suffices
to cover the sup set. Again since k is minimal, t + c/σ2 + log(2)/σ2 + 1 ≥ k + c/σ2,
12 That is, for any x ∈ R2, there exists z ∈ Z such that d(x, z) < τ .
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so that a rectangle Rσ¯(x, t + c¯) ⊂ R0 that intersects R0 ∩ Rσ¯(M−kz, k + c/σ2))C cannot
intersect Rσ¯(M−kz, k + c/σ2 + log(3)/σ2). Moreover, we have
µ(R0 ∩ ψ(M−kz, k + c/σ2 + log(3)/σ2) ≥ k¯u e−(σ1+σ2)c/σ2µ(R0) ≡ τu(c¯)µ(R0),
for some constant k¯u > 0. Thus, if Ri = Rσ¯(xi, t + c¯) are the pq rectangles from
the partition of R0, then we can bound the number of rectangles Ri not intersecting
Rσ¯(M
−kz, k + c/σ2 + log(3)/σ2), hence covering R0 ∩ EM,Z(e−c), by pq(1 − τu(c¯)) =
e(σ1+σ2)c¯(1− τu(c¯)). This finishes the proof. 
Let R0 = R¯σ(0) = [−1, 1]2. Now, given a rectangle R˜ = R0i1...ik = R¯σ(x0i1...ik , kc¯),
cover of R˜∩EM,Z(e−c) by N(c¯) rectangles R¯σ(x0i1...ikik+1, (k+1)c¯) provided by Lemma
3.21. As in Lemma 2.13, we obtain a covering Uk+1 of EM,Z(e−c) by N(c¯)k rectangles
R¯σ(x0i1...ikik+1, (k + 1)c¯). Similar to the proof of Lemma 2.14, using Lemma 2.15 (with
σˆ = σ1), we obtain a cover U˜k+1 of EM,Z(e−c) by sets of diameter 2e−σ1(k+1)c¯ with
|U˜k+1| ≤ |Uk+1| · 2e(σ1−σ2)(k+1)c¯. Finally, similar to (2.40), this shows
dim(EM,Z(e−c) ∩ R0) ≤ lim inf
k→∞
log(N(c¯)k · 2e(σ1−σ2)kc¯)
− log(2e−σ1kc¯)
≤ σ1 − σ2
σ1
+
log(e(σ1+σ2)c¯(1− k¯u e−(σ1+σ2)c/σ2))
σ1c¯
≤ 2− |log(1− k¯u e
−(σ1+σ2)c/σ2)|
σ1c¯
≤ 2− log(β)
log(λ)
|log(1− k¯u e−(σ1+σ2)c/σ2)|
c+ ku
,
where we used that c¯ is chosen minimally, so that c¯ ≤ c/σ2+log(6)/σ2+2 ≤ c/σ2+ku/σ2
for some k0 ≥ 0. This finishes the proof. 
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