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Abstract
Let R be an arbitrary commutative ring with identity. Denote by n(R) the Lie algebra over
R consisting of all strictly upper triangular (n+ 1)× (n+ 1) matrices over R with n  3. In
addition, for n = 3 assume that the annihilator of 2 in R is zero. The aim of this paper is to
describe the automorphism group of n(R). We show that any automorphism ϕ of n(R) can
be expressed as ϕ = ω · ξ · µ · σ where ω, ξ, µ and σ are graph, extremal, central and inner
automorphisms, respectively, of n(R).
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1. Introduction
The problem of characterizing algebra automorphisms and Lie automorphisms
of matrix algebras and their subalgebras has been considered in a number of pa-
pers [1–5,6,8,10–13]. In particular, for a commutative ring R with identity, Kez-
lan [13] has showed that every R-algebra automorphism of the upper triangular
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matrices over R is inner. Cao and Wang [4] have described the group of the R-
algebra automorphisms of the strictly upper triangular matrices over R. DokovIc´
[6] and Cao [3] have described the automorphism group of the solvable Lie alge-
bra consisting of all upper triangular matrices. Cao [5] has described the automor-
phism group of the Lie algebra consisting of all strictly upper triangular matrices
over an integral domain of characteristic other than two or a commutative local
ring that contains 2 as a unit. The aim of this paper is to generalize the results
in [5] for the automorphisms of the Lie algebra of strictly upper triangular ma-
trices to the case that the coefficient ring R is an arbitrary commutative ring with
identity.
Let R be an arbitrary commutative ring with identity and Mn+1(R) be the R-
algebra of all (n+ 1)× (n+ 1) matrices. Throughout this paper we assume that n
is an integer greater than or equal to 3. Let e be the identity matrix of Mn+1(R)
and eij the matrix in Mn+1(R) whose sole nonzero entry is 1 in the (i, j) position.
For x ∈ Mn+1(R), denote by xt the transpose of x. If x /= e, denote by xij the (i, j)
entry of x. Moreover, if x is invertible, denote by x∗ij the (i, j) entry of x−1. For x
in Mn+1(R), we can express x as x =∑n+1i,j=1 xij eij . For convenience sake, in this
expression the subscript i can be less than 1 and the subscript j can be greater than
n+ 1 and we use the convention that the coefficient aij is regarded as zero if i < 1
or j > n+ 1 in some term aij eij .
The bracket operation [x, y] = xy − yx defines on Mn+1(R) a structure of Lie
algebra over R. Let n(R) be the nilpotent Lie subalgebra of the Lie algebra Mn+1(R)
consisting of all strictly upper triangular matrices. Let
n1 = n(R), n2 = [n1, n1], n3 = [n1, n2], . . .
Each nk is an ideal of the Lie algebra n(R) and is invariant under any automorphism
of n(R). It is easy to check that
nknl = {xy|x ∈ nk, y ∈ nl} ⊆ nk+l
and
[nk, nl] ⊆ nk+l .
We denote by Aut (n(R)) the automorphism group of the Lie algebra n(R) and
by 1 the identity automorphism of n(R).
IfA,B are two subgroups of a group, we useAB,AB andA×B to denote
their product, semidirect product with B normal and direct product, respectively.
For 2 ∈ R, set Ann (2) = {a ∈ R | 2a = 0}.
The main results of this paper are Theorems 3.1 and 3.14. Theorem 3.1 shows us
that every automorphism of n(R) can be expressed as a product of standard automor-
phisms. Theorem 3.14 gives a more explicit description for the automorphism group
of n(R) when Ann (2) = 0.
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2. The standard automorphisms of n(R)
In this section, we will give four types of standard automorphisms of n(R), which
build the automorphism group Aut (n(R)). The standard automorphisms of n(R) are
as follows:
2.1. Inner automorphisms
Denote by u the group of invertible upper triangular matrices in Mn+1(R). The
map σx : y → x−1yx for x in u is an automorphism of n(R) which is called an inner
automorphism.
Remark. The definition of inner automorphisms here differs from that in [5] where
an inner automorphism is σu with an upper triangular matrix u whose diagonal en-
tries are all 1 and σu with an invertible diagonal matrix u is called a diagonal auto-
morphism.
2.2. Central automorphisms
Let
F = {f ∈ HomR(n(R), R) | f (y) = 0 ∀y ∈ n2}.
For any f ∈ F , the map µf : x → x + f (x)e1,n+1 is an automorphism of n(R),
which is called a central automorphism.
2.3. Graph automorphisms
Set r = e1,n+1 + e2n + · · · + en2 + en+1,1. It is clear that r2 = e and rt = r . The
map ω0 : x → −rxtr is an automorphism of n(R). Let ϒ be the set of the idempo-
tents in R. For ε ∈ ϒ , it is easy to check that ωε : x → εx + (1 − ε)ω0(x) is also
an automorphism of n(R) and if ε = 0, then ωε is just the ω0 above. Referring to a
symmetry of the Dynkin diagram of the complex simple Lie algebra An, we call ωε
a graph automorphism.
2.4. Extremal automorphisms
For b ∈ R, we define linear maps ξ (11)b and ξ (n1)b on n(R) by
ξ
(11)
b (x) = x + bx12e2,n+1 and ξ (n1)b (x) = x + bxn,n+1e1n.
For b ∈Ann (2), we define linear maps ξ (12)b and ξ (n2)b on n(R) by:
ξ
(12)
b (x) = x + bx12e3,n+1 + bx13e2,n+1
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and
ξ
(n2)
b (x) = x + bxn,n+1e1,n−1 + bxn−1,n+1e1n.
It is easy to check that the maps ξ (ij)b defined above are all automorphisms of n(R).
Referring to Gibbs [7], these automorphisms or any product of such automorphisms
are called extremal automorphisms.
It is clear that if Ann (2) = 0, then ξ (i2)b = 1, i = 1, n. By the lemmas below, we
know that if Ann (2) = 0, then any extremal automorphism is of the form ξ (n1)b2 ξ
(11)
b1
.
If Ann (2) /= 0 and n  5, then any extremal automorphism is of the form
ξ
(n2)
b4
ξ
(12)
b3
ξ
(n1)
b2
ξ
(11)
b1
.
In the remainder of this section, we will discuss the product relations of standard
automorphisms. The proof of the following lemma is straightforward.
Lemma 2.1
(i) σxσx′ = σx′x for x, x′ ∈ u.
(ii) µf µf ′ = µf+f ′ for f, f ′ ∈ F .
(iii) ωεωε′ = ωε′′ where ε′′ = 1 − ε − ε′ + 2εε′ for ε, ε′ ∈ Υ .
(iv) ξ (ij)b ξ
(ij)
b′ = ξ (ij)b+b′ , i = 1, n, j = 1, 2, for b, b′ ∈ R or Ann (2) according as
j = 1 or 2.
By the lemma above, we have that σ−1x = σx−1 , µ−1f = µ−f , ω−1ε = ωε, and
(ξ
(ij)
b )
−1 = ξ (ij)−b .
Lemma 2.2
(i) ϕ−1µf ϕ = µf ′ for ϕ ∈Aut (n(R)).
(ii) ω−1ε ξ
(ij)
b ωε = ξ (ij)bε ξ (n−i+1,j)b(1−ε) .
(iii) ω−1ε σuωε = σu′ where u′ = εu+ (1 − ε)r(ut )−1r .
(iv1) σ−1u ξ
(i1)
b σu = ξ (i1)b′ µf where b′ ∈ R and f ∈ F .
(iv2) σ−1u ξ
(i2)
b σu = σu′ξ (i2)b2 ξ
(i1)
b1
µf = ξ (i2)b2 ξ
(i1)
b1
σu′µf where u′ ∈ u, b1, b2 ∈
Ann (2) and f ∈ F .
(v) If n  4, then any pair of extremal automorphisms is commutative except the
pairs consisting of ξ (12)b1 and ξ
(42)
b2
when n = 4. If n = 4, we have
ξ
(12)
b1
ξ
(42)
b2
= σuξ(42)b2 ξ
(12)
b1
= ξ (42)b2 ξ
(12)
b1
σu
where u = e − b1b2e24.
Proof. The proof is routine, but tedious. We give the proof only for (iv-2) with i = 1.
For any x ∈ n(R),
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σ−1u ξ
(12)
b σu(x)
= σ−1u ξ (12)b (u−1xu)
= σ−1u (u−1xu+ bu∗11u22x12e3,n+1
+ b(u∗11u33x13 + u∗11u23x12 + u∗12u33x23)e2,n+1)
= x + bu∗11u22u∗n+1,n+1x12(u13e1,n+1 + u23e2,n+1 + u33e3,n+1)
+ bu∗n+1,n+1(u∗11u33x13 + u∗11u23x12 + u∗12u33x23)
× (u22e2,n+1 + u12e1,n+1)
= x + b2x12e3,n+1 + (ax23 + b1x12 + b2x13)e2,n+1
+ (c1x12 + c2x23 + c3x13)e1,n+1
= σu′ξ (12)b2 ξ
(11)
b1
µf (x)
= ξ (12)b2 ξ
(11)
b1
σu′µf (x),
where
u′ = e + ae3,n+1, a = bu∗12u33u22u∗n+1,n+1,
b1 = 2bu∗11u22u23u∗n+1,n+1, b2 = bu∗11u22u33u∗n+1,n+1,
and
f : x → c1x12 + c2x23 + (c3 − a)x13,
with
c1 = bu∗11u∗n+1,n+1(u22u13 + u12u23), c2 = bu∗12u12u33u∗n+1,n+1
and
c3 = bu∗11u12u33u∗n+1,n+1. 
3. Automorphisms of n(R)
In this section, we first prove Theorem 3.1 via a series of lemmas which shows
that any automorphism ϕ of n(R) can be expressed as a product of standard automor-
phisms. For this result, we need assume that Ann (2) = 0 when n = 3. In the end of
this section, we more explicitly describe the automorphism group Aut (n(R)) when
Ann (2) = 0.
Theorem 3.1. Let R be an arbitrary commutative ring with identity. When n = 3,
we need assume that Ann (2) = 0. Let ϕ be an arbitrary automorphism of n(R).
There are graph, extremal, central and inner automorphisms ω, ξ, µ and σ, respec-
tively, of n(R) such that
ϕ = ω · ξ · µ · σ. (3.1)
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We first give some preliminary lemmas and then prove this theorem for the case
n  4 and for the case n = 3, respectively.
Denote by SpecR the prime spectrum of the ring R. For P ∈SpecR and a ∈ R,
denote by RP the localization of R at P and by a1 the image of a under the canonical
homomorphism R → RP .
Lemma 3.2. Assume that ai, bi ∈ R, i = 1, . . . , l, satisfy the condition that for any
P ∈ SpecR, in RP either
ai
1
∈ (RP )∗ and bi1 = 0, i = 1, . . . , l, (3.2)
or
ai
1
= 0 and bi
1
∈ (RP )∗, i = 1, . . . , l. (3.3)
Then there exists an idempotent ε in R such that
ai ∈ εR, bi ∈ (1 − ε)R and ai + bi ∈ R∗, i = 1, . . . , l. (3.4)
Proof. Let A1 = {a1, . . . , al} and A2 = {b1, . . . , bl} be two subsets of R. Denote by
Ii the ideal generated by Ai , i = 1, 2. Let V (Ii) be the subset of SpecR consist-
ing of the prime ideals containing Ii . For any P ∈ SpecR, if in RP we have (3.2),
then ai /∈ P and bi ∈ P, i = 1, . . . , l. Hence, P ∈ V (I2) and P /∈ V (I1). Similarly,
if we have (3.3), then P ∈ V (I1) and P /∈ V (I2). Hence, SpecR = V (I1) ∪ V (I2)
and V (I1) ∩ V (I2) = ∅. Set Xi = SpecR\V (Ii), i = 1, 2. Then X1 and X2 are open
and closed sets in SpecR with the Zariski topology. By Theorem 7.3 in [9], there
exists an idempotent ε such that X1 = Xε and X2 = X1−ε, where Xε is the set of
prime ideals not containing ε. In addition, for any P ∈ SpecR, noting (3.2) and (3.3),
in RP we have
εai + (1 − ε)bi
1
∈ (RP )∗, i = 1, . . . , l, (3.5)
and
εai + (1 − ε)bi
1
· (1 − ε)ai + εbi
1
= 0, i = 1, . . . , l.
Hence,
(1 − ε)ai + εbi
1
= 0, i = 1, . . . , l. (3.6)
Then (3.4) follows from (3.5) and (3.6). 
The following Lemmas 3.3–3.5 are Lemmas 2.1–2.3, respectively, in [5].
Lemma 3.3. Let ϕ be in Aut (n(R)). Then
(i) ϕ induces automorphisms of the free R-modules nk/nk+1, k = 1, 2, . . .
(ii) ϕ(e1,n+1) = ae1,n+1 with some a ∈ R∗.
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Lemma 3.4. Let ϕ be in Aut (n(R)) and
ϕ(ei,i+1) ≡
n∑
j=1
ajiej,j+1 mod n2, i = 1, . . . , n.
Set
A(ϕ) =


a11 a12 · · · a1n
a21 a22 · · · a2n
· · · · · · · · · · · ·
an1 an2 · · · ann

 ,
where the entries aji are dependent on ϕ. Then detA(ϕ) ∈ R∗.
Lemma 3.5. For any ϕ ∈ Aut (n(R)), any y ∈ n(R) and any canonical basis ele-
ment eij of n(R) we have ϕ(eij )2y = 0 and yϕ(eij )2 = 0. In addition, if Ann (2) =
0, we have ϕ(eij )yϕ(eij ) = 0.
Lemma 3.6. For ϕ ∈Aut (n(R)), let A(ϕ) = (aji) be as in Lemma 3.4. If aki ∈ R∗,
then ak−1,i = 0 when k > 1 and ak+1,i = 0 when k < n.
Proof. By Lemma 3.5 we have el−2,l−1ϕ(ei,i+1)2 = 0 for l  3. This means that
el−2,l−1

 n∑
j=1
ajiej,j+1


2
= al−1,ialiel−2,l+1
≡ 0 mod n4,
which implies that al−1,iali = 0. Hence for k  3, aki ∈ R∗ implies that ak−1,i =
0 and for k  2, aki ∈ R∗ implies that ak+1,i = 0. Similarly, by Lemma 3.5 we
have ϕ(ei,i+1)2el+2,l+3 = 0 for l  n− 2, which implies that alial+1,i = 0. Hence
for k  n− 2, aki ∈ R∗ implies that ak+1,i = 0 and for k  n− 1, aki ∈ R∗ im-
plies that ak−1,i = 0. The arguments above show that the assertion of the lemma is
true. 
Lemma 3.7. For any ϕ ∈ Aut (n(R)), the entries of the matrix A(ϕ) = (aji) in
Lemma 3.4 satisfy the following relations:
ajiaj+1,l = ajlaj+1,i if l > i + 1.
Proof. If l > i + 1, then [ei,i+1, el,l+1] = 0. So [ϕ(ei,i+1), ϕ(el,l+1)] = 0, on the
left-hand side of which the coefficient of ej,j+2 is ajiaj+1,l − ajlaj+1,i . Hence
ajiaj+1,l − ajlaj+1,i = 0, i.e., ajiaj+1,l = ajlaj+1,i . 
Lemma 3.8. Let ϕ ∈ Aut (n(R)) such that A(ϕ) in Lemma 3.4 is the identity ma-
trix. Then
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ϕ(ei,i+k) ≡ b(k)ii ei,i+k mod nk+1
for 2  k  n and 1  i  n+ 1 − k, (3.7)
where b(k)ii ∈ R∗.
Proof. Since A(ϕ) is the identity matrix, we have
ϕ(ei,i+1) ≡ ei,i+1 mod n2 for 1  i  n. (3.8)
By Lemma 3.3 (i), for 2  k  n and 1  i  n+ 1 − k we may assume
ϕ(ei,i+k) ≡ b(k)1i e1,1+k + · · · + b(k)n+1−k,ien+1−k,n+1 mod nk+1. (3.9)
If k = n, it is clear that (3.7) holds by Lemma 3.3 (ii). Assume k < n. We use a
case-by-case analysis to prove b(k)si = 0 for s = i in (3.9).
(A-1) s > 1 and s − 1 = i + k. Since [es−1,s , ei,i+k] = 0, we have [ϕ(es−1,s),
ϕ(ei,i+k)] = 0. By (3.8) and (3.9) we obtain
b
(k)
si es−1,s+k − b(k)s−k−1,ies−k−1,s ≡ 0 mod nk+2,
which implies b(k)si = 0.
(A-2) s < n+ 1 − k and i = s + k + 1. As in (A-1), it follows from [ei,i+k,
es+k,s+k+1] = 0 that b(k)si = 0.
Since s − 1 = i + k implies that i = s + k + 1, it follows from (A-1) and (A-2)
that b(k)si = 0 for 1 < s < n+ 1 − k and s = i, and it remains only to consider the
following two cases (B-1) and (B-2). In case (B-1), since s = 1, i = s + k + 1 and i 
n+ 1 − k, we have k < n/2. In case (B-2), it follows from s = n+ 1 − k and s − 1 =
i + k that k < n/2. So for k  n/2, cases (B-1) and (B-2) do not occur and we always
have bsi = 0 for any s = i.
(B-1) s = 1, i = s + k + 1. By the argument above, we need only to consider the
case k < n/2. In this case, n− k > n/2. Again by the argument above,
ϕ(e1+k,n+1) ≡ b(n−k)1+k,1+ke1+k,n+1 mod nn+1−k,
where b(n−k)1+k,1+k ∈ R∗ by Lemma 3.3(i). Hence applying ϕ to [ei,i+k, e1+k,n+1] = 0,
we obtain b(k)1i = 0.
(B-2) s = n+ 1− k, s − 1 = i + k. As in (B-1), it follows from [e1,n+1−k, ei,i+k] =
0 that b(k)n+1−k,i = 0.
Thus we have proved that bsi = 0 for 1  s  n+ 1 − k and s = i in (3.9).
Finally, by Lemma 3.3 (i) we have b(k)ii ∈ R∗. 
The proof of Theorem 3.1 for n  4. Let ϕ ∈Aut (n(R)) and A(ϕ) be as in
Lemma 3.4. We prove that ϕ can be expressed as the form in (3.1) via Lemmas
3.9–3.13.
Lemma 3.9. Assume that R is a local ring. Then the matrix A = A(ϕ) = (aji) is a
primary or secondary diagonal matrix.
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Proof. Since detA ∈ R∗ and R is a local ring, each row of A has an entry in R∗. We
divide the proof into four claims:
Claim 1. Assume that akl ∈ R∗ in the kth row of A. If ak+1,m ∈ R∗ in the (k + 1)th
row for k < n and ak−1,m ∈ R∗ in the (k − 1)th row for k > 1, then m = l − 1 or
l + 1.
Assume that akl ∈ R∗ with k < n. By Lemma 3.6 we have ak+1,l = 0. If ak+1,m ∈
R∗ for k < n, then m /= l. If |m− l| > 1, by Lemma 3.7 we have aklak+1,m =
akmak+1,l = 0, a contradiction. So m = l − 1 or l + 1. Similarly, if ak−1,m ∈ R∗ for
k > 1, we also have m = l − 1 or l + 1.
Claim 2. Each row of A except the first and the last rows has one and only one
nonzero entry and it is in R∗.
Assume that 1 < k < n− 1 and ak−1,l ∈ R∗. For l = 1, by Claim 1 we known
that ak2 is the sole entry in R∗ in the kth row of A. Furthermore, we assert that
ak2 is the sole nonzero entry in this row. For if there is another akm /= 0, then m /= 1
since ak1 = 0 by Lemma 3.6. By Lemma 3.7 we have ak−1,1akm = ak−1,mak1 = 0, a
contradiction. Similarly, we can get that for l = n, ak,n−1 is the sole nonzero entry in
the kth row of A and for 1 < l < n, if akm /= 0, then m = l − 1 or l + 1. Moreover,
we assert that it can not hold that for 1 < l < n, both ak,l−1 and ak,l+1 are nonzero.
In fact, if both ak,l−1 and ak,l+1 are nonzero, we will obtain a contradiction. First,
we show that in the (k − 1)th row of A, ak−1,l is the sole entry in R∗. For if there is
another entry ak−1,m ∈ R∗, then by the arguments above, the nonzero entries in the
kth row of A are only ak,m−1 and ak,m+1, a contradiction. Next, we assert that in the
(k + 1)th row of A, ak+1,l is the sole entry in R∗. Otherwise, if ak+1,m ∈ R∗ with
m /= l, then by Claim 1, we must have m = l − 2 or l + 2. It follows from Lemmas
3.6 and 3.7 that ak,l+1 = 0 or ak,l−1 = 0, a contradiction. Since each of the (k − 1)th
and (k + 1)th rows has only one entry in R∗ which is in the lth column, all the 2 × 2
minors in these two rows are not in R∗. This contradicts the fact that detA ∈ R∗.
Thus Claim 2 holds.
Claim 3. The matrix A is of the form: either the entries in the primary diagonal line
are inR∗ and aji = 0 with j /= i except a13 and an,n−2, or the entries in the secondary
diagonal line are in R∗ and aji = 0 with j /= n− i + 1 except a1,n−2 and an3.
First, we assert that the sole nonzero entry in the kth row of A with 1 < k < n
can not be in the first and the last columns. Otherwise, see ak1 /= 0. Then we have
ak−1,1 = ak+1,1 = 0 by Lemma 3.6 and ak−1,2, ak+1,2 ∈ R∗ by Claim 1. For p =
k − 1 > 1 or p = k + 1 < n, ap2 is the sole nonzero entry in the pth row by Claim
2. For p = k − 1 = 1 or p = k + 1 = n, by Lemma 3.7 it follows from ak1 ∈ R∗
and ap1 = 0 that ap2 is also the sole nonzero entry in the pth row. Hence, in each
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of the (k − 1)th and the (k + 1)th rows of A there is a sole nonzero entry that is
in the second column. It follows that detA /∈ R∗, a contradiction. Denote by A′ the
submatrix of A by crossing out the first, last rows and first, last columns. Then A′ is a
monomial matrix and detA′ ∈ R∗. Furthermore, it is easy to see that A′ is a primary
or secondary diagonal matrix. From this fact and Claim 1, we get the required result.
Claim 4. The matrix A is a primary or secondary diagonal matrix.
Case 1. The entries in the primary diagonal line of A are in R∗.
By Claim 3, for the matrix A we have obtained the following results:
(a) In the first row, a11 ∈ R∗ and a12 = a14 = a15 = · · · = a1n = 0.
(b) In the ith row for 1 < i < n, aii ∈ R∗ and the other entries are zero.
(c) In the nth row, ann ∈ R∗ and an1 = · · · = an,n−3 = an,n−1 = 0.
It follows from the form of A that
ϕ(e12) ≡ a11e12 mod n2 and ϕ(en,n+1) ≡ annen,n+1 mod n2.
By Lemma 3.3 (i), we can write
ϕ(e1n) ≡ b11e1n + b21e2,n+1
ϕ(e2,n+1) ≡ b12e1n + b22e2,n+1
}
mod nn.
Since [e12, e1n] = 0 and [e2,n+1, en,n+1] = 0, applying ϕ, we have b21 = b12 = 0.
Hence,
ϕ(e1n) ≡ b11e1n
ϕ(e2,n+1) ≡ b22e2,n+1
}
mod nn, (3.10)
where b11, b22 ∈ R∗. When n /= 5, by the form of A we have
ϕ(e34) ≡ a13e12 + a33e34
ϕ(en−2,n−1) ≡ an−2,n−2en−2,n−1 + an,n−2en,n+1
}
mod n2. (3.11)
Since [e34, e2,n+1] = 0, applying ϕ, by (3.10) and (3.11) we obtain a13b22e1,n+1 =
0 which implies a13 = 0. Similarly, the equality [e1n, en−2,n−1] = 0 implies that
an,n−2 = 0. Thus A is a primary diagonal matrix. When n = 5, in the same way,
we can also prove that A is primary diagonal.
Case 2. The entries in the secondary diagonal line of A are in R∗.
We can prove that the claim holds in exactly the same way as was Case 1. We
omit the details. 
Let R be an arbitrary commutative ring with identity and P ∈SpecR. For a
matrix x = (xji) ∈ Mn(R), denote by xP the matrix (xji/1) in Mn(RP ). A ma-
trix in Mn(RP ) may be expressed as (1/s) xP with s ∈ R\P and x ∈ Mn(R). For
ϕ ∈Aut (n(R)), let ϕP be the map on n(RP ) defined by (1/s) xP → (1/s)(ϕ(x))P .
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By Proposition 7.11 in [9], ϕP is an automorphism of the R-module n(RP ). Further-
more, it is easy to see that ϕP is also an automorphism of the Lie algebra n(RP ).
Using the notation in Lemma 3.4, we have A(ϕP ) = A(ϕ)P .
Lemma 3.10. There exists a graph automorphism ωε of n(R) such that A(ω−1ε ϕ) is
a primary diagonal matrix.
Proof. In the proof of this lemma, let n = 2m or 2m+ 1 according as n is even or
odd and l = 2m. For P ∈ SpecR, we have that ϕP is an automorphism of the Lie
algebra n(RP ). By Lemma 3.9, A(ϕP ) = A(ϕ)P = (aji/1) is primary or secondary
diagonal and the entries in the corresponding diagonal line are in (RP )∗. This means
that for any P ∈ SpecR, in RP we have aji/1 = 0 if aji is not in the both diagonal
lines and am+1,m+1/1 ∈ R∗ if n is odd. Hence, we have aji = 0 if aji is not in the
both diagonal lines and am+1,m+1 ∈ R∗ if n is odd. In addition, if n is even, set
a1 = a11, a2 = a22, . . . , al = ann
and
b1 = −an1, b2 = −an−1,2, . . . , bl = −a1n,
and if n is odd, set
a1 = a11, . . . , am−1 = am−1,m−1, am = am+1,m+1, . . . , al = ann
and
b1 = −an1, . . . , bm = −am+2,m, bm = −am,m+2, . . . , bl = −a1n.
Then ai, bi, i = 1, . . . , l, satisfy the condition in Lemma 3.2 and so there exists an
idempotent ε in R such that (3.4) holds. It is easy to see that A(ω−1ε ϕ) is primary
diagonal. 
Lemma 3.11. Let ωε be as in Lemma 3.10 and set ϕ1 = ω−1ε ϕ. There exists a diag-
onal matrix d ∈ u such that A(σ−1d ϕ1) is the identity matrix.
Proof. By Lemma 3.10, we have
ϕ1(ei,i+1) ≡ aiiei,i+1 mod n2, i = 1, . . . , n,
where aii ∈ R∗. Set d = diag{1, a11, a11a22, . . . , a11 · · · ann}. Then,
σ−1d ϕ1(ei,i+1) ≡ ei,i+1 mod n2, i = 1, . . . , n.
This means that A(σ−1d ϕ1) is the identity matrix. 
Lemma 3.12. Let σd and ϕ1 be as in Lemma 3.11. There exist u ∈ u and b3, b4 ∈ R
such that
(ξ
(12)
b3
)−1(ξ (n2)b4 )
−1σ−1u ϕ1(ei,i+1) ≡ ei,i+1 mod nn−1, i = 1, . . . , n. (3.12)
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Proof. Following the above argument, we will use induction on k to prove that there
exist uk ∈ u, k = 1, 2, . . . , n− 3, such that
σ−1uk ϕ1(ei,i+1) ≡ ei,i+1 mod nk+1, i = 1, . . . , n. (3.13)
Let u1 = d . Then Lemma 3.11 shows that (3.13) for k = 1 is true, and for (3.13)
we may assume n > 4. Assume that there exists uk−1 ∈ u with 1  k − 1  n− 4
such that (3.13) for k − 1 is true. Set θ = (σuk−1)−1ϕ1. Assume
θ(ei,i+1) ≡ ei,i+1 +
n+1−k∑
j=1
a
(k)
ji ej,j+k mod nk+1, i = 1, . . . , n. (3.14)
For (3.14) we first prove the following claim:
Claim. a(k)si = 0 for s = i, i − k + 1.
We use a case by case analysis. In the following discussion, assume s = i,
i − k + 1.
(A-1) s  n− k and s = i − k, i − k − 1. Applying θ to [ei,i+1, es+k,s+k+1] =
0, we have
ei,i+1 + n+1−k∑
j=1
a
(k)
ji ej,j+k, es+k,s+k+1 +
n+1−k∑
j=1
a
(k)
j,s+kej,j+k


≡ a(k)i+1,s+kei,i+1+k + a(k)si es,s+k+1 − a(k)i−k,s+kei−k,i+1
−a(k)s+k+1,ies+k,s+2k+1
≡ 0 mod nk+2.
Hence a(k)si = 0.
(A-2) s  2 and s = i + 1, i + 2. As in (A-1), applying θ to [es−1,s , ei,i+1] = 0,
we have a(k)si = 0.
Since s = i − k or i − k − 1 implies that s = i + 1, i + 2, it follows from (A-1)
and (A-2) that for 2  s  n− k the claim is true and it remains to consider the
following cases (B-1), (B-2), (C-1) and (C-2).
(B-1) s = 1 and s = i − k. Applying θ to [ei,i+1, [ei,i+1, ei+1,i+2]] = 0, we have
a
(k)
i−k,iei−k,i+2 − 2a(k)i+2,iei,i+2+k ≡ 0 mod nk+3.
Hence a(k)i−k,i = 0, i.e., a(k)si = 0.
(B-2) s = 1 and s = i − k − 1. By Lemma 3.8, we have
θ(e1+k,4+k) ≡ b(3)1+k,1+ke1+k,4+k mod n4,
where b(3)1+k,1+k ∈ R∗. Applying θ to [e2+k,3+k, e1+k,4+k] = 0, we obtain
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e2+k,3+k + n+1−k∑
j=1
a
(k)
j,2+kej,j+k + · · · , b(3)1+k,1+ke1+k,4+k + · · ·

 = 0.
On the left-hand side of the above equality there is a term a(k)1,2+kb
(3)
1+k,1+ke1,4+k and
the other terms do not contain the basis element e1,4+k . So a(k)1,2+k = 0, i.e., a(k)si = 0.
(C-1) s = n+ 1 − k and s = i + 1. As in (B-1), applying θ to [ei,i+1,
[ei,i+1, ei−1,i]] = 0, we get a(k)i+1,i = 0, i.e., a(k)si = 0.
(C-2) s = n+ 1 − k and s = i + 2. As in (B-2), applying θ to [es−3,s , es−2,s−1] =
0, we get a(k)s,s−2 = 0, i.e. a(k)si = 0.
Thus, the claim is proved and (3.14) may be rewritten as
θ(ei,i+1) ≡ ei,i+1 + a(k)i+1−k,iei+1−k,i+1 + a(k)ii ei,i+k mod nk+1,
i = 1, . . . , n. (3.15)
To complete the induction on k, we need again use induction on l to prove that
there exist vl ∈ u, l = 0, 1, . . . , n, such that for 1  i  l
σ−1vl θ(ei,i+1) ≡ ei,i+1 mod nk+1 (3.16)
and for l + 1  i  n
σ−1vl θ(ei,i+1) ≡ ei,i+1 + c(l)i+1−k,iei+1−k,i+1 + c(l)ii ei,i+k mod nk+1. (3.17)
Let v0 = e. Then it follows from (3.15) that (3.17) with c(0)i+1−k,i = a(k)i+1−k,i and
c
(0)
ii = a(k)ii is trivially true, and (3.16) does not occur. Assume that (3.16) and (3.17)
hold for some vl−1 ∈ u with 0  l − 1  n− 1. In particular,
(σvl−1)
−1θ(el,l+1) ≡ el,l+1 + c(l−1)l+1−k,lel+1−k,l+1 + c(l−1)ll el,l+k mod nk+1.
Set z = e − c(l−1)l+1−k,lel+1−k,l + c(l−1)ll el+1,l+k and vl = zvl−1. In fact, c(l−1)l+1−k,l = 0 if
l = k. For l < k, we have l + 1 − k < 1 and so this is clear by our convention. And
for l > k, applying (σvl−1)−1θ to [el−k,l−k+1, el,l+1] = 0, we have c(l−1)l+1−k,lel−k,l+1 ≡
0 mod nk+2, which implies that c(l−1)l+1−k,l = 0. It is easy to check that (3.16) and
(3.17) with c(l)i+1−k,i = c(l−1)i+1−k,i + δl+k,ic(l−1)ll and c(l)ii = c(l−1)ii for vl hold, where
δl+k,i denotes the Kronecker delta. Thus, the induction on l is completed. Set uk =
vluk−1. Then (3.13) for k is true, and the induction on k is completed. Hence we have
proved that for n  4, 1  i  n and 1  k  n− 3, (3.13) is true. In particular, for
k = n− 3, we may write
(σun−3)
−1ϕ1(ei,i+1) ≡ ei,i+1 +
3∑
j=1
a
(n−2)
j i ej,j+n−2 mod nn−1,
i = 1, . . . , n. (3.18)
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For k = n− 2, repeating the arguments in (A-1), (A-2), (B-1) and (C-1) above,
we obtain that in (3.18) a(n−2)si = 0 for s = i, i + 3 − n except a(n−2)31 and a(n−2)1n .
(Note: For k = n− 2, the arguments in (B-2) and (C-2) are invalid since e1+k,4+k =
en−1,n+2 and es−3,s = e03 are not elements in n(R).) Thus (3.18) may be rewritten
as
(σun−3)
−1ϕ1(e12)
≡ e12 + a(n−2)11 e1,n−1 + a(n−2)31 e3,n+1
(σun−3)
−1ϕ1(ei,i+1)
≡ ei,i+1 + a(n−2)i+3−n,iei+3−n,i+1 + a(n−2)ii ei,i+n−2,
i = 2, . . . , n− 1,
(σun−3)
−1ϕ1(en,n+1)
≡ en.n+1 + a(n−2)1n e1,n−1 + a(n−2)3n e3,n+1


mod nn−1.
In the same arguments as was above, we can use induction to prove that there exists
v ∈ u such that u = vun−3 satisfies
σ−1u ϕ1(e12) ≡ e12 + b3e3,n+1
σ−1u ϕ1(ei,i+1) ≡ ei,i+1, i = 2, . . . , n− 1,
σ−1u ϕ1(en,n+1) ≡ en,n+1 + b4e1,n−1

 mod nn−1
for some b3, b4 ∈ R. Applying σ−1u ϕ1 to
[[e12, e23], e12] = 0 and [en,n+1, [en−1,n, en,n+1]] = 0,
we get 2bke1,n+1 = 0, k = 3, 4. It follows that bk ∈Ann (2), k = 3, 4 and so ξb3 and
ξb4 are extremal automorphisms defined in Section 2. It is easy to check that σu, ξ
(12)
b3
and ξ (n2)b4 satisfy (3.12). The proof is completed. 
Lemma 3.13. Let the notations be as above and set ϕ2 = (ξ (12)b3 )−1(ξ
(n2)
b4
)−1σ−1u ϕ1.
Then there exist u′ ∈ u and b1, b2 ∈ R such that
(ξ
(11)
b1
)−1(ξ (n1)b2 )
−1σ−1
u′ ϕ2(ei,i+1) ≡ ei,i+1 mod nn, i = 1, . . . , n.
Proof. By Lemma 3.12, we have
ϕ2(ei,i+1) ≡ ei,i+1 + a(n−1)1i e1n + a(n−1)2i e2,n+1 mod nn i = 1, . . . , n.
For 2 < i < n, applying ϕ2 to [e12, ei,i+1] = 0, we have a(n−1)2i e1,n+1 = 0.
So a(n−1)2i = 0. Similarly, for 1 < i < n− 1, applying ϕ2 to [ei,i+1, en,n+1]=0,
we have a(n−1)1i = 0. Furthermore, [e12, en,n+1] = 0 implies that a(n−1)2n = −a(n−1)11 .
Thus, we have
ϕ2(e12) ≡ e12 + a(n−1)11 e1n + a(n−1)21 e2,n+1
ϕ2(e23) ≡ e23 + a(n−1)22 e2,n+1
ϕ2(ei,i+1) ≡ ei,i+1, i = 3, . . . , n− 2,
ϕ2(en−1,n) ≡ en−1,n + a(n−1)1,n−1e1n
ϕ2(en,n+1) ≡ en,n+1 + a(n−1)1n e1n − a(n−1)11 e2,n+1


mod nn.
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Set u′ = e − a(n−1)1,n−1e1,n−1 + a(n−1)11 e2n + a(n−1)22 e3,n+1. Then
σ−1
u′ ϕ2(e12) ≡ e12 + a(n−1)21 e2,n+1
σ−1
u′ ϕ2(ei,i+1) ≡ ei,i+1, i = 2, . . . , n− 1,
σ−1
u′ ϕ2(en,n+1) ≡ en,n+1 + a(n−1)1n e1n

 mod nn.
Set b1 = a(n−1)21 and b2 = a(n−1)1n . Then (ξ (11)b1 )−1(ξ
(n1)
b2
)−1σ−1
u′ ϕ2 acts trivially on
ei,i+1 mod nn for 1  i  n. The proof is completed. 
We now conclude the proof of Theorem 3.1 for n  4. Let
ϕ3 = (ξ (11)b1 )−1(ξ
(n1)
b2
)−1σ−1
u′ ϕ2.
By Lemma 3.13, we have
ϕ3(ei,i+1) = ei,i+1 + cie1,n+1, i = 1, . . . , n.
Let f ∈ F such that f (ei,i+1) = ci, i = 1, . . . , n, and f (eij ) = 0 for j − i > 1.
Then ϕ3(ei,i+1) = µf (ei,i+1) for 1  i  n. Since ei,i+1, i = 1, . . . , n, generate the
Lie algebra n(R), we have ϕ3 = µf . Hence
ϕ = ωεϕ1
= ωεσuξ(n2)b4 ξ
(12)
b3
ϕ2
= ωεσuξ(n2)b4 ξ
(12)
b3
σu′ξ
(n1)
b2
ξ
(11)
b1
µf .
By Lemma 2.1 and 2.2, we have ϕ = ω · ξ · µ · σ, where ω, ξ, µ and σ are graph,
extremal, central and inner automorphisms, respectively. The proof is com-
pleted. 
The proof of Theorem 3.1 for n = 3. In this case, we assume that Ann (2) = 0.
Hence, extremal automorphisms of the forms ξ (i2)b , i = 1, n, are trivial. For any auto-
morphism ϕ of n(R), let A = A(ϕ) = (aji) be as in Lemma 3.4. We have detA ∈
R∗. For any P ∈SpecR, consider the automorphism ϕP of the Lie algebra n(RP )
induced by ϕ and the matrix A(ϕP ) = A(ϕ)P = ( aji1 ). It is not difficult to see that
Claims 1–3 in the proof of Lemma 3.9 are still true for A(ϕP ). Thus for the matrix
A(ϕP ), a12/1 = a21/1 = a23/1 = a32/1 = 0 and the entries in either the primary or
the secondary diagonal line are inR∗. Furthermore, we assert that A(ϕP ) is a primary
or a secondary matrix. In fact, we have
ϕ(e12) ≡ a111 e12 + a311 e34
ϕ(e23) ≡ a221 e23
ϕ(e34) ≡ a131 e12 + a331 e34

 mod n2,
where eji still denotes the canonical basis element (eji)P in n(RP ). Applying ϕP to
[[e12, e23], e12] = 0 and [e34, [e23, e34]] = 0,
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we have 2a11a22a31/1 = 0 and 2a13a22a33/1 = 0. Since Ann (2) = 0, It follows that
the assertion is true. In exactly the same way as was Lemma 3.10, we can get an
idempotent ε in R such that A(ω−1ε ϕ) is a diagonal matrix.
Set d = diag {1, a11, a11a22, a11a22a33} and ϕ1 = σ−1d ω−1ε ϕ. Then A(ϕ1) is the
identity matrix. We may assume that
ϕ1(ei,i+1) ≡ ei,i+1 + c1ie13 + c2ie24 mod n3, i = 1, 2, 3.
Applying ϕ1 to [e12, e34] = 0, we have (c23 + c11)e14 = 0 and so c23 = −c11. Set
u = e − c12e12 + c11e23 + c22e34. Then
σ−1u ϕ1(e12) ≡ e12 + c21e24
σ−1u ϕ1(e23) ≡ e23
σ−1u ϕ1(e34) ≡ e34 + c13e13

 mod n3.
Set b1 = c21, b2 = c13 and ϕ2 = (ξ (11)b1 )−1(ξ
(31)
b2
)−1σ−1u ϕ1. Then
ϕ2(ei,i+1) ≡ ei,i+1 mod n3, i = 1, 2, 3.
Assume
ϕ2(ei,i+1) = ei,i+1 + cie14, i = 1, 2, 3.
Hence ϕ2 = µf where f ∈ F such that f (ei,i+1) = ci, i = 1, 2, 3, and f (eij ) = 0
for j − i > 1.
It follows from the series of arguments above that
ϕ = ωεσdσuξ (31)b2 ξ
(11)
b1
µf .
By Lemmas 2.1 and 2.2, we have that ϕ is of the form (3.1). 
We conclude this paper with giving a more explicit description for Aut (n(R)) as
in [5] when Ann (2) = 0.
As in [5], we redefine an inner automorphism to be σu with an upper triangular
matrix u whose diagonal entries are all 1 and call the subgroup of Aut (n(R)) con-
sisting of all such inner automorphisms the inner automorphism group denoted by
I. Then IAut (n(R)) [5, Lemma 3.1] and I∼=T/Tn [5, Lemma 3.2] where
T =
{
e +
∑
i<j
aij eij
∣∣∣∣∣aij ∈ R
}
and
Tn = {e + a1,n+1e1,n+1|a1,n+1 ∈ R}.
We define a diagonal automorphism to be σd with a invertible diagonal matrix
d and call the subgroup of Aut (n(R)) consisting of all diagonal automorphisms the
diagonal automorphism group denoted by D. We have D∼=D/R∗e where D is the
subgroup of GLn+1(R) consisting of all diagonal matrices.
A central automorphismµf determines an n-tuple c=(c1, c2, . . . , cn)∈Rn where
ci = f (ei,i+1). Conversely, an n-tuple c = (c1, c2, . . . , cn) ∈ Rn determine a map
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f ∈ F such that f (ei,i+1) = ci and a central automorphism µf . If c = (c1, 0, . . . , 0,
cn), then µf determined by c is an inner automorphism σu with u = e − c1e2,n+1 +
cne1n. So we may only consider those inner automorphisms determined by c =
(0, c2, . . . , cn−1, 0) which are called proper in [5]. The subgroup of Aut (n(R))
consisting of all proper central automorphisms is called the central automorphism
group and denoted by C. It is clear that C is isomorphic to the additive group Rn−2.
The set of all graph automorphisms of n(R) is a subgroup of Aut (n(R)) which
is called the graph automorphism group and denoted by G. It is isomorphic to the
group ϒ with the product ε ◦ ε′ = 1 − ε − ε′ + 2εε′.
Since Ann (2) = 0, extremal automorphisms ξ (i2)b , i = 1, n, are trivial and any
extremal automorphism is of the form ξ (n1)b2 ξ
(11)
b1
which is determined by (b1, b2) in
R2. The set of all extremal automorphisms is a subgroup of Aut (n(R)) which is
called the extremal automorphism group and denoted by E. It is clear that E isomor-
phic to the additive group R2.
By Lemma 2.2, it follows from Theorem 3.1 that any automorphism ϕ of n(R)
can be expressed as
ϕ = ω · η · ξ · µ · σ (3.19)
where ω, η, ξ, µ and σ are graph, diagonal, extremal, central and inner automor-
phisms, respectively, of n(R).
In the same way with a slight modification as was Theorem 4.6 in [5], we can
prove the following theorem. We omit the proof.
Theorem 3.14. If Ann (2) = 0, then Aut (n(R)) = G(D((E× C)I)).
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