Abstract-Feeding is a highly complex, essential behavior for survival in all species. Characterization of feeding behaviors has implications in basic science and translational medicine. We have been developing methods to study feeding behaviors using high speed videofluoroscopy (XROMM) in rats while selffeeding radiopaque flavored kibble. The rat is a popular model in translational medicine; however, it has not been studied using this methodology. Towards this goal, we surgically implanted radiopaque fiducial markers into the skull, mandible, and tongue of rats to enable motion tracking. We are developing computer vision tools to extract kinematics and behavioral features from XROMM videos to overcome barriers of current analysis methods. By understanding feeding dynamics, we will gain basic scientific knowledge and translational insights for feeding disorders caused by neurological conditions such as ALS, Parkinson's disease, and stroke.
I. INTRODUCTION
We have been developing surgical and data collection methods for using 3D high-speed videofluoroscopy (XROMM -X-ray Reconstruction of Moving Morphology [1] , [2] ) with rats to assess changes in feeding behaviors due to oral environmental modifications (e.g., tooth loss [3] ) and neurodegenerative conditions such as Parkinson's disease. Feeding is a highly complex, life-sustaining behavior that is effortlessly orchestrated by multiple cortical and subcortical structures to integrate reflexive and voluntary movements that seamlessly intercalate several behaviorally characterized stages: ingestion, manipulation, stage 1 transport, rhythmic chewing, stage 2 transport, and swallowing of food and liquid boluses [4] . Using XROMM methods, feeding behaviors have been studied by tracking radiopaque fiducial markers that are surgically implanted into bony and soft tissue craniofacial structures of several animal species, including turkeys, carp, and pigs [1] , [2] . However, XROMM methodology has not yet been established for use with rats, a popular species in translational medicine. Moreover, one of the major bottlenecks to process XROMM data (regardless of species) to study feeding behaviors is a lack of established methods for feature tracking of radiopaque markers. Currently, massive amounts of manual digitization must be performed to process XROMM data to just extract marker kinematics, and few efforts have been made to make the digitization process more efficient or automated [5] - [7] . Thus, there remains a critical need to develop XROMM image processing tools for high throughput detection and tracking of markers during mammalian feeding to hasten the scientific discovery process.
Tracking and extraction of relevant behavioral parameters remains to be a challenging task due to 1) unconstrained movements of rats during feeding, 2) obstruction of the marker implants by the oral contrast agent required for radiographic visualization of bolus flow, 3) change in location of the anatomical markers and the bony structures from CT data during longitudinal studies as animals grow and during serial CT sessions requiring anesthesia and radiation, 4) indistinct appearances of markers, and 5) detection errors such as over-and under-segmentations. Furthermore, unlike other XROMM studies, we are preparing to perform group studies for which we have multiple animals per group and data collection takes place daily over several weeks. Despite the presence of integrated software to process XROMM data (XMA lab, http://www.xromm.org/xmalab), it is still heavily GUI based and is not suited to process massive amounts of data semiautomatically. Thus, we aim to develop methods to efficiently track fiducial markers during unconstrained feeding and to characterize behavioral states from XROMM videos of rats. Our image processing and computer vision pipeline used for persistent tracking of radiopaque markers and other bony landmarks consists of three main modules: fiducial marker detection, marker tracking, and track management.
II. METHODS

A. Experimental Procedure and Behavioral Task
All surgical procedures and experimental protocols were approved by the University of Chicago Institutional Animal Care and Use Committee. Under isoflurane anesthesia, Sprague-Dawley rats (n=8, 12 weeks or older, over 250 g, both females and males) were immobilized in a stereotaxic frame for implantation of sterilized tantalum bead fiducial markers (0.5 mm diameter; Bal-tec, Los Angeles, CA) with a 21 gauge hypodermic needle. Twelve markers were implanted into bony structures (4 into the top of the skull and 4 into each side of the mandible) after drilling depressions in the bone, and 7 markers were implanted into the tongue (3 anterior, 3 middle, and 1 posterior) (Fig. 1) . After recovery from surgery, the animals were acclimated to eating radiopaque food (barium-extruded kibble with peanut flavoring: AFB International, St. Charles, MO) while placed in an experimental chamber up to 1 hour per day, twice a week. 
B. Fiducial Marker Detection
In order to track motion of the skull, mandible, and tongue of animals, radiopaque markers were surgically implanted and imaged using high speed biplanar videofluoroscopy (XROMM). The tracking was performed on images obtained by one camera at a time. We use Laplacian of Gaussian (LoG) blob detection to locate the implanted markers:
where I(x, y) is the original image and g(x, y, σ) is a Gaussian kernel with scale σ. LoG output is processed with morphological h-maxima operation to suppress local maxima whose height is lower than a threshold. LoG is more robust to image contrast and intensity variations compared to raw intensity values and detects prominent dark blobs (markers) while limiting spurious detections as in [8] , [9] .
C. Tracking Multiple Interacting Markers
To track multiple interacting markers, we have developed a probabilistic multi-object tracking system with an explicit split, merge, and occlusion handling module. This is an extension of our earlier cell and bacteria tracking works [10] , [11] . The proposed tracking system uses a probabilistic graph-based frame to frame correspondence analysis module with the following major steps: (1) match probability computation, (2) absolute match pruning, (3) bi-directional (forward-backward) relative match pruning, and (4) match classification. Match probabilities between detected markers in f rame(t − 1) and detected markers in f rame(t) are computed and stored in an n t−1 × n t matrix P, where n t−1 and n t are the number of detected markers in f rame(t − 1) and f rame(t), respectively. Match probability for a pair of marker positions p i (t − 1) and q j (t) is computed as:
An additional n t−1 × n t binary match matrix M is formed and initially set to 1. Frame to frame correspondences are determined after absolute and relative match pruning. Absolute pruning: Matches whose probabilities are lower than a minimum probability value P min are pruned by setting corresponding elements in M to 0:
Forward relative pruning: For each detected marker p i (t−1), the best matching marker q * (t) is determined. Matches for p i (t − 1), whose probabilities are lower than T R × P (p i , q * ), where T R is a constant, are pruned:
.n t−1 , q j ∈ 1..n t Backward relative pruning: For each detected marker q j (t), the best matching marker p * (t − 1) is determined. Matches for q j (t), whose probabilities are lower than T R × P (p * , q j ) are pruned:
.n t−1 , q j ∈ 1..n t A multi-frame correspondence graph G is formed, where nodes represent marker instances and edges represent correspondences. Using match matrix M, frame to frame correspondences are determined and markers are linked in time. The described scheme supports one-to-one, many-to-one, one-to-many, one-to-none, and none-to-one matches corresponding to track extension, merge, split, termination, and initialization, respectively. Tracks are formed by traversing the edges of G. A multi-hypothesis testing approach is used for longer term data association.
D. Track Management
The track management module resolves correspondence ambiguities, filters spurious tracks, and handles occlusions and merge/split cases. The module incorporates context sensitive information to resolve spatio-temporal ambiguities or to correct false detections and/or false associations. The types of information used include velocity, neighborhood, and common motion constraints, set according to the characteristics of the host structure (markers on rigid jaw versus deformable tongue). Some marker to marker interaction patterns are illustrated in Figure 2 . While simple best-match data association can handle case a, cases b-d require splitmerge analysis in order to preserve accurate marker/track identities in time. Although markers cannot split, merge, appear, or disappear because of segmentation errors or occlusions, the tracks may appear to do so. In order to maintain correct track identity, these events must be resolved. False merge/split events may be caused by different scenarios requiring different refinement actions. Figure 3 illustrates a track split-merge event and corresponding corrective actions. The track management module uses information listed above and Kalman state estimation to resolve these tracking ambiguities. Tracked videos from both cameras can be brought back into XMA lab to obtain 3D positions of the markers. We are in the process of incorporating a second camera output to better diagnose and correct these detection and matching problems before calculating 3D positions of the markers. sample sequence. The tracks are visualized in 2D over the last frame and as a 3D plot, where z axis denotes time.
III. EXPERIMENTAL RESULTS
IV. CONCLUSION AND FUTURE WORKS
We have developed a set of algorithms to semiautomatically detect and track fiducial markers in single plane XROMM data of unconstrained rat feeding. We are planning to extend the present work to develop pattern recognition and machine learning tools not only to mine trajectory data, but also to represent, recognize, and analyze higherlevel motion patterns linked to feeding behaviors, particularly to classify entire feeding sequences into cycle types such as ingestion, manipulation, chewing, and swallowing as well as phases within each gape cycle which are often divided into four phases: slow opening (SO), slow closing (SC), fast opening (FO), and fast closing (FC) [4] . Furthermore, if massive amounts of 3D feeding data, especially totally unconstrained motions, can be processed with unprecedented efficiency, then studying interactions of orofacial effectors can be described. Our preliminary results to apply the similar algorithms to detect landmarks as opposed to markers to capture jaw and incisor displacements have been successfully applied to mouse drinking behavior for multiple jaw cycles (Fig. 6) .
By combining electrophysiological signals with high fidelity kinematics during feeding, a new opportunity will be open to study neural processes of orofacial apparatus motor control as it has been done in other types of complex movements such as 3D reach-to-grasp kinematics [12] , [13] . Such knowledge will enhance our understanding of the neural control of feeding behaviors in conditions of health and disease.
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