may be used to establish an authenticated connection to be used conventionally. The intrinsic security requirements of a public-key authentication server are easier to meet than those of a conventional one, but a complete evaluation of the system problems in implementing such a server in a real system, and the need to retain a secure record of old public keys to guarantee future correct arbitration of old signatures may minimize this advantage. We conclude that the choice of technique should be based on the economy and cryptographic strength of the encryption techniques themselves, rather than for their effects on protocol complexity.
Finally, protocols such as those developed here are prone to extremely subtle errors that are unlikely to be detected in normal operation. The need for techniques to verify the correctness of such protocols is great, and we encourage those interested in such problems to consider this area.
I. Introduction
An algorithm is presented for fmding all primes between 2 and n, for n _ 4, that executes in time proportional to n. Like the sieve of Eratosthenes, it works by removing nonprimes from the set {2 ..... n}. Unlike the sieve of Eratosthenes, no attempt is ever made to remove a nonprime that was removed earlier; this allows us to develop a linear algorithm.
The algorithm deals with sets S satisfying S C {2 ..... n}. Two operations will be required on such sets: Table I . Execution of the Algorithm for n = 27. 13 14 15 (~  17 18 19 20 21 22 23 24 25 26 27  13 14 15  17 18 19 20 21 22 23 ~  25 26 27  13 14 15  17 18 19 ~) 21 22 23  25 26 27  13 (~  15  17 18 19  21 22 23  25 26 27  13  15  17 O  19  21 22 23  25 26 27  13  15  17  19  21 ~  23  25 26 27  13  15  17  19  21  23  25 ~  27  13  15  17  19  21  23  25  O  13  O  17  19  21  23  25  13  17  19  O  23  25  13  17  19 23 O
remove(S, 0 next(S, 0
is defined for i ~ S and implements S := S -{i}. is a function defined only for i E S such that there is an integer larger than i in S; it yields the next larger integer inS.
In order to achieve linearity, the total time spent executing these operations must be no worse than proportional to n. Thus this algorithm provides an interesting context for a discussion of selection of data structures. Subsequently, we write x ---X(P, q, k) to denote that x is nonprime and x = p,. q where p, q, and k have the properties described in Theorem 2.1. A prime cannot be written as described in the theorem, so the algorithm to delete nonprimes from S need only produce all combinations of (p, q, k) and delete the corresponding nonprimes x = X(P, q, k). The trick is to produce each combination exactly once, and in such an order that the next combination can be efficiently calculated from the current one. For this purpose, we use the total ordering a on nonprimes x = X(P, q, k) induced by the lexicographic ordering of the corresponding triples Table I illustrates this ordering and at the same time depicts how the algorithm works. The rows give successive values for pairs (p, q), together with the contents of the set S before nonprimes with this p and q are deleted.
The Algorithm
In each row, the nonprimes x = X(P, q, k) to be deleted for k = 1, 2, 3 have been circled.
The algorithm uses a variable S, which initially contains the set {2 ..... n} and from which nonprimes are to be deleted, and integer variables p, q, k, and x used to generate nonprirnes in the order defined by a. The invariant relation P used in the loop of the algorithm is given in Definition 2. It is not difficult to follow; conditions (1)-(3) describe properties of p, q, and k, condition (4) describes the properties of the value x under consideration for deletion, and condition (5) describes the current contents of set S. The goal of the loop of the algorithm is to have S contain only the primes in {2 ..... n}. The object of each iteration of the loop is to get us closer to this goal, while keeping P invariantly true. We now investigate operations with this property.
If x = X(P, q, k) <_ n, then clearly x is to be deleted from S, and P can be restored by executing k, x := k + l,p.x. 1 Ifx > n, we need to determine the next nonprime y (say), according to ordering a, to be deleted from S. Remarkably enough, Lemmas delete by executing q := next(S, q); k, x := 1, p.q.
Similarly, Lemmas 3 and 4 state the conditions under which y = next(S, p)2. We shall prove these lemmas in Section 3. 1 
LEMMA 1. lnvariant P implies that next(S, q) is defined, next(S, q) < n, and p < lp(next(S, q)). Writing y = X(P, next(S, q),

next(S, q) > n). Write y = next(S, p) 2. Then no nonprime z in S satisfies xazay.
We write Algorithm 1 using guarded commands [1] . The arguments necessary to ascertain correctness will be discussed in Section 3. Note that variable k is used only in assignments to itself, so that all references to it may be deleted. It has been included only to clarify the relationship between p, q, and x. Algorithm 2 is essentially the same algorithm as Algorithm 1 but written more conventionally. We feel that Algorithm 1 is easier to understand and prove correct; one loop with one invariant is easier to understand in this instance than three nested loops with three invariants. ALGORITHM 
Showing Correctness and Linearity
In this section the proofs of Lemmas 1-4 are given. The axiomatic proof method with respect to guarded commands [1] is also discussed and some of the details of the proof are given.
In preparation for proving Lemmas 1 and 2, we first prove the following.
LEMMA 5. Consider any nonprime z = X(P, ?t, fc). We have (P and x a z and ~ <_ n) implies ?t E S.
PROOF. If ~ (_n) is prime it is in S. Suppose ~ is nonprime. From x a z and the decompositions of x and z we deduce lp(x) = p <_ p < lp(~) so that x a ~. From the definition of S and x a ~ we deduce ~ E S.
[] Our proofs of Lemmas 1 and 2 rest on the remarkable fact that for any positive integer i > I there is a prime v satisfying i < v < 2i. 2 PROOF OF LEnA 1. Let v be a prime satisfying q < v < 2.q. From P we conclude p <_ q < next(S, q) < v < 2. q < p. q < n and hence next(S, q) < n. Secondly, no nonprime in S has a divisor less than p, so that p < lp (next(S, q) ). To show that p # lp (next(S, q) ), consider the fact that any nonprime z = X(P, ~t, f~) in S must have q _ ~. Hence the smallest such nonprime z that may be in S is p.q. Since 
next(S, q) < p.q, next(S, q) cannot be a nonprime with p = lp(next(S, q)).
Hence
p < lp(next(S, q)). The relation x a y = X(P, next(S, q), 1) follows immediately. PROOF OF LEMMA 2. From x = X(P, q, k) > n and Y = X(P, next(S, q), 1), we see that a z in S satisfying x a z a y would have a decomposition z = X(P, ?t, k) with q < ?t < next(S, q). But ~ would not be in S, contradicting
Lemma 5.
PROOF OF LEMMA 3. Let v be a prime satisfying p < v < 2.p. From P we have
p < next(S,p) <--v < 2.p <--p2 <_ n
and next(S, p) < n. Secondly, no nonprime in S has a divisor less than p, so that for all nonprimes z E S we have p2 _< z. Since next(S, p) < p2, next(S, p) must be prime. The fact x a y --x(next(S, p), next(S, p), 1) follows immediately.
PROOF OF LEMMA 4. This is similar to the proof of Lemma 2 and is left to the reader.
We now discuss the proof method and give some details. The main part of Algorithm 1 is a loop of the form
Showing correctness involves exhibiting an invariant P (ours is given in Definition 2) and an integer function t, and showing that the following hold:
2 As might be imagined, this is difficult to prove. J. Bertrand conjectured this fact in 1845, after showing empirically that it was true for i _< 106. Chebyshev proved the conjecture in 1850 (see [5] for details). Our first draft of a proof and algorithm did not rely on this fact at all. It used weaker lemmas with more complicated proofs and required the additional element n + 1 to be in S so that next(S, i) would be sure to be defined. For example, the original Lemma l read: (1) P is true before execution of the loop; (2) P and not (BI or B2 or B3) implies the desired result; (3) {P and Bi} SLi {P) for i = I, 2, 3; (4) Execution of the loop terminates: (a) (P and (BI or B2 or B3)) ~ t _> 0 (b) Execution of SLi reduces t (for 1 _< i < 3). Using an extra variable T, this means that {P and Bi} T :~ t; SLi {t <_ T-1}.
Let y = p.next(S, q). Suppose P and x > n. Then either next(S, q) = n
Point (1) is obvious; point (2) we leave to the reader, since it can be shown quite easily with the help of Lemma 4. Point (3) concerns the invariance of P under execution of each guarded command SLi. The only difficulty concerns the generation of new values for q, p, and x to satisfy P. Lemmas 1-4 yield the necessary facts.
To see this a bit more formally in at least one case, consider determining the precondition Q in (Q} SL3 {P) where SL3 is the third guarded command list of the loop of Algorithm 1 and P is in Definition 2. SL3 is a sequence of assignments, so we apply the normal assignment and concatenation rules to arrive at:
It is then a simple matter to prove that (P and B3) implies Q, with the help of Lemmas 3 and 4. To show termination, we use the function t: the number of nonprimes z ~ S satisfying (x = z or x a z) plus the number of nonprimes z E S satisfying x a z.
Note that t _> 0. Execution of the first guarded command SL 1 reduces the first term of t by at least one, since it removes x from S. Execution of the second or third guarded command begins with x = x0 (say) and x S and finishes with x0 a x and x E S; hence they reduce the second term by one. Hence we conclude that the algorithm terminates.
The initial value for t is a bound on the number of times the loop will iterate. The initial value is bounded by 2.(number of nonprimes in S) < 2.n. Hence the algorithm is linear if we can satisfactorily implement S and the operations on it. The implementation is the subject of Section 4.
Implementing the Set S
We discuss three approaches to implement S C (2 ..... n}, all dealing with forms of linked lists. We will actually implement sets S U {n + 1 }. The purpose is to provide an "anchor" for one end of the linked list. The integer 2 serves the same purpose at the other end of the list since it is never deleted. (pred, succ:integer) where the various parts of s are used as follows:
Discussion
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Mairson's [6] paper, which tied for second place in the annual George E. Forsythe Student Paper Competition, also presents a linear sieve algorithm. To delete from S all composite integers whose lowest prime factor is p, Mairson's algorithm first uses the set S to compile a list of these integers, then sequences through this list to delete them from S. The use of an auxiliary list is unnecessary in our algorithm because of Theorem 2.1.
Mairson does an excellent job in analyzing the efficiency of his algorithm, and most of his analyses will carry over to our algorithm.
Algorithm 1 also works for n --2 and n = 3; the condition n _> 4 is used only to simplify the proof.
Dexter Kozen has discovered an easy way to extend the algorithm to find the complete factorization of an integer n in no worse than linear time. This extension is not surprising, since Shank's [8] The development of this algorithm emphasizes several points. First, it could not have been developed without recognition of an important property of nonprimes--their unique decomposition given in Theorem 2.1. Efficient algorithms come less from clever tricks than from a good understanding of properties of the values being manipulated. Secondly, the correctness of the algorithm rests on some nontrivial mathematical theorems (Lemmas 1-4). Once these theorems are understood, the algorithm itself seems quite simple. We see here a distinction between the complexity of an algo-
