Abstract-Algorithms for the estimation of a channel whose impulse response is characterized by a large number of zero tap coefficients are developed and compared. Estimation is conducted in a two-stage fashion where an estimate of the nonzero taps is followed by channel estimation. Tap detection is transformed into an equivalent on-off keying detection problem. Several tap detection algorithms are investigated which tradeoff between complexity and performance. The proposed methods are compared to an unstructured least squares channel estimate as well as a structured approach based on matching pursuit. Three schemes in particular are developed: a sphere decoder based scheme, a Viterbi algorithm based method and a simpler iterative approach. The latter offers a better tradeoff between estimation accuracy and computational cost. A joint estimation and zero tap detection scheme is also considered. All solutions exhibit a significant gain in terms of mean-squared error and bit error rate over conventional schemes which do not exploit the sparse nature of the channel, as well as the matching pursuit approach which does endeavor to exploit the sparsity.
I. INTRODUCTION

C
HANNEL estimation for the purposes of equalization is a long standing problem in communications and signal processing. In this paper, we consider the particular problem of estimation of sparse channels, that is, channels whose time domain impulse response consists of a large number of zero taps in the standard uniform tapped delay line model. Conventional methods which ignore this structure can suffer from over-parameterization leading to poor performance. For example, the conventional least-squares approach assumes minimal a priori information about the unknown channel. However, when the impulse response is "long," the accuracy of this estimate is no longer satisfactory since estimation effort is directed towards estimating all the channel coefficients (many of which might be zero) and the associated channel estimation error can be high. Thus, our goal herein is to exploit the sparseness of the channel to improve performance. Sparse channel estimation has gained recent interest [2] , [3] , [7] , [10] due to the fact that certain cellular [4] , [5] and underwater channel models [6] , [7] , [15] are best modeled as sparse. The sparse channel model has utility also in the context of ultra-wideband communications as, for complexity reduction purposes, it is of interest to estimate only dominant multipath fingers and thus impose a very sparse structure on the channel [1] .
Previously reported approaches for sparse channels, such as [8] , [9] , are based on the use of a measure to determine when a channel tap is non-zero ("active") and require the definition of an "activity" threshold. Such measures are typically chosen according to some intuitive criterion. In [7] , the authors propose a sparse equalization method subject to an upper bound on the signal estimation error. Assuming white inputs in the training phase, they show the advantage of such a scheme over conventional "full order" decision feedback equalizers. In [3] , the properties of least-squares estimators for sparse channels are investigated and the activity threshold is theoretically derived from the minimization of a least-squares cost function. This approach assumes that the input signal is "white" or uncorrelated over time. In systems with "colored" inputs, two solutions are proposed. One resorts to prewhitening methods which lead to an increase in complexity [3] . The other [10] requires knowledge of the activity noise level in order to fix an appropriate threshold for the non-zero taps. Furthermore, it is assumed in [3] that the number of desired non-zero taps is known a priori; for unknown model order, a penalty function is added to dissuade a large number of non-zero taps. In [2] , the matching pursuit (MP) algorithm is used to estimate channel taps sequentially by maximizing the correlation of a column of the mixture matrix with the residual signal. Besides being sensitive to the choice of the stopping rule (as is shown in the sequel), for scenarios where there might be large inter-path interference due to long pulse shapes or the existence of dense clusters in the channel, the matching pursuit algorithm results in performance losses.
The approaches proposed here neither presume a known channel order, nor require the use of active tap measures. We consider the channel estimation problem in two stages (see Fig. 1 ). First, with an initial "unstructured" least squares (LS) estimate, we pose a detection problem by casting the determination of non-zero taps into an on-off-keying (OOK) problem. Then, once the locations of the non-zero taps have been determined, the channel estimate is refined by exploiting the knowledge previously acquired on the position of the nonzero taps ("structured" estimator). The optimal OOK detector has prohibitive complexity and thus sub-optimal alternatives are investigated. We develop a suite of methods for the detection of non-zero taps which offer different operating points on the performance-complexity tradeoff curve. Due to our problem formulation, we must modify schemes for detection of a data sequence into detection of non-zero taps in the channel. Thus, channel length in the current context is equivalent to data sequence length for classical demodulation methods. We employ the following tap detection strategies: the Viterbi algorithm [12] , the sphere-decoding algorithm [11] , and a new iterative scheme with threshold. An interference cancellation scheme based on the knowledge of the zero taps is also introduced as a low complexity alternative to the structured least squares approach for refinement of the channel estimate after tap detection. The computational cost of the iterative scheme is low, but the method suffers from error propagation. Finally, a joint channel estimation and tap detection scheme which avoids the initial estimation stage is derived. Although its complexity is exponential in the number of taps to be detected, an approximate version is provided which performs detection through a Viterbi algorithm or sphere decoder implementation and has limited performance loss.
The above mentioned strategies are compared in terms of complexity, mean squared error (MSE) and bit error rate (BER) at the output of a receiver employing the final, refined channel estimate. The two stage channel estimators employing the Viterbi approach, sphere decoding and the iterative algorithm followed by structured least-squares estimation offer a significant improvement over the unstructured least-squares channel estimator as well as the matching pursuit algorithm which was designed for sparse channels. Interestingly, for the scenario under consideration -tap detection followed by channel estimation -the Viterbi and iterative methods offer the best trade-off between performance and complexity. In fact, we find that the sphere decoder applied to our specific real value integer minimization problem does not offer significant advantages in terms of computational complexity as we increase the number of taps to be detected, that is, the depth of the search tree. Due to the sparse and "structured" nature of our OOK detection problem and the difficulty of choosing an appropriate initial radius, the size of the tree, i.e. the number of nodes to be visited, can be large thus leading to a high expected complexity of the algorithm [16] .
The remainder of this paper is organized as follows: Section II describes the system model and the OOK detection problem. The strategies for the zero-tap detection and channel estimation problem are introduced in Section III, while the joint channel estimation and tap detection approach is presented in Section IV. The complexity of the proposed algorithms is discussed in Section V. Section VI develops the Cramer Rao bounds for both an unstructured and structured signal model. Finally, we compare the proposed schemes via simulation in Section VII and draw conclusions in Section VIII.
Notation 
II. SIGNAL MODEL
We assume a single-user system, where a pulse shaped symbol is transmitted through a channel modeled by a finiteimpulse response filter. The received real valued signal is passed through a RRC filter and is sampled; the resulting signal in a symbol duration can be written in matrix form as [23] :
where,
and
. . , M, being the sampled pulse shape at sampling instant i (M is the number of samples per transmitted pulse,
T are the taps of the discrete-time FIR filter (of length L), which models the channel impulse response (CIR): see Fig. 2 . In our model, L represents the delay spread of the channel, which is assumed to be approximately known at the receiver (L could be for instance acquired through channel sounding techniques) [19] . In the following, we shall model h as a deterministic but unknown vector. Furthermore, as we consider sparse channels, the vector h has non-zero values in the set of positions P=(p 1 p 2 . . . p m ) and b is a sparse vector whose entries are obtained as:
Notice that the weight of b is m, the number of non-zero taps in the CIR. We define m to be the channel order which is unknown a priori. 1 Finally n is the additive, white Gaussian noise vector whose samples have (two-sided) power spectral density σ 2 = N 0 /2 [14] . Rather than estimate h directly, in the following, we consider the detection of the vector b which can be be posed as a classic On Off Keying (OOK) detection problem (see e.g. [12] ). The sparse channel model in Fig. 2 (similar to the one adopted in [3] ) was also recently proposed by Stojanovic in [15] to model underwater acoustic channels. It is clear that the extension of our approach to ultra-wideband channels, where some taps are zero while many others are negligible, but not exactly zero, requires, for instance, the definition of an appropriate threshold. If the absolute value of the channel coefficient falls below this threshold, the tap is declared to be zero and the model in (1) can still be applied. The investigation of this type of approach is beyond the scope of the present work.
III. ZERO-TAP DETECTION AND CHANNEL ESTIMATION
We now present three methods for detecting zero-taps in the channel impulse response (Sections III-A, III-B and III-E). These schemes are typically used in detection problems and in the general case, their computational cost is much higher than that of the regular least squares (LS) approach. However, we expect better performance in the mean squared error sense.
All the following zero-tap detection schemes require a first "unstructured" estimate of the channel which does not assume any a priori knowledge on the zero tap positions. As such, the signal model in Section II can be rewritten as
where vectorb is omitted, since the sparse nature of the channel is not explicitly considered at this stage. Given (5) an estimate of h is readily found solving the following LS problem:
where we have implicitly assumed that the matrix U T U is regular and can thus be inverted. The result in (6) will be referred to as the Unstructured Estimator (UE).
It should be also noted that while the schemes considered in the following assume that the channel estimate in (6) is "noise-free," in reality, this is seldom the case. The effect of this initial estimation error on the performance of our schemes will be addressed by simulations in Section VII.
A. Approximate Maximum Likelihood Detector (AMLD)
Let us reconsider our estimation/detection problem in light of the previous results. When the probabilities of a certain tap being 0 or 1 are not known a-priori (they depend on the statistical nature of the channel), a possible approximation is to fix P (b i = 1) = P (b i = 0) = 1/2 and resort to an approximate maximum likelihood sequence detector in order to detect the vector b, i.e:
where the distribution p(x|b,ĥ) can be inferred from (1) and is given by
After standard manipulations and neglecting all the terms that do not depend onb, (7) can be expressed as:
Using (9) in (10) we obtain
Let us denote
Substituting (11)- (12) in (10) yieldŝ
with
where we have used the symmetry of the function φ(i, j) defined in (13) . In Section V, it is shown that, due to the finite duration of the transmitted pulse, the optimization problem in (14) can be solved using the Viterbi algorithm [12] with 2 M states. This detector is referred to as the Approximate Maximum Likelihood detector (AMLD), where 'approximate' refers to the fact that the probability of a tap being zero (or one) is assumed to be 1/2.
B. Sphere Detection (SD)
We next consider the sphere decoding algorithm (SD). The sphere decoder was originally proposed in [11] and a flowchart of the algorithm is available in [17] . For many communication applications, the SD represents a near optimal approach to truly approximate maximum likelihood decoding of real valued integer least-squares problems. More precisely, in [16] and [18] it is shown that, under certain conditions, the complexity of the SD is exponential in L for low signalto-noise ratio (SNR) and polynomial for small enough noise variances (often cubic or sub-cubic) and this was the major motivation for its consideration as a candidate scheme for our problem. Unfortunately, similar considerations on the complexity cannot be made for our specific scenario, where we detect non-zero taps (see Section V) and where the number of nodes/points to be visited in the search tree can be very large [16] in the absence of a judicious choice of the initial radius. Also, it is worth noticing that for the signal model under study, the delay spread of the channel L (i.e. the depth of the search tree) corresponds to the length of the data sequence in "conventional" ML detection problems.
Recalling the signal model in (1), SD solves the problem:
and decodes the received signal x in (1) to the closest point on a lattice, generated by transforming the lattice D througĥ Θ, whereΘ = Udiag(ĥ). This is achieved via searching in a hypersphere of given radius. 3 We now provide a description of the sphere decoding algorithm as applied to the signal model introduced in Section II which follows along the lines of that in [16] with some modifications. Specifically, we set D to be {0, 1}
L (see Step 3 below) and consider Hard Output decoding -that is the algorithm itself provides estimates of the vector
i,j=1 the matrix obtained from the QR decomposition ofΘ. Now, let r be the radius of the hypersphere to search over and letb 0 = (Θ)
. . ,b L ] to be estimated. The following steps provide an outline for the SD with inputsΘ, x, r. In our simulations, the radius r has been coded to a fixed value. Determining r (ideally the covering radius of the lattice), unfortunately, is accomplished experimentally since computing the covering radius of an arbitrary lattice is NP-hard [17] (see Section V for more details on the choice of the radius).
) Saveb k and go to 3.
C. "Structured" Least Squares Channel Estimate (SE)
Once the positions of the zero taps have been detected, the next step is estimating the "active" taps in the channel impulse response. To this end, we propose two different strategies. The first one is again based on least squares techniques whereas the second one (Section III-D) is akin to a conventional interpulse interference (IPI) cancellation scheme.
Rewriting the received signal model in (1) as
and denoting U b = Udiag(b), a new estimate (ĥ * ) of the channel response is readily found solving the following LS problem:ĥ * = arg miñ
whereb is the vector detected through (14) or through the sphere decoder. Calculating the gradient of the above expression with respect toh * and setting it to zero, we get the following estimator forĥ * :
In the following, we will denote by AMLD-SE and SD-SE the structured estimators which make use of the estimate of the zero-tap vector provided by the AMLD and the SD, respectively.
D. Interference Cancellation Estimator (ICE)
As above, we assume that the zero tap positions have been already estimated (through the AMLD in Section III-A or through the SD in Section III-B). Following (8)- (15), the probability distribution of the received vector conditioned on the trial channelh
and on the estimated vectorb can be rewritten as:
4 denotes rounding to the nearest smaller element in the set of numbers in {0, 1}.
Taking the derivative of (20) 
and thuŝ
Note that the above strategy is nothing but an interference cancellation scheme (referred in the following as successive interference cancellation detector, ICE). In fact, based on the previous estimates ofĥ * [j] and on the knowledge of b, the interference generated by the previous taps is first reconstructed and then removed from the i-th received sample z(i). Compared to the SE technique described in Section III-C, where we are jointly optimizing over the whole channel vector h * , the approach in (22) is suboptimal since the maximization is carried out tap by tap and propagation errors might occur (note that h * [i] depends on the previous estimates h * [j] for j < i). However, due to the sparse nature of the channel, this issue does not have a significant impact on the BER performance (see Section VII-B) and the ICE represents an attractive alternative to the LS structured estimator due to its limited computational complexity (no pseudoinverse, nor matrix multiplication, is required).
E. Iterative Detection/Estimation With Threshold (ITD-SE)
In this section, we introduce a third detection/estimation scheme which takes "hard" decisions on the zero-tap positions, computes the structured estimates as in III-C and then iterates between these stages until almost no change is observed in the estimated channel vector. More precisely, denoting N the number of possible values for the threshold and setting Δ =
, the algorithm is as follows: While
where
is below the given tolerance or the number of maximum iterations N t is exceeded, then increment t of Δ and repeat 3).
4)
Simulation results will show that this scheme compares favorably to the Viterbi algorithm in Section III-A and the number of iterations is typically limited to N t = 3. As a drawback, N estimation processes have to be carried out in parallel (Step 3) before the "optimal" threshold, and thus the "optimal" structured channel estimate, is selected (see Step 4 and 5) . Such a strategy allows us to have an SNR adaptive threshold and thus achieves improved performance with respect to a simpler solution which adopts a threshold fixed a priori. This scheme will be referred in the following as ITD-SE.
IV. JOINT CHANNEL ESTIMATION AND ZERO TAP DETECTION (JDE)
We next consider an alternative approach to zero tap channel estimation which avoids the first "unstructured" estimation stage and makes use of the sphere decoding algorithm. This scheme will be referred in the following as Joint Detection Estimator (JDE).
We would like to solve the following optimization problem:
Keeping b fixed and varying h, we find the following closed form expression (see (19) ):
Substituting in (24) yields:
The solution of the integer least-squares optimization problem in (26) implies a multidimensional search over the vectorb and thus a complexity which grows exponentially with the number of taps L. To circumvent the previous issue, we seek to pose (26) in a simpler form similar to (16) . To this end we introduce the following approximation which is typically satisfied if the pulse u(t) has good auto-correlation properties:
where we have approximated the product U T U with the identity matrix scaled by the energy of the pulse ρ. Denoting y = U T x, with standard manipulations we can now rewrite (26) asb
A first way to solve this integer least-squares optimization is to employ the sphere decoder (SD) similarly to what has been done in Section III-B. An alternative approach is the maximum likelihood sequence detector (AMLD) which can be easily applied to (28) with very few modifications with respect to (7)- (15). Again, onceb has been determined, the structured estimate of the channel is found as in (19) and (25). 
V. COMPLEXITY OF THE PROPOSED SCHEMES
In the following, we briefly discuss the computational cost of the three detection/estimation schemes outlined in the previous sections. Particularly, we will focus on the AMLD-SE, the SD-SE and the ITD-SE. Note that the AMLD-SE and the SD-SE are basically two different approaches to the same LS optimization problem even though their computational cost can be quite different. As for the JDE in Section IV, its complexity is exponential with the number of taps in the optimal case, whereas, in the approximate case, the bulk of the computation is basically due to the detection scheme (AMLD or SD) employed to solve the least squares problem in (28). Therefore, the considerations we will make in this section for the AMLD-SE and the SD-SE can be readily extended to the joint detection and estimation scheme.
Let us begin with the AMLD-SE. As is well-known, the complexity of the Viterbi algorithm is linear in the number of symbols to be detected and exponential in the "channel" memory length. In our scenario, the length of the data sequence corresponds to the length of the channel, whereas the role of the channel is played by the transmitted pulse As for the ITD-SE, it can be easily seen that the bulk of the computational complexity of this scheme is basically due to the matrix inversion and multiplication 5 required to find the structured estimate of the channel in (23) . The number of operations required is thus in the order of O (N t N L 3 ) which turns out to be polynomial in the number of taps L.
The computational complexity of the SD-SE requires a little more attention. As discussed in the previous section, the sphere decoder decodes the received vector to the closest point on a lattice of radius r. In [16] and [18] it is shown that the complexity of the SD is exponential in L for low SNR and polynomial for small enough noise variances (often cubic or sub-cubic) and this complexity feature was the major motivation for its consideration as a candidate scheme for our problem. Unfortunately, the derivation in [16] , [18] relies on two important facts which do not apply to our case:
• In [16] , [18] the channel matrix H, which in our case corresponds toΘ, has zero-mean unit-variance Gaussian entries, or, more generically, has i.i.d. columns and is rotationally invariant from the left. Such an assumption is crucial to the computation of the expected complexity of the sphere decoder in a closed form, but unfortunately does not hold anymore for our signal model since the rotationally invariant nature ofΘ appears hard to prove due to the sparseness of this matrix. As an alternative, the semi-analytic procedure in [18] could be extended to the problem under study with slight modifications, provided that the entries ofΘ are modeled as zero-mean unit-variance Gaussian random variables. However, this method requires an exhaustive enumeration of all possible lattice points in the hypersphere of decreasing dimension k and must be solved numerically.
• The choice of the search radius is crucial for the computational complexity of the sphere decoder. In [16] , [18] , the radius is fixed accordingly to the pdf of the norm of the received vector which for a channel matrix H with zero-mean unit-variance Gaussian entries has a chi-square distribution. 6 In our case H =Θ has a much more complex structure. When the radius is fixed deterministically, as in the present work, nothing can be said on the complexity of the sphere decoder [20] . For the above mentioned reasons, in this work we adopt a much simpler approach which aims to show the behaviour of the complexity as the number of taps in the channels increases (i.e. as the dimensionality of the estimation problem grows), rather than providing the exact number of flops required by each single algorithm in order to detect the zero tap vector. Fig. 3 shows the complexity exponent as a function of L (length of the channel and thus of the symbol vector to detect) for the AMLD-SE, the SD-SE and the ITD-SE. The complexity exponent is defined as [18] 
In ( an estimate ofb (andĥ * ) at a given E b /N 0 , where E b is the received energy per symbol. The complexity of the exhaustive search is also plotted for comparison. Again, the numerical results in Fig. 3 are not universal since the actual number of flops may depend on the software implementation of the algorithms. However, these curves clearly point out that, for our specific setting, the SD-SE has exponential complexity, whereas the complexity exponents of the AMLD-SE and of the ITD-SE are basically constant with L.
VI. CRAMER RAO BOUND COMPUTATION
We now compute the Cramer Rao Bound (CRB) for the "unstructured" and the "structured" signal model in (5) and (1), respectively. As previously stated, the channel h is model as a deterministic and unknown vector. We begin with the unstructured estimator. From [23] and recalling the signal model in (5), the CRB is obtained as
Note that the estimator in (6) is unbiased, as it can be easily shown that E ĥ = E (U T U) −1 U T x = h, and thus the CRB reflects a lower bound on the error variance forĥ. For the case of the structured estimator in Section III-C, the situation is slightly more complicated. As we are interested in a lower bound for the estimation accuracy, we assume perfect knowledge of the zero tap vector, i.e.b = b and thenΘ = Θ.
From (5), we obtain the following expression for the Fisher Information Matrix (FIM):
Our next step is to verify that, whenb = b, the structured estimator is unbiased. To this end, we observe that U b T U b has rank smaller than L (the smallest dimension of the matrix) 7 and is thus singular. Also, note that J * is in fact obtained from the full rank FIM J = 1 σ 2 U T U by replacing m columns (and corresponding rows) with all zero entries at each index i for which b i = 0. For this type of matrix it can be shown that, In order to ensure that our estimator in (19) has finite variance, the condition Y = YJ * J * † must be satisfied [25] . This equality is easily satisfied recalling (32) and observing that
Finally, in Section VII, we will be interested in comparing the total computed Mean Square Error (MSE) h−ĥ 2 (or h−ĥ * 2 ) with the trace of the CRB matrix for both the unstructured and unstructured case [26] . Let us define
Overmodeling by adding channel coefficients cannot decrease the CRB. Therefore, we expect CRB-S ≤ CRB-U. This is straightforward to show for the current scenario. More precisely, we introduce a full rank reduced size matrix J r obtained by deleting L − m rows and corresponding columns from J. It can be shown that J r and J * have the same nonzero eigenvalues and thus their traces coincide. Notice that J * is obtained from the full rank matrix J by replacing L − m columns (and corresponding rows) with all zero entries at each index i for which b i = 0. Therefore, J r can alternatively be obtained by deleting L − m rows and corresponding columns from J * . The advantage of working with J r instead of J * is that J r , differently from J * , is a full rank matrix and there is not need to apply the pseudoinverse operator. The same can be said for (J r ) −1 and (J * ) −1 . Also, observe that both J and J r are symmetric positive definite matrices. We denote
the eigenvalues of J and J r , respectively. Applying Theorem 4.3.15 in [27] yields
and thus
where we have used the fact that the matrix J is positive definite and consequently, all its eigenvalues are greater than zero. From (37), recalling (30) and (33), it readily follows that CRB-S≤CRB-U.
VII. RESULTS
In our simulation results, we consider a channel with L = 30 and m = 8 (see Fig. 2 ). For the pulse shape we have chosen a root raised cosine function with roll-off factor 0.5 and M has been set to 6. The proposed estimation schemes are compared in terms of MSE and BER. For the data detection part, the transmitted signal is BPSK modulated, so that the real valued received signal over the i-th symbol interval can be written (in matrix form) as x i = a i Uh + n i , where a i takes values ±1 and the intersymbol interference is ignored. Fig. 4 provides the Mean Squared Error (MSE) and the trace of the Cramer Rao bound computed in Section VI for both the unstructured and structured LS estimator. The MSE is determined as MSE = 1/N N n=1 h−ĥ n 2 , where N = 100 is the number of Monte Carlo runs in the simulation. The true channel and the channel estimate for run n are denoted by h andĥ n , respectively. The superiority of the estimation strategies which exploit the sparsity of the channel is patent here for the ITD-SE and the AMLD-SE. 8 As expected, the CRB for the unstructured case (CRB-U) is always higher than the one corresponding to the structured case (CRB-S) which effectively exploits the inherent structure of the (sparse) channel under study. Also notice that the MSE of the unstructured least squares estimator (curve labelled 'UE') achieves the CRB-U in (30) for all SNR values, whereas the structured estimator which makes use of the AMLD strategy to detect the zero tap positions appears to have a floor at high signal to noise ratios due to imperfect "detection" of the zero taps. If we assume perfect knowledge of the zero tap vector b (curve labelled 'PTK-SE'), then the MSE curve lies on the CRB-S in (33) and exhibits the same behavior as the unstructured case. Errors in the detection of the zero tap position are partly due the AWGN noise in the received signal and partly to the fact that all our detection strategies rely on a coarse (and noisy) initial estimate of the channel. It is also seen from Fig. 4 that for E b /N 0 ≥ 5 dB, the MSE curve of the ITD-SE is closer to the CRB-S thanks to the iterative nature of this algorithm. As explained in Section VII-B, at each iteration, the zero-tap vector detected by the ITD-SE becomes more and more sparse, meaning that a tap which has been erroneously detected as 'one' at the first iteration can become a 'zero' at the following one, thus improving the structured channel estimate. However, residual errors on the detection of the zero taps still exist at high SNR. In fact, a non-zero tap which is below the threshold at the first iteration is automatically set to zero and it will not change its value with the next iteration. 9 The threshold effect exhibited by the ITD-SE at low SNR values is instead determined by a threshold t (see (23) ) which is too low with respect to the signal range. As a consequence, almost all taps are selected thus leading to performance closer to the unstructured estimator.
A. MSE Performance
In Fig. 5 , we contrast the AMLD-SE and the UE with the Matching Pursuit algorithm (MP) proposed in [2] . Despite its simplicity, this iterative algorithm (MP) is sensitive to inter-path interference and, even more, to the choice of the stopping rule. In fact, we can terminate the process when m # non-zero taps have been detected, or, as an alternative, when the norm of the residual signal is smaller than a certain threshold T h . For the simulation results in Fig. 5 , we have considered three different criteria: m # = m = 8, m # = 15 and T h = 0.01. It is seen that even in the most optimistic situation, i.e. when the order of the channel is known to the Matching Pursuit algorithm, it is still outperformed at low SNR by the AMLD-SE, which does not require any a priori knowledge on the number of active taps. On the other hand, stopping the iteration when the residual error meets a given tolerance results in a large performance loss (note that the MP and the UE, which does not consider channel structure, are almost indistinguishable). Fig. 6 compares the BER at the output of the correlation receiver for the UE, AMLD-SE, ICE and the joint estimation scheme (JDE) in Section IV. The Viterbi algorithm has been used to solve the optimization problem in (28). The optimal value provided by the single-user bound is also shown for comparison. It is seen that at high SNR the AMLD-SE outperforms the UE by around 1.5 dB. While the AMLD-SE uses (19) to compute a refined LS estimate of the channel impulse response, the ICE finds the position of the zero tap through the AMLD (since this has been shown to offer a better tradeoff between complexity and performance than the SD) and then estimate the channel as in (22) . It can be seen that this approach, despite being sub-optimal, compares favorably with the conventional UE and loses only a fraction of a dB with respect to the AMLD-SE (which has higher complexity as explained in Section III-D). As for the joint zero tap detection and channel estimation scheme, it is seen that the AMLD-SE and the approximate JDE have basically the same performance. Only at high SNR values, is the JDE superior. Further simulation results (not shown here) indicate that the approximation in (27) , (28) leads to a loss of fractions of a dB with respect to the optimal solution in (26) . However, these results have been obtained over a much shorter channel with L = 15, since the exhaustive search required by the exact JDE makes it very computationally intensive for larger values of L.
B. BER Performance
We note that in the scenario under investigation, the AMLD does not provide the optimal solution to the problem. As a matter of fact, this algorithm is found to be somewhat sensitive to the probability of a tap being 0 as described by the derivation in Section (III-A). Results for the AMLD can be improved by using estimates of the a priori probability of a tap being zero. This information could be derived from the channel model. However, computing P (b i = 0) corresponds to evaluating P (τ l = i) for l = 1, 2, . . . , L, where τ l is the time of arrival for the l-th propagation path. As is clear, this would require a detailed characterization of the sparse channel statistical properties which are not often available. As a matter of fact, in the literature, authors typically assume fixed channel impulse responses [2] , [3] or resort to existing transmission data records [7] .
The AMLD-SE and the ITD-SE are compared in Fig. 7 . It is seen that, at high SNR, the AMLD-SE is outperformed by the ITD-SE by less than 1 dB. Also observe that if we fix the number of iterations to 1 for the ITD-SE (curves labelled 'ITD-SE (N t = 1)') a significant performance loss is incurred. In contrast, the AMLD-SE does not improve if we iterate back and forth between the structured estimate in (19) and the zero-tap detection strategy in (14) (curve labeled 'AMLD-SE (iterative)'). This fact can be explained as follows. Let us begin with the ITD-SE. The first estimate of the zero tap position is fed to the structured estimator which is bound to obtain a more refined estimate of the channel coefficients since the estimation efforts are now focused on a smaller number of parameters. This implies that the second threshold operation will be more successful with respect to the previous one and thus set to zero other coefficients previously estimated as significant taps and which do not exceed the threshold anymore. In other words, the estimated zero-tap vector becomes more and more sparse at each iteration. This is not the case for the AMLD-SE. Recall the expression of the Viterbi metric in (15) . It can be seen that after the first structured estimation stage, some of the coefficientsĥ[i] (nowĥ * [i]) will be zero, which implies that the corresponding b i can be either 0 or 1. As a consequence, there is no certainty that at the next iteration stage, the detected zero vector will be more sparse as occurs for the ITD-SE. Such a result has led us to rule out the consideration of other more "optimal" iterative schemes such as the EM algorithm described in [21] , [22] which basically reduces to iteratively detecting the tap through the Viterbi algorithm by making use of a structured estimate as the one given in (19) . Fig. 8 shows the BER results obtained for the Matching Pursuit algorithm. We have considered only two different criteria, i.e. m # = m = 8 and m # = 15, since the threshold criterion discussed in the previous section for the MSE comparison exhibited poor BER results. Again, we observe that although the Matching Pursuit algorithm has perfect knowledge of the channel order, both the AMLD-SE and the ITD-SE have lower BER. In the case of imperfect knowledge of the channel, the UE and the MP have similar performance. The gap between the MP and the AMLD-SE/ITD-SE is perhaps more evident here than for the MSE results in Fig. 5 . As a matter of fact, due to the presence of inter-path interference and a sub-optimal choice of stopping rule, the matching pursuit algorithm is not always able to detect all the non-zero taps. This results in lower energy capture and has a larger impact on the BER versus estimation accuracy.
Finally, by comparing the results for the ITD-SE with those obtained for the JDE in Fig. 6 , we conclude that the first stage estimation can be easily avoided with only a small performance loss and no increase in complexity by resorting to the (approximate) joint channel estimation and zero tap detection algorithm of Section IV.
VIII. CONCLUSIONS
In this paper, we have investigated sparse channel estimation by formulating the estimation problem as an OOK detection problem. The estimates of the location of zero-taps in the CIR are generated using three algorithms developed to exploit the channel structure. The three algorithms are the AMLD-SE, or the ITD-SE or the SD-SE. This information is then used to improve the originally generated CIR estimates. It was seen that the zero tap estimation schemes outperform the other schemes in terms of BER and MSE and offer significant advantage over more conventional techniques which do not take into account the sparse nature of the channel impulse response. In terms of complexity, due to the finite duration of the pulses and to the specific signal model considered herein, we have found that the AMLD-SE based on the Viterbi algorithm and an iterative scheme with threshold exhibit lower computational cost than the sphere decoder, which is typically presented in the literature as an attractive and efficient method to solve the maximum-likelihood decoding problem in reasonable time.
Future works include the extension of the proposed approach specifically to ultra-wideband communication systems where other issues such as pulse distortion, long delay spreads and the existence of many negligible, non-zero channel coefficients come into play and poses new challenges to our zero-tap detection/estimation method.
