Density estimation aims to predict the spatial distribution of a crowd scene, and crowd counting aims to automatically check the number of heads as close as the ground truth. We propose a mask guided GAN (Generative Adversarial Network) architecture to solve these two problems synthetically.
I. INTRODUCTION
Density estimation and crowd counting, aiming to analyze crowded scene based on original images automatically, has got a big boost from the development of deep learning. And it is an important task in computer vision because of its potential application in urban planning, crowd management, and ubiquitous surveillance. Moreover, the networks designed for this task can be applied in the similar tasks with specific modification or constraint, such as vehicle detection and counting at traffic junctions or superhighway [1] , animal crowd estimation [2] in wild and automatic counting of particular cells in microscopic images in laboratory medicine [3] . Tremendous efforts have been taken to solve this problem, such as cross-scene counting [4] , MCNN [5] , Switching CNN [6] , ACSCP [45] , ACSPNet [8] , MMCNN [9] . However, crowd counting and density estimation are still challenging tasks due to the complicated content that appears in the original image The associate editor coordinating the review of this manuscript and approving it for publication was An-An Liu .
(buildings, roads, and trees besides crowds). In practice, to make the problem tractable, some work has attempted to extract features that can get better representation by exquisite design.
Given a crowd scene image or frame from a video, we design a network to obtain the accurate number of people in the image, especially the number of head. And the pixel-wise density map representing how they are spatially arranged. The annotation data are challenging for the training process since manually labeling each pedestrian with a dot is time-consuming. For the crowd counting task, the detectbased method sums the number of detected objects to get the count. In the sparse crowd scene, for example, fewer than 50 pedestrians on the campus trail, rectangular bounding boxes are detected and accurate count can be achieved. In dense crowd situations, the performance may decrease owing to the severe occlusions, appearance variations, and perspective distortions. The regress-based method has gained more considerable attention due to the recent impressive progress based on convolutional neural networks (CNN).
The number of people can be directly regressed without object detection. The density-based method is designed to predict the density per pixel so that the total number can be calculated by integration. The annotation scheme, one on the position of the head indicating the existence of pedestrian and zero indicating no pedestrian, is unsuitable for training as its limitation of the data point. Hence the Gaussian kernel is placed at each annotated pixel to generate a density map for training. Different forms of kernels affect the performance of networks dramatically. That is to say that the density-based method highly depends on the types of density map ground truth. More specifically, this strategy requires ''sharper'' density maps, preserving distinct spatial information of objects and proper neighboring region to guarantee training stability.
Moreover, in crowd scene images, the leaves and building textures away from the camera or the clothing patterns and people's eyes near the camera usually misjudged as head of pedestrians by regressors. This phenomenon significantly reduces the accuracy of the predict results. To overcome this obstacle, previous works have shown that using a perspective normalization map [4] , [10] - [12] can help to improve the counting accuracy. Some apply a perspective weight at each pixel. Others normalize the patch size accordingly to adjust for the scale of the object at that location. However, it is difficult to measure the object from head to toe in a dense crowd. Besides, Region of Interest (RoI) is used in some scenes such as a campus path [10] or an area of the World Expo pavilion [4] . Inspired by this, we take the crowd mask into considering aiming to define the region of the crowd explicitly. The ''sharper'' crowd mask preserves the spatial information, and the area of each instance mask indicates the perspective weight.
We propose a simple and effective approach, mask guided generative adversarial network (GAN), which can provide accurate density maps and counting prediction results. Before feeding the crowd images into the GAN, a powerful object task generator preprocesses it to guide the subsequent operation which can be seen in Fig. 1 . The reason is that concealing the deceptive background can significantly enhance the accuracy of the experiment results and prevent unwanted data in a density map. Then a GAN is used to predict the density map, in which an encoder-transformer-decoder architecture acts as a generator. And a simple CNN is worked as a discriminator to distinguish the real samples from the fake samples. Besides, for counting, we add a counting regressor after the transformer component. The regressor merely continues the feature extraction, rather than increasing the resolution of the map, which is good at a closer number with the ground truth. On the other hand, to make the branches work smoothly and independently, we introduce the concept of composition loss [13] . We try to create an order in the training procedure, basically in parallel processing, combining an adversarial loss, L1 loss for density map prediction and another simple but effective L2 loss for counting prediction. This training strategy improves the performance of our method and enhances the quality of the density map and counting value. We train a mask guided General Adversarial Network (top) to improve the performance for density estimation and crowd counting. It is effective to remove the fake data in background region than without mask guided method (bottom).
In summary, the main contributions of this work are highlighted as follows:
1. We propose an effective mask guided GAN method for density estimation and crowd counting, considering the mask information to guide the prediction. Taking advantage of the key spatial information contained in the mask predicted by Mask Generator, we can avoid the misperception about the RoI, significantly improve the accuracy of the results.
2. We design a composition loss function for training the network. An adversarial loss combined with density loss to train the GAN for density map estimation, and a counting loss for the counting branch to pursue more accurate results. Our parallel training strategy by this composition loss function is valid, and the two branches do not influence each other. Experimental results compared with the state of art methods show that our mask guided GAN method can estimate crowd numbers accurately from any perspective and predict highquality density maps.
The remainder of this paper is organized as follows. In Section 2, we briefly review the related work. Then our mask guided GAN model is proposed in Section 3. Experimental results for our proposed model on datasets of different density distribution are presented in Section 4. Finally, the conclusion and prospect are presented in Section 5.
II. RELATED WORK A. GENERATIVE ADVERSARIAL NETWORK
With the impressive progress based on generative adversarial networks (GANs), it is little wonder that unsupervised learning gains considerable attention. Since a standard GAN model [14] is proposed, the representations that can be learned by GANs have been increasingly linked to various applications, including image synthesis, semantic image editing, style transfer, image super-resolution, and classification. GAN's basic idea is derived from the two-person zero-sum game of game theory, which consists of a generator (G) and a discriminator (D). It is trained through adversarial learning to estimate the potential distribution of data samples and generate new data samples. Theoretically, any differentiable function can be used to construct D and G. It is hoping for combination with deep neural networks to make deep generative models.
Despite the disadvantages such as instability in training, poor interpretability and collapse mode, GAN seems to produce a better and more convincing sample. Various derivative models, such as conditional GAN [15] , DCGAN [16] , InfoGAN [17] , Wasserstein GAN [18] , WGAN with gradient penalty (WGAN-GP) [19] , Auxiliary Classifier GAN (ACGAN) [20] , (LSGAN) [21] , SeqGAN [22] and Cycle GAN [23] , based on GAN are proposed to improve the model structure and further expand the theory and application.
To construct a stable architecture, Radford et al. [16] proposed DCGANs which is a firm set of convolution neural network (CNN) architectures, and many techniques such as batch normalization and types of activation functions to help stabilize the GAN training. Then a startling progressively training GAN [3] can generate very high-quality face images that difficult to distinguish from real ones.
For counting task, some efforts [24] , [25] , [45] have been made to solve the scale variation problem through GAN recently. For example, ACSCP [45] design two parallel GANs in different scales. A cross-scale pursuit loss targets at minimizing the residual error between the two estimation results. Yang et al. [24] proposed a method using a multi-scale FCN as the generator to extract different levels of features from multiple hierarchical convolutional layers.
B. IMAGE SEGMENTATION
Image segmentation is a classical problem and has become a hot topic in the field of image understanding. It is the first stage and the foundation of image analysis. Many methods [26] - [29] have been proposed. Recent image instance segmentation method, Mask R-CNN [26] , can generate highquality binary segmentation masks in RoI, whether foreground or background. Authors use a RoIAligh layer instead of RoIPool performing harsh quantization in Faster R-CNN [27] to remove the negative effect on predicting pixelaccurate masks. Due to its generality and flexibility, it is applied in various areas. For example, a study [30] uses mask information achieved from the framework to assist RGB and depth images for tracking. Another method [31] adapts the parallel architecture for segmentation and classification with a fully convolutional scheme. Moreover, many applications use deep learning networks (Faster R-CNN or Mask R-CNN) to provide a bounding box or binary mask representing the precise localization of the objects before the later procession, such as pedestrian inspection, obstacle detection, computeraided diagnosis, and vehicle detection [32] .
C. MASK GUIDED DENSITY ESTIMATION AND CROWD COUNTING
Many researches [33] , [34] , [48] , [50] , [51] have been proposed for crowd counting. These methods have diverse networks and strategies, aiming at high-quality density map and count. For example, the PCC Net [33] focuses on the mining of the global and perspective information in the crowd scenes. The DSSINet [34] aims to address the scale variation in images by structured feature representation and hierarchically structured loss function optimization.
It is a simple and straightforward idea using masks to assist in density map or count estimating. By removing the background, including buildings, trees, advertising boards and roads where pedestrians not exist, the mask guided network can be more comfortable to be trained and to demonstrate the performance than without mask. That is to say, when simply feeding the image to the framework, it is prone to produce undesired density or count in the background area. In this way, it is impossible to judge whether the network is work. Nevertheless, if we take the segment information as guidance to assist the input, the model can focus on crowd regions. Experimental results are more able to reflect the robustness and generalization. In other words, implying mask information in a guide way helps stimulate the network to make a better prediction.
MMCNN [9] is a multi-column multi-task network estimating the mask and density map through one CNN network simultaneously. Different from it, we branch out a count regressor for more accurate counts. The experimental result shows that count regressor and GAN architecture improve robustness and efficiency. Jiang et al. [35] apply a solution of incorporating the mask information into the density map estimation. The final density prediction is the multiplication of the estimated mask and the output of the density estimation. This kind of post-processing probably makes the estimation sensitive to the confidence of mask prediction. Different from them, we guide the estimation by mask information through the training and testing process. Moreover, a robust segmentation network is used to provide more implicit separation of the foreground and the background, which is helpful for the latter estimation based on a GAN architecture.
III. MASK GUIDED GAN MODEL
Three components shaped the course of density estimation and crowd counting task: the mask generator takes the original image as input and segments the region of the pedestrians from the background. The density map predictor takes the image and the predicted mask together as input and predicts the density map. The count regressor, which taking the concatenation of features from the transformer layer and the density map into considering, aims to predict the accurate count of people in the original image. We will present the details of our framework in the following sections. Our mask guided GAN architecture is shown in Fig. 2 . Symbols and their representations in this section are shown in Table 1 .
A. MASK GENERATOR
Firstly, we use a GAN network as our base network to learn the function from a crowd image to a density map. Through analysis of the predicted density map, we observe that misrecognition of the crowd often occurs at the uneven walls, speckled ground, or dense foliage. The network may misjudge the head-like background objects away from the camera as crowd targets. To grapple with this, we seek practical solutions to remove the broad areas of interference like wall or ground. We resort to a pre-trained segmentation network to separate the front-ground (crowd) and background (non-crowd).
We fine-tune a pre-trained mask R-CNN using resnet50 architecture as the backbone. Mask R-CNN computes the instance segmentation masks for potential objects in the image. The segment branch outputs a binary mask encoding the object's spatial layout. Owing to the pixel-to-pixel alignment and FCN [36] for each RoI, it can generate a highquality segmentation mask together with fast training time.
To separate the crowd and background, we set the parameter (number of classes) as 2.
For training, we feed the original crowd images to the network and use the density maps after the threshold operation as ground truth. Similar to former work [35] , we use the straight-through estimator [37] to make the estimation insensitive to the confidence of mask prediction because of the value constrained between 0 and 1. During training, the threshold binary operation is shown as
is greater than 0, otherwise returns 0. During backpropagation the gradient is set as ∂m i /∂p(x i )) = 1 to ensure the weights to be updated. We implement the segmentation on train sets and test sets.
..N } as the input data to predicted density map and count. The mask is working as guidance in the training process. There is a synergistic effect when masks and crowd data work together which is shown in Section 4.
B. DENSITY MAP PREDICTOR
Our goal is to learn the mapping function between original images and corresponding density maps, guided by the crowd mask to prevent the misperception in the region of interest. In our GAN architecture, we concatenate the predicted mask M and the original image X as the input of the generator network, which is denoted as G : 1] . For this mapping function, G aims to generate density distribution that tends to be similar to the ground truth, while D tries to distinguish the true density from fake ones. Training two coupled mappings is not essential for our task, and a single mapping is more efficient. Note that our target is predicting density maps, which represent the spatial distribution of the pedestrians in the original crowd scene image. Mapping the density map back to the image is no need for practical application.
1) DENSITY MAP PREPARING
The annotation data is labeling 1 at the pixel of each head and 0 at all the other locations. This form of sparse data makes the training procession difficult. The recent method to prepare the density map suitable for deep learning is based on Gaussian kernel density distribution. The Gaussian kernels convolve on each pixel of the annotation. We compare the adaptive Gaussian kernel in different types of standard deviation, which is expressed as:
where the different values of a denote different kinds of kernels. If a takes the limit value, approaching 0, then the density map D dm approximately like a binary annotation that only two or four pixels are non-zero. Thus it isn't very easy to train the network and achieve results. When a=1, we get a smoothedout density distribution. In this case, σ i equals the minimum of the L 2 distance to the four nearest neighbors in the spatial domain of the RoI. If a is between 0 and 1, the density map will be neither too sharper nor too smooth. We test the results on UCF-QNRF dataset applying different Gaussian kernels. Then we choose a=0.6, in which we get the best performance. We draw a contrast and show the experiment results of the comparison in Table 3 .
2) ADVERSARIAL LOSS
We express the adversarial loss as:
where x is the sample of the original image, and m is the sample of the corresponding mask. E is the expected value. G(x, m) is the predicted density map, and y is the relevant ground truth. G tries to minimize this loss against the adversarial D, which seeks to maximize it. That is to say, D determines whether the sample is a real one or a fake one generated by G. θ g and θ d denote the parameters of the network layers of the G and D, respectively. We get these parameters through minimizing the loss of G net and maximizing the loss of D net.
As mentioned above, the generative adversarial architecture can learn the mapping function that produces density maps, maintaining consistent crowd distribution over the input image. Moreover, in most density estimation approaches, the Euclidean distance is used for training that measures the difference between the predicted density map and the ground truth density. We train the network on L 1 Loss and L 2 Loss and compare them. For UCF-QNRF dataset, the testing accuracy on L 2 Loss (MAE=206, MSE=312) is lower than L 1 Loss (MAE=113, MSE=170). Experiment results show that L 2 Loss is detrimental to the count metrics. For this reason, we use L 1 loss in our final method over the elements of the true density labels and the predicted ones. It is expressd as density map loss:
3
) FINAL OBJECTIVE
The final objective called density loss is
where λ keeps the balance of the two objectives. For training, we set λ = 10 in (3). We use Adam solver [38] with the batch size of 1.
4) NETWORK ARCHITECTURE
Firstly, we resize the images to 768×768 and crop each of them to 256×256. The input of the generator is the concatenation data with the size 6×256×256 (takes image and mask of size 6×256×256, respectively) and then is fed to an encoder-transformer-decoder net. We adapt the architecture from Zhu et al. [23] as our generator, which has shown impressive results for style transfer. The encoder part contains three convolution layers to extract features guided by the mask. Considering these layers as a combination of different features in adjacent regions, the transformer can transform the features to another distribution. We use nine residual blocks [39] in the transformer. The reason of applying the residual blocks in the net are twofold: retaining the property of the original input and preventing missing size or shape of the object in transform procession. Besides, the decoder part increases the resolution to the same size as the input image by three transposed convolutions. Similar as the former work [23] , [40] , instance normalization [41] is used. The discriminator network, consisting of 5 convolution layers, attempts to classify the real and fake samples. We summarize the proposed training procedure for our method in Algorithm 1.
C. COUNT REGRESSOR
For counting task, we add a new branch to pursue more accurate results. Density map generator deployed in encodertransformer-decoder fashion has shown to be effective for the task of density estimation. Directly integrating the density map can achieve the number of people in the image, but the value is smaller than the ground-truth one over most samples. We suspect that the decoder ignores the detail in the sparse crowd region. Since the encoder-transformer scheme has extracted distinctive features, the decoder increases the resolution of features and generate density maps, without further extraction for counting. For this reason, we branch out from the encoder-transformer scheme and feed into our counting regressor. We use two convolution layers to ulteriorly compute the former features and two fully connection layers to get the output counts. Finally, the architecture of the counting regressor is C(256,256,4)-C(256,256,4)-FC(256)-FC(1). Where C(x,y,z) denotes the convolution layer with x channels of input, y channels of output, and z×z convolution kernel and FC denote fully connection layer. Besides, we detach this branch to avoid interaction with another one in backpropagation. This parallel computation in training with the existing branch for density map prediction speeds up inference and improves accuracy.
Algorithm 1 The Mask Guided GAN Training Algorithm
Input: For training this branch, the Euclidean distance measures the difference between the ground truth count and the prediction count. The loss function called counting loss is defined as follows:
where N is the number of training images. L c is the counting loss between the regressed count C and the ground truth C GT . The loss is minimized using mini-batch gradient descent and back-propagation.
IV. EXPERIMENTS A. EVALUATION METRICS
We evaluate our algorithm on several crowd counting datasets. By comparing to methods in the literature, the proposed mask guided GAN model achieved comparable performance. Implementation of the proposed model and its training are based on the PyTorch deep learning framework, using NVIDIA Titan Xp GPU. Mean absolute error (MAE) and mean squared error (MSE) are utilized to evaluate and compare the performance of different methods. These two metrics are defined as follows:
where M is the number of images in the test set, z i is the ground truth in the i th image, andẑ i is the prediction value in the i th image. MAE [13] , we use 300 images as the training set in Part_A and 400 images in Part_B.
• UCF50 dataset is a very challenging dataset introduced by Idrees et al. [42] . There are only 50 grayscale images taken from the Internet. The numbers of people are ranging from 94 to 4543, with an average of 1280 pedestrians in each image. Each image has a different resolution, camera angle and crowd density.
C. ABLATION STUDY
We perform a number of ablation studies to analyze the efficacy of our proposed method. We choose the UCF-QNRF dataset because it is the largest one and its high resolution.
The results are shown in the following and discussed in detail next.
1) EFFECT OF MASK GUIDANCE
Our mask guided method is aiming to remove the large areas of interference background and achieve high-quality prediction. To illustrate the influence of mask data on the experiment, we compare the results in the condition of guiding by mask, denoted by ''W'', and removing the mask generator, denoted by ''W/O''. For the counting task, the metrics MSE and MAE are both lower with the guidance information. Table 2 shows the comparison in different cases, and the proposed method provides the best result. On the other hand, for the density map task, we can see that in the region of background, there is more likely to generate unexpected data expressed as blurred dot. Fig. 3 explains some examples of the density result with and without the mask guidance. We can see effectively avoidance of generating crowd density data in the background, such as flags, building wall and leaves. The network mixes up information in some region, confusing what it is supposed to be recognized with the redundant information. Specifically, in the last row, images of the audience appear on a screen which should not be recognized as real people. In this case, mask guidance is quite necessary to help the network identify the crowd region. Furthermore, to report how much the mask guidance is effective in inference and training, we choose another mask data generated by a different method. Fully convolutional [36] is a powerful visual model replacing fully connected layers with convolutional layers and we choose 8-pixel stride nets. Different from this semantic-level method, Mask R-CNN is for instance-level segmentation. The segment procedure is performed in the more constrained area, which may be leading more accurate and detailed mask information. Our goal is to use mask information to filter out non-crowd areas and try to avoid generating mask where no one is. Therefore, the mask should not be very ''sharp'' on the edge of the crowd, but the background must be effectively removed, aiming at guiding the learning of subsequent network. This technique guarantees a certain accuracy and avoids the redundancy. Such kind of mask data can better represent the spatial distribution, thus effectively guiding the following prediction. We can see the comparison results in different mask cases in the last four columns in Fig. 3 . We find that our mask guided GAN is effective for both density estimation and crowd counting and is preferred over other options such as no mask or inadequate mask.
networks (FCN)
Apart from density map prediction, our method is efficient for the counting task. Some examples of count in single images are shown in the upper right corner of the corresponding density map in Fig. 3 . We can see that our mask guided method achieves better count than without a mask or with FCN mask. The counts tend to be larger than the ground truth in case of without masks, and mask guided strategy overcomes this problem.
2) EFFECT OF DIFFERENT GAUSSIAN KERNEL SIZE FOR DENSITY MAP GROUND TRUTH
We make a comparison of the effect of different density maps computed by different Gaussian kernel sizes in (1) . As it turns out, different results come out based on these data as ground truth. When a=1, the density map forms a square area around each annotation pixel, which means averaging density value in a neighborhood. This regional averaging produces a peak value in the intersection of heads nearby, which is likely to be mistaken for annotation pedestrian. On the contrary, when a=0.5, we can visually see the circular point on each head position, which means adding a Gaussian kernel to each annotation point. This narrowed region makes it more difficult to extract features and easier to miss some crowd information. Finally, when a is 0.6, 0.7 and 0.8, equilibrium density values are generated, including suitable adjacent region and peak value convolved with Gaussian function at its center. In this way, the density map takes the neighborhood value into account. The reason is preventing the sparse data, and highlighting the head position at the same time. However, different densities also influence the counting results. So we compare the counting metrics on these data. Table 3 shows that the number of people using this data (a=0.6) was the most accurate, then we select it as the ground truth. Fig. 4 shows the different ground truth and corresponding predicted density maps. We can see that using this balancing parameter is facilitative for the inference and training, and further for high-quality density estimation.
3) EFFECT OF COUNTING BRANCH
We make a comparison on base net without counting branch (W/O branch) and with counting branch and mask (Proposed). Aiming to find the influence of the mask guided method on counting mask, we also compare the condition with the branch but no mask information (W/O mask). These results are shown in Table 4 . Most of the time, we can see that directly summing up the density map to get the number of people, but the results are unsatisfied. An independent branch regress algorithm can improve the accuracy. In the case of deleting the mask input, there is a marked deterioration in both MSE and MAE. The model we proposed may spend a little more time on training, but using GPU acceleration can reduce the training time dramatically to several hours. Specifically, the time varies depending on the size of the datasets. And it takes relatively little time in testing, only 0.55s per 768×768 image on UCF-QNRF dataset. 
4) KEY PARAMETER STUDY
We take a comparison experiment to find the optimum value of super parameter λ in (4). We use MAE and MSE as the metrics to measure the influence. Fig. 5 shows that when λ equals to 10, the MSE is lower than others. It means that such an equilibrium loss function can encourage the network to predict more accurate results, both for density maps and for counting tasks. When λ is 5, 8, 12, and 15, the value of MSE is higher. Additionally, the decrease of the parameter λ sends the MAE soaring. Eventually, we split the difference and take the parameter λ to be 10. This illustrates the importance of the adversarial loss across the training process. This result shows that it is necessary to choose a suitable key parameter, and it can balance the different loss functions in the training process.
D. EXPERIMENT ON SHTECH AND UCF50 DATASET
We also take experiments on SHTech and UCF50 datasets. Fig. 6 shows a qualitative visualization of the predicted density map. Due to the guidance of the spatial distribution and the detail layout of the image, more accurate numbers of the people can be achieved. The mask is not only separating the crowd from the background but also providing a constraint condition for the posterior inference and training, especially in a region where spatial information is closely related to prediction data. We find that this interrelationship constraint is useful for the network to pursue the maximum performance. Table 5 shows the results of MAE and MSE on these two datasets. We achieve the competitive results and the best figure on UCF50, which illustrates the model can adequately estimate crowd counts. In order to find the further effectiveness of mask guided strategy, the ground truth mask is used as a mask for training (GTMask guided GAN). We can see that the MSE/MAE is decreased dramatically compared with the mask guided method and the lowest figure ever. It illustrates that enhancing the quality of the generated mask can further improved the performance of the mask guided method. We can see that mask information is critical for our network navigating the reference and training for accurate prediction.
Especially the experiments on the realistic scene datasets, SHTech Part B. Instead of a bird's-eye view, the direction of the camera is similar to that of surveillance monitor. In other words, mask information makes the model focus on the head position and block out redundant information such as clothing, backpacks, and backgrounds. In this case, owing to the guidance of the spatial information, the refinement of the perceptual field makes the predicted density map sharper, which is conducive to the observation of crowd changes in different scales.
However, there are some defaults since the mask generator may miss some pedestrian heads. Then further predict may lose the crowd data in RoI for the reason of the accumulation of errors. The performance of our method is not so pronounced in some cases of extremely overcrowded samples, which is related to the severely blurred high density. It does have consequences on counting results because of the lost region. For the images not such congested, this adverse effect can be prevented or substantially mitigated. In Fig. 7 , some failure samples are because of the similarity between the baldhead and the glass nearby, or quite vague and incomplete heads in images. However, even under such unfavorable circumstances, mask guiding still has positive effects on guiding GAN to make every head count in RoI.
V. CONCLUSION AND PROSPECT
The paper proposed a novel method estimating density maps and counts in crowd scenes. Depends on the mask guidance, we showed that the generative adversarial network could provide much more precise density maps and accurate counts. Misjudgment likely occurs in the large areas of interference, such as building texture, road, and leaves. This phenomenon leads the predict results to deviate from the ground truth. Our mask guided tactic can reinforce the model's performance and keep the perceptive field focus on the crowd region. The experiments on different datasets have shown successful density estimation and counting prediction on these challenging tasks. We remark that our idea utilizing the spatial information plays a significant role in the further process which has the potential to be applied to other tasks, e.g., image composition or object generation.
Furthermore, through narrowing the area with high confidence in the target position, the mask information can be assistant to the initial position of image composition. Similarly, it can help to determine the location of the generated object. In recognition tasks, mask preprocess method effectively removes the non-critical information out of RoI, which can avoid misidentification. With the improvement of segmentation technology, the distinction between critical information and non-critical information may be more explicit, which is bound to improve the effectiveness of the relevant processing.
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