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Abstract—In this paper, we study the optimal spatio-temporal
waveform design for active sensing applications. For this purpose
a multi-antenna radar is exploited. The targets in the radar vision
are naturally composed of multiple layers of different materials.
Therefore, the interaction of these layers with the incident wave
effects targets detection and classification. In order to enhance the
quality of detection, we propose to exploit space-time waveforms
which adapt with the targets multilayer response. We consider
the backscattered signal power as the utility function to be
maximized. The backscattered signal power maximization under
transmit signal power constraint is formulated as a semidefinite
program (SDP). First, we assume a single-target scenario, where
the resulting SDP yields an analytical solution. Second, we study
the optimal waveform which considers the angle uncertainties of a
target in the presence of a clutter. Third, having multiple targets
and multiple clutters, the weighted sum of the backscattered
signals power from the targets is maximized to deliver the
backscattered power region outermost boundary. We observe
that, when the targets material is given, the backscattered signal
power can be significantly increased by optimal spatio-temporal
waveform design. Moreover, we observe that by utilizing multiple
temporal dimensions in the waveform design process, the number
of exploited antennas can be significantly decreased.
Index Terms—Spatio-temporal waveform, target material re-
sponse, semidefinite program, Pareto boundary, uncertainty re-
gion.
I. INTRODUCTION
Radio detection and ranging (radar) has been widely inves-
tigated for various applications including military, medical,
driving assistant, traffic control systems and many others.
However, recent applications of radar is not limited to only
detection and ranging of the objects, but also involves material
sensing and classification. The performance of radar is highly
dependent on the transmit waveform design. This design can
be performed in analog domain depending on the application,
e.g., continuous-wave (CW) radar for ranging application.
However, digital domain processing exploits the capability of
radar for applications such as material response estimation.
Mark R. Bell in his early work [1] has investigated the wave-
form design which maximizes the mutual information between
received signal and the impulse response of a pointed target.
Exploiting multi-antenna radar, the authors in [2] studied the
power allocation problem considering multiple extended tar-
gets. The authors in [3]–[5] study incident power maximization
problem for multiple pointed targets given corresponding array
response vectors. In those works, exploiting multiple antenna
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at the radar transmitter, the spatial domain covariance matrix
is designed to enhance the incident signal power.
In this work, we put one step further and involve the
interaction of multilayer material with the incident signal into
account when designing the transmit waveform. The incident
signal penetrates the multilayer material to a particular depth
depending on the incident signal power and its frequency
spectrum, however, the layers impedance attenuates the signal
power. Moreover, a variant of the incident signal is reflected
from the boundaries of the layers depending on the partic-
ular reflection coefficient of the layers. These phenomena
are functions of the layers’ magnetic permeability, dielectric
permittivity and electrical conductivity. Hence, for the spatio-
temporal waveform design, these parameters need to be known
priori. The authors in [6] propose a method to extract these pa-
rameters by terahertz time-domain spectroscopy. Hence, given
these parameters, our goal is to maximize the backscattered
signal power from the multilayer materials’ surface for an
improved parameter estimation, detection, classification, etc..
This type of waveform design can be in particular considered
for medical imaging applications, where the materials of body
organs, e.g, tissues, kidney, etc. are known priori.
First, we study the basic scenario with a single multilayer
target. The backscattered signal power maximization problem
under transmit power constraint is formulated as a semidefinite
program. This problem is solved analytically. Second, we
investigate a robust design problem which captures the targets
position uncertainties. Third, we consider the scenario with
multiple targets and multiple clutters. In order to determine
the targets backscattered signal power outermost boundary, the
weighted sum backscattered power maximization problem is
formulated under clutters’ backscattered power constraint and
transmit power constraint. This problem is solved numerically
by interior-point methods to deliver optimal spatio-temporal
transmit covariance matrix [7]. This covariance matrix is then
utilized to obtain optimal beamforming and power allocation
solutions jointly over space (antenna) and time. Exploiting
this design for given targets material, we observe significant
improvement in the backscattered signal power.
II. SYSTEM MODEL
We consider an active sensing system, where a multi-
antenna radar is deployed to detect or identify unknown
parameters of targets with multiple layers Fig 1. Initially, we
consider a scenario with a single multilayer target in this
section. Let the incident signal at the target surface in time
instant t be
rinc(t) = aHθ s(t), (1)
where the transmit signal from a transmitter equipped with
M antennas at time instant t is represented by s(t) ∈ CM .
Moreover, the array response vector corresponding to the static
target is given by aθ ∈ CM . Suppose that the target is located
at the observation angle θ, then the transmit array response
vector is given by
aθ =
[
1 e−j
2piD
λ
sin θ · · · e−j 2(M−1)piDλ sin θ
]T
, (2)
where the first antenna (nearest antenna to the target) is
considered as the reference antenna.
Now, suppose that the multilayer target has L layers. As
the incident signal penetrates the multilayer material in z-
direction, Fig. 1, a portion of the incident signal power
dissipates as
Pd(z) = Prince−βi z, (3)
where Princ is the incident signal power. Notice that βi denotes
the layer ith signal attenuation factor. Let li be the physical
depth of ith layer. Then, the signal reached at the boundary of
i − 1th and ith layer has the power
P
(i)
rinc =P
(i−1)
rinc
∫ li
0
e−βi zdz
=
1
βi
P
(i−1)
r
(
1 − e−βi li
)
, ∀i ∈ L = {1, ..., L}. (4)
Here, we define the power attenuation at layer i by αi =
1
βi
(
1 − e−βi li ) . Hence, the received signal at layer i can be
modeled as
r
(i)
inc
(t) =
i−1∏
q=1
√
αqrinc(t), ∀i ∈ L. (5)
This model captures the attenuation of the signal through the
target till layer i. However, another portion of the signal is
reflected back and forth at the boundaries between the layers.
The reflection coefficient at the boundary of i − 1th and ith
layers is given by
ρi =
ηi − ηi−1
ηi + ηi−1
, ∀i ∈ L, (6)
where ηi is the complex-valued impedance of ith layer. This
impedance is given by
ηi =
√
µi
ǫi
(
1 − j σiw
ǫi
)−0.5
,∀i ∈ L, (7)
where µi , ǫi and σi represent the magnetic permeability,
dielectric permittivity and electrical conductivity of ith layer,
respectively. Moreover, the angular frequency of the incident
signal is denoted by w. Notice that, ηi =
√
µi
ǫi
assuming an
ideal dielectric layer.
Now, the signal reflected from the surface of the target
is denoted by ρ1rinc(t). Due to the attenuation of the signal
through the first layer i.e., α1, the reflected signal from the
boundary of the first and second layer is
√
α1ρ2rinc(t). Ignoring
l1 l2 l3
z
x
y
Fig. 1: Three layer structure. The incident signal passes
through the multilayer material, attenuates at each layer expo-
nentially and is reflected from the boundaries between layers.
multiple reflections between the boundaries for simplicity, the
received signal from the boundary of the first and second layer
at the surface of the target becomes α1ρ2rinc(t). Thereby, the
received signal from the boundary of i−1th layer and ith layer
at the target surface is
∏i−1
q=1 αqρirinc(t).
Here, we assume that the reflected signal from each layer
appears at the target surface at successive time instants with
period T . For instant, the reflected signal at the first time
instant only includes the reflection from the target surface,
however the signal at the second time instant involves both
the reflected signal from the surface and the first boundary.
This can be validated by assuming equal travel-time multilayer
objects [8]. By this assumption, we model this multilayer
target as a time-varying transfer function as
g(t) =
L∑
i=1
ζiδ
(
t − (i − 1)T
)
, (8)
where ζi =
∏i−1
q=1 αqρi and δ(t) is the Dirac delta function.
The reflected signal from each layer appears at the surface of
the material to form the backscattered signal from the target.
This signal is given by
rbsc(t) =rinc(t) ⊛ g(t) = (9)
=
L∑
i=1
ζi
∫ ∞
τ=−∞
rinc(τ)δ
(
t − τ − (i − 1)T
)
dτ
=
L∑
i=1
ζirinc
(
t − (i − 1)T
)
, (10)
where ⊛ denotes the convolution operator. Sampling the
backscattered signal at the sampling frequency fs =
1
T
gives
rbsc(n) =
∫ ∞
τ=−∞
rbsc(τ)δ(τ − nT )dτ (11)
=
L∑
i=1
ζirinc
(
(n − i + 1)T
)
. (12)
Now by stacking N time samples of rbsc(n) in a vector, we
obtain
rbsc = ZAθ s˜, (13)
where
Z =

ζ1 0 0 · · · 0
ζ2 ζ1 0 · · · 0
...
ζL ζL−1 ζL−2 · · · 0
0 ζL ζL−1 · · · 0
...
0
T
N−L ζL ζL−1 · · · ζ1
N×N
, (14)
Aθ =[IN ⊗ aHθ ]N×MN, (15)
where ⊗ denotes the Kronecker product and IN is the N-
dimensional identity matrix and 0N−L is a vector of N − L
zeros. Moreover, the space-time transmit signal vector s˜ ∈
C
MN is given as
s˜ =
[
s(0) ... s(N − 1)]H , (16)
where s(n) =
∫ ∞
τ=−∞ s(τ)δ(nT − τ)dτ. The space-time transmit
signal is constructed as
s˜ = Uw, (17)
where U ∈ CMN×MN and w ∈ CMN are the transmit
space-time precoding matrix and information symbol vector,
respectively. Here, we allow E{wwH } = IMN . Thus, the
transmit signal power is embedded in the space-time transmit
precoding matrix. This precoding matrix is intended to be de-
signed optimally for backscattered signal power maximization
purpose.
In the next section, we consider a scenario with single
multilayer target.
III. SINGLE TARGET
Now the transmit signal precoding matrix needs to be
optimized in order to maximize the backscattered signal power.
The backscattered signal power is given by
Prbsc = E{Tr
(
rbscr
H
bsc
)
} =E{Tr
(
ZAθ s˜s˜
H
A
H
θ Z
H
)
}
=Tr
(
A
H
θ Z
H
ZAθUU
H
)
,
where E{.} and Tr(.) denote the expectation and trace oper-
ators, respectively. Defining Z˜θ = A
H
θ
Z
H
ZAθ , the backscat-
tered signal power is rewritten as Prbsc = Tr
(
Z˜θC
)
, where
C = UU
H is the transmit signal covariance matrix. The
backscattered signal power maximization is then formulated
as
max
C
Tr
(
Z˜θC
)
(18)
s.t. Tr (C) ≤ Pmax, (18a)
C  0, (18b)
C ∈ HMN×MN, (18c)
where the transmit power constraint is denoted by (18a) with
Pmax as the transmit power budget. The constraints (18b)
and (18c) represent the properties of a covariance matrix to
be positive semidefinite and Hermitian, respectively. Notice
that HMN×MN denotes the cone of Hermitian matrices of
dimension MN×MN . Problem (18) is a semidefinite program
(SDP).
Lemma 1: The optimization problem (18) has a single-rank
solution, which is
C
⋆
= Pmaxv<max>v
H
<max>, (19)
where v<max> is the eigen-vector corresponding to the maxi-
mum eigen-value of Z˜θ .
Proof : Let the eigen-value decomposition of Z˜θ be Z˜θ =
VΛV
H , where V = [v1, · · · , vN ] is the eigen-vector matrix
with the eigen-vector vi in the ith column. Moreover, Λ is
the diagonal matrix of eigen-values in increasing order, i.e.,
Λ = diag
([λ1, · · · , λN ]). Then optimization problem (18) is
reformulated as
max
C
N∑
i=1
λiTr
(
viv
H
i C
)
s.t. (18a) − (18c). (20)
Notice that the eigen vectors of the optimal solution, i.e.,
C, span the eigen directions of Z˜θ . Hence, C(p1, · · · , pN ) =∑N
i=1 piviv
H
i
, where pi is the power dedicated for ith eigen
direction. Now, problem (20) can be reformulated as
max
p1,...,pN
N∑
i=1
λipi s.t.
N∑
i=1
pi ≤ Pmax, (21)
which is a linear program (LP) and can be solved by the
simplex method [9]. In this program, the optimal solution
lies on the simplex vertices with the value λi at ith vertex.
Hence, the optimal solution is at the vertex with the maximum
value, i.e., λN . Moreover, since the affine objective function is
maximized, the inequality constraint (21) holds with equality
at the optimal solution. This way the optimal power allocation
solution is [p⋆
1
, · · · , p⋆
N
] = [0, · · · , Pmax] and C⋆ = PmaxvNvHN .
In what follows, we study the robust waveform design when
the target position is known partially.
A. Target Position Uncertainties
Due to the fact that, a small error in the target positioning
process yields tremendous reduction in the target backscattered
signal power, we study the scenario with single multilayer
target in an uncertainty angle θ ∈ (θlow, θhigh) and single clutter
in an uncertainty angle φ ∈ (φlow, φhigh). For such a scenario,
we investigate a waveform which guarantees an arbitrarily
small backscattered signal power from the clutter uncertainty
region, meanwhile, maximizing the target backscattered signal
power. This design is conducted in a max-min optimization
framework. Here, we define the sets UT = {uT1, · · · , uTR } and
UC = {uC1, · · · , uCR′ }. Moreover, we define uT1 = θlow, uTR =
θhigh, uT j − uTj−1 =
θhigh−θlow
R−1 , ∀ j ∈ {2, · · · , R}, and uC1 = φlow,
uC
R
′ = φhigh, uCi − uCi−1 =
φhigh−φlow
R
′−1 , ∀i ∈ {2, · · · , R
′}. Now,
we formulate the backscattered power maximization problem
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(c) Single target and clutter with position uncertainties,
θ ∈ (−50, −20) ∪ (20, 50) and φ ∈ (−20, 20), respec-
tively. M = 10 and ξ → 0.
Fig. 2: Backscattered signal power as a function of number of antennas and number of temporal dimensions utilized in the
waveform design phase.
under clutters backscattered power constraint in an uncertainty
region as
max
C
min
uTi ∈UT
Tr
(
Z˜uTi
C
)
(22)
s.t. Tr
(
A
H
uCi
AuCi
C
)
≤ ξ, ∀i ∈ {1, · · · , R′} (22a)
(18a) − (18c), (22b)
where Z˜uTi = A
H
uTi
Z
H
ZAuTi
. Notice that AuTi = IN ⊗ aHuTi .
Moreover ξ denotes the backscattered signal power con-
straint from the clutter which is located in the angle interval
(φlow, φhigh).
By defining the auxiliary variable Γ = minuTi ∈UT Tr
(
Z˜uTi
C
)
,
problem (22) is reformulated as
max
Γ,C
Γ (23)
s.t. Γ ≤ Tr
(
Z˜uTi
C
)
, ∀ j (23a)
Tr
(
A
H
uCi
AuCi
C
)
≤ ξ, ∀i (23b)
(18a) − (18c), (23c)
which is a SDP and can be solved efficiently by interior-
point methods [7]. So far, we have investigated single target
scenario.
In the next section we consider multiple targets and multiple
clutters in the radar vision.
IV. MULTIPLE TARGETS MULTIPLE CLUTTERS
In this section we study the scenario with J targets and K
clutters. Hence, the incident signal at the surface of the jth
target is formulated similar to (1). Having multiple targets
and multiple clutters motives the study of multi-objective
optimization, where the Pareto boundary of the backscattered
signal power is investigated. This way, we formulate the
weighted sum-backscattered power from the targets under
clutters backscattered sum-power constraint as
max
C
J∑
j=1
γjTr
(
Z˜T j Cj
)
(24)
s.t.
K∑
k=1
Tr
(
Z˜ck C
) ≤ ψ, (24a)
(18a) − (18c), (24b)
where γj is the weight devoted for the jth target. Moreover the
backscattered signal sum-power constraint from the clutters
is denoted by ψ. Solving this problem for a given set of
γj, ∀ j ∈ J = {1, · · · , J} delivers an optimal point on
the backscattered power Pareto boundary. Here, the Pareto
boundary determines the frontier of the backscattered power
region, where an increase in the backscattered power of one
target inevitably coincides with a reduction in the backscat-
tered power from at least one other target. For characterizing
the Pareto boundary of the backscattered power region, we
need to solve problem (23) for multiple combinations of
γ = [γ1, · · · , γJ ], where 0 < γj < 1, ∀ j ∈ J = {1, · · · , J},
with |γ |1 = 1. This problem is a SDP and yields a rank-1
solution [10]. This solution is obtained numerically by interior-
point methods.
V. NUMERICAL RESULTS
In this section we discuss the numerical results for the
following scenarios, I) single target at the observation angle
θ = 30, II) single target and clutter with position uncertainties,
θ ∈ (−50,−20) ∪ (20, 50) and φ ∈ (−20, 20), respectively,
III) Two targets at the angles (30, 45) and three clutters at
the angles (25, 36, 60). We consider a multilayer structure
with three layers. In the simulations, the complex-valued
reflection coefficient from deeper boundaries are normalized
to the absolute value of reflection coefficient from the surface.
Here, we consider that the backscattered signal power from
the target(s) is maximized over three and seven time instants,
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Fig. 3: Backscattered signal power region of two targets at
(30, 45) in the presence of three clutters at (25, 36, 60). N = 3
and M = 4.
i.e., N = 3, N = 7 jointly. The distance between the antennas
are assumed to be half-wavelength, i.e., D = λ
2
.
Provided the targets observation angle θ = 30 and the
target’s multilayer material (scenario I), the backscattered
signal power from the target can almost be doubled compared
to the case with unknown material. This can be seen from
Fig. 2(a). Moreover, by increasing the temporal dimensions
in the waveform design process (from N = 3 to N = 7),
we can save in the number of spatial dimensions (antennas)
significantly. As can be seen from Fig. 2(b) solid curve, we
obtain equal backscattered signal power with (M, N) = (3, 7)
and (M, N) = (10, 3). Inaccuracy in target positioning yields
in an extreme backscattered signal power reduction from the
angle of interest. As can be seen from Fig. 2(a), 20 degrees
inaccuracy in positioning results in almost 80% reduction in
backscattered signal power. Hence, we studied a robust design
problem including a target in an inaccuracy region of θ ∈
(−50,−20)∪(20,50). Moreover, the backscattered signal power
in φ ∈ (−20, 20) is kept low, i.e., ξ → 0, due to the presence
of a clutter. In Fig. 2(c), we observe the superiority of spatio-
temporal waveform with known target’s material compared
with the unknown case from the backscattered signal power
perspective. Considering two objects and three clutters, the
Pareto boundary of the backscattered signal power is delivered
through weighted sum maximization. By inducing the sum
backscattered signal power constraint from the clutters, i.e.,
ψ, the optimal solutions stay on the Pareto boundary. This
boundary shrinks by decreasing ψ, which is depicted in Fig. 3.
Intuitively, for sufficiently low ψ, optimal transmit waveform
becomes spatio-temporal null-steering in the direction of the
clutters.
VI. CONCLUSION
In this paper we exploited the targets response to the inci-
dent signal for backscattered signal power maximization. The
spatio-temporal waveform design for the application of single
target and multiple targets with multiple clutters falls into the
category of polynomial-time solvable problems. Hence, the
backscattered signal power maximization problems for both
cases are formulated as convex programs. These problems are
essentially semidefinite programs (SDP). The first problem is
analytically solved, however the second and third problems are
solved numerically. Finally, we observe that, leveraging the
targets response in spatio-temporal waveform design yields
in almost doubling the backscattered signal power from the
targets surface. The backscattered signal power can be even
further enhanced by increasing N in the precoding phase.
Moreover, we observed that by increasing the number of
temporal dimensions in the waveform design phase, we can
save in the number of antennas in the transmission phase.
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