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Abstract
Cette étude a pour objectif de démontrer les avantages d'une gestion temporelle
des charges (usages) présentes dans un micro-réseau domestique. Ce dernier
est doté de moyens de production d’énergie renouvelable. L'étude démontre une
augmentation significative de l'efficacité énergétique, une diminution sensible des
pics de puissance et une amélioration de la capacité d’adaptation entre offre
et demande électrique. Pour ce faire, une campagne de mesure est effectuée
dans une maison témoin. L'analyse des résultats conduit à la modélisation des
usages présents dans l'habitation. Une approche Bottom-up (reconstruction par
le bas) permet d'obtenir le profil de consommation global de la maison. Partant de
cette analyse individuelle, un quartier est virtuellement créé et modélisé. D'autre
part, deux sources d’énergie renouvelable sont analysées. Leur modélisation est
fonction de données météorologiques locales, de données constructeur et de
caractéristi...
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Abstract
Cette étude a pour objectif de démontrer les avantages d'une gestion temporelle des charges
(usages) présentes dans un micro-réseau domestique. Ce dernier est doté de moyens de production
d'énergie renouvelable. L'étude démontre une augmentation signiﬁcative de l'eﬃcacité énergétique,
une diminution sensible des pics de puissance et une amélioration de la capacité d'adaptation entre
oﬀre et demande électrique.
Pour ce faire, une campagne de mesure est eﬀectuée dans une maison témoin. L'analyse des
résultats conduit à la modélisation des usages présents dans l'habitation. Une approche Bottom-up
(reconstruction par le bas) permet d'obtenir le proﬁl de consommation global de la maison. Partant
de cette analyse individuelle, un quartier est virtuellement créé et modélisé.
D'autre part, deux sources d'énergie renouvelable sont analysées. Leur modélisation est fonction
de données météorologiques locales, de données constructeur et de caractéristiques propres à l'im-
plantation physique.
Les modèles de production et consommation forment, ensemble, un micro-réseau intelligent
(Smart Grid). Au coeur de ce micro-réseau, diﬀérentes stratégies de gestion de la charge sont
implémentées. Il apparait que les résultats en terme d'optimisation de réseau sont exemplaires. De
plus, aucun postulat du modèle n'entrave la généralisation à d'autres types de consommateurs ou
de producteurs. Le concept de l'étude constitue un formidable outil à la simulation des réseaux de
demain.
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Chapitre 1
Un déﬁ du XXIe siècle
Je vais rendre l'électricité si bon marché que seuls les riches pourront se payer le luxe
d'utiliser des bougies.
Thomas Edison, 1887.
New-York, 1870, Thomas Edison écrit les premières lignes de l'histoire du système énergétique
le plus colossal jamais imaginé. A la lueur jaunâtre des lampadaires qui couvrent ponctuellement
ses bords, une rue s'illumine. Edison réussit un pari insensé et démontre la grandeur de son génie.
Le tout premier réseau d'énergie électrique voit le jour, sous l'égide de ce qui forme aujourd'hui la
General Electric. Plus d'un siècle s'est écoulé sans jamais voir une ride défraichir son idée.
Edison désire promouvoir l'utilisation de l'énergie électrique. Il existe selon lui une inﬁnité d'ap-
plications envisageables. Les moyens de productions hydraulique ou thermique permettent le déve-
loppement d'une énergie bon marché, et intéressent les investisseurs étrangers. Berlin et Londres
auront tôt fait de tenter l'aventure, sans grand succès. En eﬀet, cet avenir au parfum d'électrons
libres était sans compter la concurrence des autres systèmes d'énergie. Dans les grandes villes, le
gaz naturel avait depuis longtemps la part belle de l'éclairage public et des applications ménagères.
La détermination d'Edison payera pourtant, grâce à son acharnement à casser les prix, et sa très
grande habileté politique. Il organise le transfert des technologies nouvelles vers l'Europe, brasse les
savoirs, améliore les techniques et crée au passage les fondations de sa multinationale.
Le développement du réseau électrique européen prend racine depuis de multiples niches cita-
dines et industrielles. Ces micro-réseaux s'étendent ensuite de plus en plus, jusqu'à se toucher, ou
presque. L'engouement pour l'électricité est sans précédent, et la concurrence est très nette. Entre
Thomas Edison et Nicolas Tesla, la Guerre des courants bat son plein [Högselius, 2006]. Edison dé-
fend le courant continu, et Tesla le courant alternatif. Tesla l'emportera : les réseaux font le choix du
courant alternatif. Ils sont plus eﬃcaces sur les distances à couvrir et possèdent l'avantage d'utiliser
des transformateurs de tension. Les réseaux prennent une importance considérable. Ils deviennent la
cible du sabotage en temps de guerre, mais constituent l'outil de la reconstruction. La paix étant re-
venue, c'est à cette époque que nait l'idée d'un gigantesque réseau européen inter-connecté. Le plan
Marshall de l'après-guerre met un point d'honneur à lier les peuples européens par la dépendance
énergétique. Il faudra de nombreuses années, et une diplomatie d'ambassadeur pour établir les bases
des premières interconnexions. Agrandir le réseau permet de mettre en commun les ressources et les
moyens de productions. Il demande aussi de développer une certaine standardisation. La fréquence
des multiples réseaux alternatifs existants doit être uniformisée. Il n'existe bientôt presque plus,
en Europe Occidentale, de réseaux isolés. Cette toile gigantesque reliant pôles de consommation
et de production a de nombreux avantages : sécurité d'approvisionnement, ﬂexibilité, stabilité par
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rapport aux ﬂuctuations, foisonnement.,...
D'une multitude de grains, noyaux des réseaux des premiers jours, a germé le champ complexe
d'aujourd'hui. Et puis ?
Et puis, le pic du pétrole, et puis le Global Warming... Les déﬁs de demain s'annoncent plus
surhumains que jamais. D'abord, il reste moins de vingt-cinq années, selon l'agence internationale de
l'énergie, avant que le pétrole ne vienne à manquer cruellement. Qu'en sera-t-il demain des centrales
se nourrissant de produits pétroliers aujourd'hui ? Le gaz naturel pourra-t-il les remplacer sans créer
une dépendance énergétique paralysante pour l'Europe avec son voisin de l'Est ? Le nucléaire aura-
t-il soué ses dernières bougies ? Ensuite, il reste une quinzaine d'année, selon le Groupe d'Experts
Intergouvernemental sur l'Evolution du Climat (GIEC), pour qu'une action décisive soit menée à
l'égard de nos habitudes de consommation. Ainsi on préservera notre planète du futur qui la menace.
Alors pourquoi ne pas, dès maintenant, intégrer à nos réseaux un maximum d'énergies renou-
velables ? Les contraintes techniques sont si grandes qu'il faut nécessairement passer par une trans-
formation du réseau actuel avant de pouvoir y songer.
Parmi ces contraintes, il y a la régulation en fréquence. Dans les réseaux, la demande d'éner-
gie électrique doit être compensée à tout instant par une production équivalente. Le jeu de cette
régulation s'amorce en premier lieu grâce à des moyens de production ﬂexibles. Il suﬃt de mettre
plus ou moins de combustible ou d'ouvrir et fermer les vannes pour que la puissance produite par
une centrale thermique ou une turbine hydraulique soit modiﬁée. En un tournemain, les régulateurs
ont prise sur les plus inﬁmes réglages de leurs moyens de production. Leur but : que la fréquence
reste proche de sa valeur sacrée (i.e. Europe : 50Hz, USA : 60Hz,...). C'est en eﬀet l'indicateur
que la production compense la consommation. En de rares occasions, certains pôles de consomma-
tion peuvent aussi être écartés du réseau. Dans ces cas extrêmes, si la réserve de puissance vient
à manquer dans la production, il est décidé d'interrompre la consommation de quelques charges
importantes, souvent liées au secteur industriel.
Figure 1.1  Les heures de pointe de consommation
La ﬁgure 1.1 représente la consommation moyenne d'un quartier résidentiel observée durant
chaque heure du jour. Sur cette ﬁgure, les heures de pointes de consommation apparaissent très
clairement. Ces heures sont tout à fait critiques. Elles ont un impact économique et environnemen-
tal important (cfr. chapitre 2). Dans le cas d'une heure de pointe, le régulateur doit soit enclencher
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de nouveaux moyens de production, soit déclencher certaines charges pour que l'équilibre soit atteint.
Cependant, avec les énergies renouvelables issues de sources éolienne et solaire, le régulateur n'a
plus aucun moyen de modiﬁer la production. Il faut nécessairement s'adapter à ce qui est produit par
les panneaux solaires, ou les éoliennes. Alors comment faire pour marier demande et production ?
La parade actuelle consiste à trouver des moyens de stockage adéquats, pour réduire l'irrégularité
de la production. Une autre idée au caractère novateur a fait son chemin chez les grands penseurs
du réseau de demain. Le constat suivant est clair : un réseau alimenté uniquement à partir de
sources renouvelables doit trouver le moyen de rendre sa demande aussi ﬂexible que sa production
n'est aléatoire. C'est possible.
Demain, le réseau sera plus intelligent. Il connaitra à chaque instant l'état de sa production et
de sa demande dans les moindres détails. De nouveaux outils seront mis en place. Ils forgeront le
smart grid, réseau ou chaque utilisateur participe activement à la régulation. Tout cela constitue
un des plus grands déﬁs du XXIe siècle. Vous avez dit Smart Grid ?
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Chapitre 2
Une vision particulière du futur
Cette étude considère une vision très particulière du futur. Dans une cinquantaine d'années,
les réseaux auront subi des transformations colossales. Imaginez, en 2050, la naissance des réseaux
intelligents a eu lieu et un réseau de communication gigantesque est mis en place. Chaque moyen de
production et chaque charge consommant de la puissance possède un compteur d'énergie spéciﬁque.
Le relevé de ce compteur est communiqué en permanence. L'état du réseau est alors connu en détails.
Cela permet au régulateur d'optimiser les ﬂux de puissances, en tenant compte des productions et
consommations locales.
Comment de tels changements pourront-ils voir le jour ? Cette étude considère que la dyna-
mique de développement du smart grid suit un schéma identique à celle des grands réseaux d'énergie.
Comme il a été discuté au chapitre précédent, les grands réseaux d'aujourd'hui sont issus d'intercon-
nexions d'une multitude de petits réseaux. C'est exactement de cette manière que le développement
du smart grid est envisagé dans cette étude. La première étape consiste à gérer de petits réseaux
intelligents indépendamment les uns des autres. Ces micro-réseaux doivent tout d'abord viser une
autonomie maximale par rapport à l'extérieur. Ils sont munis de moyen de productions locaux, issus
de sources renouvelables. Lorsque plusieurs niches intelligentes se seront formées, les interconnexions
verront le jour. Celles-ci permettront aux régulateurs de gérer les ﬂux de puissance entrant et sortant
des micro-réseaux. Pour ce faire, ils disposeront d'outils complexes, comme le contrôle de toutes les
charges présentes dans le réseau.
Le but de l'étude est donc de prouver qu'il est nécessaire, dès aujourd'hui, de développer les
micro-réseaux initiaux. Il faut démontrer qu'il existe un intérêt à gérer les charges même au sein
de petits réseaux. Si tel est le cas, le développement du smart grid est possible dès à présent dans
n'importe quel lieu où la volonté d'entreprendre est suﬃsante.
2.1 Le réseau de demain
S'il est un domaine ou l'angoisse du futur est présente, c'est bien celui de l'énergie. Changements
climatiques, ressources fossiles limitées, dépendance énergétique sont des idées à faire frémir le plus
protéiné des bucherons écossais. Pourtant, s'il est un domaine où l'espoir est permis, c'est aussi celui
de l'énergie...
Le progrès n'est que l'accomplissement des utopies.
Oscar Wilde.
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Pour répondre au déﬁ énergétique, les solutions sont multiples : réduction de consommation,
eﬃcacité énergétique, énergies renouvelables. Chacune d'elles se retrouve dans une myriade de stra-
tégies visant à l'adaptation de nos modes de vie. En particulier, dans l'approche du réseau intelligent,
durable et économe, le Smart Grid est ce qu'il y a de plus audacieux. Cela se manifeste selon deux
eﬀets.
1. Intégration complète de la production renouvelable décentralisée : le citoyen ordinaire doit
pouvoir devenir un producteur à part entière. Dans l'Europe d'aujourd'hui, la production
d'un panneau solaire placé sur le toit d'un particulier n'est pas contrôlée par le régulateur.
La production d'énergie qu'il engendre est dite décentralisée, car elle n'est pas située dans un
pôle de production, comme une centrale électrique. Elle est au contraire diluée au milieu d'un
pôle de consommation. C'est une bonne chose, car cela permet d'utiliser l'énergie là où elle est
produite. Le transport sur de longues distances des électrons, source de pertes d'énergie, peut
être évité en partie. La clé qui permet d'intégrer à la régulation une production décentralisée
est d'ajouter une communication ﬁable entre le panneau et un centre de contrôle. Cela permet
au régulateur d'évaluer à chaque instant l'état des moyens de production disponibles, aussi
dispersés soient-ils.
2. Adaptation partielle de la demande : le consommateur doit avoir intérêt à consommer du-
rant les heures creuses. Pour ce faire, il est nécessaire d'inciter le consommateur par divers
moyens, souvent ﬁnanciers. Une autre manière d'interagir avec la consommation serait d'avoir
le contrôle des charges en fonctionnement. S'il était possible pour le régulateur d'interdire le
démarrage de certaines charges dans les tranches horaires critiques et/ou d'en optimiser l'en-
clenchement, un gain substantiel serait eﬀectué. Il faut savoir que les pics de consommation
durant la journée sont facteurs de pollution. Ces heures où la demande est élevée impliquent
un démarrage rapide des moyens de production les plus ﬂexibles. Il s'agit souvent de centrales,
ayant une eﬃcacité énergétique très faible. Maitriser parfaitement la demande réduit l'impact
des pics de la consommation et induit une eﬃcacité énergétique exceptionnelle du réseau.
Ces deux points sont à l'origine d'une révolution technologique, que certains n'hésitent pas à
comparer à la naissance de l'Internet. Le Smart Grid repose sur une infrastructure de communica-
tion gigantesque. Grâce à des installations bardées de capteurs, les smart meters, l'état de chaque
charge et de chaque moyen de production du réseau est connu à tout instant. Cela permet de déduire
si la production décentralisée compense la demande locale. Dans le cas contraire, il est possible de
satisfaire la demande par le moyen le plus eﬃcace. Ce moyen peut être tout d'abord un décalage
temporel des charges présentes autour du moyen de production concerné, ou encore un transfert de
puissance depuis d'autres pôles de production proches.
Chaque charge possède un compteur d'énergie et un interrupteur commandé. L'utilisateur en-
clenche la charge qu'il désire (i.e. Four, TV,...) mais peut voir son démarrage légèrement retardé si le
régulateur l'estime bénéﬁque. Un exemple de cela est le démarrage d'un Lave-Linge lors d'une heure
de pointe de consommation. Le lave-linge sera considéré comme non-prioritaire en comparaison des
usages dédiés à la cuisson. Cependant, le temps d'attente entre la demande d'activation et l'enclen-
chement eﬀectif d'une charge devra respecter des contraintes strictes. Ces contraintes sont d'ordre
technico-physique. Par exemple, dans le cas d'un congélateur, le régulateur ne peut pas demander
son décalage de plus d'une dizaine de seconde, aﬁn que la température interne de l'appareil reste
adéquate à la conservation des aliments. D'autres contraintes peuvent être d'ordre pratique. Un
utilisateur ne désire pas devoir attendre plus de quelques secondes pour démarrer la préparation de
son repas. Dans le réseau intelligent, le régulateur peut diminuer l'impact de la consommation à sa
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guise, en optimisant les temps de démarrage des appareils mais en respectant ces contraintes. Par
exemple, il attendra que monsieur X ait éteint son four, avant d'enclencher la bouilloire de mon-
sieur Y. Cependant, il ne pourra pas décaler indéﬁniment la bouilloire de monsieur Y, qui attend
impatiemment son thé ! Tout le jeu de l'optimisation consiste à lisser la courbe de consommation,
sans pour autant contrarier l'utilisateur.
Il se peut également que certaines charges soient fortement retardées. Un exemple simple est
celui du lave-linge. Des incitants économiques tels que des tarifs diﬀérents à chaque heure du jour
peuvent induire des changements de comportement. Imaginez ! Que serait un monde où, sur votre
facture d'électricité, apparaitrait un prix spéciﬁque à chaque usage ? Et qu'en est-il de tarifs plus
élevés uniquement en période d'heure de consommation de pointe. A cette heure, préparer le repas
serait associé au tarif standard. Au contraire, démarrer son lave-linge pourrait impliquer de payer
son énergie à tarif plus élevé. Par conséquent, les consommateurs seraient inﬂuencés à eﬀectuer leur
lessive en période creuse.
Ce genre de pratique est d'ores et déjà appliqué en Belgique, au moyen d'un compteur bi-horaire
associé à des usages spéciﬁques. Le smart-grid va plus loin. A partir d'un seul et même compteur
intelligent, la décomposition de la courbe générale en diﬀérents usages permettrait une analyse
beaucoup plus pointue et discriminante. Les possibilités sont inﬁnies...
Demain, tout est possible ! Pourtant, il faut d'ores et déjà préparer la transition. C'est dans ce
cadre précis que s'inscrit la présente étude
2.2 Le réseau aujourd'hui : l'exemple belge
Le but de cette section est de montrer à quel point la Belgique, et l'Europe dans une plus large
mesure, doit se sentir concernée par le développement du smart-grid.
Figure 2.1  Production annuelle d'électricité belge par origine. source : IEA
Dans les réseaux d'aujourd'hui, la part de la production originaire de sources renouvelables est
encore faible. En Belgique, la ﬁgure 2.1 le montre, environ 55% de la production d'électricité est
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d'origine nucléaire en 2007. En Europe, seuls les pays nordiques peuvent prétendre à une certaine
durabilité de leur électricité. L'énergie hydraulique y est généralement la source principale d'appro-
visionnement. Cette source a la grande qualité d'être manipulable en terme de puissance fournie. Il
est très facile et très rapide d'adapter la production d'électricité à la demande des consommateurs.
Ce n'est pas le cas des sources renouvelables dites solaires (éolien, photovoltaïque). Pour diversiﬁer
le mixe énergétique de la production, limiter la dépendance par rapport à l'extérieur et devenir plus
durable, la Belgique de 2030 accueillera une très grande part d'énergie renouvelable et aura fermé
ses centrales nucléaires (si la législation en cours se maintient). Cela pose quelques problèmes.
2.2.1 Problème technique
Sortir du nucléaire en Belgique tout en respectant les contraintes environnementales demande
d'introduire deux types d'unité de production complémentaires pour satisfaire la demande : le
renouvelable thermique (biomasse) et le renouvelable solaire (éolien, photovoltaïque). Pour le re-
nouvelable thermique, il n'y a pas de contrainte réelle introduite. Le comportement d'une centrale
de ce type est similaire à celles du parc existant. Il en est tout autrement pour le renouvelable
solaire. A cause du caractère ﬂuctuant des sources d'énergie (vent, rayonnement solaire), certains
gestionnaires de réseau imposent d'introduire, pour chaque MW de production solaire, une même
puissance de réserve en unité contrôlable (thermique à combustible renouvelable ou fossile,...). Cela
permet d'assurer de satisfaire la demande même lorsque les sources solaires produisent trop peu. Ce
processus s'appelle la compensation des sources solaires. Cette problématique d'ordre technique a
des conséquences économiques importantes. Le smart-grid permet de se passer d'une partie de ces
unités de compensation. Il y a donc un gain économique extraordinaire à en retirer.
2.2.2 Problème économique
L'introduction de moyens de production d'énergie sur base de sources renouvelables peut poser
des problèmes d'ordre économique.
Figure 2.2  Coûts de production d'électricité par origine.
source : [CE-2030,2004]
La ﬁgure 2.2 décrit le marché de la production d'énergie sous une hypothèse de concurrence par-
faite. Le prix d'une unité d'énergie (euro/MWh) est reporté en ordonnées et la puissance à laquelle
cette énergie est produite se trouve en abscisses. Cette ﬁgure démontre une chose importante. Les
coûts de production des unités de pointe (peak units) sont très élevés. Le prix d'un MWh (market
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price) est ﬁxé par l'intersection de la demande d'énergie (demand) et de la courbe de coût marginal
(supply curve). La ﬁgure illustre les diﬀérents coûts marginaux associés aux moyens de production
respectifs du parc (hydraulique, nucléaire,...). Si la demande en puissance ( MWh/h) augmente,
les unités de pointe sont enclenchées petit à petit. En heure de pointe de consommation (MWh/h
élevé), le prix de l'électricité (market price) est inférieur aux coûts de productions (courbe full cost).
Cela constitue un manque à gagner très net pour le fournisseur d'électricité. Ce manque à gagner
est compensé par le faible coût marginal du nucléaire (gain représenté par l'appellation investment
potential).
Avec l'arrêt du nucléaire, l'énergie produite par les centrales nucléaires doit être remplacée en
partie par le renouvelable solaire et ses unités de compensation. Or, si le renouvelable solaire possède
des coûts de production faibles, sa compensation possède les mêmes caractéristiques que les unités
de pointe (coût marginal élevé dû au rendement faible). Il n'est pas certain que le producteur puisse
y trouver son compte. Cela signiﬁe que le prix de l'électricité risque d'augmenter fortement. Par
ailleurs, il faut également signaler que le principe de compensation solaire est très mauvais d'un
point de vue énergétique. Le rendement des unités de compensation est faible. Cela a pour eﬀet
d'augmenter l'empreinte environnementale réelle de la production photovoltaïque. Heureusement,
le smart-grid permet de limiter le besoin en puissance de compensation. Le smart-grid possède à ce
point de vue un avantage économique et technique.
2.2.3 Smart grid en Belgique : ﬂexibilité de production et de consommation
Le smart-grid permet non seulement d'éviter le recours à des unités de compensation du renou-
velable solaire, mais aussi de limiter l'impact de la demande énergétique croissante.
Production renouvelable Belge
Selon le schéma actuel de l'évolution des réseaux, le renouvelable doit devenir une alternative
obligatoire à la sortie du nucléaire et à la raréfaction des ressources fossiles. En 2007, la production
d'électricité issue de sources renouvelables était légèrement supérieures à 3000 GWh (cfr. ﬁgure 2.1).
Le potentiel maximal atteignable en Belgique en 2020 s'élève à 18% [Edora,2010]. Il est principale-
ment issu de sources telles que l'éolien, le photovoltaïque et la biomasse. Selon Edora, le potentiel 1
réalisable est de 8873 GWh (5.4 % de la production totale) pour l'électricité à base de biomasse,
2923 GWh (1.8%) pour le solaire photovoltaïque, 7700 GWh (4.7 %) pour l'éolien terrestre et 9060
GWh (5.5%) pour l'éolien oﬀ-shore. Le reste de la production renouvelable est issu d'hydroélectri-
cité et de la géothermie. Grâce au smart-grid, cette production pourra être intégrée au réseau en
limitant les désagréments dûs à la variabilité des sources solaires.
Consommation croissante
Le smart-grid permet de limiter les pics de consommation. Comme énoncé précédemment, ce
sont ces pics qui sont sources de problèmes économiques et environnementaux.
La ﬁgure 2.1 montre que la consommation d'énergie électrique n'a cessé d'augmenter lors des
dernières décennies. Selon l'IEA, cette tendance continuera dans l'avenir. Cela est dû au dévelop-
pement économique, à la croissance de la population, mais aussi à l'arrivée future des véhicules
1. Ce potentiel est le potentiel de marché. Il tient compte de la réalité socio-économique, technique et des
contraintes légales. Cependant, le rapport Edora donne un potentiel atteignable sous la condition qu'une redéﬁ-
nition de certains critères d'aménagement du territoire ont été opérés (i.e. hauteur de survol minimale de certains
sites,...)
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électriques. Cette dernière caractéristique demande une attention particulière. Imaginez que tous
les propriétaires d'un véhicule électrique rentrent du travail, et mettent leur véhicule en charge.
Cette heure de la journée correspond généralement à l'heure du repas du soir. Dans l'état actuel
des choses, les repas sont déjà considérés comme des heures de consommation de pointe. Ajoutez à
cela la consommation des véhicules, et il est clair que la demande en énergie s'élèvera alors à des
pics jamais atteints.
Figure 2.3  La gestion des véhicules électriques
La ﬁgure 2.3 illustre une des parades à ces pics, imaginée par les constructeurs. La gestion active
de la mise en charge des voitures permettrait de retarder la puissance appelée par les véhicules. Cela
est possible via une borne spéciﬁque. Cette borne admet la mise en charge uniquement en dehors des
heures de pointes, sauf contre-ordre de l'utilisateur (i.e. s'il doit repartir le soir même,...). En outre,
les bornes intelligentes pourraient communiquer entre elles, et ainsi étaler la charge des batteries des
diﬀérentes voitures durant toute la nuit, en limitant le nombre de voitures mises en charge simulta-
nément. Cela aurait pour eﬀet d'aplatir la courbe de puissance appelée au cours du temps [PE,2009].
C'est dans une optique similaire que l'idée du smart grid a jaillit des esprits. Il faut se rendre
compte que les lignes et câbles d'un réseau ne peuvent pas transporter une puissance inﬁnie. Au-delà
d'une certaine limite, les conducteurs peuvent se détériorer, voire se mettre à fondre. Ainsi, chaque
année, le réseau est renforcé, là où cela s'avère nécessaire. Le smart grid est un outil permettant
d'éviter le recours à un renforcement physique du réseau. La gestion des charges permet en eﬀet de
diminuer la puissance maximale appelée lors des pics de consommation. Le réseau sera donc plus
ﬁable, plus résistant, et aura besoin moins fréquemment d'être renforcé.
Le smart-grid est une solution potentielle à beaucoup de problématiques futures. Est-il cependant
à la hauteur des espérances qu'il induit ? Cette étude tente de percer le mystère.
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Chapitre 3
Canevas de l'étude
Le but ultime de cette étude est l'analyse d'un micro-réseau intelligent de type quartier résiden-
tiel. Le centre de contrôle d'un tel réseau possède la capacité de retarder certaines charges dans le
temps. Le réseau possède des sources de production d'énergie (i.e. panneaux solaires et éoliennes).
Sous l'hypothèse qu'un tel réseau est envisageable en pratique, l'étude répond à une question simple.
Quels sont les avantages concrets de la gestion des charges à l'échelle d'un micro-
réseau ?
Par comparaison à l'histoire d'Edison, l'étude veut démontrer que le développement local de
micro-réseaux intelligents est utile et constitue une base raisonnable à l'élaboration d'un smart grid
à grande échelle.
L'étude doit pour ce faire disposer d'un outil d'analyse complexe. Il est nécessaire de simuler le
fonctionnement réel d'un micro-réseau, avec et sans implémentation de la gestion de la charge. Cela
permettra d'en quantiﬁer le bénéﬁce.
Aﬁn d'y parvenir, le modèle du micro-réseau doit impérativement contenir certaines informa-
tions cruciales. Il s'agit de connaitre à chaque instant (i.e. chaque seconde) la demande électrique
des habitants et la production d'énergie des sources internes. En outre, la demande électrique doit
être extrêmement détaillée. Chaque charge doit être connue et gérée à distance par le centre de
contrôle.
La première étape de l'étude se penche sur la modélisation détaillée de la consommation. La
manière dont l'étude envisage cette modélisation est représentée en ﬁgure 3.1.
L'étude démarre par une campagne de mesure. La consommation d'une maison témoin est ob-
servée durant un mois à l'aide d'un grand nombre de capteurs. Chacun d'eux est dédié à la mesure
d'une charge particulière de la maison (i.e. four, lave-linge,...) aussi appelée usage. Grâce aux me-
sures individuelles, chaque usage est modélisé séparément. Le but est de produire virtuellement un
proﬁl de consommation réaliste spéciﬁque à chaque charge. Celui-ci est issu d'un modèle statistique
et comportemental. Avec chacun de ces proﬁls, le proﬁl global de l'habitation est obtenu par ad-
dition. La maison témoin sert de référence à la modélisation du quartier. L'étude considère que le
quartier virtuel est composé de maisons tout à fait similaires. Le modèle permet de généraliser les
résultats spéciﬁques de la maison témoin à un quartier entier.
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Figure 3.1  Schéma progressif du modèle
La seconde étape consiste à déterminer la production instantanée des sources renouvelables.
L'intégration de données météorologiques dans un modèle physique permet de simuler la production.
Aﬁn d'obtenir un modèle réaliste, les données météorologiques doivent couvrir la même période que
la prise de mesure et être eﬀectuées à proximité de la maison témoin.
La troisième étape de l'étude consiste à analyser le quartier modélisé à implémenter la gestion
des charges, après vériﬁcation de la cohérence du modèle. Le premier pas consiste à s'assurer que
l'algorithme de gestion fonctionne bien. Ensuite, toute une série de stratégies sont mises en pratique.
Le point crucial est de conserver un caractère réaliste. Les résultats sont à la hauteur des espérances...
3.1 Critique de l'approche choisie
L'approche choisie par l'étude est simple et eﬃcace. Le quartier virtuel est modélisé à partir
d'une seule maison, ce qui limite la complexité de la campagne de mesure. L'aspect statistique du
modèle est un formidable outil. Il a l'avantage d'être d'une relative simplicité, d'une cohérence cer-
taine avec la réalité et de constituer une source de données inépuisable extrêmement utile à la suite
de l'étude. Après modélisation, il est possible de créer virtuellement la consommation en temps réel
d'un nombre inﬁni de maisons.
La ﬁgure 3.2 présente déjà quelques résultats de la simulation. Dans cet exemple, seuls certains
usages sont simulés : le frigo, les usages servant à la cuisine, le lave-vaisselle, le lave-linge et le sèche-
linge. La partie supérieure de la ﬁgure 3.2 présente un histogramme de la consommation d'énergie
journalière de ces usages pour 120 jours de simulation, par ordre décroissant. La partie inférieure
représente un histogramme de même type qui correspond aux jours de mesures de ces usages (26 jours
utilisables). En d'autres mots, ces histogrammes sont une monotone des consommations observées
et simulées. La comparaison est éloquente. Les 120 jours simulés ont une consommation répartie
dans le même intervalle que les mesures. Le résultat présenté conﬁrme la cohérence du modèle avec
la réalité.
Notons bien que les histogrammes de la ﬁgure 3.2 ne sont pas normalisés. Ces résultats per-
mettent d'aﬃrmer deux choses.
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Figure 3.2  Consommation journalière : simulation et mesures
1. Chaque jour de simulation est représentatif d'un jour réel de consommation de l'habitation
témoin. Cela signiﬁe que le modèle est parfaitement cohérent avec la réalité, au niveau éner-
gétique.
2. Chaque jour de simulation est diﬀérent des autres. Le modèle permet d'obtenir des jours de
consommation d'une très grande diversité. Cette caractéristique est essentielle. La modélisa-
tion des charges permet de créer virtuellement des jours de mesure très diﬀérents, qu'il aurait
été très diﬃcile d'obtenir par des mesures réelles, tant la quantité d'information est grande.
Ces jours simulés regorgent donc d'informations extrêmement utiles à la partie ultime de
l'étude : la gestion active des charges.
Plusieurs bémols sont cependant imputables à la méthodologie employée. En premier lieu, no-
tons que la phase d'expérimentation a pris place dans une unique habitation. Le modèle est donc
caractéristique du comportement des occupants de cette habitation précise. Le deuxième bémol est
l'intervalle de temps durant lequel les mesures ont été prises. L'étape d'acquisition a fourni un peu
plus de 3 semaines de mesures utilisables. D'un point de vue statistique, il s'agit là d'un problème
certain, qui sera parfois comblé par le recours à des sources extérieures. Cela perturbera un peu la
cohérence du modèle par rapport à la maison témoin, mais restera cependant tout à fait représenta-
tif d'une réalité potentielle (cfr. ﬁgure 3.2). A l'issue de la modélisation, il est important d'envisager
comment généraliser le modèle. Le modèle développé pourrait, dans des études futures, s'étendre à
d'autres comportements et à des simulations sur une période plus longue que la période de mesure
elle-même (prise en compte des eﬀets saisonniers,...).
Le canevas de l'étude étant posé, le travail concret peut débuter...
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Chapitre 4
Mesures à obtenir
Étape préliminaire indispensable à la réalisation d'un modèle de simulation des charges, la prise
de mesure est une phase cruciale de l'étude. Les données à obtenir expérimentalement doivent res-
pecter des critères stricts. Tout d'abord, toutes les charges présentes dans l'habitation doivent
être enregistrées. Il est également indispensable de disposer du relevé de la consommation globale
de la maison. Ensuite, les enregistrements doivent être eﬀectués simultanément dans toute l'ha-
bitation. Cette simultanéité est un gage de réussite et de simpliﬁcation du modèle. D'une part, elle
permet d'assurer une analyse temporelle cohérente entre les diﬀérents usages. D'autre part, elle oﬀre
la possibilité d'extraire une charge non-désirable de la consommation totale et ainsi du modèle ﬁnal.
Seules les charges utiles à l'analyse ﬁnale du micro-réseau sont mesurées par un capteur spécia-
lement dédié. Les autres charges sont inclues dans le relevé global de la maison. Le choix des charges
à modéliser s'est porté sur les appareils à haute puissance et/ou haute consommation d'énergie. La
raison est simple : ces charges sont les plus gênantes et sont assez ﬂexibles. Elles sont responsables
des pics de consommation durant la journée. C'est donc elles qui doivent être gérées en priorité pour
éviter les pics dans le micro-réseau intelligent.
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Chapitre 5
La maison type
La génération d'un micro-réseau eﬀectuée dans cette étude par une méthode de type 'Bottom-Up'
(reconstruction par le bas) nécessite la caractérisation électrique complète d'une maison 'témoin'.
Celle-ci est obtenue par une campagne de mesures menée dans une maison de la périphérie de
Bruxelles. L'expérimentation consiste à l'enregistrement des puissances absorbées par l'ensemble
des appareils électriques de la maison.
Le présent chapitre développe dans un premier temps le cadre de l'expérimentation pour
ensuite décrire la méthode et les instruments mis en oeuvre dans cette campagne. La démarche
se clôturera par la sélection des appareils mesurés et quelques résultats.
5.1 Cadre de l'expérimentation
5.1.1 Situation
La maison 'témoin' est une habitation mitoyenne d'environ 140 m2 située à Wezembeek-Oppem,
dans la périphérie de Bruxelles ( voir ﬁgure 5.1 ).
Figure 5.1  Maison 'témoin' étudiée
Elle possède 2 étages, un sous-sol et un garage mitoyen. Le second étage est inoccupé pour le
moment. La façade arrière est orientée Sud-Ouest et possède une grande surface vitrée. La maison,
ainsi que tout le système électrique, a été complètement rénovée en 2008. Le lecteur intéressé peut
trouver les plans précis de l'habitation en annexe (ﬁgure A.6)
La maison est habitée par un jeune couple marié, sans enfant. Durant la période d'essai, le couple
ne s'est pas absenté sauf sorties éventuelles en soirée ou le week-end. Travaillant à temps plein, il est
néanmoins possible qu'un des habitant ait été présent durant les journées. Le mari est indépendant
et travaille occasionnellement à la maison. Attentif à leur consommation, les habitants possèdent
un nombre important d'ampoules économiques et sont attentifs à éviter le gaspillage d'énergie.
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La campagne de mesure a été eﬀectuée entre le 15 mars et le 15 avril 2010. Suite à certains
problèmes techniques ( coupures de courants, ...), le nombre de jours utilisables de mesure est de
26. Ce sont ces 26 jours uniquement qui seront utilisés lors du traitement des données.
5.1.2 Les consommateurs électriques de la maison
Aﬁn de caractériser la maison étudiée, il est important de recenser les appareils électriques ins-
tallés ainsi que leurs particularités. La maison étudiée possède un grand nombre d'appareils usuels,
quelques-uns nécessitent néanmoins une attention particulière. Une description brève de l'ensemble
des appareils et de leurs spéciﬁcités est réalisée ci-après :
1 Électroménagers (cuisine) : la maison possède l'équipement traditionnel (four électrique,
four à micro-ondes,frigo, bouilloire,lave-vaisselle,...). Seuls les plaques de cuisson, au gaz, po-
saient problème. Dès lors, pour pouvoir tenir compte de ce grand consommateur, une taque
électrique fut installée pour la période des essais. L'utilisation de cette unique plaque, par
opposition aux cuisinières 4 plaques couramment installées, devra être prise en compte lors
de la conclusion de l'étude.
2 Électroménagers (Divers) : Outre la machine à laver et le sèche-linge, un grand congélateur
est installé dans le garage. L'étude montrera son importance dans la consommation du ménage.
De plus, un aspirateur central est également installé au garage. Cette appareil, peu répandu,
a néanmoins une puissance comparable à ces homologues portables ( proche de 2kW) .
3 Multimédias : A nouveau les consommateurs installés ne sortent pas de l'ordinaire ( PC
portable, PC ﬁxe, TV écran plat, réveil, wiﬁ,...).
4 Éclairage : l'éclairage de la maison est un composé de trois diﬀérentes technologies ( éco-
nomique, incandescence et halogène). Une estimation large de leurs proportions en terme de
nombre d'ampoules est de 40, 40 et 20%.
5 Autres : Il est possible que, occasionnellement, de l'outillage tel qu'une foreuse, un fer à
souder ou autres soient utilisés. Ces consommateurs devront être identiﬁés et retirés lors de
la phase d'analyse des données. En eﬀet, leurs utilisations ne sont pas représentatives d'un
comportement moyen et risqueraient de fausser la pertinence du micro-réseau généré.
La description complète des appareils installés (modèle, puissance nominale,...) se trouve en
annexe (cfr ﬁgure A.5).
5.2 Le dispositif d'acquisition
5.2.1 Le dispositif global
Les proﬁls de consommation des diﬀérents usages de la maison sont obtenus à l'aide d'un dispo-
sitif d'acquisition dynamique. Celui-ci permet la mesure et l'enregistrement des puissances actives
consommées par les appareils et cela pour une période d'échantillonnage choisie. Concrètement, le
dispositif se divise en trois composantes principales : les capteurs, le traitement des données et le
dispositif d'enregistrement ( voir ﬁgure 5.2).
Selon les cas, le capteur est installé directement au tableau électrique général de la maison ou à
la sortie de l'usage dont on cherche à mesurer la consommation. Ces capteurs de courants, ou 'TI',
fournissent en sortie un signal de tension proportionnel au courant consommé par l'usage qu'ils me-
surent. Cette valeur de tension, comprise entre [0-10 V] dans la solution choisie, est alors transmise
à une carte d'acquisition de données. En parallèle, un petit transformateur [230/5]V est également
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Figure 5.2  Schématisation de l'acquisition de données
installé aﬁn de mesurer la tension du réseau.
La puissance active consommée est obtenue par une opération sur ces deux mesures, courant
et tension, au moyen d'un ensemble carte d'acquisition - logiciel. La carte d'acquisition transforme
les signaux analogiques en signaux numériques. Ceux-ci sont ensuite traités et enregistrés par l'in-
termédiaire d'un logiciel, sur un ordinateur. La description précise des appareils utilisés lors de
l'expérimentation est décrit dans les points ci-dessous.
5.2.2 Les capteurs
Les capteurs de courants utilisés lors de l'expérimentation sont des capteurs électromagnétiques
alimentés qui permettent la génération d'un signal de mesure proportionnel au courant à mesurer.
Il existe un grand nombres de ces capteurs de courant. Chacun se diﬀérencie par sa gamme de
puissance admissible, sa taille, son prix, etc. Dans l'étude, deux types de capteurs diﬀérents ont été
utilisés ( voir ﬁgure 5.3).
Figure 5.3  Capteurs de courant utilisés ("LTS 15-NP LEM" à gauche et "LA55P LEM" à droite)
Le premier , "LTS 15-NP LEM" (voir annexe A.1), est un petit capteur de courant permettant
des mesures comprises entre ±[0−45] A. Il possède une sortie de tension analogique centrée en 2.5V.
Ce type de capteur fut adopté pour son prix relativement bas et son adéquation avec la gamme de
puissance mesurée.
Le second,"LA55P LEM" (voir annexe A.2), est un capteur dont le signal de sortie s'exprime en
courant. Il permet de mesurer des valeurs comprises entre ±[0−70]A. Deux capteurs de ce type sont
utilisés pour mesurer la consommation générale de l'habitation d'une part et la consommation totale
de l'éclairage du rez-de-chaussée d'autre part. Aﬁn d'obtenir une sortie en tension, la mesure est
en courant est transformée à l'aide d'une résistance de 100Ω montée en série avec la sortie du capteur.
L'expérimentation globale est réalisée en utilisant 13 capteurs "LTS 15-NP LEM" et 2 capteurs
"LA55P LEM".
Il est important de rajouter que le raccordement de ceux-ci dans le système d'acquisition né-
cessite une attention particulière. Il s'agit en eﬀet d'éviter la génération de "boucles de masse"
génératrices de perturbations pour la mesure. Aﬁn d'éviter ce phénomène, tous les capteurs doivent
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impérativement être reliés à la masse de la carte par un chemin propre à chacun d'eux.
5.2.3 Dispositif d'enregistrement
Le dispositif qui permet l'enregistrement des puissances consommées est composé d'un ensemble
carte d'acquisition - logiciel "LabView".
La carte d'acquisition
La carte d'acquisition est une "DAQPad-6016" de National Instrument (voir ﬁgure 5.4) .
Figure 5.4  Carte d'acquisition "DAQPad-6016" de National Instrument
Ce dispositif multifonctions transforme les signaux analogiques provenant des capteurs en si-
gnaux numériques exploitables par un ordinateur. Ces 16 entrées analogiques permettent la mesure
simultanée des 16 capteurs décrits précédemment. Possédant une gamme de tension d'entrée com-
prise entre −10 et 10 V, la carte admet une prise de mesure maximum de 200.000 échantillons par
seconde.
LabView
LabView est un logiciel développé par la société "National Instrument". Il est communément
utilisé pour l'implémentation de programmes oﬀrant une interface graphique avec l'utilisateur (
automatisation, acquisition de données, ...). Son utilisation permet de commander, modiﬁer et en-
registrer automatiquement les mesures souhaitées. La ﬁgure 5.5 illustre le traitement appliqué aux
signaux numérisés par la carte. Les étapes qui le composent sont décrites ci-dessous.
Figure 5.5  Transformation des signaux analogiques en valeurs de puissances échelonnées à 1Hz
Les signaux ( AI1, ..., AIn) correspondent aux mesures de courants fournies par les capteurs.
AI0 quant à lui représente la mesure de tension de la maison.
L'étape de "centrage" subie par les signaux sert à soustraire la composante moyenne intrinsèque
des capteurs. La deuxième étape, dite "étalonnage", multiplie les signaux par des facteurs correctifs
aﬁn de rendre compte de la valeur réelle du courant consommé. Les signaux de courants sont alors
multipliés avec le signal AI0 aﬁn d'obtenir les puissances instantanées consommées par chaque usage.
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Pour ﬁnir, la valeur moyenne de celles-ci (i.e. la puissance active) est prise pour une période
d'échantillonnage d'une seconde. Cette période est un compromis entre précision et limitation de
l'espace de stockage nécessaire. Notons également que pour plus de facilité, un module est pro-
grammé aﬁn de créer de nouveaux ﬁchiers de stockage toutes les heures.
Le lecteur intéressé trouvera la méthode et les valeurs d'étalonnages en annexe (cfr ﬁgure A.4).
5.2.4 Précision
Il est indispensable de commenter la méthode d'un point de vue "précision de mesures". Des
imprécisions peuvent provenir des diﬀérentes étapes du système. Voici leurs sources éventuelles par
ordre d'importance :
1 L'étalonnage : L'étape d'étalonnage des capteurs (cfr Annexe A.2) permet en théorie de
faire correspondre mesure et réalité. En pratique néanmoins, quelques diﬀérences peuvent
apparaitre. Premièrement, l'étalonnage est eﬀectué en laboratoire. Il ne permet donc pas de
rendre compte des conditions réelles de mesure (i.e. Champ magnétique,...) dans la maison
'témoin'. La diﬀérence est cependant négligeable. Ensuite, le réglage des facteurs correctifs
est considéré comme suﬃsamment précis pour une variation inférieure à 1 % entre puissance
'Wattmètre' et puissance enregistrée. Ce choix est dû à la méthode de mesure utilisée. Cette
méthode utilise en eﬀet diﬀérents instruments (ampèremètre, voltmètre,...) et nécessite leurs
lectures "à vue", source d'imprécisions inévitables.
2 Transmission "capteur-carte" : Dans certains cas, les capteurs peuvent être installés loin
de la carte d'acquisition. Cette distance peut engendrer la création de parasites dus à des
interactions électromagnétiques. La longueur des ﬁls augmente ce risque d'interaction. Aﬁn
de limiter ce phénomène, les capteurs sont chacun reliés à la carte par un ensemble de trois ﬁls
torsadés (masse,mesure et alimentation) et protégés par une gaine isolante. Ceci permet d'évi-
ter au maximum l'apparition des parasites. Les mesures montreront néanmoins la présence
d'un bruit de quelques watts pour les capteurs les plus éloignés.
3 Capteurs : Selon les données constructeurs, les capteurs ont une erreur de linéarité inférieure
à 0.1 %. Ceci implique l'apparition éventuelle d'écarts entre réalité et mesure si les valeurs de
courant à mesurer sont très diﬀérentes de celles utilisées lors de l'étalonnage.
En conclusion, les mesures de puissances enregistrées lors de la campagne possèdent une petite
imprécision suite au bruit électromagnétique et à la prise de mesure visuelle.
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5.3 Sélection des usages monitorés
Comme montré au point précédent, le système d'acquisition permet le suivi de 16 capteurs si-
multanément. Sur base du schéma électrique de l'installation, les 16 mesures du système sont :
- Consommation générale - Mesure de tension
- Frigo - Congélateur
- Plaques de cuisson - Four Micro-ondes
- Bouilloire - Lave-vaisselle
- Lave-linge - Séchoir
- Auxiliaires de chaudière - Aspirateur et pompe
- Éclairage (3 capteurs) - Consommation des appareils
de mesure
Il faut noter toutefois que ces mesures ne sont pas toutes accessibles depuis le tableau général.
Outre les capteurs ﬁxes installés en sous-sol, aux départs électriques, il a été nécessaire de recourir
à des capteurs mobiles placés près de l'usage identiﬁé. Concrètement, la représentation des bran-
chements des diﬀérents capteurs est illustrée à la ﬁgure 5.6 suivante :
  
Vin
Ai14Ai0 Ai9 Ai10 Ai11 Ai12 Ai13
Igen
H
Ai15
Four
R
Aux. Chaudière
F J N O D
Éclairage 1
L Lave vaisselle
E
Éclairage 2
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Machine à laver
+15 V
-15 V
0 V
5V
Rack
Ai1
Ai2
Ai3
Ai4
Ai5
Ai6
Ai7
Ai8
Prises murales
Frigo
Congélateur
Aspirateur&pompe
Plaques cuisson
Mesures
Micro-Onde
Friteuse+bouilloire+...
Éclairage 3
Figure 5.6  Schématisation des branchements 'Usages-Capteurs-Acquisition'
Les 8 capteurs de gauche sont installés au tableau et permettent la mesure des lignes ('M','L',...).Tandis
que les 8 autres sont des capteurs 'mobiles' et permettent les mesures directes d'appareils (frigo,...).
'AI14' et 'AI15' sont les deux capteurs "LA55P LEM" permettant le passage d'une section
équivalente de ﬁl plus importante. Le premier est utilisé pour la mesure du général nécessitant un
ﬁl de section plus élevée ( 10mm). Le second permet la mesure de l'ensemble des consommations
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des lignes F,J,N,O et D propres au circuit d'éclairage.
5.4 Résultats de la campagne de mesure
La ﬁgure 5.7 décrit la consommation d'énergie totale observée durant toute la campagne de
mesure, et découpée par usage.
Figure 5.7  Consommation de l'habitation
Le congélateur y prend une part très grande. L'appareil est en mode superfrost. Son fonctionne-
ment est ininterrompu durant toute la durée des observations. Un point positif de cette campagne
de mesure a été le petit audit énergétique eﬀectué sur la maison en question. L'ensemble regroupé
par le terme passif représente les veilles, le matériel audiovisuel et tout autre charge possédant soit
un caractère relativement constant, soit une puissance très faible. Une charge passive est déﬁnie
dans cette étude comme une charge dont la gestion temporelle n'apporte pas de grand bénéﬁce.
Cette aﬃrmation n'est pas valable sous une considération énergétique. En eﬀet, il est clair qu'une
gestion intelligente des veilles permet un gain énergétique important. Par contre, leur puissance
étant faible, elles ne sont pas d'un intérêt décisif lorsque le but est d'écrêter des heures de pointe
de consommation.
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Chapitre 6
Pourquoi modéliser les charges ?
Quel pourrait-être l'intérêt de modéliser la consommation d'une habitation ?
L'objectif est de cette phase importante de l'étude est d'obtenir un outil de travail. Le but est
de simuler un quartier virtuel, extensible à souhait, et qui contient toutes les informations détaillées
nécessaires à une gestion active de la charge (i.e. instants d'enclenchement des charges, puissance
consommée...). Obtenir le quartier virtuel doit impérativement passer par l'élaboration d'un modèle
de consommation. Cette consommation est représentée par une courbe de charge du quartier (i.e.
courbe de la puissance active consommée en fonction du temps).
Les études traitant de la modélisation de courbes de charge (CdC) sont nombreuses. Pourtant,
ces études sont généralement associées à des buts bien spéciﬁques. Le premier d'entre eux est la
prévision des charges d'un réseau. Dans un réseau électrique, il est très important de connaitre
la possible évolution de la consommation à court, moyen et long terme. Les opérateurs du réseau
peuvent alors, notamment, prévoir le développement des infrastructures adaptées aux changements
de consommation à venir. Qu'il s'agisse de raisons techniques ou économiques, les gestionnaires de
réseaux ont toujours été très intéressés par la prédiction et la modélisation des charges présentes
sur le réseau. Généralement, cette modélisation a lieu à un niveau élevé de charge (i.e. une région,
un quartier, ...).
Plus récemment, un autre intérêt est apparu. Ce dernier désire décomposer la consommation
de manière beaucoup plus précise, selon les diﬀérents usages. Cet intérêt est souvent exprimé par
les fournisseurs d'électricité. Deux raisons principales sont invoquées : établir des plans tarifaires
spéciﬁques, et réduire la consommation. Ce dernier point est exploitable par les fournisseurs d'élec-
tricité en terme d'image, surtout depuis la prise de conscience écologique de la population.
Les études de modélisation des charges présentes dans la littérature ont très souvent un rôle
prédictif, et se basent sur l'extrapolation du modèle jusqu'à un futur plus ou moins proche. Le but
de cette étude est tout autre. La modélisation permet d'obtenir un modèle de quartier réaliste,
qui allie simplicité à eﬃcacité et qui regorge d'information. La consommation de ce quartier sera
connue en détail, charge par charge. Les courbes des diﬀérentes habitations sont constituées par
agglomération des charges modélisées. Cette méthodologie est dite Bottom-Up.
Au cours des chapitres de cette partie du travail, la terminologie emprunte certains termes aux
références bibliographiques. Il est souvent fait référence aux usages qui existent au sein de l'habi-
tation. Cette terminologie désigne chacune des charges qui sont rassemblées autour d'une utilité
bien déterminée. Elle est très utilisée dans la littérature. Pour l'exemple, on cite la thèse de M. El
guedri [El Guedri,2009] à l'université Paris SUD :
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Un usage électrique désigne un ou plusieurs appareils électriques de la même famille, par
exemple le froid alimentaire, le chauﬀage électrique, etc.
Ces usages sont parfois considérés sous les appellations charges et courbe de charge (CdC).
Après ce rapide parcours du contexte dans laquelle la modélisation s'inscrit, la description de
l'analyse des données peut débuter. Il est nécessaire de passer par diﬀérentes étapes. La première
consiste à traiter les données récoltées, aﬁn de les rendre analysables. Cela ouvre la voie à la phase
de modélisation des usages. L'optique choisie dans le cadre de l'étude est la détermination des
signatures simpliﬁées des diﬀérents usages. Il s'agit d'identiﬁer la forme principale des proﬁls de
consommation des diﬀérents usages. Cette forme sera alors épurée au maximum aﬁn de rendre la
modélisation plus eﬃcace. La signature simpliﬁée est un outil tout à fait adapté, si une attention
particulière est portée à limiter les impacts d'une simpliﬁcation trop poussée.
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Chapitre 7
Traitement des données
Le but de cette étape de traitement est d'obtenir des courbes de charge manipulables et propres
à chaque usage de la maison. La courbe de charge manipulable est également appelée signature
simpliﬁée de l'usage. Il est important de pouvoir disposer d'une courbe la plus simple et la plus
représentative possible. Ceci implique notamment la simpliﬁcation de certains eﬀets transitoires
relativement négligeables. Deux étapes importantes aﬁn de déterminer les diﬀérentes signatures
simpliﬁées sont le nettoyage des données, et la normalisation des signatures.
7.1 Le problème des données brutes
Les données acquises souﬀrent d'une dégradation importante due aux bruits générés par les dis-
positifs de mesure (capteurs, carte,...) ainsi qu'aux sauts de tension ou courant perçus dans toute
l'habitation. Ces derniers ont des causes diverses. Il peut s'agir du démarrage rapide d'un usage
de la maison, ou d'une perturbation venant du réseau extérieur. La terminologie de l'analyse des
signaux amène à distinguer les perturbations entre elles selon leurs origines, sous deux appellations
distinctes : Glitch de puissance et bruit. Cette section y fait référence.
Figure 7.1  Courbe de charge journalière du Frigo (20 mars 2010)
La ﬁgure 7.1 montre à quel point les données peuvent être entachées de bruit. La CdC présentée
est celle du réfrigérateur. Cet usage est caractérisé par une succession de diﬀérents cycles, entre
lesquels la consommation est quasi nulle. Les sauts de puissance de type glitch sont clairement
perceptibles lorsqu'ils apparaissent dans ces périodes d'arrêt de l'appareil (i.e. vers 11h, pic de 60W
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puis retour à 0W en un temps de l'ordre de la seconde, ...). Le bruit dû aux mesures se perçoit
par les variations rapides à faible puissance, observables durant ces mêmes périodes d'arrêt. Cette
puissance devrait être constante, aux alentours de 4W 1.
Une analyse rigoureuse montre que certains points de la courbe expriment une puissance active
consommée négative. Plusieurs raisons peuvent être invoquées à la présence de ces points :
 Problèmes dans la prise de mesure (instant d'échantillonnage, bruits électromagnétiques, in-
ﬂuences des autres capteurs, ...).
 Glitchs de puissance perçus par le capteur.
Il semble vraisemblable que la première raison soit celle qui est observable à la ﬁgure 7.1.
Le traitement de ces données brutes est une première étape nécessaire à la modélisation. Le
bruit des capteurs va être éliminé, ainsi que les sauts de puissance trop importants qui n'ont pas de
rapport avec l'usage.
7.1.1 Bruit et mesure
Les mesures qui ont été récoltées sont souvent entachées d'un bruit relativement important. Les
origines de ce bruit sont assez diverses. Il est supposé que chacune de ces origines donne pour résultat
un bruit de moyenne nulle. La simpliﬁcation se permet dès lors de réduire le bruit à une valeur nulle.
 La longueur des ﬁls (jusqu'à 20m) eﬀectuant la connexion entre la carte d'acquisition et
les capteurs est parfois telle que la boucle formée intercepte un certain nombre de champs
électromagnétiques (Wiﬁ, Gsm, Radio,...). Cela peut résulter en l'apparition d'une force élec-
tromotrice de quelques mV dans ces ﬁls. Il s'en suit, au vu de la basse tension du signal de
mesure (max 5V), la perception par la carte d'acquisition qu'une puissance active non-nulle
est consommée. Une solution directe à ce problème pourrait être de supprimer les composantes
supérieures au kHz présentes dans le signal provenant du capteur. Malgré quelques essais dans
ce sens, ceux-ci ne sont d'aucune utilité. Le ﬁltrage n'améliore pas signiﬁcativement la résis-
tance au bruit des mesures eﬀectuées, et dégrade même le calcul de la puissance.
 Les perturbations sur le réseau interne et externe à la maison conduisent parfois à des pics
de tension ou (non-exclusif) courant positifs ou négatifs. Les mesures de courant et tension ne
sont pas directement accessibles dans les données enregistrées. Il est impossible de spéciﬁer
l'origine spéciﬁque du bruit. Néanmoins, ces sauts sont connus des spécialistes. Il en existe
dans le réseau de distribution, mais aussi dans le réseau interne à la maison. Ce constat permet
de penser qu'une partie du bruit y est directement liée. Par ailleurs, les perturbations sur le
réseau sont également considérées sous le terme de glitch de puissance si elles se caractérisent
par un saut important, de courte durée, et peu récurrent de puissance active. Le bruit qui est
déﬁni dans cette étude consiste en une faible variation de la puissance active et qui survient de
manière très récurrente. Le lecteur doit porter son attention à diﬀérencier ces termes, pouvant
avoir une origine commune.
 Le dispositif d'acquisition constitué de la carte et du PC est également source de pertur-
bation (problème de calcul, problème lors de la création de ﬁchier). En eﬀet, l'échantillonnage
1. Les 4W sont la somme des puissances de l'écran de contrôle LED présent sur le frigo et des auxiliaires de
régulation. Dans la suite cette puissance de veille est négligée, même si elle correspond à une consommation d'énergie
substantielle sur l'année (35 kWh, ±0.85% de la consommation annuelle de la maison).
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du signal de chaque capteur se fait aux alentours de 4kHz. Les diﬀérents instants d'échan-
tillonnage peuvent constituer des sources de bruits, suivant l'application concernée.
 Les capteurs et leurs circuits possèdent intrinsèquement d'autres sources de perturbation.
L'alimentation est constituée de hacheurs et transformateurs, sources d'harmoniques pouvant
perturber la sortie des capteurs. La lecture de la tension de sortie peut être également per-
turbée par une impédance de sortie trop faible. Ces deux problèmes peuvent être résolus en
stabilisant l'alimentation à l'aide de condensateurs adaptés, et en ajoutant en parallèle des
entrées de la carte une résistance de valeur importante.
7.1.2 Glitch sur le réseau domestique
Comme présenté en début de section, les capteurs perçoivent de temps à autres des glitchs de
puissance. Il existe plusieurs types de glitch.
Le premier a pour caractéristique de faire tomber la puissance précisément à zéro. Comment
expliquer une telle précision ?
Il s'agit en fait d'un problème lors de l'acquisition des données dans la mémoire de l'ordinateur.
Toutes les heures, un nouveau ﬁchier de destination est créé aﬁn d'y enregistrer les données. Cette
étape crée parfois certains problèmes dans le calcul de la puissance active (le processeur ne gère
pas bien les deux processus simultanément), si bien que le logiciel ne mesure aucun courant dans
le capteur. Cela est dû partiellement à la fréquence de travail de l'ordinateur et au nombre impor-
tant d'échantillons considérés à chaque seconde. Avec un matériel plus adapté, ce problème ne se
présenterait probablement pas.
Figure 7.2  Erreur de calcul due à un glitch perçu dans la maison
Les glitchs de puissance peuvent avoir des conséquences importantes sur l'analyse des données.
La ﬁgure 7.2 présente un problème de détection de la ﬁn d'un cycle de fonctionnement du frigo. En
eﬀet, l'algorithme est conçu pour partir du début de l'état de régime (puissance constante ±110W )
jusqu'au premier zéro perçu en aval. Le glitch observé amène la puissance à une valeur négative.
L'algorithme s'arrête alors au premier passage par zéro, et détecte une ﬁn de cycle erronée. Une
solution très simple à ce cas précis est d'imposer à toute valeur négative de puissance active d'être
ramenée à la valeur positive qui la précède. Avant traitement, la ﬁgure 7.2 démontre les dégâts
causés par ce type de glitch.
Traitement des données 35
UCL Travail de ﬁn d'étude 18 juin 2010
7.2 Normalisation de la signature
Au delà d'un nettoyage pur et simple des données, il est également important d'en eﬀectuer la
normalisation. L'étape de modélisation demandera une analyse poussée des puissances consommées
à chaque instant par les diﬀérents usages. Aﬁn de ne pas se perdre dans une analyse trop scrupuleuse,
il est préférable de normaliser les signatures des diﬀérents usages. C'est là tout l'attrait des signatures
simpliﬁées.
7.2.1 Mise à zéro
Comme expliqué ci-dessus, les très faibles variations de puissance (5 à 10W) perçues par le
dispositif d'acquisition sont parfois associées à du bruit d'origines diverses. Au delà de la suppression
de ce bruit, il est parfois préférable d'annuler également d'autres valeurs mesurées non-nulles. En
eﬀet, certaines n'ont pas un intérêt direct dans la caractérisation de la signature simpliﬁée de l'usage
visé. Ce dernier cas est plutôt rare, mais a notamment été rencontré pour l'analyse de l'usage plaques
de cuisson, comme le montre la ﬁgure 7.3.
Figure 7.3  Perturbation non-modélisable
Les cycles désignés doivent être négligés. Ils possèdent une origine diﬀérente de celle de l'usage
eﬀectif des plaques. L'apparition du premier de ces cycle est due à un problème de mesure survenu
au capteur concernant le congélateur 2. Le câble connectant la carte à la sortie du capteur avait été
manipulé. La perturbation introduite a été perçue par tous les capteurs. En eﬀet, leur zéro est déﬁni
par une masse commune. Ensuite, l'onde de perturbation s'est étendue à la masse commune des
capteurs. Cette perturbation est évidemment négligée lors de l'analyse de la signature simpliﬁée. Le
pic de puissance à l'usage plaque de cuisson qui survient trois minutes plus tard est dû à un autre
type de perturbation. Celle-ci est similaire aux perturbations évoquées dans la caractérisation du
bruit (le pic de puissance ne se retrouve pas dans la mesure du compteur général).
7.2.2 Prise de moyenne et normalisation
Après la mise à zéro, la méthodologie développée dans cette étude consiste à simpliﬁer la si-
gnature réelle. Cela est eﬀectué en prenant la moyenne de certaines parties spéciﬁques de cette
signature, et en normalisant les diﬀérents cycles.
La première simpliﬁcation, appelée traitement 1, consiste à eﬀectuer la prise de moyenne de
certaines parties de signature. La prise de moyenne a lieu sous deux conditions. D'abord, durant un
certain intervalle de temps, la portion de signature concernée doit posséder un caractère relativement
2. La puissance active plonge à près de -10kW.
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constant. Les diﬀérentes valeurs de puissance active mesurées restent dans un intervalle restreint
relativement à la puissance maximale de l'application. Il est alors cohérent de ramener cette partie
de la signature à une valeur constante, correspondant à la moyenne des puissances observées sur
cet intervalle. Cela permet d'obtenir rapidement des formes générales pour les signatures, comme
présenté à la ﬁgure 7.4 (plaques de cuisson avant et après traitement).
Figure 7.4  Traitement des données
Ensuite, lors du traitement 2, les signatures issues du traitement 1 sont normalisées (ou quanti-
ﬁées). Celles-ci s'étendent à l'origine dans un intervalle continu de temps et de puissances. Pourtant,
il peut être opportun de limiter les diﬀérentes durées (ou puissances) de cycle mesurées à certaines
valeurs discrètes. Cela permet de faciliter l'étape de modélisation. Par exemple, pour des cycles qui
durent au minimum une vingtaine de minutes, le temps de cycle mesuré est arrondi à la minute la
plus proche. Il ne reste donc que des cycles à durée entière, en minutes.
Cette normalisation (quantiﬁcation) a un rôle primordial lors de l'étude statistique des usages.
Elle permet d'obtenir des courbes expérimentales plus facilement manipulables. La normalisation
permet aussi de rassembler des cycles très similaires (tous les cycles qui durent 20 minutes, 21
minutes,...). Cette étape de normalisation est surtout nécessaire à cause du faible nombre de données
récoltées pour certains usages (e.g. les plaques de cuisson). La ﬁgure 7.5 exprime très bien l'utilité
de la quantiﬁcation.
Figure 7.5  Distributions de probabilité avant et après normalisation
La ﬁgure représente l'élaboration d'une distribution de probabilité. La grandeur à mesurer est
un temps de fonctionnement d'un cycle, en seconde, qui évolue entre 1200 et 6000 secondes (entre 20
minutes et 1h40). Dès qu'un nouveau cycle est observé, son temps de fonctionnement est enregistré.
S'il existe un grand nombre de cycles qui ont duré le même nombre de secondes, la distribution
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possède un nombre d'occurrences correspondant élevé. L'intérêt de la normalisation apparait très
clairement après comparaison du résultat ﬁnal des deux situations, avant et après normalisation des
temps de cycles. La distribution de droite, eﬀectuée sur base des temps de cycles normalisés, est
beaucoup plus parlante. Elle ressemble à une gaussienne. A contrario, la distribution de gauche est
élaborée avec des temps non-normalisés. Par conséquent, il existe un très faible nombre de cycles
qui ont duré un temps identique. La courbe de distribution n'aﬃche pas une tendance claire.
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Chapitre 8
Modélisation
L'approche choisie dans cette étude consiste à modéliser la charge globale d'une habitation à
partir des courbes de charge des diﬀérents usages qui y sont présents. Le but est de produire aléa-
toirement une courbe de charge pour chaque usage. En bout de course, une maison virtuelle sera
modélisée, usage par usage.
Le modèle est construit sur base de statistiques. Il permet d'obtenir des courbes de charges diﬀé-
rentes à chaque simulation tout en assurant à chacune d'elles de posséder les mêmes caractéristiques
statistiques que les données récoltées. Par conséquent, chaque simulation sera une représentation
tout à fait réaliste du fonctionnement réel des usages modélisés.
Grâce au modèle statistique, l'eﬀet du foisonnement des charges peut être recréé virtuellement,
sans pour autant s'éloigner de la réalité. Cela oﬀre une certaine ﬂexibilité dans les résultats obtenus.
Cette caractéristique est essentielle aﬁn d'eﬀectuer la gestion active des charges, à postériori.
Il existe énormément d'approches possibles qui permettent d'eﬀectuer la modélisation des charges.
Dans ce chapitre, une section est consacrée à l'état des lieux des méthodes envisageables. Ensuite,
l'approche choisie pour chaque usage est spéciﬁée et explicitée en détails. Finalement, le résultat de
la CdC générale est présenté et ouvre la voie à l'étape de gestion de la charge.
8.1 Modélisation de courbes de charges : un rapide état de l'art
Cette section est consacrée à une description rapide de diﬀérentes méthodes envisageables aﬁn
de modéliser les charges présentes dans la maison étudiée. Il existe deux approches principales : Top-
down et Bottom-up. D'autre approches plus globales existent, du type économétrique (statistique à
paramétrisation élevée). La méthode qui est préférée lors de cette étude est décrite en ﬁn de section.
8.1.1 Les approches Top-down
Par déﬁnition, une approche Top-down se concentre sur la décomposition (désagrégation) d'une
courbe de charge complexe en diﬀérentes courbes plus simples. Dans le cadre de cette étude, il
s'agirait de retrouver les courbes de charges des diﬀérents usages à partir de la courbe complète de
la maison.
Une telle approche pourrait sembler très utile aﬁn de récolter un maximum de données ra-
pidement. En eﬀet, à partir d'une vingtaine de proﬁls globaux, toutes les courbes de charge des
usages pourraient être extraites. Les données sources à obtenir seraient donc assez restreintes, et
permettraient une phase d'expérimentation simple et rapide. Malheureusement, la réalité est toute
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Figure 8.1  Approche Top-Down
autre. La mise en oeuvre de cette approche demande de connaitre très précisément la signature de
chacune des charges présentes dans l'habitation. Cela consiste en une bibliothèque des proﬁls de
consommation des diﬀérents usages. Les algorithmes à développer se basent alors très souvent sur
des mécanismes d'optimisation très complexes, ainsi que des analyses dans d'autres espaces que la
CdC normale (i.e. l'espace temps-fréquence). Pour cette raison, l'étude présentée ici n'a pas choisi ce
type de décomposition. Les diﬀérentes méthodes Top-down qui existent dans la littérature montrent
bien toute la complexité du problème. Pour lire quelques études intéressantes dans de domaine :
[El Guedri,2009], [J.A.Dominguez-Navarro,2009].
Même si ces approches apportent beaucoup à la compréhension globale de l'analyse des Courbes
de charge, elles n'ont pas d'intérêt direct avec l'étude présentée. Le concept important révélé par de
telles approches est celui de la signature des usages. Ce concept renvoie, pour rappel, à une forme
typique de la CdC de l'usage en fonctionnement. Certaines caractérisations statistiques présentées
dans ces études sont également utiles. Le lecteur intéressé est renvoyé aux sources sus-citées pour
plus d'informations sur le sujet.
8.1.2 Les approches Bottom-up
Le cadre d'une modélisation Bottom-up du proﬁl de consommation d'une maison est simple.
Il s'agit de modéliser séparément chaque charge contenue dans la maison (éclairage, appareils de
cuisson,...). Ensuite, ces charges, communément appelées usages, sont additionnées aﬁn de retrouver
le proﬁl global. L'avantage d'une telle approche est sa relative simplicité.
Méthode Bottom-Up N1 : curve modeling et analyse de la variance
Dans le cas d'un usage tel que l'éclairage, il est opportun de modéliser la CdC totale. En eﬀet, il
est assez diﬃcile d'obtenir une analyse précise pour chaque dispositif d'éclairage utilisé dans l'habi-
tation. Par contre, l'éclairage total peut souvent être corrélé à diﬀérents paramètres : la luminosité
extérieure, le taux d'ensoleillement, l'heure du jour, la présence et l'activité dans l'habitation. A
partir de l'étude de la dépendance existant entre éclairage et ce type de paramètres, il est possible
d'eﬀectuer une modélisation de la CdC de l'usage éclairage. Cela est envisageable à condition de
disposer d'un relevé précis de ces paramètres. Cette approche s'apparente aux analyses statistiques
de type économétrique.
Une autre manière tout à fait simpliste de modéliser la courbe est envisageable. Il est tout
d'abord supposé qu'à tout instant la courbe d'éclairage ne peut s'étendre que dans un intervalle
donné de valeurs. Les bornes des intervalles sont les maximums et minimums de puissance mesurés
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à ces heures du jour dans les données acquises. En y ajoutant des conditions de continuité pour la
courbe (i.e. dérivée maximale de la courbe au temps t,...), il est assez rapide d'obtenir un proﬁl de
l'usage éclairage variant aléatoirement entre ces bornes. Cela n'a pourtant pas grand intérêt.
Figure 8.2  Proﬁl moyen de l'usage Eclairage
Une approche très similaire consiste à permettre à un proﬁl moyen d'éclairage pré-établi (cfr
ﬁgure 8.2) de pouvoir varier à l'intérieur de certaines bornes. La diﬀérence avec le cas précédent
est de modéliser la variance de la consommation à chaque instant, et non pas de dénombrer toutes
les valeurs que pourrait prendre la consommation de l'usage. Là-aussi, il faut ajouter certaines
conditions de continuité. Cette dernière approche peut s'exprimer par la mathématisation de la
courbe moyenne, dont les paramètres peuvent varier dans des intervalles restreints (i.e. coeﬃcients
de polynômes,...). Le proﬁl moyen de la ﬁgure 8.2 est issu d'une étude très complète concernant les
habitudes d'éclairement de 8 ménages durant un an, [ECLOS,2009]. Il est possible de déterminer les
variations possibles autour du proﬁl moyen. A chaque instant de la journée, la variance des données
par rapport à la moyenne est analysée. Cette méthode est simple et relativement représentative,
même si une modélisation plus poussée serait légèrement plus représentative du cas réel.
Méthode Bottom-Up N2 : Analyse physique et comportementale
L'analyse de la CdC d'un usage particulier peut aussi se faire via une analyse comportemen-
tale. Propre à chaque utilisateur, voire à tous les membres de l'habitation, les modes d'utilisation
d'usages bien précis sont très nombreux. Ce qui intéresse particulièrement lors d'une analyse com-
portementale est de déterminer comment chaque utilisateur emploie les diﬀérents usages du domicile.
La caractérisation comportementale passe par l'étude statistique des usages. Pour un usage dé-
terminé, la probabilité d'enclenchement à chaque instant d'une journée donnée est un des paramètres
à considérer (i.e. TV le matin ou le soir, cuisson à 6h du matin ou du soir,...). Il faut également
connaitre l'énergie qu'un usage consomme habituellement lorsqu'il est en fonctionnement. L'outil
qui permet l'analyse est la distribution de probabilité. Une telle approche requiert l'analyse d'un
nombre suﬃsant de données, aﬁn d'être représentatif du comportement réel des habitants.
Cette fois, l'usage doit être non-seulement décortiqué via une signature simpliﬁée (cfr. chapitre
7), mais cette signature doit également être analysée statistiquement. La ﬁgure 8.3 permet de se
rendre compte de ce qu'est la signature d'un usage. Dans ce cas précis, il s'agit de la signature
brute (non-simpliﬁée) du four. Le four possède plusieurs résistantes chauﬀantes qui sont alimentées
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de manière non-continue (source des alternances observées sur la ﬁgure). Les auxiliaires du four
comptent un ventilateur et un écran. Ces derniers sont alimentés durant toute la durée du cycle
(une partie de la fenêtre de consommation constante, et la consommation faible dans l'intervalle
t = [31 ;46] minutes). Le fait d'alimenter les résistances de manière non-continue permet d'obtenir
une certaine régulation de la température. Communément, cette alimentation est dite alimentation
à train d'impulsion.
Figure 8.3  Signature non-simpliﬁée de l'usage Four
Les bases de la modélisation comportementale du four sont de relever, parmi tous les cycles de
fonctionnement qui ont été mesurés, chacun des paramètres constitutifs de ces cycles. Il peut s'agir
du temps de cycle, de la puissance maximale, de l'énergie, des instants de démarrage et d'extinction.
Le choix des paramètres est crucial aﬁn de faciliter la modélisation. Le modèle ﬁnal possède un
nombre de paramètres minimal et suﬃsant à la caractérisation. S'il existe des redondances, le choix
des paramètres pris en compte visera la simplicité. Cela s'illustre par les distributions de probabilités
des paramètres.
Figure 8.4  Distribution de divers paramètres (usage : Frigo)
La ﬁgure 8.4 permet de cerner les diﬀérences possibles. Les deux paramètres dont la distribution
est représentée sont redondants. La connaissance de l'un d'eux est suﬃsante pour caractériser le
cycle. Dans ce cas précis, il s'agit de spéciﬁer la longueur d'un cycle de l'usage frigo. La ﬁgure
montre la grande diﬀérence entre leur distribution de probabilité respective. Il est opportun de choi-
sir le paramètre qui simpliﬁe au plus la modélisation. Par exemple, une distribution de probabilité
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bien marquée et assez commune peut être plus facilement manipulable. C'est justement le cas pour
le paramètre longueur totale de période. Sa distribution se rapproche fortement d'une loi Normale
(courbe en cloche), comme la courbe sur la partie droite de la ﬁgure le montre.
La forme des distributions de probabilité ne représente qu'un seul facteur du choix des para-
mètres. Un autre facteur important est la non-annulation mutuelle des paramètres. Ce concept
consiste à assurer la reconstruction complète de la courbe de charge par le modèle. Il est parfois
possible qu'un choix de paramètres non approprié amène à une reconstruction incomplète (i.e. une
partie des cycles est écrasée,...). Le concept de non-annulation mutuelle sous entend qu'une partie
de la courbe reconstruite a été annulée (ou écrasée) à cause d'une relation mutuelle entre plusieurs
paramètres (i.e. soustraction de deux valeurs amenant à des longueurs négatives,...). L'exemple sui-
vant permet de comprendre ce concept.
Figure 8.5  Décrire un cycle
Soit un cycle de longueur Ltot, dont trois points doivent être caractérisés (A, B et C). Les
observations ont relevé la position du point A, et les longueurs L1, L2 et Ltot sur un très grand
nombre d'échantillons. Il existe donc plusieurs manières de caractériser les points A, B et C. Cela crée
une redondance d'information car deux paramètres sur les trois sont suﬃsants pour caractériser le
cycle. Les paramètres choisis dans un premier temps sont L1 et Ltot. Leur distribution de probabilité
respective, calculée à partir de tous les échantillons, se retrouve en ﬁgure 8.6. Avec ces distributions,
un cycle virtuel va être recréé. Pour ce faire, une hypothèse décisive est faite : Il n'existe aucune
corrélation entre les valeurs de L1, L2 et Ltot dans un cycle particulier, lorsqu'ils sont pris deux à
deux. Cela signiﬁe qu'il n'y a pas de lien entre la longueur de la phase allant de A à B et celle de la
phase allant de B à C.
L'annulation mutuelle d'une caractéristique du cycle par les paramètres peut survenir unique-
ment sous cette hypothèse, et dans le cas où les paramètres choisis sont soustractifs (i.e. le troisième
paramètre est calculé par une opération de soustraction entre les deux autres). Selon les résultats
particuliers de la ﬁgure 8.6, il existe dans cet exemple une probabilité non-nulle que la phase [B,C]
s'annule lors de la reconstruction du cycle. En eﬀet, l'aire (grisée) mise en évidence représente une
zone pour laquelle les valeurs maximales de L1 observées sont supérieures aux valeurs minimales de
Ltot observées. La conséquence sur la reconstruction du cycle est directe. Soit un cycle c reconstruit.
Il y aura annulation de la phase [B,C] de longueur L2c si les valeurs L1c et Ltotc choisies aléatoi-
rement parmi toutes les valeurs de L1 et Ltot, sont dans la zone grisée, c'est-à-dire sont telles que
L1c > Ltotc. Cela amène en eﬀet à L2c = Ltotc − L1c < 0, soit une incohérence claire.
En choisissant de décrire le cycle par les deux paramètres L1 et Ltot, il existe une probabilité
que l'intervalle [C,B] ait une longueur négative. Ceci permet d'aﬃrmer qu'il existe une probabilité
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Figure 8.6  Distributions de probabilité de L1 et Ltot
non-nulle que les paramètres annulent mutuellement une caractéristique du cycle. Le principe de
non-annulation mutuelle des paramètres assure qu'un tel constat soit évité. L1 et Ltot ne respectent
donc pas ce principe lorsqu'ils sont choisis ensemble. Ils ne constituent pas un bon choix pour la
modélisation du cycle.
Comment y remédier ? En rapport à l'exemple ci-dessus, un choix plus adéquat de paramètres,
sous l'hypothèse qu'il n'existe pas de corrélation entre eux, est L1 et L2. Ces paramètres sont ad-
ditifs. Il est obtenu par déﬁnition que [A,B] = L2 6= 0 et [B,C] = L1 6= 0. Cela donne, après
détermination aléatoire de L1c et L2c pour le cycle c, Ltotc = L1c + L2c 6= 0 . Cette fois, il n'existe
aucune probabilité qu'une partie du cycle ne puisse être reconstruite.
Grâce à cet exemple, le lecteur peut percevoir que le principe de non-annulation mutuelle des
paramètres est primordial aﬁn que l'étape de modélisation soit représentative de l'usage à modéliser.
En eﬀet, l'hypothèse qui suppose qu'il n'existe pas de corrélation entre les paramètres sera très
souvent admise dans l'élaboration des modèles.
Méthode Bottom-Up N3 : Chaines de Markov
Les chaines et matrices de Markov sont très utilisées dans les études de modélisation stochastique.
Elles permettent de créer virtuellement des courbes évolutives à partir d'un état initial. Un exemple
simple est celui de la couverture nuageuse. Cette dernière évolue, d'un point de vue statistique, de
manière aléatoire en un lieu donné de l'espace. Le but est de modéliser l'évolution de la luminosité
perçue au niveau du sol. Pour ce faire, une manière intéressante est d'utiliser une matrice de Markov.
Supposons qu'à chaque instant le ciel puisse prendre deux états distincts : soleil masqué ou vi-
sible. Un rayon de lumière parviendra au sol plus ou moins diﬀusé, s'il a traversé un ciel nuageux ou
non, respectivement. Si la portion du ciel traversée par le rayon est nuageuse, le soleil est masqué.
Il reste à savoir quelle est la probabilité de passer d'un état à l'autre, en fonction des états actuels
et/ou passés. C'est ce que s'attache à modéliser la matrice de Markov.
Soit l'exemple présenté à la ﬁgure 8.7. A l'instant t, le rayon de lumière nommé R peut passer
par une portion de ciel où le soleil est masqué (M) ou visible (V). La matrice de Markov analyse
ce problème sous l'angle des probabilités conditionnelles. La question posée est : Quelle est la pro-
babilité que le rayon traverse un ciel à soleil visible à l'instant t ? Avec la matrice de Markov, on
ajoute : quelle est la probabilité que le ciel traversé soit à soleil masqué (le rayon est diﬀusé), si
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le ciel était à soleil visible/masqué à l'instant précédent. En eﬀet, en connaissant l'état
précédent du ciel (instant t-1), la description probabiliste de l'instant t est beaucoup plus précise.
La matrice de Markov peut considérer la probabilité de passer à un état M ou V en t à partir de
la connaissances des états aux instants t-1, t-2,... Ce concept est adaptable à chaque situation. En
eﬀet, les matrices de Markov peuvent considérer plus que deux états, et les faire dépendre de 1 ou
plusieurs états précédents.
Figure 8.7  Représentation de l'état du ciel traversé par le rayon
La matrice se construit comme à la ﬁgure 8.8. L'entrée A11 est la probabilité que la portion de
ciel à l'instant t soit à soleil visible en sachant que soleil était visible en t-1 et t-2. Le raisonnement
est le même pour le reste des entrées. Cette matrice est donc très utile pour construire un proﬁl de
charge de manière progressive. En connaissant les états précédents, il est possible de générer une
variable aléatoire respectant la distribution de la colonne correspondant à ces états.
Etat (t-2) → Soleil Visible Soleil masqué
Etat (t-1) → V M V M
Etat t : Soleil visible A11 A12 A13 A14
Etat t : Soleil masqué A21 A22 A23 A24
Figure 8.8  Matrice de Markov caractérisant l'état de la portion de ciel
Les chaines de Markov constituent un concept relativement proche, mais plus complexe, qui
permet notamment de modéliser l'évolution de la présence et de l'activité dans une habitation
de manière stochastique, en fonction de l'état passé. Cela a été appliqué à l'étude de la courbe
d'éclairage dans [Joakim Widén,2009] et [J-B Durand, 2004]. L'utilisation des chaines de Markov
se base sur le fait que les activités qui ont lieu, ou non, au sein d'une habitation se déroulent durant
des périodes homogènes (lessive, préparation du repas, absence,...) et qu'à l'intérieur de ces périodes
la consommation est aléatoire, [J-B Durand, 2004]. La transition entre ces périodes est modélisée
par des chaines de Markov. Ces dernières sont, en quelque sorte, une matrice de Markov qui évolue
au cours du temps. Le résultat de cette étude est assez complexe à obtenir, mais se base sur des
principes très simples. Modéliser une courbe via une chaine de Markov n'est donc pas représentatif
de la dynamique intrinsèque des courbes de charge. Pourtant, les résultats obtenus sont cohérents
par rapport à la réalité.
8.2 Modélisation des usages : approche choisie
Chaque usage est modélisé grâce à une approche stochastique. L'approche choisie dans le cadre
de cette étude est directement basée sur l'analyse des diﬀérentes signatures obtenues lors de l'étape
de traitement des données. La maison sera modélisée selon une approche dite bottom-up (on part
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des charges et on remonte jusqu'à la maison entière). L'analyse comportementale des usages est à
la source de la description de l'habitation (cfr. Approche Bottom-up N2, section 8.1)
Tout d'abord, il est important de connaitre, à chaque instant de la journée, la probabilité qu'un
usage soit enclenché. Par exemple, il est plus vraisemblable qu'un four soit utilisé dans les environs
de la mi-journée ou du soir, qu'à tout autre instant de la journée. Grâce aux données récoltées lors
de l'étape d'acquisition, il est possible d'évaluer à quel moment du jour l'usage peut être en fonc-
tionnement. Cependant, certaines données complémentaires sont glanées également dans diﬀérents
rapports. En eﬀet, la caractérisation exige un grand nombre de données, ce que l'étape d'acquisition
n'a parfois pas su produire.
Ensuite, il faut déterminer, pour chaque enclenchement, le temps de fonctionnement de l'usage.
A nouveau, ce temps est considéré comme aléatoire, puisqu'il dépend non-seulement de l'usage,
mais aussi de divers facteurs extérieurs (e.g. le temps de cuisson du steak, le programme de lavage
choisi, ...) .
Enﬁn, cette méthodologie est appliquée à toutes les phases d'enclenchement de chaque usage.
Il arrive en eﬀet qu'un usage fonctionne en diverses étapes (e.g. train d'impulsion, enclenchement
périodique d'un frigo V.S. phases quasi-périodiques, ...). Chaque étape de fonctionnement possède
une signature simpliﬁée, qui doit être analysée séparément, mais aussi par rapport au reste du cycle.
En résumé, pour chaque phase de fonctionnement de chaque usage, les paramètres de modélisa-
tion sont les suivants :
 Le nombre d'occurrences de cette phase dans la journée.
 L'instant de démarrage de chaque occurrence de cette phase.
 Le temps de fonctionnement de chaque occurrence de cette phase.
Il est important de noter que certaines phases sont directement liées à d'autres (e.g. train d'im-
pulsion). Il faudra être très attentif à déﬁnir les liens qui peuvent être constatés entre les diﬀérentes
phases de fonctionnement d'un usage particulier.
8.2.1 Les paramètres caractéristiques de la signature simpliﬁée
Pour eﬀectuer la détermination de ces caractéristiques, les données traitées et normalisées sont
analysées scrupuleusement. Il faut déterminer, pour chaque phase d'un usage représentée par une
signature simpliﬁée, les points caractéristiques de cette signature. Ces points permettent de déter-
miner chacun des 3 paramètres de modélisation.
La ﬁgure 8.9 montre une analyse de la courbe frigo. La signature simpliﬁée de la phase principale
du frigo a la forme d'une chaise. Il existe pourtant une phase diﬀérente. Il s'agit d'une phase qui
assure le dégivrage des éléments de l'évaporateur. Celle-ci ressemble à une simple fenêtre à valeur
constante et de puissance importante (plus de détail à la section 9). Aﬁn de caractériser chacune de
ces phases, il faut repérer les diﬀérents points caractéristiques , qui dans l'ordre sont :
 Les instants de démarrage des cycles habituels (Bleu).
 Les instants et valeurs des pics de démarrage (Bleu ciel)
 Les instants et valeurs de la zone constante de régime (Rouge)
 Les instants d'arrêt des cycles habituels (Vert)
Modélisation 46
UCL Travail de ﬁn d'étude 18 juin 2010
 Les instants d'arrêt, de démarrage et les valeurs de la phase de dégivrage (Mauve, Brun).
Figure 8.9  Points caractéristiques de la courbe du frigo
8.2.2 La génération aléatoire
Ce paragraphe présente, très rapidement, la méthode de génération aléatoire utilisée tout au
long de l'étape de modélisation. L'exemple présenté ici est relatif à la détermination de l'instant de
démarrage de l'usage plaques de cuisson.
Parmi les données disponibles, il y a la consommation horaire moyenne (Chm), issue du rapport
[REMODECE,2008] ou directement depuis l'analyse de l'usage à traiter (si nombre de données
suﬃsant).
Figure 8.10  Chm comparées à REMODECE (W)
La ﬁgure ci-dessus (ﬁg. 8.10) présente trois graphiques. Les deux graphiques supérieurs sont
issus de l'étude REMODECE. Le graphique du bas correspond aux données acquises lors de cette
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étude. Les graphiques supérieurs constituent le résultat de l'analyse, durant une année, de l'utili-
sation de plaques de cuisson. Les valeurs sont celles de la Chm. Si à chaque heure du jour, durant
un an, un usage consomme tous les jours la puissance correspondante à la valeur de la Chm à
cette heure du jour, l'usage aura consommé la même énergie au bout de l'année que la plaque de
cuisson considérée. La valeur de la Chm à une heure donnée correspond à la somme pour tous les
jours de mesure de l'énergie consommée durant cette heure, divisée par le nombre de jours de mesure.
Ce graphique permet de déterminer la distribution de probabilité de l'instant d'enclenchement
de l'usage plaque de cuisson. Pour cela, il faut faire l'hypothèse suivante, également mentionnée
dans le rapport ECUEL [ECUEL,1999] :
Pour chaque heure de la journée, il y a une probabilité équivalente que les plaques
de cuisson soit utilisées à feu doux, feu moyen ou à feu vif. On suppose également qu'il
n'y a aucune corrélation entre l'heure du jour et le temps de fonctionnement d'un cycle
qui a lieu durant cette heure. Ainsi, sur l'année de mesure, les consommations horaires
moyennes calculées correspondent uniquement à la probabilité que l'usage soit utilisé à
cette heure précise du jour, ainsi qu'au taux d'utilisation journalier global de l'usage.
Cette hypothèse est prouvée à la ﬁn de cette partie de l'étude, et est en eﬀet réaliste.
L'intérêt de comparer les mesures acquises à celles récoltées par la base de donnée européenne
REMODECE est multiple. Tout d'abord, cela permet de choisir, parmi les nombreuses données
présentes, celles qui sont le plus en lien avec le comportement de la maison type concernée par cette
étude. Ainsi, le comportement réel annuel de la maison étudiée est conservé. Ensuite, les conclu-
sions tirées sur un an de mesures seront sans aucun doute plus représentatives d'un comportement
quelconque, qu'une prise de mesure de quelques jours.
Il apparait ici diﬃcile de déterminer celui des deux graphiques supérieurs se rapprochant le plus
des données acquises. Un choix quasi-arbitraire consiste à choisir le comportement présenté par les
données REMODECE 1. C'est le choix qui est eﬀectué ici.
Le facteur Semaine-Week-end
Il est très fréquent d'observer parmi les consommateurs, une grande diﬀérence comportementale
lors des jours de semaine ou de week-end. Les heures de pics de consommation, notamment, sont
parfois moins marquées en période de vacance telle que week-end et jours fériés. Pour être tout à
fait cohérent, il serait nécessaire d'eﬀectuer une analyse séparée des usages, selon qu'ils sont utili-
sés la semaine ou le week-end. Deux modèles devraient donc être développés. En vue de simpliﬁer
l'approche de cette étude face à la modélisation, ce choix ne sera pourtant pas fait. Cela se justiﬁe
par le faible nombre de données récoltées.
Alors qu'il n'existe dans la phase d'expérimentation que 26 jours valables à l'observation, il
serait très dommageable, statistiquement parlant, d'amputer six d'entre eux à l'analyse.
Utilisation de la distribution de probabilité
Après avoir déterminé la distribution de probabilité, il reste à s'assurer que les variables aléa-
toires générées respectent cette distribution. La méthodologie utilisée pour y parvenir est relative-
ment simple.
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Comment générer une variable aléatoire qui, après un grand nombre d'expérience, aura la même
distribution de probabilité ?
La réponse à cette question est présentée par un exemple simple.
Soit un sac de billes qui contient des billes rouges, bleues et vertes. Si on suppose que le sac
contient 3 billes rouges, 2 billes bleues et 1 bille verte, soit Pr la distribution de probabilité de
piocher dans ce sac une bille d'une couleur C donnée. La ﬁgure 8.11 représente Pr(C), la probabilité
de piocher d'une bille de couleur C (rouge, bleue ou verte) hors du sac.
Le but est de créer un vecteur expérience aléatoire E, dans lequel l'expérience de piocher les
billes est représentée. Il faut que cette expérience, si elle est répétée un grand nombre de fois, donne
des résultats qui sont conformes au nombre réel de billes de chaque couleur présentes dans le sac.
A cette ﬁn, il faut commencer par créer les vecteurs couleurs Ci suivants. Ci représente une couleur
donnée parmi toutes les couleurs C (i=1 pour rouge, i=2 pour bleu, et i=3 pour vert) et n est le
nombre de bille dans le sac.
−→
Ci = [Ci Ci ... Ci]︸ ︷︷ ︸
n×Pr(Ci)
(8.1)
Le vecteur C correspondant à une couleur donnée est une simple répétition du nom de cette
couleur, autant de fois qu'il y a de billes de couleur C dans le sac. Etant donné que le nombre de
billes total n est égal à 6, cela donne les résultats suivants.
Figure 8.11  Probabilité de pêcher une bille de couleur donnée
 C1 = [ Rouge Rouge Rouge ]
 C2 = [ Bleu Bleu ]
 C3 = [ Vert ]
Le vecteur expérience E est déterminée par l'union des Ci.
E =
⋃
i
Ci = [C1 C2 C3] = [Rouge Rouge Rouge Bleu Bleu V ert] (8.2)
Dans E, on a bien une chance sur deux de trouver une bille rouge.
La suite est directe. Pour générer un piochage virtuel dans le sac de billes, il faut tout sim-
plement piocher une des entrées du vecteur E. Pour cela, une variable aléatoire discrète uniforme
est employée. Chaque expérience de piochage dans E débute par déterminer une entrée de E au
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hasard. Il faut que chaque entrée de E possède une probabilité équivalente d'être choisie. Il suﬃt
pour cela de demander le résultat d'une variable aléatoire uniforme et discrète, qui s'étend entre
1 et la longueur de E. Cette variable représente les choix possibles des entrées. Elle est, en outre,
très facile à implémenter. Le résultat de l'expérience du choix d'une entrée de E, répétée un grand
nombre de fois, donne la bonne probabilité de tomber sur une bille Rouge, Bleue ou Verte dans le sac.
Pour qu'il n'y ait aucune corrélation possible, le sac contenant les billes (vecteur E) est mélangé
au début de l'expérience. Pour ce faire, une permutation aléatoire des éléments du vecteur E (le sac
de billes) est eﬀectuée avant le début de l'expérience.
Lorsque cette méthodologie est appliquée au cas des heures de démarrage d'un usage, le vecteur
expérience E est construit à partir de la courbe de consommation horaire moyenne (Chm). Les
indices h du vecteur
−−−→
Chm sont les heures du jour, représentées par les intervalles présents dans
l'ensemble H suivant.
H = {[0, 1[ [1, 2[ ... [23, 24[}
Chaque entrée Chm(h) du vecteur
−−−→
Chm est la valeur correspondante de consommation horaire
moyenne calculée pour l'heure h. Le vecteur expérience correspond à l'union des vecteurs horaires−−−→
Chmh. Ces vecteurs horaires contiennent Chm(h) fois la valeur de l'heure h (entre 0 et 23).
−−−→
Chmh = hhh...h︸ ︷︷ ︸
Chm(h)
(8.3)
E =
⋃
h
−−−→
Chmh (8.4)
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Chapitre 9
Application aux usages
9.1 Le frigo
Le premier usage qui est analysé en détail est le frigo. L'analyse se base sur la courbe de charge
relevée durant l'étape d'expérimentation. Le frigo étudié est de marque Samsungr, et fait partie
de la gamme No-Frost. Après traitement des CdC récoltées, toutes les phases de fonctionnement de
l'usage frigo sont prêtes à être décortiquées. La section s'attèle tout d'abord à l'analyse de la courbe
de charge. Ensuite, les diﬀérentes parties de la CdC sont analysées séparément. Enﬁn, le modèle
aléatoire est établi et le résultat de la simulation de courbe de charge est explicité.
Le but de cette section est de montrer comment est établi le modèle de CdC. Comme il est
expliqué plus bas, la courbe de charge est composée de deux cycles distincts. Le premier est appelée
cycle de refroidissement, le second cycle de dégivrage. La courbe de charge se compose toujours d'un
cycle de dégivrage, suivit d'une série de cycle de refroidissement. Le nombre de cycles de cette série
varie de 17 à 26. Pour créer virtuellement la CdC, ce schéma est reproduit successivement : 1 cycle
de dégivrage - 17 à 26 cycles de refroidissement - 1 cycle de dégivrage - ... . Pour y arriver, il faut
d'abord comprendre le fonctionnement de l'appareil et ensuite décrire séparément les deux cycles.
Finalement, l'étude de la succession de ces cycles permet de compléter l'étude.
9.1.1 Description de la courbe de charge
Le mécanisme de fonctionnement du frigo consiste en la mise en marche régulière mais non
constante d'un circuit de refroidissement. Ce dernier est constitué d'une pompe (compression), d'un
condenseur, d'une vanne de détente et d'un évaporateur. Le liquide frigorigène circulant dans ce
circuit capte la chaleur de la partie interne du frigo par évaporation à basse pression, et la restitue
à l'extérieur via sa condensation, à pression plus élevée. Pour information, une pompe à chaleur
fonctionne de manière tout à fait similaire.
Avant d'aller plus loin, le résultat du traitement eﬀectué sur les données de CdC de l'usage Frigo
est présenté en ﬁgure 9.1.
Dans le cas du frigo étudié, une caractéristique supplémentaire s'ajoute à la régulation de tem-
pérature. Le frigo est un combiné réfrigérateur-surgélateur Samsung No-Frost. Ce modèle est conçu
pour éviter la formation de givre au sein de sa partie surgélateur. Toutes les 22h, ou à peu près, un
cycle spéciﬁque permet de réchauﬀer partiellement les parois du surgélateur grâce à une résistance.
De cette manière, le givre est éliminé. Ce cycle est présent sur la ﬁgure 9.1, où il est repéré comme
cycle de dégivrage. Aﬁn de ne pas atteindre une température trop élevée à l'intérieure du frigo, un
cycle de refroidissement plus long suit directement la phase de dégivrage. Une bonne ventilation
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Figure 9.1  Traitement des données Frigo
assure la répartition du froid et de l'humidité (cfr. section 9.1.2 pour plus de détails).
La phase de refroidissement possède un état de régime qui consomme une puissance d'envi-
ron 100W. La phase de dégivrage est plus complexe, et comme annoncé, apparait de manière plus
sporadique. Elle est caractérisée par une puissance consommée qui est proche de 250W. Ce cycle
No-Frost est donc assez consommateur en énergie, même s'il s'étend sur une période de temps rela-
tivement courte. L'énergie consommée par ce cycle sera compensée par le bénéﬁce du dégivrage. Les
parois du surgélateur étant toujours dépourvue de givre, l'échange de chaleur entre l'air interne et le
liquide de refroidissement est plus eﬃcace. Le givre possède en eﬀet un caractère d'isolant thermique.
Figure 9.2  Les diﬀérents cycles
La ﬁgure 9.1 montre bien la diﬀérence entre les phases de refroidissement et de dégivrage. Il
faut remarquer que les deux cycles de refroidissement placés en amont et en aval du cycle de dégi-
vrage sont assez diﬀérents des autres. Le premier est très généralement plus court que les autres.
Le second est quant à lui toujours nettement plus long. C'est pour cette raison que ces deux cycles
sont inclus dans l'analyse de la phase de dégivrage. Ceci sera utile pour que ceux-ci gardent leur
caractère spéciﬁque.
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Comme expliqué à la section précédente, il est estimé qu'une loi de probabilité régit le nombre
journalier de démarrages du compresseur. Si la méthodologie avait choisi de décrire le fonctionnement
du frigo de manière physique, il serait possible de modéliser la courbe de charge de manière tout à fait
exacte. En eﬀet, il est possible d'obtenir le modèle de fonctionnement du circuit de refroidissement,
ainsi que de la régulation de température. Pour en tirer une courbe de charge, il faut modéliser les
transferts de chaleur depuis l'extérieur vers l'intérieur du frigo. De cette manière, les instants où
la régulation décide d'enclencher le cycle de refroidissement pourraient être déterminés. Ce travail
laborieux demande cependant le relevé précis des ﬂux des chaleurs et des températures autour et
à l'intérieur de l'appareil, requérant un procédé expérimental assez complexe. Il est ainsi préférable
de choisir un point de vue statistique, plutôt que physique. Ceci sera très utile aﬁn de générer
diﬀérentes courbes pour le même appareil, car cela permet de s'aﬀranchir du besoin de relevé en
température. Il faudra faire attention à cette dernière hypothèse. Elle impose au modèle de s'écarter
fondamentalement de la dynamique de base régissant les démarrages et arrêts du réfrigérateur.
Une manière de vériﬁer l'hypothèse est de calculer l'énergie consommée quotidiennement lors des
mesures, et lors d'un même nombre de jour de simulation. Si ces énergies sont du même ordre de
grandeur, le modèle sera en compatibilité énergétique avec la réalité. La vériﬁcation est faite à la
ﬁgure 9.3. L'histogramme inférieur est celui qui correspond au frigo simulé. L'histogramme est plus
plat que celui représentant les mesures. Le modèle à tendance à produire une Courbe de charge qui
eﬀectue une moyenne globale des caractéristiques quotidiennes du frigo réel. Les ordres de grandeurs
sont les mêmes ce qui permet d'aﬃrmer la compatibilité énergétique du modèle
Figure 9.3  Compatibilité Énergétique du modèle
La statistique pourrait se baser également sur des informations de température. Plus la tempé-
rature extérieure d'un frigo est élevée, plus celui-ci consomme. Il s'en suit que le nombre de cycles
journaliers augmente, si la température moyenne journalière est plus élevée. A ce sujet, on pourra
lire [ECUEL,1999] Cependant, aucune mesure de température n'a pu être eﬀectuée dans l'habita-
tion. C'est pour cette raison qu'aucune corrélation avec la température n'est eﬀectuée dans le cas
du frigo. A nouveau, cela se justiﬁe par un constat simple : si l'objectif consiste à créer virtuelle-
ment plusieurs CdC du même frigo utilisé dans des habitations similaires, mais pas identiques, il
est préférable de ne pas dépendre d'un paramètre physique tel que la température. Ainsi, le point
de vue stochastique se justiﬁe.
La suite de cette section montre pourquoi ce point de vue n'est pas dénué de sens. Il est impor-
tant de prouver que l'analyse qualitative des résultats produits ne sera pas handicapée par ce choix.
C'est eﬀectivement le cas, à condition de respecter certains critères.
Application aux usages 53
UCL Travail de ﬁn d'étude 18 juin 2010
Ci-dessous, ces diﬀérents critères sont explicités. Le but est de déterminer l'inﬂuence de chacun
sur la courbe de charge. Le but est de répondre à la question suivante : quels sont les facteurs qui
peuvent inﬂuencer les cycles du frigo ?
A. Facteur thermique
La température de la pièce dans laquelle se trouve le frigo est un facteur important inﬂuençant le
fonctionnement de l'appareil. La température à l'intérieur des parois doit rester proche d'une valeur
prédéﬁnie. Cette valeur dépend du réglage choisi, mais devrait idéalement se trouver entre 5C et
7C, bon compromis entre conservation des aliments et utilisation rationnelle de l'énergie. Le but
de la régulation thermostatique d'un frigo est de maintenir la température interne aux alentours de
la température de consigne.
La température n'est pas le seul facteur thermique d'inﬂuence. Parmi ces derniers, il y a : la
disposition du frigo (i.e. proximité par rapport au four, à une fenêtre,...) , l'ensoleillement, l'expo-
sition aux appareils radiatifs (éclairage, ...), le ﬂux d'air autour du condenseur , les obstacles à la
convection naturelle, ...
Aﬁn de contourner le recours à une mesure de température et de modélisation des ﬂux ther-
miques, l'hypothèse sur laquelle se base l'analyse est la suivante :
Les températures et ﬂux d'air et de chaleur caractéristiques de l'usage frigo sont
supposés rester très proches durant les 3 semaines de mesures.
Le critère de dépendance saisonnière de la consommation suﬃt ainsi à modéliser l'eﬀet de la
modiﬁcation des caractéristiques thermiques lors de la mise en oeuvre (voir ci-dessous).
B. Facteur horaire
Il est important de se demander si l'heure du jour peut avoir une inﬂuence sur le fonctionne-
ment du frigo. Les données disponibles grâce à l'étape d'acquisition s'étalent sur une période de
temps relativement restreinte. Il est donc nécessaire de recourir à un supplément d'informations
aﬁn d'éclaircir l'inﬂuence éventuelle de l'heure sur la consommation.
Le rapport REMODECE+ cité dans l'étude suédoise [EUMC,2009] montre que l'inﬂuence de
l'heure sur la régulation du frigidaire étudié est négligeable. Il s'agit d'un frigidaire-freezer de type
vertical, assez similaire à celui mesuré.
Figure 9.4  consommation horaire moyenne (mesure sur 1 an - Remodece)
A partir des mesures, il n'est malheureusement pas possible d'arriver à un constat aussi tran-
chant. Cependant, il est tout à fait cohérent de supposer qu'après une période d'acquisition plus
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longue, la conclusion aurait été similaire.
Figure 9.5  consommation horaire moyenne (prise de mesure 26 jours)
Tout en gardant à l'esprit le fait que les données disponibles sont légèrement insuﬃsantes, la
modélisation du frigo considère que le facteur horaire inﬂuence uniformément la courbe de charge
(i.e. qu'il n'a pas d'inﬂuence). Cette dernière hypothèse est néanmoins réaliste.
C. Facteur saisonnier
Dans le cas d'une modélisation du comportement annuel d'un frigo, l'analyse du facteur sai-
sonnier doit impérativement entrer en jeu. La ﬁgure 9.6 représente l'évolution de la consommation
journalière d'un frigo de type similaire à celui de l'étude. Cette évolution est suivie tout au long de
l'année. On remarque aisément que les mois chauds sont facteurs d'une consommation plus élevée,
ce qui s'explique intuitivement.
Figure 9.6  Consommation bimestrielle d'un frigo durant une année
Dans cette étude, ce facteur n'est pas pris en compte. La période de consommation qui sera
virtuellement générée est une semaine standard du mois de mars-avril. Une modélisation de la
consommation sur plusieurs mois doit impérativement utiliser les résultats de la ﬁgure 9.6 aﬁn
d'adapter chaque semaine à la réalité d'un frigo en situation. Une des manières pour réaliser cela
est de moduler, au cours de l'année, les temps de cycle vers le haut, et les temps entre les cycles
vers le bas, proportionnellement à la ﬁgure 9.6.
Cette courbe de dépendance saisonnière permet alors de corréler de manière approximative le
modèle du frigo à l'évolution de la température dans la pièce durant l'année.
Application aux usages 55
UCL Travail de ﬁn d'étude 18 juin 2010
D. Facteur annuel
Le facteur annuel décrit l'eﬀet du vieillissement du frigo et l'inﬂuence de la météo. Ce facteur n'a
pas d'implication directe sur la modélisation entreprise dans cette étude. En eﬀet, la CdC générée
virtuellement à l'issue de la modélisation ne s'étendra que sur un mois, maximum. Néanmoins, il
est intéressant de se pencher sur le sujet, aﬁn de ne négliger aucun détail qui pourrait être utile à
une investigation plus poussée dans l'avenir.
L'inﬂuence du facteur annuel est représenté à la ﬁgure 9.7.
Figure 9.7  Consommation annuelle d'un frigo sur plusieurs années
Une année qui a vécu des périodes relativement plus chaudes est source d'une consommation
plus élevée. Un appareil en vieillissement a tendance à voir sa consommation annuelle augmenter.
Cela est dû à la dégradation des diﬀérents composants lors de la mise en oeuvre de l'appareil (i.e.
circuit de refroidissement, joints d'étanchéité,...). Les irréversibilités des diﬀérents cycles deviennent
en général plus importantes, et le rendement global du dispositif chute (i.e. pertes de charges plus
importantes dans le circuit de refroidissement, dégradation des composants électriques,...). Il existe
cependant des dispositifs qui peuvent consommer moins avec l'âge (e.g. eﬀet de rodage,...).
En observant la ﬁgure 9.7, les diﬀérents facteurs explicatifs d'une variation de consommation au
cours des années ne peuvent pas être mis en évidence (pas de relevé de température,...).
E. Facteur comportemental
Un dernier facteur important qui peut inﬂuencer la constitution de la CdC est l'utilisation de
l'appareil par les habitants de la maison. Il est clair qu'un réfrigérateur employé de manière courante
consommera plus d'énergie qu'un autre appareil de même type, mais peu employé. L'ouverture fré-
quente des portes ou la modiﬁcation de la consigne de température sont tous deux très inﬂuents.
Lors de l'acquisition des données de la CdC, il a été demandé aux occupants de maintenir ces deux
facteurs constants. Les occupants ont utilisé leur réfrigérateur de manière habituelle, et ils n'ont
pas modiﬁé les consignes de température de l'appareil. La modélisation de l'usage frigo étudié dans
cette étude est dépendante de deux facteurs :
1. Le comportement des utilisateurs (i.e. nombre d'ouvertures de porte par jour,...)
2. La consigne de température de toutes les parties réfrigérées (i.e. la température à maintenir
dans la partie réfrigérateur et surgélateur).
La généralisation du modèle de l'usage Frigo passe obligatoirement par l'étude de l'inﬂuence de
ces deux facteurs de la CdC. Ceci sera laissé en perspectives de la présente étude.
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Après avoir décrit la CdC de manière globale, avec certaines considérations physiques, il faut
maintenant s'intéresser aux diﬀérents cycles. Comme expliqué, aﬁn de produire la courbe de charge
ﬁnale, la première étape déﬁnit aléatoirement le début du premier cycle de dégivrage de la courbe.
Une fois ce cycle déterminé, les cycles de refroidissement qui précèdent sont déterminés. Ensuite, à
partir de la ﬁn du premier cycle de dégivrage créé, le modèle produit alternativement un nombre
Nc de cycles de refroidissement, puis un cycle de dégivrage, un autre nombre Nc de cycles de
refroidissement, etc. Ce processus s'arrête lorsque la Courbe de Charge couvre la période désirée
(i.e. une heure, un jour, une semaine,...) . C'est le fondement du modèle de la courbe de charge.
Chacun des cycles produits a des caractéristiques très précises. C'est pour cette raison qu'il faut
étudier chaque cycle séparément.
9.1.2 Analyse des cycles
L'analyse générale de la courbe se base sur le relevé des diﬀérents points caractéristiques (e.g.
instants de démarrage, puissances maximales,...). En parcourant les données, ces points sont relevés.
Ils sont présentés à la ﬁgure 9.8. Dans l'ordre, ces points caractérisent successivement : l'instant de
démarrage des cycles de dégivrage, l'instant d'arrêt de ce cycle, l'instant de démarrage des cycles de
refroidissement, le maximum de puissance atteint au démarrage, le début de la période de régime
et ﬁnalement l'arrêt du cycle de refroidissement (etc.) .
Figure 9.8  Points Caractéristiques
De là peuvent s'extraire les paramètres caractéristiques des cycles de dégivrages et de refroidis-
sement (durée de cycle, puissances mises en jeu, ...). La suite de la section explique quelles sont les
étapes importantes de l'analyse.
Cycle de refroidissement
Sur la ﬁgure 9.9, le cycle frigo est décrit en terme paramétrique.
Grâce à la détection des paramètres de la courbe, l'analyse statistique démarre. Pour la bonne
compréhension du lecteur, l'analyse opérée pour l'usage frigo est fortement détaillée. Les analyses
concernant les autres usages seront quant à elles plus sommairement évoquées. Sur la ﬁgure 9.9, le
cycle est déterminé selon :
1. tStart : L'instant de démarrage du cycle de refroidissement.
2. tmax : L'instant à puissance maximale.
3. tReg : L'instant de démarrage de la phase de régime.
4. tStop : L'instant de ﬁn de cycle.
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Figure 9.9  Paramètres d'un cycle de refroidissement du Frigo
5. Reg : Puissance de Régime.
6. Max : Puissance Maximale atteinte.
A partir de cela, les caractéristiques suivantes sont calculées :
Tcyclei = tStopi − tStarti (9.1)
TAsci = tMaxi − tStarti (9.2)
TDesci = tRegi − tMaxi (9.3)
TRegi = tStopi − tRegi (9.4)
Tnexti = tStarti+1 − tStopi (9.5)
TToti = Tcyclei + Tnexti (9.6)
Respectivement, il s'agit pour le cycle i du temps Tcyclei du cycle complet, du temps TAsci d'as-
cension depuis le début du cycle jusqu'à la valeur maximale, du temps TDesci de descente jusqu'à
régime, du temps TRegi durant lequel la valeur de régime est maintenue, et Tnexti le temps jusqu'au
cycle suivant. Le temps TToti est le temps total du cycle i. Il est impératif de connaitre la manière
avec laquelle ces temps varient d'un cycle à l'autre. De cette manière, les variations statistiques de
ces paramètres peuvent être déterminées. Cela sera très utile pour générer un cycle virtuel aléatoire
qui a les mêmes caractéristiques statistiques que les cycles réels.
Comme présenté à la section 8.1.2, le choix des paramètres de la modélisation est extrêmement
important. Dans le cas du frigo, il est impératif de choisir des paramètres additifs pour modéliser
le cycle (i.e. Ttot = Tcycle + Tnext). Il faut noter qu'il n'existe pas de mauvais choix dans ce cas
précis, car les cycles étudiés n'ont pas donné lieu à des paramètres pouvant annuler mutuellement
certaines caractéristiques. Le choix de paramètres additifs est cependant légèrement plus simple.
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Paramètre 1 : Temps de Cycle Aﬁn de pouvoir modéliser aléatoirement une période de fonc-
tionnement normale, il faut tout d'abord savoir combien de temps peut durer ce cycle. La ﬁgure
9.10 est un outil important aﬁn d'y parvenir.
Figure 9.10  Temps caractéristiques : Nombre d'occurrences observées
Cette ﬁgure 9.10 présente, pour chaque temps de cycle observé, le nombre de cycle dont la
durée a été la même. Les diﬀérentes durées calculées sont, avant d'être aﬃchées, normalisées à la
minute. Cela permet de faciliter la caractérisation probabiliste des paramètres. Il y a 124 cycles
ayant duré entre 13 et 14 minutes et 65 cycles dont le temps les séparant du suivant (et où la
puissance consommée est nulle) est situé entre 44 et 45 minutes. Aﬁn de modéliser un cycle de
refroidissement en particulier, il faut déterminer s'il existe une corrélation entre ces deux temps
caractéristiques. La ﬁgure 9.11 indique une tendance. Il semble que plus le cycle de refroidissement
est long, plus le temps entre les cycles est court. Cependant, cette tendance est assez peu marquée,
car le temps total de cycle (temps de cycle + temps entre les cycles) est loin d'être une constante.
Figure 9.11  Corrélation entre Tcyclei et Tnexti
En conséquence, l'hypothèse est faite qu'il n'existe aucune corrélation entre les temps de cycle
et le temps séparant ce cycle du suivant. Cette hypothèse pourrait sembler simpliﬁcatrice. Il n'en
est rien, puisqu'il faut donc développer deux fonctions de probabilité distinctes aﬁn de modéliser un
cycle. Avec un outil de corrélation, il ne faudrait en développer qu'une des deux, puis déterminer
l'autre en suivant la corrélation. La matrice de pearson permet de conﬁrmer le fait qu'il n'existe
aucune corrélation entre ces caractéristiques (pour voir un exemple de cette matrice, cfr. section
9.6)
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Paramètre 2 : Temps d'Ascension et de Descente Au démarrage, une période dite d'Ascen-
sion et une autre dite de Descente permettent de passer successivement d'une puissance consommée
nulle à une puissance maximale (i.e. transitoire de démarrage), puis à la valeur de régime. Aﬁn de
caractériser cette transition, deux paramètres sont pris en compte : TAsc et TDesc, les temps d'as-
cension et de descente, respectivement.
Figure 9.12  Temps caractéristiques : distribution de Probabilité
Ces paramètres sont assez simples à modéliser, car ils ne peuvent prendre que deux valeurs. TAsc
est entre 1 ou 2 secondes et TDesc entre 2 ou 3 secondes. La ﬁgure 9.12 donne la distribution de
probabilité de ces deux paramètres. A gauche, le temps de montée correspond à TAsc, et le temps de
descente du graphe de droite correspond à TDesc. La distribution est calculée sur les deux premières
semaines de mesures séparément, puis sur les deux ensemble. Cela montre que la probabilité est
pratiquement constante.
Le début du cycle de refroidissement est caractéristique du démarrage d'un compresseur (ma-
chine à champ tournant). Le pic de puissance est dû à la magnétisation de l'entrefer. La descente à la
valeur de régime est tout autant caractéristique. Finalement, la distribution de probabilité des deux
temps TAsc et TDesc et celle correspondant aux valeurs de puissance maximales observées suﬃront
à modéliser le démarrage du cycle.
Figure 9.13  Puissances maximales normalisées
La ﬁgure 9.13 représente la distribution de probabilité des puissances maximales. Les distribu-
tions sont très diﬀérentes selon le cas, c'est-à-dire si les puissances sont normalisées (ou non) à des
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intervalles discrets de 10, 50 ou 100W. Il est possible d'y faire correspondre une variable aléatoire
uniforme multi-modale. Puisqu'en réalité, aucune conclusion simple ne peut-être tirée sur la réparti-
tion de ces puissances, la répartition initiale est conservée, sans modélisation ultérieure. Finalement,
le modèle aléatoire produira des pics de puissance à valeurs discrètes. Celles-ci sont comprises entre
les valeurs minimales et maximales observées (i.e. 400W-850W). Toutes les puissances entières com-
prises dans cet intervalle sont considérées. La répartition ﬁnale correspond à la répartition 10W
de la ﬁgure 9.13. Cela signiﬁe que toutes les puissances situées dans un même intervalle de 10W
(ex : sur le graphique 500W-510W) possèdent la même probabilité d'être générée par le modèle.
Cette probabilité correspond au nombre d'occurrences relatif observé sur tous les cycles de refroi-
dissements analysés, soit la valeur présentée sur le graphique (i.e. pour 500W-510W : 10429 = 0, 0233).
Il faut noter que dans ce cas, TAsc et TDesc sont soustractifs par rapport à la longueur du cycle
(puissance non nulle) Tcycle. En eﬀet, le temps durant lequel la valeur de régime est maintenue sera
déterminé par les variables aléatoires :
TReg = Tcycle − TAsc − TDesc (9.7)
Cela ne pose cependant aucun problème du point de vue de l'annulation mutuelle des paramètres.
Paramètre 3 : Valeur de régime Le dernier paramètre caractérisant le cycle de refroidissement
est la valeur de la puissance consommée en état de régime. Cette puissance étant très proche d'une
constante durant toute la période de régime, il est possible d'utiliser la valeur moyenne de cette
puissance sur la période sans détériorer le résultat ﬁnal. Cette moyenne est très semblable pour tous
les cycles observés, comme le montre la ﬁgure 9.14 (i.e. la fourchette de variation est négligeable,
surtout compte tenu de l'imprécision de mesure).
Figure 9.14  Puissances de Régime normalisées
Comme il est fait pour la puissance maximale atteinte lors du cycle, seules des valeurs discrètes
de puissance de régime sont présentes dans le modèle. Ce choix sera fait conformément à la distribu-
tion de probabilité observée dans les cycles étudiés. Il faut noter que cette démarche ne permet pas
de gagner en précision par rapport à un choix plus simple : donner à chaque cycle la même puissance
de régime. En eﬀet, la précision de notre capteur est dans une fourchette de 5 à 10%. Cette précision
considère non seulement les appareils utilisés lors de l'étalonnage, mais aussi les erreurs de lecture
possibles (cfr. acquisition des données). La démarche de normalisation est employée pour certains
autres usages, aﬁn de simpliﬁer la démarche globale.
Le dernier paramètre du cycle de refroidissement étant caractérisé, l'étude peut s'atteler à décrire
le deuxième type de cycle, à savoir le cycle de dégivrage.
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Cycle de dégivrage
Le Frigo Samsungr étudié dans cette étude possède la caractéristique No-Frost. Cette dernière
garantit de limiter la formation de givre au sein de la partie Freezer de l'appareil. Pour ce faire, un
cycle dit de dégivrage est mis en route de manière presque périodique. Dans les cycles observés, il a
été constaté que le cycle de dégivrage apparaissait après une série de 16 à 26 cycles de refroidissement.
Il est nécessaire de caractériser complètement le cycle, aﬁn de parfaire le modèle de l'usage frigo.
La ﬁgure 9.15 montre le nombre de cycles de refroidissement qui sépare chaque dégivrage observé.
Figure 9.15  Nombre de cycles de refroidissement entre les dégivrages
La ﬁgure 9.16 présente les caractéristiques du cycles de dégivrage.
Figure 9.16  Caractéristiques du cycle de dégivrage
Trois périodes diﬀérentes sont observables : Cpre, CDeg et Cpost. Ces trois périodes sont spéci-
ﬁques au cycle, car leur statistique est diﬀérente des cycles de refroidissement. La période Cpre et la
période Cpost sont décrites par les mêmes types de paramètres que les cycles de refroidissement (i.e.
Tcyclepre , Tnextpre , Tcyclepost , Tnextpost ,...). Pourtant, la caractérisation statistique de ces paramètres
sera faite séparément des autres cycles. En eﬀet, la période Cpre est bien souvent plus courte que
les cycles de refroidissement habituel. Quant à la période Cpost, son temps de régime est toujours
plus élevé. Le détail de l'analyse statistique des paramètres de ces deux cycles n'est pas fait, car il
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suit le même schéma que la section précédente.
La période CDeg est la période de dégivrage proprement dite. Elle est caractérisée par deux
instants spéciﬁques :
1. tStartD : l'instant de démarrage de la période.
2. tStopD : l'instant de ﬁn de la période.
La puissance du cycle de dégivrage est assez élevée. Comme le suggère J.D. Miller, le dégivrage
est eﬀectué au moyen d'une résistance chauﬀante [J. D. Miller, 1998]. La température aux parois
augmente donc légèrement et empêche la cristallisation des éventuelles gouttes d'eau condensées.
Un système de ventilation adaptée se charge de répartir uniformément l'hygrométrie, aﬁn de limiter
l'humidité aux parois. Sur la courbe de charge, il faut remarquer que, dans le cas du réfrigérateur
combiné étudié, il est fort probable que le cycle de dégivrage soit le résultat du fonctionnement d'une
résistance. Contrairement aux cycles de refroidissement, la valeur de régime varie peu au cours du
cycle. La ﬁgure 9.17 le démontre. Sur un même intervalle de 30W à l'axe des ordonnées, les sauts
de puissances sont plus importants lors du refroidissement. En outre, le dégivrage est monotone
décroissant. Cela est caractéristique du fonctionnement d'une résistance de ce type, sous un signal
sinusoïdal de 230V constant. En eﬀet, il faut un certain temps avant d'atteindre la température de
régime. Plus la température de fonctionnement augmente, plus la valeur de la résistance ohmique
s'élève. Cela a pour résultat une chute légère du courant, et de la puissance active consommée par
la résistance. L'établissement de la température est asymptotique, sous une tension constante. C'est
bien un comportement de type asymptotique que présente l'évolution de PuRegime dans le cycle de
dégivrage.
Figure 9.17  Comparaison des régimes de fonctionnement
Les paramètres qui déﬁniront le cycle de dégivrage Di sont : PuRegime, TcycleDi , TnextDi . Les
équations qui suivent les décrivent.
TcycleDi = tStopDi − tStartDi (9.8)
TnextDi = tStartD(i+1) − tStopDi (9.9)
La durée TcycleDi du cycle de dégivrage proprement dit est alors connue, ainsi que TnextDi , le
temps qui sépare le cycle i du cycle suivant.
Comme énoncé, le modèle ﬁnal utilise un autre formalisme pour déterminer le temps qui sépare
le cycle du suivant. Il s'agit de Nc, le nombre de cycles de refroidissement séparant un cycle de
dégivrage du suivant. La ﬁgure 9.18 exprime ce concept.
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Figure 9.18  Nc : nombre de cycles de refroidissement
9.1.3 Modèle et Résultats
Le modèle du frigo dont les cycles ont été décris ci-dessus est prêt à fonctionner. Il exige un
développement en trois phases.
Figure 9.19  Phases de développement du modèle CdC Frigo
La ﬁgure 9.19 montre le résultat du modèle, phase après phase. L'algorithme de modélisation
est présenté en ﬁgure 9.20.
La phase d'initialisation consiste à déterminer aléatoirement la position du premier cycle de dé-
givrage Di (cycle initial Di). Le démarrage du cycle initial peut être situé à n'importe quel moment
entre le début de la CdC, et une valeur limite. Cette valeur correspond au plus grand temps observé
entre la ﬁn d'un cycle de dégivrage, jusqu'au début du suivant. En résumé, L'instant de démarrage
du cycle initial possède une probabilité uniforme dans l'intervalle [t0 ; max(TnextDi)]. Il faut noter
que le modèle de CdC ne donnera jamais un cycle initial non-complet. Il n'est pas possible pour
notre modèle de créer une CdC dont le cycle initial aurait démarré avant le début de l'observation.
Par contre, le premier cycle de refroidissement qui apparait peut très bien être incomplet.
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Figure 9.20  Schéma bloc du modèle de l'usage frigo
La phase d'initialisation permet une grande ﬂexibilité dans la forme ﬁnale de la CdC. Cela est
ardemment recherché dans notre étude. La phase suivante (phase 2) s'intéresse à l'intervalle de
temps qui précède le cycle initial. Si cet intervalle est non nul, la zone sera exclusivement remplie
de cycles de refroidissement. Si l'intervalle est nul (cycle initial débute en t=0), la phase 2 n'a pas
lieu.
La dernière phase consiste à créer une CdC à partir de la ﬁn du cycle initial, jusqu'à la ﬁn du
temps d'observation désiré. Le schéma suivit par l'algorithme du modèle est présenté en ﬁgure 9.20.
La phase 3 est une succession d'étapes simples. La boucle va tout d'abord créer un nombre de cycle
de refroidissement Nc, conformément à l'étude faite à la section précédente. Ensuite, le second cycle
de dégivrage Di+1 est créé. La boucle continue jusqu'à la ﬁn du temps d'observation. La CdC est
complète.
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9.2 Les plaques de cuisson
Dans une habitation standard, les plaques de cuisson sont utilisées de manière fortement aléa-
toire. Il n'existe aucune loi physique qui régule l'allumage ou l'extinction de cet usage au cours de la
journée. Seul le comportement, et particulièrement les habitudes alimentaires des utilisateurs, régit
l'utilisation des plaques. Cette étude se penche sur l'analyse de deux plaques de cuisson, rassem-
blées sous un même capteur. Durant la période d'observation, les plaques n'ont jamais fonctionné de
manière simultanée. Il sera donc impossible d'inclure ce type d'utilisation dans l'analyse de l'usage.
Pour le modéliser, il aurait fallu disposer d'une plus grande période de mesure, et de capteurs spé-
ciﬁques à chacune des plaques. Ce dernier point n'est pas indispensable, mais facilite grandement
l'analyse.
9.2.1 Description de la courbe de charge
Après traitement du bruit, la Courbe de charge acquise permet de tirer beaucoup de conclusions
sur le comportement des habitants. Malgré cela, il est nécessaire de recourir à d'autres sources d'in-
formations pour compléter l'analyse. La ﬁgure 9.21 exprime plusieurs choses. La partie inférieure
gauche montre l'étendue des données. Vingt-six jours de mesures sont étudiés. L'utilisation des
plaques est très diﬀérent selon la journée. Il existe des jours où les plaques ne sont pas utilisées. Les
heures d'utilisation sont diﬀérentes de jour en jour.
Figure 9.21  Plaques de cuisson : aperçu des données
La partie supérieure droite de l'image exprime le traitement des données. Un cycle standard est
aﬃché. A sa droite est aﬃché le même cycle après traitement. Chaque cycle est constitué d'une
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succession de fenêtres de puissance, dont la hauteur varie entre approximativement 1800 et 2100
Watt. Ces fenêtres sont caractéristiques d'un fonctionnement dit en train d'alternances, ou train
d'impulsions. Les plaques de cuisson sont constituées d'une résistance chauﬀante. Lorsque le courant
parcourt cette résistance, la température de la plaque augmente. Aﬁn de réguler cette température,
plusieurs modes de cuisson sont disponibles à l'utilisateur. Ce dernier pourra, à son gré, cuire ses
aliments à feu doux, moyen ou vif. La régulation de température est eﬀectuée au moyen des trains
d'alternance. Ce principe consiste à faire se succéder des périodes de fonctionnement à pleine puis-
sance de l'appareil (en mode 'on'), suivies de périodes d'arrêts (mode 'oﬀ'). Cette succession de on
et oﬀ permet de modiﬁer la température atteinte par la plaque.
 Mode Feu doux : La température de la plaque doit être faible. Pour cela, il faut que les plaques
fonctionnent peu de temps en 'on', et beaucoup en 'oﬀ'. Les fenêtres sont nombreuses et de
courte durée. Elles se succèdent après un temps relativement long.
 Mode Feu moyen : Le temps passé en mode 'on' est légèrement supérieur. Pour ce faire, les
fenêtres de fonctionnement (mode 'on') sont plus longues, et les temps d'arrêt légèrement plus
courts.
 Mode Feu vif : Les plaques fonctionnent en mode 'on' sur toute la longueur du cycle passé à
feu vif. Il n'y a pas de période d'arrêt lorsqu'on active le feu vif.
La valeur de la température de la plaque évolue tout au long du cycle présenté à la ﬁgure
9.21. Le début du cycle est à feu vif, la température de plaque augmente fortement. C'est ce
qui induit une chute de la puissance consommée tout au long de la deuxième fenêtre du cycle
(augmentation de la résistance). Dans le cycle simpliﬁé, l'évolution de la température de la plaque
n'est pas prise en compte. Ce choix est eﬀectué pour simpliﬁer l'analyse. Le fait de modéliser
l'évolution de température n'apporte rien au cadre de cette étude. Les variations sont faibles et
peu rapides. Aﬁn de faciliter l'analyse, les fenêtres de puissance seront supposées s'élever à une
puissance constante. Celle-ci est calculée comme moyenne énergétique des puissances de chaque
fenêtre observée. Pour chaque fenêtre Fi, les instants de démarrage et d'extinction sont t0i et tendi,
respectivement. Pu(t) représente la Courbe de Charge observée le long de l'expérimentation. La
puissance Puf de toute fenêtre normalisée produite dans le modèle ﬁnal est déﬁnie par une moyenne.
Puf =
1
nf
nf∑
i=1
Puf i (9.10)
Puf i =
1
tendi − t0i
∫ tendi
t0i
Pu(t)dt (9.11)
Après cette normalisation, une courbe de charge binaire est obtenue, qui ne prend pour valeur
que 0 ou Puf . Cela facilite grandement l'analyse comportementale de l'usage.
9.2.2 Description du modèle comportemental
L'usage plaque de cuisson est virtuellement reproduit grâce à un modèle comportemental.
Comme expliqué à la section 8.1.2, il faut relever divers paramètres pour établir le modèle.
Paramètre 1 : Nombre d'utilisations distinctes journalières
Les plaques de cuisson de l'habitation étudiée n'ont pas été utilisées quotidiennement. Sur 26
jours de mesures, il y en a 13 jours où l'usage est mis en fonctionnement au moins une fois. Il existe
également deux jours où les plaques sont utilisées deux fois, distinctement (i.e. matin, midi et/ou
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soir). Ces constatations permettent de dégager une probabilité d'allumage PrN . N est le nombre
d'allumages journaliers. Grâce aux données, on a :
Pr0 =
1
2
Pr1 =
11
13
Pr2 =
2
13
Dans ce modèle précis, les plaques ne peuvent pas être utilisées distinctement plus de deux fois
sur la même journée. Le démarrage d'une plaque est considéré comme la mise en route d'une utili-
sation distincte. Ce concept s'oppose à celui d'utilisation simple. Une utilisation simple des plaques
de cuisson correspond à un cycle de fonctionnement. La plaque est allumée par l'utilisateur durant
un temps de cycle tC , puis éteinte. Dans certains cas, la plaque de cuisson est allumée à nouveau
par l'utilisateur très rapidement après la ﬁn du cycle précédent. Le nouveau cycle qui est produit
se distingue peu du précédent, selon une analyse comportementale. En eﬀet, les deux cycles pro-
duits sont liés à un même objectif de cuisson (i.e. l'utilisateur allume sa plaque pour réchauﬀer des
aliments déjà cuits avant de se mettre à table,...). Au niveau comportemental, ces deux cycles, dits
simples, forment un seul et même cycle distinct de tous les autres.
Ces déﬁnitions impliquent la conclusion suivante. Si une utilisation simple est séparée de la
suivante par un temps de 10 minutes, les deux utilisations ne sont pas distinctes entre elles. En lieu
et place, il y a eu un redémarrage de l'usage plaques de cuisson lors de cette période d'utilisation.
Cela permet de concentrer le concept d'utilisation distincte sur une déﬁnition plus familière :
Le concept d'utilisation distincte renvoie à l'idée de repas. Une utilisation distincte
est constituée de l'ensemble des cycles observés dans le temps d'un repas donné.
Aﬁn de matérialiser ce concept, la ﬁgure 9.22 montre un exemple, et un contre-exemple.
Figure 9.22  Utilisation des plaques
Sur la ﬁgure 9.22, les démarrages des utilisations distinctes sont repérés par une croix. Lors
la première utilisation (13h30), il n'y a pas eu de redémarrage. Lors de la seconde (18h), il existe
un temps supérieur à la dizaine de minute entre la ﬁn de la première alternance et le début de la
seconde. Pour autant, il est admis que ces cycles font partie de la même utilisation distincte. La
première alternance constitue la première utilisation simple du repas du soir. La série d'alternances
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qui suit constitue la deuxième utilisation du repas du soir (redémarrage).
Ces concepts d'utilisations simple et distincte sont très importants au niveau de la caractéri-
sation statistique. Il est nécessaire de bien déﬁnir ce qu'on entend par "nombre d'utilisation dis-
tinctes journalières" aﬁn d'obtenir un modèle comportemental cohérent. Ainsi, le modèle considère
que, pour chaque cycle produit, il existe une probabilité que le cycle redémarre. Cette probabilité
Prrestart =
1
15 est issue des observations.
Paramètre 2 : instant de démarrage
Quelle est la probabilité pour qu'une utilisation démarre à l'instant t ?
Pour y répondre de manière précise, il faut disposer d'un grand nombre de données. Le modèle
doit recourir à une source extérieure de données. Cela pose question.
1. Recourir à des sources extérieurs suppose que le comportement modélisé n'est pas celui des
utilisateurs concernés.
2. Utiliser le peu de données acquises dans cette étude comme base à l'analyse statistique est
peu rigoureux.
Aﬁn de minimiser les conséquences du premier point, les données externes concernent des utili-
sateurs similaires à ceux de l'étude. Il a été possible de spéciﬁer le type d'utilisateur grâce à une base
de donnée européenne très complète. Celle-ci est issue de divers rapports d'analyse de la consom-
mation électrique dans le secteur résidentiel. Pour plus de détails, le lecteur est invité à consulter
[REMODECE,2008].
Les graphiques placés en ﬁgure 9.23 sont obtenus. Comme il est expliqué à la section 8.2.2, la
Consommation Horaire Moyenne (CHM) sur une période assez longue (un an,... ) est très utile aﬁn
d'établir les lois régissant les démarrages aléatoires.
La seule diﬃculté consiste à comparer les valeurs des trois graphiques de la ﬁgure 9.23. Les
deux graphiques supérieurs sont issus de la base de données européenne. Il s'agit de consommations
horaires moyennes calculées sur un an et concernant des plaques de cuisson similaires, utilisées dans
une résidence comptant deux personnes. Le graphique inférieur représente la CHM issue des don-
nées de l'étude. C'est le premier proﬁl (en haut à gauche) qui sera privilégié. Il faut noter que ce
choix est quasiment arbitraire. Le manque de données ne permet pas de tirer de bonnes conclusions,
statistiquement parlant. Il se peut que, au long d'une année de mesure, le proﬁl de CHM calculé
soit assez diﬀérent. La principale raison pour laquelle le choix se porte sur la première CHM est la
hauteur des barres. En eﬀet l'intégrale de la courbe traduit une autre donnée : le taux d'utilisation
des plaques. Plus cette intégrale est grande, plus le taux d'utilisation journalier est élevé. Puisque ce
taux ne dépend pas du nombre de jours de mesure, le proﬁl qui possède un taux de même ordre de
grandeur est préférable. C'est le cas du premier proﬁl. Le second traduit un taux qui est quasiment
double.
Il est assez intéressant de se rendre compte que changer de proﬁl amène à étudier un compor-
tement diﬀérent. Il est très aisé de modéliser des habitudes diverses et variées, en changeant la
répartition de la CHM.
Grâce à la CHM, une statistique sur les instants de démarrage est obtenue. Aﬁn de bien ﬁxer
les idées, quelques remarques éclairantes sont énoncées.
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Figure 9.23  Recours aux données extérieures : comparaison
1) Le modèle ﬁnal de la CdC plaque de cuisson ne produit pas de cycles démarrant entre 7 et
10 heure du matin. En eﬀet, la CHM choisie est nulle dans l'intervalle. Le modèle considère
donc que les plaques n'ont jamais fonctionné dans cet intervalle de temps.
2) Il n'est pas exclu que la CdC produite soit non-nulle entre 7 et 10 heure. Le modèle permet
le démarrage d'un cycle à 6h du matin. Le modèle accepte le fait que ce cycle s'étende jusqu'à
l'heure suivante.
3) Pour un démarrage donné, la probabilité que son cycle initial débute à une heure h donnée
est directement proportionnelle à la hauteur de la CHM à l'heure h.
Paramètre 3 : Énergie par cycle
Les sections précédentes ont déterminé successivement si un cycle a lieu dans la journée, et
à quel instant il débute. Cette section s'intéresse à l'instant d'arrêt des cycles déterminés. Ceux-
ci doivent être en parfaite cohérence avec les cycles réels. Le point de comparaison se base sur
l'énergie consommée par chaque cycle. Le rapport [ECUEL,1999] possède un grand nombre de
données intéressantes. Parmi celles-ci, le graphique placé en ﬁgure 9.24.
Le graphique de gauche de la ﬁgure 9.24 représente la distribution de l'énergie consommée par
chaque utilisation distincte de l'usage plaque de cuisson. L'énergie consommée par cycle contient
deux paramètres : le temps et le mode d'utilisation (i.e. feu vif,...). Malheureusement, il n'est pas
possible d'utiliser ces données. Celles-ci n'entrent pas dans la catégorisation comportementale. En
eﬀet, elles sont issues d'une étude concernant un très grand nombre de plaques de cuisson. Toutes
sont des plaques en fonte, du même type que celles mises en oeuvre dans la phase expérimentale.
Le rapport ECUEL rapporte cependant en un seul graphique les expérimentations eﬀectuées sur un
très grand nombre de logements. Ce graphique n'est donc pas spéciﬁque à un utilisateur particulier.
Il ne traduit en aucune manière le comportement d'un utilisateur. En ce sens, un choix déterminant
est nécessaire.
1. Le premier choix consiste à utiliser tel quel le graphique ECUEL. Dans ce cas, le modèle
s'éloigne du comportement des utilisateurs particuliers. Cependant, rien ne prouve que la
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Figure 9.24  Energie par cycle observé
distribution de l'énergie consommée par cycle d'utilisation est bien dépendante de l'utilisateur.
2. Le second choix prend en compte les données expérimentales. Après avoir étudié un graphe
similaire à la ﬁgure 9.24, issu des données de l'étude, une tendance globale peut être dégagée.
La ﬁgure 9.25 en témoigne. Il semble cohérent d'aﬃrmer que le nombre de cycles consommant
beaucoup d'énergie est plus réduit que les cycles d'énergie plus réduite.
Figure 9.25  Distribution de l'Energie par cycle
Le choix eﬀectué est une combinaison des informations contenues dans les deux sources : le
rapport Ecuel et les données acquises. La distribution de l'énergie par cycle s'étend depuis la va-
leur minimale observée jusqu'à 1.5 fois la valeur maximale observée. Aﬁn d'obtenir une probabilité
d'apparition pour les cycles à haute énergie, non-observés pendant la période d'expérimentation,
une extrapolation de la distribution expérimentale est eﬀectuée. Cette extrapolation n'est alors em-
ployée que pour les cycles à haute énergie. Les autres cycles possèdent une probabilité identique
aux observations.
Les raisons principales de ce choix sont tout d'abord un besoin de cohérence avec le compor-
tement des utilisateurs, et ensuite une envie de ne pas se limiter au peu d'observations. De cette
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manière, le modèle de l'usage plaque de cuisson peut produire des cycles à haute énergie, dont
l'apparition suit la tendance observée aussi bien dans le rapport Ecuel, que parmi les observations
de l'étude.
Etude des trains d'alternance
Les observations des diﬀérents cycles permettent de dégager quelques généralités sur la forme
de cycle. Au sein d'une même utilisation des plaques, les utilisateurs peuvent modiﬁer à leur gré le
mode de fonctionnement des plaques (i.e. feu vif,...). Il existe pourtant quelques remarques statis-
tiques importantes à faire, aﬁn que le modèle soit cohérent à la réalité d'utilisation. Les diﬀérents
temps des trains d'alternance ta observés au long des cycles possèdent une diﬀérence marquée. Dans
la suite, pour plus de simplicité à la lecture, les trains d'alternance sont appelés alternances. Il existe
des alternances courtes (ta ≤ 40 secondes) et des alternances longues (ta ≥ 60 secondes).
Les alternances courtes sont spéciﬁques à l'utilisation des plaques en mode feu doux. Lors
des observations, ces alternances sont apparues aussi bien en début, en ﬁn, qu'en milieu de cycle.
Les utilisateurs décident fréquemment de modiﬁer la consigne de température des plaques. Une
alternance courte s'étend sur une quarantaine de seconde maximum.
Les alternances longues correspondent aux modes feu moyen et feu vif. Les plus longues sont
caractéristiques du feu vif. Elles s'étendent sur toute la période d'utilisation du mode. Il n'est pas
rare d'observer un cycle débutant par une alternance longue, et se poursuivant par des alternances
plus petites. Ce type d'utilisation est fréquemment employé en cuisine. Le lecteur intéressé suivra
son livre de recettes favori (i.e. faire revenir les oignons à feu vif-baisser le feu-ajouter les tomates-...).
Aﬁn de restituer le comportement des utilisateurs dans l'utilisation successive des modes de
cuisson, trois points doivent être éclaircis.
1. L'état de la première alternance de chaque cycle (longue ou courte).
2. La distribution des temps d'alternance longue et courte.
3. La probabilité de transition entre une alternance longue et une alternance courte.
Avec ces trois éléments, un cycle virtuel possédant le même comportement qu'un cycle réel peut
être créé. Le premier élément permet de connaitre le mode de départ du cycle. Le second permet de
déterminer, pour chaque alternance longue ou courte créée, le temps d'alternance. Enﬁn, le troisième
permet de déterminer combien de temps un mode particulier est maintenu.
Les deux premiers éléments sont très rapidement cernés, via l'étude des données. A nouveau, il
suﬃt de recenser les diﬀérents temps d'alternance, de les classer par type (long ou court) et d'en
dégager une distribution.
La ﬁgure 9.26 rassemble les distributions visées. En ce qui concerne le troisième élément, il existe
un concept tout à fait adapté à sa description. Le but est de déterminer les transitions entre l'état
Long et l'état Court. Pour ce faire, une matrice de Markov à un état est construite. Ce concept est
expliqué à la section 8.1.2. Pour l'appliquer à ce contexte précis, la matrice se base sur la probabi-
lité que le temps d'une alternance soit court ou long, en fonction de l'état du temps d'alternance
précédant. De cette manière, la construction d'un cycle commence par déterminer le premier état,
long ou court. Après la construction de la première alternance, la matrice de Markov permet de
déterminer aléatoirement l'état de la seconde. Le cycle se construit ainsi, alternance par alternance,
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Figure 9.26  Distribution des temps d'alternance
grâce aux trois éléments mis en place.
Un cycle sera considéré comme terminé lorsque l'énergie du cycle est égale à une énergie de
référence. Avant de créer un cycle en particulier, il est ainsi nécessaire de déterminer quelle énergie
sera consommée lors de ce cycle précis. Cette étape a été décrite plus haut (cfr. paramètre 3).
9.2.3 Résultats du modèle
A partir de la détermination des trois paramètres, probabilité de démarrage, instant de dé-
marrage et énergie par cycle, il est possible de produire une courbe de charge journalière aléatoire
de l'usage plaque de cuisson. Chaque cycle est produit selon l'analyse des alternances. Pour une
simulation d'une semaine, quelques résultats sont présentés ci-dessous, à la ﬁgure 9.27.
Figure 9.27  Résultat du modèle : simulation d'une semaine
Chacune des semaines possède des caractéristiques très diﬀérentes. C'est l'intérêt du modèle.
Répété un grand nombre de fois, le modèle et la réalité seront très proches. Par contre, lors d'une
semaine particulière, le modèle permet d'obtenir des courbes de charges très diversiﬁées. Cela est
d'un intérêt indéniable pour la phase de gestion de la charge. Pour chacune de ces semaines, un
cycle particulier est choisi. La ﬁgure 9.28 montre comment les cycles peuvent passer d'un état à
l'autre.
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Figure 9.28  Résultat du modèle : cycles distincts
En particulier, le cycle placé en bas à droite passe successivement des modes feu moyen à
feu vif, puis feu doux durant plusieurs alternances et termine par un feu vif. Ces transitions sont
déﬁnies tout à fait aléatoirement, et ne sont fonction que de l'état de l'alternance précédente. Cette
caractéristique possède le désavantage de ne pas réellement prendre en compte l'avancée dans le
cycle. Pour y remédier, il est possible d'utiliser le concept de chaine de markov (i.e. matrice de
markov dont les entrées varient avec la position - l'avancement - dans le cycle), ou d'augmenter le
nombre d'états précédents pris en compte. Néanmoins, la précision parait suﬃsante dans le cadre
de cette étude. Une matrice de Markov prenant en compte plusieurs états est implémentée dans
l'usage four.
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9.3 Le Four
Les caractéristiques propres à l'usage Four sont assez similaires à l'usage plaques de cuisson.
L'utilisation du four est sporadique, elle a lieu préférentiellement à certaines heures du jour, et les
cycles sont caractérisés par trois états de fonctionnement. Le développement qui a été fait pour
l'usage plaque de cuisson reste valable dans le cas du Four. Dans la suite de cette section, seules les
caractéristiques tout à fait propres au four sont développées.
Figure 9.29  Données de l'usage Four
9.3.1 Utilisation journalière, instant de démarrage et temps de cycle
Dans les mesures qui ont été récoltées, le four est assez peu souvent en fonctionnement. Les
mesures dénombrent 7 cycles distincts. Ce faible nombre ne permet que très peu de conclusions
ﬁables, d'un point de vue statistique. Aﬁn de rester ﬁdèle à la réalité des mesures, et d'étayer celle-
ci d'informations nouvelles, les données du rapport [ECUEL,1999] et de la campagne Remodece
sont à nouveau employées.
Déterminer le nombre de démarrages journaliers est simple, il suﬃt de parcourir les données.
Pourtant, il serait bienvenu de laisser une marge de manoeuvre supplémentaire au modèle de l'usage
four. Dans les observations, il n'existe aucun jour où le four ait été utilisé plus d'une fois. Il semble
pourtant que, dans l'utilisation annuelle des habitants de la maison, il soit envisageable que cette
situation se produise. Selon leurs dires, ils considèrent que cela arrive 3 à 4 fois par an. En suivant
ces recommandations, la probabilité que le four soit utilisé deux fois est ﬁxée à Pr2 = 1%. Les
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autres probabilités de démarrage sont modiﬁées, aﬁn de garder une moyenne d'utilisation journa-
lière identique. Le développement est le suivant.
Soit Pr0, Pr1 et Pr2 les probabilités qu'il y ait zéro, un ou deux démarrages dans la journée.
La moyenne journalière d'utilisation a été calculée et s'élève à Startj = 726 = 0 · Pr0 + 1 · Pr1. En
ﬁxant Pr2 = 1%, il faut déterminer les nouveaux Pr0, Pr1 conservant la moyenne Startj .
Pr2 = 1% (9.12)
Pr1 = Startj − 2 · Pr2 = 25% (9.13)
Pr0 = 100− Pr1 − Pr2 = 74% (9.14)
Pour le calcul de la distribution des instants de démarrage, la PuMH est choisie dans le rapport
REMODECE. Le four analysé dans ce rapport possède une consommation annuelle très proche du
four présent dans l'habitation étudiée (i.e. cette valeur est extrapolée de l'utilisation observée sur
26 jours). Le nombre d'utilisateurs du four Remodece est de deux.
Figure 9.30  PuMH de l'usage four : donnée internes et externes
Il existe nécessairement une grande similitude entre les courbes, gage d'une modélisation qui
restera proche du comportement étudié.
Les cycles doivent également être spéciﬁés en terme de temps. Dans le cas du Four, ce qui déter-
mine la ﬁn d'un cycle n'est plus l'énergie consommée (cfr. plaques de cuisson) mais le temps écoulé
depuis le début du cycle. Ce choix est justiﬁé plus bas. Quelques données extérieures issues du rap-
port Ecuel sont analysées. Le but est de dégager une tendance globale qui pourrait caractériser le
temps d'utilisation du Four. Cette tendance permettra d'extrapoler les résultats insuﬃsants récol-
tés. La ﬁgure 9.31 en donne l'aperçu. A gauche, le graphique représente les fréquences cumulées des
temps d'utilisation du Four. Cette courbe est calculée à partir d'un très grand nombre de données
de Four issus d'habitations très diverses. En ordonnée sont représentés le nombre de cycles (en %)
mesurés dont le temps de cycle est inférieur ou égal à la valeur placée en abscisse.
Depuis la ﬁgure 9.31, il est possible de dégager une tendance globale. Le but est de produire
une distribution de probabilité pour les temps de cycle qui soit proche de celle spéciﬁque au Four
observé. La première étape consiste à trouver une expression analytique à la courbe du graphique
de gauche. Pour ce faire, la forme suivante est considérée.
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Figure 9.31  Curve ﬁtting du Temps de cycle
Courbe des Fréquences cumulées = A
xα
xα + b
(9.15)
Le résultat est placé en ﬁgure 9.31, sur le graphique de droite. Les étoiles représentent les points
représentatifs, repérés sur la courbe du rapport ECUEL (à gauche). Une fonction de minimisation
de l'erreur entre la courbe analytique et ces points permet de déterminer les paramètres A, α, et b
de la forme analytique. Cette courbe de fréquence cumulée analytique peut-être retransformée en
un histogramme. Il est alors possible de vériﬁer que les données du four observé correspondent à la
courbe analytique.
Figure 9.32  Comparaisons des histogrammes : données et extrapolation
La ﬁgure 9.32 représente, à gauche, l'histogramme des temps observés, et à droite, l'histogramme
correspondant à l'expression analytique des fréquences cumulées. Cette dernière a en outre été nor-
malisée selon plusieurs critères. Le premier consiste à éliminer les temps de cycle courts. Les temps
de cycle inférieurs au temps minimum observé dans l'habitation ne sont pas considérés. Le second
permet de rester dans des temps de cycle peu éloignés des temps observés. La courbe Ecuel subit
une compression en abscisse, aﬁn de coller aux données observées. Le temps maximum envisageable
dans le modèle aléatoire du Four est de 200 minutes, mais la probabilité qu'il apparaisse est bien
plus faible que dans le rapport Ecuel extrapolé. Cela autorise le modèle à produire des cycles très
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longs. Au dire des habitants, il est concevable que le four soit utilisé très longtemps, mais en de très
rares occasions. Pour cela, la courbe des fréquences cumulées normalisée doit être proche de 100%
lorsqu'on considère des cycles dont le temps est supérieur au temps maximum observé. La ﬁgure
9.31 en témoigne.
Le fait d'avoir choisi de limiter les cycles via l'étude statistique des temps de cycle se base sur
l'hypothèse suivante.
Le temps de cycle correspond au temps d'utilisation d'un four, depuis chaque allumage
jusqu'au premier arrêt. Cette caractéristique suppose pouvoir varier très fortement d'un
utilisateur à l'autre. Il est cependant considéré que les temps d'utilisation restent, pour
chaque utilisateur, dans une même proportion. Il existe un même pourcentage de chance
d'observer des cycles courts ou longs pour chaque utilisateur. La notion de cycle court
et long s'adapte néanmoins au comportement de l'utilisateur.
L'hypothèse précédente suppose ainsi qu'un cycle court de l'utilisateur A peut s'étendre sur un
temps qui serait perçu comme typique d'un cycle long, pour l'utilisateur B. Cependant, il existerait
une même proportion de cycles d'utilisation courts (respectifs à A et B) chez A que la proportion
observée chez B. Cela est également valable pour les cycles longs.
Cette hypothèse est tout à fait discutable, mais permet d'étayer les données issues de la période
d'observation, aﬁn de créer un modèle de Four réaliste.
9.3.2 Analyse des cycles
Les cycles du Four possèdent une forme très particulière. Trois modes de fonctionnement du
Four se succèdent, et donnent aux cycles leur aspect.
Figure 9.33  Modes d'utilisation du Four
La ﬁgure 9.33 exprime la succession des modes de fonctionnement (P,M et S). Ces modes
sont caractéristiques de la régulation en température qui s'opère au sein du four. Tout d'abord, il
existe une succession d'alternances marche-arrêt. Le Four possède une caractéristique supplémen-
taire. A chaque début de cycle, la régulation est constituée d'alternances de puissance entre deux
valeurs extrêmes se situant aux alentours de 1200W et 3200W. Le Four est dans un mode de pré-
chauﬀage (mode P). Le but est d'atteindre rapidement la température de consigne. Une fois cette
température atteinte, les alternances se succèdent entre 100W et 2100W. La puissance et l'énergie
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consommée sont moindres, car l'objectif à atteindre est moins consommateur. Il faut maintenir la
température aux alentours de la consigne. Lorsque cette consigne est modiﬁée par l'utilisateur, deux
modes peuvent remplacer le mode de maintien (mode M) en température. Si la consigne est modi-
ﬁée vers le bas, il y aura une période d'arrêt de la consommation (Mode S), suivie du maintien en
température. Si la consigne est modiﬁée vers le haut (ou que l'utilisateur ouvre la porte du four),
une nouvelle période de préchauﬀage a lieu, jusqu'à atteindre la consigne. A nouveau, la suite est
un maintien en température jusqu'à l'arrêt déﬁnitif par les utilisateurs.
Les puissances atteintes par les alternances ont été normalisées. Cela permet de simpliﬁer gran-
dement l'analyse, notamment dans la recherche des temps de démarrage et d'arrêt des modes, et la
spéciﬁcation de ceux-ci.
La succession des ces modes dans le cycle doit être décrite statistiquement. Tout comme cela
a été développé pour les plaques de cuisson, une matrice de Markov est utilisée pour décrire les
transitions possibles. Dans le cas de cet usage, la matrice de Markov est construite sur trois états
(préchauﬀage, maintien et arrêt), et considère les deux états précédents. Chaque colonne de la
Matrice correspond à la probabilité des transitions entre états, si les deux états précédents sont
connus. Dans les observations, cette matrice est la suivante.
Etat (n-2) → Préchauﬀage Arrêt Maintien
Etat (n-1) → P A M P A M P A M
Etat n : Préchauﬀage A11 A12 A13 A14 A15 A16 A17 A18 A19
Etat n : Arrêt A21 A22 A23 A24 A25 A26 A27 A28 A29
Etat n : Maintien A31 A32 A33 A34 A35 A36 A37 A38 A39
Les entrée Aij sont les éléments de la matrice de Markov.
Markov =
 7 0 2 0 0 0 0 0 30 0 0 0 944 4 0 0 4
3 0 1 0 4 0 4 4 108

Cette matrice est construite à partir des observations sur les cycles. Les cycles débutant tou-
jours par une période de préchauﬀage, l'étude des successions des modes commence pour chaque
cycle à partir de la deuxième occurrence d'un mode maintien. La situation initiale dans le cycle
pour le calcul des transitions est donc E(n-2) = P et E(n-1) = M. A chaque apparition, dans le
cycle, d'un mode Etatl qui a la caractéristique Etatk(n− 2), Etatm(n− 1), l'entrée qui correspond
à ces trois états est incrémentée. Cela explique les colonnes vides, et la grande valeur du terme A25.
Le mode d'arrêt est en eﬀet décrit comme une seule seconde passée à puissance nulle. Les autres
modes considèrent une occurrence de l'alternance, qui dure parfois une vingtaine de secondes. Ceci
explique la grande diﬀérence entre les entrées. Le concept de la matrice repose sur les caractéris-
tiques de la génération aléatoire. Elle ne prend pas en compte l'avancée dans le cycle, car ses entrées
sont immuables, peu importe le nombre (minimum deux) d'alternances qui précèdent l'alternance
à déterminer. La chaine de Markov est à ce point de vue un concept intéressant, mais demande une
quantité de données très importante aﬁn d'être construite.
Les dernières caractéristiques du cycle sont les diﬀérents temps d'alternance, et entre les alter-
nances. Ces temps sont étudiés statistiquement, de manière assez semblable à l'étude des cycles
faite pour les plaques de cuisson (cfr. section 9.2.2). Tous les éléments de l'usage four sont dès lors
connus.
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9.3.3 Construction du modèle et résultats
Concernant l'usage Four, les étapes successives de la modélisation sont au nombre de 3. La
première est de déterminer le démarrage des cycles, s'il en existe. Ensuite, la première période de
préchauﬀage est construite aléatoirement. Finalement, le cycle se prolonge de manière itérative jus-
qu'à atteindre le temps de référence. A chaque alternance du cycle, l'appel à la matrice de Markov
permet de déterminer l'alternance suivante. Celle-ci est construite aléatoirement. Le temps de réfé-
rence est déterminée avant la construction du cycle, grâce à l'étude faite à la section précédente.
Les résultats, pour diﬀérentes semaines, sont aﬃchés à la ﬁgure 9.34.
Figure 9.34  Résultats : semaine type
Concernant les cycles de fonctionnement, quelques résultats sont illustrés à la ﬁgure 9.35.
Figure 9.35  Résultats : cycles
Le modèle est relativement ﬁdèle à la réalité. Pour les cycles longs (> 70 min), il existe toutefois
quelques problèmes dans la succession des modes. Les cycles observés n'ont pas pu donner d'in-
formations sur ce genre de cycle. Il est cependant plausible que ces cycles possèdent des périodes
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de maintien en température plus longs également. Néanmoins, il est très intéressant de voir que le
concept de matrice de Markov donne en toute grande majorité de très bons résultats. Cela donne
un caractère parfaitement aléatoire aux cycles du modèle, tout en restant très proche de la réalité.
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9.4 Le four à micro-onde
L'usage micro-onde se rapproche fortement de la description des plaques de cuisson. La ﬁgure
9.36 donne un aperçu du type de cycle observé.
Figure 9.36  Données et cycle de l'usage four à micro-Onde
La régulation de la puissance transmise aux aliments dans le micro-onde se fait sous le même
principe d'alternance que celui employé par les plaques de cuisson, notamment. Le Four à micro-onde
possède quatre éléments principaux : le plateau, la lumière interne, le ventilateur et le magnétron.
Durant chaque utilisation, les trois premiers éléments fonctionnent en permanence. Ils permettent
une meilleure homogénéisation de l'apport d'énergie aux aliments, et la visualisation durant le cycle
par les utilisateurs, à l'abris des ondes. Le magnétron est responsable de la formation des micro-
ondes. Ce magnétron est alimenté par une très grande tension continue, de l'ordre de 2500V, sous
un courant généralement inférieur à l'ampère (± 0.5A). L'alimentation en alternance du magnétron,
sous une tension identique, permet de moduler la puissance transmise aux aliments. Lorsque le four
fonctionne à puissance maximale, le magnétron est alimenté en permanence. Plus la puissance à
transmettre est faible, moins le temps d'alternance est long. L'utilisateur peut régler la puissance à
transmettre via des dispositifs externes.
La ﬁgure 9.36 montre un cycle à puissance de fonctionnement moyenne. La première partie de la
courbe montre le cycle, constitué de deux alternances. La seconde alternance a été tronquée, lorsque
l'utilisateur ou la minuterie a mis ﬁn au cycle. Un second cycle a lieu également, environ 5 minutes
après la ﬁn du premier. C'est une caractéristique importante. Le four à micro-onde est très souvent
utilisé de la sorte. Cela sera considéré dans le modèle.
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9.4.1 Caractéristiques des cycles
Les caractéristiques principales des usages du type four à micro-onde sont développées ci-dessous.
La détermination de la probabilité d'occurrence d'un cycle est triviale. La distribution des instants
de démarrage est indiquée à la ﬁgure 9.37.
Figure 9.37  Consommation journalière moyenne : comparaison
Pour l'établissement des instants de ﬁn des cycles, le rapport Ecuel fournit à nouveau quelques
informations intéressantes. La tendance générale de la répartition de l'énergie consommée par les
cycles permet d'extrapoler les données observées. L'expression analytique de la courbe des fréquences
cumulées de la consommation des fours à micro-ondes simples en fonction de la consommation des
cycles est de la forme suivante.
Fréquences cumulées = 100
xα
xα + b
où α > 1 (9.16)
La régression de cette forme sur les données observées permet d'obtenir la ﬁgure 9.38.
Figure 9.38  Expression analytique de l'énergie par cycle
L'expression analytique fournit également un histogramme qu'il est possible de comparer aisé-
ment aux données. Il est intéressant de remarquer que les deux histogrammes sont assez diﬀérents,
comme le montre la ﬁgure 9.39. Cependant, le manque de données handicape fortement cette com-
paraison. Il doit être gardé à l'esprit qu'un seul cycle supplémentaire observé pourrait inﬂuencer cet
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histogramme. Il y a donc un intérêt majeur à recourir à des données externes pour l'extrapolation
statistique.
Figure 9.39  Histogrammes de l'énergie par cycle
9.4.2 Etude des alternances
Il existe un problème majeur au traitement des alternances de l'usage Four à Micro-Onde. Assez
souvent, les cycles observés n'accueillent pas des alternances entières. Cela implique qu'il est diﬃcile
de déterminer réellement quel mode de fonctionnement est utilisé pour chaque cycle. La statistique
des cycles ne sera donc faite que très approximativement. Deux hypothèses principales sont consi-
dérées.
1. Le temps séparant deux alternances de régulation est constant. Ce constat est basé sur le très
petit nombre de cycles dont le mode a pu être déterminé avec certitude. Ces cycles sont le siège
d'alternances répétées et espacées d'un temps qui est toujours très proche de 10 secondes.
2. Lors d'un cycle, il existe une probabilité assez élevée de redémarrage. Sur tous les cycles
observés, près de 43% ont subi un ou plusieurs redémarrages. Il est donc nécessaire d'inclure
les redémarrages dans la modélisation. Il faut néanmoins faire une hypothèse très importante
concernant ceux-ci. Le Rapport Ecuel dont les résultats sont exploités propose notamment
un relevé de l'énergie par cycle de fonctionnement. Les données de ce rapport se basent sur
un relevé de puissance toutes les 10 minutes dans l'habitation. Il est estimé en conséquence
que l'énergie consommée lors de redémarrage est en grande majorité incluse dans l'étude de
l'énergie consommée par cycle de ce rapport. Un redémarrage pouvant survenir jusqu'à 15
minutes après l'arrêt d'un cycle, cette hypothèse pourrait paraitre injustiﬁée. Néanmoins,
l'eﬀet que cela peut avoir sur la tendance globale de la courbe étudiée issue du rapport est
considérée comme négligeable. Pour rappel, les résultats du rapport Ecuel sont employés dans
le but d'estimer la tendance de la courbe des fréquences cumulées de la consommation du
Four à Micro-Onde en fonction des Énergies consommées par chaque cycle.
Le modèle détermine le temps d'une alternance particulière tout à fait aléatoirement, parmi les
diﬀérents temps d'alternance observés, normalisés à la minute. Les redémarrages potentiels sont
calculés en début de cycle, et placés aléatoirement entre les alternances. Cela est valable si les
alternances sont en nombre suﬃsant pour accueillir le nombre de redémarrages de référence.
Application aux usages 84
UCL Travail de ﬁn d'étude 18 juin 2010
9.4.3 Résultats du modèle
Les ﬁgures suivantes représentent les résultats de la modélisation. En déﬁnitive, le peu de données
observées n'entache que très peu la modélisation. Les cycles possèdent plusieurs caractéristiques tout
à fait intéressantes. Le seul problème réside dans la transition entre mode de fonctionnement. Il n'est
pas rare d'observer une alternance en mode très basse puissance directement suivie par un mode à
haute puissance. Un tel cycle signiﬁe en réalité que l'utilisateur a modiﬁé la consigne, précisément
à l'enclenchement de l'alternance. Pour remédier à ce genre de problème, une matrice de Markov
pourrait être employée. Pourtant, le conditionnement des données observées concernant le four à
micro-onde est de qualité insuﬃsante à l'élaboration d'une telle matrice. Le résultat obtenu est
ﬁnalement un assez bon compromis entre simplicité et réalisme, compte tenu des données observées.
Figure 9.40  Modèle : semaine type
Figure 9.41  Modèle : cycle type
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9.5 La Bouilloire
L'usage bouilloire est le plus simple de tous les usages décrits. La bouilloire électrique étudiée
est constituée d'un récipient dont la base comporte une résistance chauﬀante. Un cycle de fonc-
tionnement se compose d'une fenêtre à puissance constante, aux alentours de 1900W. La résistance
dissipe l'énergie sous forme de chaleur, et chauﬀe l'eau présente dans le récipient. Il est intéressant de
remarquer la diﬀérence de comportement entre la résistance des plaques de cuisson et la résistance
de la bouilloire. Les caractéristiques de l'échange thermique induisent un proﬁl de consommation
légèrement diﬀérent. L'augmentation de résistance n'est pas aussi marqué dans le cas de la bouilloire.
L'analyse de l'usage est tout à fait similaire à ce qui a été fait précédemment. La seule diﬀérence
consiste au fait que peu de données extérieures sont consultées. La caractérisation est supposée
suﬃsante, à partir des données observées, vu la simplicité du cycle. La ﬁgure 9.42 donne un aperçu
rapide des données et de la normalisation. Seule la consommation horaire moyenne n'est pas issue
des observations, mais du rapport Remodece. Cela permettra un modèle plus représentatif d'une
consommation annuelle.
Figure 9.42  Usage Bouilloire : aperçu des données
9.5.1 Résultat du modèle
Figure 9.43  Modèle de l'usage Bouilloire : semaine et cycle type
Dans cette section, les paramètres spéciﬁques à l'usage ne sont pas développés. Aucun d'eux
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ne diﬀère des analyses précédemment eﬀectuées. Les résultats du modèle sont donc représentés ci-
dessous. La ﬁgure 9.43 représente quatre semaines types générées.
L'usage bouilloire est très clairement le plus simple des usages à modéliser. Les cycles sont
en parfaite concordance avec les cycles réels, malgré leur caractère aléatoire et le peu de données
disponibles à l'analyse.
9.6 Le lave-vaisselle
L'usage lave-vaisselle est relativement complexe. Il est toutefois possible de normaliser le cycle
de manière à limiter sa complexité. En outre, la courbe normalisée ne s'écarte que très peu du
comportement de la courbe de charge initiale. Cette simpliﬁcation rend la modélisation assez simple.
Les cycles ont en eﬀet une très grande uniformité, tant au niveau des temps caractéristiques que des
puissances mise en jeux. La ﬁgure 9.44 montre un cycle standard, issu des jours de mesure présentés
en bas à gauche de l'image.
Figure 9.44  Données relatives à l'usage lave-vaisselle
Le cycle représentatif d'une utilisation particulière se compose de deux phases distinctes. La
première se compose de deux alternances, dont la puissance varie entre 80W et 1940W. Les puis-
sances élevées atteintes sont caractéristiques d'une phase de chauﬀe. Cette phase correspond à ce
que l'intuition appellerait la phase de nettoyage. Le lecteur intéressé pourra remarquer la similarité
entre la forme de la courbe de charge du lave-vaisselle dans les phases de chauﬀe et celle de la
bouilloire (cfr. ﬁgure 9.45).
Les deux graphiques présentés montre une grand similitude dans l'évolution instantanée de la
consommation en période de chauﬀe de la bouilloire et du lave-vaisselle. L'échange de chaleur entre
la résistance électrique et l'eau possède des caractéristiques similaires. La durée d'un cycle de chauﬀe
du lave-vaisselle porte à peu près 7 litres d'eau à une température de 50C. La bouilloire porte 1
litre à ébullition. Sous une puissance quasiment identique, le lave-vaisselle a ainsi besoin de 3.5 fois
plus de temps que la bouilloire pour eﬀectuer sa période de chauﬀe. Cette remarque peut sembler
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Figure 9.45  Comparaison des cycles de chauﬀe
anodine, mais le résultat conﬁrme que les mesures sont prises en bonne cohérence entre les diﬀérents
usages.
La seconde partie du cycle est à puissance plus faible. Il s'agit d'une phase de rinçage, qui
utilise une partie de l'eau chauﬀée, non utilisée lors de la phase de nettoyage. Les diﬀérents temps
caractéristiques étudiés sont placés à la ﬁgure 9.46
Figure 9.46  Temps caractéristiques du cycle
L'étude statistique de ces diﬀérents temps permet la modélisation complète du cycle. Les détails
de l'analyse sont épargnés. Il est toutefois important de cerner la relativement faible dispersion
statistique de chacun de ces temps. En outre, il peut être démontré qu'il existe certaines corrélations
entre ces diﬀérents temps. Les cycles sont donc assez similaires entre eux. La matrice de Pearson
donne les coeﬃcients de corrélation linéaire entre les diﬀérents temps de cycle, pris deux à deux. Les
entrées de la matrice peuvent prendre n'importe quelle valeur entre -1 et 1. Un coeﬃcient unitaire
(négatif ou positif) indique la parfaite corrélation linéaire entre les temps considérés. Un coeﬃcient
nul indique qu'il n'existe aucune corrélation linéaire entre ces temps. Le résultat du calcul de cette
matrice pour les diﬀérents temps caractéristiques est présentée ci-dessous. La matrice est donnée
par l'évaluation de corrélation deux à deux de [t1 ; t2 ; t3 ; t4 ; t5 ;TA ;TB].
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ρ =

1 −0.88 0.92 −0.18 −0.88 0.97 0.78
−0.88 1 -0.99 0.15 0.99 −0.81 −0.44
0.92 -0.99 1 −0.11 -0.99 0.85 0.5
−0.18 0.15 −0.11 1 0.13 −0.29 −0.22
−0.88 0.99 -0.99 0.13 1 −0.8 −0.43
0.97 −0.81 0.85 −0.29 −0.8 1 0.76
0.78 −0.44 0.5 −0.22 −0.43 0.76 1

La matrice ρ ci-dessus, dite matrice de Pearson, est symétrique et à diagonale unitaire. Cela
est tout simplement dû au fait que la corrélation linéaire d'un vecteur avec lui-même est parfaite,
et le coeﬃcient qui y est attaché vaut 1. Les entrées en gras repèrent les temps caractéristiques
dont la corrélation est très grande. La matrice est très restrictive. Elle impose que t3 et TA soient
déterminés de manière unique pour tout choix aléatoire de t1. Or, pour tout choix de t3, t2 et t5
sont également imposés. Il n'existe alors que trois variables indépendantes caractéristiques : t1, t4
et TB.
L'analyse des probabilités de démarrage et de la distribution des instants de démarrage se fait
de manière similaire aux usages précédents. En ce qui concerne l'arrêt des cycles, il est ﬁxé par
l'analyse des temps ti et Ti présentée ci-dessus. Il s'agit donc d'une nouvelle manière d'élaborer un
modèle de charge.
9.6.1 Résultat du modèle
La ﬁgure 9.47 représente les résultats de la simulation.
Figure 9.47  Modèle du lave-vaisselle : semaine et cycle type
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9.7 Le lave-linge et sèche-linge
L'étape d'acquisition a permis de recueillir les données concernant la consommation du lave-linge
et du sèche-linge à l'aide d'un seul et même capteur. Il a ainsi été nécessaire de séparer les deux
usages.
Figure 9.48  Séparation des courbes lave-linge et sèche-linge
La signature de consommation du lave-linge est l'une des plus complexes rencontrées (cfr. ﬁgure
9.49). Celle du sèche-Linge est relativement simple.
9.7.1 Analyse et simpliﬁcations
Le lave-linge
Figure 9.49  Analyse d'un cycle de fonctionnement du lave-linge
La CdC présente d'abord une longue période de chauﬀe dont la puissance tourne aux alentours
Application aux usages 90
UCL Travail de ﬁn d'étude 18 juin 2010
de 2000W, précédée de quelques alternances à puissance faible (± 100W). Cette phase correspond
au nettoyage des vêtements à la température d'eau désirée. Après le nettoyage a lieu le rinçage.
Pendant un temps relativement long, le tambour tourne lentement et alternativement dans un sens
puis dans l'autre. Les conduits chauds permettent le rinçage à température adéquate. Ensuite, une
phase complexe d'essorage a lieu. Cette phase possède quatre périodes distinctes, et quasiment iden-
tiques. Les premières alternances de chaque période sont caractéristiques du démarrage du tambour,
à faible vitesse. Le but est d'homogénéiser le linge dans le tambour. La seconde partie de la période
consiste en un essorage à haute vitesse. Cet essorage a lieu en 3, 4 ou 5 étapes. Chaque étape est
caractérisée dans la courbe de charge par un pic de puissance (accélération du tambour) puis d'une
phase à puissance pratiquement constante (tambour à vitesse constante).
A cause de la grande complexité du cycle, les données ne permettent pas de déduire des sta-
tistiques représentatives de cette complexité. Pour simpliﬁer l'analyse à suivre, l'usage lave-linge
ne sera pas modélisé aussi précisément que les autres usages. La statistique concernant l'étude du
cycle en lui-même est négligée. Aﬁn d'être représentatif de la réalité, le modèle choisira un cycle
entier parmi les cycles observés, et l'utilisera à l'identique. Le modèle statistique ne concerne que
les instants de démarrage.
Il est tout à fait intéressant de se pencher sur cette statistique. En eﬀet, les cycles qui ont été
observés sont tous d'une durée importante (entre 2h et 2h15). Il est important de vériﬁer l'hypo-
thèse faite plus tôt. Les instants démarrage sont supposés pouvoir être déterminés à partir de la
consommation horaire moyenne annuelle. A partir de la base de données européenne Remodece,
cette courbe peut être obtenue. Pour rappel, l'hypothèse aﬃrme qu'il n'existe pas d'inﬂuence de
l'heure du jour sur le mode de fonctionnement d'un appareil. S'il est tout à fait envisageable qu'un
usage soit employé préférentiellement à une heure donnée de la journée, il est aﬃrmé que cette uti-
lisation n'a pas plus de raison de s'eﬀectuer selon un mode de fonctionnement plutôt qu'un autre.
De cette manière, la consommation horaire moyenne, calculée pour un très grand nombre de jours,
est caractéristique de deux facteurs : les heures préférentielles d'utilisation et le taux d'utilisation
journalier de l'usage. Ce dernier facteur signiﬁe la proportion de jours où l'usage est utilisé, par
rapport à ceux où il est inactif.
Le problème de l'hypothèse qui a été faite est qu'elle fonctionne très bien pour les cycles courts
(inférieurs à la demi-heure). Cependant, pour les cycles de plus d'une heure, il existe certains points
de divergence. Les heures préférentielles de démarrage ne renvoient plus directement à la probabilité
que le démarrage du cycle ait lieu dans cette heure précise, puisque le cycle s'étendra sur l'heure
suivante.
La ﬁgure 9.50 démontre cependant la maigre inﬂuence de la longueur des cycles dans le cas de
l'usage lave-linge. L'histogramme de gauche représente la consommation horaire moyenne issue de
la base de donnée européenne, et plus particulièrement du rapport Ecodrôme II. L'histogramme
de droite représente la Chm calculée à partir d'une génération aléatoire de l'usage lave-linge sur
une période de un an. Le constat est clair : les courbes sont très semblables. Le lecteur attentif
aura néanmoins remarqué que les barres qui suivent directement une barre de valeur importante
sont plus élevées dans l'histogramme de droite, relativement à leur valeur de la Chm de gauche.
Cela est précisément dû au fait que les cycles s'étendent sur deux heures. Les démarrages ayant
lieu préférentiellement aux heures correspondant aux barres élevées de la Chm Ecodrôme, l'heure
suivante accueille forcément une partie du cycle. Cela est ainsi comptabilisé systématiquement dans
la Consommation horaire moyenne annuelle relative à cette heure.
Une manière d'empêcher ce phénomène consisterait à modiﬁer la hauteur des barres de la Chm
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Figure 9.50  Consommation horaire moyenne annuelle : référence et génération
initiale proportionnellement à la variation de leur valeur dans la Chm générée. Il faudrait égale-
ment prendre en compte le pourcentage de consommation moyenne à l'heure h qui est dû à la
consommation d'un cycle ayant débuté en h-1. Après quelques essais dans ce sens, les diﬀérentes
formules ont donné des résultats mitigés. Alors que les portions croissantes de la Chm initiale sont
parfois, mais pas toujours, mieux représentées, les portions décroissantes le sont d'autant moins.
Cela s'explique par l'impossibilité de déﬁnir précisément la proportion de consommation perçue en
une heure précise qui est due à un cycle débutant à l'heure précédente. L'analyse s'arrête donc avec
un bilan satisfaisant, même si quelques améliorations sont possibles. Une analyse plus poussée des
croissances et décroissances de la Chm pourrait mener à de meilleurs résultats. Le lecteur intéressé
par un développement plus précis de cette partie de l'étude pourra trouver les détails dans les don-
nées fournies en annexe.
Une remarque supplémentaire intéressante concerne l'intégrale sous la courbe de Chm. La dif-
férence entre celle de la Chm Ecodrôme et de la Chm générée s'explique par un taux d'utilisation
plus élevé du lave-linge dans l'habitation Ecodrôme.
Le sèche-linge
Le sèche-linge a été très peu utilisé durant la période de mesure. Deux cycles seulement ont
été observés. Au dire des utilisateurs, cette fréquence est tout à fait habituelle. En outre, les deux
cycles se sont produits sur la même journée. Cela n'est pas, par contre, caractéristique, selon les
habitants. Ils estiment que cela peut se produire une fois sur 10 jours d'utilisation. Dans la suite,
les probabilités de démarrage prennent en compte ce témoigne.
La ﬁgure 9.51 indique la normalisation opérée sur le cycle du sèche-linge. Pour rappel, cette
normalisation est indispensable pour faciliter la gestion de charge. Les indices spéciﬁques des cycles
sont ainsi bien spéciﬁés. La partie traitant de la gestion approfondira ce raisonnement.
La génération de CdC de l'usage sèche-linge suit un principe tout à fait identique à celui adopté
pour le lave-linge.
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Figure 9.51  Cycle du sèche-linge
9.7.2 Résultats du modèle
La ﬁgure 9.52 donne un aperçu de deux semaines de l'usage lave-linge distinctes, et deux autres
de l'usage sèche-linge. Les cycles ne sont pas détaillés, car ils ont la forme exacte des cycles observés.
Figure 9.52  Semaines types pour les usages sèche-linge et lave-linge
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9.8 Le Congélateur
Le congélateur étudié dans cette étude est très peu intéressant du point de vue de la gestion de
charge. Sa consommation est ininterrompue durant les semaines de mesure. La puissance consommée
est comprise dans l'intervalle [110 ; 160]W. Sa consommation d'énergie est faramineuse. Il semble
vraisemblable que le régulateur de température soit défaillant. Les utilisateurs ont été très heureux
d'apprendre qu'il leur fallait réparer cet appareil. A cause de ce problème, les variations de consom-
mation sont très faibles. La courbe de charge du congélateur est fortement entachée par le bruit.
Les données concernant la CdC de l'usage congélateur ainsi que l'élimination du bruit se trouvent
à la ﬁgure 9.53.
Figure 9.53  Courbe de charge du congélateur et élimination du bruit
Le congélateur ne sera pas considéré dans le micro-réseau ﬁnal, à cause de son défaut de fonc-
tionnement. Pour cette raison un modèle un peu diﬀérent est choisi pour le caractériser. Cela permet
de s'essayer à de nouvelles techniques.
Pour construire un modèle de charge du congélateur défectueux, les informations contenues
dans le rapport [ECUEL,1999] sont très utiles. Elles spéciﬁent le lien direct entre consommation
du congélateur et température de la pièce dans laquelle il se trouve. Cette température étant as-
sez constante sur la journée, mais relativement variable à échelle de l'année, il est nécessaire de
la modéliser également. A nouveau, le rapport Ecuel fournit quelques informations qui permettent
de modéliser la température. Le congélateur n'a pas d'intérêt particulier, à cause de son caractère
défaillant. Le développement de ce modèle n'est pas présenté.
Les résultats du modèle sont présentés à la ﬁgure 9.54.
Figure 9.54  Modèle du congélateur
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9.9 L'éclairage
9.9.1 Description de la courbe expérimentale
Le dispositif d'acquisition de données a permis d'obtenir la consommation due à l'ensemble de
l'éclairage installé dans la maison et cela pour la période de 26 jours. Les installations lumineuses
sont réparties en proportions diverses entre les diﬀérents technologies suivantes : lampes à incan-
descence, néon, halogène ou encore ﬂuo-compacte.
La ﬁgure 9.55 représente la courbe de consommation brute ainsi qu'un exemple de courbe pon-
dérée du Jour 14.
Figure 9.55  Proﬁls de consommation de l'éclairage ( Bleu = Données Brutes, Vert = Consom-
mation moyenne pour le Jour 14)
La modélisation de la consommation due à l'usage éclairage dans le micro-réseau virtuel sera
issue d'une addition entre les diﬀérents proﬁls observés. Or, si les proﬁls sont utilisés directement,
la juxtaposition des valeurs de crêtes dans l'addition risque de créer des pics de consommation
irréalistes. Aﬁn d'éviter un impact potentiellement élevé de ces valeurs de crête lors de la génération,
la courbe des proﬁls est tout d'abord lissée, en ramenant chaque intervalle de 10 minutes à sa valeur
moyenne.
9.9.2 Construction du modèle et résultats
La trop grande variabilité de consommation due aux diﬀérents types d'éclairage rend irréaliste
la déﬁnition d'un modèle similaire aux usages précédents. Néanmoins il paraissait possible de déﬁnir
une génération virtuelle restreinte de la consommation. Cette génération consiste à créer un proﬁl
journalier de consommation en sélectionnant aléatoirement un ensemble de sous-proﬁls classés par
catégories. Le caractère aléatoire doit respecter une contrainte de continuité entre ces sous-proﬁls.
Méthodologie
Partant de l'idée que l'utilisation de lumière artiﬁcielle est liée aux conditions de luminosité
extérieure et à la "présence" des occupants dans la maison, les proﬁls de consommation furent
répartis en trois catégories : "journée", "soirée et présent" et "soirée et absent". La présence est
déterminée par le dépassement d'une consommation seuil d'éclairage. La catégorie "journée" englobe
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Figure 9.56  Exemples de proﬁls de consommation ( Bleu = Jour 1, rouge = Jour 10)
quand à elle 26 sous-proﬁls correspondant à la consommation des 26 jours dont les sous-proﬁls
"soirées" ont été retirés. Notons que cette catégorie n'est pas divisée en fonction de la "présence".
Séparation des courbes jour/nuit
Comme expliqué par la méthodologie, la génération d'un proﬁl journalier consiste dans le choix
aléatoire de deux sous-proﬁls, l'un dans la catégorie "journée" et l'autre dans les catégories "soirée".
Pour éviter des dérives lors de la génération du réseau virtuel, le choix a été fait d adopter un prin-
cipe de continuité. Pour expliciter ce choix, les existences de points de puissance communs entre les
26 proﬁls journaliers ont été recherchées pour un intervalle [16 h-19 h].
Cette recherche peut s'illustrer par le tableau suivant :
Profil J1 J2 J3 ... J26
J1 - 1 0 1 ... 1
J2 - 1 1 ... 1
J3 - 1 ... 0
... ...
J26 -
Les lignes et colonnes de ce tableau représentent les diﬀérents proﬁls journaliers de consommation
tels que mesurés. Les éléments compris dans le tableau sont d'ordre binaire. Un "1" signiﬁe qu'il
existe un point de correspondance entre ces proﬁls. Un "0" indique au contraire que les proﬁls
sont trop diﬀérents et que la diﬀérence entre les valeurs de consommations respectives est toujours
supérieure à la contrainte de continuité. Une contrainte de continuité a été choisie et correspond à un
saut de 10 Wmaximum. Aﬁn de pouvoir recréer par la suite n'importe quel proﬁl, il a été nécessaire
de trouver les indices de temps correspondant à chaque "1" de la matrice (26,26). Concrètement la
génération aléatoire fonctionne de la manière suivante : Premièrement elle choisit aléatoirement un
proﬁl de "soirée", sélectionnant de ce fait une ligne de la matrice. Deuxièmement elle sélectionne
,aléatoirement également, dans cette ligne un proﬁl de "journée" ayant une valeur non nulle.
Séparation des catégories "soirée et absent" et "soirée et présent"
La séparation entre journée /soirée étant trouvée, il ne reste plus que le critère de présence à
déterminer pour ﬁnir la répartition entre catégories. En observant les diﬀérents proﬁls de soirée,
deux proﬁls de consommation se distinguent. Deux exemples sont montrés à la ﬁgure 9.56.
La courbe bleue, correspondant au proﬁl de la journée 1, suggère une présence des utilisateurs.
Au contraire, la courbe rouge est nulle entre 20 et 22 h ce qui suggère que les habitants sont sortis
manger avant de revenir en ﬁn de soirée. La séparation "absent/présent" a été choisie arbitrairement
et déﬁnit les occupants comme "présents" si la puissance moyenne consommée par l'éclairage est
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supérieur à 50 W dans l'intervalle [20h-22h]. Ainsi la répartition suivante est obtenue : 9 jours
"absent" et 17 jours "présent".
Paramètres décisionnels de présence
Aﬁn de choisir dans quelles catégories "soirée" la simulation doit chercher son sous-proﬁl, un
critère de décision a été déﬁni se basant sur l'utilisation de diﬀérents usages. Les habitants sont
considérés comme présents si le four , la plaque de cuisson ou le micro-ondes ont été utilisés durant
la soirée.
Résultats
La ﬁgure 9.57 montre un exemple de consommation simulée (courbe rouge) obtenue grâce à une
simulation de consommation de l'ensemble four, plaque et micro-ondes.
Figure 9.57  Exemple de proﬁls de consommation simulés pour une semaine ( Bleu = contrainte
de décision, rouge = simulation de la semaine)
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9.10 Divers
Aﬁn de parfaire la modélisation de l'habitation, et d'inclure les charges passives (i.e. dont la
gestion n'est pas envisageable) telles que les veilles ou la télévision, l'étude de la courbe générale peut
être eﬀectuée. L'avantage indéniable du mode de monitoring eﬀectué à la seconde et l'acquisition
simultanée (∆ttot = 46µs) des courbes de charge permet l'analyse de ces charges. La courbe de
charge prise en aval du compteur de l'habitation donne tout d'abord le proﬁl de consommation
général.
Figure 9.58  Courbe de charge de l'habitation, des charges actives prises en compte et des charges
passives
La ﬁgure 9.58 permet de se représenter la part de la consommation due aux diﬀérents types de
charges. La courbe supérieure est la courbe de consommation générale, augmentée de 1000W pour
la lisibilité du graphique. Directement sous cette courbe se trouve la somme des courbes de charges
des usages modélisés dans cette étude. Cette somme représente une bonne partie des données expé-
rimentales utilisées pour la caractérisation des usages. La dernière courbe constitue la somme des
usages passifs. Ces usages sont considérés comme n'intervenant pas dans la gestion de charge. Ils ne
possèdent, en eﬀet, ni une valeur de puissance consommée importante ni une variation importante
de consommation. Ces deux caractéristiques induisent qu'inclure ces charges dans le développement
futur n'apporterait pas une ﬂexibilité signiﬁcativement supérieure aux algorithmes de gestion. Ces
charges comptent, par exemple, les veilles des appareils, les appareils audio-visuels, l'informatique.
La part de ces charges dans la consommation énergétique est loin d'être négligeable. Ces charges
seront inclues dans les diﬀérentes habitations virtuelles via une étude journalière de leurs Courbes
de Charge. Un peu à la manière de ce qui a été fait pour l'éclairage, une journée type de consomma-
tion sera déterminée aléatoirement. Elle sera ajoutée à l'ensemble des usages générés sur la journée,
aﬁn d'atteindre un niveau de puissance représentatif de la consommation globale journalière de
l'habitation.
Il existe également toute une série de charges présentes dans l'habitation qui n'ont pas été suivies
par un capteur particulier. La machine à café est un exemple parmi d'autres. Ces charges possèdent
néanmoins les mêmes caractéristiques que les usages étudiés et considérés dans l'étape de gestion
de la charge. Une analyse plus poussée de cette étude pourrait ainsi les prendre en compte, pour
que la maison soit modélisée intégralement.
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Figure 9.59  Courbe de charge des usages non-modélisés, des charges passives et des charges
actives négligées
La ﬁgure 9.59 laisse apparaitre que l'analyse des charges actives restantes requiert un procédé
d'identiﬁcation top-down d'une grande complexité. Dans cette étude, les charges actives restantes
sont négligées dans le modèle virtuel. Cela permet de simpliﬁer l'analyse, mais également d'éviter
certaines situations de simultanéité gênantes. En eﬀet, considérer ces charges selon une analyse
journalière de la courbe de charge engendrerait certains problèmes lors des décisions de gestion.
Cela peut être explicité suivant trois points clés. D'abord, Les charges actives restantes sont de
puissance importante. Ensuite, le micro-réseau étudié dans un premier temps ne compte que 20
maisons. Or, les jours traitables sont au nombre de 18. Cela implique que, chaque jour, deux ×
deux habitations virtuelles minimum possèderont le même proﬁl de charge active non-traitable, à
la seconde près. Ces situations engendrent des pics de puissance très importants, ce qui est tout à
fait défavorable dans l'analyse des possibilités de gestion, et qui en outre n'est en rien conforme à
la réalité.
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Chapitre 10
Résultats du modèle résidentiel
Le résultat du modèle complet fournit des données intéressantes. Tout d'abord, il faut eﬀec-
tuer la vériﬁcation de la cohérence du modèle, vis-à-vis de la réalité mesurée. Pour ce faire, une
comparaison de la consommation d'énergie journalière est produite. L'histogramme des énergies
journalières mesurées et simulées, pour un micro réseau de 120 habitations, sont présentés en ﬁgure
10.1. La similitude qui existe entre ces histogrammes est le gage de la cohérence du modèle. Les
diﬀérentes consommations sont triées par ordre décroissant. Les histogrammes s'étendent dans un
même intervalle d'énergie. Les jours de simulations sont ainsi représentatifs de la maison observée.
Figure 10.1  Consommation journalière : simulation et mesures
Toute cette phase de modélisation permet en déﬁnitive de simuler la consommation d'un quartier
résidentiel entier, à partir des mesures eﬀectuées sur une unique maison. Dans un micro-réseau
résidentiel habituel, chaque maison possède des caractéristiques très diverses. Pour s'en convaincre,
il suﬃt d'observer la ﬁgure 10.2. Elle exprime la répartition des consommations des appareils de
cuisson mesurés dans 100 logements, et provient de l'étude ECUEL [REMODECE,2008].
Le modèle du quartier qui est issu de la présente étude n'est pas en concordance parfaite avec les
conclusions de la ﬁgure 10.2. Chaque maison du quartier simulé possède statistiquement le même
comportement que la maison mesurée. Cependant, la distribution des consommations de chaque
jour simulé suit la même tendance que ce que le rapport ECUEL présente. Cela permet d'aﬃrmer
que le quartier possède un caractère réaliste lorsqu'il est construit par addition des maisons simulées
par le modèle.
Voici la courbe de charge journalière, à la seconde d'un quartier rassemblant 40 habitations (cfr
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Figure 10.2  Consommation annuelle des appareils de cuisson dans 100 logements
ﬁgure 10.3).
Figure 10.3  d'un quartier composé de 40 habitations
Le micro-réseau possède les mêmes caractéristiques qu'un quartier résidentiel réel : heures de
pointes, heures creuses,...
Enﬁn, un grand avantage du modèle est de permettre une éventuelle généralisation à des com-
portements autres que ceux modélisés via les mesures acquises. Un point d'honneur a été mis dans
la simpliﬁcation des paramètres nécessaires à la description des charges. Chaque charge étudiée est
réduite à un nombre minimal de paramètres (maximum 10). En déterminant ces paramètres pour
des charges similaires présentes dans d'autres habitations, le modèle permet de recréer leur utilisa-
tion. Cela réduit très fortement le nombre de données nécessaires. Voilà un cadre constructif posé
pour des études futures plus approfondies.
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Chapitre 11
Production solaire
Le présent chapitre a pour vocation de développer une simulation permettant de calculer la
puissance fournie par un champ de panneaux photovoltaïques, en fonction des conditions météoro-
logiques.
Aﬁn de développer un modèle réaliste, il est essentiel de rappeler comment fonctionne un panneau
photovoltaïque. Un grand nombre de technologies diﬀérentes existe. Toutefois, celles-ci fonctionnent
selon un schéma similaire. Un panneau, ou module, est constitué d'un ensemble de cellules solaires
composées de matériaux semi-conducteurs de type N et P. Ces cellules irradiées par le soleil vont
provoquer l'apparition de paires (électron-trou) dans la zone de contact entre semi-conducteurs
appelée zone de déplétion. Les porteurs formés vont alors migrer dans les matériaux N ou P en
fonction de leurs charges. Un courant est ainsi "créé" par la connection des bornes de ces matériaux
à un circuit électrique. L'intensité de ce courant dépend d'un ensemble de facteurs soit constitutifs (
silicium monocristallin, multicristallin, amorphe, ...) soit extérieurs (irradiation(E), Température(T)
, ...).
L'objectif de la modélisation est de prédire correctement la proportion de l'irradiation transfor-
mée en électricité et celle "perdue" en chaleur en se basant uniquement sur ses données constructives
et sur les paramètres météorologiques. La ﬁgure 11.1 illustre synthétiquement la problématique étu-
diée. Il s'agit ici de calculer la relation entre le courant généré et la tension de sortie (V,I(v)) pour
n'importe quels couples (E,T).
Figure 11.1  Schématisation de la problématique
Pour une meilleur compréhension, la démarche poursuivie est décomposée en trois sous-modèles
diﬀérents possédant des interactions entre eux ( cfr ﬁgure 11.2).
 Modèle lumineux : il permet de calculer la composante d'irradiation réellement perçue par
les cellules photovoltaïques
 Modèle électrique : ce modèle doit calculer la puissance fournie par le module en fonction
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Figure 11.2  Schématisation en sous modèle et interaction
des conditions d'éclairement et de la température de jonction calculée par le modèle thermique
 Modèle Thermique : il va permettre de calculer le lien entre la température extérieure
mesurée et la température interne des cellules.
11.1 Modèle lumineux
L'eﬃcacité de la transformation du rayonnement lumineux en énergie électrique est tributaire de
l'incidence de ce rayonnement sur le panneau. Cette incidence évolue dans la journée. Par ailleurs,
la position du panneau est dans la plupart des cas immobile ou soumise à des contraintes envi-
ronnementales (architecture,...). Enﬁn comme la lumière provient de toutes les parties du ciel, il
est technologiquement irréaliste de vouloir sommer la totalité des sources de rayonnement vers un
même point, et ce, simultanément.
Les bases de données disponibles auprès des organismes météorologiques sont acquises avec une
période d'échantillonnage variant de quelques secondes à l'heure.
Ce chapitre propose une méthode permettant de calculer le rayonnement réel perçu par un
panneau d'orientation et d'inclinaison ﬁxées.
11.1.1 Le rayonnement solaire
Comme cité précédemment, les contraintes expérimentales ne permettent pas de disposer de
mesures dans toutes les directions. Il est dès lors commun de diviser le rayonnement solaire en
plusieurs composantes distinctes comportant chacune une orientation propre. On déﬁnit ainsi le
rayonnement direct et diﬀus du soleil. Le premier correspond aux rayons n'ayant pas subi de dif-
fusion dans l'atmosphère. Le second prend en compte les rayons obtenus après diﬀusion dans l'air.
Une décomposition plus complète est même eﬀectuée pour le diﬀus. On déﬁnit ainsi :
 Le rayonnement diﬀus isotrope : Cette composante souvent majoritaire est due à une
même participation de toutes les parties du ciel.
 Le rayonnement diﬀus circumsolaire : Cette composante est due à la partie du ciel plus
lumineuse au voisinage du soleil.
 Le rayonnement diﬀus du sol : provenant de l'ensemble des rayonnements du sol.
 Le rayonnement du cercle d'horizon : ce terme permet de tenir en compte le rayonne-
ment, souvent supérieur, provenant du ciel proche de l'horizon.
En pratique, les prises de mesures s'eﬀectuent souvent sur plan horizontal, excluant complète-
ment les termes dus au diﬀus du sol et du cercle d'horizon. Ceux-ci ne seront pas considérés dans
l'étude. L'importance de cette approximation sera malgré tout souvent limitée du fait de la faiblesse
de ces rayonnements par rapport aux autres composantes.
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11.1.2 Rayonnement réellement perçu par un panneau
Aﬁn de pouvoir comparer l'orientation d'un panneau à la position du soleil, diﬀérentes variables
sont déﬁnies en coordonnées polaires horizontales. Ces variables sont le couple (α, β) décrivant
l'orientation du panneau et le couple (a, h) décrivant la position du soleil ( cfr ﬁgure 11.3).
(source : [ESPV-Ecl] )
Figure 11.3  Déﬁnition des paramètres d'inclinaison du panneau et de position du soleil
Avec :
α et a = 0pour une orientation plein sud
α et a = 90pour une orientation vers l'Ouest
β = 0pour un plan horizontal vers le haut et 90pour un plan vertical
i = angle d'incidence
Ces variables permettent ainsi de calculer la contribution réelle du rayonnement solaire perçue
par un panneau incliné. Les contributions des diﬀérentes composantes sont calculées par les formules
suivantes :
 La participation du rayonnement direct et diﬀus circumsolaire (ddirect) est donnée par :
ddirect = (sn + δd) cos(i) si i < 90 (11.1)
= 0 si i > 90 (11.2)
Avec (sn) = le rayonnement direct et (δd) = diﬀus circumsolaire
L'angle d'incidence (i) caractérise l'écart entre la position du soleil et la perpendiculaire du
panneau. Celui-ci est obtenu par la relation trigonométrique suivante :
cos(i) = cos(α− a) sin(β) cos(h) + cos(β) sin(h) (11.3)
 La participation du rayonnement diﬀus isotrope (di) :
di =
di−
2
(1 + cos(β)) (11.4)
Avec di− le rayonnement diﬀus isotrope mesuré sur plan horizontal
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Le rayonnement global réellement perçu par un panneau d'orientation (α, β) s'obtient donc par
la somme de chacun de ces nouveaux composants. Dans le cas d'un angle d'incidence non nul, il sera
souvent nécessaire de rajouter un facteur correctif dû à la réﬂexion d'une partie du rayonnement sur
la surface du panneau. Pour parfaire l'étude, il serait utile de tenir compte de la variation du spectre
lumineux au cours du temps. En eﬀet, celui-ci peut s'écarter du spectre de référence, souvent plus
favorable, utilisé par les constructeurs pour caractériser leurs panneaux.
11.1.3 Calcul astronomique de la position du soleil
Aﬁn de déterminer la position exacte du soleil , il est plus commun de passer en coordonnées
polaires équatoriales. On déﬁnit ainsi deux nouvelles variables δ et H ( cfr ﬁgure 11.4).
(source : [ESPV-Ecl] )
Figure 11.4  Déﬁnition des coordonnées horaires déﬁnissant la position du soleil
Avec
δ = déclinaison
H = angle horaire
PP ′ = l'axe des pôles
Z = Zénith du lieu considéré
(A) = plan équatorial
Rappelons que la terre tourne sur elle même autour de l'axe des pôles et tourne également autour
du soleil suivant un plan dit de l'écliptique. Ce dernier possède un angle constant,δ0, avec le plan
équatorial perpendiculaire à PP ′. Cette angle, nommé obliquité, vaut : δ0 = 23.44.
Aﬁn de pouvoir calculer les coordonnées horaires du soleil, il est nécessaire de déﬁnir certains
paramètres astronomiques ainsi que les formules permettant de les calculer.
 Temps solaire Vrai (TSV) : Le "temps solaire vrai" correspond à l'angle horaire du soleil
en un lieu et un instant donnés.Il traduit les eﬀets de rotations de la terre autour d'elle même
et autour du soleil. Déﬁni comme nul à midi, on l'obtient par la formule : TSV = 12 + (H/15).
H étant donné en degrés et TSV en heures.
 Temps solaire Moyen (TSM) : Le "temps solaire vrai" varie en fonction de la vitesse de
la Terre sur son orbite. Or celle-ci change en fonction de la position de la Terre dans l'espace,
engendrant ainsi un écoulement non constant du temps.Pour palier cela, on déﬁnit alors le
"temps solaire moyen" permettant d'obtenir un écoulement constant du temps. C'est ce der-
nier qui est indiqué par nos montres à une constante près. La variation entre le TSM et le
TSV est donné par une équation dépendante de la date et appelé "Équation du temps".
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 Équation du temps (Et) : L'équation du temps provient donc du fait de variations de
vitesse de la Terre sur son orbite. Ceci engendre des changements de durée des journées,
compris entre 23h59m39s et 24h00m30s. Déﬁnissant N comme la variable décrivant le jour de
l'année (N = 1 le 1 janvier , ...). Une bonne approximation de Et est obtenue par l'expression
suivante ([ESPV-Ecl]) :
Et = 9.87 sin(2N
′)− 7.53 cos(N ′)− 1.5 sin(N ′) (11.5)
= TSV - TSM [minutes] (11.6)
Avec N' = 360(N − 81)/365 [degrés]
 Déclinaison du soleil (δ) : La déclinaison du soleil correspond à l'angle de la direction
du soleil avec le plan équatorial de la Terre. On observe que celui-ci dépend du jour (N) et
est compris entre deux extrêmes correspondant plus au moins à l'obliquité et son opposé(−δ0
et δ0). Émettant l'hypothèse que l'évolution de δ est cyclique selon chaque année, une bonne
approximation s'obtient par la formule suivante ([ESPV-Ecl]) :
sin(δ(N)) = 0.398 sin[2pi(N − 82 + 2 sin(2pi(N − 2)/365))/365] (11.7)
 Temps universel (TU) et Temps légal (TL) : Le temps universel est le temps solaire
moyen au méridien de Greenwich. Le temps légal correspond au temps universel additionné
d'un décalage DE dépendant du fuseau horaire du lieu considéré.
 La longitude (λ) et la latitude (φ) : Ces données sont calculées en fonction du posi-
tionnement du lieu considéré par rapport au méridien de Greenwitch pour la longitude et de
l'équateur pour la latitude.
La déﬁnition du système d'équations liant tous ces paramètres permet de calculer l'angle horaire
(H).
TL = TU +DE (11.8)
TSM = TU + (λ/15) (11.9)
TSV = TSM + (Et/60) (11.10)
H = (TSV − 12) ∗ 15 (11.11)
La position du soleil est ainsi complètement caractérisée par ses coordonnées horaires, δ et H.
Toutefois, il est souvent nécessaire d'eﬀectuer une transformation supplémentaire aﬁn de passer
en coordonnées horizontales. Celles-ci sont, comme vu précédemment, plus courantes pour calculer
les contributions des rayonnements direct et diﬀus en pour un panneau incliné.
La transformation s'eﬀectue, pour l'étude considérée, par l'application des formules suivantes([ESPV-Ecl]) :
sin(h) = cos(H). cos(δ). cos(φ) + sin(δ). sin(φ) (11.12)
cos(a). cos(h) = cos(H). cos(δ). sin(φ)− sin(δ). cos(φ) (11.13)
sin(a). cos(h) = sin(H).cos(δ) (11.14)
Il est important de noter qu'une attention particulière doit être portée lors de la résolution de
ces équations aﬁn d'obtenir la bonne détermination de l'azimuth (a).
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11.1.4 Rayonnement ﬁnal
Toutes les formules développées précédemment permettent donc de calculer le rayonnement
réellement capté par un panneau photovoltaïque en fonction de son positionnement (α,β,λ,φ), des
conditions de rayonnement mesurées (sn,δd,di−) et de facteurs temporels (date, heure). Le rayon-
nement global (E) est obtenu par l'équation :
E = (sn + δd) cos(i) +
di−
2
.(1 + cos(β)) (11.15)
Ce résultat pourra être utilisé comme source de rayonnement pour le modèle électrique.
11.2 Modèle électrique
Cette partie se concentre sur l'élaboration d'un modèle de "circuit électrique" devant permettre
le calcul de l'énergie transformée en électricité par une installation utilisant la technologie photo-
voltaïque.
Le modèle "électrique" développé utilise les éléments simples des circuits ( résistances, sources,
ﬁls, ...) ainsi que les lois de Kirchhoﬀ aﬁn d'approximer au mieux les phénomènes présents. Ce
modèle est emprunté de travaux eﬀectués précédemment ( [TFEAG,2009] et [ESPV-PV]).
Le modèle est articulé autour de quatre composants permettant de prédire la production du
module photovoltaïque. Ces composants sont les données constructeurs, le modèle de "circuit élec-
trique", l'impact de la température et le choix du point de fonctionnement du système.
11.2.1 Données Constructeur
Les constructeurs de panneaux fournissent à leurs clients un certains nombres de paramètres
caractéristiques du fonctionnement de leurs installations. Ceux-ci s'engagent ainsi à garantir un
fonctionnement minimum sous certaines conditions de référence. Tous les constructeurs n'utilisent
pas les même conditions de références et ne fournissent pas toujours les mêmes données caracté-
ristiques. Il est toutefois commun d'utiliser comme condition de référence : une irradiation (E) de
1000 W/m2 et une température de jonction de 25C. Sous ces conditions, ils fournissent en général
les 6 caractéristiques suivantes :
 Le courant de court-circuit (Icc)
 La tension en circuit ouvert (Voc)
 Le courant au point de puissance maximum (Impp)
 La tension au point de puissance maximum (Vmpp)
 Le coeﬃcient de température du courant de court circuit (
dIcc
dT
)
 Le coeﬃcient de température de la tension en circuit ouvert (
dV oc
dT
)
L'établissement du modèle "circuit" se base donc uniquement sur ces 6 paramètres aﬁn de
calculer les valeurs internes au circuit. Plusieurs modèles diﬀérents ont été élaborés dans le passé.
On peut citer, par exemple, les modèles "résistance série", "résistance parallèle" ou encore des
modèles "mixtes". Chacun se basant sur des hypothèses propres, tente de transcrire des phénomènes
physiques observés en éléments "circuit". Seul le cas d'un circuit résistance série est retenu ci-après.
Ce choix a été fait suite aux conclusions des travaux eﬀectués précédemment. Ils ont en eﬀet montré
que le modèle résistance série permettait d'obtenir de bons résultats pour des panneaux de type
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cristallin ou multicristallin. Or ce sont ces panneaux qui sont les plus courants sur les marchés
actuels et qui ont donc été choisis dans le cadre de cette étude.
11.2.2 Modèle résistance série
Comme cité précédemment , un modèle de type circuit électrique permet d'approximer les phé-
nomènes physiques présents lors de la transformation de l'énergie lumineuse en énergie électrique.
Il est toutefois nécessaire de rappeler ici que le modèle se devait de respecter les contraintes dé-
ﬁnies auparavant, c'est à dire la conservation de la puissance et la seule utilisation des données
constructeurs comme éléments caractéristiques. C'est ainsi que, mis à part les données relatives à la
température, les variables constitutives du panneau considéré (Icc,V oc,Impp et V mpp) imposent
le respect du système d'équations suivant :
I(0) = Icc (11.16)
I(V oc) = 0 (11.17)
I(V mpp) = Impp (11.18)
dP
dV
(V mpp, Impp) = 0 (11.19)
avec
dP
dV
=
d(V I)
dV
= I + V
dI
dV
L'un des modèles pouvant respecter ces conditions est présenté ci dessous (cfr schéma 11.2.2) et
s'appelle le modèle "résistance série".
Figure 11.5  Modélisation résistance série
Il se compose de quatre variables "circuit" (Iph,Rs,n et Ijonct) pour trois éléments constitutifs,
à savoir : une résistance série , une source de courant et une diode montée en parallèle. La généra-
tion d'un courant photogénéré(Iph) est due à la création de paires "électron-trou" dans la zone de
déplétion suite à l'apport d'énergie lumineuse. La résistance série est sensée représenter les pertes
dues aux résistances des liaisons internes et externes aux cellules présentes dans le module. La diode
représente les phénomènes de recombinaison-génération de porteurs au sein de la jonction.
Plusieurs hypothèses simpliﬁcatrices ont été faites lors de l'élaboration de ce modèle. C'est ainsi
que l'on ne considère qu'une composante globale pour le courant de jonction alors que celui-ci est dû
à un ensemble de phénomènes diﬀérents ne réagissant pas toujours de la même manière en fonction
de Ujonct. Il aurait également été envisageable de rajouter une résistance variable en parallèle aﬁn
de représenter les pertes consécutives aux phénomènes tels que les eﬀets de bords ou la conduction
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aux joints de grain,...
Ces composants sont liés les uns aux autres par la théorie des circuits et donne le système
d'équations suivant :
I = Iph − Ijonct (11.20)
Ijonct = I0(e
Vjonct
nVT − 1) (11.21)
Vjonct = V +RsI (11.22)
avec
VT =
kTjonct
e
(11.23)
où I0 est le courant de fuite de la diode, (Vjonct,Ijonct) sont la tension et le courant de jonction,
e est le quantum de charge (1.602.10−19C), k la composante de Boltzmann(1.381.10−23K)et n un
nombre supérieur ou égal à 1.
Les paramètres du modèle (V,I) du module photovoltaïque sont ﬁnalement obtenus en incorpo-
rant ce dernier système d'équations dans les équations de base.
Iph − I0(e(
RsIcc
nVT
) − 1) = Icc (11.24)
Iph − I0e(
Voc
nVT
)
= 0 (11.25)
Iph − I0(e(
Vmpp+RsImpp
nVT
) − 1) = Impp (11.26)
I0
nVT
e
(
Vmpp+RsImpp
nVT
)
(1− RsImpp
Vmpp
) =
Impp
Vmpp
(11.27)
La résolution de ce système de 4 équations à 4 inconnues permet de caractériser complètement
le modèle.
Il ne reste plus qu'à choisir sur le marché le panneau désiré et d'entrer ses caractéristiques
constructeurs pour déﬁnir les variables circuits du modèle. Ce calcul est eﬀectué pour le cas parti-
culier du panneau Mithras 200Wp (voir datasheet en annexe B). Ce type de panneau multicristallin
est représentatif d'une solution ﬁnancièrement intéressante, tout en gardant des rendements accep-
tables.
Dès lors, les caractéristiques "résistance série", pour un panneau photovoltaïque Mithras 200Wp
de Photovoltech, sont les suivantes (cfr 11.6) :
Mithras 200Wp
cellules 54
Vmpp 26.7V
Impp 7.49A
Icc 8.25A
Voc 32.8V
Iph 8.249A
I0 56.35µA
Rs -1.1767mΩ
n 1.987
Figure 11.6  Caractéristiques "résistance série" d'un panneau Mithras 200Wp
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La valeur trouvée pour le courant photogénéré (Iph) est très proche du courant de court-circuit,
ce qui implique que en court-circuit le courant consommé par la diode est très faible. Ceci indique
donc une excellente transmission entre énergie produite à la source et énergie fournie par le module.
En ce qui concerne la valeur négative de Rs, elle exprime la création d'énergie lors du passage
d'un courant en son sein. Ceci n'a aucun sens physique et risque dès lors d'induire une incohérence
dans l'application du modèle. Néanmoins la valeur, bien que négative, est très faible et possède donc
une inﬂuence presque nulle sur la génération de la courbe caractéristique de la cellule. L'hypothèse
d'un Rs nul est dès lors émise, permettant de ce fait la résolution des équations du modèle.
La résolution des équations du modèle à l'aide des paramètres caractéristiques déﬁnis ci-dessus
est illustré à la ﬁgure 11.7.
Figure 11.7  Caractéristique électrique du modèle aux conditions de références
Il faut rappeler que ces valeurs sont obtenues sous conditions de références ( E = 1000 W/m2
et T = 25C). Le point suivant permettra de calculer les modiﬁcations à apporter aux paramètres
(Iph,...) aﬁn de prendre en compte une variation des conditions d'irradiation et de température.
11.2.3 Variations dues à la température et à l'irradiation
L'étude du modèle a jusqu'ici été développée autour du respect des contraintes de référence
mais ne permet pas encore de calculer la dépendance de la caractéristique (V,I) en fonction de la
température et de l'éclairement. Il s'agit dès lors d'analyser leurs eﬀets respectifs sur les termes de
la formule caractéristique obtenue au point précédent :
I = Iph − I0(e
V+RsI
nVT − 1) (11.28)
Eﬀet du rayonnement
Le courant photogénéré (Iph) est le courant dû à l'apparition de paires (électron-trou) dans la
zone de déplétion et à leurs déplacements vers les électrodes des zones N et P. Ces paires apparaissent
suite à l'apport d'énergie provenant du faisceau lumineux. Il est dès lors sensé de considérer que le
courant photogénéré dépend directement de l'intensité du faisceau. C'est ainsi qu'il est commun de
considérer une dépendance linéaire de Iph par rapport à E. On déﬁnit alors la relation suivante :
Iph(E, T ) = Iphref (T )
E
Eref
(11.29)
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avec Iphref (T ) = courant photogénéré pour une irradiation de 1000 [W/m2] ; E = Irradiation
globale calculée par le modèle lumineux ; Eref = 1000 [W/m2]
En ce qui concerne (Rs,n et I0) il n'existe pas à priori de relation directe entre les phénomènes
physiques qu'ils représentent et l'intensité du faisceau. L'hypothèse est ainsi faite que ces paramètres
sont indépendants de E.
Eﬀet de la température
Au contraire de l'éclairement , la température inﬂuence directement chacun des composants du
modèle étudié. Pour trouver ces dépendances pour I0, Iph, n et Rs, seules les données constructeurs
(dIccdT ) et (
dV oc
dT
) permettent de décrire le comportement du module en fonction de la température. Ces
deux valeurs ne permettent hélas que de déterminer deux dépendances en T. Le choix de neutraliser
l'eﬀet de la température sur n et RS est fait compte tenu du faible impact de leurs variations
éventuelles sur le résultat ﬁnal.
Il reste donc maintenant à trouver les relations permettant de lier (dIccdT ) et (
dV oc
dT
) à Iph et I0.
Celle-ci s'obtient en dérivant l'équation de I par rapport à T.
dI
dT
=
dIph
dT
− dI0
dT
(e
V+RsI
nVT − 1)− I0
nVT
(
dV
dT
+Rs
dI
dT
− V +RsI
T
)e
V+RsI
nVT (11.30)
Or dIdT = 0 pour les points limites (Voc,0) et (0,Icc). Le système d'équations à deux inconnues
(dIphdT et
dIs
dT ) est ainsi obtenu :
(
dIph
dT
) |T=Tr −
dIs
dT
|T=Tr (e
Vocr
nVTr − 1) = I0r
nVTr
(
dVoc
dT
|T=Tr −
Vocr
Tr
)e
Vocr
nVTr (11.31)
dIph
dT
|T=Tr −
dIs
dT
|T=Tr (e
RsIccr
nVTr − 1) = dIcc
dT
|T=Tr +
RsI0r
nVTr
(
dIcc
dT
|T=Tr −
Iccr
Tr
)e
RsIccr
nVTr (11.32)
Le courant photogénéré et le courant de fuite sont enﬁn obtenus respectivement par un polynôme
de Taylor d'ordre 1 et par l'utilisation d'une formule se basant sur le modèle de Shockley de la
diode(dépendance au cube de la température).
Iph(T ) = Iphr +
dIph
dT
|T=Tr (T − Tr) (11.33)
I0 = I0ref (
Tjonct
Tr
)
3
n′ e
(
Vgr
nVTr
− Vg
nVT
)
(11.34)
Deux nouvelles variables apparaissent dans la dernière équation, n' et Vg. Vg étant la largeur de
bande interdite et dépendant du matériau et de la température. Elle est obtenue par l'expression
suivante :
Vg = Vg0 − αT
2
T + β
(11.35)
avec la largeur de bande interdite à 0K (Vg0), α et β des caractéristiques propres du matériau.
Dans le cas du silicium cristallin, elles valent respectivement 1.169V, 7,02.10−4V/K et 1108K ( réf
[ESPV-PV]).
La variable n' s'obtient par la dérivation de I0 par rapport à T. Dès lors, l'expression de n' est :
n′ =
3
Tr
I0ref
dI0
dT |T=Tr − Vg0nVTr +
αβT 2r
nVTr(Tr+β)2
(11.36)
Les valeurs suivantes sont obtenues pour le module Mithras 200Wp :
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Mithras 200Wp
cellules 54
dIcc
dT 5, 5mA/K
dVoc
dT −107mV/K
dIph
dT 5, 5mA/K
n' 2.062
On peut observer l'eﬀet de variations de la température et de l'éclairement dans les graphiques
11.8 et 11.9 . On remarque ainsi logiquement qu'une diminution de l'éclairement provoque un fort
écrasement de la caractéristique en terme d'intensité et une faible variation en tension. A l'inverse,
une augmentation de température se caractérise par une diminution conséquente de la tension pour
une très faible augmentation de courant.
Figure 11.8  Variation des Caractéristiques électriques pour diﬀérents E et Tjonct = 25C
Figure 11.9  Variation des Caractéristiques électriques pour diﬀérentes Tjonct et E = 1000 W/m2
11.2.4 Point maximum de puissance
Aﬁn d'exploiter au mieux la caractéristique électrique des panneaux, il est indispensable de
disposer d'un "Maximum Power Point Tracker". Ce dispositif est couplé aux modules photovol-
taïques aﬁn de ﬁxer une tension de sortie permettant à l'ensemble de retirer une puissance globale
maximum.
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Il est cependant assez simple de trouver le point de puissance maximum à l'aide d'une petite
routine utilisant la courbe caractéristique obtenue grâce au "modèle série" développé. Cette routine
fut utilisée pour les cas particuliers illustrés dans le graphique 11.9 et 11.8. Les points de puissance
maximum sont représentés par des points rouges et valent :
Puissance max [W]
TE=1000 = 0C 217.51
TE=1000 = 25C 196.37
TE=1000 = 50C 173.12
ET=25C = 1000 W/m
2 196.37
ET=25C = 700 W/m
2 132.36
ET=25C = 400 W/m
2 71.02
On remarque que le modèle possède une erreur aux conditions de références de l'ordre de 2% par
rapport aux données constructeurs Vmpp et Impp. Ceci est dû à l'hypothèse considérant Rs comme
nul et démontre ainsi que son impact est faible.
On voit également que la production est d'autant plus importante que la température de jonction
du panneau est faible et que l'éclairement est élevé. Il est important de noter que Pmax dépend pour
l'instant de E et Tjonct. Il reste donc pour terminer complètement la modélisation à trouver une
relation entre la température de la jonction et la température extérieure. C'est cette relation qui
est développée à la section suivante.
11.2.5 Puissance électrique réellement fournie par le panneau
Dans l'optique de prédire la production réelle que va pouvoir fournir un ensemble de modules
photovoltaïques, il est primordial de tenir en compte des auxiliaires nécessaires à leurs fonction-
nement, au transport ou encore à la transformation de l'énergie électrique créée. Une installation
photovoltaïque est composée d'un ensemble de dispositifs remplissant chacun un rôle précis. Une
installation courante est schématisée à la ﬁgure 11.10.
Figure 11.10  Représentation d'une installation PV dans son ensemble
Malheureusement, toutes ces installations ont un coût énergétique non négligeable. La prise en
compte de celui-ci dans le calcul de puissance totale fournie est dès lors indispensable. Un rendement
doit en eﬀet être imputé à la puissance maximale calculée ultérieurement. Celui ci est dû à l'ensemble
"mppt-onduleur-transformateur". La valeur prise dans ce travail correspond au rendement européen
de l'onduleur "SMA Sunny Mini Central 5000A" et vaut 95.2 % (source : [TFEAG,2009]).
La puissance totale s'obtient par la formule suivante :
Ptot(E, Tjonct) = ηondPmax (11.37)
avec Pmax = Vmax Imax obtenu à l'aide du modèle "résistance série".
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11.3 Modèle thermique
Le modèle thermique développé ici, va servir à obtenir un lien entre la température extérieure
et la température de jonction intervenant dans le modèle électrique. La méthode de calcul choi-
sie fait appel au bilan énergétique du panneau. Ce bilan permet en eﬀet de trouver la proportion
d'énergie perdue par transfert de chaleur dans le module. On émet ici l'hypothèse que la diﬀérence
entre l'énergie lumineuse et l'énergie électrique produite est transformée en chaleur et se dissipe
par conduction, convection et rayonnement vers l'extérieur. Ces phénomènes dépendent malheureu-
sement à la fois des caractéristiques constitutives du panneau mais également des conditions dans
lequel celui-ci est installé. Il est diﬃcile d'en retirer un impact global précis.
Néanmoins, il est possible d'obtenir une estimation de son fonctionnement en développant un
modèle dit "linéaire". Celui-ci consiste à considérer le ﬂux de chaleur comme directement propor-
tionnel à la diﬀérence entre la température ambiante et la température de jonction. On l'exprime
alors sous cette forme :
PEcl − Pelec = WQ = (Tjonct − Tamb)
Rth
(11.38)
avec WQ = ﬂux de chaleur et Rth = la résistance thermique
Il ne reste donc plus qu'à trouver la résistance thermique du module considéré aﬁn de trouver
la température de la jonction. Celle ci peut être obtenue par l'utilisation de la " Nominal Opera-
ting Cell Temperature (NOCT)". Cette température correspond à la température de jonction d'un
panneau soumis aux conditions suivantes :
 Une irradiation des cellules de 800 W/m2
 Une température ambiante de 20C
 Une exposition à un vent de 1 m/s
 Une installation permettant le refroidissement libre des deux faces du panneau ( par opposi-
tion au montage sur un toit)
La résistance thermique est obtenue par la formule suivante :
Rth =
(NOCT − Tamb)
(800− Pelec) (11.39)
Plec étant la puissance électrique fournie par le panneau sous les conditions sus-citées.
Finalement, le calcul de Tjonct nécessitera l'élaboration d'une méthode itérative entre les calculs
des modèles électrique et thermique. Ces deux modèles font en eﬀet appel l'un à l'autre pour calculer
respectivement Pelec(Tjonct) et Tjonct(Pelec).
Dans le cas particulier du module Mithras 200Wp, aucun NOCT n'était malheureusement donné
dans sa ﬁche technique. On sait néanmoins que les "NOCT" sont compris généralement entre 33C
pour les meilleurs et 58C pour les pires, avec une valeur typique de 48C (source : [SES, Bremner]).
En absence de notiﬁcation des constructeurs, ce NOCT typique est considéré pour le panneau étudié.
Le graphique 11.11 ci-dessous montre l'importance de cette eﬀet sur la courbe caractéristique et
donc sur la production réel du panneau.
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Figure 11.11  Eﬀet du modèle thermique sur la caractéristique électrique pour E = 1000 W/m2
et Tamb = 25C
11.4 Validation
Le modèle théorique ci-dessus a été développé dans le but d'estimer la production d'une ins-
tallation photovoltaïque pour toutes conditions météorologiques. Aﬁn d'en vériﬁer la précision, une
comparaison est réalisée entre le proﬁl théorique et la production réelle mesurée. Cette mesure a
pu être réalisée grâce à des relevés simultanés d'irradiation et de puissance sur l'installation pho-
tovoltaïque de Laborelec. Ces relevés correspondent aux moyennes arithmétiques des valeurs par
seconde sur un intervalle "5 minutes". La production réelle correspond à la puissance fournie à la
sortie de l'onduleur d'un champ de 27 panneaux photovoltaïques 'Mithras 200 Wp'. Les mesures
d'irradiation sont obtenues à l'aide d'un pyranomètre de même orientation que les panneaux.
La ﬁgure (11.12) illustre les deux proﬁls de production obtenus, le mesuré en bleu et le théorique
en rouge.
Le modèle généré estime bien la production. Le proﬁl de production est en général légèrement
supérieur, pour de fortes irradiations, à la production mesurée. Plusieurs pistes peuvent être émises
aﬁn de justiﬁer ces écarts.
Premièrement, ces écarts peuvent être dus à une contrainte trop faible imposée au modèle lors
de son élaboration. Celui ci s'appuie par exemple sur un le choix arbitraire d'un NOCT à 48C. Un
autre choix aurait impacté l'écart entre les deux courbes.
En deuxième lieu, ces écarts peuvent provenir d'erreurs lors de la prise de mesures d'irradiation
et/ou de puissance. Il faut en eﬀet rappeler que les mesures de puissances utilisées précédemment
correspondent à la production d'un ensemble de 27 panneaux ramenée à l'unité. Ceci signiﬁe qu'il
peut y avoir des diﬀérences entre le rayonnement perçu au pyranomètre et celui perçu par les
diﬀérents panneaux. Phénomène que l'on ne considère pas lors de l'implémentation du modèle.
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11.5 Résumé et Conclusion
Ce chapitre avait pour but de modéliser la puissance produite par un panneau photovoltaïque
en se basant uniquement sur des données constructives, météorologiques et horaires.
Le modèle développé tient compte de ces trois paramètres. Il permet l'expression de la puissance
grâce aux formules :
 Le modèle lumineux :
E = (sn + δd) cos(i) +
di−
2
.(1 + cos(β)) (11.40)
Ce modèle prend comme paramètres d'entrée les valeurs de rayonnements (sn,δd,di−), l'heure,
l'orientation du panneau (β,α)et le couple (longitude(γ), la latitude(φ)) du panneau. Il permet
enﬁn de fournir en sortie la valeur d'irradiation totale subie par le panneau (E).
 Le modèle électrique :
I(E, Tjonct) = Iph(E, Tjonct)− I0(Tjonct)(e
V+RsI(E,Tjonct)
nVT − 1) (11.41)
Ce modèle permet, en se basant sur les données constructeurs, de déterminer la courbe du
courant produit en fonction de la tension (I(V )). Elle dépend des deux paramètres E et Tjonct
, respectivement l'irradiation totale et la température de jonction. Dans un second temps, le
modèle fourni la puissance réellement transmise( Ptot(E, Tjonct) par le panneau et ces auxi-
liaires.
 Le modèle thermique :
PEcl − Pelec = WQ = (Tjonct − Tamb)
Rth
(11.42)
Ce modèle permet, par la détermination d'une résistance thermique, d'estimer la variation de
la température de jonction en fonction de la température extérieure(Tjonct(NOCT, T )).
La conjonction de ces modèles permet de prédire la puissance générée par un panneau (Pmax(E, T )).
L'étape de validation a montré que la puissance estimée par le modèle avait un comportement
identique aux proﬁls observés par expérimentation. En conclusion, le modèle remplit les critères
poursuivis par l'étude.
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Figure 11.12  Comparaison entre proﬁls générés et mesurés
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Chapitre 12
Production Éolienne
Ce chapitre cherche, comme dans le cas du photovoltaïque, une méthode de simulation per-
mettant de prédire la production électrique fournie par des éoliennes domestiques en fonction de
données météorologiques. Notons bien qu'il n'est nullement question ici de développer un modèle
extrêmement précis mais bien de pouvoir évaluer une production réaliste dans le cas du micro-
réseau étudié. Le développement qui suit intègre les sources bibliographiques diverses suivantes
( [RE, Boyle], [Web, Ucl], [Site,Eco1],[DWIA,2003]).
12.1 Principe de fonctionnement
La chaine de production éolienne peut se décomposer en plusieurs phases distinctes présentées
par le schéma suivant ( ﬁgure 12.1) :
Figure 12.1  Représentation schématique de la production éolienne
L'énergie cinétique du vent est transformée par le groupement pales-rotor en énergie mécanique.
Cette énergie est ensuite transmise par un arbre à une génératrice aﬁn de la transformer en énergie
électrique. Ce lien peut être fait de manière directe ou nécessiter le passage par une "boite de vitesse"
en cas de vitesses diﬀérentes génératrice-rotor. L'électricité produite peut ensuite être transportée
vers son consommateur. Celui-ci peut être de plusieurs types. En cas d'installation dite "isolée",
l'électricité sera soit consommée par l'utilisateur, soit stockée si la production est supérieure à la
demande. Dans le cas d'installations "non-isolée", comme il est souvent question en milieu urbain
ou pour des "fermes éoliennes", l'électricité sera injectée sur le réseau.
L'atout des sources d'énergie renouvelable solaire (photovoltaïque, éolien, ...) réside dans leurs
sources considérées comme "inﬁni et propre". Il convient néanmoins de nuancer le caractère "idéal"
de ces sources.En eﬀet, l'inconstance de leurs productions électriques engendre, en situation isolée,
la nécessité d'un sur-dimensionnement ou d'un lourd dispositif de stockage. Toutefois, ces technolo-
gies ne doivent pas pour autant être oubliées dans le cas de réseau isolé. Elles peuvent être jumelées
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avec d'autres sources "vertes" ou non aﬁn d'assurer l'approvisionnement.
Il existe un grand nombre d'installations et de modèles d'éoliennes : petites, grandes, à axes ho-
rizontal ou vertical,... Le point suivant donnera au lecteur une description sommaire des principaux
modèles ainsi qu'une brève évocation de leurs avantages et inconvénients.
12.2 Technologies existantes
Les éoliennes se caractérisent par la puissance maximum qu'elles peuvent fournir. Ces puissances,
obtenues souvent à des vitesses de vent proche de 25 m/s, peuvent varier de quelques kilowatts à
près de 5 mégawatts pour les plus grandes. Celles-ci ne se diﬀérentient pas seulement en fonction
des puissances fournies, mais également en fonction de leurs designs. Deux grandes familles peuvent
être recensées : les éoliennes à axe vertical et les éoliennes à axe horizontal.
12.2.1 Eolienne à axe Vertical
Ce type d'éolienne, souvent méconnue du grand public, se distingue dans la génération du
couple moteur par un rotor vertical. Possédant des rendements plus faibles que leurs homologues
horizontales, elles permettent parfois de répondre à des contraintes incompatibles avec le coût et
la taille d'installation de type "classique". Elles ont en eﬀet l'avantage d'être peu encombrantes et
de pouvoir s'installer partout. Deux types diﬀérents d'éolienne verticale, celle de Savonius et de
Darrieus, sont développés ci-dessous.
Eolienne de Darrius
L'éolienne de Darrieus de base est représentée par la ﬁgure 12.2 suivante :
(source : [Site,Eco1] )
Figure 12.2  Schéma d'une éolienne de Darrieus
Elle consiste en un rotor vertical alimentant un générateur situé à ses pieds. Cette topologie
permet un fonctionnement à vitesses élevées et limite le bruit émis en utilisation. Ses inconvénients
sont par contre son démarrage diﬃcile dû aux frottements engendrés par le poids du rotor ainsi que
son faible rendement.
Éolienne de Savonius
L'éolienne de Savonius est basée sur le principe de trainée diﬀérentielle. La résultante des forces
exercées par le vent sur un proﬁl tel que représenté à la ﬁgure 12.3 provoque l'apparition d'un couple
au rotor. Ce type d'éolienne est particulièrement appréciée pour des utilisations de faible coût et à
vocation esthétique.
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(source : [Site,Eco2] )
Figure 12.3  Représentation schématique d'une éolienne de type Savonius
12.2.2 Eolienne à axe Horizontal
Les éoliennes à axe horizontal sont constituées d'un mât, d'un rotor et de pales. L'ensemble
rotor-pales formant une "hélice" placée perpendiculairement à la direction du vent. Les éoliennes
à axe horizontal sont les plus employées actuellement et ont fait l'objet de nombreuses recherches
(aérodynamiques,...) aﬁn d'en améliorer le rendement.
(source : [ETP,site] )
Figure 12.4  Photo d'une éolienne tripales standard
Il est intéressant d'étudier de plus près les diﬀérents mécanismes mis en place sur l'éolienne aﬁn
d'en assurer une rentabilité et sécurité maximales. Une description plus poussée de certains de ses
composants parait appropriée :
 Les pales : Le nombre de pales choisi pour le design va inﬂuencer le comportement dyna-
mique du rotor. Un dispositif à trois pales est souvent préféré aﬁn de limiter les phénomènes de
vibrations, fatigue ou bruit. Le proﬁl de celles-ci a nécessité également une grande attention.
Il déterminera de fait le couple de fonctionnement ainsi que le couple de démarrage. Enﬁn
l'envergure des pales détermine la surface de récupération d'énergie couverte par l'éolienne et
impacte la puissance fournie.
 Le moyeu : Le moyeu est la partie située à l'extrémité du rotor et le reliant aux pales. Il
permet également le contrôle de puissance de l'éolienne en fonction des variations de vitesses
du vent. En eﬀet, les éoliennes sont étudiées aﬁn de maximiser la puissance fournie pour les
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vitesses fréquemment observées, proches de 15m/s. En cas de gros vent, il est nécessaire d'en
contrôler le comportement aﬁn d'éviter toutes dégradations de l'installation. Cette gestion est
eﬀectuée par un système de contrôle de puissance. Il en existe trois types diﬀérents : actif avec
du "pitch control", passif avec du "stall control " ou enﬁn mixte par une méthode "active stall".
La méthode active consiste a installer au moyeu un système permettant la rotation des pales
selon leur axe. Cette rotation permet de modiﬁer les propriétés aérodynamiques de l'éolienne et
ainsi de changer la puissance captée par l'ensemble. Cette méthode a l'avantage de permettre
le contrôle complet de la puissance fournie par l'éolienne mais cela implique l'installation d'un
dispositif mécanique et informatique important pouvant provoquer des pannes et coûts sup-
plémentaires.
La méthode passive, ou "stall control", consiste à étudier le proﬁl aérodynamique des pales
de telle sorte que celui-ci provoque l'apparition de turbulences sur la face opposée au vent.
Ces turbulences engendrent un phénomène de "décrochage" diminuant la puissance transmise
et protégeant ainsi l'installation. Ce type de dispositif assure la sécurité de l'installation sans
faire appel à un contrôle externe. Toutefois cette technologie ne permet pas une gestion dy-
namique de la puissance et engendre des pertes pour des vitesses supérieures à l'optimum.
La dernière solution est une approche faisant appel aux deux technologies active et passive
aﬁn d'en tirer les avantages respectifs. Celle-ci est installée sur les grosses éoliennes actuelles
et permet une plus grande précision de contrôle ainsi que le maintien de la puissance optimum
pour des hautes vitesses.
 Le multiplicateur : Un multiplicateur est souvent installé après le rotor de l'hélice aﬁn
d'adapter le rapport couple-vitesse au fonctionnement optimum de la génératrice. Celle-ci
fonctionne souvent à 1500 tr/min contre une vitesse de rotation des pales de l'ordre de 20 à
30 tr/min.
 Le générateur : Le générateur est un convertisseur électromagnétique transformant l'énergie
mécanique en énergie électrique. Il existe deux grands types de génératrices : celles à courant
continu et celles à courant alternatif. Les génératrices à courant continu sont composées d'un
rotor produisant un champ magnétique variable et d'un stator générant un courant électrique
par l'intermédiaire de connections intermittentes, de "balais". Ces contacts confèrent au sys-
tème un inconvénient majeur provoquant des pertes par frottement et la nécessité de contrôles
de qualité réguliers. Les génératrices à courant alternatifs, de type synchrones ou asynchrones,
sont quant à elles productrices de courants alternatifs, de fréquence proportionnelle à la vi-
tesse de rotation du rotor. En cas de connections directes avec le réseau, le système se doit de
tourner à vitesse constante et avec un rapport de multiplicateur correspondant.
 Le système d'orientation : Aﬁn d'assurer le meilleur transfert d'énergie cinétique en éner-
gie mécanique, il est primordial que d'orienter l'éolienne perpendiculairement à la direction
du vent. Le système chargé de cette tâche est composé d'un ensemble d'instruments de me-
sure, d'un système de contrôle électronique et enﬁn d'une couronne dentée et d'un moteur
permettant l'orientation et la ﬁxation de l'éolienne dans la position voulue.
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12.3 Modélisation
12.3.1 Principe
La première étape dans l'élaboration d'un modèle réside dans l'identiﬁcation des phénomènes
physiques intervenant dans le système. Comme expliqué précédemment, l'énergie électrique s'obtient
par la transformation de l'énergie cinétique du vent en énergie mécanique et ensuite en électricité
par le biais du générateur.
L'énergie cinétique du vent est donnée par la formule :
Pvent =
1
2
ρSV 3 (12.1)
Avec
ρ = densité volumique de l'air [kg/m3]
S = la surface totale traversée par le vent ( pir2 pour une éolienne horizontale)
V = la vitesse du vent
Seulement une partie de cette énergie pourra être transformée en énergie mécanique. On déﬁnit
ainsi le coeﬃcient ”CP ” caractérisant le rapport entre la puissance transmise et celle disponible.
Pmeca =
1
2
CPρSV
3 (12.2)
Le CP varie en fonction de la vitesse du vent et des caractéristiques de l'éolienne (angle de pales,
...). Il existe une valeur maximum de CP calculée par la loi de Betz et qui vaut approximativement
0.593 (source : [Elec2670-Eol,2010]).
Une modélisation complète nécessite dès lors l'obtention des CP pour toutes vitesses et orien-
tations de pales de l'éolienne choisie. Une étude complète de la génératrice et des auxiliaires est
également nécessaire aﬁn d'en déduire leurs rendements respectifs.
De plus, par analogie à l'eﬀet de la température pour le photovoltaïque, il est primordial de
caractériser l'eﬀet de l'inconstance du vent sur les diﬀérents dispositifs décrit précédemment.
Rappelons qu'à l'inverse du photovoltaïque, l'optimum de puissance des éoliennes est obtenu
par l'intermédiaire d'ajustements mécaniques (orientation face au vent, orientations des pales,...).
Tous ces phénomènes rendent impossible une réaction "instantanée" du système par rapport aux
variations de vitesses et de direction du vent. Ceci exclut dès lors tous modèles émettant l'hypothèse
d'une indépendance de la production par rapport aux conditions passées.
Le développement d'un modèle prenant en compte cette dépendance est extrêmement complexe et
nécessite un grand nombres de mesures expérimentales.
En conclusion, le caractère "turbulent" du vent et la recherche "mécanique" de l'optimum
rendent impossible le développement d'un modèle similaire à celui réalisé pour le photovoltaïque.
12.3.2 Solution choisie
La solution retenue se base sur les données fournies par les constructeurs et plus particulièrement
celles fournies pour l'éolienne "Fortis Montana 5.8 kW " dont les spéciﬁcités sont données en annexe
B.
Le choix d'une petite éolienne, inférieur à 10 kilowatts, fut motivé par le type de réseau étudié.
Ces éoliennes, bien que perdant en rendement par rapport à leurs ainées, ont l'avantage de pouvoir
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s'installer facilement, tant en milieu rural que urbain. De plus la "Montana" a un proﬁl classique du
marché éolien domestique : axe horizontal, trois pales de 5 m de diamètre et munie d'un générateur à
aimant permanent. Le choix fut également motivé par la présence d'une éolienne de cette sorte dans
le micro-réseau de Laborelec, permettant ainsi la comparaison entre données mesurées et calculées.
Données Constructeur
Les constructeurs fournissent, aﬁn de caractériser leurs éoliennes, diﬀérentes valeurs de "puis-
sances produites" en fonction de la vitesse du vent(cfr ﬁgure 12.5).
Figure 12.5  Données constructeurs : Puissances fournies à la sortie de l'onduleur en fonction du
vent
Cette courbe de "puissances AC fournies" est donnée pour l'éolienne "Fortis Montana". Elle
représente la puissance électrique fournie à la sortie de l'onduleur pour les conditions de références
suivantes : facteur de turbulence de 20% et des rendements variables de l'onduleur. Ces derniers
sont divers et varient selon les vitesses. Ils sont compris entre 0% et 94% (cfr annexe B).
Le facteur turbulent quand à lui représente le caractère variant du vent et dépend des conditions
d'installation de l'éolienne ( situation géographique, hauteur,...). Ces conditions sont caractérisées
par les deux paramètres que sont la rugosité du sol et le proﬁl de vitesse qui en découle. La prise
en compte de ceux-ci dans le calcul est explicité ci-dessous.
Inﬂuence de la "rugosité"
La rugosité d'un sol est déterminée aﬁn de caractériser l'inﬂuence de l'état de surface du sol
(champ, forêt,...) et des obstacles(maisons, ...) sur le comportement du vent. Cette rugosité peut
être déﬁnie dans la littérature de deux manières : soit la "hauteur de rugosité", équivalente à la
hauteur à laquelle la vitesse du vent est théoriquement nulle, soit par la "classe de rugosité" déﬁnie
dans le tableau suivant (ref [DWIA,2003]).
Cette classiﬁcation fournit une information importante. Elle permet en eﬀet d'estimer la varia-
tion d'énergie cinétique du vent pour des conditions environnementales diﬀérentes. Il est dès lors
possible, à partir de données de références(rugosité et vitesses), de calculer les variations de vitesses
de vent relatives à des états de surfaces diﬀérents.
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Classe de rugosité Hauteur de rugosité [m] Index Énergétique [%] État de surface
0 0.0002 100
Surface plane
équivalente à une
situation oﬀshore
0.5 0.0024 73
Terrain complètement
ouvert avec une surface
lisse ( ex : piste de
décolage)
1 0.03 52
Zone agricole ouverte,
sans clôtures ni haies et
très peu de
constructions. Faible
collines
1.5 0.055 45
Terrain agricole avec
quelques maisons et 8
mètres de hauteur de
haies vives situé à une
distance d'env. 1250
mètres
2 0.1 39
Terrain agricole avec
quelques maisons et 8
mètres de hauteur de
haies vives situé à une
distance d'env. 500
mètres
2.5 0.2 31
Terrain agricole avec de
nombreuses maisons,
des arbustes et des
plantes, ou 8 mètres de
hauteur des haies vives
avec une distance
d'env. 250 mètres
3 0.4 24
Villages, petites villes,
terres agricoles avec de
nombreuses ou de
hautes haies vives, des
forêts et terrain très
accidenté
3.5 0.8 18
Grandes villes avec de
grands immeubles
4 1.6 13
Les très grandes villes
avec de hauts
immeubles et de
gratte-ciels
(source : [DWIA,2003])
Table 12.1  Déﬁnition des classes de rugosité du sol et de leur hauteurs de rugosité associée
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L'énergie cinétique est proportionnelle au carré de la vitesse. Dès lors :√
E
Eref
=
V
Vref
(12.3)
E et Eref sont les index énergétiques pour une rugosité choisie et celle de référence. [%]
V et Vref sont les vitesses correspondantes.
Cette équation permet d'évaluer la variation de vitesse entre diﬀérentes classes de rugosité et de
quantiﬁer l'avantage ou désavantage de l'installation d'une éolienne sur un terrain par rapport à un
autre.
Inﬂuence de la hauteur
L'inﬂuence de la hauteur, ou "wind shear" en anglais, est le fait que la vitesse du vent diminue
fortement à mesure que l'on s'approche du sol. Celle-ci dépend des conditions de rugosité du sol
considéré et peut s'estimer par la formule suivante( [DWIA,2003]) :
V = Vref
ln( zz0 )
ln(
zref
z0
)
(12.4)
Avec
z = la hauteur à laquelle on souhaite estimer la vitesse.
zref = la hauteur de référence
z0 = la rugosité du terrain
V = vitesse à la hauteur voulue
Vref = vitesse à la hauteur de référence
La ﬁgure 12.6 montre la courbe représentant l'évolution de la vitesse du vent pour les conditions
de référence suivantes : Vref = 10m/s , zref = 10m et Z0 = 0.1 .
Figure 12.6  Variation de la vitesse du vent dû à l'eﬀet "wind shear" pour Vref = 10m/s ,
zref = 10m et Z0 = 0.1
L'inﬂuence de la hauteur sur la vitesse de vent est très importante. Ceci peut s'illustrer par
l'exemple pris ci-dessus. Il faut rappeler que la puissance fournie par une éolienne est proportion-
nelle au cube de la vitesse du vent. De ce fait, le choix d'une installation éolienne située à 20 m de
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hauteur plutôt qu'à 10 permet un gain de vitesses des vents de l'ordre de 15% (cfr équation 12.4)
et de ce fait améliorer la puissance de l'ordre de 52%.
Conclusion
La méthodologie utilisée aﬁn de caractériser la production de l'éolienne "Fortis Montana"
consiste à modiﬁer la courbe de "puissance" du constructeur en fonction des écarts des condi-
tions environnementales par rapport à la référence. La méthodologie est illustrée à la ﬁgure 12.7
suivante :
Figure 12.7  Schématisation de la méthodologie utilisée pour prédire la production de l'éolienne
"Montana"
Les modiﬁcations peuvent être de deux types. Premièrement elles peuvent être dues à une
variation de rugosité de sol du "site étudié" par rapport à la rugosité considérée par le constructeur
(rugosité de classe 3). Deuxièmement, une adaptation des vitesses doit être eﬀectuée si celles-ci ont
été déterminées à une hauteur diﬀérente que celle de l'éolienne.
12.3.3 Validation
Aﬁn de vériﬁer la véracité de la modélisation, les valeurs générées par le modèle sont comparées
à des puissances mesurées pour l'éolienne de Laborelec. Cette comparaison fait appel à deux types
de mesures, vitesses et puissances, fournies par Laborelec. Les mesures de puissances sont eﬀectuées
après les onduleurs "WindyBoy" associés à l'éolienne "Fortis Montana" et correspondent à une
valeur moyenne par intervalle de 5minutes. Les mesures de vitesses moyennes sont eﬀectuées quand
à elles par un anémomètre situé juste en dessous de l'éolienne et cela toutes les 5 minutes également.
Comparaison des valeurs "brutes"
Premièrement,le proﬁl généré pour les vitesses expérimentales "sans modiﬁcations" a été com-
paré avec les mesures de puissances. La ﬁgure 12.8) illustre cette étude pour le cas particulier du
11avril.
On remarque que la production simulée sous estime fortement la production réelle. Ceci est
conﬁrmé par le calcul des moyennes de production simulée et mesurée. Celles-ci sont obtenues pour
la période du 15 mars au 15 avril et valent respectivement 103.45 et 259.78 watts. Soit une sous
estimation de l'ordre de 150%. Les raisons d'un tel écart résident certainement dans une inadéqua-
tion entre les conditions d'évaluation et celles de références.
Cela conﬁrme la nécessité d'utiliser un modèle tenant compte des diﬀérences environnementales
par rapport aux références constructeurs. Le point suivant montre comment la prise en compte de
ces diﬀérences permet d'obtenir des proﬁls bien plus acceptables.
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Figure 12.8  Courbes de production éolienne simulée et mesurée pour les données du 11avril 2010
et une rugosité de classe 3
Modiﬁcations environnementales
Comme expliqué précédemment, la prise en compte de l'environnement dans le modèle ne se fait
que par le calcul de "vitesses équivalentes" résultantes de variations de classes de rugosité et/ou de
hauteur.
Dans le cas des mesures de Laborelec, ces deux diﬀérences sont observées.
Une diﬀérence existe en terme de classe de rugosité. En eﬀet les données constructeurs sont
obtenues pour une rugosité de classe 3. Or cette classe de rugosité semble être trop sévère pour
l'environnement dans lequel se situe l'éolienne étudiée. La situation de celle-ci, proche de champs
et située à distance raisonnable d'habitations, peut s'apparenter à une classe inférieure ( 2.5 ou 2).
Sous l'hypothèse d'une rugosité de classe 2.5, le facteur(frug) permettant de transformer les
vitesses mesurées (de classe 2.5) en "vitesses équivalentes" (de classe 3) est obtenu par la formule
de l'énergie cinétique (équation 12.3 ) et par l'utilisation du rapport énergétique fourni pour les
diﬀérentes classes (ﬁgure 12.1 ). Il vaut dès lors :
frug =
V
Vref
=
√
31
24
= 1.1365 (12.5)
De plus, il existe également une diﬀérence entre la hauteur de l'anémomètre permettant les
mesures de vitesses et celle de l'éolienne . L'anémomètre est installé à une hauteur de 18 m tandis
que l'éolienne culmine à une hauteur de 24 mètres. L'impact de cette diﬀérence de hauteur sur les
vitesses se calcule par l'application de la formule 12.4 :
fh =
V
Vref
=
ln( 240.2)
ln( 180.2)
= 1.0639 (12.6)
Ces facteurs ont ainsi été multipliés aux diﬀérentes vitesses mesurées par l'anémomètre aﬁn de
trouver les "vitesses équivalentes" . Celles-ci ont été utilisées pour déterminer un nouveau proﬁl de
puissance en utilisant la courbe P (vitesse) du constructeur (ﬁgure 12.5). La ﬁgure 12.9 montre la
production simulée par cette méthode et la production mesurée.
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Figure 12.9  Courbes de production éolienne simulée et mesurée pour les données du 11avril 2010
en tenant compte des facteurs correctifs (fh et frug)
La courbe simulée, bien que toujours inférieure, correspond mieux au proﬁl de production ex-
périmentale. Les valeurs moyennes des productions réelle et simulée ont été évaluées pour cette
journée et valent respectivement 607.9 et 458.12 W . Ce qui correspond à une sous estimation de la
production moyenne de l'ordre de 25%. D'autre part les mêmes calculs ont également été réalisés
pour une classe de rugosité de 2. Bien que trop optimiste à première vue pour l'environnement de
Laborelec, les valeurs obtenues sont assez proches de la réalité. La production moyenne du proﬁl
simulé vaut ainsi 638.28 W. Soit une valeur faiblement supérieure à celle mesurée. On peut dès lors
supposer que la classe réelle de rugosité du terrain se trouve entre ces deux limites.
En conclusion, tout comme le photovoltaïque, l'utilisation du modèle fournit un comportement
réaliste du proﬁl de production.
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Chapitre 13
Application au réseau domestique
Il est désormais possible de générer la production fournie par un micro réseau virtuel possédant
des sources photovoltaïques et éoliennes.
A cet eﬀet plusieurs facteurs sont à ﬁxer :
1 L'environnement du réseau : c'est à dire l'environnement dans lequel les sources de production
sont installées. Il s'agit dès lors de déﬁnir les conditions climatiques mais également la classe
de rugosité du terrain, la latitude et longitude des panneaux photovoltaïques,...
2 Les paramètres d'installation : l'orientation et la position des panneaux photovoltaïques, la
hauteur des éoliennes,... Celles-ci auront en eﬀet un impact sur la production.
3 La puissance de crête installée : Enﬁn il est évidemment nécessaire de déﬁnir le nombre de
panneaux et d'éoliennes installés.
Par souci de cohérence, l'environnement du réseau virtuel sera celui de la maison 'témoin'.
13.1 Moyens de production installés
Les moyens de production considérés sont à la fois de source photovoltaïque et éolienne.
13.1.1 Photovoltaïque
Le réseau virtuel envisagé se base sur une puissance de crête de 2 kW par maison, ce qui corres-
pond à 15 m2 de panneau ' Mithras 200 Wp' pour un investissement moyen de 15000 euros.
Les panneaux sont supposés orientés plein sud avec une inclinaison de 35par rapport au sol et
ventilés sur les deux faces.
13.1.2 Eolien
Dans une volonté pragmatique, une éolienne "Fortis Montana" a été retenue par lot de 5 maisons.
D'un point de vue pratique, la hauteur des éoliennes a été ﬁxée à 24 mètres.
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13.2 Données environnementales
13.2.1 site considéré
Toujours dans le but de déﬁnir le cadre précis du réseau virtuel, il faut désormais choisir les
caractéristiques de l'environnement dans lequel va être placé le micro-réseau. Aﬁn de maintenir une
cohérence entre les proﬁls de 'production' et 'consommation' de l'étude, les caractéristiques environ-
nementales du réseau virtuel sont prises en adéquation avec celles de la maison 'témoin' caractérisée
précédemment.
Celle-ci se situe dans un quartier résidentiel de la périphérie Bruxelloise ﬁxant ainsi la longitude
et la latitude.
L'installation des éoliennes dans leur jardin obligerait à adopté une rugosité de classe 3. Toute-
fois, il existe non loin de la maison des terrains agricoles pouvant facilement permettre l'installation
de celles-ci. Cette solution permet de considérer une rugosité de classe 2.5 (cfr tableau 12.1 ).
13.2.2 Données météorologiques
Pour ﬁnir, la génération des proﬁls de production requiert un ensemble de données météorolo-
giques ( rayonnement direct et diﬀus, températures ambiantes et enﬁn vitesses de vent). Ces données
doivent également posséder un période d'échantillonnage la plus faible possible, idéalement à la se-
conde.
Dans la pratique, les seuls données disponibles seront celles de la station météorologique de
l'IRM à Uccle et celles de la station météorologique installée à Linkebeek sur le site de Laborelec .
Malheureusement, les périodes d'échantillonnages sont toutes supérieures à la seconde et va-
rient en fonction de la station et de la mesure eﬀectuée. Les rayonnements diﬀus et directs utilisés
proviennent de Uccle et correspondent à la moyenne "5 secondes" des irradiations mesurées. Les
valeurs de vitesses de vent et de température sont prises à Laborelec et correspondent à des valeurs
moyennes "5 minutes".
Toujours dans une optique de cohérence, les proﬁls de production se devaient de correspondre
en terme de période avec leurs homologues de consommation. Les données météorologiques utilisées
s'étalent ainsi sur la même période, du 15 mars au 15 avril 2010.
13.3 Résultats
L'implémentation de ces diﬀérentes données dans les modèles élaborés dans cette étude permet
la prédiction de la production du micro-réseau virtuel. Sur la période considérée de 31 jours, les
productions extrêmes du modèle déﬁni ci-dessus sont illustrées à la ﬁgure (13.1 ).
Ces proﬁls permettent de montrer que à puissance de crête installée équivalente, le photovol-
taïque possède une plus grande variance de pics. Les 31 proﬁls de production ne peuvent pas
être représentés ici. Il est toutefois intéressant d'en connaitre quelques grandeurs caractéristiques.
Concernant le photovoltaïque, une installation de 6 kWp fournit en moyenne 15.44 kWh par jour
pour la période observée. Et en ce qui concerne la production éolienne, une éolienne "Fortis Montana
5.8kWp" fournit en moyenne 6.78kWh par jour.
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Figure 13.1  Minima et maxima de production pour la période du 15 mars au 15 avril
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Chapitre 14
Contexte et enjeux
Depuis de nombreuses années, la gestion de la demande électrique intéresse de près les opéra-
teurs du réseau. Une gestion intelligente de la demande possède plusieurs avantages : sécurité de
fonctionnement, diminution des coûts, meilleure utilisation de l'énergie, réduction d'émissions de
CO2,... Il existe plusieurs approches très diﬀérentes dans la gestion. Ces approches sont liées aux
objectifs à atteindre. Dans le cadre de l'étude, ces objectifs sont relatifs à une meilleure utilisation
de l'énergie dans un micro-réseau résidentiel. Avant toute chose, il faut décrire le micro-réseau étudié.
Le micro-réseau considéré possède plusieurs caractéristiques :
1. Nombre de maisons : Le micro-réseau rassemble un nombre restreint d'habitations. Plusieurs
réseaux seront analysés dont la taille varie entre 20 et 40 maisons.
2. Type d'habitation : Le micro-réseau est constitué d'un type d'habitation unique. Chaque ha-
bitation est construite selon le modèle développé dans cette étude. Ce modèle se base sur
l'observation d'une maison type où vit un couple sans enfant.
3. Compteurs intelligents et prise de décision : Au sein du micro-réseau, chaque charge est gérée à
distance. Juste avant l'enclenchement d'une charge, un centre de contrôle reçoit une demande
de démarrage de la part de l'utilisateur. En fonction du contexte, le centre permet l'activation
directe de la charge ou fait attendre l'utilisateur jusqu'à un moment plus propice.
4. Production interne : Le micro-réseau est équipé de panneaux solaires et de quelques éoliennes.
Le dimensionnement de ces installations est directement proportionnel à la taille du micro-
réseau.
5. Connexion au réseau extérieur : Le micro-réseau est connecté en permanence au réseau ex-
terne. Les ﬂux de puissance peuvent entrer ou sortir. A chaque instant où la production interne
dépasse la demande électrique, l'excédant de puissance produite est envoyé vers l'extérieur.
A l'inverse, si la production vient à manquer, la puissance supplémentaire vient du réseau
externe.
La gestion de charge s'inscrit dans un cadre d'optimisation. Le but est d'atteindre plusieurs
objectifs précis, tout en respectant des contraintes imposées par le système. Les diﬀérentes mé-
thodologies employées fournissent des résultats qui sont ensuite comparés entre eux via des critères
de qualités.
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14.1 Objectifs de la gestion
La gestion des charges présentes au sein du micro-réseau vise à atteindre deux objectifs princi-
paux. Dans les deux cas, ces objectifs tendent à modiﬁer la forme de la courbe de consommation
journalière.
Le premier objectif consiste à limiter les pics de consommation.
La consommation d'un réseau au cours d'une journée est très variable. En règle général, la
consommation est faible durant la nuit, s'accroit durant la journée et particulièrement à certaines
heures. La ﬁgure 14.1 montre les pics de consommation. Ces pics ne sont pas souhaitables.
Figure 14.1  Demande électrique journalière : moyenne horaire
La ﬁgure représente la demande électrique moyenne par heure au cours d'une journée dans un
micro-réseau de 120 maisons.
Le second objectif est d'utiliser au mieux l'énergie produite localement. Dans le micro-réseau,
il existe un grand nombre de panneaux solaires. Pour chaque maison, le micro-réseau dispose de 10
panneaux et une puissance de crête de 2 kWc. Le micro-réseau dispose par ailleurs d'une éolienne
pour chaque lot de 5 habitations. Comme annoncé ci-dessus, les excès ou manques de puissance sont
compensés par des échanges avec l'extérieur. Ainsi, la demande électrique est satisfaite et le recours
à des moyens de stockage est inutile. La gestion de la charge permet de limiter les échanges avec
l'extérieur et donc de limiter les pertes dues au transport de l'énergie électrique.
14.1.1 Objectif 1 : Limiter les pics et aplanir
L'objectif premier est de limiter les pics de puissance et aplanir la courbe de consommation.
Cet objectif est relatif à un micro-réseau où on ne considère pas la production interne. Il existe de
nombreuses études qui ont évalué le potentiel de réduction des heures de pointe, par diverses stra-
tégies (ex : [EFFLOCOM,2003]). Le but est alors de rendre la demande électrique la plus constante
possible. La ﬁgure 14.2 représente toutes les stratégies possibles. Dans cette étude, une analyse
poussée est portée sur les stratégies qui concernent une modiﬁcation de la forme de la courbe, en
conservant l'énergie totale consommée.
Par contre, celles qui tendent à limiter l'intégrale de la courbe sont des mesures qui visent l'ef-
ﬁcacité énergétique et la réduction de consommation. L'intégrale de la demande électrique consti-
tue l'énergie consommée au cours de la période d'observation. Dans cette étude, ces approches ne
peuvent pas être considérées de manière réaliste.
Contexte et enjeux 140
UCL Travail de ﬁn d'étude 18 juin 2010
source : [J. Webster,1999]
Figure 14.2  Gestion de charge : diminuer les pics et aplanir la demande
14.1.2 Objectif 2 : Utilisation locale de l'énergie
Figure 14.3  Ecart production-consommation
Dans un micro-réseau qui possède ses propres sources de production d'énergie, il est intéressant
de limiter l'écart de la consommation par rapport à la production. La ﬁgure 14.3 représente une
journée type de consommation d'un micro-réseau de 40 maisons. La ﬁgure montre également la
production qui a été observée durant cette journée. Les zones rouges et vertes sont représentatives
de l'écart entre production et consommation. La zone rouge est la zone de sous-production. Durant
la nuit, la consommation est très largement supérieure à la production des éoliennes. Durant la
journée, les éoliennes et surtout les panneaux solaires sont une source de production intense (la
journée était particulièrement ensoleillée). L'objectif d'une utilisation locale de l'énergie est de limi-
ter l'écart entre les deux courbes. Pour ce faire, il faut éviter la consommation en zone rouge, pour
la concentrer en zone verte. L'utilisation locale de l'énergie se justiﬁe diﬀéremment selon le contexte.
1. Micro-réseau isolé : Si le micro-réseau fonctionne de manière totalement isolée, il faut re-
courir à des moyens de stockage de l'énergie. En eﬀet, l'énergie (ou puissance) produite par les
panneaux solaires et les éoliennes durant la nuit n'est pas suﬃsante pour satisfaire la demande
qui a lieu à ces mêmes instants. Ce constat est également vrai dans certaines autres périodes
de la journée (peu de vent ou d'ensoleillement). Pour remédier à cela, des batteries (ou autre
moyen) collectent l'énergie durant les jours de beau temps et des périodes de grand vent, aﬁn
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de la restituer dans les périodes de faible production. C'est là qu'intervient la gestion de la
demande. Si les charges s'enclenchent en période creuse, la puissance qu'elles requièrent doit
être fournie par le stockage (puisque la production courante est insuﬃsante). Or, en décalant
l'enclenchement des charges jusqu'à des périodes plus propices, leur demande en puissance
est compensée par la production (suﬃsante à ce moment). Finalement, l'énergie consommée
par ces charges n'a pas été fournie par le stockage, mais bien directement par les panneaux
lors de la période de haute production. Cette caractéristique possède deux avantages. Tout
d'abord, la capacité de stockage nécessaire est fortement diminuée. Ensuite, le rendement de
l'installation est bien supérieur. Ce deuxième point s'explique par le fait que l'étape de sto-
ckage possède un rendement qui n'est pas unitaire. Ce rendement tourne aux alentours de
90% pour des batteries de système photovoltaïque standard (i.e. batterie à décharge profonde,
[Ciscsp,2008]).
2. Micro-réseau inter-connecté : Lorsque le micro-réseau est connecté à un réseau externe de
très grande échelle, l'intérêt de la gestion de la charge est similaire au cas précédent. Si dans le
cas d'un réseau non-isolé il n'y a pas besoin de recourir à du stockage d'énergie, il est toutefois
intéressant d'optimiser l'utilisation de l'énergie là où elle est produite. Pour le comprendre,
il faut considérer les ﬂux d'énergie entrant et sortant du micro-réseau. Lorsque la produc-
tion dépasse la consommation, l'excédant de production locale est déversé vers l'extérieur. Ce
transfert peut-être comparé à du stockage d'énergie, où le réseau externe fait oﬃce de zone
tampon. Lorsque la production locale manque, le réseau externe fourni la diﬀérence de puis-
sance pour combler la demande. La puissance entrante provient alors de moyens de production
externe, parfois fortement éloignés du lieu de consommation. Le transport de la puissance sur
de longues distances est une source de perte énergétique. C'est pour cette raison qu'il est pré-
férable de consommer la puissance à proximité du lieu d'où elle est produite. En limitant les
transferts de puissance avec l'extérieur, une gestion de la charge dans le micro-réseau permet
d'utiliser au mieux la production locale.
14.2 Moyens d'action
Aﬁn de répondre aux deux objectifs précités (i.e. aplanir et utiliser l'énergie localement), il existe
deux méthodologies de gestion complémentaires. Celles-ci sont caractérisées par l'intervalle de temps
dans lequel elles sont mises en oeuvre et par les usages contrôlés. Le premier type de gestion est dit
Optimisation Long-terme et ne concerne que les usages les plus ﬂexibles. Le second type est dit
Optimisation Court-terme et s'applique aux usages plus contraignants. Ces méthodologies sont
relatives à une vision bien particulière des modiﬁcations comportementales introduites par le smart
grid. Elles sont issues d'études sur la planiﬁcation des charges et sur l'inﬂuence de la demande au
moyen de modiﬁcations tarifaires (voir à ce sujet [Sheen,2003]).
14.2.1 Optimisation Long-terme
L'optimisation à long terme consiste à décaler les charges les plus ﬂexibles pour que leur fonction-
nement ait lieu en heure creuse. Le concept d'heure creuse diﬀère en fonction de l'objectif poursuivi :
soit une heure de faible consommation (i.e. pour l'objectif d'aplanissement de la courbe), soit une
heure où la production locale est faible (i.e. pour l'objectif d'utilisation optimale de l'énergie pro-
duite localement).
Ainsi, sous l'angle du premier objectif (aplanissement), les pics de puissance sont diminués grâce
au décalage des charges gênantes jusqu'aux heures où la consommation est basse. Ce concept est
représenté à la ﬁgure 14.4, sous le nom de load shifting.
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source : [J. Webster,1999]
Figure 14.4  Optimisation Long-terme
En pratique, le décalage à long terme peut être considéré soit en imposant aux charges vou-
lant s'enclencher d'attendre jusqu'à une période propice, soit plus simplement par une modiﬁcation
comportementale de l'utilisateur. Cette modiﬁcation est liée au concept de smart meter. Le smart
meter est un dispositif d'aﬃchage destiné à inﬂuencer le consommateur. Il est représenté à la ﬁgure
14.5.
Figure 14.5  Smart Meter : état du réseau et conseil à l'utilisateur
En fonction de l'état des charges du réseau, le smart meter peut indiquer certains conseils à
l'utilisateur. Lors des pics de consommation, il est opportun de décaler les charges qui peuvent être
postposées. Ainsi, le réseau intelligent indique par divers biais la nécessité de ces décalages. Le smart
meter représenté possède une double caractéristique. La première est un aﬃchage sur écran dédié
de l'état de la consommation et du prix instantané de l'énergie électrique. Ce prix peut varier en
fonction de la charge totale du réseau. La deuxième caractéristique résume en quatre voyants de
couleur les informations de l'écran. Si le voyant est vert, l'utilisateur est prévenu qu'il peut enclen-
cher ses appareils sans restriction. La lumière jaune indique une situation un peu plus diﬃcile, et
admettra un tarif plus élevé. Le voyant orange est plus critique. Finalement, le voyant rouge est
la situation la plus discriminante, où le prix de l'électricité est le plus haut, et survient durant les
périodes de pic de consommation. Avec ce système, l'utilisateur aura très probablement tendance a
enclencher les charges les plus ﬂexibles durant les périodes creuses (voyant vert).
Lié à une politique de prix adaptée et au réseau intelligent, le smart meter peut amener une
modiﬁcation importante des comportements des utilisateurs. C'est une façon de décaler les charges,
tout en limitant les mécontentements potentiels.
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14.2.2 Optimisation Court-terme
L'optimisation Court-terme de la gestion de charge consiste en un décalage temporel des charges
sur une période de l'ordre de la seconde, voir de la minute. Cette optique a pour but d'écrêter les
pics de puissance dûs à une simultanéité d'enclenchement de diﬀérentes charges. Ce concept est
décrit à la ﬁgure 14.6.
Figure 14.6  Optimisation Court-terme
En optimisant le déclenchement des charges, on espère réduire la puissance maximale atteinte en
synchronisant les charges de la manière la plus optimale possible. La ﬁgure 14.6 permet de se rendre
compte du gain potentiel. Deux cycles de fonctionnement d'appareils diﬀérents sont observés. Cet
exemple considère deux fours, fonctionnant dans deux maisons distinctes simultanément. Ce cas de
ﬁgure est observable lors des pics de consommation. Dans la situation initiale, les deux cycles sont
additionnés dans la courbe de charge totale. Il en résulte une courbe dont la puissance maximale
s'élève à deux fois la puissance maximale des cycles du four. Après une gestion intelligente, les
enclenchements des cycles sont diﬀérés de quelques secondes aﬁn d'obtenir une puissance consommée
totale inférieure à la somme des deux cycles distincts. Cette optimisation à court terme est d'une
très grande complexité en pratique, mais est cependant tout à fait envisageable dès aujourd'hui.
La problématique est très similaire à la gestion des débits octroyés entre diﬀérents utilisateurs d'un
réseau de communication (gsm, internet,...). Quelques règles peuvent être appliquées pour permettre
à cette gestion d'être mise en pratique de manière simpliﬁée.
14.3 Contraintes imposées à la gestion
Qu'il s'agisse de la gestion à long ou court terme, il existe des contraintes importantes à consi-
dérer. Ces contraintes sont relatives au système électrique lui-même et au mode de vie de ses uti-
lisateurs. Ces contraintes ﬁxent les bases de la gestion. C'est elles qui déﬁniront l'optimum ultime
qu'il serait possible d'atteindre. En modiﬁant ces contraintes, les résultats potentiels sont également
modiﬁés. Dans le cadre de cette étude, les contraintes sont spéciﬁées de manière très claire.
Contrainte d'usage : La contrainte d'usage déﬁnit certaines limites aux choix possibles lors de
l'optimisation. Chaque usage possède des caractéristiques bien particulières. Le frigo est un usage
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qui peut diﬃcilement être décalé, à cause de la régulation de température. Les usages de cuisson
ne peuvent pas subir de retard trop important dans leur enclenchement. Par exemple, décaler le
démarrage d'un four à micro-onde de quelques minutes risque dangereusement de déranger son uti-
lisateur aﬀamé.
Quelles sont les charges utilisées le jour et en heure de pointe qui pourraient être déplacées en
heure creuse, tout en limitant le désagrément apporté à l'utilisateur ? Tous les usages concernant le
froid alimentaire et la cuisson sont exclus, car ils ne peuvent pas subir de décalage trop important.
Au contraire, les usages se rapportant à la lessive ou la vaisselle ont un intérêt particulier. Le lave-
vaisselle, lave-linge et sèche-linge sont tous les trois des appareils très puissants et gourmands en
énergie. Ils sont en outre assez ﬂexibles. Leurs cycles de fonctionnement sont également très longs
(i.e. de 2 à 3h dans ce modèle). Dans cette étude, il est considéré qu'un utilisateur ne subit aucun
désagrément lorsqu'un appareil de ce type est décalé d'un maximum de 24h.
Le tableau 14.7 indique les contraintes temporelles admises pour chaque charge. Ces contraintes
sont un choix intuitif eﬀectué dans cette étude. Ils sont un compromis entre ﬂexibilité des charges
et contentement de l'utilisateur.
Type de charge Décalage admis à l'enclenchement Décalage admis en cours de cycle
Réfrigérateur 5 secondes /
Plaques de cuisson 5 secondes 2 secondes
Micro-onde 5 secondes 2 secondes
Bouilloire 5 secondes /
Lave-vaisselle 24h 5 secondes
Lave-linge 24h 5 secondes
Sèche-linge 24h 5 secondes
Four 10 secondes 2 secondes
Figure 14.7  Temps de décalages admissibles
Les contraintes ﬁxées sont très strictes pour certains usages, et assez larges pour d'autres. Les
contraintes les plus strictes seront une barrière nette à la recherche d'un optimum, mais elles sont
indispensables pour limiter les désagréments du décalage des charges. Il existe deux types de temps
de décalage distincts.
1. Décalage admis à l'enclenchement : Ce temps de décalage est le temps maximum d'attente
que le réseau intelligent pourra imposer lors d'une demande d'enclenchement d'un usage par-
ticulier. Le réseau intelligent veillera à enclencher l'usage le plus tôt possible, aﬁn de limiter
les désagréments.
2. Décalage admis en cours de cycle : Certains usages sont caractérisés par des cycles complexes.
Les cycles des plaques de cuisson, notamment, possèdent un grand nombre d'alternances. La
gestion des charges à court terme peut considérer le décalage des diﬀérentes alternances. Dans
cette étude, un intérêt spéciﬁque sera porté à ce type de décalage. Cependant, cela impose le
recours à une technologie spéciﬁque. Il faut que les régulateurs internes des appareils soient
réglés à distance. Cela semble assez peu avantageux de prime abord. L'étude s'intéresse donc à
déterminer l'avantage que de tels décalages pourraient avoir et s'il est pertinent de développer
une telle technologie.
Lorsqu'un utilisateur demande l'enclenchement d'un usage, le réseau intelligent possède un temps
déﬁni pour admettre la charge. Le temps d'attente maximum est ﬁxé par la contrainte propre à
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l'usage. Après ce temps d'attente, chaque usage s'enclenche automatiquement et contourne la
gestion en cours. L'usage ne demande plus l'autorisation pour démarrer. Cela est à éviter à tout
prix. En eﬀet, si l'algorithme de gestion n'a pas admis la charge avant ce temps d'attente ultime,
c'est que la stratégie employée est trop stricte. La stratégie idéale permet d'atteindre l'objectif visé
tout en respectant scrupuleusement les contraintes. A cet égard, c'est délibérément que l'algorithme
devrait décider d'enclencher une charge avant d'avoir atteint un temps critique. Cette caractéris-
tique est très importante, et le lecteur doit impérativement y porter son attention.
14.4 Evaluation du mode de gestion : critères de qualité
La dernière base du modèle d'optimisation consiste à déﬁnir des critères de qualité. Ceux-ci
permettent de comparer les diﬀérentes méthodologies considérées. Selon l'objectif visé, les critères
varient légèrement.
1. Objectif 1 : aplanir la courbe
 Critère 1 : Ecart quadratique moyen
 Critère 2 : Puissance Maximale
2. Objectif 2 : utilisation locale de l'énergie
 Critère 1 : Ecart absolu moyen
 Critère 2 : Puissance Maximale (en heure de sous-production)
Ces critères sont simples. Dans le cas de l'Objectif 1, les critères qui qualiﬁent la stratégie
employée aﬁn d'atteindre l'objectif sont doubles. La puissance maximale permet de se rendre compte
du gain absolu en puissance et démontre quantitativement l'écrêtement apporté par la stratégie de
gestion. L'écart quadratique moyen (EQM) est une moyenne sur la période de mesure d'un écart
quadratique par rapport à une puissance de référence P0. Il est déﬁnit à l'équation 14.1.
EQM =
1
T
√√√√ T∑
t=1
(P [t]− P0)2 (14.1)
P [t] est la puissance consommée à l'instant t. L'écart se calcule sur une période de temps T, qui
est la période de gestion observée. La référence P0 est choisie en fonction de l'objectif poursuivi.
Dans le cas de l'objectif d'aplanissement de la courbe (objectif 1), cette référence est tout à fait
discutable. Elle peut être la moyenne de la puissance consommée ou une autre référence économi-
quement intéressante. Le fait d'utiliser un écart quadratique met l'accent sur les écarts extrêmes, à
éviter à tout prix. L'équation 14.1 le montre bien, ce sont les valeurs extrêmes observées qui pré-
valent dans une somme de carrés. S'il n'existe qu'un seul pic très élevé, la somme se verra fortement
aﬀectée. A l'inverse, si P [t] se caractérise par un très grand nombre de petits sauts de puissance
autour de la référence P0, l'écart moyen sera relativement plus faible. C'est exactement ce que l'on
cherche à faire : se rapprocher de la référence sans écarts importants, mais en permettant tout de
même certaines variations.
En revanche, pour l'utilisation locale de l'énergie (objectif 2), l'écart quadratique moyen n'est
pas un bon indicateur. Il est préférable d'employer l'écart absolu moyen (EAM). Il est déﬁni à
l'équation 14.2.
EAM =
1
T
T∑
t=1
|P [t]− P0[t]| (14.2)
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La référence P0[t] est ﬁxée dans ce cas à la puissance instantanée produite par les sources in-
ternes du micro-réseau. Cette référence change à chaque seconde. Le but étant de limiter l'écart de
la consommation par rapport à la production, l'écart absolu moyen permet de se rendre compte de
l'eﬃcacité de la stratégie de gestion. Cet écart est une image des ﬂux moyens sortant et entrant
dans le micro-réseau. Il n'y a pas de distinction entre ces deux types de ﬂux. Le but est de limiter
les échanges avec l'extérieur, quel que soit le sens de ces échanges.
Les deux déﬁnition de l'EQM et l'EAM permettent de quantiﬁer soit les écarts de consommation
important (objectif 1) soit les ﬂux entrant et sortant du micro-réseau (objectif 2). Dans l'objectif
2, lorsque l'EAM est comparé entre la situation initiale et la situation après gestion, cela répond à
la question : Le transport (ou le gaspillage ?) de l'énergie localement produite a-t-il diminué ?.
La référence P0 doit être discutée dans le cas de l'objectif 1. L'objectif consiste à coller la
courbe de consommation à une valeur constante. Comment choisir cette valeur ? Il existe plusieurs
possibilités. Cette étude en citera deux.
1. La référence rationnelle : P0 est ﬁxée à la moyenne de la courbe de charge sur la période
de gestion T. Cette référence est dite rationnelle. En eﬀet, la moyenne de la puissance ren-
voie directement à l'énergie consommée sur la période. L'énergie consommée se calcule par
E(T ) = P0 × T . Cette puissance moyenne est impossible à déterminer exactement avant la
ﬁn de la période T. Cependant, dans les réseaux actuels, il existe des prédictions souvent très
pointues de cette valeur moyenne, et des valeurs instantanées. Ces prédictions sont indispen-
sables au bon fonctionnement du réseau, aﬁn que les gestionnaires prévoient suﬃsamment
de production pour équilibrer la demande. Il est donc réaliste de considérer que cette valeur
est connue à l'avance. La référence rationnelle permet d'ajuster la gestion à la consommation
du jour. La gestion intelligente admet alors qu'il existe bien une valeur sous laquelle il est
impossible de descendre, à cause du critère énergétique à rencontrer. Etre rationnel, c'est se
dire qu'il faut eﬀectuer une transformation de la courbe de charge, sans pour autant s'écarter
de la réalité des faits : le besoin du consommateur doit être comblé.
2. La référence économique : En fonction du parc de production, il est possible que le gestion-
naire (ou régulateur) du réseau extérieur veuille diriger la demande vers une valeur spéciﬁque.
Cette valeur économique dépend des sources de productions disponibles. Cette étude n'entre
pas plus dans le détail. Il faut cependant se rendre compte de l'existence d'une telle référence.
Le choix de P0 dans l'avenir sera certainement eﬀectué en fonction d'un optimum économique.
Pour ce faire, P0 pourrait être ﬁxé à la somme des productions nucléaire et en provenance
d'autres sources à coût marginal faible (hydraulique, ... ).
Outre ces critères, il est impératif pour pouvoir eﬀectuer une comparaison cohérente de vériﬁer
que l'énergie consommée après gestion de la charge soit identique à l'énergie consommée par la
charge initiale du micro-réseau. Cela assure le fait qu'aucune demande d'un utilisateur n'est restée
sans réponse.
14.5 Et maintenant ?
Les sections précédentes présentent le cadre très précis dans lequel s'inscrit l'étude de la ges-
tion de la charge. La suite de cette partie est consacrée à l'élaboration de stratégies permettant de
rencontrer les objectifs poursuivis tout en respectant les contraintes. L'étude caractérise qualitati-
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vement et quantitativement chaque stratégie au moyen des critères de qualités.
Figure 14.8  Vériﬁcation de l'algorithme de gestion
Avant toute chose, il faut vériﬁer que l'algorithme de gestion fonctionne bien. Pour ce faire, la
ﬁgure 14.8 est assez illustratrice.
Cette ﬁgure représente le test du décalage des charges. Vers 11h du matin, le micro-réseau décide
subitement de décaler toute nouvelle charge qui demanderait son enclenchement. Ce décalage va
s'eﬀectuer durant une heure. Après cette heure, tous les usages en attente sont enclenchés subitement
(pic de puissance). Il faut s'assurer que chaque demande a été prise en compte. Lorsque l'usage est
utilisé plusieurs fois d'aﬃlée durant la période d'attente, toutes ces demandes doivent être décalées.
En outre, les demandes eﬀectuées après la période d'attente n'ont aucune raison d'être post-posées.
C'est pour cette raison qu'il existe un retour à la normale dans les 3h qui suivent l'enclenchement
brusque. Ce retour n'est pas évident à obtenir en pratique. Pourtant, l'algorithme permet bien de
l'atteindre. En ﬁn de journée, l'énergie est conservée. Ces constats constituent un gage de qualité
suﬃsant qui permet d'aﬃrmer que la gestion s'eﬀectue de manière tout à fait réaliste.
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Chapitre 15
Stratégies d'optimisation à long terme
Comme expliqué précédemment, une optimisation à long terme consiste aux déplacements d'un
maximum de charges des heures pleines, synonyme de forte consommation, vers les heures de plus
faible demande. Les stratégies se basant sur ce principe tendent à redistribuer les charges dans le
temps aﬁn de rapprocher la courbe de consommation d'une valeur de référence choisie (moyenne
journalière, production locale, ...).
Dans les stratégies de "long terme" développées ci-dessous, seuls quelques usages domestiques
sont considérés comme possédant une ﬂexibilité suﬃsante. Il s'agit du lave-linge, lave-vaisselle et du
sèche-linge. Comme cité précédemment, leur temps de décalage maximum a été ﬁxé à 24 h.
15.1 Critères d'admission et de sélection
Ce qui caractérise une stratégie est double.
Premièrement , un critère d'admission doit être choisi aﬁn de déﬁnir la possibilité ou non d'en-
clenchement d'un usage. Dans le cadre d'une gestion de long terme, le critère choisi est le dépas-
sement d'une puissance limite (la puissance de référence P0 ou P0[t]). Celle-ci dépendra, comme
expliqué précédemment, du type de micro-réseau considéré (isolé, inter-connecté,...).
Deuxièmement, une fois ce critère rempli, il faut déﬁnir un critère de sélection permettant le
choix sélectif de ou des charges à enclencher. Lorsque plusieurs charges sont en attente simultané-
ment, le réseau intelligent doit déterminer des priorités. Quelles charges, parmi toutes celles qui sont
en attente, doit-on enclencher pour obtenir le meilleur résultat ? Cette question est l'essence même
de la stratégie.
Pour chaque stratégie, il sera donc déﬁni un critère d'admission (i.e. quand est-ce qu'une charge
peut être admise ou non) et un critère de sélection (choix parmi les charges en attente).
15.2 Optimisation Long terme d'une production décentralisée
La première stratégie de gestion développée consiste au décalage de l'enclenchement des lave-
vaisselles, lave-linges et sèche-linges d'un micro réseau virtuel possédant une production décentrali-
sée.
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Les critères d'admission et de sélection sont choisis en conséquence. Pour les charges considérées,
un enclenchement est admis si la consommation après enclenchement reste inférieure à la produc-
tion courante. Ceci constitue le premier critère. Le second sélectionne quant à lui les charges en
fonction de l'attente déjà eﬀectuée. L'enclenchement d'une charge particulière sera dès lors admis si
le réseau possède une sur-production supérieure à la puissance de démarrage de cette charge, et si
cette dernière attend depuis plus longtemps que les autres charges en attente (la charge prioritaire).
Concrètement, cette solution est implémentée de la manière suivante :
∆P (t) = Pprod(t)− Pconso(t)− Pattente(t) (15.1)
Pattente correspond en premier lieu à la puissance maximale consommée par la charge prioritaire. Le
démarrage de cette charge sera permis si ∆P ≥ 0. Par ailleurs, tant que cette condition est vériﬁée,
il est possible d'admettre plusieurs charges en attente au même instant.
L'application directe de cette condition au cas du lave-vaisselle risque d'entrainer des eﬀets non-
désirés. En eﬀet, le lave-vaisselle consomme une puissance faible au démarrage (' 60W) et ce durant
un court instant. Ensuite, une phase de chauﬀe s'enclenche où la puissance consommée est proche
de 2 kW (puissance maximale). Ce délai d'appel de puissance pourrait engendrer l'enclenchement
prématuré de charges au temps (t+1). En eﬀet, Pconso(t+ 1) n'augmente pas de 2kW mais de 60W,
ce qui pose un problème dans le calcul de ∆P (t+ 1). Aﬁn d'éviter ce phénomène allant à l'encontre
de l'objectif poursuivi, l'implémentation d'un compteur a été réalisée. Celui-ci interdit le démarrage
de charges durant les 15 minutes suivant l'enclenchement d'une ou plusieurs charges. Cette subti-
lité permet alors à toutes les charges précédemment enclenchées d'atteindre leurs phases de haute
consommation et évite de ce fait un calcul faussé du critère d'admission.
Les résultats d'une telle stratégie pour diﬀérents réseaux sont illustrés aux ﬁgures 15.1 et 15.2.
Rappelons que l'objectif principal poursuivi ici est de limiter les transferts de ﬂux d'énergie entre
batteries (ou réseau) et consommateurs. Ce ﬂux est représenté par le critère de qualité écart absolu
moyen observé sur la période considérée. Une stratégie de gestion de charges est ainsi bénéﬁque si
elle permet de diminuer cet écart moyen par rapport à la situation "initiale".
Le calcul des diﬀérents critères de qualité pour ces deux simulations montre le bon fonctionne-
ment de la stratégie poursuivie. Elle a en eﬀet permis de réduire respectivement de 10.8 % et 8.33
% l'écart absolu moyen observé entre proﬁls de production et de consommation. De plus, celle-ci a
également permis dans le cas du réseau de 40 maisons de remplir le deuxième objectif poursuivi,
c'est-à-dire la diminution du pic de consommation maximum. Elle permet en eﬀet une diminution
de 13 % de la valeur de puissance maximale initiale.
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Figure 15.1  Gestion de charge à long terme d'un micro-réseau domestique de 20 maisons pos-
sédant une production décentralisée
Figure 15.2  Gestion de charge à long terme d'un micro-réseau domestique de 40 maisons possé-
dant une production décentralisée
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15.3 Application aux réseaux conventionnels
Une même approche d'optimisation peut également s'appliquer aux réseaux ne possédant pas de
production décentralisée. Dans ces cas de ﬁgure, c'est le réseau global qui sert de source d'énergie.
Or, comme expliqué précédemment, les coûts énergétique et économique de production varient for-
tement en fonction des technologies et de leurs conditions d'utilisation. Ces coûts peuvent de ce fait
pousser les fournisseurs et gestionnaires à imposer une consommation de référence (Plimit) autour
de laquelle une stratégie d'optimisation à long terme peut s'implémenter.
L'application d'une telle stratégie consiste tout d'abord au calcul suivant.
∆P (t) = Plimit − Pconso(t)− Pattente(t) (15.2)
Plimit sera prise égale à la moyenne de consommation dans les diﬀérents cas étudiés ci-dessous
(référence rationnelle). Rappelons que l'objectif principal consiste à diminuer les variations extrêmes
de puissance aux heures de pointes, et de relever la consommation en heure creuse. Le respect de
cette objectif sera quantiﬁé par le calcul de l'écart quadratique moyen.
Un indicateur supplémentaire est également calculé. Il s'agit du temps moyen d'attente et cor-
respond à l'ensemble des temps d'attente des trois usages lave-linge (LL), lave-vaisselle (LV) et
sèche-linge (SL) divisé par le nombre de démarrages observé durant la période considérée. Cet in-
dicateur permet de quantiﬁer le désagrément subi par les utilisateurs.
La ﬁgures 15.3 présente les résultats de l'application de cette stratégie à un micro-réseau ali-
menté par le réseau global.
Figure 15.3  Application d'une stratégie de long terme à un micro-réseau de 40 maisons
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A nouveau, les résultats obtenus sont très satisfaisants. L'évaluation des diﬀérents critères de
qualité montre un avantage certain de la gestion par rapport à la condition initiale. C'est ainsi que
l'écart quadratique moyen a été diminué de près de 22 % et que la puissance maximum a également
été diminuée de 13 %. D'autre part, le temps moyen d'attente d'environ 5 h induit par la gestion
de charge semble être un moindre mal en comparaison aux gains réalisés.
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Chapitre 16
Stratégies de l'optimisation à court
terme
L'optimisation à court terme tend à diminuer au maximum les variations de la puissance à
très court terme. Cette optimisation s'opère à l'échèle de la seconde et espère eﬀectuer un petit
jeu de tétris avec les courbes de charges respectives des usages en fonctionnement. Le but est de
synchroniser les démarrages pour que, dès qu'un usage diminue sa demande de puissance, un autre
usage vienne grappiller les quelques Watt libérés. Pour ce faire, plusieurs stratégies sont considérées.
Ce qui caractérise une stratégie est double. Primo, il s'agit d'un critère qui déﬁnit la possibilité ou
l'impossibilité totale d'enclenchement. Ce critère est appelé critère d'admission. Secondo, une fois
ce critère rempli, il faut déﬁnir un choix sélectif de ou des charges à enclencher.
16.1 Stratégie par priorité
 Déﬁnition : La stratégie par priorité donne une importance particulière à certains usages.
Les usages prioritaires sont ceux pour qui il reste le moins de temps avant l'enclenchement
obligatoire.
 Critère d'admission : Le critère est très simpliste. Tant que la demande ne descend pas,
aucune charge n'est admise. Dès que le réseau intelligent perçoit un saut de puissance vers le
bas, il admet la possibilité d'un enclenchement.
 Critère de sélection : La sélection de la charge à enclencher se base sur le temps restant
d'attente disponible. Le réseau détecte la charge qui possède le temps d'attente restant le plus
court. Dès que la diminution de la demande correspond à la puissance de démarrage de cette
charge, le réseau intelligent lui permet de s'enclencher.
 Critique : le critère d'admission est trop peu élaboré. Chaque saut de puissance est considéré
individuellement, et pas dans un cadre évolutif.
Les résultats de la gestion de charge selon cette stratégie sont représentés à la ﬁgure 16.1. Il s'agit
d'un micro-réseau de 40 maisons dont la consommation est observée durant un jour. La gestion des
charges est appliquée à ce même réseau. La ﬁgure permet la comparaison de la consommation avant
et après gestion. Les comparaisons des critères de qualité sont présentés au-dessus du graphique.
Cette stratégie n'est pas très eﬃcace. Le critère d'admission est en eﬀet trop sélectif. Il ne prend en
compte que la dernière chute de puissance.
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Figure 16.1  Stratégie par priorité : résultat
Cette stratégie n'améliore pas l'écart quadratique moyen. La puissance maximale atteinte dans
la situation initiale est de 31.3kW. Après gestion, il y a eu une légère diminution, puisque la puis-
sance maximale est alors de 30.9kW.
Pourquoi les résultats sont-ils si mauvais ? La gestion ne parvient pas à eﬀectuer une améliora-
tion à chaque fois. Pour l'expliquer, diﬀérents cas pouvant se présenter sont illustrés en ﬁgure 16.2.
Cette ﬁgure permet de se rendre compte des failles de la stratégie en cours. Les doubles ﬂèches
en pointillé représentent le saut de puissance (positif) à l'enclenchement d'une charge. Les double-
ﬂèches pleines sont les sauts de puissance ∆P qui sont caractéristiques du critère d'admission aux
instants correspondants.
Comme indiqué, il existe un décalage dont l'utilité est tout à fait nulle, en terme de diminution
de puissance maximale. Le critère d'admission est déﬁni, à cet instant précis (cfr. Décalage inutile
sur la ﬁgure), par le dernier saut de puissance négatif. Il s'agit du petit pic représenté par la double
ﬂèche pleine. Ce saut négatif est bien inférieur à son prédécesseur. Cela signiﬁe que les charges
voulant s'enclencher avant et après ce pic ne sont pas admises de la même manière. Ce petit pic a
pu disposer d'un critère d'admission plus large, et ainsi démarrer. Le cycle qui le suit est quant à
lui fortement bridé par le nouveau critère d'admission. A cause de cela, l'enclenchement de ce cycle
se fait de manière non-contrôlée, à la ﬁn du temps d'attente maximal de l'usage correspondant.
Cette défaillance de la stratégie est prise en compte dans une stratégie plus élaborée : la stratégie
de remplissage optimal.
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Figure 16.2  Gestion par priorité : cas favorables et défavorable
16.2 Stratégie de remplissage optimal
 Déﬁnition : lorsqu'un saut de puissance est perçu (diminution de la demande), la stratégie le
replace dans son contexte. Si ce saut est très diﬀérent de ses prédécesseurs, il pourra devenir
une nouvelle référence pour le critère d'admission, ou être totalement ignoré. Cette référence
est ensuite considérée dans la sélection des charges.
 Critère d'admission : la gestion ne retient que le plus grand saut de puissance parmi les
dix derniers sauts observés. S'il existe au moins une charge en attente dont la puissance de
démarrage reste inférieure ou égale à la référence, le réseau admet une possibilité d'enclenche-
ment.
 Critère de sélection : La sélection ne se fait plus sur base du temps de décalage restant. Le
micro-réseau choisit d'enclencher à chaque instant la combinaison des charges qui se rapproche
le plus, sans la dépasser, de la référence d'admission (i.e. le plus grand des dix derniers sauts
observés).
 Critique : Cette stratégie se base sur les failles de la stratégie précédente. Considérer le plus
grand saut de puissance suppose qu'il existe obligatoirement des charges qui s'enclencheront
de manière non-désirée (i.e. leur temps de décalage admissible restant est arrivé à zéro). Il
manque d'ailleurs certainement une considération pour les temps restants de décalage, ce qui
limiterait la hauteur de ces sauts, en évitant certains démarrages non-contrôlés.
Cette stratégie adapte le critère d'admission (CA) de manière moins directe que la stratégie
précédente. Ce dernier est déﬁnit comme suit.
CA = max(∆Pi−9 ∆Pi−8 ∆Pi−7 ... ∆Pi−1 ∆Pi) (16.1)
∆Pi est le dernier saut de puissance observé qui amène à une diminution de la demande. Le critère
d'admission est donc le maximum des dix derniers sauts de puissance observés. Cela permet une plus
grand ﬂexibilité et un ajustement constant à l'état global de la consommation (pic de consommation,
heure creuse,...). Les résultats sont légèrement meilleurs que dans la stratégie précédente.
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Figure 16.3  Stratégie de remplissage optimal : Résultat
Le gain est bien meilleur que précédemment. L'écart moyen a légèrement diminué. Cela n'est
pas évident pour une stratégie à court terme. Le maximum de puissance est aussi assez inférieur à la
situation initiale (gain de 4%). Cette stratégie à court terme fonctionne bien sous deux conditions.
Lorsqu'il existe un grand nombre de charge fonctionnant simultanément, la stratégie possède un
potentiel d'action important. C'est pour cette raison que la stratégie fonctionne bien lors des maxi-
mums de puissance observés. Il serait alors possible d'améliorer l'eﬃcacité de la stratégie en ajoutant
plus de ﬂexibilité au micro-réseau. Cette ﬂexibilité se gagne en agrandissant la taille du réseau ou
en relaxant les contraintes propres aux usages en augmentant les temps de décalage admissible.
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Chapitre 17
Stratégie duale
La stratégie duale considère en même temps l'optimisation à long et court terme. Il existe un
certain lien entre ces optimisations. L'optimisation à long terme ne va gérer que les usages de type
machine (vaisselle et linge). A l'inverse, l'optimisation à court terme se penche sur tous les usages
en attente, mais dont le temps restant d'attente admissible est faible. C'est pour cette raison qu'une
machine peut passer d'une optimisation à l'autre. Ce concept est illustré à la ﬁgure 17.1
Figure 17.1  Stratégie duale : Paniers d'optimisation
Chaque panier d'optimisation considère un certain nombre d'usages, et optimise leurs enclen-
chements en fonction des critères d'admission et de sélection. Les deux optimisations ont lieu de
manière synchrone. L'optimisation à court terme démarre en premier lieu. Elle va tenter de diminuer
la puissance instantanée consommée. Si, après cette optimisation court terme, le critère d'admission
de l'optimisation à long terme est vériﬁé, les charges relatives à ce critère peuvent être admises. Il
existe un cas pour lequel les charges passent d'un panier à l'autre. Ce sont les machines qui ont déjà
été postposées depuis un certain temps. Lorsque le décalage que ces usages ont subi est proche du
temps maximal admissible, l'optimisation à court terme pourra les prendre en compte. Cela permet
d'enclencher ces machines de manière la plus optimale qui soit, en limitant encore plus la probabilité
qu'elles s'enclenchent de manière non-contrôlée.
Les résultats de la stratégie duale sont placés en ﬁgure 17.2. Il faut remarquer la grande eﬃcacité
de cette stratégie. Dans ce cas précis, il s'agit d'une combinaison de la stratégie à long-terme et de
la stratégie par remplissage optimal. L'écart quadratique moyen et la puissance maximale atteints
sont tous deux inférieurs à tous les autres résultats obtenus jusqu'ici.
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Figure 17.2  Stratégie duale : Résultat
La puissance maximale s'élève à 25.5kW. Au global, il s'agit d'un gain substantiel de 18.5% par
rapport à la valeur initiale. C'est énorme, compte tenu des contraintes assez strictes imposées et
du faible nombre de maisons du micro-réseau (ﬂexibilité de gestion limitée). Au niveau de l'écart
quadratique moyen, le gain est également très grand : 22% de l'écart initial ont disparu. D'un point
de vue écologique et économique, ces résultats promettent de grands avantages.
L'idéal serait maintenant de pouvoir comparer ces résultats à ce qui aurait pu se faire de mieux.
La question est simple. Pour cette journée précise, quel est la façon optimale d'enclencher les charges
dans le but de limiter l'écart quadratique moyen sur la journée ?
S'il y avait une possibilité de connaitre l'optimum, la comparaison serait vraiment intéressante.
Si il existe un optimum, cela signiﬁe qu'il n'existe aucun moyen d'améliorer les paramètres jusqu'à
des valeurs plus favorables que celles de l'optimum, compte tenu des contraintes. Et justement, il
est possible de déterminer ces valeurs limites.
17.1 Calcul de l'optimum
Le calcul de l'optimum doit se faire selon un angle tout à fait diﬀérent que celui prit par la
gestion réaliste des charges. Au contraire des stratégies implémentées ci-dessus, l'ensemble de la
journée est connu à tout instant. Le principe est de déplacer chaque cycle de chaque usage qui
a été observé durant la journée. Ce déplacement possède une marge de manoeuvre stricte : il doit
se faire vers les temps positifs et se limiter aux contraintes de l'usage dont le cycle est déplacé.
A chaque possibilité d'action, il faut évaluer le gain en calculant l'écart quadratique moyen sur la
journée après le déplacement. Si cet écart est plus faible, cela signiﬁe que le déplacement est béné-
ﬁque et devrait être eﬀectué dans la réalité par le réseau intelligent. Sinon, le déplacement est inutile.
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Après avoir testé toutes les combinaisons possibles (il y en a des centaines de millions), l'optimum
a été obtenu après quelques heures de simulation. Il est présenté en ﬁgure 17.3.
Figure 17.3  Optimum Total : écart quadratique moyen minimal
Ce résultat est extrêmement utile. Il permet d'aﬃrmer que, sur cette journée précise, il est impos-
sible d'obtenir une valeur d'écart quadratique moyen inférieur à 7.95W en respectant les contraintes
d'usage. Si cette valeur d'EQM est considérée comme trop importante, il faut nécessairement relaxer
certaines contraintes pour améliorer le résultat. Grâce à l'optimum obtenu, il est possible d'évaluer
la qualité de la stratégie duale, stratégie la plus aboutie de l'étude.
1. Écart quadratique moyen : l'EQM s'élève à 10.61W dans la situation initiale et à 8.25W dans
le cas de la stratégie duale. La stratégie duale s'approche assez fort de l'optimum total.
2. La puissance maximale atteinte : Dans la charge initiale, la puissance maximale atteint 31.3kW.
Après calcul de l'optimum, cette puissance est de 26kW. Il s'élève à 25.5kW après application
de la stratégie duale. Cette dernière est plus eﬃcace en terme d'écrêtement de puissance. Ceci
s'explique par le fait que la recherche de l'optimum n'avait pas pour but d'écrêter mais de
minimiser l'EQM.
La stratégie duale possède des qualités extrêmement importantes. Tout en limitant le plus pos-
sible la contrainte à l'utilisateur, cette stratégie permet de s'approcher très fortement de l'optimum.
Il faut se rendre compte de la diﬃculté. La recherche de l'optimum se fait sur base d'une connais-
sance, à tout instant, de l'ensemble de la consommation du jour à optimiser. A contrario, la stratégie
duale se base sur l'analyse de l'instant présent et sur base du passé pour eﬀectuer des choix. Il n'y a
aucun caractère prédictif. Cela signiﬁe que cette stratégie est tout à fait applicable dans la réalité,
et quelle conduirait à des avantages très importants à beaucoup de point de vue.
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Chapitre 18
Évaluation technico-économique
18.1 Analyse technique
18.1.1 Implémentation pratique de la gestion
Il existe deux manières de considérer l'implémentation pratique de la gestion des charges pré-
sentes dans le micro-réseau.
La première a été développée dans le chapitre concernant l'optimisation à long terme. Le concept
de smart meter y est évoqué. Il s'agit là d'une implémentation incitative de la gestion. L'utilisa-
teur connait l'état du réseau lorsqu'il fait le choix d'enclencher ou non les usages dont il a besoin.
L'information transmise par le dispositif de communication à l'utilisateur consiste en un incitant
économique. Ce principe permet de penser que les utilisateurs, aﬁn de diminuer leurs factures
d'électricité, auront tendance à échelonner leur consommation sur la journée. Cette solution simple
permettra très certainement d'obtenir, à moindre frais, de bons résultats en terme de limitation de
la consommation en heures de pointes.
La deuxième implémentation envisageable est une solution de type restrictive. La gestion des
charges est eﬀectuée par un dispositif indépendant de l'utilisateur. Ce type d'implémentation né-
cessite une communication directe entre le contrôleur et les diﬀérentes charges. En pratique, cette
communication peut être obtenue par un interrupteur placé entre l'usage et le réseau (i.e. avant
raccord à la prise électrique). Celui-ci doit être enclenché par l'utilisateur pour permettre le démar-
rage d'une charge et permet d'émettre un signal de demande de puissance. C'est le moyen le plus
universel d'implémentation de la gestion active des charges (avec décision d'un intervenant externe).
Il possède en eﬀet la propriété d'être économiquement intéressant car non-intrusif par rapport aux
infrastructures internes des usages à contrôler. Bien sûr, un réseau de communication permettra
l'échange des informations nécessaires à la gestion. Ces informations doivent être transmises simul-
tanément à la demande d'activation, via le signal de l'interrupteur. Les informations nécessaires sont
le type d'usage et la puissance maximale du cycle à admettre. Éventuellement, d'autres informations
peuvent être inclues telle que l'énergie moyenne consommée par l'usage.
18.1.2 Avantages technique et environnemental apportés par la gestion des
charges
Les résultats obtenus suite à la gestion des charges possèdent de nombreux avantages. Parmi
ceux-ci, les avantages techniques les plus importants sont les suivants.
1. Sécurité : Les réseaux actuels possèdent des limites. Il n'est pas possible d'y transporter
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une puissance inﬁnie. Les réseaux sont dimensionnés sur base d'études très pointues, où les
opérateurs évaluent les caractéristiques des charges à alimenter. En fonction du nombre, de
la puissance nominale et de la probabilité d'enclenchement simultané de ces charges, il est
possible de déterminer les limites de puissance à fournir par le réseau. Ainsi, les caractéris-
tiques des infrastructures du réseau peuvent être établies. Si la charge vient à changer, toutes
ces infrastructures peuvent devenir insuﬃsante. Il est nécessaire d'eﬀectuer leur mise à niveau
constamment. Une gestion active de la charge permet d'éviter le recours à certaines de ces
mises à niveau en diminuant la puissance consommée en un instant donné. Cela amène un
certain contrôle de la demande, et permet plus de sécurité de fonctionnement.
2. Eﬃcacité énergétique : Le rendement global du parc de production d'un réseau électrique
est très largement proportionnel à la volatilité de la demande. Lorsque la charge électrique à
alimenter est très variable, il faut disposer de sources d'énergie ﬂexibles. A l'heure actuelle,
les pics brusques et importants de la demande sont compensés par des démarrages très ra-
pides de centrales à combustible fossile ou renouvelable. Ces moyens de production possèdent
des rendements médiocres, surtout lorsqu'ils démarrent rapidement et à froid. Cela est dû à
l'importance accrue des irréversibilités des cycles de transformation de l'énergie lorsqu'ils ont
lieu à basse température, et loin de la température habituelle de fonctionnement (température
de régime) des installations. Qui dit faible rendement dit également plus d'émission de gaz
à eﬀet de serre et de polluants pour un même résultat ﬁnal. Cependant, la volatilité de la
demande est telle qu'il serait impossible d'éviter l'utilisation de ces moyens ﬂexibles. Un des
atouts de la gestion de charge est de rendre la courbe de demande électrique la plus constante
possible. Par rapport à l'eﬃcacité énergétique du transport de l'énergie, la gestion amène
également une amélioration. Soit par une diminution des besoins en stockage (micro-réseau
isolé), soit par une limitation des ﬂux de puissance entrant et sortant (micro-réseau inter-
connecté), le décalage temporel des charges les plus ﬂexibles permet une meilleure utilisation
de l'énergie produite localement. Le rendement du transport de l'électricité et celui du pro-
cessus de stockage n'étant pas unitaire, ces deux processus sont facteur de pertes énergétiques.
18.2 Analyse économique
Les avantages techniques introduits par la gestion des charges ont des conséquences économiques
directes.
1. Coût de fonctionnement : Les coûts de production de l'énergie électrique sont très souvent
proportionnels à la demande instantanée. Aux heures de pointe, le producteur d'électricité
doit impérativement permettre à des centrales à faible rendement de démarrer. Ces moyens
de production possèdent des coûts marginaux parmi les plus élevés du parc de production. Ces
coûts peuvent être jusqu'à 10 fois supérieurs à ceux des moyens les plus rentables (nucléaire,...).
Lors des périodes de haute consommation, le producteur d'électricité vend à perte les MWh
produits par les unités de pointe. Cette perte est compensée par un gain net eﬀectué sur la
production des centrales les plus rentables.
2. Coût d'installation : L'installation relative au smart grid se compose de trois éléments.
L'élément central est le smart meter. Pour lui permettre d'aﬃcher les informations à trans-
mettre, il faut également disposer d'un système de mesure de type scada (acquisition de
données relatives aux puissances consommées/produite dans les diﬀérents pôles du réseau).
Un grand système de communication permettra de collecter le résultat de ces mesures, et
d'en aﬃcher l'analyse à l'écran du smart meter. Dans le cas de l'implémentation du contrôle
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des charges, un centre de commande doit être mis en place. Tous ces dispositifs demandent
des investissement colossaux, aussi bien en terme économique qu'organisationnel et légal.
3. Coûts externes : Les bénéﬁces environnementaux de la gestion des charges peuvent être
caractérisés en terme de coûts externes. Par là, on entend toutes les externalités envisageables
qui sont relatives à la production de puissance épargnée par la gestion. Ces externalités re-
présentes les coûts socio-économiques et environnementaux des processus concernés : sécurité
accrue (i.e. transport de puissance, fréquence d'allumage des centrales de pointe,...), réduction
des émissions de gaz à eﬀet de serre, limitation des polluants,...
4. Emploi et nouveau secteur : Le smart grid représente l'équivalent d'un nouveau secteur
d'activité à lui-seul. La demande en main d'oeuvre est gigantesque (installation des smart
meter ou des interrupteurs, développement du réseau de communication, centre de contrôle
des charges,...).
En fonction de cette analyse, il serait opportun de quantiﬁer les diﬀérents points énoncés. Le
smart grid possède un potentiel énorme en terme de gain économique pour les producteurs, de gain
indirect (externalités) à l'environnement et est en outre un secteur porteur d'emploi. Il faudrait
cependant savoir si les gains apportés aux producteurs sont suﬃsants pour alimenter le secteur, ses
installations et sa main d'oeuvre.
A ce point de vue, il faut noter qu'une volonté politique pourrait être source d'un bilan écono-
mique d'avantage en faveur de l'instauration du réseau intelligent. Ceci est notamment vrai si une
législation stricte permettant d'intégrer les externalités aux coûts de production actuels est mise en
place. Quelques exemples exprimant ce point de vue : imposer un coût au kg de CO2 émis (ou tout
autre GES et polluant) via une ﬁscalité adaptée, permettre des avantages ﬁscaux ou subsides aux
utilisateurs et producteurs participant au smart grid, etc.
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Chapitre 19
Généralisation
Il existe un certain intérêt à pouvoir généraliser les résultats de cette étude à d'autres cas
concrets. Cette étude s'est penchée sur un micro-réseau de type résidentiel inter-connecté avec le
réseau extérieur. Il est tout à fait envisageable d'eﬀectuer une étude similaire sur d'autres types
de micro-réseaux (industriel, micro-réseau isolé). En outre, l'étude se concentre sur une période
de consommation restreinte. La phase de modélisation s'est basée sur des mesures eﬀectuées aux
mois de mars-avril. Or, dans la consommation annuelle des ménages, il existe des eﬀets saisonniers
importants (i.e. chauﬀage et cuisson consomment plus en hivers, le froid consomme d'avantage en
été). La généralisation donne la possibilité d'envisager un simulation étendue à d'autres périodes de
l'année.
Finalement, le modèle sur lequel se base l'étude n'est pas tout à fait réaliste. Il suppose que les
habitations du micro-réseau sont toutes similaires, c'est-à-dire qu'elles sont toutes occupées par un
même type de consommateur. Dans la réalité, c'est loin d'être le cas. Il faut donc se poser la question
de savoir si la caractéristique du modèle utilisé amène à des conclusions favorables ou défavorables
par rapport aux objectifs recherchés.
19.1 Eﬀet des similarités
Dans le modèle développé, le micro-réseau est constitué de maisons similaires. Le résultat est
une probabilité accrue d'enclenchement des charges dans des tranches horaires similaires. Ce constat
risque clairement de créer des pics de puissance important, dont la gestion des charges se délectera.
Pour s'assurer de la cohérence d'une telle approche, la littérature permet de situer les résultats
obtenus en comparaison à un réseau intelligent à grande échelle.
La ﬁgure 19.1 est le résultat d'une analyse californienne réalisée auprès de 2500 personnes durant
un an et demi. Deux politiques diﬀérentes d'incitation à la consommation en heures creuses ont été
mises en oeuvre (pour plus de détail, cfr. [Faruqui et al.,2009]). Sur base des résultats obtenus, cette
étude a évalué le gain moyen d'écrêtement possible par rapport à la puissance maximale atteinte en
heure de pointe. De ces deux résultats, le plus eﬃcace permet une réduction de 13%. Cette réduction
est du même ordre de grandeur que celle obtenue lors de l'optimisation à long terme (13.1% cfr.
ﬁgure 15.3). La dynamique de simultanéité du modèle considéré dans l'étude semble ainsi reproduire
une image de la réalité.
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source : [Faruqui et al.,2009]
Figure 19.1  Résultats d'une campagne d'expérimentation : 2500 participants
19.2 Comment généraliser l'étude
La généralisation de l'étude commence par admettre plusieurs types de consommateurs diﬀé-
rents au sein du micro-réseau. En conservant la méthodologie Bottom-Up choisie par l'étude, une
première étape pourrait concerner uniquement les usages modélisés. Une généralisation plus impor-
tante admettrait ensuite d'autres types de charges. Si la généralisation se limite à la première étape,
il faut étendre le comportement des charges modélisées à une utilisation diﬀérente de celle qui a été
observée. Pour ce faire, il est nécessaire d'obtenir trois paramètres d'utilisation.
1. Le taux d'enclenchement journalier : il s'agit de déterminer le nombre d'enclenchements d'un
usage particulier lors d'une journée de simulation. Une distribution de probabilité doit être
établie à cet égard.
2. Les instants d'enclenchement : Comme il est expliqué et démontré dans la description du mo-
dèle, la consommation horaire moyenne (CHM) de l'usage calculée sur un temps relativement
long est un bon indicateur des instants d'enclenchement. Dès lors, si une statistique précise
des instants d'enclenchement n'est pas disponible, il est tout de même possible de modéliser
l'usage de manière cohérente au moyen de la CHM.
3. L'énergie ou le temps de chaque cycle : L'un de ces deux paramètres est suﬃsant à caractériser
l'entièreté d'un cycle particulier de l'usage à modéliser. Les autres caractéristiques du cycles
sont inclues au modèle et peuvent être déterminées sur base de l'énergie ou du temps du cycle
à modéliser.
C'est trois paramètres d'utilisation peuvent être obtenus suite à une étude comportementale
eﬀectuée dans d'autres types d'habitations. Or, la littérature regorge d'information à ce sujet. Le
rapport [REMODECE,2008] possède une base de donnée très importante concernant les moment
d'enclenchement (via les consommation horaire moyenne). Le rapport [ECUEL,1999] possède quant
à lui les données nécessaires à la caractérisation de l'énergie ou du temps de cycle et du taux
d'enclenchement journalier. Disposer des données sources de ces rapports induirait directement une
généralisation possible. En outre, l'implémentation en serait relativement rapide, car ces paramètres
d'utilisations sont justement les paramètres du modèle. Dans cette étude, le modèle fait l'hypothèse
qu'il n'existe aucune corrélation entre ces diﬀérents paramètres. Cela signiﬁe qu'il n'y a pas de
règle de fonctionnement pré-établie, telle que : Lorsqu'une plaque fonctionne le soir, l'énergie
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consommée lors d'une utilisation est toujours beaucoup plus élevée que lorsque la plaque est utilisé
le matin. Cette hypothèse est vériﬁable grâce à la matrice de pearson (cfr. modélisation du lave-
vaisselle). Les vériﬁcations ont été faites pour tous les usages modélisés dans cette étude et ont
permis de conﬁrmer l'hypothèse de non-corrélation.
Dans un second temps, si l'objectif de la généralisation est d'étendre la simulation sur une année
de consommation, des facteurs saisonniers doivent entrer en ligne de compte. Comme expliqué à la
section relative à la modélisation, ces facteurs sont disponibles dans la littérature ([ECUEL,1999]).
Il est ainsi aisé d'étendre la simulation à toute une année. Un obstacle est pourtant présent. La
distinction entre semaine et week-end n'est pas opérée dans la modélisation. Prendre en compte
cette distinction semble possible compte tenu de l'optique du travail. La solution serait d'utiliser
des paramètres d'utilisation diﬀérents selon que le jour de consommation à modéliser est en semaine
ou en période de week-end/jour férié/vacance. Un facteur week-end similaire au facteur saisonnier
pourrait être également développé, suite à une étude des diﬀérences principales entre la consom-
mation des périodes de semaine et de week-end. Cela est possible après une campagne de mesure
suﬃsamment longue (plusieurs mois au minimum) ou à partir de la littérature.
Figure 19.2  Variations saisonnière et semaine/weekend
Enﬁn, si le but est d'étendre l'analyse à d'autres secteurs d'activité, il faut impérativement revoir
le modèle de base. La méthodologie peut être conservée telle quelle, car il est possible de l'appliquer
à n'importe quel contexte. Cependant, les charges présentes dans les diﬀérents contextes à analyser
doivent être inclues au modèle, et être donc décrites de manière similaire à ce qui a été fait dans le
contexte considéré par l'étude.
19.3 Contexte d'intérêt à l'application du Smart-Grid
Les diﬀérents contextes qui pourraient avoir un intérêt particulier sont énoncés ci-après.
19.3.1 Micro-réseau isolé
Le micro-réseau considéré dans cette étude est inter-connecté avec un réseau extérieur robuste.
Un cas très intéressant concernant la gestion de charge consiste à analyser un micro-réseau fonc-
tionnant de manière tout à fait autonome, et isolé par rapport à l'extérieur. Ce réseau est muni de
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moyens de production et de stockage. Le dimensionnement des installations de stockage pourrait
être revu à la baisse, grâce aux résultats de la gestion. En outre, les contraintes respectives aux
usages présents dans le réseau devraient être réduites aﬁn de permettre plus de ﬂexibilité. Cela
oﬀre la possibilité d'améliorer les résultats relatifs à la gestion, et d'obtenir un gain économique
supplémentaire non-négligeable par rapport à la réduction des dispositifs de stockage.
19.3.2 Les véhicules électriques
Un cas très intéressant d'échelonnement des charges est celui qui considère la présence, en masse,
de véhicules électriques au sein du micro-réseau. Ceux-ci peuvent être considérés à la fois source
de consommation (i.e. lors de la mise en charge des batteries) mais aussi de production (i.e. il est
possible d'utiliser certaines de ces batteries à des ﬁn de stockage d'énergie).
Ainsi, l'échelonnement des mises en charge permettrait un aplanissement très clair de la courbe
de charge globale du micro-réseau. Aﬁn d'assurer une ﬂexibilité maximale à ces mises en charge, il
est opportun de poser quelques hypothèses. Parmi les désagréments perçus par les utilisateurs, l'un
d'entre eux est impossible à contourner : l'urgence. Une voiture doit obligatoirement permettre à
ses utilisateurs de pouvoir parcourir une distance critique à tout instant de la journée (i.e. chemin
jusqu'à l'hopital, au travail, à l'école,...). Ainsi, compte tenu de cette contrainte, il sera sans doute
impératif de prévoir un jeu de batteries de rechange pour le véhicule. Expliquons ce principe.
Dès le retour du véhicule, la borne intelligente permet la gestion de la mise en charge des bat-
teries. Si ces batteries sont presque vides, le critère d'urgence à respecter impose la mise en charge
directe du véhicule. Or, selon le contexte correspondant à cette mise en charge, les batteries peuvent
être considérées par le réseau comme des charges gênantes (e.g. consommation en heure de pointe,...).
Une alternative consiste à disposer d'un jeu de batteries de rechange. La borne intelligente permet
alors d'assurer qu'un de ces deux jeux réponde au critère d'urgence. Au retour du véhicule, le jeu
venant d'être utilisé est remplacé, au besoin, par le jeu de rechange. Ce dernier a l'assurance d'être
chargé à son niveau maximal dans les 24h qui suive sa connexion à la borne intelligente. Ainsi, il
est possible d'étaler les mises en charge sur une journée entière pour chaque jeu de batterie tout en
assurant à l'utilisateur de pouvoir repartir directement avec son véhicule.
On peut présager que les résultats obtenus par une gestion de la mise en charge dans ce contexte
seraient assez proches de ceux obtenus dans l'optimisation à long-terme. Cela laisse imaginer le
gain en terme d'actualisation des infrastructures de réseaux. En eﬀet, l'impact de l'arrivée en masse
des véhicules électriques est une menace très claire pour les infrastructures actuelles (i.e. non-
suﬃsamment résistantes que pour assurer une mise en charge non-contrôlée). Les bornes intelligentes
et le concept de jeu de rechange consistent peut-être en un optimum économique et environnemental
par rapport à cette problématique. Une étude poussée sur ce sujet serait donc bienvenue pour
conﬁrmer cette intuition. Il faut toutefois noter que les 600kg de batteries propres à chaque jeu
risquent de poser problème à l'utilisateur lors de l'échange quotidien (i.e. gare au lumbago).
19.3.3 Réseaux industriels
Par rapport à une généralisation à d'autres secteurs d'activité, il faut citer le secteur industriel.
Deux remarques doivent être faite par rapport à cela.
Charges spéciﬁques et optimisation court terme
Les réseaux industriels comprennent des charges tout à fait spéciﬁques. Du plus simple des mo-
teurs, en passant par une chaine de production complexe, ces charges peuvent être caractérisées
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par une très grande puissance et/ou énergie consommée. La gestion de telles charges est d'ailleurs
requise dans le réseau actuel pour certains cas extrêmes. Une optimisation duale, eﬀectuée en si-
multané avec les autres charges du réseau industriel (utilitaire de bureau,...) pourrait avoir de gros
avantages.
Complémentarité avec le secteur résidentiel
Le secteur industriel possède une consommation dont le proﬁl est assez complémentaire au
proﬁl résidentiel. Les heures de pointe de consommation sont observables durant la journée, alors
que le secteur résidentiel voit ses pics se produire plutôt en soirée. Il existe donc une certaine
complémentarité entre ces secteurs. C'est pour cette raison qu'une analyse d'un micro-réseau de type
industriel est d'un intérêt indéniable. En outre, il serait possible d'utiliser la complémentarité des
secteurs en considérant les deux micro-réseaux industriel et résidentiel simultanément. Les critères
d'admission des charges dans l'optimisation pourraient être liés à la charge globale du réseau formé
de ces deux micro-réseaux.
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Chapitre 20
Stratégies de gestion élaborées
Quelques perspectives futures peuvent être citées concernant la gestion des charges. Dans cette
étude, les algorithmes de gestion ont été développés de manière quasi-empirique, compte tenu des
résultats successifs obtenus et de quelques références bibliographiques intéressantes. Il existe pour-
tant un contexte mathématique utilisable pour déterminer diﬀérentes règles de décisions possibles.
Cette théorie mathématique est implémentée dans des contextes tels que les réseaux de télécommu-
nication.
20.1 Intérêt de la modélisation
Une remarque importante doit être faite concernant l'intérêt de modéliser les charges, comme il
a été fait dans cette étude. Si cette modélisation est eﬀectuée de manière cohérente à la réalité, il
existe un avantage important à pouvoir simuler les charges.
A chaque simulation, il est possible de déterminer avec précision les instants de démarrage des
cycles, sur des périodes aussi grandes que souhaité. Ainsi, en quelques secondes, la simulation per-
met de générer la consommation de tous les usages d'une habitation. En plus, le modèle permet
d'inclure les puissances consommées par les appareils et les instants d'enclenchement respectifs à
chacune de leurs utilisations. Eﬀectuer le travail de détection de ces cycles dans des données brutes
expérimentales relève d'un travail gigantesque, surtout si l'expérimentation s'étale sur une longue
période. Ces données ne sont, en eﬀet, jamais à l'abris d'un défaut dans leur acquisition. Cela impose
à une vériﬁcation scrupuleuse des résultats produits par la détection. Ce processus de vériﬁcation
se fait généralement à l'oeil nu et demande une grande concentration. C'est un travail très long et
laborieux. La modélisation permet d'eﬀectuer ce travail en quelques clics. C'est un avantage indé-
niable si on désire obtenir un grand nombre de données en un temps record.
20.2 Stratégies d'optimisation supplémentaires
Par rapport au contexte de l'étude, il existe beaucoup d'autres stratégies d'optimisation qui
pourraient être envisagées dans l'optimisation. Particulièrement, l'optimisation court-terme souﬀre
d'un manque de théorisation. Pour arriver à des résultats mathématiquement intéressants, il est
nécessaire de faire appel à des théories d'optimisation prédictives s'inscrivant dans un cadre de
processus stochastique. En eﬀet, la courbe de charge d'un micro-réseau peut être vue comme le
résultat d'un processus stochastique représentatif des enclenchements aléatoires des charges. L'op-
timisation prédictive doit prendre en compte la consommation passée et présente pour évaluer la
demande future (à l'échelle de la seconde). Ainsi, des règles de décisions optimisant l'enclenchement
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des charges en attente peuvent être considérées. Elles devraient, de part leur caractère adaptatif,
être plus eﬃciente que les stratégies considérées dans cette étude.
20.2.1 Parallèle au monde des télécommunication
La dynamique de gestion des charges est assez similaire à certaines problématiques se présentant
dans le domaine des télécommunications. Plus précisément, l'octroi de débit d'information entre dif-
férents utilisateurs d'un réseau de télécommunication ressemble fortement à l'admission des charges
demandant l'activation. Dans le monde des télécoms, il existe des types de contrainte semblables à
ceux développés dans cette étude. Le temps de décalage admis au démarrage d'une charge électrique
peut être comparé à la priorité allouée aux diﬀérents types d'information à envoyer (signal vidéo,
texte,...). Compte tenu de la taille totale des ﬁchiers à envoyer, du débit résiduel total encore libre à
l'échange et des priorités accordées aux utilisateurs, un choix de répartition des débits de transfert
de l'information est fait par le gestionnaire du réseau. Il existe une littérature abondante à ce sujet.
Malgré cela, les connaissances préalables à maitriser pour pouvoir utiliser ces théories sont im-
portantes. Le travail d'un spécialiste pourrait être nécessaire durant plusieurs mois pour pouvoir
déterminer de manière précise, mathématiquement parlant, la dynamique du système, ainsi que les
meilleures règles de décision à considérer.
Il s'agit là d'une jolie perspective à cette étude.
20.2.2 Les décalages internes aux cycles
Il existe un deuxième point sur lequel les stratégies développées dans cette étude ont peu insisté.
Il existe souvent, à l'intérieur des cycles de fonctionnement des usages, des phases intermédiaire.
Par exemple, on citera les nombreuses alternances observable dans le fonctionnement des plaques
de cuisson ou du four. La ﬁgure 20.1 permet de s'en rendre compte.
Figure 20.1  Indices de décalage internes aux cycles
Cette ﬁgure montre le résultat d'une simulation d'un cycle de l'usage four. Le graphique supé-
rieur représente la courbe de charge de l'usage. Directement sous cette courbe, un vecteur ternaire
(valeurs possibles 0, 1 et 2) permet de situer les instants d'enclenchement du cycle (valeur 2) ou des
alternances internes au cycle (valeur 1). Le graphique du dessous est un vecteur binaire (1 ou 0)
qui spéciﬁe le temps d'arrêts du cycle. C'est par ce biais que les décalages des cycles sont possibles
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lors de la gestion des charges. Dès que le démarrage d'un cycle est identiﬁé (valeur 2 du vecteur
démarrage), la gestion admet la charge ou la décale de quelques secondes. Seul le cycle concerné
doit être eﬀectivement décalé. Le vecteur de ﬁn de cycle permet d'identiﬁer quelle partie exacte de
la courbe de charge de l'usage doit être décalée (i.e. la partie qui correspond exactement au cycle),
sans toucher au reste. Comme on le voit sur la ﬁgure, les autres alternances sont aussi repérées au
moyen du vecteur démarrage (valeur 1). Ainsi, il est possible d'eﬀectuer les mêmes stratégies que
celles développées dans l'étude, en considérant qu'il est possible de décaler également les alternances
internes de quelques secondes.
Avantage
L'avantage d'une telle démarche est assez peu évident à priori. Diﬀérentes remarques doivent
être faites avant de pouvoir évaluer cet avantage.
1. Flexibilité accrue : la ﬂexibilité introduite par le décalage potentiel des alternances est non
négligeable. La maitrise des alternances rend le régulateur maitre du moindre détail de son
réseau. La moindre variation de puissance est contrôlable en théorie.
2. Contraintes drastiques : Les contraintes relatives aux décalages maximums admissibles
pour les alternances sont très strictes : une à deux secondes sont acceptables. L'hypothèse est
faite le décalage doit s'y limiter sous peine de détériorer le fonctionnement originel du four
(ou de tout autre usage qui possède des phases internes à décaler).
L'avantage apporté par de tels décalages est très diﬃcile à quantiﬁer. La complexité accrue ame-
née par un plus grand nombre de charge (ou d'alternance) en attente simultanément demande une
attention particulière. Il faut ainsi développer des algorithmes de gestion plus complexes, pouvant
diﬀérencier les démarrages eﬀectifs des cycles et les instants de démarrage des phases de fonction-
nement internes à ces cycles. Notons également que l'énergie consommée peut augmenter lorsqu'on
décide de décaler certaines phases de fonctionnement internes. En eﬀet, lors d'un décalage de ce
type, la charge est mise en standby, dans l'état où elle se trouvait avant la demande de démarrage
de la nouvelle phase. Or, la puissance consommée est parfois non-nulle durant ces phases d'attente.
Bref, ce type de décalage est non seulement complexe, mais en plus assez défavorable au point
de vue de l'énergie consommée. Il faudrait donc une analyse très poussée pour pouvoir déterminer
l'avantage réel introduit par une dynamique de gestion de ce type.
Note sur l'implémentation pratique
Outre l'aspect résultat, il faut également réﬂéchir sur l'implémentation pratique d'un tel concept.
Ce concept pourrait être implémenté directement dans les appareils où aucune régulation électro-
nique n'a lieu. Dans les autres usages, il est absolument nécessaire de recourir à une interface de
communication avec le dispositif. Cette interface doit se superposer à la régulation e l'usage en ques-
tion. Les investissements imposés par une telle implémentation sont certainement assez élevés. Il est
donc peu probable qu'une technologie de ce genre voie le jour de manière rapide et internationale
(besoin de standardisation,...).
Au bilan, ces décalages supplémentaires devraient donc introduire un avantage minime par
rapport aux désavantages introduits, et par rapport aux gains déjà établis dans les stratégies de
court et long terme envisagées dans cette étude.
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Chapitre 21
Conclusion générale
Souvenez-vous...
Le but de l'étude est de prouver [...] qu'il existe un intérêt à gérer les charges présentes
au sein d'un micro-réseau. Si tel est le cas, le développement du smart grid est possible
dès à présent dans n'importe quel lieu où la volonté d'entreprendre est suﬃsante.
Sous certaines hypothèses, cette étude a démontré l'intérêt technique, énergétique et environne-
mental direct qui serait dégagé d'une gestion active des charges lorsqu'elle est eﬀectuée sur un réseau
d'échelle relativement petite. De nombreuses études avaient déjà pu démontrer le potentiel tech-
nique et économique du réseau intelligent à grande échelle : réduction des coûts de production,
sécurité accrue, diminution des émissions de CO2, taux de maintenance des infrastructures revu à
la baisse, etc.
Grâce à cette étude, il devient clair que le smart grid possède techniquement parlant toutes les
raisons de voir son développement débuter dès aujourd'hui, et ce même à partir de petits réseaux
auto-contrôlés. Cette dynamique de développement possède l'énorme avantage de pouvoir s'eﬀectuer
de manière progressive, tout en assurant un bénéﬁce net à chaque évolution. Le bilan économique
total à eﬀectuer possède toutes les raisons de mener à un constat similaire.
Aﬁn de favoriser une telle dynamique, le régulateur du réseau devra endosser un nouveau rôle.
La régulation doit permettre à un processus win-win d'être mis en place entre acteurs du smart
grid. Ceux-ci rassemblent les producteurs, gestionnaires, et consommateurs actuels. Le régulateur
et la législation possèdent un rôle crucial pour que le smart grid ne devienne pas l'instrument d'une
course à la réduction des coûts mais qu'il reste l'outil d'une meilleure utilisation de l'énergie.
La solution réside en un contrat de conﬁance mutuel établi entre les acteurs du réseau. Dans
cette jungle économique, il n'y a pas de conﬁance sans contrainte. Les liens les plus forts sont ceux
qui sont les plus diﬃciles à rompre. La solution viendra de l'instauration par le régulateur de dé-
pendances bidirectionnelles entre les diﬀérents acteurs. Celles-ci permettront d'arriver à l'optimum
recherché. Le producteur aura besoin du consommateur s'il veut réduire ses coûts, et réciproque-
ment, le consommateur percevra un réel avantage ﬁnancier à étaler sa consommation électrique
dans la journée.
Il faut parier que cette dépendance sera le gage d'une constante envie d'amélioration à chaque
extrémité du lien. Si d'aventure le choix du smart grid en Belgique était un pas de plus vers
les objectifs européens de 2020, cette dynamique doit être instaurée sans plus attendre... A bon
entendeur !
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Annexe A
A.1 Capteurs
Les datasheet des capteurs utilisés lors de l'acquisition sont présentées ici.
Current Transducer LTS 15-NP
For the electronic measurement of currents : DC, AC, pulsed, mixed,
with a galvanic isolation between the primary circuit (high power)
and the secondary circuit (electronic circuit).
Electrical data
IPN Primary nominal r.m.s. current 15 At
IP Primary current, measuring range 0 .. ± 45 At
VOUT Analog output voltage @ IP 2.5  ± (0.625·IP/IPN) V
IP = 0 2.5 
1) V
N S Number of secondary turns (± 0.1 %) 2000
R L Load resistance ³ 2 kW
R IM Internal measuring resistance (± 0.5 %) 83.33  W
TCR IM Thermal drift of R IM < 50 ppm/K
VC Supply  voltage (± 5 %) 5 V
IC Current consumption @ VC = 5 V Typ 23 + IS
2)
 + (VOUT/RL)m A
Vd R.m.s. voltage for AC isolation test, 50/60 Hz, 1 mn 3 k V
Ve R.m.s. voltage for partial discharge extinction @ 10 pC > 1.5 kV
Vw Impulse withstand voltage 1.2/50 µs > 8 kV
Accuracy - Dynamic performance data
X Accuracy @ IPN , TA = 25°C ± 0.2 %
Accuracy with R IM @ IPN , TA = 25°C ± 0.7 %
eL Linearity < 0.1 %
Typ Max
TCVOUT Thermal drift of VOUT @ IP = 0 - 10°C .. + 85°C 100 150 ppm/K
TCe G Thermal drift of the gain - 10°C .. + 85°C   50 3) ppm/K
VOM Residual voltage @ IP = 0, after an overload of 3 x IPN ± 0.5 mV
5 x IPN ± 2.0 mV
10 x IPN ± 2.0 mV
tra Reaction time @ 10 % of IPN < 50 ns
t r Response time @ 90 % of IPN < 400 ns
di/dt di/dt accurately followed > 35 A/µs
f Frequency bandwidth (0 .. - 0.5 dB) DC .. 100 kHz
(- 0.5 .. 1 dB) DC .. 200 kHz
General data
TA Ambient operating temperature - 10 .. + 85 °C
TS Ambient storage temperature - 25 .. + 100 °C
Insulating material group III a
m Mass 10 g
Standards EN 50178
EN 60950
Notes : 1) Absolute value @ TA = 25°C,  2.475 < VOUT < 2.525
2) Please see the operation principle on the other side
3) Only due to TCR IM.
Features
· Closed loop (compensated) multi-
range current transducer using the
Hall effect
· Unipolar voltage supply
· Compact design for PCB mounting
· Insulated plastic case recognized
according to UL 94-V0
· Incorporated measuring resistance
· Extended measuring range.
Advantages
· Excellent accuracy
· Very good linearity
· Very low temperature drift
· Optimized response time
· Wide frequency bandwidth
· No insertion losses
· High immunity to external
interference
· Current overload capability.
Applications
· AC variable speed drives and servo
motor drives
· Static converters for DC motor drives
· Battery supplied applications
· Uninterruptible Power Supplies (UPS)
· Switched Mode Power Supplies (SMPS)
· Power supplies for welding
applications.
Copyright protected.
IPN   =   5 - 7.5 - 15  A
001208/4
LEM  Components w w w.lem.com
Figure A.1  Datasheet du LTS-15NP
185
UCL Travail de ﬁn d'étude 18 juin 2010
Figure A.2  Datasheet du La55-p
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A.2 Étalonnage
Aﬁn d'assurer une précision maximum, un étalonnage des capteurs fut réalisé en laboratoire.
Celui-ci consistait à trouver la relation réelle entre tension de sortie des capteurs et la valeur mesurée
respective.
La ﬁgure A.3 illustre le schéma électrique eﬀectué.
Figure A.3  Schéma de l'étalonnage des capteurs
Le montage est décomposé en plusieurs composants distincts :
 Les transformateurs (Tr) : Les trois transformateurs ont des fonctions diﬀérentes. 'Tr1' est un
transformateur variable qui va permettre de choisir le courant traversant la résistance('R1').
'Tr2' permet d'augmenter la valeur de courant traversant l'ampèremètre(A) aﬁn d'augmenter
la précision de la lecture. Enﬁn, 'Tr3' permet une isolation galvanique du circuit par rapport
au réseau, sans modiﬁcation de tension.
 'AIn' : 'AIn' représente les valeurs de courants mesurés par les n capteurs à étalonner.
 'AI0' : 'AI0' représente la mesure de tension faite par le système d'acquisition. Elle correspond
à la sortie d'un petit transformateur connecté à l'entrée AI0 de la carte d'acquisition.
 L'ampèremètre (A) : Il permet la mesure de courant par un appareil analogique. Cette mesure
est ensuite comparée à celle donnée par le système d'acquisition ('AIn').
 Le voltmètre (V) : Même principe que pour l'ampèremètre, il permet la comparaison entre la
tension du réseau ('Vrés') et sa mesure ('AI0).
 Le Wattmètre (W) : Il permet la lecture du produit V*I.
La méthodologie suivie pour l'étalonnage est la suivante : le transformateur 'Tr1' permet d'im-
poser le passage d'un courant choisi dans le capteur ('AIn'). Ce courant stabilisé puis mesuré par
(A), on regarde la valeur fournie à l'ordinateur par le capteur 'AIn'. Le rapport entre ces deux
grandeurs donne alors un facteur correctif (fc) qui est introduit dans le programme 'Labview' aﬁn
d'obtenir une lecture à l'écran correcte.
fc =
′AIn′
A
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La même opération est eﬀectuée pour les 16 capteurs. Les données obtenues sont représentées
dans le tableau suivant :
capteur n Voltmètre ('V') Tension mesurée ('AI0') facteur correctif
0 230 V 4.83 V 47.619
capteur n Ampèremètre ('A') Courant mesuré ('AIn') facteur correctif
1 0.85 0.0354 24.011
2 0.85 0.0376 22.606
3 0.85 0.0370 22.973
4 0.85 0.0356 23.876
5 0.85 0.0373 22.788
6 0.85 0.0363 23.416
7 0.85 0.0355 23.944
8 0.95 0.0413 23.002
9 0.95 0.0405 23.457
10 0.95 0.0410 23.171
11 0.95 0.0418 22.727
12 0.95 0.0407 23.342
13 0.95 0.0411 23.114
14 0.95 0.0934 10.171
15 0.95 0.094 10.106
Figure A.4  Valeurs mesurées permettant l'étalonnage des capteurs de courant
A.3 Usages de la maison
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Usages Modèle Pnom[W] Capteur n
Électroménagers
(cuisine) :
Four 'Whirlpool AKZ 668' 3000 13
Micro-ondes 'Home Carrefour
HMG238EL'
1250 6
Lave vaisselle 'Miele Nr 07218550' - 5
Taque électrique 'Tefal type 1710 série 2' 2000 4
Bouilloire 'Philips' 2000 7
Frigo 'Samsung No Frost RL
41 WCPS'
1
Hotte 'Campanas Exaustor
ZH6022'
- 14
Senseo 'Philips HD7812 ' 1450 14
Toaster 'Philips HD2611' - 14
Électroménagers
(Divers) :
Aspirateur 'CycloVac DL 210SV ' 2088 3
Congélateur 'Zanker' 110 2
Machine à laver 'AEG Lavamat 74650
LE'
9
Séchoir 'Zanker AT 1015' 2600 9
Multimédias : Ordinateur 'Fixe' Packard Bell - 14 (général)
Ordinateur portable Toshiba L300 80 14 (général)
TV 'Panasonic LCD TX
20LA70F'
52 14 (général)
DVD 'Philips DVP3260' <10 14 (général)
Fax 'Brother' 70 14 (général)
Wiﬁ Philips SNA 6500 14 (général)
Imprimante Hp Photosmart C4500
All-in-one
20 14 (général)
Eclairage : halogènes 2*40W +6*50W 380 8,10,15
incandescence 28W + 3*50W +
4*60W + 3*100W
718 8,10,15
ﬂuo-compact 4*7W + 5*11W 83 8,10,15
Néon 2*8W+2*13W+3*28W 128 8,10,15
Autres : Auxiliaires chaudières 'Budérus Logamax plus
GB142'
12
Pompe d'eau pluie 'Maxilent A36' 3
Divers 'chargeurs de gsm,
brosse à dents élec-
trique, réveil,...'
- 14(général)
Figure A.5  Ensemble des Consommateurs de la maison considérée
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A.4 Plan de la maison
Figure A.6  Plan de la maison étudiée ( source : Quentin Saussez)
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Annexe B
B.1
 
 
 
 
 
  
 
 
 
 
 
 Module Type 180 Wp 190 Wp 200 Wp 
Cell characteristics 
Cell type  Multi crystalline silicon 
Cell strings 1 
N° of cells and connections 54 
Cell dimensions 156 mm square 
Module characteristics 
Electro-Optical characteristics  
(Irradiance 1000W/m2,  Module Temperature 25°C , spectrum AM 1.5) 
Peak power (Pmpp)  180 Wp 190 Wp 200 Wp 
Peak power voltage (Vmpp) 25.80 V 26.20 V 26.70 V 
Peak power current (Impp) 6.98 A 7.26 A 7.49 A 
Open circuit voltage (Voc) 32.20 V 32.40 V 32.80 V 
Short circuit current (Isc) 7.85 A 8.00 A 8.25 A 
Encapsulated cell efficiency 13.7 % 14.5 % 15.2 % 
Maximum system voltage 1000 V 
Power tolerance +/-3% 
Temperature coefficients 
Open Circuit voltage (Voc) -0.107 V/°C 
Short Circuit current  (Isc) 5.5 mA/°C 
Physical characteristics 
Dimensions  1492mm x 994mm x 50mm 
Weight 18.2 kg 
Output Terminal Lead wire with waterproof connector 
Peak power warranty  12 years  ≥ 90% of minimal guaranteed power  25 years  ≥ 80% of minimal guaranteed power 
Temperature ratings -40 to + 90 °C operating temperature -40 to + 90 °C storage temperature 
Data sheet 
MITHRAS MODULE 
Current-Voltage Characteristic
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Photovoltech nv-sa 
Industrial Area West -Grijpen - Grijpenlaan 18 - 3300 Tienen - BELGIUM 
Tel.: +32 16 805 854 - Fax: +32 16 805 905 - www.photovoltech.be Rev.A 
Figure B.1  Datasheet Eolienne Fortis Montana
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B.2
Fortis Montana 5.8 kW wind turbine
Wind Wind Rated Output Inverter Delivered
Technical Specificationsspeed speed power power efficiency power
(m/s) (mph) (%)
1 2.2 0.00 0.00 0% 0.00 Rotor diameter 16.4 ft (5.0 m)
2 4.5 0.00 0.00 0% 0.00 Peak rated power 5.8 kW @ 38 mph (17 m/s)
3 6.7 0.10 0.08 55% 0.04 Number of blades 3
4 8.9 0.20 0.16 75% 0.12 Length of blades 7.7 ft (2.35 m)
5 11.2 0.40 0.32 88% 0.28 Swept area 211 ft² (19.63 m²)
6 13.4 0.70 0.56 92% 0.52 Blade profile NACA 4415
7 15.7 1.10 0.88 93% 0.82 Blade manufacturer Fortis Windenergy
8 17.9 1.50 1.20 94% 1.13 Blade material Fiberglass­reinforced epoxy
9 20.1 2.00 1.60 94% 1.50 Rated speed 450 rpm (max)
10 22.4 2.60 2.08 94% 1.96 Blade rotation Clockwise (viewed upwind of turbine, from hub toward tail vane)
11 24.6 3.30 2.64 93% 2.46 Rotor axis angle 10°
12 26.8 3.90 3.12 93% 2.90 Cone angle 0°
13 29.1 4.40 3.52 92% 3.24 Pitch control & hub design Fixed pitch, Rigid hub
14 31.3 4.90 3.92 92% 3.61 Generator Permanent magnet alternator
15 33.6 5.40 4.32 92% 3.97 Battery­charging option 48 VDC (nominal)
16 35.8 5.60 4.48 92% 4.12 Grid connection option
17 38.0 5.80 4.64 92% 4.27 Braking system Mechanical furling: inclined­hinge tail vane + Electrical braking: alternator output
18 40.3 5.60 4.48 92% 4.12 Yaw control Passive alignment by tail vane
19 42.5 5.40 4.32 92% 3.97 Towers Guyed­lattice, free­standing lattice or monopole
20 44.7 4.90 3.92 92% 3.61 Total weight 440 lb (200 kg)
21 47.0 4.50 3.60 92% 3.31 Generator weight 242 lb (110 kg)
22 49.2 4.00 3.20 93% 2.98 Blade weight 66 lb (30 kg)
23 51.4 3.70 2.96 93% 2.75 Tail + frame weight 79 lb (36 kg)
24 53.7 3.60 2.88 93% 2.68 Load controller Unregulated AC in from turbine, regulated DC out to inverter, battery or diversion load
25 55.9 3.70 2.96 93% 2.75 Inverter(s)
Assumptions and Comments:
(3) Output Power (DC kW) is reduced from Rated Power (DC kW)  by the value of TF.
(4) Delivered Power (AC kW) is the product of Output Power (DC kW) and Inverter Efficiency.
(DC kW ) (DC kW ▼) (AC kW ▲)
1Ø 240VAC or 3Ø 208VAC line­to­line or 3Ø 277VAC line­to­neutral
SMA WindyBoy
(1) Turbulence Factor (TF) = 20%.  TF assumes a roughness length of 0.4, which is typical for rural terrain in central New York.  This is a relatively high value compared to many other locations in the U.S.  
An excellent description of roughness length values for various types of terrain can be found on the website of the Danish Wind Energy Association.  TF is a function of both roughness length and wind 
shear (and therefore varies with tower height).
(2) Rated Power (DC kW) is taken from the turbine power curve published by Fortis Windenergy in the Netherlands.  Fortis America is conducting independent data collection from turbines sited in central 
New York and will publish these data as they become available.
(5) Inverters configured as (2) grid­connected SMA WindyBoy 2.5kW units operating in parallel.  Other configurations are possible which may be more (or less) efficient.
(6) Performance calculation spreadsheets which estimate energy production from Fortis wind turbines under a wide range of conditions are available from Fortis America.
Fortis America LLC, 102 Cherry Street, Ithaca NY 14850 | 607.277.1770 | fortiswindenergy.us
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Figure B.2  Datasheet Eolienne Fortis Montana
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