Online Peer to Peer Lending (P2PL) systems connect lenders and borrowers directly, thereby making it convenient to borrow and lend money without intermediaries such as banks. Many recommendation systems have been developed for lenders to achieve higher interest rates and avoid defaulting loans. However, there has not been much research in developing recommendation systems to help borrowers make wise decisions. On P2PL platforms, borrowers can either apply for bidding loans, where the interest rate is determined by lenders bidding on a loan or traditional loans where the P2PL platform determines the interest rate. Different borrower grades -determining the credit worthiness of borrowers get different interest rates via these two mechanisms. Hence, it is essential to determine which type of loans borrowers should apply for. In this paper, we build a recommendation system that recommends to any new borrower the type of loan they should apply for. Using our recommendation system, any borrower can achieve lowered interest rates with a higher likelihood of getting funded.
INTRODUCTION
The development of electronic commerce has lead to a burgeoning growth in online Peer to Peer Lending (P2PL) system. P2PL system is a micro financing platform, which is rising as an alternative to traditional financial lenders such as banks. There are two main participants in P2PL systems: borrowers and lenders. On the one side, borrowers apply for loans. On the other side, lenders can view the characteristics of the borrowers/loans and decide, which loans they should invest in. In recent years, a great deal of research has gone Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. WI '19, October 14-17, 2019, Thessaloniki, Greece © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6934-3/19/10. . . $15.00 https://doi.org/10.1145/3350546.3352528 Table 1 : Average interest rates of traditional loans and bidding loans for borrowers with the same characteristics. Table 2 : T-test between the interest rates of traditional loans and bidding loans for each grade, with null hypothesis that they have the same mean value. into developing recommendation systems to help lenders [7, 14] achieve high returns with low risk of defaults. However, there has not been much research into developing recommendation systems to advice borrowers. In particular, the main objective from borrower's perspective is getting funded with the lowest interest rate payable. We build a recommendation framework for borrowers to help them borrow with lower interest rates and increased likelihood of getting funded on P2PL platforms in this paper. From the borrower's perspective, there are two essential questions that need to be considered when applying for loans: 1 ○ will the loan be funded successfully? 2 ○ What is the lowest obtainable interest rate? Online P2PL platforms do not help borrowers with these two questions, but rather give the borrowers a choice to select from different types of loans that they can apply for. On online P2PL platforms 1 , the two main types of loans are: 1 ○ Traditional loan: based on the borrower's personal information, P2PL platforms decide the interest rate for each borrower's loan. Next, the P2PL platforms put the loan online for a certain period for lenders to fund the loan. 2 ○ Bidding loan: first and foremost, borrowers themselves decide the maximum interest rate they are willing to pay. Then P2PL platforms put the loan online and wait for lenders to bid on the loan, with the interest rate that they want. Table 1 shows the interest rates of traditional and bidding loans for each borrower grade along with their differences from Prosper (one of the largest P2PL platform in the world). A higher grade (e.g., AA) indicates lower likelihood of the borrower defaulting and a lower grade (e.g., HR) indicates higher likelihood of the borrower defaulting on their loan obligations. The T-test with the null-hypothesis that the traditional and bidding loans have the same mean value is shown in Table 2 . We can observe from Tables 1 and 2 that borrowers with credit grade A should apply for a traditional loan, while borrowers with lower credit grades C, D, E, and HR would achieve a lower interest rate payable when applying for bidding loans. Finally, borrowers with credit grade AA and B can either apply for bidding or traditional loans, since there is no significant statistical difference between the interest rates of bidding and traditional loans, for these grades. Especially for borrowers with HR grade, the interest rate payable, when applying for a bidding loan, is decreased by 8.3%. Hence, it is necessary for borrowers to decide, which types of loan should they apply for. Getting a lower interest rate is one borrower objective, the other objective is to actually get funded. Among a total of 12006 loans from the Prosper historical dataset, on average only 7.6% of all bidding loans get funded. The success of getting funded for different grades of bidding loans is shown in Table 3 . Thereby making it important for borrowers to make a wise choice when applying for a loan.
Our major contribution in this work is to build a recommendation system for borrowers on P2PL platform, which takes as input the historical loan data with the borrower's characteristic and outputs the decision on the types of loans they should apply for. Using our recommendation system, borrowers can achieve a reduced interest rate payable, with a higher chance of successfully getting the loan request funded. The overview of our proposed technique and key technical contributions are shown in Figure 1 . 1 ○ We filter the dataset and encode the categorical features to numerical ones. 2 ○ We do feature selection and build machine models to predict the interest rate for bidding and traditional loans. 3 ○ We do feature selection and build machine learning models to classify if a given borrower will succeed on the bidding loans. 4
○ We increase the chances of bidding loan being successfully funded by improving the positive sentiments in the textual description. 5
○ We compare the interest rate and success rate of traditional and bidding loans with the ideal case: 0% interest rate and 100% success rate. The one closest to the ideal case would be recommended as the loan type that the borrower should apply for.
The rest of the paper is organised as follows. Section 2 reviews and discusses the current state-of-the-art. Section 3 describes the details of the workflow of our proposed technique. The experimental results and quantitative comparison with the current state-of-theart technique is presented in Section 4. Finally, we conclude the paper and discuss the advantages and limitations of the proposed model in Section 5.
RELATED WORK
With the burgeoning growth of online P2PL marketplaces, a great deal of research has been proposed to guide lenders and borrowers to benefit from the P2PL system. From the lender's perspective, recent work in [12] compares different machine learning algorithms and finds that the best algorithm to predict the possibility of a loan/borrower defaulting is random forests. Another work in [9] studies the strategic herding behaviour in P2PL loan auctions and points out that the strategic herding behavior benefits bidders individually and collectively. Other works in [7] and [14] proposed recommendation systems for lenders that yield an investment portfolio with minimal risk of default along with maximum returns.
From a borrower's perspective, recent works in [10] and [1] study the role of identity claims constructed in narratives by borrowers, and reveals that as the number of identity claims in narratives increases, the likelihood of successful funding also increases. Another work in [8] studies the determinants of funding success in online P2PL communities and finds out that the most predominant predictors of loan's likelihood of being funded successfully are the extent of personal characteristics 2 provided by borrowers, and their credit grades. The work in [16] weighs the financial and social features of borrowers to determine their influence in the success of loan being funded. The most recent work in [3] explores temporal dynamics of loan listings and builds a regression model to predict likelihood of successful funding. However, this model can only yield high accuracy under the assumption that the bidding process on loans is already finished. Specifically, the work in [3] uses features called 'number of bids', that are recorded in historical dataset only after the bidding process is completed. We aim to help new borrowers to make good decisions on the types of loans to apply for. In turn, this means that features recorded after completion of bidding cannot be used in our problem setup. In this paper, we compare different machine learning algorithms with three feature selection techniques to improve the accuracy of prediction. Moreover, we also quantitatively compare our technique with the one proposed in [3] .
METHODOLOGY 3.1 Feature encoding and sentiment analysis
In this paper, we use two Prosper datasets. 1 ○ The traditional loan dataset, which contains 70,849 funded loans with 31 features and 1 response variable. 2 ○ The bidding loan dataset, which contains 12,006 bidding loans with 12 features with 2 response variables. The full details of data analysing and filtration, please refer to [15] . Both bidding and traditional dataset have several categorical features. These features need to be transferred to a numerical value, so that they can be used in machine learning algorithms like linear regression, Logistic Regression (LOGIT), etc.
In order to encode the categorical features, we use two most popular encoding techniques: binary encoding and ordinal encoding. However, neither binary encoding nor ordinal encoding is applicable when encoding the textual data, because textual description has meaning, which should be captured by the encoding technique.
To encode the textual feature, we do sentiment analysis. There are two popular types of sentiment analysis: 1 ○ classify the polarity of given text as positive, negative or neutral. 2 ○ Evaluate a given piece of text to a certain score. In this paper, we apply the second type of sentiment analysis to encode the text as numerical value. Specifically, we apply the sentiment analysis technique from VADER [11] , thereby encoding the text into numerical scores, which we call the sentiment score, ranging from -1 to 1. Here, 1 represents the most positive emotion and -1 repents the most negative emotion. An optimal sentiment score can help with getting the loan funded. The results comparing the likelihood of getting funded with varying sentiment scores are described in Section 4.3.
Machine learning models for interest rate
prediction, likelihood of getting funded, and feature selection
Recall that there are 31 features in the traditional dataset and 12 features in the bidding dataset . However, not all of these features are useful when predicting the interest rate and/or the success rate of getting funded. Moreover, the machine learning algorithms we use in this paper such as SVM and k-NN are sensitive to irrelevant features. Hence, it is necessary to do feature selection along with predicting the interest rates payable and the likelihood of getting funded.
In this paper, we compare three popular feature selection algorithms: 1 ○ forward selection, 2 ○ backward selection and 3 ○ recursive selection. To predict the interest rates of bidding and traditional loans, we choose four regression models to compare and select the best fitted model. These regression models include linear regression, Random Forest (RF), Support Vector Machine (SVM) and k-Nearest Neighbors (k-NN). Different from predicting the interest rates, we select four machine learning classifiers to predict the likelihood of a bidding loan getting funded. RF [6] , SVM [5] , and k-NN [4] are all applicable for classification and regression problem, we only replace linear regression with LOGIT [13] to be the fourth classifier. Again, we apply feature selection on each of the classifier and find the classifier that results in the highest accuracy. The results are described in Section 4.
The decision process to recommend the type of loan application
Our final goal is to help new borrowers decide, which type of loan they should apply for. The goal is to achieve the highest likelihood of successfully getting funded at the lowest interest rate payable.
To reach this goal, we first compute the interest rate payable and the likelihood of success using the models described in Section 3.2. The machine learning models output two tuples: (I t r ad , 0.81) 3 and (I bid , S bid ). We next compare these two tuples with the ideal case: (0, 1), where the first element of the tuple indicates 0% interest rate payable and the second indicates 100% likelihood of successfully getting funded. The final decision is made by comparing the Euclidean distance between each of the tuples obtained from the machine learning algorithms and the ideal case. We can formalise the approach as follows: 3 The work in [2] finds the success rate of getting funded for traditional loans is 81%. 
where | · | represents the Euclidean distance, and I, S ∈ R ≥0 represent the interest and success rates respectively.
EXPERIMENTAL RESULTS
In this section, a thorough comparison of the various techniques described in Section 3 is presented. All datasets used in this section are randomly split into a ratio of 80:20 for training and testing.
Interest rate payable prediction for traditional and bidding loans
In this section, we compare four machine learning regression models with feature selection techniques to predict the interest rates payable for both traditional and bidding loans. Since the response variable, interest rate, is continuous, the coefficient of determination R 2 is used to evaluate the accuracy of models for comparison purposes. Figure 2 illustrates the average performance of predicting the interest rates payable, for 5-fold Montecarlo cross validation runs, for traditional loans by applying linear regression, RF, SVM and k-NN with forward, backward and recursive feature selection. From Figure 2 , we can observe that under the same feature selection technique, RF always performs the best. In addition, RF with recursive selection achieves the highest coefficient of determination with value 0.96. Hence, we choose RF with recursive selection to be the best method to predict the interest rate of traditional loans.
Next, we predict the interest rates of bidding loans. Figure 3 illustrates the average performance of predicting the interest rates payable, for 5-fold Montecarlo cross validation runs, for bidding loans by applying linear regression, RF, SVM and k-NN with forward, backward and recursive feature selection. It can be observed from Figure 3 that under the same feature selection technique, RF performs best. The highest R 2 of 0.92 is achieved by applying RF with recursive feature selection. Therefore, we select RF with recursive feature selection as the preferred prediction model.
Predicting the success rate of funding bidding loans
In this section, we compare LOGIT, RF, SVM, and k-NN with forward, backward and recursive feature selection techniques to find the best classification model for predicting the success rates of getting funded for bidding loans. Since the response variable here is either funded or non-funded, we select the accuracy (recall rate) as the criterion to evaluate the goodness of fit of the model. Figure 4 shows the average accuracy, from amongst the 5-fold Montecarlo cross validation runs, of predicting the success of getting funded for bidding loans by applying LOGIT, RF, SVM and k-NN with forward, backward and recursive feature selection. From Figure 4 , it can be seen that with the same feature selection technique, RF has the best average accuracy. Therefore, to predict the success of getting funded of bidding loans as accurately as possible, we select the RF together with recursive feature selection as the preferred prediction model. Table 4 shows the confusion matrix of RF with recursive feature selection for a single Montecarlo run. We can observe that the false positives and false negatives are small compared to the true positives and the true negatives. Specifically, the true positive rate is 93% and the true negative rate is 90%. These results validate that our proposed model is reliable when predicting the success of getting funded for bidding loans. To verify that the proposed technique is better than the current state-of-art model [3] , we randomly split the bidding dataset 1816 loans (908 funded and non-funded loans) to training and testing dataset with ratio of 80:20. Then we train the RF model with recursive feature selection and the current stateof-the-art model on the training dataset (1452 loans) and test on Table 5 . We can observe from Table 5 that our proposed model has 0.91 accuracy, which is 0.24 (24%) higher than the current state-of-theart technique. Hence, we can state that the RF technique with the recursive feature selection algorithm outperforms the current stateof-the-art technique (as proposed in [3] ).
Impact of sentiment score
In this section we apply the sentiment analysis technique from VADER [11] on the bidding dataset and study the impact of raising the sentiment score on the likelihood of getting funded for bidding loans. Recall that RF with recursive feature selection is the best model to predict the success rate of getting funded for bidding loans. Figure 5 gives the feature importances of the nine features selected by RF with recursive feature selection technique, and we can observe that sentiment score is the 6 th most influential feature. The selection of sentiment score, as a predictor, indicates that the emotion of texts written by borrowers does impact the success rate of getting funded when applying for bidding loans. We want to observe if crafting the "description" for borrowing can help improve the overall success rate of getting funded. In order to do so, we control the sentiment score of all 11,098 non-funded loans, from the bidding dataset, from -1 to 1 and then apply the proposed success rate prediction model to see how many of them will become funded. Figure 6 shows the number of funded loans by changing the sentiment score. We can observe that by changing the sentiment score to anywhere between (0.45, 0.70), around 800 nonfunded loans are transferred to funded. In addition, when sentiment score equals 0.68, the maximum number of loans (856) get funded. These results indicate that borrower' should write the description with a more positive sentiment. Table 6 compares the number of originally funded loans in the bidding dataset and the new dataset obtained by changing the sentiment score to a positive value. It can be observed that the number of funded loans in the resultant dataset is about twice that Figure 6 : Impact on success of getting funded by changing the sentiment of texts. in the original dataset. Performing a t-test with the null hypothesis that these two dataset have the same mean, the p-value is just 1.67e-69. Hence, we can deduce that our proposed method can potentially improve the chance of success of getting funded significantly.
Efficacy of the overall recommendation engine
In this section we present the results of the overall efficacy of the proposed recommendation engine. We first sample 1000 loans from the historical dataset; 500 from the traditional and 500 from the bidding dataset, respectively. Next, we apply RF with recursive feature selection to obtain the interest rates payable (I t r ad , I bid ) for each loan. Next, we compute the success rate of the loans (S bid ) after setting the sentiment score to 0.68 (the optimal value), recall that S t r ad = 0.81. Finally, we apply Equation (1) to recommend to the borrower if they should be applying for traditional or bidding loan.
The results are shown in Table 7 . From Table 7 , we can observe that most of the borrowers who apply for the bidding loans are recommended to apply for traditional loans. This results is expected, because most bidding loans, even after increasing the sentiment scores, remain unfunded. However, the number of funded loans increases from 569 to 820, and the average interest rate of funded loans is decreased by 3%. These results show that our proposed recommendation system can help borrowers to get fund successfully with a lower interest rate.
CONCLUSION AND FUTURE WORK
We build a recommendation system for borrowers that recommends the best loan option for them, which results in higher likelihood of getting funded, while reducing the interest rate payable. Our methodology consists of three main steps. In step-1 ○, use RF with recursive borrower feature selection model to predict the interest rates of bidding and traditional loans. In step-2 ○, we use RF with recursive borrower feature selection model to predict the success rate of getting funded for bidding loans and even improve the sentiment of reasons for borrowing. Finally, in step-3 ○, given the interest rates and success rates of both traditional and bidding loans, we compare them with the ideal case and determine the best choice for borrowers.
Experimental results show that our proposed method outperforms the current state-of-the-art technique, in that the accuracy of correctly predicting the success rate of bidding loans increases from 67% to 91%. In addition, the proposed technique can increase the chances of getting funded by 2×. The main drawback of our proposed method is that it currently cannot craft the reason for borrowing in order to increase the sentiment scores, we plan to remedy this in the future.
