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Abstract
In this paper we show that for a n-Filippov algebra g, the tensor power g⊗n−1
is endowed with a structure of anti-symmetric co-representation over the Leibniz
algebra g∧n−1. This co-representation is used to define two relative theories for
Leibniz n-algebras with n > 2 and obtain exact sequences relating them. As a result,
we construct a spectral sequence for the Leibniz homology of Filippov algebras.
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1 Introduction and Generalities
The concept of Filippov algebras (also known as n-Lie algebras) was first introduced in
1985 by Filippov [6] and was generalized to the concept of Leibniz n-algebras by Casas,
Loday and Pirashvili [5]. Both concepts are of a considerable importance in Nambu
Mechanics [11]. Applications of Filippov algebras are found in String theory [2] and in
Yang-Mills theory [8]. In section 3, we construct a filtration of a certain complex relative
to the complex defined by Casas [3] and study the corresponding spectral sequence.
Recall that given a field K of characteristic different to 2, a Leibniz n-algebra [5] is defined
as a K -vector space g equipped with an n-linear operation [−, . . . ,−]g : g
⊗n −→ g
satisfying the identity
[[x1, . . . , xn]g, y1, . . . , yn−1]g =
n∑
i=1
[x1, . . . , xi−1, [xi, y1, . . . , yn−1]g, xi+1, . . . , xn]g. (1.1)
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Notice that in the case where the n-linear operation [−, . . . ,−]g is anti-symmetric in each
pair of variables, i.e.,
[x1, x2, . . . , xi, . . . , xj , . . . , xn]g = −[x1, x2, . . . , xj, . . . , xi, . . . , xn]g
or equivalently [x1, x2, . . . , x, . . . , x, . . . , xn]g = 0 for all x ∈ G, the Leibniz n-algebra be-
comes a Filippov algebra (more precisely a n-Filippov algebra). Also, a Leibniz 2-algebra
is exactly a Leibniz algebra [9, p.326] and become a Lie algebra if the binary operation
[ , ]g is skew symmetric.
For a Leibniz n-algebra g, It is shown that [5, proposition 3.4] Dn(g) = g
⊗n−1 is a
Leibniz algebra with the bilinear product ω1 : Dn(g)×Dn(g)→ Dn(g),
ω1(a1 ⊗ . . .⊗ an−1, b1 ⊗ . . .⊗ bn−1) =
n−1∑
i=1
a1 ⊗ . . .⊗ [ai, b1, . . . , bn−1]g ⊗ . . .⊗ an−1.
Similarly for a n-Filippov algebra g, the bracket ω¯0 : Ln(g)× Ln(g)→ Ln(g),
ω¯0(a1 ∧ . . . ∧ an−1, b1 ∧ . . . ∧ bn−1) =
n−1∑
i=1
a1 ∧ . . . ∧ [ai, b1, . . . , bn−1]g ∧ . . . ∧ an−1
provides Ln(g) = g
∧n−1 with a Leibniz algebra structure (see [7]).
2 Homology of Leibniz n-algebras
Casas introduced homology of Leibniz n-algebras nHL∗(g,K) with trivial coefficients [3].
In this paper we introduce a spectral sequence as a tool to compute this homology. Recall
from [10] that for a Leibniz algebra h over a ring K, a co-representation of h is a K-module
M equipped with two actions of h,
[−,−] : h×M → M and [−,−] : h×M →M
satisfying the following axioms
• [[x, y], m] = [x, [y,m]]− [y, [x,m]]
• [y, [m, x]] = [[y,m], x]− [m, [x, y]]
• [[m, x], y] = [m, [x, y]]− [[y,m], x].
A co-representation is called anti-symmetric when [m, x] = 0, x ∈ g, m ∈M.
Proposition 2.1. Let g be a Leibniz n-algebra (resp. n-Filippov algebra). Then g is a
co-representation over the leibniz algebra Dn(g) = g
⊗(n−1) (resp. Ln(g)). Morever the
corresponding actions can be extended to Dn(g)
⊗k and Ln(g)
⊗k respectively.
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Proof. The actions for Dn(g) are obtained by considering the trivial co-representation of
g in [4, proposition 3.1]. The maps are precisely
ωl0(−,−) : Dn(g)⊗ g −→ g defined by ω
l
0(x1 ⊗ . . .⊗ xn−1, x) := −[x, x1, . . . , xn−1].
ωr0(−,−) : g⊗Dn(g) −→ g defined by ω
r
0(x, x1 ⊗ . . .⊗ xn−1) := [x, x1, . . . , xn−1].
The actions for Ln(g) are similar.
Recall [9, p.328] that if h is a Leibniz algebra and A is a co-representation of h, then
the Leibniz homology of h with coefficients in A written HL∗(h; A), is the homology of
the chain complex CL∗(h, A) := A⊗ T
∗(h); namely
A
d
←− A⊗ h⊗
1 d
←− A⊗ h⊗
2 d
←− . . .
d
←− A⊗ h⊗
k−1 d
←− A⊗ h⊗
k
← . . .
where h⊗
k
is the nth fold tensor power of h over K, and where
d(v ⊗ h1 ⊗ . . .⊗ hk) =
∑
1≤j≤k
(−1)j[v, hj ]⊗ h1 ⊗ . . . ĥj . . .⊗ hn
+
∑
1≤i<j≤k
(−1)j+1v ⊗ h1 ⊗ . . .⊗ hj−1 ⊗ [hi, hj] . . . ĥj . . .⊗ hk.
For a Leibniz n-algebra g over the field K, Dn(g) acts on g via ω0 and Casas defined
the chain complex
nCL∗(g) := CL∗(Dn(g), g),
and then defined the homology with trivial coefficients for Leibniz n-algebras as the ho-
mology of this complex; i.e.
nHL∗(g; K) := HL∗(Dn(g); g) [3].
Also for a Filippov algebra g over the field K, one defines nH
Lie
∗ (g, K) as the homology
of the complex nC∗(g) := CL∗(Ln(g), g) i.e.,
nH
Lie
∗ (g; K) := HL∗(Ln(g); g) [1].
Proposition 2.2. Let g be a n-filippov algebra. The n-ary operation [−, . . . ,−]g induces
an anti-symmetric co-representation Dn(g) over the Leibniz algebra Ln(g).
Proof. The right action ωr2(−,−) : Dn(g)⊗Ln(g) −→ Dn(g) is trivial, and the left action
is given by the map ωl2(−,−) : Ln(g)⊗Dn(g) −→ Dn(g) defined by
ωl2(a1 ∧ . . . ∧ an−1, b1 ⊗ . . .⊗ bn−1) = −
n−1∑
i=1
b1 ⊗ . . .⊗ [bi, a1, . . . , an−1]g ⊗ . . .⊗ bn−1.
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Since the right action is trivial, we just need to show for xi, yi, bi,∈ g, i = 1 . . . n− 1 and
setting ∧n−1i=1 xi := x1 ∧ . . .∧ xn−1, ∧
n−1
i=1 yi := y1 ∧ . . .∧ yn−1, ⊗
n−1
i=1 bi := b1⊗ . . .⊗ bn−1, that
ωl2
(
ω¯0(∧
n−1
i=1 xi,∧
n−1
i=1 yi),⊗
n−1
i=1 bi
)
= ωl2
(
∧
n−1
i=1 xi, ω
l
2(∧
n−1
i=1 yi,⊗
n−1
i=1 bi)
)
− ωl2
(
∧
n−1
i=1 yi, ω
l
2(∧
n−1
i=1 xi,⊗
n−1
i=1 bi)
)
.
On one hand, we have by definition of ωl2, ω¯0 and the identity (1.1)
ωl2
(
ω¯0(∧
n−1
i=1 xi,∧
n−1
i=1 yi),⊗
n−1
i=1 bi
)
= ωl2
(
(
n−1∑
i=1
x1∧. . .∧[xi, y1, . . . , yn−1]g∧. . .∧xn−1), ⊗
n−1
i=1 bi
)
=
n−1∑
i=1
ωl2
(
(x1 ∧ . . . ∧ [xi, y1, . . . , yn−1]g ∧ . . . ∧ xn−1), ⊗
n−1
i=1 bi
)
=
n−1∑
i=1
(
−
n−1∑
j=1
b1 ⊗ . . .⊗ [bj , x1, . . . , [xi, y1, . . . , yn−1], . . . , xn−1]g ⊗ . . . bn−1
)
=
(
−
n−1∑
j=1
b1 ⊗ . . .⊗
[
[bj , x1, . . . , xn−1]g, y1, . . . , yn−1
]
⊗ . . .⊗ bn−1
)
+
( n−1∑
j=1
b1 ⊗ . . .⊗
[
[bj , y1, . . . , yn−1]g, x1, . . . , xn−1
]
⊗ . . .⊗ bn−1
)
.
On the other hand,
ωl2
(
∧
n−1
i=1 xi, ω
l
2(∧
n−1
i=1 yi,⊗
n−1
i=1 bi)
)
= ωl2
(
∧
n−1
i=1 xi,−
n−1∑
i=1
b1⊗. . .⊗[bi, y1, . . . , yn−1]g⊗. . .⊗bn−1
)
= −
n−1∑
i=1
ωl2
(
∧
n−1
i=1 xi, b1 ⊗ . . .⊗ [bi, y1, . . . , yn−1]g ⊗ . . .⊗ bn−1
)
=
n−1∑
i=1
( n−1∑
j=1,j 6=i
b1 ⊗ . . .⊗ [bj , x1, . . . , xn−1]g ⊗ . . .⊗ [bi, y1, . . . , yn−1]g ⊗ . . .⊗ bn−1
)
+
n−1∑
i=1
b1 ⊗ . . .⊗
[
[bi, y1, . . . , yn−1]g, x1, . . . , xn−1
]
⊗ . . .⊗ bn−1
and
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ωl2(∧
n−1
i=1 yi, ω
l
2((∧
n−1
i=1 xi,⊗
n−1
i=1 bi)) = ω
l
2(∧
n−1
i=1 yi,−
n−1∑
i=1
b1⊗. . .⊗[bi, x1, . . . , xn−1]g⊗. . .⊗bn−1)
= −
n−1∑
i=1
ωl2(∧
n−1
i=1 yi, b1 ⊗ . . .⊗ [bi, x1, . . . , xn−1]g ⊗ . . .⊗ bn−1)
=
n−1∑
i=1
(
n−1∑
j=1,j 6=i
b1 ⊗ . . .⊗ [bj , y1, . . . , yn−1]g ⊗ . . .⊗ [bi, x1, . . . , xn−1]g ⊗ . . .⊗ bn−1)
+
n−1∑
i=1
b1 ⊗ . . .⊗
[
[bi, x1, . . . , xn−1]g, y1, . . . , yn−1
]
⊗ . . .⊗ bn−1.
Hence the equality holds.
Proposition 2.3. Let h be a Leibniz algebra and let M be a co-representation of h. Then
M ⊗ h is a co-representation over h.
Proof. This is [4, proposition 3.1] in the case n = 2.
The following proposition is the main result of this section. For simplicity, we use the
notation (α, β) for α⊗ β.
Proposition 2.4. Let g be a Leibniz n-algebra. Then g⊗Dn(g) is a co-representation over
the Leibniz algebra Dn(g) with respect to the actions ω¯
l : Dn(g)⊗(g⊗Dn(g))→ g⊗Dn(g),
defined by
ω¯l(g, (b0, b)) = (ω
l
0(g, b0), b)− (b0, ω1(b, g)), b0 ∈ g, b, g ∈ Dn(g)
and ω¯r : (g⊗Dn(g))⊗Dn(g)→ g⊗Dn(g), defined by
ω¯r((b0, b), g) = (b0, ω1(b, g))− (ω
r
0(b0, g), b), b0 ∈ g, b, g ∈ Dn(g).
Moreover, this action is compatible with d (the Loday boundary map of the complex
nCL∗(g)) and the induced action on nHL∗(g; K) is trivial.
Proof. By proposition 2.1, g is a co-representation over Dn(g). Now take h = Dn(g) and
M = g in proposition 2.3 and get the actions from the proof of [4, proposition 3.1]. For the
compatibility of these actions with d, we provide a proof for the left action ω¯l. The proof
for ω¯r is similar. Let g = (a1, a2, . . . , an) ∈ Dn(g) and α = (b0, b1, . . . , bk) ∈ g⊗Dn(g)
⊗k
with bi = (x
i
1, . . . , x
i
n−1). We claim that
d(ω¯lk(g, α)) = ω¯
l
k−1(g, d(α)),
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where ω¯lk is the linear extension of the action ω¯
l on g⊗Dn(g)
⊗k. We proceed by induction
on k. Indeed, for k = 0 the result is clear as
d(ω¯0(g, α)) = d(ω
l
0(g, b0)) = d(−[b0, a1, . . . , an−1]g) = 0 = ω¯
l
0(g, 0) = ω¯
l
0(g, d(α)).
For k = 1, we have on one hand
ω¯l1(g, d(α)) = ω¯
l
1(g, d(b0 ⊗ b1))
= ω¯l1(g,−[b0, x
1
1, . . . , x
1
n−1]g)
= ω¯l0(g,−[b0, x
1
1, . . . , x
1
n−1]g)
=
[
[b0, x
1
1, . . . , x
1
n−1]g, a1, . . . , an−1
]
g
.
On the other hand,
d(ω¯l1(g, α)) = d
(
(ωl0(g, b0), b1)− (b0, ω1(b1, g))
)
= d
(
[b0, a1, . . . , an−1]g, b1
)
−
n−1∑
i=1
d
(
b0 ⊗ x
1
1 ⊗ . . .⊗ [x
1
i , a1, . . . , an−1]g ⊗ . . .⊗ x
1
n−1)
=
[
[b0, a1, . . . , an−1]g, x
1
1, . . . , x
1
n−1
]
g
+
n−1∑
i=1
[
b0, x
1
1, . . . , [x
1
i , a1, . . . , an−1]g, . . . , x
1
n−1
]
g
.
Therefore the result holds by the identity (1.1) above. Now assume that the result holds
for k, and write α = (β, bk+1) for α = (b0, b1, . . . , bk+1). Then we have the following by
definition of the Loday boundary map d :
d(α) = d(β, bk+1) = (d(β), bk+1) + (−1)
k+1ω¯lk(bk+1, β) (2.1.0).
So we have
d(ω¯lk+1(g, α)) = d
(
ω¯lk+1(g, (β, bk+1))
)
= d
[
(ω¯lk(g, β), bk+1)−
(
β, ω1(bk+1, g)
)]
by definition of ω¯lk+1
=
(
d(ω¯lk(g, β)), bk+1
)
+ (−1)k+1ωlk(bk+1, ω¯
l
k(g, β))−
(
d(β), ω1(bk+1, g)
)
− (−1)k+1ω¯lk
(
ω1(bk+1, g), β
)
by (2.1.0)
=
(
ω¯lk−1(g, d(β)), bk+1
)
−
(
d(β), ω1(bk+1, g)
)
− (−1)k+1
[
ω¯lk(ω1(bk+1, g), β)− ω
l
k(bk+1, ω¯
l
k(g, β))
]
by inductive hypothesis
= ω¯lk
(
g, (d(β), bk+1)
)
+ (−1)k+1ωlk
(
g, ω¯lk(bk+1, β)
)
by (1.1)
= ω¯lk(g, d(β, bk+1)
)
= ω¯lk(g, d(α)) by (2.1.0).
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Now we prove that the induced action on nHL∗(g; K) is trivial. Indeed, it is clear from
(2.1.0) that for a fix g ∈ Dn(g), the endomorphisms ω¯
l
k(g,−) and d(−, g)− (d(−), g) of
g⊗Dn(g) satisfy the identity
ω¯lk(g,−) = (−1)
k+1[d(−, g)− (d(−), g)].
Therefore if β is a cycle in nCLk(g), we have
ω¯lk(g, β) = (−1)
k+1[d(β, g)− (d(β), g)] = (−1)k+1d(β, g)
which is zero in homology.
3 A spectral sequence for Filippov algebras
In this section, g is a n-Filippov algebra (n > 2) of dimension at least n over the field K.
The canonical projection
pik1 : g⊗Dn(g)
⊗(k+1)
−→ g⊗ Ln(g)
⊗(k+1), k ≥ 0
induces a chain map, nCL∗(g) −→ nC∗(g), and thus a K−linear map on homology
nHL∗(g;K) −→ nH
Lie
∗ (g; K).
Now let
nC
rel
k (g) := ker(pi
k
1 ).
Clearly nC
rel
∗ (g) is a subcomplex of nCL∗(g).We define the relative theory nH
rel
∗ (g) as the
homology of nC
rel
∗ (g). It results the following long exact sequence relating the homologies
of n-Lie algebras and Leibniz n-algebras:
Proposition 3.1. There is a long exact sequence
. . .
∂
−→ nH
rel
k−1(g) −→ nHLk(g; K) −→ nH
Lie
k (g; K)
∂
−→ nH
rel
k−2(g) −→
...
...
...
. . .
∂
−→ nH
rel
0 (g) −→ nHL1(g; K) −→ nH
Lie
1 (g; K)
∂
−→ 0
0 −→ nHL0(g; K)
∼=
−→ nH
Lie
0 (g; K)
∂
−→ 0.
Proof.
0 −→ nC
rel
∗ (g) −→ nCL∗(g) −→ nC∗(g) −→ 0,
is a short exact sequence of chain complexes.
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Also, the canonical projection
pik2 : Dn(g)⊗ Ln(g)
⊗k
−→ Ln(g)
⊗k+1, k ≥ 0
induces a chain map, CL∗(Ln(g), Dn(g)) −→ CL∗(Ln(g),K), and thus a K−linear map
on homology
HL∗(Ln(g), Dn(g)) −→ HL∗(Ln(g), K)
(the co-representation Dn(g) over Ln(g) is given in proposition 2.2).
Now let
nDRk(g) := ker(pi
k+1
2 ).
Then nDR∗(g) is a subcomplex of CL∗(Ln(g), Dn(g)). We define the relative theory
nHD∗(g) as the homology of that complex. It results the following :
Proposition 3.2. There is a long exact sequence
. . .
∂
−→ nHDk−1(g) −→ HLk(Ln(g); Dn(g)) −→ HLk+1(Ln(g); K)
∂
−→ nHDk−2(g) −→
...
...
...
. . .
∂
−→ nHD0(g) −→ HL1(Ln(g); Dn(g)) −→ HL2(Ln(g); K)
∂
−→ 0
0 −→ HL0(Ln(g); Dn(g))
∼=
−→ HL1(Ln(g); K)
∂
−→ 0.
Proof.
0 −→ nDR∗(g) −→ CL∗(Ln(g), Dn(g)) −→ CL∗(Ln(g),K) −→ 0
is a short exact sequence of chain complexes.
Remark 3.3. g⊗Dn(g) is a co-representation over the Leibniz algebra Ln(g) (the proof
is similar to proposition 2.4) and the canonical projection
pik3 : g⊗Dn(g)⊗ Ln(g)
⊗k
−→ g⊗ Ln(g)
⊗k+1
induces a chain map, CL∗(Ln(g), g ⊗ Dn(g)) −→ CL∗(Ln(g), g), and thus a K−linear
map on homology
nH
Lie
∗ (g; Dn(g)) −→n H
Lie
∗+1(g; K).
Set Γg = ker[Dn(g) −→ Ln(g)]. Note that g is a co-representation over Γg by means of
the restrictions of the actions ωl0 and ω
r
0, and Γg is a co-representation over Ln(g) by
means of the restrictions of the actions ωl2 and ω
r
2. Also, ker[pi
∗
3 ] = g⊗ Γg⊗Ln(g)
⊗∗ is a
subcomplex of CL∗(Ln(g), g⊗Dn(g)).
The projection pik1 can be written as the composition of projections
g⊗Dn(g)
⊗k+1
−→ g⊗Dn(g)⊗ Ln(g)
⊗k
−→ g⊗ Ln(g)
⊗k+1
which leads to a natural map between exact sequences
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nH
rel
k−1(g) nHLk(g; K) nH
Lie
k (g; K) nH
rel
k−2(g)
nH
Lie
k (g; Γg) nH
Lie
k (g; Dn(g)) nH
Lie
k+1(g; K) nH
Lie
k+1(g; Γg)
✲ ✲ ✲
✲
✻
✲
✻
✲
✻ ✻
where nH
Lie
∗ (g, Γg) stands for the homology of the complex ker[pi
∗
3].
The following theorem is the main result of this paper.
Theorem 3.4. Let g be a n-Filippov algebra (with n > 2) of dimension at least n. Then
there exist a spectral sequence converging to nH
rel
∗ (g) with
E2r,s
∼= nHLs(g; K)⊗ nHRr(g), r ≥ 0, s ≥ 0.
Proof. We consider the filtration of the complex
nC
rel
k (g) = ker[g⊗Dn(g)
⊗k+1
−→ g⊗ Ln(g)
⊗k+1], k ≥ 0
given by
F rs := g⊗Dn(g)
⊗s
⊗ ker[D(g)⊗r+1 −→ Ln(g)
⊗r+1] r ≥ 0, s ≥ 0.
Let a ∈ g, u = (b1, . . . , bs) ∈ Dn(g)
⊗s and v = (x1, . . . , x, . . . , x, . . . , xn−1) ∈ Γg. For
simplicity, we use again the notation (α, β) for α⊗ β. Denote by W1 the extension of the
action ω1 on Dn(g)
⊗s. Then as ωr0(a, v) = 0 and
W1(u, v) =
s∑
i=1
(b1, b2, . . . , ω1(bi, v), . . . , bs) = 0,
it follows that d(a, u, v) = (d(a, u), v). So F 0∗ = g ⊗ Dn(g)
⊗∗ ⊗ Γg is a subcomplex of
nC
rel
∗ (g), and we have
H∗(F
0
∗ )
∼= nHL∗(g; K)⊗ Γg.
Now keep a, u and v as above and let µ = (e1, . . . , ei), µi = (e1, . . . , eˆj , . . . , ei), 1 ≤ j ≤ i
with ei ∈ Dn(g). We have
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d(a, u, v, µ) = (d(a, u), v, µ) + (−1)s(a, u, v, dµ)
+
∑i
j=1(−1)
j+s(ωr0(a, ej), u, v, µj) +
∑i
j=1(−1)
j+s(a,W1(u, ej), v, µj).
Note that in the above calculations, we used the fact that
W1(u, ej) =
q∑
t=1
(b1, . . . , bt−1, ω1(bt, ej), . . . , bq)
and ωl0(v, y) = 0 = ω
r
0(y, v) for all y ∈ g and for all v ∈ Γg.
It is now clear that F 0∗ ⊂ F
1
∗ ⊂ F
2
∗ ⊂ . . . are subcomplexes of nC
rel
∗ (g) with F
k
0 = nC
rel
k (g).
Now
E0r,s =
F rs
F r−1s+1
=
g⊗Dn(g)
⊗s ⊗ ker[D(g)⊗r+1 −→ Ln(g)
⊗r+1]
g⊗Dn(g)⊗s+1 ⊗ ker[D(g)⊗r −→ Ln(g)⊗r]
∼= g⊗Dn(g)
⊗s
⊗
ker[D(g)⊗r+1 −→ Ln(g)
⊗r+1]
Dn(g)⊗ ker[D(g)⊗r −→ Ln(g)⊗r]
∼= g⊗Dn(g)
⊗s
⊗ ker[Dn(g)⊗ Ln(g)
⊗r
−→ Ln(g)
⊗r+1]
∼= nCLs(g,K)⊗ nDRr(g).
Thus the corresponding E1∗,∗ of the spectral sequence has the form
E1r,s = Hs(E
0
r,∗)
∼= nHLs(g; K)⊗ nDRr(g).
Finally, an examination of the Loday boundary map d above together with the fact
that the actions of Dn(g) and Ln(g) on nHLs(g; K) are trivial by proposition 2.4, lead to
E2r,s = Hr(E
1
∗,s)
∼= nHLs(g; K)⊗ nHDr(g).
Remark 3.5. For a Leibniz algebra g, the complexes 2DR∗(g) and 2C
rel
∗ (g) are trivial.
So the spectral sequence above does not generalize the Pirashvili spectral sequence [12].
Corollary 3.6. If g is a n-Filippov algebra with nH
Lie
∗ (g; K) = 0, then nHL∗(g; K) = 0.
Proof. It is clear from proposition 3.1 that nHL0(g; K) = 0. So E
2
r,0 = 0 implying that
nH
rel
0 (g) = 0. Thus nHL1(g; K) = 0 from Proposition 3.1. So E
∞
0,1 = E
∞
1,0 = 0, thus
nH
rel
1 (g) = 0. By induction; if nH
rel
k (g) = 0 for all k ≤ m, then proposition 3.1 implies
that nHLk(g; K) = 0 for all k ≤ m+1. Therefore we have from theorem 3.4 that E
2
r,s = 0
for s ≤ m+ 1. Thus nH
rel
k (g) = 0 for all k ≤ m+1. Hence nH
rel
k (g) = 0 for all k ≥ 0. We
use proposition 3.1 again to obtain the result.
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