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Abstract 
In this paper, a new full-field numerical framework is proposed to model large strain phenomena in 
polycrystals. The proposed framework is based on the elasto-viscoplastic (EVP) fast Fourier transform 
(FFT) formulation presented by Lebensohn et al. (2012) and the rate dependent crystal plasticity 
framework developed by Asaro and Needleman (1985). In this implementation, the full-field solutions 
of micromechanical fields are computed on a regular, voxelized representative volume element (RVE) 
in which either a single or multiple grid points rep sent a single grain. The Asaro and Needleman 
(1985) formulation coupled with a semi-explicit, forward gradient time-integration scheme (Peirce et 
al., 1983) is used to compute local stresses and the FFT-based method is used to find local strain 
fluctuations at each grid point. The proposed model is calibrated using experimental uniaxial tensile 
test results of aluminum alloy (AA) 5754 sheet and then used to predict texture evolution and stress-
strain response for balanced biaxial tension and plane-strain tension along rolling (RD) and transverse 
(TD) directions. The predicted stress-strain and textur  results show a good agreement with 
experimental measurements. The CPU time required by the proposed model is compared with the 
original EVP-FFT model for two separate cases and the proposed model showed significant 
improvement in computation time (approximately 100 times faster).  
1. Introduction 
The response of an aggregate of crystallites of varying size and orientation subjected to plastic 
deformation is governed by the spatial distribution a d dynamics of crystalline defects. The 
development of advanced characterization tools has enabled very detailed characterization of 
polycrystalline materials. For example, Scanning Electron Microscopy (SEM) and Transmission 
Electron Microscopy (TEM) (Lee and Lam, 1996; Nieh et al., 1998; Salem et al., 2003; Armstrong and 
Walley, 2008; Karel et al., 2016; Wickramarachchi et al., 2016) are used for surface analysis of the 













combined with Electron Back-Scattering Diffraction (EBSD) are used to measure the chemical 
composition and crystal structure (Ohashi et al., 2009; Gardner et al., 2010; Abdolvand et al., 2015; 
Jeong et al., 2015; Erinosho et al., 2016). These advanced experimental techniques bestow highly 
sophisticated microstructure information and generate large amounts of data creating a difficult task for 
computational techniques to interpret and harness rlevant information. In order to establish the 
relationship between microstructure and properties of polycrystalline materials undergoing plastic 
deformation, an accurate prediction of the micromechanical behavior based on directional material 
properties and gradual development of substructure of the constituent grains is required. Therefore, 
efficient computational schemes are needed to investigate the microstructure-property relations. In this 
section, we review crystal plasticity formulations that are extensively used to deal with this challenge. 
Among the several crystal plasticity formulations available, the Sachs model (Sachs, 1928) and the 
Taylor model Taylor (1938) are the earliest epitomes of the so-called mean-field polycrystal models. 
According to the Taylor model, every crystal is assumed to have the same strain throughout the 
material, thus the macro strain of the material is simply equal to the local crystal strain. However, while 
this approach retains the inter-granular compatibility by definition, it leads to violation of inter-granular 
stress equilibrium. On the contrary, the Sachs model assumes that every crystal experiences the same 
stress throughout and the local stress is equal to the macro stress. This preserves inter-granular stress 
equilibrium but it violates inter-granular compatibility. A more realistic approach known as the self-
consistent (SC) model, originally proposed by Molinar  et al. (1987) for modeling viscoplastic (VP) 
behavior in polycrystals, accounts for the average interactions of the constituent grains of a polycrystal 
and has been extensively used to predict texture evolution of polycrystals. This approach was further 
developed by Lebensohn and Tomé (1993) and Lebensohn et al. (2007). The Viscoplastic Self 
Consistent (VPSC) model consists in treating each constituent crystal is treated as an Eshelby 
heterogeneity embedded in a Homogeneous Equivalent M dium (HEM) and has been extensively used 
for polycrystal modeling accounting for texture-induced plastic anisotropy. 
Beyond the formulations discussed above, which relyon mean-field approximations to obtain the 
plastic response of polycrystalline materials undergoing plastic deformation, full-field approaches are 
also available, which can predict the actual micromechanical stress and strain fields as well as the 
effective response of polycrystals with a specific mi rostructure. Full-field approaches, namely crystal 
plasticity Finite element method (CP-FEM) and crystal plasticity fast Fourier transform (CP-FFT)-
based method, provide richer micromechanical information with direct input from an image of 













2006). Although CP-FEM is a very powerful tool, the size and resolution of the polycrystal that can be 
treated with this approach are limited, mainly due th  large number of degrees of freedom required by 
CP-FEM computations. An efficient alternative to CP-FEM is given by the CP-FFT. The FFT-based 
formulation was originally developed by Moulinec and Suquet (1994, 1998) to compute the macro and 
micro response of composites, that consists of solving the Lippmann-Schwinger equation (Lippmann 
and Schwinger, 1950) by an iterative method that involves the use of the Green’s operator associated to 
a linear reference medium. The CP-FFT-based schemes have been developed for polycrystalline 
materials deforming in elastic regime (Brenner et al., 2009), rigid-viscoplastic regime (Lebensohn, 
2001; Lebensohn et al., 2008), and elasto-viscoplastic regime (Lebensohn et al., 2012, Grennerat et al., 
2012) for infinitesimal strains. Furthermore, the CP-FFT-based methods have been recently extended 
to finite strains (Eisenlohr et al., 2013; Geus et al., 2016; Kabel et al., 2016).  
An explicit or an implicit time-integration scheme can be used to update the rate-dependent constitutive 
behavior simulated in CP-FEM and FFT-based models. In the various FFT-based techniques available, 
e.g. Lebensohn et al. (2011), Lebensohn et al. (2012), a modified Newton-Raphson method and 
augmented Lagrangians procedure based on an implicit integration procedure to iteratively adjust a 
compatible strain-rate field (or strain field) relat d to an equilibrated stress has been used. In these 
FFT-based techniques, the value of temporal step is taken very small. This approach requires relatively 
longer computational times to reach large deformations. On the other hand, the crystal plasticity 
models that use semi-explicit time integration schemes are generally more efficient, since larger time 
steps can be employed in the analysis (e.g. Rashid nd Nemat, 1992; Rossiter et al., 2010).  
Various researches have shown that CP-FFT methods are more efficient than CP-FEM (e.g. Liu et al., 
2010; Prakash and Lebensohn, 2009) in obtaining the response of a polycrystalline material. However, 
the computationally expensive iterative character of Newton-Raphson type solver and augmented 
Lagrangians procedure used in most of these FFT-based methods renders them unsuitable for their use 
in applications that involve larger computational domains deforming under complex strain paths in 
which large strains are reached (i.e. predictions of forming limit strains). These simulations require 
highly efficient models to obtain material response expeditiously in order to achieve reasonable 
computing times. In this paper, a new numerical framework that incorporates the rate-dependent crystal 
plasticity theory (Asaro and Needleman, 1985) with a semi-explicit forward gradient time-integration 
scheme (Peirce et al., 1983) into the FFT-based formulation (Lebensohn et al., 2012) is presented. The 
new model achieves significant gains in terms of computational efficiency over the existing EVP-FFT 













The plan of this paper is as follows: In section 2, the details of the proposed model are presented. In 
section 3, the proposed model is benchmarked for the case of an Face Centered Cubic (FCC) 
polycrystal. Finally, the predictive capability as well as the computational efficiency of the proposed 
model is demonstrated, where predictions obtained using the proposed model are compared to 
experiments for the aluminum alloy (AA) 5754. 
2. Model formulation 
The proposed model obtains the solutions for a heterogeneous volume element chosen to be 
statistically representative of the whole microstructure. Periodic boundary conditions are enforced 
across the RVE. For every discrete material point, the numerical analysis employs the tangent method 
with a semi-explicit integration scheme to find the equilibrated stress and compatible strains through 
the constitutive relations in a single equilibrium iteration. For completeness, first the rate dependent 
polycrystal formulation (Asaro and Needleman, 1985) is reviewed, followed by the rate tangent method 
and the new numerical framework.  
 Crystal plasticity model 2.1
According to rate dependent polycrystal formulation presented by Asaro and Needleman (1985), for 
single-phase FCC polycrystals, two distinct physical deformation mechanisms result in total 
deformation of single crystal. Primarily, the dislocation slip on active slip systems is considered to be 
the only mechanism responsible for plastic deformation in a single crystal, the elastic distortion and 
rigid body rotations of crystal lattice with embedd material construct the secondary mode of 
deformation. Hence, the total deformation gradient can be decomposed into product of plastic 
deformation gradient embodying dislocation slip andelastic deformation containing lattice distortion as 
proposed by Lee (1969).  
Accordingly, the total deformation gradient  is written as following 
   ∗ (1) 
Where,  is the deformation gradient that satisfies compatibility within each grain and between grains 
and  consists of dislocation slip that occurs as plastic hear on twelve slip systems having  1	1	1 
slip planes with normal vector 	
 and 	〈1	1	0〉 slip directions with slip vectors 
 with 1    12 
in a FCC crystal. Note that, the brackets for the subscripts  indicate that the quantity is computed over 














In the un-deformed state, the lattice vectors 	
, 
, are orthonormal and in the deformed state they 






The velocity gradient is written as sum of its elastic and plastic parts as  
   ∗ +     (3) 
where 
 ∗   ∗∗ ,   ∗ ∗ (4) 
Taking the symmetric and antisymmetric parts of the above relations lead to; (i) the elastic strain rate ∗ (ii) the plastic strain rate , (iii) the so-called plastic spin  , and (iv) the spin  ∗ associated with 
the rigid lattice rotation. Accordingly, the total strain rate and spin tensors can be written as, 
   ∗ + (5) 
 !  !∗ + ! (6) 
By introducing the following symmetric 
 and skew symmetric  
 second order tensors for each 
slip system	, 
 




∗ $ (7) 
  




∗ $ (8) 
the plastic strain rate  	and plastic spin ! for the crystal can be written as 
  &
	'
,							 ! & 
	'
  (9) 
where '
	is the shear rate on each slip system . The constitutive equation for a crystal is specifi d by 
the Jaumann rate of the Kirchoff stress, (, as 
 	()  *: −&,
	' 
  (10) 
where, * is the fourth order tensor of elastic moduli based on the anisotropic elastic constants of the 
FCC crystals which exhibits the appropriate cubic symmetry and, 



















In order to complete the constitutive description, the shear rate on each slip system needs to be define . 
The shear rate '









 is the resolved shear stress, 0
 is the hardness, of slip system , '.	is the reference shear 
rate (same for each slip system) and 6 is the index of strain rate sensitivity. The hardened state of each 
slip system 7 is characterized by 0
. The hardening rate, 0
, for multiple slip is defined by 
hardening law as following 
 	0
 &89:'9:9  (13) 
where, 8
9 is the hardening moduli and '
9	is the single slip shear stress rate on slip system ;. The 
hardening moduli used here is the one that has been us d previously by Peirce et al. (1983) and Asaro 




9	(no sum on ;) (14) 
where >9 matrix describes the latent hardening of the crystallite and =9 is the single slip hardening. 
Following (Asaro and Needleman, 1985), it is considere  that 0 depends on the accumulated sum, '?, 
of the slips, where 
 '
?  @ &:'
:AB
C
.  (15) 
The model presented by Chang and Asaro (1981) is employed to calculate the single slip hardening. 
Accordingly,  
 =
9  =D + 
=. − =D/EF=G HI=. − =D2D − 2. J '
?K (16) 
where 2. is the critical resolved shear stress, 2D is the value of saturated shear stress, =D is the 
asymptotic hardening rate of slip systems and =. is the hardening constant. 
 Rate tangent modulus method 2.2
The new numerical framework developed in this research employs the semi-explicit rate tangent 
modulus method developed by Peirce et al. (1983). According to this method, the increment in slip on 























where N is an interpolation parameter ranging between 0 and 1. N  0 corresponds to Euler time 
stepping scheme (N  0.5 is used in the current formulation). The last term in above equation can be 
















: 9 ∆B (20) 
where 	'

















 Z (22) 
Denoting the inverse of [
9 by \












9  (24) 
The equation (23) allows equation (10) to be written as 
 	(∇  b: −&,
]
  (25) 
where b is the elasto-viscoplastic moduli given as 
 b  * −&c
 ^
 (26) 
Note that, for	N  0 the equation (25) reduces to equation (10). Now, expressing constitutive equation 













 d∇  b: − d . − d	Be (27) 
Since, d  det  (, the viscoplastic stress-rate is given by 
 d . &,
	'
  (28) 
Now, updating the Cauchy stress tensor for next time step as following 
 dCM∆C  dC + d .	∆B (29) 
The sections above describe the general Asaro and Nee leman (1985) framework that has been used in 
various homogenization as well as in full-field schemes (Inal, 2002; Inal et al., 2010; Brahme et al., 
2011; Izadbakhsh et al., 2011; Inal and Mishra, 2012; Cyr et al., 2015;  Muhammad et al., 2015; Pinna 
et al., 2015). This formulation, coupled with a rate tangent semi-explicit integration scheme is 
implemented into a FFT-based model as described next.  
 FFT model and implementation of the new crystal plasticity framework  2.3
To predict the evolution of micromechanical fields and intragranular texture during deformation, the 
space resolved configuration of the regular Fourier grid points and the grain interactions must be takn 
into account in the whole RVE. In proposed numerical approach, each Fourier grid point represents a 
voxel inside a grain. The Fourier grid  j is defined as  
 ik  lm
n − 1 ℓ[ , 
nG − 1 ℓG[G , 
np − 1 ℓp[pq ;	ns  1,… ,[s , u  1,3w (30) 
where ℓx is the length of the grid and Nx is the number of Fourier points in each direction k.	Note that, 
from this point onward, index notation will be employed in the formulations. In order to account for the
interaction of each grid point with all the other points in the RVE, the following problem for 




i, ∀i	 ∈ 	 ik	{|},}
i  0	EeAF	1A`e	F1AB1/	`Fe//	c (31) 
where εs
i and {|}
i are the local strain and local stress fields and ~|}s
i is the local elastic 
stiffness. The total local strain is given by 
 |}
i  |̃}
i + |} (32) 
where |̃}
i is the strain fluctuation in the crystal due to heterogeneity and |} 	is the strain imposed on 













fluctuation field is known. Finding local stress fluctuation involves ~	., an average elastic moduli of a 
linear reference medium. Here, linear medium refers to medium that is not yet loaded or is in the un-
deformed state.  
Accordingly, the stress tensor can be written as; 
 {|}
i  {|}
i + ~|}s. εs








i is the stress fluctuation and is given by: 
 {|}
i  {|}
i − ~|}s. εs
i (35) 
The strain tensor εs} is related to displacement gradient s,
i as 
 εs  s,
i + s,
i /2 (36) 
Thus, the local problem for heterogeneous RVE becoms: 
 z{|}
i  ~|}s. εs
i + {|}
i, ∀i	 ∈ 	 k	{|},}
i  0	EeAF	1A`e	F1AB1/	`Fe//	c  (37) 
To satisfy equilibrium locally, the divergence of lcal Cauchy stress tensor must be equal to zero, i.., 
 ~|}s. εs,}
i + {|}
i  0 (38) 
The Green’s function method is used to solve the equilibrium equation (38) for an applied strain |}	that requires the solution of following problem (Lebensohn et al., 2012): 
 ~|}s. Gs4,}
i − i + |4
i − i  0 (39) 
where Gs4,}
i − i	is the Green’s function associated with the displacement field. Accordingly, the 
local strain fluctuations can be expressed as convolutions in the real space so that 
s̃
i  @ Gs|,}
i − i{|}
iAi	  (40) 
Since a convolution integral in real space can be expressed as a product in the Fourier space for a 
regular Fourier grid, equation (40) is solved in the Fourier space that renders the FFT-based 
implementations computationally efficient for computing the local response. Using the convolution 














  	|}s. 
{s
 (41) 
where “		” indicates Fourier transform, and  is the frequency point in the Fourier space. Furthermore, 
the Green operator in Fourier space	|}s. , which is a function of the stiffness tensor of the reference 




  "~|}s. }$ (42) 
Accordingly, the local strain fluctuations in real space can be obtained by taking the inverse Fourier 







As a part of augmented Lagrangians iterative procedure, Michel et al. (2001) proposed an alternative 
method in which the Fourier transform of local stres tensor is computed instead of local perturbation 
field. This approach is employed in the single itera ion procedure presented in this paper. Accordingly, 






 + |} (43) 
In the new numerical framework, to calculate the loca  stress at each material point, the rate tangent 
method is used to update the rate form of the constitutive equation in a single iteration for equilibrium, 
(i.e., equation (25)). At first time step, with an imposed macro strain |}	, the algorithm can be 
initialized with zero strain fluctuation, |̃}
i  0 and {|}C 
i  |}sC 
isC 	
i. For next temporal 
increment, the algorithm computes the: 
1. Current guess of local Cauchy stress {|}CM C
i using rate tangent scheme, 
2. Fourier transform of current guess of Cauchy stress, {|}CM	∆C
  ]]B {|}CM C
i, 
3. Green operator (|}s. 
) as a function of reference medium stiffness (~|}s. ) for each frequency () 
as given by equation (42), 






5. Total local strain as, given by equation (38), 
6. Updates of the current local strain rate tensor	|}CM C
i  and the current Cauchy stress tensor {|}CM C
i using rate tangent scheme, 













3. Model calibration and validation 
In this section, the proposed numerical model is validated by comparing the predictions from the new 
model with the predictions obtained from the well-established elasto-viscoplastic fast Fourier transform 
(EVP-FFT) model (Lebensohn et al., 2012) . The numerical analyses are carried out for a copper 
polycrystal and an artificial random FCC polycrystal with anisotropic constants, A=2.2 and A=0.5 
respectively (A = (2 x C44) / (C11-C12)). The corresponding elastic constants employed in these analyses 
are presented in Table 1. For both cases, the same repr sentative volume element (RVE) is used where 
100 grains with randomly assigned copper orientations are employed in a regular grid of 16 x 16 x 16 
Fourier points (to discretize the RVE, Fig. 1).  
Table 1. Adopted elastic constants for copper polycrystal (Simmons and Wang, 1971) and for an 
artificial polycrystal (Lebensohn et al., 2012). 
Elastic constants ¡ ¡G ¡¢ 
Copper polycrystal 170.2 GPa 114.9 GPa 61.0 GPa 
Artificial polycrystal 233.6 GPa 88.2 GPa 33.8 GPa 
It should be mentioned that the same material parameters and boundary conditions are used for both 
models during each set of simulations. The polycrystals deform plastically by slip on twelve slip 
systems for a critical resolved shear stress (CRSS), 2., of 10 MPa (no strain-hardening is assumed) and 
the strain rate sensitivity index, m, is set to 0.1. The simulations are carried out up o a strain of 0.2% 
with an applied strain rate of 10-4 s-1 along the rolling direction (RD). Note that, from now on, the new 
model will be referred to as RTCP-FFT model. 
 
Fig. 1. The synthesized microstructure of copper polycrystal and for an artificial FCC polycrystal with 













Fig. 2 shows the equivalent stress–strain curves prdicted by the EVP-FFT model, while Figs. 3 (a-b) 
present comparisons between the predictions obtained from the EVP-FFT and the RTCP-FFT models. 
Note that, for these simulations, the main interest is the elasto-viscoplastic transition zone, which varies 
with anisotropic constants. For both the analyses (for a copper polycrystal and the artificial FCC 
polycrystal) the simulations with the RTCP-FFT model are in excellent agreement with the predictions 
obtained from the EVP-FFT. 
 
Fig. 2. Predicted von Mises equivalent stress–strain curves during uniaxial tension along RD using the 
EVP-FFT model for cases of the copper polycrystal and n artificial FCC polycrystal.  
 
Fig. 3. Comparisons of the predicted von Mises equivalent stress–strain curves during uniaxial tension 
along RD between the RTCP-FFT and EVP-FFT models for; (a) copper polycrystal, and (b) an 














Next, for the case of the copper polycrystal, the predicted local micromechanical fields obtained with 
both models obtained at an equivalent strain of 5% are compared (Figs. 4a-d). A qualitative comparison 
of the results shows that the proposed model reproduces similar micromechanical fields as compared to 
the original EVP-FFT model (Fig. 4); the locations of deviations from uniform stress and strain fields 
predicted by the RTCP-FFT model, in general, are also in reasonable agreement with those predicted 
by the original EVP-FFT model. However, significant variations are observed between the computed 
local strains at some locations. These variations are mainly due to the different numerical integration 
schemes employed in the models. Furthermore, to quantify the variations, the mismatch in terms of 
both the local equivalent strains and the local equivalent stresses, normalized by the sum of local 
equivalent fields i.e. strains or stresses on all the voxels, are presented in the Fig. 5. The normalized 
difference is calculated per voxel as 
\/6`BF=	1	£F`£	]E£A/	`B	¤iE£	  2 ∗ :¥E£A|¦§¨¨© − ¥E£A|©ª¨¨© 	:∑ ¥E£A|¦§¨¨© 	¬|­ +	∑ ¥E£A|©ª¨¨© 	¬|­  
where N is the total number of voxels. It should be m ntioned that even though the local fields 
calculated by the RTCP-FFT model can be different from those computed by the EVP-FFT model, 














Fig. 4. Comparison of the simulated micromechanical f elds for the copper polycrystal (A = 2.2) at 5% 
equivalent strain during uniaxial tension along RD ; (a-b) – distribution of the von Mises equivalent 
stress (MPa), (c-d) – distribution of equivalent strain. 
 
Fig. 5. Comparison of variations in the local fields for each voxel between the RTCP-FFT and the 
EVP-FFT models in copper polycrystal (A = 2.2) at 5% equivalent strain during uniaxial tension along 
RD: (a) mismatch in the local equivalent strain, (b) mismatch in the local equivalent stress. 
(a) EVP-FFT (vM stress) (b) RTCP-FFT (vM stress) 
(c) EVP-FFT (equivalent strain) (d) RTCP-FFT (equivalent strain) 
Average = 7.43E-06 
(a) 














4. Application to Aluminum Alloy (AA) 5754 
In this section, the predictive capability of the nw model is demonstrated by comparing predictions 
from the new model with experiments for the commercial aluminum alloy (AA) 5754. It is important to 
mention that the proposed model is only calibrated for uniaxial tension along RD, then the same 
parameters are employed for the predicting the macroscopic stress-strain responses and the texture 
evolution for various other strain paths. For each case, the predictions obtained with RTCP-FFT model 
are compared with the measured data presented in Huet al. (2012). 
 Model setup 4.1
In this analysis, a representative volume element (RVE) with 128 x 128 x 128 points that represent 
8837 equiaxed grains is used to model AA5754 (Fig. 6e) The pole figures and orientation distribution 
functions (ODF) of the initial texture of as receivd O-temper AA5754 are presented in Figs. 6 (a-d). 
The synthetic microstructure in the RVE with equiaxed grains is built using a microstructure building 
software as proposed by Brahme et al. (2006). In this approach, an optimization technique is used to 
minimize the error, in both orientation distribution function (ODF) and misorientation distribution 
function (MDF), between measured and assigned orientat o s.  
 Boundary conditions 4.2
Simulations of uniaxial tension, balanced biaxial tension and plane strain tension are performed in this 
section. Uniaxial tension is simulated by applying a velocity gradient in RD (X) and TD (Y) directions 
respectively while the remaining components of the velocity gradient are kept unconstrained. 
Equibiaxial tension is simulated by applying a velocity gradient in both RD-TD (X-Y) directions while 
keeping ND (Z) direction unconstrained. Similarly, plane strain tension is simulated by applying a 















Fig. 6. Comparison of initial texture: (a) pole figure representations of the as-received experimental 
texture and (b) fitted texture; Comparison of contours of experimental ODFs (c) and fitted ODFs (d) at 
0, 45, and 60 degrees of ®2	sections. (e) The generated microstructure with 128 x 128 x 128 points in 
8837 equiaxed grains, the colors represent different grains. 
 Model calibration 4.3
An initial curve fitting of the macroscopic stress-train response of the polycrystalline is performed for 
uniaxial tensile test to calibrate the RTCP-FFT model (Fig. 6a), and the material parameters employed 
in the model are presented in Table 2. Note that, te same set of material parameters (as presented in 
Table 2) are employed in all of the simulations presented in section 4.  
Table 2. Constitutive parameters used to calibrate RTCP-FFT model for uniaxial tension along RD. 
=./2. 2D/2. 2. =D/2. 6 > 
10.0 2.24 25.5 1.9 0.02 1.0 
(b) Fitted initial texture (PF) (a) Measured initial texture (PF)  
(c) Measured initial texture (ODF) 
(e) Statistical equivalent synthetic 
microstructure (RVE) of 
AA5754 
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Fig. 7. (a) Comparison of macroscopic stress strain curves of measured data (Hu et al., 2011) and 
simulated response by calibrated-RTCP-FFT model for RD-uniaxial tension. (b) Simulated texture in 
form of pole figure for RD-uniaxial tension after 15% true strain. (c) and (d) Comparison of ODF 
sections of measured and simulated texture for RD-uniaxial tension at 5%, 10 % and 15% true strain. 
The predicted texture evolution for 15 % strain during uniaxial tension along RD is presented in Fig. 
7b, while Figs. 7 (c-d), present a comparison of ODF sections of measured and predicted evolved 
texture at different levels of true strain. Results show that the RTCP-FFT model can accurately capture 
the major trends of texture evolution. Both the experimentally measured and the predicted texture 
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Experiment RTCP-FFT model 
5% 10% 15% 5% 10% 15% Strain 
(b)  Pole figure of simulated texture for uniaxial 
tension after 15 % true strain along RD 
(c) ODF sections of measured texture for uniaxial 
tension along RD (Hu et al., 2011) 
(a) Comparison of simulated and measured stress-strain curves 
for uniaxial tension after 15 % true strain along RD
(d) ODF sections of simulated texture for uniaxial 



















(evolved) show an increase in the intensity of Copper and S (typical rolling textures) as the 
deformation proceeds from 5% to 15% uniaxial tensio. 
 Simulations of balanced biaxial tension and plane strain tension 4.4
In this section, the RTCP-FFT model is employed to simulate the stress-strain response of AA5754 
during; balanced biaxial tension, plane strain tension along RD, uniaxial tension and plane strain 
tension along TD. The predictions are compared withthose determined experimentally. The numerical 
analyses show that the RTCP-FFT model can accurately pr dict the macroscopic stress-strain response 
of AA5754 for the above mentioned strain paths (Figs. 8a-d). Recently, Hu et al. (2012), presented a 
similar study for AA5754 where they used a Taylor based model, VPSC model and VP-FFT model. 
While their predictions were also in good agreement with experiments, it should be mentioned that they 
employed a single set of hardening parameters that was obtained by simultaneously curve fitting the 
simulations to all the different experimental strain paths (uniaxial tension, balanced biaxial tension, 
plane strain tension). Contrary to their approach, ll the predictions presented in this section employ the 
same set of parameters (Table 2) obtained from a single curve fit for uniaxial tension. Thus, the RTCP-
FFT model can accurately predict the macroscopic stres -strain response for various strain paths with a 














Fig. 8. Comparison of predicted and measured (Hu et al., 2011) stress-strain curves for four different 
strain paths after 15 % true strain; (a) equibiaxial tension (σ	, 	e	, (b) plane-strain tension in RD 
(σ, 	e	, (c) Uniaxial tension in TD (σGG	, 	eGG and (d) plane strain tension in TD (σGG	, 	eGG	. 
 Predictions of texture evolution 4.5
 
Fig. 9. Comparison of predicted texture in form of p le figures for four different strain paths; (a) 
equibiaxial tension, (b) plane strain tension along RD, (c) uniaxial tension along TD and (d) plane 
strain tension along TD. 
(a) (b) 
(c) (d) 













The RTCP-FFT model is also employed to predict texture evolution (Fig. 9). The initial texture (Fig. 
6b) contains higher amounts of Brass, Cube and S compared to Copper and Goss texture components. 
In the predicted texture after 15% true strain, an increase in Brass is observed in balanced biaxial 
tension and uniaxial tension along TD with a decrease in the intensities of cube and S. On the other 
hand, Copper component is strengthened after 15% strain in cases of plane strain tension along RD and 
TD. Overall, a smaller change is observed in intensi ies of texture components from their initial values 
in uniaxial tension and plane strain tension cases. 
Next, an analysis of texture evolution is presented using ODF sections. The predicted texture 
evolutions are compared with experimental measurements (Hu et al., 2011) at 5%, 10% and 15% true 
strain. Figs. 10-13 show the progress of ODF with strain during balanced biaxial tension, plane strain 
tension along RD and TD respectively as well as in uniaxial tension along TD. Simulations show that, 
as the deformation progresses, the grains favor the formation of Brass and Cube orientations during 
uniaxial tension along TD, the grains tend to form the Brass in case of plane strain tension along TD 
and the ;-fiber rolling texture is further strengthened in plane strain tensions along RD. In case of 
balanced biaxial tension, a stronger growth of Brass and Copper components are observed. Overall, the 
RTCP-FFT model successfully predicts the general trends observed in the measured ODF sections for 
the different strain paths considered in this study.  
It should be mentioned that, Hu et al. (2012) presented results where the well-known crystal plasticity 
models such as VPSC and Taylor-type approximations te d to over predict the texture evolution for 
AA5754 due lack of proper treatment of grain to grain interaction and strain partitioning. On the other 
hand, the results in this research indicate that the RTCP-FFT model can accurately capture the trends of 
texture evolution due to consideration of the actual interaction of grains and allowing voxels in a grain 
to deform independently. This leads to an increase in distribution of orientations inside a grain, thus the 














Fig. 10. Comparison of measured (Hu et al., 2011) and predicted ODF sections at strain levels of 5, 10, 
and 15 percent for equibiaxial tension. 
 
Fig. 11. Comparison of measured (Hu et al., 2011) and predicted ODF sections at strain levels of 5, 10, 
and 15 percent for plane strain tension in RD. 
RTCP-FFT model 
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Fig. 12. Comparison of measured (Hu et al., 2011) and predicted ODF sections at strain levels of 5, 10, 
and 15 percent for plane strain tension in TD. 
 
Fig. 13. Comparison of measured (Hu et al., 2011) and predicted ODF sections at strain levels of 5, 10, 
and 15 percent for uniaxial tension in TD. 
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 Computational efficiency 4.6
Previous researches have demonstrated that the augmented Lagrangians scheme based FFT models are 
several orders more efficient than FEM based model in computing polycrystalline response under 
similar loading conditions (Liu et al., 2010; Prakash and Lebensohn, 2009). In present work, the EVP-
FFT model is significantly modified to exploit its use in potential applications based on single-phase 
polycrystal modeling by further accelerating the FFT scheme using a semi-explicit rate tangent 
modulus method. In this section, a comparison of computational efficiency, in terms of CPU time, 
between the proposed RTCP-FFT model and the EVP-FFT model is presented using two different 
cases up to 20% true strain with a strain rate of 10-4 s-1. The simulations were performed on a single 
processor of Intel(R) Xeon(R) CPU E5-2680 @ 2.70GHz at the University of Waterloo 
supercomputing centre without using any parallelization schemes. 
In first case, for AA5754, the effect of different strain paths on CPU time is studied using a 16 x 16
16 regular grid of Fourier points in an RVE with 4096 Cube grains (Fig. 14a) corresponding to a single 
Fourier point per grain to minimize the number of calculations required for single temporal increment. 
Both RTCP-FFT and EVP-FFT models were first calibrated with uniaxial tension stress-strain curve 
along RD and then simulations were performed for plane strain tension along RD and balanced biaxial 
tension.  
 
Fig. 14. (a) The synthesized microstructure of AA5754 consisting of one Fourier point per grain with 
16 Fourier points in each of x, y and z-axis representing 4096 Cube grains, the colors represent 
different grains. (b) Computational cost comparison of proposed model (RTCP-FFT) and EVP-FFT 
model for three different strain paths up to 20% true strain 
The computation times for the RTCP-FFT and the EVP-FFT simulations for three different strain paths 
up to 20% true strain are summarized in Fig.14b. The EVP-FFT model required an average CPU time 
(a) Synthetic microstructure (b) CPU time comparison 













of 19.39 minutes to simulate the material response for the three strain paths, while the RTCP-FFT 
model required an average CPU time of only 9.48 seconds. Thus, for the average CPU times, the 
RTCP-FFT model is 122.7 times faster than the EVP-FFT model. To further investigate the 
computational costs of the RTCP-FFT and the EVP-FFT models, the simulations of uniaxial tension 
with no strain hardening are also performed. The analysis shows that the RTCP-FFT model is 83 times 
faster than the EVP-FFT model when no strain hardening is considered. 
In the second case, the effect of increasing the number of Fourier points per grain on the total CPU 
time is analyzed. For this case, six different RVEs are used; each consisting of 64 grains with 4 grains 
in X, Y and Z directions. The orientations of these grains are sampled from the AA5754 texture. Each 
RVE is then discretized using a regular Fourier grid of; a) 4 x 4 x 4 = 64 points, b) 8 x 8 x 8 = 512 
points, c) 16 x 16 x 16 = 4096 points, d) 32 x 32 x 32 = 32768 points, e) 64 x 64 x 64 = 262144, and f) 
128 x 128 x 128 = 2097152 points, respectively. Note that, the above mentioned discretization results 
in an increase in the number of Fourier points in each grain, with 1 x 1 x 1 = 1, 2 x 2 x 2 = 8, 4 x 4 
= 64, 8 x 8 x 8 = 512, 16 x 16 x 16 = 4096, 32 x 32 x 32 = 32768 Fourier points per grain in RVEs 
described in a-e respectively. The RVEs are then subjected to uniaxial tension along RD (up to 20% 
true strain) with both models. 
 
Fig. 15. A comparison of CPU time required by proposed model (RTCP-FFT) and EVP-FFT model 
respectively to complete RD uniaxial tension simulation up to 20% true strain versus total number of 
Fourier points in each of six different RVEs used; (a) Bar chart representation (b) log plot showing 
proportional limit 
A comparison between the CPU times required by the two models to compute the response of six 
different RVEs with an applied strain rate of 10-4 s-1 is presented in Fig.15a. For each case, the RTCP-
FFT model is, at an average, 110 times faster than EVP-FFT. Note that the computation times of the 
(a)  (b)  
      RTCP-FFT           EVP-FFT 













simulations performed by both RTCP-FFT and EVP-FFT models scale proportionally with the number 
of Fourier points (Fig. 15b). This is a direct indication of the efficiency of both the models as both f 
the models employ an optimum matrix-inversion algorithm in the solver. The CPU times of the RTCP-
FFT simulations are much quicker and fall about two orders of magnitude below that of the 
corresponding CPU times of the EVP-FFT simulations.  
5. Summary and conclusions 
A new, computationally efficient full-field numerical framework (RTCP-FFT) for single-phase 
polycrystalline solids is developed by coupling a tangent modulus method based crystal plasticity 
formulation with the fast Fourier transform (FFT) method to simulate large strain phenomena. The 
RTCP-FFT model is able to compute 3-D space-resolved local and overall micromechanical fields with 
high intragranular resolution using the direct input from images of microstructures of a polycrystalline 
material with extremely small computational cost.  
The proposed numerical framework is verified by using simulations of the elastic-viscoplastic 
transitions of two polycrystals with the EVP-FFT model as a reference. As the first application with the 
RTCP-FFT model, for AA5754, the simulated stress-strain curves and texture evolution during five 
different strain paths are compared to experiments for model validation. Predictions with the RTCP-
FFT model showed excellent agreement with experiments. 
Simulations showed that the RTCP-FFT model is significantly faster than the EVP-FFT model in terms 
of CPU time; an acceleration of about two orders of magnitude is achieved over the augmented 
Lagrangians procedure based FFT methods. The solutions produced by the RTCP-FFT model can be 
slightly different locally (per material point) from those produced by the EVP-FFT model, however, 
these local variations (due to the difference in the integration algorithms) have with very little/no effect 
on macroscopic response.  
Finally, the computational efficiency of the proposed numerical model makes it an excellent candidate 
to study the formability of polycrystalline metals since it can account for the richness of three-
dimensional microstructures. Research with the proposed model to study the effect of various 
microstructural features (i.e., grain morphologies) on the forming limit strains is in progress and will be 
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• Efficient full field elasto-viscoplastic framework that gives a speedup of ~100 
• Framework combines rate tangent method and Fast Fourier Transform 
• Extending the EVP-FFT model to simulate large strain behavior 
• Accurate predictions of different strain paths using calibrated uniaxial tension 
