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Parkable convex sets and finite-dimensional Hilbert spaces
Alexandru Chirvasitu∗
Abstract
A subset of a convex body B containing the origin in a Euclidean space is parkable in B
if it can be translated inside B in such a manner that the translate the origin. We provide
characterizations of ellipsoids and of centrally symmetric convex bodies in Euclidean spaces
of dimension ≥ 3 based on the notion of parkability, answering several questions posed by G.
Bergman.
The techniques used, which are based on characterizations of Hilbert spaces among finite-
dimensional Banach spaces in terms of their lattices of subspaces and algebras of endomorphisms,
also apply to improve a result of W. Blaschke characterizing ellipsoids in terms of boundaries
of illumination.
Key words: convex body, Blaschke, centrally symmetric, ellipsoid, parkable set, Hilbert space, Ba-
nach space
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Introduction
The present paper answers several questions raised in [1] regarding convex bodies in euclidean
spaces. The setup is based on the following notion; it is introduced by G. Bergman in the process
of studying “efficient” embeddings of metric spaces into other metric spaces.
All convex sets are understood to be subsets of some ambient Euclidean space Rn.
Definition 1 Let C ⊆ B be convex sets with 0 ∈ B. C is parkable in B if some translate of C is
still contained in B and contains 0. 
The questions in [1] referred to above have to do with characterizing particularly nice convex
bodies in Rn (i.e. centrally symmetric or ellipsoids) by means of parkability. First recall
Definition 2 Let C ⊆ Rn be a convex subset. A center of symmetry for C is a point p ∈ C such
that
C = 2p− C := {2p − x | x ∈ C}.
C has a center of symmetry if a center of symmetry exists.
C is centrally symmetric if 0 ∈ C is a center of symmetry for it. 
[1, Question 32] then reads as follows.
∗University of Washington, chirva@uw.edu
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Question 3 Let C be a compact convex subset of Rn for some n > 2, with the property that for
every centrally symmetric compact convex subset B ⊂ Rn containing some translate of C, that
translate is parkable in B.
Is it true that C must have a center of symmetry?
One of the main results is
Theorem 4 The answer to Question 3 is affirmative. 
A more elaborate result has to do with recognizing ellipsoids by means of parkability. Recall
Definition 5 A convex body is a compact convex set with non-empty interior which contains 0. 
The starting point for the discussion that follows is the following result from [1].
Proposition 6 Let B ⊂ Rn be a convex body for some n > 2. Then, the following properties are
successively weaker.
(i) B is an ellipsoid centered at 0.
(ii) B is centrally symmetric and its intersection with every hyperplane has a center of symmetry
(provided it is not empty).
(iii) Every closed convex subset of B is parkable in B.
It is then natural to ask [1, Question 31]:
Question 7 Is either of the implications from Proposition 6 reversible?
In this context, the second main result is
Theorem 8 The three properties in Proposition 6 are equivalent to one another. 
The rest of this introduction contains a few remarks about the proofs.
Theorems 4 and 8 do not directly imply one another as such, but they are nevertheless interlinked
through the methods used in their proofs. The same auxiliary lemma about plane compact convex
sets, for instance, leads both to Theorem 4 and to the fact that condition (iii) in Proposition 6
implies that B is centrally symmetric (in other words, the partial implication (iii) ⇒ (ii)).
Once we show that (iii) implies central symmetry, we can assume B to be centrally symmetric
throughout the rest of the proof of Theorem 8. As such, it is the unit ball of a unique Banach space
structure (Rn, ‖ · ‖) on Rn, and now functional-analytic techniques and results can be brought to
bear.
More specifically, using the same auxiliary result referred to in passing above we first prove
Proposition 9 Let B be a convex centrally symmetric body B satisfying condition (iii) from
Proposition 6. Then, for every linear hyperplane H ⊂ Rn, the non-empty intersections
(H + x) ∩B, x ∈ Rn
have centers of symmetry. Moreover, these centers are collinear. 
2
Associating to L the unique line through the origin containing the centers of symmetry from
the statement of Proposition 9 extends, it turns out, to an inclusion-reversing involution on the
lattice of subspaces of the Banach space (Rn, ‖ · ‖) referred to above. This, together with a lattice-
theoretic characterization of Hilbert spaces among Banach spaces due to Kakutani et al. leads to
the conclusion that (Rn, ‖ · ‖) is a Hilbert space. But this is equivalent to its unit ball being an
ellipsoid, and the conclusion follows.
There are other results that might be of independent interest, such as an improvement of a
result of Blaschke on characterizations of ellipsoids by means of light rays ([2]).
1 Preliminaries
1.1 Convex geometry
Our main reference on the topic will be [5], to which we refer the reader for basic terminology.
We say that two convex bodies in a Euclidean space Rn are mutual translates if one is the image
of the other through some translation of Rn.
The following result will make an appearance several times in the sequel; the reader can consult
e.g. [10] and the references therein for background on the result (which is also [5, Theorem 3.1.3]).
Theorem 1.1 Let K and L be two compact convex subsets of Rn for n ≥ 3, and 2 ≤ m ≤ n− 1 a
positive integer. If the projections of K and L on every m-dimensional linear subspace of Rn are
mutual translates, then so are K and L. 
As a consequence, we get ([5, Corollary 3.1.5])
Corollary 1.2 Let m and n be positive integers as in Theorem 1.1, and B ⊂ Rn a compact convex
subset. Then, B has a center of symmetry if and only if its projection on every m-dimensional
linear subspace of Rn does.
Proof Having a center of symmetry is equivalent to B and −B being translates; we can now simply
apply Theorem 1.1 to this pair of convex sets. 
1.2 Banach and Hilbert spaces
We will assume some basics on Banach and Hilbert spaces and bounded operators thereon, as
covered e.g. in the introductory sections of [9, Chapters 1 and 12] or in the first three chapters of
[3].
Given a centrally symmetric convex body B = −B in Rn, we can associate to it the unique
Banach space structure on Rn making B the unit ball: the norm of x ∈ Rn is defined to be
‖x‖ = ‖x‖B = inf{r ≥ 0 | x ∈ rB}.
The correspondence B 7→ ‖ · ‖B is a bijection between centrally symmetric convex bodies and
Banach space structures on Rn; the inverse map associates to a Banach space structure (Rn, ‖ · ‖)
its unit ball.
As Theorem 8 above suggests, one of our main goals will be characterizing ellipsoids among
convex bodies. In terms of the bijection B ↔ ‖ · ‖B the ellipsoids correspond to the Hilbert space
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structures on Rn, i.e. those Banach space structures whose underlying norm ‖ · ‖ arises from an
inner product 〈−,−〉 via the usual formula
‖x‖2 = 〈x, x〉, ∀x ∈ Rn.
For this reason, it will be important to have at our disposal results that allow for the recognition
of Hilbert spaces among Banach spaces. One such tool is [6, Theorem 1.1] (or rather a variant
thereof, with real Banach spaces instead of complex ones):
Theorem 1.3 Let (Rn, ‖ · ‖) be a Banach space. The norm is induced by an inner product if and
only if there exists an operation T 7→ T ∗ on the space Mn(R) of endomorphisms of R
n such that
1. (T + S)∗ = T ∗ + S∗;
2. (T ∗)∗ = T ;
3. (TS)∗ = S∗T ∗;
4. ‖P‖ ≤ 1 if P 2 = P = P ∗, where ‖P‖ is the norm on Mn(R) induced by that on R
n.

In other words, we have a recognition criterion for Hilbert space norms in terms of involutions
T 7→ T ∗ on their algebras of endomorphisms.
2 Universally parkable sets
The aim of this section is to prove Theorem 4 above, answering Question 3 in the affirmative. We
recall the statement, after introducing the following notion relevant to the setup of the theorem.
Definition 2.1 A compact convex set C ⊂ Rn is universally parkable if for any centrally symmetric
convex subset B ⊂ Rn containing a translate of C, that translate is parkable in B in the sense of
Definition 1. 
Theorem 2.2 For a positive integer n ≥ 3, every universally parkable compact convex subset
C ⊂ Rn has a center of symmetry.
We proceed through a series of auxiliary results. First off, we narrow down the class of centrally
symmetric convex sets that witness the parkability of C ⊂ Rn. For this purpose as well as for use
in the sequel, denote by Cu the translate C + u for u ∈ R
n.
Lemma 2.3 A compact convex subset C ⊂ Rn is universally parkable if and only if for every
u ∈ Rn the translate Cu is parkable in the convex hull co(−Cu
⋃
Cu).
Proof On the one hand, if C is universally parkable, every co(−Cu
⋃
Cu) is certainly a centrally
symmetric convex subset of Rn containing a translate Cu, and hence the latter must be parkable
in the former.
Conversely, every centrally symmetric compact convex B ⊂ Rn containing a translate Cu con-
tains co(−Cu
⋃
Cu), so that if Cu is parkable in the latter then it is parkable in the former as
well. 
As a consequence, we obtain
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Corollary 2.4 If C ⊂ Rn is universally parkable, then so are its projections on linear subspaces
of Rn.
Proof This follows from the fact that the property from the statement of Lemma 2.3 is clearly
invariant under taking orthogonal projections. 
In order to fix ideas, we now specialize Theorem 2.2 to n = 3.
Lemma 2.5 If Theorem 2.2 holds for n = 3 then it holds in general.
Proof Starting with a universally parkable C ⊂ Rn for some n ≥ 3, Corollary 2.4 ensures that its
projections on all 3-dimensional linear subspaces of Rn are universally parkable. If Theorem 2.2
holds for R3 we can conclude that these projections all have centers of symmetry, which according
to Corollary 1.2 means that so does C. 
This now allows us to focus on the case n = 3. Let S ⊂ R3 be an origin-centered sphere whose
radius is large enough to ensure that no translates Cu (and hence no reflections −Cu) contain 0 as
u ranges over S. The following lemma shows that when u ∈ S there is a certain rigidity in how one
may translate Cu inside co(−Cu
⋃
Cu) so as to engulf 0.
Lemma 2.6 Let C ⊂ R3 be as in the statement of Theorem 2.2 For any u ∈ S, the direction of a
vector 0 6= v ∈ R3 such that
0 ∈ Cu + v ⊂ co(−Cu
⋃
Cu)
is uniquely determined.
Proof Let u ∈ S and 0 6= v ∈ R3 be vectors as in the statement, and let H ⊂ R3 be a 2-dimensional
linear such that the projection Cu|H does not contain 0 ∈ H and is not collinear with the origin
(i.e. is not a segment whose supporting line contains 0). Note that such planes H form an open
subset of the Grassmannian G(3, 2) (because their defining property is open), and by our choice of
radius for S this subset of G(3, 2) is non-empty.
In the plane H the part of the boundary ∂ co(−Cu|H
⋃
Cu|H) that is not contained in the
boundaries of Cu|H and −Cu|H consists of two open segments forming two opposite edges of a
parallelogram centered at 0:
Cu|H
−Cu|H
0w
L
More formally, as the diagram illustrates, the two segments in question are the tangents to the
boundary ∂ co(−Cu|H
⋃
Cu|H) at the points where a hyperplane (i.e. line) L that separates Cu|H
and −Cu|H intersects said boundary.
Denoting by w the orthogonal projection of v on H, it follows from the above remark about the
boundary of co(−Cu|H
⋃
Cu|H) that w must be parallel to the two segments and point away from
Cu|H. This determines the direction of w ∈ H uniquely, and since w was the orthogonal projection
of v on any one of the elements of an open subset of G(3, 2), we deduce the desired uniqueness of
the direction of v. 
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Remark 2.7 Note that the proof of Lemma 2.6 actually shows more than the statement claims:
it shows that the unique direction in which Cu can be translated without leaving co(−Cu
⋃
Cu) is
that of ϕ(u). 
This gives us, for every u ∈ S, a unique unit vector ϕ(u) = v‖v‖ ∈ S1 (unit sphere centered at
0) such that translation in its direction will position Cu so that it contains 0. The map ϕ is in
fact very well-behaved. Recall that an odd map between two spheres is one that sends antipodes
to antipodes. With this in hand, we have
Lemma 2.8 The map ϕ : S→ S1 deduced from Lemma 2.6 as in the discussion above is continuous
and odd.
Proof The fact that ϕ is odd is immediate: if −ϕ(u) belongs to Cu then ϕ(u) belongs to −Cu,
meaning that translation of −Cu by −ϕ(u) will position the former so that it contains 0.
As for the continuity of ϕ, note first that because of our choice of S (such that no Cu contains
the origin) there is a positive lower bound on the length of vectors v such that 0 ∈ Cu + v as u
ranges over S. In conclusion, there is some t > 0 such that for all u ∈ S we have
Cu + tϕ(u) ∈ co(−Cu
⋃
Cu). (1)
The condition
Cu + tv ∈ co(−Cu
⋃
Cu)
is closed in (u, v) ∈ S × S1, and together with Remark 2.7 above, (1) shows that the set of pairs
(u, v) that satisfy it is precisely the graph of ϕ : S→ S1. Since we now know that the graph of the
map ϕ between compact spaces is closed, we can conclude that it is continuous. 
Corollary 2.9 The map ϕ : S→ S1 from Lemma 2.8 is onto.
Proof Indeed, Lemma 2.8 shows that it is a continuous odd map between 2-spheres. By one
version of the Borsuk-Ulam theorem (e.g. the main result of [4]) it follows that the map is not
nullhomotopic and hence, because the complement of a point in the 2-sphere is contractible, must
be onto. 
Lemma 2.10 For every u ∈ S, the orthogonal projection of Cu on H = ϕ(u)
⊥ is centrally sym-
metric.
Proof We have to show that the projections of Cu and −Cu on H coincide. If they do not, then
there is a point x on the boundary ∂(Cu|H) that does not belong to −Cu|H. The line in R
3 through
x and orthogonal to H (and hence parallel to ϕ(u)) intersects −Cu
⋃
Cu along a segment (possibly
6
degenerate, i.e. a single point) contained in the boundary ∂Cu.
Cu
−Cu
0 H
φ(u)
x
Translation by ϕ(u) will move one of the endpoints of the segment outside of co(−Cu
⋃
Cu), con-
tradicting
Cu + ϕ(u) ⊂ co(−Cu
⋃
Cu).
It follows from the contradiction that −Cu|H = Cu|H, as desired. 
We are now ready to complete the proof of the main result of this section.
Proof of Theorem 2.2 Lemma 2.10 and corollary 2.9 show that the orthogonal projection of C
on every hyperplane in R3 has a center of symmetry and hence, according to Corollary 1.2, so does
C. 
3 Parkability and finite-dimensional Banach spaces
Here, we prove Theorem 8. Recall the statement:
Theorem 3.1 For a convex body B ⊂ Rn, n ≥ 3 the following properties are equivalent.
(i) B is an ellipsoid centered at 0.
(ii) B is centrally symmetric and its intersection with every hyperplane has a center of symmetry
(provided it is not empty).
(iii) Every closed convex subset of B is parkable in B.
We already know from Proposition 6 that (i) implies (ii), which in turn implies (iii); hence, it
suffices to go backwards. We once again specialize to n = 3 in order to simplify some of the proofs
and language.
Proposition 3.2 If Theorem 3.1 holds for n = 3 then it holds in general.
Proof Property (iii) is clearly preserved by passing to orthogonal projections from Rn down to
its three-dimensional subspaces. If the implication (iii) ⇒ (i) holds in R3, then we know that
all orthogonal projections of B on such subspaces are ellipsoids. This implies that B itself is an
ellipsoid by [5, Theorem 3.1.7]. 
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As explained in the introduction, the first priority will be to prove that (iii) implies the property
of being centrally symmetric so as to be able to think of the convex body as the unit ball of a Banach
space structure on Rn. The following lemma provides the first step in this direction.
Lemma 3.3 If the implication (iii) ⇒ (centrally symmetric) holds in R2, then it holds for all Rn,
n ≥ 3.
Proof Let B ⊂ Rn, n ≥ 3 be a convex body satisfying condition (iii) of the theorem, and suppose
(iii) implies central symmetry in the plane.
Clearly, (iii) is preserved upon projecting down to any plane, and hence, by assumption, all
projections of B on planes are centrally symmetric. The conclusion that B itself is then follows
from Corollary 1.2 (or rather a variant thereof whereby the center of symmetry is in fact the
origin). 
Remark 3.4 As seen in [1, Lemma 29], condition (iii) of Theorem 3.1 is equivalent to the fact
that every hyperplane section of B is parkable. We will henceforth use this equivalence without
further comment when convenient. 
Proposition 3.5 Let B ⊂ R2 be a convex body such that every intersection of B with a line is
parkable in B. Then, B is centrally symmetric.
Proof Let v ∈ R2 be a non-zero vector, and H1 and H2 the two B-supporting lines that are
orthogonal to v.
Claim: The convex hull of the segments H1∩B and H2∩B contains the origin. Indeed,
if p1 ∈ H1 ∩B and p2 ∈ H2 ∩B are two points on the boundary of B, then by our hypothesis some
translate p1p2 + w ⊂ B contains the origin. Because Hi are supporting lines the translates p1 + w
and p2 + w belong to H1 and H2 respectively (i.e. if it is non-zero, then w is parallel to H1 and
H2); this finishes the proof of the claim.
H1
p1
H2
p2
0
w
Given the claim, the conclusion now follows from the technical Lemma 3.6 below. 
Lemma 3.6 Let B ⊂ R2 be a convex body. Suppose that for every non-zero v ∈ R2 the two
supporting lines L1 = L1(v) and L2 = L2(v) of B that are orthogonal to v satisfy
0 ∈ co((L1 ∩B) ∪ (L2 ∩B)).
Then, B is centrally symmetric.
Proof We have to show that B and −B coincide. Assuming they do not, the condition on B at
least ensures that the union −B ∪B is convex. Indeed, otherwise for some p ∈ ∂B ∩ ∂(−B) some
B-supporting line L through p would not be −B-supporting, and hence v ⊥ L would violate the
hypothesis.
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In conclusion, B and −B admit common parallel supporting lines L and −L at two points p
and −p respectively in the intersection ∂B ∩ ∂(−B). We will moreover choose coordinates in R2
so that the segment (−p)p is horizontal and L is vertical. We will derive a contradiction from the
assumption that the portions of ∂B and ∂(−B) lying in the lower half plane are distinct.
0−p p
−L L
B
−B
We can now identify (−p)p with a closed interval [−a, a], a > 0 and the portions of ∂B and ∂(−B)
depicted above with graphs of convex functions f < 0 and g < 0 respectively defined on (−a, a).
Moreover, the assumption B 6= −B translates without loss of generality to g(x) < f(x) for all
x ∈ (−a, a).
In this setup, the meaning of the hypothesis is that whenever a line through the origin intersects
the graphs of f and g at smooth points (x, f(x)) and (y, f(y)) respectively, the tangents to the two
graphs at those points are parallel; equivalently, f ′(x) = g′(y).
If, in the previous paragraph, we choose x to be negative, then y < x. Because g is convex, its
derivative is non-decreasing, and hence
f ′(x) = g′(y) ≤ g′(x)
(always assuming we are working with points where the derivatives exist, which is the case for all
but countably many of the elements in the domain (−a, a)).
In conclusion, whenever both f and g are differentiable at x ∈ (−a, 0] we have f ′(x) ≤ g′(x).
This, together with
f(0) =
∫ 0
−a
f ′(x) dx ≤ g(0) =
∫ 0
−a
g′(x) dx
contradicts our assumption that g(0) < f(0). 
Using Proposition 3.5, we obtain
Corollary 3.7 Let B ⊂ Rn, n ≥ 3 be a convex body satisfying condition (iii) of Theorem 3.1.
Then, B is centrally symmetric.
Proof This follows immediately from Lemma 3.3 via Proposition 3.5. 
We now know that all convex bodies satisfying the weakest condition (iii) of Theorem 3.1 are
centered at the origin, and as a consequence we henceforth specialize the discussion to such bodies.
Next, our goal will be to prove an n = 3 version of Proposition 9, announced above.
Proposition 3.8 Let B be a convex centrally symmetric body B ⊂ R3 satisfying condition (iii)
from Proposition 6. Then, for every linear hyperplane H ⊂ R3, the non-empty intersections
(H + x) ∩B, x ∈ R3
have centers of symmetry. Moreover, these centers are collinear.
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Before embarking on a proof, we need some preparation. As explained in the discussion following
[1, Question 31], convex bodies B with parkable hyperplane sections have the following property:
for any linear hyperplane H ⊂ R3 there is a line L ⊂ R3 such that B has a supporting translate
of L at every point of H ∩ ∂B (here, ‘supporting’ is the natural extension to lines of the term
‘supporting hyperplane’; it simply means that the line intersects only the boundary of B).
It is also explained in loc. cit. how this property is in a sense dual to one considered by Blaschke
[2, pp. 157-159] in relation to illuminating convex bodies. In this latter reference, (smooth) convex
bodies are considered with the property that when illuminated with parallel light rays, the boundary
curve of the illuminated region is planar. In other words, given a line L, the intersections of the
B-supporting translates of L with B form a planar curve in ∂B. This is the precise opposite of the
situation in the previous paragraph.
Motivated by these considerations, we label the two dual properties described above.
Definition 3.9 Let B ⊂ R3 be a convex body containing 0 in its interior.
B has the Blaschke property (or is Blaschke, for short) if for any line L there exists a linear
hyperplane H ⊂ R3 such that all points in H ∩ ∂B lie on some B-supporting translate of L.
B has the dual Blaschke property (or is dual Blaschke) if for any linear hyperplane H ⊂ R3
there is a line L ∈ R3 such that all points in H ∩ ∂B lie on some B-supporting translate of L. 
With these terms in place, the discussion preceding the definition amounts to ([1, p. 257])
Proposition 3.10 A centrally symmetric convex body in R3 satisfying condition (iii) of Theorem 3.1
is dual Blaschke. 
Our next aim is to prove the dual version of this result.
Proposition 3.11 A centrally symmetric convex body in R3 satisfying condition (iii) of Theorem 3.1
is Blaschke.
We now introduce some tools necessary in the proof of Proposition 3.11. Consider a convex
body B as in Proposition 3.10. For every unit vector v ∈ R3, denote by Hv the plane orthogonal to
v. We define the subset ψ(v) = ψB(v) of the unit sphere to consist of all unit vectors w such that
w · v > 0 and the line {p+ tw | t ∈ R} is B − supporting for every p ∈ ∂B ∩Hv.
In other words, it is the set of unit vectors that make acute angles with v and pointing along the
directions of those lines L associated to the plane Hv as in Proposition 3.10 and definition 3.9.
Proposition 3.10 is what makes ψ(v) non-empty. Note moreover that since the lines supporting
B at points in ∂B ∩ H cannot be contained in H (for any plane H), ψ(v) is closed in the unit
sphere S2. Finally, it is also convex as a subset of the sphere, in the sense that for w,w′ ∈ ψ(v) the
rescaled convex combinations
tw + (1− t)w′
‖tw + (1− t)w′‖
, t ∈ (0, 1)
all belong to ψ(v). All in all, we have defined a map
ψ = ψB : S
2 → closed convex subsets of S2.
The map ψ has a number of other properties that are easy to check:
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Lemma 3.12 For a convex body B as in Proposition 3.10, the map ψ = ψB is odd in the sense
that
ψ(−v) = −ψ(v)
and upper semicontinuous in the sense that its graph
{(v,w) ∈ S2 × S2 | w ∈ ψ(v)}
is closed in S2 × S2.
Proof The property of being odd is immediate from the definition of ψ: v and −v define the same
plane Hv = H−v, and hence the same set of lines supporting B at the points of ∂B ∩ Hv. The
upper semicontinuity claim is similarly routine, using the observation that the set of B-supporting
affine lines is closed in the set of all affine lines of R3. 
Lemma 3.13 An odd, upper semicontinuous map
ψ =: S2 → closed convex subsets of S2
is onto in the sense that every w ∈ S2 belongs to some set ψ(v), v ∈ S2.
Proof Assume the contrary, with, say, w ∈ S2 lying outside all of the sets ψ(v) as v ranges over
S
2. Flowing along great circles through w down to the equator in the plane orthogonal to w, we
can deform ψ into an odd, upper semicontinuous map
ψ =: S2 → closed convex subsets of S1.
The existence of such a map contradicts the multivalued Borsuk-Ulam theorem as stated e.g. in
[7, Corollary 2.4]. 
We have now effectively proven Proposition 3.11 above.
Proof of Proposition 3.11 Using the notation introduced above, the statement amounts to
showing that ψB is onto; this is precisely what Lemma 3.13 does. 
This provides us with the necessary tools to attack Proposition 3.8.
Proof of Proposition 3.8 The statement stipulates a condition that is closed among planes in
G(3, 2), so it suffices to prove that this condition holds for a dense set of planes. Specifically, we
will prove it for planes H with the following property:
The two supporting planes of B that are parallel to H each intersect B at a single point.
Now fix such a plane H, and let p and q = −p be the two points where the two B-supporting
translates of H intersect B. Let also K be a planar section (H + x) ∩ B with non-empty relative
interior. Finally, fix a line L ∈ H.
In the affine plane H + x, the convex body K has two supporting lines parallel to L; denote
these by L1 and L2.
Claim: The convex hull of Li ∩K contains the point r = (H + x)∩ pq. Given the claim,
we can finish the proof of the proposition as follows.
Since the claim holds for any line L ∈ H, we can apply Lemma 3.6 inside the affine plane H+x,
with the point r regarded as the origin, to conclude that K has this point as its center of symmetry.
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In conclusion, we obtained the desired result: all planar sections of B that are parallel to H are
centrally symmetric along points on the line containing p and q.
It thus remains to prove the claim; this goal will take up the rest of the proof.
According to Proposition 3.11, there is a plane H ′ ⊂ R3 with the property that every point
in H ′ ∩ ∂B is contained in a B-supported line parallel to L. By our choice of H (so that its two
B-supporting translates meet B at single points p and q respectively), we have p, q ∈ H ′. As
a consequence of this, the endpoints of the segment H ′ ∩ K are contained in the B-supporting
translates L1 and L2; this concludes the proof. 
Remark 3.14 Note that given the plane H ⊂ R3, the line containing the centers of symmetry for
the non-empty planar sections (H + x) ∩ B is uniquely determined; this provides a map from the
Grassmannian of planes G(3, 2) to the Grassmannian G(3, 1) of lines in R3. 
We now take the first step towards constructing a map G(3, 1) → G(3, 2) in the opposite direction
to that of Remark 3.14.
Lemma 3.15 Suppose we are under the assumptions of Proposition 3.8, and L is the line contain-
ing the centers of symmetry of (H + x) ∩ B for x ranging over R3. Then, the midpoint of every
non-empty intersection (L+ y) ∩B belongs to H.
Proof Proposition 3.8 can be restated as saying that the linear involution T of R3 that acts as
the identity along L and as x 7→ −x on H preserves the convex body B. The involution −T also
preserves B, acts as the identity on H, and as x 7→ −x along L. In other words, −T preserves H
and reverses every segment (L+ y) ∩B; this implies the conclusion. 
We can now prove the dual version of Proposition 3.8.
Proposition 3.16 Suppose we are under the hypotheses of Proposition 3.8. For any line L ⊂ R3,
the midpoints of the non-empty intersections (L+ y) ∩B are coplanar.
Proof Lemma 3.15 above already proves the statement for those lines L arising as images of planes
H ∈ G(3, 2) through the map G(3, 2) → G(3, 1) from Remark 3.14. It is thus sufficient to show that
this map is onto. In other words, we have to prove that every line L contains the symmetry centers
of the non-empty planar sections (H + x) ∩B for some H ∈ G(3, 2).
Consider the map φ = φB : S
2 → S2 defined as follows. For a unit vector v ∈ S2, let H = Hv
be the plane orthogonal to v, and take φ(v) be the unit vector making an acute angle with v and
pointing along the line L that contains the centers of symmetry of (H + x) ∩B, x ∈ R3.
Clearly, φ is continuous and odd, in the sense that φ(−v) = −φ(v). We can now apply
Lemma 3.13 in the simpler case of ordinary (rather than multivalued) maps to conclude via Borsuk-
Ulam that φ is onto. 
Propositions 3.8 and 3.16 allow us to introduce the following
Notation 3.17 For a linear subspace H ⊂ R3 define H ′ to be
• the zero subspace {0} if H = R3;
• the line containing the centers of symmetry of (H + x) ∩B if H is a plane;
• the plane containing the midpoints of (H + y) ∩B if H is a line;
• R3 if H = {0}. 
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The operation H 7→ H ′ on the subspace of R3 has the following properties.
Lemma 3.18 (1) For any two subspaces L,H of R3 we have L ⊆ H ⇒ L′ ⊇ H ′;
(2) For every subspace H ⊆ R3 we have H ′′ = H;
(3) For every subspace H ⊆ R3 we have H ∩H ′ = {0}.
Proof In all three statements, the interesting cases are those where the subspaces in question are
1- or 2-dimensional. For this reason, we treat only these cases in the proof.
(1) Here, we may as well assume that L is a line contained in the plane H. H ′ is by definition
the line containing the symmetry centers of the sections (H + x) ∩ B. Every such center is the
midpoint of the segment (L+ x) ∩B, and is thus on L′ by the definition of the latter.
(2) The identity H = H ′′ for planes is simply a restatement of Lemma 3.15 above. Applying
the operation • 7→ •′ once more we get H ′ = H ′′′ for planes H, and hence L = L′′ for lines L follows
from the observation that every line arises as H ′ for some plane H (this latter claim is essentially
the surjectivity of the map φB from the proof of Proposition 3.16).
(3) This is immediate: whenH is a plane, for instance, there are non-empty sections (H+x)∩B
for non-zero x ∈ R3, and hence there are points of the line H ′ that are not contained in H. A
similar argument applies when H is a line (or alternatively, by part (2), in that case H = H ′′ and
we can apply the previous argument to the plane H ′). 
Properties (1), (2) and (3) in Lemma 3.18 are, according to [8, Theorem 1], precisely what is
necessary in order to ensure that there is a Hilbert space structure on R3 for which H 7→ H ′ is the
orthogonal complement operation. Such a Hilbert space structure is given by an inner product of
the form
〈v,w〉 = v ·Aw
where A ∈ M3 = M3(R) is a positive operator and · is the usual dot product. Since the image of
an ellipsoid through a positive operator A : R3 → R3 is again an ellipsoid, we may as well assume
(for the purposes of proving Theorem 3.1) that A is the identity matrix and hence K 7→ K ′ is the
usual orthogonal complement operation in R3; we will do this throughout the rest of the section,
in order to simplify the discussion.
Now consider the usual transposition operation T 7→ T t on M3. It satisfies conditions (1), (2)
and (3) of Theorem 1.3 above. Our goal will be to apply that result to the Banach space (R3, ‖·‖B)
induced by the centrally symmetric convex body B as explained in §1.2. In preparation for that,
note that the symmetric idempotents P ∈ M3 (i.e. those satisfying P
2 = P = P t) are precisely
those whose range and kernel are orthogonal.
Lemma 3.19 If ‖ · ‖ denotes the norm induced on M3 by ‖ · ‖B, then ‖P‖
2 ≤ 1 for all symmetric
idempotents P ∈M3
Proof If the range of P is three- or zero-dimensional then P is the identity or the zero operator
respecticely, so there is nothing to prove. It thus remains to prove the claim when dim(Im(P )) is
2 or 1. We tackle the former case; the latter is entirely analogous.
If H ∈ G(3, 2) is the range of P , then P is the orthogonal projection on H. Since, as explained
in the discussion following Lemma 3.18, we are assuming that H ′ = H⊥, the convex body B (i.e.
the unit ball of (R3, ‖·‖B)) is contained in the orthogonal cylinder based on H ∩B. But this means
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that if ‖x‖B = 1 (i.e. x ∈ ∂B) then the orthogonal projection Px on H is contained in B ∩H, and
hence ‖Px‖B ≤ 1. In conclusion,
‖P‖ = sup
‖x‖B≤1
‖Px‖B ≤ 1.
This finishes the proof. 
This concludes the preparatory material necessary for the proof of the main result of this section.
Proof of Theorem 3.1 As mentioned after the statement of the theorem, it suffices to prove that
(iii) implies that B is an ellipsoid. Moreover, Proposition 3.2 shows that it is enough to work with
n = 3.
Corollary 3.7 ensues that B is centrally symmetric, and hence can be regarded as the unit ball
of a Banach space (R3, ‖ · ‖B). Lemma 3.19 and theorem 1.3 now ensure that the norm ‖ · ‖B is
induced by an inner product on R3, and hence the unit ball of ‖ · ‖B is an ellipsoid, as explained in
§1.2. 
4 Illuminated bodies and subspace lattice involutions
The techniques employed in Section 3 will also help in improving on a characterization of ellipsoids
via illumination by parallel rays due to Blaschke ([2, pp. 157-159]). For the purpose of stating the
result briefly, we introduce one more piece of terminology.
Definition 4.1 A convex body B in R3 has the weak Blaschke property (or is weakly Blaschke) if
for any line L there exists an affine plane H ⊂ R3 such that H intersects the interior of B and all
points in H ∩ ∂B lie on some B-supporting translate of L.
B has the weak dual Blaschke property (or is weakly dual Blaschke) if for any linear planeH ⊂ R3
there is a translate H ′ of H and a line L ∈ R3 such that H ′ intersects the interior of B and all
points in H ′ ∩ ∂B lie on some B-supporting translate of L. 
Remark 4.2 Note the difference to Definition 3.9: in Definition 4.1 we do not require the planes
to pass through a given, fixed point (such as the origin in the case of the former definition). This
justifies the adjective ‘weak’ in the definition. In fact, it is easy to see that centrally symmetric
weakly (dual) Blaschke convex bodies are automatically (dual) Blaschke. 
Remark 4.3 The weak Blaschke property can be interpreted as saying that if the body is illumi-
nated with parallel rays, then the boundary of the shaded region contains a coplanar curve; hence
the title of this section. 
With this language in place, Blaschke’s result referred to above states that a smooth, strictly
convex convex body in R3 that is weakly Blaschke must be an ellipsoid. In this section we remove
the smoothness and strict convexity requirements:
Theorem 4.4 A convex B ⊂ R3 that is weakly Blaschke is an ellipsoid.
We once more prepare the ground before giving the proof proper. First, we show that the weak
Blaschke property entails its dual.
Lemma 4.5 A weakly Blaschke convex body is weakly dual Blaschke.
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Proof This is very similar in spirit to the proof of Proposition 3.11 from Proposition 3.10 via
Lemma 3.13, using the same multivalued Borsuk-Ulam theorem.
To any unit vector v ∈ S2 associate the subset of the unit 2-sphere consisting of those vectors w
with the property that w · v > 0 and w is orthogonal to those planes associated as in the definition
of the weak Blaschke property to the line containing v.
This gives rise, as in the discussion following Proposition 3.11, to a map
ψ =: S2 → closed convex subsets of S2.
ψ can be shown to be upper semicontinuous and odd as in Lemma 3.12, and hence is onto according
to Lemma 3.13. This concludes the proof: we have just shown that every plane in R3 is parallel to
some affine plane associated to a line as in the definition of the weak Blaschke property. 
Next, we prove the existence of a center of symmetry.
Lemma 4.6 A weakly Blaschke convex body B ⊂ R3 has a center of symmetry.
Proof It suffices to show that the group of affine symmetries of B is infinite. For this purpose,
let H ⊂ R3 be a plane with the property that the two B-supporting translates of H intersect B at
single point p and q.
We now proceed very much as in the proof of Proposition 3.8. We denote by K a planar section
(H + x) ∩ B of B that has non-empty relative interior. Then choose a line L ⊂ H. Just as in the
cited proof, we can show using the weak Blaschke property that if L1 and L2 are the K-supporting
translates of L, then the convex hull of Li ∩K contains the point pq ∩K.
Lemma 3.6 then ensures that K has a center of symmetry at pq ∩ K. Since the H-parallel
section K of B was arbitrary, we conclude that the affine involution of R3 that preserves the points
on the line pq and acts as reflection across pq ∩ (H + x) along the plane H + x preserves B.
The above construction provides us with infinitely many affine symmetries of B, one for each
choice of plane H with the generic property specified at the beginning. 
Proof of Theorem 4.4 We now know from Lemma 4.5 that B is both weakly Blaschke and
weakly dual Blaschke. Since moreover it has a center of symmetry by Lemma 4.6, we can as-
sume that B is centered at 0 and hence is both Blaschke and dual Blaschke (cf. Remark 4.2).
Running through the proof of Theorem 3.1, this is sufficient to conclude that B is an ellipsoid. 
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