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ABSTRACT
Determining the precise value of the tangential component of the velocity of M31 is a non
trivial astrophysical issue, that relies on complicated modeling. This has recently lead to con-
flicting estimates, obtained by several groups that used different methodologies and assump-
tions. This letter addresses the issue by computing a Bayesian posterior distribution function
of this quantity, in order to measure the compatibility of those estimates with ΛCDM. This
is achieved using an ensemble of local group (LG) look-alikes collected from a set of Con-
strained Simulations (CSs) of the local Universe, and a standard unconstrained ΛCDM. The
latter allows us to build a control sample of LG-like pairs and to single out the influence of
the environment in our results. We find that neither estimate is at odds with ΛCDM; how-
ever, whereas CSs favour higher values of vtan, the reverse is true for estimates based on LG
samples gathered from unconstrained simulations, overlooking the environmental element.
Key words: methods:N -body simulations – galaxies: haloes – cosmology: theory – dark
matter
1 INTRODUCTION
The knowledge of the proper motion of M31 is required in order
to constrain the properties and the evolution of the Local Group
(LG). Though the radial component of the velocity vector has been
obtained more than one hundred years ago, the measure of its tan-
gential velocity, vtan, is a much more challenging task. In fact its
value needs to be extrapolated through complicated modelling and
under several hypotheses about the kinematics of satellite galaxies
and its stellar populations.
A major breakthrough in this regard was represented by the
work of van der Marel & Guhathakurta (2008) that was able to put
an upper limit of 56 km s−1 to the transverse velocity of the M31
system from the line-of-sight motion of its satellites, assuming that
they would on average follow their host galaxy. Sohn et al. (2012)
were able to provide the first reconstruction of the M31 velocity
vector itself, yielding a value of 17 ± 17 km s−1 for its tangen-
tial component. This was done by measuring the displacement of
different stellar populations within M31 with respect to reference
? E-mail: carlesi@phys.huji.ac.il
galaxies in the background, using some complicated modeling to
single out the motion of the stars within M31 from the motion due
to M31 itself. However, these results have been recently challenged
by Salomon et al. (2016), that using the precise measurements of
satellite galaxy distances of Conn et al. (2012), obtain a value of
vtan= 164±61 km s−1, at odds with the aforementioned analysis.
In the following, the estimates of Sohn et al. (2012) and Salomon
et al. (2016) will be referred to as v(I)tan and v
(II)
tan respectively.
A different approach is followed here, which is based on a
Bayesian inference of the value of vtan. Such an inference starts
with a prior knowledge of the system at hand and a set of obser-
vations that are used to improve our knowledge of the tangential
velocity of M31. This improved knowledge constitutes the poste-
rior probability of vtan given the prior knowledge and the observa-
tions. The inference of vtan is based on the sampling of the poste-
rior probability distribution function. The prior knowledge is split
here into two independent models. One is the standard cosmologi-
cal model that describes the Universe at large - and here the ΛCDM
model is assumed. The other is the LG model. Namely, it needs to
be assumed a priori what is a LG. The model can consist of the
basic dynamical characteristics of the LG, such as the distance and
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relative radial velocity of a pair of halos and their isolation. The
model can be extended to include information about the merging
history of the pairs of halos. The Cosmicflows-2 dataset of peculiar
velocities (CF2, Tully et al. 2013) serves here as the observational
data on our local ’patch’ of the Universe. The non-linear nature of
the LG renders the analytical approach impossible and numerical
simulations are to be used for sampling the likelihood and poste-
rior probability distribution functions. Constrained simulations are
used to provide non-linear realizations of which obey both the prior
ΛCDM model and CF2 data (Sorce 2015; Carlesi et al. 2016a). The
ensemble of LG-like objects that emerge from the CF2 constrained
simulations and the LG model provides a numerical sampling of the
posterior probability. The ensemble of LGs constructed from ran-
dom simulations and the LG model sample the prior (likelihood)
probability.
In this letter we calculate the posterior probability of the trans-
verse velocity of the M31 galaxy (vtan), assuming the ΛCDM
model and given the CF2 data. This work is structured as follows.
The likelihood function of vtan in a ΛCDM universe is calculated
as well and is compared with the posterior function. Section 2 de-
scribes the prior cosmological model, the model used to define a
LG and the (constrained and random) simulations. The posterior
distribution and the likelihood functions are presented in Section 3.
A summary and an assessment of the implications of the results for
the estimations of vtan(Sohn et al. 2012; Salomon et al. 2016) are
given in Section 4.
2 METHODS
Prior cosmological model: The prior model is assumed here to
be standard ΛCDM with the Planck-I cosmological parameters of
Ωm = 0.31, ΩΛ = 0.69, h = 0.67 and σ8 = 0.83 (Planck
Collaboration et al. 2014). A non-linear realization of the model
is provided by the CurieHZ project 1 and consists in a (DM) only
simulation done in a box size of 200h−1 Mpc with 10243 particles,
which will be referred to as Rand hereafter. DM halos are extracted
from the simulation by the AHF halo finder (Knollmann & Knebe
2009) with halo mass defined by M200 (with respect to ρc). The
choice of this mass definition has only but a minor impact on vtan
as we checked by comparing to the results obtained with Mvir , the
mass at the viral radius.
Prior LG model: Some of the fairly indisputable observational
facts that describe the LG are the distance and relative radial ve-
locity (vrad) between the MW and M31 galaxies and the lack of a
third comparable companion within a distance of 3 Mpc . This leads
us to formulate a very simplified prior model of the LG. An isolated
pair of halos separated by a distance of (0.35 – 0.70)h−1 Mpc and
with vrad in the range of (−135 – −80) km s−1, is defined be a
LG like object. Isolation is defined by the absence of a halo more
massive than the least massive of the two within 2.5h−1 Mpc. The
ranges of vrad and r are within ±25% of the fiducial values taken
from van der Marel et al. (2012). The prior model reflects the prior
knowledge, or sometime prejudice, one has on the system at hand.
The mass of the LG is far from being precisely known and esti-
mates of it ranges over a factor of a few. Here we are willing to
entertain the idea of introducing a mass range into the LG model.
In the following we shall use two LG models, or priors; one with
no mass constraints and one in which mass of the LG (defined as
1 http://curiehz.ft.uam.es/
Table 1. Kinematic priors on radial velocities (in km s−1 units) and
relative distances of the haloes (in h−1 Mpc); mass priors are given in
1012h−1M units. NCS and NRand are the numbers of halo pairs satis-
fying the criteria in the samples drawn from CS and Rand simulations.
Vrad r MLG NCS NRand
[−135,−80] [0.35, 0.70] - 1004 857
[−135,−80] [0.35, 0.70] [0.5, 5.0] 173 365
the sum of the M200 of the two main haloes) ranges over (0.5 –
5.0)h−1M(see Table 1). That mass range reflects the uncertain-
ties in various attempts to estimate the mass of the LG (see e.g.
Klypin et al. 2002; Widrow & Dubinski 2005; Li & White 2008;
Karachentsev et al. 2009; van der Marel et al. 2012).
CF2 data and Constrained simulations: The bulk of the work
described here relies on a set of 500 DM-only zoom simulations
generated using the Local Group Factory (Carlesi et al. 2016a).
The Local Group Factory is a numerical pipeline designed for the
production of N -body zoom simulations of LG-like objects within
a large scale environment (Virgo, filament and Local Void) that
closely matches the observational one. The initial conditions for
these simulations are generated using peculiar velocity data (taken
from the CF2 catalog of Tully et al. (2014)) as constraints; for a de-
tailed description of the physical and mathematical aspects of the
CS technique we refer to the works of Doumler et al. (2013a,b,c)
and Sorce et al. (2014, 2016). The cosmology used is of the Planck-
I type, as in the case of the Rand simulation, whereas the particle
mass in the high resolution region ismp = 6.57×108h−1M. Our
second sample (labeled CS) can straightforwardly obtained apply-
ing the aforementioned LG prior model to our set of CS simula-
tions, ensuring that all of these objects live within an environment
whose main features are remarkably close to the actual one.
Sampling The sampling of the posterior distribution and the like-
lihood functions of vtan of the M31 follows the procedure used by
Busha et al. (2011) and (Gonza´lez et al. 2014) for the estimation of
the mass of the MW and the LG, respectively. We select ensembles
of pairs of halos which obey the LG model from CF2-constrained
and from random ΛCDM simulations; these samples provide nu-
merical realizations of the posterior probability and the likelihood
functions. In the case of the likelihood function the search for the
LGs extends over the full computational box, where in the posterior
case the search is conducted within a sphere of 7h−1 Mpc around
the box center for each realization. These realizations are used to
calculate the mean and scatter of vtan and to provide analytical fits
to the above distribution function. The sampling of the posterior
distribution and the likelihood functions is performed twice - with-
out and with the LG mass prior.
3 PRIOR AND POSTERIOR PROBABILITY OF THE
TANGENTIAL VELOCITY
The four variants of the posterior probability introduced in the pre-
vious paragraph are shown in Fig. 1. Taking the log10 of vtan it is
possible to see that these distributions are well matched by a Gaus-
sian function:
f(log10 v) =
1√
2piσ
exp− (log10 v − µ)
2
2σ2
(1)
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Figure 1. vtan distributions (thick lines) and fits to a log-normal distribution (dashed lines) for the CS and Rand samples. Left panel: Table 1, with no MLG
prior. Right panel: same priors with MLG = [0.5, 5] × 1012h−1M. The vertical blue line stands for the v(I)tan value while the green one for v(II)tan ; the
shaded areas around them indicate the 1σ intervals.
Table 2. Mean and standard deviations of the log10(vtan) distribution. The
table contains numerical (µN and σN ) and best fit values to a Gaussian
function (µ and σ), a different set of priors on radial velocity and relative
distance.
Sample µN σN µ σ M Prior
CS 1.97 0.36 1.89 0.34 NO
Rand 1.77 0.35 1.71 0.33 NO
CS 1.97 0.36 1.89 0.33 YES
Rand 1.77 0.35 1.72 0.32 YES
Table 3. Fiducial values with ±σ upper and lower values for v(I)tan, v(II)tan
and theoretical best-fit value estimates from the CS and Rand simulations
(analytical estimate, no mass priors), in units of km s−1.
v v + σv v − σv
v
(I)
tan 17 34 0
v
(II)
tan 164 225 103
vtanCS 78 168 36
vtanRand 51 109 24
whose resulting means and standard deviations, for both the numer-
ical and analytical best fit values, are shown in Table 2.
In general, one can test the sensitivity of the P (vtan) to the
choice of the interval, repeating the above computation using larger
(narrower) selection intervals on vrad and r. This is true also when
adding mass constraints, that have the only effect of substantially
reducing the size of the sample, without altering the properties of
the posterior distribution function. The results of these tests, which
are presented in Appendix A, confirm that the distributions are at
best weakly sensitive on the priors, similarly to what Gonza´lez et al.
(2014) have found in the case of the P (MLG).
These posterior distribution functions yield the theoretical
vtans, which are compared to the observational ones in Table 3,
where it is shown that both vtans are in substantial agreement with
ΛCDM and ΛCDM+CF2 predictions. In fact, the overlap between
the 2σ intervals is nonzero, even though the peaks of P (vtan) for
the two samples tend to be far from both v(I)tan and v
(II)
tan . To cal-
culate the compatibility of the two estimates with the theoretical
predictions, that is their posterior probability or degree of belief,
we compute the integral:
∫ v0+∆v
v0−∆v
dv′f(v′) (2)
where f(v′) is the Gaussian of Eq. (1), σ and µ are the best fit val-
ues of Table 2 and v0 is given by the log10 values of v
(I)
tan and v
(II)
tan .
The intervals ∆v are chosen to be the 1σ values relative to v(I)tan and
v
(II)
tan (see Table 3). The numerical equivalent of the integral is sim-
ply given by
P
(N)
I,II =
Nv±∆v
Ntot
(3)
where Ntot is the total number of LG pairs of the sample and
Nv±∆v is the number of haloes within the intervals around the fidu-
cial vtans.
The results of these calculations are shown in Table 4, show-
ing that PI > PII for the Rand simulations and PI < PII in
the case of the CS set, consistently for both numerical and ana-
lytical estimates. Moreover, the ratio of the two probabilities indi-
cates that whereas v(I)tan would be favoured by vanilla ΛCDM, with
PI
PII
> 1.27, the opposite is true when adding environmental con-
straints (as given by the CF2 data). In the latter case, in fact, the
probabilities are reversed and the ratio PI
PII
< 0.5 indicates that
v
(II)
tan kind of velocities are favoured when considering a LG pairs
within a more realistic reconstruction of the Universe.
4 CONCLUSIONS
This work provides the posterior probability of the tangential veloc-
ity (vtan) of the M31 galaxy assuming the ΛCDM standard model
c© 2016 RAS, MNRAS 000, 1–5
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Table 4. Probabilities of v(I)tan and v
(II)
tan for CS and Rand LG samples and
the different prior sets. PAI , P
A
II refer to the analytical estimates computed
via Eq. (2), while PNI , P
N
II are the numerical values, derived as the frac-
tions of pairs within those intervals. Remarkably, these latter values are
completely unchanged by the restriction of MLG values, despite the large
shrink in the halo sample size.
Sample PAI P
A
II P
N
I P
N
II MLG Prior
CS 0.14 0.28 0.12 0.34 NO
Rand 0.29 0.16 0.23 0.18 NO
CS 0.14 0.29 0.12 0.34 YES
Rand 0.27 0.16 0.23 0.18 YES
of cosmology, a LG model which defines what is a LG, and given
the Cosmicflows-2 database of peculiar velocities. This is com-
pared with the likelihood function of vtan given the prior ΛCDM
and the LG models. The sampling of the posterior probability and
the likelihood function is done by extracting all LG-like objects
from an ensemble of CF2 constrained ΛCDM simulations via the
so-called Local Group Factory (Carlesi et al. 2016a) and from a ran-
dom ΛCDM simulation, respectively. A simple LG model which
specifies the distance, relative radial velocity and the degree of iso-
lation of a pair of halos is used to extract the LG-like objects. We
used numerical and best-fit analytical expressions to derive predic-
tions of ΛCDM model (and ΛCDM+CF2 data, in the case of CS)
for vtan. Posterior probabilities for v
(I)
tan and v
(II)
tan (defined as the
vtan obtained by Sohn et al. (2012) and Salomon et al. (2016))
were also computed, integrating the distributions over the 1σ vtan
intervals of the two observations.
The main findings can be summarized as follows:
• The posterior probability and the likelihood function are both
well approximated by a lognormal distribution (with respect to
logvtan). The posterior probability and the likelihood function are
quite similar, with a small offset of their parameters.
• The mean and standard deviations for vtan are 78+90−42 km s−1
for the posterior distribution (i.e. CF2-constrained simulations, CS)
and 51+58−27 km s
−1 for prior ΛCDM model (i.e. the Rand simula-
tion).
• Both v(I)tan and v(II)tan estimates are in agreement with the
posterior distribution and the prior ΛCDM model to within the
2σ compatibility range. However, it was consistently found that
ΛCDM+CF2 tends to favour v(II)tan over v
(I)
tan whereas the reverse
is true for ΛCDM-only based estimates.
• The present results are largely insensitive to the choice of pri-
ors. We have shown that both the posterior probability and the like-
lihood function are very weakly affected by modification of the LG-
samples induced by altering the LG model used here. This includes
a very small sensitivity to the assumed mass range of the LG. This
result is akin to the one found by Gonza´lez et al. (2014), using a
similar approach for the MW mass.
So, while both v(I)tan and v
(II)
tan values are possible outcomes
of prior ΛCDM and the posterior ΛCDM+ CF2, using constrained
and random simulations we showed that the peculiar nature of the
LG environment, as manifested by the CF2 data, mildly favours a
higher vtan, preferring the Salomon et al. (2016) result over the
estimate of Sohn et al. (2012). We conclude by adding that the ap-
proach used here, that relies heavily on the use of large samples of
CSs produced with the so called Local Group factory, can be ex-
tended to analyze and derive posterior distributions for many other
LG properties, such as e.g. satellite populations and mass, which
are the subject of current investigation.
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APPENDIX A: LOCAL GROUP MODEL AND
POSTERIOR PROBABILITY
In principle, the properties of the posterior probability derived in
this work might be dependent on the specific choice of our prior
Local Group model, for which many different prescriptions are
allowed. The trade-off between sample size and closeness to the
observations (in particular with regard to r and vrad, which are
strongly constrained by the data) has lead to a choice of intervals
of ±25% around the fiducial values.
We will now show that the main results of the paper are largely
unaffected by this specific choice of the priors, by repeating the pro-
cedures explained in Section 3 with the new LG-like pairs selected
according to the new criteria. These are shown in Table A1, where
the new values for vrad and r are now taken to be ±2σ and ±50%
around the fiducial values; with and without additional restrictions
on the mass. With respect to the results of Table 2, the best fit and
numerical µs and σs undergo very small changes, and the posterior
probability derived using the CS sample keeps peaking at larger
values than the one computed using the Rand LG-like haloes. The
most important change that can be noticed is the reduction in the
standard deviations of the 2σ samples, for the Rand simulations
alone. This can be shown to be related to the final mass distribution
of the LGs for this choice of the priors. However, this correlation is
just mentioned here as its implications are outside the scope of this
work, as we plan to discuss it in depth in an upcoming paper.
These findings for the distributions imply that the numerical
and analytical probabilities computed with them are expected to
give very similar results. This is indeed the case, as can be seen by
looking at Table A3, where these numbers are calculated explicitly.
We have therefore shown that our results are not biased by the
choice of the prior as both more and less restrictive choices lead to
the same results.
Table A2. Numerical and best-fit values for the standard deviation σ and
mean µ, for the four sets of priors of Table A1.
Sample µN σN µ σ
Pr.1, CS 1.99 0.37 1.88 0.35
Pr.1, Rand 1.80 0.28 1.72 0.24
Pr.2, CS 1.94 0.37 1.89 0.34
Pr.2, Rand 1.72 0.40 1.69 0.38
Pr.3, CS 1.99 0.37 1.82 0.35
Pr.3, Rand 1.80 0.28 1.72 0.23
Pr.4, CS 1.94 0.37 1.88 0.33
Pr.4, Rand 1.72 0.40 1.68 0.38
Pr.5, CS 1.90 0.36 1.82 0.30
Pr.5, Rand 1.78 0.34 1.69 0.29
Table A3. Numerical (PN ) and analytical (PA) posterior probabilities of
the 1σ intervals around v(I)tan and v
(II)
tan estimated using numerical and best
fit posterior distribution function.
Sample PAI P
A
II P
N
I P
N
II
Pr.1, CS 0.16 0.27 0.13 0.37
Pr.1, Rand 0.23 0.12 0.18 0.16
Pr.2, CS 0.15 0.28 0.15 0.32
Pr.2, Rand 0.34 0.16 0.30 0.17
Pr.3, CS 0.16 0.27 0.13 0.37
Pr.3, Rand 0.23 0.12 0.18 0.16
Pr.4, CS 0.15 0.28 0.15 0.32
Pr.4, Rand 0.35 0.16 0.30 0.17
Pr.5, CS 0.17 0.23 0.16 0.32
Pr.5, Rand 0.30 0.13 0.21 0.21
c© 2016 RAS, MNRAS 000, 1–5
