The allocation of buffer space in flow lines with stochastic processing times is an important decision, as buffers influence the performance of these lines. The objective of this problem is to minimize the overall number of buffer spaces achieving at least one given goal production rate. We solve this problem with a mixed-integer programming (MIP) approach by sampling the effective processing times. To obtain robust results, large sample sizes are required. These incur large models and long computation times using standard solvers. One approach to reduce the computation time is Benders Decomposition. Benders Decomposition divides the original MIP into a master problem and a subproblem. These two problems are solved iteratively by exchanging information via cuts. The cuts are derived from the subproblem and are added to the master problem such that optimality is proven at the termination. This paper presents different approaches for initial bounds and the cuts for the Buffer Allocation Problem (BAP). Numerical experiments are carried out to evaluate the performance of the proposed approaches.
Introduction
Flow lines consist of a number of stations that are arranged in series and separated by buffer spaces. The workpieces flow through the system from station to station, waiting in the buffer if the downstream station is not available. This type of production system is often applied in practice, mainly for mass production. Burman et al. (1998) note that there is a great potential in the systematic optimization of the buffer allocation in stochastic flow lines, as it highly influences the performance of the line. Flow lines are characterized by stochastic influences due to random machine breakdowns, uncertain times of repair, and random processing times. This can lead to the blocking and starvation of the stations in the line. Blocking occurs if a station finishes processing a workpiece and the downstream buffer is full. Hence, the workpiece cannot depart from the station until a buffer space becomes available, and the station cannot continue processing even if there is supply of material. Starvation occurs if a station finishes processing a workpiece but cannot continue processing because the upstream buffer is empty. Consequently, the station idles until the upstream station finishes processing a workpiece. Both effects have a strong impact on the performance of the line as they reduce the effective throughput. The allocation of additional buffer space may increase the throughput, although it leads to an increase of the average work in process in the line.
Two basic streams of research can be found regarding the allocation of buffers in stochastic flow lines: performance evaluation and optimization. Dallery and Gershwin (1992) and Gershwin and Schor (2000) provide an overview of the different evaluation approaches. The methods proposed in the literature on performance evaluation can also be used as integral parts of optimization approaches. In the case of optimization, three types of objective functions can be found: minimization of the total buffer capacities with respect to a given goal throughput, throughput maximization with respect to a limited number of buffers, and profit maximization. This paper focuses on the minimization of total buffer capacities. The optimization approaches can be divided into exact approaches, heuristics, and rules of thumb. In many cases, exact and approximate methods apply generative and evaluative methods iteratively. The generative methods are used to obtain candidate solutions that are then evaluated. Exact evaluation is only possible for small lines as analytical results are difficult to obtain. Moreover, the Buffer Allocation Problem (BAP) is NP-hard (MacGregor Smith and Cruz, 2005) . Heuristic methods include Tabu Search and Simulated Annealing, as generative methods, in combination with simulation or decomposition, as evaluation methods (Lutz et al., 1998) (Spinellis and Papadopoulos, 2000) . Yamashita and Altiok (1998) and Diamantidis and Papadopoulos (2004) apply Dynamic Programming in combination with decomposition or aggregation. In addition to the risk of obtaining local optima as final solutions, some of these methods are based on restrictive assumptions. Hillier et al. (1993) , Powell and Pyke (1996) , and Hillier (2000) propose rules of thumb based on extensive numerical studies. However, these results may not be generalized, and a large computational effort is needed for the calculations. Demir et al. (2012) provide an overview on the optimization approaches published after 1998.
Recent approaches for analyzing or optimizing flow lines with limited buffer capacities are proposed by Matta and Chefson (2005) , Helber et al. (2011) , as well as Matta (2008) . Matta and Chefson (2005) propose an iterative change of configurations to determine the optimal buffer allocation based on a mathematical programming formulation developed by Schruben (2000) and Chan and Schruben (2008) . Helber et al.
(2011) apply a discrete-time linear programming (LP) formulation that incorporates the BAP. The authors use sampling to transform the stochastic processing times of the different jobs at a given station into the corresponding realizations of production capacities per discrete time period. This method leads to simulation and discretization errors. Matta (2008) presents an exact mixed-integer programming (MIP) formulation that optimizes the number of buffer spaces behind each station, using samples of the processing times in continuous time as well as an approximate LP formulation. To speed up the solution procedure, Alfieri and Matta (2012) introduce the concept of time buffers, which reduce the feasible region of the buffer capacities.
Recently, Alfieri and Matta (2013) proposed a time-based decomposition approach that solves the mathematical programming formulation by iteratively solving a number of subsystems. These subsystems contain only a portion of the entities in the whole model. The subsystems are connected via additional constraints reflecting the status of the system defined by previous subsystems. However, large flow lines remain intractable due to extensive computation times.
We consider a MIP formulation similar to Matta (2008) . To accelerate the performance of the solution process, we propose a primal decomposition approach, also known as Benders Decomposition. Caramanis (1987) applies Generalized Benders Decomposition to the design of production systems. The subproblem calculates gradient estimates that are used to determine the piecewise linear approximations of the nonlinear performance measures. The master problem then generates candidate solutions on the basis of these approximations. However, due to errors in the gradient estimates, optimal solutions cannot be guaranteed.
Moreover, the required accuracy for the determination of the gradient estimates leads to long computation times.
The main contribution of this paper is twofold: We develop a Benders Decomposition approach with combinatorial cuts to optimally solve the BAP with respect to an underlying sample. Additionally, the performance of this algorithm is improved via the derivation of initial bounds. This paper is organized as follows. Section 2 introduces the MIP formulation for the optimization of flow lines. In Section 3, the Benders Decomposition approach and a procedure to obtain initial bounds are presented. Section 4 provides a numerical study on the performance of Benders Decomposition and the initial bounds. Section 5 presents the conclusions and further research efforts.
Mixed-integer programming formulation
The problem of allocating a minimum number of total buffer spaces while achieving a given minimum throughput can be solved by a MIP formulation. The key idea of this approach is to model the flow of a large number of workpieces throughout the line. Therefore, the start and departure times of processing a workpiece, w, at a station, s, are represented by a set of real-valued decision variables. The random processing times are replaced by a deterministic sample. The samples are generated by Descriptive Sampling (DS) (Saliby, 1990a) . In DS, deterministic values serve as the input for the inverse distribution function.
These values are then shuffled randomly to represent random behavior. This method is more appropriate than Simple Random Sampling (SRS) because it leads to a more precise description of the underlying distribution (Saliby, 1990b) . Moreover, SRS leads to a reduction of the variability of the input sample and therefore to a reduction of the variability of the simulation results. Preliminary numerical studies support this claim in the case of the BAP. In addition to the generation of samples with effective processing times, it is also possible to generate samples that simulate deterministic processing times with random failures and repair times.
The model of the flow line is based on the following assumptions:
• The flow line consists of S stations, which process W workpieces.
• A number of W 0 workpieces corresponds to the warm-up phase.
• The maximum capacity of the buffer behind station s is limited to B s .
• The material supply to the first station is unlimited, i.e., the first station never starves.
• The buffer behind the last station is infinitely large. Thus, this station cannot be blocked.
• The processing times of the workpieces at each station are generally distributed. The MIP uses sampled processing times, d s,w , for each station, s, and each workpiece, w.
• In the event of blocking, the station finishes the currently processed workpiece. Then, the workpiece waits at the station until a buffer space or the following station becomes available (blocking after service).
• Transportation times are insignificant or are already included in the processing times.
• A minimum throughput rate of T H * has to be reached after the warm-up. The respective MIP formulation is as follows. The corresponding notation can be found in Table 1 . 
XF s,w ≤ XS s,w+1 , ∀s, ∀w ≤ W − 1 (4)
The objective function (1) minimizes the overall number of buffer spaces in the line. Constraint (2) states that a workpiece, w, departs from station s at the earliest time after being processed. Consequently, the slack of the inequality corresponds to the blocking time of workpiece w after being processed at station s.
A workpiece cannot start being processed by station s + 1 until it departs from station s. This is ensured by the inequality described by (3). The slack of this inequality defines the waiting time of workpiece w in the buffer between station s and station s + 1. As a station can only process one workpiece at a given time, the inequality in (4) states that workpiece w + 1 does not start processing at station s until the preceding workpiece w departs from this station. A station may starve between the processing of two consecutive workpieces, which is equivalent to the slack of Constraint (4). Inequality (5) This formulation is similar to the one presented by Matta (2008) , except that we assume blocking after service instead of blocking before service.
Benders Decomposition
The complexity of the MIP presented in the previous section incurs long computation times. Therefore, it is necessary to apply certain techniques to reduce the computation time. One literature stream concerns decomposition methods, which aim to split the original problem into smaller parts and to solve them iteratively. One of these methods is Benders Decomposition (Benders, 1962) . Benders Decomposition divides the original problem into a master problem and a subproblem, both of which are solved iteratively. The is proven at the termination of the algorithm. Consequently, a sequence of master-and subproblems has to be solved to obtain an optimal solution of the original problem. Constraints (2) to (5) and (9) only contain real-valued decision variables and thus belong to the subproblem. Constraints (7) to (10) are included in the master problem, as they only contain binary variables.
Application to the Buffer Allocation Problem
Constraint (6) contains both types of variables. It forms part of the subproblem and contains the master variables, X s , as parameters. Consequently, Constraint (6) can be replaced by (11).
Moreover, as the integer variables are assumed to be known when the subproblem is solved, the subproblem reduces to an LP. Note that the objective function (1) includes no real-valued decision variables. Thus, the objective function of the master problem is equal to the objective function (1), and the subproblem reduces to an evaluation of a given buffer allocation.
Therefore, the LP formulation of the subproblem can be replaced by Algorithm 1, which calculates the throughput more efficiently. The feasibility of this throughput is then checked by comparison to the goal throughput, T H * . In addition to its efficiency, the algorithm avoids overestimating the throughput as it may occur in the LP. The reason for this overestimation is that the warm-up phase is based on the number of workpieces instead of a specific point in time. This results in a degree of freedom regarding the start and departure times in the warm-up phase. Due to this flexibility, the workpieces do not necessarily start processing as soon as possible in the solution of the LP. The dual subproblem provides information on the potential improvements of the solution for changes on the RHS of the constraint equations. This information is expressed in additional constraints, which include only the integer variables. We add these constraints, called feasibility and optimality cuts, to the master problem.
If the master problem contains all of the feasibility and all of the optimality cuts, it is equivalent to the original problem.
In general, an exponential number of such constraints exists, which are usually not known in advance.
Therefore, we consider a relaxed master problem, which includes no feasibility and optimality constraints at the beginning of the solution process. By iterating between the relaxed master problem and the subproblem, additional cuts are generated to ensure the feasibility and optimality of the final solution.
Based on Equations (1) and (7) to (10), the complete master problem is defined as follows.
Feasibility Cuts
As the subproblem only ensures feasibility, no optimality cuts are needed in our case. This means that if the subproblem is feasible, the resulting solution is optimal.
If the master problem is infeasible, the original problem is also infeasible because the master problem is a relaxation of the original problem as long as not all feasibility cuts are added. Because of the restriction of the buffer capacities to B s , unboundedness cannot occur in the master problem. The subproblem cannot be unbounded because it is a simple evaluation. If the original problem has an optimal solution, the algorithm finishes after a finite number of iterations when the subproblem does not return new feasibility cuts.
As described in the literature on Benders Decomposition, the feasibility cuts are obtained from Inequality (12) (Classical Feasibility Cut).
µ h is an extreme ray. The cut only contains the binary variables associated with the buffer capacities in the current solution. Note that we use the LP to solve the subproblem in the case of the Classical Feasibility Cut, as information from the dual subproblem is needed for the extreme rays. Because the original formulation uses BigM coefficients in Constraints (6), the Classical Feasibility Cuts (12) are weak. As a solution, Codato and Fischetti (2006) propose Combinatorial Cuts for Benders Decomposition. These cuts exclude the redundant constraints that are caused by the usage of BigM coefficients.
The generation of combinatorial cuts for the BAP is based on the following observations. If the current buffer allocation is infeasible, the capacity of at least one buffer has to be increased. If the buffer capacities are decreased, the throughput remains the same or decreases and the goal throughput cannot be reached.
Therefore, all solutions that include only the combinations of smaller buffer capacities than the current solution are known to be infeasible as well. We propose the following combinatorial cut if the current buffer capacity behind station s equals b s :
The RHS sums all the variables of possible buffer capacities for every station that are larger than the current buffer capacities (b > b s ). At least one of these variables must assume a value of one, i.e., at least one of the buffers increases.
To further speed up the solution process, we use callbacks, i.e., the master problem is not solved to optimality before handing over the values of the binary variables to the subproblem. Instead, a potential incumbent solution (the best integer solution found at any point of the search) is tested by the subproblem algorithm whenever the solver identifies one. If the solution is feasible, it becomes the new incumbent solution, and the solution process continues. Otherwise, a feasibility cut (12) or (13) is added to the master problem.
We thereby avoid proving optimality in every step and visit the nodes several times during different runs of the master problem. Both aspects waste time (Bai and Rubin, 2009) . Note that an implementation without callbacks would lead to complete enumeration for the BAP. Therefore, we only consider the implementation with callbacks in the following sections. One can observe that the solver takes only a few steps to find upper bounds that are close to the optimum, while the lower bound increases in many small steps. This is because if a candidate solution reaches the goal throughput, the total buffer capacity has to be smaller or equal to the total buffer capacity of this solution. In contrast, if a candidate solution does not fulfill the requirement of the goal throughput, it does not necessarily mean that the total buffer capacity of this solution has to be increased. There may be other solutions with the same total number of buffer spaces (or even less) but with a different allocation that is feasible. Therefore, it is crucial to find appropriate lower bounds.
To find appropriate lower bounds, we decompose the line into several subsystems assuming that the supply of the first station of each subsystem is unlimited. As a result, the effect of starvation, which can occur in the original line, is neglected for the first station in each subsystem. Additionally, it is assumed that the workpieces can always leave the subsystem. Therefore, the last station of each subsystem is never blocked.
Thus, for given buffer capacities, the isolated subsystem will never have a lower throughput than the original system. Consequently, the optimal buffer capacities of the subsystems are lower than or equal to the optimal buffer capacities in the original line. The larger the subsystems are, the better the original setting is approximated. However, for large subsystems, the computation time may be long. Therefore, we propose In contrast to the subsystems of size i = 2, the lower bounds derived from the subsystems of larger sizes do not form bounds for individual buffers. Individual bounds, i.e., b s,l,i ≤ X s for i ≥ 3, may force a certain buffer to be larger than necessary in the original line, resulting in a sub-optimal final solution for the original line. This is because the buffer allocation of the subsystem, which is found by the solver, may not be unique, as only the total number of buffer spaces is minimized. However, their sum forms a lower bound for all of the respective buffer capacities in the original line. We apply Benders Decomposition to solve each subsystem. The size of the subsystems is increased iteratively, until the size of the original line is reached. This procedure is depicted in Figure 6 .
Numerical Study
All of the algorithms are implemented in C++. Gurobi 5.0, with default settings, is used to solve the linear and mixed-integer programs. The numerical study is performed on an Intel Core i7-3930K with 6x 3.2 GHz For all instances, the capacity of each buffer is limited to B s = 20, and the warm-up phase is chosen to be W 0 = 2, 000.
A note on robustness
We investigate the robustness based on the instances from the numerical study of Matta (2008) . We assume a line with 5 stations and a bottleneck at the end. The processing times are exponentially distributed, with a base processing rate of 7.0. The processing rate of the bottleneck is assumed to be 6.0. The goal throughput is set to 5.776. Therefore, it can be concluded that 250,000 workpieces is sufficient to obtain robust results for the given configuration. ,7,9,15 7,8,11,12 8,8,9,13 7,8,9,14 7,7,10,15 6,10,9,14 7,8,9,15 7,9,10,13 8,7,9,14 7,8,9,14 7,8,10,13 7,7,12,13 6,10,8,15 % Deviation from goal throughput Total number of buffers Buffer Allocation 
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Performance of Benders Decomposition
The investigation of the performance of Benders Decomposition is based on the instances from the numerical study of Matta (2008) , but varies the number of stations and the location of the bottleneck. The distribution of the processing times is as described in Section 4.1. We test instances with 3, 5, and 7 stations with bottleneck at the end of the line or in the middle of the line. We generate 10 independent samples for each configuration. As the original MIP formulation is able to solve only small instances, we use samples of 10,000 workpieces to demonstrate the improvements in the computation time of Benders Decomposition.
However, Section 4.1 shows that this sample size is not sufficient to obtain robust results. Therefore, further studies use samples with W = 250, 000. To analyze the impact of the initial bounds, Figure 9 compares the course of the lower and upper bounds for Benders Decomposition with Combinatorial Cuts, with and without initial bounds, for one sample of a 5-station line with 250,000 workpieces and bottleneck at the end. To derive the lower bounds, we optimized four 2-station subsystems, three 3-station subsystems, and two 4-station subsystems. The computation of the bounds is completed after 8 seconds, with a lower bound of 31 buffer spaces for the whole line. The lower bound for the case without bounds slowly rises by 1 in each step. In the case with initial bounds, the optimal solution of 38 is found after 19 seconds and is proven after 69 seconds. Without bounds, the upper bound drops in large steps until the optimal solution is found after 7051 seconds. This solution is proven to be optimal after 7141 seconds. Figure 10 depicts the shares of computation time for the bound calculation, the time until the optimal solution is found by the upper bound, and the time until this solution is proven to be optimal for a 5-station line with 250,000 workpieces and a bottleneck at the end. Most of the computation time is needed for the optimality proof. The calculation of the bounds represents only a small proportion of the total time, ranging from 9% to 15% of the total computation time.
Generally distributed processing times
The following experiments give further insights on the performance of Benders Decomposition with Combinatorial Cuts and initial bounds. The instances are based on the numerical study of Helber et al. (2011) ,
with an Erlang-k or Cox-2 distribution for the processing times. The base processing rate is 0.5, and the processing rate of the bottleneck is chosen to be 0.45. A goal throughput of 0.405 has to be reached. The We investigate lines with 250,000 workpieces and 5 and 7 stations.
The Erlang-k distribution is used to generate processing times with squared coefficients of variation of 0.25 and 0.5, while the balanced mean variant of the Cox-2 distribution (Buzacott and Shanthikumar, 1993 ) is used to generate processing times with squared coefficients of variation 1.0 and 2.0, respectively. We generate 10 independent samples for each configuration.
The computational results for Benders Decomposition with initial bounds are given in Table 3 . The first four columns describe the setting. Column (5) gives the range of the total number of buffer spaces in the optimal solutions of 10 samples. The average computation times for the bounds and the total time are given in columns (6) and (7). The last column presents the maximum deviation from the goal throughput of all samples.
The instances with low SCV are solved quickly. One reason for this is that the total number of required buffers in the line increases with increasing SCV. Another reason is that the initial lower bounds are better for small SCVs, as less starving and blocking occurs; see Tables 4 and 5 Instances with Cox-2 distributed processing times, 7 stations and bottlenecks at the end or at the beginning Table 4 : Detailed results (Erlang-k distribution, S=5) of the line are especially difficult to solve. Those which are solved to optimality take more than 10 hours on average. Five samples cannot be solved to optimality. Three of the instances with a bottleneck at the end and two with a bottleneck at the beginning of the line run out of memory. These instances are not included in Table 3 . However, the last upper bound is feasible and can be evaluated as a solution. Table 7 in the appendix shows the last upper bound, in brackets, in the column "Optimal allocation" as well as the corresponding throughput evaluation ("Max. Dev. TH"). Because the deviations and the overall number of buffer spaces of these instances are in the range of the other samples, those non-optimal solutions are most likely close to optimal. Tables 4 to 7 show that it is reasonable to calculate all subsystems, as even large subsystems improve the (aggregated) bounds on the buffer capacities.
The column "Max. deviation from goal throughput" depicts the results of a throughput evaluation for the different optimal buffer allocations obtained from the different samples. The throughput evaluation is conducted with 10 new samples of 1,000,000 workpieces for each category of instances. The column shows the largest relative downward deviation of all optimal allocations if the goal throughput was not reached and the smallest relative upward deviation if it was reached. The deviation for each buffer allocation is shown in Tables 4 to 7 . Very small downward and upward deviations are denoted as -0.00 and 0.00, respectively.
The maximum deviation obtained from all 240 optimization runs is only 0.55%. Altogether, this shows that the Benders Decomposition approach with Combinatorial Cuts and initial bounds is able to optimize flow lines with generally distributed processing times quite well.
Conclusion and further research
In this paper we develop a Benders Decomposition approach that is able to optimally solve the BAP to optimality with respect to an underlying sample. This approach divides the original problem into a master problem and a subproblem, which are both solved iteratively by exchanging information via cuts. We compared two types of cuts, Classical Feasibility Cuts and Combinatorial Feasibility Cuts. Our numerical study shows that the application of Combinatorial Cuts leads to substantial reductions in the computation time. Furthermore, we develop initial lower bounds based on the iterative solutions of subsystems for the original line. This approach is able to optimally solve instances from the literature with generally distributed processing times in a reasonable amount of time.
Further research should be directed towards improving the computation times for long lines. This may be performed by the analysis of additional bounds or by the development of a problem-specific Branch and Bound method. Additionally, the approach would be extended to more complex systems, such as flow lines with closed loops or several product types. 
