ARL developed computer models and modeling techniques based on the Method of Moments, and has used them for some time to study electrostatic fields associated with targets, terrain clutter, and sensors of interest. Recent extensions to these unique ARL capabilities allow some dynamic conditions to be modeled as a time series of quasi-static models. These new techniques have enabled us to study the extremely low-frequency (ELF) effects of rotating helicopter blades on both airborne and remote sensors. Examples show how a dynamic helicopter model can be used to compute time-varying airborne fieldmeter calibration factors for aircraft charge and atmospheric electric field measurements, and remote ELF electric fields which might be detected by passive surveillance sensors. . Unlike the more popular finite-element approach, one does not solve for fields directly, but rather for the field sources (in our case, the charge distribution). Once the field sources have been determined, the fields can be readily computed as needed, using the Principle of Superposition [4] . To compute the field sources, the governing differential equations (in our case, the Laplace or Poisson equations) are transformed into integral identities, which are applied to a finite number of elements that form the boundary surfaces of the field problem. A system of linear equations is defined that satisfy the boundary conditions at each element. In general, the coefficient matrix associated with the resulting system of equations is dense, non-symmetric, and not diagonally dominant, so direct linear system solvers must be used. We have successfully developed models with over 5000 elements. As applied to electrostatic boundary-value problems, this method is summarized as follows. In a region of constant permittivity ε and a volume charge distribution , the electrostatic potential satisfies the Poisson equation:
Introduction
Numerical analysis techniques are widely used today to solve electromagnetic field problems that are too complex to be solved by analytical methods alone. We chose to develop a significant electrostatic modeling and analysis capability based on the Method of Moments, as described by Harrington [1] ; this approach is sometimes called the Method of Subsections [2] or the Moment Method [3] . Unlike the more popular finite-element approach, one does not solve for fields directly, but rather for the field sources (in our case, the charge distribution). Once the field sources have been determined, the fields can be readily computed as needed, using the Principle of Superposition [4] . To compute the field sources, the governing differential equations (in our case, the Laplace or Poisson equations) are transformed into integral identities, which are applied to a finite number of elements that form the boundary surfaces of the field problem. A system of linear equations is defined that satisfy the boundary conditions at each element. In general, the coefficient matrix associated with the resulting system of equations is dense, non-symmetric, and not diagonally dominant, so direct linear system solvers must be used. We have successfully developed models with over 5000 elements. As applied to electrostatic boundary-value problems, this method is summarized as follows. In a region of constant permittivity ε and a volume charge distribution , the electrostatic potential satisfies the Poisson equation:
Dirichlet boundary conditions are those conditions for which the scalar potential is specified at every point on the conductor-dielectric boundary. Under these conditions, the unique solution to this problem is:
where r is the distance between the source point and the field point :
In general, we cannot solve equation (2) at every point on the boundary surfaces. However, we can divide the boundaries up into N elements. For each element, we define a linear equation:
In this way, we have reduced our problem to that of solving the matrix equation:
The coefficient matrix A can be thought of as an "inverse capacitance density" matrix. The coefficients describe the mutual coupling between the elements, and are defined in terms of the size and orientation of each element relative to the others:
where the field point in the function r is chosen to be the centroid of element n, and the integration is carried out over element m. The potential vector V specifies the Dirichlet boundary conditions over the boundary surfaces. The elements of the solution vector ρ n are the modeled charge densities for each element. Generally, we model charged objects as equipotential surfaces. This does not mean that these objects are "good" conductors, only that the charge relaxation time (i.e., the time needed to redistribute any charge to the steady-state conditions) is small, compared to the time associated with any changes in the specified boundary conditions. To be more precise, we should say we are solving quasi-static boundary-value problems. Timevarying boundary conditions can be modeled with a time-series of quasi-static models, up to the frequency at which these assumptions are no longer valid. This upper-frequency limit is dependent on the size and conductivity of the objects being modeled, and on the rate of change of the boundary conditions. The series of quasi-static models is called a dynamic model; each quasi-static model in a series is called a frame.
(x′, y′, z′)
Dynamic Hind-D Helicopter Model
To construct the first frame, the surface of the Hind-D (shown in figure 1 ), was divided into small trapezoids (often rectangles). Each of these 1167 areas is represented as a line segment, as shown in figure 2. These elements are normally positioned in the middle of each area, although they can also be placed on the edges to better model the rapid increases in surface charge densities in those areas. Each element is assigned a constant (linear) charge density using the Method of Moments; the modeled surface charge distribution can vary with the inter-element spacing. The dynamic model is constructed with the five-blade main rotor turning at 240 rpm (4 rps), and the three-blade tail rotor turning at 1200 rpm (20 rps).
In this way, we constructed a self-looping high-resolution model (with frames every 2˚of main rotor travel), using 36 individual quasi-static models. Each frame in the dynamic charge model is the solution to the Laplace equation subject to modified Dirichlet boundary conditions. Specifically, at each time instant, we assumed that the potential was constant over the entire surface of the aircraft; however, we also assumed that this potential "floated" about some mean in such a way that the total aircraft charge remained constant throughout the time series. Since Q = CV, the modeled potential varies inversely with the capacitance. Summary information is shown in table 1 for every third quasi-static model; the curves in later figures use data from all 36 frames.
For the Hind-D with a 5-blade main rotor, the capacitance varies by less than 0.5 percent about the mean, as a function of blade phase. Other researchers have reported changes in capacitance of more than ±3 percent for a similar-sized Seahawk helicopter, which has only four main rotor blades [5] . It is reasonable to assume that this effect would be even greater for a UH-1 (Huey) or an AH-1 (Cobra), since these older U.S. helicopters have only two main rotor blades. Perhaps not so obvious is the fact that, as the blades turn, charge moves on and off the blades in concert with the changing boundary conditions. Indeed, the total available charge is continually redistributed over the entire surface of the aircraft as the main and tail rotors turn. An animated "movie" which shows the movement of charge over time with false color is accessible via the World Wide Web [6] . Figure 3 shows the movement of the electrostatic charge centroid about the mean, as a function of main rotor blade phase in each of the three Cartesian directions. Since there are five main rotor blades, there are five main "beats" in these functions for each complete revolution of the main rotor. As expected, the tail rotor effects are at a frequency three times that of the main rotor, and are most noticeable in the Z (up-down) direction. Focus on the Rotor Blades. Figure 4 shows the percent of total helicopter charge that is present at any given time on two selected rotor blades. The main and tail rotor blades chosen are defined to face forward at zero phase. The other four main rotor blades carry the same charge as the one shown, but staggered in time by 72˚increments. Similarly, the charge on the other two tail rotor blades is offset by increments of 24( or 120˚of tail-rotor travel). From the figure, it can be seen that, at any given point in time, over half of the total helicopter charge resides on the blades. We can also use the dynamic model to estimate various currents that are flowing over the airframe. These currents are directly proportional to the airframe charge, which we assume to be 5.1 µC. In the case of the main rotor, we have ±2 percent of 5.1 µC (moving on and off each blade) at a fundamental frequency of 8 Hz (there are two minima and two maxima per revolution). If we treat the oscillating charge as a simple sinusoid, and differentiate with respect to time, we expect a peak current flowing between the rotor hub and each blade of about 5 µA. For a more precise estimate, we can numerically differentiate the computed charge functions shown in figure 4 with respect to time. These currents are shown in figure 5. 
Application of the Model to the Airborne Fieldmeter Calibration Problem
Continuous measurements of aircraft charge and/or atmospheric electric fields (E-fields) can be made during flight operations using one or more fieldmeters mounted on the surface of a test aircraft. These instruments use a rotor to alternately shield and unshield stationary sensing elements; this "chopping" technique allows DC (and extremely low-frequency AC) E-fields to be detected. In practical measurement scenarios, the measured electric field at any given point on the aircraft (E n ) is equal to a weighted sum of the aircraft charge (Q) and the ambient atmospheric field :
where the four k terms are called the field enhancement factors at each fieldmeter location n. These factors vary as a function of the size and shape of the aircraft, and of the position of the sensor on the aircraft. Since the enhancement factors apply to fixed fieldmeter locations, they are usually considered constants. The calibration problem becomes one of precomputing the enhancement factors. Once these factors are known, the measured fields can be related to the actual quantities of interest: the aircraft charge and/or the ambient electric field. If four fieldmeters are used, four equations can be solved for the four unknowns (Q, E x , E y , and E z ) at any point in time. It has been shown that estimates of aircraft charge and ambient atmospheric fields are sensitive to errors in calibration factors [7] . Moreover, the degree of sensitivity is related to the choice of fieldmeter locations on the surface of the aircraft.
If helicopters are used as the test aircraft, the size and shape of the overall airframe is modulated by the rotor blades, and the enhancement factors can no longer be considered to be constant (in general). For the present discussion, we will limit ourselves to examination of variations in the k vn terms, but we note that similar effects are expected for the other factors. The amplitudes and phases of the AC components of the enhancement factors are due to the position of the fieldmeters relative to the rotor blades. Computed factors at four selected locations on the fuselage of the Hind-D are shown in figure 6 . The model shows that these enhancement factors can vary from less than 1 percent about their mean (as in the "bottom" location) to more than ±20 percent (as in the "top" location). The "top" and "bottom" locations on the Hind-D model were chosen to correspond to the fieldmeter positions used in earlier UH-1 charge measurement field tests [8] .
In these field experiments, we assumed a constant calibration factor for both locations. The published aircraft potential data shows a pronounced oscillation at the main rotor blade beat frequency for the "top" sensor that is not present in the data for the "bottom" sensor, as we would have predicted using this type of model. 
Computation of External ELF E-fields
We defined our model so that the total aircraft charge is constant, with respect to time. We computed the charge centroid as a function of time, and we note from figure 3 that the modulation of the centroid is approximately sinusoidal at the beat frequency of the main rotor. We also note that, for the surveillance scenario, typical aircraft-to-sensor surveillance distances (r ≈ 1 km) are much larger than the source dimensions (d ≈ 0.1 m for the centroid or d≈10 m for the entire aircraft), and are much smaller than the wavelengths of the frequencies of interest (λ ≈ 10 Mm). Therefore, as a first approximation, it makes sense to treat the entire aircraft as an oscillating point source (or current element), and to apply the harmonic analysis suggested by Jackson [9] for the near (static) zone (where ). The dominant E-fields due to the oscillating charge have dipole characteristics; for this reason, the current element is sometimes called a Hertzian dipole [10] . In the near zone, the quasi-stationary E-fields are:
where l is the "length" of the Hertzian dipole, θ is the angle between the dipole direction and the field direction, ω is the angular frequency of the oscillation, and β is a phase term. Assuming a total charge Q of 5.1 µC (as in table 1) and a dipole length l of 0.15 m (from figure 3) , we estimate the largest field component at a sensor 1 km in front of the helicopter (r x = 1000 m) to be E x ; we expect E x (t) (= E r (t) here) to have a peak amplitude of 14 µV/m, and to be in-phase with Q x (t).
It is interesting to compare the computed "dipole" fields (due to the current, or movement of charge in our simplified point-charge model) with the quasi-static fields (due to the changing position of the charge in our high-resolution model). Once the quasi-static charge distribution (i.e., the charge on each element) is known at each point in time, the quasi-static E-fields can be computed by summing the contributions from each charged element. Figure 7 shows an example of these computations for a sensor 1 km in front of the helicopter. From figure 3 , we see that the movement of the charge centroid is not sinusoidal. Furthermore, the point-charge model cannot account for any higher-order chargedistribution statistics. Therefore, it may be desirable to develop models that can account for the resulting higher-order current statistics. The model discussed here is a step in that direction.
Conclusions
ARL developed and has used high-resolution quasistatic modeling techniques to investigate electrostatic fields for some time. Recent extensions to these techniques allow the examination of certain ELF fields for sensor applications, both on and off airborne platforms. These fields have radial components and variation with distance that depend on detailed properties of the source. Detailed, dynamic source models allow us to model and investigate these fields at a level not possible with previous techniques. 
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