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Abstract 
 
A radio frequency electrical sensor for the qualitative analysis and monitoring of the 
electrical properties of electrolyte solutions is designed, simulated and experimentally tested 
in this research. This work is based on the use of planar inductors for the detection of a 
change in the concentration of ionic species in a liquid sample. At first a literature review on 
the physical chemistry of electrolyte solutions is provided. This will include topics on the 
conductivity and relaxation properties of electrolytes. This will be followed by a look at 
dielectric spectroscopy sensors, electrochemical sensors and inductive sensing devices. The 
principles of electrodynamics and constitutive equations are discussed. Based on these, the 
principles of operation of the RF electrical sensors are analysed. Two methods of theoretical 
analysis of such structures are investigated. These methods are; analytical solution and finite 
element computation  method.  The  former  offers  greater  insight  into  the  system’s  parameters  
whilst the latter offers more information regarding the whole system. Given the qualitative 
nature of the sensors under investigation and finite element approach was selected and used 
in latter chapters to obtain grater insight into the behaviour of the system.  
 
Planar inductor coils are designed on an FR4 substrate and packaged using PDMS to be used 
as sensors in the monitoring of electrical properties of electrolytes. Experimental results on 
these sensors are provided and discussed. The effects of solvent, acidity of the solutions, and 
environmental factors on the behaviour of the sensors shall be discussed. This is followed by 
finite element simulations of the sensor and the effect of various parameters on the overall 
behaviour of the sensing device. A transformer apparatus is also constructed and 
experimental data are provided for it. An electrolyte is placed on one of the coils of the 
transformer and scattering parameters are looked upon for data analysis. The results obtained 
using the FE method, is then used to obtain further information about the principle of 
operation of the device.  
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Chapter 1 
1 Introduction 
Electrical properties of electrolyte solutions are important indicators to the progress of 
chemical reactions. The dissolution process, oxidation and reduction are examples of 
chemical reactions that can take place inside a liquid sample. These reactions can lead to 
changes at deep molecular level, for instance protein folding and refolding [1], or on 
macroscopic level, like the variation in the permittivity of the bulk solution [2]. Monitoring 
such changes can lead to important information regarding the status of a chemical reaction 
and the species responsible for it. Measurement methods like dielectric spectroscopy in radio 
frequency (RF) and deep infrared (THz) region of operation [3, 4] ,  optical spectroscopy [5], 
and various electrochemical techniques [6, 7] are examples of sensory systems developed for 
the monitoring of chemical reactions.  
In this research variations in the properties of planar inductors, like variations in the 
impedance of these devices, are used to provide qualitative data analysis on an electrolyte 
solution. Planar inductors are used to produce a magnetic field in the vicinity of a liquid 
sample under test. The applied magnetic field will induce eddy currents (EC) within this 
sample. The density of the induced eddy currents is a direct function of the electrolyte 
conductivity. These induced eddy currents produce their own magnetic field which interacts 
with  the  driving  magnetic  field  produced  by  the  inductor.  The  interactions  between  the  coil’s  
magnetic  field  and  the  induced  eddy  current’s  magnetic  field  are  translated  into a change in 
the impedance of the coil [8]. This impedance is correlated to the conductivity of the 
electrolyte solution under test. The variations in the permittivity of the sample will also affect 
the coupling between the sample and the planar inductor, contributing to the parasitic 
capacitance. Variation in the permeability of the sample under test is another contributing 
factor to the change in the properties of the sensor [9]. The use of inductors, due to their 
inherent electromagnetic properties, also allows for the development of a wireless 
communication interface. This interface can be used in the transmission of data between the 
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sensor and a data processing unit with no need for the presence of a physical medium e.g. 
wire-bonds will not be needed. This could simplify the packaging of the sensor and lead to a 
reduction in post-processing steps in preparation of the sensing device. The work done in this 
research offers the potential of adapting this sensor with minimum modifications for use as an 
implantable device e.g. monitoring gastric juice in the oesophagus. It also offers the potential 
for the development of remote interrogating systems for implanted sensors inside the human 
body.  
A tag free sample analysis that requires no sensor surface activation will be adapted in this 
research; hence no external material will be added to the solution in order to amplify the 
effects of a particular reaction or species. Different packaging materials would be used and 
their effect on the properties of the inductor will be investigated. Biocompatibility of these 
packaging materials is also of great importance and shall be investigated. Near field coupling 
of the sensor with an antenna for wireless readout of the sensory data will be analysed. Finite 
Element (FE) analysis will be used in order to model the behaviour of the sensor in the 
presence of various electrolyte solutions. FE will also be used to look at near field 
characteristics of the sensor for wireless data transmission. The solutions obtained using FE, 
alongside experimental data, will be used to optimize the design. The coupling between 
multiple sensors and their response with regards to a readout antenna is also of interest and 
will be investigated. This is to find the optimum distance and optimum sensitivity between 
sensors and also between sensors and the readout coil. 
In this chapter an overview of the physical chemistry of water in section one. This is followed 
by an overview of electrical properties of electrolyte solutions. Conductivity and permittivity 
of the liquids and factors affecting them shall be discussed in this part. Section three will 
provide a literature review on three main sensing mechanisms and platforms. These sensors 
are dielectric sensors, electrochemical sensors and inductive sensors. This will be followed by 
a discussion on the advantages and disadvantages of these sensing platforms in section four. 
A comparative discussion on the choice of sensors in this research and its applications to the 
wider research field will be given as well. 
1.1 Water  
Water is physically the smallest molecule with more than two atoms. It has an effective 
radius of 1.4 Å. Hydrogen molecule has an effective radius of 3.4 Å [10]. Water is also the 
only naturally occurring inorganic liquid on planet earth [11] which its existence is 
intertwined with life on this planet. Due to its electron configuration, water molecules are 
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capable of forming hydrogen bonds between themselves. This is due to the high 
electronegativity of the oxygen atom compared with hydrogen atom. Oxygen has an 
electronegativity of 3.44 and hydrogen has an electronegativity of 2.2. Oxygen atom also 
contains two free electron pairs. Hence the overall results leads to the formation of hydrogen 
bonds in water which results in relatively high melting and boiling points. Water assumes a 
solid form at 273.15 K and reaches its boiling point at 373.15 K. The measured maximum 
density of water is at its highest value at a temperature of 277.15 K, for more information on 
experimental and calculated properties of water refer to [12].  
Figure 1-1 shows a cluster of water molecules in their frozen state. The size of this cluster is 
12 Å, 11 Å, and 6 Å in the x, y, and z directions respectively. Red sticks represent oxygen 
atoms and white sticks represent hydrogen atoms. The white dashed line is used to show the 
hydrogen bonds between neighbouring hydrogen and oxygen atoms. Note the orderly fashion 
in which water molecules are aligned in frozen state. Figure 1-1b shows the state of the same 
cluster of water molecules as the temperature is increased to 293 K. It can be seen that the 
rigid structure of ice is now broken to form a more closely packed energetic liquid system. 
This simulation is performed in CambridgeSoft ChemDraw software. As hydrogen bonds 
start breaking up whilst frozen water heats up, water molecules start filling in the empty 
space that was previously unoccupied, compare figures 1.1a and 1.1b. This process reaches 
its peak value at 277.15 K. Beyond this temperature the kinetic energy of water molecules is 
high enough to force water molecules to move away from this closely packed fluidic medium 
and  hence  the  density  of  water  decreases  until  it  reaches  the  water’s  nominal  density.   
 
 
Figure 1-2: showing the molecular structure of water when solid (a) and the departure from this ordered 
form as the temperature increases to 293 K (b). The size of the frozen cluster is (11,12,6) Å 
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Water is a polar liquid; water molecule has a permanent electric dipole moment associated 
with it, and dissolves the majority of ionic compounds. Other examples of polar solvents are 
diethylether, ethanol and acetone. The oxygen atom has six free electrons from which two are 
used in the covalent bonds with the two hydrogen atoms. The remaining four electrons form 
two electron pairs that allow the formation of hydrogen bonds with hydrogen atoms 
covalently bonded with other oxygen atoms. The formation of hydrogen bond is a dynamic 
process and these bonds are continuously formed and broken. The time it takes for a 
hydrogen bond to form and break is in the order of 2 ps to 2.5 ps [13]. The dielectric constant 
of water is also related to the H-bond formation energy [14]. The dielectric constant of water 
is related to the H-bond free energy of formation by the following equations. 
 
(𝜀௦ − 𝜀ஶ)(2𝜀௦ + 𝜀ஶ)
𝜀௦(𝜀ஶ + 2)ଶ
=
4𝜋𝑁஺௏𝑔𝜇௩
ଶ
9𝑘𝑇𝑉𝜖
 1.1 
 𝑔 = 1 +
4𝑒
ି(ுି்ௌ)
௞்
3 ൬1 + 𝑒
ି(ுି்ௌ)
௞் ൰
 1.2 
In equations 1.1 and 1.2, H is the enthalpy, S is the entropy, T is the absolute temperature, 
g is called the structure factor, 𝜀௦ is the dielectric constant, V is the volume, k is the 
Boltzmann constant, 𝑁஺௏ is   the  Avogadro’s  number   and  𝜇௩ is the dipole moment of water 
molecule in vapour phase. 𝜀ஶ is the dielectric constant of water at a high frequency in which 
dipolar relaxation processes are inoperative however is low enough not to induce atomic and 
electronic polarization [14]. 𝜀ஶ = 𝑛ଶ in which n is the refractive index of the material. In the 
case of water, a refractive index of 1.33 is commonly used. However due to fluctuations in 
the value of refractive index in IR spectra, a value of 1.8 is also suggested in place of 1.33 
[14]. In this research the value of 1.33 is used for the refractive index. Note that water at a 
temperature of 647.15 K and a pressure of 2.23×107 Pa becomes supercritical. In this state 
water has a density which is a third of its nominal value. Hydrogen bonds within the liquid 
water are largely destroyed. Water becomes a poor ionizing solvent and a better organic 
solvent which is contrary to its nominal properties [15].  
1.2 Electrolyte Solutions 
Solutions that can conduct electricity are called electrolyte solutions. The classical model of 
electrolyte solutions, the Debye-Hückel model, assumes free ions in the solution as hard 
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spheres and the space between them filled with a dielectric medium. This dielectric medium 
has the permittivity of the pure solvent. This model holds for dilute solutions of concentration 
less than approximately 0.001 mol L-1 [16]. Beyond this concentration, the interactions 
between ions within the sample and the viscosity of the electrolyte solution are no longer 
negligible and must be taken into account. These factors affect the behaviour of charge 
carriers in the solution. This leads to non-linear variations in the electrical properties of the 
electrolyte with respect to the type of solute and its concentration. Hence an understanding of 
various factors affecting the behaviour of charge carriers in a liquid is desirable. Only 
solutions with water as the solvent are considered in this research. 
Electrolyte solutions can be placed into two categories of strong and weak solutions, based on 
the degree of ionization of added substances to the solvent [17]. Strong electrolytes are those 
that are fully dissolved in water and are completely dissociated, e.g. hydrochloric acid, 
sodium chloride and sodium bromide. Weak electrolytes are those that are partially dissolved 
in water, e.g. acetone, phosphoric acid and sodium dihydrogen phosphate. Dependent on the 
type of the electrolyte under investigation, weak or strong, different formulas may be used to 
describe the variation in their electrical properties. The two electrical properties of interest are 
conductivity and permittivity. 
1.2.1 Electrolyte Conductivity 
The conductivity of electrolyte solutions is dependent on the degree of ionization of the 
added substances. It also depends on the ion-ion interactions of the free ions within the 
solvent. Hence conductivity is not just directly related to the number of free ions present in 
the solvent [18]. The molar conductivity of a solution is given by Λ௠ and is equal to the 
conductivity of the sample divided by its concentration, 𝑐, expressed in mol L-1. The 
conductivity, , of deionised water is very low due to a lack of free charged carriers, its value 
at room temperature is 𝜎௪௔௧௘௥ = 1 × 10ି଺Ωିଵ𝑚ିଵ [16]. Assume that a very small amount of 
a soluble substance is added to the solvent. This leads to the formation of a small number of 
free ions. These free ions will be able to move freely within the solvent and since the 
concentration of the added electrolyte is extremely low, there will be no interactions between 
ions within the solvent thus the Debye-Hückel model holds. The value of conductivity at this 
limit of zero concentration is called the limiting molar conductivity and is represented by Λ௠∘  
[16, 19]. Limiting molar conductivity is the sum of limiting ionic conductivity of all the ions 
present in the sample. 
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 Λ௠° = 𝜈ା𝜆ା + 𝜈ି𝜆ି 1.3 
In Eq. 1.3 , + and - represent the limiting ionic conductivity for cations and anions 
respectively and + and - are the ratio of the number of cations and anions present in the 
solution. The limiting molar conductivity of various ions in water at 298 K can be found in 
Table 1-1 [17].  
 
For strong electrolytes at concentrations below 0.001 mol L-1, the molar conductivity follows 
the  Kohlrausch’s  law  and  can  be found to be:  
 Λ௠ = Λ௠° + (𝐴 + 𝐵Λ௠° )√𝑐   1.4 
In Eq.1.4 the term, 𝐴 + 𝐵Λ௠° , is introduced by Lars Onsager and constants 𝐴 and 𝐵are called 
the Debye-Hückel-Onsager coefficients [17]. They are substance specific and their values are 
𝐵 = 0.229 (mol L-1)-0.5 and 𝐴 = 6.02  mS m2 mol-1 (mol L-1)-0.5 for single valence electrolytes 
in water. The single valence electrolytes are also referred to as 1:1 electrolytes in the 
literature, e.g. NaCl. Note that both A and B depend on the temperature, charge of the ions 
and dielectric constant. The constant A also depends on the viscosity of the medium [20]. 
Equation 1.4 was later modified by Flakenhagen to obtain conductivity values for 
concentrations extending to 0.1 mol L-1. This was achieved by introducing an adjustable 
parameter, 𝑎, which is the distance of closest approach between two ions in the solution [19, 
21]. This distance is also referred to as the Debye- Hückel length or Debye length [22]. 
Equation 1.5 shows the Falkenhagen equation which is valid for electrolytes with 
concentrations below 0.1 mol L-1. Variables 𝐵, 𝐵ଵ, 𝐵ଶ and  F(c)  are  functions  of  the  solvents’  
viscosity, dielectric constant and absolute temperature. More information can be found in [19, 
22].  
 Λ௠ = ቈΛ° −
𝐵ଶ√𝑐
1 + 𝐵𝑎√𝑐
቉ ቈ1 −
𝐵ଵ√𝑐
1 + 𝐵𝑎√𝑐
𝐹(𝑐)቉ 1.5 
Table 1-1: Values for the limiting ionic conductivity of several ions, / (mS m2 mol-1) 
Ions  Ions  
Ca2+ 11.9 Na+ 5.01 
H+ 34.96 Cl- 7.635 
K+ 7.35 OH- 19.91 
Mg2+ 10.6 𝑁𝑂ଷି 7.146 
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An increase in the concentration of the solute in the solvent leads to an increase in the ion-ion 
interactions within the electrolyte. Hence various empirical equations have been developed to 
estimate the conductivity of an electrolyte solution reliably. Strong electrolytes of interest for 
this research are sodium chloride (NaCl), hydrogen chloride (HCl) and potassium chloride 
(KCl). The formula employed for calculating the conductivity of the samples is derived by 
Gellings. This formula was chosen based on the comparative analysis between eight widely 
used empirical formulas offered in [19]. Equation 1.6 shows the Gellings formula. 
 Λ௠ = Λ௠° (1 − 𝐺𝑐)𝑒
஺ಸ√௖
ଵା஻௔√௖ 1.6 
 𝐴ீ =
8.2 × 10ି଻
ඥ𝜀଴𝑇
+
82.5
Λ௠° 𝜂଴ඥ𝜀଴𝑇
 1.7 
 𝐵 =
50.29
ඥ𝜀଴𝑇
   1.8 
In the above equations, a is the Debye- Hückel length, G is an adjustable parameter which its 
physical meaning is unclear [19], 𝜀଴ and 𝜂଴ are   solvent’s   permittivity   and   viscosity  
respectively. Values for adjustable parameters a and G for each of the electrolytes of interest 
are given in Table 1-2 [19]. The unit of conductivity for the Gellings in Eq. 1.6 is in 
S mol-1 cm-2 however all results are converted into mS mol-1 m-2 for the analysis in this 
research. 
Table 1-2: showing values for adjustable parameters used in Gellings equations [19]. 
Electrolyte Conc./ mol L-1 a G 
HCl 0.0-4.1 7.12 0.1235 
NaCl 0.0-5.0 4.09 0.0836 
KCl 0.0-4.0 4.28 0.0305 
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The variations in the conductivity of three strong electrolytes using the Gellings formula are 
shown in Figure 1-3. The formula was verified against reported experimental data for 
concentrations of 0-4.1 mol for HCl, 0-4 mol for KCl and 0-5 mol for NaCl [19].  
The conductivity of weak electrolytes is proportional to the degree of ionization of the solutes 
in the solvent. Taking 𝑐 to be the concentration of a solute in water, 𝐾௔ to be the acidity 
constant and  the ionization constant, the equation for the molar conductivity of weak 
electrolytes is found to be [17]: 
 
Λ௠ =
𝐾௔
2𝑐
ቐ൬1 +
4𝑐
𝐾௔
൰
ଵ
ଶ
− 1ቑΛ௠°  
= 𝛼Λ௠°  
(2.3) 
The exact explanation for the variation in conductivity of weak electrolytes mixed with other 
salts or acids in the highly concentrated regime is beyond the scope of this research, refer to 
[23, 24] for further information. For the analysis of experiments discussed in this research the 
formulas and data presented in literature, e.g. [23], will be used. Note that equations 
discussed in this section are aimed at 1:1 electrolytes (symmetric electrolytes). For more 
information on asymmetric electrolytes refer to [25].  
 
Figure 1-3: showing the variations of molar conductivity of HCl, KCl and NaCl as the concentration varies 
using the Gellings formula. 
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1.2.2 Electrolyte Relative Permittivity 
The permittivity of a material is a measure of its polarizability in the presence of an electric 
field. Polarization is a measure of the contribution of a material to electric displacement. 
Assume a material placed inside an electric field. Let D be the electric displacement in 
vacuum, Dm the electric displacement inside a material,  the material susceptibility and 𝜀௥ 
the relative permittivity of the material. The polarization P can then be found to be [26]: 
 𝑃 = 𝐷௠ − 𝐷 = 𝜀௥𝜀଴𝐸 − 𝜀଴𝐸 1.9 
 𝑃 = (𝜀௥ − 1)𝜀଴𝐸 = 𝜒𝜀଴𝐸 1.10 
If the number of material molecules in unit volume is known, we can then calculate the value 
of polarization using the sum of all dipole moments in the material under test [26]. Let V be 
the volume of the sample under test, pi be the dipole moment of a single molecule, NA the 
Avogadro’s   number,   the density, M the molar mass of the substance and N the number 
density. The polarization of the material, using microscopic quantities, can be found to be: 
 𝑷 =
1
𝑉
෍𝑝௜
ே
௜ୀଵ
 1.11 
 𝑁 = 𝑁஺ ቀ
𝜌
𝑀
ቁ 1.12 
The formula in 1.11 provides the total instantaneous polarization within a sample. The value 
of P can be broken into three separate contributions. These contributions are electronic 
polarization, atomic polarization and orientation polarization [27]. Hence the total 
susceptibility of a material can be defined as: 
 𝜒௧ = 𝜒௘ + 𝜒௔ + 𝜒௢ = (𝜀௥ − 1) 1.13 
The electric polarization contributions, 𝜒௘, are due to the moment generated by the 
displacement of electrons with respect to the atoms of the molecule in the presence of an 
external E-field. The atomic polarization contributions, 𝜒௔, are due to the moment generated 
by the displacement of atoms with respect to one another. The latter has a larger contribution 
to the total susceptibility of the material. Electronic and atomic polarizations are collectively 
referred to as distortion polarization [27]. Due to the nature of these two effects, they are 
temperature independent or the contribution of temperature is found to be negligible [26].  
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However the orientation polarization contribution to susceptibility, 𝜒௢, is temperature 
dependent. Orientation polarization is present in substances that consist of polar molecules. It 
is based on the alignment of permanent dipoles in the presence of an applied E-field. The 
polar molecules tend to align themselves with the applied field however if the kinetic energy 
of the molecules is greater than the orientation energy, random misalignment will be 
introduced into the sample. This kinetic energy is temperature dependent. This behaviour can 
easily be seen in the Debye equation which depicts the relationship between molar 
polarization and absolute temperature [26]. In 1.14, Pmol is the molar polarization of the 
sample,  is the polarizability, NA is  the  Avogadro’s  number,  k is the Boltzmann constant, T 
is the absolute temperature and pp is the permanent dipole of the molecules under test.   
 𝑃௠௢௟ ≡
1
3𝜀଴
𝑁஺ ቆ𝛼 +
𝑝௣ଶ
3𝑘𝑇
ቇ 1.14 
The other factor affecting polarization of a material and hence its permittivity is the 
frequency of the applied field. Based on the frequency of the applied field, one or more 
contributors to polarization in a material become dominant. At lower frequencies the 
orientation polarization is the dominant factor. However as higher frequencies are approached 
the  distortion  polarization’s  contribution  increases and as we approach frequencies of about 
10ଵଶ𝐻𝑧 the distortion polarization becomes the dominant factor. As the frequency of the 
applied field increases, the polar molecules can no longer follow the applied E-field due to 
their large mass. Hence the orientation contribution to the permittivity of the sample 
decreases and distortion polarization becomes more dominant. Note that at these very high 
frequencies the Debye equation no longer holds and one must use the Clausius-Mosotti 
equation. In this region of operation movements of the electron cloud along with rotational 
and vibrational motions of the atoms and bonds can be detected [18, 26]. The frequency 
dependence of polarization gives rise to a complex permittivity in which the complex 
component of the permittivity corresponds to the phase lag between the applied field and 
various polarization effects in that frequency. This implies power dissipation within the 
sample which is coined as anomalous absorption.  
The derivation of a frequency dependence permittivity function can be found in [27-30]. Only 
referring to the final derivation in [28], the complex permittivity can be found to be  
 𝜀 = 𝜀ᇱ − 𝑗𝜀ᇱᇱ 1.15 
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 𝜀ᇱ(𝜔) =   𝑛ଶ +
𝜀௦ − 𝑛ଶ
1 + 𝜔ଶ𝜏ଶ
 1.16 
 𝜀ᇱᇱ(𝜔) =
(𝜀௦ − 𝑛ଶ)𝜔𝜏
1 + 𝜔ଶ𝜏ଶ
+
𝜎
𝜔
൬
1
4𝜋 × 9 × 10ଵଵ
൰ 1.17 
In equations 1.15 to 1.17, n is the refractive index, 𝜀௦ is the static permittivity, 𝜔 is the 
angular frequency, 𝜎 is the conductivity in Ωିଵ𝑐𝑚ିଵand 𝜏 is the macroscopic relaxation time. 
For water, 𝜏 is found to be 0.93 × 10ିଵଵ  𝑠 at 20C [28].  
So far we have discussed simple electrolyte solutions, e.g. solutions of water and HCl or KCl. 
There exist another class of solutions that contain macromolecules which biological samples 
like DNA fell under their category. These solutions are called polyelectrolyte solutions and 
are  defined  as  “macromolecules  which  in  solution  carry a relatively large number of charged 
groups.”  [31]. Figure 1-4 shows the structure of a DNA macromolecule and its corresponding 
3D visualization. It can be seen that there exist many oxygen and nitrogen atoms in the 
molecular chain of this macromolecule. These atoms contain many free electron pairs which 
can lead to a net charge on the molecule. This can also lead to strong static force being 
generated in the immediate vicinity of the macromolecule. This can affect the dispersion 
properties of the solvent containing the macromolecule. In this case the orientation 
polarization of the hydration shell is modified.  
 
Ions and polyions in water are surrounded by two layers of water molecules [32, 33]. These 
layers are called the primary and secondary hydration shells. The number of water molecules 
                               
Figure 1-4: showing the 3D structure of a DNA strand and its corresponding formula 
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surrounding an ion is called the hydration number, e.g.  Na+, Mg2+ and Cl- all have six water 
molecules in their primary hydration shell. Note that water molecules within the primary and 
secondary shell dynamically change their position between layers however there is at all 
times a constant number of molecules present in each layer [34]. The water molecules in the 
secondary layer are H-bonded to the primary shell molecules and face electrostatic force from 
the ion. This electrostatic force exerted on the water molecules in the hydration shell causes 
their dispersion to be different from the bulk water. A depiction of the primary and secondary 
hydration shells can be found in Figure 1-5. A typical macromolecule such as DNA has a 
diameter of 20 nm and its primary hydration shell has a thickness of 0.3 nm [32]. The 
secondary hydration shell has a thickness of 0.1 nm to 0.5 nm [33]. Hence, the force exerted 
by the macromolecule on its surrounding water molecules extends 0.4 nm to 0.8 nm away 
from the molecule. The bulk solvent maintains its intrinsic permittivity however the two 
hydration shells will show different values of permittivity. The hydration shells play an 
important role in the interaction of the macromolecule with its surrounding and also its 
behaviour, such as the replication of DNA. For more information on the effect of hydration 
shell refer to [33]. 
 
Polyelectrolyte solutions generally show a large ionic electrical conductivity in the low 
frequency region of the spectrum which can subsequently mask the relaxation effect of larger 
molecules in the sample [35]. Some of the fundamental factors contributing to the relaxation 
process in polyelectrolyte solutions are polyion dipolar orientation relaxation, polarization of 
condensed counterions, polarization of the ionic atmosphere and long range solvent ordering 
effects [35].  
It must be noted that the dispersion properties of the solvent will also be modified by the 
solute. As a result these variations in the dispersion of the solvent can be used as an indicator 
 
Figure 1-5: showing the presence of primary and secondary hydration shells around a macromolecule. 
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to monitor chemical reactions. For instance, orientation polarization of some of the solvent 
molecules is modified by the presence of a solute at high frequencies. Note that when an ion 
moves in liquid water under an electric field, it carries as many as 40 molecules with it [36] 
and the ion reaches its terminal velocity in approximately 10ିଵଷseconds [16]. Taking this 
solute-solvent relationship into account, alongside environmental factors, we can provide a 
list of particular dispersion properties which exist in biological samples, shown in Table 1-3 
[37].  
 
Table 1-3: Different mechanism of dispersion within biological samples, from [37]. 
Type of Dispersion Description 
α-dispersion Permittivity enhancement by rearrangement of small 
ions, including screening effect at the fluid-sensor 
interface. 
-dispersion Arises from the distortion of cellular membranes and 
macromolecules. It occurs at frequencies below 100 
MHz. 
-dispersion Rotation and deformation of small polar molecules, for 
instance the solvent. It is a wide peak with maximum 
value at 19.6 GHz for pure water. 
-dispersion Bound water dispersion. This arises from the electrostatic 
force exerted by the solute on the primary and to a 
smaller extent on the secondary hydration shell. It occurs 
in a frequency range of 500 MHz to 20 GHz. 
 
-dispersion or low frequency dielectric dispersion (LFDD) arises from the rearrangement 
process of ions in the solution [38]. -dispersion is due to the rotational orientation of 
macromolecules. Examples of such macromolecules could be a variety of proteins and DNA 
strands. -dispersion deals with the relaxation process in the electrolyte solution. -dispersion 
corresponds to the permittivity of the hydration shell. The latter is of particular interest as its 
properties can be exploited to detect a change in the geometry of the molecule under 
investigation [37]. As the shape of a molecule varies the molecular arrangement of the 
hydration shell also changes. This leads to changes in the permittivity of this layer. For more 
information on the dispersion in electrolyte solutions refer to [30, 38]. The measured 
experimental complex permittivity of water is also provided in Figure 1-6 for comparison 
[39]. Refer to section 5.3.1 for more information on the complex permittivity of electrolyte 
solutions. 
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1.3 Literature Review 
We have discussed the physical changes that occur inside a liquid sample when reactions take 
place. Macro-properties like the bulk conductivity of the sample and its bulk permittivity 
along with micro-properties like the -dispersion. In this section an overview of sensing 
platforms and architectures that use the afore-mentioned variations as the basis for 
performing measurement will be provided. The scope of this literature review is limited to 
three main types of sensors. They are dielectric sensors, electrochemical sensors and 
inductive sensors.  
1.3.1 Dielectric Sensors 
Dielectric measurements provide details on the polarization relaxation properties of a sample 
under test. Relaxation is a lossy process. Hence the amount of energy dissipated into a sample 
and the frequency at which this energy dissipation happens can be used as indicators to the 
progress of a change in a liquid sample. Dielectric spectroscopy can be classified as a 
non-destructive method of measurement in which the sample under test is not destroyed. The 
perturbation to the system under test can also be minimal. This method can be used in 
 
Figure 1-6: showing the plot of complex permittivity of water for a frequency range of 100 MHz to 1 THz. [39] 
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monitoring various changes including protein folding and refolding, monitoring DNA 
amplification processes and monitoring the concentration of various electrolyte solutions like 
HCl. In this section, a range of sensing architectures along with their advantages and 
disadvantages shall be discussed. The frequency of operation of the reviewed sensors is in the 
range of a few MHz to the THz region of operation. Higher frequency systems, like X-ray, 
are not discussed in this research. 
In [40] a microwave stripline probe is designed to operate at a frequency of 169 MHz. The 
stripline has a width of 140 m and is covered by a PDMS micro channel. As beads or 
biological cells are passed above the stripline its impedance varies. This is translated as a 
change in the reflected power at the ports of the probe and is used as an indicator to the 
presence of biological cells or beads in the chamber above the stripline. This design is used in 
successfully counting the number of beads passing above the probe in the microfluidic 
channel. Figure 1-7 shows the structure of the probe along with the positioning of the inlet 
and outlets for the microfluidic channel [40]. This device has a counting limit of 25 beads/ms, 
which is comparable with commercial fluorescent cell sorters [40].  
  
In [37] a slotted antenna is used to look at protein folding and refolding by monitoring the 
protein’s  hydration shell dispersion. The underlying theory of hydration shells is discussed in 
section 1.2.2 and is also shown in Figure 1-5. In this design, a cuvette is placed in the middle 
of the slot of the antenna and the return loss of the antenna-cuvette system is then analysed. A 
good  correlation  between  the  experimental  values  of   the  solution’s  permittivity  and  sensory  
data, for values of  < 60, were found using this system. Strong temperature dependence of 
data was observed which should be factored in upon performing the analysis. Equation 1.14 
can be used to explain this strong temperature dependence given the operational frequency of 
 
Figure 1-7: showing the structure of the RF probe and the positioning of the microfuluidic channel [40] 
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3-20 GHz. One of the main challenges with this apparatus was the sensitivity of the system to 
the position of the cuvette. Every time that the cuvette was removed to replace the protein 
sample, the characteristics of the system would change. Hence the system showed low 
repeatability. However the ease of fabrication and the ability of the system to allow for 
simultaneous optical measurements are two main advantages of this design. The other 
advantage of this device is its sensitivity. Measurements in concentrations as low as 19 pmole 
were recorded. The only other method of measurement that can be used in such low 
concentrations is fluorescence spectroscopy, which requires labelling, and sample pre-
processing [37].  Figure 1-9 shows a depiction of this system. 
 
In [41, 42] a Wilkinson power divider is used to perform dielectric measurements on 
mixtures of ethanol and methanol with water. Figure 1-10 shows a conceptual depiction of 
the differential design employed in this paper. Distilled water is placed on one branch of the 
power divider and the other branch is covered with the sample of interest. A frequency range 
of 5.4-6.4 GHz was employed in this design. S-parameter data, for a range of ethanol and 
methanol water mixtures, were used for detection purposes. This design offers a sensitivity of 
30 times greater than the one offered by fluorescence spectroscopy [42]. A variation of this 
design with two Wilkinson power dividers was employed [43] which offers greater 
sensitivity. A similar approach of placing the test sample over a transmission line is adopted 
in [44]. In this design a CPW is fabricated by depositing gold on a glass substrate and is used 
in the analysis of human blood for haemoglobin. The blood sample was then placed on top of 
the transmission line using a PDMS mold. The authors provide no direct analysis on the 
sensitivity of this system, as the designed device is used for qualitative measurements only.  
Figure 1-11 shows a sketch of this apparatus [44]. Due to the simplicity of design, coplanar 
waveguides are also used in a variety of designs. In [45] the CPW is used in monitoring the 
formation of lipid layers, frequencies of up to 14 GHz were employed in this design. In [46, 
47] CPW were used in a frequency range of 45 MHz to 40 GHz to monitor the complex 
permittivity of methanol in nano-litre volumes. Similar design were also used in simultaneous 
 
Figure 1-8: showing the conceptual design of slotted antenna being used in dielectric spectroscopy 
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detection of a mixtures of salt and glucose [48] and suspended CPW lines for biosensing 
purposes [49]. 
 
 
 
All the CPW designs discussed above perform label free measurements on the sample under 
test. For particular tests, it may be needed to chemically activate the surface of the sensor. In 
[50, 51] surface activation of a CPW is used in order to undertake monitoring of chemical 
reactions. In these two designs the transmit time of the RF signal in the transmission line is 
used as a measure of binding of target molecules to receptors placed on the sensing area. As 
these receptors react with the target molecules and attach to one another, they change the 
chemistry of materials in the immediate vicinity of the transmission line. For instance as 
more target molecules react with receptors, the number of water molecules in the vicinity 
tend to decrease. Hence the dielectric constants of the areas near the interface of the 
transmission line and the liquid changes. This change in permittivity leads to variations in the 
group velocity of the electromagnetic modes travelling in that part of the transmission line 
[51]. This variation in the permittivity of the areas near the RF signal path is the basis for 
surface activated measurement devices. Figure 1-12 shows the conceptual depiction of a 
surface activated CPW used in detecting various proteins [51]. Dimensions of the device are 
4 mm wide and 20 mm long. The sensor is employed in monitoring the reaction between 
protein-A and rabbit immunoglobulins. The surface sensitivity of this device was estimated to 
be 100 pg mm-2 however experimental data showed a sensitivity of 0.5 ng mm-2.  
 
Figure 1-10: showing the conceptual design of a Wilkinson power divider being used in dielectric 
spectroscopy [42] 
 
Figure 1-11: showing the conceptual design of a CPW used in the analysis of haemoglobin [44] 
 34 
 
 Another method of performing dielectric spectroscopy is the use of resonating devices. A 
resistor-inductor-capacitor (RLC) resonator is realized in [52, 53]. The RLC is realized by 
placing a meandered inductor at the centre of an interdigited capacitor. Figure 1-13 shows a 
depiction of the resonator design used in [52]. The resistance component is the series 
resistance of the inductor itself. The contact to this resonator is done by a CPW and 
measurements are performed in the range of 15 to 35 GHz. This device is then used in the 
analysis of cancerous cells cultures. No data on the sensitivity and detection limits of the 
device is provided, however, it is noted that beyond 35 GHz the detection limit of the 
biosensor is reached. This is due to the γ-dispersion of the biological cells, which does not 
extent beyond this frequency limit, as shown in Table 1-3. In [53] similar structure is used but 
in the form of a filter for the analysis of single cells. RF filter architectures are adapted for 
this design. Other methods of detecting various chemicals like the spintronic method are also 
developed in recent years which makes simultaneous use of optical and RF spectrum [54].  
 
 
Figure 1-12: showing surface activated coplanar transmission line used in bioanalysis. The structure is 4 
mm wide and 20 mm long. 
 
Figure 1-13: showing the layout of the RF RLC resonator [52] 
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So far we have looked at dielectric methods in the wavelength range of 1.8 m to 0.01 m, 
equivalent to 167 MHz to 30 GHz. If the analysis is performed in the frequency region of 
0.1 THz and 10 THz [55, 56], the analysis is then called THz or far infrared spectroscopy. In 
this region of operation, the main aim of the measurements is largely the detection of 
molecular vibrations. In such high frequencies rotational motion of molecules can no longer 
follow the direction of the E-field fully. This is due to the fact that the frequency of the 
applied field varies at a much faster rate in which the molecule can change its rotation. 
However the frequency of the applied field is now comparable to internal vibrational motions 
within the molecule. Hence more information regarding the internal structure of a molecule 
can be found  [26]. More information on the origin of vibrational modes of molecules can be 
found in [4, 57, 58]. Given the detailed information that can be realized using this method, 
THz spectroscopy has found many applications in the analysis of biological systems [59] to 
conservation of paintings by looking at the constituents of the paint used in a particular 
painting [60, 61]. 
One of the main drawbacks of deep infrared spectroscopy is the high relaxation loss of water 
molecules in the THz frequency which can be a major hurdle for biological sample analysis; 
the molecular relaxation time of water is ~1  𝑝𝑠 [4]. As a result THz measurements should be 
applied to dry samples or the effect of water must be compensated. One method of 
overcoming this problem is to freeze the samples of interest to reduce the rotational motion of 
water molecules. This reduces the effect of water relaxation on the signal [62]. Another 
method to reduce the effects of water molecules relaxation in the THz region is to use pellets 
however this is a time consuming process [4]. Alternatively dry thin films can be used 
however THz sensing is sensitive to film thickness. Hence care must be taken to ensure the 
minimization of variations in the film thickness [4, 62]. Another technique employed in [63] 
aims to reduce the path of the THz signal inside the sample under test and hence reduce its 
sensitivity to the water present in the sample. Various implementations of THz antennas for 
bio-analysis [64], resonators, transmission line and laser based sensing devices [63, 65] have 
been investigated and developed in recent years. 
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A resonant based architecture that can be used in the THz region, for molecular inspection, is 
the double split resonator (DSR). Figure 1-14 shows two symmetric DSR structures, circular 
and squared. An asymmetric form of this structure is used in [66] for monitoring the 
thickness of poly(methyl methacrylate) (PMMA). PMMA thickness of as low as 30 nm has 
been detected using this system. In [67] a split ring resonator (SRR) is used in the detection 
of 1-octadecanthiol [CH3(CH2)18SH] in the range of 67 GHz to 105 GHz. The vibrational 
mode of the CH2 bonds in this frequency range is detected by this resonating sensor. The 
sensor is capable of detecting target concentrations of as low as 40 zepto mole. 
1-octadecanthiol has the ability of arranging itself into structured monolayers and can be used 
in the development of different types of sensors like mercury detectors [68]. THz 
transmission line bases sensors are an alternative architecture of interest for analysis of 
samples at molecular level. Micro-strip-line based [69] and Goubau line based sensors [70, 
71] are examples of such devices which are used in bio-analysis. Goubau lines are single wire 
waveguides that allow the propagation of electromagnetic fields and minimise radiation 
losses [72, 73]. In [74] a set of Goubau line structures and their corresponding microfluidic 
channels were fabricated on an integrated microsystem to measure the concentration of 
proteins in a liquid sample. Figure 1-15 shows an image of the final produce and the 
positioning of the Goubau lines with respect to the liquid under test [74]. Protein 
concentrations of as low as 7 μmol have been detected using this apparatus.  Similar Goubau 
line structures are also used in the sub terahertz region of 50 GHz to 110 GHz for monitoring 
the hydration shell of ethanol [75] and enzyme activity in liquid samples [76]. 
 
Figure 1-14: showing the sketch of two types of resonators used in bioanalysis 
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1.3.2 Electrochemical sensors 
An electrochemical transducer that converts chemical information like charge accumulation 
in a sample into an electric signal is called an electrochemical sensor. More information on 
the definitions and various sub-divisions within this type of sensors can be found in [77, 78]. 
In particular, planar electrochemical sensors offer very good integration with electronics and 
microfluidic systems hence they have enjoyed widespread adoption. Planar electrochemical 
sensors can be placed in three categories based on their method of fabrication. These 
categories are thick-film sensors, thin-film sensors and field effect transistor (FET) based 
sensors [79]. A few important examples of each of these methods shall be provided with 
emphasis placed on FET based sensors. 
Printing of paste (ink) onto conductive and insulating substrates has been used for creating 
cheap and simple yet effective sensors for a variety of applications. Thick-film printing 
provides a cheap and controllable method for generating a multi layered structures. In this 
process a paste is placed above a mask which is placed on top of a substrate. The paste is then 
pressed onto the mask and in places which the mask is patterned, the paste reaches the 
substrate. The mask is then removed and the structure is annealed. Using the same procedure, 
multiple layers can be printed on the substrate leading to the final product. Figure 1-16 shows 
a conceptual sketch of the basic steps taken in the fabrication of thick-film devices [79]. Note 
that the paste can be heat treated in oven or using UV light or cold-cured ink can be used 
instead [79]. In [80] thick film printing is successfully used to develop glucose sensing 
devices for diabetic patients. A vapour deposited electrode material is coated by a dielectric 
layer using thick film printing. Laser is then used to drill an array pattern on the dielectric 
 
Figure 1-15: showing the fabricated structure including the Goubau lines and the microchannels for the 
measurement of protein concentration [74] 
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materials to create sensing holes of diameter 15 μm. Each hole is then filled with a metallised 
enzyme layer and is able to hold 200 μL  of  liquid  sample.  The glucose and lactate test is then 
carried out, by placing the blood sample over this array pattern [80]. This is an example of 
using thick film printing for a biomedical application.     
  
In [81] a graphite based DNA sensor was developed using thick-film printing techniques. The 
graphite layer was then modified by DNA samples. This design was used to monitor the 
damage caused to DNA strands by UV radiation. Similar design was also used in [82] to 
monitor the concentration of different types of DNA samples. In this work the hybridization 
process was successfully monitored. Another application of thick-film printing is in the 
detection of nickel using DNA surface modified sensors [83]. The sensitivity of this sensor 
was down to a concentration of 7 nM for traces of nickel in the solution. Screen printing is 
also successfully used in pesticide detection in [84, 85].  
Thick-film technology offers a very cheap method of developing sensing devices. It allows 
for the fabrication and connection of hybrid systems on the same substrate at low cost.  It also 
allows for post-trimming of various objects which are fabricated using this technology. Once 
 
Figure 1-16: showing the printing process for thick-film sensors. The paste is placed on the mask and using 
a squeegee, the ink is shaped into a desired form by being pressed over the mask. The final product is then 
treated and similar steps are then taken until the final product is obtained [79] 
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the devices are printed on the substrate they can be trimmed to the right dimension using laser 
or other methods. Thick-film technology supports dimensions as small as tens of micro-meter 
[86]. However if the concentration of a species is in the femto-mole region or the volumes of 
interest are in the nano-litre pico-litre range, much smaller and more sensitive sensors are 
needed. This leads to the adaptation of thin-film technologies for such sensors as they allow 
further miniaturization. 
Thin-film technologies use photolithography as the basis for creating patterns on a substrate. 
Hence dimension of less than 1 m can be achieved using this method. It also allows for the 
deposition of thin layers of materials hence integrated capacitive elements can be realized 
easily. This is due to the fact that sputtering and chemical vapour deposition (CVD) 
techniques along with photolithography are used in thin-film technologies. The cost of 
thin-films is much higher than thick-film devices however greater integration with integrated 
circuits (ICs) can be achieved. It also allows for smaller and more sensitive sensing devices 
and the potential for mass fabrication. For more information refer to [86] and [79]. 
In [87] interdigited electrodes were used to develop a bio-compatible pH sensor. Chemically 
modified platinum electrodes were employed for pH detection. The electrodes were 
connected to the readout circuitry using an ordinary soldering process. Figure 1-17 shows the 
deposited pattern of working and reference electrodes on an insulating substrate [87]. The 
interdigited shape is used to increase the surface contact between the sensor and the solution 
under test thus increasing the sensitivity of the device. The device was used in monitoring a 
pH range of 3-10. In [88] surface activated gold electrodes were formed on both silicon and 
Mylar substrates using photolithography. The size of the gold electrodes was 50 m and 500 
m is size. This sensor was used for glucose and lactate detection purposes. A concentration 
range of 0-20 mmol for glucose and 0-10 mmol for lactate were detected by this sensor.  
Figure 1-18 shows the conceptual design and a microscopic image of the fabricated sensor 
[88]. Thin-film devices are also used in [89] for studying neurotransmitters, [90] for 
monitoring glucose and [91] for monitoring electrolyte solutions. 
 
 
Figure 1-17: showing the structure of the interdigited electrode developed for monitoring the pH of a 
solution [87] 
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Thin-film technology offers better scaling with respect to its thick-film counterpart. Hence 
ever smaller structures with greater sensitivity can be fabricated using this technology. The 
cost of a thin-film device is greater than its equivalent thick-film. However, due to 
miniaturization, mass fabrication can be achieved which reduces the cost of this type sensors. 
Both thin-film and thick-film devices lack deep integration with electronic systems. In both 
technologies contact to other units is done using contact pads and soldering of a wire. 
Although this option is rather cheap and easy to implement, it can pose problems with the 
packaging of the device and insulating the electronics component from the liquid. The other 
shortcoming lies in the inherent inductance of these contacts. Hence the high frequency 
devices should be designed with this extra factor taken into account. There is another family 
of electrochemical sensors which offers a deeper integration with electronic circuitry, Ion 
Sensitive Field Effect Transistors (ISFETs) [92]. 
ISFET is a Field Effect Transistor (FET) in which the polysilicon gate is connected to metal 
layers by means of vias and is brought up to the oxynitrite layer. The oxynitirite layer is 
covered with silicon nitride. The silicon nitride layer right above the gate metals is then 
exposed to a liquid sample for sensing purposes. Figure 1-19 shows a cross section of a 
p-type ISFET and the positioning of the gate contacts [93]. An electric sensitivity of 
46 mV ph-1 is observed in this design. As the concentration of H+ ion in the test solution 
varies, the electric potential between the silicon nitride and the electrolyte is modulated. As a 
result the potential due to this layer can be used for measurement purposes of the pH of a 
 
Figure 1-18: showing the schematic design of the functionalized gold sensors arrays and a microscopic 
image of the fabricated device [88] 
 41 
solution [94]. The voltage formed at the silicon nitride layer varies the threshold voltage of 
the ISFET. For more information regarding the interactions of silicon nitride with water and 
electromechanical reactions taking place when SiN is exposed to liquids refer to [95-98]. The 
exposed silicon nitride to water undergoes oxidization. This leads to the formation of silicon 
dioxide ponds within the silicon nitride layer hence reducing the sensitivity of the silicon 
nitride layer [94]. The silicon nitride layer is either treated with HF to have these ponds 
removed or other materials like thallium oxide is used in place of silicon nitride [94]. HF, 
however, does introduce damage to the SiN layer by reducing the thickness of the SiN layer. 
As   a   result   the   sensor’s   sensitivity   and   lifetime   are   affected   by   HF   treatment. Note that 
thallium oxide, silicon nitride and aluminium oxide are pH sensitive layers used in the design 
of ISFETs [99]. 
 
ISFETs have been used in a variety of applications. In [100] they are employed to measure 
the creatinine and urea for dialysis applications. Other applications of ISFETs are in Glucose 
sensors [101, 102], water quality monitoring [103], pH measurement [7, 104], DNA 
hybridisation detection [105, 106] and DNA hybridization detection using surface activated 
ISFETs [107]. As discussed, silicon nitride undergoes oxidization when exposed to water. 
Hence other insulating materials were investigated to replace silicon nitride. Thallium oxide 
is a candidate for this matter. Figure 1-20 shows a depiction of a surface activated ISFET 
[99]. In this design the thallium oxide is used in place of silicon nitride for the formation of 
the sensing layer. A molecular detection limit in the micromole range is reported for this 
design. Another application of thallium oxide based ISFTs is in the measurement of the 
direction and velocity of the flowing electrolyte [108]. In this design a gold electrode is used 
for hydroxide anion generation. Two ISFETs are then placed at fixed distances a and –a from 
the gold electrode. The time it takes for the generation of hydroxide anions to their detection 
 
Figure 1-19: showing the structure of an ISFET with the gate of the device being exposed to the test 
solution [93] 
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by one of the ISFETs would provide enough data for determining the velocity of the liquid 
flow. The detection at position a or –a would provide information on the direction of the 
flow. Figure 1-21 shows a conceptual depiction of gold electrodes and ISFETs being used for 
flow detection in a channel [108]. An electrical sensitivity of 56 mV pH-1 is reported for the 
ISFETs used in this design. Note that similar apparatus can be used with platinum in place of 
gold. In this case the released ions will be hydrogen ions [109]. 
 
 
ISFETs have also been used in direct DNA hybridization detection with no surface activation. 
In [105] the release of H+ ions in the sample as a result of DNA hybridization is used for 
measuring the extent of a polymerase chain reaction (PCR). The release of proton changes 
the pH of the solution which in turn is sensed by the ISFET as a change in its threshold 
voltage. ISFETs are also used in liquid level detection [110]. Another application of ISFETs 
is in the detection of oxygen in an electrolyte [111]. In this application the electrolysis of the 
dilute oxygen in the liquid leads to a change in the pH of the sample which in turn is detected 
by the ISFET.  
 
Figure 1-20: showing the conceptual layout of a surface activated ISFET with RE: reference electrode, Id: 
drain current, Vg: gate voltage and Vds being drain source voltage [99] 
 
Figure 1-21: showing the process of hydroxide anion release by the gold electrolde and its detection by 
ISFETs. This apparatus is used in the detection of the direction of the flow in a channel [108] 
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ISFETs offer greater integration with electronic circuitry. Hence they can be batch fabricated 
using conventional CMOS processes. As a result of this mass fabrication the price of this 
device can be made low. However ISFETs suffer from drift and also variations in the 
threshold voltage which differs from one sensor to another. Another shortcoming of ISFETs 
lies in the fact that it requires direct contact with a sample under test. Hence great care should 
be taken to isolate the electronic units from the liquid under test. This leads to further post 
processing steps that can increase the cost and complexity of design. The other shortcoming 
of ISFETs lies in the 1D structure of the sensing device. There exist only one degree of 
freedom for sensing purposes; the contact between the sensor and the sample lies in one 
single plane. This can lead to a reduction of the sensitivity of the device to very low 
concentrations in the femto mole region.  
1.3.3 Inductive Sensors 
In this section we shall look at a class of sensors that uses the perturbations in the electric and 
magnetic flux lines of a coil for sensing purposes. Inductive sensors operate on the principle 
of eddy current induction in a sample of interest. Eddy current is the motion of charged 
carriers induced in a conducting material as a result of varying electromagnetic fields. Figure 
1-22 shows a conceptual sketch of eddy current induction in a sample of interest. A current i1 
is flowing inside the driving coil or the sensor. This current yields a magnetic field B1 which 
interacts with the material under test. The driving field induces a current i2 inside the sample 
which flows in the opposite direction to the driving current in the sensor. The current i2 is the 
eddy current. The associated magnetic field B2 of the induced eddy current will be in the 
opposite direction to B1. This leads to changes in the total magnetic flux of the sensor. This 
effect translates itself into a change in the resistive and reactive properties of the sensing coil. 
A more detailed description of this principle is provided in Chpater-2. 
 
The first fully developed analytical solution to eddy current sensing is provided by Dodd and 
Deeds [112]. In this paper magnetic vector potential equations are solved in order to obtain 
the complete behaviour of the system. The underlying assumption is that the displacement 
 
Figure 1-22: showing the principle of eddy current sensor as the driving current i1 induces a current in the 
opposite direction inside the material i2 (eddy current) 
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current can be neglected. Hence materials with very large conductivities were considered. 
Since then eddy current sensors have gained widespread adoption in a variety of 
non-destructive sensing applications. More information on these different applications and 
the theory of eddy current sensors can also be found in [8, 113].  
One of the applications of inductive sensing is for the high temperature field. In [114, 115] 
inductive coils are adopted in the measurement of plasma conductivity. A different 
architecture, using driving and pick up coils, is used in [116] for monitoring shock heated 
plasma. A similar dual coil system is also used in [117] for measurements of gas conductivity 
and boundary layer thickness in a shock tube. Another application of inductive sensors for 
systems at high temperatures is in the Bridgman growth of semiconductors [118]. Figure 1-23 
shows a conceptual design of using inductive sensing for monitoring the position of 
liquid-solid interface in the growth of semiconductors. A driver coil is used to generate a 
magnetic field in the sample under test. Pick up coils are then used in monitoring the effects 
of induced eddy currents in the sample. It is then shown that the position of the interface can 
be measured at higher frequencies whilst the curvature of the interface can be determined by 
undertaking the measurement at lower frequencies.  
 
Eddy current sensors have also been used in operations at very low temperatures. In [119] 
planar inductive coils are used for displacement measurements at a temperature range of 20 K 
to 273 K. Because of the cryogenic temperatures in which the sensor was to be employed in, 
manganese copper in place of ordinary copper was used for the conductive path. This is due 
to thermal stability of this alloy for electrical conductivity at low temperatures. The material 
 
Figure 1-23: showing an application of two coil inductive sensing system to the monitoring of Bridgman 
growth of semiconductors [118] 
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for the substrate was polyimide due to its stability at low temperatures [119]. Another 
example of such sensor is offered in [120] in which eddy current sensing principle is used for 
proximity sensing and also crack detection. Cracks at depths of down to 200 m were 
detected using this sensor. Proximity of an aluminium slab for a distance of up to 8 mm was 
then successfully measured and simulated using this sensor. Another industrial application of 
eddy current sensors is in the monitoring of electrical conductivity of metal polymer 
composites. In this case ensembles of copper coated spheres are processed so they form a 
dense polymer body. Inductive coupling is then used to monitor the conductivity of this 
newly formed polymer layer [121].  
Inductive coils have also been used in monitoring the properties of electrolyte solutions. In 
[122] coils are used for the measurement of electrolytic conductivity and magnetic 
susceptibility. Two transformers are connected in series. The core of one of the transformers 
is then replaced with the sample of interest. Values for the conductance and magnetic 
susceptibility of the sample are obtained by monitoring the resistance and output voltage of 
the transformer setup. In [123] inductive coils are used to monitor the ionic conductivity of 
rubidium silver iodide (RbAg4I5). Solenoid structures are used in [124, 125] to monitor the 
concentration of an electrolyte solution. Figure 1-24 shows the apparatus used in this paper 
and its principle of operation [124]. This design was used in measurements of the 
concentration of various electrolytes like NaCl and K2SO4. The solutions are placed inside a 
container which is surrounded by a coil. Variations in the inductance of the coil are then used 
as an indicator to a change in the concentration of the solution under investigation. A linear 
14% change in the inductance of the sensor in response to a 6% change in the concentration 
of NaCl is observed. No information on the concentration range of NaCl used in this 
experiment is provided by the authors. In [126-128] a two coil system is used to undertake 
both inductive and capacitive measurements. These coils are connected in opposition to one 
another. In the form of inductive sensing the overall inductance and resistance of these coils 
is measured. In the form of capacitive sensing, these two coils are connected to voltage 
supplies independent of one another. This allows for undertaking two types of measurements 
on the sample solution. Hence further improvement in the accuracy of the sensing system can 
be achieve. Inductive sensors have also been used in the monitoring of biological tissues and 
phantoms. In [129, 130] inductive coils are used for the monitoring of biological tissues. In 
[131] resonant coils are used for monitoring the electrical properties of saline solutions.  
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Planar inductors fabricated using thin film technologies have also been employed in 
implementing inductive sensors for the monitoring of biological samples. In [132, 133] 
inductors were used in monitoring DNA hybridization. Fabricated inductors had self-
resonances in the region of 3.9 GHz to 40 GHz. Frequency shifts as large as 8 GHz in the 
self-resonance of inductors were observed. Silver enhancement techniques were employed in 
order to amplify the effect of DNA hybridization on the sensors. Also tests with two different 
coating materials, aluminium and titanium oxides, were performed. It was observed that the 
material with larger dielectric constant, titanium oxide, leads to a greater shift in the self-
resonant of inductors.  
Inductive sensors offer a non-contact method of monitoring a medium of interest. This can 
simplify the packaging process and reduce costs. The other advantage is that the complexity 
that usually arises from the compatibility of the contact layer to the medium of interest no 
longer exists. Another advantage of inductive sensing is the flexibility in terms of size and 
shape of the sensing device. Inductive sensors can take both planar and helicoid shapes. 
Hence they can be applied to a variety of applications with different design constraints. As a 
result they can be fabricated using conventional CMOS processes, conventional PCB 
fabrication and thin film techniques. This allows the integration of inductive sensors with a 
variety of readout circuitry and systems. However the dependence of these sensors on the 
bulk properties of a material under test may impose certain limitations on the deployment of 
these sensors. These bulk properties usually reflect a total net effect in a sample by a variety 
of reactions. As the overall reaction is being measured by this sensor, detailed data on the 
contribution of one particular reaction may not be readily available. Inductive sensors can 
however be used in the qualitative data analysis. In this case the only topic of interest is 
whether a change has taken place inside a sample. The reasons behind this change and the 
extent of the change are not important.  
 
Figure 1-24: showing the sensing system architecture. The electrolytes changes the electrical properties of the 
medium encircled by the coil and hence modulates the magnetic flux [124] 
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1.4 Conclusions from the Literature 
Three different sensing mechanisms were looked at in the last section. Dielectric 
spectroscopy, electrochemical sensing and inductive sensing were reviewed and examples of 
each of the mechanism and methods were provided. It was shown that dielectric spectroscopy 
in the wavelength range of 180 cm to 1 cm can be used to obtain detailed information 
regarding molecular orientation mechanics and molecular vibration dynamics. In higher 
frequencies in the deep infrared range, further information regarding molecular bonds and 
their resonant points can be found. Dielectric spectroscopy requires a wide frequency span to 
obtain information regarding a sample. Conventional CMOS processes cannot be employed 
to cover this range completely as they can only support frequencies of up to 4-5 GHz. Hence 
other processes and substrates, e.g. GaAs or sapphire, should be used. This introduces an 
added cost to the design process. The other shortcoming of this method is the lack of detailed 
quantitative data. This method can provide data on the existence of a particular molecule or 
bond within a sample however it cannot provide detailed information regarding the number 
of molecules present. Deep infrared measurements are sensitive to the presence of bulk water, 
as the intermolecular oxygen-oxygen interaction in bulk water has a vibrational mode at 
frequencies near 1 THz which can affect the measurement [32]. Thus measurements in this 
range may have to be done at low temperatures or in a dry environment, limiting the scope of 
this method. 
Electrochemical sensors, like ISFETs, offer a cheaper alternative to dielectric sensors. An 
advantage of electrochemical sensors is the ease of integration with conventional electronics. 
This allows for deep embedding of the sensory system in the read out circuitry. Hence lower 
costs and smaller form factor sensing platforms. This however poses several challenges. For 
instance the contact to the sensor and its readout unit is usually in the form of a wire bond. 
The insulation of these wire bonds from the liquid sample under test can lead to several post 
processing steps. This adds to the complexity of the design and the overall cost. 
Electrochemical sensors can be used to provide information on the existence of particular 
molecules in the sample with the help of surface activation. However unlike dielectric 
systems, they cannot be used to provide detailed microscopic information about molecules in 
the sample under test. It must also be noted that electrochemical sensors based on planar 
geometry offer lower sensitivity compared with sensor with the shape of wires and spheres. 
For sensing purposes, planar structures have one degree of freedom, wires have two degrees 
of freedom and spheres have three degrees of freedom. Hence for very small molecular 
 48 
concentrations, femto-moles, planar structures which are the most prevalent structure are the 
least desired. Hence these sensors suffer from shortcoming for very low concentrations of 
solute [134]. The other disadvantage of electrochemical sensors is the presence of silicon 
nitride layer. This limits the deployment of this device in liquid samples and implantable 
systems. This is due to physical properties of plasma enhanced chemical vapour deposited 
(PECVD) silicon nitride layer which is used to cover the silicon chips [96, 98]. 
Inductive sensors are another class of sensors which can provide qualitative data on a sample 
of interest. Qualitative analysis provides information on whether a change in a system has 
occurred, e.g. a Boolean answer. This is in contrast to the quantitative analysis in which the 
extent of the change is also found and exact values are associated with it. Quantitative 
analysis can be time consuming and expensive. Qualitative analysis, on the other hand, can 
provide a simple Boolean observation. High Throughput Screening (HTS) systems are an 
example of a process which takes advantage of both types of measurement [135]. Qualitative 
measurements are initially performed on the samples to see which targets have led to a 
reaction. These successful targets are then subjected to the more expensive and time 
consuming quantitative measurements [136, 137]. The inherent nature of inductive sensors 
which allows for the sensor to be fabricated using different fabrication techniques and in 
different shapes makes them an interesting choice for monitoring test samples.  
The main aim of this research is to employ planar inductors to perform analysis on electrolyte 
solutions, or biological samples and systems, with the capability of a wireless data 
transmission between the sensor and a readout unit. This approach can simplify the packaging 
process of chemical sensors e.g. replacing bond-wires. The work done in this research offers 
the potential of adapting this sensor with minimum modifications for use as an implantable 
device e.g. monitoring gastric juice in the oesophagus. It also offers the potential for the use 
in a remote interrogation setup for communications between the sensor and the readout unit. 
A tag free sample analysis that requires no sensor surface activation will be adapted in this 
research; hence no external material will be added to the solution in order to amplify the 
effects of a particular reaction or species. Near field coupling of the sensor with other 
adjacent coils for wireless readout of the sensory data will be analysed. Finite Element (FE) 
analysis will be used in order to model the behaviour of the sensor in the presence of various 
electrolyte solutions. FE will also be used to look at near field characteristics of the sensor 
and its electromagnetic response. The solutions obtained using FE, alongside experimental 
data, will be used to optimize the design. 
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In chapter two a brief overview of fundamental electromagnetics and the theory of operation 
of inductive sensors will be provided. This will be accompanied by solving magnetic vector 
potential equations for a multi-layered structure to obtain analytical solutions to the eddy 
current sensing problem. In chapter three initial designs for the sensing system and the 
corresponding discussions on the best packaging material for the device shall be given. The 
discussed designs are then improved and a new set of sensors are fabricated. Experimental 
data related to these new designs and the design process for them is offered in chapter four. 
This is then followed by further sensor optimization using finite element modelling of the 
sensor in HFSS. Chapter five includes discussion on the formulation of the simulation 
problem and the data obtained. Results obtained through the simulation are then used to 
fabricate optimised sensors which are discussed in chapter six of this thesis. Concluding 
remarks on the project along with future challenges to this work shall be offered in chapter 
six. 
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Chapter 2 
2 RF Electrical Sensors 
In this chapter the theory of operation of electrically resonating structures operating in the RF 
range will be discussed. In this family of sensors, variations in the storage of both the electric 
and magnetic fields are used as indicators for monitoring a system under test. The variations 
in the stored energy lead to fluctuations in the electrical properties of the sensor. These 
electrical properties are resistance, inductance and capacitance. Dependent on the medium in 
which the sensor is operating, all or some of the aforementioned properties may change. This 
partial change in one or all of these properties can be used to perform a measurement. The 
circuit equivalent of this condition, variations in the stored and dissipated energy, yields an 
oscillatory tank. As a result the name of electrically resonating sensors is attributed to such 
sensing structures. Hence monitoring shifts in the natural oscillatory frequency of the sensor 
can be used as an indicator for measurement. Alternatively variations in the degree of 
oscillation for a fixed frequency point can be considered. In this chapter a more detailed 
review of this type of sensor and their principle of operation shall be provided. Discussions 
on the best approach to the analysis of these sensors, analytically or computational approach, 
will also be discussed.   
At   first  Maxwell’s   equation   in   both   the   integral   and   differential   forms  will   be   introduced.  
This will be followed by a discussion on the interaction of matter and electromagnetic waves 
leading  to  the  formulation  of  the  Constitutive  equations  and  Poynting’s  theorem.  These  will  
be used to derive the full wave magnetic vector potential (MVP) equation and corresponding 
boundary equations. The MVP equation will then be used to provide an overview to the 
principle of operation of electrically resonating sensors. Various effects of the medium, e.g. 
conductivity, on these sensors will be discussed. Two different approaches to the analysis of 
electrically resonating structures, analytical and FE computational, will be introduced. A 
comparison between the two methods shall be performed and tools that can be used in each of 
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the methods will be introduced. The detailed analysis of the comparison between these two 
methods will be limited to a 2D eddy current problem.  
2.1 Electrodynamics 
Following the analysis provided in [138], the propagation of electromagnetic waves and their 
interactions with matter can be summarized in the four basic laws of electromagnetism. These 
basic  laws  are  Gauss’  law  for  electric  and  magnetic  fields,  Ampere’s  law  and  Faraday’s  law  
of induction. These equations along with the Lorentz force equation provide a complete 
picture   for   the   interaction  of  electromagnetic  waves  and  matter.  Gauss’   law  for   the  electric  
field implies that the divergence of the electric flux density is equal to the electric charge 
density. The geometrical interpretation of this fact is that the total electric flux leaving a 
closed surface is equal to the charge enclosed. Hence the divergence of the electric field shall 
be zero in the absence of electric charge. The divergence of the magnetic field is zero. The 
geometrical interpretation of this equivalent  magnetic   form   of   the  Gauss’   law   implies   that  
monopoles  do  not  exist.  Ampere’s   law  relates   the  magnetic   field,  at  each  point   in  space,   to  
the current density at that point. The current density is the total sum of the conduction and 
displacement currents  at  that  point  in  space.  Faraday’s  law  defines  the  relationship  between  a  
changing magnetic field and the induced electromotive force at a point in space. These four 
equations  are  put  together  to  form  the  Maxwell’s  equations. 
The other fundamental equation is the Lorentz force equation, which looks at the exerted 
force on a moving charged particle by a field. Equation 2.1 shows the Lorentz force equation 
in which F is the force exerted on a charged particle, q is the total charge, v is the velocity of 
the particle and B is the magnetic field. This implies that the force exerted on a moving 
particle is perpendicular to the applied magnetic field and the direction of motion of the 
particle. Note that vectors quantities are shown in bold and scalar quantities are shown as 
normal text throughout this document. 
 𝑭 = 𝑞𝒗 × 𝑩 2.1 
2.1.1 Maxwell’s	  Equations 
Maxwell’s  equations  exist  in  different  forms  depending  on  the  problem  space  to  which  they  
are applied. The properties of this problem space are defined by various electrical quantities, 
which are shown in Table 2-1. In this table, a list of eight fundamental electrical quantities is 
provided. If the top six quantities and their derivatives are both continuous functions, then the 
differential   form   of  Maxwell’s   equation   is   adopted   in   the   analysis.   Otherwise   the   integral  
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forms  of  the  Maxwell’s  equations  are  used.  Table 2-2 shows  Maxwell’s  equation  in  both  of  
their differential and integral form [138].  
 
In the case where all the aforementioned electrical quantities and their derivatives are 
continuous and the electromagnetic sources are of harmonic nature, the complex form of the 
Maxwell’s   equation   can   be   adopted.   This   is   a   variation   of   the   differential   form   of   the  
Maxwell’s  equations.  Undertaking  the  analysis  in  the  complex  domain  simplifies  the  problem  
and hence the differential equations can be readily solved in many cases. This proves useful 
in the analysis of electrically resonating sensing structures using the MVP approach.  
 
Note that the electrical quantities shown in Table 2-2 are of the instantaneous nature. 
However we are mostly interested in the average power delivered to a load as opposed to an 
instantaneous value. Hence measurement devices are usually designed to show and measure 
the root mean squared (RMS) value for voltages and currents. This also has the added effect 
of removing the factor of two from the power calculations hence simplifying the process of 
obtaining the delivered power [139]. It can be shown that instantaneous values for the 
Table 2-1: showing various electromagnetic quantities along with their symbols and units 
Quantity Symbol Unit 
Electric field intensity E V/m 
Magnetic field intensity H A/m 
Electric flux density D C/m2 
Magnetic flux density B Wb m-2 = T 
Electric current density J A/m2 
Electric charge density 𝑞௩ C/m
3 
Electric scalar potential ϕ V 
Magnetic Vector Potential A Wb m-1 = V s m-1 
 
Table 2-2: showing the differential form of Maxwell's equation along with its equivalent integral form. 
Differential form Integral form 
𝛁.𝑩 = 𝟎 ඾𝑩.𝑑𝒔 = 0 
𝛁.𝑫 = 𝒒𝒗 ඾𝑫.𝑑𝒔 =ශ𝑞௩ 𝑑𝝉 
𝛁 × 𝑬 = −
𝝏𝑩
𝝏𝒕
 ර𝑬. 𝑑𝒍 = −
𝑑
𝑑𝑡
ඵ𝑩.𝑑𝒔 
𝛁 ×𝑯 =
𝝏𝑫
𝝏𝒕
+ 𝑱 ර𝑯.𝑑𝒍 =
𝑑
𝑑𝑡
ඵ𝑫. 𝑑𝒔 +ඵ𝑱. 𝑑𝒔 
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electrical  quantities  in  the  Maxwell’s  equation  can  be  readily  replaced  by  their  corresponding  
RMS values [138].  Using   the  Euler’s   identity  we   can   relate the instantaneous value of the 
electric and magnetic fields, E and H, to a complex value: 
 
𝑬
√2
= 𝑅𝑒൫𝑬෡𝑒௝ఠ௧൯ = 𝑅𝑒(|𝐸|[𝑐𝑜𝑠(𝜔𝑡 + 𝛼) + 𝑗𝑠𝑖𝑛(𝜔𝑡 + 𝛼)]) 2.2 
 
𝑯
√2
= 𝑅𝑒൫𝑯෡𝑒௝ఠ௧൯ = 𝑅𝑒(|𝐻|[𝑐𝑜𝑠(𝜔𝑡 + 𝛼) + 𝑗𝑠𝑖𝑛(𝜔𝑡 + 𝛼)]) 2.3 
Note that the spatial component of the electric and magnetic fields are omitted in here and 
only the general case is provided. RMS values will be used for the rest of this document when 
reference is made to electrical and magnetic field values. However for simplicity the notation 
for   both   the   electric   and  magnetic   fields  will   remain   unchanged.  The  Maxwell’s   equations  
mentioned in Table 2-2 lead to the continuity equation. Equation 2.4 shows the differential 
form of the continuity equation in which the divergence of electric current density is equal 
the rate of change of charge density. This is a statement of conservation of charge. The 
equivalent integral form of this equation is also shown in 2.5. 
 
 ඾𝑱. 𝑑𝒔 = −
𝑑
𝑑𝑡
ම𝑞௩𝑑𝜏 2.5 
Applying  the  aforementioned  discussions  to  the  differential  form  of  the  Maxwell’s  equations  
and assuming a time harmonic source in which 𝑬௧(𝒙, 𝑡) = 𝑬(𝒙)𝑒௝ఠ௧ and 𝑯௧(𝒙, 𝑡) =
𝑯(𝒙)𝑒௝ఠ௧,  we  can  write  the  Maxwell’s  equation  as: 
 ∇.𝑩 = 0 2.6 
 ∇.𝑫 = 𝑄 2.7 
 ∇ × 𝑬 = −𝑗𝜔𝑩 2.8 
 ∇ ×𝑯 = 𝑗𝜔𝑫+ 𝑱 2.9 
 ∇. 𝑱 =
𝜕
𝜕𝑡
𝑞௩ 2.4 
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2.1.2 Constitutive Equations 
The interactions of matter with the propagating electromagnetic waves is described by 
constitutive equations [138, 140]. These equations relate the magnetic flux, electric flux and 
current densities with characteristic properties of matter. Constitutive equations are: 
 𝑫 = 𝑫(𝑬,𝑯) 2.10 
 𝑩 = 𝑩(𝑬,𝑯) 2.11 
 𝑱 = 𝑱(𝑬,𝑯) 2.12 
Each of these properties is a function of the applied electric and magnetic field. However in 
the case of simple matter, these equations become proportionality relationships. Simple 
matter is defined as a linear homogeneous isotropic medium [138, 141]. 
Linear The properties of the material do not change when the applied fields are 
changed 
Homogeneous The properties of the material do not change from point to point in space 
Isotropic The properties of the material are independent of direction 
Assume a varying electric field, which is applied to a linear material. Atomic particles, e.g. 
electrons, inside this electric field will have a force exerted on them. This force induces 
acceleration in the direction of the field. As the field changes its direction, the atomic 
particles will have to adjust themselves with the new field. This introduces a time lag 
between the applied field and the new direction of the net acceleration and the velocity of the 
particles. The time lag and the rate of change of momentum of the atomic particles are 
incorporated into the complex properties of matter by high order time derivatives of the 
applied electric field. Similar treatment is applicable to the case in which the magnetic field 
changes and the magnetic moment of atomic particles and variations in the electric field and 
the behaviour of charge carriers. The constitutive equations can now be written as: 
 𝑫 = ቆ𝜀 + 𝜀ଵ
𝜕
𝜕𝑡
+ 𝜀ଶ
𝜕ଶ
𝜕𝑡ଶ
+ ⋯ቇ𝑬 2.13 
 𝑩 = ቆ𝜇 + 𝜇ଵ
𝜕
𝜕𝑡
+ 𝜇ଶ
𝜕ଶ
𝜕𝑡ଶ
+ ⋯ቇ𝑯 2.14 
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 𝑱 = ቆ𝜎 + 𝜎ଵ
𝜕
𝜕𝑡
+ 𝜎ଶ
𝜕ଶ
𝜕𝑡ଶ
+ ⋯ቇ𝑬 2.15 
In these equations  is the permittivity or capacitivity,  is the permeability or inductivity and 
 is the conductivity of the medium. In the case of a time harmonic source, these equations 
become: 
 𝑫 =   (𝜀 + 𝑗𝜔𝜀ଵ − 𝜔ଶ𝜀ଶ + ⋯ )𝑬 = 𝜀̂(𝜔)𝑬 2.16 
 𝑩 =   (𝜇 + 𝑗𝜔𝜇ଵ − 𝜔ଶ𝜇ଶ + ⋯ )𝑯 = ?̂?(𝜔)𝑯 2.17 
 𝑱 =    (𝜎 + 𝑗𝜔𝜎ଵ − 𝜔ଶ𝜎ଶ + ⋯ )𝑬 = 𝜎ො(𝜔)𝑬 2.18 
In these equations the frequency dependent proportionality terms are; 𝜀̂(𝜔) the complex 
permittivity, ?̂?(𝜔) the complex permeability and 𝜎ො(𝜔) the complex conductivity of the 
material. Henceforth any mention of these three quantities implies a frequency dependent 
complex form unless otherwise stated. For simplicity and clarity the explicit dependent of 
these terms on the angular frequency will not be shown. The complex permittivity of matter 
can now be represented in the rectangular form as:  
 
In equation 2.19 𝜀ᇱ is the dielectric value of the material, 𝜀ᇱᇱ is the dielectric loss factor and 𝛿 
is the loss angle. The latter property is the angle between the real and imaginary parts of 
complex permittivity and is usually reported as loss tangent, 𝑡𝑎𝑛(𝛿). Note that the real and 
imaginary parts in 2.19 are the overall sum of real and imaginary contributions of various 
terms in 2.16. As a result both the real and imaginary parts of equation 2.19 are also 
frequency dependent. The conductivity and permittivity values discussed here refer to the 
polarisablity of the bound charges and unbounded charges respectively [138]. However in 
practice the reported values for permittivity and conductivity are the sum of both bound and 
unbound charge contributions. As a result we define the effective conductivity and effective 
permittivity to be related through 𝜎∗ = 𝑗𝜔𝜀∗. Using equation 2.19 we can write the effective 
complex conductivity as: 
 𝜀̂ = 𝜀଴(𝜀ᇱ − 𝑗𝜀ᇱᇱ) = |𝜀̂|𝑒ି௝ఋ 2.19 
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 𝜎∗ = jω𝜀∗ = 𝜎ᇱ + 𝑗𝜎ᇱᇱ + 𝑗𝜔𝜀ᇱ + 𝜔𝜀ᇱᇱ 2.20 
 𝜎∗ = jω𝜀∗ = 𝜎ᇱ + 𝜔𝜀ᇱᇱ + 𝑗(𝜎ᇱᇱ + 𝜔𝜀ᇱ) 2.21 
The effective complex permittivity can now be written as: 
 𝜀∗ =
𝜎∗
𝑗𝜔
= −𝑗
𝜎∗
𝜔
= −𝑗
(𝜎∗ᇱ + 𝑗𝜎∗ᇱ′)
𝜔
 2.22 
 𝜀∗ =
(𝜎ᇱᇱ + 𝜔𝜀ᇱ)
𝜔
− 𝑗
(𝜎ᇱ + 𝜔𝜀ᇱᇱ)
𝜔
 2.23 
 𝜀∗ = 𝜀ᇱ +
𝜎ᇱᇱ
𝜔
− 𝑗𝜀ᇱᇱ − 𝑗
𝜎ᇱ
𝜔
 2.24 
Equation 2.24 and 𝜎∗ = jω𝜀∗ will be the basis of our analysis for the rest of this thesis. The 
distinction between the permittivity of the sample due to bound charge and its effective 
permittivity, which includes contributions from bound charge and free charge, will be noted 
as appropriate.   
2.1.3 Energy & Power 
In the previous section we looked at electrical properties of matter and how they relate to the 
electromagnetic fields. In this section a brief introduction to the concept of power and energy 
shall be provided. Assume a point in space with no source of electromagnetic power. 
Multiply equation 2.8 by the conjugate of the magnetic flux density, 𝐵∗, and the conjugate of 
equation 2.9 by E.  
𝑩∗. ∇ × 𝑬 = −𝑗𝜔(𝑩.𝑩∗) 
𝑬. ∇ × 𝑩∗ = 𝜇𝑬. (𝑱∗ − 𝑗𝜔𝑫∗) 
Subtracting these equations from one another: 
 𝑬. ∇ × 𝑩∗ − 𝑩∗. ∇ × 𝑬 = 𝜇𝑬. (𝑱∗ − 𝑗𝜔𝑫∗) + 𝑗𝜔(𝑩.𝑩∗) 2.25 
Using the vector identity: 
 𝐴. ∇ × 𝐵 − 𝐵. ∇ × 𝐴 = ∇. (𝐵 × 𝐴) 2.26 
We can write 2.25: 
∇. (𝑬 × 𝑩∗) + 𝜇𝑬. (𝑱∗ − 𝑗𝜔𝑫∗) + 𝑗𝜔(𝑩.𝑩∗) = 0 
 57 
∇. (𝑬 × 𝑩∗) + 𝜇𝑬. (𝜎𝑬∗ − 𝑗𝜔𝜀𝑬∗) + 𝑗𝜔(𝑩.𝑩∗) = 0 
∇. (𝑬 × 𝑩∗) + 𝜇𝜎𝑬.𝑬∗ − 𝑗𝜔𝜀𝜇𝑬.𝑬∗ + 𝑗𝜔(𝑩.𝑩∗) = 0 
This leads to: 
 ∇. (𝑬 × 𝑩∗) + 𝜇𝜎|𝑬|ଶ + 𝑗𝜔(|𝑩|ଶ − 𝜀𝜇|𝑬|ଶ) = 0 2.27 
Changing a variable by using 𝑩 = 𝜇𝑯, equation 2.27 can be written as: 
 µμ∇. (𝑬 × 𝑯∗) + 𝜇𝜎|𝑬|ଶ + 𝑗𝜔𝜇(𝜇|𝑯|ଶ − 𝜀|𝑬|ଶ) = 0 2.28 
 ∇. (𝑬 × 𝑯∗) + 𝜎|𝑬|ଶ + 𝑗𝜔(𝜇|𝑯|ଶ − 𝜀|𝑬|ଶ) = 0 2.29 
Multiplying and dividing the third term by a factor of two: 
 ∇. (𝑬 × 𝑯∗) + 𝜎|𝑬|ଶ + 𝑗2𝜔 ൬
1
2
𝜇|𝑯|ଶ −
1
2
𝜀|𝑬|ଶ൰ = 0 2.30 
Now by setting: 
Poynting’s vector 𝑺 = 𝑬 ×𝑯∗ 
Dissipated power 𝑃ௗ = 𝜎|𝑬|ଶ 
Magnetic energy density 𝑤௠തതതത =
1
2
𝜇|𝑯|ଶ 
Electric energy density 𝑤௘തതതത =
1
2
𝜀|𝑬|ଶ 
Defining the complex volume density of power leaving a point in space as: 
𝑃௙ = ∇. 𝑺 
We can write the following equation for a source free simple media: 
 𝑃௙ + 𝑃ௗ + 𝑗2𝜔(𝑤௠തതതത − 𝑤௘തതതത) = 0 2.31 
Assuming a time harmonic source in the space denoted by Ps and using 2.30, the total 
complex power passing through a point in the space is: 
 𝑃௙ + 𝑃ௗ + 𝑗2𝜔(𝑤௠തതതത − 𝑤௘തതതത) + 𝑃௦ = 0 2.32 
 ∇. (𝑬 × 𝑯∗) + 𝜎|𝑬|ଶ + 𝑗2𝜔 ൬
1
2
𝜇|𝑯|ଶ −
1
2
𝜀|𝑬|ଶ൰ − 𝑬. 𝑱௜∗ = 0 2.33 
The added term accounts for energy supplied by the source into the space. The variable 𝑱௜ 
represents the impressed currents, due to the power source. The first term in 2.33 represents 
the transported energy per unit time per unit area by the electromagnetic fields. In the case of 
a point in space, this quantity represents the average energy density leaving the point. The 
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second term of 2.33 is the dissipated power at the point inside the matter. The constituents of 
the third term are electric and magnetic energy densities. This represents the stored energy at 
that point in the system. Given that non-magnetic substances will be discussed in this 
research, dissipating magnetic terms will not be discussed further. As a result the magnetic 
current contributing term to the source power density is not mentioned here. It can readily be 
seen that equation 2.33 is in fact the statement of conservation of energy.  
In equation 2.33 it was shown that in the process of energy transmission, part of the energy is 
dissipated into the matter and part is stored. In the case of the complex power, the real 
component represents the dissipation of power into the medium and the imaginary component 
is the energy storage property. The latter is also referred to as reactive power. It was shown 
that both these properties are related to material characteristics via the constitutive equations. 
As a result by monitoring the energy transmission properties of a system, certain properties of 
a material can be realized. Hence by calculating energy storage properties of a sensing 
system, like inductance and capacitance, and energy losses, like ohmic losses, one can realize 
permittivity, permeability and conductivity of a sample under test. This is the basis of 
measurement for electrical resonating structures.  
2.1.4 Vector Potentials 
The discussion offered in the previous section paves the way for the formalization of the 
magnetic vector potential equation. In this part we shall look at the derivation of magnetic 
vector potentials for Maxwell’s  equations.  Using  the  general  current  theory,  we  can  write  the  
total current, 𝐽௧, as the sum of: 
Conduction currents 𝑱௖ = 𝜎𝑬 
Free space displacement currents 𝑱ௗᇲ = 𝑗𝜔𝜀଴𝑬 
Polarization currents 𝑱௣ = 𝑗𝜔(𝜀 − 𝜀଴)𝑬 
Impressed currents 𝑱௜ 
Invoking  the  differential  form  of  the  Ampere’s  law: 
 ∇ × 𝑩 = 𝜇𝑱௧ 2.34 
 ∇ × 𝑩 = 𝜇൫𝑱௖ + 𝑱ௗᇲ + 𝑱௣ + 𝑱௜൯ 2.35 
The conduction current is dependent on the conductivity of the material in which the EM 
wave is propagating. The free space displacement current can be interpreted as the current 
 59 
due to the polarisability of the free space. The polarization current deals with the total 
movement of bound charge within matter as an electromagnetic field is applied. In this case 
the realignment of various bounded charged entities within the sample leads to an overall 
current represented by this term. Note that the permittivity term used in the definition of the 
polarization current is a complex entity. The term, 𝑗𝜔𝜀𝑬, is called the displacement current. 
At last the current flowing in the source of the electric or the magnetic fields is called the 
impressed current and its contribution is represented by the added term, 𝑱௜. We can now 
rewrite equation 2.35 as: 
 ∇ × 𝑩 = 𝜇ൣ𝜎𝑬 + 𝑗𝜔𝜀଴𝑬 + 𝑗𝜔(𝜀 − 𝜀଴)𝑬 + 𝑱௜൧ 2.36 
 ∇ × 𝑩 = 𝜇ൣ𝜎𝑬 + 𝑗𝜔𝜀𝑬 + 𝑱௜൧ 2.37 
Equation 2.37 is a differential equation relating variations in the magnetic field to changes in 
electric field in time and space. It also relates the variations in the magnetic field and its curl 
to material properties. Using this equation, we can write the total current density, excluding 
the source contributions, to be: 
 𝑱 = (𝜎 + 𝑗𝜔𝜀)𝑬 2.38 
In which the terms inside the bracket are referred to as the admittivity or the effective 
complex conductivity of the medium [142, 143]. Keeping the contributions of the bound 
charge and free charge separate, we can simplify equation 2.38 further, as all the variables are 
all of the same type. This allows us to apply readily available mathematical methods to the 
differential equation and solve equation 2.37.  
We know from 2.6 that the magnetic field is divergence free and using the vector identity 
∇. (∇ × 𝑨) = 0 for any vector A, we can set 𝑩 = ∇ × 𝑨. Magnetic vector potential is parallel 
to the path in which the current flows and is in the direction of the flow of the current. Figure 
2-1 shows a conceptual depiction of the magnetic vector potential and its contour with respect 
to the flowing current. Similar treatment can be given to the electric field, which gives rise to 
the concept of electric scalar potential. Electric scalar potential can be interpreted as the work 
done on a charged particle when moved inside an electric field [144]. 
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Using equation 2.8 we can write: 
 ∇ × 𝑬 + 𝑗𝜔𝑩 = 0 2.39 
 ∇ × 𝑬 + 𝑗𝜔∇ × 𝑨 = 0 2.40 
 ∇ × (𝑬 + 𝑗𝜔𝑨) = 0 2.41 
The quantity inside the brackets can be written as the gradient of a scalar function as this term 
is irrotational [29]: 
 𝑬 + 𝑗𝜔𝑨 = −∇𝜑 2.42 
 𝑬 = −𝑗𝜔𝑨 − ∇𝜑 2.43 
This scalar function is called the electric scalar potential. This equation implies that the total 
sum of the work done on a moving charged particle and the local temporal variations in the 
magnetic vector potential yield the electric field. In a conducting medium, the electric field E 
generates a current. Equation 2.37 can now be written as: 
 ∇ × ∇ × 𝑨 = 𝜇ൣ𝜎(−𝑗𝜔𝑨 − ∇𝜑) + 𝑗𝜔𝜀(−𝑗𝜔𝑨 − ∇𝜑) + 𝑱௜൧ 2.44 
Using the identity 
∇ × ∇ × 𝑨 = ∇(∇.𝑨) − ∇𝟐𝑨 
Invoking  Coulomb’s  gauge  by  setting  ∇. 𝑨 = 0 
 −∇𝟐𝑨 = 𝜇ൣ𝜎(−𝑗𝜔𝑨 − ∇𝜑) + 𝑗𝜔𝜀(−𝑗𝜔𝑨 − ∇𝜑) + 𝑱௜൧ 2.45 
 ∇𝟐𝑨 = µμൣ𝑗𝜔𝜎𝑨 − 𝜔ଶ𝜀𝑨 + (𝜎 + 𝑗𝜔𝜀)∇𝜑 − 𝑱௜൧ 2.46 
Letting 
𝜀 = 𝜀ᇱ − 𝑗𝜀ᇱᇱ 
𝜎 = 𝜎ᇱ + 𝑗𝜎ᇱᇱ 
 
Figure 2-1: showing the path that the current J is passing through and its corresponding magnetic vector 
potential, shown by dashed lines. 
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𝑗𝜔𝜀∇𝜑 = 𝑗𝜔𝜀଴(𝜀ᇱ − 𝑗𝜀ᇱᇱ)∇𝜑 
𝑗𝜔𝜀∇𝜑 = 𝑗𝜔𝜀଴𝜀ᇱ∇𝜑 + 𝜔𝜀଴𝜀ᇱᇱ∇𝜑 
We can rewrite equation2.46 as: 
∇𝟐𝑨 = µμൣ𝑗𝜔(𝜎ᇱ + 𝑗𝜎ᇱᇱ)𝑨 − 𝜔ଶ(𝜀ᇱ − 𝑗𝜀ᇱᇱ)𝑨 + [𝜎ᇱ + 𝑗𝜎ᇱᇱ + 𝑗𝜔(𝜀ᇱ − 𝑗𝜀ᇱᇱ)]∇𝜑
− 𝑱௜൧ 
2.47 
∇𝟐𝑨 = µμൣ𝑗(𝜎ᇱ + 𝜔𝜀ᇱᇱ)𝜔𝑨 − (𝜎ᇱᇱ + 𝜔𝜀ᇱ)𝜔𝑨 + (𝜎ᇱ + 𝜔𝜀ᇱᇱ)∇𝜑
+ 𝑗(𝜎ᇱᇱ + 𝜔𝜀ᇱ)∇𝜑 − 𝑱௜൧ 
2.48 
The first term in equation 2.47 is the eddy current contributing term. In another words this is 
the energy dissipated into the system by the unbound charge. The second term is called the 
dynamic radiation current [145-147] and deals with the effect of the energy dissipated into 
the system by the unbound charge. In this case the bound charge is accelerated by the 
magnetic vector potential originated from the source current. The third term deals with the 
effect of the electric potential on bound and unbound charges. The last term is the current 
contribution due to the source. This equation can be further expanded into equation 2.48 in 
which the contributions of bound and unbound charges are separated. In here, the first term 
deals with the energy dissipation into the medium due to the movement of bound and 
unbound charges. The second term represents the polarisation effect on the bound and 
unbound charges. This polarisation also leads to radiation. If the dimension of device or 
sample under test is smaller than the wavelength of operation, radiation losses can be 
completely neglected. The third term deals with the energy dissipation into the system by the 
movement of current due to the scalar potential. The fourth term is the polarisation effect 
induced by the scalar potential. In both third and fourth terms, bound and unbound charges 
are present. The last term represents the impressed currents.  
Note that radiation occurs due to acceleration of a charged particle, which leads to a change 
in its momentum. Imagine a charged particle in vacuum that is stationary or travelling with a 
constant velocity; in this case the line of fields associated with the particle will travel at the 
same speed of the particle. However if a force is exerted on the particle, the particle will 
accelerate. As a result, there will be a time lag between the movement of the particle and 
adjustment of its associated fields. This leads to the field changing its organised shape. For a 
repetitive applied force, this process introduces a newly formed waveform into the lines of 
 62 
the field that will travel through its contours. This waveform carries with it energy and this 
process is the basis of radiation [148]. Table 2-2 shows a conceptual depiction of radiation.  
 
The other factor that must be visited here are the boundary conditions. The boundary 
conditions govern the behaviour of a propagating electromagnetic wave as it crosses the 
interface between two materials. Defining an interface between two materials in line with the 
horizon, the boundary condition for the behaviour of fields perpendicular to the interface can 
be written as [149]: 
 (𝑩௞ାଵ − 𝑩௞) ∙ ଚ̂ = 0 2.49 
In which, ଚ̂ is the unit vector in the y-direction. This implies that the magnetic field is 
continuous as it passes through the interface between two materials. However, parallel to the 
interface of two materials, due to the difference in the magnetisation between the two 
materials, the magnetic intensity shall behave differently. In the presence of a current source 
in one of the two layers under consideration, the tangential boundary condition 
becomes [149]: 
 ൬
1
𝜇௞ାଵ
𝑩௞ାଵ −
1
𝜇௞
𝑩௞൰ × ଙ̂ = 𝐾 2.50 
In which ଙ̂ is the unit vector in the x-direction and K is the surface current density. In the 
absence of a source in any of the two layers of interest, the surface current density tends to 
zero.  
 
 
Figure 2-2: (a) showing the fields associated with a charged particle in a stationary position or at constant 
velocity, (b) a periodic force is now applied to the charge with acceleration in opposite directions, (c) due to the 
acceleration of the charge, there is a lag between the position of the charged particle and contour of the fields 
associated with it. This leads to a change in the shape of the fields associated with the particle. 
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2.2 Principles of Operation 
In this section we shall look at the principle of operation of electrically resonating structures 
for sensing purposes. These structures are designed to resonate at a predetermined frequency. 
Similar to any other electrically resonating system, these structures store energy in their 
corresponding electric and magnetic fields. Variations in the medium in which these 
structures are placed, leads to changes in the amount of stored energy in the electric and 
magnetic fields. Fluctuations in these fields are translated into variations in the electrical 
properties, e.g. shift in resonant frequency, of the sensing system. We can model a simple 
electrically resonating structure as a resonating tank. In this case the energy storage in the 
magnetic and electric fields and ohmic losses of the resonating structure can be modelled as 
an inductor and a capacitor in parallel along with a resistor in series with the coil. This model 
is shown in Figure 2-3. We can use this equivalent circuit model to discuss and analyse the 
principles of operation of such structures in more detail.  
 
2.2.1 Magnetic Losses 
Assume a coil of finite resistivity, driven by a time varying current placed inside a medium of 
finite permittivity and permeability. The current flowing in the coil will yield a time varying 
magnetic field in the surroundings of the coil. This time varying magnetic field will yield an 
electromotive  force  (Faraday’s   law).  This force induces acceleration in bound and unbound 
charges along its path. This principle is shown in Table 2-2 in which the rotational 
component of the time varying magnetic field equals the current due to bound and unbound 
charge carriers. This results in the flow of a type of current, called eddy current, in the sample 
space. The induced eddy currents will yield their own magnetic flux. As these eddy currents 
would flow in the opposite direction to the driving source of the coil, their resulting magnetic 
field will also be in the opposite direction to the driving magnetic field. This situation is 
depicted in Figure 2-4. It is shown that the current, i1, yields a magnetic field, B1, which in 
 
Figure 2-3: showing the LCR equivalent circuit of an electrically resonating structure 
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turn induces the corresponding eddy current, i2. The induced eddy current generates a 
magnetic field, B2, which is in the opposite direction to B1. 
 
The generated eddy currents will affect the inductance and the resistance of the structure. The 
generation of the magnetic field, B2, affects the total magnetic flux surrounding the coil. The 
strength of B2 is dependent on the conductivity of the medium in which the coil is placed. 
The more conductive mediums will result in the generation of larger amount of eddy currents. 
Hence a stronger magnetic field, B2, will be generated. This effect reduces the total energy 
stored by the coil in the magnetic form. This can be translated as a change in the inductance 
of the resonating tank in Figure 2-3.  
The other effect of these eddy currents and their associated magnetic fields is the increase in 
the resistance of the coil. In a time-varying current carrying conductor, the internally 
generated eddy currents reinforce the flow of the current in the surface of the conductive 
layer and oppose the flow near the core of the conductor [150]. This is a frequency dependent 
phenomenon. It was mentioned that if the coil were placed near a conductive layer, eddy 
currents would be generated in the layer. These eddy currents will yield their own magnetic 
flux that in turn will interact with the conductive layer of the sensing coil. This leads to the 
generation of current loops inside the conductive layer, which oppose the flow of current near 
the surface of the conductor. Figure 2-5 shows a depiction of this situation.  
These current loops reduce the cross section of the conductive layer hence increasing the 
 
Figure 2-4: showing the direction of magnetic fields, B2, associated with the induced eddy currents, i2, due to 
current i1 flowing in coil conductors 
 
 
Figure 2-5: showing the flow of a time varying current, i(t), in a conductive layer along with the internally 
generated eddy currents, i1, and secondary generated currents due to external eddy currents, i2. 
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resistance. Variations in both the inductance and resistance of the structure can be monitored 
and used as indicators for measurement. The changes in the inductance of the system will 
result in frequency shifts in the resonant frequency of the sensing structure. The variations in 
the resistance can also be monitored and correlated to the electrical properties of the sample 
space. 
2.2.2 Electric Losses 
Assume a coil of finite resistivity, driven by a time varying current placed inside a medium of 
finite permittivity and permeability. As the current travels through the length of the 
conductor, it faces the resistance of the coil. This leads to a slight voltage drop between 
different segments or turns of the coil. Thus an electric field is formed between the tracks. 
This electric field exerts a force on the charged particles in its vicinity that leads to 
polarisation effects in the sample space inside this electric field. Dependent on the frequency 
of the electric field different polarising effects is observed. For instance low frequency 
oscillations can be used to monitor the rotational movement of large molecules and high 
frequency oscillations can be used in the monitoring of electronic configurations of the 
material under investigation. In this process some energy is also lost to the medium under 
test. This electric field and its effect on the surrounding space are shown in Figure 2-6. The 
overall response of the electric field is a function of the polarisation properties of the 
medium. This polarisation property is depicted by the permittivity of the system. Hence data 
attributed to the electric losses of the system can be used to measure the permittivity of the 
sample space under investigation. 
 
In the case of an electrically resonating structure this variation in the electric field is modelled 
by a change in the value of the capacitor in Figure 2-3. As this capacitance changes, the 
overall resonant frequency of the system changes as well. This effect can be monitored by 
 
Figure 2-6: showing the electric field formed between different turns of a coil and its effect on the medium in its 
immediate vicinity. 
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appropriate use of read out units that monitor the variations in the overall resonance of the 
structure. 
2.2.3 Inductors & Monitoring Electrolytes 
The superposition of all the aforementioned changes in the electric and magnetic fields of an 
electrical sensing structure would yield a sensing device. The level of contribution of each of 
these factors is dependent on the material, which is being analysed. For a metal, which has 
very high conductivity, the magnetic losses are the dominant factors. Hence the electric 
losses are usually discarded and the response of the system is assumed to be base on the flow 
of eddy currents in the sample. In this case we can refer to an electrically resonating structure 
as an eddy current sensor. However if the material under test has very low conductivity, then 
the electric losses could become the dominant factors. In this situation the sensor can be used 
to monitor the permittivity of a sample of interest. In an electrical sensor the overall effect of 
all the discussed power losses should be used to make and interpret a set of measurements. 
However with prior knowledge of the sample under test, the complexity of the analysis can 
be reduced so only the dominant factor is taken into account. 
In this research we are interested in the use of inductor coils for the monitoring of the 
electrical properties of electrolyte solutions. In these devices, a sample of an electrolyte 
solution is placed in the vicinity of the inductor coil. The electrolyte solution will affect the 
magnetic and electric flux density of the sensor. This effect is a function of the permittivity 
and the conductivity of the electrolyte. Variations in the magnetic and electric flux densities 
lead to changes in the stored energy within the coil. As a result the self-resonance of the coil 
will change. The other factor that changes is the resistance of the coil. Monitoring the self-
resonance of the coil and its resistance would yield information regarding the conductivity 
and permittivity of the electrolyte solution under test. 
Figure 2-7 shows a depiction of these properties for a coated single turn coil in the presence 
of a sample under test. The current flowing in the conductor coils, i1, yields eddy currents in 
the sample. The interaction of the magnetic flux of the eddy currents, B2, with the driving 
magnetic field would provide information with regards to the conductivity of the sample. The 
electric field between the turns will interact with polarisable species in the sample and 
provide information on the permittivity of the sample and the species within it.  
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Use of inductors paves the way for passive and active implementation of the sensing system. 
In the former the inductor is directly connected to a measurement unit, e.g. network analyser. 
As a result a physical contact between the sensor and the analysing device must be 
maintained. In the latter the inductor is connected in parallel with a capacitor to form an 
active resonating system. This system has its own natural resonance frequency, which is 
changed by the electrical properties of a sample placed in its vicinity. A closely coupled coil 
can now be used to monitor the variations in the resonance frequency of this device. As a 
result remote interrogation can be adopted for such implementation, replacing bondwires and 
other physical contacts required to make a direct connection from the sensor to the analysing 
unit. The other advantage of this approach is that multiple resonating devices can be 
interrogated simultaneously for measurement purposes. A depiction of these two strategies is 
shown in Figure 2-8. 
 
 
Figure 2-7: showing the interactions of the electric and magnetic fields of a single turn sensing coil with a 
sample under test. The driving currents and magnetic fields are i1 & B1 and the generated eddy currents 
components are i2 & B2 respectively. 
 
Figure 2-8: showing two different implementations of the resonating sensor: (a) showing the active approach and 
(b) showing the passive remote interrogation 
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2.3 Theoretical Analysis 
In the previous section we looked at a general description of the RF electrical sensors. We 
shall now look at methods of analysis of such structures. Two different approaches to 
analysing electromagnetic problems are discussed here, analytical approach and finite 
element computational approach. The former requires the derivation of MVP equation for a 
problem space and solving it using algebraic methods. The latter takes a 3D or 2D model of 
the problem space and divides it into smaller subsections. The electromagnetic equations are 
approximated and derived for each subsection and are then put together and solved for the 
whole space. In this section we shall at first look at the analytical approach to solving 
electromagnetic problem and its corresponding solution flow. A 2D eddy current problem 
will be used to demonstrate the solution flow. This will be followed by a look at the finite 
element computational approach to solving electromagnetic problems. This method will also 
be applied to eddy current problems. The aim of this section is to provide an overview on the 
steps taken in solving electromagnetic problems using these two methods. 
2.3.1 Analytical Approach 
In  this  approach  to  solving  electromagnetic  problems,  Maxwell’s  equations  for   the  problem  
space are derived and solved. Dependent on the type of the problem space under investigation 
different approaches may be taken. In the presence of discontinuities in the system, integral 
forms   of   the  Maxwell’s   equation   are   adopted.   However,   if   no   discontinuity   is   present   the  
differential forms of the equations are adopted. The advantage of the latter is that a simpler 
mathematical   approach   can   be   used   in   solving   the   equations.  Maxwell’s   equations   can   be  
treated in the form of simultaneous equation and techniques used in matrix algebra can also 
be invoked in solving these differential equations. In this section we shall only look at the 
differential  form  of  Maxwell’s  equations.   
The  general  process  flow  for  solving  the  Maxwell’s  equations  in  differential  form  is: 
1. Define a problem space and associate each different material into a separate layer. 
2.  Derive  the  differential  form  of  Maxwell’s  equations  for  each  layer  separately.   
3. Guess the solutions to each of the differential equations and apply appropriate 
boundary conditions to them. This yields a set of simultaneous equations. 
4.Calculate  the  Poynting’s  vector  for  each  layer  so  power  losses  as  energy  flows  from  one  
layer to another can be realised. 
5. Apply the previous step to each of the turns in the inductor coil. 
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6. The superposition of all the power losses for each element yields the total power losses 
in the system. 
The steps mentioned here are for a 2D problem space. In the case of a 3D problem, we have 
to define objects in the problem space and then calculate the power flow on each surface 
(side) of the object. The method mentioned here can be applied to simple structures readily. 
However the presence of complicated shapes, e.g. curved surfaces, can complicate the 
solution finding process. This process flow is now applied to a 2D eddy current problem. The 
analysis on eddy current formulation in the following sections are based on the word done in 
[145]. This will be used as an example to demonstrate the analytical approach to solving 
electromagnetic problems. We shall also use this example to compare analytical approach to 
computational methods. For the full derivation of the following analysis, refer to Appendix-I. 
Eddy Current Problem 
Assume that a coil driven by a time varying source is placed in a multi-layered structure with 
one being the sample of interest, which is a highly conductive. A depiction of this scenario is 
shown in Figure 2-9. In this problem a multi-turn inductor is placed in between two layered 
structure. Suffix k is used to depict the layers in the positive y-axis and k’   is used to depict 
layers for the negative y-axis. Distance d is from the centre of the coil to the centre of the 
current carrying filaments of the inductor. The analysis will only be done for the layers 
located on the positive side of the y-axis, 𝑘 = [1, 𝑁]. Similar treatment can be applied for the 
negative y-axis, 𝑘′ = [1, 𝑁ᇱ]. The superposition of these two sets of solutions provides a 
complete picture for the power losses in the system. We have also assumed that apart from 
the sample, k=3, all other layers have low conductivity and negligible displacement current 
losses. 
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Given the high conductivity of the sample under test the first term of equation 2.46 becomes 
dominant. The other terms that include permittivity contributions are neglected as 𝜎 ≫ 𝜔𝜀 
for conductive materials. We can now write the MVP equation for an eddy current problem 
as: 
∇𝟐𝑨 = 𝑗µμ𝜔𝜎𝑨 
This differential equation can be solved for each layer separately, hence, allowing 
independent calculations for the power flowing through each layer. However since the 
sensing coil is placed at 𝑦 = 0, the solution should be obtained at this coordinate. As a result 
the differential equation is solved for the layers immediately beneath and above the coil. 
These two solutions are then added together to obtain the effect of materials in both positive 
and negative y-direction. Thus the MVP can be rewritten as equation 2.51, with k being the 
number of the layer.  
 ∇ଶ𝐴௞ = 𝑗𝜔𝜇௞𝜎௞𝐴௞ 2.51 
Using the method of separation of variables [151] and the analysis in [145], we can write the 
solution to this differential equation for this 2D problem in Figure 2-9 as: 
 𝐴௞(𝑥, 𝑦) = 𝑌௞(𝑦)𝑋௞(𝑥)𝒛ො 2.52 
Set 𝑌௞ and 𝑋௞ to be: 
 𝑋௞ = 𝑐𝑜𝑠(𝑚𝑥) 2.53 
 
Figure 2-9: showing a coil tracks inside a multi-layered structure with k, k' being the number of layers in both 
direction of the y-axis and d being the distance of the centre of a conductive element to the centre of the coil. 
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 𝑌௞ = 𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬ 2.54 
The coefficients, m and , are constrained by equation 2.55. As non-magnetic materials are 
employed in this analysis the relative permeability of each layer is set to the permeability of 
free space. Note that k is the number of the layer.  
 𝛾௞ଶ − 𝑚ଶ = 𝑗𝜔𝜇଴𝜎௞ 2.55 
Given that the applied current flows in the z-direction, the B field is calculated from equation 
2.52 to be: 
 𝑩 = ∇ × 𝑨௭ 2.56 
 
𝑩 = 𝐢
∂
∂y
𝑨௭ − 𝒋
𝜕
𝜕𝑥
𝑨௭ 
2.57 
Applying boundary conditions and solving for 𝑋௞ and 𝑌௞, we can construct a solution matrix 
for all values of 𝑘 > 1 and 𝑘′ > 1. 
൤
𝑀௞ାଵ
𝑁௞ାଵ
൨ =
1
2
ቈ
(1 + 𝜆௞)𝑒(ఊೖିఊೖశభ)௬ (1 − 𝜆௞)𝑒ି(ఊೖାఊೖశభ)௬
(1 − 𝜆௞)𝑒(ఊೖାఊೖశభ)௬ (1 + 𝜆௞)𝑒(ିఊೖାఊೖశభ)௬
቉ ൤
𝑀௞
𝑁௞
൨ 2.58 
At the layer in which the source lies, 𝑦 = 0, the boundary condition in equations 2.49 and 
2.50 we can derive the MVP for all the layers of interest [145, 152]. 
 𝜕
𝜕𝑥
𝐴ଵ =
𝜕
𝜕𝑥
𝐴ଵᇱ 2.59 
 
1
𝜇ଵ
𝜕
𝜕𝑦
𝐴ଵ −
1
𝜇ଵᇲ
𝜕
𝜕𝑦
𝐴ଵᇲ =
𝐼
𝜋
න 𝑐𝑜𝑠(𝑚𝑥)  𝑑𝑚
ஶ
଴
 2.60 
These equations provide a complete set of values for the coefficients of the solution to the 
differential equation narrated for an eddy current problem. Note that the material properties, 
which affect the sensing mechanism, are incorporated into the coefficient values Mk, Mk’, Nk 
and Nk’. The total sum of the vector potential equations in both negative and positive 
directions of y will then provide us with the complete expression for A. 
We can now use the expression for the MVP to calculate the total resistive and reactive 
power losses in the system of interest.  As  discussed  previously,  the  Poynting’s  vector  can  be  
calculated as: 
𝑺 =
1
2
(𝑬 × 𝑯∗) 
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 Applying this equation to Figure 2-9, at 𝑦 = 0 and integrating over the x-axis we can find 
the power crossing into various layers including the material under test [145]. Thus: 
 𝑃 + 𝑗𝑄 = න
1
2
(𝑬 × 𝑯∗) ∙ 𝒚ෝ𝑑𝑥
ାஶ
ିஶ
 2.61 
As we are interested in the magnetic effects in the system we can let 𝑬 = −𝑗𝜔𝑨, hence: 
 𝑃 + 𝑗𝑄 = න
1
2
൬−𝑗𝜔𝑨 ×
1
𝜇
∇ × 𝑨∗൰ ∙ 𝒚ෝ𝑑𝑥
ାஶ
ିஶ
 2.62 
 𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න (𝑨 × ∇ × 𝑨∗) ∙ 𝒚  ෝ𝑑𝑥
ାஶ
ିஶ
 2.63 
Noting that the magnetic vector potential flows in the z-direction for our 2D problem: 
∇ × 𝑨௭∗ = ቮ
𝒊 𝒋 𝒌
𝜕௫ 𝜕௬ 𝜕௭
0 0 𝑨௭∗
ቮ 
∇ × 𝑨௭∗ = 𝐢
∂
∂y
𝑨௭∗ − 𝒋
𝜕
𝜕𝑥
𝑨௭∗  
 𝐀௭ × ∇ × 𝑨௭∗ = ተተ
𝒊 𝒋 𝒌
0 0 𝑨௭
∂
∂y
𝑨௭∗ −
𝜕
𝜕𝑥
𝑨௭∗ 0
ተተ ⇒
⎣
⎢
⎢
⎢
⎡𝒊𝑨௭
𝜕
𝜕𝑥
𝑨௭∗
𝒋𝑨௭
∂
∂y
𝑨௭∗
0 ⎦
⎥
⎥
⎥
⎤
்
 2.64 
We can write the magnetic vector potential for a single layer as: 
 𝐴 = (𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬) cos𝑚𝑥 2.65 
With the more general solution being 
 𝐴 = න (𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬) cos𝑚𝑥   𝑑𝑚
ାஶ
଴
 2.66 
As 𝛾௞ is a function of m, we can replace the terms inside the brackets of equation 2.66 by 
𝑓(𝑦,𝑚). Thus: 
𝐴 = 𝑓(𝑦,𝑚) cos𝑚𝑥 
Hence 
𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න 𝑨௭
∂
∂y
𝑨௭∗𝑑𝑥
ାஶ
ିஶ
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𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න (𝑓(𝑦,𝑚) cos𝑚𝑥) ൬
∂
∂y
𝑓∗(𝑦, 𝑛) cos 𝑛𝑥൰
ାஶ
ିஶ
𝑑𝑥 2.67 
Equation 2.67 is the core part of the power flow calculation from a sensing coil to a material 
under test. Note the introduction of the dummy variable n, which is for mathematical rigidity 
of the expression, however the nature of this variable is similar to m. 
𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න 𝑑𝑥 ቈන 𝑓(𝑦,𝑚) cos𝑚𝑥 𝑑𝑚
ାஶ
଴
቉ ቈන
∂
∂y
𝑓∗(𝑦, 𝑛) cos 𝑛𝑥 𝑑𝑛
ାஶ
଴
቉
ାஶ
ିஶ
 
𝑃 + 𝑗𝑄 = −
𝑗𝜔𝜋
2𝜇
න 𝑓(𝑦,𝑚)
∂
∂y
𝑓∗(𝑦,𝑚)𝑑𝑚
ାஶ
଴
 2.68 
We can use similar approach to calculate this expression for an N-turn coil depicted in Figure 
2-9. Following the analysis in [145], equation 2.68 can be rewritten for an N-turn coil as: 
𝑃 + 𝑗𝑄 = −
𝑗𝜔𝜋
2𝜇
න ൭𝑓(𝑦,𝑚)
∂
∂y
𝑓∗(𝑦,𝑚)൱൭෍𝑠𝑖𝑛(𝑚𝑑ଵ⋯𝑚𝑑ே)
ே
௜ୀଵ
൱𝑑𝑚
ାஶ
଴
 2.69 
Equation 2.69 the general solution for the power crossing the surface enclosing an multi-turn 
coil for the case of 𝑦 > 0. Similar principle is used to calculate the power crossing the 
surface in the direction of 𝑦 → −∞. The total sum of these two contributions will yield the 
total energy crossing the enclosing materials of the inductor coils [152]. In another word this 
equation provides the power losses to the system from the coils. The real part of this power 
loss is a resistive loss and the imaginary part is the reactive one. The latter causes a shift in 
the resonant frequency of the coil and the former is modelled as an equivalent resistor in 
series with the coil carrying the current I. The value of this resistor can be found as: 
The value of this resistor is a direct result of the eddy currents flowing in the sample under 
test. Monitoring its value provides us with data on the conductivity of the sample of interest.  
2.3.2 Finite Element Approach 
In this approach to solving electromagnetic problems, the problem space is divided into a 
finite number of elements. A finite number of parameters are then used to define the 
behaviour of each of the elements and the electromagnetic solution is calculated for each of 
them. The solutions are then assembled together to find the complete solution to the system 
 𝑅௘௤ =
𝑅𝑒{2(𝑃 + 𝑗𝑄)}
𝐼ଶ
 2.70 
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[153]. The process of dividing the system into smaller elements is called meshing. The shape 
of the newly formed elements (mesh) and their size are important factors in deciding the 
accuracy of the final solution. These factors also affect the time it takes to solve a particular 
problem.  The shape of the mesh can take many forms as shown in Figure 2-10. Dependent 
on the type of problems at hand and the computation power available a particular size or type 
of mesh can be chosen [154, 155]. Note that the boundary conditions should also be satisfied 
for at the face of each of the mesh elements. 
There are various software packages that can perform FE electromagnetic analysis on an 
object like ANSOFT HFSS, Agilent MOMENTUM, and Computer Software Technology 
(CST). The package used in this research is ANSOFT HFSS. HFSS can perform full-wave 
electromagnetic analysis on an object drawn in a 3D CAD software. As a result no prior 
assumptions on the properties of materials need to be made. There are also no assumptions on 
the maximum frequency of simulation for the object of interest (within the capabilities of the 
package). Other quasi-static software packages, e.g. Maxwell 3D, assume the dimensions of 
the object of interest are much smaller than the frequency at which the simulation is taking 
place. As a result generated modes inside the system are neglected. HFSS uses a tetrahedron 
meshing system for the all the structures imported for analysis. 
 
HFSS provides scattering matrix data on the structure of interest. The scattering data can then 
be converted into Y or Z matrices to calculate the inductance, capacitance, and resistance of 
the structure. The general solution flow for HFSS FE electromagnetic analysis of a two-port 
structure is: 
1. Divide the structure into a finite element tetrahedral mesh 
2. Compute the modes on each port 
3. Electric and magnetic fields are calculated at the nodes (vertex) of the tetrahedron. 
Their values are then stored at the vertex and midpoint of the tetrahedrons.  
 
Figure 2-10: showing different geometrical representations used in the meshing process, (a) tetrahedron, (b) 
pentahedron, and (c) hexahedron 
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4. The electromagnetic field inside the structure is then computed, one mode at a time. 
5. The field quantities are then expanded using the interpolation software. These 
interpolation functions are called basis functions or shape functions. 
6. Compute scattering matrix for the structure. 
The steps mentioned here are also common to any other FE package. The order of final steps 
may vary or S-matrix may not be computed but the process of discretising the system into 
sub-elements and solving for each element separately followed by interpolation of data is 
common to all FE systems. Figure 2-11 shows a depiction of the mesh elements in HFSS and 
its application to a 3D object. Note that in HFSS the electromagnetic fields are calculated at 
the vertex and edge midpoints of each element. These points are shown in red. Grey arrows 
show direction of the extrapolation of each field, inward towards the centre of the 
tetrahedron. 
 
Eddy Current Problem 
The FE solution flow in HFSS is applied to a simple eddy current problem. A block of copper 
is placed at a distance of 2.5 cm of a current carrying coil. The thickness of the slab of copper 
is then changed from 4 μm to 12 μm. S-matrix is calculated for the current carrying coil for 
each of the slab thicknesses. Using this data, the resistance of the current carrying coil is 
found and used as an indicator to changes in the thickness of the slab under test. Figure 2-12 
shows the construction of this sensing system. A rectangular coil is placed in the vicinity of a 
slab of copper. Copper is depicted as a purple cube. The two terminals of the coil are 
connected to two square sheets, which are the ports of the system. A magnified version of the 
system is also shown to depict the meshing process of the environment. It can be seen that 
tetrahedron meshing is used for various elements of this system. HFSS would excite each of 
the ports one at a time and look at the propagation of electromagnetic waves inside the 
structure. This would yield the scattering matrix of the system under investigation. The 
 
Figure 2-11: showing the structure of a tetrahedron element in HFSS and its application to a 3D object. The red 
points represent vertex and midpoints of an element for which the values of E and M fields are saved. 
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simulation was done for a frequency range of 150 MHz to 380 MHz and an air enclosure was 
chosen as the simulation space for this problem. All the conductive tracks are made of 
copper. 
The scattering data are then converted into Z-matrix to obtain the complex impedance of the 
coil. The magnitude of this impedance is used as an indicator to the variations in the copper 
slab thickness. Figure 2-13 shows the changes in the impedance of the coil as the thickness of 
the coil varies from 4 μm to 12 μm. An increase of approximately 15000  Ω in the impedance 
of the coil is observed. This is due to an increase in the amount of induced eddy currents as 
the thickness of the slab is increased. This can be explained by looking at the skin depth, 𝛿, of 
copper at a frequency of 240 MHz. Assuming a conductivity of 5.7 × 10଻𝑆𝑚 for copper, we 
use the following formula to calculate the skin depth [141] : 
𝛿 = ඨ
2
𝜔𝜇𝜎
 
Note that once the thickness of a slab becomes substantially larger than the skin depth, the 
thickness is no longer an effective variable in changing the impedance properties of the coil. 
This is due to the fact that the majority of the induced current will flow at skin depth levels. A 
skin depth of 4.2 µm is calculated for copper at the frequency of interest. In this simulation 
no prior assumption with regards to the electrical properties of the system under investigation 
was made. Both conductivity and permittivity contributions of all the materials were taken 
into account.  
 
 
Figure 2-12: showing the structure of the sensing environment, with a slab of copper placed above a current 
carrying coil. The magnified version shows the meshing of the system. 
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2.4 Comparative Analysis 
In the previous section two method of analysing a sensing structure were discussed, FE 
computational and an analytical approach based on solving  the  Maxwell’s  equation  using  the  
method of separation of variables. In this section we shall use two examples to undertake an 
analysis on both methods. Hydrochloric acid and titanium silicide are the two materials used 
in this analysis. There is experimental data on the complex conductivity and permittivity of 
both materials in the literature. TiSi is a conductor with fixed value of conductivity, whilst 
the conductivity of HCl is concentration dependent. As a result, they can provide a good 
comparison for the difference in analysis of a conductor and a material with varying electrical 
properties. The former is a 1:1 electrolyte and the latter is a metal. Comparison of the data for 
these two materials will provide us with the basis of our choice of theoretical approach, 
analytical or computational FE. 
2.4.1 Material Properties 
The data provided for the HCl is obtained experimentally at room temperature. 600 mL of 
deionised water is placed inside a beaker with maximum capacity of 1000 mL. 2 mol solution 
of HCl are then added to the beaker in steps of 10 mL. This titration yields a concentration 
range of 0.0328 molL-1 to 0.2353 mol. The effective permittivity of the solutions is then 
measured using an Agilent 85070E high temperature dielectric probe for a frequency range of 
200 MHz to 1.6 GHz. Further information on the experiment and the process of obtaining the 
results can be found in Chapter-VI. Using the discussion in [156], we can approximate the 
 
Figure 2-13: showing variations in the magnitude of Z11 of the coil as the thickness of a slab of copper is increased 
from 4 μm to 12 μm. 
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complex conductivity of the hydrochloric acid to its DC value. Hence the molar conductivity 
of the sample can be written as: 
 Λ∘ = 𝛼
𝜎଴
𝑐
 2.71 
In which Λ∘ is   the  molar   conductivity,   α   is   the   constant   of   proportionality   and assumes a 
value of one with appropriate units , c is the concentration of the sample in moles and 𝜎଴ is 
the specific conductivity of the sample. The specific conductivity of the HCl sample is equal 
to   its   DC   conductivity.   Using   the   Gelling’s   formula   discussed   in   section 1.2.1 we can 
calculate the molar conductivity of the HCl solution at 𝑐 = 0.0328  𝑚𝑜𝑙ିଵ to be 42.62 
mS m2 mol-1 and at 𝑐 = 0.2353  𝑚𝑜𝑙ିଵ to be 41.53 mS m2 mol-1. Table 2-3 shows the 
electrical properties of HCl solutions at two different concentrations with a driving frequency 
of 433.8 MHz. The reported data for the complex permittivity are effective values, which 
take both bound charge and free charge into account. Given that the factor ఙబ
ఠ
 will be in the 
order of 10ିଵଶ, it is neglected and measured values of effective permittivity are directly used 
in the table. 
 
The complex permittivity of titanium silicide (TiSi2) was found from [157]. These equations 
used in this calculations are given below [157]. 
 𝜀ᇱ(𝜔) = 𝜀ஶ ൦1 −
𝜔௣ଶ
𝜔ఛଶ ൬1 +
𝜔ଶ
𝜔ఛଶ
൰
൪ 2.72 
 𝜀
ᇱᇱ(𝜔) =
𝜀ஶ𝜔௣ଶ
𝜔ఛ𝜔 ൬1 +
𝜔ଶ
𝜔ఛଶ
൰
 2.73 
 𝜌 =
𝜔ఛ
උ𝜀ஶ𝜀଴𝜔௣ଶඏ
 2.74 
In these equations, 𝜀ஶ is the permittivity of the sample at very high frequencies. This 
frequency is usually taken to be the frequency at which the first electronic resonance takes 
place and can be found in the infrared region of the spectrum [29]. 𝜔ఛ is the relaxation 
frequency that refers to the time it takes for the charged particles in the system to rearrange 
themselves to a state of zero momentum in the materials once an external electric field is 
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removed. 𝜔௣ is called the plasma frequency which occurs beyond the last resonant frequency 
of the  system and refers to the oscillations of the electron gas [29]. This can be explained as 
the angular velocity of precession of the sea of electrons in the metal. 𝜌 is the resistivity of 
the material. For TiSi2, 𝜔௣ = 3.2  𝑒𝑉 and 𝜔ఛ = 0.03  𝑒𝑉. These values can be converted into 
Hz by using the reduced plank constant and the Planck relation for energy and frequency: 
 2𝜋𝑓௣ =
𝐸
ℏ
⇒ 𝑓௣ =
𝐸
ℎ
 2.75 
The resulting permittivity calculated using equations 2.72 and 2.73 is an effective complex 
permittivity that takes into account the contributions from the free charges as well. The 
values found using these two equations are calculated and plotted for an energy range of 
0.009926 eV to 0.992 eV which is equivalent to 2.4 × 10ଵଶ and 2.3986 × 10ଵସ in Figure 
2-14. This was to compare the formula used with the reference data [157]. The complex 
conductivity of the material, which only takes free charge carrier contributions into account, 
is calculated using the Drude theory [158]. The formulas used in the calculation of the Drude 
model are shown in equations 2.76, 2.77, and 2.78. Experimental data for energy levels of up 
to 10 eV and theoretical data plots of up to 0.08 eV are shown in Figure 2-15 [157]. The aim 
of this comparison is to show the accurate and correct implementation of the formulas 
discussed in producing the data in Figure 2-14. 
 𝜎(𝜔) = 𝜎ௗ௖
1
1 − 𝑗𝜔𝜏
 2.76 
 𝜎(𝜔) = 𝜎ௗ௖
1
1 − 𝑗𝜔𝜏
1 + 𝑗𝜔𝜏
1 + 𝑗𝜔𝜏
 2.77 
 𝜎(𝜔) =
𝜎ௗ௖
1 + (𝜔𝜏)ଶ
+ 𝑗
𝜎ௗ௖
1 + (𝜔𝜏)ଶ
 2.78 
In here, 𝜏 is the relaxation time and is found using the value given for 𝜔ఛ previously, and 𝜎ௗ௖ 
is the conductivity at DC, which is found from the resistivity value in equation 2.74. The 
theoretical values for the complex conductivity and permittivity of the titanium silicide are 
shown in Table 2-4 [157]. It can be seen that the theoretical calculations provide good 
agreements with experimental data for energy levels of up to 10-1. However given that the 
terms ఙ
ᇲᇲ
ఠ
 and ఙ
ᇲ
ఠ
 are in the order of 10ି଺ and 10ିଶ, the calculated numbers for the effective 
permittivity were directly reported and the conductivity contributions to the complex part of 
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the permittivity were neglected. The values reported for the HCl and titanium silicide were 
then used to calculate various terms in equation 2.48 which is the full wave MVP equation. 
The calculated values are shown in Table 2-5.  
Table 2-5 shows calculated values for various terms in the MVP equation, equation 2.48. It 
can be seen that the first term represents lossy contribution from both bound and unbound 
charged due to the effect of the magnetic vector potential. The second term represents the 
total polarisation losses of the sample due to the magnetic vector potential. Conduction losses 
for bound and unbound charges due to the variations in the electric potential are represented 
by the third term. The last term deals with polarisability losses of a sample due to changes in 
the scalar electric potential.  
 
 
 
 
 
Figure 2-14: showing the plot of real and imaginary values of TiSi permittivity against energy in a log scale 
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However given that the terms ఙ
ᇲᇲ
ఠ
 and ఙ
ᇲ
ఠ
 are in the order of 10ି଺ and 10ିଶ, the calculated 
numbers for the effective permittivity were directly reported as permittivity with no 
conductivity contribution with no modifications. The values reported for the HCl and 
titanium silicide were then used to calculate various terms in equation 2.48 which is the full 
wave MVP equation. The calculated values are shown in Table 2-5.  
 
Figure 2-15: showing the experimental data for the complex permittivity of Ti-silicide for a range of frequencies. 
The dashed lines are theoretical data points [21] 
 
Table 2-3: showing the electrical properties of HCl at a an absorption peak occurring at a frequency of 
433.8 MHz 
HCl: 𝑐 = 0.0328 
𝜎଴ = 0.0014 𝜀ᇱ = 8.436 𝜀ᇱᇱ = 12.767936 
HCl: 𝑐 = 0.2353 
𝜎଴ = 0.0098 𝜀ᇱ = 3.618867 𝜀ᇱᇱ = 861.6887 
 
 
Table 2-4: showing the electrical properties of titanium silicide at a frequency of 433.8 MHz 
TiSi2 
𝜎ᇱ = 4.592 × 10଺ 𝜎ᇱᇱ = 1725 𝜀ᇱ = 1.138 × 10ସ 𝜀ᇱᇱ = 1.903 × 10଼ 
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2.4.2 MVP Analysis 
Table 2-5 shows calculated values for various terms in the MVP equation, equation 2.48. It 
can be seen that the first term represents lossy contribution from both bound and unbound 
charged due to the effect of the magnetic vector potential. The second term represents the 
total polarisation losses of the sample due to the magnetic vector potential. Conduction losses 
for bound and unbound charges due to the variations in the electric potential are represented 
by the third term. The last term deals with polarisability losses of a sample due to changes in 
the scalar electric potential.  
The imaginary vector potential contribution for HCl increases 67 times as the concentration 
of the HCl solutions is increased. At the same time   the   polarisablity   contributing   terms’  
magnitude of the solution are reduced in half. This can be readily observed from Table 2-3 in 
which the real permittivity of the sample is decreased but the imaginary part of the 
permittivity is increased substantially. Note that the effect of unbound charge carriers is 
negligible in this analysis. Similar analysis can be applied to the electric scalar potential term 
to explain the increase in the real component and decrease in the imaginary part of the 
electric scalar potential contributing terms. In the case of HCl, at lower concentration, we can 
see that the magnitude of the real and imaginary contributions of both vector potential and 
Table 2-5: showing the calculated MVP terms for HCl at two different concentrations and TiSi2, all at the 
frequency of 433.8 MHz 
HCl: 𝑐 = 0.0328  𝑚𝑜𝑙  𝐿ିଵ 
𝑗(𝜇𝜔𝜎ᇱ + 𝜇𝜔ଶ𝜀ᇱᇱ) 𝜇𝜔𝜎ᇱᇱ + 𝜇𝜔ଶ𝜀ᇱ 𝜇𝜎ᇱ + 𝜇𝜔𝜀ᇱᇱ 𝑗(𝜇𝜎ᇱᇱ + 𝜇𝜔𝜀ᇱ) 
𝑗(0.76 + 3.019
× 10ଵଶ) 
0 + 1.995 × 10ଵଶ 1.76 × 10ିଽ + 6.96
× 10ଷ 
𝑗(0 + 4.599 × 10ଷ) 
HCl: 𝑐 = 0.2353  𝑚𝑜𝑙  𝐿ିଵ 
𝑗(𝜇𝜔𝜎ᇱ + 𝜇𝜔ଶ𝜀ᇱᇱ) 𝜇𝜔𝜎ᇱᇱ + 𝜇𝜔ଶ𝜀ᇱ 𝜇𝜎ᇱ + 𝜇𝜔𝜀ᇱᇱ 𝑗(𝜇𝜎ᇱᇱ + 𝜇𝜔𝜀ᇱ) 
𝑗(5.34 + 2.0377
× 10ଵସ) 
0 + 8.5578 × 10ଵଵ 1.23 × 10ି଼
+ 4.697 × 10ହ 
𝑗(0 + 1.9727
× 10ଷ) 
TiSi2 
𝑗(𝜇𝜔𝜎ᇱ + 𝜇𝜔ଶ𝜀ᇱᇱ) 𝜇𝜔𝜎ᇱᇱ + 𝜇𝜔ଶ𝜀ᇱ 𝜇𝜎ᇱ + 𝜇𝜔𝜀ᇱᇱ 𝑗(𝜇𝜎ᇱᇱ + 𝜇𝜔𝜀ᇱ) 
𝑗(2.5 × 10ଽ + 4.5
× 10ଵଽ) 
9.4 × 10ହ
+ 2.6911 × 10ଵହ 
5.77 + 1.0374
× 10ଵଵ 
𝑗(0.0022 + 6.2
× 10଺) 
(i) (ii) (iii) (iv) 
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scalar potential terms are of comparable size. In the case of the titanium silicide, it can be 
seen that the contribution from the sea of electrons to the imaginary term of the vector 
potential effect is 10ଵ଴ times smaller than the dispersion term at the given frequency. 
However the total value is still 10ସ times larger than the largest term in the full wave MVP 
equation. In the case of the electric scalar potential, the size of the real electric scalar 
potential is 10ହ times larger than the imaginary one.  
As a result in the case of the HCl solutions the full wave MVP equation must be solved. In 
the case of TiSi2 once can make an assumption of neglecting the second term of the MVP 
equation as the magnitude of the first term is 10000 times larger than the second term [145]. 
This is the basis of the eddy current sensor for conductive materials in which the contributing 
effect of the imaginary component of the magnetic vector potential is the dominant factor and 
hence all other terms can be safely neglected. It must be noted that the contributing terms 
from the scalar potential components should be taken into account if the effect of the 
displacement current is of importance. Displacement current affects the energy storage 
property of a system and also the amount of energy dissipated into the system by bound 
charges. This was shown in equation 2.33 as the displacement current will contribute to the 
values of the second and forth terms in the equation. As a result their contribution to the MVP 
equation in section 2.1.4 and in here should be taken into account. 
2.4.3 Discussion 
In the previous section we looked at the derivational steps for both analytical and FE 
computational approaches to solving electromagnetic problems. An eddy current problem 
was also used to demonstrate the solution flow for each of the methods. Analytical solutions 
can offer a more in depth description of the problem space. They can also lead to more 
accurate solutions, as the user is free to make any or no assumptions with respect to the 
problem space. Hence the analytical solution can be made as complicated or as simple as the 
user would like it to be. However, this can lead to differential equations that cannot be readily 
solved. As a result assumptions are usually made with regards to the problem space in terms 
of its electrical properties. This was demonstrated in the eddy current example in the previous 
section. It was observed that by assuming a medium with large conductivity and negligible 
polarization,   we   could   reduce   the   full   wave   Maxwell’s   equation   to   a   simple   differential  
equation that can be solved readily.  
∇𝟐𝑨 = 𝑗µμ𝜔𝜎𝑨 
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In this process we neglected the radiation losses, electrically induced conductive currents and 
electrically induced displacement currents. These assumptions are usually valid in the case of 
metals and other highly conductive materials. For instance this analysis can be readily applied 
to metal detectors and crack detection systems. The same analysis can be applied for the case 
in which the subject of the measurement or design is a dielectric. The MVP equation now has 
the following form. 
∇𝟐𝑨 = −µμ𝜔ଶ𝜀𝑨 
Note that in both aforementioned cases, the effects of electrically induced conductive and 
displacement currents were neglected from the equation. For the case in which the analysis of 
these contributions is necessary, one can use the Poisson’s   equation   of   the   electric   scalar  
potential equation to account for those contributions: 
 ∇ଶ𝜑 =
𝜌
𝜀(𝜔)
 2.79 
In this equation the quoted permittivity is the effective complex permittivity that includes 
contributions from the unbound charges. As a result one can calculate the effects of the scalar 
potential from here instead of solving the full wave MVP equation. Hence depending on the 
type of materials in the system and the frequency of interest, the right assumptions and the 
right approaches should be adopted.  
Similar precautions should also be adopted when dealing with FE computational packages. 
Some packages are designed for low frequency applications, e.g. ANSOFT Maxwell 3D, and 
the others are devised for high frequency analysis, e.g. COMSOL Multiphysics. Thus the 
right package should be selected prior to any simulations. The other difficulty may be on the 
accuracy of the result; this can be addressed by the use of ever-finer mesh. However this 
requires more computational power and a longer time for simulation. The real power of FE is 
however is in its ability to model complex structures and complex shapes. This leads to the 
full exploration of the design space and hence more parameters can be looked at and further 
fine-tuning can be achieved. This is one of the advantages of the FE approach to an analytical 
one as calculating the behaviour of EM fields in the boundary between complex surfaces 
analytically can be a challenging task. The other advantage of FE packages is their ability to 
provide an environment in which design, analysis and optimisation can be done without 
producing a prototype. This can lead to a shorter design cycle and hence a lower cost. This, 
along with the ability to allow for computer visualisation of the problem space allows for an 
enormous amount of physical insight into the problem.   
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Given the analysis on values provided in Table 2-5, full wave MVP equation must be solved 
for solutions of hydrochloric acid. Finding the solutions to the full wave MVP equation is 
time consuming and complex. In complex structures the process of defining boundary 
conditions could be a difficult task, which can in turn complicate the solution flow process. 
Given the advantages of FE packages in terms of being able to deal with complex geometries 
and providing greater insight over the system as a whole, the latter will be used in further 
theoretical analysis of this work. The chosen software for this purpose is Ansoft HFSS for 
which the license is provided by ETH Zurich in Switzerland. For the rest of this research we 
shall only use data obtained in HFSS and will only refer to the MVP equation for explaining 
the physics behind the results obtained and their theoretical significance.   
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Chapter 3 
3 Primary Investigation 
In this chapter we shall look at the primary prototypes of an electrically resonating structure 
and their experimental data. The primary structures were tested with electrolyte solutions and 
their high frequency electrical properties were monitored. The aim of the initial work was to 
obtain a better understanding of the sensing system and obtain further confirmation on the 
suitability of the sensor for the research target. At first a background to the project and its 
inception shall be provided. This will be followed by a discussion on the two primary 
prototypes that were fabricated in order to test the initial hypothesis, and obtain greater 
insight into the system. Further discussion on the suitability of the structures for the purpose 
of monitoring electrolyte solutions will also be provided.  
 
3.1 Initial Stage 
As discussed in the first chapter, monitoring electrical properties of electrolyte solutions can 
yield important information regarding the species present in the sample and types of reactions 
taking place inside the sample. Several methods of monitoring electrolyte solutions were 
discussed in Chapter–I. A type of sensor with deep integration with the CMOS fabrication 
process was ISFETs. Their advantageous and disadvantageous were discussed in Chapter–I. 
Among the disadvantageous were drift and variations in the threshold voltage of ISFETs 
fabricated on different chips. This difference could be as large as ±25 V between ISFETs on 
different chips. In order to address this issue various fabrication processes offered by 
different foundries were investigated to find the most suitable process. In due course power 
CMOS chips by the Austria Microsystems (AMS) foundry were also looked upon. It was 
found that in this particular process, the CMOS chip undergoes an extra polyimide-packaging 
step. This layer needs to be removed in order for the ISFETs to function. However the 
removal of this layer could damage the silicon nitride layers beneath it, so the outcome may 
be an uneven surface. The uneven surface could pose problems to the deposition of other 
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materials like platinum for the reference electrode. The removal process also adds an extra 
post-processing step, which increases the fabrication cost of the sensor. Figure 3-1 shows the 
cross section of a 35 μm 50 V AMS chip in which the top layer grey area represents the 
polyimide layer. It can be seen that this process offers four metal layers with the top metal 
layer being the thickest. The top metal layer is covered by silicon nitride followed by 
polyimide.  
 
Polyimide is an insulating material with good resistance to chemical attacks which makes this 
fabrication technology unsuitable for ISFET design [159]. However given the built in 
insulating layer into the technology and the thick top metal layer, it was readily observed that 
an electrically resonating sensor could be realised by placing an inductor beneath the 
polyimide layer. This places the coil in the immediate vicinity of the sample that can be 
easily placed on the polyimide layer. The thicker top metal layer provides smaller resistance 
to the flow of current and hence reducing the risk of the coil heating up the sample. Hence the 
use of inductors for monitoring and analysis of electrolyte solutions was further investigated.  
 
Figure 3-1: showing the structural layout of a high voltage 35μm AMS process showing various metal layers 
along with section of an NMOS transistor. FOX stands for the field oxide. 
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3.2 Primary Prototype 
The sensitivity of inductors to changes in the electrical properties of liquid samples was 
investigated to ensure adequate sensitivity. The first structure to be tested was a helicoid. The 
helicoid inductors have already been used in monitoring liquid samples, e.g. liquid flow (refer 
to Chapter–I). One of the advantages of a helicoid is its ability to store the magnetic field in 
its interior space and hence its high sensitivity to changes in the conductivity of a sample 
placed inside it. A helicoid inductor can be fabricated using MEMs processes. However for 
this particular test, a helicoid was constructed by wrapping a silicone covered single core 
tinned copper wire around a small cylinder, i.e. a pen. The diameter of the conductive 
element is 0.6 mm and the diameter of the wire is 1 mm. The created helicoid has a diameter 
of 6 mm with 20 turns and a length of 10 cm. An image of a similar device is shown in Figure 
3-2.  
 
If n the number of turns, r the radius of the helicoid, and l the length of the helicoid, we can 
use the Wheeler formula to calculate the inductance, L in μH, of the created coil [162]. 
𝐿 =
𝜇଴𝑛ଶ𝜋𝑟ଶ
𝑙 + 0.9𝑟
 
This leads to an inductance of 138.4 nH for this coil. The helicoid inductor is then placed 
inside a container, which will be filled with a solution of deionised water. The inductor will 
not be fully immersed in the solution. 0.5 ml of 1 M HCl were then added to the solution. It 
was assumed that the height of the sample remains unchanged. An AGILENT PNA network 
analyser was used to monitor the S–parameters of the inductor coil. The measurement was 
performed in the range of 10 MHz to 1 GHz and the test was done at room temperature. A 
conceptual sketch of this test is shown in Figure 3-3. The experimental data for this test are 
shown in Figure 3-4. The red trace represents the S11 response of the coil immersed in 
deionised water. The data point m1 at a frequency of 688.6 MHz is chosen as an indicator for 
monitoring the shift in frequency of the coil. Upon the addition of hydrochloric acid, there is 
a shift to lower frequencies at this point, which implies a greater transfer of energy at lower 
 
Figure 3-2: showing an image of a helicoid inductor made by wrapping a single core plastic coated wire around a 
cylindrical object 
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frequencies compared with the case of deionised water. This is the result of a shift in the 
complex permittivity of the electrolyte solution to higher values. As a result the stored energy 
in the form of electric field in the system increases. This leads to a shift of the coil’s  
resonance frequency to lower values, which in turn reduces the frequency at point m1. The 
theory behind the electrolyte permittivity is discussed in Chapter-I. Experimental data on the 
complex permittivity of HCl is also provided in Chapter-V. The data point m2 is found to be 
at a frequency of 661.8 MHz. This is a frequency shift of 26.8 MHz, which is equivalent to 
3.89% shift from the nominal frequency.  
The 3.89% shift can be measured by any suitable network analyser and also by circuits made 
using conventional CMOS process. However the helicoid cannot be realised using 
conventional CMOS processes due to its non–planar  structure.  It  requires  the  use  of  MEMs’  
based fabrication technologies, which can add to the fabrication cost. The other shortcoming 
is the creation of a microfluidic channel inside the helicoid, as the coil needs to be insulated 
from the sample.  Although the electrical properties of the helicoid are well known and have 
been used extensively in the industry for the liquid flow measurement, the helicoid is not the 
most suitable structure for our purposes. Hence the use of planar inductors, which are CMOS 
and microfluid friendly, was then investigated.  
 
 
 
Figure 3-3: showing the conceptual sketch of a partially immersed inductor coil and its connection to a PNA 
network analyser 
 
Figure 3-4: showing the variations in the S11 of a helicoid immersed in a solution as the value of the pH is 
changed. Red trace (m1) depicts the behaviour of the coil with deionised water and blue trace (m2) with HCl 
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3.3 Equivalent Circuit Model 
The data analysis on the inductors can be done using the S–parameters. However given that 
these parameters are the ratios of incident and reflected powers, they do not correspond to 
physical quantities readily. In order to achieve this, equivalent circuit models of inductors are 
developed. Data obtained from S–parameter measurements are converted into admittance (Y) 
parameters, the conversion process is explained in [160]. The admittance data can then be 
fitted into an inductor model to undertake parameters extraction. The most basic inductor 
model that takes into account capacitive losses into the substrate is the 1-π model, as shown 
in Figure 3-5.  
 
In here the inductor is modelled by Yb, as an inductor in series with a resistance and a 
parasitic capacitance in parallel with the coil. The ohmic and capacitive losses to the substrate 
at each port are represented by Ya and Yc. In a symmetric system the values for Ya and Yc are 
equal. The admittance blocks, Ya,c can be calculated in terms of Y–parameters. Figure 3-6 
shows   equivalent   admittance   blocks   of   the   π–model with applied voltages and currents at 
each port. Invoking  Kirchhoff’s  current  law  (KCL)  at  both  the  input  and  output  respectively,  
we obtain: 
𝑖ଵ − 𝑣ଵ𝑦௔ − (𝑣ଵ − 𝑣ଶ)𝑦௕ = 0 
𝑖ଶ − 𝑣ଶ𝑦௖ − (𝑣ଶ − 𝑣ଵ)𝑦௕ = 0 
Rearranging these equations will yield 
𝑖ଵ = (𝑦ଵ + 𝑦௕)𝑣ଵ − 𝑣ଶ𝑦௕ 
𝑖ଶ = (𝑦௖ + 𝑦௕)𝑣ଶ − 𝑣ଵ𝑦௕ 
 
Figure 3-5: showing the equivalent 1–π model of an inductor with parasitic losses to the substrate, at each port, 
represented by admittance parameters to the ground 
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Assuming a reciprocal and symmetric system, the admittance values for blocks a, b and c are 
derived to be: 
𝑦௔ = 𝑌ଵଵ + 𝑌ଵଶ = 𝑌ଵଵ + 𝑌ଶଵ 
𝑦௕ = −𝑦ଵଶ = −𝑦ଶଵ 
𝑦௖ = 𝑌ଶଶ + 𝑌ଵଶ = 𝑌ଶଶ + 𝑌ଶଵ 
Further information on the equivalent π–model of an inductor can be found in [160-162]. 
Hence the Y–parameter matrix of this system can be written as:  
𝑌 = ቂ
𝑦௔ + 𝑦௕ −𝑦௕
−𝑦௕ 𝑦௖ + 𝑦௕
ቃ 
 
The inductance and the resistance in block b can now be found from measurement data using 
the following formulas: 
𝑅 = 𝑟𝑒 ൬−
1
𝑌ଵଶ
൰ 
𝐿 =
𝑖𝑚 ቀ− 1𝑌ଵଶ
ቁ
2𝜋𝑓
 
The analysis of data obtained by inductors will be based on the π–model in which the 
inductance and resistance are calculated from the –Y12 parameters. The self-resonance of the 
inductor will be monitored and its variations with respect to the liquid sample shall be 
discussed. This approach is only valid for frequencies of up to the first resonance point of the 
inductor coil. Beyond this point, the resistance shall drop and reach negative values. At this 
point the π–model is no longer valid. This is due to the fact that the resistance used in this 
model is a real component and hence not valid for negative values. We have however shown 
the values of the resistance and inductance for all frequencies in certain graphs to provide a 
more detailed picture.  
 
Figure 3-6: showing the equivalent π-model of an inductor in a 2-port set up 
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3.4 Secondary Prototype 
Planar inductors can be realised easily in a conventional CMOS process or on any suitable 
substrate. Hence a planar coil was fabricated on a FR4 substrate given its availability and low 
cost for rapid prototyping.   The   inductor   coils   were   designed   in   AGILENT   Technology’s  
Advanced Design Technology (ADS) software package. The width of the tracks was set to 
𝑤 = 1.5𝑚𝑚 and the spacing between the tracks was set to be 𝑠 = 2𝑚𝑚. The dimension of 
the substrate was chosen to be 3𝑐𝑚 × 4𝑐𝑚 to provide easy handling of the sample and ease 
of packaging. Figure 3-7 shows the conceptual design and the size of contacts to the inductor. 
The DC inductance of this design can also be estimated using the equation mentioned in 
[162]. In here, c1-c4 are shape specific coefficients (such as hexagon), and ρ is the fill factor 
defined by the ratio of inner and outer diameters of the inductor. This formula is used for 
symmetric shapes, however, it is mentioned here for discussion purposes. For non-regular 
shapes Grover method can be used [162]. 
𝐿 =
𝜇𝑛ଶ𝑑௔௩௚𝑐ଵ
2
൤𝑙𝑛 ൬
𝑐ଶ
𝜌
൰ + 𝑐ଷ𝜌 + 𝑐ସ𝜌ଶ൨ 
𝜌 =
𝑑௢௨௧ − 𝑑௜௡
𝑑௢௨௧ + 𝑑௜௡
 
These formulas yield DC values of inductance. The network analysers used in this research 
can only measure S-parameters down to a frequency of 9 kHz. As a result no direct 
comparison can be made between our experimental data and analytical formula. The nature of 
the sensing mechanism, the self-resonance of the coils, also means that the sensor shall 
operate at frequencies much higher than the ones that the analytical formula is used for. 
Hence, we only measured the inductance of this prototype using a Fluke RLC measurement 
instrument at a frequency of 1 kHz. This measurement provided an inductance value of 
1.5 μH. From our experimental data, we have got an inductance of 4.2 μH at a frequency of 
9 kHz. 
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The contacts to the inductor were made at the back of the FR4 substrate. Two holes were 
made at each end of the coil and a piece of metal, obtained from a multi–threaded wire, was 
then inserted into the holes. The ends of the wires were soldered at the top and bottom of the 
substrate to make contact between the copper tracks and the coil. The soldering was done by 
hand due to the lack of access to through–hole copper plating. As a result copper spheres 
were formed at the point of soldering. Figure 3-8 shows the image of a soldered inductor and 
the position and shape of the copper spheres. These spheres pose a difficulty at the packaging 
stage. Hence, multiple prototypes were made and soldered and samples with the smallest 
soldering footprint were selected for packaging. 
 
 
Figure 3-7: showing the sketch of the fabricated prototype and dimensions of the copper contacts 
 
 
Figure 3-8: showing the fabricated inductor and the solder spheres created at each end of the coil 
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The fabricated coils were then hand sprayed by a thin layer of acrylic from a distance of 
approximately 10 cm. Given the presence of copper spheres at the soldering point, several 
attempts were made in order to find the sufficient time required to spray the device and cover 
all contacts with acrylic so no area of the sensor is exposed to the solution placed on the top 
of the inductor. To test for the exposure, an ohmmeter was used to measure the resistance 
between the insulated top layer copper and the copper tracks at the back of the inductor. In 
this case a low resistance implied an exposed area and hence a failed packaging. The bottom 
copper tracks were then soldered to gold plated SMA contacts. The SMA contacts were 
certified to operate up to 3 GHz. The measurements were performed in the range of 9 kHz to 
6 GHz in steps of 30 MHz for testing purposes and are shown here in full for demonstration 
purposes only. The analysis will look into data points of up to 1 GHz only. 
To contain the liquid sample placed on the device, a reservoir was created on the top of the 
inductor coil using insulating epoxy glue. This was made by hand and a depiction of it can be 
seen in Figure 3-9. As a result the height of the reservoir was short and its width was large. 
As a result a large outer area of the inductor was covered by the epoxy. However given that 
most this was a qualitative test to check for the feasibility of these devices as sensors, this 
shortcoming in the design was dismissed.  
The experiments were performed by placing 24 ml of 1 M hydrochloric acid inside the 
reservoir shown in Figure 3-9 and titration with a solution of sodium hydroxide. Given that 
the aim of this test was to obtain proof of concept for the planar inductor no further 
characterisation of the liquid solutions were performed.  
 
 
Figure 3-9: showing the packaged inductor with SMA contacts at each end 
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Figure 3-10 shows the plot of the variations in the resistance of the coil in the full frequency 
sweep. The data beyond the 608 MHz are not valid based on the π-model as the resistance 
reaches negative values. Hence, all data beyond R<0 circle highlighted in the above figure, 
are not valid and not of interest. The dotted line represents the resistance of the packaged 
inductor when dry. It can be seen that the presence of liquid in the vicinity of the inductor 
reduces the maximum resistance from 3000 Ω to 600 Ω.  
Variations in the maximum value of the resistance in the range of 30 MHz to 1 GHz were 
monitored. The inductor could be considered as a coil in parallel with its parasitic 
capacitance. As a result the resonance for this LC system (self-resonance) occurs at a point of 
maximum resistance [139]. Figure 3-11 shows the behaviour of the resistance of the coil as 
HCl is being titrated with NaOH. Using the resistance of the coil in the presence of HCl as 
the reference, the maximum resistance values for the titrations were calculated and then 
subtracted from the reference resistance. The following equation was used for this analysis. 
∆𝑅 = 𝑅ு஼௟ − 𝑅ே௔ைு 
This titration leads to the formation of NaCl in the solution and the neutralisation of the H3O+ 
cations. As the limiting molar conductivity of Na+ is much smaller than the ones of H+, refer 
to Table 1-1, the titration will lead to a reduction in the value of conductivity. In [163] it is 
shown that this titration leads to a near linear decreasing conductivity function. The 
calculation of the conductivity of titration reactions is beyond the scope of this thesis. For 
 
Figure 3-10: showing the plots of resistance against frequency for the case of dry and wet inductor in the full 
frequency span 
 
 96 
more information on conductivity calculations for titration reactions refer to [17], [156], and 
[164]. 
 
 
Figure 3-12 shows a plot of the differential resistances against the volume of the added 
NaOH to the HCl reference solution. The black line is the line of best fit for the measurement 
data points. A total change of 44 Ω can be observed. The resistance value of zero represents 
 
Figure 3-11: showing the variations in the resistance of the coil as NaOH is titrated with HCl 
 
 
Figure 3-12: showing experimental data for the variations in the resistance of the coil with respect to the 
reference resistance of HCl. The black line is the linear line of best fit 
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the resistance with only the reference solution being present. The resistance values were 
found to peak at a frequency of 660 MHz. This is the resonance frequency of the inductor. 
The increase in the ΔR values corresponds to a reduction in the resistance of the coil. This 
could be attributed to a decrease in the conductivity of the sample with respect to the 
conductivity of the HCl solution. It can be seen that the resistance varies nonlinearly for small 
volumetric titrations. However if the volumetric titration steps are increased a qualitative 
sensor can easily be realised. A variation of 44 Ω  can  also  be  measured  using  conventional  
CMOS circuitry or discrete operational amplifiers.  
Figure 3-13 shows the variations in the inductance of the device under dry and wet conditions 
as HCl is titrated with NaOH. In this case, the resonance takes place at the point in which the 
inductance has a value of zero. We can perform the analysis based on two different 
approaches. The first approach looks at the shift in the self-resonance frequency. In this case 
the inductor can be placed in an oscillatory circuit like an Schmitt trigger and changes in the 
oscillation frequency are then monitored. The second approach involves monitoring the value 
of the inductor at a fixed frequency. Note that the data beyond the first resonant point are not 
valid. This is due to the failure of the π–model as the resistance reaches negative values in the 
immediate aftermath of self–resonance. 
 
 
Figure 3-13: showing the inductance of the coil for the cases of dry and wet inductors in the full frequency span 
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Using the parameters of the inductor in the presence of HCl as the reference, we can calculate 
the changes in the resonance frequency by using the following formula: 
∆𝑓 = 𝑓ு஼௟ − 𝑓ே௔ைு 
The resonance of the system was found to be 678.6 MHz for the case of the HCl. The 
discrepancy with regards to the maximum value of the resistance can be explained by noting 
that the measurements were performed in 30 MHz steps. Hence for the frequencies of interest 
we have the following measurement steps. 
[… 630  𝑀𝐻𝑧 660  𝑀𝐻𝑧 690  𝑀𝐻𝑧 …] 
Given that there are no data points in the interval of 660 MHz to 690 MHz, interpolated data 
in MATLAB software are used in order to calculate the point at which inductance reaches a 
value of zero, L=0. Figure 3-14 shows the variations in the resonance frequency of the device 
against the added volume of NaOH to HCl solution. A quadratic line of best fit is obtained 
using MATLAB and is shown in black.  
 
It can be deduced that the decrease in the value is attributed to an increase in either the 
inductance or parasitic capacitance (or both) of the device. This is due to changes in the 
physical properties of the material in the vicinity of the sensor. A reduction in the resistance 
of the solution could reduce the amount of eddy currents flowing in the sample under test. 
Hence leading to an increased value of the inductance. It could also be argued that an 
increase in the permittivity of the sample can increase the parasitic capacitance of the 
inductor and hence help lower the resonant frequency. However as at this stage, the analysis 
was only performed for qualitative proof of principle for the planar inductor, so no further 
 
Figure 3-14: showing the variations in the self–resonance frequency of the device with respect to the reference 
HCl solution. A quadratic fitting function is used to depict the behaviour of the data points.  
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theoretical data analysis or measurements on the exact electrical properties of the HCl and 
NaOH samples were undertaken. 
The analysis was also performed at the fixed frequency of 400 MHz. Figure 3-15 shows the 
variations in the inductance of the system as the volume of the NaOH is increased from zero 
to 1.8 ml in the reservoir. As the amount of the NaOH increases, the magnitude of the 
inductance decreases. A linear line of best fit is provided for this set of data. Similar analysis 
can be done for a frequency of 500 MHz as shown in Figure 3-16. The data presented in these 
two figures shows that by using the current sensor design at a fixed frequency, a qualitative 
sensor can be realised. 
 
 
 
Figure 3-15: showing the changes in the inductance of the system at fixed frequency of 400 MHz as NaOH is 
added to the HCl solution. The line of best fit is shown in black 
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3.5 Discussion 
A discrete planar inductor with resonance frequency of 660 MHz was designed and tested. In 
this test hydrochloric acid was titrated with sodium hydroxide and changes in the resistance 
and inductance of the system were monitored. It was seen that a reduction of 44 Ω in the 
nominal resistance of the coil can be observed, for this titration. This change is detectable 
using conventional CMOS based or discrete impedance monitoring circuitries. The resonance 
frequency of the device was also monitored. It was seen that a shift of approximately 
2.5 MHz occurs as the titration takes place. However this variation is non–linear. As a result 
the inductor can be safely used as a qualitative sensor but care must be taken if quantitative 
data is to be extracted. The quantitative data extraction can only be achieved in the full range 
of operation if prior knowledge with regards to the sample under test is already available. 
Data analysis can also be done for a fixed frequency as the inductance of the device is 
monitored. Data for two frequencies of 400 MHz and 500 MHz were provided and compared. 
It was seen that in both cases of a linear response was observed in the titration  
The parameter extraction process is an essential part of inductor design. Obtaining more 
accurate values for various parasitic parameters allows for further fine-tuning of the circuits 
that interface with the inductor, hence, various equivalent models for the inductors to account 
for different loss mechanisms have been developed. This procedure is not applicable to the 
application in which our designed inductors will be employed for. In the case of planar 
inductors, a liquid is placed immediately on top of an inductor coil. As a result this liquid 
 
Figure 3-16: showing the variations in the inductance at the fixed frequency of 500 MHz. The line of best fit 
is shown in black 
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layer can be treated as another substrate with variable electrical properties. So any parameter 
extraction process will only be valid for a given state of the liquid sample. More detailed 
equivalent circuit models of an inductor, e.g. 2–π model, can be used to obtain a complete 
picture of various parameters affecting the inductor. However, this has to be done for every 
state of a liquid under test. This can be a limiting factor for data analysis as prior knowledge 
of what is to be tested is required. Detailed parameter extraction could be done for a specific 
application with known variables and known variations. This can lead to the design of more 
sensitive sensing systems  The resistance calculated using the π–model is a real physical quantity. However as the 
frequency is increased beyond the first resonant point of the device, its value drops until it 
reaches a negative value [164-166]. As a result the π model is further expanded to address 
this issue. Hence a 2π–model is developed and the Y–parameter data are fitted with it. In this 
case the resistance in series with the coil is no longer a real physical resistance but a 
mathematical convenient. Thus it can take a negative value [166]. To void this problem, the 
Y11 and Y22 components can be employed instead, to represent the resistance and inductance 
seen from an outside circuitry at ports one and two. The nominal values of inductance are not 
calculated using this technique, but what is observed from a particular port. Given that no 
detailed data regarding specific loss mechanism in the inductor are required in this technique, 
it will be solution of choice for the rest of this research.  
3.6 Conclusions 
In this chapter we looked at the feasibility of helicoid inductors and planar inductors for 
monitoring the electrical properties of electrolyte solutions. As part of this research I 
designed and fabricated helicoid and planar inductors and  investigated their sensitivity to 
electrolyte solutions. Although a helicoid structure could offer superior sensitivity to 
variations in the conductivity of a sample placed inside it, it is unsuitable for our purpose. A 
helicoid is microfluidic unfriendly due to its non–planar structure. In a discrete 
implementation of the helicoid the size of the overall system can also be large which 
increases the sample consumption for testing purposes. Although small discrete helicoids 
could be purchased, however they have an extra cost, which makes them unsuitable for 
disposable systems. In the case of integrated and miniaturised system, MEMs friendly 
fabrication technologies should be adopted that could have an added cost too. Planar 
inductors are, however, microfluidic friendly so such channels can be easily placed above 
them at a very low cost. They can also be fabricated on a variety of substrates in different size 
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and electrical configurations. Hence they provide a roadmap for further device design, 
fabrication and CMOS integration if necessary. Hence helicoids were disregarded and the 
direction of research was focused on planar inductors. 
The suitability of inductor equivalent models based on Y–parameters was also looked upon. 
It   was   shown   that   using   the   π–model and admittance parameters we can find the nominal 
values of inductance, resistance and parasitic capacitance of an inductor coil. However to 
obtain  more  accurate  results,  more  detailed  models  (e.g.  2π–model) should be employed. This 
process strips resistance values from their real physical meaning and converts them into a 
mathematical convenience. To avoid this, inductors were treated a 2–port device along with 
Y11 and Y22 being representative of resistance and inductance seen at ports-1,2 by an external 
circuitry. This allows us to treat the sensing device as a black box with no requirement on 
finding exact loss mechanisms. This approach is employed for data analysis in the rest of this 
research.  
These initial primary tests and data analysis showed that planar inductors could be used in the 
monitoring of electrolyte solutions. Planar inductors, due to their geometry, are microfluidic 
friendly. This allows for easier packaging of the inductors and placement of liquid samples 
over the sensing coils. Further packaging and implementation of the inductors for monitoring 
the electrical properties of electrolyte solutions will be provided in the next chapter. 
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Chapter 4 
4 Sensor Design & Prototyping 
This chapter sets out to investigate the use of planar inductors in the detection of a change in 
the electrical properties of electrolyte solutions. Newly designed inductors were fabricated on 
FR4 substrates and packaged with polydimethylsiloxane (PDMS). These inductors were then 
used to test for variations in the electrical properties of a buffer solution, sodium dihydrogen 
phosphate, as it is titrated with hydrochloric acid (HCl) and sodium chloride (NaCl) [167]. 
This buffer was chosen because it is commonly used in DNA amplification and DNA 
hybridization processes. Finite element modelling of these structures will also be looked at, in 
order to obtain a better understanding of the system under test. Using the FE 3D model, the 
inductors will then be simulated and experimentally tested in a transformer set up to find out 
the effect of the sample on the mutual coupling of the system [168, 169]. 
First, we will focus on the design process and the fabrication of the inductor. This will be 
followed by a discussion of the packaging steps and the measurement apparatus. Advantages 
and disadvantages of different packaging materials will be discussed. Next, an in depth 
analysis of the experimental data will be provided. Two methods used in the analysis of 
experimental data are discussed. The first method of analysis looks at the variations in the 
inductance of the sensor at a fixed frequency whilst the titration takes place. The second 
method of analysis is based on the variations in the self-resonance frequency of the inductor 
sensors. This analysis will be followed by finite element simulation of the sensing structure. 
This modelling process will be used to obtain greater insight into the designed system and 
investigating the deployment of the sensors into a transformer setup. Discussion of the 
acquired experimental data and the insights gained from simulations of the sensing devices is 
provided. This discussion will be followed by concluding remarks on this aspect of the 
research and its potential applications. 
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4.1 Primary Sensors 
4.1.1 Inductor Design 
The inductors were designed using Agilent Advanced Design System (ADS) software. The 
planar inductors were fabricated on 1.6 mm FR4 sheets with 0.035 mm thick copper tracks. 
Each inductor had 7 turns and an inner diameter of 4.3 mm. The width of the tracks and the 
spacing between them was set to 0.5 mm. The inductors were placed on a 33x38 mm printed 
circuit board (PCB). These dimensions were chosen so that the design criteria were within the 
operating tolerance of the drilling machine, while also ensuring that good inductor 
performance was achieved. The milling machine was only capable of moving in x or y 
directions at the time of fabricating these inductors. Therefore, only 90 degrees angles could 
be realised for the turns on the path of the track. The milling machine was used to remove the 
copper from the top layer, excluding the inductor tracks. 
 
This process resulted in inductor tracks with a height of 0.1 mm. SMA contacts, with an 
impedance of 50 Ω  and  operating  range  of  0-3 GHz, were used to connect the measurement 
equipment to the inductors. The distance between the SMA contacts was 18.6 mm. Figure 4-1 
shows a diagram of the layout of this structure along with the dimensions of the inner turns. 
 
Figure 4-1: showing the layout and dimensions of the inductor sensor made on FR4 substrate. Thickness, width 
and spacing between the tracks are shows as h,s and w respectively. 
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The inductors were then packaged with Sylgard 184 PDMS. This material has a volume 
resistivity of 2.9 × 10ଵଶ  Ω𝑚 equivalent to a conductivity of 3.45 × 10ିଵଷ Ω-1 m-1. It has a 
dielectric constant of 2.68 and a loss tangent of 0.00133 at a frequency of 100 kHz. PDMS 
was  spin  coated  on  the  inductor  with  a  thickness  of  200  μm.  The  coated  inductor  was  cured  
for 2 hours at 90°C in an oven. Rectangular walls were then carved out of the already cured 
PDMS and were attached to the inductor surface using Araldite insulating epoxy in order to 
create a sample container for liquids. The liquid sample under test was poured into this 
container, which was placed immediately above the inductor being measured. PDMS is 
susceptible to solutions with a low pH value, e.g. HCl, as these solutions etch away the 
PDMS. In taking our measurements, care was taken not to expose the sample to low pH 
values for more than two minutes. The S-parameters of the inductors were also measured 
before and after the measurements under dry conditions, i.e. when no sample was present on 
the inductor. No difference was seen between the inductance values of the sensor in the 
relevant frequency range of the measurements. Figure 4-2, shows an image of a packaged 
inductor.  
 
To connect the inductor tracks with the tracks on the bottom layer, a drill hole was made at 
each end of the inductor track. A wire was then placed inside these drill holes and soldered at 
each end of the PCB. This produced an uneven area, which could not be covered by the 
PDMS and remained exposed to the environment. The outer drill hole was covered by epoxy 
 
Figure 4-2: showing the contour lines of the reservoir above the inductor. The dashed triangle shows the advance 
of epoxy into the reservoir hence affecting the volume of the reservoir  
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glue in the packaging process when the reservoir walls were placed on the PCB. The inner 
drill hole was thus covered by a droplet of epoxy glue to ensure its insulation from the 
material inside the reservoir. In the process of applying epoxy to the walls, an area inside the 
reservoir was also covered by the epoxy. This reduced the maximum volume of the liquid 
that could be placed inside the reservoir. This also prevented the liquid sample from reaching 
the corners of the inductor where the magnetic field has a larger value. The droplet of epoxy 
is assumed to be semi-spherical with a radius of 2mm leading to a volume of 16.75 mm3. We 
can approximate the space taken inside the reservoir to be 2 mm and 3 mm from the 
dimensions of the inductor. Taking these into account along with a 3 mm height of the 
reservoir, there is 353 mm3 of epoxy inside the reservoir. This corresponds to a reservoir 
capable of holding approximately 800 mm3 of liquid. These conditions are depicted and 
highlighted by a dashed triangle in Figure 4-2. 
4.1.2 Measurements 
The measurements were performed at room temperature. An Agilent Microwave PNA 
Network Analyser was used to connect to the terminals of the inductor and to perform 2-port 
S-parameter measurements. For more information on S-parameters, different ways of 
performing an S-parameter measurement and their accuracy, refer to [160, 162, 170]. 
S-parameter data were then imported into ADS software and converted into Y-parameters 
using the formulation in [160]. This is due to the fact that data obtained using Y-parameters 
refer to more meaningful physical quantities and are, therefor, easier to interpret. The 
inductance, as seen at port-1, is found by dividing the inverse of the imaginary part of Y11 by 
the angular frequency. The conductance of the coil was also found by looking at the real part 
of Y11. At the point of self-resonance, the inductor is modelled as a coil in parallel with a 
capacitor (seen Chapter-II).  Hence,   the  inductor’s  conductance  reaches  a  minimum  value  at  
this point. This is equivalent to the resistance of the device reaching a maximum value. As a 
result, for better depiction of the properties of the device, we shall look at the real part of ଵ
௒భభ
, 
measured in Ohms. Figure 4-3 shows the plot of inductance against frequency under dry 
conditions. It can be seen that the inductor has multiple resonance points. The largest value of 
inductance near the first resonance point is 100 times larger than the maximum value near the 
second resonance point. For this reason, other resonance points are magnified in Figure 4-3 
for clarity. Figure 4-4 shows the variations in the input resistance of the same device. It can 
be seen that the resistance of the device reaches maximum values at the points of 
self-resonance. The maximum value of resistance was 25.08 kΩ at the first self-resonance 
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point, and 1.75 kΩ at the second self-resonance point. The first (three) self-resonance points 
were found to be at frequencies of 94 MHz, 319 MHz, and 550.8 MHz. The other 
self-resonance points are not considered in this analysis. For characterisation purposes we 
shall consider the effects of an electrolyte on the first and second self-resonance frequencies, 
f1 and f2.  
 
 
 
 
Figure 4-3: showing the plot of the inductance against frequency with multiple resonance points of the inductor 
having been magnified for lucidity 
 
 
Figure 4-4: showing the plot for real(1/Y11) of the inductor under dry conditions 
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To investigate the properties of the sensor in the presence of an electrolyte solution, the 
sensor was tested with 600  μL  of  200  mM sodium dihydrogen phosphate (NaH2PO4). This 
buffer was chosen because it is an electrolyte solution commonly used in keeping and 
preserving biological samples such as DNA. Two sets of titrations were performed on the 
sensing structure using this buffer solution, in order to obtain data for the following 
scenarios: 
1. To determine the effect of the concentration of different cations and anions on an 
electrolyte sample of constant pH and varying ionic strength 
2. To characterise the effect of the variations in pH of the electrolyte, where the ionic 
strength of the electrolyte sample remains unchanged 
The buffer was titrated  with  1  to  190  μL  of  1M  NaCl to obtain data on case-1. The second 
titration of the buffer was with HCl under similar conditions to obtain data for case-2. The pH 
of the solutions was measured experimentally using a pH meter. This measurement was 
performed to investigate the resistance of the buffer to variations in the pH as it was titrated 
with HCl and NaCl. HCl can damage PDMS and as a result care was taken when performing 
the HCl titration. The HCl was not allowed inside the reservoir for more than 30 seconds in 
each part of the test. The S-parameters were also measured before and after each HCl 
experiments to ensure that the properties of the sensor are unchanged. No variations in the S-
parameters of the sensing device were observed implying that the PDMS layer is kept intact. 
4.1.3 Experimental Data 
Figure 4-5, shows the variations in the pH of the buffer solution for up to 142.5 μL of added 
NaCl to 600 μL of the buffer solution. It can be seen that the value of the pH decreased from 
4.44 to 4.25. This is a reduction of 0.19 in the pH of the solution. It can also be seen that the 
initial five data points fluctuate within a pH range of 4.4 to 4.45. This corresponds to an 
added NaCl volume of 15 μL to the buffer solution equivalent to a NaCl concentration of 
24.4 mM. Attention will be paid to these titration points in the analysis of experimental data 
for the NaCl experiment. Figure 4-6, shows the variations in the pH of the buffer solution for 
up to 190 μL  of  added  HCl  to  600 μL  of  buffer  solution.  It  can  be  seen  that  the  pH  decreased  
from 4.13 to 1.18. This is a pH drop of 2.95. The steepest drop in the pH is seen for the 
region of up to 20 μL   of   added   HCl.   The   experimental   data   is   based on monitoring the 
variations in the first and second self-resonance points of the inductor as liquid solutions are 
placed in the reservoir. Note that f1 occurs at 76.02 MHz and f2 occurs at 348.1 MHz when 
600 μL  of  buffer  solution  is  used.  This  is  a  reduction of 17.98 MHz for the f1 of the inductor. 
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Conversely, f2 is increased by 29.9 MHz. This resonance frequency is then reduced as the 
titration continues and more HCl or NaCl is added to the buffer solution. 
 
 
The first set of tests was performed with the buffer solution, NaH2PO4, as the only sample 
under test, while the volume of the test sample was varied between 600-790  μL.  This   test  
aimed   at   finding   the   sensor’s   volumetric   sample   dependence   in   the   presence   of   the   buffer  
only. Figure 4-7, shows the deviation of the resonance points as the volume of the buffer 
solution  was   increased.  The  resonance  frequency  point   for  600  μL  was  set   to  be  fi and any 
subsequent resonance frequency for each test was subtracted from this reference point, 
 
Figure 4-5: showing the variations in the pH of the buffer solution as NaCl is incrementally added to the mixture 
 
 
Figure 4-6: showing the variations in the pH of the buffer solution as HCl is incrementally added to the mixture 
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leading to ∆𝑓 = 𝑓 − 𝑓௜.   It   can  be   seen   that   for   a   range  of  600   to  790  μL  of  volume  of   the  
buffer solution, the variation in frequency was 940 kHz for the second resonance point and 
500 kHz for the first resonance point. The first resonance point also demonstrated a saturating 
behaviour as the volume of the solution reached approximately 700 μL.   
 
This test was followed by an investigation into the effect of the HCl titration on the behaviour 
of the sensor. Figure 4-8, shows the variations in the self-resonance frequencies of the 
inductor. The first self-resonance frequency of the inductor was reduced by a value of 
2.228 MHz. To account for the effect of the buffer, we shall compare the experimental data, 
generated at a volume of 680 μL, in Figure 4-7 and Figure 4-8. The addition of 80 μL of HCl 
corresponds to a pH value of 1.85. It can be seen that, at this point, the buffer solution 
reduced the resonance frequency by 400 kHz. However in the case of the mixed solution this 
reduction was in the order of 1.609 MHz. This shows that the results between the two 
titrations can be distinguished and that the buffer was not masking the effect of the added 
HCl. The second self-resonance frequency of the inductor was reduced to lower frequencies 
by a total value of 15.35 MHz. This change is substantially greater than the 940.5 kHz drop 
caused by the addition 190 μL of buffer only. Hence, the buffer does not screen the effect of 
HCl. The sensitivity of the measurements at both first and second self-resonant frequencies is 
 
Figure 4-7: showing the variations in the first and second self-resonance points of the inductor as the volume of 
the buffer solution is increased from 600 μL to 790 μL 
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also calculated and plotted in Figure 4-9. It can be seen that the sensitivity of the device for 
pH values of greater than 2.5 is less than 1%. However, at much lower values of pH the 
sensitivity is increased.In the case of the second self-resonance the sensitivity of the device 
for a pH range of 1.2 to 5 is  approximately 5%. 
The inductance of the system was also measured under fixed frequency conditions. Figure 
4-10, shows the variations in inductance at a frequency of 71 MHz. This frequency is chosen 
because it is near the first self-resonance of the inductor. It can be seen that a decrease in the 
pH value of the solution leads to an decrease in the magnitude of the inductance. This 
increase in inductance is of the order of 736 nH.   
 
 
Figure 4-8: showing the variations in the self-resonance frequencies of the inductor as the pH of the buffer 
solution is modified by the presence of HCl 
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Next, the effect of NaCl titration on the inductor was examined. It can be seen that, as the 
amount of salt increases in the buffer solution, the self-resonance of the system moves to 
lower frequencies. This shift was of the order of 2.326 MHz for F1 and 20.54 MHz for F2. 
These values were larger than the variations shown in Figure 4-7. Note that the variations in 
 
Figure 4-9: showing the sensitivity of the sensor to changes in pH for the 1st and 2nd self-resonance frequencies 
 
 
Figure 4-10: showing the variations in the inductance of the sensor at a fixed frequency of 71 MHz as the pH of 
the solution is affected by the presence of HCl 
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both F1 and F2 became asymptotic as the concentration of NaCl was increased inside the 
sample. Figure 4-12 shows the sensitivity plot for the variations in the concentration of NaCl 
in the sample solution. It can be seen that the sensitivity of the sensor at the first self-resonant 
point reaches a value of 2.5% for a change of 0-0.25 mol L-1 in the concentration of NaCl. In 
the case of the second self-resonant point, the sensitivity reaches a value of 6.5% for the same 
variation in concentration. This implies that the sensor can be used as a good qualitative 
sensor for monitoring substantial variations in the concentration of a solute. 
The variations in the inductance of the system were also measured at a frequency of 71 MHz. 
It can be seen that this process led to an increase of approximately 2.5 μH  in  the  inductance  
of the system. The outcomes observed here, and in Figure 4-10, are consistent with the 
observation of a reduction in the self-resonance of the system. This can be attributed to an 
increase in the value of L, which reduces the resonance frequency. Note that 𝜔 = ଵ
√௅஼
. In 
Figure 4-14 we have plotted the sensitivity of the inductance of the sensor at a fixed 
frequency of 71 MHz to changes in the concentration of NaCl from 0-0.25 mol L-1. It can be 
seen that a sensitivity of 90% for the full range of titration can be achieved. We have also 
looked at the region of titration in which the pH remains constant, as shown in Figure 4-5. 
This is the case for NaCl concentrations of below 24.4 mM. Figure 4-15, shows the variations 
in the self-resonance frequencies of the inductor for this particular range. A reduction of 
1.139 MHz for F1 and 9.108 MHz for F2 can be observed. Thus, the sensor can also be 
considered for the monitoring of the electrical properties of samples under constant pH 
regimes.  
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Figure 4-11: showing the variations in the first and second self-resonance of the inductor as NaCl is added to the 
buffer solution 
 
 
Figure 4-12: showing the sensitivity of the device to various concentrations of NaCl 
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Figure 4-13: showing the variations in the inductance of the sensor at the frequency of 71 MHz as NaCl is added 
to the buffer solution 
 
 
Figure 4-14: showing the percentage sensitivity of the sensor to the variations in the concentration of NaCl at a 
fixed frequency of 71 MHz 
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We have looked at experimental data on the variations in the admittance properties of a 
planar inductor fabricated on a FR4 substrate. The reported results show a variation of 3.06% 
at f1 and 6% for f2 under the constant pH regime (NaCl titration). A variation of 2.86% at f1 
and 4.417% at f2 are reported for the varying pH experiment (HCl titration). These results 
correspond to the full titration range of the experiment. In the case of constant pH for a NaCl 
concentration of less than 24.4 mM, we observed a change of 1.5% for F1 and of 2.62% for 
F2. The frequency of the operation of the sensor, along with the variations in the 
self-resonance frequency points, is within the operational frequency of a conventional CMOS 
process. The values of interest are below 1 GHz, which is within the boundary of 
conventional CMOS. It must be noted that variations in the value of inductance are much 
larger in our device compared with other equivalent sensors, such as [124, 133]. In [124] no 
exact value for the concentration of the NaCl is given, however, they obtain a 14% change in 
inductance for a 6% change in the concentration of NaCl. If we normalise the values of the 
concentration in our experiments, we shall achieve a 90% variation in inductance for a 25% 
change in normalised concentration of the added NaCl. In [133] a much higher frequency of 
30 GHz is used and variations in the range of 52% are achieved. However, the variations 
experienced by our sensor can still be monitored using PLL devices and oscillatory units 
operating at much lower frequencies. The other factor to be taken into account is that the 
main aim of this work is to produce a sensor suitable for qualitative data analysis. Hence, we 
are not looking to obtain precise measurement data for a test sample but, instead, a Boolean 
 
Figure 4-15: showing the variations in F1 and F2 for NaCl concentrations of less than 24.4 mM 
 
 117 
answer as to whether a change has occurred within the sample. Another aspect of central 
interest is the wireless communication capability of the device. Most commonly used sensors 
require a physical medium to transmit data from the transducer to a processing unit. The 
inherent properties of inductive sensors can be used to communicate the data in a wireless 
manner, leading to more versatile sensory platforms. Applications like gastric juice 
monitoring in the oesophagus can benefit from the development of such sensors, as only the 
presence or lack of presence of gastric juice is of interest. The wireless capabilities of this 
sensor are also valuable for the purposes of this application.  
4.2 Simulations 
To obtain further insight into this system, a 3D model of the sensor was created and 
simulated in ANSOFT HFSS Finite element software. The aim of this task was to create a 
theoretical model that can follow and reproduce the behaviour of the sensor. This is 
beneficial as any further optimization of the design or deployment of the sensor can then be 
modelled using a computer. Finite element modelling also provides us with great insights into 
the behaviour and functions of the sensor in different environments. The basic steps for 
performing FE modelling in HFSS were discussed in Chapter-II. Here, both the process of 
creating a 3D model in HFSS, and the environmental setting used for setting up the 
simulation, will be looked into in detail. The steps in applying boundary conditions, such as 
suitable excitations and mesh operations, shall be discussed. The simulation of this model in 
HFSS will then be used to model the inductor with its packaging and to analyse how the 
simulation data compares with experimental measurements.  
4.2.1 3D Model 
The inductor was initially designed in ADS software, discussed in section–I. This structure 
was then exported to a GDS file format and imported into HFSS software. Figure 4-16, 
shows the layout of the sensing system in ADS software. The copper in the top and bottom 
layers along with drilling points can be seen here.  
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Figure 4-17, shows the structure of the 3D model used to represent the sensor in HFSS. In 
this model, a reservoir sample size of 16x17x3 mm was assumed inside a PDMS reservoir of 
the same height and of 24x26 mm width and length respectively. The thickness of the PDMS 
wall used in the construction of the reservoir was assumed to be 4 mm. The thickness of the 
copper was set to be 0.035 mm. As a milling machine was used to remove the excess copper 
on the top layer, the thickness of the PCB with and without the copper tracks was measured 
using a vernier scale. It was found that the thickness of the areas of the PCB, which includes 
the top layer tracks, was 0.1 mm larger than the areas with no top layer of copper present. 
Hence, a 0.065 mm layer of FR4 was assumed to reside beneath the inductor tracks. A 
conceptual sketch of such a system is shown in Figure 4-18.  
Apart from the PDMS material, all other materials were modelled using the built-in material 
libraries of HFSS. For the PDMS, data provided by the manufacturer at the frequency of 
100 kHz was used. The manufacturer provided no data on the frequency response of the 
Sylgard84 for high RF frequencies and, given the nature of the product, it cannot be 
characterised by available dielectric probes. In the course of this work, simulation results, 
which agreed with the experimental data, were obtained. For this reason, no further attempts 
were made to obtain the RF response of the PDMS.   
 
Figure 4-16: showing the layout of the sensing system in ADS software. The yellow area is the bottom layer 
copper and the red is the top layer inductor. 
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The two vias connecting the top and bottom layer tracks were modelled as two cylinders level 
with the height of the substrate. The radius of the drilled hole was set to 0.25 mm, and a 
radius of 0.1 mm was assumed for the copper wire placed inside this cylinder. This 
estimation was to allow for the radius of the thread of metal inserted into the drilled hole, 
along with any solder that may have made its way into the drilled hole during the soldering 
process. Figure 4-19, shows the structure used in the modelling of the via. In order to allow 
for the spillage of the epoxy into the reservoir, the location of the sample and the PDMS 
walls were slightly modified so that the sample was not perfectly on top of the inductor. 
 
Figure 4-17: showing the constructed 3D structure, which was used in FE modelling of the sensing device. A thin 
layer of PDMS, which is shown in the magnified colour coded image, covers the inductor coil.  
 
 
Figure 4-18: showing a 2D layout of the sensing system including the FR4, copper and PDMS used for making the 
reservoir and the surface of the inductor. 
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4.2.2 Simulation Sources & Boundaries 
The 3D model of the simulation was placed inside a cube of air and an HFSS first order 
absorbing boundary condition (ABC or Radiation thereof) was imposed on the faces of this 
simulation space. This boundary condition absorbs normal and near normal incident waves. 
As a result, it should be placed at a distance of at least a quarter of wavelength from the 
structure. In this configuration, any normal or near-normal incident waves on the faces of the 
simulation space are absorbed and, hence, terminated at infinity. For the system of interest at 
a frequency of 90 MHz, the wavelength is 3.331 m, so the quarter value is 832.8 mm. As a 
result, the length of the simulation space in the direction of propagation of the wave should 
be 832.8 mm. However, in the course of simulations it was observed that this size does not 
have a noticeable effect on the accuracy of the simulation results. This was attributed to the 
lack of radiation from the inductor system and means that the boundary condition could be 
placed closer to the structure. The 832.8 mm dimension also led to a prolonged simulation 
time and required extensive computational power.  
The inductor sensor was placed inside an air enclosure of the size 292x292x292 mm in the 
(x,y,z) domain. This value corresponds to a wavelength of 1168 mm, or a frequency of 
256.67 MHz. This simulation frequency was chosen as a trade-off between the size of the 
simulation space and the accuracy of the data. The simulations performed in this setup were 
done in a range of approximately 256.67±200 MHz.  
 
Figure 4-19: showing the realisation of a via in the 3D HFSS model. A copper cylinder inside an air filled cavity 
is used for this purpose 
 
 121 
Figure 4-17, also shows the location of the two waveports used for the excitation of the 
device. These sources have a dimension of 7x8 mm. The dimensions of this system were 
chosen so that the right transverse electromagnetic modes (TEM) were generated for the 
simulation of the device. Given the structure of the contacts in the bottom layer of the 
substrate, a coplanar waveguide was used as the connecting point between the inductor and 
the SMA contacts. In order to ensure that the dimensions of the waveports were appropriate, 
the behaviour of the modes at the excitation ports was analysed for all the measurements. 
Thus, the appropriate TEM mode was generated. Figure 4-20, shows the modes of a CPW 
device along with a plot of the TEM modes at port-1 of the simulated structure. This test was 
performed for all of the simulations in order to confirm that no arbitrary modes were 
generated in the excitation of the system. 
 
4.2.3 Meshing Process 
The default setting of the HFSS software was used for most of the elements in the 3D model. 
To increase the accuracy of the results, and decrease the computational power required for 
the simulation, the vias and the inductor track were initially meshed differently. A length 
based mesh of 0.5 mm was applied to these elements. This value limited the length of the 
longest edge of the tetrahedron element to 0.5 mm. However, it was found that decreasing the 
size of the mesh elements in the lossy medium increases the accuracy of the simulation to a 
greater extent. Hence, a length based mesh of 0.1 mm was applied to the PDMS layers. The 
 
Figure 4-20: showing the CPW realisation of the inductor contacts and their corresponding modes. The modes 
present at the ports of the simulated model are also shown. 
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simulation space was meshed at a length of 50 mm. It was found that, by increasing the size 
of the length based mesh for this component; the computation power required for the 
simulation decreased. However, no observable change in the accuracy of the data was seen. 
For this reason, the default mesh settings were used for this element for all other simulations. 
It was observed that the accuracy of the model greatly increased as the size of the mesh 
decreased. These factors led to an increase in the simulation time. As a result, the value of 
0.1 mm for PDMS layers and default value for all other elements was chosen.  
 
4.3 Analysis of Data 
4.3.1 Model Validation 
The simulations were performed using the HFSS fast sweep. In this setting, full field 
solutions are calculated at each simulation frequency point. S-parameter and Y-parameter 
data were then extracted from the simulation and compared with the experimental data. 
Figure 4-22, shows the plot of inductance against frequency, for both experimental data and 
simulation data points, for a frequency range of 70 MHz to 110 MHz. It can be seen that the 
 
Figure 4-21: showing an image of the meshing for the 3D model. The excitation ports are reemphasised by black 
lines.  sample of the meshed structure along with the increase in the density of the mesh as the body of the sensor 
is approached 
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experimental data reached the resonance point at a frequency of 93.1 MHz. The 
self-resonance of the device was calculated to be 94.12 MHz using the 3D model in HFSS 
software. This is a deviation of 1.02 MHz or 1.08% from the experimental data. The same 
analysis was done at the second self-resonance point of the system. Figure 4-23, shows a plot 
of inductance against frequency for experimental and simulation results. In this case, the self-
resonance frequency for experimental data was found to be 319.6 MHz and, in the case of 
simulation results, to be 322.4 MHz. This is a variation of 2.8 MHz or 0.876% from the 
experimental data. The observed deviations between the simulation results and the 
experimental data may result from inconsistencies between the 3D model and the actual 
prototype. These inconsistencies are due to the fact that: 
 
The epoxy used at the centre of the reservoir for the insulation of the solder (see 
Figure 4-2) is not included in this model.  
 
The exact thickness of the FR4 layer, immediately beneath the copper, cannot be 
measured accurately. This is due to the limitations of the fabrication process, which 
lead to the inductor track having to be milled instead of being etched.  
  
A thread of wire had to be inserted into each via and soldered on both sides, due to the 
lack of through-hole plating. The soldering process introduces losses into the system.  
 
The exact structure of the conductive element inside the via is also not known, which 
adds to the uncertainty of the model.  
 
The mismatch between the width of the track and the width of the SMA contact can 
contribute to inconsistencies in the model.  
 
Material models can affect the outcome of the simulation as well. The material 
properties in HFSS are quoted for a range of frequencies, and beyond those 
frequencies, they are assumed to remain constant. The dielectric properties of the 
PDMS used in this simulation are quoted for a frequency of 100 kHz. However the 
simulation spans a frequency range of up to 500 MHz. This can be a source of 
mismatch between the model and the experimental data. 
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The size of the mesh used in the 3D model is of great importance. The size of the 
mesh elements affects the accuracy of the results. The smaller the size of the elements 
the more accurate is the outcome of the simulation. This accuracy is achieved at a cost 
of computing time and RAM requirements.  
 
Measurement uncertainty can also cause a discrepancy between the simulated and measured 
values. This is due to environmental factors that interact with the inductor. Some of these 
factors are: 
The placement of the inductor and the effect of nearby objects on the induced noise 
and energy losses in the vicinity of the inductor coil, e.g. the table on which the 
inductor is placed. 
 
Variations in temperature and humidity affect the outcome of a measurement. The 
electrical properties of the materials, used in the fabrication of the sensor, vary with 
these factors.  
 
The quality and length of the SMA cables, which were used to perform these 
measurements, can introduce noise into the measurement results.  
 
A self-resonance frequency deviation of less than 1.1% between the simulated and 
experimental results was observed. Some of the possible sources of error in the measurement 
results and simulation data were tabled and discussed. Given all the uncertainties present in 
the inductor measurements and within the corresponding 3D model, and taking into account 
the time needed to perform the simulations, the observed deviations in the order of 1% were 
deemed acceptable. No further modifications to the setting of the simulation or the 3D 
physical model were made. The HFSS simulations were then used to look at the behaviour 
and distribution of electromagnetic fields and the associated current contours. These 
simulations were used to gain further knowledge of the operation of the system and of further 
optimisation of the designs.  
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4.3.2 Electromagnetic Field Distribution 
Figure 4-24, shows a plot of the magnitude of the magnetic field on a plane that is 35 μm  
inside the sample space. The plot is provided for two frequencies, 92 MHz and 321 MHz. 
These frequencies were chosen because they were close to the first and second self-resonance 
 
Figure 4-22: showing the plot of inductance against frequency for experimental data (blue) and the HFSS 
simulation (red) at the first self–resonance of the inductor 
 
 
Figure 4-23: showing the plot of inductance against frequency for simulation (red) and experimental (blue) data 
at the second self-resonance point of the system 
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frequencies of the device. It can be seen that the magnitude of the H-field was larger towards 
the top left hand side of the coils. A black circle is used to highlight this part in Figure 4-24. 
This can be attributed to the misalignment of the reservoir walls in the 3D model. This 
misalignment was introduced to account for the space taken by the insulating epoxy in the 
reservoir, Figure 4-17.  
 
A further observation, which can be made from Figure 4-24, is that the magnitude of the 
H-field was much larger at the second self-resonance frequency of the sensing device. The 
increased value of the magnitude can be used to explain the greater sensitivity of the device at 
 
Figure 4-24: showing the magnitude of the H-field at 35 μm of elevation inside the sample space. The black 
circle highlights the skewed magnitude of the field caused by the packaging. 
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the second resonance point. It can be seen that, in Figure 4-11 and Figure 4-15 that the 
deviation in the second self-resonance frequency is approximately 10 times larger than the 
first self-resonance frequency. Figure 4-25 shows the magnitude of magnetic field at 
elevations of 50% and 100% inside the sample space for the two frequencies of 92 MHz and 
321 MHz. It can be seen that in both cases, the magnitude of the H-field at a frequency of 321 
MHz is much larger compared with the same elevation at a frequency of 92 MHz. It can 
readily be observed that the magnitude of the magnetic field decreases as we move to higher 
elevations. This implies that the device is most sensitive to the solution in its immediate 
vicinity. Therefore, the sensitivity of the device can be increased, by reducing the thickness 
of the protective PDMS layer. This allows for a more compact packaging of the sensor. It can 
also be deduced that the height of the reservoir can be reduced without major impact on the 
sensitivity of the sensor. This has the added advantage of reducing the electrolyte volume 
needed to undertake a measurement.   
 
 
Figure 4-25: showing the plot for the magnitude of the H-filed at 50% & 100% elevations inside the sample 
space at two frequencies of 92 MHz and 321 MHz. 
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The magnitude of the electric field at three elevation points inside the sample space for 
frequencies of 92 MHz and 321 MHz is also shown in Figure 4-26. As in the case of the 
magnetic field, it can be observed that the strength of the electric field declined rapidly as we 
moved to higher elevation points. It can also be observed that the magnetic field at the lower 
self-resonance frequency provided a more uniform but weaker magnetic field distribution 
throughout the reservoir. In the case of the 321 MHz field plots, there was a clear contrast 
between the regions of high intensity and low intensity. In both resonance cases, the regions 
further from the centre of the device had the largest magnitude. This fact can be used to 
explain the minimal impact of the epoxy droplet at the centre of the inductor track, which was 
neglected in the 3D model, on the simulation results. 
 
The preceding observations can be analysed further by looking at the real part of the Hz 
component of the magnetic field at the same elevation points, as shown in Figure 4-27. Here, 
the magnetic field was plotted for a range of -30 Am-1 to 30 Am-1. This is to allow a direct 
comparison with the magnitude plots in Figure 4-26. In this plot, the green areas represent the 
areas with the weakest magnetic field. Red and blue colours are used to show areas with the 
strongest magnetic field. The skewed strength of the field on the top left hand side of the 
plots can be seen. It may also be observed that the strength of the magnetic field decreases as 
we move away from the surface of the coil. At 92 MHz, a more uniform field distribution can 
be seen than that found at 321 MHz. However, the strength of the field is of lower value at 92 
 
Figure 4-26: showing the magnitude of the electric field at three elevations of 0%, 50%, and 100% inside the sample 
reservoir. 
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MHz in comparison to the latter frequency of 321 MHz. At 321 MHz, we can observe that 
the outer areas of the inductor have a larger magnetic field even at higher elevations. 
 
Figure 4-28 shows the view for the E-field vector distribution at frequency of 92 MHz inside 
the sample space. It can be seen that the strength of the electric field is substantially smaller 
at higher elevations than the closest to the inductor track. It can also be observed that the 
electric field is stronger on the top left corner of the device due to the introduced 
misalignment of the reservoir. The magnitude of the electric field at three elevation points 
inside the sample space for two frequencies of 92 MHz and 321 MHz are also shown in 
Figure 4-29, Figure 4-30, and Figure 4-31. Similar to the case for the magnetic field, it can be 
observed that the strength of the electric field declines rapidly as we move to higher elevation 
points. The other factor to be realised is that the droplet of epoxy placed inside the reservoir 
to insulate the inner soldering point is not reducing the sensitivity of the device substantially. 
This is due to the weaker electric and magnetic fields at the centre of the inductor. This could 
be the reason behind the lack of this droplet in the 3D model having minimal effect on the 
outcome of the simulations. 
 
 
Figure 4-27: showing the plot of the real part of the Hz on three elevations inside the reservoir sample space 
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Figure 4-28: showing the E-field distribution in the sample space for a frequency of 92 MHz 
 
 
 
Figure 4-29: showing the magnitude of the electric field at an elevation of 0% 
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It must be noted that the self-resonant frequencies mentioned here are based on the Y-
parameter analysis. We can undertake this analysis using S-parameters. The S11 data for this 
device, simulated in the range of 50 MHz to 500 MHz, is shown in Figure 4-32.  
 
Figure 4-30: showing the magnitude of the electric field at an elevation of 50% 
 
 
 
Figure 4-31: showing the magnitude of the electric field at an elevation of 100% 
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4.4 Conclusions 
As part of this research I designed an RF inductor sensor and fabricated it on a FR4 substrate 
and packaged it with PDMS. The experimental data, resulting from the effect of the titration 
of a buffer solution with HCl and NaCl in the reservoir over the sensor, are reported here. 
The inductor was designed to have multiple resonance points. It was observed that the 
inductor provided greater sensitivity at the second self-resonance point, albeit at a much 
higher frequency. However, both frequencies are within the range of operation of ordinary 
CMOS fabrication processes. Hence, integrated circuits can be designed and developed for 
the readout part of the sensing system. A sensitivity of 5% change for NaCl, in concentration 
range of 0-0.25 mol L-1, and 6.5% change for HCl, in the pH change of 1.2-4.5, in the second 
self-resonant frequency of the sensor was achieved. I also looked at the value of inductance at 
fixed frequency of 71 MHz and monitored its sensitivity in the case of NaCl titration. The 
designed sensor provided a sensitivity of 90% change in inductance for the full range of 
titration of NaCl which is from 0 to 0.25 mol L-1.   
Simulation data is also provided for the sensor when there was no liquid in its reservoir. The 
experimental data were used to validate this model. Upon validation, field distribution plots 
were generated and discussed for two self-resonance points of the inductor. It was observed 
 
Figure 4-32: showing the S11 plot of the simulated 3D model for a frequency range of 50-500 MHz 
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that the intensity of the magnetic field was greater in outer areas of the inductor in all cases. It 
was also observed that there were two areas of great strength, at the centre and outer limits of 
the sensor, at the second self-resonance points. This information provided a key insight into 
the correct physical design of the reservoir and the positioning of the liquid samples over the 
device. This model was then used to realise a transformer device and investigate the effects of 
the liquid on its mutual coupling.  
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Chapter 5 
5 Coupled Sensors 
Our investigation into the development of an electrical sensor for the monitoring of the 
electrical properties of electrolyte solutions has been discussed in the previous chapter. The 
next research step was to utilise the inherent characteristics of this sensor in the development 
of coupled passive electrolyte monitoring units. Inductor coils were employed in a 
transformer set-up to investigate the effects of an electrolyte on the mutual inductance of the 
transformer. An electrolyte solution was placed between the two inductors. The coupling 
between the two inductors was used as an indicator to the concentration of the electrolyte 
solution. This experiment was used to obtain further information regarding the near field 
behavior of the inductors when a sample is placed between them. These Data help in the 
design of remote interrogating units, which perform measurements on standalone sensing 
devices. These devices require no physical contact with other readout circuitries, enabling 
multiple simultaneous readings from a number of sensors. Lack of physical media for data 
transmission also simplifies the packaging of the sensing devices. The general aspects of the 
work discussed in this chapter are also published in [168, 169].  
At first, the apparatus for a transformer, constructed using the inductors described in the 
previous chapter, is discussed. This is followed by an account of experiments carried out 
under dry conditions, which aimed at characterizing the coupling between the inductors. 
Simulation data for this apparatus were obtained and analyzed to gain insights into the 
behavior of the electric and magnetic fields. This discussion is followed by experimental data 
on the titration of deionized water and HCl, and its effect on the mutual inductance of the 
device. Concluding remarks on this part of the research shall also be provided at the end of 
this chapter. 
5.1 Transformer Apparatus 
The 2-port inductors described in the previous chapter were used in the construction of the 
transformer here. One port of each of the inductors was soldered to the ground plane to form 
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a 1-port inductor. Figure 5-1 shows the equivalent circuit of the transformer apparatus. The 
presence of the liquid and its effect on the packaged inductor is represented by a coupled coil 
in parallel with a resistor. This coil feeds into the packaged inductor and its effect is observed 
as a change in the complex admittance of the system, observed from port-1 or port-2. 
 
A Perspex slotted pad was used in order to find the optimum distance between the two 
inductors and to construct a transformer. This device was used to place the inductors in 
known positions relative to one another. The distance between each slot was 3.175 mm. Care 
was taken to ensure maximum alignment between the two inductors by aligning the edge of 
each inductor with the edge of the slotted pad. Figure 5-2, shows a depiction of the edge 
aligned single port inductors on a Perspex slotted pad. One inductor was placed in the bottom 
slot of the Perspex plate, while the other inductor was positioned from 9.525 mm to 476.25 
mm in steps of 3.175 mm. The minimum distance was imposed by practical limitations 
caused by the SMA contacts and the cables connected to them. 
 
These 1-port inductors, together, formed the transformer set up. Each of the inductors was 
connected to one port of an Agilent PNA analyser. Figure 5-3 shows the apparatus used in 
this experiment.  
 
Figure 5-1: showing the equivalent circuit of the transformer set up 
 
 
Figure 5-2: showing a depiction of the one-port inductors placed on a Perspex slotted pad 
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Using this apparatus, S-parameter measurements were performed on the two inductors. This 
test was performed in order to discover the relationship between the distance of the two 
inductors and the magnitude of the S12 parameter. This parameter is a measure of the mutual 
coupling between the two inductors. Note that the Y12 parameter can be extracted and used to 
obtain the mutual inductance of the system. However, care must be taken to distinguish the 
effects of the parasitic component so that the real value of the mutual inductance can be 
calculated [171-173]. The inductors and the transformer set up used in this research were 
developed for qualitative sensing and data extraction. As a result, we did not undertake a 
parameter extraction process of the transformer set up. 
Figure 5-4 shows the experimental data for the variations in the S12 parameter for a range of 
9.525 mm to 47.625 mm. A complete S12 frequency sweep of the apparatus was performed, 
in the frequency range of 10 MHz to 1 GHz. The peak amplitude of the S12 parameter in the 
region of 150 MHz to 450 MHz is of central interest. In the diagram, the coupling occurring 
at the closest distance of 9.525 mm is shown in red, and that at the farthest distance of 476.25 
mm is shown in purple. It can be seen that a coupling of -12.4 dBs for a distance of 9.525 
mm, and a coupling of -45.43 dBs for a distance of 476.25 mm, is obtained in this 
experiment. Based on this data, and on the physical constraints imposed by the device 
 
Figure 5-3: showing the apparatus used in the characterisation of the transformer w.r.t distance between the 
inductors 
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structure, a distance of 15.875 mm (blue) was chosen for the positioning of inductors. The 
physical constraints imposed by the device structure were the presence of SMA contacts on 
each inductor and ease handling of the inductors by hand during the wet experiment.  
 
5.2 Simulations 
5.2.1 Effect of Distance 
Simulations were performed in the ANSOFT HFSS FE package. The constructed 3D inductor 
models were placed at a distance of 15.875 mm from one another. The simulations were 
carried out for a range of 50 MHz to 500 MHz, at steps of 10 MHz. This range was chosen 
based on the experimental results shown in Figure 5-4. Figure 5-5 shows the 3D model 
constructed for this part of the simulation. The 3D models constructed for the simulations in 
the previous chapter were also used for the current simulation. However, the PDMS elements 
and the sample space were removed. This is due to the fact that the inductors used in 
obtaining the optimum distance were not packaged. Figure 5-6 shows the plot of the 
excitation modes for the simulation setup. In this simulation, the weight factor for the 
incident power was set to 0.5. This was due to the fact that there were two structures coupled 
with  one  another.   In   this  case,  half  of   the  “simulation”   incident  power  was  applied  at   each  
 
Figure 5-4: showing the variations in the magnitude of the S12 parameter as the distance between the two 
inductors is changed 
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port. Minor deviation from the CPW modes can be observed. However, as the outcome of the 
simulations was consistent with the experimental data, no further investigation or simulation 
modifications were carried out. The grounding of the second port of each inductor was 
realized by placing a metallic layer between the signal track and the ground layer at the back 
of the inductor.  
 
 
Figure 5-7, shows the plot for the S12 parameter for both the simulated and the experimental 
data. It can be seen that both plots follow a similar trend. However, the simulated data do not 
decrease at the same rate as the experimental data points after reaching a peak. A peak occurs 
at a frequency of 267 MHz for the experimental data and at 280 MHz for the simulation data.  
This is a difference of 13 MHz or 4.87%. The deviation of the simulation results from the 
 
Figure 5-5: showing the constructed 3D model used for simulating the effect of distance on the coupling between 
the two inductors 
 
 
Figure 5-6: showing the excitation modes at ports 1 & 2 of the simulation model 
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experimental data can be explained by the differences between the simulation model and the 
experimental apparatus. Comparing Figure 5-2 and Figure 5-5, it can be seen that the Perspex 
slotted pad is not present in the 3D structure. It can also be seen that the table on which this 
apparatus is placed is not modeled either. These two factors along with material models could 
contribute to this shift in frequency and a slower decrease in S12 beyond the maximum 
coupling value. The other factor that can contribute to this effect is the presence of the small 
metallic connector that links the signal track to the ground. This can cause a discrepancy 
between the simulated and experimental data given that in the actual device, this process is 
realized by soldering the SMA contact to the ground layer. Note that the inductors were not 
placed at exact locations although great care was taken to ensure such behavior. The 
inductors were placed at the edges of the slotted pad to ensure perfect positioning. However, 
this, along with inconsistencies in the size of the inductor substrate means that the coils were 
not aligned accurately. This matter can also affect the inconsistencies observed between the 
simulation and measured values.   
 
5.2.2 Effect of Distilled Water 
The simulation was then modified to simulate the effect of distilled water on the transformer 
inductor pair. Distilled water is used in this part of the analysis, as it is readily available in 
laboratories and its electromagnetic model is also available in the HFSS software. The lower 
inductor in Figure 5-5 is replaced with the packaged 3D model developed in the previous 
 
Figure 5-7: showing the comparison between the S12 parameters for the simulated model, shown in red, and 
experimental data, shown in blue 
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chapter. All other factors are kept without change. The port modes were also checked and no 
inconsistencies were observed. Two simulations were performed at this stage. The first 
simulation was performed for the PDMS coated transformer and no liquid present in the 
reservoir. The second simulation was done using the built in HFSS model for the distilled 
water. Figure 5-8 shows the plot for the simulated and measured values of the S12 parameter. 
The experimental maximum coupling occurs at a frequency of 267.75 MHz with a value of -
21.11 dB. Simulation of this system yields a maximum coupling at a frequency of 274 MHz 
with a value of -20.62 dB. There is a 0.49 dB difference between the simulated and measured 
S12 values. There is also a frequency deviation of 6.25 MHz between the simulated and 
experimental values. This corresponds to a deviation of 2.33% from measured results. It can 
also be observed that the measurement data fall at a faster rate compared with the simulation 
results. This is attributed to measurement imperfections, along with the shortcoming of the 
3D model used in the simulation, which is discussed in the previous section. An added factor 
is the addition of the PDMS to the inductor. The added thickness to the inductors causes them 
to be an angle to the horizon and not be parallel with one another. This can be another factor 
that causes this different between the experimental and measured values.   
 
Using the same 3D model and set up in HFSS, distilled water was placed within the reservoir 
above the inductor coil. To make a more realistic simulation, the height of the sample space 
was reduced to 2.206 mm in order to realise a volume of 600 μL in the sample space. Figure 
5-9 shows the plot for the S12 parameter for this particular simulation. The maximum 
coupling occurs at a frequency of 229.34 MHz with a S12 value of -23.44 dB. The equivalent 
 
Figure 5-8: showing the comparison between the measured and simulated values of S12 for coupled inductors 
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simulated values for frequency and S12 parameter are 235 MHz and -24.38 dB. The simulated 
value of the S12 parameter is 0.96 dB larger than the measured one. The simulated frequency 
at which the coupling occurs is 5.66 MHz higher than the measured value. This is a deviation 
of 2.47% from the experimental value. It can be seen that the simulated trace follows the 
experimental data up to maximum coupling. However it does not fall at the same rate as the 
experimental measurements. This could be attributed to dissimilarities between the 3D mode 
of the sample space and its real shape. This is discussed in the previous chapter. The other 
factor to be taken into account is the effect of carbon dioxide on water. The carbon dioxide in 
the air is absorbed by the distilled water [174], which reduces its pH slightly. This addition of 
a new substance to the water changes the complex dielectric behaviour of the solution. Care 
was taken throughout this experiment to limit the exposure of the distilled water to air. 
However, this is an effect that cannot be completely prevented in this apparatus. This is 
another contribution factor to the deviations of the experimental data and simulated values 
from one another. 
 
5.2.3 Analysis of Fields 
The other factor investigated in this simulation was the effect of distilled water on the 
magnetic fields. First, we will consider the case in which no liquid was present. Figure 5-10 
shows the variations in the real part of the Hz at frequencies of 200 MHz and 270 MHz. The 
latter frequency was chosen because the maximum coupling between the two inductors 
 
Figure 5-9: showing a plot of the S12 parameter against frequency for experimental and simulated values for 
distilled water 
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occurs at this point. It can be seen that the magnitude of the magnetic field increased 
substantially as it reached the resonance point. The magnetic field lines were terminated at 
the ground planes beneath each inductor. The residue fields beyond the ground planes were 
due to the presence/absence of part of the ground plane, which had been removed to allow for 
drill holes and contact tracks to be made. 
 
 
Figure 5-11 shows the plot for the real part of the Hz in the presence of distilled water. The 
range of values used in this plot was twice as large as the one used in the previous plot. This 
was done to enable clearer demonstration of the plots. It is readily observed that, in the case 
of air, the resonance of the system was of the second order. However, when water was placed 
inside the reservoir, the coupling occurred as a first order mode. It must be noted that the 
presence of liquid water in the reservoir changed the properties of the system completely. 
Hence, the new system should be treated as a separate entity from that in which air was the 
only material in the vicinity of the sensing coils.   
 
Figure 5-10: showing the variations in the real part of the Hz at frequencies of 200 MHz and 270 MHz 
 
 
Figure 5-11: showing the plot for Real(Hz) for two frequencies of 200 MHz and 235 MHz in the presence of 
distilled water 
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5.3 Experimental Data 
Three sets of measurements were performed at this stage of the research. The first test 
measured the complex dielectric coefficients of hydrochloric acid at different concentrations. 
This test was followed by measurements of the response of an individual 1-port inductor to 
hydrochloric acid. Finally, a transformer apparatus was constructed, and the effect of HCl on 
the coupling of the transformer was investigated.  
5.3.1 Hydrochloric Acid 
Variations in the conductivity of the HCl solution for concentrations of up to 0.5 M 
calculated using the following formula [175]:  
Λ = Λ° − S√𝑐 + ൬𝐸𝑐 + 𝐺𝑐
ଷ
ଶ൰   𝑙𝑜𝑔(𝑐) +   𝐴𝑐 + 𝐵𝑐
ଷ
ଶ + 𝐶𝑐ଶ + 𝐷𝑐
ହ
ଶ   5.1 
An overview of this formula is provided in Chapter-I. In this instance, Λ° = 426.06 
mS m2 mol-1, 𝐸 = 185.76 mS m2 mol-3 L2, 𝑆 = 158.63 mS m2 mol-1 (mol L-1)-0.5, 𝐴 =
702.39, 𝐵 = −490.05, 𝐶 = 157.3, 𝐷 = 9.6574 and 𝐺 = 615.0. A, B, C, and D are 
completely empirical coefficients used in the data fitting function. G is a thermodynamic 
coefficient and the author in [175] has not provided further details on its origin. The pH range 
of interest lies in the range of 0.2 to 4.2. This corresponds to an HCl concentration range of 
631 mM to 0.631 mM. Assume that the width and length of the reservoir are the dimensions 
of the inductor coil. Deduct 2 mm & 3 mm from the dimensions of the inductor to allow for 
the space taken by the packaging. We may now calculate the conductance of the sample 
inside the reservoir using the physical dimensions of the sample and the aforementioned 
equation. The plot for the DC conductance of HCl against pH is shown in Figure 5-12. At a 
pH value of 4.2, the conductance of the HCl sample was 1.53 S and, at a pH of 0.2, the 
conductance assumed a value of 1.275 S.  
The complex dielectric values of the HCl were measured using an Agilent high temperature 
probe connected to a PNA. 600 mL of deionised water was placed inside an 800 mL beaker. 
A 2 M solution of HCl was then added to the deionised water in increments of 10 mL. This 
led to a variation of between 32.8 mM to 285.7 mM in the concentration of the HCl inside the 
beaker. The dielectric properties of the deionised water were also measured and analysed. 
This was to check the validity of the data obtained using the dielectric probe. Figure 5-13 and 
Figure 5-14 show the variations in the real and imaginary parts of the complex dielectric 
function for deionised water, in a frequency range of 200 MHz to 1.6 GHz. The real part of 
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the permittivity varied within a range of 77.9 to 78.7. Given that the dielectric sensor displays 
an inaccuracy of up to 5% in measurements, no effort was made to obtain and investigate 
absolute values. The general trend of the data obtained in this experiment conforms to 
expected theoretical results. 
 
 
 
Figure 5-12: showing the variations in conductance of the HCl solution inside the reservoir against pH 
 
 
Figure 5-13: showing the variations in the real part of complex permittivity for water 
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The other observation drawn from the deionised water measurements was the level of noise 
in the trace. This was due to the faulty attenuator in the PNA. All of the measurements 
performed using the PNA exhibited a higher than usual level of noise. Given that we are only 
interested in the trends and not in the absolute values, the data is provided as measured. Using 
the same apparatus, the complex permittivity of the HCl was also measured. Figure 5-15 
shows the variations in the real part of the permittivity of the HCl. It can be seen that at a 
frequency of 433.8 MHz, the real part of the dielectric function increased from a value of 
80.5 to a value of 87.4. Beyond this concentration, the real part of the dielectric function 
began to decrease rapidly to a value of 3.14, as shown in Figure 5-16.  
 
 
Figure 5-14: showing the variations in the imaginary part of the complex permittivity for deionised water 
 
 
Figure 5-15: showing the variations in the real part of permittivity for three different concentrations of HCl 
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Figure 5-17 shows the variations in the imaginary part of the permittivity of a solution of 
hydrochloric acid. It can be seen that at a frequency of 433.8 MHz, the imaginary value of the 
 
Figure 5-16: showing the variations in the real part of complex permittivity of HCl for two different 
concentrations 
 
 
Figure 5-17: showing the variations in the imaginary part of permittivity for HCl at different concentrations 
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permittivity started to increase. It increased from a value of 14.14 to a value of 863.9. This 
decrease in the real part of the permittivity, and the increase in its imaginary parts, 
corresponds to the presence of molecular resonance in the solution containing the HCl. As a 
result, designing a sensor operating at that frequency could yield important information 
regarding samples containing HCl. 
5.3.2 1-port Inductor 
The measurements were performed at room temperature. Deionised water and HCl were 
titrated at a constant volume of 800 μL.  After each individual measurement, the inductor 
containing the liquid was disconnected from the apparatus washed with deionized water and 
dried using compressed air. A 30 second delay was observed between the time stamp of 
adding the HCl to the solution and taking the measurement. This was to allow for the 
complete dilution of HCl by the deionized water in the reservoir. The variations in the second 
self-resonance frequency of the inductor against the change in the pH of the electrolyte from 
4.2 to 0.2 are investigated. The s parameters of the inductor were measured and then 
converted into y parameters, to obtain inductance values, using L=imag(1/Y11 )/2πf  
Figure 5-18 shows the plot of the change in the second self-resonance of the inductor against 
pH. A plot of DC conductance against pH is also provided. The shift in the self-resonance of 
the system was deduced from the self-resonance frequency of the system in the presence of 
deionised water at 406.54 MHz. It can be seen that as the value of pH decreased from 4.2 to 
0.2, its conductance also reduced from 1.53 to 1.28 S. This drop in conductance was 
accompanied by a shift in the self-resonance frequency to lower values. This shift was in the 
order of 19.6 MHz. It can be observed from the discussion in the previous subsection that at 
around 400 MHz, the real part of the dielectric function was reduced as the concentration 
increased. This factor, along with the substantial increase in the energy absorption properties 
of the system (imaginary permittivity), led to an overall reduction in the self-resonance of the 
sensing device. This part of the measurement was concerned with obtaining a general 
overview of the performance of a 1-port inductor. Hence, no investigation of the effect of the 
solvent (deionised water) on the sensor was undertaken. 
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5.3.3 Transformer Data 
Using the data obtained in the previous section, a fixed distance of 15.875 mm was chosen 
for the positioning of the inductors. The slotted Perspex pad was fixed in a vertical position 
and one PDMS packaged sensor was used to replace the bottom inductor to prepare the 
apparatus for the HCl titration test. The conditions for the measurements were the same as 
those set out in the previous subsection. Figure 5-19 shows the variations in the coupling 
between  the  inductors  for  a  volumetric  titration  of  deionised  water  from  600  μL  to  790 μL.  
The data is differential with respect to the S12 parameter  at  600  μL.   
 
 
Figure 5-18: showing the variations in the self-resonance frequency of the sample against pH. The conductance of 
the sample is also plotted here 
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Figure 5-19: showing the effect of the deionised water on the transformer apparatus 
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Figure 5-20, shows the plot of the variations of the frequency at which the maximum S12 
occurs against pH of the sample. The frequency deviation was calculated with respect to the 
coupling of the system in the presence of deionised water. A negative deviation represents a 
drop in the self-resonance frequency. In the present case, a reduction of 14 MHz was 
observed for the full pH range. It must be noted that the response of the system is saturated 
for pH values greater than 3. For lower pH values, the coupling decreased rapidly. This can 
be attributed to the increase in the losses occurring within the system as the imaginary part of 
permittivity increased. Note that the DC conductance of the HCl decreased as the 
concentration of the HCl was increased. Refer to chapter-II for more information on the 
complex dielectric function. 
 
5.4 Conclusions 
As part of this research I looked into the use of a transformer set up for monitoring the 
concentration of ionic species in a liquid sample. This was achieved by monitoring the S12 
parameter and the coupling between the two single port inductors. The optimum distance at 
which to carry out measurements was determined by the mechanical connections to the 
inductors, as well as the electromagnetic coupling between inductors. A distance of 15.875 
mm was chosen, which showed a S12 value of -19.7 dB in air. Three sets of tests were 
performed to assess the effect of distance on the coupling between the inductors, the effect of 
the electrolyte on a single inductor, and the effect of the electrolyte on the mutual inductance 
of the transformers. The S12 parameter was used as a figure of merit for the coupling between 
 
Figure 5-20: showing the variations in the frequency at which the mutual coupling is at its peak value, against 
pH. The DC conductance of the system is also provided here. 
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the two inductors. It was shown that the maximum coupling frequency between the inductors 
was reduced by 14MHz in the HCl titration. The pH of the sample was reduced from 4.2 to 2 
in this test. The S12 simulation results had a deviation of 2.33% from experimental values 
under dry conditions. The same deviation in the case of deionised water was 2.47%, 
compared with measured values. A clear variation in the coupling between the inductors was 
observed as the concentration of the sample was increased. The transformer set up can be 
used in monitoring the pH of the solution in the range of 1-2 as it provides a linear response. 
Outside this region the sensors can be used as qualitative sensing devices detecting a change 
in the overall pH of the solution.  
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Chapter 6 
6 Conclusions & Future Work 
6.1 Conclusions 
The main contribution of my research is the development of an electrical sensor, operating in 
the radio frequency range of 50 MHz to 500 MHz, that can be used in the monitoring of the 
electrical properties of electrolyte solutions. As part of this research I used RF sensor to 
monitor the variations in the complex dielectric values of NaH2PO4 (sodium dihydrogen 
phosphate) solutions, when titrated with NaCl (sodium chloride) and HCl (hydrogen 
chloride). The complex dielectric function of the electrolyte solution affects the amount of 
energy stored in the electric and magnetic fields of the electrical sensor. These changes affect 
the resonance properties of the sensing device. The fabricated electrical sensor resonates at 
multiple frequencies.  
 
NaCl titrations with NaH2PO4, in which the pH varies by a value of 0.19, led to a variation of 
1.906 MHz at the 1st self-resonance frequency of the sensor and of 15.35 MHz at the 2nd 
self-resonance frequency. For a NaCl concentration range of 1.71 mmol/L to 24.37 mmol/L, 
the ionic strength of the solution changed by a value of 2.3 mmol and its pH remained 
unchanged. In this region, a linear response was obtained from the 2nd self-resonance of the 
device, which had a gradient of 258.8 MHz/mmol. HCl titrations with NaH2PO4, in which the 
pH of the solution varied, led to a variation of 9.108 MHz at the 1st self-resonance frequency 
of the sensor and 14.212 MHz at the 2nd self-resonance frequency. Similar analysis of HCl, 
for a region in which the ionic strength varied by 2 mmol, showed a more complex picture. 
The response of the sensor was flat at very low concentrations of HCl, in a pH region of 3.91 
to 3.61. However, an approximately linear response was observed for a pH range of 3.61 to 
3.04, which was equivalent to a change of 2 mmol in the ionic strength of the solution. This 
was a drop of 761 kHZ/pH, equivalent to 49.5 kHZ/mmol, in the resonance frequency of the 
sensor. The sensor that I designed as part of this work, showed a 5% and 6.5% change in self-
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resonance frequency to variations in concentration of NaCl from 0 to 0.25 mol L-1 and 
variations in the pH of the HCl solution from 1.2 to 4.5. However, at a fixed frequency of 71 
MHz for the case of NaCl titration, 90% change in the value of inductance for the whole 
titration range of 0 to 0.25 mol L-1 was observed. This sensitivity is not reported in literature 
to date to my knowledge. The sensor displayed good sensitivity and response at very low 
concentrations of NaCl. It also provided good sensitivity and response for the full titration 
range of NaCl and HCl. Thus, the sensor can be employed to provide qualitative data on the 
titration of NaCl with the buffer and qualitative data on both HCl and NaCl titrations by 
monitoring the self-resonance frequency. The sensor also has the potential to provide 
qualitative data if employed in a fixed-frequency implementation given its high sensitivity. 
 
The sensors were then used to construct a transformer apparatus to monitor variations in the 
concentration of HCl solutions placed in between the coils. A single inductor was first 
specified for this purpose. A variation of 19.62 MHz in the 3rd self –resonance of the inductor 
was observed for a change in pH of 4.2 to 0.2. A linear response of 7.45 MHz/pH was seen 
for a pH range of 1.9 to 0.6. The response of the sensor to pH values smaller or greater than 
0.6 and 1.9 was non-linear and, therefore, requires further investigation. However, This 
sensor can be used for general qualitative measurements. A transformer was created by 
placing two inductors opposite each other at a distance of 15.875 mm. The maximum 
coupling between the two inductors in the presence of deionised water was observed at a 
frequency of 230 MHz. A variation of 13.3 MHz was observed in the frequency at which the 
maximum coupling between the inductors occurred. A linear response was obtained for a pH 
range of 0.6 to 1.9. 
 
This design addresses common issues faced in the packaging of sensing devices, as the sensor 
itself does not require direct access to the sample under test. Hence, the sensor can be placed 
at a distance from the contacts and the readout unit. It was noted that Acrylic could be used to 
provide a thin layer of insulation above the inductor sensor. However, the thickness of the 
layer cannot be controlled easily if Acrylic is used. Thus, PDMS packaging was found to 
provide the most appropriate solution. Its thickness can be controlled easily and its properties 
with regards to biological matter, such as DNA or different types of proteins, are well known 
and understood. However, one of the shortcomings of PDMS packaging is the attractive force 
over its surface, which can hinder the flow of liquid samples.  
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These sensors can be made at a very low cost on ordinary FR4 substrates, or can be integrated 
into miniaturised CMOS systems on the chip. This makes the sensor a good candidate for 
disposable sensing devices. The inherent scalablity of the inductor allows for such flexibility. 
The sensor provides data of a qualitative nature, which can be used to observe whether a 
particular reaction has taken place inside a chamber or not. This could be beneficial in areas 
such as high throughput screening in drug discovery, DNA amplification and implanted 
medical devices. In the case of drug discovery, expensive time consuming quantitative 
measurements need only be taken of samples in which the relevant reaction has in fact taken 
place. In the case of DNA amplification processes, DNA is placed inside buffer solutions and 
conditions similar to those arising in the titration of NaCl and HCl with NaH2PO4 are present. 
Given the high sensitivity of this device, it could be used for monitoring the acidity of 
stomach content and at the same time used for wireless data transmission of the measured 
values.  
  
I also developed a complete design flow  for both analytical and finite element modelling of 
the inductor coils. The effects of material properties on the full wave Maxwell equations 
based on magnetic vector potential (MVP) have been looked into. Analytical expressions 
were derived for the power flow from filaments into various layers in the vicinity of the 
sensor. Finite element modelling using the HFSS software was used to model the system and 
to obtain information regarding the behaviour of electric and magnetic fields. The data 
obtained using the simulation model provided a deviation of less than 2.5% compared with 
experimental data. The increased sensitivity at the 2nd self-resonance of the device was 
explained using the results of the finite element simulation..  
6.2 Future Work 
6.2.1 Packaging Optimisation 
New packaging materials should be investigated and deployed. It was shown through FE 
simulations that the RF electrical sensor is sensitive to the permeability of the packaging 
material. Thus, whether the material is diamagnetic or paramagnetic can improve or decrease 
the efficiency of the sensor. Investigation into new polymers that offer paramagnetic 
capabilities is beneficial, and could be used to improve the sensitivity of the device without 
the need for further design modification.  
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6.2.2 Remote Interrogation 
The design, fabrication and testing of a multi-resonance remote interrogating unit should take 
place. The implementation of passive multi-resonance sensing system allows the 
simultaneous readings to be obtained from the sensors. This system does not require physical 
contact between the sample and the sensing device. Hence, multiple samples can be analysed 
simultaneously. This approach can also simplify the packaging and design of sensing devices, 
as no physical contact between the sensor and the readout unit is required. The design process 
could include investigations into possible CMOS readout units, such as the integration of the 
inductor coil into an oscillating circuitry, and methods of tracking variations in the 
oscillation.  
6.2.3  Quantitative Sensor 
The scope of this research was limited to qualitative measurement and data analysis. It would 
be of great interest to investigate the system for obtaining quantitative data from samples 
under test. Using paramagnetic packaging materials, eigenmode analysis of the device and 
further parameter extraction on the inductors can pave the way for the implementation of this 
device as a quantitative sensor.  
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Appendix-I 
AP-I: Eddy Current Problem 
In this part, we shall derive an analytical solution to the eddy current problem using 
Maxwell’s  equations  and  the  method  of  separation  of  variables.  We  shall  define  a  2D  multi-
layered problem space similar to the one shown in Figure 0-1. In this case, current is flowing 
in the 𝒛 direction and hence the magnetic vector potential lies in this plane as well. The 
current carrying elements reside in the 𝑦 = 0 position. The tracks that carry the current are 
shown as rectangles in the figure below. Layers above the current carrying elements are in the 
positive y-axis and are referred to by a k index. The layers beneath the current carrying tracks 
are in the negative y-axis and are referred to by the k’ index.  
 
The  eddy  current  formulation  of  Maxwell’s  equation  can  be  reduced  to  [145]: 
∇𝟐𝑨 = 𝑗µμ𝜔𝜎𝑨 
This differential equation can be solved for each layer separately, hence, allowing calculating 
the power flowing through that layer. However since the sensing coil is placed at 𝑦 = 0, the 
solution should be obtained at this coordinate. As a result the differential equation is solved 
for the layers immediately beneath and above the coil. These two solutions are then added 
together to obtain the effect of materials in both positive and negative y-direction. The eddy 
current formulation does satisfy the boundary conditions discussed in Chapter–II as well. 
These boundary conditions are: 
 
Figure 0-1: showing the layout for a 2D multi-layered eddy current problem 
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 (𝑩௞ାଵ − 𝑩௞) ∙ ଚ̂ = 0 2 
 
൬
1
𝜇௞ାଵ
𝑩௞ାଵ −
1
𝜇௞
𝑩௞൰ × ଙ̂ = 𝐾 
3 
Thus the MVP can be rewritten as equation 4 with k being the index of the layer.  
 ∇ଶ𝐴௞ = 𝑗𝜔𝜇௞𝜎௞𝐴௞ 4 
Using the method of separation of variables [151] and the analysis in [145], we can write the 
solution to this differential equation for the 2D case of Figure 0-1 with 𝒛ො being a unit vector 
in the z-direction as: 
 𝐴௞(𝑥, 𝑦) = 𝑌௞(𝑦)𝑋௞(𝑥)𝒛ො 5 
Set 𝑌௞ and 𝑋௞ to be: 
 𝑋௞ = 𝑐𝑜𝑠(𝑚𝑥) 6 
 𝑌௞ = 𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬ 7 
The coefficients, m and , are constrained by equation 8. As non-magnetic materials are 
employed in this analysis the relative permeability of each layer is set to the permeability of 
free space. 
 𝛾௞ଶ − 𝑚ଶ = 𝑗𝜔𝜇଴𝜎௞ 8 
Given that the applied current flows in the z-direction, the B field is found to be: 
 𝑩 = ∇ × 𝑨௭ 9 
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⎥
⎥
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10 
 
𝑩 = 𝐢
∂
∂y
𝑨௭ − 𝒋
𝜕
𝜕𝑥
𝑨௭ 
11 
 
Equation 11 can now be substituted into equations 2 and 3. Dropping the z subscript for 
convenience and only referring to the layer number, from equation 2 we have: 
 𝜕
𝜕𝑥
𝑨௞ =
𝜕
𝜕𝑥
𝑨௞ାଵ 12 
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 𝜕
𝜕𝑥
𝑌௞(𝑦)𝑋௞(𝑥) =
𝜕
𝜕𝑥
𝑌௞ାଵ(𝑦)𝑋௞ାଵ(𝑥) 
13 
 𝜕
𝜕𝑥
𝑌௞(𝑦)𝑋௞(𝑥) = −𝑚(𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬)𝑠𝑖𝑛(𝑚𝑥) 
14 
 
Hence 
−𝑚(𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬)𝑠𝑖𝑛(𝑚𝑥) = −𝑚(𝑀௞ାଵ𝑒ఊೖశభ௬ + 𝑁௞ାଵ𝑒ିఊೖశభ௬)𝑠𝑖𝑛(𝑚𝑥) 
 𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬ = 𝑀௞ାଵ𝑒ఊೖశభ௬ + 𝑁௞ାଵ𝑒ିఊೖశభ௬ 15 
Using a similar approach and for any layer with 𝑘 > 1 or 𝑘ᇱ > 1, from equation 3 we shall 
have: 
 
1
𝜇௞
𝜕
𝜕𝑦
(𝑌௞𝑋௞) =
1
𝜇௞ାଵ
𝜕
𝜕𝑦
(𝑌௞ାଵ𝑋௞ାଵ) 16 
1
𝜇௞
(𝛾௞𝑀௞𝑒ఊೖ௬ − 𝛾௞𝑁௞𝑒ିఊೖ௬)𝑐𝑜𝑠(𝑚𝑥)
=
1
𝜇௞ାଵ
(𝛾௞ାଵ𝑀௞ାଵ𝑒ఊೖశభ௬ − 𝛾௞ାଵ𝑁௞ାଵ𝑒ିఊೖశభ௬)𝑐𝑜𝑠(𝑚𝑥) 
Leading to 
1
𝜇௞
𝛾௞𝑀௞𝑒ఊೖ௬ −
1
𝜇௞
𝛾௞𝑁௞𝑒ିఊೖ௬ =
1
𝜇௞ାଵ
𝛾௞ାଵ𝑀௞ାଵ𝑒ఊೖశభ௬ −
1
𝜇௞ାଵ
𝛾௞ାଵ𝑁௞ାଵ𝑒ିఊೖశభ௬ 
Thus 
𝜇௞ାଵ
𝜇௞
𝛾௞
𝛾௞ାଵ
(𝑀௞𝑒ఊೖ௬ − 𝑁௞𝑒ିఊೖ௬) = 𝑀௞ାଵ𝑒ఊೖశభ௬ − 𝑁௞ାଵ𝑒ିఊೖశభ௬ 
 𝜆௞ =
𝜇௞ାଵ
𝜇௞
𝛾௞
𝛾௞ାଵ
 17 
 𝜆௞(𝑀௞𝑒ఊೖ௬ − 𝑁௞𝑒ିఊೖ௬) = 𝑀௞ାଵ𝑒ఊೖశభ௬ − 𝑁௞ାଵ𝑒ିఊೖశభ௬ 18 
 
We can now use equations 15 and 18 to derive the formula for coefficients M and N. These 
two equations are repeated below: 
𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬ = 𝑀௞ାଵ𝑒ఊೖశభ௬ + 𝑁௞ାଵ𝑒ିఊೖశభ௬ 
𝜆௞(𝑀௞𝑒ఊೖ௬ − 𝑁௞𝑒ିఊೖ௬) = 𝑀௞ାଵ𝑒ఊೖశభ௬ − 𝑁௞ାଵ𝑒ିఊೖశభ௬ 
This is a set of simultaneous equations. To find the unknown values, Mk and Nk, we shall at 
first add the two equations: 
(1 + 𝜆௞)𝑀௞𝑒ఊೖ௬ + (1 − 𝜆௞)𝑁௞𝑒ିఊೖ௬ = 2𝑀௞ାଵ𝑒ఊೖశభ௬ 
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𝑀௞ାଵ𝑒ఊೖశభ௬ =
1
2
[(1 + 𝜆௞)𝑀௞𝑒ఊೖ௬ + (1 − 𝜆௞)𝑁௞𝑒ିఊೖ௬] 
Dividing the terms inside square bracket by 𝑒ఊೖశభ௬, we now have: 
𝑀௞ାଵ𝑒ఊೖశభ௬ =
1
2
𝑒ఊೖశభ௬[(1 + 𝜆௞)𝑀௞𝑒ఊೖ௬ିఊೖశభ௬ + (1 − 𝜆௞)𝑁௞𝑒ିఊೖ௬ିఊೖశభ௬] 
𝑀௞ାଵ =
1
2
[(1 + 𝜆௞)𝑀௞𝑒ఊೖ௬ିఊೖశభ௬ + (1 − 𝜆௞)𝑁௞𝑒ିఊೖ௬ିఊೖశభ௬] 19 
Subtracting equations 17 and 18 from one another will lead to: 
(1 − 𝜆௞)𝑀௞𝑒ఊೖ௬ + (1 + 𝜆௞)𝑁௞𝑒ିఊೖ௬ = 2𝑁௞ାଵ𝑒ିఊೖశభ௬ 
Rearranging this equation and taking out 𝑒ିఊೖశభ௬ as the common factor: 
𝑁௞ାଵ𝑒ିఊೖశభ௬ =
1
2
𝑒ିఊೖశభ௬ൣ(1 − 𝜆௞)𝑀௞𝑒(ఊೖାఊೖశభ)௬ + (1 + 𝜆௞)𝑁௞𝑒(ିఊೖାఊೖశభ)௬൧ 
Cancelling out common terms leads to: 
𝑁௞ାଵ =
1
2
ൣ(1 − 𝜆௞)𝑀௞𝑒(ఊೖାఊೖశభ)௬ + (1 + 𝜆௞)𝑁௞𝑒(ିఊೖାఊೖశభ)௬൧ 20 
 
Equations 19 and 20 can be put together in a matrix to form: 
൤
𝑀௞ାଵ
𝑁௞ାଵ
൨ =
1
2
ቈ
(1 + 𝜆௞)𝑒(ఊೖିఊೖశభ)௬ (1 − 𝜆௞)𝑒ି(ఊೖାఊೖశభ)௬
(1 − 𝜆௞)𝑒(ఊೖାఊೖశభ)௬ (1 + 𝜆௞)𝑒(ିఊೖାఊೖశభ)௬
቉ ൤
𝑀௞
𝑁௞
൨ 21 
This matrix holds for all values of 𝑘 > 1. Similar approach can be used to derive the same 
matrix for y-values in the negative direction with the matrix being valid for all  𝑘′ > 1. Taking 
the boundary conditions into account and the fact that as the distance from the coils tends to 
infinity, 𝑦 → ±∞, the vector potential becomes weaker and 𝐴 → 0. Hence for k layers above 
the coil and k’ layers beneath the coil we can write 𝑀௞ାଵ = 0 and 𝑁௞ᇱାଵ = 0. At 𝑦 = 0 the 
boundary condition in equations 2 and 3 provides us with another set of equations. Using 
these equations along with equation 11, we can write a set of equations for the two layers in 
which the coil is embedded [145, 152]: 
 𝜕
𝜕𝑥
𝐴ଵ =
𝜕
𝜕𝑥
𝐴ଵᇱ 22 
 
1
𝜇ଵ
𝜕
𝜕𝑦
𝐴ଵ −
1
𝜇ଵᇲ
𝜕
𝜕𝑦
𝐴ଵᇲ =
𝐼
𝜋
න 𝑐𝑜𝑠(𝑚𝑥)  𝑑𝑚
ஶ
଴
 23 
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The quantity on the right hand side of the equation 23 is the surface current density due to the 
current flowing inside the sensing coil. Equation 21 for all layers 𝑘 > 1 and its equivalent for 
all layers 𝑘ᇱ > 1 along with the two equations in 22 and 23 for the interface of 𝑘ᇱ = 1 and 
𝑘 = 1, provide a complete set of values for the coefficients of the solution to the differential 
equation narrated for an eddy current problem. Note that the material properties, which affect 
the sensing mechanism, in another word they are sensed, are incorporated into the coefficient 
values Mk, Mk’, Nk and Nk’. The total sum of the vector potential equations in both negative 
and positive directions of y will then provide us with the complete expression for A. 
 
We treated the MVP equation for a multi-layered system for eddy current measurements in 
the previous section. However the analysis was only done for one filament. We shall now 
define an N-turn inductor for eddy current measurements and then undertake an energy 
analysis on the structure. Figure 0-2 shows the 2D structure of an N-turn coil. Only two turns 
of the coil are shown here. The values 𝑑ଵ⋯𝑑ே represent the distance from the centre of the 
coil, shown by a vertical dashed line, to the centre of the current carrying conductor. Also 
assume that end effects at the filaments can be neglected and a universal average length shall 
be taken for all of the conducting filaments. This is to simplify the analysis at hand. 
Poynting’s  vector  is  found  to  be: 
𝑺 =
1
2
(𝑬 × 𝑯∗) 
Applying this equation to Figure 0-2 at 𝑦 = 0 and integrating over the x-axis we can find the 
power crossing into various layers including the material under test [145]. Thus: 
 𝑃 + 𝑗𝑄 = න
1
2
(𝑬 × 𝑯∗) ∙ 𝒚ෝ𝑑𝑥
ାஶ
ିஶ
 24 
As we are interested in the magnetic effects in the system we can let 𝑬 = −𝑗𝜔𝑨, hence: 
 
Figure 0-2: showing the 2D structure of a multi turn coil. Distances are shown from the centre of the coil. 
 
 160 
 𝑃 + 𝑗𝑄 = න
1
2
൬−𝑗𝜔𝑨 ×
1
𝜇
∇ × 𝑨∗൰ ∙ 𝒚ෝ𝑑𝑥
ାஶ
ିஶ
 25 
 𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න (𝑨 × ∇ × 𝑨∗) ∙ 𝒚  ෝ𝑑𝑥
ାஶ
ିஶ
 26 
Noting that the magnetic vector potential flows in the z-direction for our 2D problem: 
∇ × 𝑨௭∗ = ቮ
𝒊 𝒋 𝒌
𝜕௫ 𝜕௬ 𝜕௭
0 0 𝑨௭∗
ቮ 
∇ × 𝑨௭∗ = 𝐢
∂
∂y
𝑨௭∗ − 𝒋
𝜕
𝜕𝑥
𝑨௭∗  
 𝐀௭ × ∇ × 𝑨௭∗ = ተተ
𝒊 𝒋 𝒌
0 0 𝑨௭
∂
∂y
𝑨௭∗ −
𝜕
𝜕𝑥
𝑨௭∗ 0
ተተ ⇒
⎣
⎢
⎢
⎢
⎡𝒊𝑨௭
𝜕
𝜕𝑥
𝑨௭∗
𝒋𝑨௭
∂
∂y
𝑨௭∗
0 ⎦
⎥
⎥
⎥
⎤
்
 27 
Using equations 5 to 7 we can write the magnetic vector potential for a single layer as: 
 𝐴 = (𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬) cos𝑚𝑥 28 
The more general solution is 
 𝐴 = න (𝑀௞𝑒ఊೖ௬ + 𝑁௞𝑒ିఊೖ௬) cos𝑚𝑥   𝑑𝑚
ାஶ
଴
 29 
From equation 8 we have: 
 𝛾௞ଶ = 𝑚ଶ + 𝑗𝜔𝜇௞𝜎௞ 30 
As 𝛾௞ is a function of m, we can replace the terms inside the brackets of equation 28 by 
𝑓(𝑦,𝑚). Thus: 
𝐴 = 𝑓(𝑦,𝑚) cos𝑚𝑥 
Hence 
𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න 𝑨௭
∂
∂y
𝑨௭∗𝑑𝑥
ାஶ
ିஶ
 
𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න (𝑓(𝑦,𝑚) cos𝑚𝑥) ൬
∂
∂y
𝑓∗(𝑦, 𝑛) cos 𝑛𝑥൰
ାஶ
ିஶ
𝑑𝑥 31 
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Equation 31 is the core part of the power flow calculation from a sensing coil to a material 
under test. Note the introduction of the dummy variable n, which is for mathematical rigidity 
of the expression however the nature of this variable is similar to m. Using equation 29 we 
can write: 
𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න 𝑑𝑥 ቈන 𝑓(𝑦,𝑚) cos𝑚𝑥 𝑑𝑚
ାஶ
଴
቉ ቈන
∂
∂y
𝑓∗(𝑦, 𝑛) cos 𝑛𝑥 𝑑𝑛
ାஶ
଴
቉
ାஶ
ିஶ
 
Using  the  Fubini’s  theorem  for  a  set  of  converging  functions: 
න𝐹(𝑥)  𝑑𝑥න𝐹(𝑦)𝑑𝑦 = න𝐹(𝑥, 𝑦)𝑑𝑥𝑑𝑦 
We can change the order of the integration and rearrange the variables to obtain: 
𝑃 + 𝑗𝑄 = −
𝑗𝜔
2𝜇
න cos𝑚𝑥 cos 𝑛𝑥 𝑑𝑥
ାஶ
ିஶ
න 𝑓(𝑦,𝑚)
∂
∂y
𝑓∗(𝑦, 𝑛)𝑑𝑚  𝑑𝑛
ାஶ
଴
 32 
The first part of the integration can be evaluated to be [176]: 
නcos𝑚𝑥 cos 𝑛𝑥 𝑑𝑥 =
𝑠𝑖𝑛൫𝑥(𝑚 − 𝑛)൯
2(𝑚 − 𝑛)
+
𝑠𝑖𝑛൫𝑥(𝑚 + 𝑛)൯
2(𝑚 + 𝑛)
 
For a bounded integral, we can set the limits of the integration to a finite number, L, and then 
take the limit of the overall equation. Using the identity −sin 𝑎𝑥 = 𝑠𝑖𝑛 − 𝑎𝑥, we can write: 
lim
௅→ஶ
න cos𝑚𝑥 cos 𝑛𝑥 𝑑𝑥
ା௅
ି௅
= lim
௅→ஶ
ቈ
sin 𝐿(𝑚 − 𝑛)
2(𝑚 − 𝑛)
+
sin 𝐿(𝑚 + 𝑛)
2(𝑚 + 𝑛)
+
sin 𝐿(𝑚 − 𝑛)
2(𝑚 − 𝑛)
+
sin 𝐿(𝑚 + 𝑛)
2(𝑚 + 𝑛)
቉ 
Leading to 
lim
௅→ஶ
ቈ
sin 𝐿(𝑚 − 𝑛)
(𝑚 − 𝑛)
+
sin 𝐿(𝑚 + 𝑛)
(𝑚 + 𝑛)
቉ = 𝜋൫𝛿(𝑚 − 𝑛) + 𝛿(𝑚 + 𝑛)൯ 
This expression is equal to  as long as 𝑚 = 𝑛 or 𝑚 = −𝑛. Assuming the former case, we 
can reduce equation 32 to: 
𝑃 + 𝑗𝑄 = −
𝑗𝜔𝜋
2𝜇
න 𝑓(𝑦,𝑚)
∂
∂y
𝑓∗(𝑦,𝑚)𝑑𝑚
ାஶ
଴
 33 
We can use similar approach to calculate this expression for an N-turn inductor depicted in 
Figure 0-2. Following the analysis in [145], equation 33 can be rewritten for an N-turn 
inductor as: 
 162 
𝑃 + 𝑗𝑄 = −
𝑗𝜔𝜋
2𝜇
න ൭𝑓(𝑦,𝑚)
∂
∂y
𝑓∗(𝑦,𝑚)൱൭෍𝑠𝑖𝑛(𝑚𝑑ଵ⋯𝑚𝑑ே)
ே
௜ୀଵ
൱𝑑𝑚
ାஶ
଴
 34 
Equations 33 and 34 provide the foundation for the power crossing the surface enclosing a 
single filament and an array of them for the case of 𝑦 > 0 in Figure 0-1. Similar principle is 
used to calculate the power crossing the surface in the direction of 𝑦 → −∞. The total sum of 
these two contributions will yield the total energy crossing the enclosing materials of the 
inductor coils [152].   
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