Some magnetic phenomena in correlated electron systems were recently shown to be described in the continuum limit by a class of sigma models which present a U(1) Hopf fibration over CP(1). In this paper we study a general class of such models with the target spaces resulting from the Hopf fibration over CP(N − 1). Starting from a general algebraic construction we derive the corresponding geometric representation. The metric of our S 2N −1 κ target space is shown to be left symmetric which implies that it is fully parametrized by two constants: the first one -the conventional coupling constant -is responsible for the overall scale while the second constant κ parametrizes the strength of a deformation. In two dimensions these sigma models are renormalizable. We calculate their β functions at one loop and find the RG flow of the coupling constants.
Introduction
Sigma models are used in theoretical physics as effective descriptions of a large number of phenomena -from hadronic physics to condensed matter, to string theory. Probably the first physical application dates back to the 1960 work of Gell-Mann and Lévy [1] . Since then, various aspects of the sigma models, including geometric, have been thoroughly studied.
Recently, it was discovered [2] that some magnetic phenomena in correlated electron systems in the continuum limit are described by a novel class of models continuously interpolating between the CP(1) (or, the Heisenberg) model and the SU(2) × SU(2) Principal Chiral Model (PCM). These two models are known to be integrable in two dimensions and were exactly solved [3] - [8] . They present a special subclass of a general construction to be developed in this paper.
We will find the one-loop renormalization group equations for sigma models with the target space S 2N −1 κ where S 2N −1 is a (2N − 1)-dimensional sphere and κ is a deformation parameter to be explained below (here N ≥ 2). Our results do not depend on the number of space-time dimensions, D = 2, 3, 4.
The geometry of our κ-dependent target space S 2N −1 κ is quite peculiar. If we pull back the metric to the Lie group SU(N ) which acts on S 2N −1 κ we find that the metric is left-invariant. The requirement of left-invariance restricts the number of parameters in the metric to just two. One is a parameter λ characterizing the overall scale of the geometry, which also appears in the CP(1) and PCM models, and the other is this interpolation parameter κ. These two parameters can be viewed as coupling constants, since they characterize non-linearity of the model under consideration. All covariant characteristics, such as the Riemann and Ricci tensors can be expressed in these parameters. For instance, the scalar curvature for S 
The motivation for this work is provided by [2] where it was noted that certain magnetic phenomena e.g. on the pyrochlore lattice in the continuum limit can be summarized by the model
where the current J µ is defined as
Here U is an arbitrary x-dependent matrix, U (x) ∈ SU(2), the generators are proportional to the Pauli matrices, T a = τ a /2, and κ is a numerical parameter,
1 Note that in another common convention for the CP(N-1) model, 2/g 2 is the factor multiplying the Lagrangian. In this notation λ 2 = g 2 /4.
If κ = 1 the theory is equivalent to the Heisenberg O(3) sigma model, while at κ = 0 it reduces to PCM. The organization of the paper is as follows. In Sect. 2 we present the basic idea behind the deformation for N = 2, 3 and express the Lagrangian in a form in which the left-invariance will be manifest. In Sect. 3 we discuss the model and the left-invariance property from a different perspective which will allow us to treat the case of general N . In Sect. 4 we will derive the one-loop renormalization equations for the model. This involves finding the Ricci tensor for S 2N −1 κ , which we will do using a method which takes advantage of the leftinvariance property and the structure coefficients of the group SU (N ) rather than a direct approach using coordinates. The mathematical basis for this method is outlined in Sec. 4.2, and the concrete formulas used to calculate the curvature are derived in Sec. 4.3. Then in Sec. 4.4 the curvature is used to calculate the renormalization group equations.
Appendix A is devoted to the special case of CP(1)/PCM with κ ∈ (0, 1). To illustrate the mathematical content of Sec. 4 in a more concrete setting, in Appendix B we consider the group SO(3) acting on S 2 , and use the structure coefficients of the group to calculate the Christoffel connection coefficients and scalar curvature. In the body of the text we use this algebraic method to calculate the Ricci tensor, but in Appendix C we introduce a natural extension of Fubini-Study coordinates on the space, and calculate the Ricci tensor directly.
Outlining the general algebraic construction
We will start from a particularly useful formulation (the so-called gauged, or Witten, formulation [9] ) of the CP(N − 1) model. The corresponding Lagrangian can be written as
where n is an N -component complex scalar field n i (i = 1, 2, ..., N ) in the fundamental representation of the SU(N ) group subject to the constraint nn = 1 . 
Both Lagrangians (5) and (7) are U(1) gauge invariant. This is the reason why they describe CP(N ) = SU(N )/SU(N − 1) × U(1) sigma model (see below). There is a rather obvious generalization of (5), a "mass" term for A µ , which preserves the global symmetry of the model, namely
Here κ is a dimensionless parameter from the interval (4). Now,
and, therefore,
If κ = 1 we return to (7) . If κ = 1 the U(1) gauge symmetry is obviously lost.
The generic interpolating sigma model can be constructed from (8) as follows. Let us choose a "reference" n field configuration,
Then, in the most general case one can write
implying that
where the anti-Hermitian matrix J µ is defined as in (3). For low N it is simple enough to use explicit formulas for the generators and structure coefficients to reduce this further. For higher N we will take a slightly different approach in Sect. 3. The final result for N = 2 is shown in (2), while for N = 3 we obtain
where the indices follow the standard convention (the τ a in (3) are taken to be Gell-Mann matrices). The model (14) presents a continuous interpolation of the four-dimensional target space CP(2) to the five dimensional sphere S 5 through intermediate "squashed" S 5 at κ < 1. In what follows in the general case we will denote these spaces as S 2N −1 κ . Needless to say that topologically S 2N −1 κ is equivalent to S 2N −1 . Note that CP(2) is Kählerian while S 5 is not.
General Theory

Geometric characterization
The family of metrics we are considering is defined on the 2N − 1 dimensional unit sphere. As was mentioned we parametrize this with N complex coordinates n i , which are constrained to have unit norm (6) . We will suppress the i indices when there is no danger of confusion.
The metric is defined implicitly through the Lagrangian (10) of a sigma model with parameters λ, κ. When κ = 1 the model becomes gauge invariant under transformations n i → e iφ(x) n i , and it reduces to the sigma model on the complex projective space CP(N − 1). For intermediate κ we have a sigma model on a space with a less familiar metric. We can find the metric explicitly by transforming from n i to some unconstrained real coordinates φ i , in which case the Lagrangian becomes
and we can read off the components of the metric g ij straightforwardly. This is the approach we will take in Appendix C. But for now we will take a more abstract approach which might nevertheless illuminate why only two parameters are sufficient for this model.
Lifting to SU(N )
Tangent vector J
Rather than considering the sigma model to live on the topological unit sphere, we will lift it to the Lie group SU(N ) which acts on the unit sphere. Given a reference unit vector n 0 , for each unit vector n we can pick an element U ∈ SU(N ) which transforms n 0 to n,
The choice of U for a given n is clearly not unique. The subgroup of elements V such that V n 0 = n 0 is isomorphic to SU(N − 1). And for any U satisfying (16) the element U V also transforms n 0 to n. This construction is one way of realizing SU(N ) as a fiber bundle over the base space S 2N −1 with fiber SU(N − 1). We will occasionally refer to this group SU(N − 1) as the vertical subgroup or subalgebra depending on context.
In the context of the sigma model, n(x) is spacetime dependent field and thus so is U (x). As the individual coordinates x µ are varied U (x) traces out paths in SU (N ), and the tangent vectors to these paths should appear in the sigma model Lagrangian. So let us consider what form the tangent vectors will take. Nearby the point x 0 , the path U (x) can be expressed by
for some set of Hermitian traceless matrices J µ (x). The tangent vector at x 0 as x µ is varied is just the left-invariant vector field in the Lie algebra associated to J µ (x 0 ). If we have some basis of left invariant vector fields τ a , we can find the components J a µ (x 0 ) of the tangent vector in this basis,
Here we are suppressing spacetime indices and coordinates, and blurring the distinction between left invariant vector fields and the Hermitian traceless matrices with which they are associated.
Lagrangian in terms of J
In the following we will choose the reference unit vector n 0 in (16) to be nonzero only in the last component. 
Considering U concretely as a matrix, the condition (16) fixes the last column of U to be the vector n. The other columns may be freely chosen up to the constraint that U be a unitary matrix. The other N − 1 column vectors in U are denoted by e (i) ,
Then (18) gives an expression for the components of the matrix J in terms of n and e (i) ,
Since this must be traceless we have the identity
Let us now rewrite the Lagrangian (10) in terms of components of J, which again describe the motion in the SU(N ) target space rather than S 2N −1 . Note that the columns of a unitary matrix are orthonormal. Hence,
This means that n, in, e (i) , ie (i) form a complete orthonormal basis of C N considered as a real vector space with metric z, w ≡ Re(z † w), which is the ordinary Euclidean metric if we identify this space with R 2N . So we can expand ∂n in terms of this complete basis.
Thus the Lagrangian (10) becomes,
Lie algebra basis
Now the Lagrangian is written in terms of components of J in (21), but to proceed, let us choose a standard basis on the Lie algebra. For convenience notating the dimension of the Lie subgroup
the first M Lie algebra elements τ a belong to the vertical subalgebra that keeps n 0 invariant. As matrices, both the N -th row and column vanish. The next 2(N − 1) Lie algebra elements vanish everywhere except on the N -th row and column. Moreover, τ M +2k−1 has a form similar to the Pauli matrix σ 1 , with a 1 in the k-th position of the last row and column, and τ M +2k has a form similar to σ 2 with an i and −i in those positions respectively,
Finally the last Lie algebra element is diagonal and commutes with the SU(N −1) subalgebra,
This standard basis is chosen so that the structure coefficients are completely antisymmetric, and so that the basis matrices satisfy the trace identity
For the sake of discussing these Lie algebra elements, we will refer to the first M elements in the SU(N − 1) subalgebra as vertical elements. The remaining directions are referred to as horizontal. The horizontal elements may be further distinguished between those of the form (28) which we refer to as projective space elements, and τ N 2 −1 which we refer to as the phase element. As we shall soon see, when κ = 1 and the model becomes CP(N − 1) only these so-called projective space elements will appear in the Lagrangian.
Left invariance
Now we can find the components of J in this basis by using the explicit form for J in (21), and taking traces using (30),
where in (33), the identity (22) was used. Our Lagrangian (26) now becomes quite simple in this basis,
As in (15), this sigma model Lagrangian is just the metric on the target space contracted with the tangent vector to the path traced out by the field. So in this left-invariant basis, the metric is diagonal and does not depend on position on the target space. This means that the class of metrics we are considering itself has the property of left invariance. If we know the metric at one point on the target space, we can use left translation to pull back the metric to any other point. In particular this means the space is homogeneous, and the Ricci scalar should not depend on position.
Note that since there is no appearance of the components in the vertical directions this metric is degenerate, i.e. it vanishes acting on the vectors in the vertical directions. This will lead to problems in naively applying results from Riemannian geometry.
Gauge invariance
Considered as a metric on SU(N ) there is one other important property this metric has, and that is what we will call gauge invariance in this context. As mentioned previously, our field U (x) in SU(N ) is not unique, and we can multiply on the right by an arbitrary space dependent member of the subgroup V (x) ∈ SU(N − 1). An equivalent way to consider this is that we are allowed to arbitrarily choose a distinct orthonormal basis e (i) (x) at each spacetime point, and this choice will change the components J a that appear in our Lagrangian. If we transform U → U V , our J = −iU † ∂U vector transforms to,
The inhomogeneous term is a member of the vertical subalgebra. It will arbitrarily change the vertical components J a≤M . If the Lagrangian is not to depend on choice of V, these components must not appear in the Lagrangian. In other words, if a left-invariant metric is to be gauge invariant, it must be degenerate and vanish when acting on vectors from the subalgebra.
So the only allowed terms in the Lagrangian are quadratic in the remaining components J a>M and they must be invariant under the adjoint transformation V † JV . There are only two independent terms which satisfy this. Since τ N 2 −1 commutes with the subalgebra, J
is a scalar under gauge transformations, and
is one allowed term. This can also be seen from (33), where there is no dependence on e (i) .
If we complexify the Lie algebra, the projective space elements break up into two fundamental representations with basis elements τ M +2k−1 ∓ iτ M +2k , which correspond to those matrices which are nonzero only in the last row and column respectively (similar to raising and lowering matrices in SU (2)). The quadratic invariant in both these representations is just the sum over the projective space directions
see Eq. (14) as an example for SU (3).
So there are only two independent terms possible for a sigma model Lagrangian satisfying left invariance and gauge invariance, and thus as long as these properties are preserved under renormalization we only need two parameters, λ and κ. We will show this explicitly to one loop.
4 One-Loop Renormalization (D = 2)
Generalities
Nothing so far has depended on the spacetime dimension, as we have been primarily focused on the geometry of the target space. But now we will specialize to two dimensions, in which it is well known that the one-loop renormalization of the sigma model is given by the Ricci flow (see e.g. [10] [11]). If µ is the scale at which we define our parameters in the metric g, and R is the Ricci tensor,
So solving the problem of finding the renormalization to one loop amounts to the purely geometrical task of finding the Ricci tensor. One straightforward way of approaching this is to introduce coordinates on the target space, which allows us to find the components of the metric via the general form of the sigma model Lagrangian (15). If we can invert this metric, we can calculate connection coefficients and the Ricci tensor by a tedious but straightforward calculation.
One possible set of coordinates involves an overall phase φ given by the first component on the unit sphere
and the remaining real coordinates x i , y i are given by the real and imaginary parts of the Fubini-Study coordinates on CP(N − 1),
This coordinate system has the advantage that the coordinate vector ∂ φ is directly related to what we are calling the phase element, τ N 2 −1 ,
and when κ = 1 all expressions reduce to those in the well-known Fubini-Study coordinates. Expressions for the metric, inverse metric, and connection coefficients in this coordinate system are given in Appendix C. Rather than the straightforward but tedious coordinate method we will present an alternate method to find the Ricci tensor which takes advantage of left-invariance property discussed earlier. In section 4.2 we will discuss how the curvature of the degenerate metric on the group space determines the curvature on the original unit sphere manifold. The main result we will need is equation (53) which states that the components of the Riemann tensors of the two spaces in the horizontal directions are equal. This will allow us in Sect. 4.3 to use the left-invariance property of the metric on the group space to give a much simpler formula for the Ricci tensor, in an approach similar to that of Milnor [12] .
Gauge invariant metrics on fiber bundles 4.2.1 Push-forwards and pull-backs
For the moment let us abstract slightly. We have a fiber bundle E = SU(N ) which maps to the base space M = S 2N −1 . The projection map π : E → M is given concretely by (16), which says for a U ∈ E,
In the other direction, we may choose a section σ : M → E, that maps each element of the base space to a particular element in the fiber. Of course σ is required to be compatible with the projection in the sense that the composition π • σ is just the identity. Concretely σ encodes our choice of unitary matrix U for each unit vector n.
We can use these maps to push-forward and pull-back objects living on E and M. In particular, the metrics on the two spaces are also related by these maps. Given a metric g on M, we can use π to pull it back to a degenerate metricḡ on E,
This choice of metric is manifestly gauge invariant in the sense thatḡ nowhere depends on the choice of section σ. We can also recover g fromḡ by using σ. This follows since for any curve γ associated with a vector in T M, we have by definition of the section, π
Thus, from the definition ofḡ we can recover g by pulling back with any section σ,
So, our approach will be to consider σ as a map locally embedding M as a submanifold of E. The intrinsic metric g is induced naturally as a pull-back ofḡ. This intrinsic metric doesn't depend on the details of the embedding map σ, which is another formulation of the gauge invariance property ofḡ.
Considering M as a submanifold in this way, we will derive a close analogue of the Gauss equation which relates the curvature of a submanifold M to the curvature of the ambient space E (see for instance [13] ).
Connections
To define the curvature tensor we need to introduce a connection. In the case of M, the Riemannian connection ∇ is uniquely determined by the metric g as usual. But sinceḡ is degenerate, metric compatibility and vanishing torsion are not enough to specify the connection∇ on E uniquely, as we will see explicitly later. For now, the lack of uniqueness will not be a problem, and∇ is any metric compatible and torsion-free connection. Defining ∂ X as the directional derivative in the X direction, we can write
Now at each point of the submanifold σ(M) we can decompose the tangent space T E into a parallel space tangent to the submanifold σ (T M) and a vertical space (T E) ⊥ consisting of all those vectors η ∈ (T E) ⊥ such that π η = 0,
In passing, note that the distinction between the term parallel and the previously used term horizontal is that the parallel directions depend on the choice of map σ and the horizontal directions depended on our choice of left invariant basis τ a . We can choose σ so that the these two notions are identical at any given point of the submanifold, but by the Frobenius theorem it is impossible for them to be the same at every point of M since the Lie brackets of the horizontal vector fields are not closed. The key relation between the connections is that the parallel component of the covariant derivative of two parallel vector fields on E is just the Riemannian covariant derivative on M,
HereX,Ȳ are local extensions in T E which agree with σ X, σ Y on the submanifold. It is straightforward to show different extensions agree when restricted to the submanifold, so the right hand side is well defined. To prove this relation, first note that π (∇XȲ ) at the very least indeed defines some valid connection ∇ on M.
By the previous comment ∇ is well-defined acting on vectors in T M, and from the linearity of the push-forward, it is linear and obeys the Leibniz product rule under multiplication by a scalar.
The fact that indeed ∇ = ∇ follows from the uniqueness of the Riemannian metric. We can prove metric compatibility for ∇ by using the metric compatibility (45) for∇ and the definition ofḡ as a pull-back (42). We can prove the vanishing of torsion from (46), since the push-forward of the Lie bracket of vector fields is equal to the Lie bracket of the push-forward. This last statement relies on the fact that all vector fields involved are parallel to the submanifold. Equation (47) which we just proved means that∇XȲ can be decomposed into parallel and vertical components,∇XȲ
where η ∈ (T E) ⊥ . Metric compatibility implies a curious feature about these vectors η. By the pull-back definition of the metric (42), and the definition of the (T E)
⊥ as the kernel of π , we see that for any vector X,ḡ (X, η) = 0.
Conversely a vector η satisfying this property must be in (T E)
⊥ since π η has zero norm in the non-degenerate metric g. If we take the covariant derivative of the expression above,
we see that for all vectors Y∇
So the space of vertical vector fields is closed under taking covariant derivatives in any direction.
Riemann and Ricci tensors
The Riemann tensor is defined as a map on vectors,
As before we will distinguish R on M andR on E by use of a bar. The Ricci tensor is defined as a trace over an arbitrary basis Z a . Because the metricḡ is degenerate, rather than using an orthonormal basis, let us simply work with a compatible basis of dual vectorsẐ a ,Ẑ
Then the Ricci tensor is defined as
The key result used in the calculation of the Ricci tensor is that when X, Y, Z, W are all parallel to the submanifold, the coefficients of the Riemann tensors of the two spaces are equal,Ŵ (R(X,Ȳ )Z) =Ŵ (R(X, Y )Z).
To prove this, consider the difference of the two sides of the equation. Identifying vectors and dual vectors on M with the corresponding parallel objects in E in the obvious way (i.e. omitting use of σ for brevity),
By (48), the difference of the first two terms involving the derivative in the Lie bracket direction is some element η in the vertical direction. So these terms vanish when acted on by the parallelW .
In the third and fourth term, using first (48) then (49),
where η is some new vertical vector. Both of these terms are vertical and so vanish when acted on byW . Similarly the remaining terms vanish the same way and so this proves the equality (53). Note finally that we derived this relation by using a map σ, but the only appearance of σ in (53) is in the notion of what it means to be a parallel vector. At each point this equality must be true for any possible notion of parallel. So in the following we will simply consider the vectors X, Y, Z, W to be in the space spanned by the horizontal left invariant vector fields.
Calculation of the Ricci tensor
Now that we have shown the curvature of the degenerate metricḡ on the fiber bundle directly determines the curvature of g on the base space, we can use the Lie group structure of the fiber bundle to simplify the calculation of the Ricci tensor. The key properties which make this simplification possible are that the metricḡ is left-invariant and that the Lie bracket of the left-invariant vector fields τ a are just isomorphic to the commutator of the Lie algebra elements that they correspond to
We must be a little careful in that the matrix commutator is between the anti -Hermitian matrices which have absorbed a factor of i. For this reason we use a subscript L to indicate that this should be considered the Lie derivative of τ as vector fields, which is almost but not quite the same as the the commutator of τ considered to be the Hermitian matrices discussed earlier. The normalization of the structure coefficients f is chosen to agree with the standard where the Lie algebra basis elements involve an extra factor of 1/2 compared to the normalization in (30). Following Milnor [12] , we will use these structure coefficients of the Lie algebra to determine the connection coefficients of the manifold.
To begin recall that metric is diagonal in our choice of basis,
In particular, from (34) we have that C a = 0 for the vertical directions, C a = 1 for the projective space directions, and
for the phase direction. Since the metric is constant in this basis, by metric compatibilitȳ
Then by repeatedly using the vanishing torsion condition (46), we can derive a relation in terms of Lie brackets, which we then can write in terms of structure coefficients (54) and metric components (55),
Note that we used the fact that the structure coefficients are completely antisymmetric in our choice of Lie algebra basis. Also no summation convention over repeated Lie algebra indices is implied in this section. The connection must respect this equation and also the torsion-free condition, which implies∇
Here χ c is an indicator function which is 1 on horizontal indices and 0 on vertical indices. η ab is an arbitrary set of vectors belonging to the vertical subspace which are symmetric under permutation of a, b. This is the non-uniqueness of the connection for degenerate metrics mentioned previously. By the theorem on the Riemann tensor (53), the choice of η will not affect our calculation of the Riemann tensor on the base space, and so in the following we will simply take η = 0. Now the components of the Riemann tensor are given bŷ
and then by taking the trace in d and b and using (54) and (58), we can find the diagonal components of the Ricci tensor,
So this formula only depends on information about the group through f abc and the constant components of the metric C a . There is no explicit dependence on target space position unlike the coordinate method in Appendix C.
To actually calculate with this, let us review the relevant structure coefficients for SU(N ). First of all, the standard basis for the Lie algebra contains elements of the Cartan subalgebra which we will denote τ k
Here k can range from 2 to N − 1, i.e. we are specifically not including the phase element τ N 2 −1 . These Cartan subalgebra elements appear in structure coefficients between paired projective space elements as in (28). By "paired" we mean both τ M +2j−1 and τ M +2j with the same j,
Also there are structure coefficients between unpaired projective space elements. For any unpaired i and j there is exactly one k from the vertical subalgebra with nonvanishing structure coefficient,
where the particular sign will not be relevant in our calculation.
Up to permutation, these are the only nonvanishing structure coefficients involving the 2N −1 horizontal elements. In the formula for the Ricci tensor (60), this has the consequence that for any horizontal a, any term involving a vertical b must vanish since then both a and c are projective space elements and C a = C c = 1. Now we expect that R aa is the same for each projective space element a, just as is the case for the metric g aa . If this were not the case there would need to be extra parameters in the Lagrangian, which we have already argued conflicts with combined gauge and left invariance.
So let us calculate for one of the last pair of projective space elements, a = N 2 − 1 − 2. Then we have four contributions to the sum (60), namely, (i) There are 2(N − 2) unpaired generators b, involving structure coefficient (64). Each term contributes +1, so it contributes in total, 2(N − 2) ;
(ii) For b = N 2 − 1, c must be the paired generator as in (63). This contributes (1 − κ) ;
(iv) Finally, for this particular choice of a the only nonvanishing term involving a member of the vertical Cartan subalgebra is c = (N − 1) , which involves (62). And so this contributes
So, summing these four terms we can find the projective space components of the Ricci tensor,
On a sidenote, it is only the last term (iv) which might change for a different value of projective space element a. Even if the reader is not persuaded by the argument given that R aa must be the same for any projective space index a, it is straightforward to check that it indeed is the same by making use of the identity
Now the only remaining component of the Ricci tensor is the phase component, which can be found by a similar but slightly shorter calculation with (60),
These components of course agree with the Ricci tensor calculated straightforwardly via explicit coordinates in Appendix C. The Ricci scalar is obtained by convoluting (65) and (66) with the inverse metric, see Eq. (1).
Renormalization group equations: D = 2
In two dimensions the sigma model at hand is renormalizable -its coupling constants run logarithmically. So now we can use the well-known one-loop result for sigma models (36) to find the running of the two parameters λ and κ. From (34), the components of the metric for projective space element a is g aa = λ −2 . So using the expression (65) for R aa ,
Then using (56) which gives the diagonal component of the metric in the phase direction
/N , and the corresponding element of the Ricci tensor (66),
which combined with the equation for λ 2 gives,
In particular we see that for κ = 0 or κ = 1, corresponding to the O(N ) and CP(N − 1) sigma models respectively, that κ does not run. And the renormalization group equation for λ reduces to the known result for these models. For 0 < κ < 1, the parameters flow to the stable fixed point λ = 0, κ = 1 as the renormalization scale µ increases toward the UV.
Discussion and Conclusion
In this paper we studied an interesting continuous class of sigma models on a space which is a U (1) fibration over CP(N − 1) topologically equivalent to S 2N −1 . It is described by two parameters, λ, which determines the scale of CP(N − 1) and κ which determines the scale of the U (1) fibers. We have argued that the metric of this model exhibits left-invariance when pulled back to the Lie group SU (N ) and that these are the only two parameters which can describe a consistent left-invariant pull-back metric. Further we have used this left-invariance property to calculate the running of the parameters algebraically (in a method adapted from Milnor [12] ), as well as a more standard geometrical calculation. The algebraic method of calculation may also be applied to other spaces described as an orbit of a Lie group action. A simple example using SO(N ) to describe the geometry of S N −1 appears in Appendix B. When κ = 1 the fibers become degenerate and the model is just CP(N − 1), and when κ = 0 the length scales are the same so that the model has the geometry of S 2N −1 . Both of these sigma models are well studied. The latter has an extra dimension compared to the former. We can trace how the extra dimension disappears from the physical spectrum. In the case of intermediate κ we have shown that in two dimensions λ flows in the UV to 0 (i.e. the model is assymptotically free) and κ flows to 1, so that the geometry approaches CP(N − 1). models for pions, namely,
where the summation over a = 1, 2, 3 is implied. Then
where
The individual components J a µ can be found by taking traces with Pauli matrices τ a as in (3). The result is,
These components appear in the Lagrangian based on (2)
The first term which does not depend on κ is just the Lagrangian for the PCM,
The deformation term breaks the symmetry between π 1 , π 2 and π 3 . Let us introduce the notation
Then to quartic order, the deformation terms in the Lagrangian are
As a more familiar example of the methods and notation used in Sec.(4), consider SO(3) as fiber bundle E with base space M being the unit sphere S 2 . The projection map π sends orthogonal matrices O ∈ SO(3) to a unit vector n ∈ S 2 , by acting on the reference unit vector n 0 = (0, 0, 1),
A general element orthogonal matrix O that maps to n has the form,
where e (1) , e (2) , n are orthonormal column vectors. The left invariant vector field which is associated to a Lie algebra element τ is given at each point O by differentiation along the pathγ parametrized by θ,
In the present case, the factors exp(θτ ) associated to the standard anti-Hermitian generators τ x , τ y , τ z are just the rotation matrices about the x, y, z axes respectively. So using the explicit rotation matrices it is easy to find the push-forward of the left invariant vector fields at a given point O,
e (1) , e (2) are orthonormal in the unit sphere metric inherited from R 3 . So τ x , τ y are also orthonormal vectors in the pull-back metricḡ. Since the pull-back metric does not depend on the point O, this metric is left invariant.
To map vectors in the other direction from S 2 to SO(3) we need choose a section σ that maps each point on the sphere to an orthogonal matrix. For instance, in standard polar coordinates θ, φ on S 2 we might make the choice,
The push-forward of the coordinate vectors ∂ θ , ∂ φ are just given by the derivative along the path σ(θ, φ) as the respective coordinate is varied. This can be expressed in a basis of left-invariant vector fields by finding the anti-Hermitian matrix J = σ −1 ∂σ associated with the path.
Note that by (43) acting on the coordinate vectors by π * • σ * should be the identity. In this case we indeed recover the coordinate vectors from the columns e (1) , e (2) of σ. Now let's consider how the covariant derivatives on the two spaces are related. The covariant derivative∇ on SO(3) is determined by (58),
In this case the structure coefficients are just the Levi-Civita symbol (with a normalization chosen to agree with (54))
and the diagonal components of the metric are,
Now from (47), the push-forward π * of this covariant derivative is equal to the covariant derivative on the unit sphere. As a curiosity, note we can explicitly find the Christoffel connection coefficients this way. For instance, using the push-forwards σ * of the coordinate vectors, and freely using the fact that π * (τ z ) = 0,
From this we see Γ φ φθ = cot θ and Γ θ φθ = 0. The other connection coefficients can be calculated similarly.
The calculation of the Ricci curvature is even simpler than this since it does not rely on all the machinery of choosing a section σ and finding the push-forward maps. Using the formula (60), with a one of the two horizontal directions,
The Ricci scalar then traces over the two diagonal directions, so it is simply R = 2. This calculation can be trivially extended to SO(N ) acting on S N −1 , since the structure coefficients are still just proportional to the Levi-Civita symbol. Now members of the horizontal directions are the N − 1 antisymmetric matrices which are only non-zero in the last row and column. Given a horizontal direction a in the formula above, b can be any of the other N − 2 directions, so the calculation is generalized to R aa = N − 2, and the trace over N − 1 elements leads to R = (N − 1)(N − 2), which is of course the correct Ricci scalar for the unit sphere S N −1 .
C Coordinates for general N
An alternate method to finding the renormalization group equations is simply to choose an unconstrained coordinate system and try to calculate the Ricci tensor directly from connection coefficients.
As mentioned earlier, we will use a simple extension of the Fubini-Study coordinates on CP (N − 1). The real and imaginary components of the Fubini-Study coordinates are given by
, where x and y are real.
To these 2(N − 1) coordinates we also add the extra coordinate φ parametrizing the overall phase of n. For convenience we will also define the quantity χ ≡ 1 + |z| 2 .
(C.1)
Then by transforming the Lagrangian (10) to these coordinates we can read off the components of the metric, From this point a short route to the RG equations is to calculate not the full Ricci tensor but only the tensor at the point z = 0, and only calculate the R φφ and R x 1 x 1 components. From the general argument that only the λ and κ parameters should renormalize, this shorter calculation gives us all the information about the full Ricci tensor.
At z = 0 the metric becomes diagonal in this coordinate system, (g) 0 = λ −2 diag (1, 1, . . . , 1, 1 − κ), (C.5)
where the final component is the one associated to the φ coordinate.
Calculating from the connection coefficients at z = 0, the Ricci tensor components are These are indeed equal to the components in the left invariant basis (65) and (66) respectively, keeping in mind the proportionality between τ N 2 −1 and the φ direction in (39). So, using the form of the metric at z = 0, we of course calculate the same RG equations as (67) and (68).
