Abstract. This work aims to extend the existing results on thick points of logarithmic-correlated Gaussian Free Fields to Gaussian random fields that are more singular. To be specific, we adopt a sphere averaging regularization to study polynomial-correlated Gaussian Free Fields in higher-than-two dimensions. Under this setting, we introduce the definition of thick points which, heuristically speaking, are points where the value of the Gaussian Free Field is unusually large. We then establish a result on the Hausdorff dimension of the sets containing thick points.
Introduction
Many recent developments in statistical physics and probability theory have seen Gaussian Free Field (GFF) as an indispensable tool. Heuristically speaking, GFFs are analogues of Brownian motion with multidimensional time parameters. Just as Brownian motion is thought of as a natural interpretation of "random curve", GFFs are considered as promising candidates for modeling "random surface" or "random manifold", which ultimately lead to the study of random geometry. Motivated by their importance, GFFs have been widely studied both in discrete and continuum settings, and certain geometric properties of GFFs have been revealed. For example, the distribution of extrema and near-extrema of two-dimensional log-correlated discrete GFFs are studied by Ding et al [9, 8, 3] . However, for continuum GFFs, the notion of "extrema" is not applicable, because even in the two-dimensional case a generic element of the GFF is only a tempered distribution which is not defined point-wisely. In fact, it is the singularity of GFFs that poses most challenges in obtaining analytic results on the geometry of GFFs. To overcome most of the challenges, one needs to apply a procedure 1 to approximate point-wise values of GFFs. One such procedure is to average GFFs over some sufficiently "nice" Borel sets. Even though it is a tempered distribution, a generic element of a GFF can be integrated over sufficiently regular submanifolds. Using this idea, the notion of "thick point"
2 for continuum GFFs, as the analogue of extrema of discrete GFFs, is introduced and studied by Hu, Miller and Peres in [13] .
More specifically, let h be a generic element of the GFF associated with the operator ∆ on a bounded domain D ⊆ R 2 with the Dirichlet boundary condition. Governed by the properties of the Green's function of ∆ in 2D, such a GFF is logarithmically correlated, and it is possible to make sense of the circular average of h:h t (z) := 1 2πtˆ∂ B (z,t) h (x) σ (dx)
where z ∈ D, ∂B (z, t) is the circle centered at z with radius t and σ (dx) is the length measure along the circle. To get an approximation of "h (z)", it is to our interest to studyh t (z) as t ց 0. For every a ≥ 0, the set of a−thick points of h are defined in [13] as With z fixed, the circular average process h t (z) : z ∈ (0, 1] has the same distribution as a Brownian motion {B τ (z) : τ ≥ 0} up to a deterministic time change τ = (− ln t) / √ 2π, and as t ց 0,h t (z) behaves just like B τ (z) as τ ր ∞. Then, for any given z ∈ D, written in terms of {B τ (z) : τ ≥ 0}, the limit involved in (1.1) is equivalent to
which occurs with probability zero for any a > 0. Therefore, a−thick points, so long as a > 0, are locations where the field value is "unusually" large. The authors of [13] prove that for every a ∈ [0, 2], dim H (T a h ) = 2 − a a.s., where "dim H " denotes the Hausdorff dimension. Thick points characterize a basic aspect of the "landscape" of GFFs, that is, where the "high peaks" occur, and hence thick points are of importance to understanding the geometry of GFFs. Besides, the sets containing thick points also arise naturally as supports of random measures. For example, the Liouville quantum gravity measure constructed by Duplantier and Sheffield in [11] is supported on a thick point set. Another such example is multiplicative chaos. In Kahane's paper [14] , it is pointed out that multiplicative chaos lives on a fractal set, which is essentially a thick point set in a different context. More recently, the results on the support of multiplicative chaos are reviewed by Rhodes and Vargas in [15] . Through different approximation procedures, the results in [13] are extended by Cipriani and Hazra to more general log-correlated GFFs ( [7, 6] ). It is shown that for log-correlated GFFs in any dimensions, one can similarly define thick point sets as in (1.1) and a result on Hausdorff dimensions of such sets is in order. However, to the best of the author's knowledge, there had been no comparable study of thick points for GFFs that are more singular, e.g., polynomial-correlated GFFs. In fact, to date little is known about the geometry of such GFFs. Inspired by the approach presented in [13] , this article lays out the first step of an attempt to explore geometric problems associated with polynomial-correlated GFFs in any dimensions.
The main focus of this article is to extend the techniques and the results on thick points of log-correlated GFFs to polynomial-correlated GFFs on R ν for any ν > 2. Intuitively speaking, compared with the log-correlated counterparts, GFFs that are polynomially correlated consist of generic elements that are more singular so the "landscape" of such a field is "rougher", and the higher the dimension ν is, the worse it becomes. To make these remarks rigorous and to bring generality to our approach, we adopt the theory of the Abstract Wiener Space ( [12] ) to interpret general Gaussian random fields, including GFFs with any degree of polynomial singularity in any dimensions. Let θ be a generic element of such a field. It is always possible, by averaging θ over codimension-1 spheres centered at x ∈ R ν , to obtain a proper approximationθ t (x) which approaches "θ (x)" as t ց 0. We give a careful analysis of the two parameter Gaussian family θ t (x) : x ∈ R ν , t ∈ (0, 1]
and use the concentric spherical averages (with x fixed) to define thick points. It turns out that, instead of the most straightforward analogue of (1.1), a more suitable definition of thick point for the degree-(ν − 2)-polynomial-correlated GFF is that, for γ ≥ 0, x is a γ−thick point of θ if and only if
where G (t) := E θ t (x) 2 . In a similar spirit as (1.1), if γ > 0, then a γ−thick point is a location where θ is unusually large. By adapting the approach presented in [13] , we establish the result (Theorem 9) that, if T γ θ is the set consisting of all the γ−thick points of θ in the unit cube in R ν , then
s.. Moreover, we investigate the relation between (1.1) and (1.2), and show that (Theorem 13) due to the higher-order singularity of the polynomial-correlated GFFs, with probability one, the "perfect" γ−thick point, i.e., x such that
does not exist, which explains why (1.2) is more suitable a choice than (1.1) as the definition of thick point for GFFs that are polynomially correlated. On the other hand, if we relax the condition in (1.3) to
where {r n : n ≥ 0} is any sequence that decays to zero sufficiently fast, then we find out (Theorem 15) that, if ST γ θ is the set consisting of all the points x in the unit cube in R ν that satisfies (1.4), then
. Some lemmas we obtained during the process are of independent interest.
In §2 we briefly introduce the theory of the Abstract Wiener Space as the foundation for the study of GFFs. In §3 we give a detailed study of the Gaussian family consisting of spherical averages of the GFFs. These are the main tools that will be exploited in later parts of this article. Our main results are stated in §4 and at the beginning of §5. In particular, the result on dim H (T γ θ ) is proved by establishing the upper bound and the lower bound separately. The upper bound is proved in §4.1, and the lower bound is established in multiple steps in §5.
Abstract Wiener Space and Gaussian Free Fields
The theory of Abstract Wiener Space (AWS), first introduced by Gross [12] , provides an analytical foundation for the construction and the study of Gaussian measures in infinite dimensions. To be specific, given a real separable Banach space E, a non-degenerate centered Gaussian measure W on E is a Borel probability measure such that for every x * ∈ E * \{0}, the functional x ∈ E → x, x * ∈ R has non-degenerate centered Gaussian distribution under W, where E * is the space of bounded linear functionals on E, and ·, x * is the action of x * ∈ E * on E. Further assume that H is a real separable Hilbert space which is continuously embedded in E as a dense subspace. Then E * can be continuously and densely embedded into H, and for every x * ∈ E * there exists a unique h x * ∈ H such that h, x * = (h, h x * ) H for all h ∈ H. Under this setting if the Gaussian measure W on E has the following characteristic function:
then the triple (H, E, W) is called an Abstract Wiener Space. Moreover, since {h x * : x * ∈ E * } is dense in H, the mapping
can be uniquely extended to a linear isometry between H and L 2 (W). The extended isometry, also denoted by I, is the Paley-Wiener map and its images {I (h) : h ∈ H}, known as the Paley-Wiener integrals, form a centered Gaussian family whose covariance is given by
Therefore, if {h n : n ≥ 1} is an orthonormal basis of H, then {I (h n ) : n ≥ 1} is a family of i.i.d. standard Gaussian random variables. In fact,
Although W is a measure on E, it is the inner product of H that determines the covariance structure of W. H is referred to as the Cameron-Martin space of (H, E, W). The theory of AWS says that given any separable Hilbert space H, one can always find E and W such that the triple (H, E, W) forms an AWS. On the other hand, given a separable Banach space E, any non-degenerate centered Gaussian measure W on E must exist in the form of an AWS. That is to say that, AWS is the "natural" format in which any infinite dimensional Gaussian measure exists. For further discussions on the construction and the properties of AWS, we refer to [12] , [17] , [5] and §8 of [18] .
We now apply the general theory of AWS to study Gaussian measures on function or generalized function spaces. To be specific, given ν ∈ N and p ∈ R, consider the Sobolev space
, which is the closure of C ∞ c (R ν ), the space of compactly supported smooth functions on R ν , under the inner product given by, . It is clear that the covariance of such a field is determined by the Green's function of (I − ∆) p on R ν . To give explicit formulations for the GFFs introduced in the framework above, we review the result in [18] 
can be taken as
equipped with the norm
.
In other words, the dim-ν order- . Therefore, we can take Θ p to be the image of Θ and the corresponding Gaussian measure is
In 
It is clear from the discussions above that with the dimension ν fixed, the larger the order p is, the more regular the elements of the GFF are; on the other hand, if p is fixed, then the higher the dimension ν is, the more singular the GFF becomes. In most of the cases that are of interest to us, generic elements of GFFs are only tempered distributions. For example, this is the case with GFFs that are logarithmically correlated. Interpreted under the framework introduced above, logcorrelated GFFs are dim-ν order-(ν/2) GFFs, i.e., with p = ν/2, since the Green's function of (I − ∆) ν/2 on R ν has logarithmic singularity along the diagonal. On the other hand, if 2p ∈ N and 2p < ν, the Green's function have polynomial singularity with degree ν − 2p and hence the corresponding GFFs are polynomially correlated. In this article, we focus on studying certain geometric properties of polynomial-correlated GFFs with 4 p ∈ N and p < ν/2. We finish this section by remarking that instead of using the Bessel-type operator (I − ∆) p to construct GFFs on R ν , one can also use the operator ∆ p , equipped with proper boundary conditions, to construct GFFs on bounded domains on R ν (e.g., [13] , [11] and [16] ). The field elements obtained in either way possess similar local properties. However, (I − ∆) p rather than ∆ p is a better choice for this project for the technical reason that (I − ∆) p allows the GFF to be defined on the entire space, and hence we do not have to specify a boundary condition, which is an advantage at least when p > 1.
Spherical Averages of Gaussian Free Fields
For the rest of this article, we assume that ν, p ∈ N, ν > 2 and 1 ≤ p < ν/2, and θ is a generic element of the dim-ν order-p GFF, i.e., θ ∈ Θ p is sampled under W p . Although "θ (x)" is not defined for every x ∈ R ν , we can use the "average" of θ over a sphere centered at x to approximate "θ (x)", as the radius of the sphere tends to zero. To make this precise, we need to introduce some notation. Let B (x, t) and ∂B (x, t) be the open ball and, respectively, the sphere centered at x ∈ R ν with radius (under the Euclidean metric) t > 0, σ x,t the surface measure on ∂B (x, t), α ν (t) := α ν t ν−1 the surface area of ∂B (x, t) with α ν := 2π ν/2 /Γ (ν/2), and σ ave x,t := σ x,t /α ν (t) the spherical average measure over ∂B (x, t). We first state the following simple facts about σ ave x,t . It is straightforward to derive these results, so we will omit the proofs.
Lemma 1.
For every x ∈ R ν and t > 0, σ ave x,t ∈ H −1 (R ν ) and its Fourier transform is given by
where
is the standard Bessel function of the first kind with index ν−2
.
The first assertion of the lemma implies that σ ave x,t ∈ H −p (R ν ) for every p ≥ 1. In particular, this fact shows that, no matter what the dimension is and how singular the GFF is, a codimension-1 sphere is always sufficiently "nice" that it is possible to average the GFF over such a sphere. As a consequence, I h σ ave x,t , viewed as the spherical average of the GFF, is well defined for every x ∈ R ν and t > 0 as a Gaussian random variable, and as t ց 0, from the point of the view of tempered distributions, I h σ ave x,t (θ) approximates "θ (x)". With the help of (3.1), we can compute, by Parseval's identity, the covariance of the Gaussian family consisting of all the spherical averages and express the covariance as follows.
ily under W p , and the covariance is given by, for x, y ∈ R ν and t, s > 0,
In particular, when x = y, i.e., in the case of concentric spherical averages,
Again, these results follow easily from integral representations of Bessel functions ( [20] , §3.3) combined with straightforward computations. Proofs are omitted.
To study the distribution of the family of spherical averages, and to use them effectively to approximate "pointwise values" of the GFF, it is useful to obtain as explicit an expression for the covariance as possible. To this end, we will first assume p = 1 and treat the concentric spherical averages ( §3.1) and the non-concentric ones ( §3.2) separately. During this process, we find for each x ∈ R ν a set of "renormalized spherical averages" which still approximates "θ (x)" but whose covariance has technically desirable properties. In §3.3 we briefly explain the strategy for treating the spherical averages when p > 1. : t > 0 at any given x ∈ R ν is independent of x. In fact, the distribution of the GFF is translation invariant. First we state a closed formula for the integral in (3.3). One can use a formula in [20] ( §13.53) to derive (3.4) directly. An alternative proof was provided in the Appendix of [4] . So we will omit the proof of Lemma 3 and refer to [20] and [4] for details.
By (3.4), I h σ ave x,t
: t > 0 is a backward 5 Markov Gaussian process. In fact, (3.4) leads to a renormalization of the spherical averages, i.e.,
Denote byθ t (x) the corresponding Paley-Wiener integral I hσ x,t (θ). Because
still is a legitimate approximation of "θ (x)" as t ց 0. It follows from (3.4) that the covariance of the Gaussian process θ t (x) : t > 0 is given by, for 0 < s ≤ t,
The function G defined above is positive and decreasing on (0, ∞), and when t is sufficiently small, G (t) = O t 2−ν , which reflects the fact that the dim-ν order-1 GFF is polynomially correlated with degree ν − 2.
Remark 4. Since we are only concerned aboutθ t (x) when t is small, without loss of generality, we assume that t ∈ (0, 1]. As a consequence of (3.5), θ t (x) : t ∈ (0, 1] is a Gaussian process with independent increment (in the direction of t decreasing), which, up to a time change, has the same distribution as a Brownian motion. To be specific, if we define a "clock" by
has the same distribution as a standard Brownian motion.
Based on the preceding observations, results about the Brownian motion can be transported directly to θ t (x) : t ∈ (0, 1] , and the behavior ofθ t (x) when t is small resembles that of the Brownian motion B τ when τ is large. For example, by the law of the iterated logarithm,
3.2.
When p = 1. Non-concentric Spherical Averages. We now move on to the family of non-concentric spherical averages. Again, instead of the regular spherical averages, we adopt the renormalized spherical averages introduced in §3.1.
Consider the two-parameter Gaussian family
and denote by Cov (x, t; y, s) the covariance ofθ t (x) andθ s (y) for x, y ∈ R ν and t, s ∈ (0, 1]. One can compute Cov (x, t; y, s) using (3.2) and the renormalization. In fact, under certain circumstances, it is possible to obtain explicit formulas for Cov (x, t; y, s).
In particular,
Again, by combining (3.2) with a formula in [20] ( §13.53, pp 429-430), one can easily verify these results. An alternative derivation was also provided in the Appendix of [4] . We omit the proofs and refer to [20] and [4] for details. We remark that (3.7) and (3.8) demonstrate the advantage of this particular renormalization of the spherical averages. For the family of the renormalized spherical averages, under the hypothesis (i) or (ii) in Lemma 5, small radius (radii) does not affect the covariance, which favors convergence as radius (radii) tends to zero.
However, one still needs to treat the renormalized spherical averages in the most general case. To this end, we introduce the intrinsic metric d associated with the Gaussian family θ t (x) : x ∈ R ν , t ∈ (0, 1] where
for x, y ∈ R ν and t, s ∈ (0, 1]. Assuming 0 < s ≤ t ≤ 1, the triangle inequality implies that
so to work with d (x, t; y, s), we need to study d (x, t; y, t), i.e., the intrinsic metric associated with the family θ t (x) : x ∈ R ν with t ∈ (0, 1] fixed.
Lemma 6.
There exists a constant 6 C ν > 0 such that for every t ∈ (0, 1] and every
Proof. Based on (3.7), when |x − y| ≥ 2t,
which immediately implies (3.10). More generally, using (3.2) and (3.3), we can rewrite d 2 (x, t; y, t) as
where Ψ is the function given by
It follows from the properties of J ν−2 2 that Ψ is analytic and
Clearly, there exists
and the integral on the right, after a change of variable u = tτ , becomes
Based on (3.9) and (3.10), it follows from the Kolmogorov continuity theorem that there exists a continuous modification of θ t (x) : x ∈ R ν , t ∈ (0, 1] . From now on, we assume that θ t (x) : x ∈ R ν , t ∈ (0, 1] is such a modification. In other words, we assume that for every θ ∈ Θ, (x, t) ∈ R ν × (0, 1] →θ t (x) ∈ R is continuous.
Since the distribution of the GFF is translation invariant and the notion of "thick point" only concerns local properties of the GFF, without loss of generality, we may restrict the GFF to S (O, 1) the closed cube centered at the origin with side length 2 under the Euclidean metric 7 . We will apply the metric entropy method ( [1, 19, 10] ) to study the boundedness and the continuity of the family
To set this up, we need to introduce some more
be the open ball centered at x with radius ǫ under d, and N (ǫ, A) the smallest number of such balls B d (x, ǫ) required to cover A. Then N is the metric entropy function with respect to d. Applying the standard entropy methods, we get the following results.
Lemma 7.
There exists a constant C ν > 0 such that for every t, s ∈ (0, 1] and every x ∈ S (O, 1),
Proof. By (3.10), there exists C ν > 0 such that for every y, y ′ ∈ S (x, s),
Besides, (3.10) implies that
By the standard results on entropy ([1], Theorem 1.3.3), there exists a universal constant K > 0 (later K will be absorbed by C ν ) such that
which leads to (3.11).
Following exactly the same arguments as earlier, we arrive at
Combining this with the fact that
for sufficiently large a > 0, we arrive at the desired conclusion.
3.3. When p ≥ 2. As shown in Lemma 3, the concentric spherical averages of the dim-ν order-1 GFF is a backward Markov Gaussian process, which enables the renormalization that transforms it into a time-changed Brownian motion. However, when (I − ∆) is replaced by (I − ∆) p for p ≥ 2, spherical averages of the corresponding GFF no longer possess such properties. In particular, for the dim-ν order-p GFF with p ≥ 2, for any fixed x ∈ R ν , the concentric spherical average
: t ∈ (0, 1] fails to be backward Markovian. Nonetheless, it is still possible to explicitly compute the covariance of this process, the result of which shows that, although not being an exact one, the process is "close" to becoming a Markov process. To make this rigorous, we adopt the same method as the one presented in [4] . For simplicity, we only outline the idea here and refer to [4] for more details.
The derivations of the covariance of the spherical averages, as shown in §3.1 and §3.2, can be generalized to the operator m 2 − ∆ for any m > 0. To be specific, if the operator I − ∆ is replaced by m 2 − ∆ in constructing the dim-ν order-1 GFF, then for every x, y ∈ R ν and every t, s ∈ (0, 1],
Comparing this expression with the general formula (3.2), one can easily verify that, for the dim-ν order-p GFF, E
In particular, when x = y and 0 < s ≤ t ≤ 1,
the RHS of which obviously takes the form of
where functions a k only depend on t and functions b k only depend on s for each k = 1, ..., p. A covariance of the form of (3.12) does indicate that the Gaussian process I h σ ave x,t : t ∈ (0, 1] is not backward Markovian. Heuristically speaking, at any given radius, the spherical average alone "provides" too little information for one to predict how the process will evolve for smaller radii. To restore the Markov property, we need to "collect" more information 8 about the GFF over each sphere. To this end, recall the remark at the end of §2 that the higher the order of the operator is, the more regular the corresponding GFF becomes. In particular, for p ≥ 2, the l−th derivative of the spherical average measure in radius, i.e., (d/dt) l σ ave x,t in the sense of tempered distribution, also gives rise to a Paley-Wiener
, then the process {V x,t : t ∈ (0, 1]} is a R p −valued Gaussian (backward) Markov process, and for 0 < s ≤ t ≤ 1,
where "·" here refers to matrix multiplication, A (t) and B (s) are two p×p matrices depending only on t and, respectively, only on s, and for
where a j 's and b i 's are as in (3.12) . In other words, when collecting simultaneously the spherical average and its first (p − 1)st order derivatives, the Markov property is restored by this vector-valued process. Furthermore, the matrix B (s) is nondegenerate when s is sufficiently small, so (3.13) also leads to a renormalization which is U x,t := V x,t · B −1 (t). It follows from (3.13) that, for 0 < s ≤ t ≤ 1,
The renormalized process {U x,t : t ∈ (0, 1]} has independent increment (in the direction of t decreasing). Moreover, it is possible to find a constant vector ξ ∈ R p such that, as t ց 0,
in the sense of tempered distribution; this is because the coefficient of (d/dt) l σ ave x,t , as a function of t, decays sufficiently fast as t ց 0 for each l = 1, · · · , p − 1. Therefore,θ t (x) := U x,t (θ) · ξ ⊤ still is a legitimate approximation of "θ (x)" when t is small. In other words, although the derivatives of the spherical averages are introduced to recover the Markov property, these derivatives do not affect the approximation of point-wise values of the GFF. Moreover, the two-parameter family θ t (x) : x ∈ R ν , t ∈ (0, 1] possesses the same properties as those shown in §3.1 and §3.2.
Governed by the Green's function of (I − ∆) p on R ν , the dim-ν order-p GFF is polynomially correlated with the degree of the polynomial being ν − 2p. In fact, later discussions in this article, i.e., the study of thick point, only requires the existence of an approximationθ t (x) such as the one obtained above. Therefore, it is sufficient to assume p = 1 and investigate the thick point problem for the dim-ν order-1 GFF with arbitrary ν > 2.
Thick Points of Gaussian Free Fields
To study the thick points of the dim-ν order-1 GFF (H, Θ, W), the first problem we face is to determine a proper definition for the notion of "thick point". On one hand, inspired by (1.1) the thick point definition of log-correlated GFFs, we want to investigate the points x ∈ S (O, 1) where the rate ofθ t (x) "blowing up" as t ց 0 is comparable with certain function in t that is singular at t = 0. On the other hand, compared with the log-correlated GFFs, a polynomial-correlated GFF has the properties that, firstly, the point-wise distribution has a larger variance which makes it harder to achieve an "unusually" large value required by a limit such as the one in (1.1); secondly, the near-neighbor correlation is stronger, which makes thick points, defined in any reasonable sense, tend to stay close to each other, and hence as a whole the set of thick points looks more sparse. Taking into account of these considerations, we adopt a thick point definition that is different from (1.1) but proven to be more suitable for polynomial-correlated GFFs.
We denote by T γ θ the set of all the γ−thick points of θ. Sinceθ t (x) is assumed to be continuous in (x, t) ∈ S (O, 1) × (0, 1], T γ θ is a measurable subset of S (O, 1). Moreover, viewing from the perspective of (3.6), if γ > 0, (4.1) requiresθ t (x) to grow, as t ց 0, no slower than a unusually large function in t, at least along a sequence in t. In this sense, the value of θ is unusually large at a γ−thick point so long as γ > 0. Compared with (1.1) , the requirement in (4.1) is easier to achieve, which contributes positively to T γ θ having "detectable" mass. In fact, such a deviation from (1.1) (i.e., replacing in the definition "lim tց0 " by "lim sup tց0 " and "=" by "≥") is necessary, as we will see later in §4.2.
Our main goal is to determine the Hausdorff dimension of T As mentioned earlier, the polynomially singular covariance of the GFF makes thick points rare and hence hard to detect, as a consequence of which, the upper bound on the Hausdorff dimension of T γ θ is readily obtained, but deriving the lower bound is more complicated.
4.1. Proof of the Upper Bound. The derivation of the upper bound (4.2) follows an adaptation of the procedure used in [13] . To simplify the notation, we write
Lemma 10. There exists a constant C ν > 0 such that for every x ∈ S (O, 1) and n ≥ 1,
Proof. Similarly as in Lemma 7, we will prove the desired result by the metric entropy method. Let n ≥ 1 be fixed. For every ǫ > 0, set
where C ν , for the moment, is the same constant as in (3.10). Let
be a finite covering of S (x, 2 −n ) where y l ∈ S (x, 2 −n ) and L ǫ is the smallest number of balls B (y l , τ n,ǫ ) needed to cover S (x, 2 −n ) and hence L ǫ = O 2 −nν /τ ν n,ǫ . By (3.10), the choice of τ n,ǫ is such that the diameter of each ball B (y l , τ n,ǫ ) under the metric d ·, 2 −n−1 ; * , 2 −n−1 is no greater than ǫ/3. In fact, for any t ≥ 2 −n−1 , (3.10) implies that, if |y − y ′ | ≤ 2τ n,ǫ , then
Next, take τ 0 := 2 −n−1 and define τ m inductively such that
for m = 1, · · · , M ǫ , where M ǫ is the smallest integer such that τ Mǫ ≥ 2 −n+2 and hence
Consider the covering of S (x, 2 −n ) × 2 −n , 2 −n+1 that consists of the cylinders
Any pair of points ((y, t) , (w, s)) that lies in one of the cylinders above, e.g.,
This implies that
where N is the entropy function defined before Lemma 7. Moreover, the diameter of 
Now we can get to the proof of the upper bound (4.2).
Proof of the upper bound: When γ = 0, (4.2) is trivially satisfied. Without loss of generality, we assume that γ ∈ (0, 1] for the rest of the proof. For each n ≥ 0, consider a finite lattice partition of S (O, 1) with cell size 2 · 2 −n (i.e., the length, under the Euclidean metric, of each side of the cell is 2 · 2 −n ). Let x (n) j : j = 1, · · · , J n be the collection of the lattice cell centers where J n = 2 νn is the total number of the cells. Let γ ′′ , γ ′ be two numbers such that 0 < γ ′′ < γ ′ < γ and γ ′ and γ ′′ can be arbitrarily close to γ. Consider the subset of the indices
Combining (4.4) and the Borell-TIS inequality ([1]
§2.1 and the references therein), we have that, for every j = 1, · · · , J n ,
Therefore,
On the other hand, if y ∈ T γ θ , then there exists a sequence {t k : k ≥ 0} with t k ց 0 as k ր ∞ such that
For every k, let n(k) be the unique positive integer such that
is the cell center (at n(k)−th level) such that y − x
then clearly j ∈ I n(k) . Therefore,
Moreover, for each m ≥ 1, S x (n) j , 2 −n : j ∈ I n , n ≥ m forms a covering of T γ θ , and the diameter (under the Euclidean metric) of S x
Thus, if H α is the Hausdorff-α measure for α > 0, then
It follows from Fatou's lemma that
′′ is arbitrarily close to γ, we conclude that
. We have completed the proof of the upper bound (4.2). In addition, by the same argument as above, if γ > 1, we can choose γ ′′ to be greater than 1, in which case
This observation immediately implies the last assertion in Theorem 9, i.e., if γ > 1, then T γ θ = ∅ a.s.. 4.2. Perfect γ−thick point. In this subsection we explain why the definition (4.1) is more proper for the study of thick points for polynomial-correlated GFFs. Simply speaking, the straightforward analogue of (1.1), the thick point definition for log-correlated GFFs, imposes too strong a condition to fulfill in the case of polynomial-correlated GFFs. To make this precise, we first define a more strict analogue of (1.1).
Again, if P T γ θ is the set that contains all the perfect γ−thick points of θ, then P T γ θ is a measurable subset of S (O, 1). To study P T γ θ , we follow a similar strategy as the one used to establish the upper bound in §4.1. For each n ≥ 0, set s n := 2 −n 2 . For n ≥ 1, consider the two-parameter Gaussian family
Let ω n be the modulus of continuity of A n under the intrinsic metric d, i.e., for every δ > 0, ω n (δ) := sup θ t (x) −θ s (y) : d (x, t; y, s) ≤ δ, x, y ∈ S (O, 1), t, s ∈ [s n , s n−1 ] .
Lemma 12.
There exists a constant C ν > 0 such that for every n ≥ 1 and every
Moreover, if
Proof. For every ǫ > 0, let N (ǫ, A n ) be the entropy function, as introduced before Lemma 7. Then, it follows from a similar argument as the one used in the proof of Lemma 10 that 
Similarly as the integrals we evaluated when proving (3.11), we have that
for some C ν > 0, which lead to the first assertion.
To prove the second assertion, notice that by (3.10)
Therefore, by (4.5),
The desired conclusion follows from dividing both sides of the inequality above by D (s n−1 ) and applying the Borel-Cantelli lemma. Now we are ready to establish the main result of this subsection, which is, if γ > 0, then the perfect γ−thick point doesn't exist almost surely. Being "perfect" prevents such points from existing.
Proof. Based on (4.6), for W−a.e. θ, there exists N θ ∈ N such that for every n ≥ N θ and x, y such that y ∈ S (x, s 2n ),
Choose M > 0 to be a sufficiently large constant. Consider the lattice partition of S (O, 1) with cell size 2 −k , and let
be the cell centers. Let y be a perfect γ−thick point. For n that is sufficiently
In particular, this means that
and for every t ∈ [s n , s n−1 ] ,
⊆ Θ be the collection of all the field elements θ such that
Clearly, P n is a measurable set and W (P n ) doesn't depend on x (4n 2 ) j . To simplify the notation, we will write "x (4n 2 ) j " as "x" throughout this proof. The idea is to rewrite P n in terms of a shifted θ and apply the Cameron-Martin formula. To this end, we define, for t ∈ (0, 1],
and f (t) := F ′ (t) , and let ζ x,n be the element in H −1 (R ν ) such that its corresponding Paley-Wiener integral is I h ζx,n (θ) =ˆs
We observe that for every t ∈ [s n , s n−1 ],
In other words, we can view
as a Paley-Wiener integral of a translated GFF. Thus, by the Cameron-Martin formula ( [18] , Theorem 8.2.9), W (P n ) is equal to
Moreover, we compute
It is easy to verify that, when n is large,
Thus, W (P n ) is no greater than
when M is sufficiently large.
To complete the proof, we repeat the arguments that lead to the last assertion in Theorem 9. Because
and the probability of the RHS is no greater than
is the empty set with probability one.
Proof of the Lower Bound
In this section we will provide a proof of the lower bound (4.3). The strategy is to study the convergence ofθ t (x) /D (t) as t ց 0 along a prefixed sequence that decays to zero sufficiently fast. To be specific, assume that {r n : n ≥ 0} is a sequence of positive numbers satisfying that r 0 = 1, r n ց 0 as n ր ∞, and
is called a sequential γ−thick point of θ with the sequence {r n : n ≥ 0} if
With any sequence {r n : n ≥ 0} as described above fixed, we denote by ST γ θ the collection of all the sequential γ−thick points of θ with {r n : n ≥ 0}. ST θ . Thus, it is sufficient to derive the lower bound of dim H (ST γ θ ) for γ ∈ (0, 1).
Remark 16. One example of a sequence satisfying (5.1) is r n = 2 −2 n 2 +1 for n ≥ 0. However, the method explained in this section applies to any sufficiently fast decaying sequence. On the other hand, for technical reasons, we will assume that (5.2) ln (− ln r n+1 ) = o (− ln r n ) for all large n's.
This assumption will not reduce the generality of the method. If a given sequence {r n : n ≥ 0} does not satisfy (5.2), one can always "fill in" more numbers to get a new sequence {r m : m ≥ 0} that satisfied both (5.1) and (5.2), and the original sequence {r n : n ≥ 0} is a subsequence of {r m : m ≥ 0}. Then, if we establish a lower bound of dim H (ST γ θ ) with {r m : m ≥ 0}, the lower bound also applies with any subsequence of {r m : m ≥ 0}.
The advantage of studying sequential thick points is that the same method can be applied to the study of other problems related to the geometry of GFFs, when convergence along sequence already gives rise to interesting objects (e.g., random measures concerned in [4, 11, 2] ), especially in the absence of the perfect γ−thick point as pointed out in Theorem 13.
Let γ ∈ (0, 1) be fixed. We will obtain the lower bound of dim H (ST γ θ ) in multiple steps. To simplify the notation, for every θ ∈ Θ, x ∈ S (O, 1) and n ≥ 1, we write
For each x ∈ S (O, 1), we define the following measurable subsets of Θ:
and for n ≥ 1,
Step 1: Derive the probability estimates. Let x ∈ S (O, 1) be fixed. It's clear that θ 0 (x) , ∆θ n (x) , n ≥ 1 is a family of independent Gaussian random variables. The following simple facts about P x,n and Φ x,n are in order.
Lemma 17. P x,i , i = 0, 1, · · · , n, are mutually independent. Moreover, there exists a constant C ν > 0 such that for every n ≥ 1,
The results above follow from straightforward computations with Gaussian distributions, combined with the assumption (5.1). Proofs are omitted.
Step 2: Obtain a subset of ST γ θ . For every n ≥ 0, consider the lattice partition of S (O, 1) with cell size r n . Assume that K n = x (n) j : j = 1, · · · , K n is the collection of all the cell centers, where
Lemma 18. For every γ ∈ (0, 1) and every θ ∈ Θ,
. Proof. Let θ and γ be fixed. We first show that
For any y in the RHS above, there exists a subsequence {n k : k ≥ 1} ⊆ N with n k ր ∞ as k ր ∞ and a sequence of cell centers
Moreover, by the definition of Ξ n k ,θ and the triangle inequality, for every j = 0, 1, · · · , n k ,
When j is sufficiently large, the RHS above can be arbitrarily small; moreover, (4.6) implies that, if n k is large such that r n k < r
It follows immediately from the triangle inequality that
and hence y ∈ ST S (x, r n ) for every p ≥ 1 such that lim p→∞ y p =ỹ. Either, for some n ≥ k, y p ∈ x∈Ξ n,θ S (x, r n ) for infinitely many p's, in which case there must exist x (n) ∈ Ξ n,θ such that ỹ − x (n) ≤ 2 √ ν · r n , or, one can find a subsequence {n p : p ≥ 0} with n p ր ∞ as p ր ∞ such that y p ∈ S x (np) , r np for some x (np) ∈ Ξ np,θ , in which case, since y p →ỹ, x (np) −ỹ can be arbitrarily small when p is sufficiently large. In either case, one can follow similar arguments as above to show thatỹ ∈ ST γ θ .
Step 3: Construct a sequence of measures. For each n ≥ 1 and θ ∈ Θ, define a finite measure on S (O, 1) by,
where "vol" refers to the volume under the Lebesgue measure on R ν . It is clear that
for every n ≥ 1. We also need to study the second moment of µ n,θ S (O, 1) , to which end we write the second moment as
We will show that
First notice that, when j = k, (5.4) implies that
so the sum over the diagonal terms in (5.8) is bounded from above by
which converges to zero as n → ∞ so long as γ < 1. So we only need to treat the sum over the off-diagonal terms in (5.8), and this is done in separate cases depending on the distance between the two cell centers x
we can rewrite the sum over the off-diagonal terms in (5.8) as
Let j and k be fixed for now. For l, l
. It is sufficient to treat the cases when x
is small, or equivalently, when i, as determined by ( †), is large. One can easily use (3.7) and (3.8) to verify that DCov (l, l ′ ) = 0 when l ′ ≥ i + 2 and either l ≥ i + 2 or l ≤ i − 1, which implies that the family
is independent. However, the independence of this family is not sufficient for (5.9) to be bounded in n. We need to carry out more careful analysis by further breaking down the range of x
Case 1. Assume that, for some sufficiently small ǫ ∈ (0, 1 − γ),
In this case, besides the family of independent random variables in (5.10), we also have that for l
which, by (3.7) and (3.8), leads to DCov (i; l ′ ) = 0 and DCov (i + 1, l ′ ) = 0, and
. As a result,
The last inequality is due to (5.4). On the other hand, if j is fixed, then the number of x
is of the order of r 1−ǫ i+1 /r n ν . The contribution to (5.9) under this case is
which is bounded in n since ǫ < 1 − γ.
Case 2. Assume that
Since the random variables in (5.10) are independent, we have that
, which, by (5.3) and (5.4), is no greater than
Meanwhile, with x (n) j fixed, the number of x (n) k 's that satisfy (5.11) is of the order of r ν−1 i r i+2 /r ν n . Hence, the contribution to (5.9) under this case is
which is bounded in n by the assumption (5.1).
Case 3. Assume that either
We observe that for all l ′ ≥ i + 3, by (3.7) and (3.8) , under the hypothesis (3a) or (3b), DCov (i + 1, l ′ ) = 0. Together with the family of independent random variables in (5.10), we see that both P x (n)
and P x (n) j ,i+2
are independent of P x (n) k ,l ′ for all l ′ ≥ i + 3, and similarly both P x (n)
and P x
are independent
is bounded from above by
so we only need to focus on the family
Under the hypothesis (3a) or (3b), there exists a constant C ν > 0 such that for all i ≥ 0,
Proof. We will prove this result by multiple steps of conditioning. To further simplify the notation, throughout the proof, we write
Clearly, Y i+2 is independent of Y i+1 and X i+2 . Furthermore, Cov (X i+1 , Y i+2 ) is given by, when (3a) applies,
In either case, Cov (X i+1 , Y i+2 ) doesn't depend on r i+2 , and by the asymptotics of the functions that are involved and the Cauchy-Schwarz inequality,
Similarly, Cov (X i+1 , Y i+1 ) is given by, when either (3a) or (3b) applies,
We first condition on Y i+2 . The joint conditional distribution of {X i+1 , X i+2 , Y i+1 }, given Y i+2 = y, is the same as the Gaussian family X 
In particular, if y − √ 2νγ∆D i+2 ≤ ∆G i+2 , then, by (5.1) and (5.14), m = o (1) and σ 2 = ∆G i+1 + o (1), and these estimates 9 can be made uniform in y. Moreover, the covariance of the family is given by Cov X
We write the following conditional distribution as
where W| Yi+2=y is the conditional distribution under W given Y i+2 = y, and
are the corresponding events concerning X ′ i+1 , X ′ i+2 and Y ′ i+1 , e.g., 
, the estimates we obtained for m and σ 2 also apply to λ and ς 2 respectively, and those estimates are uniform in x and y. In addition, Cov
. Again, we write the following conditional distribution as
where W| X ′ i+2 =x is the conditional distribution under W| Yi+2=y conditioning on X ′ i+2 = x, and P X ′′ To compute
, we use conditioning again. Given
is the Gaussian distribution with the mean
and the variance
These estimates 10 follow from (5.15) and earlier estimates on m, λ, σ 2 and ς 2 , and they can be made uniform in w, x and y. Therefore, one can easily verify that
and p 1 is independent of w, x and y. This further leads to
and p 2 is independent of x and y. Finally, since X ′ i+2 has the same distribution as X i+2 , by backtracking the condition, we have that
, and hence
The desired estimate follows immediately from (5.3).
It follows from (5.1), (5.12) and (5.13) that, in Case 3,
On the other hand, with x (n) j fixed, the number of x (n) k 's that satisfy either (3a) or (3b) is of the order of r ν−1 i r i+1 /r ν n . Hence, the contribution to (5.9) under this case is
which is bounded in n.
Case 4. The last case is that either
The strategy for studying this case is similar to that for the previous case. We will omit the technical details that are the same as earlier, but only address the differences in the treatment of Case 4 from that of Case 3. When (4a) or (4b) applies, one can use (3.7) and (3.8) to verify that both P x (n)
are 10 Here, as well as in later occasions, when concerning " O", the "estimate" refers to the constants in the upper and lower bound.
is independent of P x
is no greater than
. Lemma 20. Under the hypothesis (4a) or (4b), there exists a constant C ν,ǫ > 0 such that for all i ≥ 0,
Proof. Similarly as the proof of Lemma 19, one can prove (5.17) by multiples steps of conditioning. For simpler notation, we write
, and
When (4a) or (4b) applies, by (3.7) and (3.8),
We first condition on Y i+1 = y where y − √ 2νγ∆D i+1 ≤ ∆G i+1 . Then the joint conditional distribution of {X i , X i+1 } given Y i+1 = y is the same as that of X 
and moreover, To proceed from here, we need to carry out a step that is different from the proof of Lemma 19. Specifically, we need to compare W P x 
To this end, we write the later as
Notice that by the estimates in (5.20) which apply to m 3 and σ It follows from this observation that, given X ′ i = x, the conditional probability of X ′ i+1 being in the desired interval, i.e., X
. From this point, we backtrack the conditioning in the same way as we did in the proof of Lemma 19 and arrive at
By ( which is bounded in n since γ < 1. Summarizing our findings in all the cases above, we conclude that
Step 4: Study the α−energy of µ n,θ . In this subsection we study the α−energy, α > 0, of the measure µ n,θ introduced previously. Namely, with α > 0 fixed, we consider, for every θ ∈ Θ and every n ≥ 1, |y − w| −α µ n,θ (dy) µ n,θ (dw) .
By the definition of µ n,θ (5.6), E W [I α (µ n,θ )] is equal to which tends to zero as n → ∞ whenever α < ν (1 − γ). So it is sufficient to treat the sum over the off-diagonal terms in (5.22) . To this end, we follow a similar approach as the one adopted in the previous step. Again, assume that j = k, let i ∈ N, 0 ≤ i ≤ n − 1, be the unique integer such that
and we rewrite the sum over the off-diagonal terms in (5.22) as 
Let α ∈ (0, ν (1 − γ)) be fixed. We investigate the sum in (5.23) according to the four cases presented in the previous step. Same as earlier, without loss of generality, we can assume that i is sufficiently large. i . Combining this with the findings from the previous step, i.e., the estimate on
and the number of qualifying k's for any fixed j, one can easily confirm that the contribution to (5.23), in Case 2 or Case 3 or Case (4b), is bounded in n.
Case (4a). However, in the case of (4a), the arguments above will not work, since r . We need to apply a finer treatment by decomposing the interval (r 1−ǫ i+1 , r i − r i+1 ] into a union of disjoint intervals. To be specific, let Z be the smallest integer such that (r i+1 /r i )
for which to happen it is sufficient to make k 's such that x (n) j
