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2.1 Energy landscapes 
The structural dynamics of a protein ranging from local atomic fluctuations to complex
folding and unfolding processes are determined by the structure of the potential energy
surface spanned by the relative coordinates of its atoms. The energy surface of a protein
possesses a large degree of complexity. This is due to its high dimensionality, since even for
a small protein the number of atoms easily exceeds a thousand, and the fact that the energy
of a certain conformation is determined by various types of interactions, such as van der
Waals forces, hydrogen bonds, and electrostatic interactions. This inherent complexity has
motivated a simplified description that is based on the metaphor of a landscape. This
description, referred to as the energy landscape, is usually two- or three-dimensional. One
coordinate is the energy, while the other (two) represent(s) the conformational state of the
protein. The conformational dimension may be regarded as the projection of a single
coordinate out of the true hyperspace or as a cross section of the multidimensional surface.
The conformation of a protein at a particular instant is represented by a single point, and its
structural degrees of freedom are determined by the energy gradient it encounters when it
explores the landscape. These concepts are illustrated in Fig. 2.1. It is worthwhile to note that
the landscape metaphor is not only being applied in describing the dynamics of proteins in
their native state, but has also proven to be an extremely powerful concept in the treatment
of protein folding. [For a review see Ref. Dil97]
Based on some simple structural and energetic arguments one can give a global
description of the structure of a protein energy landscape. The overall shape of the potential
should be that of a steep well, reflecting the fact that the native structure of a protein is
sharply defined and thermodynamically stable, and as such should have a free energy much
lower than that of the unfolded protein or other possible structures. Superimposed on the
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Figure 2.1 Schematic illustration of the concept of an energy landscape. See text for
explanation.
well shape is a rugged structure that exists on a broad range of  energy and length scales.
Ruggedness essentially arises from structural frustration. The compact structure of a protein
requires certain atoms or functional groups to be in close contact. Not all interactions can be
energetically favorable, and hence, the protein is structurally frustrated. The native
conformation can be considered as a structural compromise with a maximal number of
favorable and a minimal number of unfavorable interactions. How structural frustration leads
to a rugged energy landscape is best illustrated by a simplified example. [Fra94] Imagine
a linear polymer made up of two different building blocks. Building blocks of the same type
have an attractive short range interaction, while building blocks of a different type repel each
other. Figure 2.2 shows two low-energy conformations of such a system. These states
represent two local minima within its energy landscape. The conformational states are low
in energy since the number of favorable interactions exceeds the number of unfavorable
interactions. A conformational rearrangement from one stable state to another requires the
motion of individual building blocks with respect to each other, and therefore, raises the
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Figure 2.2 Sketch of the potential energy surface of a random hetero polymer. The
two local minima correspond to the structures that are shown.
energy of the system. As a consequence, a conformational barrier exists between them. It is
not hard to imagine that, given their high dimensionality, structural complexity, and the many
different types of forces between their building blocks, the rugged structure observed in the
potential energy surfaces of proteins exhibits much more complex features.
 2.2 The topology of multidimensional potential energy surfaces
In this section we introduce a formal description of a multidimensional potential energy
surface that avoids some of the inherent shortcomings of the one-dimensional picture painted
in the previous section. This description is mainly based on the work of Stillinger and Weber
[Sti84] and that of Becker and Karplus. [Bec97] This work is closely related to molecular
dynamics simulations of model peptides and small proteins that will be discussed in the next
section. However, by itself it provides us with some extremely useful concepts in the
description of protein energy landscapes.
2.2.1 The mapping onto minima approach
A molecule comprising N atoms spans a 3N-dimensional conformational phase space r
= (r , ..., r ) 0 U , where the vectors r  correspond to the coordinates of the atoms in three-1   N       i3N
dimensional space. The potential energy of the system, M, is a function of the position within
its conformational phase space, M(r , ..., r ). To characterize this potential energy1   N
Mr /Ms ' &LM(r)
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hypersurface, Stillinger and Weber [Sti84] introduced the so-called mapping onto minima
approach. It implies that any arbitrary conformation is mapped onto the potential energy
minimum that is encountered by direct minimization of the energy along the steepest descent
path in configuration space. Technically, this means that configurations are mapped onto
minima by solutions to the multidimensional equation
where s is a virtual ‘time coordinate’ for the descent. In terms of a molecular dynamics
calculation one can choose any of a number of sampled thermally fluctuating conformations,
and quickly freeze the system to absolute zero temperature. This process can be simulated
by minimization of the conformational energy, starting from the instantaneous conformation
from the molecular dynamics simulation, and using an appropriate minimization procedure.
[Elb87, Go89, Nog89]
The potential energy hypersurface comprises a discrete number of minima, {"}. The map
from the 3N-dimensional continuum U  to the discrete set of minima {"} is denoted as3N
M (r), i.ed
where the superscript d stands for direct minimization. Furthermore, one can define a subset,
R(") d U , out of the total configuration space, which is the set of conformations mapping3N
onto the same given local minimum ". R(") is a connected set, which means that all r 0
R(") are connected by a path through ", and that the different R(") are disjoint. The total
number of sets R(") partition the total configuration space into a number of so-called
attraction basins around the " minima.
The mapping onto minima approach has been instrumental in computational attempts at
describing protein potential energy surfaces, as is illustrated by the work of Elber and
Karplus [Elb87] on myoglobin and that of Noguti and Go [Go89, Nog89] on bovine
pancreatic tripsin inhibitor (vide infra). However, a disadvantage of this method is that is
does not provide us with information on the barriers between the minima that are found. This
means that one can show that proteins indeed exhibit complex energy landscapes comprising
large numbers of minima, but that, for instance, essential information on the detailed
structure of the energy surface becomes lost in the process. This limitation arises from the
fact that in the limit of absolute zero temperature, any barrier, however small, traps the
system in a local minimum. Becker and Karplus [Bec97] accounted for the behavior at finite
temperature by introducing so-called superbasins, which group together certain minima,
which are connected by low barriers.
R T(")) ' ^R(")
"
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Figure 2.3 Example of a superbasin in terms of a one-dimensional potential energy
surface. Note however, that the concept of superbasins is defined in the total 3N-dimensional
configuration space of the system.
 The superbasins
are a union of all the R(") sets connected by barriers lower than kT. This implies that, within
a superbasin, the system moves rapidly between its component minima. R ("N) is defined asT
the union of all R(") sets for which max(N , N ) # kT, where N  is the barrier for going fromij  ji     ij
j to i. The symbol "N refers to the lowest minimum in R ("N), i.e.T
A new mapping procedure M (r) can be defined that partitions the 3N-dimensionalT
configuration space U  into a number of superbasins at temperature T, mapping it onto the3N
smaller set of minima {"N}
Another way of looking at the concept of superbasins is as the set of minima that would be
obtained by smoothing out any ruggedness on the potential energy surface characterized by
barriers lower than kT, and subsequently carrying out the direct mapping procedure. The
concept of superbasins is further illustrated in Fig. 2.3.
The M  mapping reflects the system connectivity at different temperatures. If one definesT
a time scale of observation as the time it takes to reach equilibrium among all of the "
minima associated with an individual R ("N), the dynamics of the system at that temperatureT
are only sensitive to transitions between different R ("N) basins, and not to the underlyingT
M E(r) :U3N 6 {")}E
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structure within the basins themselves.
The M (r) mapping is formulated in terms of the canonical ensemble, that is using theT
temperature T rather than the total energy E as the control parameter. Alternatively, a
microcanonical mapping M (r) can be definedE
where the microcanonical superbasins R ("N) = ^ R(") are defined as a union of elementaryE
basins connected by barriers N # E, E being the energy value of the barrier. As the
microcanonical map is concerned with absolute energies it reflects the topography of the
potential energy surface. On the other hand, the canonical map highlights the relative
energies and reflects the kinetic connectivity of the system (vide infra).
 
2.2.2 The topological disconnectivity graph
Insight into the topological structure of the energy surface is obtained by applying the
M (r) or M (r) map several times, each at a different temperature or energy. The topologyT   E
of the surface is revealed by the way each of these mappings results in a different partitioning
of the energy surface and how these partitionings change as a function of temperature or
energy. The disconnectivity graph G(M) is defined by the inclusion relationship of the
different basins, meaning the way smaller basins coalesce to form larger basins. Figure 2.4
shows a number of disconnectivity graphs together with the potential energy surfaces they
correspond to. In the next section we will comment on the difference between the various
types. Each vertex on the disconnectivity graph represents an attraction basin R ("N), whileT
the horizontal levels correspond to the partitioning obtained from the map at different
temperatures or energies. The disconnectivity graph G(M) has an inherent hierarchical
structure. Each vertex at a level j corresponds to a basin R ("N) defined by the mappingj
M (r) at a temperature T . If all basins associated with an arbitrary temperature T  areTj j          j
indexed j = 0, then there are ‘parent’ basins, indexed j = 1, 2, ..., associated with higher
temperatures, i.e. R ("N), R ("N), ..., and ‘descendent’ basins, indexed j = -1, -2, ... ,1  2
associated with lower temperatures, i.e. R ("N), R ("N), ... . -1  -2
Another important variable is the number of edges originating from each vertex. This
branching number, or multiplicity m is a measure of the relative size or the phase space
volume, of the attraction basins associated with the graph’s vertices. Generally speaking, it
is true that basins comprising a large number of minima occupy a larger phase space volume
than those only comprising a small number of minima.
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Figure 2.4 Examples of three elementary types of potential energy surfaces, shown together
with the corresponding disconnectivity graph G(M). See text for explanation.
2.2.3 Classification of potential energy surfaces
The microcanonical disconnectivity graph G(M) can be used to make a rough
classification of potential energy surfaces. The feature of the graph that is sensitive to
differences between certain topologies is the multiplicity m associated with each vertex.
Becker and Karplus made a distinction between three types of potential energy surfaces,
namely a rough surface, a single minimum with small fluctuations, and a funnel shaped
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surface. Figure 2.4 shows examples of each of the three types, along with their
disconnectivity graphs. It should be noted that these only describe borderline cases, and a
large multidimensional system, such as a protein, may display a combination of these
elementary features.
1. A rough potential energy surface
The term ‘rough’ is slightly confusing as it is often used for any surface with a large
number of minima. The surface that is shown can also be classified as hierarchical or fractal,
in the sense that the multiplicity m of each vertex is fixed. In general, rough potential energy
surfaces (although not necessarily in the fractal form that is shown in Fig. 2.4) are expected
to characterize glasses, and are being used to describe the energy landscapes of proteins in
their native state (vide infra).
2. A single minimum with small fluctuations
This describes a potential energy surface shaped as a single well with a rough area in the
neighbourhood of the minimum. For such a system, lowering the temperatures reduces the
accessible phase space volume, but only leads to branching of the disconnectivity graph in
the limit of absolute zero temperature. This means that m = 1 for all vertices. Only at low
temperature, the roughness of the potential surface will affect the dynamic behavior of the
system.
3. A funnel shaped potential energy surface
The funnel structure belongs to an energy surface that has the overall shape of a single
well, but has a certain degree of roughness superimposed on it. The resulting structure is that
of a deep minimum flanked by weaker local minima. The funnel structure is often used in the
description of protein folding and unfolding processes. [Dil97] In terms of the
disconnectivity graph G(M), each decrease in temperature leads to a splitting of attraction
basins, and branching of the graph. However, opposed to the hierarchical structure, most of
these branches die out quickly, that is a local minimum is reached. Ideally, there is a single
branch that branches towards a unique local minimum for T = 0.
2.2.4 Basin kinetics and basin connectivity graphs
The canonical (temperature dependent) disconnectivity graph G (M) can be used toT
describe the structural dynamics of a protein in terms of transitions between basins. A
transition is defined as a motion along a path that crosses a barrier that is higher than the
thermal energy. The initial and final states of a transition are not pure states, in the sense that
CONCEPTS
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Figure 2.5 Schematic representation of kinetic transitions on a canonical disconnectivity
graph. The solid arrows indicate transitions within one vertex, i.e. 060 transitions, the
dashed arrows indicate transitions between states that demand a higher join on the graph,
i.e. 06160 transitions.
they belong to a unique minimum, but correspond to basins. A given basin may comprise
local states, separated by barriers lower than kT, which are in rapid equilibrium. Naturally,
basins that are separated by low barriers have a higher probability for transitions between
them than those separated by higher barriers. Figure 2.5 shows an example of a canonical
disconnectivity graph G (M). Similar to the microcanonical disconnectivity graph G (M),T        E
the canonical graph reflects a kinetic hierarchy. The levels of the graph are numbered relative
to the system temperature, which is assigned the index 0. All nodes on the 0-level represent
superbasins at this temperature. These are often connected to several sub-basins, which are
in thermal equilibrium. The transition rate between superbasins on the potential energy
surface is related to the location of their least upper bound (or join) on the graph. A higher
join implies a higher barrier, and therefore, a lower rate. The concept of kinetic transitions
on the disconnectivity graph G (M) is also illustrated in Fig. 2.5.T
Another important aspect of the potential energy surface, which influences the rate of
transitions, is the connectivity among basins. This reflects the fact that the probability of a
given transition does not only depend on the barrier height, but also on the probability of
reaching the vicinity of that barrier from different parts of the surface. It is here that the issue
of the dimensionality of the conformational phase space comes in, or more specifically, this
is where the limitations of a one-dimensional description show up. If we consider a
superbasin comprising a number of local minima, a one-dimensional coordinate implies that
a certain minimum is only directly connected via a single barrier to maximally two other
minima, i.e. those that are adjacent on the conformational coordinate. However, within a
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Figure 2.6 An example of the same basin connectivity graph, one displaying the borderline
case of minimal connectivity within superbasins (A), the other (B) displaying maximal
connectivity. Each ellipse represents a (super)basin on the potential energy surface. A line
between two basin indicates that they are directly connected.
multidimensional surface all local minima in a superbasin may be mutually connected by a
single barrier, although this is not necessarily the case. Formally, two R ("N) basins within0
a given R ("N) superbasin are directly connected if the path connecting their two respective1
minima does not go through any other R ("N) basin. The connectivity among basins in the0
potential energy surface can be schematically represented in a basin connectivity graph, an
example of which is given in Fig. 2.6. Fig. 2.6 shows two borderline cases. One is the case
of maximal connectivity within a superbasin, where all possible pairs of basins R ("N)0
belonging to the same parent R ("N) are directly connected. The other is that of minimal1
connectivity, where a given basin within a superbasin is only connected to maximally two
other basins, and at least two basins within the same superbasin are only connected to one
other basin.
2.3 Experimental and computational explorations of protein energy
landscapes
The purpose of this section is to review some of the current views on the structure of
protein energy landscapes. In the process, we will introduce some of the experimental and
computational tools that have been instrumental in arriving at the present level of
understanding of protein dynamics. The views that are introduced will serve as a conceptual
framework in the light of which the experimental results of chapter 5 will be interpreted.
The subject of protein dynamics involves processes ranging from the folding into the
native conformation to low-amplitude atomic fluctuations. In the remainder of this thesis we





folding is complete. This implies that only the low-energy part of the total surface is under
consideration.
2.3.1 Rebinding of small ligands to myoglobin
As was mentioned in chapter 1, myoglobin can exist either in a ligand free state, Mb, or
in a state where a small ligand, such as carbon monoxide, is bound to the heme pocket,
MbCO. The dissociation of the Mb:CO complex can be initiated by (laser) light
MbCO   ÷    Mb  + CO
h<
The rebinding kinetics after photodissociation can be followed by monitoring the
absorption of the heme Soret band, which is blue-shifted for MbCO relative to its position
for Mb. Austin et al. [Aus75] observed that, below about 160 K, the kinetics exhibit strongly
non-exponential behavior, while at room temperature the rebinding kinetics follow an
exponential time course. At low temperatures, the survival probability, N(t), which is the
fraction of proteins that have not rebound a ligand at a time t after the photodissociation, has
to be described by a power law, N(t) = N(0)(1+kt) . At low temperature, the dissociated CO-n
rebinds from a cavity inside the protein, and if the rebinding were to occur over a barrier of
unique height H, N(t) would be exponential in time N(t) = exp(-kt), with the rate constant k
given by an Arrhenius equation k(H,T) = A exp(-H/RT). The non-exponential time
dependence can be explained by assuming that there is no unique barrier height, but rather
that a distribution of barrier heights, g(H), exists. For this situation, the survival probability
becomes
The rebinding kinetics can be well described in terms of a temperature-independent barrier
height distribution g(H), but the crucial issue is what gives rise to the distribution. The
interpretation of Austin et al., [Aus75] that is now fully accepted, is that each protein in the
ensemble has a slightly different conformation, and that the barrier height for the rebinding
process is different for each structure. In other words, the distribution of barrier heights, and
potentially many other properties of the protein, is the direct result of structural heterogeneity
of the ensemble. Each protein conformation is referred to as a conformational substate, and
each substate corresponds to a local minimum within a rugged potential energy surface as
is sketched in Fig. 2.7. The conformational substates have the same overall structure, but
differ slightly on a more detailed level. Note that the potential energy surface or energy
landscape is the same for each protein, and that the structural heterogeneity of the ensemble
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Figure 2.7 Sketch of the energy landscape of native myoglobin based on CO-rebinding
experiments. The local minima correspond to the conformational substates of the protein.
(2.8)
(2.9)
same surface. At low temperature, the rate of interconversion between conformational
substates is slow as compared to the average rate of rebinding, so that each protein is
effectively frozen in a particular substate during the course of the experiment. However, at
room temperature, the rate of interconversion between substates is much faster than the rate
of rebinding, resulting in an exponential time dependence for N(t) = exp(-+k,), where +k, is
the rebinding rate weighted and averaged over the equilibrium population of the
conformational substates, as given by 
Here k  and w  are the rebinding rate and the equilibrium population of conformationali  i
substate i.
2.3.2 X-ray crystallography and other methods
X-ray crystallography has been and still is the most important technique to determine
three-dimensional protein structures. X-ray diffraction studies on protein crystals yield the
electron density in the protein molecule, from which the atomic coordinates of non-hydrogen
atoms are determined. X-ray diffraction studies also can yield information on the structural
heterogeneity and dynamics of proteins. The existence of conformational substates implies
that the atomic coordinates vary slightly from molecule to molecule in a protein crystal. The
structural indeterminism in the protein crystal reduces the x-ray scattering amplitude of each
atom. Assuming a Gaussian distribution of atoms around their average position, the x-ray
scattering amplitude of each atom i is decreased by the so-called Debye-Waller factor,
+x 2, ' +x
2
s , % +x
2







Figure 2.8 Average mean squared displacement +x , of non-hydrogen atoms in myoglobin2
obtained from x-ray crystallography. The data were obtained from Ref. Par87.
Here, the disorder of the atom i is characterized by the mean squared displacement +x ,, thei2
scattering angle is denoted by 2, and 8 is the wavelength of the x-rays.
There are different types of disorder that contribute to the mean squared displacement
in protein crystals. Assuming these are uncorrelated, the mean squared displacement +x , of2
an individual atom in the protein can be written as the sum of the three contributions
The term +x , represents the static lattice disorder due to the fact that different proteins2
molecules occupy the unit cells in slightly different ways. The term +x , arises fromv2
harmonic vibrations of the lattice. However, the term of interest in the context of protein
dynamics is +x ,, which represents the disorder arising from the structural inhomogeneityc2
of the proteins in the ensemble.
Since x-ray crystallography lacks time resolution, it cannot distinguish between static and
dynamic disorder. However, information about protein motions can be obtained in an indirect
way. [Fra79] Fluctuations between conformational substates require the crossing of thermal
barriers. Therefore, as the temperature is reduced, fluctuations between substates will slow
down and eventually freeze out, meaning that each protein is trapped within the same
substate during the course of an experiment. At absolute zero temperature, only the static
disorder contributes to +x ,. Figure 2.8 shows the average mean squared displacement +x ,c2          2
of all non-hydrogen atoms as a function of temperature for myoglobin. [Par87]  is the
sum of a contribution that is strongly dependent on temperature, which is due to the dynamic
disorder associated with large amplitude fluctuations between conformational substates, and
a temperature independent term. The latter corresponds to the static disorder and is the
dominant contribution to the average mean squared displacement below 100 K. At this
temperature, the barriers between the conformational substates that contribute to the dynamic
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term are too high to overcome, and each protein appears to be trapped in one substate.
However, in the remainder of this thesis we will show that even in the temperature  range
between 0 and 100 K a multitude of structural fluctuations still occur.
Similar information on the mean squared displacement of the heme iron in heme proteins
can be obtained from Mössbauer spectroscopy. [Par87, Nie89] There are a multitude of
other experimental techniques that can be applied to the study of protein dynamics, including
neutron scattering, nuclear magnetic resonance, and infrared and Raman spectroscopy. An
excellent overview of these methods, and their special merits for the study of protein
dynamics can be found in Ref. Nie96.
2.3.3 The hierarchical organization of the energy landscape of myoglobin
Frauenfelder and coworkers proposed that the energy landscape of myoglobin possesses
a degree of organization that is well described by the concept of a hierarchy. [Ans85] The
hierarchical nature of the energy landscape is illustrated by making snapshots with an
increasing degree of magnification as is illustrated in Fig. 2.9. The essential consequence of
this model is that the ruggedness of the potential energy surface only exists on certain rather
well defined energy and length scales. In terms of the energy barriers and mean atomic
displacements between the conformational substates of the protein this implies that the
distributions of these parameters comprise a number of discrete features.
The hierarchical structure of the energy landscape is not revealed by a single experiment,
but rather evolves from considering a number of studies performed on myoglobin, using a
wide range of experimental techniques. On first sight, it appears that myoglobin can only
exist in either of three conformational substates, which are generally referred to as the
taxonomic substates. [Ans87] The term ‘taxonomic’ refers to the fact that these states can
be studied on an individual basis, as opposed to a statistical description in terms of a wide
distribution of states. The corresponding hierarchical level is denoted as CS . Evidence for0
the existence of these states comes from the fact that the spectrum of the stretching mode of
CO bound to the heme pocket of myoglobin exhibits three discrete absorption bands,
[Mak79] while x-ray diffraction studies show that these are associated with slightly different
global protein structures. [Fra79] Evidence for the existence of the taxonomic states also
comes from the discrete nature of the optical spectra of heme proteins. [Tho94a, Gaf94] The
non-exponential rebinding of CO after photodissociation at low temperatures that was
discussed in section 2.3.1 suggests that each of the taxonomic substates comprises a number
of conformational substates on a lower hierarchical level, i.e. CS . Evidence for further1
branching of the potential energy surface, i.e. the existence of CS , CS  etc., comes from2  3
Mössbauer experiments, [Par81] low-temperature specific heat measurements, [Sin84] and
preliminary optical experiments. [Tho95a, Gaf95a, Kur95] 
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Figure 2.9 Schematic representation of the concept of a hierarchy of conformational
substates. See text for explanation.
2.3.4 Molecular dynamics simulations
The development of fast computers and advances in computer algorithms and software
has lead to rapid progress in the application of molecular dynamics (MD) simulations on
proteins and nucleic acids. Although MD simulations suffer from a number of disadvantages,
they can be applied to obtain qualitative insight into the potential energy surfaces of proteins.
The limitations of MD simulations are basically twofold. The first is that rather crude
approximations need to be made, particularly concerning the interaction potentials. The
V ' 1
2 jbonds
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second is the narrow time window that can be covered by the simulation. Current simulations
may extend to 10  s, while proteins exhibit dynamics on timescales of days and even longer.-8
Therefore, MD simulations cannot be expected to yield detailed quantitative information on
the structure of protein energy surfaces. However, they are extremely important in the sense
that they can confirm the correctness of the view of the energy landscape that is obtained
from experimental studies.
In a molecular dynamics simulation the time evolution of the protein structure is obtained
by numerically solving the classical equations of motion for all atoms of the protein. Most
MD simulations on proteins are based on potential energy functions that are a summation
of interaction types used in the description of simpler molecular systems. A typical potential
function has the form
The first three terms represent variations in the covalent binding energy of the protein. The
three terms in the sum over the non bonded pairs of atoms, separated by a distance r,
correspond respectively to the core repulsion, dispersion, and electrostatic interactions.
The first molecular dynamics simulation of a small protein, bovine pancreatic trypsin
inhibitor (BPTI) already dates from 1977. [McC77] The first application of MD simulations
to elucidate the basic features of the potential energy surface can be found in the work of
Elber and Karplus. [Elb87] They explored the energy landscape of myoglobin using the
mapping onto minima approach that was introduced in section 2.2.1. In a 300-picosecond
MD trajectory, approximately 2000 minima were obtained, where different minima were
found to correspond to changes in the relative orientation of the helices coupled with side-
chain rearrangements to preserve the close packing of the protein interior. Monte Carlo
simulations on the protein BPTI, using the same basic approach, [Nog89, Go89] also
provided evidence for the coupling between local and global structural rearrangements. In
fact, Noguti and Go claimed that a hierarchical structure arises from interactions among local
parts of the protein. Many of the same conclusions are also drawn by Garcia et al. [Gar97]
on the basis of simulations of the protein crambin in a crystal environment. They concluded
that nonlinear modes corresponding to transitions between local minima are responsible for
most of the protein atomic fluctuations, and that an ultrametric hierarchy of sampled local
minima describe the protein trajectory.
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Figure 2.10 Schematic representation of a two-level system. See text for explanation.
2.4 The two-level system model
The dynamic properties of proteins at low temperatures are often compared to those of
glasses and polymers. The analogy between these systems arises from the fact that they are
both characterized by a rugged energy surface. The anomalous properties of glasses with
respect to their crystalline counterparts have been successfully explained in terms of the so-
called two-level system model. [And72, Phi72] The two-level system model describes a glass
as a random array of double well potentials, the so-called two-level systems. Each two-level
system represents a localized structural region of the glass, which can reside in either of two
conformational states, separated by an energy barrier. Figure 2.10 offers a schematic
description of a two-level system. The dynamic properties of the  glass are determined by the
flipping of the two-level systems between their two structural states, which, at low
temperatures, is assumed to occur via phonon assisted tunneling. For instance, the low-
temperature thermodynamical and optical properties of glasses are described in terms of the
distribution of the asymmetry between the two wells, P(,), and the distribution of the
tunneling matrix element, P()), with ) % exp(-8), where 8 is proportional to the barrier
height, V .0
The anomalous temperature dependence of the specific heat and thermal conductivity of
glasses [And72, Phi72] as well as most optical line broadening phenomena [Sil96] can be
rationalized in terms of broad and featureless distributions of these parameters. Simulations
of Lennard-Jones model glasses confirmed the existence of two-level systems. [Heu93,
Heu94, Heu96] The most compelling evidence in favor of the two-level system model comes
from single molecule spectroscopic experiments, which showed that the optical resonance
frequency of an impurity molecule doped into a glass often fluctuates between two values,
consistent with a coupling of the impurity with a single two-level system of the glass. [Fle93]
Similarities between the low-temperature properties of glasses and those of proteins suggest
that the two-level system model may also be applied to proteins, and some efforts have been
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made in this direction. Singh et al. [Sin84] showed that the temperature dependence of the
specific heat of single crystals of metmyoglobin is consistent with the presence of low-energy
excitations in this protein. Similar conclusions were drawn by Zollfrank et al. [Zol91a] and
Shibata et al. [Shi96] on the basis of temperature cycle hole burning experiments on
horseradish peroxidase and myoglobin, respectively (vide infra). One of the conclusions that
can be drawn from these results is that, if the two-level system model gives a proper
description of the potential energy surface of a protein, the number of two-level systems
must be small, which can be rationalized in terms of the relatively small dimensions of
proteins. However, recent results of infrared photon echo experiments on myoglobin are
more consistent with a broad distribution of two-level systems. [Rel96a, Rel96b]
