This paper proposes a new approach to analyze multiple vector autoregressive (VAR) models that render us a newly constructed matrix autoregressive (MtAR) model based on a matrix-variate normal distribution with two covariance matrices. The MtAR is a generalization of VAR models where the two covariance matrices allow the extension of MtAR to a structural MtAR analysis. The proposed MtAR can also incorporate different lag orders across VAR systems that provide more flexibility to the model. The estimation results from a simulation study and an empirical study on macroeconomic application show favorable performance of our proposed models and method.
Introduction
Vector autoregressive (VAR) models have been well studied and widely used in many macroeconomic applications. Various forms have been analyzed and result in a long list of the VAR literature. Among others, Lütkepohl (2007) , Koop do not need to be countries but can also be other objects such as states and agents.
In general, the analysis of a multicountry VAR model is made through a single, large VAR system, even each country has the same structure (type of variables) and dimension (number of dependent variables). The dependence structure is then assessed using a covariance matrix that combines the across-country and across-variable effects.
However, the analysis of a multicountry VAR model with the same structure and dimension can actually be made through a matrix system by stacking together each country VAR model. Hence, the across-country (across-unit) and across-variable (across-series) effects can be simultaneously and separately analyzed.
In this paper, we extend the analysis of VAR models by proposing a new approach to analyze multiple vector autoregressive (VAR) models that result in a newly constructed matrix autoregressive (MtAR) model. This extension enables us to conveniently analyze the multiple VAR systems in one setting. It also allows us to efficiently estimate and generalize the dependence (covariance) structure of the model. The construction of the MtAR is based on a matrix-variate normal distribution with two covariance matrices. The proposed MtAR is a generalization of the multivariate VAR models where the two covariance matrices allow the extension of MtAR to a structural MtAR (SMtAR) analysis. The proposed model is useful to a structural analysis, especially for macroeconomic application where we can analyze the dependence structure across units (e.g. countries) and across series (e.g. economic time series) through two covariance matrices in one go.
One major advantage of the SMtAR is that it can incorporate large VAR systems where their dependence structure is summarized through two covariance matrices. Hence, stacking the series of interest into matrix and analyzing it through the SMtAR render us the across-unit and across-series covariance matrices. In addition, working through the Kronecker product of two covariance matrices can return the large covariance matrix, that shows the interdependencies across units and series, as in the usual multicountry VAR models. However, the opposite is not true: with the unknown two covariance matrices, we cannot recover the two covariance matrices from the large covariance matrix. Also, our model is flexible enough to incorporate different lags for different VAR systems.
Since the construction of the proposed SMtAR is based on a (matrix-variate normal) distribution, the Bayesian parametric approach is a good candidate for the estimation.
Under some assumptions, we show that the model implementation is straightforward and can be easily made using the MCMC. In addition, we find from a simulation study that the MCMC estimation returns favorable results and perform better than the maximum likelihood (ML) estimation and the feasible generalized least squares (FGLS).
The organization of this paper is as follows: Section 2 briefly introduces the matrixvariate normal distribution and also illustrates the formulation of the MtAR and SMtAR models. Section 3 presents the MCMC estimation. Section 4 performs a simulation study. Section 5 shows the applicability of the proposed models through an empirical analysis. Section 6 provides the concluding remarks.
Model

Matrix-variate normal distribution
According to Dawid (1981) and Gupta and Nagar (1999, pp.55-56 
probability density function is given by
where M is the d × k mean matrix, Σ is the d × d across-row covariance matrix, Ψ is the k × k across-column covariance matrix, and tr denotes the matrix trace. If we vectorize the random matrix Y, we get vec(Y) ∼ N dk (vec(M), Ψ ⊗ Σ), which is a dk-dimensional multivariate normal random variable with dk × 1 mean vector vec(M) and dk × dk covariance matrix Ψ ⊗ Σ; see proof in Gupta and Nagar (1999, pp.55-56).
Hence, the pdf of vec(Y) is given by
which is equivalent to ( noting here that we can obtain Ω from Ψ ⊗ Σ but we cannot decompose the unknown Ψ and Σ from Ω; see, e.g., Liu (2012).
Matrix autoregressive (MtAR) model
Let us consider a reduced-form vector autoregressive model with order p or VAR(p)
given by 
where 
Structural MtAR model
The SUR representation of the MtAR in (5) can also be regarded as the reducedform MtAR. Since the error matrix U t is assumed to follow a matrix-variate normal distribution with two covariance matrices Σ and
with the restrictions on the two covariance matrices, the MtAR in (5) The construction of SMtAR follows from the SVAR where in this case it is based on across-row and across-column SVAR systems. From (4), it follows that, for each column m, the reduced form of across-row SVAR system is given by
where Similarly, for each row j the reduced form of across-column SVAR system is given by
where
is the k × (pk + 1) matrix of regression coefficients,
where Λ 0 is a full-rank triangular matrix, which is called the across-object coefficient matrix,
The structural form of across-column SVAR system in (7) can then be written as
Again, after stacking all data together, we can analyze the SMtAR through the reducedform SUR in (5) where we estimate the matrix of regression coefficients B and the two covariance matrices Σ and Ψ, hence the contemporaneous and across-object coefficient matrices A 0 and Λ 0 .
If we vectorize Y t and U t in (5) and stack B and X t accordingly, we can obtain the following vectorized SMtAR model
dk full-rank triangular matrix. It follows that V 0 is the matrix that indicates the contemporaneous and across-object effects.
The extension of our proposed SMtAR can cover a wide range of specifications.
Among others, we can allow the regression coefficients to be time varying, and if we vectorize the SMtAR as that in (8), the vectorized SMtAR can be analogous to the multi-country VAR model in Canova and Ciccarelli (2009) . However, the analysis of SMtAR with time-varying coefficients is beyond the scope of this paper and will not be pursued here.
Estimation
This section shows the implementation of the SMtAR model where the model parameters are estimated using the Bayesian MCMC method. With the reduced-form SMtAR in (5), the model likelihood is then given by
Applying the independent conjugate priors to the tractable likelihood in (9), we can draw the model parameters using Gibbs sampler.
Drawing matrix of regression coefficients (B)
We apply the conjugate matrix-variate normal prior for the matrix of regression co-
, and S 0 are hyperparameter matrices. Hence, the posterior density for B is given by
To facilitate the draw of B from its posterior density, we vectorize all matrices in (10).
The vectorized version of the posterior density is given by
If the matrix B is large, we can divide it into sub-blocks and sample them accordingly.
One prominent prior that has been popularly applied to analyze the VAR models is the Minnesota prior; see Litterman (1980) and Doan et al. (1984) , among others, for more details on the Minnesota prior. However in this paper, we find from the simulation study in Section 4 that the conjugate multivariate normal prior is sufficient to produce good estimation results for the SMtAR models.
Drawing across-row covariance matrix (Σ)
With the conjugate inverse-wishart prior for Σ ∼ IW d (w 0 , Q 0 ) where w 0 and Q 0 are, respectively, hyperparameter and hyperparameter matrix, we can obtain the following posterior density
Drawing across-column covariance matrix (Ψ)
Similar to the across-row covariance matrix, we can apply the conjugate inverse-wishart prior for Ψ ∼ IW k (g 0 , G 0 ) where g 0 and G 0 are, respectively, hyperparameter and hyperparameter matrix and obtain the following posterior density
After obtaining Σ and Ψ, it becomes straightforward to compute the matrices A 0 , Λ 0 , Ω, and V 0 .
Simulation Study
In this section, we illustrate the implementation of SMtAR models using simulated In order to assess the performance of our proposed models and method, we compare the MCMC results to those from least squares and ML estimation. The least squares method we use is the FGLS where the implementation is made on the vectorized model in (8); see Wooldridge (2001, Section 7.5), among others, for more details on the FGLS. However, by using the FGLS we cannot recover the unknown Σ and Ψ matrices from the Ω as the relation from Ω to Σ and Ψ is one to many.
Hence for the sake of comparison, we also draw Ω using the MCMC where we apply the conjugate inverse wishart prior Ω ∼ IW dk (r 0 , R 0 ), where r 0 and R 0 are hyperparameter and hyperparameter matrix, that results in the inverse wishart posterior
For the ML method, since our SMtAR is also a generalized regression model repre- we then proceed to apply our proposed models and method to a real data example in the next section.
Empirical Study
This section illustrates the application of our model and method to macroeconomic and financial data. The data contain five quarterly series including change in interest rate, inflation rate, change in unemployment rate, real GDP growth rate, and change in share prices from the group of seven leading economies (G-7) including US, UK, Canada, France, Germany, Italy, and Japan that result in a 5 × 7 SMtAR model. Tables 3 and 4 show the estimation results for the two covariance matrices and their structural-effect matrix that summarize the dependence structures among G-7.
The posterior means and standard errors from the contemporaneous or across-series coefficient matrixÂ 0 in Table 3 reveal that only effect of inflation rate on change in share prices is negative and significantly different from zero. This is not surprising as it has always been observed and commonly known that higher inflation drives down the purchasing power and hence lowers the share prices.
It is worth noting here that, though statistically insignificant, most of parameters fromÂ 0 have the expected sign. There are only two parameters that their sign are not as expected; these are (1) the relationship between chage in real GDP and change in unemployment rate and (2) the relationship between change in real GDP and change in share prices. The estimated coefficient for change in real GDP and change in unemployment rate seems contradict to the Okun's law, which states that the increase in unemployment rate can lower the real GDP growth. The negative relationship between the change in share prices and the real GDP growth might be caused by the time horizon, as the relationship between the change in share prices and the real GDP growth might be averaged out in the longer run (three months in our case). However, the firm conclusions cannot be reached as these variables are statistically insignificant. It might also be interesting to see the relationships among these variables using data from shorter time horizons, e.g., monthly or weekly series where we leave them for future study.
The across-country structural coefficients fromΛ 0 in Table 4 indicate the strong influence of shock transmission among G-7 (except the shocks from US, UK, and Canada to Italy, and from UK, Canada, and France to Japan). This result reaffirms the strong economic ties among them as the leading economies.
Concluding Remarks
In New York: Oxford University Press.
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