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ABSTRACT 
Let IF be an arbitrary subfield of the complex numbers, and let H,(lF) be the space 
of the n X n symmetric matrices with entries in IF. We describe the linear operators of 
H,(F) that preserve an immanant d, , where x is an irreducible nonlinear character of 
S “. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Let [F be an arbitrary subfield of the complex numbers, A,@) be the 
linear space of the n-square matrices with elements in [F, and H,@) be the 
subspace of Aa consisting of all the symmetric matrices. Let S, be the 
symmetric group of degree n, and x be an irreducible character of S,. The 
function d, : p,,(C) + @ defined by 
for any n-by-n complex matrix A = (a,) is called an immanant. For exam- 
ple, if x is the alternating character, then d, is the determinant, and if 
x = 1, then d, is called the permanent. 
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In [2] are characterized the linear transformations of _.&(lF) into itself that 
preserve an immanant d,, where x is an irreducible nonlinear character of 
S,. In [3] are studied the linear transformations T on the space of the 
n-square symmetric matrices over any subfield of the real field that preserve 
the permanent. 
In this paper we characterize the linear transformations on H,,(lF) which 
preserve an immanant d,, when x is a nonlinear character of S,. 
2. MAIN RESULTS 
A linear transformation T : H,,(lF) -+ H,(F) preserves an immanant d, if 
d,(W)) = d,(X) for all X E H,(F). 
In the first theorem we prove that the immanant preservers of the symmetric 
matrices must be nonsingular. 
THEOREM 2.1. Let ,y be an irreducible nonlinear complex character of 
S,, and IF be a subfield of Q=. Zf a linear transformation T : H,(F) + H,,(ff) 
preseroes the immanant d,, then T is nonsingular. 
If C EJ$([F) and X EAT, we define the Hadamard product of C and 
X as the matrix Y = C * X EL”(F) where yij = cijxij for all i,j E {l, . . . , n}. 
If (+ E S,, we denote by P(a) the n X n permutation matrix whose (i, j) 
entry is P(a)ij = Sio(jj for all i,j E 11,. . . , n}. 
There is a natural one-to-one correspondence between the irreducible 
characters of S, and the nonincreasing partitions of n, which are sequences 
cm,, m2,. . . , m,> where m, > m2 > es* > m, > 1 and m, + m2 + **a +m, 
= n. The character x associated to the partition (ml, ms, . . . , m,) will be 
denoted by x = [ml, m2, . . . , m,]. 
THEOREM 2.2. Let n > 3, x be an irreducible nonlinear complex char- 
acter of S,, and [F be a subfield of @. A linear transformation 
T : H,(F) + H,(F) 
preserves the immanant d, if and only if there are a permutation u E S, and 
a matrix C E H,,(F) such that 
T(X) = C*P(a)XP(o-‘) for all X E H,,( 5) (2.1) 
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and 
ii %r(t) = 1 for all T E S, such that X(T) # 0. (2.2) 
t=1 
THEOREM 2.3. Let F be a subfield of C, and x be the character [2, l] of 
S,. A linear transformation T : H,(5) + H,(F) preserves d, if and only $ 
there are permutations (T, p E S, and a matrix C E H,(lF) satisfying one of 
the following conditions : 
(a> one has 
%U YPU) Ym 
T(X) = c * Yp(1) Xv(Z) Y&7(3) 
[ 1 YP@) Y&3) %3) 
Yl Y2 
for all X = 5: x2 
[ 1 Y3 E H3P) (2.3) Y2 Y3 x3 
and 
‘11’22’33 = ‘12’23’13 = 1, 
or 
(b) one has 
T(X) = C* 
Ym %u xd2) 
[ 1 %l) Ym Xu(3) “u(2) xe3) Y&3) 
(2.4 
Y2 
for all X = i: z: y3 E H,(F) (2.5) 
[ 1 Y2 Y3 x3 
and 
cllc22c33 = c12c23c13 = -1. (2.6) 
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3. PRELIMINARIES 
Let us consider some remarks that are useful for the proofs of the main 
results. 
Denote by supp r the set {i,, . . . , i,}, where r = (ir . . . i,) is a cycle of S,. 
REMARK 3.1. Let 7r, p E S,, and r be a cycle contained in the cycle 
decomposition of 7~. Then 
p(t) = 7r(t) or p(t) = a-l(t) for all t E Supp 7 
if and only if one of the following conditions holds: 
(a) 7 or 7-l is a cycle in the cycle decomposition of p; 
(b) r has even length, say r = (i,i, . . . i2J, and the cycle decomposition 
of p contains one of the following sets of transpositions: {(iri,), . . . , (izr_ liz,)} 
or Ni,i,,), (i2r-li2r_2), . . . , (i,i,)l. 
ht 71 . . . Tk be the cycle decomposition of a permutation 7r E S,. 
Denote by C, the set of permutations of the form TP’ . . . Tf’k with pi E 
{ - 1,l) for all i = 1,. . . , k, and by D,, the set of permutations p E S, such 
that p(t) = m(t) or p(t) = W’(t) for all t E (1,. . . , n}. 
From Remark 3.1, we can conclude the following remark. 
REMARK 3.2. 
(a) C, c 0,; and C, = D, if and only if r does not contain in its cycle 
decomposition any cycle of even length greater than two. 
(b) If PED~-C~, th en p contains in its cycle decomposition more 
transpositions and less cycles of even length greater than two than m does. 
The sets C, will play an important role in the study of the immanant 
preservers defined on symmetric matrices. Note that all permutations of C, 
have the same cycle structure as r. So C, is contained in the conjugacy class 
of n-. 
REMARK 3.3. Let ,y be a character of S,, rr E S,, and p E C,. Then 
xc P> thl “tp(t) = x(r) ii &r(t) for all X E H,( ff). 
t=1 
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An irreducible character x of S, is a triangular character if 
x= [mm- l,...) 11, 
where m >/ 1. 
Triangular characters vanish on all conjugacy classes whose cycle decom- 
position contains a cycle of even length-in particular, when they contain at 
least one transposition. 
Consider now the following propositions, which are immediate conse- 
quences of the main results of [l], and which are also useful for the proofs of 
the main theorems. 
PROPOSITION 3.4. Let x be an irreducible nontriangular character of 
S,. Zf i, j are distinct elements of { 1, . . . , n} there is a permutation p that fixes 
i andj and is such that ,y( p(y)) z 0. 
PROPOSITION 3.5. Let x be an irreducible nontriangular character of S, 
and i, j be distinct elements of (1, . . . , n). There exists a permutation p that 
&es i and j and satisfies one of the following conditions: 
(9 I XC p(ij)>l = I XC pl + 0. 
(ii) x( p(ij>) # 0 and x(p) = 0. 
(iii) x( p(y)> = 0 and ,y( p> # 0. 
PROPOSITION 3.6. Let n > 2 and x be an irreducible nontriangular 
character of S,. Zf p, q, r are distinct elements of (1, . . . , n) and ,y Z [2,2], 
there is a permutation p that fixes p, q, and r and such that ,y( p( p q)) # 0. 
4. PROOFS 
We begin this section with the proof of Theorem 2.1. 
Proof of Theorem 2.1. 
T(A) = 0. Then 
Let A = (aij) E H,(F), be a matrix such that 
d,(aA + B) = d,(T(crA + B)) = d,(T(B)) = d,(B) 
for all cr E [F and I? E H,(E). (4.1) 
Let x be an indeterminate over lF. Since IF is infinite, we conclude by 
(4.1) that for any symmetric matrix B with entries in E[ xl, the polynomials 
d,( xA + B) and d,(B) must be equal, With suitable choices of B we will 
get aij = 0 for all i, j E {l, . . . , n). 
320 M. PURIFICA@iO COELHO AND M. ANT6NIA DUFFNER 
Let us fu i and choose B defined by 
bii = 0, 
bkk = 1 - xakk if k+i, 
b,, = -xapq if p #q, 
and let us compute d,(xA + B). We have d,(xA + B) = aii x(id)x, which 
must be equal to dx( B). Since d,(B) is a polynomial in x without terms of 
degree 1, we conclude that aii = 0. 
To prove that aij = 0 for all distinct i and j, let us consider the two cases, 
when x is a triangular character, and when x is not a triangular character. 
Assume first that x is a nontriangular character. Let us fix distinct i and 
j. Using Proposition 3.4, there is a permutation containing the transposition 
(g> in its cycle decomposition and where x does not vanish. Let (+ be in 
these conditions, but containing in its cycle decomposition the maximum 
number of transpositions. 
Consider the matrix B defined by 
bij = 0 = bji, 
b kc(k) = 1 - xaklr(k) = b g(k)k if k z i, j, 
b,, = -xapq for all the other entries of B. 
Let us compute d,(xA + B). Suppose r E S, satisfies rIF= ,(xA + B)trctj Z 
0. Then it is obvious that a(t) = a(t) or a(t) = a-‘(t) for all t E (1,. , . , n), 
that is, m E 0,. Using Remark 3.2, we conclude that T E C, or 7r contains 
in its cycle decomposition more transpositions than cr. By definition of u this 
second condition happens only if X(T) = 0. Thus using Remark 3.3, we get 
= E,l X( u)(aij)2x2* 
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Let us study now the polynomial d,(B). Suppose 7~ E S, satisfies 
l-K= I&, # 0. Then a(i) f j and n(j) # i, and thus we have birli) = 
-xuipCi) and bjrCj, = -xujnCjr So if there is k # i, j such that r(k) # a(k) 
and a(k) z g-‘(k), we will have bkaCk) = -~a~,(~), and l-l;, rb,,(,, will not 
contain a monomial of degree 2. If r(k) = a(k) or T(k) = a-‘(k) for all 
k # i, j, using Remark 3.1, we get n(i) = i and thus biTti) = bii = -raii = 
0, which is a contradiction. 
Therefore the polynomial d,(B) does not contain any monomial of 
degree 2. Since d,(B) = d,(lcA + B) = lC,I ,y((+X~~~>~x~, we must have 
uij = 0. 
Assume now that x is a triangular character. Let us fix distinct i and j. 
Let k z i, j and CT = (ijk), and define the matrix B by 
bij = 0 = b.. 
J’ ’ 
b tmct1 = 1 - X%(t) = h(t)t if t#i, 
b,, = -xupq for all the other entries of B. 
If n:=,(xA + B&t) # 0 for some IT, then we can easily conclude that 
r=uor7r=u -l. So we have d,(xA + B) = 2~(a>ll:=,(xA + Bjtgct) = 
2X(u)uijx. 
Assume now that for some r we have l-l:= Ibt,ct) f 0, and that l-l:= Ibt,ct) 
contains a monomial of degree one. Then we must have T = (ik) or rr = (jk) 
and consequently X(T) = 0, since x vanishes on the transpositions. Thus the 
polynomial d,(B) does not contain monomials of degree 1. On the other 
hand, by Proposition 2.4 of [l], the character x does not vanish on the cycles 
of length 3, so ~(a) # 0. Therefore we must have uij = 0. W 
We will denote by Vi. the 12 X rz matrix with 1 in positions (i, j> and (j, i) 
and 0 elsewhere. It is we 1 known that the family {U,, : i <j, i, j = 1, . . . , n) is i 
a basis of H,(lF) over [F. 
In what follows ,y is a fixed irreducible nonlinear character of S,, IF is a 
subfield of C, and T : H,(5) + H,(F) is a linear preserver of the immanant 
d,. Let JY’ and J#’ be the subsets of H,(5) defined by 
XZ’ = {A:degd,(xA + B) < lforall B E H,(5)}, 
&’ = {A:degd,(xA + B) Q 2forall B E H,(F)}, 
where deg p( x) denotes the degree of the polynomial p( x ). 
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The proof of Theorem 2.2 is divided into several lemmas. In a first step 
we study the sets JY and JY”. Using Theorem 2.1, we can easily conclude that 
M’ and &” are invariant for T, that is T(d) ~_a?’ and T(Jv”) GM”. Then we 
characterize the image of some particular matrices of H’ and .M”. It is 
necessary to consider separately the cases when the character X is a triangu- 
lar character and when it is not. 
LEMMA 4.1. Let A E LZ” and i, j be distinct elements of (1, . . . , n}. Zf 
p E S, fixes i and j, then 
X( P)aiiajj + X( P(ii))(aij>2 = O* 
Proof. Let p be a permutation that futes i and j, and let (T = p(y). 
Take as B the matrix defined by 
b kg(k) = b a(k)k = 1 if k #i,j 
and 
b,, = 0 in the remaining cases, 
and remark that since A E .&, the coefficient of x2 in d,( XA + B) must be 
zero. But it is equal to 
C X(T)ain(i)aj?r(j)~ 
GTES 
where S is the set of permutations 7r such that r(k) = a(k) or r(k) = 
o-‘(k) for all k # i, j. Using the remarks of the previous section, it is clear 
that S = D, U D, and D,, = (r(y): n E D,}. Thus we get 
T$D [ X(T)aiiajj + X(T(8)l(aij)2] = O. 
I) 
Now if p does not contain in its cyclic decomposition any cycle of even 
length greater than two, then CP = D, and the above equality becomes 
lC,l[ X( P)%ajj + XC P(Y))(aij>“] = O- 
The result follows easily by induction on the number of cycles of even length 
greater than two in the cycle decomposition of p, and using the remarks of 
Section 3. ??
LINEAR PRESERVERS OF IMMANANTS 323 
LEMMA 4.2. Let n > 3, and ,y be a triangular character. Then ti 
consists of the set of matrices 
Proof. Let A = oUii + P&, where i and k are distinct elements 
belonging to the set 11, . . . , n}, and (Y, p E [F. If 7r E S, and the transposi- 
tion (ik) does not occur in the cycle decomposition of ?T, then 
%i (xA + B)t7i(t) Q 1 
t= 1 1 
for all B E H,(ff). If the transposition (ik) belongs to the cycle decomposi- 
tion of 7r, a s x is a triangular character, we have that x(r) = 0. So 
deg[d,(xA + B)] < 1, for all B E H,(lF), that is, A E&‘. 
The converse follows easily from the following steps: 
step 1. If A E&’ and i, j are distinct elements of (1, . . . , n), then a,,ajj = 
0. 
Step 2. If A E .& and i, p, h are distinct elements of {l, . . . , n}, then 
aiia - 0. 
Step JR rf A EM and i, h, p are distinct elements of (1, . . . , n}, then 
aihapi = 0. 
Step 4. If A E &’ and i, h, p, r are distinct elements of {l, . . . , n}, then 
aihapr = 0. 
Let us now prove these steps: 
Step 1: This is an immediate consequence of considering p = id in 
Lemma 4.1 and the fact that a triangular character vanishes on the transposi- 
tions. 
Step 2: Let rr = ( phk), where k is distinct from i, p, h. By Proposition 
2.4 of [l], we have that x(o) # 0. Let B E H,(lF) be defined by 
b tg(t) =bw,t = 1 if t#i,p, 
b,, = 0 in the remaining cases. 
Assume 7~ is a permutation such that the polynomial l-l:= ,(xA + B)trCtj 
contains a monomial of degree 2. Since bipCij = 0, then we must have 
w(h) = k or m(p) = k, and clearly, m E to, g-l, (kh), (kp), CkhXip), 
CkpXih), (hkpi), ( pkhi)). S’ mce x is a triangular character, x vanishes on all 
these permutations, except on (+ and on o-i. Then the coefficient of x2 in 
the polynomial d,(xA + B) is 2x(a)aiiaph; thus aiiaph = 0. 
Step 3: Let o = (ihp), d e me B E H,(lF) as in step 2, and assume that r f 
is a permutation such that the polynomial l-l:= i( XA + B)t,Ctj contains a 
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monomial of degree 2. Then 7r = (T or 7r = (+-I or the transposition (hp) 
belongs to the cycle decomposition of 7~. Since the character x is triangular, 
the coefficient of x2 in the polynomial d,(xA + B) is 2~(a)a,,,ar~, and the 
result follows, since x(a) # 0. 
Step 4: Assume that aih # 0 and that up’ # 0. Applying step 2, we 
conclude that all the principal elements of A are zero, and then, using step 3, 
we prove that ai,, is the only nonzero entry of row i and the only nonzero 
entry of column h, and that apr is the only nonzero entry of row p and the 
only nonzero entry of column r. 
Since x is triangular and n > 3, we must have n > 6, and using 
Proposition 2.4 of [l], we know that x does not vanish on the cycles of length 
5. Let cr = (ihprq), where q E (i, h, p, r}, and define B E H,(F) by 
b t@(t) = b,c,,, = 1 if t#i,p, 
bjS = 0 in the remaining cases. 
Assume that rr is a permutation such that X(T) # 0, ny= ,(xA + B)t?,ctj 
z 0, and this polynomial contains a monomial of degree 2. Let us examine 
what the permutation T may be. If r(i) z h, then uircij = 0, and if 
r(i) z q, then bintij = 0, so we must have 
r(i) = h = a(i) or T(i) =q = c+-‘(i). 
With similar arguments we prove that 
m(h) =p = a(h) or r(h) = i = u-‘(h), 
r(p) =r=c(p) or r(p) =h=cr-l(p), 
and 
T(r) = q = u(r) or T(r) =p = W’(r). 
Since x(-rr) z 0, the cycle decomposition of 7r does not contain any 
transposition. So if r(i) = h, then r(h) = p, m(p) = r, m(r) = q. Under 
these conditions we must have btTctj = 1 whenever t G supp u, because 
bi, = b,, = 0. Consequently m(t) = t if t @ supp u. Then m(q) = i and 
lr= o-. 
If r(i) = q, then r(r) = p, rr(p> = h, r(h) = i. Since b,, = b,i = 0, 
using the same arguments as before, we prove that T = o-l. 
Therefore the coefficient of x2 in d,(xA + B) is ~x(~)Q,u,,, # 0, and 
we come to a contradiction. ??
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LEMMA 4.3. Zf ,y is an irreducible nontriangular churacter of S,, then 
ti consists of the set of matrices 
{a&:i = l,...,nand (Y E [F}. 
Proof. ItisclearthatcuU,,~~foralliE{I,...,n)and~E[F. 
Conversely, assume that A E&‘, and let i, j be distinct elements of 
0,. . . I n}. Take a permutation p, fting i and j and satisfying one of the 
conditions of Proposition 3.5. If p satisfies condition (ii), by Lemma 4.1 we 
conclude that aij = 0. Assume that p satisfies (i). By Lemma 4.1 we obtain 
the equalities 
x(id)aiiajj + x(ij)(aij)’ = 0, (4.2) 
X( P)aiiajj + X( P(Y))(aij)2 = O* (4.3) 
Multiplying (4.2) by x( p(y)> and (4.3) by -x(y), and adding the results, we 
obtain the equality 
( x(3x( P(Y)) - XC P)X(Y))at+ajj = 0. 
Therefore aiiajj = 0, since if not we obtain 1 ,y(ij)l = x(id), which is not true 
because x is not a linear character. Since x( p(y)) z 0, using (4.3) once 
more we get aij = 0. 
Finally, suppose that p satisfies condition (iii). By Lemma 4.1, we get 
aiiajj = 0. Take now a permutation p’ that fures i and j and such that 
x( p’(ijN f 0. Apply g ‘n once more Lemma 4.1 and the fact that a,,ajj = 0, 
we must have aij = 0. 
So A is a diagonal matrix, and if in Lemma 4.1 we consider p = id, we 
conclude that A has at most one principal element that is different from 
zero, and the result follows. ??
LEMMA 4.4. Let A E ti’. Zf p, q, r are distinct elements of { 1, . . . , n}, 
and p E S, jikes p, q, and r, then 
xc P> aPPa49a" + x( P( Pd) [ app(aqr)e + aqq( apTI + arr(apq I’] 
+ 2x( P( w-))apqaqrapr = 0. 
Proof. The proof is similar to that of Lemma 4.1. 
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In what follows it is important to remark that T(d) CH’, T(J@‘) CM’, 
and T is nonsingular. Let us denote by h(X) the number of nonzero 
elements of a matrix X. 
LEMMA 4.5. Zf n > 3, there is a permutation u E S, such that 
T(U,j) E (%ci,wcj,) forall i, j E {l,..., n}. 
Proof. First let us prove the following 
CLAIM. For all i E (1,. . . , n) there is s E (1,. . . , n} such that T(U,,) E 
(U.J. 
If x is a nontriangular character, the result follows on applying Lemma 
4.3 and the fact that T(d) CM’. 
Assume now that x is triangular. By Lemma 4.2, if A ES”, then 
h(A) < 3 and A has at most one principal element that is different from 
zero. 
Let us f= i E (1, . . . , n}. Since T(d) cd, by Lemma 4.2 we get 
h(T(U,,)) E {1,2,3) 
and 
h(T(qi) + T(Uij)) E (1,2,3} for all j distinct from i , (4.4) 
h(T(qj)) E {1>2>3} for all j distinct from i. (4.5) 
Assume now that h(T(U,,)) = 3, that is, there are nonzero elements 
cr, p E [F and distinct p and 9 such that T(Q) = CY UPP + /3 UPq. Using (4.4) 
and (4.5), we conclude that for all j distinct from i, there are rxj, pj E IF such 
that T(U,/) = cxjUPP + pjUPq. Therefore the matrices T(U,,), . . . , T(U,,) be- 
long to the subspace ( UPP, Up,), which cannot happen, since T is nonsingu- 
lar, the subspace (q,, . . . , Vi,) has dimension n, and n > 2. 
Suppose that h(T(Q)) = 2, that is, there are a! E [F, cy # 0, and distinct 
p and 9 such that T(Q) = (.yUPq. Arguing as before, we have that for all j 
distinct from i, T(qj) E <UPP, UP,> or T(Uil) E <Uvq, UPq>; therefore the 
matrices T(U,,), . . . , 
contradiction. 
T(U,,) E (U,r, Uqq, UP,>, and once more we come to a 
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So we must have h(T(U,,)) = 1 for all i E {l,. . . , n], which proves our 
claim. 
Now as T is nonsingular, there must be a permutation u E S, such that 
T(Q) E (U&i~cr~i~) for all i E (1,. . . , n}, and to get the result it is enough to 
prove that if i #j, then T(U,,.) E (Uo(i)U(jJ >. We will consider separately the 
following three cases: 
Case 1. x is triangular. 
Case 2. x is not triangular and x z [2,2]. 
Case 3. x = [2,2]. 
Case 1: Let i #j. If T(qj) h as a principal element which is different 
from zero, then one of the matrices T(U,,) + T(CJj) or T(l.&) + T(Uij) has 
two nonzero principal elements, which contradicts Lemma 4.2, since these 
matrices belong to M’. The result follows on attending to the fact that 
T(qj) ES”, and using once more Lemma 4.2. 
Case 2: Let us fix i #j and define p = c+(i), q = a(j), and A = T(U,,.). 
Since qj + au,, + bqj E&’ for all a, b E F, and T(.d’) cd’, then A + 
oUPP + PIJ,, EM for all (Y, p E [F. 
Let r be different from p and q, and let p be a permutation that fues 
p,q, r. Applying Lemma 4.4 to the matrix A + crUPP + flu,,, we conclude 
that 
xc db,, + +,, + 0% 
+ x( PC pq))[(a,, + 4b,J2 + (u,, + P)&w)” + %&J2] 
+ 2x( PC pqa$f%#pr = 0, forall cr,/3 E [F. (4.6) 
T&ng a = -upp and /? = -uq4, we obtain 
x( P( Pm&p,)’ + 2x( PC PT-n~,,~,r~,~ = 0. (4.7) 
.From (4.6) and (4.7) we get 
x( P)(U,, + o)(aqq + 0% 
+ x( P( Pd)[($, + 4(a,J2 + b,, + P)@,J”l = O 
for all Ly, p E [F. (4.8) 
T&ng in (4.8) CY = 1 - uPP and P = -uq4, we have that 
x( P( PclW,J2 = 0, (4.9) 
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and taking in (4.8) LX = -app and /? = 1 - aq4, we get 
xc PC Pd)(%lJ2 =0. (4.10) 
Using (4.9) and (4.10) and taking in (4.8) CY = 1 - app, /3 = 1 - aq4, and 
p = id, we obtain a,.,. = 0. Taking in (4.9) and (4.10) a permutation p fling 
p, q, r and such that x( p(pq)) # 0, which exists by Proposition 3.6, we get 
aqr = apr = 0. 
Let h, k be distinct, and both distinct from p and q, and let p be a 
permutation that fixes h, k, and p, and such that ,y(p(hk)) Z 0. Applying 
once more Lemma 4.4, we obtain, for all cy, 
xc Pbhhakkc 0 + “pp> 
+ xc Pvw[%h(akp)2 + akk(ahp12 + (a + a,,>(ahk)‘] 
+ 2x( p(hkp))ahkakpahp = 0. 
Since we have already proved that a,& = akk = akp = ahp = 0, we get 
x( p(hk))(a + app)(ahk)2 = O* (4.11) 
As ,y( p(hk)) # 0, it follows from (4.11), taking ff = 1 - app, that a,& = 0. 
So we have that A = appUpp + a44U44 + apgUp4, and since T is nonsingular, 
up4 # 0. 
Let us prove now that app = aq4 = 0. Let k # i, j and A’ = T(U,,). As 
we saw before, if t = c+(k), we have 
A’ = abpUpp + a~,U,, + al,,U,, and al,, # 0. 
Since the matrix ay, + qj + q, E&” for all a E F, then aUpp + A + A’ 
ES”’ for all (Y E F. Take p = id in Lemma 4.4; then 
x(id)( a + app + a’,p)a,qait + x( pq) [ a,,(ab,)’ + 4t(a,,)2] =O 
for all (Y E 5, (4.12) 
and if we take (Y = -app - a’,,, we obtain 
x( pq)[a,,<a~,>” + 4t(a,,)2] =0. 
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Substituting this equality in (4.121, we get 
and so, if we take a! = 1 - upp - dpp, we conclude that 
, 
uqq”tt = 0. (4.13) 
Define a permutation p fting p, 4, t and such that x( p( pq)) Z 0. 
Applying Lemma 4.4 to the matrix A + A’, we get 
x( P( Pd) [ a,,(q2 + 4t(~,,)2] = 0. (4.14) 
From (4.13) and (4.14) we obtain uqq = 0. 
Similarly, since the matrices oqj + qj + I& belong to &‘, we prove 
that upp = 0. 
Case 3: Here we have n = 4. 
FACT 1. If i and j me distinct, there are distinct r and s such that 
T(Uij) E Cue,>* 
Let i be distinct from j, and A = T(qj). Since the matrix qj + aU,k + 
PU,, E.&’ for all (Y, p E [F and all k and h, then A + oUkk + PU,,, E&’ 
for all k and h. Using Lemma 4.4, as before, we obtain 
for all pairwise distinct r , s, and t (4.15) 
and 
%t = 0 for all t. (4.16) 
Recall that the character [2,2] vanishes on the transpositions, and does not 
vanish on the cycles of length three. 
Let B = U,.,, where r # s. The coefficient of x3 in the polynomial 
d,(xA + B) is equal to ~u,.~(u~~)~, where {k, h) = {1,2,3,4) - {r, s), which 
gives 
urs”kh = o whenever k , h , r , s are pairwise distinct. (4.17) 
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Fix now r and s such that ars # 0, and let (k, h} = (1,2,3,4} - (r, s}. 
Then from (4.17) we obtain akh = 0, and from (4.15) asharh = 0. So if 
a,+ # 0, then ash = 0, and (4.17) gives also ask = 0, and attending to the fact 
that A is symmetric, we have that the nonzero elements of the matrix A 
belong to row r or to column r. In the same way, if we assume that ash # 0, 
we see that the nonzero elements of the matrix A belong to row s or to 
column s. 
Let us order (r, s, k, h} so that ars # 0 and the nonzero elements of A 
belong to the row r or to the column T. Consider the matrix 
A’ = A + (1 - a&&. Ed’, 
and take B = u,.h + IJ,, . The coefficient of x3 in the polynomial d,( xA’ + B) 
is equal to - 2arsa,+,. Consequently a& = 0. Using the same arguments as 
before, we prove that ark = 0, and consequently A = arsUrs, which proves 
the Fact 1. 
Let S be the set of all subsets of cardinal 2. Define the function 
g: S + S by g((i,j}) = (r, s} if and only if T(ULj) E (U,.,). Since T is 
nonsingular, g is a bijective function. Let us prove the following 
FACT 2. If i, j, k, h are pairwise distinct, then g((i, j)) U g((k, h)) = 
(I, 2,3,4). 
Consider the matrix A’ = qj + &h. If g((i,j)) = IT, s) and g((k, h)) = 
(r’, s’), then (r, s) # (r’, s’). Then T(A') = aUrs + j?Urtst has four nonzero 
elements. But dJT( A')) = d,( A') = 2, and consequently T( A') cannot have 
zero rows, which gives (r, s, r’, s’) = (1,2,3,4). 
Considernowthe matrix B = U,, + U,, + U,, + U,,. Then d,(T(B)) =
d,(B) = -2. On the other hand, T(B) has only one nonzero principal 
element, and that is the element in position (a(l), u(1)). Attending to Fact 
2, we have that if (i,j, k, h) = (1,2,3,4), then (T(B)),,.@(B)),, = 0. Then it 
is easy to prove that 
d,(W)) = -2(T(B)),(,,,(,,(T(B)),(,,,(,, 
x(T(B)),(,,,(,,(T(B)),(,,,(,,. 
Then (T(BNwc,,,,,, Z 0, (T(B)),,,,,,,, Z 0, and (T(B)),,,,,, # 0. Since 
T(B) = ~Yplq, + GJpzqn + GJpsqs + a,U,~l) 
where 
(PD%l =g({2m 1 P,, 92) = g((3,4)), (P37 93) = g((2,4)), 
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then 
MIW)~ dPA)~ gww 
= {(a(2),a(3)},(a(3),a(4)},(~(2),(+(4)1), 
and consequently 
So wheneverj # 1, there is k # o(l) such that T(Urj) E (Ugojk). Simi- 
larly we prove that for all i and all j # i, there is k z a(i) such that 
T(U,,.) E (Ugcijk). Since Uij = qi for all i and j, the result follows. ??
Proof of Theorem 2.2. Let T : H,(F) + H,(F) be a linear preserver of 
the immanant d,. Using Lemma 4.5 and linearity, we state the existence of a 
matrix C E H,(F) and (T E S, satisfying the condition (2.1). So it is enough 
to prove that such a matrix C must satisfy (2.2). 
So assume that r is a permutation, such that x(r) # 0. Take p = u-k 
and consider the matrix B defined by B = Cy= rUtpctj. Then 
(4.18) 
On the other hand, by (2.0, we get T(B) = C;=l~t~ctj&ttj; thus 
d,(T( B)) = ,,ZD xc P’) ,l&pYt~* 
n 
(4.19) 
Suppose that r and thus p do not contain in their cycle decomposition 
any cycle of even length greater than 2. Then D,, = C,, Dp = C, and the 
equalities (4.18) and (4.19) become 
d,(B) = IC,I x( P> (4.20) 
and 
qww = IC,I x(m) l%,,(t). 
t=1 
(4.21) 
As p and w have the same cyclic structure, we have IC,( = IC,I and 
x(p) = x(7r). S’ mce x(r) # 0, and T preserves d,, from the equalities 
(4.20) and (4.21) we get n~zl~t?r(tj = 1. 
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Assume now that 7r contains in its cycle decomposition k cycles (k >, 1) 
of even length greater than 2, and suppose by induction that l-l:= l~t+(t) = 1 
whenever ~(4) # 0 and the number of cycles contained in the decomposi- 
tion of r#~ that are of even length greater than 2 is less than k. The equalities 
(4.18) and (4.19) can be written in the following way: 
and 
d,(B) =IC,lx(~) + c x($) (4.22) 
+n,-C, 
qww = WXWtf$!n(t, + c (4.23) 
QED*-Clr 
Since p and rr have the same cycle structure, it is obvious that there is a 
bijective map 8 : D, - C, + Dp - C, such that e(4) and 4 have the same 
cycle structure for all 4 E D, - C,. Then from (4.22) we obtain 
d,(B) = IC,lx(7r> f c x(4). (4.24) 
+%-CC, 
On the other hand, if 4 E D, - C,, then 4 contains less cycles of even 
length greater than two than rr does, and using induction we must have 
xc+> = 0 or 17:=Ic,4 t) = 
i 
1, and in both cases we get x(4)ll:=,c,,,,, = 
x(4). Thus from (4.23 we obtain 
d,(V)) = lGlx(4 iiCt,ct, + c x(4)* (4.25) 
t=1 +=4--C, 
Since T preserves d,, from (4.24) and (4.25) we obtain l-l:= lct,(t) = 1. 
The converse can be easily verified. ??
Before presenting the proof of Theorem 2.3, let us consider some more 
lemmas. In what follows n = 3, and x is always the character [2,1]. 
LEMMA 4.6. Let n = 3, and x be the character [2,1] of S,. Then 
Jv+ = {a& + pus, :s#tand a,P~ff). 
Proof. With similar arguments to those used in the proof of Lemma 4.2, 
we get that the matrices oUi, + PV,, with s # t belong to JY’. 
The converse is a consequence of steps 1 and 3 of the proof of Lemma 
4.2, which do not use the condition n > 3. ??
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LEMMA 4.7. Let x be the character [2,11 of S,, and T a linear operator 
of H&F) that preserves dx . Let Vi = tJlz, Ul = U,, Vi = U,,. Then there are 
permutations r, T E S, satisfying one of the following conditions: 
(9 T(Uii) E (U?r(i)a(i) > and T(U,‘) E (U:(,,>, i = 1,2,3, or 
(ii) T(U,,) E (Uici,> and T(U,‘) E ( U,CijT(ij), i = 1,2,3. 
Proof. Using Lemma 4.6, we have that h(A) < 3 for all A E &‘. 
Moreover, a matrix of ti has at most one nonzero principal element. 
CLAIM 1. h(T(U,,)) < 3 for all i and k. 
Suppose h(T(t&)) = 3. Then there are j, r, p E (1,2,3} with r # p such 
that (T(Ui,)jjj # 0 and (T(U,,)),, # 0. Since by Lemma 4.6 the matrices U,, 
and Uii + U,, belong to &’ for all distinct s and t, and T(M) cd, then the 
matrices T(U,,) and T(U,,) + T(U,,) belong to JY’. By Lemma 4.6, all the 
matrices of ti have at most one nonzero principal element and two nonzero 
off-diagonal elements. Then we easily conclude that T(U,,), T(U,,), T(U,,) 
belong to ( qj, U,., > which contradicts the fact of T being nonsingular. Thus 
h(T(U,,)) < 3 for all i. 
Similarly, if i z k, and if there are j, r, p with r # p such that (T(Uik)).j 
# 0 and (T(Uik)),, # 0, we conclude that T(U,,) E ($, UrP) for all x, 
which cannot happen, because T is nonsingular. Thus h(T(Ui,)) < 3 for all i 
and k. 
Now if for all i E {1,2,3), we have h(T(qi)) = 1, using the nonsingular- 
ity of T, we easily conclude that condition (i) holds. 
CLAIM 2. Ifh(T(U,i)) = 2 for some i, then h(T(U,.,)) = 1 for all distinct 
r and s. 
Assume by contradiction that there are i, r, s, with r z s, such that 
h(T(Uii)) = 2 and h(T(U,,)) # 1. Then by Claim 1 we have that h(T(U,,)) = 2 
and h(T(U,.,)) = 2, which means that T(U,,) = auk,, with a z 0 and k # h, 
and T(U,,) = a’&,,, with a’ # 0 and k’ # h’. As T is nonsingular, we have 
{k, h} # {k’, h’). Thus the matrix T(U,,) + T(U,.,) has four nonzero elements, 
which cannot happen, because this matrix belongs to .w+‘. 
So, using Claim 1, Claim 2, and the nonsingularity of T, we conclude that 
if we have h(T( Uii)) = 2 for some i, then condition (ii) holds. ??
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Proof of Theorem 2.3. Let T be a linear operator of II,(ff) that 
preserves d,. Suppose there are 7r, r E S, satisfying condition 6) of Lemma 
4.7, and let cr = w ’ and p = r- ‘. Then there is C E H&F) such that the 
condition (2.3) is satisfied. Since T preserves d,, computing d,(T(Z,)) and 
dxE,(T(U,, + U,, + U,,>>, we obtain (2.4). 
Similarly, if T satisfies condition (ii) of Lemma 4.7, we obtain condition 
(b). 
The converse is easily verified. W 
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