Abstract. Let F(z) be a vector-valued function F C CN, which is analytic at z 0 and meromorphic in a neighborhood of z 0, and let its Maclaurin series be given. In a recent work [J. Approx. Theory, 76 (1994) given. With the help of these theorems it was shown how optimal approximations to the poles of F(z) and the principal parts of the corresponding Laurent series expansions can be obtained. In this work we use these rational approximation procedures in conjunction with power iterations to develop bona fide generalizations of the power method for an arbitrary N N matrix that may or may not be diagonalizable. These generalizations can be used to obtain simultaneously several of the largest distinct eigenvalues and corresponding eigenvectors and other vectors in the invariant subspaces. We provide interesting constructions for both nondefective and defective eigenvalues and the corresponding invariant subspaces, and present a detailed convergence theory for them. This is made possible by the observation that vectors obtained by power iterations with a matrix are actually coefficients of the Maclaurin series of a vector-valued rational function, whose poles are the reciprocals of some or all of the nonzero eigenvalues of the matrix being considered, while the coefficients in the principal parts of the Laurent expansions of this rational function are vectors in the corresponding invariant subspaces. In addition, it is shown that the generalized power methods of this work are equivalent to some Krylov subspace methods, among them the methods of Arnoldi and Lanczos. Thus, the theory of the present work provides a set of completely new results and constructions for these Krylov subspace methods. At the same time this theory suggests a new mode of usage for these Krylov subspace methods that has been observed to possess computational advantages over their common mode of usage in some cases. We illustrate some of the theory and conclusions derived from it with numerical examples.
AVRAM SIDI
In a recent work by the author [Si6] three types of vector-valued rational approximation procedures, entirely based on the expansion in (1.1), were proposed. For each of these procedures the rational approximations have two indices, n and k, attached to them, and thus form a two-dimensional (n,a) and the cj are scalars that depend on the approximation procedure being used. (.,.) is an inner product---not necessarily the standard Euclidean inner product--whose homogeneity property is such that (ox, fly) 6fl(x, y) for x, y in C N and c, fl in C. The vectors q., q,..., form a linearly independent set, and the vector q is nonzero. Obviously, Fn,a(z) exists if the linear system in (1.4) has a solution for co, Cl k--1.
It is easy to verify that for SMPE the equations in (1.4) involving co, c,..., ca-1 are the normal equations for the least squares problem (1.6) min 0CI ...Ck--i k-I E CjUnTj UnWk j=O where the norm II" is that induced by the inner product (., .), namely, Ilxll v/, x).
As is clear from (1.2) and (1.3), the numerator of Fn,a(z) is a vector-valued polynomial of degree at most n + + k, whereas its denominator is a scalar polynomial of degree at most k.
As can be seen from (1.4) and (1.5), the denoninator polynomial Qn,a(z) is constructed from u,,u+,...,u,+ for SMPE and SMMPE, and from u,,u+, given in [Si6] , whose main results can be verbally summarized as follows: (i) Under certain conditions the denominators Qn,(z) converge, and their zeros, k in number, tend to the k poles of F(z) that are closest to the origin. This is a Koenig-type result and is proved in Theorems 4.1 and 4.5 of [Si6] , where the precise rates of convergence are also given for both simple and nmltiple poles of F(z), and optimal approximations to multiple poles are constructed in a simple way. (ii) Under the same conditions F,(z) converges to F(z) uniformly in any compact subset of the circle containing the above-mentioned k poles of F(z) with these poles excluded. This is a de Montessus-type result and is proved in Theorem 4.2 of [Si6] . ( iii) The principal parts of the Laurent expansions of F(z) about its poles, simple or multiple, can be constructed from Fn,k(z) only. This construction, along with its convergence theory, is provided in Theorem 4.3 of [Si6] .
It turns out that tile denominator polynomials Q.,(z) are very closely related to some recent extensions of the power method for the matrix eigenvalue problem, see [SiB, 6] and [Si3] . Specifically, if the vectors u, of (1.1) are obtained from Um= Au,-I, m 1, 2,..., with u0 arbitrary, and A being a complex N N and, in general, nondiagonMizable matrix, then the reciprocals of tile zeros of the polynomiM Qn,t(z) are approximations to the k largest distinct and, in general, defective eigenvalues of A, counted according to their multiplicities, under certain conditions. In 3 of this work we provide precise error bounds for these approximations for n -c that are based on the results of Theorems 4.1. and 4.5 of [Si6] . While the approximations to nondefective eigenvMues have optimal accuracy in some sense, those that correspond to defective eigenvMues do not. In this paper we also show how approximations of optimal accuracy to defective eigenvMues can be constructed solely from Qn,k(z), providing their convergence theory for n --, c at the same time. We then extend the treatment of [SiB] and [Si3] [Pail, and Shad [Sal] , [Sa2] . Some of these analyses can also be found in Parlett [Par2] and Golub and Van Loan [GV] . The last two references also give a very thorough treatment of the computational aspects of Krylov subspace methods.
In 6 we show how the Ritz values and Ritz vectors obtained in a stable way from the common implementations of the Arnoldi and Lanczos methods can be used in constructing the approximations to the defective eigenvalues and their corresponding invariant subspaces in general and eigenvectors in particular.
In 7 we illustrate some of the theoretical results and claims of the paper with numerical examples.
In view of the connection between (1) the Krylov subspace methods and (2) the vector-valued rational approximations of [Si6] (v) This author's numerical experience suggests that at least in some cases the mode of usage proposed in this work and mentioned in (ii) above may produce the accuracy that is achieved by applying the Arnoldi method in the commonly known way using less storage and less computational work when the matrix being treated is large and sparse.
Before closing this section we note that the eigenvalue problem for defective matrices has received some attention in the literature. The problem of approximating the largest eigenvalue of a matrix when this eigenvalue is defective has been considered by Ostrowski [O] , who proposes an extension of the Rayleigh quotient and inverse iteration and gives a thorough analysis for this extension. Parlett and Poole [ParPo] consider the properties of a wide range of projection methods within the framework of defective matrices. The convergence of the QR method for defective Hessenberg matrices has been analyzed in detail by Parlett [Parl] . The problem of determining the Jordan canonical form of defective matrices has been treated in Golub and Wilkinson [GW] . The use of power iterations in approximating defective eigenvalues is also treated to some extent in Wilkinson [W, Chap. We note again that the result in (3.2) and (3.3) was originally given in [SiB, 6, Thin. 6 .1], and those in (3.10) and (3.11) were originally given for SMPE in [Si3] . The rest of Theorem 3.1 is new in that it has appeared only recently in [Si6] .
One important aspect of Theorem 3.1 is the construction of optimal approximations to defective eigenvalues through (3.6) and (3.7). From (3.4) it is clear that when pj 0 hence wj 1, which occurs automatically if/kj is a nondefective eigenvMue, the rate of convergence of the approximation corresponding to Aj is optimal. In case that Aj is a defective eigenvalue and pj > 0, the rate of convergence of each of its wj corresponding approximations is 1/wj of the optimal rate. For this case (3.6) and (3.7)
show how the poor approximations Ajt(n) can be combined in a simple way to give an optimal approximation, namely j(n). Similarly, (3.8) shows that j(n), the zero of the pjth derivative of (n,k(A) that tends to/, has the same optimal convergence rate as j(n). The results in (3.10) and (3.11) show that the approximations obtained from SMPE and STEA for a normal matrix converge twice as fast as those obtained for a nonnormM diagonMizable matrix having the same spectrum.
Another important aspect of Theorem 3.1 is that it shows clearly that the quality of the approximations to A1, A2,..., is better when k is larger. To see this let us consider the two different cases in which (k, t) (k', t') and (k, t) (k", t") in (3.1) of Theorem 3.1, where t' < t". Obviously, IA,I > [A,,I, and also Consequently, [At,,+x 
The validity of our claim now follows by comparing the outcomes of (3.2)-(3.11) with (k,t) (k',t') and (k,t) (k,,,t,,).
Finally, as has already been mentioned in [SiB] , the methods contained in Theorem 3.1 reduce precisely to the classical power methods when k 1. SpecificMly, solving (1.4) with k 1, we have (n,(/) A-UOl/UOO, from which there follows p(n)
UOl/UOO as the approximation to the largest eigenvalue of A. Now p(n) (un, Un+l)/(Un, Un) (Un, Aun)/(Un, Un) for SMPE procedure and this is simply the Rayleigh quotient for Un. Similarly, p(n) (ql,Au)/(q,un) and p(n) (q, Aun)/(q, Un), respectively, for SMMPE and STEA procedures, and this is how the standard power method is defined. 
and, for 0 <_ <_ pj and 1 _(n,k) zk_ Erm (3.19) 3ji,l(n) (Z Cj(n) Now since all elements of T(n) are polynomials in n, and since its determinant is unity, the elements of T(n) -1 turn out to be polynomials in n, i.e., the matrix T(n) Step O. Let Vl uo/lluoll.
Step 1. Forj=l,...,k-l, do (4.6) Determine the scalar hj+l,j > 0 and the vector Vj+l, such that
hj+l,jVj+l Avj--J hijvi hij (vi Avj) 1 < < j, and [K] , Paige [Pail, and Saad [Sal] . The paper [Sa2] gives results for non-Hermitian matrices. Note that the proofs of (5.20) and (5.21) for Hermitian matrices can also be found in [Par2, Chap. 12, .
Equivalence of rational approximation procedures and
A few historical notes on the methods of Arnoldi and Lanczos are now in order.
Following the work of Arnoldi the equivalent form in (5.19) was suggested in a paper by Erdelyi [E] , in the book by Wilkinson [W, pp. 583-584] , and in the papers by Manteuffel [M] and Sidi and Bridger [SiB] . The equivalence of the different approaches does not seem to have been noticed, however. For instance, [W] discusses both approaches without any attempt to explore the connection between them. With the exception of [SiB] , these works all consider the case n 0. The case n > 0 and the limit as n --cx are considered in [SiB] We first observe that the denominator polynomial Qn,k(z) of the vector-valued rational approximation Fn,k(z) remains unchanged when the vectors Un, Un+l, Un+2, are all multiplied by the same scalar, say c, and so do its zeros. Consequently, the vectors dji(n) defined in Theorem 3.2 remain the same up to the multiplicative factor a. That is to say, as far as the matrix eigenvalue problem is concerned, multiplication of the vectors un, Un+l,..., by the scalar ( leaves the eigenvalue approximations unchanged and multiplies the eigenvector approximations by For the purpose of numerical implementation we propose to pick and we achieve this by the following simple algorithm that is also used in the classical power method.
Step 0. Pick u0 arbitrarily such that Ilu011 1.
(6.1)
Step Example 7.1. Consider the 11 11 real symmetric matrix (7.1)
A 0.06 x -5 2 1 1 2 6 3 1 1 1 3 6 3 1 1 1 1 3 6 3 1 1 1 1 3 6 3 1 1 1 1 3 6 3 1 1 1 3 6 3 1 1 3 6 1 1 3 1 1 1 Tables 7.1 .1 and 7.1.2 we give the errors ej(n) j j(n) in the approximations Aj(n),j 1,2,3, that were obtained by, respectively, the SMMPE and the SMPE procedures with k 3. Here j(n) stands for Ajl(n), and we know that coy 1 for all j. Recall that for the SMPE procedure these Aj(n) cost, both storagewise and computational, of obtaining a high level accuracy is larger when n 0 than when n > 0 and is sufficiently large. For instance, the accuracy attained for A with n 0 and k 30 can be attained with n 100 and k 5. In the former we must store 30 vectors, whereas in the latter we need to store 5 vectors. Roughly speaking, the computational effort in the former case is the equivalent of about 232 matrix-vector products, whereas in the latter this number is 144.
We determine computational cost in the following way. First of all, if we are interested only in the eigenvalues, then the computational cost is the sum of (i) the n matrix-vector products to get to Un along with the n normalizations for u0, Ul,..., Un-i, cf. (6.1), and (ii) the cost of forming the matrix Va-1, cf. (4.6). The cost of (i) is n matrix-vector products, n scalar products, and n scalar-vector multiplications.
ik(k+ 1) k( --1) scalar products, The cost of (ii) is k-1 matrix-vector products, scalar-vector multiplications, and 1/2k(k 1) vector additions. If we agree to consider a scalar product as consisting of a scalar-vector multiplication and a vector addition, the total number of operations will be n + k 1 matrix-vector products, 2n + k 2 + k scalar-vector multiplications, and n + k 2 vector additions. Finally, let us make the simplification that addition and multiplication have the same cost. All this, of course, is not most accurate, but gives a reasonable account of the cost. In our example, one matrix-vector product is very nearly equivalent to five scalar-vector multiplications and four vector additions.
The approximation that corresponds to n 100 and k 20 in Table 7 .2.2 has about the same accuracy as that given in [Sal] . But the way the approximation of [Sal] is obtained is much more complicated and also more expensive computationally. 10, the quality of the Ritz values with n 0 deteriorated, whereas the quality of those with n 100 remained almost the same. This matrix is real symmetric and its spectrum is in (-1, 1) and is symmetric with respect to the origin. Again the results obtained from the Arnoldi (now equivalent to symmetric Lanczos) method with n > 0 and large were superior to those obtained with n 0.
