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Abstract
Given K real d-by-d nonsingular matrices S 1, . . . , S K , by extending the well-known Li-Yorke chaotic description of a deterministic
nonlinear dynamical system, to a discrete-time linear inclusion/control dynamical system
xn ∈ {S 1, . . . , S K} xn−1, x0 ∈ Rd and n ≥ 1,
we study the irregularity of orbit (xn(x0, σ))n≥1, governed by the law σ : N → {1, . . . , K}, for any initial state x0 ∈ Rd. A sufficient
condition is given so that for a residual subset of the space of all possible switching laws σ, we have

lim inf
n→+∞
‖xn(x0, σ) − xn(y0, σ)‖ = 0
lim sup
n→+∞
‖xn(x0, σ) − xn(y0, σ)‖ = +∞ ∀x0, y0 ∈ R
dwith x0 , y0.
We also show that a periodic stable inclusion system will not possess any such irregular states.
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1. Introduction
Chaotic behavior is an important subject in study of the the-
ory of dynamical systems. This type of systems is highly sensi-
tive to initial conditions, and small perturbations in initial con-
ditions (such as those due to rounding errors in numerical com-
putation) yield widely diverging outcomes, rendering long-term
prediction impossible in general. Even if a system is deter-
ministic, i.e. their future behavior is fully determined by their
initial conditions with no random elements involved, the long-
term prediction of its chaotic behavior is still impossible. In
this paper we employ the idea of Li-Yorke to study the irregular
behavior of a discrete-time linear inclusion/control dynamical
system.
1.1. Basic concept
Let K = {1, . . . , K} endowed with the discrete topology and
let S 1, . . . , S K be K nonsingular real d × d matrices, where
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K ≥ 2 and d ≥ 2. This then induces a discrete-time linear
inclusion/control dynamical system:
xn ∈ {S k xn−1}k∈K , x0 ∈ Rd and n ≥ 1, (1.1)
where x0 is the initial state. Write
Σ+K = {σ : N → K}, where N = {1, 2, . . . }, (1.2a)
which is equipped with the standard compact product topology
compatible with the metric given by
d(σ, σ′) =
+∞∑
n=1
min {1, |σ(n) − σ′(n)|}
2n
∀σ, σ′ ∈ Σ+K . (1.2b)
Then for any σ ∈ Σ+K , to any initial state x0 ∈ Rd the corre-
sponding output (xn(x0, σ))n≥1 of System (1.1), governed by σ,
is defined as xn(x0, σ) = S σ(n)xn−1 for all n ≥ 1.
System (1.1) has recently been found in many real applica-
tions. For the theoretic and applied importance of the study of
System (1.1), readers may see, e.g., [15, 18].
Recall that a subset of a complete metric space is said to be
residual if it contains a dense Gδ-set. So a residual subset is
very large from the point of view of topology.
To describe the complexity of the dynamics of the output
(xn(x0, σ))n≥1 of System (1.1) as time evolves, we now intro-
duce the dynamical concept—chaos, which is motivated by the
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sensitive dependence on initial conditions in Li-Yorke’s defini-
tion of chaos [14] for nonlinear dynamical systems.
Definition 1.1. A switching law σ ∈ Σ+K is said to be chaotic
for System (1.1) if for all x0 ∈ Rd \ {0}
lim inf
n→+∞
‖xn(x0, σ)‖ = 0 and lim sup
n→+∞
‖xn(x0, σ)‖ = +∞.
System (1.1) is called chaotic if its chaotic switching laws form
a residual subset of the space Σ+K .
Since xn(x0, σ) − xn(y0, σ) = xn(x0 − y0, σ) for any initial
states x0 and y0 in Rd, it is easily seen that a switching law
σ ∈ Σ+K is chaotic for System (1.1) if and only if
lim inf
n→+∞
‖xn(x0, σ) − xn(y0, σ)‖ = 0 (1.3a)
and
lim sup
n→+∞
‖xn(x0, σ) − xn(y0, σ)‖ = +∞. (1.3b)
for all x0, y0 ∈ Rd with x0 , y0.
In topological dynamical system, (1.3a) and (1.3b) are re-
spectively called the proximal and distal properties. However,
our distal property (1.3b) is much more stronger than the gen-
eral Li-Yorke’s one [14] that only requires
lim sup
n→+∞
‖xn(x0, σ) − xn(y0, σ)‖ > 0.
This sensitivity means that any two trajectories governed by the
same chaotic switching law σ will be bound to get close to-
gether for a while, as time evolves, and then to go far away
from each other for a while, and such dynamics will be repeated
infinitely that leads to irregular, complex dynamical behaviors.
We note here that Balde and Jouan introduced in [1] a kind
of chaotic switching laws. However, these two kinds of def-
initions are essentially different. Balde-Jouan’s is completely
based on the topological structure of a switching law σ ∈ Σ+K ;
but ours is one having to do with the stability and instability of
System (1.1) rather than the single topological structure of the
switching law σ. See Section 2 for the details.
1.2. Main statement
In this paper we present, for System (1.1), a simple mecha-
nism of generating the chaotic dynamics described as in Defi-
nition 1.1, as follows:
Theorem 1.2. System (1.1) is chaotic in the sense of Def-
inition 1.1, if there are two words (i1, . . . , im) ∈ Km and
( j1, . . . , jn) ∈ Kn such that ‖S im · · · S i1‖ < 1 < ‖S jn · · · S j1‖co.
Here ‖ · ‖ and ‖ · ‖co denote the usual matrix maximum norm
and minimum norm, respectively, defined by
‖A‖ = max
x∈Rd ,‖x‖=1
‖Ax‖ and ‖A‖co = min
x∈Rd ,‖x‖=1
‖Ax‖
for any A ∈ GL(d,R).
1.3. Outline
This note is simply organized as follows: In Section 2 we
shall study the topological structure of a nonchaotic switching
law. We will prove our main result Theorem 1.2 in Section 3.
Finally in Section 4, we will show that every periodically stable
inclusion system does not have any chaotic behaviors (Corol-
lary 4.2). So, a periodically stable inclusion system is “simple”
from our viewpoint of chaos.
2. Chaotic switching laws
This section is devoted to comparing our definition of chaotic
switching law with that of Balde and Jouan introduced in [1].
In addition, we shall present some criteria for nonchaotic dy-
namics in our sense of Definition 1.1.
2.1. Balde and Jouan’s definition of chaos
Let {S 1, . . . , S K} ⊂ Rd×d, not necessarily nonsingular, and
then we consider the induced linear inclusion system
xn ∈ {S 1, . . . , S K} xn−1, x0 ∈ Rd and n ≥ 1. (2.1)
For an arbitrary matrix A ∈ Rd×d, let λ1, . . . , λκ be its all distinct
eigenvalues. Then we write
ρA = max{|λ1|, . . . , |λκ|},
which is called the spectral radius of A.
A recent definition of chaotic switching law has been given
by Balde and Jouan [1] as follows:
Definition 2.1 ([1]). A switching law σ = (σ(n))n≥1 ∈ Σ+K is
called nonchaotic in the sense of Balde and Jouan, if to any
sequence 〈ni〉i≥1 ր +∞ and any m ≥ 1 there corresponds some
δ with 2 ≤ δ ≤ m + 1 such that for all ℓ ≥ 1, there exists an
ℓ0 ≥ ℓ so that σ is constant restricted to some subinterval of
[nℓ0 , nℓ0 + m] of length greater than or equal to δ.
Clearly, a constant switching law σ with σ(n) ≡ k for all
n ≥ 1, for some 1 ≤ k ≤ K, is nonchaotic in the sense of Balde
and Jouan; meanwhile, it is also nonchaotic in the sense of our
Definition 1.1. In fact, we can obtain a more general result.
Proposition 2.2. If σ ∈ Σ+K is a periodic switching law, then it
is nonchaotic for System (2.1) in the sense of Definition 1.1.
Proof. Since σ is periodical, it can be written as
σ = (k1, . . . , kπ
✿✿✿✿✿✿✿
, k1, . . . , kπ
✿✿✿✿✿✿✿
, . . . )
for some word (k1, . . . , kπ) ∈ Kπ of length π ≥ 1. Simply set
A = S kπ · · · S k1 . If the spectral radius ρA of A is less than 1, then
from the classical Gel’fand spectral-radius formula
lim
n→+∞
1
n
log ‖S σ(n) · · · S σ(1)‖ =
1
π
logρA < 0.
So,
lim
n→+∞
‖xn(x0, σ)‖ = 0 ∀x0 ∈ Rd \ {0},
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which means that σ is nonchaotic for System (2.1) in the sense
of Definition 1.1. If ρA ≥ 1, then one can find a unit vector
x0 ∈ R
d and an eigenvalue λ of A with |λ| ≥ 1 such that
Anx0 = λnx0 ∀n ≥ 1,
which implies that
lim inf
n→+∞
‖xn(x0, σ)‖ > 0,
and so σ is nonchaotic for System (2.1) in the sense of Defini-
tion 1.1.
This concludes the statement of Proposition 2.2.
Balde and Jouan’s definition 2.1 of chaos only depends on the
single switching law σ and ignores the structure of System (1.1)
or (2.1), which is not enough to capture the essential of chaos
of System (1.1). The following lemma gives the key property
of a Balde-Jouan nonchaotic switching law.
Lemma 2.3. Let σ ∈ Σ+K be a nonchaotic switching law in the
sense of Balde and Jouan. Then, there exists some alphabet
k ∈ {1, . . . , K} such that for any ℓ ≥ 1 and any ℓ′ ≥ 1, there
exists an nℓ ≥ ℓ′ so that σ(nℓ + 1) = · · · = σ(nℓ + ℓ) = k.
Proof. First, for the nonchaotic σ we can choose a sequence
〈ni〉i≥1 ր +∞ and some k ∈ {1, . . . , K}, which are such that
ni+1 − ni ր +∞ and σ(ni) = k for all i ≥ 1. Now from Def-
inition 2.1 with m = 1, it follows that we can choose a sub-
sequence of 〈ni〉i≥1, still write, without loss of generality, as
〈ni〉i≥1, such that σ(ni) = σ(ni + 1) = k for all i ≥ 1. Re-
peating this procedure for 〈ni + 1〉i≥1 proves the statement of
Lemma 2.3.
However, our chaotic property is a kind of dynamical behav-
ior, which discovers the complexity of the structure of the out-
puts of the inclusion/control system (1.1) or (2.1), as shown by
Lemma 2.4 below. And from Proposition 2.2, it also depends
on the topological structure of the switching law σ itself.
Lemma 2.4. Let System (2.1) be defined by
S 1 =
(
2−1 0
0 2−1
)
and S 2 =
(
2 0
0 2
)
.
Then for System (2.1), the switching law σ ∈ Σ+2 given as
(11, 2222,
23-folds︷  ︸︸  ︷
1 · · ·1,
24-folds︷  ︸︸  ︷
2 · · ·2, . . . ,
22n−1-folds︷  ︸︸  ︷
1 · · ·1 ,
22n-folds︷  ︸︸  ︷
2 · · ·2, . . . )
is chaotic under the sense of Definition 1.1, butσ is nonchaotic
in the sense of Balde and Jouan.
Proof. The statement comes easily from Definitions 1.1 and 2.1
and we thus omit the details here.
In fact, we can show this system is chaotic under the sense of
Definition 1.1 from Theorem 1.2.
2.2. An ergodic-theoretic viewpoint
Next, we will study a case where the chaotic behavior does
not occur from the ergodic-theoretic viewpoint. Let
θ : Σ+K → Σ
+
K ; σ = (σ(n))n≥1 7→ θ(σ) = (σ(n + 1))n≥1 (2.2)
be the one-sided shift transformation on the compact metrizable
space Σ+K of all the possible switching laws of System (2.1) as
in Section 1.
Recall that a probability measure µ on the Borel measur-
able space (Σ+K ,B(Σ+K)) is invariant if µ(B) = µ(θ−1B) for all
B ∈ B(Σ+K); further an invariant probability measure µ is called
ergodic if µ(B) = 0 or 1 whenever µ(B △ θ−1B) = 0, where △
stands for the symmetric difference of two subsets.
For System (2.1), it is very convenient to consider the corre-
sponding linear cocycle
S : N×Σ+K → R
d×d; (n, σ) 7→ S(n, σ) = S σ(n) · · · S σ(1) (2.3)
driven by the one-sided shift transformation θ. According to the
Oseledecˇ multiplicative ergodic theorem [16], we can obtain the
following result.
Proposition 2.5. Let µ be an ergodic probability measure of
the one-sided shift θ on Σ+K . If S has either a positive Lyapunov
exponent or a negative Lyapunov exponent at µ, then for µ-a.e.
σ ∈ Σ+K it is nonchaotic for System (2.1) in the sense of Defini-
tion 1.1.
Proof. Let λ < 0 be a Lyapunov exponent of S at µ. Then from
the Oseledecˇ multiplicative ergodic theorem [16], it follows that
for µ-a.e. σ ∈ Σ+K there exists a corresponding unit vector, say
x0(σ) ∈ Rd, such that
lim
n→+∞
1
n
log ‖S(n, σ)x0(σ)‖ = λ.
So,
lim sup
n→+∞
‖xn(x0(σ), σ)‖ = 0.
This shows that for µ-a.e. σ ∈ Σ+K , it is nonchaotic for System
(2.1) in the sense of Definition 1.1 because of the lack of the
distal property (1.3b). Similarly, if S has a Lyapunov exponent
λ > 0 at µ then
lim inf
n→+∞
‖xn(x0(σ), σ)‖ = +∞ for µ-a.e. σ ∈ Σ+K .
So, there is no the proximal property (1.3a) for µ-a.e. σ ∈ Σ+K .
This thus completes the proof of Proposition 2.5.
An extreme case is the following proposition.
Proposition 2.6. Let {S 1, . . . , S K} be irreducible; i.e., there is
no a common, invariant, nontrivial and proper subspace of Rd
for all S 1, . . . , S K . If at every θ-ergodic probability measure, S
has only the maximal Lyapunov exponent 0, then every σ ∈ Σ+K
is nonchaotic for System (2.1) in the sense of Definition 1.1.
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Proof. Since the hypothesis of the statement implies that (2.1)
has the joint spectral radius 1, from Elsner’s reduction theo-
rem [10] (also see [7] for a simple proof) it follows that (2.1) is
product bounded; that is, there exists a constant 0 < β < +∞
such that
‖S σ(n) · · · S σ(1)‖ ≤ β ∀σ ∈ Σ+K and n ≥ 1. (2.4)
Thus,
lim sup
n→+∞
‖xn(x0, σ)‖ ≤ β‖x0‖ < +∞ ∀σ ∈ Σ+K and x0 ∈ Rd.
Thus, there is no the distal property (1.3b) for each σ ∈ Σ+K .
This proves the proof of Proposition 2.6.
This result also shows that our Definition 1.1 is essentially
different with Definition 2.1 of Balde and Jouan.
3. Chaotic dynamical behaviors
Let S 1, . . . , S K ∈ GL(d,R) be arbitrarily given. This section
will be mainly devoted to proving our main result Theorem 1.2
stated in Section 1.
For System (1.1), let Λ be the set that consists of the switch-
ing laws σ ∈ Σ+K such that
lim inf
n→+∞
‖S σ(n) · · ·S σ(1)‖ = 0
and
lim sup
n→+∞
‖S σ(n) · · ·S σ(1)‖co = ∞.
Then each σ ∈ Λ is chaotic for System (1.1) in the sense of
Definition 1.1.
To prove our main result Theorem 1.2, we first need a lemma.
Lemma 3.1. Under the context of Theorem 1.2, Λ is a dense
subset of Σ+K .
Proof. Let (i1, . . . , im) ∈ Km and ( j1, . . . , jn) ∈ Kn be such that
‖S im · · ·S i1‖ < 1 < ‖S jn · · · S j1‖co.
Simply write
i = (i1, . . . , im), ik = (
k-folds︷   ︸︸   ︷
i, . . . , i),
j = ( j1, . . . , jn), jk = (
k-folds︷    ︸︸    ︷
j, . . . , j),
and
S (i) = S im . . . S i1 , S ( j) = S jn . . . S j1 .
Let σ = (σ(1),σ(2), . . . ) ∈ Σ+K and ǫ > 0 be arbitrarily given.
Then one can find an integer N ≥ 1 such that for any σ ∈ Σ+K , if
σ(1) = σ(1), . . . , σ(N) = σ(N), then the distance d(σ, σ) < ǫ.
Set
A = S σ(N) . . . S σ(1).
Next, we will construct a chaotic switching law σ ∈ Σ+K for
System (1.1) with d(σ, σ) < ǫ.
Since all the matrices S 1, . . . , S K are nonsingular, we can
choose positive integers ℓk < Lk, for k = 1, 2, . . . , such that
‖S (i)ℓ1 A‖ < 1,
‖S ( j)L1 S (i)ℓ1 A‖co > 1;
‖S (i)ℓ2 S ( j)L1 S (i)ℓ1 A‖ < 1
2
,
‖S ( j)L2 S (i)ℓ2 S ( j)L1 S (i)ℓ1 A‖co > 2;
...
...
...
‖S (i)ℓk S ( j)Lk−1 · · · S ( j)L1 S (i)ℓ1 A‖ < 1k ,
‖S ( j)Lk S (i)ℓk S (i)Lk−1 · · · S ( j)L1 S (i)ℓ1 A‖co > k;
...
...
....
Now it is easy to see that the switching law σ defined by
σ = (σ(1), . . . ,σ(N), iℓ1 , jL1 , iℓ2 , jL2 , iℓ3 , jL3 , . . . )
is chaotic for System (1.1) in the sense of Definition 1.1 such
that d(σ, σ) < ǫ.
This completes the proof of Lemma 3.1.
Next, we will prove that Λ is a Gδ subset of Σ+K; that is, Λ is
the intersection of countable numbers of open sets.
Lemma 3.2. For System (1.1), Λ is a Gδ subset of Σ+K .
Proof. For any positive integer i, let
Λsi =
{
σ ∈ Σ+K : ∀n0 ∈ N,∃n > n0 with ‖S σ(n) · · · S σ(1)‖ <
1
i
}
.
Then
Λsi =
∞⋂
n0=1
⋃
n>n0
{
σ ∈ Σ+K : ‖S σ(n) · · · S σ(1)‖ <
1
i
}
.
Since
{
σ ∈ Σ+K : ‖S σ(n) · · · S σ(1)‖ < 1i
}
is open in Σ+K for every
i, Λsi is a Gδ set. Thus,
Λs :=
∞⋂
i=1
Λsi
is also a Gδ set. On the other hand, let
Λui =
{
σ ∈ Σ+K : ∀n0 ∈ N,∃n > n0 with ‖S σ(n) · · · S σ(1)‖co > i
}
.
Then
Λui =
∞⋂
n0=1
⋃
n>n0
{
σ ∈ Σ+K : ‖S σ(n) · · · S σ(1)‖co > i
}
.
Moreover
Λu :=
∞⋂
i=1
Λui
is a Gδ set. Therefore, Λ = Λs ∩ Λu is a Gδ subset of Σ+K .
This completes the proof of Lemma 3.2.
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Based on Lemmas 3.1 and 3.2 we are now ready to finish the
proof of Theorem 1.2.
Proof of Theorem 1.2. We easily see thatΛ is a dense Gδ subset
of Σ+K from Lemmas 3.1 and 3.2. Since each σ ∈ Λ is chaotic
for System (1.1), the set of all chaotic laws of System (1.1) is
residual. This proves Theorem 1.2.
Let us consider an example.
Example 3.3. Given any two constants α, β such that |α| < 1
and |β| > 1, let
S 1 = α
(
1 1
0 1
)
and S 2 = β
(
1 0
1 1
)
.
Then from Theorem 1.2, it follows that System (1.1) generated
by S 1 and S 2 is chaotic in the sense of Definition 1.1.
We now turn to another basic property of chaotic systems.
Definition 3.4. System (1.1) is called irreducibly product un-
bounded if restricted to every nonempty, common and invariant
subspace of Rd, it is product unbounded.
So, if System (1.1) is irreducibly product unbounded then it
is product unbounded. But the converse is not necessarily true.
For example, for
S =
(
1 1
0 1
)
it is product unbounded but not irreducibly product unbounded.
We will employ the following simple fact in the next section.
Lemma 3.5. If System (1.1) has a chaotic switching law in
the sense of Definition 1.1, then it is irreducibly product un-
bounded.
Proof. This follows immediately from the definitions.
4. Periodical stability implies nonchaoticity
Recall that System (2.1) described as in Section 2 is called,
from e.g. [11, 17, 9], periodically stable if for any finite-length
words (k1, . . . , kπ) ∈ Kπ, π ≥ 1, there holds that the spectral
radius ρS kπ ···S k1 of S kπ · · · S k1 is less than 1. Then a periodically
stable system (2.1) does not need to be absolutely stable from
[6, 5, 13, 12]; but it is almost surely exponentially stable in
terms of ergodic measures, see [9] and [8, Theorem C′]. The
following result further shows that a periodically stable system
has no chaotic dynamics in our sense of Definition 1.1.
Theorem 4.1. If System (2.1) has the Rota-Strang joint spectral
radius
ρ := lim
n→+∞
max
σ∈Σ+K
n
√
‖S σ(n) · · ·S σ(1)‖ = 1,
then its every switching law is not chaotic in the sense of Defi-
nition 1.1.
Proof. According to Definition 1.1, if System (2.1) is product
bounded as in (2.4), then it does not have any chaotic switching
laws. By contradiction, we let σ ∈ Σ+K be chaotic for System
(2.1) in the sense of Definition 1.1. Then System (2.1) is ir-
reducibly product unbounded by Lemma 3.5. From Elsner’s
reduction theorem [10, 7], there is no loss of generality in as-
suming
S k =
(
S 1,1k ∗
0 S 2,2k
)
, k = 1, . . . , K,
such that
S 1,1k ∈ R
d1×d1 and S 2,2k ∈ R
(d−d1)×(d−d1), k = 1, . . . , K,
for some integer 1 ≤ d1 < d. Clearly, the inclusion system
based on {S 1,11 , . . . , S
1,1
K } is also periodically stable and more-
over, σ is a chaotic switching law for it too. Repeating this
argument finite times, we can conclude a contradiction to the
irreducible product unboundedness.
This completes the proof of Theorem 4.1.
Corollary 4.2. If System (2.1) is periodically stable, then its
every switching law is not chaotic in the sense of Definition 1.1.
Proof. This comes from the Berger-Wang spectral formula [4]
and [2] and Theorem 4.1.
This shows that a periodically stable inclusion system is
“simple” from our viewpoint of chaos dynamics. In fact, the
following Lemma 4.3 shows a low dimensional periodically sta-
ble system is product bounded.
It is a well-known fact that for System (2.1), if it holds that
ρS σ(n)···S σ(1) ≤ 1 for all σ ∈ Σ
+
K , then
max
σ∈Σ+K
‖S σ(n) · · · S σ(1)‖ = O(nd−1);
see, e.g., [4, 3]. In the periodically stable case (or equivalently,
ρS σ(n)···S σ(1) < 1 ∀σ ∈ Σ
+
K and n ≥ 1), we can get a more subtle
estimate as follows.
Lemma 4.3. Let System (2.1) be periodically stable with di-
mension d ≥ 2. Then
max
σ∈Σ+K
‖S σ(n) · · · S σ(1)‖ = O(n⌊d/2−1⌋).
Here ⌊x⌋ represents the largest integer which is not greater than
x for any x ≥ 0.
In particular, if 1 ≤ d ≤ 3 then System (2.1) is product
bounded in Rd×d; if 4 ≤ d ≤ 5 then ‖S σ(n) · · · S σ(1)‖ is at most
linearly increasing.
Proof. We will prove the statement by induction on the dimen-
sion d of System (2.1). We first notice that if System (2.1) is
periodically stable with dimension d = 1, then there exists a
constant 0 < γ < 1 so that
‖S σ(n) · · · S σ(1)‖ ≤ γn
for all σ ∈ Σ+K and all n ≥ 1.
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Let m ≥ 2 be arbitrarily given. Assume that the statement is
true for d < m. It suffices to claim that the statement is also true
for d = m.
Let d = m. The periodical stability of System (2.1) implies
that the joint spectral radius ρ ≤ 1. If System (2.1) is product
bounded then we are done. Otherwise, according to Elsner’s
reduction theorem we can assume that each S k has the form
S k =
(
S 1,1k Bk
0 S 2,2k
)
, k = 1, . . . , K,
where
{
S 1,11 , . . . , S
1,1
K
}
⊂ Rd1×d1 , {B1, . . . , BK} ⊂ Rd1×(m−d1),
and
{
S 2,21 , . . . , S
2,2
K
}
⊂ R(m−d1)×(m−d1) for some 1 ≤ d1 < m.
Thus, for any σ ∈ Σ+K and n ≥ 1
S σ(n) . . .S σ(1) =
(
S 1,1σ(n) · · ·S
1,1
σ(1) ♠σ(n)···σ(1)
0 S (2,2)i1 · · · S
2,2
σ(n) · · ·S
2,2
σ(1)
)
where
♠σ(n)···σ(1) =
n∑
j=1
S 1,1σ(n) · · · S
1,1
σ( j+1)Bσ( j−1)S
2,2
σ(n) . . . S
2,2
σ(1).
We can choose a constant C1 > 0 such that
‖Bk‖ ≤ C1 ∀k = 1, . . . , K.
Now we only need to consider the following two cases.
Case I: When d1 = 1 or m − d1 = 1, we can obtain either
‖S 1,1k ‖ ≤ γ < 1 for 1 ≤ k ≤ K
or
‖S 2,2k ‖ ≤ γ < 1 for 1 ≤ k ≤ K,
for some constant 0 < γ < 1. Hence we have
‖♠σ(n)···σ(1)‖ ≤
{
C1C if m = 2;
C1Cn⌊m/2−1⌋(1 + γ + · · · + γn−1) if m > 2,
by the induction assumption, for some constant C > 0 that is
independent of the choices of the switching law σ. Thus the
statement holds in this case.
Case II: When 2 ≤ d1 < m − 1, according to the induction
assumption, it follows that
‖♠σ(n)···σ(1)‖ ≤ C1Cn⌊d1/2−1⌋Cn⌊(m−d1)/2−1⌋n ≤ C1C2n[m/2−1].
Here we have used the following inequality:⌊
d1
2
− 1
⌋
+
⌊
m − d1
2
− 1
⌋
+ 1 ≤
⌊m
2
− 1
⌋
,
for any 2 ≤ d1 < m − 1, which implies the desired result.
This completes the proof of Lemma 4.3.
This lemma together with Lemma 2.3 implies the following
stability result.
Theorem 4.4. Let System (2.1) be periodically stable with di-
mension 2 ≤ d ≤ 3. Then,
‖S σ(n) · · · S σ(1)‖ → 0 as n → +∞,
for every Balde-Jouan nonchaotic switching laws σ ∈ Σ+K .
Proof. From Lemma 4.3, it follows that System (2.1) is product
bounded in the sense as in (2.4). So, we can define a norm ‖ · ‖
on Rd×d such that ‖S k‖ ≤ 1 for all k = 1, . . . , K.
Let σ ∈ Σ+K be an arbitrary nonchaotic switching laws of
Balde and Jouan as in Definition 2.1. Then we can choose some
κ as in Lemma 2.3. Since ρS κ < 1, we can find some N > 1 such
that ‖S Nκ ‖ < 1. Then the statement comes from Lemma 2.3 and
the sub-multiplicity of matrix norm.
A side consequence of Lemma 4.3 is the following statement.
Proposition 4.5. Let System (2.1) be periodically stable with
dimension 2 ≤ d ≤ 3. Then, there holds at least one of the
following two statements.
(1) (Finiteness of spectrum) There is a word (k1, . . . , kπ) ∈ Kπ,
for some π ≥ 1, such that
ρ = π
√
ρS kπ ···S k1
.
(2) (Finiteness of norm) There exists an extremal norm ‖ · ‖∗,
defined on Rd×d, such that
ρ = max
σ∈Σ+K
n
√
‖S σ(n) · · · S σ(1)‖∗ ∀n ≥ 1.
Here ρ is defined as in Theorem 4.1.
Proof. If statement (1) of Proposition 4.5 holds, then we are
done. Otherwise, without loss of generality we may assume
System (2.1) is periodically stable and ρ = 1. Thus it is product
bounded according to Lemma 4.3. Then there exists a vector
norm ‖ · ‖∗ defined on Rd, where 2 ≤ d ≤ 3, such that ‖S k‖∗ ≤ 1
for any 1 ≤ k ≤ K. Therefore, one has
n
√
‖S σ(n) · · · S σ(1)‖∗ ≤ ρ ∀σ ∈ Σ+K and n ≥ 1.
This implies that
ρ = inf
n≥1
{
max
σ∈Σ+K
n
√
‖S σ(n) · · · S σ(1)‖∗
}
≤ sup
n≥1
{
max
σ∈Σ+K
n
√
‖S σ(n) · · · S σ(1)‖∗
}
≤ ρ,
and the proof of Proposition 4.5 is thus completed.
We note here that this result cannot be proved by directly
reducing the dimension d, since an extremal norm of some sub-
blocks of System (2.1) does not need to be an extremal norm
for the full dimensional case.
We ends this section with some remarks on Proposition 4.5.
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Remark 4.6. For System (2.1) in the case of 2 ≤ d ≤ 3, if
spectral finiteness property does not hold, then there exists an
extremal norm ‖ · ‖∗. Conversely, the non-existence of an ex-
tremal norm implies that the finiteness property must hold.
Remark 4.7. Based on [6, 5, 13, 12] we can easily see that
Proposition 4.5 does not need to hold for the case d ≥ 4. In
fact, there are uncountably many values of the real parameters
α, β such that for each pair (α, β), F = {F1, F2} is periodically
stable, where
F1 = α
(
1 1
0 1
)
and F2 = β
(
1 0
1 1
)
;
but there is at least one switching law σ ∈ Σ+K where K = {1, 2}
such that
‖Fσ(n) · · · Fσ(1)‖ 6→ 0 as n → +∞.
Define
S 1 =
(
F1 F1
0 F1
)
and S 2 =
(
F2 F2
0 F2
)
.
Then for any σ ∈ Σ+K and any n ≥ 1, we have
S σ(n) · · · S σ(1) =
(
Fσ(n) · · ·Fσ(1) nFσ(n) · · · Fσ(1)
0 Fσ(n) · · · Fσ(1)
)
.
For σ, we particularly get
lim sup
n→+∞
‖Sσ(n) · · · Sσ(1)‖ = +∞
for any norm ‖ · ‖ on R4×4.
5. Concluding remarks
In this paper, we have introduced the dynamical concept—
chaotic switching laws—for a discrete-time linear inclusion dy-
namical system that is induced by finitely many nonsingular
square matrices. We have proven that if the inclusion system
has a stable word and meanwhile an expanding word, then its
chaotic switching laws form a residual subset of its all possible
switching laws. Therefore in this case, the dynamical behavior
of this inclusion system is unpredictable.
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