In the transaction-based task model, the system consists of multiple end-toend transactions; each transaction consists of multiple tasks, with or without explicit precedence constraints; each task has a release offset (with possible release jitter) relative to the transaction start time. The transaction-based task model is especially useful for schedulability analysis in distributed real-time systems. For schedulability analysis of this task model, some authors have developed an exact analysis algorithm with exponential time complexity and a pessimistic tractable analysis algorithm with polynomial time complexity. In this paper, we aim to improve the computation efficiency of the exact analysis algorithm to make it applicable to larger tasksets. We define the concept of dominance relationship between any pair of tasks in the same transaction with higher-priority than the task under analysis. If task τix dominates task τiy in the same transaction, then τiy can be omitted from the WCRT analysis equations to improve computation efficiency. We present effective techniques for determining dominance relationship between tasks. Performance evaluation shows that our technique can generate significant improvements in computation efficiency.
Introduction and Related Work
In this paper, we focus on fixed-priority scheduling, which is the most common scheduling algorithm used in industry practice. Worst-Case Response Time (WCRT) analysis is a widely-used schedulability analysis technique. For an offset-free periodic taskset, where all tasks are triggered independently from each other and there is no constraint on task release offsets, a critical instant is a time instant when all tasks are released simultaneously, which causes each task to experience its WCRT. Task τ i 's Worst-Case Response Time (WCRT) R i can be calculated with a recursive equation that computes the total processor demand when τ i and all other higher-priority tasks are released at the critical instant (assuming there is no release jitter or blocking time due to shared resource-s). This release pattern achieves the maximum WCRT that can be calculated with the classic WCRT equation [1] .
A task is schedulable if its WCRT does not exceed its deadline, and the taskset is schedulable if all tasks are schedulable. This is a necessary and sufficient condition for schedulability of an offset-free taskset. However, when tasks have offset constraints relative to each other, there does not exist a closed-form equation for WCRT analysis. Tindell [2] presented WCRT analysis algorithms for the transaction-based task model with fixed-priority preemptive scheduling. The system consists of multiple end-to-end transactions; each transaction consists of multiple tasks; each task has a release offset (with possible release jitter) relative to the transaction start time; there are no offset constraints between different transactions. The transaction-based task model is important, since it can be used to model and analyze distributed precedenceconstrained task systems efficiently and accurately, as well as certain task models with self-suspension in a uni-processor system. Tindell developed an exact analysis algorithm with exponential time complexity and a pessimistic tractable analysis algorithm with polynomial time complexity. Palencia and Harbour [3] extended [2] to allow offsets larger than task periods and dynamic offsets. This extension is useful for task WCRT analysis in a distributed system, where a task's release time is dependent on its predecessor task's response time. Dynamic offsets and release jitters are typically due to the need to model event-triggered precedenceconstrained task chains, where a downstream task τ j is triggered by the completion time of its preceding task τ i , hence τ j inherits its release offset from τ i 's response time, which can be different from one period to the next. Mäki-Turja et al [4] developed a fast and tight analysis algorithm that improved upon both accuracy and efficiency of the tractable analysis in [2, 3] . Palencia and Harbour [5] improved the accuracy of the tractable analysis in [3] for transaction-based task model in a distributed system by exploiting task precedence constraints to have more accurate estimates of interference delay. The improvements in [4] and [5] are orthogonal and complementary to each other and can be combined with even better accuracy. We have implemented the combination algorithm and used it in our performance experiments.
Performance evaluation showed that the exact analysis algorithm can sometimes obtain much smaller (more accurate) WCRT results than the tractable analysis, either the original algorithm in [3] or the improved fast-and-tight analysis algorithm in [4] , but it is a computationally-expensive exponential algorithm. Due to its computational complexity, the exact analysis algorithm is not suitable for online use, e.g., for admission control based on schedulability, but it may be worthwhile for offline design of real-time systems to achieve more accuracy and higher CPU utilization. In this paper, we aim to improve the computational efficiency of the exact analysis algorithm, and show that our algorithm can achieve significant reductions in algorithm running time, which increases the scalability and applicability of the exact analysis algorithm.
Redell [6] extended the analysis algorithm in [5] for linear transactions to handle tree-shaped transactions. Palencia and Harbour [7] adapted the analysis algorithm in [5] for fixed-priority scheduling to apply to Earliest Deadline-First (EDF) scheduling. The techniques presented in this paper are orthogonal to the improvements in [6] and [7] , and can be applied to improve the computation efficiency of the exact analysis algorithms in them as well.
Leung et al [8] proved that for a fixed-offset periodic taskset with fixed-priority preemptive scheduling, where all tasks have known and fixed offsets and 0 release jitter, it is sufficient to check the time interval [O max , O max + 2P ], called the feasibility interval, where O max is the maximum release offset of all tasks, and P is the hyper-period of the taskset. Choquet-Geniet et al [9] generalized the results in [8] to any scheduling policy and systems with offsets, using resources and precedence constraints. Audsley [10] presented an algorithm for exact WCRT analysis of a fixed-offset periodic taskset with fixed-priority preemptive scheduling by running a simulation in the feasibility interval. Redell et al [11] extended the analysis algorithm in [10] to handle nonzero task release jitter by identifying the combination of higher-priority task release jitters that result in the worst-case interference to the task under analysis. The work of [8, 10, 11] addressed the task model where all tasks have fixed and known offsets, while the task model addressed in this paper and [2, 3] assumed that tasks within each transaction have fixed offsets, but there may be arbitrary phasing between tasks in different transactions. The former task model is more realistic for a single-processor system where task offsets can be controlled by a central authority (the OS), while the latter task model is more realistic for a distributed real-time system without tight clock synchronization, so offsets between tasks on the same processor can be controlled by the OS, but offsets between tasks on different processors can be arbitrary. (Note that task precedence constraints within the same transaction are explicitly considered in the analysis, and are independent of task offsets.)
Gu et al [12] presented efficient algorithms for schedulability analysis and priority assignment for fixedpriority preemptive scheduling with offsets, based on the asynchronous, offset-free task model [13] , where each task's release offset can be chosen by the designer to improve schedulability. This task model is related, but different from the transaction-based task model addressed in this paper.
Rahni et al [14] compared the transaction model to the family of multiframe models, then presented exact, approximate, and a tunable method to compute the worst-case response times. They also presented a new exact feasibility test running in pseudo-polynomial time, as well as an efficient implementation using static tables.
Model-checking has been applied to analyze schedulability of tasksets with complex and nonstandard activation patterns. Gu et al [15] presented a model-checking approach to schedulability analysis of global multiprocessor scheduling of a periodic taskset with fixed offsets, which is a more restrictive task model than the more general sporadic task model, and can achieve higher CPU utilisation and better predicability. It may be possible to build a model of the transaction-based task model withina model-checker and use model-checking to determine schedulability, but this approach may not be scalable to larger tasksets due to the state-space explosion problem of model-checking. This paper is structured as follows: we discuss WCRT analysis algorithms without task precedence constraints in Section 2, and WCRT analysis algorithms with consideration of task precedence constraints in Section 3. We present performance evaluation results in Section 4, and draw conclusions in Section 5.
WCRT Analysis without Task Precedence Constraints
We first review the original naive exact analysis algorithms, then presenting our techniques for improving computational efficiency of exact analysis.
The Naive Exact Analysis Algorithm
The system Γ, consists of a set of k transactions Γ 0 , . . . , Γ k−1 (note that the index starts from 0 Table 1 . Fig. 1 illustrates the offsets and jitters for the transaction in Table 1 [14, 17] , and so on. Note that tasks do not have explicit precedence constraints, even though relationship between task offset and jitter may imply certain relationships between task release times. For the toy example, we can see that τ 00 must be released before τ 02 and τ 03 , which in turn must be released before τ 01 . But these are not precedence constraints, e.g., τ 00 does not need to finish before τ 02 and τ 03 . Task finish times are determined by release times, execution times and priorities, while offset and jitter only place constraints on task release times.
We denote the task under analysis as τ ua . It can be part of transaction Γ u , or a separate independent task as a special case. The goal is to determine the Worst-Case Response Time (WCRT) of τ ua , which is equal to its WCET C ua plus the worst-case interference delay due to preemption by all higher priority tasks, and the worstcase blocking delay due to all lower-priority tasks that share resources with τ ua . The blocking delay can be set to the longest critical section of all lower-priority tasks. We assume the blocking time to be 0 in this paper, and focus on the worst-case interference from an arbitrary higher priority task τ ij in transaction Γ i , which can be from a different transaction or the same transaction as τ ua , i.e., it is possible to have either i ̸ = u or i = u.
A task τ ua busy period, abbreviated as the busy period in this paper, is an interval of time during which the processor is busy processing τ ua or higher-priority tasks. The busy period start time is called the critical instant (as a convention, we assume the critical instant is time 0, t c = 0). To find the worst-case scenario for τ ua , we need to create a critical instant that leads to the worstcase (longest) busy period. We can categorize instances of task τ ij into the following cases:
• Set 0: instances that occur before t c and that cannot execute inside the busy period even with the maximum jitter delay.
• Set 1: instances that occur before t c and can be delayed by an amount of jitter that causes them to coincide with t c .
• Set 2: instances that occur after t c .
Instances in Set 0 cannot cause any interference to τ ua and need not be considered for WCRT analysis of τ ua . Here "occur" means "start". WCRT analysis for τ ua is based on the following two theorems from [3] : Suppose task τ ic is the critical task in transaction Γ i . According to Theorem 2, τ ic must experience its maximum jitter and be released O ic + J ic time units after the event arrival time; all releases of τ ij after the critical instant must experience 0 jitter, hence φ ijc , the phase difference between the first release of τ ij after the critical instant and the critical instant initiated by τ ic is:
The worst-case interference caused to τ ua by transaction Γ i with τ ic as the critical task is 1 :
W ic (τ ua , t) is called the worst-case interference function, and its value is the worst-case interference caused by τ ij to τ ua in the time interval [0, t] with τ ic as the critical task in transaction Γ i . (Note that τ ij and τ ic are in the same transaction Γ i , which may be either different from or the same as the transaction Γ u that τ ua belongs to). hp i (τ ua ) denotes the set of tasks in transaction Γ i with priority higher than or equal to the priority of τ ua , excluding τ ua itself. The first term on the righthand side of Equation 2 is the jitter-induced interference, which is the starting value of W ic (τ ua , t) at the critical instant (t = 0), and is independent of the time instant t after the critical instant; the second term is the time-induced interference, which is a function of t, the maximum interference in [0, t] from tasks released after the critical instant.
Equation 2 is applied to all transactions in the system, and for each transaction Γ i , we need to try each higher priority task in Γ i as the critical task τ ic . It is necessary to check all possible combinations of one critical task choice from each transaction, and find the one that leads to the worst-case response time for the task under analysis τ ua . Each such combination is characterized by a Critical Task Configuration with the following definition: 
The total number of CTCs is
where N i (τ ua ) is the number of tasks in the set hp i (τ ua ).
(If τ ua is a separate independent task that is not part of any transaction, then N v (τ ua ) = Π ∀i N i (τ ua ).) We can see that the total number of CTCs N v (τ ua ) that need to be checked grows exponentially with the number of transactions. Next, we discuss how to obtain WCRT of τ ua for any given CTC v. We assign a consecutive sequence number p to each task instance of τ ua based on its earliest release time with 0 jitter, e.g., we assign p = 1 to the release of τ ua with 0 jitter in the interval (0, T u ]; p = 2 to the release of τ ua with 0 jitter in the interval (T u , 2T u ]; p = 0 to the release of τ ua that should occur in the interval (−T u , 0] with 0 jitter, but was delayed to the critical instant due to non-zero jitter; p = −1 to the release of τ ua that should occur in the interval (−2T u , −T u ] with 0 jitter, but was delayed to the critical instant due to non-zero jitter, and so on.
For each CTC v, the response time of each instance of τ ua in the busy period with sequence number p relative to the event arrival time can be obtained by solving the recursive equation: (4) where
is the smallest sequence number of the task instance in the busy period. For each CTC v, length of the busy period can be obtained by solving the recursive equation:
ua is the first time instant after the critical instant when all instances of τ ua and all higher-priority tasks are completed. Having obtained L v ua , the largest sequence number p of the task instance in the busy period can be obtained as:
For every possible sequence number
in the busy period, response time of the task instance of τ ua is:
where τ ua is released Φ ua time units after event arrival that triggers the transaction. We must check every possible CTC v to obtain the WCRT of τ ua :
Tindell [2] developed a tractable analysis method to obtain a safe but pessimistic upper bound on WCRT of τ ua with polynomial complexity. Instead of checking every possible configuration, one task from each transaction is chosen as the critical task that causes the maximum interference to τ ua without considering other transactions:
Note that there is only one function W * i (τ ua , t) for each transaction Γ i , instead of |hp i (τ ua )| (number of tasks in transaction Γ i with higher priority than τ ua ) functions W ic (τ ua , t) for different choices of the critical task τ ic . Therefore, this approximation avoids checking an exponential number of CTCs as shown in Equation 3 .
The fast and tight analysis algorithm that improved upon both accuracy and efficiency of the tractable analysis in [2, 3] by:
• using a slope-shaped representation of the worstcase interference function W * i (τ ua , t) as defined in Equation 10 , instead of the traditional staircaseshaped representation to improve accuracy (tightness) of analysis results.
• using a lookup table to store pre-computed values W * i (τ ua , t) in order to avoid repetitive computations to improve computational efficiency. Table 2 shows the main notations in this paper for easy reference.
Improving Efficiency of Exact Analysis by
Reducing the Number of CTCs
Dominance Relationship Between Tasks
In this section, we present a theorem that allows us to remove certain tasks from consideration as the critical task, hence reducing the total number of CTCs that need to be checked. , t) , the worst-case interference function of all tasks in transaction Γ i with τ ic as the critical task. Choosing different tasks as the critical task will lead to different functions W ic (τ ua , t), hence affect the busy period length and the number of instances of τ ua in the busy period. To prove the theorem, we need to prove two conditions (both conditions have the implicit precondition that the choices of critical tasks from other transactions in the CTC v are fixed):
Definition 2 (Dominance Relationship) For two higher-priority tasks (compared to τ ua ) τ ix and τ iy in the same transaction
• Condition 1 Having τ ix as the critical task will lead to longer busy period length, hence more instances of τ ua in the busy period.
• Condition 2 For each instance of τ ua in the busy period with the same sequence number p, having τ ix as the critical task will lead to larger response time for this instance of τ ua than having τ iy as the critical task.
If both conditions are true, then we can see from Equation 9 that WCRT of τ ua must be larger if τ ix is the critical task in Γ i than if τ iy is the critical task. For example, suppose having τ ix as the critical task in Γ i will lead to 10 instances of τ ua in the busy period, with sequence numbers 0 ≤ p ≤ 9, while having τ iy as the critical task will lead to 5 instances of τ ua in the busy period, with sequence numbers 0 ≤ p ≤ 4. Then we need to prove that for each of the first 5 instances of τ ua , having τ ix as the critical task will lead to longer response time for the instance than having τ iy as the critical task.
We first prove Condition 1. We use v 1 and v 2 to denote the two configurations such that v 1 • The other terms in Equation 8 ,
, is independent of whether τ ix or τ iy is chosen as the critical task in Γ i , but only dependent on the critical task choice in Γ u .
Thus we can conclude that Condition 2 is true.
It is not straightforward to determine the dominance relationship between two tasks based on the condition ∀t, W ix (τ ua , t) ≥ W iy (τ ua , t) in Definition 2, since we need to examine an infinite length of time t. Next, we introduce a new condition that is equivalent to that in Definition 2, but limit the time range to a finite interval [0, T i ), by exploiting the fact that the function W ic (τ ua , t) is periodically repeating with periodicity T i .
Theorem 4 Equation 2 is equivalent to:
where 0 ≤ t ′ < T i is given by:
S: 
is independent of choice of the critical task τ ic in Γ i , we can limit the range of t to [0, T i ) for the purpose of comparing the function W ic (τ ua , t) with different choices of the critical task τ ic . (Note that for computing actual task response times, it is necessary to consider the function W ic (τ ua , t), t ≥ 0, where the range of t extends beyond T i . Theorem 4 tells us that the function values in the range t ≥ T i can be fully determined from its function values in the range 0 ≤ t < T i , hence we often omit the range of t when there is no ambiguity.)
Consider the transaction Γ 0 with 4 tasks in Table 1 . Suppose all 4 tasks have higher-priority than the task under analysis τ ua in another transaction Γ u . We would like to obtain the function W 0i (τ ua , t), 0 ≤ i ≤ 3 and determine any potential dominance relationship between any pair of tasks in Γ i .
According to Equation 1, we have (% denotes the modulo operator) : φ000 = (0 − (0 + 6))%30 = 24, φ010 = (14 − (0 + 6))%30 = 8 φ020 = (7 − (0 + 6))%30 = 1, φ020 = (9 − (0 + 6))%30 = 3
According to Equation 2, we can obtain W 0i (τ ua , t), i = 0:
Similarly, we can obtain W 0i (τ ua , t), i = 1, 2, 3: To illustrate the function W 00 (τ ua , t) in Equation 14, Fig. 2 shows the execution trace that causes worst-case interference to τ ua when either τ 00 or τ 01 is the critical task in Γ 0 , The jitter-induced interference is due to the task instance released at time 0 and denoted as shaded boxes; the time-induced interference is due to the rest of task releases denoted as white boxes. Fig. 3 , t) , ∀t ∈ [0, T 0 ), we can determine that τ 00 dominates τ 01 for the purpose of calculating the WCRT of τ ua , and we do not need to consider τ 01 as the critical task in transaction Γ 0 in the CTC v, since having τ 00 as the critical task in Γ 0 will always result in larger response time for τ ua than having τ 01 as the critical task, according to Theorem 3. 
. Therefore, we cannot determine the dominance relationship between τ 00 and τ 03 based on Theorem 3. In the next section, we will present an improved method for determining dominance relationship between tasks, which will show that τ 00 actually dominates τ 03 .
Alternative Representations of W ic (τ ua , t)
Consider the execution trace of Γ 0 that causes the worstcase interference to τ ua when τ 00 is the critical task in Γ 0 .The worst-case occurs when an instance of τ ua is released at the critical instant time 0. Since the 3 higherpriority task instances τ 00 , τ 02 , τ 03 execute back-to-back without any gaps between them, τ ua must suffer an interference delay of 7. Therefore, if we change the worstcase interference function to directly jump to 7 at time 0 as shown in Fig. 4b , instead of starting at 3 at time 0, increasing to 4 at time 1, and then increasing to 7 at time 3 as shown in Fig. 4a, it 
Remove τ iy from C i 8:
Remove τ ix from C i 10:
end if 11: end for candidate critical tasks in Γ i , which initialized to all tasks in Γ i with higher-priority than τ ua . For each pair of tasks τ ix and τ iy in Γ i , we attempt to determine possible dominance relationship between them by comparing their respective W o and W u functions. Algorithm 1 is run for all transactions in the system, and then the (hopefully) reduced set of candidate critical tasks in each transaction are used for exact WCRT analysis of the task under analysis τ ua . The computation time of Algorithm 1 is negligible compared to the actual WCRT analysis algorithm, whether the naive algorithm or the algorithm with improved computation efficiency proposed in this paper, so we do not explicitly measure its running time during performance evaluation.
WCRT Analysis Exploiting Task Precedence Constraints in Distributed Systems
We first present a brief overview of the analysis techniques in [5] , then discuss how we adapt the techniques presented in Section 2.2 to take into account task precedence constraints.
The Naive Exact Analysis Algorithm
We first use an example from [5] to illustrate main idea behind the analysis algorithm, then present the set of formulas of the algorithm. [5] .
(The notation is slightly different from the rest of the paper: offset is denoted by Φij instead of Oij; task under analysis is denoted by τ ab instead of τua.) Fig. 8 (a) shows a periodic transaction Γ i with 5 tasks of different priority levels executing on a single processor. (Here τ ua is used to denote the task under analysis instead of τ ua in earlier sections.) Downward arrows denote event triggers, and upward arrows denote task offsets (earliest task release time). Each box denotes execution of a task, with height proportional to its priority. Task activations in different jobs are shown by different shadings. Fig. 8 (b) shows three possible execution scenarios. The 1st scenario occurs when τ i2 is the critical task in Γ i . According to the original analysis in Section 2, the worstcase interference caused by tasks in Set 2 (those that occur before the critical instant t c , and can be delayed by an amount of jitter that causes them to coincide with t c ) is equal to 2C i2 + 3C i3 + 3C i5 . However, this is overly pessimistic as it does not consider task precedence constraints. In reality, τ i5 can execute only after τ i4 has completed execution. Since τ i4 has lower priority than the task under analysis τ ua , it can execute only after τ ua has completed execution. Hence τ i5 cannot interfere with the execution of τ ua even though it has higher-priority than τ ua due to its precedence relationship with the lower-priority task τ i4 . Thus, the worst-case interference caused by Γ i to τ ua for the 1st scenario is actually C i2 + 2C i3 instead of 2C i2 + 3C i3 + 3C i5 . Therefore, the method in [3] (presented in Section 2) for computing the worst-case interference by classifying tasks into Set 1 and Set 2 are no longer applicable when task precedence constraints are considered. In the 2nd and 3rd scenarios, τ i3 and τ i4 execute earlier so that 1 or 2 instances of τ i5 can be included in the interference. We need to generate and compare all these scenarios in order to identify the one that causes the worst-case interference.
Let τ ij and τ ik be two tasks with priority higher than or equal to the priority of τ ua , the task under analysis. Suppose τ ij precedes τ ik , i.e. j ≤ k. If there is an intermediate task τ il (j < l < k) on the same processor and with a lower priority than τ ua , then τ ij and τ ik activated in the same transaction job cannot interfere with τ ua simultaneously. τ ij and τ ik are said to be in conflict. This means that at most one among any two tasks that are in conflict can contribute to the interference cost to τ ua in any execution scenario. An H section is composed of a set of contiguous tasks with priority higher than or equal to that of τ ua . For the example in Fig. 8 , transaction Γ i contains two H sections that are in conflict with each other, one consisting of τ i2 and τ i3 , another consisting of τ i5 .
To find and resolve all possible conflicts among tasks in the same transaction Γ i , we construct a conflict table in the busy period of width t for task τ ua . Each row represents a vector of the tasks in Γ i , and each column represents the different jobs of the transaction, with values p ≤ 0. Each cell in the table (j, p) can take one of two values: 0 if the activation p of τ ij does not fall in the busy period [0, t); or C ij (WCET of τ ij ) otherwise. As an example, Fig. 9 shows the conflict table with the critical instant created with task τ i3 experiencing its largest jitter value (The 1st scenario in Fig. 8 (c) ). The leftmost job (with shaded color) numbered p = −1 has one instance of each of two tasks τ i3 , τ i5 pending at the critical instant t c ; the middle job (with white color) numbered p = 0 has one instance of each of three tasks τ i2 , τ i3 , τ i5 pending at the critical instant t c . The conflict table has two rows for each of the two jobs with p = −1 and p = 0. The entries with C i5 are eliminated due to precedence constraints according to Algorithm 2, since task τ i5 is in a different H segment from tasks τ i2 and τ i3 forming another H segment. The worst-case interference in this case is equal to sum of the two rows W i3 = C i3 + C i2 + C i3 . Similarly, we can construct conflict tables with one of the other two higher-priority tasks (τ i2 or τ i5 ) as the critical task to obtain the worstcase interferences W i2 and W i5 , so the overall worst-case interference is
Next, we present the algorithm for computing the worst-case interference caused by transaction Γ i .
All jobs initiated later than the critical instant (Set 2) with indices p ≥ 1 must start their execution in precedence order beginning with the first task. Therefore, only the tasks belonging to the initial H section can contribute to the busy period. The initial H section M P i (τ ua ) of Γ i is defined as follows:
where, CP U ij denotes the index of the processor on which τ ij is located. The interference caused by jobs initiated later than the critical instant in transaction Γ i with τ ic as the critical task is given as:
ijc denotes the phase difference between the first release of τ ij after the critical instant (with p = 1) and the critical instant initiated by τ ic , the activation numbered p is released at time instant φ
It is calculated as follows 3 :
The job of τ ij with indices p is released at time instant φ ′ ijc + (p − 1)T i , assuming that the critical instant is initiated at time 0.
Algorithm 2 illustrates the construction of the conflict table for Γ i with τ ic as the critical task. Since the job of critical task τ ic with index p 0,icc coincides with the critical instant, those tasks preceded by τ ic that are in conflict with it cannot execute in the busy period, hence their corresponding cells contain 0 (Lines 9-10).
The total interference caused by Set 1 jobs in transaction Γ i (those initiated before the critical instant) is equal to sum of the largest H section of each row in the conflict table, denoted as
where resolve conflicts(τ ua , t, Γ i , τ ic ) denotes the function that returns the interference to τ ua caused Algorithm 2 Algorithm for construction of the conflict table. H ij (τ ua ) denotes the H section to which τ ij belongs.
1: Initialize (Table) ; 2: for all j ∈ hp i (τ ua ) do 3: for p in p 0,ijc . . . 0 do 4:
T able(j, p) = C ij 6:
T able(j, p) = 0 8: end if 9: if p ≥ p 0,icc and j > c and H ij (τ ua ) ̸ = H ic (τ ua ) then 10: T able(j, p) = 0 4 :
Given the function W ic , we can then calculate WCRT of τ ua with the same set of Equations 4-9 in Section 2. In a distributed real-time system, task response times are dependent on task jitters, which are in turn dependent on task response times due to task precedence constraints. To resolve this circular dependency, we start from an initial value 0 for task jitters, and iterate over the analysis until convergence. After each iteration, offset and jitter of each non-initial task (j > 0) are updated as follows:
where R ij−1 is the worst-case response time of τ ij−1 , and R best ij−1 is the best-case response time of τ ij 's preceding task τ ij−1 , which is assumed to be equal to sum of the WCETs of all preceding tasks of τ ij . For the initial task (j = 0), its offset and jitter are always 0.
If we want to obtain the end-to-end delay of a transaction, which is the WCRT of the last task in the transaction, we need to calculate the WCRT of each task in the transaction at each iteration, since the WCRT of a preceding task affects the jitter of the next task, as can be seen in Equation 23.
Improving Efficiency of Exact Analysis by Reducing the Number of CTCs
In this section, we present sufficient conditions for determine the dominance relationship between two 
Let T B ic denote the activation time of the job of τ iz with index p = 0 with τ ic as the critical task of Γ i . T B ic is given as:
According to Algorithm 2, the conflict table for Γ i with τ ic as the critical task stays unchanged ∀t ≥ T B ic , since all jobs initiated before the critical instant has been produced within [0, t). Therefore, the interference caused by jobs in Γ i initiated before the critical instant is a constant value for t ≥ T B ic . Let's denote this value as IT ic . Therefore, we have:
Consider any pair of higher-priority tasks τ ix and τ iy as potential candidates for the critical task, and we would like to determine the dominance relationship between them by comparing W ix (τ ua , t) and W iy (τ ua , t), ∀t ≥ 0. Suppose T B max = max(T B ix , T B iy ). T B max represents the time instant beyond which the conflict table for both tasks stops changing. The condition W ix (τ ua , t) ≥ W iy (τ ua , t), ∀t ≥ 0 can be decomposed into two conditions that are checked separately:
• Condition 1: 
where t ′ = t mod T i . The first term on the right side of Equation 29 is independent of the choice of the critical task, hence we remove this term and define W * ic as:
We obtain the following equivalent condition for checking Condition 2: 
Performance Evaluation
The experiment platform is a PC with a 2.8GHz Pentium processor running Windows XP.
Experiments for WCRT Analysis without Task Precedence Constraints
In this subsection, we do not perform any comparisons between the accuracy (regarding WCRT of the task under analysis) of exact analysis and tractable analysis, since there has already been extensive evaluation in [4] to show that exact analysis can result in much more accurate WCRT results than tractable analysis. In the experiments, we focus on the improvement in computation efficiency (running time) of our exact analysis algorithm compared to the naive exact analysis algorithm in [3] without any optimization. We do not measure running time of the tractable analysis, since it runs very fast and generally finishes within a few seconds.
In the 1st experiment, we consider a system with 10 transactions and 10 tasks per transaction. Computational efficiency is measured by the total number of CTCs that need to be checked, compared to the number of CTCs using the naive exact analysis algorithm, which is 10 10 . Periods of the 10 transactions are randomly distributed in the range [ In Fig. 10 , the x axis is the range of variation of task WCETs, i.e., task WCETs are uniformly and randomly distributed in the range [0, x] at position x; the y axis is the total number of CTCs that need to be checked after removing certain tasks from consideration based on the dominance relationship. For example, the point [40, 110] in Fig. 10 denotes that the average number of CTCs to be checked is 110 when task WCETs are randomly distributed in the range [0, 40] . (Extensive experiments show that an average of 0.331ms is needed to process one CTC. The actual algorithm running time can be obtained by simply multiplying the number of CTCs with 0.331ms, e.g., about 22 million (21,784,593) CTCs can be handled in 2 hours.) The 3 curves represent the results using different worst-case interference functions to determine that τ ix dominates τ iy :
From Fig. 10 , we can see that the 3rd alternative results in the largest reduction of the number of CTCs that need to be checked, i.e., more tasks are eliminated by the dominance relationship; while the 1st alternative results in the smallest reduction. (Even so, the reduction using the 1st alternative is still quite significant, from 10 10 to around 10 9 .) For the 2nd and 3rd alternatives, the number of CTCs can be reduced significantly, and the magnitude of reduction increases with increasing range of task WCET values, i.e., a larger task WCET range results in larger reduction of the number of CTCs. This reduction effect is especially significant for the 3rd alternative, e.g., the average number of CTCs to be checked is only 110 when task WCETs are randomly distributed in the range [0,40], compared to 10 10 for the original analysis. We offer the following explanation: from Equation 2, we can see the effects of larger WCET of τ ij (C ij ) values on the curve shape of the W function are two-fold: the function curve is shifted vertically upwards, and becomes steeper (it increases faster with the increase of time t). The effects of smaller C ij are opposite. Therefore, a wider range of task WCET values means that the shapes of the W functions for the same transaction with different critical tasks become more diverse: some are higher and more steep, and some are lower and more flat. This has the overall effect of making it likely for there to be more dominance relationships among tasks, resulting in larger reduction of the number of CTCs. Having established that the 3rd alternative (W o vs. W u ) is superior to the other two, it is used in the 2nd experiment. Task WCET range is [0,10]; The number of tasks per transaction is varied from 2 to 25; the range of task offsets is varied from [0,100] to [0,1000]. The other task parameters are the same as the 1st experiment. Fig. 11 shows how the number of CTCs changes with increasing number of tasks per transaction. Since 21,784,593 CTCs can be handled in 2 hours, we draw a horizontal bar at vertical position y = 21, 784, 593 as a baseline case for comparison purposes.
We can make the following observations from Fig. 11 :
• A smaller offset range results in a larger reduction in the number of CTCs, which means that the exact analysis algorithm can scale to very large tasksets for small offset ranges. We offer the following explanation: a smaller offset range implies that task releases in We take a concrete taskset from the 2nd experiment, with 10 transactions, each consisting of 10 tasks. Task offset range is [0,100]. In Fig. 12 , x-axis is the task IDs sorted in decreasing priorities, and y-axis is the algorithm running time. The running times increase with decreasing priorities of the task under analysis, since the number of higher-priority tasks grows larger. Our exact analysis finished processing all 100 tasks in 653.6 seconds, while the naive analysis runs out of time (more than 20 hours).
Experiments for WCRT Analysis Exploiting Task Precedence Constraints
In the 1st experiment, we evaluate the improvement in WCRT analysis accuracy using exact analysis compared to tractable analysis in [5] , which was not performed in [5] due to scalability issues. We randomly generated over 2,000 tasksets, each consisting of 5 transactions. The number of tasks in each transaction is randomly distributed in the range [15, 20] . WCET of each task is randomly distributed in the range [20, 40] . Periods of transactions are randomly distributed in the range [1000, 2000] . The hardware platform has 5 processors, and task-to-processor mapping is randomly generated.
Figure 13
Maximum ratio of improvement of transaction delay (WCRT of the last task in each transaction) obtained with exact analysis compared to tractable analysis in either [5] (data points labeled Palencia99) or combination of the techniques in [5, 4] (data points labeled Palencia99+Turja08).
In Fig. 13 , x-axis represents average CPU utilization among the 5 processors; y-axis represents the maximum ratio of improvement of transaction delay defined as G max = max ∀Γi (1 − R e i /R t i ), where R t i (R e i ) denotes the worst-case end-to-end delay of transaction Γ i (WCRT of the last task in Γ i ) obtained with two variants of tractable analysis (exact analysis), respectively. A larger G max indicates more pessimism in the tractable analysis result compared to exact analysis. We can see that the G max can be quite large, especially for high CPU utilizations, even for the more accurate variant of tractable analysis (Palencia99+Turja08). This shows that it is indeed worthwhile to perform exact analysis in order to achieve improved analysis accuracy.
In the 2nd experiment, we demonstrate the improvement in computational efficiency and scalability of our exact analysis algorithm compared to the naive exact analysis algorithm in [5] without any optimizations. The experiment setup is different from the previous experiment, with larger tasksets to stress test the scalability. We randomly generated a taskset consisting of 15 transactions, each consisting of 15 − 20 tasks. WCET of each task is randomly distributed in the range [3, 15] . Periods of transactions are randomly distributed in the range [1000, 2000] . The hardware platform has 5 processors, and task-toprocessor mapping is randomly generated. Each task's offset and jitter are both initialized to 0, and iteratively re-computed after each iteration. The analysis converges after 13 iterations. In Fig. 14 , we show the total number of CTCs to be checked at each iteration. (The number of CTCs grows exponentially with the number of tasks and transactions on each processor, so the total number of tasks and transactions that can be handled can be much larger than the single-processor case, depending on the number of processors and task-to-processor mapping.) For the naive exact analysis, 1.9 * 10 9 CTCs need to be checked at each iteration, and this number stays constant for all iterations. For our improved exact analysis, the number of CTCs that need to be checked is more than two orders of magnitude smaller, which translates into significant reductions in algorithm running time. For this taskset, our analysis algorithm finished within 10 hours for all iterations before convergence. If the naive exact analysis algorithm is used, then each iteration will take about 174 hours to finish, which makes the analysis computationally infeasible. (1.9 * 10 9 * 0.331 milliseconds converted into hours is 174 hours.) Similar magnitudes of relative improvement in computation efficiency were achieved for other synthetic tasksets.
Conclusions
In this paper, we have presented optimization algorithms for improving the computation efficiency of exact WCRT analysis for the transaction-based task model by reducing the number of Critical Task Configurations (CTCs) that need to be checked, which translates directly into significant reductions of algorithm running times. As part of future work, we plan to address other common scheduling analysis algorithms such as Earliest Deadline First (EDF). We also hope to address integration of the transaction-based task model with Mixed-Criticality Scheduling [16, 17, 18] , in order to address address challenges of integrating multiple applications with different levels of criticality on the same hardware platform.
