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It is often said that measuring a system’s position must disturb the complementary property,
momentum, by some minimum amount due to the Heisenberg uncertainty principle. Using a “weak-
measurement”, this disturbance can be reduced. One might expect this comes at the cost of also
reducing the measurement’s precision. However, it was recently demonstrated that a sequence
consisting of a weak position measurement followed by a regular momentum measurement can
probe a quantum system at a single point, with zero width, in position-momentum space. Here, we
study this “joint weak-measurement” and reconcile its compatibility with the uncertainty principle.
While a single trial probes the system with a resolution that can saturate Heisenberg’s limit, we
show that averaging over many trials can be used to surpass this limit. The weak-measurement
does not trade-away precision, but rather another type of uncertainty called “predictability” which
quantifies the certainty of retrodicting the measurement’s outcome.
I. INTRODUCTION
The Heisenberg uncertainty principle (HUP) plays a
central role in the description of both states and mea-
surements in quantum physics. In the former, the HUP
refers to an intrinsic limit in the precision with which
a system can be prepared to simultaneously have some
position x and momentum p [1, 2]. Even with indepen-
dent measurements of these properties on identical and
separate copies of the system, one would always find
a spread in their measurement statistics that satisfies
∆x∆p ≥ 1/2 (we use ~ ≡ 1 throughout the paper). As
a result, quantum states cannot be represented in phase
space (i.e. x-p space) by a single point. Instead, they are
described by quasiprobability distributions W (x, p) such
as the Wigner function. These have non-classical features
(e.g. negative probabilities) that prevent complementary
properties like x and p from being simultaneously spec-
ified with an arbitrary precision. This understanding of
the HUP is uncontroversial and is taught in undergrad-
uate physics courses [3].
In contrast, the significance of the HUP in measure-
ments on a single copy of a system is a contentious
topic [4–6]. Heisenberg originally derived the HUP by
considering the momentum kick p imparted onto an
electron by a position measurement of precision ηx [7].
He found that ηxp ≥ 1/2. This thought-experiment,
called Heisenberg’s microscope, provides an intuitive un-
derstanding of the HUP: there is a trade-off between
the disturbance p and precision ηx of the position mea-
surement. While this intuition is correct, one can de-
rive tighter “error-disturbance” bounds on ηxp than the
∗ guillaume.thekkadath@physics.ox.ac.uk
† jlundeen@uottawa.ca
HUP [8–12].
There are several shortcomings with such error-
disturbance bounds. Firstly, there is no consensus on how
disturbance p should be defined [13]. Secondly, p and
ηx are usually determined by averaging the measurement
over many trials (see Refs. [14, 15] for counter-examples).
As such, error-disturbance relations do not provide much
insight as to how precisely one can simultaneously (i.e.
jointly) measure x and p in a single trial.
An ideal joint measurement of position and momentum
determines whether a system is at a particular x and
p, i.e. the joint (quasi)probability W (x = x′, p = p′).
By repeating this joint measurement while scanning x′
and p′, one could in principle fully determine the state
W (x, p) of a general system. Techniques to perform such
a joint measurement have been been continuously inves-
tigated since the inception of quantum physics [16–26].
Naively, one might think the joint measurement could
be achieved by simultaneously measuring the projectors
pix′ = |x′〉 〈x′| and pip′ = |p′〉 〈p′|. However, these pro-
jectors do not commute. If one were to try to measure
them sequentially, e.g. by first measuring pix′ , the po-
sition measurement would disturb the system’s momen-
tum. But what if the system’s position is “weakly” mea-
sured as to not disturb its momentum? That is, con-
sider a sequence consisting of a weak-measurement of pix′
followed by a regular measurement of pip′ . Henceforth,
we refer to this sequence as a joint weak-measurement
(JWM).
Using the same intuition as in Heisenberg’s microscope,
one would expect that the weak-measurement of pix′ must
trade away its precision, e.g. turn into a measurement
with a finite width in position. However, rather counter-
intuitively, it was recently shown that the average out-
come of a JWM determines the value of the system’s state
in phase space at a single point (x, p) = (x′, p′) [27]. In-
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2deed, it has been experimentally demonstrated that the
average outcome of a JWM directly gives the wavefunc-
tion [28] or quasiprobability distribution [29, 30] of the
measured state. Beyond their application in state deter-
mination, JWMs have been used to probe foundational
issues in quantum physics [31–38].
The fact that a JWM can probe a single point in phase
space conflicts with the intuitive arguments above: it
suggests that the weak-measurement is not trading away
its precision. Here, we shed some light on this issue.
The paper is structured as follows. In Sec. II, we derive
a measurement operator describing the JWM. We show
that the JWM projects the system onto a coherent su-
perposition of a position and momentum eigenstate with
a relative weight given by a quantity called the “pre-
dictability”. In Sec. III, we study the JWM in phase
space. We derive the Wigner function of the JWM op-
erator and discuss its features. We also comment on the
compatibility of the JWM with the HUP. In Sec. IV, we
discuss the physical meaning of the predictability.
II. JOINT WEAK-MEASUREMENT
The joint weak-measurement (JWM) consists of a se-
quence of two measurements on a system S prepared in a
state ψS(x) = 〈xS |ψS〉. The first is a weak-measurement
of position, piSx′ = |x′S〉 〈x′S | (we use this notation for
projectors throughout the paper), followed by a regular
measurement of momentum, piSp′ .
The concept of weak-measurement was introduced in
Refs. [39, 40]. The weak position measurement is imple-
mented by weakly coupling the observable piSx′ in S to a
“pointer” observable αA in an ancillary system A (the
“ancilla”) through:
Ux′ = exp (−iγpiSx′ ⊗αA), (1)
where γ is the strength of the interaction (since ~ ≡ 1, γ
has units of length). For the sake of definiteness, we
choose A to be a separate particle that has a Gaus-
sian wavefunction with position q, width σ, and is ini-
tially centered at q = −γ/2, i.e. φA(q + γ/2) =
e−(q+γ/2)
2/2σ2/(piσ2)1/4. We choose αA to be the par-
ticle’s momentum operator, αA = −i∂/∂q. Thus, the
action of Ux′ is to shift the center position of the ancilla
wavefunction by an amount proportional to the outcome
of the piSx′ measurement, i.e. φ
A(q+γ/2)→ φA(q±γ/2),
with + and − respectively corresponding to the piSx′
eigenvalues 0 (x 6= x′) and 1 (x = x′). For later ref-
erence, the respective probability distributions are:
P (q|x = x′) = ∣∣φA(q − γ/2)∣∣2
P (q|x 6= x′) = ∣∣φA(q + γ/2)∣∣2 . (2)
The interaction Ux′ entangles the ancilla with the sys-
tem thereby allowing measurements on the ancilla to be
correlated with the state of the system. In the strong (i.e.
regular) measurement limit (γ  σ), the ancilla’s shift
unambiguously indicates the outcome of the piSx′ measure-
ment. However, because of the entanglement, measuring
the ancilla’s position also disturbs the state of the sys-
tem. In particular, it destroys the coherence between the
amplitude for the x = x′ position with the amplitude for
the remaining x 6= x′ positions. This disrupts subsequent
measurements (e.g. of momentum). In contrast, in the
weak measurement limit (γ  σ), the ancilla’s shift lies
within its initial position distribution and thus cannot
be resolved in a single trial. The benefit is that, in each
trial, the entanglement, and thus disturbance, is mini-
mized. Consequently, subsequent measurements can re-
veal faithful information about the system’s initial state
ψS(x). In both the strong and weak measurement limits,
the average result of the measurement of piSx′ over many
trials can be found by determining the average ancilla
shift, i.e. 〈qA〉 = γ 〈piSx′〉.
In each trial, subsequent to the weak-measurement in-
teraction Ux′ , we also perform a measurement of the sys-
tem’s momentum, piSp′ . Since there are no subsequent
measurements to disrupt, this last momentum measure-
ment can be strong. In that case, the joint probability of
measuring the ancilla to have position q = q′ and system
to have momentum p = p′ is:
Px′(q
′, p′) = 〈φA| 〈ψS |U †x′piAq′piSp′Ux′ |ψS〉 |φA〉 . (3)
So far, we have described the JWM in terms of pro-
jective measurements in the system-ancilla Hilbert space
S⊗A. To describe the action of the JWM on the system
alone, we can define a measurement operator MSq′,x′,p′
which acts solely in S but fully reproduces the statistics
Px′(q
′, p′) [41]:
Px′(q
′, p′) = 〈ψS |MSq′,x′,p′ |ψS〉 . (4)
By comparing Eq. (4) with Eq. (3), it is clear that
MSq′,x′,p′ = 〈φA|U †x′piAq′piSp′Ux′ |φA〉. In appendix A,
we expand this equation and show that MSq′,x′,p′ =
|φA(q′)|2 |x′S , p′S〉q′ 〈x′S , p′S |q′ , i.e. a projector onto the
state |x′S , p′S〉q′ weighted by the probability for the an-
cilla to be at position q′. In the weak measurement limit
γ/σ  1, the state |x′S , p′S〉q′ is:
|x′S , p′S〉q′ ≈ |p′S〉+ Pq′eip
′x′ |x′S〉 , (5)
where |Pq′ | ≡ γ|q′|/σ2 is a factor called the “predictabil-
ity.” We discuss the physical meaning of this factor later.
The state in Eq. (5) is rather unusual: it is a coherent
superposition of a position eigenstate |x′S〉 and a mo-
mentum eigenstate |p′S〉. Because piSx′ is weakly mea-
sured, the eigenstate |x′S〉 in Eq. (5) is weighted by a
factor containing the weak-measurement strength γ/σ,
as might be expected. On the other hand, the state in
Eq. (5) is truly unusual since it contains coherence be-
tween position and momentum. Typically, coherence is
considered within one or the other of these spaces, not
3between them. Such states have not received much atten-
tion in the literature, which is not surprising given that
it was hitherto unclear how to prepare them or project
onto them. One exception is Ref. [42] which shows that a
particle in a state like Eq. (5) can violate Newton’s first
law. The coherence between the particle’s position and
momentum allows for interference between the two prop-
erties. As a result, the particle is not restricted to move
along a straight trajectory.
We note that the unusual form of Eq. (5) is not an arti-
fact of the fact that we derived the JWM operator using
projectors onto single eigenstates, i.e. piSx′ = |x′S〉 〈x′S |
and piSp′ = |p′S〉 〈p′S |. We can generalize the JWM by
considering measurements that project the system onto
finite-width position and momentum distributions, i.e.
piSx′ → ΠSx′ = |χS(x′)〉 〈χS(x′)| and piSp′ → ΠSp′ =
|ΓS(p′)〉 〈ΓS(p′)|. In appendix B, we show that taking
such projectors into account has the effect of transform-
ing the single eigenstates in Eq. (5) into the correspond-
ing finite-width distributions. That is, in the weak limit,
this more general JWM projects the system onto the
state:
|∆Sq′(x′, p′)〉 ≈ |ΓS(p′)〉+ Pq′ 〈χS(x′)|ΓS(p′)〉 |χS(x′)〉 ,
(6)
which is a generalization of the state in Eq. (5). Both
states share the unusual features just discussed such as
coherence between position and momentum. In the next
section, we study the Wigner function of the state in
Eq. (6) to clarify its physical significance and visualize
its unusual features in phase space.
III. PHASE SPACE DESCRIPTION
A. Motivation
In general, both quantum states (i.e. density matrices
ρ) and measurements (i.e. elements M of a positive-
operator valued measure) can be described by a positive
semi-definite Hermitian operatorO [41]. This duality be-
tween states and measurements is even clearer in a phase
space description. For instance, the Wigner function
of O is found through the inverse Weyl transformation:
WO(x, p) =
∫∞
−∞ dy 〈x+ y|O|x− y〉 e−i2py/pi [43, 44]. In
this framework, the average outcome of a measurement
is determined by the overlap between the measurement
and state Wigner functions, e.g. 〈M〉 = Tr(Mρ) =∫∞
−∞
∫∞
−∞ dxdpWM (x, p)Wρ(x, p). This makes Wigner
functions a useful tool to visualize the action of mea-
surements [45].
Moreover, the Wigner function provides a straightfor-
ward way to understand the significance of the HUP
in both states and measurements. In both cases, the
variances in the marginals of a Wigner function must
satisfy the HUP, ∆2x∆2p ≥ 1/4 [46]. For exam-
ple, the Wigner function of a coherent state ρ =
|α〉 〈α| with complex amplitude α = Re[α] + iIm[α], i.e.
0
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FIG. 1. The Wigner function and marginals of the joint weak-
measurement. Here we consider σx = σp = 0.2, x
′ = 0,
p′ = 0, q′ = 2, γ = 0.2, and σ = 1, giving a predictability of
Pq′=2 = 0.4, which occurs in at most |φA(2)|2 ≈ 1% of trials.
We plot WM (x, p) (given in Eq. (C5)) scaled by |φA(2)|2. We
also plot the marginal distributions P (x) and P (p) in black
(given in Eq. (D1)). The broad background of width ∼ 1/σp
in P (x) is eliminated when the JWM is averaged over many
trials.
Wρ(x, p) = exp
(−(x− Re[α])2 − (p− Im[α])2)/pi, satu-
rates the HUP: ∆2x∆2p = 1/4. Here, the marginal vari-
ances ∆2x and ∆2p express the spread in the system’s po-
sition and momentum, respectively. The measurement-
equivalent to the coherent state, i.e. M = |α〉 〈α|, can be
achieved using eight-port homodyne detection [22]. The
marginal variances of the measurement Wigner function
WM (x, p) express how precisely x and p are simultane-
ously probed by M .
B. Wigner function of the joint weak-measurement
The previous paragraph motivates studying the JWM
in phase space. We focus on the general JWM, i.e.
Eq. (6). The corresponding measurement operator
is MSq′,x′,p′ = |φA(q′)|2 |∆Sq′(x′, p′)〉 〈∆Sq′(x′, p′)|. The
Wigner function of the JWM operator WM (x, p) is de-
rived in appendix C assuming that χS(x) and ΓS(p) are
Gaussians with respective widths σx and σp that are nar-
row, σxσp  1. The result is plotted in Fig. 1 for the
particular case of x′ = 0 and p′ = 0. In the general
case, WM (x, p) resembles a cross centered at the mea-
surement probe location, (x, p) = (x′, p′). The cross is
composed of two squeezed coherent states, i.e. Gaussians
with ∆x∆p = 1/2 but ∆x 6= ∆p, each describing one of
the two projective measurements in the JWM sequence.
The first, with ∆p ∆x, corresponds to the weak mea-
4surement of ΠSx′ . It is centered along the line x = x
′ and
is scaled by P2q′ = 0.16. The second, with ∆x ∆p, cor-
responds to a regular measurement of ΠSp′ . It is centered
along the line p = p′.
However, the joint measurement cannot be simply be
explained as an incoherent combination of these two pro-
jectors. Such a measurement would correspond to in-
dependently, rather than jointly, measuring the projec-
tors ΠSx′ and Π
S
p′ . Instead, due to the coherence be-
tween the two projectors in the JWM sequence, there
is an interference term leading to negativity and fringes
in WM (x, p). Negativity is considered to be a sign of
non-classicality [47, 48] and a resource for quantum in-
formation processing [49].
C. Single trial marginal variances
The marginals of WM (x, p) are given by P (x) =∣∣〈x|∆Sq′(x′, p′)〉∣∣2 and P (p) = ∣∣〈p|∆Sq′(x′, p′)〉∣∣2 (we nor-
malized the two by dividing them by |φA(q′)|2). These
are plotted in Fig. 1. In appendix D, we show that, for
σxσp  1, the respective variances of P (x) and P (p) are:
∆2x = 1/(2σ2p) + P2q′σ3xσp + 4Pq′σ3xσp
∆2p = σ2p/2 + P2q′σp/σx + 4Pq′σ3pσx.
(7)
These marginal variances quantify the precision of a sin-
gle trial of the JWM in which the ancilla is measured
to have position q′. One can check that ∆2x∆2p ≥ 1/4
when σxσp  1, and hence the HUP is satisfied. In the
limit σp, σx → 0, the JWM projects the system onto ex-
act position and momentum eigenstates (as in Eq. (5)),
in which case ∆2x→∞ and ∆2p→ 0. Moreover, in the
limit |Pq′ | → 0, i.e. when the predictability vanishes, the
JWM saturates the HUP regardless of σp. The physical
significance of this limit is discussed in Sec. IV.
D. Averaging
Since the coupling between the ancilla and system is
weak, the outcome of the weak-measurement is ambigu-
ous, i.e. P (q|x = x′) and P (q|x 6= x′) are overlapping. As
such, in a single measurement trial, the measured ancilla
position q′ does not determine with certainty whether
x = x′ or x 6= x′. To overcome this, one can repeat
many trials in order to find the average ancilla position
shift 〈qA〉. This averaging is the standard procedure in
weak measurement. The quantity 〈qA〉 unambiguously
determines the result of the JWM:
〈qA〉 =
∫ ∞
−∞
q′ 〈MSq,x′,p′〉 dq′ = γRe 〈ΠSp′ΠSx′〉 . (8)
Recall that for σp, σx → 0, the JWM project onto sin-
gle eigenstates, i.e. ΠSx′ → piSx′ and ΠSp′ → piSp′ . In this
limit, we find that 〈qA〉 = γRe 〈piSp′piSx′〉 using Eq. (8).
Expanding this last quantity, one finds 〈piSp′piSx′〉 =
ψS(x′)ψ˜∗S(p′)e−ip
′x′ ≡ D(x′, p′) where ψ˜S(p′) is the
Fourier transform of ψS(x′) and ∗ denotes the complex
conjugate. The quantity D(x′, p′) is a quasiprobability
distribution of the state ψS(x) called the Dirac distribu-
tion [50, 51]. Much like the Wigner function, the Dirac
distribution fully describes the state ψS(x′) in phase
space. Since 〈qA〉 = γRe[D(x′, p′)], the average outcome
of the JWM probes phase space at a single point. We
note that Im[D(x′, p′)] can be obtained by instead deter-
mining the average momentum shift of the ancilla [27].
As opposed to WM (x, p), the average JWM Wigner
functionW〈q〉(x, p) =
∫∞
−∞ dq
′q′WM (x, p) no longer looks
like a cross in phase space. The averaging procedure
eliminates the two squeezed terms in WM (x, p). Thus,
W〈q〉(x, p) consists only of the coherence between the two
projectors in the JWM sequence, i.e. the term containing
the fringes and negativity in phase space.
Since the averaged JWM can probe phase space at a
single point, we expect that the marginal variances of
W〈q〉(x, p) should vanish. We obtain the variances of this
averaged JWM by averaging the variances in Eq. (7) over
all possible ancilla positions q′ weighted by their corre-
sponding probability |φA(q′)|2 (and normalizing by the
interaction strength γ). That is,
∆2x〈q〉 =
∫ ∞
−∞
dq′(∆2x)q′|φA(q′)|2/γ = 2σ3xσp,
∆2p〈q〉 =
∫ ∞
−∞
dq′(∆2p)q′|φA(q′)|2/γ = 2σ3pσx,
(9)
which leads to ∆2x〈q〉∆2p〈q〉 = 4σ4xσ
4
p. In the limit
σp, σx → 0, this product vanishes. Comparing this re-
sult with Eq. (7) in the same limit, we see that averaging
enables the JWM to probe the position and momentum
of a system with a precision exceeding the HUP. Indeed,
looking at Fig. 1, there is a broad background in P (x)
that has width ∼ 1/σp. This background is eliminated
by averaging which enables the averaged JWM to probe
phase space at a single point. We note that probing phase
space at a single point through averaged measurements is
not unique to JWMs. For example, the value of a Wigner
function at its origin can be determined by measuring the
expectation value of the parity operator (−1)n, where n
is the number operator [52].
IV. UNCERTAINTY AND PREDICTABILITY
In the introduction, we presented weak-measurement
as a procedure that trades away its precision in order
to reduce its disturbance. However, in the last sec-
tion we saw that in the weak limit, i.e. γ/σ → 0, the
single-trial marginal variances go as ∆2x→ 1/(2σ2p) and
∆2p → σ2p/2 (see Eq. (7)). These are identical to the
marginal variances of the final momentum projector in
5the JWM. On the surface, it appears that we have not
altered any uncertainties by using weak-measurement.
However, these variances are not the only type of un-
certainty that can appear in a measurement procedure.
Rather than being concerned with the marginal vari-
ances of measurement Wigner functions, e.g. ∆2x, weak-
measurement trades away a type of certainty that takes
form of P (x = x′|q′), the probability that the system was
at x′ given outcome q′. If the measurement were strong,
the final position of the ancilla would reveal whether x =
x′ with certainty. That is, P (x = x′|q′) = 0 or 1. Con-
versely, in the weak limit, γ/σ → 0, P (x = x′|q′) = 1/2,
equal to a blind guess. This type of certainty has been
studied in which-way and quantum erasure experiments,
such as with the double-slit interferometer, and has been
formulated as a measure called predictability [53, 54].
The predictability |Pq′ | is a measure of how well one
can retrodict (in our context) whether x = x′ given out-
come q′ (i.e. P (x = x′|q′)), relative to a blind guess (i.e.
P (x 6= x′) = P (x = x′) = 1/2) [53]:
Pq′ = P (x = x
′|q′)− P (x = x′)
P (x = x′)
=
P (q′|x = x′)
P (q′|x = x′)P (x = x′) + P (q′|x 6= x′)P (x 6= x′) − 1
=
P (q′|x = x′)− P (q′|x 6= x′)
P (q′|x = x′) + P (q′|x 6= x′) .
(10)
Since we do not know P (x = x′|q′), we have used
Bayes’ law to re-express it in terms of P (q′|x = x′) and
P (q′|x 6= x′), which are given by Eq. (2). In Fig. 2(a), we
plot the predictability given by Eq. (10). In the strong
limit, P (x = x′|q′) = 1 or 0, so that |Pq′ | = 1, as ex-
pected. In the weak limit, |Pq′ | ≈ γ |q′| /σ2 + O
(
γ3
)
to
lowest order in coupling strength γ. We note that the pre-
dictability shares many similarities with other forms of
retrodictive certainties studied elsewhere [14, 15, 55, 56].
These various forms all invoke concepts from retrodictive
quantum mechanics [57–63]. However, distinguishing it-
self from these other retrodictive certainties, predictabil-
ity plays a unique role in weak measurement since it ex-
plicitly appears in the measurement operator, as we will
now show.
Looking back to Eq. (5), the JWM effectively projects
the system onto a superposition of a momentum eigen-
state and, with a relative amplitude of Pq′ ≡ γq′/σ2,
a position eigenstate. The higher the ability to retrod-
ict whether x = x′, the more the measurement projects
onto the corresponding position eigenstate |x′S〉. But
predictability has a trade-off. The higher the predictabil-
ity, the less coherence is left between the eigenspaces
of piSx (the x = x
′ and x 6= x′ regions). This trade-
off is described by the wave-particle duality relation
V2q′ + P2q′ ≤ 1 [53, 64]. Here, the coherence has been
quantified by the interference visibility Vq′ , e.g. Vq′ =
(Imax − Imin)/(Imax + Imin) expressed in terms of the
maximum Imax and minimum Imin intensity of the in-
terference pattern fringes. If the measured wavefunction
ψS(x) had equal amplitudes for x = x′ and x 6= x′,
e.g. in a double-slit arrangement, they could initially
interfere with perfect visibility, Vq′=1. After the weak-
measurement, in the subset of trials for which q = q′, the
two amplitudes would interfere with a diminished visibil-
ity Vq′ =
√
1− P2q′ [54, 64]. Consequently, by minimizing
the predictability, weak-measurement maximizes the vis-
ibility and thereby maintains coherence in the measured
system. That is, it minimizes disturbance.
It may come as a surprise that, even in the weak
limit, the predictability |Pq′ | can become significant if
|q′| > σ2/γ. For these outlier ancilla position outcomes,
we can retrodict with certainty whether the system was
at x′ or not. To understand this, consider if the an-
cilla’s position is found to be zero, i.e. q′ = 0. Because
the ancilla’s Gaussian probability density |φA(q)|2 is rel-
atively constant near its center at q = 0, in the weak
limit, γ/σ  1, the probability for this outcome is the
same regardless of whether x = x′ or x 6= x′ . Con-
sequently, little information is acquired about the posi-
tion of the system in that trial. In contrast, consider if
one measures the ancilla’s position to be many standard
deviations away from q′ = 0 in the positive direction,
i.e. q′  σ. Due to the exponential decay of |φA(q)|2,
this outcome occurs with a higher probability in the case
where x = x′ (the ancilla is shifted) than the case x 6= x′
(the ancilla is not shifted). Similarly, the reverse is true
when q′  −σ. Thus, for these outlier outcomes of q′ one
can be relatively certain of whether x = x′ or not. In this
way, the retrodictive certainty of the weak-measurement
varies from trial-to-trial.
While the ancilla outcomes with large q′ give high pre-
dictability, they occur rarely since they lie in the tails of
the Gaussian |φA(q)|2. The majority of the trials give low
predictability. To incorporate this effect we consider the
predictability averaged over all the final ancilla positions
(following [64]),
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FIG. 2. Predictability in weak-measurement. (a) The predictability |Pq′ | of whether x = x′ or not, given the ancilla is found
to have position q′ (grey solid line). For reference, we also plot the Gaussian ancilla probability distributions given in Eq. (2),
P (q′|x 6= x′) and P (q′|x = x′), indicated by blue dashed line and red solid line, respectively. For all the curves, we have set
the interaction strength to γ = 0.2σ, where σ is the ancilla width. The predictability has the same form up to a scaling
of q′ regardless of whether one is in the weak or strong limit, in that |Pq′ | =
∣∣Pq′σ/γ∣∣. (b) Finding the expectation of the
predictability over all q′ gives the average predictability P¯. For a Gaussian ancilla probability distribution, P¯ is given by black
solid line. Weak-measurement is defined by P¯  1, thereby ensuring that disturbance to the coherence of the measured system
is minimized.
P¯ =
∫
dq′ |Pq′ |P (q′)
=
∫
dq′ |Pq′ | (P (q′|x = x′)P (x = x′) + P (q′|x 6= x′)P (x 6= x′))
=
1
2
∫
dq′ |Pq′ | (P (q′|x = x′) + P (q′|x 6= x′)) ,
(11)
where we have used Bayes’ law again and P (x 6= x′) =
P (x = x′) = 1/2. We plot the average predictability
P¯ in Fig. 2(b). Similarly, the average visibility V¯ will
be limited to V¯ ≤
√
1− P¯2 [54, 64]. In the strong limit,
P¯ → 1. In the weak limit, P¯ = γ/(σ√pi)+O(γ3). Conse-
quently, for the average induced disturbance of the weak-
measurement to be small, one must have γ/σ  1, which
is the standard weakness condition.
Our result can be related the question debated in
Refs. [4–6] of whether momentum disturbance is needed
to erase interference fringes in a double-slit interferom-
eter. The relation V¯ ≤
√
1− P¯2 explicitly reveals the
trade-off between which-way information and fringe vis-
ibility. In particular, the ability to retrodict which slit a
photon went through, quantified by P¯, comes at the cost
of reduced interference fringe visibility V¯, as enforced by
complementarity. We also find that the predictability de-
pends explicitly on the which-way measurement strength,
i.e. P¯ = γ/(σ√pi), and hence on its disturbance. Thus,
as in Refs. [6, 65], we conclude that both measurement
disturbance and complementarity play a role in the trade-
off between which-way information and fringe visibility.
V. CONCLUSIONS
The Heisenberg uncertainty principle is often in-
terpreted as a trade-off between the precision and
disturbance of a measurement. Gentle or “weak-
measurements” can be used to minimize such
measurement-induced disturbance. Here we stud-
ied a joint weak-measurement (JWM) consisting of
a weak position measurement followed by a regular
momentum measurement. One intuitively expects that
the weak-measurement’s reduction in disturbance comes
at the cost of a reduction in its precision. While this
intuition is correct for a single JWM trial, we showed
that averaging over many trials compensates for the loss
in certainty of the weak-measurement. This enables the
average outcome of a JWM to probe phase space with
a precision exceeding the uncertainty principle limit.
The weak position measurement does not trade away
the usual notion of certainty, i.e. the standard deviation
∆x that appears in the uncertainty principle. Rather, it
trades away the certainty with which one can retrodict
the outcome of the measurement.
7JWMs have already found numerous applications in
quantum physics. For instance, they have been used
to study foundational topics such as testing error-
disturbance relations [34, 35], resolving quantum para-
doxes [31, 32], and reconstructing Bohmian trajecto-
ries [33, 37]. Moreover, JWMs have been used to directly
determine quantum states [28, 30, 66], a technique espe-
cially useful to efficiently characterize high-dimensional
systems [67, 68]. Despite the fact that JWMs are be-
ing increasingly used in quantum physics experiments,
there were questions regarding their compatibility with
fundamental concepts such as the uncertainty principle
and complementarity. Our results answer these questions
and provide an intuitive understanding of the mechanism
behind JWMs.
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Appendix A: Projector expansion of joint weak-measurement
Here we show that the JWM operator MSq′,x′,p′ can be expressed as a simultaneous projection onto position and
momentum eigenstates. The operator is defined as MSq′,x′,p′ = 〈φA|U †x′piAq′piSp′Ux′ |φA〉, which can be written as an
unnormalized projector MSq′,x′,p′ = |θ〉 〈θ| where
|θ〉 = 〈φA|U †x′ |q′A〉 |p′S〉 . (A1)
The unitary can be expanded U †x′ = exp (−γpiSx′ ⊗ ∂Aq′ ) = 1S ⊗ 1A +piSx′
∑∞
n=1(−γ∂Aq′ )n/n!. Inserting this expression
into Eq. (A1), we find:
|θ〉 = φA(q′) |p′S〉+ eip′x′
( ∞∑
n=1
1
n!
(−γ∂Aq′ )nφA(q′)
)
|x′S〉
= φA(q′)
[
|p′S〉+ eip′x′
( ∞∑
n=1
1
n!
(γ
σ
)n
Hen
(
q′
σ
))
|x′S〉
]
≡ φA(q′) |x′S , p′S〉q′
(A2)
where we used the fact that 〈x′S |p′S〉 = eip′x′ and ∂nq′(e−q
′2/2σ2) = (−1σ )
nHen
(
q′
σ
)
e−q
′2/2σ2 where Hen are the so-
called probabilists’ Hermite polynomials. In the weak measurement limit γ/σ  1, we consider only the n = 1 term
in the sum in which He1(q
′) = q′, thus yielding:
|x′S , p′S〉q′ ≈ |p′S〉+
(
γq′
σ2
)
eip
′x′ |x′S〉 (A3)
which is Eq. (5) in the main text.
Appendix B: Generalizing the joint weak-measurement
Here we generalize the JWM to take into account projectors having a finite width. That is, the JWM sequence
now consists of a weak-measurement of ΠSx′ = |χS(x′)〉 〈χS(x′)| and a regular measurement of ΠSp′ = |ΓS(p′)〉 〈ΓS(p′)|
where χS(x) and ΓS(p) are finite-width distributions. Using the same reasoning as before, we write the JWM
operator MSq′,x′,p′ = 〈φA|U †x′piAq′piSp′Ux′ |φA〉 as a projector |θ〉 〈θ| where |θ〉 = 〈φA|U †x′ |q′A〉 |ΓS(p′)〉 and U †x′ =
exp
(−γ |χS(x′)〉 〈χS(x′)| ⊗ ∂Aq′). In the weak measurement limit γ/σ  1, the unitary U †x′ can be expanded to first
order which leads to:
|∆Sq′(x′, p′)〉 ≈ |ΓS(p′)〉+ Pq′ 〈χS(x′)|ΓS(p′)〉 |χS(x′)〉 . (B1)
such that MSq′,x′,p′ = |φA(q′)|2 |∆Sq′(x′, p′)〉 〈∆Sq′(x′, p′)|.
8We now assume that χS(x) = e−x
2/2σ2x/(piσ2x)
1/4 and ΓS(p) = e−p
2/2σ2p/(piσ2p)
1/4 are Gaussians of widths σx and
σp, respectively. Then, 〈χS(x′)|ΓS(p′)〉 =
∫∞
−∞ dxχ
S(x−x′)Γ˜S(x)eip′x where Γ˜S(x) is the Fourier transform of ΓS(p).
When σxσp  1, this quantity can be approximated as 〈χ(x′)S |Γ(p′)S〉 ≈ eip′x′
√
2σxσp. In this limit:
|∆Sq′(x′, p′)〉 ≈ |ΓS(p′)〉+ Pq′
√
2σxσpe
ip′x′ |χS(x′)〉 . (B2)
which is Eq. (6) in the main text.
Appendix C: Wigner function of the joint weak-measurement
Here we derive the Wigner function WM (x, p) of the generalized JWM by computing the inverse Weyl transform of
MSq′,x′,p′ = |φA(q′)|2 |∆Sq′(x′, p′)〉 〈∆Sq′(x′, p′)| where |∆Sq′(x′, p′)〉 is given in Eq. (B2). We consider the case (x′, p′) =
(0, 0) such that |∆Sq′(0, 0)〉 = |ΓS(0)〉+ Pq′
√
2σxσp |χS(0)〉. The Wigner function WM (x, p) consists of three terms:
WM (x, p) = |φA(q′)|2
(
WΓ(x, p) + P2q′2σxσpWχ(x, p) +
(Pq′√2σxσpWΓχ(x, p) + c.c.)) . (C1)
The first term, WΓ(x, p), is given by:
WΓ(x, p) =
1
pi
∫ ∞
−∞
dyΓ˜S(x+ y)Γ˜S(x− y)e−i2py
=
(
σ2p
pi3
)1/2 ∫ ∞
−∞
dye−(x+y)
2σ2p/2e−(x−y)
2σ2p/2e−i2py
= e−(x
2σ4p+p
2)/σ2p/pi
(C2)
which is a squeezed vacuum state with ∆x = 1/
√
2σp and ∆p = σp/
√
2 [69]. The second term, Wχ(x, p), is given by:
Wχ(x, p) =
1
pi
∫ ∞
−∞
dyχS(x+ y)χS(x− y)e−i2py
=
(
1
pi3σ2x
)1/2 ∫ ∞
−∞
dye−(x+y)
2/2σ2xe−(x−y)
2/2σ2xe−i2py
= e−(x
2+p2σ4x)/σ
2
x/pi
(C3)
which is a squeezed vacuum state with ∆x = σx/
√
2 and ∆p = 1/
√
2σx. Finally, the third term, WΓχ(x, p), is given
by:
WΓχ(x, p) =
1
pi
∫ ∞
−∞
dyχS(x+ y)Γ˜S(x− y)e−i2py
=
(
σ2p
pi6σ2x
)1/4 ∫ ∞
−∞
dye−(x+y)
2/2σ2xe−(x−y)
2σ2p/2e−i2py
≈√2σxσpe−2(x2σ2x+p2σ2p)e2ipx/pi +O(σ2xσ2p)
(C4)
where we ignored O(σ2xσ2p) terms since σxσp  1. Combining these results, we obtain the JWM Wigner function:
WM (x, p) =
∣∣φA(q′)∣∣2 (e−(x2σ4p+p2)/σ2p + 2P2q′σxσpe−(x2+p2σ4x)/σ2x + 4Pq′σxσpe−2x2σ2p−2p2σ2x cos (2xp)) /pi, (C5)
which is plotted in Fig. 1.
Appendix D: Marginals of the joint weak-measurement
Here we derive the marginals of the JWM Wigner function WM (x, p), that is P (x) =
∣∣〈x|∆Sq′(x′, p′)〉∣∣2 and P (p) =∣∣〈p|∆Sq′(x′, p′)〉∣∣2 (note that these marginals are divided by ∣∣φA(q′)∣∣2 so that they are normalized). We compute these
9directly from Eq. (B2):
P (x) =
∣∣∣Γ˜S(x)∣∣∣2 + 2σxσpP2q′ ∣∣χS(x− x′)∣∣2 + 2Pq′√2σxσpχS(x− x′)Γ˜S(x) cos (p′(x− x′))
P (p) =
∣∣ΓS(p− p′)∣∣2 + 2σxσpP2q′ ∣∣χ˜S(p)∣∣2 + 2Pq′√2σxσpΓS(p− p′)χ˜S(p) cos (x′(p− p′)) (D1)
where χ˜S(p) is the Fourier transform of χS(x). In general, the variances of P (x) and P (p) will depend on where
the system is being probed, i.e. (x′, p′). However, in practice this change is negligible since the JWM experimental
apparatus typically operates in the regime x′max  1/σp and p′max  1/σx, where x′max and p′max are the respective
spatial and momentum extent of the phase space area probed, i.e. x′ ∈ [−x′max, x′max] and p′ ∈ [−p′max, p′max] [28].
Satisfying these two conditions ensures sufficient measurement precision relative to the characteristic size of the system.
Moreover, in this regime the measurement probe location (x′, p′) simply shifts the center position of the marginals
without changing their shape. Thus, the variances can be determined directly from the second moment of P (x) and
P (p) for (x′, p′) = (0, 0):
∆2x =
∫ ∞
−∞
dxx2
(∣∣∣Γ˜S(x)∣∣∣2 + 2σxσpP2q′ ∣∣χS(x)∣∣2 + 2Pq′√2σxσpχS(x)Γ˜S(x)) ≈ 1/(2σ2p) + P2q′σ3xσp + 4Pq′σ3xσp
∆2p =
∫ ∞
−∞
dpp2
(∣∣ΓS(p)∣∣2 + 2σxσpP2q′ ∣∣χ˜S(p)∣∣2 + 2Pq′√2σxσpΓS(p)χ˜S(p)) ≈ σ2p/2 + P2q′σp/σx + 4Pq′σ3pσx,
(D2)
where we used the approximation 1/(σ2xσ
2
p + 1) ≈ 1.
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