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GRAPHS WITH AT MOST TWO NONZERO DISTINCT ABSOLUTE EIGENVALUES
N. E. ARÉVALO1, R. O. BRAGA2 AND V. M. RODRIGUES3
Instituto de Matemática, Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil
ABSTRACT. In his survey “Beyond graph energy: Norms of graphs andmatrices" [23], Niki-
forov proposed two problems concerning characterizing the graphs that attain equality in
a lower bound and in a upper bound for the energy of a graph, respectively. We show that
these graphs have at most two nonzero distinct absolute eigenvalues and investigate the
proposed problems organizing our study according to the type of spectrum they can have.
In most cases all graphs are characterized. Infinite families of graphs are given otherwise.
We also show that all graphs satifying the properties required in the problems are inte-
gral, except for complete bipartite graphs Kp,q and disconnected graphs with a connected
component Kp,q , where pq is not a perfect square.
1. INTRODUCTION
Among the various spectral parameters studied in spectral graph theory, one can high-
light the energy of a graph, introduced by Gutman in 1978 [16]. The energy of a graph G
with n vertices is defined as
E (G)=
n∑
j=1
∣∣λ j ∣∣ ,
where λ1 ≥λ2 ≥ ·· · ≥λn are the eigenvalues of the adjacencymatrix ofG . Throughout this
paperG is a simple nonoriented graph with adjacency matrix A = A (G). The eigenvalues
ofG are the eigenvalues of A and the collection of eigenvalues ofG is called the spectrum
of G , denoted by Spec (G).
Graph energy has been intensively studied; for a thorough introduction to the subject
see [20]. One of the questions of great interest in spectral graph theory is which graphs
(of a given class) have the largest or smallest energy values. There is also a great effort
in obtaining effective bounds on graph energy. A step further in this study was taken by
Nikiforov [22] who generalized the concept of graph energy by defining the energy of any
matrix with complex entries.
Recall that the singular values of a complexmatrixM of orderm×n are the square roots
of the eigenvalues of M∗M , where M∗ is the conjugate transpose of M . The trace norm
‖M‖∗ ofM is the sum of its singular values, which for a real symmetric matrix are exactly
the modules of its eigenvalues. Therefore, the trace norm of the adjacency matrix of a
graph G is the energy of G , that is ‖A (G)‖∗ = E (G). This observation made by Nikiforov
in [22] “triggered some sort of a chain reaction", as Nikiforov himself noted in his survey
on norms of graphs and matrices [23]. Besides extending the concept of graph energy to
non-symmetric and even to non-square matrices, research on matrix norms provide new
techniques to the study of graph energy. For instance, matrix norms were used in [23] to
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2derive and extend a well-known upper bound on the energy of a graph of order n given by
Koolen andMoulton in [19], namely
E (G)≤ n
2
(
1+pn
)
. (1)
There are several bounds for the trace norm of general matrices. A lower bound on the
trace norm of a complex matrixM =
[
ai j
]
of orderm×n with rank at least 2 was given by
Nikiforov in [22]. He showed that
‖M‖∗ ≥σ1 (M)+
1
σ2 (M)
(∑
i , j
∣∣ai j ∣∣2−σ21 (M)
)
, (2)
whereσ1 ≥σ2 ≥ ·· · ≥σn are the singular values ofM . Note that inequality (2) gives a lower
bound for the energy of a nonempty graph, i.e. a graph with at least one edge. In fact in
this case equality holds if and only if all nonzero eigenvalues ofG other than the index (i.e.,
the largest eigenvalue ofG) have the same absolute value. Nikiforov observed in [23] that
bound (2) is quite efficient for graphs: equality is attained for the adjacency matrix of a
design graph, or the complete graph Kn , or a complete bipartite graph. He then proposed
the following problem:
Problem 1. [23, Problem 2.13] Give a constructive characterization of all graphs G such
that the nonzero eigenvalues of G other than its index have the same absolute value.
A slightly different problem was also proposed in [23]. Nikiforov noted that bound (1)
was derived by Koulen and Moulen from an upper bound for the energy of a graph G of
order n withm edges and index λ1, namely
E (G)≤λ1+
√
(n−1)
(
2m−λ21
)
, (3)
with equality if and only if |λ2| = · · · = |λn|. He observed that if equality is attained in (3)
and G is regular, then either G = (n/2)K2, or G = Kn , or G is a design graph. Besides if
equality is attained and G is not regular and is disconnected, then G = Kn−2r + rK2. This
motivated the following problem:
Problem 2. [23, Problem 2.40] Give a constructive characterization of all irregular con-
nected graphs G of order n with |λ2 (G)| = · · · = |λn (G)|.
In thisworkwe investigate Problems 1 and 2. LetGn andHn be the classes of nonempty
graphs of order n that satisfy the properties required in Problems 1 and 2, respectively.
Clearly the graphs in Gn have at most two nonzero distinct absolute eigenvalues and Hn
is a subset ofGn . It is known that a graphG of ordern has only one eigenvalue if and only if
it is the empty graph, andG has exactly two distinct eigenvalues if and only ifG = (n/r )Kr .
Since Kn is a regular graphwith Spec (Kn)=
{
[−1]n−1 , [n−1]1
}
, every graphwith 2 distinct
eigenvalues belongs toGn but not toHn. Hence it remains to characterize graphswith 3 or
4 distinct eigenvalues in the family Gn , and in particular those with 3 distinct eigenvalues
that belong to Hn .
Graphs with few distinct eigenvalues form a largely studied class of graphs. They were
first investigated byDoob in 1970 [13] andhave been studied by several authors since then.
A first nontrivial family of such graphs that have received a great deal of attention are the
strongly regular graphs, which are the regular graphs with exactly three distinct eigenval-
ues [25]. Examples, constructions, characterizations and somenonexistence results about
connected regular graphs with four eigenvalues are given in [18], [27] and [29]. However,
there are many open questions about irregular graphs with three or four eigenvalues. Ex-
amples of irregular graphs with three distinct eigenvalues are given in [11] and [21]. All
3irregular graphs with three eigenvalues with least eigenvalue −2 are determined in [28],
where new infinite families of examples are also given.
In our studywe first consider connected graphs. The Perron-Frobenius theorem (see for
instance [17]) asserts that the index of a connected graph is simple. Thus the only possible
spectra of a connected graphG ∈Gn withmore than 2 eigenvalues are:
Case 1 - Three distinct eigenvalues:
(a) Spec (G)=
{
[λ]1 , [0]n−t−1 ,
[
µ
]t}, λ> 0>µ
or
(b) Spec (G)=
{
[λ]1 ,
[
µ
]n−t−1 ,[−µ]t}, λ>µ> 0.
Case 2 - Four distinct eigenvalues:
Spec (G)=
{
[λ]1 ,
[
µ
]n−k−t−1 , [0]t ,[−µ]k}, λ>µ> 0.
Note that the graphs in Hn with more than 2 distinct eigenvalues have spectrum of the
form given in Case 1(b).
In Section 2 we study graphs with spectrum as in Case 1. Graphs of Case 2 are investi-
gated in Section 3. Table 1 summarizes the results we obtained in these cases, that is, our
contribution to the solution of Problem 1 for connected graphs with more than 2 eigen-
values. Our contribution to Problem 2 is given by the irregular graphs in the second row of
Table 1. In Section 4 we investigate disconnected graphs in Gn . Final remarks are made in
Section 5.
Spectrum Regular graphs Irregular graphs
Three distinct eigenvalues,
one equals 0:{
[λ]1 , [0]n−t−1 ,
[
µ
]t},
λ> 0>µ.
Integral complete r -partite graph
with all parts of size −µ, with r ≥ 2
(Theorem 2.5)
Complete bipartite graph Kp,q ,
with p 6= q and pq =µ2
(Theorem 2.5)
Three distinct nonzero
eigenvalues:{
[λ]1 ,
[
µ
]n−t−1 ,[−µ]t},
λ>µ> 0.
Design graph with parameters(
n,λ,λ−µ2,λ−µ2
)
(Theorem 2.12)
Graphs with µ= 2:
- cone over the Shrikhande graph
- cone over the lattice graph L2 (4)
- graph on the points of AG (3,2)
(Theorem 2.12)
Graphs in the families of
Examples 2.13 and 2.14
Integral multiplicative graphs with
µ≥ 3 and n > 30, that are not in the
families of Examples 2.13 and 2.14
(Open)
Four distinct eigenvalues,
one equals 0:{
[λ]1 ,
[
µ
]n−k−t−1 , [0]t ,[−µ]k},
λ>µ> 0.
Q3⊛ J µ
2
with λ= 2µ
(Theorem 3.8)
Graphs in the families of
Examples 3.10 and 3.11
Graphs in the families of
Examples 3.12 and 3.13
Integral graphs with n > 30, where
only the index is simple, that are not in
the families of Examples 3.12 and 3.13
(Open)
Graphs not in the families
of Examples 3.10 and 3.11
(Open)
TABLE 1. Connected graphs in Gn
4We completely characterize the graphs in Hn , which solves Problem 2 except that the
characterization we give is not always constructive. In that case we present two infinite
families of graphs. Similarly, for the graphs in Gn with four distinct eigenvalues, a partial
constructive characterization in the case they are regular and infinite families satisfying
the remaining cases are given.
It follows from this work that except for the complete bipartite graphs Kp,q and discon-
nected graphs with a connected component Kp,q , where pq is not a perfect square, all
graphs in Gn are integral, i.e. their spectra consists entirely of integers. In addition, since
the line graph of a regular integral graph is also integral [4], other integral graphs can be
obtained by taking the line graphs of the graphs in Gn .
2. THREE DISTINCT EIGENVALUES
In this section we characterize all connected graphs in the family Gn that have exactly
three distinct eigenvalues.
2.1. 0 is an eigenvalue. We first consider connected graphs in Gn with spectrum{
[λ]1 , [0]n−t−1 ,
[
µ
]t}, where 1≤ t ≤ n−2 andλ> 0>µ. We need some auxiliary results and
definitions. Recall that an r -partite graph is a graphwhose vertices can be partitioned into
r disjoint sets, called parts, such that no two vertices within the same part are adjacent.
We write Kp1,p2,...,pr to represent the r -partite graph with parts of sizes p1 ≤ p2 ≤ . . . ≤ pr .
A complete r -partite graph is an r -partite graph such that every two vertices of different
sets of the partition are adjacent. When r = 2 we have a bipartite graph in the former and
a complete bipartite graph in the latter case.
Lemma 2.1. [3, Theorem 2.3.4] A graph with at least one edge is bipartite if and only if its
spectrum is symmetric with respect to 0.
Lemma 2.2. Let G be a connected graph with three distinct eigenvalues. If G is bipartite or
its index is not an integer, then G is a complete bipartite graph.
Proof. The case where the index ofG is not an integer is a result by Van Dam [28, Proposi-
tion 2]. It is known that the diameter of a connected graph is strictly less than the number
of its distinct eigenvalues (see for instance [9]). Hence the diameter of G is at most 2.
Suppose thatG is bipartitewith partsU andW . IfG is not a complete bipartite graph then
there is a vertexu ∈U and a vertexw ∈W that are not adjacent. Thus sinceG is connected,
the distance between u and v is at least 3, a contradiction. ä
Lemma 2.3. [6, Theorem 7.4] A connected graphG is a complete r -partite graph if and only
if λ2 ≤ 0, where λ2 is the second largest eigenvalue of G.
Lemma 2.4. Let G =Kp1,p2,...,pr be the complete r -partite graph of order n.
(i ) [14, Lemma 2] The characteristic polynomial of G can be written as
PG (x)= xn−r
 r∏
i=1
(
x+pi
)
−
r∑
i=1
pi
r∏
j=1
j 6=i
(
x+p j
) .
(i i ) [14, Theorem 1] The r − 1 negative eigenvalues λn−r+2, . . . ,λn of G satisfy the ine-
qualities
p1 ≤−λn−r+2 ≤ p2 ≤−λn−r+3 ≤ p3 ≤ ·· · ≤ pr−1 ≤−λn ≤ pr .
5The result below gives a constructive characterization of all graphs in the familyGn that
have three distinct eigenvalues, one equals zero.
Theorem 2.5. Let G be a connected graph of order n with spectrum
{
[λ]1 , [0]n−t−1 ,
[
µ
]t}
,
where 1≤ t ≤ n−2 and λ> 0>µ. Then
(i) µ=−λ if and only if G is a complete bipartite graph.
(ii) µ 6= −λ if and only if G is an integral complete (t +1)-partite graph with all parts of
size −µ, with t ≥ 2.
Proof. It follows from Lemma 2.3 thatG is a completemultipartite graph.
If µ =−λ thenG is bipartite by Lemma 2.1, and the converse follows from the fact that
the spectrum of the complete bipartite graph Kp,q is
{[p
pq
]1 , [0]p+q−2 ,[−ppq]1}.
Suppose that t ≥ 2 and G is an integral complete (t +1)-partite graph with all parts of
size −µ. Then by Lemma 2.4 the characteristic polynomial ofG is
PG (x)= xn−(t+1)
t+1∏
i=1
(
x−µ
)
−
t+1∑
i=1
(
−µ
) t+1∏
j=1
j 6=i
(
x−µ
)
= xn−t−1
[(
x−µ
)t+1+ (t +1)µ(x−µ)t]
= xn−t−1
(
x−µ
)t (
x+ tµ
)
.
Hence Spec (G)=
{[
−tµ
]1 , [0]n−t−1 ,[µ]t} and so −λ= tµ 6=µ.
Conversely, since the eigenvalues add up to 0 we have λ+ tµ = 0. Thus if µ 6= −λ then
t ≥ 2 and, by Lemma 2.1, G is not bipartite. It follows from Lemma 2.2 that λ ∈ Z, con-
sequently µ ∈Q. The rational root theorem implies that µ ∈ Z, as the characteristic poly-
nomial of G is monic with integral coefficients. Then G is integral. Besides, since the
multiplicity of 0 as an eigenvalue ofG is n− (t +1), by Lemma 2.4 we conclude thatG has
r = t +1 parts. The r −1 negative eigenvalues ofG are all equal to µ, hence by Lemma 2.4
we have
p1 ≤−µ≤ p2 ≤−µ≤ p3 ≤ ·· · ≤ pt ≤−µ≤ pt+1,
where p1 ≤ p2 ≤ ·· · ≤ pt+1 are the sizes of the parts ofG . Therefore p2 = p3 = ·· · = pt =−µ
and p1 ≤−µ≤ pt+1. Lemma 2.4 also implies that the characteristic polynomial ofG is
PG (x)=xn−t−1
[(
x+p1
)(
x−µ
)t−1 (
x+pt+1
)
−p1
(
x−µ
)t−1 (
x+pt+1
)
+ (t −1)µ
(
x+p1
)(
x−µ
)t−2 (
x+pt+1
)
−pt+1
(
x+p1
)(
x−µ
)t−1]
=xn−t−1
(
x−µ
)t−2 [
x3+ (t −2)µx2+
(
(t −1)µ
(
p1+pt+1
)
−p1pt+1
)
x
+tµp1pt+1
]
.
On the other hand, from the spectrum ofG and the fact that λ=−tµwe have
PG (x)= xn−t−1
(
x+ tµ
)(
x−µ
)t
= xn−t−1
(
x−µ
)t−2 [
x3+ (t −2)µx2+ (1−2t )µ2x+ tµ3
]
.
Hence
(t −1)µ
(
p1+pt+1
)
−p1pt+1 = (1−2t )µ2 (4)
and
tµp1pt+1 = tµ3. (5)
6From (5) we get p1pt+1 =µ2. Replacing that into (4) we obtain p1+pt+1 =−2µ. It follows
that p1 = pt+1 = −µ. Then G is a complete multipartite integral graph with t +1 parts of
size −µ. ä
2.2. 0 is not an eigenvalue. We now consider connected graphs in Gn with spectrum{
[λ]1 ,
[
µ
]n−t−1 ,[−µ]t}, where 1 ≤ t ≤ n − 2 and λ > µ > 0. Recall that all graphs in the
family Hn ⊂ Gn have spectrum of this form. Again we start with some auxiliary results
and definitions.
A graph is regular if all its vertices have the same degree. A regular graph with vertices
of degree r is called an r -regular graph. It is well known that ifG is an r -regular graph then
r is the largest eigenvalue of G and its multiplicity is equal to the number of connected
components of G . A graph of order n is called strongly regular with parameters
(
n,r,α,β
)
(or a sr g
(
n,r,α,β
)
for short) when it is r -regular, any two vertices have exactly α or β
common neighbors depending whether they are adjacent or nonadjacent, and the graph
is neither complete, nor empty. A sr g (n,r,α,α) is often called a design graph.
Lemma 2.6. [26, Corollary 3.4.11] IfG is a strongly regular graphwith parameters (n,r,α,β)
then Spec (G)=
{
[r ]1, [λ2]m2 , [λ3]m3
}
, where
λ2 = (
α−β)+
√
(α−β)2+4(r−β)
2 , λ3 =
(α−β)−
√
(α−β)2+4(r−β)
2 ,
m2 = 12
(
n−1− 2r+(n−1)(α−β)√
(α−β)2+4(r−β)
)
and m3 = 12
(
n−1+ 2r+(n−1)(α−β)√
(α−β)2+4(r−β)
)
.
Example 2.7. The Shrikhande graph depicted in Figure 1 is a sr g (16,6,2,2)with spectrum{
[6]1 , [2]6 , [−2]9
}
.
FIGURE 1. Shrikhande graph
The line graph of a graphG , denoted by L(G), is a graph such that each vertex represents
an edge of G and two vertices are adjacent if and only if their corresponding edges have
an endpoint in common in G . If G is r -regular, then L (G) is (2r − 2)-regular (see for in-
stance [9]). Besides, it is observed in [4] that ifG is integral, then L(G) is integral, since its
characteristic polynomial can be expressed as PL(G) (x) = (x+2)m−n PG (x− r +2), where
m = (nr /2).
Example 2.8. The line graph of the complete bipartite graph K4,4,shown in Figure 2, is a
sr g (16,6,2,2)with spectrum
{
[6]1 , [2]6 , [−2]9
}
. It is usually called the lattice graph of order
4 anddenotedby L2 (4). Note that though the Shrikhandegraph and the lattice graphL2 (4)
have the same parameters, they are not isomorphic. Indeed, the Shrikhande graph has
cycles of length 3 while L2 (4) does not. These are the only designs with those parameters.
7FIGURE 2. L2 (4) graph
Lemma 2.9. [25] A connected regular graphG is strongly regular if and only if it has exactly
three distinct eigenvalues.
Recall that a cone over a graph G is the graph obtained by adding a vertex to G and
connecting this vertex to all vertices ofG .
Example 2.10. The cone over the Shrikhande graph and the cone over the lattice graph
L2 (4) are irregular, nonisomorphic and cospectral, with spectrum
{
[8]1 , [2]6 , [−2]10
}
. (See
also Example 2.13)
Given a set X with n elements, called points, and integers b,k,r,α ≥ 1, a balanced in-
complete block design (BIBD or 2-design) is a family of b subsets of X , called blocks, such
that each element of X is contained in r blocks, each block contains k elements, and each
pair of elements is simultaneously contained in α blocks. In the particular case b = n (or
equivalently r = k), the design is called symmetric with parameters (n,r,α).
A multiplicative design, as defined by Ryser [24], is a family of n subsets of an n-set,
n ≥ 3, such that the (0,1) incidencematrix A˜ satisfies A˜t A˜ =D+ααt , whereα= (α1, . . . ,αn)t
is a real vector with positive entries andD is a diagonalmatrix. Such a design is called uni-
form if D is a scalar matrix, i.e. D = dIn where d is a real number and In is the identity
matrix of order n. According to Bridges and Mena [7], a graph whose adjacency matrix A
is the incidence matrix A˜ of a uniform multiplicative design, where A˜ is symmetric with
trace zero, is called amultiplicative graph.
Example 2.11. [8] The Fano plane shown in Figure 3 is a symmetric BIBDwith parameters
(7,3,1). Let X˜ be its 7×7 incidence matrix and let Y = J7− X˜ , where J7 is the 7×7 matrix
of all ones, and write 1 and 0 to represent the vectors of all ones and all zeros, respectively.
5
1
4 3
2
6
7 X˜ =

1 0 0 0 1 0 1
1 1 0 0 0 1 0
0 1 1 0 0 0 1
1 0 1 1 0 0 0
0 1 0 1 1 0 0
0 0 1 0 1 1 0
0 0 0 1 0 1 1

FIGURE 3. Fano plane and its incidence matrix
The matrix A given by
8A =

08
1
t
0
t
X˜ Y
1 X˜ t
0 Y t
J7− I7 J7− I7
J7− I7 J7− I7

is the adjacency matrix of a multiplicative graph G ∈ Gn with 22 vertices of degrees 7 or
16 and spectrum
{
[14]1 , [2]7 , [−2]14
}
, shown in Figure 4. Here A2 = 4I +ααt with α =(p
3, . . . ,
p
3︸ ︷︷ ︸
8-times
,2
p
3, . . . ,2
p
3︸ ︷︷ ︸
14-times
)t
. This graph can also be described with the points and planes
of AG (3,2), the three-dimensional affine space over the field F2. (See Example 2.14)
FIGURE 4. Graph on the points and planes of AG (3,2)
It follows from Briges and Mena [7] that a connected graph in Gn has three distinct
nonzero eigenvalues if and only if it is a multiplicative graph. The result below shows that
these graphs are integral with second largest eigenvalue greater than 1, and gives a con-
structive characterization if they are regular or irregular with second largest eigenvalue
µ= 2.
Theorem 2.12. A connected graphG of order n has spectrum
{
[λ]1 ,
[
µ
]n−t−1 ,[−µ]t}, where
1≤ t ≤ n−2 and λ> µ> 0, if and only if G is an integral multiplicative graph with second
largest eigenvalue µ≥ 2. Moreover,
(i) G is regular if and only if it is a design graph with parameters
(
n,λ,λ−µ2,λ−µ2
)
.
(ii) G is irregular with µ = 2 if and only if it is the cone over the Shrikhande graph, the
cone over the lattice graph L2 (4) or the graph on the points and planes of AG (3,2).
(iii) If G is irregular with µ≥ 3 then G has more than 30 vertices.
Proof. The fact that G has spectrum of the form as stated above if and only if it is multi-
plicative is a result from Bridges and Mena [7, Theorem 4.1]. In addition, since the spec-
trumofG is not symmetric about zero, Lemma 2.1 implies thatG is not bipartite. It follows
from Lemma 2.2 that λ ∈ Z. On the other hand, since λ+ (n− t −1)µ− tµ = 0, we have
λ = (2t −n+1)µ. Hence µ ∈ Q, and the rational root theorem implies that µ ∈ Z. Then
G is integral. Beside that, since G has three distinct eigenvalues, its diameter is two and
so G contains the path on three vertices P3 as an induced subgraph. Thus, by Cauchy’s
interlacing theorem,−µ≤−
p
2. Therefore µ≥ 2.
Suppose thatG is regular. HenceG is a sr g
(
n,λ,α,β
)
withµ= (α−β)+
√
(α−β)2+4(λ−β)
2 and
−µ = (α−β)−
√
(α−β)2+4(λ−β)
2 , by Lemmas 2.9 and 2.6. Therefore α = β and so µ =
√
λ−β.
9ThusG is a design graph with parameters
(
n,λ,λ−µ2,λ−µ2
)
. The converse is true since
every design graph is a regular graph. Now suppose thatG is irregular. Van Dam [28, The-
orem 7 and Table II] characterized all connected graphs with three distinct eigenvalues,
which are not strongly regular or complete bipartite, that have at most 30 vertices or with
each eigenvalue at least−2. Statements (i i ) and (i i i ) follow by inspecting the spectrumof
each graph in his results. ä
Although the characterization given in Theorem 2.12 is not constructive in case (i i i ),
it seems that to obtain such a characterization for all irregular graphs in Gn with three
nonzero distinct eigenvalues is hard to accomplish, since we can obtain infinite families
of irregular connected graphs in Gn with spectrum of this form. Below we present two
such families.
Example 2.13. Ahrens and Szekeres [2] showed that there exist strongly regular graphs
with parameters
(
α3+2α2,α2+α,α,α
)
for all primepower values ofα. On the other hand,
it follows from Abreu et al. [1, Proposition 3] that a cone Cα over a connected
(
α2+α
)
-
regular multiplicative graph G with three distinct eigenvalues α2+α > α > −α is multi-
plicative if and only ifG is strongly regular with parameters
(
α3+2α2,α2+α,α,α
)
. In this
case, by [21, Lemma 4.1]
Spec (Cα)=
{[
α2+2α
]1
, [α]
α3+2α2−α−2
2 , [−α]α
3+2α2+α+2
2
}
. (6)
Hence for every prime power α a cone Cα over G = sr g
(
α3+2α2,α2+α,α,α
)
is an ir-
regular graph in Gn with three nonzero distinct eigenvalues. The examples with smallest
order in this infinite family, obtained using α= 2, are the cone over the Shrikhande graph
and the cone over the lattice graph L2 (4), which have 17 vertices. Note that with α≥ 3 we
obtain cones with at least 46 vertices.
Example 2.14. Van Dam [28] introduced another family with infinitely many irregular
graphs in Gn with three nonzero distinct eigenvalues, which are not cones. The inci-
dence graph of a BIBD with n points and b blocks is the bipartite graph of order n + b
with two vertices adjacent if and only if one corresponds to a block and the other corre-
sponds to an element contained in that block. Each graph in the family presented in [28]
is constructed from the incidence graph of a BIBD with parameters
(
q3,q2,q+1
)
on the
points and planes of AG
(
3,q
)
, the three-dimensional affine space over Fq , by adding an
edge between two blocks if they intersect (in q points). The construction yields an irregu-
lar graph with three distinct eigenvalues with spectrum{[
q3+q2+q
]1
,
[
q
]q3−1 ,[−q]q3+q2+q} .
The smallest example in this infinite family, obtained with q = 2, is the graph depicted
in Figure 4. Note that if q ≥ 3 we obtain graphs with at least 66 vertices.
3. FOUR DISTINCT EIGENVALUES
In this section we study connected graphs in Gn that have exactly four distinct eigen-
values, i.e. with spectrum
{
[λ]1 ,
[
µ
]n−k−t−1 , [0]t ,[−µ]k}, where t ,k ≥ 1, t +k ≤ n−2, and
λ>µ> 0.We characterize these graphs in the case their are regularwith at least two simple
eigenvalues and present infinite families of graphs in the other cases.
10
The incidence graphs of symmetric balanced incomplete block designs are examples of
regular graphs with four distinct eigenvalues. In fact these are the only bipartite graphs
with four distinct eigenvalues.
Lemma 3.1. [12] A connected bipartite regular graphG with four distinct eigenvalues is the
incidence graph of a symmetric BIBD with parameters (n,r,α). The spectrum of G is given
by {
[r ]1 ,
[p
r −α
]n−1
,
[
−pr −α
]n−1
, [−r ]1
}
.
Example 3.2. [27] The graph obtained by removing a perfect matching from the complete
bipartite graph Kℓ,ℓ, denoted by K−ℓ,ℓ, is the incidence graph of a symmetric BIBD with
parameters (ℓ,ℓ−1,ℓ−2), for ℓ> 2. By Lemma 3.1,
Spec
(
K−ℓ,ℓ
)
=
{
[ℓ−1]1 , [1]ℓ−1 , [−1]ℓ−1 , [−ℓ+1]1
}
.
We note that K−4,4 is the cubical graphQ3 formed by the 8 vertices and 12 edges of a three-
dimensional cube.
Another family of connected regular graphswith four distinct eigenvalues, uniquely de-
termined by their spectrum, was given by Van Dam [27]. The graphs in the family are
obtained by a product construction with the graph K−
ℓ,ℓ. Recall that the Kronecker product
R⊗S of thematricesR =
(
ri j
)
c×d and S =
(
si j
)
p×q is the cp×dq matrix obtained fromR by
replacing each element ri j with the block ri jS. Given a graphG of order n with adjacency
matrix A, we denote byG ⊗ Jm the graph with adjacency matrix A⊗ Jm , and byG⊛ Jm the
graph with adjacency matrix A⊛ Jm = (A+ In)⊗ Jm − Inm , where In denotes the identity
matrix of sizen and Jm represents them×mmatrix of all ones. Note thatG⊗J1=G =G⊛J1
andG ⊗ Jm =G⊛ Jm , where G is the complement of G . In addition, if G is connected and
regular, thenG ⊗ Jm andG⊛ Jm are connected and regular.
Lemma 3.3. LetG be a graph of order n with indexλ1, spectrum
{
[λ1]
m1 , [λ2]
m2 , . . . , [λt ]
mt
}
,
and complement G. Then
(i ) If G is regular thenG is regular with spectrum{
[n−1−λ1]m1 , [−λ2−1]m2 , . . . , [−λt −1]mt
}
.
(i i ) G is regular if and only if G ⊗ Jm is regular, for all m ≥ 1. Moreover,
Spec (G ⊗ Jm)=
{
[mλ1]
m1 , . . . , [mλt ]
mt , [0]n(m−1)
}
.
(i i i ) G is regular if and only if G⊛ Jm is regular, for all m ≥ 1. Moreover,
Spec (G⊛ Jm)=
{
[mλ1+m−1]m1 , . . . , [mλt +m−1]mt , [−1]n(m−1)
}
.
Proof. A proof of (i ) is given in [5, Theorem 6.15]. It is shown in [5, Lemma 3.25] that for
any symmetric matrices A and B the eigenvalues of A ⊗B are given by βiγ j , 1 ≤ i ≤ n
and 1≤ j ≤m, where β1, . . . ,βn and γ1, . . . ,γm are the eigenvalues of A and B , respectively.
Hence, since Spec (Jm)=
{
[m]1 , [0]m−1
}
, we get
Spec (G ⊗ Jm)=
{
[mλ1]
m1 , . . . , [mλt ]
mt , [0]n(m−1)
}
.
By [12, Theorem 3.22], G is regular if and only if 1
n
∑t
i=1miλ
2
i
= λ1. In addition, note that
sincem ≥ 1 we have
1
n
t∑
i=1
miλ
2
i =λ1⇐⇒
1
nm
t∑
i=1
mi (mλi )
2 =mλ1,
which concludes the proof of (i i ). The proof of (i i i ) is similar. ä
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Example 3.4. It was proved in [27] that K−
ℓ,ℓ⊛ Jm is uniquely determined by its spectrum,
for each ℓ and m. Applying Lemma 3.3 we can easily see that K−
ℓ,ℓ⊛ Jm has four distinct
eigenvalues. In particular, taking ℓ = 4 we obtain an infinite family of connected regular
graphs with four distinct eigenvalues, one equals −1:
Spec (Q3⊛ Jm)=
{
[4m−1]1 , [2m−1]3 , [−1]8m−5 , [−2m−1]1
}
,
for all m ≥ 1. This family generates another infinite family of connected regular graphs
with four distinct eigenvalues, all belonging to the family Gn . In fact Lemma 3.3 implies
thatQ3⊛ Jm is a regular graph with
Spec
(
Q3⊛ Jm
)
=
{
[4m]1 , [2m]1 , [0]8m−5 , [−2m]3
}
,
so it is a connected integral graph in Gn , with n = 8m. Figure 5 shows the graphs obtained
withm = 1 andm = 2.
FIGURE 5. Q3 andQ3⊛ J2 graphs
Lemma 3.5. Let G be a connected r -regular graph of order n and four distinct eigenvalues.
Then its complement G is also connected and regular with four distinct eigenvalues, or G is
disconnected, and then it is the union of cospectral strongly regular graphs.
Proof. Let Spec (G)=
{
[r ]1, [λ2]m2 , [λ3]m3 , [λ4]m4
}
, where r >λ2 >λ3 >λ4. Then, by Lemma
3.3,G is (n−1− r )-regular with spectrum{
[n−1− r ]1, [−λ2−1]m2 , [−λ3−1]m3 , [−λ4−1]m4
}
.
Either the index of G is simple and so it is connected with four distinct eigenvalues, or
the index of G is not simple and then it is disconnected with three distinct eigenvalues.
The spectrum of a disconnected graph is the union of the spectra of its connected com-
ponents. Hence in the case G is disconnected, each connected component has two or
three distinct eigenvalues. Lemma 2.9 implies that every component with three distinct
eigenvalues is a strongly regular graph, since G is regular. If a connected component has
only two distinct eigenvalues, then it is a complete graph, which has least eigenvalue −1.
As shown in the proof of Theorem 2.12 the smallest eigenvalue of a connected graph with
3 distinct eigenvalues is at most −
p
2. Hence in the case G has a complete graph as a
connected component, each component with three distinct eigenvalues has at least two
negative eigenvalues, namely−1 and−λ2−1<−1. However, by Lemma 2.6 every strongly
regular graph has only one negative eigenvalue. Therefore, if G is disconnect, all its con-
nected components are cospectral strongly regular graphs. ä
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Lemma 3.6. [18, Theorem 3.5] There are no connected r -regular graphs with spectrum{
[r ]1 , [−1]1 , [δ]m , [ζ]n−2−m
}
, where δ and ζ are integers and 2≤m ≤ n−4.
In [18] Huang and Huang also characterized all connected regular graphs with four dis-
tinct eigenvalues, one equals 0, where exactly two are simple.
Lemma 3.7. [18, Theorem 3.7] A connected regular graph G has four distinct eigenvalues
in which exactly two eigenvalues are simple and with 0 as an eigenvalue if and only if G =
K−
ℓ,ℓ⊛ Jm , with ℓ≥ 3 and m ≥ 1.
The result below characterizes all connected regular graphs in Gn with four distinct
eigenvalues, at least two of them simple. In particular it shows that the graphs in Gn in
the family given in Example 3.4 are the only connected graphs in Gn with four distinct
eigenvalues where the index is not the only simple eigenvalue.
Theorem 3.8. Let G be a connected graph of order n with spectrum
{
[λ]1 ,
[
µ
]n−k−t−1 , [0]t ,[
−µ
]k}
, where t ,k ≥ 1, t +k ≤ n−2, and λ> µ> 0. Then G is integral. Furthermore, if G is
regular then either G =Q3⊛ J µ
2
or λ is the only simple eigenvalue of G.
Proof. The adjacencymatrix of a graph is diagonalizable and so its minimal polynomial is
a product of distinct linear factors (see for instance [17]). Thus the minimum polynomial
ofG is
mG (x)= x (x−λ)
(
x−µ
)(
x+µ
)
= x4−λx3−µ2x2+λµ2x.
Beside that, mG (x) has integral coefficients [27, Lemma 2.5] which implies that λ ∈ Z.
Since λ+ (n−k− t −1)µ− kµ = 0, we have λ = (2k+ t −n+1)µ. Hence µ ∈ Q and the
rational root theorem implies that µ ∈Z. ThenG is integral.
Suppose thatG is regular. We first prove that 0 is not a simple eigenvalue ofG . In fact if
t = 1 Lemma 3.3 implies thatG is regular with spectrum
Spec
(
G
)
=
{
[n−1−λ]1 ,
[
µ−1
]k , [−1]1 ,[−µ−1]n−k−2} .
Clearly −1 cannot be equal to any other eigenvalue of G , thus it is a simple eigenvalue.
On the other hand, by Lemma 3.5 G is connected with four distinct eigenvalues or a dis-
joint union of cospectral strongly regular graphs. The former case is excluded by Lemma
3.6. The latter case also cannot occur since−1 is simple. Therefore 0 is not a simple eigen-
value ofG .
It is easy to see that −µ is also not a simple eigenvalue of G . If k = 1 we have λ =
(t −n+3)µ and so t −n+3≥ 2. Hence n ≤ t +1, which contradicts the fact that n ≥ t +3.
Now suppose that µ is a simple eigenvalue of G . Then G has exactly two simple eigen-
values and Lemma 3.7 implies that G = K−
ℓ,ℓ⊛ Jm , with ℓ ≥ 3, m ≥ 1 and n = 2ℓm. By
lemma 3.3 we have
Spec
(
G
)
=
{
[ℓm−1]1 , [(2−ℓ)m−1]1 , [−1]2ℓm−ℓ−1 , [2m−1]ℓ−1
}
,
and hence
Spec (G)=
{
[ℓm]1 , [(ℓ−2)m]1 , [0]2ℓm−ℓ−1 , [−2m]ℓ−1
}
.
Thereforeλ= ℓm,µ= (ℓ−2)m and−µ=−2m, which implies that ℓ= 4. ThusG =Q3⊛ J µ
2
.
ä
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For a complete characterization of connected graphs in Gn with four distinct eigenval-
ues it remains to consider irregular graphs and regular graphs where the index is the only
simple eigenvalue. For both cases we present next infinite families of graphs. Our con-
structions are based on the result below, which follows from Lema 3.3.
Proposition 3.9. Let G be a connected graph of order n. If G ∈Gn , thenG⊗ Jm ∈Gnm for all
m ≥ 1.
Example 3.10. It follows from Example 2.13 that for every prime power α a cone Cα over
G = sr g
(
α3+2α2,α2+α,α,α
)
is an irregular graph inGnwith spectrumgiven by (6). There-
fore,Cα⊗ Jm is an irregular graph in Gnm with four distinct eigenvalues such that
Spec (Cα⊗ Jm)=
{[
m(α2+2α)
]1
, [mα]
α3+2α2−α−2
2 , [0]n(m−1) , [−mα]α
3+2α2+α+2
2
}
,
for allm ≥ 2. The graphs of smallest order in this family (34 vertices), obtained with α= 2,
areC 12⊗ J2 andC 22 ⊗ J2, whereC 12 is the cone over the Shrikhande graph andC 22 is the cone
over the lattice graph L2 (4). Their spectrum is
{
[16]1 , [4]6 , [0]17 , [−4]10
}
.
Example 3.11. In Example 2.14 we presented an infinite family of irregular graphs in Gn
with spectrum given by
{[
q3+q2+q
]1
,
[
q
]q3−1 ,[−q]q3+q2+q}, for every prime power q .
Taking a graph G of order n in this family and an integer m ≥ 2, the graph G ⊗ Jm is a
irregular graph in Gnm with four distinct eigenvalues such that
Spec (G ⊗ Jm)=
{[
m(q3+q2+q)
]1
,
[
mq
]q3−1 , [0]n(m−1) ,[−mq]q3+q2+q} .
The graph of smallest order in this infinite family is G ⊗ J2, where G is the graph on the
points and planes of AG(3,2) (Figure 4). G ⊗ J2 is an irregular graph on 44 vertices and
spectrum
{
[28]1 , [4]7 , [0]22 , [−4]14
}
.
Example 3.12. From each design graph in Gn we can construct an infinite family of con-
nected regular graphs with four distinct eigenvalues. It follows from Theorem 2.12 and
Lemma 2.6 that a regular graphG inGn with three distinct nonzero eigenvalues is a design
graphwith parameters
(
n,λ,λ−µ2,λ−µ2
)
and spectrum
{
[λ]1 ,
[
µ
] 1
2
(
n−1−λµ
)
,
[
−µ
] 1
2
(
n−1+λµ
)}
.
ThusG ⊗ Jm is a regular graph in Gnm with four distinct eigenvalues such that
Spec (G ⊗ Jm)=
{
[mλ]1 ,
[
mµ
] 1
2
(
n−1−λµ
)
, [0]n(m−1) ,
[
−mµ
] 1
2
(
n−1+λµ
)}
for all m ≥ 2. Note that the index is the only simple eigenvalue of G ⊗ Jm . The graph of
smallest order in this family is obtained withm = 2 andG a design graph with parameters
(15,8,4,4). Such design is unique and isomorphic to the line graph of K6 [15]. Note that
L(K6)⊗ J2 is a regular graph on 30 vertices with spectrum
{
[16]1 , [4]5 , [0]15 , [−4]9
}
.
Example 3.13. Van Dam and Spence [29] listed all feasible spectra for connected regular
graphswith four distinct eigenvalues and atmost 30 vertices. Inspecting their list and also
the spectrum of the complement of the listed graphs we obtained all possible spectra for
connected regular graphs in Gn with four distinct eigenvalues where the index is the only
simple eigenvalue, for n ≤ 30. They are presented in Table 2, where # denotes the number
of graphs with that spectrum given in [29]. In each case, some graphs with that spectrum
are also listed.
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n # Spectrum Graphs 1
12 2
{
[4]1 , [2]3 , [0]3 , [−2]5
}
L (Q3) , BCS9
12 1
{
[6]1 , [2]3 , [0]2 , [−2]6
}
L (CP (3))
18 1
{
[12]1 , [3]2 , [0]9 , [−3]6
}
K3,3äK3
18 2
{
[9]1 , [3]3 , [0]8 , [−3]6
}
N/A
24 5
{
[8]1 , [4]3 , [0]15 , [−4]5
}
L (Q3)⊗ J2, BCS9⊗ J2
24 28
{
[12]1 , [4]3 , [0]14 , [−4]6
}
LCP (3)⊗ J2
27 4
{
[6]1 , [3]6 , [0]12 , [−3]8
}
H (3,3) , 3-cover (C3⊗ J3)
27 13
{
[18]1 , [3]6 , [0]8 , [−3]12
}
H (3,3)3
27 ≥ 1
{
[12]1 , [3]8 , [0]6 , [−3]12
}
H (3,3)2
30 ≥ 68876
{
[12]1 , [3]10 , [0]5 , [−3]14
}
L3 (6) \6-coclique
30 ≥ 1487
{
[16]1 , [4]5 , [0]15 , [−4]9
}
sr g (15,8,4,4)⊗ J2
30 ≥ 24931
{
[15]1 , [3]10 , [0]4 , [−3]15
}
sr g (35,16,6,) \5-clique
TABLE 2. Spectra of connected regular graphs with four distinct
eigenvalues in Gn , n ≤ 30, where the index is the only simple
From any graph in Table 2 we can construct an infinite family of connected regular
graphs in Gnm with four distinct eigenvalues where the index is the only simple eigen-
value. For instance, L (Q3)⊗ Jm and BCS9⊗ Jm are cospectral with spectrum{
[4m]1 , [2m]3 , [0]12m−9 , [−2m]5
}
,
for allm ≥ 1, and L (CP (3))⊗ Jm is a regular graph in Gnm with spectrum{
[6m]1 , [2m]3 , [0]12m−10 , [−2m]6
}
.
Note that the graphs in these families with at most 30 vertices appear in Table 2.
4. DISCONNECTED GRAPHS
In the previous sections we considered connected graphs belonging to the family Gn ,
the class of nonempty graphs of order n that satisfy the properties required in Problem
1. Recall that all graphs in the family Hn of nonempty graphs of order n that satisfy the
properties required in Problem 2 are connected, and Gn ⊃Hn . The following result char-
acterizes the disconnected graphs in Gn .
Proposition 4.1. Let G be disconnected graph of order n with index λ. Then G is in Gn if
and only if one of the following cases holds.
(i) The spectrum of G is
{
[λ]
n−t
2 , [0]t , [−λ]n−t2
}
, with t ≥ 0 and λ ≥ 1. The connected
components of G are isolated vertices or complete bipartite graphs Kp,q such that
pq = λ2. In particular, λ = 1 if and only if every connected component of G that is
not an isolated vertex is the complete graph K2.
1G1äG2 is the Cartesian product of G1 and G2; BCS9 is the graph No. 9 in [10, Table 9.1]; CP (3) is the
cocktail party graph of order 3; H (3,3)∼=K3äK3äK3 is a Hamming graph;Gi denotes the distance-i graph of
G.
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(ii) G is integral with spectrum
{
[λ]1 ,
[
µ
]n−k−t−1 , [0]t ,[−µ]k}, with t ≥ 0, k ≥ 2 and
λ>µ≥ 1. Exactly one connected componentG1 of G contains the index as an eigen-
value. In addition G1 ∈Gr , for some r < n, and every other connected component of
G that is not an isolated vertex is a complete bipartite graph Kp,q such that pq =µ2.
In particular, µ = 1 if and only if G1 is the complete graph Kr and every other con-
nected component of G that is not an isolated vertex is the complete graph K2.
Proof. We divide the proof in two cases. First suppose that all nonzero eigenvalues of G
have the same absolute value. ThenG ∈Gn if and only if Spec (G)=
{
[λ]
n−t
2 , [0]t , [−λ]n−t2
}
,
with t ≥ 0. Theorem 2.5 implies that any connected component ofG that is not an isolated
vertex is a complete bipartite graph. Since the spectrum of the complete bipartite graph
Kp,q is
{[p
pq
]1 , [0]p+q−2,[−ppq]1}, it follows that for any two connected components
Ka,b and Kc,d of G we have ab = cd = λ2. The case where λ = 1 follows from the fact that
K1,1 is the complete graph K2, which concludes the proof of (i ).
Now suppose thatG has exactly two distinct nonzero absolute eigenvalues. ThenG ∈Gn
if and only if its spectrum is of the form
{
[λ]1 ,
[
µ
]n−k−t−1 , [0]t ,[−µ]k}, where t ≥ 0, k ≥ 2
and λ> µ> 0. Note that the index λ is a simple eigenvalue, otherwiseG ∈ Gn would have
only one nonzero absolute eigenvalue. Hence only one connected component G1 of G
contains λ as an eigenvalue. It is clear that G ∈ Gn if and only if G1 ∈ Gr , for some r < n,
G1 also contains−µ as an eigenvalue, and all other connected components ofG are either
isolated vertices or they have exactly two distinct nonzero eigenvalues: µ and−µ. Thus, by
Theorems 2.12 and 3.8, the spectrum of G1 is integral and consequently the spectrum of
G is integral. Besides, Theorem 2.5 implies that each connected component ofG different
fromG1 that is not an isolated vertex is a complete bipartite graph Kp,q such that pq =µ2.
In particular,µ= 1 if and only if each connected componentKp,q is the complete graphK2.
Also note that in this case G1 is the complete graph Kr , otherwise it would have diameter
greater than 1 and its smallest eigenvalue would be at most−
p
2, a contradiction. ä
It follows from Proposition 4.1 that all disconnected graphs in Gn that do not have a
connected componentKp,q such that pq is not a perfect square are integral. It also follows
that to completely characterize a disconnected graphG in Gn it is enough to characterize
the connected componentG1 that contains the index ofG .
5. CONCLUDING REMARKS
In thisworkwe investigated Problems 1and 2proposed byNikiforov [23]. We considered
the families Gn and Hn of nonempty graphs that satisfy the properties required in Prob-
lems 1 and 2, respectively.
We gave a constructive characterization of all connected regular graphs inGn with three
distinct eigenvalues, and with four distinct eigenvalues where the index is not the only
simple. We also presented several infinite families of connected graphs in Gn with four
distinct eigenvalues where the index is the only simple eigenvalue.
In the case of connected irregular graphs in Gn , we gave a constructive characteriza-
tion when they have three distinct eigenvalues, one equals 0, and when they have three
nonzero distinct eigenvalues, one equals 2. All irregular graphs in Gn with three distinct
nonzero eigenvalues, which are precisely the graphs inHn , were characterized as integral
multiplicative graphs. Although this characterization is not constructive, we presented
two infinite families of these graphs which include those with 2 as an eigenvalue. Using a
16
product constructionwith graphs of these families we generated two new infinite families
of connected irregular graphs in Gn with four distinct eigenvalues.
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