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of a matrix. 
Introduction. 
Let P be a square matrix of order n with real or complex ele-
ments and let 
1 _ = det I - P = n + n-1 = 0 
be its characteristic equation with 
i k. The elementary divisors of I - Pare characterized by Segrets 
notation 
Here 
1,2, ... ,g and 
g 
• 0 
., ... , . 
, , g 
positive integers with 
> ... >q 
n. 
=l h ··1 
The above notation 
I - P which are 
denotes that for OL k L.. rt-1 the k-th minors of 
, .. 
of order n-k have the common divisor 
I 
-
h 1 
where 
., k 0 • if k > .... h 
• 
. . . + if k <, h; 
\.. resp. 
-
., 
factors resp, the elementary divisors . Especially; putting 
Hence 
h 
j=l 
n), we have 
h=l 
I - • 
eigenvalue of P of multiplicity 
independent eigenvectors of P belonging to the eigenvalue, • By 3 
we have 
It is own that there can be found a set of n linearly indepen-
dent vectors 
e h, j,k h 1, .•• .,g; j k = 
• 
which satisfies the system of n equations 
' 
' 
,I 
' 
' 
' 
' 
., 
4 .· P- .···.I· e.. ,. h h.,j,k 
provided that we put 
variant vectors. The 
are called in-
j a l, ... , h are 
the belonging to the eigenvalue 
Now, we fortn a non-singular rriatr1x T of order n whose column 
, , , > . 
h < h 1 
or h = h' and j < j r 
or h = h' , j = j ' and k < k' • 
1, • • . , g; j: =l, • • . , , be the matrix of order· 
1 0 0 ••• 0 
0 h 1 0 • • • 0 t 
t ' • • • • • • • • •• 
' 
' • 
• .. • • • ,. . ' . • 
' t 0 0 0 ' 1 • • • h t I j 
l 0 r•o 0 0 I \ \ • • • h l . 
all elements of the main diagonal equal 
• 
parallel adjacent to the eight equal 1; all rernaining elements are 
• 
zero. 
Finally, we introduce the following m.a trix 
p 
1,1 
t 
• 
• 
• 
• 
• 
• 
• 
• • • • • • • • • • • • • • • • • 
p 1 g, 
• 
• 
. t •. p 
l 
t : 
of order n 
composed of of each 
lies on the main tiiae~onal of ~P; the c,ther coordinates being O . 
• 
has a canonical form; . one says that *A is a canonical form of A . 
This canonical form is unique save for the order in which the blocks 
, , 
along the main diagonal of, are arranged. 
Using the above matrices T and the system of n equalities 4 
can be replaced by 
· 5 PT .,,.. T*P or 
Hence the determination of a set of n linearly independent in-
variant vectors ·. which satisfy 4 · is equivalent to the detertnina-
tion or the non-singular matrix T which transforms Pinto its cano-
nic.al form 
?u~~!J:· 
Let P be a given square rnatrix of order n with real or complex 
elements. In this report an exposition will be given of a new method 
for the computation of the eigenvalues, the invariant vectors, the 
Segre numbers etc. of P. This method is a generalization of a known 
method for the computation of eigenvectors cf. the bibliography at 
the end. 
The method. 
In this parapgraph the annou,r1ced method will be 
unproved assertions will be demonstrated in the last 
Ftirst of all, one successively computes 
explained. All 
section. 
B ·· where 1 
• 
' ' 
- tr-ace P 
trace PB 1 
• • • • • • • • • • • • • • • • • • • • • • • • • • 
' ' 
' 
The 
rt1a trix . 
equality B 
n 
n-
+ k I 
n 
If 
,, 
O yields a check 
kn-1 .... n'-I" n-2 
k = n 
, 
1 ' 
a diagonal 
Next, one computes the different roots 
tion 
and the 
ql + q2 
of P. 
In order 
-n-1 
\ 
• 
vectors belonging to the eigenvalue 
-n-1 n-2 7 = I + + B 
This rnatrix satisfies* 
8 I - P Q 
Hence, by 
roatrices 
9, ' 
""' \ 
r\ 1 j 
1 
0 
h d 
.......... -.... ____ ... ____________ ._...., .. ,.._ .. 
"' Especially, it follows from ·8, 
+ • • 'II 
::: 1 J ••• , g 
are g 
0 
; we have 
the eigenvalues 
linearly independent invariant 
n-3 
+ ••. + Bn-1· 
• 
= l 
-
satisfy 
10 
j 
to the eigenvalue 
of 
, J 
1, ... , 
are known, then, also 
We observe that 
::), 
• 
h 
the Segre numbres of P belonging 
denote the number 
k==l 
Finally, we assert thath 
r =·= h + + . . . + 
h 
The above properties enable us to compute a set linearly 
consists independent invariant vectors belonging to a set 
of vectors 
1, ... , q,; m , 1, ... ,k 
0 which satisfy 
p - f 1 k,, ,m 
provided that we 
the 
0. The 
., , 
belonging to 
' J 1' /I 
II' 
l are J !) 
The computation runs as follows. First of all, one computes 
. Afterwards, 
. By 12 we 
the 
one 
have 
h = from 7 and 9 
determines the 
' 1,. 
13 •11, r ... h h 
o. Thus the numbers are 
known and, h·ence, also the Segre numbers 
() 
It suffices to determine 
fork 
, ,, 
si tion of the colurnn vectors 
q 
1 = -.---. 
.fl= 
are obtained 
to 
eigen-
as a proper linear compo-
and that the resulting 
eigenvectors are linearly independent. If this has been done we are 
ready. m · 1 2, ... , k can now be obtained by replacing 
in the linear combination which constitutes 
ql-
• 
these 
15 
m 
• • 
2, 3, ... , k 
Hence 15 
' . • 
• 
ql- m-• By 10 
satisfy 
,m-l 
and 1..:::::.. m <::. 1-
• 
' , ·., 0 
B•et of 
- 5 -
O. Using 15 and the linear indenpen-, 
f : , one easily proves that the k, , 1 
linear independent. Thus, the required 
a 
-k 
O; 
1s linear dependent on the 
q -· 1 . 
From 12 we obtain 
0 ~r L_r -t:.... ••• L 1 -··.. 2 -=-· t'I ql o. 
0~ < can be chosen in a uni-
• 
quely determined manner in such a way that r '= h O for h <. , whereas 
equal top 
which are 
From 
column of 
we have 
i.e. there are exactly r. 
equal top . 
10· and 
is an 
_1 .... O for r 
eigenvector of 
f 1 p, '., 
-1 
belonging 
0 we conclude that 
to 
any 
be a set of a p independent column vectors of .. which is of rank 
a p • 
O for h 
with 1 -~ a -<. p and 
property. By 12, 
has the rank a +a 
p · • Otherwise., 
by 
be 
11, there exists an integer 
the largest integer with this 
is of 
Let 
rank 
be a set of 
Let 
p-a 
p-s 
q -s 
ql- -
5 p 
column 
s p ql 
vectors 
a set of 
From 
a +a s p + p-s a linearly independent vectors. p 
10 we infer 
P - l Yh =' xh 
-
while ·p - column of 
This colunu1 is linearly dependent on 
where h k is a scalar. Pirmlly, we ;, 
.h = zh -
which satisfies 
0 
+ • • . 
introduce the vector 
• 
• 
These 
h 
s, , , s' 
say 
form together with 
• 
p of , p,a .,1 p 
a linearly independent eigenvectors of P. p 
must be p s 
continued. The way of this procedure seems to be enou: clatilJified 
by the above detailed exposition. 
-~~9--~p~e .. 
From 
Let be 
12 -2 
p 15 -2 
-8 2 
41 
-8 
we obtain, successively, 
-··· 
• 
7 
15 
-8 
. 41 
1 · -21 
• 
-25 
16 
1-67 
-12 
r -25 
I 
16 
-67 
ll 
• 
10 
8 
26 
4 
10 
-8 
• 26 
- trace P 
l 
-2 
• 
- 1 
-2 
-7 
2 
-8 
2 
0 
-4 
10 
trace 
2 
9 
-4 
10 
0 
4 
2 
-2 
0 
-3 
2 
-2 
-6 
-8 
5 
-22 
-5 
-6 
-8 
0 
-22 
10 
14 
-12 
38 
10 
14 
-3 
38 
-4 
6 
9 
-16 
-4 
-6 
2 
-16 
-3 
-4 
2 
-lQ l 
-3 
-4 
2 
-15 . 
5 
7 
-4 I 
15 
+9 
I 
5 l 
7 
-4 
24 l 
•1•2 
-3 
2 
• 
-3 
-7 
2 I I 
-3 
2 
-10 
• 
-2 0 
0 -2 
0 0 
0 0 
0 
0 
-2 
0 
trace 
0 .. 
0 
0 
-2 
PB = +2 3 
suffices to compute only one diagonal element 
we 
Q 
and 
... 4 
= r - 5 + 2 
- 2 3 • 
Hence, 
value of 
1 = 2 is a simple eigenvalue while 
multiplicity 3. Any column vector of 
1 is an eigen-
16 
20 
-8 
56 
-4 
-5 
2 
-14 
-8 
-10 
4 
-28 
-4 
-5 
2 
-14 
is, save for multiplication with a scalar, equal to 
1 
the only in-
2. We take 
it suffices to compute only one non-zero column of Q2 
In order to determine the Segre numbers belonging to 
it know rank _ where 
1 dh 
d 
For we have from 12 for the rank 
3 
21 
111 
notation 
r • r 1 • rs 
' 
In the above special case, we have 
3 + 2Bl + .. _. -. 
• 
=1 
5 
5 
0 
15 
1 
C, 
-2 
-2 
0 
-6 
h = 0,1,2. 
3 
-2 -1 
-2 -1 
• 0 o· 
-6 
-3 
2 
• 
• 
3 
There are exactly two eigenvectors belonging to 1. One can 
be obtained as an arbi trar·y 
-------·-------- ........... _ .. ;:: .., ________ _ 
By ·8 we have 1 
.' 0 . 
1. 
• 
- 8 -
We choose 
x2 
Finally, we have 
-1, -1., o, -3 
,~ . ; k +3 I + P .,, - 2I + P 1 
·•• Q we 1 
1 
have 
l,2,3j4 
Hence, the vectors 
X3 
and 
be 
p 
p 
the 1-th column 
- 1 y 2 :J + 
- 1 Y4 + x2 
-3, -4, 2, -12 
10 
15 
-8 
41 
vector 
X4 
set of 
4, 4, -2, 16 
vactors. Here, 
-2 
-4 
2 
-8 
• 
complete the 
belonging to 
invariant 
1 which is linearly independent 
The non-singular matrix 
-4 -1 
5 -1 T xl; x2; X4 -'" 
2 0 
-14 -3 
• 
-6 -3 
-8 -4 
3 2· 
-22 -12 
By 
an eigenvector 
of the e1genveo-
-3 4 
-4 4 
2 -2 
-12 16 
transforms the given matrix P int•· its canonical form 
-;)t p 
• 
0 
0 
0 
0 
l 
0 
0 
0 
l 
1 
0 
0 
0 
0 
1 
• 
Theoretical investigations. 
In this section we shall demonstrate the unproved 
or the preceding paragraph. These are the following. 
1. The coefficients k of the characteristic equation 
m 
computed from 6 • 
• 
assertions 
of P can be 
2. The matrix Q ~ defined by 6 and 7 satisfies 8 . 
3. 9 satisfies 12 where 
the eigenvalue 
the number = belonging to 
Remark. 
Only ror the proof of the third assertion we shall make use 
o:r the·property that there exists a non-singular matrix T for 
be proved without using the latter property. Then, the method 
at' the preceding section yields, simultaneously, a proof of the 
• 
reducibility of Pinto a canonical form. 
l .,. det I - P = + + ••• 
the Hamilton-Cayley theorem states P O. Thus,we have, 
identically, n-1 
n-i n-i 6. I= I -_P -~~ I -P 
I; 
we obtain 
19 
I - p 
I - p 
1 . Hence, 
B =pm+ 
m 
B z: ::, O . and 
n 
• 
n-1 
1=0 
n-1 
• 
1= 
ki 
.,__m;;-i 
...... n-m-1 m 
• • • 
I - P Q r = - I 
m =0,1, ... ,n 
,,., n-3 
the matrix Q 
P. 
defined by 17 and 18 is the adjoint of 
Now, we assert 
d 6 · 
- 10 -
i = 1,2, ... ,n. We then have from 19 
trace Q. trace 
-1 . = 
cl A 
- ,. 
d ' 
for r I 
assertion 
From 
-1 
- P has eigenvalues 
-
-1 
, which proves the 
20 • 
16 , 18 and 20 we obtain 
trace B 
m 
which holds also form 
Hence., by 17. 
trace = trace 
or 
21 k 
m 
Because 17 implies 
-
. n-m km m = 1,2, ..• ,n-l, 
O and m = n by k = 1 B .. I 0 I 0 
- k I 
m n-m k - nk == - mk m m m 
m 
m ··· l, ... ,n· 
= o. 
B ►- PB l + kmI rr1 m- ' ·m 1,2, ... ,n, 
we have already proved the two first assertions mentioned at the 
beginning of this paragraph. 
In order to prove the third assertion we remember that the 
non-singular matrix T of order n can be found in such a way that 
~p 
is the canonical form of 
eigenvalt1es and the same 
· 22 
we have from ,8 
Hence, by A· 
*Q 
satisfies by 22 
* Q 
I - *p 
P see introduction· which has the same 
Segre numbers. Introducing 
T 
det 
matrix 
• 
~ I - P., the rriatrix 
$04 
l 
9 • 
Thus, it appears that, as to the proof of • 12., we tnay res-
trict us to the case that Pis a canonical form. Then, Pis composed 
on 
the main diagonal of P, while all rernaining elements are zero. Let 
1. be the Segre numbers belonging 
Ther·e is a one-one corr:ea .. 
pondenoe betwee·n let 
Here 
main 
• 
. ; 
. I 
+•· 
h 
0 
• 
• 
• 
• 
• 
• 
• 
0 
1 
• • • 
0 
1 
• 
case, 
0 • • • 
' i t I 0 
' . 
0 • • • 0 
• 
• 
• 
1 0 
h 1 
0 ' • • • h 
Q is a continuous function of . which for · 
1, ..• Jg is equal to 
-1 I - p. 
b. r 
diagonal. One easily establishes that,for 
-1 -2 
- - • • • 
-1 0 
-1 - h I - • 
• 
• 
-
0 . . . . . • • • • • • • • • • • 
h 
-qh j• h. , . 
• 
.. 
• 
• • • 
where in each parallel or the main diagonal all elements are 
equal. Because or 
h~l 
we obtain that for any value 
blocks of the fortn 
R . h,j 
. . 
' 
. ' 
0 
• 
• 
-
the tna trix Q is composed of 
I -
-
0 . . . . . . .. . . . . . . . . . . . 
where., again, all elements of 
are 
, JI 
Qh j m 
.. , ', . . ·· 
1 , dm ' . 
'.Lt•. -- R 
We then have 
0 
:;•., 0 
• :fl 1 
Now., the matrix , defined by 
an arbitrary 
be the rank 
parallel of the main 
of the rna trix 
if h 1 
if h and m+l - 4l.. 
' .• 
if h c:' r n:ri 1 and m+l -
with 1 ~ 1 :":-. 
, ·. 
0 
• 
-
7 Q 
is composed of blocks 
hence,has the rank 
h., j 
rh . 
, J, m 
+ 2 
- 12 -
• 
Qh . 
, J:; m 
j=l 
1 + 2 
r l.,j.m 
0 L.. m 
.. 
l,, .. ,g; j 
1 + ••• + 
• . • + m+l 
and, 
m+l 
k 
to 
denotas the number of the which are 
equal k. This proves formula 12 . 
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