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2.1. 非割込み型 EDF スケジューリングの近似解析
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ある．待ち行列理論 [1] [2] [3] [4] では，First-Come
First-Served (FCFS)，Shortest Job First (SJF) [6]，
Shortest Remaining Processing Time (SRPT) [2]，
Round Robin (RR) [7] [8]を適用した場合のシステム
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タスクの待ち時間の条件付き分布関数をW (t|X = x)，
条件付き密度関数を w(t|X = x)とする．
W (t|X = x) = Pr(T <= t|X = x) (2)


























可能である．さらに，HOL 優先権 [2] の応用として，



































































































relative deadline of non-tagged task





Relative deadline of tagged task




Fig. 2 The ﬁrst case where non-tagged are executed












































































z が (x − t) 以内であれば，0 から z の間に対象タス
クが到着すると注目タスクを待たせることとなる．ま













Relative deadline of tagged task
Difference between 
relative deadline of non-tagged task




Fig. 3 The second case where non-tagged are exe-











































クの待ち時間の条件付き期待値 W (x) の各要素 Wo，
W1(x)，W2(x)を求めた．W (x)は式 (4)より，待ち


























































W (t|X = x)を用いると式 (12)は以下のようになる．∫ ∞
0














































とすると，確率分布関数 F (x)，確率密度関数 f(x)は
以下である．
F (x) = 1− e−μx (14)
f(x) = μe−μx (15)
近似的に解くための 2つのアプローチを以下に示す．
• 待ち時間の条件付き分布を近似的に定義する．






















るタスクの待ち時間の条件付き分布関数W (t|X = x)
を以下のように近似する．
W (t|X = x) = 1−Πe−(nμ−λ)K(x)t (17)
ここで，K(x)は条件付けした相対デッドライン時
間に依存した係数である．これは，FCFSスケジュー
リングの場合を 1(= K(x)) とした場合との変化を表
している．当然，FCFSスケジューリングの場合では，






















































図 4 FCFSスケジューリングと EDFスケジューリングの
場合の待ち時間の条件付き分布 (1− W (t|X = x))
Fig. 4 Conditional waiting time distribution (1 −
























式 (18) は，右辺第 3 項の性質上，解くのは困難で
ある．x = 0とした場合，式 (18)の右辺第 2項と第 4






























































図 5 x が小さい場合の式 (20) の第 2 項
















図 6 x が大きい場合の式 (20) の第 2 項
Fig. 6 The second term of (20) in the case that x is
large








図 5のように，式 (20)の第 2項 (e−(nμ−λ)K(t)(t−x))
は FCFSスケジューリング (K(t) = 1)の場合と交差
する分布となる．逆に，注目タスクの相対デッドライ
ン時間 x が大きい場合は，図 5 のように FCFS スケ
ジューリング (K(t) = 1) の場合と交差せずに常に大
きい分布となる．積分すると，交差する場合は，FCFS




場合，式 (20) の第 3 項 (μe−μt) より，誤差が非常に
大きくなる部分では，式 (20) の値自体が非常に低く























































き，式 (17) により，相対デッドライン時間が x であ

















の 10%以内で得るために 200 の標本間隔毎に標本数
が 1000個となる試行を 10回行った．
パラメータを表 2に示し，対応する結果を図 7，図









Table 1 Count of trial and Sample Size
相対デッドライン時間 標本間隔 試行回数 標本数
0-100 10 10 100000
100-200 20 10 100000
200-300 50 10 100000
300-600 100 10 10000
600-1000 200 10 1000
表 2 待ち時間の条件付き期待値 (W (x))
Table 2 Conditional expected waiting time(W (x))
λ 0.001 0.005 0.009 0.006 0.006
μ 0.01 0.01 0.01 0.01 0.01
n 1 1 1 3 6
W (x) 図 7 図 8 図 9 図 10 図 11













図 7 待ち時間の条件付き期待値 (λ = 0.001, μ = 0.01, n = 1)
Fig. 7 Conditional expected waiting time(λ = 0.001, μ =
0.01, n = 1)
• 待ち時間の条件付き分布 (1−W (t|X = x))
パラメータを表 3に示し，対応する結果を図 12，図
13 に示す．なお，各図では待ち時間の条件付き分布

















図 8 待ち時間の条件付き期待値 (λ = 0.005, μ = 0.01, n = 1)
Fig. 8 Conditional expected waiting time(λ = 0.005, μ =
0.01, n = 1)













図 9 待ち時間の条件付き期待値 (λ = 0.009, μ = 0.01, n = 1)
Fig. 9 Conditional expected waiting time(λ = 0.009, μ =
0.01, n = 1)













図 10 待ち時間の条件付き期待値 (λ = 0.006, μ = 0.01, n =
3)
Fig. 10 Conditional expected waiting time(λ = 0.006, μ =




表 3 待ち時間の条件付き分布 (1− W (t|X = x))
Table 3 Conditional waiting time distribution(1 −





1− W (t|X = x) 図 12 図 13














図 11 待ち時間の条件付き期待値 (λ = 0.006, μ = 0.01, n =
6)
Fig. 11 Conditional expected waiting time(λ = 0.006, μ =
0.01, n = 6)



















図 12 待ち時間の条件付き分布 (x = 100)
Fig. 12 Conditional waiting time distribution(x = 100)



















図 13 待ち時間の条件付き分布 (x = 300)
Fig. 13 Conditional waiting time distribution(x = 300)
5. 2 評 価
負荷率に注目し，図 7，図 8，図 9について評価す





を 1と置換えた影響である．高負荷 (図 9)では，最大























ラメータは，λ = 0.005，μ = 0.01 とし，EDF スケ












Wo/(1 − λ/μ)2 である [2]．待ち時間の各要素につい
ては，実行時間が短いタスクに対して優先権を与える
ために本解析でのW1l(x)に該当する要素は存在しな




























のW (z|X = t)について，FCFSスケジューリングの
場合の待ち時間の分布と置き換えた手法である．
















Fig. 14 Conditional expected waiting time W (x) under
each scheduling
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W (x) = Wo + W1(x) + W2(x) (1)
2© 待ち時間の条件付き期待値
待ち時間の条件付き期待値の各要素を求め，条件付















































また，W (t|X = x)は依存係数 K(x)を用いること
により，近似的に以下の式で表せる．
W (t|X = x) = 1− λ
nμ
e−(nμ−λ)K(x)t．(3)
















































































































実 験 で は ，Linux カ ー ネ ル (version2.4.4) と
RTLinux(version3.1pre3) を使用する．また，前提


























回数 100 1000 10000 100000 1000000 10000000
処理 337 3376 33498 333371 3334283 33341903
ループ回数を l，処理時間を sとすると，1次式への近
似は以下となる．












1/λ 1000 1000 1000 10000 10000 10000
1/μ 200 500 800 2000 5000 8000
W(x) 図 7 図 8 図 9 図 10 図 11 図 12





















図 7 平均待ち時間W(x)(1/μ = 200)
(5) 評価
図 10，図 11，図 12においては，実測データと解析結果
がほぼ一致しているが，図 7，図 8，図 9においては，大
きな誤差が表れている．また，高負荷 (図 12と図 9)の時





ンとループ回数算出の処理時間 (図 13 の 1©) が含まれる．
さらに，それに加えて，タスク起動 (図 13の 2©)とコンテ
キストスイッチ (図 13の 3©)の時間が必要となる．
‒ 19 ‒























図 8 平均待ち時間W(x)(1/μ = 500)
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図 9 平均待ち時間W(x)(1/μ = 800)
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図 10 平均待ち時間W(x)(1/μ = 2000)
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図 11 平均待ち時間W(x)(1/μ = 5000)
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的とするスケジューリング方式 Output Rate-Controlled Gen-
eralized Processor Sharing (ORC-GPS) を提案している [4]．
ここで，スケジューラブル領域とは，決定的遅延保証が可能な
遅延の範囲のことである．N 個の End-to-Endトラヒック (以
下，セッションと呼ぶ) が与えられ，セッション iの最大遅延
を di と表記すると，スケジューラブル領域は保証可能な最大遅










































2. 1 Leaky Bucket
ネットワークに流入するトラヒック特性を保証するために，
Leaky Bucketモデル [1]を用いる．
時間 (τ, t]でのセッション iのネットワークへの流入量Ai(τ, t)
は以下となる．
Ai(τ, t) <= σi + ρi(t− τ), ∀t >= τ >= 0. (1)
この制限より，平均レートが ρi，最大バースト長が σi となる．
Ai(τ, t)が式 (1)に従う場合，Ai ∼ (σi, ρi)と表記する．
2. 2 各 定 義
時間 (τ, t]でのセッション iのサービス累積量を Si(τ, t)，セッ
ション iがデッドラインを守るために必要となる時間 (τ, t]で









は，N 個の重み φi (i = 1, 2, ..., N) で特徴付けられる．さら
に，サービスを制限するためのバケット (以下，サービス制限
バケットと呼ぶ) を各バッファの後方に導入する (図 2)．ここ
で，サービス制限バケットの平均レートを ρi，最大バースト長
















の経路全体を考慮する．ノード m におけるセッション i の重






（ 1） セッション i は Ami ∼ (σmi , ρi) に従って，ノード m
にトラヒックが流入する．
（ 2） セッション iはその経路において以下が成り立つ．
Ami (τ, t) = S
m−1
i (τ, t). (3)
ここで，Ami (τ, t)はノードmにおける時間 (τ, t]でのセッショ
















ン iの最悪ケースのサービス曲線 Sˆi(t)を図 3に示す．
図 3 全グリディシステムにおけるセッション i のサービス曲線 Sˆi(t)
セッション i の時間 [ty−1, ty] におけるレート ryi (i =














また，セッション iは時刻 tx にサービス制限バケットによる
制限を受けるので以下が成立する．
σsrv,i + ρitx =
x∑
l=1
rli(tl − tl−1). (5)





rli(tl − tl−1) + rxi tx−1
rxi − ρi
. (6)


















Li(t), for t <= tx
Li(tx) + ρi(t− tx), for t > tx
(8)
セッション iの最大遅延 d˜i は，入力トラヒック曲線 σi + ρit
と最悪ケースのサービス曲線 Sˆi(t)の水平距離の最大値となる
ので，以下で求められる．
















ノードmにおいて，セッション iが xm 番目にサービス制限
バケットによる制限を受けるものとする．つまり，i = Km(xm)

























Ui(t) = min{GKii (t), σKisrv,i + ρit}. (13)
ここで，Ki はセッション iの経由するノード数である．また，
GKii (t)は以下の手順により求めることができる．
（ 1） GKii (0) = 0，Glist = φとする．
（ 2） EKii から傾きの最も小さい要素 e
new = (rnew, znew)
を取り出し，Glistへ挿入する．これを EKii の要素がなくなる
まで繰り返す．
（ 3） Glistの要素から，GKii (t)を区分線形凸関数として定
義する．
End-to-End最大遅延 d¯i は，入力トラヒック曲線 σi + ρitと
ユニバーサルサービス曲線 Ui(t) の水平距離の最大値であり，
以下で求められる．
d¯i = t. ただし，σi = Ui(t). (14)
4. 従来方式との比較







σ∗srv,i = σi − ρit∗x and t∗x = d˜i. (15)
また，この時のセッション iの最大遅延 d˜i は式 (16)で求め




























図 4 End-to-End 最大遅延 (サービス量が σi に達すると同時にサー
ビス制限バケットの制限を受けるケース)














AS σ ρ セッション
# Kbits Mbps 数
0 800 3 1
1 10 0.0064 15
2 800 3 5
3 80 0.5 45
4 10 0.0064 245
5 800 3 5
6 80 0.5 40
7 10 0.0064 100
8 800 3 1




# N0 N1 N2 N3
0 120 100 - -
1 60 40 - -
2 120 - 120 -
3 80 - 80 -
4 60 - 60 -
5 - 100 - 100
6 - 60 - 60
7 - 40 - 40
8 - - 120 100















ここで，dEi < dEj である時は，i < j となるように順序付けさ
れているものとする．





最適値 σ∗,msrv,i と等しい値に設定する．式 (16) より，各ノード
m において表 2 の EDF における最大遅延を超えないように，
各ノードにおける ORC-GPSの重み (φmi , ..., φmj )を求める．
次に，各ノードmにおいて重みを上記の値に固定し，サービ










i − σ∗,msrv,i) (18)
表 3 End-to-End 最大遅延 (EDF，ORC-GPS，GPS)
AS # EDF ORC-GPS (msec) GPS
(msec) p=0 p=0.3 p=0.5 p=0.8 (msec)
0 220 192 170 178 183 184
1 100 98 69 60 60 60
2 240 196 178 191 200 201
3 160 127 95 95 95 95
4 120 116 83 60 60 60
5 200 167 140 148 161 167
6 120 101 75 68 68 68
7 80 78 55 40 40 40
8 220 151 157 169 189 199
9 100 102 76 60 60 60
（ 3） GPS
GPS の重みを (2) の ORC-GPS の重みと同じ値に設定し，
End-to-End最大遅延を求める．















方式である Output Rate-Controlled Generalized Processor
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時間 T から，p が各ノードに到着し，送出されるまで









フロー F に属するパケット pの要求伝送時間を T，ノー
ド iにおける遅延重みを wid とすると，ノード iにおけ
るDirelative は，










































































フロー lの D.P.(Delay Prediction)値を，











1. 要求伝送時間 T が D.P.瞬時値を満たす
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Scheduling Algorithm for Maximizing Schedulable Region
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Abstract In this paper, we propose a scheduling algorithm for maximizing schedulable region, called Output
Rate-Controlled Generalized Processor Sharing(ORC-GPS). The schedulable region is deﬁned in terms of delay
bounds that can be guaranteed. Recently many packet scheduling algorithms based on Generalized Processor Shar-
ing(GPS) and Earliest Deadline First(EDF) have been proposed in order to guarantee deterministic or statistical
delay bound. ORC-GPS is a rate-based scheduling like GPS and controls the output rate using bucket. As a result,
ORC-GPS has almost the same schedulable region as EDF in single-node setting and the schedulable region larger
than EDF in multiple-node setting.
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る．Generalized Processor Sharing(GPS) [2], [3]に基づいたス
ケジューリング方式として，Packetized GPS(PGPS) [2]～[4]，
Worst-case Fair Weighted Fair Queueing(WF2Q) [5] があり，
Earliest Deadline First(EDF) [6], [11], [12] に基づいたスケジ
ューリング方式として，Delay Earliest Due Date(Delay-EDD)












































2. 1 Leaky Bucket
Leaky Bucket [2] では，トークンは固定レート ρi で生成さ
れる．パケットはバケットから要求されたトークンを取り出し
た後にネットワークに流入する．
時間 (τ, t] で，ネットワークに流入するセッション i の総量
Ai(τ, t)は以下となる．
Ai(τ, t) <= σi + ρi(t− τ), ∀t >= τ >= 0. (1)
この制限より，平均レートが ρi，最大バースト長が σi となり，
ネットワークに流入するトラヒック特性を保証することが可能
である．また，Ai(τ, t)が式 (1)に従う時，Ai ∼ (σi, ρi)と表




をグリディと呼ぶ．セッション iが時刻 τ でグリディになる場
合の流入量 Aτi (τ, t)は以下となる．




ションの総量 A0i (0, τ)が以下の時である．
A0i (0, τ) = σi + ρiτ, τ >= 0. (3)
2. 3 スケジューラブル領域
N 個のセッションがあり，セッション iの最大遅延を di とす
る．ここで，di が満たさなければならない条件をスケジューラ
ブル条件と呼ぶ．遅延ベクトルは −→d = (d1, d2, ..., dN )で記述
され，スケジューラブル領域は遅延ベクトルの集合として定義
される．






3. 1 定 義
ORC-GPSでは，N 個のセッションがサービスされるサーバ
は，N 個の正の実数 φi(i = 1, 2, ..., N)で特徴付けられる．セッ






















図 1 ORC-GPS 図 2 ORC-GPS のサービス曲線
サービス量制限バケットを用いた場合のサービス量 Si(τ, t)
は以下に制限される．
Si(τ, t) <= σsrv,i(τ) + ρi(t− τ). (4)
ここで，σsrv,i(τ)は時刻 τ におけるサービス制限バケットの
残りのトークンである．











長に達するセッションを j とする．さらに，セッション j が最
大バースト長 σj をサービスするのに要する時間を dj とする
(図 3)．
[dk−1, dk]の間にセッション iがサービスされるレートを rik
‒ 30 ‒









セッション 1は d1で最大バースト長 σ1に達するので，[d1, d2]
















, k < j, k = 1, ..., N. (7)












平均レート ρL(k) に関して式 (8)に従う順序を Feasible Or-
deringと呼ぶ．














































































式 (12)を満たすセッション iの重み φi を求める．
式 (12) を展開し，式 (12) の両辺に φ1‥φiC(C − ρ1)(C −
ρ1 − ρ2)‥ (C − ρ1 − ρ2 −‥− ρi−1)を掛ける．それを整理す
ると以下となる．




φl(φi−1σi) >= 0. (13)
ここで，任意の iについて，C −∑i−2
l=1





φl >= 0. (14)
式 (14) の不等号に関しては，式を満たすセッション i の重




φi >> φl, l = i + 1, ..., N. (15)
□
4. 2 マルチノードにおけるスケジューラブル領域の比較
シングルノードでは，定理 2 より，ORC-GPS は EDF と
ほぼ同一のスケジューラブル領域を持つ．また，EDF の最大
End-to-End遅延はシングルノードでの最大遅延の合計になる





ルを用いる．ここで，Amj をノードmにおける時間 (τ, t]での
セッション jの流入量とし，Smj をノードmにおける時間 (τ, t]
でのセッション j のサービス量とする．
（ 1） ノードmにおいて，注目するセッション i以外のセッ
ション j は，Amj ∼ (σmj , ρj)に従って，トラヒックが流入する．
















［定理 3］ マルチノードでは，ORC-GPSは EDFより大きい
スケジューラブル領域を持つ．
([定理 3]の証明)



























ここで，dij はノード kにおけるセッション iのセグメントの









{(ri,mj , di,mj )}. (19)
ユニバーサル曲線は集合 Ei,k から傾きの小さいセグメント
を順番に組み合わせて構成される．














また，セッション iの総ノード数が Ki の時，ユニバーサル


















ri,mj = σi + σ
2
i + ... + σ
Ki
i . (22)




ここで，di(τ)は時刻 τ におけるフロー iの遅延であり，ユニ
バーサル曲線 Ui(0, t)を用いると以下で定義される．
di(τ) = t− τ, Ui(0, t) = Ai(0, τ). (24)
ユニバーサル曲線におけるサービス量が σiを超えた場合，入
力トラヒックの曲線の傾きは ρi となる．式 (21) と式 (22) よ
り，明らかに時刻 d1i + ...+ d
Ki
i の時点でサービス量が σi 以上
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デッドラインに基づいたスケジューリングを適用し，ユーザが要求する伝送時間の保証という観点での評価を行う．
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される， GPS (Generalized Processor Sharing) 方式，フロー














































2. 関 連 技 術
2. 1 統計的保証サービス








を Ti，違反率 δi，セッション i に属するパケットの総遅延を
Delay of Packet P とした時，









2. 2 Connection Admission Control(CAC)
ネットワークリソースが有限である場合，ネットワークが無
制限にフローの接続要求を受け付けると，新規接続フローの



























































































































ロー F の要求伝送時間を T ′，パス k に対して，k上の全ノー
ド数を n，ノード iから送信されるリンク遅延を Li とすると，











































（ 1） 要求伝送時間が D.P.瞬時値を満たす




3. 3. 1 D.P.瞬時値の参照
今，時刻 tにおいて，新規フロー lがパス k に参加する場合
を考える．提案では，時間間隔 T の間，フローを観測し，D.P.
値を計測するものとする．このとき，2T <= t <= 3T とすると，








3. 3. 2 時間間隔 τ の間の安定度 αの参照
上記のD.P.瞬時値が要求伝送時間を満たす場合，次に，D.P.
値の安定度を検査する．安定度 αとは，時刻 tから，t − k の
間における，D.P. 値の変動を示す値で以下の手順により決定
する． 
for (k = 1; k <= τ; k++) {





























力フロー l のレートを記録する．このフロー l を参照フローと
する．この時，パス k における，新規参加フローの要求レー
ト Rin[Mbps]，参照フロー l によるパス k の D.P. 値の増分を














































図 5 EDF スケジューラのスループット特性
ンによる評価を行った．

















また，リンク容量はすべて，10Mbps，リンク遅延 Li は 1ms
とする．提案方式で用いるパラメータに関しては，T = 100s，












































生していた (3%) のに対し，case(b), case(c) の場合では発生
していない．また，負荷が 0.75 付近での違反率は，case(a),




次に，n1 = 1, n2 = 2, n3 = 3とすることで，ホップ数によ









































































n1 = 1, n2 = 2, n3 = 3 とした．
図 9，10に，T=100sの間フローを発生させ，その際に測定
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Abstract In soft real-time system, missing deadline doesn’t cause failure directly, but it is important to calculate
and investigate the average and worst system performance in advance. The well-known algorithm for real-time
scheduling is EDF(Earliest Deadline First) scheduling algorithm. EDF scheduling algorithm assigns priorities ac-
cording to deadlines, and is able to handle not only periodic tasks but also aperiodic tasks. We analyze system
performance(e.g. mean waiting time) on the assumption that the arrival, the exection time and the relative dead-
line of the task are described in terms of probability distribution functions, and evaluate it through the simulation.
Speciﬁcally, we assume the system with Poisson arrival, exponential relative deadline, exponential execution time,
uniproccessor, inﬁnite buﬀer size and non-peemption.
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FCFS，SJF (SPT ) [1]，SRPT [7]，RR [2] [3] 等があり，リ
アルタイム系として，EDF [4]，LLF 等があげられる．非リ
アルタイム系に関しては，多くの解析が行われ，待ち行列理












































は F (x) であり，到着するタスクの相対デッドライン時間が





















• 実行時間比率 nの時，相対デッドライン時間 xのタスク
の待ち時間の分布について以下に定義する．
実行時間比率 nの時，相対デッドライン時間 xのタスクの待
ち時間を τ とし，待ち時間 τ が t以下となる確率を P (τ <= t)
とした時，それを分布関数をWn(x, t)として定義する．タスク





































（ 1） 注目タスク (相対デッドライン時間 x)の到着時に実行
中のタスクによる待ち時間Wo
（ 2） 注目タスク (相対デッドライン時間 x)がキューに到着
した時点で，注目タスクより先に実行されるタスクによる待ち
時間W1n(x)














































































スクの相対デッドライン時間の差分 (t − x)より大きい場合で
ある．対象タスクの待ち時間が z である場合に，z が (t − x)
以内である場合は対象タスクは注目タスクに影響を与えない．








t−x(z − (t− x))wn(t, z)dz となる．また，相対デッドラ

































(z − (t− x))wn(t, z)dz
)
dt (11)





















場合である．注目タスクの待ち時間が z である場合に，z が
(x − t) 以内であれば，0 から z が対象タスクの到着範囲とな
































































































































































Wn(x, t) = 1−Πe−(nμ−λ)K(x)t (16)
ここで，K(x)は相対デッドライン時間に依存した係数であ
る．これは，FCFS スケジューリングの場合を 1(= K(x))と
した場合の傾きの割合を表している．当然，FCFS スケジュー
リングの場合では，相対デッドライン時間に依存しないので
K(x) = 1の固定となる．EDF スケジューリングの場合は，相
対デッドライン時間 xによってK(x)が変動する．xが大きくな
るにつれてK(x)は小さくなる．両スケジューリングの待ち時間
を τ とし，τ が tより大きくなる確率 P (τ > t) = 1−Wn(x, t)
を比較すると，図 4 となる．FCFS スケジューリングの場合
は，どの相対デッドライン時間でも常に同じ分布となり，EDF
スケジューリングの場合は，相対デッドライン時間が長いタス
ク (K(x) < 1)は，待たされる確率が高くなり，相対デッドラ



























































条件を与える必要がある．境界条件を x = 0 とした場合，式














































図 5 x が小さい場合の 2 番目の項
:FCFS
:EDF1
図 6 x が大きい場合の 2 番目の項








ドライン時間が x が小さい場合は，図 5 のように FCFS ス
ケジューリングの場合と交差する分布となる．逆に，注目タス








































































λ 0.001 0.005 0.009 0.006 0.006
μ 0.01 0.01 0.01 0.01 0.01
n 1 1 1 3 6
WQn(x) 図 7 図 8 図 9 図 10 図 11






















図 7 (λ = 0.001, μ = 0.01, n = 1)






















図 8 (λ = 0.005, μ = 0.01, n = 1)






















図 9 (λ = 0.009, μ = 0.01, n = 1)
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図 10 (λ = 0.006, μ = 0.01, n = 3)






















図 11 (λ = 0.006, μ = 0.01, n = 6)
• 待ち時間の分布 1−Wn(x, t)
相対デッドライン時間 xに対する評価を行う．パラメータを
表 2に示す．ここで，x = 100については相対デッドライン時
間が 95から 105の間にあるタスクの待ち時間，x = 300につ
いては相対デッドライン時間が 290から 310の間にあるタスク
の待ち時間の分布を示す．





1−Wn(x, t) 図 12 図 13


















図 12 (x = 100)


















図 13 (x = 300)
5. 2 評 価
負荷率に注目し，図 7，図 8，図 9について評価する．低負
荷 (図 7)と中負荷 (図 8)の状態では，よく一致している．高負
荷 (図 9)の状態では，平均実行時間の 1.5倍あたりから 4倍あ
たりまで，多少のずれが生じている．これは，式 (13) の 3番
目の項を FCFS スケジューリングを仮定した場合と置換えた
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