This paper presents interfacing techniques to integrate a virtual environment (VE), computer graphics, image-based modelling, and other technologies in a networked system for robot control. Technologies such as networked robotics have advanced rapidly in the past decade, bringing a physical aspect to the usage of the Internet. Various applications of Internet telerobotics have been investigated and a variety of techniques have been proposed to increase the control robustness and efficiency of such systems. In this paper, we introduce a teleoperated robot manipulator that uses VE and other supporting technologies as a human-system interface to suppress the variable communication latency of the Internet. The paper focuses on the control techniques and the system structure that supports the implementations of the techniques.
Introduction
In the last few decades, the technology of teleoperated robots has begun to provide valuable tools for negotiating inhospitable environments in scientific investigations and in some industries. With a teleoperated robot, an operator can perform tasks that would otherwise require a human operator to be "on site". However, such systems have normally been used only for performing some critical investigation and have been accessible only by highly trained operators. For less critical and cost-sensitive applications, the use of such system has tended to be very limited because they typically require the establishment of a dedicated communication line and the use of special-purpose hardware.
Only recently have the continued advances in computer and networking technologies provided the material foundations that allow us to attempt solutions for the above mentioned applications. General-purpose PCs and the associated computing technology have become so powerful that, together, they make it practical for us to replace special-purpose hardware with cheap, general-purpose PCs without causing an unacceptable degradation in the performance of the robotic system. Likewise, the development of the Internet as a ubiquitous communication network has allowed the costly dedicated communication lines, as required by conventional teleoperated robotic systems, to be replaced by a standard Internet connection. As a result, more and more networked robots are being introduced to perform a variety of tasks such as space exploration, 1,2 remote painting, 3 navigating an environment, 4 and so on. However, at present it would challenge a networked robot to assign it a task undertaken by a conventional teleoperation system. Broadly speaking, there exist two problems yet to be completely solved before a networked robot would compete fully with a conventional teleoperation system. The first is related to the issue of human-system interaction. Replacing special-purpose hardware with a generalpurpose PC demands a user interface with a functionality and ease of use that are comparable with those of the special-purpose hardware. The second problem is linked with the nature of Internet communication, which is still characterised by limited bandwidth and random delays; this contradicts the requirement of most teleoperation systems for a fast and stable communication channel. As a result of these problems, many systems reported in the literature have had to rely on a very primitive user interface that consists of a few buttons and perhaps some snapshots of the working scene to guide operations. 2, 5, 6 Inevitably, operating such systems has been laborious and error-prone.
At present, VE technology seems to be very promising for addressing the above problems. Experience in conventional teleoperation research has shown that a VE can be a powerful tool for task preview and rehearsal in teleoperation. 7 It has been demonstrated that a VE is even more valuable for a networked robot than for its conventional counterpart as it can reduce the volume of communication required between the local and remote sites, thus reducing latency and removing the major impediment to effective networked robot control. 8 However, it is less evident how this technology can be utilised to provide a suitable control environment. In this paper, this issue will be investigated by incorporating a range of control techniques into the interface design of networked robot.
Previous research has shown that the extent to which a VE can support task operations depends greatly upon how well the VE represents the physical environment, especially if that environment is changing. This poses a serious problem of applying VEs in telerobotics, because a VE is normally created using explicit 3D models; hence, it is difficult to update the VE when unpredictable changes take place in the real environment at operation time. Our research has shown that image-based modelling methods, if applied suitably, can allow the changes to the main features of the scene to be tracked and updated manually so that the virtual work site faithfully maps the physical environment. In this aspect, this paper will present a modeller that facilitates on-line model acquisition and VE updates. This modeller, together with the operation interface, comprises a complete set of tools for the control of a networked robot manipulator.
The above matters will be addressed within a server-client framework and at a level suitable for most current applications and current network technology. That is, we require that both the changes in the environment and the operation tasks are not hugely time-critical, and that the current Internet bandwidth is appropriate to support them so that the changes to the work environment can be captured by a camera and the relevant image can be downloaded to the user in a reasonable time.
Background
Since the pioneering Internet-based robotic systems first came on-line, 5,9 a number of other networked robots have been investigated and reported. The significance of these systems is obvious -they have provided valuable opportunities for researchers to identify and investigate, in increasing depth, the problems associated with networked robotics. The characteristics of Internet communication determine that using the Internet as the communication medium for teleoperation is not achieved simply by replacing the dedicated transmission lines of a conventional teleoperated robot with the Internet -to achieve a functioning networked robot, a number of technical issues must be thoroughly investigated.
To begin with, we need to consider the architectural issue of networking and its implications in the structure of the robotic system. The relationship between the components of a teleoperated robot -the local and the remote subsystemsis inherently interactive, which requires that the communication between the two subsystems can be initiated in both directions. In conventional teleoperation, the interactivity can be achieved by the use of more than one dedicated channel, or by multiplexing when only one channel is used. Within the framework of networking, the requirement for interactivity can best be supported by a peer-to-peer networking architecture. However, reliance on such an architecture would severely undermine the scope of applications and the accessibility of a robot system. This is because a peer-to-peer network is usually confined to a small geographical area. Consequently, the so-called server-client network has become the de facto underlying architecture of networked robots when a large geographical area is to be covered.
While extending the accessibility of the networked robots, the server-client architecture is less friendly to the interactions between the local and the remote subsystems of the robots. Server-client communication, as supported by the common communication protocols, is usually unidirectional and initiated by the client by polling the server. This becomes very restrictive to achieving better operatorsystem interfacing and better performance when the Internet is used for telerobotics -the operators (the clients) must poll the servers at short time intervals to obtain the current status of the robots (the servers). If a large amount of data has to be transmitted as a result of each polling, such as sending a video sequence or images of the work sites, the systems can easily become overwhelmed by the volume of communication traffic.
In addition to these architectural issues, we need to understand the properties of Internet communication to be able to judge whether it will satisfy the requirements of a teleoperated robot for its communication channels, and subsequently, the implications for the task operations and system design. It has been shown that, under most circumstances, Internet communication tends to impose large, nondeterministic and time-varying delays, which advocates a probabilistic model that is characterised by the statistics of delay and loss of data parcels. 10 However, even if it is possible to measure the statistical parameters of the model, they are usually far below the threshold values necessary for facilitating a teleoperation system in which video display and direct manipulation are involved. Neither can these parameters facilitate a prediction mechanism that allows us reliably to determine the time delays.
To overcome the problems caused by the communication attributes of the Internet, several strategies have been investigated to increase the stability and efficiency of teleoperated robot systems. Some strategies used in conventional teleoperation can be transferred directly to networked robotic systems. Typically, supervisory control and learning control are very valuable if the operations and the environments can be completely or partially modelled, which allows tasks to be automated. In supervisory control, the remote robot is programmed and it then operates largely autonomously -it only interacts with the human operator when it encounters a situation it cannot handle. In learning control, the robot can learn from the sensory information how to deal with some typical situations and, on successful completion of the learning session, can handle the same or similar situations without human intervention.
The implementation of supervisory control and learning control requires a considerable degree of automation, which enables the user to control the system at high level, such as directing the robot to perform the predefined tasks. However, many (if not most) operation tasks involved in teleoperation will be specified on site rather in advance, so such strategies are advantageous only if the remote robot can automatically assess the environment and organize the operation task autonomously, which is unlikely. Conceivably, the implementation of the above strategies imposes strict restrictions on the design and manufacturing of the remote robot and limits the application scope of these approaches. In practice, the most frequently used strategy is direct control.
In direct control, the human operator is a key component of the control loop of the system. The human operator perceives, processes and acts upon the information gleaned from the remote site. The remote robot, without any intelligence, acts as a slave that responds to the control commands issued by the human oper-ator. Although it has the minimum level of automation, this strategy provides the maximum level of flexibility with respect to task and environment variations.
Under the restriction of Internet communication, most current networked robots using direct control have been forced to adopt a simple control interface consisting of images of the work site for visualisation and text fields for issuing control commands. This has proved to be inadequate for good teleoperation control, and, for most existing systems a successful manipulation often involves much trial and error. To avoid faulty operation, users must adopt a control-and-wait strategy to complete the task operation. Inevitably, the operation is then highly inefficient and error-prone.
One way of supporting a higher degree of interactivity is to use computer graphics to create a VE within which the task operation is performed. As the VE can respond instantly to user input, it provides the user with a medium with which to engage in task operation without experiencing the delays associated with Internet communication. In addition, a VE provides a navigable 3D environment, which visualises the work site but possesses attributes that the physical environment does not have: it allows a task operation to be simulated, planned, rehearsed and rectified before being submitted for execution but without involving any danger or cost.
However, to realise the full potential of VEs, a number of issues must first be addressed. One of the crucial issues concerns the handling of uncertainties associated with changes that may take place in the environment during the teleoperation. This is related to the way in which VEs are represented in graphics systems. In most cases, objects have to be represented as explicit graphical models, the definition of which is a time-consuming process and usually performed off-line. Thus, modelling a dynamic teleoperation scene in which new objects may appear, presents problems.
A range of technologies exists to support the online acquisition of 3D models, for example. scanning systems, such as laser scanners. However, the obvious limitations of these devices, such as their limited working volumes and the need for free navigation or different views of the work sites, prevent them from being used for capturing a large practical teleoperation site.
Under certain circumstances, methods from machine vision, image processing and computer graphics can be employed to recover full or partial 3D models.
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However, for systems such as those considered in this paper, it is difficult to sustain the conditions required for these methods to work.
With consideration of all of the problems and restrictions, we have developed a VE-based client-end subsystem for the control of a robot manipulator that has been linked to the Internet for our research. In addition to using a VE to visualise the work site, in the control interface, we introduced a set of tools for operation control and task planning and rehearsal to counter the aforementioned negative effects of the Internet on teleoperated robots.
The VE modeller developed can handle the online modelling of the dynamic phenomena typical of teleoperation scenarios, such as the presence of new objects, object displacement due to external intervention, or faulty operations such as the physical manipulator accidentally dropping an object. Based on camera calibration and image and workspace analysis, the modeller works on single images, allowing us to compose and edit the VE embedded in the robot control interface. For the modeller to work, we assume that the objects involved in the dynamic processes are either, themselves, geometric primitives, or can be closely approximated by a small set of such primitives.
Networked Robot System
The robot system is based on a server-client architecture. Accordingly, it can be conceptually broken down into two parts: the client subsystem and the server subsystem, which are connected via the Internet. The subsystems can be further broken down into their constituent components, as shown in Fig.1 . The server part of the system consists of a networked PC and a Unimation Puma 560 manipulator, attached through the RS232 port of the PC and the control unit of the robot. A camera and a frame grabber capture images of the scene and provide feedback to the operator at the client end. The client sub-system consists of various software modules; these provide the interfacing tools with which users operate the robot, model the work environment, plan tasks and control the other attributes of the teleoperation system. These modules are organised in a two-layered structure.
At the top layer is the robot-control and client-server communication module. This interfaces between the client and server sub-systems and between the client sub-system and the user by providing facilities such as system mode control, manipulation control, view-platform control, and system-parameter control. It also regulates the interactions between the functional modules beneath it and provides the user with access to them.
Beneath the top layer are the various functional modules, which are arranged as parallel structures. The VE module receives robot-motion data from the communication module when the system is in on-line mode, or receives control data from the interface and robot-control module when the system is in off-line mode. Driven by the data, the module provides the user with both 3D visualisation of the robot and its workspace and quantitative information such as the current coordinates or joint angles of the real, or the virtual, robot.
The task-planning module is a mechanism that, when activated, tracks the user's operations; it works with or without reference to the path-planning module. It is provided with various editing functions and interpolation algorithms and, together with the path-planning module, it replicates or generates the modified task operations. The path-planning module extracts environmental information from the VE to perform path searching and obstacle avoidance. The remote robot-programming module provides an alternative tool of manipulation control for advanced and complicated task operations, such as assembly, object capturing, following exact path, etc. This module is organised as an interpreter of the commands of the robot-control language. The VE modeller provides the environment and facilities required by modelling and image analysis, such as tools for scene-structure analysis and navigation of the images captured and tools for 3D modelling, which we shall discuss in detail in Sec. 5.
To achieve good platform compatibility, all the software modules have been implemented in Java. The VE is achieved by using the Java3D API, which supports a scene-graph structure of the VE and is versatile for both low-and high-level graphical modelling. The VE modeller is implemented using JAI API that provides facilities such as image format conversion, various image filters and other basic image processing functions. Fig.2 shows the implementation of the user interface and the layout of the components of the client-end subsystem.
VE and Control Interface
In this section, we shall give a detailed discussion of the functionalities and realisation of the components of the VE and control interface, and how interactions take place between them.
VE Module
The purpose of providing the VE is to give the operator a visual aid to assess the exact spatial relationships between the manipulator and the objects upon which it acts. It is not intended that the VE will be a precise replica of the remote work site. Therefore, some information that is irrelevant to this purpose, such as the background and zero ground, can be removed from the VE and replaced with simple components that will increase the visibility of the components of major concern. In principle, from the point of view of pure graphical modelling, any component of the VE can be modelled on-line using the facilities provided by the VE modeller, including the manipulator itself. However, simulation of the manipulator requires a tight control over its kinematic and dynamic properties. These properties, in terms of a mathematical model, are hard to define on-line. We have modelled the manipulator off-line with simple components such as cylinders and polygonal prisms. Altogether, six DOFs (degrees of freedom) have been defined by corresponding joint variables through which control or feedback joint-angles will be fed into the model. Doing so does not necessarily mean that the flexibility of the system is impacted, because the information about the robot itself is always available whenever one is planning a teleoperation system.
To reduce complexity, we represent the structure of the manipulator by the simplest geometric primitives. The model of the manipulator consists of thirteen basic elements: ten cylindrical and three irregular. Other objects in the teleoperation scenario are also given simple representations, for example the stands for objects can be approximated by cuboids. The floor can be approximated by a plane object with suitable texture mapping. All of the objects are implemented as Java3D classes.
The joint motions of the virtual manipulator have been realised through Java3D's built-in mechanism for animation. The joint angles obtained from the inverse kinematics computation or from the physical manipulator can be fed into transformation nodes of the scene graph at every frame basis. The angles are then are picked up by Sensors and are channelled through the InputDevice to the behaviour nodes. The picking and placing actions are realised by employing collision detection within the behaviour control. WakeupOnCollisionEntry and WakeupOnCollisionExit criteria are used to activate the behaviour controls.
The VE interacts with the other components of the system through the control panel, which arbitrates the information that should be fed into the VE or into other parts of the system, according to the working mode of the system. In the on-line mode, if manipulation commands are issued through the control buttons on the control panel, the virtual manipulator will present the operator with instant reactions to his control inputs thus hiding the delays from the operator. On the other hand, the control commands issued by the operator will be passed on to the remote robot through the communication module in which a hand-shaking mechanism ensures that the commands will be executed by the robot. Under this circumstance, the actions of the virtual robot and its physical counterpart are asynchronous.
Also in the on-line mode, if manipulation commands are issued from the programming window, as shown in the bottom of Fig. 2(b) , the feedback from the remote robot will be used as the inputs for the VE. Under this circumstance, the motions of the virtual and physical manipulator are nearly synchronous (the delay is insignificant if small data parcels are transmitted), and the operator can assess the result of operations by examining the VE. Advantages of examining the VE rather than the image include the fact that situations at the work site can be approached from any view angle at the operator's disposal.
In the off-line mode, the VE functions as a simulator. With the aid of the VE and the task planner, the operator can plan, edit, rehearse, and record a complicated task operation. Upon the operator's satisfaction, the task can be submitted to the remote robot for execution.
Control Panel
The control panel is the central unit of the client sub-system. It manages the events issued by each functional module and directs them to other modules for appropriate action. For example, on completion of the rendering of each frame, the VE module sends out an event. When distributed by the robot-control unit, it activates the inverse kinematics computation or invokes a query for new joint angles from the server so that the virtual manipulator exactly repeats the actions of the real manipulator.
The control panel also provides the interface elements that are necessary for the user to interact with the system. As shown in the right-hand side of Fig. 2(a) , it provides the teleoperation operator with three sub-panels: mode option, control option, and (in on-line/off-line modes, respectively) a controller/task planner. On the mode-option panel, the user can choose between on-line or off-line operation, and the connection to the server is invoked or terminated in response to the user's selection.
In the controller panel, various elements are provided for the full control of the motion of the robot. The panel defines six motions: three translations and three rotations. By pushing one of the buttons, continuous motion is generated in realtime. When the system is in on-line mode, the user control is directed to the VE and a command buffer that, in turn, directs the commands to the communication module on the client side, which dispatches the control to the server to control the physical robot. When the system is in off-line mode, the control commands collected by the panel are fed into the inverse kinematics computation procedure that produces the control data used for animating the virtual robot.
While supporting the above functionality, the panel is also a terminal for the user to assess the navigation control of the VE. Considering the available hardware on the client computer, we have two options when implementing the control for VE navigation. One is to use the standard mouse functions such as mouse dragging or clicking-and-dragging over the graphics content. Two problems were experienced when using this technique. One is with the fine adjustment of the view platform, which demands full attention and perfect operation to realise, which is difficult when there are lags in response to user inputs due to the performance of the system. The other is related to specific control actions such as making the view platform move along a straight line or rotate around a special axis. In such cases, the desired results proved almost impossible to achieve.
The second option achievable with standard input devices is to define the possible motions of the view platform and to allow the form of motion and its magnitude to be specified. We defined six motions for each of the six DOFs of the view platform. To reduce screen clutters, the robot motion control and view platform control share the same controller panel, and the switch between them is effected by selecting within the control-option panel.
In addition to switching between the robot-motion control and the view-platform control, the control-option panel also facilitates the fine-tuning of the control parameters. The user can choose the desired rate of motion in planning an operation task or in manipulating the view platform. This functionality is particularly useful for fine-tuning of control operations.
Task Planning
The task-planning module is implemented as a trajectory recorder. In recording mode, the recorder intercepts operation commands issued from the controller panel and stores a sequence of sample points along the path of the manipulator. On the completion of the sampling process, the recorder re-produces the path by performing quadratic interpolation on the sample points. The user can visually judge the validity of the path generated when the path is executed by the virtual robot. If the path, or any part of it, is not as desired, the user can re-plan the path, or modify it, by using the editing facility provided, until the desired path is achieved.
Another potential role that the task planner may play is path planning when the manipulator negotiates a cluttered environment where collision avoidance is hard to achieve by visual inspection. This is a very complex issue that is beyond the scope of this paper.
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The recorder and the virtual robot manipulator form a very useful and powerful task-planning tool, which is particularly suited to planning a task operation off-line. Without referring to the physical manipulator, the users can indefinitely change and view arbitrary complex task operations. Only when the desired task is achieved and submitted to the server is the real manipulator invoked. Therefore, no danger is imposed on the real manipulator.
Remote Robot Programming
The remote robot-programming module is realised as a text editor that allows the user to issues control commands coded in the robot-control language (Rcl) that was realised using Tcl/Tk (Tool command language/Toolkit). The robot-control language is a command set that has been developed specially for robot control and, together with the standard Tcl commands, supports the programming of complex task operations.
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The remote-programming facility proves to be very useful when the manipulator is involved in repetitive tasks that require the manipulator to follow some pre-defined paths precisely, for example, perfectly circular and square paths in automatic welding. Such paths are extremely hard to follow manually, but can be negotiated easily by use of programming.
VE Modeller
For the functionalities discussed in Sec. 4 to be meaningful, a pre-condition is that the VE truly represents the remote work site. As mentioned in Sec. 2, there exists a range of dynamic phenomena that may result in this pre-condition being violated. The VE modeller we shall discuss is intended to cope with many of these.
The modeller has been built within a relatively complex framework -imagebased modelling. Relying on single images of the work site, the framework involves camera calibration, establishing a reference system containing reference lines and planes, back projection and the analyses of perspective projection of geometric primitives and other geometric structures such as point sets and edge corners.
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The modeller is a software module that runs in parallel with the VE module. The modeller and the VE are synchronised through a mechanism that allows the modeller to control the scene graph of Java3D. The modeller defines the geometry and other attributes of objects and passes on the object definitions to the VE where the object definitions are converted into Java3D objects. Once the objects are "alive" in the VE, they allow the virtual manipulator to act upon them (through collision detection). The modeller and the VE work in an interactive manner -we can either choose an object from the living VE for editing or deleting, or generate an object to be inserted into the living VE.
To achieve a rapid system response, the modeller is implemented as a separate self-defined rendering engine for the rendering of 3D wire-frames and the objects defined for this rendering engine are highly simplified. The modelling tools provided with the modeller include a set of geometric primitives (we can have a very rich set of them) and tools for selecting colours/textures from the image of the object being modelled. The control panel of the modeller, as shown in Fig. 2(b) , consists of a set of tools that control the position, orientation and scaling of objects. In the current implementation, no tools for modelling free-form objects are provided.
When an image is downloaded from the server at the remote work site, the modeller performs the external calibration for the camera, if required. The result of this is a workspace model. Superimposed on the image, the workspace model gives the image a 3D interpretation. Usually, this space teems with references that specify the relationships between the objects. The facilities provided by the modeller allow these references to be followed and used for the reconstruction of object models from the image (Sec. 6).
A typical modelling process would include recognition of an object by the operator (the most effective so far), selection of a model similar to the object or part of it, and tracking the references from known objects (ground floor, for example) to the object to be modelled. Tracking of the references leads to a unique position in the workspace of the manipulator, which determines the scale factor of the object model in the final alignment process.
As the modeller works on the establishment of a referencing system, it cannot deal with objects that are resting "nowhere" or floating around, such as a flying aircraft or a floating balloon, or objects whose relationships with surrounding objects are hard to judge, such as the suspended balls in Fig. 2(a) . In such cases, although it is possible to determine the geometry of the object (by alignment), we are not able to determine its scale factor.
Parameter Acquisition
Parameter acquisition is one of the key issues of image-based modelling; it usually requires the application of one or more searching techniques to the parameter space of an object. However, the high-dimensional nature of the parameter spaces of objects often makes the searching process a difficult problem. The issue of parameter acquisition is covered in greater detail in Tan and Clapworthy 18 but here we give an overview of the process for two major volumetric primitives, cuboids and cylinders.
Parameter Acquisition for Cuboids
Constraints on the basic features of polygonal objects, such as corners, allow their parameters to be fully or partially recovered. To illustrate this, we discuss the parameter acquisition of cuboids as an example. The same principle will be applicable to more general polygonal objects, but we shall need to seek different techniques to reduce the dimensions of their parameter spaces and to eliminate ambiguities so that a parameter search is practical.
Suppose that we need to identify the parameters of a cuboid from a single view. A pre-requisite is that we need know that it is a cuboid, that is, its edges at a vertex are mutually orthogonal -these constraints form a geometric invariant of the object. For the object to be fully modelled in a VE, we need three parameters for its dimensions, three for its position, and three for its orientation, of which only two are independent.
We choose one of its visible corners and construct a virtual corner with the same property, that is, the edges of the corner are mutually orthogonal. We now seek to match the virtual corner to the corner of the object. If we choose the position and orientation of the virtual corner so that it overlaps the image of the corner of the cuboid, then the orientation of the virtual corner is the same as the orientation of the real corner. 18 This implies that the orientation of the corner can be obtained by searching the parameter space of the orientation.
Overall, the problem is now 7-dimensional, which is too high for a searching technique to be applied efficiently. Consequently, it is desirable to disassemble the problem into a number of searching problems in lower dimensions, preferably fewer than three. We show that this is possible, and in fact, that only the acquisition of orientation parameters requires a searching scheme. We carry out the process in three stages.
In the first stage, we need to gather, from the image, information about lines, their end coordinates and their intersections. Based on the results, it would be straightforward to find the position (up to a range factor) once the intersection of the edges of the actual corner has been detected from the image. Although the information about the position is incomplete at this stage, it provides a crucial basis on which a simpler searching scheme for orientation can be built. Now, we move on to the second stage, to find the orientation of the corner. As the orientation of the corner is independent of the dimensions of the cuboid, we can consider the orientation problem independently. Since it is difficult to solve the orientation from the image of the corner, a searching scheme is needed. Of the three parameters for orientation, only two are independent, so the searching problem is two-dimensional. Even so, we need a scheme to keep the searching within a twodimensional parameter space. We can realise this by adopting a new expression for the orientation of the corner.
Suppose that, as a result of the first stage of parameter acquisition, the virtual corner has already been positioned on the projection line of the actual corner, as in Fig. 3 . Here, the corner of the object is at c and the image of the corner on I is shown. The virtual corner, consisting of the three edges e i , i = 1..3, has been placed in alignment with the image of c.
Choose any of the three edges as an axis and rotate the virtual corner around this axis until one of its edges is on one of the planes that contain both an edge of the actual corner and the centre of projection (e 1 and P, respectively, in Fig.  3 ). If we subsequently restrict the motion of e 1 so that it continues to lie on P, then the orientation of the virtual corner can be described by two angles: α and β. The angle α is defined as the angle between e 1 and the line connecting O and c. The angle β is defined as the angle between one of the two remaining edges of the virtual corner (that is, e 2 or e 3 ) and the line l that is the intersection of the plane P and the plane defined by e 2 and e 3 . The angle β represents the rotation of the virtual corner about e 1 .
According to the scheme, it appears that the searching ranges would be (−π, π) for α and (0, 2π) for β. In practice, however, the ranges for both α and β are restricted by the patterns of the image of the actual corner. The restrictions exist because we require that the virtual corner remains convex and that all its edges must be visible, otherwise we do not have sufficient constraints to solve the problem. Fig. 4 shows the patterns of the image of the corner and the corresponding ranges for α and β. Once the orientation of the corner has been identified, we are able to complete the process by back-projecting the end coordinates of the edges, which has been acquired at the first stage, on to the corresponding edges of the virtual corner. Together with the vertex, the newly found points define a unique virtual cuboid that is different from the real cuboid by a scaling factor. To determine this factor, we need to find an anchor of the object, such as a neighbouring object, the surface on which it rests, etc., as required by the single-image-based method.
Parameter Acquisition for Cylinders
The principle is applicable to other geometric primitives; here, we apply it to a cylinder and show how the redundant information can be utilised to refine the parameters.
A cylinder in space is described totally by nine parameters: three for its position, three for its orientation, two for its dimensions and one for its rotation around the axis of symmetry. Neglecting its rotation and one dependent variable for its orientation, and allowing an extra one for a scale factor, we still have six parameters to find. To avoid searching a high-dimensional space, the acquisition will again be conducted in stages. First, consider a cylinder and its image, Fig. 5(a) . Generally, we will have an ellipse-like image of one of its end circles and two line segments for its cylindrical surface, although in some cases we will not be able see either of the end circles. We can find these features by processing the image.
The image of the end circle, an ellipse, carries a lot of information about the cylinder: its position (up to a scale factor), its orientation and its radius. However, allowing for the fact that the centre of the circle is not preserved under perspective projection, this feature may not be a good primary one from which to derive the parameters such as those of position and orientation, although it provides good estimation to them, such as the diameter of the cylinder. As we shall see, other easy-to-detect features can be used for such purposes.
To do so, we choose the vector that is aligned with the axis of symmetry of the cylinder as its orientation vector, n p , and the centre of one of the bottom circles, c 1 , as its position, as shown in Fig. 5(a) . Now, consider the image of the cylindrical surface. On the image plane, this surface is represented by two straight lines, g 1 and g 2 , as shown in Fig. 5(b) .
Suppose that p 1 and p 2 are, respectively, the points at which the lines from the centre of the image intersect g 1 and g 2 at right angles, as can be found by the foot-of-normal method, then p 1 and p 2 define two vectors, p 1 and p 2 . Under this convention, we have two normals: n 1 is the normal of the plane containing g 1 and p 1 , and n 2 is the normal of the plane containing p 2 and g 2 , i.e.,
We know that these two planes are tangential to the cylindrical surface and that they must pass through the centre of projection of the camera. So, the line of intersection of the two planes passes through the centre of projection and is parallel to the axis of symmetry of the cylinder. Hence, we have
Eq. (2) demonstrates that the orientation of the cylinder is fully determined by the perspective projections of two straight lines on the cylindrical surface. Meanwhile, these lines restrict the position of the cylinder to a plane passing through the axis of symmetry of the cylinder and the centre of projection, O, thus reducing the number of position parameters to one (the other one accounts for the scale factor). Now, we are ready to apply a searching technique to the remaining parameters -a three-dimensional search problem. This is not a laborious process if we note that the images of bottom circles and the cylindrical surface can provide very good estimations to the position, the radius and the length of the cylinder, even if they are not good enough to be used as primary features.
It is clear that, as mentioned, the presence of the redundant constraints is advantageous, and taking the seemingly redundant constraints into account can usually lead to a better estimation of the model of the object. Meanwhile, the use of a 3D virtual object as a matching template makes it possible to combine all the constraints together and to take them into account in the searching process, which makes the method robust to noise and occlusion.
Experimental Results
To assess the effectiveness of the interface in aiding teleoperation, we conducted typical picking and placing manipulations, with and without the use of the VE, and compared the results. If a cylindrical bar is resting on stands or suspended from the dropdown wires, it is difficult to catch it if only a single image of the work site is provided because it is almost impossible to align the gripper with centre of the cylinder from a single view. In the VE, such an alignment is much easier to achieve, as shown in Fig. 6 . The experiment also included task operations such as controlling the manipulator to follow special paths, including perfect squares and circles. In all cases, tasks that are usually impossible to realise by direct manipulation of the manipulator were successfully accomplished. The modeller has been extensively tested, in both online and off-line regimes. Fig. 7 shows a case where a set of three balls needs to be reconstructed. The image in Fig. 7(b) is the same as in Fig. 2(b) but with wire-frame objects superimposed on the image. When the balls are inserted into the VE, they appear as in Fig.7(a) where they are labelled as a, b and c. For illustration purposes, we also add a set of objects that do not exist in the image (labelled as d ).
Examining the scene represented by Fig. 7(a) , we can notice some problems with positioning of the balls. The positions of the ball are incorrect with respect to that of the manipulator as compared with their positions in Fig 7(b) . Furthermore, changing the viewpoint of the observer would reveal that ball c is floating above, rather than resting on, the ground floor. However, this is not an inherent problem of the modeller. The reason is that the change of position of the camera has altered the external parameters of the camera and resulted in errors in the workspace model. As a result, the positions of all the balls are displaced, and ball c is interpreted as on a "side wall", rather than the floor, of the workspace model.
Experiments have revealed that it is quite easy to reconstruct an object for which a reference is well defined and can be easily found, such as for the objects on the floor. But it would be rather complex to reconstruct objects that stack one upon another, such as the shoulder (the horizontal cylinder on the top of the trunk) and the arm of the manipulator (we can successfully model the manipulator with modeller). Here, we have to find the references for these objects upon an object that has been reconstructed. Sometimes, additional information is needed, for example, to determine the position of the shoulder, we have to presume that its axis is at a right angle to the axis of the trunk.
As expected, the method is unable to reconstruct the two suspended balls because we cannot find the location references for them within the workspace -their point of attachment is outside the view, making it impossible to determine their depth.
Conclusions
We have investigated the integration of VEs, 3D computer graphics, image-based modelling and a range of other techniques in the control of a networked robot. The results are very promising.
It is clear that VEs are a very powerful tool for suppressing the impact of communication delay of the Internet on the control performance of networked robot. By using a VE, we can apply control techniques that are usually found in general robotic system to networked robots.
The introduction of a VE modeller into the control system allows a typical teleoperation scene to be constructed at run-time, thus providing the freedom of migration of the teleoperation system to different work-site settings. By updating the VE, synchronisation between the physical and the virtual environments can be achieved, which guarantees that the VE provides up-to-date information about the dynamic objects for subsequent operations.
The investigation has also revealed some interesting problems that are worth further studying. Of importance are the issues of developing a technique that can directly specify task paths in the VE, such as the use of tracking devices. In the aspect of modelling, the use of more than one camera may lead to the multipleimage-based modelling being used in the VE modeller.
