The subresultant algorithm is the most universal and used tool to compute the resultant or the greatest common divisor of two polynomials with coefficients in an integral ring (see [1] 
Introduction
In theory, computing the resultant of two polynomials in an integral ring R with a chain of pseudo-divisions is quite possible. Unfortunately, in practice if the multiplication computing-time in R increases with the size of the elements, then obtaining a result becomes hopeless because the growth of pseudo-remainder coefficients is exponential.
The subresultant algorithm solves this problem because the size of the coefficients of the subresultant polynomials is small. In particular, it is in general smaller than the size of the resultant (see [7] or [11] ). For the reader's convenience, I recall briefly this algorithm:
Convention if p = deg(P ) ≥ deg(Q) = q, then S q = lc(Q) p−q−1 Q where lc is the leading coefficient. Of course, if p = q, the coefficients of S q belong to Frac(R), but the leading coefficient s q = lc(Q) p−q always belongs to R.
Subresultant algorithm. (see [2] , [3] , [8] or [12] ) Inputs : P, Q ∈ R[X] deg(P ) ≥ deg(Q) ≥ 1 Output : List of non-zero subresultants of P and Q S ← empty list s ← lc(Q) where prem denotes the pseudo-remainder, ∪ the concatenation of two lists and ∼ means proportional.
In this version of the algorithm, all non-zero subresultant polynomials of P and Q are computed. Observe that a loop mainly constitutes this program and two main calculations are carried out in this loop. They are derived from these following relations:
Theorem 1 Let R be an integral ring, S d be a regular (i.e. of degree d) subresultant polynomial of P, Q ∈ R[X] with d ≤ min(deg(P ), deg(Q)), and
2 Lazard's optimization
The subresultant algorithm seems to be ideal to make small coefficient calculations. But let us look into the first equality of theorem 1. Can the computation S e be optimized? Daniel Lazard has proved in [9] that it is possible to avoid the exponentiations lc(S d−1 ) d−e−1 and lc(S d ) d−e−1 and their division, which can be expensive. The following calculation can be made:
where every division is exact (see also [5] ):
Furthermore a dichotomous method may improve this calculation and then lowers its total cost:
In the same way, let us look into the second equality of theorem 1:
The calculations of the pseudo-remainder, the exponentiation and the quotient can be extremely expensive. Our aim is to compute S e−1 while limiting the size of the intermediate coefficients as we did for S e .
In [5] , I prove with an explicit algorithm that the problem is solvable: S e−1 can be obtained from intermediate coefficients of size roughly twice the size of S e−1 -coefficients.
Recently, T. Lickteig and M.-F. Roy proved in [10] the following relation of euclidean divisibility:
where 
(T. Lickteig and M.-F. Roy's formula, see [10] )
The proof of these relations can be found at the end of this paper (section 6) or in [6] . Now, let us take an interest in a new algorithm. Suppose we know S d (of degree d) and S d−1 = 0 (of degree e). We can compute S e with Lazard's method. How can S e−1 be calculated?
It follows from point 4. of theorem 2 that
The remainder rem(
can be obtained by point 3. of theorem 2:
Moreover every remainder rem(s e X j , S d−1 ) (with j < d) can be obtained by point 1. of theorem 2:
To compute (H j ) j≤d , I propose the following method:
where π e (XH j−1 ) denotes the coefficient of X e in XH j−1 . The size of the intermediate coefficients of these formulas is roughly twice the size of S e−1 -coefficients (see the three remarks in the proof of theorem 2).
Then, by point 2. of the same theorem, we have
where
Since the degrees of S e−1 , H d and D are lower than deg(S d−1 ), it is an equality:
Computing-time analysis
The complexity of this algorithm is calculated in the most unfavorable case, i.e. when deg(S i (P, Q)) = i for all i ∈ [0, n] with P, Q ∈ Z[X] of degree n.
Obtaining S d−1 from S d+1 and S d requires about 4d multiplications and 2d divisions (the cost of an addition is negligible). The total numbers of multiplications and divisions of this algorithm are respectively equivalent to 2n 2 and n 2 . Let M(t, t) be the cost of a multiplication in Z of two t-sized elements, and D(2t, t) be the cost of a division in Z of a 2t-sized element by a t-sized one: thus M(t, t), D(2t, t) ∈ O(t 2 ). If c is the largest coefficient of P and Q, then Hadamard's inequality applied to Sylvester's matrix shows that the largest coefficient that appears in their subresultant polynomials is smaller than (2nc 2 ) n (see [1] , page 253). Let τ be the size of (2nc 2 ) n , i.e. τ ∈ O(n log(nc)). So, the total complexity of the optimization is bounded by
Remark. The complexity of the procedure "dichotomous Lazard" is bounded by (2 log 2 (d − e) + e)M (τ, τ ) + (2 log 2 (d − e) + e)D(2τ, τ ), or more simply by nM (τ, τ ) + nD(2τ, τ ).
In the same way, the total complexity of the subresultant algorithm is bounded by
5 Examples Definition 1 (see [5] , pages 320-323) Let M and N be two R-modules. Let g : M n → R and f : M m → N be two R-multilinear alternating applications. The exterior product g ∧ f is given by the formula :
Definition 3 Let g : M n → N be a R-multilinear alternating application. We shall call ker g the R-submodule {z ∈ M | g(z, . . .) = 0}.
)(x, z) theorem 3 with g and f Notations (see [5] , pages 329-330) : If P ∈ R[X], the expression X [j,i] P (j ≥ i), where j ≥ i, denotes the list X j P, X j−1 P, . . . , X i+1 P, X i P and the empty list if j < i. Furthermore, π k (P ) will point out the coefficient of degree k of P . We note j i the list {j, j − 1, . . . , i + 1, i} if j ≥ i, or the empty list if j < i. If K is the list {a, b, c, . . . , z}, we define these applications :
In [11] , by definition, the subresultant S d of two polynomials P, Q ∈ R[X] (respectively of degree p and q) is the determinant polynomial of the matrix given by the polynomials min(p, q) ). So we have
Some technical lemmas
Henceforth, we suppose that q = deg(Q) is lower (or equal) than p = deg(P ). Then, we can define S q = lc(Q) p−q−1 Q (with coefficients in Frac(R)) and
] , then theorem 4 directly gives
Repeating the steps i + 1, . . . , j, we finally obtain ± det [
On one hand, lemma 3 proves that V = s
B where
with f = det
, j = d − e − 1 and i = 0.
On the other hand, for k ∈ {0, . .
So, we can write U = s 
is lower than e − 1, of course. But, if e ≤ j < d and G = X j , then any coefficient of the polynomial B is a minor of the Sylvester's matrix of P and Q : for all i < e, we have
. To prove this, we write:
and lemma 2 shows that V = s
, G = X d , j = d − e − 1, and i = 0. Then, the first Euclidean division becomes
is lower than e − 1 and any coefficient of this polynomial is a minor of the Sylvester's matrix of P and Q : forall i < e, we have
We consider the following Euclidean division:
We are going to prove that U and V belong in s
, we find again the expression of the previous division where
(G, X 
