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I. INTRODUCTION
If a molecule possesses an internal vectorial degree of freedom, the phase behavior of fluidic systems composed of these molecules can be quite complex. A prominent example is the Stockmayer model in which a magnetic point dipole is superimposed on short-range Lennard-Jones interactions between the spherically symmetric cores of the molecules. For bulk Stockmayer fluids, the phase behavior is quite well understood. [1] [2] [3] [4] Unfortunately, the long-range character of the dipole-dipole interaction potential poses a problem in computing its contribution to the overall free energy of the system. 1 This complication can be avoided if a different model of polar molecules is considered. In this so-called Heisenberg model, the dipole-dipole interaction of the Stockmayer potential is replaced by the interaction between a pair of threedimensional, classical "spins." In the Heisenberg model, all interactions are usually of short-range. As for the Stockmayer model, bulk properties of the Heisenberg model have been extensively studied in the past. [5] [6] [7] [8] [9] [10] In both models, the vectorial degrees of freedom of the molecules allow for the formation of an ordered polar phase besides the more conventional gaseous and isotropic liquid phases. Topologically, three different types of generic phase diagrams exist independent of the short-or long-range character of the orientation dependent part of the interaction potential (see, for example, Ref. 1 for the Stockmayer and Ref. 10 for the Heisenberg model).
For relatively weak coupling between the vectorial degrees of freedom, one observes coexistence between a gas and a polar phase at sufficiently low temperatures. Polar order is lost at a critical end point (cep) from which a line of critical points emerges. Along this critical line, an isotropic liquid phase is transformed into a polar ordered phase during a continuous phase transition. Above the temperature of the cep, one observes coexistence between a gas and an isotropic liquid ending at a critical point at which both phases become indistinguishable.
For intermediate coupling between the vectorial degrees of freedom, one has coexistence between isotropic liquid and polar phases and a triple point at which these latter phases coexist with a gas. The cep then becomes a tricritical point at which again a critical line starts.
For strong coupling, it turns out that the gas-isotropic liquid critical point is suppressed. In this case, a more or less dense fluid coexists with a polar ordered phase all the way up to a higher temperature where again a critical line begins.
These generic types of topologically distinct phase diagrams seem to prevail if instead of the bulk a fluid confined to a nanoscopic container is considered. For the Stockmayer fluid, this was first demonstrated by Gramzow and Klapp 11 and later by Szalai and Dietrich. 12 In both previous studies 11, 12 (versions of) classical density functional theory (DFT) have been employed. Classical DFT was first presented and discussed in a seminal paper by Evans in 1979. 13 A crucial assumption made in the work of Gramzow and Klapp 11 is that the confined fluid is homogeneous as far as the density is concerned despite the layering of fluid molecules that is omnipresent in confinement; only the orientation distribution function is treated as a local quantity. We followed this approach in our earlier publication (henceforth referred to as Paper I). 14 However, as was demonstrated by Szalai and Dietrich, 12 a more realistic theory of confined fluids should take into account the inhomogeneity of the fluid in both packing and orientation by also making the density a local quantity. They employ a version of the so-called fundamental measure theory (FMT) originally developed by Rosenfeld. 15, 16 In principle, in FMT, one bases the analysis of the packing on weighted densities where the weight functions are related to geometrical measures of a pair of interacting hard spheres. Weighted density approaches of various kinds exist within the context of DFT. For example, Tarazona and Evans 17 used the Mayer f -function for a pair of hard spheres as a weight function, which Tarazona 18 refined by adding density dependent weight functions in order to more accurately reproduce the direct correlation function. Similarly Denton and Ashcroft 19 as well as Leidl and Wagner 20 used weight functions of various density dependences to describe the hard sphere packing. By contrast, Rosenfeld's version, 15, 16 which was inspired by ideas from scaled particle theory, gives a good agreement with the direct correlation function without the need for density dependent weight functions. Kierlik and Rosinberg 21 derived a different FMT in which the deconvolution of the Mayer f -function employed by them gives a set of density independent weight functions that differs from those of Rosenfeld. 15, 16 However, both approaches are, in fact, equivalent, as was demonstrated a few years later by Phan et al. 22 As in Paper I, 14 we confine our Heisenberg fluid to a nanoscopic slit pore with smooth walls. In this study, we follow Szalai and Dietrich 12 in treating the contribution of the hard-core repulsion to the overall free energy within the framework of FMT. 15, 16 Thus, unlike in Paper I 14 of this small series of two papers, we concentrate here on the coupling between the positional structure and orientation effects in a confined Heisenberg fluid. More specifically, we employ the White Bear version (Mark I) of FMT developed by Roth et al. 23 (see also Ref. 24) . The White Bear version of FMT differs from the original FMT proposed by Rosenfeld in which it explicitly uses an equation of state for a multicomponent hard-sphere mixture in the bulk proposed by Mansoori et al. 25 However, there is a price to pay for the greater realism in describing the orientational and positional structure of confined fluids by FMT. Not unexpectedly, the FMT treatment is computationally much more expensive than assuming a constant density across the pore; this turns out to be a rather limiting factor if full phase diagrams are to be computed more or less routinely. In addition, there are a number of positiondependent integrations over orientations that in a brute force implementation have to be carried out numerically. However, at the core of the numerical procedure, one is dealing with a number of integrals that resemble Bessel functions of the first kind. 26 One can then employ the series representation of these functions which turns out to converge rapidly resulting in an enormous reduction of computer time. This, in turn, enables us to investigate the coupling between orientational and positional ordering and the impact of this coupling on the phase behavior of a confined Heisenberg fluid.
The remainder of our paper is organized as follows. In Sec. II, we introduce our model system. In Sec. III, we summarize key concepts of our version of classical DFT. Aspects of thermodynamic stability are discussed in Sec. IV. In this section, we also develop a quantitative argument for why only slit pores with walls that do not orient molecules in specific ways can have a phase diagram with a cep; a cep cannot exist for formal reasons if the pore walls are explicitly orienting molecules in specific directions. Section V is devoted to a validation of our model and a presentation of key findings of this study. Our results are finally summarized and discussed in the concluding Sec. VI. In Appendix A, we discuss the squarewell potential in cylindrical coordinates on which this study is based; Appendix B is devoted to the approach based on Bessel functions mentioned above.
II. MODEL SYSTEM

A. Fluid phase
Similar to Paper I, 14 we focus on a confined fluid consisting of N particles interacting in a pairwise additive fashion via the orientation-dependent potential function ϕ ff . This interaction potential can be decomposed into a potential ϕ iso describing the interactions between the (spherically symmetric) cores of the particles and a part ϕ anis referring to the (orientation-dependent) anisotropic interactions. Thus, ϕ ff (r 12 , ω 1 , ω 2 ) = ϕ iso (r 12 ) + ϕ anis (r 12 , ω 1 , ω 2 ), (2.1) where r 12 = r 1 − r 2 is the distance vector connecting the centers of the spherically symmetric cores of a pair of particles; these cores are located at r 1 and r 2 , respectively; r 12 = |r 12 | and ω i = (θ i , φ i ) (i = 1, 2) are sets of Euler angles describing the orientation of our uniaxially symmetric particles (i.e., their "spins") in a space-fixed frame of reference; θ i and φ i are polar and azimuthal angle, respectively. Unlike in Paper I, 14 we express ϕ iso as ϕ iso (r 12 ) = ϕ hs (r 12 ) + ϕ sw (r 12 ), (2.2) where ϕ hs describes the interaction between two hard-spheres of diameter σ and ϕ sw (r 12 ) = −εΘ(λσ − r 12 )
is a superimposed attractive well where the coupling constant ε determines the attraction strength between the spherically symmetric pair of particles and λσ is the width of the attractive trough; throughout this work we take λ = 3 2 . Hence, we focus exclusively on short-range attractions. Notice also that Eq. (2.3) is consistent with the random phase approximation (RPA) in which the attractive intermolecular interactions are kept constant inside the hard core of the particles. 27 Within the context of classical DFT, the RPA had been discussed in detail by Archer and Evans 28 a few years back.
Anisotropic interactions are also taken to be of shortrange. In particular, we adopt ϕ anis (r 12 ,
(2.4) where ε H is a (dimensionless) coupling parameter that allows us (at least in principle) to vary the strength of the anisotropic attractions relative to the isotropic ones; ω is a set of Euler angles specifying the orientation of r 12 = r 12 /r 12 in a spacefixed frame of reference. Notice that here and below the caret indicates a unit vector.
In Eq. (2.4), 29 where C is a Clebsch-Gordan coefficient, Y l m is a spherical harmonic, and * indicates the complex conjugate; integers l ≥ 0 (that is, l 1 , l 2 , or l) are related to integers m through the relation −l ≤ m ≤ l such that for each l there are 2l + 1 integers m that need to be considered. For our present model, it is particularly simple to show 14 that
where γ is the angle between the spins of the molecular pair.
B. Confinement to slit-pores with structureless walls
The model fluid introduced in Sec. II A is confined to a slitpore with plane-parallel, structureless walls that we perceive as an orientation-dependent external field. Specifically,
where ∆z (k) = z ± (s z − σ)/2 is the distance between the center of mass of a molecule and the plane of a wall. We assume the lower wall (k = 1, +) to be located at −s z /2, whereas the upper one (k = 2, −) is located at + s z /2. The external field consists of a hard, repulsive background (ϕ hs ) with a superimposed attractive contribution represented by
ϕ sw (∆z (k) )g (k) (ω), (2.8) where ϕ sw is given in Eq. (2.3) and the dimensionless constant ε is introduced to allow us to vary the strength of the fluidsubstrate attraction relative to the fluid-fluid one. The function g (k) appearing on the right-hand side of Eq. (2.7) is the so-called anchoring function. It permits us (2.9)-(2.11)]. Entries in the first two columns give the direction of the preferred alignment at the lower (k = 1) and upper (k = 2) substrate. Entries in the third column refer to the anchoring scenario where we restrict the discussion to parallel (p), orthogonal (o), and antiparallel (a x ) preferred relative orientation of molecules at both walls. Notice that for the a z anchoring scenario, the choice of β (1) and β (2) is arbitrary.
Substrate
to energetically discriminate certain orientations of a polar molecule with respect to a wall. More specifically,
We express u in spherical coordinates according to where α (k) is the angle between the preferred alignment of a molecule and the z-axis and β (k) specifies a distinguished direction in the x − y plane with which the molecules should align. We shall focus on three particularly interesting situations compiled in Table I which all relate to orientations in the x − y plane; for the sake of comparison, we also consider one anchoring scenario along the z-axis.
III. THEORY
A. Thermodynamic integration
To determine the phase behavior and structure of the confined spin fluid of thermodynamically stable phases, we are seeking minima of the grand potential which are treated as a functional of the orientation-dependent singlet density ρ. 29 It can be expressed in general as Ω ρ(r, ω) = F ρ(r, ω) + dr dω Φ ext (r, ω) − µ ρ(r, ω),
where F is the intrinsic free-energy functional, Φ ext is an external potential (see Sec. III B), and µ is the chemical potential. Hence, the grand-potential functional Ω can formally be perceived as a generalised Legendre transform of F.
To arrive at a tractable expression for the free-energy functional in Eq. (3.1), we decompose the total configurational potential energy according to (3.2) where Γ N ≡ r N , ω N is a point in the 5N-dimensional configuration space spanned by the set of 3N center-of-mass coordinates r N = {r 1 , r 2 , . . . , r N } and the corresponding 2N Euler angles ω N = {ω 1 , ω 2 , . . ., ω N } specifying the orientations of our uniaxially symmetric molecules. In Eq. (3.2), Φ 0 is the configurational potential energy of an (suitably chosen) isotropic reference system, whereas Φ 1 refers to the configurational potential energy of a perturbation that accounts for the orientation dependence; 0 ≤ ξ ≤ 1 is a dimensionless coupling parameter introduced to specify a linear path that takes us from a reference system (subscript 0, ξ = 0) to the system of interest (ξ = 1). Notice that both the reference system and the perturbed system are treated in confinement and are thus inhomogeneous and anisotropic despite the spherically symmetric interaction potential ϕ 0 .
We assume that Φ 0 and Φ 1 can be obtained from pairwise additive potentials ϕ 0 and ϕ 1 , respectively. In line with the previous work on a related model, 30 we define ϕ 1 such that
Owing to the "multipole-like" character 31 of ϕ anis that is because of
we realise that ϕ 1 = ϕ anis . Equation (3.4) is a consequence of the orthogonality of rotational invariants which is demonstrated in Appendix B of Ref. 30 . Because of this choice of ϕ 1 , it immediately follows from Eq. (2.1) that ϕ 0 (r 12 ) = ϕ ff (r 12 , ω 1 , ω 2 ) − ϕ 1 (r 12 , ω 1 , ω 2 ) = ϕ iso (r 12 ). (3.5) At this stage, we invoke principles of thermodynamic integration as detailed in Ref. 30 which permit us to write
where F 0 is the free-energy functional associated with ϕ 0 and F is the functional of the free energy of the system of interest [in which interactions are described by ϕ ff ; see Eq. (2.1)]; g is the orientation-dependent pair correlation function for the inhomogeneous and anisotropic confined fluid that depends on the coupling parameter ξ.
B. Free-energy functional of the reference system
Because in our model Φ ext depends only on z [see Eq. (2.8)], properties of the confined fluid are translationally invariant across the x − y plane at a given z. Thus, we may simplify the generic singlet distribution function according to ρ(r, ω) → ρ(z, ω) = ρ(z)α(z, ω),
where ρ on the far right-hand side is the local density and α is the orientation distribution function. The latter is normalised according to dω α(z, ω) = 1.
(3.8)
An immediate consequence of Eqs. (3.7) and (3.8) is that we can write
for the free energy functional of the inhomogeneous reference fluid where F id refers to an ideal-gas contribution, F hs accounts for the contribution from the hard-core repulsion, and F sw is a contribution from the attractive trough [see Eq. (2.
3)].
Starting with the ideal-gas contribution, this can be cast as a sum of two terms, namely,
where A is the area of a substrate and β = 1/k B T ; k B is Boltzmann's constant and T is temperature. The first term on the right-hand side of Eq. (3.10) accounts for the kineticenergy contribution to F id . This is evident from the exponent of 5 of the thermal de Broglie wavelength Λ because our uniaxially symmetric molecules have three translational and two rotational degrees of freedom; m is the molecular mass and I is the moment of inertia of a molecule. Because we are eventually dealing with systems at thermodynamic equilibrium, specific choices for Λ, m, and I do not matter.
The second term on the right-hand side of Eq. (3.10) is entropic in nature. It accounts for the loss in orientational entropy if the confined fluid undergoes a phase transition from an isotropic (gas or liquid) phase to an ordered (polar) one. The factor of 4π is included to make sure that this entropic term vanishes in the isotropic phase where, on account of Eq. (3.8), α = 1/4π for uniaxially symmetric molecules.
The second term on the right-hand side of Eq. (3.9) is the hard-sphere contribution. Because the system of interest is inhomogeneous and anisotropic, we need to resort to an FMT treatment to deal with this contribution adequately. This is one of the novel aspects of this work in contrast to Paper I. 14 We therefore defer a more detailed discussion of some of the key ideas of FMT to Sec. III C. However, before concluding the present section, we need to focus on the last term on the right-hand side of Eq. (3.9) accounting for the free-energy contribution of the attractive square-well potential [see Eq. (2.3)]. Because, on the one hand, the interaction potential ϕ sw is spherically symmetric but, on the other hand, the confined fluid is inhomogeneous and anisotropic on account of Φ ext , we adopt a simple mean-field treatment of F sw by ignoring intermolecular correlations altogether. Under these premises, the final result for F sw can be cast as βF sw A = β dz 1 dz 2 ρ(z 1 )ρ(z 2 ) ϕ sw (|z 1 − z 2 |), (3.11) where ϕ sw is introduced in Appendix A.
Although one might think that employing a simple meanfield approximation to pair correlations in the confined fluid may not at all be good in a quantitative sense, we will demonstrate below that this is not necessarily so for the short-range square-well potential employed in this work. This observation is in line with the recent work by Archer et al. 32 These authors studied a system of one-dimensional hard rods with an attractive tail potential. Comparing their mean-field DFT results with the exact results, they found a surprisingly good agreement for the direct correlation function and for the static structure factor.
C. Key principles of fundamental measure theory
We now turn to a discussion of the contribution of the interaction between the hard cores of the molecules. Because our system is anisotropic and inhomogeneous on account of the external field representing the walls of the slit-pore, we employ FMT. We follow the earlier work by Roth et al. 23 and employ FMT in their White Bear version (Mark I) (see also Ref. 24) .
The White Bear version of FMT is an advancement of Rosenfeld's original FMT as described in two ingenious papers quite some time ago 15, 16 in which he and co-workers aimed at treating multicomponent mixtures of hard spheres of different sizes. We will follow this route and then specialize later to a one-component hard-sphere fluid confined to a cylindrically symmetric slit-pore.
The starting point in the development of FMT is the assumption that in a multicomponent mixture of hard spheres the free-energy functional can be expressed as
where Φ is a reduced free-energy density that depends on a set of weighted densities {n α }. Technically speaking, Φ is a function of the members of the set {n α }, whereas F hs is a functional of the set { ρ i }. It is important to keep this distinction in mind for the subsequent development of the theory. The weighted densities in Eq. (3.12) can be obtained from the convolution of the set { ρ i },
with a set of weight functions w i α that we shall specify later. However, we note that the weight functions are associated with certain geometrical measures of the hard spheres. For example, w i 3 is related to the volume of a hard sphere and w i 2 is associated with its surface. Therefore, n 3 obtained from the volume integration in Eq. (3.13) is a dimensionless quantity, whereas n 2 has dimensions of the inverse length. Other weight functions such as w i 0 and w i 1 and the two vector weight functions w i 1 and w i 2 lead to weighted densities that have dimensions of inverse volume (n 0 ) and area (n 1 ), respectively; the two vector weight functions lead to weighted densities that share the dimension with their scalar counterparts. The different dimensions of members of the set {n α } are important later because they justify the ansatz to be made below for Φ.
Next, we consider the grand-potential functional Ω hs . It can be expressed as 27
where the expression on the first line of the equation is a generalization of the standard thermodynamic expression Ω = −PV to inhomogeneous fluids; the expression on the second line can be viewed as a generalized Legendre transform of F hs . The operator δ/δ ρ i indicates a functional derivative. Employing now Eq. (3.12), it is relatively straightforward to realize that Eq. (3.14) can be recast as
Because of Eq. (3.13), the functional derivative in the previous expression can be evaluated to give
Thus, we realize from Eq. (3.14) that
∂n α (r) .
(3.18)
Following the original arguments of Rosenfeld 15 (see also Ref. 24) , one now makes an ansatz for the reduced free-energy density, namely,
where f 1 , f 2 , and f 4 are expansion coefficients. Notice that in general the weighted densities in Eq. (3.19) are nonlocal quantities because of their definition given in Eq. (3.13). However, we have dropped their argument r to ease the notational burden. In addition, this expansion takes notice of the fact that a general expansion involves two more expansion coefficients f 3 and f 5 which can be shown to be linearly dependent on f 2 and f 4 , respectively. 24 Because the left-hand side of Eq. (3.19) has dimensions of density and because of the dimensionality argument given below Eq. (3.13), only the combinations of weighted densities on the right-hand side of Eq. (3.19) can occur; because n 3 is dimensionless, the expansion coefficients f 1 , f 2 , and f 4 can at most depend on n 3 .
Let us now specialize to a homogeneous bulk phase. In this case, terms proportional to the weighted densities n 1 and n 2 in Eq. (3.19) vanish because ∫ dr w i α (|r − r |) = 0. Moreover, in a homogeneous bulk fluid, the ideal-gas contribution to the pressure P is given by βP id = i ρ i = n 0 . Thus, P = P id + P hs and therefore [see Eq.
The White-Bear version (Mark I) of FMT 23, 24 then assumes that the left-hand side of the previous expression is given by the Mansoori-Carnahan-Starling-Leeland equation of state, 25 that is, 
The development of FMT thus far is based upon the assumption of a general inhomogeneous, anisotropic hardsphere fluid multicomponent mixture reflected by the dependence of the weighted densities on the vector position r in Eq. (3.13). However, as indicated by Eq. (2.8), the external potential representing the structureless, planar substrates depends only on the distance of the center of mass of a molecule from the substrate plane. This implies that the weight functions can be integrated over the xand y-coordinates. Moreover, we now specialize to a single-component hardsphere fluid consequently dropping the index i of members of the set of weight functions {w α }. Following the previous work, 12, 24, 33 the resulting weight functions are then given by the expressions
where e z is a unit vector pointing along the z-axis of the (Cartesian) coordinate system.
D. Free-energy functional accounting for anisotropic attractions
Last but not least, we now need to develop an approximate free energy functional that accounts for the contribution of the anisotropic perturbation potential ϕ 1 . Because of the success of describing the free energy of the square-well reference fluid by a mean-field treatment, we base the following considerations also on a mean-field approximation setting the pair correlation function g in Eq. (3.6) equal to one. We then transform variables in Eq. (3.6) according to r 1 → r 1 = r 1 , r 2 → r 2 = r 12 and switch to cylindrical coordinates. This permits us to perform the two trivial integrations over dξ and over the surface element dA 1 = a 1 da 1 dφ 1 analytically. Thus, we can eventually rewrite Eq. (3.6) for the specific system under consideration as
where γ 12 is the azimuth of the orientation of r 12 ; ϕ 1 = ϕ anis (see discussion in Sec. III A) from Eq. (2.4) and the decomposition of the singlet generic distribution function [see Eq. (3.7)] has also been employed. The integration over dγ 12 can immediately be carried out and gives a factor of 2π. This is because, the last index of the rotational invariant is zero, reflecting the fact that the perturbation potential does not depend on r 12 . Notice also that the expression given in Eq. (3.24) implies that ∆F is a functional of both the local density and the local orientation distribution function. We now expand the latter according to 14 We finally arrive at
where ϕ sw is introduced in Eq. (A5) and the notation m = −m 29 has also been used.
IV. THERMODYNAMIC STABILITY
Henceforth, we shall be focusing on thermodynamically stable states satisfying the conditions
where χ is a Lagrangian multiplier introduced to ensure that the orientation distribution function obtained from Eq. (4.1b) automatically satisfies the constraint given by Eq. (3.8).
Because of the discussion in Sec. III, Ω is a functional of both the local density and the local orientation distribution function and may be cast more explicitly as 
where µ hs is the hard-sphere chemical potential and β µ * ≡ β µ − ln Λ 5 m/I . Following the work of Szalai and Dietrich 12 [see also Eqs. (3.12) and (3.13)] expressions for µ hs can be obtained from 
which can be solved for the orientation distribution function, that is,
From this expression and keeping in mind that α is normalized [see Eq. (3.8)], it is straightforward to derive an expression for α ln(4πα). Replacing with this expression the corresponding term in Eq. (4.3) then yields 
which is amenable to the Picard iteration scheme, 34 provided that suitable initial values for ρ and Ψ can be provided. The latter can be obtained by realizing from Eqs. (3.26) (L = 1), (4.6), and (4.7) solutions of the equation where F nor accounts for all contributions to the free energy that do not depend on the orientation of the molecules [see the first term on the right-hand side of Eqs. (3.10)-(3.12)]; the orientation-dependent contributions can then be grouped together according to 
have also been employed. We can simplify the expression given in Eq. (4.12) further by realizing that if the system is very weakly polar locally, ξ ≈ 0. We can then expand the logarithmic term in Eq. can be rewritten more compactly as
Let us now consider the most general case where the walls can impose polar order in the confined fluid in a small volume A∆z (k) near wall k. In other words, Φ ext in Eq. (2.8) is a function of both z and ω [through the anchoring function; see Eqs. (2.9)-(2.11)]. One can then see from Eq. (4.7) and the consistency relation Eq. (4.10) that it is impossible to have α 1m = 0 in this so defined volume. Thus, defining as a globally isotropic phase, one in which |α 1m | = s −1 z ∫ dz |α 1m (z)| vanishes (regardless of m), it is clear that the presence of an orientation dependent external field prevents an isotropic phase to ever become thermodynamically stable because there will always be a residual nonzero |α 1m | all the way to the critical point.
Next consider a case in which Φ ext does not depend on ω. It is then clear from Eqs. (4.7) that the term proportional to exp(− βΦ ext ) cancels between the numerator and denominator in the consistency relation in Eq. (4.10) because it can be pulled out from both integrands on the right-hand side. In this case, solutions of Eq. (4.10) are conceivable in which all members of the set {α 1m } are either zero (isotropic phase) or (some or all of these variables) are nonzero (polar phase). Notice also that the term βF ext /A in Eq. (4.15) is the same in the isotropic and polar phases.
To locate the thermodynamic state at which the polar phase becomes thermodynamically unstable, all terms that depend explicitly on the set {α 1m } have to vanish. To that end and because phase diagrams are usually constructed through the pore-averaged quantities, we introduce ρ ≡ s −1 z ∫ dz ρ(z). Replacing in Eq. (4.15) all local quantities by their poreaveraged counterparts allows us to estimate the conditions under which the polar phase becomes unstable. We can then transform variables in the first integral on the right-hand side of Eq. (4.15) according to z 1 → z 1 = z 1 and z 2 → z 12 = z 1 − z 2 and perform the one trivial integration over dz 1 analytically to get
where the temperature dependent energy parameter is given by
βε H dz 12 ϕ sw (z 12 ).
(4.17)
The polar phase eventually becomes unstable if the first term on the right-hand side of the previous expression vanishes. Disregarding the trivial cases ρ = 0 and α 1m = 0, another possibility is that the term in brackets vanishes. This allows us to conclude that there is a line of critical points described by the expression ρ = 2π/u( β); the critical line ends at the cep at which the critical line joins the remainder of the phase diagram. The expression for the critical line, which is the analog of the Curie line in ferroelectrics, is wellknown for the Heisenberg fluid 35 and for dipolar fluids 1, 4 in the bulk.
V. RESULTS
A. Polarization
Our main focus in this study is on the interplay between layering in confined fluids and orientational order. Depending on the specific anchoring scenarios compiled in Table I , we need to quantify both the degree of orientational order and the direction with which the molecules align on average. As in Paper I 14 (and as suggested earlier by Gramzow and Klapp 11 ), both issues can be addressed by computing the local polarization
where u is given in Eq. (2.10). From this latter equation, it follows that components of P are given by 
The direction of polarization is then given by the (local) unit vector P = P/P where P = |P|. At this stage, we remind ourselves that the results presented below are based upon a simultaneous solution of Eqs. (4.9) and (4.10). These two equations require at their cores the (unnormalized) orientation distribution function Ψ given in Eq. (4.7).
It depends, on the one hand, on the external field Φ ext introduced in Eq. (2.8). Let us consider antiparallel anchoring with the ±x-direction (see Table I ) and assume that a particle interacting with one or the other wall is fully aligned with the anchoring direction. In both the cases, it is easy to verify from Eq. (2.9) that g (1) = g (2) = 1. The same would be true for the a z anchoring scenario if the molecules are perfectly aligned with the ±z-directions (see last entry in Table I ) so that over the range ∆z (k) < λσ and for perfectly aligned molecules Φ ext would be the same for both the a x and a z anchoring scenarios.
On the other hand, the expression for Ψ in Eq. (4.7) involves 1 m=−1
where Eqs. (2.10) and (5.2)-(5.4) have also been used. Moreover, we introduce
where γ is the angle between u and P. Hence, with Eqs. (5.5) and (5.6), we can eventually rewrite Eq. (4.7) as
A couple of comments seem appropriate at this point. First, we realize from Eqs. (2.8)-(2.11) that it is energetically most favorable if the molecules align perfectly with e (k) over the range ∆z (k) < λσ. Likewise, if under these conditions, |z − z | is also smaller than λσ, the integrand in Eq. (5.7) becomes energetically most favorable if γ = 0. From this, it follows that the anchoring conditions determine the direction of P. Second, the magnitude P itself is independent of e (k) , which prompts us to conclude that across the pore we expect identical polarization profiles where only the component of P differs between different anchoring scenarios a x and a z .
B. Numerical details
From Eqs. (5.2)-(5.4), it is evident that a computation of P requires at its core the set of expansion coefficients {α 1m }, which is, in principle, accessible via Eq. (4.10). However, it is clear from considerations in Sec. IV that this protocol boils down to a threefold integration over z [see Eq. (4.7)] and the angles θ and φ (i.e., the set of Euler angles ω) [see Eq. (4.10)] which is computationally quite demanding (see discussion in the subsequent paragraph). In some cases, we are also interested in the pore average polarization defined through the expression P ≡ s −1 z ∫ dz P(z). Fortunately, the integration over angles can be simplified considerably if one uses modified Bessel functions of the first kind. 26 This is because, these functions have both an integral and a series representation such that one of the integrations over angles can be replaced by an evaluation of the respective series (see Appendix B). Luckily, the latter converges quite rapidly in practice.
For example, if a twofold integration over angles is implemented to solve Eq. (4.10) numerically with a mesh width of δθ = δφ = 10 −2 , a CPU time of about 2.8 × 10 −2 s is required to compute all four integrals in Eqs. (B1a)-(B1d); this time increases to about 173 s if the mesh width is reduced to δθ = δφ = 10 −4 . Compared with this latter case, identical results are obtained by the approach involving modified Bessel functions where for the series representation m ≈ 10 in Eqs. (B12), (B13c)-(B14b) is used; in this latter case, however, the required CPU time is only 6.0 × 10 −4 s which corresponds to a speedup of more than five orders of magnitude. These numbers refer to the computationally most demanding situation discussed in Appendix B as in case 4 in which all three components of P are nonzero.
In practice and depending on the anchoring scenario chosen, four different situations can arise. In the simplest of these, the confined fluid is locally isotropic (case 1 in Appendix B). Noting that with the definitions given in Eqs. (B1a)-(B1d), α 10 = J 1 /J 0 = 0, Re α 11 = J 2 /J 0 = 0, and Im α 11 = J 3 /J 0 = 0, where we used specific values for the four integrals discussed in Appendix B. Thus, from Eqs. (5.2)-(5.4), it follows that P = 0 in Eq. (5.1). By a similar token, it follows that in cases 2 and 3 P x and P y are nonzero but P z = 0 and that P x = P y = 0 but P z 0, respectively. Only in case 4 we would find nonzero components P x , P y , and P z .
In addition to polarization profiles in ordered phases, we are also interested in the global phase behavior of the confined spin fluids. Noting from phenomenological thermodynamics that
we can construct plots of ρ versus µ along a sufficiently subcritical isotherm including at either substrate the excluded volume Aσ/2 where the local density vanishes on account of the hard repulsive fluid-substrate interaction. Hence, as s z → ∞, the pore-averaged density approaches its bulk value from below. In the following, we shall express all physical quantities in appropriate dimensionless (i.e., "reduced") units. For example, length is expressed in terms of σ and energy in units of ε. In addition, temperature is expressed in units of ε/k B and density in units of σ −3 . By definition, components of the local polarization are dimensionless quantities, as one can see from Eqs. (5.2)- (5.4) .
Suppose now that we seek for a given T that value of µ for which two phases and coexist. Henceforth, we adopt the convention that ρ < ρ . If the densities ρ and ρ of the two phases are sufficiently different, we expect that plots of Ω/V [calculated from Eq. (4.2)] versus µ (at fixed T ) can be represented by lines of different (negative) slope; these lines intersect at the chemical potential at which the phases and are at coexistence. Once convergence of the simultaneous solution of Eqs. (4.9) and (4.10) has been achieved, a new temperature T = T + δT and chemical potential µ * = µ * + δ µ * are chosen, and the converged solutions of Eqs. (4.9) and (4.10) at T and µ * are taken as new starting solutions.
In practice, we take δT = 10 −2 and δ µ * = 10 −1 for reduced temperatures t = 1 − T /T c 10 −1 (T c is the critical temperature); over the range 10 −1 t 4 × 10 −2 , the increments are reduced to about δT = δ µ * 10 −2 to achieve convergence of the numerical solution of Eqs. (4.9) and (4.10); the increments are reduced further to δT = δ µ * 10 −3 in the regime 4 × 10 −2 t × 10 −2 as one approaches the critical point. Closer to the critical point, i.e., for t 10 −2 , it turns out that convergence of the iterative solution of Eqs. (4.9) and (4.10) can only be obtained if the increments δT and δ µ are reduced further by several orders of magnitude.
To save computer time as much as possible, we adopted a different approach in the near-critical regime t 10 −2 . First, we verified by a procedure described in detail in Ref. 36 that over the temperature range accessible through the above protocol, solutions of Eq. (4.9) can be described by
where β c = 1 2 is the classical critical exponent governing the shape of the coexistence curve in the vicinity of the critical point. Hence, ∆ρ 2 is a linear function of T in the so-defined near-critical regime that can be fitted with f (T ) = aT + b; thus, from the condition f (T c ) = 0, T c = −b/a is readily obtained taking a and b as fit parameters.
C. Isotropic square-well fluid confined by hard walls: A test case
To validate our model and the numerical approach, we begin the presentation of our results by considering an isotropic bulk square-well fluid [i.e., ε H = 0, see Eq. (2.4)]. Plots in Fig. 1 reveal that the coexistence curve obtained within the present DFT approach is in fairly good agreement with corresponding Gibbs-ensemble MC results. 37 On the gas side of the coexistence curve, the agreement between both sets of data is excellent, whereas on the liquid side of the coexistence curve, there is a slightly larger disagreement between DFT and MC data. Nevertheless, the overall agreement is still quite satisfactory. This holds in particular for the near-critical region where DFT overestimates T c to some extent but underestimates the critical density ρ c only slightly. This validates the mean-field treatment adopted here in combination with Eq. (2.3).
A more detailed comparison is possible employing data for the local density ρ obtained by Henderson and van Swol earlier in molecular dynamics (MD) simulations. 38 This comparison is made for T = 1.0 and two bulk densities off coexistence in Figs. 2(a) and 2(b) (see Fig. 3 ). Both plots reflect layering of the fluid through damped oscillations of ρ(z) where the period of the oscillations is about σ. At the lower density [see Fig. 2(a) ], both DFT and MD data are in very good agreement with each other with a little bit of overshoot of the MD-generated density profile directly at the wall. At the higher density, the overshoot persists across the entire slit-pore [see Fig. 2(b) ]. However, the period of the damped oscillations between both sets of data is in very good agreement and the disagreement between the amplitudes of the oscillations is still small. cutting off contributions from attractions inside the hard core. Despite these differences, we conclude from plots presented in Fig. 2 that our DFT data are in very good agreement with the MD results obtained by Henderson and van Swol. 38 Confining the square-well fluid with anisotropic attraction to a slit-pore with hard walls [i.e., ε = 0.00, ε H = 0.25; see Eqs. (2.4) and (2.8)] affects the phase behavior of the fluid in specific ways. First, one notices from plots in Fig. 3 that the critical temperature is depressed and the critical density is shifted to lower values (with respect to the bulk). These effects are known experimentally for a long time as demonstrated, for example, by Thommes and Findenegg. 39 For SF 6 confined to controlled-pore glasses (CPG) of nominal widths of 31 nm and 24 nm, these authors measured a depression of the critical temperature in confinement of about 0.48 K and of 0.92 K relative to the bulk critical temperature of SF 6 , respectively; likewise, the critical density is shifted to lower values in confinement similar to what is found here in Fig. 3 (cf., Fig. 6 of Ref. 39 ). Similar critical-point shifts have been reported later by Morishige and Ito 40 for mesoporous silica materials of the MCM and SBA types where the pore width is much better defined than in the CPG materials employed earlier by Thommes and Findenegg. 39 Moreover, as the confined square-well fluid is capable of forming a polar phase and because the walls themselves do not induce any order, a cep exists according to the discussion put forth in Sec. IV. One notices from plots in Fig. 3 that the cep T cep , ρ cep is shifted to lower temperatures and densities the more severely confined the fluid is. As also discussed in Sec. IV, at the cep, a line of critical points begins connecting isotropic and polar fluid states through a continuous (i.e., second-order) phase transition.
The dependence of T cep and ρ cep is illustrated by plots in Fig. 4 . As one can also see from Fig. 4 , there is a distinct difference between both plots. Although T cep becomes constant in the limit of sufficiently large pores (i.e., as 1/s z → 0), the opposite is true for ρ cep which tends to assume a plateau in the limit of narrow pores.
To promote a more detailed analysis based on the structure of the polar phase, we present in Fig. 5 plots of the local density ρ where we vary the distance s z between the pore walls. In the narrowest pore (s z = 5), we observe four peaks in the plot of ρ. Because of the symmetry of the fluid-wall interaction, the structure of ρ is symmetric with respect to the pores' midplane located at z = 0. This symmetry is preserved regardless of the pore width. Fig. 4 ) that are listed in Table II. One also sees from Fig. 5 that for s z 10 a bulk-like region centered on the pores' midpoint exists, which is characterized by an approximately constant part of the density profiles; as expected, this bulk-like region widens as s z increases because of the diminishing degree of confinement. Because the fluid cannot wet the walls on account of their hard nature, ρ declines as |z| → s z /2 [see Fig. 5 ] regardless of s z .
The formation of a bulk-like region at the center of the pore for s z 15 can be correlated with plots presented in Fig. 4 . As s z increases, the portion of the confined fluid affected by the presence of the walls diminishes relative to the size of the bulk-like region of the pore fluid. This suggests that in this bulk-like region fluid molecules "experience" on average an attractive mean field that approaches an almost constant value if s z is sufficiently large. This is also reflected by the observation from Fig. 4 that T c 1.25 for s z 15 is not too far off T c 1.27 for the corresponding bulk fluid. Hence, increasing the pore width beyond s z = 15 does not shift the phase diagram appreciably along the T -axis with respect to the bulk. However, as the plots in Fig. 3 show, the coexistence curve of any confined fluid is narrower than that of the bulk phase. Consequently, for sufficiently large s z , the only way that the coexistence curve of the confined fluid can eventually approach that of the corresponding bulk system is by widening of the coexistence curve along the ρ-axis, and this is why we observe an increase of ρ cep with s z for sufficiently wide pores, whereas T cep is almost constant (see Fig. 4 ) for reasons already explained.
The opposite effect is observed in sufficiently narrow pores. Here, packing effects dominate the structure of the fluid (see Fig. 5 ). As one increases the pore width, the number of fluid layers increases, as plots in Fig. 5(b) show. However, the local density oscillates around an almost constant mean density as the entries for ρ cep in Table II and s z = 5 and 8 clearly show. However, the attractive mean field exerted by neighboring portions of the fluid differs markedly in narrow pores of different sizes. This causes T cep to depend sensitively on s z in narrow pores where the structure of the confined fluid is dominated by individual layers across the pore space.
D. Impact of substrate anchoring
We now turn to a detailed analysis of the phase behavior of a fluid confined between attractive walls where the walls themselves can orient the molecules in their vicinity. In other words, the formation of ordered polar phases is now not only driven by the thermodynamic state of the confined fluid but also directly by the presence of the walls. We focus on the first three anchoring scenarios compiled in Table I and consider a pore of an intermediate width of s z = 15. In this system, a quasi-bulk-like region exists in which small vestiges of layering still persist across the pore; the interaction strength between fluid molecules and the walls is characterized by ε = 2.0 to make sure that the molecules prefer to wet the walls to some extent. At the same time, we want to have a pore that is wide enough to illustrate that the polar phases do indeed possess long-range orientational order.
The phase behavior of the system is illustrated by the plots shown in Fig. 6 . As one can see, the two-phase region is considerably wider than for a system with hard repulsive walls. The widening is mostly due to a shift of the coexistence line of liquid-like phases to higher densities. The critical densities have been shifted to significantly larger values compared with the hard-wall system, whereas the critical temperature appears to be almost unchanged. One also notices that the nature of the anchoring conditions is largely inconsequential except for relatively low T where the inset in Fig. 6 reveals minute differences. In the vicinity of the critical point, one notices a weak shoulder on the gas side of the phase diagram. A similar feature has been observed for a Heisenberg fluid dissolved in an apolar solvent and exposed to a weak spatially homogeneous external magnetic field [see Fig. 9 (a) of Ref. 41] .
It is also instructive to consider the variation of the pore average polarization P = s −1 z ∫ dz P(z) as a function of T along the phase boundaries of the polar phase (cf., Fig. 6 ). Plots in Fig. 7 reveal that in the case of hard repulsive walls, P decays monotonically and drops to zero at the cep; for T ≥ T cep , P = 0 until T = T c . As we explain in Sec. IV, a cep cannot exist if the walls themselves anchor the molecules in specific ways. This notion is corroborated by the plots in Fig. 7 for all three anchoring scenarios considered. For the o anchoring, we show plots of P for coexisting gas and polar liquid phases. One notices that both phases remain ordered all the way to the critical temperature where both sets of data merge as they must. Moreover, the insets in Figs. 6 and 7 are consistent with each other in which the specific anchoring has a small effect on the phase diagrams and P at low T, FIG. 6. The same as Fig. 3 , but for a fluid confined between attractive walls separated by a distance s z = 15; (blue triangle down) parallel (p) anchoring, (green triangle) orthogonal (o) anchoring, and (red filled circle) antiparallel (a x ) anchoring. For comparison, the phase diagram for a slit-pore with hard repulsive walls is also shown (black square). The inset is an enhancement around the cep of the hard-wall system. Table I ). For comparison, data for hard repulsive walls without specific anchoring are also shown (black square); in addition, results for the gas phase for the a x anchoring scenario (red open circle) are also presented. The inset is an enhancement of the plots in the main part of the figure. whereas at higher T, the data are unaffected by the anchoring conditions.
The structure of the polar phase is illustrated by the plots in Fig. 8 . If the walls of the slit-pore are hard, the local density follows a continuous curve that exhibits a more or less bulk-like midsection and decays as |z| → s z /2 similar to what we already saw in Fig. 5 . If the wall is attractive, the contact value of ρ in Fig. 8 is enhanced compared with the bulk-like midsection. It then decays until ρ reaches a minimum at |z| s z /2 − σ on account of packing effects. Beyond that minimum, ρ increases again because now there is enough space between the wall and a reference particle; a reference molecule located in the range s z /2 − λσ ≤ |z| s z /2 − σ can more easily be surrounded by other molecules.
Directly at |z| = s z /2 − λσ, the attractive well of the fluid-wall potential vanishes discontinuously. Consequently, ρ exhibits a similar discontinuity. Because the fluid-wall attraction vanishes, ρ drops below the bulk value and continues to exhibit small oscillations around the bulk density ρ b 0.74. An interesting feature is illustrated by the insets in Fig. 8 . As one can see from Fig. 8(a) , sufficiently close to the walls, the local density is apparently insensitive to the anchoring at the Table I ). For comparison, data for hard repulsive walls without specific anchoring are also shown (black square). Insets walls. Here packing of the molecules must be controlled by their hard-core interaction. Around the pore's midplane (i.e., around z = 0), minute differences in the amplitude of ρ are discernible and the mean densities are slightly different depending on the anchoring. For example, the mean density is the highest and nearly the same for p and o anchoring, whereas it is the lowest for the a x anchoring. This indicates that a x anchoring destabilizes the confined fluid relative to the other two scenarios (see also Sec. VI).
Persisting oscillations across the entire pore space have been reported earlier by Greschek and Schoen who studied confined nematic phases of a liquid crystal by means of computer simulations. 42 They have been attributed to packing effects when ordered structures have been formed. Similar observations have also been made by Jordanovic and Klapp 43, 44 for confined dipolar fluids.
Plots of the local polarization P in Fig. 9 corroborate these findings. Very close to the walls, P turns out to be insensitive to the anchoring conditions. This is to be expected because the attraction of molecules by the closer wall is sufficiently strong, whereas the influence of the more remote one is negligible for s z = 15.
The orientation induced by the wall is then transmitted to portions of the fluid that do not directly interact with the nearest wall. This illustrates the long-range character of orientational order in our system. As one moves away from a wall, P decays monotonically until one reaches the pore's midplane located at z = 0. This is true regardless of the specific anchoring condition. However, the amount of order at the midplane is about 7% higher for the p as compared with the o anchoring conditions (see inset in Fig. 9 ); the amount of order for the a x anchoring at the midplane is only 51% of that observed for the p anchoring.
In the case of nonorienting hard walls, the polarization profiles qualitatively match the variation of the local density across the pore (cf., Figs. 8 and 9 ). That is, P is the lowest in the immediate vicinity of the walls where ρ is the lowest as well; the polarization then increases steadily toward the midplane where it attains its highest value. However, compared with ρ, which attains its plateau bulk value for |z| 4.0 (see Fig. 8 ), the monotonic increase of P is observed until z = 0. This illustrates again the longrange character of orientational order as opposed to packing effects. To gain deeper insight into the variation of orientational order across the pore, we present in Fig. 10 plots of Cartesian components of the local polarization vector P across the pore and for different anchoring scenarios compiled in Table I . As one might have anticipated, the plots in Fig. 10(a) indicate that in the case of p anchoring the polarization is homogeneous in the sense that P = P x [cf., Figs. 9 and 10(a)] and thus, P y = P z = 0.
This situation changes for the o and a x anchoring scenarios as the respective plots in Figs. 10(b) and 10(c) reveal; in both cases, P z = 0. For instance, as far as the o anchoring condition is concerned, the plots in Fig. 10(b) show that P x (z) = P y (−z). (5.11) In other words, P lies in the x-y plane and rotates in this plane by an angle of π 2 as one moves from one wall to the other. As far as the a x anchoring scenario is concerned, the symmetry of P as described by Eq. Table I ). Table I ).
general principle: starting with a perfect alignment of P with the positive x-axis at z = −s z /2, P passes through a state in which it is perfectly aligned with the positive y-axis. The difference is that this perfect alignment with the positive y-axis is attained at z = s z /2 for the o anchoring condition, whereas it is assumed at the pore's midplane (i.e., at z = 0) as far as the a x anchoring scenario is concerned. Thus, the twist of P is twice as large that in the a x as opposed to the o anchoring. As rotating P costs free energy, we surmise that the larger twist in the a x anchoring case explains the overall reduction of P in Fig. 9 compared with both the p and o anchoring conditions. Note, that despite the discontinuities in density (see Fig. 8 ) and polarization profiles (see Fig. 10 ) the unit vector P changes continuously along the z-axis as it should. However, according to the arguments presented in Sec. V A, we would expect the polarization profiles to be identical in shape for all antiparallel anchoring scenarios (i.e., for a x and a z , see Table I ). That this is indeed the case and is illustrated by plots of P x and P z presented in Fig. 11 . The continuous variation of P can be rationalized as follows. As one can see from the plots in Fig. 9 , the discontinuous change in P α (α = x or y) near a wall occurs only in one of the two components, whereas the other component of the polarization vector vanishes. This implies that the magnitude of the discontinuities seen in Fig. 10 is the same as the one in P. On account of the definition of P, this latter quantity should be free of any discontinuity which is, in fact, what the plots in Fig. 12 reveal.
VI. DISCUSSION AND CONCLUSIONS
In this work we reconsider a three-dimensional Heisenberg fluid confined to a slit-pore. We employ classical DFT to investigate the phase behavior of the confined fluid as well as its orientational and positional structure unlike in Paper I 14 of this study where the latter had been neglected altogether. To account for positional order in the confined fluid, we adopt FMT that allows one to describe the formation of layers in confined fluids 45 or fluids next to a wall. 24 We consider two types of pore walls: non-orienting (hard) walls and walls that can themselves orient molecules in their vicinity on account of energetic features of the external field representing the pore walls.
The model employed here differs from that considered in Paper I of this series of manuscripts 14 in that interactions between the isotropic cores of a pair of molecules are of short range. Specifically, we utilize a square-well potential where the width of the attractive well is given by λ = 3 2 . Thus, intermolecular interactions are cut off if the distance between a pair of molecules exceeds 1.5 times the diameter of their hard repulsive cores.
To model the anisotropic intermolecular interactions, we adopt an orientation-dependent square-well potential describing the interaction between a pair of classical spins in the classical three-dimensional Heisenberg model. Depending on the thermodynamic conditions, this model fluid is capable of forming an ordered polar phase in addition to the more conventional gas and isotropic liquid phases in the bulk. [5] [6] [7] [8] [9] [10] 35 There is a threefold reason to adopt this simple yet sufficiently complex model. First, on account of the short-range nature of the attractive interactions, the phase boundaries of (isotropic or polar) liquid phases are shifted to lower densities that would make this model easily amenable to computer simulation approaches involving, for example, grand canonical Monte Carlo techniques. Second, the simple form of the square-well potential enables one to integrate out some degrees of freedom analytically, as is demonstrated, for example, in Appendix A of this work.
Third and perhaps most importantly, the short-range character of the anisotropic interactions permits one to study the formation of ordered polar phases without requiring more sophisticated techniques. For example, it has been demonstrated some time ago 1 that the free-energy density of a dipolar fluid in an ordered phase depends on the shape of the sample considered and on the dielectric permittivity. The present model avoids these additional complications. Nonetheless, it should be noted that the general topologies of phase diagrams of dipolar fluids and of the Heisenberg fluid are the same (c.f., Fig. 15 Here we focus on an intermediate coupling strength of the spin-spin interaction. The topology of the corresponding phase diagram turns out to be of type I in the terminology introduced by Cattes et al., 41 that is, a gas coexists with a polar liquid at low T, whereas a gas phase and an isotropic liquid coexist at higher T ; polar and isotropic liquids are separated by a line of critical points ending at a cep at which the critical line joins the phase boundaries of the high-density (isotropic and polar) liquid phases.
If under these conditions the Heisenberg fluid is confined to a slit-pore with hard, non-orienting walls, the general topology of the phase diagram prevails. However, details differ depending on the degree of confinement (i.e., the pore width). In general, the critical point, at which gas and isotropic liquid become indistinguishable, appears to be shifted to lower temperatures. The depression of the critical temperature is accompanied by a shift of the critical density to lower values (see Fig. 3 ). This shift is related to packing phenomena that could not be accounted for in Paper I of this study, 14 in which we ignored the inhomogeneity of the confined fluid altogether. A shift of the critical point as observed here is in excellent qualitative agreement with experimental findings. 39, 40 A new result observed in the present work is a shift of the cep that chaperons the pore-size related shift of the critical point. Here two regimes of pore widths can be discerned. In the limit of large pores, T cep becomes approximately constant, whereas ρ cep increases steadily with increasing pore width.
We attribute this to the fact that in sufficiently wide pores a bulk-like region of homogeneous density exists. In this bulklike region, the attractive mean-field "experienced" by a fluid molecule on account of its neighbors is approximately the same. Thus the critical temperature of a fluid in a wide pore is almost the same as in the bulk. Thus, as packing effects play only a subdominant role in wide pores, the phase boundary of the confined liquid phases shifts back to its location in the bulk such that ρ cep increases.
If the pores are small, the opposite is found: T cep decreases monotonically with decreasing pore width, whereas ρ cep becomes nearly pore-size independent. In this regime, the confined fluid is highly inhomogeneous as reflected by individual layers; they correspond to peaks in the local density. Apparently, the packing within each layer does not depend on the pore width and only the number of these layers changes with the pore width. That packing features do not depend much on s z can probably be linked to the fact that at coexistence the (hard) walls cannot be wet by the fluid. However, with varying s z , the mean-field caused by the attractive intermolecular interactions varies substantially. We ascribe the change of T cep with s z to this varying mean field.
If the external field itself is capable of orienting the molecules in specific ways, the cep is suppressed and isotropic phases cannot form. We demonstrate here that this is because of the specific anchoring conditions. As we argue, the consistency relation given in Eq. (4.10) cannot be satisfied by nonzero expansion coefficients {α 1m } if the external potential Φ ext has an explicitly orientation-dependent component. Because a cep cannot exist, a polar liquid phase is stable to a critical point of gas-polar liquid coexistence. At this critical point, it is no longer possible to discern a gas phase from a polar liquid phase implying that even the gas exhibits an albeit small degree of order at lower temperatures which is indeed what we find. Our findings also explain a similar suppression of a cep in cases in which the Heisenberg fluid is exposed to a spatially homogeneous external magnetic field considered in Ref. 41 .
Last but not least, explicit anchoring scenarios can be either homogeneous or inhomogeneous. In the homogeneous case where the energetic discrimination of molecules is the same at both walls, the degree of order near each wall just decays as one approaches the midplane of the pore. This is due to the interplay between thermal energy of the fluid and the short-range character of the fluid-wall interaction; that this order does not completely vanish beyond the range of fluid-wall interactions illustrates its long-range character in the confined fluid.
If inhomogeneous anchoring is concerned, the energetic discrimination of the molecular orientation at one wall differs from that at the other. Thus, in an ordered phase, the molecules have to reorient themselves as one moves from one wall to the other. The reorientation process takes place in the x-y plane for the two inhomogeneous anchoring scenarios considered (o and a x ). However, for the anchoring conditions, the twist of the unit vector P associated with the polarization is twice of that observed for the o anchoring scenario. Therefore, orientational order is usually weaker for the a x as opposed to the o anchoring conditions.
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APPENDIX A: THE SQUARE-WELL INTERACTION POTENTIAL IN CYLINDRICAL COORDINATES
As we explain in Sec. III B, the specific functional form of Φ ext suggests that the generic singlet distribution function can be decomposed according to Eq. (3.7). This implies that the free-energy contribution of the square well attraction in the reference system can be cast as F sw = 1 2 dr 1 dr 2 ρ(z 1 )ρ(z 2 )ϕ sw (r 12 ).
Because of the cylindrical symmetry of the fluid confined to a slit-pore, we introduce cylindrical coordinates which permit us to rewrite Eq. (A1) as F sw = 1 2 dz 1 da 1 a 1 dγ 1 dz 2 da 12 a 12 dγ 12
where (a 1 , γ 1 ) T is the projection of r 1 onto the x − y plane and a similar meaning has been adopted for a 12 and γ 12 with respect to the distance vector r 12 . In these coordinates, the integration over a 1 da 1 dγ 1 can trivially be carried out and gives the area A of a solid substrate; likewise, integrating over dγ 12 gives a prefactor of 2π. Because of the transformation to cylindrical coordinates, we need to replace ϕ sw in Eq. (2.3) by ϕ sw (a 12 , |z 1 − z 2 |) = −εΘ λσ − a 2 12 
Therefore, da 12 a 12 ϕ sw (a 12 , |z 1 − z 2 |)
where we transformed variables according to u = a 2 12 + |z 1 − z 2 | 2 . Therefore,
Thus, Eqs. (A2) and (A5) eventually allow us to express F sw in its final form given in Eq. (3.11).
APPENDIX B: EFFICIENT EVALUATION OF INTEGRALS INVOLVING THE ORIENTATION-DISTRIBUTION FUNCTION
An inspection of Eq. (4.10) reveals that we need to solve integrals of the form 
which can be solved efficiently using Bessel functions as we shall demonstrate below.
We begin with Eq. (B1a) which can be rewritten as Table I) have also been used. Henceforth, we shall drop the argument of A, R, and I to simplify the notation. We can rewrite Eq. (B2) in a slightly different form using the identity a cos x + b sin x = a 2 + b 2 cos(x − γ),
where cos γ ≡ a/ 
where f is an arbitrary function and ν is a phase shift, we can rewrite Eq. (B2) as 
The second integral in the previous expression is a modified Bessel function of the first kind. 26 
Using exactly the same reasoning that eventually led to Eq. (B12), it is possible to verify that the analogous expressions for J 1 and J 2 are given by 
At this stage, a distinction of cases is required. In general, we need to consider four different situations.
Isotropic phase
We begin with the simplest case in which A = R = I = 0. In this case, only m = k = 0 needs to be considered in Eqs. (B12)-(B14b). It is therefore clear that J 0 = 4π. From Eq. (B14a), it follows that J 1 = 0 because the integrand is an odd function of x and the range of integration is symmetric with respect to x = 0. Similarly, J 2 = 0 because for m = 0, and R = I = 0, the prefactor √ R 2 + I 2 = 0. Because of Eq. (B13c), J 3 = 0.
Polarization in the x -y plane
Next, consider A = 0 but R and/or I are nonzero. In this case, it follows from Eq. (B12) that J 0 (z) = 4π 
From Eq. (B13c), it then follows that J 3 0.
Polarization in z-direction
If A 0 but R = I = 0, it is easy to verify from Eq. (B12) that J 0 (z) = 4π sinh A A (B17) because only the term for m = 0 survives. The same is true in Eq. (B14a) and one finds
Because for m ≥ 0, R 2 + I 2 (2m+1)/2 = 0, J 2 = J 3 = 0.
Polarization in arbitrary direction
The most complicated case to be considered is the one characterized by A 0 and nonvanishing R and/or I. An inspection of Eqs. (B12), (B14a), and (B14b) reveals after some straightforward albeit tedious algebraic manipulations that 
