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An Interesting Uncertainty-Based Combinatoric Problem in Spare 
Parts Forecasting: The FRED System 
John B. Bacon 
Senior Systems Analyst, Xerox Corporation 0207-01D, Webster, 
New York, 14580 
The domain of spare parts forecasting is examined and is found to present unique 
uncertainty-based problems in the architectural design of a knowledge-based system. A 
mixture of different uncertainty paradigms i required for the solution, with an intriguing 
combinatoric problem arising from an uncertain choice of inference ngines. Thus, 
uncertainty in the system is manifested in two different meta-levels. The different 
uncertainty paradigms and recta-levels must be integrated into a functioning whole. 
FRED is an example of a difficult real-world omain to which no existing uncertainty 
approach is completely appropriate. The architecture ofFRED is discussed, highlighting 
the points of uncertainty and other interesting features of the domain, the specific 
implications of those features for the system design (including the combinatoric 
explosions), their current implementation a d future plans, and other problems and issues 
with the architecture. 
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Hierarchical Bayesian inference is thoroughly integrated with comprehensive physical 
representation f objects and their relations in a system for reasoning with geometry in 
machine vision. Bayesian inference provides a framework for accruing probabilities to 
rank order hypotheses. This is a preliminary version of visual interpretation i
SUCCESSOR, an intelligent, model-based vision system integrating multiple sensors. 
Address correspondence to T. Bin ford. 
Using the Dempster-Shafer Scheme in a Diagnostic Expert System 
Shell 
Gautam Biswas and Te jwansh  S. Anand 
Department of Computer Science, University of South Carolina, 
Columbia, South Carolina 29208 
The Dempster-Shafer evidence combination scheme is applied in building a rule-based 
expert system shell for diagnostic reasoning. Domain knowledge is stored as rules with 
associated belief unctions. The reasoning component uses a combination of forward and 
backward inferencing mechanisms to interact with the user in a mixed initiative format. 
Address correspondence to G. Biswas. 
Is Shafer General Bayes? 
Paul  K. B lack 
Department of Statistics, Carnegie-Mellon University, Pittsburgh, 
Pennsylvania 15213 
This paper examines the relationship between Shafer's belief unctions and convex sets of 
probability distributions. Kyburg's (1986) result showed that belief unction models form 
a subset of the class of closed convex probability distributions. This paper emphasizes the 
importance of Kyburg's result by looking at simple examples involving Bernoulli trials. 
Furthermore, it is shown that many convex sets of probability distributions generate the 
same belief unction in the sense that they support the same lower and upper values. This 
has implications for a decision theoretic extension. Dempster's rule of combination is also 
compared with Bayes' rule of conditioning. 
Using T-Norm-Based Uncertainty Calculi in a Naval Situation 
Assessment Application 
Piero  P. Bon issone 
General Electric Corporate Research and Development, 1 River 
Road, K1-SC32A, Schenectady, New York 12301 
RUM (Reasoning with Uncertainty Module) is an integrated software tool based on a 
KEE, a frame system implemented in an object-oriented language. RUM's architecture is 
composed of three layers: representation, i ference, and control. The representation 
