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ABSTRACT
This paper introduces a novel lifelogging system. The nov-
elty of our system is that it uses open linked data to reduce
the burden on the user to an absolute minimum by combin-
ing the user's private logs with data obtained automatically
from the web. This in turn is annotated with data gener-
ated by the latest version of the author's portable `life an-
notation' software to generate a detailed, interactive, user-
friendly visual representation of the user's life experiences
with little or no manual work required. This paper covers
several key parts of the system that make it work. Specif-
ically, the analysis of linked data, entity comparison with
known objects and events from the user's own logs in order
to determine relevance, and careful annotation of the user's
data ensuring that the data's provenance is stored alongside
the annotations generated.
1. INTRODUCTION
Lifelogging is, in essence, the collection of data in order to
illustrate a person's life. This is useful for many purposes,
from simple personal interest to helping assist the memories
of dementia suerers [4].
The basic concept of lifelogging dates back to 1945, when
Vannevar Bush rst envisioned what he called a Memex [6].
Bush's Memex was to be \a device in which an individ-
ual stores all his books, records and communications", and
one capable of creating links between documents both local
and remote. It may arguably be likened to the internet-
connected personal computers of today, as most of the stor-
age, indexing, annotating and linking capabilities are imple-
mented by them. However, the Memex was to have func-
tionality that the average PC does not generally have, and it
is this functionality that lifelogging projects seek to realise,
by collecting data the ordinary PC user may not need or be
able to collect. `Memex' is a portmanteau of `memory in-
dex', and is described as \an enlarged intimate supplement
to [the user's] memory", rather than simply a well organised
document storage system, and work exists to store the el-
ements of a user's life that a normal PC is not capable of
recording.
Currently, several lifelogging systems exist. The most fa-
mous is Microsoft Research's MyLifeBits [11, 3], which is an
ongoing study into digitally storing the life of test subject
Gordon Bell. The eld is vast, including work on wearable
cameras and computers [14] and location-sensing technology.
Some work [11, 9] goes so far as to calculate the amount of
digital storage space necessary to record an entire life, and
a recent surge in the amount of available portable technol-
ogy has enabled this missing piece of Memex to become a
popular research area.
The concept is not limited to research and academia. One
of the earliest uses of the phrase \LifeLog" was the DARPA
project `LifeLog' [1]. Its mission was to \trace the `threads'
of an individual's life in terms of events, states and relation-
ships" by aggregating raw data into a timeline, or \episodic
memory". LifeLog was cancelled after an outcry from civil
liberties groups, as the project was deemed to have been col-
lecting too much personal information, such as private phone
calls, and because of the involvement of a government organ-
isation. As lifelogging systems become more advanced and
begin logging interactions between people rather than just
the one user, privacy is a genuine concern and one to which
we will return in section 6.
The next logical step for lifelogging systems is to actually
make sense of, and organise the user's lifelogs.
1.1 Nomenclature
Throughout this paper, we use the phrases `lifelogging' and
`life annotation'. They are not to be considered synonymous.
Life annotation is a phrase coined in previous work [20] and
diers slightly to lifelogging. We dene lifelogs as data or
content, such as photographs and sound recordings, that
represent life experiences whereas life annotations are sparse
fragments of metadata, such as location information ob-
tained from a GPS, which may describe the lifelogs, the
experiences to which they refer, or both. The two concepts
work hand-in-hand, as life annotations tend to provide an
index to lifelogs, but for the purposes of this paper it is
necessary to disambiguate the two.2. PREVIOUS WORK
Previously we introduced the Imouto
1 life annotation sys-
tem [20]. Originally designed for photo annotation, the sys-
tem eventually evolved to a portable life annotation tool
designed to run on a mobile device [19]. The system pas-
sively collected GPS logs, the user's calendar and logs of
nearby Bluetooth devices, and a companion system running
on a PC combined this with additional information for the
purpose of study. Since then the system has evolved beyond
a simple data collection system into a true lifelogging sys-
tem. A description of the current system will be presented
in section 4, but rst we present a description of the prob-
lems that the system attempts to solve, previous work in the
eld, and justications for our design and implementation
decisions. The data for our studies comes from a willing test
subject who has been using our Imouto life annotation sys-
tem since 2006, and the results in this paper are based on
the data generated by this test subject for the three years
2008 to 2010 inclusive.
3. MAKING SENSE OF THE DATA
It has been suggested [22, 19] that life annotations may be
used to generate narrative and it is from this idea that we
take much of our inspiration for this system. Our previous
work shows that we can gain more understanding from life
annotations if they are varied and from dierent sources,
and in section 5 we will investigate the combination of per-
sonal data with open linked data available on the web. But
even before we consider the benets of open linked data in
the eld of lifelogging, there is already much we can gain
through opportunistic analysis of the collected life annota-
tions. We can also exploit collected information for purposes
not originally intended.
3.1 Person Detection
Person detection in our system was initially limited to in-
formation obtained from Bluetooth scans, but recent revi-
sions allow information to be obtained from image process-
ing technologies applied to the user's photographs. Both
person detection methods employed by the system are semi-
automatic processes, as they involve the user telling the sys-
tem which devices are owned by known people and training
the face recognition system.
Each Bluetooth device has its own globally unique identi-
er, or MAC address. When a device performs a local area
scan, known as `discovery', the MAC address and `friendly
name' of all nearby devices are returned. While the friendly
name is customisable by the user, the MAC address cannot
be changed through conventional methods. This gives us a
way of uniquely identifying devices. Our system allows us
to manually associate a device with a person. As owners
of mobile devices such as PDAs and smartphones are un-
likely to routinely switch devices with other people, this is a
reasonably robust method of determining which people are
present.
Person detection may also be achieved through face recog-
1Imouto is a japanese word meaning `little sister', a hu-
mourous reference to the fact that the system contains cer-
tain properties of Orwell's Big Brother, yet is its opposite in
many ways.
nition. The popular Picasa photo management software
2
has this functionality built in, and exposes its annotations
in plain text format which is simple to parse. Its semi-
automatic interface is also quite simple, requiring the user to
enter the name of each person manually in the rst instance,
and then simply asking a yes or no question from then on.
We can then assume for the purposes of life annotation that
if the user took the photo, they were very likely to be in the
presence of the person in the photo.
We carried out a study to determine whether face recog-
nition or Bluetooth recognition is a more ecient method
of person detection within our system. Using the life an-
notations collected by a user of our system for a period of
three years, we split the period into events and counted how
many people were correctly identied as being with the user
during each event. An explanation of events follows in sec-
tion 3.3. Once we had found all events with people present,
we calculated what percentage of these people were detected
using Bluetooth scans and what percentage through image
recognition. Over the course of the three year test sample,
89.5% of people detected came from the Bluetooth analy-
sis and 14.3% came from the face recognition, suggesting
that detecting people via Bluetooth is vastly more eective.
However, when we ltered the results and analysed only the
events during which photographs were taken, the face recog-
nition produced a considerably higher percentage of matches
than the Bluetooth analysis. The reason for this is simple {
the user has a complete Bluetooth log of the three years, but
was not taking photographs for this entire period. But as
the two datasets of detected people compliment each other,
it was decided to use the two in parallel rather than pick
one over the other. The main conclusion that can be drawn
from this study is that wearable cameras such as the Mi-
crosoft Sensecam are potentially benecial to our lifelogging
system, as they increase the number of photographs taken
and do not rely on the user actively photographing someone.
3.2 Location Detection
With most mobile devices featuring GPS and A-GPS loca-
tion sensing technologies, it seems sensible for any mobile
life annotation system to store this data and our system has
been doing so since its very rst version. But GPS is not
awless, and there are other ways of sensing location using
non specialist hardware.
As previously mentioned, our mobile system collects Blue-
tooth data, intended for person recognition. It is designed
to make regular Bluetooth scans in order to determine the
unique MAC address of all devices within range of the user.
Assuming that most other Bluetooth devices are mobile de-
vices owned and carried by other people, in certain condi-
tions one can infer which of the user's colleagues are nearby
at any given time, as well as which are most familiar to
the user [13]. But Bluetooth can also be used for location
sensing.
In a computer science lab, such as our lab at the University
of Southampton, it is possible to determine roughly where-
abouts in the lab a person is located by using the Bluetooth
MAC addresses of static devices such as desktop PCs, as-
2http://picasa.google.com/suming training data is available. While not perfect, in-
doors this works much better than GPS due to the diculty
of obtaining a GPS signal from within a building. We can
theoretically expand this to the outside world with larger
amounts of training data, but this will be further discussed
in section 8. Limitations of using Bluetooth for location
sensing are similar to the problems encountered by Lavelle
et al [13]; Bluetooth signals can penetrate walls and oper-
ate in a three-dimensional plane meaning that the system
may wrongly detect the user to be in the room next door, or
even above or below his actual position. There is work yet
to be done, but theoretically this problem may be limited
with a higher density of static Bluetooth devices for which
the location is known.
3.3 Event Detection
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Figure 1: Bluetooth cluster dierence over time on
5th November 2010.
It became obvious near the beginning of development that
any visualisation of lifelog data needs to be split into smaller
sections in order to avoid information overload. Initial tests
splitting the data by hour or by day began well but once real
data was used it became apparent that this was not accept-
able. The key organising principle here is not an uncontex-
tualised timeslice, but rather an event, dened by Jain [12]
as a signicant occurrence, happening, gathering or activity.
Often an `event' in the user's day will last for much longer
or shorter than a previous event { for example, a 20 minute
drive to a 2 hour meeting, followed by another 20 minute
drive home should be three nonequal events { and even if
the data is split by day, events may cross the day boundary
making the generation of a coherant narrative dicult. It
is for this reason that a better method for splitting life data
into `events' is needed.
There is already work in event detection for lifelogs, al-
though the vast majority is based around visual features and
relies heavily on some kind of wearable camera. Nonethe-
less, many novel methods of event detection and classica-
tion already exist. Doherty [10] describes a method of event
detection using data from additional external sensors such
as audio, and the work of Byrne et al [7] uses low level im-
age features combined with light levels, but then categorises
these events using GPS and Bluetooth data captured at the
same time. Inspired by this, we began investigating other
methods of event detection.
Our rst attempt to split a life into events using our data was
to use location sensing to segregate events, which works, but
is awed as multiple consecutive events in the same location
are considered to be one. An example is a typical day of the
test user, which involves a period at home, a journey to work,
a day at work lasting around eight hours, a journey home
and then a nal period at home. Using location alone this
entire day would be split into only ve events and one would
be eight hours long despite the fact that it may contain many
sub-events such as multiple meetings on dierent subjects,
a lunch break, coee breaks and so on. Clearly basing our
event detection on location alone is not sucient. We then
trialled event detection based on people. This is ne when
the user is known to be with others, but over the three year
trial period a person was only detected within range of the
subject for 28.6% of the time, so most of the user's life would
contain no discernible events. However, despite the apparent
lack of known people, there are very few periods of time
where no Bluetooth devices are detected at all. It is for
this reason that we began experimenting solely with raw
Bluetooth scan data for event detection.
Our Bluetooth scans are limited by hardware and device bat-
tery life. As Bluetooth scans are active rather than passive,
it is not feasible without some custom modied hardware
to leave a Bluetooth device in `discover' mode and log each
individual device, as is possible when scanning for wi de-
vices. Instead, the Imouto software instructs the Bluetooth
hardware to carry out a scan at predetermined intervals,
and our data set was gathered with the software set to scan
once per minute. For this reason it is entirely possible that
the user is in the proximity of a device for a long amount
of time, yet the device is busy or otherwise not respond-
ing to scans at the precise second the scan is taking place.
Fortunately, an `event' lasting only a few minutes is prob-
ably not that signicant, therefore we may set our cluster
length to something slightly larger. We begin by clustering
our device scans into ve minute blocks; it was decided that
ve minutes is an acceptable minimum length of time for an
`event', and if a device disappears for more than this time
it is either genuinely out of range or malfunctioning. Once
we have our clusters of devices, we use an inverse of the
Jaccard index
3 to compare the dierence between them, so
a value of zero between two clusters indicates no dierence,
and a value of one indicates two completely dierent clus-
ters. The reason for inverting the value is that it helps when
comparing empty sets when there are no Bluetooth devices
available; comparing empty sets requires dividing by zero.
In order to determine event thresholds from the similarity
peaks we simply decide how many events per day we require,
and pick the highest dierence values throughout the course
of the day. For example, gure 1 shows a graph of dier-
ence values over time on a typical day. We can see that the
highest spikes occur at 7.30am, 6.00pm and between mid-
day and 3pm. Comparing this to other life annotations,
particularly GPS and appointment data, the spikes corre-
spond with the user arriving at work at 7.30, leaving work
at 6.00 and several meetings in dierent rooms throughout
the afteroon. There are smaller spikes throughout the day
which show things such as coee breaks, when the subject
is generally with the same group of people but in a dier-
3Jaccard index is a common method for comparing two sets
and involves dividing the size of the intersection of the two
sets by the size of the union.ent position in the building. The time between two event
thresholds is considered to be an event. In the unlikely case
that we have a number of equal-height peaks that total more
than the maximum number of events per day, we select the
peaks based on their distance from each other in order to
get a reasonably diverse set.
4. THEIMOUTOLIFEANNOTATIONSYS-
TEM
Since its rst version, the Imouto system has retained orig-
inal intention, passive and eortless collection of life anno-
tations that may be combined with additional information
to produce a rich description of life events. However it has
been improved and is now a full lifelogging system incorpo-
rating the original software which is now known as Imouto
Mobile.
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Figure 2: System architecture diagram.
Imouto Mobile is very similar to the original system, and
merely collects personal life annotations. Imouto Server is
an annotator service that runs on the user's home computer
in order to manage the collected life annotations and pro-
duce more annotations based on the user's documents. It
is this system that splits the user's life into events and in-
terfaces with the external processes, such as importing the
face recognition data from Picasa. Finally, Imouto Viewer
is a web application written in PHP and JQuery. It is used
to produce a user-friendly display of the user's life in a web
browser, alongside other relevant information from the web.
4.1 Imouto Mobile
The current version of Imouto Mobile runs on a modern
smartphone and uses very few system resources, meaning
it can run in the background on a phone that is in nor-
mal everyday use. This diers from its original incarnation,
which required a dedicated mobile device. The system is
written for the .NET framework and runs on phones run-
ning Windows Mobile 5 or 6. In the modern Android and
iOS dominated market this may seem an odd choice, but the
system was originally designed for a PocketPC and much of
the original code still exists. Additionally, most iOS and
Android based devices do not currently allow the low level
access to the hardware required by the system.
In order to keep the hardware requirements low, the system
does as little as possible. A small executable runs in the
background all the time and collects information on nearby
Bluetooth devices, phone signal and power status, and a
foreground application runs when required in order to collect
location information from GPS and also to import the user's
calendar and SMS inbox. The collected information is stored
locally on the device in a sparse plain text format in order
to save space. It was decided that the GPS should not run
all the time as it is a big drain on battery, and would not
work if the device was indoors anyway.
When the device is plugged into the host PC for charging
and synchronisation, the Imouto Server imports the stored
text les into its own database and removes them from the
device to save memory.
4.2 Imouto Server
Imouto Server runs on a Windows PC, and is also writ-
ten using the .NET Framework. The vast majority of the
data processing is handled by this part of the system. It
is primarily a desktop application but remains active in the
background when not in use, so it is best run on a PC that
is rarely turned o. The test user is running the applica-
tion on a medium-spec low power consumption PC which is
running nothing other than Imouto Server and its required
MySQL database. It remains on 24 hours a day.
The server software works in two parts. Firstly, as an unat-
tended annotation system which connects to various other
services and programs in order to gather and annotate data.
This part of the software is responsible for processing the raw
text les stored on the mobile device and importing them
into a local relational database. It also has access to the
local area network where the user stores his photographs,
and from here it imports the EXIF data as well as any extra
metadata generated by photograph organisation software Pi-
casa, such as descriptions and face data. The second purpose
of this software is as an application framework for custom
`collector' scripts. Collector scripts are mini-programs that
return data in a specic format, and the main software calls
the scripts at set intervals throughout the day in order to
store the data returned. The simplest of these scripts calls
and parses the Yahoo Weather RSS feed in order to store
a complete log of the weather in areas the user visits of-
ten, but more complex scripts are possible for storing more
information. This idea of having a main application that
calls external scripts was to ensure development on individ-
ual scripts could proceed without having to halt or restart
the system overall. Eectively, the server program is the
part of the overall system that requires the least interac-
tion, as it continues running all the time with no user input
whatsoever.
4.3 Imouto Viewer
Imouto Viewer is written in PHP and Javascript (with JQuery)
and runs entirely in a web browser. All the life annotations
and other data may be viewed in an interactive, user-friendly
way. Upon selecting a date from the calendar, the user is
presented with a number of events from that day, titled ifFigure 3: Imouto Viewer.
possible, and each event has an associated page containing
a summary of the event. Summaries contain, if known, the
places the user visited, the people with whom he associated,
and other statistical information such as the weather, dis-
tance travelled, etc. The user may select alternative views
which feature lower level information, such as the Bluetooth
devices encountered, and the photos taken for each event.
Additionally, everything is clickable so the user may, for ex-
ample, click on a person and get any known information on
them, as well as a list of other times they were encountered.
Information displayed by Imouto Viewer is primarily taken
from the user's personal lifelogs and manually added anno-
tations, but it is also possible to import an RDF document
from the web in order to automate the annotation further,
and we will discuss this in the next section.
5. LINKED DATA
When the system was rst developed, it had a fundamental
drawback. The user needed to manually insert data in order
for the system to generate any kind of useful output. People
could be pulled from the user's phone book, but places are a
dierent story, as there is no common way of storing known
locations on a phone, unless the user uses his or her phone as
a sat nav, and this is not likely to be accessible via a common
API. Thankfully, by the time the system had reached this
point in development, open linked data had begun to appear
on the web.
The Imouto Viewer application contains an input eld avail-
able at all times which allows the user to import an RDF
document from a web location. This document is then parsed
by the system and the triples within it are imported into the
system's internal database. This database is queried for rel-
evant information by the viewer application whenever part
of the user's life is visualised.
5.1 Connecting Entities
The system is partially intelligent in that it supports vari-
ous ways of determining if two URIs refer to the same en-
tity. In the case of people it does this using the foaf:mbox
property. It is stated within the FOAF specication that
two foaf:Person entities cannot have the same email ad-
dress. Although this is not always true in real life { children
may share their parents' email address, for example { we
implement this element of the FOAF vocabulary by assum-
ing that if two entities have the same email address that
they are actually one and the same. This allows us to link
foaf:Person entities from RDF documents to entries in the
user's phonebook which may not necessarily have a URI as-
signed to them.
Figure 4: Imouto Viewer after importing linked data
about a person.
Figure 4 shows the result of importing an RDF description
of a person. The user has the email address of Paul Lewis in
his address book but no other information. After importing
his RDF description from http://rdf.ecs.soton.ac.uk/
person/48, Imouto Viewer now shows Paul's full name and
title, desk phone number, home page and projects as well as
a photograph.
For entities which are not people, we use the owl:sameAs
property. If a triple exists that states a URI is the same
as another URI, it is assumed that this is true and the two
entities are eectively combined to form one, although for
reasons of provenance, to be detailed in section 5.3, this
combination only exists within the viewer and not in the
internal database.
5.2 Manual Linking
Not everything can happen automatically, so some form of
manual method is required within the viewer application.
The interface currently contains two such methods. Firstly,
two people may be combined within the person database. If
the system has imported the same person from two sources
which are not explicitly linked, the user may manually com-
bine the properties of both versions to form one entity. There
is also a location manager in which entities with spatial prop-
erties may be integrated into the user's manually entered
locations list, either by adding them or by combining them
with existing locations. As with the automatic annotation,
the link is not integral to the internal data and can therefore
be removed with no side-eects if the user makes a mistake.5.3 Provenance
The problem with importing linked data from the web au-
tomatically is that it may not all be reliable. Accidentally
or maliciously, information that is not helpful or true may
be imported into the Imouto system and treated as factual.
For this reason, every triple within the internal database
references the RDF document from which it came, as well
as the date the document was last imported. Consequently
the viewer application is able to list all the documents that
have been imported, and the user may decide to delete or
re-import each document individually should they go out of
date or later be deemed unreliable.
6. PRIVACY
In general, lifelogging has raised privacy concerns [3, 2, 16]
based around the potential for exploitation of information
which has been conveniently (for the snooper) collected in
one place. In this section we begin by reviewing some of well-
known privacy and surveillance concerns, before moving on
to concerns about linked data in section 6.2. In section 6.3
we consider additional factors associated with life annotation
as opposed to lifelogging per se.
6.1 Privacy and Lifelogging
To invade the informational privacy of a person, a snooper
needs to collect information about that person (an obvi-
ous truism). A serious breach of privacy may occur if the
snooper manages to nd a single juicy piece of information
(for example a criminal record), which may be picked up
from a number of sources, including government open data,
blogs, online news sites and aggregators, Tweets or social
networking sites. A lifelog is unlikely to add a great deal
to this risk, as these other sources are themselves already
extremely deleterious to privacy.
More problematic is the case where the snooper has to piece
together individually innocuous pieces of information to pro-
vide an unwonted insight into someone's life (for example,
an anonymised criminal record, an anonymised record of a
medical treatment undertaken within a prison, and a medi-
cal record may place a data subject in prison on a particular
date). The cost of such data fusion is relatively high, but
the greater part of the snooper's job may be done for him by
the lifelogger collecting information about him- or herself.
This discussion is premised on the snooper's gaining access
to the lifelogging data. This will of course be trivial if the
lifelogger has posted it to the web, or made it available in
some other way. Yet this need not be the case. Bell and
Gemmell [3] explicitly advise that if you have serious privacy
concerns, then don't put your lifelog on the web; Bell keeps
the MyLifeBits information to himself for personal use. As
noted above, Imouto focuses its security/privacy strategy on
the client side, and no data are held on an external server.
Hence for the unauthorised snooper, the privacy problem is
equivalent to the anti-hacking/security issue.
The second risk is that one's lifelog will actually contain
details not only of one's life, but of that of other people.
The record of one's own life is therefore also a partial view
of those others' lives whose privacy is therefore put at risk
through no fault of their own. Nevertheless, the risk still
depends on a number of behavioural norms being crossed.
The lifelogger would have to elect to share the data concern-
ing others' conduct, either by posting on the web or sending
it to interested individuals. Sharing is not implicit in the
practice of lifelogging, so it is not clear how large a risk
this would be. It is certainly the case that it would entail
that the lifelogger was no longer keeping the data for his or
her\domestic purposes"(to use the key term from the UK's
Data Protection Act 1998), and therefore the data transfer
would fall under data protection principles, as mandated in
a number of countries including all those in the OECD. This
would mean, for instance, that data could only be used for
the specic purposes for, which it was collected, and that it
must not be disclosed to other parties without the expressed
consent of the data subject.
This is not to say that abuses could not occur (they do under
the current imperfect data protection regime), but the area
is covered by law already; it is not clear what an extra law
regulating lifelogging would add.
6.2 Privacy and Linked Data
As Bizer et al [5] point out, privacy is one of the major
research challenges to the linked data web. Datasets are
published in the Linked Data cloud without metadata ex-
pressing privacy preferences or restrictions, thereby putting
everything automatically into the public domain. It is cer-
tainly the case that languages and tools for expressing pref-
erences will be important for the linked data web, especially
with respect to the social web [17].
However, using linked data for lifelogging need not be a pub-
lic activity. As noted above, the lifelogger imports important
and useful contextual data to help provide a rich picture of
his or her own life. If the data he or she generates is not pub-
lished as linked data, then (a) the individual lifelogger's pri-
vacy is protected to the extent that the data store is secure
from hacking, and (b) the lifelog is only used for domestic
purposes, and therefore does not fall under the regulatory
regime for data protection of others' data.
6.3 Privacy and Life Annotation
If, on the other hand, the lifelogger does wish to publish
his or her own datasets as linked data, then it may be that
methods for generating relevant metadata could be devel-
oped by systems such as Imouto. Life annotation systems
could be crafted that are positive boons for privacy by pro-
viding metadata automatically for lifelog datasets that could
help indicate privacy preferences semi-automatically, or be
used to infer how the data should be treated in accord with
current privacy norms, perhaps leveraging location-sensitive
models of privacy.
For instance, Toch et al [21] exploit the notion of location
entropy to develop models of privacy in location-sharing sys-
tems. A location has a high entropy when it has many visi-
tors who each visit with similar frequency, and low entropy
when it has few visitors who visit with highly uneven fre-
quencies. Hence a typical high entropy place would be a
public area, such as a university campus or a railway sta-
tion; a typical low entropy place would be a private home,
whose residents are present vastly more often than anyone
else. Toch et al argue that, all things being equal, peopleare more willing to share their location (are less concerned
about privacy) when they are in higher-entropy locations.
As noted above, our system exploits Bluetooth data for both
person and location identication, and hence, over a period
of time, could generate a parameter analogous to location
entropy for a particular location. If the empirical results of
Toch et al were conrmed, then the user of Imouto would
be able to treat information dierently depending on the
entropy of the location. Default privacy preference meta-
data could be inferred from the characteristics of a location
gathered by Imouto itself.
7. THE SOCIAL VALUE OF LIFELOG IN-
FORMATION
Although privacy is the main concern of lifelogging's critics,
there are other concerns too. Some worry that the informa-
tion gathered will be valueless. \Rather than unfocused ef-
forts to `capture everything', system designers should chan-
nel their eorts more fruitfully by identifying the situations
where human memory is poor or targeting the things users
most want to remember. These situations are where the sys-
tems would provide their greatest utility" [18]. Why bother
capturing a load of stu that humans can already remember,
or alternatively aren't interested in remembering?
Imouto goes some way to alleviating the concerns expressed
here, as its focus is on sensemaking and data organisation.
Generating narratives from the raw data provides an inter-
mediate stage between the data and the descriptions of most
utility. The problem with Sellen and Whittaker's criticism
is that, though well-made, it is extremely hard to predict
exactly which data will prove valuable. Memory works as-
sociatively, and so although it may be possible to make a
guess at which data will be found to be important in the
future (even this is doubtful, but let us allow it for the sake
of argument), it will be completely impossible to identify in
advance the subordinate pieces of data that will lead us by
association to the important stu.
Lifelogging is also criticised for contributing to information
overload, but the problem of associative indexing shows why
such criticisms are inappropriate. \Capturing vast arrays of
data might overwhelm end users maintaining and retriev-
ing valuable information from large archives; it also ignores
the burden huge amounts of data impose on system design-
ers and developers"[18]. Viktor Mayer-Sch onberger [15] has
also argued that we should be more prepared to delete in-
formation because there is too much of it available for com-
fort, while Nicholas Carr maintains that tools like the web
are bad for our health, because \the inux of competing
messages that we receive whenever we go online not only
overloads our working memory; it makes it much harder for
our frontal lobes to concentrate our attention on any one
thing. The process of memory consolidation can't even get
started" [8]. However, the association problem means that
the value of the lifelog is proportional to the amount of in-
formation gathered and stored.
Given that it is not possible to lter the lifelog's informa-
tion to preserve all and only the useful stu, it is clear that
intermediary representations are required; these are partly
created by Imouto's opportunistic analyses, to suggest peo-
ple, locations and events that have probably been encoun-
tered. These are key concepts in our own understanding of
our lives, and key components of life narratives.
Furthermore, Imouto's use of linked data helps raise the
value of the lifelog data still further by contextualising it.
The linked data stores which Imouto can tap into will also
provide further metadata for life annotation, making greater
(and more objective) sense of the individual experience. The
exploitation of the linked data web will also help address the
problem of\overwhelm[ing] end users"and\overload[ing] our
working memory"; the acquisition, storage and annotation
eorts for the linked data will of course be distributed.
Hence Imouto's contribution is not only to the capture, stor-
age and representation of life data, but also to its usability,
relevance and contextualisation. The linked data web will
provide a growing resource for the interpretation and re-
trieval of relevant data for the individual.
8. CONCLUSIONS AND FUTURE WORK
In this paper, we have discussed several lifelogging systems,
including the latest version of our Imouto system. Imouto
both collects and organises lifelogs and life annotations, as
well as combining them with both external contextual data
and open linked data from the web. We have discussed
some of our design and implementation decisions, partic-
ularly within the areas of person detection and event detec-
tion, and suggested ways the software can be improved. We
have addressed various issues with regards to privacy and
social issues and explained how they apply to Imouto.
In section 3.2 we hypothesised that Bluetooth could be used
for location detection on a large scale, and the testing of
this hypothesis is important future work. On the face of
it, collecting training data for location detection by Blue-
tooth will be similar to the way Google, Skyhook and others
have collected the MAC addresses of wireless access points
to determine location based on local wi. The main dier-
ence is that most Bluetooth devices are portable and we can
only use static devices for location detection. This is not as
problematic as it sounds. For example, we know from the
registry of Bluetooth device manufacturers that any device
whose hexadecimal MAC address begins with 00:03:81 is
manufactured by Ingenico, a company that produces card
payment devices for pubs and restaurants. It is unlikely
that such devices will ever move, and when collecting the
addresses of static devices we can be reasonably sure that
these devices are the most likely to be static. Likewise any
device beginning with 00:19:2D is made by Finnish mobile
phone manufacturer Nokia, meaning it is unlikely to be use-
ful for location detection, and can therefore be removed from
our training data.
In section 3.3 we discussed the dierent methods we have al-
ready tried when attempting to split a user's life into events.
We have opted to use Bluetooth, but there are other ways of
doing this and a study would be worthwhile. In section 3.1
we suggested that face detection is a more eective method
of person detection than Bluetooth device logging, but only
for events in which many photographs exist. With the ex-
istance of wearable cameras such as the Sensecam, it seems
sensible to experiment with a constant stream of images inorder to evaluate the eectiveness of wearing a camera.
Finally we propose more work in the eld of open linked
data. Our ultimate goal is for Imouto to be completely auto-
matic, and despite the ability to annotate using public data
it is still up to the user to actually locate this information.
For example, by looking for common paths and destinations
in the GPS logs it is possible to identify locations relevant
to the user's life without any prior knowledge. Using tech-
niques outlined in section 6.3 it is theoretically possible to
identify `public' locations relevant to the user, and with a
simple search, identify these known locations by name and
type, all with no user input.
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