A video camera has limited spatial and temporal resolution. The spatial resolution is determined by the spatial density of the detectors on the imaging plane and the induced blur. This limits the minimal size of spatial features or objects that can be visually detected in an image. The temporal resolution is determined by the frame rate and by the exposure time of the camera. These factors limit the maximal speed of dynamic events that can be observed in a video sequence. Video surveillance is one of the applications where high-resolution (HR) images are crucial. Consider the following real-life scenario: Despite the presence of an operational video surveillance system, something unfriendly has happened; a post-facto analysis of the stored video must be performed to locate anything suspicious. We call such a task post-facto surveillance in this article. It is possible that the region of interest on the screen may have captured the actual incident with a resolution that is insufficient for proper scene interpretation. In that case, the frames need to be super resolved to obtain an HR description of the scene. Further, the incident might have occurred so fast that it escaped the attention of the security personnel. Hence, the HR frames must be replayed at a relatively slow speed. HR slow-motion sequencing refers to the task of creating an HR slow-motion video from a given video bit stream. Therefore, a better visual quality, slow video sequence can be obtained by applying the HR slow-motion sequencing algorithm to any given low-resolution (LR) video sequence. The HR slow-motion sequence can be created from the stored LR image sequence by adding new computer-generated frames between existing frames in the sequence and simultaneously super resolving them.
Several video surveillance products are available on the market for office or home security and remote surveillance. They monitor a home, an office, or any location of interest, capturing motion events using Webcams or camcorders and detecting abnormalities. The visual data is saved into compressed or uncompressed video clips, and the systems trigger various alerts such as initiating an ftp, sending an e-mail (in case of a Webcam), or setting off a buzzer. Some of these products also have an image broadcasting capability, which enables one to watch the Webcam over the Web from any location. Some of them also enable us to do remote video surveillance anywhere in the world through real-time video streaming. Details on the various existing video surveillance products can be found in some of the other articles appearing in this special section. Due to high bandwidth requirement, the frames are often captured at a lower rate. This means that the video is captured either at a low spatial resolution (say, at 176 × 144 pixels) or at a low frame rate (say, at 10 frames/s) or both. Hence, there is a need to interpolate the in-between frames and to simultaneously super resolve them. Also, the video storage or transmission often requires compression when additional artifacts are introduced. Hence, an HR restoration of the video is of immense interest in post-facto surveillance applications. To highlight the need to develop a commercial system based on this idea, we have included a perspective from a professional working in this industry (see "HR-Slomo from an Industry Perspective").
In this article, our objective is to describe one of the possible methods for generating an HR slow-motion sequence from a given video bit stream, in which only an area of interest is slowed down and super resolved so that any activity that is not clearly visible in the original video (either because it occurs too fast or the input video quality is not good) may appear more clearly. The resulting HR slow-motion sequence can later be subjected to standard surveillance algorithms such as tracking and activity recognition.
This article is more of a tutorial cum concept demonstration type. First, we describe the image acquisition model utilized by the super resolution (SR) technique. Then, we explain the general methodology used by the existing video compression standards to see how the existing SR techniques exploit the bit stream information to obtain the HR sequence. We describe the method that we employed to obtain the HR slow-motion sequences and demonstrate the results of the developed algorithm for a few surveillance videos.
IMAGE ACQUISITION MODEL
Before discussing the SR technique, we present here the LR image observation model (see Figure 1) , relating an HR frame to an LR frame. It is straightforward to extend this model to the video sequence model by incorporating the temporal information.
The input signal f(x, y, k) denotes the HR image in the focal plane coordinate system (x, y) at an instant kT. Here T denotes the temporal sampling duration for the video. For example, if the video is captured at a rate of 10 frames/s, then T = 0.1 s. We assume a surveillance application where the camera is stationary. An object in the camera's field of view may be moving, and this motion could be given by a dense displacement vector. Next, the effects of the physical dimensions of the LR sensor (i.e., blur due to integration over a surface area) are incorporated. This is called the sensor point spread function (PSF). We assume that there is no camera defocus and no motion blur. The second assumption requires that the camera shutter time be much smaller than the frame rate. Finally, the transformed image undergoes an LR scanning followed by an addition of sensor noise, yielding the LR frame. Thus, the kth HR frame f kT is related to kth LR observation g kT by the following relationship g kT = AH f kT + n kT (1) where the HR image f kT of size γ M × γ N is written in the lexicographical notation as a (γ 2 MN) × 1 vector. Similarly, g kT is a (MN) × 1 vector representing the LR frame. A is an (MN) × (γ 2 MN) matrix that takes into account the subsampling due to the LR sensor and also the blurring due to the sensor PSF. Here H is a (γ 2 MN) × (γ 2 MN) filtering matrix which takes into account the motion of the object. The reader may note that the factor γ refers to the decimation ratio. Thus, a single pixel in the LR observation corresponds to γ × γ pixels in the HR image.
Having defined the image acquisition model in (1), we may now succinctly define the HR slow-motion sequencing problem. Given a set of LR observations g kT , k = 1, 2, . . . captured at a low frame rate 1/ T, one would like to recover the high frame rate HR video f m T s , m = 1, 2, . . . , where s is an integer defining the temporal upsampling factor. To not complicate the notation, we drop the term sampling duration T from the notation for subsequent discussion. This notation will again be used when we actually perform the temporal upsampling operation.
[FIG1] Illustration of an LR image formation model in a typical video surveillance application.
VIDEO COMPRESSION BASICS
Since the input to the developed surveillance system is a compressed bit stream, we briefly review the video compression scheme as relevant to our system. Interested readers are referred to [1] for a detailed discussion of video compression. Video compression techniques utilize both spatial and temporal redundancies between the image frames in a video sequence. This is accomplished by first predicting images from the previously decoded frames through the use of motion vectors. The motion vectors represent a mapping between the frame being currently encoded and the previously reconstructed data. Using this mapping, the difference between the original image and its estimate can be calculated. The difference, or the residual error, is then passed to a transform domain encoder and quantized. The entire procedure is expressed as
where g k MC is the motion-compensated estimate of g k predicted from the previously decoded data, T is a suitable transform operator such as the discrete cosine transform (DCT) over macro-blocks, Q is a quantization operator, and z k is an MN × 1 vector that contains the quantized transformed coefficients. The quantized coefficients are then entropy encoded for storage or transmission purposes. At the decoder, an approximation of the original image is formed with a two-step procedure. First, the motion vectors are utilized to reconstruct the estimate. Then, the estimate is refined with the transmitted error residuals. The entire procedure is expressed asĝ
where ĝ k is the decoded frame, T −1 is the inverse of the transform operator T , and Q represents a dequantization operator. However, since the original quantization operator Q is a lossy procedure, this does not completely undo the loss of information. The transform coding technique introduces severe blocking artifacts in the reconstructed video. These block boundaries become highly visible at higher compression ratios and at lower bit rates. Moreover, during the quantization, the low-frequency data is preserved while the high-frequency information is coarsely quantized. This removes the high-frequency components due to edges and introduces a strong ringing artifact at the decoder. If the coding errors are not removed, subsequent SR techniques may produce a poor estimate of the HR sequence, as the coding artifacts may still appear in the HR images. Additionally, the noise appearing in the decoded images may severely affect the quality of any of the motion estimation procedures required for the resolution enhancement.
SR RECONSTRUCTION
SR refers to the generation of HR images from a sequence of LR observations. Several techniques have been presented in the literature to obtain SR images. Tsai and Huang [2] were the first to address the problem of reconstructing an HR image from a sequence of LR undersampled images.
The research area of SR imaging is quite rich in its own merit. We refrain from doing a thorough literature review in this article due to reasons of brevity. We discuss only the literature relevant to SR image restoration from the compressed video. Interested readers are referred to [3] and [4] for a more complete exposition of this area. Several methods have been presented in the literature to utilize the information from the compressed bit stream for SR. The quantization factor transmitted by the encoder provides a key constraint, as it limits the quantization error to half of the quantization factor. The set-the-
HR-SLOMO FROM AN INDUSTRY PERSPECTIVE
Real-time surveillance systems today are handicapped by the lack of bandwidth. This has a direct impact on both the spatial resolution and the quality of the video that can be transmitted, as well as on the transmission frame rate. The security agency manning a remotely monitored site often complains of these difficulties during the surveillance process. This is added motivation to develop a system to both increase the resolution of the video using appropriate super-resolution techniques and to perform a slow-motion sequencing of the enhanced data. Providing applications that can improve the resolution and interpolate the temporal information would be of immense use for extracting information from stored surveillance data in the event of any kind of alarm trigger. In this spirit, the concept of post-facto surveillance is a nice one. We envisage that, in future, companies developing applications based on surveillance video will actually integrate this facility in their software package. The fact that the user can select any frame rate and any window in the video to superresolve makes it a powerful toy in the hands of both the amateur and the expert video analysts. This toy can also be a valuable addition to the currently evolving personal video recorder (PVR) market in the home video segment.
This technique can also find application in real-time surveillance, where specific regions of interest can be digitally zoomed during live monitoring. I understand from this article that the SR technique, when implemented in software, is a slow process, and it may not be suitable for real-time applications. We are currently developing real-time video coding and analysis systems using the BlackFin DSP processor from Analog Devices. We already have some good success in real-time streaming of the video at various bit rates. Quite naturally, we are keen to port a similar application to our video processing platform as a value-added service. Currently, we are exploring such a feasibility.
-C.P. Mammen, Consultant, Analog Devices, Mumbai. E-mail: CP.Mammen@analog.com oretic method is well suited for limiting the magnitude of this quantization error in the system and is explored in [5] . Several authors represent the quantization error as an additive noise process. Since the projection operator does not encapsulate any additional information about the shape of the quantization noise process within the bounded range, one possible method [6] is to utilize the probabilistic description of the quantization noise in the transform domain and to rely on a maximum a posteriori (MAP) estimate for the SR image. In [7] and [8] , the authors approximate the quantization noise as a Gaussian process. Several traits of the transmitted motion vectors make them less than ideal for representing the actual scene motion. As a primary flaw, the motion vectors are not estimated at the encoder through use of the original LR frames. Instead, motion vectors establish a correspondence between the current LR frame and the compressed frames at other time instances. When the compressed frames represent the original image accurately, the correlation between the motion vectors and the actual motion field is high. As the quality of compressed frames decreases, the usefulness of the available motion vectors for estimating the actual motion field is diminished. Moreover, not all the needed motion fields are always available due to occasional intracoding even in intercoded frames.
An SR algorithm that estimates the motion vectors by refining the transmitted data is proposed in [7] and [8] . In [7] , Chen and Schultz initialize the motion estimation algorithm with the transmitted motion vectors, and then the best match is found by refining these values. Such a technique adds robustness to the search procedure and reduces the computational requirement. A method has been proposed in [9] and [10] wherein a similarity measure between each candidate solution and the transmitted motion vector is defined. Then, the motion estimation algorithm is employed to minimize the cost function.
REMOVAL OF BLOCKING ARTIFACTS
Several methods have also been proposed in the literature for the removal of the blocking artifacts. In [11] and [12] , the authors use filtering algorithms to remove the blocking artifacts. Yang et al. in [13] and [14] proposed two regularized reconstruction approaches for reducing the blocking artifacts: a set theoretic approach and a constrained leastsquares approach. Solutions were obtained using the theory of projection onto convex sets (POCS) and a successiveapproximation-based iterative algorithm, respectively. The same authors also proposed a POCS-based adaptive reconstruction approach in [15] . The methods proposed in [13] and [14] exploit the spatial correlations that exist between the successive frames for SR; they construct a set of convex constraints at each frame within a temporal neighborhood of the frame of interest using the motion between the frames and the quantized information extracted from the bit stream.
The proposed method operates solely on the transform domain (DCT) data and, hence, provides a solution that is compatible with the observed video. It does not make the additional spatial smoothness assumptions that are typical with blocking artifact reduction algorithms for still images.
Stochastic recovery techniques have also been proposed for the removal of the blocking artifacts. A spatially adaptive MAP solution has been derived in [16] with the use of mean field annealing. The prior information about the image was incorporated through a Gauss-Markov model. The fidelity of the data was preserved by projecting the image onto a constraint set defined by the quantizer at each iteration. Nguyen et al. in [17] proposed computationally efficient block circulant preconditioners for solving the Tikhonov-regularized SR problem by the conjugate gradient method.
The above discussion on SR reconstruction of video frames from the compressed data demonstrates the following:
■ We must find the actual motion field as the available motion vectors are not always reliable. ■ The estimated motion field must be a dense one, unlike the motion vectors that are defined for the entire macroblock. ■ The motion field must be estimated with a subpixel accuracy so that the SR reconstruction of the image frame is possible. ■ The blocking artifacts must be removed while super resolving the frames. The resolution of these issues is explored in the later part of this article. However, one must bear in mind that, in a video surveillance application over a designated region of interest, both the camera and the background are stationary. Unless there is a moving object in a scene, much of the video signal should ideally have a zero motion field. Hence, the SR technique would fail to super resolve the stationary region, resulting in a standard upsampling (interpolation) of the visual field. However, if there is any object in the scene that is moving, we can expect it to super resolve this area quite well using the estimated motion field. Thus, the developed solution works very well for surveillance applications where there is no need to super resolve the background since the information about the background is fully available to the security agency.
VIEW INTERPOLATION FOR DYNAMIC SCENES
Having defined the issues to be solved while super resolving individual frames in a video sequence, we now look at the problem of generating intermediate frames between two HR frames.
View interpolation [18] involves creating a series of virtual views of a scene that, taken together, represent a continuous and physically-correct transition between two reference views of the scene. View interpolation is a special case of view synthesis, which refers to the rendering of images of an observed object or scene from new view points. The authors in [19] demonstrate that view interpolation is a well-posed problem and does not suffer
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from the aperture problem. The result depends on an assumption of monotonicity, which requires that corresponding scene points appear in the same spatial order in both images. For a broad class of scenes, image interpolation is a physically valid mechanism for view interpolation. This provides a theoretical basis for morphing techniques and demonstrates that views can be synthesized with simple 2-D image operations.
Manning and Dyer in [20] introduced the problem of view interpolation for dynamic scenes. Previous work on view interpolation has been restricted to static scenes. A dynamic scene changes with time; consequently, these changes will be evident in two reference views that are captured at different times. Therefore, view interpolation for dynamic scenes must portray a continuous change in view point and a continuous change in the scene itself in order to have a smooth transition between the reference views. Manning and Dyer's approach to this problem is based upon an earlier technique called view morphing [21] , a method for interpolating between two widely spaced views of a static scene. The technique has several strengths that make it suitable for practical applications. First, only two reference views are assumed. Second, it does not require that the camera calibration be provided, nor does it need to calculate the camera parameters. Third, the method works even when only a sparse set of correspondences between the reference images is known. If more information about the reference views is available, this information can be used for added control over the output as well as for increased realism.
In addition to view morphing, numerous existing methods can be used to create view interpolation for static scenes [22] - [24] . However, none of these methods is directly applicable to dynamic scenes. Avidian and Sashua [25] provide a method for recovering the geometry of dynamic scenes in which the objects move along straight-line trajectories. Once the geometry is recovered, dynamic view interpolation can be performed. However, their algorithm does not apply to the current problem under study because it assumes that five or more views are available and that the camera matrix for each view is known or can be recovered. There are several mosaicing techniques for dynamic scenes [26] , but the mosaicing involves stitching together several small field of view images to create a single large field of view image. Again, this is not applicable to a surveillance application as there is a single camera and it is stationary. Further, it is the moving object that we are interested in following with greater detail. We seek to perform temporal view interpolation directly from the reference views without additional information about the scene. It is not our goal to deduce the most likely manner in which the scene has changed. Instead, we are interested in portraying some possible way in which the scene could have changed, and we want the portrayal to be physically correct and continuous. For the current surveillance application, the view interpolation is much simpler due to the fact that no camera calibration is necessary since the camera is stationary. However, the object motion must be captured properly to enable a good temporal interpolation.
HR SLOW-MOTION SEQUENCING ALGORITHM
After having discussed the need to first super resolve the video sequence and then interpolate the video frames, we now present how these two tasks are actually solved for the proposed postfacto surveillance application. Given several LR frames obtained by decompressing the given compressed video bit stream, our task is to first super resolve theses frames and then reconstruct the required number of intermediate frames.
SUPER RESOLUTION
An iterative algorithm for the estimation of HR frames from an LR compressed video sequence proposed in [10] was implemented. While super resolving the kth frame, we make use of the previous M 1 and subsequent M 2 frames
Note that the noncausality does not pose a problem as we are working post-facto. Using the image acquisition model given in (1), the estimate of the HR frame f k , denoted by f k , can be shown to be given by 
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where A is the downsampling matrix (if there is any additional camera PSF blur, it should be absorbed in the matrix A accordingly), and C k,k−i represents the dense motion compensation operator from the HR frame f k to the HR frame f k−i such that
Note that C k,k−i represents an HR and dense motion field at the kth frame. Since the MPEG video offers only an approximate and sparse (defined on a 16 × 16 block) motion vector, the transmitted motion vectors serve no purpose in the HR applications. The HR motion field C k,k−i must be estimated simultaneously while minimizing (4). The estimated HR motion field will be useful while interpolating the in-between frames as discussed in the next subsection. Here Q 1 and Q 2 are high-pass operators that capture the within-block and betweenblock smoothness of the frame f k , respectively. Although we work on decompressed video, the effect of blocking artifacts is sometimes quite pronounced in the LR frames since the images are captured at a low bit rate. We would also like to reduce the blocking artifacts while super resolving the frames. Since we are estimating both the HR image frame f k and the dense motion field C k,k−i from the observations g k , the problem is an ill-posed one. Hence, we must introduce appropriate regularization conditions to solve the problem. The operator Q 1 does precisely that by demanding a certain smoothness in the HR image f k . The operator Q 2 is defined between the boundaries of adjacent DCT blocks. Hence, this term helps us in deblocking the reconstructed HR frames. We consider the operators Q 1 and Q 2 to both be Laplacian in the study. The
2 enforces data fitting. Here λ 1 , λ 2 , and λ k,k−i are the regularization parameters that control the within-block, between-block smoothness and the correctness of data fitting, respectively. The minimization of (4) was carried out by an iterative gradient descent algorithm.
Since the MPEG encoder supplies motion vectors for macroblocks and not for each pixel, the decoder motion vectors were discarded. The dense motion estimation was carried out using the correlation-based method in which an 8 × 8 window was chosen around each pixel.
Having obtained the initial motion field, we solve for the best f k in the (4). We then update the HR motion field C k,k−i . The above steps are repeated until no further improvements in the estimates of f k and C k,k−i are obtained. Quite naturally, for the video surveillance application, only the region that has a moving object will be super resolved. The background will be simply interpolated (upsampled) by the factor γ × γ . Thus, we now have all the HR frames f k , for the given video sequence, that need to be temporally interpolated to run the video in slow motion.
VIEW INTERPOLATION
The method implemented for temporal interpolation is suitable for dynamic scenes that satisfy the following assumption: for each object in the scene, all the changes that the object undergoes during the missing time interval correspond to a single rigid translation. Obviously, this assumption is not strictly valid for a surveillance video dealing with human motion. However, if the frame rate is not too low, the above assumption still holds between two consecutive frames.
Morphing techniques combine a geometric warp with a cross dissolve to interpolate two images. A set of corresponding user-specified control points are provided in each image to guide the interpolation. As these points are typically sparse, the correspondence must be extended so that every pixel has a welldefined path. In our case, we found a dense correspondence between pixels of the two consecutive video frames using a correlation-based approach in which we took a window of 8 × 8 pixels around each pixel and found a match in the other image. We consider the simple case where a linear interpolation of the corresponding point positions is used to create intermediate frames. In other words, if p kT and p (k+1)T are the corresponding points in images f kT and f (k+1)T , respectively, the location of the pixel in the interpolated frame f (k+ i s )T is given by
where T is the temporal sampling interval of video frames and s is the required temporal upsampling factor (i.e., the number of frames to be inserted between two consecutive frames). The above procedure can be repeated for all points in the kth frame using the estimated motion field C k,k−i . Image interpolation has a direct physical interpretation in terms of views, a connection that was recognized by Ullman and Basri [27] in the general context of linear combination of views.
Here, we present a simple geometric interpretation that makes the underlying principle more explicit. Since the camera is static, let be the projection matrix for the camera. Similarly, let S k be the scene at the kth frame; the corresponding HR image is f kT = S k . Due to the motion field C k,k+1 , the next image frame is given by f (k+1)T = C k,k+1 S k . No information about the 3-D structure of the scene is used in this study. Using (6), the interpolated frames are given by
where
The above equation provides the relationship between slowmotion sequencing and view interpolation methods. Here i represents the equivalent camera projection matrix for the ith interpolated frame. However, since the camera is stationary, there is no need for camera calibration. From (7), we observe that, by choosing any upsampling factor s as per the user necessity, we can generate the HR slow-motion sequence.
PERFORMANCE DEMONSTRATION
The HR slow-motion sequencing algorithm discussed in this article has been very successfully applied to several real MPEG sequences compressed at different bit rates. However, due to reasons of brevity, only two sets of results are provided to demonstrate its effectiveness. Both the videos are captured with a Sony digital video camera at 25 frames/s and a resolution of 352 × 288 pixels.
In the first experiment, we demonstrate the results of the SR algorithm applied to a surveillance video monitoring the flow of cars into a parking lot. The camera uses a standard MPEG-1 encoder at 512 Kb/s. The license plate of the car occupies a small region in the image and it is not clearly legible. In order to super resolve the image frame, we select a small region around the number plate, as shown in Figure 2 . Results of zero-order hold (pixel replication) and bilinear interpolation of the LR image are given in Figure 3 (a) and (b), respectively. The characters M, H, 0, and 9 are not clearly legible even in these interpolated images. In Figure 3 (c), we show the corresponding SR image where these characters appear quite clearly.
For SR, we used 16 neighboring LR frames. The withinblock and between-block smoothness parameters in (4), λ 1 and λ 2 , were set to 0.08 and 0.10, respectively. λ k,k−i s were set to 0.04 and 0.40 for i = 0 and i = 0, respectively. The choice of the parameters is quite ad hoc, although they were guided by the fact that i) we should have comparable contributions from all terms in (4) and ii) the current frame should have higher weight than the other frames. The LR images are of size 74 × 30 and the SR image is of size 148 × 60 pixels.
An improvement in visual clarity of the super resolved frame becomes more apparent when we upsample the frames by a factor of γ = 3 (i.e., we form the HR image of size 222 × 90 pixels). In Figure 4 (a), (b), and (c), we show the results of zero-order expansion, bilinear interpolation, and the SR reconstruction at three times the original resolution, respectively. The characters M and H appear to be fused together in Figure 4 (a) and (b). Due to the utilization of information from neighboring frames, the super resolution technique has been able to separate these characters as seen in Figure 4 (c). The same set of parameters were used in this case also. Further, we use the same number In the second experiment, we demonstrate the results of the HR slow-motion sequencing algorithm. We selected the video of a man taking a small box surreptitiously from a cupboard in a laboratory under video surveillance. Here, the idea is to emulate a scene where someone steals a deadly chemical. The background was stationary and the video was compressed at 256 Kb/s. Two consecutive LR frames (chosen arbitrarily) in which the box moves down are shown in Figure 5 (a) and (b), respectively. We are interested in super resolving and slow-sequencing the portion of the image in which the box is moving. The regions of interest in these two LR images, containing only the portion capturing the movement of the box, are shown in same Figure 5 by overlaying a window over it. We observe that there is something written on the box that is not clearly readable in the LR images. Further, the box has moved down from its position in the initial image to the final image. The corresponding HR images for a upsampling factor of γ = 2 [ Figure 6 (a) and (h)], were obtained with λ 1 = 0.03, λ 2 = 0.04, λ k,k = 0.40, and λ k,k−i = 0.06 for i = 0 using 13 neighboring LR frames. Figure  6 (b)-(g) show the six intermediate HR frames generated artificially between the observations Figure 6 (a) and (h). The letters on the box are super resolved using the motion cue, and the texts on the box are clearly visible. The demonstrated resolution enhancement technique has performed quite well. In order to view this as a video, one can make a small MPEG movie by inserting these artificial HR frames between two consecutive frames. We observe that it is able to depict the slow and smooth movement of the box while maintaining the resolution. Hence, we perceive that the current tool will be quite useful in postfacto analysis of surveillance video. frames and the prior information about the original HR images.
LOOKING AHEAD
In the resultant HR slow-motion sequence, only an area of interest is slowed down and super resolved so that any activity that is not clearly visible in the original video will appear more clearly. This has direct application in post-facto analysis of video surveillance data. Since the results are very encouraging, the HR data can be subsequently used for object recognition purposes, and an improved recognition performance is expected. The developed system works well for a static surveillance camera. There is a need to build a similar system that will work with the surveillance data collected from a mobile platform. Similarly, the use of an omnidirectional camera is gaining acceptance in surveillance application. It will be interesting to have a similar system built for an omnidirectional camera. Further, by porting these techniques on an appropriate DSP architecture, we may hope to get a real-time playback of these enhanced surveillance data.
