We review the early history of linear programming with respect to the solution of linear equations, computer developments, and its origins within the federal government.
INTRODUCTION
The development of linear programming has been ranked among the most important scientific advances of the mid20th century, and we must agree with this assessment. Its impact since just 1950 has been extraordinary. Today it is the standard tool that has saved thousands or millions of dollars for many companies or businesses of even moderate size in the various industrialized nations of the world; and its use in other sectors of society has been spreading rapidly. A major proportion of all scientific computation on computers is devoted to the use of linear programming (Hillier and Lieberman 2001, p. 24) .
Because the early years of linear programming seem so long ago, I decided to use the word "shoppe" in the paper's title to convey the "simpler" environment of the linearprogramming pioneers. Linear programming (LP) and the electronic digital computer (an old-fashioned expression!) both evolved during the decade of the 1940s, with both fields getting their major impetus shortly after World War II. LP and computers grew up together. We may even say that they came from the same (scientific) neighborhood; they even had a set of mutual friends. In this paper, we discuss our view of this relationship and the influences LP and computers have had on each other.
The book, A Computer Perspective (Eames 1973) , documents an IBM-sponsored exhibition of the same name. As you make your way through the book's time-sequenced presentation and enter the decade of the 1940s, you find two facing pages (pp. 142-143) , one on operations research and the other on linear programming, with references to von Neumann, Morgenstern, Dantzig, Koopmans, and Leontief. As we shall see, these are the "The Boyz 'n the Hood."
OR, LP, AND MATRIX INVERSION
Today, there is little argument that operations research (OR), mathematics, and computers are related intimately. Much that goes on in linear algebra and numerical analysis impacts OR, especially the continuing search for efficient and precise computer-based methods for solving sets of simultaneous linear equations. From the mathematician's point of view, "The central problem of linear algebra is the solution of linear equations" (Strang 1988, p. 1) , and "The most important problem of numerical linear algebra is the development of algorithms-that is, of arithmetical procedures-for the solution of systems of linear equations with many unknowns" (Stiefel 1963, p. 1) .
From OR's perspective, the success of linear programming rests heavily on the advances made in our ability to solve large-scale linear systems and in increases in computer speed. Thus, OR owes much to numerical analysis and computers. However, when we study how these fields have developed, it is not an understatement to claim that the need to solve large-scale linear systems that arise in linear programming and Leontief input-output models was the major impetus behind many of the developments (and research funds) in numerical analysis and computers since the 1950s.
In his article, "Impact of Linear Programming on Computer Development," George B. Dantzig, the developer of the linear-programming model and the inventor of the simplex algorithm, notes that it became clear very early in his work (circa 1946-1947) that the success of his U.S. Air Force planning models required the aid of computers to solve large square (triangular) and rectangular systems of equations (Dantzig 1988) . Related to this work was the need to invert Leontief input-output matrices (Morgenstern 1954) . About the same time, von Neumann and his associates were tackling " an absolutely fundamental problem in numerical analysis: how best to solve a large system of linear equations" (Goldstine 1972, p. 289) .
We suggest that the finding of a solution to a square set of linear equations AX = b, A an (n × n) matrix, can be viewed as a unifying problem between computers and OR (and, of course, numerical analysis). In addition to von Neumann, the computer giants of Atanasoff, Goldstine, and Turing recognized that a stable means of solving AX = b was of great importance for the resolution of many practical mathematical and statistical problems. By the early 1940s, Atanasoff designed an electronic machine to solve simultaneous linear equations using Gaussian elimination.
As Goldstine (1972, p. 124) 
notes:
Atanasoff realized very early on the importance of the well-known method of Gaussian elimination for solving systems instead of that of determinants. The latter is important in pure mathematics as a means of displaying in a very elegant closed form the solutions of a system. According to Goldstine (1972, p. 124) , " the first modern paper on numerical analysis ever written was 'Numerical Inverting of Matrices of High Order' by von Neumann and Goldstine (1947) ." Turing (1949) , in his paper, "Rounding-off Errors in Matrix Processes," showed that most direct methods for inverting matrices and solving equations are obtained from the triangular reduction of A = LDU, where L is a lower triangular matrix, D is a diagonal matrix, and U is an upper triangular matrix (Fox 1950) .
In the 1940s, there was little experience in solving large systems of linear equations. Atanasoff wrote:
The solution of general systems of linear equations with a number of unknowns greater than ten is not often attempted. But this is precisely what is needed to make approximate methods more effective in the solution of practical problems (Goldstine 1972, p. 125) .
A study by the statistician/economist Hotelling indicated that Gaussian elimination was unstable and that to achieve 5-digit accuracy, 65 digits would be needed (Hotelling 1943 , Goldstine 1972 . This caused von Neumann to tentatively consider iterative procedures as discussed in the seminal report, "Solution of Linear Systems of High Order" (Bargmann et al. 1946) . However, von Neumann and Goldstine showed that Gaussian elimination was stable for positive definite matrices. This was supported by the work of Turing (1949) and of Fox et al. (1948) . Basically, Gaussian elimination was shown to be quite accurate and stable given that matrix A was not ill conditioned. Goldstine notes that he and von Neumann were so caught up with their work on matrix inversion that Mrs. von Neumann named her Irish Setter puppy Inverse (Goldstine 1972, p. 292) .
Early machine-based procedures for solving linear equations were mainly accomplished using the medium of punched cards, run on card-programmed calculators (CPC) (Chancellor et al. 1950) . A CPC was formed by connecting a number of units of standard IBM office accounting equipment. It used a modified IBM tabulator (Type 402 or 417) as the master control unit for reading a deck of punched cards (the program of instructions and the data) and for printing. Each card carried an eight-digit instruction, which specified the locations in storage of the factors to be operated upon, the operations to be performed, and what to do with the results. Internal storage was the 80 mechanical counters of the accounting machine. Results could be printed at a rate of 150 lines per minute. Punched cards were used for external storage. A Type 521 calculator punch prepared the cards and recorded the results of the calculations. A supplemental storage unit (Type 941) provided storage for 16 10-digit signed numbers relayed from the Type 604 electronic calculator. The calculator could perform about 2,000 additions or subtractions per second and 86 multiplications or divisions per second (Stifler 1950) .
Matrix inversion procedures tried out on a CPC included Crout's method (Chancellor et al. 1950) , the Gauss-Seidel method (Liggett 1950) , and the Monte Carlo method (Opler 1950) . The CPC implementation of Crout's inversion procedure could handle a 21 × 21 system; it took two hours to invert a 20 × 20 matrix. (Crout's method was designed to systematize the computations and recording when inverting a matrix using a Marchant desk calculator; Crout 1941). The Gauss-Seidel CPC procedure inverted a 10 × 10 matrix in 30 minutes to 7 decimal places. Wagner (1953) applied a successive matrix partitioning scheme for inverting matrices and programmed the procedure on an IBM CPC. A (10 × 10) matrix (1,100 cards) was inverted in 15 minutes, while a (30 × 30) matrix (27,900 cards) was inverted in 6 hours and 10 minutes. The times were slightly better if the matrices were symmetric.
The U.S. Air Force triangular (square) model (a special form of a linear program) was first solved in 1949 on card-programmed equipment (Dantzig 1963) . In 1951, based on a request by Dantzig, who was then with the U.S. Air Force, Petrie of IBM designed an elimination procedure for inverting "large order" Leontief-type (input-output) matrices for the IBM Type 604 electronic calculating punch (Petrie 1951 ). An estimated 270 minutes were required to solve a 30 × 30 system.
Besides card-programmed machines, many of the early computers, e.g., the MARK II and the ENIAC, were enlisted in the task of solving linear systems of equations. The MARK II relay computer was built for the U.S. Navy by the staff of the Harvard University Computation Laboratory and was installed in 1947. The ENIAC computer, built by the Moore School of Engineering at the University of Pennsylvania for the Aberdeen Proving Ground's Ballistics Research Laboratories, was installed in 1947. Leontief used the MARK II to solve a (38 × 38) input-output economic equation model (1939 data) in 48 hours. As Morgenstern notes:
The accomplishment of this computation was at the time (1947) a highly significant event, even apart from its singularity in economics. It was then a remarkable achievement for computational equipment to be able to handle such large (emphasis added) systems and probably not many matrices of that order and degree of complexity had been inverted (Morgenstern 1954, p. 496). Later, the (38 × 38) model was solved on the ENIAC in 45 minutes. Morgenstern estimated that it would take five minutes to solve this model on the Institute for Advanced Study's computer installed in 1951. For this rather small system, the greatly reduced time of computation, going from 48 hours to 5 minutes in just a few years, impressed Morgenstern deeply and he offered the following analogy:
To appreciate this change one may compare the increase in travel speed, e.g., across the American continent from approximately 4 days by rail to 8 hours by fastest commercial air transportation; a reduction by a factor of 12 only; to make it comparable, we should now fly from New York to San Francisco in less than 12 minutes (Morgenstern 1954, p. 496 ).
The solution of Leontief input-output systems challenged many of the early computers. A (16 × 16) Leontief matrix was inverted in 27 minutes using the National Bureau of Standards' SEAC's simplex-method code (Pollack 1952) . In 1952, the SEAC was also used to solve a (200 × 200) Leontief system (1947 data) (Morgenstern 1954) . At that time, there was much concern as to how large a system of equations could be solved accurately. The effects of rounding during the computational process were not well studied or understood. Obtaining "nonsensical" results seemed to be a possibility. For the (200 × 200) model, Morgenstern felt that "only a very precise analysis can tell whether this size of computation is still within 'safe' limits" (Morgenstern 1954, p. 498) .
THE FIRST LINEAR-PROGRAMMING SHOPPE
The strong relationship between OR and computers that exists today can be traced to the formation of Project SCOOP. Project SCOOP (Scientific Computation of Optimal Programs) was a Pentagon-based, U.S. Air Force research group formed in June 1947. It was officially designated Project SCOOP in October 1948 and was disbanded in 1955 (Dantzig 1957) . The main objective of Project SCOOP was to develop more suitable answers to the problem of programming Air Force requirements, for example, determining the time-phased requirements of materials to support a war plan (Schell 1953) . Here, Programming, or program planning, may be defined as the construction of a schedule of actions by means of which an economy, organization, or other complex of activities may move from one defined state to another, or from a defined state toward some specifically defined objective (Wood and Dantzig 1949, p. 15 (Dantzig 1988) . NBS was the federal government's contracting agency for the first UNIVAC (Goldstine 1972) .
The mathematical basis of Project SCOOP's activities was Dantzig and Wood's approach to expressing an economy or organization (here, the U.S. Air Force) as comprising a finite number of discrete types of interdependent activities in a manner similar to the structure of the Leontief interindustry model (Dantzig 1949, Wood and Dantzig 1949) . This led to the formulation of a triangular (nonoptimization) model and the rectangular (optimization) model, both based on Dantzig's statement of the general linear-programming problem (Dantzig 1949 (Dantzig , 1951a ). These models were proposed under the assumption that computers would eventually be available and new mathematical techniques like the simplex method would work. We must recognize the difficult methodological, data, and computational challenges faced by the Project SCOOP staff. Their accomplishments seem commonplace now. Their hopes are captured in the following quotes from 1949 and 1953. They may seem somewhat quaint and naive in 2002, but they are quite prescient:
To compute programs rapidly with such a mathematical model, it is proposed that all necessary information and instructions be systematically classified and stored on magnetized tapes in the "memory" of a large scale digital electronic computer. It will then be possible, we believe, through the use of mathematical techniques now being developed, to determine the program which will maximize the accomplishment of our objectives within those stated resource limitations (Wood and Dantzig 1949, Koopmans 1951, p.17) .
The work of the Planning Research Division (Project SCOOP) with the three models (rectangular optimization model, square model of linear equations, triangular square model of linear equations) has given considerable impetus to the current interest in models of linear equationsor "linear models," as they are coming to be known. Following a term contributed by the Division, this field is widely known among mathematicians as "linear programming," although "activity analysis" is gaining favor. It is hard to say whether more attention is directed towards rectangular models or square models, but it is clear that many mathematicians view the rectangular model (the linearprogramming model) as one with a great future. In a world where more and more attention is certain to be given to the efficient allocation of money and resources-in various situations from the national level right down to the plant or process level-the rectangular model is naturally exciting (USAF 1953).
Dantzig, Wood, and the Project SCOOP staff did prove that the rectangular model was indeed truly exciting. It was at Project SCOOP that Dantzig first stated the model's mathematical formalism, the linear-programming problem, that revolutionized decision making in the last half of the 20th Century (Dantzig 1949) . It was here that Dantzig invented the computational engine, the simplex method, which propelled the world into modern decision making (Dantzig 1951a) . It was at Project SCOOP that both the LP model and the simplex method were tested and proven. The simplex algorithm of linear programming was picked as one of the 20th Century's top 10 algorithms (IEEE 2000). Dantzig's seminal work on the simplex algorithm, the simplex transportation algorithm, and the relationship between LP and zero-sum, two-person games was first (formally) published in Koopmans (1951) . Additional Project SCOOP-based research, as well as research contributions from other organizations and individuals, are given in the proceedings of two Project SCOOP-sponsored symposia (Directorate of Management Analysis 1952 .
How I Wound up Behind the Counter at the
First LP Shoppe (Gass 1990 (Gass , 1999 My first job was as a government mathematician (in 1949 at $3,725/year) doing bomb ballistic work for the Aberdeen Bombing Mission (ABM). The ABM was a Los Angelesbased U.S. Air Force group responsible for analyzing photographic plates and high-speed camera film of highaltitude aircraft and bomb drops that took place at Edwards Air Force Base, north of Los Angeles in desert country. At ABM, we read the plates and film by eye on a Mann Comparator, recorded the results by hand, and processed the readouts on Marchant and Monroe desk calculators. The old-fashioned way! I did become deeply involved in bomb ballistic work and was given the task of investigating new machine readers that could automatically record the positions of the aircraft and bomb images and punch the results on IBM cards. However, it all did not add up to an exciting career, and because I was not enamored with Los Angeles, being raised and schooled in Boston, I once again put my name on the Civil Service mathematician register. I was selected, sight unseen, for a job ($5,060/year) in the Air Force's Directorate of Management Analysis (whatever that was) in the Pentagon. This career change put me in the middle of the new field of OR, in which linear programming was to be a central element, and just as important, introduced me to the embryonic world of computers.
When I arrived at the Pentagon (January 1952), the Directorate was headed by the economist Marshall Wood. Its chief scientist was George Dantzig. I was assigned to the Mathematical Formulation Branch. Walter Jacobs, a mathematician, was branch chief. He introduced me to linear programming by suggesting that I read reprints of Dantzig's three seminal papers (Dantzig 1951a (Dantzig , 1951b (Dantzig , 1951c . Even though I was a fairly recent mathematics graduate, the concepts and ideas contained in these papers were new to me and rather complex. What does the uninitiated make of such things as zero-sum games and the solving of hundreds of equations in hundreds of variables, especially in the precomputer days? Fortunately, I had a course in numerical calculus and knew something about Gaussian elimination and how to solve (3 × 3) systems of equations! But I did have the opportunity to undertake a more formal study of LP, OR, and computers. The Mathematics Department of The American University (AU), jointly with the NBS, organized a series of courses in new mathematical methods taught by instructors who were actively involved in their development. I enrolled in AU's Ph.D. program in February 1952. Over the next few years I took courses in "Linear Programming and Game Theory" from Alex Orden (Project SCOOP), "Theory of Games" (two semesters) from Albert W. Tucker and Harold Kuhn (Princeton University's Mathematics Department), "Methods of Operations Research" from Joseph McCloskey (Johns Hopkins Operations Research Office), "Numerical Analysis" from Peter Henrici (NBS), "Linear Programming" from Alan J. Hoffman (NBS), and two computer design and programming courses from the NBS staff. Later, whenever I would see Al Tucker, we would reminisce about the game theory course. They taught the course in Washington only once (1952) (1953) . Every Thursday, either Al or Harold would take the train from Princeton to Washington so they could consult with the Navy's Logistics Research Project run by George Washington University (GWU). Whoever was in town would stay late to teach the course (it started at 6:30 PM). One of the students (Sted Noble from GWU) would drive him to AU and then to Union Station to catch the last train back to Princeton. That's devotion to teaching! (I finally got my Ph.D. in 1965 from the University of California-Berkeley, under the direction of George Dantzig.) My work in the Mathematical Formulation Branch was divided between the development and solution of U.S. Air Force problems and the construction and testing of algorithmic procedures for solving new linear-programming structures. I coordinated the preparation of linear-programming problems to be solved on the National Bureau of Standards' SEAC, and later on, the U.S. Air Force's UNIVAC. My main algorithmic contribution showed how to solve the parametric-programming problem that Jacobs formulated within the context of smoothing production patterns (see §4.1).
Based on my Project SCOOP experience, I taught a linear-programming class at the Department of Agriculture Graduate School in Washington, DC from 1954 DC from -1960 . The course originated with George Dantzig (1950) and was the first LP course ever taught. After Dantzig left for the RAND Corporation (June 1952), George O'Brien, a mathematician and consultant to Project SCOOP, taught it for the next two years. My class notes, plus Project SCOOP publications, including my writings and research, were eventually transformed into the first edition of my 1958 text, Linear Programming. I had a difficult time getting the book published; it was rejected by a number of publishing houses. One rather negative reviewer commented (circa 1956):
I don't know how many people are now fascinated by min cX subject to X 0 AX = b. If there are enough of them, this seems a decent place for them to learn how to do it.
THE SIMPLEX METHOD
When solving a set of linear equations, you usually need to solve a specific set once, or equivalently, determine the system's inverse matrix. In contrast, for the linearprogramming problem, Minimize cX, subject to AX = b, X 0, A an (m × n) matrix with m < n, the simplex algorithm must work its way through a sequence of inverses that lead to a final inverse associated with an optimal (m × m) basic submatrix of A. Dantzig recognized that the computation of the required inverses amounted to a sequence of Gaussian elimination steps, with each step producing a new inverse with an associated basic (m × m) feasible solution (Dantzig 1951a) . As Orden (1952a, p. 28 ) points out, " the simplex procedure may be considered to be a generalization of the elimination process." (The structure of a linear-programming model quite often includes a (sub)set of linear inequalities, a topic that was hardly addressed before 1950. Such constraints can be readily incorporated by standard LP techniques, but special algorithms are available to solve a set of linear inequalities; Motzkin 1951 , Motzkin et al. 1953 , Motzkin and Schoenberg 1954 . Orden (1952b) describes three linear constraint problems: the linear inequality or linear equation linear program, the pure linear inequality problem (no optimization), and the zero-sum, two-person game problem. Each problem can be converted to any of the others, and each problem type has a specific solution method associated with it: linear programming by the simplex method (Dantzig 1951a) , inequality systems by the relaxation method (Motzkin and Schoenberg 1954) , and zero-sum two-person games by the fictitious play method (Brown 1949) . In the early 1950s, it was unclear which method would be best, i.e., fastest on a digital computer. A test run on the NBS SEAC computer produced the following typical results (Orden 1952b): 1. Simplex Method -10 × 10 zero-sum, two-person game solved in 12 minutes; -48 × 72 linear program solved in 20 hours; -A set of 28 simultaneous equations (converted to an LP problem) solved in 2 1/4 hours. 2. Relaxation Method -32 × 16 set of linear inequalities solved in 14 minutes; -6 × 6 zero-sum, two-person game solved in 10 minutes. 3. Fictitious Play Method -6 × 6 zero-sum, two-person game solved in 10 minutes; -10 × 10 zero-sum, two-person game solved in 2 hours; -3 × 4 LP problem solved in 10 minutes; -48 × 72 LP problem ran 8 hours and achieved accuracy to about 10%.
In his original paper on the fictitious play method, Brown (1949) introduced the method as a means of solving linear inequality systems and linear-programming problems.
He noted that the staff of the Harvard Computation Laboratory estimated that, for a (40 × 40) game matrix, 1,000 fictitious play steps could be done "comfortably under an hour" on the MARK III computer (Brown 1949, p. 5) . (The fictitious play method, as originally proposed by Brown, has a notoriously slow rate of convergence and thus is not a good algorithm for solving linear systems. However, recent modifications to the algorithm proposed by Gass and Zafra 1995 , Gass et al. 1996 , and Washburn 2001 indicate that "modified fictitious play" algorithms may be an efficient way to find nearly optimal solutions to large-scale LP-problems, as well as solutions to large-scale, zero-sum, two-person games.)
A major advance in developing and maintaining the inverses required by the simplex method was the proposal by Orden to use the product form of the inverse (PFI) (Orden 1960 (Orden , 1993 Dantzig and Orchard-Hays 1953) . As Orden noted with reference to his Gauss-Jordan inversion work on the Whirlwind computer (Orden 1993) , I noticed that it was neither necessary nor desirable to fully invert the matrix-leaving it as the product form of the inverse cut the amount of computation in half. When I joined Project SCOOP, there was the simplex algorithm waiting for the same device.
(Although PFI is very descriptive, in keeping with the mathematical eponymic tradition of naming algorithms and theorems after their inventors, a more suitable name would be Gauss-Jordan-Orden elimination.) The PFI was used by Orchard-Hays on the CPC and in the design of his simplex code for the RAND Corporation's IBM 701 computer (Orchard-Hays 1954 , 1990 . Just about all presentday methods of solving linear systems and LP problems are based on the LU form of Gaussian elimination, augmented by sparse matrix techniques, with L being a product of lower-triangular matrices (Gill et al. 1981 (Gill et al. , 1991 .
Simplex-Based Linear-Programming Computer Codes
The impact of linear programming on computer development is discussed in detail in Dantzig (1988) . To put it briefly, the need to solve LP problems for the U.S. Air Force was instrumental in the development of the NBS's SEAC, with Air Force problems being some of the first LP applications solved on the UNIVAC and IBM 700 series computers. A simplex code for solving transportation problems was written for the SEAC in 1950, with a general simplex code developed in 1951 (Dantzig 1963) . The latter code was used to solve the first application on the SEAC, a U.S. Air Force programming problem dealing with the deployment and support of aircraft. This deployment model can be described as follows: Given the D-Day availability a 0 of a specified type of combat aircraft, and the additional availabilities a 1 , a 2 , , a n in the succeeding months, determine how to divide these availabilities between combat and training so as to maximize in some sense the sortie effort on one or more phases of the war (Jacobs 1955) . The system had 48 equations and 71 variables, and was solved in 73 simplex iterations in 18 hours, with accuracy to 5 decimal places (Pollack 1952) . The 18 hours includes the time to store and access data from the SEAC's new and novel magnetic tape system. The aircraft deployment problem was one of the first problems to be solved under different objective functions, with possible objectives being maximize sorties, maximize early month sorties, maximize weighted sorties with early months weighted more heavily, and the multiobjective to simultaneously maximize sorties and minimize idle crews. The multiobjective situation also occurs in the problem of smooth patterns of production in which items are produced (here, trained pilots) in a manner that causes the fluctuations in the periodic production to be "smooth" (Hoffman and Jacobs 1954, Jacobs 1955) . The smoothing requirement led to the development of parametric programming in which two conflicting objectives are simultaneously "traded off" (Gass and Saaty 1955.) As part of Project SCOOP, the U.S. Air Force installed the second production unit of the UNIVAC computer in April 1952. It was formally turned over to the Air Force on June 25, 1952 (Schell 1953) . The UNIVAC simplex code was written by the staff of the Air Force's Mathematical Computation Branch under the direction of Emil Schell. It could handle a (250 × 500) linear-programming problem (Schell 1953) . The UNIVAC had more than 5,000 vacuum tubes and could do about 2,000 additions or subtractions per second. It had an internal acoustical mercury-delay line memory of 1,000 12-character words with an access time between 0.040 and 0.400 milliseconds. Its external memory consisted of 8 magnetic tapes that could read or write at a rate of 1,000 words a second. The UNIVAC, although a clunker by today's standards, was great improvement over desk calculators. It was always exciting (and chilling) to walk into the special air-conditioned, room-size cabinet that held the mercury delay-line memory tubes. I have fond memories of the first UNIVAC Christmas party at which the programmers had the UNIVAC playing "Jingle Bells" and other traditional holiday songs through nontraditional computer speakers.
By having linear-programming simplex-based method codes, the early electronic computers were transformed into catalysts for generating new and important OR applications. For example, the Department of Defense's contract awards problem was formulated as a modified transportation problem by personnel at the National Bureau of Standards. Because the government is legally restricted to award contracts at minimum cost, contract analysts would spend an untold number of hours trying out different combinations of awards without ever knowing if the final award was a true minimum. Using the SEAC simplex code, NBS personnel were able to solve the problem in about two hours and guarantee the true minimum (Stanley et al. 1954 , NBS 1954 , Gainen 1955 . Bid evaluation and the basic transportation problem became standard applications of the federal government's Defense Logistics Agency in its contracting for clothing and in its purchasing and distribution of petroleum products.
Industrial applications were also advanced by the joining of linear programming and computers. One just needs to thumb through the early bibliography by Riley and Gass (1958) to obtain a vivid picture of how OR applications grew. As best as we can tell, the paper by Charnes et al. (1951) was the first reported industrial application of linear programming. Note that it was presented at a conference sponsored by Project SCOOP. The paper by Bodington and Baker (1990) recounts how the petroleum industry became one of the strongest users of LP models. From a general LP application perspective, the paper by Murphy and Panchanadam (1999) cites many models and presents a formulative history of LP's early applications.
Just about all commercial computers developed in the 1950s and 1960s had an associated simplex-based code. Such codes were either written and supported by the manufacturer, as was the case for most IBM computers, or the codes were written by consultant or other groups such as RAND Corporation, Bonner and Moore, and Haverly Associates. A fairly complete listing of available codes up to 1964 is given in Linear Programming (Gass 1964 ; also see Gass 1961) . From today's perspective, one is struck by the relatively small problems that could be solved at that time, e.g., IBM 7090 computer, m 1 024, with n unlimited, with most other computers restricted to a smaller m. Orchard-Hays programmed the revised simplex method for the CPC. He was the first to code that method for an electronic computer, the IBM 701. It could handle up to 100 rows and an unlimited number of variables; OrchardHays (1954 OrchardHays ( , 1990 . This code went through 5 revisions, with the last being able to solve problems with 200 constraints. Orchard-Hays and Cutler also wrote an LP code for RAND's JOHHNIAC (Gruenberger 1968) .
In the early days of computer-based simplex methods, speed of computation and problem dimensions were of concern, as is the case now. However, in the 1950s and 1960s, there were little head-to-head time comparisons of one code versus another. It was enough to get the problem data collected and entered into the system, using punched cards or magnetic tapes, and then hope for a trouble-free stretch of computer time. (The SEAC computer had to shut down just before midnight as the local power grid was switched at that time.) For the early days, we have compiled the following information on the time to solve various linearprogramming problems.
In 1947, Stigler's diet problem, a (9 × 77) inequality system, took 120 person-days on hand-operated desk calculators (Dantzig 1963) . A 40-origin and 60-destination transportation problem was solved by hand in 9 person-days, and because only simple additions and subtractions are required, the process did not need to use desk calculators (Dantzig 1949) . For a (25 × 50) matrix, one simplex iteration would take about 4 hours on a desk computer, 1 hour on an IBM 604 multiplier, 25-30 minutes on a CPC, and 30 seconds on an IBM 701 (Symonds 1955 ). Eisemann (1954) states that it would have taken about 120 seconds to perform one iteration on an IBM 701 for a (50 × 100) equation problem using the standard simplex method and floating point. Eisemann's code for the IBM 701 solved an (18 × 34) equation linear-programming gasoline blending problem in 29 iterations in 20 minutes. Over the past five decades, the size of the largest linear-programming problems that can be solved readily has grown by a factor of 10 each decade, with at least one million variables the present order of the day (Orden 1993) .
SUMMARY
Many of the concepts that now form the field of linear programming can trace their roots to the first linearprogramming shoppe, the U.S. Air Force's Pentagon-based Project SCOOP office. During the eight years that it functioned, Project SCOOP was responsible for proving that LP worked in terms of theory, computation, and application. In addition, Project SCOOP's overall contributions influenced the development of computers and helped to define the field of operations research. The economic and industrial well-being of the United States and the world owe much to the governmental scientists and administrators, both civilian and military, who had the foresight to establish Project SCOOP.
In celebration of the 50th anniversary of Operations Research, I must comment on how influential this journal has been with respect to advancing all aspects of linear programming. In Volume 1, Number 3, May, 1953, we find the journal's first linear-programming paper: "Linear Programming and Profit Preference Scheduling for a Manufacturing Firm," by A. Charnes, W. W. Cooper, and Donald Farr and Staff. My first paper (joint with Thomas Saaty), "Parametric Objective Function (Part 1)," appeared in the Volume 2, Number 3, August 1954. Periodically, we hear complaints that Operations Research publishes papers that few can read and understand; it is too theoretical. I have always maintained that journals such as Operations Research serve a most important transition function. Important research must be made available to the marketplace of ideas. If the ideas are of value, they will find their way into textbooks, into the classroom, and into practice. You need only to scan the references of any LP or OR book to see the value of Operations Research. The many editors of Operations Research made sure that its readers were exposed to ideas of value. Our thanks to them all. Happy 50th Anniversary to Operations Research!
