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Conventional hidden Markov models generally consist of a Markov chain observed through a linear
map corrupted by additive Gaussian noise. A lesser known extension of this class of models, is
the so called Factorial Hidden Model (FHMM). FHMM’s also have numerous applications, nota-
bly in machine learning and speech recognition. In this article we consider FHMM’s with addi-
tive fractional Gaussian noise in the observed process.
Îáùåïðèíÿòûå ìàðêîâñêèå ìîäåëè ñêðûòèÿ èíôîðìàöèè ïðåäñòàâëÿþò ñîáîé ìàðêîâñ-
êóþ öåïü, ïîëó÷åííóþ ñ ïîìîùüþ ëèíåéíîãî ïðåîáðàçîâàíèÿ, èñêàæåííîãî àääèòèâíûì
ãàóññîâûì øóìîì. Ìåíåå èçâåñòíûì ðàñøèðåíèåì ýòîãî êëàññà ìîäåëåé ÿâëÿåòñÿ òàê
íàçûâàåìàÿ ôàêòîðèàëüíàÿ ìîäåëü ñêðûòèÿ èíôîðìàöèè (FHMM), êîòîðàÿ òàêæå èìååò
ìíîæåñòâî ïðèëîæåíèé, â ÷àñòíîñòè ïðè îáó÷åíèè ìàøèí è ðàñïîçíaâàíèè ðå÷è. Ðàñ-
ñìîòðåíû FHMM ñ àääèòèâíûì äðîáíûì ãàóññîâûì øóìîì â íàáëþäàåìîì ïðîöåññå.
Key words: factorial hidden Markov chains, change of measure, fractional Gaussian noise.
1. Introduction. Hidden Markov models (HMM) have been heavily researched
and used for the past several decades in various areas of application including
bioinformatics, finance and engineering [1—3]. A standard HMM uses a hidden
state at time n to summarize all the information it had before n and thus the ob-
servation at time n depends only on the hidden state at time n. Also the hidden
state sequence over time in an HMM is a finite state Markov chain.
The field of speech recognition has used the theory of HMM with great suc-
cess. At the same time there is now a wide perception in the speech research
community that new ideas are needed to continue improvements in performance.
There has recently been some interest in exploring possible extensions to HMM
in several directions. These include [4—11] among others.
The factorial HMM arises by forming a state model composed of several layers.
The observation process depends upon the current state in each of the layers.
In the first model discussed in the sections 2 and 3 the states of the system
are divided into layers with independent dynamics observed through a fractional
Gaussian noise. However, the probability of an observation at each time depends
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upon the current state of all the layers. In many applications, multiple sequences
are interacting with one another. Therefore, a more general model is proposed in
section 4 where some dependence between the layers is introduced.
2. Dynamics with fractional Gaussian noise. Let Z denote the set of inte-
gers, and Z denote the set of non-negative integers. Following [ 6, 7] we define
a set of functionson Z with values in. We suppose that if i < 0, then f i( ) 0.
These functions could be considered as infinite sequences: f i f i( )  , i = 0, 1, ... .
Then we define.
If f 1, f 2 are in  the convolution product f f1 2* is defined by
( * ) ( )f f n f f f f
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In this set of functions, consider the function u, which is defined as u u u ( , ,...)0 1
 ( , ,...)1 1 . The convolution powers of u are:
u0 1 0 0 ( , , , ...),
u u u2 1 2 3 * ( , , , ...),
u u u3 2 1 3 6 * ( , , , ...),
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Note that for any f in , f u u f f* *
0 0
  and for any s, r in, u u ur s s r* .
 In
particular u u ur r*


0. For more details and proofs see [6, 7].
Let (  P) be a probability space upon which{ }wn , n are independent
and identically distributed (i.i.d.) Gaussian random variables, having zero means
and variances 1 (N (0, 1)). Then [6, 7], the fractional Gaussian noise is defined as
w u w n u wn
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Then, wr is a sequence of Gaussian random variables which have memory and
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A system is considered whose state is described by a set of finite-state, ho-
mogeneous, discrete-time Markov chains X n
m, m M1, ..., , n. We suppose
X X X M0 0
1
0{ , ..., } is given, or its distribution known. If the state space of X n
m,
m M1,..., , has N
m elements it can be identified without loss of generality, with
the set S e e
X
m
N
m
m m { , ..., }1 , where ei
m are unit vectors in N
m
with unity as the ith
element and zeros elsewhere.
Write n
m
n
mX X0 0{ , ..., , m M1, ..., }, for the -field generated by X
m
0 , ...
..., X n
m, m M1, ..., , and{ }n for the complete filtration generated by then
0; this
augments n
0 by including all subsets of events of probability zero. Here we
shall assume that
P X e P X e Xn
m
j
m
n n
m
j
m
n
m( | ) ( | )
 
  1 1 .
Write a P X e X eji
m
n
m
j
m
n
m
i
m
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
( | )1 , A a
m
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 ( ). Define V X A Xn
m
n
m m
n
m
 
 1 1: .
So that
X A X Vn
m m
n
m
n
m
 
 1 1, (1)
{ }Vn
m , m M1,..., , n, are sequences of martingale increments. (See [1, 2] for
more details) .
Let   m m
N
m Nc c m
m
( ,..., )1  , m M1, ..., and   ( , ..., )
1 m . The state
processes X m, m M1, ..., , are not observed directly. We suppose that our obser-
vations have the form
y X c w X wn
m
M
n
m m
n
r
n n
r
    


1
, , ,
(2)
where X X Xn n n
M
{ , ..., }1 is an N N M1  ... -dimensional vector of unit vec-
tors. Let z u y nn
r

( * )( ). Therefore
z u X n w h X X wn
r
n n
r
n n    
( * , )( ) ( ,..., )

0 ,
(3)
where w is now a sequence of i.i.d. N (0, 1).Write{ }n , n for the complete
filtration generated by { , , ..., }z z zn0 1 . We shall write { }n for the complete fil-
tration generated by X m, m M1, ..., , and z.
Initially we suppose all processes are defined on an «ideal» probability
space (  P); then under a new probability measure P, to be defined, the
model dynamics in (1) and (3) will hold.
Suppose that under P:
1) { }X n
m , n are Markov chains with semimartingale representations
given in (1).
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2){ }zn , n is an i.i.d. N (0, 1) sequence with density function
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Define P on}by setting the restriction of the Radon-Nykodim deriva-
tive
dP
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ton to n . It can be shown that on 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is given by
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We have the following result.
Theorem 1. The unnormalized, conditional probability distribution qn is
given by
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Which finishes the proof.
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3. Approximate recursions. In this section, as in [6, 7] we give recursive
approximate estimates of the hidden states. The recursion is initialized by the as-
sumption that X X X X M0 0 0
1
0 
 ~
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}is known, and for n #1we define:
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To summarize we have.
Theorem 2. The approximate unnormalized conditional joint distribution at
time n of the unobserved Markov chains{ ,..., }X Xn n
M1 is given by the recursion:
~ ( ,..., )
( (
~
,...,
~
, ))
( ) , .
q j j
z h X X
z
n M
n
r
n j
n i
1
0 1
1





e
..,
,
~ ( ,..., )
i
M
j i n M
M
a q i i
 




 
1
1 1 .
4. A model with coupled layers. In this section we assume that the dynam-
ics of X 1 are not changed but for m = 2, …, M
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The observed process is as defined in (2) and (3) and P is defined on  }in
exactly the same manner as in the previous section.
Write %n Mj j( ,..., )1 , 1 1
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M , n, for the unnorma-
lized, conditional probability distribution such that
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Theorem 3. The unnormalized, conditional probability distribution %n is
given by
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P r o o f. Again using (4), (5) and the same notation as in Theorem 1
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which finishes the proof.
Çàãàëüíîâ³äîì³ ìàðêîâñüê³ ìîäåë³ ïðèõîâóâàííÿ ³íôîðìàö³¿ ÿâëÿþòü ñîáîþ ëàíöþã Ìàð-
êîâà, îòðèìàíèé çà äîïîìîãîþ ë³í³éíîãî ïåðåòâîðåííÿ, âèêðèâëåíîãî àäèòèâíèì ãàóññî-
âèì øóìîì. Ìåíüøå â³äîìèì ðîçøèðåííÿì öüîãî êëàñó ìîäåëåé º òàê çâàíà ôàêòîð³àëüíà
ìîäåëü ïðèõîâóâàííÿ ³íôîðìàö³¿ (FHMM), ÿêà òàêîæ øèðîêî çàñòîñîâóºòüñÿ, íàïðèêëàä,
ïðè íàâ÷àíí³ ìàøèí è ðîçï³çíàâàíí³ ìîâè. Ðîçãëÿíóòî FHMM ç àäèòèâíèì äðîáîâèì
ãàóññîâèì øóìîì ó ïðîöåñ³, ùî ñïîñòåð³ãàºòüñÿ.
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