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Abstract: In this paper, we propose a stabilized sequential quadratic
semidefinite programming method for solving nonlinear semidefinite pro-
gramming problems. Recently, the concept of sequential optimality con-
ditions is introduced for nonlinear programming and nonlinear semidef-
inite programming. These are so-called approximate-Karush-Kuhn-
Tucker (AKKT) conditions, and known as genuine necessary optimality
conditions in the sense that any constraint qualifications are not required.
The proposed method is based on an iterative one which solves a consis-
tent subproblem (so-called the stabilized subproblem) approximately, and
is designed for obtaining an AKKT point satisfying the AKKT condi-
tions. We also prove that the proposed method converges to an AKKT
point without assuming any constraint qualifications. Finally, we con-
duct some numerical experiments to indicate efficiency of the proposed
method.
Key words: nonlinear semidefinite programming, stabilized sequential
quadratic semidefinite programming method, sequential optimality condi-
tions, global convergence
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1 Introduction
In this paper, we deal with the following nonlinear semidefinite programming (NSDP) problem:
minimize
x∈Rn
f(x),
subject to g(x) = 0, X(x)  0, (1.1)
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where f : Rn → R, g : Rn → Rm, and X : Rn → Sd are twice continuously differentiable
functions, and Sd denotes the set of d × d real symmetric matrices. Let Sd++ (Sd+) denote the
set of d× d real symmetric positive (semi)definite matrices. For a matrix M ∈ Sd, M  0 and
M ≻ 0 mean that M ∈ Sd+ and M ∈ Sd++, respectively. Moreover, let g1, . . . , gm be functions
such that g(x) = [g1(x) . . . gm(x)]
⊤ for all x ∈ Rn. Especially, when the functions f , g, and X
are linear, we can regard (1.1) as a linear semidefinite programming (LSDP) problem.
As reported by many researchers, LSDP plays a crutial role in various fields such as com-
binatorial optimization, signal processing, finance, control theory, data analysis, and so on
[26, 29, 30]. Accordingly, development of algorithms solving LSDP has been siginificantly ad-
vanced after 1995. Among them, a primal-dual interior point method is known to be one of
the most powerful tools for solving LSDP, and implemented in several efficient solvers such as
SDPA, SDPT3, and SeDuMi [24, 27, 28, 35]. On the other hand, NSDP also has many appli-
cations in control theory, finance, eigenvalue problems, structural optimization, and so forth
[23, 34, 37]. Since these applications contain many important ones that cannot be formulated
as LSDP, it would be useful to develop efficient methods solving NSDP. Now, there are many
algorithms for NSDP, for example, sequential quadratic semidefinite programming (SQSDP)
methods [4, 6, 8, 11, 39, 40], interior point methods [20, 33, 34, 36, 37], augmented Lagrangian
methods [15, 18, 23, 25, 32], and others [17, 38].
The Karush-Kuhn-Tucker (KKT) conditions are classical first-order necessary optimality
conditions, and many algorithms are designed to compute a KKT point which satisfies the
KKT conditions. However, the KKT conditions do not necessarily hold at a local optimum
in the absence of constraint qualifications (CQs), such as Slater’s CQ and the Mangasarian-
Fromovitz CQ (MFCQ). In the early 2000s, approximate-Karush-Kuhn-Tucker (AKKT) and
approximate gradient projection (AGP) conditions were introduced for nonlinear programming
(NLP) [21, 22]. Those conditions always hold at a local optimum of NLP regardless of any
CQs, and hence they can be regarded as genuine optimality conditions for NLP. Moreover,
they are often called sequential optimality conditions [1] because they are defined in terms
of a sequence converging to a local optimum of NLP. In [1, 3, 9, 10], stabilized sequential
quadratic programming methods and augmented Lagrangian methods were proposed and shown
to converge to an AKKT or an AGP point under some mild assumptions.
Quite recently, the AKKT conditions have been carried over from NLP to NSDP in a certain
manner, and named as AKKT and trace-AKKT (TAKKT) conditions by Andreani, Haeser,
and Viana [2], where the authors have also been proposed an augmented Lagrangian method
and proved that it converges to an AKKT and a TAKKT points that satisfy the AKKT and
the TAKKT conditions, respectively, without assuming any CQs. To the best of the authors’
knowledge, the augmented Lagrangian method proposed in [2] is currently the only method
equipped with a theoretical guarantee of convergence to an AKKT or a TAKKT point of
NSDP.
In this paper, we present a stabilized SQSDP method for NSDP problem (1.1) in which a
sequence of certain quadratic SDP problems is solved to produce iteration points, and prove its
global convergence to an AKKT or a TAKKT point in the absence of any CQs. The proposed
method can be regarded as a variant of the SQSDP methods proposed in [4, 6, 8, 11, 40].
However, it can be distinguished from such the existing SQSDP methods in the following two
points:
(i) The proposed method approximately solves a consistent subproblem (so-called the stabi-
lized subproblem) at each iteration;
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(ii) it converges to an AKKT or a TAKKT point globally without assuming any CQs.
Statement (i) is an advantage over the existing SQSDP methods. Actually, they are not well-
defined in the sense that their subproblems are possibly inconsistent, i.e., infeasible. Moreover,
they are impractical in the point that they require exact optima of their subproblems to ensure
global convergence to a KKT point. Concerning statement (ii), the proposed SQSDP method
has a novelty because there have been no SQSDP methods equipped with convergence to an
AKKT or a TAKKT point so far. To the best of the authors’ knowledge, all the existing
methods were shown to converge to a KKT point under the MFCQ, Robinson’s CQ, etc. On
the other hand, the proposed SQSDP method is proved to converge to an AKKT or a TAKKT
point without assuming any CQs. If the MFCQ holds, we can ensure that such an AKKT or
a TAKKT point is nothing but a KKT point.
The remaining part of this paper is organized as follows. In Section 2, we introduce several
notations and important concepts such as the KKT, the AKKT, and the TAKKT conditions.
In Section 3, we propose a stabilized SQSDP method for finding an AKKT or a TAKKT point
of NSDP problem (1.1). Moreover, we prove the global convergence property of the proposed
method. In Section 4, we report some numerical results associated with the proposed method.
Finally, we make some concluding remarks in Section 5.
Throughout this paper, we use the following notations. For matrices A and B included in
Rp×q, 〈A,B〉 denotes the inner product of A and B defined by 〈A,B〉 := tr(A⊤B), where tr(M)
denotes the trace of a square matrix M , and the superscript ⊤ denotes the transposition of a
vector or a matrix. Note that if q = 1, then 〈·, ·〉 denotes the inner product of vectors in Rp.
For a vector w ∈ Rp, [w]i denotes the ith element of w, and ‖w‖ denotes the Euclidean norm
of w defined by ‖w‖ := √〈w,w〉. For a matrix W ∈ Rp×q, [W ]ij denotes the (i, j)-entry of
W , and ‖W‖F denotes the Frobenius norm of W defined by ‖W‖F :=
√〈W,W 〉, and ‖W‖2
denotes the operator norm of W defined by ‖W‖2 := max{‖Wx‖ : ‖x‖ = 1}. For real numbers
r1, . . . , rd ∈ R, we denote
diag [r1, . . . , rd] :=
 r1 O.. .
O rd
 .
Let U ∈ Sd be a matrix with an orthogonal diagonalization U = PDP⊤. We denote by
λP1 (U), . . . , λ
P
d (U) its eigenvalues satisfying D = diag[λ
P
1 (U), . . . , λ
P
d (U)]. In particular, the
minimum and the maximum eigenvalues of U are denoted by λmin(U) and λmax(U), respectively.
Furthermore, we denote by [U ]+ the projection of U on S+, that is,
[U ]+ := Pdiag
[
[λP1 (U)]+, . . . , [λ
P
d (U)]+
]
P⊤,
where [r]+ := max{0, r} for all r ∈ R. For a matrix V ∈ Sd+ with an orthogonal diagonalization
V = QΛQ⊤, its square root is denoted by V
1
2 ∈ Sd+, that is,
V
1
2 := Qdiag
[√
λ
Q
1 (V ), . . . ,
√
λ
Q
d (V )
]
Q⊤.
Let Φ : P1 × P2 → P3, where P1 and P2 are open sets. We denote the Fre´chet derivative of Φ
as ∇Φ. Moreover, we denote the Fre´chet derivative of Φ with respect to a variable Z ∈ P1 as
∇ZΦ. For a closed convex set S, we denote the metric projector over S as ΠS. For a set T , we
denote the cardinality of T as card(T ).
3
2 Preliminaries
In this section, we define some notations and terminologies.
2.1 KKT conditions
First, we introduce the Karush-Kuhn-Tucker (KKT) conditions for (1.1), that is well known as
the first order optimality conditions. To this end, we define the following notations:
• The matrix ∇g(x) ∈ Rn×m is defined by ∇g(x) := [∇g1(x) . . .∇gm(x)];
• the matrix Ai(x) ∈ Sd is defined by Ai(x) := ∂∂[x]iX(x) for i = 1, . . . , n;
• the operator A(x) : Rn → Sd is defined by A(x)u := [u]1A1(x) + . . . + [u]nAn(x) for all
u ∈ Rn;
• the adjoint operator of A(x), that is, Sd ∋ U 7→ [〈A1(x), U〉 . . . 〈An(x), U〉]⊤ ∈ Rn is
denoted by A∗(x).
Next, we define the Lagrange function L : Rn ×Rm × Sd+ → R as
L(v) := f(x)− 〈g(x), y〉 − 〈X(x), Z〉 ,
where v := (x, y, Z). Note that y ∈ Rm and Z ∈ Sd+ are Lagrange multipliers for g(x) = 0 and
X(x)  0, respectively. The gradient of L at v with respect to x is given by
∇xL(v) = ∇f(x)−∇g(x)y −A∗(x)Z.
By using the Lagrange function L, the KKT conditions for (1.1) are written as follows:
Definition 1 We say that v = (x, y, Z) ∈ Rn ×Rm × Sd satisfies the KKT conditions if
∇xL(v) = 0, g(x) = 0, 〈X(x), Z〉 = 0, X(x)  O, Z  O.
In what follows, we call v = (x, y, Z) satisfying the KKT conditions a KKT point. Most of
solution methods for NSDP are developed to find a KKT point.
2.2 Robinson’s CQ and the MFCQ
In this section, we introduce some CQs for (1.1). First, we give Robinson’s CQ in the following:
Definition 2 We say that x ∈ Rn satisfies Robinson’s CQ if
0 ∈ int
([
X(x)
g(x)
]
+
[ A(x)
∇g(x)⊤
]
Rn −
[
Sd+
{0}
])
,
where int(S) denotes the topological interior of the set S.
As is well-known, the set {(y, Z) ∈ Rm × Sd : (x, y, Z) satisfies the KKT conditions.} is
nonempty and bounded under Robinson’s CQ [19]. It follows from [14, Chapter 3, prop. 2.1.12]
that Robinson’s CQ is equivalent to the following MFCQ:
Definition 3 We say that x ∈ Rn satisfies the MFCQ if
{∇gj(x)}mj=1 are linearly independent and ∃d ∈ Rn s.t. ∇g(x)⊤d = 0, X(x) +A(x)d ≻ O.
The global convergence property of many existing methods is proven under Robinson’s CQ or
the MFCQ.
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2.3 AKKT and TAKKT conditions
In this section, we define the AKKT conditions and the TAKKT conditions for (1.1). These
concepts are introduced by Andreani, Haeser, and Viana [2]. In the following, we first give the
AKKT conditions:
Definition 4 We say that x ∈ Rn satisfies the AKKT conditions if X(x)  O, g(x) = 0, and
there exist sequences {xk} ⊂ Rn, {yk} ⊂ Rm, and {Zk} ⊂ Sd+ such that
lim
k→∞
xk = x, lim
k→∞
{∇f(xk)−∇g(xk)yk −A∗(xk)Zk} = 0,
λUj (X(x)) > 0 =⇒ ∃kj ∈ N s.t. λUkj (Zk) = 0, ∀k ≥ kj,
where X(x) = Udiag[λU1 (X(x)), . . . , λ
U
d (X(x))]U
⊤, Zk = Ukdiag[λ
Uk
1 (Zk), . . . , λ
Uk
d (Zk)]U
⊤
k , and
j ∈ {1, . . . , d}. Here, U and Uk are orthogonal matrices such that Uk → U (k →∞).
Next, we also give the TAKKT conditions in the following:
Definition 5 We say that x ∈ Rn satisfies the TAKKT conditions if X(x)  O, g(x) = 0,
and there exist sequences {xk} ⊂ Rn, {yk} ⊂ Rm, and {Zk} ⊂ Sd+ such that
lim
k→∞
xk = x, lim
k→∞
{∇f(xk)−∇g(xk)yk −A∗(xk)Zk} = 0, lim
k→∞
〈X(xk), Zk〉 = 0.
In this paper, we call x satisfying the AKKT (TAKKT) conditions an AKKT (TAKKT) point.
Moreover, we call {(xk, yk, Zk)} used for defining the AKKT (TAKKT) point x an AKKT
(TAKKT) sequence corresponding to x.
It is generally known that the KKT conditions make sense as the necessary optimality
conditions under some CQ, such as Robinson’s CQ and the MFCQ described in Section 2.2. In
contrast, by the next theorem, the AKKT and the TAKKT conditions are genuine necessary
optimality conditions in the sense that any CQs are not required.
Theorem 1 [2, Theorem 2, Theorem 5] Let x be a local optimum of (1.1). Then, x satisfies
the AKKT and the TAKKT conditions.
As can be easily confirmed, the KKT conditions imply both the AKKT and the TAKKT
conditions. On the other hand, the AKKT conditions were shown not to imply the TAKKT
conditions by [2, Example 3], but the converse implication has not been elucidated yet. In [2],
the authors conjectured that the TAKKT conditions do not imply the AKKT conditions.
Finally, we state that if the MFCQ holds, then an AKKT or a TAKKT point is also KKT
point.
Theorem 2 [2, Theorem 7, Theorem 8] Let x be a feasible point of (1.1) satisfying the MFCQ.
If x satisfies the AKKT (TAKKT) conditions, then the AKKT (TAKKT) sequence correspond-
ing to x has a subsequence converging to a KKT point.
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3 A stabilized SQSDP method and global convergence
In this section, we propose a stabilized SQSDP method for NSDP problem (1.1), and prove
its global convergence property. First, we describe the method before providing its formal
statement. The proposed method has three main steps. The first main step finds a search
direction. In this step, the proposed method solves a consistent subproblem, and obtain a
search direction. The second main step updates a current point. We define a merit function
for the global convergence, and provide a updating rule with a flexible backtracking line-search
strategy proposed by [5]. The third main step is updating some parameters.
Let x be a current point, and let yE and ZE be Lagrangian multiplier estimates for the
equality constraint g(x) = 0 and the semidefinite constraint X(x)  O, respectively.
3.1 Finding a search direction
We consider the following quadratic semidefinite programming (QSDP) problem to produce a
search direction:
minimize
(ξ,ζ,Σ)∈V
〈∇f(x), ξ〉+ 1
2
〈Hξ, ξ〉+ σ
2
‖ζ‖2 + σ
2
‖Σ‖2F ,
subject to g(x) +∇g(x)⊤ξ + σ(ζ − yE) = 0,
X(x) +A(x)ξ + σ(Σ− ZE)  O,
(3.1)
where V := Rn ×Rm × Sd, H denotes the Hessian of the Lagrangian for NSDP problem (1.1)
or its approximation, and σ > 0 is a penalty parameter. Problem (3.1) originates from the
stabilized subproblem devised aiming for calm effect on multipliers for degenerate problems. For
details, see [10, 13, 31]. Eliminating the variable ζ in (3.1) by using the transformed equality
constraint ζ = yE − 1
σ
{g(x) +∇g(x)⊤ξ} yields the following problem:
minimize
(ξ,Σ)∈W
1
2
〈Mξ, ξ〉+ 〈∇f(x)−∇g(x)s, ξ〉+ σ
2
‖Σ‖2F ,
subject to A(x)ξ + σ(Σ− T )  O,
(3.2)
where W := Rn × Sd, M := H + 1
σ
∇g(x)∇g(x)⊤,
s := yE − 1
σ
g(x), (3.3)
T := ZE − 1
σ
X(x). (3.4)
We can easily see that (3.1) is equivalent to (3.2) in the sense that both global optimal values,
if exist, are equal. In this paper, we consider solving (3.2) to generate a search direction.
Notice that problem (3.2) is always feasible. In fact, it has (ξ,Σ) = (0, T ) as a feasible
point. Hence, if the objective function of (3.2) is strongly convex, namely, the matrix M is
positive definite, problem (3.2) necessarily has a unique optimum. We state this fact as the
following proposition. Since this fact is trivial, we omit the proof.
Proposition 1 Suppose that M = H+ 1
σ
∇g(x)∇g(x)⊤ ≻ O. Then, problem (3.2) has a unique
optimal solution.
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In the subsequent argument, assume that M ≻ O. Let (ξ∗,Σ∗) be the unique optimum of
(3.2). Since (3.2) has a strictly feasible point (ξ,Σ) = (0, I + T ), Slater’s CQ holds for (3.2).
Therefore, the KKT conditions hold at (ξ∗,Σ∗), namely, there exists some Lagrange multiplier
matrix Λ∗ such that
Mξ∗ +∇f(x)−∇g(x)s−A∗(x)Λ∗ = 0, (3.5)
σ(Σ∗ − Λ∗) = 0, (3.6)
A(x)ξ∗ + σ(Σ∗ − T )  O, (3.7)
Λ∗  O, (3.8)
〈A(x)ξ∗ + σ(Σ∗ − T ),Λ∗〉 = 0. (3.9)
To the best of the authors’ knowledge, any existing SQSDP methods [4, 6, 8, 11, 39, 40] for
NSDP presume computing (ξ∗,Σ∗,Λ∗) satisfying KKT conditions (3.5)–(3.9) exactly. However,
it is impractical. In this paper, we propose a new SQSDP method that generates iteration points
satisfying KKT conditions (3.5)–(3.9) for subproblem (3.2) approximately, and we establish
convergence to an AKKT or a TAKKT point by controlling error related to conditions (3.5)–
(3.9) in an appropriate manner. To explain this manner, we define a sequence {(ηj,Θj,Ωj)}
concerning error for (3.5)–(3.9) as follows: For each j,
ηj := Mξj +∇f(x)−∇g(x)s−A∗(x)Λj, (3.10)
Θj := σ(Σj − Λj), (3.11)
Ωj := A(x)ξj + σ(Σj − T ). (3.12)
Let us consider the following sequence {(ξj,Σj ,Λj)} converging to the KKT point (ξ∗,Σ∗,Λ∗)
for subproblem (3.2):
lim
j→∞
ξj = ξ
∗, lim
j→∞
Σj = Σ
∗  O, lim
j→∞
Λj = Λ
∗  O,
lim
j→∞
ηj = η
∗ = 0, lim
j→∞
Θj = Θ
∗ = O, lim
j→∞
Ωj = Ω
∗  O,
lim
j→∞
〈Ωj ,Λj〉 = 〈Ω∗,Λ∗〉 = 0.
(3.13)
Note that the sequence {(ξj,Σj ,Λj)} can be produced by applying a suitable convergent algo-
rithm, such as primal-dual interior point methods, to subproblem (3.2). Note also that although
{(Σj,Λj)} is not necessarily convergent, we can suppose that it has a convergent subsequence,
and hence we can without loss of generality regard {(Σj ,Λj)} as the sequence converging to
(ξ∗,Σ∗,Λ∗). Next, we define the merit function F : Rn → R by
F (x; σ, yE, ZE) := f(x) +
1
2σ
‖σyE − g(x)‖2 + 1
2σ
∥∥[σZE −X(x)]+∥∥2F , (3.14)
where σ, yE, and ZE are parameters. It follows from [2, Lemma 5], (3.3), and (3.4) that the
function F is differentiable on Rn, and its gradient at x ∈ Rn is given by
∇F (x; σ, yE, ZE) = ∇f(x)−∇g(x)s−A∗(x)[T ]+. (3.15)
As aforementioned, whereas the existing SQSDP methods use ξ∗ as a search direction p at x,
the proposed method employs p := ξj if the triplet (ξj,Σj ,Λj) with some j satisfies the following
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conditions:
〈∇F (x; σ, yE, ZE), ξj〉 ≤ −c1〈Mξj, ξj〉 − c1σ‖Λj − [T ]+‖2F , (3.16)
‖ηj‖ ≤ c2|〈∇F (x; σ, yE, ZE), ξj〉|, (3.17)
‖ηj‖+ ‖Θj‖F + |〈Ωj,Λj〉| ≤ c3, (3.18)
where c1 ∈ (0, 1), c2 > 0, and c3 > 0 are prefixed constants. An index j ∈ N satisfying
(3.16)–(3.18) necessarily exists. See Proposition 3 for the proof.
3.2 Updating a current point
After computing a search direction p, we determine a step size along p so that the merit function
value decreases. Notice that (3.16) with ξj = p implies that 〈∇F (x; σ, yE, ZE), p〉 ≤ 0. For
determining the step size, we adopt a flexible backtracking line-search strategy proposed by
Curtis and Nocedal [5]. In this strategy, we set a step size as α := βℓ, where ℓ is the smallest
nonnegative integer such that
F (x+ βℓp; ν, yE, ZE) ≤ F (x; ν, yE, ZE) + τβℓ∆, (3.19)
where ∆ := max
{〈∇F (x; σ, yE, ZE), p〉,−ω‖p‖2} , ω ∈ (0, 1), ν ∈ [σ, ρ], and τ ∈ (0, 1). In the
proposed line-search, we try to get the integer ℓ satisfying (3.19) with ν = σ or ν = ρ. Note
that if |〈∇F (x; σ, yE, ZE), p〉| is large, then the term −ω‖p‖2 in ∆ helps us to adopt ℓ at an
early iteration of the line-search. Moreover, note that if ν = σ and ∆ = 〈∇F (x; σ, yE, ZE), p〉,
then condition (3.19) reduces to the ordinary line-search strategy. After calculating the step
size α > 0, we update (x, y, Z) as (x+ αp, yE − 1
σ
g(x+ αp), [ZE − 1
σ
X(x+ αp)]+).
3.3 Updating some parameters
In this section, we express an index k as the current iteration. In the proposed method, we
make several steps for updating some parameters φk, ψk, γk, y
E
k , and Z
E
k , where φk and ψk
indicate degree of the feasibility and the improvement of optimality conditions, and γk means
the stationarity of the merit function. These update strategies are based on those of Gill and
Robinson [10], and are supported by numerical results of them. First, we define three functions
r, Φ, and Ψ as follows:
r(v) := rF (x) + rO(v), Φ(v) := rF (x) + κrO(v), Ψ(v) := κrF (x) + rO(v), (3.20)
where κ ∈ (0, 1) is a weight parameter, and the functions rF and rO are defined by
rF (x) := ‖g(x)‖+ [λmax(−X(x))]+, rO(v) := ‖∇xL(v)‖+ |〈X(x), Z〉|, (3.21)
respectively. If Φ(vk+1) ≤ 12φk or Ψ(vk+1) ≤ 12ψk, then these inequalities mean that the sequence
tends to converge to a KKT point. We call the case where Φ(vk+1) ≤ 12φk a feasibility step,
and we call the case where Ψ(vk+1) ≤ 12ψk an optimality step. Now, notice that problem
(3.2) with setting (yEk , Z
E
k ) = (yk, Zk) corresponds to the subproblem of the existing stabilized
SQP methods [7, 13, 16, 31] because it follows from Proposition 1 that problems (3.1) and
(3.2) are equivalent. The fact derives that it is preferred to adopt the update rule that allows
yEk+1 = yk+1 and Z
E
k+1 = Zk+1 as often as possible. Especially, to perform the feasibility or the
8
optimality step is a nice tendency because the feasibility or the optimality is improved at a
new point, and hence we set yEk+1 := yk+1 and Z
E
k+1 := Zk+1. On the other hand, it is required
that Φ(vk) → 0 or Ψ(vk) → 0 as k → ∞ in order to ensure the global convergence property.
Therefore, we set φk+1 :=
1
2
φk, ψk+1 := ψk, and γk+1 := γk in the feasibility step, and we set
φk+1 := φk, ψk+1 :=
1
2
ψk, and γk+1 := γk in the optimality step.
Next, we make a step for generating an AKKT sequence. This step is performed in the
case where the if-statements of the feasibility and the optimality steps are false. As shown
in the subsequent convergence analysis, the proposed method tends to generate the AKKT
sequence when the generated sequence approaches the stationary point of the merit function
F . Therefore, if
‖∇F (xk+1; σk, yEk , ZEk )‖ ≤ γk, (3.22)
then we update the parameter γk so that it decreases. Moreover, the AKKT sequence is not
necessarily bounded with respect to the Lagrange multipliers, and hence we update yEk and Z
E
k
so that they are bounded. In concrete, we set φk+1 := φk, ψk+1 := ψk, γk+1 :=
1
2
γk, y
E
k+1 :=
ΠC(yk+1), and Z
E
k+1 := ΠD(Zk+1) if (3.22) holds, where C := {y ∈ Rm : −ymaxe ≤ y ≤ ymaxe}
and D := {Z ∈ Sd : O  Z  Zmax} with constants ymax > 0 and Zmax ≻ O.
Finally, if the if-statements of all the steps stated above are false, then we set φk+1 :=
φk, ψk+1 := ψk, γk+1 := γk, y
E
k+1 := y
E
k , and Z
E
k+1 := Z
E
k .
Moreover, we introduce two update rules of the penalty parameters σk and ρk. These
update rules are also derived from those in [10]. Now, note that the proposed method can
be regarded as an iterative one combining the SQP method and the augmented Lagrangian
method. Therefore, it is reasonable that the update rule of the parameter σk is designed like
the augmented Lagrangian method. If we consider the merit function F as the augmented
Lagrangian, we can derive the following rule:
σk+1 :=
{
min{1
2
σk, r(vk+1)
3
2} if (3.22) is satisfied,
σk otherwise.
(3.23)
Concerning the parameter ρk, we make its update rule taking into consideration the proof of
the global convergence property. Namely, we update ρk as follows:
ρk+1 :=
{
ρk if F (xk+1; ρk, y
E
k , Z
E
k ) ≤ F (xk; ρk, yEk , ZEk ) + τα̂k∆k,
max{1
2
ρk, σk} otherwise, (3.24)
where α̂k := min{αmin, αk} and αmin ∈ (0, 1).
3.4 Formal statement of a stabilized SQSDP method
In this section, we propose a stabilized SQSDP method for solving (1.1). Summarizing the
explanation in the above sections gives the following algorithm:
Algorithm 1
Step 0. Select ε > 0, τ ∈ (0, 1), ω ∈ (0, 1), c1 ∈ (0, 1), c2 > 0, c3 > 0, β ∈ (0, 1), κ ∈
(0, 1), αmin ∈ (0, 1), kmax ∈ N, ymax > 0, and Zmax ≻ O. Choose v0 := (x0, y0, Z0) ∈ V
such that Z0  O. Set φ0 > 0, ψ0 > 0, γ0 > 0, σ0 > 0, ρ0 ≥ σ0, yE0 := y0, ZE0 := Z0,
and k := 0.
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Step 1. If r(vk) ≤ ε, γk ≤ ε, or k = kmax, then stop.
Step 2. If ‖∇F (xk; σk, yEk , ZEk )‖ ≤ ε, then set pk := 0, αk := 1, ∆k := 0, and go to Step 5.
Otherwise, go to Step 3.
Step 3. Choose Hk ≻ O and let M := Hk + 1σk∇g(xk)∇g(xk)⊤, x := xk, σ := σk, yE :=
yEk , Z
E := ZEk , s := y
E
k − 1σk g(xk), and T := ZEk − 1σkX(xk). While generating a
sequence {(ξj,Σj,Λj)} satisfying conditions (3.13) related to subproblem (3.2), perform
the following two steps for each j ∈ N ∪ {0}.
Step 3.1 Calculate ηj, Θj, and Ωj defined by
ηj := Mξj +∇f(x)−∇g(x)s−A∗(x)Λj,
Θj := σ(Σj − Λj),
Ωj := A(x)ξj + σ(Σj − T ),
respectively.
Step 3.2 If the following inequalities hold, then set pk := ξj, and go to Step 4.
〈∇F (x; σ, yE, ZE), ξj〉 ≤ −c1〈Mξj , ξj〉 − c1σ‖Λj − [T ]+‖2F ,
‖ηj‖ ≤ c2|〈∇F (x; σ, yE, ZE), ξj〉|, ‖ηj‖+ ‖Θj‖F + |〈Ωj,Λj〉| ≤ c3.
Step 4. Calculate αk := β
ℓk and ∆k := max{〈∇F (xk; σk, yEk , ZEk ), pk〉,−ω‖pk‖2}, where ℓk is
the smallest nonnegative integer satisfying one of the following inequalities.
F (xk + β
ℓkpk; σk, y
E
k , Z
E
k ) ≤ F (xk; σk, yEk , ZEk ) + τβℓk∆k,
F (xk + β
ℓkpk; ρk, y
E
k , Z
E
k ) ≤ F (xk; ρk, yEk , ZEk ) + τβℓk∆k.
Step 5. Set vk+1 := (xk+1, yk+1, Zk+1) with xk+1 := xk + αkpk, yk+1 := y
E
k − 1σk g(xk+1), and
Zk+1 := [Z
E
k − 1σkX(xk+1)]+.
Step 6. Update φk, ψk, γk, y
E
k , and Z
E
k according to the following steps.
Step 6.1. If Φ(vk+1) ≤ 12φk, then set φk+1 := 12φk, ψk+1 := ψk, γk+1 := γk, yEk+1 :=
yk+1, Z
E
k+1 := Zk+1, and go to Step 7. Otherwise, go to Step 6.2.
Step 6.2. If Ψ(vk+1) ≤ 12ψk, then set φk+1 := φk, ψk+1 := 12ψk, γk+1 := γk, yEk+1 :=
yk+1, Z
E
k+1 := Zk+1, and go to Step 7. Otherwise, go to Step 6.3.
Step 6.3. If ‖∇F (xk+1; σk, yEk , ZEk )‖ ≤ γk, then set φk+1 := φk, ψk+1 := ψk, γk+1 :=
1
2
γk, y
E
k+1 := ΠC(yk+1), Z
E
k+1 := ΠD(Zk+1), and go to Step 7, where C = {y ∈ Rm :
−ymaxe ≤ y ≤ ymaxe} and D = {Z ∈ Sd : O  Z  Zmax}. Otherwise, go to Step
6.4.
Step 6.4. Set φk+1 := φk, ψk+1 := ψk, γk+1 := γk, y
E
k+1 := y
E
k , and Z
E
k+1 := Z
E
k .
Step 7. Update σk and ρk by
σk+1 :=
{
min{1
2
σk, r(vk+1)
3
2} if ‖∇F (xk+1; σk, yEk , ZEk )‖ ≤ γk,
σk otherwise,
ρk+1 :=
{
ρk if F (xk+1; ρk, y
E
k , Z
E
k ) ≤ F (xk; ρk, yEk , ZEk ) + τα̂k∆k,
max{1
2
ρk, σk} otherwise,
where α̂k = min{αmin, αk}.
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Step 8. Set k := k + 1, and go back to Step 1.
3.5 Well-definedness of Algorithm 1
Throughout this section, we assume that {(ξj,Σj ,Λj, ηj,Θj,Ωj)} is a sequence produced in
Step 3. Moreover, we assume that M ≻ O, c1 ∈ (0, 1), c2 > 0, and c3 > 0. Recall that this
sequence satisfies (3.13).
In this section, we prove that Algorithm 1 is well-defined in the sense that Step 3 is termi-
nated after a finite number of iterations. For this purpose, we first define
Rj := 〈ηj, ξj〉+ 〈Ωj ,Λj〉 − 〈Ωj , [T ]+〉+ σ〈Λj − [T ]+, T − [T ]+〉 − 〈Λj − [T ]+,Θj〉, (3.25)
for each j ∈ N ∪ {0}. The next lemma states that ξj is a descent direction of F if
Rj ≤ (1− c1)〈Mξj , ξj〉+ σ(1− c1)‖Λj − [T ]+‖2F . (3.26)
Lemma 1 If there exists j ∈ N satisfying (3.26), then (3.16) holds.
Proof. Since ∇F (x; σ, yE, ZE) = ∇f(x)−∇g(x)s−A∗(x)[T ]+ by (3.15), we have
〈∇F (x; σ, yE, ZE), ξj〉 = −〈Mξj , ξj〉+ 〈ηj, ξj〉+ 〈Λj − [T ]+,A(x)ξj〉 (3.27)
= −〈Mξj , ξj〉+ 〈ηj, ξj〉+ 〈Λj − [T ]+,Ωj〉
+σ〈Λj − [T ]+, T − [T ]+〉+ σ〈Λj − [T ]+, [T ]+ − Σj〉 (3.28)
= −〈Mξj , ξj〉+ 〈ηj, ξj〉+ 〈Ωj ,Λj〉 − 〈Ωj , [T ]+〉
+σ〈Λj − [T ]+, T − [T ]+〉 − σ‖Λj − [T ]+‖2F − 〈Λj − [T ]+,Θj〉 (3.29)
= −〈Mξj , ξj〉 − σ‖Λj − [T ]+‖2F +Rj , (3.30)
where (3.27), (3.28), and (3.29) are derived from (3.10), (3.12), and (3.11), respectively. By
(3.26) and (3.30), we get 〈∇F (x; σ, yE, ZE), ξj〉 ≤ −c1〈Mξj , ξj〉 − c1σ‖Λj − [T ]+‖2F . ✷
According to Lemma 1, (3.26) is a sufficient condition under which ξj satisfies (3.16). We
will show that there exists j ∈ N satisfying (3.26). In the following proposition, we prove that
such an index j exists if the following condition holds:
∃K > 0 s.t. K ≤ 〈Mξj , ξj〉+ σ‖Λj − [T ]+‖2F , ∀j ∈ N. (3.31)
Proposition 2 Assume that (3.31) holds. Then, there exists n0 ∈ N such that (3.16) holds
for all j ≥ n0.
Proof. It is clear that 〈Ω∗, [T ]+〉 ≥ 0 due to Ω∗  O. Moreover, we see that 〈Λ∗ − [T ]+, T −
[T ]+〉 ≤ 0 by Λ∗  O and the fact that [·]+ is the projection onto the convex set Sd+. We have
from these facts, (3.13), and (3.25) that
R∗ := lim
j→∞
Rj = −〈Ω∗, [T ]+〉+ σ〈Λ∗ − [T ]+, T − [T ]+〉 ≤ 0. (3.32)
Since (3.32) holds, there exists n0 ∈ N such that |Rj − R∗| ≤ (1− c1)K for all j ≥ n0, that is,
Rj ≤ R∗ + (1 − c1)K ≤ (1− c1)K for all j ≥ n0. Noting (3.31) yields that (3.26) holds for all
j ≥ n0. It then follows from Lemma 1 that (3.16) holds for all j ≥ n0. ✷
By the above proposition, we can ensure the existence of an index j such that ξj is a descent
direction of the function F if (3.31) holds. The next lemma provide a sufficient condition that
(3.31) holds.
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Lemma 2 If ∇F (x; σ, yE, ZE) 6= 0, then (3.31) holds.
Proof. We prove the assertion by contradiction. Assume that there exists L ⊂ N such that
〈Mξj, ξj〉+ σ‖Λj − [T ]+‖2F → 0 (L ∋ j → 0).
Considering M ≻ O and (3.13) implies that we have ξ∗ = 0 and Λ∗ = [T ]+. It then follows
from (3.10), (3.13), and (3.15) that 0 = limL∋j→∞ ηj = Mξ
∗ + ∇f(x) − ∇g(x)s − A∗(x)Λ∗ =
∇F (x; σ, yE, ZE). However, this result contradicts ∇F (x; σ, yE, ZE) 6= 0. ✷
Using Lemmas 1, 2 and Proposition 2, we obtain the following proposition concerning the
well-definedness of Step 3.
Proposition 3 If ∇F (x; σ, yE, ZE) 6= 0, then there exists j0 ∈ N such that (3.16)–(3.18) hold
for all j ≥ j0. Hence, Step 3 terminates finitely.
Proof. By Proposition 2, we ensure that there exists n0 ∈ N such that
〈∇F (x; σ, yE, ZE), ξj〉 ≤ −c1〈Mξj, ξj〉 − c1‖Λj − [T ]+‖2F , ∀j ≥ n0. (3.33)
Lemma 2 and (3.33) derive that there exists K > 0 such that
c1c2K ≤ c1c2〈Mξj, ξj〉+ c1c2σ‖Λj − [T ]+‖2F ≤ −c2〈∇F (x; σ, yE, ZE), ξj〉, ∀j ≥ n0,
which means that
c1c2K ≤ c2|〈∇F (x; σ, yE, ZE), ξj〉|, ∀j ≥ n0. (3.34)
Since (3.13) indicates that ‖ηj‖ → 0 as j → ∞, there exists n1 ∈ N such that ‖ηj‖ ≤ c1c2K
for all j ≥ n1. This fact and (3.34) yield that
‖ηj‖ ≤ c2|〈∇F (x; σ, yE, ZE), ξj〉|, ∀j ≥ max{n0, n1}. (3.35)
Moreover, using (3.13) again implies that ‖ηj‖ + ‖Θj‖F + |〈Ωj ,Λj〉| → 0 as j → ∞. Hence,
there exists n2 ∈ N such that
‖ηj‖+ ‖Θj‖F + |〈Ωj,Λj〉| ≤ c3, ∀j ≥ n2. (3.36)
It follows from (3.33), (3.35), and (3.36) that there exists j0 := max{n0, n1, n2} such that
(3.16)–(3.18) hold for all j ≥ j0. The proof is complete. ✷
3.6 Global convergence of Algorithm 1
In what follows, we prove the global convergence property of Algorithm 1. In the subsequent
argument, we make the following assumptions:
Assumption 1
(A1) The functions f, g, and X are twice continuously differentiable;
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(A2) there exists a compact set Γ such that a sequence {xk} generated by Algorithm 1 remains
in Γ;
(A3) there exist positive constants ν1 and ν2 such that ν1 ≤ λmin(Hk + 1σk∇g(xk)∇g(xk)⊤) and
λmax(Hk) ≤ ν2 for all k ∈ N.
In addition to Assumption 1, we suppose that there exists no iteration k such that r(vk) = 0,
and suppose that ε = 0 and kmax = ∞. These assumptions imply that Algorithm 1 generates
an infinite set of iterations.
For simplicity, we denote
Mk := Hk +
1
σk
∇g(xk)∇g(xk)⊤, (3.37)
sk := y
E
k −
1
σk
g(xk), (3.38)
Tk := Z
E
k −
1
σk
X(xk). (3.39)
We also use the following notations:
ηk := Mkpk +∇f(xk)−∇g(xk)sk −A∗(xk)Λk, (3.40)
Θk := σk(Σk − Λk), (3.41)
Ωk := A(xk)pk + σk(Σk − Tk), (3.42)
where Σk and Λk are final iteration points of the finite sequences {Σj} and {Λj}, respectively,
generated in Step 3. In view of Step 3.2, it is clear that
〈∇F (xk; σk, yEk , ZEk ), pk〉 ≤ −c1〈Mkpk, pk〉 − c1σk‖Λk − [Tk]+‖2F ≤ 0, (3.43)
‖ηk‖ ≤ c2|〈∇F (xk; σk, yEk , ZEk ), pk〉|, (3.44)
‖ηk‖ ≤ c3, ‖Θk‖F ≤ c3, |〈Ωk,Λk〉| ≤ c3, (3.45)
where notice that (3.45) is derived from ‖ηk‖+ ‖Θk‖F + |〈Ωk,Λk〉| ≤ c3.
In Algorithm 1, Step 6 is divided into Steps 6.1–6.4. If only Steps 6.1 and 6.2 are eventually
performed, then Φ(vk)→ 0 or Ψ(vk)→ 0 as k →∞. It then follows from (3.20) and (3.21) that
a generated sequence is expected to converge to a KKT point of (1.1). For the sake of complete
analysis, we need to consider the case where Steps 6.3 and 6.4 are performed for infinitely many
times. To this end, we divide N into the following three sets:
I := {k ∈ N : The parameters φk, ψk, γk, yEk , and ZEk are updated by Step 6.1 or 6.2.},
J := {k ∈ N : The parameters φk, ψk, γk, yEk , and ZEk are updated by Step 6.3.},
K := {k ∈ N : The parameters φk, ψk, γk, yEk , and ZEk are updated by Step 6.4.}.
In the following, we give properties associated with the parameters φk, ψk, γk, σk, and Z
E
k .
Lemma 3 Suppose that Assumption 1 holds. Then, the following statements hold:
(i) If Algorithm 1 generates an infinite set of iterations satisfying card(I) =∞, then φk → 0
or ψk → 0 as k →∞;
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(ii) if Algorithm 1 generates an infinite set of iterations satisfying card(I) < ∞, then {ZEk }
is bounded;
(iii) if Algorithm 1 generates an infinite set of iterations satisfying card(I) <∞ and card(J ) =
∞, then σk → 0 and γk → 0 as k →∞.
Proof. We show item (i). Note that card(I) = ∞, and φk+1 = 12φk or ψk+1 = 12ψk for k ∈ I.
These facts indicate that φk → 0 or ψk → 0 as k →∞.
We next show item (ii). Since card(I) <∞,
∃n0 ∈ N s.t k ∈ J ∪ K, ∀k ≥ n0. (3.46)
Let z˜ := max{λmax(ZE0 ), λmax(ZE1 ), . . . , λmax(ZEn0), λmax(Zmax)} and D˜ := {Z ∈ Sd : O  Z 
z˜I}. We prove {ZEk } ⊂ D˜ by mathematical induction. If k = 0, it is clear that O  ZE0 
λmax(Z
E
0 )I, that is, Z
E
0 ∈ D˜. Let k be a nonnegative integer and assume that ZEk ∈ D˜. Now,
we consider two cases: k ≥ n0; k < n0. In the first case, we have from (3.46) that if k ∈ J ,
then ZEk+1 = ΠD(Zk+1) ∈ D ⊂ D˜; if k ∈ K, then ZEk+1 = ZEk ∈ D˜. As a result, ZEk+1 ∈ D˜.
On the other hand, we consider the case where k < n0. Noting 1 ≤ k + 1 ≤ n0 derives that
O  ZEk+1  max{λmax(ZE1 ), λmax(ZE2 ), . . . , λmax(ZEn0)}I, which implies ZEk+1 ∈ D˜. Therefore,
we obtain that {ZEk } ⊂ D˜. The fact and the boundedness of D˜ yield the desired result.
Finally, we prove (iii). It is easily seen that γk+1 =
1
2
γk for k ∈ J . Moreover, we have from
(3.23) that σk+1 = min{12σk, r(vk+1)
3
2} ≤ 1
2
σk for k ∈ J . These facts and card(J ) = ∞ imply
γk → 0 and σk → 0 as k →∞. The proof is complete. ✷
In the subsequent argument, we focus on a situation satisfying card(I) <∞, card(J ) <∞,
and card(K) =∞. The next lemma shows some properties under such a situation.
Lemma 4 Suppose that Assumption 1 holds. If Algorithm 1 generates an infinite set of itera-
tions satisfying card(I) <∞, card(J ) <∞, and card(K) =∞, then there exists k0 ∈ N such
that
(i) k ∈ K, γk = γ̂, yEk = ŷE, ZEk := ẐE , σk = σ̂, and ρk = ρ̂ ≥ σ̂ for all k ≥ k0;
(ii) {pk}k≥k0 is bounded;
(iii) {∆k}k≥k0 is bounded away from zero.
Proof. First, we prove item (i). Since card(I) < ∞, card(J ) < ∞, and card(K) = ∞, there
exists n1 ∈ N such that
k ∈ K, γk = γ̂, yEk = ŷE, ZEk := ẐE, ∀k ≥ n1, (3.47)
where γ̂ := γn1, ŷ
E := yEn1, and Ẑ
E := ZEn1 . Moreover (3.23) yields that
σk = σ̂, ∀k ≥ n1. (3.48)
where σ̂ := σn1 . Note that σk ≥ σk+1 for all k ∈ N ∪ {0} by (3.23). Then, we have from
ρ0 ≥ σ0 and (3.24) that ρk ≥ σk for all k ∈ N. Let F := {k ∈ N : F (xk+1; σk, yEk , ZEk ) >
F (xk; σk, y
E
k , Z
E
k ) + τα̂k∆k}, where α̂k = min{αmin, αk}. Noting (3.24) implies that if k ∈ F ,
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then ρk+1 = max{12ρk, σk}, and if k 6∈ F , then ρk+1 = ρk. We consider two cases: card(F) <∞;
card(F) = ∞. The first case yields that there exists m0 ∈ N such that k 6∈ F for all k ≥ m0,
i.e., ρm0 = ρk ≥ σk for all k ≥ m0. Meanwhile, the second case implies that the update rule
ρk+1 = max{12ρk, σk} is infinitely performed. Therefore, there exists m1 ∈ N such that m1 ≥ n1
and σm1 = σ̂ ≥ 12ρm1 , that is, ρm1+1 = σ̂. Once this case occurs, it follows from (3.24) that
ρk = σ̂ for all k ≥ m1 + 1. By the arguments of the above two cases, we conclude that there
exists n2 ∈ N such that
ρk = ρ̂ ≥ σk, ∀k ≥ n2, (3.49)
where ρ̂ := ρn2 . By (3.47), (3.48), and (3.49), there exists k0 := max{n1, n2} such that
k ∈ K, γk = γ̂, yEk = ŷE, ZEk = ẐE , σk = σ̂, and ρk = ρ̂ ≥ σ̂ for all k ≥ k0.
Next, we show item (ii). From now on, assume that k ≥ k0, that is, item (i) holds. The
combination of (3.38), (3.39), and Assumption 1 (A1) and (A2) implies that
‖sk‖ ≤ ‖ŷE‖+ 1
σ̂
sup
x∈Γ
‖g(x)‖ =: smax <∞, (3.50)
‖Tk‖F ≤ ‖ẐE‖F + 1
σ̂
sup
x∈Γ
‖X(x)‖F =: Tmax <∞. (3.51)
Assumption 1 (A3) and (3.37) give
‖M−1k ‖2 = λmax(M−1k ) =
1
λmin(Mk)
≤ 1
ν1
. (3.52)
It follows from (3.40) and (3.41) that
pk = M
−1
k
{
ηk −∇f(xk) +∇g(xk)sk +A∗(xk)
(
Σk − 1
σ̂
Θk
)}
. (3.53)
Using (3.45), (3.50), and (3.52) derives that
‖pk‖ ≤ c3
ν1
+
1
ν1
sup
x∈Γ
‖∇f(x)‖+ smax‖∇g(x)‖2 + (‖Σk‖F + c3σ̂ )
√√√√ n∑
j=1
‖Aj(x)‖2F
 . (3.54)
Let bk := ηk −∇f(xk) +∇g(xk)sk − 1σ̂A∗(xk)Θk. By (3.45) and Assumption 1 (A1) and (A2),
we can evaluate bk as follows:
‖bk‖ ≤ c3 + sup
x∈Γ
‖∇f(x)‖+ smax‖∇g(x)‖2 + c3σ̂
√√√√ n∑
j=1
‖Aj(x)‖2F
 =: bmax <∞. (3.55)
Combining (3.53) and the definition of bk yields that pk = M
−1
k A∗(xk)Σk + M−1k bk. It then
follows from (3.41) and (3.42) that
〈Λk,Ωk〉 =
〈
Σk − 1
σ̂
Θk,A(xk)pk + σ̂(Σk − Tk)
〉
= 〈Σk, Pk〉+ 〈Σk,A(xk)M−1k A∗(xk)Σk + σ̂Σk〉
−1
σ̂
〈Θk, Pk〉 − 1
σ̂
〈Θk,A(xk)M−1k A∗(xk)Σk〉 − 〈Θk,Σk〉, (3.56)
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where Pk := A(xk)M−1k bk − σ̂Tk. We can reformulate (3.56) as follows:
〈Λk,Ωk〉+ 1
σ̂
〈Θk, Pk〉 = 〈Σk, Qk〉+ 〈M−1k A∗(xk)Σk,A∗(xk)Σk〉+ σ̂〈Σk,Σk〉
≥ σ̂
∥∥∥∥Σk + 12σ̂Qk
∥∥∥∥2
F
− 1
4σ̂
‖Qk‖2F , (3.57)
where Qk := Pk − 1σ̂A(xk)M−1k A∗(xk)Θk − Θk, and note that 〈M−1k u, u〉 ≥ 0 for all u ∈ Rn.
Thus, (3.45) and (3.57) imply that
‖Σk‖F ≤ 1
σ̂
‖Qk‖F + 1
σ̂
√
c3‖Pk‖F +
√
c3
σ̂
. (3.58)
By using (3.51), (3.52), and (3.55), we can evaluate Pk and Qk as follows:
‖Pk‖F ≤
∣∣∣∣∣
n∑
j=1
[M−1k bk]j‖Aj(xk)‖F
∣∣∣∣∣ + σ̂‖Tk‖F ≤ bmaxν1 supx∈Γ

√√√√ n∑
j=1
‖Aj(x)‖2F
+ σ̂Tmax, (3.59)
‖Qk‖F ≤ ‖Pk‖F + ‖Θk‖F + 1
σ̂
∣∣∣∣∣
n∑
j=1
[M−1k A∗(xk)Θk]j‖Aj(xk)‖F
∣∣∣∣∣
≤ ‖Pk‖F + c3 + c3
σ̂ν1
sup
x∈Γ
(
n∑
j=1
‖Aj(x)‖2F
)
. (3.60)
Since Assumption 1 (A1) and (A2) hold, {Pk}k≥k0 and {Qk}k≥k0 are bounded due to (3.59) and
(3.60), respectively. These results and (3.58) indicate that {Σk}k≥k0 is bounded. Therefore, the
boundedness of {pk}k≥k0 is derived from (3.54) and Assumption 1 (A1) and (A2).
Finally, we prove item (iii). To this end, we first verify that {〈∇F (xk; σk, yEk , ZEk ), pk〉}k≥k0
is bounded away from zero. To show this, assume to the contrary that there exists L ⊂ N
such that 〈∇F (xk; σk, yEk , ZEk ), pk〉 → 0 as L ∋ k → ∞. Let k be an arbitrary positive integer
satisfying k ∈ L0 := {k ∈ L : k ≥ k0}. Now, it follows from Assumption 1 (A3), item (i),
(3.43), and (3.44) that 0 ≤ c1ν1‖pk‖2 + c1σ̂‖Λk − [Tk]+‖2F ≤ −〈∇F (xk; σ̂, ŷE, ẐE), pk〉 and
‖ηk‖ ≤ c2|〈∇F (xk; σ̂, ŷE, ẐE), pk〉|, where notice that sk = ŷE− 1σ̂g(xk) and Tk = ẐE− 1σ̂X(xk).
Then, we easily see that pk → 0, ‖Λk − [Tk]+‖F → 0 and ηk → 0 as L0 ∋ k → ∞. Moreover,
we have from Assumption 1, (3.15), (3.37), and (3.40) that
‖∇F (xk; σ̂, ŷE, ẐE)‖ ≤ ‖ηk‖+
{
ν2 +
1
σ̂
sup
x∈Γ
‖∇g(x)‖22
}
‖pk‖
+
supx∈Γ
√√√√ n∑
j=1
‖Aj(x)‖2F
 ‖Λk − [Tk]+‖F → 0 (L0 ∋ k →∞).
As a result, there exists k1 ∈ N such that ‖∇F (xk; σ̂, ŷE, ẐE)‖ ≤ γ̂ for all k ∈ {k ∈ L0 : k ≥ k1},
which means that k ∈ J for all k ∈ {k ∈ L0 : k ≥ k1}. However, this result contradicts
k ∈ K for all k ≥ k0 in item (i). Thus, {〈∇F (xk; σk, yEk , ZEk ), pk〉}k≥k0 is bounded away from
zero. Secondly, we verify that {−ω‖pk‖2}k≥k0 is bounded away from zero. We also prove this
assertion by contradiction, that is, suppose that there exists M ⊂ N such that −ω‖pk‖2 → 0
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as M ∋ k → ∞. Note that 〈∇F (xk; σk, yEk , ZEk ), pk〉 → 0 as M ∋ k → ∞. This result
implies that we can show this case in a similar way to the above proof. Therefor, we conclude
that {〈∇F (xk; σk, yEk , ZEk ), pk〉}k≥k0 and {−ω‖pk‖2}k≥k0 are bounded away from zero. By the
definition of ∆k, it is clear that {∆k}k≥k0 is bounded away from zero. ✷
By using Lemma 4, we show that Algorithm 1 does not generate an infinite set of iterations
satisfying card(I) <∞, card(J ) <∞, and card(K) =∞.
Theorem 3 Suppose that Assumption 1 holds. Then, Algorithm 1 does not generate an infinite
set of iterations satisfying card(I) <∞, card(J ) <∞, and card(K) =∞.
Proof. We prove this theorem by contradiction. Suppose that Algorithm 1 generates an infinite
set of iterations satisfying card(I) < ∞, card(J ) < ∞, and card(K) = ∞. By Lemma 4 (i),
there exists k0 ∈ N such that k ∈ K, γk = γ̂, yEk = ŷE, ZEk = ẐE, σk = σ̂, and ρk = ρ̂ ≥ σ̂ for
all k ≥ k0. In what follows, we assume that k ≥ k0. Notice that the if-statement of Step 2 is
false because if there exists an iteration k1 such that it is true, then k1 ∈ J . Now, we consider
two cases: (a) ρ̂ > σ̂; (b) ρ̂ = σ̂.
Case (a): Note that ∆k ≤ 0 due to (3.43). Since ρk = ρ̂ > σ̂ for all k ≥ k0, we have from
(3.24) that F (xk+1; ρ̂, ŷ
E, ẐE) ≤ F (xk; ρ̂, ŷE, ẐE) + τ min{αmin, βℓk}∆k, that is,
0 ≤ −τ min{αmin, βℓk}∆k ≤ F (xk; ρ̂, ŷE, ẐE)− F (xk+1; ρ̂, ŷE, ẐE). (3.61)
Indeed, if F (xk+1; ρ̂, ŷ
E, ẐE) > F (xk; ρ̂, ŷ
E, ẐE) + τ min{αmin, βℓk}∆k, then ρk+1 = 12 ρ̂
or ρk+1 = σ̂. However, the former contradicts ρk = ρ̂ for all k ≥ k0, and the latter also
contradicts ρk = ρ̂ > σ̂ for all k ≥ k0. According to Assumption 1 (A1) and (A2), it is clear
that {F (xk; ρ̂, ŷE, ẐE)}k≥k0 is bounded below. Furthermore, {F (xk; ρ̂, ŷE, ẐE)}k≥k0 is a
non-increasing sequence. These facts and (3.61) yield min{αmin, βℓk}∆k → 0 (k →∞).
Then, there are two cases: (a1) lim infk→∞ β
ℓk > 0; (a2) lim infk→∞ β
ℓk = 0.
Case (a1): Since αmin > 0, we see that lim infk→∞min{αmin, βℓk} > 0. Hence, we have
∆k → 0 (k →∞). (3.62)
Case (a2): In this case, there exists L1 ⊂ N such that ℓk → ∞ as L1 ∋ k → ∞.
Moreover, Assumption 1 (A2) implies that there exist L2 ⊂ N and x∗ ∈ Γ such that
xk → x∗ as L2 ∋ k →∞. Now, we denote L := L1∩L2 and δk := βℓk−1(> 0). Recall
that ℓk is the smallest integer such that F (xk+β
ℓkpk; σ̂, ŷ
E, ẐE) ≤ F (xk; σ̂, ŷE, ẐE)+
τβℓk∆k or F (xk + β
ℓkpk; ρ̂, ŷ
E, ẐE) ≤ F (xk; ρ̂, ŷE, ẐE) + τβℓk∆k. Since ℓk − 1 does
not satisfy them, we get F (xk+ δkpk; σ̂, ŷ
E, ẐE) > F (xk; σ̂, ŷ
E, ẐE)+ τδk∆k. It then
follows from 〈∇F (xk; σ̂, ŷE, ẐE), pk〉 ≤ max{〈∇F (xk; σ̂, ŷE, ẐE), pk〉,−ω‖pk‖2} =
∆k that
(τ − 1)∆k < F (xk + δkpk; σ̂, ŷ
E, ẐE)− F (xk; σ̂, ŷE, ẐE)
δk
− 〈∇F (xk; σ̂, ŷE, ẐE), pk〉.
Applying the mean value theorem derives that there exists θk ∈ (0, 1) satisfying
0 ≤ (τ − 1)∆k < 〈∇F (xk + θkδkpk; σ̂, ŷE, ẐE)−∇F (xk; σ̂, ŷE, ẐE), pk〉, (3.63)
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where the first inequality is obtained by τ ∈ (0, 1), the definition of ∆k, and (3.43).
Notice that {pk}k≥k0 is bounded from Lemma 4 (ii). Notice also that δk = βℓk−1 → 0
as L ∋ k →∞. As a result, we see that x∗ = limL∋k→∞ xk = limL∋k→∞(xk+θkδkpk).
Thus, the continuity of ∇F and (3.63) yield that
∆k → 0 (L ∋ k →∞). (3.64)
We have from (3.62) and (3.64) that {∆k}k≥k0 is not bounded away from zero.
Case (b): Secondly, we consider the case where ρ̂ = σ̂, which implies that the step size αk =
βℓk is calculated by the ordinary line-search strategy. Thus, we know that ℓk is the
smallest integer such that 0 ≤ −τβℓk∆k ≤ F (xk; σ̂, ŷE, ẐE) − F (xk+1; σ̂, ŷE, ẐE). This
inequality corresponds to (3.61) in Case (a), and hence it follows from the proof similar
to the above case that {∆k}k≥k0 is not bounded away from zero.
Therefore, all cases contradict Lemma 4 (iii). ✷
The above theorem states that there exist infinitely many elements of I or J . By exploiting
the above result, we provide a main convergence result associated with Algorithm 1.
Theorem 4 Suppose that Assumption 1 holds. If Algorithm 1 generates an infinite sequence
{xk}, then there exists at least one accumulation point x∗ such that it satisfies any of the
following statements:
(i) x∗ is a TAKKT point of (1.1);
(ii) x∗ is an AKKT point of (1.1);
(iii) x∗ is a stationary point of the optimization problem
minimize
x∈Rn
h(x) :=
1
2
‖g(x)‖2 + 1
2
‖[−X(x)]+‖2F .
Proof. We consider two cases: (a) card(I) =∞; (b) card(I) <∞.
Case (a): Let P := {k ∈ N : k − 1 ∈ I}. Note that card(P) =∞ according to card(I) =∞.
Assumption 1 (A2) means that {xk}P has at least one accumulation point x∗, and hence
there exists L ⊂ P such that xk → x∗ as L ∋ k → ∞. It follows from Lemma 3 (i)
that φk−1 → 0 or ψk−1 → 0 as L ∋ k → ∞. Since Φ(vk) ≤ 12φk−1 or Ψ(vk) ≤ 12ψk−1 for
k ∈ L ⊂ P, it is clear that Φ(vk)→ 0 or Ψ(vk)→ 0 as L ∋ k →∞, that is,
lim
L∋k→∞
{∇f(xk)−∇g(xk)yk −A∗(xk)Zk} = 0, lim
L∋k→∞
〈Zk, X(xk)〉 = 0,
g(x∗) = lim
L∋k→∞
g(xk) = 0, λmax(−X(x∗)) = lim
L∋k→∞
λmax(−X(xk)) = 0.
These results derive that {(xk, yk, Zk)}L is a TAKKT sequence corresponding to x∗. Thus,
this case satisfies situation (i).
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Case (b): Next, we discuss the case where card(I) <∞. In this case, it follows from Lemma
3 (ii) that {ZEk } is bounded. Moreover, card(J ) = ∞ must hold because card(J ) < ∞
contradicts the assertion of Theorem 3. Let Q := {k ∈ N : k − 1 ∈ J }. Notice that
card(Q) = ∞ by card(J ) = ∞. Since Assumption 1 (A2) holds, there exist M ⊂ Q
and x∗ ∈ Rn such that xk → x∗ as M ∋ k → ∞. We have from Lemma 3 (iii) that
σk−1 → 0 and γk−1 → 0 as M ∋ k → ∞. Note that ‖∇F (xk; σk−1, yEk−1, ZEk−1)‖ ≤ γk−1
for k ∈M ⊂ Q. These facts yield that
lim
M∋k→∞
{∇f(xk)−∇g(xk)yk −A∗(xk)Zk} = lim
M∋k→∞
∇F (xk; σk−1, yEk−1, ZEk−1) = 0, (3.65)
∇h(x∗) = lim
M∋k→∞
σk−1∇F (xk; σk−1, yEk−1, ZEk−1) = 0, (3.66)
lim
M∋k→∞
{
σk−1Z
E
k−1 −X(xk)
}
= −X(x∗). (3.67)
From now on, we denote X∗ := X(x∗), Xk := X(xk), and Wk := σk−1Z
E
k−1 −X(xk). Let
take a diagonal decomposition of X∗, that is, X∗ = V ∗diag[λV
∗
1 (X
∗), . . . , λV
∗
d (X
∗)](V ∗)⊤,
where V ∗ is a unitary matrix. By (3.67), we obtain that there exists N ⊂M such that
λVk1 (Wk)→ −λV
∗
1 (X
∗), . . . , λVkd (Wk)→ −λV
∗
d (X
∗) (N ∋ k →∞), (3.68)
Wk = Vkdiag[λ
Vk
1 (Wk), . . . , λ
Vk
d (Wk)]V
⊤
k , VkV
⊤
k = I, Vk → V ∗ as N ∋ k → ∞. Now,
we suppose that λV
∗
j (X
∗) > 0 where j ∈ {1, . . . , d}. It follows from (3.68) that there
exists kj ∈ N such that |λVkj (Wk) + λV ∗j (X∗)| ≤ 12λV
∗
j (X
∗) for all k ∈ {k ∈ N : k ≥ kj},
that is, λVkj (Wk) ≤ −12λV
∗
j (X
∗) < 0 for all k ∈ {k ∈ N : k ≥ kj}. Since {σk−1} ⊂ R++
and Zk = [Z
E
k−1 − 1σk−1Xk]+ = [ 1σk−1Wk]+, we have λ
Vk
j (Zk) =
1
σk−1
[λVkj (Wk)]+ = 0 for all
k ∈ {k ∈ N : k ≥ kj}. Thus, it can be seen that
λV
∗
j (X
∗) > 0 =⇒ ∃kj ∈ N s.t. λVkj (Zk) = 0, ∀k ∈ {k ∈ N : k ≥ kj}. (3.69)
If x∗ is feasible in (1.1), it follows from (3.65) and (3.69) that {(xk, yk, Zk)}N is an AKKT
sequence corresponding to x∗, that is, situation (ii) holds. Even if x∗ is not feasible,
situation (iii) holds from (3.66).
Therefore, we conclude that Case (a) satisfies situation (i), while Case (b) satisfies situation
(ii) or (iii). ✷
Remark 1 In Theorem 4, the global convergence to the AKKT (TAKKT) point x∗ of (1.1)
is proven without assuming any CQs. If the MFCQ holds at the AKKT (TAKKT) point x∗
and situation (i) or (ii) in Theorem 4 occurs, it then follows from Theorem 2 that the sequence
{(xk, yk, Zk)} generated by Algorithm 1 has at least one accumulation point and it satisfies the
KKT conditions.
4 Numerical experiments
In this section, we conduct some numerical experiments in order to verify the theoretical re-
sults of Algorithm 1. This section consists two main parts. The first one focuses on solving
some degenerate problems. The second part confirms that Algorithm 1 can also solve some
nondegenerate problems, that is, certain regularity holds. In the two numerical experiments,
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we compare Algorithm 1 with an augmented Lagrangian (AL) method given in Appendix A,
where note that the AL method is based on [2]. Although the original AL method proposed
in [2] cannot handle equality constraints, we improve the original one so that it can handle
equality constraints by adding appropriate penalty terms to the augmented Lagrange function.
For details of the AL method, see appendix A. The program is written in MATLAB R2019a
and run on a machine with an Intel Core i7-8700 3.20 GHz CPU and 16.00GB RAM.
In what follows, we describe the settings of Algorithm 1 and the AL method. First, the
setting of Algorithm 1 is as follows. We exploit SDPT3 version 4.0 [27, 28] as a solver for
subproblem (3.2). We use the approximate Hessian Hk updated by the Levenberg-Marquardt
type algorithm presented by [37, Remark 3]. The parameters are as follows:
ε := 10−6, τ := 10−4, ω := 10−4, β := 0.5, κ := 10−5,
amin := 10
−3, kmax := 300, ymax := 10
6, Zmax := 10
6I,
φ0 := 10
3, ψ0 := 10
3, γ0 := 10
−1, σ0 := 10
−1, ρ0 := 10
−1.
The initial point (x0, y0, Z0) is selected as follows. All elements of x0 and y0 are randomly
generated from [0, 1], and Z0 is set to the form z0I, where z0 is also randomly generated from
[0, 1]. On the other hand, the setting of the AL method is as follows. We use fminunc, which is
the MATLAB unconstrained optimizer, as a solver for the unconstrained minimization problem
of Step 2 in the AL method. The parameters are as follows:
ε := 10−6, τ := 0.5, γ := 2, kmax := 300, ymax := 10
6, Zmax := 10
6I, ρ0 := 10, ε0 := 10
−30.
The positive sequence {εk} is generated by εk+1 := 12εk for k ∈ N ∪ {0}. The initial point
(x0, y0, Z0) is selected in the similar way to the case of Algorithm 1.
In tables 1–8, we show computational results of Algorithm 1 and the AL method. Note
that v∗, x∗, y∗, and Z∗ described in tables 1–8 are the final iteration point of the sequence
{vk}, {xk}, {yk}, and {Zk} generated by each algorithm, respectively. Recall that the function
h is defined by h(x) = 1
2
‖g(x)‖2 + 1
2
‖[−X(x)]+‖2F .
4.1 Solving degenerate problems
In this section, we solve two degenerate problems described in [12, Section 3]. The first one is
the next problem:
minimize
X∈SN
〈C,X〉,
subject to [X ]jj = 1, j = 1, . . . , N,
〈J,X〉 = 0, X  O,
(4.1)
where C ∈ SN is a constant matrix whose elements are selected randomly from [−1, 1], and J
denotes the matrix whose elements are all one, that is, J = ee⊤, where e := [1, . . . , 1]⊤ ∈ RN .
Due to e⊤Xe = 〈J,X〉 = 0, problem (4.1) has no interior feasible point. Thus, Slater’s CQ fails
for this problem.
Secondly, we introduce the second degenerate problem as follows:
minimize
X∈SN
N∑
j=1
[α]j〈Aj , X〉,
subject to 〈Aj, X〉 = [b]j , j = 1, . . . ,M,
X  O,
(4.2)
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where M, N ∈ N are positive constants satisfying M ≤ N , and b ∈ RM is a constant
vector whose first element is set to zero and the others are all one, and α ∈ RN is a constant
vector whose nth element is set to zero and the others are selected randomly from [0, 1], and
A1, . . . , AN ∈ SN are constant matrices such that Aj := vjv⊤j , j = 1, . . . , N where v1, . . . , vN ∈
RN are arbitrary orthonormal basis vectors. Problem (4.2) also has no feasible interior point
because v⊤1 Xv1 = 〈A1, X〉 = [b]1 = 0. Hence, Slater’s CQ does not hold.
Tables 1 and 2 show computational results of Algorithm 1 and the AL method on problem
(4.1), respectively. The two tables mean that the Algorithm 1 and the AL method were not
able to obtain a KKT point of problem (4.1). However, Algorithm 1 was able to obtain a
feasible point of problem (4.1). On the other hand, tables 3 and 4 illustrate computational
results of Algorithm 1 and the AL method on problem (4.2), respectively. Although Algorithm
1 was able to find a KKT point of problem (4.2), the AL method was not able to find that.
Furthermore, values of max{‖y∗‖, ‖Z∗‖F} in tables 2 and 4 imply that the AL method seems
to have difficulty with the numerical stability related to Lagrange multipliers.
4.2 Solving nondegenerate problems
Next, we confirm that Algorithm 1 can also solve some nondegenerate problems. Problems of
this subsection are solved in [34, 37]. The first one is the Gaussian channel capacity problem:
maximize
x, t∈RN
1
2
N∑
j=1
log(1 + [t]j),
subject to
1
N
N∑
j=1
[x]j ≤ 1, x ≥ 0, t ≥ 0,[
1− aj [t]j √rj√
rj aj [x]j + rj
]
 O, j = 1, . . . , N,
(4.3)
where the constants a1, . . . aN , r1, . . . , rN ∈ R are generated randomly from [−1, 1].
Secondly, we solve the nearest correlation matrix problem:
minimize
X∈SN
1
2
‖X − A‖2F ,
subject to [X ]jj = 1, j = 1, . . . , N,
X − εI  O,
(4.4)
where A ∈ SN is a constant matrix, and ε ∈ R is a positive constant. In the experiments, the
elements of A are generated randomly from [−1, 1] with [A]jj = 1 for j = 1, . . . , N , and we set
ε := 10−3.
In tables 5 and 6, we give performances of Algorithm 1 and the AL method on problem (4.3),
respectively. The both algorithms could obtain a KKT point of problem (4.3). Moreover, the
AL method could find the KKT point faster than Algorithm 1. On the other hand, Algorithm
1 was able to find a KKT point of problem (4.4) whereas the AL method could not obtain that.
As with the case of problems (4.1) and (4.2), tables 6 and 8 indicate that the AL method was
not able to compute Lagrange multipliers stably.
Throughout the numerical experiments, it can be seen that Algorithm 1 could solve many
test problems stably. In contrast, the AL method could not solve a lot of test problems, although
the performance of the AL method on problem (4.3) is better than that of Algorithm 1.
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Table 1: Performance of Algorithm 1 on problem (4.1)
N iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
5 300 84.8306 2.6814e-01 3.0339e-17 2.3907e+03
10 300 109.2862 9.4962e-01 5.9578e-16 6.1730e+03
15 300 469.8320 2.8220e-01 1.0658e-15 7.4325e+03
20 300 2147.3900 4.2887e-01 3.2695e-15 7.6044e+03
Table 2: Performance of the AL method on problem (4.1)
N iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
5 300 4.7611 1.5591e+90 7.7071e-01 1.5807e+90
10 300 13.0412 2.5367e+91 1.3849e+00 1.6951e+91
15 300 42.6574 3.8139e+91 2.0065e+00 2.0403e+91
20 300 139.0472 5.0895e+91 2.6297e+00 2.3358e+91
Table 3: Performance of Algorithm 1 on problem (4.2)
N M iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
15 5 2 3.0694 1.8425e-08 1.7836e-17 1.7872e+00
15 10 2 3.1537 1.1494e-08 6.3201e-18 1.9310e+00
15 15 2 3.8094 3.6975e-13 2.6021e-26 2.2406e+00
20 7 2 13.1578 7.4703e-08 7.6263e-20 2.0059e+00
20 14 2 13.8037 1.5234e-07 1.0068e-17 2.0821e+00
20 20 2 16.1940 3.1572e-13 3.8231e-28 2.7008e+00
Table 4: Performance of the AL method on problem (4.2)
N M iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
15 5 300 53.9097 1.0185e+91 5.0000e-01 1.0185e+91
15 10 300 53.8196 2.2917e+91 1.1250e+00 1.5278e+91
15 15 300 62.6807 3.5648e+91 1.7500e+00 1.9055e+91
20 7 300 195.8251 1.5278e+91 0.7500e+00 1.2474e+91
20 14 300 199.4151 3.3102e+91 1.6250e+00 1.8362e+91
20 20 300 213.1346 4.8380e+91 2.3750e+00 2.2198e+91
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Table 5: Performance of Algorithm 1 on problem (4.3)
N iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
5 7 4.7884 2.8837e-07 8.2329e-22 1.1180e+00
10 7 24.8201 5.1262e-07 6.3400e-19 1.5811e+00
15 7 105.9023 5.0590e-07 1.5133e-20 1.9365e+00
20 7 310.4104 7.2487e-07 8.9054e-20 2.2361e+00
Table 6: Performance of the AL method on problem (4.3)
N iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
5 6 1.6637 6.6906e-07 5.0920e-14 1.1180e+00
10 6 1.9627 3.7154e-07 2.3790e-15 1.5811e+00
15 6 2.0672 3.5700e-07 1.1292e-19 1.9365e+00
20 6 2.2986 5.3179e-07 3.5986e-15 2.2361e+00
Table 7: Performance of Algorithm 1 on problem (4.4)
N iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
5 7 1.6125 5.8161e-08 5.2786e-27 1.3355e+01
10 8 3.5846 3.5323e-08 1.8063e-20 3.6927e+01
15 9 8.9777 6.1321e-08 3.6275e-25 5.7028e+01
20 12 29.5169 6.1130e-07 1.7945e-23 9.1614e+01
Table 8: Performance of the AL method on problem (4.4)
N iteration time(s) r(v∗) h(x∗) max{‖y∗‖, ‖Z∗‖F}
5 300 5.7893 1.9388e+86 6.2375e-01 1.7358e+86
10 300 31.7910 1.9388e+86 1.2475e+00 1.2274e+86
15 300 136.6392 9.3062e+87 1.8713e+00 4.8105e+87
20 300 390.6351 6.2041e+87 2.4950e+00 2.7773e+87
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5 Concluding remarks
In this paper, we have proposed a stabilized SQSDP method (Algorithm 1) for NSDP problem
(1.1). This method is designed for degenerate problems, such as MFCQ and Slater’s CQ are
not satisfied. The feature of Algorithm 1 is to solve the stabilized subproblem approximately
at each iteration, and to find an AKKT or a TAKKT point. Moreover, we have shown its
global convergence property without assuming any CQs. In the numerical experiments, we
have illustrated that Algorithm 1 can solve many test problems stably compared with the AL
method proposed in [2].
As a future work, it is worth proving the superlinear convergence property of Algorithm 1
under some appropriate conditions.
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Appendix A
In Appendix A, we give the augmented Lagrangian (AL) method used in the numerical exper-
iments. The method is based on the one proposed in [2].
AL method
Step 0. Select ε > 0, τ ∈ (0, 1), γ > 1, kmax ∈ N, ymax > 0, and Zmax ≻ O. Take a
positive sequence {εk} such that εk → 0 as k → ∞. Choose (x0, y0, Z0) ∈ V. Set
ρ0 > 0, y¯0 := y0, Z¯0 := Z0, and k := 0.
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Step 1. If k = kmax, r(vk) ≤ ε, or the following conditions are satisfied, then stop.
‖∇xL(vk)‖ ≤ ε, ‖[−X(xk)]+‖F ≤ ε, ‖Uk − Sk‖F ≤ ε,
λUkj (−X(xk)) < −ε =⇒ λSkj (Zk) = 0,
where
X(xk) = Ukdiag[λ
Uk
1 (X(xk)), . . . , λ
Uk
d (X(xk))]U
⊤
k ,
Zk = Skdiag[λ
Sk
1 (Zk), . . . , λ
Sk
d (Zk)]S
⊤
k
are orthogonal diagonalizations of X(xk) and Zk, respectively.
Step 2. Find an approximate minimizer xk+1 of the unconstrained optimization problem
minimize
x∈Rn
f(x) +
1
2ρk
‖y¯k − ρkg(x)‖2 + 1
2ρk
‖[Z¯k − ρkX(x)]+‖2F ,
that is, ‖∇f(xk+1)−∇g(xk+1){y¯k − ρkg(xk+1)} − A∗(xk+1)[Z¯k − ρkX(xk+1)]+‖ ≤ εk.
Step 3. Update ρk by
ρk+1 :=
{
ρk if uk+1 ≤ τuk,
γρk otherwise,
where
uk := min {‖g(xk)‖, ‖Vk‖F} , Vk :=
[
1
ρk
Z¯k −X(xk)
]
+
− 1
ρk
Z¯k.
Step. 4 Set yk+1 := y¯k − ρkg(xk+1), Zk+1 :=
[
Z¯k − ρkX(xk+1)
]
+
, y¯k+1 := ΠC(yk+1), and
Z¯k+1 := ΠD(Zk+1), where C = {y ∈ Rm : −ymaxe ≤ y ≤ ymaxe} and D = {Z ∈ Sd : O 
Z  Zmax}.
Step 5. Set k := k + 1, and go back to Step 1.
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