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Abstract—We present predictions for the statistical error
due to finite sampling in the presence of thermal fluctuations
in molecular simulation algorithms. Specifically, we present
predictions for the error dependence on hydrodynamic pa-
rameters and the number of samples taken. Expressions for
the common hydrodynamic variables of interest such as flow
velocity, temperature, density, pressure, shear stress and
heat flux are derived using equilibrium statistical mechan-
ics. Both volume-averaged and surface-averaged quantities
are considered. Comparisons between theory and computa-
tions using direct simulation Monte Carlo for dilute gases,
and molecular dynamics for dense fluids, show that the use
of equilibrium theory provides accurate results.
I. Introduction
Recent developments in micro and nano-technology have
sparked signiﬁcant interest in molecular simulation meth-
ods such as Molecular Dynamics (MD) [1], [2] and the
direct simulation Monte Carlo (DSMC) [3], [4]. Molecu-
lar Dynamics is generally used to simulate liquids while
DSMC is a very eﬃcient algorithm for simulating dilute
gases. In molecular simulation methods the connection to
macroscopic observable ﬁelds, such as velocity and tem-
perature, is achieved through averaging appropriate micro-
scopic properties. The simulation results are therefore in-
herently statistical and statistical errors due to ﬁnite sam-
pling need to be fully quantiﬁed.
Though conﬁdence intervals may be estimated by mea-
suring the variance of these sampled quantities, this ad-
ditional computation can be burdensome and thus is of-
ten omitted. Furthermore, it would be useful to estimate
conﬁdence intervals a priori so that one could predict the
computational eﬀort required to achieve a desired level of
accuracy. For example, it is well known that obtaining ac-
curate hydrodynamic ﬁelds (e.g., velocity proﬁles) is com-
putationally expensive in low Mach number ﬂows so it is
useful to have an estimate of the computational eﬀort re-
quired to reach the desired level of accuracy.
In this paper we present expressions for the magnitude
of statistical errors due to thermal ﬂuctuations in molecu-
lar simulations for the typical observables of interest, such
as velocity, density, temperature, and pressure. We also
present expressions for the shear stress and heat ﬂux in
the dilute gas limit. Both volume averaging and ﬂux aver-
aging is considered. Although we make use of expressions
from equilibrium statistical mechanics, the non-equilibrium
modiﬁcations to these results are very small, even under ex-
treme conditions [5]. This is veriﬁed by the good agreement
between our theoretical expressions and the corresponding
measurements in our simulations.
We now give a brief outline of our paper. In section II
the theoretical expressions for the statistical error due to
thermodynamic ﬂuctuations are presented. These expres-
sions are veriﬁed by molecular simulations, as described in
section III. Concluding remarks appear in section IV.
II. Statistical error due to thermal
fluctuations
A. Volume-averaged quantities
We ﬁrst consider the ﬂuid velocity. In a particle simu-
lation, the ﬂow ﬁeld is obtained by measuring the instan-
taneous center of mass velocity, u, for particles in a statis-
tical cell volume. The statistical mean value of the local
ﬂuid velocity, 〈u〉s, is estimated over M independent sam-
ples. For steady ﬂows, these may be sequential samples
taken in time; for transient ﬂows these may be samples
from an ensemble of realizations. The average ﬂuid veloc-
ity, 〈u〉, is deﬁned such that 〈u〉s → 〈u〉 as M → ∞; for
notational convenience we also write 〈u〉 = u0. Let us de-
ﬁne δux ≡ ux − ux0 to be the instantaneous ﬂuctuation in
the x-component of the ﬂuid velocity; note that all three
components are equivalent. From equilibrium statistical
mechanics [6],
〈δu2x〉 =
kT0
mN0
=
a2
γAc2N0
(1)
where N0 is the average number of particles in the statis-
tical cell, T0 is the average temperature, m is the particle
mass, k is Boltzmann’s constant, a is the sound speed, and
γ = cP /cV is the ratio of the speciﬁc heats. The acoustic
number Ac = a/ai is the ratio of the ﬂuid’s sound speed
to the sound speed of a “reference” ideal gas at the same
temperature
ai =
√
γkT/m (2)
Note that this reference ideal gas has a ratio of speciﬁc
heats (γi) equal to the original ﬂuid speciﬁc heat ratio,
that is γi = γ as shown in equation (2).
An alternative construction of (1) is obtained from the
equipartition theorem [6]
3
2kT0 =
1
2m〈|c− c0|
2〉
= 12m〈((cx − cx0)
2 + (cy − cy0)
2 + (cz − cz0)
2)〉
= 32m〈(cx − cx0)
2〉
where c is the translational molecular velocity. For a non-
equilibrium system, this expression deﬁnes T0 as the aver-
age translational temperature. Note that u0 = c0 and
〈|δu|2〉 =
〈|c − c0|2〉
N0
=
3kT0
mN0
. (3)
The above expression also reminds us that the expected
error in estimating the magnitude of the ﬂuid velocity is√
3 larger than in estimating a velocity component.
We may deﬁne a “signal-to-noise” ratio as the average
ﬂuid velocity over its standard deviation; from the above,
|ux0|√
〈δu2x〉
= AcMa
√
γN0 (4)
where Ma = |ux0|/a is the local Mach number based on the
velocity component of interest. This result shows that for
ﬁxed Mach number, in a dilute gas simulation (Ac = 1),
the statistical error due to thermal ﬂuctuations cannot be
ameliorated by reducing the temperature. However, when
the Mach number is small enough for compressibility eﬀects
to be negligible, favorable relative statistical errors may be
obtained by performing simulations at an increased Mach
number (to a level where compressibility eﬀects are still
negligible).
The one-standard-deviation error bar for the sample es-
timate 〈ux〉s is σu =
√
〈δu2x〉/
√
M and the fractional error
in the estimate of the ﬂuid velocity is
Eu =
σu
|ux0|
=
1
√
MN0
1
AcMa
√
γ
, (5)
yielding
M =
1
γAc2N0Ma
2E2u
. (6)
Consider the following example; with N0 = 100 particles in
a statistical cell, if a one percent fractional error is desired
in a Ma = 1 ﬂow, about M = 100 independent statistical
samples are required (assuming Ac ≈ 1). However, for
a Ma = 10−2 ﬂow, about 106 independent samples are
needed, which quantiﬁes the empirical observation that the
resolution of the ﬂow velocity is computationally expensive
for low Mach number ﬂows.
Next we turn our attention to the density. From equilib-
rium statistical mechanics, the ﬂuctuation in the number
of particles in a cell is
〈δN2〉 = −N2
kT0
V 2
(
∂V
∂P
)
T
= κTN
2
0
kT0
V
(7)
where V is the volume of the statistics cell and κT ≡
−V −1(∂V/∂P )T is the isothermal compressibility. Note
that for a dilute gas κT = 1/P so 〈δN2〉 = N and, in fact,
N is Poisson random variable. The fractional error in the
estimate of the density is
Eρ =
σρ
ρ0
=
σN
N0
=
√
〈δN2〉
N0
√
M
=
√
κTkT0√
MV
=
√
κT /κ
i
T√
MN0
(8)
where κiT = V/N0kT0 is the isothermal compressibility of
the reference dilute gas (γi = γ) at the same density and
temperature. Since a ∝ 1/
√
κT ,
Eρ =
1
√
MN0
1
Ac
(9)
Note that for ﬁxed M and N0, the error decreases as
the compressibility decreases (i.e., as the sound speed in-
creases) since the density ﬂuctuations are smaller.
Let us now consider the measurement of temperature.
First we should remark that the measurement of instan-
taneous temperature is subtle, even in a dilute gas. But
given that temperature is measured correctly, equilibrium
statistical mechanics gives the variance in the temperature
ﬂuctuations to be
〈δT 2〉 =
kT 20
cVN0
(10)
where cV is the heat capacity per particle at constant vol-
ume. The fractional error in the estimate of the tempera-
ture is
ET =
σT
T0
=
√
〈δT 2〉
T0
√
M
=
1
√
MN0
√
k
cV
(11)
Because the ﬂuctuations are smaller, the error in the tem-
perature is smaller when the heat capacity is large. Note
that the temperature associated with various degrees of
freedom (translational, vibrational, rotational) may be sep-
arately deﬁned and measured. For example, if we consider
only the measurement of the translational temperature,
then the appropriate heat capacity is that of an ideal gas
with three degrees of freedom, i.e. cV =
3
2k, corresponding
to the three translational components.
Finally, the variance in the pressure ﬂuctuations is
〈δP 2〉 = −kT0
(
∂P
∂V
)
S
=
γkT0
V κT
(12)
so the fractional error in the estimate of the pressure is
EP =
σP
P0
=
√
〈δP 2〉
P0
√
M
=
P i0
P0
Ac
√
γ
√
MN0
(13)
where P i0 = N0kT0/V is the pressure of an ideal gas under
the same conditions. Note that the error in the pressure is
proportional to the acoustic number while the error in the
density, eqn. (9), goes as Ac−1.
B. Shear stress and heat ﬂux for dilute gases
The thermodynamic results in the previous section are
general; in this section we consider transport quantities
and restrict our analysis to dilute gases. In a dilute gas,
the shear stress and heat ﬂux are deﬁned as
τxy0 = 〈τxy〉 = 〈ρcxcy〉 (14)
and
qx0 = 〈qx〉 = 〈
1
2
ρcxc
2〉 (15)
respectively. Under the assumption of a dilute gas, the
ﬂuctuation in the (equilibrium) shear stress and heat ﬂux
in a volume V containing N0 particles can be calculated
using the Maxwell-Boltzmann distribution. Note that in
equilibrium, the expected values of the shear stress and
the heat ﬂux are zero.
Using the deﬁnitions of shear stress and heat ﬂux in
terms of moments of the velocity distribution, direct cal-
culation of the variance of the x-y component of the stress
tensor based on a single-particle distribution function gives
〈τ2xy〉 = 〈(ρcxcy)
2〉 (16)
= ρ20 〈(cxcy)
2〉 (17)
=
1
4
ρ20
(
2kT0
m
)2
= P 20 (18)
In obtaining the second equation we assumed 〈cx〉 = 〈cy〉 =
〈(ρ − ρ0)cxcy〉 = 0. For the x component of the heat ﬂux
vector, we ﬁnd
〈q2x〉 = 〈(
1
2
ρcxc
2)2〉 (19)
= ρ20 〈(
1
2
cxc
2)2〉 (20)
=
35
32
ρ20
(
2kT0
m
)3
=
35
8
c2mP
2
0 (21)
where cm =
√
2kT0/m the most probable particle speed
and we have assumed 〈cx〉 = 〈cy〉 = 〈(ρ − ρ0)c2〉 = 0.
Note that in equilibrium for a cell containing N0 particles,
the variance of the mean is given by 〈δτ2xy〉 = 〈τ
2
xy〉/N0
and 〈δq2x〉 = 〈q
2
x〉/N0 for the shear stress and heat ﬂux
respectively.
In order to derive expressions for the relative ﬂuctuations
we need expressions for the magnitude of the ﬂuxes. We
are only able to provide closed form expressions for the
latter in the continuum regime where
τxy = µ
(
∂ux
∂y
+
∂uy
∂x
)
(22)
and
qx = −κ
∂T
∂x
(23)
where µ is the coeﬃcient of viscosity and κ is the thermal
conductivity. Above Knudsen numbers of Kn ≈ 0.1, it is
known that these continuum expressions are only approxi-
mate and better results are obtained using more elaborate
formulations from kinetic theory (e.g., Burnett’s formula-
tion). Here, the Knudsen number is deﬁned as Kn = λ/
and the mean free path as
λ =
8
5
√
π
cmµ
P0
(24)
Note that this expression for the mean free path simpliﬁes
to the hard sphere result when the viscosity is taken to be
that of hard spheres.
Using (22) and (23) we ﬁnd that in continuum ﬂows, the
relative ﬂuctuations in the shear stress and heat ﬂux are
given by
Eτ =
√
〈δτ2xy〉
|τxy0|
√
M
=
16
5
√
2πγ
1
KnMa∗
1
√
N0M
∣∣∣∣∂u
∗
x
∂y∗
+
∂u∗y
∂x∗
∣∣∣∣
−1
(25)
and
Eq =
√
〈δq2x〉
|qx0|
√
M
=
8
√
35
5
√
2π
Pr(γ − 1)
γ
T
∆T
1
Kn
1
√
N0M
∣∣∣∣∂T
∗
∂x∗
∣∣∣∣
−1
(26)
respectively. Here, stars denote non-dimensional quanti-
ties: u∗ = u0/u˜, T
∗ = T/∆T and x∗ = x/, where u˜, ∆T ,
and  are characteristic velocity, temperature variation and
length. The Mach number Ma∗ is deﬁned with respect to
the characteristic velocity u˜ rather than the local velocity
used to deﬁne Ma, and Pr is the gas Prandtl number.
If viscous heat generation is responsible for the temper-
ature diﬀerences characterized by ∆T , then it is possible
to express equation (26) in the following form
Eq =
√
〈δq2x〉
|qx0|
√
M
=
8
√
35
5γ
√
2π
Br
KnMa2∗
1
√
N0M
∣∣∣∣∂T
∗
∂x∗
∣∣∣∣
−1
(27)
The Brinkman number
Br =
µu˜2
κ∆T
, (28)
is the relevant non-dimensional group that compares tem-
perature diﬀerences due to viscous heat generation to the
characteristic temperature diﬀerences in the ﬂow. (It fol-
lows that if viscous heat generation is responsible for the
temperature changes, Br ≈ 1.)
It is very instructive to extend the above analysis to
equation (11). If we deﬁne the relative error in temper-
ature with respect to the temperature changes rather than
the absolute temperature, we obtain
E∆T =
σT
∆T
=
√
〈δT 2〉
∆T
√
M
=
T0
∆T
√
MN0
√
k
cV
(29)
=
1
Pr(γ − 1)
Br
Ma2∗
1
√
MN0
√
k
cV
(30)
where again, if viscous heat generation is the only source of
heat, Br ≈ 1. The above development shows that resolving
the temperature diﬀerences or heat ﬂux due to viscous heat
generation is very computationally ineﬃcient for low speed
ﬂow since for a given expected error E∆T we ﬁnd that the
number of samples scales as M ∝ Ma−4∗ .
Comparison of equations (5) and (25) and equations (30)
and (27) reveals that
Eτ ∼
Eu
Kn
(31)
and
Eq ∼
E∆T
Kn
(32)
since the non-dimensional gradients will be of order one.
As the above equations were derived for the continuum
regime (Kn < 0.1), it follows that the relative error in these
moments is signiﬁcantly higher. This will also be shown to
be the case in the next section when the shear stress and
heat ﬂux are evaluated as ﬂuxal (surface) quantities. This
has important consequences in hybrid methods [7], [8], as
coupling in terms of state (Dirichlet) conditions is subject
to less variation than coupling in terms of ﬂux conditions.
C. Fluxal quantities
In this section we give expressions for the relative errors
in the components of the stress tensor and the heat ﬂux
vector, when calculated as ﬂuxes across a reference surface.
Our analysis is based on the assumption of an inﬁnite, ideal
gas in equilibrium. The following expressions
√
〈δ(τfxy)2〉 =
ρc2m
2
√
π
1
√
N+
(33)
√
〈δ(qfx)2〉 =
√
3
π
ρc3m
2
1
√
N+
(34)
were obtained in [9] and are quoted here without proof.
Here the superscript f denotes ﬂuxal measurement andN+
denotes the number of particles crossing the surface from
left to right. The above relations also hold in the case
where a mean ﬂow in directions parallel to the measuring
surface exists.
Following the development in the previous section, we
derive expressions for the relative expected error in the
continuum regime in which models exist for the shear stress
and heat ﬂux. In this regime we ﬁnd
Efτ =
√
〈δ(τfxy)2〉
|τfxy0|
√
M
=
16
5π
√
2γ
1
Kn Ma∗
1
√
MN+
∣∣∣∣∂u
∗
∂y∗
+
∂v∗
∂x∗
∣∣∣∣
−1
(35)
and
Efq =
√
〈δ(qfx)2〉
|qfx0|
√
M
=
16
√
3
5π
Pr(γ − 1)
γ
T
∆T
1
Kn
1
√
MN+
∣∣∣∣ ∂T∂x∗
∣∣∣∣
−1
(36)
=
16
√
3
5γπ
Br
Kn Ma2∗
1
√
MN+
∣∣∣∣ ∂T∂x∗
∣∣∣∣
−1
(37)
Comparing (35) with the corresponding expressions for
volume-averaged stress tensor, (25), one ﬁnds that, aside
from the numerical coeﬃcients, the expressions diﬀer only
in the number of particles used, either N+ or N0; one ﬁnds
a similar result for the heat ﬂux.
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Fig. 1. Fractional error in velocity for Poiseuille ﬂow in a channel as
a function of the transverse channel coordinate, y. The dashed line
denotes equation (5) and the solid line denotes DSMC simulation
results.
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Fig. 2. Fractional error in density for Poiseuille ﬂow in a channel as
a function of the transverse channel coordinate, y. The dashed line
denotes equation (9) and the solid line indicates DSMC simulation
results.
III. Simulations
A. Dilute Gases
We performed DSMC simulations to verify the validity of
the expressions given above. Standard DSMC techniques
[3], [4] were used to simulate ﬂow of gaseous argon (molec-
ular mass m = 6.63 × 10−26 kg, hard sphere diameter
σ = 3.66×10−10 m) in a two-dimensional channel (length L
and height H). The simulation was periodic in the x direc-
tion (along the channel axis). The two walls at y = −H/2
and y = H/2 were fully accommodating and ﬂat. The
simulation was also periodic in the third (homogeneous)
direction.
The average gas density was ρ0 = 1.78kg/m
3 and in all
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5
x 10−7
5.5
6
6.5
7
7.5
8
8.5
9
x 10−4
y(m)
ET
Fig. 3. Fractional error in temperature for Poiseuille ﬂow in a channel
as a function of the transverse channel coordinate, y. The dashed line
denotes equation (11) and the solid line indicates DSMC simulation
results.
calculations over 40 particles per cell were used. The cell
size was ∆x = λ0/3 where λ0 is the reference mean free
path. The time step was ∆t = λ0/(7.5cm). For a discussion
of the errors resulting from ﬁnite cell sizes and time steps
see [10], [11], [12]. The fractional error in the simulations
is obtained from the standard deviation of cell values in
the x and z directions. To ensure that the samples were
independent, samples were taken only once every 250 time
steps. To ensure that the system was in its steady state
the simulation was run for 106 time steps before sampling
was started.
A constant acceleration was applied to the particles to
produce Poiseuille ﬂow in the x direction with maximum
velocity at the centerline umax0 ≈ 2 m/s. Figures 1, 2, and
3 show good agreement between the theoretical expressions
from section II and simulation measurements for the frac-
tional error in velocity, density and temperature, respec-
tively. The fractional error in the velocity measurement
is minimum at the centerline since the Poiseuille velocity
proﬁle is parabolic and maximum at the centerline, (see
Fig. 1). The density and temperature were nearly con-
stant across the system so the fractional errors in these
quantities are also nearly constant.
The expressions for shear stress and heat ﬂux were ver-
iﬁed using Couette (walls at equal temperature with dif-
ferent velocities) and “temperature” Couette (walls at zero
velocity with diﬀerent temperatures) calculations respec-
tively. In these calculations, very small cell sizes (∆x =
λ/6) and time steps (∆t = λ/(30cm)) were used. The mo-
mentum and energy ﬂuxes de-correlate faster than the con-
served hydrodynamic variables, such as density, so indepen-
dent samples are obtained after fewer time steps: the sys-
tem was equilibrated for 106 time steps and samples were
taken every 50 time steps. Good agreement is found be-
tween the theoretical results and simulation measurements
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Fig. 4. Fractional error in the shear stress τxy for Couette ﬂow in
a channel as a function of the transverse channel coordinate, y. The
dashed line denotes equation (25) and the solid line indicates DSMC
simulation results.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
x 10−6
0.5
1
1.5
2
2.5
3
3.5
4
4.5
y(m)
Efτ
Fig. 5. Fractional error in the shear stress for Couette ﬂow in a
channel as a function of the transverse channel coordinate, y. The
dashed line denotes equation (35) and the solid line indicates DSMC
simulation results.
for volume averaged and ﬂuxal quantities, as shown in ﬁg-
ures 4, 5, 6, 7.
A ﬁnal note: In DSMC simulations one considers each
particle as “representing” a large number of molecules in
the physical system. In all the expressions given above, N0
and N+ relates to the number of particles used by the sim-
ulation so the ﬂuctuations can be reduced by using larger
numbers of particles (i.e., using a lower molecule-to-particle
ratio).
B. Dense ﬂuids
We performed molecular dynamics simulations to test
the validity of equations (5), (9), (11) for dense ﬂuids. A
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Fig. 6. Fractional error in the heat ﬂux for “Temperature Couette”
in a channel as a function of the transverse channel coordinate, y.
The dashed line denotes equation (26) and the solid line indicates
DSMC simulation results.
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Fig. 7. Fractional error in the heat ﬂux for “Temperature Couette”
in a channel as a function of the transverse channel coordinate, y.
The dashed line denotes equation (37) and the solid line indicates
DSMC simulation results.
similar geometry to the dilute gas simulations described
above was used but at a signiﬁcantly higher density. In
particular, we simulated liquid argon (σLJ = 3.4×10−10m,
εLJ = 119.8kb) at T = 240K and ρ = 860Kg/m
3 in
a two-dimensional channel with the x and z directions
periodic. The channel height was H = 69.7σLJ . The
wall molecules were connected to fcc lattice sites through
springs and interacted with the ﬂuid through a Lennard-
Jones potential with the same parameters. The spring con-
stant ks = 460εσ
−2 was chosen in such a way that the
root mean square displacement of wall atoms around their
equilibrium position at the simulated temperature was well
below the Lindermann criterion for the melting point of a
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Fig. 8. Fractional error in velocity for dense-ﬂuid Poiseuille ﬂow
in a channel as a function of the transverse channel coordinate, y.
The dashed line denotes equation (5) and the solid line denotes MD
simulation results.
solid. The length and depth of the system was 28σLJ and
29.1σLJ in the x and z directions respectively. A constant
force f = 8× 10−5ε/σLJ per particle was used to generate
a velocity ﬁeld with a maximum velocity of approximately
13 m/s.
In order to calculate the ﬂuctuation of density, tempera-
ture and velocity, we divided the simulation cell into 13
layers in the y−direction with a height ∆y = 4.6396σ.
We further divided each layer into 49 cells, 7 in each of
the x and z directions. The density, temperature and ve-
locity in each cell were calculated every 2000 timesteps;
the timestep was taken to be equal to (0.005tLJ), where
tLJ =
√
mLJσ2LJ/εLJ . We have checked that this time
interval is longer than the system’s correlation time such
that samples taken between such intervals are independent.
For each cell, 200 samples are used to calculate the aver-
age density, temperature and velocity. The ﬂuctuation was
calculated for each layer using the 49 equivalent cells in the
x− z plane.
Due to the sensitivity of the compressibility κT on the
interaction cutoﬀ rc, a rather conservative value of rc =
4.0σLJ was used. We also introduced a correction for the
still-ﬁnite cutoﬀ which used the compressibility predictions
of the Modiﬁed Benedict-Webb-Rubin equation of state
[13]. The agreement between the theoretical predictions
and the simulations is good (see Figures 8, 9 and 10).
IV. Conclusions
We have presented expressions for the statistical error
in estimating the velocity, density, temperature and pres-
sure in molecular simulations. These expressions were
validated for ﬂow of a dilute gas and dense liquid in a
two-dimensional channel using the direct simulation Monte
Carlo and Molecular Dynamics respectively. Despite the
non-equilibrium nature of the validation experiments, good
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Fig. 9. Fractional error in temperature for dense-ﬂuid Poiseuille ﬂow
in a channel as a function of the transverse channel coordinate, y.
The dashed line denotes equation (11) and the solid line indicates
MD simulation results.
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Fig. 10. Fractional error in density for dense-ﬂuid Poiseuille ﬂow
in a channel as a function of the transverse channel coordinate, y.
The dashed line denotes equation (9) and the solid line indicates MD
simulation results.
agreement is found between theory and simulation, verify-
ing that modiﬁcations to non-equilibrium results are very
small. The agreement with equilibrium theory is particu-
larly remarkable in the dense ﬂuid case where signiﬁcant
non-equilibrium due to a shear of the order of 5.5×108 s−1
exists. We thus expect these results to hold for general
non-equilibrium applications of interest.
Predictions were also presented for the statistical error
in estimating the shear stress and heat ﬂux in dilute gases
through cell averaging and surface averaging. Comparison
with direct Monte Carlo simulations shows that the equi-
librium assumption is justiﬁed.
It was found that the ﬂuctuation in state variables is
signiﬁcantly smaller compared to ﬂux variables in the con-
tinuum regime Kn → 0. This is important for the devel-
opment of hybrid methods. Although a direct comparison
was only presented between volume averaged quantities, we
ﬁnd that the ﬂuxal measurements for the shear stress and
heat ﬂux perform similarly to the volume averaged coun-
terparts (regarding scaling with the Knudsen number).
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