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On the Structure of Premixed Flames Subjected to Extreme Levels of Turbulence
by
Aaron W. Skiba
Chair: Professor James F. Driscoll
Developing next-generation propulsion and energy production devices that are effi-
cient, cost-effective, and generate little to no harmful emissions will require highly-
accurate, robust, yet computationally tractable turbulent combustion models. Mod-
els that accurately simulate turbulent premixed combustion problems are particularly
important due to the fact that burning in a premixed mode can reduce exhaust emis-
sions. A common tool employed to identify when a particular model might be more
appropriate than others is the theoretical Borghi Diagram, which possesses bound-
aries that are meant to separate various regimes of combustion (i.e. where a particular
model is superior to others). However, the derivations of these boundaries are merely
based upon intuition and dimensional reasoning, rather than experimental evidence.
This thesis aims to provide such evidence; furthermore, it proposes novel approaches
to delineating regimes of combustion that are consistent with experimental results.
To this end, high-fidelity flame structure measurements were applied to premixed
methane–air Bunsen flames subjected to extreme levels of turbulence. Specifically, 28
cases were studied with turbulence levels (u′/SL) as high as 246, longitudinal integral
length scales (Lx) as large as 43 mm, and turbulent Karlovitz (KaT ) and Reynolds
xxvi
(ReT ) numbers up to 533 and 99,000, respectively. Two techniques were employed
to measure the preheat and reaction layer thicknesses of these flames. One consisted
of planar laser-induced fluorescence (PLIF) imaging of CH radicals, while the other
involved taking the product of simultaneously acquired PLIF images of formaldehyde
(CH2O) and hydroxyl (OH) to produce “overlap-layers.” Average preheat layer thick-
nesses are found to increase with increasing u′/SL and with axial distance from the
burner (x/D). In contrast, average reaction layer thicknesses did not vary appreciably
with either u′/SL or x/D. The reaction layers are also observed to remain continuous;
that is, local extinction events are rarely observed. The results of this study, as well
as those from prior investigations, display inconsistencies with predictions made by
the theoretical Borghi Diagram. Therefore, a new Measured Regime Diagram is pro-
posed wherein the Klimov-Williams criterion is replaced by a metric that relates the
turbulent diffusivity (DT = u
′L) to the molecular diffusivity within the preheat layer
(D∗ = SLδF,L). Specifically, the line defined by DT/D
∗ ≈ 180 does a substantially
better job of separating thin flamelets from those with broadened preheat yet thin
reaction layers (i.e. BP-TR flames). Additionally, the results suggest that the BP-TR
regime extends well beyond what was previously theorized since neither broken nor
broadened reaction layers were observed under conditions with Karlovitz numbers as
high as 533. Overall, these efforts provide tremendous insights into the fundamental
properties of extremely turbulent premixed flames. Ultimately, these insights will






Fire, or more accurately combustion, has played a pivotal role in the development
of the human race. For primitive human beings, the ability to control and utilize
flames for warmth, cooking, and protection from predators was essential for survival.
Of course, as humans evolved, so did their ability to harness the heat, and subse-
quently the energy, generated by combustion processes. Steam engines powered by
the burning of wood, and eventually coal, were central to the latter part of the indus-
trial revolution in the late 18th and early 19th centuries. Since that time, beginning
with ships and trains, mass transportation vehicles have depended upon combustion.
From the internal combustion (IC) engines that power our automobiles, to the gas
turbine engines that propel aircraft across the sky, and even to the massive rocket
engines that have sent astronauts into orbit and to the moon, the majority of engines
that enable modern day transportation rely upon the combustion of either liquid,
gaseous, or solid fuel.
Beyond transportation, however, modern life as we know it would not be possible
without our current ability to control and utilize combustion processes. In fact,
approximately 80% of the world’s energy needs are currently met through some form
of combustion [39]. And the relationship between energy and modern civilization, I
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believe, was best put by Dave Mosher [40],
The lifeblood of modern civilization is affordable, free-flowing energy. It
gives us the power to heat our homes. Grow and refrigerate food. Purify
water. Manufacture products. [And] perform organ transplants.
It also facilitates all forms of modern research and is likely enabling you to read this
right now, especially if you are using a computer to do so. Moreover, as a civilization,
our energy needs are only going to increase in the future. Even if the energy usage
per person remains constant for the next thirty years, the total energy consumption
in the world is still going to rise dramatically in that time. This is because the world’s
population is expected to increase by over 20% between now and 2050 (see Ref. [40]
and the references therein). Furthermore, our reliance upon the combustion of fossil
fuels is not likely to decline in that time [39].
There are, of course, issues with continuously burning fossil fuels to satisfy the
energy needs of our world. For one, fossil fuels are a limited resource. Though coal,
gas, and oil reserves are predicted to last at least another fifty years [39], the cost
of a resource that will inevitably be entirely consumed will most certainly increase
beyond the realm of what is considered “affordable.” Additionally, instabilities in the
geopolitical environment of our world can, without much warning, jeopardize access
to our primary fuel reserves and cause the cost of these fuels to rise sharply. But
even if the world’s access to fossil fuels is unhindered for the next several centuries,
it is without question that burning these fuels on such a grand scale has a negative
impact on our environment. This is because fossil fuels are carbon-based, and thus
burning them with air generates large amounts of CO2 and other gaseous species that
change the composition of our atmosphere. In fact, since the industrial revolution the
concentration of CO2 within our atmosphere has increased by over 50% [41]. This,
as substantial scientific evidence indicates [41], is the primary cause of increasing
global temperature, extreme weather patters, and rising sea levels. Yet, beyond
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the environment, burning fossil fuels can have detrimental impacts on the health of
humans and all forms of life. For example, un-burned hydrocarbons (UHC) and soot
(or smoke), which are the result of incomplete combustion of carbon-based fuels and
are exhausted by many modern day combustion engines, are known carcinogens [42].
Therefore, in order for our civilization to progress and thrive within a world that
is dependent upon timely mass transportation and a continuous supply of energy,
we must develop transportation and energy production systems that are affordable,
efficient, and harm the environment – and life in general – as little as possible.
For this reason, energy from alternative sources, such as solar, wind, hydroelectric,
and nuclear, have become increasingly popular. There are, however, several disad-
vantages to obtaining energy from solar and wind. For one, they cannot provide a
continuous source of energy and it is difficult to efficiently throttle the energy from
them to satisfy ever fluctuating demands. Furthermore, because those systems require
large areas of land and, at present, are not particularly efficient, at this time they do
not offer an affordable alternative to the burning of fossil fuels. Though hydroelectric
dams also take up large portions of land, they are in fact the leading source of alterna-
tive electricity [39]. Yet, obviously such systems can only exist in specific parts of the
world and they often negatively impact the ecosystems that surround them. Obtain-
ing energy from nuclear power plants is ideal in theory, however, current geopolitical
policies coupled with the general public’s negative view of them has hindered, and will
continue to hinder, the development of nuclear power sources [40]. Moreover, in com-
parison to modern gas turbine engines operating with liquid hydrocarbon fuels, the
weight-to-energy production (or weight-to-thrust) ratio of these alternative sources
is extremely high. Thus, even if a significant portion of our electricity and ground-
based transportation needs are met via alternative sources, aircraft are unlikely to
be powered by anything other than engines that burn hydrocarbon fuels. Needless
to say, the combustion of fossil fuels is going to remain a primary source of energy
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for the foreseeable future. Hence, it is paramount that our civilization develop means
to utilize the combustion of hydrocarbons in ways that are economical, efficient, and
clean.
Designing, developing, and testing combustion-based engines is both highly chal-
lenging and extremely expensive. In terms of time, labor, and expenses, it is not
feasible to preform countless full-scale experiments in which one small parameter of
a combustion system is varied until that system produces a minimal amount of pol-
lutants while still operating as efficiently as possible. Therefore, it is tempting to
turn to technology. That is, it would be ideal if one could simply run computer
simulations to identify the cleanest and most efficient engine design. In principle,
one can develop computer simulations that directly solve the fundamental equations
that govern the dynamics of a reacting fluid and that also incorporate the expected
chemical reactions and species associated with the combustion of hydrocarbon fuels.
Such direct numerical simulation (DNS) algorithms have in fact been developed and
have been successfully implemented (see, for example, Refs. [24–26, 31, 32, 43–45]).
Nevertheless, performing DNS studies in an effort to optimize a combustion engine is
no more practical than conducting innumerous experimental studies.
The reason DNS studies are not a practical means by which to optimize practi-
cal combustion engines is a consequence of the inherently turbulent nature of their
reacting flow fields. In fact, without the enhanced mixing brought about by turbu-
lence, modern combustion engines would not be as efficient nor as compact as they
are. However, because turbulent flows possess a large range of spatiotemporal scales,
to simulate them in their entirety (i.e. to resolve their largest and smallest possible
scales) requires many grid points and time steps. The number of spatial grid points
required is of course related to the ratio between the largest and smallest scales ex-
pected to exist within the flow. Since the integral length scale (L, which represents
the scale that contains the majority of the turbulent kinetic energy (TKE) within a
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flow), is one of the largest possible scales in a flow, and the Kolmogorov length scale
(η, which signifies the scale at which viscus dissipation begins to convert TKE into
heat), is one of the smallest possible scales in a flow, the ratio of these two values is
related to the number of grid points needed in one direction. Based on the scaling
principles of Kolmogorov’s 1941 theory [46], one can show that L/η is directly related












and where u′ and ν represent the root mean square (RMS) of the velocity fluctua-
tions and the kinematic viscosity, respectively. Because turbulence is an inherently
three-dimensional (3-D) phenomenon, the total number of grid points required to
fully resolve a turbulent flow is proportional to Re
9/4
T . Then, solving the governing
differential equations (i.e. the Navier-Stokes equations [1, 47, 48]) at each grid point
requires numerical integration. In order for such integration to resolve the highest
expected frequencies, the time between each integration step must be proportional
to η/u′. Then, if the size of the combustor is on the order of L, the total simulation
time is ∼ L/u′. Therefore, the total number of integration steps at each grid point
is proportional to L/η = Re
3
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T , and hence, the number of floating point operations
required to solve a turbulent flow via a DNS scales with Re3T .
Gicquel et al. [33] suggest that within jet engines ReT ∼ O(10
8). Thus, a rough
estimate of the number of floating point operations it would take to solve the turbulent
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flow through a jet engine isO(1024) (i.e. a quadrillion computations)1. Now if NASA’s
largest supercomputer, which performs ∼6×1015 floating point operations per second
(FLOPS) [49], was used to solve this problem it would take ∼5.5 years and would
cost ∼500 million dollars to do so (based on information provided in Ref. [50]; see
Appendix A for details). One could argue that five and a half years is not a terribly
long time and that half of a billion dollars is worth improving the efficiency of and
reducing the harmful emissions from an engine. However, notice that the above
analysis only considered the turbulent flow; incorporating the reactive processes that
occur within a modern jet engine will only exacerbate the problem. Furthermore,
the amount of data generated by such a simulation would likely be on the order
of several hundred (if not several thousand) terabytes (TB), and hence, extracting
meaningful information from such a large data-set would itself take years and cost
large sums of money. Even more concerning is the fact that the aforementioned
estimates were for performing just one simulation. Attempting to optimize an engine
that has minimal harmful exhaust but runs as efficiently as possible would require
hundreds if not thousands of such simulations (i.e. hundreds of years and trillions of
dollars). Obviously, designing optimal combustion engines requires a more practical
solution.
While DNS studies are clearly impractical tools for designing full-scale combus-
tion engines, the current state-of-the-art in combustion engine design actually in-
volves numerical simulations. However, in order to render the problem computational
tractable, either the governing equations or the spatiotemporal domain of the prob-
lem are simplified. An example of the former are simulations in which the Reynolds-
Averaged Navier-Stokes (RANS) equations [48, 51] are solved, while the latter is a
characteristic of a large-eddy simulation (LES) [33, 52]. RANS equations govern the
1Note that this is merely just an estimate. The number of floating point operations required
to solve a turbulent flow problem is proportional, not equal, to Re3T . For instance, the number of
FLOPS necessary to solve a flow problem with ReT = 1 is not one. Therefore, the values determined
in this exercise should be considered as order of magnitude (O(·)) estimates, rather than exact values.
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transport and production of average quantities (e.g. mean velocity, temperature,
pressure, gas composition, etc.) within a fluid. Motivation for solving RANS equa-
tions, instead of the full Navier-Stokes equations, stems from the fact that in practice
average quantities are the primary parameters that influence the design of combus-
tion engines. In an LES, only the largest scales within a turbulent flow are resolved.
That is, the grid spacing and time steps in an LES are generally much lager than η
and η/u′, respectively. The impetus for performing an LES is that the majority of
the TKE within a turbulent fluid, and thus its mixing ability, is contained within its
largest scales.
Though solving RANS equations or performing an LES can certainly reduce the
time and cost of numerically simulating a turbulent flow problem, both of these
approaches have drawbacks. For instance, RANS equations suffer from the closure
problem, which is the fact that attempting to use additional transport equations
to explicitly solve for the higher-order (i.e. un-closed) terms within them always
leads to even more un-closed terms. Thus, solving RANS equations require that the
higher-order/un-closed terms be modeled. When an LES is conducted, models are
also necessary to simulate the physics occurring at the unresolved scales (e.g. the
sub-grid stresses). The ability of such simulations to accurately solve turbulent flow
problems, thus rests upon the validity of the models and the assumptions those models
are based upon. However, because our fundamental understanding of turbulence is
severely lacking, such models are typically derived from intuition and empiricism
rather than physical principles [1].
The addition of combustion to a turbulent flow complicates the modeling process
even further. Simulations that solve RANS equations require modeling not just for
the higher-order terms associated with the turbulence, but also for the highly non-
linear chemical source terms. These terms must also be modeled in an LES because,
under practical conditions, chemical species mix, and hence thermochemical reactions
7
occur, at scales much smaller than those resolved by an LES [33, 52]. Again, these
models and the regimes (i.e. turbulent conditions) over which their assumptions are
valid, are generally based on intuition and dimensional reasoning [1, 53] rather than
physics. This, in part, is a product of our minimal understanding of turbulence,
but it is predominately a result of our insufficient knowledge of the fundamental
interactions between turbulence and combustion processes and the mutual effects they
have on each other. In other words, the development of accurate, robust, and reliable
turbulent combustion models is a very challenging problem, which is indicative of the
fact that it has been at the forefront of the field of combustion science for the past
+50 years.
Turbulent premixed combustion, wherein the fuel and oxidizer are homogeneously
mixed well upstream of the flame front, is a particularly challenging problem to model.
This results from the fact that the most popular modeling schemes for turbulent
combustion require knowledge of the location of the flame front and/or is topological
configuration (i.e. curvature and surface wrinkling) [1, 33]. Yet, unlike their non-
premixed counterparts (i.e. where the fuel and oxidizer are separate until the point
of combustion), turbulent premixed flames can potentially propagate to and exist
within any region of the incoming flow field. Indeed, while the location, topology,
internal structure (e.g. thickness, connectivity, etc.), and dynamics of turbulent non-
premixed flames are primarily governed by the mixing field, those of premixed flames
are dictated by a highly non-linear coupling between the turbulent flow field and
the finite rate chemical kinetics controlling the thermochemical reactions. Thus,
accurately predicting such features of premixed flames is, in general, more challenging
than doing so for non-premixed flames.
Nevertheless, burning in a premixed or partially-premixed mode (which is very
similar to premixed combustion under even modestly turbulent conditions [54]), es-
pecially when the overall equivalence ratio is lean, is advantageous. The reason for
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this stems from the fact that the product gasses from lean premixed flames are gener-
ally cooler than those from non-premixed flames with the same reactants (i.e. because
non-premixed flames burn near the stoichiometric contour, their product gasses are
always near the highest achievable temperatures for a particular set of reactants).
Since the production of oxides of nitrogen (e.g. NO, NO2, or in general NOx) sub-
stantially increases with temperature, keeping the temperature of product gasses cool
(e.g. below 1800 K) by burning in a lean premixed mode can reduce NOx emissions
from combustion engines [55]. This is crucial because NOx are responsible for ozone
depletion and contribute to smog and acid rain. Thus, they pose a serious threat to
civilization, and accordingly, their emissions are highly regulated by federal agencies
[56]. Therefore, combustion engines operating in a lean premixed mode are currently
(e.g. the GENx gas turbine engine by General Electric [57]), and will continue to be
pivotal to the production of clean energy from hydrocarbon fuels.
As the previous discussions have indicated, designing and developing such engines
will undoubtedly rely upon accurate and reliable predictive models of turbulent pre-
mixed flames. Ensuring that these models are indeed accurate and reliable requires
a deep fundamental understanding of the effects turbulence has on the structure and
dynamics of turbulent premixed flames, particularly at the high turbulent Reynolds
number conditions found in practical combustion devices. Since DNS studies do not
offer a practical means by which to attain such understanding, high-fidelity exper-
imental investigations of turbulent premixed flames with high ReT values are nec-
essary. This thesis presents the results of such experimentation. Furthermore, the
results presented here, as well as those from previous studies of turbulent premixed
flames, are used to assess the phenomenological hypotheses that, heretofore, were
thought to bound regimes in which particular classes of premixed combustion models
were believed to be superior to others. Based on this assessment, new hypotheses are
proposed that are both more physically sound and more consistent with experimental
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results than previous theories.
1.2 Outline
The aim of this dissertation is to elucidate the effects turbulence levels found in
practical combustion devices have on the structure of premixed flames. Such under-
standing is subsequently used to assess the validity of theoretical regimes of com-
bustion, which are used to help identify the most appropriate model for a particular
problem.
The contents of this dissertation are organized as follows:
• Chapter I: Motivations, Theory, and Objectives The remainder of this
Chapter is focused on providing background for and describing the objectives
of the work presented in this dissertation. Prior to presenting details regarding
theoretical regimes of turbulent premixed combustion, a brief review of laminar
premixed flames is provided. This is because most theoretical definitions for the
boundaries of such regimes rest on comparisons between the turbulent charac-
teristics of a reacting flow and those associated with a laminar flame. After
that discussion the theoretical regimes of turbulent premixed combustion and
the theories used to develop them are introduced. Then a review of prior studies
relevant to the work presented in this dissertation are discussed. Finally, this
Chapter concludes by presenting the primary objectives of this dissertation.
• Chapter II: Experimental Details The purpose of this Chapter is to intro-
duce details regarding the experimental studies that were performed in order
to characterize the structure of the extremely turbulent premixed flames con-
sidered in this dissertation. First, the burner used to stabilized such flames
is described and the properties of the 28 separate flames investigated here are
listed. Then the diagnostic tools and optical configurations that were imple-
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mented to characterize the flows and visualize the structures of the flames that
were immersed within them are described. Because multiple diagnostics and
optical setups were employed in this dissertation, a summary of each of them is
provided in the last section of this Chapter.
• Chapter III: Image Processing and Assessment of Techniques Extract-
ing meaningful information from the flame structure images that were obtained
in this dissertation required the implementation of both standard and novel
image processing techniques. The first portion of this Chapter is dedicated to
describing those techniques. An assessment of their robustness is also provided.
The second part of this Chapter provides details regarding uncertainties in the
measurements that were made. Finally, the last two sections of this Chapter
present assessments of the preheat and reaction layer visualization techniques
that were implemented in this dissertation.
• Chapter IV: Preheat and Reaction Layer Structure Both qualitative and
quantitative information regarding the preheat and reaction zone structures of
the flames investigated here are presented in this Chapter. First, sample images
of preheat and reaction layers are provided and the features they exhibit are
described. Average preheat and reaction layer thicknesses derived from all 28
cases considered in this dissertation are then plotted as a function of u′/SL. The
trends observed in that plot are then discussed and contrasted against results
from prior experimental studies. The last portion of this Chapter discusses
the degree of localized extinction events in the flames considered and presents
results that help elucidate the reasons for them.
• Chapter V: Measured Regime Diagram Two of the the key boundaries of
the theoretical Borghi Diagram are found to be in contradiction with the qual-
itative and quantitative results presented in Chapter IV. Additionally, results
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from 23 prior experimental and numerical studies indicate that these boundaries
fail to accurately distinguish various regimes of turbulent premixed combustion.
Thus, within this Chapter new hypotheses for defining the limits to regimes of
premixed combustion are presented. The boundaries that result from those
hypotheses are then compared to and subsequently found to agree far better
with results from the current and prior investigations of turbulent premixed
flames. Finally, this Chapter concludes with cautions regarding the interpreta-
tion of regime boundaries. Namely, that they should be considered as marking
transition regions rather than strict demarcations.
• Chapter V: Conclusions and Future Efforts A summary of the results
presented throughout this dissertation and the conclusions derived from them
are provided in this final Chapter. While these results provide substantial in-
sight into the structure of extremely turbulent premixed flames, there are still
many unanswered questions surrounding the fundamental aspects of turbulent
premixed combustion. Therefore, this dissertation concludes with a discussion
of future efforts that are necessary to deepen our understanding of the dynamics
and structural features of turbulent premixed flames.
1.3 Properties of laminar premixed flames
Some of the most popular turbulent premixed combustion models are based on
the assumption that, at a local level, turbulent premixed flames retain the attributes
of a laminar flame (e.g. flamelet models [58, 59]). Furthermore, the theories employed
to determine the regime (or regimes) in which that assumption is valid are typically
derived from comparisons between characteristics of the turbulence and those as-
sociated with a laminar flame. Therefore, prior to discussing theories that aim to
distinguish various regimes of turbulent premixed combustion, it is helpful to first
12
introduce features of laminar premixed flames.
For turbulent premixed combustion theories, the key parameters of a laminar
premixed flame are its characteristic length and velocity scales. The characteristic
velocity scale of a laminar flame is the laminar burning velocity (SL). SL represents
the speed a laminar flame front propagates normal to itself and is dictated by a
reactive-diffusive balance [36] between: 1) the ability of the flame to heat the incoming
reactants through diffusion; and 2) the rate at which its thermochemical reactions
can convert the preheated reactants into products. The characteristic length scales
of a laminar premixed flame are related to its thickness. There are three different
thicknesses that can be defined for laminar flames, they include the laminar preheat
zone (δPH,L), reaction zone (δRZ,L), and total flame thickness (δF ,L), where δF,L is
classically defined as the sum of δPH,L and δRZ,L [47]. To help illustrate the definitions
of and the relationships between these length scales, a sketch of a laminar flame is
provided in Fig. 1.1a. Additionally, Fig. 1.1b displays profiles of temperature and
various chemical species (obtained from a CHEMKIN simulation, the details of which
are provided in Section 2.1) plotted as a function of the distance along the trajectory
highlighted by the red line in Fig. 1.1a.
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Figure 1.1: (a) Sketch of a laminar premixed flame. The dashed and dotted black
lines indicate the upstream boundaries of the preheat and reaction lay-
ers, respectively. (b) Sample profiles of temperature and multiple chem-
ical species derived from a freely propagating CHEMKIN simulation of
methane and air at an equivalence ratio of 1.05. Note that these profiles
represent those that would be obtained from the red line in (a).
As Fig. 1.1b indicates, the reaction zone (or layer) is marked by the region where
the rate of heat release is highest. The reason for this is that reaction layers are
classically defined as the region where the primary thermochemical reactions occur
[47]. In order to initiate and sustain these chemical reactions, the local temperature of
the premixed reactants must be elevated beyond a particular threshold (e.g. ∼1500 K
for methane-air flames). In a laminar flame, this is achieved through the diffusion of
warm species (e.g. CH2O, HO2, etc.) generated in or near the reaction layer to regions
just upstream of that layer. As can be seen from Fig. 1.1b, this convective-diffusive
balance between the cool incoming reactants and the warm species diffused from the
reaction layer causes the temperature to monotonically increase as the reaction layer
is approached from the reactants side. The region just upstream of the reaction layer,
where the temperatures are elevated above those of the incoming reactants, is, as Fig.
1.1b shows, defined as the preheat zone (layer) [47].
There are, of course, many ways to define δPH,L, δRZ,L, and δF,L. Our defini-
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tions for determining δPH,L and δRZ,L from measurements are provided in Chapter
III. However, as can be gathered from Fig. 1.1b, for laminar premixed methane-air
flames at atmospheric conditions they are on the order of several hundred microns.
Furthermore, the value of SL for such flames varies between ∼10 cm/s to ∼40 cm/s
depending on the equivalence ratio of the reactants (see Table 2.2). Again, and as
will be shown in the next section, comparisons between these length and velocity
scales to those associated with turbulence (e.g. L, η, and u′) are central to theories
of turbulent premixed combustion.
1.4 Theoretical Regimes of Turbulent Premixed Combustion
Identification of the most appropriate model to simulate a turbulent premixed
combustion problem is often linked to the structural features expected to be exhib-
ited by the flames within that problem [1]. For this reason, the ability to accurately
predict the structure of turbulent premixed flames, based on a condensed set of gov-
erning parameters (e.g. turbulence level and integral scale), has been a primary goal
of combustion science for the past four decades. The allure of attaining this ability
is that it would allow one to easily determine the the most appropriate formulation
for modeling the reaction processes within a given combustion system. For example,
if the spatiotemporal scales of the primary combustion reactions in a particular sys-
tem mimic those of a laminar flame, then it is likely that a flamelet model [58, 59]
would most accurately simulate the combustion physics associated with that system.
However, if a problem possesses locally extinguished and/or significantly broadened
reactions, accurately simulating that problem necessitates the use of models equipped
to handle such phenomena.
Alas, the structural features of premixed flames within practical combustion de-
vices are not known a priori. Nonetheless, theoretical attempts (guided by some
empirical evidence) have been made to classify turbulent premixed flames into var-
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ious regimes of combustion [1, 53, 58–72]. The central theory used to delimit one
regime from another rests on dimensional reasoning and scaling principles first intro-
duced by Damköhler [60]. Namely, he theorized that if eddies smaller than a laminar
flame exist within a reacting flow, they will penetrate the flame, and through en-
hanced diffusion, will distort its structure and disrupt its propagation rate [60]. Yet,
if all of the eddies within a turbulent flow are larger than δF,L, their effect is simply
to wrinkle and stretch the flame front without distorting its thickness or time scales
[60]. This latter hypothesis forms the basis for the flamelet concept [58, 59], which is
one of the most common approaches to modeling the reactive processes of turbulent
premixed flames.
The principal assumption of the flamelet concept is that, locally, the turbulent
flame retains a laminar like structure. There are at least two ways in which the
flamelet assumption is exploited to model turbulent premixed flames. One involves
the development of state relations (or mapping functions) between a conserved scalar
(e.g. progress variable) and reactive scalars (i.e. chemical species). The other further
assumes that the flame front can be treated as an infinitely thin passive interface that
separates products from reactants and, on a local level, propagates at the laminar
flame speed [1, 73, 74] . In the former, the chemical source term within a transport
equation for the conserved scalar can be closed by using the state relation to provide
details of the local concentrations of the chemical species. In the latter, the average
chemical source term within a similar transport equation is often closed by assuming
that it can be related to a flamelet crossing frequency [1, 75], which can also be related
to the flame surface density (Σ) [1, 74, 76–79]. Though these modeling methodologies
differ substantially in their approach, the appropriateness of both of them is grounded
in the validity of the flamelet concept. Thus, knowing the range over which the
flamelet concept is valid is a practical concern.
Klimov [61] and Williams [66, 67] were the first to address this concern, and
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they did so by refining Damköhler’s ideas. Specifically, they proposed that when the
Kolmogorov length scale (η) becomes smaller than δF,L, the flame broadens and no
longer resembles nor behaves like a laminar flame. Thus, the theoretical boundary
between flamelet and non-flamelet regimes is often referred to as the Klimov–Williams
criterion and was initially defined by η = δF,L. In addition to this theoretical limit,
several others were consolidated into phase diagrams by multiple authors in the early
to mid 1980s [59, 63–65, 68, 69, 71]. Each of these diagrams, as well as those presented
in Refs. [1, 36, 53, 70, 72, 80], were constructed slightly differently; however, the
version most commonly referred to today was first introduced by Borghi [64, 65] and
has since been refined by Peters [1, 36, 59]. A modified version of the Borghi Diagram
presented by Peters in Ref. [1], is displayed in Fig. 1.2a.
Figure 1.2: (a) Theoretical Borghi Diagram adopted from Ref. [1]. (b) The same
diagram with prior and current cases included. Where black circles rep-
resent prior experimental cases (See Refs. [2–23]), blue triangles mark
prior DNS studies (see Refs. [24–32]), and the red squares indicate the
experimental cases presented in this investigation. Definitions for δF,L,P ,
ReT,P , and KaT,P , are provided in Eqs. 1.3, 1.4, and 1.6, respectively.
The red rectangle in (b) is an estimate of where practical devices generally
operate (see Ref. [33]).
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As Fig. 1.2a shows, Peters, and thus Borghi, constructed this diagram with the
ordinate and abscissa being represented by the the nondimensional turbulence inten-
sity (u′/SL) and the ratio L/δF,L, respectively. Note that in this study, and in many
prior studies, the longitudinal integral length scale (Lx) is used to place cases on the
Borghi Diagram. This is why Lx is used in Fig. 1.2b, which marks the locations of
prior cases as well as those considered here. Furthermore, in order to be consistent









where ρ is the density, λth and cp are the thermal conductivity and specific heat
capacity, respectively, D∗ is a characteristic molecular diffusivity, and the subscripts
“0” and “R” indicate whether the parameters were evaluated at a reactant or a
reaction layer temperature, respectively. By assuming a reaction layer temperature
of 1500 K and employing an empirically based formulation to compute λth/cp [81],
Peters determined that D∗ ≈ 7.2 ×10−5 m2/s. Then by considering a stoichiometric
methane–air flame with SL ≈ 40 cm/s, he estimated that δF,L,P ≈ 0.18 mm [36].
Peters considered this to be an approximate measure of δPH,L, which explains the
specific definition he provides in Eq. 1.3 since the structure of a laminar preheat
layer is based on a convective-diffusive balance [36]. Peters’ definition for the laminar
reaction layer thickness is also based on D∗. Specifically, by taking the square root
of D∗ divided by a fuel depletion rate, he estimated that the laminar reaction layer
thickness is roughly an order of magnitude smaller than δF,L,P . Thus, Peters defined
the laminar reaction layer thickness to be δRZ,L,P = 0.1δF,L,P .
While the exact formulation of the Borghi Diagram in Fig. 1.2a differs from those
constructed in Refs. [36, 53, 59, 63, 68–72, 80], all of them are fundamentally the
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same. That is, the limits of their various regimes are typically marked by three specific
nondimensional parameters: the turbulent Reynolds (ReT ), Damköhler (DaT ), and


























where the subscript “P” signifies a variable based on Peters’ definitions, τF,L,P =
δF,L,P/SL is a characteristic flame time scale, and τη∗ and η
∗ represent the Kolmogorov
time and length scales based on a reaction layer temperature (e.g. 1500 K), respec-
tively. Note, however, that in this study, and in most prior studies, the turbulent





where ν0 represents the kinematic viscosity of the reactants. To arrive at the specific
definitions in Eqs. 1.4 – 1.6, Peters invoked two specific assumptions. The first
was that δF,L should be defined as in Eq. 1.3 and the second was that the relevant
Kolmogorov scale should be based on a kinematic viscosity evaluated at a temperature
associated with the reaction layer ν∗. Specifically, Peters assumed that ν∗ = D∗, and













where ǫ is the dissipation rate of TKE.
It is apparent from Fig. 1.2a that the primary boundaries of Peters’ version of the
Borghi Diagram are represented by constant values of ReT,P and KaT,P . However,
since most practical combustion systems are expected to operate in regimes high-
lighted by the red rectangle in Fig.1.2b [33] (i.e. highly turbulent conditions), Peters
restricted his discussions to regimes in which ReT,P > 1 and u
′/SL > 1, and we choose
to do the same. As can be seen from Fig. 1.2a, the theoretical boundaries separat-
ing these remaining regimes are marked by constant values of KaT,P . For example,
because KaT,P = 1 implies that η
∗ = δF,L,P , it represents the Klimov–Williams crite-
rion. This criterion defines the upper limit of the Corrugated Flamelet regime in Fig.
1.2a, wherein flames are believed to resemble wrinkled laminar flamelets intermixed
with pockets of products and reactants [1, 59, 61, 66, 67, 70]. This is because KaT,P
is less than unity here (i.e. η∗ > δF,L,P ), which suggests that turbulent eddies are un-
able to enter and disrupt the underlying flame structure but can severely stretch and
wrinkle the flame – even to the point were multiple sheets and pockets can form. A
cartoon illustrating the predicted structural appearance of flames categorized within
this regime and the others in Fig. 1.2a is provided in Fig. 1.3.
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Figure 1.3: Cartoon illustrating the predicted structural appearance of flames cate-
gorized within each regime of the Borghi Diagram.
Above the Klimov-Williams limit, where KaT,P > 1 and η
∗ < δF,L,P , Peters
postulated that the smallest turbulent eddies will penetrate the flame and cause its
preheat zone to broaden [1]. Yet, so long as η∗ is larger than δRZ,L,P , Peters argued
that the reaction layers will remain thin [1]. If Peters’ suggestion that δRZ,L,P =
0.1δF,L,P is assumed to be true, then the inequalities δRZ,L,P < η
∗ < δF,L,P and
1 < KaT,P < 100 are analogous and define a regime in which flames are predicted
to possess broadened preheat and thin reaction zones [1, 36]. The predicted flame
structure for this regime is depicted by the sketch in the top right corner of Fig. 1.3.
Peters termed this the Thin Reaction Zones regime; however, as is evident from Figs.
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1.2a and 1.3, we choose to call it the Broadened Preheat – Thin Reaction (BP-TR)
zones regime, since this more accurately descries the predicted flame structure here.
Peters further theorized that if KaT,P > 100 (i.e. η
∗ < δRZ,L,P ), then Kolmogorov
eddies will enter the reaction zones and will cause them to become distributed [36,
59] or “broken” [1] (i.e. locally extinguished). The notion of a distributed reaction
zone was first introduce by Summerfield et al. [82, 83] and can be described as a
type of combustion wherein reactions and heat release are homogeneously spread
throughout the flame brush and hence are not associated with steep temperature and
concentration gradients [68, 84]. Initially, it was theorized that distributed reactions,
or a “well-stirred reactor” combustion mode [36, 59, 70], would occur when u′ > SL
and L < δF,L,P , or equivalently when DaT,P < 1 [36, 59, 64, 70]. However, after
a series of studies that linked flame extinction to high stretch rates [14, 15, 85–87],
Peters argued that reaction layers will extinguish before they become distributed.
Specifically, he posited that significant quenching will occur beyond KaT,P =100 [1].
This, he postulated, is a result of the fact that for KaT,P > 100 eddies penetrate
the reaction layer, enhance heat transfer to the preheat layer, and subsequently cause
reactions to cease [1]. Therefore, Peters relabeled the Distributed Reactions regime as
the Broken Reaction Zones regime and marked its boundary by KaT,P = 100 rather
than DaT,P = 1.
Notice however, that neither of these labels have been ascribed to this theoretical
regime in Fig. 1.2a; instead, we will refer to it as the Broadened Reactions regime. An
illustration of the flame structure associated with this theoretical regime is provided
in top left corner of Fig. 1.3. The reason for not retaining Peters’ Broken Reactions
regime is because recent evidence from numerical and experimental studies suggests
that local extinction is not solely the result of turbulence-flame interactions. For
example, in a direct numerical simulation (DNS) study by Aspden et al. [26], it was
argued that the reaction layers of flames with KaT,P ≫ 100 remained continuous
22
because they were confined by hot products. Similarly, a detailed experimental and
numerical study by Li et al. [21] linked flame quenching to the entrainment of cool,
room air, which is corroborated by the results presented in Section 4.4. Since the
Borghi Diagram is not designed to handle such phenomenon, the Broken Reactions
regime cannot be accurately represented on it in its current state. The reason the
Broken Reaction Zones regime was not replaced by a Distributed Reactions regime is
that the term “distributed reactions” has most recently been claimed to characterize
the structure of reaction zones in “mild” combustion experiments [88, 89]. Since these
experiments primarily rely on highly preheated reactants, rather than turbulence, to
generate distributed reactions, their structure is also unlikely to be captured by the
classic Borghi Diagram. Thus, to distinguish distributed reactions produced under
“mild” conditions from those generated primarily by turbulence-flame interactions, we
have chosen to label the latter as broadened reactions. Yet, since the region ofKaT,P >
100 is relatively unexplored [90, 91], it is not clear what type of flame structure should
be ascribed to this portion of the Borghi Diagram, though suggestions are provided
in this work.
While the Borghi Diagram is a useful tool for attempting to predict the structural
features of premixed flames, its key boundaries (i.e. those defined by KaT,P = 1 and
KaT,P = 100) are solely based on intuition and the phenomenological hypothesis that
once Kolmogorov eddies penetrate preheat or reaction layers, they severely disrupt
them. Thus, if the Borghi Diagram is to serve as a robust tool for accurately pre-
dicting flame structures, and hence when a particular model is superior to others,
its boundaries must be assessed experimentally and perhaps be re-defined altogether.
Additionally, to the best of the author’s knowledge, evidence directly supporting the
hypothesis that Kolmogorov eddies cause preheat and reaction zone broadening does
not exist, and so an assessment can only be conducted with macroscopic results (e.g.
measured preheat and reaction layer thicknesses). However, heretofore, a comprehen-
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sive assessment of this sort has not been performed.
1.5 Prior Relevant Studies of Turbulent Premixed Flames
Numerous experimental [2–14, 17–23, 92, 93] and DNS [24–32, 45, 94] studies
have shed light on the validity of various regime boundaries. For reference, cases
from most of these investigations are included on the Borghi Diagram shown in Fig.
1.2b. While a handful of these studies present results that are consistent with the
theoretical regimes in Fig. 1.2a [14–20, 92], the vast majority of them do not [2, 4–
12, 14, 22, 25–30, 94]. Experimental investigations of methane–air jet flames by Zhou
et al. [17–19] provide an example of the former, where broadened CH- and HCO-layers
(which generally track the primary heat release zone) were observed only for cases in
which KaT,P > 100 and remained relatively thin otherwise. In contrast, Tamadonfar
and Gülder [2] applied Rayleigh scattering imaging to methane–air flames classified
within the predicted BP-TR regime and found that their preheat zone thicknesses
were thinner than their laminar counterparts. Additionally, using similar diagnostics,
others [3–10] also observed relatively thin preheat layers for flames classified into the
predicted BP-TR regime.
Another set of experimental studies with results that contradicted the predictions
made by the Borghi Diagram are those by Dunn et al. [11–13]. Namely, even though
their least turbulent condition was classified into the theoretical Broadened Reactions
regime, its average reaction layer thickness (interpreted from the average of its tem-
perature gradients (∇T ) conditioned on a temperature of 1200 K; see Fig. 4 in Ref.
[12]) was thinner than that in a laminar flame with the same equivalence ratio [12].
Furthermore, though they reported the occurrence of broadened reactions, this was
only for cases in which KaT,P > 2500 [11, 12]; their other case, which had a KaT,P
of ∼2300, possessed un-broadened reaction layers. More recently, in a study of ex-
tremely turbulent (i.e. u′/SL > 25) methane–air Bunsen flames, which comprised of
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a subset of the data exhibited here, relatively thin and continuous reaction layers (in-
ferred from the product of simultaneous images of formaldehyde and hydroxyl) were
also observed in cases classified into the Broadened Reactions regime [22]. On the
other hand, a series of 3-D DNS studies conducted by Aspden et al. [26, 27] were in-
terpreted as indicating the existence of broadened reactions in hydrogen–, methane–,
and propane–air flames positioned well above the KaT,P = 100 line. However, only
four of their nine cases categorized into the Broadened Reactions regime displayed
this flame structure; the other five – including one of their most turbulent case (i.e.
u′/SL = 107 and KaT,P = 1562) – possessed relatively thin and continuous reaction
layers. A different set of 3-D DNS studies performed by Lapointe et al. [32] also ob-
served broadened reaction layers. However, this was only in cases with KaT,P ≥ 270,
the reaction layers of their other two cases with KaT,P > 100 were relatively thin
[32].
Though this is a rather brief account of prior experimental and numerical studies
of turbulent premixed flames, it already suggests that the boundaries of the Borghi
Diagram require alterations if they are to accurately distinguish various regimes of
combustion. However, one deficiency of all of these previous studies (with the excep-
tion of [22]) is that they were conducted with ReT,0 < 6, 000. Practical combustion
devices, on the other hand, operate with much larger turbulent Reynolds numbers
[33]. Furthermore, Fig 1.2b clearly indicates that the majority of prior investigations
of turbulent flame structure fall outside of the regime where most practical devices
are believed to operate [33]. Hence, in order to provide a more comprehensive assess-
ment of the Borghi Diagram, and to elucidate the effects practical levels of turbulence
have on the structure of premixed flames, there is a need to extend flame structure




This Chapter is designed to provided motivations and background for the objec-
tives of this dissertation. The compelling arguments in Section 1.1 imply that the
energy and transportation needs of our world will be satisfied through the combustion
of fossil fuels for many years to come. Yet, because fossil fuels are a limited resource
and burning them has detrimental impacts on life and our environment, there is a
critical need to develop systems that can harness the energy from the combustion of
fossil fuels in ways that are as efficient, economical, and clean as possible. From a
practical standpoint, this requires accurate and reliable predictive models of turbulent
premixed combustion. Section 1.4 presents and describes the current theories which
attempt to identify the conditions over which such models remain valid. Of course,
verification of these theories requires experimentation. As Section 1.5 points out,
many experiments have provided insights into the validity of such theories. However,
the vast majority of them were not conducted with levels of turbulence typically found
in practical devices, and therein lies the impetus for the objectives of this dissertation.
The primary objective of this dissertation was to understand how increasing levels
of turbulence affect the structure of premixed flames. To that end, high-fidelity
flame structure measurements were made in premixed methane–air Bunsen flames
subjected to intense and extreme levels of turbulence (i.e. 4.2 < u′/SL < 25 and
25 < u′/SL < 246, respectively). Those measurements were facilitated by three
separate laser-based diagnostic techniques that permitted flame structure imaging.
Namely, two of the diagnostics provided images of the preheat and reaction layers of
the flames considered here while the other supplied images that helped elucidate the
phenomena responsible for local extinction events (note that such events were rare in
this study). By developing and implementing a novel local thresholding algorithm,
statistics, such as average preheat and reaction layer thicknesses, were obtained from
those images. Therefore, conclusions regarding the affects of increasing levels of
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turbulence on the structure of premixed flames are drawn from both qualitative and
quantitative results.
The secondary objective of this dissertation was to assess the validity of the pri-
mary boundaries on the theoretical Borghi Diagram (i.e those defined by KaT,P = 1
and KaT,P = 100). This was achieved by considering the results from the flame
structure measurements made here as well as those from 23 prior experimental and
numerical investigations of turbulent premixed flames. Nonetheless, attempts to rec-
oncile those boundaries with measured results proved to be futile. Physical explana-
tions for these inconsistencies are presented, and new measured and plausible regime
boundaries are defined in light of these explanations. Beyond stemming from physical
arguments, these new boundaries are far more consistent with experimental results
than those in Fig. 1.2a. However, it is important to recognize that whether or not
such boundaries are measured, plausible, or merely theoretical, they should not be
interpreted as strict demarcations. Instead, we believe that the boundaries on any
regime diagram should be viewed from a probabilistic standpoint (see Section 5.4 for





There are (at least) three requirements for experimentally investigating the effects
turbulent flow fields have on the structure of premixed flames. The first is the ability
to generate and properly stabilize highly turbulent premixed flames. The second is the
capacity to measure, and subsequently characterize, the properties of the flow fields in
which the premixed flames exist. The third is the capability to non-intrusively probe
the flame so that its structural qualities can be ascertained. This Chapter presents
the details of how these three requirements were met in this investigation.
2.1 Burner and Experimental Conditions
All of the flames studied in this work were produced by the Hi-Pilot burner. A
schematic of this burner as well as an image of it in operation are shown in Figs. 2.1a
and 2.1b, respectively.
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Figure 2.1: (a) Schematic of the Michigan Hi-Pilot Burner. (b) An image of the Hi-
Pilot Burner while it is being operated. (c) Drawings of the two separate
turbulence generator plates used in this study. Note that the dimensions
incorporated on the turbulence plates are in inches.
The Hi-Pilot burner is a piloted, Bunsen-type burner that employs a slotted contrac-
tion device [95] and a jet-in-crossflow configuration to generate extremely turbulent
flow fields. Specifically, the reactants in this study, which comprised of three different
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equivalence ratios (φ= 0.65, 0.85, and 1.05) of methane and air, were premixed ahead
of one of the two separate slotted plates in Fig. 2.1c. These plates produce flow
fields with different turbulence properties, and in general, the slotted plate labeled
‘A’ in Fig. 2.1 generated larger values of u′ and Lx at the exit of the burner than
the ‘B’ plate. Downstream of the slotted plate is a converging-diverging nozzle, at
the throat of which is a series of impinging jets that injected premixed reactants (at
the same equivalence ratio as the primary flow) perpendicularly into the main flow.
The total flow rate though these jets was set to 6% of the bulk flow rate in each
case; however, the two lowest flow rate cases (cases 1 and 2) did not utilize these jets
(to reduce turbulence levels). Downstream of the jets is the diverging portion of the
nozzle, which has an exit inner diameter of 21.6 mm. The reactants issuing from this
nozzle are ignited by a large-diameter (108 mm), methane–air (φ = 0.98) pilot-flame.
The purpose of such a large-diameter pilot was to shroud the main flame in a field of
hot products, which helped to mitigate the entrainment of room-air to the reaction
layers. A total of 28 separate cases stabilized by this burner were investigated here,
and their details are provided in Table 2.1. Note that each case is referred to as
Caseαβ-φ, where α corresponds to the case number (i.e. 1 to 6, 6 having the highest
flow rate), β will indicated which turbulence plate was used (e.g. β = A implies plate

























1A-0.85 5.6 42 2.1 19 7.4






2A-0.85 9.6 31 5.3 48 3.3
2A-1.05 7.7 39 3.4 17 5.1
3A-1.05 16 105 32 6.0 20 6.2 30 7,900 6.6






5A-0.85 66 155 57 513 1.9






6A-0.85 123 172 104 933 1.4






1B-0.85 5.3 31 2.2 20 5.8






2B-0.85 10 32.7 5.8 52 3.2
2B-1.05 9.6 31.4 3.7 18 5.0
3B-1.05 16 48 21 7.1 9.2 12 57 4,200 2.6






5B-0.85 66 42 83 751 0.6






6B-0.85 96 50 132 1197 0.5
6B-1.05 77 63 85 415 0.8
Table 2.1: Details of the 28 cases investigated here. a u′/SL is the nondimensional
turbulence intensity. b Lx/δF,L,P is the ratio of the longitudinal integral
length scale to the laminar flame thickness, which is defined in Eq. 1.3. c U0
is the centerline velocity. d u′ is the r.m.s. of the velocity fluctuations. e Lx
is the longitudinal integral length scale. f KaT,P is the Karlovitz number
defined by Peters (see Eq. 1.6). g KaT,0 is the Karlovitz number based
on parameters determined in the reactants (see Eq. 5.7). h ReT,0 is the
turbulent Reynolds number based on Lx and ν0, which is the kinematic
viscosity of the reactants. i DaT,P is the turbulent Damköhler number
defined by Peters [1] (see Eq. 1.5).
The mean centerline velocities (U0) and other flow characteristics listed in Table
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2.1 (i.e. u′ and Lx) were obtained from single component Laser Doppler Velocime-
try (LDV) measurements made on centerline, 5 mm downstream of the nozzle exit,
and in non-reacting flows only (see Section 2.2, for details). In order to compute
nondimensional parameters from these measured values the laminar flame speeds and
thicknesses (SL and δF,L,P , respectively) needed to be determined for each of the
three equivalence ratios. The separate SL values, which are listed in Table 2.2, were
computed from 1-D freely propagating CHEMKIN simulations that employed the
GRImech 3.0 chemical kinetic mechanism [34]. All three values of δF,L,P were com-
puted via Eq. 1.3, and are listed in Table 2.2 as well. Table 2.2 also lists laminar
preheat (δPH,L) and reaction zone thicknesses (which were interpreted from the lam-
inar overlap and CH layer thicknesses: δOL,L and δCH,L, respectively) measured in
actual laminar flames (see Sections 2.2.2 and 3.1 for measurement details). Note that
these measured laminar values are used in Section 4.3 to normalize those obtained









0.65 15.1 0.48 0.79 0.66 0.54 -
0.85 30.2 0.24 0.50 0.38 0.50 0.38
1.05 37.7 0.19 0.43 0.32 0.45 0.36
Table 2.2: Laminar flame speeds and thicknesses used for normalizations. a SL was
computed from CHEMKIN simulations that used GRImech 3.0 [34]. b
δF,L,P is the laminar flame thickness defined by Peters [1, 36] (see Eq.
1.3). c δth,L = (Tp − T0)/
dT
dx
|max is the computed laminar thermal thick-
ness, where T0 and Tp are the temperatures of the reactants and products,
respectively. d δPH,L is the measured laminar preheat zone thickness.
e
δOL,L is the measured laminar reaction (overlap) layer thickness.
f δCH,L
is the measured laminar reaction (CH) layer thickness. Note: the mea-
sured values were acquired from laminar Bunsen flames and their specific
definitions as well as the algorithm used to determine them is described in
Sections 2.2.2 and 3.1.
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2.2 Diagnostics
This Section presents details of the diagnostic tools that were utilized to charac-
terize the flow fields and to visualize the structure of the flames studied here.
2.2.1 Flow Field Characterization
As mentioned in Section 2.1, the flow field properties for each case in Table 2.1
were obtained from single component LDV measurements. In order make these mea-
surements, the flows were seeded with 0.5 µm alumina-oxide particles, which were
illuminated by an Argon-Ion laser (Coherent Innova 90c) operated at 514 nm and 1.5
Watts. All of the cases possessed Stokes numbers that were less than one, where the
characteristic flow time was set to 5 times the smallest inertial range time scale (i.e.
∼10τη0 [96]); hence, the particles tracked all of the flows reasonably well. Light scat-
tered from the particles was collected through a standard optic and photomultiplier
tube (TSI), and the resulting signal was processed via a Doppler burst correlator (TSI
FSA 4000). Flow statistics for each case were based on two independent sets, with
each set being comprised of 500,000 samples. Mean and RMS values varied by no
more than 1% and 2%, respectively, between these separate sets, which demonstrates
the repeatability of this diagnostic.
In addition to U0 and u
′, longitudinal integral length scales were also derived
from the LDV measurements. To facilitate this, the normalized slotting method of
Mayo et al. [97] (see Refs. [95, 98] for additional details) was used to calculate tem-
poral autocorrelation functions from the randomly sampled LDV data. Integrating
these functions yielded longitudinal integral time scales (τI,x), which were converted
to length scales via a corrected version of Taylor’s frozen flow hypothesis [99–104].










and the reason for using this corrected version is because Taylor’s hypothesis is not
necessarily valid under the highly turbulent conditions studied here (e.g. u′/U0 is
greater than 30% for most of the cases in Table 2.1). Note that applying this correc-
tion yielded values of Lx that were at most 37% larger than what they would have
been without it. Additionally, it should be mentioned that while we believe this cor-
rection to be proper, its application had little to no impact on the final conclusions
presented in this paper. The variation between Lx values computed from the two in-
dependent LDV measurements made for each case was ∼20%, which is a reasonable
error estimate for this measurement. To further assess this technique for determining
Lx, LDV measurements were made in a non-reacting turbulent flow issuing from a
simple pipe. The value of Lx computed from these measurements was ∼27% of the
diameter of the pipe, which agrees well with values reported in literature (see, for
example, Ref. [51]).
2.2.2 Flame structure visualization
In order to visualize and measure the structural features of the preheat and
reaction layers within the cases listed in Table 2.1, three separate laser based di-
agnostics were implemented. The first of these techniques is “overlap-layer” (OL)
imaging, which involves taking the pixel-by-pixel product of simultaneously acquired
planar laser-induced fluorescence (planar LIF or PLIF) images of hydroxyl (OH)
and formaldehyde (CH2O) to generate “overlap-layers.” Two variations of this tech-
nique were employed in this study. The first, which was preformed at the Propulsion
and Combustion Engineering (PACE) Laboratory at the University of Michigan, was
conducted with a small field of view (FOV) to provide high-resolution overlap-layer
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images. The second was performed at the Air Force Research Laboratory (AFRL)
at Wright Patterson Air Force Base, which was implemented with a medium-sized
FOV to visualize the preheat layers of the flames considered here. Hereinafter, this
latter overlap-layer imaging technique will only be referred to in terms of preheat
layer imaging (e.g. the preheat layer imaging technique, etc.), since only preheat
layer information was derived from it. Rayleigh scattering images were acquired
simultaneously with these preheat layer images and preliminary results from that
simultaneous imaging are used in Section 3.5 to justify our methods for visualizing
preheat layers.
The other two flame visualization techniques employed in this study were also
performed at AFRL. Unlike the overlap-layer and preheat layer images, which where
obtained at a rate of 1.6 Hz and 10 Hz, respectively, these other two diagnostics
permitted flame structure imaging at a rate of 10 kHz (i.e. at high-speed). The first
of these high-speed imaging techniques was CH-PLIF imaging; the second involved
the acquisition of images containing both CH- and OH-LIF signals. The ability to
conduct this high-speed PLIF imaging was facilitated by a novel excitation/detection
scheme for acquiring CH-PLIF images [105, 106], which is described in detail below.
All three of these flame structure imaging techniques were applied to at least two
separate regions downstream of the exit of the burner. The relative positioning of
these regions of interest (i.e. FOVs) with respect to the burner are depicted in Fig.
2.2.
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Figure 2.2: Diagram depicting the relative locations of the separate FOVs.
Finally, details regarding which information was acquired for each case considered

















3A-1.05 None Z2OL Z1CH – Z3CH
4A-1.05 None Z2OL Z1CH – Z3CH
5A-0.65




















Z1OL Z1CH – Z2CH
2B-1.05
3B-1.05 None None Z1CH – Z3CH











6B-0.85 Z1CH – Z4CH
6B-1.05 None None
Table 2.3: Details regarding what information was acquired for the 28 cases consid-
ered here and where it was collected from, if it was at all. PH, OL, and
CH indicate preheat, overlap and CH data respectively. ZnPH, ZnOL,
and ZnCH indicate that the data was collected from Zone n (n = 1, 2, 3,
or 4) of the preheat, overlap, and CH interrogation regions (see Fig. 2.2),
respectively.
2.2.2.1 Overlap layer imaging
The overlap-method is a common technique for visualizing the reaction layers of
flames (see, for example, Refs. [13, 19, 22, 23, 107–117]). As is demonstrated in
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Fig. 2.3, the reason for this is because the spatial region over which CH2O and OH
overlap (i.e. the product of the concentrations of CH2O and OH) correlates well with
the region of peak heat release rate (HRR) in premixed methane–air flames.
Figure 2.3: Profiles of key intermediate species to methane–air combustion. Profiles
were derived from a 1-D freely propagating CHEMKIN simulation of a
premixed methane–air flame with φ = 1.05. The chemical kinetic mech-
anism utilized in this simulation was GRImech 3.0 [34].
This good correlation is explained by the fact that the reaction CH2O + OH →
HCO + H2O is one of the primary ways in which fomyl (HCO) – which is a key
species in the oxidation of hydrocarbons [118, 119] – is produced in hydrocarbon
flames [107, 114, 119–121]. Furthermore, as Fig. 2.3 shows, the concentration of
HCO correlates well with HRR. This, in part, is attributed to the fact that HCO is
depleted far quicker than it is produced, and hence, its concentration and production
rate are proportional to each other [107, 114, 119, 120]. For this reason, and because
the aforementioned elementary reaction is one of the primary reactions responsible
for the formation of HCO in methane–air flames [114, 119–121], the product of the
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concentrations of CH2O and OH correlates well with both HCO and HRR.
The previous discussion would suggest that a rather simple way to visualize the
reaction layers of flames would be to perform PLIF imaging of HCO. While such
imaging has been preformed (see Refs. [17–19, 119, 122]), conventional PLIF tech-
niques (i.e. employing pulsed Nd:YAG lasers) do not provide adequate signal levels
because: 1) HCO is found in relatively low concentrations in hydrocarbon flames;
2) the fluorescence signals from HCO are strongly quenched [114]; and 3) the acces-
sible electronic transitions of HCO are predissociative [123]. However, high-quality
PLIF images of CH2O and OH can be acquired with relatively standard laser-based
imaging systems (for combustion research facilities, at least). Additionally, through
proper excitation schemes (which are similar to those implemented here; see below)
the product of LIF signals of CH2O and OH are proportional to the forward reaction
rate of the aforementioned elementary reaction [114]. Thus, in principle by taking
the product of simultaneously acquired PLIF images of CH2O and OH one can gen-
erate an image in which the signal correlates well with the HRR (i.e. that provides a
visualization of the reaction layer).
By applying the overlap-method to quasi-laminar, premixed flames, Paul and
Najm [107] were the first to experimentally demonstrate that overlap-layers correlate
well with the primary heat release regions in such flames. Since their study, oth-
ers [108–110] also showed good agreement between overlap-layers and the region of
heat release in flames. Based on these findings, numerous investigations [13, 19, 111–
117, 124] have utilized the overlap-method to visualize reaction layers in turbulent
flames. While concerns regarding the fidelity of the overlap-method have been raised
[17, 19, 21, 121], recent DNS studies by Aspden et al. [30] and Wang et al. [45]
showed a strong correlation between heat release rate and overlap-layers in turbulent
premixed dodecane– and methane–air flames, respectively. Furthermore, the com-
parisons between overlap- and CH-layers provided in Section 3.6 demonstrate that
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this technique is a robust tool for visualizing reaction layers within highly turbulent
premixed methane-air flames.
High-resolution overlap-layer images were acquired in this study by implementing
the diagnostic configuration depicted in Fig. 2.4.
Figure 2.4: Schematic of the diagnostic configuration to acquire overlap layers at the
University of Michigan.
Excitation of CH2O was accomplished by pumping a series of pP and pQ transitions
within its 410 vibration band [125]. This was achieved via a laser sheet near 355 nm
that contained pulse energies of∼125 mJ. This laser sheet was produced by frequency-
tripling the output from an Nd:YAG laser (Spectra-Physics Lab 150) and sending the
resulting beam through a series of sheet forming optics (see Fig. 2.4). Broadband
fluorescence from the CH2O molecules (∼370 nm to ∼530 nm) was collected by an
intensified charge-coupled device (ICCD) camera (Andor iStar) that was mounted
perpendicular to the laser sheet and was equipped with a Nikon 105-mm f/2.8 lens
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and two Semrock filters (BLP01-364R and FF01-533/SP), which blocked elastically
scatter laser-light. As is indicated in Fig. 2.4, fluorescence from OH radicals was
collected by a second ICCD camera (Andor iStar) mounded opposite the CH2O-
camera. The OH-camera was fitted with a Cerco 100-mm f/2.8 lens and a Asahi
Spectra 310 ±5-nm bandpass filter. Note that in an effort to minimize the collection
of chemiluminescence signal, the gate time for both cameras was set to 100 ns. The
OH radicals were excited by pumping the P2(4) transition of the (1,0) band in the
A2Σ+–X2Π system of OH via a laser sheet near 284 nm. To generate this sheet, an
Nd:YAG (Spectra-Physics GCR 250) pumped dye laser (Sirah Cobra-Stretch) system
generated a beam near 568 nm, which was frequency doubled to produce a beam near
284 nm with pulse energies of ∼4 mJ. The overlapping 568-nm and 284-nm beams
were then passed through a Pellin-Broca prism that separated them and directed the
284-nm beam through a series of sheet forming optics. Additionally, a portion of the
residual 568-nm beam was monitored by a HighFinesse WS-6 wavelength meter in
order to ensure the wavelength of the excitation sheet remained consistent.
After passing through their respective sheet forming optics, the 284-nm and 355-
nm sheets were combined via a short-wave pass dichroic mirror and were carefully
overlapped at three separate points: on centerline and 150 mm ahead of and behind
the burner. Furthermore, the spatial overlap of these sheets was verified after every
sample was collected to ensure that it was maintained throughout the entire duration
of data collection. Note that to prevent cross talk between the two laser-based imaging
systems, a temporal delay of 250 ns was set between the pulses of the 284-nm and 355-
nm sheets. Both of these sheets were 36 mm tall and were measured (via a scanning
knife-edge) to be ∼0.2 mm thick. A sheet height of 36 mm was chosen so that they
would cover the entire FOV imaged by the cameras, which was approximately 30 mm
(tall) × 30 mm (wide). Two separate FOVs were used for imaging overlap-layers;
their locations relative to the burner are depicted in Fig. 2.2 and they are referred to
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as Z1OL and Z2OL (short for Zone 1 and Zone 2 overlap, respectively).
2.2.2.2 Planar Laser Induced Fluorescence of CH and combined CH-OH
The second technique employed here for visualizing reaction layers involved CH-
PLIF imaging. Like the overlap technique, CH-PLIF imaging has been used by many
researchers [15, 17–19, 21, 108, 126–131] to visualize reaction layers within turbulent
flames. This is because CH is a short-lived radical and, as Fig. 2.3 indicates, its spatial
distribution does a reasonable job of tracking the heat release rate in methane–air
flames [45, 108, 119]. While in all of those prior studies CH-PLIF was conducted
via transitions in either the A2Σ+–X2Π (0,0) or B2Σ−–X2Π (0,0) bands, here it was
facilitated via excitation of and detection from transitions in the (0,0) band of the
CH C2Σ+–X2Π system (near 314 nm) [105, 106, 132]. Owing to the relatively large
absorption and emission coefficients of transitions in the CH C–X (0,0) band [133],
the primary benefit of this unique approach to CH-PLIF imaging is that high-quality
images (e.g. signal-to-noise ratios > 10) can be acquired with relatively low laser
pulse energies (e.g. ∼0.2 mJ/pulse) (or laser fluence 1.6 × 10−3 J/cm2) [105, 106].
This suggests that a continuously pulsed Nd:YAG pumped dye laser system, which
currently provide less than 1 mJ/pulse after frequency-doubling [105], could be used to
acquire high-quality CH-PLIF images at kHz rates. Indeed, by utilizing a continuously
pulsed Nd:YAG pumped dye laser system to excite transitions in the C–X (0,0) band
of CH, Carter et al. [105, 106] demonstrated that one can obtain high-quality CH-
PLIF images at a rate of 10 kHz. The technique developed and employed by Carter
et al. [105, 106] was also implemented here. Thus, unlike the overlap-layer images,
which were acquired at a low rate (i.e. 1.6 Hz), here CH-PLIF images were obtained
at a rate of 10 kHz (i.e. at high-speed).
Beyond permitting high-speed CH-PLIF imaging, the aforementioned diagnostic
technique possesses an additional benefit. Specifically, as was first alluded to by Jef-
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feries et al. [133], through a judicious choice of excitation transitions and filtering
schemes one can use that technique to obtain CH- and OH-PLIF images either simul-
taneously or separately with a single laser and camera configuration. To illustrate
this, consider the computed excitation spectrums (generated via LIFBASE [35]) for
CH and OH in Fig. 2.5, which also displays sample PLIF images corresponding to
three separate target transitions.
Figure 2.5: Computed spectrum of the CH CX and OH AX systems [35] as well as
sample PLIF images.
Figure 2.5 clearly indicates that two OH lines are located near the primary Q-branch
transitions of the CH C–X (0,0) band. However, as Fig. 2.5 shows, and as was
demonstrated by Carter et al. [105, 106], by tuning to the overlapping Q2(2) and
Q2(6) transitions in the (0,0) band of the CH C–X system (at 314.415 nm in air), one
can obtain high-quality CH-PLIF images void of OH-LIF signal. On the other hand,
OH-PLIF images, void of CH-LIF signal, can be acquired by tuning to the P1(12)
transition in the (0,0) band of the OH A-X system (at 314.380 nm in air). Finally,
as Carter et al. [105, 106] showed, by tuning the output of the dye laser near 314.426
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nm (in air) one can excite the CH C–X (0,0) Q-branch band-head (composed of the
Q1(7) and Q2(3) transitions) and the Q1(6) transition in the in the OH A-X (1,1)
band. As the sample image in the lower right hand corner of Fig. 2.5 shows, this
allows one to acquire images containing both CH- and OH-LIF signal.
This latter fact is what facilitated the third reaction layer imaging technique
employed here, which was the acquisition of images containing both CH- and OH-
LIF signals at a rate of 10 kHz. Specifically, by simply tuning the output of the
dye laser used to conduct high-speed CH-PLIF imaging (see below) from 314.415
nm (in air) to 314.426 nm (in air), we were able to go from acquiring images that
exclusively contained CH-LIF signal to those that contained both CH- and OH-LIF
signals. Figure 2.6 presents a sample image acquired from our Case2A-1.05 that
exhibits the result of exciting the CH C-X (0,0) Q-branch band-head and the Q1(6)
transition in the OH A–X (1,1) band with a 314.426-nm laser sheet.
Figure 2.6: Sample combined CH-OH PLIF image from Case2A-1.05. Note that D
= 21.6 mm, is the inner diameter of the nozzle at the Burner’s exit.
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The advantage of capturing both OH- and CH-LIF signals within the same image is
that it allows one to visualize the reaction layer structure while also being able to
clearly distinguish reactants from products. This feature is particularly advantageous
when imaging cases with extreme turbulence levels because they become so convoluted
that it is impossible to separate products from reactants with CH-PLIF images alone
(e.g. see Fig. 2 of Ref. [132]). Furthermore, since this combined CH-OH technique
was also conducted at a rate of 10 kHz, it allowed us to observe the temporal evolution
of interactions between CH-layers and cool product gasses (inferred from low OH-LIF
signals), which, as will be shown in Section 4.4, is the primary cause of local extinction
in this experiment.
The diagnostic configuration employed in this dissertation to conduct PLIF imag-
ing of CH and CH-OH at a rate of 10 kHz is presented in Fig. 2.7.
Figure 2.7: Schematic of the diagnostic configuration to acquire CH-PLIF images at
a rate of 10 kHz. Note that PMT stands for photomultiplier tube.
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Specifically, CH-PLIF imaging at a rate of 10 kHz was facilitated by pumping the
overlapping Q2(2) and Q2(6) transitions in the (0,0) band of the CH C
2Σ+–X2Π sys-
tem with a 314.415-nm laser sheet. By tuning that laser sheet to 314.426 nm (in
air), the setup depicted in Fig. 2.7 also permitted the acquisition of PLIF images
containing both CH- and OH-LIF signals at a rate of 10 kHz. The sheet was ap-
proximately 50 mm tall and 0.23 mm thick, and, as Fig. 2.7 suggest, was formed by
passing the frequency-doubled output of an Nd:YAG (EdgeWave Innoslab) pumped
dye laser (Sirah Credo) system through a series of sheet forming optics. Resonant
fluorescence from the target species was collected with a high-speed CMOS camera
(Photron SA-Z) equipped with a HS-IRO (LaVision), a Cerco 100-mm f/2.8 lens, a
UG-5 glass filter, and a 1-m focal length UV close-up lens. The locations of the four
separate FOVs imaged by this camera are presented in Fig. 2.2. As can be seen, these
FOVs were approximately 47 × 47 mm2 in size and they are referred to as ZnCH,
with n = 1, 2, 3, and 4.
A noteworthy feature of the diagnostic setup utilized here is that a portion of the
frequency-doubled output from the dye laser was directed over a Mckenna Burner.
This was done in order to correct for any offsets in the frequencies determined by the
control system for the dye laser, which subsequently ensured that the laser sheet was
tuned to the correct transition. Specifically, fluorescence resulting from passing the
pick-off beam through the product region of a methane-air flame stabilized on the
Mckenna Burner was monitored by a 0.1-m spectrometer equipped with a photomul-
tiplier tube (PMT) and set to detect fluorescence from transitions in the OH A–X
(1,0) band (near 283 nm). Thus, by locating the P1(12) transition in the (0,0) band
of the OH A–X system, we were able to determine and account for the offset of the
control system for the dye laser.
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2.2.2.3 Preheat Layer Imaging
As discussed in Section 1.3, the preheat layer is the region just upstream of the
reaction layer where the temperatures are elevated above those corresponding to the
reactants [47]. Therefore, acquiring images of preheat layers can be achieved by
either imaging the temperature field directly or, as is the case for reaction layers,
imaging a suitable surrogate. Rayleigh scattering imaging is a common means by
which temperature images can be acquired from flames (e.g. Refs. [2–7, 11, 13, 17–
19, 111, 124, 134, 135], to list a few). However, because Rayleigh scattering signal
is collected at the same wavelength as the incident radiation from the laser, this
technique is susceptible to interference from elastically scatter later light (e.g. Mie
scattering) [136]1.
An alternative approach to imaging preheat layers is through PLIF imaging of
CH2O [21]. Specifically, the experimental observations and numerical results pre-
sented by Li et al. [21] suggest that CH2O-LIF signals can serve as a marker of the
preheat zone in methane–air flames. This is further corroborated by the simulated
results in Fig. 2.8, which demonstrate that the spatial region over which CH2O con-
centrations are high correlate well with the region of elevated temperature that lies
just upstream of the reaction layer.
1Note, however, that this is not the general case and that filtered Rayleigh scattering techniques
have been developed and implemented (see, for example [137])
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Figure 2.8: Profiles of key intermediate species to methane–air combustion that high-
light our definitions for preheat and reaction layer thicknesses. Profiles
were derived from a 1-D freely propagating CHEMKIN simulation of a
premixed methane–air flame with φ = 1.05. The chemical kinetic mech-
anism utilized in this simulation was GRImech 3.0 [34].
For this reason, and because CH2O-PLIF is required to obtain overlap-layers, in
this dissertation preheat layer information is derived from CH2O-LIF signals. An
additional reason for this is that deriving preheat zone information from CH2O-LIF
signals utilized to generate overlap-layers allows one to explicitly distinguish preheat
and reaction layers as is consistent with classical laminar flame theory [47]. Moreover,
since CH2O-LIF signals can be imaged in a non-resonant fashion, with proper filtering,
this technique is not as susceptible as Rayleigh scattering imaging is to interference
from elastically scattered laser light.
As is depicted in Fig. 2.8a, in this dissertation the upstream boundary of the
preheat layer is marked by the location where the CH2O-LIF signals first exceed 35%
of a local maximum value on the reactant side (i.e. away from OH-LIF signal). The
downstream boundary of the preheat layer is define by the cool-edges of the overlap-
layers. The edges of overlap-layers are defined as the location where the overlap-signal
falls below 50% of a local maximum value (see Section 3.1.1 for details), and the cool
edge is identified as the one furthest from relatively high OH-LIF signals. The reason
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the 35% value was chosen to mark the upstream boundary is because, as Fig. 2.8b
shows, the point where CH2O concentrations first exceed 35% of their maximum
value in a simulated laminar flame corresponds to a temperature of ∼550 K. The
aforementioned definition for the trailing edge of the preheat zone was chosen so
that the preheat and reaction layers could remain as separate entities as they are in
classical laminar flame theory [47]. Admittedly, justification for this definition is not
the most compelling since it is merely based on rather anecdotal evidence from Li et
al. [21] and results derived from a simulated laminar flame. Thus, Rayleigh scattering
images were acquired simultaneously with PLIF images of CH2O to solidify the use of
CH2O-LIF signals as a preheat zone marker. Results from such simultaneous imaging
are provided in Section 3.5 and they clearly indicate that the approach adopted here
for preheat layer imaging is robust.
Though preheat heat layer information was derived from the overlap-method in
this dissertation, a larger FOV than that employed to acquire high-resolution overlap-
layer images was necessary to image the preheat layers of the flames considered here
in their entirety. This is a consequence of the fact that the preheat layers of the
flames considered here often filled the entire central core of the flame brush, which
could be anywhere from 20 mm to 30 mm wide. Yet, beyond a different FOV size,
a completely different diagnostic configuration than that described and portrayed in
Section 2.2.2.1 was used to obtain preheat layer images. A schematic of the optical
setup utilized for preheat layer and Rayleigh scattering imaging is displayed in Fig.
2.9.
49
Figure 2.9: Schematic of the diagnostic configuration employed to acquire Rayleigh
scattering images simultaneously with preheat layers at AFRL.
The sketch in Fig. 2.9 indicates that the primary diagnostic tools used to con-
duct simultaneous Rayleigh scattering and preheat layer imaging (i.e. simultane-
ous Rayleigh/CH2O-/OH-PLIF imaging) included two Nd:YAG lasers, a dye laser,
two intensified cameras, and one un-intensified camera. One of the Nd:YAG lasers
(Quanta-Ray GCR-4) was used as the light source for the planar Rayleigh scattering
measurements. Specifically, the s-polarized, 532-nm output from that laser, having
pulse energies of 630 mJ, was formed into a 40 mm (tall) × 0.16 mm (thick) sheet.
The resulting Rayleigh signal was imaged by an un-intensified camera (PCO 1600)
mounted perpendicular to the plane of the laser sheet; gating for this camera was set
to 500 ns. This camera was equipped with two separate lenses: a Nikon Noct-Nikkor
(58-mm f/1.2) and a Rodenstock (210-mm f/4.5). The Nikon lens was mounted di-
rectly to the PCO camera in a standard fashion, while the Rodenstock lens was
mounted such that its front was attached to the front of the Nikon lens. Further-
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more, sandwiched between these two lenses was a 532-nm bandpass filter (Semrock
FF01-532/3-50).
In addition to permitting simultaneous Rayleigh scattering and preheat layer
imaging (i.e. simultaneous Rayleigh/CH2O-/OH-PLIF imaging), the diagnostic con-
figuration in Fig. 2.9 also facilitated the simultaneous acquisition of Rayleigh scatter-
ing, CH2O-, and CH-PLIF images via a slight shift in the wavelength of the output
from the dye laser. The ability to make such multi-scalar measurements with rel-
atively standard diagnostic equipment was made possible by the novel approach to
acquiring CH-PLIF images described in Section 2.2.2.2. In fact, as Fig. 2.9 indicates,
three separate PLIF measurements were facilitated by a single Nd:YAG (Quanta-Ray
GCR-170) pumped dye laser (Lumonics HD300) system. Specifically, the frequency-
tripled output from this Nd:YAG laser (near 355 nm), having pulse energies of ∼180
mJ, was used to excite CH2O molecules, while its frequency-doubled output (near
532 nm) was used to pump the dye laser. The 628 nm output from the dye laser was
frequency doubled to generate a laser beam near 314 nm with ∼3 mJ/pulse. Note,
however, that the energy in this beam was reduced by directing it through an ND fil-
ter (OD 0.5); thus, after losses due to reflections and significant expansion, the pulse
energy within the probe region was ∼0.5 mJ. Both the 355-nm and ∼314-nm beams
were formed into ∼40 mm tall sheets that were 0.12 mm and 0.29 mm thick, respec-
tively, and were overlapped by passing the ∼314-nm beam through a shortwave-pass
dichroic mirror. These overlapped sheets were then combined with the 532-nm sheet
used for Rayleigh scattering by passing them through a standard 532-nm mirror with
a fused-silica substrate.
To permit preheat layer imaging, CH2O- and OH-PLIF images were acquired
simultaneously by tuning the output from the dye laser to the P1(12) transition in
the (0,0) band of the OH A2Σ+-X2Π system (at 314.380 nm in air). The PLIF images
were captured by two separate ICCD cameras that were mounted on the same side
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of the laser sheet as the Rayleigh scattering camera (one on either side of it). As
Fig. 2.9 shows, all three of these cameras “looked into” a “black box” (ThorLabs),
which helped minimize background scattering. To facilitate this configuration, the
two PLIF cameras were mounted at an angle of ∼20◦ with respect to the normal
of the laser sheet. Furthermore, both cameras were equipped with a Schiempflug
mount so that their focal planes could be made coincident with the laser sheets. The
ICCD camera (PIMAX III) used for OH-PLIF (and CH-PLIF) imaging was gated to
100 ns to minimize chemiluminescence signal. This camera was fitted with a Cerco
f/2.8 100-mm lens, a 500-mm focal length UV close-up lens, and a 325 +/- 20 nm
bandpass filter. The reason for including the bandpass filter was to isolate the CH
and OH fluorescence from Rayleigh/elastic scattering from the 355-nm sheet, which
was temporally overlapped with the 314-nm sheet. CH2O fluorescence was imaged
by a Photron SA-5 camera, which was equipped with a HS-IRO (LaVision), a Nikon
f/2.8 105-mm macro lens, and two Semrock filters (BLP01-364R and FF01-533/SP);
gating for this system was also set to 100 ns. Though a high-speed camera was
used for CH2O-PLIF imaging, all of the preheat and Rayleigh scattering images were
acquired at a rate of 10 Hz. Finally, preheat layer information was acquired from four
separate FOVs; their locations relative to the burner are depicted in Fig. 2.2, and
they are referred to as ZnPH, with n = 1, 2, 3, and 4.
2.3 Summary of diagnostic details
For convenience, a summary of the details regarding the four separate diagnostic
tools implemented in this dissertation is provided in Table 2.4. Specifically, Table
2.4 presents estimations for the in- and out-of-plane resolutions and signal-to-noise
ratios (SNRs) of all of the image types gathered in this study. Note that for the
PLIF images the SNRs were determined after median filtering was applied and that
they were computed by dividing the average signal within a region by the standard
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deviation of the signal within that region.
Resolution (µm)
Diagnostic Individual (Ind.) Result SNR














OH 210 190 ∼25
CH NA 10 kHz 190 250 NA ∼14 NA
CH-OH NA 10 kHz 190 250 NA ∼16 NA
Rayleigh NA 10 Hz 64 160 NA R: ∼40 P: ∼25
Table 2.4: Diagnostic details. Nomenclature: Und. stands for Underlying, which
signifies the underlying diagnostic for derived quantities; Ind. stands for
Individual; the “R” and “P” indicate the SNRs in the reactants and prod-
ucts, respectively, for the Rayleigh scattering images. The in-plane resolu-
tions represent the FWHM of the line spread functions (LSFs) associated
with each imaging system (prior to the application of filters). Details re-
garding the methods used to determine those values are provided in 3.3.1.
The out-of-plane resolutions represent the thickness (FWHM) of the laser
sheets, which were determined via a scanning knife-edge method.
The out-of-plane resolutions listed in Table 2.4 represent the full width at half max-
imum (FWHM) of the laser sheets, which were measured via a scanning knife-edge
technique. The in-plane resolutions provided in Table 2.4 represent the FWHM of
the line spread functions (LSFs) associated with each imaging system. Three sepa-
rate approaches for determining these values were taken. For the overlap images, the
in-plane resolution is taken to be the larger of the two in-plane resolutions associated
with the high-resolution OH- and CH2O-PLIF imaging systems (see Section 2.2.2.1),
where the resolutions of those images were determined via the methods outlined in
Refs. [138–140] (see 3.3.1 for details). The in-plane resolution of the preheat layer
images represents the resolution of the CH2O-PLIF images they were derived from
(see Section 2.2.2.3), which was determined by comparing target images acquired
with this system to those that were fully resolved (see 3.3.1 for details). Finally, the
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in-plane resolution of the CH-PLIF images was determined by integrating the signal
from small dust particles (see 3.3.1 for details) to identify the LSF associated with
this imaging system. It is important to note that, due to aliasing, the latter two
approaches are likely to produce over estimations [139, 140].
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CHAPTER III
Image Processing and Assessment of Flame
Visualization Techniques
From medical examination scans to satellite imagery, the ability to acquire mean-
ingful information from images plays a pivotal role in modern day science. Neverthe-
less, obtaining such information, particularly in an automated fashion, is a challenging
task. It requires the ability to filter, manipulate, and accurately segment portions of
digital images. Fortunately, over the past 50 years the field of digital image analysis
has developed a plethora of tools that enable such image handling. The challenges,
however, are identifying the correct tools for a particular situation and combining
multiple sets of those tools in ways that 1) provide accurate information; 2) enhance,
rather than diminish the quality of the images being analyzed; and 3) can be auto-
mated. Since the primary data obtained in this dissertation is in image form, such
challenges were overcome to extract statistical information from them.
The first portion of this Chapter (i.e. Sections 3.1 to 3.3) is dedicated to presenting
the details of the image processing schemes that were implemented in order to extract
meaningful information from the PLIF images acquired in this dissertation. Following
the presentation of those details, the reliability of the processing schemes applied to
the PLIF images is assessed. Of course, the accuracy of the results presented in this
dissertation not only rests on the reliability of the specific post processing methods
55
that were implemented but also on the uncertainties in the measurements themselves.
Thus, uncertainties in the PLIF measurements are discussed and presented in Section
3.3.
The second part of this Chapter (i.e. Section 3.4) provides details regarding the
steps that were taken to convert Rayleigh scattering images into temperature field
images. A discussion of the resolution and uncertainty in those measurements are
also provided in this portion of the Chapter. Finally, the last segment of this Chapter
(i.e. Sections 3.5 and 3.6) presents an assessment of the validity of the techniques that
were implemented to visualize the preheat and reaction layers of the flames considered
in this study.
3.1 Processing schemes for PLIF images
In general, standard image processing schemes as well as a novel local thresholding
algorithm were implemented to extract preheat and reaction layer thickness from the
images obtained in this dissertation. However, the fact that two separate diagnostic
tools and three separate optical configurations were implemented to acquire those im-
ages rendered it impossible to obtain average preheat and reaction layer thicknesses
with a single processing algorithm. In the sections that follow, details of the various
processing schemes that were utilized to extract preheat and reaction layers are de-
scribed. First, Section 3.1.1 presents the standard and novel processing schemes used
to obtain average reaction layer thicknesses. Then, details regarding the acquisition
of average preheat layer thicknesses are discussed in Section 3.1.2. Finally, the relia-
bility of the processing schemes implemented in this dissertation are assessed based
on laminar flame measurements in Section 3.2.
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3.1.1 Processing to obtain reaction layer thicknesses
In order to extract statistical information from the images collected in this disser-
tation, both standard and novel image processing schemes were implemented. The
standard techniques applied to the high-resolution CH2O- and OH-PLIF images (i.e.
for generating overlap-layers; see Section 2.2.2.1) included the following. First, they
were binned 2 × 2 (before readout) to an array size of 512 × 512 pixels, which, based
on Fig. 2.2, indicates that the pixels within these images covered an area of 59 ×
59 µm2. Then, in order to remove contributions from chemiluminescence, elastically
scattered laser light, and dark current within the ICCD cameras, average background
fields were subtracted from each raw image (Iraw) via an equation similar to the one
prescribed by Clemens [139]1. Namely, background signals were removed from the
raw high-resolution CH2O- and OH-PLIF images through the following equation:
Ie =
Iraw − ((IFB + IL)− ID)
ISC
, (3.1)
where the symbol (·) indicates an average quantity, (Ie) is the expected LIF signal
intensity, IFB represents the average of images acquired with the flame present yet
without incident laser radiation (i.e. it accounts for the average chemiluminescence
signal), ILB signifies the average of images acquired while the laser sheet was present
but the flame was extinguished (i.e. it accounts for signal stemming from scattered
laser light), ID represents the average of images obtained with a cap on the cam-
era lenses (i.e. it represents an average measure of the signal associated with dark
current within the ICCD cameras), and ISC is an average image that corrects for
inhomogeneities in vertical profile of the laser sheets. To obtain ISC , the laser sheets
were sent through an optically thick solution (i.e. a highly concentrated mixture of
1The difference between Eq. 3.1 and that suggested by Clemens [139] is that Eq. 3.1 does not
incorporate a white field (or flat-field) correction
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Rhodamine 6G and Ethanol) contained within a dye cell and subsequently imaged
by the PLIF cameras. Two hundred of these images were acquired for each laser
sheet and were subsequently averaged to generate images such as those in Fig. 3.1.
Vertical profiles were then generated from those average images by integrating them
in the radial direction and subsequently dividing the resulting profiles by their re-
spective maximum intensity values. Sample profiles, as well as those obtained in the
same manner from the PLIF images of the target species, are provided in Fig. 3.1.
The good agreement between the separate profiles indicates that the corrections were
accurate.
Figure 3.1: Average images of the 355-nm and 284-nm laser sheets used for the high-
resolution CH2O- and OH-PLIF images, respectively. The profiles to
the right of each image was obtained by integrating those images in the
horizontal direction. Note, vertical profiles derived from the respective
LIF signals are also included in the plots.
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Following the aforementioned corrections, the high-resolution CH2O- and OH-
PLIF images were subjected to 5-pixel-radius median and level-set filtering [141].
After this filtering, the OH-PLIF images were registered to the CH2O-PLIF images
via a transform generated by identifying the same points on a thin transparent target
that was aligned with the laser sheets and imaged by both cameras. The accuracy
of this registration process was assessed by comparing the transformed target image
acquired by the OH-camera to the one captured by the CH2O-camera. In doing so,
this registration process was deemed accurate to within one pixel (i.e. 59 µm). After
the OH-PLIF images were registered to the CH2O-PLIF images, they were multiplied
together to produce “raw” overlap-layer images.
A similar series of standard processing techniques were applied to the CH-PLIF
images. For instance, they were binned 2 × 2 to an array size of 512 × 512 pixels, thus
each super pixel within them spanned an area of 91 × 91 µm2. Additionally, once
background signal was removed from them, they were subjected to 5-pixel-radius
median filtering. However, level-set filtering was not applied and the background
signal was not removed via Eq. 3.1. Instead, a single value, determined from the
median signal in regions generally void of CH-layers, was subtracted from each image.
Note that this value was generally only ∼10% of the average CH-LIF signal, which is
consistent with a signal-to-background ratio of 10%, as was typical of the CH-PLIF
images acquired here. Another difference was that correcting for the non-uniformities
in the laser sheet that facilitated CH-PLIF imaging was accomplished by dividing the
PLIF images by a profile generated from the average CH-LIF signal. This type of
sheet correction is justified by Fig. 3.1, which indicates that the corrective profiles
used on the CH2O- and OH-PLIF images closely matched the profiles derived from
the average signal in those images. Furthermore, unlike the high-resolution CH2O-
and OH-PLIF images used to generate overlap data, these CH-PLIF images were
flat-field corrected by dividing them by an average image derived from a set of images
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of a uniformly illuminated white background.
In addition to these standard image processing steps, an additional novel local
thresholding scheme was implemented to identify the boundaries of the reaction layers.
These boundaries are defined by the location where the CH-LIF and overlap signals
first exceed 50% of a local maximum value. The thresholding scheme to identify these
boundaries consisted of 3 primary steps, which are depicted in Fig. 3.2.
Figure 3.2: Diagram demonstrating the novel thresholding process applied to a sam-
ple overlap-layer.
In step (1), the loci of points that follow the maximum contours of the CH and
overlap-layers are identified via a watershed algorithm [142, 143]. These points will
be referred to as “ridge-points” and examples of them are highlighted by the black line
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in Fig. 3.2c. Step (2) involves locally thresholding the reaction layers with respect to
the signal values at these ridge-points. Specifically, if the signal at a particular pixel
is less than half of the signal at the ridge-point nearest it, its signal is set to zero,
otherwise it is left alone. Finally, step (3) is to iterate through steps (1) and (2) two
additional times, using the output from the previous iteration for the current one. A
final sample of a thresholed overlap-layer is shown in Fig. 3.2e.
Note, however, that the watershed algorithm will identify ridge-points for all non-
zero regions within an image, even if those regions merely represent spurious back-
ground signal. Therefore, in an effort to improve the accuracy of identifying the
initial ridge-points, in the first iteration they were obtained from overlap and CH-
PLIF images that had low-level signal removed. Although it should be noted that
the images with this low-level signal removed were not used for anything other than
simply identify the initial ridge-points. Removal of this low-level background signal
was accomplished by subtracting a percentage of the maximum value in each row
from that row in each CH-PLIF and overlap image. This subtraction was performed
on a row-by-row basis because it was a relatively simply way to remove low-level
background signal while still accounting for vertical variations in signal intensity. An
example of an overlap image that has had this signal removed is exhibited in Fig.
3.2b.
Beyond facilitating localized thresholding, this local thresholding scheme also per-
mitted the automated computation of average preheat and reaction layer thicknesses.
This was achieved by binarizing the thresholded images and applying a morphological
function (from the Image Processing toolbox of Matlab [143]) to them to identify their
skeletons. An example of a binarized overlap-layer and its corresponding skeleton are
shown in Fig. 3.3a.
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Figure 3.3: Sample binarized overlap-layer with its skeleton in (a), and a close-up
highlighting the skeleton and the distance between it and the nearest
thresholded edge in (b).
Once the skeleton of a layer was identified, the distance from each point on it to
the nearest point on the boundary of the thresholded layer was determined (see Fig.
3.3b). Since the reaction layers were thresholded to 50% of a local maximum value
and since the skeletal-points lie in the center of each layer, multiplying these distances
by 2 and the pixel length for that image gives the FWHM of the layer at that point.
Subsequently, these FWHM values were accumulated to generate probability density
functions (PDFs) for each case studied here. Given that there were over 1500 skeletal-
points in each CH-PLIF and overlap image and that 400 overlap and 4084 CH-PLIF
images were collected in each case, these PDFs comprised of over 600,000 data points.
Once these PDFs were generated, their most probable value was identified and was
used to represent the “average” reaction layer thickness associated with a particular
case. The reason for determining average reaction layer thicknesses in this way is
that, as was pointed out by Dinkelacker et al. [7] and as is demonstrated Section
3.3.3, the most probable value of a 2-D thickness PDF is a good approximation of
the average 3-D layer thickness.
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3.1.2 Processing to obtain preheat layer thicknesses
Average preheat layer thicknesses were obtained through a similar, yet, slightly
different image processing scheme. Like the CH-PLIF images and those used to gen-
erate the high-resolution overlap-layer images, the CH2O- and OH-PLIF images used
to produce preheat layer images were binned 2 × 2 to an array size of 512 × 512
pixels. Since the FOVs imaged by these CH2O- and OH-cameras were approximately
33 mm (tall) × 40 mm (wide) implies that the area of each of their super pixels was
approximately 64 × 78 µm2. One difference between the processing of the CH2O-
and OH-PLIF images used to produce preheat layer images (see Section 2.2.2.3) and
those used to generate high-resolution overlap-layers was that, in the former, flat-
field corrections were applied and laser sheet corrections were based on average LIF
signals (i.e. as was the case for the CH-PLIF images). Another difference was that
after invoking Eq. 3.1 to remove background signals, but prior to registration and
multiplication, an additional percentage (5% for CH2O and 1% for OH) of the global
maximum value in each image was subtracted from that image. Local thresholding
was also applied to these images (i.e. steps (1)–(3) above), which removed any re-
maining OH- and CH2O-LIF signal that was below 8% of a local maximum value.
The reason a value of 8% was chosen for this was because, as Fig. 2.8 indicates,
concentrations of OH and CH2O below 8% of their respective local maximum values
do not contribute to the FWHM of the overlap-layer. Furthermore, the reason this
additional subtraction/thresholding was required is because simply subtracting aver-
age background fields in the manner described in Eq. 3.1 did not remove all of the
background signal from these images. This latter point is illustrated and discussed
in Appendix B.
After the aforementioned processing was applied to the CH2O- and OH-PLIF im-
ages they were filtered (same as for the high-resolution overlap-layers) and registered
to one another. This registration process was carried out in the same manner as
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that described in Section 3.1.1 and was again deemed accurate to within one pixel
(i.e. ∼71 µm). Following those steps, the CH2O- and OH-PLIF images were mul-
tiplied together to produce overlap-layers, which were subsequently thresholded to
50% of their local maximum values. Once these overlap-layers were produced and
thresholded, the CH2O-PLIF images used to generate them were locally thresholded
(via steps (1)–(3) above) such that signal below 35% of a local maximum value was
removed. Then the regions of the thresholded overlap-layers that laid on top of the
CH2O layers were removed from them so that only the preheat layers remained (see
Section 2.2.2.3 for the preheat layer definition invoked in this dissertation). These
preheat layers were then binarized, their skeletons were identified, and the thickness
at each skeletal-point was determined as it was was for the reaction layers. Addi-
tionally, like the reaction layers, the average preheat layer thickness of a case was
represented by the most probable value of the PDF of preheat layer thicknesses ac-
cumulated over each skeletal-point and image in that case. Since each preheat layer
image contained ∼2,500 skeletal-points and 300 images were collected for each case,
those PDFs were derived from over 600,000 data points.
3.2 Reliability of PLIF processing schemes
To assess the reliability of the previously described algorithm, it was first applied
to laminar flame measurements. Specifically, the thicknesses obtained from applying
the algorithm to those measurements, which are listed in Table 2.2, were compared
to thicknesses derived from manual profiles taken normal to the preheat and reaction
layers of those flames. Sample PLIF images from laminar flames with φ = 1.05 and
profiles taken normal to their layers are depicted in Fig. 3.4.
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Figure 3.4: (a) Sample laminar images acquired with φ = 1.05. (b) Profiles taken
along the white line in the CH2O/OH/overlap series of PLIF images. (c)
Profile of CH-LIF signal taken from the white line in the sample CH-PLIF
image.
As Fig. 3.4 suggest, the thicknesses derived from the manually acquired profiles
were fairly consistent with the values obtained via the algorithm outlined above.
In fact, the percent difference between the average of thicknesses acquired from 10
to 20 of such profiles and those listed in Table 2.2 was ∼5%. This indicates that
the aforementioned processing steps are a reliable means by which average preheat
and reaction layer thicknesses can be extracted from PLIF images in an automated
fashion.
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3.3 Uncertainties for the PLIF measurements
Beyond the reliability of the processing schemes outlined above, there are several
factors that limit the accuracy of measuring the preheat and reaction layer thicknesses
of the flames considered in this dissertation. The main three factors (i.e. sources of
uncertainty) include: finite resolution limits (briefly discussed in Section 2.2), non-
ideal background subtractions, and the fact that a 2-D technique is used to measured
a 3-D value (i.e 3-D effects). The relative errors associated with these limitations
are presented in Table 3.1, and the complex details of how they were determined
are described below. Based on the error estimates provided in Table 3.1, it is likely
that the true thicknesses of the preheat, CH-, and overlap-layers were not fully re-
solved. However, to the best of the authors’ knowledge, no experimental studies have
been performed in which the imaging systems were capable of fully resolving laminar
preheat (based on CH2O-PLIF), CH-, and overlap-layers without any specific post-
processing schemes. Moreover, significant insight can be gained by comparing the
thicknesses measured from the turbulent cases to those acquired from laminar flames,
which is done in Section 4.3.
Error type Overlap CH preheat
Finite resolution (%) 17 38 24
Background Subtractions (%) 14 3 6
3-D effects (%) 3 6 5
Table 3.1: Relative errors in determining the Overlap-, CH-, and preheat layer thick-
ness as a result of finite resolution limits, non-ideal background subtrac-
tions, and 3-D effects.
3.3.1 Finite resolution limits
As mentioned in Section 2.2, the in-plane resolutions of the imaging systems
used to acquire the overlap, preheat, and CH-PLIF images were characterized by
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the FWHM of the line spread functions (LSFs) associated with those imaging sys-
tems. Since overlap images are obtained by taking the product of CH2O- and OH-
PLIF images, directly determining the FWHM of the LSF associated with them is
not trivial. Thus, we chose to represent the FWHM of the LSF associated with the
overlap images as the larger of the two associated with the high-resolution OH- and
CH2O-PLIF imaging systems. To determine those values, we first used a scanning
knife-edge technique [138–140] to obtain the discrete step response functions (SRFs)
associated with the OH- and CH2O-PLIF imaging systems. As was pointed out in
Refs. [139, 140], one can obtain the LSF for an imaging system by differentiating the
SRF for that system. However, because differentiation of discrete values can be rather
noisy, here, as in Refs. [139, 140], an error function was fit to the SRFs and the LSFs
were obtained by differentiating those fit functions. The SRFs, the functions fit to
them, and the resulting LSFs for the high-resolution CH2O- and OH-PLIF imaging
systems are provided in Fig. 3.5a and 3.5b, respectively.
Figure 3.5: (a) SRF, an error funcntion fit to it, and the resulting LSF for the high-
resolution CH2O-PLIF imaging system used to generate overlap-layers.
(b) SRF, an error funcntion fit to it, and the resulting LSF for the high-
resolution OH-PLIF imaging system used to generate overlap-layer.
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Based on Fig. 3.5, it is apparent that the OH-camera system possessed a slightly
wider LSF than the CH2O-camera system. Thus, the resolution of the overlap-layer
images was taken to be the FWHM of the LSF associated with the OH-camera system,
which was 150 µm.
Since CH2O-LIF signals were used to mark the preheat layers of the flames con-
sidered here, the in-plane resolution of the preheat layer images is taken to be that
of the CH2O-PLIF images used to generate them (see Section 2.2.2.3). The FWHM
of the LSF associated with this CH2O-PLIF imaging system was determined by com-
paring a profile derived from a target image acquired with it to one derived from a
target image taken with a high-resolution camera (Redlake EC16000) that was oper-
ated close to one-to-one (i.e. its resolution was ∼7.4 µm). The target images from
the high-resolution and CH2O-PLIF imaging systems, as well as the profiles obtained
from them are provided in Figs. 3.6a, 3.6b, and 3.6c, respectively.
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Figure 3.6: (a) Target image obtained with a high-resolution camera (Redlake
EC16000) operated close to one-to-one (i.e. its resolution was ∼7.4 µm).
(b) Target image acquired with the CH2O-PLIF imaging system used to
obtain preheat layer images (see Section 2.2.2.3). (c) A plot of profiles
obtained by averaging over the vertical direction in the red rectangles in
(a) and (b).
It is clear from Fig. 3.6c that the profile from the high-resolution target image is far
sharper than the one from the target image acquired with the CH2O-PLIF imaging
system. However, as Fig. 3.6c shows, after applying a Gaussian blurring filter with
a standard deviation (σsd) of 12 pixels (i.e. ∼89 µm) to the high-resolution target
image, the profile obtained from it becomes very similar to the one from the CH2O-
PLIF imaging system. Because that Gaussian blurring filter represents a convolution
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between the image and a Gaussian function with the user defined σsd, that Gaussian
function behaved like a LSF (see Refs. [139, 140]). Thus, the input σsd that yields
the best match between these profiles can provide an estimate for the FWHM of the
LSF associated with the CH2O-PLIF imaging system. Since, as Fig. 3.6c indicates,
applying a Gaussian blurring filter with σsd = 89 µm to the high-resolution image
generated profiles that closely matched those from the CH2O-PLIF imaging system,
the FWHM of the LSF associated with the latter is estimated to be 210 µm (i.e.
FWHM = 2.35σsd).
The FWHM of the LSF associated with the CH-PLIF imaging system was ob-
tained by considering the signal from small dust particles in the images. Recall that
the CH-PLIF imaging technique implemented here is a resonant one, thus Mie scatter-
ing signal from small dust particles occasionally appeared in the PLIF images. Since
those dust particles were much smaller than the resolution of the CH-PLIF imaging
system (e.g. they were ∼0.5 µm in diameter), their resulting signals provided an ap-
proximation of the point spread function (PSF) associated with that system [139]. As
was pointed out in Refs. [139, 140], the LSF is simply the integral of the PSF (see Eq.
11 of Ref. [140]). Therefore, as Fig. 3.7 illustrates, the FWHM of the LSF associated
with the CH-PLIF imaging system was determined by: 1) integrating the signal from
small dust particles over one direction; 2) subsequently fitting a Gaussian function
to the results of that integration; and 3) identifying the FWHM of those Gaussian
functions. This process was conducted for a total of 30 separate dust particles, and
the FWHMs of their LSFs were averaged to yield a single value for the CH-PLIF
imaging system, which was 190 µm.
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Figure 3.7: Image demonstrating how the LSF was determined from the CH-PLIF
measurements.
According to Wang and Clemens [140], if one knows the FWHM (or standard
deviation) of the LSF associated with their imaging system they can estimate the
relative error in determining the thickness of a particular layer imaged with that
system. Specifically, by using laminar CH- and overlap-layer thicknesses acquired
from profiles taken normal to those layers2 (e.g. as in Fig. 3.4), the FWHM of the
LSF values in Table 2.4, and a modified version of Eq. 43 in Ref. [140], the relative
error in determining the laminar CH- and overlap-layer thicknesses, as a result of finite
resolution limits only, were found to be ∼38% and ∼17%, respectively. Because this
method assumes that the layer in question is approximately Gaussian, it cannot be
2Note that because determining the FWHM of the LSFs from the aforementioned methods does
not account for effects of filtering (i.e. median and level-set filtering), the thicknesses used to
determine the relative errors were based on the FWHM of profiles taken normal to the layers with
as little filtering as possible. The reason for using hand-drawn profiles rather than the algorithm
here is because the algorithm struggles to properly identify local maximum points and subsequently
threshold images when no filtering is applied.
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used to provide a direct estimate of the relative error in measuring the laminar preheat
layer thicknesses as they are defined here. However, because CH2O-LIF signals were
used to indicate the preheat layers of the flames considered in this study and because
the profile taken normal to a laminar CH2O-layer is approximately Gaussian (see
Figs. 2.3 and 3.4), the average FWHM of such profiles was used to approximate the
error associated with measuring the laminar preheat zone thicknesses. That relative
error was determined to be ∼24%.
3.3.2 Sensitivity to background subtractions
In addition to the relative errors stemming from finite resolution limits, those
resulting from the non-ideal background subtractions utilized in this study were also
estimated. That is, because average and not instantaneous background images were
subtracted from the raw CH2O- and OH-PLIF images (see Eq. 3.1), it is likely that
in many of the frames either too little or too much signal was removed. Moreover, in
the case of the CH-PLIF images, a single value based on average background signal
levels, rather than actual background images, was subtracted, and thus that value
was like either too high or too low at various locations within each CH-PLIF frame.
Of course, since in this dissertation the thickness of preheat and reaction layers are
based on thresholding with respect to a local maximum value, imperfections in the
background subtractions can impact the results.
To assess the sensitivity of thicknesses to varying levels of background subtrac-
tion, the percent increase (decrease) between thicknesses acquired from normal layers
(again using hand drawn profiles as in Fig. 3.4) and those taken from layers wherein an
additional amount of signal was subtracted (added) were determined. This additional
amount was set to the total average standard deviation of the signal in the background
images used to generate the background fields. For example, for the high-resolution
CH2O-PLIF images used to generate overlap-layers, the sum of the standard devia-
72
tions associated with IFB, IL, and ID, was ∼40 counts. For those CH2O-PLIF images,
40 counts was ∼2% of the average CH2O-LIF signal within them. Note, that in gen-
eral, the percent of the average signal added or subtracted was between 1% and 3% of
the average signal in their respective images. Also, because background images were
not subtracted from the CH-PLIF images, the additional amount added/subtracted
was set to twice the standard deviation of the background signal in regions void of
CH-LIF signal. Again, these values were ∼3% of the average CH-LIF signal in those
images. The percent increase/decrease values (which were typically within 1% or 2%
of each other) determined from the aforementioned process are listed in Table 3.1.
As can be seen, these values are between 3% and 14%, where the latter is for the
overlap-layer thickness. It is somewhat expected that the overlap-layers would be the
most sensitive to variations in background subtractions since the CH2O- and OH-LIF
signals that contribute to them are generally relatively low (see, for example, Fig.
3.4).
3.3.3 Error from 3-D effects
The final source of error considered in this study is that which stems from using a
2-D technique to measure an inherently 3-D quantity (i.e. preheat and reaction layer
thicknesses). The thicknesses that are measured are merely the projection of the 3-D
flame front onto a 2-D image, and thus are a function of the laser sheet thickness
(δLS) and the flame crossing angle (α). A sketch depicting this issue is provided in
Fig. 3.8.
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Figure 3.8: Sketch depicting the relationship between the actual 3-D thickness of a
flame and that which is actually measured from a 2-D image.
The relationship between the 2-D flame thicknesses (δF,L, 2D) acquired from the images








Notice that when setting α = 90◦ in Eq. 3.2, one finds that δF,L,2D = δF,L,3D as
expected. While α generally equals 90◦ in steady laminar flames, this is not the
case once turbulence is intruded. In fact, since δF,L,2D ≥ δF,L,3D, the average 2-D
thicknesses determined in turbulent flames are often larger than the actual average
3-D thicknesses.
As mentioned in Section 3.1.1, the results of Dinkelacker et al. [7] suggest that one
can minimize the discrepancy between the average 2-D thickness and the average 3-D
thickness by using the most probable value of a 2-D thickness PDF to represent its
average. This can be demonstrated analytically by considering normal distributions of
δF,L,3D and α, where the average of those distributions are set to an average laminar
layer thickness and 90◦, respectively. Specifically, by plugging the values of those
distributions into Eq. 3.2, one can generate a PDF of values for δF,L,2D. An example
of such a PDF is presented in Fig. 3.9a, while the normal distributions of δF,L,3D and
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α used to generate it are exhibited in Figs. 3.9b, and 3.9c, respectively.
Figure 3.9: (a) Simulated PDF of thicknesses based on Eq. 3.2 and considering nor-
mal distrobutions of thicknesses (b) and angles (c) with standard devia-
tions of 0.01 mm and 20◦, respectively.
As can be seen, the PDF of δF,L,2D takes on a log-normal distribution, and hence
the average value of this distribution is larger (up to ∼17%) than its most probable
value (δMP ). Yet, since the actual average 3-D thickness of the layer considered in
constructing the PDF in Fig. 3.9a is known, we can compare that value to the δMP of
that PDF. Clearly, δMP is a much better approximation of the average 3-D thickness
than the average value of the PDF in Fig. 3.9a. To demonstrate that this approxima-
tion extends to the actual measurements, sample PDFs of measured preheat, overlap-
and CH-layer thicknesses from Cases 1A-1.05 and 6A-0.85 are provided in Figs. 3.10a
– 3.10f. Upon comparing Figs. 3.10a – 3.10f to Fig. 3.9a, it is apparent that the actual
measured thickness distributions closely mimic the simulated one. For this reason,
the most probable values of the 2-D thickness PDFs derived from the measurements
were used to represent the average thickness values for each case.
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Figure 3.10: Sample PDF of preheat, overlap-, and CH-layer thicknesses from Case
1A-1.05 acquired from the lowest zones for each of those diagnostics in
(a) – (c), respectively. Sample PDF of preheat, overlap-, and CH-layer
thicknesses from Case 6A-0.85 acquired from the 2nd lowest zones for
each of those diagnostics in (d) – (f), respectively.
While this approach certainly minimizes discrepancies between average measured
δF,L,2D values and the actual average δF,L,3D value, it does not eliminate them entirely.
Thus, to estimate the remaining uncertainty, PDFs like the one in Fig. 3.9a were
generated by considering: 1) a Gaussian distribution of thicknesses with means set
to the average measured layer thicknesses in Table 2.2 and standard deviations of
0.01 mm (which is approximately the standard deviation of the measured laminar
overlap-layer thickness); 2) the laser sheet thicknesses in Table 2.4; and 3) a Gaussian
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distribution of crossing angles with a standard deviation of 45 degrees. Specifically,
the relative uncertainty estimates provided in Table 3.1, which range from 3% to 6%,
represent the percent difference between the most probable value of those simulated
PDFs and the known layer thicknesses in Table 2.2. Of course, such an approach is
merely approximate; however, it does account for variations between the thicknesses
of the separate layers as well as the varying sheet thicknesses used to measure them.
3.4 Rayleigh scattering measurement details
This section presents details regarding the conversion of Rayleigh scattering im-
ages into temperature field images and then provides a quantification of the resolution
and uncertainty in these measurements.
3.4.1 Converting Rayleigh scattering signal into temperature
As mentioned in Section 2.2.2.3, many studies (see, for example, Refs. [2–7,
11, 13, 17–19, 111, 124, 134, 135]) have implemented Rayleigh scattering imaging
to acquire temperature images from a wide range of flames. Accurately converting
Rayleigh scattering images to temperature field images requires some effort though.
The ability to perform this conversion rests on the principles of laser-based Rayleigh
scattering [136, 144, 145] and the assumptions that: 1) the ideal gas law accurately
describes the flow in question; and 2) that the pressure (P ) is uniform throughout
that flow. Rayleigh scattering theory describes the elastic scattering of light from
particles with diameters that are much smaller than the wavelength of the incident
radiation (e.g. from a laser) [136, 144, 145]. Under practical laser-based techniques
(e.g. using the visible and ultra-violet (UV) outputs from pulsed Nd:YAG lasers)
atoms and molecules constitute as such particles (i.e. their diameters are O(10−1)
nm); thus, Rayleigh scattering signal can be acquired from a gas subjected to a
sustained electromagnetic field (e.g. laser light).
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The intensity of Rayleigh scattering signal (IRay) as a result of incident laser
radiation through a gas is described by the following equation [134]:
IRay = CoptIincN0σmix, (3.3)
where Copt is a constant that incorporates factors relating to the efficiency of the optics
and the collection volume, I inc represents the intensity of incident laser light, N0 is
the number density of the gas, and σmix signifies the mixture-averaged differential
Rayleigh scattering cross-section of the gas (see below for details). If the ideal gas law
(N0 = P/kT , where k is the Boltzmann constant, and T represents the temperature)










In order to utilize Eq. 3.5 to convert Rayleigh scattering signal acquired from a flame
to temperature, P and Copt must be accounted for. As mentioned above, the former
is typically achieved by assuming that the pressure is constant throughout the flame
and equal to that of the ambient environment. This, of course, is a fairly reasonable
assumption for low Mach number flames that are open to the atmosphere, such as
the ones considered in this dissertation. To account for Copt, the Rayleigh scattering
signal obtained from a flame is typically normalized by such signal acquired from
a gas of known temperature and composition with the same optical configuration.
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With this normalization, and assuming that P is the same in the flame and reference








where TF is the measured temperature of the flame, T ref is the known temperature
of the reference gas (which is generally the same as that of the reactants within the
flame), Iref and IF indicate the Rayleigh scattering signal intensities acquired from
the reference gas and flame, respectively, EL is the ratio of incident laser intensity
between instances in which Iref and IF were obtained, and finally σF and σref are
the mixture-averaged differential Rayleigh scattering cross-sections for the flame and
the reference gas, respectively.
In this dissertation, a slightly modified version of Eq. 3.6 was employed to convert
Rayleigh scattering images to temperature field images. Specifically, the equation
used here, which is similar to that employed by Yuen and Gülder [4] and Tamadonfar





IA − (ID + IS)
IF − (IFB + IS)
, (3.7)
where the reference image (IA) was taken to be the average of 100 Rayleigh scattering
images acquired in air (hence the “A,” instead of “ref ,” subscripts) just downstream
of the burner at a temperature of T0, which was measured with a thermocouple. The
terms ID and IFB in Eq. 3.7 are the same as those in Eq. 3.1, while the term IS
represents an average scattering background image. Here, as in Ref. [146], IS was
determined by acquiring Rayleigh scattering images in uniform fields of both air and
helium and extrapolating to a zero Rayleigh scattering cross section. Note that the
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average signal level in IS was ∼40 counts, which is ∼2% of the average signal in IA.
A final note regarding Eq. 3.7 is that the term EL was based on the ratio of relative
laser intensity (determined from the photodiode shown in Fig. 2.9) between each
single-shot Rayleigh scattering image in the flame and the average intensity taken
over the 100 images used to generate IA; note that the value of this term was never
less nor greater than 0.94 and 1.06, receptively.
The mixture-averaged differential Rayleigh scattering cross-sections for the ref-


















where subscripts “A” and “F” indicate terms associated with air and the flame,
respectively, and σi and χi represent the Rayleigh scattering cross-section and mole
fraction of the ith species, respectively. A total of 4 (i.e. N2, O2, CO2, and Ar) and
17 species were considered when determining σA and σF , respectively. These species
as well their Rayleigh scattering cross sections are listed in Table 3.2. The individual
Rayleigh scattering cross-sections listed in Table 3.2 were determined via the manner
outlined in Ref. [145]. Namely, for nearly every species considered, the following
equation was solved:
σi = σV V + σV H = (1 + ρν,i)












Species σi/σN2 ρν,i (× 10
2)‡ ai (× 10
12)‡‡ bi (× 10
6)‡‡
N2 1 1.0612 562.45 1.9097
O2 0.859 2.9434 380.37 1.4334
CO2 2.427 4.0798 686.50 1.5571
Ar 0.865 0 520.33 1.8768
H2O-vapor 0.695 0.03 291.48 1.1869
CH4 2.134 0.02 559.53 1.2964
CO 1.245 0.5132 404.39 1.2356
H2 0.216 0.9044 187.53 1.3783
OH 1.486 0 105.76 0.3209
C2H4 5.803 1.2411 603.59 0.8721
He 0.013 0 134.89 3.893
HCN 1.689 0 488.79 1.2734
H 0.148 0 87.47 0.7839
NO 0.983 0 393.40 1.3648
O 0.171 1.54 71.63 0.6049
CH3
† 1.577 0 525.39 1.4124
CH2O
†† 1.990 0 - -
Table 3.2: Chemical species and their differential Rayleigh scattering cross sections
used to determine σA and σF .
‡ The depolarization values (ρν,i) were taken
from Table A.5 of Ref. [37]. ‡‡ The ai and bi values were taken from Table
1 of Gardiner et al. [38]. † Information for CH3 was acquired from Table 2
and Table A.5 of Refs. [38] and [37], respectively. †† Information for CH2O
was acquired from Table A.5 of Ref. [37].
where σV V and σV H represent the Rayleigh scattering cross sections corresponding
to vertically polarized incident laser light (i.e. as was the case in this study) and the
resulting vertically and horizontally polarized scattering signals, respectively, λinc is
the wavelength of the incident laser light (which was 532 nm in this study), ρνi is
the depolarization for specie i, and n0 is the index of refraction. In order to solve
Eq. 3.10, the values of ρν,i were taken from Table A.5 of Ref. [37] and the quantity
(n0 − 1)i was determined for each species based on the following equation:






where ai and bi were taken from Table 1 of Gardiner et al. [38]. The only species
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for which σi was not determined from Eqs. 3.10 and 3.11 was CH2O; instead, its
differential Rayleigh scattering cross section was taken to be that which is listed in
Table A.5 of Ref. [37].
The method outlined above for determining the σi values is relatively insensitive
to temperature variations across the flames considered here [145], thus it holds true in
both their reactant and product fields. However, mole fractions of species obviously
change quite considerably across a flame front. Hence, Eq. 3.9 implies that σF is not,
in general, constant through a flame. To account for any variations in σF , the species
mole factions from the CHEMKIN simulations described in Section 2.1 were used
to generate mapping relations between σF and the temperature through simulated
laminar flames. These mapping relations are displayed in Fig. 3.11, which plots
σF/σA as function of the temperature through simulated laminar flames with the
three equivalence ratios considered in this dissertation.
Figure 3.11: Ratio of the mixture-average Rayleigh cross-section as a function of tem-
perature.
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Based on Fig. 3.11 it is apparent that the ratio σF/σA does not drastically change
through the flames considered here (i.e. less than ∼8%). However, this variation
was still accounted for by solving Eq. 3.7 in an iterative fashion. Specifically, the
temperature images were determined via the following steps.
1. First, Eq. 3.7 was solved with the value of σF/σA being based on the reactants
of the flame in question (i.e. the left most points of the functions in Fig. 3.11).
2. The result of step 1 and the mapping function in Fig. 3.11 were then used to
update the value of σF/σA.
3. The updated value of σF/σA from step 2 was then utilized to adjust the tem-
perature image obtained from step 1.
4. Finally, steps 2 and 3 were iterated until the percent difference between temper-
ature images from successive iterations was less than a percent, which usually
only took 3 to 4 iterations.
The only additional processing applied to the results of those steps was 3 × 3 median
filtering, which helped reduce salt-and-pepper noise.
One assumption inherent to the iterative process outlined above, however, is that
the mapping relation derived from laminar flame simulations holds true for the ex-
tremely turbulent flames considered in this dissertation. While the validity of this
assumption is still an unanswered question facing the combustion science community,
there is a growing body of evidence that suggests such an assumption does in fact
capture the average structure (i.e. the distribution of chemical species within tem-
perature space) of highly turbulent premixed flames [31, 147, 148]. Thus, iteratively
solving Eq. 3.7 with the above mapping relation appears to be reasonable.
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3.4.2 Resolution and uncertainty of Rayleigh scattering measurements
The in-plane resolution of the Rayleigh scattering measurements was determined
in the same way as those corresponding to the high-resolution CH2O- and OH-PLIF
images. Namely, the scanning knife-edge technique outlined in in Refs. [138–140] was
used to obtain the discrete SRF for the Rayleigh imaging system. An error function
was fit to that SRF and subsequently differentiated to yield the LSF associated with
that imaging system. This SRF, the function fit to it, and the resulting LSF are
provided in Fig. 3.12.
Figure 3.12: Measured SRF, the function fit to it, and the resulting LSF associated
with the Rayleigh scattering imaging system.
As Fig. 3.12 indicates, the FWHM of the LSF associated with the Rayleigh scattering
imaging system is 64 µm, which is taken to represent its in-plane resolution. The out-
of-plane resolution for the Rayleigh scattering images (i.e. the laser sheet thickness)
was determined to be 160 µm (FWHM) by scanning a knife-edge through the laser
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sheet and monitoring the relative laser intensity with a photodiode. Thus, the out-
of-plane resolution represents the limiting spatial resolution of this diagnostic.
The uncertainty in the Rayleigh scattering measurements was determined by com-
paring measured results from a laminar flame with φ = 0.85 to those acquired from a
CHEMKIN simulation with same φ (see Section 2.1 for simulation details). In order
to make these comparisons at more than one location with respect to the flame front,
the progress variable (c) was used as mapping relation between the measured and





where T0 and Tp represent the reactant and product temperatures, respectively. To
determine the percent differences between the measured and simulated results three
profiles, which are shown in Fig. 3.13, were obtained from the laminar temperature
field images.
Figure 3.13: (a) Sample temperature image from a laminar flame with φ = 0.85. The
white lines in (a) represent the paths from which the profiles in (b) were
derived from. Note that “P1” stands for “Profile 1,” etc.
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Once those profiles were obtained, a progress variable based on Eq. 3.12 was deter-
mined for each of them as well as the simulated results. A plot of temperature as a
function of c for each of those profiles and the simulated results are provided in Fig.
3.14.
Figure 3.14: (a) Temperature from the three profiles in Fig. 3.13 as well as the
CHEMKIN simulation plotted as a function of c. (b) The percent dif-
ferences between the measured profiles and the simulated profile in (a)
as a function of c.
Based on Fig. 3.14a, it is apparent that the variation between the measured and
simulated data increases as one traverses the flame front (i.e. from the reactants to the
products). Specifically, the percent differences between the measured and simulated
results, which are plotted as a function of c in Fig. 3.14b, increase from ∼5% in the
reactants to ∼32% in the products. A portion of this error stems from the fact that,
rather than actually being measured, many of the rate coefficients within the chemical
mechanism utilized in the CHEMKIN simulation were merely “tuned” to give accurate
ignition delay times and SL values. Yet, most of this error is likely a result of the non-
ideal background subtractions, which were implemented in the fashion described by
Eq. 3.7. For instance, though we attempted to account for the background scattering
with IS, determining that image required a slightly different burner configuration
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than was used to generate the laminar and turbulent flames. Thus, the background
scattering many not have been exactly the same between the separate setups, which
likely contributed to the relative errors presented in Fig. 3.14b. Furthermore, it is
clear from Fig. 3.14b that the relative error between the measured and simulated
results is not the same for each profile (i.e. location in the laminar flame). A likely
and partial explanation for this is the fact that the simulation represented a very
idealized situation in which a 1-D flame was freely propagating though a premixed
fluid void of any boundary disturbances. This, of course, is not the case for the laminar
flame the measurements were made in, which was likely subjected to slight degrees
of stretch and was potentially affected by its surrounding environment. However, it
is quite possible that the non-ideal background subtractions also contributed to the
variations in the percent difference values determined for the separate profiles.
Though the relative error plotted in Fig. 3.14b was derived from a single image
(i.e. Fig. 3.13a), all of the images acquired in that data set are very similar. Namely,
the average standard deviation taken over that whole data set at a given pixel within
the reactants and products is ∼10 K and ∼50 K, respectively (i.e. the precision was
∼3%). Thus, the relative error in Fig. 3.14b serves to represent that of the Rayleigh
scattering measurements in general. While the relative error between the simulated
and measured results is quite high in the product field, that within the preheat zone
region, which is the primary region of interest concerning the Rayleigh measurements
in this dissertation, is a bit more reasonable. In general, the preheat zone is marked
by 0.2 < c < 0.4 [2, 4, 5, 7]. Thus, the relative uncertainty of the Rayleigh scattering
measurements made here is taken to be ∼23%, which is the worst case error at c ≈ 0.3
in Fig. 3.14b.
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3.5 Verification of preheat zone imaging
The notion that CH2O-LIF signals serve as a marker of the preheat zone in tur-
bulent premixed methane–air flames has been invoked in many experimental studies
[17–19, 22, 111, 124, 149, 150]. Yet, to the best of the author’s knowledge, sup-
port for this notion has primarily been derived from chemical kinetic mechanisms
(e.g. GRI-Mech 3.0 [34]), qualitative observations from experiments [17–19, 21], and
results from numerical flamelet simulations [21]. Therefore, to provide more substan-
tial support for the notion that CH2O-LIF signals mark the preheat region within
turbulent premixed methane–air flames, particularly those subjected to extreme lev-
els of turbulence, both qualitative and quantitative comparisons are made between
simultaneously acquired preheat and Rayleigh scattering images.
Such comparisons were made in three separate cases, which included a laminar
flame with φ = 0.85 and two turbulent cases: Case 1A-0.85 and Case 6A-0.85. Note
that only images from Z1PH (see Fig. 2.2) were considered when making these
comparisons in the turbulent cases. Sample images from the laminar flame and those
cases are presented in Figs. 3.15 – 3.17, respectively.
Figure 3.15: Sample preheat and temperature images from a laminar flame with φ =
0.85. The black and blue colors in the temperature field image represent
regions that are below and above 340 K, respectively. The gray line in
the preheat and temperature images indicate the paths along which the
plot to the right was derived from.
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Figure 3.16: Sample preheat and temperature images from Z1PH of Case 1A-0.85.
The white lines superimposed on the temperature images indicate the
boundaries of the preheat layers. The black and blue colors in the tem-
perature field images represent regions that are below and above 330
K, respectively. The gray lines in the preheat and temperature images
indicate the paths along which the plots to the right were derived from.
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Figure 3.17: Sample preheat and temperature images from Z1PH of Case 6A-0.85.
The white lines superimposed on the temperature images indicate the
boundaries of the preheat layers. The black and blue colors in the tem-
perature field images represent regions that are below and above 330
K, respectively. The gray lines in the preheat and temperature images
indicate the paths along which the plots to the right were derived from.
The straight gray lines in Figs. 3.15 – 3.17 identify the paths from which the informa-
tion in the plots on the right hand side of each figure was derived. Furthermore, the
white lines superimposed on the temperature images in the figures from the turbulent
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flames mark the boundaries of the corresponding preheat layers. Based on the plot
in Fig. 3.15, it is apparent that the preheat layer derived from the CH2O-LIF signal
(i.e. see Sections 2.2.2.3 and 3.1.2 for details) marks an elevated temperature region
within that laminar flame. Specifically, the edges of the preheat layer taken from
the specific path in Fig. 3.15 correspond to temperatures of ∼450 K and ∼1200 K.
Likewise, the plots in Figs. 3.16 and 3.17 indicate that the preheat layers along the
specific trajectories for those turbulent flames span a range of temperatures bounded
by ∼350 K and ∼1100 K. Beyond those specific trajectories, it is rather apparent
from the white lines in the temperature images of Figs. 3.16 and 3.17, which clearly
isolate blue and teal regions (i.e. regions in which the temperature falls between
330 K and ∼1100 K), that the preheat layers based on the CH2O-LIF signal track
elevated temperature regions throughout the entire flame. Thus, from a qualitative
stand point, Figs. 3.15 – 3.17 imply that the definition invoked here for identifying
preheat layers is robust.
However, to provide quantitative experimental support for this notion, the prob-
ability distributions of temperatures along the preheat layer boundaries were deter-
mined from a total of 100 images taken from the three specific cases considered here.
These distributions are plotted in Fig. 3.18.
Figure 3.18: PDFs of the temperature along the edges of the preheat layers within:
(a) a laminar flame with φ = 0.85; (b) Case 1A-0.85; and (c) Case
6aA-0.85.
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All three subplots in Fig. 3.18 exhibit two distinct peaks, one at lower (∼370 K)
and another at higher temperatures (∼1100 to ∼1300 K). Clearly, the former corre-
spond to the upstream edges of the preheat layers, while the latter represent their
downstream edges. It is interesting that in all three cases considered here, even the
laminar case, the distributions of temperature at the downstream edges are much
broader than those at the upstream edges. Furthermore, based on Fig. 3.18 it ap-
pears that turbulence has a greater effect on the temperature distributions at the
downstream edges than at the upstream edges, since the downstream distributions
are significantly broader in the turbulent cases.
In order to characterize the range of temperatures over which the preheat layers
were most likely to exist, the most probable temperature values of the two peaks
were identified and are labeled in Fig. 3.18. Based on these temperatures, it is
apparent that the preheat layers (as defined here) typically reside within a range of
temperatures that spans from ∼350 K to ∼1200 K. Quite strikingly, this range is even
consistent between the laminar flame and one of the most turbulent cases considered
in this dissertation (i.e. Case 6A-0.85). While the upstream edges of these preheat
layers reside in a lower temperature region than is expected from a laminar flame
simulation (e.g. Fig. 2.8), it is apparent that they do lie within regions where the
local temperature is elevated above that of the incoming reactants. Additionally, since
the probability of finding downstream preheat layer edges above ∼1400 K is quite low,
the majority of them are situated below the theoretical crossover temperature (i.e.
the temperature that separates reactants and products) associated with premixed
methane–air flames (i.e. 1500 K [1]). Therefore, it is apparent that preheat layers
based on thresholded CH2O-LIF signals bound regions of elevated temperature that
do not incorporate those associated with the primary reaction zones. Furthermore,
this fact is observed to be true for both laminar and extremely turbulent flames.
Thus, the qualitative and quantitative results presented in this section demonstrate
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that thresholded CH2O-LIF signals serve as robust surrogates for marking the preheat
layers of the flames considered in this dissertation.
3.6 Robustness of reaction layer imaging
In this section, results from a recent study (i.e. Ref. [132]), which focused on
a subset of the data collected in this dissertation, are presented in order to demon-
strate the robustness of the reaction layer visualization techniques implemented here.
Specifically, overlap- and CH-layer data from Cases 2A-1.05, 3A-1.05, 4A-1.05, and
5A-1.05 (see Table 2.1 for details), are compared to show that both techniques provide
consistent results, which, based on Fig. 2.8, is expected. The particular parameter
that is compared is the flame surface density (FSD, Σ), which represents the average
flame-surface area per unit volume. As was briefly mentioned in Section 1.4, the
FSD is often used in numerical models of turbulent premixed combustion to close the
average chemical source terms [76, 77, 79]. The reason for this is that the integral
of Σ is related to the total surface area of a wrinkled flame front, and thus, under
the flamelet assumption, it is also proportional to the turbulent burning velocity (ST )
[73, 91, 151, 152]. For this reason and because Σ is a statistical quantity [78, 79] (i.e.
it is based on the average flame surface area within an appropriately sized volume),
its distribution for a specific flame should be the same regardless of the diagnostic
used to visualize the flame front. Thus, if the layers obtained from the CH- and
overlap-layer imaging techniques implemented here are properly, or at least consis-
tently, tracking flame fronts, the spatial distributions Σ derived from them, as well
as the integrated values of those distributions, should be similar.
In general, the FSD is a 3-D quantity; however, since only 2-D reaction layer
information was obtained from the CH- and overlap-layer techniques, here the FSD







where ∆L is the ensemble-averaged length of a flame front within an interrogation
box of size ∆x. Here, ∆x was taken to be 16 pixels, which corresponds to 0.91 mm
in the overlap-images and 1.5 mm in the CH-images. To compute ∆L, the number of
skeletal-points that lied within the interrogation box were identified and that value
was subsequently divided by the width of the skeleton (i.e. 1 pixel). Computing ∆L in
this way eliminates bias caused by differences in the average reaction layer thicknesses
and it also reflects the assumption made when FSD is used to model reaction rates
(i.e. that the flame front is infinitely thin [73, 76, 77, 151, 152]).
To provide a fair comparison between FSDs determined from the overlap-layer and
CH-PLIF images (ΣOL and ΣCH , respectively), the CH-PLIF dataset was reduced by
only considering every 10th imagine (i.e. a total of 409 images were used to compute
ΣCH for each case listed above). Qualitative comparison between ΣOL to ΣCH are
based on radial profiles acquired from two separate axial locations above the burner,
namely, one with x = 42 mm and another with x = 47 mm. The reason for choosing
these specific axial locations is because, as Fig. 2.2 depicts, Z1CH and Z2CH overlap
within that region. Therefore, at those axial locations, an estimation of the uncer-
tainty in determining ΣCH from two independent samples can be acquired and used
to gauge the severity of any variations between ΣCH and ΣOL. Profiles of ΣOL to
ΣCH from the cases listed above are plotted in Fig. 3.19.
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Figure 3.19: Profiles of FSD acquired from Cases 2A-1.05, 3A-1.05, 4A-1.05, and 5A-
1.05 at two separate axial locations (x = 42 mm and x = 47 mm). The
dotted red lines indicated results derived from overlap-layers, while the
solid and dashed black lines represent profiles determined from CH-PLIF
measurements made in CHZ1 and CHZ2, respectively. Note that D =
21.6 mm, is the inner diameter of the nozzle at the Burner’s exit.
Based on Fig. 3.19, it is apparent that the radial profiles of ΣOL (dotted red
line) closely follow those of ΣCH from CHZ1 and CHZ2 (solid and dashed black lines,
respectively) for each case and axial location considered. The consistency between
profiles of ΣOL and ΣCH in Fig. 3.19, suggest, that both of these diagnostics pro-
vided qualitatively similar results. Yet, a more rigorous assessment can be made by
considering values obtained by integrating those profiles over the radial direction.






where x and r represent the axial and radial locations, respectively. According to
Refs. [128, 151] Ω is related to the degree of wrinkling associated with a flame front,
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and based on the discussion above, it also represents a portion of the average area of
a turbulent flame front [91]. The values of Ω determined for the profiles of ΣOL and
ΣCH from CHZ1 and CHZ2 in Fig. 3.19 (ΩOL, ΩCHZ1, and ΩCHZ2, respectively) are
provided in Table 3.3.
Case x (mm) ΩOL ΩCHZ1 ΩCHZ2
2A-1.05
42 2.49 2.93 2.48
47 2.64 3.24 2.65
3A-1.05
42 3.14 3.14 2.87
47 3.32 3.32 2.85
4A-1.05
42 3.34 3.43 4.01
47 3.39 3.61 3.64
5A-1.05
42 3.40 3.60 3.76
47 3.35 3.61 3.34
Table 3.3: Ω values obtained by applying Eq. 3.14 to the profiles in Fig. 3.19.
Upon inspection of the values in Table 3.3, one finds that the percent differences
between ΩOL and ΩCHZ1 range from 0.1% to 20.7%, while those between ΩOL and
ΩCHZ2 span from 0.4% to 18.2%. In comparison, those percent differences are no
greater than the ones between ΩCHZ1 and ΩCHZ2, which range from 0.1% to 20.2%.
Thus, the ΩOL values clearly agree well with both the ΩCHZ1 and ΩCHZ2 values derived
from the two axial locations and four cases considered here. Given the qualitative and
quantitative agreement between FSD-profiles in Fig. 3.19 and the computed values
of Ω in Table 3.3, respectively, it is apparent that the CH-PLIF and overlap-layer
imaging techniques implemented here provide consistent results. This fact, in con-
junction with the qualitative and quantitative structural results presented in the next
Chapter, lends support to the notion that the CH-PLIF and overlap-layer imaging
techniques employed in this dissertation are robust tools for visualizing reaction layers
in extremely turbulent premixed methane–air flames.
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CHAPTER IV
Preheat and Reaction Layer Structure
This Chapter presents both qualitative and quantitative results from applying the
diagnostic techniques described in Chapters II and III to the cases listed in Table
2.1. First, sample images of preheat and reaction layers are provided and their gen-
eral qualities are examined. Then quantitative thickness values are presented and
discussed. Following that discussion, a time sequence of CH-OH images is presented
to show the development of locally extinguished reaction layers.
4.1 Preheat zone structure
Sample preheat layers from eight different cases are presented in Fig. 4.1.
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Figure 4.1: Sample preheat zone images (i.e. CH2O-PLIF images). Case details are
provided above each set of panels. Note that D = 21.6 mm, is the inner
diameter of the nozzle at the Burner’s exit.
It is evident from Fig. 4.1 that as the turbulence intensity increases, the preheat
layers become extremely broad. In fact, in our most turbulent cases (cases 5 and 6)
the preheat layers are so broad that they fill the entire central core of the flame brush,
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particularly in the downstream regions of those flames. In addition to increasing
with turbulence intensity, the sample images provided in Fig. 4.1 also show that
the preheat zone thicknesses increase with axial distance from the burner. This
broadening of preheat layers with increasing turbulence intensity and height above the
burner is consistent with results from prior experimental [13, 14, 17–21] and numerical
[24, 26–32, 94] studies. For example, Zhou et al. [17–19] observed broadened CH2O-
layers in all of their conditions and also noticed thicker CH2O-layers at locations
further from the exit of their burner. Similar observations were also pointed out
in a recent study that focused on a subset of the data considered here [22]. This
broadening of preheat layers with increasing axial distance suggests that upstream
history effects [18] and a characteristic residence time (x/U0) [22] may play a role in
determining the structure of flames.
The fact that the highest turbulence intensity cases in Fig. 4.1 exhibit very broad
preheat layers is consistent with the theoretical Borghi Diagram, since each of those
cases are classified into either the theoretical BP-TR or the Broadened Reactions
regimes (i.e. they have KaT,P > 1). Yet, the least turbulent cases in Fig. 4.1
(i.e. Case1A-0.85 and Case1B-0.85) appear to be in contradiction with the Borghi
Diagram. Specifically, though both of those cases are classified into the theoretical
BP-TR regime, their preheat layers appear to be rather thin. Such an observation is
corroborated by the quantitative results presented in Section 4.3.
4.2 Reaction zone structure
Unlike the preheat layers of the flames studied here, their reaction layers, repre-
sented by CH- and overlap-layers, remained thin even though the turbulence intensity
increased by nearly a factor of 60. Typical overlap-layers from “A” and “B” cases are
presented in Figs. 4.2 and 4.3, respectively, while sample CH-layers from “A” cases
are displayed in Figs. 4.4 and 4.5.
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Figure 4.2: Sample reaction layers derived from the overlap method. Case details are
provided above each panel.
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Figure 4.3: Additional reaction layers derived from the overlap method. Case details
are provided above each panel.
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Figure 4.4: Sample reaction layers, based on the CH-PLIF technique, for Cases 1A
to 3A. Case details are provided at the top of each column.
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Figure 4.5: Sample reaction layers, based on the CH-PLIF technique, for Cases 4A
to 6A. Case details are provided at the top of each column.
As can be seen from Figs. 4.2–4.5, one of the primary attributes of the flames studied
in this dissertation is that their reaction layers were relatively thin (i.e. less than
twice that of their laminar counterparts). Yet, locally broadened reaction layers (i.e.
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those that are more than twice as thick as their laminar counterpart) can be seen in
select regions of Figs. 4.2–4.5. And though a comparison of Figs. 4.2 and 4.3 to Figs.
4.4 and 4.5 suggests that the overlap-layers tend to exhibit more local broadening, as
is presented in Section 4.3, the average overlap- and CH-layer thicknesses, normalized
by their respective measured laminar values, are very similar.
Figures 4.2–4.5 also demonstrate that as the turbulence level increases, the re-
action layers become more and more contorted and corrugated. This is particularly
evident in the series of CH-PLIF images shown in Figs. 4.4 and 4.5. Specifically, while
the lower level turbulence cases in Fig. 4.4 are wrinkled and slightly corrugated, the
reaction layers of Case5A-0.85 and Case6A-0.85 in Fig. 4.5 are so convoluted and
densely packed that it is nearly impossible to distinguish reactants from products in
certain locations. Overlap-layers from cases 5 and 6 are also highly wrinkled and
twisted, though notice that those from cases 5A and 6A (see the two right most
columns of Fig. 4.2) are very similar in appearance to those from cases 5B and 6B
(see the two right most columns of Fig. 4.3). In fact, upon comparing Fig. 4.2 to
Fig. 4.3, it is apparent that overlap-layers from “A” cases (relatively large Lx values)
are qualitatively the same as those from “B” cases (relatively small Lx values). Fur-
thermore, though they are not shown (for brevity), CH-layers from “B” cases appear
no different than those from the “A” cases in Figs. 4.4 and 4.5. This is interesting
because “A” cases possess values of Lx that are up to four times as larger as those
in the “B” cases (see Table 2.1). Thus, it appears that varying Lx over the range of
values considered here has little qualitative effect on the reaction layer structure.
The fact that the reaction layers displayed in Figs. 4.2–4.5 are all relatively thin is
partially consistent with their locations on the theoretical Borghi Diagram, since the
majority of them possess KaT,P values that are greater than 1 but are less than 100.
However, the 6 cases in Figs. 4.2–4.5 with KaT,P values in the range of 103 to 533
are clearly in contradiction with the predictions made for their reaction layers by the
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Borghi Diagram. That is, though they are classified into the Broadened Reactions
regime, their reaction layers do not appear to be broad, and at the very least are no
thicker than those in cases subjected to modest turbulence levels. Experiments by
Dunn et al. [11–13] and simulations by Aspden et al. [26] and Lapointe et al. [32]
also found reaction layers in conditions where KaT,P > 100 to be relatively thin and
continuous. Hence, the line defined by KaT,P = 100 does not appear to be the correct
boundary between the BP-TR and Broadened Reactions regimes, although it should
be mentioned that recent experimental studies by Zhou et al. [17–19, 126] indicated
that broadened reactions can exist when KaT,P ≈ 100. Further discussions regarding
the location of boundary to the Broadened Reactions regime are provided in Section
5.2.
Though results from our study and those from these other studies with high
KaT,P values [11–13, 17–19, 26, 27, 32, 126] are somewhat conflicting in terms of
when broadened reactions will exists, one consistency amongst them is that their
reaction layers remained continuous so long as they were properly shielded by hot
products. For example, notice that none of the reaction layers in Figs. 4.2–4.5
display a significant degree of localized extinction. Likewise, the reaction layers in
studies by Dunn et al. [13] and Zhou et al. [17–19] remained continuous regardless
of the fact that their cases possessed KaT,P values that greatly exceeded 100. Thus,
Peters’ hypothesis that reaction layers will locally extinguish once KaT,P > 100 [1]
appears to be incorrect, at least for burner geometries that incorporate significantly
large pilots/co-flows to properly shroud the flame in hot products. However, as was
shown by others [18, 21, 126] and as will be demonstrated in Section 4.4, in the
absence of such shielding, room air entertainment can lead to localized extinctions.
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4.3 Average preheat and reaction layer thicknesses
While the reaction layer images presented in Section 4.2 indicate that there are
inconsistencies between observations and what is predicted by the Borghi Diagram,
such evidence is by nature anecdotal. Proof that preheat and/or reaction layers
broaden or remain thin requires rigorous statistical evidence. Such evidence is pro-
vided in Fig. 4.6a, which plots preheat and reaction layer thicknesses normalized by
their respective measured laminar values (see Table 2.2) as a function of u′/SL.
Figure 4.6: Average preheat and reaction layer thicknesses normalized by their re-
spective laminar values (δL) and plotted as function of u
′/SL in (a), and
as a function of axial distance for select cases in (b). ZnPH, ZnOL, and
ZnCH indicate that the data were collected from Zone n (n = 1, 2, 3,
or 4) of the preheat, overlap, and CH interrogation regions, respectively,
where a larger value of n implies a zone that is further downstream. Note
that the axial locations in (b) were defined as the midpoint of the separate
zones (see Fig. 2.2).
It is clear from Fig. 4.6a that the preheat layer thickness dramatically increases
with turbulence intensity, which is consistent with the preheat layer images shown
in Fig. 4.1. In fact, the data points suggest that preheat layer thicknesses increase
exponentially with u′/SL, since the plot is semilogarithmic. Yet, a detailed inspection
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of Fig. 4.6a suggests that several of the cases considered here possess thin preheat
layers. Specifically, four of the preheat layer data points in Fig. 4.6a lie below a value
of 2, and thus the cases from which those points were derived are considered to have
thin (i.e. not broadened) preheat layers. The fact that several of the cases are found
to possess thin preheat layers is also consistent with observations drawn from Fig. 4.1.
Namely, recall that the preheat layers of the least turbulent cases considered in Fig.
4.1 appeared to be rather thin, at least in comparisons to the other cases presented
therein. And, as was alluded to in Section 4.1, the fact that these four cases with thin
preheat layers possess KaT,P values that are greater than unity, implies that their
structures are inconsistent with the Klimov-Williams criterion.
Another interesting observation from Fig. 4.6a is that the preheat layer thick-
nesses of cases with larger equivalence ratios increase more rapidly than those with
lower equivalence ratios. This can be explained by recognizing that in the most tur-
bulent cases the preheat layers are so broad that they fill the entire core of the flame
brush (see Fig. 4.1). This implies that beyond a particular value of u′/SL the preheat
layer thicknesses will plateau, which is precisely what is observed if the preheat layer
thicknesses are not normalized. But since the measured laminar preheat layer thick-
nesses increase as the equivalence ratio decreases (see Table 2.2), normalization of the
turbulent thicknesses yields lower values for lower equivalence ratio cases. Thus, the
trend of decreasing normalized preheat zone thicknesses with decreasing equivalence
ratio, which was also observed by Tamadonfar and Gülder [2], is primarily a result of
geometric constraints placed on the flames studied here.
The preheat layer trends in Fig. 4.6b, are also a result of geometric constraints.
Specifically, notice that initially the average preheat layer thicknesses increase with
axial distance, which is consistent with the preheat layer structures observed in Fig.
4.1. However, because the flame brush narrows at its tip, and since the preheat layers
fill the entire core of the flames studied here, their thicknesses decrease after a partic-
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ular axial distance from the burner. Yet, in contrast to the preheat layer thicknesses,
the average CH-layer (i.e. reaction layer) thicknesses do not vary significantly with
axial distance from the burner. In addition to not increasing with axial distance,
it is evident from Fig. 4.6a that the average reaction (both CH and overlap) layer
thicknesses are insensitive to increasing levels of turbulence. Moreover, the reaction
layer data points in Fig. 4.6a indicate that the reaction layers remained relatively
thin on average. In fact, in none of the cases studied here, even those with u′/SL and
KaT,P values that exceed 100, are the average reaction layer thicknesses greater than
twice that of their laminar counterpart. Hence, none of the cases considered in this
dissertation are considered to possess broadened reactions. Thus, this statistical evi-
dence clearly indicates that there are contradictions between observed and predicted
reaction layer thicknesses for the six cases in Fig. 4.6a that are classified into the
theoretical Broadened Reactions regime. In fact, based on the results presented here,
the BP-TR regime should be extended to KaT,P values that are as large as 533.
Though broadened reactions were not observed in this study, both Dunn et al. [12]
and Zhou et al. [17–19] observed broadened reaction layers under highly turbulent
conditions. Furthermore, the width of their reaction layers substantially increased
with both turbulence intensity and axial distance from their burners. While Dunn
et al. [12] only observed broadened reactions in cases with u′/SL and KaT,P values
that were much larger than those studied here, Zhou et al. [17–19] observed them
when u′/SL and KaT,P were roughly the same as and even less than those considered
here. For example, recently Zhou et al. [19] observed broadened overlap-layers under
conditions in which u′/SL and KaT,P were less than those in at least two of the cases
studied here.
One difference between the work presented here and that of Dunn et al. [12]
and Zhou et al. [17–19], which may explain these differences in observed reaction
layer structure, is the fact that they employed a much different burner configuration
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(i.e. jet-burners) than was utilized here (Bunsen-type burner). Namely, while the
turbulence that interacted with their flames was primarily generated by the intense
shear layers that developed around the jets issuing from their burners, the majority of
the turbulence that interacted with the flames studied here was produced relatively
far upstream of the flame fronts. These different turbulence generating mechanisms
may permit different turbulence–flame interactions, which in turn lead to different
turbulent flame structures. If this is indeed the case, predicting the structure of
turbulent premixed flames will likely require knowledge of the particular burner-
geometry/turbulence-generation-mechanism being used. In fact, as will be shown in
the next section, this is already the case for determining the likelihood of observing
broken reactions.
One thing to note, however, is that in an attempt to emulate the results of Zhou
et al. [17–19], we created a small diameter (inner nozzle diameter of ∼1.75 mm) jet-
burner and applied the CH-PLIF technique outlined in Section 2.2.2.2 to the flames it
produced. Since the results of that investigation are not pertinent to the story told by
this dissertation, they are presented in Appendix D rather than here. Nevertheless,
the results suggest, quite contrary to what is presented by Zhou et al. [17–19], that
even the reaction layers of those flames remain thin.
4.4 Local extinctions
The CH and overlap images displayed in Figs. 4.2–4.5 suggest that local extinction
is not a common phenomenon in the flames studied here. In fact, based on compar-
isons between the length of the overlap-layers and the “hot-edge” of the CH2O-layers,
no more than 2% of the overlap-layers in any case were identified as being broken.
Obtaining such statistical information from the CH-layers alone is a challenging task,
however rough estimates from observations suggest that they exhibit a similar degree
of local quenching. The fact that our six cases with KaT,P > 100 do not exhibit a
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substantial degree of localized extinction suggests that Peters’ notion, that local ex-
tinction will dominate once KaT,P > 100, is incorrect. As was mentioned in Section
4.2, this is further corroborated by numerical and experimental results from others
[11–13, 17–19, 26, 27, 32, 126], who found local extinctions to be rare even when
KaT,P > 100.
A likely reason those flames, and ours, remained relatively continuous is that they
were all immersed within a field of hot products, which for experimental studies is
a result of the particular burner used. For example, our burner and those of Dunn
et al. [11–13] and Zhou et al. [17–19, 126] possess pilot-flames/hot-co-flows that are
relatively large in comparison to the diameter of their primary flows. These large
pilot-flames shroud the primary flames in fields of hot combustion products, which
help to mitigate the entrainment of room air to the reaction layers. As was shown
by Li et al. [21], and pointed out by Zhou et al. [18, 19], such entrainment is the
most likely reason for localized extinction in Bunsen and jet-type burners. While
their evidence was inferred from single shot images taken after an extinction event
had occurred, Fig. 4.7 demonstrates the evolution of such an event and provides more
substantial evidence that local extinctions are the result of cool gas entrainment in
these flames.
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Figure 4.7: Time sequence of CH-OH images from Case5A-1.05 demonstrating how
cool-gas entrainment can lead to local extinction. Note that the images
have been cropped to focus in on the region of localized extinction.
Figure 4.7 presents a sequence of CH-OH PLIF images from Case5A-1.05, and
like the sample CH-OH PLIF image shown in Fig. 2.6, higher intensity regions mark
CH-layers, while regions with OH present are represented by low to high signal levels.
The blue regions in Fig. 4.7 represent cool, entrained gas (most likely air), which
were distinguished from the low-level signal regions (i.e. those where the signal was
less than ∼6% of an average value obtained from regions of OH) that corresponded to
the reactants based on their location. The fact that the CH-OH PLIF images in Fig.
4.7 were only separated by 0.1 ms facilitated the tracking of interactions between the
entrained cool gas and the CH-layers. Specifically, in the first two frames of Fig. 4.7
all of the CH-layers are continuous and are isolated from the cool gas by a region of
hot products (i.e. OH). In the third frame, however, a portion of one of the CH-layers
came in contact with the cool gas, and as can be seen, this resulted in a local break
in the CH-layer (i.e. the reaction layer locally extinguished). Going from the third
to the fourth frame, it is evident that that small break grew over time as a larger
portion of the CH layer interacted with the cool gas. Yet, notice that even in the
last two frames of Fig. 4.7 the CH-layers properly “back-supported” by hot products
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remained continuous, only when the layers came in contact with the cool gas did
their reactions cease. As mentioned above, such events were rare, but when they
were observed it was generally evident that an interaction like the one in Fig. 4.7
had occurred. Thus, a lack of shielding from cool gas is the primary source of local
extinctions in the flames studied here.
Other than in piloted Bunsen flames, local extinctions have also been observed
in swirl stabilized [126], counterflow [117], and bluff body stabilized flames [23, 115].
While in some instances the local extinctions in those flames were the result of room
air entrainment, particularly in swirl and bluff body stabilized flames [115, 126],
local extinctions were also observed when the flames were properly back-supported.
For instance, in the counterflow flames of Coriton et al. [117], local breaks in the
reaction layers were observed even when their OH fields showed no evidence of cool
gas entrainment. However, such counterflow flames are subjected to high strain rates
over longer durations than in Bunsen-type flames. That is, high strain rates may
need to be applied for sufficiently long periods before extinction can occur; thus,
due to their particular configurations, counterflow flames may experience localized
extinction more frequently than Bunsen flames, though further investigations are
required to confirm this hypothesis. Nevertheless, it is apparent that burner geometry
plays a significant role in determining the likelihood of localized extinction events,
which means the location of the Broken Reaction Zones regime also depends on
burner geometry and not just the turbulence characteristics of a particular flow-
field. Therefore, incorporating the Broken Reaction Zones regime into the theoretical
Borghi Diagram will likely require an additional axis that accounts for the degree
of product-stratification (i.e. the amount and frequency of cool gas entrainment)
and/or burner-geometry. However, the addition of such an axis is outside the scope
of this dissertation, since it would require detailed results from a wide range of burner
configurations. Furthermore, a universal diagram covering all burner geometries may
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Based on the results presented in Sections 4.2 and 4.3, it is apparent that some
of our findings are in contradiction with what is predicted by the theoretical Borghi
Diagram. As was indicated in Chapter I, this is not the only experimental study
to have observed inconsistencies between experimental results and the predictions
made by the Borghi diagram. For example, Refs. [2–11, 22] each present at least
one case that does not comply with the theoretical boundaries displayed in Fig. 1.2a.
Additionally, many DNS studies (e.g. Refs. [24–32]) have also identified flaws in the
theoretical Borghi Diagram. To illistrate this, consider Fig. 5.1, which is similar to
Fig. 1.2b, only the points from the results presented here as well as from previous
investigations have been modified in order to indicate the flame structure that was
ascribed to them.
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Figure 5.1: Theoretical Borghi Diagram adopted from Ref. [1] with prior and cur-
rent cases included. Black circles represent prior experimental cases (See
Refs. [2–23]), blue triangles mark prior DNS studies (see Refs. [24–32]),
and the red squares indicate the experimental cases presented in this in-
vestigation. Open symbols indicate thin flamelets, closed symbols refer
to Broadened Preheat – Thin Reaction (BP-TR) zone flames, and filled
hexagrams/pentagrams represent broadened reactions. The definition for
KaT,P is provided in Eq. 1.6.
The different symbol types in Fig. 5.1 indicate the type of study each case was
from and what type of flame structure was associated with it (note that a more
detailed diagram linking each case to its specific study is provided in Appendix C). In
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general, open symbols indicate thin flamelets (i.e. thin preheat and reaction zones),
closed symbols refer to BP-TR flames (i.e. broadened preheat and thin reaction
zones), and closed pentagrams and hexagrams indicate broadened reactions from
prior experimental and DNS studies, respectively. Here, a BP-TR flame is defined
as one where its preheat layer or total flame thickness is, on average, a factor of two
times larger than its measured laminar value. Likewise, a broadened reaction layer is
identified as one possessing a heat release zone or an appropriate surrogate for one (e.g.
CH-, HCO-, overlap-layer, etc. [45]) that is, on average, two times thicker than its
measured laminar value. It should also be mentioned that the locations of the cases in
Fig. 5.1 are based upon the information provided in Refs. [2–10, 13, 14, 18, 20, 21, 23–
30, 32, 94], but since each study reports different variants of u′/SL and Lx/δF,L,P ,
those locations are somewhat approximate. For details regarding the positioning of
the cases in Fig. 5.1 as well as how particular structures were associated to them, see
Appendix C.
Upon inspection of the data points in Fig. 5.1, it is apparent that the Klimov-
Williams criterion (i.e. KaT,P = 1) fails to isolate thin flamelets (open symbols)
from BP-TR flames (closed symbols) as theorized. In fact, a significant number of
turbulent flames classified into the theoretical BP-TR regime (e.g. those from Refs.
[2–13]) were observed to be relatively thin. Yet in this study, and in many others
[9, 14, 16–23], BP-TR flames where observed in cases classified into the predicted
BP-TR regime. Based on Fig. 5.1, it appears as though the line separating thin
flamelets and BP-TR flames must have a negative slope; hence, these inconsistencies
cannot be reconciled by simply shifting the original Klimov-Williams limit to larger
KaT,P values. This implies that KaT,P is, at the very least, not the only appropriate
parameter for delineating thin flamelets from BP-TR flames.
In an attempt to overcome these inconsistencies, we have used our results and
those from prior experimental studies to develop a new Measured Regime Diagram.
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This diagram is displayed in Fig. 5.2.
Figure 5.2: The new Measured Regime Diagram with prior and current cases in-
cluded. Solid lines represent measured boundaries, while dashed and
dotted lines refer to plausible boundaries (which are discussed in Sec-
tions 5.2 and 5.3). Open symbols indicate thin flamelets, closed symbols
refer to Broadened Preheat – Thin Reaction (BP-TR) zone flames, and
filled hexagrams/pentagrams represent broadened reactions. A more de-
tailed diagram depicting which study each case was from is provided in
Appendix C, while details for each of the cases in the prior studies are
provided in Tables C.1 and C.2. Definitions for D∗, KaT,P , and DT are
provided by Eqs. 1.3, 1.6, and 5.1, respectively.
As in Fig. 5.1, open and closed symbols in Fig. 5.2b represent thin flamelets and
BP-TR flames, respectively, while filled hexagrams/pentagrams represent broadened
reactions. Solid lines in Fig. 5.2 indicate measured boundaries, while dashed or
dotted lines signify plausible boundaries. Furthermore, the aforementioned cautions
regarding the positioning and classification of cases hold true for the cases in Fig.
5.2b. And again, additional information regarding the positioning of these cases and
how particular structures were ascribed to them are provided in Appendix C.
A total of 151 cases from 16 separate experimental studies (including this one)
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were used to provide a detailed assessment of the Borghi Diagram and to develop
the new measured boundary (solid line) in Fig. 5.2. These cases are included in
Fig. 5.2b and though they certainly do not represent all experimental studies of
turbulent premixed flames, to the best of the author’s knowledge, they do signify
all such studies that provided sufficient information on both turbulent statistics and
flame structure. Furthermore, while prior DNS studies have provided insights into
the structure and dynamics of turbulent premixed flames, because of their idealized
configurations and other simplifications (e.g. turbulence forcing functions, periodic
boundary conditions, reduced chemistry sets, etc.), their results were not utilized in
the development of the measured boundary (solid line) in Fig. 5.2. However, since
multiple DNS studies cover the region of small Lx/δF,L,P and large u
′/SL, which is
void of experimental cases, their results are used in Sections 5.2 and 5.3 to support
the addition of plausible boundaries (dotted or dashed lines) within this region of
Fig. 5.2.
5.1 Measured boundary separating thin flamelets and BP-
TR flames
Inspection of Fig. 5.2b indicates that a better metric for distinguishing thin flames
from those with broadened preheat layers exists. Specifically, we hypothesize that
preheat zone broadening should occur when the turbulent diffusivity (DT ) sufficiently
exceeds the molecular diffusivity within the preheat layer (i.e. D∗). That is, the









where C is a constant to be determined from experiments and DT is chosen in terms
of u′ and L (after Pope [48]). However, note that defining DT in terms of Taylor scale
quantities will yield the same expression as that given in Eq. 5.1 – the only difference
being the value of C. Also, notice that in defining DT and D
∗ in this way, their ratio
is equivalent to ReT,P (see Eq. 1.4).
To assess our hypothesis, we have incorporated Eq. 5.1 into Fig. 5.2. As can be
seen, when C ≈ 180 this metric does a substantially better job of dividing cases with
thin flamelets (open symbols) from those with BP-TR flames (close symbols) than the
Klimov-Williams criterion. In fact, if one looks closely, one will notice that this metric
does a good job of separating the cases in this study that posses thin preheat layers
from those with broadened preheat layers. Furthermore, the notion that the onset of
preheat zone broadening should be marked by a diffusivity parameter is consistent
with results from numerical flamelet simulations preformed by Li et al. [21]. Namely,
by replacing the molecular diffusion coefficients with increasing values of DT they
found that the CH2O- (i.e. preheat) layer thicknesses increased dramatically while
the CH- (i.e. reaction) layer thicknesses increased only modestly (see Fig. 11 of
Ref. [21]). As to why DT/D
∗ must exceed the specific value of 180 for preheat zone
broadening to occur is still an open question, and answering it will require additional
detailed experiments and simulations. However, it is interesting to note that the
results from the flamelet simulations performed by Li et al. [21] also demonstrated
that the overall flame thickness did not substantially increase once DT/D
∗ exceeded
a value of 180. This indicates that the preheat zones of their flamelets transitioned
to a fully broadened state once DT/D
∗ ≥ 180, which provides further support for our
metric.
Beyond the fact that our metric is consistent with the results provided in Fig. 5.2,
it, unlike the Klimov-Williams criterion, which is based on intuitive scaling arguments,
stems from physical reasoning and has ties to laminar flame theory. Specifically, the
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fact that the structure of a laminar preheat zone is controlled by molecular diffusive
properties is what gave rise to the hypothesis that preheat zone broadening should be
governed by a metric based on the turbulent diffusivity. Yet, in addition to having ties
to laminar flame theory, this metric is more physically sound than the classical notion
that preheat layers will broaden as soon as Kolmogorov eddies are small enough to fit
within them. It is reasonable that this classical notion fails to capture the broadening
of preheat layers because the constraint it posits, while likely to be necessary, is
probably not sufficient. That is, just because the Kolmogorov scale, or some other
scale that is arbitrarily larger than η, is smaller than δPH,L does not mean that there
is sufficient energy at that scale to severely disrupt the structure of the preheat zone.
However, it makes sense that preheat zone broadening will occur if the flow field
provides enough energy, mixing, or inertia (recall that DT/D
∗ = ReT,P ) to permit
the diffusion of warm species (e.g. CH2O, HO2, etc.) further upstream of the reaction
layer than molecular diffusion will allow on its own. Thus, based on: 1) the physical
reasoning laid out here, which is linked to the well-established, premixed laminar
flame theory; 2) the ability of our metric to properly distinguish thin flamelets from
BP-TR flames in Fig. 5.2b; and 3) its consistency with numerical results from Li et
al. [21], we argue that Eq. 5.1 with C ≈ 180 is the most reasonable metric by which
thin flamelets should be segregated from BP-TR flames.
Since our metric is validated by experimental results, it is considered to be a
measured boundary. Such boundaries are represented by solid black lines in Fig.
5.2, while dotted or dashed lines represent plausible boundaries. The reason those
boundaries are merely considered to be plausible is that there is simply not enough
experimental evidence to verify them. For example, the lower boundary given to
the Broadened Reactions regime is considered to be plausible because, to the best
of the author’s knowledge, only two experimental studies (i.e. those by Dunn et al.
[11–13] and Zhou et al. [17–19]) have provided sufficient evidence for the existence
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of broadened reactions. Therefore, at this time some speculations are required to
develop those boundaries, which are discussed in the following sections.
5.2 Plausible boundary to the Broadened Reactions regime
In contrast to broadened preheat zones, conclusive experimental evidence for the
existence of broadened reactions is rare. In fact, to the best of the authors’ knowledge,
the only two experimental studies to have provided definitive evidence of broadened
reactions are those by Zhou et. al. [17–19] and Dunn et al. [11–13]. However, since
multiple DNS studies (see Refs. [26, 27, 32]) have provided evidence of broadened
reactions, their results were used when developing the plausible boundary to the
Broadened Reactions regime in Fig. 5.2. Yet, even with these additional DNS cases,
there is not enough evidence to properly locate the lower boundary of the Broadened
Reactions regime. In fact, one cannot draw a straight line that reasonably separates
BP-TR cases from those with broadened reactions. Nonetheless, as Fig. 5.2 shows,
we suggest that the lower boundary to the Broadened Reactions regime should be
defined by a constant value of KaT,P , specifically: KaT,P ≥ 550. This is because the
boundary KaT,P = 550 is consistent with all of our results and contradicts as few
as possible from the experimental [11–13, 17–19] and DNS [26, 27, 32] studies with
broadened reactions.
The reason we have chosen to mark the boundary to the Broadened Reactions
regime with a constant value of KaT,P , instead of some other parameter, is based on
the following notions. For one, the fact that the majority of cases to have exhibited
broadened reactions possessed KaT,P values that were much greater than 100 (see,
for example, Refs. [11–13, 26, 27, 32]) along with the fact that none of our cases
with KaT,P > 100 exhibited broadened reactions suggests that the theoretical limit
typically cited for the Broadened Reactions regime – KaT,P = 100 – is flawed. In
other words, the notion that a reaction layer will broaden as soon as η∗ becomes
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smaller than δRZ,L,P is not in agreement with the presently available measurements
1.
This can be understood by invoking the same reasoning put forth above for preheat
layer broadening. Namely, just because eddies can penetrate a characteristic reaction
layer does not mean that they possess enough energy to critically disrupt its structure.
Furthermore, as was pointed out by Poinsot et al. [53], Roberts et al. [153], and Soika
et al. [5], the Kolmogorov scale is particularly unsuited for determining the transition
into the Broadened Reactions regime. This is because viscous dissipation significantly
increases at the Kolmogorov scale, and thus eddies at this scale are likely annihilated
before they can severely perturb the reaction layers. Therefore, we too argue that the
Kolmogorov scale should not be considered when defining boundaries on the regime
diagram.
Instead, we believe that the onset of reaction layer broadening will occur when
a scale larger than the Kolmogorov length scale, which we will refer to as ℓ, is both
capable of penetrating characteristic reaction layers (with thickness δRL< δF,L) and
contains enough turbulent kinetic energy to severely disturb them. That is, we hy-
pothesize that reaction layer broadening will only occur if both of the following rela-
tions are satisfied:
ℓ ≤ δRL = C1δF,L (5.2)
and
u′ℓ ≥ C2SL, (5.3)
where C1 (which depends on the particular definitions of δRL and δF,L) and C2 are
constants and u′ℓ is the RMS of the velocity fluctuations at scale ℓ, which, in assuming
1Recall that η∗ is determined from Eq. 1.8 where the kinematic viscosity was assumed to be
equivalent to D∗ ≈ 7.2 ×10−5 m2/s. Furthermore, based on Peters’ definition: δRZ,L,P = 0.1δF,L,P
mm, which is nearly an order of magnitude smaller than the FWHM of CH-layers determined from
measurements and a 1-D laminar flame simulation (see Table 2.2 and Ref. [131]).
122
homogeneous, isotropic turbulence (HIT), is related to the turbulent kinetic energy
at scale ℓ. Though ℓ represents an arbitrary length scale, if one assumes that ℓ
lies within the inertial subrange of turbulence (which is reasonable since in most
practical combustion devices the integral length scale is likely much lager than the
flame thickness), both it and u′ℓ can be related to tangible quantities (i.e. u
′ and L).
Specifically, by Kolmogorov’s notion of a turbulent cascade, we know that u′3/L =
















Of course, inspection of Eq. 5.4 indicates that C1 and C2 are related to KaT,P .









Thus, our hypothesis that both Eqs. 5.2 and 5.3 must be satisfied in order for reaction
layer broadening to occur is identical to saying that such a phenomenon will occur
only if KaT,P exceeds the critical value
√
C32/C1
2. Specifically, notice that C1 and C2









In order to arrive at the specific term in Eq. 5.6 Peters assumed a specific form for
2Unfortunately, the values of C1 and C2 cannot be known a priori; thus, identifying the value that
KaT,P must exceed for broadened reactions to exist requires experimental measurements. Though
as noted above, based on the presently available data, no constant value of KaT,P perfectly divides
cases with broadened from those with thin reaction layers. Hence, we simply speculate that the
boundary to the Broadened Reactions regime should be defined by a line satisfying KaT,P ≥ 550.
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δF,L and that the Kolmogorov scale should be represented by η
∗, which is based on
ν∗ = D∗ ≈ 7.2 × 10−5 m2/s. However, as we have shown, one can arrive at the specific







considering the Kolmogorov scale and without invoking Peters’ specific assumptions.
If instead one assumes that the Kolmogorov scale is irrelevant in terms of turbulence–
flame interactions and that eddies within the inertial subrange are the most likely to
affect the structure of practical flames, then ǫ is the only relevant parameter associated
with the turbulent flow. Then if one assumes that the scaling ǫ ∼ u′3/L [1] holds true
near a reacting flame front (i.e. where it may not be valid to assume HIT) and that
SL and δF,L are the primary parameters for characterizing combustion processes, via
dimensional reasoning, one arrives at a dimensionless parameter similar to that in Eq.
5.6. Since this parameter represents the ratio of a characteristic rate associated with
the flow field (i.e. ǫ) to one corresponding to the combustion chemistry (i.e. S3L/δF,L)
it is of course best described as a Karlovitz number.
However, Peters’ definition for δF,L and his assumption that the Kolmogorov scale
should be based on ν∗ = D∗ are not commonly invoked. Instead, the laminar thermal
thickness (δth, L = (Tp − T0)/
dT
dx
|max, where Tp is the temperature of the products),
which is often more than twice as large as δF,L,P (see, for example, Table 2.2), is gen-
erally used to represent δF,L, and the Kolmogorov length scale is typically determined
























where τth,L = δth,L/SL is a characteristic flame time scale based on the thermal
thickness and τη0 is the Kolmogorov time scale based on ν0. While the various terms
in Eq. 5.7, or some variant of them, are commonly used to define the turbulent
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Karlovitz number, like Aspden [94]3, we believe that Eq. 5.6 provides the most
appropriate definition for the turbulent Karlovitz number and that with this definition
it represents the most appropriate parameter for bounding the Broadened Reactions
regime. The reasons for this are that: 1) it summarizes our hypothesis regarding
the onset of reaction layer broadening (i.e. Eqs. 5.2 and 5.3); 2) for a particular
flame, a constant value of the parameter in Eq. 5.6 identifies the level of turbulence
that interacts at a particular scale associated with that flame (see Refs. [26, 29, 94]),
which is not necessarily true of Eq. 5.7; 3) it is not based upon the ratio between
a characteristic flame scale and the Kolmogorov scale within cool reactants (e.g.
(δF,L/η0)
2), which, as Table 2.1 indicates, results in unrealistically high KaT values
4 ;
4) it is directly linked to the parameters that makeup the axes of the regime diagram;
and 5) it provides a clearer and more general definition than that in Eq. 5.7 (i.e.
there is no need to determine approximate values for η, δF,L, and/or δRL).
Our reasoning for basing this hypothesis on turbulent kinetic energy rather than
turbulent diffusion was motivated by the fact that all of the broadened reaction
cases in Fig. 5.2 possess lower values of DT/D
∗ than our cases, which all have thin
reaction layers. Further motivation for not using DT/D
∗ to mark the boundary of
the Broadened Reactions regime stems from the results of the flamelet simulations
preformed by Li et al. [21], which demonstrated that increased diffusivity does not
affect the reaction layers as much as the preheat layers (see Fig. 11 of Ref. [21]).
Thus, we hypothesized that the turbulent kinetic energy at a scale comparable to
the reaction layer thickness (e.g. u′ℓ) needs to be sufficiently large in order for a
3Note that the only difference between the KaT Aspden [94] proposed and the one in Eq. 5.6
is the choice of δF,L. While this difference will result in a slightly different value of C1 (and hence
critical Karlovitz number) that marks the boundary to the Broadened Reactions regime, based on
the discussion in Section 5.4, clearly such a minor difference is trivial.
4Take for example, Case5B-0.85, its KaT,P and KaT,0 values are 83 and 751, respectively. While
the former correctly suggests that this case falls within the BP-TR regime, the latter implies that
this case should lie well within the Broadened Reactions regime, though based on Fig. 4.6 it clearly
does not. Furthermore, the notion that it is incorrect to define the relevant turbulent Karlovitz
number in terms of η0 is consistent with the arguments put forth by Lapointe et al. [32].
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reaction layer to broaden. As we have shown above, this leads to KaT,P being the
governing parameter for dictating the onset of reaction layer broadening. Because
KaT,P represents a comparison between a rate associated with the turbulence and one
corresponding to the reaction processes, the above hypothesis is also consistent with
laminar flame theory. That is, unlike the structure of a laminar preheat layer, which
is primarily governed by a convective-diffusive balance (i.e. the molecular transport
of heat upstream of the reaction layer), the laminar reaction layer structure is also
controlled by the rates of key reactions (see pages 27 and 28 of Ref. [1]). Therefore,
it would be expected that a parameter comparing rates (e.g. KaT,P ), rather than
one comparing diffusivities (e.g. DT/D
∗), would dictate the onset of reaction layer
broadening.
5.3 Plausible boundaries to the BP-TR regime
In addition to the plausible boundary defined by KaT,P ≥ 550, several others
have been incorporated into Fig. 5.2. The first is the boundary defined by KaT,P = 1
and DT/D
∗ ≥ 180. The reason we have included this plausible boundary stems from
our notion that a reaction layer will only broaden if both turbulent scales smaller
than it exist within the flow field and those scales contain sufficient energy. Though
instead of turbulent kinetic energy, we have shown that preheat zone broadening is
governed by a parameter based on the turbulent diffusivity (see Section 5.1). Thus,
it is plausible that preheat zone broadening will only occur if both the turbulent
diffusivity is sufficiently large and scales smaller than δF,L,P exist within the reactants’
flow field5. Since all of the turbulent scales are larger than δF,L,P within the region
defined by KaT,P < 1, DT/D
∗ ≥ 180, and u′/SL > 1, and since only one experimental
case exists there (see Ref. [9]), we speculate that this region should be considered
5Note that we are specifying the scales must be smaller than δF,L,P because its values for methane-
air flames provided a better approximation of laminar preheat zone thicknesses computed from a
1-D laminar flame simulations than δth,L.
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a Thin Flamelet regime. The second plausible boundary incorporated into Fig. 5.2
extends the BP-TR regime to a region of large u′/SL and small L/δF,L,P , and is defined
by KaT,P = 150 and DT/D
∗ ≤ 180. We have added this boundary because several
DNS cases that lie within the region defined by 150 < KaT,P < 550 and DT/D
∗ ≤ 180
were found to have broadened preheat layers (see Refs. [26, 27, 32]). Moreover, it
makes sense that as a case goes from the Thin Flamelets regime to the Broadened
Reactions regime its preheat layers will broaden before its reaction layers. Therefore,
we believe that cases located within this region will possess broadened preheat yet
thin reaction layers. The reason for marking this boundary byKaT,P = 150 is because
KaT,P quantifies the level of turbulence available at scales comparable to δF,L,P , and
because the line it defines is consistent with experimental and DNS cases.
Notice, however, that this latter plausible boundary contradicts our finding that
preheat zone broadening should be controlled by turbulent diffusion. Nevertheless, it
is consistent with the notion that a layer will broaden once there is enough energy
contained within the scales that are of its size or smaller. Hence, we speculate that
either turbulent kinetic energy or turbulent diffusion can dictate the broadening of
preheat layers, depending on the magnitude of L/δF,L,P . Specifically, and as can be
seen from Fig. 5.2, the former governs the transition from thin to broadened preheat
layers when L/δF,L,P is relatively small, but when L/δF,L,P is large, the latter con-
trols this phenomenon. Of course, the extent of preheat layer broadening may differ
between these separate metrics. For instance, based on the notion of a “penetration-
broadening-penetration cascade” put forth by Lipatnikov [154], which posits that once
a layer is broadened by a small eddy, a succession of larger eddies can broaden it until
it is as thick as the largest eddies within the flow field, it would be expected that cases
with larger values of L/δF,L,P will exhibit broader preheat zones. Though this idea
of a “penetration-broadening-penetration cascade” has not been rigorously verified, it
is consistent with our finding that the average preheat layer thickness increases with
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axial distance from our burner. Furthermore, a comparison between our cases and
those from the DNS studies of Aspden et al. [26, 27] and Lapointe et al. [32] supports
the idea that cases with large L/δF,L,P will possess larger preheat zones, because our
cases appear to possess much broader preheat layers than theirs. Of course, detailed
preheat zone measurements from cases with the same u′/SL but different L/δF,L,P are
necessary to validate this hypothesis.
5.4 Cautions when interpreting regimes and their boundaries
Although the Measured Regime Diagram in Fig. 5.2 extends the Thin Flamelet
and BP-TR regimes to larger u′/SL and KaT,P values than was previously theorized
(see Fig. 1.2a), this does not necessarily imply that the flamelet concept [59] is valid
throughout those regions. Recall that the flamelet concept is composed of two parts:
1) the reaction layers are thin; and 2) they locally propagate at the laminar flame
speed. While we have shown that the former is true throughout the Thin Flamelet
and BP-TR regimes in Fig. 5.2, the latter may not be. In fact, previous experimental
studies (see, for example [73, 150, 155, 156]) have shown that the global turbulent
consumption speeds of cases within those regimes are much greater than turbulent
flame speeds derived from flamelet concepts (e.g. integral of flame surface densities).
That is, multiple experiments have suggested that the reaction layers of flames within
the Thin Flamelet and BP-TR regimes do not locally propagate at a value of SL.
Therefore, one should exercise caution when attempting to utilize a model based on
the flamelet concept to simulate cases that fall within these regimes.
A final observation of the boundaries in Fig. 5.2 is that even though they are
either plausible or verified by measurements, they do not perfectly distinguish vari-
ous flame types. For instance, there are cases situated below and to the left of the
measured boundary defined by DT/D
∗ ≈ 180 that, on average, were found to possess
broadened preheat layers. Likewise, a few cases positioned above and to the right of
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this boundary were identified as being thin. Thus, even though the boundary defined
by DT/D
∗ ≈ 180 is considered to be “measured,” it does not strictly separate all
BP-TR cases from thin flamelet cases. Hence, this boundary, as well as the others
in Fig. 5.2, should not be considered as strict demarcations. Rather, we believe
that they should be viewed from a probabilistic standpoint. Specifically, we contend
that the closer a case is to a particular boundary separating two regimes, the more
probable it is for that case to manifest either, or potentially a combination of both,
of the structural features associated with those regimes. Or to put it another way, we
believe that the diagram in Fig. 5.2 should be thought of as a probability map with
the likelihood that a flame will manifest the structural features forecasted by a spe-
cific regime being highest for cases located within and far away from the boundaries
of that regime. Determining the functions that potentially govern such probability
distributions is undoubtedly impractical, as they are likely to be affected by countless
parameters such as geometrical configuration, flame stabilization mechanisms (e.g.
piloted, bluff body, swirl, etc.), average eddy-flame residence-times, upstream history
effects, thermo-diffusive properties, reactant preheating [32], etc. A rough estima-
tion of such probability functions could perhaps be developed from signed distance
functions that assign a probability to a case based on its proximity to particular
boundaries. However, verifying the appropriateness of this view point will require
future work. For now the main takeaway is that the boundaries in Fig. 5.2 should be
interpenetrated as transition regions rather than firm delimiting boarders.
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CHAPTER VI
Conclusions and Future Efforts
Overall, this dissertation has provided a wealth of knowledge on the structure of
premixed flames subjected to extreme levels of turbulence. Obtaining this knowledge
was facilitated by applying high-fidelity, laser-based imaging techniques to premixed
methane–air flames produced by a Bunsen-type burner. This burner was capable
of stabilizing flames subjected to a wide rage of turbulence levels. Specifically, 28
cases were studied with integral length scales (Lx) as large as 43 mm, turbulence lev-
els (u′/SL) as high as 246, and turbulent Karlovitz (KaT,P ) and Reynolds numbers
(ReT,0) up to 533 and 99,000, respectively. Three high-fidelity PLIF based techniques
were utilized to visualize the preheat and reaction layer structures of these flames.
Reaction layer images were obtained from two of those techniques, which included the
overlap-method (which involves taking the product of simultaneously acquired PLIF
images of CH2O and OH) and PLIF imaging of CH radicals. Preheat layer images
were also derived from the overlap method, namely, thresholded CH2O-LIF signals
were used to mark the preheat layers of the flames considered here. Through the ap-
plication of a novel local thresholding technique, average preheat and reaction layer
thicknesses were extracted from these images, which permitted the quantitative as-
sessment of predictions made by classical premixed combustion theories. Specifically,
results from the cases studied in this dissertation as well as 166 others from prior
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investigations were used to assess the theoretical boundaries of the Borghi Diagram.
The primary results of this work are summarized in the following.
6.1 Flame visualization
Prior to interpreting the results from the diagnostic techniques implemented here,
their ability to visualize preheat and reaction layers was assessed. In this dissertation,
preheat layer information was derived from thresholded CH2O-LIF signals. While pre-
vious studies have used CH2O-LIF signals as a surrogate for marking preheat layers,
prior justification for this has mainly stemmed from qualitative observations, chemi-
cal kinetic models, and numerical flamelet simulations. Thus, to demonstrate the ro-
bustness of using thresholded CH2O-LIF signals as an indicator of the preheat region
within the flame considered here, simultaneous Rayleigh scattering and CH2O-PLIF
imaging was preformed. Namely, both qualitative and quantitative comparisons were
made in three specific cases, which included a laminar and an extremely turbulent
case (i.e. Case 6A-0.85).
Qualitative comparisons were based on sample preheat and temperature filed im-
ages. Specifically, preheat layer profiles obtained from individual paths drawn normal
to the preheat layers were found to only exhibit non-zero signal levels within regions
of elevated temperature (e.g. between ∼350 K and ∼1100 K). To facilitate more
holistic qualitative comparisons over the entire area spanned by the images, the edges
of the preheat layers in the turbulent flames were superimposed onto their respec-
tive temperature fields. This indicated that these edges bounded regions wherein the
temperature ranged from ∼330 K and ∼1100 K. Quantitative assessment was then
performed by identifying the probability distributions of temperature along those
edges in the three cases considered. All three distributions displayed two peaks, one
corresponding to the upstream and the other to downstream edges of the preheat
layers. The most probable values of those peaks were identified and used to char-
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acterize the average range of temperatures bounded by the preheat layers. For all
three of the cases considered, this range was ∼350 K to ∼1200 K. Therefore, based
on the qualitative results and the fact that this range of temperatures corresponds
to those in the theoretical description of preheat layers, the technique employed here
for visualizing preheat layers was determined to be robust.
In addition to assessing the preheat layer visualization technique implemented
here, the robustness of the two independent methods employed to image reaction
layers – overlap-layer and CH-PLIF imaging – were assessed. Specifically, radial
profiles of flame surface density (FSD) derived from the overlap- and CH-layers of
four separate cases were compared on both a qualitative and a quantitative basis.
In a qualitative sense, these profiles were found to agree in both magnitude and
in their rate of decay with increasing radial distance. Quantitative assessment was
based on a flame surface wrinkling parameter (Ω), which was computed by integrating
those profiles over the radial direction. The percent differences between values of Ω
computed from the CH-PLIF and overlap-layer imaging techniques were less than 21%
in all four of the cases considered. The fact that those percent differences were no
greater than the ones computed from independent, yet spatially coincident CH-PLIF
measurements, clearly indicates that these profiles were also similar in a quantitative
sense. Given such similarity between FSD-profiles derived from the overlap- and
CH-layers, as well as the similar structural features exhibited by those layers, it is
concluded that both techniques are robust tools for visualizing reaction layers in
extremely turbulent premixed methane–air flames.
6.2 Preheat and reaction layer structure
One of the primary objectives of this dissertation was to understand the effects
intense (4.2 < u′/SL < 25) and extreme (25 < u
′/SL < 246) levels of turbulence have
on the structural features of premixed flames. To this end, the aforementioned diag-
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nostic tools were applied to premixed methane–air flames subjected to a wide range
of turbulence levels. The application of those diagnostics provided both qualitative
and quantitative information; the primary results derived from that information is
listed below.
1. Sample preheat layer images suggested that the width of the preheat layers
within the least turbulent cases considered in this dissertation (i.e. ReT,P < 180)
were thin and laminar-like. In contrast, such images clearly indicated that
preheat layers become very broad as turbulence level increases. In fact, in
the most turbulent cases considered in this study (ReT,P & 2500) the preheat
layers were observed to fill the entire core of the flame brush. In addition
to increasing with turbulence intensity, the width of preheat layers were also
observed to increase with axial distance from the burner (x/D). Thus suggesting
that factors beyond turbulence level (e.g. upstream history effects) can play a
substantial role in determining the structure of preheat layers.
2. Sample overlap-layer and CH-PLIF images told a much different story regarding
the structure of reaction layers within the flames considered here. Specifically, in
all of the cases considered in this dissertation, the reaction layers did not change
significantly in appearance and were, for the most part, thin. However, the
sample overlap- and CH-layer images did indicate that as turbulence intensity
increases the reaction layers became more wrinkled and contorted. In fact,
sample CH-PLIF images from some of the most turbulent cases considered here,
demonstrated that the reaction layers can become very densely packed and so
convoluted that the reactants cannot be discerned from products with reaction
layer images alone.
3. To corroborate the previously listed qualitative results, a novel local threshold-
ing algorithm was implemented to extract average preheat and reaction layer
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thicknesses from the flames studied in this dissertation. Consistent with obser-
vations from the sample preheat layer images, the average preheat layer thick-
nesses were found to increase exponentially with increasing values of u′/SL
(up to ∼10 times their measured laminar value). Additionally, average pre-
heat layer thicknesses initially increased with axial distance from the burner,
but subsequently decreased as the tip of the flame was approached. All but
four of the cases considered in this dissertation possessed average preheat layer
thicknesses that were greater than twice that of a corresponding laminar flame,
and thus those cases are considered to possess broadened preheat layers. Since
each case studied here had KaT,P values that were greater than unity, the prior
fact implies that many of the cases were consistent with prediction made by
the theoretical Borghi Diagram. However, this also implies that the four cases
that were identified as having thin preheat layers are in contradiction with the
classical notion that preheat layers will broaden once KaT,P exceeds a value of
one.
4. Consistent with sample reaction layer images, the average reaction layer thick-
ness in all 28 cases studied here remained thin. In fact, none of them were found
to possess average reaction layer thicknesses in execess of twice their respective
measured laminar values, even though the turbulence level (u′/SL) increased
by a factor of ∼60. Also, unlike the average preheat layer thicknesses, the av-
erage reaction layer thicknesses (based on CH-PLIF images only) were found
to be relatively insensitive to increases in x/D. The fact the reaction layers
of each flame considered here were all relatively thin is somewhat consistent
with prediction from the theoretical Borghi Diagram, since most of them had
KaT,P values that were less than 100. However, the six flames that possessed
KaT,P in excess of 100 – which are thus classified into the predicted Broadened
Reactions regime – are clearly in contradiction with the notion that reaction
134
layers will broaden once KaT,P exceeds a value of 100 (i.e. η becomes smaller
than δRZ,L,P ).
5. Provided that there was sufficient shielding from room air entrainment (i.e.
no stratification of products), locally extinguished reaction layers were rarely
observed. In fact, the percentage of locally extinguished overlap-layers (i.e. re-
action layers) was no greater than 2%. However, broken reactions were observed
in cases wherein cool gases were entrained and allowed to interact with the reac-
tion layers. This was made evident by combined CH-OH PLIF images acquired
at a rate of 10 kHz. Specifically, a time series of these images showed a pocket
of entrained cool gas coming in contact with CH-layers (i.e. the reaction zones)
and subsequently causing them to extinguish. Though local extinction events
were rare, their occurrences were typically associated with such entrainment.
Hence, applications wherein cool species are mixed with the products – such as
Rich-Quench-Lean gas turbine engines – should account for possible localized
extinction events.
6.3 Measured Regime Diagram
The aforementioned inconsistencies between the results presented here and the
theoretical Borghi diagram suggest that this diagram requires modifications if it is
to server as robust tool for distinguishing regimes of turbulent premixed combustion.
However, the results of this study span only a portion of the Borghi Diagram; there-
fore, to facilitate a more comprehensive assessment of its boundaries, results from 23
prior experimental and numerical investigations of turbulent premixed flames were
considered. The primary results stemming from this assessment are provided in what
follows.
1. Results from the 28 cases considered here and those from 15 prior experimen-
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tal studies, indicated that the Klimov-Williams criterion (i.e. preheat zones
broaden when η∗ ≤ δF,L,P or equivalently when KaT,P ≥ 1) fails to distin-
guish thin flamelets (i.e. thin preheat and reaction zones) from BP-TR flames
(i.e. those with broadened preheat yet thin reaction zones). Furthermore, the
results clearly indicate that a boundary with a negative slope is required to
separate these regimes, thus a simple shift of the Klimov-Williams to a larger
KaT,P value is not a sufficient solution. Instead, a new boundary is proposed,
which possess a slope of -1 and is based on the idea that the turbulent diffu-
sivity (DT = u
′Lx) must sufficiently exceed the molecular diffusivity within the
preheat layer (D∗ = SLδF,L,P ). This metric was observed to agree far better
with experimental results than the traditional Klimov-Williams criterion when
DT/D
∗ ≈ 180. Therefore, it is concluded that the metric: DT/D
∗ ≈ 180 is
the appropriate criterion for delimiting regimes of thin flamelets and BP-TR
flames.
2. Since the number of experimental studies either to have observed broadened re-
actions or to have possessed considerably large KaT,P values (i.e. KaT,P > 100)
are sparse, a comprehensive assessment of the boundary to the Broadened Re-
actions regime is not possible at this time. However, results from several experi-
mental (including this one) and DNS studies clearly indicate that the theoretical
boundary defined by KaT,P = 100 does not separate the BP-TR regime from
the Broadened Reactions regime. For example, none of our six cases having
KaT,P ≥ 100 (i.e. η
∗ ≤ δRZ,L,P = 0.1δF,L,P ) displayed evidence of broadened
reactions. Yet, since prior numerical and experimental studies have reported
the existence of broadened reactions, such a boundary likely exists. Further-
more, we hypothesize that this boundary should be based on the notion that a
reaction layer will only broaden if there are both scales smaller than it and if
those scales possess enough turbulent kinetic energy to significantly disrupt the
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reaction processes. As was demonstrated, this is equivalent to saying that re-




exceeds a critical value. Based on the currently available data, that value is
estimated to be KaT,P ≥ 550, which implies that the BP-TR regime extends
well beyond what was previously theorized.
3. Based on the conclusions outlined in points 1 and 2, we were able to develop
a new Measured Regime Diagram. While this diagram possesses measured and
plausible boundaries, this does not mean that as soon as one of them is crossed
a flame will immediately exhibit a new structural configuration. For example,
the measured boundary defined by DT/D
∗ ≈ 180 does not perfectly separate
all thin flamelet cases from BP-TR cases; hence, it, and the other boundaries,
should not be thought of as absolute demarcations. Rather, we believe that
these boundaries should be viewed from a probabilistic standpoint. Namely, the
probability of observing the particular flame structure predicted by a regime is
higher for cases positioned within and further from its boundaries than those
located closer to or outside of them. Though determining the functions govern-
ing these probabilities will require future work, it is likely that multiple factors
such as burner geometry, Lewis number, axial distance from the flame base,
etc., will influence them.
6.4 Looking to the Future
Though this dissertation deepens our understanding of the effects extreme levels
of turbulence (e.g. those found in practical combustion devices) have on the struc-
ture of premixed flames, there is still a tremendous amount of physical phenomena
surrounding premixed combustion that requires elucidation. For instance, several
questions that still lack definitive answers include:
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1. What is the structure of extremely turbulent premixed flames in temperature
space, and do flamelet models capture this structure?
2. How are the structure and dynamics of premixed heavy-hydrocarbon flames
affected by turbulence, and how, if at all, is this effect different from that in
more simplistic hydrocarbon fuels? Namely, note that the majority of the cases
considered in Fig. 5.2 consisted of relatively simple, gaseous hydrocarbon fuels
(e.g. methane and propane). However, practical combustion devices operate
with heavy-hydrocarbon fuels that begin in liquid form (e.g. kerosene, JP-8,
Jet-A1, etc.). Thus, there is a pressing need to study highly-turbulent heavy-
hydrocarbon flames.
3. Is there a universal formula for turbulent consumption speeds of envelope-type
flames (i.e. those generated by Bunsen burners) that is independent of fuel
type?
4. How does increased pressure affect the structure and dynamics of extremely tur-
bulent premixed flames? Specifically, note that while the majority of the cases
in Fig. 5.2 were conducted at atmospheric pressure, most practical combustion
devices operate at pressures that are five to ten times greater than that of the
standard atmosphere.
5. Is there a concrete and simplistic way to emulate the geometric dependence of
the structure and dynamics of premixed flames?
6. What leads to the onset of unstable phenomenon such as autoignition, blow
out, and thermoacoustic instabilities, and can such phenomenon be predicted
and controlled?
Certainly, this list of questions is far from complete, but it does provide a sense of the
challenges that still face the combustion science community. While pursuing answers
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to these questions will undoubtedly require a significant amount of effort, expending
such effort is warranted. This, as was discussed in Section 1.1, is because the ability
to harness energy from combustion processes in a manner that is affordable, efficient,
and environmentally friendly is paramount to the advancement and survival of our
civilization. And each answer that is obtained and rigorously verified for the questions
above brings us one step closer to realizing that ability.
Sure, detailed answers to several, if not all, of the aforementioned questions will
likely remain elusive for decades to come. Nevertheless, the advances made and the
understanding attained by the combustion science community over the past +60 years
should provide hope that one day such answers will indeed be obtained. Of course, at
that point in time, new questions will arise and combustion scientists will undoubtedly
labor vigorously to identify answers to them. This process of answers leading to more
questions is true for every science. Each bit of understanding that is gained often
leads to even more unanswered questions. Such a vicious circle is quite frustrating.
Moreover, it is unlikely that human beings will ever be able to grasp every facet of
the universe we live in. However, there should be solace in the fact that with each
advancement in science, however small or grand, our understanding of the cosmos
and the physical laws that govern it deepens. Most of all, hopefully, in gaining such





Example demonstrating the time and cost of a
fully resolved numerical simulation
Estimating the time and cost of performing a DNS of the turbulent flow through
a practical device requires knowledge of the range of spatiotemporal scales expected
to exist within a turbulent flow. Figure A.1 illustrates this by presenting a sample
grid of a simulation and various turbulent “structures” that are either resolved (blue
whorls) or unresolved (maize whorls).
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Figure A.1: Sketch depicting the discrete grid of a computational domain in a DNS.
The red dots indicate the grid points at which the computations are
solved and the blue and maize “whorls” represent resolved and unresolved
turbulent structures, respectively.
Each red dot in Fig. A.1 represents a single grid point at which the governing equa-
tions of a turbulent reacting flow (i.e. the Navier-Stokes equations [1, 47, 48]) can
be solved. Because these equations can only be solved at those discrete points, any
information of the turbulent flow that does not overlap with them cannot be ac-
cessed. For example, because the blue whorls in Fig. A.1 overlap ∼6 grid points their
characteristics can be ascertained via the computation. However, because the maize
whorls only exist in the regions between each grid point, their attributes cannot be
obtained from the simulation. Therefore, in order to solve a turbulent flow problem
in its entirety, the domain of the computation must be as large as the physical size
of the device in question and the spacing between its grid points (δxgp) needs to be
sufficiently small so that the smallest scales are fully resolved. This latter point is
met by ensuring that the Nyquist criterion is satisfied; namely, δxgp must be less than
half of the smallest expected structures within a turbulent flow.
142
The size of the smallest structures within a turbulent flow can be estimated from
Kolmogorov’s first similarity hypothesis, which suggests that their statistics are uni-
versal and are solely dictated by the viscosity (ν) and the dissipation rate of turbulent
kinetic energy (ǫ) [46]. Thus, based on dimensional reasoning, the approximate length
scale of the smallest structures within a turbulent flow (i.e. the Kolmogorov length









This implies that δxgp < 0.5η must be satisfied in order for a DNS to be capable of
resolving the smallest expected structures within a turbulent flow.
The ratio of the overall size of the computational grid in one direction (∆x) to
δxgp is what determines the number of grid points necessary in that direction (Nx).
The size of ∆x is of course set by the geometry of particular problem being solved.
Typically, ∆x is slightly larger than the integral length scale (L), which represents the
scale that contains most of the turbulent kinetic energy (TKE). Thus, the number of








Then, from Eq. A.3 and the definition given for the turbulent Reynolds number








Finally, because turbulent flow problems occur in 3-D space, the total number of grid
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points necessary is approximately: N3x ∼ Re
9
4
T . Note, however, that this approxima-
tion assumes that the size of the device in question is the same in all directions, which
is not necessarily true. Nevertheless, this approximation should be sufficient for the
order of magnitude analysis considered here.
As was mentioned in Section 1.1, a DNS is solved by numerically integrating the
Navier-Stokes equations at each grid point in the computational domain. In order to
capture the smallest temporal scales associated with a flow, the time between each
discreet integration step (δti) must be sufficiently short. Specifically, δti must be less
than the time it takes a fluid element to travel the shortest expected scales within the
flow; that is, δti . η/u
′. If it is assumed that the size of the device being considered
is approximately L, the time it would take for a fluid element to traverse the length of
the devices is ∼ L/u′. Therefore, the total number of integration steps necessary to




T . Again, as was pointed out in Section 1.1, this indicates that the total number
of floating point operations that are necessary to explicitly compute the properties of
a turbulent flow is proportional to Re3T .
Estimations for the duration and cost of performing a DNS of the flow through
a gas turbine were provided in Section 1.1. These estimations were obtained by
considering the notion that within practical gas turbines ReT ∼ O(10
8) [33]. This,
of course, implies that solving for the turbulent flow properties through such devices
requires O(1024) floating point operations1. If all 11,472 nodes available to Pleiades,
the largest supercomputer owned by NASA, are allocated to one problem, it can
perform∼6×1015 floating point operations per second (FLOPS) [49]. Thus, if Pleiades
was employed to solve this problem, it would take ∼5.5 years to do so. Additionally,
the cost to perform such a computation can be determined from pricing listed in Ref.
1As noted in Section 1.1, this is merely just an estimate. The number of floating point operations
required to solve a turbulent flow problem is proportional, not equal, to Re3T . Thus, the values
determined in this exercise should be considered as order of magnitude (O(·)) estimates, rather than
exact values.
144
[50]. Namely, the total cost is the product of: 1) the number of nodes used (i.e. 11,472
in this case); 2) the cost per node ($ 0.24); 3) the duration of the computation (in
hours); and 4) a scaling factor to account for the efficiency of the particular computer
being used (i.e. 4.04 for Pleiades) [50]. Thus, the cost to perform this computation
on Pleiades is ∼500 million dollars.
As discussed in Section 1.1, such a computation only considers the turbulent flow
and does not incorporate the added complexities of combustion processes. Moreover,
the aforementioned analysis is only for a single computation. Optimization of prac-
tical combustion devices would require hundreds, if not thousands, of such computa-
tions. While there currently exists super computers that are faster than Pleiades (e.g.
the Sunway TaihuLight computer can perform ∼93×1015 FLOPS [157]), and though
their speeds will continue to increase over time, it should be apparent that DNSs will




Reasoning for subtracting additional signal when
generating preheat layer images
As mentioned in Section 3.1.2, the OH- and CH2O-PLIF images used to generate
preheat layer images had an additional amount of signal removed from them over and
above the average background signals. Again, the reason for this was that subtracting
average background fields in the manner outlined by Eq. 3.1 did not remove all of
the background signal from those images. In order to illustrate this, sample OH- and
CH2O-PLIF images from Case2A-1.05 wherein a tungsten rod was used to block a
portion of the laser sheet are presented in Fig. B.1. Even though average background
fields were subtracted from the sample images in Fig. B.1 (i.e. via Eq. 3.1), the
region (slit) void of laser light contains substantial levels of signal. As the profiles
in the top right corner of Fig. B.1 indicate, the signal within the slit region ranged
from 10% to 20% of local maximum values in the individual images. Furthermore,
the sample images and plot in bottom row of Fig. B.1, which represent the average
of a set of images from Case2A-1.05, demonstrate that the average signal level within
the slit relative to local average maximum values was ∼17% for both the CH2O- and
OH-PLIF images. However, because there was no laser radiation within that region to
induce any sort of fluorescence, such signal must have been the result of background
146
Figure B.1: Sample CH2O- and OH-PLIF images wherein a portion of the laser sheet
was blocked.
interferences over and above those accounted from in Eq. 3.1. The source of this
additional background signal is unknown; however, since it is clearly not the result of
primary laser-induced fluorescence and should be removed.
One thing to note, however, is that even though the images provided in Fig.
B.1 were from a case studied in this dissertation, they were obtained with a slightly
different diagnostic configuration than the one described in Section 2.2.2.3. Thus,
the absolute values presented in Fig. B.1 do not directly apply to the CH2O- and
OH-PLIF images that were used to generate preheat layer images. Nevertheless, the
sample images in Fig. B.1 are very similar to those obtained with the diagnostics
outlined in Section 2.2.2.3, and hence they serve as an indicator of the fact that
removing background signal via Eq. 3.1 is not always adequate. For this reason,
and because there is no direct and easy way to accurately quantify this signal level
over the whole imaging field, the additional subtraction and local thresholding steps
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mentioned above were implemented to remove it.
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APPENDIX C
Specification of cases from prior studies
The location, flame type, and the study associated with each case considered in
Fig. 5.2 are depicted in Fig. C.1.
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Figure C.1: The new Measured Regime Diagram with prior and current cases in-
cluded. Solid lines represent measured boundaries, while dashed and
dotted lines refer to plausible boundaries (which are discussed in Sec-
tions 5.2 and 5.3). Open symbols indicate thin flamelets, closed symbols
refer to BP-TR flames, and those with white dots at the center represent
broadened reactions. Details for each of the cases from prior experimen-
tal and DNS studies are provided in Tables C.1 and C.2, respectively.
Definitions for D∗, KaT,P , and DT are provided by Eqs. 1.3, 1.6, and
5.1, respectively.
As in the Measured Regime Diagram displayed in Fig. 5.2, open and closed symbols
in Fig. C.1 represent thin flamelets and BP-TR flames, respectively, though cases
with broadened reactions are indicated by symbols with white dots at the center.
And again, solid lines in Fig. C.1 indicate measured boundaries, while dashed or
dotted lines are plausible boundaries. Details of how particular preheat and reaction
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zone structures were ascribed to cases from the prior experimental and DNS studies
included in Figs. 5.2 and C.1 are provided in Tables C.1 and C.2, respectively.




TG 2014 [2] 2-D R TF δth/δth,L (see Fig. 12)
SD 1998 [5] DS 2-D R TF δth/δth,L (see Figs. 5 & 6)
YG 2009 [4] 2-D R TF δth/δth,L (see Figs. 3–6)
SC 2002 [8] 2-D R TF
Area between c contours see Table
1
CP 1996 [14] 2-D R TF/BP-TR







Fig. 4 in [12] & Figs. 6 & 4 from
[11] & [13], respectively
LA 2010 [21] F-PLIF TF/BP-TR






OB 1997 [20] DS 2-D R BP-TR Interpreted from Fig. 11
CB 2002 [10] DS 2-D R TF/BP-TR Interpreted from Fig. 9
LI 2016 [6] 2-D R TF
Interpreted from PDF of δth in
Fig. 11
HG 2016 [9] 2-D R TF/BP-TR
Interpreted from δth values in Fig.
10
BD 1996 [3] 2-D R TF δth/δth,L see Fig. 5




BP-TR δT/δL see Figs. 10 & 11
Table C.1: Details of prior experimental cases included in Figs. 5.2 and C.1.
“R” stands for Rayleigh measurements and “DS R” implies dual sheet
Rayleigh. “F-PLIF” and “C-PLIF” stand for CH2O- and CH-PLIF, re-
spectively. TF, BP-TR, and BR imply that the study observed either thin
flamelets, BP-TR flames, or broadened reactions (or a combination of all
three). c is the progress variable (see Eq. 3.12) and ρ is density.
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PDFs of |∇ρ| (see Figs. 6 & 9) &
from Figs. 5 & 8
AD 2011b
[27]
DNS BR PDFs of |∇ρ| (see Fig. 3)
AD 2015 [28] DNS TF Thickness factor (see Fig. 5 of [30])
AD 2016a
[29]
DNS TF/BP-TR Thickness factor (see Fig. 5 of [30])
AD 2016b
[30]
DNS TF/BP-TR Thickness factor (see Fig. 5)
PO 2010 [25] DNS TF
Turbulent/laminar comparison in
Fig. 7
LB 2015 [32] DNS BP-TR/BR
Fig. 4 & thicknesses reported in
Table 6
SH 2007 [24] DNS TF
Based on |∇c|c=0.3 & |∇c|c=0.5 in
Fig. 4
Table C.2: Details of cases from prior DNS studies included in Figs. 5.2 and C.1.
“R” stands for Rayleigh measurements and “DS R” implies dual sheet
Rayleigh. “F-PLIF” and “C-PLIF” stand for CH2O- and CH-PLIF, re-
spectively. TF, BP-TR, and BR imply that the study observed either thin
flamelets, BP-TR flames, or broadened reactions (or a combination of all
three). c is the progress variable (see Eq. 3.12) and ρ is density.
As was mentioned in Section 5.1, a case was classified as a BP-TR flame if its average
preheat or total flame thickness exceeded twice that of its associated laminar value
(see Refs. [2–9, 23]); otherwise it was considered to be a thin flamelet. If statistical
thicknesses were not provided, preheat layer broadening was interpenetrated from
either joint PDFs of the gradient of temperature (∇T ) or progress variable (∇c), or
simply from sample temperature or CH2O-PLIF images (see Refs. [10–14, 17–21, 24–
30, 32, 94]). For example, the DNS study by Sankaran et al. [24] used a plot of
∇c vs. c to demonstrate flame thickening (see Fig. 4 in Ref. [24]). Though that
plot indicates that their preheat layers became thicker as the axial distance from
their simulated burner increased, the |∇c|c=0.3 values interpreted from that figure
(which is used by others [2, 4, 5, 7] to represent the preheat layer thickness) suggests
that their preheat layers were not more than twice as thick as that in a laminar
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flame simulation. In contrast to that example, the ∇c vs. c plots provided in Fig.
9 of the experimental study by Chen and Bilger [10] indicate that several of the
measured |∇c|c=0.3 values were less than half of their laminar counterparts, and thus
were considered to have broadened preheat layers. A similar approach was followed
for classifying cases based on their reaction layer structures. Namely, if an average
thickness value was provided for a case and that value exceeded twice that of an
appropriate laminar value, that case was considered to have broadened reactions (see
Refs. [2–5, 7–9, 17, 19, 23, 28–30, 32, 94]). But again, if statistical values were not
provided, the reaction layers of a case were characterized by either joint PDFs of ∇T
or ∇c (conditioned on temperatures or progress variables associated with reaction
layers), or were interpenetrated from sample PLIF images of either CH-, HCO-, or
overlap-layers (see Refs. [6, 10–14, 20, 21, 24, 25]).
As was pointed out in Section 5.1, the location of each case in Fig. 5.2 (and
hence Fig. C.1) was based upon the information provided in Refs. [2–10, 13–21, 23–
30, 32, 94]. The only exception to this was from the experimental study by Chen et
al. [14]. Namely, though they used the lateral integral length scale to position their
cases on the Borghi Diagram, to be consistent with the other data points in Figs.
5.2 and C.1, we used the longitudinal integral length scales they reported to position
them. A drawback of simply using the u′/SL and Lx/δF,L,P values directly reported
in those studies is that each study provided a slightly different variation of them. For
instance, while Peters’ definition of δF,L,P was invoked to normalize Lx in this study
(and in one other [2]), most used the laminar thermal thickness (δth,L) to normalize
L. Additionally, as is summarized in Table C.3, the L and u′ values of the cases in
Fig. 5.2 (and hence Fig. C.1) were not all acquired in the same manner.
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Code & Ref. Diagnostic Flow Type location
TG 2014 [2] PIV R/RN x/D = 0.5
SD 1998 [5] LDV NA NA
YG 2009 [4] PIV NA near burner exit
SC 2002 [8] LDV R 15 mm above burner
CP 1996 [14] LDV R/NR near burner exit
DM 2010 [11–13] LDV R/NR x/D = 15 and r/D= 0.5
LA 2010 [21] NA NA NA
ZA 2015 [18] LDV R x/D = 30
OB 1997 [20] LDV R NA
CB 2002 [10] LDV/PIV NR 25 mm above burner
LI 2016 [6] NA NA NA
HG 2016 [9] LDV NR NA
BD 1996 [3] LDV NR x/D = 1.25
DS 1998 [7] LDV NR NA
CC 2017 [23] Hot Wire/Film NR Radially at x = 0
Table C.3: Details the the flow measurements made in the prior cases included in
Fig. 5.2. R and NR imply that the data was collected under reacting
and non-reacting conditions, respectively. NA signifies that either the
measurements details were not not explicitly clear or results were based
on estimations.
For example, in our study (and in others [3, 7, 9, 10]) u′ and L values were determined
from non-reacting flows, while in others [2, 11, 18, 20] they were acquired under
conditions in which flames were present1. Furthermore, in some studies [2, 4, 14]
(including this one), the u′ and L values were based on measurements conducted
near the exit plane of their burners, whereas in others [3, 5, 10, 11, 18, 20] they were
derived from measurements made at locations closer to the average flame fronts. Of
course, all of this implies that the locations of the cases in Fig. 5.2 (and hence Fig.
C.1) are approximate.
It should also be mentioned that cases from studies by Dunn et al. [11–13] and
Zhou et al. [17–19] are particularly difficult to interpret and place on the Borghi
Diagram. This is because these studies utilize high-speed (i.e. 200 m/s to 400 m/s),
1Note that the latter can generate erroneous results if one is not careful to condition data on
reactants only.
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small diameter (i.e. 1.5 mm to 4 mm) jets to generate intense levels of shear driven
turbulence. The majority of the other cases in Fig. 5.2 (and hence Fig. C.1) consist
of flames subjected to more uniform turbulence that is generated far upstream of
where they lie, which is more in line with the premises surrounding the development
of the Borghi Diagram [11]. Furthermore, Dunn et al. [11–13] focus on highly sheared
flames near the flammability limit, which possess computed laminar flame speeds and
thicknesses that are questionably small and large, respectively. Thus, normalizing by
these computed quantities is potentially misleading. Zhou et al. [17–19] take a more
appropriate approach to generate these normalizing constants. Namely, they directly
measure them from laminar flames stabilized on their burner, which should account
for any affects their pilot may have had on their flames2. However, Zhou et al. [18]
do not directly measure their integral length scales, but instead approximate them to
be half of the width of their flow fields. While this is an acceptable approximation
for non-reacting, turbulent jets, Dunn et al. [11] found that such approximations
can differ from measured values by as much as 30%. So again, and in general, some
caution is necessary when interpreting the specific positions implied in Fig. 5.2 (and
hence Fig. C.1).
2Unfortunately, the approach could not be taken in our experiment because our burner is inca-
pable of stabilizing a laminar flame.
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APPENDIX D
Sample PLIF images from high-speed jet flame
As mentioned in Section 4.3, Zhou et al. [17–19] observed broadened reaction
layers (e.g. CH-, HCO, and overlap-layers) in premixed methane–air flames produced
and stabilized by a small diameter jet-burner (inner nozzle diameter of ∼2 mm). In
an attempt to replicate their results, a small diameter jet-burner similar to theirs was
constructed. A schematic of this burner and an image of it while it was operating are
provided in Figs. D.1a and D.1b, respectively.
Figure D.1: (a) Schematic of high-speed jet burner. (b) Image of burner during ex-
perimentation.
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The CH-PLIF imaging technique described in Section 2.2.2.2 was applied to a case
very similar to that considered by Zhou et al. [17–19] (i.e. their case labeled “LUPJ1-
418”). Specifically, here the bulk flow velocity and equivalence ratio of the premixed
methane–air flame were set to ∼418 m/s and 1.05, respectively. Sample images from
these efforts are presented in Figs. D.2 and D.3.
Figure D.2: Sample CH-PLIF images acquired from the high-speed jet burner. The
bulk flow rate was set to ∼418 m/s and the equivalence ratio was 1.05.
Note that here D = 1.75 mm.
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Figure D.3: Sample CH-PLIF images acquired from the high-speed jet burner. The
bulk flow rate was set to ∼418 m/s and the equivalence ratio was 1.05.
Note that here D = 1.75 mm.
Unlike the CH-layers presented by Zhou et al. [17–19] (see, for example, Figs. 2
and 7 of Refs. [17] and [18], respectively), those in Figs. D.2 and D.3 certainly do
not appear to be significantly broadened. Granted, the layers in Figs. D.2 and D.3
have been locally thresholded to 50% of their local maximums. However, it is evident
from Fig. D.4, which exhibits CH-PLIF images wherein only the background signal
was removed and no thresholding was applied, that these reaction layers are, for the
most part, relatively thin.
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Figure D.4: Sample CH-PLIF images where the average background signal was re-
moved but local thresholding was not applied. The conditions for these
images were the same as those in Figs. D.2 and D.3.
While locally broadened regions are observed in Figs. D.2 – D.4, the average CH-layer
thicknesses, which where determined by applying the methods outlined in Section
3.1.1 to ∼350 images acquired from both the upper and lower zones of Figs. D.2
– D.4, were found to be less than twice that of a laminar flame with φ = 1.05.
Furthermore, the average CH-layer thickness of a case with φ = 0.85 was also found
to be less than twice that associated with a laminar flame of the same equivalence
ratio.
It is rather surprising that the specific jet-flame investigated here exhibited sub-
stantially different structural features than a very similar one studied by Zhou et
al. [17–19]. The only major difference between their investigation and ours, is the
particular diagnostic scheme utilized to conduct CH-PLIF imaging. As discussed
in Section 2.2.2.2, in this dissertation CH-PLIF imaging was conducted by utilizing
a continuously pulsed Nd:YAG pumped dye laser system to excite the overlapping
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Q2(2) and Q2(6) transitions within the (0,0) band of the CH C
2Σ+–X2Π system (near
314 nm). Zhou et al. [17–19], on the other hand, performed CH-PLIF imaging by
using the frequency-doubled output from a pulsed alexandrite laser to excite a series
of R-branch transitions within the (0,0) band of the CH B2Σ−–X2Π system (near 387
nm) [17, 158]. The laser pulses from the former system contained ∼0.2 mJ of energy
and possessed a spectral linewidth and a temporal pulse width of 0.1 cm−1 and ∼7
ns, respectively [105]. In contrast, pulses from the latter laser system contained ∼70
mJ of energy and had a spectral linewidth and a temporal pulse duration of ∼8 cm−1
and ∼150 ns, respectively [158, 159].
The advantages of this latter approach are that: 1) 7 distinct transitions can
be excited simultaneously; and 2) the CH radicals can relax and potentially be re-
excited within the duration of a single pulse [158, 159]. However, as was pointed
out by Kiefer et al. [159], a potential disadvantage of this technique is that it is
susceptible to interferences from CH2O-LIF signals. The fact that the sample CH-
PLIF images presented in Figs. 2 and 7 of Refs. [17] and [18], respectively, more
closely resemble the CH2O-PLIF images that were acquired simultaneously with them
than the sample images in Figs. D.2 – D.4, suggests that they were potentially affected
by such interferences. Furthermore, based on the results presented in Ref. [158],
which suggested that all 7 transitions can be saturated by a 15 mm tall sheet that
contains pulse energies of ∼50 mJ, it is likely that Zhou et al. [17–19] was providing
more energy than necessary. This, of course, could cause a reduction in the contrast
between CH-LIF signals and those stemming from spurious background sources (e.g.
CH2O-LIF signals). However, these notions are merely speculations. And though the
author trusts that Zhou et al. [17–19] implemented great care while performing their
investigations, it is hard to rule out the possibility that their CH-PLIF images were
somewhat affected by CH2O-LIF signals until more definitive evidence that they were
not is provided. For instance, implementing both approaches to CH-PLIF imaging
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simultaneously would help shed light on why the results presented by Zhou et al.





[1] N. Peters, Turbulent Combustion, Cambridge Univeristy Press, 2000. xii, xv,
xvii, xxii, xxiv, 5, 7, 8, 15, 16, 17, 19, 20, 21, 22, 31, 32, 92, 105, 115, 124, 126,
142
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[111] S. Böckle, J. Kazenwadel, T. Kunzelmann, D.-I. Shin, C. Schulz, J. Wolfrum,
Simultaneous single-shot laser-based imaging of formaldehyde, OH, and tem-
perature in turbulent flames, Proc. Combust. Inst. 28 (1) (2000) 279–286. 39,
47, 77, 88
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