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1. INTRODUCTION 
This report describes selected activities at the Computer 
Installation of Ris« National Laboratory in 1979 and 1980. 
Aside from the daily operation, two large projects have been 
dominant, and both are discussed at length in the following 
pages. One is the evaluation of •* successor to our present 
Burroughs B6700 computer the other is the development of RIPS, 
Rise Interactive Plotting System. 
Some on-going research projects and some finished research 
and/or development work are discussed briefly in the other 
chapters. 
During the period there have been several extensions to the 
computer. Early in 1979 we installed a second central processor, 
and in July 1980 another 61 K-word working storage. 
Concerning peripherals we had three magnetic tape drives with 
1600 bpi in December 1979, and two more spindles for removable 
disk packs in March 1980. Loading of files from back-up tapes 
has been made easier through the FILELOADER-program which users 
can run from their terminals. 
The handling of paper tape was taken out of the computer room 
and moved to a PDP-8 which users may operate themselves. This 
PDP-8 was already available for reading and writing floppy 
disks, and it has also been equipped with a reader for 
3M-cartridge tapes. 
A Calcomp 1012 plotter vith four pens was being installed at the 
end of 1980. A number of driver programs for plotters at 
terminals have been implemented. 
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Due to the growing number of graphic terminals and of file 
transfers from Minicomputers three 1200 bit/s full duplex modens 
were installed instead of one half duplex. Also, the number of 
300 baud modems grew from 12 to 14. 
The terminal equipment for the staff of the Computer 
Installation was augmented by a graphic display, Tektronix 4010, 
and a Diablo 1620 printer, which is used for text processing as 
described in Chapter 7. This report was prepared and written on 
that printer. 
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2. THE BVALUåTION OF PROPOSALS FOR A NEW COMPUTER 
During the years 1979 and *80 a very large part of the work at 
Ris#'s Computer Installation was taken up by the procedures of 
choosing a new computer. 
In 1979, a preliminary appropriation was obtained and a request 
for proposals was issued. In 1980, proposals fro« eight vendors 
were evaluated and two vendors were chosen for a short list. 
Benchmarks for these two were prepared and run. 
The final evaluation carried on into 1981, and in March of that 
year it was decided to accept Burroughs' offer of a dual B7800. 
The intention of this paper is to describe the process of 
evaluation, the problems we encountered, and the solutions we 
arrived at. It is not the intention to include information about 
either the technical or financial contents of the proposals 
except for the necessary examples. 
2.1. Background 
Risø National Laboratory has a long tradition of using computers 
in its research. The present main frame, a Burroughs B6700, was 
installed in 1970. 
A growing work load has led to a number of extensions of the 
B6700. As the computer grew older, complete replacement became a 
stronger and stronger alternative to extensions for both 
technical and financial reasons. 
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Eventually, it was decided to request the necessary purchase 
funds in the budget for 1982. Our prognosis indicated that the 
present configuration could aeet the deaand only until the 
beginning of that year. 
This prognosis and considerations, which led to the decision to 
carry on with a central aain frame as the backbone of the 
coaputer structure at Rise, vere described in detail in Chapter 
10 of Rise-M-2177, The annual Report for 1978 of the Coaputer 
Installation. 
A crucial point in the early planning was to decide whether we 
had to take the obvious choice and buy a larger Burroughs 
coaputer or whether it was realistic to assume that a change of 
vendor was possible. 
It was decided to ask for offers from any vendor who wanted to 
bid, and it was of course evident to everyone that other vendors 
than Burroughs would have a considerable handicap because of the 
retraining and reprograaning that a change would necessitate. 
2.2. Request for Proposals, Procedure 
The task of procuring the new computer was given to Risø's 
EDP-committee x) together with the Computer Installation, with 
assistance in legal and financial matters from Rise's Economic 
Department and its Management. 
A draft of the request for proposals was finished in August 
1979. It was sent for comments to the Ris* departments and the 
Department of Administration in the Ministry of Finance. 
Further, it was sent privately to ten EDP-vendors who might bid. 
x) An internal, advisory body of users and EDP-professionals, 
six in all. 
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Host of these vendors acknowledged receipt of the draft and 
expressed an interest in receiving the final request. One 
company informed us that they would not bid, and another sent 
very comprehensive consents. 
The Department of Administration, which supervises 
EDr-procurement in the Danish government agencies, had also a 
number of suggestions for improvements and clarifications. 
In particular, the Department noted that the specifications in 
the request were rather loose and unprecise. This would imply 
that the vendors would ask rather many questions, and that it 
would be more difficult for Rise to evaluate and compare the 
proposals. 
Admittedly, the specifications were rather loose. The reason for 
this was that we wanted the different vendors to give their best 
solutions instead of those which were similar to ours. This 
philosophy was accepted by the Department, but it did indeed 
make it more difficult to compare proposals, e.g. with different 
strategies concerning fixed and removable disks. 
2.3. Request for Proposals, Specifications 
The request which was written in Danish, consisted of 19 pages 
in the following chapters: Introduction, Present and Future Data 
Processing, Specifications for the Requested Proposal, and 
Treatment of Received Proposals. 
The introduction gave a general description of Rise and the 
composition of Rise's use of edp, stressing that about 150 
end-users are heavily involved in programming and testing 
because this work is closely integrated with their research. 
Therefore, both interactive program development and heavy 
numerical calculation were important criteria in the choice. 
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Practical and legal information about possible questions to 
•is«, the latest tiae to subeUt the proposals, fora of the 
proposals, etc. was also placed in the introduction. 
The second chapter described the present installation, its 
terminals, and the general structure of important types of jobs, 
i.e. aodel building and reduction of experimental data. 
It was explained that consideration of the aany end-users aade 
stability »ery iaportant, so it aust be possible to extend the 
new coaputer to cover the deaand for aany years without 
converting its programs. For processing power, this was 
specified as follows: 
- On the acceptance date (January 1st, 1932) the CPU-power 
aust be approximately twice the expected deaand. 
- During 1982-86 it aust be possible to extend the instal-
lation to meet a growth of 30$ p.a. 
- In case of unforeseen demands, it aust be possible to extend 
the installation to five tiaes the requested power at the 
acceptance. 
- These extensions must not necessitate noticeable breaks in 
the operation, nor changes in functioning software. 
The desired magnitude of processor power was indicated by two 
test programs which were to be run a certain number of times 
during a given period together with a terminal load. 
It was expected that many vendors would try to run these two 
prograas, and to avoid making this unduly difficult they were 
written in standard Fortran with no file-handling. 
One of the prograas, called TF1X, is a Honte Carlo program of 
200 lines. It has numerous conditional statements, standard 
functions, and subroutine calls, but very little structure. 
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The other program, TF31, solves 200 linear equations *nd 
calculates statistics far the residuals. It has two arrays of 
dimension 200 • 200. i.e. 60.000 float in« po'r.* numbers, and its 
•amy, rather short loops ravour a computer with an efficient 
cache store. 
Me 014, in fhet, rind that the rankings of the proposed 
computers, according to TP1I and to TF3', were not identical, 
hat we think that the combination of two progress of different 
structure gave the venders sufficient information to choose in 
their product lines, and the results gave us a fair iaprcssioa 
of the strength of the machines. 
•ise has, of course, a large nuaber of programs written in Algol 
as well as in Portran. Generally speaking, Algol is the nor« 
difficult language to convert tc another computer, and we 
reserved that burden for those vendors who were selected for a 
thorough study and benchmark. 
It was atn indispensable demand that the numerical precision and 
the number range should be at least as good as in the »8-bit 
representation of the present machine. This had the effect that 
the man> 32-bit computers had timings and storage demands 
calculated according to their "double precision" performance. 
The specification of peripheral units was trivial. The only 
point of interest was a prognosis for disk storage, growing from 
380 H byte today to approximately 1 C byte in 1986, of which at 
least 5071 would be on removable disk packs. 
He did, in fact, forget an important point in our specifications 
for disk packs: A certain number of disk drives are necessary in 
our environment to provide flexibility for mounting packs, but 
the capacity of modern disk packs is sufficient to aeet our 
initial demands, as described in the request, on a single 4rive. 
Also, the expected growth in terminals, remote job entry 
stations or rather remote printers, and attached minicomputers 
was specified. 
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The third part of the request for proposals specified the 
information that we expected to find in the proposals. This 
included all the usual things such as technical descriptions, 
prices, contractual terms, etc. A few points deserve mentioning: 
The specification was rather detailed, giving 16 headings with 
numerous headwords about which we required information, if 
possible v>ith the same outline. On the other hand, we stressed 
that all information deemed relevant by the vendor should be 
given whether we asked for it or not. 
The offers should specify the configuration and the price for 
hardware and software according to our description of the work 
tc be done. The total amount expected to be available was 
mentioned in the request. 
Further, we asked for a plan for the necessary extensions to the 
computer in 1982-86, so that the installation could meet the 
expected growth in demand during that period. Of course, we also 
wanted to know expenses for maintenance. 
The last chapter in the request outlined our intentions as to 
the further procedure and evaluation. 
2.4. Handling of Proposals 
On October 31st, 1979, Risø officially announced in 
»Statstidende" and other daily papers that interested vendors 
could have our request for proposals. Seventeen vendors asked 
for it and eight of them actually submitted one or more 
proposals before our January 15th, 1980 deadline. Placed in 
alphabetical order, the eight were Burroughs, Control Data, 
Digital, IBM, ICL, Prime, Saab Univac, and Siemens. 
One of them evidently did not combine the desired processing 
power and precision. The remaining seven were invited to 
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supplement their written proposals with oral presentations. Then 
one vendor withdrew its proposal. 
Nine different proposals from the final six vendors were 
evaluated with the intention of finding a short list of 
approximately three proposals to be examined further. 
Our basis for this evaluation was the written proposals, 
presentations, and answers to clarifying or supplementary 
questions that we put to the vendors individually. 
A main frame computer is of course a very complex system, and it 
is necessary to evaluate it according to many different 
criteria. No proposal will be the best one in all aspects. 
We had few indispensable demands, roost of which have been 
explained above: 
- economic limit respected 
- numerical standard precision at least 39-bit mantissa 
- processing power and disk storage above expected demand 
- possible extension by a factor of five 
- no unacceptable clauses in suggested contract specifica-
tions. 
None of the nine remaining proposals were, in fact, discarded 
for any of these reasons. Two of them might not have the 
sufficient processing power in 1986, as the test programs 
indicated that their power was a few percent too small. They 
were given the benefit of doubt, and the evaluations were 
carried through, showing the proposals to be noncompetitive. 
There exist several "schools of methodology" for a 
multi-dimensional evaluation like a comparison of different 
computers. One of them is MECCA, meaning Multi-Element Component 
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Comparison and Analysis, advocated strongly by Tom Gilb. (Tom 
Gilb, »Software Metrics", Studentlitteratur, Lund, 1978). We 
used some of the ideas from MECCA. 
The basic methodology in MECCA is to make a structured division 
of the relevant criteria into a tree, where each partial 
criterion is sufficiently simple to evaluate, preferably by some 
quantitative measuring technique expressed as a numerical value. 
Each partial criterion has a weight, and the weighted sum of all 
parts is a measure of the quality of the proposal. 
Some advantages of the MECCA-method are that the criteria tree 
may be constructed and weights applied independently of the 
proposals, which makes it easier to avoid a subconscious bias 
for or against a certain proposal. It facilitates the overview, 
so that no important criterion either is forgotten, or given 
undue weight by being included within several contexts. Also, 
the weighting factors are open for discussions with steering 
groups and other bodies and may be agreed upon in advance. The 
total weight of a partial criterion may indicate that further 
subdivision is appropriate or that it has been carried too far. 
Finally, the need for values forces the evaluators to work 
comparable times with the different proposals. 
On the other hand, one might suspect that the method could 
become too mechanical, and that decision makers might be misled 
by the magic of numbers, in particular with the calculated 
values at the roots of the trees, these values summing up all 
good and evil in the proposals. 
After these general remarks about the MECCA-method as we see it, 
we will describe what we actually did. 
Fifteen main-criteria in four groups were defined and given 
weights, as seen from Table 2.1 on the next page. 
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30 Capacity 
50 Throughput and Response Time 
20 Main Storage 
20 Secondary Storage 
10 Magnetic Tapes 
30 User's View 
MO Programming Languages 
30 Terminal- and Control Language 
20 System Reliability 
10 Compatibility with other Installations 
2C System Evaluation 
30 System Software and Languages 
30 Filehandling 
25 Datacommunication 
15 Hardware 
20 Daily Operations 
40 Operators' Interface 
40 Utility Programs 
20 Vendor's Support 
Table 2.1. Fifteen main criteria and their weights. 
Each of the fifteen criteria were explained in a short text. 
Most of them were further divided. As an example, Table c.2 
shows the explanations of "Programming Languages". 
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20 Representation of numbers in Algol and Fortran, 
including standard and extended precision and 
range of numbers 
30 Replacement for Burroughs Algol 
30 Fortran 
8 Cobol 
8 Other languages 
t Application packages 
The difficulties of a conversion process are described in 
connection with Algol, Fortran, and Cobol, but are not reflected 
in the given values, as the conversion process is handled as a 
cost. 
Table 2.2. Explanation of criterion Programming Languages. 
Many of the criteria had a further subdivision, e.g. Fortran was 
further divided into: Accordance with Ansi 78 (25), Intrinsics 
(10), Utilities (10), Documentation (25), Diagnostics (15), and 
Max. Dimensions of Arrays (15). 
The different criteria were delegated to the stnff of the 
Computer Installation for evaluation. Values were given between 
0 and 10, 0 meaning "absent" or "no use at all", 5 meaning 
"acceptable", and 10 "extraordinarily good". 
As might be expected, some of the criteria could not be 
evaluated in a meaningful way with a reasonable amount of work. 
In those cases, all proposals were given the same value, 5, 
although we usually had sufficient prior knowledge about 
Burroughs. We decided that ••his was the most even-handed way of 
treating the vendors. In total, these criteria carried 10.9% of 
. e weight. 
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It was our intention to handle this phase of the evaluation 
without further test runs or visits to installations, factories, 
etc. However, one proposal was very difficult to judge because 
of its special nature. It was an ICL 2970 with a DAP -
Distributed Array Processor - and the problem was how easy or 
difficult it would be to utilize an array processor at Risø, and 
how much work could reasonably be done on it. Therefore, during 
a mission to England for other purposes, a day was spent 
visiting ICL in Bracknell and the Computer Unit of Queen Mary's 
College, which was going to receive the first DAP. 
The qualities of the different proposals were presented in an 
internal report, partially as a summary in words of the features 
of each proposal, and partially as a scheme where the computed 
values of the four groups (Table 2.1) were given for each 
proposal. Thereby we hoped to avoid the undue attention the 
reader might pay to one figure per proposal. This scheme also 
had a figure for the processor capacity as measured by the test 
programs. 
The qualities must be seen in connection with the economic 
conditions, where different types of expenses must be taken into 
account: the initial investment which was formally limited, the 
running expenses up to 1986, including the extra expenses of a 
possible overlap of the present and future systems for a 
considerable period, and the possible conversion. On the other 
hand, some proposals included "fringe benefits"; these might be 
difficult to translate into a monetary value. 
The actual figures for the total weights came out between 4.1 
and 6.9. Whereas, the 1.1 reflected a rather problematic offer, 
nobody felt that the 6.9 fell on the best machine (illustraing 
the danger of the "magic of numbers"). The 6.9-offer was a 
"multi-processor" configuration, which implied the existence of 
two problems: First, the processing speed for a single problem 
was rather low. The explanation of "capacity" did, in fact, 
demand a reduced value in this case, but insufficiently it 
seemed. The second problem was that further extensions after 
1986 would be very expensive, as a total change to a larger 
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model from the same vendor would be necessary. This is an 
example of the artificial nature of a fixed time limit. On the 
other hand, we see no way of making an evaluation without a time 
limit. 
To avoid mistakes, letters were sent to the vendors stating the 
relevant extensions to their proposals up to and including 1936 
and the resulting expenses (e.g., add ons, maintenance, software 
licence) in the period. 
The conversion effort is difficult to estimate. It is neither 
evident how many programs and datafiles eventually would be 
converted, nor how much manpower it would take. The Computer 
Installation made an estimate of 25-53 man-years, including 
eight man-years for retraining. Also, the price at which the 
man-years should be counted is not evident. A conversion can be 
the occasion of improving programs so that the real expense is 
less than the wages paid. On the other hand, it will also cause 
an inconvenience, so that the sheer wages are insufficient as a 
measure. Further questions are whether or not overhead on the 
staff is to be included, and whether the wage basis is the wage 
paid to the person or the potential invoice price if his time 
were spent otherwise. 
If the choice were a new Burroughs computer, there would, of 
course, be no conversion expense at all. Therefore, these 
estimates might be decisive ones for making the final choice. At 
the present time, the conversion effort was put at 25 man-years 
at a price which was near the average pay. 
The conclusion of this phase was to continue the study of 
Burroughs B7800 and Control Data Cyber 730 and Cyber 175. Of the 
two CDC-offers, the latter was the most attractive, but it was 
doubtful whether or not it was economically feasible, depending 
upon future changes in the exchange rate of dollars versus 
Danish kroner. However, the additional work in preparing a 
benchmark for one or two Cybers was the same, so both were 
allowed in the ne"t phase. Later, the interest was, in fact, 
concentrated on the Cyber 175. 
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Fr JI the outset we intended to make a thorough study of 
approximately three vendors. The results so far showed that 
Burroughs and CDC were the most likely winners; among the others 
there were certainly also two "black horses". However, we could 
not point to one of these other two as the most likely 
candidate, and we could not invest in further work with both of 
them together. Therefore, both were cut out. 
All of the vendors were informed of our decisions on May 19th, 
1980. 
2.5. Basic Ideas of our Benchmark 
The request for proposals had stressed that we wanted to run 
benchmarks on the proposed systems with a batch of programs 
together with a simulated load of terminals. 
The benchmarks should, of course, reflect the expected load on 
the new computer at different times in the future. At the same 
time fairness should be shown to both vendors and results should 
be obtained which were easy to measure and compare. Further, it 
should be possible to construct the benchmark with a reasonable 
amount of work. 
The present load consists of terminals and relatively small 
batch jobs in the daytime and larger batch jobs at night. The 
batch part of the benchmark was constructed so that ifcs profile, 
that is, the mixture of small and large jobs, compilations, 
runs, and programming languages reflected the average load of 
today. 
The load consisted of 48 jobs, not all of them different, where 
8 were large jobs which took up 83$ of the processor power of 
the whole batch when run on the present B670O, Six of them were 
in Fortran, two in Algol, and all of them were of about equal 
size. 
- 20 -
It follows that the MO other jobs were relatively small; 20 of 
them were compiled for syntax, the other 20 compiled and run, a 
few with run time errors. Half of each group were in Fortran, 
the other half in Algol. 
In the log of the present load the proportion of different sizes 
of jobs and number of compilations can be found exactly. It is, 
of course, not constant from month to month, but the 
fluctuations are rather small, and it is easy to make a 
representative average. 
One piece of information that we do not have in the log is the 
language of an executed job. The number of compilations in Algol 
and Fortran are available, but they do not tell whether the 
compiled program was executed once or many times, nor whether it 
runs ten seconds or ten hours. 
He chose the following procedure to estimate the proportion of 
Algol versus Fortran used. We went through the catalogue of 
files, which tells the language of each program file, and used 
this information to characterize the users as to their preferred 
language. The overwhelming part of the users are in practice 
mono-lingual, so their use of the computer was counted as use of 
"their language". 
Each user's computer use was already part of the normal 
statistics that were printed each month, so the method was easy 
to apply. However, the figures did fluctuate from month to 
month, showing that the Fortran load was between 60 and 80% and 
the Algol load between 20 and M0%. Cobol accounted for about 3% 
and other languages for even less. 
The analysis could have been carried out in greater detail, but 
in view of the fluctuations it was not deemed worthwhile. 
Our actual test batch was 70-75J in Fortran and 25-10$ in Algol. 
This batch reflected an average load for 24 hours. During the 
benchmark it was used both for batch alone and together with 
terminal loads. It was much easier to use the same batch and it 
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was supposed that the small jobs did not disturb the picture of 
the night load significantly. The day load was certainly heavier 
than is acceptable on B6700 today, but on a stronger computer 
larger jobs will be admitted during the prime shift, and 
therefore the load was not too unrealistic for the purpose of 
getting an idea of future behaviour. Further, the situation was 
equal for the two vendors. 
To obtain reproducible and intelligible measurements of the 
computers' ability to handle a terminal load, we used a 
technique known as external stimulation. The datacommunication 
lines of the computer under investigation are connected to 
another computer in which a terminal simulation program is run. 
This program sends messages as if they came from snecified 
terminals, receives answers from the computer, waits through a 
"thinking time", sends a new message, etc. At the same time the 
program collects statistics on response times. Later these 
statistics can be grouped and analyzed at will. Fortunately, and 
due to the demands in US Government procurements, both vendors 
had developed this technique in quite similar ways. 
The behaviour of a simulated terminal is given in a "script" 
that gives a detailed specification of characters to be sent, 
the delay times between them, and when to wait for an answer 
from the computer. 
For our purpose six different scripts were defined and 
implemented on the two computers. They represent different types 
of terminals, baud rates, and patterns of use as is described in 
the next subsection. 
The benchmarks should reflect future developments, and four 
different loads were defined. All of them had the same batch, 
but the number of terminals was growing from zero to the 
expected situation at the time of installation (early 1982), at 
the end of the five-year period (late 1986), and at some time 
beyond that. (The last load may of course be interpreted as 
taking place in 1986 with a faster growth than expected). 
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The different types and uses of terminals are not expected to 
grow at the saae speed, so the three terminal loads did not have 
the saae proportion between the scripts. 
There are several yardsticks for defining the performance of a 
coaputer system. The two most important in connection with 
benchmarks are their ability to serve terminals and run the 
batch. These two qualities are related to each other as the 
resources may be allocated according to a chosen priority 
between them. 
He found that the best way to get clear results was to define 
"an acceptable limit" for one service and optimize the other 
under this constraint. In fact, we demanded that 75% of the 
response times to simple editing commands should be less than 2 
seconds, and 90% less than 4 seconds. Complex commands, e.g. 
"compile", must not hold up the terminal work for an undue 
period, defined as the actual processor time for the work 
multiplied by the number of terminals and 1.5. 
After this, the elapse time from the beginning of the first 
batch job to the end of the last one is a measure of the 
strength of the configuration under test. 
Other measures like processor time, channel-busy-times, 
available storage, etc. do not relate clearly to the experienced 
performance. They are, however, of great interest in an analysis 
of why the computer functions as it does and they also indicate 
possible bottleneck with a growing load and useful changes in 
the configuration. 
2.6. Preparation of Benchmark 
The central activity of the next phase was to prepare the 
benchmarks. At the same time we deepened our theoretical 
knowledge of B7800 and the Cybers. 
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A working group was formed, consisting of staff from the 
Computer Installation and several users, namely E. Mose 
Christiansen from Electronics Department, Preben Hansen from 
Reactor Technology Department, J. Lippert from Health Physics 
Department, lb Misfeldt from Metallurgy Department, and Steen 
Weber from Reactor Technology Department. 
As its task the group had to prepare the benchmark. The more 
important activities were to act as a reference group in 
discussing the ideas described above, suggest suitable programs 
for the greater part of the benchmark, and implement them on 
both machines. 
A number of suitable programs and test examples were chosen. 
They were all running in a version on B6700, and a few were also 
running on a Cyber. Consequently, the greater part of the work 
was to implement these programs on a Cyber and make sure that 
the resulting versions on the two machines were comparable. 
Ue placed a strong emphasis upon doing as much of the work 
ourselves to gain first-hand experience on the basic software of 
the Cyber, i.e. how it is to work with its compilers, editors, 
file systems, etc. During this work we received a large amount 
of valuable help from RECAU - The Regional EDP-Centre at Aarhus 
University - which runs a Cyber 173- At our request, RECAU 
arranged a two-day introductory course at Ris* for the working 
group, after which they supervised us until a reasonable routine 
had been aquired. They did this, both by sending a systems 
programmer to Risø for a period and by accepting our 
programmers' visits at Aarhus, not to mention innumerable 
telephone consultations. 
Also, at a later stage our systems programmers visited RECAU for 
discussions, and one of our machine operators worked there for a 
week. 
When we reached a level where we no longer quite felt ourselves 
to be novices with the Cyber, we also accepted the assistance 
that Control Data generously offered us. 
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Differences between the two computers led to a lot of problems 
during the iapleaentation. A few examples may be mentioned: 
The run time checking of subscripts in a nultidimension«1 array 
in Fortran is different. On Cyber, the programmer can choose 
between a check of each subscript or none at all. Burroughs 
checks that the final, calculated element is in the array, hone 
of the possible choices can be said to be fair to both vendors. 
To reach a decision we thought about how the most likely 
day-to-day practice would be with a Cyber. The small jobs in the 
batch would probably be in development where you should not 
leave out any checks; whereas the large jobs are supposed to be 
in a production state. 
Similar differences were found in the compilers' optimising 
level and in compilations for syntax check only or compilations 
with errors in the program.. For this reason, a number of jobs 
with syntax error« in the batch were changed to syntax checking 
of correct programs. 
Burroughs has virtual memory whereas Cyber has a strict limit *t 
128 K words for a job, and the programmer must code overlays if 
need be. The result of a comparison will depend very much upon 
whether or not the examples are chosen on one or the other side 
of this limit. Ve wondered what was the right thing for us to 
do. 
Luckily, when the benchmark was ready the working group agreed 
that although each single decision probably could be questioned, 
there was no apparent bias in the total work. 
The programs were given to the two vencors who were asked to 
check that the solutions chosen were reasonably consistent with 
the normal strategies on their computer. They were not allowed 
to optimize details in the codes, as a specialist's fine tuning 
of the programs would not reflect the general level of 
programming at Rise. 
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This "sapor tuning" of th« paraaatars in th« operating systecs 
was prevented by not deciding on th* seeuenca of th« batch 
programs until tha first aorning of th« actual b«ncha*rks, and 
changing a f«u paraaatars in soac of th« jobs at th« saa« tin«. 
Tha batch for tha banchaark had 75X Fortran and 25J ftlgol when 
ran oa »6700. Mian the batch was run on a Cyber, it appeared, 
however, that one of the two large ftlgol prograas ran extreaciy 
heavily and was doainaat through the whole batch, aainly because 
tha prograa was structured in a way that did not work well 
together with the Cyber's use of secondary storage. 
Through a strong effort froa St«en Heber and Control Data, 
aethods were found to iaprove th« performance of this prograa to 
a tolerable level. 
It follows froa this that the computing strength of the two 
vendors* machines coapares very differently in Algol titan in 
Fortran, and this points to a principal problca in asking a 
comparison: The future use of a new coaputer will certainly 
adjust itself so that it takes advantige of th« computer's 
strong sides, i.e. if we choose the coaputer that is relatively 
stronger in Fortran, in five years the Fortran load will have 
become a auch larger proportion of the total load than if w« 
choose the other one. (It would be inappropriate to discuss here 
whether such a developaent should be considered positive or 
negative). 
In short, there is hardly one load-coaposition that is fair to 
both vendors. In the final analysis we found the proportional 
strength between the computers, not only for the total load, but 
separately for Algo? and Fortran, leading not to one figure but 
to an interval for their relative aerits in this respect. 
Parallel to the developaent of the batch, the six scripts for 
the terainal load were prepared and checked out. They were: 
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1) A program of about 150 lines in Algol on Burroughs and 
Pascal on Cyber. Part of the program was "keyed in", 
compiled, and run several times, with editing work done in 
between to remove syntactical errors and logical bugs. 
2) A Fortran program of about 3*100 lines was edited, compiled, 
and run with intermediate editing work. This script 
represented the rather large jobs that often are run from 
our terminals. 
3) Output of a file of random length, interspersed with simple 
calculations of random duration. This script was meant to 
simulate an interactive graphic program. 
1) Input of a file and check sum calculation, simulating input 
of experimental data from an on-line minicomputer. 
5) Output to remote printers. 
6) Remote Job Entry of the batch jobs. This was the most 
practical way to control the exact times when the 40 small 
jobs were introduced into the job-mix. 
Dissimilar error messages and lack of facilities for "breaking" 
them from the script forced us to use different errors in script 
2 to avoid an artificial effect. The really difficult part of 
the script preparation work, however, was to decide upon the 
keying speed and think time, as the log of the 86700 gives no 
information about either. 
Experiments might be performed, but necessarily only a few, and 
we saw no way of determining whether or not an experiment was 
representative. Also, we found no useful figures in the 
literature. 
In short, we were left with using our best guess and common 
sense. Given that key-in will usually be performed by technical 
staff and not by key-operators, the speed was chosen at one or 
two characters per second in the different parts of the scripts. 
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Further, there was a randomly selected waiting period of between 
one and three seconds at the beginning of each new line. We are 
rather confident that these figures are reasonable. 
He are less confident, however, about the think times, that is 
the time interval following the receipt of an error message 
until a decision is made as to what to do. In the end, we 
decided on a random distribution of between 1-10 and 1-30 sec in 
scripts 1 and 2, respectively, but we have no means of 
substantiating that decision. 
The actual number of simulated terminals during the four loads 
and their baud rates can be seen from Table 2.3« During the 
measurements all terminals are active all the time, and the 
figures are, in fact, the expected average numbers of active 
terminals in the future. 
Script Speed Load 0 Load 1 Load 2 Load 3 
1) Small program 
2) Large program 
3) Graphics 
4) Minies 
5) Remote Job 
6) Start of batch 
300 baud 
300 baud 
1200 baud 
9600 baud 
9600 baud 
300 baud 
0 
0 
0 
0 
0 
1 
8 
8 
5 
1 
1 
1 
10 
10 
20 
3 
2 
1 
15 
15 
30 
5 
2 
1 
Table 2.3. Number of terminals at different loads. 
A third activity in this period was to define "ten small 
problems" which were given to both vendors to solve. The point 
was to illustrate the programming facilities with problems like 
bit and character handling, inter-language binding, defining 
non-standard protocols for home-made terminals, use of 
sort-routine and program libraries, and maintenance of system 
software. 
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2.7. Benchmarking 
A delegation of four, namely Erik Hansen, Leif Hansson, and 
Peter Kirkegaard from the Computer Installation, and Steen Weber 
from the Department of Reactor Technology, visited the vendors' 
benchmark laboratories in USA 17 November - 6 December 1980. 
Apart from making measurements, we interviewed several people in 
the development staffs, we had a number of presentations, and we 
visited some present CDC users. (We felt that we already had 
sufficient knowledge of Burroughs' installations so it was 
unnecessary to visit any of them). 
Both vendors had some trivial problems with the benchmark runs, 
e.g. poor or uncorrect connections between the computer under 
test and the one that simulated the terminals. Thus, none of 
them made the full list of configurations and loads that could 
have been wished. 
The terminal scripts were started with 5-sec intervals after a 
pattern that should give a rather smooth average load. Yet, we 
sometimes noted that the scripts became synchronized, mainly 
because compilations became bottlenecks under heavily loaded 
conditions. This problem would probably have been smaller if we 
had made some scripts which edited all the time, and some which 
compiled all the time instead of the mixed scripts we actually 
used. 
To make sure that the terminal load was present during the whole 
batch, all scripts were made cyclic; i.e. when each terminal 
session finished, it started all over again. 
When we composed the batch it was our intention that it should 
run for a period of between 30 minutes and one hour without a 
terminal load. A smaller batch could not be representative, and 
it might coincide with an atypical period of the scripts. A 
longer batch would make the measurements too time consuming. 
Scripts 1 and 2 were also designed to last about 30 minutes, 
- 29 -
whereas 3-5 are very homogeneous and their precise length is of 
no interest. 
The times for the pure batches were in fact 25-35 minutes. With 
a growing terminal load, the measurement time grew from 35-45 
and 35-60 minutes to 95-105 minutes. When we add the times for 
an upstart procedure and dumping both the results and machine's 
log of the measurement period on a tape for later analysis, one 
measurement with full load can easily take up to 3-t hours. 
As we know the performance of the batch on B67O0, it follows 
that we also know how large a proportion of the expected 
1986-load it is. Therefore, it is a straightforward calculation 
to determine whether or not the tested computers can handle the 
batch and terminal load and how much surplus power there is. 
It is worth mentioning that the processing time for a given 
batch job was independent of the terminal load or of the 
sequence of batch jobs. This is true for both vendors. 
2.8. Reports and Decisions 
Although the greater part of this work was done in 1981, it is 
appropriate to comment upon it here. 
The two vendors were invited to review their proposals in the 
light of the experience from the benchmark and the time that had 
passed since the original proposals were given. 
A large number of reports and recommendations were written by 
the people who had been involved in the work. 
The possible choices and their likely consequences were 
discussed at an open meeting with Risø's end-users and with 
representatives from the departments. 
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The general opinion was that both computers - Burroughs B7800 
and Cyber 175 - were acceptable, but some persons, groups, or 
departments found one machine or the other better suited to 
their tasks. 
The burden of a possible conversion was again discussed at 
length. A new analysis gave 30 man-years as the most likely 
amount of work. However, half of it might be bought outside 
Risø. 
The EDP-committee analysed and condensed the material into a 
final report with recommendations to Rise's management. Several 
departments also gave their recommendations. 
On March 25, 1981 management made the decision. 
In the final stage of evaluation management considered the 
following five aspects in particular: 
- the suitability for the users at Risø, 
- compatibility with computer applications at other scientific 
institutes and clients, 
- future obsolescence, 
- total capital and operating costs over a ten-year period, 
- the burden of conversion, 
s»nd decided eventually to negotiate a contract with Burroughs on 
B/800. 
It should be noted that this decision reflects the specific 
conditions of Risø and does not infer any general statement 
concerning the relative quality or performance standards of the 
computers in question nor of their respective vendors. 
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3. RIS« INTERACTIVE PLOTTING SYSTEM 
RIPS (Risø Interactive Plotting System) is implemented in Algol 
on the B6700. 
The previous plotting system at Risø had no interactive 
facilities. It merely created plotfiles in vector-format on 
disk. The user had access to a set of procedures, e.g. PLOTLINE 
to draw a line-segment, etc. The plotfile was automatically 
plotted on a graphic device selected by the user (e.g. 
Calcomp-plotter, Tektronix graphic terminal, or lineprinter). 
This scheme fits the Calcomp-plotter and the lineprinter nicely, 
but the possibilities of interaction and graphic input from a 
graphic terminal are unsupported. 
The familiar procedures of the former system are retained in 
RIPS, but extensions are provided to support interactive 
commands and graphic input (crosshair, etc.). 
In the new system, the pictures are stored in datastructures 
suitable for further manipulations. 
The basic creation of graphic data in RIPS is accomplished by 
calling plotter-functions similar to those of the former system, 
but the datastructure created by a plotter-function is handled 
as a graphic unit (in the following called an image), which c?n 
be stored and manipulated as an entity. 
The user may manipulate images in his program by use of a set of 
procedures provided by the system. He may also manipulate the 
images interactively from his terminal using commands provided 
by the procedure IMAGEHANDLER, which is part of the system. Most 
procedures available in the program have a corresponding 
command. 
The interaction between the program and user at the terminal is 
performed as follows: 
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The program requests interactive manipulation of an image by 
calling the IMAGEHANDLER with the image as parameter. After 
manipulating the image the user returns control to the program 
by executing a RETURN-command. The image is returned to the 
program as the function designator of the IMAGEHANDLER. 
3.1. The Datatype IMAGE 
A new datatype named IMAGE was introduced for handling images. 
The actual implementation of the IMAGE-type uses the B6700-Algol 
variables of type STRING. The word IMAGE has been defined to be 
a synonym for STRING, and thus IMAGE'S, IMAGE ARRAY'S, and IMAGE 
PROCEDURE'S are available. 
IMAGES are not manipulated directly by the Algol operators and 
functions, but via special procedures (MOVE, SCALE, ROTATE, 
COMBINE, etc.). 
3.2. The Structure of an Image 
Images created by the basic plotter-functions are the 
fundamental entities of an image. They are themselves images and 
may be combined with others to form "combined images", where the 
basic images are retained as so-called subimages. Subsequent 
manipulations of combined images may be carried out on the image 
as a whole or on a single subimage. 
The basic image consists of two parts: (a) a 
vector-representation of the picture as it was first drawn, 
decomposed into straight lines, and (b) a set of parameters 
describing the picture's position and subsequent repositionings, 
rotations, and scalings. The notion of an image and the 
underlying datastructure are device-independent. 
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Hhen an image is manipulated the vector-representation is left 
unaltered while all modifications are made by changing the 
parameters. This conserves the accuracy of the picture. 
3.3. Creation of Images 
As mentioned above, basic images may be created by call of the 
basic image-functions, e.g. 
IM:= PLOTGRAPH(...); 
The resulting image may either be stored in a variable of type 
IMAGE (as in the example above) or may be used as parameter to 
image-handling procedures, e.g. 
COMBIM:= COMBINE(IMA,PLOTGRAPH(...)); 
which combines the image IMA with the basic image created by 
PLOTGRAPH. 
The overhead of storing the parameters of all subimages of a 
combined image may be avoided by us of a COLLECT-mechanism, 
where a sequence of calls of basic image-functions creates a 
single basic image. 
Basic images may also be created by commands to the 
IMAGEHANDLER, which performs the actual calls of the 
corresponding image-functions. Only image-functions with 
constant parameters have corresponding commands. 
3.4. The Interactive Module (Function IMAGEHANDLER) 
The IMAGEHANDLER is a function available to the user's program. 
Interaction between the program and the user at the terminal is 
initiated by a call of IMAGEHANDLER from the program. 
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IMAGEHANDLER has two parameters, (a) a message to be displayed 
on the terminal and (b) an image, the so-called workimage, which 
can be interactively manipulated from the terminal. When the 
interactive manipulation is finished, the user transfers control 
back to the program by a RETURN-comraand. The program receives 
the user's workimage via the function designator. 
Example: 
HIM:s IMAGEHANDLER(COMBINE(PLOTGRAPH(...),PLOTAXES(...)), 
"SCALE AND RETURN THIS PICTURE"); 
The IHAGEHANDLER provides a set of commands for 
image-manipulation similar to those provided by normal 
timesharing-systems for file-handling. 
Examples of commands are: 
SHOW (displays the workimage on the terminal) 
MOVE 2,0 (repositions the workimage) 
SAVE "HIDE" (saves the workimage as a named item on disk) 
3.5. Storage of Images 
As previously mentioned, the user-program stores the images in 
variables of type IMAGE (STRING) whereas the IHAGEHANDLER 
provides the SAVE-command to store images as named items in a 
diskfile. These files - being ordinary files - cay survive on 
disk for use in subsequent calls of IMAGEHANDLER or for use in 
future sessions. 
3.6. Display of Images 
Since the images are device-independent they may be displayed on 
any device. At present, the following devices are implemented in 
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the system: plotters of type Calcomp model 507, 565, 1012 and 
Tektronix model 4662 (connected to a terminal), lineprinter and 
graphic terminals such as Tektronix models 4006 and 4010. 
The infinite drawing-plane is mapped on the output-device by 
means of the traditional window/viewport technique. 
3.7. Future Plans 
The first version of RIPS was released in August 1980 and is now 
fully consolidated. At present investigations are taking place 
concerning the implementation in Fortran. 
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t. RISØ COMPUTER LIBRARY (RCL) 
The previous annual report (1) contains a comprehensive 
description of the so-called *Ris« Computer Library' (RCL), 
which is a collection of basic general-purpose algorithms for 
numerical mathematics, statistics, operational research, 
graphics, and various utility functions. The maintenance of this 
Library is a persistent activity in the Computer Installation. 
Below a brief survey of the work done on RCL since the 
appearance of (1) is given. 
The RCL and its corresponding list of abstracts, RCLA, have 
undergone a major reorganization. The main new features are: 
(i) A complete separation of RCL and RCLA in Algol and 
Fortran parts (some programs belong to both parts). 
(ii) The basic Fortran subroutines are available as 
precompiled codes with separate description files. 
(iii) The RCLA is issued as loose-leaf A4 manuals. 
(iv) Most of the subject chapters in Fortran-RCLA begin with 
a short guidance section to assist in selecting the 
proper subprograms. 
(v) A User's Guide for RCL and RCLA has been written. 
Regarding the algorithmic contents in RCL, the achievements in 
graphics and linear programming are described elsewhere in this 
report. Otherwise, RCL has experienced a period of relative 
consolidation with rather few new algorithms installed. The 
process of deleting old subprograms, now considered obsolete or 
superfluous, has continued. It is our aim to cover the important 
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areas with efficient and well-tested algorithas or packages of 
algorithas; this should be done with a ainiaal aaount of 
duplication and such that the individual bricks suppleaent each 
other and work well together. Due to the different origins of 
the algorithas, this aay sometimes call for modifications and 
adaptations of the prograas. 
Fortran-RCLA has been augmented with the subroutine collection 
LINPACK developed in Argonne, USA. LINPACK is a modern 
well-reputed package for solving various types of linear 
equation systems and related problems. 
The Algol part of RCL has been supplied with some minor 
algorithms in different areas such as distribution functions, 
calculation of statistical data, and new revised Bessel 
functions. 
(1) COMPUTER INSTALLATION, Annual Report 1 January - 31 December 
1978, Risø-M-2177. 
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5. LIBBAR PROGRAMIIRG 
Linear Prograaaing (LP), which aeans the ainiaiting of a linear 
function under linear constraints, has been used for several 
years at Ris« with codes developed in the Coaputer Installation. 
The early applications were related to the construction of 
optiaal fuel aanageaent scheaes in nuclear reactors. The 
corresponding LP probleas are of saall-to-aoderate size and can 
be solved adequately by siaplex algorithas of the 'in-core' 
type, where the constraint aatrix is kept within the fast store 
of the coaputer. 
A new deaand for LP software caae up in 1979 when the Energy 
Systea Group at Ris« began the work on large aodels for the 
planning of energy systeas. As part of a joint EEC project Ris« 
undertook the task of iapleaenting the so-called EFOM prograa 
systea at Ris«, which was coded for IBM machines; it was run to 
aake projections of the optiaal Danish energy systea in the 
future. EPOM presupposed access to a large-scale 'out-of-core' 
LP code, and this brought the Computer Installation into the 
project. The constraint matrices to be handled were far too big 
for our existing LP codes, and we had to look for other ways. 
Three possibilities were considered: 
(i) Use of IBM's LP system MPSX which was installed at the 
Computing Center NEUCC at the Technical University near 
Copenhagen. 
(ii) Use of Burroughs' LP system (TEMPO). 
(iii) Development of our own large-scale LP code. 
The first possibility was attractive because the original EEC 
version of EFOM already used IBM's MPSX, which is a 
well-consolidated product of high quality. The drawbacks were 
the necessity of interface programming and transportation of 
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data files between HSRCC and lis*. Further, it is doubtful If He 
ware entitled to use REOCC for these contract confutations, and 
if ue ware, we had to nay for then. Finally, the turn-around 
tines might be lent due to a heavy load on HEUCC at that tine. 
The second possibility could seen the natural choice since the 
reaniainf tPQH system had to be converted to 16700 ia any event. 
however, interface eediuf was still needed, and we knew little 
about the quality or Burroughs' LP systaa (TEMPO), which was not 
installed at our 1*700; the rental cost of software for 
operational analysis is typically quite high. 
We decided ia favour of the third possibility, the development 
of our own LP code, which wa called LIRPIOC. If the EFOH project 
ware considered in isolation, we should probably have chosen the 
HE9CC/HPSX solution, hut ue anticipated that a general 
large-scale LP progran with free access to all lis* users would 
be profitable ia the long run, and its development would 
increase our own know-how and understanding of LP software 
significantly. The actual EFOH application imposed a very strict 
tine schedule on the construction or LIHPROG: It was required to 
be operational within half a year; during this period the 
Computer Installation was also expected to assist in the general 
EFOH code conversion. Fortunately, we were able to fulfil our 
part of the contract on time, and in the late summer of 1979 
LIHPROG wns running for production. 
LIRPROG is written in Fortran, but its use is in no way 
restricted to a Fortran environuent, as sll data transfers to 
the outside world are made via files. The input/output 
communication formats match those in HPSX which has become the 
accepted standard for most LP systems today. LIHPROC is now 
installed as a part of Rise Computer Library (RCL), and a model 
description and user's guide are available. 
The solution method applied in LINPROG is the 2-phase revised 
simplex: a preliminary Phase 0 removes the xero-slacks from the 
basis, Phase 1 establishes feasibility (or proves the 
unfessibility), and Phase 2 finds an optimal solution. The 
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simplex iterations involve elementary matrix transformations, 
which are registered on a so-called eta-file. The single 
iteration step includes the usual operations BTRAN (backward 
transformation), PRICE (compute reduced costs), CHUZC (choose 
column), FTRAN (forward transformation), CHUZR (choose row), and 
HRETA (write eta-vector). As the eta-file grows in length, both 
the time per iteration and the round-off errors grow. Therefore 
LINPROG performs occasional re-inversions of the basis uiatrix to 
compress the structure. Our re-inversion method is based on a 
'lower-bump-triangular* decomposition technique. 
LINPROG is designed to solve large LP-problems with perhaps 
millions of elements in the restriction matrix. In practice, 
only a small fraction of the elements differ from zero in such 
large problems. Hence, the use of sparse-matrix technique 
becomes essential. The method we use is based on the so-called 
»ordered lists' with gaps or •elbow-room1. The elbow-room is 
reserved for the inevitable fill-i.is occurring in the various 
updating procedures. If the elbow-room should be used up, simple 
memory management procedures are invoked. 
The scope of LINPROG is to solve an LP in its standard form. 
Important extensions would include bounded variables, parametric 
programming, integer programming, quadratic programming, 
pinpointing of infeasibilities, and restart facitilities. As 
there has b^en an interest among the users for these features, 
we plan to implement at least some of them in the future. 
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6. MULTIPLE ADAPTIVE NUMERICAL QUADRATURE 
In the 1978 Annual Report (Risø-M-2177) we described work on 
one-dimensional adaptive numerical quadrature and it was 
emphasized that according to our experience at that time, one of 
the best methods with respect to robustness and computational 
economy was a modified 7-point Newton-Cotes rule. A method 
devised by Piessens (1) based on Kronrod's 21-point formula to 
which our attention has been drawn later has not altered our 
opinion. 
It was then natural to ask whether it should be possible to 
develop adaptive quadrature formulas for simple domains in two 
and more dimensions applying some of the ideas used in the 
modified 7-point Newton-Cotes rule. 
A review of recent literature showed that some works have been 
done on MANQ (Multiple Adaptive Numerical Quadrature) for 
simplexes and cubes in two and more dimensions. In a recent work 
by Laurie (2) on MANQ for a triangle domain a non-product 
quadrature formula of 8th order with 19 points is constructed, 
based on Radau's 5th order 7 point formula. Another work by 
Haegemans (3) makes use of two conical product formulas, one 
with 36 and the other with 49 points. 
An older work by van Dooren and de Ridder (4) on adaptive 
quadrature for cubes of dimension 2-6 uses 5- and 7-degree 
formulas devised by Stroud and Phillips. 
All methods mentioned have two drawbacks: (a) no functional 
values can be reused during the subdivision of the integration 
domain, and (b) it seems difficult to obtain higher-order 
non-product formulas of the type used by Laurie. 
We decided to first try to develop very simple adaptive 
quadrature formulas for a square and cube, with the property 
that preferably all function values can be reused. Two such 
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foraulas can be found in Strouds book (5). During the 
subdivision which is perforaed along different coordinate axes 
according to the greatest variation of the function, most of the 
function values can be reused. 
Two algorithms, one for a square, the other for a cube, have 
been implemented in B6700 Extended Algol. The latter has been 
applied for evaluation of a special 3-dimensional integral used 
for computing external gamma-radiation and is reported in (6). 
After this preliminary work we looked for a systematic procedure 
for finding all quadrature formulas for the quadratic domain and 
for orders up to a certain degree with the following properties: 
1) the formulas shall be of the non-product type, 
2) the quadrature points shall be placed symmetrically with 
respect to axes and diagonals, i.e. the formulas are 
symmetrical in x and y, 
3) all functional values shall be reusable, 
4) all quadrature weights must be positive. 
A program has been written in B6700 Extended Algol to meet these 
requirements and several quadrature formulas for each order (up 
to 12) have been found. On the basis of some of these formulas 
we have written quadrature routines which have been tested with 
good results. Multiple adaptive numerical quadrature methods 
constitute a large domain of research, and are at the beginning 
of their development. More results are to be expected in the 
future. 
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7. THE TEXT-EDITIMG SYSTEM 
During the summer of 1980 a text-editing system was designed and 
implemented by Preben Folkj«r, a senior student programmer. 
The basic idea was to maintain a draft-file by the normal 
editing facilities of Cande. The draft contains the text to be 
edited, interspersed with directives (commands) to control the 
way the text is edited. 
The system provides facilities for page and line administration, 
it sets up the text with alignment, centering, left or right 
squeezing, or as tables. The text may be underlined and division 
of words (according to Danish orthography) may be invoked. There 
are facilities for indenting and setting marginal keywords. Also 
the contents of a paper may be automatically produced. 
What are the merits of such a system? 
1) You may modify your script without rewriting anything 
except the part holding the modification. When new editions 
of manuals, reports, etc., are produced, this procedure 
particularly saves much tedious rewriting. 
2) Lower qualified personnel can produce quite nice reports 
without secretarial assistance. Even academic staff members 
can produce readable papers. 
3) The marginal investment in hardware is very low compared to 
text-editing systems available on the market. Most 
departments already have a terminal with access to the 
B67O0 system. Production of the final composition may be 
accomplished on a high-quality printing terminal in the 
Computer Installation. 
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What are the weaknesses of the system? 
1) To operate the system one must first learn the use of the 
Cande terminal system and after this, the editing commands. 
For those already familiar with Cande this is no problem, 
but for others it means an extra barrier to surmount in the 
learning process. 
2) The alphabet is Roman with a few special characters (those 
available on a normal terminal). There are no provisions 
for Greek letters, mathematical symbols, etc., and the 
system is thus unsuited to reports containing many 
formulas. The only way to handle formulas, etc. is to 
reserve space for them, and insert them manually later on. 
How was the system accepted? 
By people already familiar with Cande it was accepted well, but 
with few exceptions, it was rejected by people who had never 
used Cande. 
What is the future of the system? 
If the interest in the system continues to grow, it may be 
extended to provide input to photosetting equipment. 
What was the development price? 
Four student-months including production of a manual edited by 
the system itself. 
The present report has also been produced by the system. 
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8. MISCELLANEOUS PROJECTS 
8.1. Programs for Positron Annihilation Analysis 
The four computer programs POSITRONFIT, RESOLUTION, PAACFIT, and 
PARAFIT have been restructured and improved. They are used 
heavily as standard analysis tools in positronium annihilation 
spectroscopy at Risø and in many foreign laboratories. They form 
a program system which we call PATFIT (PAT = Positron 
Annihilation Techniques). A description of PATFIT will be 
published in Computer Physics Communications. 
8.2. Programs for Nuclear Geophysics 
The work with the development of the transport gamma-ray codes 
GAMP1 and GFX has been concluded, and a description of the 
mathematical model has been published (P. Kirkegaard and L. 
Løvborg, Transport of Terrestrial Gamma Radiation in Plane 
Semi-Infinite Geometry, Journal of Computational Physics, Vol. 
36, No. 1, June 1980). The Computer Installation has co-authored 
another paper on gamma-ray spectrometers (L. Løvborg, L. 
Bøtter-Jensen, P. Kirkegaard, and E. M. Christiansen, Monitoring 
of Natural Soil Radioactivity with Portable Gamma-ray 
Spectrometers, Nuclear Instruments and Methods, Vol. 167 (1979) 
341-3M8). 
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8.3. Programs for Ris« Library 
Ris« has supplied bibliographical information to international 
databases for many years. These include, for example, IAEA-INIS 
(in Vienna), EDB (Energy-information Data Base in the USA) and 
NEI (Nordic Energy Information in Copenhagen). The information 
was previously sent to the databases on manually punched 
papertapes. To ease the work it was decided to send it, instead, 
on magnetic tapes by means of B6700. 
The librarians now use the Cande terminal system to enter the 
information into B670O and edit it, and a set of utilities have 
been implemented by the Computer Installation. 
Once the information is entered into the computer, it is checked 
that it has the proper format and that it is complete, so that 
the material is improved in comparison to the level of the 
previous, manual system. Other programs create special bit 
patterns for characters (e.g., Greek letters) that are entered 
as codes on the keyboard, convert the format to a special one 
for magnetic tape, make the tapes, and print delivery notes, 
statistics, etc. 
All the programs are highly interactive and easily controlled by 
the user. 
Within the last few years the national research institutions in 
Sweden, Norway, and Finland corresponding to Risø have agreed to 
use these services too, and all input from these countries to 
the databases mentioned above are now treated centrally at Risø. 
Each institution enters its information on the B67O0 and Risø 
distributes it to the appropriate databases. 
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APPENDIX A 
CONFIGURATION OF RIS«'s B6TOO COMPUTER AS OF DECEMBER 1930 
2 Central Processors, 5 MHz. 
1 Input-Output Processor with 6 floating channels. 
48 K word ferrite core, 51 bit plus 1 parity bit, 
cycle tiae 1.2 /is. 
256 K word ferrite core, 51 bit plus 9 parity bit, 
cycle tiae 1.6 /is. 
3 Modules Head per Track Disk file, each 1-7 M words. 
1 Disk Storage/Dual Controller and 2 Dual Drive Increaents 
with a total of 6 Disk Drives, 14.6 M words per Disk Pack. 
1 Magnetic Tape Cluster with * Tape Transports, 9 tracks, 
800 bpi, 36 KB/s. 
3 Magnetic Tape Drives, 9 tracks, 1600 bpi, 200 KB/s. 
1 Card Reader, 800 cards per ainute. 
1 Card Punch, 100 cards per ainute. 
2 Calcoap Digital Plotters, Model 507 and 565-
1 Line Printer, 815 lines per ainute, 132 print positions, 
64 char. 
3 Operator Console Displays. 
1 Data Coaaunications Processor, 4 K local store. 
14 Line Adapters with Dial-up 300 baud Modeas for Visual 
Display Units and Printing Terainals. 
3 Line Adapters with Dial-up 1200 bit/s Modeas for graphic 
Terainals and Dataloggers. 
1 Line Adapter, directly connected to a VDU. 
1 Line Adapter, directly connected to a PDP-8 Minicoaputer. 
2 Line Adapters with locally build interface for Calcoap 
Plotters. 
1 Line Adapter with DATEL 2400 Moden for external Computers. 
1 Line Adapter, directly connected to a Remote Job Entry 
Terminal. 
1 Line Adapter, directly connected to a PDP-8 Minicomputer 
with two Floppy Disks, Paper Tape Reader and -Punch, and a 
3M Cartridge Station (ECMA 46). 
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APPENDIX B 
STAFF OF THE COHPUTER INSTALLATION 
Head: L. Hansson 
Offic« staff: L. Hansen 
V. Hola 
Scientific staff: E. Hansen 
P. Kirkegaard 
0. Lang Rasmussen 
P. Voss 
Technical staff: C. Bergaann 
H. Bundgård 
J. Deutschbein 
P. Folkjar (until August 31, 1980) 
S. Frederiksen 
I. Hansen 
T. Hansen (froa Septeaber 1, 1980) 
H. Kiarulf Kristensen 
S. Rahbek Petersen 
H. Rasaussen (until March 31, 1979) 
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APPENDIX C 
PRODUCTION STATISTICS 
Production On-line PM UM Processor 
January 80 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
407.10 
331.50 
368.40 
258.15 
292.25 
358.45 
443.10 
378.26 
347.50 
335.10 
365.50 
316.10 
1522.39 
1356.11 
1441.20 
1473.59 
1246.19 
1492.00 
1572.32 
1548.18 
1441.01 
1767.32 
1695.59 
1448.28 
27.00 
28.10 
31.20 
17.00 
32.00 
39.00 
27.00 
28.40 
21.00 
37.55 
27.45 
23.45 
1.00 
1.30 
6.45 
1.54 
2.30 
3.35 
2.30 
396.22 
269.34 
369.26 
248.27 
307.32 
393.11 
347.12 
374.50 
266.53 
276.25 
351.14 
245.32 
Production: Hours and minutes the computer has been on for 
production runs. 
On-line: Sum of use of terminals, hours and minutes. 
PM: Preventive Maintenance, hours and minutes. 
UM: Unforeseen Maintenance including waiting time, 
hours and minutes. 
Processor: Automatically logged use of central processor, 
hours and minutes. 
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