Photographs are characterized by different compositional attributes like the Rule of Thirds, depth of field, vanishing-lines etc. The presence or absence of one or more of these attributes contributes to the overall artistic value of an image. In this work, we analyze the ability of deep learning based methods to learn such photographic style attributes. We observe that although a standard CNN learns the texture and appearance based features reasonably well, its understanding of global and geometric features is limited by two factors. First, the data-augmentation strategies (cropping, warping, etc.) distort the composition of a photograph and affect the performance. Secondly, the CNN features, in principle, are translationinvariant and appearance-dependent. But some geometric properties important for aesthetics, e.g. the Rule of Thirds (RoT), are position-dependent and appearance-invariant. Therefore, we propose a novel input representation which is geometry-sensitive, position-cognizant and appearance-invariant. We further introduce a two-column CNN architecture that performs better than the state-of-the-art (SoA) in photographic style classification. From our results, we observe that the proposed network learns both the geometric and appearance-based attributes better than the SoA.
Introduction
Analyzing compositional attributes or styles is crucial for understanding the aesthetic value of photographs. At first, the computer vision community focused on modelling the physical properties of generic images for the Figure 1 : Output from our network : A screenshot from our web-based application. Attributes are shown with their probability values, ordered in descending order. This is a shot from Majid Majidi's film 'The Colours of Paradise'. We see that rule of thirds (for child's position), shallow depth of field, complementary colours (green background and reddish foreground), image grain (because of the poor video quality) are all well identified. more tangible, but very hard problems of object detection, localization, segmentation, tracking, etc.
Popular datasets like Caltech, Pascal and ImageNet were created for training and evaluating such techniques effectively. The maturation of recognition and scene understanding has resulted in greater interest in the analysis of the subtler, aesthetic based aspects of image understanding. Furthermore, curated datasets such as AVA and Flickr-Style [Karayev et al., 2014 , Murray et al., 2012 are now available and it is observed that learning from the matured areas of recognition/classification/detection transfers effectively to aesthetics and style analysis as well. The aesthetic quality of a photograph is greatly influenced by its composition, that is a set of styles or attributes which guide the viewer towards the essence of the picture. Analyzing objectively, these (a) (b) Figure 2: Our Contributions : (a) Input (col 1), saliency maps (col 2) : Saliency maps are generated using the method proposed in [Cornia et al., 2016] . The position of the main subjects can be obtained from the saliency maps. (b) Our double-column CNN architecture: One column accepts the regular RGB features and the other column accepts saliency maps. The features from RGB channel are computed using a pre-trained Densenet161 [Huang et al., 2016] , fine-tuned on our datasets. They are fused using a fully-connected layer and finally passed to another final fully-connected layer for classification. styles can be broadly categorized into local or appearance-based (focus, image-grain, etc.) and global or geometry-based (aspect ratio, RoT, framing, etc.). Figure 3 illustrates some popular styles adopted by photographers for a good composition. In this work, we explore the ability of convolutional neural networks (CNN) to capture the aesthetic properties of photographic images. Specifically, can CNN based architectures learn both the local or appearancebased (such as colour) and global or geometry-based (such as RoT) aspects of photographs and how can we help such architectures capture location specific properties in images? Motivated by the recent developments in CNNs, our system takes a photograph as an input and predicts its style attributes (ordered by probabilities), as illustrated in Figure 1 . There are several applications of automatic photographic style classification. For example, post-processing images and videos, tagging, organizing and mining large collections of photos for artistic, cultural and historical purposes, scene understanding, building assistive-technologies, content creation, cinematography, etc. The traditional approach of using CNNs for natural image classification is to forward a transformed version of the input through a series of convolutional, pooling and fully connected layers and obtain a classification score. The transformation is applied to create a uniform sized input for the network (crop, warp, etc.) or to increase variance of the input distribution (flip, change contrast, etc.) for better generalization on the test data [Krizhevsky et al., 2012] . Clearly, such traditional transformations fail to preserve the aesthetic attributes of photographs. For example, a random fixed-sized crop cannot capture the arrangement of subjects within the picture. On the other hand, although warping the input photograph to a fixed size preserves the global context of the subjects better than crop, it distorts the aspect ratio and also smoothens appearance-based attributes like depth of field or image-grain. This calls for a representation which preserves both the appearance-based and geometry-based properties of a photograph and which generalizes well over test data. Multiple solutions to these problems have been proposed. In [Lu et al., 2014] , authors propose a double column CNN architecture, where the first column accepts a cropped patch and the second column accepts a warped version of the entire input. In subsequent work [Lu et al., 2015] , multiple patches are cropped from an input and forwarded through the network. The features from multiple patches are aggregated before the final fully-connected layer for classification. The authors argue that sending multiple patches from the same image encodes more global context than a single random crop. More recently, [Ma et al., 2017 ] follow a similar multiple-patch extraction approach, but the patches are selectively extracted based on saliency, pattern-diversity and overlap between the subjects. Essentially, these techniques attempt to incorporate global context into the features during a forward pass either by warping the whole input and sending it through an additional column or by providing multiple patches from the input at the same time. Although these traditional double column or multipatch strategies improve the overall performance, we argue that these networks cannot properly learn the geometry of a photograph. It is because CNNs, in principle, are designed to be translation invariant [Sabour et al., 2017] . While they can learn how the subjects look like, they cannot capture whether the subjects are rightly positioned. Since the convolutional filters corresponding to a feature map share weights, they become translation-invariant and appearance-dependent. In other words, they are activated for an object irrespective of its location in the image. As a result, they fail to understand photographic attributes like ROT. One option to tackle this could be training a fully-connected network on the full images, but they have too many parameters and are hard to train. Our first contribution in this work is introducing a saliency-based representations (see Figure 2 (a)) which we call Sal-RGB features. The position or relative geometry of the different subjects in the image are obtained from the saliency maps and then fused with the appearance features coming from a traditional CNN and finally passed to a classifier to identify the overall style of composition of the photograph. By definition, saliency maps are appearance-invariant. On the other hand, by avoiding convolution and fusing them directly with the CNN features we achieve location-cognizance. In Section 5, we show that our approach performs better than the SoA in photographic style classification especially for those styles which are geometry-sensitive. Our second contribution is a comparative analysis of the traditional approaches for aesthetic categorization of images. Motivated both from the SoA and recent breakthroughs in deep learning, we implement multiple baselines, by trying different architectures and try to understand and identify the factors that are crucial for encoding the local and global aspects of photographic composition. The rest of the paper is organized as follows. In Section 2, we summarize the relevant literature in image aesthetic quality prediction. In Section 3, we describe the double column CNN architecture we adopt. In Section 4, we provide a detailed description of the datasets used. In Section 5, we provide details of the experiments conducted and analyze the results.
The initial works in photograph aesthetic assessment relied on explicitly modelling popular attributes like RoT, colour harmony, exposure, etc. [Datta et al., 2006 , Ke et al., 2006 , Luo and Tang, 2008 . Some recent works address the problem similarly, i.e explicitly defining the features but with improved performance [Obrador et al., 2012 , Dhar et al., 2011 , Joshi et al., 2011 , San Pedro et al., 2012 , Karayev et al., 2014 . [Aydın et al., 2015] propose a system which predicts the contribution of some photographic attributes towards the overall aesthetic quality of a picture. After estimating the extent of certain compositional attributes, they aggregate the scores for different attributes to predict the overall aesthetic score of a photograph by using a novel calibration technique. [Murray et al., 2012] published the Aesthetic Visual Analysis (AVA) dataset. Improved evaluation due to such datasets and parallel advances in deep learning resulted in a surge of research in this area in the last few years. In recent years, deep learning has performed remarkably well in many computer vision tasks like classification [Krizhevsky et al., 2012] , detection [Girshick, 2015] , segmentation [Noh et al., 2015] and scene understanding [Karpathy and Fei-Fei, 2015, Xu et al., 2015] . Recent works like [Huang et al., 2016 , He et al., 2016 have performed well in multi-tasking frameworks for detection and classification. In [He et al., 2016] , the authors use a residual framework for tackling training error upon addition of new layers. In [Huang et al., 2016] the authors use dense connections by connecting outputs from all the previous layers as input to the next layer. As for many computer vision problems, deep learning has begun to be explored in the domain of image aesthetic assesment as well. Apart from [Lu et al., 2015 , Lu et al., 2014 , Ma et al., 2017 (discussed in Section 1), in [Kong et al., 2016] , the authors learn styles and ratings jointly on a new dataset. Their algorithm is based on comparing and ranking a pair of images instead of directly predicting their coarse aesthetic scores. [Mai et al., 2016] propose a network that uses a composition-preserving input mechanism. They introduce an aspect-ratio aware pooling strategy that reshapes each image differently. In [Malu et al., 2017] , the authors propose a network that predicts the overall aesthetic score and eight style attributes, jointly. Additionally, they use gradient-based feature visualization techniques to understand the correlation of different attributes with image locations. In principle, our pipeline is similar to [Lu et al., 2015 , Lu et al., 2014 , Karayev et al., 2014 in the sense that we also perform a neural style prediction on the AVA dataset. However, our work differs in two important aspects. First, in the overall style prediction, our Sal-RGB features perform better than the strategies that use generic features [Karayev et al., 2014] , the double column [Lu et al., 2014] or multi-patch aggregation [Lu et al., 2015] . Second, unlike [Lu et al., 2014 , Lu et al., 2015 we analyze individual attributes and evaluate our strategy on multiple datasets.
Network Architecture
In this section, we describe our architecture, as illustrated in Figure 2 (b). Our architecture consists of three main blocks -the saliency detector, the double-column feature-extractor and the classifier.
Saliency Detector
We compute the saliency maps using the method proposed in [Cornia et al., 2016] . Motivated from recent attention based models [Xu et al., 2015] that processes some regions of the input more attentively than others, the authors propose a CNN-LSTM (long and short term memory network) framework for saliency detection. LSTMs are applied to sequential inputs where output from previous states are combined with inputs to the next state using dot products. In this work, the authors modify the standard LSTM such that they accept a sequence of spatial data (patches extracted from different locations in the image) and combine them using convolutions instead of dot products. Additionally, they introduce a center-prior component, that handles the tendency of humans to fix attention at the center region of an image. Some outputs from the system can be found in Figure 2 (a), second column.
Feature Extractor
The feature extractor consists of two parallel and independent columns, one for the saliency map and the other for raw RGB input.
Saliency Column : The saliency column consists of two max-pooling layers that downsample the input from 224 × 224 to 56 × 56 as shown in 2(b). Instead of max-pooling, we tried strided convolutions as they are known to capture low level details better than pooling [Johnson et al., 2016] . But pooling gave better results in our case which perhaps indicates that the salient position was more important than the level of detail captured. RGB Column : We choose the DenseNet161 [Huang et al., 2016] network for its superior performance in the ImageNet challenge. Very deep networks suffer from the vanishing-gradient problem i.e. gradual loss of information as the input passes through several intermediate layers. Recent works like [He et al., 2016 , Srivastava et al., 2015 address this problem by explicitly passing information between layers or by dropping random layers while training. The DenseNet is different from the traditional CNNs in the manner in which each layer receives input from the previous layers. The l t h layer in DenseNet receives as input, the concatenated output from all previous l − 1 layers. We replace the last fully-connected layer from DenseNet with our classifier described in Section 3.3 and use the remaining as a feature extractor. Since we have less training images, we fine-tune a model pre-trained on ImageNet on our dataset instead of training from scratch. This works since the lower level features like edges and corners are generic image features and can be used for aesthetic tasks too.
Classifier
Feature-maps from the two columns are concatenated and fused together using a fully-connected layer. A second and final fully-connected layer is used as a classifier. During training, we use the standard cross-entropy loss function and the gradient is back-propagated to the two columns.
Datasets
We use two standard datasets for evaluation -AVA Style and Flickr Style. AVA [Murray et al., 2012 ] is a dataset containing 250, 000 photographs, selected from www.dpchallenge.com. Dpchallenge is a forum for photographers. Users rate each photograph during the challenge on a scale of 10 and post feedback during and after the challenge. Of these 250, 000 photographs, the authors manually select 72 challenges, corresponding to 14 different photographic styles as illustrated in Figure 3 and create a subset called AVA Style containing about 14, 000 images. While training images in the subset are annotated with a single label, the test images have multiple labels associated with them making them unsuitable for popular evaluation frameworks used for single-label multi-class classifiers. Flickr Style [Karayev et al., 2014 ] is a collection of 80, 000 images of 20 visual styles. The styles span across multiple concepts such as optical techniques (Macro, Bokeh, etc.) , atmosphere (Hazy, Sunny, etc.), mood (Serene, Melancholy, etc.), composition styles (Minimal, Geometric, etc.), colour (Pastel, Bright, etc.) and genre (Noir, Romantic, etc.) . Flickr Style is a more complex dataset than AVA not only because it has more classes, but because some of the classes like Horror, Romantic and Serene are subjective concepts and difficult to encode objectively.
Experiments
We investigate two different aspects of the problem. First, in Section 5.1 we report the overall performance of our features using mean average precision (MAP). Second, in Section 5.2 we observe the per-class precision (PCP) scores to understand how our features affect individual photographic attributes. For comparison, we use MAP reported in [Karayev et al., 2014 , Lu et al., 2014 , Lu et al., 2015 . PCP is compared only with [Karayev et al., 2014] since the implementations were unavailable for [Lu et al., 2014 , Lu et al., 2015 . Additionally, we implement the following two benchmarks to evaluate our approach.
• DenseNet161, ResNet152 : These are off-the-shelf implementations [Huang et al., 2016 , He et al., 2016 finetuned on our dataset and takes only RGB representation as input. These were chosen since they achieve the least error rates for ImageNet classification.
• RAPID++ : Following [Lu et al., 2014] , we implemented a two-column network. Each column takes as input, random crops and the whole image, as local and global representations, respectively. But, we used DenseNet161 architecture for the two columns whereas in the original work the authors use a shallower architecture with only three layers. We choose this as a benchmark in order to observe how their algorithm performs with a deeper architecture. We train style classifiers on the AVA Style and Flickr Style datasets. The train-test partitions are followed from the original papers [Murray et al., 2012 , Karayev et al., 2014 . For AVA, We use 11270 images for training and validation and 2573 images for testing. For Flickr Style we use 64000 images for training and 16000 images for testing. For testing, we follow the approach adopted by [Lu et al., 2014 , Lu et al., 2015 . 50 patches are extracted from the test-image and each patch is passed through the network. The results are averaged to achieve the final scores.
Style Classification
The scores are reported in terms of Mean Average Precision (MAP). MAP refers to the average of perclass precision. The results are reported in Table 1 . We observe that our method outperforms the SoA [Karayev et al., 2014 , Lu et al., 2014 , Lu et al., 2015 significantly. But, our own baselines perform more or less The results are reported in terms of Mean Average Precision(average of per class precision). We observe that for both the datasets, our method performs better than the state of the art. Flickr Style was not used in [Lu et al., 2014 , Lu et al., 2015 .
Network
Augmentation AVA Flickr Style
Fusion [Karayev et al., 2014] centre crop 58.10 36.80 RAPID [Lu et al., 2014] random crop, warp 56.81 -Multi-Patch [Lu et al., 2015] random crop 64.07 -DenseNet161 [Huang et al., 2016] equally well. We deduce that for the improvement of MAP, the maximum impact is made by a more sophisticated CNN, followed by the location specific saliency. Both ResNet [He et al., 2016] and DenseNet [Huang et al., 2016] 
Per-class Precision Scores
In [Karayev et al., 2014] , the authors report per-class precision (PCP) scores on AVA Style and Flickr Style. We compare our algorithm with those results in Table 2 . We observe that our method outperforms [Karayev et al., 2014] in almost all categories on both datasets. For the AVA Style dataset, a significant improvement is observed in the appearance-based categories like complementary colours, duotones, image grain, etc. Yet again, our own baselines DenseNet, ResNet and RAPID++ perform equally well in most categories except for RoT. For this category, Sal-RGB outperforms all others by a significant margin. This is an important result, since unlike others, RoT is a purely geometric attribute and important for image aesthetics and photography. A significant improvement in this category is a confirmation of our claim that the proposed approach efficiently encodes the geometry of a photograph. We highlight these observations in the bar plot beside Table 2 .
Limitations
We tried to understand the limitations of our approach by plotting the confusion matrix for the different attributes of AVA. • The strongest classes are Light on White, Silhouettes, Vanishing Points. The weakest are Motion Blur and Soft Focus.
• Long Exposure and Motion Blur get confused with each other, which makes sense, since both attributes are captured using a slow shutter speed and mostly at night. • Shallow DOF, Soft Focus and Macro are mutually confused classes, which is justified as all of them involve blur.
• The poorly performing classes have a high false-positive rate. We blame this on two factors. First, some classes such as Motion Blur and Soft-Focus have less samples as compared to others. Secondly, we observe that there is some ambiguity in the annotation of the training data of AVA. They are associated with a single label. But usually, most of the good photographs are captured with an interplay between multiple attributes. For example a macro image could very well conform to RoT or depth of field. Thus a single annotation incorporates undesired penalties to the loss during training the network and creates confusions during prediction.
Conclusion
There are many potential applications of an automatic style and aesthetic quality estimator in the domain of digital photography such as interactive cameras, automated photo correction etc. Our system can be directly extended to video-processing for predicting shot-styles. For example, Figures 1 illustrates the aesthetic analysis of a shot taken from Majid Majidi's movie Colours of Paradise. As future work, there are many possible directions. Generalizing the model to more style attributes could be one. Extending the system to the domain of video and 360 images would also be possible. A thorough mathematical analysis of seemingly intangible and subjective concepts in art and subsequently fixing ambiguities in the data-annotation could be another. We hope that this area will become more active in the future with its challenging and interesting set of problems. 1
