In our recent work we have introduced a framework for extracting features from solid of mechanical artifacts in polyhedral representation based on scale-space feature decomposition [1] . Our approach used recent developments in efficient hierarchical decomposition of metric data using its spectral properties. Through spectral decomposition, we were able to reduce the problem of matching to that of computing a mapping and distance measure between vertex-labeled rooted trees.
Introduction
The problem of 3D object recognition is often formulated as that of matching configurations of features. Such configurations are often represented as vertex-labeled graphs, whose nodes represent 3D features (or their abstractions), and whose edges represent spatial relations (or constraints) between the features. The relations are typically geometric or hierarchical, but can include other types of information. To match two 3D models means to establish correspondences between their constituting features. In this context, features are intrinsic properties of the 3D shape which may encompass local geometry and topology related to design or manufacturing operations.
Establishing similarity measure between two 3D models is a very important problem. There is a number of studies done in this area (see Section 2) . In addition, feature extraction techniques could be used compute partial similarity assessment [2, 3] , provided that an exact representations for the models are provided (i.e. Brep). Unfortunately, these approaches can not be used if only approximate representations (i.e. polyhedral) are available. In [1] we showed how Scale-Space decomposition could be used to extract features from 3D models in polyhedral representation.
Our current work extends this approach to address the issue of extracting local features from 3D models in polyhedral representation. In other words, if we are given only part of an object (for instance, a single 3D laser scan) we want to be able to extract features from this object and then find complete objects in our database that have similar features. In this paper, we discuss local feature extraction process.
Related Work
Our research aims to bring information retrieval to CAD databases, enabling them to have indexing and query mechanisms like those beginning to found in multimedia databases and knowledge management systems.
Comparing Solid Models
The brief literature in this area consists of results from engineering, computer science and, in particular, computer vision communities. Elinson et al. [4] , and Cicirello and Regli [5] [6] [7] examined how to develop graph-based data structures to capture feature relationships and create heuristic similarity measures among artifacts. More recent work in [8] examined manufacturing feature-based similarity measurement. Elsewhere, automatic detection of part families [9] and topological similarity assessment of polyhedral models [10] has been examined.
Historically GT coding was the way of indexing of parts and part families [11] , this facilitated process planning and cellbased manufacturing by imposing a classification scheme (a human-assigned alphanumeric string) on individual machined parts. While there have been a number of efforts to automate the generation of GT codes [12] [13] [14] [15] [16] , none have been fully transitioned to commercial practice.
Comparing Shape Models
The computer vision and computer graphics research communities has typically viewed shape matching as a problem in 2D. This has changed in the past several years with the ready availability of 3D models (usually meshes or point clouds) generated from range and sensor data [17] . A considerable body of work has emerged to interrogate acquired datasets; we briefly review some of this work.
Thompson et al. [18, 19] reverse engineered designs by generating surface and machining feature information of range data collected from machined parts. Hilaga et al. [20] present a method for matching 3D topological models using Multiresolutional Reeb graphs. A Reeb graph is a skeletal structure defined by a continuous scalar function operating on an object. It shares properties similar to medial axes (in 2D) and medial surfaces (in 3D), however Reeb graphs avoid the degeneracies that minor surface perturbations can cause to medial structures. In this work, the Reeb graphs are used to assess distances among a set of pre-categorized shape models (i.e., airplanes, cars, animals, etc). Other beneficial properties of their approach include invariance under certain transformations and robustness under variations in the quality of the models.
Osada et al. [21] developed a method that creates an abstraction the 3D models as probability distribution of samples from a shape function acting on the model. Specifically, the measure the similarity between two models by measuring the similarity between their shape distributions. Shape distributions are generated by random sampling of points on the surface of the model. In their paper, they empirically study five different shape functions and conclude (experimentally) that a function they call D2 (which measures the distance between two random points on the surface of a model) results in the best shape classification method. Their database is a set of 130 shape models in VRML format gathered from the Internet. Elad et al. [22] introduced both iterative and interactive approach to the problem of searching a database of 3D models in VRML format.
Cyr and Kimia [23] proposed a similarity measure for comparing two projected 2D views of 3D objects. In fact, they used the same 2D measure to decompose the viewing sphere of 3D objects in terms of groups of similar views that in turn can be used to generate the aspect graph characterization of a 3D objects. They showed the performance of their system for the task of 3D object recognition in computer vision, where the main objective is to identify the 3D pose of an object using a set of characteristic 2D views (view-based 3D object recognition). It is not clear how this framework can be generalized to measure the similarity of two distinct objects with similar components.
In computer vision community, the problem of object recognition is often reformulated as that of matching feature graphs. Several researchers have developed algorithms that find one-toone correspondences between graph nodes. Shapiro and Haralick [24] proposed a matching algorithm based on comparing weighted primitives (weighted attributes and weighted relation tuples) using a normalized distance for each primitive property that is inexactly matched. Kim and Kak [25] used a combination of discrete relaxation and bipartite matching in model-based 3-D object recognition. Pellilo et al. [26] devised a quadratic programming framework for matching association graphs using a maximal clique reformulation, while Gold and Rangarajan [27] used graduated assignment for matching graphs derived from feature points and image curves. Siddiqi et al. combined a bipartite matching framework with a spectral decomposition of graph structure to match shock graphs [28] , while Shokoufandeh et al. [29] extended this framework to directed acyclic graphs that arise in multi-scale image representations. Hancock and his colleagues have also proposed numerous frameworks for graph matching, including [30] .
For a recent survey on vision and graphics-based matching techniques, and their limitations, readers are referred to [31] . In general, shape matching-based approaches operate only on the gross-shapes of single parts (not applicable to considering assembly structures) and does not operate directly on the solid models or consider semantically meaningful engineering information (i.e., manufacturing or design features, tolerances). Retrieval strategies are usually based on a query-by-example or query-bysketch paradigm. The Princeton 3D shape database that has been used in a number of these studies [20, 21] contains mainly models from 3D graphics and rendering, and not any models that are specifically engineering, solid modeling or mechanical CAD oriented.
Feature Decomposition
During the last decade, hierarchical segmentation has become recognized as a powerful tool for designing efficient algo-rithms. The most common form of such hierarchical segmentations is the scale-space decomposition in computer vision. Intuitively, an inherent property of real-world objects is that they only exist as meaningful entities over certain ranges of scale. The fact that objects in the world appear in different ways depending on the scale of observation has important implications if one aims at describing them. Specifically, the need for multi-scale representation arises when designing methods for automatically analyzing and deriving information from real-world measurements.
In the context of solid models, the notion of scale can be simplified in terms of the levels for the 3D features. The notion of feature in this sense draws from the computer vision literature rather than the CAD literature. Namely, given an object M , we are interested in partitioning
, defined on the 3D elements forming each M i . At a finer scale, each feature M i will be decomposed into j = 1, ..., k i sub-features, subject to the maximization of some coherence measures.
There are three central components in the aforementioned process: the number of components at each scale of decomposition, k; the feature coherence function f (.); and the number of scales of decomposition process, . In most pattern recognition applications, k is a control parameter. If models M and M are topologically similar, the k major components at every scale should also be similar. The coherence function f (A ) will assign an overall metric to the quality of 3D elements participating in the construction of feature A . Finally, the depth of decomposition will be controlled depending on the quality of a feature in comparison to all its sub-features. Specifically, assume A represents a feature at scale i, and A 1 , ..., A j , for j ≤ k represent its sub-features at scale i + 1. The decomposition process should proceed to scale i + 1 with respect to feature A if and only if
. This simple criteria for expansion of scale-space at every feature has its roots in information theory. It is in fact motivated by linear form similar to entropy of feature A as opposed to its sub-features A 1 , ..., A j . In the end, a set of the leaf nodes in a decomposition tree would correspond to the final features of a given model.
Decomposition Algorithm
We are given a 3D model M in polyhedral representation (in our experiments we used models in VRML format). Before we can proceed with the scale-space decomposition of model M , we must choose a suitable distance function to capture the affinity structure of M . One of the best-known metric functions is the shortest-path metric δ (., .) (geodesic distance) on the triangulation of M with respect to points {v 1 , ..., v n }; i.e., D(u, v) = δ (u, v), the shortest path distance on the triangulated surface between u and v for all u, v ∈ M . We have used shortest path distance function in original decomposition. In this work we have decided to use a different distance function which is computed with respect to triangle faces of the model M {t 1 , ...,t n }, here and in the rest of the paper n denotes the number of triangle faces in the model. We define new function as following. Let t i t j denote the shortest path (t i ,t k ,t k+1 , ...,t j ) between faces t i and t j with respect to faces on the surface of the model M , using angle measure between two adjacent faces. And let t k → t l ∈ t i t j denote two adjacent triangle faces t k and t l on the shortest path t i t j . Then, D(t i ,t j ) = max t k →t l ∈t i t j ∠(t k ,t l ). In other words, distance D(t i ,t j ) is the maximum angle between adjacent faces on the shortest path between t i and t j , and such shortest path is computed using angle measure. Figure 1 shows a shortest path between two faces using angle measure.
Observe that by construction the matrix
n×n is symmetric, and the i th row (or column) in D, v i , is an n-dimensional vector, characterizing the distance structure of face t i in model M . Also note that distance measure D is not a metric function, but it captures geometry structure of the model M .
The problem of decomposing model M into k most significant features M 1 , ..., M k is closely related to k-dimensional subspace clustering (k-DSC). In k-DSC, we are given a set of distance vectors v 1 , ..., v n , and the objective is to find a kdimensional subspace S that minimizes the quantity:
where d(v i , S ) corresponds to the smallest distance between v i and any member of S . In practice, if S is given, then M 1 , ..., M k can be computed using the principle components {c 1 , ..., c k } of k-dimensional subspace S [32] . Observe that, these k vectors will also form a basis for S . Specifically, t i will belong to the feature M j if the angle between v i and c j is the smallest among all basis vectors in {c 1 , ..., c k }, i.e., the triangle face t i that corresponds to the vector v i will belong to the feature vector M j iff the angle between v i and c j vectors is the smallest compared to all other basis vectors.
To construct the subspace S , the optimal solution of k-DSC, we will use the technique commonly known as singular value decomposition (SVD) clustering [32] . First, observe that the symmetric matrix D ∈ R n×n has a SVD-decomposition of the form
where U,V ∈ R n×n are orthogonal matrices and
Then,
That is, matrix D (k) is the best approximation to D among all matrices of rank k. In fact, this result can be generalized to many other norms, including Forbenius norm:
then,
Next, assume S is the range of matrix D (k) (the subspace spanned by the columns of matrix D (k) ), and let c j , for 1 ≤ j ≤ k, denote the j th column of D (k) . Let S = S be any k-dimensional subspace of R n . For every t i ∈ M let q i ∈ S be the closets face in S to t i . Define Q ∈ R n×n with i th column equal to q i . Clearly, rankQ ≤ k. Using Corollary 2 we have:
Consequently; (k) ) is the optimal solution to k-DSC problem. Figure 2 shows two decomposition trees of the model -using geodesic distance and using new distance based on angular measure.
Proposition 3. . The set S = range(D

Algorithm 1 FEATURE-DECOMPOSITION(M , k)
The bottleneck of Algorithm 1 is the O(n 3 ) SVD decomposition, for an n × n matrix. Polyhedral representation of a model provides us with planar graph of a 2D manifold. If we consider only neighboring vertices in the construction of the distance matrix D, the number of non-zero entries in D would be at most 3n (due to planarity of the graph). Computing SVD decomposition for sparse matrices is much faster and takes O(mn) + O(mM(n)) [33] . Where m is the maximum number of matrix-vector computations required and M(n) is the cost of matrix-vector computations of the form Dx. Since M is a planner map and D is a sparse matrix, M(n) = O(n) and m = O(n).
Controlling Decomposition Process
The decomposition process as presented in Section 3.1 does not allow for an explicit mechanism to stop indefinite break up of a feature into some arbitrary set of faces. Clearly, we could use a constant to control the decomposition depth of the feature trees, i.e., decomposition process will be stopped when a root branch in feature decomposition tree reaches a prescribed depth. In this section we will present a mechanism that will control the feature decomposition through constant measurement of coherence through out the decomposition paths. Intuitively, the use of this control mechanism will terminate the decomposition process only when all significant features are extracted.
Let M be the original model's face set. Assume in the decomposition process a feature M 1 in M can be decomposed into sub-features M 2 and M 3 after bisection (e.g., without loss of generality assume we are bisecting feature M 1 ). We say that decomposition of feature M 1 into sub-features M 2 and M 3 is significant if the following condition is true: 
and we continue our decomposition process using features M 2 and M 3 . If the condition is false, then decomposition of feature M 1 stops and this feature is considered to be final. In practice, we allow some small number of pairs t i ∈ M 2 ,t j ∈ M 3 to not satisfy the above condition in order for decomposition process to continue. The rationale behind such approach to control feature extraction process, is to make sure that areas with significant differences in curvature would get decomposed in separate features.
Experimental Results
In our experiments we wanted to determine what kind of features can be extracted using FEATURE-DECOMPOSITION(M , k). For that purpose we have recursively applied FEATURE-DECOMPOSITION(M , k) to each model, where k = 2. Once decomposition trees were obtained, we have considered leaf nodes of these trees as features. Note that union of the leaf nodes for each decomposition tree produces initial model. Refer to Figure 3 for the illustration of feature extraction process.
CAD data
We have performed feature extraction on a number of CAD models in polyhedral representation. These models were converted from ACIS format, which is exact representation format. As a result, all of the models have nice structure (i.e. no missing faces). Figure 4 shows extracted features for several models. For each model that we performed feature extraction on, we have observed the same trend of features. All of the flat and curved surfaces become separate features. Also, if a curved surface is closed (i.e. hole) then it will be decomposed into two (i.e. hole) or more (i.e. surface is concave) features.
Noisy Data -Scanned Models
We have decided to observe performance of the feature extraction technique on the data that is obtained by laser scanner. We used three models to take two scans -full and partial (one scan). Once the models were scanned we faceted them, and then extracted features. Scanned data is known to be very noisy, often with broken connectivity and missing faces.
Figures 5 and 6 shows extracted features for scanned models. The performance of the technique is certainly not as remarkable as on previous data. Although we believe that the features that are extracted are meaningful and could be used for partial matching. It is clear that extracted features for fully and par- tially scanned, and for converted from exact representation models have correspondence between each other.
Discussion and Conclusions
We have introduced a computationally efficient approach to decompose a 3D model in polyhedral representation into features that could be used to assess similarity between 3D models. The extracted features are invariant to global structure of a model, as a result similar features could be extracted even if a part of a model is provided (i.e. single 3D laser scan). This potentially enables our technique to be used in partial matching problem. Further, Scale-Space decomposition technique is robust to noise, therefore it could be used on models that are constructed using devices such as 3D laser scanners.
The notion of feature presented here is highly tuned to the efficient identification of shape and topological categories. Even though, features obtained using our approach could be different from traditional CAD features, they could be used to establish partial similarities between CAD models in polyhedral representation.
Our work is in its preliminary stages, and we plan to extend its scope by introducing an efficient matching algorithm to as- sess partial similarity measures. From the above experiments we conclude that in order to perform successful matching, the technique must have the following properties: 1) be tolerant to noise that scanned data introduce; 2) be able to perform many-to-many matching, since it is possible that a feature could get divided in to several features; 3) be efficient, so it could be used in the National Design Repository database 1 . One of the main aspects of such matching technique would be distance function that assigns numerical value to a pair of features. Our previous work [1] successfully used such function, that is based on area and eucledian distance measurements within features. Please see Figure 7 for a sample view of two models with matched regions.
The other possible directions for our future work: 1) explore techniques to extract features that resemble traditional CAD features; and 2) exploit the possibility of using Scale-Space features as signatures for indexing purposes.
