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Abstract
This thesis aims to advance methodology for acquiring and processing 3D multicomponent
seismic data for shallow (< 300 m) exploration targets. The primary focus is to improve
seismic resolution, and hence geological interpretation, for coal-scale targets.
The coal industry is a significant contributor to the energy security and economy of Australia
and the world. Conventional P-wave seismic methods are widely used in this industry,
providing economic, safety and environmental benefits. There is potential for expanding
these benefits by including multicomponent procedures. In this thesis, the primary focus is
on converted-wave (PS) reflection, which is a logical extension to the standard approach.
This has theoretical potential to provide extra geological information. It has also been
proposed that there may be resolution advantages for shallower targets such as coal.
A valuable starting point for understanding resolution in shallow P and PS reflection is via
visco-elastic finite-difference simulation. This provides a useful indication of the reflection
response of different targets, and can include the influence of different processing flows.
For typical coal-scale environments, modelling with reasonable anelasticity assumptions
suggests that PS resolution is unlikely to be superior to P resolution, even with idealised
acquisition and processing. In real-world situations, achieving good PS resolution may be
even more challenging. There are a number of factors across the acquisition and processing
flow which incrementally influence resolution.
Survey design is intrinsically more complex for PS surveys than for P, primarily because of
ray-path asymmetry. In addition, phase and amplitude effects require careful analysis, and
finite-difference modelling provides a useful tool. Such modelling suggests that for shallow
surveys in particular, it may be possible to incorporate longer relative offsets, compared to
the petroleum scale. An examination of bin fold, and offset/azimuth distribution, suggests
that the natural bin size of a PS survey is mostly dependent on the receiver spacing, and
is generally larger than for P waves. This favours the use of higher receiver densities for
multicomponent surveys. These observations can be more important at the shallow scale,
again because of greater ray-path asymmetry and potentially higher VP/VS value.
One of the most critical steps in the shallow PS processing sequence is correcting for the
S-wave receiver statics. Three relatively conventional approaches have been evaluated. A
surface-consistent inversion approach has been shown to fail for shallow targets, or in the
presence of strong noise. For our 3D data set, PPS refraction analysis provided the
preferred solution. In other cases where PPS refractions are poorly defined, our robust
statistical approach may be useful for determining short-wavelength statics, although
additional long-wavelength control would then be needed.
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In exploration seismology, surface waves are commonly considered to be noise. However,
the dispersive nature of surface waves is strongly dependent on the S-wave properties of
the near surface. These properties can be estimated using the so-called MASW technique.
Most commonly, MASW has been applied in an engineering context. Using modelling, and
a high-resolution 2D dataset, we have evaluated the viability of extracting surface-wave
dispersion information from shallow exploration data, where parameters are not necessarily
ideally suited to the task. This suggests that viable S-wave velocities (and potentially S-wave
statics) can be derived using exploration equipment provided receiver intervals are less than
about 10 m. It has also been demonstrated that this method can be used with a Vibroseis
source, and that use of uncorrelated data provides improved low-frequency response.
Application of the same approach to a real, coal-scale 3D dataset has been more difficult,
partly due to the coarser geophone spacing (15 m). However, incorporation of an
interferometric approach shows potential for providing broad-scale shallow S-wave
velocities. In particular, for our trial 3D dataset, a combination of robust statistics
(short-wavelength) and dispersion (long-wavelength) provides a useful alternative to the
preferred PPS refraction statics approach.
Analysis of our high-fold 3D multicomponent dataset has included a preliminary
investigation of azimuthal anisotropy. A pragmatic assessment of the PS stacking velocity
for the target reflector indicates significant azimuthal variation in an ’effective’ VP/VS . In
the vicinity of major faults, anisotropy of about 5% is indicated. The observations are
consistent with azimuthally varying VP , along with S-wave splitting effects, with higher
velocities in the direction perpendicular to fault planes. This could be an indication of
fracturing associated with local stress fields. More detailed research is required to validate
these preliminary results, and to assess the degree to which correction for azimuthal
velocities can improve stack resolution.
A significant proportion of usable PS energy can be on far offsets. This may be particularly
so for shallow surveys. These far offsets tend to be susceptible to NMO stretch during
conventional processing, and this has a significant impact on the resolution of shallow PS
data. Use of a non-stretch moveout method, including higher-order polar-anisotropy terms,
greatly improves the resolution of the stack data in coal-scale environments.
Imagery of coal-scale targets can benefit by integrating PS reflection with the standard
P-wave product. This research has demonstrated that achieving good PS resolution is
challenging, and requires careful consideration of multiple factors in the design, acquisition
and processing chain. The range of methodologies demonstrated here will further advance
the practical application of PS reflection at the coal scale.
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1.1 Different approaches to seismic reflection. Seismic waves generated near the
surface reflect off a subsurface impedance contrast and are measured at the
surface. (a) Conventional seismic reflection uses a P-wave source and
vertical-component sensor. (b) S-wave reflection uses a specialised S-wave
source and requires a horizontal-component sensor. (c) Converted-wave
reflection uses a standard P-wave source. Some of the downgoing P-wave
energy converts into an upgoing S wave upon reflection. A multicomponent
geophone can be used to capture both P-wave and converted-wave energy. . 3
2.1 Outline of the modelling and processing procedures used for most of this
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2.2 Analytical comparison of P and PS resolution limits. A value less than 1
implies the PS resolution is better than the P resolution. Figures generated
using typical petroleum scale parameters (depth 1850 m; offset of 1850 m, VP =
3735 m/s) and using Equations 2.2 and 2.3. (a) QS = QP , (b) QS = QP/2.
Ricker wavelet dominant frequency = 50 Hz. . . . . . . . . . . . . . . . . . . . 18
2.3 Analytical comparison of P and PS resolution limits relative to depth. (a)
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2.4 Analytical comparison of P and PS resolution limits relative to depth for a
more realistic model. Offset = 0 m, Ricker wavelet dominant frequency = 80 Hz. 20
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2.5 (a) Petroleum-scale wedge model. The top of the wedge is at a depth of 1700 m
and the bottom has a 9◦ dip. The model has the following properties: Wedge
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Introduction
1.1 Aim
This study is one element of a broader project aimed at advancing the use of 3D
multicomponent seismic data to improve the geological understanding of shallow
(< 300 m) exploration targets. In this thesis, the focus is on methods which improve the
resolving power of the technique. The practical motivation is the application of the seismic
reflection technique to the coal and shallow coal-seam-gas (CSG) industries.
The coal industry is a particularly significant contributor to the energy security and economy
of Australia. 3D P-wave seismic imaging is now routinely used to define the structure and
extent of coal seams in both regional exploration and mine-planning contexts. As detailed
below, 2D converted-wave (PS) reflection has been shown to have advantages in particular
situations. The logical extension to 3D-PS imagery is currently of considerable interest.
Improvements in seismic resolution can provide economic, safety and environmental
benefits to the industry. Unfortunately, there is no silver bullet for the challenge of
improving seismic resolution. Inevitably, such improvement relies on incremental
adjustments across the full seismic workflow, from survey design through to processing
and interpretation. This thesis explores a number of the more important elements in this
chain, with particular reference to 3D-PS reflection at the shallow coal scale.
1.2 Multicomponent seismic reflection
1.2.1 Overview
The dominant geophysical exploration methodology used in coal and petroleum
environments is the seismic reflection technique. Here we give a general overview, with a
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more detailed historical review provided below. In the context of coal and CSG
exploration, most seismic surveys are onshore. Seismic energy is generated at or just below
the surface. It travels through the earth until it contacts a boundary which represents an
impedance contrast (product of density and seismic velocity), where some of the energy is
reflected. When the reflected energy reaches the surface it is recorded by sensors
(geophones). Recordings from many sensors are combined and processed to yield a
geologically meaningful image of the subsurface, and provide an estimate of the physical
properties of the various layers.
During this process, a number of different seismic waves may be recorded. These can be
loosely separated into body waves (compressional (P) waves and shear (S) waves) and
surface waves (Rayleigh and Love waves). The body waves are usually considered to be the
signal as these have the potential to image deeper targets at high resolution. In conventional
seismic reflection, surface waves are generally considered as undesirable coherent noise.
One of the elements of this thesis is to explore the idea that useful information can be derived
from this surface noise, so as to improve the reflection result.
Figure 1.1 shows a graphical representation of the three main types of seismic reflection
survey used for exploration. The conventional method (Figure 1.1a) utilises a P-wave source
and single component (vertical) geophones to record the wave field.
Theory suggests that S waves should respond differently to subsurface variations, and hence
could provide extra information about rock properties. The intuitive method of acquiring
S-wave information is to use a horizontal S-wave source and horizontal geophones (Figure
1.1b).
An alternative approach is to use converted waves. When a seismic wave comes in contact
with an impedance contrast, it is possible that, some of the reflected energy may be
converted from P wave to S wave, or vice versa. The amount of mode conversion which
occurs depends on the seismic velocities and densities in the two media, and on the angle
of incidence. A significant focus of this investigation is the case where a P wave converts to
a S wave upon reflection (Figure 1.1c). This style of reflection is often referred to as a PS
reflection.
PS reflection surveys generally require the use of multicomponent (3C) geophones which
allow for the measurement of the entire wave field at each location.
The following sections provide background on the historical uses of the seismic reflection
technique. The intention is to provide broad coverage, with particular emphasis on 3D
coal-seismic exploration.
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FIGURE 1.1: Different approaches to seismic reflection. Seismic waves generated near the
surface reflect off a subsurface impedance contrast and are measured at the surface. (a)
Conventional seismic reflection uses a P-wave source and vertical-component sensor. (b) S-wave
reflection uses a specialised S-wave source and requires a horizontal-component sensor. (c)
Converted-wave reflection uses a standard P-wave source. Some of the downgoing P-wave
energy converts into an upgoing S wave upon reflection. A multicomponent geophone can be
used to capture both P-wave and converted-wave energy.
1.2.2 P-wave reflection
The P-wave seismic reflection method became commercially viable as an exploration
technique in the late 1920s (e.g. Allen, 1980). Since its inception it has been significantly
developed. A fundamental parameter in seismic reflection is the stack fold (Mayne, 1962,
1967), or the number of samples taken from each subsurface reflection point. Early systems
consisted of a small number of recording channels, which were used to generate low-fold
profiles of the subsurface. Such profiles yield a two-dimensional section through the earth.
This is referred to as a 2D reflection image. Advances in electronic and computing
technologies have led to much higher fold 2D profiles. Since the 1970s, so-called 3D
volumes have emerged as a preferred imaging tool. In this geometry, sources and sensors
are distributed across a surface area, allowing a recording of a 3D subsurface volume. Real
geological structures within the earth vary in a three-dimensional way, and so must the
associated seismic response. Therefore, it is reasonable that 3D surveys should provide a
more accurate and informative image of the subsurface. Currently, a common approach is
to use 2D reflection for preliminary broad-scale exploration and subsequently, 3D reflection
is used to improve the spatial interpretations/resolution of the subsurface structures.
Most of the early seismic reflection surveys were conducted for the petroleum industry. In
general the coal industry has been slower to adopt the technique. Coal targets are generally
at much shallower depth than petroleum targets and early mining techniques required less
knowledge of the structure of the earth. For these reasons, pattern drilling methods were
originally considered sufficient for the delineation of coal deposits. This approach was
imperfect, and relatively expensive.
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Worldwide, the use of conventional seismic surveys for coal exploration has tended to have
a slower uptake than in the petroleum industry. Ziolkowski and Lerwill (1979) presented
an in-depth investigation of the complexities of seismic exploration for coal targets. This
included a general outline of the acquisition methods and equipment required. During the
late 70s and 80s, 2D coal seismic was being implemented at a number of north American coal
fields (e.g. Lyatsky and Lawton, 1988; Gochioco and Cotten, 1989; Henson Jr and Sexton,
1991). Later these fields also embraced 3D techniques (e.g. Gochioco, 2000).
Significant contributions to coal seismology have also come from the Australia industry.
While some 2D surveys were conducted in the late 1950s, the technique was rare until the
1970s (Packham and Emerson, 1975; Rutter and Harman, 1979; Palmer, 1987). The first
Australian experimental 3D seismic surveys over coal targets were acquired in 1988
(Lambourne et al., 1989). These surveys were conducted in areas where previous 2D data
had been acquired. The results indicated that 3D seismic data can provide a better
interpretation of structures in coal seams where the 2D results are ambiguous. The first
production 3D survey was acquired for BHP at the Appin Colliery in 1997 (Hatherly et al.,
1998). Useful results were demonstrated and this encouraged further surveys. Since that
time the Australian coal industry has increasingly used P-wave 3D seismic-surveying
methods for exploration and mining planning.
The major Australian coal producers now consider 3D seismic reflection to be an essential
and cost-effective element in mine planning.
1.2.3 Potential of S-wave seismology
There are several relevant theoretical differences between P waves and S waves. Firstly,
S waves travel with velocities that are lower than P waves. The velocity ratio (VP/VS) is
often around two, although much higher values can be observed in unconsolidated material
near the surface. This means that if S waves could be recorded with frequency content
similar to that of P waves, the S waves should exhibit shorter wavelengths, and hence better
resolution.
Secondly, P waves and S waves respond very differently to liquid hydrocarbons in rocks.
P-wave velocities are reduced by the presence of gas or liquids within the earth. In certain
situations, included hydrocarbons can reduce the impedance contrasts at boundaries,
degrading the P-wave imagery. On the other hand, S waves do not travel in fluids, and
respond only to the lithological matrix. In the petroleum industry, a number of major fields
have exploited S-wave surveys to successfully image structures where petroleum-related
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gas clouds have degraded the P-wave image (e.g. MacLeod et al., 1999; Berteussen et al.,
1999; Garotta, 1999).
Thirdly, because P waves and S waves have different responses to geological units, it is
possible to determine lithological characteristics by integrated interpretation of the P-wave
and S-wave imagery (Helbig and Mesdag, 1982). In the context of coal exploration, this
approach has been used to estimate Poisson’s ratio using integrated P-wave / S-wave
reflection data (Hearn, 2004), and refraction data (Meulenbroek and Hearn, 2011).
Finally, S waves travelling through a fractured medium split into two separate waves: a
faster wave vibrating in the direction of the fracturing, and a slower one vibrating in the
orthogonal direction (e.g. Crampin et al., 1980; Crampin and Lovell, 1991). Therefore, an
idea of the amount of fracturing may be determined by measuring the time delay between
the two waves. The orientation of fracturing can be derived by measuring the polarisation
of S waves. Most commonly, the technique has been applied in boreholes. Turner and Hearn
(1995) give an example of S-wave splitting analysis applied in an Otway Basin petroleum
project, while Suthers and Hearn (1997) applied the technique to coal borehole data from the
Bowen Basin. It is generally accepted that the S-wave splitting concept is more challenging
in the case of surface seismic reflection, due to surface interactions.
1.2.4 S-wave reflection
Early S-wave reflection investigations centred around trying to develop a suitable S-wave
source. A range of exotic devices emerged, including swinging pendulum-mounted
weights (White et al., 1956) and complex patterns of explosives (White and Sengbush,
1963). These were often cumbersome to deploy, expensive to use, and not viable for
commercial-scale seismic exploration. The development of S-wave continuous-signal
methods by Continental Oil Company in the 1960s provided an improved solution to this
problem (Cherry and Waters, 1968; Erickson et al., 1968). The method is based on the
Vibroseis technique used in conventional P-wave seismic acquisition. This technique uses a
vibrating plate that is sinusoidally swept through a range of frequencies over an extended
period of time. The wavelet is then compressed at the processing stage using correlation.
For the P-wave Vibroseis source, the plate is vibrated vertically and for the S-wave case it is
vibrated horizontally.
The first two S-wave Vibroseis surveys were acquired in 1961 by the Continental Oil
Company at Medford and Orlando, Oklahoma (Cherry and Waters, 1968). The Medford
survey was conducted to test a preliminary design of the S-wave Vibroseis source. The data
collected showed reasonable S-wave reflections and from this trial a number of
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improvements were made to the equipment. The follow-up survey at Orlando was over a
site where P-wave data had been previously acquired. The S-wave signal showed good
reflectors down to 1.2-1.5 seconds. However, the S-wave penetration was shallower than
that of the P-wave data. In the following 7 years the Continental Oil Company conducted 4
more petroleum-scale 2D S-wave surveys (Erickson et al., 1968). These were acquired to
test survey-design parameters and the ability to derive the P-to-S wave velocity ratio. This
was accomplished by comparing the S-wave reflections with borehole sonic logs or P-wave
sections. These surveys showed that the near-surface noise and statics have a much greater
effect on S-wave data. This results in the quality of S-wave data being unpredictable and
generally poorer than the P-wave data. There was also a suggestion that P-to-S velocity
ratios could potentially differentiate geological units. However, the results were based on
limited observations and were not conclusive.
In the 1970s there were few commercial S-wave surveys. S-wave surveying was generally
seen as a standalone technique which was performed separately from the standard P-wave
survey. The potential for additional useful geological information had not been sufficiently
demonstrated to justify the additional expense. In the early 1980s the price of OPEC oil
began to rise dramatically (Lawyer et al., 2001). This increased the urgency for non-OPEC
countries to develop local deposits, and made previously uneconomical deposits viable.
Consequently, it also became more acceptable to consider more costly, experimental seismic
techniques. This produced a surge in S-wave surveying (e.g. Helbig and Mesdag, 1982;
Layotte, 1983). Unfortunately, this boom was short lived. When the price of oil crashed
in 1986 many exploration companies failed. In most of the remaining companies, research
funding was slashed and experimental exploration techniques were generally discontinued
including S-wave surveying. As the industry rebuilt itself, interest in S-wave data still
existed, although a more economical method was required. Over the past two decades,
converted-wave reflection has emerged as a potential solution.
1.2.5 Converted-wave reflection
The theoretical knowledge that converted waves could be generated in a seismic survey
had existed since the early refraction experiments. However, an understanding of which
conversions were significant, and how they could be handled, was much slower to develop.
Some of the earliest work on converted waves was conducted by the Carter Oil Company
in 1941 (Ricker and Lynn, 1950). An experimental survey was acquired in Oklahoma with
the aim of understanding seismic wave propagation in shale beds. This survey included
vertical and horizontal geophones, and an unidentified reflection was observed on the
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horizontal geophones. Based on the timings and its presence on only the horizontal
component, it was suspected that this was a PS event (converted at the reflector). To test
this hypothesis follow-up seismic profiles were conducted in Oklahoma and Mississippi
over targets ranging in depth from 450-600m. The geometry of these consisted of 6
horizontal geophones with a vertical geophone placed at either end to ensure that the later
arrivals were not conventional P-wave reflections from deeper horizons. The geophone
spacing was 61m and explosive sources were used. This study was quite advanced for its
time, identifying some of the complexities of converted-wave ray-path asymmetry, and
also developing a basic methodology for determining the S-wave velocity profile
(assuming a fixed P-wave velocity). The significance of this research was lost on the
industry either because of a lack of understanding or more probably due to general
unavailability of suitable equipment. As a result, few subsequent PS-wave experiments
were conducted until the 1980s.
In 1980, a number of key experiments were conducted. In Texas, a deep-borehole VSP
(Vertical Seismic Profile) survey was conducted using P and S-wave sources (Lash, 1980).
The purpose of the survey was to examine various seismic waves to determine if they have
enough energy to be observable by seismic imaging methods. Unidentified events had been
previously observed on surface reflection data from the Gulf of Mexico. This provided
the motivation for this work. This experiment demonstrated that converted P to S waves
showed reasonable energy content, and it was suggested that this might provide a useful
tool for exploration.
Also published in the same year was a paper outlining some experimental 2D data acquired
in Germany in 1976 and 1980 (Dohr and Janle, 1980). The data were processed for P, S, and
PS waves. Good reflections were found on the sections for each wave type. An interesting
conclusion from this study was that the absorption of energy by surficial sedimentary layers
was less pronounced for PS waves than for S waves. This observation, verified in a number
of subsequent surveys, was suggested to be due to the S wave being more susceptible to
anelastic attenuation because of its smaller wavelength. In the case of PS reflections only one
leg of the path is subject to such attenuation. Therefore, PS-wave surveys tend to be more
competitive than S-wave surveys in terms of resolution (e.g. Gaiser and Strudley, 2005). This
realisation has contributed to the shift in industrial focus from straight S-wave surveys to
PS surveys.
Also in 1980, a pivotal experiment was conducted by Chevron at the Putah Sink, California,
in the vicinity of one of the earlier Conoco S-wave trial lines. However, for reasons of
corporate confidentiality, results were not published until 1990 (Frasier and Winterstein,
1990). In that survey, P and SH Vibroseis sources were used with the aim of studying
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converted wave PS reflections. Both common reflection and midpoint binning methods were
tested. Common Midpoint (CMP) stacking of converted wave data was found to produce
considerable lateral smearing. Good common conversion point (CCP) stacks, which allowed
for ray-path asymmetry, were produced for both PS and SP reflections.
These 1980 surveys represented the rediscovery of the PS technique and paved the way for
early commercial use. In 1985 one of the first commercial surface PS-wave surveys was
conducted by Garotta (Stewart et al., 2002). This was a 2D-2C survey (i.e. using only the
vertical and radial-horizontal sensors). Since then, 2D converted wave exploration has been
used sporadically, generally as an experimental method (Hoffe et al., 1998) or for region-
specific problems (e.g. gas clouds) which render P-wave imagery ineffective (MacLeod et al.,
1999; Berteussen et al., 1999; Li et al., 2001).
In 1988 a 3D-3C (vertical, radial, and transverse components) land seismic survey was
conducted at Silo Field Wyoming (Garotta and Granger, 1988). This appears to be the first
documented 3D-3C survey. The aim of the study was to identify azimuthal anisotropy using
PS-wave techniques. The survey utilised an orthogonal acquisition geometry and a P-wave
Vibroseis source. This survey indicated that it is important to analyse the P-wave data before
attempting the PS analysis. This allows a better understanding of PS velocities. In this
survey, layer anisotropy was also observed on the PS data.
From the mid 1990s recording technology had advanced to the point where it was
economical to acquire large-scale 3D-PS surveys for petroleum targets. For example,
starting in 1995 a number of 3D-PS experiments were conducted by the CREWES project at
the Blackfoot field in Alberta, Canada (Simin et al., 1996; Lu and Margrave, 1998; Dufour
et al., 2002). These experiments demonstrated that good PS images can be generated for
petroleum-scale land targets and this data can contribute to the overall geological
interpretation of the area. Another important set of surveys for the petroleum industry
were those acquired at the Alba field (Hanson et al., 1999; Gaiser and Strudley, 2005) and
Valhall field (Brzostowski et al., 1999; Olofsson et al., 2003; Gaiser and Strudley, 2005) in the
North Sea. These surveys were pivotal in demonstrating the use of 3D-PS surveys in the
marine petroleum industry as they greatly contributed to the life of both fields.
Most of the converted-wave data acquired to date have been designed to image petroleum
targets (generally at depths greater than 800m). At that scale, S-wave surveys and PS-wave
surveys have generally failed to exhibit the resolution advantages anticipated from theory.
Unfortunately, the dominant S-wave frequencies tend to be lower than those of P waves,
due to greater anelastic attenuation. It has been suggested (Garotta, 1999) that there might
be greater chance of achieving S-wave resolution advantages for shallower targets, since the
S wave travels a shorter distance.
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1.2.6 Coal-scale converted-wave reflection
To date, there has been very little published work on PS reflection at the shallow coal
scale. Guy (2004) reported on a shallow 2D multicomponent survey in Ohio. The section
included a coal seam at 80m but this was not the main focus of the investigation. The paper
includes source records for each of the components. Pure P-wave and S-wave reflections
were identified and good stacks obtained for these. It appears that strong PS converted
reflections occur at far offsets, but these were not identified by the paper.
Driven initially by the prospect of improved resolution of coal targets, a number of shallow
2D integrated P and PS surveys were conducted in Australia’s Bowen Basin between 2001
and 2005, with support from the Australian Coal Association Research Program (Hearn,
2004; Hearn et al., 2003; Hendrick et al., 2007). These experiments were over shallow coal
targets with depths ranging from 30-200m. The projects demonstrated that even at these
relatively shallow depths, PS waves tended to exhibit reduced dominant frequency
compared with P waves, such that resolution is typically only comparable. Whether this
was an artefact of imprecise processing or physical properties was not conclusive.
Nevertheless, other advantages were demonstrated. Firstly, the time delay associated with
PS reflections means that they arrive after some of the surface-related noise, meaning that
PS surveys are capable of imaging shallower targets than P-wave surveys. This is of
particular relevance to open-cut coal mining. Additionally, the PS-wave imagery
sometimes indicated geological features that were not clearly visible on the normal P-wave
image. These preliminary 2D converted-wave experiments also suggested that, as with
P-wave reflection, the earth cannot be perfectly imaged unless three-dimensional variations
are allowed for.
We are aware of one prior published work regarding 3D shallow PS reflection, in the context
of engineering geophysics. Bland et al. (1998) reported on a small 3D trial conducted at
the University of Calgary. While coals were present at the site the aim of the trial was
to image the near-surface layers. This survey was primarily designed as a demonstration
and teaching tool. The processing sequence essentially applied 2D algorithms, including
asymptotic binning. There does not appear to have been much consideration given to
possible smearing effects such as those caused by azimuthal anisotropy.
Based on previous applications of PS methodology to 2D coal-scale targets, it seems logical
that a coal-scale 3D-PS implementation has much potential.
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1.2.7 Surface waves and seismic reflection
In support of the objectives of this thesis an examination of the potential of surface waves
has also been included. In earthquake seismology (e.g. Macelwane, 1923; Dorman and
Ewing, 1962), and more recently in engineering seismology (Park et al., 1999), surface waves
have been heavily exploited for near-surface information. In exploration seismology it
has been more common to consider surface waves as noise. Acquisition and processing
methodologies are regularly implemented to remove surface waves from the data. However,
for exploration surveys involving S waves there is potential advantage in utilising this
”noise”.
Surface waves are generally dispersive in nature (Love, 1911) with different frequencies
imaging different depths. This dispersive behaviour is strongly influenced by the S-wave
properties of the near surface (Dorman and Prentiss, 1960). Engineering seismologists
exploit surface waves to derive S-wave velocity profiles, primarily for geotechnical
purposes. However, it has been demonstrated that such information can also be used in
S-wave reflection processing, for estimating NMO velocities (Dal Moro et al., 2005) or
statics (Roy et al., 2010; Socco et al., 2015). Such approaches have considerable potential for
the processing of shallow PS or S reflections.
1.3 Thesis outline and methodology
As noted above, this thesis is a component of a broader research program whose overall
aim has been to extend existing coal-scale multicomponent investigations from a 2D
methodology to a full 3D technique. Specifically, this thesis concentrates on enhancement
of the resolving power of the 3D method. It will also be important to consider how the
shallow, coal-scale PS technique differs from the petroleum-scale technique. As noted
earlier, there are many factors which incrementally influence seismic resolution. This thesis
examines a number of the more important contributing elements.
• As an introduction to the overall problem, Chapter 2 explores the resolution limits
of P and PS data. Ray-path modelling is used to review the effects of attenuation on
seismic resolution. Viscoelastic finite-difference simulation is used to more realistically
incorporate some of the degrading influences of CMP acquisition and processing. The
scheme is introduced using classical petroleum-scale models, and then extended to
coal-scale examples.
Chapter 1. Introduction 11
• Chapter 3 examines the factors that influence PS survey design and applies these ideas
to a 3D-3C coal-scale trial. This includes an in-depth investigation of offset, azimuth
and fold distributions.
• Chapter 4 describes the acquisition of a 3D-3C field trial. This experiment consists of
a small (400 m× 1200 m) 3D swath acquired with multicomponent geophones and a
Vibroseis source. The chosen location has been previously surveyed with 2D P-wave
techniques. The geology consists of a single coal seam dipping from 75 m in the north
to 140 m in the south. A large fault (∼ 10 m) occurs near the middle of the line,
with possible minor faulting to the north. A 2D-PS survey had also been acquired
nearby. This suggested that reasonable converted-wave images could be generated at
this location.
• Chapter 5 explores the development of techniques to obtain a high-resolution 3D
statics-solution. Statics associated with variations in the near surface have been found
to have a significant effect on the data quality of high-resolution coal-scale PS-wave
data (Hearn et al., 2003). A number of different algorithms are considered, including
receiver domain residual statics and PPS refraction statics.
• Chapter 6 presents the production processing and interpretation results 3D-3C trial
data.
• Chapters 7-10 expand on the more standard production algorithms to determine if
advanced methods can be developed which would improve the resolving capability
of 3D PS data.
• Chapter 7 examines the potential of extracting useful dispersion information from
shallow seismic reflection data, where instrumentation and spread geometries may
not necessarily be ideally suited to the problem. Finite-difference modelling, and a
2D seismic trial (Chapter 8), are first used to examine the resolving power of surface
waves. Chapter 9 extends the idea to handle a multi-azimuth 3D experiment, with the
objective of improving 3D S-wave statics.
• Chapter 10 gives a preliminary examination of the impact of azimuthal and high-order
velocity effects, which can have a significant impact on resolution. It has been observed
in the petroleum industry that anisotropic effects in the earth can cause large variations
in PS imagery (e.g. Thomsen, 1999, 2001). The field data acquired for this project are
designed to have very high fold. This allows an investigation of azimuthal velocity
variation using a limited-azimuth stacking and semblance approaches.
The frequency content of far-offset seismic data is generally reduced by normal
moveout (NMO) (Buchholtz, 1972). Shallow PS reflection data often utilise farther
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offsets than P-wave data. Therefore, deficiencies in the NMO process are likely to
have a greater impact on PS data. In Chapter 10 the influence of NMO stretch is
investigated and a method is presented to rectify the problem.
• Chapter 11 summarises the main conclusions and provides directions for future
research.
Chapter 2
Multi-Component Seismic-Resolution
Modelling
2.1 Introduction
The resolution of a seismic wave is fundamentally related to the dominant wave length (λ)
which depends on the velocity v and the dominant frequency f via
λ =
v
f
. (2.1)
In shallow coal-scale reflection, path lengths are shorter than in petroleum exploration.
This means that the effects of anelastic attenuation are less pronounced. Higher source
frequencies can be retained, allowing smaller structures to be imaged. However, with
conventional P-wave exploration, the achievable resolution is often less than desired for the
purposes of mine planning.
Since S waves travel more slowly than P waves, wavelengths are shorter. In the absence
of anelastic attenuation, it would be reasonable to assume that PS reflection may result in
images having higher resolution. In practice, however, the S waves tend to be attenuated
more strongly, again due to shorter wavelengths. This acts to reduce resolution. Garotta
(1999) indicated that the PS resolution of a petroleum target was, in fact, less than the P
resolution. He speculated that this effect might be reversed for shallower targets.
Several simple rules of thumb have been widely used to predict vertical and horizontal
resolution limits (e.g. Rayleigh and Widess limits; Fresnel radius (see e.g. Sheriff, 2006;
The content of this chapter has been published in Exploration Geophysics, (Strong and Hearn, 2008).
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Lindsey, 1989)). Such indicators have been extended via more recent analytical studies. For
example, Chen and Schuster (1999) gave expressions to predict the resolution achievable
with migrated data. These measures all provide valuable insight into the relationship
between dominant frequency and resolution. However, seismic resolution ultimately
depends on more fundamental factors. These include survey design (fold, receiver spacing,
aperture etc.), source bandwidth, geology, and the design and sequence of algorithms used
in the common midpoint (CMP) stacking process. As targets become more subtle,
resolution analysis needs to be more controllable in terms of these individual factors.
The idea of extending our understanding of resolution via modelling is not new. Hilterman
(1982) carried out a range of zero-offset resolution modelling exercises, and increasingly
sophisticated schemes have since evolved. For this investigation, we use viscoelastic
finite-difference modelling (e.g. Robertsson et al., 1994) to simulate the acquisition of a full
set of multicomponent shot records over 2D geological models of arbitrary complexity. The
shooting sequence and geometry is based on realistic CMP-style acquisition parameters.
We will use the term acquisition modelling to describe this numerical simulation of the
acquisition process. The output shot records are analogous to those acquired in a real
survey and can be processed and interpreted using standard real-data methods. This
provides the ability to compare different processing algorithms with respect to resolution.
Figure 2.1 gives a general outline of the modelling and processing steps used in this
investigation.
An advantage of viscoelastic finite-difference modelling is that it incorporates independent
attenuation parameters for P and S waves (viz. QP ,QS). This allows instructive examination
of the competing effects of shorter wavelength, but increased attenuation, for S waves, and
permits comparison of the resolution capabilities of conventional and converted-wave (PS
wave) images.
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FIGURE 2.1: Outline of the modelling and processing procedures used for most of this resolution
analysis. Some examples to follow include variations (e.g. statics generation and correction) in
the processing flow to examine specific resolution effects.
2.2 Analytical comparison of P and PS resolution
As background for the interpretation of our modelled images, we first examine some
fundamental theoretical relationships between P and PS resolution. Most previous analyses
of seismic resolution have been restricted to P-wave imagery, with the standard analytical
measures of resolution being related to P-wave dominant frequency (or wavelength). Very
few studies have focused on PS resolution. However, some notable investigations include
those by Bale and Stewart (2002); Deffenbaugh et al. (2000) and Meier and Lee (2009). With
increasing interest in PS reflection seismology, it is timely to re-analyse the relative
resolving power of both P and PS imagery.
The term resolution limit is commonly used to define the smallest vertical separation (δz),
for which two reflection interfaces can be resolved. It can be shown (Appendix A) that the
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resolution limits on the P and PS images (δzP and δzPS respectively) are related via
δzPS
δzP
=
fP
fPS
2
(1 + VP/VS)
. (2.2)
Here fP and fPS are the dominant frequencies on the P and PS images, respectively, and VP
and VS are the P and S velocities, respectively, in the zone of interest. For typical
environments the VP/VS value is often ∼ 2. Hence if the dominant frequencies on the two
images were similar, the resolution limit on the PS image would be ∼ 2/3 that on the P
image. That is, we would expect PS resolution to be significantly better than P resolution.
This proposition was arguably one catalyst for early efforts in converted-wave reflection.
However, working against this is the effect of anelasticity. The dominant frequencies on the
P and PS images are influenced differently by the anelastic attenuation suffered along the
ray path. This attenuation increases with frequency, according to
A(f) = e
−piTf
Q . (2.3)
Here T is the travel time along a path segment having quality factor Q. The travel time
(T ) will always be greater for the PS reflection than for the P reflection. That is, the higher
frequencies are attenuated more rapidly, resulting in lower dominant frequency on the PS
image. This reduces the resolution advantage, according to Equation 2.2.
These two competing effects are illustrated graphically in Figure 2.2a, for a typical
petroleum-scale model. A Ricker wavelet has been attenuated according to Equation 2.3,
based on paths appropriate to P and PS reflections for the defined target. This method is
similar to that used by Bale and Stewart (2002). The resultant dominant frequencies (fP and
fPS) are then used in Equation 2.2 to obtain the relative resolution. A value of 1 on the
vertical axis means identical resolution, and values less than one mean PS resolution is
better.
For high Q values (to the right) the attenuation effect is less important and hence the PS
image has better relative resolution. For a typical VP/VS value of 2 (Figure 2.2a, magenta) the
relative resolution approaches 2/3 for highQ values in accordance with our early analysis of
Equation 2.2. For low Q situations (to the left) the attenuation effect becomes stronger and
reduces the advantage of PS imaging.
This analysis assumes the same Q value for P and S waves, and predicts that PS resolution
should always be better than for P. This changes if QP and QS are different. For example, if
QS is half QP (Figure 2.2b) then the resolution advantage is lost for practical Q values (say,
QP < 200).
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As mentioned above, it has been suggested (Garotta, 1999) that PS waves may have a
resolution advantage for shallow reflections. Following from this, it is logical to examine
the resolution with depth. Figure 2.3 displays the relative resolution with depth using the
same method as above. This indicates that when QS = QP the PS data have a resolution
advantage over all depths. However, when QS = 0.5QP the PS data show reduced
resolution for depths greater than 600 m. Deffenbaugh et al. (2000) referred to this as the
cut-off depth (zc). They presented an equation to approximate it given by
zc =
∆ToQPQS(VP − VS)
QP −QS , (2.4)
where ∆To is the period of the source wavelet. Bale and Stewart (2002) suggested that for a
Ricker wavelet ∆To =
√
2/(pifD), where fD is the dominant frequency of the Ricker wavelet.
Substituting the parameters from Figure 2.3b (γ = 2) into these equations gives a cut-off
depth of 840 m. This is larger than predicted by our method (∼ 600 m), but the values are
similar enough to suggest that this is a reasonable order-of-magnitude estimate.
The analysis conducted in Figure 2.3 assumes constant velocity and attenuation parameters
with depth. For realistic situations these tend to vary with depth, particularly in the
weathering layer. Figure 2.4 shows a possible geological model where the velocities and Q
values vary with depth. It also includes a more variable weathering layer. This figure
suggests that even for cases where QS = QP shallow variations in the seismic properties
tend to reduce the depth to which there is a PS resolution advantage.
The preceding analysis has been presented to indicate theoretical resolution comparisons
for PS and P images for very simplistic cases. For more realistic structures (e.g. spatially
varying VP/VS and QP/QS values) this analytical approach is more difficult to use. As seen
below, viscoelastic modelling is better suited to such analysis.
18 Chapter 2. Multi-Component Seismic-Resolution Modelling
FIGURE 2.2: Analytical comparison of P and PS resolution limits. A value less than 1 implies
the PS resolution is better than the P resolution. Figures generated using typical petroleum scale
parameters (depth 1850m; offset of 1850m, VP = 3735m/s) and using Equations 2.2 and 2.3. (a)
QS = QP , (b) QS = QP /2. Ricker wavelet dominant frequency = 50Hz.
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FIGURE 2.3: Analytical comparison of P and PS resolution limits relative to depth. (a)QS = QP ,
(b) QS = QP /2, QP = 50, Offset = 0m, VP = 3735m/s, Ricker wavelet dominant frequency =
50Hz.
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FIGURE 2.4: Analytical comparison of P and PS resolution limits relative to depth for a more
realistic model. Offset = 0m, Ricker wavelet dominant frequency = 80Hz.
Chapter 2. Multi-Component Seismic-Resolution Modelling 21
2.3 Petroleum-scale modelling examples
To illustrate our methodology, we first revisit fundamental resolution analysis for
well-understood petroleum-scale situations.
2.3.1 Wedge model
Firstly, we consider P and PS images for the classical wedge model at petroleum depth
(Figure 2.5a). This type of model has been well documented (e.g. Widess, 1973; Okaya,
1995) and is generally considered a good indicator of vertical resolution issues. For this
initial examination we have used a 2-layer (weathering and subweathering) Q model and
have assumed that QP and QS are the same, a reasonable starting assumption (e.g. Tokso¨z
et al., 1979).
On each of the seismic images in Figure 2.5 we have indicated our interpreted resolution
limit (red arrow). The corresponding numerical values are given in the caption. For the
purposes of this discussion we will use a pragmatic definition of the resolution limit: the
thickness at which one or both of the main reflection events are distorted to the extent that
the interpretation is compromised.
For reference, Table 2.1 (rows 2-4) gives the classical analytical indicators (Rayleigh
resolution limit, λ/4; Widess limit, λ/8; detectable limit, λ/30) for the wedge model at
petroleum depth. Table 2.1 (rows 5 and 6) also gives the relative resolution (PS to P) based
on Equation 2.2, for two cases: fPS = fP , and fPS = fP/2.
TABLE 2.1: Analytical indicators of vertical resolution for a petroleum target at a depth of
1850m (VP = 4000m/s, fD = 25Hz). The assumed wavelength (160m) has been estimated
from the modelled data for this example. The final two rows give relative resolutions for the
cases where the dominant frequency on the PS image is equal to, and half of, the dominant
frequency on the P image, respectively.
Resolution
P wavelength 160 m
Rayleigh resolution limit (λ/4) 40 m
Widess limit (λ/8) 20 m
Detectable limit (λ/30) 5 m
Relative resolution (fPS = fP ) 0.7
Relative resolution (fPS = fP/2) 1.4
The P-wave image in Figure 2.5b is produced with classical zero-offset modelling, and the
interpreted resolution limit is in reasonable agreement with the Rayleigh resolution limit
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given in Table 2.1. Figure 2.5c has been produced with the more realistic
acquisition-modelling approach, but assumes an elastic earth. The reality of CMP
processing degrades resolution compared to the zero-offset case. The P-wave image in
Figure 2.5d also incorporates anelasticity. In this case the resolution is not degraded much
compared to the elastic case.
Figure 2.5e shows the PS image derived with full acquisition modelling, but assuming an
elastic earth. The resolution is superior to the comparable P-wave image (Figure 2.5c).
However, when the effects of anelasticity are allowed for, the PS image is more significantly
degraded (Figure 2.5f ). In this situation, the P and PS images exhibit comparable resolutions
(Figures 2.5c, 2.5f ).
The effects of anelastic attenuation can be further clarified in terms of dominant frequencies
(Figure 2.6). In the anelastic P spectrum (red) the high frequencies are attenuated compared
to the source spectrum (green), but the dominant frequency is only slightly reduced. This
explains why the interpreted resolution limits are very similar for the elastic and anelastic
cases (Figures 2.5c, 2.5d). On the other hand, the anelastic PS spectrum (blue) is highly
attenuated resulting in a significant reduction in the dominant frequency and consequent
loss of resolution (Figure 2.5f ) relative to the elastic case (Figure 2.5e). Finally, note that
the dominant frequencies on the anelastic P and PS spectra are related via fP ' 1.4fPS .
Substitution into Equation 2.2, and using the model VP/VS of 1.8, yields a relative resolution
of unity as observed on the seismic images.
As indicated above, viscoelastic modelling produces records analogous to raw field data,
which can be processed using standard production techniques. The choice of processing
flow, and parameters, can influence the resolution on the final seismic image. As a simple
example, Figure 2.7 illustrates that converted-wave dip moveout (DMO) is essential to
achieving a high resolution PS image. We see that removal of this algorithm from the
processing flow reduces the vertical resolution of the data (from 62 m to 76 m). This
suggests that viscoelastic modelling can be used to tweak the processing flow to provide
improved resolution of real data.
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FIGURE 2.5: (a) Petroleum-scale wedge model. The top of the wedge is at a depth of 1700m and
the bottom has a 9◦ dip. The model has the following properties: Wedge ρ = 2700 kg/m3, VP =
4000m/s, VS = 2200m/s,Q = 100; Country rock ρ = 2500 kg/m3 VP = 3750m/s, VS = 1560m/s,
Q = 100; Weathering Z = 15m, ρ = 1700 kg/m3, VP = 1900m/s, VS = 900m/s,Q = 10. We have
used Q values that are slightly lower than expected to partially allow for the additional effects of
scattering. (b) P wave, zero-offset modelling. (c-f) full acquisition modelling: (c) P wave (elastic),
(d) P wave (anelastic), (e) PS (elastic), (f) PS (anelastic). All images have been scaled such that
they represent the depth extent marked on the model. The interpreted resolution limits (shown
by the red arrows) are: (b) 41m, (c) 62m, (d) 62m, (e) 45m, (f) 62m.
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FIGURE 2.6: Magnitude spectra corresponding to the anelastic models in Figures 2.5d and 2.5f.
The high frequencies of P and PS spectra (red and blue, respectively) have been attenuated
compared to the source (green). The lower magnitude on the PS spectrum compared to the
P spectrum is consistent with the lower signal-to-noise ratio of the PS image. The dominant
frequency on the P spectrum is ∼ 1.4 times that on the PS spectrum leading to a comparable
resolution on the P and PS images (Figure 2.5).
FIGURE 2.7: Effect of processing flow on PS image resolution. (a) DMO included in processing
flow: resolution limit = 62m, (b) no DMO included in processing flow: resolution limit = 76m.
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2.3.2 Lens model
As a second example of resolution analysis at the petroleum scale we consider a model
(Figure 2.8a) comprising sand lenses of various sizes and having the same velocity and
density properties as the wedge model. A model of this type allows us to confirm vertical
resolution results demonstrated by the wedge model. It also allows us to examine horizontal
resolution by considering how well the different sized lenses are imaged.
Figures 2.8b and 2.8c show the P and PS images produced for the lens model. A close
examination of these figures shows that for the P image the vertical resolution limit is
approximately 60 m. This is again poorer than the Rayleigh resolution limit (40 m) and
comparable to that for the wedge model (62 m).
The lens model can also be used to illustrate lateral resolution issues. Lateral resolution of
unmigrated data is generally considered to be related to the size of the Fresnel zone. The
Fresnel-zone radii (r) for P and PS waves can be easily calculated for the case of a single
layer homogeneous earth using Equation 2.5 (Sheriff, 2006) and Equation 2.6 (Eaton et al.,
1991), respectively.
rP =
√
VPZ
2fP
(2.5)
rPS =
√
VPZ
(1 + VP/VS)fPS
(2.6)
VP and VS are the P and S-wave velocities, fP and fPS are the dominant frequencies of the P
and PS images and Z is the depth of the target. Because we generally use migrated data for
interpretation, another simple expression (Equation 2.7) has been suggested by Chen and
Schuster (1999) to better estimate the horizontal resolution (∆x) of migrated P-wave images.
∆x =
piZ
kPL
(2.7)
where Z is the depth of the target, kP is the dominant angular-wavenumber of the recorded
P wave, and L is half the migration aperture. Alternatively 2.7 can be expressed as
∆x =
λPZ
2L
=
VPZ
2fPL
. (2.8)
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λP is the dominant wavelength of the recorded P wave. Table 2.2 shows the predicted
analytical resolution values for the lens model.
TABLE 2.2: Analytical indicators of lateral resolution for petroleum targets at different
depths. All values are in metres. The row printed in bold (1850m) corresponds to the
target depth in Figure 2.8. The Fresnel radii are an approximation of unmigrated data. The
final column gives estimates predicted by Chen and Schuster (1999) for migrated P images.
VPRMS = 3735m/s, VSRMS = 1555m/s, fP = 25Hz, L = 1500m.
Depth P Fresnel
Radius
PS Fresnel
Radius
fPS = fP
PS Fresnel
Radius
fPS = fP/2
Approx. P resolution
after migration
1600 346 265 375 80
1850 372 285 403 92
2100 396 304 429 105
2350 419 321 454 117
Close examination of the P-wave image (Figure 2.8b) suggests that the lateral character of
the lens can still be defined for the 100 m body but not the smaller one. That is, the P-wave
horizontal resolution limit is less than 100 m. This indicates that the horizontal resolution
is significantly better than the Fresnel radius (372 m) as expected because we are examining
migrated data. The Chen and Schuster (1999) approximation for migrated data predicts a
resolution limit of 92 m for this model, in agreement with our modelled results. A detailed
examination of the PS images indicates that the horizontal and vertical resolution is no better
than that of the P images and reiterates that the potential advantages of using PS imaging
for increased resolution can be negated by reduced bandwidth due to attenuation and more
difficult processing.
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FIGURE 2.8: Lens model. (a) The model has the same properties as the wedge model (Figure
2.5) and includes lenses ranging in size from 1000m× 300m to 50m× 15m, (b) P image, (c) PS
image.
2.4 Coal-scale modelling example
For our third example we examine lateral resolution in a coal-scale environment. Table 2.3
presents analytical indicators of lateral resolution for coal-scale targets at different depths.
As an example, we will consider the target at 150 m depth in some detail. Columns 2-4 give
Fresnel radii for P waves, and for PS waves under different frequency assumptions. Because
these numbers can be considered indicative of lateral resolution on unmigrated data, they
have been used primarily to assess the relative resolution of P and PS data. If the dominant
frequencies on P and PS images were comparable, Equations 2.5 and 2.6 would imply better
lateral resolution on a PS image (Fresnel radius = 46 m) than on a P image (Fresnel radius
= 59 m). However, our experience with PS coal reflection data suggests that the dominant
frequency on the PS image may often be only half that on the P image. On this practical
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assumption (Table 2.3, column 4), the Fresnel radius (65 m) would imply slightly reduced
resolving power for PS compared to P. The analysis of Chen and Schuster (1999) predicts that
the expected resolution on the migrated P-wave image would be ∼ 12 m, and by extension
slightly larger on the PS image.
TABLE 2.3: Analytical indicators of lateral resolution for coal targets at different depths. All
values are in metres. The row printed in bold (150m) corresponds to the target depth in
Figure 2.9. The Fresnel radii are appropriate to unmigrated data. The final column gives
estimates predicted by Chen and Schuster (1999) for migrated P images. VPRMS = 3683m/s,
VSRMS = 1842m/s, fP = 80Hz, L = 300m.
Depth P Fresnel
Radius
PS Fresnel
Radius
fPS = fP
PS Fresnel
Radius
fPS = fP/2
Approx. P resolution
after migration
50 34 28 39 4
100 48 39 55 8
150 59 48 68 12
200 68 55 78 15
250 76 62 88 19
As was demonstrated for the petroleum example, acquisition modelling provides the
opportunity to explore the validity of these analytical predictors, and to gain deeper insight
regarding underlying causal influences on resolution. We will illustrate the concept with
reference to a target coal seam interrupted by so-called barren zones of various widths
(Figure 2.9). In the initial exercise, we have used a Q model where QP and QS have been
made equal throughout the model.
To examine the influence of statics, the modelling process has been carried out for a model
with constant weathering profile (25 m thick), and for the same model but with a variable
weathering profile (9-38 m thick as shown in Figure 2.9), which has been extracted from real
data. The sources have been positioned at a depth below the weathering layer (40 m) in order
to focus on the receiver statics. Figures 2.10a and 2.10b show the P and PS images for the
constant weathering case. A cursory examination of the P image shows that the wider barren
zones on the right are easy to identify. However, it is quite difficult to see the smaller ones
on the left. Examination of the corresponding PS image shows that it has similar horizontal
resolution to that of the P image. Figures 2.10c and 2.10d show the P and PS images for the
variable weathering case with no statics correction. For these sections we see that the PS
image appears to be degraded more than the P-wave section, especially where the variation
in the weathering layer is the greatest (red arrow).
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FIGURE 2.9: Coal scale model. The coal seam is at 150m. It has a thickness of 5m, ρ = 1400
kg/m3, VP = 2250m/s and VS = 900m/s. The coal seam is interrupted by barren zones ranging
in width from 5m to 120m (L to R: 5m, 10m, 15m, 20m, 40m, 60m, 120m). The country rock
has ρ = 2500 kg/m3, VP = 4000m/s and VS = 2000m/s. In the weathering QP = QS = 30 and
in the subweathering QP = QS = 100. The model shown here incorporates a laterally-varying
weathering layer. A constant weathering case has also been considered.
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The images in Figure 2.10 are instructive in a qualitative sense. However we would like
to obtain a more quantitative comparison. For this model, a useful means of assessing
lateral resolution is via a simple amplitude attribute, derived over the target coal seam.
Figure 2.11 summarises this attribute for the P and PS images for constant and variable
weathering profiles. In these plots the barren zones are associated with a reduction in the
relative amplitude.
FIGURE 2.10: Seismic sections corresponding to the barren-zone model in Figure 2.9. (a)
Constant-weathering P-image, (b) constant weathering PS image, (c) variable-weathering P
image, (d) variable-weathering PS image. The target seam is at ∼ 0.08 s on the P images, and
∼ 0.12 s on the PS images. (Long-period multiples at later times do not influence the resolution
analysis on the main event, and have not been specifically addressed in this simple processing
flow). The red arrow indicates a zone of reduced data quality associated with greater variation
in the weathering layer.
For the constant weathering case, the amplitude attribute of the P-image (Figure 2.11, red)
can easily detect the barren zone of width 10 m (second from the left), and can arguably
detect the 5 m feature (leftmost). This is significantly better than the Fresnel radius of 60 m
and is similar to the Chen and Schuster (1999) prediction of 12 m. The amplitude attribute
for the corresponding PS image (green) shows that the resolution is arguably slightly poorer
than that of the P image, with an interpreted resolution limit of 10 m.
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The amplitude attribute response for the variable-weathering P-image (blue) is slightly
noisier and introduces spurious attribute variations of similar scale to the geological
features. These can make it more difficult to uniquely identify the smallest barren zones.
The magenta curve shows that the PS image is a lot more susceptible to variations in the
weathering layer. This has the potential to dramatically reduce the resolution of the PS
image.
FIGURE 2.11: Amplitude attribute computed for a 40ms window over the target coal seam.
The four curves correspond to the four images in Figure 2.10. (red) Constant-weathering P
image, (green) constant-weathering PS image, (blue) variable-weathering P image, (magenta)
variable-weathering PS image.
These broad conclusions regarding lateral resolution are consistent with observed changes
in spectral bandwidth over the target horizon. The spectra in Figure 2.12 illustrate that
P-wave images having constant (red) or variable (blue) weathering layers exhibit similar
bandwidths. (The slight increase in spectral character for the constant case (red) relates to
the spectral periodicity introduced when the base-of-seam reflector is better defined.)
These spectra provide additional insight into the interplay between S wavelength and
anelastic attenuation, in controlling the relative resolution on the PS image. First, consider
the case where the weathering is constant and where QP = QS throughout the model. In
this situation, the PS spectrum (green) exhibits slightly reduced dominant frequency and
bandwidth, compared to the P-wave spectrum (red). Even though Q values are the same,
the PS waves suffer higher attenuation because the path contains more cycles than for P.
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This effect is sufficient to cancel the potential resolution advantage attached to the lower
velocity (and hence shorter wavelength) of S-waves.
The spectra also emphasise the potentially damaging effects of a variable weathering layer
(magenta curve) on PS resolution. Statics reduce the coherency in the stack, and the effect
on bandwidth is significant. For example, in the absence of statics, allQS values would need
to be reduced to 2/3QP to produce a similar bandwidth reduction (black).
These results have been presented without the application of any statics correction to
demonstrate relative behaviours. P-wave static correction techniques are very robust and
have been proven to provide good results. Therefore the constant weathering case is more
analogous to real P-wave data. Note, however, that PS wave near-surface solutions are
more complicated (e.g. Meulenbroek and Hearn, 2007) and therefore the PS results have
more potential to vary from the constant weathering case.
FIGURE 2.12: Coal-scale model: Representative magnitude spectra. (red) constant-weathering
P image, (green) constant-weathering PS image, (blue) variable-weathering P image, (magenta)
variable-weathering PS image, (black) constant-weathering PS image for the case where QS =
2/3QP .
Finally, it is noted that the influence of the weathering layer might extend beyond static
errors, as demonstrated here for the PS data. The image in Figure 2.13a has been derived by
applying prestack static corrections based on the known weathering model. That is, it
simulates the image obtained with a perfect PS static solution. The image is much
improved relative to the case where no static corrections have been applied (Figure 2.10d).
However, the signal-to-noise ratio is still poorer than that obtained with the constant
weathering model (Figure 2.10b). This relativity is quantified in the three amplitude curves
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shown in Figure 2.13b. An examination of shot records derived for the variable weathering
model has indicated that the surface-wave noise is much stronger in places where the shot
point is not far below the base of weathering (i.e. weathering layer is thicker). This has led
to a reduction of the signal-to-noise ratio on the resultant stack and explains the residual
amplitude anomalies.
FIGURE 2.13: (a) PS image obtained after application of ideal static corrections derived using the
known coal-scale model of Figure 2.9. The image has been improved relative to the uncorrected
case (Figure 2.10d) but has reduced signal-to-noise compared to the constant-weathering case
(Figure 2.10b). (b) Amplitude attribute (orange) corresponding to the statics-corrected PS image
in (a), compared to those for the uncorrected case (magenta) and the constant weathering case
(green).
34 Chapter 2. Multi-Component Seismic-Resolution Modelling
2.5 Conclusions
This chapter has demonstrated that while acquisition modelling is computationally
expensive compared to zero-offset modelling, it leads to a much more realistic assessment
of seismic resolution. It has been shown to be a valuable tool for survey planning and can
provide increased confidence in real-data interpretation.
An analysis of P-wave images has indicated that while the Rayleigh resolution limit is
appropriate for simple zero-offset models, it is often an overly optimistic estimation of
vertical resolution on realistic processed sections. An examination of horizontal resolution
has shown that the resolution limit for migrated data may be as low as 1/5 of the Fresnel
radius. This is often comparable to the rule of thumb presented by Chen and Schuster (1999).
Analytical comparison of P and PS resolution suggests that in some conditions PS images
may have potential for better resolution. However, our full acquisition modelling results
have indicated that even with optimal processing, and assuming QP and QS are similar,
P and PS resolutions would be more typically comparable. We have also demonstrated
that the complexities of PS statics can further degrade the resolution of PS images. Broadly
speaking, these results are consistent with the resolution properties of real data acquired in
similar environments (e.g. Hendrick et al., 2007).
Chapter 3
Survey Design for Shallow 3D-PS
Reflection
3.1 Introduction
The design of a seismic survey can have a significant influence on the data quality and
resolution of the final seismic image. As introduced in Chapter 1, 3D P-wave surveys have
become relatively common in the coal industry, providing detailed structural interpretation
critical for mine planning. Survey design for this conventional approach is now well
understood. In the particular case of shallow open-cut targets, PS imagery has been shown
to be a valuable adjunct to the conventional P-wave product. It is logical to extend the
concept to full 3D-PS imagery.
It is well known that survey design is likely to be more complicated for PS surveys, largely
due to asymmetric ray paths. This chapter examines particular aspects of 3D-PS survey
design which may require special attention in the case of coal-scale surveys (0-300 m).
3.1.1 3D Survey Design
The broad aim of seismic survey design is to ensure that source and receiver configurations
are optimised to give the best possible interpretation of structures at the target horizons
while satisfying logistical and economic constraints.
The subject of correct 3D survey design has been widely researched, particularly in the
context of P-wave reflection (e.g. Liner and Underwood, 1999; Cooper, 2004). An even fold
Material in this chapter has been accepted for publication in Geophysics with minor revision.
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distribution is desirable in all reflection surveys. In 3D surveys an even distribution of
azimuths and offsets within any bin is desirable (Lansley, 1995) particularly where
azimuthal analysis is envisaged, including processing via common offset vector (COV)
approaches (Vermeer, 1998; Cary, 1999). A poor distribution can result in reduced
resolution, suboptimal processing, and noise artefacts including acquisition footprint.
These may have a significant impact on the quality of the prestack migration (Gardner and
Canning, 1994; Chemingui and Biondi, 1996). This can lead to misinterpretation of
geological structures and can mask real azimuthal anisotropy. Migration algorithms have
been developed which aim to reduce the impact of design irregularities in P-wave surveys
(Canning and Gardner, 1998; Jousset et al., 2000).
3.1.2 3D-PS Survey Design
3D-PS survey design has received literature attention over the past 15 years (e.g. Vermeer,
1999; Musser, 2005; Meier, 2009; Zuleta and Lawton, 2011; Lansley et al., 1999). PS survey
design is intrinsically more complex than P-wave design. Firstly the asymmetric nature of
PS reflections leads to more irregular illumination.
In the context of PS data processing, the precise location of the asymmetric reflection point
is very important for trace binning. Originally, PS processing included simplistic
asymptotic binning (e.g. Eaton and Lawton, 1992) or various depth-dependent approaches
(e.g. Tessmer and Behle, 1988; Zhang and Robinson, 1992; Schneider Jr, 2002). Specialised
algorithms have been developed for converted-wave binning in situations where geology
is more complicated (e.g. anisotropy (Thomsen, 1999), dipping reflectors (Guarı´n, 2005)).
Unfortunately, the most precise binning approaches require velocity information which is
often unknown at the design stage.
As for P waves, specific PS-wave algorithms have been introduced which attempt to
minimise acquisition footprint arising during prestack migration (Lee et al., 2005; Vinje
et al., 2015; Wang and Wang, 2014). Despite the availability of such tools, it is nevertheless
desirable that PS surveys be designed with the aim of regular fold, offset and azimuth.
An additional difficulty in PS design is that the range of offsets that are usable for PS
reflection may be restricted due to critical angle considerations (Garotta, 1999). Also, PS
surveys are typically performed as an economical extension to a primary P-wave survey.
Therefore a further restriction in PS survey design is that there should be minimal
degradation in the associated P-wave data (Thomas and Neff, 2004).
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Most previous analyses of PS survey design have focused mainly on conventional
petroleum-scale exploration. In the following we examine aspects of PS design which are
more specific to surveys at the coal scale.
3.2 Offset considerations for coal-scale PS design
In conventional P-wave seismic reflection a common rule of thumb is that maximum
receiver offset should be comparable to target depth (e.g. Stone, 1994). This avoids possible
phase distortions associated with post-critical reflections. For PS reflection, ray-path
asymmetry implies that ideally maximum offset needs to be even less than for P waves if
such distortions are to be avoided (Garotta, 1999).
One of the well-known problems of shallow seismic reflection is that noise events (e.g.
surface waves, refractions) can often arrive in a similar time window to the target reflection
events (e.g. Knapp and Steeples, 1986). It is typically necessary to increase minimum offset
to avoid such high-amplitude surface-related noise (Hunter et al., 1984). The temptation is
to incorporate longer offsets than might be considered acceptable according to normal rules
of thumb. The viability of this approach can be examined via modelling exercises.
Figures 3.1 and 3.2 examine reflection behaviour at the top and bottom of a typical coal
seam. Consider first the P-wave reflection. Because the top of coal is an impedance
decrease, the P-wave reflection has strong amplitude and constant phase over a wide range
of incidence angles (Figure 3.1, red curve). At the base of coal (Figure 3.2, red curve) the
P-wave amplitude is strong, and the phase is constant, for angles less than the critical
angle. Of course, for angles of incidence greater than the critical angle, the phase behaviour
can change significantly. Based on this analysis, stacking of post-critical events would seem
to be inadvisable.
Consider now the PS reflection (green curves in Figures 3.1 and 3.2). Amplitudes are low at
small angles, suggesting that larger angles of incidence (longer offsets) may be required
to achieve a reasonable signal-to-noise ratio. For example, the green curves on Figures
3.1 and 3.2 shows that the strongest PS reflections from the top and base of coal occur for
angles > 20◦. However, as was observed with the P-wave reflection, the phase angle varies
significantly for the base-coal reflection in this zone. Again, inclusion of longer offsets would
appear to be problematic.
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FIGURE 3.1: Top-of-coal response for P (red) and PS (green) reflections. Magnitude (solid
curves) and phase (dashed) variations are shown as a function of angle of incidence (and hence
offset). Coal (blue): VP = 2250m/s, VS = 900m/s, ρ = 1400 kg/m3. Sedimentary rock (white):
VP = 3200m/s, VS = 1600m/s, ρ = 2500 kg/m3. The curves were generated using CREWES
Zoeppritz Explorer 2.2 (Crewes.org, 2005).
FIGURE 3.2: Bottom-of-coal response for P (red) and PS (green) reflections. Magnitude (solid
curves) and phase (dashed) variations are shown as a function of the angle of incidence (and
hence offset). Layer parameters as for Figure 3.1 . The curves were generated using CREWES
Zoeppritz Explorer 2.2 (Crewes.org, 2005). Phase response for both wave types changes
significantly at the critical angle (approximately 34◦).
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The obvious approach to avoiding such phase problems is to follow the approach taken in
petroleum-scale work, and limit the far offset such that the critical angle is not exceeded.
However, this may be difficult in practice. Consider a simple coal-seam model with
parameters similar to those expected in our field trial (Figure 3.3). Using ray-path
modelling we have investigated the maximum allowable offset for seams of various
thicknesses (Figure 3.4). For this model, the maximum usable offset for PS reflection is
approximately two-thirds that of P-wave reflection. This is consistent with the observations
of Garotta (1999). For a 5m seam (corresponding to the expected thickness at the trial site)
the maximum offsets would be 270m and 185m for P and PS reflections respectively. Based
on expected weathering in the survey area, offsets less than about 50m are likely to be
unusable. Hence on this analysis, the usable offset range is quite limited, particularly for
the PS survey.
FIGURE 3.3: Coal seam model used in the phase vs. offset analysis. The parameters shown in
the figure are indicative of those expected in the real field trial.
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FIGURE 3.4: Ray-path modelling to estimate offset at which critical-angle phase distortion is
expected, for coal seams of various thicknesses. For a 5m seam, P (red) and PS (green) distortion
is predicted beyond 270m and 185m respectively.
The ray-path modelling approach above provides a reasonable first indication of likely
phase/offset limits. However, in practice, meaningful analysis of coal-seam response
requires more detailed consideration of the full package of events from the seam. This has
been demonstrated by Simmons Jr and Backus (1994), who used reflectivity modelling to
determine the character of the total reflection package for a thin coal seam. Their work
focused primarily on the zone within the critical angle.
In order to better understand the severity of phase distortion in our expected seam package,
we have used viscoelastic finite-difference modelling to build synthetic seismic records (e.g.
Robertsson et al., 1994). This wave-equation method incorporates P- and S-wave properties
in the model, providing mode conversions, surface waves, and also anelastic attenuation.
Figure 3.5 shows vertical and inline synthetic records corresponding to the geological model
in Figure 3.3. The P-wave reflections are dominant on the vertical component. The energy of
the reflection package is relatively consistent for all offsets. The red box indicates the P-wave
offsets where the bottom-of-coal phase effects are expected. Close examination indicates
that the character of the wavelet within the box is very similar to that of nearer offsets. This
finite-difference analysis suggests that in practice the base-coal distortion has less influence
on the seam package than predicted by simpler reflectivity modelling. This is consistent
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with field observations over a range of coal surveys.
As expected, the PS reflections are dominant on the inline component. The amplitude of
the PS reflection increases with offset, having a significant portion of its energy beyond the
critical angle (inside the green box). It is apparent that the post-critical reflections have a
lagged response compared to the pre-critical offsets. Stacking all offsets together would
reduce the resolution of the final PS image. However, within the post-critical window the
character is remarkably consistent suggesting that post-critical reflections may be able to
be stacked with each other without losing too much resolution, and maintaining a good
signal-to-noise ratio.
For the particular coal-target example illustrated here, while PS reflections appear to be more
affected by the bottom-of-coal phase effects than P reflections, the overall package response
may still be usable provided the offset range is carefully chosen.
This fortuitous outcome is a result of the special physical properties of coal seams (low
density and low velocity). We have reached similar conclusions when modelling relatively
thin-seam scenarios in other locations. The general practical conclusion is that for typical
coal exploration projects, the usable offset windows may be more generous than for
petroleum-scale work. However, rigorous modelling is advised at the planning stage, as is
careful quality control during data processing.
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FIGURE 3.5: Finite-difference evaluation of phase vs offset distortion for the model in Figure 3.3.
On the vertical component record (top) post-critical P-wave distortion is much less pronounced
(red box) than for the PS reflection on the inline horizontal record (bottom, green box). Reflection
times for top and bottom of the seam are indicated by the magenta lines. A minimum-phase
wavelet has been used in the modelling. To aid comparison, the vertical scale has been stretched
on the vertical record. Total time scales are vertical (top): 0.2 s, inline (bottom): 0.3 s.
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3.3 Asymmetry considerations for coal-scale PS design
The analysis in the preceding section suggests that due to the particular characteristics of
the target, the maximum usable offset for coal surveys may be greater (in relative terms)
than for conventional reflection surveys. In particular, for PS surveys, modelling of the type
illustrated above indicates that it may be possible to use offsets of order three times target
depth. This in turn has implications for expected illumination patterns.
The asymmetry of PS waves has been heavily studied for several decades (e.g. Tessmer and
Behle, 1988; Zhang and Robinson, 1992; Eaton and Lawton, 1992). For a simple horizontal
reflector, the horizontal distance (XP ) from the source to the PS reflection point can be related
to the source-to-receiver offset (XO) via
XP =
Xo
1 + tan θS/ tan θP
(3.1)
where θP is the P-wave angle of incidence and θS is the reflection angle of the S wave. These
angles are related via Snell’s law, and incorporate the depth and velocity dependence of the
reflection point (Figure 3.6). The ray path is more asymmetric for shallower reflectors, and
for larger values of the VP to VS ratio (γ).
FIGURE 3.6: The reflection point of a converted P (red) to S (green) wave is closer to the receiver.
This results in an asymmetric ray-path.
To compare the degree of asymmetry expected in surveys of different scales (petroleum,
coal), it is convenient to re-express the exact Equation 3.1 as a relationship between the
relative depth (R = Z/Xo) and relative offset (C = XP/Xo) of the reflection point. (See
Appendix B for details.)
R =
√
(γ2 − 1)C2(1− C)2
C2 − γ2(1− C)2 (3.2)
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Figure 3.7 shows the relationship between relative depth (R) and relative offset (C), for
various values of the velocity ratio (γ). Based on conventional rules of thumb, many
petroleum surveys would fall in the zone where R ≥ 1. On the other hand, coal-scale
surveys are more likely to also incorporate smaller values of R. As discussed above, offsets
of up to three times target depth may sometimes be utilised, implying R values as low as
0.3. Figure 3.7 indicates that such surveys are more likely to utilise highly asymmetric rays.
Additionally it is more likely that the velocity ratio (γ) is more variable for shallower
targets. Figure 3.7 illustrates that this is likely to introduce further variability and
complexity into PS ray paths.
FIGURE 3.7: Relative depth (R) versus relative offset (C) of the PS reflection point, for a typical
range of γ values (different colours), as derived using equation 3.2. Coal-scale surveys are more
likely to incorporate highly asymmetric rays in the zone R < 1.
In Figure 3.7 the zone deeper than R = 1 represents the area for which the horizontal
reflection point is relatively constant. In this zone, the so-called asymptotic approximation
(e.g. Eaton and Lawton, 1992; Hardage et al., 2011) might provide a usable estimate of
reflection point for the purposes of survey design. (Appendix C investigates this further.)
This might be acceptable for petroleum-scale surveys if very limited velocity information is
available at the time of design. However, the preceding analysis suggests that for coal-scale
surveys incorporating longer relative offsets, the design must be carried out using more
precise depth-dependent reflection-point estimators (e.g. Tessmer and Behle, 1988; Zhang
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and Robinson, 1992; Hoffmann, 2001). If limited velocity information is available, the
implications of likely velocity ranges should be considered during the design process.
3.4 3D-PS survey-design case study
3.4.1 Overview of design methodology
One of the primary aims of our real-data experiment was to explore possible P-wave and
S-wave azimuthal anisotropy, as an aid to better understanding the stress regime in the
study area. Such information would be important at the mine-planning stage, for economic
and safety reasons. It was therefore desirable to achieve a reasonably smooth distributions
of fold, offset and azimuth in both the P and PS designs.
The initial 3D-PS design process assumed a nominal target depth of 100m, based on a
previous 2D P-wave survey. The effective velocity-ratio (γ) to the target is unknown,
although 2D-3C experience in the region suggested a likely range of values. In practice, the
design needed to be acceptable over the full extent of possible γ values. A PS survey such
as this would generally be considered as an extension to a production 3D P-wave survey.
Hence, the design parameters needed to be broadly consistent with typical 3D P-wave
surveys over similar targets.
In the results to follow the exact conversion point has been calculated (using Equation 3.2)
based on an assumed target depth and velocity ratio. If perfect specular reflection is
assumed, the predicted patterns of fold, offset and azimuth exhibit a larger degree of
variability, and sensitivity, than might be expected with real data (e.g. Eaton and Lawton,
1992). The finite bandwidth of a real seismic wave can be incorporated into the design
process by recognising that each individual trace may contribute (in terms of fold, offset,
azimuth) to multiple bins. This more accurately resembles the situation after
migration-based processing. We follow the approach of Cary and Lawton (2003) who
smear the trace using a sinc-function filter. The examples to follow use a related Lanczos
filter, which in some cases may provide a more stable output (Ye and Entezari, 2012). Again
following Cary and Lawton (2003), we set the radius of the smoothing filter to the bin size.
This implicitly assumes that the chosen bin size is appropriate to the expected horizontal
resolution following migration.
To determine if this approach is reasonable we have considered the P-wave resolution
following 3D prestack migration, as suggested by Chen and Schuster (1999). Note that their
3D prestack ∆x value is about twice their 2D post-stack value, which was given in
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Equation 2.8. Relating the radius of our smoothing filter to Chen and Schuster’s
sinc-function radius (xi = ∆x/2), and assuming a usable migration aperture of twice target
depth, fP = 100 Hz and VPRMS = 2000 − 3000 m/s, we obtain a smoothing radius of 10-15 m.
This compares reasonably well with the bin sizes (7.5-15 m) used in the following tests.
3.4.2 General design conclusions
The series of design examples to follow step through a range of possible geometries, starting
with theoretically ideal high-density designs and moving towards more practically feasible
designs, including the final real-survey design. The starting scenario is a simple orthogonal
geometry, with sources on a 15 m× 15 m grid, and receivers also on a 15 m× 15 m grid. We
start with an assumed bin size of 7.5 m× 7.5 m, which might be considered natural for a
P-wave survey.
Figure 3.8 summarises relative fold, offset and azimuth distributions for P and PS surveys
for this initial geometry. The figure layout (which is the same for subsequent plots) requires
explanation. The left-hand column shows fold distributions for a representative zone of 8 x
8 bins. From top to bottom, the plots are for P wave, PS wave (γ = 2), PS wave (γ = 3). The
two PS plots are provided to illustrate how the distribution behaves over the most likely
range of γ values. (As part of our full work-flow we have also monitored other γ values.)
Alongside each fold plot are the offset-azimuth distributions for the central 4 bins (marked
in white on the fold plot). Four bins are included to illustrate bin-to-bin variability in these
parameters. In the offset-azimuth plots, the maximum inline and crossline absolute offsets
are 300 m in all cases.
Figure 3.8 shows that, with this high-density design, the fold is very consistent for both P
and PS surveys. The offset-azimuth distribution is regular for P, but is much more variable
for PS. Figure 3.9 illustrates that the offset-azimuth distribution improves dramatically if
the bin size is doubled, so that it matches the source and receiver grid size (15 m). This
could then be considered as a theoretically ideal orthogonal grid for PS, with very regular
distributions of fold and offset-azimuth. In most practical cases, we will need to examine
more cost-effective geometries. We will first examine reductions in either receiver density
or source density. To emphasise the effect we will make significant reductions in density.
In cases where Vibroseis is planned, a natural approach might be to reduce the receiver
density, while maintaining higher source density. Figure 3.10 considers the case where the
receiver grid is changed from 15 m× 15 m to 60 m× 60 m. Source density is left high at 15
m× 15 m.
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The P-wave design (top row) shows a very regular fold, and an even distribution of
offset-azimuth. However, the PS results are much less acceptable, with relative fold and
offset-azimuth being very irregular. In addition, the PS distributions appear very sensitive
to the assumed value of γ.
Figure 3.11 illustrates the opposite approach where the receiver density is kept high at 15
m× 15 m, and the source grid is changed to 60 m× 60 m. Again, for P waves, relative fold is
constant, and offset-azimuth shows a regular distribution. With this approach the PS results
are much more acceptable. Fold is acceptably smooth, and the offset-azimuth distribution is
much improved compared to Figure 3.10. PS designs with reduced source effort would be
particularly attractive in cases where a dynamite source is considered. This is an important
observation for 3D coal surveys, where high resolution is very valuable for mine-planning
purposes.
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FIGURE 3.8: Comparison of bin fold (left) and offset-azimuth distribution (right) for P waves
(top), and PS waves (γ = 2 mid, γ = 3 bottom). The offset-azimuth plots correspond to the four
reflection bins marked by the white square. Each of these are gridded based on 15m× 15m
common offset tiles. A Lanczos sinc filter has been applied to all reflections. This layout will be
consistent for the following images. Geometry: orthogonal grid, sources 15m× 15m, receivers
15m× 15m, bins 7.5m× 7.5m, target depth 100m.
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FIGURE 3.9: Fold, azimuth/offset distribution for larger bins compared to Figure 3.8. Geometry:
orthogonal grid, sources 15m× 15m, receivers 15m× 15m, bins 15m× 15m, target depth 100
m.
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FIGURE 3.10: Decimation of receivers, compared to Figure 3.9 . Geometry: orthogonal grid,
sources 15m× 15m, receivers 60m× 60m, bins 15m× 15m, target depth 100m.
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FIGURE 3.11: Decimation of sources for comparison with Figure 3.10. Geometry: orthogonal
grid, sources 60m× 60m, receivers 15m× 15m, bins 15m× 15m, target depth 100m.
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3.4.3 Final 3D-PS survey design
Unfortunately, a 15 m× 15 m receiver grid would not be economic for most coal-scale
surveys. To achieve a final practical design, a variety of combinations were examined, with
consideration of logistical and economic constraints. Figure 3.12 shows results for an
orthogonal design with densities similar to the final design (source grid: 30 m× 30 m,
receiver grid: 15 m× 30 m, bins: 15 m× 30 m). Fold is regular for P and PS. While
offset-azimuth distribution is not as smooth as for the higher-density designs, it is
acceptable.
It has been suggested that orthogonal designs may introduce a cyclic acquisition footprint
in fold images, and various methods have been proposed to reduce this problem. These
include infield techniques such as staggered grids (e.g. Bland et al., 1998), brick patterns
(e.g. Lawton, 1994), non-orthogonal geometries (e.g. Cordsen et al., 2000), and random jitter
(Hardage et al., 2011). Data processing remedies designed to interpolate even bin
distributions have also been proposed (e.g. flexi bin, Lawton et al., 1995). For this
investigation, we have focused on a non-orthogonal grid, since this is easier to implement
in the field and has proven successful for P-wave coal-scale exploration.
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FIGURE 3.12: Reduction in source and receiver densities for economic purposes. Geometry:
orthogonal grid, sources 30m× 30m, receivers 15m× 30m, bins 15m× 30m, target depth 100
m.
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The final design incorporated source and receiver densities similar to those in Figure 3.12,
but with source lines at 60◦ to the receiver lines. Figure 3.13 provides a graphical
representation of the basic survey geometry and its caption includes details of relevant
survey statistics.
FIGURE 3.13: Sample of the final acquisition geometry: source lines (red), source locations
(crosses), receiver lines (green) and receiver locations (triangles). The survey consisted of a
fixed spread with 660 receiver locations across 10 lines, 594 source locations across 44 lines at a
60◦ orientation.
The corresponding fold and offset-azimuth predictions are given in Figure 3.14. Compared
to the orthogonal grid (Figure 3.12), the P-wave offset-azimuths are arguably slightly more
randomised. The PS offset-azimuth distribution appears slightly less variable (i.e. more
stable colour distribution).
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FIGURE 3.14: Non-orthogonal parameters as used in the real survey. Geometry: non-orthogonal
60◦ as per Figure 3.13, sources 30m× 30m, receivers 15m× 30m, bins 15m× 30m, target depth
100m.
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The design analyses given to this point have been for a nominal target depth of 100 m. A
previous 2D P-wave line suggested that the actual target depth in the area of the planned
3D varied from about 85 m to 140 m (Figure 3.15). The preferred design was confirmed for a
range of target depths across the survey area. For example, Figure 3.16 shows the predicted
distributions in the area where the target is deepest (140 m). As expected (based on Equation
3.2), the offset-azimuth points are shifted compared to the 100 m analysis in Figure 3.14.
However, the overall distribution is of similar quality. This is also the case for other target
depths examined.
FIGURE 3.15: Depth to the target coal seam, estimated from horizon picks on a 2D seismic line
previously acquired at this location.
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FIGURE 3.16: Representative design comparison for changing target depth. Compare to Figure
3.14. Geometry: non-orthogonal 60◦, sources 30m× 30m, receivers 15m× 30m, bins 15m× 30
m, target depth 140m.
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3.5 Conclusion
Survey design for 3D-PS reflection is more complicated than for P-wave reflection, with
ray-path asymmetry dependent on target depths and velocities. These problems may be
more apparent at the coal-scale (target depth 0-300 m) than at the conventional petroleum
scale.
Coal-scale PS records typically suffer strong noise interference at short offsets. Simple
ray-path analysis for typical seams suggests that post-critical reflections from the base of
coal might seriously restrict usable far offsets. The conventional approach of excluding all
post-critical arrivals would result in poor fold in the case of PS data. A useful tool for
assessing the severity of such phase distortion is finite-difference modelling. For typical
seam parameters, this modelling suggests that the post-critical zone may in some cases be
usable. The P-wave reflection package often exhibits relatively consistent phase across the
offset range. The character of PS reflections can also be quite consistent within the
post-critical zone, where amplitudes are also high.
The incorporation of such longer-offset data requires careful selection of offset ranges, and
rigorous quality control in processing. However, it may be possible to significantly increase
the signal-to-noise ratio. This has the potential to result in a degradation of the stacked
resolution. Depending on survey objectives, this may be a worthwhile compromise.
However, in-depth modelling and QC would be necessary before the impact could be
determined. Including longer offsets for coal-scale seismic has serious implications for the
PS survey design, in that it is more likely to incorporate rays which are highly
asymmetrical, and very sensitive to choice of the VP to VS velocity ratio.
A case study of a coal-scale 3D-PS survey design has been presented. A general observation,
consistent with previous petroleum-scale studies, is that for the P-wave design, reducing
source or receiver density has a similar impact on fold and offset-azimuth distributions.
However in the case of the PS design, reduction in source density is the preferred option.
This is an important observation in the coal seismology context, where dynamite surveys
are relatively common, with the aim of maximising resolution for mine planning.
The final preferred design incorporated a slanted source-line geometry. These adjustments
appear to have marginally reduced the variations in PS offset-azimuths, compared with the
related orthogonal design. The offset-azimuth distribution of the P-wave data has changed
but in this case the overall impact on the P-wave processing is likely to be negligible.
Any seismic survey design must include logistic, economic, and environmental factors.
These sometimes compete against the resolution requirements. For the specific 3D-3C trial
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considered here, a reasonable balance of these was achieved. This has allowed us to produce
a seismic volume for structural interpretation (Chapter 6). The offset-azimuth distribution
achieved across the survey has permitted an examination of azimuthal anisotropy in both P
and PS data (Chapter 10). The success of that analysis was dependent on careful P and PS
survey design.

Chapter 4
3D-3C Acquisition Case Study
4.1 Importance of acquisition procedures
In any seismic program the field conditions and field procedures are very important. These
set the baseline for the signal-to-noise characteristics of the dataset. Processing techniques
can enhance the recorded data after acquisition. However, if the initial signal-to-noise ratio
is poor, or the dataset is contaminated in some way, then the remedial ability of the
subsequent processing may be limited (Yilmaz, 2001).
Espey (1983) pointed out that the resolution of a seismic reflection is highly dependent on
the signal-to-noise ratio, particularly when that ratio is poor. Therefore, using a weak source
or operating in the presence of strong noise will limit the resolving power of weaker events.
This chapter presents a 3D-3C coal-scale acquisition case study, with emphasis on how the
parameters and procedures are likely to influence the resolution and data quality of the
seismic data.
4.2 Overview of field experiment
The aim of the trial was to acquire a 3D multicomponent survey over a coal exploration
target, in order to evaluate how integrated P and PS structural interpretation might benefit
the coal industry. The fold of this survey was designed to be high and well distributed, such
that azimuthal anisotropy could be investigated. As far as we can ascertain this was the first
coal-scale 3D-3C survey acquired in Australia.
The 3D-3C trial was acquired between 06/11/2009 and the 13/11/2009, by Velseis Pty Ltd
with support of the Australian Coal Association Research Program (ACARP) and the host
mine. The site was located within the Bowen Basin. It was chosen because it has relatively
61
62 Chapter 4. 3D-3C Acquisition Case Study
simple geology (one major coal seam with previously interpreted faulting), easy access, and
evidence of good P and PS seismic responses from earlier 2D work conducted in the area.
The survey was intended to assist in resolving geological structure relevant to ongoing coal
exploration.
The survey design was examined in Chapter 3, and the final grid is shown in Figure 4.1. The
grid covered 0.5 km2 with 594 shot points on 44 shot lines, and 660 receiver ground positions
on 10 receiver lines. The total receiver length was 9.75 km.
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FIGURE 4.1: Map view of the survey grid. Image includes sources lines (red), receiver lines
(green), and a previously acquired 2D P-wave survey (blue).
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4.3 Terrain and weather conditions
The terrain was gently undulating (Figure 4.2a) with higher elevations to the south (Figure
4.3). A creek cutting across the northern section of the survey had, in places, steep banks up
to 3 m in height (Figure 4.2b). This was expected to contribute to generally smoothly-varying
elevation statics, with some larger variations associated with source and receiver points in
the creek.
At the very southern end of the survey there was a washed-out zone of up to 2 m deep,
extending for a length of approximately 100 m. The individual washouts were relatively
narrow (up to 2 m wide). As a result it was possible to shift the source and receiver points
in this area to avoid these. The washouts are therefore unlikely to have any influence on the
elevation statics.
FIGURE 4.2: (a) Terrain was relatively flat across the survey. (b) However, there were
washouts/creeks where larger localised elevations changes were present.
The character of the weathering layer was apparent from observations in the washouts and
creek, and on the surface. The surface soil consisted of a brown clayish layer over most of the
survey area. The southern third of the survey area consisted of a black soil terrain. This layer
had many large cracks (Figure 4.4) and tended to crumble when excavated for geophone
placement. The obvious variability of the black soil layer, and the difficulty of coupling the
geophones, suggested the likelihood of complex weathering statics and reduced data quality
in this vicinity.
Examination of the washouts indicated that the black soil overlies the brown soil layer, with
an estimated thickness of 1 to > 2 m at the southern end, and thinning with the decrease in
elevation toward the north. This suggests that multi-layer statics correction methods could
be advantageous in the southern regions.
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FIGURE 4.3: Gridded elevation of survey area. Elevation varies by approximately 18m across
the survey.
FIGURE 4.4: Cracked black soil terrain toward the southern part of the grid.
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Most of the survey was quite open, with sparse vegetation (Figure 4.5a). However, the
amount of vegetation increased in the vicinity of the creek (Figure 4.5b). The survey lines
were slashed to reduce the random wind noise and to provide access. Line clearing was
avoided where possible to reduce the environmental impact.
FIGURE 4.5: (a) The vegetation was generally sparse grass plains. (b) There was denser
vegetation close to the creek.
The weather during the layout and start of acquisition was dry. However, the last day and
a half of acquisition was slowed by intermittent showers. These resulted in standby periods
of up to 15 minutes in a given hour. After significant overnight downpour a sub-surface
analysis was performed to determine the influence the rain would have on the weathering
layer and in turn the seismic data. This showed that the moisture had a very limited depth
of penetration (1-3 cm) and was unlikely to cause significant variations in source coupling
or receiver statics.
The wind conditions were quite variable. At times it was very still, especially in the morning.
During rain events it tended to be more gusty. Both the rain drops and the wind produced
noise in the seismic data if shots were acquired under these conditions.
4.4 Source
A Vibroseis source was selected because it allowed the high-fold survey to be acquired
economically, and provided accurate control of the source frequency content. The
particular vibrator employed for this survey was an EnviroVibe-1 unit (Figure 4.6). This is
an articulated, buggy-mounted configuration that allows greater access in wooded or
hard-to-reach areas.
The manoeuvrability of the EnviroVibe was very important for acquiring shots around the
creek and the washouts. If a larger system had been used it would have been necessary
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FIGURE 4.6: EnviroVibe moving along a source line at an angle to a receiver line.
Communication cable is visible running along the receiver line.
to skip a number of source points, with potential for reduced fold or poorer offset-azimuth
distributions.
A comprehensive set of sweep tests (63) were acquired at the site (see Appendix D for
details). These were examined for a range of parameters including sweep frequency, sweep
length and listen times, hold-down force, number of sweeps, and sweep type (linear,
non-linear, vari-sweep). The tests were acquired across five locations to ensure that the
conclusions were representative of the entire survey area.
The seismic records generated from the testing were examined at the field location using raw
field records and records with basic processing (e.g. amplitude scaling, frequency filtering,
spiking deconvolution). The investigation focused on the resolution and strength of the
reflection events on the vertical (mostly P energy) and horizontal records (mostly PS energy).
The influence of random and coherent noise was also considered. An 8s linear sweep was
selected. This had a frequency range of 10-140 Hz and provided a reasonable signal-to-noise
ratio for both P and PS reflections.
The acquisition proceeded quicker than expected (1.25 days) and it was decided to re-shoot
the survey with a sweep designed to enhance the PS data, without the requirement of
producing the best P-wave data set. This would generally not be an option for a production
survey. Since high-frequency energy is likely to be attenuated more on PS data (see Chapter
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2), a sweep was designed to generate more energy at lower frequencies (linear sweep, 5 s,
7-80 Hz, 1.5 s listen time). However, preliminary analysis indicated that this alternative
dataset also has considerably more low-frequency noise. This thesis has therefore
concentrated on the main production dataset (10-140 Hz).
Table 4.1 gives a summary of the source parameters used for the acquisition.
TABLE 4.1: Summary of the source parameters used in the 3D-3C trial
Source Vibroseis
Vibrator EnviroVibe-1
Number of units 1
Number of sweeps 1
Sweep Type Linear; 0.25 s taper
Force 70% (10,500 lbs)
Test 1 Test 2
Sweep frequency 10-140 Hz 7-80 Hz
Sweep length 8 s 5 s
Record length (listen time) 2 s 1.5 s
4.5 Receivers
4.5.1 3C Geophones
The seismic data were recorded on 10 Hz 3C geophones (Table 4.2). These have a
directionality, and hence must be carefully orientated. A number of authors (e.g. Bland and
Stewart, 1996; Zhifeng et al., 2014) have developed processing methods to correct for errors
in orientation. However, these have had varying degrees of success and it was decided to
make a concerted effort to orientate the geophones correctly.
The casing of each geophone included an inline arrow and a bull’s-eye spirit level. For each
receiver line the arrow was aligned toward the direction of increasing station number. The
survey pegs were useful in this alignment process.
TABLE 4.2: Summary of geophone parameters.
Geophone array Single 3-component phone; buried
Orientation Inline element pointing in the
direction of increasing station
number; levelled
Element 3 x GS-30CT, 10 Hz, 390 Ω
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For most of the geophones the bull’s-eye level was used to ensure verticality. However some
of the bull’s-eye levels were damaged in transport. One of the field crew suggested using
a levelling app on a smart phone. This was tested on one of the undamaged geophones
and performed remarkably well. On the basis of this test smart phones were employed for
levelling the damaged geophones.
To ensure good geophone placement a procedure was implemented where an extra person
followed each deployment crew to check cable connections and geophone orientation.
The signal strength of PS reflections tends to be lower than for P reflections. Also the
horizontal component of 3C geophones is more susceptible to wind noise (Bland and
Gallant, 2002). These factors can combine to give a poor signal-to-noise ratio for PS data. To
reduce the impact of noise the geophones were buried (Figure 4.7). It was found that this
also reduced the noise associated with light rainfall, which decreased the downtime caused
by rain events. Sand was used to backfill the holes. It is likely that this improved the
coupling in the black-soil areas as it tended to fill the cracks in the vicinity of the geophone.
FIGURE 4.7: Geophones were buried to increase coupling and reduce random noise.
A single 3C geophone was used at each station. S-wave statics tend to be more variable
than those of P waves, and as a result geophone arrays can degrade PS reflection data (e.g.
Hearn and Hendrick, 2001; Hoffe et al., 1999). Previous 2D-3C coal-scale work (Hearn et al.,
2003), has shown that the boost in signal-to-noise ratio associated with arrays is small in
these environments.
4.5.2 Deployment of geophones
The 3D-3C trial was acquired with a Sercel 428 system. This system was configured for
conventional single-component P-wave acquisition. That is, at every station a distribution
box (FDU) is dropped which converts the analogue geophone response to a digital signal.
This is sent via cable to a recording truck. In this configuration a distribution box must be
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placed for each channel. When using this type of system for 3C acquisition three distribution
boxes must be placed at each receiver station. These can be connected in a parallel or serial
alignment (Figure 4.8).
FIGURE 4.8: Traditional seismic systems can be deployed in a parallel (a) or serial (b)
configuration to acquire 3C data. The serial configuration was used for this survey. The green
triangles represent the 3C geophones and the blue squares the distribution boxes.
The parallel configuration (Figure 4.8a) deploys a separate inline for each geophone
component. This is the method that has been used in the previous 2D-3C work acquired by
Velseis (e.g. Hendrick et al., 2007). This is an intuitive way to deploy the equipment.
An alternative approach is to connect the distribution boxes serially (Figure 4.8b), so the first
box at each station is the vertical component, followed by inline and crossline components.
This method was used for the 3D-3C trial as it tended to reduce the amount and complexity
of cabling on the ground (Figure 4.9). This increased the speed of production and reduced
the chance of error in component connection.
To further reduce the chance of incorrectly connecting the geophones, the connectors were
colour coded (vertical: blue, inline: red, crossline: yellow) (Figure 4.10).
For this survey, the initial intention was to roll the shooting patch. However, enough
channels became available to lay out the entire survey. This was one of the factors that
allowed for the survey to be acquired twice using different sweep parameters.
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FIGURE 4.9: Looking down the receiver line for each deployment method: (a) parallel, (b) serial.
FIGURE 4.10: Geophone setup at one receiver station.
4.6 Data quality
4.6.1 In-field QC
The Sercel 428 system has the ability to list the serial numbers and order of the FDUs for
any receiver line. Following deployment, these lists were printed and used by line checkers
to ensure that FDUs were positioned correctly on the ground and that the correct geophone
element was plugged into the correct channel. All FDUs were found to be connected in
the correct order and only 6 geophones were found to be connected to the wrong channels.
These were reconnected to the correct channels prior to commencement of acquisition.
The seismic records were monitored for irregularities (including reversed polarity, noisy
and dead traces) during testing and production. The recorded data were separated based
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on component, and each component was analysed individually. From these we were able
to identify that the geophone at station 258 line 118 was wired incorrectly (reverse polarity)
and the connection for the inline component of station 330 Line 118 was damaged. These
problems have been accounted for in the processing.
The seismic records were also monitored, in conjunction with graphical noise-analysis
software, to determine the length of time the acquisition should be put on standby while
noisy weather conditions persisted.
4.6.2 Seismic data
Figure 4.11 shows a segment of the seismic records generated by Source Point (567,100)
using the high-frequency Vibroseis sweep. The near (RL100) and far (RL118) receiver lines
are shown. This record is representative of the data quality throughout most of the survey.
The vertical component has reasonably strong P-wave reflections and refractions. On the
near traces the reflections tend to be washed out by source noise and coherent surface-wave
energy. (A possible application of this coherent ”noise” is explored in Chapter 9.)
The horizontal components have poorer signal-to-noise ratio than the vertical data.
However, PS reflection events are still of reasonable quality. These reflections are stronger
on the far offset which correspond to higher angles of incidence. Due to geometric factors
there is very little reflection energy on the crossline component of the near receiver line.
This suggests that the geophones have been aligned correctly (assuming minimal S-wave
splitting).
There are weak first breaks on the near receiver line of the inline component. This has a
different and more complex character than the P-wave refractions. It is likely that these are
PPS refractions. Further investigation of this is given in Chapter 5.
4.7 Conclusion
In the context of commercial coal seismology, it is most likely that 3D-PS surveying would
be considered as an extension of the conventional P-wave approach. This case study has
demonstrated that 3D-3C acquisition is quite feasible using a conventional
single-component recording system, although logistics are more complex, and robust QC
procedures are imperative. The acquired high-fold dataset has provided a valuable
resource for 3D-PS research, as illustrated in the following chapters.
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FIGURE 4.11: Representative seismic record with AGC for Source Point (567,100), showing near
receiver line (RL100, left), and far receiver line (RL118, right).

Chapter 5
Static Correction for 3D-PS Reflection
5.1 Introduction
As outlined in Chapter 1, converted-wave (PS) reflection can have particular advantages in
certain geological situations. This idea has been applied to hydrocarbon exploration since
the mid 1980s (Stewart et al., 2002), and more recently to coal-scale work (e.g. Hearn, 2004).
The technique has mainly been used for 2D surveys but has also had limited use in 3D
exploration (e.g. Simin et al., 1996; Brzostowski et al., 1999). One of the reasons why PS
reflection has not been more generally applied is that PS processing is relatively complex
and time consuming. A particularly difficult step in the PS processing sequence is the
determination of S-wave receiver statics.
Static errors (or statics) are time delays resulting from lateral variations in the near surface
(surface elevation and weathering conditions). When these lateral variations occur over
distances which are large compared to maximum offset, stacking may not be seriously
degraded, but the stacked data may contain erroneous structures. Such errors are
sometimes referred to as long-wavelength static errors. Lateral variations occurring over
shorter distances can cause misalignment between traces which are to be combined in the
stacking process. This introduces smearing, and hence loss of continuity and resolution on
the stacked images. Such errors are referred to as short-wavelength static errors.
In PS reflection, the P-wave source static can often be derived from the conventional P-wave
data, normally acquired in conjunction with the PS survey. The receiver static arises when
the reflected S wave passes through the weathering layer. The S-wave velocity at the surface
tends to be considerably lower, and more variable, than the P-wave velocity. This results
The content of this chapter has been published in Exploration Geophysics, (Strong and Hearn, 2016a).
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in relatively large and variable S-wave receiver statics, and this increases the complexity of
statics estimation.
For shallow high-resolution surveys the problem of static errors is further emphasised.
Targets are smaller, and frequencies are higher, such that static errors result in greater
relative smearing. In 2D-PS coal surveys, statics have consistently been found to have a
significant effect on the quality and resolution of seismic sections (e.g. Hearn et al., 2003;
Hendrick et al., 2007).
It was pointed out in Chapter 1 that PS data could, in theory, be used to image small
structures with improved resolution, due to the shorter wavelength of the S wave. In
practice, PS resolution will only be superior if the stacked section has comparable bandwidth
to the P section. Unfortunately, even for shallow targets, the frequency content is often
reduced on PS stacks (e.g. Hearn, 2004). One factor that may contribute to this is incorrect
estimation of the weathering statics, as was illustrated for numerical models in Chapter 2.
Vargas et al. (2011) compared common approaches to estimating S-wave receiver statics.
Perhaps the simplest approach is to use a scaled version of the P-wave static. The implicit
assumption is that the P and S statics arise in the same geological zone. This cannot be
guaranteed. Arguably more justifiable are approaches which analyse horizon-timing
differences on common-receiver-gathers (CRGs) (Cary and Eaton, 1993), or methods using
PPS and SSS refractions (Houston et al., 1989; Liu and Wei, 2008). More recent areas of
study include a technique based on correlation of adjacent CRGs (Guevara et al., 2015);
ray-path interferometry via the radial trace or Tau-p domains (e.g. Henley, 2014; Cova
et al., 2015); and inversion of surface-wave dispersion data (e.g. Socco et al., 2015; Yang
et al., 2012).
This chapter explores three relatively conventional approaches to PS-statics, utilising
reflected and refracted waves. We examine two horizon-based algorithms, namely a
surface-consistent residual-statics approach and a method we will refer to as the Robust
Statistical method. We also investigate PPS refraction analysis. Each method will be
outlined, and the advantages examined via 2D numerical models and the real 3D dataset.
In Chapters 7 and 9, we will explore an alternative approach utilising surface-waves.
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5.2 Outline of Methods
5.2.1 Surface-Consistent PS-Wave Statics
The standard method of calculating receiver statics in our coal-scale 2D-PS work is based
on the P-wave residual-statics approach (Taner et al., 1974). In the conventional P-wave
residual technique, reflection horizons are usually automatically picked on CMP gathers via
correlation methods. Each time error (δt) is assumed to be a linear function of time values
associated with the source (δts), receiver (δtr), structure (δtcdp) and residual NMO (δtoff ).
δt ≈ δts + δtr + δtcdp + δtoff (5.1)
Based on this model, the error on each trace can be attributed to individual parameters in a
surface-consistent manner, using a least-squares inversion algorithm.
For PS data, the conventional technique is difficult to implement since CCP binning requires
a good understanding of velocities. However, PS velocities are more difficult to determine
due to a lower signal-to-noise ratio and larger statics. Therefore, a modified residual statics
method has been applied (Hendrick et al., 2007).
Selected PS-reflection horizons are manually picked in the receiver domain. For the 2D case,
limited-offset receiver-domain stacks are picked. This allows the general RMS velocity to be
calculated as a parameter of the inversion and removes the need for the application of an
accurate NMO solution before statics calculation.
PS processing is usually conducted in conjunction with the conventional P-wave analysis.
Hence, the P-wave source static correction can be applied to the PS data before the S-wave
receiver-statics calculation. Therefore, the remaining PS static error (δt) can be
parameterised into receiver (δtr), structural (δtccp), and offset (δtoff ) contributions.
δt ≈ δtr + δtccp + δtoff (5.2)
In 2D-PS surveying it is common to separate the positive and negative offsets and process
these separately (Thomsen, 1999). Sometimes this includes calculating separate statics
solutions. For the 3D case this corresponds to grouping traces according to the
source-to-receiver azimuth direction. That is, the reflection horizons are picked on
limited-offset and limited-azimuth receiver stacks. Therefore, by modifying Equation 5.2 to
include an azimuthal term (δtazimuth) we can investigate the degree of azimuthal variability
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in receiver statics. The modified equation used in the azimuthal least-squares inversion is
given by
δt ≈ δtr + δtccp + δtoff + δtazimuth (5.3)
5.2.2 PPS Refraction Statics
A standard method for calculating conventional P-wave statics is to analyse refraction
events. For P-wave data this requires the picking of the high-energy first arrivals, which
generally correspond to the PPP refraction events. Differences in these picks can be
analysed to derive the source and receiver statics (e.g. Lawton, 1989). For PS data the
corresponding concept is to pick the PPS refraction (e.g. Hearn and Meulenbroek, 2011;
Meulenbroek and Hearn, 2011). This event is generated by conversion of the critically
refracting P wave to an upward travelling S headwave (Figure 5.1). Since the S wave is
slower than the P wave, the PPS refraction may not be the first arrival. In addition, the
strength of the PPS refraction can be quite variable. These factors often make the PPS event
difficult to identify.
FIGURE 5.1: Conventional (PPP) and converted (PPS) refraction ray-paths.
For shallow 2D-PS surveys this technique may be difficult to apply, since there are often not
enough picks to give an accurate solution. This is especially true for surface sources where
surface waves tend to swamp much of the PPS refraction energy. For high-fold 3D surveys
even if the PPS event can only be picked for a small percentage of the total number of traces
there may still be enough to derive a viable statics solution.
For this investigation we have used the time-term method to extract the receiver statics
(Reiter, 1970; Ralston, 2015). The technique assumes that the time of each refraction pick is
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a function of a source term (ts), a receiver term (tr), and an offset term (toff ).
t = ts + tr + toff (5.4)
To allow for lateral variations in the refractor, we have expressed the offset term (toff ) as the
summation of time elements over all bins traversed by the refracting wave (Figure 5.2).
toff =
∑
k
dk
vk
(5.5)
The source term (ts), the receiver term (tr), and the bin velocities (vk) are the unknowns. The
observed times for all available rays provide an overdetermined set of equations. We have
used Singular Value Decomposition to estimate the unknown parameters in a least-squares
sense.
FIGURE 5.2: Graphical representation of a time-term ray path showing decomposition into
offset bins.
Solving these equations without constraints tends to give some anomalous velocities which
create errors in the receiver responses. The results have been improved by constraining
anomalous velocities to the average velocity. An interesting numerical consideration relates
to instability resulting from scale differences between the unknown times and unknown
velocities. This can cause cross contamination between parameters. The robustness of the
inversion is generally improved by expressing unknown velocities in km/s (and distances
consequently in km). This ensures that variations of the unknowns have the same order of
magnitude.
The time terms ts and tr are equivalent to time depths (or delay times) at the source and
receiver (e.g. Hearn and Meulenbroek, 2011). The receiver term relates to weathering depth
(Z) and weathering S-wave velocity (v1S) via
tr =
Z cos i1S
v1S
(5.6)
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where i1S is the angle made by the upcoming PPS head wave. This angle is small because
of the large contrast between the S-wave velocities of the weathering layer and the P-wave
velocities of the subweathering. Hence the receiver time term is approximately equal to the
S-wave travel time through the weathering, and can be treated as a weathering static.
5.2.3 Robust Statistical Statics
During this investigation we have also developed a technique that utilises robust statistical
algorithms to calculate the receiver statics solution. This so-called Robust statics method
(outlined in Figure 5.3, and Appendix E) is related to the method proposed by Cary and
Eaton (1993), although it differs in the handling of reflector structures. This implementation
uses the same offset-limited receiver-domain horizon picks that are selected for the
surface-consistent-statics approach (e.g. Figure 5.3a). This allows the Robust statistical
method to be investigated in parallel with the surface-consistent approach for very little
extra effort.
It is important to remember that the horizon picks are a function of the static at the receiver,
the offset, the structure and possible azimuthal variations (Equation 5.3). The zero-Hz
component of the horizon picks, corresponding to the offset component, is removed for
each limited-offset panel (e.g. Figure 5.3b). From this the long-wavelength components,
consisting of long-wavelength structural and receiver terms, are removed using smoothers
(Figure 5.3c). The remaining short-wavelength components are combined using robust
statistical methods such as median filters and averaging (e.g. Figure 5.3d). A key
assumption of this process is that it cancels out the short-wavelength structural terms and
returns the short-wavelength receiver statics. This tends to be true if the fold of the data is
high, and if we err on the side of caution when choosing our smoothing operators. This
technique also assumes that the short-wavelength receiver statics are not azimuthally
varying, which may be reasonable for low-velocity weathering layers where the ray paths
are near vertical.
Since the long-wavelength component contains both structural and receiver terms, which
cannot be separated, the main aim of this approach is to improve the stack quality. The
consequence of this is that it may not give a correct structural image. However, this
shortcoming can be overcome by incorporating long-wavelength statics from an alternative
algorithm, or by tying the stacked reflection events to borehole data.
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FIGURE 5.3: Synthetic demonstration of Robust statistical statics calculation. This uses a simple
surface-consistent numerical model based on Equation 5.2 with a reflector at approximately
150m depth dipping to the left and includes a fault in the middle. (a) Horizon picks from
limited-offset receiver stacks. These can be used in either the surface-consistent or robust
statistical algorithms. (b) Following removal of offset terms. (c) Short-wavelength component.
(d) Comparison of the true short-wavelength receiver static and the Robust statistical solution.
5.3 2D Viscoelastic Modelling
To gain a better understanding of the advantages and limitations of each of the statics
calculation techniques we have applied viscoelastic finite-difference modelling to a typical
coal-scale model (Figure 5.4). This allows vertical and inline shot records to be produced
which are processed using standard production algorithms. The modelling does not easily
produce static shifts so a statics profile has been designed (Figure 5.5) and applied via a
surface-consistent approach. Only the receiver statics have been added. Following the
approach taken with real data, it is assumed that the conventional P-wave source corrections
have already been applied.
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FIGURE 5.4: 2D Model used in the viscoelastic finite-difference investigation. Horizontal and
vertical dimensions are 600m and 150m respectively. Includes two 5m thick coal seams, at
depths of 60m and 90m.
FIGURE 5.5: Synthetic near-surface statics for P (blue) and S waves (red), based on realistic short
and long-wavelength variations.
Figure 5.6 shows an example of an offset-limited receiver stack from the modelled data. The
horizon picks corresponding to the upper reflector are also included. For this investigation
various offset ranges have been examined. However, we have focused on the mid offsets as
there tends to be too much noise on the near (ground roll) and far offsets (weak signal).
Figure 5.7 shows the receiver statics for a representative section of the model. These have
been calculated via the surface-consistent technique using the least-squares inversion
algorithm. The corresponding true receiver statics solution is also given as a reference. This
figure indicates that overall the surface-consistent approach provides a good estimate of
the receiver statics, especially for the shorter wavelengths. However, at the lower
numbered receivers the calculated statics diverge from the true statics. This is due to there
being a low number of horizon picks associated with the receivers in this region. This
causes the least-squares inversion to become unstable. In this case the reduced number of
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picks was intentional. This was implemented to demonstrate the influence of pick density.
For a real dataset this could correspond to a region of high noise, reduced trace density
(e.g. near the ends of lines), or high signal attenuation. This signal attenuation may in fact
be caused by the weathering variations that we are trying to identify. Unfortunately the
relationship is difficult to quantify, such that we can not exploit the effect in our algorithm.
The practical impact of the attenuation is to degrade the statics solution.
FIGURE 5.6: Offset-limited (250m) receiver stack. The first reflection horizon has been picked
(red). The deeper reflectors and groundroll noise have been muted to emphasise the reflector.
FIGURE 5.7: Comparison of the surface-consistent receiver-statics solution (green) and the
true-solution (black) for a section of the model. Note that DC bias has been removed from
each curve for easier comparison.
Figure 5.8 shows the receiver statics solution generated via the Robust statistical method.
This has utilised the same horizon picks as for the surface-consistent technique. This
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demonstrates that the Robust method can give a very good solution to the receiver statics.
Note that it has also provided a good solution in the region where the surface-consistent
inversion has become unstable. This suggests that the Robust method may be useful for
situations where there are limited horizon picks, which cause the surface-consistent
approach to be less reliable. Note, however, that if the signal-to-noise ratio of the
offset-limited stacks becomes too poor the Robust method may also become less reliable.
FIGURE 5.8: Comparison of the Robust statistical receiver-statics solution (red) and the
true-solution (black) for a section of the model.
The final approach used on the modelled data was the PPS refraction statics method. Figures
5.9a and 5.9b show the vertical and inline shot records for a representative location in the
model. On Figure 5.9a, a red dashed line indicates the slope and general location of the PPP
refraction event. This event is the first energy on the vertical record and is usually picked
in conventional P-wave processing to determine the statics solution. An analogous event
for PS processing is the PPS refraction event (Figure 5.9b). The slope of the PPS event is
the same as the PPP event, since both have the same wave type (P) along the refractor. The
PPS refraction comes in later than PPP, and may not be the first energy on the record. As
is apparent from Figure 5.9, the PPS event is generally weaker. These factors can make it
difficult to pick PPS refractions on real seismic records.
Figure 5.10 shows the receiver statics solution for the PPS refraction statics calculated via the
time-term technique. This suggests that provided the PPS refraction event can be picked, a
very good receiver-statics solution can be obtained.
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FIGURE 5.9: Example records from the modelled data: (a) vertical, (b) inline. The red line on
both images is a guide representing the expected PPP refraction time for a constant weathering
depth. The PPP refractor is the first arrival on the vertical record (event in the vicinity of the red
line). The PPS refractor is the weaker event on inline record that is lagging after the red line. In
this case it is the inline first arrival due to the method used to build the synthetic data. This is
not necessarily the case for real datasets.
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FIGURE 5.10: Comparison of the time-term PPS-refraction receiver-statics solution (cyan) and
the true solution (black) for a section of the model.
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5.4 3D-3C Trial
This investigation into PS statics has been conducted as part of shallow 3D-3C trial
examining the feasibility of acquiring and processing coal-scale PS-wave data in
conjunction with conventional P-wave data (Strong and Hearn, 2011). The survey was
acquired at a location within the Bowen Basin, NE Australia, using a Vibroseis (IVI
EnviroVibe) surface source. The grid covered 1200 m× 400 m, incorporating 10 receiver
lines and 44 non-orthogonal source lines. Table 5.1 gives the basic survey parameters.
TABLE 5.1: Survey geometry.
Receiver spacing 15 m
Receiver line spacing 30 m
Source spacing 30 m (34.64 m in source line direction)
Source line spacing 30 m
Source line orientation 60◦ from receivers, staggered (±7.5 m)
The terrain was generally flat to gently undulating with creek cuttings causing localised
elevation variations of up to 3 m (Figure 5.11a). The surface soil layers consisted of a brown
clayish layer for most of the survey area. The southern third of the survey consisted of a
black soil terrain (Figure 5.11b). This layer had many large cracks and tended to crumble
when excavated for geophone burial. An examination of a cutting in the area suggested
that the black soil overlays the brown soil layer having a thickness of 1-2 m at the southern
end and thinning toward the north. These surface conditions were expected to generate
significant variations in the PS statics.
FIGURE 5.11: Surface conditions of the trial area consisted of a brown weathering layer in the
north (a) and a broken-up black soil region in the south of the survey (b).
Figure 5.12 gives a simplified geological model that was expected for this survey based on
earlier seismic and infield investigations.
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FIGURE 5.12: Expected geology based on an earlier 2D P-wave seismic line and a nearby
borehole. The grey and red layers represent the possible weathering layers observed by surface
investigations. The survey is dominated by a primary coal seam (black) dipping toward the
south.
5.4.1 Results
The first receiver statics technique applied to the 3D dataset was the standard
surface-consistent statics method. The source static corrections were calculated using
conventional PPP refraction techniques and applied prior to estimation of S-wave receiver
statics. The coal geology comprises a single dominant reflector which was used for the
horizon picks.
An important part of this trial was to examine the impact of azimuthal variations on PS data
processing. Therefore, surface-consistent receiver statics were estimated for limited-azimuth
datasets (20 degree increments). Figure 5.13 gives a representative example of the calculated
receiver statics for two azimuthal directions, on two adjacent receiver lines. If results such as
these were geologically real (rather than inversion artefacts), it would imply very significant
azimuthal variation of the receiver statics.
However, we would not expect to observe such azimuthal variations. As discussed in
connection with Equation 5.6, PPS rays are typically close to vertical in the vicinity of the
receiver. Hence, rays from different azimuths will travel very similar paths. Based on this
logic, the azimuthal variations exemplified in Figure 5.13 could be artefacts of the inversion.
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FIGURE 5.13: Representative limited-azimuth receiver-statics solutions obtained using the PS
surface-consistent approach.
To further evaluate this statics method we have examined azimuths that give similar
receiver-statics solutions (Figure 5.14a). If a receiver statics solution was derived using the
horizon picks from all of these azimuths, we would expect the combined solution to have a
similar trend to the average of the limited-azimuth solutions. However, as is demonstrated
in Figure 5.14b the combined solution can, in some cases, be very different. This is an
example of non-uniqueness in the least-squares inversion. In this case it is caused by
parameter leakage between the structure and receiver components, where some of the time
delays associated with the structure of the reflection event are interpreted as receiver
statics. This particular leakage is not unexpected in shallow PS reflection. Ray-path
asymmetry means that the reflection point can be significantly displaced toward the
receiver, causing the structural and receiver terms to have similar lateral coordinates. The
inconsistency of the inversion results tends to be more pronounced in the southern half of
the survey, in the vicinity of the black soil cover. This is possibly contributed to by weaker
reflection signal (associated with near-surface scattering), larger statics variations, and
reduced first-break pick density. For this dataset, the standard surface-consistent approach
does not appear to be a reliable option for 3D-PS statics estimation.
90 Chapter 5. Static Correction for 3D-PS Reflection
FIGURE 5.14: Evaluation of azimuthal variation in receiver-statics solutions. (a)
Limited-azimuth surface-consistent solutions displaying similar properties. (b) Comparison of
the average solution from the surface-consistent statics in (a) versus a solution incorporating all
the input data that contributed to the curves in (a).
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To determine the effectiveness of the other techniques we have used a reference processing
flow where only the elevation statics have been applied to both sources and receivers. This
approach corrects for lateral variations in surface elevation, but it assumes a constant
weathering profile. The elevation-statics correction is easily implemented and can provide
reasonable results if the weathering layer is simple with little variation. Figure 5.15 shows a
representative stacked section (Line 112) extracted from the 3D volume. Figure 5.15b
presents the reference section with only elevation statics applied.
Figure 5.15c shows the stacked section of Line 112 with Robust statistical receiver-statics
applied. This image has improved reflector continuity compared to the reference section
(Figure 5.15b) especially toward the left end of the line, where the black-soil weathering
layer might be expected to cause the elevation statics solution to be inaccurate. Note,
however, that the structure on the Robust section (Figure 5.15c) has a long-wavelength
rolling nature that is not expected in the geology (Figures 5.12 and 5.15a). The inability of
the Robust method to correct for long-wavelength receiver-statics has been discussed
above.
The final algorithm tested was the time-term PPS refraction approach. Figure 5.16 shows
representative field records from the trial survey with the PPS refraction picks marked by
red crosses. The quality of the PPS arrivals is variable, and picking of this event is more
difficult than for PPP refractions. If the trace was too noisy the refraction was not picked or
not included on the inversion. This particular 3D survey had very high fold, such that there
are many traces contributing to each receiver location. Even when a large percentage of the
refraction picks were not viable, we were still able to obtain a valid solution. This may not
always be the case for production 2D or 3D-3C surveys.
Figure 5.15d shows the stacked section of receiver Line 112 with the PPS-refraction solution
applied. This shows reasonable reflector continuity, although possibly not quite as good as
the Robust solution. The long-wavelength structural behaviour of the PPS stack is, however,
more realistic than either the elevation or Robust solutions, and is more in keeping with our
expected geology (Figure 5.12).
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FIGURE 5.15: Representative reference section (Line 112) for receiver-statics comparison. (a)
The P-wave CDP section is presented for structural comparison. (b)-(d) PS CCP stacked
sections corresponding to the same location with varying statics corrections: (b) elevation-statics
correction, (c) Robust statistical receiver-statics correction, (d) time-term PPS refraction-statics
correction.
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FIGURE 5.16: Comparison of representative receiver lines from sources at different sections
of the 3D-3C survey: (a) good quality record, (b) noisy record. The PPS refraction picks are
indicated by the red crosses and a connecting red line. The refraction picks have been attempted
for each record. However, there is much uncertainty in the location of PPS refraction on the noisy
data. Most of these picks were omitted for the inversion. Note, that PPS pick were compared
with the PPP picks to ensure that cross contamination was minimised.
A more in-depth comparison of the PPP and PPS refraction statics has been included in
Figure 5.17. This compares the P-wave receiver statics from conventional PPP refraction
(Figure 5.17a) to the S-wave receiver statics from PPS time-term refraction (Figure 5.17b).
While the S-wave statics are larger than the P-wave statics, they broadly depict similar
characteristics. These generally correspond to the elevation profile (Figure 5.17c) and
suggest that the statics may be dominated by the weathering thickness. Note that there
exist localised variations between the character of the P and S statics particularly in the
south (Inline stations 135-225). This supports the view that scaled P-wave receiver statics
do not provide an optimal solution to the S-wave statics problem.
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FIGURE 5.17: Map view of normalised receiver statics and elevations across the 3D survey
area. (a) P-wave receiver statics generated by PPP refraction analysis of the vertical-component
first breaks. (b) S-wave receiver statics generated using the inline data and the PPS time-term
method. (c) Surface elevation. The elevations are given in meters and the statics in milliseconds.
The statics have been clipped to ±15ms to enhance general trends.
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5.5 Conclusions
Shallow PS-reflection imagery may have the potential to provide improved resolution, but
this is dependent on maintaining good bandwidth in the CMP stack. In this context, statics
correction is a critical, but challenging, component of shallow 2D- and 3D-PS reflection
processing. Three approaches to this problem have been presented. The surface-consistent
PS-statics method is considered to be a useful standard. It is logistically convenient, but may
produce incorrect solutions in environments where the signal-to-noise ratio is low, or when
the reflector is shallow. These factors can result in instabilities in the inversion algorithm,
and contamination of the receiver statics solution with noise or structural terms (parameter
leakage). This is further influenced by errors and limitations at the horizon-picking stage.
The Robust statistics approach produces reasonable event continuity, but the lack of
long-wavelength control can produce errors in structural interpretation. For our high-fold
real dataset, the time-term PPS refraction statics method produced the best statics solution.
It exhibited good reflector continuity and resolution over most of the survey. It also
provided realistic long-wavelength structural character.
It is, however, expected that the relative performance of the algorithms may vary from case
to case. In particular, the effectiveness of PPS refraction will be reduced on datasets with
lower fold, or poor quality PPS arrivals. In such cases, one alternative might be to provide
additional long-wavelength control to the Robust method. This would follow the traditional
approach to P-wave statics, where sequential application of algorithms is often needed for
a complete solution. Chapters 7, 8 and 9 explore the possible contribution of surface-wave
dispersion to the S-wave statics solution.

Chapter 6
3D-3C Trial - Summary of Production
Processing and Interpretation
6.1 Introduction
The data from the 3D-3C trial was processed through to stack relatively early in this
investigation for production purposes. This chapter presents a brief outline of the
processing that was employed to generated these production datasets. It also includes the
integrated interpretation that was derived using the P and PS volumes in conjunction with
an associated attribute investigation. These much of the content of this chapter has been
previously published (Strong and Hearn, 2011) and is included here to give an overview of
structural interpretation of the project and the capabilities of our more standard PS
processing algorithms.
6.2 Processing Overview
While the processing of coal-scale PS data is generally quite complex and time consuming,
previous 2D-PS projects (Hearn et al., 2003; Hendrick et al., 2007), have provided a
framework for the development a 3D methodology. In this chapter I a brief overview of the
3D production processing is present. For further details refer to Strong and Hearn (2011).
The flowcharts in Figures 6.1 and 6.2 show the primary processing flows used for the final
stacked volumes. The conventional, P-wave processing (Figure 6.1) has been largely
The content of this chapter is based on, Strong and Hearn (2011).
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performed using the industry-standard Promax package. The PS processing (Figure 6.2)
has been performed using in-house software built around the data-handling framework
provided by Seismic Unix from the Colorado School of Mines (Cohen and Stockwell, 2013).
Important PS processing stages included S-wave receiver statics correction, CCP binning
and Normal Moveout correction.
• Based on the results of Chapter 5 it was decided that the PPS time-term refraction
statics should be used. This appeared to produce the most consistent improvement to
the reflection quality.
• As was suggested in Chapter 3, the bin location of PS data can be complicated with
the position of the reflection point being dependent on the ratio of the P and S-wave
velocities, and the depth to the reflection point. Since the trial consisted of a single
dominant target reflector it was decided to utilise the a horizon-base CCP binning
technique. This is easier to implement than full dynamic binning, but is unsuitable for
multi-seam environments.
• For the velocity analysis we have assumed that there are no variation of the velocities
with azimuth. Given this assumption, it was possible to use the standard
non-hyperbolic 2D-PS NMO algorithm.
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FIGURE 6.1: P-wave production processing flow. This is a fairly standard processing flow for
coal-scale data. The only variation is the inclusion of the FK-filter for ground-roll suppression.
Generally, higher frequency geophones are used to remove most of the ground roll during
acquisition. The P-wave data were processed using the Promax commercial software suite.
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FIGURE 6.2: Processing flow for the PS dataset. This is based on the 2D-PS processing flow.
Variations include PS refraction statics and 3D binning. The PS data have been processed using
Seismic Unix software and specifically designed Velseis software.
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6.3 Interpretation Summary
6.3.1 P and PS stacked data volumes
Figures 6.3-6.6 show inline sections from the final production P and PS stacked volumes
with the P-wave images at the top and the corresponding PS images at the bottom. There
are double the number of P-wave images since the P data were binned using 15x15m bins
and the PS data with 15x30m bins. As is standard practice on integrated P+PS presentations,
the images have been scaled to show equivalent depth extents. Plotted over the images is
the preliminary interpretation showing the target coal seam in green and possible faulting
in red.
The P-wave data show a good reflection at the coal seam with good frequency content. The
overall structure tends to dip toward the southerly direction (left of the images). The large
reverse fault identified on the earlier 2D P-wave data is present across the entire extent of the
survey and the throw of this fault appears to become less significant for the more easterly
sections (low inline number). The images also indicate the possibility of further reverse
faulting, trending the same direction as the main fault. These faults become more numerous
at the eastern side. It appears that over the extent of the survey a single large fault plane is
becoming more complicated and is breaking up into a number of smaller faults.
As is expected the PS images have higher noise levels. This is worse toward the south of the
survey, in the region where the black-soil weathering layer is present. The PS images also
have a lower frequency content. This frequency behaviour has been seen in previous 2D-PS
investigations and has been attributed partly to greater S-wave attenuation. It may also be
contributed to by short-wavelength static errors, and by NMO stretch since CNMO has not
been applied to these sections. Despite these factors the images show quite a good response
to the target coal seam.
The PS data have a similar overall structure to P, dipping towards the south. However
there may be some error in the long-wavelength character. This may be due to errors in the
long-wavelength statics solution. The large fault at the centre of the survey is well defined
on the PS data, and a smaller fault to the north of this on the eastern lines also agrees well
with the P data. South of the main fault the interpretations for the P and PS images are
slightly different. For the P data the faulting is reverse and has a possible upthrow to the
south. For the PS data the faulting is also reverse, but appears to be upthrown to the north.
This will be discussed further in the following integrated interpretation (Section 6.3.3).
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Figure 6.7 shows time slices through the P and PS volumes. These are positioned in close
proximity to the target reflector. These show some indication of the major fault and the
general dip. However, it is difficult to gain an an exact indication of the nature of these.
Figure 6.8 gives a map-view comparison of the horizon picks for the P and PS data. This is
displayed relative to the seismic grid. These images tend to confirm the general structure of
the stacked sections with the target coal seam dipping toward the south. These images also
suggest that the degree of dipping increases for the more easterly lines.
While the horizon images do indicate the region of the main fault, they are generally not
ideal for pinpointing the location of faults. Figure 6.9 displays a map of the gradient
attribute. This plots the maximum gradient of the target horizon at each reflection point.
These images clearly define the main fault and the secondary one to the north. The PS
image is noisier than the P, particularly toward the south. The PS image does, however,
provide good confirmation of the P data for these faults.
A more in-depth PS attribute investigation is presented in the next section (Section 6.3.2).
FIGURE 6.3: Inline sections (lines 98-103) from the P (top) and PS (bottom) volumes. In this and
the following figures, the vertical axis is the reflection time, with a total scale of 0.375 s and 0.6s
on the P and PS sections respectively. The depth extent is approximately the same on the P and
PS sections. The target coal-seam interpretation (green) and possible faulting (red) is included.
There are fewer PS sections since the P data bin size is 15x15m while the PS bin size is 15x30m.
Both volumes have good data quality
Chapter 6. 3D-3C Trial - Summary of Production Processing and Interpretation 103
FIGURE 6.4: Inline sections (lines 104-108) from the P (top) and PS (bottom) volumes. The target
coal-seam interpretation (green) and possible faulting (red) is included. There are fewer PS
sections since the P bin size is 15x15m while the PS bin size is 15x30m. Both volumes have good
data quality.
FIGURE 6.5: Inline sections (lines 109-114) from the P (top) and PS (bottom) volumes. The target
coal-seam interpretation (green) and possible faulting (red) is included. There are fewer PS
sections since the P bin size is 15x15m while the PS bin size is 15x30m. Both volumes have good
data quality.
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FIGURE 6.6: Inline sections (lines 115-119) from the P (top) and PS (bottom) volumes. The target
coal-seam interpretation (green) and possible faulting (red) is included. There are fewer PS
sections since the P bin size is 15x15m while the PS bin size is 15x30m. Both volumes have good
data quality.
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FIGURE 6.7: Time slices through the volumes in the previous figures. These are situated in the
vicinity of the dominant reflector. (a) P data, (b) PS data. These images are displayed relative to
the Cartesian coordinates. There are indications of faulting in the middle of the survey and the
seam generally dips toward the south.
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FIGURE 6.8: Map view of the horizon picks from the target seam for the P and PS data. Red
represents shallower data and blue deeper. The variation near Station 225 is due to the large
fault that has been interpreted in previous 2D P-wave data.
FIGURE 6.9: Normalised gradient images for the P and PS datasets. High gradient is indicated
by red. This attribute strongly identifies the faulting near Stations 225 and 260.
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6.3.2 PS attribute analysis
Attribute analysis involves isolating properties of the seismic waveform and displaying
these to highlight irregularities. These irregularities may correspond to faulting, bed
thickness variations, or changes in geology, among other things. They may also be caused
by noise and other non-geological properties of the seismic image. To determine which
anomalies are of geological significance, the analysis is usually conducted for a number of
attributes. An event occurring on a single attribute has low probability whereas one
occurring on many attributes has a higher probability of being real.
Attribute analysis has been shown to be a key tool for seismic interpretation of P-wave
data, particularly for 3D seismic surveys (e.g. Zhou and Hatherly, 2000; van Paridon and
Brandimarte, 2012; Hatherly et al., 2008; Cui et al., 2009). It logical that the advantages of
seismic attributes could also be applied to 3D PS datasets.
For the PS attribute analysis we have examined four attributes. These are the dominant
frequency, phase and amplitude of the event, and the maximum gradient of the horizon
(introduced in the previous section). The frequency, phase and amplitude attributes have
been calculated by finding the instantaneous value of each attribute for each sample in the
volume, and then averaging over a 30ms window centred about the target horizon. Figure
6.10 shows the map view for each of the attributes.
The frequency attribute is plotted with red representing low frequencies (<30Hz) and blue
higher frequencies (>55Hz). The image shows quite a change across the main fault with
the northern section being dominated by lower frequencies and the southern section by
higher frequencies. This is probably due to a greater percentage of high-frequency noise
contributing to the southern section.
The phase image is quite difficult to interpret and has been used more as a tool to confirm
other attributes. There are two faint events. The main is a phase change across the large fault.
There is also a region in the southern half of the survey that has a linear nature indicated by
the dashed ellipse. If the phase image was to be considered alone then these events would
probably have been lost in the noise.
For this survey the gradient and amplitude attributes show the strongest response to the
faulting. In Figure 6.10 the amplitude plot has been coloured such that low amplitudes are
red and high are blue. The gradient plot has been coloured with high gradient contrasts in
red. The purpose of this is to highlight the low amplitude and high gradient properties of
the faulting. The main fault at the centre of the survey is well defined for both attributes
with a slightly sharper image for the gradient plot. The northern fault is also present on
both although it does have greater extent on the amplitude plot.
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There is also a linear region that starts close to the main fault on the western lines and trends
toward the south for the eastern lines. This event is almost continuous on the amplitude plot.
On the gradient plot it consists of a number of bright spots. In general the amplitude image
has lower amplitudes in the southern region. This is possibly a result of higher attenuation
associated with the black-soil weathering layer (see statics comparison in Chapter 9).
FIGURE 6.10: PS attribute analysis. Includes seam frequency (red: low dominant frequency),
seam phase, seam amplitude (red: low amplitude) and horizon gradient (red: high gradient).
The dashed black lines show the possible faulting and the ellipse shows an anomalous attribute
zone that may be caused by faulting or some other physical property.
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6.3.3 Integrated interpretation
In the preceding sections we have demonstrated a number of different methods of
interpreting the P and PS datasets. For these to be useful it is important to integrate all the
different pieces of information into a single interpretation.
Figure 6.11 shows a map view which summarises the preliminary integrated interpretation.
This shows the key features that have been identified. These are colour coded according to
which data set they have been derived from. Structures found only on P data are plotted in
cyan, structures only on PS data are plotted in green and those found on both in red. There
is likely to be some lateral error in the position of the structures. For those that have been
interpreted on both P and PS data, the plotted position has been determined by averaging
the two.
The main fault and the northern fault have been identified on both datasets giving high
probability that these structures exist. In the south region there is a fault that has only been
identified on the PS data and another that has only been found on the P data. These faults
tie well with the northern edge of a PS attribute anomaly (dashed ellipse). These faults have
a similar bearing and give the impression that they could be part of the same fault line.
However, the throw of these faults in in the opposite direction. This implies that either the
faults are not the same or they are the same and the faulting has been misinterpreted on one
of the data sets. Due to small size of the fault on the P-wave data and the low signal-to-noise
ratio of the PS data it is difficult to determine which is more correct. However, these results
suggest that this zone is likely to be important during the mine-planning stage of the sites
development.
In generally, the PS data has allowed us to confirm and extend the overall structural
interpretation of the site.
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FIGURE 6.11: Integrated structural interpretation combining the P and PS section interpretation
with the attribute analysis. The cyan events are only found on P data (using either horizons,
attributes or both) and the green only on PS data. The red events have been confirmed by both
datasets. The black ellipse is the anomalous zone from the PS attributes. The northern edge of
this matches well with faulting interpreted on the P and PS datasets. The alternating colours
along the main fault result from the PS bin spacing being twice that of the P bin spacing.
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6.4 Conclusion
This chapter has demonstrated that many of the 2D PS processing algorithms can be
modified to achieve good results. In particular, the 3D PS processing and associated
volumes have allowed us to gain an improved confidence in some seismic structure and
extend our understanding of the character of others.
In general, the PS data has poorer resolution than the P-wave data which limits it
applicability. As suggested in Chapter 2, some of the restriction in PS resolution content
may be due to the processing methods employed. Therefore, it is important that processing
algorithms continue to be improved and developed. To this end, the following chapters
investigate alternate PS techniques to determine their likelihood of improving PS
resolution.

Chapter 7
Surface-Wave Dispersion from Shallow
Reflection Data
7.1 Introduction
Static errors caused by near-surface variations in S-wave velocity can have a detrimental
impact on the resolution and coherence of PS and SS reflection data (Chapter 2). Chapter 5
demonstrated three algorithms for PS static estimation, based on reflection and refraction
information. In engineering seismology, a popular method for determining near-surface
S-wave information utilises the dispersive nature of surface waves (Socco et al., 2010b).
One popular implementation is referred to as multichannel analysis of surface waves
(MASW) (e.g. Park et al., 1999). This commonly presents dispersion curves plotted in the
phase-velocity versus frequency domain. These curves are then inverted to extract a
localised 1D S-velocity model.
Engineering-style MASW surveys have different resolution requirements to shallow
reflection, and often use specialised acquisition equipment and geometries. The acquisition
parameters used for coal-scale surveys are not necessarily well-suited to surface-wave
analysis. The purpose of this chapter is to assess the feasibility of extracting useful
dispersion information from typical shallow-reflection data.
Understanding how variations in geology and acquisition parameters influence the
character of dispersion curves is crucial for determining the applicability and limitations of
the method. Previous studies have been performed to determine the sensitivity of
dispersion-curve analysis. These include studies on the influence of geological properties
(e.g. Liner, 2012; Lin et al., 2005) and acquisition parameters (e.g. Ivanov et al., 2008; Zeng
et al., 2007). In this chapter we revisit this style of sensitivity analysis, but with a particular
emphasis on how the properties of exploration-scale surveys affect the resolution of
ground-roll dispersion curves.
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In Chapter 8, we include a 2D case study which serves to validate the reliability and value
of S-wave information extracted from shallow reflection records. Chapter 9 presents a 3D
implementation of the dispersion concept, aimed at determination of 3D-PS statics.
7.2 Analytical modelling of physical-property sensitivity
7.2.1 Analytical modelling of surface waves
Real dispersion data can be complex and difficult to interpret. Analytical and numerical
models provide a valuable starting point for understanding the concept. They allow an
evaluation of the feasibility of achieving dispersion interpretations in real situations.
In an infinite halfspace Rayleigh waves are non-dispersive waves that tend to be retrograde
elliptical within the vertical/inline plane (Rayleigh, 1885). The velocity (VR) is dependent
on both P-wave (VP ) and S-wave (VS) velocities and is given by the real root of
VR
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(e.g. Grant and West, 1965, Eq 3-7)
(7.1)
In more realistic environments pseudo-Rayleigh waves known as ground roll are
dispersive. That is, their phase velocity varies with frequency. The simplest case in which
this dispersive character can be demonstrated is an elastic two-layer case. For high
frequencies the velocity of the fundamental mode asymptotically approaches the
Rayleigh-wave velocity of the upper layer, and for very low frequencies approaches the
Rayleigh-wave velocity in the deeper layer (Dobrin, 1951). At intermediate frequencies, the
dispersion curve is influenced by the P-wave velocities, S-wave velocities, and densities in
both layers. It is also dependent on the thickness of the surface layer. It has long been
understood that the dispersion characteristics of ground roll are significantly influenced by
S-wave velocity structure (e.g. Dorman and Ewing, 1962).
To better understand the influence of all parameters, we have used Thomson-Haskell
(Haskell, 1953) and elastic finite-difference (Virieux, 1986) modelling to investigate simple
layered models, with characteristics relevant to many Australian weathering scenarios.
Thomson (1950) developed a matrix formulation describing displacement and stress
relationships for a multi-layered body. This includes dilatation and rotation terms,
allowing modelling of both P and S waves. Haskell (1953) recognised that this notation
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could be adapted to determine the surface response of a given layered earth. In particular,
it can be used to extract the dispersion curves of ground roll or Love waves. In this
investigation we have used the Grant and West (1965) formulation of the Thomson-Haskell
approach to model relevant weathering scenarios. Our algorithm broadly follows Schwab
and Knopoff (1970). The aim is to understand the influence of physical properties
(densities, velocities and structures) on ground-roll dispersion curves.
Figure 7.1 shows the theoretical dispersion curves for a typical 20 m thick weathering layer
overlying a more competent basement layer. This image includes the fundamental mode (far
left) and five higher modes. It also includes two osculation points (kissing points) where a
higher mode almost meets a lower mode. The most obvious of these is at approximately
10 Hz and 1050 m/s between the fundamental mode (Mode 0) and the first higher mode
(Mode 1).
7.2.2 Sensitivity to density
Three sets of dispersion curves are displayed on Figure 7.1, to illustrate sensitivity to changes
in subweathering density. There is no effect on the shape of the dispersion curve at lower
velocities, and only a very marginal effect at higher velocities (> 900 m/s).
In Figure 7.2 the weathering density has been varied instead. Again the dispersion curves
are relatively insensitive to this parameter. Figure 7.3 demonstrates that if the density ratio
is constant, the dispersion curves do not change.
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FIGURE 7.1: Sensitivity of dispersion curves to subweathering density (ρ2, specified in legend).
Model: VP1 = 1000m/s, VS1 = 500m/s, VP2 = 3000m/s, VS2 = 1500m/s, ρ1 = 1500 kg/m3,
weathering depth = 20m.
FIGURE 7.2: Sensitivity of dispersion curves to weathering density (ρ1, specified in legend).
Model: VP1 = 1000m/s, VS1 = 500m/s, VP2 = 3000m/s, VS2 = 1500m/s, ρ2 = 3000 kg/m3,
weathering depth = 20m.
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FIGURE 7.3: Dispersion curves for constant density ratio (ρ1/ρ2, specified in legend). Model:
VP1 = 1000m/s, VS1 = 500m/s, VP2 = 3000m/s, VS2 = 1500m/s, ρ1ρ2 = 2, weathering depth =
20m.
7.2.3 Sensitivity to velocity
Figures 7.4 and 7.5 illustrate the effect of changes in the P-wave velocities in the
subweathering and weathering.
Subweathering P-wave velocity has only a small influence on the dispersion curves, most
notably a small change in the low-frequency asymptote of the fundamental mode (Figure
7.4). This is due to the dependence of the subweathering Rayleigh-wave velocity (Equation
7.1) on the P-wave velocity.
Weathering layer P-wave velocity has almost no impact on the character of the fundamental
mode (Figure 7.5). However, there are significant changes in the higher modes, particularly
at higher velocities. This suggests that higher modes may be required if the weathering
P-wave velocity is to be extracted from dispersion data. Conversely, if higher modes are to
be interpreted, then weathering P velocities might significantly influence the modelling.
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FIGURE 7.4: Sensitivity of dispersion curves to subweathering P-wave velocity (VP2, shown
in legend). Model: VP1 = 900m/s, VS1 = 300m/s, ρ1 = 1700 kg/m3, VS2 = 1500m/s, ρ2 =
2000 kg/m3, weathering depth = 20m.
FIGURE 7.5: Sensitivity of dispersion curves to weathering P-wave velocity (VP1, shown in
legend). Model: VS1 = 300m/s, ρ1 = 1700 kg/m3, VP2 = 2500m/s, VS2 = 1500m/s, ρ2 =
2000 kg/m3, weathering depth = 20m.
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Figure 7.6 confirms that dispersion curves are very sensitive to subweathering S-wave
velocity. As might be expected, this is apparent at lower frequencies, where the curves are
stretched towards the subweathering velocity. The curves at higher frequencies (lower
velocities) remain relatively unchanged. There is much greater sensitivity to subweathering
S velocity than to P velocity.
Overall, variations in weathering S-wave velocity have the most influence on the nature of
dispersion curves (Figure 7.7). Increasing the velocity increases the high-frequency
asymptote and generally modifies the character of all modes. The only element unaffected
is the low-frequency asymptote of the fundamental mode.
Finally, the depth of the weathering layer also has a large impact on the character of the
dispersion curves. Figure 7.8 shows that an increase in depth acts to compress the dispersion
curves towards lower frequencies. This may be an important consideration when choosing
acquisition equipment (e.g. natural frequency of geophones).
FIGURE 7.6: Sensitivity of dispersion curves to subweathering S-wave velocity (VS2, shown in
legend). Model: VP1 = 1000m/s, VS1 = 300m/s, ρ1 = 1700 kg/m3, VP2 = 3000m/s, ρ1 =
2000 kg/m3, weathering depth = 20m.
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FIGURE 7.7: Sensitivity of dispersion curves to weathering S-wave velocity (VS1, shown in
legend). Model: VP1 = 1000m/s, ρ1 = 1700 kg/m3, VP2 = 3000m/s, VS2 = 1500m/s,
ρ1 = 2000 kg/m
3, weathering depth = 20m.
FIGURE 7.8: Sensitivity of dispersion curves to weathering depth, shown in legend). Model:
VP1 = 1000m/s, VS1 = 400m/s, ρ1 = 1700 kg/m3, VP2 = 3000m/s, VS2 = 1500m/s, ρ1 =
2000 kg/m3.
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7.3 Finite-difference modelling of physical-property
sensitivity
7.3.1 Overview of modelling approach
The Thomson-Haskell-matrix modelling approach is useful for providing an initial
understanding of the theoretical best-case responses of dispersion curves. It does not take
into account the realities of acquisition or processing. Most multi-channel surface-wave
dispersion techniques require a shot record be transformed into velocity-frequency space
(e.g. McMechan and Yedlin, 1981). For the results to follow, we have used the seismic-unix
(Cohen and Stockwell, 2013) algorithm suphasevel, developed by Christopher Liner and
based on the FK domain transform, as described by Park et al. (1998).
As will be seen, the realities of processing can place limits on the resolving capabilities of the
dispersion analysis. The performance of the FK approach is highly dependent on acquisition
parameters. It has been demonstrated by Foti et al. (2002) that in certain conditions, poor FK
performance can result in modes being smeared together, and hence misidentified.
To assess in a more realistic way how the sensitivity of dispersion curves depends on
physical properties we have used elastic finite-difference modelling (e.g. Virieux, 1986).
This simulates vertical and inline component shot records (e.g. Figure 7.9) for a given
geological model. This allows assessment of FK-based dispersion analysis. The approach is
similar to that of Liner (2012), although that study examined only vertical component data.
Ata et al. (1993) demonstrated that the horizontal components of seismic data can have
significant surface-wave energy, and that the dispersion response of these can differ from
the vertical component.
The Thompson-Haskell study above has suggested that the main influences on dispersion
curves are S-wave weathering and subweathering velocities, and P-wave weathering
velocity. In this section we will examine each of these influences more closely using the
finite-difference approach. Firstly, however, we provide some general comments on typical
features seen in the dispersion analyses. Figure 7.10 shows representative vertical and
inline velocity-frequency plots corresponding to modelled shot records such as those in
Figure 7.9.
The dispersion curves correspond to the red end of the spectrum. As might be expected,
the curves extracted from shot records are less clearly defined than those predicted from
Thomson-Haskell theory (Figure 7.5). The modes exhibit differing strength on the two
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FIGURE 7.9: Typical shot records generated by elastic finite-difference modelling: (a) vertical, (b)
inline. A 1m geophone spacing was used with a maximum offset of 270m. A second-derivative
Ricker wavelet was used having a dominant frequency of 27Hz. The implied lower-frequency
attenuation (approximately −30 dB at 6Hz) provides a general representation of geophone roll
off. The geological model consisted of a 20m thick weathering over a basement layer. Velocities
and densities were varied according to the test requirements.
components, with the fundamental being stronger on the vertical and the higher modes
stronger on the inline component (especially at higher velocities).
It is at low frequencies that exploration style data might be expected to be deficient in
terms of defining dispersion curves. As noted above, the wavelet used in the modelling
introduces a general representation of geophone response. Other limitations which are
representative of real data include the time extent of the seismic record, and the numerical
realities of the FK method. As seen in Figure 7.10, these factors tend to decrease reliability
and resolution at low frequencies (in this case below about 7 Hz). Importantly this limits
our ability to determine the low-frequency asymptote of the fundamental mode, and in turn
the Rayleigh-wave velocity of the subweathering. Ultimately this can be expected to limit
the reliability and resolution of deeper structures in subsequent inversions. We will now
examine sensitivities to specific parameters.
7.3.2 Sensitivity to P and S velocities
Specifically, 7.10 shows velocity-frequency plots extracted from modelled shot records,
corresponding to P-wave weathering velocities of 700 m/s and 900 m/s. The differences
caused by changes in P-wave weathering velocity are much less obvious than expected
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from theory (Figure 7.5 red, green). Differences in the fundamental mode are almost
indistinguishable. Higher modes are not well enough defined to reveal the details
predicted by theory. However, there is a small increase in the velocity covered by the
higher modes. This is much more apparent on the inline component where the higher
modes are better represented.
FIGURE 7.10: Dispersion response of finite-difference shot records, examining variation of
weathering P-wave velocity. (a) VP1 = 700m/s, (b) VP1 = 900m/s. Model: VS1 = 300m/s,
ρ1 = 1700 kg/m
3, VP2 = 2500m/s, VS2 = 1500m/s, ρ1 = 2000 kg/m3, weathering depth = 20m.
Figure 7.11 examines the influence of the subweathering S-wave velocity, comparing 1100
m/s (Figure 7.11a) to 1500 m/s (corresponding to Figure 7.6 red and blue respectively). As
seen for the P-wave weathering velocity, the dispersion curves extracted from shot records
are not sufficiently resolved to reveal the detailed changes seen in the theoretical curves. An
increase in the S-wave subweathering velocity has little effect on the extracted fundamental
mode. In particular, low-frequency limitations mean that the low-frequency roll off on the
fundamental is not apparent. On the higher modes, only a general change in vertical extent
is seen.
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FIGURE 7.11: Variation of subweathering S-wave velocity corresponding to Figure 7.6. (a) VS2 =
1100m/s, (b) VS2 = 1500m/s. Model: VP1 = 1000m/s, VS1 = 300m/s, ρ1 = 1700 kg/m3, VP2 =
3000m/s, ρ1 = 2000 kg/m3, weathering depth = 20m.
Figure 7.12 examines the practical influence of changing the weathering S-wave velocity
from 300 m/s (Figure 7.12a) to 400 m/s (Figure 7.12b) (corresponding to theoretical curves in
Figure 7.7 green and blue). Increasing the velocity causes a clear increase in the
high-frequency asymptote of the fundamental mode. It also results in a significant change
in the character of the higher modes. For this model, this is particularly true for the inline
component which has a strong osculation point with the 400 m/s layer. At frequencies
higher than this point most of the energy is on the higher modes. If only the inline data
were available (rarely the case) then it is possible that a section of the first mode could be
misidentified as the fundamental. In some environments this behaviour can occur on the
vertical component (e.g. Boaga et al., 2013), with obvious potential for misidentification.
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FIGURE 7.12: Variation of weathering S-wave velocity corresponding to Figure 7.7. (a) VS1 =
300m/s, (b) VS1 = 400m/s. Model: VP1 = 1000m/s, ρ1 = 1700 kg/m3, VP2 = 3000m/s, VS2 =
1500m/s, ρ1 = 2000 kg/m3, weathering depth = 20m.
7.3.3 Velocity reversals
Velocity reversals have the potential to occur in the near surface for a range of reasons.
These can include volcanic intrusions (important in many exploration sites in Australia),
surface compaction or works (e.g. roads) or low-velocity outcrop (e.g. coal layers). Some
near-surface techniques such as refraction tomography do not image these environments
well. A number of other authors have examined the dispersion response of velocity reversals
(e.g. Socco and Strobbia, 2003; Pan et al., 2013). For completeness we present a brief example
of the dispersion response to a reversed surface geology.
Figure 7.13 compares the Thomson-Haskell dispersion curves for three-layered models
having normal and reversed velocity profiles. The normal profile behaves as expected with
the fundamental mode existing in the space between the Rayleigh velocity of the deepest
(fastest) and shallowest (slowest) layers. For the reversed profile the fundamental mode
exists between the fastest and slowest layers. However, the slowest layer is no longer the
shallowest which adds complexity to the dispersion response.
Figure 7.14 shows the dispersion response derived from the corresponding elastic
finite-difference shot records. The normal velocity profile (Figure 7.14a) behaves in a
manner similar to the two-layer examples previously discussed. For the reversed-velocity
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profile the character is similar to the Thomson-Haskell response. However, the
higher-frequency components of the dispersion curve which correspond to the slow second
layer have no energy. This makes physical sense as one would not expect the
high-frequency components to image below the surface layer. Note that if the data are
noisy, as can be the case with real data, it is possible that mode skips could easily occur
when picking dispersion curves in the presence of reversals. This could reduce the
reliability of the resulting structural interpretation.
FIGURE 7.13: Thomson-Haskell modelling of weathering velocity reversals. Normal model:
VP1 = 700m/s, VS1 = 300m/s, ρ1 = 1700 kg/m3, VP2 = 1500m/s, VS2 = 600m/s, ρ2 = 1700
kg/m3. Reversed model: swap Layers 1 and 2. Layers 1 and 2 are each 10m thick, and the
basement properties are: VP3 = 3000m/s, VS3 = 1500m/s, ρ3 = 2000 kg/m3.
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FIGURE 7.14: Comparison of the dispersion response of elastic finite-difference shot records
having: (a) normal, and (b) reversed velocity profiles. Parameters correspond to those used in
Figure 7.13.
7.4 Sensitivity to acquisition parameters
7.4.1 Overview
Commonly, engineering-style applications of surface-wave dispersion analysis utilise
specifically designed acquisition geometries. Many studies have been conducted to
investigate the optimal acquisition method for such surveys. The aim of this investigation
is to determine whether the restrictions of production coal and petroleum seismic datasets
still allow the extraction of reliable ground-roll dispersion curves.
Table 7.1 compares some of the typical parameters used in specifically designed
surface-wave surveys with exploration surveys. Of particular interest to this investigation
are the geophone spacing and maximum offset. The natural frequency of the geophones,
while also important, is not specifically investigated here, although the previous
finite-difference modelling provided some insight into the problem. Ivanov et al. (2008)
provided an example comparing 4.5 Hz, 10 Hz and 40 Hz geophones showing near identical
results on the 4.5 Hz and 10 Hz geophones. The dispersion curves on the 40 Hz geophones
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were restricted to > 15 Hz. This would be expected to adversely affect subsequent
inversion, particularly for deeper structure.
TABLE 7.1: Comparison of typical parameters for specifically designed surface-wave
surveys, coal-scale surveys and petroleum-scale surveys.
Surface wave Coal scale Petroleum scale
Geophone natural frequency < 10 Hz 30 Hz 10 Hz
Geophone Spacing 0.25-3 m 5-10 m 12-30 m
Number of geophones 2-50 50-400 100-800
Near offset 10-30 m 2.5-5 m 6-15 m
Maximum offset 30-100 m 250-800 m 1000-10 000 m
To examine the influence of acquisition geometries on the dispersion response we have used
a model based on a real test site (Figure 7.15). This site is broadly representative of many
land acquisition cases. We have used elastic finite-difference modelling to build high-density
(1 m geophone spacing) multicomponent shot records (Figure 7.16). These will be examined
in conjunction with real field records acquired at the site (Figure 7.17). The field survey used
10 Hz 3C geophones at a spacing of 3 m. This allowed the data to be decimated to a lower
density in order to simulate various acquisition geometries. This trial was conducted over a
shallow coal target.
FIGURE 7.15: Earth model consisting of a 20m weathering layer overlying more competent
subweathering material. The properties of this model were selected based on those expected at
a test site.
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FIGURE 7.16: Elastic finite-difference seismic records generated for the model in Figure 7.15.
FIGURE 7.17: Representatives field records from the test site, showing well-developed
ground-roll events. Whole-trace equalisation has been applied.
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7.4.2 Sensitivity to geophone spacing
Geophone spacing is one of the most significant differences between specifically designed
surface-wave surveys and exploration surveys. The general rule of thumb (Lin et al., 2005) is
that geophone spacing controls the minimum obtainable wavelength (maximum frequency).
First consider the model data, which provide useful insights. Figure 7.18 (top) shows the
vertical and inline dispersion curves (up to 75 Hz) corresponding to the modelled records in
Figure 7.16. These show similar character to the two-layer models previously discussed. On
the vertical data, the fundamental mode is well defined above approximately 10 Hz. Several
higher modes are visible, and these are generally stronger on the inline component.
To investigate the effects of geophone spacing the modelled records have been decimated to
sparser geophone spacings before dispersion analysis. Figure 7.18 simulates the dispersion
results corresponding to survey geometries having geophone spacings of 4 m, 8 m, and 16 m
respectively.
A geophone spacing of 4 m gives a result almost equivalent to the ideal 1 m result (at least
within the frequency range being considered here). However when the spacing is increased
to 8 m, we see a very strong aliased event interfering with the highest modes on both the
vertical and inline components. When the spacing is increased to 16 m, the aliased events
extend even further into the analysis space, such that it becomes difficult to distinguish
between higher modes and aliased signal. For the inline component there is also some
indication that aliased signal is interfering with the fundamental mode for frequencies
greater than approximately 40 Hz.
Figure 7.19 (top) shows dispersion curves for the real field records in Figure 7.17. The
dispersion analysis was restricted to an 80 m offset zone in order to reduce the effects of
lateral variation. (This is discussed in more detail below.)
The fundamental mode is well defined on both the vertical and inline analyses, and the
first higher mode appears to exist on the vertical component. Recall that on the model
data, higher modes appeared much more strongly on the inline component. This effect
is not obvious on these real data. This may be due to near-surface complexities or lateral
variations, as discussed further below.
As in the case of the model data, it is of interest to examine how the delineation of the
dispersion response is affected when the geophone spacing is increased. In Figure 7.19 we
show the dispersion curves resulting from decimation of the shot records from the original
3 m to 9 m and 15 m respectively.
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As seen with the model data, increased geophone intervals lead to more severe aliased
distortion. However, provided that the positioning of these aliased curves is understood, the
9 m simulation appears to provide good definition of fundamental mode (both components)
and the first higher mode (vertical component). When the geophone interval is increased
further to 15 m there is still evidence for the fundamental mode, but it is severely distorted
by aliased signal, particularly on the vertical component. If only vertical geophones were
available, with a 15 m interval, it would be difficult to identify which dispersion events are
real.
In summary, these tests would appear to mandate a geophone interval of less than 10 m
for this type of dataset. These results are broadly consistent with the vertical-component
models presented by Ivanov et al. (2015).
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FIGURE 7.18: Comparison of the dispersion curves generated from the modelled records in
Figure 7.16. The records were decimated to simulate geophone spacings of 1m, 4m, 8m, and
16m.
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FIGURE 7.19: Comparison of the dispersion curves generated from the field records in Figure
7.17. The records were decimated to simulate geophone spacings of 3m, 9m, and 15m.
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7.4.3 Sensitivity to maximum offset
Foti et al. (2002) suggested that, from a theoretical perspective, dispersion resolution
improves with inclusion of more offsets. Specialised surface-wave surveys are often
acquired with a limited amount of equipment, and significant testing is required to
determine the optimal offsets. For exploration surveys there is generally more equipment
deployed over a greater range of offsets, providing a potential advantage. On the other
hand, lateral inhomogeneities within the real earth intuitively make long offsets less
attractive.
To examine the competing effects of dispersion resolution versus lateral inhomogeneity, we
have added some irregularities to our model (Figure 7.20). Figure 7.21 shows the
corresponding vertical and inline records. Even with such relatively minor irregularities,
the records are noisier than the constant depth records (Figure 7.16) due to scattering at the
base of weathering.
FIGURE 7.20: More realistic weathering model having lateral depth irregularities.
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FIGURE 7.21: Elastic finite-difference seismic records generated for the variable weathering
depth model in Figure 7.20.
Figure 7.22 compares the dispersion analysis for the constant and variable depth weathering
models. The fundamental mode is relatively unaffected. On the variable depth image there
is considerable weakening and distortion of the higher modes.
As seen earlier, these higher modes may be important if inverting for P-wave weathering
velocity. Similarly, Xia et al. (2000) suggested that higher modes can assist in defining
deeper S-wave velocities. In such cases, there is an argument for dispersion analysis to be
performed over a restricted lateral range. Figures 7.23 and 7.24 show the same comparison,
with offset restricted to 100 m and 30 m respectively. These illustrate that as the offsets are
restricted the lateral consistency improves to the point where the constant and variable
weathering responses are almost indistinguishable. However, the reduction in offset has
the undesirable effect of a significant loss of resolution. This resolution loss has also been
demonstrated by Park et al. (2001).
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FIGURE 7.22: Comparison of constant and irregular weathering models for a maximum offset
of 300m.
FIGURE 7.23: Comparison of constant and irregular weathering models for a maximum offset
of 100m.
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FIGURE 7.24: Comparison of constant and irregular weathering models for a maximum offset
of 30m.
Next the influence of maximum offset has been examined for the real data from Figure
7.17. Whole-trace equalisation has been applied to the field records prior to dispersion
calculation. For a laterally homogeneous situation, this seems reasonable in that it gives
all offsets equal weighting. Figure 7.25 shows these dispersion responses for the vertical
and inline components, for the full offset range (−50 m to 200 m) and with absolute offset
restrictions of 80 m and 30 m.
When all offsets are included (7.25a), the dispersion response is very incoherent. Coherency
improves as maximum offset is reduced (b and c). It appears likely that this is a
manifestation of laterally-varying geology. It is interesting that for records in this vicinity
the effect seems less obvious on the inline component. In other locations this does not
necessarily apply.
Bergamo et al. (2012) suggested that the influence of lateral variations can be reduced while
maintaining reasonable resolution by applying laterally-graduated amplitude scaling (e.g. a
Gaussian amplitude function) prior to dispersion analysis. The intention is to include longer
offsets to maintain resolution, but with emphasis on the region closer to the source. We have
verified that this concept is beneficial, although the exact form of the taper does not appear
to be critical. In fact, a natural lateral scaling is achieved by using raw field records. Based
on the theory of Rayleigh waves (e.g. Lamb, 1904) the amplitude decay of ground roll is
138 Chapter 7. Surface-Wave Dispersion from Shallow Reflection Data
approximately inversely proportional to the square of offset. This should ensure that the
dispersion solution is dominated by the geology in the vicinity of the source.
The dispersion analysis achieved using the raw shot record is shown in Figure 7.26. This
provides improved stability compared with 7.25. This is particularly obvious for the higher
mode visible on the vertical record. This simple raw-record approach appears to provide
some of the resolution advantages of far offsets without the degradation caused by lateral
changes. In the production evaluation of the next chapter, a maximum offset of 80 m was
used. This provides a good compromise between these competing effects.
FIGURE 7.25: Dispersion images derived from the field records in Figure 7.17, which have had
whole-trace equalisation applied. (a) All offsets, (b) max absolute offset 80m, (c) max absolute
offset 30m. The blue points indicate possible dispersion curves selected using an automatic
peak detection algorithm.
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FIGURE 7.26: Dispersion images derived from raw version of the field records in Figure 7.17. (a)
All offsets, (b) max absolute offset 80m, (c) max absolute offset 30m. The blue points indicate
possible dispersion curves selected using an automatic peak detection algorithm.
7.5 Conclusion
This investigation has revisited dispersion sensitivity concepts explored elsewhere, with an
emphasis on application to shallow reflection. We have demonstrated the value of using
modelling to understand the complexities of ground roll dispersion characteristics. In
particular, the use of a finite-difference shot-record modeller can provide significant value.
We have confirmed the common thinking that the dispersion response of ground roll is
dominated by the S-wave properties, especially those nearer to the surface. However, if
higher modes of ground-roll can be identified there is some potential for determining
deeper S-wave velocities or P-wave velocities. Unfortunately, the realities of acquisition
and processing mean that the theoretical potential of higher modes may be restricted in
practice.
An investigation of the influence of exploration-scale acquisition parameters demonstrates
how increased geophone spacing introduces aliasing into the dispersion data. However,
model and real-data tests suggest that an interval of about 10 m or less may allow a
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successful analysis. This indicates that coal-scale data may have potential to provide more
consistent dispersion responses than standard petroleum data.
The increased amount of equipment that is deployed in reflection surveys may allow
post-acquisition selection of optimum offset range. This option may be important in areas
where there is variation in lateral homogeneity. Analysis of raw records provides a natural
offset taper, giving the resolution advantages of long offsets whilst avoiding complexities
caused by heterogeneity.
Chapter 8
Case study: 2D multi-component
dispersion analysis
8.1 Introduction
In 2013, a number of seismic trials were conducted over a very shallow coal exploration
target in Australia’s Surat Basin. A high-resolution trial targeted the 0-80 m zone, with
particular emphasis on the weathered zone (0-40 m). P-wave only data (Trial 1) were
acquired along a 1 km line, with a geophone interval of 1 m, and multicomponent data
(Trial 2) were acquired over part of the line, with an interval of 3 m. (The real data used in
Chapter 7 to study the influence of geophone spacing on dispersion analysis came from
Trial 2.) Because of the very shallow nature of the target, pure S-wave reflection processing
was a key objective of Trial 2. This is the main dataset used in this chapter.
This case study departs slightly from the main focus of the thesis - namely 3D-PS reflection.
Nevertheless, it is included here because it provides interesting practical insights into the
problem of extracting dispersion information from shallow reflection data. In addition, it
illustrates an example, and possible benefits, of incorporating both vertical and inline data
in the dispersion analysis. Finally, it provides an example of validation, via CMP stacking,
of shallow S-wave velocities derived from surface waves. This increases confidence in also
applying the method to static correction, as explored in Chapter 9.
The multicomponent survey (Trial 2) consisted of a 600 m-long 2D line and used 10 Hz, 3C
geophones at a spacing of 3 m. A source spacing of 3m was used. At each location, P-wave
and transverse S-wave sources were deployed. A horizontal pneumatic piston was used as
Material in this chapter has been submitted to Near Surface Geophysics.
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the main S-wave source. This was mounted in a frame and coupled using a vehicle (Figure
8.1). A manually-operated vertical impactor (Bigfoot, see Meulenbroek, 2015) was used to
generate the P-wave energy (Figure 8.2). This was also used in an inclined configuration to
generate S waves where vehicle access was restricted.
Figures 8.3 and 8.4 show representative seismic records for the pneumatic and Bigfoot
sources respectively. The raw pneumatic records contain P and ground-roll energy on the
vertical and inline components, as well as SH waves (and possibly Love waves) on the
crossline component. The Bigfoot record includes P and converted (P-SV) signal, and
ground roll.
The majority of the pure S-wave processing was relatively straightforward. It included
most of the techniques used in conventional P-wave processing with minor variations. For
example, the surface statics corrections were successfully extracted from analysis of SSS
refractions, in a method similar to that used for conventional (PPP) first-break analysis.
One of the problems which emerged was the estimation of S-wave stacking velocities. For
very shallow SS reflection, stack quality is very sensitive to near-surface S velocities.
However, for this particular survey, conventional approaches to velocity estimation were
complicated by noise interference. This noise included random and coherent energy
associated with a busy road and also strong surface-waves dominating the low-velocity
S-wave reflections. It was speculated that ground-roll dispersion inversion (MASW) might
assist in the estimation of the stacking velocities. This particular application of dispersion
seems to be relatively uncommon.
Note that the possibility of also inverting Love waves is the topic of a separate study.
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FIGURE 8.1: Horizontal pneumatic source (yellow frame) used to generate SH waves. A vehicle
is used to ensure the frame is coupled to the ground.
FIGURE 8.2: The ”Bigfoot” source consists of a manual picket driver (orange) and a pole welded
to a metal plate (yellow). It provides high-frequency energy comparable to a sledge hammer,
with the advantage of being easier and safer to operate.
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FIGURE 8.3: A typical three-component seismic record produced by the pneumatic source in
Figure 8.1. Offset range −43.5m to 199.5m. Whole-trace equalisation has been applied.
FIGURE 8.4: A typical three-component seismic record produced by the Bigfoot source in Figure
8.2. Offset range −43.5m to 199.5m. Whole-trace equalisation has been applied.
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8.2 Methodology for dispersion analysis
As shown on the vertical and inline components of Figures 8.3 and 8.4, a significant fraction
of the source energy is converted to ground roll. As in the preceding chapter, our approach
to dispersion analysis is via the velocity versus frequency domain (e.g. McMechan and
Yedlin, 1981). Again, we have used the seismic-unix (Cohen and Stockwell, 2013) algorithm
suphasevel, developed by Christopher Liner and based on the FK domain transform, as
described by Park et al. (1998). The dispersion results to follow were obtained from the
original undecimated data, with a geophone interval of 3 m.
To produce a dispersion response with good resolution, this technique requires multiple
receivers over a range of offsets. A major assumption is that the geology is laterally
homogeneous over these receivers. In practice, this may not be the case. As discussed in
the previous chapter, we have performed the dispersion analysis on raw, unscaled shot
records. This provides a natural offset scaling, yielding some of the resolution advantages
of multi-offset records, whilst reducing the distortions caused by lateral variations.
Based on the tests in the preceding chapter, the dispersion analysis was restricted to an
80 m maximum offset. Figure 8.5 shows the vertical and inline velocity-frequency
transformations of the representative seismic record in Figure 8.4. Marked on these are the
automatically-picked dispersion curves (blue points).
FIGURE 8.5: Velocity-Frequency domain transform of the vertical and inline-component seismic
records in Figure 8.4. The absolute offset has been restricted to 80m in order to reduce the
influence of lateral variations. The peaks are automatically selected (blue points) and define the
dispersion curves.
The appearance of the ground roll tends to be slightly different on vertical and inline shot
records. Consequently, the dispersion curves are also different. However, both dispersion
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images are dominated by a high amplitude event spanning frequencies greater than 7 Hz and
having a velocity of approximately 200 m/s at 60 Hz. This is the fundamental mode (Mode
0). In this example, the vertical component also includes a higher mode. It is difficult to
determine which mode this represents. However, we have assumed that it is the first higher
mode (Mode 1).
Consistent with the observations in the previous chapter, Figure 8.5 illustrates that the
dispersion response is less clearly defined at lower frequencies. This is even more apparent
on the inline component. This may be due to the ellipticity of the ground roll, i.e. there is
less ”signal” on the inline component. The accuracy at low frequencies is influenced by a
number of factors including survey design, geophone natural frequency, recording time,
system filters and velocity-frequency-transformation methodology. The low-frequency
data tend to correspond to deeper layers. Therefore, confidence in the inverted model
derived from the dispersion curves is expected to reduce with depth.
8.3 Mode selection and inversion
An important consideration relates to which dispersion modes should be included in the
inversion. Higher modes have been widely studied by earthquake seismologists following
the first convincing identification in recordings of a relatively small (M=4.9) 1956 earthquake
in the Arctic circle (Oliver and Ewing, 1957). On the other hand, MASW analyses have
commonly ignored these higher modes. For example, some authors design their surveys
in order to enhance the fundamental mode relative to the higher modes (e.g. Morton et al.,
2015; Ivanov et al., 2011). The inversion is then performed solely on the fundamental mode.
The rationale behind this is that the fundamental mode usually has the strongest energy
and is easier to identify. Correct identification of higher modes can be difficult (O’Neill and
Matsuoka, 2005). In some environments and for some survey designs, higher modes can
dominate the lower frequencies. This can result in mis-identification of the fundamental
mode, generally leading to an overestimate of the deeper velocities (Yilmaz, 2015).
Relatively recently, it has been suggested (e.g. Ivanov et al., 2010) that the inclusion of higher
modes may improve MASW inversion results. For a given frequency, higher modes tend to
respond to deeper layers (Xia et al., 2000). In complex geologies correct use of higher modes
can improve some inversion algorithms giving more accurate S-wave structures (Supranata
and Kalinski, 2007). Some authors (e.g. Maraschini and Foti, 2010) are moving toward
stochastic inversion algorithms. These have the major advantage that specific modes need
not be identified prior to inversion. Instead, numerous models are generated during the
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processes which are compared against the data points to determine the best fit. However
the disadvantage of this method is that it is computationally expensive.
The results included below were obtained via the surface-wave inversion package
CPS-SURF96 (Herrmann and Ammon, 2004; Herrmann, 2013). Our method varies from the
standard application of the package in that it uses an iterative approach to allow for
variations in both depth and velocity. One of our aims was to explore the influence of
different modes. Here, we show representative inversion outputs for the vertical
component record in Figure 8.5. The outputs using just the fundamental mode and using
both modes are given in Figures 8.6 and 8.7 respectively. These figures show the inverted
1D S-wave velocity model on the left (Figures 8.6a and 8.7a). On the right (Figures 8.6b and
8.7b), the back-substituted dispersion curve (green) is compared to the input dispersion
curve (black). (Note that this software generates these as a velocity versus period
(1/frequency) plot.) This comparison provides a useful indication of the performance of
the inversion.
The general comments to follow are based on analyses of such inversions for 200 shot
locations. The velocity models obtained with the two approaches (Mode 0, Modes 0 and
1) exhibit broadly similar features across the survey. Using only the fundamental mode
appears to give a more smoothly-varying velocity model (e.g. Figure 8.6a). Inclusion of a
higher mode tends to introduce more complexity (e.g. Figure 8.7a).
The back-substituted dispersion curve for the fundamental mode only (e.g. Figure 8.6b)
generally shows a reasonably good fit for most periods. When the higher mode is also
included (e.g. Figure 8.7b), the overall fit tends to be poorer. For many of the inversions,
there tends to be greater error at the longest periods (T > 0.14 s). This is not unexpected
for these data since the dispersion response is considered less reliable at low frequencies. It
is reasonable to expect then that the deepest parts of the inverted model may also be less
reliable.
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FIGURE 8.6: Inversion results for the fundamental mode (Mode 0) of the vertical-component
dispersion curve in Figure 8.5. (a) The inverted S-wave velocity model. (b) The back-substituted
dispersion curve (green) compared to the data points (black).
FIGURE 8.7: Inversion results for Modes 0 and 1 of the vertical component dispersion curve in
Figure 8.5. (a) The inverted S-wave velocity model. (b) The back-substituted dispersion curve
(green) compared to the data points (black).
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The 1D inversion process has been applied to each of the 200 shots along the line. Plotting
these outputs consecutively provides a pseudo 2D S-wave velocity section of length 600 m.
Figure 8.8 shows the 2D section based on the fundamental mode (Figure 8.8a) and the section
based on both Modes 0 and 1 (Figure 8.8b).
Across each section, the 1D inversions exhibit reasonable trace-to-trace consistency in the
shallower part of the section (< 25 m). For the deeper data, there can be significant
inconsistency from one inversion to the next. Logically these inconsistencies could result
either from failure of the lateral homogeneity assumption, or from lateral variations in
noise conditions. For this survey the station spacing is small (3 m) relative to the spread
length (80 m). The variation in geology from one spread to the next is therefore likely to be
relatively small, and mitigated by the use of unscaled raw records.
FIGURE 8.8: 2D S-wave velocity profile generated by combining the individual 1D S-wave
models from dispersion inversion. (a) Fundamental mode (Mode 0) only, (b) Modes 0 and 1.
This suggests that noise is probably the most likely contributor to the lateral variations seen
in the inverted models. The field site was along the verge of a busy road. While every effort
was made to record during quieter periods, this was not always possible. As a result the
quality of the seismic records varied. Poorer records generally had fewer dispersion picks
resulting in variations in the inverted S-wave velocity structure. The vehicle noise tended to
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be stronger at low frequencies, and this also contributed to the inversion being less reliable
for the deeper part of the model.
Surface-wave analysis tends to be less reliable for lateral structures smaller than the spread
length (Park, 2005). It is therefore reasonable to laterally smooth the data to reduce the
influence of noise. In this case a 13 station (39 m) median filter has been used. The
mechanism involves interpolation to 0.1m depth increments, followed by application of a
lateral median filter at each depth. The laterally-smoothed sections are shown in Figure 8.9.
The shallowest layer has an S-wave velocity in the range 100-200 m/s and thickness ranging
from 5-10 m. This overlays a more competent (300-600 m/s) weathering layer which extends
to a depth of approximately 25-30 m. Most notably on the Mode 0 section, there is evidence
of a general lateral decrease in velocities along the line. Structural features on the section
are supported by a previously performed P-wave refraction analysis (Meulenbroek, 2015),
as will be considered in more detail below.
Toward the base of weathering there are indications of a velocity inversion. If real, this
inversion would not be detectable on refraction data. It is possible that the velocity inversion
could arise due to non-uniqueness of the solution. However, the inversion does appear to
be a consistent feature across the full length of the section and has characteristics akin to
those presented by Rickards (2011) in a similar weathering environment. These factors add
weight to the existence of this feature.
The section derived using Modes 0 and 1 is quite similar to that from the Mode 0 result
towards the ends of the line, but appears to show more complexity over the central part of
the line. Such complexity is not supported by previous studies in the area, including seismic
refraction. The more likely option is that some dispersion-curve picks are being attributed
to incorrect modes. The tendency for the multi-mode inversion of this dataset to produce
less convincing back substitutions has been noted above. Overall, it is felt that the Mode 0
solution is, in this case, likely to be more reliable. The discussion to follow will focus on the
Mode 0 inversion.
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FIGURE 8.9: The S-wave velocity profile from Figure 8.8 following application of a 13 point
lateral median filter to reduce the influence of noise. (a) Inversion using Mode 0, and (b) using
both Modes 0 and 1.
8.4 Multicomponent dispersion analysis
Most ground-roll dispersion investigations are carried out using data from conventional
vertical-component geophones. This is a reasonable approach since the ground roll is often
strongly elliptical in the vertical direction. However, it is well known (e.g. Dorman and
Prentiss, 1960) that vertical and inline components can exhibit different responses in
particular geological situations. A number of studies have examined whether vertical and
inline dispersion information can be usefully combined (e.g. Obune and Stewart, 2012;
Ikeda et al., 2014).
Ground-roll dispersion curves often include points where two modes almost connect. These
are known as kissing or osculation points. When only single-component data are used, the
dominant amplitude may change from one mode to another in the vicinity of the osculation
point. This makes it easy to accidentally swap modes when selecting these dispersion
curves. Boaga et al. (2013) acquired multicomponent data with the aim of identifying such
situations. Their method combined the vertical and inline components of the ground roll
to determine the ellipticity. Variation in ellipticity with frequency can be an indicator of
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significant impedance increases, which often results in osculation points.
A recent investigation by Dal Moro et al. (2015) took this approach a step further and
performed joint inversion of the individual dispersion responses of the vertical and inline
components, in conjunction with the spectral ratio of the data. This method showed good
results and provided an estimation of the error in the inversion process.
An alternative method for integrating the vertical and inline ground-roll components
recognises that the ellipticity of the ground roll may be tilted as in Figure 8.10. Standard
vector rotation can be used to construct new traces representing ground motion for
orientations other than vertical or inline. The dispersion analysis can then be performed on
a rotated trace where ground-roll energy is maximised. This approach was demonstrated
by Gribler and Liberty (2014). Their site consisted of a target below a high-velocity
pavement. This pavement layer resulted in non-vertical ellipticity. Since our survey was
along a road verge which may include zones of higher-velocity road-base, it was decided to
explore a similar vector-rotation approach.
FIGURE 8.10: In certain environments the direction of maximum amplitude (red arrow) of the
ground roll may tilt away from vertical. If multicomponent data are available, a new trace can
be constructed in the maximum-amplitude orientation, via vector rotation.
Figures 8.11 and 8.12 show representative multicomponent dispersion curves for two
locations within the survey that illustrate different behaviours. The construction of these
figures warrants explanation. The original vertical and inline records have been combined
vectorially to produce rotated shot records. These have been generated at 10 degree
increments between vertical and inline. Dispersion analysis has then been applied to these
Chapter 8. Case study: 2D multi-component dispersion analysis 153
rotated records. Hence, on Figures 8.11 and 8.12, at each frequency there are ten dispersion
points (corresponding to input records having different orientations). The dispersion
points corresponding to the original vertical and inline components are highlighted (green
and yellow). At each frequency point the orientation having maximum amplitude (in the vf
domain) is also highlighted (red).
For this case study, we have found that the fundamental vertical and inline dispersion curves
are usually similar for higher frequencies (> 30 Hz). There are more likely to be differences
for lower frequencies, where the velocities of the inline component tend to be slightly higher.
Figure 8.11 is representative of locations where the maximum-amplitude dispersion curve
is very similar to the vertical-component curve. This would suggest that the ground-roll
ellipse is close to vertical at this location. At very low frequencies (f < 10 Hz) we do
sometimes see differences. In these cases the maximum-amplitude dispersion curve is
generally smoother, and is likely to be more reliable.
Figure 8.12 shows an example from a location where the dispersion response appears more
complicated. The higher modes are more prominent, and these have a greater variability.
For the lower frequencies the rotated maximum-amplitude dispersion curve can differ
significantly from that of the vertical direction. This suggests that the ground-roll ellipse is
tilted. The maximum amplitude can also occur on the higher modes at the higher
frequencies. Such jumps need to be manually edited prior to inversion.
The vector-rotation approach illustrated above indicates that in some locations the
ground-roll ellipse can deviate significantly from vertical. In these situations we found that
the maximum-amplitude dispersion curve can provide a more robust input to the
inversion.
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FIGURE 8.11: Multicomponent dispersion curves, corresponding to vector rotations in 10
degree increments from vertical to inline. This example is representative of locations where the
dispersion curve for maximum-amplitude orientation closely matches the vertical-component
curve. That is, the ground-roll ellipse is close to vertical.
FIGURE 8.12: Multicomponent dispersion curves, corresponding to vector rotations in 10
degree increments from vertical to inline. This example is representative of locations where
the maximum-amplitude orientation is not vertical. This suggests that the ground-roll ellipse is
tilted at this location.
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The maximum-amplitude multicomponent approach has been applied to the 200 shots
along the line, and the resultant S-wave velocity section is shown in Figure 8.13a. In Figure
8.13b, a lateral median filter of 13 stations has been applied to reduce the influence of noise
on the inverted velocity section. This filtered image shows similar structures to the image
generated using only the vertical-component data (Figure 8.9a). However, the
maximum-amplitude multicomponent approach has marginally improved the continuity
of the velocity image, especially at depth.
FIGURE 8.13: S-wave velocity section derived from multicomponent, maximum-amplitude
dispersion curves: (a) raw, (b) laterally smoothed using a 13-station median filter.
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8.5 Structural comparison with refraction tomography
In conventional exploration seismology, P-wave refraction is heavily used for improving
the understanding of the near surface. Often this is as a tool for statics estimation, with
the objective of improving reflection imagery. The zones of investigation for refraction and
MASW are similar, and several authors have compared results.
Sheehan et al. (2004) and Nolan et al. (2011) used refraction tomography and MASW to
detect subsurface voids. The occurrence of anomalies on both refraction and MASW datasets
improved the confidence in the proposed void locations. Kim et al. (2011) demonstrated that
both refraction tomography and MASW could be used to map features within an earthen
dam wall. The P-wave and S-wave velocity profiles were also combined to give a map of
Poisson’s ratio, used to identify possible seepage zones.
The primary focus of our 2D-3C investigation is in connection to the pure S-wave reflection
processing, so that P-wave refraction velocities are not directly usable. Nevertheless, it is
of interest to examine the level of consistency between our MASW structures and those
from refraction tomography. At our trial site, a number of other surveys were conducted
in conjunction with the 3C survey discussed so far. Of particular interest was an ultra-high
resolution vertical-component (1C) P-wave survey (Trial 1). The processing of this survey
included P-wave refraction tomography (Meulenbroek, 2015).
Table 8.1 compares some of the parameters used in the 1C and 3C surveys. Most important
of these, with regard to dispersion analysis, are the natural frequency of the geophones and
the receiver spacing (Chapter 7). It is of interest to briefly compare the dispersion results
from the two datasets. Figure 8.14 shows dispersion curves from the 3C and 1C surveys,
generated for a representative shot location.
It is reassuring that the dispersion curves from the two datasets generally show good overall
similarity. It is also of interest that, despite the much higher natural frequency (28 Hz) of the
1C geophones, it is possible to obtain dispersion results well below the natural frequency.
This is due to the relatively gentle low-cut (12 dB/octave) on the phones and agrees with
similar results presented by Ivanov et al. (2008). However, the low-frequency portion of the
curve is more difficult to pick on these 1C data, leading to reduced confidence in the deeper
part of the inversion. Conversely, the higher receiver density has increased the range of
high frequency picking, potentially improving resolution and confidence of small structures
identification in the shallower layers.
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TABLE 8.1: Comparison of Ultra-high resolution and Multicomponent survey parameters.
Parameter Ultra High Res Multicomponent
Geophones natural frequency 28 Hz 10 Hz
Geophone configuration Single 1C (vertical) Single 3C (orthogonal)
Receiver spacing 1 m 3 m
Source spacing 2 m 3 m
Source Bigfoot Bigfoot & Horizontal pneumatic
Line length 1000 m 600 m
Figure 8.15a shows the median-filtered S-wave velocity profile derived from the dispersion
analysis of the 1C ultra-high resolution data. The 3C line covers the section between stations
2800 and 4000. Comparing Figure 8.15a (over this zone) and Figure 8.13b we see a similar
structural character. (Note that the colour range varies slightly between these.)
For comparison, Figure 8.15b shows the P-wave velocities from refraction tomography. Both
solutions imply a shallow soil layer and some deeper weathering structures. The soil layer
is a little thinner on the S-wave data. The weathering thickness is approximately 25-30 m for
both, although low-frequency limitations in the S-wave data make it difficult to be confident
in the subweathering results. Of particular interest are the high-velocity structures between
stations 2300 and 2600. These are imaged by both datasets and the agreement provides
increased confidence. The S-wave data show a velocity reversal with depth. This may be
over-emphasised due to numerical error, but is of interest and is likely to correspond to a
change in the weathering conditions. Also for stations greater than about 3000 there is a
general decrease in the weathering P and S velocities. This is more clearly defined on the
S-wave data with distinct lateral variation around Station 3200. This may correlate to some
of the structures suggested by the P-wave reflection data (Meulenbroek, 2015).
In general this comparison has confirmed the results of previous authors (e.g. Nolan et al.,
2011) who have suggested that improved confidence in structural interpretation can be
obtained by using both P-wave refraction tomography and surface-wave dispersion
analysis.
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FIGURE 8.14: Comparison of representative dispersion curves generated at the same
approximate source location, using 1C ultra-high resolution data (red) and 3C data (blue).
FIGURE 8.15: Comparison of the velocity profiles: (a) S-wave profile generated by surface-wave
dispersion analysis, (b) P-wave profile generated by refraction tomography. Note that the 3C
survey (Figure 8.9, Figure 8.13) covers the portion of this line between Stations 2800 - 4000.
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8.6 Application to S-wave reflection processing
The S-wave velocity profile derived from ground-roll dispersion can be used in its own right
for structural interpretation. It also has the potential to be used to improve S-wave reflection
data. Dal Moro et al. (2005) derived S-wave velocity profiles from both S-wave reflection
data and vertical-component ground-roll dispersion inversion. They demonstrated that the
derived velocities showed similar characteristics. The motivation for our investigation is
to use the S-wave velocities derived from ground-roll dispersion to improve the shallow
S-wave reflection processing.
The ground-roll derived velocities in Figure 8.13b are in the form of interval velocities versus
depth. For these to be used in S-wave NMO processing they have been converted to RMS
velocities versus two-way time (Figure 8.16b). This conversion is inherently a smoothing
process, such that the RMS image is more robust, and less affected by errors.
Figure 8.17 compares the S-wave stacked sections generated using different velocity
models. Figure 8.17a was constructed using stacking velocities (Figure 8.16a) from constant
velocity stacks (CVS). Figure 8.17b was constructed using the S-wave velocity model from
dispersion (Figure 8.16). This image is more coherent in the shallower part of the section,
but appears to have introduced unrealistic structures in the deeper section. In general, the
shallower event (at ∼ 0.1 s) on the dispersion-velocity stack produces a simpler structure
(more-pronounced mostly-singular event with less splitting). This is likely to correspond to
the base of weathering and compares more favourably with ultra-shallow P-wave
reflection results previously acquired along the line (Meulenbroek, 2015).
As discussed previously, we believe that our surface-wave inversion is less reliable in the
subweathering, largely due to reduced accuracy of the dispersion image at lower
frequencies. Therefore, we decided to combine the shallow dispersion velocities with the
subweathering CVS velocities (Figure 8.16c). Figure 8.17c shows the resulting stacked
section. This provides an improved weathering image (< 0.15 s) with better event
coherence and more realistic structures. The deeper reflector (∼ 0.2 s) is well-imaged and
shows improved resolution, compared to the CVS result, at the shallower (left) end of the
section.
This case study illustrates that surface-wave dispersion analysis can be used to significantly
improve shallow S-wave reflection data. In this case, the optimum result was obtained by
using the dispersion results in conjunction with traditional velocity analysis.
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FIGURE 8.16: Comparison of the S-wave RMS velocities derived via various methods for the
survey area. (a) Simple velocities developed using constant velocity stacks. (b) Velocity profile
derived from multicomponent, maximum-amplitude dispersion curves. This section has been
constructed using the median-filtered interval velocities in Figure 8.13b. (c) Hybrid velocity
profile which combines the shallower dispersion-curve velocities with the deeper CVS data.
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FIGURE 8.17: Comparison of S-wave sections stacked using different S-wave velocity models.
(a) Velocities picked using constant velocity stacks (Figure 8.16a). (b) Velocities derived from
surface-wave dispersion (Figure 8.16b). (c) Merged velocities (Figure 8.16c): shallow times
(< 0.15 s) from surface-wave dispersion, deeper times (approximately > 0.18 s) from CVS picks.
Velocities have been linearly interpolated for intermediate times.
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8.7 Conclusion
This 2D case study applies the concepts from Chapter 7, and verifies that valid dispersion
results can be extracted from shallow reflection data. Potential problems with lateral
heterogeneity appear to be mitigated by a sensible choice of maximum offset, and the use
of raw, rather than trace-equalised, shot records. The results shown here were derived
using a 3 m geophone interval, at the lower end of typical production intervals. However,
acceptable dispersion curves for these data can be extracted following decimation to a
geophone interval of 9 m, as was demonstrated in the previous chapter.
This case study also illustrates a number of additional points of interest with respect to
surface-wave dispersion methodology. In theory, the inclusion of higher modes in the
inversion process can provide greater control over the inversion. However, in this case,
mode identification was difficult and inconsistent in certain locations. Our preferred result
was obtained by inverting only the fundamental mode. Stochastic inversion algorithms
may have potential to successfully include these higher modes.
Multicomponent acquisition allows for the investigation of both the vertical (conventional)
and inline components of the elliptical ground roll. In many geological situations, the
ellipticity is close to vertical, and this supports the conventional approach of using
vertical-component data. However, in certain geologies, ellipticity can depart significantly
from vertical, and a subtle advantage might be achieved by the combination of vertical and
inline data. One method of merging the two components is to perform a
frequency-dependent vector rotation into the direction of maximum amplitude. In the
present case, the resultant velocity section appears to be of slightly improved quality.
Laterally-smoothed S-wave velocity profiles have provided reasonable structural
information within the weathered layer. The weathering structures observed on these
S-wave velocity images correspond broadly with those seen in P-wave refraction
tomography. Reduced accuracy in the deeper section appears to relate to the low-frequency
limitations of the MASW method. The fact that the derived velocities seem to be more
reliable in the weathering than in the subweathering is important for possible application
to statics.
This investigation has demonstrated that the shallower S-wave velocities obtained from
dispersion analysis can contribute to the S-wave stacking process. In this example, the
optimum SS reflection image was achieved by using dispersion velocities in the weathering
zone, and conventional CVS velocities in the subweathering. This improves our confidence
in the validity of the S-wave velocities derived from dispersion analysis. In Chapter 9 we
will explore the application of such velocities to 3D-PS statics estimation.
Chapter 9
Application of Interferometric MASW to
3D-3C Statics Estimation
9.1 Introduction
The parameters used for shallow seismic reflection are not necessarily ideally suited to
MASW-style dispersion analysis. In particular, accuracy at lower frequencies can be
somewhat compromised by factors including geophone response and record length.
Nevertheless, the evaluation presented in Chapter 7 suggested that it is feasible to extract
meaningful dispersion information from typical shallow-reflection information. This
proposition is supported by the velocity validation presented in Chapter 8. Importantly,
any low-frequency limitations mean that the least reliable component in the solution is
more likely to be beneath the weathering, rather than within it. This is an important
observation in the context of estimation of S-wave statics.
A number of other recent studies have explored the extraction of S-wave statics via the
MASW method. Synthetic studies by Socco et al. (2010a) and Socco et al. (2015) have
indicated that a reasonably consistent statics solution can be calculated using their
implementation of the MASW technique. An example of this application to a 2D field
survey has previously been investigated at the Spring Coulee study site in Alberta
(Al Dulaijan and Stewart, 2010; Roy and Stewart, 2010; Roy et al., 2010). This demonstrated
that improved shallow PS reflection continuity could be obtained by using MASW S-wave
statics corrections.
Material in this chapter has been submitted to Geophysical Prospecting.
163
164 Chapter 9. Application of Interferometric MASW to 3D-3C Statics Estimation
Few MASW surveys have used a true 3D acquisition grid (in the sense of 3D reflection).
Most have been 1D site investigations or 2D profiles. One approach to 3D application of
the method records a series of parallel (and possibly perpendicular) 2D MASW profiles, and
then uses a 3D interpolation algorithm to construct a 3D volume of near-surface S-wave
velocity. This method was modelled by Miller et al. (2003) and has since been applied by a
number of authors including Park and Carnevale (2009), Suto and Scott (2009) and Park and
Taylor (2010). The advantage of this methodology is that it allows 3D imaging using existing
2D methods. The potential problem with the method is that the recorded surface-wave
energy is primarily restricted to the source-receiver plane. If the line spacings are not dense
enough it is possible that small structures, situated between lines, may be missed.
For our survey this methodology was not an option. The reflection data were acquired
to image a coal target at a depth of approximately 100 m. The inline geophone spacing
was 15m. As demonstrated by Ivanov et al. (2015), large receiver spacings can result in
dispersion responses with considerable aliased noise at the higher frequencies.
Boiero et al. (2011) proposed an alternative 3D-MASW approach. This does not require the
sources and receivers to be in a 2D line and is arguably a true 3D concept, in the sense
of utilising multi-azimuth gathers. Traces from any inline and crossline configuration are
sorted into a pseudo-2D record based on their absolute offset. The MASW method can be
applied to this in almost the standard way. The main difference is that the traces are not
equally spaced, and this needs to be accommodated in the dispersion analysis algorithm.
Based on the concept of surface-wave stacking (e.g. Neducza, 2007; Park and Shawver, 2009),
it may also be possible to stack the dispersion responses of multiple sources. The method
assumes that the dispersion response is primarily due to the geology in the vicinity of the
receiver spread. This allows the dispersion response of multiple sources to be combined via
windowing based on a common receiver zone. Since our 3D survey has a non-orthogonal
grid geometry (source lines at 60◦ to receiver lines), adjacent sources tend to have different
offset distributions. It is hypothesised that inclusion of multiple sources should reduce the
impact of aliasing.
Luo et al. (2007) showed that lateral variations anywhere within the source-to-receiver
spread can degrade the dispersion response. This was also demonstrated by our modelling
of irregular weathering scenarios (Chapter 7). Most MASW techniques have the potential
to suffer from this problem. Clearly the effects of lateral heterogeneity are particularly
relevant to 3D dispersion analysis. In order to better understand the problem, we have used
2D modelling to examine the impact of gross lateral variations in the weathering. This also
allows evaluation of a method based on interferometry, which may reduce the problem.
The conclusions from our modelling have then been applied to a real 3D seismic survey.
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9.2 2D modelling of lateral variations and interferometry
To gain a better understanding of the influence of gross geological variations, we have
investigated synthetic shot records, and associated dispersion curves, for a simple 2D
geological model (Figure 9.1). The model consists of three horizontal layers, including a
soil layer with zones of differing velocities, a secondary weathered layer and a more
competent basement. The parameters were selected to be broadly representative of typical
weathering environments.
FIGURE 9.1: Geological model consisting of three layers, including a laterally varying soil layer.
Soil: Velocity of slow zones (red: VP = 500m/s, VS = 250m/s) and fast zone (blue: VP = 1000
m/s VS = 500m/s), ρ = 1700 kg/m3. Weathered layer (green): VP = 1500m/s, VS = 700m/s,
ρ = 1700 kg/m3. Basement (white): VP = 2400m/s, VS = 1200m/s, ρ = 2200 kg/m3. In the
surface layer, the boundaries between fast and slow material occur gradually over 20m.
Elastic finite-difference modelling (Virieux, 1986) has been used to simulate a
high-resolution seismic survey over the geological model. The parameters are given in
Table 9.1. Since we are interested in the surface-wave response we used a source function
with relatively low dominant frequency. This allowed a reduction in run times.
TABLE 9.1: Elastic finite-difference acquisition parameters.
Geophone spacing 1 m
Number of Geophones 600
Source spacing 5 m
Source wavelet Derivative of the Ricker wavelet, 27
Hz dominant frequency.
Seismic record length 3 s
Output sample interval 0.001 s
Figure 9.2 shows representative vertical and inline component seismic records generated by
the modelling. In Figures 9.2a and 9.2b, the source and receiver spread are confined entirely
within the same material. These correspond to the slow and fast surface zones respectively.
Figure 9.2c shows an example record that includes receivers in both the slow (left half) and
fast zones (right half) with the source in the slow zone. Based solely on these shot records,
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the general character of the ground roll appears to be strongly dependent on the geology at
the receiver. However, to fully assess the impact of geological variations, we also need to
examine the corresponding dispersion responses for the various spread locations.
FIGURE 9.2: Sample seismic records generated by applying elastic finite-difference modelling to
the geology in Figure 9.1. (a) Source and receivers entirely in the slow material, (b) source and
receivers in the fast material, (c) source in the slow material, receivers transition from slow to
fast over 20m at the midpoint. For display purposes the records have been windowed by offset
(0-150m) and time (1.2 s).
Dispersion plots generated from seismic records (both modelled and field) can be quite
complicated. A useful starting point for understanding such analyses is to compute purely
theoretical curves corresponding to geological models of interest. Figure 9.3 compares the
theoretical dispersion curves corresponding to models with slow (red curves) and fast
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(green curves) surface layers. These have been generated using the Thomson-Haskell
matrix method (Thomson, 1950; Haskell, 1953), as introduced in Chapter 7.
FIGURE 9.3: Theoretical 1D dispersion curves corresponding to the slow (red) and fast (green)
geologies. These were generated using the Thomson-Haskell matrix approach.
The finite-difference modelled shot records (including the examples shown in Figure 9.2)
have been subjected to dispersion analysis using a standard frequency-wavenumber
approach. For the results shown here, we have used the suphasevel program, developed by
Christopher Liner, and included in the Seismic Unix package (Cohen and Stockwell, 2013).
This is particularly suited to 3D analysis because it can handle non-equispaced offsets.
Figure 9.4 compares the dispersion images for two seismic records each having the same
receiver spread. This covers a 100 m stretch of ground that has laterally consistent geology
corresponding to the slow soil layer. The sources are placed off end, one in the slow geology
(Figure 9.4a) and the other in the fast geology (Figure 9.4b). These two situations produce
very similar dispersion responses. Based on the theoretical curves in Figure 9.3 it is clear that
the dispersion responses are influenced more by the geology associated with the receiver
spread than the source region.
This suggests that the surface-wave stacking approach might be valid in some cases. To test
this we have included 21 shots from each region in the dispersion analysis (Figure 9.5).
When all of the shots and the receivers are in the same region (Figures 9.5a and 9.5d) the
dispersion images match reasonably well with their corresponding theoretical curves.
Placing the sources within the opposite medium (Figures 9.5b and 9.5c) creates a more
complicated dispersion response. This still tends to relate more to the geology in the
receiver region. However, it becomes broken-up and smeared, apparently due to the
different geologies in the source and receiver regions. This result has undesirable
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FIGURE 9.4: Influence of source geology on dispersion response. Models (left) with
corresponding dispersion responses (right). Receiver spread (green symbols) is fixed in the slow
material. (a) Source (magenta arrow) in slow material, (b) source in fast material. The dispersion
images are overlain by the theoretical curves for the slow (black) and fast (white) cases.
implications for using surface-wave stacking on our sparse 3D survey. It would impose
restrictions on the number of source locations which could be included in each analysis.
As an alternative approach, we have examined a preprocessing stage incorporating seismic
interferometry. This is aimed at reducing the influence of variable source-region geology.
In its simplest form interferometry uses correlation algorithms to generate virtual traces at
new locations (Claerbout, 1968). Some applications include passive/microtremor seismic
exploration (e.g. Okada and Suto, 2003), enhancement of refraction events (e.g. Mallinson
et al., 2011), and ground-roll enhancement/removal (e.g. Halliday, 2011). The concept of
interferometric MASW (IMASW) has recently been described in the context of engineering
site investigation (O’Connell and Turner, 2011).
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FIGURE 9.5: Comparison of standard and interferometric MASW in the presence of lateral
variations. (a) Sources and geophones in the slow medium, (b) sources-fast and receivers-slow,
(c) sources-slow and receivers-fast, (d) sources-fast and receivers-fast. Geophones extend over
100m at 1m spacing. Sources extend over 100m at 5m spacing (21 source locations). The
dispersion images are overlain by the theoretical curves for the slow (black) and fast (white)
cases.
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In this investigation we are using an interferometry approach with similarities to that of
Hayashi and Suzuki (2004). Our implementation of the interferometry method is as follows:
1. Select a group of geophones for analysis.
2. Select a number of source points recorded by these geophones.
3. For each source, window out the desired geophone spread and sort the traces by
absolute offset (based on Boiero et al., 2011). Correlate every trace against those at
greater offsets. This creates virtual sources within the receiver spread. The new offset
of each virtual trace is given by the difference between the absolute offsets of the two
original traces.
4. Create a gather incorporating traces from multiple virtual sources. This interferometry
process increases the trace fold by a factor of (n − 1)/2, where n is the number of
receivers.
5. Perform dispersion analysis on the gather.
The basic motivation for this approach is that each virtual source lies within the receiver
spread. Theory would suggest that this should reduce the influence of the geology outside
the receiver spread. This should allow the benefits of surface-wave stacking, but with
reduced geological distortion. To examine this idea, we have applied it first to our modelled
data.
Figure 9.5 shows representative comparisons of standard dispersion analysis with the
analysis incorporating interferometry. When the sources and receivers are in the same
medium (Figures 9.5a and 9.5d) the dispersion responses are almost identical. When the
sources and receivers are in different media (Figures 9.5b and 9.5c) the interferometric
method generally has an improved result, with a sharper and more coherent dispersion
response. There does appear to be a loss of energy at the lower frequencies when the
receivers are in the fast region (Figure 9.5c). This corresponds to a complex region on the
dispersion image where the signal is low and there is interference between the
fundamental and first higher modes. Generally it is expected that dispersion-curve picks
will be less reliable in this zone for either method.
Apart from improving the offset distribution, the main reason for including multiple traces
in the dispersion analysis is to suppress random noise. In Figure 9.6 we have examined the
impact of noise in the different methods. Since our real data are multicomponent, we have
included vertical and inline data in this test. The spread consists of 101 geophones over 100
m, all positioned within the slow region. Up to six sources have been included, all within
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the fast layer. A small amount of random noise (signal-to-noise ratio of about 45 dB) has
been added to the finite-difference shot records.
Figure 9.6a shows the case where only one source location is used. This produces a
reasonably good response with the vertical component being dominated by the
fundamental mode. The inline component is weaker and dominated by the first higher
mode. Random noise is apparent at the lower and higher frequencies. If more sources are
included in the conventional dispersion analysis (Figure 9.6b) the signal-to-noise ratio of
the dispersion image actually falls, due to interference from source-related geology. Figure
9.6c shows that the interferometric method has a better signal-to-noise ratio (especially for
the higher frequencies) than either of the other cases. It also maintains the coherency of the
dispersion events as was demonstrated in Figure 9.5.
Using a different implementation of the IMASW method, van Wijk et al. (2011) suggested
that further advantages might be gained by correlating the vertical component data against
the inline data. We have investigated this possibility but with our particular algorithm we
have generally not seen improvement. Figure 9.6c gives a representative result. Further
research is required to determine if this outcome is model or implementation dependent.
The abrupt geological variations used in our modelling examples are likely to be more
extreme than those expected in our real 3D survey. However, these experiments do suggest
that IMASW has potential for reducing source-region interference in real datasets.
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FIGURE 9.6: Comparison of different MASW approaches in the presence of noise. (a) single
source, (b) 6 sources, (c) 6 sources, interferometry. Geophones extend over 100m at 1m spacing
within the slow region. Sources are within the fast region, with a spacing of 5m. The dispersion
images are overlain by the theoretical curves for the slow case (black).
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9.3 Application of MASW to a 3D-PS Survey
9.3.1 Survey background
The main goal of this investigation is to use the MASW method to derive a near-surface
S-wave velocity profile for a coal-scale 3D-PS survey. The intention is to contribute to the
S-wave receiver statics solution. Various body-wave approaches to this static problem were
examined in Chapter 5.
Survey details were introduced in Chapters 3 and 4. The target consisted of a single seam
ranging in depth between 75 m and 140 m and including some known faulting. The survey
area was approximately 400 m wide by 1200 m long orientated in a NNE direction. A fixed
spread was used consisting of 10 receiver lines spaced 30 m apart and having a geophone
spacing of 15 m. A Vibroseis source (IVI EnviroVibe) was used. The source lines were angled
at 60◦ to receiver lines, with source spacings of 30 m by 30 m, and extending beyond the
receiver patch.
Figure 9.7 shows the elevation variations in the survey area. The lower elevation regions
(dark blue) correspond to a dry creek running approximately East-West. Over most of the
survey, surface investigations indicated that the weathering layer consisted of a reasonably
competent brown-soil layer. In the higher elevation areas toward the south this was overlain
by a more brittle black-soil weathering layer. The obvious variations in the surface geology
suggested the likelihood of variable statics.
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FIGURE 9.7: Elevation variations in the 3D-3C survey area.
9.3.2 Methodology and parameters for dispersion analysis
As noted previously, the receiver spacing on this survey is too sparse to obtain consistent
dispersion results using standard 2D methods. To improve the offset distribution we need
to use multiple sources. However, too many sources or receivers may also degrade the
dispersion response due to lateral variations in surface geology. To determine optimal
parameters a range of receiver and source configurations were examined. Figure 9.8
compares the standard and interferometric dispersion responses (vertical component) for
some selected cases. Note that the low-frequency limit of usable data on these figures is
approximately 10 Hz, in part due to geophone natural frequency.
Figure 9.8a represents the 2D case similar to Park and Taylor (2010). The receivers extend
over 90 m. Sources are restricted to the approximate 2D geophone line and have a maximum
offset of 100 m. While there is some suggestion of a dispersion curve over the 10-20 Hz range
we would not be confident picking it using either the standard or interferometric method.
If we increase the source inclusion zone laterally by 30 m either side of the receiver line
(Figure 9.8b) both dispersion methods produce an improved image. The interferometry
result is particularly good with a clear fundamental mode from 10 Hz up to 40 Hz.
Adding more receiver lines (Figure 9.8c) has little impact on the standard dispersion
analysis. The interferometry result may improve a possible higher mode (above 25 Hz), but
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the fundamental mode has been degraded.
At this site the structures are dipping toward the SSW (inline direction) and the elevation
(Figure 9.7) also appears more variable in this direction. Therefore, it is reasonable to
assume that the weathering may have more lateral variation in the inline direction. This
suggests that, for the MASW analysis, it may be preferable to orientate the receivers in the
crossline direction. Figures 9.8d and 9.8e show the dispersion responses for two crossline
configurations. While these show promise they tend to be more complicated and noisy.
This is likely due to the increased geophone spacing and limited extent of the survey in the
crossline direction.
To process the full dataset we decided to use the binning parameters from Figure 9.8b with
the interferometric enhancement, on the basis that this combination produced the most
consistent results. The nominal design in Figure 9.8b (7 receivers, 24 sources, interferometry)
yielded gathers each having 504 traces for the dispersion analyses.
Since the trial was a multicomponent survey it was also possible to examine the radial
component in the same manner as was done with the 2D models. Figure 9.9 compares
the vertical and radial dispersion responses for several representative locations across the
survey. These generally agree with the modelling results (Figure 9.6), in that higher modes
tend to be slightly more obvious on the radial component. However, at many locations
(e.g. Figures 9.9a and 9.9c) the fundamental mode is less clearly defined than on the vertical
component. Overall, for this survey we found that the vertical component provided a more
consistent solution than the radial component.
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FIGURE 9.8: Comparison of the standard versus interferometric dispersion images for various
binning configurations. The images on the right show the contributing receivers (green
triangles) and sources (red squares).
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FIGURE 9.9: Comparison of the vertical and radial interferometric dispersion responses for three
representative locations within the survey area. The black points indicate automatically picked
dispersion curves.
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9.3.3 Correlated vs. uncorrelated Vibroseis
Most MASW-specific surveys utilise an impulsive source. Vibroseis is much less commonly
used. It is a relatively expensive source, and the low-frequency limit may be unacceptable
in some cases. As noted above, our reflection experiment used a Vibroseis source. The
images presented in the previous section were derived from the correlated field records. In
our experiment, uncorrelated data were also recorded. This provides the opportunity to
examine the proposal of Park et al. (1996), who suggested that uncorrelated Vibroseis data
may provide advantages for MASW investigations.
Figure 9.10 compares dispersion responses derived from correlated and uncorrelated data,
for two test sweeps, 5-120 Hz (Figure 9.10a) and 10-140 Hz (Figure 9.10b). This figure
illustrates various effects including Vibroseis sweep, geophone response, and correlation.
Consider first the results obtained using the correlated data (Figure 9.10, left). The usable
dispersion response has an abrupt cutoff at the sweep start frequency. This is because
the correlation process acts as a bandpass filter, removing frequencies below the sweep
bandwidth. It is also likely that reliability is reduced within the low-frequency taper zone,
resulting here in unrealistically high velocities. The reduced definition of the low-frequency
end of the 5-120 Hz result is contributed to by attenuation below the geophone natural
frequency (10 Hz).
Analysis of uncorrelated data (Figure 9.10, right) seems to result in improved definition
at higher frequencies. On the 5 Hz sweep, the low-frequency curve is thought to be more
realistic (indicating surficial S velocities of order 700-800 m/s). It is interesting that on the
10 Hz sweep, the dispersion curve appears to extend below the 10 Hz sweep limit. This
section of the curve may arise from coherent mechanical noise generated by the vibrator.
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FIGURE 9.10: Dispersion curves corresponding to Vibroseis sweeps: (a) 5-120Hz test sweep, (b)
10-140Hz production sweep. In each case, the left hand image is from correlated data, and the
right hand image is from uncorrelated data.
Figure 9.11 examines correlated and uncorrelated interferometric dispersion images at
representative locations across the survey, for the production sweep (10-140 Hz). At some
locations (e.g. Figure 9.11b) there is not a lot of difference in the automatically-picked
dispersion curves obtained from correlated and uncorrelated data. However, at locations
such as Figure 9.11c, the low cut of the correlation process has significantly restricted the
interpretation of the dispersion curve.
The main purpose of extracting dispersion curves is to invert these to generate a velocity
model. Figure 9.12 gives an example of the inverted S-wave profile for the correlated and
uncorrelated dispersion curves (fundamental mode only, edited) corresponding to the
images in Figure 9.11d. Analyses such as this suggest a tendency for the correlated data
(red) to overestimate the subweathering velocities (due to low-frequency inaccuracy in the
dispersion curve). In addition, the uncorrelated (blue) depth profile tends to be simpler
without a pronounced velocity inversion. This is likely to be more realistic.
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FIGURE 9.11: Correlated and uncorrelated interferometric dispersion images at locations of
interest. The black points indicate automatically-picked dispersion curves. Note that the finer
frequency sampling on the uncorrelated result relates to input data length.
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FIGURE 9.12: Representative S-wave depth profiles calculated using edited (fundamental mode
only) picks from the dispersion images in Figure 9.11d, (blue) using uncorrelated data, (red)
correlated.
9.3.4 S-wave Velocities and Statics
Based on the preceding tests we decided to apply the IMASW method to the uncorrelated
vertical-component data for S-wave velocity determination. The seismic survey was
gridded (30 m× 30 m) with 30 analysis locations in the inline direction by 10 analysis
locations in the crossline direction making a total of 300 ground locations for dispersion
analysis. Contributing to, and centred on each of these locations was 90 m of a single
receiver line and associated sources having a maximum absolute crossline offset of 30 m
and a maximum absolute offset of 100 m. Note that this requires sources and receivers to
contribute to multiple inline and crossline locations, ensuring that there are no holes in the
analysis.
Automatic peak detection was applied to the vertical-component dispersion images at each
location. This was followed by hand editing to remove noise and extract only the
fundamental mode. These dispersion curves were inverted using a modified form of the
standard CPS-SURF96 package (Herrmann and Ammon, 2004; Herrmann, 2013) to produce
a 1D S-wave profile at each location. The composite result can be displayed as a 3D volume
or more easily visualised as a number of 2D profiles. Figure 9.13 shows representative
velocity sections from the inline direction. On the raw sections (left) it is clear that there are
consistent overall trends, although there are some significant localised variations. These are
probably due to noise, or inversion errors at particular locations. To reduce such effects, a
3x3 station 2D lateral median filter has been applied at depth increments of 0.1 m (Figure
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9.13, right). The median filter eliminates laterally inconsistent outliers without degrading
the resolution of the solution.
Our primary motivation for deriving these velocity profiles is for estimation of S-wave
receiver statics. Logical options for static calculation include weathering statics (calculated
to base of weathering) or datum statics (to a defined datum elevation). In the present case
the IMASW method tends to give smoothly-varying velocities which can make it difficult
to consistently identify the base of weathering. Hence we have chosen to work to a depth
below the deepest suggestion of the weathering (40 m).
Chapter 5 described several other S-wave statics methods investigated for this survey
(Strong and Hearn, 2016a). These include PPS refraction statics, and a statistical method
(referred to as Robust statics) which tends to only correct for medium and short
wavelength variations. These generally have different overall bulk shifts. Figure 9.14
compares the different approaches, after bulk shifts have been removed. All of the statics
methods tend to suggest larger statics in the southern half of the survey. Interestingly, there
appear to be general relationships to amplitude attributes previously derived from the
reflection data (Strong and Hearn, 2011). The PPS refraction statics (Figure 9.14a) have the
most variability whereas the IMASW statics tends to have a smoother solution (Figure
9.14c). Since the Robust and IMASW statics solutions tend to image the weathering at
different scales we have investigated combining the approaches (Figure 9.14d). This is
analogous to the approach taken in conventional P-wave processing, where the full statics
solution is often achieved as a combination of various short-wavelength and
long-wavelength solutions (e.g. residual, refraction, uphole statics).
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FIGURE 9.13: S-wave velocity profiles along selected receiver lines. (left) Raw, (right) filtered
using a 3x3 station lateral median filter. The velocities range from 100-2000m/s (red - blue).
Each image represents a horizontal distance of 975m, and a depth of 50m.
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It is apparent that the different statics methods have different resolution capabilities. To
determine if their solutions have any broad-scale similarities we have applied a spatial
smoothing filter to each solution (Figure 9.15). It is clear that there are significant similarities
between aspects of the different statics solutions. Of particular note is the similarity between
the PPS refraction and the combined Robust/IMASW solutions. Although the methods are
very different, it is reassuring that they appear to be broadly imaging the same weathering
structures.
The ultimate test of a statics methodology is via application to the seismic reflection data.
Figures 9.16 and 9.17 present the stacked sections of four representative CCP (common
conversion point) lines. For each line, five different S-wave receiver statics solutions have
been trialled. Otherwise, the same processing sequence has been used (including
application of the same source statics taken from P-wave refraction). The case of no S-wave
receiver static correction (labelled Source) has been included to provide a reference. Overall,
the PPS refraction provides the best solution with improved event coherence and more
realistic long-wavelength structure. In practice, PPS refractions can often be difficult to
pick. The Robust statistical method was developed as an alternative for situations where
PPS refractions can not be easily observed. It is clear that the Robust method generally has
good resolution. However, it includes some long-wavelength variations that are unlikely to
be correct. Our tests suggest that such long-wavelength errors are typically reduced by
combining the PPS refraction and IMASW solutions. One example of where this
combination has performed better than the PPS refraction solution is for channels less than
170 on CCP line 10. A low signal-to-noise ratio and reduced fold has degraded the PPS
solution, reducing the stack quality. The Robust/IMASW combination is preferred in this
region where the signal is poorer.
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FIGURE 9.14: Comparison of the raw S-wave statics derived using different approaches. The
images have been normalised to remove relative bulk shifts.
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FIGURE 9.15: S-wave statics from Figure 9.14 following application of a 2D spatial Gaussian
filter (σ = 1.5).
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FIGURE 9.16: Application of the S-wave receiver statics corrections (derived from Figure 9.14)
for selected CCP inlines - Part A. The main target package is between 0.15 s and 0.2 s.
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FIGURE 9.17: Application of the S-wave receiver statics corrections (derived from Figure 9.14)
for selected CCP inlines - Part B. The main target package is between 0.15 s and 0.2 s.
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9.4 Conclusion
Using finite-difference modelling, we have confirmed that lateral variations in near-surface
geology, including in the vicinity of the source, can distort surface-wave dispersion
analyses. In an off-end configuration, variations outside of the receiver spread tend to have
reduced influence. However, if a number of sources are combined in order to improve the
signal-to-noise ratio, or offset distribution, the impact of source-related variations
increases. Such effects are likely to be of particular concern in a true 3D application of
MASW. An interferometric approach can be used to create virtual sources within the
receiver spread, and this reduces the influence of lateral variations outside of this zone.
One of the potential limitations in extracting dispersion curves from production reflection
data relates to low-frequency restrictions. Causes can include short record lengths,
geophone response, and source bandwidth. Our preferred IMASW results have been
obtained from uncorrelated Vibroseis recordings. We have found that this can extend the
usable bandwidth below the start frequency of the sweep. This may be due to coherent
source-generated noise. This additional low-frequency control generally improves the
reliability of the inverted S-wave velocity profile.
The interferometric approach to MASW (IMASW) permits construction of acceptable
dispersion curves from 3D coal-scale exploration data. These can be inverted to give
near-surface S-wave velocity profiles, which in turn can be used to derive a S-wave receiver
statics solution for converted-wave reflection surveys. For the case study presented, these
statics tended to be smoother than those given by other methods. The longer wavelength
components of the IMASW solution show strong similarities to those from PPS refraction
(our preferred approach). In situations where PPS refractions are poorly defined, a
combination of the Robust statistical approach with IMASW may provide a viable
substitute.

Chapter 10
Azimuthal and High-Order Velocity
Analysis
10.1 Introduction
Modern seismic surveys use multi-fold acquisition and processing techniques,
incorporating traces from a range of offsets and azimuths. Denham and Denham (2011)
argued that, although this has provided a general improvement in signal-to-noise ratio, it
has in many cases also compromised resolution. One of the contributing factors is the
inability to completely correct for velocity variations within the earth. For PS surveys,
velocity analysis can be particularly difficult, due to poorer signal-to-noise ratios and
ray-path asymmetry. This has the potential to seriously degrade the resolution of PS data.
This chapter considers the influence of velocity variations associated with azimuthal and
polar anisotropy, and includes consideration of deficiencies in standard NMO approaches.
The results presented here are preliminary, and work on this topic is ongoing. The main
intention here is to discuss the possible impact of these effects on our shallow 3D-3C
coal-scale data, and to consider possible solutions. The imagery included in the integrated
interpretation of our main dataset (Chapter 6) has not been corrected for these effects.
Note that this investigation is presented in the context of standard NMO-based processing.
In the shallow coal arena, prestack migration is difficult, partly due to velocity sensitivity.
An effective attempt at prestack migration will normally follow more traditional NMO
analysis. Identification of anisotropic effects will have implications for the style of migration
to be attempted.
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10.2 Azimuthal anisotropy and shallow PS reflection
Azimuthal anisotropy has been a topic of considerable interest to seismologists for several
decades (e.g. Crampin et al., 1980; Crampin and Lovell, 1991). Thomsen (2002) presents a
practical overview of the subject. True azimuthal effects may relate to sub-vertical fracturing
associated with local stress fields. This would be expected to result in P-wave velocities
which vary smoothly with azimuth, with faster velocities parallel to fractures, and hence
parallel to maximum horizontal stress. The effect on S-waves is to introduce splitting,
with the faster wave polarised in the direction of fractures, and the slower wave polarised
perpendicular to this. The practical manifestation for PS reflection is considered further
below. Thomsen (2002) has also emphasised that apparent azimuthal effects can arise from
layered structures in the presence of dip.
Another process unique to converted waves is diodic illumination. This results from
inhomogeneities of limited lateral extent occurring above the target reflector (e.g. Thomsen,
1999). Here rays travelling in opposite directions can exhibit different travel times,
depending upon whether the anomalous zone is sampled by a P wave or S wave. This
effect has been demonstrated for 2D-PS data at the coal scale (Hendrick et al., 2007). Clearly
such effects will also complicate azimuthal observations in 3D data.
Crampin (1997) suggested that the amount of true azimuthal velocity variation may be
related to the degree of fracturing, and hence to the magnitude of associated stress. There is
some evidence that, at the deep petroleum scale, differences between fast and slow S-wave
velocities may be of order 1 − 5%, and in the near surface the values have the potential
to be much higher. For example, Crampin (1994) reviewed a series of S-wave splitting
studies to develop an understanding of the degree of S-wave velocity variation in various
environments. This showed that for depths > 1 km the velocities typically varied by 1.5 −
4.5%. For the shallower environments (< 60 m) it was found that surface-related stresses
tend to lead to extensive fracturing with the potential for azimuthal velocity variations in
excess of 10%.
As introduced in Chapters 3 and 4 our trial 3D-3C survey was designed with very high
reflection fold (of the order of 500 reflections per CCP/CMP bin). This high fold allows the
data to be divided into separate subsets based on source-receiver azimuth, while
maintaining reasonable final stack fold for each subset. This allowed an examination of
possible azimuthal variations in statics (Chapter 5). It also allows assessment of azimuthal
velocity variations.
The expected effects of true azimuthal anisotropy on PS reflection data have been well
documented (e.g. Li, 1998; Mattocks et al., 2005; Sil et al., 2009). The P-wave path could be
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expected to experience smoothly varying velocity with azimuth. The S-wave path
experiences splitting. Cary (2006) gives several real-data examples which illustrate that
provided the splitting introduces a time delay less than the dominant period of the data,
the effect on the radial component is a travel time which can appear to vary smoothly with
azimuth. This is essentially the result of interference between fast and slow polarised S
waves.
Based on these considerations we have performed a preliminary examination of possible
azimuthal effects by comparing limited-azimuth stacks using radial-component data. Figure
10.1 compares PS horizon times as measured from limited-azimuth (20◦) CCP stacks, for a
representative inline (Line 112). The plotted times are relative to the all-azimuth horizon
picks. There appear to be strong azimuthal variations in the vicinity of a large fault which
occurs about halfway along the line (horizontal axis). This could be due to fault-related
diodic effects, or fracture-related azimuthal behaviour. Note that picking errors due to
unmigrated diffractions are expected to be present in this zone, causing the degree of true
azimuthal anisotropy to be difficult to determine. Away from the fault, the image has less
structural variation with azimuth, although it is still in the order of ±10 ms. For a 25 Hz
wavelet this would correspond to shifts of up to a quarter of a wavelength. This would lead
to significant smearing of the target horizon, and consequently a reduction in the resolution
of the stacked PS volume. The observed shift is less than the dominant period, and hence
might be expected to result in relatively smooth azimuthal variation in radial-component PS
times (Cary, 2006).
FIGURE 10.1: Relative difference in horizon time (colour coded), compared to all-azimuth time,
as a function of position along Inline 112 (horizontal axis, 0-1200m) and ray azimuth (vertical
axis, degrees).
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10.3 Azimuthal PS velocity analysis
To further assess the possible variation of seismic velocity with azimuth, we have used a
concept similar to semblance-based automatic velocity picking. For each CCP bin the
gathers were sorted into subsets based on azimuth ranges. For each subset, a range of
PS-NMO parameters were trialled to determine which gives the best stack within a
window of the main target horizon (coal seam ranging in depth from 75 m to 140 m). The
nonhyperbolic PS algorithm of Zhang (1996) has been used. For this preliminary
examination the stack has been optimised assuming a constant P-wave velocity of
3200 m/s, and a variable ”effective” VP/VS value (γE), ranging from 1.5 to 3.0. Although this
is a simplistic approach, the main objective here is simply to detect possible azimuthal
variations in stacking velocity. The question of physical significance is considered further
below.
Since this is an automated process it tends to generate some anomalous results. These are
generally associated with noise, and complexities in the shape of the seismic wavelet at the
target. The anomalies usually cause the technique to return the maximum or minimum γE
values. For our testing these are considered to be outliers and are removed. To further
improve reliability, a number of CCP locations have been averaged (Figure 10.2). For this
test 60 m× 60 m bins have been used. Each super bin combines three CCP locations in the
crossline direction by five locations inline, giving a total of 15 CCPs to average.
Figure 10.2a shows the azimuthal velocity analyses corresponding to these bins, whose
locations are shown in Figure 10.2b. That figure also includes interpreted fault locations.
The estimated γE values range over the entire analysis window (1.5 - 3.0) with an average
of 2.25. Overall, the plots are quite variable, although there are localised similarities. For
example, figures in the second bottom row have a similar shape and orientation.
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FIGURE 10.2: (a) Optimum γE (radial axis) versus azimuth corresponding to each of the CCP
groups (locations indicated by red crosses in (b)) . Both the mean (red) and median (blue) values
are displayed. The map in (b) shows the analysis locations and also includes the location of
possible faults for reference (green lines). Note that azimuths are plotted clockwise relative to
North.
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As introduced above, seismic velocities may be affected by the distribution of stresses within
the earth. Based on this concept, we might expect our plots of γE to exhibit a dipolar
distribution, with larger values at an azimuth and its polar opposite, and smaller values
at azimuths that are offset by 90◦. This expected dipole direction is difficult to quantify
by direct observation of Figure 10.2, although a number of the figures show some general
crossline (NW-SE) elongation. One way to obtain a more objective interpretation is to fit an
ellipse to each of the plots.
Figure 10.3 illustrates the concept where one of the analyses from Figure 10.2 (L102-G2; Row
3, Column 3) has been fitted with an ellipse. The nonlinear least-squares algorithm (Gander
et al., 1994) returns the equation of the ellipse in terms of the ellipse centre, the lengths
of semi-major and semi-minor axes, and the direction of the semi-major axis. The ratio of
the lengths of the semi-minor and semi-major axes gives an indication of the amount of
azimuthal anisotropy (1 = no anisotropy; close to 0 = large anisotropic effect). The flatness
of an ellipse is defined as one minus this ratio, and hence is indicative of the degree of
anisotropy. The direction of the semi-major axis is equivalent to the azimuth exhibiting
greatest γE .
FIGURE 10.3: Localised stress fields might be expected to produce dipolar azimuthal variations.
Fitting an ellipse to γE/azimuth data can give an indication of the most likely direction of any
such stress field. This figure shows a representative γE/azimuth image (taken from Figure 10.2)
and its corresponding best-fit ellipse.
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Figure 10.4 summarises the direction and flatness response for each of the CCP groups. At
first glance this image implies that the orientation of the maximum γE value is variable
across the survey area. However, if we also take into account the position of the CCP groups
we see that they divide into two main sets. Those more toward the top and bottom of
the survey have loose north/south distribution with the maximum γE values lying in the
azimuth range -20 to 25◦ (160 to 205◦). The other set consists of CCP groups having a tighter
WNW/ESE distribution, in the azimuth range 120 to 135◦ (300 to 315◦).
FIGURE 10.4: Spider plot of the ellipse parameters for each CCP group marked on Figure 10.2.
The direction of each line represents the direction of semi-major axis and corresponds to high
γE values. The length of each line indicates the flatness of the ellipse and is proportional to the
degree of anisotropy.
Figure 10.5 shows that the WNW/ESE trending group tend to be located in the vicinity of
the central faulting. Note also that the interpreted major axes of the ellipses (maximum γE)
tend to be orientated close to the strike of the faulting in this region.
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FIGURE 10.5: Ellipse solutions for selected bins close to the region of major faulting. The
image on the left gives the ground location of velocity analysis bins, and the image on the right
summarises the corresponding ellipse responses. Again, orientation of line indicates semi-major
axis of γE ellipse, and length indicates ellipse flatness.
10.4 Significance of observed azimuthal effects
As noted above, the preliminary analysis described here was mainly aimed at detecting
possible azimuthal effects. The observed effect has been described in an empirical fashion, in
terms of an assumed constant P-wave velocity, and implied variations in an effective VP/VS
value (γE). On the basis of these observations alone, further interpretation is ambiguous.
For example, if VP was indeed constant, then the observed variation in γE (high parallel to
fault strike) would imply low VS parallel to strike. If, however, VP is not constant, then the
implied VS distribution would be different.
Prompted by the observed variations in γE , a preliminary examination of azimuthal P-wave
variations has also been carried out. As was done with the PS data, the P-wave data were
sorted into azimuth bins, NMO was calculated for each, and an ellipse was fitted to the
azimuthally-varying velocities. To improve stability, 60 m× 60 m bins were again used.
Figure 10.6 shows the ellipses for each bin location. Bins with low fold (red cross) or high
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noise (red ellipse) have been removed from the interpretation. The bars in the centre of
the ellipses indicate the direction of maximum velocity. The length is proportional to the
magnitude of anisotropy. The P-wave data suggest a general trend of faster velocities in the
approximate inline direction of the survey (NNE). The analyses in the vicinity of faulting
indicate variable degrees of anisotropy, ranging from 3-8%.
The inherent ambiguity in the observed variation in γE can be illustrated by simple PS
travel-time calculations (Appendix F). Nevertheless, some broad conclusions can be drawn
with reference to observations in the vicinity of the faulting. Figure F.1 suggests that it is
difficult to explain the observed variation in γE as resulting from the observed VP variation
alone. Figure F.2 suggests that the observed effect is likely to also require anisotropy in VS (of
up to 8%), with the fast directions for VP and VS both perpendicular to the strike of faulting.
FIGURE 10.6: Preliminary analysis of P-wave azimuthal anisotropy. Left: best-fit velocity
ellipses and relative azimuthal anisotropy (bars). The red locations have low fold or high noise.
Right: Summary, for all ellipses, of fast direction and magnitude of anisotropy.
It is emphasised that the results shown here are considered speculative, partly because of
limitations in the azimuthal-band approach used to this point. In particular, the PS
analyses summarised in Figure 10.2 suffered from poor signal-to-noise ratios in some
azimuthal bins. A separate project is now in progress, using least-squares inversion of
all-azimuth data to extract ellipse parameters (e.g. Grechka and Tsvankin, 1998) for the
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P-wave anisotropy. These P-wave results will then be incorporated in an analysis of radial
and transverse component PS data, to properly assess S-wave splitting effects.
However, based on the work to date, there is evidence that the observed azimuthal
variations may relate to the combined effects of P-wave and S-wave anisotropy. It is
interesting that the anomalies in the vicinity of the major fault zone appear to be consistent
with high velocities perpendicular to fault strike. This is a thrust fault, and hence the
direction of maximum horizontal stress is also likely to be perpendicular to fault strike.
These observations would be consistent with the theoretical velocity-stress model given by
Crampin (1997). Ignoring outlier results, the observed variation in γE is generally in the
range of 5-10%, and implied variations in VP and/or VS are likely to be of this order, or
slightly less. This is broadly consistent with the expected degree of azimuthal anisotropy
predicted for shallower environments by Crampin (1994).
As pointed out above, dip can introduce a complicating factor into the azimuthal
interpretation. It is noted that the target reflector does exhibit slight dip (2-3 degrees) in the
inline direction. Further research is needed to properly quantify the relative contributions
of true stress-related anisotropy, and other geometric or spurious effects.
This preliminary study suggests, however, that azimuthal analysis of the type described
here might provide a tool for predicting stress and fracture orientation, which would be a
valuable contribution to coal-mine planning. In addition, incorporation of accurate
azimuthal velocity effects in processing would be expected to improve resolution of both P
and PS reflection images.
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10.5 Non-hyperbolic and stretch effects in NMO processing
As noted above, (Denham and Denham, 2011) argued that the progressive improvement in
signal-to-noise ratio of mult-fold seismic data has been accompanied by a general loss of
resolution. One of the possible reasons for this is the increased use of far-offset data. Many
processing methods require that time samples are shifted or summed based on the earth’s
assumed velocity field. The most fundamental of these is the normal-moveout correction
(NMO). It has long been recognised (Buchholtz, 1972) that this process leads to stretching of
the seismic wavelet, particularly at short times and longer offsets.
This analysis focuses on the shallow coal-scale environment where NMO stretch is likely
to have more impact on the resolution of shallower targets. This is due to generally longer
offsets and higher frequencies. However, the observations to follow may be relevant to other
seismic environments (e.g. far-offset marine surveys). Figure 10.7 illustrates the relative
NMO stretch of P and PS data for a shallow reflection example where the target is at 100
m and the dominant frequency is 80 Hz. This figure has been generated by using simple
ray-path modelling and typical velocities. For the PS data, the true asymmetric ray path has
been used. The figure suggests that, for a given offset, PS data may be influenced less by
stretch than P-wave data.
FIGURE 10.7: Stretch of a 80Hz wavelet for P and PS reflections from a target at depth 100m.
As suggested by Figure 10.7, the problem of NMO stretch can be reduced by limiting the
range of offsets. For example if the maximum offset was limited to the target depth (100 m)
then the stretch is likely to be less than 10%. However, this can also limit the versatility
and usability of the seismic-reflection technique. As discussed in Chapter 3, modelling and
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real-data experience suggest that for coal-scale PS surveys, there are arguments in favour of
inclusion of longer-offset reflections.
There are a number of ways to deal with the far-offset stretch problem. Dunkin and Levin
(1973) suggested an approach where the data are corrected after NMO. This is achieved
through compression and scaling of the target-horizon seismic wavelet, prior to stacking.
This can be difficult and only provides an approximate solution.
An alternative method is to apply NMO directly without stretching the wavelet (Shatilo
and Aminzadeh, 2000). This is called constant NMO (CNMO). For this method, each trace
is broken into discrete windows, centred about target horizons. Within each window, every
sample is moved out using a constant shift, based on the velocity and time of the target
horizon. Windows are then merged to produce an NMO-corrected trace. In this
investigation we will be building on this approach.
Anisotropic effects associated with horizontal layering in the earth give rise to
non-hyperbolic seismic reflections, which are more significant on far-offset data. The
original CNMO technique does not allow for this anisotropy. Also, the method of Shatilo
and Aminzadeh (2000) can only be applied to symmetric ray paths (i.e. it cannot be used
for converted waves). The aim of this investigation is to extend the CNMO technique to
accommodate anisotropic layering effects for either P or PS waves.
10.6 Extension of CNMO methodology
10.6.1 Anisotropic P-wave equation
The standard P-wave NMO equation, in its simplest form, describes the time t(x) of an event
at a given offset x as
t(x) =
√
t0
2 +
x2
VP
2
= t0
√
1 +
x2
t0
2VP
2
= t0
√
1 + ΦP
2
(10.1)
where t0 is the zero offset time and VP is the P-wave moveout velocity. The parameter ΦP is
introduced for convenience. For the CNMO technique all samples within a window (centred
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on a horizon) are moved out by the same amount. Thus Equation 10.1 becomes
t(x) = tHj
√
1 + ΦPj
2 + (t0 − tHj) (10.2)
where tHj is the zero offset time of the j
th horizon.
These equations assume that the earth consists of an isotropic homogeneous body.
However, most exploration targets are much more complicated. If this is fully accounted
for, it can add significant complexity to the NMO equations. Coal and petroleum targets
are usually formed in depositional environments which result in seismic structures
dominated by horizontal layering. Thomsen (1986) suggested that many exploration
environments of this type can be considered to have weak anisotropy which simplifies the
NMO equations. This can be presented in a number of ways. We have utilised the
non-hyperbolic form given by Thomsen (2002)
t(x) = t0
√
1 + ΦP
2 +
A4PΦP
4
1 + APΦP
2 (10.3)
where A4P and AP are anisotropic terms that are typically directly dependent on the
structure and properties of overlying geology. For our pragmatic purposes, we treat these
simply as extra parameters in the velocity analysis.
Following the approach in Equation 10.2 we define an anisotropic CNMO equation.
t(x) = tHj
√
1 + ΦPj
2 +
A4PΦPj
4
1 + APΦPj
2 + (t0 − tHj) (10.4)
We have found that the best approach for practical implementation is to uses a multi-pass
methodology. We assume no anisotropy for the first pass, according to Equation 10.2. In the
second pass we refine the solution by varying the anisotropic terms.
10.6.2 Anisotropic PS-wave equation
The primary intention of this investigation is to determine if NMO methods can be improved
so as to enhance resolution of PS data. Therefore, we would like to implement an anisotropic
CNMO method for PS data. Firstly, note that Equation 10.4 could easily be modified for
application to pure S-wave reflection. This suggests an approach where we consider our
asymmetric PS ray in terms of symmetric rays.
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With reference to Figure 10.8, we can redefine the standard PS NMO equation in terms of
symmetric ray paths. That is,
t(x) =
tP (xP ) + tS(x− xP )
2
(10.5)
where tP and tS are the times taken for the symmetrical P and S-wave ray-paths. xP is the
horizontal distance between the source and the reflection point of a PS wave and may be
calculated using the method presented in Chapter 3 (i.e. Equation 3.2).
FIGURE 10.8: PS-wave reflections are asymmetric. The P-wave generated at ’A’ converts to an
S-wave upon reflection and is measured at ’C’. The PS reflection time is equivalent to half the
sum of a P-wave reflection (A-D) and a S-wave reflection (B-C). This information can be used to
develop an anisotropic PS CNMO algorithm. In that development, x is the true offset (= AC),
and xP is the horizontal distance from A to the reflection point.
Following from Equation 10.3 our symmetric anisotropic equations become
tP (xP ) = tP0
√
1 + ΦP
2 +
A4PΦP
4
1 + APΦP
2
tS(x− xP ) = tS0
√
1 + ΦS
2 +
A4SΦS
4
1 + ASΦS
2
= γtP0
√
1 + ΦS
2 +
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4
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2
(10.6)
Chapter 10. Azimuthal and High-Order Velocity Analysis 205
where
ΦP =
2xP
tP0VP
ΦS =
2(x− xP )
tS0VS
=
2(x− xP )
tP0VP
.
Combining Equations 10.5 and 10.6 and applying the CNMO methodology gives,
t(x) =
tPHj
2
√
1 + ΦP
2 +
A4PΦP
4
1 + APΦP
2 +
γtPHj
2
√
1 + ΦS
2 +
A4SΦS
4
1 + ASΦS
2 + (t0 − tHj). (10.7)
Note that in general, we allow for the P and S anisotropic parameters to be different. This
introduces considerable complexity into the velocity analysis. In our modelling and
real-data examples to follow, we have obtained good results by assuming AP = AS and
A4P = A4S . This may be a valid practical approach since, for the far offsets of PS data, the
S-wave ray path is much closer to vertical than the P-wave. This should mean that the
contribution of the S ray path to the anisotropic effect is less significant.
10.7 Raypath modelling of anisotropic CNMO
To develop an understanding of how to use far-offset anisotropic data, we have used
ray-path modelling to build P and PS seismic records (Figures 10.9a and 10.9b) for a
three-layer model with horizontal reflectors at 10 m, 50 m, and 150 m.
Figures 10.9c and 10.9d show the P and PS records after conventional NMO has been
applied. The events have been allowed to stretch by up to 300%. (Beyond this the sample is
muted.) This is larger then would be allowed in production processing but is useful for
demonstration purposes. These figures show that there is significant stretch on both the P
and PS events. Consistent with Figure 10.7, the P-wave data exhibit greater stretch.
Stacking the stretched traces will smear the seismic wavelet, reducing the resolution of the
final image. The use of stretch mutes leads to a reduction in the signal-to-noise ratio of the
stack. This is well demonstrated on the shallowest event where the usable fold is
approximately 3 - 4.
In Figures 10.9e and 10.9f the standard isotropic CNMO method has been applied to the
data. This has produced much sharper seismic wavelets all the way out to the far offsets. The
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CNMO technique does generate some non-horizontal coherent noise between the seismic
events. This is due to samples on a raw record having the potential to be moved out to
multiple locations by the CNMO process. If the fold of the data is high enough, this noise
should stack out in the final image.
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FIGURE 10.9: Comparison of NMO methods for P and PS data. a) and b) show the raw P and
PS records generated from ray-trace modelling. c) and d) after standard NMO. e) and f) after
CNMO has been applied. g) and h) after anisotropic CNMO has been applied.
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For the two deeper horizons the CNMO method has been unable to flatten the horizons.
This is particularly apparent on the PS data. For both the P and PS datasets this is caused
by polar anisotropy (ray path bending associated with horizontal layering), which results
in non-hyperbolic seismic events. If these data were stacked there would be significant
smearing on the final image. To reduce this smearing the seismic records could be limited
to the nearer offsets prior to stacking. However, this gives many of the same restrictions
as the standard NMO technique. A better approach is to allow for the anisotropic effect.
Figures 10.9g and 10.9h show the results of instead applying the anisotropic form of CNMO
(Equations 10.4 and 10.7). This has improved the flattening for all P and PS events.
It is of interest to compare the P and S velocities extracted by each method with the true
zero-offset RMS velocities for the model (Table 10.1). The velocities extracted by the
anisotropic CNMO analysis are generally more realistic, which arguably lends support to
the algorithm.
TABLE 10.1: Calculated velocities for each moveout method. Displayed as P-wave, S-wave
velocity. All velocities in m/s.
Layer Zero-Offset RMS NMO CNMO Anisotropic CNMO
1 1000, 500 980, 613 1000, 500 1000, 500
2 1800, 900 1700, 1259 1920, 1200 1790, 994
3 3067, 1533 3100, 2296 3400, 2125 3000, 1667
10.8 Real data testing of anisotropic CNMO
The raypath modelling above has demonstrated that this methodology is equally applicable
to P and PS data. The primary goal of this research is to improve real PS imagery, and here
we concentrate on that aspect.
As introduced in Chapter 2, a suggested theoretical advantage of using PS waves for
seismic imaging is improved seismic resolution. The S wave travels with velocities which
are lower than P waves. This means that provided the frequency content is similar, the PS
waves should exhibit shorter wavelengths, and hence better resolution, than P waves.
Unfortunately, at the shallow coal-scale, PS stacks tend to have lower frequency content
than P-wave stacks, and often no resolution improvement is observed. Practical causes
have been considered in earlier chapters including anelasticity, binning effects and static
errors. Another possible contributor may be NMO stretch.
Figure 10.7 suggested that for a generic target, and specific offset, NMO stretch should be
greater for P events than for PS. It is interesting to revisit this conclusion for the specifics of
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shallow coal exploration. Figure 10.10a re-examines the amplitude response, versus angle
of incidence, for the P and PS top-of-coal reflectors analysed in Chapter 3. The PS energy
is biased towards far offsets while more of the P energy is at near offsets, resulting in a
tendency to utilise longer offsets for PS imagery. This means that in practice, coal-scale PS
images may, in fact, be more susceptible to NMO stretch than P images.
FIGURE 10.10: (a) P (blue) and PS (red) reflection energy vs angle of incidence, for a typical
top-of-coal reflector. (b) NMO stretch expected over typical offset ranges.
Figure 10.11 compares anisotropic NMO and CNMO algorithms for a real PS data set. The
moved-out seismic records (Figures 10.11a and 10.11b) and corresponding magnitude
spectra (Figures 10.11c and 10.11d) indicate that the standard NMO method creates
significant stretch at most offsets, which results in an apparent attenuation of the high
frequencies. For the CNMO technique this does not occur. As a result the CNMO method
retains greater bandwidth at far offsets, and results in a sharper stacked section (Figure
10.11e compared to 10.11f).
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FIGURE 10.11: Real data comparison of anisotropic NMO (left) and anisotropic CNMO (right)
for a PS dataset (Inline 12 from the 3D-3C trial). a) and b) Shot records with moveout
correction applied. c) and d) Magnitude spectra of a) and b) where red represents high spectral
magnitudes. e) and f) Corresponding CCP stacks.
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10.9 Conclusions
This chapter has examined the potential impact that inaccurate handling of variations in the
earth’s velocity has on PS resolution. It has included consideration of azimuthal and polar
anisotropy, and the associated problem of NMO stretch.
Empirical analysis of our trial 3D-3C dataset indicates the likely presence of azimuthal
anisotropy of order 5-10%. Precise interpretation of physical causes requires a more
complete analysis, but the observed effects would appear to be consistent with expected
stresses associated with major faulting. This case study suggests that azimuthal anisotropy
needs to be considered in processing of coal-scale reflection surveys. This could be
expected to yield resolution improvements for both P and PS imagery.
NMO stretch can have a significant impact on the far offsets of both P and PS datasets.
If standard mute-based techniques are used, this will reduce the signal-to-noise ratio of
the stack. In the particular context of coal exploration, the situation may be worse for PS
surveys, because of the tendency to include longer offsets in an effort to achieve higher
reflection amplitudes.
The CNMO approach is particularly suited to many coal-scale geologies where the target
horizons are well separated. This technique allows the data to be corrected without
applying stretch to the seismic data. For shallow layers the standard form of isotropic
CNMO may be adequate. However, in multi-seam environments the impact of
ray-bending creates non-hyperbolic moveout on the deeper layers. This can result in severe
smearing in the stack.
Based on the concept of weak anisotropy we have introduced an anisotropic P-wave form
of the CNMO method. By recognising that asymmetric PS reflections can be visualised as a
combination of symmetric P-wave and S-wave rays, the concept can be adapted to handle
PS data.
Preliminary testing of the anisotropic CNMO method on both model and real data shows
improved performance in the moveout of far-offset data. This methodology holds
significant promise for improving the bandwidth, and hence the resolution, of shallow P
and PS reflection data.

Chapter 11
Conclusion
11.1 Summary
The aim of this thesis has been to advance the methodology for seismic imaging of shallow
coal-scale targets using converted waves. The primary focus has been on understanding
how a range of different properties and procedures influence the final resolution of the
seismic data. This has been achieved through modelling and the use of a trial 3D-3C survey.
Resolution modelling
A detailed finite-difference modelling investigation has been conducted to observe the
characteristics of seismic resolution for P and PS surveys. The methodology simulates 2D
acquisition over an arbitrary model with viscoelastic properties, and incorporates realistic
processing workflows. The approach was introduced using classic petroleum-scale models,
and extended to coal-scale examples.
Comparison of the resolution of the modelled data with the commonly used Rayleigh
resolution limit suggests that the usual rules of thumb may give an overly optimistic
estimation of vertical resolution. An examination of horizontal resolution of migrated data
has shown that the modelling results compare well to the approximation presented by
Chen and Schuster (1999), with the resolution limit being as low as 1/5 of the Fresnel
radius.
Simple theory (ignoring attenuation and processing) suggests that PS reflection should
provide improved resolution. This is because S-waves have lower velocities, and hence
shorter wavelengths. Our acquisition modelling indicates that even with optimal
processing, and assuming QP and QS are similar, P and PS resolutions would, at best,
typically be comparable. We have also shown that the PS data are more susceptible to
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weathering statics and processing complexities than P data. Consequently, this tends to
also reduce the resolution of the PS data more than the P data. These modelling results
confirm that if PS seismic surveys are to contribute to the imaging of small coal-scale
features, then processing and acquisition parameters must be carefully optimised.
Survey design
Seismic survey design, and acquisition, require a different approach for PS surveys than for
conventional P-wave reflection. This is, in part, due to ray-path asymmetry, and different
phase and amplitude behaviour. Coal-scale PS records typically suffer from strong noise
interference at short offsets, prompting consideration of longer offsets. Simple ray-path
modelling would suggest that phase distortions can be expected in the base-of-coal
reflection, beyond the critical angle. This PS offset limitation is analogous to that predicted
by Garotta (1999) in more conventional petroleum-scale environments.
Coal seams are, however, relatively thin, and have low impedance when compared to
petroleum-scale geology. Thus the coal-seam reflection response requires special
examination. Finite-difference modelling provides a more powerful tool for assessing the
range of offsets which can be safely employed without serious phase degradation. This
modelling indicates that in some cases the PS reflections can be quite consistent within the
post-critical zone where the amplitudes are high. This is because the seam package is
dominated by the top-of-coal reflection, which has constant phase. For certain seam
geometries, it may be possible therefore to take advantage of higher PS amplitudes at
longer offsets. Pre-survey modelling, and rigorous processing QC, are essential to avoid
loss of resolution.
The use of longer offsets also means greater asymmetry in PS rays, so that accurate 3D
survey design is essential. This should include a detailed investigation of both bin fold and
offset-azimuth distributions. To this end we have examined ray-path models based on our
coal-scale parameters and possible real survey designs. The design phase can be made more
applicable to the final processed results by recognising the bandlimited nature of the seismic
wave. This method is similar to that used by Cary and Lawton (2003). The design algorithm
used here employs a Lanczos smoothing function for improved stability (Ye and Entezari,
2012) and is applied prestack to allow for an investigation of offset-azimuth distribution.
It is generally understood that for P-wave design, reducing either source or receiver
density to improve economics has a similar impact on fold and offset-azimuth
distributions. However, our modelling confirms that this is not the case for PS survey
design. It has been found that a reduction in source density is the preferred option as this
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tends to give a more even offset-azimuth distribution. This is an important observation in
the context of 3D seismic surveys aimed at coal-mine planning. Here dynamite surveys are
very desirable from the point of view of bandwidth, and hence resolution. The fact that low
source density, and high receiver density, is beneficial for design reasons is obviously
compatible with the economics of the dynamite source.
The tendency to include longer offsets has a further implication for coal-scale PS bin design.
As well as being highly asymmetrical, ray paths are very sensitive to choice of P-to-S velocity
ratio (γ). Based on a range of test parameters, bin sizes of the order of the receiver spacing
appear to provide the best results for typical γ values.
Any seismic survey design must consider logistic, economic, and environmental factors.
These tend to compete against the resolution requirements. For the specific 3D-3C trial
considered here, a reasonable balance of these was achieved in the final survey design.
Statics estimation using body waves
As was demonstrated by our resolution modelling in Chapter 2, large variations in
weathering static can have a major influence on the quality and resolution of seismic data.
This is particularly the case for PS reflection. A significant proportion of this thesis has
been spent examining different approaches to correcting this serious problem.
Our default method for statics determination in 2D coal-scale PS data is based on the
residual statics approach. We have demonstrated that this PS surface-consistent method
may produce incorrect solutions in environments where the signal-to-noise ratio is low, or
the reflector is shallow. These factors can cause instability in the inversion algorithm, and
contamination of the receiver statics solution by noise or structural terms (parameter
leakage).
An alternative statics approach developed as part of this research uses the same horizon
picks as the PS surface-consistent statics method. It utilises simple filtering and statistical
averaging to extract just the higher frequency statics terms. This so-called Robust Statics
technique is based on Cary and Eaton (1993) except that it employs filtering in order to
reduce the influence of structure. The Robust method tends to have a more stable solution
than the PS surface-consistent approach. It produces reasonable event continuity, but the
lack of long-wavelength control can produce errors in structural interpretation.
For our high-fold trial dataset, the time-term PPS refraction statics method produced the
best statics solution. It exhibited good reflector continuity and resolution over most of
the survey. It also provided realistic long-wavelength structural character. Unfortunately,
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PPS refractions may not always be well defined as they may arrive after the standard PPP
refraction. They also tend to have less energy due to the S-wave suffering more attenuation.
For cases where PPS refraction statics is not viable, an alternative long-wavelength statics
solution would be valuable.
Statics estimation using surface waves
An alternative approach for determining near-surface velocities is to examine the dispersion
characteristics of surface-waves. This investigation has focused on examining the feasibility
of using ground roll extracted from coal-scale surveys. For this the multichannel analysis
of surface waves (MASW) method has been used. This technique is usually applied to 2D
surveys with high spatial-resolution and engineering-scale acquisition parameters. To gain
an understanding of the sensitivities and limits of the technique, modelled finite-difference
shot records and a 2D high resolution survey have been examined.
This investigation has confirmed the general consensus (e.g. Dorman and Ewing, 1962) that
the dispersion response of ground roll is dominated by the shallow S-wave properties of the
earth, especially for the fundamental mode. Higher modes may be potentially useful for
determining deeper S-wave velocities or P-wave velocities. For the real exploration-scale
data investigated, the higher modes could not be consistently identified. Comparison of the
MASW derived S-wave structures with those determined from P-wave tomography showed
similar lateral features, although the character did tend to differ at depth, where the accuracy
of the MASW approach was reduced. When shallower MASW S-wave velocities were
combined with deeper conventional S-wave reflection velocities we were able to produce
an improved S-wave reflection image. This acts to validate the velocities derived from the
dispersion analysis.
The data collected as part of this thesis included both vertical and inline/radial data.
Comparison of the dispersion response generated from the individual components
indicated that different modes tend to be dominant on each. For the real 3D trial there was
some suggestion that the higher modes may have been stronger on the radial data.
However, mode identification was still difficult and overall the radial data were noisier.
An examination of the impact of geophone spacing showed that increased spacing tends to
introduce aliasing into the dispersion data. Both the modelled and 2D real datasets suggest
that spacing of about 10 m or less (area depending) may be quite usable for dispersion
analysis. This broadly agrees with the models presented by Ivanov et al. (2015). This
indicates that 2D coal-scale data may provide reasonable dispersion responses. Typical
petroleum surveys, or 3D coal surveys, may be less suitable.
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The primary goal of the surface-wave investigation has been to developed a methodology
to apply the MASW technique to the 3D trial data, in order to derive S-wave weathering
statics. The inline geophone spacing of our 3D trial was 15 m. If 2D methods such as Park
and Carnevale (2009) are used the dispersion response is likely to include significant aliased
noise. To improve the offset distribution it was decided that a multi-sources implementation
of the 3D MASW approach (Boiero et al., 2011) may be useful. This assumes that there is
minimal lateral variation of the earth within the geophone spread, and that variations in the
vicinity of the source do not influence the solution. However, as suggested by Luo et al.
(2007) any changes in geology within the entire spread can change the dispersion response.
We have demonstrated that these changes can degrade the dispersion response, especially
for some multi-source configurations.
To reduce the impact of source-related geological variation, the MASW technique has been
modified to include interferometry (IMASW). This uses correlation to create virtual sources
within the receiver spread. The components of the ground roll that correspond the the
geology outside of the receiver spread are suppressed by this process.
Application of the IMASW approach has shown that reasonable dispersion curves can be
extracted from sparse exploration coal-scale acquisition geometries. These curves have been
inverted to give a near-surface S-wave velocity profile, which was used to derive an S-wave
receiver statics solution. These statics are broadly consistent with the PPS-refraction static.
However, the IMASW static is much smoother than those given by the other methods.
This implies that is the IMASW solution may be more appropriate for long-wavelength
structural control, and is likely to provide less advantage with respect to seam resolution
and continuity.
As with P-wave statics, sequential application of different algorithms may provide a
methodology for deriving both short and long-wavelength PS statics solutions. By
including both the IMASW and Robust statics approaches in the processing flow, the
individual structural and resolution advantages can be obtained. This would be useful in
environments where the PPS refractions are difficult to identify.
In general this investigation has shown that the resolution and coherency of 3D-PS seismic
data can be significantly improved with the application of a good statics solution.
Azimuthal and higher-order velocity analysis
A key stage in processing of any reflection seismic survey is the velocity analysis and
corresponding normal-moveout correction. For PS surveys the velocity analysis is often
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more difficult to perform due to poorer signal-to-noise ratios and ray-path asymmetry. This
has the potential to reduce the resolution of PS data, especially if anisotropy is involved.
Azimuthal anisotropy analysis of the 3D-PS trial data has indicated the likely existence of
azimuthal velocity variations. In the vicinity of the primary faulting, the observations
appear to be consistent with faster P and S velocities perpendicular to the strike. If these
observations result from true azimuthal effects, they are consistent with theoretical stress /
velocity models (Crampin, 1997), and appear to have direct practical application.
Furthermore, it it likely that the incorporation of azimuthal corrections into velocity
analysis will lead to significant improvements in shallow P and PS resolution.
With the standard NMO approach, resolution tends to suffer as more far-offset traces are
included, due to NMO errors and stretch. These problems can be very significant for
coal-scale PS reflection, due to the tendency to incorporate high-amplitude, long-offset
traces. The problem can be reduced by implementing a non-stretch NMO technique similar
to the CNMO approach developed for P-wave data. We have found that for PS data, the
best results can be achieved by including higher-order terms to allow for polar anisotropy.
Application of this to the 3D-PS trial data has provided a significant improvement in
bandwidth, and hence in the resolution of the stacked section.
11.2 Suggestions for future work
Although this research has clarified a number of problems, it has inevitably identified a
number of areas which demand further research.
• Many 3D coal-scale surveys use smaller inline receiver spacings than used in this
trial. To make these economically viable the crossline spacing is increased. This was
avoided in our trial, as we were attempting to produce a good distribution of offsets
and azimuths. However, if the geology is relatively consistent in the crossline
direction, then a reduction of the inline spacing may provide improved horizontal PS
resolution in that direction (at the expense of the crossline direction) and improved
MASW imaging capabilities.
• The 2D high-resolution trial presented for MASW validation (Chapter 8) holds
potential for interesting extensions. For example, S-wave tomography could be
performed and the results compared with the MASW solution. Additionally, the raw
records suggest that Love waves are present on the crossline data, and these could be
inverted and compared.
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• For this investigation there existed intermittent higher modes on the dispersion
analysis, which were difficult to identify. It is likely that a different form of inversion
could be used to included these. An example is the Monte Carlo approach that is
becoming more popular (e.g. Maraschini and Foti (2010)).
• Most MASW techniques invert for a one dimensional velocity profile located at a
point on the spread. This ignores the influence of lateral variations and other
multidimensional effects. A truly multidimensional option would be preferable. The
work of Socco et al. (2009) offers a step in this direction.
• For the application of the combined IMASW / Robust Statics approach the individual
solutions were calculated separately, and then each was applied. It would be better
to use the IMASW technique to remove the long-wavelength statics first, and then
pick the horizons for the calculation of the Robust or surface-consistent methods. This
would then be more analogous to the conventional residuals-statics approach.
• The raw records on the 3D-3C trial included slow-coherent energy in the vicinity of
the ground roll that has the potential to be related to SS refractions. An investigation
of this could provide another alternative for calculating S-wave receiver statics.
• Further research is needed to quantify the degree to which observed azimuthal
anisotropy effects may relate to extraneous factors, such as variations in processing,
errors in the correction of weathering statics, survey acquisition foot print, and target
dip.
• The azimuthal-anisotropy technique of binning the data into azimuthally limited
subsets and applying NMO analysis tended to result in quite noisy, and complicated,
azimuth/velocity plots. This was particularly the case for the PS data, where
signal-to-noise was lower. An alternative approach using an elliptical NMO inversion
on the full-azimuth gather (Grechka and Tsvankin, 1998) may give improved results.
The logical sequence is to first solve for P-wave anisotropy, and then to explore
S-wave splitting effects using the PS data. The latter would include elliptical
inversion using the radial-component data, complemented by a search for polarity
reversals on transverse traces (e.g. Cary, 2006).
• Following a more rigorous assessment of these azimuthal effects, the azimuthal
velocities should be incorporated into the processing stream for the full 3D-P and
3D-PS volumes. This can be expected to improve resolution of both datasets.
• The 3C trial consisted of a relatively simple geology. This allowed easy application of
the CNMO approach. Further testing in multi-layered coal environments is still
220 Chapter 11. Conclusion
required. The CNMO approach could be further adapted to allow for azimuthal
variations.
• It has been noted that prestack-migration is relatively challenging in this shallow
environment, and in this study we have concentrated on the more conventional
NMO-based processing approach. However, it is clear that prestack migration
presents a wide range of research opportunities. Hopefully the work presented here
will provide useful points of reference as robust migration schemes emerge.
11.3 Towards improved shallow PS reflection
Acquisition, processing and interpretation of 3D coal-scale PS seismic reflection data is
generally more difficult than the P-wave equivalent. This can potentially limit the resolution
achievable for PS datasets. This thesis has emphasised the point that there are a significant
number of key areas which all influence the resolution of the final PS imagery. The design
of the acquisition program is critical. In processing, it is clear that incorrect solutions to
the near-surface static variations can significantly degrade stacked images. In addition,
real-earth variations in velocity are likely to be more complex than we would like to assume.
Simple processes such as NMO must also attempt to account for the particular difficulties
associated with shallow PS reflection.
Despite the challenges, it has been demonstrated that improved algorithms can provide
higher-resolution PS imagery over shallow coal-targets. Certainly the suggested directions
for future work will lead to further advancement of the science. It is feasible that
commercial implementation of shallow 3D-PS reflection will benefit the coal and CSG
industries by enhancing the understanding of the seismic properties of the geology,
including improved fault and stress information. This will provide further economic and
safety advantages to these industries. Although our primary motivation has been in the
context of coal seismology, improvements in these techniques will be advantageous to
associated geoscience, engineering and environmental applications.
Appendix A
Relative Resolution For P and PS
Reflection
Consider the problem of resolving two interfaces on a conventional P-wave image, where
the dominant frequency is fP . Suppose that a wavelet of this dominant frequency can just
resolve two interfaces separated in time by δtP . On the corresponding PS (converted-wave)
image, the dominant frequency will in general be different (say fPS). Resolution in time
is directly related to the dominant frequency of the wavelet on the image. Hence the PS
wavelet will be able to resolve two interfaces separated in time
δtPS = δtP
fP
fPS
. (A.1)
On the P image, the time-resolution limit (δtP ) corresponds to a depth-resolution limit of
δzP =
VP δtP
2
(A.2)
where VP is the P-wave velocity at the depth of interest. On the PS image, the time-depth
relationship needs to allow for the fact that the downgoing ray is P and the upgoing ray is
S. That is, the time and depth resolution limits would be related
δtPS =
δzPS
VP
+
δzPS
VS
(A.3)
or
δzPS =
δtPSVP
1 + VP/VS
(A.4)
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where VP and VS are the P-wave and S-wave velocities in the zone of interest. By considering
Equations A.1, A.2, and A.4 we can define the relative resolution as
δzPS
δzP
=
fP
fPS
2
1 + VP/VS
. (A.5)
Appendix B
Relationship Between Relative Depth and
Relative Offset for a PS Reflection Point
Repeating Equation 3.1 for convenience, the PS reflection-point offset is given by
XP =
XO
1 + tan θS
tan θP
(B.1)
where XO is the offset, θP is the angle of incidence for the downgoing P wave and θS is the
angle of reflection for the upgoing S wave. For comparative survey-design analyses, it is
useful to re-express this equation as a relationship between the relative depth (R = Z/XO)
and relative offset (C = XP/XO) of the reflection point. Equation B.1 becomes
C =
1
1 + tan θS
tan θP
(B.2)
or
C =
1
1 + sin θS cos θP
sin θP cos θS
. (B.3)
We use Snell’s Law
γ =
VP
Vs
=
sin θP
sin θS
(B.4)
and also introduce DP and DS corresponding to the distance travelled by the P and S waves
respectively
cos θP =
Z
DP
, cos θS =
Z
DS
. (B.5)
Hence Equation B.3 becomes
C =
1
1 + DS
γDP
(B.6)
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Rearranging and squaring gives
D2P
D2S
=
C2
γ2(1− C)2 . (B.7)
Using Pythagoras’ Theorem, we also have
D2P
D2S
=
X2P + Z
2
(XO −XP )2 + Z2 (B.8)
or, in terms of the relative depth R = Z
XO
and relative offset C = XP
XO
D2P
D2S
=
C2 +R2
(1− C)2 +R2 . (B.9)
Equating B.7 and B.9
C2 +R2
(1− C)2 +R2 =
C2
γ2(1− C)2 . (B.10)
Rearranging gives
R2 =
(γ2 − 1)C2(1− C)2
C2 − γ2(1− C)2 (B.11)
or
R =
√
(γ2 − 1)C2(1− C)2
C2 − γ2(1− C)2 . (B.12)
For a PS reflection, this equation relates the relative depth R to the relative offset C. It is
useful in comparative geometrical analysis of PS reflection surveys at different scales (e.g.
petroleum, coal).
Appendix C
Error in the Asymptotic Approximation
For converted (PS) waves, the horizontal offset (XP ) of the reflection point from the source
is given by
XP =
XO
1 + tan θS/ tan θP
(C.1)
where XO is the source to receiver offset and θP ,θS are the angles made with the normal.
Early in the development of the converted-wave technique it was common to use an
asymptotic approximation (XA) of Equation C.1. This assumes that for small values of θ,
tan θ ≈ sin θ. Under this approximation, and using Snell’s Law, Equation C.1 becomes
XP ≈ XA = XO
1 + γ−1
(C.2)
where γ is the velocity ratio (VP/VS) above the reflector.
Where possible most modern design and processing applications use more accurate
algorithms (e.g. Lawton and Hoffe, 2000). However, knowledge of the properties,
applicability and restrictions of the asymptotic method may still be useful. Furthermore, it
may also be used as a comparative baseline when developing more advanced algorithms
(e.g. Jun et al., 2014).
Equation C.2 illustrates that under the asymptotic approximation the reflection offset is only
dependent on the VP/VS value (γ) and the offset (XO). It is independent of reflector depth
(although γ may be depth-related). This allowed early survey designs to be developed with
minimal information about the geology. Of course this has its limitations, most of which
have been examined in detail by other authors (e.g. Schafer, 1992).
Since the true reflection offset XP asymptotically approaches XA for an infinitely deep
reflector, it is reasonable to assume that the asymptotic assumption might be more
problematic for shallower targets. In the following we examine this proposition by
225
226 Appendix C. Error in the Asymptotic Approximation
analysing the error of the asymptotic assumption for typical petroleum-scale and shallower
coal-scale targets.
Many survey design rules-of-thumb are expressed in terms of source-to-receiver offset. For
example, for conventional P-wave production the maximum offset should be at least
comparable to the deepest target. Following this approach, consider the ratio of the PS
reflection offset (XP ) to the receiver offset (XO). Using the asymptotic approximation in
Equation C.2, this ratio is given by
CA = XA/XO =
γ
1 + γ
. (C.3)
Note that CA is solely dependent on the P-to-S velocity ratio (γ). For example, in the case
where γ = 2, CA = 0.667. That is, the asymptote of the horizontal PS reflection point is 2/3
the distance from the source to the receiver. The trivial case of γ = 1 represents P-wave
reflection, with the reflection point exactly midway between source and receiver (CA = 0.5).
To examine the error in the asymptotic approximation for surveys at different scales
(petroleum, coal), it is convenient to re-express the exact Equation 3.1 as a relationship
between the relative depth (R = Z/XO) and relative offset (C = XP/XO) of the reflection
point. (See Appendix B for details.)
R =
√
(γ2 − 1)C2(1− C)2
C2 − γ2(1− C)2 (C.4)
As seen in Chapter 3 this expression is useful for examining the degree of ray asymmetry
expected for surveys at different scales. More specifically, Equations C.3 and C.4 can also be
used to quantify how the error in the asymptotic approximation relates to survey geometries
(target depths, offsets)
Figure C.1 examines the error in position that results from the asymptotic approximation
for targets at different relative depths. It is typical for conventional surveys to have a
maximum offset on the order of the target depth (R = 1). Garotta (1999) suggested that
the usable offsets of a typical petroleum-scale survey tend to be further restricted than
this. Therefore, the error in the asymptotic assumption for these surveys is likely to be
less than 5%. However, as demonstrated in Chapter 3 there may be some conditions where
shallow-coal surveys can utilise greater relative offsets (R < 1). Clearly, in this zone the
asymptotic approximation will result in larger errors.
As noted in Chapter 3, this problem is often compounded by the greater likelihood of larger
(and more variable) values of γ for shallower targets. These considerations would suggest
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FIGURE C.1: Error in the PS reflection point analysis when using the asymptotic assumption, as
derived using Equation C.3. The error (100∗ (C−CA)/C) is given for a typical range of γ values
(different colours).
that the asymptotic approximation might be even less acceptable at the shallower coal scale
than at the conventional petroleum scale.
However, this analysis is somewhat superficial. To obtain a more meaningful understanding
of the effect on the stacking process, it is instructive to explicitly consider likely bin sizes
(based on 2D P-wave surveys) and typical geological properties. In Tables C.1 and C.2, we
have expressed positioning error in terms of typical bin sizes for petroleum and coal cases
respectively. In both cases we have examined the error for a number of offsets ranging from
the near offset through to a usable far offset.
These illustrative examples suggest that for a givenR value the error in binning may actually
be greater for the petroleum case than the shallow coal survey. In fact, if coal surveys
only used offsets less than the target depth it may be reasonable to use the asymptotic
approximation in survey design. However, the tendency to use greater offsets for coal
exploration has a significant impact on the binning error for these far offsets.
In summary, this analysis confirms that where possible a depth-dependent binning
algorithm should always be used, irrespective of the scale of the survey.
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TABLE C.1: Reflection point error when using asymptotic approximation for typical
petroleum parameters.
Offset Depth γ R XA XP Error Error
(m) (m) (m) (m) % bins (12.5m)
12.5 2000.0 2.0 159.9993 8.3 8.3 0.0 0
500.0 2000.0 2.0 4.0000 333.3 334.5 0.3 0
1000.0 2000.0 2.0 2.0000 666.7 675.7 1.3 0
1500.0 2000.0 2.0 1.3333 1000.0 1029.8 2.9 2
2000.0 2000.0 2.0 1.0000 1333.3 1401.1 4.8 5
TABLE C.2: Reflection point error when using asymptotic approximation for typical
multi-seam coal parameters.
Offset Depth γ R XA XP Error Error
(m) (m) (m) (m) % bins (2.5m)
2.5 50.0 2.8 20.0000 1.8 1.8 0.0 0
50.0 50.0 2.8 1.0000 36.8 38.8 5.0 0
100.0 50.0 2.8 0.5000 73.7 83.9 12.2 4
150.0 50.0 2.8 0.3333 110.5 132.3 16.4 8
2.5 100.0 2.0 40.0000 1.7 1.7 0.0 0
50.0 100.0 2.0 2.0000 33.3 33.8 1.3 0
100.0 100.0 2.0 1.0000 66.7 70.1 4.8 1
150.0 100.0 2.0 0.6667 100.0 110.1 9.2 4
200.0 100.0 2.0 0.5000 133.3 153.8 13.3 8
250.0 100.0 2.0 0.4000 166.7 200.0 16.7 13
300.0 100.0 2.0 0.3333 200.0 247.7 19.2 19
Appendix D
Sweep Tests - 3D-3C Trial
TABLE D.1: List of sweep tests
Station Listen Time (ms) Comment
555110 2000 5 - 150 hz 10 sec sweep
555110 2000 5 - 140 hz 10 sec sweep
555110 2000 5 - 130 hz
555110 2000 5 - 120 hz
555110 2000 10 - 120 hz
555110 2000 10 - 130 hz
555110 2000 10 - 135 hz
555110 2000 10 - 140 hz
555110 2000 10 - 150 hz
555110 2000 10 - 140 hz 8 sec sweep
555110 2000 10 - 140 6 sec sweep
555110 2000 10 - 140 hz 4 sec sweep
555110 2000 10 - 85 hz 4 sec sweep
555110 2000 110 - 35 hz down sweep 4 sec sweep
555110 2000 60 - 135 hz 4 sec sweep
555110 2000 10 - 140 8 sec sweep 3db per/oct
555110 2000 10 - 140 hz 8 sec sweep 6 db per/oct
555110 2000 10 - 140 hz 8 sec sweep 9 db per/oct
555110 2000 10 - 140 8 sec sweep linear 2x sweeps
555110 2000 10 - 140 hz 8 sec sweep 4x sweeps
555110 2000 10-140hz linear 8s
555110 1500 7-80hz linear 5s
583106 1500 7-80hz linear 5s
583106 2000 10-140hz linear 8s
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Station Listen Time (ms) Comment
583106 2000 5 - 150 hz 10 sec sweep
517097 2000 aux3 radio ref not radio sim chk time delay sweep 10-140hz lin 8s
517097 2000 10-140hz linear 8s
517097 1500 7-80hz linear 5s
509109 2000 5 - 160 10 sec sweep
509109 2000 10 - 80 8 sec sweep
509109 2000 10 - 100 8 sec sweep
509109 2000 10 - 120 8 sec sweep
509109 2000 10 - 160 8 sec sweep
509109 2000 10 - 160 4 sec sweep
509109 2000 10 - 140 4 sec sweep
509109 2000 10 - 140 6 sec sweep
509109 2000 10 - 140 10 sec sweep
509109 2000 10 - 140 8 sec sweep 2x sweeps
509109 2000 10 - 140 2x 8 sec sweeps correl before
509109 2000 10 - 140 4x8 sec sweeps correl before
509109 2000 10 - 140 4x8 sec sweeps correl after
509109 2000 10 - 140 8 sec sweep 3 db/oct
509109 2000 10 - 140 8 sec sweep 6 db/oct
509109 2000 10 - 140 8 sec sweep 9 db/oct
509109 2000 10 - 100 6 sec sweep
509109 2000 50 - 140 6 sec sweep
509109 2000 10-140hz linear 8s
509109 1500 7-80hz linear 5s
573103 1500 5 - 160 10 sec sweep
573103 1500 10 - 100 8 sec sweep
573103 1500 10 - 120 8 sec sweep
573103 1500 10 - 140 8 sec sweep
573103 1500 10 - 140 4 sec sweep
573103 1500 10 - 140 6 sec sweep
573103 1500 10 - 140 8 sec sweep 3 db/oct
573103 1500 10 - 140 8 sec sweep 6 db/oct
573103 1500 10 - 140 2x 8 sec sweep
573103 1500 10 - 100 4x 6 sec sweeps
573103 1500 10 - 100 6 sec sweep
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Station Listen Time (ms) Comment
573103 1500 50 - 140 6 sec sweep
573103 2000 10-140hz linear 8s
573103 1500 7-80hz linear 5s

Appendix E
Robust Statistical Statics
Chapter 5 introduces a technique for determining the S-wave receiver statics called Robust
Statistical Statics. This has been developed as part of this investigation to provide an
alternative approach for deriving the short-wavelength statics solution. The following
steps are followed to implement this technique:
1. Apply P-wave source static corrections. These are usually obtained from the P-wave
processing.
2. Sort the data into offset-limited receiver stacks. Each stack should include only enough
offsets in order to allow identification of a dominant reflection horizon (2-4 times the
group interval). Adding more offsets can smear the statics solution.
3. Pick the dominant reflection horizon for a series of common-offset stacks. If the fold
is high, offsets containing significant noise (e.g. ground roll and far offsets) can be
ignored.
4. Subtract the DC component of the picks to remove the bulk contribution of the offsets.
5. Use a running-window mean to produce a smoothed form of the horizon picks. The
window length needs to be large enough to include the longer-wavelength structural
terms. This will vary depending on the geology of the location.
6. Subtract the smoothed horizon picks from the original picks to give the
short-wavelength components.
7. Take the mean (or median) value of the short-wavelength horizon picks for each
receiver location. This tends to remove the short-wavelength structural terms leaving
the S-wave receiver static.
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Appendix F
Azimuthally-varying γE and
non-uniqueness
Chapter 10 described a preliminary assessment of azimuthal variation in PS stacking
velocity. The processing methodology assumed that VP was constant, and the implied
‘effective’ VP/VS value (γE) was observed to vary with azimuth. That assessment implies
the presents of azimuthal anisotropy. In reality the observed variation may indicate
underlying azimuthal variation in VP , S-wave splitting effects, or a combination. In fact,
analysis of the P-wave data confirmed the existence of azimuthal P-wave variations.
To develop a basic understanding of how these factors interact, we have generated simple
travel-time models based on the exact converted-wave moveout equation. In brief, the
approach is to examine various scenarios for anisotropy in VP and/or VS , and to calculate
how these would be manifested in our constant-VP , variable-γE processing scheme. Note
that based on the classic fracture/ stress concepts, in these calculations we generally
consider only the situation where fast VP and VS directions coincide.
Consider first the situation where the true VP exhibits 5% anisotropy (2700-2835 m/s), with
high VP perpendicular to the high γE values. This is based on our real P-wave travel-time
observations. Suppose initially that there is no azimuthal S-wave anisotropy, with VS =
1350 m/s. Figure F.1 examines how these effects would be manifested (in terms of γE) under
our constant-VP processing methodology. Firstly, note that the observed variation in γE
is relatively insensitive to the value VP assumed in the velocity analysis. In Chapter 10 ,
our analysis used a constant VP of 3200 m/s. The implied variation in γE is < 3%. This
is somewhat less than the observed γE variation, and may suggest a possible additional
contribution from S-wave anisotropy effects.
Next we consider cases where the interference of the slow and fast VS contributes to the
effective azimuthal anisotropy in the PS reflection. In Figure F.2 we show that an observed
anisotropy in γE can arise from a range of combinations of anisotropy in VP and VS . For
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example, if no P-wave anisotropy existed, then the anisotropy could be attributed entirely
to the S-wave effect. In this case the S-wave fast direction would be perpendicular to the
direction of maximum γE . As the P-wave anisotropy increases the S-wave anisotropy must
decrease to maintain the same γE response.
Note that if the P-wave anisotropy were very large, then the observed γE variation could
technically still be produced if the fast S-wave direction were perpendicular to the fast
P-wave direction. However, particle-motion considerations suggest that this is an unlikely
scenario.
For the real-data analysis in Chapter 10, the observed γE in the vicinity of faulting is of
order 5-10%, with high γE in the direction of fault-plane strike. In the same area, P-wave
anisotropy appears to be of order 3-8%, with fast direction perpendicular to fault strike.
Based on Figure F.2, this appears to require S-wave anisotropy (up to 8 %), with fast VS also
perpendicular to fault strike.
FIGURE F.1: Change in γE implied by assuming a constant VP , when true VP exhibits 5%
azimuthal anisotropy. VS = 1350m/s, offset = 100m, depth to target = 100m. Positive values on
vertical axis indicate the fast VS is perpendicular to maximum γE .
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FIGURE F.2: Effect of P-wave and S-wave anisotropy on observed γE . Observed changes in γE
of 5% (blue) or 10% (red) could result from various combinations of P and S anisotropy. Positive
values on the vertical axis imply that the fast S-wave is parallel to the fast P-wave. (Negative
values would imply that the fast S-wave is perpendicular to the fast P-wave.) Offset = 100m,
assumed VP = 3200m/s, depth to target = 100m.

Appendix G
Publications under review
Title Journal Status
Application of Multicomponent
Surface-wave Dispersion Analysis to
a S-wave Reflection Survey
Near-Surface
Geophysics
Submitted
Application of Ground-Roll
Dispersion Analysis with
Interferometric Enhancement To
a 3D Multicomponent Survey
Geophysical
Prospecting
Submitted
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