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Sowohl aus betriebswirtschaftlicher als auch aus volkswirtschaftlicher Sicht ist es von zentra-
ler Bedeutung, wie effizient während eines Produktionsprozesses Inputs in Outputs umge-
wandelt werden. Aus betriebswirtschaftlicher Sicht ist die Effizienzmessung besonders im 
Hinblick auf das Benchmarking zu Konkurrenten wichtig. Firmen können so ihren eigenen 
Produktionsprozess mit Best-Practice-Unternehmen in ihrer Branche vergleichen (vgl. Gladen 
2005, S. 225), Verbesserungspotenziale erkennen und effizienzsteigernde Strategien entwi-
ckeln. 
Volkswirtschaftliche Relevanz hat das Thema Effizienzmessung vor allem im Hinblick 
auf regulierte Märkte wie den Schienenverkehrs- oder den Strommarkt. Einerseits stellt sich 
die Frage, wie innerhalb von Regulierungsmaßnahmen die Anreize zu gestalten sind, damit 
die betroffenen Unternehmen möglichst kosteneffizient produzieren. Andererseits ist es von 
Interesse, wie hoch mögliche Effizienzgewinne sind, um im Rahmen der Regulierung festzu-
legen, wie diese zwischen Anbietern und Konsumenten aufgeteilt werden sollen. Weiterhin 
sind Effizienzvergleiche in Sektoren, in denen es ein hohes Aufkommen an Subventionen 
gibt, von Bedeutung. Hier ist von einer Informationsasymmetrie zwischen öffentlicher Hand 
und Anbietern hinsichtlich der für die Leistungserstellung notwendigen Kosten auszugehen. 
Anhand von Effizienzvergleichen kann überprüft werden, ob die geforderten Subventionen 
tatsächlich den minimal notwendigen Kosten entsprechen (vgl. zusammenfassend Coelli et al. 
2003, S. 5 f.).  
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  Wie aus den Beispielen deutlich wird, ist das Anwendungsgebiet der Effizienzmessung 
sehr vielfältig. Je nach Fragestellung und verfügbarer Datenbasis können hierfür unterschied-
liche Verfahren genutzt werden. Zu beachten ist, dass es sich unabhängig vom jeweiligen 
Verfahren immer um Vergleiche zwischen Beobachtungen handelt. Aussagen darüber, was 
absolut effizient ist, können nicht getroffen werden. Somit ist die Effizienzmessung ein relati-
ves Konzept, bei dem die Best-Practice Beobachtungen als effizient definiert und alle Übrigen 
mit ihnen verglichen werden (vgl. Hammerschmidt 2006, S. 89).  
Ziel dieses Aufsatzes ist es, in das Thema der Effizienzmessung einzuführen, einen Über-
blick über die gängigsten Verfahren zu geben und diese hinsichtlich ihrer Stärken und Schwä-
chen miteinander zu vergleichen.
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 Dazu werden in Abschnitt 2 zunächst die Begriffe Effizienz 
und Produktivität erläutert und gegeneinander abgegrenzt. Anschließend werden in Abschnitt 
3 verschiedene Verfahren zur Effizienzmessung vorgestellt, die dann im folgenden Abschnitt 
4 miteinander verglichen werden. In Abschnitt 5 wird schließlich ein Ausblick auf weiterfüh-
rende inhaltliche und methodische Aspekte der Effizienzmessung gegeben. 
 
2  Effizienz und Produktivität 
Im ökonomischen Sinne bezeichnet Produktivität das Verhältnis zwischen einer produzierten 
Menge an Gütern (Outputs) und der dafür benötigten Menge an Produktionsfaktoren (Inputs). 
Sie lässt sich im Fall der Produktion eines Outputs mit nur einem Input als Quotient der bei-
den Maßzahlen darstellen. Werden hingegen mehrere Inputs und/oder Outputs im Produkti-
onsprozess berücksichtigt, müssen zunächst Indizes gebildet werden, die dann in die Produk-
tivitätsberechnung eingehen. Um die Gesamtleistung einer Firma zu evaluieren, wird die tota-
le Faktorproduktivität (TFP) betrachtet, die alle Inputs und Outputs berücksichtigt. Im Gegen-
satz dazu wird von partieller Faktorproduktivität gesprochen, wenn der Einfluss nur eines 
Faktors auf die Produktivität untersucht wird (vgl. zusammenfassend Fried et al. 2008, S. 7). 
Der Zusammenhang zwischen Produktivität und Effizienz kann mithilfe von Produktions-
funktionen dargestellt werden. Diese geben für jede Menge an Input (x) die hiermit maximal 
zu produzierende Menge an Output (y) an. Der Verlauf einer Produktionsfunktion hängt dabei 
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 Für interessierte Leser, die sich tiefer gehend mit der Thematik auseinandersetzen wollen, sind insbesondere 
die Standardwerke von Coelli et al. (2005 und 2003), Fried et al. (2008 und 1993) sowie Kumbhakar und 
Lovell (2003) zu empfehlen. Darüber hinaus finden sich in der wissenschaftlichen Literatur zahlreiche Fachar-
tikel, in denen die vorgestellten Methoden angewandt und weiterentwickelt werden.  
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vom vorherrschenden Stand der Technik ab (vgl. Coelli et al. 2005, S. 3). In Abbildung 1 ist 




























Abb. 1: Produktivität, technische Effizienz und Skaleneffizienz  
 
Beobachtete Input-Output-Kombinationen oberhalb der Funktion sind bei gegebener Techno-
logie nicht realisierbar, weswegen die Funktion auch als Randfunktion oder Produktionsgren-
ze bezeichnet wird. Alle Beobachtungspunkte
3 entlang der Funktion, beispielsweise B oder C, 
repräsentieren diejenigen Kombinationen, die technisch effizient sind: Bei gegebener Input-
menge wird die maximale Outputmenge erreicht, oder anders ausgedrückt, bei gegebener 
Outputmenge wird die minimal benötigte Inputmenge eingesetzt.
4 Alle Input-Output-
Kombinationen unterhalb der Produktionsgrenze gelten als technisch ineffizient. Beispiels-
weise könnte ausgehend vom Punkt A der Produktionsprozess so geändert werden, dass die 
Outputmenge bei gleichbleibender Inputmenge x1 von yA auf yB gesteigert wird. Dies würde 
sowohl die Effizienz als auch die Produktivität, das heißt den Quotienten aus y und x, erhö-
hen. 
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  Zur vereinfachten Darstellung beziehen sich die im Folgenden graphisch dargestellten Produktionsfunktionen 
immer nur auf einen Ein-Input/ein-Output-Fall. 
3
 Da die in den Graphiken eingezeichneten Punkte die Beobachtung von Firmendaten darstellen, werden im 
Folgenden die Begriffe Punkt, Beobachtung und Firma synonym verwandt. 
4
  Ersteres stellt eine outputorientierte Sichtweise der Effizienzmessung dar, während Letzteres einer inputorien-
tierten Sichtweise folgt. Zur Vereinfachung der Darstellung beziehen sich die folgenden Erläuterungen aus-
schließlich auf eine outputorientierte Sichtweise der Effizienzmessung.  
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Um die durch B und C dargestellten Input-Output-Kombinationen hinsichtlich ihrer Pro-
duktivität miteinander zu vergleichen, wird durch beide Punkte jeweils ein Ursprungsstrahl 
gelegt. Die Steigung jeden Strahls gibt den Quotienten aus Output- und Inputmenge und somit 
die Produktivität an. Es wird deutlich, dass die Produktivität in C größer ist als die in B, ob-
wohl beide Punkte einen technisch effizienten Produktionsprozess repräsentieren. Dieser Un-
terschied in der Produktivität hängt von der Skaleneffizienz ab, welche wiederum von der 
Firmengröße bestimmt wird. Die maximale Produktivität wird in Punkt C erreicht, bei dem 
der Strahl aus dem Ursprung eine Tangente zur gegebenen Produktionsfunktion ist. Da alle 
Punkte links von C steigende und alle Punkte rechts von C fallende Skalenerträge aufweisen, 
wird der Punkt C als skaleneffizient bezeichnet. Im Vergleich dazu ist B skalenineffizient. Im 
Zeitverlauf kann ein Unternehmen somit seine Produktivität sowohl durch eine Verbesserung 
der technischen Effizienz als auch der Skaleneffizienz erhöhen. 
Eine dritte Größe, durch die die Produktivität eines Unternehmens über die Zeit gesteigert 
werden kann, ist der technische Fortschritt. In Abbildung 2 resultiert dieser in der höheren 
Produktionsfunktion F
t+1(x), bei der für jede gegebene Inputmenge die Outputmenge höher ist 
als bei der Produktionsfunktion F
t(x). Beispielsweise wird durch die verbesserte Technologie 
im skaleneffizienten Punkt C
t+1 eine höhere Outputmenge bei niedrigerer Inputmenge im 
Vergleich zum Punkt C
t erreicht, was zu einer höheren Produktivität führt (vgl. zusammenfas-
send Cantner et al. 2007, S. 6-15). Somit hängt die Entwicklung der Produktivität einer Firma 
über die Zeit von der Veränderung der technischen Effizienz, der Veränderung der Skalenef-




























Abb. 2: Produktivität und technischer Fortschritt  
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Stehen zusätzlich zu physischen Input- und Outputdaten auch monetäre Daten in Form von 
Inputpreisen zur Verfügung, können neben der technischen Effizienz auch die allokative und 
die Kosteneffizienz berechnet werden. Allokative Effizienz hinsichtlich der Inputs liegt vor, 
wenn derjenige Inputmix gewählt wird, mit dem eine gegebene Outputmenge zu minimalen 
Kosten hergestellt werden kann. Sie stellt somit bei einer monetären Betrachtung der Effi-
zienz ein weiteres Element der Produktivität beziehungsweise der Produktivitätsentwicklung 
über die Zeit dar. Die Kosteneffizienz ist das Produkt aus technischer und allokativer Effi-
zienz; sie beschreibt generell die Produktion einer bestimmten Outputmenge zu minimalen 
Kosten unter Berücksichtigung eines effizienten Produktionsprozesses und eines effizienten 
Inputmixes. Allokative und Kosteneffizienz hängen beide vom gegebenen Faktorpreisverhält-
nis ab (vgl. Cantner et al. 2007, S. 10). 
 
3  Verfahren der Effizienzmessung 
Im Folgenden werden Methoden zur relativen Effizienz- beziehungsweise Produktivitätsmes-
sung vorgestellt, die sich insbesondere hinsichtlich der Interpretation der Ergebnisse unter-
scheiden und je nach Art der zur Verfügung stehenden Daten angewandt werden können.
5 In 
Abschnitt 3.1 wird zunächst die Effizienzmessung anhand von einfachen Kennzahlen und 
anschließend von daraus weiterentwickelten komplexeren Indizes vorgestellt. In den Ab-
schnitten 3.2 und 3.3 folgt dann eine Erläuterung der Verfahren, bei denen Produktionsfunkti-
onen bestimmt werden, um einen Vergleich zwischen effizienten und relativ ineffizienten 
Beobachtungen ziehen zu können.  
In Abschnitt 3.2 werden nicht parametrische Methoden vorgestellt, für die a priori keine funk-
tionale Form für die Produktionsfunktion angenommen und der Funktionsverlauf anhand der 
gegebenen Beobachtungen berechnet wird. Hierzu gehören die Data Envelopment Analysis 
(DEA) und die Free Disposable Hull (FDH) Methode. In Abgrenzung dazu werden bei den 
parametrischen Ansätzen Produktionsfunktionen anhand ökonometrischer Verfahren ge-
schätzt, wofür zunächst der funktionale Zusammenhang spezifiziert werden muss. Zu dieser 
Gruppe gehören die in Abschnitt 3.3 erläuterte Corrected Ordinary Least Squares (COLS) 
Methode und die Stochastic Frontier Analysis (SFA). Abbildung 3 stellt eine Übersicht der 
vorgestellten Verfahren dar. 
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 Die Darstellung der Verfahren erfolgt hier am Beispiel von Produktionsfunktionen zur Messung der techni-
schen Effizienz. Ebenso wäre es möglich, Kostenfunktionen zum Vergleich von technischer Effizienz, alloka-

















Abb. 3: Übersicht der vorgestellten Verfahren zur Effizienzmessung 
 
3.1 Kennzahlen 
Eine Methode, mit der die relative Effizienz beziehungsweise Produktivität von Firmen ge-
messen werden kann, ist der einfache Vergleich von betriebswirtschaftlichen Kennzahlen. 
Hierzu zählen zum Beispiel die Höhe der betrieblichen Personalaufwendungen, die produzier-
ten Stückzahlen oder die Betriebskosten pro verkaufter Einheit. Diese Kennzahlen ermögli-
chen es, im Hinblick auf bestimmte Gesichtspunkte Rankings innerhalb des untersuchten Da-
tensatzes zu erstellen. Hierbei können entweder nur Inputkennzahlen, nur Outputkennzahlen 
oder Verhältnisse von Input- und Outputkennzahlen berücksichtigt werden. Allerdings ist eine 
umfassende Effizienzanalyse nicht möglich, da sich je nach beobachtetem Kriterium die Ran-
kings unterscheiden und zu inkonsistenten Ergebnissen hinsichtlich einer Gesamtbewertung 
führen können (vgl. zusammenfassend Hammerschmidt 2006, S. 105 f.). Werden auf Basis 
verschiedener Kennzahlen Rankings erstellt und anschließend miteinander verglichen, wird 
eine solche Untersuchung bei großen Datensätzen darüber hinaus schnell unübersichtlich (vgl. 
Nyhan/Martin 1999). Weiterhin ist zu beachten, dass bei der Analyse von Input-Output-
Verhältnissen jeweils nur ein Input und ein Output betrachtet werden. Demzufolge können 
nur Aussagen hinsichtlich partieller Faktorproduktivitäten nicht aber der TFP bei Produkti-
onsprozessen mit multiplen In- und/oder Outputs getroffen werden (vgl. Gladen 2005, S. 
224). 
Eine Weiterentwicklung der einfachen Kennzahlenvergleiche ist die Effizienzmessung mit 
preisbasierten Kennzahlen, mit der auch die TFP berechnet werden kann (z. B. Fisher- oder 
Törnqvist-Indizes). Bei diesen Verfahren werden die Inputs und Outputs in Marktpreisen er- 
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fasst, womit implizit eine Gewichtung vorgenommen wird, die den Einfluss der einzelnen 
Faktoren im Produktionsprozess widerspiegeln. Hierdurch ist es möglich, für die Inputs und 
Outputs jeweils Indizes zu bilden und anschließend die TFP zu berechnen. Neben der Effi-
zienzmessung werden preisbasierte Kennzahlen auch genutzt, um Indizes für die Schätzung 
komplexerer Effizienzmessverfahren zu bilden (vgl. zusammenfassend Coelli et al. 2005, S. 
85 f.).  
Ein wesentlicher Nachteil der Effizienz- beziehungsweise Produktivitätsmessung anhand 
von preisbasierten Kennzahlen ist, dass die Veränderung der TFP nicht in einzelne Kompo-
nenten, wie zum Beispiel die technische Effizienz und den technischen Fortschritt, zerlegt 
werden kann (vgl. Coelli et al. 2003, S. 30). Stehen für eine Untersuchung Längsschnittdaten 
zur Verfügung, gehen bei diesen Verfahren daher wichtige Informationen verloren. Insbeson-
dere aus diesem Grund wird in der Literatur zur Effizienz- und Produktivitätsmessung auf die 
im Folgenden dargestellten mathematisch komplexeren Verfahren verwiesen (vgl. u. a. Gla-
den 2005, S. 225 und Nyhan/Martin 1999). 
 
3.2  Nicht parametrische Verfahren 
Ziel der nicht parametrischen Verfahren ist es, eine Randfunktion beziehungsweise Produkti-
onsgrenze zu bestimmen, auf der alle technisch effizienten Beobachtungen liegen. Für alle 
nicht auf der Funktion liegenden Beobachtungen wird anschließend der Abstand zur Funktion 
gemessen, der Auskunft über die relative Ineffizienz gibt. Bei diesen Verfahren handelt es 
sich um lineare Programmierungsmethoden, bei denen der Verlauf der Randfunktion anhand 
der Beobachtungen berechnet wird (vgl. Hammerschmidt 2006, S. 121 f.).  
Um das passende nicht parametrische Verfahren auszuwählen, muss a priori überprüft 
werden, ob für die zugrundeliegende Produktionstechnologie Konvexität angenommen wer-
den kann oder nicht. Während das Verfahren der FDH lediglich auf der Annahme der freien 
Verschwendbarkeit der In- und Outputs beruht, muss für die Anwendung der DEA zusätzlich 
die Konvexitätsannahme erfüllt sein.  
Freie Verschwendbarkeit der In- und Outputs liegt vor, wenn die gleiche Outputmenge 
auch mit einer höheren Inputmenge als der minimal notwendigen Menge beziehungsweise 
wenn mit der gleichen Inputmenge auch eine geringere Outputmenge als die maximal mögli-
che Menge produziert werden kann. Die Konvexitätsannahme dagegen ist erfüllt, wenn jede 
beliebige, anteilig aus den realen Beobachtungen gebildete, Input-Output-Kombination reali-
sierbar ist, das heißt, bei gegebener Technologie eine Produktionsmöglichkeit darstellt. Durch 
diese Annahme werden innerhalb der DEA neben effizienten realen Beobachtungen auch vir- 
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tuelle Referenzeinheiten, bestehend aus linearen Kombinationen effizienter realer Beobach-
tungen, als Vergleichsmaßstab zur Effizienzmessung zugelassen (vgl. zusammenfassend 
Hoffmann 2006, S. 26 f.).  
  Der Verlauf mithilfe der DEA bestimmten Randfunktion hängt davon ab, ob die Skalener-
träge der Produktion als konstant oder als variabel angenommen werden können. Bei konstan-
ten Skalenerträgen führt eine Erhöhung der Inputs um einen bestimmten Faktor zu einer Er-
höhung der Outputs um den gleichen Faktor, das heißt, der Funktionsverlauf ist linear. Die 
Lage einer solchen Funktion mit konstanten Skalenerträgen (Constant Returns to Scale, CRS) 
FCRS wird durch diejenige Beobachtung determiniert, deren zugehöriger Ursprungsstrahl die 
größte Steigung aufweist. In Abbildung 4 verläuft die Randfunktion FCRS beispielsweise 
durch den Punkt B, für den sich unter den gegebenen Beobachtungen die höchste Produktivi-
tät ergibt. Im Fall variabler Skalenerträge (Variable Returns to Scale, VRS) hingegen führt 
eine Erhöhung der Inputs um einen bestimmten Faktor je nach Skalenniveau zu einer Erhö-
hung der Outputs um einen niedrigeren oder einen höheren Faktor. Dies ist durch die Funkti-
on FVRS dargestellt, die somit stückweise linear verläuft (s. Abbildung 4). Da die DEA ein 
deterministisches Verfahren ist, welches keine stochastischen Komponenten berücksichtigt, 
wird jede Abweichung einer Beobachtung zur berechneten Funktion vollständig als Ineffi-
zienz interpretiert. Im Punkt C in Abbildung 4 wäre es beispielsweise möglich, bei gleicher 
eingesetzter Menge an Inputs das Outputniveau an dasjenige von Beobachtung D anzuglei-
chen. Da diese auf der Randfunktion liegt, gilt sie als technisch effizient. Auch die Beobach-
tung E kann ihren Output bis zur Produktionsgrenze FVRS steigern, allerdings gibt es keine 
reale Beobachtung, die denselben Inputeinsatz wie E aufweist. Als Vergleichsmaßstab dient 
nun ein virtueller Referenzpunkt, der auf der Strecke DF  liegt. 
Die Abweichung der Beobachtungen zur Randfunktion FVRS gibt Aufschluss über die 
technische Effizienz, nicht jedoch über die Skaleneffizienz. Wenn eine Produktion mit nicht 
konstanten Skalenerträgen vorliegt, deren Menge an beobachteten Input-Output-
Kombinationen durch die Randfunktion FVRS begrenzt wird, kann die Skaleneffizienz mithilfe 
der Funktion FCRS bestimmt werden. Für den Punkt C entspricht die technische Ineffizienz der 
Strecke  CD. Im Fall von konstanten Skalenerträgen könnte sogar eine Input-Output-
Kombination entlang von FCRS realisiert werden. Der Abstand zwischen beiden Funktionen 
kann somit als Skalenineffizienz interpretiert werden (vgl. zusammenfassend Coelli et al. 







































Abb. 4: DEA-Produktionsfunktionen mit VRS und CRS (Quelle: vgl. Coelli et al. 2003, S. 16). 
 
Ein wesentlicher Nachteil der DEA ist die auf der neoklassischen Produktionstheorie be-
ruhenden Konvexitätsannahme, welche sowohl die beliebige Teilbarkeit der In- und Outputs 
als auch eine bestimmte Ausprägung der Skalenerträge in Abhängigkeit der Firmengröße 
impliziert (vgl. Bogetoft et al. 2000 und Cantner 2007, S. 117). Dies hat zur Folge, dass die 
Modellierung einer Vielzahl theoretisch denkbarer Produktionstechnologien, zum Beispiel 
eine Technologie mit stetig steigenden Skalenerträgen, von vornherein ausgeschlossen ist. In 
diesem Fall kann zur Bestimmung der Effizienz die weniger restriktive FDH-Methode ver-
wandt werden.  
Bei diesem Verfahren sind als Referenzeinheiten auf der Randfunktion ausschließlich real 
beobachtete Input-Output-Kombinationen zulässig; es werden keine virtuellen Referenzein-
heiten gebildet (vgl. DeBorger et al. 1994). Als Eckpunkte für die Berechnung der FDH-
Funktion werden alle Beobachtungen berücksichtigt, die bei gegebenen Inputs den höchsten 
Output realisieren und gleichzeitig bei gegebenem Output am wenigsten Inputs einsetzen (vgl. 
Thanassoulis et al. 2008, S. 257). Daher ist, wie in Abbildung 5 dargestellt, der Verlauf einer 
FDH-Randfunktion stufenförmig. Im Vergleich zur DEA wird nun die Ineffizienz der Beo-
bachtung E nicht mehr mithilfe einer virtuellen Referenzeinheit auf der Strecke DF  be-
stimmt, sondern bei einer outputorientierten Sichtweise mithilfe der Beobachtung D. Bei glei-
cher eingesetzter Menge an Inputs könnte die Beobachtung E ihren Output auf das Niveau der 
Beobachtung D steigern. Die mögliche Outputsteigerung entspricht der Strecke  ' ED . Hier 
wird ein erstes Problem der FDH-Methode deutlich: Obwohl der Punkt D' im Vergleich zum 
Punkt D mehr Inputs für die Produktion des gleichen Outputs benötigt, wird er bei einer out- 
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putorientierten Sichtweise als effizient angesehen und als Vergleichsmaßstab verwendet. Bei 
einer inputorientierten Sichtweise dagegen würde eine Firma, die in Punkt D' produziert, als 
ineffizient ausgewiesen werden. Im Gegensatz zur DEA erlaubt die FDH-Methode somit eine 
Verwendung von Einheiten als Vergleichsmaßstab, die selbst von anderen Einheiten domi-
niert werden (vgl. Hammerschmidt 2006, S. 132).  
Ein weiterer Unterschied zur DEA ergibt sich in der Höhe der ausgewiesenen Ineffizienz- 
beziehungsweise Effizienzwerte. Hierbei gilt, dass für eine bestimmte Beobachtung der FDH-
Effizienzwert immer gleich oder höher als der entsprechende DEA-Effizienzwert ist. Insbe-
sondere bei kleinen Beobachtungsgruppen führt der Mangel an realen Referenzeinheiten dazu, 
dass eine Vielzahl an Beobachtungen als vollkommen effizient ausgewiesen wird. Ein aussa-





































Abb. 5: FDH- und DEA-Produktionsfunktion mit VRS (Quelle: vgl. Tulkens 1993). 
  
Gemeinsame Probleme beider Verfahren in ihrer klassischen Form liegen in der Nichtberück-
sichtigung möglicher Zufalls- und Umfeldeinflüsse, der Empfindlichkeit gegenüber extremen 
Beobachtungen sowie dem Fehlen von statistischen Schlussfolgerungsmöglichkeiten. Es exis-
tiert jedoch eine Vielzahl von Weiterentwicklungen beider Verfahren, die diese Mängel be-
rücksichtigen. So können beispielsweise mithilfe von Bootstrapping-Verfahren, das heißt der 
wiederholten Zufallsziehung von Stichproben aus immer derselben Grundgesamtheit, statisti-
schen Eigenschaften der Effizienzwerte ermittelt und somit Verzerrungen der Werte korri-
giert, Konfidenzintervalle berechnet sowie Hypothesen getestet werden (vgl. Simar/Wilson 
2000). Darüber hinaus stehen parametrische und semi-parametrische Methoden, wie die "or- 
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der-m frontier", die "order-α quantile frontier" oder die stochastische DEA und die stochasti-
sche FDH, zur Verfügung, die eine Berücksichtigung von Zufalls- und Umfeldeinflüssen so-
wie von extremen Beobachtungen bei der Effizienzmessung ermöglichen (vgl. u. a. Cazals et 
al. 2002; Aragon et al. 2005; Daouia/Simar 2007; Simar 2007 und Simar/Zelenyuk 2008).  
 
3.3 Parametrische  Verfahren 
Im Gegensatz zu den nicht-parametrischen Verfahren werden bei den parametrischen Mess-
methoden die Produktionsfunktionen nicht anhand der Beobachtungen berechnet, sondern 
ökonometrisch geschätzt. Daher ist es notwendig, vorab eine funktionale Form für die Funkti-
on zu spezifizieren, wodurch implizit Annahmen über die im Produktionsprozess eingesetzte 
Technologie getroffen werden (vgl. Jamasb/Pollitt 2003). Üblicherweise werden lineare 
Funktionen, Cobb-Douglas-, CES- oder Translog-Funktionen verwandt, um den funktionalen 
Zusammenhang zwischen Inputs und den daraus produzierten Outputs zu beschreiben (vgl. 
Hammerschmidt 2006, S. 110).  
Eine weitverbreitete Methode, um Produktionsfunktionen zu schätzen, ist die Kleinste-
Quadrate- oder OLS- (Ordinary Least Squares) Methode. Bei diesem Verfahren wird eine 
Produktionsfunktion geschätzt, indem die quadrierten Abweichungen der Beobachtungspunk-
te von der Funktion minimiert werden. Hierdurch ergibt sich eine für alle Beobachtungen 
durchschnittliche Produktionsfunktion, die Abweichungen sowohl nach oben als auch nach 
unten zulässt. In Abbildung 6 ist eine geschätzte Regressionsfunktion als FOLS dargestellt. Im 
Hinblick auf die realisierten Input-Output-Kombinationen gelten alle Beobachtungen entlang 
oder oberhalb von FOLS als effizient, für alle Punkte unterhalb der Funktion wird hingegen 
eine ineffiziente Produktion angenommen. Dies widerspricht jedoch der eigentlichen Interpre-
tation der Abweichungen von der Durchschnittsfunktion (Residuen) als normalverteilte sto-
chastische Schwankungen (vgl. Hammerschmidt 2006, S. 111). Somit ist es nicht möglich, 
anhand von OLS-Schätzern einerseits Best-Practice-Beobachtungen durchzuführen und ande-
rerseits systematische Ineffizienzen aufzudecken. 
Eine Weiterentwicklung der OLS-Regression ist das COLS-Verfahren. Dieses lässt Ab-
weichungen von der geschätzten Funktion nur nach unten zu und stellt somit in Abgrenzung 
zur durchschnittlichen Produktionsfunktion eine Randproduktionsfunktion oder Produktions-
grenze dar. Korrigiert wird dabei eine mithilfe des OLS-Verfahrens geschätzte Funktion, in-
dem sie um den höchsten positiven Residuenwert nach oben verschoben wird (vgl. Ja-
masb/Pollitt 2003). Für den zu schätzenden Achsenabschnitt 
*
0 ˆ β  gilt somit  
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{} i u ˆ max ˆ ˆ
0
*
0 + = β β , wobei  i u ˆ  die geschätzten OLS-Residuen sind (Kumbhakar/Lovell 2003, 
S. 70). In Abbildung 3 ist eine solche Funktion FCOLS dargestellt. Diese verläuft durch den 
Punkt A, der ausgehend von FOLS die Beobachtung mit dem größten positiven Residuenwert 
ist und die Best-Practice-Referenz darstellt. Die Abstände der Beobachtungen zur Produkti-
onsgrenze werden vollständig als Ineffizienzen interpretiert. Beispielsweise könnte ausgehend 
von Punkt B der Produktionsprozess so geändert werden, dass der Output von Beobachtung A 
erreicht wird. Die Strecke  AB  entspricht somit der Ineffizienz von B (
COLS
b u ). Da keine sto-
chastischen Einflüsse berücksichtigt werden, wird die Funktion als deterministisch bezeichnet 
(vgl. Hammerschmidt 2006, S. 114). Daraus folgt, dass bei der COLS-Methode die Ineffi-
zienzen tendenziell überschätzt werden und sie empfindlich gegenüber Extremwerten ist (vgl. 
Aigner et al. 1977). Kumbhakar und Lovell (2003, vgl. S. 70 f.) kritisieren darüber hinaus, 
dass die geschätzte Produktionsgrenze immer eine Parallele der anhand der OLS Methode 
geschätzten Durchschnittsproduktionsfunktion ist, da diese nach oben verschoben wird. Dies 
impliziert jedoch, dass der Produktionsprozess von effizient produzierenden Firmen entlang 
der Produktionsgrenze der gleiche ist wie von allen ineffizient produzierenden Firmen unter-










































































Abb. 6: Gegenüberstellung von OLS-, COLS- und SFA-Produktionsfunktionen (Quelle: i.A.a. Jamasb/Pollitt 
2003). 
 
Ein weiteres parametrisches Verfahren, das weniger sensitiv auf Extremwerte reagiert, ist die 
SFA. Auch dieses Verfahren schätzt eine Produktionsgrenze, die durch eine oder mehrere  
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Firmen, deren Input-Output-Kombination als effizient gelten, determiniert wird. Im Unter-
schied zur deterministischen COLS-Methode werden die Abweichungen der beobachteten 
Input-Output-Kombinationen zur Produktionsgrenze jedoch nicht unbedingt vollständig als 
Ineffizienz interpretiert, sondern berücksichtigen auch Zufallseinflüsse, weshalb die geschätz-
te Funktion als stochastisch bezeichnet wird. Dies können z. B. kurzfristige Preisschocks auf 
Rohstoffmärkten oder unvorhersehbare Wetterbedingungen sein, die sich auf das Outputni-
veau auswirken. Für den Störterm  i ε  der Schätzgleichung  ( ) i i i x f y ε β + = , , mit  n i ,..., 1 =  
Beobachtungen, gilt daher  i i i u v − = ε , wobei  i v  den stochastischen Einfluss und  i u  die Inef-
fizienz widerspiegelt. Für die stochastische Abweichung wird angenommen, dass sie zweisei-
tig unbeschränkt und normalverteilt ist, das heißt  i v  kann sowohl positive als auch negative 
Werte annehmen. In Abbildung 6 wird für die Beobachtung A ein positiver stochastischer 
Einfluss (
SFA
a v ) geschätzt, der den für den angenommenen funktionalen Zusammenhang un-
erwartet hohen Output im Verhältnis zu den eingesetzten Inputs erklärt. Dieser zufällige Ein-
fluss führt dazu, dass die geschätzte Produktionsgrenze FSFA unterhalb von A liegt. Da sie 
dennoch unter allen Beobachtungen diejenige mit dem höchsten Outputniveau ist, wird sie als 
Best-Practice-Fall festgelegt und hat somit einen Ineffizienzwert 
SFA
a u  von 0. Es wird deut-
lich, dass der SFA-Schätzer weniger sensitiv gegenüber Extremwerten ist. Für die Beobach-
tung B wird ein negativer stochastischer Einfluss (
SFA
b v ) geschätzt. Der Abstand zwischen der 
Beobachtung und der geschätzten Produktionsgrenze wird nun nicht mehr vollständig als In-
effizienz interpretiert, sondern berücksichtigt die Zufallsschwankung, sodass nur die Diffe-
renz 
SFA
b u  als Ineffizienz gewertet wird. Da für  i u  nur negative Abweichungen von der Pro-
duktionsgrenze möglich sind, wird für diesen Parameter eine Halb-Normalverteilung ange-
nommen (vgl. zusammenfassend Hammerschmidt 2006, S. 115-117). Wie auch bei der 
COLS-Methode können für die Schätzung der SFA-Produktionsgrenze verschiedene funktio-
nale Zusammenhänge angenommen werden. Diese werden in der Regel mit der Maximum 
Likelihood-Methode geschätzt, bei der die Koeffizienten (β ) der Schätzgleichung so be-
stimmt werden, dass die Wahrscheinlichkeit, die tatsächlich beobachteten Daten zu erhalten, 
maximiert wird (vgl. Kumbhakar/Lovell 2003, S. 102 und Backhaus et al. 2006, S. 436). Wie 
auch bei der COLS-Regression ermöglicht die SFA die Schätzung einer Produktionsgrenze, 
bei der mehrere Inputs und Outputs gleichzeitig berücksichtigt werden. Anstatt einer Produk-
tionsfunktion wird in diesem Fall eine Distanzfunktion geschätzt (vgl. Coelli et al. 2003, 
S. 12).   
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4  Vergleich der Verfahren 
Der in Abschnitt 3.1 beschriebene Ansatz zum Effizienzvergleich anhand von preisbasierten 
Kennzahlen hat gegenüber anderen Methoden den Vorteil, dass er relativ leicht zu berechnen 
ist und schon für zwei Beobachtungen Vergleiche durchgeführt werden können. Ein wesentli-
cher Nachteil ist jedoch, dass sowohl Preis- als auch Mengendaten für die eingesetzten Inputs 
und produzierten Outputs benötigt werden, um die Indizes zu berechnen (vgl. Coelli et al. 
2005, S. 313). 
Bei den Verfahren, bei denen zur Effizienzmessung eine Randfunktion beziehungsweise. 
Produktionsgrenze bestimmt wird, reicht es, Daten über die Mengen von Inputs und Outputs 
zur Verfügung zu haben. Innerhalb der Gruppe der nicht-parametrischen Verfahren werden 
im Gegensatz zur DEA bei der FDH-Methode aufgrund der Nichtkonvexität der Randfunkti-
on nur beobachtete und keine virtuellen Punkte berücksichtigt. Hierdurch kann die sehr re-
striktive Annahme unendlicher Teilbarkeit von Inputs und Outputs, wie bei der DEA, fallen 
gelassen werden. Allerdings erlaubt diese Vorgehensweise auch die Verwendung von Einhei-
ten als Vergleichsmaßstab, die selbst von anderen Einheiten dominiert werden (vgl. Hammer-
schmidt 2006, S. 132). Innerhalb der Gruppe der nicht parametrischen Verfahren weist die 
COLS gegenüber der SFA den Nachteil auf, dass sie deterministisch ist und somit keine sto-
chastischen Schwankungen berücksichtigt (vgl. Coelli et al. 2003, S. 23). 
Die am weitesten verbreiteten Methoden zur Effizienzmessung sind die DEA und die SFA 
(vgl. Hjalmarsson et al. 1996 und Coelli et al. 2003, S. 13). Daher werden die Vor- und 
Nachteile parametrischer und nicht parametrischer Verfahren im Folgenden anhand dieser 
beiden Methoden miteinander verglichen. Der große Vorteil der SFA gegenüber der DEA ist, 
dass sie stochastische Schwankungen berücksichtigt. Dies macht die Methode unempfindli-
cher gegenüber Extremwerten. Bei der DEA hingegen werden die Abstände zwischen der 
berechneten Randfunktion und den Beobachtungen vollständig als Ineffizienzen interpretiert, 
sodass diese tendenziell überschätzt werden. Somit stellt die SFA ein konservativeres Maß 
dar. 
Ein wesentlicher Nachteil der SFA besteht jedoch in der Notwendigkeit, einen funktiona-
len Zusammenhang für die zu schätzende Produktionsfunktion spezifizieren zu müssen (vgl. 
Coelli 2005, S. 312). Diese Einschränkung kann allerdings dadurch abgemildert werden, dass 
ein möglichst flexibler Funktionstyp, z. B. eine Translog-Funktion, gewählt wird, um den 
Zusammenhang zwischen Inputs und Outputs zu beschreiben (vgl. Kriese, 2008). Darüber 
hinaus müssen bei der SFA Annahmen über die Verteilung der Komponenten des Fehlerterms  
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i u  und  i v  getroffen werden, um die Funktion schätzen zu können, was die Flexibilität der 
Methode zusätzlich einschränkt. Gleichzeitig ermöglicht dies jedoch die formal statistische 
Überprüfung von Hypothesen und das Ausweisen von Konfidenzintervallen (vgl. Hjalmars-
son et al. 1996). Bei der DEA hingegen, deren Randfunktion linear programmiert wird, muss 
kein Funktionsverlauf vorgegeben werden, sodass das Risiko eines falsch spezifizierten Mo-
dells reduziert wird. 
Eine Weiterentwicklung beider Methoden, bei denen die Vorteile miteinander verbunden 
werden, sind die semi-parametrischen Methoden stochastische DEA beziehungsweise. sto-
chastische FDH. Darüber hinaus gibt es parametrische Verfahren, bei denen die funktionalen 
Annahmen über die Komponenten des Fehlerterms  i u  und  i v  gelockert werden (vgl. Greene 
2008, S. 136). Die Gemeinsamkeiten und wesentlichen Unterschiede beider Methoden sind in 
Tabelle 1 zusammengefasst dargestellt. 
 
Aspekt DEA  SFA 
Anzahl Inputs/Outputs  Mehrere Inputs/Outputs Mehrere  Inputs/Outputs 
Bestimmung der Funktion  Lineare Programmierung Ökonometrische  Schätzung 
Berücksichtigung sto-
chastischer Schwankungen  
Nein (deterministisch)  Ja (stochastisch) 
Funktionale Spezifizierung 
notwendig 
Nein (nicht parametrisch)  Ja (parametrisch) 
Zerlegung der Verände-
rung der TFP in einzelne 
Komponenten möglich 
Ja Ja 
Benötigte Daten  Mengen der Inputs und Out-
puts
a 
Mengen der Inputs und Out-
puts
a 
a Zur Bestimmung von allokativer Effizienz und Kosteneffizienz werden zusätzlich Inputpreise benötigt. 
Tab. 1: Vergleich der DEA mit der SFA 
 
Insgesamt kann festgestellt werden, dass die Wahl zwischen DEA und SFA als adäquate Me-
thode zur Effizienzmessung immer mit einem Tradeoff verbunden ist. Dabei hängt die Ent-
scheidung unter anderem von der konkreten Fragestellung, den zur Verfügung stehenden Da-
ten und dem gegebenen Produktionsprozess ab (vgl. Hjalmarsson et al. 1996). 
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5  Fazit und Ausblick 
Im Rahmen dieses Aufsatzes wurde ein Überblick über die gängigsten Methoden der Effi-
zienzmessung gegeben. Dabei wurden insbesondere die methodischen Vor- und Nachteile 
beleuchtet: Effizienzvergleiche anhand von Preisindizes sind relativ einfach durchzuführen, 
lassen jedoch keine genauere Analyse der einzelnen Produktivitätstreiber zu. Die nicht para-
metrischen Verfahren zeichnen sich durch ihre große Flexibilität aus, da kein funktionaler 
Zusammenhang für die Produktion angenommen werden muss. Allerdings erlauben diese 
Verfahren in ihrer klassischen Form keine statistischen Rückschlüssen und keine Berücksich-
tigung von Zufallseinflüssen. Im Gegensatz dazu bedarf es bei den parametrischen Verfahren 
a priori einer einschränkenden funktionalen Spezifizierung. Dies ermöglicht es, die Ergebnis-
se formal statistisch zu überprüfen und stochastische Einflüsse zu berücksichtigen. 
Bei den vorgestellten Methoden wurden alle Abweichungen von der bestimmten Rand-
funktion einem ineffizienten Produktionsprozess und bei stochastischen Modellen teilweise 
Zufallseinflüssen zugeschrieben. Dies impliziert jedoch, dass alle für die Effizienzbestim-
mung relevanten Eigenschaften der Untersuchungseinheiten beobachtet und im Modell be-
rücksichtigt werden können (vgl. Kriese 2008). In neueren Modellen, die für Paneldaten an-
wendbar sind, wird davon ausgegangen, dass Abweichungen zudem durch unbeobachtete 
Eigenschaften, so genannte unbeobachtete Heterogenität, der Untersuchungseinheiten zustan-
de kommen können (vgl. Greene 2005a und 2005b). Hierbei besteht jedoch die Gefahr, dass 
eine über die Zeit konstant ineffiziente Produktion nicht mehr als solche erkannt wird. Die 
Ineffizienz dieser Modelle wird somit tendenziell unterschätzt. Im Gegensatz dazu überschät-
zen Modelle, die keine unbeobachtbare Heterogenität berücksichtigen, die Ineffizienz, weil 
hierdurch verursachte Abweichungen von der Randfunktion als Ineffizienz aufgefasst werden. 
Da beide Modelltypen Verzerrungen hinsichtlich der tatsächlichen Ineffizienz aufweisen, 
können die Ergebnisse als Unter- beziehungsweise Obergrenze genutzt werden, um ein Ineffi-
zienzintervall zu bilden (vgl. Kriese, 2008). Solche Intervalle geben Aufschluss über das Po-
tenzial von Unternehmen, die Effizienz im Produktionsprozess zu steigern, während der Ein-
fluss von Messfehlern reduziert wird. Zusammenfassend kann fest gehalten werden, dass die 
Effizienzmessmethoden hinsichtlich der betriebswirtschaftlichen und volkswirtschaftlichen 
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