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Abstract 
One of the most challenges that face machine learning is handwritten recognition, especially Arabic 
scripts, because many styles found for Arabic font. In this paper, an investigation model is proposed to make 
recognition for Arabic handwritten scripts utilizing Convolutional Neural Network (CNN), with multi layers 
of Normalization and Regularization to reduce training time and increase overall accuracy, with validation 
accuracy 98% for Kaggle dataset for Arabic handwritten characters and digits  using Python. 
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Introduction 
The Arabic content is the composition framework utilized for composing Arabic and 
a few different dialects of Africa and Asia, for example, Kurdish, Persian, Sindhi, 
Azerbaijani, Pashto, Urdu, Lurish, Mandink and many other until the sixteenth century, 
also Arabic was depending to write some texts. in Spanish. Additionally, before, Arabic 
characters were the official writing system in Turkish. It is the second most broadly used 
writing system over the world by many countries using it and the third by the count number 
of speaking user, after Latin language and Chinese language.[1,2] 
The handwritten automated recognition of text on scanned images has enabled many 
applications such as finding for words in large volumes of documents, convenient editing 
of previously printed documents and automatic sorting of postal mail [3]. 
Numerous Algorithms intended to perceive manually written letters are less fruitful than 
printed letters, primarily because of the decent variety in transcribed style and structures of 
character. Arabic character acknowledgment is a significant issue, since it is a stage that 
might be required in all testing Arabic word or sentence acknowledgment issue [4]. 
Character segmentation means to isolate the word into many characters is another difficult 
issue. The character acknowledgment issue is identified with the easier issue of Arabic 
numeral acknowledgment which has as of late achieved extraordinary outcomes [5].  
Many previous studies intended to present different approaches on Arabic handwrit ten 
characters recognition using Deep learning. Initially, in [6] the author presented a novel 
method based on deep neural networks. The Convolutional neural network model is 
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evaluated for its performance using the database that contains 132,500 datasets of 
handwritten Amharic characters. Common handwritten recognition systems using machine 
learning use a combination of both feature extractors and classifiers. Currently, the use of 
deep learning techniques shows promising improvements for machine learning based 
classification tasks.  
Mr. Khaled in [7] utilized convolutional neural system (CNN) models with 
regularization parameters to anticipate overfitting and connected the Deep CNN system 
with the AIA9k dataset and the (AHCD) dataset. The characterization accuracy according 
to the couple previous mentioned datasets were 94.8 % and 97.6 %, separately. While in 
2017 the authors of [8] proposed Alphanumeric Visual Geometry Group (VGG) net for 
Arabic manually written alphanumeric character acknowledgment. Alphanumeric VGG 
net is developed by approximately thirteen convolutional complex layers, two layers of 
max-pooling, and three layers which are completely associated each other. have 
accomplished promising outcomes, with an approval precision of 99.66. % for the ADBase 
database and 97.32. % for the HACDB database. 
In [9] proposed paper and transcribed an Arabic digit acknowledgment approach that 
works in two stages. To start with, they utilized the RBM, which is a profound learning 
strategy that can remove exceptionally helpful highlights from crude information, and 
which has been used in a few grouping issues as an element extraction system in the 
element extraction stage. At that point, the removed highlights are sustained to an effective 
CNN engineering together with a profound directed learning design for the preparation and 
testing process. In the investigation, we utilized the CMATERDB 3.3.1 Arabic transcribed 
character dataset for preparing and testing the proposed technique. Test results demonstrate 
that the suggested technique altogether improves the exactness rate, with precision 
achieving 98.59 %. 
Different strategies proposed and great acknowledgment rates are accounted for 
handwritten recognition. In this research I shall focus on the recognition part of handwrit ten 
Arabic digits and letters recognition that face a few difficulties, incorporating the boundless 
variety in human penmanship and the enormous open databases. 
In this paper CNN is used which performs better with images classification problems as 
they can successfully boil down a given image into a highly abstracted representation 
through the layer filters which make the prediction process more accurate. 
 
Model 
The proposed system uses subsampling or as known “Pooling... layer” for reducing 
the dimensionality of every filtered image, at the same time keeps the most interested 
features in the previous layer. The output image will have the same number of images with 
fewer pixels for representation each one. This is likewise extremely helpful in overseeing 
the training load. However, Pooling is discussed that max -pooling is able to be excessive 
and let convolutional layer to be replaced with increased stride without loss in accuracy 
with maximized stride without loss in accuracy [10,11]. 
Dropout. layers are utilized in CNN systems with the objective of diminishing 
overfitting. This layer "Dropout" an irregular arrangement of neurons inside this layer by 
configuring their initiation value to zero. It ensures that the system able to do sum up to 
test information by getting loads that are coldhearted toward preparing tests. Dropout is 
utilized during preparing with various rates of all out number of neurons in each layer [12]. 
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Implementation 
Figure (1), The following workflow highlights the software implementation with 
main libraries based on Python3. 
 
 
Figure (1) Software Implementation 
 
 
Step One: Basically, this model trains and tests using Kaggle dataset for Arabic 
handwritten letters and digits which available in [13,14]. 
 
Step Two: The program starts with importing main important libraries to be used in model 
like: 
- NumPy: It gives a superior multidimensional cluster and fundamental instruments 
to register with and control these exhibits. 
- Pandas: It offers information structures and activities for controlling numerica l 
tables and time arrangement. 
- CSV: It makes reading CSV files is possible in pandas. It is highly recommended 
when have a lot of data to analyze.  
- PIL:  It adds support for opening, manipulating, and saving many different image 
file formats. 
- Matplotlib: It is a plotting library for the Python programming language and its 
numerical mathematics extension NumPy. 
 
Step Three: After preparing the dataset and needed libraries, the training can be done using 
predefined CSV file which consists from digits and letters, as shown in Figure (2). 
 
 
Figure (2) Trained Letters and digits output 
Journal of University of Babylon for Pure and Applied Sciences, Vol. (27), No. (6): 2019 
 
362 
 
Step Four: Rescale the images that represented in CSV by dividing every pixel value in 
the image by 255 to make them in range [0, 1] using code in Figure (3) 
 
Figure (3) Scaling dataset using dividing by 255 
 
Step Five: Make training the scaled letters (13440X4096) and digits (60000X4096), Figure 
(4) denoted the output training  
 
 
 
 
 
 
 
 
Figure(4) Output training image after scaling 
 
Step Six: This step is very complex and consists from many operations, in short, many 
layers cooperated to perform high accuracy in less time, Figure (5) shows the model 
summary, and next section highlights the layers specification in details. 
 
Journal of University of Babylon for Pure and Applied Sciences, Vol. (27), No. (6): 2019 
 
363 
 
 
  
Figure (5) Model summary 
 
 
Layers Specification 
 A convolutional layer is the first hidden layer. Which it has 16 maps of different 
features with the 3X3 size and an activation function which is relu. This is called 
the input layer. 
 The second layer is Normalization which solves having distributions of the 
features vary across the training and test data, which breaks the IID assumption.  
 The third layer is the MaxPooling layer. MaxPooling layer is used to down sample 
the input in order to enable the proposed model to make supposition about the 
features that leading to reduce overfitting. It also reduces the parameters to learn 
and reducing the time of training. 
 A Regularization layer is the next layer that used Dropout. It is designed to 
arbitrarily reject 20% of neurons in the layer so as to lessen overfitting. 
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 Another hidden layer with 32 feature maps with the size of 3×3 and a relu 
activation function to capture more features from the image. 
 Other hidden layers with 64 and 128 feature maps with the size of 3×3 and a relu 
activation function to capture complex patterns from the image which will decribe 
the digits and letters later. 
 More MaxPooling, Normalization, Regularization and GlobalAveragePooling2D 
layers. 
 The last layer is the output layer with 10 neurons (number of output classes) and it 
uses softmax activation function. Figure (6) shows the main layers of model. 
 
Figure (6) Main layers of suggested model 
Dataset 
Arabic digits and characters that used to make training and test in this paper is 
originates from Kaggle kernels, the datasets are CSV files representing the image pixels 
values and their corresponding label.  
Arabic Digits Dataset represents MADBase (modified Arabic handwritten digits 
database) which contains 60,000 training images, and 10,000 test images. MADBase was 
written by 700 writers. Each writer wrote each digit (from 0 -9) ten times. To ensure 
including different writing styles, the database was gathered from different institutions : 
Colleges of Engineering and Law, School of Medicine, the Open University (whose 
students span a wide range of ages), a high school, and a governmental institution [13,14], 
as shown in Figure (7). 
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Figure (7) Arabic Handwritten Digits 
 
Arabic Letters Dataset is made out of 16,800. handwritten letters composed by 
60 members, the range of age is between nineteen to fourteen years, and 90. % of 
members are righty hand. Every member composed all letters (from 'alef' to 'yeh') 
multiple times. These pictures have been examined at the goals of 300dpi. The dataset 
is parceled into couple sets, a preparation set of 13,440.  letters to 480. pictures for 
each class. and a test set of  3,360  characters to 120  pictures for each class, Figure (8) 
shows sample of Arabic letters dataset. 
 
 
Figure (8) Arabic Handwritten Letters 
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Convolutional Neural Network (CNN) 
The convolutional neural network system, or (CNN) for short,  is a specific sort of 
neural system model intended for handling with two dimensional picture information, in 
spite of the fact that they can be utilized with one-dimensional and three-dimensiona l 
information [15], Models incorporate time-arrangement information, which can be thought 
of as a 1-D matrix taking examples at customary time interims, and picture information, 
which can be thought of as a 2-D framework of pixels. Convolutional systems have been 
massively fruitful in commonsense applications. The name "convolutional neural system" 
demonstrates that the system utilizes a scientific activity which is known as convolution. 
[16] A convolution is a duplication activity of all pixels in the picture with each a 
motivation in the segment, which is thusly another lattice and after that summing the items. 
The key favorable position of utilizing the convolution task means creating numerous 
pictures from the first picture that improve various highlights removed from the first 
picture, which prompts making the order procedure all the more dominant [17].  
 
Conclusion 
Deep CNN is used to implement model with Normalization to help in two 
directions faster learning and higher accuracy.  In addition, Maxpooling layer was used 
to reduce overfitting, number of parameters to learn and training time, which help 
classify the Arabic handwritten images into digits and letters. The model tested on 
more than 13000 different characters and digits with all possible classes and got high 
accuracy of 98.86%.  
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ةصلاخلا 
 نم ديدعلا كانه  نلأ ، ةيبرعلا صوصنلا ةصاخو ، ديلا طخب ةباتكلا ىلع فرعتلا وه يللآا ملعتلا هجاوت يتلا تايدحتلا رثكأ دحا
 قيقحت جذومن حرتقُي ، ةقرولا هذه يف .يبرعلا طخلل ةباتكلا بيلاسأ ةيبصعلا ةكبشلا مادختساب ديلا طخب ةبوتكملا ةيبرعلا صوصنلا زييمتل
( ةيفيفلاتلاCNN) ققحت ةقد  ىلا لوصولا مت ، ةيلامجلإا ةقدلا ةدايزو بيردتلا تقو ليلقتل ميظنتلاو عيبطتلا نم ةددعتم تاقبط عم ،98  ٪
 تانايب ةعومجملKaggle  مادختساب ديلا طخب ةبوتكم ماقرأو فرحأ تمدختسا ثيح ةيبرعلا ةغللPython. 
ةلادلا تاملكلا : نوثيابلا ةغل ،يبرعلا طخلا ،قمعملا ميلعتلا ،ةيفيفلاتلا ةيبصعلا ةكبشلا. 
