Abstract-This paper considers a multiple-input-multipleoutput (MIMO) system with low-resolution analog-to-digital converters (ADCs). In this system, we propose a novel detection framework that performs data symbol detection without explicitly knowing channel state information at a receiver. The underlying idea of the proposed framework is to exploit supervised learning. Specifically, during channel training, the proposed approach sends a sequence of data symbols as pilots so that the receiver learns a nonlinear function that is determined by both a channel matrix and a quantization function of the ADCs. During data transmission, the receiver uses the learned nonlinear function to detect which data symbols were transmitted. In this context, we propose two blind detection methods to determine the nonlinear function from the training-data set. We also provide an analytical expression for the symbol-vector-error probability of the MIMO systems with one-bit ADCs when employing the proposed framework. Simulations demonstrate the performance improvement of the proposed framework compared to existing detection techniques.
I. INTRODUCTION
Future wireless systems (e.g. mmWave systems) are possible to provide communication links with Gbps data rates by using wide bandwidths. As the bandwidth of the system increases, the sampling rate of an analog-to-digital converter (ADC) should increase linearly with the bandwidth. Unfortunately, the higher sampling rate gives rise to the larger power consumption of the ADC, and it turns out that the power consumption scales linearly with both precision level and sampling rate [1] , [2] . Therefore, the use of the ADCs with a few-bit precision has been regarded as a cost-effective solution to reduce power consumption of devices that use high-speed ADCs. When low-resolution ADCs are used in communication systems, the characterization of the channel capacity is challenging, because a received signal is significantly distorted by nonlinear quantization operation at the ADCs. In a simple case in which one-bit ADCs are used in a single-inputsingle-output (SISO) system, the system capacity has been extensively analyzed [1] - [3] . For instance, it has shown in [3] that quadrature-phase-shift-keying (QPSK) modulation is optimal in an information-theoretical sense.
Recently, multiple-input-multiple-output (MIMO) systems with low-resolution ADCs have received great attentions because the spectral-efficiency limitation due to the quantization at the ADCs can be overcome by the use of multiple antennas [4] - [6] . When low-resolution ADCs are used in MIMO systems, however, the characterization of the channel capacity is much more complicated than in SISO systems, and the exact capacity expression is not known in general [4] . In addition to the capacity analysis, to realize the potential diversity and multiplexing gains of MIMO systems, numerous detection methods have also been proposed for the MIMO systems with the low-resolution ADCs [7] - [11] . For example, linear-detection methods have been developed for high-ordermodulation input signals when a least-squares (LS) method is used to estimate the MIMO channel [7] , and a near maximumlikelihood (ML) detector that uses a convex-optimization technique has been proposed for the MIMO systems that use onebit ADCs [11] .
Most existing MIMO detection techniques have been developed under the assumption of estimated or perfect channel state information at a receiver (CSIR), to perform coherent detection. In the MIMO system with the low-resolution ADCs, however, accurate CSIR cannot be readily obtained from pilot signals due to the coarse quantization that is applied when receiving signals. To resolve this problem, several channelestimation methods have been developed to improve the accuracy of CSIR [11] - [13] . The common problem of the methods is that they require a huge amount of the pilot signals. Furthermore, at high SNR, the mean-square error of the LS channel-estimation method degrades significantly [13] .
Blind MIMO communications have been studied by some researchers to provide the gains of MIMO systems, even when accurate CSIR is not available [14] - [18] . The capacity of blind MIMO communication systems with perfect (infinite precision) ADCs has been thoroughly analyzed on the basis of the Grassmanian manifold, where block-fading channels are assumed [14] . Data-detection techniques for blind MIMO communications have also been developed in [17] , [18] , but these techniques are only available for a particular type of modulation, e.g., space-shift-keying modulation [17] and phase-shift-keying (PSK) modulation [18] . The most relevant prior work that considers the use of low-resolution ADCs with the blind MIMO detection is a joint channel-and-data estimation method in [9] developed by using Bayesian inference theory. This method, however, has high implementation complexity, which may not be affordable in practical communication systems.
In this paper, we propose a novel blind detection frame-work for a MIMO system with low-resolution ADCs when explicit CSIR is not known to a receiver. The key idea of the proposed framework is to interpret a blind MIMO detection problem as a classification problem of supervised learning. The proposed framework consists of two phases: 1) The transmitter sends a sequence of data symbols so that the receiver learns a nonlinear function that describes inputoutput relations of the system, which is determined by both a channel matrix and a quantization function of the ADCs.
2) Using the learned nonlinear function, the receiver detects the transmitted data symbols. The proposed framework does not require an explicit channel-estimation process, and in the fist phase, pilot signals are substituted with data symbols, so this framework can be interpreted as a new type of a blind detection technique. Specifically, for the first phase, we introduce a channel-training method that learns an empirical conditional probability mass function (PMF) for each symbol vector. For the second phase, using this PMF, we develop two blind detection methods: Minimum-mean-distance detection (MCD) and minimum-center-distance detection (MCD) . We also analyze the symbol-vector-error probability for the MIMO systems that use one-bit ADCs and binary-phase-shift-keying (BPSK) modulation. Particularly, by regarding all possible received vectors as codewords of a nonlinear code, we derive the upper bound of the symbol-vector-error probability for a fixed channel matrix, which is characterized in terms of the minimum Hamming distance d min of the code. We evaluate the performance gains of the proposed blind detection techniques compared to existing detection techniques and show the validation of the analysis, by simulations.
II. SYSTEM MODEL
In this section, we present a system model for a MIMO system with low-resolution ADCs.
A transmitter equipped with N t transmit antennas intends to send N t independent data symbols to a receiver equipped with N r receive antennas, where
Nt be the data symbol vector sent by the transmitter at time slot n. The received signal vector r[n] ∈ C Nr at time slot n before the ADCs is
where H ∈ C Nr×Nt denotes a channel matrix, and
] is a noise vector in which the element are assumed to be circularly-symmetric complex Gaussian noise with zero mean and variance σ 2 , i.e.,
and is drawn from a constellation set X with constellation size M = |X |. For instance, X = {−1, +1} for BPSK modulation. The SNR of the considered system is defined as ρ = Nt σ 2 . We assume a block-fading channel in which the channel remains constant for T time slots. A transmission frame that consists of T time slots is divided into 1) a channel-training phase and 2) a data-transmission phase. The first T t time slots are allocated for the training phase, and the subsequent T d time slots are allocated for the data-transmission phase, i.e., T = T t +T d . In this paper, we assume that the transmitter does not have channel state information and, more importantly, that the receiver does not have explicit knowledge of H. Instead, the receiver learns the effective nonlinear channel function by sending a training sequence during the channel-training phase, as will be explained in Section IV-A.
Each antenna of the receiver is equipped with an RF chain followed by two low-resolution ADCs that are applied to real and imaginary parts of the received signal, respectively. Each ADC performs element-wise B-bit scalar quantization to the input signal. We adopt B-bit uniform scalar quantizer at the ADCs, defined as
where r low = (−2 B−1 + 1)Δ, r up = (2 B−1 − 1)Δ, and Δ is the step size of the uniform quantizer. The set of all possible outputs of this quantizer is
where |Y| = 2 B . The total ADC process can be described using a function Q :
where x R,i is the ith element of x R , and
. Using (4) 
III. BLIND MIMO DETECTION TECHNIQUES
In this section, we propose blind detection techniques for MIMO systems with low-resolution ADCs, which essentially do not require explicit CSIR. The key idea of the proposed detection techniques is to interpret a blind MIMO detection problem as a classification problem of supervised learning. In the classification, to correctly determine the class label of every unlabeled data, a mapping function, called classifier, is designed by using a training set which provides a priori information of the relation between class labels and the data. Interestingly, this classifier resembles with a decoding function in wireless communications, which maps a received signal vector to the index of a symbol vector. Motivated by this similarity, we introduce a channel-training method that provides statistical information about the input-output relation of the system, then develop two data-detection methods by exploiting the obtained statistical information.
A. Channel-Training Method
The principal goal of the channel training is to provide the information about the input-output relation of the system, by using T t input-output pairs for a given channel matrix H. To achieve this goal, we consider repeated transmission of all possible symbol vectors during the channel training, so that the receiver can observe the multiple received signals for each symbol vector. Then we use these multiple observations to determine an empirical conditional distribution of the received signals for each symbol vector, which statistically characterizes the input-output relation. Details of the proposed channeltraining method is given below.
When the transmitter equipped with N t transmit antennas sends a data symbol vector using a constellation set X , the set of all possible symbol vectors is denoted as X Nt , and the number of possible symbol vectors is given by K = M Nt . Let x k be the kth possible symbol vector and L be the number of repetitions of each input vector during training phase. Then the training-sequence matrix for the proposed channel-training method is given by
This training method requires a total of KL time slots for the period of training, i.e., T t = KL. We assume that the receiver has perfect knowledge of both X Nt and L or equivalently X t . Under this premise, the receiver observes the set of the signal vectors associated with the kth symbol vector, denoted by
. . , kL} . Therefore, the set of received signals learned from the channel training is
2Nr . In detection theory, a conditional probability function is a sufficient statistic to perform ML detection. Motivated by this, using Y t,k , the receiver creates an empirical conditional PMF for each symbol vector x k as follows:
where k ∈ {1, 2, . . . , K} and 1(A) is an indicator function that equals 1 if an event A is true and 0 otherwise.
B. Data-Detection Methods
We describe two detection methods to determine a decoding (mapping) function f : Y 2Nr → K = {1, 2, . . . , K}, by exploiting the empirical conditional PMF obtained during the training phase.
1) Minimum-Mean-Distance Detection (MMD):
The key idea of MMD is to compare the mean of the distances from a received signal using the empirical PMFs. As illustrated in Fig.  1(a) , the proposed MMD method, f MMD : Y 2Nr → K, selects the index of the symbol vector that yields the conditional minimum mean distance, i.e.,
The conditional distance calculated from (7) empirical distribution, however, converges to the corresponding true distribution when the number of repetitions for the channel training approaches infinity. Therefore, in this case, MMD indeed becomes the minimum-mean-distance criterion.
2) Minimum-Center-Distance Detection (MCD):
One drawback of MMD is that it entails high computational complexity. The MMD method requires to compute all distances among the received signal and the vectors in Y t . Particularly, when the size of Y t is large (e.g., L 1), the complexity of this computation may not be acceptable for use in practical systems. Therefore, to reduce the detection complexity, we present a simple blind detection method, called MCD.
The key idea of MCD is to create a set of K representative vectors at the receiver for decoding, as depicted in Fig. 1(b) . Specifically, during the training phase, the receiver has observed L output vectors Y t,k = {y[(k − 1)L+1], . . . , y[kL]} for each symbol vector x k . We create a representative output vector for the kth input vector x k by computing the empirical conditional expectation, i.e.,
Notice 
Connection to a nearest-centroid classifier (NCC): The principle of MCD is very close to that of NCC. NCC is a simple classifier that assigns the class label of an unlabeled observed vector by using the centroid vectors that represent their classes. Similarly, MCD determines the index of the detected symbol vector by using the conditional-mean vectors that represent the trained signals for each symbol vector. Therefore, MCD can be interpreted as the application of NCC to the detection problem in wireless communications.
IV. ANALYSIS FOR MIMO SYSTEMS WITH ONE-BIT ADCS
This section provides the analytical characterizations of the detection-error performance for MIMO systems with one-bit ADCs. Particularly, we present the analytical expression for the upper bound of the symbol-vector-error probability (SVEP) when the MCD method is applied. The following theorem is the main result of the analysis.
Theorem 1. Consider MIMO systems with one-bit ADCs. When MCD is applied, the upper bound of the symbol-vectorerror probability (SVEP) for high SNR is
where
the lth element of g k , and g k = Re (Hx k ) , Im (Hx k ) .
Proof: In this proof, we omit the index n of time slot for ease of exposition. Suppose that the receiver equipped with one-bit ADCs adopts the MCD method. Then the receiver detects the symbol vector asx = x k , where k = f MCD (y), and y = Q(Hx + z) ∈ {−1, +1} 2Nr . Let P vec e,k = P (x = x k |x = x k ) be the pair-wise error probability that the detected symbol vector is different from x k when the transmitter sends x k . Then SVEP is defined as
Suppose that SNR is sufficiently large to satisfy the following:
Then the detection rule of the MCD method in (9) with the one-bit ADCs is rewritten as
where the equality of (14) holds only for the one-bit-ADC case, and a 0 is the zero norm that denotes the number of nonzero elements in a vector a. From (14), P vec e,i of the MCD method is upper bounded as
For further analysis, we define a set C = {Q (Hx 1 ), Q(Hx 2 ) , . . . , Q(Hx K )}. We interpret this set as an error-correcting code; each element Q(Hx k ) can be treated as a codeword vector of C. For any code, one can define the distance between two codes Q(Hx k ) and Q(Hx i ) as
Then
is the necessary condition for an event that the MCD method outputs x i when x k was sent. Thus, we obtain an upper bound as
, sign(·) is the signum function, g k,l is the lth element of g k , z R,l is the lth element of z R ,
From the fact that z R,l is i.i.d. as N (0,
where Φ(·) is the cumulative distribution of the standard normal random variable. Let S i ⊂ {1, 2, . . . , 2N r } be the ith possible subset of {1, 2, . . . , 2N r } consists of D elements. By the above definitions, (17) can be rewritten as
Aggregating the results in (11), (17) , and (20) yields Fig. 2 . SER vs. SNR of the proposed and conventional detection techniques for a MIMO system with one-bit ADCs, when (Nt, Nr) = (2, 4). We set (T, Tt) = (500, 12) for BPSK and (T, Tt) = (500, 48) for QPSK. Channels are modeled as Rayleigh fading. This setting corresponds to the L = 3 case for the proposed channel-training method. We assume that the SNR during the training phase is set to be 3-dB higher than the SNR operating for the data transmission.
is the decreasing function of |g k,l |, (21) is further upper bounded as
is the index of the element of g k that has the ith-minimum absolute value, and g min = min (k,l) |g k,l |. Proposition 1 demonstrates that the upper bound of the symbol-error probability decreases exponentially with SNR, ρ, the minimum channel gain, g 2Nr for the communications. Clearly, the minimum distance d min increases with N r , because each codeword can be mapped into a higher-dimensional space. This characteristic can be interpreted as a receive diversity gain in the MIMO system with one-bit ADCs. Fig. 3 . SER vs. SNR of the proposed and conventional detection techniques for a MIMO system with various numbers of ADC bits and QPSK modulation, when (Nt, Nr) = (2, 8) . We set T = 500 and Tt = 48. Channels are modeled as Rayleigh fading. We adopt the uniform quantizer defined in (2) with the step size of Δ = 0.5. This setting corresponds to the L = 3 case for the proposed channel-training method. We assume that the SNR during the training phase is set to be 3-dB higher than the SNR operating for the data transmission.
V. NUMERICAL RESULTS
In this section, we provide simulation results to evaluate the performance of the proposed blind detection techniques compared to existing detection techniques, for the MIMO system with low-resolution ADCs. We also validate the analysis given in Section IV, by simulations. Fig. 2 shows the symbol-error-rates (SERs) of the proposed and conventional detection techniques for the MIMO systems with the one-bit ADCs. As SNR increases, the SERs of all proposed detection techniques converge to the SER lower bound achieved by the ML detection with perfect CSIR. Whereas, two conventional detection methods that are based on zero-forcing (ZF) type channel estimation show severe SER degradation in most cases. This is because the accuracy of CSIR obtained by the channel-estimation method is inaccurate when the pilot length is insufficient and the quantization error at the ADC is high. Particularly, the proposed techniques outperform the ML detection with the ZF-type channel estimation, except in the limited region of high SER (e.g., SER > 0.1). Fig. 3 shows the SERs of the proposed and conventional detection techniques for MIMO systems with various numbers of ADC bits and QPSK modulation. It is observed that the proposed detection techniques provide a significant SER reduction as the number of ADC bits increases. Particularly, the ADC with 3-bit resolution is sufficient for the proposed techniques to achieve the SER near to the perfect-ADC case with LS channel estimation, whereas the ZF detection with the ZF-type channel estimation still shows an error floor.
In both figures 2 and 3, two proposed detection methods show very similar SER performance for all antenna configurations and SNRs. Surprisingly, MCD outperforms MMD even if it has the lowest detection complexity. This superiority is possible because the empirical conditional PMFs are unreliable when the repetition number at the channel training is insufficient (L = 3). Therefore, MCD is a more attractive detection method than MMD, for use in practical MIMO systems with low-resolution ADCs. Fig. 4 compares the SVEP performance of MCD with the analyzed upper bounds derived in Section IV, by simulations. Simulation results show that all SVEP curves obtained from the simulations are lower than the upper bounds derived in Section IV. The differences between the SVEP curves of the analysis and simulation decrease as SNR increases; this result implies that the analysis results well characterizes the high-SNR performance of the MCD method. Two simulated SVEP curves with and without the a high-SNR assumption in (12) only show a small difference. Therefore, in the considered scenario, the analysis results derived with the high-SNR assumption can also be used to characterize SVEP performance for all SNR values.
VI. CONCLUSION
In this paper, we have presented novel blind detection techniques for MIMO systems with low-resolution ADCs, inspired by supervised learning. The proposed techniques do not require explicit CSIR; instead they learn a nonlinear function that characterizes the input-output relation of the system, including the effects of the channel matrix and the quantization at the ADCs. For the one-bit ADCs and BPSK modulation, we have analyzed the symbol-vector-error probability of the proposed method, and have shown that the upper bound of this probability decreases exponentially with the minimum distance that can increase with the number of receive antennas. Simulations show that the proposed approach improves the SER and is also effective for use with the ADCs that have an arbitrary number of precision levels.
