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RESUME 
En cherchant a connaitre les origines de la vie sur Terre, on.se demande egalement si elle 
peut se trouver ailleurs. Malgre le fait que Mars nous est voisine et qu'elle ne semble pas 
en demontrer la presence, on desire toutefois l'etudier et la comparer avec la Terre. Pour 
y arriver, l'Homme a recours a la technologie : les telescopes, satellites, sondes et robots 
servent a observer Mars. A chacune des expeditions d'observation de Mars, nous cherchons 
a en connaitre davantage et ameliorons en consequence la technologie utilisee. C'est pour 
cela que la prochaine generation de vehicules d'exploration planetaire necessitera une plus 
grande autonomie de navigation. 
De tels requis impliquent une gestion adequate de donnees georeferencees potentiellement 
volumineuses et denses, representees sous la forme de cartes. Ce memoire presente l'etat 
des recherches faites sur un systeme de gestion de donnees utilisable dans un contexte 
d'exploration planetaire autonome. Pour valider un tel systeme, il a fallu utiliser, mais 
egalement constituer, un repertoire de cartes en trois dimensions ayant ete georeferencees. 
Afin d'obtenir un repertoire representatif du contexte d'utilisation, il a egalement ete ne-
cessaire de developper un comportement d'exploration et de navigation sur une plateforme 
robotisee, capable d'acquerir les cartes requises. A l'aide de ce repertoire, il a ete possible 
de verifier les capacites, les performances ainsi que l'exactitude des operations effectuees 
a l'aide du systeme de gestion propose. 
Un article integre au memoire presente la conception d'un tel systeme de gestion de don-
nees, ainsi qu'une solution permettant de gerer dynamiquement une variete de donnees, 
l'incertitude des relations spatiales entre deux cartes, de procurer un mecanisme de pla-
nification de chemins au travers des cartes, ainsi que la correlation des cartes pour les 
operations de localisation. Cet article presente egalement les resultats experimentaux sur 
l'utilisation du systeme de gestion atlas par un vehicule d'exploration autonome. 
En plus de demontrer la faisabilite et l'utilite d'un tel gestionnaire de donnees en navigation 
autonome, le systeme pourrait egalement etre utilise comme plateforme d'analyse afin de 
comparer les performances de differents algorithmes de recalage de surfaces. 
Mots-clef : Atlas, Gestionnaire de donnees, Cartographie, Recalage, Robot, Navigation 
autonome. 
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CHAPITRE 1 
Introduction 
A l'aube du 21e siecle, la quete de connaissance de l'Homme l'a mene a explorer de nou-
velles frontieres. En decembre 2003 et Janvier 2004, les vehicules d'exploration martienne 
(Mars Exploration Rovers, ou MERs) "Spirit" et "Opportunity" ont atterri sur Mars et ont 
entrepris, pour la premiere fois, une exploration semi-autonome d'une autre planete [BIE-
SIADECKI et coll., 2007]. Get exploit se distingue des missions d'exploration robotique 
precedentes qui ne possedaient pas a leur bord de systeme d'autonomie (Lunokhod [CAR-
RIER, 1992], Viking [KLEIN et coll., 1976], Sojourner [MATIJEVIC et SHIRLEY, 1997]). Les 
prochaines missions d'exploration de Mars sont celles du Mars Mobile Science Laboratory 
(MSL) mene par la NASA pour 2011 [VOLPE, 2006] et d'ExoMars de l'Agence spatiale eu-
ropeenne (ESA) prevue pour 2016 [VAGO, 2004]. Ces deux missions requierent la capacite 
de voyager jusqu'a un kilometre par jour. 
Etant donne le cout extremement eleve de ces missions, on s'attend de ces dernieres 
un gain important de connaissances. Par consequent, de grands efforts sont faits pour 
optimiser la duree de vie de ces robots, leurs habiletes, ainsi que leurs ressources. L'un 
des problemes majeurs rencontres par ces robots est celui de la faible qualite du lien de 
communication avec la Terre : le temps pour l'aller-retour varie entre 8 et 40 minutes, 
les fenetres de communication ne durent qu'une heure et sont espacees de 12 heures, 
tout en ayant une bande passante tres etroite [PEDERSEN et coll., 2003]. En considerant 
que les MERs necessitent de nombreuses interactions avec leur operateur sur Terre avant 
d'accomplir une operation (typiquement, trois fenetres de communication sont requises 
pour atteindre une roche, une fois que celle-ci a ete identifiee par l'equipe de scientifiques), 
on comprend l'importance d'augmenter l'autonomie des robots planetaires. Donner la 
capacite aux robots d'exploration planetaire de se deplacer de maniere autonome sur un 
terrain partiellement connu ou inconnu permettra une utilisation plus efncace de leur 
duree de vie utile. Lors des interruptions de communication avec la Terre, le vehicule 
pourra se deplacer de maniere autonome vers un ou plusieurs sites, tandis que lors des 
fenetres de communication, il maximisera Putilisation de la bande passante pour retourner 
des donnees scientifiques et recevoir des instructions de haut niveau-
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La navigation autonome sur de longues distances par un robot necessite la capacite de 
cartographier son environnement, de s'y localiser et d'y planifier des chemins afin d'at-
teindre son but. Lors de l'execution de ces taches, un robot planetaire autonome accumule 
et utilise d'importantes quantites de donnees provenant de ses capteurs, des resultats 
d'experiences ainsi que d'autres informations pertinentes. Ces informations sont habituel-
lement reliees aux cartes qui representent le monde. Au fur et a mesure que le nombre 
de cartes augmente, les operations simples de planification deviennent de plus en plus 
complexes, puisque plusieurs choix de cartes peuvent etre faits. Les donnees provenant de 
differents capteurs, tels que les capteurs de distance LIDAR, les images des cameras m o 
noscopique et stereoscopique, etc., produisent differentes cartes. En outre, pour un meme 
capteur, les donnees recueillies a differents moments et a partir de differents endroits pro-
duisent des cartes de resolution et de fidelite variables. Des decisions doivent alors etre 
prises sur lesquelles des cartes d'une region donnee sont adequates pour une operation de 
planification. Qui plus est, la planification sur de longues distances exige egalement une 
decision sur le moment de changer la carte utilisee. 
Les cartes d'un environnement sont egalement cruciales pour la localisation. La selection 
d'une carte appropriee a partir de la base de donnees est alors influencee par la resolution, 
le temps et les multiples possibilites d'integration de cartes. 
Les robots d'exploration planetaires autonomes representent leur environnement a l'aide 
de cartes metriques. Ce type de representation permet des calculs precis et la modelisa-
tion necessaire pour la navigation autonome. On s'attend egalement a ce que ces cartes 
metriques evoluent dans le temps, au fur et a mesure que des sections inexplorees du 
monde sont visitees. L'introduction de nouvelle information dans la carte peut etre faite 
en fusionnant la nouvelle information dans la carte existante. Cependant, toute erreur sur 
le positionnement du robot corrompt la representation connue du monde avec une infor-
mation inexacte. Pour cette raison, il est preferable de garder de multiples cartes locales 
au lieu de mettre a jour une seule et unique carte globale. Cette approche a l'avantage de 
conserver ensemble les donnees ayant des relations spatiales fortes, et de relier souplement 
les donnees ayant une relation spatiale plus faible. Avec cette approche, l'incertitude as-
sociee a l'origine d'une carte peut toujours etre reduite plus tard puisqu'elle n'est jamais 
fondue avec les donnees [GRISETTI et coll., 2007]. 
Cette representation de l'environnement doit etre segmentee en de multiples cartes locales, 
et leur nombre augmente au fur et a mesure que le robot explore de nouveaux terrains. 
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Une gestion efficace de ces cartes locales est alors necessaire afin de maintenir l'uniformite 
du monde ainsi divise. 
Apres l'etude de differents systemes de gestion des donnees geo-referencees utilises par 
des robots autonomes, Ton denote une sous-exploitation du potentiel de ces donnees. Ces 
dernieres sont habituellement utilisees au moment de leur acquisition et ne sont plus 
reutilisees par la suite. Nous posons done l'hypothese que si ces donnees sont entreposees 
dans un systeme adequat, un robot peut alors en exploiter leur plein potentiel et, par le 
fait meme, ameliorer son comportement de navigation. La premiere contribution de cette 
recherche est de dresser une liste des caracteristiques qu'un tel systeme de gestion des 
donnees devrait considerer. La deuxieme contribution est de demontrer la faisabilite d'un 
tel systeme par la presentation d'une implementation logicielle du systeme Atlas. Cette' 
derniere est soumise a certaines restrictions de conception imposee par PAgence spatiale 
canadienne. La solution proposee doit etre integree a leur plateforme robotisee mobile 
et doit etre concue par meta-programmation (programmation par modeles) a l'aide de 
l'environnement EMF d'Eclipse. 
La solution presentee est capable de controler dynamiquement un grand ensemble de 
cartes tout en considerant les problemes inherents a l'operation de cartographie ainsi qu'a 
son utilisation. Les problemes considered sont : la large variete de contenu de donnees, 
l'incertitude dans les relations spatiales entre les cartes, la planification de trajectoires 
par de multiples cartes, et la correlation des cartes dans les operations de localisation. 
Ce document presente les travaux relatifs aux systemes de gestion de cartes et de ses 
domaines adjacents dans le chapitre 2. Un apergu des defis entourant le probleme de la 
gestion de cartes est expose au chapitre 3. Le contexte experimental ayant permis de vali-
der l'approche proposee se retrouve au chapitre 4. Le chapitre 5 presente l'article scienti-
fique Multi-Layer Atlas System for Map Management soumis a la conference International 
Conference on Field and Service Robots 2009. Cet article porte sur la conception d'un tel 
systeme de gestion "de donnees, ainsi qu'une solution permettant de gerer dynamiquement 
une variete de donnees, l'incertitude des relations spatiales entre deux cartes, de procurer 
un mecanisme de planification de chemins au travers des cartes, ainsi que la correlation 
des cartes pour les operations de localisation. Cet article presente egalement les resultats 
experimentaux sur l'utilisation du systeme de gestion de donnees Atlas par un vehicule 
d'exploration autonome. 
CHAPITRE 1. INTRODUCTION 
CHAPITRE 2 
Cartographier un monde 
La gestion des cartes d'un environnement par des robots autonomes est assurement a ses 
debuts et tres peu de progres ont ete faits dans ce domaine. Ceci peut etre attribue au fait 
que la technologie d'un tel gestionnaire n'est pas requise pour la majorite des systemes 
robotiques. 
Les techniques de base requises pour la navigation autonome sont maintenant connues, 
voir meme maitrisees pour les environnements statiques, et les robots en possedent diverses 
implementations fiables [REKLEITIS et coll., 2007a, 2008a,b]. La technologie de gestion de 
cartes peut alors etre exploree afin d'accroitre le niveau d'autonomie des robots. 
Ce chapitre presente une revue des recherches dans le domaine des gestionnaires de cartes. 
Puisque ce domaine de recherche est relativement jeune, une vue d'ensemble des domaines 
connexes est egalement presentee. Ces domaines ont ete choisis en fonction de leurs impacts 
sur la fagon dont les cartes sont crees ou utilisees et, ce faisant, sur la facon dont les cartes 
devraient etre gerees. Ces champs complementaires sont done : l'exploration autonome 
planetaire et de terrains difficiles, la representation de cartes en 3D (trois dimensions), 
le recalage (alignement de cartes, localisation, et SLAM), ainsi que les planificateurs de 
trajectoires. 
2.1 At las et systemes de gestion de cartes 
Souvent, les systemes de gestion de cartes se retrouvent dans la litterature sous differents 
noms (atlas, environnements de modelisation, bases de donnees) et parfois sont fusionnes 
dans les precedes de localisation et de cartographie. Une revue des systemes de cartogra-
phic trouves dans divers systemes autonomes est done presentee. 
BOSSE et coll. proposent un systeme de gestion de cartes basee sur l'etude du concept d'un 
atlas conventionnel [BOSSE et coll., 2004]. Dans la solution proposee du SLAM in large-
scale cyclic environments, les auteurs proposent l'utilisation d'un environnement d'atlas. 
Cet environnement est base sur un systeme hybride de cartes metrique/topologique. Au 
plus haut niveau, un graphe est employe pour representer le monde et ou les sommets 
de graphe representent les endroits, et les liens representent la transformation entre ces 
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endroits. A un niveau plus bas, chaque endroit est decrit comme une carte metrique lo-
cale en 2D (deux dimensions). Cette organisation des cartes locales permet a l'incertitude 
d'etre modelisee dans chaque cartes, et non pas en fonction d'une reference globale. Le 
modele d'incertitude emploie une representation gaussienne de l'erreur. Finalement, l'en-
vironnement propose d'atlas est utilise pour transformer l'incertitude d'etats entre les 
cartes locales afin de creer de nouvelles cartes, de manipuler des situations de fermeture 
de boucle, et pour generer et evaluer des hypotheses concurrentes de la meilleure carte 
locale representant l'etat du systeme courant. 
Un autre systeme similaire a l'atlas est propose par [LlSlEN et coll., 2005]. Semblable 
a [BOSSE et coll., 2004], une representation hierarchique est employee. Au plus haut 
niveau, une representation topologique est calquee sur le graphe generalise de Voronoi 
(GVG) de l'environnement cartography. Cependant, ce sont les transitions du graphe 
qui sont representees au plus bas niveau comme une collection de caracteristiques. Le 
GVG a l'avantage d'etre incruste a meme l'environnement, et peut done etre facilement 
extrait lors de l'exploration. Qui plus est, l'ensemble des caracteristiques d'une carte re-
presente l'environnement local depuis la perspective d'un nceud du GVG vers un nceud 
voisin. Chaque carte de transitions represente les discontinuity de l'environnement sous 
la forme d'une pose relative et d'une incertitude gaussienne. Le systeme propose d'atlas a 
l'avantage d'etre non demandant en memoire et en calcul, mais est fortement sensible aux 
changements de l'environnement tout en etant restreint a une utilisation dans des petits 
espaces, riches en caracteristiques. 
Un agencement hierarchique des cartes est explore differemment par [KELLY et coll., 2006] 
en maintenant trois niveaux de cartes selon des periodes decroissantes d'acquisition de 
donnees et des niveaux croissants du detail des donnees. Les cartes des niveaux inferieurs 
sont egocentriques au robot, tandis que la carte de plus haut niveau est une representation 
globale du monde. Les trois cartes utilisees sont une grille volumetrique, une carte locale 
d'elevation et une carte globale de traversabilite. La creation/mise a jour du contenu des 
cartes se propage de la carte la plus detaillee vers la carte globale. De plus, la carte 
globale se compose de canaux multiples. Par consequent, des cartes de traversabilite de 
differentes sources et resolutions peuvent etre presentees sur la meme carte (par exemple, 
des donnees du robot, d'un vehicule aerien autonome (UAV), et de l'information satellite). 
L'arrangement hierarchique de cartes a l'avantage de permettre le recalage de la couche 
globale de cartes sans affecter le contenu des cartes plus basses. Cependant, cela implique 
la necessite de maintenir une carte 3D complete du monde en memoire. De plus, ce systeme 
2.2. EXPLORATION AUTONOME DE PLANETE ET DE TERRAINS DIFFICILES7 
fusionne les donnees lors du processus de mise a jour des cartes, pouvant avoir comme 
consequence la corruption du contenu des cartes par l'introduction permanente de bruit. 
Le Jet Propulsion Laboratory (JPL) presente leur suite d'outils de modelisation de terrains 
SimScape dans [JAIN et coll., 2006]. Son but est de fournir une infrastructure commune 
pour representer les donnees de modelisation de terrains provenant de multiples sources, 
et de les rendre disponibles aux applications de simulation. Cette suite d'outils supporte 
plusieurs representations de la geometrie de terrain telles que les cartes d'elevation nume-
rique 2.5D, des nuages de points, des maillages 3D et maillages triangulares irreguliers 
2.5D (ITM). Elle gere egalement la conversion entre les differentes representations de mo-
deles de terrain et la generation de modeles de terrain composites provenant des modeles 
heterogenes. 
En conclusion, le systeme de gestion de cartes employe par l'operateur des MERs est 
presente dans [OLSON et coll.,,2007]. SUMMITT (System for Unifying Multi-resolution 
Models and Integrating Three-dimensional Terrains) est une suite d'outils logiciels fournis-
sant la modelisation de terrains pour l'operateur des MERs. Cet environnement immersif 
manipule des images de resolutions et d'echelles differentes provenant d'une multitude de 
sources comme des images de descente, des images de surface de l'atterrisseur et du ro-
bot d'exploration, aussi bien que des images orbitales. Pour un site donne d'exploration, 
SUMMITT controle le processus de recalage d'images, la conversion des images stereo 
en primitives volumetriques (voxels), et le stockage/fusionnement des voxels [KAUFMAN 
et coll., 1993] dans une structure d'octree [JACKINS et TANIMOTO, 1980]. Une fois que 
l'emplacement est modelise dans un octree, SUMMITT est capable de generer une repre-
sentation polygonale du site (pour la visualisation et l'evitement de collisions) aussi bien 
qu'une carte d'elevation. 
2.2 Exploration autonome de planete et de terrains 
d iff idles 
II existe plusieurs systemes robotiques realisant divers niveaux de navigation autonome. 
lis abordent tous le meme probleme en utilisant differentes techniques de detection et 
de locomotion. II est toutefois possible d'y extraire quelques conditions generates arm de 
definir les caracteristiques composant le cceur de l'autonomie. En d'autres termes, pour 
realiser une navigation autonome, les taches secondaires suivantes doivent etre resolues : 
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1. Recherche d'un objectif. 
La premiere tache est le choix d'un objectif a atteindre. Par definition, la navigation 
sous-entend le concept de guidage d'un deplacement vers un endroit plus ou moins 
precis. Un robot doit done etre capable de reconnaitre ces endroits et consequemment 
de se situer dans l'environnement, definissant ainsi le concept de localisation. En 
interpretant les changements dans son environnement entre deux lieux adjacents ou 
lors de son deplacement, un robot peut alors reconnaitre si son objectif de navigation 
est atteint ou non. La plupart du temps, le robot possede une connaissance a priori 
du monde lui permettant de combler ce prealable; autrement, elle doit etre creee 
par exploration. 
2. Representation de l'environnement immediat. 
Pour naviguer adequatement dans un environnement, un robot doit pouvoir le re-
presenter. Cette representation est egalement necessaire a la localisation et a la 
planification de chemins. Differents capteurs sont disponibles pour s'acquitter de 
cette tache, et leur choix a une repercussion sur la maniere d'operer la navigation. 
De tels capteurs incluent le SONAR, l'infrarouge et les scanneurs a laser, cameras 
stereo, etc. 
3. Estimation de la pose du robot. 
La pose d'un robot se definit selon deux parametres, soit la position et l'orientation 
dans un espace en 3D. Cette pose s'exprime habituellement a l'aide de six para-
metres P = [x,y,z,r,p,6], ou [x,y,z], est la position cartesienne en 3D, et [r,p,0], 
l'orientation du robot selon trois axes. Deux types de capteurs sont utilises pour 
estimer la pose : proprioceptif, avec des capteurs qui mesurent la pose avec des me-
sures du robot, telles que les encodeurs odometriques, les centrales inertielles, etc.; 
et exteroceptif, avec des capteurs qui mesurent la pose relativement a l'environne-
ment, tel que le sonar, l'infrarouge, le radar, les scanneurs a laser, les GPS, et les 
cameras. Quand la pose du robot est estimee en utilisant uniquement des mesures 
successives entre les poses, l'erreur accumulee en raison du bruit des capteurs aug-
mente sans limite. Quand le robot estime sa pose a partir d'une reference globale, 
l'incertitude devient limitee. Les systemes autonomes emploient l'.une de celles-ci ou 
une combinaison des deux pour estimer leur pose. 
4. Planification du chemin. 
Pour atteindre son objectif, le robot doit tracer un chemin qui le menera de sa pose 
courante a la pose de destination. Le processus est generalement divise en deux 
etapes. En premier lieu, un chemin brut est trace pour guider le robot vers l'objectif 
(planification globale). Ceci est accompli en utilisant la connaissance a priori generale 
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du monde, decrivant comment des endroits sont relies. Dans une deuxieme phase, 
l'environnement observe est employe pour tracer un chemin precis, libre d'obstacles, 
et qui suit le chemin brut (planification locale). 
5. Execution de la trajectoire. 
Pour terminer, le robot execute la trajectoire determinee. Cette operation consiste 
a utiliser les actionneurs du robot lui permettant de se deplacer, tout en essayant 
de reproduire le plus fidelement possible le chemin pre-etabli. Cependant, certains 
evenements exterieurs au robot peuvent survenir (glissement des roues, enlisement, 
collisions, etc.), compromettant alors le resultat escompte. Differentes techniques 
peuvent etre utilisees pour reagir a ces evenements impromptus, tels que Pevitement 
d'obstacle dynamique ou l'utilisation de differents comportements. 
2.2.1 Exploration planetaire 
La recherche sur la navigation autonome est particulierement utile pour le robot d'explo-
ration planetaire. D'importants travaux du Laboratoire d'Analyse et d'Architecture des 
Systemes (LAAS) sont presentes dans [LACROIX, 2006]. II propose differents systemes au-
tonomes pour realiser une exploration planetaire. Leur robot d'exploration Lama exploite 
un chassis a configuration flexible lui permettant de se deplacer sur des terrains difficiles. 
Le robot Dala est une plate-forme d'essais utilisee pour divers developpements tels que 
la gestion de taches et la re-planification en ligne. Le LAAS etudie egalement le secteur 
du vehicule aerien non pilote (UAV) avec le robot dirigeable Karma, et plus recemment 
avec le drone Lhassa. L'etude d'autonomie est orientee vers la detection visuelle basee sur 
la vision monoscopique et stereoscopique, utilisee avec les capteurs classiques et panora-
miques. Le laboratoire explore egalement l'odometrie 3D et visuelle pour gerer 1'evaluation 
de pose de leurs systemes. Du cote de la planification de chemins, differentes techniques 
telles que les champs de potentiels et les arcs elementaires sont considerees. 
En partie basee sur ce travail, la NASA a developpe le dernier cri des robots d'explora-
tion planetaire "Spirit" et "Opportunity" au Jet Propulsion Laboratory (JPL) [MAIMONE 
et coll., 2006]. Le systeme de navigation est capable d'executer un deplacement sur des 
dizaines de metres par jour. Utilisant la vision stereo, l'observation faite du terrain est 
utilisee pour creer le modele en 3D de l'environnement a l'aide de voxels. Des systemes 
similaires de modelisation de terrain et de localisation visuelle sont egalement developpes 
en industrie par MDA [BARFOOT et coll., 2006]. Les'algorithmes d'estimation de position 
des MERs emploient la fusion d'odometrie de roue et visuelle, tandis que l'estimation de 
l'orientation est fournie par une IMU (Inertial Measurement Unit) de haute precision. Au 
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niveau de la planification de chemins, les operateurs sur Terre fournissent la planification 
globale sous la forme de sequence de lieux a atteindre. Cependant, la planification locale 
peut etre raffinee de facon autonome avec l'utilisation de projections multiples de chemins 
sur le modele du terrain 3D. 
Actuellement, l'Agence spatiale canadienne (ASC) etudie le domaine de la navigation 
a longue portee necessaire a la prochaine generation de robots d'exploration planetaire 
[REKLEITIS et coll., 2007a, 2008a,b]. Leur approche de l'autonomie requiert une connais-
sance a priori du monde sous la forme de cartes basse resolution produites en utilisant des 
images orbitales ou de l'information provenant des missions precedentes. L'observation de 
l'environnement est faite activement a l'aide d'un scanneur laser, et produit une represen-
tation basee sur un maillage. Cela represente une innovation puisque jusqu'a present, seuls 
des capteurs passifs ont ete employes par les systemes autonomes similaires. L'evaluation 
de la pose du robot est maintenue en fusionnant differents capteurs tels qu'une IMU, 
Podometrie de roue et l'azimut (champ magnetique ou observation du soleil). Finalement, 
ils emploient un planificateur de chemins a deux niveaux (local et global) base sur des 
algorithmes efficaces de recherche de graphe. 
2.2.2 Navigation sur terrains difficiles 
Un autre domaine de recherche sur les systemes robotiques se concentre sur le develop-
pement de la navigation autonome. Fortement subventionne par les militaires americains, 
son but est l'etude de vehicules autonomes pouvant traverser des terrains difficiles. Le 
Defense Advanced Research Project Agency (DARPA) finance plusieurs projets dans ce 
domaine. L'agence est egalement connue pour son concours DARPA Grand Challenge qui 
a offert un prix d'un million de dollars US au gagnant d'une course de vehicule terrestre 
non pilotee (UGV) en 2004. Ce n'est qu'en 2005 que l'UGV Stanley de l'ecurie Stanford 
remporta ce defi en 6 h 53, atteignant une vitesse moyenne de 30.90 km/h et gagnant un 
prix de deux millions de dollars [THRUN et coll., 2006]. 
Cette course a eu lieu dans le desert de Mojave. Les vehicules devaient suivre un parcours 
predefmi. Des defis sous la forme de longs tunnels, de portes, d'etroits viaducs et de routes 
plus ardues parsemaient ce parcours. L'edition 2007 de cette course a pousse la navigation 
autonome des vehicules une etape plus loin en transportant ce defi dans un environnement 
urbain. 
Un autre programme du DARPA qui a egalement connu un enorme succes en navigation 
autonome est le projet PerceptOR [KELLY et coll., 2006]. Ce vehicule autonome a ete 
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developpe par le Robotics Institute de l'universite de Carnegie Mellon, et emploie un 
double systeme de robot base sur un UGV et un vehicule aerien non pilote (UAV). II est 
capable d'operer sous le feuillage d'une foret, dans les hautes herbes et les buissons, autour 
d'arbres jonchant le sol, dans un environnement montagnard, et sur plusieurs autres types 
de terrains. 
2.3 Representation en 3D 
La majorite des travaux portant sur la representation en 3D est orientee vers la creation 
de modeles pour des environnements urbains ou des objets synthetiques. Comme exprime 
par [REMONDINO et EL-HAKIM, 2006] dans sa revue du domaine, la modelisation de 
terrain en 3D peut etre classee selon les categories suivantes : modelisation par imagerie, 
modelisation par distance et une combinaison des deux. Les deux premieres categories sont 
couramment utilisees par des systemes autonomes, tandis que la combinaison de l'image 
et de la modelisation par distance est plus rare. 
2.3.1 Modelisation par images 
La majeure partie du travail sur la modelisation en 3D se base sur l'imagerie. Dans sa 
revue sur la modelisation en 3D par l'imagerie planetaire, [REMONDINO et EL-HAKIM, 
2006] presentent les differentes approches trouvees dans la litterature. lis analysent ce 
processus depuis la conception d'un reseau de capteurs, passant par l'extraction de carac-
teristiques et les procedes de mesure, pour finalement presenter une serie de techniques 
de reconstruction des surfaces a partir de nuages de points en 3D et de texturisation. 
La modelisation par imagerie est egalement une approche populaire pour les robots auto-
nomes [GONZALEZ-BARBOSA et LACROIX, 2005; LACROIX et coll., 2001; OLSON et coll., 
2007]. II n'est pas etonnant de la retrouver sur ces systemes puisqu'elle a l'avantage d'etre 
economique, portable, polyvalente et consomme peu d'energie. Typiquement, la region ac-
tive de sa profondeur de champ est plus courte, mais a l'avantage de fournir des modeles 
realistes sans couts supplementaires. D'ailleurs, cette technique s'est montree efncace avec 
le succes des robots d'exploration planetaire "Spirit" et "Opportunity", qui ont traverse 
plus de 2.5 km utilisant la vision stereo [BARFOOT et coll., 2006; OLSON et coll., 2007]. 
Habituellement, le processus de modelisation de surfaces en 3D a l'aide d'images comprend 
les etapes suivantes. Avant tout, il faut s'assurer d'utiliser une paire d'images ou une serie 
d'images consecutives prise a intervalles de temps fixe. La premiere etape consiste a obtenir 
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l'endroit et l'orientation de la prise de vue. Malheureusement, cette information n'est pas 
toujours disponible et des estimations sont utilisees aux depens d'une perte de qualite dans 
le modele qui en resulte. La deuxieme etape est celle de l'extraction de caracteristiques de 
chacune des images et de l'association de ces demieres avec celles d'autres images. Basee 
sur le modele du reseau de capteurs, la paire de caracteristiques en 2D est convertie en 
un point en 3D. A ce stade du traitement, les moderations par image et par distance se 
rejoignent puisqu'ils sont representes par des nuages de points en 3D et peuvent des lors 
etre traitees de la meme maniere. 
2.3.2 Modelisation par distance 
Les robots autonomes utilisent une variete de capteurs de distance. Un capteur employe 
couramment est le SONAR, qui exploite les proprietes de la propagation du son dans 
Pair ou l'eau pour determiner la distance des objets. La distance peut egalement etre 
mesuree a l'aide de lumiere infrarouge (IR) pulsee. La lumiere voyageant dans l'espace est 
refletee par la surface d'objets et revient finalement au capteur. L'intensite mesuree de 
la lumiere est utilisee pour estimer la distance. Ces deux capteurs ont l'avantage d'etre 
economiques, mais ils manquent de fiabilite et de precision. Plus recemment, le scanneur 
laser est devenu plus accessible aux systemes robotique. Les LIDARs sont retrouves sous 
forme de scanneurs de ligne en 2D ou de balayage 3D, procurant un capteur de distance 
beaucoup plus fiable. 
La modelisation par distance de surfaces cree un nuage de points en 3D. Son nombre 
de points augmente rapidement en fonction de la surface modelisee, tout comme la com-
plexite d'analyser ces donnees. C'est pour cette raison que la modelisation par distance 
tend a utiliser une representation compressee de l'espace. Parmi differentes approches de 
compression de donnees utilisees a cette fin, les plus communes sont : 
1. Carte d'elevation. 
Une fagon de compresser un nuage de points en 3D est par la reduction de l'espace 
dimensionnel a 2.5D. Les cartes d'elevation (Elevation Map, ou EM) appliquent 
cette technique en discretisant un volume dans une grille en 2D pour laquelle chaque 
cellule represente une valeur d'elevation. Typiquement, les surplombs ou les cavernes 
ne peuvent pas etre representes convenablement par les EMs, puisque plus d'une 
surface existe pour une position donnee en 2D. 
Les EMs classiques utilisent une structure de donnees quadtree pour implementer 
leurs grilles 2D [GOWDY et coll., 1991]. Recemment, une nouvelle approche a ete 
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proposee en combinant une EM avec des couches multiples [PFAFF et coll., 2007; 
TRIEBEL et coll., 2006], permettant ainsi la modelisation de surplombs. Cependant, 
cette approche ne regie pas les problemes relies a l'utilisation de memoire et de 
recherche de chemins dans la grille. 
2. Maillage triangulaire irregulier. 
Une autre maniere de reduire les besoins en memoire des nuages de points en 3D 
est en modelisant plusieurs points comme surface triangulaire. Les triangles sont 
construits de maniere a representer les donnees originales en tolerant une erreur 
maximale. Ainsi, des zones riches d'information sont modelisees par plusieurs petits 
triangles, tandis que les zones planes sont modelisees par quelques grands triangles. 
Le ITM (Irregular Triangular Mesh) accomplit ceci en enlevant les points faisant 
partie de surfaces planes, et ce faisant, laisse la plupart des points pour decrire les 
zones riches d'information. Cette representation a l'avantage de pouvoir modeliser 
les structures concaves tout en conservant le contenu scientifique retrouve dans les 
donnees topographiques. 
Les travaux precedents sur les ITMs ont explore la decimation des nuages de points 
par l'approximation planaire et le fusionnement des surfaces [HART et coll., 1968; 
THRUN et coll., 2003]. Cette approche statistique s'est averee efficace pour des en-
vironnements urbains et de mines souterraines, bien qu'elle necessite des ressources 
importantes en calculs. La decimation basee sur la tolerance d'erreur a egalement ete 
utilisee par un banc d'essai robotique d'exploration planetaire [BAKAMBU et coll., 
2006]. 
3. Grille volumetrique. 
Semblable a la carte d'elevation, la grille volumetrique numerise l'espace dans une 
grille en 3D. Les cellules de la grille contiennent un ensemble de points 3D ou une 
valeur decrivant la densite du volume. Cette representation n'est pas necessaire-
ment efficace en ce qui concerne l'utilisation de l'espace memoire, mais elle reste 
simple. L'implementation des grilles volumetriques utilise habituellement une struc-
ture octree pour reduire l'espace memoire necessaire a la representation [NOBORIO 
et coll., 1988]. L'octree est une structure d'arbre ou un nceud represente un point 
dans un cube et ou trois axes orthogonaux se croisent. Chaque nceud d'arbre defi-
nit huit nceuds secondaires, representant les huit cubes dermis par les axes. Cette 
representation est egalement utilisee pour fusionner des nuages de points et pour 
la representation locale d'un environnement [KELLY et coll., 2006; OLSON et coll., 
2007]. 
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2.4 Recalage 
(alignement de cartes, localisation, et S L A M ) 
L'estimation precise de la pose est un element cle pour une navigation robuste. Avec le 
temps, l'estimation de la pose du robot accumule des erreurs de diverses sources. Aim de 
maintenir une localisation d'une precision acceptable, des techniques probabilistes doivent 
etre utilisees pour abaisser le niveau d'incertitude accumulee. Une pratique commune 
consiste a echantillonner sans interruption l'environnement tout en se deplagant et utiliser 
l'entree sensorielle pour determiner le deplacement du robot. La pose ainsi inferee des 
donnees sensorielles est alors combinee a la pose prevue du robot par des techniques 
probabilistes pour produire une estimation plus precise de la pose du robot au fil du 
temps. Cette approche est connue sous le titre de la localisation et cartographie simultanee 
(SLAM). 
Cependant, la mesure d'un deplacement a l'aide d'une paire de modeles en 3D de l'envi-
ronnement implique l'utilisation d'operations de correlation des surfaces. Differentes ap-
proches ont ete recensees dans la litterature [CAMPBELL et FLYNN, 2001; PLANITZ et coll., 
2005]. L'approche generale consiste a associer les caracteristiques de deux modeles de sur-
faces. Ces proprietes sont qualifiers d'intrinseques quand elles sont uniquement liees a la 
surface elle-meme (c.-a-d., distance de deux points sur la surface), et d'extrinseques quand 
elles sont liees a l'espace dans lequel la surface se situe (c.-a-d., un plan tangent a un point 
de la surface). Les algorithmes de correlation sont done classifies en deux categories basees 
sur la nature intrinseque ou extrinseque des proprietes de surfaces qu'elle exploite. Les al-
gorithmes intrinseques sont generalement utilises pour trouver une correspondance brute, 
puisqu'ils se basent seulement sur les proprietes de la surface. Les algorithmes extrinseques 
sont fonction de leur espace environnant et, par consequent, sont limites a des operations 
de raffinement de la correlation. 
Dans le contexte d'applications robotiques, le raffinement de l'alignement des surfaces 
utilise presque uniquement l'algorithme Iterative Closest Point (ICP) [BESL et M C K A Y , 
1992; CHETVERIKOV et coll., 2002; RUSINKIEWICZ et LEVOY, 2001]. D'une autre part, 
pour obtenir un alignement brut des surfaces, differents algorithmes sont alors exploites. 
Bien souvent, plus d'un algorithme est employe pour obtenir la meilleure evaluation. Les 
algorithmes communement utilises pour l'alignement brut incluent le Spin-Image [JOHN-
SON, 1997; JOHNSON et HEBERT, 1999], le Point Fingerprint [SUN et coll., 2003], le 
Harmonic Shape Image [ZHANG, 1999], et beaucoup d'autres. 
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2.4.1 Cartographie et localisation simultanee en 3D 
Amplement etudie [FILLIAT et MEYER, 2003; M E Y E R et FILLIAT, 2003], le SLAM est 
considere comme probleme resolu pour de petits environnements statiques en 2D (trois de-
gres de liberte, soit x, y et l'orientation) [DURRANT-WHYTE et BAILEY, 2006]. Cependant, 
il est encore loin d'etre resolu dans un contexte de cartographie de grands environnements, 
de modelisation d'environnements complexes et dynamiques, de SLAM multivehiculaire 
et de SLAM en 3D (six degres de liberte). 
Beaucoup d'approches au SLAM en 3D sont etudiees. Une avenue de solutions considere 
la creation d'une representation virtuelle du monde en 2D depuis les donnees en 3D. 
Avec cette representation, il est possible d'employer les techniques de SLAM en 2D pour 
resoudre le probleme [BRENNEKE et coll., 2003]. Une approche differente explore l'ex-
traction des caracteristiques visuelles en 3D depuis une source de vision stereo, et infere 
le deplacement en 3D a l'aide d'un nitre de Kalman etendu (EKF) [JUNG et LACROIX, 
2003; LEMAIRE et coll., 2005], ou meme d'un filtre particulaire Rao-Blackwellised [SIM 
et LITTLE, 2006]. Cependant, des ameliorations importantes au SLAM visuel sont reali-
sees en combinant l'odometrie en 3D (mesure d'inertie) avec un EKF [DAVISON et KITA, 
2001; LAMON et SIEGWART, 2004]. Plus recemment, [POMERLEAU, 2008] propose une op-
timisation d'un algorithme de recalage des surfaces appele Kd-ICP afin de permettre une 
utilisation en temps, reel compatible au SLAM. Son approche tire avantage de la fusion 
d'information spatiale avec une representation simplifiee des couleurs permettant alors de 
reduire l'influence de la luminosite sur le processus de recalage. 
2.5 Planification de trajectoires 
La planification de trajectoires implique de trouver un chemin permettant de se diriger 
d'un point A vers un point B, tout en evitant les obstacles. Habituellement, ce processus est 
divise en deux etapes. L'environnement immediat observe est utilise pour la planification 
locale tandis que la connaissance plus brute a priori de l'environnement est employee 
pour la planification globale. Cette distinction est principalement due a deux facteurs : la 
variation de la resolution de l'environnement discretise et le besoin de reaction rapide aux 
changements de l'environnement entourant le robot. Pour ces memes raisons, differentes 
techniques sont utilisees. 
Pour la planification locale, le choix des algorithmes depend fortement de la representa-
tion d'environnements disponibles. Une technique bien etudiee est celle des champs de 
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potentiels [SLACK, 1993]. II faut savoir que cette technique est extremement sensible aux 
minimums locaux dans lesquels le robot peut potentiellement se retrouver bloque. Une 
autre approche possible est d'utiliser de multiples chemins predefinis [MAIMONE et coll., 
2006]. Ces chemins sont projetes sur le modele local de terrain et le chemin le plus ap-
proprie est choisi; les robots d'exploration martienne "Spirit" et "Opportunity" emploient 
cette technique. De maniere similaire, [KELLY et coll., 2006] genere une serie de trajectoires 
basees sur la simulation de projections de la dynamique du vehicule. 
D'une autre part, la planification globale est generalement resolue avec l'aide d'algorithmes 
de recherche bases sur les graphes. L'un des plus frequemment utilises est l'algorithme 
Shortest-Path de Dijkstra [DlJKSTRA, 1959]. Malgre qu'il est considere comme lent, il a 
l'avantage de fournir une solution optimale. L'algorithme bien connu de A* est souvent 
employe pour son traitement rapide [HAHNEL et coll., 2003]. Utiliser cet algorithme avec 
une fonction d'heuristique appropriee donne une solution optimale. Un autre algorithme 
appele D* fournit une planification optimale et efficace de chemins pour les environne-
ments partiellement connus [STENTZ, 1994]. Reconnu pour etre plus lent que A* a l'etape 
de planification, il a l'avantage d'etre beaucoup plus efficace lors de la re-planification de 
chemins. Plus recemment, l'algorithme Field D* [FERGUSON et STENTZ, 2005] ameliore 
D* en utilisant une interpolation entre les noeuds et, par consequent, produit une trajec-
toire plus douce. II faut noter que le vehicule autonome PerceptOr emploie avec succes 
cette methode pour la planification et la re-planification a long terme [KELLY et coll., 
2006]. 
CHAPITRE 3 
Defis de la gestion de cartes 
Les robots d'exploration planetaires peuvent utiliser une variete de donnees geo-referen-
cees : imagerie satellite; images basees sur une vision monocopique, stereoscopique, ou 
omnidirectionnelle; donnees de distance (LIDAR) comme des nuages de points 2.5D; ou 
meme des donnees scientifiques telles que l'information mineralogique obtenue a partir des 
spectrometres. Tous ces types de donnees geo-referencees permettent de representer diffe-
rents aspects de l'environnement pour un lieu donne. Maintenir cette variete de donnees 
a de multiples implications pour un systeme de gestion : formats de donnees multiples, 
differences dans la resolution, la precision et l'incertitude, l'age des differents elements, 
etc. 
Cette recherche prend en compte uniquement les donnees qui sont referencees dans l'es-
pace. Par consequent, il existe des relations spatiales reliant toutes les donnees accumu-
lees. Une relation spatiale forte existe pour des donnees provenant d'un meme capteur, 
affecte seulement par l'erreur de ce dernier, ou lorsque differentes lectures de capteurs 
sont acquises en meme temps et au meme endroit, affectees cette fois-ci par l'erreur d'ali-
gnement [MIRZAEI et coll., 2007]. Cependant, quand deux ensembles de donnees ont ete 
acquis en des temps et endroits differents, leur correlation spatiale est beaucoup plus faible 
en raison des erreurs de localisation. Un systeme de gestion de cartes doit etre capable de 
manipuler ces relations spatiales fortes/faibles entre les elements contenus. 
La planification de trajectoires sur plusieurs cartes apporte egalement sa part de de-
fis. Dans le cas de missions planetaires exigeant la navigation autonome sur de grandes 
distances, le processus de planification de chemins est typiquement decompose en deux 
processus distincts : la planification globale de chemins en utilisant une carte approxi-
mative du monde, et la planification locale de chemins, utilisant une representation de 
l'environnement de grande precision, acquise lors du deplacement. Les defis surgissent 
quand la planification doit etre faite au travers de plusieurs cartes. Dans ce cas-ci, des 
decisions doivent etre prises concernant quelles cartes utiliser en se basant sur des facteurs 
tels que la zone couverte, la resolution, et les proprietes temporelles des donnees. La ou les 
cartes se recouvrent, le systeme doit etre capable de manipuler les transitions d'une carte 
a l'autre aussi bien que les contradictions entre celles-ci. De plus, lors du deplacement, 
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de nouvelles cartes peuvent etre ajoutees comme une mise a jour de la vue satellite, ou 
l'addition de cartes locales a la representation du monde. L'integration de la nouvelle in-
formation en direct peut ameliorer la qualite globale du chemin par des operations locales 
de planification. 
De meme, le processus de localisation des vehicules d'exploration impose egalement des 
restrictions a un systeme de gestion de cartes. Comme la planification de chemins, la 
localisation peut etre decomposee en deux processus distincts. Dans la localisation glo-
bale, le robot emploie la connaissance de son environnement immediat et essaye de s'y 
localiser relativement a une carte de la region (habituellement une carte a basse reso-
lution couvrant une grande surface). Le deuxieme processus, le recalage de cartes, est 
utilise pour relier ensemble les cartes locales et pour y corriger l'erreur due a l'odometrie 
sur des acquisitions successives. Dans les deux cas, le processus de localisation tente de 
detecter des caracteristiques identifiees dans une carte en les associant a des caracteris-
tiques de la deuxieme carte. La position relative est alors inferee depuis ces associations. 
Malheureusement, puisque les deux cartes sont prises selon differentes perspectives, une 
caracteristique presente dans une carte pourrait etre occluse ou absente dans la deuxieme. 
Les cartes peuvent egalement avoir differentes resolutions, causant les caracteristiques se 
retrouvant dans les deux cartes d'etre echantillonnees avec differentes precisions, rendant 
le processus d'association plus difficile. Tous ceux-ci pourraient mener a une association 
erronee des caracteristiques, causant une localisation relative incorrecte. 
CHAPITRE 4 
Contexte experimental 
Afin de valider le systeme de gestion de donnees qui est presente au chapitre 5, il est ne-
cessaire de definir un contexte experimental dans lequel ce systeme est etudie. Ce dernier 
est congu pour une utilisation robotisee dans un processus d'exploration planetaire auto-
nome, avec un robot dont les capacites sont decrites a la section 4.1. Le comportement 
du robot est programme dans un environnement logiciel qui est decrit a la section 4.2. II 
est egalement primordial de donner un apergu de l'environnement physique dans lequel ce 
robot evolue telle que le presente la section 4.3, puisque l'interaction de l'environnement 
influence directement la lecture de ces capteurs et consequemment, son comportement de 
navigation. Finalement, un apergu du processus de navigation est presente a la section 4.4, 
permettant de dresser un portrait complet du contexte experimental. 
4.1 Plateforme robotisee 
Le robot utilise est une plateforme P2-AT de la compagnie Pioneer qui a ete modifiee par 
l'Agence spatiale canadienne (ASC) afin de creer leur plateforme mobile robotisee. La base 
robotisee du P2-AT utilise des encodeurs optiques au niveau de ses roues pour determiner 
son deplacement selon le plan cartesien XY. L'orientation du robot autour de l'axe.Z est 
donnee par la lecture d'une boussole electronique (TCM2 d'ActivMedia Robotics). Une 
serie de capteurs de proximite SONAR et infrarouge sont egalement disposes en peripherie 
du robot, mais n'ont pas ete utilises lors des experiences. 
A cette base robotisee, l'ASC a ajoute un ordinateur Toughbook de Panasonic muni d'un 
processeur Intel Core 2 Duo de 1.60GHz et disposant de 3GB de RAM. Cet ordinateur 
utilise un systeme d'exploitation Ubuntu avec un noyau Linux 2.6. C'est ce dernier qui 
execute le comportement de navigation et qui utilise le systeme de gestion de donnees 
etudie. Ont egalement ete ajoutes une centrale inertielle (IMU 300CC-100 de Crossbow) 
a six degres de liberte et un laser (LMS200 de SICK) monte sur une base pivotante 
permettant d'obtenir une representation en 3D de l'environnement du robot sur 360 degres. 
Le schema de la figure 4.1 montre les differentes composantes de cette plateforme mobile 
robotisee. Cette plateforme dispose d'une odometrie en six dimensions, soit en position 
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Figure 4.1 Schema des composantes de la plateforme mobile robotisee de l'Agence spatiale 
canadienne. 
(x, y et z) et en orientation (9X, 0y et 0Z), ainsi qu'une representation des surfaces aux 
alentours du robot dans un rayon d'environ quinze metres. 
4.2 Environnement logiciel 
Le contexte logiciel selectionne pour le developpement et l'execution de l'Atlas est celui 
d'Eclipse 3.4 couple d'une machine virtuelle Java 1.6.0 de Sun Microsystems. Le choix 
d'utiliser Eclipse et Java decoule du prealable voulant que le developpement de l'Atlas 
fasse partie integrale de la plateforme de robotique mobile de l'Agence spatiale canadienne. 
Le logiciel de la plateforme de robotique mobile est congu de maniere modulaire II preco-
nise une approche multi-plateforme et exploite 1'environnement de modelisation d'Eclipse 
(EMF). II est constitue de plus d'une centaine de plugiciel, definissant une hierarchie 
de concepts relatifs a la robotique mobile. Ces concepts couvrent les domaines des cap-
teurs, des actuateurs, des mathematiques, de la navigation, des algorithmes de vision et 
bien d'autres. C'est dans cet ensemble d'utilitaires fortement integres que le systeme de 
gestion d'Atlas est developpe. 
4.3 Environnement experimental 
La plateforme mobile robotisee est destinee a evoluer dans un environnement naturel tel 
que le terrain d'emulation martienne de l'ASC. Ce dernier est un terrain de 30 metres 
par 60 metres delimite par une bordure de beton. Le terrain est principalement constitue 
de sable et de roches et tente d'emuler differentes surfaces pouvant etre retrouvees sur la 
planete Mars. On y retrouve entre autres une plaine deserte, une dune, une falaise, une 
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Figure 4.2 Photos presentant les differentes surfaces du terrain d'emulation martienne 
de l'Agence spatiale canadienne. Celles-ci furent prisent en 2004, une fois sa construction 
achevee. 
caverne a trois entrees, deux crateres et une plaine rocheuse tel que presente a la figure 4.2. 
Notons que les elements constituants ce terrain sont a l'echelle du robot, de maniere a 
emuler adequatement le contexte martien. 
Afin de supporter le processus de navigation, il existe trois modeles de l'elevation de ce 
terrain aux resolutions de 1 metre, 0.5 metre et 0.2 metre. Ces modeles ont ete pris il y a 
plus de 4 ans, apres la fabrication du terrain et n'ont pas ete refaits depuis. Ces modeles ne 
correspondent done pas a l'etat actuel du terrain qui a subi l'effet d'erosion du au vent, a la 
pluie et aux multiples cycles de gel/degel. Cette difference entre modele et realite est voulue 
puisqu'elle represente un retard temporel significatif que Ton retrouve dans un contexte 
reel d'exploration planetaire. Cet aspect temporel ainsi que la faible resolution de ces 
modeles ne leur permettent pas d'etre utilisees pour planifier un deplacement securitaire 
de la plateforme mobile robotisee. lis peuvent cependant representer une connaissance a 
priori du terrain provenant d'images orbitales ou de missions precedentes. 
4.4 Processus de navigation autonome 
Le processus de navigation autonome presente est decrit en detail dans [REKLEITIS et coll., 
2008b]. L'objectif de ce processus est d'executer un deplacement robotise vers une desti-
nation non visible depuis le point de depart, sans nulle autre intervention humaine que la 
requete initiale. Nous considerons que le robot a une connaissance a priori generale du ter-
rain et qu'il connait sa position au moment de la requete de navigation vers la destination 
a atteindre. La figure 4.3 presente un schema decrivant les etapes de ce processus. 
En premier lieu, le robot utilise la carte globale de l'environnement pour planifier un 
chemin approximatif qui le guidera de sa position actuelle vers sa destination. Le robot 
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Figure 4.3 Schema du processus de navigation autonome. Lors des experimentations, 
l'etape de Localisation planetaire est executee par l'operateur du robot. L'etape de Locali-
sation locale est egalement facultative; au detriment d'augmenter l'erreur en position sur 
la destination atteinte. 
obtient egalement une representation detaillee de son environnement immediat a l'aide du 
LIDAR. Puis, le chemin approximatif est segmente en utilisant la representation locale 
detaillee pour determiner quelle portion de ce chemin est presentement visible. Une pla-
nification optimale est alors calculee a meme la carte detaillee de I'environnement pour 
tracer un chemin securitaire et faisable pour le robot. Une fois execute, le robot obtient 
une nouvelle representation detaillee de I'environnement lui permettant de proceder a une 
nouvelle iteration de navigation suivant le chemin approximatif restant, jusqu'a l'atteinte 
de sa destination. Au stade actuel, l'estimation de la pose du robot provenant de la com-
binaison de l'IMU et de l'odometrie des roues du P2-AT permet une navigation securitaire 
de la plateforme sur des segments de 10 metres. 
L'utilisation de maillages triangulaires irreguliers (ITM) se retrouve au cceur de ce pro-
cessus pour la representation de surfaces. Le capteur LIDAR produit un nuage de points 
en 3D. Ces points sont alors mailles par triangulation de Delauney dans un espace de 
coordonnees polaires, puis decimees en combinant plusieurs triangles coplanaires en un 
seul triangle. La figure 4.4 presente un exemple de ce procede de traitement des surfaces. 
Notons la presence de grands triangles definissant les regions planes, ainsi qu'une densite 
accrue de triangles dans les zones presentant des obstacles. Une explication plus detaillee 
de l'utilisation des ITMs pour la representation des surfaces est presentee par les articles 
[REKLEITIS et coll., 2007a,bj. 
L'utilisation des ITMs pour decrire les surfaces gagne en interet au moment de planifier 
un chemin. En fait, les triangles du maillage representent des cellules. Lors de la traversee 
du terrain, le robot se deplace d'une cellule a l'autre en passant par ses cotes communs. 
La representation par ITM peut alors etre transposee en une structure de graphe ou un 
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Figure 4.4 Processus de traitement des donnees visuelles utilise lors de la navigation 
autonome. Le robot est represente par le rectangle rouge, (a) les points noirs representent 
les donnees brutes provenant du capteur LIDAR, (b-c) les triangles gris fences constituent 
le maillage triangulaire irregulier (ITM), (c) les triangles jaune pale montrent les cellules 
formant le chemin detaille et la ligne rouge represente le chemin planifie depuis ces cellules. 
noeud represente une cellule et une transition represente un cote commun a deux cellules 
triangulaires. Le probleme de recherche de chemins se transpose alors en un probleme de 
recherche de graphe. L'algorithme de recherche de graphe utilise est le Shortest-Path de 
Dijkstra [DlJKSTRA, 1959] dont une implementation Java est disponible dans la librai-
rie jgrapht. L'un des principaux avantages de l'utilisation d'un graphe pour la recherche 
de chemins est qu'elle ne reste pas prise dans des minimaux'locaux; s'il existe un che-
min possible entre deux endroits, la recherche de graphe le trouvera. Qui plus est, pour 
une fonction de cout donnee, l'algorithme Shortest-Path de Dijkstra retourne toujours le 
chemin ayant le cout le plus faible, donnant ainsi une solution optimale. La fonction de 
cout utilisee prend en consideration plusieurs facteurs tels que la pente et Pirregularite 
du terrain se trouvant sous le robot, considere comme un disque de rayon r. La figure 4.4 
presente un exemple de solution pour une recherche de chemins dans un ITM. 
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CHAPITRE 5 
Atlas multi-couches pour la gestion de cartes 
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Resume frangais : 
La prochaine generation de vehicules d'exploration planetaire necessitera une plus grande 
autonomie de navigation. De tel requis impliquent la gestion de donnees geo-referencees 
potentiellement volumineuses et denses representees sous la forme de cartes. Cet article 
presente la conception d'un systeme de gestion de donnees dans un contexte d'explora-
tion planetaire autonome. Les auteurs presentent egalement une solution permettant de 
gerer dynamiquement une variete de donnees, l'incertitude des relations spatiales entre 
deux cartes, de procurer un mecanisme de planification de chemins au travers des cartes, 
ainsi que la correlation des cartes pour les operations de localisation. Cet article presente 
egalement les resultats experimentaux sur l'utilisation du systeme de gestion Atlas par un 
vehicule d'exploration autonome. 
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Multi-Layer Atlas System for Map Management 
Abstract : Next generation planetary rovers will require greater auto-
nomous navigation capabilities. Such requirements imply the management of 
potentially large and rich geo-referenced data sets stored in the form of maps. 
This paper presents the design of a data management system that can be used 
in the implementation of autonomous rover navigation schemes for planetary 
rovers. It also outlines an approach that dynamically manages a variety of 
data content and the uncertainty of the spatial relationship between two maps, 
and provides basic path planning through maps, and correlation of maps in 
localization operations. Experimental results on the usage of our atlas manage-
ment system by a rover performing autonomous navigation operations are also 
presented. 
5.2 Introduction 
In December 2003 and January 2004, the Mars Exploration Rovers (MERs) "Spirit" and 
"Opportunity" landed on Mars and conducted, for the first time, semi-autonomous explo-
ration of another planet [BIESIADECKI et coll., 2007]. This was a major step in robotics 
as all previous robotic missions (Lunokhod, Viking, Sojourner) had not implemented any 
on-board autonomy. The next missions planned to Mars are NASA's Mars Science Labo-
ratory (MSL) in 2011 [VOLPE, 2006] and the European Space Agency's (ESA) ExoMars 
in 2016 [VAGO, 2004]. Both MSL and ExoMars have set requirements to travel up to one 
kilometer per day. 
Given the extremely high cost of these missions, it is expected that each will provide a high 
return of knowledge for the investment. Therefore, great efforts are made by the scientific 
teams to make efficient use of these robots lifetime, capabilities, and resources. One of the 
main problems faced by these robotic probes is the poor quality of the communication 
link with Earth : the round trip communication delays range between 8 and 40 minutes; 
the communication windows last approximately one hour and are spaced 12 hours apart. 
Finally, the bandwidth is very narrow [PEDERSEN et coll., 2003]. Considering that MER 
require intense human interaction with operators on Earth before accomplishing an ope-
ration, three communication windows are typically required to reach a rock once it has 
been identified by the scientific team. This is one of the main incentives for increasing the 
navigation autonomy of planetary robots. Providing planetary exploration robots with the 
capability to navigate in an unknown or partially known terrain in a fully autonomous 
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way would provide more efficient operations. While disconnected from Earth, the rover 
must be capable of traveling autonomously towards one or more locations using high-level 
commands. During the communication windows it will maximize the bandwidth usage for 
scientific data. 
Autonomous long-range navigation for a rover implies the ability to map the environment, 
localize itself and plan trajectories to reach a goal. An autonomous planetary robot ends-up 
storing and handling huge amounts of sensor data, experimental results and other relevant 
information. This information is typically attached to maps describing the world. As the 
number of maps increases, simple planning operations become more complex because 
different maps combinations can be used to plan the path to the goal. Data from different 
sensors, such as LIDAR range finders, images from monoscopic and stereoscopic cameras, 
etc., produce different maps. Moreover, data from the same sensor collected at different 
times and from different locations produce maps of varying resolution and fidelity. 
Autonomous planetary exploration robots represent their environment using metric maps. 
This type of representation provides precise calculations and modeling required for auto-
nomous navigation. These metric maps are expected to evolve over time, as unexplored 
sections of the world are visited. The introduction of new information into the map can 
be done by fusing it with the old map. However, any errors in a robot location will cor-
rupt the known world representation with erroneous information. For this reason, it is 
preferable to keep multiple local maps instead of updating one large map. This approach 
has the advantage of keeping data with strong spatial relationships together, and loosely 
connecting data with weaker spatial relationships. With this approach, the uncertainty 
associated with a map's origin can always be reduced later since it is never fused with the 
data [GRISETTI et coll., 2007]. 
Unfortunately, this requires the segmentation of the environment representation in mul-
tiple local maps, whose number increases as the robot discovers new terrain. An efficient 
management system of these local maps is therefore required to maintain world consis-
tency. 
The objective of our work is to design a data management system that can be used in 
the development of autonomous navigation schemes for planetary rovers. The presented 
solution is capable of dynamically managing a large set of maps while considering the 
problems related to cartographic operations and uses. The issues considered are : the broad 
variety of data content, uncertainty in the spatial relationship between maps, trajectory 
planning through multiple maps, and the correlation of maps in localization operations. 
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Related work on map management systems is presented in Section 5.3. Section 5.4 pro-
poses a structure for the map management system. Experimental results are presented in 
Section 5.5, and a critique of the implementation and suggestions for future improvements 
are given in Section 5.6. 
5.3 Mapping a World 
Often, map management systems appear in the literature under different names : atlases, 
modeling environments, databases. Sometimes such systems are merged into the localiza-
tion and mapping process. 
Bose et al. [BOSSE et coll., 2004] proposed a map management system based on the concept 
of a conventional atlas for large-scale cyclic environments. Their framework is based on a 
hybrid, hierarchical metric/topological map system. At a higher level, a graph is used to 
represent the world, with graph vertices representing locations, and edges representing the 
transformation between locations. At a lower level, each location is described as a local 
2D metric map. Uncertainty can therefore be modeled in each map, and not with respect 
to a global reference frame. The uncertainty model is based on a Gaussian representation 
of the error. The proposed atlas framework is used to transform state uncertainty between 
local maps, create new maps, handle loop closing situations, and to generate and evaluate 
competing hypothesis of the local map for representing the current system state. 
A similar atlas-like system was proposed by Lisien et al. [LlSlEN et coll., 2005]. At the 
higher level, a topological representation is traced on the Generalized Voronoi Graph 
(GVG) of the mapped environment. However, the graph edges are represented at the 
lower level as a collection of features. The GVG has the advantage to be embedded in the 
environment, and can be easily extracted from it while exploring. Moreover, the collection 
of features of an edge-map represents the local area from the perspective of one GVG node, 
towards a neighboring node. Each edge-map represents discontinuities in the environment 
as a relative pose and a Gaussian uncertainty. Such a representation has the advantage 
of being scalable in memory and computation, but is highly sensitive to changes in the 
environment and is restrained to non-wide, feature-rich, indoor spaces. 
Hierarchical arrangements of maps were explored differently in Kelly et al. [KELLY et coll., 
2006], where three levels of maps are maintained, providing decreasing periods of data ac-
cumulation and increasing levels of details. The lower level maps are centered on the robot, 
while the higher-level map is a global representation of the world. The three maps used are 
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a volumetric grid, a local elevation map and a global traversability map. The creation/up-
date of the map contents flows from the highest detailed map towards the global map. 
Moreover, the global map is composed of multiple channels. Therefore, traversability maps 
from different sensors and resolutions can be presented on the same map : for example, 
data from the robot, from a remote unmanned air vehicle (UAV), and from available sa-
tellite information can be presented in one map. The hierarchical map arrangement has 
the advantage of permitting relocalization of the global map channels without affecting 
the lower-level maps. It also bounds the memory requirement of maintaining a complete 
3D map of the world. On the other hand, this system fuses the data during the update 
process of the maps, which may result in corruption of their content via the permanent 
introduction of noise. 
The SimScape terrain modeling toolkit [JAIN et coll., 2006] from the Jet Propulsion La-
boratory (JPL) provides a common infrastructure to represent terrain model data from 
multiple data sources and make them available to simulation applications. This toolkit 
supports multiple representations of the terrain geometry such as 2.5D digital elevation 
maps, point clouds, 3D meshes, and 2.5D irregular triangular mesh (ITM). It also provides 
transformations between different terrain model representation, and generation of com-
posite terrain models from heterogeneous models. Despite the many capabilities of this 
toolkit, it is oriented toward simulation applications and does not provide any management 
capabilities of map registration error. 
Finally, the System for Unifying Multiresolution Models and Integrating Three-dimension-
al Terrains (SUMMITT) is a suite of software tools providing terrain modeling funtiona-
lity for the MERs operators [OLSON et coll., 2007]. This immersive environment handles 
images of multiple resolutions and scales available from a variety of sources : descent 
images, surface images from the lander and the rover, as well as orbital images. For a 
given exploration site, SUMMITT manages the image registration process, the conversion 
of stereo images to volumetric primitives (voxels), and the storage/merging of the voxels 
as an octree structure. Once the site is modeled in the octree, SUMMITT is capable of 
producing polygonal representation of the site (for visualization and collision avoidance) 
as well as an elevation map. Unfortunately, this system is not dynamic regarding the evo-
lution of its data content. Once registered, the data is merged and therefore, cannot be 
changed unless the complete database is re-registered and re-built. Finally, the intent for 
this suite of tools is to be used by human operators and is not integrated to be used by 
an autonomous robotic system. 
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Figure 5.1 UML diagram of our multi-layer atlas management system. 
5.4 Atlas Structure 
Our atlas framework supports the typical mapping, localization and planning processes 
performed by a planetary mobile robot. The key idea is to provide a generic infrastructure 
to manage maps from multiple sources. Changes in the map processing algorithms are 
transparent to the atlas implementation. In the same way, using maps from different 
sensor sources or types becomes transparent to the planning algorithm. 
The current implementation of the atlas is divided into four key components : the Core 
component defines the atomic elements of the system; the Database component is used to 
store and access the different data within the system; the Spatial Relationship component 
incorporates the concept of weak/strong geographic relation between elements of the atlas; 
and the requirement to retrieve the location (transformation) of one element with respect 
to any other elements through a network of relative relations is handled by the Localization 
component. Figure 5.1 presents a UML diagram of the atlas structure. 
Planetary rovers can use a broad variety of geo-referenced data : satellite imagery; images 
based on monoscopic, stereoscopic, or omni-directional cameras; ranging data (LIDAR) 
such as 2.5D point clouds; or even scientific data such as mineralogical information obtai-
ned from spectrometers. All these geo-referenced data sets (LAYERS) represent a specific 
area of the environment (WORLD) and express different information. Usually, many of 
these representations are available for a given region ( M A P ) . Supporting a variety of data 
has multiple implications for a management system : multiple data formats, differences in 
resolution, precision and uncertainty, the temporal properties of the data set, etc. 
The Core component defines the atomic elements of the Atlas system. They represents 
the different data sets that form the current knowledge of the environment. This com-
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ponent is composed of three items : ATLASNODE, M A P and LAYER. A fourth item called 
W O R L D from the Database component can also be considered as part of this one. WORLD 
shares common purpose with M A P and LAYER, but also acts as a database container. 
The ATLASNODE is the basic element of the atlas system and it is between two of these 
elements that relative geographical relations can be specified. This element contains key 
information that defines an ATLASNODE, such as its creation time, a name, a description, 
etc. Three different types of ATLASNODE can be used in the atlas : W O R L D , M A P and 
LAYER. These three types of ATLASNODE embed a hierarchy of data association. At the 
highest level, the WORLD represents the global reference frame to which MAPS can be 
registered to. At the next level, M A P items are used to describe a local environment. 
Finally, a particular environment can be expressed in many ways and this is handled at 
the third level, using different LAYER items. 
The Database component handles storage and access operations of the atlas system, and 
it is implemented as two objects called WORLD and ATLASFACADE. The ATLASFACADE 
is an utility class that standardizes operations of the management system. The W O R L D 
is the actual database that can access, add or remove different elements of the Core and 
the Spatial Relationship components. It also inherits from the ATLASNODE element of 
the Core component. This inheritance makes it possible to create relations between any 
other ATLASNODE items with respect to the WORLD origin. Furthermore, the WORLD 
element also manages the translation of the Atlas content to XML based files, for saving 
and restoring the database. 
A working hypothesis for our atlas system is to consider only data that are spatially refe-
renced. Therefore, a spatial relationship exists between all data in the set. A strong spatial 
relationship exists for data resulting from a single sensor reading. Such a relationship is 
affected only by the sensing error. Moreover, when different sensor readings are acquired 
at the same time and location, their spatial relationship is affected only by alignment er-
ror [MlRZAEl et coll., 2007]. However, when two data sets are acquired at different times 
from different locations, their spatial correlation is much weaker because of localization 
errors. 
The Spatial Relationship component handles the concept of strong/weak spatial relation-
ship linking the different data of the atlas. It is composed of ATLASNODESRELATION, 
STRONGRELATION and WEAKRELATION items. The ATLASNODESRELATION embeds a 
relative transformation required to pass from one ATLASNODE reference to another one. 
STRONGRELATION represents relations without major errors, like the ones of a sensor 
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Figure 5.2 Visualization of different maps configuration topology. The green circle tagged 
"Ref" represents the W O R L D reference element, blue rounded rectangles represent M A P 
elements, while grayed circles represent LAYER elements. These elements are connected 
by red arrows corresponding to an ATLASNODESRELATION element. 
fixed on the robot body frame. WEAKRELATION represents transformations with greater 
localization uncertainty, and is represented as a transformation augmented by a covariance 
matrix. 
For example, a given MAP can be linked through strong relations to a number of LAYER 
items. This same M A P can also be linked to other M A P items using weaker relations. 
Finally, some M A P items might also be referenced to a global coordinate system, by 
adding a relation between M A P and the WORLD element. 
The Localization component of the atlas system provides the functionality of converting 
the relative relations referenced above into simple transformations. It is used to compute 
the pose (position and orientation) of any ATLASNODES with respect to an arbitrary 
reference frame. 
The WORLDCRAWLER item transfers the atlas content in an augmented graph structure 
that allows it to use cost-based graph search algorithms to find appropriate chains of 
transformations between every two ATLASNODES. Each implementation of a CRAWLER-
COSTFUNCTION item represents an algorithm that assigns a cost for any segment of the 
graph. The cost algorithm can use many parameters, such as distance, creation time of 
nodes, weakness/strength of the relation, as well as a combination of multiple relations 
between two nodes. The search result of the WORLDCRAWLER item is provided as a 
WORLDPATH item. It represents a chain of relations between the two ATLASNODES of 
the.search, and is capable of providing the transformation between any two.ATLASNODES 
in the chain. 
5.5. EXPERIMENTAL RESULTS 
Figure 5.3 The Mars emulation terrain with our modified P2AT rover. 
5.5 Experimental Results 
The implementation and test of the atlas structure was done using the Eclipse- Modeling 
Framework [STEINBERG et coll., 2008] (EMF). An atlas database was created using this 
framework to verify that each element could be added and accessed appropriately. As 
presented by Fig. 5.2, a simple database viewer was generated using the Graphical Mode-
ling Framework [GRONBACK, 2009] (GMF) in order to view and manipulate such EMF 
data structures. The complete implementation was deployed on Canada Space Agency's 
mobility platform shown in Figure 5.3. 
In order to validate the usability of the atlas system, a set of use cases were defined : loading 
an existing atlas, creating a new atlas with a navigation scheme, updating the atlas with 
visual odometry, etc. These use cases were performed using the 2.5D laser range data 
and 3D odometry information collected during previous robotic experiments [REKLEITIS 
et coll., 2008a]. The objective of the off-line experiments was to ensure that a large set 
of geo-referenced data (89 scans) can be easily handled by this system and to verify that 
the registration of the different data sets are preserved when using relative instead of 
global registration. The use of relative registration implies additional computational effort 
in order to obtain a map pose. This effort is therefore quantified in terms of time, while 
requesting the pose of different maps with respect to other maps or the atlas reference node. 
Finally, the system was tested on its information retrieval capabilities. A set of random 
points was generated, and for each random point the atlas was queried to return all the 
scans that contain data near the selected point. The atlas query consists of retrieving all 
the data sets origins in the proper frame of reference, sort them by distance to the specified 
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random point, and retrieving the corresponding scans data for maps within a 15 meters 
range. Over 15 trials the query time was on average 78 sec with a standard deviation of 
1.3 sec. However, if only the first match is required, this query returns within few seconds. 
Experimental validation of the atlas system was performed on a Pioneer P2AT platform 
enhanced with an IMU, a 360° fov LIDAR, and a Celeron-M class processing unit (1.5 GHz, 
1 GB of RAM). They were run on the Canadian Space Agency's Mars emulation terrain, 
providing a variety of landscapes on a terrain of 60 meters by 30 meters [REKLEITIS et coll., 
2008b]. The goal is to perform an autonomous navigation [REKLEITIS et coll., 2007a, 
2008a] by employing the atlas system to store and register maps (using 3D odometry for 
the pose estimation) while traversing unknown terrain. When visual matching for two 
neighbors maps is available (using a variant of the ICP algorithm [CHETVERIKOV et coll., 
2002] called Kd-ICP [POMERLEAU, 2008]), the atlas updates its content by adding a 
relation between .these two maps, thus creating a double linked chain of maps as shown 
in Fig. 5.2b. 
Figure 5.4 presents an illustrative example of the atlas framework in practice. The rover 
started at a known location and traversed to a final destination beyond its sensing horizon. 
During the experiment, there was no operator intervention after the selection of the final 
destination. The atlas was used to store the different scans and to also provide updated 
spatial relationships when the Kd-ICP algorithm was employed. Figure 5.4a presents the 
raw data from the nine scans that were acquired during the experiment by using the robot 
odometry as registration information. As can be seen by the discrepancies in the shades 
of colors, the scans do not intersect properly on a common surface. Therefore, planning a 
transition from one scan to the next is a difficult process. Figure 5.4b presents the same 
nine scan extracted from the atlas system while using the Kd-ICP corrected registration. 
They were transformed to be in the same coordinate frame using all available information. 
The different surfaces are well aligned and transitioning from one data set to the next is 
trivial. 
5.6 Conclusion and Future Works 
This work demonstrates the feasibility of a data management system suitable for robotic 
planetary exploration. The main features of our approach are the capability to dynamically 
manage a variety of data formats, the handling of uncertainty in the spatial relationship 
between the maps, the capability to provides series of maps linking two locations in plan-
ning operations, and the functionality to correlate maps in localization operations. 
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Figure 5.4 Atlas management system used to present an elevation map composed of nine 
scans collected during an autonomous navigation experiment. Scans registration is done 
using robot odometry and corrected using visual correlation with Kd-ICP algorithm. 
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This management tool opens new opportunities in the development of autonomous navi-
gation schemes. In the first place, maps are never fused by the system, thus permitting 
registration of the maps at any time. The system makes it possible for two given maps 
to have multiple mutual spatial relationships such as an estimation of their relative pose' 
from the wheel odometry and visual registration. The atlas system provides the mecha-
nism to select/merge these multiple estimation relations in order to get the best estimation 
possible. Thanks to the modularity of the system, it is possible to provide different cost 
functions in order to obtain more accurate use of these multiple relations. Finally, by using 
relative relations instead of global relations, the atlas system automatically propagates to 
neighboring maps any improvements/changes deriving from the updated relation between 
two maps. 
Experimental results of the atlas management system showed its capability to provide 
the required information in a timely fashion. In addition, the robust handling of the 
uncertainty relations between sub-maps led to more accurate and efficient navigation 
behaviour. 
The atlas system introduced in this paper has several interesting additional features which 
are scheduled for future implementations. One example is the capability to automatically 
convert data of one type to another. Another improvement will be to use a binary database 
instead of a XML one to minimize the usage of the communication link of a planetary 
rover. 
Future robotic experiments using the atlas system are scheduled for human supervised 
autonomous exploration experiments. The atlas system will provide a common framework 
to store, use, exchange, and visualize a broad variety of geo-referenced data (thermal, 
visual, and 2.5D range data) to both human and robotic clients. 
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CHAPITRE 6 
Resultats supplementaires 
L'article presente au chapitre 5 mentionne l'utilisation de tests unitaires lors de la vali-
dation de 1'Atlas (voir section 5.5). Considerant l'espace restreint autorise pour la publi-
cation, ceux-ci ont volontairement ete retires, laissant place a un seul exemple integrant 
toutes les facettes du systeme de gestion. Ce chapitre pallie ce manque en presentant 
ces divers tests. En premier lieu, les modules sont valides a l'aide des tests de base tels 
que decrits aux sections 6.1 et 6.2, puis l'interaction de ces modules et les fonctionnali-
tes evoluees de l'Atlas sont couvertes par les tests d'integration decrits a la section 6.3. 
La capacite d'extension du systeme est decrite a la section 6.4. La section 6.5 presente 
une comparaison des caracteristiques de l'Atlas avec celles des systemes similaires. Pour 
terminer, une analyse des resultats presentes dans ce chapitre est donnee a la section 6.6. 
La majorite des tests de base font usage de donnees synthetiques definissant des cas 
types d'utilisation ou d'organisation des donnees dans le systeme de gestion. Ces tests 
verifient que les operations de base sont fonctionnelles et reagissent comme prevu. Les 
tests plus complexes se basent sur des donnees reelles provenant d'experiences robotisees 
effectuees lors de la periode de juin a novembre 2007 a l'aide de la plateforme robotisee 
decrite a la section 4.1 et du terrain d'emulation martienne presente a la section 4.3. 
Cette campagne d'experiences a permis de tester l'utilisation de l'Atlas hors ligne avec 
des donnees en contexte realistes et de constituer une banque d'images LIDAR en 3D 
accompagnees des donnees d'odometrie de la plateforme robotisee. En tout, 38 experiences, 
dont sept navigation semi-autonome (ou les sites visites sont choisis par l'operateur) et 
15 completement autonomes (ou seul le site final est determine par l'operateur). Au total, 
108 sites ont ete visites pour lesquels des donnees sont disponibles aux fins de validation 
du systeme de gestion. 
6.1 Modules Core, Database et Spatial Relationship 
6.1.1 Creation d'un atlas 
Une partie des donnees experimentales de 2007 sont utilisees pour creer une base de don-
nees d'Atlas sur disque. Celles-ci proviennent des 22 experiences de navigation robotisee 
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comptant de un a dix sites chacune, pour un total de 97. Ce test n'integre que l'informa-
tion de structure (nom, date, description et relations) sans y inclure les donnees des cartes 
(ITM). Ce test verifie que tous les champs de la base de donnees sont assignables et que 
le processus d'ecriture sur disque fonctionne. 
6.1.2 Acces d'un atlas 
En conjonction avec le test unitaire precedent, ce test s'assure qu'un atlas sur disque et 
les donnees qu'il renferme sont accessibles en lecture. L'operation consiste a lire la base 
de donnees generee par le test de creation d'un atlas et de s'assurer que son contenu et sa 
structure correspondent aux donnees utilisees lors de sa creation. 
6.2 Module de Localisation 
6.2.1 Recherche simple 
Ce test se base sur un atlas synthetique forme d'un nceud de reference et de deux cartes 
(done trois nceuds dans l'Atlas) ou seulement les deux cartes sont relativement reliees. II 
n'existe done pas de relations entre le nceud de reference et les cartes. Puisque l'implemen-
tation logicielle du module de localisation transpose la structure d'atlas vers celle d'un 
graphe, il est important de verifier son comportement de recherche pour les differents cas 
d'utilisation. Le test verifie done qu'une recherche de graphe depuis le nceud de reference 
vers les nceuds de cartes donne bien une solution vide (pas de chemins), et que la recherche 
entre les deux nceuds de cartes est exacte. 
6.2.2 Recherche directionelle 
Un atlas synthetique forme d'un nceud de reference et de deux cartes (done trois nceuds 
dans l'Atlas) disposees en boucle est utilise. On verifie que la recherche entre deux nceuds 
d'une boucle est valide. La reponse ideale de cette recherche correspond au segment le plus 
court de la boucle. Les cas suivants sont verifies : recherche relative (carte a carte) dans les 
sens direct et inverse de la relation ainsi que la recherche globale de cartes (reference vers 
carte). Ce test verifie done que la sequence de nceuds composant la reponse est exacte. 
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6.2.3 Recherche sequentielle 
Une experience de navigation reelle comprenant dix sites visites sequentiellement est im-
ported dans le systeme sans y inclure les donnees des cartes (ITM). Apres interrogation de 
PAtlas pour la sequence de nceuds reliant la reference au dernier site visite, le test verifie 
que la sequence est respectee et que la pose globale de chaque noeud reste similaire a la va-
leur entree (tolerance d'une erreur ne depassant pas 1 x 1CT10 m et 1 x 10~10 degres). Cette 
erreur provient de la decomposition de la pose globale des cartes en relations sequentielles 
des cartes. La restitution de la pose ainsi decomposer se fait par la multiplication des 
matrices homogenes representant chacune des relations. L'utilisation de points flottants 
dans ces matrices incorpore une erreur de numerisation. Ce test verifie que cette erreur 
demeure negligeable dans le systeme. 
6.3 Integration de I'Atlas 
6.3.1 Calcul de la pose globale 
A l'aide d'un atlas contenant un nceud de reference, 97 nceuds de sites et 97 nceuds 
de donnees sous forme de maillages triangulaires irreguliers, ce test verifie la capacite 
de I'Atlas a reconstituer la pose globale de tous ses nceuds. Ce test differe de celui de 
recherche sequentielle dans le nombre de nceuds verifies (soit 195) et dans la complexity 
de structure d'atlas utilise (ajout de nceuds de donnees et de leur relation au nceud de 
site). Pour chaque nceud de I'Atlas, la pose globale (depuis le nceud de reference vers 
un nceud de carte ou de donnees) est calculee et comparee a la valeur utilisee lors de sa 
creation. Notons que la meme tolerance d'erreur que le test de recherche sequentielle est 
utilisee lors de la validation. 
6.3.2 Importat ion d'experiences de navigation 
Similaire au test de creation d'un atlas, nous creons une base de donnees d'atlas pour 
les 22 experiences de navigation, tout en y incluant les donnees de surface sous la forme 
de maillage triangulaire irregulier. Les Atlas ainsi generes sont utilisables par les tests de 
recherche de cartes et d'ajout de relations via Kd-ICP, comme decrit ci-dessous. Ce test 
construit, sauvegarde et verifie que tous les champs de la base de donnees (incluant les 
maillages decrivant les surfaces) sont assignes. Le test verifie egalement que les processus 
d'ecriture sur disque fonctionnent tant bien pour la structure des Atlas que pour leurs 
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maillages qui sont preserves dans des fichiers distincts. Ce test permet done de reproduire 
hors ligne les operations faites sur l'Atlas en direct, lors des experiences de navigation. 
6.3.3 Recherche de cartes 
Utilisant la meme base de donnees que le test de calcul de la pose globale, le test verifie 
l'exactitude et la performance de l'operation de recherche de cartes contenant des donnees 
de surface a un point donne dans le plan horizontal. Le test est execute pour 15 points 
repartis uniformement dans l'espace experimental et prealablement verifies pour leur pre-
sence sur les cartes. La recherche consiste a calculer la pose globale de chaque nceud de 
donnees de l'Atlas, a les trier par ordre croissant selon leur distance euclidienne au point 
recherche et d'extraire l'information de surface pour toute carte a moins de quinze metres. 
Ces cartes sont alors verifiees pour la presence de surface au point recherche. Les resultats 
de ce test sont presentes dans l'article a la section 5.5. 
6.3.4 A jout de relations via Kd-ICP 
Afin de demontrer l'aspect dynamique et la simplicity d'ajout de fonctionnalites a l'Atlas, 
ce test integre adequatement Palgorithme de correlation de surfaces Kd-ICP [POMERLBAU, 
2008] permettant d'ajouter une nouvelle relation entre deux cartes adjacentes. Le choix 
du correlateur de surface Kd-ICP a ete determine selon trois criteres : son acces a une 
implementation logicielle existante, sa possibilite d'integration avec Java et sa tolerance a 
l'erreur d'alignement des surfaces. II est egalement important de noter que Ton ne cherche 
pas a quantifier l'emcacite ou l'exactitude du correlateur. L'on cherche a demontrer la 
capacite de l'Atlas a evoluer dynamiquement a mesure que de nouvelles informations sont 
disponibles, ainsi qu'a demonter la simplicite d'extension du systeme de base par l'ajout 
d'une nouvelle fonctionnalite. 
Le test consiste a trouver chacune des relations de carte a carte existantes dans l'Atlas, y 
extraire les donnees de surface et y appliquer le correlateur. La nouvelle relation provenant 
du correlateur est alors ajoutee a l'Atlas sous la forme d'une seconde relation reliant ces 
deux cartes. L'Atlas ainsi modifie peut etre interroge afin de creer une carte composite 
(voir figure 5.4) de tout le trajet en tenant compte ou non de la mise a jour apportee 
par la correlation. Cette demonstration d'importance revele la force de ce systeme de 
gestion qui ne fusionne pas les donnees de surface tout en permettant leur evolution sans 
compromettre leur integrite. 
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6.4 Extension du systeme de gestion de donnees 
Le systeme de gestion de donnees propose est developpe en langage Java et s'execute dans 
un environnement Eclipse, tel que decrit a la section 4.2. Ce dernier se base sur la tech-
nologie de plugiciels ("Plug-ins") facilitant l'extension de logiciels. C'est cette technologie 
qui permet a 1'Atlas d'etre etendu sans avoir a modifier son module de base. Les sections 
6.4.1, 6.4.2 et 6.4.3 presentent trois types d'extensions de l'Atlas permettant de supporter 
une multitude de couches de donnees, differents types de relations spatiales, ainsi que dif-
ferentes methodes d'interpretation des relations. Les directives emises dans cette section 
decrivent la ligne directrice permettant d'etendre les fonctionnalites de base de l'Atlas 
sans toutefois etre un didacticiel des outils d'Eclipse, ni meme d'EMF. 
6.4.1 A jout de type de donnees 
La premiere extension pouvant etre ajoutee au gestionnaire de donnees est celle du support 
de nouveaux types de donnees. Pour ce faire, il suffit de creer un nouveau plugiciel qui 
etend Patlas de base en lui indiquant comment gerer ce nouveau type de donnees. Pour 
illustrer cette fonctionnalite, nous allons etendre l'atlas de base pour supporter une couche 
de donnees provenant d'une camera (ex. : image thermique). La procedure est la suivante : 
1. Creation d'un plugiciel 
A l'aide d'un environnement Eclipse adequatement configure, Ton cree un nouveau 
plugiciel a l'aide du createur automatise de plugiciel que Ton accede par le menu 
File—>New—>Other—>Plug-in Project. L'on entre ca.gc.space.mrt.atlas.image en 
tant que nom du plugiciel et l'on clique sur le bouton "Next". Les parametres pre-
definis sont utilises et l'on clique sur le bouton "Finish". Cette operation cree dans 
l'espace de travail d'Eclipse un nouveau plugiciel nomme ca.gc.space.mrt.atlas.image 
et ses fichiers associes. L'operation ouvre automatiquement le fichier de configuration 
de ce plugiciel. 
2. Configuration des dependances 
Dans le plugiciel que l'on vient de creer, l'on edite son fichier de configuration 
qui se retrouve a Pemplacement suivant : Plugiciel/META-INF/MANIFEST.MF. 
Sous l'onglet "Dependencies" l'on ajoute les plugiciels ca.gc.space.mrt.atlas.core et 
org.eclipse.swt au titre des "Required Plug-ins". Cette operation permet de speci-
fier que notre plugiciel depend de celui de l'atlas comprenant le module "Core" que 
Ton veut etendre, ainsi que de la librairie SWT ("Standard Widget Toolkit") pro-
42 CHAPITRE 6. RESULTATS SUPPLEMENTAIRES 
curant un support generique pour les images. Sous l'onglet "Runtime" Ton ajoute 
ca.gc.space.mrt.atlas.image au titre des "Exported Packages" specifiant ainsi le nom 
des "Packages" qui seront procures par ce plugiciel lors de son utilisation. Finalement, 
on sauvegarde le fichier de configuration en selectionnant le menu File—>Save. 
3. Creation d'un modele EMF 
II faut maintenant creer une classe dans laquelle on implemente le support pour notre 
nouveau format de donnees. Au lieu de programmer notre classe, nous utilisons une 
technique de meta-programmation. Le principe consiste a definir un modele de type 
UML de notre classe qui servira a en generer son code source. Nous definissons le 
modele dans un fichier "Ecore" (similaire a UML) a l'aide de l'environnement de 
modelisatiori d'Eclipse appele EMF. Pour ce faire, Ton genere un modele "Ecore" 
vide en accedant au menu File—>New—>Other—>Ecore Model. L'on specifie le re-
pertoire Plugiciel/model/ ou le modele sera cree, ainsi que le nom du fichier modele : 
image.ecore. II ne reste plus qu'a cliquer sur le bouton "Next", puis sur le bouton 
"Finish". Cette operation ouvre automatiquement le fichier de modele dans l'editeur. 
Depuis la fenetre "Properties" d'Eclipse, nous modifions les champs suivants pour 
notre modele : 
Name : image 
NS Prefix : ca.gc.space.mrt.atlas.image 
NS URI : http :///ca/gc/space/mrt/atlas/image/model/image.ecore 
Ann que notre modele puisse acceder a la definition des elements du modele de 
l'Atlas, nous devons referencer le modele de ce dernier. Pour ce faire, -l'on accede 
au menu Sample Ecore Editor—>Load Resource..., et l'on inscrit la ressource 
suivante : platform :/resource/ca.gc.space.mrt.atlas.core/model/mrt_atlas_vS.ecore. 
4. Definition des elements du modele EMF 
Nous definissons maintenant les elements necessaires dans notre modele "Ecore". 
Nous avons besoin de deux choses : une classe qui implemente le type LAYER de 
l'Atlas et un "wrapper" EMF pour la classe "ImageData" de la librairie SWT. L'uti-
lisation d'un "wrapper" n'est pas requise si l'on utilise des types de donnees qui sont 
definit par un modele EMF, tel que les elements composant l'Atlas. Pour creer un 
"wrapper", nous accedons au menu Sample Ecore Editor—>New Child—>EData 
Type et nous inscrivons les donnees suivantes dans la fenetre "Properties" d'Eclipse : 
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(a) Modele Ecore. (b) Diagramme UML. 
Figure 6.1 Representation du plugiciel Image sous la forme de (a) modele Ecore et de (b) 
diagramme UML. 
Default Value 
Instance Type Name 
Name 
Serializable 
org.eclipse.swt.graphics.ImageData 
ImageData 
true 
Pour creer la classe qui implemente le type LAYER, nous selectionnons le module 
image dans notre modele. Par la suite, nous accedons au menu Sample Ecore 
Editor—+New Child—•EClass Type et inscrivons les donnees suivantes dans la 
fenetre "Properties" d'Eclipse : 
Abstract 
Default Value 
ESuper Type 
Instance Type Name 
Interface 
Name 
false 
Layer->AtlasNode 
false 
ImageLayer 
Nous ajoutons un attribut data de type IMAGED ATA a notre classe. A l'aide du menu 
Sample Ecore Editor—>New Child^EAttribute, nous creons cet attribut pour 
lequel nous modifions les valeurs pre-definies dans la fenetre "Properties" d'Eclipse 
par les suivantes : 
EType : ImageData [org.eclipse.swt.graphics.ImageData] 
Name : data 
44 CHAPITRE6. RESULTATS SUPPLEMENTAIRES 
Sauvegardons notre modele en accedant au menu File—>Save. La figure 6.1 montre 
le contenu du fichier image.ecore tel qu'il devrait etre, ainsi que son diagramme UML 
equivalent. 
5. Generation du code source a partir du modele EMF 
Finalement, nous generons le code source correspondant au modele. Pour ce faire, 
nous creons un fichier de configuration pour le generateur de code a l'aide du menu 
File—>New—>Other—>EMF Model. Nous specifions le repertoire Plugiciel/model/ 
ou la configuration sera sauvegardee, ainsi que le nom du fichier : image.genmodel. 
II ne reste plus qu'a cliquer sur le bouton "Next" pour acceder a la prochaine etape 
permettant de choisir l'importateur de modeles Ecore. Une fois selectionne, nous 
poursuivons l'operation en choisissant le bouton "Next". Nous choisissons maintenant 
d'utiliser le modele EMF que nous avons cree a l'etape precedente : platform .-/re-
source/'ca.gc.space.mrt.atlas.image/model/image.ecore, et nous cliquons les boutons 
"Load" suivis de "Next". A cette etape, nous specifions que le groupe de classes 
("Packages") a generer est image. Nous devons egalement donner la reference aux 
generateurs de code dont depend l'atlas, soit : 
Data3d 
Ecore 
Emf 
Geometrydata 
Mrt_atlas_v3 
Processors 
ca. gc. space, mrt. geometry. data3d 
org. eclipse. emf. ecore 
ca.gc.space.java.emf 
ca.gc.space.mrt.geometry.data 
ca.gc.space.mrt.atlas.world 
ca.gc.space.mrt.common.processors 
Un utilisateur peut craindre de ne pas connaitre les dependances. Or il n'en est rien, 
car Eclipse informe l'usager des references manquantes. L'usager n'a qu'a choisir 
dans la liste celle qui correspond au message emis par Eclipse. Le fichier de configu-
ration du generateur est cree une fois que l'on selectionne le bouton "Finish". Cette 
operation ouvre automatiquement le fichier dans l'editeur dans lequel on selectionne 
l'element suivant : Image—> Image. Depuis la fenetre "Properties" d'Eclipse, nous mo-
difions le champ suivant pour notre generateur de code : 
All—>Base Package : ca.gc.space.mrt.atlas 
II ne reste plus qu'a sauvegarder la configuration du generateur en selectionnant le 
menu File—»Save. Nous completons l'operation en accedant au menu Generator—> 
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Genera te Model Code, qui aura pour effet de creer le code source dans les reper-
toires : Plugiciel/src/ca.gc.space.mrt.atlas.*. 
6. Implementation logicielle du format de donnees 
La fonctionnalite permettant de supporter le format d'image est deja implemented 
par la librairie SWT et sa classe IMAGEDATA. Ce qui n'est pas implante est sa 
sauvegarde sur disque et sa lecture depuis le disque. L'Atlas se sert de la capacite 
d'EMF a serialiser les modeles "Ecore" pour s'acquitter de cette tache. Du moment 
ou nous utilisons les types pre-definis par EMF dans un modele "Ecore", nous sommes 
assures que la serialisation est adequatement implantee. Par contre, quand un modele 
utilise un type externe a l'aide d'un "wrapper", il faut alors s'assurer de definir 
correctement la serialisation de ce modele. 
Le generateur de code que nous avons utilise a permis de creer une serie de classes 
Java qui composent notre plugiciel. L'une de ces classes se nomme IMAGEFACTO-
RYIMPL et sert a differentes taches dont la creation des objets dermis par le modele 
ainsi que leur serialisation. Pour supporter adequatement la conversion du format 
IMAGEDATA vers et depuis une chaine de caracteres STRING, nous n'avons qu'a 
modifier le code pre-genere. Le tableau 6.1 montre le code des deux fonctions devant 
etre modifie pour permettre une serialisation adequate des donnees d'image. II est 
important de noter l'ajout du mot NOT a la suite du code annote Java ©generated 
present dans les entetes de ces fonctions. Cette modification empeche le generateur 
de code d'ecraser le contenu de ces fonctions lors d'utilisations subsequentes. 
Cette procedure demontre clairement la simplicity avec laquelle nous pouvons etendre 
l'Atlas afin de supporter un nouveau type de donnee. II suffit de six etapes qui se realisent 
en une quinzaine de minutes. Le peu de code requis est celui necessaire a la serialisation 
des elements externe a EMF, qui dans ce cas-ci represente une douzaine de lignes de code. 
A ce point-ci, nous disposons de tout ce dont il est necessaire pour utiliser une couche 
de donnees d'images dans un atlas. II suffira de creer un objet de type IMAGELAYER, 
de lui inserer les donnees de l'image, et d'ajouter l'objet dans l'Atlas. Tout comme nous 
le faisons pour des donnees de type CARTESIANMESHLAYER, nous devons ajouter une 
relation spatiale permettant de relier notre objet de type IMAGELAYER a un autre nceud 
de l'Atlas, tel qu'un objet MAP, un autre objet LAYER, ou le noeud de reference globale. 
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/** 
* </— begin—user—doc — > 
* <!— end—user—doc — > 
* @generated_ NOT 
*/ 
publ ic ImageData c r ea t e ImageDa taFromSt r ing (EDa taType eDataType , S t r i n g i n i t i a l V a l u e ) 
{ 
/ / Extract the byte array from the string encoded version. 
b y t e [ ] d a t a = Base64 . decode( i n i t i a l V a l u e ) ; 
/ / Creates an input stream to be read by the ImageLoader. 
B y t e A r r a y l n p u t S t r e a m inpu tS t r eam = new B y t e A r r a y I n p u t S t r e a m ( d a t a ) ; 
/ / Loads the ImageData from the input stream. 
ImageLoader l o a d e r = new ImageLoader ( ) ; 
ImageData imageData = l oade r . load ( i n p u t S t r e a m ) [ 0 ] ; 
return imageData ; 
} 
* <7— begin—user—doc — > 
* < /— end—user—doc — > 
* @generated_NOT 
*/ 
publ ic S t r i n g c o n v e r t l m a g e D a t a T o S t r i n g (EDataType eDataType, Object i n s t a n c e V a l u e ) 
{ 
ImageData imageData = (ImageData) i n s t a n c e V a l u e ; 
/ / Creates an ImageLoader that contains the ImageData. 
ImageLoader l o a d e r = new ImageLoader ( ) ; 
l o a d e r , d a t a = new ImageData []{ imageData} ; 
/ / Writes the content of the ImageLoader to an output stream. 
ByteArrayOutpu tS t ream ou tpu tS t r eam = new ByteArrayOutputSt ream ( ) ; 
l o a d e r , save (ou tpu tS t r eam , SWT.IMAGE_JPEG); 
/ / Encode the output stream byte array to a XML compatible string . 
S t r i n g d a t a = Base64 . e n c o d e ( o u t p u t S t r e a m . toByteArray ( ) ) ; 
return d a t a ; 
TABLEAU 6.1 Code source requis pour serialiser un objet de type IMAGEDATA. 
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6.4.2 Ajout de type de relations 
La procedure permettant d'ajouter le support d'un nouveau type de relations par 1'Atlas 
est similaire a celui presente a la section 6.4.1. Quelques differences sont a prevoir. La 
dependance a la bibliotheque SWT n'est probablement pas necessaire, mais il se peut 
qu'une autre bibliotheque le soit. Au niveau du modele EMF, nous definissons une classe 
NEWTYPERELATION au lieu de IMAGELAYER qui herite du super-type ATLASNODES-
RELATION au lieu de LAYER. Ce modele n'a pas d'element data, mais probablement un 
autre qui sera mieux adapte aux besoins du nouveau type de relations, par exemple ten-
seur ou variance. Cet element peut utiliser un des types pre-definis par EMF tels que 
le EDOUBLE, le EFLOAT, le E I N T , OU tout autre type pour lequel on cree un "wrap-
per" similaire a l'exemple precedent de IMAGEDATA. L'usager n'a qu'a modifier la classe 
NEWTYPERELATIONIMPL pour y programmer les particularites de son implementation, 
tel qu'un calcule mathematique base sur son composant specifique (ex. : tenseur ou va-
riance). 
6.4.3 Ajout d 'un chercheur de relations 
Le module "Localisation" de l'atlas propose un moteur de recherche base sur le principe 
d'une recherche de graphe. L'extension de ce module se fait en proposant une nouvelle 
fonction du calcul de cout associee a la relation reliant deux noeuds. Differentes raisons 
peuvent pousser un utilisateur a utiliser differentes fonctions de cout. Une fonction peut 
vouloir favoriser ou exclure un type de relation (ex. : favoriser la localisation visuelle 
sur celle de l'odometrie, ou n'utiliser que la localisation odometrique de maniere a en-
lever 1'effet de tout repositionnement visuel), combiner plusieurs estimations (visuel et 
odometrique) en une approximation plus precise (ex. : filtre de Kalman, maximisation 
de tenseur), ou tout simplement optimiser un facteur en particulier tel que la distance, 
ou l'incertitude des relations. Les possibilites sont nombreuses et dependent de l'objectif 
voulu. 
En pratique, nous operons de la meme maniere qu'a la section 6.4.1. Les dependances du 
plugiciel seront changees pour une dependance au module "Localisation" qui se nomme 
ca.gc.space.mrt.atlas.crawler. Au niveau du modele EMF, nous definissons une classe 
NEWCOSTFUNCTION au lieu de IMAGELAYER qui herite du super-type CRAWLERCOST-
FuNCTION au lieu de LAYER. L'usager devra "overloader" les fonctions getCostf) et get-
BestRelationQ dermis par la classe CRAWLERCOSTFUCTION dans l'implementation de sa 
classe NEWCOSTFUNCTIONIMPL, Ces deux fonctions permettent respectivement de cal-
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culer le cout du lien du graphe entre deux noeuds adjacents, et de retourner la meilleure 
des relations de l'Atlas reliant deux noeuds adjacents du graphe. 
Pour utiliser la nouvelle fonction de cout, il suffit de creer une instance de WORLDCRAW-
LER et de l'initialiser avec une instance de la classe NEWCOSTFUNCTION. Toutes les re-
cherches effectuees a l'aide de cette instance du moteur de recherche utiliseront la fonction 
de cout specifiee. II est done possible d'utiliser differentes instances du moteur de recherche 
pour effectuer des recherches basees sur differents criteres (fonctions de cout). Le module 
"Localisation", tel que represents a la figure 5.1, possede deja deux implementations : 
DISTANCECRAWLERCOSTFUNCTION et STRONGRELATIONSPRIORITYCRAWLERCOST-
FUNCTION. Le tableau 6.2 presente le code source qui est utilise pour Pimplementation 
de la classe DISTANCECRAWLERCOSTFUNCTIONIMPL. Ceci demontre la simplicity (11 
lignes de code) avec laquelle il est possible d'etendre le moteur de recherche avec une 
nouvelle fonction de calcul du cout des relations. 
6.5 Comparaison des systemes de gestion de donnees 
Le systeme de gestion de donnees propose au chapitre 5 presente toutes les caracteristiques 
necessaires a son utilisation dans un contexte d'exploration planetaire autonome, tel que 
defini au chapitre 1. Le tableau 6.3 nous permet de comparer ce systeme a ceux de la 
section 2.1. Plus un systeme contient les caracteristiques correspondant aux besoins en 
gestion de donnees, plus il sera adapte a la situation. 
Les dix criteres de comparaisons utilises dans le tableau 6.3 sont dermis ainsi : 
Base de donnees : Le systeme presente la fonctionnalite d'une base de donnees, per-
mettant de sauvegarder et acceder les donnees experimentales. 
Multi donnees : Le systeme est capable de gerer differents types de donnees experimen-
tales. 
Sans pertes : Les donnees inserees dansle systeme ne subissent aucune alteration qui 
soit irreversible ou de pertes/degradation d'information. 
Incertitude : L'incertitude reliee au positionnement et a l'orientation des donnees geo-
referencees est maintenue dans le systeme. 
Dynamique : Le gestionnaire est evolutif dans son fonctionnement. II permet a son 
contenu d'etre modifie ou augmente, et adapte les requetes qui lui sont faites en 
tenant compte de ces changements. 
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/** 
* <!— begin—user— doc — > 
* <!— end—user—doc — > 
* ©generated NOT 
*/ 
publ ic double ge tCos t (World wor ld , AtlasNode from, AtlasNode t o ) { 
/ / Get the best relation from the atlas 
A t l a s N o d e s R e l a t i o n r e l a t i o n = 
t h i s . g e t B e s t R e l a t i o n (world . find Nodes R e l a t i o n s (from , to ) ) ; 
} 
/ / Compute the cost 
return t h i s . g e t R e l a t i o n C o s t ( r e l a t i o n ) ; 
/** 
* <!— begin —user—doc — > 
* <!— end—usei—doc — > 
* ©generated NOT 
*/ 
publ i c A t l a s N o d e s R e l a t i o n g e t B e s t R e l a t i o n ( E L i s t < A t l a s N o d e s R e l a t i o n > r e l a t i o n s ) { 
MapKDouble , A t l a s N o d e s R e l a t i o n > d i s t a n c e T o R e l a t i o n = 
new HashMajxDouble , A t l a sNodesRe la t ion > ( ) ; 
double b e s tCos t = Double .MAXVALUE; 
/ / Iterate trough all the possible links 
for ( A t l a s N o d e s R e l a t i o n r e l a t i o n : r e l a t i o n s ) 
{ 
double cos t = g e t R e l a t i o n C o s t ( r e l a t i o n ) ; 
d i s t a n c e T o R e l a t i o n . put ( cost , r e l a t i o n ) ; 
/ / Get the smaller distance from all of the links 
bes tCos t = Math. min( bes tCos t , c o s t ) ; 
} 
/ * Provides back the best relation found */ 
return d i s t a n c e T o R e l a t i o n . get ( bes tCos t ) ; 
** 
* <!— begin—usei—doc — > 
* </— end—user—doc — > 
* ©generated NOT 
*/ 
pr iva te double g e t R e l a t i o n C o s t ( A t l a s N o d e s R e l a t i o n r e l a t i o n ) { 
Vector3d t = new Vector3d( r e l a t i o n . ge tTransform ( ) . getX () , 
r e l a t i o n . ge tTransform ( ) . getY () , 
r e l a t i o n . ge tTransform ( ) . getZ ( ) ) ; 
/ / Get the distance of the link 
return t . l eng th ( ) ; 
TABLEAU 6.2 Code source provenant de la classe DISTANCECRAWLERCOSTFUNCTIO-
NIMPL et utilise par le moteur de recherche WORLDCRAWLER. 
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TABLEAU 6.3 Comparaison des differents systemes de gestion de donnees. La presence 
de la caracteristique dans le systeme est representee par la marque •. 
3D : Le referencement des donnees se fait en 3D. 
Extension : Le systeme presente une interface ou un mecanisme permettant d'etendre 
ce dernier de maniere a supporter de nouveaux types de donnees ou de nouvelles 
fonctionnalites. 
Multi plateformes : II est possible d'utiliser ce systeme sur differents processeurs ou 
systemes d'exploitation sans recourir a une adaptation de son logiciel. 
Tele-operateur : Le systeme est utilisable par un usager ou un tele-operateur pour 
visualiser ou acceder aux donnees experimentales. 
Robot autonome : Le systeme est utilisable par un robot pour acceder ou interpreter 
les donnees. 
En observant le tableau 6.3, nous realisons que de nombreuses caracteristiques necessaires 
au processus de navigation autonome d'un robot mobile planetaire sont manquantes chez 
la majorite des systemes existants. II est egalement important de noter que ces systemes 
sont souvent congus sans considerer les conceptes d'extension du systeme et de portability 
sur de multiple plateformes (robotiques et informatiques), les rendants inutilisables sur de 
nombreux systemes robotiques. 
6.6 Analyse des resultats 
Les tests presentes aux sections 6.1, 6.2 et 6.3 ont tous ete executes avec succes. L'en-
semble de ces tests a permis de valider les differents aspects de 1'Atlas depuis ses elements 
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TABLEAU 6.4 Moyenne ± equart type du temps en millisecondes des differentes opera-
tions de l'Atlas en utilisant differentes resolutions de maillages. 
—--___Resolution 
Operation 
Lecture 
Ecriture 
Relation 
Recherche d'une carte 
(triangles) 
Recherche toutes les cartes 
Recalage par Kd-ICP 
10k 
(ms) 
306±80 
304±157 
0.35±0.14 
686±325 
9880±2600 
6630±4280 
25k 
(ms) 
733±146 
1196±398 
0.33±0.12 
1520±730 
26200±7020 
22500±17900 
50k 
(ms) 
1430±311 
3318±1130 
0.34±0.12 
2810±1280 
53000±13400 
65400±56600 
de base, en passant par une integration graduelle de ses composantes, jusqu'a sa de-
monstration fonctionelle dans son ensemble. Le tableau 6.4 presente la compilation des 
performances de ces tests donnant un appergu des capacites de l'Atlas. De plus, la modu-
larite du systeme devant permettre son expansion sans processus complexes de conception 
et de programmation a meme ete demontree avec succes a la section 6.4. Finalement, le 
systeme d'Atlas presente de nombreuses caracterisqiques et fonctions non presentes chez 
les autres systemes exist ants, tel que demontre a la section 6.5. 
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CHAPITRE 7 
Conclusion 
Ce memoire a presente Atlas, un systeme de gestion de donnees georeferencees adapte au 
domaine de l'exploration planetaire robotisee. Les caracteristiques de ce systeme sont : la 
capacite de gerer dynamiquement une variete de formats de donnees, la gestion de Pin-
certitude dans les relations spatiales reliant deux cartes, la capacite de procurer une serie 
de cartes reliant deux lieux lors des operations de planification de chemins, et la fonction-
nalite de recaler des cartes lors des operations de localisation. Cet outil de gestion ouvre 
la porte a de nouvelles opportunites dans le developpement de scenarios de navigation 
autonome. En premier lieu, les cartes ne sont jamais fusionnees, permettant un recalage 
des cartes a tout moment. Le systeme permet egalement Petablissement de plusieurs re-
lations spatiales entre deux cartes, telle une estimation de leur pose relative decrite par 
Podometrie du robot et par une correlation visuelle. L'atlas procure les mecanismes de 
selection et de combinaison de ces multiples relations dans le but d'en retirer la meilleure 
estimation possible. Egalement, grace a la modularity du systeme, il est possible de definir 
differentes fonctions de cout afin d'ameliorer l'utilisation de ces relations multiples. Fina-
lement, en utilisant des liens relatifs au lieu d'absolus, l'atlas propage automatiquement 
vers les cartes voisines tout changement/amelioration decoulant de Petablissement d'une 
relation entre deux cartes. 
Les resultats experimentaux du systeme de gestion Atlas demontrent sa capacite de pro-
curer les informations requises en un temps acceptable. De plus, la gestion adequate de 
Pincertitude reliant les cartes tend a ameliorer le comportement de navigation. 
Le systeme Atlas est presentement utilise par PAgence spatiale canadienne afin de gerer 
les donnees geo-referencees de leur plateforme mobile robotisee. Cette derniere participera 
a Pexperience "Avatar Explore" lors de Pexpedition 20 de la station spatiale internatio-
n a l prevue pour la periode de mai a octobre 2009. Cette experience permettra d'etudier 
Pinteraction homme-machine en utilisant differents scenarios d'exploration planetaire ro-
botisee qui sera supervisee depuis Pespace par Pastronaute Robert Thirsk. Ce systeme 
procurera un environnement commun au robot et aux operateurs afin d'emmagasiner, 
d'utiliser, d'echanger et de visualiser une grande variete de donnees (images thermiques, 
visuelles, nuages de points). 
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