Abstract. A central problem in genome rearrangement is finding a most parsimonious rearrangement scenario using certain rearrangement operations. An important problem of this type is sorting a signed genome by reversals and translocations (SBRT). Hannenhalli and Pevzner presented a duality theorem for SBRT which leads to a polynomial time algorithm for sorting a multi-chromosomal genome using a minimum number of reversals and translocations. However, there is one case for which their theorem and algorithm fail. We describe that case and suggest a correction to the theorem and the polynomial algorithm.
Introduction
Molecular biology has entered an era in which data are available on essentially the entire DNA sequence, known as the genome, of human and an increasing number of model organisms. The genome of an organism is organized in a set of chromosomes. Each chromosome can be viewed as an ordered sequences of genes. Each gene is associated with a sign, which represents its direction of transcription. Different organisms are found to be related if they share similar genes, which were inherited from a common ancestor. Point mutations and short insertions and deletions cause local changes during a genes' evolution. In contrast, evolution at the level of the genome proceeds by large scale operations, such as inversions and translocations, which rearrange the order and direction of genes along the genome. Hence, on that level of abstraction, assuming the genomes share the same set of genes with no duplications (paralogs), a genome can be represented by a signed permutation Π (possibly split into contiguous blocks corresponding to chromosomes) and an operation ρ applied to Π generates the genome Π · ρ.
Given two genomes Π and Γ, which share the same set of genes, the problem of finding a shortest sequence of rearrangement operations allowed by the model, ρ 1 , ..., ρ t , such that Π · ρ 1 · · · ρ t = Γ, is known as the genomic sorting problem. We call t the genomic distance between Π and Γ and denote it by d(Π, Γ). The problem of finding t is called the genomic distance problem.
In the model we consider any gene is unique within a genome and is represented by an identification number (positive integer). A chromosome is orientation-less, therefore flipping a chromosome X = (x 1 , ..., x k ) into −X = (−x k , ..., −x 1 ) does not affect the chromosome it represents. Hence, a chromosome X is said to be identical to a chromosome Y iff either X = Y or X = −Y . Genomes Π and Γ are said to be identical if their sets of chromosomes are the same.
A reversal ρ(X, i, j), 1 ≤ i ≤ j ≤ k, transforms X into X = (x 1 , ..., x i−1 , −x j , ..., −x i , x j+1 , ..., x n ). A reversal ρ(X, i, j) is said to be internal if 1 < i ≤ j < n. When Π and Γ are two uni-chromosomal genomes which share the same set of genes, Π can be transformed into Γ using only reversals. The uni-chromosomal genomic sorting problem which allows only reversals is called the reversal sorting problem and the genomic distance is then called the reversal distance. The reversal sorting problem is equivalent to the problem of sorting a signed permutation by reversals (SBR). SBR was studied intensively over the last decade. In 1994, Kececioglu and Sankoff [11] gave the first constant factor polynomial approximation algorithm for SBR and conjectured that the problem is NP-hard. SBR was further studied by Bafna and Pevzner [3] who introduced the notion of a breakpoint graph of a permutation. In 1995, Hannenhalli and Pevzner [7] gave a first polynomial algorithm for SBR. They proved a duality theorem which expresses the reversal distance in terms of four combinatorial parameters defined on the breakpoint graph and the interleaving graph of a signed permutation. Based on this theorem, they found an O(n 4 ) algorithm for SBR. In 1996, Berman and Hannenhalli [5] described a faster implementation for this algorithm which runs in O(n 2 α(n)) time, where α(n) is the inverse of the Ackerman's function [1] . In 1997, Kaplan, Shamir and Tarjan [9] simplified HP's analysis by using the overlap graph and gave a quadratic time algorithm which has the best known running time so far. In 2001, Bergeron [4] described a very simple algorithm which relies directly on the overlap graph and runs in O(n 3 ). In Section 5 we give a short review of the different algorithms for SBR and present a family of signed permutations for which every optimal sequence of reversals involves an overall change of a quadratic number of vertices in the overlap graph/interleaving graph. This implies, in particular, a quadratic lower time bound for all three algorithms.
All the algorithms above for SBR also provide the distance as a byproduct. Solving the reversal distance problem directly is in fact simpler. Berman and Hannenhalli [5] showed how to compute the reversal distance in O(nα(n)). In 2001, Bader, Moret and Yan [2] presented a linear time algorithm for computing the reversal distance.
A translocation is a rearrangement that works on two chromosomes switching their "tails". Let X and Y be two chromosomes X = ( (x 1 , ..., x k , y 1 , . .., y m ) and an empty chromosome ∅. This special translocation reduces the number of (non-empty) chromosomes and is known in molecular biology as fusion. The translocation ρ(X, ∅, i, 1) for 1 < i ≤ k "breaks" a chromosome X into two chromosomes (x 1 , ..., x i−1 ) and (x i , ..., x k ). This translocation increases the number of (non-empty) chromosomes and is known as fission. A translocation ρ(X, Y, i, j) is said to be internal if X, Y = ∅, 1 < i ≤ n and 1 < j ≤ m. Fission and fusion are special cases of translocations which are not internal. Hannenhalli [6] has devised a polynomial algorithm for the genomic sorting problem when only internal translocations are allowed.
For a chromosome X = (x 1 , ..., x k ), the numbers +x 1 and −x k are called tails of X. Note that flipping a chromosome does not change the set of its tails. The set of tails of all the chromosomes in Π is denoted by T (Π). Genomes Π and Γ are co-tailed if T (Π) = T (Γ). Using an internal reversal or translocation on a genome does not change the set of its tails. Therefore, the problem of sorting a genome Π to a target genome Γ, using internal translocations and/or reversals, is limited to genomes Π and Γ that are co-tailed.
Hannenhalli and Pevzner [8] studied the genomic sorting problem for reversals and translocations (SBRT). Given two genomes Π and Γ, which share the same set of genes, Hannenhalli and Pevzner reduced SBRT on Π and Γ into SBR on π and γ, where π and γ are two permutations for which any optimal sorting by reversals of π into γ mimics an optimal sorting by reversals and translocations of Π into a Γ. Note that the translocation ρ(X, Y, i, j) acting on chromosomes X = (x 1 , ..., x n ) and Y = (y 1 , ..., y m ), can be mimicked by the reversal ρ(X −Y, i, n+(m−j +1)) acting on the concatenation of X with −Y . Based on the reduction from SBRT to SBR, HP presented a duality theorem for the genomic distance which leads to a polynomial time algorithm for computing a shortest series of rearrangements (reversals and translocations). Tesler recently provided a procedure for ordering the chromosomes (in case the genomes are co-tailed), gave a more symmetric presentation, and improved the efficiency of the HP algorithm [12] . However, there is one case for which the HP theorem, and subsequently the HP algorithm (and also Tesler's), is incorrect. We describe this case in Section 3, and present a revised duality theorem and a corresponding algorithm which handles the problem in Section 4.
Preliminaries
In this section we give the basic background needed to discuss SBR and SBRT. The exposition follows closely the HP theory, with slight changes and modifications. The reader is referred to the original papers [7, 9, 8, 12] for a fuller description and illuminating examples demonstrating the definitions.
SBR.
2.1.1. The breakpoint graph. Let π = (π 1 , ..., π n ) be an (unsigned) permutation of elements 1, ..., n. Extend π by adding π 0 = 0 and π n+1 = n + 1. Denote i ∼ j if |i − j| = 1. We call a pair of consecutive elements π i and π i+1 , 0 ≤ i ≤ n, of π a breakpoint if π i π i+1 and an adjacency if π i ∼ π i+1 . The breakpoint graph G(π) of π is an edge-colored graph on n + 2 vertices {π 0 , π 1 , ..., π n , π n+1 }. We join vertices π i and π i+1 by a black edge for 0 ≤ i ≤ n. We join vertices i and i + 1 by a gray edge for 0 ≤ i ≤ n.
We define a one-to-one mapping u from the set of signed permutations of order n into the set of unsigned permutations of order 2n as follows. Let π be a signed permutation of elements {1, ..., n}. To obtain u( π) we replace each positive element +x in π by 2x − 1, 2x, and each negative element −x by 2x, 2x − 1. Every reversal ρ( π, i, j), 1 ≤ i ≤ j ≤ n, on π can be mimicked by the reversal ρ(u( π), 2i − 1, 2j) on u( π). Denote by E self ( π) the set of 2n (black and gray) edges where each edge connects two vertices in G(u( π)) that correspond to the same element in π, i.e.,
Observe that in G( π) every vertex is incident to exactly one black edge and one gray edge. Therefore, there is a unique decomposition of G( π) into cycles. Moreover, the edges of each cycle are alternating gray and black.
Denote by b( π) and c( π) the number of black edges and cycles in G( π) respectively. Note that in our definition of the breakpoint graph the number of black edges is fixed (b = n + 1) and we allow cycles of length 2 (one black edge and one gray edge). For a parameter ψ( π) and an arbitrary reversal ρ on π define ∆ψ( π, ρ) as ψ( πρ) − ψ( π). When the reversal ρ and the signed permutation π are clear from the context we will abbreviate ∆ψ( π, ρ) to ∆ψ. 
The minimum number of reversals needed to sort a signed permutation π
A reversal ρ on a signed permutation π is called safe if ∆b − ∆c + ∆h = −1. If π is not a fortress then every optimal sorting sequence contains only safe reversals. If π is a fortress then at least one reversal, in any sorting scenario, is unsafe. 
Γ). In addition, there exists an optimal sorting of Π into Γ where every reversal / translocation is internal.
Hannenhalli and Pevzner proved that there exist two concatenations, π and γ, of the chromosomes in Π and Γ respectively, such that an optimal sorting of π into γ mimics an optimal sorting of Π into Γ. However, they did not say how to construct such concatenations. In [12] , Tesler provided a procedure which constructs two concatenations, π and γ, for which an optimal sorting of π into γ mimics an optimal sorting of Π into Γ with a minimum number of chromosome flips. 
Note that every reversal/translocation in Π corresponds to an internal reversal/translocation inΠ. A fission in Π, however, requires the existence of an empty chromosome. We shall prove later (in the proof of Theorem 4.1) that there is an optimal sorting of Π into Γ which does not require more than N chromosomes. Every sorting of Π into Γ that uses at most N chromosomes induces a sorting, which includes only internal operations, ofΠ into a genomeΓ = {γ (1), ...,γ(N )}, where
In other words, though Γ contains no capping, the operations onΠ imply some capping on Γ resulting inΓ.
Denote by Γ the set of (2N )! possible cappings of Γ. (1) the number of real-knots in G is odd, (2) one of the real-knots is the greatest real-knot, (3) every real-knot but the greatest one is a super-real-knot (4) s > 0.
Note that a weak-fortress-of-real-knots turns into a fortress-of-real-knots if we close all the ΠΓ-paths in one semi-knot. Let f r = 1 ifḠ(Π, Γ) is a fortress-of-real-knots or a weakfortress-of-real-knots, f r = 0 otherwise. The genomic distance by HP's duality theorem ([8] , Theorem 4) is
The case for which the duality theorem fails
The proof of HP's duality theorem relied on a lemma ([8], Lemma 6) which states that there exists an optimal cappingΓ which closes all ΠΓ-paths in simple components. This lemma is incorrect. The case for which this lemma is false is described as follows:
(1) Genomes Π and Γ are correlated and (2) G(Π, Γ) has an even number of real-knots, all of them are super-real-knots. An example for this case can be seen in Figure 1 . The component F plays the role of u in item 4 above. If we close all the ΠΓ-paths in u then we get a new greatest real-knot. In addition, we get a weak-fortress-of-real-knots. Hence, the genomic distance, according to the formula, is b − c + r + 1 +
. However, if we join two ΠΓ-paths, one of which is in u and the other in one of the semi-knots by an oriented or interchromosomal gray edge (Lemma 2.7) then we get that the distance is at most b−c+1+r+
It can be proved (see Remark 4.2) that this is the only case for which HP's duality theorem and algorithm fail. The "quick and dirty" way to fix HP's duality theorem and algorithm is to give a special treatment to this case, like changing the definition of a weak-fortress-of-realknots so that it would not include the case in which the greatest real-knot inḠ is a "simple" component in G. However in this type of correction, the parameters are still defined onḠ which is not a sub-graph of any G(Π,Γ) whenΓ is optimal. In the next section, we suggest a different correction.
A revised duality theorem
The main difference in the suggested correction is introducing a definition of semi-realknots, as opposed to semi-knots. A component from the set IU (Π, Γ) \ RU (Π, Γ) is a semireal-knot if (i) it does not contain a ΓΓ-path in its interval, and (ii) closing all the ΠΓ-paths in it creates a minimal real-knot or a simple (not super-real-knot) greatest real-knot.
A semi-real-knot is called the semi-greatest-real-knot if it turns into a greatest real-knot when all the ΠΓ-paths in it are closed; otherwise it is a minimal semi-real-knot. Any minimal semi-real-knot is also a minimal semi-knot and vice versa. The difference between the two definitions is when a greatest-knot or a semi-greatest-real-knot are involved. A semi-real-knot is not a semi-knot if it is the semi-greatest-real-knot and there are minimal semi-real-knots (equivalent to minimal semi-knots) in G(Π, Γ). In Figure 1 (a) component F is a semi-real-knot (and the semi-greatest-real-knot) but not a semi-knot. A semi-knot is not a semi-real-knot if it is the greatest knot but there exists the greatest real-knot. See Figure 2 for an example. Figure 3 shows two examples where the two definitions of a semi-knot and a semi-real-knot agree.
We define s to be the number of semi-real-knots in G(Π, Γ). A weak-fortress-of-real-knots is defined in the same manner as before but s is replaced by s . A simple component is redefined as a component containing a ΠΓ-path that is not a semi-real-knot. Note that if G(Π, Γ) has no greatest real-knot then closing all the ΠΓ-paths in a simple component cannot create the greatest real-knot.Ḡ(Π, Γ) is obtained from G(Π, Γ) by closing all the ΠΓ-paths in all the simple components in G(Π, Γ). ObviouslyḠ(Π, Γ) has the greatest real-knot iff G(Π, Γ) has the greatest real-knot. It follows thatḠ(Π, Γ) is a weak-fortress-of-real-knots iff G(Π, Γ) is a weak-fortress-of-real-knots. We define gr = 1 if G(Π, Γ) has the greatest real-knot and s > 0, gr = 0 otherwise. We define f r = 1 if either (i)Ḡ(Π, Γ) is a fortress-ofreal-knots and there is no semi-greatest-real-knot inḠ(Π, Γ) (equivalently, G(Π, Γ)), or (ii) G (Π, Γ) (equivalently, G(Π, Γ) ) is a weak-fortress-of-real-knots, and f r = 0 otherwise. Note that closing all the ΠΓ-paths in a simple component does not affect any of the parameters defined in this section.
Proof. Let Ψ(Π, Γ) be the right hand side of the expression above. Every cappingΓ can be presented as a sequence of transformations of G(Π, Γ) into G(Π,Γ) by consecutively adding 2N gray edges to G(Π, Γ): We shall now prove that there exists a cappingΓ such that d(Π,Γ) = Ψ(Π, Γ) by constructing a sequence of 2N gray edges g 1 , . .., g 2N connecting Π-caps with Γ-tails in G(Π, Γ) such that ∆ i = 0 for every 1 ≤ i ≤ 2N . The algorithm Genomic Sort 2 builds this sequence of edges.
algorithm Genomic Sort 2
(1) Construct the graph G = G(Π, Γ) (2) while there is a ΠΠ-path in G
Find an interchromosomal or an oriented edge joining this ΠΠ-path with a ΓΓ-path (Lemma 2.6) and add it to G (4) while G has more than two semi-real-knots (5) Find an interchromosomal or an oriented edge joining ΠΓ-paths in any two semi-real-knots (Lemma 2.7) and add it to G (6) Close all ΠΓ-paths in simple components in G (7) if G has two semi-real-knots but is not a fortress-of-real-knots (8)
Find an interchromosomal or an oriented edge joining ΠΓ-paths in these semi-real-knots (Lemma 2.7) and add it to G (9) Close any remaining ΠΓ-path in G (10) Find a cappingΓ defined by the graph G = G(Π,Γ) (11) Sort genome Π into genome Γ by using the sorting ofΠ into genomeΓ If G i−1 has a ΠΠ-path then it has also a ΓΓ-path. Connecting a ΠΠ-path with a ΓΓ-path via an interchromosomal or oriented edge affects no parameter and ∆ = 0 (line 3).
If G i−1 has more than two semi-real-knots and two semi-real-knots are destroyed then ∆c = −1, ∆r = ∆gr = ∆f r = 0, ∆s = −2, hence ∆ = 0 (line 5).
Closing all the ΠΓ-paths in simple components does not affect any parameter and hence ∆ = 0 (line 6). Line 6 is required in order to calculate ifḠ is a fortress-of-real-knots (line 7). If At the beginning of step 9, G has at most two semi-real-knots. If G has exactly two semireal-knots then it is a fortress-of-real-knots. The only change in G is the addition of gray edges which close ΠΓ-paths. If the number of semi-real-knots is not changed (s i = s i−1 ) then no other parameter is affected and ∆ = 0. Let G start = G i−1 be the graph at the beginning of step 9. If G start is a fortress-of-real-knots and exactly two semi-real-knots then there are three possible sub-cases: (i) G start has the greatest real-knot, (ii) G start has the semi-greatest-real-knot (iii) G start has no semi-greatestreal-knot and the two semi-real-knots are minimal. Let G f inish be the graph obtained from A case by case analysis of the parameters in the two formulas shows that the case studied in Section 3 is the only one for which the formulas differ.
On the complexity of SBR
A central question in the study of genome rearrangements is whether one can obtain a sub-quadratic algorithm for SBR. In this section we discuss the three central algorithms currently available for SBR. The first is of Kaplan, Shamir and Tarjan [9] (KST), the second is of Berman and Hannenhalli [5] (BH) and the last is due to Bergeron [4] . All three build heavily on the foundations laid by Hannenhalli and Pevzner [7] . All three algorithms use implicitly or explicitly the overlap graph of the permutation (defined below). The KST and BH algorithms require O(n 2 ) and Bergeron's algorithm requires O(n 3 ). We provide here a family of examples where any optimal sequence of reversals on an n-vertex permutation requires Θ(n) reversals and Θ(n) modifications in that graph in each reversal. In particular, this implies that Bergeron's algorithm as implemented in [4] requires Θ(n 3 ) steps. In addition, the BH and KST algorithms are shown to have a quadratic lower time bound on these families of permutations.
5.1. The algorithms. The three algorithms have a common iterative structure. In each iteration they search for a safe reversal and perform it. There are two types of safe reversals: proper safe reversals and hurdle-cutting safe reversals. The latter are performed in a similar manner in all the algorithms, either at the beginning of the sorting or when there are no oriented components. For the rest of this section we will concentrate on permutations which are optimally sorted by proper reversals only, i.e. their overlap graphs (equivalently, interleaving graphs) contain only oriented components. In this case, the time complexity of each algorithm is proportional to the reversal distance times the time complexity of finding and performing a safe reversal.
The time complexity of finding and performing a safe reversal depends on the time complexity of the queries and updates of the data structure used to maintain the current permutation. Each of the three algorithms uses a different data structure to maintain the current permutation. In addition, the characterization of the safe reversal used is different in each algorithm. However, the three algorithms share two key features: (i) the search for a safe reversal is done within the set of oriented gray edges and (ii) the criterion for a safe reversal relies mainly on the relationships between gray edges in the overlap graph.
Let e be a vertex in OV (π). Denote by r(e) the reversal acting on the gray edge corresponding to e. Denote by N (e) the set of neighbors of e in OV (π). Denote by ON (e) the set of oriented neighbors of e in OV (π). Denote by U N (e) the set of unoriented neighbors of e in OV (π). The analysis of any known criterion for a safe reversal is based on the premise that it must not create any new unoriented component in OV (π).
Observation 5.1. [9] Let e be an oriented vertex in OV (π). OV (π · r(e)) can be obtained from OV (π) by the following operations: (i) Complement the graph induced by OV (π) on N (e) ∪ {e}, (ii) change the orientation of every vertex in N (e) ∪ {e}, and (iii) remove any unoriented single vertices.
A reversal that operates on an oriented vertex, e, deletes it and at most one more vertex from OV (π ·r(e)). The vertices in the component of e in OV (π) which remain in OV (π ·r(e)) may now be part of one or more new components in OV (π · r(e)). The following observation is implicit in [9] . OV (π · r(e) ).
Observation 5.2. Let e be an oriented vertex in OV (π). Every new component in OV (π · r(e)) contains a vertex from N (e). Hence, e is safe iff every vertex in ON (e) is contained within an oriented component in
5.1.1. The KST algorithm. The KST algorithm uses the notion of happy cliques. A happy clique is a clique of oriented vertices, C, such that every oriented vertex e / ∈ C that has a neighbor in C, also has an oriented neighbor that is not connected to any vertex in C. Choosing a vertex from a happy clique guarantees that every vertex in ON (e) \ C is contained in an oriented component in OV (π · r(e) ). The second condition (|U N (e)| ≥ |U N (e )| for every e ∈ C) guarantees that every vertex in the happy clique is either contained in an oriented component in OV (π · r(e)) or deleted from it.
Theorem 5.4. [9] There is a happy clique in the neighborhood of every oriented vertex e (i.e. N (e) ∪ {e} contains a happy clique when e is oriented).
Let e 1 , . . . , e k be the oriented vertices in OV (π) in increasing left endpoint order. The KST algorithm searches for a happy clique by traversing the oriented vertices in OV (π) in this order. After traversing e 1 , . . . , e i , 1 ≤ i ≤ k the KST algorithm maintains a happy clique C i = {e i 1 , . . . , e i j } in the subgraph of OV (π) induced by these vertices. The traversal is finished either when i = k or when e i is to the right of e i j . After finding a happy clique, C, the KST algorithm searches for a safe reversal within C in time complexity proportional to the size of C plus the number of unoriented vertices in OV (π).
The data structure used by the KST algorithm is two arrays containing the sequences u(π) and u(π) −1 . A vertex in the overlap graph is represented by one of the endpoints of its gray edge. This data structure allows answering two major questions on the overlap graph in a constant time: (i) the orientation of a vertex and (ii) whether two given vertices are neighbors. In Section 5.2 we shall see that the number of queries in a KST's search for a safe reversal is Θ(n). For an oriented vertex, e, the update of the data structure for making a reversal, r(e), is done in time proportional to the length of the interval being reversed, which is at least |N (e)|. Recently, Kaplan and Verbin [10] presented various data structures which maintain u(π) and u(π) −1 and allow an update after a reversal in o(n) time. These data structures were used in a heuristic "random-walk" algorithm which picked an oriented reversal randomly and performed it. However, the time complexity of a query in these data structures is Θ(log(n)).
5.1.2.
The BH algorithm. The BH algorithm makes a distinction between long cycles, which are cycles with more than 2 gray edges, and short cycles, which are cycles with exactly 2 gray edges. A permutation is simple if every cycle is of size 4. An initialization step in the BH algorithm is producing a simple permutation π for which every sorting of π mimics a sorting of π with the same number of reversals. The BH algorithm uses the interleaving graph instead of the overlap graph. However, the overlap graph of a simple permutation can be obtained from the interleaving graph by replacing every oriented vertex by two connected oriented vertices, and every unoriented vertex by two unconnected unoriented vertices. This implies that for simple permutations the interleaving graph and overlap graph are essentially equivalent and hence the interleaving graph can be replaced with the overlap graph and vice versa.
Denote by V (IN T L(π) ) and O (IN T L(π) ) the set of vertices and oriented vertices in the interleaving graph IN T L(π) respectively. Let ρ be a reversal on π. Define Index(ρ) as the union of new unoriented components in IN T L(π · ρ) and index(ρ) = |V (Index(ρ))|. The following theorem was proven in [5] . We provide a simpler proof below. 
Proof. case 1: O(IN T L(π)
) is a clique. In this case we choose e to be a vertex for which |U N (e)| ≥ |U N (e )| for every oriented vertex e . It can be easily seen that r(e) is a safe reversal and hence index(r(e)) = 0.
is not a clique. Let e 1 and e 2 be two non adjacent oriented vertices. Let f ∈ Index(r(e 1 )). We will now prove that f / ∈ Index(r(e 2 )). Look at a shortest path from f to e 1 in OV (π):
Obviously u t−1 and u t (e 1 ) are the only oriented vertices in this path in OV (π). Since e 1 and e 2 are non adjacent u t is still oriented in OV (π·r(e 2 )) and the edge u t−1 → u t also exists. Let i be the minimum index such that u i is oriented in OV (π ·r(e 2 )) (i ≤ t). It is easy to see that there is a path from f (u 1 ) to u i in OV (π · r(e 2 ))and hence f / ∈ Index(r(e 2 )). Therefore, Index(r(e 1 )) ∩ Index(r(e 2 )) = ∅ and min(index(r(e 1 )), index(r(e 2 ))) ≤
Theorem 5.6. Kaplan and Verbin [10] presented an algorithm which uses Bergeron's criterion for a safe reversal but with a different data structure. Their implementation calculates the score vector using a reduction to Θ(n) queries on a data structure from computational geometry that holds an n by n grid. This data structure is rebuilt on every iteration in Θ(n log(n)) time and each query takes Θ(log(n)) time. Hence, the total time complexity of a search for a safe reversal is Θ(n log(n)).
Difficult permutations.
As we have seen, all the above algorithms use the overlap graph as a basis for their analysis. However, only Bergeron's algorithm explicitly maintains data structures for the overlap graph. Every iteration in Bergeron's algorithm involves a number of operations which is proportional to the number of vertices which are actually changed in the overlap graph. The question that immediately rises is: can one obtain a tight lower bound for Bergeron's algorithm? We will now prove that for every n there exists a permutation for which Bergeron's algorithm performs a quadratic number of operations on vectors.
5.2.1. One cycle permutation. Let π k = (2, 4, 6, . . . , 2k, −1, −3, −5, . . . , −(2k − 1) ). The breakpoint graph of π k has one oriented cycle and 2k + 1 breakpoints, hence the reversal distance is 2k = n. See Figure 4 (a) for k = 3. A module X in a graph G = (V, E) is a set of vertices such that if x, y ∈ X and z / ∈ X then (x, z) ∈ E ⇔ (y, z) ∈ E. A super clique (super independent set) is a clique (independent set) of modules. The overlap graph OV (π k ) is a super clique of size k + 1 consisting of k modules, which are unconnected pairs of oriented vertices, and one singleton module, which is the unoriented vertex (4k, 4k + 1) (Figure 4  (b) ). All the oriented vertices are symmetric in OV (π k ) and by Theorem 5.8 every oriented vertex induces a safe reversal. Let ρ 1 be a reversal upon an oriented vertex in OV (π k ). Then OV (π k · ρ 1 ) is composed of an oriented vertex that is connected to a module M . The module M is a super independent set of size k consisting of k − 1 modules, which are connected pairs of unoriented vertices, and one singleton module, which is an oriented vertex (Figure 4(c) ). There is only one oriented vertex that induces a safe reversal ρ 2 in OV (π k · ρ 1 ). We perform ρ 2 and get OV (π k · ρ 1 · ρ 2 ) which is isomorphic to OV (π k−1 ) (Figure 4(d) ).
Obviously, any safe reversal on π k affects Θ(n) vertices in the overlap graph. Hence the update of the data structures in Bergeron's algorithm requires Θ(n) vectors of size n, and the total running time of the algorithm is Θ(n 3 ) time. The KST algorithm for finding a safe reversal on π k has a time complexity of Θ(n) since the search for a happy clique in OV (π k ) performs a traversal on all the oriented vertices in OV (π k ). In addition, the update of the data structure is also Θ(n) per reversal. Hence the total time complexity of sorting π k using the KST algorithm is Θ(n 2 ).
A simple permutation.
The BH algorithm is defined on an interleaving graph of a simple permutation (one with no long cycles). Any non-simple permutation is transformed to an equivalent simple permutation. We now present an example with a simple permutation σ k . . For k = 2, see Figure 5 . The interleaving graph of σ k , IN T L(σ k ), is super clique of size k + 1 with k modules, which are unconnected pairs of oriented cycles, and one singleton module, which is an oriented cycle ( Figure 5(b) ). Each of the vertices in the k pairs induces a safe reversal while the singleton vertex induces an unsafe reversal. Let ρ 1 be a safe reversal induced by one of the 2k symmetric vertices. Then IN T L(σ k · ρ 1 ) is composed of an oriented vertex which is connected to a module that is a super independent set consisting of k − 1 modules, which are connected pairs of oriented vertices, and one singleton module, which is an isolated oriented vertex ( Figure 5(c) ). Let It is easy to see that any safe reversal on σ k affects Θ(n) vertices in the interleaving graph. Hence any sorting of π k affects Θ(n 2 ) vertices in the interleaving graph. The BH algorithm does not maintain the overlap graph of π k directly. Instead, in every iteration it performs a traversal on all the the cycles in the breakpoint graph of σ k . Hence the total time complexity of sorting σ k using the BH algorithm is Θ(n +12  +14 +10  +2  +17  +18  +16  +15  +1   +16  +17  +1  +2  +15  +18  +22 +23  +21  +19  +20  +5  +7  +6  +8  +4  +9  +11 +13  +12  +14 +10   0  +3  +8  +6 Figure 2 . An example for a semi-knot which is not a semi-real-knot. There are two real-knots in this example: A (a minimal real-knot) and B (the greatest realknot). Component C is a knot and in particular a semi-knot. However C is not a semi-real-knot since closing all the ΠΓ-paths in it would turn it into a greatest real-knot which is a super-real-knot. (a) Π = {(+3, +5, +7, +6, +8, +4, +9, +2, +1), (+12, +11, +10} Γ = {(+1, +2, +3, +4, +5, +6, +7, +8, +9), (+10, +11, +12)} Γ = {(+1, +2, +3, +4, +5, +6, +7, +8, +9)} Π = {(+3, +5, +4, +6, +8, +7, +9, +2, +1)} Figure 3 . Cases where the definitions of semi-knot and semi-real-knot matches. (a) Component C is the greatest knot and in particular a semi-knot. In addition, closing all the ΠΓ-paths in it would turn it into a simple greatest real-knot. Hence C is also a semi-real-knot (and a semi-greatest-real-knot). (b) Component C is not a knot and hence it is not a semi-knot. On the other hand, closing all the ΠΓ-paths in C would turn it into a greatest real-knot which is a super-real-knot since after deleting it component B would become a (greatest) real-knot. Hence C is not a semi-real-knot either. 
