We present grammatical (or equational) descriptions of the set of normal inhabitants fM j 0`M : A; M in -normal form g of a given type A under a given basis 0, both for the standard simple type system (in partial discharge convention) and for the system in total discharge convention (or Prawitz-style natural deduction system). It is shown that in the latter system we can describe the set by a (nite) context-free grammar, but for the standard system it is not necessarily the case because we may need an innite supply of fresh (bound) variables to describe the set. In both cases, however, our grammars reect the structure of normal inhabitants in such a way that, when non-terminals are ignored, a derivation tree of the grammars yielding a -term M can be identied with the B ohm tree of M.
Introduction
We will study the structure of the set of normal inhabitants f M j 0`M : A; M in -normal form g for the simple type system through a grammatical approach. It is shown that the set can be described by a context-free grammar over the alphabet consisting of (term) variables and auxiliary symbols (`', parentheses, etc.), providing that we follow the (non-standard)`total discharge convention'. On the other hand, when we follow the (standard)`partial discharge convention', it is not necessarily the case, because then we may need an innite supply of fresh variables depending on basis 0 and type A, and so the alphabet underlying the set may be innite.
Nevertheless, the set has a structure which can be well captured by a device like a context-free grammar. Indeed, we present an innitary extension of the contextfree grammar which generates the set of normal inhabitants. To put it in another way, we give a simultaneous set equation having the set of normal inhabitants as a component of its least (in fact, unique) xed-point. The grammar reects the structure of terms in such a way that, when non-terminal symbols are ignored, a derivation tree of the grammar yielding a -term M can be identied with the B ohm tree of M .
We discuss two applications of the grammatical descriptions. The rst one is concerned with the coding of untyped -terms by means of simply typedterms. We prove a conjecture [Ber93] that the set of codes of untyped -terms are precisely the set of typed -terms in long normal form which have a certain type (example 2.12). The other application of our grammatical description is to give simple algorithms for the emptiness/niteness problem of the set of normal inhabitants for both the standard and nonstandard simple type systems (corollary 3.8).
We note that the technique developed in this paper has been successfully extended in [KT95] to the study of normal inhabitants for intersection type systems. In particular, based on this approach it is proved that (1) the type checking problem of normalizing terms is decidable for the (standard) intersection type system ^, (2) the inhabitation problem is decidable for the system ^without (^I) rule, and (3) the same problem is decidable for a typed counterpart of the system ^. These results contrast with the undecidability of the (unrestricted) type checking problem and that of the inhabitation problem for the system ^. We also note that the proceeding version of the present paper contains an extension of our approach to the pure type systems [TAH94] We consider the simple type system, in which types are constructed from atomic types and !. We use x; y; ::: for (term) variables, M; N; ::: for -terms, and 0; 1; ::: for bases (or type-environments), which are nite sets of the form fx 1 : A 1 ; x 2 : A 2 ; :::; x n : A n g where n 0; x 1 ; x 2 ; :::; x n are distinct variables, and A 1 ; A 2 ; :::; A n are types. When 0 = fx 1 : A 1 ; x 2 : A 2 ; :::; x n : A n g, we write subj(0) = fx 1 ; x 2 ; :::; x n g and type(0) = fA 1 ; A 2 ; :::; A n g. ; is the reexive transitive closure of the binary relation f (! 1 ! 2 ; ! 1 !! 2 ) j ( ; !) 2 R; ! 1 ; ! 2 2 (T [ N) 3 g: We use for terminal or non-terminal symbols, and for sequences of terminal symbols.
The following is perhaps a folklore, which will extensively be used in this paper. Proposition 1.1 For a context-free grammar G = (T; N; R; ) and for each 2 N , let G = (T; N; R; ) and L = L(G ). Then the vector hL i 2N of context-free languages is the least solution of the following simultaneous equation for hX i 2N ; X = f 1 2 ::: k j 9( ; 1 2 ::: k ) 2 R; 8j 2 f1; :::; kg, if j 2 N then j 2 X j else j j g ( 2 N )
(which we will call the simultaneous equation associated with G). In addition, if the right-hand side of each rule of G contains at least one terminal symbol, the simultaneous equation has a unique solution.
Proof The rst part is clear since the vector hL i 2N of context-free languages can be dened by simultaneous recursion; if ( ; 1 2 ::: k ) 2 R, and moreover for each j = 1; :::; k either j 2 L j with j 2 N or j j 2 T; then 1 2 ::: k 2 L . For the second part, let hX i 2N be a solution of the equation. We will prove 8 2 T 3 ; 8 2 N ( 2 X =) 2 L ) by induction on the length of . Suppose 2 X . Then there is a rule ( ; 1 2 ::: k ) 2 R such that 1 2 ::: k where for each j = 1; :::; k either j 2 X j with j 2 N or j j 2 T . Here, by the assumption that j 2 T for some j, each j such that j 2 N is strictly shorter than , and hence j 2 L j by induction hypothesis. It implies then 1 2 ::: k 2 L by the denition of L . 2
In section 2 we consider grammatical description of the normal inhabitants in the standard simple type system, and in section 3 that for the non-standard system. In the last section, we compare the results for the two systems.
2.
Simple type system in partial discharge convention
The simple type system (or simply typed -calculus) in the (standard) partial discharge convention generates judgements from axioms A judgement 0`M : A so obtained is said to be in -normal form, if so is the -term M. First we observe the following characterization of judgements in -normal form. Note that under Curry-Howard isomorphism, it corresponds to the set of normal proofs of formula A from assumptions in 0 in the implicational fragment of intuitionistic logic.
In this notation, theorem 2.1 can be rephrased as follows. The corollary may suggest in the light of proposition 1.1 that the set B(0; A) be generated by a context-free grammar or the like. We will examine some simple cases rst. In general, the set B(0; A) is not necessarily context-free, because we may need an unbounded number of fresh variables, and so B(0; A) may be a language over an innite alphabet. (See example 2.11 below.) Nevertheless the structure of the set can be well described by means of a device like a context-free grammar. For the purpose, we will extend the notion of context-free grammars.
Denition 2.5 We call a system G = (T; N; R; ) an innitary-context-free grammar (or a grammar, for short) if T; N; R; are as in a context-free grammar except that the sets T; N; R may possibly be innite 3 . We extend all the terminologies and denitions (such as the language L(G) generated by G, the simultaneous equation associated with G, etc.) for the context-free grammars to the (innitary-context-free) grammars. The grammar G(0; A) in theorem 2.7 is rather complicated. We can give a bit simpler description of the set B(0; A) by using -reduction and judgements in long normal form. X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X In literature, Zaionc constructed a similar grammar to generate inhabitants for simple type system, and applied it to the study of -denable functions on free algebras [Zai87, Zai91] . The main dierence between his grammar and ours is that his grammar not necessarily generates terms in normal form but instead terms are considered modulo -equality.
3.
Symple type system in total discharge convention
In this section we consider the simple type system in total discharge convention, or Prawitz-style natural deduction system [Pra65] . In this system, the set of (term) variables is restricted to fx A j A is a typeg (a set in one-toone correspondence with the set of types), and the basis is a nite subset of The essential dierence of this system from the previous one is; in applying (! I) rule in this system, we have to discharge all occurrences of a type at once, because all of them are labeled by a same variable, say x A .
First we observe the following relation between the judgements in this system and those in the previous section. When the -term M in judgement 0`t M : A is in -normal form, we say the judgement is in -normal form in total discharge convention, and dene B t (0; A) = f M j 0`t M : A is in -normal form g:
We have the following equational description of the set. As before, we dene the notion of judgement in long normal form in total discharge convention.
5 By a renaming we mean a (many-to-one) mapping f between (term) variables. Then we naturally extend it to a mapping between -terms by f(x:M) = f(x):f(M) and f(M1M2) = f(M1)f(M2): We also extend it to bases by f(fx1 : C1; x2 : C 2 ; :::; xn : Cng) = ff (x 1 ) : C 1 ; f(x 2 ) : C 2 ; :::; f(xn) : Cng: We now show that the set L t (0; A) is generated by a context-free grammar (over a nite alphabet) and so is B t (0; A). When we apply theorem 3.5 to this example, we obtain a context-free grammar G = (T; N; R; h;; Ai) The context-free grammar to generate the set B t (0; A) is similar. Concluding remarks
First we note the similarity between the derivation trees generated by contextfree grammars in theorems 3.5 and 3.7 and the B ohm trees of -terms (in long normal form, or in -normal form).
In a derivation tree t of the context-free grammars yielding a -term M, suppose a node v in t is labeled by h1; Ci and has descendants labeled by (x C1 x C2 :::x Cm :x B h1 0 ; B 1 ih1 0 ; B 2 i:::h1 0 ; B n i):
Then among the descendants, take o the nodes labeled by terminal symbols (x C 1 x C 2 :::x C m :x B and ), and put the segment x C 1 x C 2 :::x C m :x B as a new label of v (instead of h1; Ci). By doing this for each non-terminal node in t, we obtain the B ohm tree of M (cf. Figure 2 ). This is also true for the derivation trees generated by the innitary grammars in theorems 2.9 and 2.7 in section 2.
One may also observe that the derivation trees reect the structure of normal proof gures. Indeed, in the same spirit as theorem 3.5 (or 3.7) one can construct, for a given 0 and A, a tree automaton to generate the set of long normal (or -normal) proof gures of the formula A from assumptions 0 (in total discharge convention). See [Aka91] . More precisely, let us dene f : T ! T t by 6 Here f M is the renaming function for M described in lemma 3.1.
7 A terminal or non-terminal symbol in a grammar is said to be useless if it is not reachable from the start symbol, and a rule containing useless symbols is said to be useless. For any grammar G 0 , when one deletes all useless symbols and rules, the result is called the useful part of G 0 . In other words, f(G) is the useful part of G t , and hence it generates L t (0 0 ; A). Likewise, the image by f of the grammar generating B(0; A) in theorem 2.9 coincides with the useful part of the context-free grammar generating B t (0; A) in theorem 3.7.
