A graph G is ramdomly H-decomposable if every family of edge disjoint subgraphs of G, each subgraph isomorphic to H, can be extended to an H-decomposition of G. Let P k denote a path of length k. In this paper we characterize all ramdomly P 3 -decomposable graphs and ramdomly P 4 -decomposable graphs. We also characterize all ramdomly P k -decomposable graphs of size 2k where all vertices have even degree and there are at most four vertices of degree 4.
Introduction
In this paper we refer to finite simple undirected graphs simply as graphs. We denote the vertex and edge sets of a graph G by V (G) and E(G) respectively. The size of a graph cardinality of its edge set. If H is a subgraph of G, we define G−H to be the graph obtained by first forming the graph with vertex set V (G) and edge set E(G) − E(H), and then deleting from this graph any isolated vertices. A path with n edges is denoted P n and a cycle with n edges is denoted C n . Degree one vertices of a path are called end vertices while degree two vertices are called internal vertices. If G and H are graphs, we refer to a subgraph of G that is isomorphic to H as an H-subgraph of G. An H-decomposition of G is a family of edge disjoint H-subgraphs of G whose union is G, in which case we say G is H-decomposable. We say G is randomly H-decomposable if any edge disjoint family of H-subgraphs of G can be extended to an Hdecomposition of G. The set of all randomly H-decomposable graphs is denoted RD(H). Note that if G is randomly H-decomposable, then we can select any H-subgraph of G and remove its edges, then find any remaining H-subgraph and remove its edges, and continue in this manner until all of the edges of G have been removed. For example, K 1,6 is randomly P 2 -decomposable since removal of any P 2 -subgraph yields a K 1,4 , and removal of any remaining P 2 -subgraph leaves a P 2 . The graph P 6 , which is P 2 -decomposable, is not randomly-P 2 decomposable.
In this paper we investigate randomly P k -decomposable graphs. Randomly P 2 -decomposable graphs were characterized by Ruiz in [1] . We completely describe the graphs in both RD(P 3 ) and RD(P 4 ). We then restrict our attention to elements of RD(P k ) that have 2k edges and whose vertices all have even degree. We give a complete characterization for graphs of this form when the number of degree 4 vertices is four or less.
It has recently come to our attention that our characterizations of RD(P 3 ) and RD(P 4 ) are already known, and can be found in the paper [2] of Beineke, Hamburger and Goddard. The results of section 3 however, on randomly-P k decomposable graphs with all vertex degrees even, are new.
2. Characterization of RD(P 3 ) and RD(P 4 ):
As mentioned in the previous section, we have learned that two of our results, the characterizations of the RD(P 3 ) and RD(P 4 ), can be found in [2] . In that paper the term randomly packable is used in place of the term randomly decomposable. For the sake of completeness, we give statements of both of these results. However, in order to keep the length of this paper reasonable, we omit the proof of the second result which can be found in [2] .
The next theorem follows directly form the definition of RD(H).
In particular, if G is in RD(P k ), then the union of any pair of edge disjoint P k -subgraphs of G is also in RD(P k ). Thus, in order to understand the structure of arbitrary elements of RD(P k ) it is natural to first look at the connected graphs in this set which are the union of exactly two P k 's. We denote the subset of RD(P k ) whose elements are connected and have 2k edges by RD(P k , 2). We define RD(P k , n) in a similar way. Any graph in RD(P 2 , 2) is isomorphic to either C 4 or K 1,4 . Any graph in RD(P 3 , 2) must be isomorphic to one of the graphs shown in Figure 1 . Figure 1 . Elements of RD(P 3 , 2).
These graphs were found by trying all possible ways to form a connected graph by taking a union of two paths, then checking to see if the resulting graph was randomly decomposable. The following theorem of Ruiz [1] completely describes the set RD(P 2 ).
Theorem 2.
A graph G is an element of RD(P 2 ) if and only if the nontrivial components of G are isomorphic to either C 4 or star with an even number of edges.
We now use the characterization of RD(P 3 , 2) to describe the larger set RD(P 3 ). As the next theorem states, the two sets of graphs are closely related.
Theorem 3. A graph G is an element of RD(P 3 ) if and only if the nontrivial components of G are isomorphic to either P 3 or an element of RD(P 3 , 2).
Proof: We show that RD(P 3 , 3) = ∅. Since an element of RD(P 3 , n), n > 3, could certainly be pared down to yield an element of RD(P 3 , 3), this will show that RD(P 3 , n) = ∅ for n ≥ 3 which implies the desired result.
The proof is by contradiction. Suppose G ∈ RD(P 3 , 3). We claim that if H is a P 3 -subgraph of G, then G−H has only one component. Otherwise G − H would have two P 3 components, H 1 and H 2 , and each of G − H 1 and G − H 2 would be isomorphic to one of the graphs in Figure 1 . Let x be an end vertex of H. We can assume without loss of generality that x ∈ V (H 2 ). But then deg G−H1 (x) = 1, which is impossible since none of the graphs in Figure 1 have a degree one vertex. Hence, if H is a P 3 -subgraph of G, then G − H is connected.
We can now argue that G has no degree 1 vertices. For if G had a degree 1 vertex, we could find a P 3 -subgraph H such that G − H had a degree 1 vertex. This is impossible, again because none of the graphs in Figure 1 have a degree one vertex.
Let H 1 , H 2 and H 3 be P 3 -subgraphs of G such that G = H 1 ∪H 2 ∪ H 3 , and let x and y be the end vertices of H 3 . Let B = H 1 ∪ H 2 . Since G has no degree one vertices, x and y must both be elements of V (B). Call a vertex v of B isolatable if there exists a P 3 -subgraph H of B such that deg B−H (v) = 0. Then x can't be an isolatable vertex of B since otherwise deg G−H (x) = 1 for some P 3 -subgraph H of B. Similarly y can't be isolatable. Thus B must have two vertices which are not isolatable. But of the graphs shown in Figure 1 , only K 4 and K 2,3 have two vertices that are not isolatable. So G must be isomorphic to one of the graphs shown in Figure 2 . But one can easily verify that these graphs are not randomly-P 3 decomposable, a contradiction. The methods that were just used to characterize RD(P 3 ) can also be used to characterize RD(P 4 ). The elements of RD(P 4 , 2) can found in that same way that the elements of RD(P 3 , 2) were, that is, by considering all possible unions of two P 4 's. We should note however that in this case the number of possibilities is large enough that considerable care must be taken to ensure that no element of RD(P 4 , 2) is missed. The results are shown in Figure 3 .
The graph in Figure 3d is a starlike graph that is the union of two P 4 's which share a common central vertex. In general, if a connected graph G is the union of any number of P 4 's, any two of which share exactly one vertex, namely the central vertex, then the resulting graph is randomly P 4 -decomposable. We will refer to such a graph as a spider. The branches of the central vertex of the spider are called legs. The next theorem characterizes the set RD(P 4 ).
Theorem 4.
A graph G is an element of RD(P 4 ) if and only if the nontrivial components of G are isomorphic to either P 4 , an element of RD(P 4 , 2) or a spider with an even number of legs.
We omit the proof, which is similar to the proof of theorem 3 and can be found in [2] .
Elements of RD(P k , 2) with all vertices of even degree
In the previous section we saw how the characterization of RD(P k , 2) was a useful first step in characterizing the larger set RD(P k ). In this section we consider elements of RD(P k , 2) whose vertices all have even degree. Such graphs are eulerian, that is, they contain an euler circuit. Note that an element G of RD(P k , 2) is eulerian if and only if G is the union of two paths that have a common set of endpoints. The number of degree 4 vertices in such a graph is equal to the number of internal vertices that the two paths share. Let E n denote the set of all graphs G such that G ∈ RD(P k , 2) for some k, and G is eulerian with exactly n vertices of degree 4. We will completely describe the sets E n for n = 0, 1, 2, 3, 4.
The case n = 0 is easy since a graph is in E 0 if and only if it is a cycle with an even number of edges. The case n = 1 is not difficult either. An element G of E 1 would contain exactly two cycles and one cut vertex. But if one cycle were larger than the other, a P k subgraph H could be found in the larger cycle and G − H would not be a path. Hence any element of E 1 is the union two C k 's that have exactly one vertex in common.
For n ≥ 2 vertices of degree 4, the situation is more complicated. We wish to group elements of E n according to how the two paths that comprise the graphs intersect each other. Let N = {1, 2, . . . , n} and let S n denote the set of permutations of N . If π ∈ S n , we will denote π(i) by π i , and then denote π by the n-tuple (π 1 , π 2 , . . . π n ). So, for example, e = (1, 2, . . . n) is the identity permutation. We define P π be the path with vertex set {0, 1, 2, . . . , n + 1} and edge set E = {π i π i+1 } n+1 i=0 , where π 0 and π n+1 are defined to be 0 and n + 1 respectively. Define G π to be the multigraph P e ∪ P π . We say that an element of E n has intersection type π if it is isomorphic to a subdivision of G π .
As an example, consider the case n = 3. The graphs G π , π ∈ S 3 , are shown in Figure 4 . While these graphs are not elements of E 3 , they represent all possible intersections patterns for elements of E 3 . More precisely, any element of E 3 is a subdivision of one (or more) of the graphs in Figure 4 . So if we can characterize the elements of E 3 corresponding to each intersection pattern, we will have completely described E 3 . Actually, we don't need to consider all 6 of the graphs in Figure 4 . We say that an isomorphism f : G π → G φ is path preserving if either f (P e ) = P e (and consequently f (P π ) = P φ ), or if f (P e ) = P φ (and consequently f (P π ) = P e ). If a path preserving isomorphism exists between G π and G φ , then any graph isomorphic to a subdivision of G π is also isomorphic to a subdivision of G φ . There is a path preserving isomorphism between G (1,3,2) and G (2,1,3) , and also between G (2,3,1) and G (3,1,2) . Thus in order to characterize E 3 we need only consider elements with intersection types (1,2,3), (1,3,2), (2,3,1) and (3,2,1) . In general, path preserving isomorphism defines an equivalence relation on the set {G π : π ∈ S n }, and in order to characterize E n we need only consider one representative from each equivalence class induced by this relation. Figures 5a and 5b The graphs have been drawn to exhibit as much symmetry as possible. In each graph the edges of P e are labeled a, b, c, . . . and the edges of P π are labeled a , b , c , . . . In order to state our next result, we need to define some families of randomly decomposable graphs. The first family, F 1 (k), contains graphs that are the union of two C k 's that share a single common vertex. For example, the graphs in Figures 1a and 3a are elements of F 1 (3) and F 1 (4) respectively. The second family, F 2 (k), contains graphs that are the union of four P k 's, any two of which share a common set of end vertices, but have no other vertices in common. Such a graph is illustrated in Figure 6a . The third family, F 3 (k), contains graphs that are the union of six P k 's and two P 1 's where these subgraphs are configured as illustrated in Figure 6b . Finally, let C(k) denote the set of all cycles of length k, and let D denote the set of graphs isomorphic to the graph in Figure 6c . It is not difficult to show that the elements in F 1 (k) are randomly P k -decomposable, the elements of F 2 (k) are randomly P 2k -decomposable, the elements of F 3 (k) are randomly P 3k+1 -decomposable, the elements of C(2k) are randomly P k -decomposable, and the elements of D are randomly P 7 -decomposable. Theorem 5: The sets E 0 , E 1 , E 2 , E 3 and E 4 , can be characterized as follows.
Proof: There are 19 cases to consider corresponding to the 19 multigraphs shown in Figures 5a and 5b . In each case we assume that the edge labels a, b, c, . . . , a , b , c , . . . in G π are positive integers such that a + b + c + · · · = a + b + c + · · ·, and that G is the graph one would obtain by replacing each edge labeled i in G π by a path of length i. We indicate that these assumptions have been made by simply saying that G is a realization of G π . So, for example, the graph in Figure 6c is a realization of G (1,3,2,4) . So, suppose that G is a realization of one of the graphs G π shown in Figure 5a or 5b, and that G ∈ RD(P k ) for some positive integer k.
We
This is a contradiction since G is not a multigraph. Thus there are no elements of E 2 of intersection type π = (1, 2).
Note that there are four paths joining the vertices 2 and 3 in G. But if one of the paths were longer than another, we could find two of the paths that together would form a cycle with at least k + 1 edges. This cycle would contain a P k subgraph whose deletion would leave a cycle, a contradiction. Hence all four paths have the same length, k is even, and G ∈ F 2 (k/2). Note that there is an automorphism of G mapping P e onto P π . Hence, every inequality we derive has a dual that can be obtained by exchanging a and a , b and b , and so on.
There is a path of length a +a+b+c+b −2 in G whose deletion leaves a cycle and hence a + a 
and thus a + a ≤ 2. But then a = a = 1 which is a contradiction since G is not a multigraph. Thus there are no elements of E 2 of intersection type π = (1, 3, 2) .
Since the arguments in the remaining cases are similar to the ones we have made thus far, we will present them in abbreviated form. The symbol (→← ) will be used to indicate a contradiction.
Case 5: π = (2, 3, 1)
Case 6: π = (3, 2, 1)
This case is impossible. The proof is similar to ones used in the cases π = (1, 2) and π = (1, 2, 3). In fact, there is no randomly P kdecomposable realization of G π whenever π is the identity permutation e = (1, 2, 3 , . . . , n), n ≥ 2.
Case 8: π = (1, 2, 4, 3)
Since either b > 1 or b > 1, can assume without loss of generality that b > 1. This is needed to obtain inequality 1 below.
Case 9: π = (1, 3, 2, 4)
Case 10: π = (1, 3, 4, 2)
Case 11: π = (1, 4, 3, 2)
Case 12: π = (2, 1, 4, 3)
a + e and c = 1
e ≤ a and e ≤ a (dual)
a ≤ e and a ≤ e (dual)
Case 13: π = (2, 3, 4, 1) 
Directions for Future Work
The techniques employed in this paper can be used to obtain further results. In fact, since the time this paper was presented we have characterized randomly P k -decomposable graphs for k ≤ 8, results that will be published in a future paper. This improves some results of [2] which characterize RD(P k ) for k = 3, 4 and 5. Many of the graphs described in these characterizations give rise to infinite families of randomly decomposable graphs.
Characterization of the set E 5 will probably give rise to new infinite families of randomly decomposable graphs. This task can be done in essentially the same way that the characterization of E 4 was, but many more cases (there are 120 graphs G π now) will need to be considered.
It is too early to tell whether a useful characterization of RD(P k ) for all values of k can be found. The evidence so far suggests that as the paths get longer, the number of ways two or more paths can be combined to yield a connected element of RD(P k ) increases. It may be possible to describe a general construction technique by which all elements of RD(P k ) can be generated. Randomly P k -decomposable graphs of size 3k seem to be much rarer than those of size 2k. Perhaps a characterization for graphs which, for some k, are randomly P k -decomposable and have size 3k or more can be found.
