In this letter we present a measurement of the phase-space density distribution (PSDD) of ultracold 87 Rb atoms performing 1D anomalous diffusion. The PSDD is imaged using a direct tomographic method based on Raman velocity selection. It reveals that the position-velocity correlation function Cxv(t) builds up on a timescale related to the initial conditions of the ensemble and then decays asymptotically as a power-law. We show that the decay follows a simple scaling theory involving the power-law asymptotic dynamics of position and velocity. The generality of this scaling theory is confirmed using Monte-Carlo simulations of two distinct models of anomalous diffusion.
The phase-space density distribution (PSDD) contains information concerning the degrees of freedom of a system and allows calculation of any observable. An intriguing system to look at in this context is that of anomalous dynamics for which the mean square displacement (MSD) scales as x 2 ∼ t 2α , with α = 1/2. This type of dynamics, found in a wide variety of systems in nature ranging from dynamics of "bubbles" in denaturing DNA molecules [1] , through fluctuations in the stockmarket [2] to models describing brief awakenings in the course of a night's sleep [3] , is generally non-universal and system-dependent [4] [5] [6] .
A uniquely interesting model system for the study of anomalous diffusion is that of cold atoms diffusing in a dissipative 1D lattice, closely related to Lévy walks and motion in logarithmic potentials, displaying such phenomena as the breakdown of ergodicity and of equipartition, memory effects and slow relaxation to equilibrium [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . The major advantage of such a system is the high degree of control it enables over the physical parameters governing the dynamics. One of the fundamental insights that can be obtained from the PSDD of such a system is the phase-space cross correlation between position and velocity C xv . C xv can reveal the fingerprint of the underlying model and in particular is essential for understanding concepts and techniques such as adiabatic cooling in lattices [24] , stochastic cooling [25] , point source atom interferometry [26, 27] and enhanced velocity resolution [28, 29] , alongside elementary notions in quantum mechanics [30] . These correlations have been surprisingly overlooked in both theory and experiment, perhaps due to the lack of a direct method for imaging the phasespace of atomic clouds, which does not require cumbersome mathematical tools or a specific potential [31] [32] [33] [34] [35] . No analysis of the dynamics of the correlations has been reported to the best of our knowledge.
In this letter we analyze and measure the dynamics of the position-velocity correlation of an ensemble of classical particles, originating from a point-like source and undergoing one-dimensional anomalous super-diffusion. The measurement is done using a new tomographic method for direct phase-space imaging, utilizing a combination of the straightforward tools of absorption imaging and the velocity-sensitivity of Raman control. We obtain qualitative agreement with theory, in the form of a scaling argument we derive, connecting the temporal asymptotics of the correlations with those of position and velocity. We verify the universality of the scaling-law using two different types of Monte-Carlo simulations.
The position-velocity correlation function is defined as-
where for any observable A and PSDD f (x, v), A = Af (x, v)dxdv and δA = A − A . Calculation for an initially uncorrelated ensemble of particles, reveals that C xv (t) asymptotically approaches unity for ballistic motion and decays as 1/ √ t for normal diffusion [36] . The inherent timescales depend strongly on the initial conditions of the ensemble, and their observation demands a point-like atomic source.
For the general case of power-law dynamics and anomalous diffusion, we use eq. 1 to derive a scaling argument, assuming power-law behaviour of both δx 2 (t) ∼ t 2α and δv 2 (t) ∼ t 2β . The scaling of the numerator of eq. 1 is calculated by taking the derivative
The denominator of eq. 1 gives t α+β . Together this yields
The (α, β) = (1/2, 0) normal-diffusive limit and (α, β) = (1, 0) ballistic limit give γ = −1/2 and γ = 0 respectively, indicating a decay of 1/ √ t for normal-diffusion and saturation at a nonzero value for ballistic motion.
In the experiment, ( fig. 1 (a) ) a cloud of ∼ 10 5 87 Rb atoms is loaded into a crossed dipole trap from a Raman-sideband cooled magneto-optical trap. After a short evaporation and thermal equilibration stage the point-like atomic cloud (∼ 30µm in size, T ≈ 10µK) is loaded adiabatically into a single-beam, elongated dipole trap providing confinement in the radial axis (for details see [16] ). The atoms then undergo anomalous superdiffusion for lattice exposure time t, in a 1D Sisyphus lattice of depth U 0 [37], originating from a distributed feedback diode laser (DFB) detuned -66 MHz relative to the transition between states 5 2 S 1/2 , F = 2 and 5 2 P 3/2 , F = 3. We then perform tomographic phase space imaging by transferring atoms whose velocity lies within a narrow velocity class, from the |F = 1 lower hyperfine ground state to the upper ground-state level |F = 2 using a Raman velocity-selective π-pulse with two counterpropagating beams. The center of the selected velocity class is scanned by varying the the two-photon detuning of the pulse, and the Rabi frequency sets its width [38] . These atoms are imaged onto a CCD camera using stateselective absorption imaging. The measured PSDD is depicted, for ballistic expansion (i.e. with U 0 = 0), in the left and right insets of figure 1 (b) for short (0.1 msec) and long (4.1 msec) times respectively, revealing the expected shearing of the PSDD. The position-velocity correlation is extracted from the data [39] and shown in figure 1 (b) as a function of free propagation time t (termed "time of flight" for U 0 = 0). Correlations brought about by ballistic expansion, starting with an uncorrelated Gaussian phase-space are given by [30] 
where ω osc ≡ σ v (t = 0)/σ x (t = 0) sets, under thermal equilibrium, the ratio between the initial standarddeviation of the velocity distribution, σ v and that of the position distribution σ x . It also represents the oscillation frequency in the trap prior to the release. This parameter sets the initial slope of the build-up of the correlations.
To establish the validity of the new tomographic method, we test it on this textbook case. We fit the ballistic expansion phase-space tomography shown in fig 1  (b) to eq. 4, and obtain a value of ω osc = 2π × (213 ± 15) Hz, in excellent agreement with the value obtained independently of ω osc = 2π×(230±3) Hz, measured by giving a small kick to the trapped atoms, and imaging the oscillations in the trap. The measured zero-time correlation value is consistent with zero up to the measurement error, as expected from an equilibrated cloud. The saturation value obtained from the fit, C ∞ = 0.77 ± 0.01, is subunity due to a broadening effect arising from a finite twophoton Rabi frequency required to obtain good SNR. The broadening in the correlation is a function of the ratio between the spectral width of the velocity-selective Raman π-pulse (rescaled by 2k L , the wavenumber of the Raman laser) and that of the velocity distribution. As the Rabi frequency becomes small compared to the width of the velocity distribution the measured correlation becomes closer to the real value. The Rabi frequency selected for the experiment reflects the tradeoff between minimizing the broadening and obtaining good SNR. Calibrating this effect we rescale the data such that C ∞ = 1. Figure 2 presents the measured, rescaled position-velocity correlations as a function of lattice exposure time t and lattice depth in linear (a) and log-log (b) scales, ranging from ballistic to normal diffusion. It shows the initial build-up and sequential decay of the correlations.
To develop a theoretical description, we first consider the limits of normal diffusion and ballistic expansion, using the Langevin equation approach to normal Brownian motion [36, 40, 41] . The instantaneous acceleration of a particle in a medium is given by˙ v = −Γ v + A, where v is the velocity vector, Γ is the drag coefficient setting the timescale for transition between the ballistic and diffusive regimes and A is the Langevin random acceleration. For simplicity we assume x = v = 0, hence δx = x and δv = v. The numerator of eq. 1 can be calculated by noticing that-
where due to the randomness of the Langevin accelera- Fit to the interpolation formula of eq. 9 on a log-log scale, excluding interim times 0.5 ≤ t ≤ 2.1 msec. Shaded symbols are excluded points. The U0 = 0 data set has no exclusions.
with σ 2 v0 denoting the initial variance of the velocity distribution, and σ
. Substituting into eq. 5 and solving under an uncorrelated initial condition yields
Γ .
(7) Calculating the terms in the denominator [36, 40] [39] for full expression) we obtain,
Equation 8 reveals the initial linear rise in correlation due to the ballistic timescale of the dynamics and the asymptotic decay ∼ t −1/2 of the normal-diffusive correlations. The ballistic regime (eq. 4) is obtained from it by taking the Γ → 0 limit. Equation 8 can be generalized to account for anomalous diffusion and hence the power-law decay anticipated by eq. 3 as-
This preserves C xv ∼ t γ at long times and the initial C xv ∼ t at short times. It recovers eq. 8 for γ = −1/2. In figure 2 (a,b) we show in solid lines the fit of this function to the data with γ, ω osc and Γ as fit parameters [39] . There exist two time scales and two temporal scalings. The buildup scales linearly in time and saturates at unity with a timescale of 1/ω osc . The decay scales like t γ with a timescale of 1/Γ. The transition between the buildup and decay occurs at a timescale τ m , which is approximately the average (1/ω osc + 1/Γ) /2 [39] . It is henceforth evident that observing the short-time correlation dynamics requires τ m to be within the measurement time. Figure 3 (a) presents the position variance δx 2 (t) , for various lattice depths. The position distribution is obtained by integrating over the velocity axis of the tomographic phase-space images (see insets of fig. 1 (b) ). Fitting δx 2 (t) − δx 2 (0) ∼ t 2α reveals that the entire superdiffusive regime is accessible in the experiment, as seen in the inset, bearing qualitative agreement with [16] . Fig. 3 (b) presents the decay exponent γ extracted from the fits of fig. 2 as a function of α − 1. The velocity distribution equilibrates at a fast timescale (1/Γ < 1 msec) to a steady-state value, meaning β ≈ 0 [42] . The results (empty symbols) follow the trend of the scaling argument prediction of eq. 3 but are significantly beneath it. Excluding the intermediate times 0.5 ≤ t ≤ 2.1 msec from the fit yields qualitatively similar results, but with better agreement to the scaling argument (full symbols). This indicates that our interpolation function (eq. 9) describes well the short and long time dynamics but fails to describe the intermediate times. To test the generality of our scaling argument we numerically study the dynamics of the position-velocity correlations within the framework of two distinct models featuring anomalous diffusion. The first describes semiclassical atomic motion in a 1D Sisyphus lattice [19] , using the Langevin phase-space equationṡ
The white noise term ξ(t) is Gaussian and has zero mean. The initial conditions are Gaussian, uncorrelated distributions of standard deviation σ = 1 in both velocity and position. The diffusion constant is related to the depth of the lattice by [7, 8] diffusion constant for N = 1 × 10 4 atomic trajectories. The power-law dependence x 2 ∼ t 2α is evident. The width of the velocity distribution scales like a power law in time [14] . The position-velocity correlation is calculated using the definition (eq. 1), and shown in fig. 4 (b) . We fit the long-time decay of the correlation to t γ and plot γ as a function of α − β − 1 in fig. 4 (e), for two distinct scenarios, one where the velocities are initialized in some arbitrary initial size (orange triangles) and one where they are initialized at their steady-state value corresponding to each lattice depth, setting β = 0 (blue circles). The second simulation is a Lévy walk simulation [6] , where particles are initialized in an uncorrelated Gaussian phase-space and proceed to perform walks of durations τ , drawn from a unity-scaled Lomax distribution ψ γ0 (τ ) = γ 0 / (1 + τ ) 1+γ0 . The width of the velocity distribution remains constant throughout the simulation (β = 0). 1 < γ 0 < 2 gives access to the superdiffusive regime. Figure 4 correlations. Fig. 4 (e) shows the summary of the relation between the exponents α, β and γ obtained using this method (red squares). All the simulation results, for the two distinct anomalous diffusion models, agree well with theory, indicating the generality of our scaling argument (eq. 3). In summary, we present a measurement of the initial build-up and sequential decay of positionvelocity correlations for a system of cold atoms performing anomalous superdiffusion. We find that the correlations decay asymptotically with a power-law exponent relating to the power-law exponents of the position variance and the velocity variance, in qualitative agreement with a simple scaling argument we derive. The universality of the scaling law is validated using Monte-Carlo simulations of two distinct models of anomalous diffusion. This universal relation between the long time decay of C xv and other exponents that are easier to measure can be used to infer C xv for systems where it cannot be measured directly. The position-velocity correlations are obtained using a new direct method to measure the phase-space density distribution that can be used to access different types of phenomena such as deviations from equipartition theorem [22, 23] for the nonequilibrium steady-state scenario of the discussed system with the addition of an underlying harmonic potential, and to probe phase-space correlations in systems of a quantum nature, described by a single wavefunction [30, 43] . The short-time dynamics in anomalous diffusion is model-dependent and non-trivially experimentally accessible [44] . Our work invites theoretical analysis of the correlation function as a fingerprint of the details of the underlying model. 87 Rb atoms are prepared in a crossed dipole trap and then loaded into a 1D "tube trap". Then a time-varied and depth-varied lattice pulse is given, followed be the detection stage comprised of a Raman velocityselective pulse followed by absorption imaging. is the fact that correlations are suppressed for stronger lattices.
Extraction of the correlation
To quantitatively analyze the position-velocity correlations we use the definition
where ... denotes the ensemble average and δ x = x− x . The normalization bounds the correlation between 1 and -1. If the PSD distribution is known, one can replace the ensemble average with a sum over the PSD. We extract the information about the correlations in two different ways:
1. direct calculation from the raw data, thresholded by 10% of the maximal pixel (all pixels with values < 10% of the maximal pixel are set to zero)
2. extracting the asymmetry parameter from the data by finding the center using fits on the one-axis-integrated data and dividing into quadrants.
The asymmetry method works by extracting an asymmetry parameter from the data by finding the center using fits on the one-axis-integrated data, dividing into quadrants, summing the pixels in each of the quadrants to obtain
. It is then transformed into correlation using an analytic calibration, in which a bivariate normal distribution with a given correlation is integrated from −∞ to zero and from zero to ∞ to generate the Q i 's, and obtain:
which is then inverted numerically and used for the transformation between AS and C. An example of the division into quadrants is shown in fig. 4 , along with the calibration curve.
The correlations extracted using these methods are shown in fig. 5 (top panels). One can see that the two sets behave similarly but the asymmetry one suffers less from noise. For further verification we compare the correlations extracted using the two methods on phase-spaces obtained from the two different types of simulations described in the main text. In the bottom panel width of the Rabi π-pulse in units of velocity and σ v is the width of the velocity distribution. This allows for a rescaling of the correlation data to account for the Rabi broadening such that the ballistic correlations saturate at unity 6. The calculation is performed by convolving a bivariate normal distribution f (x, v, C) with a "Rabi" pulse
2 Ω ), and then calculating the "measured" correlation using the definition given in eq. 1.
Fitted parameters for the interpolation function
For the fit to the data depicted in figure 2 of the main text, we use the generalized interpolation function given in equation 9 of the main text. Figure 7 shows the fitted parameters ω osc and Γ, shown in full symbols, along with their errors for both the unexcluded fit of fig. 2 (a) 
Full derivation of the normal-diffusion limit
We calculate the position-velocity cross-correlation coefficient according to 1 for the case of simple Brownian motion. Beginning with the Langevin equation describing the instantaneous acceleration of a particle in a medium [2, 3] , 
where v is the velocity vector, Γ is the drag coefficient setting the timescale for transition between the ballistic and diffusive regimes and A is the Langevin random acceleration. For the sake of simplicity of notations we assume from here on x = v = 0, hence δx = x and δv = v. The numerator of eq. 1
can be calculated by noticing that-
Between the 2nd and 3rd line we use the fact that due to the randomness of the Langevin acceleration x · A = 0. The time dependence of v 2 is given by- Substituting into eq. 4 and solving under an uncorrelated initial condition x(t) · v(t) | t=0 = 0 we get:
Next we require the terms in the denominator of 1. The velocity was already presented in 5 and we just need to take its square root. The position, however, requires the solution of the differential equation-
under the initial conditions x 2 (0) = x | t=0 = 0. This gives: 
Now we switch to the following unitless parameters:
denoting the deviation of the initial velocity distribution width from its equilibrium value (set to unity in the main text for simplicity).
• ω osc ≡ σ v (0)/σ x (0), the previously defined trap oscillation frequency that sets, under thermal equilibrium, the ratio of the initial conditions of the velocity and the position.
and combine everything to get the main result: 
Setting η = 1 we reobtain eq. 8 of the paper: 
