Discrete Interval Encoding Trees (Diets) are data structures for the representation of fat, i.e. densely populated sets over a discrete linear order. In this paper we introduce algorithms for set-theoretic operations like intersection, union, etc. on sets represented as balanced diets. We empirically analyse their performance and show that these algorithms can outperform previously known algorithms on sets like the ones implemented in OCaml's standard library for instance.
Introduction
Many algorithms operate on sets of elements of a certain type. It is therefore desirable to have efficient data structures that represent sets in a programming language. There is no natural representation since -mathematically -a set is nothing more than a collection of elements with no further structure on them.
Objects that represent such elements and that reside in a standard computer memory are naturally ordered though. That means that any representation of sets in a standard programming language has to introduce and use some additional structure on these elements.
The simplest examples of such representations are lists, introducing an arbitrary ordering that is not even a partial order. The price to pay is possible multiple occurrences of elements and therefore suboptimal space consumption. Also, lookup operations have bad running times. Very quick lookup / insert / delete operations can be performed on boolean arrays as set representations. This way, the elements are totally ordered by the indices in the array. The disadvantage of this representation is the fact that best-case space consumption is as bad as the worst case. Hence, such representations are only useful for small sets, resp. sets over a small domain.
Larger sets or just sets over larger domains are usually stored as binary search trees [CLR92, Ada93] . This also requires a total ordering on their elements, but this ordering is then used in a clever way to perform lookup / insert / delete operations avoiding the traversal of the entire data structure in the average case whilst keeping space consumption low as well. The low running timeslogarithmic in the size of the set -can even be guaranteed in the worst-case when the search trees remain balanced. This can be achieved with some minor enhancements on the insert and delete operations and at the expense of a very minor increase in space consumption: the nodes on the trees have to carry some additional information about how balanced their subtrees are. There are various types of balanced search trees for the representation of sets around, the most prominent ones being AVL trees [AVL62] and red-black trees [Bay72, GS78] .
For certain types of sets, this does not yield a space-optimal representation. Examples include fat sets -the opposite of a sparse set -in which elements tend to occur in chunks, i.e. in non-trivial intervals of the underlying total order. Erwig suggested a modified data structure for the presentation of such sets: discrete interval encoding trees, or diets for short [Erw98] .
Diets are binary search trees in which every node carries two elements of the underlying total order. These two elements define an interval, being the least and the greatest element of that interval. All intervals in a diet are maximal, i.e. no two intervals in it are overlapping and not even touching each other. For instance, the set {1, 2, 3, 6, 7, 9, 11, 12, 13} can be represented by the set of maximal intervals [1, 3] , [6, 7] , [9, 9] , [11, 13] . These intervals can be stored in a binary search tree since the total odering on the set's elements extends very naturally to non-overlapping intervals over this domain.
It should be clear that such a representation can be very succinct for fat sets. The double occurrence of the 9 in this representation indicates though, that this is potentially wasteful for sparse sets. The space consumed by such a representation is not predominantly determined by the size of the set but by the number of closed intervals the set can be decomposed into. This is usually much less for fat sets. On the other hand, lookup / insert / delete operations on standard binary search trees have to be modified in order to work on diets. This, however, does not impede their efficiency under reasonable assumptions about the running times of comparing operations on the underlying domain, and works as one would expect it.
• Lookup operations do not compare their argument with the content of a node but check for inclusion in the represented interval by performing one or two comparisons with the interval's bounds.
• Insert operations are modified like the lookups but, additionally, have to keep the invariant about maximality of intervals intact. Hence, if an inserted element extends an existing interval on either side, then this could lead to a merging of that interval with the next, resp. preceding one.
Delete operations do not require additional functionality compared to their counterparts on standard search trees. In the worst case, a delete splits up an interval into two parts which may require a reordering of the tree's nodes. Again, the performance of such operations depends on the trees being balanced. What is desirable here is a running time logarithmic in the size of the tree rather than the set. Remember that the size of the tree is the number of maximal intervals that the represented set can be decomposed into. In order to achieve this, trees need to be and remain balanced.
Erwig, in his introductory paper [Erw98] , has not taken balancing into account. This has been taken up by Ohnishi, Tasaka, and Tamura who showed how to enhance diets by using AVL trees rather than simple binary search trees for the structuring of the intervals [OTT03] . Note that the insert operation on diets is slightly different to that on simple binary search trees: rebalancing may be required not only through the insertion of a new interval but also through the merging of two intervals, which then also entails a deletion step. This is where the algorithmic handling of diets stops in the literature. In particular, there is no description of efficient set-theoretic (union, intersection, difference, etc.) let alone functional operations (iteration through all elements, partitioning of a set according to an arbitrary predicate, etc.) on balanced diets. Ohnishi et al. describe how to partition a set represented as a diet according to a predicate of the form "less or equal a given element", but it is easy to see that this is very similar to a deletion operation and does not generalise to arbitrary predicates.
We remark that there are several ways to carry out such operations, not all of them are optimal. For example, there is a balanced diet implementation of sets of integers as part of the Camomile library [Yor03] . It covers the extensive interface of the set implementation in the OCaml standard library 1 , including partitioning, iteration and the alike on top of the set-theoretic operations. It does not feature optimal algorithms though.
In this paper we describe better algorithms on balanced diets for set-theoretic and functional operations. An OCaml implementation is publicly available 2 . The paper is organised as follows. Sect. 2 introduces balanced diets formally. Sect. 3 describes such operations, particularly the binary functions on trees, i.e. the union, intersection and difference of sets and analyses their worst-case running time behaviour. In Sect. 4 we show that these algorithms do indeed improve over the existing ones in practice.
Balanced Diets
A linear order is a pair ( , ≤) consisting of a set and a binary relation ≤ ⊆ × s.t. for all , , ∈ we have
• if ≤ and ≤ then ≤ , and
• if ≤ and ≤ then = , and
As usual, we write < to denote the strict part of ≤, i.e. < iff ≤ and ∕ = . Also, we write ⊤ for the maximal element of if it exists, and ⊥ for the minimal element likewise.
A discrete linear order is a triple ( , ≤, succ) s.t. ( , ≤) is a linear order and succ :
∖ {⊤} → is a unary function s.t. for all ∈ ∖ {⊤}:
• < succ( ), and
• there is no s.t. < and < succ( ).
It is easy to see that each discrete linear order induces another function pred which is defined on ∖ {⊥} and behaves like the inverse of succ. In the following we fix a discrete linear order ( , ≤, succ) and introduce the entire theory w.r.t. this fixed one. We will also sometimes speak of as a discrete linear order when in fact we mean ( , ≤, succ).
An interval of is an ⊆ s.t. for all , , ∈ :
• if ∈ and ∈ and < and < then ∈ .
A finite interval is such an that has finitely many elements only. The minimum of the interval is an s.t. ≤ for all ∈ . It is denoted min . The maximum is defined accordingly. Note that minima and maxima need not exist in general. However, if they exist then they are unique because is linearly ordered. Also, in a finite interval , min and max always exist. 
It is not hard to see that ⪯, its reflexive closure, is again a linear order. It can be used to store independent intervals in a binary search tree.
In the following we will deal with binary trees whose nodes are labeled with intervals of . The class of all such trees is the smallest class s.t.
a) ⊥ ∈ (the empty tree), and
The notions of root, leaf, inner node, etc. are as usual. In particular, we call the single-node trees [ , ] leaves as well. For a tree , we write root ( ) to denote the interval at its root, i.e.
. Also, we write nodes( ) for the set of all intervals occurring in , i.e.
A discrete interval encoding tree (diet) is a binary tree that is inductively defined as follows.
• ⊥ is a diet.
• If and are diets and
Hence, the intervals occurring in a diet are all independent, and a node that is left of another one carries an interval that is smaller w.r.t. ≺.
A diet represents a finite subset of in a straight-forward way:
∈ nodes( )}. Note that, conversely, each finite subset of has a unique decomposition into independent intervals, but not necessarily a unique diet representation since, in general, there are many ways to build a tree-structure from a set of pairwise independent intervals. For instance, the set {0, 1, 3, 4, 6, 7} can be represented by three different trees. The height of a tree is the maximal length of a path from the root to a leaf:
Every leaf is a balanced tree. Furthermore, a tree = ([ , ], , ) is balanced iff both and are balanced and |height ( ) − height ( )| ≤ 1. These kinds of height-balanced trees are also well-known as AVL trees [AVL62] . The height of a balanced tree with nodes is at most ⌈log ⌉.
We say that a pair ( , ) of two balanced diets and is left-right-separate iff succ( ) < for every [ , ] ∈ nodes( ) and every [ , ] ∈ nodes( ). Given an interval [ , ] and a pair ( , ) of two balanced diets and , we say that [ , ] is a separator of ( , ) iff succ( ) < for every [ , ] ∈ nodes( ) and succ( ) < for every [ , ] ∈ nodes( ).
For rebalancing intermediate trees, we will apply two routines that are generally known as the reroot of balanced trees and the join of balanced trees. The reroot operation is a binary transformation ⋈ defined on left-right-separate diets ( , ) and returns a new balanced diet = ⋈ s.t.
The join operation is a ternary transformation ⋈ defined on a pair of diets ( , ) and a separator [ , ] , and returns a new balanced diet = ⋈ s.t.
. It is well-known that both rebalancing operations require logarithmic time in the worst-case.
We also consider a certain subclass of binary trees that we call streamed tree. Every leaf is a streamed tree. Furthermore, a tree = ([ , ], , ) is streamed if is balanced and streamed itself. Note that every balanced tree is necessarily a streamed tree. Consider the following example: the left tree is balanced (and streamed) while the right tree is only streamed.
[ 
Operations on Balanced Diets
First, we consider the diet decomposition of balanced diets that essentially allows us to access a diet iteratively as a stream in an efficient manner. Second, we briefly describe the basic reading and writing operations on balanced diets that have already been described in Erwig's paper [Erw98] . Third, we consider binary methods, namely the union, the intersection and the difference of two sets. We claim that our methods based on diet decomposition are much more efficient in practice than the standard implementationen, e.g. [Yor03] . Finally, we consider some other notable set routines.
Diet Decomposition
Most operations combining two balanced trees simultaneously handle related data in the trees, in the sense that processing a certain node in the first tree comes along with processing a node in the other tree containing data that is closely related by the total ordering relation. As related data is not necessarily at related positions in the tree, it is impossible to process both trees by simultaneous recursion. It is advised, however, to process one tree by recursion, particularly if the operation on both trees results in a new tree since in this case the balanced structure of one of the input trees can be transferred to some extend.
As an example, consider how to compute, from two diets a diet representing the intersection of the two corresponding sets. Intuitively this can be done by passing all intervals of one diet through the other diet. The latter can be done recursively, whereas it is advisable to treat the former differently. It is of course easy to transform that one into a list of intervals, but this is suboptimal in some cases. We propose a way to extract the elements represented by the tree according to their ordering without touching nodes of the tree that are not on a path to a node that is being extracted. This guarantees that -when this operation is embedded into a loop for instance -unnecessary operations on the diet are being avoided.
The idea is to basically linearise the tree in a lazy-evaluation manner: in order to extract the least element in the tree, we simply do right-rotations until finally a node with a leaf on the left-hand side comes up. Then, we return the node and its right subtree. In this manner, we only traverse the path in the tree to the least node and simultaneously rotate in such a way that extracting the next element can be either performed at the top of the tree or takes place in a region of the tree yet unvisited.
We define a function extr that takes a non-empty stream and extracts the least interval from it, i.e. returns a pair consisting of this interval and a stream representing what is left-over after removal of that interval.
It is then possible to extract a list of the smallest intervals in a stream by using extr iteratively.
The following lemma states that this extraction is more efficient then simply transforming into a list of intervals and returning the first elements of this list.
Lemma 1 Let be a stream with nodes and ≤ . The result of extract ( ) can be computed in time (max( , log )).
This is quite obvious since each path that is traversed by any call of extr has height (log ) and contains at most one node already visited, namely the root of the current tree. The complexity is obviously optimal since extracting one element clearly takes time (log ) in the worst-case and extracting the first elements takes at least time ( ).
Basic Operations
The basic reading operations that can be performed on sets essentially comprise the emptyness check, the membership check, the iteration over the elements, the folding over the elements and the computation of the cardinality of the set. All these routines are straightforward and well covered in the literature on data structures.
The basic writing operations comprise the insertion of an interval into a balanced diet, adding a single element to a balanced diet -which is based on the insertion of a singleton interval -and the removal of a single element from a balanced diet.
More concretely, given a diet and an interval [ , ], the insert operation
, and the remove operation remove( , ) returns
∖ { }. These operations are described and analysed in Erwig's introductory work [Erw98] . They are presented as operations onnot necessarily balanced -diets, and it is straightforward to add rebalancing instructions into the algorithms in order to turn them into operations being performed on balanced diets. The runtime complexities of these operations are logarithmic in the worst-case.
Binary Operations
The binary operations on sets -intersection, union and difference of sets -allow many approaches to realize them. The intrinsic problem is that an independent recursive descent on both trees is desired but not easily possible. This is where diet decomposition becomes useful.
Intersection
The intersection inter of two diets and proceeds by traversing one of the two trees, say , from left to right entering deeper levels only if necessary while performing the intersection of the current interval of with all appropriate intervals from the other tree.
Being based on a traversal of , the structure of the intersection diet of and maintains the already balanced structure of whenever it is possible; for that reason, the cost of rebalancing is reduced to a minimum.
On the other hand, the balanced structure of is of no interest. The algorithm treats as a stream of ordered intervals with restricted look-ahead knowledge, meaning that the algorithm is only interested in the currently remaining minimal interval. Therefore, the algorithm will access only through the extr function.
Since we will want to call inter recursively to compute the intersection between a tree and what is left of and then proceed with the result of the intersection, we are also interested in what is left of after intersecting it with . More precisely, inter ( , ) will return a tuple ( , ) with
Starting with and , inter first checks whether one of the two diets is empty and if so, returns (⊥, ). Otherwise, let = ([ , ], , ) and = ([ ′ , ′ ], ) (with a slight abuse of the notation we identify the tree directly with the application of extr on it). Next, we distinguish on whether ′ ≥ . If so, then and do not intersect. Hence, we can get rid of without even looking at it. We proceed by calling a helper function interhelp which is to be described in the following with ⊥, [ , ], and as arguments and return its result.
Otherwise, if ′ < , the intersection of and may be non-empty. We call inter with the arguments and resulting in a pair ( ′ , ′ ) with ′ being the intersection of and , and ′ being what remains of . Again, we proceed by calling interhelp with the arguments ′ , [ , ], and ′ .
The helper function interhelp takes four parameters , [ , ] , and , and computes the union of with the intersection between ([ , ], ⊥, ) and , and returns the remains of in addition. In other words, interhelp assumes that is a diet left of [ , ] that already has been computed as intersection between the original trees and hence simply attaches it to the intersection of the rest that is to be computed.
The function checks first whether = ⊥ and if so returns ( , ⊥ 
Consider the following two trees for instance. We will follow the intersection algorithm on them in an implicit way: the right tree will be used as an ordered interval stream and the left tree will be used both as input and result tree. This way, it becomes obvious how the overall structure of the left tree is more or less maintained in the construction of the result tree. From now on, we will call the right tree "stream" and refer to the left tree simply as the "tree".
Difference
The difference diff of two diets and is computed in a similar fashion. It proceeds by traversing the first tree , from left to right; the other tree , is treated as a stream of ordered intervals that will be only accessed via the extr function. Again, we need to keep track of all parts of the stream that have not been processed in recursive calls. Therefore, diff will return a pair, containing the computation of the difference so far and what remains of the stream. More formally, diff ( , ) returns a tuple ( , ) with
Starting with and , diff first checks whether one of the two diets is empty. If either one of them is, it returns ( , ). Otherwise, let = ([ , ], , ) and = ([ ′ , ′ ], ) (again, we identify the tree directly with the application of extr on it). Next, we distinguish on whether ′ ≥ . If so, it follows that there is no intersection between and ; hence, we can keep without even looking at it. We proceed by calling a helper function diffhelp which is to be described in the following with , [ , ] , and as arguments and return its result.
Otherwise, if ′ < , then the intersection of and may be non-empty. We call diff with the arguments and resulting in a pair ( ′ , ′ ) with ′ being the difference between and and ′ what remains of . Again, we proceed by calling diffhelp with the arguments ′ , [ , ], and ′ .
The helper function diffhelp takes four parameters , [ , ] , and , and computes the union of with the difference between ([ , ], ⊥, ) and , and returns the remains of in addition. In other words, diffhelp assumes that is a diet left of [ , ] that already has been computed as difference between the original trees and hence simply attaches it to the difference of the rest that is to be computed.
The function checks first whether = ⊥ and if so returns ( ⋈ , ⊥). 
Consider the two diets used to explain the mechanism of the intersection algorithm above. We will follow the difference algorithm on them, too. The right tree will be used as an ordered interval stream and the left tree will serve both as input and result tree. First, we need to perform a right-rotation on the stream again in order to bring the smallest interval to the top of it.
[ As the lower bound of the stream is above the upper bound of the top interval of the tree, it is safe to keep it and descend to the right subtree.
[ Again, the algorithm encounters an intersection between the two intervals that are currently focussed. Since the upper bound of the stream interval is below the upper bound of the tree interval, the algorithm computes the difference between both intervals, replaces the current interval of the tree with it and pops the top interval of the stream. Since the lower bound of the stream is above the upper bound of the current interval, we are safe to keep it and descend to the right subtree. Last but not least, we compute the intersection between the current interval and the last interval of the stream. 
⊥
In this case, we are lucky to be able to maintain the overall structure of the original tree.
Union
Building the union of two diets and is a bit more complicated than computing their intersection or their difference for the following reason: say that the lower bound of the current interval of the stream lies below the lower bound of the current interval of the tree . Hence, we would make a recursive call to compute the union between the left subtree and the stream resulting in a new subtree ′ and some remains ′ . It may happen now that the subtree ′ intersects with the current interval of the tree, namely in case that the largest interval in intersects with an interval in the stream that intersects itself with the current interval of the tree.
In order to circumvent this problem, we add a limitation parameter which is just a value that is not to be exceeded by the left subtree. In this case, the limitation parameter would be related to the lower bound of the current interval of the tree. Assuming again that the largest interval of intersects with a stream interval that intersects with the tree's current interval, we apply a little trick to keep all the data on the one hand and to stay below the limitation parameter on the other hand. Instead of adding the union of the largest interval of and the related interval of to ′ , we simply push it to the stream again. Therefore, we can deal properly with the intersection between this interval and the tree's current interval.
The union of two diets and again proceeds by traversing one of the two trees, say , from left to right; the other tree, say , is treated as a stream of ordered intervals that will be only accessed via the extr function.
As explained before, we need to add a parameter specifying the current limitation parameter. There is no bound as initialization limitation parameter, hence we can use the value ⊤ which is either the maximal element of the underlying domain or a natural extension thereof. We will call a helper function unionhelp accepting three parameters , and the limitation parameter that returns a pair (
] for the reasons explained in the first paragraphs.
This particularly implies that calling unionhelp with the initial and with limitation ⊤ yields a pair ( ′ , ′ ) with ′ being not necessarily empty. We only know that if ′ is not empty then it lies above ′ . Therefore, we simply need to rebalance ′ (remember, we are using it as a stream) and combine it with ′ .
As noted, unionhelp is a function that accepts three parameters , and the limitation parameter that returns a pair (
. Starting with and , unionhelp first checks whether one of the two diets is empty and if so, returns ( , ). Otherwise, let = ([ , ], , ) and = ([ ′ , ′ ], ) (again, we identify the tree directly with the application of extr on it). Next, we distinguish on whether ′ ≥ . If so, it follows that there is no intersection between and ; hence, we can keep without even looking at it. We proceed by calling a second helper function unionhelp2 which is to be described in the following with , [ , ], , and as arguments and return its result.
Otherwise, if ′ < , the intersection of and may be non-empty. We call unionhelp with the arguments , and pred ( ) resulting in a pair ( ′ , ′ ) with ′ being the union between and bounded by pred ( ) and ′ what remains of . Again, we proceed by calling unionhelp2 with the arguments ′ , [ , ], , ′ and . 
. In other words, unionhelp2 assumes that is a diet left of [ , ] that already has been computed as union between the original trees and hence simply attaches it to the union of the rest that is to be computed.
Consider the diets of the two examples above again. We will follow the union algorithm on them in the same way: the right tree will be used as an ordered interval stream and the left tree will be used both as input and result tree.
Worst-Case Complexities
Finally, we consider the worst-case complexity of all three binary routines. It is not too hard to see that all three routines run in time that is linearithmic in the number of nodes of the input diets.
Lemma 2 Let be a balanced diet with nodes and be balanced diet with nodes. The worst-case complexity of inter ( , ), union( , ) and diff ( , ) is (( + ) ⋅ log( + )).
All three binary routines are based on a recursive descent of the first tree and a diet decomposition of the second tree, hence ( + ) is required to walk through all nodes. A recursive call also possibly includes one rebalancing call and hence we get an additional rebalancing factor of (log( + )).
Other Operations
Other operations that are usually carried out on sets are filtering w.r.t. a given predicate, partitioning w.r.t. a given predicate and splitting w.r.t. a given number. Splitting is a standard operation on balanced trees and essentially runs just the same on balanced diets. As partitioning is almost the same as filtering, we focus on a description of the latter operation here.
Standard filtering on balanced trees is usually realized by a recursion on the input tree, applying the filter predicate on the subtrees first, and then checking whether the root node matches the predicate or not. Depending on that either a reroot or a join of the filtered subtrees is carried out. With balanced diets, the root node has to be treated a bit differently: applying the predicate to each number of the represented interval of the root node results in a list of potentially separated numbers that have to be reassambled to a list of intervals again. If the length of the list is zero, we apply the reroot operation again, if the length is one, we apply the join again, and otherwise, we join the subtrees with the first interval of the list and insert all the others by applying the insert operation. We only consider the binary set operations -union, intersection and difference -in our empirical evaluation, as they particularly profit from our genuine diet decomposition. We compare our implementation -called CamlDiets in the following -with the original OCaml Set implementation -called OCamlSet in the following -and the diet realization by Yoriyuki [Yor03] -called Camomile in the following.
The empirical evaluation is based on two different classes of randomized sets within the fixed domain = {1, . . . , 10 6 }. This range allows us to generate sufficiently large sets with non-neglegible running times when being fed to the binary operations. Every single benchmark instance generates 100 sets uniformly at random w.r.t. the parameters of the benchmark instance. Then, each binary operation of each set implementation is carried out on all pairs of generated sets (i.e. 100 ⋅ 99) and every operation is repeated 10 times to improve the accuracy of the empircal measurements. Finally, the average running time is computed and included in the tables.
Interval Benchmark The interval benchmark is based on the class of sets from the domain s.t. the number of partially non-adjacent intervals equals a The number of intervals can be interpreted as a measurement for the tree operations on the balanced diets, since the number of nodes essentially equals the number of non-adjacent intervals of the represented set.
We perform the interval benchmark for different parameterizations , ranging from 10, 000 intervals to 400, 000 intervals. Technically, our set generator uses the parameterization to pick 2 ⋅ pairwise different numbers from the domain and uses the ordered sequence of 2 ⋅ numbers to derive a set of intervals [2 ⋅ , 2 ⋅ + 1].
The average time needed to build the union, intersection or difference of two sets are presented in Fig. 1 .
The following observations can be made. First, our approach based on diet decomposition outperforms the Camomile algorithms for performing binary operations in every considered case. Second, our approach performs much better than the original set implementation based on nodes encoding single numbers upto a number of intervals ranging from 150, 000 (difference), over 200, 000 (intersection) to 400, 000 (union).
Density Benchmark
The density benchmark on the other hand is based on the class of sets from the domain s.t. the cardinality of the set divided by the cardinality of the domain is very close to a given proportionality degree or density 0 ≤ ≤ 1.0. More formally, we consider the family of classes = { ⊆ 2 | | |/| | ≈ } We perform the density benchmark for different parameterizations , ranging from 0.1 to 0.9. Technically, our set generator uses the parameterization to pick every element ∈ with probability .
The average time needed to build the union, intersection or difference of two sets are presented in Fig. 2 .
In the case of the density benchmarks, we interpret the empirical results as follows. First, it is easy to see that our approach outperforms the Camomile algorithms again. Second, it can be inferred that our approach performs better than the original implementation whenever the involved sets are sufficiently dense, i.e. when the density is ≥ 0.7 (difference), ≥ 0.6 (intersection) and ≥ 0.4 (union).
Conclusion
We considered the representation of sets as balanced diets and introduced the concept of the so-called diet decomposition that allows us to realize highly efficient binary routines on sets. We provide empirical justifications, showing that even mildly populated sets can profit from the representation as balanced diets.
For future work, it would be interesting to come up with more sophisticated partitionings of sets that would allow us to compress the representation of a given set even more. However, introducing more complicated concepts for the single nodes of a set also increases the computational effort of all operations on the nodes, hence a reasonable trade-off between the expressiveness of the representation and the complexity of the algorithms working on the expressions has to be made.
