We characterize the h-stability in variation and asymptotic equilibrium in variation for nonlinear difference systems via n ∞ -summable similarity and comparison principle. Furthermore we study the asymptotic equivalence between nonlinear difference systems and their variational difference systems by means of asymptotic equilibria of two systems.
Introduction
Conti [1] introduced the notion of t ∞ -similarity in the set of all m × m continuous matrices A(t) defined on R + = [0,∞) and showed that t ∞ -similarity is an equivalence relation preserving strict, uniform, and exponential stability of linear homogeneous differential systems. Choi et al. [2] studied the variational stability of nonlinear differential systems using the notion of t ∞ -similarity. Trench [3] introduced a definition called t ∞ -quasisimilarity that is not symmetric or transitive, but still preserves stability properties. Their approach included most types of stability.
As a discrete analog of Conti's definition of t ∞ -similarity, Trench [4] defined the notion of summable similarity on pairs of m × m matrix functions and showed that if A and B are summably similar and the linear system Δx(n) = A(n)x(n), n = 0,1,..., is uniformly, exponential or strictly stable or has linear asymptotic equilibrium, then the linear system Δy(n) = B(n)y(n) has also the same properties. Also, Choi and Koo [5] introduced the notion of n ∞ -similarity in the set of all m × m invertible matrices and showed that two concepts of global h-stability and global h-stability in variation are equivalent by using the concept of n ∞ -similarity and Lyapunov functions. Furthermore, they showed that h-stability of the perturbed system can be derived from h-stability in variation of the nonlinear system in [6] . Note that the n ∞ -similarity is not symmetric or transitive relation but still preserves h-stability which included the most types of stability. For the variational stability in difference systems, see [6] . Also, see [7] [8] [9] for the asymptotic property of difference systems and Volterra difference systems, respectively.
In this paper, we study the variational stability for nonlinear difference systems using the notion of n ∞ -summable similarity and show that asymptotic equilibrium for linear difference system is preserved by n ∞ -summable similarity. Furthermore, we obtain the asymptotic equivalence between nonlinear difference system and its variational difference system using the comparison principle and asymptotic equilibria.
Preliminaries
Let N(n 0 ) = {n 0 ,n 0 + 1,...,n 0 + k,...}, where n 0 is a nonnegative integer and R m the m-dimensional real Euclidean space. We consider the nonlinear difference system x(n + 1) = f n,x(n) , (2.1) where f : N(n 0 ) × R m → R m , and f (n,0) = 0. We assume that f x = ∂ f /∂x exists and is continuous and invertible on N(n 0 ) × R m . Let x(n) = x(n,n 0 ,x 0 ) be the unique solution of (2.1) satisfying the initial condition x(n 0 ,n 0 ,x 0 ) = x 0 . Also, we consider its associated variational systems
2)
z(n + 1) = f x n,x n,n 0 ,x 0 z(n). (2. 3)
The fundamental matrix solution Φ(n,n 0 ,0) of (2.2) is given by Φ n,n 0 ,0 = ∂x n,n 0 ,0 ∂x 0 (2.4) and the fundamental matrix solution Φ(n,n 0 ,x 0 ) of (2.3) is given by Lakshmikantham and Trigiante [10] , Φ n,n 0 ,x 0 = ∂x n,n 0 ,x 0 ∂x 0 . (2.5)
The symbol | · | will be used to denote any convenient vector norm in R m . Δ is the forward difference operator with unit spacing, that is,
be a function with V (n,0) = 0, for all n ≥ n 0 , and continuous with respect to the second argument. We denote the total difference of the function V along the solutions x of (2.1) by
When we study the asymptotic stability, it is not easy to work with nonexponential types of stability. Medina and Pinto [11] [12] [13] extended the study of exponential stability to a variety of reasonable systems called h-systems. They introduced the notion of h-stability for difference systems as well as for differential systems. To study the various stability Sung Kyu Choi et al. 3 notions of nonlinear difference systems, the comparison principle [10] and the variation of constants formula by Agarwal [14, 15] play a fundamental role. Now, we recall some definitions of stability notions in [12] [13] [14] .
Definition 2.1. The zero solution of system (2.1) (or system (2.1)) is said to be (SS) strongly stable if for each ε > 0, there is a corresponding δ = δ(ε) > 0 such that any solution x(n,n 0 ,x 0 ) of system (2.1) which satisfies the inequality |x(n 1 ,n 0 ,x 0 )| < δ for some n 1 ≥ n 0 exists and satisfies the inequality |x(n, n 0 ,x 0 )| < ε, for all n ∈ N(n 0 ). Definition 2.2. Linear system (2.1) with f (n,x(n)) = A(n)x(n) is said to be (RS) restrictively stable if it is stable and its adjoint system y(n) = A T (n)y(n + 1) is also stable.
Strong stability implies uniform stability which, in turn, leads to stability. For linear homogeneous systems, restrictive stability and strong stability are equivalent. Thus restrictive stability implies uniform stability which, in turn, gives stability [14] . The various notions about h-stability given by Definition 2.3 include several types of known stability properties such as uniform stability, uniform Lipschitz stability, and exponential asymptotic stability. See [5, [11] [12] [13] .
Definition 2.4. One says that (2.1) has asymptotic equilibrium if (i) there exist ξ ∈ R m and r > 0 such that any solution x(n,n 0 ,x 0 ) of (2.1) with |x 0 | < r satisfies
(ii) corresponding to each ξ ∈ R m , there exists a solution of (2.1) satisfying (2.8), and (2.1) has asymptotic equilibrium in variation if system (2.3) has asymptotic equilibrium.
Two difference systems x(n + 1) = f (n,x(n)) and y(n + 1) = g(n, y(n)) are said to be asymptotically equivalent if, for every solution x(n), there exists a solution y(n) such that (1921) , and it shows an asymptotic relationship between equations. In [16] , Pinto studied asymptotic equivalence between difference systems by using the concept of dichotomy. Also, Medina and Pinto in [17] investigated this problem by replacing the dichotomy conditions and the Lipschitz condition by a global domination of the fundamental matrix of the linear difference system and a general majoration on the perturbing term, respectively. Moreover, Medina in [18] established asymptotic equivalence by using the general discrete inequality combined with the Schauder's fixed point theorem. Also, Galescu and Talpalaru [8] , Morchało [19] , and Zafer [20] studied the asymptotic equivalence for difference systems.
Conti [1] defined two m × m matrix functions A and B on R + to be t ∞ -similar if there is an m × m matrix function S defined on R + such that S (t) is continuous, S(t) and S −1 (t) are bounded on R + , and
(2.10)
Now, we introduce the notion of n ∞ -summable similarity which is the corresponding t ∞ -similarity for the discrete case.
Let M denote the set of all m × m invertible matrix-valued functions defined on N(n 0 ) and let S be the subset of M consisting of those nonsingular bounded matrix-valued functions S such that S −1 (n) is also bounded. (2.11) such that
Definition 2.5. A matrix-valued function
Example 2.6. Let A and B be matrix-valued functions defined on N(0) by
If we put Moreover, we have
where
Thus we have
This implies that A and B are n ∞ -summably similar.
Remark 2.7. We can easily show that the n ∞ -summable similarity is an equivalence relation by the same method of Trench in [4] . Also if A and B are n ∞ -summably similar with F(n) = 0, then we say that they are kinematically similar.
h-stability in variation for nonlinear difference systems
For the linear difference systems, Medina and Pinto [13] showed that
6 Advances in Difference Equations Also, the associated variational system inherits the property of hS from the original nonlinear system. That is, (2.2) is hS when (2.1) is hS in [13, Theorem 2] . Our purpose is to characterize the global stability in variation via n ∞ -summable similarity and Lyapunov functions. To do this, we need the following lemmas.
Lemma 3.1 [13] . The linear difference system
is an h-system if and only if there exist a constant c ≥ 1 and a positive function h defined on
for n ≥ n 0 , where Φ is a fundamental matrix solution of (3.2) .
Lemma 3.2. If two matrix-valued functions
A and B in the set M are n ∞ -summably similar, then for n ≥ n 0 , one has
where X and Y are fundamental matrix solutions of the linear homogeneous difference system (3.2) with the coefficient matrix functions A(n) and B(n), respectively.
Proof.
Since A and B are n ∞ -summably simliar, we can rewrite (2.12) as
for some S ∈ S and m × m matrix F(n) with an absolutely summable property over N(n 0 ). Thus we easily obtain
Summing this difference equation (3.6) from l = n 0 to l = n − 1 yields the difference equation (3.4). This completes the proof.
3) is an h-system provided (2.2) is an h-system with the positive function h(n) defined on N(n 0 ).
Proof. It follows from Lemma 3.1 that there exist a constant c ≥ 1 and a positive function h defined on N(n 0 ) such that for every
for all n ≥ n 0 ≥ 0, where Φ(n,n 0 ,0) is a fundamental matrix solution of (2.2). Let Φ(n,n 0 , x 0 ) denote a fundamental matrix solution of (2.3). Since Φ(n,n 0 ,0) and Φ(n,n 0 ,x 0 ) are Sung Kyu Choi et al. 7
fundamental matrix solutions of the variational systems (2.2) and (2.3), respectively, they satisfy
for all n ≥ n 0 ≥ 0. Then we have
in view of Lemma 3.2. Then, from Lemma 3.1 and the boundedness of S(n) and S −1 (n), there are positive constants c 1 and c 2 such that
It follows that
Applying the discrete Bellman's inequality [14] , we have
where 
Proof. Setting F(n) = f x (n,x(n,n 0 ,x 0 )) − f x (n,0) and S(n) = I, for n ≥ n 0 ≥ 0, we can easily see that f x (n,x(n,n 0 ,x 0 )) and f x (n,0) are n ∞ -summably similar. Thus all conditions of Lemma 3.3 are satisfied, and hence (2.3) is hS.
1) is GhS if and only if there exists a function
V (n,z) defined on N(n 0 ) × R m such that the following properties hold: (i) V (n,z) is defined on N(n 0 ) × R m
and continuous with respect to the second argument;
Proof. Define the function V by
Then, this theorem can be easily proved by following the proof of Theorem 2.1 in [6] and and Theorem 3.2 in [12] .
Note that Theorem 3.2 in [12] was improved by Theorem 2.1 in [6] and our Theorem 3.7 as we replace the fundamental matrix Φ(n + 1,n 0 ,x 0 ) by Φ(n,n 0 ,x 0 ) in [12, 
Asymptotic equilibrium of linear difference systems
We consider two linear systems
where A and B are nonsingular m × m matrix-valued functions defined on N(n 0 ). 
where X ∞ = lim n→∞ X(n) is invertible. Then we obtain
Hence there exists a positive constant M such that
This implies that (4.1) is strongly stable by [14, Theorem 5.5.1].
Example 4.3.
We give an example which shows the converse of Lemma 4.2 is not true in general. We consider the difference system
where A(n) = 1 0 0 −1 is the invertible 2 × 2 matrix. Then we easily see that a fundamental matrix solution X(n) of (4.6) is given by
and there exists a positive constant M ≥ 2 such that 
for each n ≥ m ≥ n 0 and by letting h(n) = 1 n . Next, we show that |Y (n)Y −1 (m)| is also bounded for each n 0 ≤ n ≤ m. Summing (3.6) from l = n to l = m − 1 yields
Then we have
for each n 0 ≤ n ≤ m. From this and the strong stability of (4.1), there exist two positive constants α and β such that
Thus we obtain
we have
we can choose m 0 ≥ n 0 so large that β|F(n)| < 1/2 for each n ≥ m 0 . Then we have
Thus (4.13) implies that 
Also, we can easily see that this estimation holds for each n,m ≥ n 0 . This completes the proof.
We remark that for linear homogeneous systems, restrictive stability and strong stability are equivalent [14, Theorem 5.5.2]. Also the linear difference system is restrictively stable if and only if it is reducible to zero [14, Theorem 5.5.3]. Lemma 4.4 can be easily proved by using the notion of reducibility in [14] . The linear difference system (4.1) is reducible (reducible to zero) if there exists an m × m matrix L(n) which, together with its inverse L −1 (n), is defined and bounded on N(n 0 ) such that L −1 (n + 1)A(n)L(n) is a constant (identity) matrix on N(n 0 ).
Corollary 4.5. Assume that two matrix-valued functions A and B are n ∞ -summably similar with F(n) = 0. If (4.1) is strongly stable, then (4.2) is also strongly stable.
Proof. Since (4.1) is strongly stable, there exists an m × m matrix L(n) which, together with its inverse L −1 (n), is defined and bounded on N(n 0 ) such that L −1 (n + 1)A(n)L(n) is the identity matrix on N(n 0 ) by Theorem 5.5.5 in [14] . Putting T(n) = S −1 (n)L(n), we obtain The following theorem means that asymptotic equilibrium for linear system is preserved by the notion of n ∞ -summable similarity. By using asymptotic equilibria of linear difference systems, we obtain the asymptotic equivalence between two linear difference systems (4.1) and (4.2). Proof. We easily see that (4.1) and (4.2) have asymptotic equilibria by the assumption and Theorem 4.6. Let x(n,n 0 ,x 0 ) be any solution of (4.1). Then lim n→∞ x(n) = x ∞ exists. For x ∞ ∈ R m , the condition on asymptotic equilibrium for (4.2) implies that there exists a solution y(n,n 0 , y 0 ) of (4.2) such that lim n→∞ y(n) = x ∞ . This implies that
Also, the converse asymptotic relationship holds.
Next, we study the asymptotic equivalence between homogeneous linear system and nonhomogeneous system by means of asymptotic equilibrium of homogeneous system. So we consider the perturbation of (4.1)
where g(n) is a vector function on N(n 0 ). Remark 4.10. Note that we can obtain the same result as Theorem 4.9 by putting y 0 = x 0 − p ∞ in the process of the proof. Also, note that the difference system does not have asymptotic equilibrium even though it is asymptotically stable.
We give an example to illustrate Theorem 4.9.
Example 4.11. Consider the homogeneous difference equation
and nonhomogeneous difference equation
where A(n) = 1 + a n with the constant a (0 < a < 1) and g(n) = α n with 0 < α < 1. Then (4.26) and (4.27) are asymptotically equivalent.
Proof. A fundamental matrix solution Ψ(n,n 0 ) of (4.26) is given by n−1 s=n0 (1 + a s ). Note that Ψ(n,n 0 ) is bounded since 1 + a n ≤ exp a n for n ≥ n 0 ≥ 0 and is nondecreasing on N(n 0 ). Thus lim n→∞ Ψ(n,n 0 ) = Ψ ∞ exists and is a nonzero constant. In fact, this implies that
Hence it follows from Lemma 4.1 that (4.26) has asymptotic equilibrium. Also, the solution y(n,n 0 , y 0 ) of (4.27) is given by
Since α n ∈ l 1 (N(n 0 )) and all conditions of Lemma 4.8 are satisfied, we see that (4.27) has asymptotic equilibrium. Therefore two systems (4.26) and (4.27) are asymptotically equivalent by Theorem 4.9. This completes the proof.
Variationally asymptotic equilibrium of nonlinear difference systems
In this section, we study the asymptotic equilibrium of nonlinear difference system by using n ∞ -summable similarity. Furthermore, we show that two concepts of asymptotic equilibrium and asymptotic equilibrium in variation for nonlinear difference systems are equivalent.
Setting f x (n,0) = A(n) and using the mean value theorem, the nonlinear difference system (2.1) can be written as
We show that the associated variational difference system (2.2) inherits the property of asymptotic equilibrium from the original nonlinear difference system (2.1) in the following theorem. Proof. We begin by showing that a fundamental matrix Φ(n,n 0 ,0) of (2.2) given by (∂/ ∂x 0 )x(n,n 0 ,0) is convergent as n → ∞. Let x 0 be a vector of length δ in the jth coordinate direction for each j = 1,...,m. Then the hypothesis implies that lim n→∞ x(n,n 0 ,x 0 ) = x ∞ exists for fixed nonzero δ. For any given ε > 0, there exists a positive integer N such that |x(n, n 0 ,x 0 ) − x(m,n 0 ,x 0 )| < |δ| 2 for any n,m ≥ N and j = 1,...,m, since x(n,n 0 ,x 0 ) is Cauchy for each j = 1,...,m. Then we obtain for each j = 1,...,m,
This implies that lim n→∞ Φ(n,n 0 ,0) = Φ ∞ exists. Now, by using Lemma 4.1, it suffices to prove that limit Φ ∞ is invertible. Given linearly independent vectors x 0 j ∈ R m in the j-coordinate direction for each j = 1,...,m, it follows from the asymptotic equilibrium of (2. Since the vectors x 01 ,..., x 0m are linearly independent, Φ ∞ is invertible. This completes the proof.
Note that the converse of Theorem 5.1 does not hold in general. We give the following example.
Example 5.2. We consider the nonlinear difference equation
and its variational difference equation
where f x (n,x) = 1 + 2x.
Since the fundamental solution φ(n) = 1 of (5.5) is nonzero, (5.5) has asymptotic equilibrium. But (5.4) does not have asymptotic equilibrium because of the unboundedness of the solution x(n,n 0 ,x 0 ) of (5.4). In fact, there exists a solution x(n,0,1) of (5.4) such that 6) for each n ≥ 1. Now, for the converse of Theorem 5.1, we examine the asymptotic equilibrium for the perturbed system of linear difference system (2.2) by using the comparison principle. To do this we need the following comparison principle in [5] which is a slight modification of [10] .
Lemma 5.3 [5, Lemma 9] . Let ι(n,r) be a nondecreasing function in r for any fixed n ∈ N(n 0 ). Suppose that for n ≥ n 0 ,
where ω : N(n 0 ) × R + → R + and ω(n,u) is continuous and nondecreasing in u for n ≥ n 0 . Also, we consider the scalar difference equation
where M is a positive constant, and suppose that (iii) all solutions of (5.9) are bounded on N(n 0 ).
Then (2.1) has asymptotic equilibrium provided
Proof. Let x(n,n 0 ,x 0 ) be any solution of (2.1). From the variation of constants formula in [14] and conditions (i) and (ii), we obtain
where M is a bounded constant of Ψ(n,m) for each n,m ≥ n 0 and d = M|x 0 |. Then we have the following summable inequality:
By letting ι(n,u) = M 2 ω(s,u) and using Lemma 5.3, we obtain 12) provided d < u 0 . Now, we prove that the solution x(n) of (2.1) which can be written as (5.1) is convergent. Consider the sequence Proof. It follows from Theorem 5.1 that (2.2) has asymptotic equilibrium. Letting F(n) = | f x (n,n 0 ,0) − f x (n,x(n,n 0 ,x 0 ))| with S(n) = I for each n ≥ n 0 ≥ 0, we obtain that F(n) is absolutely summable. Thus f x (n,x(n,n 0 )) and f x (n,0) are n ∞ -summably similar. This implies that (2.3) has also asymptotic equilibrium by Theorem 4.6. 
and its associated variational difference equation
where f (n,x) = x + a n x/ √ 1 + 2x 2 and f x (n,x) = 1 + a n /(1 + 2x 2 ) 3/2 with 0 < a < 1. Then (5.20) and (5.21) are asymptotically equivalent. Furthermore, (5.20) has asymptotic equilibrium in variation.
Proof. Setting f x (n,0) = A(n) and using the mean value theorem, (5.20) can be written as
Then we obtain
where ω(n,u) = a n u is nondecreasing in u > 0. For the scalar difference equation
we have Next, we consider associated variational difference equation
Then f x (n,0) and f x (n,x(n)) are n ∞ -summably similar with S(n) = I and F(n)= f x (n,0)− f x (n,x(n)). Note that we have Proof. Let z(n,n 0 ,v 0 ) be any solution of (2.3). Then there exists a solution x(n) of (2.1) such that the following asymptotic relationship holds:
by means of asymptotic equivalence between (2.1) and (2.3). Since (2.1) has asymptotic equilibrium, x(n) is convergent to x ∞ . This implies that lim n→∞ z(n) = x ∞ by the above asymptotic relationship.
Advances in Difference Equations
For the converse, let ξ be any vector in R m . Then there exists a solution z(n) of (2.3) such that z(n) = ξ + o(1) as n −→ ∞, (5.29) by the above method. Hence (2.3) has asymptotic equilibrium. This completes the proof.
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