This paper extends the research in Carlino, Chatterjee, and Hunt (2007) to examine the effects of local economic characteristics on the rate of innovation (as measured by patents) in more than a dozen industries. The availability of human capital is perhaps the most important factor explaining the invention rate for most industries. We find some evidence that higher job market density is associated with more patenting in industries such as pharmaceuticals and computers. We find evidence of increasing returns with respect to city size (total jobs) for many industries and more modest effects for increases in the size of an industry in a city. This suggests that inter-industry spillovers are often at least as important as intra-industry spillovers in explaining local rates of innovation. A more competitive local market structure, characterized by smaller establishments, contributes significantly to patenting in nearly all industries. More often than not, specialization among manufacturing industries is not particularly helpful, but we find the opposite for specialization among service industries. Industries benefit from different local sources of R&D (academia, government labs, and private labs) and to varying degrees.
I.

INTRODUCTION
This paper examines the role metropolitan areas play in the production of ideas.
The academic literature has identified a variety of geographically localized forces that influence innovation. Theories by Berliant, Reed, and Wang (2006) , hereafter BRW (2006) , and Helsley and Strange (2002) stress the superiority of matches that can be formed among agents in cities. For example, BRW (2006) argue that in dense urban areas, workers are more selective in their matches and are therefore more productive. 1 The examination of dynamic spillovers associated with matching externalities is relatively new and is in part motivated by the emergence of endogenous growth theory in the late 1980s. But there is also a much older literature that stresses the importance of static thick-market externalities in generating innovation, such as urban agglomeration economies. There has been an ongoing debate as to whether innovation is enhanced in local areas with industrial structures that are highly specialized industrially or if more diverse places are better at fostering innovation. Economists have also debated the importance of the competitiveness of a local area (or lack thereof) on the rate of innovation among local firms.
Existing studies have tended to focus on one type of externality. For example, the study by Ó hUallacháin 1999 looks at the empirical relationship between metropolitan area population size and patenting in metropolitan areas. A recent paper by Carlino, Chatterjee, and Hunt (2007) , hereafter CCH (2007) , considers how a number of localized forces influenced the rate of patenting in metropolitan areas in the 1990s. Our paper is similar to CCH (2007) , in that we consider how urban density, urban scale, an area's industrial structure, the availability of research inputs in an area (i.e., private R&D labs), etc, effect the rate of innovation as measured by patents issued to inventors in a metropolitan area. But our paper differs from CCH (2007) in that we focus on the effects of these factors on the invention rate at the level of 17 industry groups. It's likely that the importance of localized knowledge spillovers and the benefits of geographic clustering for innovation differ significantly across industries. One advantage of using industry data is that it gives a much larger testing ground for understanding the local forces that govern innovation.
II. LITERATURE REVIEW
There is substantial evidence for a link between the geographic concentration of population/economic activity and innovation. For example, in the 1990s, 92 percent of all patents were granted to residents of metropolitan areas, although only about threequarters of the U.S. population resides in metropolitan places. Economists have offered two reasons why innovative activity is more efficient in cities than outside them: knowledge spillovers and thick market effects.
Knowledge Spillovers Although many factors contribute to growth, the recent endogenous growth literature has argued that uncompensated knowledge spillovers may play an important role. If the diffusion of tacit knowledge is to any degree retarded by distance, the concentration of workers in cities can capitalize on these spillovers by creating an environment in which ideas flow quickly among workers and firms.
To date, economists have provided limited, but tantalizing, evidence on the existence and importance of these spillovers. Jaffe et al. (1993) find that nearby inventors have a much higher propensity to cite each others' patents, suggesting that knowledge spillovers are indeed localized. But their study does not explain how city characteristics, such as size and local density, influence the production of these spillovers.
CCH (2007) find that, all else equal, patent intensity (patents per capita) is 20 percent higher in a metropolitan area with an employment density (jobs per square mile) twice that of another metropolitan area. Ciccone and Hall (1996) find that county employment densities help to explain differences in productivity levels across states. In their study of inventor network effects, Strumsky, Lobo, and Fleming (2005) , report a positive relationship between the number of patents and population density in 331 MSAs. Andersson, Burgess, and Lane (2004) show that the correlation between workers' skills (education) and employers' productivity (revenue per worker) at the establishment level is larger in counties with higher population densities. They argue that this is evidence of superior matching between workers and firms in more dense labor markets.
There also is evidence that localized knowledge spillovers tend to attenuate rapidly with distance from the source of these externalities. For example, Rosenthal and Strange (2001) find that knowledge spillovers tend to be highly localized. They consider the importance of input sharing, matching, and knowledge spillovers for manufacturing firms at the state, county, and zip code levels of geography. They find the effects of knowledge spillovers on agglomeration of manufacturing firms tend to be quite localized, influencing agglomeration only at the zip code level. Jaffe (1986) finds evidence that localized knowledge spillovers dissipate rapidly for patent citations. Arzaghi and Henderson (2005) find knowledge flows among advertising agencies in Manhattan tend to be extremely localized.
Thick Market Effects A number of researchers stress the importance of a metropolitan area's size for innovation. Large metropolitan areas have numerous inventors and plenty of R&D activities that are focused on innovations. Several authors find that patent activity increases with metropolitan area size as measured by population or total employment (Feldman and Audretsch 1999 , Ó hUallacháin 1999 , and Bettencourt, Lobo, and Strumsky 2004 . But these studies do not control for inputs into the innovation process, such as R&D, and therefore cannot identify the external effects.
A recent paper by Helsley and Strange (2002) offers micro-foundations for a link between innovation and input sharing. The idea is that a dense network of input suppliers, as found in metropolitan areas, facilitates innovation by making it less costly to bring new ideas to fruition. As Helsley and Strange (2002) note, "concentrations encourage innovation by assisting in the realization of ideas rather than in (or perhaps in addition to) the generation of ideas." Industries Level Studies Some studies have tended to look at innovation within a particular industry, such as the semi-conductor or pharmaceuticals industries. While these studies are quite informative, most often these studies lack a spatial component.
Studies that have a spatial component most often look at aggregate innovation in cities and metropolitan areas and in general ignore the sectoral dimension. There are a few exceptions. A paper by Anselin, Varga, and Acs (1997) looks for evidence of local university spillovers for four two-digit industries located in MSAs. They find evidence of university research spillovers in the electronics and instruments industries but not in the drugs and chemical industry or in the machinery industry.
Economists also have debated the effects of local market structures (e.g., degree of local market competition and degree of diversity in an area's industrial structure) on the rate of innovation and growth. Once again, the vast majority of this research has been for aggregate variables in cities and metropolitan areas. One exception is the paper by Henderson, Kuncoro, and Turner (1995) who examined employment growth rates in five traditional capital goods industries located in 224 cities. For mature industries in these sectors, they found that employment growth was positively correlated with a high past concentration in the same industry, while industrial diversity was found to be most important for growth of less established industries.
In this paper, we explicitly examine the effects of employment density (jobs per square mile), city size (total employment), industry size (share of MSA employment in a given industry) and other characteristics (e.g., specialization and local competition) on the rate of innovation across metropolitan areas in the U.S. We use the average level of patents during 1990 to 1999 in a metropolitan area as a measure of innovative activity in these areas. Specifically, we look at total patents and patents in each of 17 industries in 280 metropolitan areas in the 1990s. Unlike past studies that have focused analysis on a single or a few determinants of local innovation (e.g., university research), we allow for a much richer set of influences (knowledge spillovers, thick market effects, the effects of private R&D and university R&D, etc.).
By considering patents at the industry level we can observe if there are differences in the benefits that local labor markets offer to the various industries. In addition to examining the role that industrial concentration plays in the innovation process, we allow for two types of thick market effects: those associated with industrial clusters (localization economies) and those associated with the overall scale of a city (urbanization economies). Other studies have focused on only one aspect, such as the size of a local area or industrial structure or competitiveness. In this paper we look at the various ways in which a local area contributes to innovative activity.
III. OUR DATA AND REGRESSION STRATEGY
Since data on innovations are not generally available at the local level, we use the level of patents in a metropolitan area as our measure of innovation. This measure has its shortcomings, since some innovations are not patented and patents differ enormously in their economic impact.
2 Nonetheless, patents remain a useful measure of the generation of ideas.
We regress patents in each of 17 industries in a metropolitan area on measures of local employment density (labor market matching), MSA employment size (urbanization economies), MSA industry size (localization economies) and a variety of control variables. More specifically, the dependent variables in our regressions is the total number of patents issued in an MSA over the period 1990-99 to each of the 17 major industries comprising this study. 3 We use total patents by industry averaged over the period 1990-1999 to minimize any effects from year-to-year fluctuations in patent activity, which could be an issue in smaller metropolitan areas or if the presence of an industry in an area is low. Table 1 gives a detailed description of our broad industrial categories. To mitigate any bias induced by endogeneity or reverse causation, the 2 For a general discussion of patents as indicators, see Griliches (1990 Griliches ( , 1994 aggregation permits us to include an additional 9,000 patents (6.5 percent of the total) in our regressions.
The Patent Data. Patents are assigned to metropolitan areas according to the residential address of the first inventor named on the patent. We allocate patents to a county or metropolitan area when we can identify a unique match to either a county or metropolitan area. Patents that cannot be uniquely matched are excluded from our data set. We were able to locate over 581,000 patents granted over the 1990-99 period to inventors living in the U.S. to either a unique county or MA, a match rate of 96 percent.
Just over 534,000 (92 percent) of these patents were associated with an urban county.
Industry Patent Counts. We depart from CCH (2007) in that we allocate our patents to 17 industries. We do this using the USPTO OTAF concordance for the 1999 vintage of the patent data. This is a mapping from patent classifications, as assigned by 4 Details of the construction of our variables may be found in an appendix available from the authors.
the examiner to industries that typically make or use these technologies. 6 One can think (very loosely) of patent classifications as a position in technology space (Jaffe 1986).
These industries, and the share of our patents in them, are reported in Table 1 .
We recognize this mapping is not a perfect one and, as a result, there is likely to be some measurement error in the assignment of patents to industries. To control for this, and also the possibility of persistence of local advantages in particular technologies or industries, we include lagged values of the share of jobs and patents in these industries in our regressions. We use a measure of land area that reflects the interaction of workers in labor 6 To be precise, we collapse 57 USPTO OTAF codes into 17 sets of two-and three-digit SIC codes, which we describe as industries. The remaining patents are grouped into an additional category, "other," which constitutes the omitted share in all our regressions. 7 An alternative interpretation of the coefficients on these variables is that they are picking up spillovers across industries. At present, however, our specification cannot distinguish between these two possibilities.
markets that are sufficiently dense to call urban-the urbanized area (UA) of cities.
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These are defined as continuously built-up areas with a population of 50,000 or more, comprising at least one place and the adjacent densely settled surrounding area with a population density of at least 1,000 per square mile (U.S. Census Bureau, 1994).
9
Employment and Density. For our purposes, the ideal measure of jobs and employment density would count only those jobs located in the urbanized area of cities.
Unfortunately, such data are generally unavailable. For example, our preferred measure of employment is derived from the BLS survey of payrolls. We also use these data in our measures of MA size. 10 The primary advantage of these data is that jobs are reported based on the place of work rather than the place of residence. The disadvantage is that the data are reported at the county or MSA level, but not for urbanized areas.
To the extent that some metropolitan employment occurs outside of urbanized areas, our MA employment density measure will overstate the actual density of jobs in the built-up portion of MAs. But the most likely effect of such measurement error in our regressions would be a negative bias in the coefficient on employment density. 11 That is because we include in our density measure jobs (in "rural" parts of the MA) less likely to be associated with innovation activities.
To investigate the potential effects of agglomeration economies on inventive output, we include three variables in all regressions that are reported. Total establishment-based employment in an MA and its square is used to test for the importance of net urbanization economies on patenting. The share of MA employment in each industry (in 1989) is also included. 12 The coefficient on the own industry employment share can be interpreted as a measure of localization economies for that economy. We expect a positive sign on both the net urbanization economies and localization economies variables.
Industrial Diversification and Local Market Structure.
To explore the possible effects of local industrial diversification or specialization on inventive output, we construct two Herfindahl-Hirshman Indexes of industry employment shares. We calculate the sum of the square of MA manufacturing employment shares in 1989 accounted for by each two-digit SIC manufacturing industry and another using data for each one-digit SIC non-manufacturing industry. 13 Higher values of either index for an MA imply that its economy is more highly specialized.
To investigate the potential effects of local labor market structure on inventive output, we construct a variable similar to one suggested in Glaeser et al. (1992) -the number of establishments per worker in the metropolitan area. According to this definition, the higher this ratio, the more competitive is the local labor market. 14 This variable may capture more than a static sense of industrial structure. If cities, or industries within a city, are experiencing considerable entry or start-up activity, one would expect average establishment size to be smaller.
Local Research Inputs.
Given that our regression relies on a cross section, it is important to take into account factors that influence the overall productivity in a city. We include many control variables for this purpose. We also control for the concentration of firms located in high technology industries. We do this by calculating the share of patents It is especially important to control for local inputs into the R&D process. For example, Andersson, Quigley, and Wilhelmsson (2005) find evidence that the expansion of the number of university-based researchers in a local labor market is positively associated with an increase in the number of patents granted in that area. 16 To account for the relative abundance of local human capital, our regressions include the share of the population (over 25 years of age) with a college degree or more education in 1990. We also control for the influence of having many nearby universities, a possible college town effect, by including the ratio of college enrollment to population in the years 1987-89.
We include three other measures of research inputs in terms of their intensities. Other Control Variables. Does a correlation between patent activity and our spillover variables (employment density, city size, or industry size) reflect an actual difference in inventive activity or, instead, differences in the way firms protect their inventions? For example, firms might rely more on patenting in dense areas or in areas when other firms in its industry are concentrated if it is more difficult to maintain trade secrets there than in less dense areas. In that case, greater difficulty in maintaining secrecy, rather than spillovers, might explain our results.
To test the significance of this alternative explanation, we create an index of the importance of trade secrecy that varies across metropolitan areas. We do this by weighting industry-specific measures of the effectiveness of trade secrecy reported in Cohen, Nelson, and Walsh (2000) by the industry shares reflected in the mix of private R&D facilities in every MA in our data set. 19 A higher value of this index for an MA implies that trade secrets are relatively more effective for the mix of industries reflected in its R&D facilities.
We include a number of other control variables. We include the percent change in employment over the years 1980-89 as a control for the effects of unobserved differences in local economic opportunities on inventive activity. We also include seven dummy variables based on the BEA economic region in which the MA is located (the Rocky Mountain region is omitted). Table 2 shows the summary statistics for the variables used in the analysis. To begin with, we show the summary statistics for total patents and the summary statistics for patents for each of the 17 industries used in this study. For example, the number of total patents awarded to inventors during the 1990s-our measure of innovative activity -vary considerably across MAs. The number of patents runs from a high of almost 43,000 in the New York MA to 7 in Victoria, Texas MA, compared with an average of just over 1,900 for the typical MA in our sample. The number of patents by industry also displays considerably variation across cities. The mean number of patents varies from a high of 284 in communications equipment (including semiconductors in our taxonomy) to about 13 in the food industry. Even through the food industry tends to do little patenting, the number of patents in the industry runs from a high of 655 in the New York metropolitan area to zero patents in 75 metropolitan areas.
The urbanized land area of MAs varies considerably across cities: for Grand
Forks it is less than 15 square miles; for New York-Northeastern New Jersey, it exceeds 3,000 square miles. Establishment-based employment in our MAs varies from 37,000
(Casper, WY) to 9.7 million (New York-Northeastern New Jersey). β is the vector of parameters to be estimated.
One limitation of this model is that a Poisson random variable is distributed with a mean equal to the variance (equidispersion). If there is more variation than would be expected under a Poisson process (overdispersion) estimation of a Poisson model produces downward biased estimates of the variances. This is a common problem in empirical work and is often addressed by using the more general negative binomial specification.
For each regression, we test for over-dispersion using a likelihood-ratio test developed by Cameron and Trivedi (1998) . We reject the null hypothesis of zero over-dispersion in each of the 17 industries in this study. We therefore estimated a negative binominal model (for total patents and for patents in each of our 17 industries) using the maximum likelihood techniques in contained in STATA. All our results are presented using robust standard errors (White correction) to control for any heteroskedasticity. Table 3 contains the estimates for negative binominal model for total patents, and for each of 17 industries. To conserve on space, Table 3 shows estimated coefficients and related statistics only for the main variables of analysis. 20 In all but two industries (fabricated metals, and other transportation equipment), the coefficient on our total employment density variable is positive. These coefficients are statistically significant in six industries: drugs, non-metal materials (oil and gas production, refining, rubber, stone, and other non-metallic materials), metal working machinery, computers, electric2 (household appliances, lighting and wiring, and other electric equipment), and communications equipment (which includes semiconductors) .
IV. FINDINGS Density and Scale
In CCH (2007), we argued that such a relationship was consistent with increasing efficiencies in the matching of workers and firms at higher densities found in the theoretical model of BRW (2006) . There is also some evidence of congestion-in each of the six industries mentioned above, there is a negative and statistically significant coefficient on the square of job density. Table 4 presents optimal density and optimal scale for the 17 industries, as well as the elasticities for a number of variables reported in Table 3 . The optimal density level for total employment is about 2,016 jobs per square mile. That is about the 75 th percentile of our data set, or roughly the densities associated with the Greensboro-Winston-Salem, North Carolina MA. This is very similar to the optimal density estimated using ordinary least squares in CCH (2007).
21 20 Tables containing the full set of variables reported in Table 3 are available from the authors upon request. 21 In that paper, the dependant was the log of patents per capita.
Considering only the significant coefficients, the optimal density varies from as high as 2,019 jobs per square mile for the communications equipment industry (which found evidence of initially increasing returns to scale in patenting. But we also found that these scale economies were largely exhausted at roughly the mean of the distribution of city size in our data (roughly that of Austin, TX, or Raleigh-Durham, NC, in 1990). Here we examine whether these effects vary by industry. Table 3 reports the estimated coefficients on both the log of MA employment and its square in our regressions. For every industry in this study, the level of establishmentbased employment in an MA is positive and always statistically significant. That is hardly a surprising result given findings reported in the literature. But we again find some evidence of significant congestion effects for some industries: chemicals, drugs, metal working machinery, computers, other machinery, electrical equipment (power generation, distribution, and industrial apparatus), motor vehicles, and instruments.
Unless there are extremely large diseconomies of scale, we should expect the number of patents to increase with the size of MAs. As a first approximation, the level of patenting should increase proportionately with MA scale. We do not suggest this is evidence in favor of urbanization economies. A more appropriate measure would be some evidence of increasing returns to scale. In the second column of Table 4 we report estimates of the scale economies, evaluated at the mean of the distribution of city size in our data. As expected, all of the coefficients are above one in magnitude, and the ones in bold (12 industries) indicate that the estimated value is statistically different from one.
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Interestingly, the largest estimates of economies of scale are associated with drugs (1.54), computers (1.42), and chemicals (1.26). These are also relatively patent intensive industries.
Our findings suggest that localization economies may also be an important determinant of innovative activity, for some (8 out of 17) of our industries. Recall that we estimate these effects using the coefficient on the industry's share of total employment in an MA. In one case, textiles, this coefficient is both negative and statistically significant, suggesting strong within industry diseconomies scale. For the remaining seven industries with a significant coefficient on our localization variable, the associated elasticities are relatively small, varying from 0.06 (in metal working machinery) to 0.14 (in non-metal materials).
On balance, then, it appears that urbanization economies in a number of industries appear to be at least as strong as any localization economies. This suggests an important source of spillovers may be arriving from outside the industry, a view suggested in the research of Jacobs (1969) . This finding is reinforced by the fact that coefficients on lagged values of patent shares for other industries in the MA are often statistically significant (not shown), which might also suggest the presence of significant interindustry spillovers.
Local Competition. The bulk of the regressions suggest that the rate of innovation is enhanced in more competitive local environments characterized by many small firms, rather than in local economies dominated by a few large firms. The coefficient on the number of establishments per employee is about 1.3 in the total patent regression and is precisely measured. The coefficient can be interpreted as an elasticity since the variable is included in logs in our regression. The effect is economically significant, as this ratio more than doubles across the industries in our sample. The elasticity of patents with respect to local competition varies from 0.14 in the primary metals industry to 1.88 in both the computer and other transportation industries. For most industries this elasticity is quite large. In only one industry was this coefficient insignificant (drugs) and this telling, since the market structure of this industry is significantly determined by government regulation. Perhaps that is because the market structure on the industry may be determined by regulation (the FDA drug approval process) than by economic factors, at least relative to other industries.
These results are broadly consistent with the views of Chinitz (1961), Feldman and Audretsch (1999), Glaeser et al. (1992) , and Jacobs (1969) that competitive local labor markets facilitate innovation.
Industrial Mix and Specialization. If knowledge spillovers occur largely
within industries, specialized cities may be more efficient producers of inventions. On the other hand, if important spillovers are generated across industries, perhaps more industrially diverse cities may be more efficient innovators. To test for such effects, we include in our regressions, in logs, two Herfindahl-Hirshman Indexes of industry employment shares. The first measures the degree of specialization in two-digit SIC manufacturing industries, and the second measures the degree of specialization in one digit SIC non-manufacturing industries. We control for the relative importance of these two parts of the local economy by also including the non-manufacturing share of all jobs in 1989 as a control variable.
The estimated coefficient on our measure of manufacturing specialization is statistically significant in only six industries: food, textiles, primary metals, machinery, metal working machinery, and computers. The associated elasticities are about 0.3-0.4 in absolute value. The effects are positive in all but one industry-computers. Thus for most industries manufacturing specialization does not appear to be important; in less than a third of the industries it is associated with higher inventive productivity; but in computers it is associated with less inventive productivity. Keep in mind that our regression also includes the underlying manufacturing industry employment shares. A literal interpretation of this specification is that, conditional on that industry mix, there can be significant separate effects associated with the degree of specialization in manufacturing.
As for specialization outside of manufacturing, we find this is positively associated with patenting in 10 of 17 industries, and for patenting overall. The associated elasticities are relatively large, especially for drugs and computers where they exceed 2.
We are unaware of any previous research that explores the significance of specialization in non-manufacturing on the rate of invention in manufacturing industries. We think these results warrant additional investigation.
Local Research Inputs.
We also find that local research inputs are important to explaining the variation in patenting across MAs and across industries The coefficients on our controls for research-intensive industries is statistically significant in 10 of 17 industries and for patents overall (Table 5 ). But the associated elasticities are relatively small (0.1 to 0.2). These coefficients are likely reduced by the inclusion in our regressions of the shares of patents obtained in each industry over the previous decade. We also included a variable to capture the relative size of higher education in a metropolitan area, measured by the ratio of college enrollment to the adult population.
The coefficient on this variable is either generally insignificant or marginally significant in our regressions, suggesting that there is no separate college town effect on the local invention rate.
Our other controls for local research inputs include lagged values of academic R&D, R&D spending at nearby government labs, and private R&D, all included in intensity form (see section IV). Each of these variables has a statistically significant effect on the rate of patenting in most industries, and patenting overall. But, as we found in CCH (2007), the implied elasticities are relatively small (see Table 5 ). Still, these effects are economically significant since there is considerable variation in the intensity of both academic and private R&D intensity in our data (see Table 2 ).
There is also considerable variation in the magnitude of these effects across industries. For example, the chemical and drug industries especially benefit from increases in local human capital and in academic R&D performed by universities nearby (the elasticity associated with an increase in academic R&D intensity is 0.13 in Chemicals and 0.19 in drugs). On the other hand, the intensity of nearby private R&D labs does not appear to be important for patenting in drugs, while this elasticity is highest for the food (0.11) and computer (0.12) industries. The largest elasticity associated with R&D performed by government labs is found in the primary metals industry (0.03).
Trade Secret Protection. Recall that one interpretation of our coefficients on job market density is that firms are substituting patents for trade secrets in areas where the latter form of protection may be less effective. To test for such effects, we constructed a measure of the efficacy of trade secret protection across manufacturing industries and then weighted these measures using the local share of employment in these industries.
In our regressions we find a positive effect of our trade secrecy measure on overall patenting (Table 4 ). This suggests, if anything, that patents and trade secrets are complementary forms of protection. This is consistent with the correlation between industry level measures of the efficacy of patents and trade secrets reported in Cohen, Nelson, and Walsh (2000) . At the industry level, this variable is only significant for six industries (chemicals, non-metal materials, primary metals, fabricated metal products, metal working machinery, and computers). For these industries, the elasticities are relatively large, in particular for computers and primary metals.
But it remains the case that city size and employment density remain important in explaining patent intensity even after controlling for an industry's reliance on trade secret
protection. This suggests that we are measuring increases in the rate of invention and not simply substitution in the means of protecting inventions.
Employment Growth and Other Control Variables.
The coefficient on employment growth in the previous decade is positive and statistically significant in the total patents main regression (Table 5) . It is also has a positive and significant effect on patenting in 14 of our 17 industries. The associated elasticities vary from 0.12 in the machinery industry to 0.43 for primary metals. This suggests that, even after controlling for an MA's historical mix of industries and technologies, a considerable amount of unobserved heterogeneity remains to be explained.
The estimated coefficients on only one of the seven BEA region dummies (not shown) are statistically significant in the total patents regression. MAs located in the Southwest regions had lower patent intensities. But there are also differential regional effects in a number of our industries (not shown). Overall, it appears that our controls do a good job of accounting for the other factors that contribute to innovation in cities.
V. CONCLUSION
In this paper we explore the relationship between patenting at the industry level using a rich set of explanatory variables at the level of individual cities. This research builds on the results of CCH (2007) by decomposing our aggregate patenting data in that paper into measures for 17 groups of industries. This finer examination of the data requires a different econometric specification-in this case the negative binomial.
As in CCH (2007), we test for significant effects of city size and density on the research productivity of industries located in these cities. We also look for evidence of congestion. We find that job market density plays a role in explaining the patenting behavior of some of the most patent intensive industries, such as drugs, computers, and communications equipment (which includes semiconductors in our taxonomy) and the implied optimal density varies significantly across industries. Thus, at the industry level, there is qualified evidence in support of the labor market matching externality explored in
BRW (2006).
We test for evidence of increasing returns to scale as well as the possibility of congestion that would imply that such returns must eventually diminish. We find evidence of both. The elasticity of output (in this case patenting) with respect to city size (total employment) exceeds one in 12 of our 17 industries, and by a significant margin for drugs (1.5), computers (1.4), and chemicals (1.3). This result is consistent with the argument that larger cities produce more spillovers that are enjoyed by the resident industries (urbanization economies). But we also find evidence of congestion effects in at least seven of our industries, including the ones mentioned above.
Another view of the dynamics of spillovers is that they tend to come from within industries, and we also find some evidence in support of this reasoning. In particular, the relative size of an industry affected the volume of patenting in about half of our industries, but the estimated elasticities seem relatively small (and in the case of textiles, it was negative), especially when compared to our estimates of the urbanization economies.
Consistent with our earlier research, we find the abundance of local human capital is a major determinant of the rate of patenting in most of our industries. The effects are especially pronounced for chemicals and drugs. We find that, at the margin, local investments in R&D by universities, government labs, and private firms produce modest but significant contributions to patenting in most industries. But the magnitude of these effects, and the most relevant sources of R&D, vary considerably by industry. For example, we find that academic R&D is clearly most important for patenting in chemicals and drugs, while the presence in private R&D labs is most important for patenting in food products and computers. The marginal effect of additional government R&D was largest for patenting in primary metals.
Once again we find that a more competitive local market structure, characterized by a smaller average establishment size, is associated with a higher rate of invention.
Indeed this variable was statistically significant for every one of our industries except for drugs. Finally, we find that specialization among manufacturing industries positively influenced patenting in less than a third of industries, and actually reduced patenting in the computer industry. In contrast, we found that specialization among nonmanufacturing industries was associated with more patenting in most of our manufacturing industries. The implied elasticity was especially large for drugs and computers. We believe this an entirely new finding and it warrants additional investigation.
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