The Clifford tori in S 3 are a one-parameter family of flat, two-dimensional, constant mean curvature (CMC) submanifolds. This paper demonstrates that new, topologically non-trivial CMC surfaces resembling a pair of neighbouring Clifford tori connected at a sub-lattice consisting of at least two points by small catenoidal bridges can be constructed by perturbative PDE methods. That is, one can create an approximate solution by gluing a rescaled catenoid into the neighbourhood of each sub-lattice point; and then one can show that a perturbation of this approximate submanifold exists which satisfies the CMC condition.
translations. Furthermore, the fundamental domain of each immersed surface (i. e. the smallest domain which can be extended by periodicity to cover the entire surface) can be is parametrized over a tubular neighbourhood around the "+"-shaped one-dimensional variety formed by the union of two orthogonal orbits of the translations, and in some cases the upper and lower parts of the immersed surfaces are graphical over these tubular neighbourhoods. Ritoré does not use gluing techniques to construct these surfaces; rather he uses the Weierstraß-type representation of CMC surfaces. Moreover, the Karcher and Große-Brauckmann examples, constructed by Schwartz reflection, duplicate some of Ritoré's examples and generate other examples that can also be considered analogous to those of the Main Theorem.
Seong-Deog Yang and Nicos Kapouleas [18] have constructed a minimal surface -i.e. a surface with constant zero mean curvature -by doubling the minimal Clifford torus in a similar manner as in the Main
Theorem. These authors achieve this by using an extremely large number of small bridging surfaces centered on a sub-lattice of very high order for the gluing. They have discovered that it is possible to perturb the approximate surface to a exactly zero mean curvature. Indeed, they found that when a particular relation between the number of catenoidal bridges and the size of the perturbation parameter is satisfied -which can occur only for large numbers of catenoids and small perturbation parameter -then the obstructions to the perturbation can be avoided even in without the extra flexibility provided by allowing the mean curvature to vary.
Outline of the Proof. The Main Theorem will be proved in the following way. One first expresses a small perturbation of the approximately CMC surface described above as a normal graph overΛ ε whose graphing function f belongs to a suitable Banach space. Such a surface has the form exp(f N )(Λ ε ) where N is a smooth choice of unit normal vector field forΛ ε and exp is the exponential map of the ambient S 3 . One then hopes to select a function f ε which solves the partial differential equation H exp(f N )(Λ ε ) = h ε , where H(·)
is the mean curvature function (with respect to N ), so that exp(f ε N )(Λ ε ) is the desired CMC perturbation.
One would accomplish this by applying the Inverse Function Theorem to the non-linear partial differential operator Φ ε (f ) ≡ H exp(f N )(Λ ε ) − h ε near f = 0, which states that if the linearization of Φ ε at f = 0 is bijective, then Φ ε can be inverted on a small neighbourhood of Φ ε (0). Thus if Φ ε (0) is sufficiently smalli.e. that the mean curvature ofΛ ε deviates very little from h ε -then there exists f ε so that Φ ε (f ε ) = 0.
Unfortunately, DΦ ε (0) is not bijective with bounded inverse on an arbitrary Banach space and so the Inverse Function Theorem does not apply in general. The reason is that the isometries of the ambient S 3 preserve the mean curvature of surfaces and thus all infinitesimal isometries are in the kernel of DΦ ε (0). These kernel elements are called Jacobi fields and DΦ ε (0) is not invertible on any Banach space containing them. Moreover, when the surface consists of several constituent pieces as in the present case, then the infinitesimal isometries of each constituent taken separately come together on the entire surface in such a way to cause DΦ ε (0) to fail to be bounded below even on subspaces transverse to the Jacobi fields by a constant that does not tend to zero as ε → 0.
However, if additional assumptions are made about the symmetric placement of the gluing points of M, then these problems can be avoided and DΦ ε (0) becomes controllably invertible. Indeed, if the gluing points are located on Λ 0 with sufficient symmetry andΛ ε is deformed in such a way to respect this symmetry, then the controllable invertibility of DΦ ε (0) is contingent on whether the Jacobi fields -both the global ones and those on the individual constituents ofΛ ε -possess the additional symmetries or not. If it can be shown that the Jacobi fields do not possess these symmetries, then one can conclude that the Banach subspace of functions possessing these symmetries is transverse to the Jacobi fields and thus that DΦ ε (0) is injective.
The following symmetry condition guarantees the transversality of the kernel and approximate kernel of DΦ ε (0) to the Jacobi fields. Recall that the Clifford torus Λ 0 is invariant under the subgroup S 1 × S 1 of SO(3) that acts diagonally on S 3 (i.e. when S 3 is the standard unit sphere in R 2 × R 2 ). Furthermore, the points in M can always be transformed by such a rotation so that one can assume that the point (1, 0, 1, 0) satisfies the symmetry condition if the following hold.
1. There is a finite subgroup G ≤ SO(3) (acting diagonally on S 3 ) so that M is the orbit G · µ 1 .
2. M is preserved by the reflections ρ 1 and ρ 2 given by
A simple example of a set of points satisfying the symmetry condition is a square sub-lattice of Λ 0 . In other words, the group G consists of all rotations of the form
where α i = 2π/M i for some positive integers M i not both equal to one. The reflections ρ i preserve the gluing points because ρ 1 τ ij ρ
For simplicity, it will be assumed in the remainder of this paper that M consists of a rectangular sub-lattice of points. The set of all possible collections of points satisfying the symmetry condition is rather tedious to classify and will not be done here because the extra effort does not produce anything essentially different from the case of the rectangular sub-lattice.
The Approximate Solution
The purpose of this section of the paper is to construct the approximate solutionΛ ε and derive its relevant geometric properties. This begins with a careful description of the building blocks that will be assembled to constructΛ ε : the Clifford tori in S 3 and the catenoid in R 3 . Since the proof of the Main Theorem hinges on being able to rule out the existence of Jacobi fields and the approximate Jacobi fields ofΛ ε , careful attention will be paid to understanding the Jacobi fields in each case.
The Mean Curvature Operator and its Jacobi Fields
The reader should be reminded of the linearized mean curvature operator of an arbitrary surface and of the origin of its 'geometric' Jacobi fields. The relevant facts are contained in the following lemma.
Lemma 2. Let Λ be a closed hypersurface in a Riemannian manifold X with mean curvature H Λ , second fundamental form B Λ and unit normal vector field N Λ .
1. The linearization of the mean curvature operator on the space of normal graphs over Λ is
where ∆ Λ is the Laplace operator of Λ and Ric is the Ricci tensor of X.
2. If R t is a one-parameter family of isometries of X with deformation vector field V = d dt t=0
R t , then the function V, N is a Jacobi field of Λ.
Proof. The formula for DH Λ (0) is a standard geometric calculation. The function u = V, N Λ is a Jacobi
When X = S 3 , the linearized mean curvature reads DH Λ (0) · u = ∆ Λ u + B Λ 2 + 2 u and the isometries of S 3 are simply the SO(3)-rotations of the ambient R 4 . Thus there is at most an 6-dimensional space of 'geometric' Jacobi fields of Λ. Moreover, since one expects in general that hypersurfaces with fixed constant mean curvature are isolated up to isometries, one expects no other Jacobi fields than the 'geometric' ones.
The Clifford Tori in S 3
The sphere S 3 contains a family of constant mean curvature surfaces known as the Clifford tori. These are defined as follows.
is an embedding of S 1 × S 1 into the sphere S 3 , called the Clifford torus with radii a 1 and a 2 .
The intrinsic and extrinsic geometry of the Clifford tori is calculated in the following proposition. In short, Λ a is flat and has constant mean curvature. Let P k = z k ∂ ∂z k so that P 1 + P 2 is the position vector field.
. Then with respect to the coordinates induced by φ a , Note that the Clifford torus with radii a 1 = a 2 = 1/ √ 2 is the unique minimal submanifold in the family Λ a .
According to Lemma 2 and the previous proposition, the linearization of the mean curvature operator on the space of normal graphs over Λ a is thus given by
is the Laplacian of the metric g a . A result concerning the Jacobi fields of the operator L a -i.e. the solutions of the equation L a (u) = 0 -will be needed in the sequel.
Lemma 5. The Jacobi fields of L a are linear combinations of functions of the form X, N a where X is an infinitesimal generator of an SO(2)-rotation of the ambient S 3 and N a is the unit normal vector field of Λ a .
There are exactly four such functions that are linear independent.
Proof. The one parameter families of isometries of S 3 are exactly the restrictions of the SO(2)-rotations of the ambient C 2 . Therefore Lemma 2 implies that each one parameter family of SO(2)-rotations of any submanifold Λ of S 3 produces Jacobi fields of the form f = g(X, N Λ ) Λ is a Jacobi field of the mean curvature operator of Λ, where N Λ is the unit normal vector field of Λ. In the case of the Clifford torus, it is clear that each Λ a is invariant under the action of the diagonal S 1 × S 1 ≤ SO(2); thus each Λ a has a four-dimensional space of non-zero Jacobi fields. These are given explicitly by the following functions. First, recall that the infinitesimal generators of SO (2) are spanned by the vector fields
which are here expressed in real coordinates for
. The Jacobi fields on Λ a are determined by taking the inner product of each of these vector fields with the unit normal N a of Λ a . The last two of these inner products are zero, reflecting the fact that X 5 and X 6 generate the infinitesimal SO(2)-rotations preserving Λ a , while
are the non-trivial Jacobi fields.
Note: This result could just as well have been obtained by solving the equation L ε (u) = 0 by separation of variables. But the geometric derivation just given is more germane to the nature of the problem studied here.
The Catenoid in R 3
The catenoid is the unique, complete, two-ended and cylindrically symmetric embedded minimal surface in
The catenoid is defined as follows.
Definition 6. The catenoid is the union of the pair of surfaces
Note that the entire catenoid can be represented in parametric form by making the substitution r = cosh(s) and letting s range over R. However, the above graphical representation of the catenoid will be used exclusively in the sequel. The following proposition gives the intrinsic and extrinsic geometry of Σ in the graphical representation.
Then with respect to the coordinates induced by φ + Σ ,
tangent vectors of Σ
and the mean curvature of Σ + vanishes. The second fundamental form satisfies B Σ = √ 2/r 2 and
Analogous results for
are obtained by applying the obvious symmetry z → −z.
Proof. Simple calculations.
According to Lemma 2 and Proposition 7, the linearization of the mean curvature operator on the space of normal graphs over Σ is here given by
where this time
is the Laplacian of the metric g Σ . The Jacobi fields of Σ are the solutions of the equation L Σ (u) = 0, and could easily be found by ODE methods. However, only the Jacobi fields of small growth rates as s → ±∞ will be relevant in the sequel, and it is once again more germane to present the geometric derivation of these Jacobi fields.
Lemma 8. The following is true of the Jacobi fields of L ε .
1. There is a six dimensional space of non-trivial Jacobi fields of L Σ that are linear combinations of functions of the form X, N Σ where N Σ is the unit normal vector field of Σ and X is an infinitesimal generator of a motion of the ambient R 3 preserving the zero mean curvature condition.
2. The subspace of non-trivial Jacobi fields of this type that have a sub-linear growth is four dimensional.
3. All other Jacobi fields of L ε have greater than linear growth rate.
Proof. There are two types of mean-curvature-preserving motions of the catenoid. First, there are those coming from isometries of the ambient R 3 , given explicitly as
which vanishes because of the cylindrical symmetry of Σ. Then there is one other Jacobi field coming from the rescaling of Σ and is given explicitly as
Note that f 1 , f 2 , f 3 are bounded on R while f 7 has logarithmic growth as r → ±∞. The remaining 'geometric' Jacobi fields have linear growth rate, and ODE methods show that there are no other Jacobi fields of slower than linear growth rate.
Toroidal Coordinates for S 3
The approximate solution of the torus doubling construction will be formed by taking two Clifford tori of the form Λ ± symmetrically placed on either side of the unique minimal Clifford torus Λ 0 , and connecting them at a square sub-lattice of points by small bridging surfaces consisting of small pieces of rescaled catenoids, embedded into S 3 . In order to perform this construction with as much precision as possible, it is most convenient to use canonical coordinates for a neighbourhood of Λ 0 in S 3 which are well-adapted to the family of Clifford tori and that can be used to embed the catenoids with the least amount of distortion.
). The toroidal coordinates for S 3 are given by the inverse of the mapping
The first thing to observe is that the level set S 1 × S 1 × {θ} maps to the Clifford torus Λ a that has
(1 + sin(2θ)) and a 2 = 1 2 (1 − sin(2θ)) and has mean curvature H a = −2 tan(2θ). Thus the level set S 1 × S 1 × {0} maps to the unique minimal Clifford torus.
Lemma 10. The standard metric on S 3 expressed in toroidal coordinates is
Proof. A simple calculation.
In any region of S 1 ×S 1 ×I where θ is sufficiently small, the metric ψ * g S 3 can be considered a perturbation of the flat metricg = dθ 2 + features of the geometry of Λ with respect to ψ * g S 3 are 'close' to those of Λ with respect tog. This idea is elaborated in the next two propositions, where any geometric quantity that corresponds to the metricg is adorned with a small circle (as inQ) while the equivalent geometric quantity corresponding to the metric g remains unadorned. Also, a comma refers to ordinary differentiation.
Lemma 11. Let Λ be a submanifold contained in S 1 × S 1 × (−T, T ) for some sufficiently small T . Then the C k,β Hölder norms of tensors fields on some subset U ⊆ Λ taken with respect to the norms and covariant derivatives induced by the metric g are equivalent to those taken with respect to the norms and covariant derivatives induced by the metricg.
Proof. Let Q be any tensor field on Λ and suppose for simplicity that it is of rank 1. In local coordinates, the C k,β norm of Q taken with respect to the metric g contains terms of the form
whose supremum must be taken over U . But each of these terms involves sums of products of g ij and Γ
k ij with derivatives of the coefficients of Q up to order r. Thus the equivalence follows from the estimates of g and Γ given above.
One instance where the approach suggested by Lemma 11 fails to yield a precise enough estimate for use in the proof of the Main Theorem is with the mean curvature of Λ. This is because vanishing mean curvature calculated with respect tog does not imply vanishing mean curvature calculated with respect to ψ * g S 3 , thus the best that one could do using only Lemma 11 is to assert that the mean curvature is bounded by the flat norm of the second fundamental form of Λ. But in the case where Λ is a catenoid scaled by a factor ε, this yields a bound like O(ε −2 ), which is too large for the needs of the proof of the Main Theorem.
However, with more care, a better estimate is possible.
Proposition 12. Let Λ be a submanifold contained in S 1 × S 1 × (−T, T ) for some sufficiently small T and let p ∈ Λ. Then the mean curvature of Λ at p satisfies
whereH Λ andB Λ are the mean curvature and second fundamental form of Λ with respect tog and evaluated at p and the norms and covariant derivatives on the right hand side are taken with respect to the metricg while θ(p) is the θ-coordinate of p
Proof. The proof of this result is a rather cruel exercise in Riemannian geometry which will be abbreviated here for the benefit of the reader. Suppose g =g + K. Let p ∈ Λ and suppose {E k } is a set of coordinate vector fields tangent to Λ that are geodesic with respect to the induced metric ofg, whileN is theg-unit normal of Λ and N is the g-unit normal of Λ. Assume further thatN is extended off Λ in such a way that {E k ,N } forms an adapted geodesic normal coordinate frame near p for the metricg.
Recall that the mean curvature of Λ with respect to g can be expressed in these local coordinates by the formula H = h kl g(∇ E k E l , N ) where h kl are the coordinates of the g-induced metric of Λ and h kl are the coordinates of its inverse, while ∇ is the g-covariant derivative. To proceed, note that N can be expressed in terms ofN by the formula
Substituting (2) into the formula for H leads to
where A = g 00 − h st g 0s g 0t 1/2 and DK abc = 1 2 K ac,b + K cb,a − K ab,c . Evaluating (3) at the point p yields
If
when |θ| < T is sufficiently small as in the hypotheses of the proposition, then it is a fairly straightforward calculation that h kl =h kl 1 + O(θ) . Substituting this into (4) then produces the desired estimate.
Corollary 13. Let Λ be a submanifold contained in S 1 × S 1 × (−T, T ) for some sufficiently small T and let p ∈ Λ. Then the derivative of the second fundamental form of Λ at p satisfies
whereH Λ andB Λ are the mean curvature and second fundamental form of Λ with respect tog and evaluated at p, and the norms and covariant derivatives on the right hand side are taken with respect to the metricg, while θ(p) is the θ-coordinate of p and C is a numerical constant .
Proof. The calculations here are similar to those of the previous proposition, though they are more involved because the derivatives of the equation (3) must be found and estimated in terms of θ.
Construction of the Approximate Solution
The construction of the approximate solution begins with two Clifford tori S 1 × S 1 × {t} and S 1 × S 1 × {−t} with sufficiently small t. Next, consider a square sub-lattice of points µ ij = ) and suppose that it contains a ball of small, fixed radius 2α. The idea is to glue a neighbourhood of (0, 0, t) to a neighbourhood of (0, 0, −t) inside this ball using a standard catenoid and cut-off functions to ensure that the resulting submanifold is smooth.
To this end, let ε be a small real number satisfying 0 < ε ≪ α/2 and let t = ε arccosh(α/ε). Suppose ]. Define the function f ε on the set µ ≥ ε in C mn by
This function interpolates between the constant function f (µ) = ε arccosh(α/ε) outside a ball of radius α and the function whose graph is the upper half of the truncated catenoid εΣ α/ε inside an annulus of radii ε and α/2. Define the graphical submanifolds
} through a catenoidal neck at the centre of the fundamental cell C mn .
The final step in the assembly of the approximate solution is to extend the above construction to all of S 1 × S 1 so that the resultant submanifold is periodic with respect to the sub-lattice. Thus let τ ij denote the
Definition 14. The approximate solution with parameter ε is the submanifold
It is fairly straightforward to see thatΛ ε is a smooth, embedded submanifold of S 3 . It is equal to an ε-rescaled catenoid inside B α/2 (0) and is equal to the Clifford tori Λ ±ε arccosh(α/ε) outside B α (0). These tori have mean curvature equal to h ε ≡ −2 tan ε arccosh(α/ε) . Finally, when ε approaches zero, thenΛ ε approaches two copies of the unique minimal Clifford torus.
Symmetries of the Approximate Solution
The symmetries of the approximate solutionΛ ε constructed above will play a crucial role in the forthcoming analysis, where only deformations preserving these symmetries will be considered as valid. This will have the effect of reducing the dimension of the kernel and approximate kernel of the Jacobi operator, which is the fundamental obstruction to the invertibility of the linearized deformation operator. As indicated in the Introduction, the fact that the gluing points form a square sub-lattice of the Clifford torus Λ 0 ensures that the symmetry condition of Definition 1 holds. Consequently, the approximate solutioñ Λ ε is by construction symmetric with respect to the translations τ ij defining the sub-lattice, as well as the symmetries ρ 1 and ρ 2 , given in the toroidal coordinate of S 3 by ρ 1 (µ 1 , µ 2 , θ) = (−µ 1 , µ 2 , θ) and ρ 2 (µ 1 , µ 2 , θ) = (µ 1 , −µ 2 , θ) since these preserve the sub-lattice and each of the catenoidal necks. Furthermore, it is important to recognize that there is one additional symmetry satisfied byΛ ε and the ambient metric, namely the symmetry σ(µ 1 , µ 2 , θ) = (µ 2 , µ 1 , −θ). Since all of the symmetries τ ij , ρ i and σ preserve bothΛ ε and the ambient metric of S 3 , these symmetries also preserve the mean curvature ofΛ ε .
Estimates of the Approximate Solution
The remaining task for this section of the paper is to estimate all relevant geometric quantities onΛ ε in terms of the parameter ε. Note that according to Lemma 11, it is generally sufficient to estimate with respect to the geometry induced onΛ ε by the flat metricg; and by symmetry, it is sufficient to estimate only on the top half of the approximate solution and at the sub-lattice point µ 00 = (0, 0). The most important of the estimates ofΛ ε is the pointwise C 1 estimate of its mean curvature, but this actually requires the refinements of Proposition 12 and Corollary 13.
Proposition 15. Let N = {(µ, θ) ∈Λ ε : 2ε ≤ µ ≤ α/2} be the neck region ofΛ ε centered on the lattice point µ 00 and let T = {(µ, θ) ∈Λ ε : α/2 ≤ µ ≤ α} be the corresponding transition region. Then the mean curvature of the approximate solutionΛ ε satisfies the following estimates. If (µ, θ(µ)) ∈ N then
and if (µ, θ(µ)) ∈ T then
where C is a constant independent of ε and h ε = −2 tan ε arccosh(α/ε) , provided ε is sufficiently small.
Proof. In the neck region N , the approximate solutionΛ ε is exactly the truncated, rescaled catenoid εΣ α/2ε
and so it is best to use the parametric representation of the catenoid from Definition 6 and the proposition that follows it. Moreover,Λ ε is contained within the neighbourhood
for some small ε, thus the estimate of Proposition 12 is valid. Furthermore, Proposition 7 shows that H Σ = 0 and B Σ = √ 2r −2 . Scaling these quantities appropriately and substituting r/ε in place of r yields H εΣ = 0 and B εΣ = √ 2εr −2 . Making these substitutions in equation (1) along with the substitution θ(µ) = ε arccosh( µ /ε), one finds
when ε is small. A similar calculation based on Corollary 13 gives the desired estimate for ∇H εΣ . Finally, for the mean curvature estimate in the transition region, it is best to use the graphical representation there. To this end, the function f ε (µ) and its first three derivatives must be estimated in the range α/2 ≤ µ ≤ α. First, note that | arccosh( µ /2ε) − arccosh(α/2ε)| ≤ Cε in this range and also
for all k, l, m. Along with uniform bounds on η and its derivatives, this leads to
It is well known that the second fundamental form of a graph (µ, f (µ)) with respect to the flat metricg is given byB = 
Substituting this into equation (1) yields
H ε = O(ε/α 2 ) + O(1) and ∇H ε = O(ε/α 3 ) .
It remains to determine what the O(1)
term is in this case. A moment's reflection reveals that this term is a small perturbation of the mean curvature of the submanifold S 1 × S 1 × {±ε arccosh(α/ε)} with respect to the metricg, which is exactly h ε . The desired estimate follows from Lemma 11
Corollary 16. The second fundamental form ofΛ ε satisfies the estimate
for (µ, θ(µ)) in the transition region T .
Proof. The techniques used in the previous proposition can be applied to the second fundamental form in the transition region and this yields the estimate of the corollary.
3 The Analysis
Deformations of the Approximate Solution
The approximate solutionΛ ε constructed in the previous section is such that its mean curvature is identically equal to a small constant everywhere except in a small neighbourhood of each sub-lattice point, where it is nevertheless controlled by precise estimates. The next task is to set up a means of finding a small deformation ofΛ ε whose mean curvature is exactly constant. To see how this can be done, let f ∈ C 2,β (Λ ε ) be a C 2 Hölder continuous function onΛ ε and let N be a smooth choice of unit normal vector field onΛ ε . Then if f and its derivatives are sufficiently small (in a sense to be made precise in the next section), the neighbouring submanifold exp(f N )(Λ ε ) is an embedded submanifold of S 3 which is a small perturbation ofΛ ε . Determining if exp(f N )(Λ ε ) has constant mean curvature is now a matter of solving a partial differential equation.
Definition 17. Define the deformation operator to be the mapping Φ ε :
, where H(·) is the mean curvature operator.
The deformation operator Φ ε is a non-linear, partial differential operator on functions f in C 2,β (Λ ε ) and so exp(f N )(Λ ε ) has constant mean curvature a ∈ R if and only if f and a are solutions of the PDE Φ ε (f ) = a.
The linearization of the deformation operator at 0 will also be needed. Lemma 2 asserts that
where ∆ ε is the Laplacian ofΛ ε and B ε is its second fundamental form.
The approximate solutionΛ ε is approximate in the sense that the estimates of the mean curvature of Λ ε ensure that Φ ε (0) − h ε is small (in a sense to be made precise in the next section), where as in the previous section h ε = −2 tan ε arccosh(α/ε) . Thus the hope is to find f near 0 solving Φ ε (f ) = h ε in order to produce the desired constant mean curvature submanifold nearΛ ε . The tool that will be used for this purpose is the Inverse Function Theorem. 
Finding the desired solution of the CMC equation by means of the Inverse Function Theorem thus necessitates the following tasks. First, appropriate Banach subspaces of C 2,β (Λ ε ) and C 0,β (Λ ε ) must be found -along with appropriate norms -so that the estimate of L ε can be achieved (this also establishes injectivity). It must then be shown that L ε is surjective. Next, estimates in these norms of the non-linear quantities (the size of E = Φ ε (0) − h ε and the size of the parameter R giving the variation of DΦ ε ) must be found. Note that all these quantities depend a priori on ε. Finally, the estimate of E must be compared to the number 1 2 CR and it must be shown that E ≤ 1 2 CR for all sufficiently small ε.
Function Spaces and Norms
It is not possible to obtain a 'good' linear estimate of the form L ε (u) ≥ u with any straightforward choice of Banach subspaces and norms. There are essentially two reasons for this. The first is that the operator L ε is not injective on C 2,β (Λ ε ) due to the global Jacobi fields that come from SO(2)-rotations of the ambient S 3 . Each one-parameter family of rotations preserves the geometry of the ambient sphereand thus preserves the mean curvature of any submanifold of the sphere -and so their generators are all elements of the kernel of L ε . The second reason for the absence of a good linear estimate is that L ε possesses small eigenvalues so that even if one were to choose a Banach subspace transverse to the global Jacobi fields, the constant in the linear estimate would still depend on ε in an undesirable manner. The eigenfunctions corresponding to these eigenvalues come from approximate Jacobi fields -the SO(2)-rotation of the top half ofΛ ε while keeping the bottom half fixed, for instance -as well as the Jacobi fields that exist on the catenoidal necks ofΛ ε and that 'disappear' as ε → 0 and the necks pinch off. The way in which the problems listed above will be dealt with here is twofold. First, the symmetries σ, τ ij and ρ i of the approximate solution must be exploited. It turns out that the Jacobi fields, both approximate and true, do not share these same symmetries. Thus working in a space of functions possessing these symmetries will rule out the existence of small eigenvalues. Second, it is necessary to use a somewhat nonstandard norm to measure the 'size' of functions in order to properly determine the dependence of the various estimates needed for the application of the Inverse Function Theorem on the parameter ε. A weighted Hölder norm will be used for this purpose, where each derivative term will be weighted by appropriate powers of two weight functions. The first weight function accounts for the logarithmic nature of the singularity of the Green's function of the Laplacian in dimension two, while the second function accounts for the 'natural' scaling property of the derivative operator. (The first weight function is unnecessary in higher dimensions, for example in the problem studied by Butscher in [2] , since logarithmic singularities do not arise.) Note that it is necessary only to precisely define the weight functions near a single sub-lattice point µ 00 = (0, 0) since the value of the weight function elsewhere can be found by symmetry.
Definition 19. Define the weight function ρ ε :Λ ε → R in a neighbourhood of µ 00 by
where K is a large constant satisfying Kε ≪ α/2, while the interpolation is such that ρ ε is increasing and smooth, with uniformly bounded derivatives, and satisfies the bounds
e. the interpolation is nearly linear). Extend ρ ε to all ofΛ ε by symmetry.
Definition 20. Define the weight function δ ε :Λ ε → R in a neighbourhood of µ 00 by
where dist(C 0 , µ) is the metric distance from the point µ to the central circle C 0 = {µ : µ = ε} which separates the catenoid in the neck region around µ 00 into two equal pieces (one can check that in the neck region, this function is quite simply given by δ ε (µ) = µ ) and again, the interpolation is smooth and nearly linear with uniformly bounded derivatives. Extend δ ε to all ofΛ ε by symmetry.
The required function spaces can now be defined. First, recall the following notation. If B ⊆Λ ε is any open subset ofΛ ε and q is any tensor onΛ ε , then let
where the norms and the distance function that appear are taken with respect to the induced metric ofΛ ε , while PT is the parallel transport operator from x to y with respect to this metric. Now define the C k,β γ norm by
Finaly, let C k,β γ (B) be the Banach space of C k,β functions on B measured with respect to the norm (8).
Definition 21. The Banach spaces in which a solution of the deformation problem will be found are the spaces B k,β,γ ε
γ (Λ ε ) possessing the symmetries σ, τ ij and ρ i .
It remains to check that the operator Φ ε is well-behaved when acting on the Banach spaces B k,β,γ ε . Indeed, it is necessary that Φ ε be smooth and equivariant with respect to the symmetries σ, τ ij and ρ i , and its linearization L ε be bounded uniformly with respect to ε. Furthermore, it is necessary that L ε satisfy an ε-independent elliptic estimate of the form (9) given in Proposition 23 below. These results are proved in the next two propositions. Note that it is clear from standard elliptic theory that L ε certainly does satisfy an elliptic estimate, but whose constant depends a priori in an undetermined manner on ε. The purpose of the weighted norms is to be able to derive an estimate with an ε-independent constant by absorbing all the ε-dependence into the weight functions.
Proposition 22. The operator Φ ε acting on C 2,β functions is a smooth map in the Banach space sense and
Proof. The fact that Φ ε is a smooth map between C 2,β (Λ ε ) and C 0,β (Λ ε ) follows from the fact that the C k,β
Hölder spaces are an algebra. The equivariance with respect to the symmetries σ, τ ij and ρ i is a consequence of the fact that these symmetries derive from isometries of the ambient Riemannian metric. 1. There is a constant C independent of ε so that
2. There is another constant C independent of ε so that
Proof. The boundedness of L ε is a straightforward consequence of the bounds on the functions ρ ε and δ ε , as well as the definition of the weighted norm. The derivation of the ε-independent elliptic estimate is more complicated. Observe first that L ε and the Laplacian ∆ ε differ by the zeroeth order term B ε 2 + 2. The desired elliptic estimate is thus the result of an estimate of the form ρ The first estimate is the simplest. By the standard manipulations of Hölder norms, it is equivalent to an estimate of the form
for any subset A ⊆Λ ε which is contained in one of three regions ofΛ ε , namely: the neck region where ε ≤ µ ≤ α/2, the transition region where α/2 ≤ µ ≤ α, and elsewhere inΛ ε . To prove this, it is necessary to examine the behaviour of B ε and ∇B ε in each of these regions in turn. In the neck region, Proposition 7 together with scaling implies that the second fundamental form satisfies B ε (r) = Cεr −2 and
√ r 2 − ε 2 where r = µ . Substituting these expressions along with δ ε (r) = r into the left hand side of (10) yields an ε-independent bound. Next, in the transition region, Corollary 16 implies B ε and its Hölder coefficient are bounded above independently of ε. Since ρ ε and δ ε are also independent of ε in this region, the desired estimate holds. Finally, B ε is covariantly constant in the rest ofΛ ε so the estimate holds there as well.
To complete the proof, it remains to show that ∆ ε satisfies the weighted elliptic estimate; and once again, it is sufficient to check that the appropriate local elliptic estimate holds separately in each of the three regions ofΛ ε considered in the previous paragraph. In the neck region, it is best to scale the coordinates and study the problem on the truncation of the original catenoid. Recall that the original catenoid is isometric to two copies of the cylinder [1, ∞) × S 1 carrying the metric g = (r 2 − 1)r −2 dr 2 + r 2 dµ 2 . Note that g is uniformly equivalent to the flat metric g 0 = dr 2 + r 2 dµ 2 outside any compact set containing the central circle {r = 1}.
Once the re-scaling is done, the estimate that must be proved is
for any pair of subsets
is the asymptotically scale-invariant norm on [1, ∞) × S 1 with respect to the metric g. But under the transformation v = ε γ 1 + log 2 (r) γ/2 u, the estimate (11) is equivalent to the estimate
with perhaps a different constant C. However, estimate (12) is equivalent to the 'usual' local weighted elliptic estimate outside compact subsets of [1, ∞) × S 1 containing the central circle since the metric g is uniformly equivalent to the metric g 0 there. Consequently, (12) is true.
To derive the local weighted elliptic estimate in the remaining regions ofΛ ε , it is possible to use the technique developed in [2] where a weighted elliptic estimate of the type sought here was derived on a submanifold consisting of two large pieces glued together by means of a small, cylindrical neck. Note that the result that this technique yields here is slightly better that what was derived in [2] because the weight function used here has a more optimal form: the rates of increase of ρ ε and δ ε are bounded above and below by linear functions whose slope is independent of ε.
The Linear Estimate
The most important estimate in the solution of Φ ε (f ) = h ε by means of the Inverse Function Theorem is the estimate of the linearization L ε from below. The purpose of this section is to prove this estimate. The method used will be a proof by contradiction, where it is assumed that such a lower bound does not exist.
where C is a constant independent of ε.
Proof. Suppose that ε i → 0 and that there is a sequence of functions u i defined onΛ i =Λ εi which are members of the Banach spaces B 2,β,γ εi defined with respect to weight functions ρ i and δ i , along with a sequence of linearized operators L i satisfying the following estimates:
Moreover, one can assume thatΛ i converges in a smooth enough sense to two copies of the minimal Clifford torus Λ 0 with the sub-lattice points removed (denoted this surface by Λ * ) and that the operators L i converge to the operator L ∞ = ∆ + 4 on Λ * . Furthermore, the weight functions ρ ε and δ ε converge to functions which are nearly linear inside a small ball containing the sub-lattice points and constant elsewhere. Let q i be the point where ρ i (q i ) γ u i (q i ) = 1; then up to a subsequence, either q i → q ∈ Λ * , or else q i converges to a sub-lattice point. These two cases will be ruled out in turn. One can perform the above procedure for any R < R 0 . Because the estimates used above to extract the subsequence converging to u R are independent of R, one can extract a further diagonal subsequence with R → 0 that converges to a C 2,β function u 0 defined on Λ * . But this limit function satisfies L ∞ u 0 = 0 as well as the estimate u 0 µ γ 0,Λ * = C near the sub-lattice points; thus u 0 must be bounded near the sub-lattice points because γ < 0. Consequently, any singularity at the sub-lattice points must be removable and thus u 0 must be a smooth solution of L ∞ u 0 = 0 on Λ 0 . Furthermore, since u 0 is the limit of functions in B 2,β,γ εi that possess the symmetries τ ij , ρ i and σ, then u 0 must possess these symmetries as well. However, any smooth solution of L ∞ u 0 = 0 on Λ 0 must be one of the Jacobi fields given in Lemma 5, which do not possess these symmetries. This contradiction rules out Case 1.
Case 2. This second case will be ruled out by using a blow-up analysis in the neck corresponding to the limit point of q i . Suppose without loss of generality that q i converges to the sub-lattice point (0, 0). Define a re-scaled coordinate x = µ/ε i in the ball of radius α/2 about (0, 0) containing the catenoidal neck. Then x ∈ [1, α/2ε i ] × S 1 and the metric on this space is ε 2 ig whereg is the un-scaled metric on the catenoid. Also, the weight functions in these coordinates are ρ i (x) = ε i 1 + log 2 ( x ) and δ i (x) = ε i x . If one defines a re-scaled function v i = ε 
can be made small by choosing |f | C 2,β γΛε to be small. Note that it is sufficient to verify this estimate inside the neck region since it is trivial outside the neck region where the metric and second fundamental form are a small perturbation of the flat metric and a covariantly constant tensor, respectively.
The estimate (15) can be proved by expressing the quantities appearing there in well-chosen coordinates.
Let p ∈Λ ε . Then it is possible to choose coordinates forΛ ε near p so that a small neighbourhood of p is isometric to a ball in R 2 so that p = 0 in these coordinates and the metric g ε is trivial at 0 with vanishing derivatives. Furthermore, if |f | is sufficiently small, then it is possible to expressΛ ε,f near exp(f N )(p) as a normal graph overΛ ε near p where the graphing function is f , so that by using (a small translation of) the same coordinates, one can assume that a small neighbourhood ofΛ ε,f is isometric to the same ball in R 2 so that exp(f N )(p) = 0 but with metric g ε,f = g ε + df ⊗ df . Thus in these coordinates, The Hölder coefficient estimate for ρ γ δ 2 ε ∆ ε,f u − ∆ ε u β proceeds in a similar fashion, as do the estimates of the Christoffel symbols. Finally, the second fundamental form terms in (15) can be estimated using similar methods. Thus if |f | C 2,β γ (Λε) is sufficiently small, meaning O(ε 1+γ ) by the above estimate, then (14) holds.
The estimates for the proof of the Main Theorem are now all in place and the conclusion of the theorem becomes a simple verification of the conditions of the Inverse Function Theorem. First by Theorem 24, the linearization satisfies the estimate
where C L is a constant independent of ε. As a result, L ε is injective on B = O(ε) by Proposition 25, this can always be done, so long as ε is sufficiently small. This concludes the proof of the Main Theorem
