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Abstract
A model for terrestrial planets, inclusive of viscous fluid behavior and featuring finite normal stress differences, is
developed. This work offers new insights for the interpretation of planetary survey data. Evolution equations for
poloidal and toroidal motions include gradients of density ρ, viscosity η and normal stress moduli β1, β2. The poloidal
field exhibits gradients in the cubic dilation, which couple non-isotropic pressures to the combined deformation field. In
contrast, the toroidal field exhibits vorticity gradients with magnitudes proportional to the natural time β1
η
. This holds
even in the absence of material gradients. Consequently, viscosity gradients are not required to drive toroidal motions.
The toroidal field is governed by an inhomogeneous diharmonic equation, exhibiting dynamic shear localization. The
strain-energy density for this model, as a function of temperature, is found via thermodynamics. Assuming heat transfer
with characteristic diffusivity κ, a radial model parameterized by thermomechanical competence κ
χ
is found, where
χ = ηl
2
β1
is a diffusivity for microphysical dislocations. Shear dislocations, admissible for κ
χ
> 12 , are found to coincide
with supershear rupture speeds for in-plane (Mode II) cracks. This range of thermomechanical competence coincides
with depths in the crust, upper mantle and transition zone where earthquake foci are observed. Consequently, all seismic
sources must exhibit some supershearing component. Observed variations in Earth’s gravity-topography admittance and
correlation spectra, and earthquake moment-depth release are interpreted in light of this hypothetical structure.
Keywords: hydrostatic equilibrium, DG-2, poloidal, toroidal, natural time, diharmonic equation, dynamic rescaling,
thermomechanical competence, ThERM
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1. Introduction
In 2006 the International Astronomical Union defined a
planet as a celestial body that: (1) orbits around the Sun,
(2) is sufficiently massive to achieve hydrostatic equilib-
rium (i.e. is spheroidally shaped), and (3) has cleared its
orbit of other objects. Pluto, not satisfying the third rule,
subsequently has been categorized as a dwarf planet. The
distinction between a dwarf planet and an object of lesser
mass, called a small solar system body (SSSB), hinges
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on the second rule and therefore constrains the minimum
mass required for hydrostatic equilibrium.
Most SSSBs in the inner solar system depart from spher-
oidal symmetry [1]. The two largest, Pallas and Vesta,
have mean diameters of 545km and 525km, respectively,
but only the latter has been surveyed from orbit. Vesta
is spheroidally shaped, except for the Rheasilvia impact
basin at its southern pole, and has a mean density of
about 3.4g/cc (Table 1). For comparison, the dwarf planet
Ceres has mean diameter 952km and mean density about
2.1g/cc. Assuming sphericity, these data can be used to
estimate the masses of these objects as M = π6 ρd
3, where
ρ is density and d is diameter. Consequently, the minimum
mass required for hydrostatic equilibrium in typical rocky
materials is about 1020kg, some 3-4 orders of magnitude
less than the mass of terrestrial planets.
Table 1. Mean densities and orbital semi-major axes
for selected planetary mass objects
Object ρ(g/cc) a(A.U.) Category
Mercury 5.4 0.39 terrestrial planet
Venus 5.2 0.72 terrestrial planet
Earth 5.5 1.0 terrestrial planet
Moon 3.3 1.0 rocky satellite
Mars 3.9 1.5 terrestrial planet
Vesta 3.4 2.3 SSSB
Ceres 2.1 2.8 dwarf planet
Pallas 2.8 2.8 SSSB
The mean diameter of the largest SSSBs is similar to
flexural wavelengths found in regional isostatic studies on
terrestrial planets [2]. Also, note that Earth’s gravity-
topography correlation levels off for spherical harmonic de-
grees l ≥ 25, corresponding to half-wavelengths less than
about 800km (Fig.1). In contrast, the admittance levels
off for l ≥ 200, corresponding to half-wavelengths less than
about 200km. Curiously, more than 99.9% of SSSBs are
smaller than 200km in size. Is there a common explana-
tion for these trends?
Establishing a clear definition for hydrostatic equilib-
rium is complicated by rigidity, particularly for rocky or
icy objects. This includes the terrestrial planets which are
composed of silicate rocks and metal, and possess solid sur-
faces and secondary atmospheres. The strength of materi-
als at the surface and internal dynamics of terrestrial plan-
ets give rise to (solid) topography, which interacts with the
(liquid) hydrosphere, on Earth, and (gas) atmosphere to
produce landscapes of remarkable variety.
Conventionally, geodynamics is founded on the theory
of self-gravitating viscous fluids (e.g. see [3] and refer-
ences therein). From a distant perspective this makes
sense given that all planets, even the terrestrial ones, are
spheroidally shaped. The viscosity of Earth’s mantle, es-
timated based on observations of post-glacial isostatic re-
bound, is generally agreed to be strongly temperature de-
pendent and huge, something like 1021Pa− s. Of course,
this does not mean that geodynamicists actually believe
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Figure 1: Earth’s radial gravity-topography admittance (red) and
correlation (blue) spectra (after [4]), compared with hypothetical
wavebands for lateral strength and density heterogeneities, based on
ThERM [5]. Horizontal gray bars span from 2 to ζ times the depths
to lithospheric L1 − 4 and mantle M1 − 4 modes of that model.
Also indicated are comparable wavebands for the 410-km and 660-
km seismic discontinuities [6].
that rocks are viscous fluids, but simply that rocks behave
that way under certain circumstances. What then are the
limits of this geodynamic approximation?
Gravity and topography [4] provide important obser-
vational constraints for planetary geodynamics. Seismic-
ity too has proven indispensable for illuminating Earth’s
deeper structure [7] and delineating the boundaries and
relative motions of its tectonic plates [8]. Recent stud-
ies of seismic source processes using observations of strong
ground motions in the near field of crustal faults suggest
that some ruptures propagate at supershear speeds. What
can we infer about seismic ruptures more generally?
Geologically, Earth’s crust retains a record of struc-
tural, thermal, and chemical changes spanning at least four
billion years, and results for other rocky bodies are no less
varied. Consequently, an understanding of the evolution
of terrestrial systems has practical applications to resource
prospecting, climate change assessment, and seismic haz-
2
ard mitigation, in addition to its fundamental scientific
interest.
It is convenient to decompose observed surface mo-
tions into poloidal and toroidal components (e.g. [3]).
The poloidal field captures convective motion, with its up-
welling and downwelling mass transport, and associated
divergence and convergence at the upper and lower bound-
aries of the mantle. The toroidal field, on the other hand,
captures horizontal rotational motion associated with the
relative movement and spin of tectonic plates, and the
strike-slip faulting which facilitates these motions [9]. Note
that some concept of gravitation is necessary, not only
for the descriptives vertical/horizontal and upper/lower to
make sense, but also to explain the forces driving these
motions.
Nevertheless, the dynamic and historical interpretation
of geological data requires us to make simplifying assump-
tions about material behavior, over broad ranges of tem-
perature, pressure, and time. Here, a general approach
to the poloidal-toroidal coupling problem, inclusive of vis-
cous fluid behavior and featuring finite normal stress dif-
ferences, is developed. Employing the stress-deformation
relation for differential grade-2 (DG-2) materials [10–12],
this work offers new insights for the interpretation of plan-
etary survey data.
2. The Interior Problem
2.1. Spacetime
The everyday world is intrinsically four-dimensional,
compounded from one time-like and three space-like direc-
tions, all of which are locally orthogonal. This is the space-
time manifold of Lorentz, in which all non-gravitational
interactions of matter-energy take place, and to which the
rules of special relativity apply. Here I adopt the conven-
tions of a directed Minkowski domain in which space-like
vectors have positive squared length, time-like ones have
negative squared length, and the future sense of the tem-
poral dimension is negative [13, 14].
The interactions of matter-energy in spacetime involve
the transfer of momentum which, for a given particle of
mass-energy m, can be represented as a 4-vector ~p = m~υ,
where ~υ is the 4-velocity reported by a given observer. If
the observer is in motion with respect to the particle, then
the spatial components of the 4-velocity are just the usual
velocities υj = vj ; (j = 1 − 3), while if the observer is
at rest with respect to the particle, υj = 0; (j = 1 − 3).
Note that in each case the observer and the particle are
always moving through time, so that υ0 = −1. Certainly,
this description is adequate for a system of discrete parti-
cles, but a more comprehensive one is needed if we wish
to study the evolution of complex systems, like terrestrial
planets. Fortunately, the stress-energy tensor T provides
such a description, and furthermore offers a direct connec-
tion between the stress-deformation relations of continuum
mechanics [12] and modern gravitation theory [14].
Table 2. Symbology
Symbol Dimension Description
ζ − the number 4√3
G curvature tensor
T ML−1T−2 stress-energy tensor
~p MLT−1 momentum
m M mass
~x L position = (x, y, z)
~v LT−1 velocity = (u, v, w)
ρ ML−3 mass density
σ ML−1T−2 stress tensor
∇ L−1 gradient operator
∇· L−1 divergence operator
∇× L−1 curl operator
∆ L−2 3-D Laplacian operator
∆h L
−2 2-D Laplacian operator
p ML−1T−2 pressure = 13σ
kk
g LT−2 gravitational acceleration
η ML−1T−1 dynamic viscosity
β1, β2 ML
−1 normal stress moduli
D()/Dt T−1 proper derivative, also (˙)
A(1) T−1 velocity strain tensor
A(2) T−2 acceleration strain tensor
ϑ T−1 cubic dilation
Ω T−1 vorticity
|α| − rescaling modulus
ψ toroidal potential
Q ML2T−2 heat (First Law)
U ML2T−2 internal energy
W ML2T−2 work
S ML2T−2K−1 entropy (Second Law)
θ K absolute temperature
k MLT−3K−1 thermal conductivity
Cp ML
2T−2K−1 heat capacity
ǫ K−1 thermal expansivity
2.2. Gravitation
Einstein [15] accounted for gravitation using the field
equation
G = 8πT, (1)
where the curvature of spacetime G takes its source in
a finite stress-energy T . The latter quantity has generic
components
T =
[
ρ ρvk
ρvj σjk
]
; j, k = 1− 3. (2)
where ρ is mass-energy density, ρvj are momentum flux
densities or energy fluxes, and σjk is stress [14].
By construction the curvatureG satisfies the contracted
Bianchi identity. Consequently its divergence must van-
ish ∇ · G ≡ 0. In other words, the geometry of space-
time is conserved. This, in turn, constrains the evolution
of stress-energy to the equations of motion contained in
∇ · T = 0. Expansion of this contraint on an arbitrary
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orthonormal basis leads, after some manipulation, to the
continuity equation
Dρ
Dt
+ ρ (∇ · ~v) = 0 (3)
and the balance of linear momentum
ρ
D~v
Dt
= ∇ · σ (4)
familiar from continuum mechanics [12]. Note that D/Dt
denotes a proper derivative, evaluated in the rest frame
of a given particle. While (3) and (4) can be expected to
apply in most circumstances, their use in a given physical
problem requires further specification for ρ and σ.
2.3. Mass-energy density
The mass-energy density shall be assumed to fall in the
range of normal rocky or iron-rich matter found in mete-
orites. As such, the model under construction has naught
to do with gas giants or processes of atmospheric circula-
tion. Similarly, it has naught to do with stars or processes
of stellar nucleosynthesis, let alone any of the other exot-
ica associated with general relativity. Still, as this work
demonstrates, there are useful, if ordinary, things to be
found via Einstein’s approach, provided one is willing to
pursue the logical development of ideas. Key to this ap-
proach is the selection of a relationship between stress and
deformation that is general enough to make predictions
that can be correlated with geological observations, sim-
ple enough to allow analytical manipulation, and inclusive
of other simpler relations. A variety of kinematic elements
are needed to express these relationships clearly.
2.4. Kinematic elements
All of the kinematic elements required for this work
can be derived from the general velocity gradients ten-
sor ∇v, which has as many as nine unique components
∂vi
∂xj
; (i, j = 1 − 3). As is well-known, any general second
rank tensor can be decomposed uniquely into symmetric
and anti-symmetric parts. Furthermore, the symmetric
part can be decomposed into trace and trace-free parts
[14]. The symmetric part A(1), called the velocity-strain
tensor, encompasses both volume and shape changes and
is constructed in the usual way A
(1)
ij =
∂vi
∂xj
+ ∂v
j
∂xi
. It has no
more than six unique components. Volume changes alone
are associated with the cubic dilation ϑ = ∇ · ~v = ∂vk
∂xk
.
The repeated index k here indicates summation over three
spatial directions, consistent with the summation conven-
tion. The anti-symmetric part Ω, called the vorticity ten-
sor, represents rotation and is constructed in the usual
way Ωij =
∂vi
∂xj
− ∂vj
∂xi
. It has no more than three unique
components.
2.5. Generalized incompressibility
Material incompressibility is another contraint com-
monly applied in these problems. Usually this amounts
to a steady-state version of the continuity equation (3),
ϑ = 0, where the proper derivative of the mass density is
assumed to vanish. However, because temporal changes in
density must attend convection in the mantle, we shall in-
stead adopt a generalized incompressibility contraint (e.g.
[16]), where the cubic dilation and the proper derivative
of temperature, here denoted by an overdot, are related
by ϑ = ǫθ˙ and ǫ is thermal expansivity. Combined with
equation (3), this leads to
ρ = ρre
−ǫ(θ−θr) (5)
where the subscript r indicates known values of density
and temperature in a convenient reference state.
2.6. Stress-deformation relation
The stress-deformation relation for a DG-2 material is
given by
σ = ηA(1) + β1A
(2) + β2A
(1) · A(1) (6)
where η is dynamic viscosity, and β1 and β2 are the first
and second normal stress moduli. Here A(1) is the velocity-
strain tensor, defined earlier, while the tensor A(2), called
the acceleration-strain, has components defined by
A
(2)
ij =
DA
(1)
ij
Dt
+A
(1)
ik · ∇vkj +∇vki · A(1)kj . (7)
This relation was first derived by Rivlin & Ericksen [10].
Based on the work of Dunn & Rajagopal [11] it is ex-
pected that normal stress effects proportional to β1 and
β2 will be of the same order of magnitude. The former is
associated with finite material strength [5, 17, 18], and the
latter with attenuation [19].
2.7. Pressure
Pressure in this model is not given by a thermodynamic
equation of state. Rather it is a mechanical pressure p =
1
3σ
kk obtained by averaging the components appearing on
the diagonal of the stress tensor. Note that σkk denotes the
sum of these components, consistent with the summation
convention. Combining (5) with the hydrostatic relation
p = ρgz, where g is gravitational acceleration and z is
depth beneath the surface of the planet, we obtain
p = ρrgze
−ǫ(θ−θr) (8)
Thus, thermal variations in density perturb the static pres-
sure and thereby drive poloidal motion. How this motion
might be coupled to toroidal motion is examined in the
next section.
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3. Quasi-static evolution equations
According to the encyclopedia of mathematics [20] an
evolution equation is a differential law that can be inter-
preted as governing the development in time of a system.
This section outlines the derivation of such equations for
the poloidal and toroidal fields of a DG-2 material. The
velocity potentials are extracted by taking successive curls
and normal components of the balance of linear momen-
tum (4) [21]. Residual terms are then potential drivers for
the targeted field. Results for viscous fluids [3], defined
by (6) with β1 = β2 = 0, in the quasi-static limit and
therefore lacking explicit time dependence, are recovered
as special cases. In contrast, the results reported here for
DG-2 materials exhibit explicit dependence on the natural
time β1
η
[19], even in the quasi-static limit.
3.1. Poloidal field
The quasi-static evolution equation for the poloidal
field can be found by taking
~ek · ∇ ×∇× (∇ · σ) = 0 (9)
The explicit result is rather lengthy and therefore not re-
produced here. Implicitly, this relation has the form(
η + β1
D
Dt
)
∆∆hw = β1Π
(
∇v,A(1), ϑ
)
(10)
where w is the vertical velocity component, ∆ is the 3-D
Laplacian, ∆h is the 2-D horizontal Laplacian [21], and
the other symbols retain their meanings from above. The
residual forcing terms are non-linear, quadratic in deriva-
tives of the velocity field, and involve first-, second-, and
third-order gradients of the viscosity and normal stress
moduli. For reasons presented below in connection with
the toroidal field, these material gradient terms are sup-
pressed here. The remaining terms Π, proportional to β1,
can be organized by the nine velocity gradient components,
and the eighteen next higher spatial derivatives of them.
Note the presence of cubic dilation, and the absence of
vorticity. Very little algebraic collapse occurs in this ex-
pression, and what does can be summarized as follows.
Each of the nine velocity gradient components appears
as a cofactor for a sum of fourth-order mixed partial deriva-
tives of the velocity components. An obvious pattern is
factors of the form −∆∆hu, −∆∆hv, and −∆∆hw mul-
tiplying gradients of the vertical velocity ∂w
∂x
, ∂w
∂y
and ∂w
∂z
,
respectively. These terms likely are associated with the
convergence and divergence of material at the upper and
lower boundaries of the convecting mantle.
Similarly, each of the eighteen second-order velocity
derivatives appears as a cofactor for sums of mixed third-
order partial derivatives of the velocity components. Of
these, only ∂
2u
∂z2
and ∂
2v
∂z2
multiply factors of the form ∂
2ϑ
∂x∂z
and ∂
2ϑ
∂y∂z
. These terms, involving the cubic dilation, pro-
vide coupling to thermal density changes, and thereby give
rise to non-isotropic pressure gradients in the mantle.
In the absence of normal stress differences (10) reduces
to
η∆∆hw = 0. (11)
This result differs from that of Bercovici et al [3], be-
cause they assumed an explicit body force term for grav-
ity in (4), consistent with the Boussinesq approximation,
whereas here the effects of gravity have been subsumed
into the field equation (1). Consequently, poloidal mo-
tions in this model are driven by pressure gradients, not
buoyancy forces.
3.2. Toroidal field
The quasi-static evolution equation for the toroidal field
can be obtained by taking
~ek · ∇ × (∇ · σ) = 0 (12)
Again, the complete result is rather lengthy and therefore
omitted here. First- and second-order gradients of the vis-
cosity and normal stress coefficients appear explicitly, but
only the first-order gradients are exhibited here in the gen-
eral relation
∆∆hψ +
β1
η
{
D
Dt
(∆∆hψ)
+
∂2ψ
∂x∂y
(
2
∂4ψ
∂y4
− 2∂
4ψ
∂x4
+ 3
∂4ψ
∂y2∂z2
+ 3
∂4ψ
∂x2∂z2
)
+
(
∂2ψ
∂x2
− ∂
2ψ
∂y2
)(
2
∂4ψ
∂x3∂y
+ 2
∂4ψ
∂x∂y3
+ 3
∂4ψ
∂x∂y∂z2
)}
=
1
η
Θ
(
∇v,A(1),Ω;β1, β2,∇η,∇β1,∇β2
)
(13)
Here ψ is the toroidal potential, and the other symbols
retain their meanings from above. The residual forcing
terms Θ are non-linear, quadratic in derivatives of the ve-
locity field. Note the presence of the vorticity, and the
absence of the cubic dilation.
In the absence of normal stress differences equation
(13) reduces to
∆∆hψ =
1
η
Θ
(
A(1);∇η
)
(14)
While all of the velocity-strain components, except for
A33
(1), appear in this expression, the vorticity components
implicit in (13) do not. Additionally, if the viscosity gra-
dients were taken to vanish, then the right-hand side of
(13) would also vanish. Thus, in conventional geodynamic
models, viscosity gradients are needed to drive toroidal
motions [3, 9].
Further analysis, however, shows this to be neither nec-
essary nor sufficient in the presence of finite normal stress
differences. Upon neglecting all material gradient terms,
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equation (13) reduces to
∆∆hψ +
β1
η
{
D
Dt
(∆∆hψ)
+
∂2ψ
∂x∂y
(
2
∂4ψ
∂y4
− 2∂
4ψ
∂x4
+ 3
∂4ψ
∂y2∂z2
+ 3
∂4ψ
∂x2∂z2
)
+
(
∂2ψ
∂x2
− ∂
2ψ
∂y2
)(
2
∂4ψ
∂x3∂y
+ 2
∂4ψ
∂x∂y3
+ 3
∂4ψ
∂x∂y∂z2
)}
=
1
η
Θ
(
∇v,A(1),Ω;β1
)
. (15)
Note that vorticity terms are retained, consistent with the
documented dynamic connection between normal stress
differences and vorticity [5]. Therefore residual terms pro-
portional to β1 can drive toroidal motions. Viscosity gra-
dients are not required. Moreover, it appears that mate-
rial gradients of any kind are not required. This suggests
that a useful simplification of this non-linear system can
be achieved by neglecting these terms.
In any case material gradients lack intrinsic physical
meaning, except in relation to a particular configuration
[12]. This raises the issue of what defines a reference con-
figuration. Certainly, the gross spherical symmetry of ter-
restrial planets is one important aspect, which is explained
neatly by Schwarzschild’s (ca. 1916) exact solution of the
field equation (1), and spheroidal extensions of that met-
ric by Kerr and Newman [14]. But how can we reconcile
the ideal ”stress-free” reference state of Hookean elasticity,
and the notion of hydrostatic equilibrium required by the
definition of a planet, with the pervasive and irreversible
deformation evident in crustal and mantle rocks?
4. A geodynamic approximation
The viscosity of Earth’s mantle, consistent with ob-
servations of post-glacial isostatic rebound, is generally
agreed to be huge, something like 1021Pa − s [3]. This,
in fact, is what motivates neglect of the acceleration terms
on the left-hand side of (4) - the quasi-static approxima-
tion. If β1 is assumed to be finite, then we can approximate
(15) as
∆∆hψ +
β1
η
{
D
Dt
(∆∆hψ)
+
∂2ψ
∂x∂y
(
2
∂4ψ
∂y4
− 2∂
4ψ
∂x4
+ 3
∂4ψ
∂y2∂z2
+ 3
∂4ψ
∂x2∂z2
)
+
(
∂2ψ
∂x2
− ∂
2ψ
∂y2
)(
2
∂4ψ
∂x3∂y
+ 2
∂4ψ
∂x∂y3
+ 3
∂4ψ
∂x∂y∂z2
)}
= 0 (16)
Using linear perturbations about a pure-shearing plane
strain, 2-D, base velocity field, this expression reduces to
a fifth order partial differential equation
(
1− 2β1
η
)
∂4ψ
∂x4
+ 2
∂4ψ
∂x2∂y2
+
(
1 + 2
β1
η
)
∂4ψ
∂y4
= −β1
η
D
Dt
∆∆hψ (17)
Upon dividing through by 1+2β1/η, and defining the func-
tion
α2 =
1− 2β1/η
1 + 2β1/η
(18)
we obtain an inhomogeneous diharmonic equation
α2
∂4ψ
∂x4
+
(
1 + α2
) ∂4ψ
∂x2∂y2
+
∂4ψ
∂y4
= − β1
(η + 2β1)
D
Dt
∆∆hψ (19)
This suggests that the evolution of toroidal motions should
exhibit diharmonic scaling properties. The relevance of
this result to terrestrial dynamics, and the interpretation
of gravity, topography, and seismicity data, requires an
understanding of the thermodynamics of DG-2 materials.
5. Thermodynamics
5.1. Preliminaries
The macroscopic notion of heat is defined as the dif-
ference between the internal energy and work performed
on a system, consistent with the Joule heating experi-
ments [22]. The First Law of thermodynamics is therefore
dQ = dU − dW , where dQ, dU and dW are increments
of heat, internal energy and work, respectively. Note that
heat is a derived quantity, having no meaning independent
of the First Law.
The Second Law of thermodynamics was formulated
axiomatically by Carathodory (ca. 1909) based on an anal-
ysis of Pfaffian differential equations to read dS = dQ/θ,
where dS is an increment of the entropy density, and θ is
absolute temperature. Thanks to Boltzmann (ca. 1877)
and Planck (ca. 1920), this relation provides a bridge be-
tween macroscopic and microscopic physics.
Guided by rock mechanics experiments, we can be-
gin accounting for the energy and entropy densities of
strained solid materials using a simple one-dimensional
elastic model. This model exhibits an unorthodox be-
havior consistent with Lavenda’s notion of thermodynamic
symmetry breaking [23]. The expected slope, shape, and
temperature dependence of the energy density for this model
serves as foil for the shear localization mechanism of DG-2
materials [5, 18].
5.2. Strained Hookean solids
Consider a cylindrical test specimen of rock, with length
l and diameter d, placed in a loading frame for the pur-
pose of strength characterization. In response to a force φ
6
directed along a line parallel to the specimen’s length, the
specimen shortens by a length increment dl. Consequently,
the increment of work needed to shorten the cylinder from
l + dl to l is given by dW = φdl. Because the specimen
can be held under relatively small loads for long periods of
time, it is reasonable to assume that it manifests a force
equal and opposite to the applied load. Presumably, this
reaction force arises from electromagnetic interactions in
the sample’s microstructure. This is Hooke’s law Ut tensio
sic vis (ca. 1642).
However, it is equally valid to consider this problem
from an energetic point of view. Responding to a directed
environmental load of magnitude φ, the cylinder strains
by an increment dl of its overall length l, and as a re-
sult distributes an increment of energy dU throughout its
microstructure and mineral fabric. Therefore, we have a
macroscopic relation for the energy increase of the form
dU = φdl.
Eliminating dQ between the First and Second Laws
leads to the equilibrium relation
θdS = dU − dW. (20)
Upon substituting the work and internal energy incre-
ments from above we find, for positive absolute temper-
atures, that dS = 0. Thus for strained Hookean solids,
thermodynamics predicts no change in entropy, consistent
with the apparent lack of energy dissipation, and a state
of mechanical equilibrium for cylinders under small loads.
Curiously, and despite its fundamental place in ther-
modynamics, there is no need to account for heat in these
experiments. Therefore, no meaningful distinction can be
made between heat and work for this model [23]. The
potentials for work, internal energy, and entropy are all
inhomogeneous functions of a single variable, rather than
the homogeneous functions assumed at equilibrium. This
has consequences for the assumed combination of the First
and Second Laws.
5.3. Strained inhomogeneous solids
Experience shows that if the cylinder above were sub-
sequently unloaded, it would likely return to its original
length. The unloaded state therefore is somehow more
likely than the loaded one, and should coincide with a lo-
cal maximum in entropy. Consequently, any deformation
of the cylinder from this ideal reference state must nec-
essarily decrease the entropy of the cylinder itself, as a
function of length.
If heat and work are indistinguishable, and heat is ac-
counted for by the product of the temperature and the
entropy increment through the Second Law, (20) can be
rewritten as
θ = −dδU
dδS
. (21)
Here the entropy and internal energy are prefixed with
deltas to distinguish these primitive functions from the
homogeneous thermodynamic potentials assumed above.
These functions can manifest scale–dependence, contrary
to the scalability expected from classical thermodynamics.
The importance of variability in the behavior of elastic
materials, and rocks in particular, can be demonstrated by
modeling the energy and entropy potentials for this system
as power laws in length l. We define the internal energy
increase as
δU(l) =
λ
m
lm (22)
and the entropy reduction as
δS(l) = −kγ
n
ln (23)
where λ and γ are positive constants independent of tem-
perature, m and n are positive numbers, and k is Boltz-
mann’s constant. Substituting derivatives of (22) and (23)
into equation (21) we obtain
θ =
λ
kγ
lm−n. (24)
Consequently, the temperature of this model system can
either increase or decrease with length, depending on whether
the exponent m− n is positive or negative. The tempera-
ture is independent of length for m = n.
The elasticity modulus E for this model is defined by
the derivative of the force φ, which in turn is the derivative
of the internal energy φ = dU
dl
. Upon eliminating length in
this expression via the temperature relation (24), we find
E = (m− 1)λ(kγθ
λ
)
m−2
m−n (25)
For n = 2, the modulus is E = (m− 1)kγθ, and the force
reduces to a generalized Hooke’s law φ = E(θ)l. This rela-
tion further reduces to a linear force-displacement law, but
only when the internal energy too is quadratic in length,
m = 2.
Upon inverting equation (24) to express length as a
function of temperature, differentiating the result with re-
spect to temperature, and eliminating the constants via
(24) we obtain
1
l
dl
dθ
=
1
(m− n)θ . (26)
This expression characterizes the thermal elongation of the
model. Consequently the model elongates upon heating for
m > n, shortens upon heating for m < n, and is undefined
for m = n. This is analogous to the thermal expansiv-
ity ǫ in three-dimensions, which dictates the magnitude of
thermal variations in mass density.
By separating the entropy and energy increments in
equation (21), dividing through by a temperature incre-
ment dθ, expressing the common length dependencies us-
ing the chain rule, and finally substituting derivatives with
respect to length of equations (22), (23), and (24), we find
dδU
dθ
= −θdδS
dθ
= (
λ
m− n)
lm
θ
. (27)
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For positive absolute temperature, (27) shows that the
heat capacity of this inhomogeneous elastic system can-
not be defined simultaneously as
C ≡ dQ
dθ
= θ
dδS
dθ
(28)
and
C ≡ dQ
dθ
=
dδU
dθ
(29)
because one of these definitions always will be negative
when the other is positive, and vice versa. Apart from
the pathological case for m = n, there are two other dis-
tinct types of inhomogeneous elastic systems depending on
whether m < n or m > n.
The variability of the energy and entropy as functions
of length is inversely proportional to the exponent appear-
ing in the primitive power laws. Hence, a smaller exponent
means greater variability. The internal energy increase
(22) clearly is associated with the macroscopic mechanical
properties of the system. On the other hand, because heat
is not evident in this problem, the entropy reduction (23)
must be associated with the microscopic statistical prop-
erties of the system, rather than its macroscopic thermal
properties. Consequently, systems dominated by variabil-
ity in either mechanical m < n or statistical m > n prop-
erties can be identified on the basis of their heat capacity,
(28) or (29), respectively.
These conclusions can be clarified by examining the re-
lationship between energy and entropy. Eliminating length
between equations (22) and (23), we find for the case of
mechanical variability that
δS ∼ −(δU) nm (30)
In words, the entropy must be a concave function of the
internal energy. Similarly for the case of statistical vari-
ability we find
δU ∼ (|δS]|)mn . (31)
In words, the internal energy must be a convex function
of the entropy. Furthermore, because δdS/δdU < 0, these
representations are mutually exclusive. The usual symme-
try of the entropy and energy representations, expected
from equilibrium thermodynamics and arising from first-
order homogeneity of thermodynamic potentials, is broken
[23].
For an inhomogeneous elastic system dominated by me-
chanical variability (m < n), dQ is the amount of heat
evolved by the system, which leads to a decrease in en-
tropy by an amount dS = dQ/θ (Fig. 2a). Therefore
fewer microscopic states are available at lower tempera-
tures. The slope of the concave entropy density function
is −1/θ; higher temperatures are associated with flatter
slopes, and lower temperatures with steeper slopes. This
model elongates upon cooling. Because temperature and
heat are both decreasing functions of length, the entropy
density is proportional to length. Mechanical variability
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Figure 2: Summary of thermodynamic relations for inhomogenous
elastic solids dominated by: a) mechanical variability, b) statistical
variability and/or self-gravitation (after [18, 23]).
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offers no insight for the thermodynamics of DG-2 materi-
als.
On the other hand, in an inhomogeneous elastic system
dominated by statistical variability (m > n), dQ is the
amount of heat absorbed by the system, which leads to an
increase in internal energy by an amount dU = dQ > 0
(Fig. 2b). This corresponds to a decrease in the entropy
by an amount dS = −dQ/θ. Consequently there are fewer
microscopic states available at higher temperatures. The
slope of the convex energy density function is −θ; higher
temperatures are associated with steeper slopes, and lower
temperatures with flatter ones. This model elongates upon
heating. Furthermore, because temperature and heat are
both increasing functions of length, energy density is in-
versely proportional to length. Statistical variability offers
crucial insights for the thermodynamics of DG-2 materials.
5.4. Heat transfer and non-dimensionalization
Now that temperature has been introduced, we must
account for heat transfer in our model. For simplicity,
assume this takes place via a convection-diffusion equation
for temperature given by
ρCp
(
∂θ
∂t
+ ~v · ∇θ
)
= ∇ · (k∇θ) . (32)
Here k is thermal conductivity, consistent with Fourier
conduction (ca. 1822), Cp is heat capacity, and the re-
maining symbols retain their meanings from above. The
material constants can be collected into the thermal diffu-
sivity κ = k
ρCp
. Non-dimensionalization [5] then allows us
to express the rescaling function (18) in terms of thermo-
mechanical competence κ
χ
, viz.
α2 =
1− 2κ/χ
1 + 2κ/χ
, (33)
where the natural time β1
η
has been subsumed into a diffu-
sivity χ = ηl
2
β1
. The latter quantity represents the rate at
which dislocations diffuse through an inhomogeneous solid
material, resulting in irreversible deformation.
5.5. Dynamic shear ruptures
Nowhere in this simple model has the phenomenon of
shear failure been addressed. Experience shows that if
we repeatedly load our test specimen or apply progres-
sively higher loads the specimen will, at some point, spon-
taneously fail, sometimes after suffering significant micro-
physical damage [24]. In other words, the act of loading
the test cylinder alters its microstructure and mineral fab-
ric. Although the detailed distribution of these alterna-
tions cannot be known to an outside observer, they can
be treated statistically, as was appreciated by Weibull (ca.
1939). These issues were addressed in [5, 18], and are ex-
tended here to dynamic shear ruptures.
Shear localization in DG-2 materials can be represented
graphically [5, 17] (Fig. 3a) using three energy thresholds,
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one for distributed harmonic deformations (green curve,
δUD = (κ/χ)
−1), one for intrinsic strain-energy storage
(gray curve, δUI = (|α|)−1), and another for localized shear-
ing deformations (orange curve, δUL = (|α|κ/χ)−1). Taken
together, these curves define an invariant energy density
map for these materials. Observe that the three threshold
curves are monotonically decreasing on certain domains of
thermomechanical competence, and that the energy den-
sity approaches infinity (”blows up”) at the lower end of
these respective domains. The distributed threshold curve
has a vertical asymptote at κ
χ
= 0, while the intrinsic curve
has one at κ
χ
= 12 . The localization threshold curve, de-
fined as the product of the other two, consequently exhibits
two asymptotes, with a distinct non-zero energy minimum
between them. The presence of two distinct energy spikes
in this diagram, and their diffusive connection via the dy-
namic rescaling theorem [5], give rise to all of the geologi-
cally interesting behavior of the DG-2 material.
Based on incipient modes analysis, it is known that
the steady-state version of the diharmonic equation (19)
admits shear dislocations for values of thermomechanical
competence κ
χ
> 12 (Fig.4a, red curve) [5]. By factoring
the operator, and defining the function
Ω ≡
[
∂2
∂x2
+
∂2
∂y2
]
ψ = ∆hψ, (34)
this equation can also be written as
ℜΩ =
[
α2
∂2
∂x2
+
∂2
∂y2
]
Ω = 0. (35)
Equation (35) can be interpreted as a vector wave equa-
tion, in wavefront normalized coordinates, for motions oc-
curring in the near field of a propagating in-plane crack
provided
vc
2
VS
2 = 1− α2 (36)
Here vc is the rupture speed of the crack, and VS is the
shear wavespeed of the material. Note that compressional
waves are also generated by an in-plane dislocation [25].
In order to eliminate the stress and velocity singu-
larities present in homogeneous dynamic rupture models,
Barenblatt [26] introduced an anelastic cohesive zone of
width d at the tip of a propagating rupture. Comparing
that work with [5], we find the relation
1
|α| =
π
2
(
µγ
σ2cd
)
, (37)
where µ is shear rigidity, γ is Griffith surface energy, and
σc is cohesive stress. Later, Ida [27] introduced slip-rate
dependent cohesion, with critical slip distance D. Com-
paring that work with [5], we find the relation
1
|α| =
π
4
(
µD
σcd
)
. (38)
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Figure 4: Correlation of incipient deformation modes (after [18])
with predicted dynamic rupture speeds for DG-2 materials, as func-
tions of thermomechanical competence: a) fold-like (blue) and shear
dislocation (red) modes ; b) rupture speed for in-plane (Mode II)
cracks.
Observe that these dimensionless relations suggest a com-
mon relation of the form ξ ∼ d|α| , consistent with the rescal-
ing modulus |α| (Fig. 3b) found in the theory of DG-2
materials [17]. Note that this rescaling is exact in the vor-
ticity Ω [5].
Together, equations (33) and (36) predict that crack
rupture speed depends on thermomechanical competence.
Specifically, as competence increases from 0 to ∞, α2 de-
creases from 1 to −1, taking the value 0 at κ
χ
= 12 . Conse-
quently, rupture speed must increase with increasing com-
petence, from 0, through the value VS at
κ
χ
= 12 , up to
the Eshelby speed vc
VS
∼ √2. Consequently, this model
predicts supershear rupture speeds for competence greater
than 12 . This supershear domain coincides with that for
which spontaneous shear localization is possible [18] (Fig.
4b).
Thus, the dynamic rescaling mechanism [5] models a
shear dislocation source with rupture speed vc. These find-
ings further reinforce earlier conclusions that DG-2 mate-
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rials capture the non-linear solid response of a continuum,
appropriate for modeling deformation in terrestrial planets
[5].
5.6. Self–gravitating matter configurations
Lavenda [23] shows that the thermodynamics of a self-
gravitating body, like a planet or star, is also subject to
symmetry breaking of the type outlined above. In this
case, like that of inhomogeneous elastic systems dominated
by statistical variability, the energy density is given by a
monotonically decreasing function of the entropy density
(Fig. 2b). Significantly, the energy density is inversely
proportional to the body’s radius. In other words, both
pressure and temperature increase with depth. The heat
capacity of a self–gravitating body is then given by (29).
5.7. Summary
The energy density function for a self-gravitating, inho-
mogeneous elastic body, dominated by statistical variabil-
ity (m > n), must be a monotonically decreasing convex
function of the radial coordinate and the entropy reduc-
tion. Furthermore, the entropy reduction itself is an in-
verse function of length. Heat absorbed by such a system
will tend to increase the internal energy, but correspond-
ingly decrease the entropy. Such a body will not readily
evolve heat, except when local conditions favor a return to
more classical thermodynamics. In these classical subsys-
tems, the energy density function would necessarily exhibit
a positive slope.
The monotonically increasing branch of the localiza-
tion threshold (orange dashed curve, Figure 3a) exhibits
these characteristics. It also correlates, via ThERM [5, 28],
with depths in the lower crust (sub-H3), asthenosphere
(sub-L3), and lower mantle (sub-M3) where magmas of
granitic, basaltic, and komatiitic character are thought to
originate. Magmatic differentiation provides a mechanism
for generating density contrasts between continental and
oceanic crust, and the tectosphere and residual mantle.
The foregoing considerations are quite general and place,
once and for all, the stress-energy density thresholds of
DG-2 materials [17] in a coherent thermodynamic context.
Consequently, the behavior of these ideal materials can be
correlated with the pressure, temperature, age, and ge-
ometry of geological structures observed in outcrops, oro-
gens, and terrestrial planets. For example, the outer parts
of such planets are predicted to be relatively cold, compe-
tent, and subject to dynamic shear localization (”brittle”),
while the inner parts are predicted to be relatively hot, in-
competent (”ductile”), and structurally simple. For Earth,
this is reflected in the remarkable correlation of spherically
symmetric elastic models, like PREM [7], with the pre-
dicted depth distribution of isobaric shears in a body with
a 100km thick lithosphere (Figs. 5,6) [5, 28, 29]. This
correlation also holds for observed regional variations in
earthquake depth-moment release curves.
6. Depth-moment release curves
Seismic moment M0, defined by the product M0 =
µu¯(t)A, where µ is rigidity, u¯(t) is average slip, and A is
the area of a fault, is a fundamental scalar measure of the
strength of an earthquake caused by fault slip. It is the
physical basis for the moment magnitude [30], viz.
MW =
2
3
logM0 − 10.7, (39)
now routinely estimated and reported in earthquake cata-
logs.
If the dimensions of a slipping fault are small compared
to the wavelength of radiated waves, and the duration of
the slip event is short compared to the period of radi-
ated waves, then a linear relationship exists between ob-
served ground motions and the six independent elements of
a symmetric tensor. This latter quantity, called the seis-
mic moment tensor, depends on source strength as well
as fault orientation. Its six elements, combined with lati-
tude, longitude, depth, and origin time comprise the point-
source centroid moment tensor (CMT) representation for
an earthquake, which can be estimated for earthquakes of
sufficient size, presently about MW = 5.0 [31].
The global CMT catalog (www.globalcmt.org) includes
30,872 earthquakes recorded during the period January
1976 through December 2010 . Of these only 20,646 were
inverted automatically by the CMT algorithm and there-
fore have quantitative error estimates. The consistent al-
gorithmic treatment of these events, and the fact that a
CMT estimates the anelastic work done at the source of a
seismic dislocation, make them ideal for tectonic analysis.
The remaining 10,266 events either had their focal depths
fixed by an analyst, or were constrained by an inversion of
short-period data.
Mean standard errors for CMT latitude, longitude, and
depth are 0.042◦, 0.047◦, and 2.82km, respectively. The
depth error estimate defines the minimum thickness of a fil-
ter used to smooth the earthquake depth-moment release
curves presented here. A filter smaller than this tends
to display more noise than a larger one, while larger fil-
ters discard potentially interpretable depth signal in the
dataset, at least at typical crustal depths. The depth-
moment release curves presented here are smoothed using
either 3km or 10km filters.
Earthquake depth-moment release curves ΣMW (z; t)
represent the sum of moment magnitudes for earthquakes,
filtered for depth z using a boxcar of thickness t, at every
kilometer from the surface to about 700km depth. They
are an elaboration upon similar curves presented by Isacks
et al [8] in their classic paper. In early work with the CMT
catalog, filter thicknesses of 1, 3, 5, 7, 9, and 11km were
used, but did not significantly affect the depth patterns
shown here. The primary effect of filter thickness, apart
from curve smoothing, is to change the amplitude of the
sums.
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Figure 5: Mantle wide correlation of: (left) Earth’s radial elas-
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The amplitude of depth-moment release curves is well-
correlated with the number of events in the given data sub-
set. Consequently, an expedient normalization scheme is
to divide ΣMW (z; t) by the number of events N in the sub-
set. Event normalized earthquake depth-moment release
curves ΣMW (z; t)/N (Figs. 5,6) reveal significant regional
differences, particularly between divergent and transform
margins on the one hand and convergent margins on the
other.
7. Discussion
7.1. General hypotheses
The depth to which differential stresses can persist in
any terrestrial planet depends on temperature, pressure,
and time, through complicated solid-state interactions of
matter and energy. However, given that terrestrial planets
are spheroidally-shaped, reflecting the combined effects of
their self-gravity and rotational momentum, the magni-
tude of these differential stresses must be small. Further-
more, given that temperature is expected to increase with
depth (Figure 2b), and that microphysical mechanisms for
solid-state creep are thermally activated, even these small
differential stresses must diminish rapidly with depth. In
the static case, they can be expected to decay entirely,
leaving only a radially decreasing static pressure to hold
off collapse. Consequently, the maintenance of differential
stresses at depth in a planet requires some dynamic process
[32]. Hence, it is natural to think of terrestrial mantles as
heat engines, the evolution of which is governed by a com-
petition between convection and diffusion processes. For
more than 40 years, geodynamic models have conformed
to the assumptions of the standard viscous Earth model
[3]. However, it is likely that these processes are more
interesting than heretofore recognized.
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With pressure and temperature as boundary conditions
on a self-gravitating planet, and confining pressures much
larger than potential differential stresses, it is hard to ar-
gue that material strength matters, except for the dynamic
rescaling theorem [5], which predicts that shear localiza-
tion focuses on the smallest crystalline structures of a solid
system. This is necessary, so that the global dissipation
of energy is minimized. This same logic applies equally
to the dynamic rupture models of strong-motion seismol-
ogy [26, 27], and the behavior of Earth’s plate-like toroidal
motions [9].
An immediate consequence of this prediction is that
shear waves can be propagated throughout a thermome-
chanical mantle, whereas in a viscous one, no such prop-
agation is possible, except perhaps at ultrasonic speeds.
Absent this theorem, however, one must accept the geody-
namicist’s approximation, that over long time and length
scales the mantle is effectively viscous. As plausible as
this might sound, it is impossible to falsify. Moreover, it
is inconsistent with the fact that rocks loaded in the lab-
oratory exist in the solid-state. Thus, it is clear that the
failure of the standard Earth model arises solely from a
theoretical deficiency. On the other hand, with the dy-
namic rescaling theorem, the only substantive differences
between deformation of a rock sample in the laboratory,
and tectonic deformation of the Earth, are the relative
magnitude of the confining pressure and effect of global
conservation laws. In other words, shear localization at
the planetary-scale must account for the incompatibility
of rectilinear motions with the spheroidally curved geom-
etry of the planet itself, while in the laboratory this is of
no concern.
The thermodynamics of non-linear elastic DG-2 mate-
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rials is spatiotemporally invariant. Therefore, a thermo-
mechanical Earth model can be formed simply by scaling
up to Earth’s radial structure and applying pressure and
temperature boundary conditions at its surface [5, 28].
The result immediately predicts a variation of pressure
and temperature expected for terrestrial mantles. Further-
more, it predicts that the outer colder parts of the man-
tle should be thermomechanically rigid, thermodynami-
cally isothermal, and subject to brittle shear localization,
while the deeper hotter parts should be thermomechani-
cally ductile and thermodynamically adiabatic. Adiabatic-
ity prevails as κ
χ
−→ 0, consistent with depths in the lower
mantle, and coincidentally where Birch [33] showed it to
pertain on the basis of observed seismic wave speed vari-
ations. The asthenosphere of a thermomechanical Earth
is not adiabatic, because differential normal stresses there
are large enough to cause shear localization. Moreover, the
vanishing of seismicity at the asthenosphere-mesosphere
boundary, at about 690km depth (Fig. 5), reflects this
fundamental change in thermodynamic conditions. For
comparison, the largest variations in earthquake depth-
moment release (Fig. 6) occur in the low velocity zone,
at depths consistent with Earth’s lithosphere and tecto-
sphere.
For a self-gravitating solid body, like a terrestrial planet,
we can anticipate some degree of interplay between the in-
homogeneous statistical distribution of length scales in the
body, and the distribution of thermal lengths over which
the pressure gradients might act. This interplay is ex-
pressed particularly in the structure of the thermomechan-
ical boundary layer that forms adjacent to the cold sur-
face of the planet, but also by the fact that elastic shear
waves are propagated throughout the mantle. Thus, in
order for any portion of a thermomechanical planet to suf-
fer deformation, there must be measurable contrasts in
material competence. Furthermore, the dislocation dif-
fusivity χ must be greater than the thermal diffusivity
κ in deforming portions of this complex system. Conse-
quently, the thermomechanical boundary layer that forms
will always be ζ times thicker than the purely thermal one.
Depth and regional variations in seismic moment release
for such a planet are therefore to be expected. Finally,
given that pressure and temperature variations are explic-
itly predicted by theory, it is reasonable to suppose that
variations in material competence will exhibit strong de-
pendencies on bulk composition and volatile content.
7.2. Seismicity
7.2.1. Source dynamics
The foregoing discussion suggests that the abrupt cut-
off of seismicity at about 690km depth in the convecting
mantle is the result of an entropic transition from spon-
taneous supersonic to forced subsonic rupture, with in-
creasing pressure and temperature (Fig. 5). If so, some
component of supershear must be present in all seismi-
cally observed ruptures. Furthermore, this implies that
mass transport between the upper and lower mantle can
be consistent with both plate tectonics and the global dis-
tribution of earthquakes. This hypothesis differs from that
of [8], in which descending slabs containing seismic sources
are barred, mechanically, from penetrating into the lower
mantle due to an abrupt increase in viscosity.
7.2.2. Attenuation in the upper mantle
Based on the work of Dunn & Rajagopal [11], nor-
mal stress effects proportional to β1 and β2 are expected
to have the same order of magnitude. As shown above,
the effects of thermomechanical competence are manifest
throughout the mantle, but play a central role in the ob-
served structure of Earth’s thermomechanical boundary
layer. Consequently, we can expect that non-linear vis-
cous effects, proportional to β2, might also be expressed
in the boundary layer. Coincidentally, shear Q is low in
upper mantle, between 80−670km depths [7], and exhibits
large lateral variations in the crust and uppermost mantle
correlated with past and present tectonic activity [34].
7.3. Gravity and topography
7.3.1. Strength heterogeneity
Thermomechanical competence is a non-dimensional
measure of material strength. Consequently, at low tem-
peratures near the surface of a terrestrial planet, strength
heterogeneities can be ’frozen’ into the crust and man-
tle, which then support topography. The depth cutoff
for this strength heterogeneity is approximated by mode
H4 of ThERM for continental regions and mode L4 for
oceanic regions. Variations in thermomechanical compe-
tence, however, can persist to even greater depths, and
possibly as deep as mode M4. Corresponding depths for
Earth are 14.4 km, 100 km, and 690 km, respectively. Co-
incidentally, this range of depths is similar to the observed
size range of SSSBs in the inner solar system.
7.3.2. Density heterogeneity
Sedimentation of entrained particles, either from a gas
or liquid is an important source of density heterogeneities
near the surface of terrestrial planets. So too is magmatic
differentiation. As shown above, however, it is possible
that source regions for common magma types are local sub-
systems, confined within the body of the planet, in which
classical thermodynamic conditions prevail. If so, tectonic
deformation driven by coupled poloidal and toroidal mo-
tions can be expected to produce density heterogeneities
throughout the crust and upper mantle.
7.3.3. Hypothetical wavebands
Wavebands for the interpretation of gravity and to-
pography observations on terrestrial planets (e.g. [4]) can
be estimated using the Cartesian wavelengths for fold-like
perturbations in the surface layers of ThERM. For each
band, the minimum and maximum wavelengths are given
by the 2× and ζ× multiples of the depths to the isobaric
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shears, consistent with the material wave solutions admit-
ted by the diharmonic equation (Fig. 4a, solid blue curve).
Translating these wavelengths λ to spherical harmonic de-
gree l using Jean’s relation λ = 2πr
l+ 1
2
, where r is planetary
radius, these bands can be compared directly to admit-
tance and correlation spectra. Presently, only Earth’s ra-
dial structure is known well enough to allow this compari-
son (Fig. 1). The correlation shows promise, but detailed
consideration is left for another day.
8. Conclusion
Patton andWatkinson [18] recently reported that equa-
tions (19) and (33) were powerful tools for understanding
plate tectonics and structural geology on Earth. This pa-
per further supports that claim by demonstrating that di-
harmonic rescaling is a non-linear attractor for solid-state
deformation in the toroidal motions of terrestrial plan-
ets generally. Testing of these hypothesis should proceed
forthwith.
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