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Abstract
Folksonomies, often known as tagging systems,
such as the ones used on the popular Delicious or
flickr websites, use a very simple knowledge or-
ganisation system. Users are thus quick to adopt
this system and create extensive knowledge anno-
tations on the Web. However, because of the sim-
plicity of the folksonomy model, the semantics of
the tags used is not explicit and can only be inferred
from the context of use of the tags. This is a bar-
rier for the automatic use of such knowledge organ-
isation systems by computers and new techniques
have to be developed to extract the semantic of the
tags used. In this paper we discuss an algorithm
to detect new senses of terms in a folksonomy; we
also propose a formal evaluation methodology that
will enable to compare results between different ap-
proaches in the field.
1 Introduction
Folksonomies are uncontrolled knowledge organisation sys-
tems where users can use free-text tags to annotate resources.
They create a network of user-tag-resource triplets that en-
codes the knowledge of users [Mika, 2007]. However, be-
cause they are based on the use of free-text tags, folksonomies
are prone to language ambiguity issues as there is no for-
malisation of polysemy/homography (where one tag can have
multiple senses) and synonymy (where multiple tags can have
the same sense) [Golder and Huberman, 2006]. This lack of
explicit semantics makes it difficult for computer algorithms
to leverage the whole knowledge provided by the folksonomy
model.
While there are existing Word Sense Disambiguation
(WSD) algorithms in the state of the art, they are not com-
pletely adapted to folksonomies. WSD algorithms use an ex-
isting vocabulary to link terms (in our case tags) to concepts,
thus discovering the semantics of the tags used. However, as
shown in [Andrews et al., 2011], a standard a structured vo-
cabulary such as WordNet [Miller, 1998] covers less that 50%
∗This work has been partially supported by INSEMTIVES
project (FP7-231181, see http://www.insemtives.eu).
of the terms used by the users of the folksonomy. This hap-
pens because of the dynamic nature of folksonomies where
new concepts and terms appear quickly. To tackle this issue,
sense induction algorithm are being developed [Garcı´a-Silva
et al., 2010] to detect new concepts and extend the existing
vocabularies.
While the computer does not “know” the actual meaning
of the free-text tag used, the users always know the mean-
ing they wanted to use when they tagged a resource. So if
they tagged a bookmark with “java”, in their mind, at the
time of tagging, they knew exactly if they meant the “indone-
sian island” or the “programming language”. This principle
has already been widely illustrated in the automatic ontology
building field where social network analysis methods were
introduced [Garcı´a-Silva et al., 2010] to extract the so-called
“emergent semantics” [Aberer et al., 2004].
In this article, we discuss our approach to the detection
of new concepts in folksonomies and how it differs from the
state of the art by enabling the detection of homographs (see
Sections 2 and 3). Because the state of the art also lacks a
formalised evaluation methodology, we discuss in Section 4 a
possible approach for a comparable and reproducible evalua-
tion. While we are currently applying this evaluation method-
ology to the algorithm we introduce, we are not reporting re-
sults in this paper as they are not yet available.
2 Sense Induction
The method used to extract the semantics from folksonomies
is what is called tag clustering and its principle is based
on machine learning clustering algorithms [Xu and Wunsch,
2005]. This clustering is based on the principle that similar
tags will have the same meaning and can thus be attached to
the same “concept” in the created vocabulary. For instance, if
the algorithm finds out that “opposition” and “resistance” are
similar, then it can associate it to one concept for that mean-
ing. One of the main issues is thus to compute the similarity
between tags to run the clustering algorithms that will attach
similar tags together. To do this, all the methods available
currently use a mix of measures based on the collocation of
tags on resources and their use by users. If two tags are often
used by the same user on different resources or by different
users on the same resource, then they can be considered sim-
ilar [Garcı´a-Silva et al., 2010].
This assumption on the computation of the similarity of
tags is, in our opinion, one of the first weak points of these
approaches as it makes the assumption that one tag can only
have one meaning. Thus these algorithms can find synonyms
of the most popular sense but cannot deal with the polysemy
of the words. For example, if the tag “java” is collocated with
“indonesian island” on 200 resources and with “programming
language” on 1000 resources, then it will be considered to be
similar to the latter and the fact that it has a second meaning
is lost. However, [Zhang et al., 2006] show that tags are of-
ten ambiguous in folksonomies (their study is also based on
Delicious1) and can bare more than one meaning. In the al-
gorithm we propose, we add an extra step to the clustering to
first identify the diverse senses of polysemous tags and in the
following clustering steps, we do not consider tags directly,
but the unique senses that they can take (see Section 3).
3 Algorithms
We propose to adopt a parametric based clustering approach
slightly different from the standard KMeans and KNN algo-
rithms that are often discussed in the state of the art of ontol-
ogy construction from folksonomy (see, for a review [Garcı´a-
Silva et al., 2010]). In fact, these algorithms, while being the
most popular in the clustering field, are not well tailored to
our application domain as they take as an input-parameter the
number of expected clusters (the K in the name). The state of
the art approaches on ontology building from folksonomies
cluster all the tags together to find all the concepts that they
represent (see figures two and four in the review of Garcia-
Silva et al. [Garcı´a-Silva et al., 2010]). In this case, they can
optimise the K parameter to find the best overall number of
clusters for their dataset. However, in our approach, we have
added an extra step where clustering is applied to detect the
different senses in which one tag can be used. In this case, we
cannot find an overall optimal value for the number of clus-
ters to look for as each term might have a different number of
senses.
Thus, we need to use a clustering algorithm that can work
without this parameter as input. We use the DBScan algo-
rithm [Ester et al., 1996] to do a density based clustering.
This approach to clustering has various advantages for our
application:
• it does not require as input the number of clusters to be
found. Instead it takes two parameters: , the minimum
distance between two items to put them in the same clus-
ter and m the minimum number of items in a cluster.
 is easier to optimize in our use case than to compute the
K parameter as we can find it by studying the accuracy
of each clustering step as discussed in Section 4.
• while the KMean and KNN algorithms assign all items
in the clustering space to a cluster, the DBScan algo-
rithm can decide that some of the items to be clustered
are noise and should not be considered. This is very im-
portant in our application domain as it allows for leaving
out very personal or subjective uses of a term that might
1http://www.delicious.com
not be aligned with the rest of the community under-
standing of the term; and
• the DBScan algorithm can detect clusters that have more
complex “shapes” than the standard hyperspherical clus-
ters returned by vector quantization based clustering
such as the KMeans and KNN [Xu and Wunsch, 2005].
While there is already some research done on diverse sim-
ilarity measures applicable to concept detection and learning
in the Natural Language Processing field (for instance [Al-
fonseca and Manandhar, 2002a] or [Jamoussi, 2009]), the
existing clustering techniques discussed in the folksonomy
field are only considering raw collocation counts (of tags, re-
sources or users) as a similarity measure between tags. For in-
stance, [Alfonseca and Manandhar, 2002a] proposes to com-
bine four different measures to compute sense similarities:
the topic signature, the subject signature, the object signature
and the modifier signature. While most of these measures
can only be applied to textual documents as they require to
know noun-verb relationships in a sentence, the topic signa-
ture is interesting in the domain of folksonomy where one of
the only context we have for computing the distances is the
list of collocations. However, these collocations can be con-
sidered and weighted in different ways and [Jamoussi, 2009]
points out that simple vector distances or cosinus distances
between topic signatures are not always powerful enough.
The authors show that information based measures – such as
the Kullback-Leibler divergence of word distribution, the mu-
tual information – can be used to have more powerful mea-
sures of semantic distances between concepts based on the
Distributional Semantics principles [Lin, 1998]. The authors
of [Weinberger et al., 2008] have proven that this measure
can be applied with success to the domain of folksonomies to
disambiguate tag senses.
For the algorithm that we discuss in this section we use
clustering algorithms relying on distance measures between
User-Resource pair and between tag senses. We are currently
experimenting with different measures, from the standard tag
collocation measures proposed in the current state of the art to
the more advanced distributional measures described above.
Figure 1: Sense-User-Bookmark Tripartite graph
To enrich the structured vocabulary with a new concept
from a free-text tag, we propose to do the concept detection
in three stages:
1. For each tag, we cluster the user-resource bipartite graph
that are attached to this tag. By doing so, as was hinted
by [Au et al., 2007], we discover the different mean-
ings of the tag. By considering each cluster to be a tag
a)
DN−K ≤ DN−H
DN−K < 1ρ ×DK−H
CK and CN are “synonymous”
b)
DN−K ≤ DN−H
DN−K ≥ 1ρ ×DK−H
CK is more general of CN
c)
DN−K > DN−H
CN will be compared to CH1,
recuresivelly applying steps
a), b) and c)
Figure 2: Decisions to Extend the Concept Taxonomy
sense, we replace the tag in the user-resource-tag tripar-
tite graph by its senses and the tripartite graph becomes
a user-resource-sense graph as illustrated in Figure 1. In
this way, if we consider our previous example, the tag
“java” will be split in two senses: java-1, similar to
“indonesian island” and java-2, similar to “program-
ming language”.
2. We then apply the same principle as the one discussed
in the state of the art on the user-resource-sense tripar-
tite graph to cluster similar senses together (see [Garcı´a-
Silva et al., 2010] for a review).
3. Once the tag senses have been clustered together, we
identify new concepts for each of the clusters. This pro-
cess is equivalent to finding the relation (in particular
hypernym/hyponym relations) of the new concept (rep-
resented by the cluster of tag senses) in the structured
vocabulary. This can be achieved by applying a hier-
archical classification approach similar to the one pro-
posed in [Alfonseca and Manandhar, 2002a]. In their
approach to ontology building, they consider a similar-
ity measure between a known concept Ck in the vocab-
ulary and a new concept Cn. If the distance between
these two concepts is smaller than the distance between
Cn and any of the hyponyms of Ck, then Cn is consid-
ered to be the hyponym of Ck. Otherwise, they continue
the search down the conceptual hierarchy. We alter this
approach by splitting it in three cases as we believe that
there can also be cases in which the new concepts Cn
are actually synonyms of an existing concept Ck. The
updated solution is as follows:
• if the new concept Cn is closer to the existing con-
cept Ck than to any of the its hyponyms, but much
more – this is defined by the parameter ρ as defined
in Figure 2a) – similar to Ck than any of its hy-
ponyms, then it is most likely that Cn is a synonym
of Ck (Figure 2a)2);
• if the new concept Cn is closer to the existing con-
cept Ck than to any of the its hyponyms, but not
2whereDi−j is the distance between Ci and Cj .
Figure 3: Example of taxonomy, an unknown relevant con-
cept uj , its correct generalisations gj and the generalisations
proposed by three hypothetical algorithms hik
much more similar to Ck than any of its hyponyms,
then it is most likely that Cn is more specific than
Ck (Figure 2b));
• if the new concept Cn is closer to the a hyponyms
of Ck than Ck, then we recursively apply these
three steps to this most similar hyponym (Fig-
ure 2c));
We apply this search procedure on our structured vocab-
ulary (in our case WordNet), starting from the root of its
conceptual is-a hierarchy.
This approach is parametric as it depends on the value of
ρ, which specifies the threshold to decide if a new con-
cept is more specific than an existing concept or is just
a synonymous. This parameter will be different depend-
ing on the specific application domain and will decide
how much specific the structured vocabulary will get.
We are currently running evaluations to show the behaviour
of these algorithms with different values of the , m and ρ
parameters and will report on these in future publications.
4 Evaluation Methodology
While there is existing research on the automatic construction
of ontologies from folksonomies, [Garcı´a-Silva et al., 2010]
points out that there is not yet any agreed evaluation dataset.
In fact, from our knowledge of the state of the art approaches,
there is not yet an appropriate evaluation methodology in the
field. This is mostly due to the lack of a gold standard evalu-
ation dataset and thus the evaluation of the existing methods
were often only evaluated “subjectively” [Lin et al., 2009]
by checking manually some extracted clusters, thus only pro-
viding anachronyc results that cannot be compared or repro-
duced [Garcı´a-Silva et al., 2009; Van Damme et al., 2007;
Specia and Motta, 2007].
However, as pointed out earlier, the NLP field has already
tackled the issue of concepts extraction from text and has con-
sidered different evaluation measures for this task. [Alfon-
seca and Manandhar, 2002b] describes the evaluation prob-
lem as follows:
Let us suppose that we have a set of unknown con-
cepts that appear in the test set and are relevant for a
specific domain: U = {u1, u2, . . . , un}. A human
annotator has specified, for each unknown concept
uj , its maximally specific generalisations from the
ontology: Gj = {gj,1, gj,2, . . . , gj,mj}.
Let us suppose that an algorithm decided that
the unknown concepts that are relevant are C =
{c1, c2, . . . , cl}. For each Ci, the algorithm has to
provide a list of maximally specific generalisations
from the ontology: Hi = {hi,1, hi,2, . . . , hi,pi}.
(See Figure 3, adapted from [Alfonseca and Man-
andhar, 2002b])
From this definition, a number of evaluation metrics can be
computed:
Accuracy the amount of correctly identified maximally spe-
cific generalisations,
Parsinomy the amount of concepts for which a correct set of
generalisations is identified,
Recall the amount of concepts that were correctly detected
and to which at least one relevant maximally specific
generalisation was found,
Precision the ratio of concepts that were correctly attached
to their maximally specific generalisations to the total of
concepts identified
Production the amount of proposed maximally specific gen-
eralisations per concept.
Learning Accuracy the distance, in the concept hierarchy,
from the concept proposed placement to its true place-
ment (from [Hahn and Schnattinger, 1998]).
As can be seen from these proposed measures, a gold stan-
dard needs to be available that provides the “maximally spe-
cific generalisations” (Gj) for each concept (U ). Alfoncesca
and Manandhar [Alfonseca and Manandhar, 2002b] use a
dataset of textual documents that is manually annotated for
this purpose. However, we need to evaluate the algorithm
within a folksonomy and thus we use the dataset described
in [Andrews et al., 2011] (the tags2con dataset) as it provides
a manually validated disambiguation for each tag in a subset
of the Delicious folksonomy. The tags2con dataset is a col-
lection of bookmarks from the Delicious website for which
each free-text tag associated to the bookmarks has been man-
ually disambiguated to its corresponding concept in a struc-
tured vocabulary, in this case WordNet.
The measures listed above can be computed on this dataset
by applying a leave one out approach to the evaluation. That
is, we iterate through all tag annotations already linked to a
concept in the gold standard; we “forget” the senses of one tag
at a time and apply the algorithm on this tag; we then compare
the detected senses and their new place in the taxonomy for
this tag to the actual sense that the gold standard defines.
While this is a possible evaluation procedure to evaluate the
final output of the whole algorithm, the current dataset is not
in a form that allows for the evaluation of the intermediate re-
sults. In particular, to optimise the  and m parameters of the
clustering steps, we have to be able to evaluate independently
the accuracy of each stage of the algorithm. In the same way,
we need to be able to evaluate the distance metrics used and
compare different approaches. For this, we need a cluster-
ing gold standard, that provides the “true cluster” (class) of
each user-resource pairs in the dataset so that we compare the
found clusters to this gold standard results. In the following
paragraphs we discuss a strategy to generate such a clustering
gold standard.
When building the gold standard (GSj) we want to auto-
matically generate the set of unknown concepts (U and Ci) to
Figure 4: Validated Data
Figure 5: One Possible Test Set
be clustered, their classes, and the maximally specified gen-
eralization Gj . In order to do so, we perform the following
steps:
1. we define Gj to be a concept in our Structured Vocabu-
lary (SV) for which there is more than one hyponym that
has more than one manually validated associated term in
the annotation. In the example in Figure 4, the concept
G1 =“being, organism” has two hyponyms (“person”
and “parasite”) that contain more than one annotation
attached to them, also the concept G2 =“body of wa-
ter” has two two hyponyms (“ocean” and “river”) that
have more than one annotation attached to it. Each of
Figure 6: Another Possible Test Set Generated from a Higher
Concept in the CV
GSk C, U Gj Clusters and new concepts
GS1being,organism C = U = {person, parasite} G1 = {“being, organism”} person = 〈U,R〉
1, 〈U,R〉2
parasite = 〈U,R〉3, 〈U,R〉4, 〈U,R〉5
GS2bodyofwater C = U = {ocean, river} G2 = {“body of water”} ocean = 〈U,R〉
6, 〈U,R〉7, 〈U,R〉8
river = 〈U,R〉9, 〈U,R〉10, 〈U,R〉11
GS3entity C = U = {person, parasite, ocean, river} G3 = {“entity”}
person = 〈U,R〉1, 〈U,R〉2
parasite = 〈U,R〉3, 〈U,R〉4, 〈U,R〉5
river = 〈U,R〉9, 〈U,R〉10, 〈U,R〉11
river = 〈U,R〉9, 〈U,R〉10, 〈U,R〉11
Table 1: Resulting gold standards GSk for the evaluation of the sense induction algorithm.
the complying concepts (“being, organism” and “body
of water”) will generate a set of clusters for the gold
standard datasets GS1being,organism and GS
2
bodyofwater.
2. we “forget” momentarily that each of the hyponyms of
Gj exist. Since for each of these children Ci we know
their corresponding annotations, we create a class for
each deleted concept, and define the boundary of the
GSk clusters to these particular classes. In our exam-
ple in Figure 5, we can see that two gold standards have
been created: GS1 for “being, organism” and GS2 for
“body of water”, each of them containing two clusters
(one for each deleted concept).
3. Starting from the leaves, we recursively repeat the pro-
cess by further “forgetting” concepts higher in the hier-
archy and thus creating more gold standard sets of in-
creasing difficulty as the higher we go in the hierarchy,
the more classes will be created in GSk. In our exam-
ple in Figure 6, we further “forget” the concepts “being,
organism” and “body of water” and create another gold
standard GS3 for “entity”, creating four clusters.
If we apply the above mentioned process on the dataset
depicted in Figure 4 we obtain three GS datasets as shown
in Table 1. When using the tags2con dataset [Andrews et
al., 2011], we have 4 427 gold standard annotations repre-
senting manually validated user-bookmark-tagsense triplets,
from these we build 857 different GS at various depth of the
WordNet is-a graph. We are currently running the evaluation
of different distances on this gold standard.
The purpose of each gold standard GSk is twofold:
1. Evaluate Step one of the sense induction algorithm pre-
sented in the previous Section 3, where the input is a
set of free-text tags C and the output is a set of clusters
of similar tags that represent a new concept. In our ex-
ample in Figure 4, we would be calling the clustering
algorithm with each of the gold standard GSk. Then, to
compute the accuracy of the clustering, we compare the
produced resultsHi with the classes of the gold standard
with standard cluster evaluation metric such as Purity,
Accuracy and Precision/Recall [Amigo´ et al., 2009].
2. Considering that we know the parent concept Gj for
each gold standard GSk, we also evaluate Step three of
the sense induction algorithm where for each cluster pro-
duced, a new concept also has to be added to the SV as
more specific than an existing concept in the SV. The
generalisations in the SV discovered by the algorithm
(Hi) is be compared to the one given in the gold stan-
dard (Gj). In our example in Figure 4, if we pass GS1
to the algorithm, it should create concepts for “person”
and “parasite”, and put them as hyponyms of “being, or-
ganism”.
5 Results
Using the methodology described in the previous section, we
have run a set of preliminary evaluation for the first step of
the algorithm using different clustering distances found in the
state of the art.
To compute the minimum baseline, we perform random
runs where a random number of clusters between one and the
number of instances is selected and each instance is assigned
randomly to one of these cluster. The mean F-measure on one
thousand runs is of 25.8%3.
In the state of the art, the number of collocated tags be-
tween bookmarks, and the number of users using a tag are
most often used to compare bookmarks or tags. We have thus
started by evaluating these distance measures to establish the
state of the art baseline. When using only tag collocation,
the first step clustering algorithm can achieve a maximum F-
measure of 59.7%4. The user collocation measure achieves a
very similar result with a maximum F-measure of 59.1%5, we
can however see that the distribution between precision and
recall of these two approaches is quite different.
We are currently running evaluations for the other steps of
the algorithm and with more complex distance measures that
should improve on the naive tag collocation approaches.
6 Conclusion and Future work
We have presented a novel approach to detect concepts in a
folksonomy. Our approach is an extension to the state of the
art that adds a method to detect polysemous/homograph tags
and assign them to different senses. Because of the – ac-
knowledged – lack of standard evaluation methodology in the
state of the art, we also propose a new methodology for eval-
uating sense induction in a folksonomy and building datasets
to run such evaluation.
3SD = 27.9%; Precision=42.2%, Recall=29.2%.
4Precision=59.4%, Recall=63.4%.
5Precision=64.8%, Recall=40.1%.
We are currently running evaluations of different distance
metrics and parameters to our algorithms by applying the pro-
posed evaluation methodology described here and will report
on results of this new approach in upcoming publications6.
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