We measure the intracluster medium temperature distributions for 62 galaxy clusters in the HI-FLUGCS, an X-ray flux-limited sample, with available X-ray data from XMM-Newton. We search for correlations between the width of the temperature distributions and other cluster properties, including median cluster temperature, luminosity, size, presence of a cool core, AGN activity, and dynamical state. We use a Markov Chain Monte Carlo analysis which models the ICM as a collection of X-ray emitting smoothed particles of plasma. Each smoothed particle is given its own set of parameters, including temperature, spatial position, redshift, size, and emission measure. This allows us to measure the width of the temperature distribution, median temperature, and total emission measure of each cluster. We find that none of the clusters have a temperature width consistent with isothermality. Counterintuitively, we also find that the temperature distribution widths of disturbed, non-cool-core, and AGN-free clusters tend to be wider than in other clusters. A linear fit to σ kT − kT med finds σ kT ∼ 0.20kT med + 1.08, with an estimated intrinsic scatter of ∼ 0.55 keV, demonstrating a large range in ICM thermal histories.
INTRODUCTION
Galaxy clusters have proven to be invaluable tools for cosmological studies. The largest gravitationally bound objects in the Universe, clusters trace their origins to fluctuations in the primordial density field. As a result, the evolution of galaxy clusters is intimately linked with the growth of large scale structure. Specifically, the cluster mass function, n(M, z), is sensitive to Ω M and Ω Λ , the matter and dark energy densities of the universe, and σ 8 , the mass fluctuation amplitude on scales of ∼ 8h −1 Mpc. Thus measuring the mass of clusters allows us to probe large scale structure in the universe. Mass measurements for a range of redshifts can then help to trace the formation and evolution of this structure. The viability of using clusters as cosmological probes relies on obtaining accurate cluster masses. Typically, this requires using an observable mass proxy, such as Xray temperature or luminosity, which scales predictably with total cluster mass. However, significant scatter in such scaling relations is a major source of error in cluster mass measurements. It has been found that cluster X-ray morphology and temperature substructure, particularly the presence of dense, cool cores, significantly affects the scatter in X-ray scaling relations (Markevitch 1998; Arnaud & Evrard 1999; Allen & Fabian 1998; Zhang et al. 2007; Ventimiglia et al. 2008) . A better grasp of cluster physics is clearly essential to understandkafrank@purdue.edu ing the scaling relations and thus obtaining more precise cosmological measurements.
The complex physics of galaxy clusters results in a wealth of temperature substructure. Cluster-cluster interactions, including mergers, radiative cooling, and AGN feedback can induce shocks and cold fronts (Markevitch & Vikhlinin 2007) , dense cool cores, X-ray cavities, and soft X-ray filaments (e.g., Crawford et al. 2005; Fabian et al. 2011) . Additionally, the cold gas expected from traditional cooling flow models is largely missing from cluster cores, observations instead revealing a cutoff in the temperature distributions at T ∼ T max /3 (Peterson et al. 2003) , despite some evidence of minor cooling flow activity in the form of star-formation (Bildfell et al. 2008) , Hα filaments (McDonald et al. 2010) , and a small amount of cold X-ray gas (e.g., Sanders et al. 2008 Sanders et al. , 2009a Sanders et al. ,b, 2010 Peterson et al. 2003) . Thus it appears that while cooling flows are not completely quenched, some amount of heating is necessary to explain the missing low-temperature gas in cluster cores. There are many proposed heating mechanisms, some of the most common being turbulence, thermal conduction, or some form of AGN feedback. The most popular is AGN feedback via inflation of cavities (McNamara & Nulsen 2007) . It has been shown that there is enough energy available in X-ray cavities to adequately balance radiative cooling (Rafferty et al. 2006; Bîrzan et al. 2004 ), but the exact nature of how this energy is distributed throughout the ICM is unknown.
It is clear that cluster temperature structure is strongly tied to the dynamical history of the cluster. Thus, a more thorough understanding of cluster temperature distributions may lead to reduced scatter in the X-ray scaling relations used for cosmology measurements and shed light on the cooling flow problem, cluster heating, and cluster-cluster interactions. Most measurements of cluster temperature distributions treat the ICM as a multiphase plasma, with anywhere from one (isothermal) to four temperature components. Typically, this also involves assumptions on the spatial distribution of the multi-temperature plasma. Using the Smoothed Particle Inference (SPI) method introduced by Peterson et al. (2007) it is possible to avoid such spectral and spatial assumptions by treating the ICM as a collection of plasma parcels, each emitting X-rays according to an independent set of parameters, including emission measure, temperature, spatial position, and size. These photons are then propagated through the XMM-Newton instrument response and the model parameters adjusted via Markov Chain Monte Carlo. The resulting distribution of smoothed particle parameters provides a good description of the cluster. In this way, we are able to measure the full temperature distribution, across all temperatures, while at the same time allowing for both temperature and luminosity substructure and asymmetry. We aim to characterize cluster temperature distributions in several ways. First, we investigate how well we are able to recover the shape of the temperature distribution. Second, we measure the width of the distribution, σ kT , as well as the cluster median temperature, total emission measure, and r 2500 . Third, we search for correlations of σ kT with other cluster properties, such as median temperature. Information on each cluster in our sample is gathered from the literature in order to determine if cluster dynamical state, central AGN activity, or cool-core status has any effect on the temperature distributions.
Assumed cosmology throughout the paper is H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3, and Ω Λ = 0.7.
2. DATA 2.1. Data Sample Our cluster sample is the HIghest X-ray FLUx Galaxy Cluster Sample (HIFLUGCS) compiled by Reiprich & Böhringer (2002) . HIFLUGCS is a statistically complete flux-limited sample, containing the 63 Xray brightest clusters in the sky (excluding the Galactic plane). The HIFLUGCS also contains a variety of cluster morphologies, including merging clusters, cool core and non-cool core clusters, and both galaxy clusters and galaxy groups. The clusters have redshifts in the range 0.003 z 0.2 and span a wide range in temperature, 0.8 keV T X 13 keV. We selected this sample because we wanted to both span the range of cluster types and have enough photons in the data to allow detailed measurements.
Of the 63 clusters in the sample, 62 have been observed with XMM-Newton (all except Abell 2244). For clusters with multiple available observations, we choose the longest observation (after flare screening) that is nearest the cluster center. We use the cluster optical redshifts as given in the NASA/IPAC Extragalactic Database (NED). Galactic hydrogen column densities are inferred from the 21cm radio measurements of Dickey & Lockman (1990) , as given in Reiprich & Böhringer (2002) . The observation details are given in Table 1 .
Data Reduction
Our analysis requires only a photon event list and exposure map for each XMM-Newton detector (MOS1, MOS2, pn, RGS1, and RGS2). These were created using the SAS 10.0 pipeline tasks emchain, epchain, and rgsproc. Light curves were created from the resulting event files to identify periods affected by soft proton flares, which were then removed from the data for the remainder of the analysis. Net exposure times, after flare screening, are listed in Table 1 for each observation. In addition, EPIC event files were filtered to include only photon event patterns 0 − 12 (to exclude non-X-ray events) and photon energies in the range 0.3 − 10.0 keV (MOS) and 1.1 − 10.0 keV (pn) (Andersson & Madejski 2004) .
ANALYSIS
We employ the smoothed particle inference method presented in Peterson, Marshall, and Andersson (2007) as an alternative to traditional X-ray analysis procedures for galaxy clusters. The smoothed particle method models the intracluster medium as a collection of X-ray emitting parcels of plasma. We refer to these parcels as smoothed particles, and each represents a large volume of plasma in the ICM. Each smoothed particle is characterized by a set of parameters, including temperature, emission measure, gaussian spatial width, redshift, and abundance. The smoothed particles emit photons according to the chosen spectral and spatial model ( §3.1), which are then propagated through the XMM-Newton instrument response. The resulting simulated data are then iteratively compared with the XMM-Newton data via a Markov Chain Monte Carlo (MCMC) process ( §3.2). The EPIC and RGS data are processed separately for each observation and the results combined prior to measuring cluster properties ( §3.3.1). We use the combined MCMC results to measure the cluster radius, emission measure, median temperature, and temperature distribution width, σ kT ( §3.3).
Smoothed Particle Model
The model for each smoothed particle consists of multiple components: the ICM model, a Galactic and extragalactic X-ray background, and the instrumental background. Though some parameters are global (the same for all smoothed particles), the four-component model applies independently to each smoothed particle. The fractions of photons going to each model component, as well as the relative normalizations, are free parameters. The model parameters are summarized in Table 2 .
ICM Model
For our analysis, the smoothed particles are spatially modeled as gaussians. The gaussian width as well as the two-dimensional position of each smoothed particle is allowed to vary independently. The ICM spectrum of each smoothed particle is produced by a WABS (Morrison & McCammon 1983 ) absorbed, isothermal MEKAL (Mewe et al. 1985 (Mewe et al. , 1986 Kaastra 1992 , Liedahl et al. 1995 model. Individual smoothed particles thus have a single temperature which may be different from every other smoothed particle. The prior for the distribution of smoothed particle temperatures is logarithmically uniform between 0.1 keV ≤ kT ≤ 10.0 keV, except for EPIC observations of clusters with kT avg ≥ 4 keV. Since these clusters may have some gas at temperatures > 10 keV, which EPIC can detect, the prior for these clusters is set to 0.1 keV ≤ kT ≤ 19.5 keV. The absorbing column density, n H , and the smoothed particle metallicity, Z, are also allowed to vary; however they are global parameters. Galactic column densities and redshifts are those listed in Table 1 . The smoothed particle metallicities are with respect to the solar abundances of Anders & Grevesse (1989) and use a uniform prior from 0.0Z ⊙ − 2.0Z ⊙ .
X-ray Background
The XMM-Newton data include not only photons emitted by the ICM, but also photons from the X-ray background. The X-ray background has three components: a soft Galactic X-ray background, a hard extragalactic X-ray background, and the instrumental background. To account for these background photons, additional components are added to the model described in §3.1.1. The normalization of each component is a free parameter.
The Galactic X-ray background consists primarily of soft X-ray photons of energies 1 keV with a spectrum consisting of several thermal components from 0.05 − 0.5 keV (Lumb et al. 2002; Kuntz & Snowden 2000; Snowden et al. 2008 ). Following the model of Andersson et al. (2009) , based on analysis of blank sky data files, we use a spatially uniform, unabsorbed, isothermal MEKAL model to describe the Galactic Xray emission. For all smoothed particles, the soft X-ray background temperature is fixed at 0.15 keV, the redshift is fixed at z = 0, and the metallicity is fixed at Z = 1.0Z ⊙ .
Unresolved extragalactic sources, such as AGN, are responsible for hard (energy 1 keV) X-ray background emission. The spectrum is well described by a power-law with an index of Γ = 1.47 and is spatially uniform. A model component with a spatially uniform, WABS absorbed, power law spectrum (with Γ = 1.47) is used to represent the extragalactic background. The absorbing column density is fixed to the value of n H for each cluster ( Table 1) .
The RGS and EPIC instrumental backgrounds (described in den Herder et al. 2001 and Lumb et al. 2002, respectively) , consist of several components. A soft proton background is modeled as a power law with Γ = −0.205 (−0.35) for EPIC (RGS). Electronic noise is modeled as an exponential, F ∝ e −E/Ei , with E i = 158 (500) eV for EPIC (RGS). We also model instrumental line emission. In addition, RGS has four calibration sources, which are modeled as 2D spatial gaussians. For further discussion on our implementation of the RGS and EPIC instrumental backgrounds, see Peterson et al. (2003) and Andersson et al. (2007) . The parameters for the instrumental background component are fixed for all smoothed particles, and are the same for all observations. They only differ between the EPIC and RGS instruments.
Smoothed Particle Inference
The four spectral and spatial model components described in §3.1 are combined for the MCMC analysis. For each smoothed particle, photons are emitted according to this model, which are then propagated through the instrument response (either EPIC or RGS) and compared with the input XMM-Newton data.
Some photons in the data are removed based on spatial position prior to beginning the MCMC analysis. The input images are 30 × 30 square arcminutes for EPIC and 5 arcminutes by 30 arcminutes for RGS. EPIC photons outside a 20 ′ × 20 ′ square centered on the cluster are removed, or outside a 30 ′ × 30 ′ region for clusters in which the core radius, as given in Reiprich & Böhringer (2002) , extends farther than 10' from the observation center (only applies to 4 clusters). RGS photons are removed if more than 3 ′ (2.5 ′ ) from the center in the dispersion (cross-dispersion) direction. Photons are also removed according to energy. EPIC MOS1 and MOS2 photons are only kept if they have energies 0.3 keV < E < 10.0 keV. Similarly, pn photons in the energy range 1.1 keV < E < 10.0 keV are kept (cf. Andersson & Madejski 2004) . The number of EPIC photons is increased by less than 2% if the pn energy range is extended down to 0.3 keV, and thus the difference in MOS and pn energy cuts does not have a significant affect on analysis. Wavelength cuts for RGS are 5Å < λ < 65Å (0.2 keV − 2.5 keV). There are several observations in which the cluster is outside of the RGS field of view and therefore only the EPIC data are used for these observations.
The number of smoothed particles (N sp ) and the oversim ratio (r, the ratio of simulated photons to data photons) are chosen such that
where N p is the number of photons in the data, after making the cuts discussed in the above paragraph. The reasoning for this criteria is described in §3.4. r is typically chosen to be 10. However, to mitigate the already large computing time, if N p > 1.5 × 10 6 , we use r = 1 and 10 times fewer smoothed particles, in accordance with Eqn. 1. We also set a lower limit to the number of smoothed particles at N sp ≥ 10. This limit comes into effect for observations with very few photons (typically RGS observations). In these cases, r = 100 and N sp is increased accordingly. Values of N sp range from 10 to several hundred.
The MCMC typically converges by iteration 500; however to be conservative, we automatically disregard all iterations prior to 1000. Convergence is verified by binning the iterations (300 iterations per bin) and measuring the average χ 2 and primary cluster parameters (as described in §3.3), except cluster size, for each bin. The chain is considered to be converged when these values agree within 1σ for 10 neighboring bins (the average χ 2 must be within 2%). The MCMC is allowed to run until a minimum number of iterations (after convergence), N , is met. This minimum depends on N sp for the observation, such that the total number of smoothed particles to be used in our analysis, N sp N , is 3 × 10 5 for EPIC and 1 × 10 5 for RGS. However, a minimum of 2000 itera-tions are required for all observations, regardless of N sp . For high quality observations with many smoothed particles, this results in using iterations 1000 to 3000 for our analysis. Computation times vary from several days to a few months. We run the MCMC on a pool of parallel machines.
3.3. Measurement of Cluster Properties The desired cluster properties can be calculated directly from the MCMC results by analyzing the distribution of individual smoothed particle parameters. The primary properties of interest are median cluster temperature (kT med ), the width of the temperature distribution (σ kT ), a characteristic cluster radius (r 2500 ), and the total emission measure (EM ) or luminosity. Uncertainties for most of these properties are also relatively simple to calculate using the standard deviations of the MCMC results ( §3.3.6).
Combining EPIC and RGS
To take full advantage of the different energy sensitivities of RGS and EPIC, the MCMC results from EPIC and RGS observations are combined for the purpose of measuring cluster properties. In fact, to measure the entire X-ray temperature distribution, the use of both is essential. However, the EPIC field of view is larger than that of RGS (the RGS field of view is a 5' strip across the center of the EPIC field of view), and so care must be taken when combining the smoothed particle parameter distributions. Within the RGS field of view, where there are smoothed particles from both the RGS and EPIC MCMC results, the aim is to give more weight to the RGS observation at lower temperatures and to the EPIC observation at higher temperatures. The RGS instrument determines temperature primarily via K-and L-shell emission lines of C, N, and O, as well as Fe Land M-shell emission lines. EPIC is primarily sensitive to Fe K-shell emission lines. The temperature sensitivity of RGS and EPIC can therefore be roughly characterized by the ionization fraction of Fe L and Fe K, respectively, as a function of temperature. Note that the shape of the bremsstrahlung continuum is important when using EPIC to measure a single cluster temperature. However, it is difficult to disentangle multiple temperature components based on the continuum; consequently, it is more appropriate to use the Fe K emission lines to characterize the ability of EPIC to measure the temperature distribution. In the overlapping region, we therefore weight the RGS results (the individual smoothed particle parameters) by the Fe L ionization fractions and the EPIC results by the Fe K ionization fractions (see Figure 1 ). This ensures that where RGS data is available, it is used preferentially for determining the temperature distribution where it is more sensitive than EPIC, namely at temperatures 1.76 keV, and similarly, that EPIC data is always preferred at higher temperatures. Outside of the RGS field of view, the EPIC results are weighted by the Fe K + Fe L ionization fractions. In this way we are able to take advantage of the greater sensitivity of RGS at low temperatures, while at the same time utilizing the higher temperature sensitivity and larger field of view of EPIC. Note that RGS data contains very little spatial information, other than that based on its field of view, and therefore this method should not be applied if investigating the spatial dependence of the temperature distribution, e.g. for making temperature maps. For the purpose of this work, it is only relevant whether or not RGS detects gas at a given temperature, not where this gas is located.
r2500
The characteristic radius of each cluster is chosen to be r 2500 , the radius within which the mean mass density is 2500 times the critical density of the universe at that redshift. To determine r 2500 , we employ the M − T X scaling relation of Arnaud et al. (2005) ,
and calculate the radius within which this is true for the measured cluster temperature,
The temperature used in Arnaud et al. (2005) is the coreexcised spectroscopic temperature from 0.1 − 0.5r 200 . However, for the purposes of this work, it is not crucial to have a precise estimate of r 2500 , and we use here the emission-weighted median temperature of all smoothed particles (all of which are within the spatial cuts §3.2).
Excising the core prior to measuring the temperature, as is done in Arnaud et al. (2005) , only changes our r 2500 measurements by a few percent. r 2500 is the first cluster property measured, and all cluster properties are measured within this radius by only considering smoothed particle emission within r 2500 .
Median Temperature
There are many different ways to define a single temperature for a cluster. We choose to use a temperature kT med defined by the median log kT of the smoothed particles. Smoothed particles from both RGS and EPIC, within r 2500 , are used. For each smoothed particle, logkT is weighted by both its emission measure and W RGS (kT ) or W EPIC (kT ) (where kT is the smoothed particle's temperature and W RGS (kT ) or W EPIC (kT ) is the ionization fraction weight for a smoothed particle of temperature kT ). Recall that for EPIC smoothed particles which are outside the RGS field of view, W EPIC is equal to the sum of both the Fe K and Fe L ionization fractions (Figure 1) , regardless of the smoothed particle temperature. The median of this weighted distribution then defines the cluster's median temperature, kT med .
Width of Temperature Distribution
All of the other primary cluster properties -physical size, total emission measure, and temperature -can be found using traditional analysis methods. The main advantage of our method is that by constructing a continuous temperature distribution we can also measure the width of this distribution, σ kT .
Both RGS and EPIC smoothed particles (again within r 2500 ) are used in the determination of σ kT . As with the kT med measurement, each smoothed particle's temperature is weighted by its emission measure and W RGS (kT ) or W EPIC (kT ). The standard deviation of the weighted temperature distribution is then taken to be σ kT , as given in Eqns. 4 and 5. Here, kT j and EM j are the temperature and emission measure of the j th smoothed particle. W j is either W RGS (kT j ) or W EPIC (kT j ). The sum is over all RGS and EPIC smoothed particles. This value is then corrected for the isothermal spread function, as described in §3.4.
Rather than explicitly calculating the luminosity, we choose to use a closely related quantity, emission measure, given by Eqn. 6.
It is directly related to the X-ray luminosity through the cooling function, Λ(T ). For most clusters, Λ ∼ T 1/2 , i.e. only bremsstrahlung emission is significant, but for lower temperature clusters the effect of line emission begins to alter the cooling function. Therefore when comparing clusters over a wide range of temperatures, where the cooling function is not constant, it seems more appropriate to use the emission measure rather than the luminosity.
It is relatively straightforward to calculate the emission measure for each smoothed particle (and thus also for the entire cluster) from the MCMC results. One of the smoothed particle parameters is the MEKAL normalization ( §3.1.1). This is related directly to the emission measure (Eqn. 7).
The total emission measure for the cluster is simply the weighted sum of the smoothed particle emission measures, averaged over the number of iterations used, as in Eqn. 8,
where the sums are over all the RGS (j) and EPIC (k) smoothed particles, and N RGS and N EPIC are the number of RGS and EPIC iterations. The sum over RGS smoothed particles yields the contribution to the total emission measure of cool gas within the RGS field of view. The sum over EPIC smoothed particles comprises the contributions of the higher temperature gas within the RGS field of view and gas of all temperatures outside the RGS field of view.
Statistical Uncertainties
One of the advantages of using a Markov Chain Monte Carlo is that it comes with a built-in estimate of statistical uncertainties. Once the chain has converged, the parameters from any individual iteration comprise a statistically acceptable representation of the cluster. The (weighted) contribution of RGS to EM , kT med , and σ kT is calculated separately for each RGS iteration and the standard deviation of these values then comprises the RGS contribution to the error. The same is done for EPIC, and error on the combined quantity is then calculated using standard propagation of error techniques. In the case of r 2500 , the error is calculated using propagation of error on Equations 2 and 3, including the errors on kT med and the two M − T X fit parameters from Arnaud et al. (2005) .
Isothermal Spread Function
There is an intrinsic limit to how well the temperature distribution can be resolved. This limit is affected by two major factors. The first is the statistical ability of the data to determine the temperature distribution, given the imperfect instrument response and finite number of photons. Secondly, even with a perfect instrument and infinite number of photons, the spectroscopic information from atomic transitions has an incomplete set of information about the temperature distribution. The effect of this limit is to introduce extra broadening to the temperature distribution, similar to the effect of a pointspread function, so that the measured temperature width of even an isothermal cluster will be nonzero. We must correct for this 'Isothermal Spread Function' (ISF) in order to obtain a measurement of the cluster's intrinsic temperature width. We quantify the ISF by simulating a set of isothermal clusters, whose true σ kT = 0. The simulated clusters are analyzed as described in §3.3 and their σ kT values are taken to be measurements of the ISF, σ ISF .
Clusters were simulated according to an isothermal MEKAL spectral model. The spatial distribution of each cluster is described by a β-model, with r c = 60" and β = 0.8. ρ 0 is chosen to get the desired number of photons, N p . As a measure of the ability to measure ICM temperatures, the ISF is a spectral phenomenon, and is therefore not expected to be sensitive to spatial characteristics of the X-ray emission (e.g. r c or β). Energy and spatial cuts are the same as in §3.2. We determined the effect of four parameters on the ISF: the cluster temperature (kT ), the number of smoothed particles (N sp ), the number of photons in the data (N p ), and the ratio of simulated photons to photons in the data (the 'over-simulate factor' r). Combining these effects, we find the ISF can be approximated as σ ISF = σ 1 (N p r/N sp )σ 2 (kT ).
The first group of simulated clusters determined the effect of N p , N sp , and r on the ISF. The temperature of all simulated clusters in this group was set to 1 keV. The values of N p , N sp , and r for the model were chosen from the following: N p = {10 3 , 10 4 , 10 5 }. N sp = {10, 100, 1000}, and r = {1, 10, 100}. All possible combinations of these parameters were simulated for both RGS and EPIC (with the exception of the RGS r = 100, N p = 10 5 , N sp = 1000 and EPIC r = 100, N p = 10 5 , N sp = 10 simulations, due to the long computation time required), resulting in 26 measurements of the ISF for EPIC and 26 for RGS.
We found that the ISF depends on the ratio N p r/N sp , which is the average number of simulated photons per smoothed particle (Figure 2 ). This ratio ranged from 1 to 10 5 in our simulations. The best fit as a function of N p r/N sp for RGS is
and for EPIC is
Unsurprisingly, the more simulated photons per smoothed particle, the better the temperature distribution can be constrained. There proved to be too few simulated photons per smoothed particle in the r = 1, N p = 10 3 , and N sp = 1000 simulations to constrain the temperature distribution (these were excluded from the σ ISF fits for this reason). Thus, it appears we must have N p r/N sp > 1, and given the swift increase in the size of the ISF, 10 3 ≤ N p r/N sp ≤ 10 4 is preferable. Higher values may decrease the ISF somewhat; however, they also drastically increase the already large computation time. We therefore choose N sp and r for each dataset such that N p r/N sp ≈ 10 4 . Thus we are able to minimize that contribution to the ISF of the number of photons in the data by a choosing an appropriate number of smoothed particles and over-simulate factor.
kT
We minimize the contribution to the ISF due to the number of photons in the as described above. The cluster temperature is thus primarily responsible for determining the ISF. We therefore simulated clusters with temperatures (in keV) of kT = {0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 13}. For each temperature, we simulated the same cluster (with a given ρ 0 , r c , and β) three times, with the following instruments and temperature priors: 1) RGS, 0.1 keV ≤ kT ≤ 10.0 keV, 2) EPIC, 0.1 keV ≤ kT ≤ 10.0 keV, and 3) EPIC 0.1 keV ≤ kT ≤ 19.5 keV. ρ 0 was chosen at each temperature such that N p = 10 5 for EPIC. N sp and r were then chosen individually for each simulation according to §3.2, such that N p r/N sp = 10 4 . Each EPIC simulation was then combined with the RGS simulation of the same kT and σ ISF measured according to §3.3.4. The resulting σ ISF as a function of cluster temperature, measured in keV, for the EPIC temperature prior of 0.1 keV ≤ kT ≤ 10.0 keV is σ ISF (kT ) = 0.41kT 2.13 e −0.35kT ,
and for the 0.1 keV ≤ kT ≤ 19.5 keV temperature prior is σ ISF (kT ) = 0.43kT 2.00 e −0.22kT .
Both functions are shown in Figure 3 .
ISF Correction
For the MCMC analysis, the N p r/N sp contribution to the ISF if minimized by setting r and N sp such that N p r/N sp ≈ 10 4 , where N p is estimated as one quarter of the total photons in the data (since there are four model components, and only one component represents the ICM). The ISF is then calculated using Eqn. 11 or 12. For the temperature, we use the combined median temperature as described in §3.3.3. The ISF is subtracted from the raw σ kT ( §3.3.4) according to Eqn. 13. All reported σ kT are corrected for the ISF in this manner. An additional systematic error term is incorporated in the reported σ kT errors to account for uncertainties in the ISF measurements and any residual error due to the number of photons.
4. RESULTS
Cluster Morphology and Dynamical State
In order to investigate possible connections between our results and cluster morphology or dynamical state, we have taken advantage of the well-studied nature of the HIFLUGCS sample and found information on each cluster's X-ray and radio morphology in the literature (see references in Table 3 ). For each cluster, its radio features are classified according to the taxonomy of Kempner et al. (2004) , the major categories being radio features that are associated with AGN and features that are associated with the ICM, which are usually indicative of merging activity (e.g. giant radio halos). X-ray results for each cluster are used to determine if the cluster is known to have X-ray cavities (with or without coincident radio emission) and whether it is known to have a disturbed morphology (such as filamentary structures, secondary X-ray brightness peaks, or significant isophotal centroid shifts, e.g. as in Vikhlinin et al. (2009) ) or a regular, symmetric X-ray morphology. It is also noted if the cluster is known to be undergoing a merger based on detailed X-ray observations.
Based on this information, we divide the cluster sample two different ways. First, we have separated clusters which are known to be relaxed from those which are disturbed in any way. A cluster is designated as disturbed if it has any of the following features: evidence of merging activity (from detailed X-ray observations or large-scale radio emission), or a disturbed X-ray brightness morphology. A cluster is designated as relaxed only if it has none of the latter and has a regular, symmetric X-ray morphology (which may include cavities). A cluster typically satisfies several of the criteria for its designated category. For all but six cases, this classification matches the disturbed/undisturbed designations of the HIFLUGCS clusters used in Vikhlinin et al. (2009) and Zhang et al. (2011) , which is based solely on the Xray brightness morphology. These are all cases in which Vikhlinin et al. (2009) classify a cluster as undisturbed, but more detailed X-ray (and in some cases radio) observations show strong evidence of merging activity. Second, the clusters are classified according to whether or not they have a central AGN, according to Mittal et al. (2009) . Additionally, we use the results of Hudson et al. (2010) , which divide the entire HIFLUGCS sample into strong, weak, and non-cool core clusters (SCC, WCC, and NCC) based on central cooling time, providing a third perspective from which to view the results. See Table 3 for each cluster's classification and the associated references.
Temperature Distributions
Continuous temperature distributions for all clusters in our sample are shown in Figures 4 -7 . The measured temperature distribution is a combination of the intrinsic ICM temperature distribution and the ISF. To determine the relative contribution of the ISF to the shape of the temperature distributions, we directly compared the temperature distributions of the simulated clusters to clusters from the HIFLUGCS sample ( Figure  8 ). Least squares fitting to both the simulated cluster and HIFLUGCS distributions show they are both approximately log-normal. Attempts to fit the distributions with a single common function yielded similar χ 2 values. Low temperature peaks are seen in many of the temperature distributions from the HIFLUGCS clusters, but we also see such secondary peaks in a few of the simulations, indicating at least some of these peaks may be artifacts introduced in the MCMC, with the possible exception of the binary clusters A399 and A401. However, the temperature distributions of the HIFLUGCS clusters tend to be slightly wider than that of similar simulated distributions. Thus, while the shape of the temperature distributions are clearly dominated by the ISF, we are capable of measuring extra broadening beyond the ISF. It is also worth noting that there are some variations in the temperature distributions from one cluster to the next; each cluster is unique at some level.
Cluster Parameters
We measured the median temperature, total emission measure, r 2500 , and σ kT for each cluster in our sample (Table 3 ). The median temperatures are also illustrated on the cluster temperature distributions (Figures 4 -7) .
To evaluate the measurements of kT med , we measure the median temperatures of the simulated isothermal clusters to test how well the known cluster temperature can be recovered (Figure 9 ). For clusters with kT 5 keV, kT med is biased slightly low. This is likely due in part to the high temperature side of these clusters' log-normal temperature distributions (see §4.2) extending beyond the allowed temperature range for the smoothed particles, and the resulting asymmetry in the measured temperature distribution artificially lowers kT med . In addition, EPIC is not as sensitive to gas at such high temperatures, making it more difficult to constrain the temperature distributions. For real clusters, these two effects combine to lower the measured value of kT med . Comparing kT med with the more traditional temperatures reported in Reiprich & Böhringer (2002) and Hudson et al. (2010) (Figure 9 ), we find reasonable agreement, although again for higher temperature clusters kT med tends to be slightly lower than the Reiprich & Böhringer (2002) temperatures. In addition to the effect described above, the temperatures of Reiprich & Böhringer (2002) and Hudson et al. (2010) are obtained using completely different methods than this work, and may not represent the same physical temperature, and are also measured within larger apertures than r 2500 , which is probably the main source of the discrepancy in the measured temperatures. There are several clusters (the seven nearest clusters and the Coma Cluster) for which r 2500 is completely beyond the spatial cuts described in §3.2; kT med , σ kT , and EM for these clusters are therefore measured within a region smaller than r 2500 , using emission from all available smoothed particles (within the spatial cuts). Excluding these clusters has little effect on the overall results (with the exception of the slope of the EM − kT med relation, see below), so they are included in the remainder of the analysis. Similarly, there are an additional 18 clusters for which r 2500 is only partially enclosed within the square region defined by the spatial cuts, either because r 2500 is slightly larger than 10' or 15', or because the cluster observation was off center. However, in these cases some emission out to r 2500 is included, and the amount of missing emission area is at most ∼ 5 − 10%. We therefore treat these clusters normally.
From the perspective of our classification schemes, there are some notable differences in kT med between types of clusters. As found in other works, including Chen et al. (2007) ; Burns et al. (2008) ; Mittal et al. (2009) , we find that relaxed, SCC, and AGN clusters (groups which largely overlap), all tend to have lower median temperatures, as well as smaller radii, than disturbed, NCC, and non-AGN clusters, as can be seen in Figures 10 and 11 .
For a given cluster, σ kT quantifies any departure of the cluster ICM from isothermality. For all 62 clusters σ kT rules out isothermality by at least 1σ, and in many cases much higher significance. Using the classification schemes introduced in §4.1, it can be seen from Figure 12 that the σ kT appears to behave differently for different types of clusters. Relaxed, SCC, WCC, and AGN clusters are more likely to have narrower temperature distributions (smaller σ kT ), whereas disturbed, NCC, and non-AGN clusters are more likely to have wider temperature distributions. This effect is strongest for the disturbed/relaxed cluster classification.
Scaling Relations
We plot EM − kT med , the analog of the L X − T relation, in Figure 13 . Assuming a powerlaw relation logEM = αlogkT + β, a fit to all clusters using the IDL MCMC fitting procedure linmix err (Kelly 2007) yields α = 2.69±0.24, β = 65.45±0.15, in agreement with other works. The slope is significantly steeper if only clusters with kT med < 3 keV are included; α = 3.96 ± 0.98. As expected, relaxed, SCC, and AGN clusters tend to lie above and to the left of the best fit. If the eight largest clusters (for which r 2500 is not visible) are excluded, the effect is to essentially remove most of the coolest clusters, which results in a shallower EM − kT med slope of α = 2.18 ± 0.29.
Plots of σ kT − kT med , σ kT − EM , σ kT − r 2500 and are shown in Figures 14, 15, and 16 , respectively. To investigate the possibility of a correlation between σ kT and kT med , the data was fit to two models, a linear relation and a constant. The best fit constant is σ kT ∼ 1.38 keV with a χ 2 of 333. The linear fit resulted in a best fit relation of σ kT ∼ 0.20kT med + 1.08 with a χ 2 of 242. Though neither the constant nor linear model is a very good fit, the decrease in χ 2 of ∆χ 2 = 91 between the two fits hints at a correlation between σ kT and kT med . The linear fit indicates the presence of intrinsic scatter of ∼ 0.55 keV.
DISCUSSION
We have found that for relaxed, SCC, WCC, and AGN clusters, σ kT is more likely to be small, while for disturbed, NCC, and non-AGN clusters, σ kT is typically larger and may be correlated with kT med . Apparently, the establishment of a strong cooling flow, often in conjunction with central AGN activity, leads to a reduction of both σ kT and kT med . As the gas cools, the higher temperature gas is removed, turned into lower temperature gas, down to some cutoff which scales as kT med (Peterson et al. 2003) , likely due to AGN heating, which has the effect of lowering σ kT . This would also have the effect of lowering kT med . Nearly any disturbance to the ICM, generally from interaction with another cluster, usually disrupts the cooling flow, raising the median temperature. It also seems plausible that the merging of two clusters, with different temperature distributions, should result in a larger σ kT . Even for weaker interactions, where the clusters remain separate, the interaction may give rise to cold fronts, shocks, or at the very least a disruption to the cool cores, all of which could increase σ kT . The presence of intrinsic scatter in σ kT suggests the exact details of each cluster's merger, cooling, and AGN history probably has a significant effect on σ kT .
SUMMARY AND FUTURE WORK
We have used the smoothed particle inference method of ) to measure the temperature distributions of the HIFLUGCS sample of galaxy clusters. The shape of the temperature distributions are found to be dominated by the isothermal spread function, which is approximately log-normal. The measured temperature distributions tend to be somewhat broader than the ISF and have slight variations from cluster to cluster. We find the width of the distributions, σ kT , is inconsistent with isothermality for all 62 clusters. We find a slope for EM − kT med relation that is steeper than predicted from self-similarity, but consistent with other works, α = 2.69±0.24, which increases to α = 3.96±0.98 for low-temperature clusters. Separating the clusters according to various criteria, we find that the relaxed, SCC, and AGN groups largely overlap, as do the disturbed, NCC, and non-AGN cluster groups. The relaxed, SCC, WCC, and AGN clusters tend to have not only lower kT med , as expected and found in other works, but also smaller σ kT than the disturbed, NCC, and non-AGN clusters. The σ kT − kT med is described better with a linear fit, σ kT ∼ 0.20kT med + 1.08, than a constant, indicating that there may be a correlation between σ kT and kT med . However, the intrinsic scatter in the σ kT measurements, ∼ 0.55 keV, indicates that the exact history of each cluster may have a significant impact on σ kT and there is still much to be learned.
The upper end of the cluster temperature distributions, particularly for massive clusters, is not as well constrained as the lower temperature end. This is due partly to the fact that XMM-Newton does not have much sensitivity at energies above ∼ 15keV , and partly due to a lack of line emission at such high temperatures. However, it may be possible to somewhat improve temperature constraints at higher temperatures by including hard X-ray data in the analysis, e.g. from Suzaku. The foremost issue to be addressed with future work is the large amount of scatter in the σ kT results, both to confirm or rule out a σ kT − kT med correlation and to more accurately determine the amount of intrinsic scatter in σ kT . Towards this end, it would be useful to include more clusters in the sample, e.g. the 43 additional clusters in the HI-FLUGCS extended sample. The most useful avenue of research would be to compare our results with those from hydrodynamical simulations of cluster formation. Measurements of σ kT from such simulations would shed light on the amount of intrinsic scatter to be expected. They may also reveal how complicated cluster physics, such as conduction, AGN feedback, cooling flows, and cluster mergers, might effect σ kT .
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