Abstract-Reducing power consumption of wireless networks has become a major goal in designing modern multimedia wireless systems. In an effort to reduce power consumption, this paper addresses the issue of scheduling real-time messages in multimedia wireless networks subject to both timing and power constraints. A power-consumption model is introduced to calculate powerconsumption rates in accordance with message-transmission rates. Next, a new message-scheduling scheme called Power-aware Real-time Message (PARM) is developed to generate messagetransmission schedules that minimize power consumption of multimedia wireless-network interfaces and the probability of missing deadlines for real-time messages. With a power-aware scheduling policy in place, the proposed PARM scheme is very energyefficient. Experimental results based on a wide variety of synthetic workloads and eight real-world applications show that PARM significantly reduces energy dissipation while maintaining low missed rates. PARM reduces power consumption of data transmissions by up to 99.4% (with an average of 86.7%) for synthetic network traffic and saves energy by up to 60.0% (with an average of 34.1%) in the eight real-world applications.
I. INTRODUCTION
F UTURE-GENERATION wireless networks seamlessly provide users with multimedia and data services. There have been increasing efforts to develop real-time applications in wireless networks. Advanced interactive multimedia applications are real-time in nature; typical examples of multimedia applications in wireless networks include video telephony, video games, and television broadcasting. [37] Real-time applications in wireless networks depend not only on the logical results of computation but also on the time at which the results are produced [18] , [29] , [30] , [32] .
In addition to handling multimedia traffic like speech and video, challenges in improving wireless-network capability include energy efficiency and different classes of data traffic. The reason is that a large number of wireless devices are multimedia oriented, and most wireless devices have constraints on energy consumption, size, and bandwidth [2] , [12] , [26] . Recent studies show that battery-performance improvement rate in terms of energy per unit size or weight is fairly slow, and energy consumption needed for communication will severely limit the functionality of wireless networks. Emerging multimedia applications with higher power needs make battery performance even worse. Therefore, reducing power consumption of realtime traffic is an efficient approach to achieve long battery life for wireless networks supporting multimedia applications.
In recent years, energy conservation of processor for realtime systems has been extensively studied. However, energy conservation in wireless networks using scheduling remains an open problem. Such energy-conservation technologies become critical because admission control and scheduling approaches are expected to significantly reduce energy consumption of real-time communication in wireless networks.
Scheduling algorithms play a key role in obtaining high performance in real-time wireless data networks [6] , [7] , [19] . In addition to high-performance, energy-aware messagescheduling algorithms need to be developed to further improve energy efficiency of wireless networks. This paper proposes an energy-aware scheduling algorithm called Power-aware Realtime Message (PARM) for real-time messages in wireless networks in the context of future-generation multimedia applications. It should be noted that the terms message and packet are used interchangeably throughout this paper. The novelty of the approach lies in the fact that the message-scheduling algorithm aims at meeting timing constraints and conserving power consumption for real-time wireless networks. To quantitatively evaluate the message-scheduling algorithm, a simulation platform is built to compare the approach against four baseline algorithms that are unaware of energy efficiency. Experimental results based on a wide variety of synthetic workloads and eight real-world applications show that PARM significantly reduces energy dissipation while maintaining low missed rates.
The rest of this paper is organized as follows. Related work is discussed in Section II. Section III describes the mathematical models. The new PARM algorithm is proposed in Section IV. An analytical model is constructed in Section V. Section VI presents the simulation platform and experimental results of PARM scheduling scheme for wireless networks. Finally, Section VII concludes this paper.
II. RELATED WORK
Some research has been done on real-time scheduling for real-time systems [1] , [14] , [20] , [29] . In practice, a real-time scheduling algorithm generally falls into two categories: static (offline) [36] and dynamic (online) [28] . Lipari and Buttazzo proposed a framework for scheduling real-time multitask applications in an open system [18] . Qin and Jiang developed an efficient fault-tolerant scheduling algorithm for real-time tasks with precedence constraints [24] , [25] . In previous works, Xie and Qin studied security-aware scheduling for real-time applications in embedded systems [36] , clusters [34] , [35] , grids [33] , and storage systems [21] , [22] . Although these scheduling algorithms achieve high performance for real-time computing, they are inadequate for real-time wireless networks.
Recently, increasing attention has been paid to energyefficiency for wireless networks because high energy-efficiency has become a baseline requirement. Jones et al. examined the current state of the art in energy efficiency in the context of wireless networks and introduced new technologies that meet the energy-efficiency needs of wireless networks [16] . Stine and Veciana studied various methods to improve energy efficiency of centrally controlled wireless data networks [28] . Huang proposed an adaptive and energy-conserving indexing method for on-demand data broadcasting systems [15] . Wang and Wang proposed a new adaptive call admission control scheme that takes energy conservation in wireless networks into account [32] . However, the aforementioned energy-efficiency techniques are not adequate for real-time applications due to the lack of ability to handle timing constraints.
Some works have been done to incorporate energy efficiency into a variety of real-time applications. Havinga and Smit identified prominent problems of wireless multimedia networking and presented various solutions to improve energy efficiency for multimedia applications [13] . Lipari and Buuazzo proposed an approach to trade off quality of energy efficiency to achieve required real-time performance [18] . Akkaya and Younis proposed an energy-aware QoS routing protocol to find a least cost delay-constrained path for real-time data [2] . The PARM work is fundamentally different from the previous approaches because this paper is focused on the issue of energy-aware message scheduling for real-time wireless networks.
Zhu and Cao conducted excellent research on designing power-aware and QoS-aware service models over wireless networks [38] , [39] . After constructing a novel power-conserving service model for streaming applications over wireless networks, they investigated the rate-based bulk-scheduling (RBS) algorithm to determine which flow should be served at which time. The RBS algorithm not only makes it possible for wireless network interfaces to sleep for a long time period to conserve energy but also provides delay guarantee. RBS achieves high power efficiency by buffering data so that the wireless network interface can sleep for a long time period to conserve energy. Different from RBS that noticeably reduces power consumption by powering off the wireless-network interfaces of the receivers, PARM provides significant energy savings by lowering the transmission power of the wireless-network interfaces of senders as long as deadlines of real-time messages are guaranteed. It is worth nothing that the PARM algorithm presented in this paper can be considered complementary to the RBS algorithm in the sense that additional energy savings can be achieved by integrating PARM with RBS.
Prabhakar et al. considered packet transmission schedules that minimize energy in wireless networks while warranting deadline or delay constraints [22] and energy-efficient packet transmission over a wireless link [32] . After realizing that power consumption can be substantially reduced by lowering transmission power, Prabhakar et al. proposed the lazy-packetscheduling approach to reduce the transmission rates of packets without violating deadlines. Khojastepour and Sabharwal investigated delay-constrained package schedulers that guarantee a maximum queuing delay for each packet while minimizing power consumption in network systems. The major distinction between the lazy-packet-scheduling and delay-constrained scheduling schemes and PARM is fourfold. First, their schemes assumed that all packets shared a common deadline T , i.e., all transmissions must be completed by time T . In contrast, PARM algorithm relaxes the assumption by allowing each packet to have an individual deadline. In doing so, PARM is more flexible because a set of real-time packets with a common deadline is a special case of the general packet-scheduling problem addressed in this paper. Second, Prabhakar et al.'s online scheduling approach was built based on their optimal offline scheduling algorithm. Although PARM is also an online scheduling algorithm, the PARM algorithm is developed from ground up, specifically for dynamically arriving packets. Thus, PARM is independent of any optimal offline algorithm. Third, in order to apply the online algorithms designed by Prabhakar et al., one has to acquire the statistics of arrival processes. Unlike their approach, PARM can be used to schedule real-time packets without knowing packet arrival patterns. Fourth, since the aforementioned scheduling approaches assume that the deadlines of all packets are identical, the schedulers treat packets in the same fashion. PARM, on the other hand, assigns higher priority to packets with earlier deadlines. PARM's strategy can guarantee more packets to be transmitted before the corresponding deadlines.
III. MODELS

A. Message-Scheduling Architecture
A base station in a wireless network communicates with mobile terminals via downlink and uplink channels. It is assumed in this paper that an uplink channel can be granted through a downlink or randomly accessed by mobile terminals, and download channels are accessed using the time division multiple access (TDMA) method. In TDMA, different users are allowed to share the same frequency channel by dividing the signal into different time slots. Similar assumptions are used in many existing works [39] . The PARM mechanism in the system architecture shown in Fig. 1 is mainly composed of an energyconsumption controller (ECC), an admission controller (AC), and an earliest deadline first (EDF) scheduler (where an EDF scheduling algorithm is applied). Although the EDF scheduling strategy is simplistic, it is still one of the most widely used scheduling algorithms [3] , [4] , [8] . The PARM mechanism is deployed in the wireless network interface of each sender, which delivers incoming messages to receivers through a wireless link. All the messages are independently submitted from m mobile terminals, and their arrival times abide by Poisson distribution. The function of the AC is to determine if an incoming message can be accepted or not, whereas the ECC is intended to minimize the energy consumption of current messages residing in an accepted queue. The EDF scheduler transmits the messages in accordance with their deadlines in a way that messages with the earliest deadlines are given the highest priority. If a real-time message's deadline cannot be guaranteed, the message will be dropped in the rejected queue.
B. Modeling Real-Time Messages
The PARM real-time message model assumes that all messages have soft deadlines, and all messages are independent of one another. In a PARM system model, there exists a PARM mechanism that handles real-time messages from each mobile terminal. Each message has a SenderID that indicates the identity of the message sender. Likewise, each message has a ReceiverID that hints where the message should be delivered. Messages arrive at a PARM mechanism according to a Poisson process. Message m i is represented as a tuple ( 
where b i is the transmission rate of message
. . , m n } be a set of real-time messages submitted to a PARM mechanism. The PARM power-aware scheduler presented in the following section makes use of a function to measure the energy consumption of each admitted message. Given a message m i , its energy consumption i can be quantitatively computed by
where θ i is the energy-consumption rate measured in energy consumption of each transmitted bit and s i is the data size of m i . The value of i depends on the transmission rate of the current message m i . Hence, the energy consumption of one message can be calculated using (2). The energy-consumption rate is a function of the transmission rate
The function Γ [see (3)] is obtained by taking the points from a previous study [32] and fitting a polynomial curve to the experimental points
The function Γ used to compute the energy-consumption rate is shown in Fig. 2 (see Section III-C). Note that the energy-consumption rates used in this paper are expressed in terms of decibel (dB) values. Let X i be all possible schedules for message m i and
Given a real-time message m i , the economical energy consumption of the wireless network interface with respect to m i is minimized by the ECC (see Fig. 1 ) under the timing constraint of m i . In other words, the economical energy consumption Ψ i (X i ) is the minimal energy consumption among all energy consumption of the possible schedulers. Thus An energy-aware scheduler strives to minimize a wirelessnetwork interface's energy consumption. Let X be all possible schedules for the entire message set M . Thus, the total energyconsumption function needs to be minimized subject to timing constraints
where n is the number of submitted messages and Φ is a step function, i.e., Φ(x i ) is set to one if m i is admitted and is set to zero, otherwise. Equation (5) signifies that the energy consumption of a wireless-network interface can be computed as the sum of the power consumption of all messages admitted to the network interface.
C. Energy-Consumption Model
Equation (3) and Fig. 2 show the relationship between the power-consumption rate and the message-transmission rate. The vertical axis is the power-consumption rate, whereas the horizontal axis is the message-transmission rate measured in kilobits per second. The energy-consumption model is built based on the empirical results reported in [32] . The result in [32] is extended by using curve fitting, so it is possible to quantitatively obtain the corresponding power consumption when the message-transmission rate varies in the range between 125 and 1000 kb/s. This paper pays attention to nonexceptional cases where energy consumption can be efficiently conserved by reducing transmission rate. Like several existing models reported in the literature [11] , [27] , the PARM model does not account for energy consumption for retransmissions. Thus, the PARM energy-consumption model is suitable for a wireless link with a single transmission attempt across the link. It is worth nothing that the energy-consumption model used in this paper is for illustration purpose only; therefore, the model may be replaced by any model that not only considers retransmissions but also characterizes the relation between energy consumption and data rate in a mathematical form depending on coding schemes, modulation levels, multiple access methods, and channel types. The PARM scheduling algorithm leverages the energy-consumption model to calculate rates of power consumption according to message-transmission rates determined by the ECC.
IV. PARM SCHEDULING ALGORITHM
The PARM scheduling algorithm integrates the EDF scheduling algorithm into the energy-consumption heuristic scheme described in Section III.
The basic strategy of PARM is to set the transmission rate of the current message as low as possible without causing any other messages in the admitted queue to miss their deadlines. According to Fig. 2 , although using a lower transmission rate costs more time for a message, the energy consumption will be lower because the power rate increases exponentially with the transmission rate. Therefore, the key point here is trying to reduce the transmission rate of each message and also making sure that the missed rate of all messages is not significantly increased. In many cases, the missed rate generated by PARM is even lower when compared with many other scheduling strategies.
To facilitate the presentation of the proposed algorithm, the following properties are introduced. The schedule of a message is feasible if the message can be delivered before its deadline. In other words, a message has a feasible schedule if it can be finished at the highest transmission rate. Formally, this fact can be expressed by the following property.
Property 1: If message m i has a feasible schedule, the following inequality must be satisfied: The PARM algorithm is nontrivial because PARM must dynamically estimate the amount of time it will take to transmit a message given what PARM currently knows about the state of the wireless network. One way to estimate the transmission time of message m i is based on the fact that message m i cannot start its transmission unless all messages with earlier deadlines have been delivered. Thus, the transmission time of the message is equal to the summation of times spent on transmitting message m i and all the messages whose deadlines are earlier than that of m i . Hence, the earliest transmission start time ω i can be accurately computed by
where r represents the current time and s k /b k is the transmission time of message m i whose deadline is earlier than that of m i . Thus, the earliest transmission start time of m i is the sum of the remaining transmission time of a message being transmitted and the transmission time of the messages with earlier deadlines. The PARM algorithm is described as follows. The goal of the PARM algorithm is to achieve low energy consumption of a wireless link in a multimedia network system while guaranteeing timing constraints of real-time messages being delivered through the link. More specifically, PARM aims at reducing wireless transmission rate to minimize energy dissipation [measured by (2) ] caused by each admitted real-time message (see Step 16) while maintaining a reasonably high guarantee ratio, which is measured by the fraction of the total arrived messages that are found to be schedulable (see Step 3) . A salient feature of PARM is that the real-time requirement of a message will be guaranteed if it is admitted to the wireless link by PARM, indicating that PARM conserves energy in a wireless link without significantly degrading real-time performance.
The time complexity of scheduling message m i by PARM is O(kn), where n is the number of transmission rates and k is the worst case number of messages whose deadlines are earlier than that of m i . The time complexity is O(kn) because the time complexity of computing ω i is O(k) (see Step 2) , and it takes O(n) time to minimize transmission rate (see . The time complexity is very low since n in almost all cases is a small value. It is necessary to consider all the messages whose deadlines are greater than m i 's deadline because of the following reasons. When the algorithm is checking the deadline constraints for m i , PARM must figure out whether the deadlines of those accepted messages whose deadlines are greater than m i are violated.
Step 7(b) needs to recalculate the earliest transmission times and the transmission rates of those accepted messages whose deadlines are earlier than m i .
Before optimizing the energy consumption of message m i , PARM attempts to meet the real-time requirement of m i by calculating the earliest start time [using (6)] in Step 2. Then, PARM performs a feasibility check, figuring out if m i can be successfully delivered before its deadline (see Step 3) . When the deadline is missed, m i is rejected by the PARM algorithm (see Step 18 ).
The energy consumption of message m i is optimized in
Step 5, which decreases the transmission rate of m i while satisfying the following two conditions. First, decreasing the transmission rate of m i will not miss the deadline of m i . Second, the increment of the transmission time of m i due to the reduced transmission rate must not result in missing deadlines of any previously admitted messages. These two conditions are respectively satisfied by Steps 7(a) and 7(b). Once Step 10 has dynamically decided the transmission rate of message m i ,
Step 16 can calculate the energy consumption for the chosen schedule of m i (see Step 16) .
V. PERFORMANCE ANALYSIS
In this section, an analytical model is constructed to provide probabilistic performance guarantees for real-time messages. First, PARM calculates the expected power consumption used by a node per real-time message with security requirements. Second, PARM derives the probability that a real-time message is transmitted before its absolute deadline.
A. Analysis of Power Consumption
To analyze the performance of PARM in power consumption, the expected energy E(Ψ) (measured in joules) is derived by a node per real-time message delivered. The transmission rate of a real-time message is a random variable denoted by B. Let us first compute the probability Pr(B = x) that the transmission rate is chosen to be x. Recall that the transmission rate of a real-time message is determined based on the data size and deadline of the message and transmission times of messages with earlier deadlines to be delivered. The data size, deadline, the earliest transmission start time are modeled as random variables denoted by S, D, and Ω. Note that S, D, and Ω are distributed according to three probability density functions, which are known a priori. Let the data size, deadline, and the earliest transmission start time of a newly arrived message be i, j, and k. The transmission rate of the message is determined subject to the following two timing constraints:
where μ l is the slack time of a message whose deadline is larger than j. The slack time is defined as the time period between the start time of the current message and the latest allowable start time of the other message. In other words, a message has to start before k + μ l ; otherwise, the deadline will not be satisfied even if the message is transmitted under the highest transmission rate. The slack time in PARM is the utilizable time for each message, which means that if the current message transmission can be completed in this period of time, the start time of the following message will not be affected. The first condition in (7) guarantees that the newly arrived message can be transmitted before its deadline j, and the second condition ensures that the messages whose deadlines are later than j can be delivered before their respective deadlines. Based on the earlier two timing constraints, it is possible to calculate the probability Pr = (B = x|S = i, D = j, Ω = k) as follows:
Thus, the probability Pr(B = x) that the transmission rate is chosen to be x is computed by the following:
The probability Pr(B = x) in ID: (9) is computed by (10) and (11) , shown at the bottom of the page. Recall that the energy-consumption rate is a function of the transmission rate, i.e., θ =Γ(b). Hence, given an energy-consumption rate, the corresponding transmission rate can be expressed as b = Γ −1 (θ). The energy-consumption rate is treated as a random variable denoted by Θ. The probability that the energy-consumption rate is equal to θ can be computed by (9) , where the expression on the right-hand side of the equation is obtained by (8)
Now, the expected energy E(Ψ) per real-time message delivered is derived as
where Θ min and Θ max are the minimum and maximum energyconsumption rates. Let p θ denote the probability Pr(Θ = θ) that the energy-consumption rate is equal to θ. The probability h i in (13) is computed by (14) as follows:
where the second line in the previous expression is the conditional probability that the transmission time of m i is k, given that it requires at least d i + 1 − k time unit to deliver the messages with earlier deadlines. 
The probability u x = Pr((s i /b i )= x) in (13) can be obtained by
where σ i = Pr(S = i) and Pr(B = (i/x)) is given by (10).
After probabilities h i , v y , and u x are derived from (14)- (16), the expected energy per message expressed in (13) can be calculated as
B. Analysis of Guarantee Ratio
PARM then calculates the probability that a newly arrived message m i can be finished before its deadline d i , i.e., Pr(f i ≤ d i ). Before proceeding to the derivation of Pr(f i ≤ d i ), PARM has to consider the probability that m i 's deadline is missed. There are two cases where m i 's deadline cannot be guaranteed.
C1) m i 's deadline cannot be met even if m i is transmitted at the highest transmission rate. C2) Although m i 's deadline can be satisfied, at least one message m j whose deadline is later than d i fails to be delivered before its deadline d j . Let h i and g i denote the probabilities that C1 and C2 occur, respectively. With h i and g i , the probability Pr(f i > d i ) that m i 's deadline is missed can be expressed by
where g i is the probability that at least one message m j whose deadline is later than d i fails to be delivered before deadline d j . The probability g i is given by
whereḡ k is the probability that the kth message's deadline is missed due to the arrival of m i . Let c x = Pr(ω i + (s i /b i ) = x) be the probability that m i 's finish time is equal to x andc y = Pr( k j=i+1 (s j /b j ) = y) be the probability that it takes y time units to transmit the (i + 1)th, (i + 2)th, and kth messages. Thus, the probabilityḡ k can be computed using c x andc ȳ
y . (20) Recall that the scheduling policy employed in PARM is the EDF policy, which means that messages with earlier deadlines must be assigned higher priorities and be transmitted first. Suppose that the n waiting messages to be delivered are indexed by their priorities, i.e., ∀1 ≤ i, j ≤ n :
Let u x 's be the probability that message m i 's transmission time is x, i.e., u x = Pr ((s i /b i ) = x) . Assume that the transmission times of the different messages are statistically independent. Let v y be the probability that the earliest transmission start time ω i 
. Note that the probabilities h i and g i in (18) are computed by (14) and (19) .
Using (14) along with (19) , PARM obtains the probability Pr(f i > d i ) that m i 's deadline is unable to be met [see (18) ]. Therefore, the probability that m i can be transmitted before its deadline d i is given by
VI. SIMULATION RESULTS
A. Performance Metrics and Parameters
To evaluate the proposed PARM algorithm quantitatively, PARM is compared against the following four baseline algorithms, namely minimum first in-first out (FIFO) (MIN_FIFO), minimum EDF (MIN_EDF), maximum FIFO (MAX_FIFO), and maximum EDF (MAX_EDF). Although the basic ideas of the EDF [3] , [4] , [8] scheduling strategy and the FIFO [5] , [8] scheduling strategy are relatively simplistic, they are widely used today as efficient and effective scheduling strategies. The four baseline scheduling algorithms are briefly described in the following. 1) MIN_FIFO: Admitted messages are transmitted based on the FIFO policy. For each admitted message, the MIN_FIFO algorithm assigns the lowest bandwidth (e.g., 125 kb/s), which leads to the lowest energy consumption. 2) MIN_EDF: Messages admitted by the system are delivered using the EDF policy. Similar to the MIN_FIFO algorithm, MIN_EDF transmits each admitted message using the lowest bandwidth. 3) MAX_FIFO: The FIFO policy is employed to schedule messages, and the highest bandwidth (e.g., 1 Mb/s) is assigned to all admitted messages. 4) MAX_EDF: The EDF policy is used to schedule all admitted real-time messages. Regarding transmission-rate assignment, MAX_EDF allocates the highest bandwidth to admitted messages. Table I summarizes the system parameters of the simulated wireless network used in the experiments. Although the data size of messages, deadlines, and arrival rate are synthetically generated, it is still possible to evaluate impacts of these workload parameters on performance by controlling them as fundamental simulation parameters. The performance metrics include the following. a) Missed rate (MR): measured as a fraction of total submitted messages that missed their deadlines. b) Average power consumption. c) Overall system performance: defined by 1 − w mr MR − w pc NPC, where w mr and w pc are two weights and NPC is the normalized power consumption,. In the experiments, w mr and w pc are set to 0.5 (see Fig. 7 and Section VI-D).
B. Effect of Arrival Rate
Figs. 3 and 4 show the simulation results for these five algorithms. The deadlines are randomly generated in the range between 100 and 500 s, and the data size is randomly chosen in the range from 500 to 1000 kB. In order to test the PARM algorithm and to prove the correctness of PARM, a synthetic data trace, which can reflect various input parameters for the experiments, is chosen to be used. If all synthetic data traces can produce reasonable results, then PARM should be able to work well in the real world. First and foremost, Fig. 3 shows that MIN_EDF performs better than MIN_FIFO, and PARM significantly improves performance in terms of missed rate over both MIN_FIFO and MIN_EDF. This is mainly because MIN_FIFO and MIN_EDF assign the minimal transmission rate to admitted messages resulting in maximal transmission times. Fig. 3 shows that the missed rates of the three algorithms increase with increasing value of arrival rate. Fig. 4 shows the average power consumption of the MAX_FIFO, MAX_EDF, and PARM when the deadline base is increased from 100 to 500 s. The power consumption of MAX_EDF is almost constant when the arrival rate increases from 0.1 to 1. The reason is that, MAX_EDF is such an efficient real-time scheduling policy that, very likely, there is no message dropped during the experiments. Hence, the energy consumption of MAX_EDF does not change much in most cases. The energy consumption of MAX_FIFO decreases slightly when the arrival rate is increasing because MAX_FIFO-a nonrealtime scheduling policy-is unable to guarantee many messages' deadlines under high workload conditions. Messages with missing deadlines must be dropped by PARM, making no contribution to the energy consumption. Thus, when the arrival rate goes up, an increasing number of messages with missing deadlines are dropped, thereby leading to reduced power consumption. Fig. 4 shows that PARM is much more energy-efficient than MAX_FIFO and MAX_EDF. The reason of the performance improvement of PARM is that the PARM scheme noticeably reduces energy consumption by assigning transmission rate for each admitted messages judiciously. Consequently, the PARM algorithm significantly outperforms the other four alternatives in terms of overall performance.
C. Effect of Deadlines
Figs. 5 and 6 show the impact of deadlines on the performance of real-time wireless networks. The observation drawn from Fig. 5 is that the missed rates of the algorithms decrease with increasing value of deadlines. This is mainly because loose deadlines enable the AC to accept more real-time messages to be transmitted in the wireless network Fig. 6 shows that the energy consumptions of the three algorithms slightly decrease when deadlines increase. The implication of this result is that loose deadlines lead to relatively low energy consumption. As such, the PARM algorithm significantly outperforms all the other alternatives in terms of overall performance. 
D. Effect of Data Size
In this experiment, the impact of data size is evaluated on the five message-scheduling algorithms. The message-arrival rate is set to 0.5 no./s, and the deadlines are randomly generated in the range from 100 to 500 s.
The empirical results are shown in Figs. 7 and 8. The first observation made from Fig. 7 is that when the data size increases, the missed rates of the three algorithms increase accordingly. This result can be explained by the fact that the increasing data size leads to high workloads, which in turn tends to reject more real-time messages. Fig. 8 shows that PARM can substantially improve the overall performance over the four competitors. The performance improvement becomes more pronounced with increasing values of the data size. The implication of this result is that PARM is capable of noticeably improving the overall performance of real-time wireless networks where the average data size of messages is large.
The following section is going to present experiments based on real-world I/O-intensive applications. Although there are real-world applications that can be used for the simulations, it is still necessary to present the experimental results for synthetic data. The reason is that, synthetic data can be generated based on many simulation parameters. For example, synthetic data can be generated based on different deadlines, data sizes, or arrival rates, which can demonstrate the impact that these features have on the algorithm and prove the correctness of the algorithm. However, it is still necessary to validate PARM using real-world application data even though the results from synthetic data are promising.
E. Real I/O-Intensive Applications
Note that the experimental results presented in Section VI-B-D are generated from synthetic real-time messages. To validate the results of the synthetic workload, eight real-world communication-intensive applications are used in this group of experiments [9] as benchmarks to further evaluate the performance of PARM algorithm in comparison with the alternative approaches. Table II provides 9 shows the missed-rate values of the eight real-world applications. First, all the communication-intensive benchmarks benefit from the proposed PARM algorithm with respect to missed rate. Compared with the MIN_FIFO and MIN_EDF algorithms, PARM can significantly reduce the missed rate by up to 100% with an average of 56.10%. Interestingly, the React, Render, and QCD applications take the best advantage of PARM by virtue of their low arrival rates. The performance improvements gained by the PARM algorithm become obvious for the real-world applications because PARM is capable of judiciously increasing the transmission rate under high workloads in order to guarantee timing constraints.
Second, MIN_FIFO and MIN_EDF yield approximately identical performance in missed rate for all the applications except for Render and React because of the low arrival rates of these two applications. This result indicates that the performance discrepancy between MIN_FIFO and MIN_EDF becomes less significant when the message arrival rate is higher than 0.23 no./ms. Third, compared with the other five benchmarks, the Exflow, Vortex, and Molecular applications under the PARM scheme exhibit high missed rates. Although the message data sizes of these three applications are relatively small, the arrival rates of these benchmarks are very high. This new finding suggests that, for all the tested applications, the performance in missed rate largely depends on arrival rate rather than message data size. Fig. 10 shows the mean power consumption of the real applications running in a wireless networks using the three evaluated schemes. It is observed from Fig. 10 that, with respect to power consumption, the PARM approach works quite well for all the communication-intensive applications. For example, compared with the two baseline algorithms, the PARM scheme significantly reduces energy dissipation by up to 60.0% (with an average of 34.1%) over the three existing policies. PARM can achieve impressive performance gains in power consumption because PARM endeavors to save energy by decreasing transmission rates provided that the deadlines of real-time messages are met.
The energy-dissipation reduction varies from application to application. For example, the reduction is more pronounced for React, Render, Climate, QCD, and Semi than for Exflow, Vortex, and Molecular. These experimental results show that potential performance improvement gradually diminishes with increasing workloads, indicating that PARM can substantially reduce power consumption for applications with modest network traffic.
VII. CONCLUSION
This paper has addressed the issue of scheduling real-time messages of multimedia applications in wireless networks subject to timing and power constraints. A PARM scheduling heuristic is developed to generate optimal schedules for messages with deadlines and power constraints. The PARM algorithm aims at minimizing energy consumption and the probability of missing deadlines for real-time messages transmitted in wireless networks. In particular, the proposed PARM scheme is energy-efficient by virtue of power-aware message scheduling for real-time messages. Before the presentation of PARM, a power-consumption model is also proposed to measure energy consumption quantitatively based on messagetransmission rates. The model is used by the PARM scheme to calculate energy consumed by a real-time message transmitted at a particular rate. To quantitatively evaluate the effectiveness and practicality of the proposed PARM scheme, extensive experiments are conducted using synthetic traces. Experimental results based on a wide variety of synthetic workloads and eight real-world applications show that PARM significantly improves the performance in terms of missed rate, energy consumption, and overall performance over four baseline schemes. For example, the overall performance improvement of PARM is up to 61% over the four baseline algorithms.
Future studies in this research can be performed in the following directions: first, extend PARM power-aware scheduling algorithm to deal with storage systems and second, modify PARM message-scheduling scheme to handle a large-scale wireless network.
