A method of estimating the frequency of recombination in field populations of ascomycete fungi is presented. This is a development of a technique described by J. Zhan, C. C. Mundt, and B. A. McDonald, in which field plots were inoculated with isolates of Mycosphaerella graminicola of known genotypes and then, later, the proportions of the fungal populations in the plots that originated as recombinant progeny of matings between the inoculated isolates or as immigrants from the local population were estimated. It is argued that J. Zhan, C. C. Mundt, and B. A. McDonald's method is inappropriate in terms of its approach to statistical inference and that the lack of confidence intervals for rates of recombination (r) or immigration (m) is a further weakness. An improvement to their method would involve the use of inoculated isolates that can be clearly distinguished from the local population, for instance, by the use of DNA markers. There should also be sufficient markers for there to be a negligible probability that progeny of matings between inoculated isolates will have the same genotype as either of their parents. With this experimental design, estimates of r and m can be found by a standard maximum likelihood method, while confidence intervals for the parameters can be estimated by a simple bootstrap procedure. The method appears to be about an order of magnitude more efficient than are the existing ways of estimating the frequency of recombination in ascomycete fungi.
Sexual reproduction plays a significant role in evolution, because it causes genes to become recombined, thereby generating new genotypes on which natural selection may act. For many fungal pathogens, sex is believed to be important in providing the genetic variation that enables them to adapt to host plants and to diverse environments, while sexual spores are important as sources of inoculum of many plant diseases (3, 6, 11) . In diploid and dikaryotic organisms, such as oomycete or basidiomycete fungi, the extent to which genotype frequencies are in Hardy-Weinberg equilibrium within loci can be used to measure the importance of recombination. However, it has proven to be much harder to find ways of quantifying rates of recombination in haploid species such as ascomycete fungi.
A recent paper by J. Zhan, C. C. Mundt, and B. A. McDonald (13) throws fresh light on this difficult problem by suggesting a new way of quantifying the frequency of sex in ascomycete plant pathogens. The basis of their method was that field trial plots were inoculated with several isolates of a fungus with genotypes defined by a set of DNA markers (inoculants). Later, the numbers of isolates in those plots with novel genotypes that could have arisen either by recombination between the inoculants (recombinants) or by immigration from the local population (immigrants) were compared. This method may be especially useful because, in principle, it could be applied to any ascomycete fungus. The fungus studied by Zhan et al. (13) , Mycosphaerella graminicola, the causal agent of Septoria tritici leaf blotch of wheat, has a sexual stage that occurs throughout the year (9, 10) , while its population structure suggests that sex occurs at a reasonably high frequency (7) . However, the relative importance of ascospores, produced by sexual reproduction, and pycnidiospores, produced asexually, is not known.
Despite the potential value of the method of Zhan et al. (13) , the statistical methods they used to quantify rates of recombination and immigration had several significant deficiencies. As a result, their estimates of those rates cannot be considered reliable. Although one purpose of this letter is to explain why Zhan et al.'s method was unsound, I also explain how the principles of the experimental design used by Zhan et al. can be adapted, so as to develop a simple method of estimating population genetic parameters of ascomycete fungi. In particular, a method of estimating recombination rates is derived that is an order of magnitude more efficient than are previously published methods.
I consider five aspects of Zhan et al.'s (13) approach: (i) their method of estimating rates of recombination (r) and immigration (m); (ii) the need for information about the isolates' mating types; (iii) genotypes that could be used to maximize the power of the experiments; (iv) the calculation of confidence intervals for r and m; and (v) the number of isolates that need to be sampled to obtain reliable estimates of those rates.
Method of estimation. Zhan et al. (13) tested whether an isolate with a novel genotype, not one carried by an inoculant, originated by recombination or by immigration by estimating what the frequencies of that genotype would be in populations generated by each of those two processes, recombination or immigration, acting alone. The observed frequency of allele i at locus j in the population outside the trial plot, i.e., in the population of potential immigrants, is p ijM . The observed frequency of that allele in the plot itself, i.e., in the population that gives rise to recombinants, is p ijR . These observed allele frequencies are equal to the expectations of the actual frequencies in the populations in question. The expected frequencies of a genotype G defined by all loci studied in the potential immigrant and recombinant populations are, therefore, (1) respectively, in which the alleles i are those present in genotype G. Equation 1 assumes that all alleles are in linkage equilibrium both inside the plot and in the local population. (This is an important assumption that, in general, is not necessarily true in plant pathogen populations [11] .) Zhan et al. (13) assumed that an isolate with a novel genotype originated by immigration if M G /(M G + R G ) > 10 and by recombination if R G /(M G + R G ) > 10. Genotypes that had intermediate values of M G and R G , such that neither inequality was true, were assigned to an "uncertain" category and were not used to estimate the frequencies of recombination or immigration. (Note that I have used a different notation from that of Zhan et al., for the sake of clarity.)
This procedure is not appropriate for two reasons. First, it discards a large part of the data, from genotypes in the "uncertain" class (including the majority of isolates in one of Zhan et al.'s samples; Fig. 1B in literature citation 13 ). This is unnecessarily wasteful because information from all isolates sampled should be used to estimate m and r. Below, I describe how this can be done. Furthermore, it makes the implicit assumption that the ratio of immigrants to recombinants among the isolates with genotypes placed in the "uncertain" class was equal to the ratio of the numbers of isolates in the two extreme classes, i.e., with high probabilities of being immigrants or recombinants. There is no reason at all why this should be so. Consequently, estimates of m and r calculated using only the most extreme data cannot be considered reliable.
Second, Zhan et al.'s approach is unconventional in terms of statistical inference. M G is the expectation of what the frequency of genotype G would be if the entire M. graminicola population in the trial plot at the second time of sampling were the progeny of immigrant spores (i.e., m = 1). Similarly, R G is the expected frequency of G if that population were wholly made up of immigrant spores and their descendants (i.e., r = 1). There is no theoretical justification for using genotype frequencies in two hypothetical, extreme situations as the basis for a method of estimating population genetic parameters. Such an approach treats the two probabilities, M G and R G , as if they were fixed biological properties of an isolate. However, had additional loci been studied, or a completely different set of loci, the ratio of M G to R G would be different, thereby generating a different classification of isolates as immigrants, recombinants, or "uncertain."
A more conventional approach to estimation involves finding the values of m and r that maximize the total likelihood, summed across all isolates sampled. The likelihood of a hypothesis H, given data D, is the probability that D would be observed if H were true. Here, we wish to find values of m and r that maximize the probability of observing the various allele and genotype frequencies that were actually detected.
Consider an experiment similar to that of Zhan et al., in which a plot is inoculated with several isolates and from which samples are subsequently collected on two occasions. In addition, samples are taken from an uninoculated plot in order to estimate allele frequencies in the local pathogen population. The frequency of genotype G is V G in the first sample from the inoculated plot and M G in the sample from the uninoculated plot (eq. 1). In the second sample from the inoculated plot, an isolate with genotype G has three possible origins: as an asexual descendant of the population in the inoculated plot at the first time of sampling, as an immigrant, or as a recombinant progeny of the population in the inoculated plot. At the second sampling time, the proportions of individuals in the plot that have those three origins are 1 -m -r, m, and r, respectively. The frequency of G at the second sampling time is, therefore,
in which R G is calculated by equation 1, using allele frequencies p ijR calculated from the genotype frequencies V G in the first sample from the inoculated plot. The numbers of isolates with genotype G in the first and second samples from the inoculated plot and in the sample from the uninoculated plot are n G1 , n G2 , and n Gu , respectively. The probability of obtaining g individuals with a genotype G in a sample, size n, from a population in which the frequency of G is P G , is the binomial probability ( n g ) P G g , so that the joint probability of obtaining the genotype frequencies detected in the three samples is the product of the binomial probabilities for that genotype in the three samples, i.e.,
in which k G is a constant, multinomial coefficient. Likelihoods are almost always used in the form of their logarithms, to make the calculations easier. The probabilities f G for the various genotypes must be multiplied, so the total log-likelihood, summed across genotypes, is
(ignoring the constants k G that do not affect the solution of eq. 5).
The maximum likelihood estimates (MLEs) of the parameters are those at which L 1 has its maximum value, which is found by setting
and solving for m, r, V G , and p ijM . Note that all second differentials of L 1 are negative, so the curve of L 1 is concave with respect to all parameters. L 1 , therefore, has a single maximum, and equation 5 has a single, unique solution.
However, equation 5 involves a very large number of parameters. The two of genuine interest are m and r. The other parameters to be estimated are all possible genotype frequencies V G at the first sample time (constrained to a sum of 1) that are used to calculate the allele frequencies p ijR needed to estimate R G, , and all allele frequencies p ijM in the uninoculated plot (again, summing to 1 for each locus) from which M G are estimated. Another complication is that the differential of L 1 with respect to any one of the parameters also involves all the other parameters, because the differential of the middle part of L 1 with respect to any of the parameters involves a term in
In principle, therefore, it is not possible to estimate any of the parameters separately.
To describe such an estimation problem as formidable is perhaps an understatement. Moreover, it is not possible to do this using the data reported by Zhan et al. (13) , because none of the genotype frequencies V G are given, while some allele frequencies p ijM are not provided. In summary, therefore, the problem posed by Zhan et al. (13) is rather more complicated than it might appear at first sight. Below, I show how the genotypes of inoculated isolates used in experiments such as these can be chosen so as to simplify the calculations considerably.
Mating types. The estimates of m and r, found from equation 5, are not accurate if the mating types of the inoculated isolates are unknown. Zhan et al. (13) calculated the expected frequencies of recombinant genotypes, R G (eq. 1), by assuming that there was free reassortment of alleles of all genotypes in the trial plot. However, only half of all pairs of individuals of M. graminicola, at most, those with opposite mating types, can actually mate and form recombinant progeny, because this fungus has a bipolar mating system and is probably heterothallic (10) . Hence, about half the genotypes that might be generated by recombination of the inoculants' genotypes cannot, in fact, be produced by sexual reproduction. If such genotypes are found in a plot, they must have originated as immigrants. A lack of information about mating types therefore means that genotypes which must be immigrants, so that R G = 0 in equation 4, are, in fact, estimated to have been produced partly by immigration but also partly by recombination (i.e., R G > 0). This problem is most severe when the number of inoculant genotypes is small, so the variance in proportions of the two mating types among the inoculants is high. When 10 inoculants are used, as by Zhan et al. (13) , the 95% confidence interval for the numbers of the two mating types includes such an extreme distribution as two of one type and eight of the other.
If
. This is partly a result of not being able to distinguish immigrants and recombinants completely. The lack of information about mating types is a further reason why I have not attempted to reanalyze the data presented by Zhan et al. (13) using the maximum likelihood methods described above.
The choice of genotypes of inoculated isolates. Although analysis of experiments of the kind described by Zhan et al. (13) , using equations 4 and 5, is undoubtedly complex, it would be considerably simpler if one could distinguish genotypes as those of inoculants, recombinants, and immigrants with certainty or at least with a very high degree of confidence. This could be achieved by ensuring that all isolates used as inoculants carry markers that are not present, or at least have extremely low frequencies, in the local population of the fungus at the trial site or that the inoculants all lack a marker that is more-or-less fixed in the local population. (Ideally, both inoculants and potential immigrants should have markers that allow them to be positively identified.)
Furthermore, all the inoculants should differ from one another by enough markers so that sexual crosses between inoculants give rise to progeny with genotypes indistinguishable from those of the parents at a negligibly low rate. If, as I suggest below, samples collected at each time should consist of at least 500 individuals, the inoculants should all differ from one another by at least log 2 500 ≈ 9 markers (if each marker locus has two alleles) in order to be fairly certain that all progeny of matings between inoculants will be distinguishable from both parents. Nowadays, it is relatively straightforward to generate a large number of markers, from which a suitable subset can be chosen, by polymerase chain reaction (PCR)-based methods such as amplified fragment length polymorphism, simple-sequence repeat (microsatellite) polymorphism, or singlestrand conformation polymorphism. Note that it is now not necessary to know the mating types of the inoculants, since the procedure I describe below relies on knowing simply whether an isolate has a recombinant, immigrant, or inoculant genotype.
Consider an experiment to estimate how much immigration and recombination contribute to a pathogen population in a plot over a certain period of time. Two samples are collected, at different times, and in each case the experimenter determines, by analysis of genetic markers, how many isolates were produced (i) by clonal reproduction of the inoculants, having genotypes identical to those of the inoculants; (ii) by sexual reproduction between inoculants, having all the markers that distinguish inoculants from the local, natural population, but with genotypes different from those of the inoculants; and (iii) by immigration from the surrounding population, having markers that distinguish the local population from the inoculants (this category includes progeny of matings between immigrants and inoculants).
The expected frequencies and observed numbers of the three types at the two times of sampling are given in (again, ignoring a constant, as in eq. 4). With only four parameters, equation 6 is much simpler than equation 4. This is essentially because one now need only consider whether genotypes are those of inoculants, immigrants, or recombinants, while it is not necessary to estimate the frequencies of individual alleles or genotypes. The frequencies of immigration (m) and recombination (r) estimated in this way are the fractional contributions of those two processes to the population in the trial plot between the two times of sampling (as, indeed, were the parameters estimated by Zhan et al. [13] ). They are not the same as the rates of immigration and recombination over a single generation, which may be quite different for a polycyclic pathogen. 
This basic approach can be adapted to more complex situations. For instance, allele frequencies at three of the loci studied by Zhan et al. (13) changed significantly during the course of the field trial. Coefficients of natural selection acting on individual alleles or genotypes could be added to the model in Table 1 and their MLEs found along with those of the migration and recombination rates.
Note that if one simply wishes to know how much of the pathogen population in a plot, at a single time, originates from the three sources, one can use equations 6 to 8, setting p r , p m , and n T1 all to zero. From equation 8, $ p m = n m2 /n T2 and $ p r = n r2 /n T2 . Confidence intervals. Zhan et al. (13) did not calculate confidence intervals for their estimates of recombination and migration rates. This limits the value of their conclusions considerably because, without a confidence interval, one cannot know how reliable an estimate of a parameter really is. (Zhan et al. [13] used a simulation model to test the reliability of their classification of genotypes as immigrant, recombinant, or uncertain, but this does not address the issue of constructing confidence intervals for m and r. Moreover, since the method of classifying genotypes is itself unsound, the reliability of the classification is not really a significant issue.)
The construction of confidence intervals has been a flourishing area of statistical research in recent years, and reliable confidence intervals can now be calculated for almost any statistic of practical importance in genetics by bootstrapping or by related, numerical methods. The theory of the bootstrap and its application to calculating confidence intervals is well described in a recent book written for nonstatisticians (8) .
The variances of $ m and $ r in equation 8 and their covariance can be found analytically by a standard likelihood method. This is done using the second derivatives of L 2 , evaluated at the MLEs of the four parameters, so that [Var(
). However, there are non-zero covariances between all four parameters of equation 6, e.g.,
, so one cannot simply use the variance of one statistic alone to calculate its confidence interval.
Nevertheless, it is quite simple to construct a confidence interval for each individual parameter using the bootstrap. To do this, (i) use computer randomization to sample, with replacement, the data for n T1 individuals from the original set of n T1 individuals collected in the first sample; (ii) do likewise, sampling n T2 individuals, with replace- ment, from the second sample; (iii) calculate estimates, m* and r*, of m and r, for this bootstrap sample; (iv) do steps i to iii many (n B ) times (10,000 bootstrap samples were used in the calculations in Table 2 ); and (v) the standard error (SE) of r is estimated by the standard deviation (SD) of r*. There are several ways of calculating the confidence interval using the bootstrap (8) , but the simplest and often most accurate is to define the 1 -2α confidence interval as the range of r* that excludes the lowest αn B and the highest αn B values of r*. The effect of sample sizes on confidence intervals for r and m, as in the model of Table 1, is shown in Table 2 . The parametric SE of r, calculated as (-∂ 2 L 2 /∂r 2 ) -0.5 , depends only on the size of the second sample, n T2 . The bootstrap SE, calculated as the SD of r*, however, depends on the size of both samples, although it is affected more by n T2 than by n T1 . The bootstrap SE depends on n T1 because the accuracy with which p r and p m are estimated affects the precision with which r and m can be estimated; the parametric SE ignores this source of statistical error.
If it is not possible to find markers that discriminate inoculants, recombinants, and immigrants completely, the SEs of parameter estimates calculated using equation 4 may be found by bootstrapping (provided one is not daunted by the problem of estimating m and r from eq. 5). In Zhan et al.'s situation, bootstrap samples should be taken from the data for both samples from the inoculated plot and from the sample from the uninoculated plot, and r* and m* calculated, by equation 5, for each set of bootstrap samples. SE(r) should not be calculated by the standard, parametric for-
, because this ignores the effect on the estimated value of r of the many other parameters, which are themselves subject to statistical error. This exemplifies the power of bootstrapping to find reliable confidence intervals for parameters even of very complex population genetic models.
Sample sizes. From Table 2 , it can be seen that if one wishes to estimate r or m to within ±5%, given true values of r and m of 0.15, and if it is possible to discriminate inoculants, recombinants, and immigrants completely, two samples of about 500 individuals need to be collected. Zhan et al. (13) used a sample of just 45 individuals from uninoculated plots to estimate allele frequencies in the local population, as the basis for calculating migration rates, and three samples of 582, 183, and 600 individuals, in the early, middle, and late parts of the season, to estimate genotype frequencies in the inoculated plots. The sample from the uninoculated plot is clearly so small that, even if an appropriate method of estimation had been used (e.g., eq. 4), the SEs of estimated allele frequencies in the local population would be very high, thereby inflating the SEs of r and m. The midseason sample from the inoculated plot is probably also too small to allow r and m to be estimated accurately.
On the positive side, the principle underlying Zhan et al.'s method, that of using genetic markers to discriminate genotypes arising from different sources, has the potential to provide a considerably more powerful way of estimating recombination rates of ascomycetes than has been available hitherto. Methods of estimating recombination rates from changes in frequencies of mating types (1, 4) or in linkage disequilibrium (5) have been described, but they require sample sizes of several thousand individuals in order to get reasonably accurate estimates (2, 4) . The modified version of Zhan et al.'s method described in this paper is a considerable improvement, as it only requires samples sizes of several hundred (Table 2) .
General conclusion. The population genetics of plant pathogens, as much as those of other organisms, can now be studied in great detail using molecular markers. Powerful methods of detecting genetic variation, using PCR-based techniques, can be used to generate a huge number of genetic markers and to characterize variation in those markers very accurately. This is a huge advance on the restriction-fragment length polymorphism and allozyme systems that, in turn, were great improvements over morphological markers. The precision with which population genetics can now be studied challenges biologists to quantify the parameters that describe the structure and evolution of populations, instead of merely describing population structure in general terms. To do this, we need to apply the range of statistical techniques that are now available as effectively as we use molecular genetic markers. 
