Abstract. The solutions of a perturbed linear ordinary differential equation (ODE) system are studied. Provided that some integrability and oddness conditions are satisfied, we show that they are asymptotically equivalent at t = ±∞ to the solutions of the unperturbed one. This fact is used to determine the existence of almost periodic or pseudo-almost periodic solutions of the perturbed system.
(t, s) = (t) −1 (s), the matrix and vectorial norm are denoted by · and | · |, the Landau's notation: (1) and p 1 (t) = O(p 2 (t)) means, respectively, that lim t→+∞ p 1 (t) = 0 and that there exist a constant M verifying |p 1 (t)| < M|p 2 (t)| for big values of t. Finally, throughout this note, we assume that (L) There exists a measurable function η : ‫ޒ‬ → ‫ޒ‬ + such that |f (t, y 1 ) − f (t, y 2 )| ≤ η(t)|y 1 − y 2 | for any t ∈ ‫ޒ‬ and y 1 , y 2 ∈ ‫ޒ‬ n .
Our main results are: THEOREM 1. If the following conditions are satisfied: (H1) t → −1 (t) (t) η(t) and t → −1 (t)f (t, 0) are integrable on (0, +∞), (H2) 
In addition, if the assumptions (H3) t → −1 (t)f (t, (t)x) is odd for any x ∈ ‫ޒ‬

t)B(t) (t) and t → −1 (t)h(t) are integrable on (0, +∞), (L2)
and ϕ = o(1) as t → +∞. In addition, if ϕ = o(1) also for t → −∞, we will say that r ∈ AAP 0 ‫.)ޒ(‬ (iii) Pseudo-almost periodic i.e. r ∈ PAP(‫,)ޒ‬ if r = g + ϕ with g ∈ AP(‫)ޒ‬ and the ergodic component ϕ ∈ PAP 0 ‫)ޒ(‬ is bounded continuous and satisfies
The existence of AP(‫,)ޒ‬AAP 0 ‫)ޒ(‬ and PAP(‫)ޒ‬ solutions is among the most attractive topics in qualitative theory of ordinary differential equations due to their applications, especially in biology [14, 20] , number theory [8, 11] , neural networks [13, 15] and physics [16] . A well known result relates exponential dichotomy (see e.g. [5] consider A(·) ω-periodic and skew symmetric (i.e. A(t) = A(t + ω) and A T (t) = −A(t)) and obtain conditions for the existence of AP(‫)ޒ‬ solutions for (1.3). Akhmet et al. [1] recently studied A(·) odd, B(·) even and obtain the existence of AAP 0 ‫)ޒ(‬ solutions for (1.2), they also define AAP 0 ‫)ޒ(‬ as bi-asymptotically almost periodic functions.
Our objective is to determine when the non-zero AP(‫)ޒ‬ solutions of the linear system (1.3) arise AP(‫)ޒ‬ solutions for the perturbed systems (1.1)-(1.2). To work in this framework has two consequences: firstly, exponential dichotomy is not verified because it would imply that zero is the unique AP(‫)ޒ‬ solution of (1.3). Secondly, the conditions (i)-(ii) of Proposition 1 are not sufficient to ensure existence of almost periodic solutions for the perturbed systems and new conditions are needed. We will propose a set of integrability and oddness conditions ensuring the existence of a manifold of AAP 0 ‫)ޒ(‬ (resp. PAP(‫))ޒ‬ solutions of (1.1) and (1.2). These results are complementary to the previous ones and are stated as follows:
If B(t) and h(t) satisfies the assumptions (L1)-
The paper is organized as follows: Section 2 gives a set of preliminary results and the proofs of the Theorems 1 and 2. Theorems 3 and 4 are proved in Section 3, where some illustrative examples and consequences are also included.
Existence of solutions and asymptotic equivalence.
The following result will be used at several steps of the paper:
THEOREM 5. Let us consider the non-linear system
If g : ‫ޒ‬ × ‫ޒ‬ n → ‫ޒ‬ n satisfies the conditions: (G1) There exists a measurable and integrable function ξ : ‫ޒ‬ → ‫ޒ‬ + such that
w) for any t ∈ ‫ޒ‬ and w ∈ ‫ޒ‬ n , then there exists a Lipschitz homeomorphism between the solutions of (2.1) and ‫ޒ‬ n given by the correspondence between b ∈ ‫ޒ‬ n and the unique even solution of (2.1) satisfying
Proof. Notice that (2.1) can be written as follows:
Firstly, we will study the solutions defined on t ≥ 0, the existence is proved by using successive approximations: let w 0 (t) = b − +∞ t g(s, 0) ds and
By induction and (G1)-(G2), it is straightforward to prove that for t ≥ 0:
Assumption (G1) implies that w k is uniformly convergent to a bounded and continuous function w(t). By letting k → ∞, it follows that
and the existence of a solution w(·) convergent toward b when t → +∞ follows. Notice that on ‫,ޒ‬ t → w 0 (t) is even since t → g(t, 0) is odd. Moreover, it can be proved by induction that on ‫,ޒ‬ t → w k (t) is even and we conclude that w(t) is even on ‫.ޒ‬ The asymptotic estimation (2.2) can be proved by letting k → +∞ in (2.3) combined with (G1) and (2.4).
Given two solutions w i (t) (i = 1, 2) satisfying lim t→+∞ w i (t) = b i , let us denote u(t) = w 1 (t) − w 2 (t). By using (G1) combined with (2.4), we can prove that
By following Gronwall's Lemma arguments, we can deduce that
and the uniqueness of the solution convergent to b follows.
Moreover, there exists a homeomorphism H : ‫ޒ‬ n → ‫ޒ‬ n defined by H(b) = w(0), the initial condition at t = 0 of the solution w(t) → b. Indeed, the bijectivity is consequence of the existence and uniqueness of the solutions of (2.1).
Finally, it can be proved by Gronwall's inequality that
and we can conclude that
By the evenness of w(·), this result is valid on ‫.ޒ‬ Hence, H is a uniform homeomorphism and the Theorem follows.
COROLLARY 1. Let us consider the linear system w = F(t)w + γ (t), where F(t) is a continuous and integrable matrix function and γ : ‫ޒ‬ → ‫ޒ‬ n is integrable. If F(·) and γ (·) are odd functions, then for any b ∈ ‫ޒ‬ n there exists a unique even solution satisfying lim t→±∞ w(t) = b. More precisely, we have w(t) = b − +∞ t γ (s) ds + ϕ(t) with
The Theorem 5 and Corollary 1 will be applied in order to prove the Theorems 1 and 2.
Proof of Theorem 1.
Let y(t) be a solution of system (1.1) and u(t) = −1 (t)y(t). It is straightforward to prove that system (1.1) becomes
5) and the conditions (G1)-(G2) of Theorem 1 can be verified by using (L) and (H1).
Firstly, let us consider t ≥ 0. By Theorem 5, for any b ∈ ‫ޒ‬ n there exists a unique solution u(t) convergent to b when t → +∞. Furthermore, there is a homeomorphism 
For any b ∈ ‫,ޒ‬ we consider a solution y(t, 0, H(b)) of (1.1). By Theorem 3 applied to (2.5), there exists a function y(t) solving the integral equation
By (H2), we can see that (1.4) follows. Moreover, (H3) implies that (2.6) holds for t ≤ 0 since (2.5) satisfies (G3) and Theorem 5 follows. Finally, (1.5) is a consequence of (H4) and the Theorem is proved.
Proof of Theorem 2. Notice that u(t)
As (L1)-(L3) implies that (2.7) satisfies assumptions of Corollary 1. Following the lines of the previous proof, we obtain a representation y(t) = x(t) + ϕ(t) with
and (L2) combined with (L4) imply lim t→±∞ |x(t) − z(t)| = 0.
Existence of PAP(‫)ޒ‬ solutions and examples.
Proofs of Theorems 3 and 4.
The proofs follow immediately from Theorems 1 and 2 respectively. We will prove only Theorem 3: let x(t) = x(t, 0, b) ∈ S 1 . By Theorem 1, there exists a solution of (1.1) described by y(t) = y(t, 0, H(b)) = x(t) + ϕ(t), where ϕ is given by
such that lim t→±∞ ϕ(t) = 0. Using this fact combined with x(·) ∈ AP(‫)ޒ‬ (resp. x(·) ∈ PAP(‫))ޒ‬ implies that y(·) ∈ AAP 0 ‫)ޒ(‬ (resp. y(·) ∈ PAP(‫))ޒ‬ and the Theorem 1 follows.
Consequences and illustrative examples.
EXAMPLE 1. Assume that (H1)-(H4) are satisfied. If A(·) is ω-periodic and skew symmetric (i.e. A(t) = A(t + ω) and A
T (t) = −A(t)), then all the solutions of (1.1) are AAP 0 ‫)ޒ(‬ solution. Indeed, Theorem 1 from [5] says that all the solutions of (1.3) are AP(‫)ޒ‬ and the result follows from Theorem 3. Proof. (i) is a straightforward consequence of Theorems 1 and 3. Now we prove (ii): notice that (·) is even since A(·) is odd and we can conclude that (H3) is satisfied. Following the lines of the proof of Theorem 1 combined with Theorem 5, we can prove that ϕ(t) is an even function. Finally, the asymptotic behaviour (1.4) is obtained by letting t → ±∞ in (2.6) and using (H2) combined with the evenness of ϕ(t). Notice that x 1 (t) is also a bounded solution of (1.3). Hence x 1 (t) = x(t) and x(t) is ω-periodic. The rest of the proof follows from Theorem 1. Proof. As (t) is bounded, (3.2) implies that −1 (t) is bounded. The result follows since the integrability of η(t) and f (t, 0) implies (H1), (H2) and (H4). EXAMPLE 3. Let A be a 2n × 2n matrix with simple purely imaginary eigenvalues λ = ±iω k (k = 1, . . . , n), B(t) is a ‫ޒ‬ 2n × ‫ޒ‬ 2n matrix function, such that A commutes with B(t) and t → B(t) is odd and integrable. Consider the system:
COROLLARY 3. Assume that (i) (t) and B(t) commute, (ii) B(·) is odd and t → B(t) is integrable, (iii) lim t→±∞ (t)
where y ∈ ‫ޒ‬ 2n , then Corollary 5 implies that any solution of (3.3) is AAP 0 ‫.)ޒ(‬ Notice that the classic results cannot be applied to this example (see e.g. [10, 21] ) and (1.3) has not an exponential dichotomy. 4. Discussion. We extend some results and furnish alternative methods compared with [1] : Firstly, we give an alternative proof of asymptotic equivalence that employs Theorem 5 and can be applied also for non-linear systems. On the other hand, we point out that (G1) could be relaxed by supposing that the inequality is verified only locally (we are preparing this result in a future article). Secondly, we can extend the methods of [1] to prove the existence of PAP(‫)ޒ‬ solutions. Finally, we extend some results from [1] by supposing B(·) odd.
We have given only sufficient conditions for the existence of even PAP(‫)ޒ‬ solutions (resp. AAP 0 ‫.))ޒ(‬ In this sense, a natural extension of our results would be to find sufficient conditions ensuring the existence of solutions that are not even (Example 4 shows us that these solutions exist). Nevertheless, to prove the bi-asymptotic equivalence by using conditions weaker than (G3) remain an open question, worth further study.
