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Abstract
The event-triggered consensus problem of first-order multi-agent systems under directed topology is investigated. The event
judgements are only implemented at periodic time instants. Under the designed consensus algorithm, the sampling period is
permitted to be arbitrarily large. Another advantage of the designed consensus algorithm is that, for systems with time delay,
consensus can be achieved for any finite delay only if it is bounded by the sampling period. The case of strongly connected
topology is first investigated. Then, the result is extended to the most general topology which only needs to contain a spanning
tree. A novel method based on positive series is introduced to analyze the convergence of the closed-loop systems. A numerical
example is provided to illustrate the effectiveness of the obtained theoretical results.
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1 Introduction
As one of the fundamental problems of cooperative con-
trol in networks of multi-agent systems, the consensus
problem has been extensively investigated in the past
decade for its wide applications [2,6,9,13,17]. In the ex-
isting literature, most of the designed consensus algo-
rithms rely on continuous availability of communication
information and the continuous control updates are ap-
plied. However, such manners may waste unnecessary
energy and lead to delays because of network congestion
for communication bandwidth [12,15,16,18].
Recently, the event-triggered control mechanism has
been introduced in order to overcome the mentioned
drawbacks. That is, consensus algorithms are designed
according to the information at certain time instants
determined by certain events and each agent will not
change its control input until the new happenings of
itself and its neighbors’ events. In [4], Dimarogonas et
al. proposed several event-based consensus algorithms
for first-order multi-agent systems, whose updates de-
pended on the ratio of a certain measurement error
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with respect to the norm of a function of the states.
In [5], a combinational measuring approach to event-
design was proposed. In [25], Seyboth et al. proposed
an event-based scheduling strategy which bounded
each agent’s measurement error by a time-dependent
threshold to solve average consensus. [14] extended the
method in [25] to investigate the containment control
problem of multi-agent systems under directed topol-
ogy. Decentralised event-triggered consensus of double
integrator multi-agent systems with packet losses and
communication delays was investigated in [7]. The
event-based consensus problem for general linear multi-
agent systems under directed topology was investigated
in [29]. Event-triggered leader-follower tracking control
for multi-agent systems with general linear dynamics
was considered in [3]. [10] investigated event-triggered
consensus of multi-agent systems with nonlinear dy-
namics and directed network topology. In the above
works, though the intermittent control updates were
applied, the continuous availability of communication
information was still required in the event judgements.
In [20] the average consensus problem was considered
for multi-agent networks over undirected and connected
topologies. The event-triggered condition was based on
sampled-data in the sense that the event detector used
only information at discrete sampling instants. Periodic
event-triggered average consensus over strongly con-
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nected and balanced directed topology was considered
in [22]. Effective delay-robust event-triggered consen-
sus strategies, in which periodic event detectors were
used to monitor and verify event-triggered conditions,
were given in [11] and [26], respectively. Asynchronous
periodic event-triggered consensus for multi-agent sys-
tems was discussed in [21] and [27], respectively. In
[1], consensus based on sampled-data control and edge
event-driven techniques was investigated for second-
order systems. Event-triggered sampled-data consensus
for multi-agent systems with general linear dynamics
was considered in [8]. The periodic sample and event
hybrid control method used in [1,8,11,20,21,22,26,27]
has obvious advantages. First, it can automatically
rule out Zeno behavior which is often a challenge in
distributed event-triggered systems. Second, the con-
tinuous availability of communication information is
not required in the event judgements any more. Note
that most of the above mentioned results focused on
connected undirected topologies or strongly connected
directed topologies. Moreover, the delay-robust consen-
sus problem of multi-agent systems was only considered
in [7], [11] and [25,26].
Motivated by the above mentioned work, we discuss the
consensus problem of multi-agent systems without or
with time delay under directed topology. Our contri-
butions include the design and analysis of novel event-
triggered consensus algorithm to solve the consensus
problem.
• First, under the designed consensus algorithm, the
sampling period is permitted to be arbitrarily large,
which avoids the requirement for the sampling period
as in the existing results. Moreover, a corresponding
advantage is that, for systems with time delay, con-
sensus can be achieved for any finite delay only if it is
bounded by the sampling period.
• Second, compared with the existing results in
[11,20,22,26], the topology required to guarantee con-
sensus of multi-agent systems is extended to the most
general case, i.e., with a spanning tree.
To prove the corresponding conclusions, the case of a
strongly connected topology is first investigated. Then,
the result is extended to the case of a topology containing
a spanning tree. A novel method based on positive series
is introduced to analyze the convergence of the closed-
loop systems.
Notations: The following notations are used throughout
this paper. In = {1, . . . , n} indicates an index set.N and
Z+ denote the sets of all the nonnegative integers and
all the positive integers, respectively. Denote the n × 1
column vectors of all ones and all zeros, respectively, as
1n and 0n. 0 indicates a zero matrix with proper order.
2 Preliminaries
In this section, we first give a brief review of graph theory.
Then, the model is formulated.
A directed graph (digraph) G = (V , E ) consists of a
node set V = {v1, . . . , vn}, an edge set E ⊆ V × V .
An adjacency matrix A = [aij ]n×n of G is defined as
aij = 1 if (vi, vj) ∈ E , while aij = 0, otherwise. Here,
we assume that (vi, vi) /∈ E and hence aii = 0 for
i ∈ In. The in-degree of node vi is defined as follows:
di =
∑n
j=1 aij , i ∈ In. The degree matrix ofG is a diago-
nal matrix D = diag{d1, . . . , dn}. The Laplacian matrix
L = [lij ]n×n of G is defined as L = D − A. Obviously,
di = lii, i ∈ In. If there exists an edge (vi, vj) ∈ E , then
we say that node vj is a neighbor of node vi. A directed
path from vj to vi in a digraph is a sequence of edges
starting with vj and ending with vi. A digraph is called
strongly connected if there exists a directed path from
every node to every other node. A digraph contains a
spanning tree if there exists a node called the root node
such that there exists a directed path from it to every
other node. An undirected graph means (vi, vj) ∈ E iff
(vj , vi) ∈ E . An undirected graph is called completely
connected if any two distinct nodes are linked by an edge.
The following lemma can be deduced by combining
Lemma 1 in [19], Theorem 7 in [23], and Lemma 3.3 in
[24].
Lemma 1
(i) If a digraph G contains a spanning tree, then zero
is an algebraically simple eigenvalue of L and all the
other eigenvalues have positive real parts. When G is
strongly connected, L has a positive left eigenvector
ξT = (ξ1, . . . , ξn) with
∑n
i=1 ξi = 1 associated with zero
eigenvalue. Moreover, R = 12 (ΞL + L
TΞ) is a positive
semi-definite matrix with all row sums being zeros and
zero being its algebraically simple eigenvalue, where
Ξ = diag{ξ1, · · · , ξn}.
(ii) Denote U = Ξ − ξξT . A direct calculation gets that
(x−
∑n
i=1 ξixi1n)
TΞ(x−
∑n
i=1 ξixi1n) = x
TUx, where
x ∈ Rn. Furthermore, U can be regarded as the Lapla-
cian matrix of a completely connected undirected graph.
Let 0 = λ1 < λ2 ≤ · · · ≤ λm be the eigenvalues of R and
0 = µ1 < µ2 ≤ · · · ≤ µm be the eigenvalues of U . Then,
R− λ2µmU is positive semi-definite.
Suppose that a multi-agent system has a topology rep-
resented by a digraph G. The dynamics of each agent is
described as
x˙i(t) = ui(t), t ≥ 0, i ∈ In, (1)
where xi ∈ R is the state of agent vi and ui is the control
input to be designed. For each agent vi, i ∈ In, assume
that the event-triggered time instants are {til , l ∈ N},
2
where ti0 = 0 is the initial time and {t
i
l , l ∈ N} ⊂
{0, h, 2h, . . .} with h > 0 being the sampling period. For
each agent vi, i ∈ In, define xˆi(t) = xi(t
i
l), t
i
l ≤ t < t
i
l+1.
For system (1) with time delay, the following consensus
algorithm is adopted:
ui(t) = −
δi
hdi
n∑
j=1
aij [xˆi(t− τ) − xˆj(t− τ)], t ≥ τ, (2)
where 0 < δi <
1
2 , di is the in-degree of agent vi and τ
is the information communication delay satisfying 0 ≤
τ < h. Note that when τ > 0, the control input ui(t) is
chosen as zero for t ∈ [0, τ). Another point which should
be emphasized is that ui(t) is also chosen as zero when
the agent vi has no neighbors, i.e., di = 0.
3 Systems without time delay
We first investigate consensus of (1) without time delay,
i.e., τ = 0. Two kinds of topologies will be considered,
respectively.
3.1 Systems under a strongly connected topology
In this case, noting that the in-degree matrix D is in-
vertible, the closed-loop system of (1) and (2) can be
summarized as
x˙(t) = −
1
h
∆D−1Lxˆ(t), t ≥ 0, (3)
where x = (x1, . . . , xn)
T , xˆ = (xˆ1, . . . , xˆn)
T , and ∆ =
diag{δ1, · · · , δn}. Denote qˆi = −
∑n
j=1 lij(xˆi−xˆj)
2, ei =
xi − xˆi, i ∈ In, and e = (e1, . . . , en)
T . The event-
triggered time instant til is defined by the following con-
dition:
e2i (t
i
l)− σi
1
4di
qˆi(t
i
l − h) > 0, (4)
where σi, i ∈ In, is a positive constant to be
determined later. A direct calculation gets that
1
2
∑n
i=1 ξiqˆi = −
1
2
∑n
i=1 ξi
∑n
j=1 lij(xˆ
2
i + xˆ
2
j − 2xˆixˆj) =∑n
i=1 xˆiξi
∑n
j=1 lij xˆj = xˆ
TΞLxˆ, where Ξ is defined as
in Lemma 1.
Remark 1 When the condition (4) is applied to judge
whether an event happens or not at time instant til, the
value of ei(t) obeys the following rule: ei(t
i
l) is defined
as ei(t
i
l) = xi(t
i
l) − xˆi(t
i
l − h) when the judgement is
executed and ei(t
i
l) = xi(t
i
l)− xˆi(t
i
l) after the judgement
is completed.
Theorem 1 Suppose that the interaction digraph is
strongly connected. System (1) without time delay using
consensus algorithm (2) and event-triggered condition
(4) will achieve consensus asymptotically for any finite
sampling period h if the following condition holds:
0 < σi < 1− 2δi, i ∈ In. (5)
Moreover, limt→∞ x(t) = c1n, where c =
∑n
i=1 δ
−1
i diξi
×xi(0)/
∑n
i=1 δ
−1
i diξi and ξ
T = (ξ1, . . . , ξn) is the posi-
tive left eigenvector of L associated with zero eigenvalue
satisfying
∑n
i=1 ξi = 1 .
Proof. Consider a positive definite quadratic form
V (x) = 12x
TΞD∆−1x, where Ξ is defined as in
Lemma 1. For convenience, denote V (t) = V (x(t)),
where x(t) is any solution of (3). Note that x(t) =
x(lh) − t−lhh ∆D
−1Lxˆ(t) and xˆ(t) = xˆ(lh) for t ∈
[lh, (l+1)h), l ∈ N . Deriving V (t) along the trajectories
of (3) on the interval [lh, (l + 1)h), we have
V˙ (t) = − 1h xˆ
T (t)ΞLxˆ(t) + 1h [xˆ(t)− x(t)]
TΞLxˆ(t)
= − 1h xˆ
T (t)ΞLxˆ(t)− 1he
T (lh)ΞLxˆ(t)
+ t−lhh2 xˆ
T (t)LTD−1∆ΞLxˆ(t)
= − 12h
n∑
i=1
ξiqˆi(lh) +
1
h
n∑
i=1
ξi
n∑
j=1
lijei(lh)[xˆi(lh)
−xˆj(lh)] +
t−lh
h2
n∑
i=1
δiξi
di
(
n∑
j=1
lij [xˆi(lh)− xˆj(lh)])
2
≤ − 12h
n∑
i=1
ξiqˆi(lh)−
1
h
n∑
i=1
ξi
n∑
j=1,j 6=i
lij
×{ 14 [xˆi(lh)− xˆj(lh)]
2 + e2i (lh)}
+ t−lhh2
n∑
i=1
δiξi(
n∑
j=1
|lij |[xˆi(lh)− xˆj(lh)]
2)
= − 14h
n∑
i=1
ξiqˆi(lh) +
1
h
n∑
i=1
ξidie
2
i (lh)
+ t−lhh2
n∑
i=1
δiξiqˆi(lh).
Integrating the above inequality from lh to (l+ 1)h, we
have V ((l + 1)h) ≤ V (lh) − 14
∑n
i=1 ξi(1 − 2δi)qˆi(lh) +
n∑
i=1
ξidie
2
i (lh), l ∈ N. Enforcing the event-triggered con-
dition (4), we have V ((l+1)h) ≤ V (lh)− 14
∑n
i=1 ξi(1−
2δi)qˆi(lh) +
1
4
∑n
i=1 ξiσiqˆi((l− 1)h), l ∈ Z
+. Therefore,
for l ∈ Z+, we have
V ((l + 1)h) ≤ V (h) + 14
n∑
i=1
ξiσiqˆi(0)−
1
4
n∑
i=1
ξi(1 − 2δi
−σi)qˆi(h)− · · · −
1
4
n∑
i=1
ξi(1 − 2δi − σi)
×qˆi((l − 1)h)−
1
4
n∑
i=1
ξi(1− 2δi)qˆi(lh).
Denote γi = 1− 2δi−σi. Note that under condition (5),
0 < γi < 1− 2δi. In the above inequality, let l approach
3
to infinity, we have
0 ≤ V (h) +
1
4
n∑
i=1
ξiσiqˆi(0)−
1
4
∞∑
l=1
n∑
i=1
γiξiqˆi(lh).
Noting that
∑n
i=1 γiξiqˆi(lh) is nonnegative for each
l ∈ Z+, it implies that the series
∑∞
l=1
∑n
i=1 γiξiqˆi(lh)
is convergent. Hence, liml→∞
∑n
i=1 γiξiqˆi(lh) = 0,
which implies that liml→∞ xˆ
T (lh)ΞLxˆ(lh) = 0. By
Lemma 1, we have liml→∞ xˆ
T (lh)Uxˆ(lh) = 0 and
xˆ(lh) →
∑n
i=1 ξixˆi(lh)1n as l → ∞. Hence, by event-
triggered condition (4), liml→∞ e(lh) = 0n. Then,
liml→∞ Lx(lh) = liml→∞ Le(lh)+liml→∞ Lxˆ(lh) = 0n.
It implies that limt→∞ Lx(t) = 0n. Still by Lemma 1, we
have x(t)→ a(t)1n as t→∞, where a(t) : [0,∞)→ R.
By (3), we have
∑n
i=1 δ
−1
i diξix˙i(t) = 0, which implies
that
∑n
i=1 δ
−1
i diξixi(t) =
∑n
i=1 δ
−1
i diξixi(0). This, to-
gether with that all the states xi(t)approach to the com-
mon value a(t) asymptotically, implies that a(t) ≡ c.
The proof is complete.
3.2 Systems under a topology with a spanning tree
In this subsection, we consider the case that the commu-
nication digraph contains a spanning tree. Inspired by
[28], by reordering the agents, L can be written in the
following Perron-Frobenius form:
L =


L1,1 L1,2 · · · L1,K
0 L2,2 · · · L2,K
...
...
. . .
...
0 0 · · · LK,K

 , (6)
where Lk,k ∈ Rnk×nk is corresponding to the agents
in the kth strongly connected component (SCC) of G
denoted by SCCk, k ∈ IK . For each k ∈ IK−1, there
exists at least one j > k such that Lk,j 6= 0.
Remark 2 By the following analysis, it is not hard to
see that the case of nk = 1 for some k ∈ IK−1 can be
regarded as the special case of (6). That is, each agent
corresponding to nk = 1 itself can be regarded as a SCC.
Moreover, the case of nK = 1 can also be regarded as a
special case of (6). But in this case, since the control input
of the corresponding agent is designed as zero, there is no
need to consider how to design event-triggered condition
and the conclusion in the following theorem still holds.
Corresponding to the form of the Laplacian matrix
L in (6), we use new symbol to denote the state of
each agent. That is, let xki be the state of the agent
vki ∈ SCCk, i ∈ Ink and k ∈ IK , where v
k
i repre-
sents the agent v
i+
∑
k−1
j=0
nj
with n0 = 0. In the fol-
lowing analysis, all the symbols in (2) will also be
rewritten by default. For each SCCk, k ∈ IK , de-
note xk = (xk1 , . . . , x
k
nk
)T , xˆk = (xˆk1 , . . . , xˆ
k
nk
)T , and
ek = xk − xˆk, where xˆki (t) = x
k
i (t
i+
∑
k−1
j=0
nj
l ) for
t
i+
∑
k−1
j=0
nj
l ≤ t < t
i+
∑
k−1
j=0
nj
l+1 and {t
i+
∑
k−1
j=0
nj
l , l ∈ N}
is the event-triggered time instant sequence. For each
k ∈ IK , an auxiliary matrix L˜
k,k = [l˜k,kij ]nk×nk corre-
sponding to Lk,k is defined as
l˜k,kij =
{
lk,kij , i 6= j,
−
∑nk
p=1,p6=i l
k,k
ip , i = j.
Let Hk = Lk,k− L˜k,k = diag{hk1 , . . . , h
k
nk}, k ∈ IK . We
have that eachHk, k ∈ IK−1, is a nonzero positive semi-
definite matrix. Specially, L˜K,K = LK,K , i.e., HK = 0.
Let ξTk be the left eigenvector of L˜
k,k associated with
zero eigenvalue and satisfy
∑nk
i=1 ξ
k
i = 1. Denote Ξ
k =
diag{ξk1 , . . . , ξ
k
nk} and R˜
k = 12 [Ξ
kL˜k,k+(L˜k,k)TΞk]. Fur-
thermore, denote qˆki = −
∑nk
j=1 l˜
k,k
ij (xˆ
k
i − xˆ
k
j )
2 for k ∈
IK , and qˆ
k,K
i = −
∑K
p=k+1
∑np
j=1 l
k,p
ij (xˆ
k
i − xˆ
p
j )
2 for k ∈
IK−1. Moreover, let qˆ
k,K
i = 0 for k = K. For the agent
vki ∈ SCCk, k ∈ IK , the event-triggered time instant
t
i+
∑
k−1
j=0
nj
l is defined by the following condition:
[
eki
(
t
i+
∑
k−1
j=0
nj
l
)]2
− σki
1
4dk
i
(
qˆki
(
t
i+
∑
k−1
j=0
nj
l − h
)
+qˆk,Ki
(
t
i+
∑
k−1
j=0
nj
l − h
))
> 0.
(7)
Note that, in essence, (7) is merely a restatement of (4)
for analysis convenience.
Before going further, we first give a lemma about the
relationships among qˆKi and xˆ
K
j −cˆ, i, j ∈ InK , where cˆ =∑nK
i=1 µ
K
i xˆ
K
i with µ
K
i = δ
K
i
−1
dKi ξ
K
i /
∑nK
i=1 δ
K
i
−1
dKi ξ
K
i ,
i ∈ InK .
Lemma 2 For the functions qˆKi and xˆ
K
j − cˆ, i, j ∈ InK ,
given above, the following relationship holds:
(xˆKj − cˆ)
2 ≤ (nK − 1)
nK∑
i=1
qˆKi , j ∈ InK .
Proof. Suppose that not all the states xˆKi are equal to
cˆ. Noting that cˆ is a weighted average value of all xˆKi ,
i ∈ InK , all the agents in SCCK can be divided into
two nonempty groups A1 and A2, where A1 contains the
agents whose states are not larger than cˆ andA2 contains
the rest ones. Since the interaction digraph is strongly
4
connected, for each vKj ∈ A1, there exists v
K
k ∈ A2 such
that there exists a directed path from vKk to v
K
j with the
form (vKj , v
K
il
), . . . , (vKi1 , v
K
k ). Moreover, we can choose
vKi1 ∈ A1, i.e., the agent v
K
i1
is the closest one in A1 who
can receive information from the agent vKk . It should
be emphasized that the inside agents except vKi1 among
this path may belong to A2. Since the largest length of
a directed path with no duplicate agents in SCCK is
nK − 1, it is easy to get that
(xˆKj − cˆ)
2 = (xˆKj − xˆ
K
il
+ xˆKil − · · · − xˆ
K
i1 + xˆ
K
i1 − cˆ)
2
≤ (|xˆKj − xˆ
K
il
|+ · · ·+ |xˆKi1 − cˆ|)
2
≤ (|xˆKj − xˆ
K
il
|+ · · ·+ |xˆKi1 − xˆ
K
k |)
2
≤ (nK − 1)[(xˆ
K
j − xˆ
K
il
)2 + · · ·+ (xˆKi1 − xˆ
K
k )
2].
Note that |xˆKi1 − cˆ| ≤ |xˆ
K
i1 − xˆ
K
k | plays a key role to get
the above inequality. By the form of
∑nK
i=1 qˆ
K
i , we can see
that it is the sum of all the squares of the latest event-
triggered state errors of the agents who have information
communications in SCCK . Hence, the conclusion holds.
The case of vKj ∈ A2 can be analyzed similarly.
Now, we are ready to establish a theorem which gives
sufficient conditions for consensus of (1) under a more
general topology compared with that in Theorem 1.
Theorem 2 Suppose that the interaction digraph con-
tains a spanning tree. System (1) without time delay us-
ing consensus algorithm (2) and event-triggered condi-
tion (7) will achieve consensus asymptotically for any
finite sampling period h if the following condition holds:
0 < σki < 1− 2δ
k
i , i ∈ Ink , k ∈ IK . (8)
Moreover, limt→∞ x(t) = c1n, where c =
∑nK
i=1 µ
K
i x
K
i (0)
and µKi , i ∈ InK , is defined as in Lemma 2.
Proof. We only consider the case of K = 2 since
the case of K > 2 can be tackled similarly. Let
V1 =
1
2 (x
1 − c1n1)
TΞ1D1∆1
−1
(x1 − c1n1), where
D1 = diag{d11, . . . , d
1
n1}, ∆
1 = diag{δ11, . . . , δ
1
n1}. Deriv-
ing V1 along the trajectories of the closed-loop system
(1) and (2) on [lh, (l+ 1)h), we have
V˙1(t) = −
1
h [x
1 − c1n1 ]
TΞ1[L1,1xˆ1 + L1,2xˆ2]
= − 1h{[xˆ
1 − c1n1 ] + [x
1 − xˆ1]}TΞ1
×{L1,1[xˆ1 − c1n1 ] + L
1,2[xˆ2 − c1n2 ]}
= − 1h [xˆ
1 − c1n1 ]
TΞ1{L1,1[xˆ1(t)− c1n1 ]
+L1,2[xˆ2 − c1n2 ]} −
1
h [e
1(lh)]TΞ1
×{L1,1[xˆ1 − c1n1 ] + L
1,2[xˆ2 − c1n2 ]}
+ t−lhh2 [L
1,1xˆ1 + L1,2xˆ2]TD1
−1
∆1Ξ1
×{L1,1[xˆ1 − c1n1 ] + L
1,2[xˆ2 − c1n2 ]}.
(9)
Denote the three sum terms of the right side of (9) as
Fi(t), i = 1, 2, 3. Next, we analyze them, respectively.
F1(t) = −
1
h [xˆ
1 − c1n1 ]
TΞ1L˜1,1[xˆ1 − c1n1 ]
− 1h [xˆ
1 − c1n1 ]
TΞ1H1[xˆ1 − c1n1 ]
− 1h [xˆ
1 − c1n1 ]
TΞ1L1,2[xˆ2 − c1n2 ]
≤ − 12h
n1∑
i=1
ξ1i qˆ
1
i (lh)−
1
h
n1∑
i=1
ξ1i h
1
i [xˆ
1
i (lh)
−c]2 + 2κh Vˆ1(lh) +
1
hG1(lh),
(10)
where G1(t) =
1
4κ
∑n1
i=1 ξ
1
i d
1
i
−1
δ1i {
∑n2
j=1 l
1,2
ij [xˆ
2
j − c]}
2,
κ is any positive constant, and Vˆ1(t) =
1
2 (xˆ
1 − c1n1)
T
Ξ1D1∆1
−1
(xˆ1 − c1n1).
F2(t) = −
1
h [e
1(lh)]TΞ1L˜1,1[xˆ1 − c1n1 ]
− 1h [e
1(lh)]TΞ1H1[xˆ1 − c1n1 ]
− 1h [e
1(lh)]TΞ1L1,2[xˆ2 − c1n2 ]
= 1h
n1∑
i=1
ξ1i
n1∑
j=1
l˜1,1ij e
1
i (lh)[xˆ
1
i (lh)
−xˆ1j(lh)]−
1
h
n1∑
i=1
ξ1i h
1
i e
1
i (lh)[xˆ
1
i (lh)− c]
− 1h
n1∑
i=1
ξ1i
n2∑
j=1
l1,2ij e
1
i (lh)[xˆ
2
j (lh)− c]
≤ 14h
n1∑
i=1
ξ1i qˆ
1
i (lh) +
1
h
n1∑
i=1
ξ1i l˜
1,1
ii [e
1
i (lh)]
2
+ 1h
n1∑
i=1
ξ1i h
1
i [e
1
i (lh)]
2 + 14h
n1∑
i=1
ξ1i h
1
i [xˆ
1
i (lh)
−c]2 + κh
n1∑
i=1
ξ1i d
1
i [e
1
i (lh)]
2 + 1hG2(lh),
(11)
where G2(t) =
1
4κ
∑n1
i=1 ξ
1
i d
1
i
−1
{
∑n2
j=1 l
1,2
ij [xˆ
2
j − c]}
2.
F3(t) =
t−lh
h2
n1∑
i=1
ξ1i δ
1
i
d1
i
{
−
n1∑
j=1
l1,1ij [xˆ
1
i (lh)− xˆ
1
j(lh)]
−
n2∑
j=1
l1,2ij [xˆ
1
i (lh)− xˆ
2
j(lh)]
}2
≤ t−lhh2
n1∑
i=1
ξ1i δ
1
i
(
qˆ1i (lh) + qˆ
1,2
i (lh)
)
≤ t−lhh2
n1∑
i=1
ξ1i δ
1
i
×
(
qˆ1i (lh) + 2h
1
i [xˆ
1
i (lh)− c]
2 + 2Gi(lh)
)
,
(12)
where Gi(lh) = −
∑n2
j=1 l
1,2
ij [xˆ
2
j (lh) − c]
2, i ∈ In1 . By
(9)-(12), we have
V1((l + 1)h)− V1(lh)
≤ − 14
∑n1
i=1 ξ
1
i qˆ
1
i (lh)−
3
4
n1∑
i=1
ξ1i h
1
i [xˆ
1
i (lh)− c]
2
+κ¯
n1∑
i=1
ξ1i d
1
i [e
1
i (lh)]
2 + 2κVˆ1(lh) +G1(lh) +G2(lh)
5
+
n1∑
i=1
ξ1i δ
1
i
(
1
2 qˆ
1
i (lh) + h
1
i [xˆ
1
i (lh)− c]
2 +Gi(lh)
)
,
(13)
where κ¯ = 1 + κ. By enforcing the event-triggered con-
dition (7), (13) implies that, for l ∈ Z+,
V1((l + 1)h)− V1(lh) ≤ −
1
4
n1∑
i=1
(1− 2δ1i )ξ
1
i qˆ
1
i (lh)
− 14
n1∑
i=1
(3 − 4δ1i )ξ
1
i h
1
i [xˆ
1
i (lh)− c]
2
+ κ¯4
n1∑
i=1
ξ1i σ
1
i [qˆ
1
i ((l − 1)h) + qˆ
1,2
i ((l − 1)h)]
+2κVˆ1(lh) +G1(lh) +G2(lh) +G4(lh)
≤ − 14
n1∑
i=1
(1− 2δ1i )ξ
1
i
(
qˆ1i (lh) + 2h
1
i [xˆ
1
i (lh)− c]
2
)
+ κ¯4
n1∑
i=1
ξ1i σ
1
i [qˆ
1
i ((l − 1)h) + 2h
1
i [xˆ
1
i ((l − 1)h)
−c]2] + 2κVˆ1(lh) +G1(lh) +G2(lh)
+ κ¯2G3((l − 1)h) +G4(lh),
where G3(lh) =
∑n1
i=1 ξ
1
i σ
1
iG
i(lh), and G4(lh) =∑n1
i=1 ξ
1
i δ
1
iG
i(lh). Therefore, for l ∈ Z+, we have
V1((l + 1)h)− V1(h)
≤ κ¯4
n1∑
i=1
ξ1i σ
1
i
(
qˆ1i (0) + 2h
1
i [xˆ
1
i (0)− c]
2
)
− 14
l−1∑
m=1
n1∑
i=1
ξ1i (1 − 2δ
1
i − κ¯σ
1
i )[qˆ
1
i (mh) + 2h
1
i (xˆ
1
i (mh)
−c)2]− 14
n1∑
i=1
ξ1i (1− 2δ
1
i )[qˆ
1
i (lh) + 2h
1
i (xˆ
1
i (lh)
−c)2] + κ¯2
l−1∑
m=0
G3(mh) +
l∑
m=1
[2κVˆ1(mh)
+G1(mh) +G2(mh) +G4(mh)].
(14)
Together with 12
∑n1
i=1 ξ
1
i qˆ
1
i (lh) = [xˆ
1(lh)]TΞ1L˜1,1xˆ1(lh)
= [xˆ1(lh) − c1n1 ]
T R˜1[xˆ1(lh) − c1n1 ], it is easy
to get that
∑n1
i=1 ξ
1
i (
1
2 qˆ
1
i (lh) + h
1
i [xˆ
1
i (lh) − c]
2) =
[xˆ1(lh) − c1n1 ]
TR1[xˆ1(lh) − c1n1 ], where R
1 =
(1/2)[Ξ1L1,1 + (L1,1)TΞ1]. Define α =
ξ1
max
d1
max
2δ1
min
λ1(R1)
with
δ1min = min1≤i≤n1{δ
1
i }, ξ
1
max = max1≤i≤n1{ξ
1
i } and
d1max = max1≤i≤n1{d
1
i }. Under condition (8), we can
choose κ to satisfy γ1i , 1 − 2δ
1
i − κ¯σ
1
i > 4κα. From
(14), let l approach to infinity, we have
0 ≤ V1(h) +
κ¯
4
n1∑
i=1
ξ1i σ
1
i
(
qˆ1i (0) + 2h
1
i [xˆ
1
i (0)− c]
2
)
− 12 (γ
1
min − 4κα)
∞∑
m=1
[xˆ1(mh)− c1n1 ]
TR1
×[xˆ1(mh)− c1n1 ] +
1
2 κ¯
∞∑
m=0
G3(mh)
+
∞∑
m=1
[G1(mh) +G2(mh) +G4(mh)],
(15)
where γ1min = min1≤i≤n1{γ
1
i }. Note that Vˆ1(t) ≤ α(xˆ
1−
c1n1)
TR1(xˆ1 − c1n1) has been used to get the above
inequality. Define a(t) =
∑n2
i=1 µ
2
ix
2
i (t). It is easy to get
that a(t) ≡ c. By the event-triggered condition (7), we
have
[cˆ(mh)− c]2 = [cˆ(mh)− a(t)]2
≤ n2
n2∑
i=1
(µ2i )
2[x2i (mh)− xˆ
2
i (mh)]
2
≤ n2
n2∑
i=1
(µ2i )
2 σ
2
i
4d2
i
qˆ2i (mh− h),
where cˆ(t) is defined as in Lemma 2 and m ∈ Z+. By
Lemma 2, it follows that, for each j ∈ In2 ,
[xˆ2j (mh)− c]
2 ≤ 2[(xˆ2j(mh)− cˆ(mh))
2 + (cˆ(mh)− c)2]
≤ 2[(n2 − 1)
n2∑
i=1
qˆ2i (mh)
+n2
n2∑
i=1
(µ2i )
2 σ
2
i
4d2
i
qˆ2i (mh− h)],
where m ∈ Z+. From the proof of Theorem 1, we
know that the series
∑∞
m=1
∑n2
i=1 qˆ
2
i (mh) is conver-
gent. This, together with the above inequality, im-
plies that all the series
∑∞
m=1Gi(mh), 1 ≤ i ≤ 4,
are convergent. Then, by (15), we have that the se-
ries
∑∞
m=1
[
xˆ1(mh)− c1n1 ]
TR1[xˆ1(mh)− c1n1
]
is
also convergent. Since R1 is positive definite, it fol-
lows that limm→∞ xˆ
1(mh) = c1n1 . By the event-
triggered condition (7), limm→∞ e
1(mh) = 0n1 . Hence,
limm→∞ x
1(mh) = limm→∞ e
1(mh) + xˆ1(mh) =
c1n1 . Also, from the proof of Theorem 1, we have
limm→∞ xˆ
2(mh) = c1n2 . Noting that x
1(t) = x1(mh)−
t−mh
h ∆
1D1
−1
[L1,1xˆ1(mh) + L1,2xˆ2(mh)] for t ∈
[mh, (m + 1)h), it follows that limt→∞ x
1(t) =
c1n1 . Moreover, it follows from Theorem 1 that
limt→∞ x
2(t) = c1n2 . Hence, the conclusion holds and
the proof is complete.
4 Systems with time delay
In this section, we investigate consensus of (1) with time
delay. Two kinds of topologies will also be considered,
respectively.
4.1 Systems under a strongly connected topology
The closed-loop system (1) and (2) can be summarized
as
x˙(t) =
{
0, t ∈ [0, τ),
− 1h∆D
−1Lxˆ(t− τ), t ≥ τ.
(16)
Still by using event-triggered condition (4), we have the
following theorem.
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Theorem 3 Suppose that the interaction digraph is
strongly connected. System (1) with time delay using
consensus algorithm (2) and event-triggered condition
(4) will achieve consensus asymptotically for any finite
sampling period h if the following conditions hold:
0 < σi < 1− 2δi and 0 < τ < hβ, (17)
where β = min{1, 1−2δi−σi4δi , i ∈ In}. Moreover, limt→∞
x(t)
= c1n, where c =
∑n
i=1 δ
−1
i diξixi(0)/
∑n
i=1 δ
−1
i diξi and
ξT = (ξ1, . . . , ξn) is the positive left eigenvector of L
associated with zero eigenvalue satisfying
∑n
i=1 ξi = 1.
Proof. Consider the same positive definite quadratic
form as in the proof of Theorem 1. Note that x(t) =
x(lh) − τh∆D
−1Lxˆ((l − 1)h) − t−lh−τh ∆D
−1Lxˆ(lh) for
t ∈ [lh+ τ, (l+1)h+ τ ], l ∈ N . Deriving V (t) along the
trajectories of (16) on the interval [lh+ τ, (l+ 1)h+ τ),
we have
V˙ (t) = − 1h xˆ
T (lh)ΞLxˆ(lh) + 1h [xˆ(lh)− x(t)]
TΞLxˆ(lh)
= − 1h xˆ
T (lh)ΞLxˆ(lh)− 1he
T (lh)ΞLxˆ(lh)
+ τh2 xˆ
T ((l − 1)h)LTD−1∆ΞLxˆ(lh)
+ t−lh−τh2 xˆ
T (lh)LTD−1∆ΞLxˆ(lh)
≤ − 12h
n∑
i=1
ξiqˆi(lh) +
1
h
n∑
i=1
ξi
n∑
j=1
lijei(lh)[xˆi(lh)− xˆj(lh)]
+ τ2h2
n∑
i=1
δiξi
di
(
n∑
j=1
lij [xˆi((l − 1)h)− xˆj((l − 1)h)])
2
+ t−lh−τ/2h2
n∑
i=1
δiξi
di
(
n∑
j=1
lij [xˆi(lh)− xˆj(lh)])
2
≤ − 12h
n∑
i=1
ξiqˆi(lh)−
1
h
n∑
i=1
ξi
n∑
j=1,j 6=i
lij
×{ 14 [xˆi(lh)− xˆj(lh)]
2 + e2i (lh)}
+ τ2h2
n∑
i=1
δiξi(
n∑
j=1
|lij |[xˆi((l − 1)h)− xˆj((l − 1)h)]
2)
+ t−lh−τ/2h2
n∑
i=1
δiξi(
n∑
j=1
|lij |[xˆi(lh)− xˆj(lh)]
2)
= − 14h
n∑
i=1
ξiqˆi(lh) +
1
h
n∑
i=1
ξidie
2
i (lh)
+ τ2h2
n∑
i=1
δiξiqˆi((l − 1)h) +
t−lh−τ/2
h2
n∑
i=1
δiξiqˆi(lh).
Integrating the above inequality from lh + τ to
(l + 1)h + τ , we have V ((l + 1)h + τ) ≤ V (lh + τ) −
1
4
∑n
i=1 ξi[1 − 2(1 +
τ
h )δi]qˆi(lh) +
τ
2h
∑n
i=1 δiξiqˆi((l −
1)h) +
∑n
i=1 ξidie
2
i (lh), l ∈ Z
+. Enforcing event-
triggered condition (4), we have V ((l + 1)h + τ) ≤
V (lh+ τ)− 14
n∑
i=1
ξi[1− 2(1+
τ
h )δi]qˆi(lh) +
1
4
n∑
i=1
ξi(σi +
2τ
h δi)qˆi((l−1)h), l ∈ Z
+. Therefore, for l ∈ Z+, we have
V ((l + 1)h+ τ) ≤ V (h+ τ) + 14
n∑
i=1
ξi(σi +
2τ
h δi)qˆi(0)
− 14
n∑
i=1
ξi[1− 2(1 +
2τ
h )δi − σi]qˆi(h)− · · ·
− 14
n∑
i=1
ξi[1− 2(1 +
2τ
h )δi − σi]qˆi((l − 1)h)
− 14
n∑
i=1
ξi[1− 2(1 +
τ
h )δi]qˆi(lh).
The rest is just as same as that in the proof of Theorem
1 and is omitted for space saving.
4.2 Systems under a topology with a spanning tree
When system (1) has a communication digraph which
contains a spanning tree, a similar analysis as that
in Subsection 3.2 can be given. Actually, by compar-
ing the proof of Theorem 3 with that of Theorem 1,
the derivative of the same V1 as that in the proof of
Theorem 2 along the trajectories of the closed-loop
system (1) and (2) can be obtained by changing the
coefficient of F3(t) in (9) to be
t−lh−τ
h2 and adding a
function F4(t) =
τ
h2 [L
1,1xˆ1((l − 1)h) + L1,2xˆ2((l −
1)h)D1
−1
∆1Ξ1{L1,1[xˆ1(t)− cˆ1n1 ]+L
1,2[xˆ2(t)− cˆ1n2 ]}.
Then, the following theorem about system (1) with
time delay under a topology with a spanning tree can
be obtained. Since the proof is not too complicated, we
omit it for space saving.
Theorem 4 Suppose that the interaction digraph con-
tains a spanning tree. System (1) with time delay using
consensus algorithm (2) and event-triggered condition
(7) will achieve consensus asymptotically for any finite
sampling period h if the following conditions hold:
0 < σki < 1− 2δ
k
i and 0 < τ < hβ, (18)
where β = min
{
1,
1−2δki −σ
k
i
4δk
i
, i ∈ Ink , k ∈ IK
}
. More-
over, lim
t→∞
x(t) = c1n, where c =
∑nK
i=1 δ
K
i
−1
dKi ξ
K
i x
K
i (0)
/
∑nK
i=1 δ
K
i
−1
dKi ξ
K
i and ξ
T
K = (ξ
K
1 , . . . , ξ
K
nK ) with∑nK
i=1 ξ
K
i = 1 is the positive left eigenvector of L
K,K
associated with zero eigenvalue.
Remark 3 A common merit of Theorems 1-4 is that the
sampling period can be arbitrarily large. This point is ob-
viously superior to the existing results which demand that
the sampling period should be bounded by certain number
dependent on the spectrum of Laplacian matrix, which
is actually global information. One might think that, as
a distributed control design, it is a drawback that all the
agents need to share a common sampling period. Just as
all the agents share a common form of consensus algo-
rithm, to share a common sampling period can be regarded
7
as a prerequisite. The true distributed control should be
reflected by the neighbor-based information sharing dur-
ing the state evolution of the whole system.
Remark 4 In Theorem 3, the time delay τ has a
bound dependent on both the sampling period h and
the parameters δi and σi of each agent, which can be
regarded as the using of global information. Noting
that limδi→0
1−2δi−σi
4δi
= ∞, τ actually can be bounded
only by h if δi and σi are chosen in advance to satisfy
1−2δi−σi
4δi
≥ 1. A similar conclusion holds for the delay in
Theorem 4. This point may result in a very useful appli-
cation. That is, if the range of the time delay is known,
a large enough sampling period h can be chosen in (2) to
guarantee the achievement of consensus for system (1).
5 Simulation example
In this section, we give a numerical example to illustrate
the effectiveness of the obtained theoretical results. The
considered system consists of five agents. Figure 1 shows
the interaction digraph G which represents the system’s
topology. Obviously, G contains a spanning tree. For
simplicity, we only consider the case with time delay.
G
Fig. 1. Digraph G which represents the topology
Example 1 Let the initial states of system (1) be x(0) =
[19, 5, 1,−8,−4]T . We choose the parameters δ1 = δ3 =
δ5 = 1/4, δ2 = δ4 = 1/5, the event-checking period
h = 0.1. Moreover, for simplicity, a common value 1/5
for all the parameters σi, i ∈ In, and τ = 0.02 are chosen
to satisfy the condition (18). By Theorem 4, system (1)
using (2) driven by the event-triggered condition (7) can
achieve consensus asymptotically and the final consensus
state is 101/9 ≈ 11.22. The time instants when the events
occur for each agent are shown in Figure 2. Figure 3
shows the states and the convergence tendencies of all
the agents, which are consistent with the conclusion of
Theorem 4.
6 Conclusion
In this paper, we have investigated the consensus prob-
lem of first-order multi-agent systems under directed
topology which contains a spanning tree. Only the data
at periodic time instants are used for event judgements.
Both the case without delay and the case with delay
have been investigated. Under the designed consensus
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Fig. 2. Event-triggered time instants under (7)
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Fig. 3. States of (1) using (2) under topology G
algorithm, the sampling period can be arbitrarily large.
For the case with delay, the delay is only needed to be
bounded by the sampling period to guarantee consen-
sus. To investigate the consensus problem of multi-agent
systems with time-varying delays and/or under switch-
ing topologies will be our future work.
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