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Abstract. Part-based approaches for fine-grained recognition do not
show the expected performance gain over global methods, although be-
ing able to explicitly focus on small details that are relevant for dis-
tinguishing highly similar classes. We assume that part-based methods
suffer from a missing representation of local features, which is invariant
to the order of parts and can handle a varying number of visible parts
appropriately. The order of parts is artificial and often only given by
ground-truth annotations, whereas viewpoint variations and occlusions
result in parts that are not observable. Therefore, we propose integrat-
ing a Fisher vector encoding of part features into convolutional neural
networks. The parameters for this encoding are estimated jointly with
those of the neural network in an end-to-end manner. Our approach im-
proves state-of-the-art accuracies for bird species classification on CUB-
200-2011 from 90.40% to 90.95%, on NA-Birds from 89.20% to 90.30%,
and on Birdsnap from 84.30% to 86.97%.
Keywords: End-to-end learning, Fisher vector encoding, part-based fine-
grained recognition
1 Introduction
Part- or attention-based approaches [7,8,12,37,38,40] are common choices for
fine-grained visual categorization (FGVC) because they can explicitly focus on
small details that are relevant for distinguishing highly similar classes, e.g., dif-
ferent bird species. Quite surprisingly, methods that perform the categorization
with global image features [6,20,25,26,32,41] also achieve excellent results and it
is hard to tell from the empirical results reported in the literature which gen-
eral approach (global or part-based) is superior, given that all of them show
comparable results in terms of recognition performance. We hypothesize that
part-based algorithms are currently not able to exploit their full potential due
to the problems that arise from the initial detection of parts, especially regard-
ing a unified representation of individual part features after the detection. Since
learning individual part detectors requires part annotations and thus additional,
time-consuming efforts by domain experts, methods for unsupervised part de-
tection have been developed that already obtain remarkable classification re-
sults [8,17,38]. However, unsupervised part detection faces various challenges,
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Fig. 1. Comparison of traditional part feature aggregation with our proposed method
based on Fisher vector encoding. In the traditional case, the problem of missing features
may occur when some parts can not be detected but the resulting gaps need to be
filled for the feature concatenation. Furthermore, the semantics of extracted features
is not clear due to unsupervised part detection algorithms that may not preserve a
consistent order of part features. With our approach, we are able to compute a unified
representation of fixed length for an arbitrary number of unordered part features.
This representation can then be used by any type of classifier, including simple linear
classifiers and fully-connected layers in a deep neural network.
such as missing parts caused by different types of occlusions and parts with am-
biguous semantic meaning. Hence, it remains unclear whether detected parts are
reasonable and semantically consistent. This is also depicted in Fig. 1. Further-
more, part-based classifiers usually require both a fixed number of parts to be
determined for each image and a pre-defined order of the extracted part features,
which are then handed to the classifier. These are strong restrictions for the ap-
plication, especially when considering varying poses and viewpoints that lead to
hidden parts not visible in an image. In general, we believe that a common way
for representing a varying number of unordered part features obtained from each
single image is missing.
We therefore propose the integration of a well-known feature transformation
method typically applied to local descriptors of keypoints, namely the Fisher
vector encoding (FVE) [23,24], into convolutional neural network (CNN) archi-
tectures. The FVE enables handling different numbers of parts for each image,
e.g., only those that are visible given the actual pose of the bird and the view-
point, by computing a unified representation of fixed length independent of the
number of detected parts (Fig. 1). Note that the problem of missing parts can
also be observed when considering the ground-truth annotations of widely-used
fine-grained datasets for bird species categorization [2,33,35], which are often
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used to evaluate the performance of new classification algorithms without tak-
ing the part detection into account. Common methods for filling the gaps of
missing parts are simple, like the insertion of a constant value, e.g., filling with
zeros [9,21,39]. Other strategies insert the whole input image as a part (which
is then rather a global feature than a local one), or a cropped part of the image
around its center point. The latter can be motivated by a spatial prior, i.e., ob-
jects are more often located in the center of an image. Nevertheless, a gap filling
strategy for handling missing parts is not required when using our method. Fur-
thermore, our approach allows for neglecting an artificial order of parts, since
there is usually no natural order of parts and each part should be treated equally.
In contrast to previous approaches that apply some kind of FVE together
with CNNs [5,28,31,36], our method determines the underlying Gaussian mix-
ture model (GMM) with an iterative EM algorithm using mini-batch updates
of parameters. With our approach, the parameters of the GMM are estimated
jointly with the parameters of the CNN in an end-to-end manner. As the con-
sequence, the GMM has a direct influence on the feature extraction within the
CNN and also adapts to the changing feature representations during learning.
Sect. 3 describes the details of our approach. The benefits are shown in defin-
ing new state-of-the-art results for CUB-200-2011[35] from 90.40% to 90.95%,
NA-Birds[33] from 89.20% to 90.30%, and Birdsnap[2] from 84.30% to 86.97%.
2 Related Work
We divide this section into three parts. First, related work on FVE in the con-
text of deep neural networks is discussed. These approaches either do not allow
for learning the GMM parameters end-to-end but rather estimating parameters
separately after neural network training or simply treat GMM parameters as
conventional network parameters that are learned without any clustering objec-
tive by artificially enforcing reasonable values for the mixture parameters such
as positive variances for Gaussian distributions. Second, we shortly review ex-
isting algorithms for iterative EM algorithms since we borrow ideas from these
approaches for enabling end-to-end learning of GMM parameters together with
CNN weights as part of our proposed FVE. Third, we list current state-of-the-
art techniques for fine-grained categorization, especially focussing on part-based
methods. Note that we are not aware of any work in the field of part-based fine-
grained categorization that makes use of an FVE in conjunction with features
from deep neural networks. Furthermore, we have not found any application of
an iterative EM algorithm within a CNN architecture.
2.1 Variants of Deep Fisher Vector Encoding (Deep FVE)
As one of the first attempts, Simonyan et al. [27] presented a Fisher vector layer
for building deep networks. They encode an input image or pre-extracted SIFT
features in multiple layers with an FVE and present a new pooling method that is
applied after each encoding layer. A global pooling operation in the penultimate
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layer results in a single vector that is classified by an ensemble of linear SVMs.
Due to some restrictions, the entire network is trained greedily layer by layer
and not end-to-end. Another deep architecture presented by Sydorov et al. [29]
learns an FVE by updating GMM parameters based on the classification loss
rather than running an EM algorithm. In each iteration, an SVM classifier is
trained, then gradients w.r.t. the GMM parameters are computed that are used
to update them accordingly. Cimpoi et al. [5] proposed a CNN together with an
FVE that encodes local CNN features by a single feature representation. This
representation is finally used by a 1-vs-rest SVM to perform classification. Song
et al. [28] were able to further improve this approach by additional processing
of the encoded features, but still without end-to-end learning.
In contrast to the aforementioned methods that compute an FVE of local
features extracted separately from the image, Wieshollek et al. [36] and Tang
et al. [31] deploy the FVE directly in a neural network. As a result, the features
are learned jointly with the parameters for both the classification and the mix-
ture model. However, although the GMM parameters are estimated jointly with
the other network parameters using gradient descent, the training procedure has
some drawbacks. On the one hand, artificial constraints have to be applied in
order to obtain reasonable mixture parameters, e.g., positive variances. On the
other hand, due to the formulas for the FVE, the resulting gradients cause nu-
merically unstable computations. Both of these drawbacks can be circumvented
by our proposed method, which estimates the parameters of the mixture model
with an iterative EM algorithm.
2.2 EM Algorithms and GMM estimation
The standard technique for estimating GMM parameters is the EM algorithm,
which is an iterative process of alternating between maximum likelihood estima-
tion of mixture parameters and computing soft assignments of samples to the
mixture components. In the default setting, all samples are used in both steps,
but this leads to an increased runtime for large-scale datasets. To reduce the
computational costs, one can only use a subset of samples for the parameter
estimation or rely on existing online versions of the EM algorithm [3,22]. As an
example, Cappe´ and Moulines [3] approximate the expectation over the entire
dataset with an exponential moving average over batches of the data. Based
on this work, Chen et al. [4] propose a variance reduction of the estimates in
each step, which results in faster and more stable convergence. A comparison of
these algorithms is given by the work of Karimi et al. [15], who also introduce a
new algorithm and establish non-asymptotic convergence bounds for global con-
vergence. Further approaches [1,11,19] propose similar solutions with different
applications and motivations for the iterative parameter update.
In our work, we employ the ideas of iterative parameter update and estimator
correction. Furthermore, we demonstrate how to integrate these ideas in a neural
network and estimate the parameters jointly with the network weights.
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2.3 Fine-grained visual categorization
In the literature, two main directions can be observed for fine-grained recogni-
tion: global and part-based methods. A global methods use the input image as
a whole and employ clever strategies for pre-training [6], augmentation [32,18],
or pooling [20,25,26,41]. In contrast, part- or attention-based approaches apply
sophisticated detection techniques in order to determine interesting areas in the
image and to extract detailed local features from these patches. This results in
part features as an additional source of information for boosting the classification
performance.
He et al. [12] propose a reinforcement learning method for estimating how
many and which image regions are helpful to distinguish the categories. They
use multi-scale image representations for localizing the object and afterwards
estimate discriminative part regions. Ge et al. [8] present the current state-
of-the-art approach on the CUB-200-2011 dataset. Based on weakly-supervised
instance detection and segmentations, part proposals are generated and con-
strained by a part model. The final classification is performed with a stacked
LSTM classifier and context encoding. The method of Zhang et al. [38] also
yields good results on the CUB-200-2011 and the NA-Birds dataset. Expert
models arranged in multiple stages predict both class assignments and attention
maps that are used by the next expert to crop the image and refine the observed
data. Finally, a gating network is used to weight the decisions of the individual
experts.
Compared to the previous approaches, we use a different part detection
method that is described at the beginning of the next section prior to presenting
the details of our proposed FVE for part features.
3 Fisher Vector Encoding (FVE) of Part Features
In this section, we present our approach for an FVE of part features, which
allows for joint end-to-end learning of all parameters, i.e., the parameters of the
underlying GMM as well as the parameters of the CNN that computes the part
features. It can be applied to any set of parts that are extracted from an image,
hence it is possible to combine it with different part detection algorithms. In
this paper, we use the code1 for a part detection method provided by Korsch
et al. [17] The authors use an initial classification of the entire input image
to identify features that are used for this classification. Then, the pixels in the
receptive field of these features are clustered and divided into candidate regions.
Bounding boxes are estimated around these regions and used as parts in the
final part-based classification.
Given a set of parts specified by their corresponding image regions, we pro-
pose the computation of a set of local features for each part with a CNN followed
by an FVE of these part features to obtain a unified part representation of fixed
1 https://github.com/DiKorsch/l1_parts
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Fig. 2. Overview of our proposed method. During training, we estimate the parameters
of the GMM that leads to the FVE using an EM-algorithm with mini-batch updates
described in Sect. 3.2. The resulting FVE-Layer, which is explained in Sect. 3.3, can
be integrated in any deep network architecture. We use this new layer for computing
a unified part representation that aggregates local features extracted from ConvMaps
of a CNN as described in Sect. 3.4. Our approach enables joint end-to-end learning of
both CNN parameters and GMM parameters for the FVE.
length independent of the number of detected parts. Fig. 2 visualizes our ap-
proach. Note that any CNN architecture can be used as a backbone network
for computing part features, even with pre-trained weights that are fine-tuned
when estimating the GMM parameters for the FVE. In order to characterize our
proposed FVE that is learned end-to-end together with the network parameters,
we present the mathematical formulation of the underlying mixture model.
3.1 Mixture Models and Parameter Estimation via EM Algorithm
Given a set of feature vectors X = {x1, . . . ,xN} denoted by D-dimensional vec-
tors xn ∈ RD (∀ n ∈ [1, N ]) we assume that these representations are generated
i.i.d. following a density function p(xn). In our case, these are part features
extracted with a CNN. The function p(xn) is supposed to be a finite mixture
model with K components p(xn|Θ) =
∑K
k=1 αkpk(xn|θk).
Each mixture component k has a density function pk(xn|θk) with param-
eters θk. The mixture weights αk denote the prior probability that a random
sample xn has been generated by component k such that
∑K
k=1 αk = 1. The
entire set of parameters for the mixture model is Θ = {α1, . . . , αK , θ1, . . . , θK}.
From this definition, we can compute the soft assignment wn,k of each feature
vector xn to component k based on parameters Θ as follows:
wn,k =
αkpk(xn|θk)∑K
`=1 α`p`(xn|θ`)
. (1)
Without further prior knowledge, we assume that each component k is a
Gaussian distribution with parameters θk = {µk,Σk}
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leading to the definition of a Gaussian mixture model (GMM).
Assuming that the dimensions of each xn are independent, the covariance
matrices Σk become diagonal and can be represented by covariance vectors
σ2k = diag(Σk). Hence, the density function of component k can be written as:
pk(xn|µk,σk) = 1∏D
d=1
√
2piσk,d
exp
(
−
D∑
d=1
(xn,d − µk,d)2
2(σk,d)2
)
. (2)
To estimate the parameters Θ of the GMM from the feature vectors in X , an EM
algorithm is typically applied. It alternates between an E-step and an M-step
until convergence. In the E-step, soft assignments wnewn,k as defined in Eq. (1) are
computed for each feature vector xn and each mixture component k. These soft
assignments can be represented by a matrix W of size N×K, where the entries
in each row sum up to 1. In the M-step, new mixture parameters are computed
using the soft assignment matrix W and the feature vectors xn via:
αnewk =
Nk
N
, (3)
µnewk =
1
Nk
N∑
n=1
wnewn,k xn , (4)
σnewk =
1
Nk
N∑
n=1
wnewn,k (xn − µnewk )2 . (5)
In these Equations, Nk =
∑N
n=1 wn,k denotes the effective number of samples
assigned to component k. However, as it can be seen from these update rules, all
N samples are required for estimating the new parameter values. To overcome
this drawback and to allow for the integration of an additional layer in a CNN
that performs both GMM estimation and FVE using mini-batches, we propose
an EM-algorithm with mini-batch updates in the following.
3.2 EM-Algorithm with Mini-batch Updates
To estimate a GMM and compute an FVE of part features within a deep learning
architecture, the EM algorithm needs to be adapted to the batch-wise learning
of neural networks. We suggest performing a single E-step and a single M-Step
for each mini-batch within the learning procedure of the neural network, as
already proposed in [3,22]. Hence, we do not sum over all N training samples in
Equations (3) to (5), but over all Nb samples in the current training batch b. The
resulting new parameter values are then used to update the model parameters
through an exponential moving average (EMA) with parameter λ ∈ (0, 1) and
[t] indicating the time steps t in the iterative estimation process:
αk[t] = λαk[t− 1] + (1− λ)αnewk , (6)
µk[t] = λµk[t− 1] + (1− λ)µnewk , (7)
σk[t] = λσk[t− 1] + (1− λ)σnewk . (8)
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Since plain EMA is a biased estimator, we utilize an additional bias correction,
as it is also done in the Adam optimizer [16], via:(
αˆk[t], µˆk[t], σˆk[t]
)
=
(
αk[t]
1− λt ,
µk[t]
1− λt ,
σk[t]
1− λt
)
(9)
In our experiments, we have chosen λ = 0.9, since this is also the default value
for the weight decay rate in batch-normalization layers [14] and the Adam opti-
mizer [16], which both also perform EMA estimates. Furthermore, we empirically
tested other values but found that λ = 0.9 leads to the best and most stable
results. Using the iterative update rules for the GMM parameters, we can define
a Fisher vector encoding layer for any neural network architecture.
3.3 New Fisher Vector Encoding Layer (FVE-Layer)
Since we have shown how to estimate the parameters of a GMM within the
standard training procedure of CNNs by only processing mini-batches, we can
implement an FVE-Layer that uses the estimated GMM parameters for com-
puting the FVE of a set of part features. Following Perronnin et al. [23,24], the
FVE is derived from the gradient space of the GMM by considering the gradi-
ents of the log-likelihood with respect to the GMM parameters Θ and assuming
independence of the NI part features XI = {x1, . . . ,xNI} from a single image
I:
GΘ(XI) = ∇Θ log p(XI |Θ) =
NI∑
n=1
∇Θ log p(xn|Θ) . (10)
These gradients, also called Fisher scores, describe how parameters contribute
to the process of generating a particular sample. In a similar way, the Fisher
scores for component k of the GMM with parameters θk = (µk,σk) are:
Gµk,d(XI) = ∇µk,d log p(XI |Θ) =
NI∑
n=1
wn,k
(
xn,d − µk,d
(σk,d)2
)
, (11)
Gσk,d(XI) = ∇σk,d log p(XI |Θ) =
NI∑
n=1
wn,k
(
(xn,d − µk,d)2
(σk,d)3
− 1
σk,d
)
, (12)
where d ∈ {1, . . . , D} denotes the corresponding dimension of the feature vec-
tors xn, mean vectors µk, and standard deviation vectors σk. We use the ap-
proximated normalized Fisher scores introduced by [23,24], which leads to the
following formulas for the individual components of the FVE:
Fµk,d(XI) =
1√
NIαk
NI∑
n=1
wn,k
(
xn,d − µk,d
σk,d
)
, (13)
Fσk,d(XI) =
1√
2NIαk
NI∑
n=1
wn,k
(
(xn,d − µk,d)2
(σk,d)2
− 1
)
. (14)
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These scores can directly be computed for all parameters µk,d and σk,d (with
k = 1, . . . ,K and d = 1, . . . , D) based on the estimated GMM parameters. Their
concatenation results in a unified representation of dimension 2KD that we use
as an FVE of part features. In this way, we have described the calculations of
the new FVE-Layer that can be integrated into a deep learning architecture.
It is interesting to note that this layer differs from a typical deep learning
layer (like convolutional or fully-connected) in the sense that its parameters
are not trained through back-propagation, but through the iterative updates
described in Sect. 3.2. A similar idea is employed in the batch-normalization
layer [14], where running means and running variances are estimated iteratively
based on every batch in the dataset. Subsequently, the estimated values are used
to transform the outputs of the previous layer such that they have zero mean
and unit variance afterward. The estimation of the running mean and running
variance is identical to the estimation of a GMM with only one component. We
have confirmed this observation in our experiments by comparing the estimated
parameters of a batch-normalization layer and FVE-Layer with one mixture.
However, the FVE-Layer uses a different feature transformation compared to
batch-normalization, namely the FVE.
As it is also the case for the batch-normalization layer, the new FVE-Layer
can be integrated into any network architecture and allows for end-to-end learn-
ing despite the fact that the parameters of the layer are not estimated by back-
propagation and gradient descent. The integration is possible because we are
able to back-propagate the gradients through the FVE-Layer to the previous
layers by specifying the gradients of this layer with respect to its inputs. There-
fore, it is sufficient to provide the gradients for the individual components of
the FVE, namely Fµk,d(XI) and Fσk,d(XI), w.r.t. an arbitrary feature xn,d∗ , i.e.,
with respect to the dimension d∗ ∈ {1, . . . , D} of the n-th sample:
∂Fµk,d(XI)
∂xn,d∗
=
1√
NIαk
[
∂wn,k
∂xn,d∗
(
xn,d − µk,d
σk,d
)
+ δd,d∗
wn,k
σk,d∗
]
, (15)
∂Fσk,d(XI)
∂xn,d∗
=
1√
2NIαk
[
∂wn,k
∂xn,d∗
(
(xn,d − µk,d)2
(σk,d)2
− 1
)
+δd,d∗
2wn,k(xn,d∗ − µk,d∗)
(σk,d∗)
2
]
. (16)
In both equations, we use δd,d∗ to denote the Kronecker delta being 1 if d = d∗
and 0 else, as well as the derivative of wn,k w.r.t. xn,d∗ that is given by:
∂wn,k
∂xn,d∗
= wn,k
(
− (xn,d∗ − µk,d∗)
(σk,d∗)
2
+
K∑
`=1
wn,`
(xn,d∗ − µ`,d∗)
(σ`,d∗)
2
)
. (17)
Further details for the derivation of these gradients can be found in the supple-
mentary material. Note that similar formulas are also provided by [36].
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3.4 Part Features from ConvMaps
So far, we have not specified which part features are used to estimate the GMM
parameters and to compute the FVE. Based on the outputs of the last convolu-
tional layer of the CNN called ConvMaps, it would be possible to perform global
average pooling for these ConvMaps to obtain a single feature vector for each
part. The GMM parameters would then be estimated based on a set of Ntrain·P
vectors with Ntrain being the number of training images and P the average or
fixed number of parts per image.
In contrast, we propose using a set of local feature vectors extracted from
the ConvMaps of each part. If the typical output of a convolutional layer with
C channels computed for a single part has the shape C×H×W with H and W
denoting the spatial extent of the ConvMaps, then we use the H·W vectors of
dimension C to describe that part. Hence, the number of local feature vectors for
learning the GMM parameters increases to Ntrain·P ·H·W . For a single param-
eter update using a batch size of B images, B·P ·H·W local features are used.
Furthermore, the FVE for part features of a single image is then calculated using
P ·H·W vectors of dimension C rather than only P vectors. Since the number of
parts P is usually rather low (less than 20), we expect more stable results for an
FVE that makes use of a larger set of vectors. In our experiments, the spatial
resolution of ConvMaps is 8×8.
Additionally, we have observed that some of these C-dimensional local feature
vectors (H·W vectors for each of the P parts) have low L2-norm, especially if
the corresponding receptive field mainly contains background pixels. However,
since we are only interested in using local features that exceed a certain level
of activation, i.e., that carry important information, we include an additional
filtering step for the local feature vectors prior to both the estimation of the
GMM parameters and the computation of the FVE. In fact, we only use local
features with an L2-norm greater than the mean L2-norm of all local features
obtained from the same image. During our experiments, we found that this
filtering leads to more stable and balanced estimates for the GMM parameters.
4 Experimental results
4.1 Datasets
We have evaluated our method on widely used datasets for fine-grained bird
species categorization since it is the most challenging domain in our opinion. This
can also be observed from current state-of-the-art results. In the case of other
fine-grained domains like aircraft, cars, or flowers, the methods already achieve
accuracies above 95 %. For bird species classification, results are slightly below
90 % except for one approach that exceeds this value on one specific dataset. We
believe that distinguishing different bird species is most challenging because the
algorithms have to focus on really small details. In the following, we give a short
description of the datasets used in our experiments.
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CUB-200-2011 [35] is the most popular fine-grained dataset for benchmark-
ing. It consists of 5,994 training and 5,794 test images. Besides the class labels for
200 bird species, the dataset provides additional annotations. These are bound-
ing boxes, part annotations, and attribute labels.
NA-Birds [33] is similar to the previous dataset, but much more challenging
due to its 555 classes. Although it contains more images in total, namely 23,929
for training and 24,633 for testing, this dataset is more imbalanced than CUB-
200-2011. NA-Birds also provides bounding boxes and part annotations, but
instead of attribute annotations, a class hierarchy is available.
Birdsnap [2] is the least common dataset we use in our experiments. Similar
to NA-Birds, it contains 500 bird species and also provides bounding boxes and
part annotations. A special property of Birdsnap is that only download links
are provided and unfortunately, not all images are available under these links.
From 49,829 links in total, we were able to obtain 40,871 images. Hence, we have
worked with 38,959 training (out of 47,386) and 1,912 test images (out of 2,443).
4.2 Implementation Details
As a backbone of the presented method, we take the InceptionV3 CNN architec-
ture [30]. We use the pre-trained weights proposed by Cui et al. [6]. They have
pre-trained the network on the iNaturalist 2017 dataset [34] and could show that
this is more beneficial for animal datasets than pre-training on ImageNet.
For a fair comparison, we use fixed hyperparameters for every experiment. We
train each model for 60 epochs with an RMSProp optimizer. In the beginning,
the learning rate equals 10−4 and it is decreased by a factor of 0.1 after 20 and
40 epochs. Due to limitations of the GPU memory, we apply the mini-batch
training technique with a mini-batch size of 64. If the effective batch size for
computing the gradients is smaller (e.g., due to the number of extracted parts
per image), the weights are updated as soon as the mini-batch size is exceeded.
Furthermore, we repeat each experiment at least 5 times in order to observe the
significance and robustness of the presented approach.
4.3 Order and Visibility of Parts
First, we evaluate how well our approach is able to cope with the issues caused
by unsupervised part detectors. These issues are (i) parts that are not visible
and (ii) missing semantic meaning of the detected parts. In order to have a fully
controllable environment and to be independent of any particular part detection
algorithm, we use the ground-truth part annotations provided with the CUB-
200-2011 dataset in this experiment. We compare the typical feature aggregation
strategy consisting of global average pooling (GAP) followed by a concatenation
of part features with our proposed FVE and also include a baseline CNN trained
on the global image only for comparison. The results are shown in Table 1.
In the first two settings that use part features, we have shuffled the given order
of ground-truth parts. Here, the missing parts are complemented with zero filling
strategy like in [9,21,39]. We observe from the results that our proposed FVE
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Table 1. Comparison of our proposed FVE with global average pooling (GAP) re-
garding order and visibility of parts.
Method Setup Accuracy (std)
GAP baseline with no parts 89.54 (±0.15)
GAP shuffled GT parts 90.01 (±0.18)
FVE (ours) shuffled GT parts 90.56 (±0.15)
FVE (ours) only visible GT parts 90.51 (±0.21)
GAP ordered GT parts 90.53 (±0.30)
FVE (ours) ordered GT parts 90.49 (±0.18)
1 2 5 10 20 50
88
90
92
94
Number of mixture components (log axis)
A
cc
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joint learning of GMM parameters and CNN weights
separate estimation of GMM parameters after CNN training
Fig. 3. Comparison of the conventional pipeline with our proposed joint learning ap-
proach described in Sect. 3.
achieves better results compared to GAP. In a further setup, we have evaluated
our FVE using only the visible parts and achieve comparable results to the
previous setting. The last two lines in Table 1 show results for the two strategies
when the order of the parts is kept to have the semantic meaning assigned to
each part (applying zero filling strategy for missing parts). As expected, GAP
benefits from an order of parts but our proposed FVE obtains similar results in
all settings highlighting its robustness against unordered and missing parts.
4.4 Joint Learning vs. Conventional Pipeline
We now compare our joint learning approach for the FVE to a conventional
pipeline that is for example used in [5,28] and estimates the GMM parameters
separately from the CNN fine-tuning. This conventional pipeline consists of the
following steps: (1) fine-tune a CNN on the target dataset, (2) extract part fea-
tures with the fine-tuned CNN, (3) train a GMM on the extracted part features,
(4) use the GMM parameters for the FVE of the part features, and finally (5)
train a linear SVM on the resulting representation. In steps (3) and (4), we per-
form the pre- and post-processing steps proposed by Perronnin et al. [23,24],
namely PCA reduction of the features and normalization of the Fisher vector.
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Again, we use ground-truth part annotations of the CUB-200-2011 dataset
and also evaluate the effect of the number of mixture components in both set-
tings. Since this leads to an increasing number of experiments with increasing
computation times, we have reduced the number of ground-truth parts from 15
to 4 via a grouping of parts as proposed by Korsch et al. [17], who have shown
that this grouping can even improve the performance.
The results for a varying number of components between 1 and 50 are vi-
sualized in Fig. 3. We observe that our joint approach is more stable for a
varying number of components used in the mixture model and clearly achieves
higher accuracies in all setups. One reason for this is the adaptation of the CNN
features to the FVE and vice versa enabled through the joint learning. In the
conventional pipeline, only the GMM and the resulting FVE is adapted to the
CNN features but not the CNN features to the encoding. Hence, our proposed
end-to-end learning of the FVE leads to improved part representations.
4.5 Comparison with State-of-the-art
In our last experiment, we test our proposed FVE-Layer together with an unsu-
pervised part detector that provides classification-specific parts (CS-Parts) [17].
However, in contrast to Korsch et al. [17], we use a separate CNN for the cal-
culation of part features. This part-CNN is fine-tuned on the detected parts and
also adapts the extracted features according to the FVE. Besides the part-CNN,
we also extract features from the global image with another CNN and both net-
works output a prediction. For the part-CNN, the prediction is performed based
on the FVE of the part features, whereas the prediction on the global image
is made based on standard CNN features. Both predictions are then weighted
equally and summed up to the final prediction that is reported in the last row of
Table 2. Additionally, we compare this setting with results of predictions based
on concatenated part features and GAP shown in the penultimate row, and with
a baseline using only the predictions obtained from the global image.
Compared to all reported results, our method performs best on all three fine-
grained datasets defining new state-of-the-art results. The largest improvement
can be seen on the Birdsnap dataset (∼ 2.7 % points). In addition, also the
results on NA-Birds look promising, since we present the first approach reaching
an accuracy greater than 90 % on this challenging dataset.
4.6 Runtime Evaluation
Finally, we want to show how much computational overhead our proposed FVE-
Layer introduces. Therefore, we have trained the model with the FVE-Layer
on CUB-200-2011 for 5 epochs on a single GPU workstation (Intel i7-4770 and
NVIDIA GTX1080 Ti). Furthermore, we utilized the runtime profiler of python
and observed the cumulative runtime of (1) overall model execution, (2) GMM
parameter update, and (3) FVE with the GMM parameters. The results in Ta-
ble 3 show that the new layer introduces only a marginal overhead to the overall
runtime for the network.
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Table 2. Comparison of our proposed FVE for part features with various state-of-the-
art methods (bold = best per dataset).
Method CUB-200-2011 NA-Birds Birdsnap
Cui et al. [6] 89.6 87.9 –
Stacked LSTM [8] 90.4 – –
FixSENet-154 [32] 88.7 89.2 84.3
CS-Parts [17] 89.5 88.5 –
MGE-CNN [38] 89.4 88.6 –
WS-DAN [13] 89.3 – –
PAIRS [10] 89.2 87.9 –
No Parts (baseline) 89.54 (±0.15) 87.57 (±0.07) 83.67 (±0.11)
GAP (with CS-Parts) 90.54 (±0.15) 89.92 (±0.05) 86.14 (±0.39)
FVE (ours, with CS-Parts) 90.95 (±0.05) 90.30 (±0.08) 87.02 (±0.38)
Table 3. Computation times for our proposed FVE-Layer.
Algorithm Runtime per iteration Relative time
Overall model execution 270.0 ms 100.00 %
Updating the GMM parameters 3.0 ms 1.11 %
Computing the FVE 9.5 ms 3.52 %
5 Conclusions
In this paper, we have proposed a new FVE-Layer for aggregating part features
of a CNN in the context of fine-grained categorization. With this layer, we can
compute a unified representation of fixed length for a varying number of local
part features. Thus, a deep learning architecture equipped with this layer can
cope with missing parts as well as with an arbitrary order of part features, e.g.,
given by an unsupervised part detector. Furthermore, our proposed layer can be
trained end-to-end together with other layers requiring only minimal computa-
tional overhead. In our experiments, we have shown that the proposed method
outperforms the conventional pipelines due to the joint learning of both part
features and their encoding. Furthermore, the FVE-Layer is more robust com-
pared to typical CNN architectures if the correct semantic meaning of detected
parts is not present, as it is the case for unsupervised part detection. Finally,
we have established new state-of-the-art recognition accuracies on three fine-
grained datasets for bird species classification: CUB-200-2011 (90.95 %), NA-
Birds (90.30 %), and Birdsnap (87.02 %).
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In Sect. S1, we provide detailed derivations for the partial derivatives of
our new FVE-Layer because we have only included the resulting formu-
las in the paper. Some information for using the source code that we will
publish on GitHub can be found in Sect. S2. Finally, a short description
of a video for visualizing the estimation of a GMM with our proposed it-
erative EM-algorithm is given in Sect. S3. The video is provided together
with this document as supplementary material.
S1 Partial Derivatives for the New FVE-Layer
Equations (15) to (17) in the paper show the gradients of our proposed Fisher
vector encoding layer (FVE-Layer) w.r.t. the inputs x, more precisely w.r.t. an
arbitrary feature dimension d∗ of an arbitrary input sample xn. In the following,
we derive these equations by applying standard rules of differentiation for cal-
culating the partial derivatives of the FVE. We consider each component of the
FVE, namely each dimension d of the encoding by distinguishing components of
the FVE that are related to the means µk of the k-th mixture component and
related to the corresponding standard deviations σk.
S1.1 Partial Derivatives for Fisher Vector Elements belonging to
the Means µk
First, we derive the partial derivatives for every dimension d of the mean vector
µk from an arbitrary mixture component k, i.e., we want to compute
∂Fµk,d (XI)
∂xn,d∗
.
From Eq. (13) of the paper, we have:
Fµk,d(XI) =
1√
NIαk
NI∑
n=1
wn,k
(
xn,d − µk,d
σk,d
)
, (S1)
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with XI = {x1, . . . ,xNI} being the NI part features of image I. For the partial
derivative w.r.t. a single feature value xn,d∗ , we only need to consider one sum-
mand in the sum of Eq. (S1), i.e., the one that corresponds to the feature index
n. The remaining parts of the sum are independent of xn and therefore vanish.
In addition, note that 1√
NIαk
is a constant factor. Thus, we have:
∂Fµk,d(XI)
∂xn,d∗
=
1√
NIαk
∂
(
wn,k
(
xn,d−µk,d
σk,d
))
∂xn,d∗
. (S2)
Now, we distinguish two cases: (i) d 6= d∗ and (ii) d = d∗. In the first case, the
ratio
(
xn,d−µk,d
σk,d
)
is a constant factor because it is independent of xn,d∗ (due
to different dimensions d 6= d∗) and we only need to compute ∂wn,k∂xn,d∗ , which we
derive later in Sect. S1.3. Thus, the derivative in the first case becomes:
∀ d 6= d∗ :
∂Fµk,d(XI)
∂xn,d∗
=
1√
NIαk
[
∂wn,k
∂xn,d∗
(
xn,d − µk,d
σk,d
)]
. (S3)
In the second case (d = d∗), we apply the product rule:
∂f(x, y)g(x, y)
∂x
=
∂f(x, y)
∂x
g(x, y) + f(x, y)
∂g(x, y)
∂x
. (S4)
to Eq. (S2) and arrive at:
∂Fµk,d∗ (XI)
∂xn,d∗
=
1√
NIαk
 ∂wn,k
∂xn,d∗
(
xn,d∗ − µk,d∗
σk,d∗
)
+ wn,k
∂
(
xn,d∗−µk,d∗
σk,d∗
)
∂xn,d∗

=
1√
NIαk
[
∂wn,k
∂xn,d∗
(
xn,d∗ − µk,d∗
σk,d∗
)
+
wn,k
σk,d∗
]
. (S5)
We can now merge Equations (S3) and (S5) to provide a general formula for the
gradients in Eq. (S2) by using the Kronecker delta:
δd,d∗ =
{
1 if d = d∗
0 else
(S6)
and obtain Eq. (15) of the paper:
∂Fµk,d(XI)
∂xn,d∗
=
1√
NIαk
[
∂wn,k
∂xn,d∗
(
xn,d − µk,d
σk,d
)
+ δd,d∗
wn,k
σk,d∗
]
. (S7)
Note again that
∂wn,k
∂xn,d∗
is derived in Sect. S1.3.
S1.2 Partial Derivatives for Fisher Vector Elements belonging to
the Standard Deviations σk
Similar calculations can now be performed for deriving the partial derivatives
for all standard deviations σk,d, i.e., all dimensions d of the vector σk that
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corresponds to an arbitrary mixture component k. These partial derivatives are
denoted by
∂Fσk,d (XI)
∂xn,d∗
. From Eq. (13) of the paper, we have:
Fσk,d(XI) =
1√
2NIαk
NI∑
n=1
wn,k
(
(xn,d − µk,d)2
(σk,d)2
− 1
)
. (S8)
As shown in the previous section by Equations (S1) and (S2), we only need to
consider one summand in the sum of Eq. S8 because the remaining parts of the
sum are independent of xn and therefore vanish. We again notice that the first
term 1√
2NIαk
is a constant factor and obtain:
∂Fσk,d(XI)
∂xn,d∗
=
1√
2NIαk
∂
(
wn,k
(
(xn,d−µk,d)2
(σk,d)2
− 1
))
∂xn,d∗
. (S9)
It makes sense to distinguish the same two cases as in the previous section: (i)
d 6= d∗ and (ii) d = d∗. In the first case, the term
(
(xn,d−µk,d)2
(σk,d)2
− 1
)
is a constant
factor because it is independent of xn,d∗ (due to different dimensions d 6= d∗)
and we only need to compute
∂wn,k
∂xn,d∗
, which we derive later in Sect. S1.3. Thus,
the derivative in the first case becomes:
∀ d 6= d∗ :
∂Fσk,d(XI)
∂xn,d∗
=
1√
2NIαk
[
∂wn,k
∂xn,d∗
(
(xn,d − µk,d)2
(σk,d)2
− 1
)]
. (S10)
In the second case (d = d∗), we apply the product rule from Eq. (S4) again and
arrive at:
∂Fσk,d∗ (XI)
∂xn,d∗
=
1√
2NIαk
 ∂wn,k
∂xn,d∗
(
(xn,d∗ − µk,d∗)2
(σk,d∗)
2
− 1
)
+wn,k
∂
(
(xn,d∗−µk,d∗ )2
(σk,d∗ )2
− 1
)
∂xn,d∗

=
1√
2NIαk
[
∂wn,k
∂xn,d∗
(
(xn,d∗ − µk,d∗)2
(σk,d∗)
2
− 1
)
+
2wn,k(xn,d∗ − µk,d∗)
(σk,d∗)
2
]
. (S11)
By merging Equations (S10) and (S11) as well as using the Kronecker delta from
Eq. (S6), we obtain Eq. (16) of the paper:
∂Fσk,d(XI)
∂xn,d∗
=
1√
2NIαk
[
∂wn,k
∂xn,d∗
(
(xn,d − µk,d)2
(σk,d)2
− 1
)
+δd,d∗
2wn,k(xn,d∗ − µk,d∗)
(σk,d∗)
2
]
. (S12)
In the following section, we consider the missing partial derivative
∂wn,k
∂xn,d∗
, which
we have used in the previous formulas.
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S1.3 Partial Derivatives for the Soft Assignments wn,k
We first recap the formula of wn,k for the soft assignment of the n-th sample to
the k-th mixture component:
wn,k =
αkpk(xn|θk)∑K
`=1 α`p`(xn|θ`)
. (S13)
To compute the partial derivative
∂wn,k
∂xn,d∗
, we apply the quotient rule:
∂ f(x,y)g(x,y)
∂x
=
∂f(x,y)
∂x g(x, y)− f(x, y)∂g(x,y)∂x
g(x, y)2
(S14)
to Eq. (S13), which yields:
∂wn,k
∂xn,d∗
=
∂αkpk(xn|θk)
∂xn,d∗
(∑K
`=1 α`p`(xn|θ`)
)
− αkpk(xn|θk)
(
∂
∑K
`=1 α`p`(xn|θ`)
∂xn,d∗
)
(∑K
`=1 α`p`(xn|θ`)
)2
(S15)
We split this equation into two parts, L and R, as follows:
∂wn,k
∂xn,d∗
= L−R , (S16)
L =
∂αkpk(xn|θk)
∂xn,d∗
(∑K
`=1 α`p`(xn|θ`)
)
(∑K
`=1 α`p`(xn|θ`)
)2
=
∂αkpk(xn|θk)
∂xn,d∗∑K
`=1 α`p`(xn|θ`)
, (S17)
R =
αkpk(xn|θk)
(
∂
∑K
`=1 α`p`(xn|θ`)
∂xn,d∗
)
(∑K
`=1 α`p`(xn|θ`)
)2
=
αkpk(xn|θk)
(
∂
∑K
`=1 α`p`(xn|θ`)
∂xn,d∗
)
(∑K
`=1 α`p`(xn|θ`)
)(∑K
`=1 α`p`(xn|θ`)
)
= wn,k
 ∂∑K`=1 α`p`(xn|θ`)∂xn,d∗∑K
`=1 α`p`(xn|θ`)
 . (S18)
Hence, we need to determine two partial derivatives, ∂αkpk(xn|θk)∂xn,d∗ in L as well as
∂
∑K
`=1 α`p`(xn|θ`)
∂xn,d∗
in R. Assuming Gaussian distributions that are parameterized
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by θk = (µk,σk) with diagonal covariance matrices for all mixture components,
the density function pk(xn|θk) of the k-th component is given by:
pk(xn|θk) = pk(xn|µk,σk)
=
1∏D
d=1
√
2piσk,d
exp
(
−
D∑
d=1
(xn,d − µk,d)2
2(σk,d)2
)
. (S19)
For the partial derivative in the numerator of L (Eq. (S17)), we apply the chain
rule:
∂f(g(x, y))
∂x
=
∂f(g(x, y))
∂g(x, y)
∂g(x, y)
∂x
(S20)
and obtain:
∂αkpk(xn|θk)
∂xn,d∗
= αkpk(xn|θk)
(
− (xn,d∗ − µk,d∗)
(σk,d∗)
2
)
. (S21)
Thus, L becomes:
L =
αkpk(xn|θk)
(
− (xn,d∗−µk,d∗ )(σk,d∗ )2
)
∑K
`=1 α`p`(xn|θ`)
= wn,k
(
− (xn,d∗ − µk,d∗)
(σk,d∗)
2
)
. (S22)
For the partial derivative in the numerator of R (Eq. (S18)), we also apply the
chain rule from Eq. (S20) and obtain:
∂
∑K
`=1 α`p`(xn|θ`)
∂xn,d∗
=
K∑
`=1
α`p`(xn|θ`)
(
− (xn,d∗ − µ`,d∗)
(σ`,d∗)
2
)
. (S23)
Thus, R becomes:
R = wn,k
∑K`=1 α`p`(xn|θ`)
(
− (xn,d∗−µ`,d∗ )(σ`,d∗ )2
)
∑K
`=1 α`p`(xn|θ`)

= wn,k
K∑
`=1
α`p`(xn|θ`)
(
− (xn,d∗−µ`,d∗ )(σ`,d∗ )2
)
∑K
`′=1 α`′p`′(xn|θ`′)
= wn,k
K∑
`=1
wn,`
(
− (xn,d∗ − µ`,d∗)
(σ`,d∗)
2
)
. (S24)
Inserting L from Eq. (S22) and R from Eq. (S24) into Eq. (S16), we obtain:
∂wn,k
∂xn,d∗
= wn,k
(
− (xn,d∗ − µk,d∗)
(σk,d∗)
2
)
− wn,k
K∑
`=1
wn,`
(
− (xn,d∗ − µ`,d∗)
(σ`,d∗)
2
)
= wn,k
(
− (xn,d∗ − µk,d∗)
(σk,d∗)
2
+
K∑
`=1
wn,`
(xn,d∗ − µ`,d∗)
(σ`,d∗)
2
)
. (S25)
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This result is provided in Eq. (17) of the paper.
S2 Source Code Details
We published the code on GitHub1. The training procedure is implemented in
python using the chainer [1,2,3] deep learning framework. To reproduce the
results, please follow the instructions in the README.md. First, you will need to
download the datasets and the weights of the pre-trained model. Next, create
an environment using anaconda and install the required packages. Finally, you
should be able to run the train.sh script with the corresponding parameters
for each experiment.
S3 Visualizations of the Iterative EM Algorithm
To visualize the iterative estimation procedure, we provide a video showing the
training of a GMM-Layer. This is a special case of our FVE-Layer and uses the
same learning algorithm (our iterative EM-algorithm with mini-batch updates).
The only difference is the encoding, which is the identity function for the GMM-
Layer in contrast to the FVE for our new FVE-Layer. We generated random 2D
data for 10 classes such that each class consists of 400 random samples. These
samples are drawn from 10 Gaussian distributions, one for every class. We have
set the standard deviations for both dimensions to 0.1 for all distributions. The
means are selected in a way such that the class centers µk with k ∈ {0, . . . , 9}
are arranged on the unit circle:
µk =
[
cos
(
kpi
5
)
, sin
(
kpi
5
)]T
. (S26)
To increase the difficulty for the iterative EM algorithm, we also doubled the
standard deviations such that the class distributions clearly overlap. In each
iteration, we have selected a random subset of the data, i.e., a batch of 128
samples for the simple case and 512 samples for the difficult case, and performed
a parameter update as presented in the paper.
The video shows the estimated clusters after each iteration of our iterative
EM-algorithm. For comparison, we also visualize a GMM that has been esti-
mated on the entire dataset. It can be observed that the clusters determined by
our iterative EM algorithm match quite well with those of the reference GMM.
Interestingly, the estimates converge in less than 50 iterations. Other config-
urations (number of classes, number of samples, etc.) can be tested with the
visualize.sh script provided together with our implementation.
1 The link will be added after review to preserve the double-blind process
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