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Abstract
We present an O(mn2) algorithm for linear programming over the real
numbers with n primal andm dual variables through deciding the support
set α of an optimal solution. Let z and e be two 2(n+m)-tuples with z
representing the primal, dual and slack variables of linear programming,
and e the all-one vector. Let Z denote the region including all (tz, t) with
z meeting the zero duality gap constraint, all primal and dual constraints
except for the non-negativity constraints, and without limit on the real
number t. Let L be the projection of Z on the hyperplane defined by
t = 0. Consider a squeeze mapping involving the two variables of each
complementary pair of z. The projection of e on the image of L of the
mapping lies in an (n + m − 1)-sphere Q centered at e/2 of a diameter
whose square equals 2(n + m). The sum of the two components of a
complementary pair of z ∈ Q equals one, and Q is the circumsphere
of the hypercube where each component of its vertices takes value in
{0, 1}. One vertex ν∗ called the solution vertex is the indicator vector
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of α. The algorithm uses squeeze mapping to move the aforementioned
projection around ν∗ along Q so that α is identified at certain position.
It consists of O(n) unidimensional squeeze mappings, each of which uses
O(mn) arithmetic operations.
Keywords Linear programming · Mathematical programming ·
Optimization · Polynomial-time algorithm · Squeeze mapping
JEL Classification: C61 · C63
MSC Classification (2010): 68Q15 · 68Q25 · 90C05
1 Introduction
A linear programming problem over the real numbers with n variables and m
constraints is to solve Max {ctx : Ax ≤ b, x ≥ 0} where A, b and c are real
matrix and vectors of appropriate sizes. Two categories of algorithms - the
simplex [1] and interior point methods [2] were developed and have been widely
used in practice to solve the problem. The former is of exponential time in the
worst case, and the latter is of polynomial-time which is a linear function of the
length of binary-encoded input which is required to be integers. Both methods
solve the problem by iteratively generating a sequence of points to approach an
optimal solution.
With the help of squeeze mapping, this paper investigates the topological
structure of the problem, based on which a polynomial-time algorithm is de-
veloped to solve the problem through deciding the support set of an optimal
solution.
Let G be the coefficient matrix of the homogeneous linear equations Inu −
Aty + ct = 0, Imv + Ax − bt = 0 and ctx − bty = 0 where u, v, y and t are
appropriate vectors of variables, and G(τ) with a given τ be the coefficient ma-
trix of the parametric equations Inu − Aty + τct = 0, Imv + Ax − τbt = 0
and ctx − bty = 0. Given an (n + m)-tuple σ > 0, consider a squeeze map-
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ping (ui, xi) 7→ (σiui, xi/σi) and (vj , yj) 7→ (σjvj , yj/σj) for all i and j. The
paper shows that the orthogonal projection of the all-one vector (1, . . . , 1)
on the image of the null space of ℓimτ→∞G(τ) lies on the circumsphere Q
of the (n + m)-hypercube enclosed by hyperplanes ui, vj , xi, yj ≥ 0, t = 0,
σiui+ xi/σi = 1 and σjvj + yj/σj = 1 for all i and j. The hypercube has 2
n+m
vertices whose coordinates take value in {0, 1}2(n+m). Let α be the support
set of an optimal solution (x∗, y∗, u∗, v∗) with |α| = n + m. The hypercube
has a vertex ν∗ called the solution vertex in the paper whose coordinates form
the indicator vector of α. Using O(n) unidimensional squeeze mappings, the
algorithm moves the aforementioned projection around ν∗ along Q so that α is
identified at certain position. Each of these unidimensional squeeze mappings
requires O(mn) arithmetic operations. Therefore, the overall performance of
the algorithm is O(mn2).
Next section examines the null space of ℓimτ→∞ G(τ) and introduces squeeze
mapping. Section 3 is dedicated to the algorithm. Section 4 and 5 investigate the
topological structure of the problem. Section 6 derives conditions for deciding
α based on the topological structure. Section 7 presents a concluding remark.
2 A subspace and squeeze mapping
Given A ∈ IRm×n with n ≥ m ≥ 1, b ∈ IRm and c ∈ IRn, let (A, b, c) represent a
linear programming problem finding x∗ = arg Max {ctx : Ax ≤ b, x ≥ 0} and
y∗ = arg Min {bty : Aty ≥ c, y ≥ 0}. Denote v := b − Ax and u := Aty − c
to be the slack variables of the primal and dual problems respectively. Denote
r := n + m, s := 2r + 1, β := {1, . . . , r} and β¯ := {1, . . . , 2r}. Let z∗ :=
(u∗, v∗, x∗, y∗) ∈ IR2r be a strictly complementary solution with v∗ := b − Ax∗
and u∗ := Aty∗ − c. A subset γ ⊂ β¯ is called complementary set in the paper
if, for i ∈ β, exactly one of i ∈ γ or r + i ∈ γ is true. Then |γ| = r. Denote
γ′ := β¯ \ γ. Then γ′ is also a complementary set. We use α to denote the
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support set of z∗ and α′ := β¯ \ α throughout the paper. Both α and α′ are
complementary sets.
The following notation is used. IR2r++ := {z ∈ IR2r : zi > 0 ∀ i ∈ β¯} and
by IR2r+ we denote the closure of IR
2r
++. Given a vector z and a nonempty set
η, zη is a |η|-tuple obtained by deleting the ith component of z for all i 6∈ η.
Given a matrix H , H·η is a matrix of |η| columns obtained by deleting the ith
column of H for all i 6∈ η; and Hη· is a matrix of |η| rows obtained by deleting
the ith row of H for all i 6∈ η. By | · | we denote the cardinal number of a set,
the absolute value of a scalar as well as the Euclidean norm of a vector unless
otherwise stated.
2.1 A subspace
Denote by In and Im the identity matrices of size n and m respectively, and let
the (r + 1)× s matrix
G :=


In 0 0 −At c
0 Im A 0 −b
0 0 ct −bt 0

 (1)
represent the coefficient matrix of the homogeneous linear equations: Inu−Aty+
ct = 0, Imv +Ax− bt = 0 and the zero duality gap constraint ctx− bty = 0.
Let gi denote the i
th column vector of G and G·β¯ the (r+1)×2r submatrix of
G obtained by deleting its sth column. That is, G = (G·β¯ , gs). ThenG·β¯z
∗+gs =
0. Define L¯ := {z ∈ IR2r, t ∈ IR : G·β¯z + gst = 0} to be the null space of G,
and P¯ := Gt(GGt)−1G the projection to the orthogonal subspace of L¯.
Given a parameter τ 6= 0, define G(τ) := (G·β¯ , τgs) and let
P¯ (τ) := Gt(τ)(G(τ)Gt(τ))−1G(τ)
L¯(τ) := {(z, t) : G·β¯z + τgst = 0}.
P¯ (τ) is the projection to the orthogonal subspace of L¯(τ).
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Define P to be the leading principal submatrix of ℓimτ→∞ P¯ (τ) of order
s− 1. Let p¯ij denote the (ij)th entries of P¯ for 1 ≤ i, j ≤ s, and pij the (ij)th
entries of P for 1 ≤ i, j ≤ s− 1. (25) to (27) in Appendix A show the following.
ℓimτ→∞ P¯ (τ) =
(
P¯β¯β¯ − P¯β¯sP¯sβ¯p¯ss 0
0 1
)
=
(
P 0
0 1
)
(2)
with pij = p¯ij − p¯isp¯sj/p¯ss for i, j ∈ β¯.
Nonzero-ness of b or c, together with In and Im in G imply that G is of rank
r + 1. Then, P¯ and ℓimτ→∞ P¯ (τ) are of rank r + 1. As a consequence, P is of
rank r. Let H be an r× 2r submatrix of P of rank r, then P = Ht(HHt)−1H .
Let L := {z ∈ IR2r : Hz = 0} be the null space of H . L is of dimension r and
z − Pz is the projection of z on L.
For z ∈ IR2r and t ∈ IR, it is easy to verify that z ∈ L if (z, t) ∈ L¯. Con-
versely, for any z ∈ L, set t = −P¯sβ¯z/p¯ss, then (z, t) ∈ L¯ from (2). Especially,
(z∗, 1) = ((u∗, v∗, x∗, y∗), 1) ∈ L¯ leads to z∗ ∈ L. It yields from (2) that
ℓimτ→∞ L¯(τ) = ℓimτ→∞ {(z, t) : : G·β¯z + τgst = 0}
= ℓimτ→∞ {(z, t) : P¯·β¯(τ)z + P¯·s(τ)t = 0}
= {(z, t) : Pz = 0, t = 0}
= {(z, t) : Hz = 0, t = 0} = {z ∈ L : t = 0}.
Formally, the following is given.
Proposition 2.1. z ∈ L if and only if (z,−P¯sβ¯z/p¯ss) ∈ L¯. Furthermore,
ℓimτ→∞ {(z, t) : (z, t) ∈ L¯(τ)} = {z ∈ L : t = 0}. (3)
(A, b, c) is said to be feasible if and only if both of its primal and dual
problems are feasible, and infeasible otherwise. Appendix A shows the following.
Proposition 2.2. If (A, b, c) is feasible, then every nonzero z ∈ L with z ≥ 0 is
an optimal solution to (A, b, c) up to a positive scale. Furthermore, L∩IR2r++ = ∅.
This proposition presents an one-to-one point-to-ray correspondence from
the optimal solution set of (A, b, c) onto L ∩ (IR2r+ \ {0}) if the former is feasi-
ble. Based on this correspondence, the algorithm developed in the paper uses
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squeeze mapping to map L into a subspace where the support set α of a strictly
complementary solution is identified.
Let ei ∈ IR2r be the ith unit vector and e = ∑i∈β¯ ei be the all-one vector.
Denote
ϕ := Pe
ϕi := (Pe)i = Pi·e for i ∈ β¯
ωi := pii = e
iPei = eiPPei =
∑
j∈β¯ p
2
ji for i ∈ β¯.
(4)
ωi and ϕi are the i
th components of the projections of ei and e on the orthog-
onal subspace of L respectively, and ϕ is the projection of e on the orthogonal
subspace of L. Then, ϕ2 is the square of the distance from e to L. Denote
β′ := β¯ \ β, i′ := r + i and j′ := r + j for i, j ∈ β, Appendix B proves the
following.
Pββ = Ir − Pβ′β′ and pij′ = −pi′j for i, j ∈ β.
Especially, pii′ = pi′i = 0, ωi + ωi′ = 1,
and ϕi + ϕi′ = 1 for i ∈ β.
(5)
Proposition D.4 states that, when r = 2, i ∈ α if and only if ϕi < ωi. Thus,
(A, b, c) with r = 2 is solved trivially when ϕi and ωi are obtained. To avoid
this triviality, assume r ≥ 3 in the paper.
With the notation of z = (x, y, u, v), the pair of complementary variables
(xi, ui) is represented by (zi, zr+i) for 1 ≤ i ≤ n, and (vj , yj) by (zn+j , zr+(n+j))
for 1 ≤ j ≤ m.
Define 

Y := {z : zi + zi′ = 1 ∀ i ∈ β}
Λ := {z ∈ Y : 0 ≤ zi ≤ 1 ∀ i ∈ β}
Q := {z ∈ Y : z2 = r}.
(6)
Λ is an r-hypercube and Q is an (r− 1)-sphere centered at e/2 with a diameter
equal to
√
2r. Q is the circumsphere of Λ. A vertex ν of Λ has the following
properties: a) νi ∈ {0, 1} for i ∈ β¯; and b) νi + νi′ = 1 for i ∈ β. That is, ν
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is a vertex of Λ if and only if e − ν is. For an edge linking adjacent vertices
ν0 and ν1 of Λ, there is an i ∈ β for which |ν0i − ν1i | = |ν0i′ − ν1i′ | = 1, and
ν0j = ν
1
j for j 6= i, i′. Then, the square of the length of an edge of Λ equals
(ν1 − ν0)2 = (ν1i − ν0i )2 + (ν1i′ − ν0i′)2 = 2.
e−ϕ is the projection of e on L. It turns out from (5) that (e−ϕ)i+(e−ϕ)i′ =
1 for i ∈ β and etϕ = etβϕβ + etβ′ϕβ′ = etβϕβ + etβ′(eβ −ϕβ) = etβ′eβ = r. Then,
(e− ϕ)2 = e2 − 2etϕ+ ϕ2 = ϕ2 = etPPe = etPe = etϕ = r. That is,
e− ϕ ∈ Q (7)
2.2 Squeeze mapping of L
σ ∈ IR2r is called a squeeze vector if σiσi′ = 1 for i ∈ β. Given a squeeze vector σ,
define D(σ) (called the squeeze matrix of σ in the paper) to be a 2r×2r diagonal
matrix with its ith entry di(σ) = σi. Define L(σ) := {z : HD(σ)z = 0} and
call it the squeeze mapping of L with respect to σ, or simply squeeze mapping σ
of L. Define z(σ) := D−1(σ)z, then z(σ) ∈ L(σ) if and only if z ∈ L.
Define
P (σ) := D(σ)Ht
(
HD2(σ)Ht
)−1
HD(σ)
ϕ(σ) := P (σ)e
ωi(σ) := pii(σ) = (e
i)tP (σ)ei for i ∈ β¯
(8)
Although there a singularity of 1/σi at σi = 0, the squeeze mapping L(σ)
is well defined by the continuity and rank preservation of P (σ) at σi = 0.
Appendix C shows the following.
Given a squeeze vector σ,
Pββ(σ) = Ir − Pβ′β′(σ) and pij′ (σ) = −pi′j(σ) for i, j ∈ β.
Especially, pii′ (σ) = pi′i(σ) = 0, ωi(σ) + ωi′(σ) = 1,
and ϕi(σ) + ϕi′(σ) = 1 for i ∈ β.
(9)
It is straightforward from (7) and (9) that e − ϕ(σ) ∈ Q. Thus, squeeze
mapping σ moves e− ϕ(σ) on Q.
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Denote ν∗ :=
∑
i∈α e
i and call it the solution vector of Λ. ν∗ is then the
indicator vector of α: ν∗i = 1 if and only if i ∈ α.
Given a strictly complementary solution z′, let the squeeze vector σ′ be such
that σ′i = z
′
i and σ
′
i′ = 1/z
′
i if and only if z
′
i > 0, where i
′ is such that |i− i′| = r.
Then D−1(σ′)z′ ∈ L(σ′) is a solution vertex of Λ. If Λ has two solution vertices,
there are two different strictly complementary solutions z′ and z′′ such that
their respective support sets α′ 6= α′′. Then there is an i ∈ α′ with i′ ∈ α′′,
and z = (z′ + z′′)/2 is also a strictly complementary solution with zi > 0 and
zi′ > 0. That is, zizi′ > 0, a contradiction to the complementary condition.
Formally, the following is given.
Proposition 2.3. If (A, b, c) is feasible, then the solution vertex ν∗ is unique,
and the strictly complementary solutions share a unique support set α.
2.3 Unidimensional squeeze mapping
For j ∈ β¯, denote j′ ∈ β¯ to be such that |j′ − j| = r in the paper. Given
a j ∈ β¯, consider a squeeze vector σ with σj ∈ IR, σj′ = 1/σj , and σi = 1
for i ∈ β¯ \ {j, j′} and call it unidimensional squeeze mapping σj . Let D(σj)
be its squeeze matrix with diagonal entries dj := σj , dj′ := 1/σj , di := 1 for
i ∈ β¯ \ {j, j′}. Let L(σj) := {z : HD(σj) = 0}, I − P (σj) be the projection of
L(σj), ωi(σj) := pii(σj) for i ∈ β¯ and ϕ(σj) := P (σj)e. Appendix D shows the
following.
ωj(σj) =
σ2jωj
1+(σ2
j
−1)ωj
ωi(σj) = ωi − σ
2
j−1
1+(σ2
j
−1)ωj
(
p2ij − p2ij′
)
for i ∈ β¯ \ {j, j′}
(10)
and ωj′(σj) = 1− ωj(σj);
ϕj(σj) =
σ2jωj+σj(ϕj−ωj)
1+(σ2
j
−1)ωj
ϕi(σj) = ϕi − (σ
2
j−1)ϕj−(σj−1)
1+(σ2
j
−1)ωj
(pij + pij′) for i ∈ β¯ \ {j, j′}
(11)
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and ϕj′ (σj) = 1− ϕj(σj).
Define
ρj :=
(ϕj − ωj)2
ωj(1− ωj) (12)
and call it the beam of the unidimensional squeeze mapping σj . 0 < ωj < 1 from
(24) guarantees ρj to be well defined. Proposition D.3 shows that ρj ≤ r − 1.
Proposition D.5 states that the locus of e − ϕ(σj) for σj ∈ IR is a circle of a
diameter equal to
√
2(1 + ρj).
Given a j and a scalar δ > 1, define
κ(δ, ωj) :=
√
1− ωj
ωj
√
δr − 1. (13)
An iteration of the algorithm select a j with ϕj < 0 and undertakes the uni-
dimensional squeeze mapping σj = κ(δ, ωj) with a given δ. It is easy to verify
from (10) and (11) that ωj(σj) = 1− 1/(δr) and 0 < ϕj(σj) < 1 if σj = κ(δ, ωj)
with δ > 1. ϕj < 0 implies that (ϕj − ωj)2 > ω2j . ρj ≤ r − 1 in (12) leads to
(ϕj−ωj)2 ≤ ωj(1−ωj)(r−1) ≤ ωj(1−ωj)(δr−1). That is, ω2j < ωj(1−ωj)(δr−1)
which leads to κ(δ, ωj) > 1 if ϕj < 0.
L is called decoupling in the paper if Pαα′ = 0. The trace of P equals its
rank, i.e.,
∑
i∈β¯ ωi = r. (18) shows that
∑
i∈α ωi = r− 1 and
∑
i∈α′ ωi = 1 if L
is decoupling. The algorithm is to reduce
∑
i∈α′ ωi(σ) to close to one in order
to decide α. The following addresses the impact of the unidimensional squeeze
mapping σj > 1 on
∑
i∈α′ ωi(σj).
Proposition 2.4. Given a j ∈ α and σj > 1,
∑
i∈α′ ωi(σj) <
∑
i∈α′ ωi if
ej − P·j is not the projection of ej on z∗.
Proof. σj > 1 implies that σ
2
j − 1 > 0. Proposition 5.1 states that Pα′j 6= 0
if ej−P·j is not the projection of ej on z∗. From (5), j ∈ α leads to pij = −pi′j′
if i ∈ α′. Then −∑i∈α′(p2ij − p2ij′) = ∑i∈α′(p2ij′ − p2ij) < ∑i∈α′(p2ij′ + p2ij) =∑
i∈α′(p
2
ij′+p
2
i′j′) = ωj′ = 1−ωj, where the inequality is obtained from Pα′j 6= 0.
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Then, from (10) and (5) where ωj′ = pj′j′ = 1− ωi and pj′j = 0,
∑
i∈α′ ωi(σj) = ωj′(σj) +
∑
i∈α′\{j′}
(
ωi − σ
2
j−1
1+(σ2
j
−1)ωj
(p2ij − p2ij′ )
)
= 1− σ
2
jωj
1+(σ2
j
−1)ωj
− ωj′ + σ
2
j−1
1+(σ2
j
−1)ωj
(p2j′j − p2j′j′)
+
∑
i∈α′ ωi −
σ2j−1
1+(σ2
j
−1)ωj
∑
i∈α′(p
2
ij − p2ij′ )
< − σ
2
jωj
1+(σ2
j
−1)ωj
+ ωj − (σ
2
j−1)(1−ωj)
2
1+(σ2
j
−1)ωj
+
∑
i∈α′ ωi +
σ2j−1
1+(σ2
j
−1)ωj
(1− ωj)
=
∑
i∈α′ ωi.
That is, either z∗ is found to be ej−P·j (up to a positive scale), or
∑
i∈α′ ωi(σj)
is decreased by the unidimensional squeeze mapping σj > 1 with j ∈ α.
The algorithm selects a j with ϕj < 0 in each iteration to carry out the
unidimensional squeeze mapping σj = κ(δ, ωj). The following assures there is a
j ∈ α with ϕj < 0 unless (A, b, c) is infeasible or e − ϕ = ν∗.
Proposition 2.5. There is a j ∈ α for which ϕj < 0 if (A, b, c) is feasible and
e− ϕ 6= ν∗.
Proof. Suppose on contrary that ϕj ≥ 0 for j ∈ α if (A, b, c) is feasible.
Then ϕtz∗ = ϕαz
∗
α = 0 leads to ϕα = 0 for z
∗
α > 0. That is, eα − ϕα = ν∗α and
eα′ − ϕα′ = ϕα = 0. Hence, e− ϕ = ν∗. A contradiction.
3 The algorithm
Let IRα := {z : zα′ = 0} be the r-dimensional subspace spanned by ei for
i ∈ α, and Λ˙ and Q˙ be the projections of Λ and Q (both defined by (6)) on IRα
respectively. By definition, the solution vector ν∗ ∈ IRα. That is, ν∗ ∈ Λ˙ and
ν∗ ∈ Q˙. It is easy to verify that Λ˙ = {z ∈ IRα : 0 ≤ zi ≤ 1 for i ∈ α} and
its circumsphere Q˙ = {z ∈ IRα : (ν∗ − z)tz = 0} which is the (r − 1)-sphere
with ν∗ being its diameter. The correspondences between Λ and Λ˙ as well as
between Q and Q˙ are one-to-one and onto.
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Figure 1: An illustration of Λ˙ and Q˙, as well as z˙ and o(z˙) for the example Max {50x1 +
2x2 : 200x1 + 4x2 ≤ 2, x1, x2 ≥ 0}, with α = (1, 5, 6), α′ = {2, 3, 4}, z∗α = (50, 0.5, 0.5) and
q˙α = (1.019, 0.301,−0.164).
Let z˙ be the intersection of the line {λz∗ : λ > 0} and Q˙. Then z˙ is
the projection of ν∗ on z∗ and z˙ = ((ν∗)tz∗)z∗/(z∗)2 = (etz∗)z∗/(z∗)2. Define
o(z˙) := {z ∈ Q˙ : (z˙ − z)t(z − ν∗) = 0} to be the (r − 2)-sphere on Q˙ centered
at (z˙ + ν∗)/2 with a diameter equal to |z˙ − ν∗|. Let ϕ˙ denote the projection of
ϕ on IRα and q˙ := ν∗ − ϕ˙. Note that z˙tϕ˙ = z˙tϕ = 0, z˙tq˙ = z˙tν∗, then q˙ ∈ o(z˙).
Figure 1 depicts these objects for an example of r = 3.
Given a squeeze vector σ > 0, let q˙(σ) := ν∗−ϕ˙(σ) and z˙(σ) be the projection
of ν∗ on D−1(σ)z∗. Then q˙(σ) ∈ o(z˙(σ)) from (9) and the discussion above.
Since a point of o(z˙(σ)) is fixed at ν∗, q˙(σ) for σ > 0 moves around ν∗ along Q˙.
L is called decoupling in the paper if Pαα′ = 0. Proposition 4.3 shows that,
if L is decoupling, 1) q˙ = z˙, and 2) ϕi > ωi if i ∈ α′.
Let σ(t) ∈ IR2r be a function of t > 0 with σi(t) = t and σi′ (t) = 1/t for i ∈ α.
Then σ(t) is a squeeze vector. For the sake of simplicity, denote L(t) := L(σ(t)),
P (t) := P (σ(t)). Section 4 shows that ℓimt→∞ L(t) is decoupling. That is,
ℓimt→∞ q˙(t) = z˙.
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The trace
∑
i∈β¯ ωi of P equals its rank. (18) shows that
∑
i∈α ωi = r − 1
and
∑
i∈α′ ωi = 1 if L is decoupling. Denote ωˆi := ℓimt→∞ ωi(t). ℓimt→∞ L(t)
being decoupling implies that
∑
i∈α′ ωˆi = 1. Given a small ǫ > 0, L is called
ǫ-decoupling if 0 ≤ ωi − ωˆi < (1 − ωˆi)ǫ2 for i ∈ α′. ǫ-decoupling of L implies∑
i∈α′ ωi <
∑
i∈α′(ωˆi + (1− ωˆi)ǫ2) = 1 + (r − 1)ǫ2 < 1 + rǫ2.
Assume for the sake of simplicity that z∗ is unique.
Given an i ∈ α′, let π ⊂ α \ {i′}, then Pππz∗π + Pπi′z∗i′ = 0. The uniqueness
of z∗ implies that Pππ is of rank r − 1. Define, for i ∈ α′,
µˆ·i := ℓimt→∞ (e
i − P (t)ei), fi := |P
−1
pipi Ppi·µˆ·i|
|µˆ·i|
fi(σ) :=
|P−1pipi (σ)Ppi·(σ)µˆ·i(σ)|
|µˆ·i(σ)|
, fi(t) :=
|P−1pipi (t)Ppi·(t)µˆ·i|
|µˆ·i|
(14)
µˆ·i is the projection of e
i on ℓimt→∞ L(t). Proposition 6.1 states that L is
ǫ-decoupling if fi ≤ ǫ for i ∈ α′. fi can be a great number. (22) shows that
fi(t) = fi/t
2. This enable to use relevant squeeze mapping σ > 0 to reduce
fi(σ) from a great number to a sufficiently small number such that L(σ) is
ǫ-decoupling. Proposition 6.4 to 6.6 present conditions to decide a j ∈ α if L is
ǫ-decoupling.
Figure 2: An illustration of the solution path on Q˙ of the results in Table 1.
12
Iteration k 0 1 2 3
Squeeze index j 3 1 6
γk (2,4,6) (2,4,6) (3,4,5) (2,3,4)
∑
i∈γ
ωki 2.000 1.997 2.000 1.000
1− ϕk1 1.019 1.040 0.063 0.298
1− ϕk2 0.699 -0.013 1.039 -0.333
1− ϕk3 1.164 0.058 -0.018 0.624
ωk1 0.000 0.002 0.997 0.953
ωk2 0.059 0.995 0.004 0.886
ωk3 0.059 0.997 1.000 0.067
σj = κ(δ, ω
k−1
j ) 69 433 252
δ 100 100 5
Table 1: Results of the iterations for the example of r = 3, where γk := {i : ϕki > ω
k
i }.
3.1 The algorithm and its performance
The algorithm aims to find a squeeze vector σ such that L(σ) is ǫ-decoupling
in order to decide α based on the properties above. It consists of the following
steps:
step 0. Initialization.
step 1. Find a squeeze vector σ˜ > 0 through unidimensional squeeze map-
pings such that ωi(σ˜) ≥ 1/r for i ∈ β¯.
step 2. Find a squeeze vector σ′ > 0 through unidimensional squeeze map-
pings such that L(σ′) is ǫ-decoupling.
step 3. Decide α and solve (A, b, c).
These steps are described in more detail as follows.
Step 0 computes P from (2).
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Each iteration in Step 1 and 2 consists of a unidimensional squeeze mapping.
We call j the squeeze index of iteration k if unidimensional squeeze mapping σj
is executed in iteration k. Start from σ0 = e and suppose j to be the squeeze
index of k, σk is defined to be such that σkj := σ
k−1
j σj , σ
k
j′ := σ
k−1
j′ /σj , and
σki := σ
k−1
i for i 6= j, j′. Denote for the sake of simplicity ϕk := ϕ(σk) and
ωki := ωi(σ
k). Let qk := e− ϕk (see Figure 2), then q0 = e− ϕ. Iteration k ≥ 1
selects a j with ϕk−1j < 0 and executes the unidimensional squeeze mapping
σj = κ(δ, ω
k−1
j ) from (13).
Step 1 comprises k1 ≤ 2r iterations. We suggest each of them to select its
squeeze index j in such a way that ωk−1j is the minimal among those i with
ϕk−1i < 0. Let σ˜ := σ
k1 . Denote ω˜i := ωi(σ˜). The property that ω
k
i + ω
k
i′ ≡ 1
for i ∈ β (refer to (9)) enables this step to turn ω˜i ≥ 1/r for all i.
Proposition 5.3 states that, for i ∈ α′, either fi(σ˜) <
√
r, or there is a
j ∈ α for which fi(σ˜) <
√
r/ω˜j. Thus, after Step 1, ω˜i ≥ 1/r for all i leads to
fi(σ˜) < r for i ∈ α′. According to (22), fi(σ˜t) = fi(σ˜)/t2 < r/t2 for i ∈ α′.
Then, if a squeeze mapping σ(t) with t ≥√r/ǫ is used, fi(σ˜t) < ǫ which brings
L(σ˜t) to be ǫ-decoupling. This is what Step 2 carries out.
Step 2 selects the squeeze index j of iteration k in such a way that ϕj turns
and stays negative until iteration k chronologically earlier than the others. This
selection guarantees a j ∈ α to be selected except for some extreme cases. Step
2 consists of k2 iterations. Let σ
′ := σk1+k2 . j ∈ α is selected twice in this
step if necessary with the first σj ≥
√
2r and the second σj ≥ 4
√
4r so that its
combined unidimensional squeeze mapping σ′j/σ˜j ≥ 2
√
r
√
r. Proposition 3.1
states that with this value of σ′ and ǫ = 1/
√
16r, L(σ′) is ǫ-decoupling. That
is, with at most 2r iterations, Step 2 turns L(σ′) to be ǫ-decoupling. If some
j 6∈ α are selected as squeeze indices of some iterations in some extreme cases,
the proposition shows that k2 ≤ 4r iterations bring L(σ′) to be ǫ-decoupling.
Step 3 define γ := {i : ϕ′i > ω′i}. Propositions 6.4 states that γ = α′ if∑
i∈γ ω
′
i ≤ 1 + rǫ2. Otherwise, define η := {i : ω′i − 1/2 > ǫ2, or − ǫ2 ≤
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ω′i − 1/2 ≤ ǫ2 with ϕ′i < ω′i}. Then η is a complementary set. Proposition 6.6
states that |η ∩ α| ≥ r − 1. That is, at most one element of η is not belong to
α. α is then decided by checking η and its r neighboring complementary sets.
After α is decided, Step 3 solves Gββ¯z
∗ = −Gβs and z∗α′ = 0 for z∗. z∗ solves
(A, b, c) if z∗ ≥ 0; otherwise (A, b, c) is infeasible according to Proposition 2.2.
For the example of r = 3 depicted in Figure 1, α (equivalently α′) is decided
by the algorithm in three iterations. Table 1 lists the results of the iterations,
and the solution path on Q˙ of the results is illustrated in Figure 2.
Proposition 3.1. The algorithm solve (A, b, c) using O(mn2) arithmetic oper-
ations.
Proof. Assume i ∈ α′ in the proof. As described above, Step 1 uses k1 ≤ 2r
iterations to bring fi(σ˜) < r.
Set t = 2
√
r
√
r and ǫ = 1/
√
16r. Then from (22), fi(σ˜t) = fi(σ˜)/t
2 <
r/t2 = 1/
√
16r = ǫ, which implies that L(σ˜t) is ǫ-decoupling according to
Proposition 6.1.
Then,
∑
i∈α′ ω˜i(t) < 1 + rǫ
2. Let σ′′ be such that σ′′j = σ
′
j/(σ˜jt) for j ∈ α.
σ′′j ≥ 1 because σ′j/σ˜j ≥ 2
√
r
√
r for j ∈ α are built in Step 2. Proposition 2.4
applies and
∑
i∈α′ ωi(σ
′) =
∑
i∈α′ ω˜i(t)(σ
′′) <
∑
i∈α′ ω˜i(t) < 1 + rǫ
2. Then,
appropriate unidimensional squeeze mappings in Step 2 guarantee L(σ′) to stay
ǫ-decoupling.
If Step 2 selects the squeeze indices j ∈ α, the description of the algorithm
states that at most 2r iterations bring L(σ′) to be ǫ-decoupling.
There are always a j ∈ α with ϕk−1j < 0 according to Proposition 2.5
if (A, b, c) is feasible and e − ϕk−1 6= ν∗. Step 2 selects the squeeze index j of
iteration k such that ϕj turns and stays negative until iteration k chronologically
earlier than the others. If j ∈ α′ is selected in k, then unidimensional squeeze
mappings of all ℓ ∈ α with ϕℓ turning and staying negative earlier than j are
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executed before iteration k. In this case, σk−1j′ is so oversized (so great) that
ϕk−1j′ > 1 (equivalently, ϕ
k−1
j < 0). Then, σ
k
j′ = σ
k−1
j′ /σj brings ϕ
k
j′ < 1. We
call this iteration a peak shaving iteration. Peak shaving iteration with squeeze
index j occurs only when σk−1j′ is oversized comparing to the other ℓ ∈ α. That
is, peak shaving iterations are used to correct oversized-ness of some j′ ∈ α.
Thus, the number of peak shaving iterations is not larger than the number of
normal iterations if δ in (13) does not take extremely large value. Therefore in
Step 2, at most 2r iterations are required if all squeeze indices j ∈ α, and at
most 4r iterations are sufficient to bring L(σ′) to be ǫ-decoupling if some peak
shaving iterations are involved.
Hence, O(n) unidimensional squeeze mappings are required to bring L(σ′)
to be ǫ-decoupling. Using rank-1 update (see Appendix D) and the block ma-
trix structure of G (see (1)), each unidimensional squeeze mapping is executed
with O(mn) arithmetic operations. That is, O(mn2) arithmetic operations are
required to bring L(σ′) to be ǫ-decoupling.
Step 3 uses O(mn2) arithmetic operations to decide α and solve (A, b, c) as
well. Therefore, the algorithm uses O(mn2) arithmetic operations in total to
solve (A, b, c).
The main reason to single out Step 1 in the algorithm is to simplify the
proof of the proposition above. In practice, Step 1 is not required to fulfill the
purpose of ω˜i > 1/r in an explicit way. It is only used to bring ωj from close
to 0 to a reasonable large value in (0, 1) to trigger Step 2. Thus, there is no
clear line drawn between the two steps in practice. To get a good performance
in practice, we suggest to use large value of δ (> 100) when a j is selected as
squeeze index by iteration k with k ≤ r, then decrease the value of δ to below
100 when k > r.
Proposition 2.5 states that j ∈ α if there is only one j with ϕk−1j < 0. Thus,
j ∈ α whenever this case occurs during the execution of the algorithm.
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3.2 Selection of a squeeze index
First, we address the chronological order of turning and staying negative of
the components of ϕ(σ) until iteration k. Denote for the sake of simplicity
P := P k−1 and ϕ := ϕk−1 in this subsection.
Given a λ > 1 and a j with ϕj < 0, ϕi(σj) for some i 6= j, j′ may change the
sign for σj ∈ (1, λ]. From (11), ϕi(σj) = 0 leads to ϕi(1 + (σ2j − 1)ωj)− ((σ2j −
1)ϕj−(σj−1))(pij+pij′) = 0. It turns out with some arithmetic manipulations
that (ϕiωj−ϕj(pij+pij′))σ2j +(pij+pij′)σj+ϕi(1−ωj)−(1−ϕj)(pij+pij′) = 0.
Denote λ0 := ϕiωj − ϕj(pij + pij′ ) and λ1 := ϕi(1 − ωj)− (1− ϕj)(pij + pij′ ).
Let for i 6= j, j′,
λ′i :=
−(pij+pij′ )−
√
(pij+pij′ )
2−4λ0λ1
2λ0
λ′′i :=
−(pij+pij′ )+
√
(pij+pij′ )
2−4λ0λ1
2λ0
where λ′i ≤ λ′′i . ϕi(σj) = 0 when σj = λ′i or σj = λ′′i .
The locus of ϕ(σj) for σj ∈ IR is a circle (see Proposition D.5) and intersects
the hyperplane defined by zi = 0 at most at two points. Since λ
′
i ≤ λ′′i , the final
sign of ϕi(σj) for σj ∈ (1, λ] is determined by λ′′i ∈ (1, λ] or by λ′i ∈ (1, λ] if
λ′′i > λ. Denote ϕ
λ
i := ϕ(σj)|σj=λ and define, for i ∈ β¯,
ai(λ) :=


−1 if ϕλi ≥ 0
λ′′i if λ
′′
i ∈ (1, λ], ϕλi < 0
λ′i if λ
′
i ∈ (1, λ], λ′′i > λ, ϕλi < 0
0 otherwise
(15)
That is, ϕℓ(σj) turns negative not later than ϕi(σj) if 1 ≤ aℓ(λ) < ai(λ).
Let a0 ∈ IR2r be such that a0i = 1 if ϕi < 0 and a0i = −1 otherwise. ak−1
records the chronological order of ϕi(σ) with a
k−1
i ≥ 1 turning and staying
negative until iteration k. The following function is used to update ak after the
unidimensional squeeze mapping σj = κ(δ, ω
k−1
j ) of (13) is executed in iteration
k.
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function ak = update(j, ak−1)
Set λ = κ(δ, ωk−1j ) and compute a(λ) by (15). Let ıˆ :=Maxi∈β¯ a
k−1
i . For
i ∈ β¯, set aki = ıˆ+ ai(λ) if ai(λ) ≥ 1, and aki = −1 if ai(λ) = −1.
Then, 1 ≤ ak−1ℓ ≤ ak−1i if and only if ϕℓ(σ) turns and stays negative until
iteration k is not later than ϕi(σ). Note that a
k
j = a
k
j′ = −1 for 0 < ϕk−1j (σj) <
1 when σj = κ(δ, ω
k−1
j ).
If ak−1ℓ ≥ 1 but ϕk−1ℓ (σi)|σi=∞ > 0 for some i with ak−1i ≥ 1, we may not
select ℓ as the squeeze index even if ak−1ℓ ≥ 1 is the lowest positive component
of ak−1 because this is likely not the case where ℓ ∈ α. Th following function
to select the squeeze index j of iteration k aims to avoid this case.
function j = select(ak−1)
For i with ak−1i ≥ 1, let ηi := {ℓ 6= i : ak−1ℓ ≥ 1, ϕk−1ℓ (σi)|σi=∞ ≥ 0}
and η := {arg Max
i:ak−1
i
≥1 |ηi|}. If |η| = 1, select j ∈ η; otherwise, select
j ∈ arg Mini∈η ωk−1i if k ≤ r, and j ∈ arg Mini∈η ak−1i otherwise.
4 On decoupling
Since L and IR2r+ are two convex sets and L ∩ IR2r++ = ∅ from Proposition 2.2,
the Hyperplane Separation Theorem applies and there is a hyperplane S such
that L and IR2r+ lie in different half spaces divided by S. Clearly, S ∩ IR2r++ = ∅.
Suppose (A, b, c) is feasible and the optimal solution z∗ is unique. Then,
{λz∗ : λ ≥ 0} = L ∩ IR2r+ according to Proposition 2.2. z∗ ∈ L ∩ IR2r+ implies
that z∗ ∈ S and L ⊂ S for otherwise L would intersect the interiors of both half
spaces divided by S.
Let ϕ¯ be the normal of S such that e − ϕ¯ is the projection of e on S, then
S = {z : ϕ¯tz = 0}, and (e−ϕ¯)tϕ¯ = 0 which yields etϕ¯ = ϕ¯2. Since S∩IR2r++ = ∅,
ϕ¯ ≥ 0. z∗ ∈ L ⊂ S implies that 0 = ϕ¯tz∗ = ϕ¯tαz∗α which leads to ϕ¯α = 0 for
ϕ¯ ≥ 0 and z∗α > 0. That is, ϕ¯tei = 0 for i ∈ α which leads to ei ∈ S for
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i ∈ α. Section 3 defines IRα to be the subspace spanned by ei for i ∈ α. Then,
IRα ⊂ S.
The uniqueness of z∗ implies that L ∩ IRα is the line spanned by z∗. Thus,
the dimension of the subspace spanned by L and IRα equals 2r− 1 which is also
the dimension of S. We have shown the following.
Lemma 4.1. S is the subspace spanned by L and IRα.
ϕ¯α = 0 and e
tϕ¯ = ϕ¯2 implies that
etα′ ϕ¯α′ = ϕ¯
2
α′ (16)
Section 3 defines z˙ = (etz∗)z∗/(z∗)2 to be the projection of ν∗ on z∗.
Proposition 4.2. ϕ¯α = 0 and ϕ¯α′ = z˙α.
Proof. ϕ¯α = 0 is shown above.
H·αz
∗
α = 0 and the uniqueness of z
∗
α > 0 implies that H·α is of rank r − 1.
This implies that there is a unique (up to a nonzero scale) λ¯ ∈ IRr with λ¯i 6= 0
for i ∈ α such that λ¯tH·α = 0.
L ⊂ S implies that ϕ¯t is a linear combination of row vectors ofH . λ¯tH·α = 0
and ϕ¯α = 0 implies that ϕ¯
t
α = λ¯
tH·α which leads to ϕ¯
t = λ¯tH . Without loss
of generality, let ϕ¯t replace one (say the rth) row of H . After this replacement,
Hr· = ϕ¯
t with Hrα = 0.
Permute when necessary the column indices of H such that H = (H·α, H·α′),
then β = α, and Hr· = ϕ¯
t with Hrβ = 0.
Consider L(t) := L(σ(t)) defined in Section 3, where the squeeze vector σ(t)
is a function of t > 0 with σi(t) = t and σi′ (t) = 1/t for i ∈ α. Let D(t) be the
squeeze matrix of σ(t) whose diagonal entries di = t and di′ = 1/t for i ∈ α. Let
π := α \ {r} = {1, . . . , r − 1} and D¯(t) be a diagonal matrix of order r with its
diagonal entries d¯i := 1/t for i ∈ π and d¯r(t) := t. Denote H(t) := D¯(t)HD(t).
Then,
H(t) =
(
Hπα Hπα′/t
2
0 ϕ¯tα′
)
(17)
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Hence, L(t) := {z : HD(t)z = 0} = {z : D¯(t)HD(t)z = 0} = {z : H(t)z =
0} = {z : Hπαzα +Hπα′zα′/t2 = 0, ϕ¯tα′zα′ = 0}.
Let S(t) be the hyperplane spanned by L(t) and IRα. Hr·(t) = ϕ¯
t implies
that S(t) = S for t ∈ IR.
Denote Hˆ := ℓimt→∞ H(t) and Lˆ := ℓimt→∞ L(t). Then
Hˆ =
(
Hπα ℓimt→∞ Hπα′/t
2
0 ϕ¯tα′
)
=
(
Hπα 0
0 ϕ¯tα′
)
and Lˆ := {z : Hˆz = 0} = {z : Hπαzα = 0, ϕ¯tα′zα′ = 0}.
Lˆ is then decomposed into two orthogonal subspaces by the structure of
Hˆ as follows: Lα := Lˆ ∩ {z : zα′ = 0} which is the line spanned by z∗, and
Lα′ := Lˆ ∩ {z : zα = 0} which is an (r − 1)-subspace {z : zα = 0, ϕ¯tz = 0}.
Lˆ = Lα × Lα′ .
Denote P (t) := Ht(t)(H(t)Ht(t))−1H(t) and Pˆ := ℓimt→∞ P (t). Then,
Pˆ = Hˆt(HˆHˆt)−1Hˆ reads Pˆαα′ = Pˆα′α = 0, Pˆα′α′ = ϕ¯α′ ϕ¯
t
α′/ϕ¯
2
α′ , and Pˆαα =
Ir − Pˆα′α′ = Ir − ϕ¯α′ ϕ¯tα′/ϕ¯2α′ obtained from (9).
Let ϕˆ := Pˆ e, then e − ϕˆ is the projection of e on Lˆ. Since Lˆ = Lα × Lα′ ,
eα − ϕˆα is the projection of eα on Lα which is a line spanned by z∗. That is,
eα − ϕˆα = (etz∗)z∗α/(z∗)2 = z˙α. ϕˆα′ = Pˆα′·e = Pˆα′αeα + Pα′α′eα′ = Pα′α′eα′ =
ϕ¯α′ ϕ¯
t
α′eα′/ϕ¯
2
α′ = ϕ¯α′ . The last equation is obtained from (16). Then from (9),
ϕ¯α′ = ϕˆα′ = eα − ϕˆα = z˙α.
The following is obtained from above.
Pˆ =
(
Ir − ϕ¯α′ ϕ¯
t
α′
ϕ¯2
0
0
ϕ¯α′ ϕ¯
t
α′
ϕ¯2
)
=
(
Ir − z˙αz˙
t
α
z˙2
0
0
z˙αz˙
t
α
z˙2
)
(18)
This shows that Lˆ is decoupling.
It yields that, 1)
∑
i∈α′ ωˆi =
∑
i∈α z˙
2
i /z˙
2 = 1 and
∑
i∈α ωˆi =
∑
i∈α′(1 −
ωˆi) = r − 1, and 2) for i ∈ α, ϕˆi − ωˆi = (1 − z˙i
∑
j∈α z˙j/z˙
2) − (1 − z˙2i /z˙2) =
−z˙i
∑
j∈α\{i} z˙j/z˙
2 < 0.
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Let ρˆ := ℓimt→∞ ρ(t). Then from (18),
ρˆi =
(Pˆi·e−pˆii)
2
pˆii(1−pˆii)
=
(
∑
j∈α\{i} z˙j)
2
z˙2−z˙2
i
=
(
∑
j∈α\{i} z˙j)
2
∑
j∈α\{i} z˙
2
j
=
(
|z∗−eiz∗i |1
|z∗−eiz∗
i
|2
)2
.
Thus, 1 ≤ ρˆi ≤ r − 1. ρˆi = r − 1 for all i ∈ β¯ if and only if z˙ = ν∗. Formally,
the following is given.
Proposition 4.3. 1. eα − ϕˆα = z˙α and eα′ − ϕˆα′ = eα − z˙α;
2.
∑
i∈α ωˆi = r − 1 and
∑
i∈α′ ωˆi = 1;
3. ϕˆi < ωˆi for i ∈ α and ϕˆi > ωˆi for i ∈ α′;
4. 1 ≤ ρˆi ≤ r − 1. ρˆi = r − 1 for all i ∈ β¯ if and only if z˙ = ν∗.
Define η = {i : ωˆi > 1/2, or ωˆi = 1/2 with ϕˆi < ωˆi}. Clearly, η is a
complementary set. Let νη be such that νηi = 1 if and only if i ∈ η. Note that
r ≥ 3 is assumed, ∑i∈α′ ωˆi = 1 implies that there is at most one i ∈ α′ for
which ωˆi ≥ 1/2. This proves the following.
Proposition 4.4. |η∩α′| ≤ 1, equivalently, |νη−ν∗| ≤ √2. If there is an i ∈ η
for which ϕˆi > ωˆi, then i ∈ α′ and η \ {i} ⊂ α.
5 Topological structure of L
Assume that β = α and denote π = α \ {r} = {1, . . . , r − 1} as used in the
previous section. The uniqueness of z∗ implies that Pππ is of rank r− 1. Then,
P−1ππ Pπ· = (Ir−1 P
−1
ππ Pπr P
−1
ππ Pπα′). 0 = P
−1
ππ Pπαz
∗ = z∗π + P
−1
ππ Pπrz
∗
r leads to
P−1ππ Pπr = −z∗π/z∗r . Thus, P−1ππ Pπ· = (Ir−1 − z∗π/z∗r P−1ππ Pπα′). H is an r × 2r
matrix of rank r whose rows are linear combinations of the rows of P . Then
from (17) and Proposition 4.2, one possible form of H is as follows.
H =
(
Ir−1 −z∗π/z∗r P−1ππ Pπα′
0 0 (z∗α)
t
)
(19)
The following is used to show Proposition 2.4.
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Proposition 5.1. Pα′j 6= 0 for j ∈ α if ej − P·j is not the projection of ej on
z∗.
Proof. Suppose Pα′j = 0 for some j ∈ α, then Pαj′ = 0 from (5) which
leads to Pj′α = 0 by the symmetry of P . Since Pj′· can be a row vector ofH , the
form above of H suggests that Pj′· = λHr· with λ 6= 0. But Pj′α′ = (ej − Pj·)α
from (5). Then, Pj′α′ = λHrα′ = λz
∗
α implies that e
j − Pj· = λz∗ which is the
projection of ej on z∗. A contradiction.
Using D(t) and D¯(t) defined in the previous section,
H(t) = D¯(t)HD(t) =
(
Ir−1 −z∗π/z∗r 1t2P−1ππ Pπα′
0 0 (z∗α)
t
)
.
For i ∈ π, ei − Pei ∈ L implies (ei − Pei)tHtr· = 0. This reads Pπα′Htrα′ = 0,
which leads to Hπα′H
t
rα′ = 0. LetM(t) := H(t)H
t(t), then Mπr(t) = M
t
rπ(t) =
Hπα′(t)H
t
rα′(t) = Hπα′H
t
rα′/t
2 = 0. Mrr(t) = Hrα′(t)H
t
rα′(t) = (z
∗
α)
2. That is,
M(t) =
(
Mππ(t) 0
0 (z∗α)
2
)
.
P (t) = Ht(t)M−1(t)H(t), Pππ(t) = H
t
·π(t)M
−1(t)H·π(t) = M
−1
ππ (t). Pπα′(t) =
Ht·π(t)M
−1(t)H·α′(t) = M
−1
ππ (t)Hπα′/t
2 = M−1ππ (t)P
−1
ππ Pπα′/t
2. These two equa-
tions lead to
P−1ππ (t)Pπα′(t) = P
−1
ππ Pπα′/t
2 (20)
Decompose a z ∈ L into two perpendicular vectors: z = z′ + z′′ with z′ :=
(0, zα′) and z
′′ := (zα, 0). Let H take the form of (19). Then, 0 = Hr·z =
Hr·z
′ = (z∗α)
tzα′ . That is, z
′ ∈ Lα′ , the latter is defined in the previous section
to be {z : zα = 0, (z∗α)tzα′ = 0}. On the other hand, 0 = Hπ·z = zπ −
(z∗π)
tzr/z
∗
r + P
−1
ππ Pπα′zα′ leads to zπ − (z∗π)tzr/(z∗r ) = −P−1ππ Pπα′zα′ . That is,
zπ is uniquely determined by zα′ if zr = 0.
The partition α = π ∪ {r} is selected in the discussion above for the sake of
convenience. It is easy to see that the validity of the discussion is independent
of this particular partition. Thus, we have shown the following.
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Proposition 5.2. Given a z ∈ L with z′ being its projection on the subspace
spanned by ei for i ∈ α′, then z′ ∈ Lα′ . Conversely, given a k ∈ α and
a z′ ∈ Lα′ , there is a unique z ∈ L with zk = 0 such that zα′ = z′α′ and
zπ = −P−1ππ Pπα′zα′ where π := α \ {k}.
Given an i ∈ α′, let π := α \ {i′} and µˆ·i := ℓimt→∞ (ei − P (t)ei) be the
projection of ei on Lˆα′ . Then from (18), µˆαi = 0, (e
i − µˆ·i)α′ = z˙i′ z˙α/z˙2, and
µˆ2·i = 1− ωˆi.
Let z˜ be such that z˜α′ = µˆα′i, z˜i′ = 0 and z˜π = −P−1ππ Pπα′ µˆα′i = −P−1ππ Pπ·µˆ·i.
Then z˜ ∈ L by the proposition above. By the definition of fi in (14)
z˜2π = |P−1ππ Pπ·µˆ·i|2 = µˆ2·if2i = (1− ωˆi)f2i . (21)
The following is straightforward from (20).
fi(t) =
|P−1ππ (t)Pπ·(t)µˆ·i|
|µˆ·i| =
|P−1ππ Pπ·µˆ·i|
t2|µˆ·i| = fi/t
2. (22)
Figure 3: Upper bound of ωj = (e
j − µ·j)
2.
Select a j := arg Maxℓ∈π{z˜2ℓ}, then j ∈ π. Upper bound of ωj is used to esti-
mate an upper bound of fi in Section 3 for assessing the algorithm performance.
Note that z˜i′ = 0, this selection of j leads to z˜
2
j ≥ z˜2π/(r − 1).
Consider the case where fi ≥
√
r. That is, z˜2π ≥ rµˆ2·i which implies that
z˜2π > (r − 1)µˆ2·i. Let µ˜·j be the projection of ej on z˜, then µ˜·j = z˜j z˜/z˜2
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and µ˜jj = z˜
2
j /z˜
2 = µ˜2·j . On the other hand, µ˜jj = z˜
2
j /z˜
2 = z˜2j /(µˆ
2
·i + z˜
2
π) >
z˜2j /((1/(r − 1) + 1)z˜2π) = (r − 1)z˜2j /(rz˜2π) ≥ 1/r, the last inequality is obtained
from the selection of j.
Define O := {z ∈ IRα : (z − ej)tz = 0} to be the (r − 1)-sphere in IRα
with ej being its diameter. Let µ·j be the projection of e
j on L and O′ := {z ∈
L : (z − µ·j)tz = 0} be the (r − 1)-sphere in L with µ·j being its diameter.
Figure 3(a) depicts illustratively O and O′.
Let z0 be the intersection of z˜α and O, and O
′′ := {z : (z − ej)tz = 0, (z −
z0)tz = 0} be an 2(r−1)-sphere with z0 being its diameter (see Figure 3(b)). It is
easy to verify that µ˜·j is the projections of e
j , µ·j and z
0 on z˜, and µ˜·j ∈ O′∩O′′.
Let Z := {z : µt·jz = µt·j µ˜·j} be the hyperplane perpendicular to µ·j and
including µ˜·j . Z∩O and Z∩O′ are two (r−2)-spheres. The two (r−1)-spheres
O and O′ lies in the (2r − 1)-sphere define by (z − ej)tz = 0 and intersect each
other only at the origin z = 0. Then, by the definition of Z, Z ∩ O′ is parallel
to Z ∩ O. Let za and zb be the intersections of Z with ej and µ·j respectively
(see Figure 3(b)). zb is then the projection of za on O′. za and zb are centers
of Z ∩ O and Z ∩ O′ respectively. Thus, the distance between any z ∈ O and
its projection on Z ∩O′ is not less than |za− zb|. µ˜·j ∈ Z ∩O′ is the projection
of z0 ∈ O on z˜, then |za − zb| ≤ |z0 − µ˜·j |.
µ·j = e
j − P·j . µ˜·j ∈ L leads to µt·j µ˜·j = (ej)tµ˜·j = µ˜jj . Thus, Z :=
{z : µt·jz = µ˜jj}. zb ∈ L leads to µt·jzb = zbj and zb ∈ Z leads to µt·jzb = µ˜jj .
That is, zbj = µ˜jj . From the similar right triangles related to e
j in Figure 3(b),
note that |µ·j | < 1,
ωj = (e
j − µ·j)2 = (z
a − zb)2
(zb)2
µ2·j <
(za − zb)2
(zbj)
2
≤ (z
0 − µ˜·j)2
µ˜2jj
.
From the similar right triangles related to z0 in Figure 3(b) where z1 = µ˜αj ,
note that µ˜jj = µ˜
2
·j,
(z0 − µ˜·j)2
µ˜2jj
=
(µ˜·j − z1)2
(z1)2
× µ˜
2
·j
µ˜2jj
=
µ˜2α′j
µ˜2αj
× 1
µ˜jj
<
rµˆ2·i
z˜2π
= r/f2i .
24
The last equation is obtained from (21). We have shown the following.
Proposition 5.3. Given an i ∈ α′, let π := α \ {i′}, then either fi <
√
r, or
there is a j ∈ π for which
fi <
√
r/ωj .
6 On ǫ-decoupling
Given an i ∈ α′, let µˆ·i := ℓimt→∞ (ei − P (t)ei). As discussed in the previous
section, µˆ·i is the projection of e
i on Lˆα′ (see Figure 4) with µˆαi = 0, (e
i −
µˆ·i)α′ = z˙i′ z˙α/z˙
2, and µˆ2·i = 1 − ωˆi. Given a small scalar ǫ > 0, L is defined to
be ǫ-decoupling in Section 3 if 0 ≤ ωi − ωˆi < (1 − ωˆi)ǫ2 for i ∈ α′. Let fi be
defined in (14).
Figure 4: µˆ·i, z˜ and the hyperplane Z
′ defined by (e− ei)tz = 0.
Proposition 6.1. L is ǫ-decoupling if fi ≤ ǫ for i ∈ α′.
Proof. Assume i ∈ α′ in the proof. From (18), ei − µˆ·i is a normal of
S which is the (2r − 1)-subspace spanned by L and IRα (see Proposition 4.2).
Let µ·i := e
i − Pei be the projection of ei on L, then µ2·i = 1 − ωi. Both
µˆ·i and µ·i lie in S implies that e
i − µˆ·i is perpendicular to µˆ·i − µ·i. Thus,
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ωi = (Pe
i)2 = (ei − µˆ·i)2 + (µˆ·i − µ·i)2 = ωˆi + (µˆ·i − µ·i)2. L being not
decoupling implies that µˆ·i 6∈ L and (µˆ·i − µ·i)2 > 0 which leads to ωˆi < ωi.
Let zi be the projection of ei on a z ∈ L, then (ei−µˆ·i)tzi = 0 and (ei−zi)2 ≥
ωi. (µˆ·i− zi)tzi = −((ei− µˆ·i)− (ei− zi))tzi = −(ei− µˆ·i)tzi+(ei− zi)tzi = 0.
That is, zi is also the projection of µˆ·i on z, and (µˆ·i − zi)2 = (ei − zi)2 − ωˆi.
(µˆ·i − µ·i)2 = ωi − ωˆi ≤ (ei − zi)2 − ωˆi = (µˆ·i − zi)2 for z ∈ L. Thus, µ·i is also
the projection of µˆ·i on L.
The previous section defines z˜ to be such that z˜α′ = µˆα′i, z˜i′ = 0 and
z˜π = −P−1ππ Pπ·µˆ·i. Let µ˜·i be the projection of ei on z˜ (see Figure 4). Then µ˜·i
is also the projection of µˆ·i on z˜ from the discussion above, which implies that
|µˆ·i − µ·i| ≤ |µˆ·i − µ˜·i|.
Note that θ0 + θ1 = π/2 in Figure 4,
(µ˜·i − µˆ·i)2 = µˆ2·i cos2 θ1 =
µˆ2·iz˜
2
α
z˜2α + z˜
2
α′
=
µˆ2·iz˜
2
π
z˜2π + µˆ
2
·i
< z˜2π = (1− ωˆi)f2i .
The last equation is obtained from (21). Therefore, ωˆi < ωi ≤ (ei − µ˜·i)2 =
(ei − µˆ·i)2 + (µ˜·i − µˆ·i)2 < ωˆi + (1− ωˆi)ǫ2 if fi ≤ ǫ.
Proposition 6.2. |(ν∗ − ϕ˙)− z˙| < √2rǫ if L is ǫ-decoupling.
Proof. The proof of the proposition above shows that (µˆ·i−µ·i)2 = ωi− ωˆi.
Then, ǫ-decoupling of L leads to
(µˆ·i − µ·i)2 = ωi − ωˆi < (1− ωˆi)ǫ2 (23)
That is,
∑
k∈β¯(pik − pˆik)2 = ((ei−µ·i)− (ei− µˆ·i))2 = (µ·i− µˆ·i)2 < (1− ωˆi)ǫ2.
Proposition 4.3 states that z˙α = eα − ϕˆα. Then,
(ν∗ − ϕ˙− z˙)2 = ((eα − ϕα)− (eα − ϕˆα))2 = (ϕα′ − ϕˆα′)2
=
∑
i∈α′(ϕi − ϕˆi)2 =
∑
i∈α′(Pi·e− Pˆi·e)2
=
∑
i∈α′(
∑
k∈β¯(pik − pˆik))2 ≤
∑
i∈α′(
∑
k∈β¯ |pik − pˆik|)2
≤ ∑i∈α′ (√2r∑k∈β¯(pik − pˆik)2)2 = 2r∑i∈α′∑k∈β¯(pik − pˆik)2
< 2r
∑
i∈α′(1− ωˆi)ǫ2 < 2r2ǫ2.
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That is, |ν∗ − ϕ˙− z˙| < √2rǫ if L is ǫ-decoupling.
Next we derive conditions for deciding i ∈ α′ (equivalently i′ ∈ α) when L
is ǫ-decoupling.
Proposition 6.3. Given an i ∈ α′, ϕi > ωi if L is ǫ-decoupling and ωˆi ≥ 2rǫ2.
Proof. Let Z ′ := {z : (e−ei)tz = 0} (see Figure 4) and z′ be the projection
of µˆ·i on Z
′, then µˆ·i − z′ is the projection of µˆ·i − ei on the line spanned
by ei − e. As discussed at the beginning of the section, (ei − µˆ·i)α = 0 and
(ei − µˆ·i)α′ = z˙i′ z˙α/z˙2, which leads to (µˆ·i − ei)t(ei − e) = z˙i′
∑
j∈α\{i′} z˙j/z˙
2.
Then,
µˆ·i − z′ = (µˆ·i − e
i)t(ei − e)
(ei − e)2 (e
i − e) =
z˙i′
∑
j∈α\{i′} z˙j
(2r − 1)z˙2 (e
i − e).
(
∑
j∈α\{i′} z˙j)
2 ≥∑j∈α\{i′} z˙2j = z˙2 − z˙2i′ = z˙2(1− ωˆi) leads to
(µˆ·i − z′)2 =
z˙2i′(
∑
j∈α\{i′} z˙j)
2
(2r − 1)z˙4 ≥
z˙2i′ z˙
2(1− ωˆi)
(2r − 1)z˙4 =
(1− ωˆi)z˙2i′
(2r − 1)z˙2 >
(1− ωˆi)ωˆi
2r
.
µ·i = e
i − Pei is the projection of ei on L. Together with (23), ωˆi ≥ 2rǫ2 leads
to (µˆ·i − (ei−Pei))2 = (µˆ·i− µ·i)2 < (1− ωˆi)ǫ2 ≤ (1− ωˆi)ωˆi/(2r) < (µˆ·i− z′)2.
That is, e and µ·i lie in different half spaces separated by Z
′, which implies that
(ei−e)tµ·i = (ei−e)t(ei−Pei) > 0. Since (ei−e)tei = 0, 0 < (ei−e)t(ei−Pei) =
(e−ei)tPei = ePei− (ei)tPei = ϕi−ωi. Therefore, ϕi > ωi if L is ǫ-decoupling
and ωˆi ≥ 2rǫ2.
Define γ := {i : ϕi > ωi}. Proposition 2.5 states that there is an i ∈ α′
with ϕi > 1 if (A, b, c) is feasible. Thus, there is an i ∈ α′ in this case for which
ϕi > ωi for ωi < 1. That is, γ∩α′ 6= ∅ if (A, b, c) is feasible. Note that ϕi > ωi if
and only if ϕi′ < ωi′ , γ is a complementary set if there is no i for which ϕi = ωi.
Proposition 6.4. If L is ǫ-decoupling, then α′ = γ if
∑
i∈γ ωi < 1 + rǫ
2 with
ǫ ≤ 1/√10r.
Proof. According to Proposition 6.3, i ∈ γ if i ∈ α′ with ωˆi ≥ 2rǫ2.
Suppose there is an i for which i ∈ α′ \ γ under the conditions. Then ωˆi < 2rǫ2
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and ωi < ωˆi + (1 − ωˆi)ǫ2 < ωˆi + ǫ2 < (2r + 1)ǫ2 for L is ǫ-decoupling. For
the case where |α′ \ γ| = 1 with {i} = α′ \ γ, i′ ∈ γ. ∑j∈α′ ωj > 1 from
Proposition 6.1 leads to
∑
j∈α′\{i} ωj > 1 − ωi > 1 − (2r + 1)ǫ2. Therefore,∑
j∈γ ωj =
∑
j∈α′\{i} ωj + ωi′ > 1 − ωi + ωi′ = 2 − 2ωi > 2 − 2(2r + 1)ǫ2.
But 2 − 2(2r + 1)ǫ2 > 1 + rǫ2 if ǫ ≤ 1/√10r. That is, ∑j∈γ ωj > 1 + rǫ2.
A desired contradiction. The similar contradiction can be shown for the case
where |α′ \ γ| ≥ 2.
Proposition 6.5. Suppose L is ǫ-decoupling with ǫ ≤ 1/√10r and let γ˜ := {i ∈
γ : ωi ≤ 1− (2r+1)ǫ2}, then 1) γ˜ ⊂ α′ if γ˜ 6= ∅, and 2) |α′ ∩ γ| = 1 otherwise.
Proof. 1) Suppose on contrary that there is an i ∈ α′ such that i′ ∈ γ˜.
Then i ∈ α′ \ γ with ωˆi < 2rǫ2 according to Proposition 6.3. Then, ωi <
ωˆi + (1− ωˆi)ǫ2 < ωˆi + ǫ2 < (2r + 1)ǫ2, and ωi′ = 1− ωi > 1− (2r + 1)ǫ2 which
implies that i′ 6∈ γ˜. A contradiction.
2) Suppose |α′∩γ| ≥ 2, then γ˜ = ∅ implies that ωi > 1− (2r+1)ǫ2 for i ∈ γ.
That is,
∑
i∈α′ ωi ≥
∑
i∈α′∩γ ωi > 2(1− (2r + 1)ǫ2) > 1 + rǫ2 if ǫ ≤ 1/
√
10r. A
contradiction to ǫ-decoupling of L.
Define η := {i : ωi − 1/2 > ǫ2, or − ǫ2 ≤ ωi − 1/2 ≤ ǫ2 with ϕi < ωi}.
Then η is a complementary set. Let νη be such that νηi = 1 if and only if i ∈ η.
Similarly to Proposition 4.4, the following is given.
Proposition 6.6. Suppose L is ǫ-decoupling with ǫ ≤ 1/√10r, then |η∩α′| ≤ 1,
equivalently, |νη − ν∗| ≤ √2. If there is an i ∈ η for which ϕi > ωi and
ωi ≤ 1− (2r + 1)ǫ2, then i ∈ α′ and η \ {i} ⊂ α.
7 Concluding remark
The uniqueness of z∗ is assumed for the algorithm development. That is, L∩IR2r+
is assumed to be a line spanned by z∗. Pˆ := ℓimt→∞ P (t) is shown to be such
that Pˆαα is of rank r − 1 and Pˆα′α′ is of rank one if z∗ is unique (see (18)).
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Consider a generalized case where L ∩ IR2r+ is of dimension r˜ with 0 ≤ r˜ ≤ r.
(A, b, c) is infeasible if r˜ = 0. If (A, b, c) is feasible, then z∗ is unique if r˜ = 1,
and (A, b, c) is degenerate if r˜ ≥ 2. r˜ = r is an extreme case where Pαα = 0,
Pα′α′ = Ir and e − ϕ = ν∗ if (A, b, c) is feasible. The interested reader can
show in a similar manner of deriving (18) that Pˆαα is of rank r − r˜ and Pˆα′α′
of rank r˜ if r˜ ≥ 1. Proposition 2.3 states that, if (A, b, c) is feasible with r˜ ≥ 1,
the solution vertex ν∗ of Λ is unique and the strictly complementary solutions
share a unique support set α even through z∗ is not unique. This uniqueness
together with the structure of Pˆ suggests that the algorithm applies as well to
cases where r˜ 6= 1.
Appendix A Deriving equation (2) and proving
Proposition 2.2
First, we derive (2). Assume for non-triviality that no row or column vector of
A, as well as no b or c is null. Then, the following holds true.
0 < p¯ii < 1 ∀ i ∈ β¯ ∪ {s} and 0 < pii < 1 ∀ i ∈ β¯. (24)
Let gi denote the i
th column vector of G in (1). Define M¯ := GGt =∑s
i=1(gig
t
i). Then, P¯ = G
t(GGt)−1G = GtM¯−1G. Denote M¯(τ) := G(τ)Gt(τ) =
GGt + (τ2 − 1)gsgts = M¯ + (τ2 − 1)gsgts. Using rank-1 update,
M¯−1(τ) = M¯−1 − (τ2−1)M¯−1gsgtsM¯−1
1+(τ2−1)gtsM¯
−1gs
= M¯−1 − (τ2−1)M¯−1gsgtsM¯−11+(τ2−1)p¯ss .
For i, j ∈ β¯,
pij = ℓimτ→∞ p¯ij(τ) = ℓimτ→∞ g
t
iM¯
−1(τ)gj
= ℓimτ→∞
(
gtiM¯
−1gj − (τ
2−1)gtiM¯
−1gsg
t
sM¯
−1gj
1+(τ2−1)p¯ss
)
= ℓimτ→∞
(
p¯ij − (τ
2−1)p¯isp¯sj
1+(τ2−1)p¯ss
)
= p¯ij − p¯isp¯sjp¯ss .
(25)
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For i ∈ β¯,
ℓimτ→∞ p¯si(τ) = ℓimτ→∞ p¯is(τ) = ℓimτ→∞ g
t
iM¯
−1(τ)(τgs)
= ℓimτ→∞
(
τgtiM¯
−1gs − (τ
2−1)τgtiM¯
−1gsg
t
sM¯
−1gs
1+(τ2−1)p¯ss
)
= ℓimτ→∞
(
τ p¯is − (τ
2−1)τ p¯isp¯ss
1+(τ2−1)p¯ss
)
= ℓimτ→∞
τ p¯is
1+(τ2−1)p¯ss
= 0.
(26)
Finally,
ℓimτ→∞ p¯ss(τ) = ℓimτ→∞
(
τ2p¯ss − (τ
2−1)τ2p¯ssp¯ss
1+(τ2−1)p¯ss
)
= ℓimτ→∞
τ2p¯ss
1+(τ2−1)p¯ss
= 1.
(27)
(25) to (27) show (2).
With the help of (25), Proposition 2.2 is proved as follows.
Proof of Proposition 2.2. Given a z ∈ L, denote tz := −P¯sβ¯z/p¯ss.
Proposition 2.1 states that (z, tz) ∈ L¯. Given a nonzero z ∈ L with z ≥ 0, if
tz > 0, then (z, tz) ∈ L¯ and z/tz is an optimal solution to (A, b, c). Conversely,
Proposition 2.1 states that z ∈ L if (z, t) ∈ L¯. Especially, an optimal solution
z∗ ∈ L with tz∗ = 1 for (z∗, 1) ∈ L¯ if (A, b, c) is feasible. Thus, a nonzero z ∈ L
with z ≥ 0 is an optimal solution to (A, b, c) (up to a positive scale) if and only
if tz > 0. Then, the first part of Proposition 2.2 is restated as: If (A, b, c) is
feasible, tz > 0 for all nonzero z ∈ L with z ≥ 0.
Suppose on contrary that there is a nonzero z ∈ L with z ≥ 0 for which
tz′ ≤ 0 if (A, b, c) is feasible. Consider the case where tz′ = 0 first. z′ ∈ L leads to
Pz′ = 0. Then from (25) and tz′ = 0, 0 = Pz
′ = P¯β¯β¯z
′− P¯β¯sP¯sβ¯z′/p¯ss = P¯β¯β¯z′.
Together with tz′ = 0, P¯·β¯z
′ = 0. Since the rows of G·β¯ are linear combinations
of rows of P¯·β¯ , G·β¯z
′ = 0. Let z∗ be an optimal solution to (A, b, c) for it is
feasible, G·β¯z
∗ + gs = 0 where gs is the s
th column of G. Then, for all λ > 0,
G·β¯(z
∗+λz′)+ gs = 0. That is, (A, b, c) is unbounded for z
′ ≥ 0 and z′ 6= 0. By
the theory of linear programming, the unboundedness of (A, b, c) implies that
(A, b, c) is infeasible. A contradiction.
For the case where tz′ < 0, there is a 0 < λ
′ < 1 such that P¯sβ¯(λ
′z′ + (1 −
λ′)z∗)/p¯ss = 0. Let z
′′ := λ′z′ + (1 − λ′)z∗. Then, z′′ ≥ 0 and z′′ 6= 0 with
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tz′′ = 0. This leads to a contradiction that (A, b, c) is infeasible by the discussion
above.
That is, every nonzero z ∈ L with z ≥ 0 is an optimal solution to (A, b, c)
(up to a positive scale) if the latter is feasible.
For the second part of the proposition, suppose that there is a z ∈ L∩ IR2r++.
Since all optimal solutions z∗ 6∈ IR2r++, z is not an optimal solution. Then tz ≤ 0
from the proof above of the first part of the proposition. Consider the case where
tz = 0 first. By z = (u, v, x, y) and the structure of G in (1), G·β¯z + gstz = 0,
u > 0 and v > 0 lead to Aty > 0 and Ax < 0 with x > 0 and y > 0. Ax < 0
and y > 0 lead to ytAx < 0. But Aty > 0 and x > 0 lead to ytAx = xtAty > 0.
A contradiction.
For the case where tz < 0, the similar analysis as above leads to A
ty > −c
and Ax < −b with x > 0 and y > 0, and ctx = bty. Ax < −b and y > 0 leads to
xtAty < −bty, and Aty > −c and x > 0 leads to xtAty = ytAx > −ctx. That
is, ctx > bty which contradicts ctx = bty.
Thus, L ∩ IR2r++ = ∅.
Appendix B Equations (5)
The following two equations obtained from the Matrix Inversion Lemma will be
used in the appendix.
(Im +AA
t)−1 = Im −A(In +AtA)−1At
(In +A
tA)−1 = In −At(Im +AAt)−1A
(28)
Define M¯ := GGt where G takes form of (1), M¯(τ) := G(τ)Gt(τ) and
M¯∞ := ℓimτ→∞ M¯(τ). Denote G˙ := Gβ· and G˙(τ) := Gβ·(τ) obtained by
deleting the (r + 1)th row of G and G(τ) respectively. Let g˙i be the i
th column
vector of G˙. Define
M˙ :=
(
In +A
tA 0
0 Im +AA
t
)
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and
M¨(τ) := G˙(τ)G˙t(τ) =
(
In 0 0 −At τc
0 Im A 0 −τb
)


In 0
0 Im
0 At
−A 0
τct −τbt


=
(
In +A
tA 0
0 Im +AA
t
)
+ τ2
(
c
−b
)
( ct −bt ) = M˙ + τ2g˙sg˙ts
Denote
ω˙s := g˙
t
sM˙
−1g˙s = c
t(In +A
tA)−1c+ bt(Im +AA
t)−1b (29)
and gˆ :=
(
Atb
Ac
)
.
Then,
M˙−1 =
(
(In +A
tA)−1 0
0 (Im +AA
t)−1
)
, (30)
and using rank-1 update
M¨−1(τ) = M˙−1 − τ2M˙−1g˙s g˙tsM˙−1
1+τ2g˙tsM˙
−1g˙s
= M˙−1 − τ2M˙−1g˙s g˙tsM˙−11+τ2ω˙s . (31)
The following three equations are used for deriving the expressions of M¯−1(τ)
and M¯−1∞ :
g˙tsM˙
−1gˆ = 0, M¨−1(τ)gˆ = M˙−1gˆ
and c2 + b2 − gˆtM¨−1(τ)gˆ = ω˙s
(32)
We use (28) and (30) to show these equations. First,
g˙tsM˙
−1gˆ = ct(In +A
tA)−1Atb− b(Im +AAt)−1Ac
= ct(In +A
tA)−1Atb− ctAt(Im +AAt)−1b
= ct((In +A
tA)−1At −At(Im +AAt)−1)b
= ct((In −At(Im +AAt)−1A)At −At(Im +AAt)−1)b
= ct(At −At(Im +AAt)−1(Im +AAt))b = 0.
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Second, from (31),
M¨−1(τ)gˆ = M˙−1gˆ − τ
2M˙−1g˙sg˙
t
sM˙
−1gˆ
1 + τ2ω˙s
= M˙−1gˆ.
Third,
c2 + b2 − gˆtM¨−1(τ)gˆ = c2 + b2 − gˆtM˙−1gˆ
= c2 + b2 − btA(In +AtA)−1Atb− ctAt(Im +AAt)−1Ac
= ct(In −At(Im +AAt)−1A)c+ bt(Im −A(In +AtA)−1At)b
= ct(In +A
tA)−1c+ bt(Im +AA
t)−1b = g˙tsM˙
−1g˙s = ω˙s.
The last equation is obtained from (29).
M¯(τ) = G(τ)Gt(τ) =
(
G˙(τ)
Gs·
)
( G˙t(τ) Gts· )
=


G˙(τ)G˙t(τ)
(
Atb
Ac
)
(
Atb
Ac
)t
c2 + b2

 =
(
M¨(τ) gˆ
gˆt c2 + b2
)
.
Then from (32),
M¯−1(τ) =
(
M¨(τ) gˆ
gˆt c2 + b2
)−1
=
(
M¨−1(τ) + M¨
−1(τ)gˆgˆtM¨−1(τ)
c2+b2−gˆtM¨−1(τ)gˆ
− M¨−1(τ)gˆ
c2+b2−gˆtM¨−1(τ)gˆ
− gˆtM¨−1(τ)
c2+b2−gˆtM¨−1(τ)gˆ
1
c2+b2−gˆtM¨−1(τ)gˆ
)
=
(
M¨−1(τ) + M˙
−1gˆgˆtM˙−1
ω˙s
−M˙−1gˆ
ω˙s
− gˆtM˙−1
ω˙s
1
ω˙s
)
=
(
M˙−1 − τ2M˙−1g˙sg˙tsM˙−11+τ2ω˙s +
M˙−1gˆgˆtM˙−1
ω˙s
− M˙−1gˆ
ω˙s
− gˆtM˙−1
ω˙s
1
ω˙s
)
.
It turns out that
M¯−1∞ = ℓimτ→∞ M¯
−1(τ)
=
(
M˙−1 − M˙−1g˙s g˙tsM˙−1
ω˙s
+ M˙
−1gˆgˆtM˙−1
ω˙s
− M˙−1gˆ
ω˙s
− gˆtM˙−1
ω˙s
1
ω˙s
)
.
(33)
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For 1 ≤ i ≤ n, let ei be the ith unit vector in IRn and ai := Aei be the ith
column vector of A in the rest of the appendix.
Lemma B.1.
ct(In +A
tA)−1ei = ci − ati(Im +AAt)−1Ac
btA(In +A
tA)−1ei = ati(Im +AA
t)−1b
ati(Im +AA
t)−1aj = (e
i)tej − (ei)t(In +AtA)−1ej.
(34)
Proof. First,
ct(In +A
tA)−1ei = ct(In −At(Im +AAt)−1A)ei
= ctei − ctAt(Im +AAt)−1Aei = ci − ctAt(Im +AAt)−1ai
= ci − ati(Im +AAt)−1Ac.
Second,
btA(In +A
tA)−1ei = btA(In −At(Im +AAt)−1A)ei
= btAei − btAAt(Im +AAt)−1Aei = btai − btAAt(Im +AAt)−1ai
= bt(Im +AA
t)(Im +AA
t)−1ai − btAAt(Im +AAt)−1ai
= bt(Im +AA
t)−1ai = a
t
i(Im +AA
t)−1b.
Finally,
ati(Im +AA
t)−1aj = (e
i)tAt(Im +AA
t)−1Aej
= (ei)tAt(Im −A(In +AtA)−1At)Aej
= (ei)tAtAej − (ei)tAtA(In +AtA)−1AtAej
= (ei)tAtA(In +A
tA)−1(In +A
tA)ej − (ei)tAtA(In +AtA)−1AtAej
= (ei)tAtA(In +A
tA)−1ej
= (ei)t(In +A
tA)(In +A
tA)−1ej − (ei)t(In +AtA)−1ej
= (ei)tej − (ei)t(In +AtA)−1ej.
Proof of (5) For 1 ≤ i ≤ n, g˙i =
(
ei
0
)
and g˙r+i =
(
0
ai
)
. It turns out
from (30) that g˙tiM˙
−1g˙r+i = g˙
t
r+iM˙
−1g˙i = 0 for 1 ≤ i ≤ n.
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The first two equations in (5) can be equivalently stated as follows: for
i, j ∈ β, 1) pij + pr+i,r+j = (ei)tej, and 2) pi,r+j + pr+i,j = 0. These two
equations are proved as follows. pij = ℓimτ→∞ p¯ij(τ) = g
t
iM¯
−1
∞ gj for i, j ∈ β¯.
From (33), for 1 ≤ i, j ≤ n,
pij + pr+i,r+j = g
t
iM¯
−1
∞ gj + g
t
r+iM¯
−1
∞ gr+j
= g˙ti
(
M˙−1 − M˙−1g˙s g˙tsM˙−1
ω˙s
+ M˙
−1gˆgˆtM˙−1
ω˙s
)
g˙j
+g˙tr+i
(
M˙−1 − M˙−1g˙sg˙tsM˙−1
ω˙s
+ M˙
−1gˆgˆtM˙−1
ω˙s
)
g˙r+j
− cigˆtM˙−1g˙r+j
ω˙s
− cj g˙r+iM˙−1gˆ
ω˙s
+
cicj
ω˙s
= g˙tiM˙
−1gj + g˙
t
r+iM˙
−1g˙r+j +
g˙tiM˙
−1gˆgˆtM˙−1g˙j−g˙
t
r+iM˙
−1g˙sg˙
t
sM˙
−1g˙r+j
ω˙s
− g˙
t
iM˙
−1g˙sg˙
t
sM˙
−1g˙j−g˙
t
r+iM˙
−1gˆgˆtM˙−1g˙r+j+cigˆ
tM˙−1g˙r+j+cj g˙r+iM˙
−1gˆ−cicj
ω˙s
= (ei)t(In +A
tA)−1ej + ati(Im +AA
t)−1aj
+
(ei)t(In+A
tA)−1Atb btA(In+A
tA)−1ej−ati(Im+AA
t)−1b bt(Im+AA
t)−1aj
ω˙s
−
(
(ei)t(In+A
tA)−1c ct(In+A
tA)−1ej−ati(Im+AA
t)−1Ac ctAt(Im+AA
t)−1aj
ω˙s
+
cic
tAt(Im+AA
t)−1aj+cja
t
i(Im+AA
t)−1Ac−cicj
ω˙s
)
= (ei)tej +
ati(Im+AA
t)−1b bt(Im+AA
t)−1aj−a
t
i(Im+AA
t)−1b bt(Im+AA
t)−1aj
ω˙s
− (ei)t(In+AtA)−1c ct(In+AtA)−1ej−(ei)t(In+AtA)−1c ct(In+AtA)−1ej
ω˙s
= (ei)tej .
The last two equations are obtained from the three equations of (34). The cases
that pij + pr+i,r+j = (e
i)tej for i, j ∈ β can be shown in a similar manner.
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For 1 ≤ i, j ≤ n,
pi,r+j + pr+i,j = g
t
iM¯
−1
∞ gr+j + g
t
r+iM¯
−1
∞ gj
= g˙ti
(
M˙−1 − M˙−1g˙s g˙tsM˙−1
ω˙s
+ M˙
−1gˆgˆtM˙−1
ω˙s
)
g˙r+j − g˙
t
iM˙
−1gˆcj
ω˙s
+g˙tr+i
(
M˙−1 − M˙−1g˙sg˙tsM˙−1
ω˙s
+ M˙
−1gˆgˆtM˙−1
ω˙s
)
g˙j − cigˆ
tM˙−1g˙j
ω˙s
= − g˙tiM˙−1g˙s g˙tsM˙−1g˙r+j
ω˙s
+
g˙tiM˙
−1gˆ(gˆtM˙−1g˙r+j−cj)
ω˙s
− g˙
t
r+iM˙
−1g˙sg˙
t
sM˙
−1g˙j
ω˙s
+
(g˙tr+iM˙
−1gˆ−ci)gˆ
tM˙−1g˙j
ω˙s
= − g˙
t
iM˙
−1g˙s g˙
t
sM˙
−1g˙r+j−(g˙
t
r+iM˙
−1gˆ−ci)gˆ
tM˙−1g˙j
ω˙s
+
− g˙
t
r+iM˙
−1g˙sg˙
t
sM˙
−1g˙j−g˙
t
iM˙
−1gˆ(gˆtM˙−1g˙r+j−cj)
ω˙s
=
(ei)t(In+A
tA)−1c bt(Im+AA
t)−1aj−(a
t
i(Im+AA
t)−1Ac−ci)b
tA(In+A
tA)−1ej
ω˙s
+
ati(Im+AA
t)−1b ct(In+A
tA)−1ej−(ei)t(In+A
tA)−1Atb(ctAt(Im+AA
t)−1aj−cj)
ω˙s
=
(ei)t(In+A
tA)−1c bt(Im+AA
t)−1aj−(e
i)t(In+A
tA)−1c btA(In+A
tA)−1ej
ω˙s
+
ati(Im+AA
t)−1b ct(In+A
tA)−1ej−(ei)t(In+A
tA)−1Atb ct(In+A
tA)−1ej
ω˙s
= 0.
The last two equations are obtained from the first two equations of (34). The
cases that pi,r+j + pr+i,j = 0 for i, j ∈ β can be shown in a similar manner.
For i, j ∈ β, denote i′ := r + i and j′ := r + j. pii′ = pi′i from the
symmetry of P . But pii′ = −pi′i from above. Thus, pii′ = pi′i = 0 for i ∈ β.
Pββ = I − Pβ′β′ leads to, for i ∈ β, pii = 1 − pi′i′ which is ωi = 1 − ωi′ . For
i ∈ β, ϕi =
∑
j∈β(pij + pij′) = 1−
∑
j∈β(pi′j′ + pi′j) = 1− ϕi′ .
pii′ = 0 implies that (e
i′)tPei = 0. Using the equations pij′ + pi′j = 0 and
pij + pi′j′ = (e
i)tej ,
0 = (ei
′
)tPei = (ei
′
)tPPei = (Pei
′
)tPei
=
∑
j∈β pi′jpij +
∑
j∈β pi′j′pij′
= −∑j∈β pij′pij + pii′ −∑j∈β pijpij′ = −2∑j∈β pijpij′ .
Formally, the following is given.
∑
j∈β
pijpij′ = PiβP
t
iβ′ = 0 for i ∈ β (35)
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Appendix C Proof of Equations (9)
Given a squeeze vector σ ∈ IR2r, let D(σ) be its squeeze matrix defined in
Subsection 2.2. Define an s× s diagonal matrix
D¯(σ) :=
(
D(σ)
1
)
.
Let Dn(σ) be the leading principal submatrix of D(σ) of order n, and Dm(σ) be
the principal submatrix of D(σ) of order m containing (n+1)th to rth diagonal
entries of D(σ). With this notation,
D¯(σ) =


Dn(σ)
Dm(σ)
D−1n (σ)
D−1m (σ)
1


Let Dˆ(σ) be the principal submatrix of D¯(σ) of order r+1 obtained by deleting
the latter’s first r columns and rows. Then,
Dˆ(σ)GD¯(σ) = Dˆ(σ)


In −At c
Im A −b
ct −bt 0

 D¯(σ)
=


In −D−1n (σ)AtD−1m (σ) D−1n (σ)c
Im D
−1
m (σ)AD
−1
n (σ) −D−1m (σ)b
ctD−1n (σ) −btD−1m (σ) 0

 .
Consider the linear programming problem:
Max {ctD−1n (σ)x : D−1m (σ)AD−1n (σ)x ≤ D−1m (σ)b, x ≥ 0}
with its dual
Min {btD−1m (σ)y : D−1n (σ)AtD−1m (σ)y ≥ D−1n (σ)c, y ≥ 0}.
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Denote A(σ) := D−1m (σ)AD
−1
n (σ), b(σ) := D
−1
m (σ)b, and c(σ) := D
−1
n (σ)c.
Then, the linear programming problem above is rewritten as follows:
Max {ct(σ)x : A(σ)x ≤ b(σ), x ≥ 0}
and its dual
Min {bt(σ)y : At(σ)y ≥ c(σ), y ≥ 0}.
Let G(τ)(σ) be the coefficient matrix of the following homogeneous linear
equations: Inv −At(σ)y + τc(σ)t = 0, Imu+A(σ)x − τb(σ)t = 0 and ct(σ)x−
bt(σ)y = 0. Then,
{(z, t) : G(τ)(σ)
(
z
t
)
= 0}
= {(z, t) : Dˆ(σ)G·β¯(τ)D(σ)z + Dˆ(σ)τgst = 0}
= {(z, t) : G·β¯(τ)D(σ)z + τgst = 0}
= {(z, t) : P¯·β¯(τ)D(σ)z + P¯·s(τ)t = 0}.
It yields from (2) that
ℓimτ→∞ {(z, t) : P¯·β¯(τ)D(σ)z + P¯·s(τ)t = 0}
= {(z, t) : PD(σ)z = 0, t = 0} = {(z, t) : HD(σ)z = 0, t = 0}
= {z ∈ L(σ), t = 0}
(9) is then straightforward from (3) and (5) by comparing (4) and (8).
Appendix D On unidimensional squeeze map-
ping
For σj ∈ IR, the unidimensional squeeze mapping σj of L is defined in Sub-
section 2.3 to be a squeeze vector σ with σj ∈ IR, σj′ = 1/σj, and σi = 1 for
i ∈ β¯ \ {j, j′}. Define M := HHt and M(σj) := HD2(σj)Ht and let hi denote
the ith column vector of H for i ∈ β¯. Then
M(σj) = HD
2(σj)H
t = HHt + (σ2j − 1)hjhtj + ( 1σ2
j
− 1)hj′htj′
= M + (σ2j − 1)hjhtj + ( 1σ2
j
− 1)hj′htj′
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Note that ωj = h
t
jM
−1hj and ωj′ = h
t
j′M
−1hj′ , pjj′ = pj′j = h
t
jM
−1hj′ = 0
and ωj+ωj′ = 1 from (5), the expression of M
−1(σj) is derived by using double
rank-1 updates as follows.
M−1(σj) = (M + (σ
2
j − 1)hjhtj)−1
−
( 1
σ2
j
−1)(M+(σ2j−1)hjh
t
j)
−1hj′h
t
j′
(M+(σ2j−1)hjh
t
j)
−1
1+( 1
σ2
j
−1)ht
j′
(M+(σ2
j
−1)hjhtj)
−1hj′
= M−1 − (σ
2
j−1)M
−1hjh
t
jM
−1
1+(σ2
j
−1)ht
j
M−1hj
−
(1−σ2j )(M
−1−
(σ2
j
−1)M−1hjh
t
j
M−1
1+(σ2
j
−1)ht
j
M−1hj
)hj′h
t
j′
(M−1−
(σ2
j
−1)M−1hjh
t
j
M−1
1+(σ2
j
−1)ht
j
M−1hj
)
σ2
j
+(1−σ2
j
)ht
j′
(M−1−
(σ2
j
−1)M−1hjh
t
j
M−1
1+(σ2
j
−1)ht
j
M−1hj
)hj′
= M−1 − (σ
2
j−1)M
−1hjh
t
jM
−1
1+(σ2
j
−1)ht
j
M−1hj
− (1−σ
2
j )M
−1hj′h
t
j′
M−1
σ2
j
+(1−σ2
j
)ht
j′
M−1hj′
= M−1 − (σ
2
j−1)M
−1hjh
t
jM
−1
1+(σ2
j
−1)ωj
− (1−σ
2
j )M
−1hj′h
t
j′
M−1
σ2
j
+(1−σ2
j
)(1−ωj)
= M−1 − σ
2
j−1
1+(σ2
j
−1)ωj
(
M−1hjh
t
jM
−1 −M−1hj′htj′M−1
)
.
Then, for i, k ∈ β¯ \ {j, j′},
ωj(σj) = σ
2
jh
t
jM
−1(σj)hj =
σ2jωj
1+(σ2
j
−1)ωj
ωj′(σj) =
1
σ2j
htj′M
−1(σj)hj′ =
ωj′
1+(σ2j−1)ωj
= 1− ωj(σj)
pj′j(σj) = pjj′ (σj) = h
t
jM
−1(σj)hj′ = 0
pij(σj) = σjh
t
iM
−1(σj)hj =
σjpij
1+(σ2
j
−1)ωj
pij′ (σj) =
1
σj
htiM
−1(σj)hj′ =
σjpij′
1+(σ2
j
−1)ωj
pik(σj) = h
t
iM
−1(σj)hk = pik − σ
2
j−1
1+(σ2j−1)ωj
(pijpjk − pij′pj′k) .
This shows (10). It yields
ϕj(σj) =
∑
i∈β¯
pji(σj) =
σ2jωj
1+(σ2
j
−1)ωj
+
σj
1+(σ2
j
−1)ωj
∑
i∈β¯\{j,j′} pji
=
σ2jωj
1+(σ2
j
−1)ωj
− σjωj
1+(σ2
j
−1)ωj
+
σj
1+(σ2
j
−1)ωj
∑
i∈β¯ pji
=
σ2jωj
1+(σ2
j
−1)ωj
− σjωj
1+(σ2
j
−1)ωj
+
σjϕj
1+(σ2
j
−1)ωj
=
σ2jωj+σj(ϕj−ωj)
1+(σ2
j
−1)ωj
39
and for i ∈ β¯ \ {j, j′},
ϕi(σj) =
∑
k∈β¯
pik(σj)
= ϕi − (σ
2
j−1)ϕj−(σj−1)
1+(σ2j−1)ωj
pij +
(σ2j−1)ϕj′−(σ
2
j−σj)
1+(σ2j−1)ωj
pij′
= ϕi − (σ
2
j−1)ϕj−(σj−1)
1+(σ2
j
−1)ωj
pij +
(σ2j−1)(1−ϕj)−(σ
2
j−σj)
1+(σ2
j
−1)ωj
pij′
= ϕi − (σ
2
j−1)ϕj−(σj−1)
1+(σ2
j
−1)ωj
(pij + pij′ ).
This shows (11).
(12) defines ρj = (ϕj − ωj)2/ωj(1− ωj). Define
ρj(σj) :=
(ϕj(σj)− ωj(σj))2
ωj(σj)(1− ωj(σj)) .
It is easy to verify that ρj(σj) = ρj′(σj) and ρj(σj) = ρj for σj ∈ IR. ρj = 0
if and only if ϕj = ωj. Thus, ρj(σj) being invariant for σj > 0 implies that
sign(ϕj(σj) − ωj(σj)) = sign(ϕj − ωj) for σj > 0. Formally, the following is
given.
Proposition D.1. 1) ρj(σj) = ρj is invariant for σj ∈ IR;
2) sign(ϕj(σj) − ωj(σj)) = sign(ϕj − ωj) for σj > 0 and sign(ϕj(σj) −
ωj(σj)) = −sign(ϕj − ωj) for σj < 0.
Let O˙j := {eβ − ϕβ(σj) : σj ∈ IR)} be the locus of eβ − ϕβ(σj) for σj ∈ IR.
Assume for the sake of simplicity that j ∈ β. Let σj and σ¯j be such that
ϕj(σj) = 0 and ϕj(σ¯j) = 1 respectively. This leads from (11) to
σj = −
ϕj − ωj
ωj
and σ¯j =
1− ωj
ϕj − ωj
It is easy to see that ρj = −σj/σ¯j .
Proposition D.2. 1) ϕβ(∞)− ϕβ(σj) = ϕβ(σ¯j)− ϕβ(0) = ejβ.
2) (ϕβ(∞)− ϕβ(σ¯j))2 = (ϕβ(0)− ϕβ(σj))2 = ρj.
3) O˙j is a circle (that is, a 1-sphere) in IR
r with both lines ϕβ(∞) − ϕβ(0)
and ϕβ(σ¯j)− ϕβ(σj) being its diameter equal to
√
1 + ρj.
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Proof. Assume for the sake of simplicity that ϕj = 1 which implies that
σ¯j = 1 and σj = −(ϕj − ωj)/ωj = 1− 1/ωj.
From (11) for σj ∈ IR with ϕj = 1,
ϕj(σj) =
σ2jωj+σj(1−ωj)
1+(σ2
j
−1)ωj
ϕi(σj) = ϕi − σj(σj−1)(pij+pij′ )1+(σ2
j
−1)ωj
for i ∈ β \ {j}
σj ϕj(σj) ϕi(σj) for i ∈ β \ {j}
0 0 ϕi
∞ 1 ϕi − pij+pij′ωj
σj 0 ϕi − pij+pij′ωj
σ¯j = 1 1 ϕi
Table 2: Components of ϕ(σj ) with ϕj = 1
1) From the table above, ϕj(∞) − ϕj(σj) = 1 and ϕi(∞) − ϕi(σj) = 0 for
i ∈ β \ {j}. Then, ϕβ(∞)− ϕβ(σj) = ejβ. Similarly, ϕβ(σ¯j)− ϕβ(0) = ejβ .
2) Note that pii = ωj, pjj′ = 0,
∑
i∈β¯ p
2
ij = ωj, and
∑
i∈β pijpij′ = 0 from
(35),
∑
i∈β\{j}(pij + pij′ )
2 =
∑
i∈β(pij + pij′ )
2 − (pjj + pjj′ )2
=
∑
i∈β(p
2
ij + p
2
ij′ ) + 2
∑
i∈β pijpij′ − ω2j
=
∑
i∈β¯ p
2
ij − ω2j = ωj − ω2j = ωj(1 − ωj).
(36)
By definition, ρj = (ϕj − ωj)2/(ωj(1 − ωj)) = (1 − ωj)2/(ωj(1 − ωj)) =
(1 − ωj)/ωj . Then from Table 2 and (36),
(ϕβ(∞)− ϕβ(σ¯j))2 = (ϕj(∞)− ϕj)2 +
∑
i∈β\{j}(ϕi(∞)− ϕi)2
=
∑
i∈β\{j}
(pij+pij′ )
2
ω2
j
=
ωj(1−ωj)
ω2
j
= ρj .
(ϕβ(0)− ϕβ(σj))2 = ρj can be shown in a similar manner.
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3) Let z0 := ϕβ(σ¯j)−ϕβ(0) = ejβ and z1 := ϕβ(∞)−ϕβ(σ¯j) = ϕβ(∞)−ϕβ ,
the vector (eβ−ϕβ(σj))−(eβ−ϕβ) will be shown to lie in a 2-dimensional
plane spanned by z0 and z1. It follows from Table 2 that
z1j = ϕj(∞)− ϕj = 0
z1i = ϕi(∞)− ϕi = − pij+pij′ωj for i ∈ β \ {j}
and
ϕj(σj)− ϕj = σ
2
jωj+σj(1−ωj)
1+(σ2
j
−1)ωj
− 1
ϕi(σj)− ϕi = −σj(σj−1)(pij+pij′ )1+(σ2
j
−1)ωj
for i ∈ β \ {j}
0 < ωj < 1 from (24) implies that there is a i ∈ β \ {j} for which pij 6= 0.
Then, z1 6= 0. Define
λ0(σj) := − (σ
2
jωj+σj)(1−ωj)
1+(σ2
j
−1)ωj
+ 1
λ1(σj) := − σj(σj−1)ωj1+(σ2
j
−1)ωj
Then,
λ0(σj)z
0
j + λ1(σj)z
1
j = λ0(σj) = −
σ2jωj+σj(1−ωj)
1+(σ2
j
−1)ωj
+ 1
= −(ϕj(σj)− ϕj) = (ej − ϕj(σj))− (ej − ϕj)
and for i ∈ β \ {j}:
λ0(σj)z
0
i + λ1(σj)z
1
i = λ1(σj)z
1
i =
σj(σj−1)(pij+pij′ )
1+(σ2
j
−1)ωj
= −(ϕi(σj)− ϕi) = (ei − ϕi(σj))− (ei − ϕi).
That is, (eβ − ϕβ(σj)) − (eβ − ϕβ(σ¯j)) lies in the 2-dimensional affine
subspace spanned by z0 and z1. Then, the affine manifold spanned by O˙j
is of dimension 2.
O˙j being a circle is equivalent to that the two vectors (eβ − ϕβ(σj)) −
(eβ − ϕβ(0)) = −(ϕβ(σj) − ϕβ(0)) and (eβ − ϕβ(σj)) − (eβ − ϕβ(∞)) =
−(ϕβ(σj)− ϕβ(∞)) are perpendicular to each other.
(ϕj(σj)− ϕj(0))(ϕj(σj)− ϕj(∞)) = ϕj(σj)(ϕj(σj)− 1)
=
σ2jωj+σj(1−ωj)
1+(σ2
j
−1)ωj
(
σ2jωj+σj(1−ωj)
1+(σ2
j
−1)ωj
− 1
)
=
σ2jωj+σj(1−ωj)
1+(σ2
j
−1)ωj
(σj−1)(1−ωj)
1+(σ2
j
−1)ωj
=
(σjωj+(1−ωj))σj(σj−1)(1−ωj)
(1+(σ2
j
−1)ωj)2
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and for i ∈ β \ {j},
(ϕi(σj)− ϕi(0))(ϕi(σj)− ϕi(∞))
= −σj(σj−1)(pij+pij′ )
1+(σ2
j
−1)ωj
(
−σj(σj−1)(pij+pij′ )
1+(σ2
j
−1)ωj
+
pij+pij′
ωj
)
=
σj(σj−1)
(1+(σ2
j
−1)ωj)(1−ωj)
−σjωj−(1−ωj)
(1+(σ2
j
−1)ωj)ωj
(pij + pij′ )
2
= −σj(σj−1)(σjωj+(1−ωj))
(1+(σ2
j
−1)ωj)2ωj
(pij + pij′ )
2
= − (σjωj+(1−ωj))σj(σj−1)(1−ωj)
(1+(σ2
j
−1)ωj)2ωj(1−ωj)
(pij + pij′ )
2
= −ϕj(σj)(ϕj(σj)− 1) (pij+pij′ )
2
ωj(1−ωj)
.
The last equation is obtained from the last equation of (ϕj(σj)−ϕj(0))(ϕj(σj)−
ϕj(∞)) derived above. Then,
(ϕβ(σj)− ϕβ(0))t (ϕβ(σj)− ϕβ(∞))
= (ϕj(σj)− ϕj(0)) (ϕj(σj)− ϕj(∞))
+
∑
i∈β\{j} (ϕi(σj)− ϕi(0)) (ϕi(σj)− ϕi(∞))
= ϕj(σj)(ϕj(σj)− 1)− ϕj(σj)(ϕj(σj)− 1)
∑
i∈β\{j}
(pij+pij′ )
2
(1−ωj)ωj
= 0.
The last equation is obtained from (36).
Therefore, O˙j is a circle in IR
r with ϕ(∞) − ϕ(0) being its diameter.
(ϕ(∞) − ϕ(0))2 = (ϕ(∞) − ϕ(σ¯j))2 + (ϕ(σ¯j) − ϕ(0))2 = 1 + ρj from the
previous parts of the proposition.
Similarly, (ϕ(σ¯j) − ϕ(σj))2 = 1 + ρj . That is, ϕ(σ¯j) − ϕ(σj) is also a
diameter of O˙j .
Assume that β = α, then O˙j for j ∈ β is a circle in Q˙ defined in Section 3
to be the projection of Q on IRα. The radius of Q˙ is equal to
√
r. Thus, the
radius of O˙j is equal to or less than
√
r. That is,
√
1 + ρj ≤
√
r which leads to
ρj ≤ r − 1.
Let Cj := {z ∈ IRα : 0 ≤ zi ≤ 1 for i ∈ α \ {j}} be a square cylinder
in IRα with C¯j being its boundary, and span(O˙j) be the 2-dimensional affine
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manifold spanned by O˙j . By Proposition D.2, span(O˙j)∩ C¯j is either a) empty
or a line parallel to ej, or b) two lines parallel to ej or a 2-dimensional face
of C¯j (see Figure 1 with an example of r = 3). In Case a, it is from the
Hyperplane Separation Theorem that there is a hyperplane separates Cj and
O˙j . The hyperplane intersects Cj with at most a 1-dimensional face of Cj , and
partitions Q˙ into two parts: one including O˙j and the other including Cj ∩ Q˙.
Since the intersection of the hyperplane and Q˙ is an r − 2 dimensional sphere
with a diameter equal to or less than r − 1 in this case, the largest diameter
of any circle in the part including O˙j is less than r − 1. Thus, ρj < r − 2 in
Case a by Proposition D.2. Then, a O˙j with ρj ≥ r − 2 must be in Case b,
where there is a σj > 0 such that e − ϕ(σj) ∈ Cj ∩ O˙j with ej − ϕj(σj) > 1 or
ej − ϕj(σj) < 0. Assume without loss of generality that ej − ϕj(σj) > 1 and
denote z′ := e − ϕ(σj). z′ ∈ Cj implies that 1 − z′i ≥ 0 for i ∈ β¯ \ {j, j′}. That
is, ϕi(σj) ≥ 0 for i ∈ β¯ \ {j, j′}. z′j > 1 implies that ϕj(σj) < 0. It is then
from Proposition 2.5 that j ∈ α. Note that, for σj > 0, ϕj(σj) < 0 if and only
if ϕj(σj) < ωj(σj) in this case which is equivalent to ϕj < ωj and ϕj′ > ωj′ by
Proposition D.1. We have shown the following.
Proposition D.3. For j ∈ β¯,
1) ρj ≤ r − 1;
2) if ρj ≥ r − 2 and ϕj < ωj then j ∈ α;
3) if ρj ≥ r − 2 and ϕj > ωj then j ∈ α′.
When r = 2, Q is a circle with a diameter equal to 2, and its projection
Q˙ on IRα is a circle of diameter
√
2. Thus, the only possible O˙j is such that
O˙j = Q˙. That is. 1 + ρj = 2 and ρj = 1 = r − 1 for j = β¯. The following is
then straightforward from the proposition above.
Proposition D.4. When r = 2, j ∈ α if and only if ϕj < ωj.
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Define Oj := {e− ϕ(σj) : σj ∈ IR} to be the locus of e− ϕ(σj) for σj ∈ IR.
The following is shown in a similar manner of proving Proposition D.2.
Proposition D.5. For j ∈ β¯,
1) ϕ(∞j)− ϕ(σj) = ϕ(σ¯j)− ϕ(0) = ej − ej
′
;
2) Oj is a circle in IR
2r with both lines ϕ(∞j)−ϕ(0) and ϕ(σ¯j)−ϕ(σj) being
its diameter equal to
√
2(1 + ρj).
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