Robust Algorithms for Localizing Moving Nodes in Wireless Sensor
  Networks by Elayan, Hadeel & Shubair, Raed
ar
X
iv
:1
80
6.
11
21
4v
2 
 [e
es
s.S
P]
  2
0 J
ul 
20
18
Robust Algorithms for Localizing Moving Nodes
in Wireless Sensor Networks
Hadeel Elayan1 and Raed Shubair2
1Electrical and Computer Engineering Department, Khalifa University, UAE
2Research Laboratory of Electronics (RLE), MIT
Email: hadeel.mohammad@kustar.ac.ae, rshubair@mit.edu
2016
The vivid success of the emerging wireless sensor technology (WSN) gave rise
to the notion of localization in the communications field. Indeed, the interest
in localization grew further with the proliferation of the wireless sensor network
applications including medicine, military as well as transport. By utilizing a
subset of sensor terminals, gathered data in a WSN can be both identified and
correlated which helps in managing the nodes distributed throughout the net-
work. In most scenarios presented in the literature, the nodes to be localized are
often considered static. However, as we are heading towards the 5th generation
mobile communication, the aspect of mobility should be regarded. Thus, the
novelty of this research relies in its ability to merge the robotics as well as WSN
fields creating a state of art for the localization of moving nodes. The challeng-
ing aspect relies in the capability of merging these two platforms in a way where
the limitations of each is minimized as much as possible. A hybrid technique
which combines both the Particle Filter (PF) method and the Time Difference
of Arrival Technique (TDOA) is presented. Simulation results indicate that
the proposed approach outperforms other techniques in terms of accuracy and
robustness.
Keywords- WSN, TDOA, Particle Filter (PF), localization, moving nodes.
1 Introduction
Localization has received a considerable amount of attention over the past
decade since it is an essential capability enabling other applications [1]. The
localization problem is the process of determining the position of a node rel-
ative to a given reference frame of coordinates in a Wireless Sensor Network
(WSN). Undeniably, the sensor location must be known for its data to be mean-
ingful [2]. The prominence of this process comprises the ability to identify and
correlate gathered data in a wireless sensor network as well as manage nodes
located in a determined location. In fact, localization is achieved through the
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utilization of a subset of sensor terminals [3]. Nodes which have known states
at all times and are aware of their own global coordinates a priori are called
anchor nodes or beacon nodes. The anchor nodes are equipped with a Global
Positioning System (GPS) thereby assisting in computing other nodes’ locations
by using a number of techniques such as lateration, angulation or a combination
of both [4, 5]. Nevertheless, sensor nodes which have a priori unknown states
and need to determine their positions using a localization algorithm are referred
to as agents [6].
Several localization algorithms have been proposed in the literature [7]. One
of the most important aspects of localization involves measuring the transmis-
sion range of the wireless signal. Range-based localization relies on the avail-
ability of point-to-point distance (or angle information). The obtained mea-
surements of different ranging techniques such as Time of Arrival (TOA), Time
Difference of Arrival (TDOA), Angle of Arrival (AOA), and Received Signal
Strength (RSS) are the keys for range-based schemes [8–23].
Nonetheless, most of the prevailing localization algorithms used in WSNs
assume static nodes which do not move after deployment. Hence, the mobility
effect is not explicitly considered in the analysis approach. The mobility effect
cannot be ignored in certain WSN platforms such as intelligent transporta-
tion, patient monitoring, and habitual tracking. The major technical challenge
in localization of moving nodes is the rapidly changing localization scenarios
resulting in inaccurate prediction of node locations [4]. It must be noted as
well that mobile networks convey different characteristics from static networks.
Other important aspects that deteriorate the performance of mobile sensor net-
works are issues related to the changing topology of the network, the varying
connectivity, and latency problems [24]. These effects stimulate the need for
developing robust yet accurate the localization algorithms for moving nodes in
WSNs
The Monte Carlo localization (MCL) [25] was the first practical method for
localization of mobile WSNs. MCL applies the Sequential Monte Carlo (SMC)
method [26] to achieve localization. The reason behind this is that the poste-
rior distribution of a sensor node after movement can be naturally formalized
using a nonlinear discrete time model and the SMC method provides simple
simulation-based approaches to estimate the distribution [24]. Basically, the
method assumes no functional form, but instead, it uses a set of random sam-
ples (also called particles) to estimate the posteriors. When the particles are
properly placed, weighted, and propagated, posteriors can be estimated sequen-
tially over time. This technique is more popularly known as the Particle Filter
(PF) [27]. Nevertheless, previous SMC-based localization algorithms either suf-
fer from low sampling efficiency or require high beacon density to achieve high
localization accuracy.
In this chapter, we discuss the deployment of the Particle Filter (PF) frame-
work into the localization of moving nodes in an open environment using TDOA
measurements. This incorporation accurately captures the mean and covariance
which improves the localization accuracy and helps achieve a robust perfor-
mance. The rest of the paper is organized as follows. Section II revists the
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fundamental localization techniques. Section III presents the system model and
problem statement. Section IV describes the proposed TDOA-PF technique. In
Section V, numerical validation on simulated scenarios can be found. Finally,
the conclusions are summarized in Section VI.
2 Localization Techniques
Time-of-arrival (TOA), time-difference-of-arrival (TDOA), received signal strength
(RSS) and direction-of-arrival (DOA) of the emitted signal are commonly used
measurement techniques in WSN localization. Basically, TOAs, TDOAs and
RSSs provide the distance information between the source and sensors while
DOAs are the source bearings relative to the receivers. Nevertheless, finding
the source position is not a trivial task because these measurements have non-
linear relationships with the source position [28]. The signal models and their
basic positioning principles are generalized as follows:
r = f(x) + n (1)
where r is the measurement vector, x is the source position to be determined,
f(x) is a known nonlinear function in x, and n is an additive zero-mean noise
vector.
2.1 Time of Arrival
TOA is defined as the difference between the sending time of the signal at the
transmitter and the receiving time of the signal at the receiver (time delay).
The time delay can be computed by dividing the separation distance between
the nodes by the propagation velocity. TOA technique uses multilateration,
since it includes ranges from more than three reference points. Mathematically,
the TOA measurement model is formulated as follows. Let x = [xy]T be the
unknown source position and xl = [xlyl]
T be the known coordinates of the lth
sensor, l = 1, 2, ..., L, where L ≥ 3 is the number of receivers. The distance
between the source and the, lth sensor, denoted by dl is:
dl = [|x− xl|]2 =
√
(x− xl)2 + (y − yl)2 (2)
Without loss of generality, we assume that the source emits a signal at time 0,
and the lth sensor receives it at time, tl . That is, {tl} are the TOAs; a simple
relationship between tl and dl is given by:
tl =
dl
c
(3)
where c is the propagation speed of the radio signal (speed of light). In practice,
TOAs are subject to measurement errors. As a result, the range measurement
based on multiplying tl by c denoted by r(TOA,l) is modeled as:
rTOA,l = d1 + ηTOA,l =
√
(x− xl)2 + (y − yl)2 + ηTOA,l (4)
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where η(TOA,l) is the range error in r(TOA,l) which results from the TOA dis-
turbance.
In TOA, the nodes have to be synchronized and the signal must include
the time stamp information. This requirement adds to the cost of the signal by
demanding a highly accurate clock and increasing the complexity of the network.
To overcome such restrictions, the RTOA (Round-trip Time of Arrival) and
TDOA are introduced [28].
RTOA is the most practical scheme in decentralized settings since it does
not require a common time reference between the nodes. Actually, it measures
the difference between the time when a signal is sent by the sensor and the time
when the signal returned by a second sensor is received at the original sensor.
Because the same clock is used to compute the round trip propagation time,
there is no synchronization problem [29].
2.2 Time Difference of Arrival
The basic idea of TDOA is to determine the relative position of the mobile
transmitter by examining the difference in time at which the signal arrives at
a pair of sensors. This implies that clock synchronization across all receivers
is required. Nonetheless, the TDOA scheme is simpler than the TOA method
because the latter needs the source to be synchronized as well. Similar to the
TOA, multiplying the TDOA by the known propagation speed leads to the range
difference between the source and two receivers [28].
The TDOA measurement model is mathematically formulated as follows.
We assume that the source emits a signal at the unknown time t0 and the lth
sensor receives it at time tl, l = 1, 2, ..., L with L ≥ 3. There are
L(L−1)
2 distinct
TDOAs from all possible sensor pairs, denoted by tk,l = (tk − t0) − (t1 − t0),
k, l = 1, 2, ..., L. Taking L = 3 as an example, the distinct TDOAs are t2,1
, t3,1 and t3,2. We easily observe that t3,2 = t3,1- t2,1, which is redundant.
In order to reduce complexity without sacrificing estimation performance, we
should measure all L(L−1)2 TDOAs and convert them to (L− 1) non-redundant
TDOAs for source localization [30]. We consider the first sensor as the reference
and the non-redundant TDOAs are t(l,1), l = 1, 2, , L. The range difference
measurements deduced from the TDOAs are modeled as:
rTDOA,l = d1 + ηTDOA,l =
√
(x− xl)2 + (y − yl)2 + ηTDOA,l (5)
where
dl,1 = dl + d1 (6)
and η(TDOA,l) is the range error in r(TDOA,l) which is proportional to the dis-
turbance in t(l,1).
2.3 Received Signal Strength
The RSS approach is used to estimate the distance between two nodes based
on the strength of the signal received by another node. A sender node sends
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a signal with a determined strength that fades as the signal propagates. It is
known that the bigger the distance to the receiver node, the lower the signal
strength when it arrives to the node. In fact, the node can calculate its distance
from the transmitter using the power of the received signal, knowledge of the
transmitted power, and the path-loss model. The operation starts when an
anchor node broadcasts a signal that is received by the transceiver circuitry and
passed to the Received Signal Strength Indicator (RSSI) to determine the power
of the received signal [9].
By assuming that the source transmitted power is Pt and there is no distur-
bance, the average power received at the lth sensor, denoted by P(r,l) is modeled
as:
Pr,l = KlPtd
−α (7)
whereKl accounts for all other factors which affect the received power, including
the antenna height and antenna gain, while ? is the path loss constant. Actually,
the value of α can vary between 2 and 5. Particularly, α = 2 depicts free space.
2.4 Direction of Arrival
The DOA estimation method requires the base stations to have multiple antenna
arrays for measuring the arrival angles of the transmitted signal from the mobile
station at the base stations. This technique can be further divided into two
subclasses, those making use of the receiver antennas amplitude response and
those making use of the receiver antenna phase response. The accuracy of the
DOA measurements is limited by the directivity of the antenna, shadowing
and multipath reflections [31]. Although this scheme does not require clock
synchronization as in RSS-based positioning, an antenna array is needed to
be installed at each receiver for DOA estimation. Assuming φ1 be the DOA
between the source and lth receiver, we have
tan(φ1) =
y − yl
x− xl
, l = 1, 2, ..., L (8)
with L ≥ 2. Actually, φ1 is the angle between the line-of-bearing from the
lth receiver to the target and the x-axis. The DOA in the presence of angle
errors, denoted by {r(DOA,l)}, are modeled as:
r(DOA,l) = φ1 + η(DOA,l) = tan
−1(
y − yl
x− xl
) + η(DOA,l) (9)
where {η(DOA,l)} are the noises in {r(DOA,l)} which are assumed zero-mean
uncorrelated Gaussian processes.
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3 System Model and Problem Statement
3.1 Problem Statement
The problem to be investigated can be viewed in Figure 1 and is described as
follows. Basically, it consists of a mobile robot carrying a sensor node and of
multiple anchor nodes. We refer to the mobile robot as a mobile node. Anchors
whose locations are known ping out signals which are differentiable from the
others. Signals emitted from multiple anchors are used by the mobile node to
determine its location. Although the mobile node recognizes the time of arrival
of the pings, it has no information on the time of ping emission. Hence, it can
use only the difference of arrival times of the pings to achieve localization. The
following are the notations used for the solution:
• di = The distance between the moving node and the i-th anchor
• di1= di-d1: range difference to the i-th anchor and reference anchor
• Ri = distance between the i-th anchor and the reference anchor
• Rr = distance between the moving node and the reference anchor
Figure 1: The representation of the localization problem where the moving node
depends on signals emitted from the anchors to estimate its location.
3.2 System Model
1. Mobility Model
Time is divided into equal segments, ∆T , in which the mobile node moves
along the direction at a constant value as depicted in Figure 2. The move-
ment is divided into several sub-paths according to the time segment where
the mobile node progresses at a constant velocity as presented in Figure
3. After using a time segment, the mobile node can change the moving
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velocity thereby satisfying the uniform distribution in [V min, V max], as
shown in (10).
V ∼ U [Vmin, Vmax] (10)
Figure 2: Equal Time Segment.
Figure 3: Mobility model of a robot.
In Figure 3 above, the triangle denotes the mobile node, ∆si denotes the
movement distance at time segment i by velocity vi.
2. Time Difference of Arrival Model
TDOA is the difference in the time of the transmitted signal from the
unknown sensor at a pair of anchors as explained in the section above. If
the first anchor is assigned as a reference point, the range measurements
based on the TDOAs are of the form [32]
rTDOA,i = (di − d1) + ηTDOA,i
=
√
(x− xi)2 + (y − yi)2−√
(x− xi)2 + (y − yi)2
+ηTDOA,i
(11)
where i = 2, 3, ....M and the range error ηTDOA,i can be obtained from
the difference of two TOA noise. So, ηTDOA,i is ηTOA,i − ηTOA,i−1,
i = 2, 3, ....M. Either linear or nonlinear algorithms may be deployed to
achieve source localization. These algorithms basically involve minimizing
the Least Squares (LS) or Weighted Least Squares (WLS) cost function.
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Another alternative involves analytically solving the problem through a
closed form equation [9].
3. System State Model
The system state model for the mobile wireless sensor is represented by
the following formula.
xk = xk−1 + vk ·∆T + ǫk (12)
where xk is the position of a mobile node from the anchor, ∆T is the time
segment, vk is the current velocity, and ǫk denotes the system state noise
which obeys Gaussian distribution with zero mean and covariance Qk, Rk.
The TDOA measurement is provided in (11).
3.3 System Assumption
To simplify the problem, certain assumptions need to be made.
• All the sensor nodes own equal physical parameters.
• The movement velocity of mobile node stays the same at time ∆T , and
the time of turning is ignored.
• The random velocity obeys normal uniform distribution as (10).
• The anchors are deployed at determined pattern and the position cannot
be changed.
4 Localization of Moving Nodes Based on PF-
TDOA Approach
Localizing a moving node is an interesting challenge due to the fact that it
demands extensive computational effort at each iteration. To localize a moving
sensor node, filtering methods are often applied. Kalman filter is a celebrated
technique for recursive state estimation, and has been widely used in many
applications. Due to its unbiased minimum variance estimation with white noise
assumption, Kalman filter is an optimal solution in linear systems. However,
it is limited in non-linear and non-Gaussian systems, which exist ubiquitously
in the real world [33]. To address these limitations, a number of methodologies
have been proposed, e.g., Extended Kalman Filter (EKF) [34] and Unscented
Kalman Filter (UKF) [35]. Nevertheless, another alternative to the methods
mentioned above is the Particle Filter (PF), which is a Bayesian inference based
scheme.
In recent years, PF has become a research hotspot in the field of nonlinear
filtering and estimation. The key idea [36] is to represent the required posterior
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probability density function (PDF) by a set of random samples (called particles)
with associated weights and to compute estimates based on these samples and
weights. As the number of particles increases, the Monte Carlo characterization
becomes an equivalent representation to the usual functional description of the
posterior PDF, and the PF approaches the optimal Bayesian estimator.
In order to formulate the PF scheme, assume the prior conditional probabil-
ity density of a dynamic system is p(x0) and let
{
xi0:k, w
i
k
}N
i=1
represent both
the measurement value and its weight of random sample during the time k. The
PDF is p(x0:k|z1:k). The weights of x
i
k are normalized such that
∑Nx
i=1 w
i
k = 1.
Then, the posterior density at time k can be approximated as
p(x0:k|z1:k) ≈
Nx∑
i=1
wikδ(x0:k − x
i
0:k) (13)
Following the derivation presented in [36], we get
p(xk|z1:k) ≈
N∑
i=1
wikδ(xk − x
i
k) (14)
The approximation of x yields
xˆk ≈
N∑
i=1
wikx
i
k (15)
Next, we must compute an estimate of the effective number of particles as
Nˆeff =
1∑Nx
i=1(w
i
k)
2
(16)
Actually, if the effective number of particles is less than a given threshold,
Nˆeff < Nthr, resampling must be performed.
The PF algorithm can be used to address mobile node localization by using
time difference of arrival (TDOA). This approach was first presented in [37] for
underwater localization. In this paper, we revisit the approach and extend it
for the localization of moving nodes in the case of an open environment. In fact,
the incorporation between the PF and TDOA makes use of both the internal
motion information of the moving node and the interaction between the distance
estimates of the anchor sensors thereby resulting in accurate localization of the
moving node. Actually, localization based on time difference of arrival (TDOA)
has turned out to be a promising approach when neither receiver positions nor
the positions of signal origins are known a priori. Thus, the PF-TDOA technique
is suitable for TDOA localization as the state can be computed online and it is
robust to motion and measurement uncertainty [38].
This PF approach actually predicts the state of interest and then corrects
the prediction based on the observed sensor data. The prediction and correction
steps are repeated as the state progresses with time [39]. Each particle in the
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PF represents a state which translates into the moving node location in the case
of TDOA localization.
The pseudo code of the PF can be viewed in Figure 4.
Figure 4: PF procedure with number of particles N.
The code takes the following as inputs: the particle distribution at the previ-
ous sampling time Xt−1, the observed sensor data ft, the internal moving node
information zt, the information on the surrounding local environment V that
affects the sensor data, and the state xt which includes the angle of roll, pitch,
and yaw, respectively. The output of the code is the new set of particles Xt.
According to the PF approach, the prediction considers only the motion
information of the sensor. Basically, the pose of the moving node xt can be
predicted using internal robot motion information such as motion command
or odometer. Specifically, the internal motion information of a moving node,
ut, refers to the velocity command for surge, sway, heave, roll, pitch, and yaw
motion respectively. Moreover, the motion model of the moving node formu-
lates the pose transition mathematically. The correction procedure calculates
the degree of certainty signifying whether the predicted location indicates true
location. Next, it resamples the probable location from the predicted location
based on the assumption made. The certainty of each predicted location is cal-
culated by comparing the real sensor data with the expected sensor data which
will be resulted in if the moving node is located at the predicted pose. Resam-
pling aims at eliminating the degeneracy which might result when significant
weight is concentrated on only one particle after some time steps. It solves this
issue by discarding particles with negligible weights and enhances ones with
larger weights.
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5 Simulation Results
In this section, we apply particle filter method using the TDOA algorithm to
enhance the localization accuracy. First, we set some basic parameters to the
simulation scenario which are presented in Table 1.
Table 1: Simulation Parameter
Symbol Meaning Value
N Number of Particles 50
Q Measurement Variance 1
R Process Variance 3
Vmax Maximum Velocity 5
m
s
Vmin Minimum Velocity 1
m
s
Nx Length of x augmentation 10
Na Number of Anchors 6
Nth Effective particle 10
The localization performance is evaluated by the estimation error in which
the root mean square error (RMSE) is used to study the estimator’s accuracy.
The RMSE is defined as follows
RMSE =
√√√√ 1
T
T∑
i
(xk − xˆk)2 (17)
where T is the number of measurements (time steps), xk is the real position
of a mobile node and xˆk is the estimation of the position. The resampling
scheme used is Residual resampling since it provides lower conditional variance
for all configurations of the weights [40]. At one round, we use the RMSE to
evaluate the localization accuracy. We evaluate the localization accuracy by the
mean and variance of RMSE after many rounds. As a comparison, we present
the result of the other filter algorithms, including the Extended Kalman filter
(EKF), the Unscented Kalman filter (UKF), and the particle filter (PF) based
on TDOA measurement. The values of the mean and variance of the different
filtering algorithms can be found in Table 2.
It can be noticed from Table 2 that the PF-TDOA approach has the least
mean, which indicates that the algorithm always has the best localization accu-
racy in comparison to the others.
Figures 5 through 8 below demonstrate the accuracy of the proposed PF-
TDOA approach in comparison to the other methods. In Figure 5, the capability
of the PF approach to predict and correct the state of interest based on the ob-
served sensor data can be inferred. Actually, each particle in the PF represents
a state which translates into the moving node location in the case of TDOA
localization. The PF-TDOA approach uses both the motion information as well
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Table 2: Mean and Variance of Different Algorithms
Filter Mean Variance
EKF 4.411 7.1947
UKF 4.0583 1.6041
PF 3.433 0.69623
PF-TDOA 3.1624 0.67719
as the distance estimates from the anchor nodes to be capable of providing a
higher accuracy and enhanced robustness.
time step
0 10 20 30 40 50
st
at
e
-20
-10
0
10
20
True state (position)
Generic Particle Filter
Particle Filter Using TDOA
Figure 5: Filter Estimates vs. True State
In Figure 6, the TDOA-PF approach is proven to have the lowest mean of
estimation in comparison to the other
In Figure 7, the moving node follows a randomly generated path which is
shown in blue. It can be easily noticed that the TDOA-PF approach closely
depicts the actual trajectory of the moving node as it moves along the x and y
coordinates in an open environment; hence, it is the most optimum. Actually,
the fusion between the PF method and TDOA localization results in a reduced
uncertainty region as illustrated in Figure 8.
Next, we have evaluated the localization accuracy of both the general particle
filter and that which utilizes the TDOA approach by assigning the simulation
parameters with different values. Our goal is to find which parameters have a
more significant influence on the localization accuracy and robustness.
5.1 Number of Particles
The localization accuracy increases when the amount of particles increase at
most conditions. This result actually conforms to the feature of the particle
filter.
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Figure 6: Comparison between the performance of the PF, EKF and UKF filters
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Figure 7: Comparison between the performance of EKF, UKF and PF in TDOA
localization.
Figure 8: Illustration of the TDOA-PF performance.
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5.2 Number of Anchors
The localization accuracy improves when increasing the number of anchors at
all algorithms.
5.3 Number of Iterations
The particle filter uses the iterative process to eliminate the noise in system
and measurement. As a matter of fact, as the number of iterations increases,
the higher the accuracy that can be achieved in the generic system state. How-
ever, in our system model, the mobile node has to employ a random velocity
when it moves forward in a time segment. Therefore, this might result in the
accumulation of error which leads to some localization errors.
6 Conclusion
In this chapter, a technique for enhanced localization of moving nodes in Wire-
less Sensor Networks (WSNs) has been presented. The proposed technique is
based on the use of Time Difference of Arrival (TDOA) along with Particle Filter
(PF) method which is capable of accurate detection and enhanced localization
since each particle in the PF represents a state which translates into the moving
node location in the case of TDOA localization. The combined TDOA-PF tech-
nique utilizes the internal motion information of the moving node as well as the
distance estimates that result from the interaction between the anchor nodes.
The performance of the TDOA-PF is compared to the other existing methods
used for mobile node localization. Indeed, the simulation results proved that
the proposed approach outperforms the other mentioned techniques in terms of
the Root Mean Square Error (RMSE).
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