Abstract: For big data arriving in streams, online updating is an important statistical method that breaks the storage barrier and the computational barrier under certain circumstances. Assuming no changes in the number of variables, however, online updating algorithms cannot handle newly available variables. A naive approach would be to discard all saved information and start the updating with new variables from scratch. We propose a method that utilizes the information from earlier data in the online updating algorithm with bias corrections to improve efficiency. The method is developed for linear models first, and then extended to estimating equations for generalized linear models. The performance in comparison with the naive approach is assessed in simulation studies with data generated from a normal linear model and a Logistic regression model. The method is applied to a study on airline delay, where reasons for delays were only available in more recent years of data.
