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Variance Reduced Multilevel Monte Carlo Path
Simulation: going beyond the complexity ε−2
Denis Belomestny and Tigran Nagapetyan
Abstract In this paper a novel modification of the Multilevel Monte Carlo approach
(MLMC), allowing for further significant complexity reduction, is proposed. The
idea of the modification is to use a specifically designed control variate in the first
level of MLMC. We show that under a proper choice of the control variate, one can
reduce the complexity order of the modified MLMC algorithm down to ε−2+δ for
any δ ∈ [0,1) with ε being the precision to be achieved. These theoretical results
are illustrated by several numerical examples.
1 Introduction
The multilevel path simulation method introduced in Giles [3] has recently gained
a lot of popularity as a complexity reduction tool. The main advantage of the
MLMC methodology is that it can be straightforwardly applied to various situa-
tions and requires almost no prior knowledge on the path generating process. Any
multilevel Monte Carlo (MLMC) algorithm uses a number of levels of resolution,
l= 0,1, . . . ,L, with l= 0 being the coarsest, and l = L being the finest. In the context
of SDE path simulation problem on the interval [0,T ], level 0 corresponds to one
time step ∆0 = T,whereas the level L is related to 2
L uniform timesteps ∆L = 2
−L ·T.
The problem of interest in this paper is to estimate the quantity a := E( f (XT )) ∈
R for a real-valued functional f with a given accuracy ε , where (Xt)t∈[0,T ] is a
stochastic process, which can’t sampled directly. We compare differentMonte Carlo
algorithms with their cost error relations, where by the cost and the error of the
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Monte Carlo algorithmM we understand cost(M )=E(# operations and random number calls)
and error(M ) =
(
E(a−M )2)1/2 , respectively. We say that a sequence of the
Monte Carlo algorithms Mn with lim
n→∞error(Mn) = 0 achieves the order of con-
vergence γ > 0 if there exists c> 0 and η ∈ R, such that
∀n ∈ N : cost(Mn)≤ c ·
(
error(Mn)
)−γ · (− logerror(Mn))η .
Note, that the smaller γ is, the better is the performance of the Monte Carlo algo-
rithm. In our setting we can’t sample XT directly, but we can sample Xl,T , where we
assume that
lim
l→∞
cost( f (Xl,T )) = ∞, E f (Xl,T )→ E f (XT ).
The multilevel path simulation approach consists in first writing the expectation of
the finest approximation E[ f (XL,T )] as a telescopic sum
E[ f (XL,T )] = E[ f (X0,T )]+
L
∑
l=1
E[ f (Xl,T )− f (Xl−1,T )] (1)
and then applying Monte Carlo to estimate each expectation in this sum. One im-
portant prerequisite for MLMC to work is that Xl,T and Xl−1,T are coupled in
some way and this can be achieved by using the same discretized trajectories of
the underlying diffusion process to construct the consecutive approximations Xl,T
and Xl−1,T . The degree of coupling is usually measured in terms of the variance
Var[ f (Xl,T )− f (Xl−1,T )]. It is shown in Giles [3], that under the conditions:∣∣E[ f (XL,T )]−E[ f (XT )]∣∣≤ c1∆ αL , Var[ f (Xl,T )− f (Xl−1,T )]≤ c2∆ βl , (2)
with some α ≥ 1/2, β > 0, c1 > 0, c2 > 0 and with cost of sampling f (Xl,T )
bounded by c3 ·∆−1l , the computational complexity of the resulting multilevel es-
timate needed to achieve the accuracy ε (in terms of RMSE) is proportional to
C ≍

ε−2, β > 1,
ε−2 log2(ε), β = 1,
ε−2−(1−β )/α , 0< β < 1.
(3)
This is a significant improvement over the classical standard Monte Carlo approach,
which has complexity ε−2−1/α . The above asymptotic estimates however show that
reduction of complexity beyond the order ε−2 is not possible, doesn’t matter how
large is β > 1. Moreover, there is an issue about achieving β > 1 in higher di-
mensions with an implementable algorithm, which has bees successfully resolved
in [2] under certain regularity assumptions. This fact motivates a question on ex-
istence of algorithms with complexity order of order ε−2+δ , where δ > 0. This is
our main concern, and here we propose a modification of the original MLMC algo-
rithm which makes further complexity reduction possible. Let us note that existence
of such modification does not contradict the general lower bound in [1], as the au-
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thors in [1] consider the case of general path dependent functionals of (Xt)t∈[0,T ]
and we study here functionals of the form f (XT ) under some additional smoothness
assumption on f . In this context let us mention the work [6], where a deterministic
quadrature rule based on the distribution of a simplified weak Ito-Taylor step is pro-
posed. In fact, the algorithm presented in [6] also provides complexity rates better
than ones of the MLMC algorithm, but its application is limited to one-dimensional
case.
The plan of the paper is as follows. Themain idea of the variance reducedMLMC
approach is introduced in (2). Section 3 is devoted to the construction of control
variate.
2 Variance Reduced MLMC
Fix some 0< L0 < L and consider a random variableML0 with E
[
ML0
]
= 0, then
E
[
f (XL,T )
]
= E
[
f (XL0,T )−ML0
]
+
L
∑
l=L0+1
E
[
f (Xl,T )− f (Xl−1,T )
]
.
As opposite to the representation (1), we start the telescopic sum not at the rough-
est approximation ∆0 = T , but at some intermediate one corresponding to ∆L0 .
Moreover, at level zero we subtract a zero mean random variable ML0 , which
can be viewed as a control variate. By fixing a vector of natural numbers n =
(nL0 , . . . ,nL) ∈ NL−L0+10 , we can construct a modified multilevel Monte Carlo es-
timate for Y = E
[
f (XL,T )
]
via
Ŷ
.
=
1
nL0
nL0
∑
i=1
[
f (X
(i)
L0,T
)−M(i)L0
]
+
L
∑
l=L0+1
1
nl
nl
∑
i=1
[
f (X
(i)
l,T )− f (X
(i)
l−1,T )
]
,
where all pairs
(
X
(i)
l−1,X
(i)
l,T
)
are independent. Obviously E
[
Ŷ
]
= E
[
f (XL,T )
]
and
Var
[
Ŷ
]
.
1
nL0
Var
[
f (XL0,T )−ML0
]
+
L
∑
l=L0+1
n−1l ∆
β
l ,
where . stands for inequality up to a some constant not depending on L and n,
provided the assumption (2) is fulfilled and f is Lipschitz continuous. So we have
for the mean square error of Ŷ ,
E
[|Ŷ −E [ f (XT )] |2]. ∆2αL + 1nL0 Var[ f (XL0,T )−ML0]+
L
∑
l=L0+1
n−1l ∆
β
l
. (4)
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Note that the cost of calculating
L
∑
l=L0+1
1
nl
∑
nl
i=1
[
f (X
(i)
l,T )− f (X
(i)
l−1,T )
]
needs to be
proportional to ∆
β−1
L0
·ε−2 under conditions (2) with β > 1. So we need to construct
the control variateML0 and calculate
1
nL0
∑
nL0
i=1
[
f (X
(i)
L0,T
)−M(i)L0
]
with the cost lower
than ε−2. We will measure the complexity of building and using the control variate
ML0 in terms of ∆L0 . Moreover, we will assume, that the control variateML0 satisfies
Var
[
f (XL0,T )−ML0
]
. ∆
µ
L0
,
with some µ > 0. Our assumptions can be formalised as follows for certain M > 1
and ∆ℓ =M
−ℓ.
Sampling cost: cost
(
f (Xl,T ), f (Xl−1,T )
)≤ c ·Ml (5)
Weak convergence:
∣∣E( f (XT ))−E( f (Xl,T ))∣∣ ≤ c ·M−l·α , α ≥ 1 (6)
Degree of coupling: E
[
( f (Xl,T )− f (Xl−1,T ))2
]≤ c ·M−l·β , β > 1 (7)
CV construction cost: costc
(
ML0
)≤ c ·∆−µ1L0 , µ1 ≥ 0 (8)
CV usage cost: costu
(
ML0
)≤ c ·∆−µ2L0 , µ1 ≥ µ2 ≥ 0 (9)
CV effectiveness: Var
[
f (XL0,T )−ML0
]≤ c ·∆ µ3L0 ,µ3 >max(1,µ2) (10)
The above assumptions lead to the following complexity theorem.
Theorem 1. Under the assumptions in (5)-(10), we have with η =min(β − 1,µ3−
max(µ2,1)), the overall cost of the variance reduced MLMC algorithm is propor-
tional to
C
ε
µ1,µ2,µ3,β
= ε
−max
(
2− 2η
η+max(µ1,1)
, 1α
)
, ε → 0.
Proof. It’s easy to see, that with β > 1 we have the overall cost proportional to
max
(
∆
β−1
L0
· ε−2,ε− 1α
)
+∆
−µ1
L0
+max
(
ε−2 ·∆ µ3L0 ,1
)
·
(
∆−1L0 +∆
−µ2
L0
)
or equivalently
∆
β−1
L0
· ε−2+ ε− 1α +∆−µ1L0 +∆
−1
L0
+∆
−µ2
L0
+ ε−2 ·∆ µ3−max(µ2,1)L0 ≍
∆ ηL0 · ε
−2+ ε−
1
α +∆
−max(µ1,µ2,1)
L0
⇒ ∆L0 ≍ ε
2
η+max(µ1 ,1) .
Hence the overall cost is bounded by
C
ε
µ1,µ2,µ3,β
= ε
−max
(
2− 2η
η+max(µ1,1)
, 1α
)
.
Remark 1 We see that, provided α > 1
2
, it doesn’t matter how difficult it is to con-
struct the control variateML0 or to use it (i.e. how large ismax(µ1,µ2,1)), if the goal
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is to get the complexity rate less than ε−2 (i.e. to getη > 0); what matters only is that
the efficiency of the control variate ML0 is sufficiently large (i.e. µ3 >max{1,µ2}).
3 Construction of control variates for SDE
In this section we are going to present a method of constructing control variates
satisfying the assumptions (5)-(10). Let T > 0 be a fixed time horizon. Consider a
d-dimensional diffusion process (Xt ;t ∈ [0,T ]) defined by the Itoˆ stochastic differ-
ential equation
dXt = µ(Xt)dt+σ(Xt)dWt , X0 = x (11)
for continuous functions µ : Rd → Rd and σ : Rd → Rd×m, where (Wt ∈ Rm;t ∈
[0,T ]) is a standard m-dimensional Brownian motion. The coefficients µ and σ are
assumed to be such that there exists unique strong solution for (11).
3.1 Some observations in one-dimensional case
Our construction of the control variate will be connected to the Wiener Chaos de-
composition (see [7] for a detailed exposition). Let (φi)i≥1 be an orthonormal basis
in L2(0,T ). The Wiener chaos of order p ∈ N is the L2-closure of the vector field
spanned by {
∏
i≥1
Hpi
(∫ T
0
φi(s)dWs
)
: ∑
i≥1
pi = p
}
,
where Hp is the Hermite polynomial of order p given by the formula
Hp(x)
.
=
(−1)p√
p!
ex
2/2 d
p
dxp
e−x
2/2, p ∈ N0.
It is well known that (Hp)p≥0 is a sequence of orthogonal polynomials in L2(R,µ),
where µ stands for centered Gaussian measure. Every square integrable random
variable F, measurable with respect to FT , admits the decomposition
F = E[F ]+ ∑
k≥1
∑
|p|=k
cp∏
i≥1
Hpi
(∫ T
0
φi(s)dWs
)
(12)
with p = (p1, . . . , pk, . . .) ∈ NN and |p|= ∑i≥1 pi. Taking into account the orthogo-
nality of Hermite polynomials, we derive an expression for the coefficients cp :
Page:5 job:MCQMC_submit macro:svmult.cls date/time:15-Oct-2018/0:23
6 Denis Belomestny and Tigran Nagapetyan
cp = E
[
F×∏
i≥1
Hpi
(∫ T
0
φi(s)dWs
)]
.
In the situation where F = f (X∆ ,T ) and X∆ ,T comes from a discretisation of
(11) with a time step ∆ = T/J for some J ∈ N, it is natural to take φi(t) .=
I
(
t ∈](i− 1)∆ , i∆ ])/√∆ , i = 1, . . . ,J. If X∆ ,T is measurable with respect to GJ .=
σ(∆1W, . . . ,∆JW ) with ∆iW
.
=Wi∆ −W(i−1)∆ and f (X∆ ,T ) ∈ L2(GJ,P), then we ob-
tain the decomposition
f (X∆ ,T ) = E[ f (X∆ ,T )]+ ∑
k≥1
∑
|p|=k
cp
J
∏
i=1
Hpi(∆iW/
√
∆) (13)
with p = (p1, . . . , pJ) ∈ NJ0. The above measurability assumption means that the
approximation X∆ ,T involves only uniformly-spaced discrete Brownian increments.
This is, for example, the case for the Euler scheme and the Milstein scheme under
the commutativity condition. Furthermore, Giles and Szpruch [4] constructed a cou-
pled Milstein scheme that fulfils both the above measurability assumption and the
condition (2) with β > 1. Let us further analyse the decomposition (13). First note
that the coefficients in (13) can be computed via
cp = E
[
f (X∆ ,T )×
J
∏
i=1
Hpi
(
∆iW/
√
∆
)]
.
So now we can consider a control variate of the form
MK,∆
.
=
K
∑
k=1
∑
|p|=k
cp
J
∏
i=1
Hpi
(
∆iW/
√
∆
)
.
Note that in order to compute all coefficients appearing in MK,∆ we need O(J
K)
operations, which is unfeasible. We overcome this issue in the next section, where
we suggest another representation.
3.2 Control variate construction in multidimensional case
Let d,J ∈N, let (Ω ,F ,P,(Ft )t∈[0,T ]) be a filtered probability space and letW : [0,T ]×
Ω → Rm be a standard (Ft)t∈[0,T ]-Brownian motion. For J ∈ N and j ∈ {1, . . . ,J}
we define ∆ jW =Wj∆ −W( j−1)∆ , where ∆ = T/J, and by W i we denote the i-th
component of the vector. Let Φδ : R
d+m → Rd be measurable and suppose that for
all s, t ∈ [0,T ] satisfying s < t and δ ∈ [0,∞), there exists a constant C ∈ [0,∞) not
depending on δ and t− s, such that for all X ∈ L2((Ω ,F ,P);Rd) it holds that
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E
∥∥∥∥Φδ (X ,Wt −Ws√t− s
)∥∥∥∥2 ≤C2E‖X‖2. (14)
Theorem 2. Let J ∈ N. Let X∆ ,0 ∈ L2((Ω ,F0,P);Rd), and define (X∆ , j∆ )Jj=1 ∈
L2(Ω ;(Rd)J) by
X∆ , j∆ = Φ∆
(
X∆ ,( j−1)∆ ,
∆ jW√
∆
)
(15)
for all j ∈ {1,2, . . . ,J}. Let f : Rd →R be measurable and satisfy E | f (X∆ ,T )|2 < ∞.
Then
f (X∆ ,T ) = E[ f (X∆ ,T )|X0] (16)
+
∞
∑
k=1
J
∑
j=1
m
∑
i=1
ak, j,i(X∆ ,( j−1)∆ ,(∆ jW r)i−1r=1)Hk
(
∆ jW
i
√
∆
)
,
where the coefficients ak, j,i : R
d+i−1→ R in (16) are given by
ak, j,i(x,y) = E
[
f (X∆ ,T )Hk
(
∆ jW
i
√
∆
)∣∣∣∣X∆ ,( j−1)∆ = x,(∆ jW r)i−1r=1 = (yr)i−1r=1] (17)
for all k ∈ N, j ∈ {1, . . . ,J} and i ∈ {1, . . . ,m}.
Remark 2 The analogue of the main representation (16) is of the form
f (X∆ ,T ) = E[ f (X∆ ,T )]+
J
∑
j=1
m
∑
i=1
∑
1≤q1<...<qi≤m
∑
k∈Ni
ak, j,i,q(X∆ ,( j−1)∆)
i
∏
r=1
Hkr
(
∆ jW
qr
√
∆
)
,
with
ak, j,i,q(x) = E
[
f (X∆ ,T )
i
∏
r=1
Hkr(∆ jW
qr/
√
∆)
∣∣∣∣∣X∆ ,( j−1)∆ = x
]
and can be proved along the same lines as (16).
Let us compare (in the one-dimensional case for the ease of notation) the repre-
sentations (16) and (13). First of all, (16) has the form
f (X∆ ,T ) = E[ f (X∆ ,T )|X0]+
∞
∑
k=1
J
∑
j=1
ak, j(X∆ ,( j−1)∆)Hk
(
∆ jW√
∆
)
with
ak, j(X∆ ,( j−1)∆ ) = ∑
p∈I j,k
cp( f (X∆ ,J∆ ))
(
j
∏
ℓ=0
Hpℓ(∆ℓW/
√
∆)
)
.
Denote
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MK,J :=
K
∑
k=1
J
∑
j=1
ak, j(X∆ ,( j−1)∆ )Hk
(
∆ jW√
∆
)
(18)
and
MK,J :=
K
∑
k=1
∑
|p|=k
cp
J
∏
i=1
Hpi(∆iW/
√
∆ ).
The difference between the control variates MK,J andMK can be written as
MK,J−MK,J = ∑
k≥K+1
J
∑
j=1
K
∑
k′=1
 ∑
|p|=k, p∈I j,k′
cp
J
∏
i=1
Hpi
(
∆iW√
∆
) .
This implies that
Var( f (X∆ ,T )−MK,J)≤ Var( f (X∆ ,T )−MK,J).
This latter inequality turns out to be very useful, as it is easier to analyze the trun-
cation error related to the control variates MK,J than the one connected to MK,J .
We can write X∆ , j∆ = F(
√
∆ · ξ1, . . . ,
√
∆ · ξ j) for some function F : R j·m → Rd ,
j = 1, . . . ,J, where ξ j =
∆ jW√
∆
, j = 1, . . . ,J, are m-dimensional Brownian increments
and X∆ ,0 = x. This notation will be used in the next theorem, which assesses the
efficiency of the control variateMK,∆ .
Theorem 3. Consider the equation (11) and its discretization given by
X∆ , j∆ = Φ∆
(
X∆ ,( j−1)∆ ,
∆ jW√
∆
)
.
Assume that function f (F(x,y1, . . . ,yJ)) is p times differentiable in y ∈RJ such that
E
[
∂ p1+...+pJ f (F(
√
∆ ·ξ1, . . . ,
√
∆ ·ξJ))
∂ξ p11 . . .∂ξ
pJ
J
]
is uniformly bounded in J (∆ = T/J) and p ∈NJ with |p| ≤ K. Then
Var( f (X∆ ,J∆ )−MK,∆ ). ∆K .
Proof. Due to the independence of Brownian increments and orthogonality of Her-
mite polynomials, we get
Var
 ∞∑
k≥K+1
∑
p∈N(J+1)×m0
|p|=k
cp( f (X∆ ,J∆ ))
J
∏
j=0
m
∏
i=1
Hp j,i
(
∆ jW
i
√
∆
)= ∞∑
k≥K+1
∑
p∈N(J+1)×m0
|p|=k
c2p.
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Using the integration by parts in the case of one-dimensional diffusion (the multidi-
mensional case is absolutely the same), we get for any cp:
E
[
f (X∆ ,T )×
J
∏
i=1
Hpi
(
∆iW√
∆
)]
= E
[
F(x,
√
∆ ·ξ1, . . . ,
√
∆ ·ξJ)×
J
∏
i=1
Hpi (ξi)
]
=
∆ (K+1)/2
∏Ji=1 pi!
E
[
∂ p1+...+pJ f (F(x,
√
∆ ·ξ1, . . . ,
√
∆ ·ξJ))
∂ξ p11 . . .∂ξ
pJ
J
]
.
Remark 1. Suppose that f (x) ≡ x. Then using the chain rule, we get for the Euler
scheme:
∂ f (F(
√
∆ ·ξ1, . . . ,
√
∆ ·ξJ))
∂ξ j
=
J
∏
i= j+1
(
1+
∂ µ
∂x
(Xi)∆ +
∂σ
∂x
(Xi)
√
∆ ·ξi
)
σ(X j).
Taking expectation and using conditioning, we get
E
[
∂ f (F(
√
∆ ·ξ1, . . . ,
√
∆ ·ξJ))
∂ξ j
]
=
J
∏
i= j+1
(
1+E
[
∂ µ
∂x
(Xi)
]
∆
)
E[σ(X j)]. (19)
Hence the left hand side of (19) is uniformly bounded in J, provided the expectations
E
[
∂ µ
∂x (Xi)
]
, i= j+ 1, . . . ,J, and E[σ(X j)] are bounded.
4 Regression approach to control variate construction
In order to use the control variate (18) we need to compute the coefficients . Since
ak, j,i(x,y) = E
[
f (X∆ ,T )Hk
(
∆ jW
i
√
∆
)∣∣∣∣X∆ ,( j−1)∆ = x,(∆ jW r)i−1r=1 = (yr)i−1r=1] (20)
we can use nonparametric regression to estimate them, and therefore define coeffi-
cients µ1, µ2 and µ3.
4.1 General nonparametric approach
To ease the explanationwe now consider onD+1-dimensional random vector (X ,Y )
where X is RD-valued and Y is R-valued. Suppose that we want to find an approxi-
mation which is “close to” the R-valued function
a(x) := E [Y |X = x] . (21)
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Let us choose Q real-valued functions ψ1, . . . ,ψQ on R
D and simulate a big number
N of samples from the distributions of X and Y . In what follows these N samples
are denoted by DN :
DN
.
=
{
(X (n),Y (n)) : n= 1, . . . ,N
}
.
Let β = (β1, . . . ,βQ) be a solution of the following least squares optimisation prob-
lem:
argminβ∈RQ
N
∑
n=1
[
Y (n)−
Q
∑
k=1
βkψk(X
(n))
]2
.
Define an estimate for the function a via
aˆ(x)
.
= aˆ(x,DN)
.
=
Q
∑
k=1
βkψk(x), x ∈Rd .
The intermediate expression aˆ(x,DN) in the above formula emphasises that the esti-
mates aˆ of the functions a are random in that they depend on the simulated samples.
The cost of computing β is of order NQ2, since β is of the form β = B−1b with
Bk,l
.
=
1
N
N
∑
n=1
ψk
(
X (n)
)
ψl
(
X (n)
)
(22)
and
bk
.
=
1
N
N
∑
n=1
ψk
(
X (n)
)
Y (n),
where k, l ∈ {1, . . . ,Q}. In what follows, we use the notation PX for the distribution
of X . In particular, we will work with the corresponding L2-norm:
‖g‖2
L2(PX )
.
=
∫
RD
g2(x)PX (dx) = E
[
g2 (X)
]
.
We assume that, for some positive constants Σ and A, it holds
(A1) supx∈RD Var[Y |X = x]≤ Σ < ∞,
(A2) supx∈RD |a(x)| ≤ A< ∞.
Next we denote by a˜ the truncated regression estimate, which is defined as follows:
a˜(x)
.
= TAaˆ(x)
.
=
{
aˆ(x) if |aˆ(x)| ≤ A,
Asgn(aˆ(x)) otherwise.
(23)
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We again emphasise that, in fact, a˜(x) = a˜(x,DN), that is, the estimates a˜ of
the functions a depend on the simulated samples. Under (A1)–(A2) we obtain the
following L2-upper bound:
E‖a˜− a‖2
L2(PX )
≤ c˜(Σ +A2(logN+ 1)) Q
N
+ 8 inf
g∈ΨQ
‖a− g‖2
L2(PX )
, (24)
whereΨQ
.
= span({ψ1, . . . ,ψQ}) and c˜> 0 is a universal constant (cf. Theorem 11.3
in [5]). Let us introduce the assumption that the function a can be well approximated
by the functions fromΨQ in the sense that there are constants κ > 0 andDκ > 0 such
that
inf
g∈ΨQ
‖a− g‖2
L2(PX )
≤ Dκ
Qκ
. (25)
Note that this is a natural condition to be satisfied for good choices ofΨQ. So under
assumptions (A1), (A2) and (25), we get
E‖a˜− a‖2
L2(PX )
.
Q
N
+
1
Qκ
.
Let us now consider the control variate
M˜K,J =
K
∑
k=1
J
∑
j=1
m
∑
i=1
a˜k, j,i(X∆ ,( j−1)∆ ,(∆ jW r)i−1r=1)Hk
(
∆ jW
i
√
∆
)
, (26)
where a˜k, j,i are estimated using nonparametric regression with Q basis functions.
It’s easy to see, that
Var( f (X∆ ,J∆ )−M˜K,J) ∆K +∆−1 ·
(
Q
N
+
1
Qκ
)
under the corresponding assumptions on the functions ak, j,i. At this point it is very
important to emphasize, that we still have
E[M˜K,J|DN ] = 0,
which means, that at no point we introduce additional bias due to the finite number
of basis functions or due to the numerical discretization. Now taking into account
that the number of coefficients to compute is of order JKdNQ2, we can take for any
fixed K > 1, µ3 = K, µ2 = (K+1)/κ +1, µ1 = (K+1)(1+3/κ)+1 to get for the
overall cost of the variance reduced MLMC algorithm
C
ε
µ1,µ2,µ3,β
= ε
−max
(
2− 2ηη+µ1 ,
1
α
)
, ε → 0.
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with η =min(β−1,K(1−1/κ)−1/κ−1). So the complexity order is alway below
ε−2, provided β > 1, K > (κ + 1)/(κ− 1), κ > 1 and α > 1/2.
5 Numerical experiments
We consider the SDE
dX it =−sin
(
X it
)
cos3
(
X it
)
dt+ cos2
(
X it
)
dW it , X
i
0 = 0, i ∈ {1,2,3,4} ,
dX5t =
4
∑
i=1
[
−1
2
sin
(
X it
)
cos2
(
X it
)
dt+ cos
(
X it
)
dW it
]
+ dW5t , X
5
0 = 0. (27)
The solution of (27) is given by
X it = arctan
(
W it
)
, i ∈ {1,2,3,4} ,X5t =
4
∑
i=1
arsinh
(
W it
)
+W 5t .
for t ∈ [0,1]. Further, we consider the functional
f (x) = cos
(
5
∑
i=1
xi
)
− 20
4
∑
i=1
sin
(
xi
)
,
that is, we have
E [ f (X1)] =
(
E
[
cos
(
arctan
(
W 11
)
+ arsinh
(
W 11
))])4
E
[
cos
(
W 51
)]
We use the an antithetic MLMC approach from [2], where the following Milstein
alike discretization scheme has been utilized:
X in+1 = X
i
n− sin
(
X in
)
cos3
(
X in
)
∆ + cos2
(
X in
)
∆W in− cos3(X in) · sin(X in) ·
(
∆2W in−∆
)
X5n+1 =
4
∑
i=1
[
−1
2
sin
(
X in
)
cos2
(
X in
)
∆ + cos
(
X it
)
∆W in+
1
2
cos
(
X it
)
sin
(
X it
) · (∆2W in−∆)]+∆W5n
for i= 1,2,3,4 and X i0 = X
5
0 = 0. We use the updated Antithetic MLMC estimator
Ŷ
.
=
1
nL0
nL0
∑
i=1
[
f (X
(i)
L0,T
)−M(i)
2,2L0
]
+
L
∑
l=L0+1
Yl =
1
nL0
nL0
∑
i=1
[
f (X
(i)
L0,T
)−M(i)
2,2L0
]
+
L
∑
l=L0+1
1
nl
nl
∑
i=1
[1
2
(
f (X
(i)
f ,l,T )+ f (X
(i)
a,l,T )
)
− f (X (i)l−1,T )
]
,
where subindices stand for discretized paths with antithetic approach, discussed in
details in [2], which we refer to due to the length constraints. This scheme with
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coupling recovers variance decay rate β = 2. We consider accuracies log2(ε) =
−4,−7,−10,−13, and we set L0 = 1,2,3,4 respectively, which corresponds to our
approach to use polynomial partitioning with p = 3.
5.1 Regression for control variate
We consider the control variate (26), with K = 2 and we want to find an estimator
for it M˜2,2L0 . It’s easy to see, that
Var( f (X∆ ,J∆ )−M˜2,2L0 ) ∆2L0 +∆−1L0 ·
(
Q
N
+
1
Qκ
)
that all the drift, diffusion and the functional are sufficiently regular, so in the case
of polynomial regression of order p, we will have κ = 2 · p. Taking into account that
the overall regression cost is of order ∆−1NQ2, we set
Q≍ ∆− 3κ , N ≍ ∆−3− 3κ ⇒ µ1 = 4+ 9
κ
, µ2 = 1+
3
κ
, µ3 = 2.
In our numerical experiments we will focus on piecewise polynomial approximation
of order p= 3, hence κ = 6, which leads to
η =min(β − 1,K(1− 1/κ)− 1/κ− 1) =min(1,2(1− 1/6)− 1/6−1)= 0.5.
C
ε
µ1,µ2,µ3,β
= ε−1
5
6 , ∆L0 ≍ ε
1
3 .
The results, describing the effectiveness of the control variate construction and the
variance decay of the antithetic MLMC can be seen on Figure 5.1. Due to suffi-
cient regularity of drift, diffusion and functional (moreover, we work here with the
bounded functionals), our numerical results are able to reproduce perfectly our ex-
pectations from the theory. The variance for MLMC and Single level MC methods
are estimated based on 2.5 ·106 paths, while the variance of Single level MC is esti-
mated on 106 paths, with the control variates constructed fromN =max(∆−3.5l ,100)
paths. The complexity of M˜
2,2L0 estimation increases with L0, so we need so set it
accurately. According to our parameters choice we set ∆L0 ≍ ε
1
3 , so for accuracies
log2(ε) = −4,−7,−10,−13 we have L0 = 1,2,3,4 respectively. The cost of con-
structing the control variates in our simulation has the form
∆−1L0 ·N ·Q2 = ∆−1L0 ·max(∆−3.5l ,100) ·∆−1L0 ,
which is presented on Figure 5.1. There one can see reference dotted straight lines,
which correspond to the expected Antithetic MLMC complexity of order ε−2 for
different values of ε . As an illustration of accuracy of our chosen parameters, we
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1 2 3 4 5 6 7
10 -6
10 -4
10 -2
10 0
10 2
SMC
Var(f(X∆,J∆)− M˜2,2L0 )
Var(Yl)
Fig. 1 Variance decay of Antithetic MLMC (square markers), Single level MC (circle markers),
and Single level with control variate M˜2,2L0 (diamond markers).
1 2 3 4 5 6 7
10 0
10 2
10 4
10 6
10 8
ε = 2−13
ε = 2−10
ε = 2−7
ε = 2−4
Fig. 2 Dotted straight lines correspond to the expected MLMC complexity of order ε−2 for dif-
ferent values of ε . Decaying lines correspond to MLMC complexities from level of the form
ε−2 ·2−(β−1) = ε−2 ·2−l . The cost of M˜2,2L0 construction is presented on a dashed line with star-
shaped markers.
also plot the cost of estimating
L
∑
l=L0+1
Yl , which in the case of β = 2 is proportional
to ε−2 · 2−L0 . According to the complexity Theorem 1, L0 corresponds to a level,
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when the overall cost of construction of control variate M˜
2,2L0 (and the cost of sim-
ulating level L0 along with the cost of sampling M˜2,2L0 ) is proportional to the cost
of simulating all forthcoming Antithetic MLMC levels. As one can see on Figure
5.1, our constraint on number of training paths N doesn’t satisfy this rule of thumb
for ε = 2−4, while for other accuracies it matches almost perfectly. Moreover, the
gain of Antithetic MLMC approachwith control variate is clearly represented by the
difference between the dotted straight lines for each accuracy and the level, where
line of constructing the control variate cost intersects the decaying line of leftover
MLMC levels calculation cost.
6 Conclusion
We presented a MLMC method with control variate on its starting level, which al-
lows us to have a randomised Monte Carlo algorithm with complexity of order less
than ε−2. This approach is implementable in an arbitrary dimension, which is its
strong advantage. Our analysis also suggests that other possible improvements for
MLMC can be made, if one can improve the cost of the initial level in MLMC
approach, as its cost without variance reduction (determined by central limit theo-
rem) prevent us from improving ε−2 complexity bound, regardless of how good is
the coupling. The disadvantage of the proposed nonparametric regression algorithm,
but not the general control variate approach, is that it requires regularity of the prob-
lem and a sophisticated choice of basis functions. Both of these issues should be
treated for considered problem specifically, but our numerical results suggest, that
even very simple regression approach can give substantial saving, provided that the
problem of interest is regular enough.
7 Proofs
7.1 Proof of Theorem 2
Without loss of generality we may assume there exists a Gaussian vector, sug-
gestively denoted by ∆0W : Ω → Rm with a covariance operator ∆ IRd , such that
F0 = σ(∆0W ). For p ∈Nm×(J+1)0 and X ∈ L2((Ω ,F ,P),Rd) define
cp(X) = E
[
X
J
∏
j=0
m
∏
i=1
Hpi, j(∆ jW
i/
√
∆ )
]
. (28)
For j ∈ {0,1, . . . ,J}, i ∈ {1, . . . ,m}, and k ∈ N, define
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I j,i,k =
{
p ∈ N(J+1)×m0 :
p j,i = k and (∀r ∈ {i+ 1, . . . ,m} : p j,r = 0)
and (∀ℓ ∈ { j+ 1, . . . ,J},∀r ∈ {1, . . . ,m} : pℓ,r = 0)
}
.
(29)
The Wiener chaos expansion of f (X∆ ,J∆ ) with respect to (∆ jW )
J
j=0 is given by
f (X∆ ,J∆ ) = E[ f (X∆ ,J∆ )]+
∞
∑
k=1
∑
p∈N(J+1)×m0
|p|=k
cp( f (X∆ ,J∆ ))
J
∏
j=0
m
∏
i=1
Hp j,i(∆ jW
i/
√
∆)
= E[ f (X∆ ,J∆ )]+
J
∑
j=0
m
∑
i=1
∞
∑
k=1
∑
p∈I j,i,k
cp( f (X∆ ,J∆ ))Hk(
∆ jW
i
√
∆
)
×
(
j−1
∏
ℓ=0
m
∏
r=1
Hpℓ,r(∆ℓW
r/
√
∆)
)(
i−1
∏
r=1
Hp j,r(∆ jW
r/
√
∆)
)
(30)
Then it follows that
E[ f (X∆ ,J∆ )|X0] = E[ f (X∆ ,J∆ )|∆0W ] = (31)
E[ f (X∆ ,J∆ )]+
m
∑
i=1
∞
∑
k=1
∑
p∈I0,i,k
cp( f (X∆ ,J∆ ))Hk
(
∆0W
i
√
∆
)
×
(
m
∏
r=1
Hp0,r
(
∆0W
r
√
∆
))
,
and for all j ∈ {1, . . . ,J}, all i ∈ {1, . . . ,m}, and all k ∈ N it holds that
E
[
f (X∆ ,J∆ )Hk(∆ jW
i/
√
∆ )
∣∣∣(∆ℓW ) j−1ℓ=1,(∆ jW r)i−1r=1] (32)
=E
[
f (X∆ ,J∆ )Hk(∆ jW
i/
√
∆ )
∣∣∣X∆ ,( j−1)∆ ,(∆ jW r)i−1r=1]
= ∑
p∈I j,i,k
cp( f (X∆ ,J∆ ))
(
j−1
∏
ℓ=0
m
∏
r=1
Hpℓ,r(∆ℓW
r/
√
∆)
)(
i−1
∏
r=1
Hp j,r(∆ jW
r/
√
∆)
)
.
We can use now (32) to rewrite (30) as (16).
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