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Abstract
This report presents a study of the interaction of AFC (specifically, synthetic jets)
with the laminar boundary layer of a NACA 0012 airfoil.
First of all, in order to understand the phenomenology of Navier-Stokes equa-
tions, a spectro-consistent Computational Fluid Dynamics (CFD) code has been
developed from scratch. By using a spectro-consistent discretization, the funda-
mental symmetry properties of the underlying differential operators are preserved.
This code also helps to understand how the energy is transported from big to small
scales.
After solving a paradigmatic problem (TGV) using the aforementioned code, a
mature CFD code (Alya) is used to simulate the flow around the NACA 0012 airfoil.
Alya software also uses a spectro-consistent code but in Finite Element Method
(FEM).
Once the reference cases are solved for different angles of attack, a bound-
ary condition representing an idealized synthetic jet is implemented. A systematic
parametrization of the synthetic jet has been performed in order to assess the level
of flow control in the boundary layer.
Results demonstrate that, by selecting a correct combination of actuator fre-
quency and momentum coefficient, the lift coefficient increases while the drag co-
efficient decreases producing a better lift-to-drag ratio. This aerodynamic improve-
ment implies that a better circulation control is achieved, less noise is produced and
less fuel consumption is required.
It is also worth noting that, for high angles of attack, it is necessary to perform
3D flow simulations in order to capture the entire physics of the problem.
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Glossary
This list presents the definition of the most important terms used during this report.
Some of the definitions have been obtained from CFD Online web. These cases
have a cross-reference to reference [4].
Dirichlet A Dirichlet boundary condition imposes the value of the solution on a
specific boundary. 31
Incompressible flow [4] A flow is said to be incompressible if the density of a fluid
element does not change during its motion. It is a property of the flow and
not of the fluid. The flow is incompressible if the divergence of the velocity
field is identically zero. 8, III
Laminar flow An ordered and smooth flow that occurs when a fluid flows in
parallel layers. Laminar flows have a high momentum diffusion and low
momentum convection. 77
Neumann A Neumann boundary condition imposes a differential equation on a
specific boundary 31
Periodic problem A periodic problem is one dealing with a velocity distribution
that repeats its values in regular intervals that coincide with the
boundaries of the problem. 10
Staggered grid [4] On a staggered grid, the scalar variables (pressure, density,
total enthalpy...) are stored in the cell centers of the control volumes,
whereas the velocity or momentum variables are located at the cell
faces. 10
Streamline [4] A line in the fluid whose tangent is everywhere parallel to the local
velocity vector (u,v,w) instantaneously is a streamline. Streamlines cannot intersect
since the velocity at any point is unique. 40, 60
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FEM Finite Element Method viii
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Nomenclature
In this section, the most important variables used throughout the report are defined.
ui Component i of velocity (m/s)
u Discretized velocity vector
(m/s)
xi Component i of position (m)
p Pressure (Pa)
p Discretized pressure vector
(Pa)
ν Kinematic viscosity (m2/s)
S Source term
ρ Density (kg/m3)
t Time (s)
Ω Volume of the control vol-
umes (m3)
C(u) Convection operator
D Diffusion operator
G Gradient matrix
M Divergence matrix
L Laplacian matrix
µ Dynamic viscosity (Pa · s)
S Surface (m2)
δ Distance between two mesh
nodes (m)
λ Eigenvalues
Q Fourier transformation
N Number of control volumes in
a given direction
∆ Spacing of the grid in a given
direction (m)
CFL Courant-Friedrich-Levy con-
dition
Ek Total kinetic energy (m2/s2)
 Kinetic energy dissipation
rate (m2/s3)
~ω Vorticity (1/s)
ε Enstrophy (1/s2)
α Angle of attack (deg)
AOA Angle of attack (deg)
Re Reynolds number (-)
L Lift (N)
Cl 2D Lift coefficient (-)
Clrms 2D RMS lift coefficient (-)
D Drag (N)
Cd 2D Drag coefficient (-)
Cdrms 2D RMS drag coefficient (-)
U∞ Free-stream velocity (m/s)
c Airfoil chord (m)
St Strouhal number (-)
f Frequency (Hz)
F+ Dimensionless frequency (-)
Cµ Momentum coefficient (-)
p0 Reference pressure (Pa)
xte/c Distance to the trailing edge
(-)
xle/c Distance to the leading edge
(-)
h/c Actuator width (-)
xi
Chapter 1: Introduction
In this section, the problem to be solved in this project is presented by defining
its objectives and justification. The scope and specifications of the thesis are also
detailed.
1.1 Objective
Synthetic jets have emerged as fluid devices for active control boundary layer sepa-
ration and turbulence. The aim of this project is to study the interaction of a modeled
synthetic jet with the laminar boundary layer of a NACA 0012 airfoil. The main goals
of the study are:
• Numerical simulations of synthetic jets into a laminar boundary layer.
• Perform a systematic parametrization of the synthetic jet in order to charac-
terize the level of flow control in the boundary layer.
In order to achieve these objective, the first step is to completely understand
the incompressible Navier-Stokes equations by implementing a spectro-consistent
CFD code from scratch. This code also helps to understand in a better way how
the energy is transported from big scales to small ones.
Although the implemented CFD code is really useful to understand the basic
concepts behind Navier-Stokes (NS) equations, it does not enable to solve the
NACA 0012 airfoil simulations since only uniform staggered orthogonal meshes are
permitted. To do so, a mature code developed through several years is necessary:
Alya software (developed at Barcelona Supercomputing Center (BSC) [5]). The
usage permission of this code has been granted due to an agreement between
the Alya development team and the Turbulence and aerodynamics in mechanical
and aerospace engineering research Group (TUAREG) (Universitat Polite`cnica de
Catalunya (UPC)).
1.2 Scope
The activities developed to achieve the main aim of this project are:
• Brief literature review on AFC in boundary layers.
• Study of the Navier-Stokes equations.
1
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• Implementation of a spectro-consistent CFD code.
• Definition of the cases to be considered. Definition of the boundary condi-
tions, number of jets, initial conditions, period...
• Numerical resolution of the simulations without Active Flow Control. Mesh
refinement study. Analysis of the results.
• Numerical resolution of the simulations with Active Flow Control using the
knowledge from previous results.
• Analysis of the results and main conclusions.
1.3 Requirements and specifications
The basic specifications and hypothesis of this study are summarized below:
• Incompressible Navier-Stokes equations are used. No compressibility effects
are foreseen.
• No turbulence model is applied to the simulations.
• Most part of the simulations of this study are restricted to 2D. The self-
designed code can perform 3D simulations (such as Taylor-Green vortices),
but only with uniform staggered orthogonal meshes. However, for the simu-
lations of the NACA 0012 airfoil, both unstructured 2D and 3D meshes have
been used.
• The Reynolds number is set to 5,000 in all simulations.
• The study is limited to the NACA 0012 airfoil.
• The geometry of the synthetic jet is not included in the simulations. The syn-
thetic jet is set by imposing a boundary condition.
In order to make clear which code has been developed by the author, all the
software that has been used during this project can be seen in Table 1.1, where the
author is specified.
Scripts, codes and tools that have been developed by the author could be pro-
vided in a separate folder if required.
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Software description Author(s) Where used?
Spectro-consistent CFD
code
The author
(David Duran)
Fist half of the project: TGV sim-
ulations
Vanilla CFD code in C
Dr. Manel Soria
Guerrero (+
some
modifications by
the author)
To obtain 128 and 256 Degree
of Freedoms (DOFs) TGV simu-
lations
Alya CFD software
Alya
development
team
NACA 0012 airfoil simulations
ICEM meshing ANSYS
Development of NACA 0012 air-
foil meshes
Converter ICEM-Alya
Dr. Manel Soria
Guerrero
To convert ICEM meshes to Alya
format
NACA auto-generator
meshing
Dr. Manel Soria
Guerrero and
Engr. Arnau
Miro´
To automatically generate
meshes for NACA airfoils
Postprocessing scripts
The author
(David Duran)
Postprocess the NACA 0012 air-
foil simulations
Paraview
Paraview
development
team
Postprocessing
Table 1.1: Software used during this project
1.4 Justification of the project
Active Flow Control research projects have dramatically increased over the last
decades. This type of flow control has several advantages such as drag reduction
and lift enhancement. Circulation control is also a fundamental benefit of the us-
age of this technology, which enables to delay the transition to turbulent flow. As
commented in chapter 9, all these advantages produce a positive impact on the
environment.
AFC is still a novel technology and more studies are required to consolidate it
for real-world applications. Most of the studies have been performed on airfoils with
a trailing edge stall and at high Reynolds (Re > 105). The main objective of this
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project is to contribute to the advance of active flow control by simulating one of its
available technologies: synthetic jets at a low Reynolds number (Re= 5,000). This
Reynolds number is of special interest for Mars missions because of the severe re-
strictions on size and weight, and the low density of the atmosphere [6]. Moreover,
an advantage of this Re is that it does not require so much computational power as
higher Reynolds numbers.
To achieve the objective of contributing to the advance of AFC, numerical sim-
ulations analyzing the effect of active flow control on laminar boundary layer are
performed. It is also fundamental to completely understand the incompressible
Navier-Stokes equations prior running all the required simulations.
4 D. Duran
Chapter 2: Literature review on Active Flow
Control
The field of AFC has experimented a dramatic growth in the recent years, spe-
cially in the aeronautic field (despite being a multidisciplinary field). Active flow
control consists of techniques in which energy is actively expended to modify the
flow around a specific surface. It has the potential to significantly change the lift
and drag of an airfoil [7]. Some of the advantages of AFC are:
• Lift enhancement
• To delay transition to turbulent flow
• Circulation control
• Drag reduction
• To maneuver without control surface deflection
• To achieve a minimum radar cross-section
• To reduce mechanical complexity
• To reduce noise and weight
Despite the aforementioned advantages and the recent interest on this field, the
number of instances in which active flow control has successfully transitioned from
a laboratory prototype, such as the one described in [8] and [9], to a real-world ap-
plication is small. Some of the reasons that could explain this is that the aerospace
industry is really conservative besides the fact that most control techniques require
large amounts of power.
However, although passive technologies offer simplicity on non-critical condi-
tions, active flow control enables optimization at off-design conditions or when it is
necessary to react to rapidly changing flow conditions [10]. As discussed in refer-
ence [11], it is a ’cost-effective technology that has the potential for revolutionary
advances in aerodynamic performance and maneuvering compared to conventional
approaches’ (traditional control surfaces or spoilers).
One example of this off-design condition is when an engine failure occurs during
takeoff or at low speed climb. In order to overcome this instance, bigger vertical
tails than necessary for cruise are installed on the aircraft. J.C.Lin et al. [12] have
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studied that implementing a rudder with AFC would delay flow separation over a
highly deflected rudder. This rudder with AFC would produce an increase of side
force, which would allow a smaller vertical tail and a more efficient aircraft during
the whole flight. Only more energy would be consumed in the rare event of an
engine failure during takeoff.
AFC varies from brute-force techniques (based on the amplitude) to more effi-
cient approaches that seek to leverage flow instabilities using small-amplitude per-
turbations [1]. These latest approaches are smarter but it is worth noting that Gilar-
ranz et al. [8] have observed a weak dependency on frequency for angles of attack
less than 10 degrees.
In order to simulate synthetic jets (a type of active flow control), You & Moin [13]
apply a sinusoidal velocity boundary condition to the cavity side wall depending on
the angle of attack α:
(u,v,w) = Ap sin(2pi f t)U∞[cosα,−sinα,0] (2.0.1)
An important parameter is the amplitude, which comes from the momentum coeffi-
cient. Mccormick [14] shows that, to have a positive effect on the lift coefficient, the
momentum coefficient must be at least 0.002 for a Re= 5×105. A similar study has
been carried out in this project with similar results.
In general (i.e. [7]), placing actuators (jets) very near the airfoil leading edge on
the suction surface has performance benefits. A significant increase in lift and de-
crease in drag are achieved. Obviously, these performance improvements depend
on the Reynolds number and compressibility effects, as Seifert and G. Pack show
in [15].
Several research activities at NASA have been carried out related to AFC [10].
The aims of these activities are to protect the environment, increase mobility, ex-
plore new aerospace mission and reduce aircraft noise and emissions.
NASA has also carried out an exhaustive study of synthetic jet actuators for ac-
tive flow control [11]. Several actuators have been analyzed with important findings
such as the maximum achieved jet velocities or the required momentum coefficient
to be applied in order to be effective.
There are various types of actuators for AFC. In Figure 2.1, a useful classifi-
cation from reference [1] is given. The most common type of actuator is fluidic,
whose primary function is to inject fluid without having moving parts. Moving body
actuators have the purpose of inducing local fluid motion without the need of adding
mass. Finally, plasma actuators have been studied recently due to their fast time
response; they do not having moving parts and they do not inject fluid. Each actu-
ator type has its pros and drawbacks; no perfect actuator exists.
6 D. Duran
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FL43CH11-Cattafesta ARI 19 November 2010 16:20
Time response:
a measure of the time
constant of a system to
a transient input, such
as a step or impulse
2.2. Actuator Types
There are various types of actuators used in ﬂow control applications, and these can be classiﬁed
in numerous ways. One useful classiﬁcation is illustrated in Figure 1, in which the actuators are
organized based on function. The most common type is ﬂuidic, which uses ﬂuid injection or
suction. Within this classiﬁcation, there are zero-net mass-ﬂux (ZNMF) or synthetic jet actuators
(Glezer & Amitay 2002). ZNMF devices, by deﬁnition, alternately ingest and expel ﬂuid in an
oscillatory manner through an oriﬁce/slot using only the working ﬂuid with no external mass
source/sink. Nonzero mass-ﬂux devices, on the other hand, require a ﬂuid source/sink and can
employ steady and/or unsteady (e.g., pulsed) forcing using some combination of a valve (Seifert
et al. 1993, 1996; Bachar 2001), a natural ﬂuidic oscillator (Viets 1975), and/or combustion-driven
device (Crittenden et al. 2001). They also can range in scale from conventional macroscale to
submillimeter-scale microjets (Alvi et al. 2003).
Another class involves a moving body inside or on the domain boundary. Although ﬂuidic
devices usually involve some moving part, with the notable exception of most ﬂuidic oscillators,
their primary function is ﬂuidic injection or suction. Alternatively, the purpose of the moving
object/surface is to induce local ﬂuid motion. An example is the electrodynamic ribbon oscillator
used in the classic ﬂat-plate experiments of Schubauer & Skramstad (1948) on laminar boundary
layer transition. Other examples listed in Figure 1 include vibrating ﬂaps (Katz et al. 1989,
Cattafesta et al. 1997, Seifert et al. 1998), time-periodic motion of a surface-mounted diaphragm
(Kim et al. 2003), an oscillating wire (Bar-Sever 1989), rotating surface elements (Viets et al. 1981),
and morphing surfaces (Thill et al. 2008).
The ﬁnal class considered in this review is plasma actuators, which have gained popularity in
recent years because of their solid-state nature and fast time response. oreau (2007) has reviewed
plasma actuators and their applications. The most popular variant is the single dielectric barrier
Moving
object/surface PlasmaFluidic
Other (e.g.,
electromagnetic,
magnetohydrodynamic) 
Zero-net
mass flux or
synthetic jets
Nonzero
mass flux
Unsteady
ValvesOscillators
Vibrating
ribbon
Vibrating
flap
Oscillating
wire
Rotating
surface
Combustion
Morphing
surface
Corona
discharge
Dielectric
barrier
discharge
Local arc
filament
Sparkjet
Steady
Flow control
actuators
Figure 1
A type classiﬁcation of ﬂow control actuators.
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Figure 2.1: Classification of flow control actuators (Source: [1])
Most of the aforementioned studies have been performed at a high Reynolds
number (> 105) and, usually, with thicker airfoils, which produce a trailing edge
stall. The proposed numerical simulations of this report aims to study the effect of
active flow control on the boundary layer of a NACA 0012 airfoil in a low Reynolds
number (Re= 5000). This Reynolds number is of special interest for Mars missions
because of the severe restrictions on size and weight, and the low density of the
atmosphere [6]. Moreover, an advantage of this Re is that it does not require so
much computational power as higher Reynolds numbers.
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Chapter 3: Mathematical formulation of Navier-
Stokes equations
In this project, only incompressible flow is studied. The NS equations describing
the incompressible flow may seem easier, but incompressible flow is complicated
in the sense that any perturbation in the flow is transported immediately through
all the analyzed domain. As it can be deduced from this statement, incompressible
flows go against the Einstein’s principle that there is a maximum speed (speed of
light). However, true incompressible flows do not exist in nature; they are a concept
to simplify the equations.
Using Einstein summation convention, the incompressible Navier-Stokes equa-
tions (both continuity and momentum) are:
∂ui
∂xi
= 0 (3.0.1)
∂u j
∂ t
+ui
∂u j
∂xi
=− 1
ρ
∂ p
∂x j
+ν
∂ 2u j
∂xi∂xi
+Si(x, t) (3.0.2)
The momentum equation has the following well-known terms:
• Time derivative term: ∂u j∂ t
• Convection term: In the previous equation, it is written in the so-called con-
servative form (see [16]):
∂ (uiu j)
∂xi
=
 
 
 ∂ui
∂xi
u j +ui
∂u j
∂xi
= ui
∂u j
∂xi
(3.0.3)
• Diffusion term: ν ∂
2u j
∂xi∂xi
• Pressure gradient: − 1ρ ∂ p∂x j
• Source term: Si(x, t)
The above equations can be expressed in a clearer way using an expanded
form:
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
= 0 (3.0.4)
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∂u1
∂ t
+u1
∂u1
∂x1
+u2
∂u1
∂x2
+u3
∂u1
∂x3
=− 1
ρ
∂ p
∂x1
+ν
(
∂ 2u1
∂x21
+
∂ 2u1
∂x22
+
∂ 2u1
∂x23
)
+S1(x, t)
∂u2
∂ t
+u1
∂u2
∂x1
+u2
∂u2
∂x2
+u3
∂u2
∂x3
=− 1
ρ
∂ p
∂x2
+ν
(
∂ 2u2
∂x21
+
∂ 2u2
∂x22
+
∂ 2u2
∂x23
)
+S2(x, t)
∂u3
∂ t
+u1
∂u3
∂x1
+u2
∂u3
∂x2
+u3
∂u3
∂x3
=− 1
ρ
∂ p
∂x3
+ν
(
∂ 2u3
∂x21
+
∂ 2u3
∂x22
+
∂ 2u3
∂x23
)
+S3(x, t)
(3.0.5)
In 2D, the existence and smoothness of Navier-Stokes solutions have been
proven for a long time [17]. However, in three dimensions, it has not been pos-
sible to show that this kind of solutions exist. In fact, nowadays, the main scientific
advances in the field of fluid dynamics have came not from solving NS equations
but from either developing more powerful computers or implementing smarter and
faster solver algorithms.
The aim of this report regarding NS equations is to implement or apply schemes
which are energy-preserving. Thus, we are aiming to achieve two aspects of the
discretization: convection discretizations that redistribute the energy over the scales
of motion without dissipation; and diffusion discretizations which dissipate energy
from a scale without transporting energy to other scales of motion (see [18]).
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Chapter 4: Implementation of a spectro-
consistent CFD code
In this section, the main steps to implement the current CFD code are explained.
This spectro-consistent code has been developed up to the point of being able to
solve the Taylor-Green Vortices problem.
4.1 Spectro-consistent discretization of Navier-Stokes
equations
By discretizing the NS equations (see chapter 3) in space, the following general
expressions can be obtained [2]:
ρΩ
du
dt
+C(u)u+Du+ΩGp=ΩS (4.1.1)
Mu= 0 (4.1.2)
Where u and p represent the discrete approximations of u and p. u is a vector
containing all the three velocity components. Thus, if N is the number of Control
Volumes (CVs) on a given direction, assuming to have the same number of CVs on
all directions, p is a N3 component vector while u is a 3N3 component vector. In
this case, the order of the velocity vector is:
u=
[
u1 u2 ... uN3 v1 ... vN3 w1 ... wN3
]t
(4.1.3)
Where the domain is usually analyzed with three loops (an outer loop for the z com-
ponent, an inner for the y component and the most inner loop for the x component).
In this project, we have applied a staggered grid: velocities are staggered
while pressure is centered. Moreover, since the cases to be solved with this
code are restrained to periodic problems in all directions, halo cells have been
added for computational convenience (so that all ’true’ cells have neighbors).
These halos are updated at each temporal iteration. The type of mesh (2D for
simplicity) used herein can be seen in Figure 4.1.
The velocities are represented by arrows while the pressures by dots. As it
can be seen, the halo variables (in red) can be obtained applying periodicity (green
arrows) from the ’true’ variables (in black).
The matrices of Equation 4.1.1 and Equation 4.1.2 are defined below:
10
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We will consider a problem with periodic boundary conditions (Fig.4). The black
values of velocity and pressure should be calculated, while the red values are stored just
for computational convenience, so that (for instance) velocity u(2, N + 1) has a right
hand side neighbour at location u(2, N + 2), instead of u(2, 2). Such areas are called
halos in a parallel CFD code, where they are used to store information owned by other
processos and this name will also be used here. After calculation of a field, the halos
must be updated, transfering information in the direction of the green arrows. Doing so,
the sparsity pattern of the matrices changes (Fig. 4).
sx1cx1 sx2cx2 sx5cx5
0 1
(1,1) (1,1)
(1,1)
(2,2)
(2,2)
(2,2)
(N+1,N+1)
(2,N+2)(2,N+1)(1,2)
Figure 6: Mesh disposition for periodic boundary conditions
Time discretization
Recall the space-discrete momentum equation 23. Note that here we recover the
density:
15
Figure 4.1: Example of a 3x3 2D mesh using the methodology of the implemented code
(Source: [2])
• Ω: Diagonal 3N3 x 3N3 matrix with the volume of each CV in the staggered
mesh.
• C: 3N3 x 3N3 matrix (function of u) that expresses the convection operator.
• D: 3N3 x 3N3 constant matrix that expresses the diffusion operator.
• G: 3N3 x N3 representing the gradient operator.
• M: N3 x 3N3 representing the divergence operator.
Since we are implementing a spectro-consistent solution [18], the matrices need
to obey some properties, which can be deduced from the study of the total discrete
kinetic energy:
|u|2 = utΩu (4.1.4)
Using the Chain rule:
d
dt
(utΩu) = ut
(
Ω
du
dt
)
+
(
dut
dt
Ω
)
u= ut
(
Ω
du
dt
)
+
(
Ω
du
dt
)t
u (4.1.5)
Evaluating the term Ω dudt according to Equation 4.1.1 and using the algebraic prop-
erty that (AB)t = BtAt , the following expression can be obtained (see section A.1 for
further details):
d
dt
(utΩu) =−ut(C+Ct)u−ut(D+Dt)u− (utΩGp+ptGtΩtu) (4.1.6)
11 D. Duran
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Analyzing Equation 4.1.6, the following properties can be deduced (see [18] for
further details):
• Convection term: It has to be zero since convection only transports kinetic
energy from scale to scale without dissipating energy. Thus C(u) has to
be a skew-symmetric matrix for any divergence-free (incompressible)
velocity field.
• Diffusion term: It can only dissipate energy according to the 2nd principle of
thermodynamics. Thus, D has to be a definite positive (due to negative
sign) matrix.
• ∇p term: Its contribution must be 0. Then, G and M have to be related by
ΩG=−Mt . In this way, if Mu= 0 (continuity equation), the last term is 0.
• Temporal term: It has to be equal to the diffusion term from the above deduc-
tions.
4.1.1 Ω, M, G and L matrices
As said below, Ω matrix can be computed setting the diagonal to the value of the
volume of the staggered cell. In matrix M, each row represents a CV and it gives a
scalar if multiplied by the velocity. On the other hand, in matrix G, each column is
a CV and it gives a vector if multiplied by a scalar. Finally, the laplacian matrix can
be calculated as:
L=M ·G (4.1.7)
In Figure 4.2, the sparsity pattern of the aforementioned matrices is given for a
3x3x3 mesh. As it can be seen, each row of M (or each column of G) has exactly 6
dots, which represent the neighbors of each CV.
In order to validate these matrices in the code, the following has been tested
with success (activating the boolean ’checkMatrices’):
• The computed matrix G is the same as the one computed with G = −Ω ·
inv(Mt).
• Matrix L is symmetric within machine precision. This is done by computing
that the difference between L and Lt is 0.
• Matrix L is semi-definite negative. Thus, all the eigenvalues have to be nega-
tive or 0.
• Matrix L is singular. The sum of all the elements in a row must be 0.
After carrying out these tests, it is safer to say that Ω, M, G and L matrices are
correct since they are all involved in the aforementioned tests.
12 D. Duran
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Figure 4.2: Sparsity of matrices Ω, M, G and L with periodic boundary conditions
4.1.2 Diffusion operator
A schematic for computing the diffusion operator (2D) in the x direction can be seen
in Figure 4.3. In 3D, it is similar but adding an ’up’ and ’down’ velocity. For instance,
for computing the diffusion in the x direction, the following equations are needed in
3D:
13 D. Duran
Final Master’s Degree Project
Diffusion term (u component)
(1,1)
(1,1)
(1,1)
(N,M)
(N,M)
(N,M)
(i, j)
(i, j)
(i, j) (i+1, j)
(i+1, j)
(i+1, j)
Cx(i) Cx(i+1)Sx(i) Sx(i+1)
Cy(j)
Sy(j)
Cy(j+1)
Sy(j+1)
𝑑𝑒 = Γ ⋅
𝑢 𝑖 + 1, 𝑗 − 𝑢 𝑖, 𝑗
𝑆𝑥 𝑖 + 1 − 𝑆𝑥 𝑖
⋅ 𝑆𝑦 𝑗 − 𝑆𝑦 𝑗 − 1
𝑑𝑤 = Γ ⋅
𝑢 𝑖, 𝑗 − 𝑢 𝑖 − 1, 𝑗
𝑆𝑥 𝑖 − 𝑆𝑥 𝑖 − 1
⋅ 𝑆𝑦 𝑗 − 𝑆𝑦 𝑗 − 1
𝑑𝑛 = Γ ⋅
𝑢 𝑖, 𝑗 + 1 − 𝑢 𝑖, 𝑗
𝐶𝑦 𝑗 + 1 − 𝐶𝑦 𝑗
⋅ 𝐶𝑥 𝑖 + 1 − 𝐶𝑥 𝑖
𝑑𝑠 = Γ ⋅
𝑢 𝑖, 𝑗 − 𝑢 𝑖, 𝑗 − 1
𝐶𝑦 𝑗 − 𝐶𝑦 𝑗 − 1
⋅ 𝐶𝑥 𝑖 + 1 − 𝐶𝑥 𝑖
𝑫𝒖 𝒊, 𝒋 = 𝒅𝒆 − 𝒅𝒘+ 𝒅𝒏 − 𝒅𝒔
*Faced contributions (e,w,n,s) respect to orange square
Figure 4.3: Example of a 3x3 2D schematic for computing the diffusion in the x direction
de = Γ · u(k, j, i+1)−u(k, j, i)δe ·Se
dw = Γ · u(k, j, i)−u(k, j, i−1)δw ·Sw
dn = Γ · u(k, j+1, i)−u(k, j, i)δn ·Sn
ds = Γ · u(k, j, i)−u(k, j−1, i)δs ·Ss
du = Γ · u(k+1, j, i)−u(k, j, i)δu ·Su
dd = Γ · u(k, j, i)−u(k−1, j, i)δd ·Sd
(4.1.8)
Where δ is the difference between the center of the cell and neighbor in the re-
quired direction. Thus, it is a difference between centered positions except in the
staggered direction (x in this case), where it is a difference between staggered po-
sitions. On the other hand, S represents the cross surface respect to the required
direction. For the momentum equations, Γ= µ.
Thus, the diffusion operator on a given cell is computed as:
Dx(k, j, i) = de−dw+dn−ds+du−dd (4.1.9)
The above expressions are evaluated at each cell (via three loops). After computing
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the diffusion in the x direction, y and z directions are evaluated analogously with the
corresponding mesh staggered on the correct direction.
It is important to highlight that, here and in the next subsection, we are comput-
ing operators and not matrices. The difference is that the operators are function
of the velocity, while matrices are multiplied by the velocity vector and do not
change within each iteration. Computationally speaking, it is much faster to
compute an operator than a matrix, which occupies a huge amount of space in
the RAM memory.
4.1.3 Convection operator
Computing the convection is more complicated than the diffusion since it depends
on all the components of the velocity (due to mass fluxes). However, the procedure
is quite similar. A 2D schematic for computing convection in the x direction can be
seen in Figure 4.4. First of all, the mass flows are computed:
(i, j)
(1,1)
Conv cti n term (u component) (I)
(1,1)
(1,1)
(N,M)
(N,M)
(N,M)
(i, j)
(i, j)
(i+1, j)
(i+1, j)
(i+1, j)
Cx(i) Cx(i+1)Sx(i) Sx(i+1)
Cy(j)
Sy(j)
Cy(j+1)
Sy(j+1)
Fj
Fj-1
Fi Fi+1
𝐹𝑖 =
1
2
𝜌 ቀ
ቁ
𝑢 𝑖 − 1, 𝑗 ⋅ 𝑆𝑦 𝑗 − 𝑆𝑦 𝑗 − 1
+ 𝑢 𝑖, 𝑗 ⋅ 𝑆𝑦 𝑗 − 𝑆𝑦 𝑗 − 1
𝐹𝑖+1 =
1
2
𝜌 ቀ
ቁ
𝑢 𝑖, 𝑗 ⋅ 𝑆𝑦 𝑗 − 𝑆𝑦 𝑗 − 1
+ 𝑢 𝑖 + 1, 𝑗 ⋅ 𝑆𝑦 𝑗 − 𝑆𝑦 𝑗 − 1
𝐹𝑗−1 =
1
2
𝜌 ቀ
ቁ
𝑣 𝑖, 𝑗 − 1 ⋅ 𝑆𝑥 𝑖 − 𝑆𝑥 𝑖 − 1
+ 𝑣 𝑖 + 1, 𝑗 − 1 ⋅ 𝑆𝑥 𝑖 + 1 − 𝑆𝑥 𝑖
𝐹𝑗 =
1
2
𝜌 ቀ
ቁ
𝑣 𝑖, 𝑗 ⋅ 𝑆𝑥 𝑖 − 𝑆𝑥 𝑖 − 1
+ 𝑣 𝑖 + 1, 𝑗 ⋅ 𝑆𝑥 𝑖 + 1 − 𝑆𝑥 𝑖
Figure 4.4: Example of a 3x3 2D schematic for computing the convection in the x direction
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Fi =
1
2
ρ(uwSw+ucSc)
Fi+1 =
1
2
ρ(ucSc+ueSe)
Fj =
1
2
ρ(vswSsw+ vseSse)
Fj+1 =
1
2
ρ(vnwSnw+ vneSne)
Fk =
1
2
ρ(wdwSdw+wdeSde)
Fk+1 =
1
2
ρ(wuwSuw+wueSue)
(4.1.10)
Being S the transverse surface. The v and w velocities (in the case of the convection
in the x direction) are the ones located on the corners of the staggered cell.
In the current code, there are two schemes implemented: upwind and consis-
tent. The upwind takes the value upwind the flow while the consistent computes
the faced velocities as a mean between the centered velocity and the neighbor one
(no interpolation is performed regardless not being a uniform mesh). After this,
the faced velocities (identified herein with the sub-index ’f’) are used to compute the
value of the convection at the given cell:
Cx(k, j, i) = Fi+1 ·u fe−Fiu fw +Fj+1u fn−Fju fs +Fk+1u fu−Fku fd (4.1.11)
The above expressions are evaluated at each cell (via three loops). After computing
the convection in the x direction, y and z directions are evaluated analogously.
4.1.4 Validation of diffusion and convection operators
In order to validate both the diffusion and convection operators, the error respect
to the exact solution (evaluated at specific points without discretizing) is analyzed.
For the diffusion operator, the Root Mean Squared Error (RMSE) that should tend
to 0 when increasing the mesh is:
RMSEDu =
√√√√∑Nk=1∑Nj=1∑Ni=1 ∣∣∣Dx(k, j,i)vol −µ∆u∣∣∣2
N3
RMSEDv =
√√√√∑Nk=1∑Nj=1∑Ni=1 ∣∣∣Dy(k, j,i)vol −µ∆v∣∣∣2
N3
RMSEDw =
√√√√∑Nk=1∑Nj=1∑Ni=1 ∣∣∣Dz(k, j,i)vol −µ∆w∣∣∣2
N3
(4.1.12)
where vol is the volume of each cell and ∆ is the laplacian of the given velocity
component.
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For the convection operator, the RMSE can be expressed by the following ex-
pressions:
RMSECu =
√
∑Nk=1∑
N
j=1∑
N
i=1 |Cx(k, j,i)vol −ρ(u ∂u∂x + v ∂u∂y +w ∂u∂ z )|2
N3
RMSECv =
√
∑Nk=1∑
N
j=1∑
N
i=1 |Cy(k, j,i)vol −ρ(u ∂v∂x + v ∂v∂y +w ∂v∂ z )|2
N3
RMSECw =
√
∑Nk=1∑
N
j=1∑
N
i=1 |Cz(k, j,i)vol −ρ(u ∂w∂x + v ∂w∂y +w ∂w∂ z )|2
N3
(4.1.13)
It is worth noting that the above expressions come from Equation 3.0.5. Finally,
besides observing that the error of both operators is reduced when the mesh in-
crease in number of CVs, it is important to see that both operators have a quadratic
trend.
In Figure 4.5 and Figure 4.6, the reader can observe that both operators follow
a quadratic convergence. As expected, when the upwind scheme is applied,
the trend is linear.
This error convergence has been checked both for a 2D velocity distribution
(w = 0) and for a full 3D velocity distribution in order to validate the convection
and diffusion operator on most possible circumstances. The exact used velocity
distributions (free-divergence) have been:
• 2D initial distribution (TGV): Domain from −piL to piL
u=V0 · sin
( x
L
)
· cos
( y
L
)
· cos
( z
L
)
v=−V0 · cos
( x
L
)
· sin
( y
L
)
· cos
( z
L
)
w= 0
(4.1.14)
• 3D distribution: Domain from 0 to 1
u= 2cos(2pix)sin(2piy)sin(2piz)
v=−sin(2pix)cos(2piy)sin(2piz)
w=−sin(2pix)sin(2piy)cos(2piz)
(4.1.15)
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Figure 4.5: Error convergence for an initial 2D velocity distribution (TGV)
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Figure 4.6: Error convergence for a 3D velocity distribution
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4.2 Pressure-velocity coupling
An arbitrary vector up can be transformed into a divergence-free vector u after the
addition of the gradient of a suitable scalar field p:
u= up−Gp (4.2.1)
Imposing the divergence-free condition (continuity equation):
Mu=Mup−MGp= 0 (4.2.2)
Thus, we get the linear Poisson equation for the field p:
Lp=Mup (4.2.3)
From the above equations, we can get a divergence-free velocity and the pres-
sure field from the predicted velocity. However, this step is the most costly one
computationally since the inverse of the Laplacian operator has to be evaluated
(it is a full matrix). Moreover, the laplacian matrix is singular, which makes even
more complex to get the solution of the Poisson equation.
In order to solve the aforementioned equations, the current code offers the two
possibilities that are commented below.
4.2.1 Using the inverse operator
The most immediate way of solving the Poisson equation is by perturbing one of the
diagonal elements of the singular laplacian matrix. For instance, the first element
of the diagonal can be increased a 10%. By doing so, the laplacian matrix is not
anymore a singular matrix and the inverse operator can be applied:
Lns = L
Lns(1,1) = 1.10 ·Lns(1,1)
p= L−1ns Mu
p
(4.2.4)
The issue about using the inverse operator is that its computational cost is
O(N3) for a 3D case. On the other hand, Fourier solver can achieve O(N) if
applied to all directions, besides allowing parallel computing.
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4.2.2 Using the Fourier solver
Fourier transform can be applied when, at least, one direction is uniform. In this
case, the three directions are uniform. Therefore, Fourier can be applied in all
the directions. This solver is the best option for sequential computers and provide
solutions for parallel computing of three-dimensional flows [3].
Fourier solver is not trivial to implement, but by following reference [3] and [19],
it has been possible to add it as a new functionality for the developed code. It is not
the aim of this report to explain all the details behind Fourier transform methods,
but a brief description of the implementation is given herein and in Appendix B.
The aim is to solve an equation of the following type of equation (Poisson equa-
tion):
L ·X = B (4.2.5)
As it can be seen in the sparsity pattern of the Laplacian matrix (see Fig-
ure 4.2b), L is an hepta-diagonal matrix in the case of a three-dimensional flow.
Since the grid is uniform in the three directions, the matrix L can be expressed as:
L= [a,c,d,b,a,c,d]p (4.2.6)
Where a represents the east-west two diagonals (1st component), b the main di-
agonal, c the north-south diagonals (2nd component) and d the up-down diagonals
(3rd component).
The details of the implementation of the 3D Fourier solver can be found in Ap-
pendix B. It is important to bear in mind that this solver achieves O(N) with the
mesh size, while using inverse operation would be O(N3).
4.3 Time discretization
In order to discretize in time, the momentum equation is written as follows:
ρ
du
dt
= R(u)−Gp (4.3.1)
Where R is:
R(u) =−Ω−1(C(u)u+Du)+S (4.3.2)
To carry out the temporal discretization, each term is treated as indicated in [2]:
• Time derivative: Central difference (2nd order)
• R: Second-order Adams-Bashforth
• Pressure gradient: Implicit first order (Poisson equation)
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As it can be observed, although we try to carry out explicit schemes, the pressure
gradient has to be solved implicitly. The time-discrete system becomes:
ρ
un+1−un
∆t
=
3
2
Rn− 1
2
Rn−1−Gpn+1
Mun+1 = 0
(4.3.3)
Where n is the current instant of time. Introducing the predictor velocity up:
up = un+
∆t
ρ
(
3
2
Rn− 1
2
Rn−1
)
(4.3.4)
the momentum equation is left as:
un+1 = up−Gp˜ (4.3.5)
The solution to this equation has been explained in section 4.2. It is worth noting
that a modified pressure is obtained:
p˜= ∆tpn+1 (4.3.6)
In the first iteration, un−1 is not available. Thus, un−1 = un is imposed.
Since we are dealing with an explicit discretization, stability has to be ensured.
Two conditions have to be verified:
• Diffusion terms:
∆td ≤ 12 min
(
∆2
ν
)
(4.3.7)
Where ∆ is the spacing of the grid on each dimension.
• Convection terms:
∆tc ≤min
(
∆
|u|
)
(4.3.8)
Then, the time is chosen as:
∆t =CFL ·min(∆td ,∆tc) (4.3.9)
Theoretically, CFL should be below 1.0 but, in practice, with this scheme, the values
have to be lower, about 0.3. It can be changed by the user, but usually 0.1 has been
used herein.
4.4 Computation of the main variables
Besides the velocity and pressure distribution, there are some important parame-
ters that also need to be computed for a complete post-processing:
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• Kinetic energy:
Ek =
1
Ω
∫
Ω
u ·u
2
dΩ (4.4.1)
The temporal evolution of the kinetic energy must follow a decreasing trend
to comply with the 1st principle of the thermodynamics.
• Kinetic energy dissipation rate:
 =−dEk
dt
(4.4.2)
• Vorticity: Since the velocity is known at each iteration, vorticity can be com-
puted with the curl operator:
~ω = ∇×~u=
(
∂w
∂y
− ∂v
∂ z
,
∂u
∂ z
− ∂w
∂x
,
∂v
∂x
− ∂u
∂y
)
(4.4.3)
Since the velocities are staggered, to numerically compute these partial
derivatives is not trivial. Indeed, both interpolations of the velocity and the
derivatives are necessary to obtain the centered vorticities. The exact details
of the code are out of the scope, but the reader is encouraged to dig into the
code for further details. In order to test the function computing the vorticity
from the velocity, the RMSE respect to analytical vorticity has been computed
for different mesh sizes for the velocity distribution of Equation 4.1.15. All the
components of vorticity decrease quadratically as it can be observed in Fig-
ure 4.7 (several rotations have been tested since there is always one vorticity
component which is 0 in the used velocity distribution).
• Enstrophy: Computed similarly to the energy but with the vorticity:
ε =
1
Ω
∫
Ω
ω ·ω
2
dΩ (4.4.4)
As said in reference [20], enstrophy is an important diagnostic since, in in-
compressible flows, the following must be verified:
 = 2
µ
ρ
ε (4.4.5)
The reader is encouraged to check a proof of this relation in section A.2.
• Q-criterion: This magnitude, developed by Hunt et al. [21], locates regions
where rotation dominates strain in the flow. It is mathematically defined as:
Q=
1
2
(||Ω||2−||S||2) (4.4.6)
Where Ω and S are the symmetric and antisymmetric parts of ∇u. || · || is the
Frobenius matrix norm.
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Figure 4.7: RMSE convergence of the vorticity
4.5 Global code validation
The code explained above has been validated by several means in Appendix C.
Basically, the following aspects of the code have been globally tested:
• Validation with a fully 2D velocity distribution.
• Validation of the 3D code with rotations from a known 2D velocity distribution.
• Verification that the different terms are in accordance with the imposed con-
vective scheme.
The code has been successful on all the aforementioned validations.
4.6 3D Taylor-Green Vortices solution
Although no analytical solution exists for the 3D TGV, the problem has been solved
several times to test the accuracy and performance of high-order methods (see,
for instance, reference [22], [23] and [24]). It is a useful problem because of the
creation of small scales which need to be correctly solved. Moreover, no boundary
condition is required to solve it.
As stated in [20], the initial velocity distribution is given by the following expres-
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sions:
u=V0 sin
( x
L
)
cos
( y
L
)
cos
( z
L
)
v=−V0 cos
( x
L
)
sin
( y
L
)
cos
( z
L
)
w= 0
(4.6.1)
Where both V0 and L have been set 1.
The conditions of the problem are:
• Re = 1600: Imposed by setting the density and viscosity in accordance with
the other variables
(
Re= ρV0Lµ
)
.
• Physical duration of the problem from Time Unit (TU)=0 to TU=20, where
TU = t ·V0/L.
• The domain is a periodic square box defined as −piL≤ x,y,z≤ piL.
Since the current code has been developed for a single core, simulations with
the current code are limited to 643 grids due to computational limits. Note that
according to [20], 2563 DOFs should be used to completely solve all the implied
structures. However, spectro-consistent code has proven to be really close to
the solution with 643 DOFs, as the reader can observe hereafter. Since the
implemented code in Matlab is limited to 643 control volumes, a code developed
in C (also for a single core) from Dr. Manel Soria has been modified and used
to obtain the results for 1283 and 2563 simulations.
In order to validate the results obtained for the Taylor-Green vortices, most of
the variables mentioned in section 4.4 are plotted against literature results.
4.6.1 Volume-averaged kinetic energy
In Figure 4.8, it can be observed the volume-averaged normalized kinetic energy for
both the spectro-consistent and upwind scheme respectively. The reference solu-
tion (using the DRP scheme on 5123 DOFs [24]) is plotted with black dots. Note that
the normalization has been performed using the kinetic energy at the first instant
of time. The upwind scheme simulations are plotted with dashed lines while the
spectro-consistent simulations with continuous lines. The simulations performed
with the code in C are marked with an asterisk in the legend.
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Figure 4.8: Evolution of normalized kinetic energy
As it can be seen, the upwind scheme is much further away from the reference
solution than the spectro-consistent scheme for the same amount of control
volumes. Obviously, the finer the mesh, the closer to the reference solution.
However, it is interesting to note that spectro-consistent scheme already gives
quite accurate results for 643 control volumes.
4.6.2 Energy dissipation rate
In Figure 4.9, the dissipation rate for both the spectro-consistent and upwind
scheme can be respectively observed. The reference solution (using a pseudo-
spectral 5123 DOFs [20]) is plotted in black dots. The upwind scheme simulations
are plotted with dashed lines while the spectro-consistent simulations with contin-
uous lines. A different reference from previous section has been used in order to
compare the obtained solutions with more diverse data.
The simulations performed with the code in C (1283 and 2563 control volumes)
are marked with an asterisk.
In Figure 4.10, the difference (normalized) between the dissipation rate and the
diffusion term uDu is also plotted to show that the upwind scheme (discontinuous
lines) loses energy due to the convection term. The spectro-consistent scheme is
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Figure 4.9: Evolution of energy dissipation rate
not depicted in the figure since there is no difference between the dissipation rate
and the diffusion term.
Thus, it has been proved that the spectro-consistent scheme preserves the dif-
ferent energy schemes. This is not achieved in all the CFD codes. For instance,
Code Saturne [25] dissipates energy when solving the TGV problem as it can be
also seen in continuous lines in Figure 4.10 (Code Saturne data from Bachelor’s
Final Project of Jordi Amat [26]). The dissipation rate computed from the kinetic
energy is close to the reference solution, but Code Saturne does not completely
comply the relation  = 2 µρ ε proved in section A.2. This means, that the convec-
tive scheme of Code Saturne dissipates energy in a similar fashion to the upwind
scheme (despite being less than the upwind scheme).
To sum up, while for the spectro-consistent scheme, the diffusive term is equal
to the change of energy, it is not the case for the upwind scheme. Moreover,
it can be clearly seen that the upwind scheme does not correctly solve all the
implied scales in the TGV. It is worth noting that the 64x64x64 mesh gives quite
accurate results (the peak is correctly located in time around 8 time units) for
the spectro-consistent scheme.
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4.6.3 Instantaneous iso-surfaces plots
Iso-surfaces plots are useful in order to grasp an idea of the different scales implied
in the problem. In this subsection, iso-surfaces of the 64x64x64 mesh using the
spectro-consistent scheme (self-developed code) are given.
In Figure 4.11, we can observe the iso-surfaces of Q criterion (see section 4.4
for its definition) colored by velocity magnitude for the spectro-consistent scheme.
The reader is encouraged to compare these plots with reference [23]; despite hav-
ing a coarser mesh, the iso-surfaces plots are quite similar. On the other hand, in
Figure 4.12, it is proved that the upwind scheme does not correctly solve all the
implied structures of the problem.
The iso-surfaces of the z-component of the vorticity can be observed in Fig-
ure 4.13. These plots are really similar to the ones given in [20].
To sum up, even with a not too fine mesh, spectro-consistent scheme is able to
obtain results close to the reference solutions given in the literature. This gives
an idea of the potential of such type of discretization even for relatively coarse
meshes.
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(a) t ≈ 2.5 (b) t ≈ 5
(c) t ≈ 8 (d) t ≈ 10.75
Figure 4.11: Iso-surfaces of Q=0.5 colored by velocity magnitude at different times
(Spectro-consistent scheme with 643 CVs)
28 D. Duran
Final Master’s Degree Project
(a) t ≈ 2.5 (b) t ≈ 5
(c) t ≈ 8 (d) t ≈ 10.75
Figure 4.12: Iso-surfaces of Q=0.5 colored by velocity magnitude at different times (Upwind
scheme with 643 CVs)
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(a) t ≈ 0, ωz = [1,0.5,−0.5,−1] (b) t ≈ 7, ωz = [1,0.5,−0.5,−1]
(c) t ≈ 14, ωz = [1,0.5,−0.5,−1] (d) t ≈ 20, ωz = [1,0.5,−0.5,−1]
Figure 4.13: Iso-surfaces of z-component of vorticity for 643 CVs
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Chapter 5: Computational Setup for the NACA
0012 airfoil simulations
In this section, the computational setup for the 2D simulations performed with the
NACA 0012 airfoil is explained. NACA 0012 airfoil is not used herein because of
having a particular interest in commercial aircraft but because several studies have
been performed with this type of profile (i.e. [27], [7], [28], [29], [6], [15]). Thus, the
behavior and data of the NACA 0012 airfoil is quite well-known.
5.1 Flow configuration
The flow configuration for the reference cases is shown in Figure 5.1. This type of
domain is tailored to be suitable for different angles of attack (α), as long as the
inclination is not so big as forcing the flow to exit by the inlet condition. Note that an
angle of attack is achieved by only modifying the inlet flow so that the airfoil sees a
flow inclination.
There are only three types of boundary conditions:
• Inlet: Uniform free-stream velocity (Dirichlet condition). Specifically, the norm
of this velocity has been fixed to be U∞ = 1 (dimensionless).
• Outlet: A pressure is fixed. Velocity given by Neumann condition. In this
case, P/Pre f = 0 is used.
• Non-slip wall: (u,v) = (0,0) on the airfoil surface.
When adding the active flow control, a new boundary condition for the actuator
is added on the airfoil. The exact details of this case can be found in chapter 7.
Several meshes have been tested. The size of the domain is such that the
boundary conditions do not affect the flow over the airfoil. However, in all the cases,
aC, bC and cC are between 10C and 20C (being C the airfoil chord) so that the
minimum interference with the boundary conditions occurs.
Last but not least, all the simulations are performed for a Re = 5,000. This
Reynolds number is of special interest for Mars missions because of the severe
restrictions on size and weight [6]. Moreover, an advantage of this Re is that it does
not require so much computational power as higher Reynolds numbers.
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Non-slip wallaC
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Figure 5.1: Domain configuration and boundary conditions for the NACA 0012 airfoil
5.2 Numerical parameters
The simulations of the NACA 0012 airfoil performed in this project have been carried
out by using Alya software (developed at BSC [5]), whose usage permission has
been granted due to an agreement between the Alya development team and the
TUAREG (UPC) research group.
Alya is a high performance computational mechanics code to solve engineer-
ing coupled problems. The different physics solved by Alya are: incompressible/-
compressible flow, solid mechanics, chemistry, particle transport, heat transfer,
turbulence modeling, electrical propagation, etc. Alya was specially designed for
massively parallel supercomputers. Parallelization is hybrid, using both MPI and
OpenMP paradigms to take advantage of distributed and shared memory architec-
tures, respectively. Accelerators like GPU are also exploited at the iterative solver
levels to further enhance the performance of the code. Recently, dynamic load
balance techniques have been introduced as well to better exploit computational
resources at the node level. Alya implements a low dissipation finite element (FE)
scheme, based on the same principles followed by Verstappen and Veldman [18],
generalized for unstructured finite volumes by Jofre et al. [30] and extended to finite
element (FE) schemes by Lehmkuhl et al. [31].
The basic idea behind this approach remains the same as described in chap-
ter 4: to mimic the fundamental symmetry properties of the underlying differential
operators, i.e., the convective operator is approximated by a skew-symmetric matrix
and the diffusive operator by a symmetric, positive-definite matrix. The final set of
equations is time integrated using an explicit third order Runge-Kutta method. The
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pressure stabilization is achieved by means of a non-incremental fractional step.
The chosen low dissipation FE scheme presents good accuracy compared to other
low dissipation finite volume and finite difference methods with the advantage of
being able to increase the order of accuracy at will without breaking the fundamen-
tal symmetry properties of the discrete operators. For more details, the reader is
referred to [5].
The aforementioned spectro-consistent discretization is not available for
other general purpose codes such as Code Saturne [25] or Open Foam [32].
The used type of flow is laminar one. For those cases in which a steady state
is reached (AOA ≤ 2 deg) the simulations are stopped once the relative difference
between two outer iterations of the independent variables is 10e-6. For the oscilla-
tory solutions, first the flow is initialized at (u,v) = (cosα,sinα) and then the flow is
advanced until a quasi-steady state is reached, i.e., the average solution of the drag
and lift coefficients do not vary in time. After that, average flow is computed by time
integrating the variables until the end of the simulation (at least 15 time periods are
recommended). For instance, at Angle of Attack (AOA)=10 deg (see Figure 6.1),
quasi-steady state conditions are reached after 15 time units and then the flow is
averaged from there until the end of the simulation.
Besides these numerical parameters, it is worth mentioning that 101 witness
points have been set around the airfoil surface (computed with a Matlab script) to
obtain the pressure coefficient distribution. Moreover, two witness points have been
located in the wake: one near the leading edge and another one above the trailing
edge of the airfoil. The location of these two last points depend on the angle of
attack so that the full wake behavior is captured (see Table 5.1).
Angle of attack (deg) 1st probe (x/c, y/c) 2nd probe (x/c, y/c)
2 (0.6677, 0.0887) (1.2802, 0.0380)
4 (0.6677, 0.0887) (1.2802, 0.0380)
6 (0.6677, 0.0887) (1.2802, 0.0380)
8 (0.2911, 0.1262) (1.0669, 0.1308)
9 (0.2911, 0.1262) (1.0669, 0.1308)
10 (0.2911, 0.1262) (1.0669, 0.1308)
12 (0.2911, 0.1262) (1.0669, 0.1308)
20 (0.2196, 0.1789) (1.0800, 0.1943)
Table 5.1: Location of witness points depending on the angle of attack
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5.3 Computational Mesh
Several meshes have been tested in this project so that their influence on the final
solution could be seen. Hereafter, the two most used unstructured meshes are
presented.
The first mesh is a coarse one of 42,648 elements and it can be seen in Fig-
ure 5.2. ∆xmin/c and ∆ymin/c around the airfoil are 3× 10−3 (679 elements around
the airfoil). All the boundary conditions are located at 20C from the trailing edge of
the airfoil. This mesh has been created from scratch manually.
(a) General view (b) Zoom 1
(c) Zoom 2 (d) Zoom 3
Figure 5.2: Coarse mesh screenshots
The second mesh has been generated by a Matlab script created by Dr. Manel
Soria and Engr. Arnau Miro´. By modifying several parameters, the mesh is gen-
erated automatically. The result can be seen in Figure 5.3. It is a finer mesh
than the previous one, with a total of 123,015 elements. ∆xmin/c = 5.5× 10−3 and
∆ymin/c = 5× 10−3 around the airfoil (376 elements around the airfoil). The inlet is
located at 10C from the airfoil, while the outlet at 15C.
Although the coarse mesh is a little bit finer in the airfoil surface, it is expected
that the finer mesh behaves better (specially at high angles of attack) since the
wake is better defined there.
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(a) General view (b) Zoom 1
(c) Zoom 2 (d) Zoom 3
Figure 5.3: Fine mesh screenshots
Since the flow is laminar, it is worth noting that the element dimension around
the airfoil is not so important as long as the boundary layer is correctly character-
ized.
5.4 Diagnostics
Several diagnostic quantities can be computed from the flow as it evolves in time,
allowing to validate the obtained results.
First of all, the lift and drag coefficients can be obtained. Alya returns both the
pressure Fp and viscous Fv forces on a given boundary condition (i.e. the airfoil
surface). Then, the lift coefficient can be computed as follows:
L= (Fvx +Fpx)sinα+(Fvy +Fpy)cosα →Cl =
L
1
2ρU2∞c
(5.4.1)
Where c is the chord and ρ the density. The values of these variables are such
that Re= 5,000 is set.
On the other hand, the drag coefficient is computed as:
D= (Fvx +Fpx)cosα− (Fvy +Fpy)sinα →Cd =
D
1
2ρU2∞c
(5.4.2)
Both the lift and drag coefficient depend on time. By analyzing them, one can
conclude from which time step (isteady) the simulation is steady (oscillating around
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a given value). From that moment on, the average Cl and Cd can be obtained as
follows:
C¯l =
1
∆tavg
N f
∑
i=isteady
Cli · (ti− ti−1)
C¯d =
1
∆tavg
N f
∑
i=isteady
Cdi · (ti− ti−1)
(5.4.3)
Then, the root mean square coefficients can be also computed with the following
expressions:
Clrms =
√√√√ 1
∆tavg
N f
∑
i=isteady
(Cli−C¯l)2(ti− ti−1)
Cdrms =
√√√√ 1
∆tavg
N f
∑
i=isteady
(Cdi−C¯d)2(ti− ti−1)
(5.4.4)
From the values of Cl and Cd since the time to average (steady solution), the
plomb Matlab function can be also used to obtain the Lomb-Scargle power spec-
tral density as explained in [33]. See that fft cannot be used since the time steps
are not constant. From the frequency fmax at which maximum energy density is
obtained (using Cl), Strouhal number is obtained as:
St = fmax
c
U∞
(5.4.5)
The power spectral density is also computed for the two probes located in the
wake (see section 5.2) based on both components of the velocity.
It is important to note that all the plots are given in non-dimensional time:
TU = t
U∞
c
(5.4.6)
Finally, since 101 witness points are located at the surface of the airfoil, pressure
can be saved at each instant of time. Then, the pressure is averaged for each
witness point and the pressure coefficient can be obtained at each location (x
value) using the following formula:
cp =
p− p0
1
2ρU2∞
(5.4.7)
Where p0 is the reference pressure.
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Chapter 6: NACA 0012 airfoil simulations: With-
out Active Flow Control
In order to have some reference cases (without active flow control), several angles
have been simulated for the two aforementioned meshes (coarse and fine). Here-
after, several studies are carried out to show the correctness of the obtained results
and the averaged flow patterns.
All the simulations performed without active flow control (2D flow) have had a
total of 30,000 iterations, except at angle of attack of 0 degrees, where no oscillation
occurs and it finishes before achieving 30,000 iterations.
6.1 Temporal stabilization
To decide when the flow is statistically stable and when we are able to integrate
the results, Cl or Cd evolution in time can be used. When a steady oscillation is
achieved on both aerodynamic parameters, it means that the flow is statistically
stable. For instance, in Figure 6.1, it is safe to say that the flow is statistically stable
from 20 time units.
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Figure 6.1: Evolution of aerodynamic parameters in time for AOA=10 deg (fine mesh); (a)
lift coefficient; (b) drag coefficient
It is worth highlighting that statistical steady state is reached at different time
depending on the angle of attack. Stabilization usually occurs at later time
instants for higher angles of attack. Anyway, temporal stabilization is decided
case by case.
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6.2 Mesh refinement study: Comparison of the main
aerodynamic coefficients
In order to compare the different meshes, the following plots for different angles of
attack are obtained:
• Averaged Cl vs α: See Figure 6.2.
• Averaged Cl vs Cd : See Figure 6.3a.
• Strouhal vs α: See Figure 6.3b.
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Alam (exp. Re 5300)
Figure 6.2: Cl vs AOA
In Figure 6.2, reference solutions are given (lines with circles): 2D at Re 1000
(Kurtulus [28]) and 3D experimental at Re 5300 (Alam et al. [27]). The other lines
correspond to the present work for different type of meshes. Note that, from an
angle of attack of 10 degrees, the present 2D solutions are quite different than the
literature. However, it is important to highlight that we are comparing against either
a different Reynolds number (Kurtulus [28]) or the experimental case, which is a 3D
flow (Alam et al. [27]).
The fine mesh gives better results for high angles of attack. For small α, the
results are nearly exact.
We have tested 10 degrees with several meshes (the red dot is the medium
mesh with 4 times more DOFs) and similar results have been obtained (Cl around
0.9). These similar results can be observed in Table 6.1.
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Thus, it is concluded that, at high angles of attack, the 2D solutions are not valid
because the flow is fully 3D and the 2D case is not capable of reproducing the
actual flow behavior.
In order to prove the theory that for high angles of attack, a 3D flow simula-
tion has been performed by extruding the medium mesh (refined in the trailing
edge) by 32 planes without any model. The lift coefficient evolution with time
can be observed in Figure 6.11 (see section 6.4). Note how the 3D simulation
gives an averaged lift (0.3735) which is nearly the same to the experimental
3D result (0.37) given by Alam et al. [27]. Thus, it seems quite clear that 2D
flow is not valid for high angles of attack. However, it is worth noting that the
3D case also needs a mesh refinement study since only one mesh has been
tested.
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Figure 6.3: Drag polar and St for different angles of attack (two meshes)
Total elements ∆xmin ∆ymin Cl Cd
31,800 4.3×10−3 4×10−3 0.8958 0.1840
42,648 (coarse) 3×10−3 3×10−3 0.9698 0.1922
123,015 (fine) 5.5×10−3 5×10−3 0.9207 0.1902
170,592 (coarse x 4) 1.5×10−3 1.5×10−3 0.9550 0.1940
Table 6.1: Aerodynamic coefficients compared with different meshes (AOA=10 deg)
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6.3 Numerical results
In this section, the main numerical results of the fine mesh are given. These results
consist on the averaged flow patterns (via streamlines), instantaneous flowfields,
pressure coefficient distributions and energy spectra analysis. The exact values of
the aerodynamic coefficients are also provided.
In Table 6.2, the reader can observe the exact results (aerodynamic coefficients)
of the fine mesh.
AOA Cl Cd Clrms Cdrms St
0 −3.28×10−4 4.99×10−2 3.28×10−4 4.99×10−2 3.90×10−2
2 6.52×10−2 5.09×10−2 6.52×10−2 5.09×10−2 6.96×10−2
4 1.54×10−1 5.80×10−2 1.54×10−1 5.80×10−2 1.85×100
6 2.66×10−1 7.35×10−2 2.69×10−1 7.35×10−2 1.69×100
8 3.94×10−1 1.06×10−1 4.20×10−1 1.08×10−1 1.14×100
9 9.11×10−1 1.71×10−1 9.37×10−1 1.73×10−1 6.64×10−1
10 9.21×10−1 1.90×10−1 9.40×10−1 1.92×10−1 6.90×10−1
12 9.37×10−1 2.45×10−1 9.53×10−1 2.47×10−1 7.20×10−1
20 9.86×10−1 4.60×10−1 1.04×100 4.75×10−1 1.75×10−1
Table 6.2: Table of results for simulations without AFC (fine mesh)
As it can be seen, the root mean square values of both Cl and Cd are quite
similar to the average values. It is also interesting to see that the maximum Strouhal
number occurs at AOA=4 deg. Obviously, the bigger the angle of attack, the greater
the lift and drag coefficients.
6.3.1 Averaged flow patterns
In order to completely understand the behavior of the flow around the airfoil,
streamlines plots can be used. In Figure 6.4, it can be observed streamlines of
the mean velocities for different angles. These plots correspond to the fine mesh,
but they are really similar in the coarse mesh.
From these plots, it can be observed that a recirculation bubble is formed at low
angles of attack at the trailing edge. As commented also by Kurtulus [28], this recir-
culation bubble moves towards the leading edge as the angle of attack increases.
It can be seen that, for small angles, there is trailing edge separation. Around 12
degrees, we can consider that the flow has totally entered the stall regime.
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(a) α = 0 deg (b) α = 2 deg
(c) α = 4 deg (d) α = 6 deg
(e) α = 8 deg (f) α = 10 deg
(g) α = 12 deg (h) α = 20 deg
Figure 6.4: Streamlines of mean velocity field for different angles of attack (fine mesh)
6.3.2 Instantaneous flowfields
As an example of the flow when no active flow control is applied, the instantaneous
flowfields at different instants for an angle of attack of 10 degrees are plotted in
Figure 6.5. The selected instants are a representation of one cycle of the flow. As
it can be seen, the flow is nearly stalled at this angle of attack. Note also the huge
vortex located at the trailing edge, which is thought to be a numerical result of the
2D simulation.
6.3.3 Pressure coefficient distribution
Pressure coefficient plots are also of great usefulness to understand how much lift
a given angle of attack produces. In Figure 6.6, the reader can observe pressure
coefficient plots for several angles of attack (averaged in time for the fine mesh).
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(a) τ = 1/4 (b) τ = 2/4
(c) τ = 3/4 (d) τ = 4/4
Figure 6.5: Instantaneous flowfields without using AFC for an AOA=10 deg
It is shown that for 0 degrees, both the suction and pressure sides have the
same distribution as it is expected for a symmetric airfoil at AOA=0. The results
obtained from potential flow theory are depicted in Figure 6.7. The main difference
is located at the trailing edge since the potential theory does not predict the small
separation of the flow that occurs close to the trailing edge of the airfoil. Note that
the higher the angle of attack, the worse results predict the potential flow theory.
It is interesting to observe the inverse cp distribution for both α = 2 and α = 4
degrees. This phenomenon has been also observed in the literature for this
type of NACA airfoil (i.e. Kojima et al. [6]). The reasons explaining this in-
verse distribution are two: the large thickness of the airfoil (not observed on
the NACA0002, for instance) and the trailing-edge separation that occurs for
these angles; the flow from the pressure surface side goes to the suction sur-
face side around the trailing edge leading to a negative cp value.
Note also that for bigger angles of attack than 10 degrees, a bump on the suction
side appears. This is mainly caused by the numerical anomalies caused by the 2D
simulations, which should not be present on a 3D flow.
6.3.4 Streamwise velocity profiles
In order to analyze the size of the separated boundary layer and its reattachment,
streamwise averaged velocity profiles are an excellent way. In this case, we have
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inspected the streamwise velocity at four different locations (same as [34]): x/c =
0.3, x/c= 0.6, x/c= 0.9 and x/c= 1.2.
As it can be observed in Figure 6.8, the bigger the angle of attack, the closer
to the leading edge the separation occurs; big angles of attack have separation at
x/c = 0.3 and x/c = 0.6 while the smallest ones have more detachment near the
trailing edge. See also that the size of the separated boundary is always smaller
for small angles of attack.
6.3.5 Energy spectra
A probe has been located in the wake (above trailing edge) in order to capture the
peaks of frequency due to the velocity. The result for the most significant angles
of attack can be seen in Figure 6.9. Note that the probe has been moved to the
correct place according to the angle of attack as it is shown in Table 5.1.
The present flow is known to be governed by two kinds of organized modes
[29]: the von Ka´rma´n and the shear layer (Kelvin-Helmholtz instability) modes.
With the aid of Figure 6.9, we can observe the first mode.
The period-doubling mechanism of the von Ka´rma´n mode appears repeatedly
as the Reynolds number increases (at Re 800: one peak, at Re=1300: two peaks...
[29]), yielding peaks in powers of 2. At Re= 5000, a multitude of subharmonic peaks
appear as it can be observed in Figure 6.9 due to the von Ka´rma´n mode.
A simulation for an angle of attack of 10 degrees has been run at Reynolds 1600
to show that only 4 peaks should appear (probe located above trailing edge). As it
can be observed in Figure 6.10, we have verified that only 4 peaks appear, as said
by Hoarau et al. [29].
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Figure 6.6: Pressure coefficient distributions for different angles (fine mesh)
44 D. Duran
Final Master’s Degree Project
Figure 6.7: Pressure coefficient distribution at α = 0 deg according to XFOIL
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Figure 6.8: Streamwise velocity profiles (average flow) close to the airfoil surface (a,b,c)
and in the near wake (d) (fine mesh)
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Figure 6.9: Single-Sided Amplitude Spectrum of velocities for a probe located in the wake
(fine mesh)
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Figure 6.10: Energy spectrum for velocities at Re=1600 and AOA=10 deg (probe 2)
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6.4 3D simulation
Since it has been observed that the 2D lift coefficient at AOA=10 deg departs from
the experimental results, a 3D flow simulation is performed by extruding the medium
mesh (refined in the trailing edge, which ends in a plane of 54000 DOFs) in 32
planes. This leads to a mesh with 1.7 million DOFs. Such a big mesh is costly to
be simulated but it is necessary to extrude the mesh in at least 32 planes to obtain
3D structures.
The performed simulation has a skew-symmetric convective scheme and a time
integration of RK-3. No turbulence model has been imposed.
The evolution of the lift coefficient can be observed in Figure 6.11. Note that
the oscillatory response is not so perfect as in the 2D cases, but the averaged lift
coefficient (0.3735) completely coincides with the experimental results of Alam et
al. at Re= 5,300 [27] (0.37).
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Figure 6.11: 3D lift coefficient vs time at AOA=10 deg
In Figure 6.12, both the drag coefficient and the single-sided amplitude spec-
trum can be observed. The exact averaged and root mean square aerodynamic
coefficients are given in Table 6.3. All the aforementioned results are averaged
from TU = 15.
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Figure 6.12: 3D drag coefficient and Strouhal spectrum at AOA=10 deg
Variable Result
CL 3.7348×10−1
CLrms 3.7960×10−1
CD 1.3655×10−1
CDrms 1.3690×10−1
St 7.4506×10−1
Table 6.3: Aerodynamic coefficients of the 3D simulation at an AOA=10 deg
Besides the fact that the 2D lift coefficient was completely wrong, the drag
coefficient has been also reduced when a 3D flow has been considered (from
0.190 to 0.135). The Strouhal number has been slightly increased respect to
the 2D simulation.
When looking into the pressure coefficient distribution, it is clear why the 2D sim-
ulation at an angle of attack of 10 degrees is completely wrong (see Figure 6.13).
The absolute values of cp are not correct for the 2D simulation. Moreover, the bump
on the suction side is also due to the 2D anomalies.
The streamlines of the mean velocity field for the 3D simulation can be observed
in Figure 6.15. As it can be observed, in contrast to the 2D simulation, the airfoil is
already in stall at 10 degrees (no recirculation).
In Figure 6.14, the single-side spectrums of a probe located in the wake are
depicted. The 2D spectrum clearly shows the vortex pairing, which is typical of a
2D flow, where the vortices do not dissipate by the vortex stretching mechanism.
Therefore, there are infinite harmonics in the 2D spectrum. On the other hand,
the vortex shedding (frequency at which the shear layer of the suction side interact
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Figure 6.13: Pressure coefficient distribution (2D vs 3D) at an AOA=10 deg
with the ones of the trailing edge) can be seen on the 3D simulation. The non-
dimensional vortex shedding frequency of the 3D simulation is 1.11 vs 0.69 of the
2D simulation. The frequency is higher in 3D since the shear layers are closer and
the recirculation is less (interacting at a higher frequency than the 2D flow).
In bluff bodies, the vortex shedding frequency is somehow inversely proportional
to the vertical separation between the shear layers. Thus, from the obtained energy
spectra, it can be already deduced that the 3D wake would be more narrow than
the 2D wake.
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Figure 6.14: Wake spectrum of velocities at AOA=10 deg
Finally, in order to better observe the 3D structures, the Q-criterion is depicted
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Figure 6.15: 3D streamlines of mean velocity field for an AOA=10 deg
in Figure 6.16 at a given instant of time (TU = 33). Note the ’rib’ structures that
always finish on the ’tunnel’ vortices until they start to break.
Figure 6.16: 3D instantaneous Q-criterion isocontour (Q= 5) colored by velocity magnitude
for an AOA=10 deg
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Chapter 7: NACA 0012 airfoil simulations: Ac-
tive Flow Control
The aim of this section is to apply Active Flow Control to the studied NACA 0012
airfoil. Specifically, we consider angles of attack of 6 and 10 degrees. AOA=10 deg
is the beginning of stall for this type of airfoil and 2D simulations depart from 3D
ones at this angle of attack. Thus, AOA=6 deg cases are also simulated since they
are more realistic. Note that, in order to be efficient, AFC has to be applied in the
zone of maximum lift (stall region).
7.1 Computational Mesh
From the studied reference cases (see chapter 6), it can be observed that sep-
aration occurs at around x/c = 0.06 from the leading edge. Thus, the actuator
has to be placed at that location or a little bit closer to the leading edge.
The mesh designed to simulate AFC can be seen in Figure 7.1. The exact
location of the center of the actuator is x/c = 0.057 from the leading edge. The
width of the actuator is h/c= 0.00748. In order to completely solve the region of the
actuator, the number of nodes have been increased by a factor of 10 in that region
with an hyperbolic transition to the surrounding airfoil surface.
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(a) General view (b) Zoom 1
(c) Zoom 2 (d) Zoom 3
Figure 7.1: Mesh for Active Flow Control (screenshots)
7.2 Implementation of the active flow control on the CFD
code
There is quite controversy about the optimal non-dimensional frequency F+. Some
authors say that, for applications such as flow separation control over an airfoil, it
should be in the order of 1 [9]. Others claim that up to order 10 should work [35].
In this report, several frequencies are tested as indicated in Table 7.1. The formula
for the dimensionless frequency is the following one:
F+ = f
xte
U∞
(7.2.1)
Thus, for a determined location of the actuator and known free-stream velocity,
the actuation frequency f is readily set.
Moreover, as shown in the literature [14], jet momentum coefficients Cµ must be
at least 0.002. In this report, we define Cµ as in You and Moin [13] and we have
tested five values: Cµ = 0.001,0.0025,0.005,0.0075,0.01 (see Table 7.1):
Cµ =
h(ρu2max)sinθ j
c(ρU2∞)
(7.2.2)
where h and θ j are the width of the actuator cavity and the jet angle with respect
to the airfoil surface. Taking a value of θ j = 30 deg, the necessary peak bulk jet
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velocity umax can be obtained.
You and Moin define the following boundary condition to mimic the oscillatory
motion of a piston engine in the experiment of reference [9]. This is also the bound-
ary condition that has been used in this study over the airfoil surface:
(u,v,w) = ApU∞ sin(2pi f t)[cosα,−sinα,0] (7.2.3)
The maximum of this function is given by the expression ApU∞, which has to be
equal to umax. Thus, the exact implemented boundary condition depending on time
t is:
(u,v,w) = umax sin(2pi f t)[cosα,−sinα,0] (7.2.4)
7.3 Definition of the cases
In Table 7.1, the reader can observe all the simulated cases (both α = 6 and α = 10)
with Active Flow Control. To characterize the level of flow control in the boundary
layer, two main parameters are studied: the momentum coefficient Cµ and the
non-dimensional frequency F+.
AOA (deg) Cµ umax/U∞ F+
6 & 10 0.005 1.1562 0.85
6 & 10 0.005 1.1562 1
6 & 10 0.005 1.1562 1.15
6 & 10 0.005 1.1562 2
6 & 10 0.005 1.1562 5
6 & 10 0.005 1.1562 10
6 & 10 0.005 1.1562 15
6 0.001 0.517088 1
6 & 10 0.0025 0.8176 1
6 & 10 0.0075 1.4161 1
6 & 10 0.01 1.6352 1
Table 7.1: Definition of the AFC cases
The results from the aforementioned cases are given in the following sections.
7.4 Methodology assessment
Before starting to analyze the results of the cases in detail, it is necessary to see
if the results obtained with the present methodology are realistic. In Figure 6.2, we
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have already seen that, for AOA=10 deg, the results depart from the 3D literature
results. Thus, hereafter, we want to confirm that the results are not valid for this
angle of attack when the 2D flow hypothesis is used.
In Figure 7.2 and Figure 7.3, the main aerodynamic coefficients depending on
both the dimensionless frequency and momentum coefficient can be respectively
seen for an angle of attack of 6 degrees. The dash lines represent the case without
active flow control. These results have been averaged from TU = 15.
It can be clearly seen that only the cases of a dimensionless frequency less
than 2 do increase the lift-to-drag relation in our case. This means, that these
cases where F+ is less than 2 produce a considerable increase of lift coefficient
and decrease of drag coefficient. It is also interesting to observe that the Strouhal
number follows quite well the dimensionless frequency. On the other hand, from
the different tested momentum coefficients, Cµ = 0.0025 produces a slightly better
lift-to-drag relation. There is no sense in reducing less than 0.0025 the momentum
coefficient.
The same plots have been depicted for an angle of attack of 10 degrees (see
Figure 7.4 and Figure 7.5, averaged from TU = 20). However, there is no clear
tendency on the aforementioned plots and we cannot trust them since 10 degrees
simulations should be carried out considering 3D as previously mentioned (see
section 6.4). Otherwise, the 3D structures that occur at this angle of attack are not
correctly solved.
For the reasons mentioned above, it has been decided that the detailed results
(section 7.5) will be only given for 6 degrees in the 2D simulations. The results
for AOA=6 deg are valid even when simulating in 2D.
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Figure 7.2: Effect of dimensionless frequency on main coefficients for AOA=6 deg (Cµ =
0.005)
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Figure 7.3: Effect of momentum coefficient on main coefficients for AOA=6 deg (F+ = 1)
56 D. Duran
Final Master’s Degree Project
0 5 10 15
Dimensionless frequency F +
0.6
0.7
0.8
0.9
1
Av
er
ag
ed
 C
l
(a) Averaged lift coefficient
0 5 10 15
Dimensionless frequency F +
0.12
0.14
0.16
0.18
0.2
Av
er
ag
ed
 C
d
(b) Averaged drag coefficient
0 5 10 15
Dimensionless frequency F +
4.8
4.9
5
5.1
5.2
5.3
C l
/C
d
(c) Lift-to-drag coefficient
0 5 10 15
Dimensionless frequency F +
0.6
0.8
1
1.2
1.4
St
ro
uh
al
 n
um
be
r
(d) Strouhal number
0 5 10 15
Dimensionless frequency F +
0.6
0.7
0.8
0.9
1
1.1
C l
 
R
M
S
(e) Root mean square lift coefficient
0 5 10 15
Dimensionless frequency F +
0.12
0.14
0.16
0.18
0.2
Av
er
ag
ed
 C
d
(f) Root mean square drag coefficient
Figure 7.4: Effect of dimensionless frequency on main coefficients for AOA=10 deg (Cµ =
0.005)
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Figure 7.5: Effect of momentum coefficient on main coefficients for AOA=10 deg (F+ = 1)
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7.5 Numerical results
In this section, the main numerical results from the cases presented in Table 7.1
are detailed. The same variables/plots as chapter 6 are studied.
In Table 7.2, the reader can observe the exact results (aerodynamic coefficients)
of the cases presented in Table 7.1. Only the simulations of AOA=6 deg are pro-
vided since AOA=10 deg should be performed considering 3D flow.
Cµ F+ Cl Cd Clrms Cdrms St
No AFC - 2.66×10−1 7.35×10−2 2.69×10−1 7.35×10−2 1.69
0.001 1 4.11×10−1 7.36×10−2 4.30×10−1 7.47×10−2 1.07
0.0025 1 4.24×10−1 7.16×10−2 4.42×10−1 7.30×10−2 1.06
0.005 0.85 3.66×10−1 6.98×10−2 3.86×10−1 7.09×10−2 0.90
0.005 1 4.01×10−1 7.05×10−2 4.20×10−1 7.22×10−2 1.06
0.005 1.15 4.59×10−1 7.18×10−2 4.74×10−1 7.26×10−2 1.22
0.005 2 3.64×10−1 6.86×10−2 3.64×10−1 6.89×10−2 2.12
0.005 5 2.66×10−1 7.10×10−2 2.70×10−1 7.15×10−2 1.68
0.005 10 2.65×10−1 7.07×10−2 2.75×10−1 7.17×10−2 10.6
0.005 15 2.66×10−1 7.04×10−2 2.86×10−1 7.22×10−2 15.9
0.0075 1 3.63×10−1 6.94×10−2 3.83×10−1 7.11×10−2 1.05
0.01 1 3.39×10−1 6.87×10−2 3.58×10−1 7.05×10−2 1.05
Table 7.2: Table of results for simulations with AFC (AOA=6 deg)
These results have been discussed in the previous sections. However, observe
that the RMS values are quite similar to the averaged ones. Note also that the
Strouhal number usually follows the dimensionless frequency of the actuator.
The following conclusions can be obtained from the above table:
• The maximum lift coefficient is obtained with Cµ = 0.005 and F+ = 1.15, which
produces an increase on the lift coefficient of 72.56% respect to the refer-
ence case. This case is followed by Cµ = 0.0025 and F+ = 1. F+ > 5 does not
produce any improvement on the lift coefficient.
• The minimum drag coefficient is obtained with Cµ = 0.005 and F+ = 2, which
gives a decrease of 6.67% respect to the reference case. A really low mo-
mentum coefficient does not reduce the drag coefficient at all.
• From these results, the best lift-to-drag ratio is obtained with Cµ = 0.005 and
F+ = 1.15, which achieves a 6.40 ratio vs 3.63 from the reference case (a
76.48% increase).
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• Similar results are obtained if looking into the root mean square values.
7.5.1 Averaged flow pattern comparison
By depicting the streamlines of the mean velocity for an angle of attack of 6 degrees,
it can be seen that the maximum reattachment occurs for F+ = 1 (Figure 7.6) and
Cµ = 0.0025 (Figure 7.7). On both figures, the non-actuated case is also shown.
In any case, besides the small differences when changing F+ and Cµ values,
all actuated cases behave quite well when reattaching the flow. This could
have been also deduced from Figure 7.2 and Figure 7.3 or Table 7.2, where a
reduction in drag and an increase in lift are observed.
The actuation with 10 degrees is also shown in Figure 7.8 (F+ = 1 and Cµ =
0.005). Although it can be also seen that the flow is reattached, the exact result
figures cannot be trusted because of the effect of 2D simulations for such an angle
of attack.
(a) No Active Flow Control (b) F+ = 0.85
(c) F+ = 1 (d) F+ = 2
Figure 7.6: Streamlines of mean velocity field at AOA=6 deg for AFC with Cµ = 0.005
7.5.2 Instantaneous flowfields
In Figure 7.9, the reader can observe that the actuator considerably attaches the
flow to the airfoil surface if compared with Figure 6.5. The shown instants of time
are representative of each cycle of the flow.
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(a) No Active Flow Control (b) Cµ = 0.0025
(c) Cµ = 0.0075 (d) Cµ = 0.01
Figure 7.7: Streamlines of mean velocity field at AOA=6 deg for AFC with F+ = 1
In Figure 7.9d, it can be seen the actuator near the leading edge (discontinuity
in velocity) expelling fluid. In Figure 7.9b, the fluid is suctioned by the actuator. It
is quite impressive that so much reattachment can be achieved with an oscillatory
motion of the same order of the free-stream velocity.
7.5.3 Pressure coefficient distribution
In Figure 7.11, it can be observed the pressure coefficient distribution for different
values of F+. All the cases increase the total lift coefficient (pressure and suction
curves are further from each other). We can see that F+ = 1.15 produces a slightly
higher lift coefficient. Observe also the sudden decrease of Cp on the zone of the
actuator (leading edge).
On the other hand, in Figure 7.12, the reader can observe how the momentum
coefficient affects the pressure coefficient distribution. Note that the decrease of
Cp on the zone of the actuator is smaller for less momentum coefficient (up to
Cµ = 0.0025), meaning that more lift coefficient can be produced.
Observing the pressure coefficient distributions, there is an increase in the
lift coefficient, for all the actuated cases. However, it is clear that F+ = 1.15 (for
Cµ = 0.005 Figure 7.11) and Cµ = 0.0025 (for F+ = 1 Figure 7.12) produce a better
distribution. This is in line with all the results previously mentioned in this section.
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(a) Without Active Flow Control
(b) With Active Flow Control
Figure 7.8: Streamlines of mean velocity field at AOA=10 deg with and without AFC
7.5.4 Streamwise velocity profiles
Similarly to subsection 6.3.4, the streamwise velocity profiles for the different actu-
ated cases are compared with the non-actuated case (dashed line) for an angle of
attack of 6 degrees. Figure 7.13 corresponds to different values of dimensionless
frequency and Figure 7.14 to different values of momentum coefficient.
On both figures, it can be clearly seen that at x/c = 0.3, the flow is still fully
attached to the airfoil for this angle of attack. On x/c = 0.6, only the non-actuated
case is deattached while all the cases with active flow control produce an attached
flow. From the rest of positions (x/c = 0.9 and x/c = 1.2) the worst frequency (of
the depicted ones) is F+ = 5, while the worst momentum coefficient is 0.01. These
values produce a too big boundary layer. The values that produce the smallest size
of the boundary layer is F+ = 1.15 and Cµ = 0.0025. This completely coincides with
the results presented above in this section.
7.5.5 Energy spectra
Finally, in Figure 7.10, the reader can observe the energy spectra for two probes
located on both the leading and trailing edge (see Table 5.1 for the exact location at
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(a) τ = 1/4 (b) τ = 2/4
(c) τ = 3/4 (d) τ = 4/4
Figure 7.9: Instantaneous flowfields for AOA=6 deg using AFC (F+ = 1 and Cµ = 0.005)
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Figure 7.10: Single-Sided Amplitude Spectrum of velocities for AOA=6 deg (F+ = 1 and
Cµ = 0.005)
an angle of attack of 6 degrees). As it can be seen, a lot of frequencies are present
due to the vortex pairing. The amplitude of the oscillations of the second probe is
much bigger than the one located on the leading edge where the flow is completely
attached to the airfoil surface.
The differences in the spectrum plots between different values of F+ andCµ are
not so big to include all the plots herein, so only F+ = 1 and Cµ = 0.005 spectrum is
provided. Note that the level of the peaks are slightly smaller than the ones without
active flow control, if compared with the same angle of attack (see Figure 6.9b).
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Figure 7.11: Pressure coefficient distribution using AFC (varying F+ at Cµ = 0.005) at α = 6
deg
0 0.2 0.4 0.6 0.8 1
x/c
-1.5
-1
-0.5
0
0.5
1
1.5
C p No AFC
C
µ
=0.001
C
µ
=0.0025
C
µ
=0.005
C
µ
=0.0075
C
µ
=0.01 0.02 0.06 0.1 0.14
-1.2
-1
-0.8
-0.6
-0.4
-0.2
Figure 7.12: Pressure coefficient distribution using AFC (varyingCµ at F+ = 1) at α = 6 deg
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Figure 7.13: Streamwise velocity profiles (average flow) close to the airfoil surface (a,b,c)
and in the near wake (d) for different F+ values (Cµ = 0.005) at AOA=6 deg
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Figure 7.14: Streamwise velocity profiles (average flow) close to the airfoil surface (a,b,c)
and in the near wake (d) for different Cµ values (F+ = 1) at AOA=6 deg
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Chapter 8: Project Management: Schedule,
budget and communication
Any project requires some kind of management depending on its size. This project
is not different and considerable management has been necessary to achieve the
final results. In this chapter, four basic management areas of the project are ex-
plained: time (and scope), cost and communication. Other common areas of
project management such as human resources and procurement do not apply to
this study, while others such as risk and quality management are not detailed be-
cause of space limitations and importance to this study.
8.1 Time Management
In this section, the time management of the project is presented. First of all, the
performed activities are detailed and, then, a schedule of the project is presented
in a Gantt diagram.
8.1.1 Work Breakdown Structure (WBS)
The Work Breakdown Structure (WBS) of this project can be seen in Table 8.1. The
WBS has been divided into two different levels of activity: the first level represents
the major work packages of the project while the second one presents the detailed
activities of each work package.
8.1.2 Project Schedule
The different tasks given in Table 8.1 can be also observed in the project schedule
left in Figure 8.1. Both the starting and ending dates are detailed in the chart.
Moreover, the different dependencies between the activities can be also observed.
Finally, the two main milestones are also given: the report delivery day and the
presentation day.
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Presentation
PP-2
PP-1
Report	delivery
DOC-4
DOC-3
SAFC-4
SAFC-3
SAFC-2
SAFC-1
LR-4
DOC-2
LR-3
SNAFC-5
SNAFC-4
SNAFC-3
SNAFC-2
SNAFC-1
DOC-1
LR-2
DSC-12
DSC-11
DSC-10
DSC-9
DSC-8
DSC-7
DSC-6
DSC-5
DSC-4
DSC-3
DSC-2
DSC-1
LR-1
30 06 13 20 27
Feb	2017
06 13 20 27
Mar	2017
03 10 17 24 01
Apr	2017
08 15 22 29
May	2017
05 12 19 26
Jun	2017
03 10 17 24 31
Jul	2017
07 14
Aug	2017
0 100%LR-1
1 100%DSC-1
2 100%DSC-2
3 100%DSC-3
4 100%DSC-4
5 100%DSC-5
6 100%DSC-6
7 100%DSC-7
8 100%DSC-8
9 100%DSC-9
10 100%DSC-10
11 100%DSC-11
12 100%DSC-12
13 100%LR-2
14 100%DOC-1
15 100%SNAFC-1
16 100%SNAFC-2
17 100%SNAFC-3
18 100%SNAFC-4
19 100%SNAFC-5
20 100%LR-3
21 100%DOC-2
22 100%LR-4
23 100%SAFC-1
24 100%SAFC-2
25 100%SAFC-3
26 100%SAFC-4
27 100%DOC-3
28 100%DOC-4
29 0%Report	delivery
30 0%PP-1
31 0%PP-2
32 0%Presentation
TFM	Gantt	diagram
Figure 8.1: Gantt diagram of the project
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WBS-ID Description
Duration
(h)
LR Literature Review 60
LR-1
Formation on Navier-Stokes equations using
spectro-consistent scheme
15
LR-2 Research on boundary layer control 20
LR-3 Research on Active Flow Control 15
LR-4 Research on Synthetic Jets 10
DSC Development of the spectro-consistent code 180
DSC-1
Implement a staggered discretization (including
halos)
15
DSC-2 Implement the basic matrices (M, L, G, Ω) 10
DSC-3 Implement the diffusive and convective operators 20
DSC-4 Implement the upwind scheme 5
DSC-5 Verify all the operators and matrices 15
DSC-6 Implement the pressure-velocity coupling solver 10
DSC-7 Add the Fourier solver 20
DSC-8 Implement the time integration 5
DSC-9 Validate the code for different velocity distributions 25
DSC-10 Convert the code to 3D 30
DSC-11 Validate the 3D code 10
DSC-12
Prepare and postprocess the simulations for the
Taylor-Green problem
15
SNAFC Simulations without Active Flow Control 160
SNAFC-1 Design of different meshes 40
SNAFC-2 Unsuccessful trials with Code Saturne 60
SNAFC-3 Preparation of the cases with Alya 20
SNAFC-4 Monitoring of all the simulations 10
SNAFC-5 Post-processing and results analysis 30
Table 8.1: Work Breakdown Structure of the project
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WBS-ID Description
Duration
(h)
SAFC Simulations with Active Flow Control 75
SAFC-1 Redesign of the meshes to include the actuator 5
SAFC-2 Modification of the cases to include AFC 10
SAFC-3 Monitoring of the AFC simulations 20
SAFC-4 Post-processing and results analysis 40
DOC Documentation writing 110
DOC-1
Draft 1: Layout of the report, review of literature,
mathematical formulation, spectro-consistent sec-
tion, computational setup, NACA 0012 airfoil sim-
ulations without Active Flow Control
35
DOC-2
Draft 2: Comments of draft 1 implemented, figures
improved, NACA 0012 airfoil simulations with Ac-
tive Flow Control, new sections added
30
DOC-3
Draft 3: Introduction, Project Management, Envi-
ronmental impact, Conclusions, Appendices and
abstract
30
DOC-4 Final version: Latest improvements implemented 15
PP Presentation preparation 45
PP-1 Writing of the different slides 30
PP-2 Preparation of the project defense 15
Table 8.1: Work Breakdown Structure of the project (cont.)
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8.2 Cost Management: Budget
Project Cost Management is primarily related to the cost of the resources needed
to complete project activities [36]. Since the scope of this project is not too big and
most part of the project is finished, cost estimating and cost budgeting are tightly
linked and can be viewed as a single process.
8.2.1 Cost estimating
The cost estimating is a fundamental part of the cost management. It is the respon-
sible of the confidence level of the whole budget and it has to clearly specify the
main constraints and assumptions. First of all, the level of accuracy is explained.
Then, the worksheets used to estimate the budget are presented.
Level of accuracy
To set the level of accuracy, several factors have to be considered such as the scope
of the activities or magnitude of the project. Bearing in mind that the costs given
herein are estimations, it does not have any sense to have a precision of centimes.
Thus, the level of accuracy of the project is set to 1%. Hence, the activity cost
estimates are rounded up or down with a precision of 1%. In Table 8.2, some
examples for different orders of magnitudes are presented:
Original estimate (e) Rounded estimate (e)
8.68 8.68
51.24 51.2
258.65 259
4,521.15 4,520
Table 8.2: Examples of the level of accuracy
Finally, it is worth noting that the budget at completion follows the same criterion
presented above.
Cost estimation worksheets
The estimation of the costs have been carried out with two tables: a list of paramet-
ric estimates, which it has a cost per unit, (see Table 8.3) and a list of three-point
estimates (see Table 8.5). Then, the combination of these tables leads to the final
budget of the project (see Table 8.6).
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It is important to note that the depreciation method that has been used is
straight-line for simplicity (other more complex methods, such as double declining-
balance, could be also used).
Item Cost per unit
Number of
units
Cost estimate
(e)
Human resources
Junior engineer 14 e/h 630 h 8,820
Software
Matlab Academic Li-
cense
500 e/3y1 1/3 y 55.6
ANSYS Academic Re-
search License
400 e/y2 1/3 y 133
Alya 0 e/y3 1/3 y 0
Electricity power
Personal laptop 0.228 e/kWh 4 53.55 kWh 12.2
Desktop PC 1 (simula-
tions)
0.103 e/kWh 5 243 kWh 25.0
Desktop PC 2 (simula-
tions)
0.103 e/kWh 243 kWh 25.0
Depreciation
Personal laptop 600 e/6y6 1/3 y 33.3
Desktop PC 1 2000 e/6y 1/3 y 111
Desktop PC 2 1500 e/6y 1/3 y 83.3
Table 8.3: List of parametric estimates
In order to compute the power consumption for the personal laptop and desktop
PC, the items left in Table 8.4 have been considered.
For the personal laptop, a total of 80 W are consumed. Thus, considering that
the laptop has been used during the entire duration of the project (630 h), a total of
1https://es.mathworks.com/pricing-licensing.html?prodcode=ML&intendeduse=edu
2https://webstore.illinois.edu/Shop/product.aspx?zpid=2564
3Permission has been granted due to an agreement between the Alya development team and the
TUAREG (UPC)
4Households price at 2016 according to Eurostat: http://ec.europa.eu/eurostat/
statistics-explained/index.php/File:Half-yearly_electricity_prices_(EUR).png
5Industry price at 2016 according to Eurostat: http://ec.europa.eu/eurostat/
statistics-explained/index.php/File:Half-yearly_electricity_prices_(EUR).png
6According to IRS Publication 946 (https://www.irs.gov/uac/about-publication-946), com-
puters have a class life of 6 years.
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53.55 kWh have been consumed.
For the desktop PCs, a total of 135 W are consumed for each one. Approxi-
mately, each PC has been used uninterruptedly during half the project (75 days or
1800 hours). Thus, a total of 194.4 kWh have been consumed per computer.
Item Power consumption (W)
Personal laptop 80
Laptop 45
LCD monitor 30
Router 5
Related cables 5
Desktop PC 135
Computer (8 cores) 120
Related cables 15
Table 8.4: Power consumption
Item
Optimistic
cost (o e)
Most
likely
cost (m
e)
Pessimistic
cost (p e)
Weighting
equation
Expected
cost
(e)
External hard
disk for simu-
lations
40 55 70 o+4m+p6 55
USB stick (16
GB)
15 20 30 o+4m+p6 20.8
Printing 80 130 200 o+4m+p6 133
Table 8.5: List of three point estimates
8.2.2 Cumulative and total costs
Once the cost estimating is done (via the list of parametric estimates and three point
estimates), hereafter the cumulative curve and budget at completion is presented.
Then, the costs are also distributed into the main areas of the project by using
percentages.
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Area Cost (e)
Human resources 8,820
Software 188.6
Electricity power 62.2
Depreciation 227.6
Others 208.8
Indirect Costs (25%) 2,376.8
Total 11,884
Table 8.6: Project budget divided by areas
Cumulative cost curve
The cumulative cost curve of the project can be seen in Figure 8.2. The main
assumptions of this curve have been:
• Human resources, software and personal laptop consumption costs have
been equally distributed among the total duration of the project (160 days).
• The punctual costs given in Table 8.5 are considered on the day when the
purchase has been ordered.
• The power consumption of the desktop PCs has been imposed on the last
part of the project.
• An indirect cost (25% of all the direct costs) has been added (distributed
among the entire duration of the project).
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Figure 8.2: Cumulative cost curve
73 D. Duran
Final Master’s Degree Project
Budget at completion
To sum up, at the end of the project, a budget of 11,900e has been expended.
The main part of this budget corresponds to the human resources (74%) as
it can be seen in Figure 8.3. Human resources is always one of the main
contributors to any project/business. It is worth noting that no contingency
reserve has been assumed since the project is already completed.
Area Cost Percent
Human resources 8820 74.21744
Software 188.6 1.587008
Electricity 62.2 0.523393
Depreciation 227.6 1.91518
Others 208.8 1.756984
Indirect costs 2376.8 20
Total 11884 100
74%
2%
0%
2%
2% 20%
Pie chart of costs per area
Human resources Software Electricity
Depreciation Others Indirect costs
Figure 8.3: Pie chart of the costs per area
8.3 Communications Management
As said in reference [36], effective communication creates a bridge between the
members of a project, who may have different background, levels of expertise, per-
spectives and interests.
The types of communication involved in this project have been:
• Informal: The information transmitted in this kind of communications is crucial
for the day-to-day work to ensure correct development of the project.
– E-mail (∼ 100)
– Face to face conversations
– Phone calls
– Messaging/mobile apps (∼ 2,500)
• Formal: This type of communication is adequate to provide information on
regular intervals so that all the members of the team know the status and
progress of the project.
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– Status meetings
– Status/technical reports
Based on the needs and requirements of the advisors and author of this project,
the plan communications management can be summarized in Table 8.7.
Communication
Type
Objective of the com-
munication
Medium Frequency
Kick-off meeting
Introduce the project and
review the main objec-
tives and approaches
Face to face Once
Status meetings
Review status of the
project
Face to face/-
Conference
call
Monthly
Technical meet-
ings
Discuss and develop
technical solutions
Face to face Weekly
Technical reports
Inform about partial re-
sults
E-mail Weekly
Eventualities
Inform about eventual is-
sues
E-mail, phone
calls or mobile
apps
As needed
Mid-term review
Evaluate the status of
the project in terms of
scope
Face to face Once
Final meeting
Conclusion and evalua-
tion of the project
Face to face Once
Table 8.7: Communication management plan matrix
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Chapter 9: Environmental impact
Reducing the environmental impact of air transportation is one of the most impor-
tant public concerns in the aviation community. The USA with NextGen project
[37] and NASA research activities [10], and Europe with SESAR [38] and Clean
Sky [39] programs are pioneers in research projects aiming to address capacity,
environmental impact, safety and economic aspects of aviation.
Active Flow Control is still a novel technology and there are few real-world ap-
plications implemented nowadays. However, it is expected that AFC applications
will dramatically increase in the near future. As a consequence, several benefits
regarding the environment will be obtained.
Active Flow Control enables optimization at off-design conditions and it has the
potential for revolutionary advances in aerodynamic performance and maneuver-
ing. Since the drag is reduced and there is more lift and circulation control, it is
possible to reduce the noise and weight of the aircraft. An immediate consequence
of the weight reduction is less fuel consumption, which enables to produce less
emissions of dangerous substances for the environment.
To sum up, the technology studied in this project will produce benefits for the
environment in the near future. However, no predictions of the actual environmental
impact have been performed in this study since they are outside of the main scope.
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Chapter 10: Future development planning
The results presented in this study are promising, but the scope of the current
project is not limitless. However, it is strongly recommended to continue the study
in a future project. This chapter aims to give some guidance on the future tasks
and planning.
10.1 Description of the tasks
In order to achieve the aim of completely study the interaction of active flow con-
trol with the boundary layer of NACA airfoils, the following steps are foreseen to
contribute towards this goal:
• FS-1: 3D simulations for the NACA 0012 airfoil. This step is important since,
at high angles of attack, the physics of the problem is not completely solved
by using 2D simulations.
• FS-2: Implement some turbulence models. The current project has been
centered on a laminar flow, but on some cases, turbulent models can produce
different results.
• FS-3: Study the effect of the Reynolds number for the level of flow con-
trol over the NACA 0012 airfoil. It is expected that quite different results are
obtained for higher values (Re> 105).
• FS-4: Analyze other types of NACA airfoils. For thicker airfoils, the type of
stall is completely different: trailing edge stall is observed on these types of
airfoils.
• FS-5: Include the geometry of the synthetic jet on the performed simula-
tions. So far, synthetic jets have been simulated by implementing a certain
boundary condition, but more exact results could be obtained by inserting
the exact geometry of the synthetic jet. Obviously, this will imply a dramatic
increase of computer power/time.
• FS-6: Test and validate the results of the numeric simulations with wind tun-
nel experiments.
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10.2 Future schedule
While some of the tasks mentioned above are feasible within the following months,
others require to invest a huge amount of hours. Thus, it is quite difficult to forecast
how much time the aforementioned tasks will consume, but, in Figure 10.1, the
reader can observe an approximate Gantt diagram of the future development of the
study. The same nomenclature of previous section has been used.
FS-6
FS-5
FS-4
FS-3
FS-2
FS-1
260310172431
Jul	17
07142128
Aug	17
04111825
Sep	17
0209162330
Oct	17
06132027
Nov	17
0411182501
Dec	17
08152229
Jan	18
05121926
Feb	18
05121926
Mar	18
0209162330
Apr	18
07142128
May	18
04111825
Jun	18
0209162330
Jul	18
06132027
Aug	18
0310172401
Sep	18
08152229
Oct	18
05121926
Nov	18
0310172431
Dec	18
07142128
Jan	19
04
Feb	19
0 0%FS-1
1 0%FS-2
2 0%FS-3
3 0%FS-4
4 0%FS-5
5 0%FS-6
TFM	Future	Development
Figure 10.1: Gantt diagram of the future development of the study
Note that the end of the schedule lays on December 2018, which means that
future developments could last up to one and a half year or more.
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Conclusions and recommendations
This project shows that it is possible to apply active flow control (by means of
synthetic jets) in order to reduce the size of the boundary layer. A systematic
parametrization of the synthetic jet has been performed showing the optimal fre-
quency and momentum coefficient in order to obtain the maximum level of flow
control over the NACA 0012 airfoil.
Results demonstrate that by correctly positioning the jet actuator and, setting
the optimal dimensionless frequency and momentum coefficient, the lift coefficient
increases while the drag coefficient decreases producing a better lift-to-drag ratio.
Achieving higher Cl/Cd ratios has multiple benefits such as better aerodynamic
performance and circulation control, less fuel consumption and noise reduction.
It has been also shown that, for high angles of attack, it is necessary to perform
3D simulations in order to capture the entire physics of the problem. 2D simulations
produce an excessive lift coefficient when dealing with high angles of attack.
Besides the aforementioned improvements due to the active flow control, it has
been shown that spectro-consistent discretizations are one of the best options in
the CFD field. Not only they preserve the energy between physical scales, but they
also need less degrees of freedom than other schemes (i.e. upwind) to achieve
the correct solution. The validity of spectro-consistent discretizations has been
proved both developing a code from scratch, which is able to solve the Taylor-Green
Vortices problem, and using Alya code to simulate the NACA 0012 airfoil with and
without active flow control.
Although the promising results obtained in this study, the scope of the project
is not limitless. Thus, it is strongly recommended to continue developing the study
since several improvements can be implemented in the near future. From the steps
mentioned in chapter 10, the most immediate and interesting one is to perform more
3D flow simulations, which will enable to correctly solve the flow at high angles of
attack. It would be also interesting to simulate other types of airfoils and Reynolds
numbers. These parameters could considerably affect the level of flow control over
the boundary layer.
To sum up, the present study has enabled to analyze the interaction of a mod-
eled synthetic jet with the laminar boundary layer of a NACA 0012 airfoil by using
spectro-consistent discretizations. The results are promising for the nearest future
and they lead to think that AFC will be certainly a prominent field of study for the
next decade.
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Appendix A: Mathematical derivations
This chapter is devoted to prove some mathematical relations of the Navier-Stokes
equations, which, because of space restrictions, are not included in the main body
of the report.
A.1 Derivative of energy
As said in section 4.1, the total discrete kinetic energy can be defined as:
|u|2 = utΩu (A.1.1)
Using the Chain rule, the derivative of the total discrete kinetic energy is:
d
dt
(utΩu) = ut
(
Ω
du
dt
)
+
(
dut
dt
Ω
)
u= ut
(
Ω
du
dt
)
+
(
Ω
du
dt
)t
u (A.1.2)
By using Equation 4.1.1, it is known that:
Ω
du
dt
=−C(u)u−Du−ΩGp (A.1.3)
Replacing this expression on Equation A.1.2 and bearing in mind that Ω is a
diagonal matrix:
d
dt
(utΩu) =−ut (Cu+Du+ΩGp)− (Cu+Du+ΩGp)t u (A.1.4)
Using the algebraic property that (AB)t = BtAt , the following expression can be
obtained:
d
dt
(utΩu) =−utCu−utCtu−utDu−utDtu−utΩGp− (ΩGp)tu (A.1.5)
Thus, the derivative of the total discrete kinetic energy can be expressed as
follows:
d
dt
(utΩu) =−ut(C+Ct)u−ut(D+Dt)u− (utΩGp+ptGtΩtu) (A.1.6)
A.2 Proof of the relation between kinetic energy dissipa-
tion rate and enstrophy
From the Navier-Stokes equations (see Equation 3.0.5), the kinetic energy dissipa-
tion rate  is obtained as:
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 =−dEk
dt
= 2
µ
ρ
1
Ω
∫
Ω
S : SdΩ (A.2.1)
The aim of this section is to verify that the kinetic energy dissipation rate can be
also expressed with the following expression for an incompressible flow:
 = 2
µ
ρ
ε (A.2.2)
Where the enstrophy ε can be expressed as:
ε =
1
Ω
∫
Ω
ω ·ω
2
dΩ (A.2.3)
Thus, in the end, the following statement has to be proved:
S : S ?=
ω ·ω
2
(A.2.4)
A.2.1 Expression of the strain rate tensor
First of all, the left-hand side of Equation A.2.4 has to be developed. Each compo-
nent of the strain rate tensor is defined as follows:
Si j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
(A.2.5)
Then, the strain rate tensor can be expressed with the following tensor:
S =
1
2

2 ∂u∂x
∂v
∂x +
∂u
∂y
∂w
∂x +
∂u
∂ z
∂u
∂y +
∂v
∂x 2
∂v
∂y
∂w
∂y +
∂v
∂ z
∂u
∂ z +
∂w
∂x
∂v
∂ z +
∂w
∂y 2
∂w
∂ z
 (A.2.6)
The operation S : S is equivalent to the trace (sum of diagonal elements) of
S ·ST . It is also equivalent to Si jSi j. In any case, the result of such operation is:
S : S =
(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂ z
)2
+
1
4
[(
∂v
∂x
+
∂u
∂y
)2
+
(
∂w
∂x
+
∂u
∂ z
)2
+
(
∂u
∂y
+
∂v
∂x
)2
+
(
∂w
∂y
+
∂v
∂ z
)2
+
(
∂u
∂ z
+
∂w
∂x
)2
+
(
∂v
∂ z
+
∂w
∂y
)2]
(A.2.7)
Further developing the expression leads to:
S : S =
(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂ z
)2
+
∂u
∂y
∂v
∂x
+
1
2
(
∂u
∂y
)2
+
∂u
∂ z
∂w
∂x
+
1
2
(
∂u
∂ z
)2
+
1
2
(
∂v
∂x
)2
+
1
2
(
∂v
∂ z
)2
+
∂v
∂ z
∂w
∂y
+
1
2
(
∂w
∂x
)2
+
1
2
(
∂w
∂y
)2
(A.2.8)
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Since, in an incompressible flow, the continuity equation can be expressed as
∂u
∂x +
∂v
∂y +
∂w
∂ z = 0, computing the square power of continuity equation leads to the
fact that the first three terms of the previous equation can be expressed as:(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂ z
)2
=−2∂u
∂x
∂v
∂y
−2∂u
∂x
∂w
∂ z
−2∂v
∂y
∂w
∂ z
(A.2.9)
Thus, the final expression of S : S is:
S : S =−∂u
∂y
∂v
∂x
+
1
2
(
∂u
∂y
)2
− ∂u
∂ z
∂w
∂x
+
1
2
(
∂u
∂ z
)2
+
1
2
(
∂v
∂x
)2
− ∂v
∂ z
∂w
∂y
+
1
2
(
∂v
∂ z
)2
+
1
2
(
∂w
∂x
)2
+
1
2
(
∂w
∂y
)2
(A.2.10)
A.2.2 Expression of the enstrophy
After having developed the left-hand side of Equation A.2.4, the right-hand side is
computed. The vorticity is defined as follows:
ω = ∇×u=
∣∣∣∣∣∣∣∣
iˆ jˆ kˆ
∂
∂x
∂
∂y
∂
∂ z
u v w
∣∣∣∣∣∣∣∣=
(
∂w
∂y
− ∂v
∂ z
,
∂u
∂ z
− ∂w
∂x
,
∂v
∂x
− ∂u
∂y
)
(A.2.11)
Then, the product to compute is equal to:
ω ·ω
2
=−∂u
∂y
∂v
∂x
+
1
2
(
∂u
∂y
)2
− ∂u
∂ z
∂w
∂x
+
1
2
(
∂u
∂ z
)2
+
1
2
(
∂v
∂x
)2
− ∂v
∂ z
∂w
∂y
+
1
2
(
∂v
∂ z
)2
+
1
2
(
∂w
∂x
)2
+
1
2
(
∂w
∂y
)2
(A.2.12)
The above expression is exactly the same as the one derived in subsec-
tion A.2.1. Thus, we have proved that S : S = 12ω ·ω for an incompressible
flow, which is the same as stating that  = 2 µρ ε.
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Appendix B: Implementation of the Fourier
solver
In this section, the Fourier solver mentioned in subsection 4.2.2 is explained. The
aim is to solve an equation of the following type of equation (Poisson equation):
L ·X = B (B.0.1)
Since the grid is uniform in the three directions, the matrix L can be expressed
as:
L= [a,c,d,b,a,c,d]p (B.0.2)
Where a represents the east-west two diagonals (1st component), b the main di-
agonal, c the north-south diagonals (2nd component) and d the up-down diagonals
(3rd component).
In order to have a full-working 3D Fourier solver, three main Fourier functions
have been implemented:
• Fourier 1D
• Fourier 2D
• Fourier 3D
All these steps have been tested and validated for random B vectors, which verify
that the sum of all their components is 0. The obtained X vector has been compared
to the one obtained by doing the inverse of L.
Fourier 1D solves a tridiagonal matrix A = [a,b,a]p, whose eigenvalues can be
computed as follows:
λ1 = b+2a
λ2i = λ2i+1 =−4asin2
(
ipi
N
)
+b+2a i= 1...N/2−1
λN = b−2a
(B.0.3)
Then, we can apply the following transformation that allows to express the compo-
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nents of x in the basis of the eigenvectors of A [3]:
x¯1 =
2
N
N
∑
i=1
xi
x¯2ν =
2
N
N
∑
i=1
xi cos
(
ν i
2pi
N
)
ν = 1...N/2−1
x¯2ν+1 =
2
N
N
∑
i=1
xi sin
(
ν i
2pi
N
)
ν = 1...N/2−1
x¯n =
2
N
N
∑
i=1
xi(−1)i
(B.0.4)
The previous transformation is called the direct transformation, which can be eval-
uated with a cost O(N) using the Fast Fourier Transform. The expression of the
direct transformation is:
x¯= Q−1x (B.0.5)
The details of the inverse transformation can be found in [3], but it can be expressed
as:
x= Qx¯ (B.0.6)
Then, the steps to implement the Fourier solver in one-dimensional problems are:
1. Obtain B¯, so that the system is transformed into:
A · x= B→ Q−1Ax= Q−1B= B¯ (B.0.7)
This can be also expressed as:
Q−1AQx¯= B¯ (B.0.8)
2. Find the eigenvalues of A with Equation B.0.3. It is known that Q−1AQ = λ ,
so:
λ x¯= B¯ (B.0.9)
3. Since the previous system is already diagonalized, we can go row by row
doing the following operation:
x¯i =
B¯
λi
(B.0.10)
4. Since the sum of B is 0, there is a singularity. This can be solved by imposing
the first component of x¯ to be 0, for instance.
5. Finally, x is obtained applying the inverse transformation:
x= Qx¯ (B.0.11)
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When more than one dimension is solved using Fourier, we can choose if one
dimension is solved with TDMA while the other with Fourier. In the current code,
the option to mix solvers is available. However, herein, the pure Fourier solver is
explained.
For solving Fourier 2D, the following steps are taken:
1. Loop through rows (y direction) computing B¯ and the eigenvalues of each row.
Parameters a (east-west neighbors) and b (main diagonal) are necessary. By
doing this step, the dependency with east-west neighbors has been removed.
We are left with a block tridiagonal matrix depending on the north-south neigh-
bors.
2. Call the subroutine ’fourier1D’ (explained above) with the found eigenvalues,
B¯ and the parameter c (north-south neighbors) for each column. Thus, we
have completely diagonalized the matrix. x¯ is obtained.
3. Apply the inverse transformation for each row.
An analogous procedure (with more loops) is followed for Fourier 3D:
1. Loop through z−y planes removing the dependency with east-west neighbors
by computing B¯ and λ from parameters a and b.
2. Call the subroutine ’fourier2D’ (explained above) with the found eigenvalues,
B¯, and parameters c (north-south neighbors) and d (up-down neighbors). This
is called iterating through the x direction. x¯ is obtained.
3. Apply the inverse transformation for each z− y plane.
As it can be seen, though the procedure is similar when increasing dimensions,
things get complex when an extra dimension is added. Thus, it is of great im-
portance to develop the code step by step and testing that each piece is working
separately.
In Figure B.1, the cost per time step of the Fourier solver can be seen depending
on the mesh size. These results have been obtained from an implementation of
Fourier solver in C code. In Matlab, the CPU time is slower. However, it can be
clearly observed that the cost is O(N), while without using Fourier solver would be
O(N3).
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Figure B.1: Cost per time step of Fourier solver (Source: [3])
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Appendix C: Validation of the spectro-
consistent CFD code
The aim of this section is to validate the spectro-consistent CFD code developed
from scratch, which is explained in chapter 4.
In a 3D flow, it is really complicated to find an analytical solution for a periodic
velocity distribution (see [40] for a detailed study on analytical solution of NS equa-
tions). Thus, to validate the implemented code, it is necessary to use a 2D velocity
distribution, which is known to have an analytical solution. The following initial ve-
locity distribution is such that the unsteady, convective, pressure and diffusive terms
in the Navier-Stokes equations are all non-zero (see [41]):
u= cos(2pix)sin(2piy)
v=−sin(2pix)cos(2piy)
w= 0
(C.0.1)
The analytical solution of such velocity distribution is:
uan = e−8pi
2νt cos(2pix)sin(2piy)
van =−e−8pi2νt sin(2pix)cos(2piy)
wan = 0
pan =−e−16pi2νtρ cos(4pix)+ cos(4piy)4
Ean =
e−16pi2νt
4
(C.0.2)
As said in reference [41], Equation C.0.2 constitutes a 2D Navier-Stokes solution in
which the unsteady terms balance the diffusive terms, while the convective terms
balance the pressure gradient. This solution has been used for 2D benchmarking
since Taylor derived it [42].
C.1 2D validation
The first validation consists on obtaining the analytical solution for the full 2D veloc-
ity distribution mentioned above. To do so, the following inputs are given:
• 16x16x16 mesh
• Domain from 0 to 1 meters in all directions
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• ρ = 1.225kg/m3
• µ = 0.01Pa · s
• S= 0
• CFL= 0.1
• Fourier solver used
• Consistent convective scheme
The simulation is finished when the squared mean error of velocities between the
current iteration and the previous one is less than 10−8m/s.
After 960 iterations, the comparison of the basic variables respect to the an-
alytical solution can be seen in Figure C.1. Note that there is no velocity in the
z direction. Thus, there is only vorticity in that direction (it goes out of the plane
where velocities have some value). Although the mesh is coarse, the numerical
values are quite similar to the analytical solution.
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Figure C.1: Comparison of numerical and analytical solution for a full 2D flow
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Figure C.1: Comparison of numerical and analytical solution for a full 2D flow (cont.)
XI D. Duran
Final Master’s Degree Project
C.2 3D validation through 2D rotations
So far, only a 2D solution has been validated. It could be the case that when setting
a full 3D velocity distribution, some error arises. In order to avoid these errors, the
previous 2D solution is rotated in all the possible directions.
A code has been developed so that these rotations are automatized via a rota-
tion matrix on both position and velocity. The first column represents the rotated x
component (position or velocity), the second one is the rotated y component and
the last one is the rotated z component:
Tpos =

x y z
x z y
y x z
y z x
z x y
z y x

(C.2.1)
Tvel =

u v w
u w v
v u w
v w u
w u v
w v u

(C.2.2)
Where the non-rotated velocity distribution is the same as the one indicated in sec-
tion C.1. There are two loops: iv and ip. First, the velocity is rotated as follows:
urot = Tvel(iv,1)
vrot = Tvel(iv,2)
wrot = Tvel(iv,3)
(C.2.3)
Then, the positions are rotated:
xrot = Tpos(ip,1)
yrot = Tpos(ip,2)
zrot = Tpos(ip,3)
(C.2.4)
Finally, the positions are input as arguments of the velocity functions:
urot = urot(xrot ,yrot ,zrot)
vrot = vrot(xrot ,yrot ,zrot)
wrot = wrot(xrot ,yrot ,zrot)
(C.2.5)
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Note that, theoretically, 36 rotations are possible (a double loop through the two
aforementioned rotation matrices). However, not all rotations verify the necessary
condition of divergence-free neither they are momentum solutions. In these cases,
the rotation is discarded. In the end, a total of 12 rotations are valid. These 12
rotations should give the same error if compared with the analytical 2D solution (in
absolute value). This means, that all the rotations should fit in one of the three
possible lines (corresponding to each velocity component) regardless the size of
the grid.
To record the absolute difference with the analytical solution, probes on the
staggered indices (2,2,2) are used. The same conditions as section C.1 have been
used.
As it can be seen in Figure C.2a, Figure C.2b and Figure C.2c, all the differences
(absolute value) in time go in one of the three possible lines. Note that there is
always a null curve corresponding to the non-rotated w component, which is 0. The
other two curves correspond to the rotated x or y component of the velocity.
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Figure C.2: Differences between numerical and analytical velocities for different rotations
C.3 Comparison of convective schemes
Finally, in order to see that the scheme is really spectro-consistent, we have to
verify that, independently of the mesh size, the different terms of Equation 4.1.1
(multiplied by the velocity and integrated in the whole domain) are as follows:
• Term arising from pressure must be 0.
• Convective term has to be 0 since no energy is lost because of convection.
• Diffusive term has to be equal to the temporal term.
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As it can be seen in Figure C.3, all the above statements are verified when
using the spectro-consistent scheme. On the other hand, when using an up-
wind scheme (see Figure C.4), the convective term is not 0 since energy is lost
when changing scale size.
Then, in an upwind scheme, the convective and diffusion term have to compen-
sate the temporal one. These simulations have been run with a coarse 4x4x4 mesh
to show that this is independent of the mesh size.
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Figure C.3: Contribution of the different terms (Spectro-consistent scheme)
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Figure C.4: Contribution of the different terms (Upwind scheme)
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