The inverse problem we consider is to reconstruct the location and shape of buried obstacles in the lower half-space of an unbounded two-layered medium in two dimensions from phaseless far-field data. A main difficulty of this problem is that the translation invariance property of the modulus of the far field pattern is unavoidable, which is similar to the homogenous background medium case. Based on the idea of using superpositions of two plane waves with different directions as the incident fields, we first develop a direct imaging method to locate the position of small anomalies and give a theoretical analysis of the algorithm. Then a recursive Newton-type iteration algorithm in frequencies is proposed to reconstruct extended obstacles. Finally, numerical experiments are presented to illustrate the feasibility of our algorithms.
Introduction and main results
In this paper, we consider the inverse scattering by obstacles buried in a two-layered medium separated by a flat plane and filled with different homogeneous materials, which is essential to a broad spectrum of science and technology disciplines like geophysics, underwater acoustics, and obstacle imaging in ocean environments. For simplicity, we will focus our attention on the two-dimensional case.
Let R 2 − = {(x 1 , x 2 ) ∈ R 2 : x 2 < 0} and R 2 + = {(x 1 , x 2 ) ∈ R 2 : x 2 > 0} denote the lower and upper half-spaces, respectively. The interface between the two layers is denoted by Γ = {(x 1 , x 2 ) ∈ R 2 : x 2 = 0}. We assume that the scattering obstacle D, described by a bounded domain with a connected complement, is fully embedded in the lower half-space R 2 − . Consider the incident wave u i = u i (x, d, k + ) := e ik + x·d propagating in the direction
where θ c ∈ [0, π) is defined as
with k ± = ω/c ± > 0 being the wave numbers in R 2 ± , respectively. Here, ω is the wave frequency and c ± are the wave speeds in the half-spaces R 2 ± , respectively. Further, the wave numbers k + and k − satisfy k 2 − = nk 2 + with n being the refractive index. The scattering problem in the two-layered medium is to find the total field u = u 0 + u s . From the Fresnel formula, u 0 is given by
where d r = (cos θ d , − sin θ d ) is the reflection direction, d t = (cos θ t d , sin θ t d ) is the transmission direction with θ t d ∈ [π, 2π] satisfying that k + cos θ d = k − cos θ t d , and the reflection and transmission coefficients R(θ d ) and T (θ d ) are given by with f = −u 0 | ∂D , where ν is the unit normal vector on Γ directed into R 2 + , [·] denotes the jump across the interface Γ, S 1 r := {x ∈ R 2 : |x| = r} denotes the circle of radius r centered at the origin and the wave number k is defined by
The well-posedness of the boundary value problem (1.3) can be obtained by employing a similar argument as in [12] where the case of electromagnetic scattering has been considered. In particular, it can be obtained that the scattered wave u s has the asymptotic behavior [23] u s (x) = e ik + |x| |x| u ∞ (x) + o 1 |x| , |x| → ∞, (1.4) for all directionsx = x/|x| ∈ S 1 + , where S 1 + := {x = (x 1 , x 2 ) : |x| = 1, x 2 > 0} denotes the upper unit half-circle and u ∞ (x), defined on S 1 + , is called the far-field pattern of the scattered wave u s . In the present paper, given the incident wave u i (x, d, k + ) = e ik + x·d , the corresponding scattered wave and far-field pattern are denoted by u s (x, d, k + , k − ) and u ∞ (x, d, k + , k − ), respectively. See Figure 1 .1 for the problem geometry.
In this paper, we are concerned with the inverse scattering problem of recovering the buried obstacle by wave detection made in the upper half-space. This is a difficult problem due to the fact that the problem is both nonlinear and severely ill-posed, which is a typical feature in inverse scattering problems. Various inversion algorithms have been developed to tackle the nonlinearity and ill-posedness, being divided into two types of solution strategies: iteration methods and noniterative methods. Iteration methods usually make use of nonlinear constrained optimization techniques with suitably choosing regularization terms to tackle the ill-posedness (see, e.g., [21, 22, 20, 46] ). Non-iterative methods usually deal with the nonlinearity property without using iteration. Typical examples of non-iterative methods include the linear sampling method [9, 4] , the factorization method [30] , the method of topological derivatives [1, 3] as well as the MUSIC-type methods [8, 31] . Recently, a new class of sampling methods called direct imaging methods [42, 5, 7, 37] has been widely studied, which is fast and highly robust to noises.
However, in many practical applications, the phase information of the far-field pattern is difficult and sometimes impossible to be measured, and so only the intensity of the far-field pattern (called the phaseless far-field data) is available. Thus, in this paper, we restrict our attention to numerical methods for recovering the scattering obstacle D embedded in the twolayered medium from the phaseless far-field data. Inverse scattering with phaseless far-field pattern is more difficult than inverse scattering with full far-field data because of the translation invariance property of the far-field pattern (see Lemma 2.1 below) which makes it impossible to locate the position of the scattering obstacle. Recently, the idea of using a superposition of two different plane waves to be the incident field proposed in [47] can effectively deal with the translation invariance of the far-field pattern. Based on this idea, [47] proposed a Newton method using multi-frequency measured data, whilst [48] developed a direct imaging method to reconstruct the shape and location of the obstacle without knowing the type of boundary conditions in a homogenous background medium. Further, uniqueness can be guaranteed rigorously for recovering obstacles or inhomogeneous media from the intensity of the far-field pattern generated by superpositions of two distinct plane waves (see [43] with certain conditions on the scatterers and [44] without any condition on the scatterers but with a reference ball in the scattering system). In addition, other solution strategies have been proposed to solve inverse scattering problems with phaseless data numerically, such as an iteration method for only shape reconstruction [24, 25] , a direct imaging method based on a reference ball technique [27] and a direct imaging method based on the reverse time migration technique [6, 16] . For more results on phaseless inverse scattering problems including the uniqueness issue and other models, see [15, 14, 28, 26, 33, 34, 39, 40, 43, 45, 49] .
A large number of contributions exist to deal with the inverse problems in a two-layered background medium. A MUSIC-type algorithm was first studied in [23] to determine the number and locations of small inclusions buried in the lower half-space. An improved MUSIC-type method with multiple frequencies was developed in [41] to image thin inclusions. A direct imaging method was studied in [35] to recover multi-scale buried anomalies, which can locate small inclusions accurately but needs a strong a priori condition for recovering the shape of extended obstacles. An asymptotic factorization method has been considered in [18] in the electromagnetic case. These methods are robust to noises but require some a priori information on the small inclusions. Other work on inverse scattering by extended obstacles can be found in [11, 17, 32, 13] , where sampling-type methods and iteration-type methods with phased near-field data have been studied for the layered-medium case. The uniqueness issue was considered in [38] for the case of electromagnetic waves.
To the best of our knowledge, this paper is the first attempt to design an imaging algorithm with the intensity of the far-field pattern to recover the location and shape of an obstacle in a two-layered background medium. Since the translation invariance property is unavoidable, we follow the idea of [43, 47, 48] and consider the incident wave u i = e ik + x·d 1 + e ik + x·d 2 with the incident directions d 1 , d 2 satisfying (1.1). We first extend the direct imaging method in [48] from the homogenous background case to the two-layered medium case to locate multiple small anomalies with the intensity of the far-field pattern measured on the upper half-space. A theoretical analysis of the imaging algorithm is then provided by using the theory of oscillatory integrals. As shown by the results of numerical simulations, the direct imaging algorithm can accurately and effectively determine the number and location of small scatterers. However, the imaging algorithm gives poor shape reconstruction results for extended obstacles, due to the limited aperture measurement data caused by refraction and reflection on the interface Γ. Therefore, in order to obtain better results for the shape reconstruction of an extended obstacle embedded in the lower half-space from the phaseless far-field data, we combine our direct imaging algorithm with the recursive Newton iteration method developed in [47] . Precisely, the initial guess of the Newton iteration method is chosen with the help of the imaging results obtained with the direct imaging algorithm. With such an initial guess, the recursive Newton iteration method can satisfactorily and effectively recover the location and shape of the extended obstacles, as illustrated by the numerical results.
The paper is organized as follows. In Section 2, we introduce the direct imaging method for locating multiple small anomalies and give a theoretical analysis of this method by the theory of oscillatory integrals. In Section 3, a recursive Newton iteration method with multi-frequency phaseless far-field data is developed to recover both the location and the shape of the extended obstacles buried in the lower half-space. Section 4 is devoted to the numerical experiments to illustrate the good performance of the iterative method. Finally, we will give some concluding remarks in Section 5.
Locating multiple small anomalies
In this section, we consider the inverse problem for determining the location of multiple small anomalies. For this aim, we introduce the following notations. Let Ω j ⊂ R 2 − , j = 1, . . . , Q, be a family of base scatterers such that each Ω j is simply connected and has a connected complement. Suppose that D = ∪ Q j=1 D j ⊂ R 2 − represents the multiple disjoint small scatterers, where D j = z j + ρΩ j , j = 1, . . . , Q, ρ > 0, ρ ≪ 1 and L = min 1≤j,j ′ ≤Q,j =j ′ |z j − z j ′ | ≫ 1. Further, we also need the following notations for the rest of this paper. For any d,x belonging to the unit circle S 1 , let d := (cos θ d , sin θ d ),x := (cos θx, sin θx) with θ d , θx ∈ [0, 2π]. In particular,
where θ d and θ t d satisfy the relation
Throughout this paper, the positive constants may be different at different places. We first stress that the translation invariance property of the phaseless far-field data is inevitable in the two-layered background medium case, as stated by the following lemma.
associated with the obstacles D and D z , respectively, satisfy that
Proof. The proof of this Lemma is similar to that of Lemma 2.1 in [35] .
By Lemma 2.1, we see that it is impossible to determine the location of the obstacle using the modulus of the far-field pattern with only one incident plane wave. Therefore, following the idea of [48] , we use the following superposition of two plane waves as the incident field:
for all directionsx = x/|x| ∈ S + θc . By the linear superposition principle it is clear that
The inverse problem considered in this paper is to recover the obstacle D from the phaseless far-field data |u ∞ (x,
The purpose of this section is to present a direct imaging method with the phaseless far-field data to solve the inverse problem numerically. The imaging function for continuous data is given by
We now study the behavior of I(z, k + , k − ) for locating multiple small anomalies. We start with the following lemma concerning I(z, k + , k − ).
are the far-field patterns of the scattering solutions to the scattering problem
6)
with the boundary data
respectively.
Proof. Inserting (2.4) into (2.5) gives that
Exchanging the order of integration, we have
are the far-field patterns of the scattering solutions to the scattering problem (2.6) with the boundary data f z (x) given by (2.7) and (2.8), respectively. The proof is complete.
By Theorem 2.2 we know that, in order to investigate the behavior of I(z, k + , k − ), it is essential to know the property of the function
(2.9)
In fact, it can be shown that B 0 (y) decays for |y| large enough. To this end, we need the following result in [6] , which is similar to Van der Corput's lemma for the oscillatory integrals.
where C is a positive constant independent of ψ and λ.
With the aid of Lemma 2.3, we will prove the following lemma.
Lemma 2.4. For y ∈ R 2 with |y| large enough, we have
10)
where C > 0 is a constant independent of y.
Proof. Introducing the variable θ d = arccos[(k − /k + ) cos θ t d ] and noting that
we can rewrite B 0 (y) as
Here,θ c is defined asθ
Now the rest of the proof is split into two steps.
Step 1. We first consider the case with φ ∈ [π, 2π]. Choose δ > 0 small enough such that 2δ/π < sin δ and 0 < δ < (π − 2θ c )/6. We distinguish between the following two cases.
From the choice of δ, we have π +θ c + 3δ < 2π −θ c − 3δ and thus split (2.11) into three parts:
. Thus by Lemma 2.3, we have
It is easy to show that
Combining the estimates (2.12), (2.13) and (2.14) gives
(2.15) Therefore, taking δ = |y| −1/2 in (2.15) yields the estimate (2.10).
We use a similar idea as in the proof of Case 1 and split (2.11) into three parts:
Similarly as in the estimate of I 2 in Case 1, it is deduced that
It is easy to see that
. Then similarly as in the proof of Case 1, we can obtain the estimate (2.10).
Step 2. Consider the case φ ∈ [0, π]. Introduce the new variable ψ = φ+π. Then ψ ∈ [π, 2π] and
Consequently, the rest proof of this case is similar to the arguments in Step 1. The proof is thus complete.
We now study the behavior of the imaging function I(z, k + , k − ). To this end, denote by G(x, y) the fundamental solution of the unperturbed problem (1.3) with D = ∅, which can be derived by the Fourier transform technique (see, e.g., [36] ). Define the single-and double-layer potentials
and the boundary integral operators
It is well known that G(x, y) has the asymptotic formula [23] :
From (2.16), it is clear that (S ∞ ψ)(x) and (K ∞ ψ)(x) are the far-field patterns on S + θc of (Sψ)(x) and (Dψ)(x), respectively.
From
is the scattering solution to the problem (2.6) with boundary data f z given by (2.7). From [36] it is known that
is the fundamental solution of the Helmholtz equation ∆w + k 2 − w = 0 in R 2 with H 1 0 being the Hankel function of the first kind of order zero and H(x, y) ∈ C ∞ (R 2 − × R 2 − ) accounts for the reflection due to the layered medium. Thus it is easy to derive that S and K are compact perturbations of the corresponding integral operators associated with the homogeneous problem (i.e., with G replaced by Φ). Therefore, by using a similar argument as in the proof of Theorem 3.11 in [10] , we can seek the solution v s (x, z, k + , k − ) in the form of combined double-and singlelayer potential with density
where φ z is the unique solution to the boundary integral equation
with f z given by (2.7). Arguing similarly as in the proof of Theorem 3.11 in [10] , we can prove that the operator A is bijective and invertible in C(∂D). Thus we have
with two positive constants C 1 and C 2 independent of z.
On the other hand, we have, by Lemma 2.4, that for x ∈ ∂D,
. Let d(z, ∂D) be the distance between z and ∂D. Then it follows from (2.18) that
Note that
Then, by (2.19) and the properties of the operators S ∞ and K ∞ , it can be seen that I 1 (z, k + , k − ) decays as z moves away from D.
Similarly as for the analysis of I 1 (z, k + , k − ), it can be seen that
decays as z moves away from D ′ , where D ′ is the symmetric obstacle of D with respect to the origin. From what has been discussed above, it can be seen that the imaging functional I(z, k + , k − ) decays as z moves away from D ∪ D ′ . Further, based on the above analysis, it is reasonable to expect that I(z, k + , k − ) will take a large value in the neighborhood of ∂D ∪ ∂D ′ . This is confirmed by numerical examples in Section 4 though a rigorous analysis is not available yet. According to the performance of I(z, k + , k − ) and the fact that D ′ ⊂ R 2 + , it is enough to determine the location of the obstacle D even though the obstacle D is completely buried in the lower half-space.
Remark 2.5. The performance of I(z, k + , k − ) can also be studied by using the analysis in [35] . In fact, with the aid of Theorem 2.1 in [35] and the smallness assumption on the obstacle D, we can easily obtain the following asymptotic formula:
for sufficiently large L, as ρ → +0, where v ∞ (x, z, k + , k − ) is given in Theorem 2.2 and c j , j = 1, . . . , Q, are constants depending on Ω j , k − , d, but independent of ρ. Similar to the proof of Lemma 2.4, it is easy to show that
where C is a constant independent of z j and z. By (2.20) and (2.21), z j , j = 1, . . . , Q, can be seen as a local maximizer in a neighborhood of z j of I 1 (z, k + , k − ) defined in Theorem 2.2. Similarly to the above discussion, z ′ j , j = 1, . . . , Q, can be seen as a local maximizer in a neighborhood of z ′ j of I 2 (z, k + , k − ) defined in Theorem 2.2, where z ′ j is the symmetric point of z j with respect to the origin. Therefore, it is expected that multiple small scatterers can be determined by using the imaging functional I(z, k + , k − ). This is in accordance with our analysis on I(z, k + , k − ).
We are now ready to give the direct imaging algorithm for the inverse problem. Suppose that there are n f measurement pointsx j ∈ S + θc (j = 1, 2, . . . , n f ) and n (1) d sets of two incident directions d (1) 1l , d (1) 2i ∈ S − θc (l, i = 1, 2, . . . , n
Then with the aid of the trapezoid quadrature rule, the continuous imaging function I(z, k + , k − ) given in (2.5) can be approximated by the discrete imaging function I A (z, k + , k − ) defined by
1l , d
where we have employed the facts that d
In the numerical experiments, we will consider the noisy phaseless far-field pattern |u ∞ δ (x j , d
2i , k + , k − )|, j = 1, . . . , n f , l = 1, . . . , n
d , i = 1, . . . , n (1) d , as the measured data, where |u ∞ δ (x j , d
2i , k + , k − )| is the small perturbation of the phaseless far-field pattern |u ∞ (x j , d (1) 1l , d (1) 2i , k + , k − )| with noise level δ > 0 (see the formula (4.1) below). Accordingly, the discrete imaging function I A (z, k + , k − ) with noisy phaseless far-field data can be computed by (2.22) 
2i , k + , k − )|. Finally, our direct imaging algorithm is based on the discrete imaging function I A (z, k + , k − ) and presented in Algorithm 1.
Algorithm 1: Locating multiple small anomalies
Input: Noisy phaseless data
d . Output: The number and location of the small scatterers. 1 Choose a sampling domain Ω P ⊂ R 2 − containing the obstacle D with a mesh T . 2 Compute the imaging function I A (z, k + , k − ) with noisy phaseless far-field data for z ∈ T . 3 Locate all the sampling points on T at which I A (z, k + , k − ) takes a large value.
Remark 2.6. Since we have the a priori information that the scatterers are embedded in the lower half-space, it is reasonable to choose the sampling region Ω P ⊂ R 2 − . This, combined with the property of I(z, k + , k − ) and the fact that D ′ ∩ R 2 − = ∅, makes it possible to determine the location of the multiple anomalies of the obstacle D.
Remark 2.7. Algorithm 1 can be applied to determine the location of extended obstacle D. In fact, by the same analysis discussed above, it is expected that the imaging function I(z, k + , k − ) decays as z moves away from D ∪ D ′ and reaches the local maximums at some points in the neighborhood of ∂D ∪ ∂D ′ . The latter is not yet rigourously proved but will be confirmed by numerical examples in Section 4. With the aid of the a priori information that D is embedded in the lower half-space, I(z, k + , k − ) is able to help us to determine the location of D roughly, which will provide our Newton-type iteration method presented in next section with the initial guess.
Recovering the location and shape of extended obstacles
As discussed in Remark 2.7, our direct imaging algorithm can determine the location of extended obstacles roughly, providing some a priori information for the iteration-type method. With the aid of the a priori information, we develop a recursive Newton-type iteration algorithm in frequencies to recover the location and shape of extended obstacles embedded in the lower half-space.
Our aim is to solve the nonlinear and ill-posed equation
where the far-field operator F d 1 ,d 2 ,k + ,k − maps the boundary of the extended scatterer ∂D to the corresponding phaseless far-field data induced by the incident wave u i (x, d 1 , d 2 , k + ) = e ik + x·d 1 + e ik + x·d 2 . For simplicity, we assume that D is simply connected in what follows. For the case when the obstacle D has several connected components, see the discussion in Remark 3.3.
To proceed further, we need to characterize the Fréchet derivative of the far field operator. Similarly to [47] , we choose the Hilbert space L 2 (S + θc ) of square integrable functions on S + θc as the data space, which is suitable for describing the measurement error. Let h ∈ C 2 (∂D) be a twice continuous differentiable vector field, and define ∂D h := {y ∈ R 2 |y = x + h(x), x ∈ ∂D}. For a sufficient small ℓ > 0 depending on ∂D, each ∂D h with h(x) C 2 (∂D) ≤ ℓ is also a C 2smooth boundary of a domain D h . Denote the set V ℓ := {h ∈ C 2 (∂D), h(x) C 2 (∂D) ≤ ℓ}, then the far field operator is called Fréchet differentiable at ∂D if there exists a linear mapping
The following theorem characterizes the Fréchet derivative of the far-field operator F d 1 ,d 2 ,k + ,k − . Theorem 3.1. Assume that ∂D is a C 2 -smooth boundary, the incident field is given by Proof. The statement of this theorem can be proved similarly as in [29, 19] .
Next, we restrict ourselves to the case when the boundary ∂D is a starlike curve, that is, ∂D has the form of the following suitable parametrization: γ = (a 1 , a 2 ) + r(θ)(cos θ, sin θ), θ ∈ (0, 2π], (3.2) with its center at (a 1 , a 2 ). In numerical computation, similarly to [47] , we consider to use multiple sets of incident fields and thus rewrite (3.1) as the following perturbation equation:
1q , d (2) 2q , k + , k − )| 2 , q = 1, . . . , n
from a knowledge of the noisy phaseless far-field data u ∞ δ (x, d
1q , d (2) 2q ∈ S − θc , q = 1, . . . , n (2) d , which satisfy that
with the noise level δ > 0. Our Newton iteration method consists in using the Levenberg-Marquardt algorithm to solve the linearized equation of (3.3)
for ∆γ, where γ app = (a app 1 , a app 2 ) + r app (θ)(cos θ, sin θ) is the approximation to γ. Using the strategy in [47] , r app is taken from a finite-dimensional subspace W M ⊂ H s (0, 2π), s ≥ 0, for practical numerical computation, where (1 + l 2 ) s (α 2 l + α 2 l+M ).
Then we seek the regularized solution ∆γ := (∆a 1 , ∆a 2 ) + ∆r(θ)(cos θ, sin θ) of (3.5) such that (∆a 1 , ∆a 2 , ∆r) is the solution of the minimization problem min ∆a 1 ,∆a 2 ,∆r
1q , d
2q , k + , k − )| 2 2
where the regularization parameter β is chosen so that
for some parameter ρ < 1 and β is determined by using the bisection algorithm (see [21] ). Thus the approximation γ app can be updated by γ app + ∆γ. The stopping rule is provided by discrepancy principle (see [21] ), that is, the iteration is stopped if E k + ,k − < τ δ, where τ > 1 is a given constant and the relative error E k + ,k − is defined by
2q , k + , k − )| 2
. Remark 3.2. For the numerical algorithm of this section, we use the layered Green function method in [2] to compute the synthetic data and the numerical solution in each iteration step. To determine the location of the obstacle, we use the measured data |u ∞ δ (x j , d
2i , k
− )|, j = 1, . . . , n f , l = 1, . . . , n 
+ . For the iteration algorithm proposed in this section, we follow the idea in [47] to make use of the multi-frequency phaseless data |u ∞ δ (x j , d
2q , k
− )|, j = 1, . . . , n f , q = 1, . . . , n
d , with the wave numbers k 
2i are the same as in Section 2, d
2q , the multiple wave numbers satisfy 0 < k (2) +,1 < · · · < k (2) +,F and n is the refractive index. Further, the norm · L 2 (S + θc ) can be approximated by
Based on the above discussions, our numerical algorithm for extend obstacles is presented in Algorithm 2.
Remark 3.3. Algorithm 2 can be extended to reconstruct extended scatterers which consist of several connected components. In this case, we assume that each component has the parametrization given in (3.2).
Numerical experiments 4.1 Locating multiple small scatterers
We first present several numerical examples to illustrate the applicability of the direct imaging algorithm (i.e., Algorithm 1) for imaging small scatterers. To generate the synthetic data, the direct scattering problem is solved by the layered Green function method proposed in [2] . As for the far-field data, it is measured with 256 incident and observed directions which are uniformly distributed on S − θc and S + θc , respectively, that is, n f = 256 and n (1) d = 256. Further, the noisy phaseless data u ∞ δ (x j ), j = 1, . . . , n f , are given as
where δ is noise level and ξ = (ξ j ) j=1,...,n f with ξ j being standard normal distribution.
Algorithm 2: Location and shape reconstruction of the extended obstacle Input: Noisy phaseless data 1:
. . , n f , l = 1, . . . , n (1) d , i = 1, . . . , n (1) d . Noisy phaseless data 2:
1q , d (2) 2q , k 
+ . 2 Locating the obstacle by Algorithm 1 with noisy phaseless data 1. 3 Given the parameters τ, ρ, choose the initial guess γ app to be a circle with radius r 0 , whose center is the local maximum of the imaging result by Algorithm 1.
+,1 , . . . , k
Use the strategy (3.7) to solve (3.6) with noisy phaseless data 2 to update the approximation γ app as γ app = γ app + ∆γ. Figure 4.1(b) shows the reconstruction result from the measured data with 10% noise in the case k + < k − with k + = 10π and k − = 1.45k + . Figure 4 .1(c) presents the corresponding imaging result from the measured data with 10% noise in the case k + > k − with k + = 15π and k − = k + /1.5. It is observed that I A (z, k + , k − ) takes a large value in the neighborhood of (−3, −3) and (3, 3) , which is consistent with the analysis in Section 2. With the aid of the a priori information that the obstacle is buried in the lower half-space, we can determine that the position of the small obstacle is (−3, 3).
Example 2: Locating multiple small anomalies in the case k + < k − . Consider three small circles with radius 0.1 and centers at (−2, −7), (0, −6), (3, −5), respectively. Here, we choose k + = 10π and k − = 1.45k + . The sampling region is taken to be [−4.5, 4.5] × [−9, 0]. Figure 4 .3 presents the exact position of the three multiple small anomalies and the imaging results given by the imaging function I A (z, k + , k − ) from the measured data with 5% noise and with 10% noise, respectively. Similar to the case k + < k − in Example 2, the location and number of the three unknown small scatterers are satisfactorily obtained. 
Location and shape reconstruction of extended obstacles
We now carry out numerical implementation for Algorithm 2 presented in Section 3. Shape reconstruction of the obstacles buried in the lower half-space will be considered in two cases: k + > k − and k + < k − . The corresponding far-field pattern is computed by the layered Green function method given in [2] with the number of collocation points doubled in order to avoid inverse crime. Noisy phaseless data with noise level δ = 4% are simulated by using (4.1), which satisfy the condition (3.4) approximately. In all numerical examples, we choose the parameters n f = 256, n (2) 23 = (cos(−π/4 − θ c /2), sin(−π/4 − θ c /2)). In the case k + < k − , the refractive index is chosen as n = 1.45 2 , and we use multi-frequency phaseless data 2 with k (2) + = 0.8, 1.5, 2, 3, 4, 5, 7, 11, 13. And the noisy phaseless far-field data 2 are measured by using four different sets of incident directions (i.e. n 
13 = (cos(π/400), − sin(π/400)), d
We recall that, according to the settings in Section 3, if the wave number k + in R 2 + is given by k + = k (i)
The parametrization of the test curves for the boundary ∂D is given in Example 6: Reconstruction of multiple obstacles in the case k + > k − . We now consider the inverse problem for reconstructing multiple obstacles consisting of an ellipse-shape, a rounded triangle-shape and a rounded square-shape in the case k + > k − . Figure 4 .6(c) that the location and shape of the rounded triangle-shaped and ellipse-shaped obstacles are satisfactorily reconstructed. However, the lower part of the rounded square-shaped obstacle is not very accurately reconstructed compared with its upper part. Figure 4 .7(c) it is concluded that the upper part of the shape for all obstacles can be satisfactorily reconstructed, which is consistent with the results in Example 5. Further, both the location and shape of the rounded triangle-shaped obstacle are reconstructed very well. However, the lower parts of the ellipseshaped and rounded square-shaped obstacles are not very accurately reconstructed.
Conclusions and future work
In this paper, we have proposed two algorithms to image buried obstacles in the lower half-space of an unbounded two-layered medium with only phaseless far-field data. Following the idea of [47] , we make use of superpositions of two plane waves as the incident fields and extend the direct imaging algorithm in [48] and the recursive Newton-type iteration method in [47] to the twolayered medium problem. The direct imaging method can determine the location of the buried obstacles, providing some a priori information for the recursive iteration method. Combining this a priori information with the recursive Newton-type iteration method, the location and shape of the extended obstacles buried in the lower half-space can be recovered.
Through various numerical experiments, it has been shown that both two algorithms proposed in this paper are effective not only for the case k + > k − but also for the case k + < k − . However, it is observed that the reconstruction results for the case k + > k − are better than those for the case k + < k − . In particular, for the case k + < k − , the lower part of the obstacle is not very accurately reconstructed compared with its upper part. This may be due to the fact that the phaseless far-field data are only measured on the upper unit half-circle. Therefore, certain improvements still need to be further investigated.
