If we consider the finite products of Poisson laws, i.e., the characteristic functions of the variable t of the form
f{t) = exp jict + Σ λ ;[exp (iotjt) -1]\
(c real, \ > 0, a ό > 0), three general results are known, the first being owed to D. A. Raikov [9] and P. Levy [4] and the third to Yu. V. Linnik [5, Chapter 9] : (a) if a u , a p are rationally independent, /has no indecomposable factor; (b) if a l9 , a v are such that 0 < a ^ a ά <^ 2a (j -1, , j>), / has no indecomposable factor; (c) if aj+Jaj is an integer greater than 1 (j = 1, , p -1), / has no indecomposable factor.
Lately, I. V. Ostrovskiy [8] has extended the two results (a) and (b) of Raikov and Levy to the case of a continuous spectrum, the base of his study being the THEOREM 1. (see also [1] 
chapter 8). Let f 0 be the infinitely divisible characteristic function of the variable t defined by / 0 (ί) = exp{ΐτί + \\exv(ixt) -l]dμ(x)} ,
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where Ύ is a real constant and μ is a nonnegative measure defined on the segment [a,b] (0 < a < b < oo). If / x is a factor of f 0 , then
fat) = expjicί + I [exp(ixt) -l]dm(x)\ , 62 ROGER CUPPENS
where c is a real constant and m is a measure defined on the segment [α, 6] which is nonnegative on [a, 2a[. Moreover, S(m) <z [a,b] 
n(°oS(μ)), where S(N) means the support of a measure N and (ooA) is defined by (1)A = A (p)A = (p-l)A + A; (ooA) = (j (p)A
(the symbol + indicates the vectorial sum of two subsets of R).
He gives also a more general result which can be stated in the following manner: 
where c is a real constant and the following conditions are satisfied: (a) 0^l k^Xk (k = l,2, ...); (b) ί/^β measure m is a measure defined on the segment [α, 6] which is nonnegative on [α, 2α[ α^c? such that m({b}) 
Using the Theorems 1 and 2, we give in § 2, two theorems which can be considered as extensions of the results (a) and (c) stated above. Using the auxiliary results stated in § 3, we extend these results to the case of several variables in the § 4. We have then from (2.4)
when y -> oo and (2.2) implies (2.5). Let now k < s 3 -and let v be the smallest integer greater than k such that Vj, v > 0 (if such a v does not exist, the preceding proof is still valid). From the hypothesis of induction, we can suppose that l' jtk , is zero if k' (>k) is not a multiple of v. From Kronecker's theorem, it is possible to find x -x(y) and an integer p d such that (2.6) and
are satisfied. We have then from (2.4) 
where c is a real constant and the l jtk and the m q satisfy
The proof is essentially the same as the preceding. Using the Theorem 2 of the introduction, we obtain the representation The proof of the nonnegativity of all the V jfk and of all the m q (q <; σ) (which implies that all the V ith for ka jyl g {α i>fc } and all the m q for g/3 x ί {/SJ are zero) is the same except that we use instead of the Theorem 444 of [3] ) the other form of Kronecker's theorem (Theorem 443 of [3] ) which asserts that the values of x satisfying (2.6) and (2.7) (or (2.6) and (2.8)) can be taken in the form 2/cπ/β q (K integer).
3* Some auxiliary results* We enumerate now some results which are useful in the following section. In the case ^ = 1, this lemma is a particular case of the Theorem 2 of [7] . The proof in the general case is the same as in [7] and is therefore omitted. This lemma is a particular case of the Lemma 2 of the theorem 2.5 of [1] .
For the following lemma, we recall the 
for any x,y eR n (j = 0,1, 2). Since φ 1 and φ ύ jφ ι are ridge functions without zeros, we have
for \x + iy\ ^ r . We estimate now \u 1 (x,0)\. For that, we use the existence for any ridge function φ of a positive constant C^ such that (3.2) logφ(x)^ -C φ \x\ for any ίceJS w . Indeed, since log<p(λ#) is for any direction θ of R n a convex function of λ, we have °^2* 6ilί(r + 1; log φ Q ) + C(r + 1) (I λ I 5g r) for some positive constant C. Since and since θ is arbitrary, the lemma is a consequence of (3.6).
LEMMA 7. (Lemma of the Theorem 5 of [2]). 1/ / is an entire characteristic function of the two variables t γ and t 2 and t\ a real constant, the function f t o defined by
is an entire characteristic function. 4* The case of several variables* First of all, we consider the case of functions of two variables. THEOREM Proof. Let / x and f 2 be the two characteristic functions such that for any real t x and ί 2 (4.1) / 0 (ί!, ί.) = Λίίx, QA(t lf t 2 ) .
Let f 0 be the infinitely divisible characteristic function of the two variables t -(t u t 2 ) defined by
Since / 0 is an entire characteristic function, from Raikov's theorem ( [1] , Theorem 2.3), f s is also entire (j = 1, 2) and the equation (4.1) is also valid for any complex t t and ί 2 , Letting
Uj(x, y) = Re log φ ά (x + iy) ,
(j -0,1, 2) for any #, ?/ 6 R\ since ^ is a ridge function ( [1] , Corollary 1 of the Theorem 2.1), we have
for any a;, 2/ e i2 2 . If we fix z 2 real, using the Lemma 7 and the Theorem 4, we have From (4.3) and (4.5), we obtain the equation for any real z 1 and z 2
which can be solved by using the Lemma 5 (for the details, see the proof of the Theorem 6.1 of [1|). We obtain for any z 1 and z 2 complex the representation
where all the constants and the coefficients of the homogeneous polynomial P of degree one are real (with the convention a Q = β ΰ = n 0>0 -0). By an elementary computation, we obtain
Letting I2/1I -* °°, we obtain from (4.2) and (4.8)
00
#2 + Σ σ j exp (/3^2) sin (β s y 2 ) = 0 .
Since the expression in the left member is the imaginary part of
we deduce from the Lemmas 4 and 3 that d = σj = 0 .
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In the same manner, letting | y 2 | -• oo, we obtain
From the Lemma 5 and (4.4) , it follows that for any real x 2 o© (4.9) 0 ^ Σ %,fc exp (β k x 2 ) ^ λ, + Vj exp (βjX 2 ) .
k=0
On the other hand, logφ Q satisfies
for some N > 0. It follows from the lemma 6 that -oo) and from the sufficient part of the Lemma 2 applied to for all the k such that β k > /9 y and from (4.9)
In the same manner, from (4.6), we obtain n jtk = 0 for all the j such that a s > <x f c and n Q>j ^ 0 .
In particular, we have (q = sup (g x , g 2 )) We show that this result is true for j = j 0 such that α: io = supy^...,^^-. We put y x = 2π/a q and choose y 2 from Kronecker's theorem (Theorem 443 of [3] ) such that (K integer) where a t is the smallest integer greater than a 3 -such that aja t is integer;
We choose now y 2 such that, from Kronecker's theorem 
