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Abstract
In this paper we study mesoscopic fluctuations for Dyson’s Brownian motion with
β = 2. Dyson showed that the Gaussian Unitary Ensemble (GUE) is the invariant mea-
sure for this stochastic evolution and conjectured that, when starting from a generic
configuration of initial points, the time that is needed for the GUE statistics to become
dominant depends on the scale we look at: The microscopic correlations arrive at the
equilibrium regime sooner than the macrosopic correlations. In this paper we investigate
the transition on the intermediate, i.e. mesoscopic, scales. The time scales that we con-
sider are such that the system is already in microscopic equilibrium (sine-universality for
the local correlations), but we have not yet reached equilibrium at the macrosopic scale.
We describe the transition to equilibrium on all mesoscopic scales by means of Central
Limit Theorems for linear statistics with sufficiently smooth test functions. We consider
two situations: deterministic initial points and randomly chosen initial points. In the
random situation, we obtain a transition from the classical Central Limit Theorem for
independent random variables to the one for the GUE.
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1 Introduction
In [11] Dyson introduced a stochastic evolution on n interacting particles, that we nowadays
refer to as Dyson’s Brownian Motion. Dyson observed that this dynamics is a natural evolu-
tion since the invariant measures are given by the β-ensembles in random matrix theory. The
evolution of the particles is given by the following system of stochastic differential equations,
dxi =
√
2
nβ
dBi − xi dt+ 1
n
∑
j 6=i
dt
xi − xj , (1.1)
for 1 ≤ i ≤ n, where xi(t) are the positions of the particles, β > 0, and the Bi’s are indepen-
dent standard Brownian motions. For β = 2 this gives the time evolution of the eigenvalues of
an n×n random Hermitian matrix Mn(t) where the elements of the matrix evolve according
to independent Ornstein-Uhlenbeck processes. There is a similar interpretation for β = 1, 4
but we will only consider the case β = 2 in this paper. For the matrices the transition function
is given by
Pt(H,H
′) = Cn,t exp
(
−nTr(H − e
−tH ′)2
1− e−2t
)
. (1.2)
From this we see that the matrix Mn(t) for a fixed t ≥ 0 can be written
Mn(t) = e
−tΞn +
√
1− e−2tXn, (1.3)
where Ξn =Mn(0) is the initial condition, which, by unitary invariance, we can take to be a
diagonal matrix,
Ξn = diag(ξ
(n)
1 , . . . , ξ
(n)
n ),
for vectors ξ(n) = (ξ
(n)
1 , . . . , ξ
(n)
n ) ∈ Rn. The matrix Xn is a GUE matrix of size n, that is it
is distributed according to
1
Zn
e−nTrX
2
dX. (1.4)
In other words, Xn is an n × n Hermitian matrix where the upper triangular entries (Xn)ij
are complex (for i < j) or real (for i = j) independent Gaussian random variables such that
E[(Xn)ij ] = 0, E[|(Xn)ij|2] = 1
2n
.
The random matrix model (1.3) is also referred to in the literature as deformed GUE or GUE
with external source.
If we denote the eigenvalues ofMn(t) by x1(t), . . . , xn(t) they have the same distribution as
the solution of (1.1) with initial condition ξ(n). Clearly, Mn(t) interpolates between Mn(0) =
3
Ξn and the GUE matrix Mn(∞) = Xn. We see that the equilibrium density for (1.1) with
β = 2 is the eigenvalue density for (1.4), i.e.
1
Zn
∏
1≤i<j≤n
(xi − xj)2
n∏
j=1
e−nx
2
j . (1.5)
The global asymptotic distribution of the eigenvalues is given by the semi-circle law, 1π
√
2− x2 dx.
Based on formal computations, Dyson [11] conjectured that for a generic configuration of
the initial points, the time that is needed for the GUE statistics to become dominant depends
on the particular scale we are looking at. In particular to see equilibrium at the microscopic
scale, i.e. to get a sine-kernel determinantal point process in the limit, we have to look at
the limit n → ∞ and take t = tn such that nt → ∞. This case has been investigated in
several papers, e.g. [16, 17, 19, 20]. More recently it has played a prominent role in proving
universality for Wigner matrices, see [15] for a discussion in relation to the Dyson’s conjecture
and [14] for a general review of the recent universality results. In this paper we investigate
the approach to equilibrium at longer, so called mesoscopic length scales by investigating the
asymptotics of a mesoscopic linear statistic of the eigenvalues. It seems reasonable that if
we look at longer length scales it will take a longer time to reach equilibrium since it takes
some time for the effect of the repulsion in (1.1) and the new randomness coming from the
Brownian term to propagate in the particle system.
Consider the particles xj(t), 1 ≤ j ≤ n in (1.1) or equivalently the eigenvalues of Mn(t) in
(1.3) which have the same distribution. Fix 0 < α, γ < 1 and let f be a real-valued compactly
supported function on the real line. Consider the time scale tn = τn
−γ/
√
2− x∗2. Note that
we exclude very short times and also times of order ∼ 1 and times going to infinity with n.
For x∗ ∈ (−
√
2,
√
2) we define the mesoscopic linear statistic at time tn and at scale n
−α
around x∗ by
Yn(f) =
n∑
j=1
f(nα(xj(tn)− x∗)). (1.6)
The case α = 0 corresponds to the global or macroscopic scale, i.e. we are sampling all the
eigenvalues, whereas the case α = 1 corresponds to sampling the points locally or microscop-
ically, i.e. as a point process. For this reason the range 0 < α < 1 is called the mesoscopic
scale.
In the equilibrium case, i.e. for GUE (1.4), we can form the mesoscopic linear statistic
Sn(f) =
n∑
j=1
f(nα(λj − x∗)), (1.7)
where λj are the eigenvalues of M . In that case, the results in [7, 8, 31] suggest that we have
the following Central Limit Theorem
Sn(f)− ESn(f)→ N(0, σ2∞,f ), (1.8)
in distribution as n→∞, where σ∞(f)2 is given by
σ∞(f)2 =
1
4π2
∫∫ (
f(u)− f(v)
u− v
)2
dudv.
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Note that σ∞(f)2 does not depend on α. Indeed, similar statements have been derived for
random matrix models from the classical compact groups [31], and for smoothened statistics
for the GOE [7] and for Wigner matrices [8] (with 0 < α < 1/8). In fact, we believe it is likely
that the techniques in [7] can be used to prove (1.8) for GUE for some class of functions f . It
seems reasonable to expect that this Central Limit Theorem is universal and holds for many
ensembles from random matrix theory. It is therefore natural to ask the question whether a
similar result holds for the mesoscopic linear statistic (1.6), i.e. a Central Limit Theorem for
the appropriately normalized statistic
Yn(f)− EYn(f). (1.9)
We will consider this question for both deterministic and random initial points. Consider
the case of random initial points, i.e. ξ
(n)
1 , . . . , ξ
(n)
n are sampled independently from some
distribution; we will take the semi-circle law for simplicity. For short times, we can expect
that we should have the standard Central Limit Theorem with
√
n1−α normalization, and
for long times we should get the same, GUE-type limit as in (1.8) with no normalization.
What happens in between? Is there a transition for a certain relation between α and γ?
We can also ask the same question for a deterministic sequence of initial points. These are
the questions we will address in this paper. We note that similar mesoscopic fluctuations
questions have been answered in the recent papers [12, 13] for a class of band-matrix type
models with varying bandwidth.
In a nutshell, our main results are as follows. In the case of deterministic initial points
we show, under a regularity condition on the points ξ
(n)
j , that there are two regimes: α < γ
and α > γ. In the regime α < γ, the time scales are relatively short and the system has not
yet reached equilibrium. We prove for that regime that the the variance of the linear statistic
is of lower order compared to GUE, see Theorem 2.1. For α > γ, when we consider long
time scales, the system has reached equilibrium in the sense that we retrieve, in Theorem 2.3,
the Central Limit Theorem in (1.8). For α = γ there is a transition to equilibrium that we
also describe in terms of a Central Limit Theorem, see also Theorem 2.3. In the latter, the
limiting variance depends on a transition parameter. For random initial points, we prove that
there are three regimes: one regime where the leading asymptotic term for the linear statistic
resembles that of independent random variables, a regime where we observe random matrix
statistics and a third intermediate regime in which the size of the fluctuations gradually
changes from ∼
√
n1−α to ∼ 1. In Theorems 2.5 and 2.6 we provide Central Limit Theorems
for the fluctuations in all three regimes and for the transitions. A remarkable feature is that
the intermediate regime and its associated Central Limit Theorem depend on f only through
the lowest vanishing moment.
2 Statement of results
In this section we will state our main results. The proofs are postponed to later sections.
2.1 Assumptions on ξ
(n)
j
In the analysis we will pose some assumptions on the initial points ξ
(j)
n , that we will now
discuss.
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First of all, we will assume that normalized counting measure on the components of the
vector ξ(n) converges weakly to the semi-circle law
1
n
n∑
j=1
δ
ξ
(n)
j
→ 1
π
√
2− x2dx, on [−
√
2,
√
2]. (2.1)
This assumption leads to the convenient property that for any t > 0 we have that the em-
pirical measure on the eigenvalues xj(t) converges to the semi-circle law, i.e.
1
n
∑n
j=1 δxj(t) →
1
π
√
2− x2dx for any t ≥ 0. We believe the semi-circle is not essential and for a different limit-
ing measure we one can still formulate the analogues of our results. However, with a different
limiting measure, there is an additional phenomenon that the limiting eigenvalue distribution
evolves towards the semi-circle as n, t → ∞. Since in our opinion this is a mere distraction
from the actual behavior we want to capture, we choose to work with the semi-circle as the
limiting measure for the initial points.
We will also require a (mild) regularity in the points ξ
(n)
j . To this end, we define for n ∈ N,
a > 0 and U ⊂ R the set
Cn(U, a) =
ξ(n) ∈ Rn | supw:Imw≥1/n, Rew∈U
√
Imw
n
∣∣∣∣∣∣
n∑
j=1
(
1
w − ξ(n)j
− 1
π
∫ √
2− ξ2
w − ξ dξ
)∣∣∣∣∣∣ ≤ a
 .
(2.2)
Note that we have Cn(U, a1) ⊂ Cn(U, a2) if a1 < a2 and Cn(U1, a) ⊂ Cn(U2, a) if U2 ⊂ U1.
C(U,A, δ) = {(ξ(n))n∈N | ∀n : ξ(n) ∈ Cn(U,Anδ)} (2.3)
The regularity condition that we will pose on the initial points is the following. Suppose we
look around a point x∗ ∈ (−
√
2,
√
2) at a time t ∼ n−γ for some 0 < γ < 1. We then allow
for sequences ξ = (ξ(n))n∈N such that for some
0 < δ <
1
2
1− γ
1 + γ
,A > 0 and an open interval U ∋ x∗ we have ξ(n) ∈ Cn(U,Anδ),
for sufficiently large n ∈ N. The defining inequality for the set in (2.2) is trivially satisfied
for large w. It is most restrictive for w close to the imaginary axis. The condition poses a
regularity condition on the local distribution of points ξ
(n)
j near each point of U . Although
we believe some regularity is necessary, we emphasize that the above condition is rather
weak. Indeed, we will show later that if ξ(n) consists of independent samples of the semi-
circle law, then the regularity condition is satisfied with probability one for U = R. Note
that a straightforward computation shows that variance of the left-hand side of the defining
inequality in (2.2) for w in the allowed region is of finite order.
2.2 Deterministic initial points
We now discuss our main results, Theorem 2.1 and 2.3, in case of deterministic initial points
ξ
(n)
j . The setup for both theorems is the following We let f ∈ C1c (R), where C1c (R) stands
for the class of continuously differentiable functions with compact support, and consider the
linear statistic Yn(f) as defined in (1.6) with parameters
0 < α, γ < 1, x∗ ∈ (−
√
2,
√
2), (2.4)
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and
τ > 0, and t =
τ
nγ
√
2− x2∗
. (2.5)
Moreover, we allow the following set of initial points ξ = (ξ(n))n∈N. Let
0 < δ <
1
2
1− γ
1 + γ
, A > 0 and U an open interval containing x∗. (2.6)
Then we consider initial points ξ = (ξ(n))n∈N ∈ C(U,A, δ) with C(U,A, δ) as defined in (2.3).
We will use the notations
σ∞(f)2 :=
1
4π2
∫∫ (
f(u)− f(v)
u− v
)2
dudv, (2.7)
στ (f)
2 :=
τ
2π2
∫∫ (
f(u)− f(v)
u− v
)2 2τ
(u− v)2 + 4τ2dudv. (2.8)
The first theorem is on the variance of Yn(f).
Theorem 2.1. Let f ∈ C1c (R). Then, as n → ∞, the limiting behavior of variance of the
linear statistic Yn(f), with parameters as in (2.4)–(2.6), is given by
VarYn(f) =

σ∞(f)2 + o(1) α > γ,
στ (f)
2 + o(1), α = γ,
o(1), α < γ.
uniformly for ξ ∈ C(U,A, δ).
This result shows how the transition to the GUE regime comes about. As long as α < γ
we are still too close to the initial situation to have GUE fluctuations. The transition occurs
at α = γ where we have a variance that is a weighted Sobolev norm with a weight that
depends on a parameter τ > 0. When τ →∞ we enter the region α > γ and the variance is
as in the GUE.
Remark 2.2. The variance σ2∞(f) is a half-order Sobolev norm and can alternatively be rewrit-
ten in a nice form in terms of the Fourier transform. Denote the Fourier transform of f by
fˆ(ω) =
1√
2π
∫ ∞
−i∞
f(x)e−ixωdx. (2.9)
Then we have
σ∞(f)2 =
1
2π
∫ ∞
−∞
|fˆ(ω)|2|ω|dω.
Similarly, σ2τ (f) has the representation
στ (f)
2 =
1
4π
∫ ∞
−∞
|fˆ(ω)|2 e
−2τ |ω| − 1 + 2τ |ω|
τ
dω.
We see, again, that for τ →∞ we obtain στ (f)2 → σ∞(f)2. Moreover,
στ (f)
2 =
τ
2π
∫
(f ′(x))2dx+O(τ2),
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as τ ↓ 0 for sufficiently smooth f . The leading term in the latter expansion resembles the one
in the situation where we consider the same linear statistic but now with xj(t) replaced by
n independent Ornstein-Uhlenbeck processes (see also Appendix A) leaving from ξ
(n)
j . This
suggests that in the regime α < γ there is no difference between the two situations in the
leading order term in the asymptotic expansion for the variance. A full rigorous analysis for
the linear statistic in this regime will be left open and is not part of the present paper.
The proof of Theorem 2.1 is postponed to Section 3. It is based on the fact that for fixed
initial points ξ
(n)
j and the eigenvalues x1(t), . . . , xn(t) at time t > 0 form a determinantal
point process with a kernel Kn given by kernel Kn given by
Kn(x, y; t) =
n
sinh t(2πi)2
∮
Σ
dz
∫
Γ
dw
e
n
1−e−2t (e
−tw−x)2
e
n
1−e−2t (e
−tz−y)2
n∏
j=1
w − ξ(n)j
z − ξ(n)j
1
w − z , (2.10)
where the contour Σ is a counter clockwise oriented simple contour surrounding the poles
ξ
(n)
1 , . . . , ξ
(n)
n , and Σ is a contour that connects −i∞ to i∞ and lies at the right of Σ. This
fact was first proved in [24]. For completeness we will provide a short discussion of the proof
in the appendix.
The fact that the points form a determinantal point process implies that the probability
measure on the the eigenvalues xj(t) of (1.3) is given by
1
n!
det (Kn(x1, xj ; t)
n
i,j=1 dx1 · · · dxn,
and similarly for the k-point correlations, cf. (3.1). In particular, the variance for any linear
statistic for a determinantal point process can be rewritten in terms of its kernel, cf. (3.3).
An important ingredient in the proof of Theorem 2.1 is an asymptotic analysis of the kernel
Kn as n → ∞ for the parameters that we are interested in. This we do in Section 5 using
methods of classical steepest descent. Although the method is standard and used often in
the recent literature to deal with double integral formulas, the analysis here is rather delicate
which is due to the fact that we are looking at regimes close to the initial points.
In the next theorem, our main result for deterministic initial points, we provide Central
Limit Theorems for the fluctuations.
Theorem 2.3. Let f ∈ C1c (R). Then, as n → ∞, the limiting behavior of the moment
generating function for the linear statistic Yn(f), with parameters as in (2.4)–(2.6), is given
by
E [expλ(Yn(f)− EYn(f))] =
{
e
1
2
λ2σ∞(f)2(1 + o(1)), α > γ
e
1
2
λ2στ (f)2(1 + o(1)), α = γ
uniformly for λ in a small neighborhood of the origin and ξ ∈ C(U,A, δ).
Hence, for any (ξ(n))n∈N ∈ Cn(U,A, δ) and f ∈ C1c (R) we have
Yn(f)− EYn(f) D−→
{
N(0, σ∞(f)2), α > γ,
N(0, στ (f)
2), α = γ.
,
The proof of this theorem will be postponed to Section 4.
One approach to prove (4.2) is to use the determinantal structure and compute the asymp-
totic behavior of the cumulants. For example, CLT’s on the mesoscopic scale were proved for
8
(0, 0)
1
1
1− α
α = γ
VarYn(f)→ στ (f)2
1− γMicroscopic
Macroscopic
Shorter time Longer time
VarYn(f) ↓ 0
VarYn(f)→ σ∞(f)2
GUE CLT
Figure 1: Diagram representing the different regimes for deterministic initial points. In the
regimes we have indicated the limiting behavior of the variance of Yn(f)−EYn(f) in Theorem
2.1. In the regime α > γ we retrieve the Central Limit Theorem of GUE type. At the line
there is also a Central Limit Theorem but with a transition in the variance.
the classical compact groups in [31] in this way. The cumulant approach was also a starting
point in [10]. However, the arguments [31] depend strongly on the special structure of the
(self-ajoint) kernel for the determinantal point process. It appears to be difficult task to use
these methods in our situation and we have not been able to do so. The proof that we will
present here is based on the loop equations. Rigorous proofs for Central Limit Theorem for
linear statistics using loop equations have been given for Unitary Ensembles [23] and for the
fluctuations in normal matrix models in [1] leading to the Gaussian Free Field. However, in
these cases they are used to compute the fluctuations on the macroscopic scale, whereas we
will use them here on the mesoscopic scale.
2.3 Concentration inequalities
In the proof of Theorem 2.3 we will need an a priori bound as an input into the loop equations.
To this end we prove a concentration inequality for linear statistics that is an interesting result
in its own right. Moreover, this inequality allows us to extend Theorems 2.1 and 2.3 to a
larger class of functions than C1c (R).
We define the
LPrew :=
{
f : R→ R | |f |Lw := sup
x,y∈R
√
1 + x2
√
1 + y2
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ <∞
}
Note that |f |Lw is weighted Lipschitz constant. Since |f |Lw = 0 iff f is a constant, it is a
pre-norm on LPrew . By fixing the constant we obtain the normed space
Lw := {f ∈ LPrew | limx→∞ f(x) = 0.}
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Note that C1c (R) ⊂ Lw. Then for any function f ∈ Lw we have the following bound on the
moment-generating function of a linear statistic.
Proposition 2.4. Consider the linear statistic Yn(f) in (1.6) with parameters as in (2.4)–
(2.6). Then there exists constants d1, d2 > 0 such that for n sufficiently large we have
|logE [expλ (Yn(f)(t)− E[Yn(f)(t)])]| ≤ d2|f |2Lw |λ|2, (2.11)
for f ∈ Lw, complex λ such that |λ| ≤ 1/(d1‖f‖∞) and (ξ(n))n∈N ∈ C(U,A, δ).
Note the left-hand side of (2.11) depends on α by Yn(f) in (1.6), but the right-hand side
does not. A particular consequence of this proposition is that, under the same conditions and
assumptions, there exists a constant d > 0 such that for n sufficiently large we have
Var Yn(f) ≤ d|f |2Lw , (2.12)
for any f ∈ Lw. Moreover, by applying the exponential version of the Chebyshev inequality
follows that any ε > 0 the probability that |Yn(f)(t) − E[Yn(f)(t)]| > nε is exponentially
small. In other words, starting from initial points ξ ∈ C(U,A, δ), for times t >> n−1 the
eigenvalue distribution is very close to the semi-circle law at all mesoscopic scales. In this
sense, we can think of Proposition 2.4 as a local semi-circle law analogous to the recent results
for Wigner matrices, e.g. [14, 15].
The proof of Proposition 2.4 is postponed to Section 6. The Proposition is the result of
combining two different concentration inequalities. Firstly, using the determinantal structure
of the correlations we prove a concentration inequality for f ∈ C1c (R) (cf. Proposition 6.2).
This concentration inequality is inspired on an inequality for determinantal point processes
with a self-adjoint projection operators as a kernel that was introduced in [9]. The idea
behind this inequality was also used in [10] in the context of Central Limit Theorms for
linear statistics. In the present setting, the kernel is no longer self-adjoint and this leads to
important complication that we need to deal with. Still, the concentration inequality alone is
not sufficient for our purposes because it only holds for function with compact support. In the
loop equations we need a concentration inequality for functions with unbounded support, as in
Proposition 2.4. Therefore we combine Proposition with 6.2 with a concentration inequality
due to Herbst (cf. Propostion 6.5). This strong result is valid for probability measures
satisfying the Logarithmic Sobolev inequality. The benefit of this result is that it holds for
any Lipschitz function. The downside is that the bound depends on the Lipschitz norm
and when we rescale the function this Lipschitz norm blows up. In other words, it is not
designed for the mesoscopic scales that we are interested in. However, a combination of the
two inequalities leads to Proposition 2.4 which contains all that we need for our purposes.
2.4 Random initial points
Theorems 2.1 and 2.3 deal with the random point process for fixed ξ(n) ∈ Rn. We now study
the process when we also let the ξ
(n)
j be random. More precisely, we let the initial points
ξ
(n)
j be independent random variables each having the semi-circle as their distribution. Now,
instead of an increasing magnitude of the variance as in the case of fixed initial point, we
will have a stronger disorder for short time scales. The statistics for these short times scales
coincide with those for independent random variables. As time evolves, the Dyson’s Brownian
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starts regularizing the distribution of points, until eventually, the statistics obey the laws of
a the eigenvalues of a GUE ensemble.
Before we pose our main results and see how the transition comes about, we will first
introduce some new notation. We recall that when fixing the initial points, the xj(t) form
a determinantal point process with kernel Kn in (2.10). When dealing with random initial
points, we consider the probability measure on Rn × Rn defined by
1
n!πn
det (Kn(xi, xj ; t))
n
i,j=1
n∏
j=1
√
2− ξ2jdx1 · · · dxndξ1 · · · dξn. (2.13)
Let EKn denote the expectation with respect to the determinantal point process with kernel
Kn for given ξ
(n). Let Eξ denote the expectation with respect to the random initial points.
Hence the expectation with respect to the full measure (2.13) is given by EξEKn . We will
derive Central Limit Theorems for the centered linear statistic
Yn(f)− EξEKnYn(f),
under the same choice of parameters as in (2.4)–(2.6). Of course, we can not force ξ ∈
C(U,A, δ), since the ξ
(n)
j are random, but we will prove that ξ ∈ C(R, A, δ) (hence U = R)
with high probability (cf. Lemma 8.6). For technical reasons we will work with f ∈ C∞c (R),
(instead of C1c (R)), where C
∞
c (R) stands for the class of infinitely differentiable functions with
compact support.
We also need some more notation. Define the operator Pτ as
Pτg(x) = Pτ ∗ g(x) =
∫
g(y)Pτ (x− y)dy, (2.14)
where Pτ is the Poisson kernel
Pτ (x) =
1
π
Im
1
x− iτ =
1
π
τ
x2 + τ2
.
The following is our first result on random initial points.
Theorem 2.5. Let f ∈ C∞c (R). Then, as n→∞,
1
n(1−α)/2
(Yn(f)− EξEKnYn(f))→
{
N(0, π−1
√
2− x2∗‖f‖22), if α < γ,
N(0, π−1
√
2− x2∗‖Pτf‖22), if α = γ,
in distribution.
Note that the results for α < γ matches the classical Central Limit Theorem when sam-
pling a scaled function with independent random variables taken from the semi-circle law.
When α = γ a first transition happens and the variance takes a different form. However, the
normalization is still the same as in the case of independent random variables and we are still
away from GUE the regime.
Before we come to the next results, we introduce some more notation. For k ∈ N the k-th
moment of f is denoted by µk(f), i.e.
µk(f) =
∫
R
xkf(x)dx.
We also recall the definition of σ∞(f)2 in (2.7). In the following result we show how the linear
statistic Yn(f) behaves in the regime α > γ.
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Figure 2: Diagram representing the different regimes for random initial points. In the regimes
we have plotted the magnitude of the variance of Yn(f)−Eξ(n)EKnYn(f) and also the type of
CLT that holds corresponding to Theorems 2.5 and 2.6.
Theorem 2.6. Let f ∈ C∞c (R) and p ∈ N be such that µ0(f) = . . . = µp−1(f) = 0 and
µp(f) 6= 0. Set
Sp(f) =
√
2− x2∗(2p)!µp(f)2
2π2(p!)242pτ2p+1
(2.15)
Then we have the following Central Limit Theorems :
1. If γ < α < 12p+2 ((2p + 1)γ + 1), then, as n→∞,
1
n(1−α+(2p+1)(γ−α))/2
(
Yn(f)− Eξ(n)EKnYn(f)
)
→ N(0, Sp(f)),
in distribution.
2. If α = 12p+2 ((2p + 1)γ + 1), then, as n→∞,
Yn(f)− Eξ(n)EKnYn(f)→ N(0, Sp(f) + σ∞(f)2),
in distribution.
3. If 1 > α > 12p+2 ((2p+ 1)γ + 1) , then, as n→∞,
Yn(f)− EξEKnYn(f)→ N(0, σ∞(f)2(t)),
in distribution.
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In Figure 2 we plotted a αγ-diagram summarizing the different results in Theorem 2.5 and
2.6. We see that for shorter times scale the leading order term in the linear statistic comes
form the independently chosen initial points. Then at the line α = γ we find a transition due
to the regularizing effect from the Dyson’s Brownian Motion and the order of the variance
starts to decrease. Initially, the order of magnitude depends on the first vanishing moment of
f and decreases linearly with γ, until we reach final transition where the randomness of the
Dyson’s Brownian Motion starts to take over.
The fact that in the intermediate regime we have a Central Limit Theorem where only the
lowest non-vanishing moment of f play a role is somewhat surprising, and we do not know of
a convincing intuitive explanation. However, it is easy to verify that it fits with the transition
on the line α = γ. We denote the Fourier transform of f by fˆ , see (2.9). Then, with p such
that µ0(f) = . . . = µp−1(f) = 0 and µp(f) 6= 0, we have√
2− x2∗
π
‖Pτf‖2L2(R) =
√
2− x2∗
π
∫ ∞
−∞
|fˆ(ω)|2e−2τ |ω|dω
=
√
2− x2∗
π
1
τ
∫ ∞
−∞
|fˆ(ω/τ)|2e−2|ω|dω
=
√
2− x2∗
π
1
τ
∫ ∞
−∞
∣∣∣∣∣∣
∞∑
j=0
(−i)j fˆ (j)(0) ω
j
j!τ j
∣∣∣∣∣∣
2
e−2|ω|dω
=
√
2− x2∗
π
|fˆ (p)(0)|2
(p!)2τ2p+1
∫ ∞
−∞
|ω|2pe−2|ω|dω(1 +O(1/τ))
=
√
2− x2∗
π
|fˆ (p)(0)|2
τ2p+1
(2p)!
4p(p!)2
(1 +O(1/τ)),
as τ → ∞. By replacing τ with τnα−γ , and observing µj(f) =
√
2π(−i)j fˆ (j)(0), we retrieve
the variance in the intermediate regime. Finally, one may argue that a function for which all
the low moments vanish, depends stronger on the higher frequencies than on the lower and
hence Theorem 2.6 tells us that, in some sense, the higher frequencies decay faster than the
lower frequencies.
2.5 Further remarks
Remark 2.7. In this paper, we always assume that γ > 0 which means we only look at short
time scales. The main reason for this is that in some of the technical parts of the proofs certain
aspect simplify for these values of γ. Nevertheless, we strongly believe that the arguments in
the present paper can be extended for the case γ ≤ 0 which represent longer time scales. In
fact, it would be interesting to investigate how the lines in Figure 2, that separate the different
behaviors in the case of random in initial points, continue to the right of 1 − γ = 1. On the
macrosopic scale α = 0 the transition has been discussed in [3, 6, 22]. For the mesososcopic
scales we leave this as an open problem.
Remark 2.8. Since the questions that we answer in the present paper can also be posed for
general β-Dysons Brownian Motion, the natural question arises, if and how the results of
the paper extend to the situation β 6= 2. It is reasonable to expect that similar phenomena
occur, including the diagrams in Figure 1 and 2. But the precise statement may involve
new parameters depending on the precise value of β. It should be noted from a technical
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perspective, for β 6= 2 we loose the property that the xj(t) form a determinantal point point
process. This property is heavily used in part of our arguments (see Sections 3, 5 and 6) and
hence the proof for the general case requires new ideas. On the other hand, for β = 1, 4 we
also have loop equations and we believe that this part of the analysis (see Sections 4, 7, 8 and
9) can be extended to the cases β = 1, 4.
Remark 2.9. In the same spirit as the previous remark, it is interesting to consider the model
of random initial points and β =∞. In that case, the xj(t) will freeze as t→∞ and converge
to the zeros of the Hermite polynomial of degree n. In this case, the trajectories of the
particles are deterministic and we capture only the regularizing effect of Dyson’s Brownian
Motion. It is reasonable to expect that we would have the same dependence on the highest
non-vanishing moment of the function f .
Remark 2.10. By Proposition 2.4, the moment-generating function for the centered linear
statistic (and hence the moments) are continuous with respect to | · |Lw with constant that
are uniform in n. This allows us to extend Theorems 2.1 and 2.3 for a more general class of
functions f . We define the space Lw,c as the closure Lw,c = cl(C1c (R)), where the closure is
taken with respect to the norm |f |Lw . Then, as a consequence to Proposition 2.4, we see that
Theorems 2.1 and 2.3 also hold with f ∈ C1c (R) replaced by f ∈ Lw,c. However, we believe
that this extension is still not optimal and that it is possible to prove the statement for more
general classes of functions. We also wish to stress that Lw,c is a proper subspace of Lw. To
see this, let us consider the function f defined by f(x) = Im(z − x)−1. Then it is not hard
to check that f ∈ Lw. However, f /∈ Lw,c. Indeed, for any function g ∈ C1c (R), we have by
compactness of support that
|f − g|Lw ≥ sup
x
lim
y→∞
√
1 + x2
√
1 + y2
∣∣∣∣f(x)− g(x) − (f(y)− g(y)x− y
∣∣∣∣
= sup
x
√
1 + x2 |f(x)− g(x)| ≥ lim
x→∞
√
1 + x2 |f(x)− g(x)| = 1.
Hence f can never be approximated by C1c (R) functions in Lw. The reason for this, is that
f has too fat tails. Indeed, the same argument shows that for every h ∈ Lw,c we must have
limx→∞ xh(x) = 0.
Remark 2.11. Our results on the asymptotic behavior of the Kn in Section 5 can also be used
to prove sine universality on the microscopic scale for any 0 < γ < 1 which is part of Dyson’s
conjecture.
2.6 Overview of the rest of the paper
The rest of the paper is organized as follows. Sections 3–7 are devoted to the proofs of
Theorems 2.1, 2.3 and Proposition 2.4 , dealing with deterministic initial points. Then we
prove Theorems 2.5 and 2.6 on random initial points in Sections 8 and 9 respectively. Sections
3 and 4 are devoted to the proofs of Theorems 2.1 and 2.3 respectively, but we will postpone
some of the more technical arguments. More precisely, the asymptotic analysis for the kernel
Kn, which we will need in Section 3, will be done thoroughly in Section 5. Similarly, the
more technical arguments in the loop equations are no included in Section 4 but postponed to
Section 7. Finally, Proposition 2.4 is proved in Section 6, which also depends on some of the
results in Section 5. This concludes the arguments for the case of deterministic initial points.
As for the case of random initial point, we prove Theorem 2.5 in Section 8. That section also
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contains a proof of Theorem (2.6) in the special case that p = 0. The case p 6= 0 requires
subtle administrative work. We will do this separately in Section 9. Finally, we included an
Appendix with a short proof of (2.10).
3 Proof of Theorem 2.1
In this section we prove Theorem 2.1. The proof of some of the results that we will need,
require some work and we will postpone them to later sections for clarity reason. Throughout
this section, we will always consider the linear statistic Yn(f) with f ∈ C1c (R) and parameters
in (2.4)–(2.6).
3.1 Determinantal strucure
For fixed initial points ξ
(n)
1 , . . . ξ
(n)
n , the eigenvalues x1(t), . . . , xn(t) of the random matrix
Mn(t) in (1.3) form a determinantal point process with kernel Kn as in (2.10). This means
that the k-point correlation function ρk for the point process is given by
ρk(x1, . . . , xk) =
1
(n− k)!
∫
· · ·
∫
det (Kn(xi, xj ; t))
n
i,j=1 dxk+1 · · · dxn
= det (Kn(xi, xj; t))
k
i,j=1 . (3.1)
The proof of this fact and the double integral representation (2.10) for the kernel has been
computed before [24], but for completeness we will provide a proof in the Appendix. There
we will also indicate that Kn satisfies the reproducing property
Kn(x, y; t) =
∫
R
Kn(x, z; t)Kn(z, y; t)dz, (3.2)
This can be directly verified by using (2.10) but it is also a particular consequence of the
fact that our determinantal point process is a biorthogonal ensemble [4]. For more details on
general determinantal point process we refer to the discussions in [5, 25, 27, 28, 30] and the
general reference on random matrix theory [2, 18].
Because of the determinantal structure, we have the following useful identities for the
expectation and variance of a linear statistic
E
n∑
j=1
g(xj(t)) =
∫
g(x)Kn(x, x; t)dx (3.3)
Var
n∑
j=1
g(xj(t)) =
∫
g(x)2Kn(x, x; t)dx (3.4)
−
∫∫
g(x)g(y)Kn(x, y; t)Kn(y, x; t)dxdy.
By using (2.10) it is standard that one can rewrite the variance as
Var
n∑
j=1
g(xj(t)) =
1
2
∫∫
(g(x)− g(y))2Kn(x, y; t)Kn(y, x; t)dxdy (3.5)
=
1
2
∫∫ (
g(x) − g(y)
x− y
)2
(x− y)2Kn(x, y; t)Kn(y, x; t)dxdy.
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By the latter formula we see that in order to prove Theorem 2.1 it is sufficient to compute
the asymptotic behavior of (x − y)Kn(x, y; t). The downside of (3.5) is that we need the
asymptotic behavior of (x− y)Kn(x, y) for every x, y ∈ R, even in case g is a local function.
Apart from this conceptual flaw, it is also problematic from a technical point of view, since
the computation of the asymptotic behavior requires a significant effort.
We will get around this issue by using the following idea. Suppose g is a function that
has support inside an interval I. We introduce the function RIn defined by
RIn(x, y; t) =
∫
I
Kn(x, z; t)Kn(z, y; t)dz −Kn(x, y; t).
Then, if g has support inside I, we have
Var
n∑
j=1
g(xj(t)) =
1
2
∫∫
I×I
(
g(x) − g(y)
x− y
)2
(x− y)2Kn(x, y; t)Kn(y, x; t)dxdy (3.6)
−
∫
I
g(x)2RIn(x, x; t)dx. (3.7)
The benefit of this expression is that it now suffices to compute the asymptotic behavior of
(x − y)Kn(x, y; t) only for x, y ∈ I and this is an easier task. Of course, we need to find the
asymptotic behavior of RIn(x, x; t) also, but this can be done using the same principles that
we use for (x− y)Kn(x, y; t).
3.2 Asymptotic results for Kn and R
I
n
In order to describe the asymptotic asymptotic behavior of Kn(x, y)(x− y) we introduce the
function Fn which is analytic C \ (−∞,maxj ξ(n)j ] by
Fn(w;x) = (we
−t − x)2 + 1− e
−2t
n
n∑
j=1
log
(
w − ξ(n)j
)
, (3.8)
where the logarithmic log(w − ξ(n)j ) is chosen such that it is analytic in C \ (−∞, ξ(n)j ] and
takes real values on (ξ
(n)
j ,∞). Note Fn(w;x) also depends on t, but to avoid cumbersome
notation we will not indicate this in the notation. We can now rewrite (2.10) as
Kn(x, y; t) =
n
sinh t(2πi)2
∮
Σ
dz
∫
Γ
dw
e
n
1−e−2t Fn(w;x)
e
n
1−e−2t Fn(z;y)
1
w − z . (3.9)
We compute the asymptotic behavior by a saddle point analysis on the latter expression.
In the saddle point method, we look for a point Ωn(x) in the upper half plane such that
F ′n(Ωn(x);x) = 0. By as standard steepest descent analysis we can show that the leading
term in the asymptotic expansion come from the neighborhood of these points. However, it
is not a priori clear that the saddle point Ωn(x) exists and this requires a proof. Let us first
define for x ∈ (−√2,√2) the point
Ω(x) = x cosh t+ i
√
2− x2 sinh t. (3.10)
Then the following lemma shows that if the sequence (ξ(n))n is sufficiently regular in a neigh-
borhood of an interval I, then for large enough n we have that for each x ∈ I there exists an
Ωn(x) close to Ω(x). We recall that we work with the choice of parameters in (2.4)–(2.6).
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Lemma 3.1. Let I ⊂ U be compact. Then for n sufficiently large we have that for x ∈ I and
ξ ∈ C(U,A, δ) there exists a unique Ωn(x; t) in the ball
Ω(x) +
(
1−e−2t
n
)1
2−δ
B0,1 (3.11)
such that F ′n(Ωn(x);x) = 0.
The proof of this lemma will be postponed to Section 3. There we will also derive some
additional properties that will be useful. In particular, under the same conditions as Lemma
(3.1) we have
Ωn(x)− Ωn(y) = (x− y)(1 + o(1)), (3.12)
uniformly for x, y ∈ I as n→∞ (cf. Lemma 5.6).
With the existence established we can now formulate the asymptotic behavior of (x −
y)Kn(x, y; t) and R
I
n(x, x; t), with the choice of parameters in (2.4) and (2.6).
Lemma 3.2. Let I ⊂ U be compact. Then, as n→∞,
(x− y)Kn(x, y; t) = −x− y
2πi
(
e
n
1−e−2t (Fn(Ωn(x);x)−Fn(Ωn(y);y))
Ωn(x)−Ωn(y)
+
e
n
1−e−2t (Fn(Ωn(x);x)−Fn(Ωn(y);y))
Ωn(x)− Ωn(y)
− e
n
1−e−2t (Fn(Ωn(x);x)−Fn(Ωn(y);y))
Ωn(x)− Ωn(y)
−e
n
1−e−2t (Fn(Ωn(x);x)−Fn(Ωn(y);y))
Ωn(x)− Ωn(y)
 (1 + o(1)) , (3.13)
uniformly for x, y ∈ I and ξ ∈ C(U,A, δ).
Lemma 3.3. Let I ⊂ U be compact. Then there exists an r > 0 such that |RIn(x, x; t)| < r
for n sufficiently large, x ∈ I and ξ ∈ C(U,A, δ).
The proofs of these Lemma’s will be postponed and can be found in Section 3, together
with further asymptotic results on Kn and R
I
n. We are now ready to prove Theorem 2.1.
3.3 Proof of Theorem 2.1
Proof of Theorem 2.1. The starting point is that by (3.6) and with g(x) = f(nα(x− x∗)) we
have
Var Yn(f) =
1
2
∫∫
I×I
(f(nα(x− x∗))− f(nα(y − x∗)))2Kn(x, y; t)Kn(y, x; t)dxdy
−
∫
I
f(nα(x− x∗))2RIn(x, x; t)dx.
We rescale the variables as {
x = x∗ + n−αu,
y = x∗ + n−αv.
(3.14)
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Then we can rewrite the variance as
Var Yn(f) =
1
2
∫∫
I×I
(
f(u)− f(v)
u− v
)2
(x− y)2Kn(x, y)Kn(y, x; t)dudv
− n−α
∫
I
f(u)2RIn(x, x; t)du, (3.15)
with x, y as in (3.14). By Lemma 3.3 we see that the integral concerning RIn is of order
O(n−α) and hence it can be ignored. We compute the variance by inserting the leading order
terms of (3.13) into the first double integral on the right-hand side of (3.15). First, let us
note that because of F ′n(Ωn(x);x) = 0 = F ′n(Ωn(y); y) we have
n
1− e−2t
d
du
ImFn(Ωn(x);x) =
2n1−α
1− e−2t ImΩn(x) = (
√
2− x2∗ + o(1))n1−α,
n
1− e−2t
d
dv
ImFn(Ωn(y)) =
2n1−α
1− e−2t ImΩn(y) = (
√
2− x2∗ + o(1))n1−α,
as n→∞ uniformly for x, y ∈ I. Since also 0 < α < 1, we see when computing plugging the
asymptotics of (3.13) into (3.15) that the terms that still contain
e
± n
1−e−2t ImFn(Ωn(x)), and e
± n
1−e−2t ImFn(Ωn(y))
are highly oscillating. Therefore, we write
(x− y)2Kn(x, y; t)Kn(y, x; t)
=
1
4π2
(
x− y
Ω(x)− Ω(y)
)2
+
1
4π2
(
x− y
Ω(x)− Ω(y)
)2
− 1
4π2
(
x− y
Ω(x)− Ω(y)
)2
− 1
4π2
(
x− y
Ω(x)− Ω(y)
)2
+ highly osscillating terms + o(1) (3.16)
as n → ∞. Now note that, by the Riemann-Lebesgue lemma we can discard all highly
oscillating terms in the integral for the variance and we can write
Var Yn(f) =
1
2
∫∫
I×I
(
f(u)− f(v)
u− v
)2( 1
4π2
(
x− y
Ω(x)− Ω(y)
)2
+
1
4π2
(
x− y
Ω(x)− Ω(y)
)2
− 1
4π2
(
x− y
Ω(x)− Ω(y)
)2
− 1
4π2
(
x− y
Ω(x)−Ω(y)
)2 dudv + o(1), (3.17)
as n → ∞. Hence it remains, to simplify the four terms. We will treat the the cases α > γ,
/α < γ and α = γ differently.
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Let us first consider the case α > γ. First note that by (3.12) and (3.14) we have
x− y
Ωn(x)− Ωn(y) = 1 + o(1),
x− y
Ωn(x)− Ωn(y)
= 1 + o(1), (3.18)
as n→∞. Moreover, by writing
x− y
Ωn(x)− Ωn(y)
=
x− y
Ωn(x)−Ωn(y)− 2i ImΩn(x)
and by α > γ, Lemma 3.1 and (3.10) we have that ImΩn(x) >> x− y and
x− y
Ωn(x)− Ωn(y)
= O(nγ−α), n→∞. (3.19)
By inserting (3.18) and (3.19) (and its conjugate) into (3.17) we arrive at the statement for
α > γ.
Now let us treat the case α = γ. In that case,we still have (3.18) but instead of (3.19) we
have
x− y
Ωn(x)− Ωn(y)
=
x− y
Ωn(x)− Ωn(y)− 2i ImΩn(x) =
u− v
u− v − 2iτ (1 + o(1)).
and
x− y
Ωn(x)− Ωn(y))
=
x− y
Ωn(x)− Ωn(y) + 2i ImΩn(y) =
u− v
u− v + 2iτ (1 + o(1)).
as n→∞. The statement follows after realizing that
2−
(
u− v
u− v + 2iτ
)2
−
(
u− v
u− v − 2iτ
)2
=
8τ2
(u− v)2 + 4τ2 (3.20)
and inserting this into (3.19).
The remaining case α < γ can be done in the same way as the case α = γ and is left to
the reader. It can also be obtain from the case α = γ, by taking τ → 0.
4 Proof of Theorem 2.3
In this section we prove Theorem 2.3. We will always assume (2.4)–(2.6) and ξ ∈ C(U,A, δ)
where we recall (2.3). In particular, the estimates and constants in the order terms that we
derive hold uniformly for ξ ∈ C(U,A, δ).
4.1 Overview of the proof
Fix f ∈ C1c (R), a continuously differentiable function with compact support. We prove
Theorem 2.3 as follows. First we smoothen f and consider f ε; = Pε ∗ f for 0 < ε < 1. Here
Pε(x) = π
−1 ε
x2+ε2
(see also (2.14)) and hence
f ε(x) =
∫
R
f(y)Pε(x− y)dy = 1
π
∫
f(y) Im
1
y − x− iεdy. (4.1)
We then prove that, for some σn,ε, we have
∂
∂λ
logE [expλ (Yn(f
ε)− EYn(f ε))]− σ2n,ελ = o(1), (4.2)
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as n → ∞, uniformly for λ in a sufficiently small neighborhood of the origin and 0 < ε < 1.
An important ingredient in the proof of (4.2) are the so-called loop equations. Moreover,
Proposition 2.4 will be used as an important input for these equations. After we have es-
tablished (4.2), we continue the proof of Theorem 2.3 by showing that |f ε − f |Lw → 0. We
can then use Proposition 2.4 and an approximation argument to show that we have (4.2) also
for f . Since we already computed the limiting value of the variance for any f ∈ C1c(R) in
Theorem 2.1, this finishes the proof Theorem 2.3.
To show the benefit of working with f ε we first introduce some notation. We define
E
h[·] = E [[·] exp h(M)]
E[exph(M)]
, (4.3)
for any functional h on the space of hermitian matrices. Note that for h = 0 we just obtain
E
0 = E. In this section we choose to write E0 to emphasize the difference with Eh. In case of
a linear statistic h(M) = Tr f(M), we will also write Ef := Eh.
Now for 0 < α < 1 and any function g we define
gα(x) = g(n
α(x− x∗)).
Then
f εα(M) = f
ε(nα(M − x∗))
=
1
2πi
∫
f(s)
(
1
x− iε− nα(M − x∗) −
1
x+ iε− nα(M − x∗)
)
dx
=
1
2πinα
∫
f(x)
(x− iε)/nα + x∗ −M dx−
1
2πinα
∫
f(x)
(x+ iε)/nα + x∗ −M dx. (4.4)
With these notations the left-hand side of (4.2) can be rewritten and we are left with proving
E
λfεα [Tr f εα(M)]− E0[Tr f εα(M)] − σ2n,ελ, as n→∞, (4.5)
uniformly for λ in some neighborhood of the origin. In view of (4.4) we will start by analyzing
1
nα
(
E
λfεα
[
Tr
1
z/nα + x∗ −M
]
− E0
[
Tr
1
z/nα + x∗ −M
])
, (4.6)
asymptotically as n→∞ for z in compact subsets of C \ R.
4.2 The loop equations
The starting point of the analysis, is the following equation.
Lemma 4.1. Let h be bounded and differentiable function and J a constant n × n matrix.
Then the following equation holds
E
λh
[
Tr
1
z −MJ
]
= Tr
1
ζλh(z)− qΞnJ
+ λ1−q
2
2n E
λh
[
Tr
h′(M)
z −MJ
1
ζλh(z)− qΞn
]
+ 1−q
2
2n K
λh,J(z), (4.7)
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where
ζλh(z) = z − 1−q22n Eλh
[
Tr
1
z −M
]
, (4.8)
Kλh,Jn (z) = E
λh
[
Tr
1
z −M Tr
1
z −MJ
1
ζλh(z) − qΞn
]
− Eλh
[
Tr
1
z −M
]
E
λh
[
Tr
1
z −MJ
1
ζλh(z)− qΞn
]
, (4.9)
and z ∈ C \R, λ ∈ C and n ∈ N.
Proof. The proof is standard and follows by performing the following change of variable
M 7→M + s
z −MJ
1
ζ − qY ,
in the matrix integral ∫
e
− n
1−q2 (M−qΞn)
2+Trh(M)
dM.
For the moment, ζ is still arbitrary in C \R when performing this change of variables. Natu-
rally, the value of the integral does not change. Hence by taking the derivative with respect
to s (after the change of variable) and setting s = 0 we obtain the following
− 2n
1− q2E
λh
[
Tr(M − qΞn) 1
z −MJ
1
ζ − qΞn
]
+ λEλh
[
Trh′(M)
1
z −MJ
1
ζ − qΞn
]
+ Eλh
[
Tr
1
z −M Tr
1
z −MJ
1
ζ − qΞn
]
= 0, (4.10)
where the last term comes from the Jacobian for the change of variables. By some simple
calculus we see
Tr(M − qΞn) 1
z −MJ
1
ζ − qΞn
= Tr
1
z −MJ −Tr J
1
ζ − qY − (ζ − z)Tr
1
z −MJ
1
ζ − qΞn
Now the statement follows by choosing ζ as in (4.8) and reorganizing (4.10).
We will always apply the last result with h = f ε for f ε = Pε ∗ f and f ∈ C1c (R). In that
case h′(M) = f ε′(M) is defined as
f ε′(M) =
1
π
∫
f(s) Im
(
1
s− iε−M
)2
ds. (4.11)
By applying (4.7) twice, once with λ = 0, and taking the difference we get an equation for
the right-hand side of (4.6). First, we define
Dλhn (z) = E
λh
[
Tr
1
z −M
]
− E0
[
1
z −M
]
. (4.12)
Then we have that Dλhn is the solution to a quadratic equation.
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Corollary 4.2. With Dλhn as (4.12) we have
Aλhn (z)D
λh
n (z)
2 +Bλhn (z)D
λh
n (z) + C
λh
n (z) = 0, (4.13)
where
Aλhn (z) = −
(
1− q2
2n
)2
Tr
1
ζλh(z)− qΞn
1
(ζ0(z)− qΞn)2
Bλhn (z) = 1 +
1− q2
2n
Tr
1
(ζ0(z)− qΞn)2
+
(
1− q2
2n
)2
E
λh
[
Tr
h′(M)
z −M
1
ζ0(z)− qΞn
1
ζλh(z)− qΞn
]
Cλhn (z) = −λ
1− q2
2n
E
λh
[
Tr
h′(M)
z −M
1
ζ0(z)− qΞn
]
− 1− q
2
2n
(
Kλhn (z) −K0(z)
)
(4.14)
Proof. First note that by taking the difference of (4.7) for general and λ and (4.7) with λ = 0
and J = I, we obtain(
E
λh
[
Tr
1
z −M
]
− E0
[
Tr
1
z −M
])
= Tr
(
1
ζλh(z) − qΞn
)
− Tr
(
1
ζ0(z)− qΞn
)
+ λ1−q
2
2n E
λh
[
Tr
h′(M)
z −M
1
ζλh(z)− qΞn
]
+ 1−q
2
2n
(
Kλhn (z)−K0(z)
)
(4.15)
for z ∈ C \ R, λ ∈ C and n ∈ N. Then note that
Tr
1
ζλh(z) − qΞn − Tr
1
ζ0(z)− qΞn
=
(
ζ0(z) − ζλh(z)
)(
Tr
1
(ζ0(z) − qΞn)2 + (ζ
0(z)− ζλh(z))Tr 1
(ζ0(z)− qΞn)2
1
ζλh(z)− qΞn
)
and that
ζλh(z)− ζ0(z) = −1− q
2
2n
(
E
λh
[
Tr
1
z −M
]
− E0
[
Tr
1
z −M
])
= −1− q
2
2n
Dλhn (z).
and hence
Tr
1
ζλh(z) − qΞn − Tr
1
ζ0(z)− qΞn
= −1− q
2
2n
Dλhn (z)
(
Tr
1
(ζ0(z) − qΞn)2 −
1− q2
2n
Dλhn (z)Tr
1
(ζ0(z) − qΞn)2
1
ζλh(z)− qΞn
)
.
(4.16)
Moreover,
E
λh
[
Tr
h′(M)
z −M
1
ζλh(z)− qΞn
]
− Eλh
[
Tr
h′(M)
z −M
1
ζ0(z)− qΞn
]
= (ζ0(z)− ζλh(z))Eλh
[
Tr
h′(M)
z −M
1
ζ0(z)− qΞn
1
ζλh(z)− qΞn
]
= −1
2
Dλhn (z)E
λh
[
Tr
h′(M)
z −M
1
ζ0(z)− qΞn
1
ζλh(z)− qΞn
] (4.17)
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By substituting (4.16) and (4.17) back into (4.15) and rearranging terms gives the statement.
4.3 Loop equations on the mesoscopic scale
To use the loop equations for the mesocopic scales that we are interested in we do the following.
By replacing z by z/nα + x∗, we have any α > 0 that
nαAλhαn (z/n
α + x∗)
(
1
nα
Dλhαn (z/n
α + x∗)
)2
+Bλhαn (z/n
α + x∗)
1
nα
Dλhαn (z/n
α + x∗)
+
1
nα
Cλhαn (z/n
α + x∗) = 0, (4.18)
where Aλhαn , B
λhα
n and C
λhα
n as in (4.14).
By using the self-improving mechanism behind the loop equation and using Proposition
2.4 we have the following estimates.
Lemma 4.3. Let f ∈ C1c (R). Then, as n→∞,
nαAλf
ε
α
n (z/n
α + x∗) = O(nα−1), (4.19)
Bλf
ε
α
n (z/n
α + x∗) = 1 +O(n−γ), (4.20)
1
nα
Cλf
ε
α
n (z/n
α + x∗) = (4.21)
− λ 1− q
2
2n1+2α
E
0
[
Tr
f εα
′(M)
z/nα + x∗ −M
1
ζ0(z/nα + x∗)− qΞn
]
+O(nα−1),
uniformly for λ in a sufficiently small neighborhood of the origin, z in compact subsets of
C \ R, 0 < ε < 1 and ξ ∈ C(U,A, δ).
The proof of this lemma is postponed to Section 7. Combined with (4.18) we find the
following consequence which proves (4.5).
Corollary 4.4. Let f ∈ C1c (R). We have, as n→∞,
1
nα
Dλf
ε
α
n (z/n
α + x∗) = λ
1− q2
2n1+2α
E
0
[
Tr
f εα
′(M)
z/nα + x∗ −M
1
ζ0(z/nα + x∗)− qΞn
]
+ o(1),
uniformly for λ in a sufficiently small neighborhood of the origin, z in compact subsets of
C \ R, 0 < ε < 1 and ξ ∈ C(U,A, δ).
4.4 Proof of Theorem 2.3
We now come to the proof of Theorem 2.3. We will need the following approximation result.
Lemma 4.5. Let f ∈ C1c(R), i.e a continuously differentiable function with compact support.
Then |f − Pε ∗ f |Lw → 0 as ε ↓ 0.
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Proof. It is standard that Pε(s) =
1
π
ε
s2+ε2 converges to the delta-functional at the origin as ε ↓
0. Moreover, since f is continuous and has compact support it follows that ‖f −Pε ∗f‖∞ → 0
as ε ↓ 0.
Now split f ε = f ε1 + f
ε
2 where
f ε1 (x) =
1
π
∫
|s|≤1
f(x− s) ε
s2 + ε2
ds,
f ε2 (x) =
1
π
∫
|s|>1
f(x− s) ε
s2 + ε2
ds. (4.22)
The key idea behind the splitting is that f ε1 has compact support and that, by standard
arguments, we have ‖f − f ε1‖∞ → 0 as ε ↓ 0. We claim this holds also when ‖ · ‖∞ is replaced
by | · |Lw . To this end, let I be a closed interval containing the origin and the supports of f
and f ε1 and split
|f − f ε1 |Lw = sup
x,y
√
1 + x2
√
1 + y2
∣∣∣∣(f − f ε1 )(x)− (f − f ε1 )(y)x− y
∣∣∣∣
≤ sup
x∈I,y∈2I
√
1 + x2
√
1 + y2
∣∣∣∣(f − f ε1 )(x)− (f − f ε1 )(y)x− y
∣∣∣∣
+ sup
x∈I,y /∈2I
√
1 + x2
√
1 + y2
∣∣∣∣(f − f ε1 )(x)− (f − f ε1 )(y)x− y
∣∣∣∣
(4.23)
Then first we have
sup
x∈I,y /∈2I
√
1 + x2
√
1 + y2
∣∣∣∣(f − f ε1 )(x)− (f − f ε1 )(y)x− y
∣∣∣∣
≤ 2(‖f − f ε1‖∞) sup
x∈I,y /∈2I
∣∣∣∣∣
√
1 + x2
√
1 + y2
x− y
∣∣∣∣∣ = d‖f − f ε1‖∞,
(4.24)
for some constant d > 0. Moreover, Since both f and f ε1 have compact support and are
continuously differentiable, there exists a constant c > 0 such that
sup
x∈I,y∈2I
√
1 + x2
√
1 + y2
∣∣∣∣(f − f ε1 )(x)− (f − f ε1 )(y)x− y
∣∣∣∣
≤ c sup
x∈I,y∈2I
∣∣∣∣ (f − f ε1 )(x) − (f − f ε1 )(y)x− y
∣∣∣∣ = c‖f ′ − f ε1 ′‖∞. (4.25)
Note that we can change the order of integration and differentiation and obtain ‖f ′−f ε1 ′‖∞ →
0 as ε ↓ 0 and hence, by inserting (4.24) and (4.25) into (4.23), we obtain |f − f ε1 |Lw → 0 as
ε ↓ 0.
By the triangular inequality, it remains to show that |f ε2 |Lw → 0 as ε ↓ 0. To this end, we
note that
|f ε2 |Lw = sup
x,y
√
1 + x2
√
1 + y2
π
∣∣∣∣∣
∫
|s|≥1
f(x− s)− f(y − s)
x− y
ε
s2 + ε2
ds
∣∣∣∣∣
= sup
x,y
√
1 + x2
√
1 + y2
π
∣∣∣∣∣
∫
|s|≥1:s∈(x−suppf)∪(y−supp f)
f(x− s)− f(y − s)
x− y
ε
s2 + ε2
ds
∣∣∣∣∣
≤ |f |Lw sup
x,y
1
π
∫
|s|≥1:s∈(x−suppf)∪(y−supp f)
√
1 + x2
√
1 + y2√
1 + (s− x)2
√
1 + (s− y)2
ε
s2 + ε2
ds.
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By combining the latter with the inequalities (s2 + ε2) ≥ (s2 + 1)/2 and
(1 + (s − x)2)(1 + s2) ≥ 1
2
(1 + x2), for s, x ∈ R,
we obtain
|f ε2 |Lw ≤
8|f |Lw | supp(f)|ε
π
.
Hence |f ε2 |Lw → 0 as ε ↓ 0 and this finishes the proof.
We are now ready for the proof of Theorem 2.3.
Proof of Theorem 2.3. By linearity of a linear statistic, we have
E
0 [exp λ (Yn(f)− EYn(f))]− E0 [expλ (Yn(f ε)− EYn(f ε))]
=
∫ λ
0
E
0
[
(Yn(f − f ε)− EYn(f − f ε)) expµ
(
Yn(f − f ε)− E0Yn(f − f ε)
)
× expλ (Yn(f ε)− E0Yn(f ε)) ]dµ.
Hence, by taking the absolute value in the integral, taking the supremum and then using
Cauchy-Schwarz twice we have∣∣E0 [expλ (Yn(f)− EYn(f))]− E0 [exp λ (Yn(f ε)− E0Yn(f ε))]∣∣ ≤
|λ| (Var Yn(f − f ε))1/2 sup
t∈[0,Re λ]
∣∣E0 [exp 2t (Yn(f − f ε)− EYn(f − f ε))
× exp 2Reλ (Yn(f ε)− E0Yn(f ε))]∣∣1/2
≤ |λ| (Var Yn(f − f ε))1/2 sup
t∈[0,Reλ]
∣∣E0 [exp 4t (Yn(f − f ε)− E0Yn(f − f ε))]∣∣1/4
× ∣∣E0 [exp 4Reλ (Yn(f ε)− E0Yn(f ε))]∣∣1/4 .
By combining this with Proposition 2.4 and (2.12) we see that there are constants d1, d2 > 0
such that for n sufficiently large we have∣∣E0 [expλ (Yn(f)− EYn(f))]− E0 [expλ (Yn(f ε)− EYn(f ε))]∣∣
≤ d2|λ||f − f ε|Lw exp d1(Reλ)2
(|f − f ε|2Lw + |f ε|2Lw) , (4.26)
for λ in a sufficiently small neighborhood of the origin, ε > 0 and ξ(n) ∈ Cn(U, nδ). Since
|f − f ε|Lw → 0 and ‖f ε‖∞ → ‖f‖∞ as ε ↓ 0, we then have∣∣E0 [expλ (Yn(f)− EYn(f))]− E0 [expλ (Yn(f ε)− EYn(f ε))]∣∣
= O(|f − f ε|Lw), (4.27)
as ε ↓ 0, where the constant can be chosen uniformly for λ in a sufficiently small neighborhood
of the origin and n sufficiently large.
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Let us for now use the notation
Fn(λ) = E
0 [exp λ (Yn(f)− EYn(f))]
F εn(λ) = E
0 [exp λ (Yn(f
ε)− EYn(f ε))] .
Then Fn(0) = F
ε
n(0) = 0 = F
′
n(0) = F
ε
n
′(0). Note that by (6.1) we also have that |Fn(λ)| is
uniformly bounded from above and below for λ in a sufficiently small neighborhood of the
origin.
Now take ε = εn → 0 as n → ∞. Then by Corollary 4.4 and (4.12) we obtain (4.2). By
combining this with (4.27) and the fact that |Fn| is bounded from below we have
log Fn(λ) = log F
εn
n (λ)− log
(
1 +
F εnn (λ)− Fn(λ)
Fn(λ)
)
=
1
2
σ2n,εnλ
2 + o(1), (4.28)
as n→∞, uniformly for λ in a sufficiently small neighborhood of the origin (not depending
on n). Here σn,ε is some sequence of numbers related to the expression in Corollary 4.4, which
is not very explicit. However, by analyticity and (4.28), we have
VarXn(f) = 2
∮
logFn(λ)
dλ
λ2
= σ2n,εn + o(1),
as n→∞, where the integral is over a sufficiently small and counterclockwise oriented circle
around the origin. Hence we see that σ2n,εn converges to the limiting variance in Theorem 2.3.
By inserting this back into (4.28) we prove the statement.
5 Asymptotic analysis of Kn and R
I
n
In this section we will apply steepest descent techniques to obtain various asymptotic prop-
erties for Kn and R
I
n as n→∞. In particular, we will prove Lemma’s 3.1 and 3.2. Moreover,
in the upcoming sections we will also need some more asymptotic properties that we will also
derive in this Section. Throughout this section we will always choose the parameters as in
(2.4)–(2.6) and also set
q = qt = e
−t. (5.1)
5.1 Integrable form of Kn
It will be useful to write the kernel in a so-called integrable form. To this end, we rewrite
(3.8) as
Fn(w;x) = (qw − x)2 + 1− q
2
n
n∑
j=1
log(w − ξ(n)j ). (5.2)
When x is clear form the context then we will sometimes use the short notation Fn(w). Then
we can also rewrite the kernel Kn in (3.9) as
Kn(x, y) =
2qn
(1− q2)(2πi)2
∮
Σ
dz
∫
Γ
dw
e
n
1−q2 Fn(w;x)
e
n
1−q2 Fn(z;y)
1
w − z . (5.3)
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Lemma 5.1. The kernel Kn as defined in (3.9) can be written as
Kn(x, y) =
∑n
j=0 φj(x)ψj(y)
x− y , (5.4)
where
φ0(x) =
√
2nq2
1− q2
1
2πi
∫
Γ
dwe
n
1−q2 Fn(w;x)
ψ0(y) =
√
2nq2
1− q2
1
2πi
∮
Σ
dze
− n
1−q2 Fn(z;y)
φj(x) =
1
2πi
∫
Γ
dwe
n
1−q2 Fn(w;x)
1
w − ξ(n)j
, j = 1, . . . , n,
ψj(y) = − 1
2πi
∮
Σ
dze
− n
1−q2 Fn(z;y)
1
z − ξ(n)j
j = 1, . . . , n.
(5.5)
Proof. Let us write
Gn(w;x) = Fn(w;x) + 2qwx = q
2w2 − x2 + 1− q
2
n
n∑
j=1
1
w − ξ(n)j
. (5.6)
The proof is based on the following trick
(x− y)Kn(x, y) = 1
(2πi)2
∮
Σ
dz
∫
Γ
dw
e
n
1−q2Gn(w)
e
n
1−q2Gn(z)
1
w − z
∂
∂s
e
− 2n
1−q2 q(w−s)x
e
− 2n
1−q2 q(z−s)y)
∣∣∣∣∣∣
s=0
.
By taking the derivative outside the integral and the change of variables w 7→ w + s and
z 7→ z + s we obtain
(x− y)Kn(x, y) = n
(1− q2)(2πi)2
∮
Σ
dz
∫
Γ
dw
e
n
1−q2Gn(w)−qwx
e
n
1−q2Gn(z)−qzy
G′n(w) −G′n(z)
w − z .
Now note that from (5.6) we can write
G′n(w)−G′n(z)
w − z = 2q
2 − 1− q
2
n
n∑
j=1
1
w − ξ(n)j
1
z − ξ(n)j
.
From here the statement easily follows.
In the upcoming analysis, we first derive the asymptotics for φj and ψj . This we will do
by using classical steepest descent argument on their contour integral representations. For
this analysis we need to find the relevant critical point of Fn which is done in Section 5.3.
Then we deform the contours Σ and Γ to contours of steep descent and ascent in Section 5.4.
From these ingredients, we compute in Section 5.5 the asymptotic for φj and ψj and then the
asymptotics of Kn in Section 5.6.
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When n grows large it is natural to expect that the function Fn in (5.2) approaches F
given by
F (w) = F (w;x) = (qw − x)2 + (1− q2)
∫ √2
−√2
log(w − y)dµsc(y).
By a rather straightforward computation it follows that
F ′(w) = 2q(qw − x) + (1− q2)
(
w − (w2 − 2)1/2
)
with a branch cut along (−√2,√2) and the branch for the square root is taken such that
(w2 − 2)1/2 = w + O(w−1) for w → ∞. From here it is easy to compute that F has two
critical points
Ω(x) = x12 (q + 1/q) + i
√
2− x2 12(1/q − q), (5.7)
and Ω(x), which both are saddle points (i.e. F ′(Ω(x)) = 0 and F ′′(Ω(x)) 6= 0 and similarly
for Ω(x)). We expect that when n grows large, the function Fn has a saddle point Ωn(x)
that is close to Ω(x). However, for this to be the true at the scale that we are interested
in, we need our sequence ξ = (ξ(n))n to be sufficiently regular and this is why we restrict to
ξ ∈ C(U,A, δ).
5.2 The functions Ej
Before we start with the steepest descent analysis, let us first define the following auxiliary
functions
E1(x; ξ(n)) =
(
1− q2
n
)1/2 ∣∣∣∣∣∣
n∑
j=1
(
1
Ω(x)− ξ(n)j
−
∫
1
Ω(x)− ξdµs.c.(ξ)
)∣∣∣∣∣∣ (5.8)
E2(x; ξ(n)) = 1− q
2
n
∣∣∣∣∣∣∣
n∑
j=1
 1(
Ω(x)− ξ(n)j
)2 − ∫ 1(Ω(x)− ξ)2dµs.c.(ξ)

∣∣∣∣∣∣∣ (5.9)
E3(x; ξ(n)) =
(
1− q2
n
)3/2 n∑
j=1
1
|Ω(x)− ξ(n)j |3
(5.10)
We will also use the short-hand notation Ej(x; ξ(n)) = Ej(x).
The point of introducing these function is that in the saddle point analysis, all the error
terms can be expressed in term of Ej . There we need to estimate the functions Ej , which we
do in the following lemma. The main observation is that if ξ ∈ C(U,A, δ) (we recall (2.3)),
then we can bound the asymptotic behavior of Ej for large n.
We recall that we choose U ⊂ (−√2,√2) to be an open interval containing x∗.
Lemma 5.2. Let I ⊂ U be compact. Then there exists constant a1, a2, a3 > 0 (independent
of δ) such that
E1(x; ξ(n)) ≤ a1nδ,
E2(x; ξ(n)) ≤ a2n−γ(1−γ))/2,
E3(x; ξ(n)) ≤ a3n−(1−γ)/2,
(5.11)
for x ∈ I, ξ ∈ C(U,Anδ) and n ∈ N.
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Proof. The estimate for E1 directly follows from the definition of Cn and the fact that ImΩ(x) ≥
1/n.
For the estimate on E2 we use the following notation. We define
∆Fn(w) =
n∑
j=1
(
1
w − ξ(n)j
−
∫
1
w − ξdµs.c.(ξ)
)
.
To estimate E2(x; ξ(n)) we need to estimate ∆F ′n(Ω(x)). We do this by using the Cauchy
integral
∆F ′n(Ω(x)) =
1
2πi
∮
C
∆Fn(w)
(w − Ω(x))2 dw.
Here C is a counter clockwise orient simple contour around Ω(x). More precisely, we choose
C to be a the boundary of a rectangle where the horizontal sides are
U + ian−γ , and U + i.
We choose a > 0 small enough so that the rectangle indeed contains Ω(x). To this end, note
that since I is a compact subset of (−√2,√2) there exists a constant c > 0 such that
ImΩ(x) ≥ (1− q2)/b, (5.12)
for x ∈ I.
We then estimate
|∆F ′n(Ω(x))| ≤
supw∈C |∆Fn(w)|
2π
∮
C
1
|w − Ω(x)|2 |dw|.
By definition of Cn(U, nδ) we have
sup
w∈C
|∆Fn(w)| ≤ Anδ sup
w∈C
√
n
Imw
≤ Anδ+1/2+γ/2/√a
for ξ(n) ∈ Cn(U, nδ). Moreover, there exists a constant c > 0 such that∮
C
1
|w − Ω(x)|2 |dw| ≤
c
ImΩ(x)
,
for x ∈ I. Hence, there exists a constant d such that
E2(x, ξ(n)) ≤ 1− q
2
n
|∆F ′n(Ω(x))| ≤ dnδ−(1−γ)/2.
for x ∈ I and ξ(n) ∈ Cn(U, nδ). Since δ − (1 − γ)/2 < γ(1 − γ)/2, this proves the statement
for E2.
Finally, the estimate for E3 can be obtained as follows. By (5.12) there exists a constant
b > 0 such that(
1− q2
n
)3/2 n∑
j=1
1
|Ω(x)− ξ(n)j |3
≤ b(1− q
2)1/2
n3/2
n∑
j=1
1
|Ω(x)− ξ(n)j |2
.
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By using |w − x|−2 = −(Imw)−1 Im(w − z)−1 for any x ∈ R and w ∈ C \ R, and again
using (5.12) we have
(
1− q2
n
)3/2 n∑
j=1
1
|Ω(x)− ξ(n)j |3
= − b(1− q
2)1/2
n3/2 ImΩ(x)
n∑
j=1
Im
1
Ω(x)− ξ(n)j
≤ − b
2
n3/2(1− q2)1/2
n∑
j=1
Im
1
Ω(x)− ξ(n)j
By invoking the definition of E1 this leads to(
1− q2
n
)3/2 n∑
j=1
1
|Ω(x)− ξ(n)j |3
≤ − b
2
n1/2(1− q2)1/2
∫
Im
1
Ω(x)− ξ dµs.c.(ξ)−
b2
n(1− q2) ImE1(x; ξ
(n)),
By combining this with the result for E1(x), the fact that n(1 − q2) ∼ n1−γ and the fact
that the Cauchy transform of the semi-circle is bounded on C\ [−√2,√2], the statement also
follows for E3.
5.3 Saddle points
We now come to the critical point of Fn and prove Lemma 3.1.
Lemma 5.3. (cf. Lemma 3.1) Let I ⊂ U be compact. Then for sufficiently large n, x ∈ I
and ξ(n) ∈ Cn(U, nδ) we have that there exists a unique Ωn(x) in the ball
Ω(x) +
(
1−q2
n
) 1
2−δ
B0,1 (5.13)
such that F ′n(Ωn(x)) = 0.
Proof. It is important to observe that the ball (5.13) is entirely contained in the upper half
plane for n sufficiently large. Indeed, for any w in the ball (5.13) we have
Imw ≥ ImΩ(x)−
(
1−q2
n
) 1
2−δ
, (5.14)
as n→∞, and by (5.12), (5.1) and since we chose δ such that 0 < δ < 12 1−γ1+γ , the right-hand
side is positive for n sufficiently large.
The proof is based on Rouche´’s Theorem, that tells us that if for all w with
|Ω(x)− w| =
(
1− q2
n
)1/2−δ
, (5.15)
we have the inequality
|F ′n(w) − F ′(w)| < |F ′(w)|, (5.16)
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then there is precisely one solution to F ′n(w) = 0 in the given set (5.13).
Let w ∈ C satisfy (5.15). By the triangular inequality we have
|F ′n(w)− F ′(w)| ≤
∣∣F ′n(w)− F ′n(Ω(x))− F ′′n (Ω(x))(w − Ω(x))∣∣
+
∣∣F ′n(Ω(x))− F ′(Ω(x))∣∣ + ∣∣F ′′n (Ω(x))− F ′′(Ω(x))∣∣ |w − Ω(x)|
+
∣∣F ′(w) − F ′(Ω(x))− F ′′(Ω(x))(w − Ω(x))∣∣ (5.17)
We will estimate the four terms at the right-hand side separately. By the definition of Fn in
(5.2) we can rewrite the first term at the right-hand side by
∣∣F ′n(w)− F ′n(Ω(x)) − F ′′n (Ω(x))(w − Ω(x))∣∣ = 1− q2n
∣∣∣∣∣∣
n∑
j=1
(w − Ω(x))2
(w − ξ(n)j )(Ω(x)− ξ(n)j )2
∣∣∣∣∣∣ .
Since w satisfies (5.15), we have for sufficiently large n that Imw ≥ |w−Ω(x)| for x ∈ I (see
also (5.14)). Hence also
2|w − ξ(n)j | ≥ |w − ξ(n)j |+ Imw ≥ |w − ξ(n)j |+ |w − Ω(x)| ≥ |Ω(x)− ξ(n)j |,
which implies∣∣F ′n(w)− F ′n(Ω(x))− F ′′n (Ω(x))(w − Ω(x))∣∣
= 2
(
1− q2
n
)2−2δ n∑
j=1
1
|Ω(x)− ξ(n)j |3
= 2
(
1− q2
n
)1/2−2δ
E3(x). (5.18)
The second and third at the right-hand side of (5.17) can be rewritten in terms of E1 and E2,
since we have by definition that
∣∣F ′n(Ω(x)) − F ′(Ω(x))∣∣ = (1− q2n
)1/2
E1(x)∣∣F ′′n (Ω(x)) − F ′′(Ω(x))∣∣ |w −Ω(x)| = E2(x) |w − Ω(x)| . (5.19)
By inserting (5.18) and (5.19) into (5.17), we have for sufficiently large n that
|F ′n(w)− F ′(w)|
≤ 2
(
1− q2
n
)1/2−2δ
E3(x) +
(
1− q2
n
)1/2
E1(x) + E2(x) |w − Ω(x)|
+
∣∣F ′(w) − F ′(Ω(x))− F ′′(Ω(x))(w − Ω(x))∣∣ ,
for x ∈ I. The fourth term at the right-hand side consists of the difference of F ′(w) and its
first degree Taylor polynomial around w = Ω(x) and hence we can further estimate this too
|F ′n(w)− F ′(w)|
≤ 2
(
1− q2
n
)1/2−δ ((
1− q2
n
)δ
E1(x) + E2(x) +
(
1− q2
n
)−δ
E3(x)
)
+O
((
1− q2
n
)1−2δ)
, (5.20)
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Moreover, by a Taylor series expansion and using F ′(Ω(x)) = 0 we have for any w satisfying
(5.15)
|F ′(w)| =
∣∣F ′′(Ω(x))∣∣ (1− q2
n
)1/2−δ
+O
((
1− q2
n
)1−2δ)
, (5.21)
and hence by comparing (5.21) with (5.20) and using (5.11) we easily verify that (5.16) holds
and hence we proved the statement.
Corollary 5.4. Let I ⊂ U be compact. For n sufficiently large, let Ωn(x) be the saddle point
of Fn in the ball (5.13). Then there exists a constant c > 0 such that for n sufficiently large
we have
ImΩ(x), ImΩn(x) ≥ (1− q2)/c, (5.22)
for x ∈ I and ξ ∈ C(U,A, δ).
Proof. For Ω(x), the statement follows by the definition of Ω(x) in (5.7) and the compactness
of I. The statement for Ωn(x) follows then by applying Lemma 5.3 (and (5.14)).
Lemma 5.5. Let I ⊂ U be compact. For n sufficiently large, let Ωn(x) be the saddle point of
Fn in the ball (5.13). Then
F ′′n (Ωn(x)) = 2 + o(1), (5.23)
as n→∞, uniformly for x ∈ I and ξ ∈ C(U,A, δ)
Proof. By the triangular inequality we have
|F ′′n (Ωn(x))− F ′′(Ω(x))| ≤ |F ′′n (Ωn(x))− F ′′n (Ω(x))|+ |F ′′n (Ω(x))− F ′′(Ω(x))|, (5.24)
and by definition Fn in (5.2) and of E2 in (5.9) it follows that
|F ′′n (Ωn(x))− F ′′(Ω(x))| ≤ |F ′′n (Ωn(x))− F ′′n (Ω(x))| + E2(x). (5.25)
Moreover,
F ′′n (Ωn(x))− F ′′n (Ω(x)) =
1− q2
n
n∑
j=1
(
1
(Ωn(x)− ξ(n)j )2
− 1
(Ω(x)− ξ(n)j )2
)
=
1− q2
n
n∑
j=1
(
Ω(x)− Ωn(x)
(Ωn(x)− ξ(n)j )(Ω(x)− ξ(n)j )
(
1
Ωn(x)− ξ(n)j
+
1
Ω(x)− ξ(n)j
))
(5.26)
Note that because of (5.13) and (5.22) we have for n sufficiently large that ImΩn(x) ≥
|Ωn(x)− Ω(x)| for x ∈ I and hence also
2|Ωn(x)− ξ(n)j | ≥ |Ωn(x)− ξ(n)j |+ |Ωn(x)− Ω(x)| ≥ |Ω(x)− ξ(n)j |,
for x ∈ I. By using this inequality in (5.26) we obtain
∣∣F ′′n (Ωn(x))− F ′′n (Ω(x))∣∣ ≤ 3(1 − q2)|Ω(x)− Ωn(x)|n
n∑
j=1
1
|Ω(x)− ξ(n)j |3
,
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for x ∈ I. Combining this with (5.10) and (5.13) we obtain, for sufficiently large n, that∣∣F ′′n (Ωn(x))− F ′′n (Ω(x))∣∣ ≤ 3( n1− q2
)δ
E3(x), (5.27)
for x ∈ I. Therefore by (5.25) and (5.27) we have
|F ′′n (Ωn(x))− F ′′(Ω(x))| ≤ E2(x) + 3
(
n
1− q2
)δ
E3(x),
and hence by (5.11) and by the fact that 0 < δ < 12
1−γ
1+γ , we have
F ′′n (Ωn(x)) = F
′′(Ω(x)) + o(1),
uniformly for x ∈ I and ξ ∈ C(U,A, δ) as n→∞. Finally, by a simple computation and (5.1)
we have
F ′′(Ω(x)) =
4q2
1 + q2 − i x√
2−x2 (1− q2)
= 2 + o(1),
uniformly for x ∈ I and ξ(n) ∈ Cn(U, nδ) as n→∞. , and we have proved the statement.
Lemma 5.6. Let I ⊂ U be compact. For n sufficiently large, let Ωn(x) be the saddle point of
Fn in the ball (5.13). Then
Ωn(x)− Ωn(y) = (x− y)(1 + o(1)), (5.28)
uniformly for x, y ∈ I and ξ ∈ C(U,A, δ) as n→∞.
Proof. By differentiating F ′n(Ωn(x);x) = 0 with respect to x we obtain
d
dx
Ωn(x) =
2q2
F ′′n (Ωn(x);x)
.
Hence by substituting (5.23) into
Ωn(x)− Ωn(y) =
∫ x
y
d
dx
Ωn(x)dx =
∫ x
y
2q2
F ′′n (Ωn(x);x)
dx,
and by q → 1 as n→∞, the statement follows.
5.4 Deforming the contours
Now that we have established the existence and the approximate location of the saddle points
Ωn(x) and Ωn(x), we continue by deforming the contours Σ and Γ. The deformation of the
contours that we will discuss has also been used before in [26] in a similar context for longer
times scales. We show here that the choice of contours still works for the shorter time scales
that we are interested in.
To start with Γ we, deform the contour to the contour Γ∗
Γ∗ = ReΩn(x) + iR. (5.29)
The contour Γ is oriented from −i∞ to +i∞. Then Γ clearly passes through the saddle point
Ωn(x) and its conjugate. Moreover, it consists of paths of steep descent for ReFn(w) leaving
from the saddle points as the following lemma shows.
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Lemma 5.7. Let I ⊂ U be compact. For n sufficient large and x ∈ I, let Ωn(x) be the critical
point of Fn in (5.13). Then
d
dt
ReFn(ReΩn(x) + it) > 0 (5.30)
for −∞ < t < − ImΩn(x) and 0 < t < ImΩn(x). Similarly,
d
dt
ReFn(ReΩn(x) + it) < 0 (5.31)
for − ImΩn(x) < t < 0 and ImΩn(x) < t <∞.
Moreover, for n sufficiently large we have
ReFn(ReΩn(x) + it)−ReF (Ωn(x)) < 9− t
2
4
. (5.32)
for |t| > 3 and x ∈ I.
Proof. A simple computation reveals
d
dt
ReFn(ReΩn(x) + it) = −2q2t+ t(1− q
2)
n
n∑
j=1
1
(ReΩn(x)− ξ(n)j )2 + t2
By taking the imaginary part of F ′n(Ωn(x)) = 0 and dividing by ImΩn(x) we have
2q2 =
1− q2
n
n∑
j=1
1
(ReΩn(x)− ξ(n)j )2 + (ImΩn(x))2
(5.33)
and hence
d
dt
ReFn(ReΩn(x) + it)
=
1− q2
n
n∑
j=1
t((ImΩn(x))
2 − t2)
((ReΩn(x)− ξ(n)j )2 + t2)((ReΩn(x)− ξ(n)j )2 + (ImΩn(x))2)
. (5.34)
From here (5.30) and (5.31) easily follow.
To get (5.32) we argue as follows. We will prove the case t ≥ 3 only, the case t ≤ −3 follows
then by symmetry (note that ReFn(Ωn(x)) = ReFn(Ωn(x))). Observe that for sufficiently
large n we have by (5.7) and (5.13) we have |ReΩn(x) − ξ(n)j | ≤ 2
√
2 and (ImΩn(x))
2 ≤ 12
and hence
t2 − (ImΩn(x))2
t2 +
(
ReΩn(x)− ξ(n)j
)2 ≥ t2 − (ImΩn(x))2t2 + 8 ≥ 12 , (5.35)
for t ≥ 3, and hence
d
dt
ReFn(ReΩn(x) + it) ≤ −qt ≤ −t/2
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for t ≥ 3. Moreover, by (5.31) and ImΩn(x) ≤ 3 for sufficiently large n, we have
ReFn(ReΩn(x) + it)− ReFn(Ωn(x))
=
∫ t
ImΩn(x)
d
ds
ReFn(ReΩn(x) + is)ds
≤
∫ t
3
d
ds
ReFn(ReΩn(x) + is)ds,
for sufficiently large. By substituting (5.35) into the right-hand side we obtain (5.32).
Now we come to the contour Σ. We deform Σ to the contour Σ∗ = Σ∗+ ∪ Σ∗− where
Σ∗+ = {ReΩn(x)− t+ i
√
t2/3 + (ImΩn(x))2 : −∞ < t <∞},
Σ∗− = {ReΩn(x) + t− i
√
t2/3 + (ImΩn(x))2 : −∞ < t <∞}.
(5.36)
Here the parametrization chosen in the definition also defines the orientation.
Lemma 5.8. Let I ⊂ U be compact. For n sufficiently large and x ∈ I, let Ωn(x) be the
saddle point of Fn in the ball (5.13). Then
d
dt
ReFn
(
ReΩn(x)∓ t± i
√
t2/3 + (ImΩn(x))2
)
< 0, (5.37)
for t < 0 and
d
dt
ReFn
(
ReΩn(x)∓ t± i
√
t2/3 + (ImΩn(x))2
)
> 0, (5.38)
for t > 0. Moreover, for n sufficiently large
ReFn(ReΩn(x) + t± i
√
t2/3 + (ImΩn(x))2)− ReF (Ωn(x)) > t
2 − 49
6
. (5.39)
for |t| > 7.
Proof. By a simple computation one can show that
d
dt
ReFn
(
ReΩn(x) + t− i
√
t2/3 + (ImΩn(x))2
)
= 2q(q(ReΩn(x) + t)− x)− 23q2t
+
1− q2
n
n∑
j=1
ReΩn +
4
3t− x
(ReΩn(x) + t− ξ(n)j )2 + 13t2 + (ImΩn(x))2
. (5.40)
Moreover, by taking the real and imaginary part of F ′n(Ωn(x)) = 0 we obtain the following
two equations
2q(qReΩn(x)− x) = −1− q
2
n
n∑
j=1
ReΩn − ξ(n)j
(ReΩn(x)− ξ(n)j )2 + (ImΩn(x))2
(5.41)
2q2 =
1− q2
n
n∑
j=1
1
(ReΩn(x)− ξ(n)j )2 + (ImΩn(x))2
, (5.42)
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where we also divided by ImΩn(x) in the last equality. By plugging (5.41) and (5.42) into
(5.40) we obtain
d
dt
ReFn
(
ReΩn(x) + t+ i
√
t2/3 + (ImΩn(x))2
)
=
1− q2
n
n∑
j=1
(
ReΩn +
4
3t− ξ
(n)
j
(ReΩn(x) + t− ξ(n)j )2 + 13 t2 + (ImΩn(x))2
− ReΩn − ξ
(n)
j − 2t/3
(ReΩn(x)− ξ(n)j )2 + (ImΩn(x))2
)
.
By writing the difference of the fraction as one this can be written as
d
dt
ReFn
(
ReΩn(x) + t− i
√
t2/3 + (ImΩn(x))2
)
= t
1− q2
n
n∑
j=1
 2(ImΩn(x))2 + 89t2(
(ReΩn(x) + t− ξ(n)j )2 + 13t2 + (ImΩn(x))2
)(
(ReΩn(x)− ξ(n)j )2 + (ImΩn(x))2
)
 ,
and from here (and symmetry) (5.37) and (5.38) easily follow.
It remains to prove (5.39). For sufficiently large n we have by (5.7) and (5.13) we have
|ReΩn(x)− ξ(n)j | ≤ 2
√
2 and hence
2(ImΩn(x))
2 + 89t
2
2(ReΩn(x)− ξ(n)j )2 + 73t2 + (ImΩn(x))2
≥ 2(ImΩn(x))
2 + 89t
2
16 + 73t
2 + (ImΩn(x))2
≥ 1
3
,
for |t| ≥ 7, and hence
d
dt
ReFn
(
ReΩn(x) + t− i
√
t2/3 + (ImΩn(x))2
)
≥ 2qt/3 ≥ t/3,
for t ≥ 7. By inserting this inequality into
ReFn(ReΩn(x) + t− i
√
t2/3 + (ImΩn(x))2)− ReF (Ωn(x))
=
∫ t
0
d
ds
ReF (ReΩ(x) + s+ i
√
s2/3 + (ImΩn(x))2)ds
≥
∫ t
0
d
ds
ReF (ReΩ(x) + is)ds
we obtain (5.39) at one of the four parts of Σ∗. At the other parts on can use similar estimates
or use symmetry.
5.5 Asymptotics for φj and ψj
We first derive the leading asymptotic term for the function φ0 and ψ0. To this end, we split
φ0 = φ
+
0 + φ
−
0 and ψ0 = ψ
+
0 + ψ
−
0 where
φ±0 (x) =
√
2nq2
1−q2
1
2πi
∫
Γ∗∩H±
e
n
1−q2 Fn(w;x) dw
ψ±0 (y) =
√
2nq2
1−q2
1
2πi
∫
Σ∗∩H±
e
− n
1−q2 Fn(z;y) dz.
(5.43)
Here H+ and H− stand for the upper and lower half plane respectively, and Γ∗ and Σ∗ are
the contours of steep descent (5.29) and ascent (5.36).
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Lemma 5.9. Let I ⊂ U be compact. Then for any 0 < ε < (1− γ)/2 we have
φ+0 (x) =
√
q
π|F ′′n (Ωn)|
exp
(
−1
2
iεn
)
e
n
1−q2 Fn(Ωn(x))
(
1 +O (n−ε)) ,
φ−0 (x) =
√
q
π|F ′′n (Ωn)|
exp
(
−1
2
iεn
)
e
n
1−q2 Fn(Ωn(x))
(
1 +O (n−ε)) ,
ψ+0 (x) = −
1
i
√
q
π|F ′′n (Ωn)|
exp
(
−1
2
iεn
)
e
− n
1−q2 Fn(Ωn(x))
(
1 +O (n−ε)) ,
ψ−0 (x) =
1
i
√
q
π|F ′′n (Ωn)|
exp
(
−1
2
iεn
)
e
− n
1−q2 Fn(Ωn(x))
(
1 +O (n−ε)) ,
(5.44)
as n→∞, uniformly for x ∈ I and ξ ∈ C(U,A, δ). Here εn = argF ′′n (Ωn(x)).
Proof. We will only prove the asymptotics for φ+0 . The other cases follow from similar argu-
ments and are left to the reader.
Let B be the ball
B =
{
w : |w − Ωn(x)| =
(
1− q2
n
)1/2−δ′/3}
,
for some 0 < δ′ < δ. By an argument similar to the first line in the proof of Lemma 5.3, it is
not hard to show that the ball B is entirely contained in the upper half plane.
Let us split the integral as follows∫
Γ∗∩H+
=
∫
Γ∗∩B
+
∫
(Γ∗∩H+)\B
.
We will estimate the two integrals at the right-hand side separately. Let us for the moment
focus on the first integral, i.e. the integral over Γ∗ ∩B. We claim that inside B the function
Fn(w) is a approximately quadratic. More precisely, we will show that
n
1− q2
(
Fn
(
Ωn(x) +
√
1− q2
n
s
)
− Fn(Ωn(x))
)
− 1
2
s2F ′′n (Ωn(x)), (5.45)
is small. By subtracting sF ′n(Ωn(x)) = 0 and using the definition of Fn in (5.2) we can rewrite
(5.45) to
n∑
j=1
(
log
(
1 +
√
1− q2
n
s
Ωn(x)− ξ(n)j
)
−
√
1− q2
n
s
Ωn(x)− ξ(n)j
+
1− q2
n
s2
2(Ωn(x)− ξ(n)j )2
)
. (5.46)
By using ∣∣log(1 + w)− w + 12w2∣∣ ≤ 2|w|3, for |w| < 1/2,
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we can estimate (5.46) by(
2(1 − q2)
n
)3/2 n∑
j=1
|s|3
|Ωn(x)− ξ(n)j |3
≤
(
2(1− q2)
n
)3/2−δ′ n∑
j=1
1
|Ωn(x)− ξ(n)j |3
= 23/2−δ
′
(
(1− q2)
n
)−δ′
E3(x).
By combining this with (5.11) we have∣∣∣∣∣ n1− q2
(
Fn
(
Ωn(x) +
√
1− q2
n
s
)
− Fn(Ωn(x))
)
− 1
2
s2F ′′n (Ωn(x))
∣∣∣∣∣
≤ 23/2−δ′
(
(1− q2)
n
)−δ′
E3(x) = O
(
nδ
′(1+γ)−(1−γ)/2
)
, (5.47)
uniformly for x ∈ I and ξ ∈ C(U,A, δ) as n→∞.
Let us return to estimating the integral
∫
Γ∩B. After the change of variables
w = Ωn(x) + i
√
1− q2
n
s˜. (5.48)
and using (5.47) we obtain√
2q2n
(1−q2)
1
2πi
∫
Γ∗∩B
e
n
1−q2 Fn(w)dw
=
√
2q2
2π
e
n
1−q2 Fn(Ωn(x)
∫ +(n/(1−q2))δ/3
−(n/(1−q2))δ/3
e
−F ′′n (Ωn(x)) s˜
2
2
+O
(
nδ
′(1+γ)−(1−γ)/2
)
ds˜,
and therefore (where we recall (5.23)),√
2q2n
(1−q2)
1
2πi
∫
Γ∗∩B
e
n
1−q2 Fn(w)dw
=
q√
π|F ′′n (Ωn(x))|
exp
(
−εni/2 + n1−q2Fn(Ωn(x))
) (
1 +O
(
nδ
′(1+γ)−(1−γ)/2
))
,
uniformly for x ∈ I and ξ ∈ C(U,A, δ) as n → ∞. By setting ε = δ′(1 + γ) < δ(1 + γ) =
(1−γ)/2 we see that we get one part of the right-hand side of the expression for φ+0 in (5.44).
To get the full expression for φ+0 in (5.44) it sufficient to prove that the integral over the
remaining part of the contour is exponentially small. By (5.30), (5.31) and (5.47) we see that
n
1− q2 (ReFn(w) − ReFn(Ωn(x))
≤ −ReF ′′n (Ωn(x))
(
n
1− q2
)2δ′/3
+ 23/2−δ
(
(1− q2)
n
)−δ′
E3(x),
for w ∈ (Γ∗ ∩H+) \B. Hence by (5.23) and (5.11) we have for sufficiently large n that
n
1− q2 (ReFn(w)− ReFn(Ωn(x)) ≤ −
(
n
1− q2
)2δ′/3
,
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uniformly for w ∈ (Γ∗ ∩ H+) \ B and x ∈ I. By using the latter and (5.32) it is not difficult
to show that the integral over (Γ∗ ∩ H+) \ B only gives an exponentially small contribution
and we arrive at the asymptotics for φ+0 given in (5.44).
Note that as a particular consequence of the asymptotic formulas in (5.44) we have the
following bound. Under the same conditions as in the Lemma, there exists a constant A > 0
such that for sufficiently large n we have
|φ±0 (x)e
− n
1−q2 ReFn(Ωn(x))| ≤ A,
|ψ±0 (y)e
n
1−q2 ReFn(Ωn(y))| ≤ A.
(5.49)
for x, y ∈ I.
In the following lemma, we express the asymptotic behavior of the functions φj and ψj in
terms of φ±0 and ψ
±
0 .
Lemma 5.10. Let I ⊂ U be compact. Then for any ε > 0 and j = 1, . . . , n we have
φj(x) =
√
1−q2
2nq2
(
φ+0 (x)
Ωn(x)− ξ(n)j
+
φ−0 (x)
Ωn(x)− ξ(n)j
)
(5.50)
×
(
1 +O
((
1−q2
n
)1/2−ε 1
|Ωn(x)− ξ(n)j |
))
, (5.51)
ψj(y) = −
√
1−q2
2nq2
(
ψ+0 (y)
Ωn(y)− ξ(n)j
+
ψ−0 (y)
Ωn(y)− ξ(n)j
)
(5.52)
×
(
1 +O
((
1−q2
n
)1/2−ε 1
|Ωn(x)− ξ(n)j |
))
, (5.53)
as n→∞, uniformly for x, y ∈ I, ξ ∈ Cn(U,A, δ)
Proof. The proof goes by a steepest descent analysis for φj and ψj , similar to the proof of
(5.44). The difference is that there is an extra term in the integrand of φj and ψj that we
need to deal with.
We deform the contours Σ and Γ in the definition of φj and ψj to the contours Σ
∗
1 and
Γ∗ and split the contour into two parts, one in the upper half plane and one in the lower half
plane. Hence we have φj = φ
+
j + φ
−
j and ψj = ψ
+
j + ψ
−
j in the same way as (5.43). In the
integrand for φ+j we write
1
w − ξ(n)j
=
1
Ωn(x)− ξ(n)j
(
1 +
Ωn(x)− w
w − ξ(n)j
)
and when we introduce the local variables (5.48) we estimate
∣∣∣∣∣Ωn(x)− ww − ξ(n)j
∣∣∣∣∣ =
(
1−q2
n
)1/2−δ′/3∣∣∣∣Ωn(x)− ξ(n)j +√1−q2n is∣∣∣∣ ≤
(
1−q2
n
)1/2−δ′/3 2∣∣∣Ωn(x)− ξ(n)j ∣∣∣ ,
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for n sufficiently large. Analogous estimates hold for the integrals φ−, ψ+ and ψ−. After this
estimate the arguments are the same as in the proof of (5.44) and we obtain the statement
after setting ε = δ′/3.
By combining (5.50) and (5.53) with (5.49) we see that, under the same conditions of the
last lemma, there exists a constant A > 0 such that for sufficiently large n we have
|φ±j (x)e
− n
1−q2 ReFn(Ωn(x))| ≤ 1− q
2
2nq2
A
|Ωn(x)− ξ(n)j |
,
|ψ±0 (y)e
n
1−q2 ReFn(Ωn(y))| ≤ 1− q
2
2nq2
A
|Ωn(x)− ξ(n)j |
.
(5.54)
for x, y ∈ I.
5.6 Proof of Lemma 3.2
We are now ready to compute the asymptotic behavior of KIn.
Lemma 5.11. Let I ⊂ U be compact. Then
(x− y)Kn(x, y) = 1
q
(
φ+0 (x)ψ
+
0 (y)(x− y)
Ωn(x)− Ωn(y) +
φ−0 (x)ψ
+
0 (y)(x− y)
Ωn(x)− Ωn(y)
+
φ+0 (x)ψ
−
0 (y)(x− y)
Ωn(x)− Ωn(y)
+
φ−0 (x)ψ
−
0 (y)(x− y)
Ωn(x)− Ωn(y)
)
(1 + o(1)) , (5.55)
uniformly for x, y ∈ I, ξ ∈ C(U,A, δ) as n→∞.
Proof. We recall that by (5.4) we have that
(x− y)Kn(x, y) =
n∑
j=0
φj(x)ψj(y).
To prove the statement we insert the asymptotic espressions (5.50) and (5.53) into the latter
expression. Let us first replace φj and ψj with the leading asymptotic terms in (5.50) and
(5.53) and ignore the correction term. This leads to the following sum
φ0(x)ψ0(y)− 1−q
2
2nq2
n∑
j=1
(
φ+0 (x)
Ωn(x)− ξ(n)j
+
φ−0 (x)
Ωn(x)− ξ(n)j
)(
ψ+0 (y)
Ωn(y)− ξ(n)j
+
ψ−0 (y)
Ωn(y)− ξ(n)j
)
.
(5.56)
To compute this sum we first note that since F ′n(Ωn(x)) = 0 we have
1− q2
n
n∑
j=1
1
Ωn(x)− ξ(n)j
= 2q(x− qΩn(x)),
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and hence
1− q2
n
n∑
j=1
1
Ωn(x)− ξ(n)j
1
Ωn(y)− ξ(n)j
=
1− q2
n
1
Ωn(x)− Ωn(y)
n∑
j=1
(
1
Ωn(y)− ξ(n)j
− 1
Ωn(x)− ξ(n)j
)
=
2q2(Ωn(x)− Ωn(y))− 2q(x− y)
Ωn(x)− Ωn(y) = 2q
2 − 2q(x− y)
Ωn(x)− Ωn(y) .
Therefore we also have
φ+0 (x)ψ
+
0 (y)−
1− q2
2q2n
n∑
j=1
φ+0 (x)
Ωn(x)− ξ(n)j
ψ+0 (y)
Ωn(y)− ξ(n)j
=
φ+0 (x)ψ
+
0 (y)(x− y)
q(Ωn(x)− Ωn(y)) .
The same expressions hold with Ωn(x) and/or Ωn(y) replaced with their complex conjugates.
By substituting these expression into (5.56) (and using φ0 = φ
+
0 + φ
−
0 and ψ0 = ψ
+
0 + ψ
−
0 )
we obtain
φ0(x)ψ0(y)− 1−q
2
2nq2
n∑
j=1
(
φ+0 (x)
Ωn(x)− ξ(n)j
+
φ−0 (x)
Ωn(x)− ξ(n)j
)(
ψ+0 (y)
Ωn(y)− ξ(n)j
+
ψ−0 (y)
Ωn(y)− ξ(n)j
)
=
1
q
(
φ+0 (x)ψ
+
0 (y)(x− y)
Ωn(x)− Ωn(y) +
φ−0 (x)ψ
+
0 (y)(x− y)
Ωn(x)− Ωn(y)
+
φ+0 (x)ψ
−
0 (y)(x− y)
Ωn(x)− Ωn(y)
+
φ−0 (x)ψ
−
0 (y)(x − y)
Ωn(x)−Ωn(y)
)
,
which is the leading term in (5.55).
It only remains to prove that the correction terms in (5.50) and (5.53) do not contribute
to the leading asymptotics in (5.55). But this follows by collecting all the error terms and
using (5.54) and (5.11) for E3.
We are now ready to prove Lemma 3.2.
Proof of Lemma 3.2. This follows directly from substituting (5.44) in Lemma 5.11 and using
(5.23) and the fact that q → 1 as n→∞.
5.7 Asymptotics for Kn(x, x)
In the next step we compute that asymptotic behavior of the diagonal of the kernel Kn(x, x)
as n→∞. The proof is again based on standard principles of the steepest descent techniques.
Lemma 5.12. Let I ⊂ U be compact. Then for any 0 < ε < (1− γ)/2, we have
Kn(x, x) =
2nq
(1− q2)π ImΩn(x) +O
(
nε
1− q2
)
, (5.57)
uniformly for x ∈ I, ξ(n) ∈ Cn(U, nδ) as n→∞.
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Proof. The proof goes again by steepest descent arguments, but now we start from the double
integral formula (5.3) directly. We deform the contours Σ and Γ to the contours Σ∗ and Γ∗
in (5.36) and (5.29), consisting of path of steep descent/ascent leaving from the saddle points
Ωn(x) and Ωn(x). When doing so, we pick up a residue due to the term 1/(w − z) and we
obtain an additional single integral
Kn(x, x) =
2qn
(1− q2)2πi
∫ Ωn(x)
Ωn(x)
dz
+
2qn
(1− q2)(2πi)2
∮
Σ∗
dz
∫
Γ∗
dw
e
n
1−q2 Fn(w;x)
e
n
1−q2 Fn(z;x)
1
w − z . (5.58)
Note that in the double integral Σ∗ and Γ∗ intersect at Ωn(x) and Ωn(x) and the integrand
has a singularity at that point. As an iterated integral the first integral as a principal value
integral (since the contours are perpendicular at the intersection points, the singularity is
integrable with respect to the double integral).
The single integral in (5.58) is trivial to compute and gives
2qn
(1− q2)2πi
∫ Ωn(x)
Ωn(x)
dz =
2qn
(1− q2)π ImΩn(x),
and this gives the first term in (5.57). We split the double integral in (5.58) into three parts,
two double integrals where z, w are both in the neighborhood of Ωn(x) and Ωn(x) and a third
integral over the remaining parts. By introducing local variables and reasoning as in the proof
of Lemma 5.9 (in particular (5.47)) we find for any 0 < δ′ < δ and some c > 0 that
2qn
(1− q2)(2πi)2
∮
Σ∗
dz
∫
Γ∗
dw
e
n
1−q2 Fn(w;x)
e
n
1−q2 Fn(z;x)
1
w − z
= − 2qi
(2πi)2
√
n
1− q2
∫ ∞
−∞
ds
∫ ∞
−∞
dt
e
−F ′′n (Ωn(x)) 12 (s2+t2)+O
(
nδ
′(1+γ)√
(1−q2)n
)
s+ it
+
2qi
(2πi)2
√
n
1− q2
∫ ∞
−∞
ds
∫ ∞
−∞
dt
e
−F ′′n (Ωn(x)) 12 (s2+t2)+O
(
nδ
′(1+γ)√
(1−q2)n
)
s+ it
+O
(
exp(−ncδ′)
)
,
as n → ∞ uniformly for x → I. After changing to polar coordinates, it is not hard to see
that ∫ ∞
−∞
ds
∫ ∞
−∞
dt
e−F
′′
n (Ωn(x))
1
2
(s2+t2)
s+ it
= 0,
and hence, for any 0 < δ′ < δ, we have
2qn
(1− q2)(2πi)2
∮
Σ∗
dz
∫
Γ∗
dw
e
n
1−q2 Fn(w;x)
e
n
1−q2 Fn(z;x)
1
w − z
= O
(√
n
1− q2
nδ
′(1+γ)√
(1− q2)n
)
= O
(
nδ
′(1+γ)
1− q2
)
,
as n→∞. After setting ε = δ′(1 + γ) < δ(1 + γ) = (1− γ)/2 we arrive at the statement.
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Γ2Γ˜1 Σ1
Σ2
Σ∗1Σ
∗
2
Γ∗1 Γ
∗
2
Figure 3: The left picture shows the contours in the first quadruple integral at the right hand
side of (5.61), before deforming the contours. In the right picture the corresponding contours
of steep descent and ascent are shown.
Combining the latter with Lemma 5.3 we obtain the following.
Corollary 5.13. Let I ⊂ U be compact. Then
1
n
Kn(x, x) =
√
2− x2
π
+ o(1), (5.59)
as n→∞, uniformly for x ∈ I and ξ ∈ C(U,A, δ).
Proof. Since for δ > 0 small enough we have n(1− q2)/nδ →∞ as n→∞, we obtain
1
n
Kn(x, x) =
2q
(1− q2)π ImΩn(x) + o(1),
as n → ∞. By Lemma 5.3 we can replace Ωn(x) by Ω(x) and, finally, since ImΩ(x) =
((1− q2)/2q)√2− x2 we obtain the statement.
5.8 Asymptotics for RIn
Besides he asymptotic behavior of Kn we will also need the asymptotic behavior of R
I
n defined
by
RIn(x, y) =
∫
I
Kn(x, z)Kn(z, y)dz −Kn(x, y), (5.60)
for x, y ∈ I. Here I is an interval in (−√2,√2). Before we come to its asymptotic behavior
we will first give a quadruple integral expression for RIn.
Lemma 5.14. Let I = [E1, E2] ⊂ R. Then for x, y ∈ I we have
RIn(x, y)
=
2qn
(1− q2)(2πi)4
∮
Σ1
∫
Γ˜1
∮
Σ2
∫
Γ2
e
n
1−q2 (Fn(w1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2)
− 2qn
(1− q2)(2πi)4
∮
Σ1
∫
Γ1
∮
Σ2
∫
Γ˜2
e
n
1−q2 (Fn(w1;x)+Fn(w2;E1))
e
n
1−q2 (Fn(z1;E1)+Fn(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2)
(5.61)
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Here Σ1, Σ2, Γ1 and Γ2 are as before with the additional restriction that Γ2 is also to the
right of Σ1. The contours Γ˜1 and Γ˜2 connect −i∞ to +i∞ but are at the left of both Σ1 and
Σ2.
Proof. We define KIn as the restriction of Kn to I × I, hence KIn(x, y) = Kn(x, y) if x, y ∈ I
and KIn(x, y) = 0 otherwise. Then by inserting the double integral formula (5.3) into
(KIn)
2(x, y) =
∫
R
Kn(x, u)
IKIn(u, y)du =
∫
I
Kn(x, u)Kn(u, y)du,
and switching the order of integration we obtain
(KIn)
2(x, y)
=
2qn
(1− q2)(2πi)4
∮
Σ1
∫
Γ1
∮
Σ2
∫
Γ2
e
n
1−q2 Fn(w1;x)e
n
1−q2 Fn(w2;E2)
e
n
1−q2 Fn(z1;E2)e
n
1−q2 Fn(z2;y)
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 −w2)
− 2qn
(1− q2)(2πi)4
∮
Σ1
∫
Γ1
∮
Σ2
∫
Γ2
e
n
1−q2 Fn(w1;x)e
n
1−q2 Fn(w2;E1)
e
n
1−q2 Fn(z1;E1)e
n
1−q2 Fn(z2;y)
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2) .
(5.62)
We take Σ1 around Σ2. In the second quadruple integral in (5.62) we deform Γ2 to Γ˜2 that
lies at the left of Σ1 and Σ2. By doing so, we pick up a residue at w2 = z2 and w2 = z1 which
gives two additional triple integrals. However, in the triple integral arising by computing
the residue at w2 = z2 the integral over Σ2 vanishes as there are no poles inside Σ2 (since
we assumed that Σ1 goes around Σ2). In the same way, in the triple integral arising after
computing the residue at w2 = z1 the integral over Σ1 has a simple pole at z1 = z2 and hence
the triple integral reduces to a double integral. Concluding we have
(KIn)
2(x, y)
=
2qn
(1− q2)(2πi)4
∮
Σ1
∫
Γ1
∮
Σ2
∫
Γ2
e
n
1−q2 Fn(w1;x)e
n
1−q2 Fn(w2;E2)
e
n
1−q2 Fn(z1;E2)e
n
1−q2 Fn(z2;y)
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 −w2)
− 2qn
(1− q2)(2πi)4
∮
Σ1
∫
Γ1
∮
Σ2
∫
Γ˜2
e
n
1−q2 Fn(w1;x)e
n
1−q2 Fn(w2;E1)
e
n
1−q2 Fn(z1;E1)e
n
1−q2 Fn(z2;y)
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 −w2)
+
2qn
(1− q2)(2πi)2
∮
Σ2
dz2
∫
Γ1
dw1
e
n
1−q2 Fn(w1;x)
e
n
1−q2 Fn(z2;y)
1
w1 − z2 .
In the latter, by (5.3) the double integral equals Kn(x, y) = K
I
n(x, y). Moreover, in the first
quadruple integral we can deform Γ1 to Γ˜1. By doing so, we pick up a residue at w1 = z1
which gives rise to a triple integral. However, as the integral over Σ1 does not encircle any
pole it vanishes and we proved the statement.
As n→∞ the kernel RIn has the following asymptotic behavior.
Lemma 5.15. Let I = [E1, E2] ⊂ U . Then
exp
(
n
1−q2 ReFn(Ωn(y);y)
)
exp
(
n
1−q2 ReFn(Ωn(x);x)
)RIn(x, y) = An(x, y) +O
((
1− q2
n
)1/2)
, (5.63)
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Step 1 Step 2
Step 3
.
Step 4.
Figure 4: Overview in the various contour deformations in the proof of Lemma 5.15.
as n → ∞, uniformly for x, y in compact subsets of the interval (E1, E2) and ξ ∈ C(U,A, δ).
Here An is a kernel that has the form
An(x, y) =
4∑
j=1
fj(x)gj(y)An,j(x, y), (5.64)
where fj, gj and An,j are functions that are uniformly bounded in n ∈ N and 1-Lipschitz in
both variables with constants that do not depend on n ∈ N. More precisely, for each compact
set I ′ of the open interval (E1, E2), there exists a constant a > 0 such that for n ∈ N we have
1. |An(x, y)| ≤ a for x, y ∈ I ′.
2. |An(x1, y)−An(x2, y)|/|x1 − x2| ≤ a for x1, x2, y ∈ I ′.
3. |An(x, y1)−An(x, y2)|/|y1 − y2| ≤ a for x, y1, y2 ∈ I ′.
Proof. The proof goes by a steepest descent analysis on (5.61). We deform the contours to
paths of steep descent and ascent. By doing so we will pick up residues. To keep an overview
over the various terms we get, we will carry the analysis out in several steps. We will only
deal with the first quadruple integral on the right-hand side of (5.61). The analysis for the
second quadruple integral can be dealt with using similar arguments and we leave that case
to the reader.
Step 0. Let us start with describing the initial situation. Our starting point is the
first quadruple integral on the right-hand side of (5.61) and hence the configuration of the
contours is as in the left picture of Figure 3. Our goal is to deform the contours to paths of
steep descent/ascent so that we arrive at the configuration of contours in the right picture of
Figure 3.
It important to observe that Ωn(x) and Ωn(y) can not be close to Ωn(E2), which will be
necessary to have uniform bounds in (5.63).
45
Step 1. We deform the contours Σ1 to contours Σ
∗
1 that largely consists of paths of steep
ascent for ReFn(w;E2) leaving from the saddle points Ωn(E2) and Ωn(E2). However, close
to ∞ we bend the contour so that it remains a closed contour between Γ˜1 and Γ2. We do the
same for Σ2. See the top left picture in Figure 4.
Step 2. In the next step, we deform the contour Γ˜1 to the contour of steep descent Γ
∗
1.
By doing so we pick up a reside due to the term w1 = z1. This results in
2qn
(1−q2)(2πi)4
∮
Σ1
∫
Γ˜1
∮
Σ2
∫
Γ2
e
n
1−q2 (Fn(w1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2)
= 2qn
(1−q2)(2πi)4
∮
Σ∗1
∫
Γ∗1
∮
Σ∗2
∫
Γ2
e
n
1−q2 (Fn(w1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2)
+ 2qn
(1−q2)(2πi)3
∫
Cη1
∮
Σ∗2
∫
Γ2
e
n
1−q2 (Fn(z1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dz1
(w2 − z2)(z1 − w2) (5.65)
where η1 is the point of intersection of Γ
∗
1 and Σ
∗
1 in the upper half plane and Cη1 is over path
that is directed from η1 to η1. We also deform the path Cη1 to two rays, one leaving from η1
connecting to ∞e−(π+δ)i/2 and the other leaving from ∞e(π+δ)i/2 connecting to η1 for some
small δ > 0. The reason for deforming of Cη1 in this way, is that by (5.2) we have
Fn(z1;x)− Fn(z1, E2) = 2qz1(E2 − x) + x2 − E22 ,
and hence, with this definition, Cη1 consist of two paths of steep descent for the real part of
Fn(z1;x)− Fn(z1, E2) leaving from η1 and η1.
In the quadruple integral, the integral with respect to the variable w1 is a principle value
integral (note that the integrand has a singularity 1/(w1 − z1).
Step 3. In the next step, we also deform Γ2 to be a contour of steep descent in both the
quadruple and triple integral at the right-hand side of (5.65). By deforming the contour we
pick up residues at w2 = z1 and w2. This leads to the following five multiple integrals
2qn
(1−q2)(2πi)4
∮
Σ1
∫
Γ˜1
∮
Σ2
∫
Γ2
e
n
1−q2 (Fn(w1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2)
= 2qn(1−q2)(2πi)4
∮
Σ∗1
∫
Γ∗1
∮
Σ∗2
∫
Γ∗2
e
n
1−q2 (Fn(w1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 −w2)
+ 2qn
(1−q2)(2πi)3
∮
Σ∗1
∫
Γ∗1
∫
Cη2
e
n
1−q2 (Fn(w1;x)+Fn(z2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dz2dw1dz1
(w1 − z1)(z1 − z2)
− 2qn
(1−q2)(2πi)3
∫ Ω(E2)
Ω(E2)
∫
Γ∗1
∮
Σ∗2
e
n
1−q2 Fn(w1;x)
e
n
1−q2 Fn(z2;y)
dz2dw1dz1
(w1 − z1)(z1 − z2)
+ 2qn
(1−q2)(2πi)3
∫
Cη1
∮
Σ∗2
∫
Γ∗2
e
n
1−q2 (Fn(z1;x)+Fn(w2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dw2dz2dz1
(w2 − z2)(z1 − w2)
− 2qn
(1−q2)(2πi)2
∫
Cη1
∫
Cη2
e
n
1−q2 (Fn(z1;x)+Fn(z2;E2))
e
n
1−q2 (Fn(z1;E2)+Fn(z2;y))
dz2dz1
z1 − z2 . (5.66)
Here η2 is the intersection point of Σ
∗
2 and Γ
∗
2 in the upper half plane and Cη2 is over path
that is directed from η2 to η2. We also deform the path Cη2 to two rays, one leaving from η2
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connecting to ∞e−(π−δ)i/2 and the other leaving from ∞e(π−δ)i/2 connecting to η2 for some
small δ > 0. By using the same arguments for Cη1 in Step 2, one easily verifies that by this
definition Cη2 consists of two paths of steep descent for the real part of Fn(z2, E2)−Fn(z2, y).
In all the integrals, in case of a singularly, the integrals are to be understood as principal
value integrals.
Step 4. Finally, we deform the contours Σ∗1,2 to be the paths of steep ascent also far away
from the saddle points. Because we deformed the paths Cη1 and Cη2 to the rays, we do not
pick up any residue anymore. This is this final deformation that we need.
Step 5. Now we conjugate all integrals with the exponential function as in the left-hand
side of (5.63). This is equivalent to replacing the functions Fn by F˜n in (5.66) with
F˜n(w1;x) = Fn(w1;x)−ReFn(Ωn(x1);x1), (5.67)
and similarly for Fn(w2, E2), Fn(z1, E2) and Fn(z2, y).
Step 6. We are now left with estimating the five multiple integrals at the right-hand side
of (5.66) taking (5.67) into account. Every integral can be dealt with as as before in Lemma
5.9 by introducing local variables around the saddle points and arguing that the that other
parts of the integrals are exponentially small. As the arguments are much the same, we allow
ourselves to be brief and discuss the important features only.
Let us start by estimating the quadruple integral
2qn
(1−q2)(2πi)4
∮
Σ∗1
∫
Γ∗1
∮
Σ∗2
∫
Γ∗2
e
n
1−q2 (F˜n(w1;x)+F˜n(w2;E2))
e
n
1−q2 (F˜n(z1;E2)+F˜n(z2;y))
dw2dz2dw1dz1
(w1 − z1)(w2 − z2)(z1 − w2)
Since each of the contours consists of paths of steep descent/ascent leaving from the saddle
point and by (5.67), all the exponentials are bounded in absolute value by 1. In fact, away
from the saddle points the exponentials are exponentially decaying as n→∞. Therefore, we
split the path of integration in each of the four integrals into three pieces: two pieces consist
of the intersection of the path with a small ball around a saddle point, one in the upper and
one in the lower half plane, and the third is the remaining part of the contour. We end up
with sixteen quadruple integrals where each integral is over an arc centered at a saddle point
and a number of quadruple integrals where at least one integral is over a remaining part.
Integrals over the remaining parts are exponentially small as n →∞ and hence they can be
discarded. The sixteen other quadruple integrals are also small, but we need to introduce
local variable to see that. Indeed, by passing to local variables as in (5.48) (or the conjugates)
we gain a factor ((1 − q2)/n)2 from the scaling of the variables, but we also obtain a factor
(n/(1 − q2))1/2 due to the term 1/(z1 − w2). Since the saddle points Ωn(x) and Ωn(y) are
macroscopically far away from Ωn(E2) we can choose the balls around the saddle points to be
small enough so that we can ignore the terms 1/(w1 − z1)(w2 − z2) and estimate them from
above by a constant. Moreover, due to the prefactor n/(1− q2) it follows that the quadruple
integral is of order O(
√
(1− q2)/n) as n → ∞, uniformly for x, y ∈ I. Hence the quadruple
integral does not contribute to the leading order term in (5.63) but only to the error term.
Next we deal with the three integrals containing integrals over Cηj . We claim that these
integral are all exponentially small. The reason for this is that we deformed Cη1 and Cη2
such that they are contours of steep descent for the real parts of Fn(z1, x) − Fn(z1, E2) and
Fn(z2, E2)− Fn(z2, y) respectively. Let us first focus on the integrals over Cη1 . Since η1 is on
Σ∗1 and Γ
∗
1 we also have
Re (Fn(η1;x)− Fn(η1;E2)) < Re (Fn(Ωn(x);x) − Fn(Ωn(E2);E2)) = 0.
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and therefore
Re
(
F˜n(η1;x)− F˜n(η1;E2)
)
< 0,
and similarly for η1. An analogous statement holds for Fn(z2, E2) − Fn(z2, y). Moreover, as
x and E are far away, it is not hard to see that the term left of the inequality is uniformly
bounded away from 0 for ∈ N and x ∈ In. By combining this with the fact that Cη1 is a path
of steep descent, we easily see that the integral over Cη1 is of order O(exp(−Dn/(1− q2))) as
n→∞ for some constant D > 0 that is independent of n and x ∈ In. Similar arguments can
be applied to the integral over Cη2 . Therefore we have that all the three integrals in (5.66)
involving Cη1 or Cη2 are exponentially small and do not contribute the leading term in (5.63).
The only contribution to the leading term in (5.63) from the first quadruple integral in
(5.61) comes from the only remaining integral
− 2qn
(1−q2)(2πi)3
∫ Ω(E2)
Ω(E2)
∫
Γ∗1
∮
Σ∗2
e
n
1−q2 F˜n(w1;x)
e
n
1−q2 F˜n(z2;y)
dz2dw1dz1
(w1 − z1)(z1 − z2) . (5.68)
Note that w1, z2 are far away from z1 and hence we have no singularities in the integral. The
main contribution comes again from neighborhoods around the saddle points. Let us denote
the involution on C by taking complex conjugation by ι : C→ C : z 7→ z. Then by introducing
local variables near ιj(Ωn(x)) and ι
kΩn(y), we obtain for that (5.68) can be written as
2∑
j,k=1
fj(x)gi(y)
∫ Ωn(E2)
Ωn(E2)
dz1
(ιj(Ωn(x)) − z1)(z1 − ιk(Ωn(y))) +O
((
1− q2
n
)1/2)
, (5.69)
where fj and gj are bounded function (with bounds that are uniform in x, y).
Concluding, (5.69) is leading term of the first quadruple integral in (5.61), with the lower
order terms being O(
√
(1− q2)/n)). For the second quadruple integral in (5.61) we can argue
in the same way and we obtain (5.69) with E2 replaced by E1 but with the same functions
fj and gk. Summarizing, we have (5.63) with
An,2(j−1)+k(x, y) =
∫ Ωn(E2)
Ωn(E2)
dz1
(ιj(Ωn(x))− z1)(z1 − ιk(Ωn(y)))
−
∫ Ωn(E1)
Ωn(E1)
dz1
(ιj(Ωn(x)) − z1)(z1 − ιk(Ωn(y))) .
for j, k = 1, 2. The fact that these function are 1-Lipschitz with a constant that is independent
of n easily follows from (5.28).
6 Proof of Proposition 2.4
In this section we will prove Proposition 2.4. Throughout this section we will always assume
(2.4)–(2.6).
6.1 Preliminaries
An important ingredient for the proof of Proposition 2.4 is a Fredholm determinant identity
for the moment generating function of a linear statistic. In the proof we estimate traces of
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various operators involving the kernels Kn(x, y) and R
I
n(x, y) defined in (2.10) and (5.60)
viewed as operators on L2(I). In these estimates we will frequently use standard estimates
from operator theory that we will briefly recall below.
Let I ⊂ R. For a compact operator A on L2(I), we denote the singular values by σj(A)
(i.e. σj(A)
2 are the eigenvalues of the compact self-adjoint operator A∗A). The operator A
is said to be of trace class with trace norm ‖A‖1 defined by
‖A‖1 =
∑
σj(A),
if and only if the latter is finite. For any trace class operator A, the trace TrA is defined as
the sum of the eigenvalues (Lidskii’s Theorem). The operator is said to be Hilbert-Schmidt
when A∗A is trace class and, in that case, the Hilbert-Schmidt-norm ‖A‖2 is defined by
‖A‖22 = TrA∗A =
∑
σj(A)
2.
Finally, for any compact operator A we denote the operator norm by ‖A‖∞ = supj σj(A).
We denote the space of all trace class operator on L2(I) by B1, all Hilbert-Schmidt operators
by B2 and all bounded operators by B∞.
In most situations, the operator A is an integral operator with kernel A(x, y) (like Kn(x, y)
or RIn(x, y) or a combination thereof). Moreover, the rank of A is typically finite (but often
growing with n) and for such operators we have in particular that
TrA =
∫
I
A(x, x)dx
‖A‖22 =
∫∫
I×I
|A(x, y)|2dxdy.
In the upcoming we will frequently use a number of identities that we listed in the following
lemma.
Lemma 6.1. The following identities hold
1. |TrA| ≤ ‖A‖1
2. If A ∈ B1, B ∈ B∞, then ‖AB‖1 ≤ ‖A‖1‖B‖∞
3. If A,B ∈ B2, then AB ∈ B1 and TrAB ≤ ‖AB‖1 ≤ ‖A‖2‖B‖2
4. If A has rank n, then ‖A‖1 ≤
√
n‖A2‖ and ‖A‖2 ≤
√
n‖A‖∞.
6.2 A first concentration inequality
Although it is difficult to derive a CLT directly from the determinantal structure, it is possible
to use an idea that was also applied in [9] (see also [10]) to find a bound on the moment-
generating function at the left-hand side of (4.2).
Proposition 6.2. Let I ⊂ U be compact. Then there exists constants d1, d2 such that for
h ∈ C1c (R) with support in I we have that the linear statistic Yh =
∑n
j=1 h(xj(t)) satisfies
1
|logE[expλ (Yh − EYh)]| ≤ d1
(∫∫ (
h(u) − h(v)
u− v
)2
dudv + ‖h‖2∞
)
. (6.1)
for λ ≤ 1/(d2‖h‖∞), ξ ∈ C(U,A, δ), and n sufficiently large.
1We note that throughout this section we have E = E0 in the notation of Section 4
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To prepare the proof of Proposition 6.2 we first derive some lemmas.
Let us first introduce some notation. We recall the definition of Ωn(x) in Lemma 5.3 and
of Fn in (5.2). Then we define K˜
I
n and R˜
I
n
K˜In(x, y) =
exp
(
n
1−q2 ReFn(Ωn(y);y)
)
exp
(
n
1−q2 ReFn(Ωn(x);x)
)Kn(x, y)
R˜In(x, y) =
exp
(
n
1−q2 ReFn(Ωn(y);y)
)
exp
(
n
1−q2 ReFn(Ωn(x);x)
)RIn(x, y)
, (6.2)
for x, y ∈ I. We also define
φ˜j(x) = exp
(
− n
1− q2 ReFn(Ωn(x);x)
)
φj(x)
ψ˜j(y) = exp
(
n
1− q2 ReFn(Ωn(y); y)
)
ψj(y),
(6.3)
for x, y ∈ I, where we recall the definition of φj and ψj in (5.5).
The point is that with normalization, the functions φ˜j and ψ˜j are bounded on I. Moreover,
in the next lemma we show that K˜In is a bounded sequence of operators.
Lemma 6.3. Let I ⊂ U be compact and consider K˜In as an operator on L2(I). Then there
exists a constant a > 0 such that ‖K˜In‖∞ ≤ a uniformly for ξ ∈ C(U,A, δ) and n ∈ N.
Proof. We start by recalling the well-known fact that the Hilbert transform H defined by
Hf(x) =
∫
f(y)
x− ydy,
for f ∈ L2(R), where the integral is a principal value integral, is a projection operator on
L2(R). Hence the restriction H
I of H on L2(I) is a bounded operator with norm ≤ 1. Denote
the multiplication operator on L2(I) with multiplier f ∈ L∞(I) by Mf . Note that with this
notation we can rewrite
K˜In =Mφ˜0H
IM
ψ˜0
−
n∑
j=1
M
φ˜j
HIM
ψ˜j
.
Now we bound the operator norm of K˜In in the following way. Let f ∈ L2(I). Then by using
Cauchy-Schwarz on the sum we obtain
∣∣∣K˜Inf(x)∣∣∣2 =
∣∣∣∣∣∣
n∑
j=0
φ˜j(x)
(
HI ψ˜jf
)
(x)
∣∣∣∣∣∣
2
≤
n∑
j=0
∣∣∣φ˜j(x)∣∣∣2 n∑
j=0
∣∣∣(HI ψ˜jf) (x)∣∣∣2 ,
and by combining this with the fact that the operator norm of HI is bounded by one we get
∫
I
∣∣∣K˜Inf(x)∣∣∣2 dx ≤
sup
x∈I
n∑
j=0
∣∣∣φ˜j(x)∣∣∣2
∫
I
n∑
j=0
∣∣∣ψ˜j(y)f(y)∣∣∣2 dy.
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Concluding, we have
∥∥∥K˜In∥∥∥2 ≤
sup
x∈I
n∑
j=0
∣∣∣φ˜j(x)∣∣∣2
sup
y∈I
n∑
j=0
∣∣∣ψ˜j(y)∣∣∣2
 . (6.4)
Now note that by (5.44) and Lemma 5.10 we have that φ˜j, φ˜
+
0 and φ˜
−
0 are uniformly bounded
for x ∈ I and n ∈ N. Hence there exists a constant A > 0 such that
n∑
j=1
|φ˜j(x)|2 ≤ A1− q
2
n
n∑
j=1
1
|Ωn(x)− ξ(n)j |2
= −A 1− q
2
n ImΩn(x)
n∑
j=1
Im
(
1
Ωn(x)− ξ(n)j
)
,
for x ∈ I and n ∈ N. Since ξ ∈ C(U,A, δ), we see that
sup
n
sup
x∈I
n∑
j=0
∣∣∣φ˜j(x)∣∣∣2 <∞.
Note that, by the same arguments, we also have the same estimate with φ˜j replaced by ψ˜j .
Moreover, by plugging these estimates into (6.4) and the fact that φ˜0 and ψ˜0 are uniformly
bounded, we obtain the statement.
In the latter proof we have used the notation Mh for the multiplication operator on
L2(R) with multiplier h ∈ L∞(R), i.e. Mh : f → hf . We will frequently use multiplication
operators and to avoid cumbersome notation, we will identify the multiplier with the operator
and simply write h instead of Mh. Moreover, since ‖Mh‖∞ = ‖h‖L∞ , we trust there is no
confusion when writing ‖h‖∞.
Lemma 6.4. Let I ⊂ U be compact, m ≥ 2 and h1, . . . , hm bounded functions with support
Ih ⊂ I. Then there is a constant c > 0 such that∣∣∣∣∣∣Tr
m−1∏
j=1
(hjKn) hmR
I
n
∣∣∣∣∣∣ ≤ c|Ih|‖K˜In‖m−2∞
m∏
j=1
‖hj‖∞, (6.5)
for all ξ ∈ C(U,A, δ) and n sufficiently large. Here |Ih| is the length of Ih and we identified
hj with the multiplication operator with multiplier hj .
Proof. Note that since all hj have support Ih, we can view the operators Kn and R
I
n as
operators on L2(Ih). Moreover, the trace is invariant under conjugation and therefore
Tr
m−1∏
j=1
(hjKn)hmR
I
n = Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hmR˜
I
n.
with K˜Ihn and R˜
I
n as in (6.2) We start by splitting R˜
I
n and write
Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hmR˜
I
n = Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hm(R˜
I
n −An) + Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hmAn, (6.6)
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with An as in (5.64). It follows from (5.63) that there exists a constant c1 > 0 such that the
Hilbert-Schmidt norm of R˜In −An viewed as an operator on L2(Ih) can be estimated by
‖R˜In −An‖22 =
∫∫
I2h
|R˜In(x, y)−An(x, y)|2dxdy ≤ c21|Ih|2(1− q2)/n,
for n ∈ N. Moreover, it is important to note that K˜n is an operator of rank n (we are dealing
with a determinantal point process with n points). Hence we can estimate the trace norm by
a product of
√
n and the Hilbert-Schmidt norm. Therefore, we have by using the identities
in Lemma 6.1 that∣∣∣∣∣∣Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hm(R˜
I
n −An)
∣∣∣∣∣∣ ≤
∥∥∥∥∥∥
m−1∏
j=1
(
hjK˜
Ih
n
)
hm(R˜
I
n −An)
∥∥∥∥∥∥
1
≤ √n
∥∥∥∥∥∥
m−1∏
j=1
(
hjK˜
Ih
n
)
hm(R˜
I
n −An)
∥∥∥∥∥∥
2
≤
m∏
j=1
‖hj‖∞‖K˜Ihn ‖m−1∞
√
n
∥∥∥(R˜In −An)∥∥∥
2
= c1 |Ih|
√
1− q2
m∏
j=1
‖hj‖∞‖K˜Ihn ‖m−1∞ (6.7)
for n ∈ N. This estimates the first term on the right-hand side of (6.6). For the second term
we use (5.64) and write
Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hmAn =
4∑
k=1
Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hmfkAn,kgk.
Without loss of generality, we can ignore the uniformly bounded function fk and gk as we
can merge fk into hm and gk into h1 which does not make a difference to the statement. For
clarity reasons, we will thus restrict ourselves to analyzing
Tr
m−1∏
j=1
(
hjK˜
Ih
n
)
hmAn,k.
for k = 1, 2, 3, 4. The main idea is now to rewrite each term as follows∫
· · ·
∫
h1(x1) · · · hm(xm)K˜Ihn (x1, x2) · · · K˜Ihn (xm−1, xm)An,k(xm, x1)dx1 · · · dxm
=
∫
· · ·
∫
h1(x1) · · · hm(xm)K˜Ihn (x1, x2) · · · K˜Ihn (xm−1, xm)
×
 m∑
j=2
(An,k(xj , x1)−An,k(xj−1, x1))
 dx1 · · · dxm
+
∫
· · ·
∫
h1(x1) · · · hm(xm)K˜Ihn (x1, x2) · · · K˜Ihn (xm−1, xm)An,k(x1, x1)dx1 · · · dxm (6.8)
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We start by bounding the second term on the right-hand side. By applying Cauchy-Schwarz
on the integral with respect to x1 this term can be estimated by∣∣∣∣∫ · · · ∫ h1(x1) · · · hm(xm)K˜Ihn (x1, x2) · · · K˜Ihn (xm−1, xm)An,k(x1, x1)dx1 · · · dxm∣∣∣∣
≤ ‖h1‖L2(Ih)
∥∥∥K˜Ihn (h2K˜Ihn (h3K˜Ihn (· · · hm)))∥∥∥
L2(Ih)
sup
x1∈Ih
|An,k(x1, x1)| (6.9)
The L2(Ih)-norms can be estimated by∥∥∥K˜Ihn (h2K˜Ihn (h3K˜Ihn (· · · hm)))∥∥∥
L2(Ih)
≤
m−1∏
j=2
‖hj‖∞‖K˜Ihn ‖∞‖hm‖L2(Ih)
and ‖hj‖L2(Ih) ≤ ‖hj‖∞|Ih|. By substituting these estimates back into (6.9) we get∣∣∣∣∫ · · · ∫ h1(x1) · · · hm(xm)K˜Ihn (x1, x2) · · · K˜Ihn (xm−1, xm)An,k(x1, x1)dx1 · · · dxm∣∣∣∣
≤ |Ih|2
m∏
j=1
‖hj‖∞‖K˜Ihn ‖m−1∞ sup
x1∈Ih
|An,k(x1, x1)| (6.10)
for n ∈ N. This bounds the second term on the right-hand side of (6.8). Each term in the
sum in the first term at the right-hand side of (6.8) can be rewritten to∫∫
K˜Ihn
(
h1K˜
I
n
(
h2K˜
Ih
n I (· · · hj−1)
))
(xj)
× K˜Ihn
(
hmK˜
Ih
n
(
hm−1K˜Ihn (· · · hj+1)
))
(xj+1)
× (An,k(xj+1, xj)−An,k(xj , x1)) hj(xj)hj+1(xj+1)K˜Ihn (xj , xj+1)dxjdxj+1. (6.11)
By (5.55) and the fact that Ak,n is 1-Lipschitz with a constant that is uniform in n, we see
that there exists a constant c2 > 0∣∣∣K˜Ihn (xj, xj+1)(xj+1 − xj)∣∣∣ ∣∣∣∣An,k(xj+1, x1)−An,k(xj , x1)xj+1 − xj
∣∣∣∣ ≤ c2 (6.12)
as n → ∞ uniformly for xj, xj+1 ∈ In. By inserting (6.12) into (6.11) and estimating the
L2(Ih)-norms as before we get∫
· · ·
∫
h1(x1) · · · hm(xm)K˜Ihn (x1, x2) · · · K˜Ihn (xm−1, xm)
× (An,k(xj , x1)−An,k(xj−1, x1)) dx1 · · · dxm
≤ c2|Ih|2
m∏
j=1
‖hj‖∞‖K˜Ihn ‖m−2∞ (6.13)
Hence by inserting (6.13) and (6.10) into (6.8) we see that there exists a constant c3 > 0 such
that
Tr
m−1∏
j=1
(
hjK
Ih
n
)
hmAn,k ≤ c3|Ih|2
m∏
j=1
‖hj‖∞‖K˜Ihn ‖m−2∞ , (6.14)
for n ∈ N. By combining this with (6.7) and (6.6) we proved the statement.
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6.3 Proof of Poposition 6.2
Proof of Proposition 6.2. The starting point is that for linear statistics for determinantal
point processes we have the following identity (see for example [25])
E[expλTrh(M)] = det
(
1 + (eλh − 1)Kn
)
,
where the right-hand side is the Fredholm determinant of (eλh − 1)Kn viewed as an operator
on L2(R). For bounded h we can rewrite the determinant in terms of a sum of traces
logE[expλTrh(M)] =
∞∑
j=1
(−1)j+1
j
Tr
(
(eλh − 1)Kn
)j
,
for sufficiently small λ. By expanding the exponential in a Taylor series we obtain
logE[expλTrh(M)] =
∞∑
j=1
(−1)j+1
j
∞∑
l1,...,lj=1
λl1+···+lj
Trhl1Kn · · · hljKn
l1! · · · lj ! .
By an extra reorganization this can be turned into
logE[expλTrh(M)] =
∞∑
m=1
λm
m∑
j=1
(−1)j+1
j
∑
l1+···+lj=m
li≥1
Trhl1Kn · · · hljKn
l1! · · · lj! .
This standard identity is our starting point for proving the statement. Note that because
h has support in I we can replace all Kn by K
I
n which is the restriction of Kn to L2(I).
Moreover, since the traces are invariant under conjugation we also are free to replace KIn to
K˜In which is a bounded operator with a bound that is uniform in n. For clarity reasons, we
will simplify the cumbersome notation omit the tilde in K˜In and simply write K
I
n. Hence we
obtain
logE[expλTrh(M)] =
∞∑
m=1
λm
m∑
j=1
(−1)j+1
j
∑
l1+···+lj=m
li≥1
Trhl1KIn · · · hljKIn
l1! · · · lj ! . (6.15)
The key to the proof is the following inequality: there exists a c > 0 such that∣∣∣Trhl1KIn · · · hljKIn − TrhmKIn∣∣∣ ≤ j‖h‖m−2∞ ‖KIn‖j−2∞ (m2‖[h,KIn]‖22 + c‖h‖2∞) , (6.16)
for any l1, . . . , lj and m ≥ j ≥ 2 such that l1 + · · · + lj = m and li ≥ 1. Here [h,Kn] stands
for the commutator of Kn and h (viewed as a multiplication operator) and ‖ · ‖2 stands for
the Hilbert-Schmidt norm. We proceed by proving this claim first.
First assume that j = 2. Then a straightforward computation using properties of the
trace and the fact that RIn =
(
KIn
)2 −KIn shows that
Trhl1KInh
l2KIn = Trh
mKIn +Trh
mRIn +
1
2
Tr[hl1 ,KIn][h
l2 ,KIn]. (6.17)
By (5.63) there eixts a constant c1 > 0 (independent of n,m) such that
TrhmRIn ≤ c1‖h‖m∞ (6.18)
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for n ∈ N. Moreover, ∣∣∣Tr[hl1 ,KIn][hl2 ,KIn]∣∣∣ ≤ ‖[hl1 ,KIn]‖2‖[hl2 ,KIn]‖2. (6.19)
Now note that
‖[hl1 ,KIn]‖22 =
∫ ∫ (
(h(x))l1 − (h(y))l1
)2
KIn(x, y)
2 dxdy,
and by using al − bl = (a− b)∑l−1j=0 ajbl−1−j we can estimate the right-hand side and obtain
‖[hl1 ,KIn]‖22 ≤ l21‖h‖2(l1−1)∞
∫ ∫
(h(x)) − h(y))2KIn(x, y)2 dxdy
= l21‖h‖2(l1−1)∞ ‖[h,KIn]‖22. (6.20)
By using this inequality twice in (6.19) and substituting this together with (6.18) into (6.17)
we obtain ∣∣∣Trhl1KInhl2KIn − TrhmKIn∣∣∣ ≤ l1l2‖h‖m−2∞ ‖[h,KIn]‖22 + c1‖h‖m∞. (6.21)
Since l1, l2 ≤ m we see that we indeed have (6.16) for j = 2.
Now let us prove (6.16) for j ≥ 3. In this case, we use the following identity that follows
from RIn = (K
I
n)
2 −KIn
hl1KIn · · · hljKIn = hl1KIn · · · hlj−2KIn[hlj−1 ,KIn][hlj ,KIn]
+ hl1KIn · · · hlj−1+ljKIn + hl1KIn · · · hlj−2RInhlj−1+ljKIn
+ hl1KIn · · · hlj−2KInhlj−1RInhlj − hl1KIn · · · hlj−2RInhlj−1KInhlj
The terms including RIn can be estimated by using (6.5). Moreover, we have∣∣∣Trhl1KIn · · · hlj−2KIn[hlj−1 ,KIn][hlj ,KIn]∣∣∣
≤ ‖h‖l1+···+lj−2∞ ‖KIn‖j−2∞ ‖[hlj−1 ,KIn]‖2‖[hlj ,KIn]‖2.
By using (6.20) and the fact that lj−1, lj ≤ m2 we see that there exists a constant c2 ≥ 0 such
that∣∣∣Trhl1KIn · · · hljKIn −Trhl1KIn · · · hlj−1+ljKIn∣∣∣
≤ m2‖h‖m−2∞ ‖KIn‖j−2∞ ‖[h,KIn]‖22 + 3c2‖h‖m∞‖KIn‖j−2∞
= ‖h‖m−2∞ ‖KIn‖j−2∞
(
m2‖[h,KIn]‖22 + 3c2‖h‖2∞
)
.
By iterating this inequality we arrive at the claim (6.16) and hence we proved the claim for
all situations.
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Now that we have (6.16) we come back to the proof of (6.1). Let us start by rewriting
(6.15) to
logE[expλTrh(M)] =
∞∑
m=1
λm
m∑
j=1
(−1)j+1
j
∑
l1+···+lj=m
li≥1
TrhmKIn
l1! · · · lj!
+
∞∑
m=1
λm
m∑
j=1
(−1)j+1
j
∑
l1+···+lj=m
li≥1
Trhl1KIn · · · hljKIn −TrhmKIn
l1! · · · lj! . (6.22)
By expanding the right-hand side of x = log(1 + (ex − 1)) into a Taylor series we obtain
m∑
j=1
(−1)j+1
j
∑
l1+···+lj=m
li≥1
1
l1! · · · lj ! = 0, m ≥ 2.
By inserting this into (6.22) and also using the fact that the last term at the right-hand side
always vanishes for j = 1, we can simplify (6.22) to
logE[expλTrh(M)] = TrhKIn
+
∞∑
m=2
λm
m∑
j=2
(−1)j+1
j
∑
l1+···+lj=m
li≥1
Trhl1KIn · · · hljKIn − TrhmKIn
l1! · · · lj ! .
By invoking (6.16) we can estimate∣∣logE[expλTrh(M)] − TrhKIn∣∣
≤
∞∑
m=2
λm‖h‖m−2∞
(
m2‖[h,KIn]‖22 + c‖h‖2∞
) m∑
j=2
∑
l1+···+lj=m
li≥1
‖KIn‖j−2∞
l1! · · · lj ! . (6.23)
Now, by expanding mm = (1 + . . .+ 1)m and using the fact that we obtain
m∑
j=2
∑
l1+···+lj=m
li≥1
‖KIn‖j−2∞
l1! · · · lj! ≤ max(‖K
I
n‖m−2∞ , 1)
m∑
j=2
∑
l1+···+lj=m
li≥1
1
l1! · · · lj!
< max(‖KIn‖m−2∞ , 1)
mm
m!
≤ max(‖KIn‖m−2∞ , 1)
em√
2πm
(6.24)
By inserting this into (6.23) we see that there exists a constant c4 (independent of n) such
that ∣∣logE[expλTrh(M)] − TrhKIn∣∣ ≤ c4 (‖[h,KIn]‖22 + ‖h‖2∞) (6.25)
uniformly for |λ| ≤ (3‖h‖∞max(‖KIn‖, 1)−1.
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To finish the proof we note that by (5.55) there exists a constant c5 > 0 such that
‖[h,KIn]‖22 =
∫∫
(h(x)− h(y))2Kn(x, y)2dxdy
=
∫∫ (
h(x) − h(y)
x− y
)2
(x− y)2Kn(x, y)2dxdy
≤ c5
∫∫ (
h(x) − h(y)
x− y
)2
dxdy,
for n ∈ N. By substituting this into (6.25) we obtain the statement.
6.4 A concentration inequality using the logaritmic Sobolev inequality
Proposition 6.2 only holds for function that are continuously differentiable. To extend it to
the class for which we have Proposition 2.4 we also need the following concentration inequality
due to Herbst. We refer to [2, Lem. 2.3.3] for more details and background.
Proposition 6.5. Let G be a complex valued functional on the space of Hermitian matrices
such that
|G|L := sup
M1,M2
|G(M1)−G(M2)|
‖M1 −M2‖2 <∞. (6.26)
Here ‖ · ‖2 stands for the Hilbert-Schmidt norm. Then
∣∣E0 [expλ (G− E0[G])]∣∣ ≤ exp (1− q2)|G|2L|λ|2
n
, (6.27)
for λ ∈ C.
Proof. The idea behind the concentration inequality is the fact that the normal distribution
satisfies the logarithmic Sobolev inequality. Since the entries are normal and independent, the
random matrix Mn(t) also satisfies matrix version of the logarithmic Sobolev equation (with
constant proportional to 1−q
2
n ). For probability measures satisfying such a logarithmic Sobolev
inequality there is a general concentration inequality, from which the statement follows.
For λ ∈ R and G real valued, Lemma 2.3.3 in [2] tells us
E
0
[
expλ
(
G− E0[G])] ≤ exp (1− q2)|G|2L|λ|2
2n
. (6.28)
For the complex case we note that∣∣E0 [expλ (G− E0[G])]∣∣ ≤ E0 [expRe (λ (G− E0[G]))]
= E0
[
exp
(
ReλRe
(
G− E0[G]) − Imλ Im (G− E0[G]))]
By applying Cauchy-Schwarz and using (6.28) we obtain the statement for the complex case.
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As an example, consider the functional G defined by G(M) = Tr 1z−M J for some fixed
matrix J . By invoking the standard identities in Lemma 6.1, we obtain
|G(M1)−G(M2)| =
∣∣∣∣Tr 1z −M1 (M1 −M2) 1z −M2J
∣∣∣∣
≤
∥∥∥∥ 1z −M1
∥∥∥∥
∞
∥∥∥∥ 1z −M2
∥∥∥∥
∞
‖J‖2‖M1 −M2‖2
and by using ‖(z −Mj)−1‖∞ ≤ (Im z)−1 and ‖J‖2 ≤
√
n‖J‖∞ we then obtain
|G|L ≤
√
n‖J‖∞
(Im z)2
. (6.29)
By inserting the latter into (6.27) and replacing z by z/nα we obtain a bound on the moment-
generating function that is especially strong for small values of α. However, when α is close to
1 the bound is not strong enough for our purposes. For linear statistics however, this bound
can be improved, which is the content of Proposition 2.4 which we will now prove.
6.5 Proof of Proposition 2.4
Proof. Let us start with some remarks on | · |Lw . By the triangular inequality and |x − y| ≤√
1 + x2
√
1 + y2, we see that for any function h ∈ Lw we have
|h(x)| ≤ |h(x) − h(y)|+ |h(y)| ≤ ‖h‖Lw + |h(y)|.
By taking y →∞ and the supremum over x, it follows that any function h ∈ Lw is necessarily
bounded with
‖h‖∞ ≤ |h|Lw .
Moreover, for any two functions g, h ∈ Lw we have that
|gh|Lw ≤ ‖h‖∞|g|Lw + ‖g‖∞|h|Lw ≤ 2|g|Lw |h|Lw . (6.30)
It is also straightforward to check that any function h ∈ Lw is a Sobolev function and that
the Sobolev norm ‖h‖S can be estimated using
‖h‖2S :=
∫∫ (
h(x)− h(y)
x− y
)2
dxdy ≤ π2|h|2Lw . (6.31)
Hence, if h is compactly supported the statement follows straightforwardly from Proposition
6.2 and it remains to check the Proposition for functions that have unbounded support.
Without loss of generality we will assume that x∗ = 0. We will use the notation hα(x) =
h(nαx). The key to the proof is to split hα into two parts hα = h1,α + h2,α such that h1,α
has support in a sufficiently small closed interval [−a− ε, a + ε] ⊂ I around x∗ = 0 and h2,α
vanishes on [−a, a] ∋ x∗ for some sufficiently small ε > 0. To this end, we choose any function
g ∈ Lw such that g = 1 on [−a, a] and g = 0 on R \ [−a− ε, a+ ε] and 0 ≤ g ≤ 1 on R. Then
we define h1,α = hαg and h2,α = hα(1− g).
Since h1,α has compact support, we have by Proposition 6.2 that there exists universal
constants c1, c2 > 0 such that∣∣E0 [expλ (Trh1,α(M)− E0[Trh1,α(M))]∣∣ ≤ exp c2 (‖h1,α‖2S + ‖h1,α‖2∞) |λ|2, (6.32)
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for |λ| ≤ 1c1‖h1,α‖∞ . Since ‖h1,α‖∞ ≤ ‖h‖∞ ≤ |h|Lw , this holds in particular for all |λ| ≤
1
c1|h|Lw , which is sufficient for our purposes. Now note that
‖h1,α‖2S ≤ 2‖g‖2∞‖hα‖2S + 2‖hα‖2∞‖g‖2S
Since ‖hα‖S = ‖h‖S ≤ |h|Lw and ‖hα‖∞ = ‖h‖∞ ≤ |h|Lw we have
‖h1,α‖2S ≤ 2|h|Lw
(‖g‖2∞ + ‖g‖2S) .
By substituting this into (6.32) and also using ‖h1,α‖∞ = ‖h‖∞ ≤ |h|Lw we obtain∣∣E0 [expλ (Trh1,α(M)− E0[Trh1,α(M))]∣∣ ≤ exp c˜2|h|2Lw |λ|2, (6.33)
for some new constant c˜2 (which is still independent of h).
For h2,α we use the result in (6.27). To this end, we first compute the Lipschitz norm of
h2,α. Let M1 and M2 be two n × n Hermitian matrices and order the eigenvalues as follows
λ
(1)
1 ≤ . . . ≤ λ(1)n and λ(2)1 ≤ . . . ≤ λ(2)n . Then
Trh2,α(M1)− Trh2,α(M2) =
n∑
j=1
(
h2(n
αλ
(1)
j )− h2(nαλ(2)j )
)
=
n∑
j=1
(
h(nαλ
(1)
j )(1 − g(λ(1)j ))− h(nαλ(2)j )(1− g(λ(2)j )
)
=
n∑
j=1
(
h(nαλ
(1)
j )− h(nαλ(2)j )
)
(1− g(λ(2)j ))−
n∑
j=1
(
g(λ
(1)
j )− g(λ(2)j )
)
h(nαλ
(1)
j ). (6.34)
We estimate the two terms on the right-hand side separately. To start with the first term, by
the definition of | · |Lw we have∣∣∣∣∣∣
n∑
j=1
(
h(nαλ
(1)
j )− h(nαλ(2)j )
)
(1− g(λ(2)j ))
∣∣∣∣∣∣ ≤
n∑
j=1
(1− χ[−a,a])(λ(2)j )
∣∣∣h(nαλ(1)j )− h(nαλ(2)j )∣∣∣
≤ |h|Lw
n∑
j=1
(1− χ[−a,a])(λ(2)j )
nα√
(1 + n2α(λ
(1)
j )
2)(1 + n2α(λ
(2)
j )
2)
∣∣∣λ(1)j − λ(2)j ∣∣∣
where χ[−a,a](x) = 1 if x ∈ [−a, a] and χ[−a,a](x) = 0 otherwise. Therefore,∣∣∣∣∣∣
n∑
j=1
(
h(nαλ
(1)
j )− h(nαλ(2)j )
)
(1− g(λ(2)j ))
∣∣∣∣∣∣ ≤ |h|Lw 1a
n∑
j=1
∣∣∣λ(1)j − λ(2)j ∣∣∣
≤ |h|Lw
√
n
a
√√√√ n∑
j=1
∣∣∣λ(1)j − λ(2)j ∣∣∣2,
where we used the Cauchy-Schwarz inequality in the last step. The Wielandt-Hoffman in-
equality (with p = 2) tells us that√√√√ n∑
j=1
∣∣∣λ(1)j − λ(2)j ∣∣∣2 ≤ ‖M1 −M2‖2.
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Therefore ∣∣∣∣∣∣
n∑
j=1
(
h(nαλ
(1)
j )− h(nαλ(2)j )
)
(1− g(λ(2)j ))
∣∣∣∣∣∣ ≤ |h|Lw
√
n
a
‖M1 −M2‖2. (6.35)
This estimates the first term on the right-hand side of (6.34). For the second term, we note
that ∣∣∣∣∣∣
n∑
j=1
(
g(λ
(1)
j )− g(λ(2)j )
)
h(nαλ
(1)
j )
∣∣∣∣∣∣ ≤ ‖h‖∞
∣∣∣∣∣∣
n∑
j=1
(
g(λ
(1)
j )− g(λ(2)j )
)∣∣∣∣∣∣
and by using the Lipschitz property of g, Cauchy-Schwarz and the Wielandt-Hoffman inequal-
ity, we obtain ∣∣∣∣∣∣
n∑
j=1
(
g(λ
(1)
j )− g(λ(2)j )
)
h(nαλ
(1)
j )
∣∣∣∣∣∣ ≤ ‖h‖∞|g|L√n‖M1 −M2‖2. (6.36)
By substituting (6.35) and (6.36) into (6.34) and using ‖h‖∞ ≤ |h|Lw we obtain
|h2,α|L = sup
M1,M2
∣∣∣∑nj=1 h2(nαλ(1)j )− h2(nαλ(2)j )∣∣∣
‖M1 −M2‖2 ≤
√
n|h|Lw
(
1
a
+ |g|L
)
.
By (6.27) we conclude∣∣E0 [expλ (Trh2,α(M)− E0[Trh2,α(M))]∣∣ ≤ exp |h|2Lw |λ|2B, (6.37)
for some constant B > 0 and λ ∈ C.
By using the Cauchy-Schwarz inequality and (6.33) and (6.37), we see that there exists
universal constants d˜1, d˜2 ≥ 0 such that∣∣E0 [expλ (Trhα(M)− E0[Trhα(M)])∣∣ ≤ exp d˜2|h|2Lw |λ|2, (6.38)
for |λ| ≤ 1
d˜1|h|Lw
. Moreover, by increasing d˜1 (if necessary) we can make sure that we always
have ∣∣E0 [expλ (Trhα(M)− E0[Trhα(M)])− 1∣∣ ≤ 1
2
, (6.39)
for |λ| ≤ 1d1|h|Lw . To finish the proof, we note that
sup
|s|≤1/2
| log(1 + s)|
log |1 + s| >∞
and by combining this with (6.39) and (6.38), the statement follows.
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6.6 One more concentration inequality
By combining the Propositions 2.4 and 6.5 we obtain the following corollary.
Corollary 6.6. Let I ⊂ U be compact, let m ∈ N, hj ∈ Lw with support in I for j = 1, . . . ,m,
and G a functional satisfying (6.26). Then there exists constants c1, c2 > 0 such that for
sufficiently large n we have∣∣∣∣∣∣logE
exp
 m∑
j=1
λj (Trhj(M)− E[Trhj(M)]) + µ (G− E[G])
∣∣∣∣∣∣
≤ c2
 m∑
j=1
|λj |2|hj |2Lw +
1− q2
n
|µ|2|G|2L
 (6.40)
for µ ∈ C, λ1, . . . , λm such that |λj | ≤ c1(supj ‖hj‖∞)−1 and ξ ∈ C(U,A, δ).
Proof. To bound the logarithm we first bound |E0[·]|, for which we apply the Ho¨lder inequality
in general form to (6.40) and use (2.11) and (6.27). The statement then follows by following
the arguments similar to the ones below (6.38).
7 Proof of Lemma 4.3
In this section we prove Lemma 4.3. We will work with the same assumptions (2.4)–(2.6).
We also assume f ∈ C1c (R) and define f ε = P ε ∗f as in (4.1). Finally, we will assume without
loss of generality that
x∗ = 0.
The general case goes completely similar, but is notationally more cumbersome.
7.1 Preliminaries
We first discuss some properties of the smoothened functions f ε and derive some first conse-
quences of Proposition 2.4 that we will use later on.
Lemma 7.1. For z ∈ C we define the function φz : R → C by φz(x) = 1/(z − x). Then for
any compact S ⊂ C \ R we have
sup
z∈S
|φz|Lw <∞. (7.1)
Moreover, for any f ∈ C1c (R) we have f ε ∈ Lw for ε > 0.
Proof. The proof of (7.1) follows easily from
√
1 + x2
√
1 + y2
φz(x)− φz(y)
x− y =
√
1 + x2
√
1 + y2
(z − x)(z − y) . (7.2)
This implies that for each z ∈ C \ R we have |φz|Lw < ∞ and since the norm depends
continuously on z we obtain a uniform bound for z in compacta.
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Moreover, for ε > 0 we have
√
1 + x2
√
1 + y2
∣∣∣∣f ε(x)− f ε(y)x− y
∣∣∣∣
≤ 1
π
∫
|f(s)|
√
1 + x2
√
1 + y2
∣∣∣∣φs+iε(x)− φs+iε(y)x− y
∣∣∣∣ ds.
Combining this with (7.1) and the fact that f is of compact support we see that f ε ∈ Lw.
The following results are already proved for compactly supported test functions, but we
show that they extend to functions f ε.
Lemma 7.2. Let 0 < α < 1 and define φz,α(M) as
φz,α(M) =
1
z − nαM =
1
nα
1
z/nα −M . (7.3)
Then we have
E
0[ImTrφz,α(M)] = O(n1−α),
Var0[ImTrφz,α(M)] = O(1),
(7.4)
as n→∞, where the constant in the order terms is uniform for z in compact subsets of C\R.
Moreover, for f ∈ C1c (R) we have
E
0[Tr f εα(M)] = O(n1−α),
Var0[Tr f εα(M)] = O(1),
(7.5)
as n→∞, uniformly for 0 < ε < 1.
Proof. The statements on the variance in both (7.4) and (7.5) are a direct consequence of the
fact that f ε ∈ Lw and Proposition 2.4.
The statement on the expectation in (7.5) goes as follows
E
0[Trφz,α(M)] =
1
nα
∫
Kn(x, x) Im
1
z/nα − xdx
=
1
nα
∫
I
Kn(x, x) Im
1
z/nα − xdx+
1
nα
∫
R\I
Kn(x, x) Im
1
z/nα − xdx,
where we take I ⊂ U to be a compact interval around x∗ = 0.
By Corollary 5.13 we have Kn(x, x) = O(n) as n → ∞ uniformly for x ∈ I. Moreover,
since ∫
R
Im
1
z/nα − xdx = ±π,
for ± Im z > 0, we obtain
1
nα
∫
I
Kn(x, x) Im
1
z/nα − xdx = O(n
1−α), (7.6)
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as n → ∞. On the other hand, Im 1/(z/nα − x) = O(1) as n → ∞ uniformly for x ∈ R \ I.
Combining this with Kn(x, x) ≥ 0 and
∫
Kn(x, x)dx = n we find
1
nα
∫
R\I
Kn(x, x) Im
1
z/nα − xdx = O(n
1−α)). (7.7)
By combining (7.6) and (7.7), we obtain the estimate on the expectation in (7.4). The bound
on the expectation in (7.5) follows by (7.4) and Fubini’s Lemma.
We also mention some standard identities for resolvents that we will use frequently. We
also recall the identities in Lemma 6.1.
Lemma 7.3. If A is self-adjoint (A∗ = A) matrix and w ∈ C \ R, then
1. ‖(A− w)−1‖∞ ≤ 1/| Imw|
2. ∥∥∥∥ 1A− w
∥∥∥∥2
2
= Tr
1
A− w
1
A− w =
1
w − w
(
Tr
1
A− w − Tr
1
A− w
)
=
1
Imw
ImTr
1
A− w. (7.8)
We end this paragraph with an illustration of one of the main ideas for the upcoming
proofs. Let 0 ≤ α < 1. Note that we can write
Dλhαn (z) = n
α ∂
∂µ
logE0
[
expλ
(
Trhα(M)− E0[Trhα(M)
)
+ µ
(
Trφz,α(M)− E0[Trφz,α(M)]
)]∣∣
µ=0
, (7.9)
where φz,α is defined as in (7.3).
Now note that for any function F that is analytic in a neighborhood of the origin, we have
by estimating Cauchy’s integral formula that |F ′(0)| ≤ r−1 sup|z|=r1 |F (z)| for any r such that
the ball B0,r is inside the neighborhood of analyticity. Hence, by Corollary 6.6, there exists
a a1 > 0 such that for any compact S ⊂ C \ R we have that there exists a constant a2 such
that
|Dλhαn (z)| ≤ a2nα, (7.10)
for z ∈ S, n ∈ N, |λ| ≤ a1/‖h‖∞ and h ∈ Lw.
This idea of writing the quantity that we are interested in (in this case Dλhn ) as a loga-
rithmic derivative will be frequently used in the upcoming estimates.
7.2 Estimating A
λfεα
n
In this paragraph we will estimate A
λfεα
n . We start by a result on the imaginary part of ζλfα .
Lemma 7.4. For any compact set S ⊂ C \ R and f ∈ C1c (R) there exists a constant a > 0
such that for n sufficiently large we have
| Im ζλfεα(z/nα)| ≥ a(1− q2) (7.11)
for z ∈ S, λ in a sufficiently small neighborhood of the origin, 0 < ε < 1 and ξ ∈ C(U,A, δ).
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Proof. We will only consider the case Im z > 0. The proof for Im z < 0 goes similarly.
Let us first deal with λ = 0. In that case note that
Im ζ0(z/nα) =
Im z
nα
− 1− q
2
n
E
0
[
ImTr
1
z/nα −M
]
. (7.12)
By definition we have that
− 1
n
E
0
[
ImTr
1
z/nα −M
]
=
1
n
∫
Kn(x, x)
Im z/nα
(Re z/nα − x)2 + Im z2/n2αdx. (7.13)
And since, by Corollary 5.13, there exists a small interval I around x∗ = 0 such that
Kn(x, x) ≥ c˜n
uniformly for x ∈ I and n ∈ N we see that
1
n
∫
Kn(x, x)
Im z/nα
(Re z/nα − x)2 + Im z2/n2αdx
≥ c˜
∫
I
Im z/nα
(Re z/nα − x)2 + Im z2/n2αdx = c˜
∫
nαI
Im z
(Re z − x)2 + Im z2dx.
And hence the statement follows for ζ0(z/nα).
To prove the statement for general λ we note that
ζλf
ε
α(z/nα)− ζ0(z/nα) = 1− q
2
n
Dλf
ε
α
n (z/n
α).
And therefore the result for general λ follows by combining the result for λ = 0 and (7.10).
Now we are ready to estimate A
λfεα
n .
Proof of (4.19) in Lemma 4.3. By definition
nα|Aλfεαn (z/nα)| = nα
(
1− q2
2n
)2 ∣∣∣∣Tr 1ζλα(z/nα)− qΞn 1(ζ0(z/nα)− qΞn)2
∣∣∣∣ .
We estimate the latter by using the standard identities in Lemma 6.1, which leads to
nα|Aλfεαn (z/nα)| ≤ nα
(
1− q2
2n
)2 ∥∥∥∥ 1ζλfεα(z/nα)− qΞn
∥∥∥∥
∞
∥∥∥∥ 1ζ0(z/nα)− qΞn
∥∥∥∥2
2
.
By using (7.11) we can see that for any compact set S ⊂ C \R there exists a constant a > 0
such that
nα|Aλfεαn (z/nα)| ≤
(1− q2)a2
2n2−α
∥∥∥∥ 1ζ0(z/nα)− qΞn
∥∥∥∥2
2
.
for z ∈ S, λ sufficiently small neighborhood of the origin, 0 < ε < 1 and ξ ∈ C(U,A, δ).
Finally, we note that by the second identity in Lemma 7.3∥∥∥∥ 1ζ0(z/nα)− qΞn
∥∥∥∥2
2
= − 1
Im ζ0(z/nα)
ImTr
1
ζ0(z/nα)− qΞn .
By using (7.11) once more and the fact that ξ ∈ C(U,A, δ) we have
nα|Aλfεαn (z/nα)| ≤ O(nα−1), n→∞,
where the order is uniform for z in compact subset of C \ R, λ in a sufficiently small neigh-
borhood of the origin, 0 < ε < 1 and ξ ∈ C(U,A, δ).
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7.3 Estimating B
λfεα
n
We first prove the following lemma.
Lemma 7.5. Let f ∈ C1c (R). Then
Bλf
ε
α
n (z/n
α) = 1 +
1− q2
n
Tr
1
(ζ0(z/nα)− qΞn)2 +O(n
α−1). (7.14)
as n→∞, uniformly for λ in a sufficiently small nieghborhood of the origin, 0 < ε < 1, z in
compact subsets of C \ R and ξ ∈ C(U,A, δ).
Proof. From the definition of Bλhαn in (4.14) we see that to prove (7.14) we need to show that(
1− q2
2n
)2
E
λfεα
[
Tr
f εα
′(M)
z/nα −M
1
ζλfεα(z/nα)− qΞn
1
ζ0(z/nα)− qΞn
]
= O(nα−1) (7.15)
as n → ∞ uniformly for λ in a neighborhood of the origin, 0 < ε < 1, z in compact subsets
of C \ R and ξ ∈ C(U,A, δ). To this end, we note that
Tr f εα
′(M) =
1
πnα
∫
f(x) ImTr
(
1
(x− iε)/nα −M
)2
dx. (7.16)
To prove (7.14) it is therefore sufficient to prove
(1− q2)2
n2+α
∣∣∣∣∣Eλfεα
[
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qY
1
ζλfα(z/nα)− qY
]∣∣∣∣∣ = O(nα−1)
(7.17)
as n →∞ uniformly for λ in a neighborhood of the origin z, w in compact subsets of C \ R,
0 < ε < 1 and ξ ∈ C(U,A, δ).
By (4.3), (2.11), (7.1) and the Cauchy-Schwarz inequality, we see that there exists a
constant cˆ such that∣∣∣∣∣Eλfεα
[
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qY
1
ζλf
ε
α(z/nα)− qY
]∣∣∣∣∣
≤ cˆ
E0
∣∣∣∣∣Tr 1z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qY
1
ζλfεα(z/nα)− qY
∣∣∣∣∣
2
1/2 .
By invoking the standard identities in Lemma 6.1, we can rewrite this inequality as∣∣∣∣∣Eλfεα
[
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qY
1
ζλfα(z/nα)− qY
]∣∣∣∣∣
≤ cˆ
∥∥∥∥ 1ζ0(z/nα)− qY
∥∥∥∥
∞
∥∥∥∥ 1ζλfεα(z/nα)− qY
∥∥∥∥
∞
(
E
0
[∥∥∥∥ 1z/nα −M
∥∥∥∥2
∞
∥∥∥∥ 1w/nα −M
∥∥∥∥4
2
])1/2
.
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Moreover, we also use ‖(z −A)−1‖∞ ≤ (Im z)−1 and (7.11) to deduce that for every compact
S ⊂ C \ R there exists a constant c˜ such that∣∣∣∣∣Eλfεα
[
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qY
1
ζλfεα(z/nα)− qY
]∣∣∣∣∣
≤ c˜n
α
(1− q2)2| Im z|
(
E
0
[∥∥∥∥ 1w/nα −M
∥∥∥∥4
2
])1/2
.
for λ in a neighborhood of the origin, 0 < ε < 1, z ∈ S and ξ ∈ C(U,A, δ). By the second
identity in Lemma 7.3 we can further simplify the right-hand side to∣∣∣∣∣Eλfεα
[
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qY
1
ζλfα(z/nα)− qY
]∣∣∣∣∣
≤ c˜n
2α
| Im z||| Imw|(1 − q2)2
(
E
0
[(
ImTr
1
w/nα −M
)2])1/2
=
c˜n2α
| Im z|| Imw|(1 − q2)2
(
Var
[
ImTr
1
w/nα −M
]
+
(
E
0
[
ImTr
1
w/nα −M
])2)1/2
.
By combining this with the estimates in (7.4) we have (7.17). By substituting (7.17) into
(7.16) we obtain (7.15) and this proves the statement.
We are now ready to prove (4.20) in Lemma 4.3.
Proof of (4.20) in Lemma 4.3. The proof follows by (7.14). Since ξ(n) ∈ Cn(U,Anδ) we can
argue as in the proof for the estimate for E2 in (5.11) with Ω(x) replaced by ζ0 (where we
also recall (7.11)) and the fact that q → 1 to obtain
1− q2
n
Tr
1
(ζ0(z/nα)− qΞn)2 = o(1),
as n→∞, uniformly under the conditions in the statement. This proves the statement.
7.4 Estimating C
λfεα
n for 0 < α < 1/2
Now that we have estimated A
λfεα
n and B
λfεα
n it remains to estimate C
λfεα
n . We will prove that
the leading asymptotic part is linear in λ. In case 0 < α < 1/2 this can be directly proved
by rather straightforward estimates based on representing the involved quantities in terms of
logarithmic derivatives and using (6.27) and (6.40). In the general situation the proof follows
by using the same (but now insufficient) estimates but together with extra iterations of the
loop equations. This will be done in the next paragraph.
Lemma 7.6. Let f ∈ C1c (R) and assume that 0 < α < 1. Then
1
nα
Cλf
ε
α
n (z/n
α) = −λ1− q
2
n1+α
E
0
[
f εα
′(M)
z/nα −M
1
ζ0(z/nα)− qΞn
]
+O(n2α−1), (7.18)
as n → ∞, uniformly for λ in a neighborhood of the origin, 0 < ε < 1, z in compact subsets
of C \R and ξ ∈ C(U,A, δ).
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Proof. In the proof we use the following standard principle for analytic functions. Let F be
an analytic function in a neighborhood of a disk Dr. Then by Cauchy’s integral formula we
have
|F ′(w)| ≤ r‖F‖L∞(∂Dr)
dist(w, ∂Dr)2
. (7.19)
Similarly, if F is an analytic function of two variables∣∣∣∣ ∂2∂w1∂w2F (w1, w2)
∣∣∣∣ ≤ r1r2‖F‖L∞(∂Dr1×∂Dr2 )dist(w1, ∂Dr1)2dist(w2, ∂Dr2)2 . (7.20)
Let us recall and slightly rewrite the definition of C
λfεα
n in (4.14)
Cλf
ε
α
n (z) = −λ
1− q2
2n
E
0
[
Tr
f εα
′(M)
z −M
1
ζ0(z)− qΞn
]
− λ1− q
2
2n
(
E
λfεα
[
Tr
f εα
′(M)
z −M
1
ζ0(z)− qΞn
]
− λ1− q
2
n
E
0
[
Tr
f εα
′(M)
z −M
1
ζ0(z)− qΞn
])
− 1−q22n
(
Kλf
ε
α,I
n (z) −K0,I(z)
)
. (7.21)
To prove (7.18) we need to estimate the last two terms of (7.21). Let us start with the first
of those two. We note that
1− q2
2n1+α
E
λfεα
[
Tr
f εα
′(M)
z/nα −M
1
ζ0(z/nα)− qΞn
]
=
1− q2
2n1+2α
∫
R
E
λfεα
[
Tr
f(s)
z/nα −M
(
1
(s− iε)/nα −M
)2 1
ζ0(z/nα)− qΞn
]
ds. (7.22)
We remark that for any 0 < α < 1, the function f εα
′(M) here is to be interpreted as
f εα
′(M) =
1
πnα
∫
R
f(s) ImTr
(
1
(s− iε)/nα −M
)2
ds, (7.23)
which follows by a rescaling of the integration variable in (4.11).
Therefore it suffices to analyze
1− q2
2n1+2α
(
Hλf
ε
α(z/nα, w/nα)−H0(z/nα, w/nα)
)
asymptotically as n→∞, where
Hλf
ε
α(z/nα, w/nα) = Eλf
ε
α
[
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζ0(z/nα)− qΞn
]
.
As before, we write this difference in terms of a logarithmic derivative
1− q2
2n1+2α
(
Hλf
ε
α(z/nα, w/nα)−H0(z/nα, w/nα)
)
=
1− q2
2n
∂
∂µ
logE0
[
exp
(
λ
(
Tr f εα − E0[Tr f εα]
)
+ µ
(
g(1)α − E0[g(1)α ]
))]∣∣∣∣
µ=0
. (7.24)
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where
g(1)(M) =
1
n2α
Tr
1
z/nα −M
(
1
w/nα −M
)2 1
ζλf
ε
α(z/nα)− qΞn
It is not hard to check using (7.11) and the ideas leading to (6.29) , that
|g(1)|L = O
(
n2α+1/2/(1− q2)
)
,
as n → ∞ uniformly under the conditions given in the statement. Hence by (7.24), (7.19)
and (6.27) we have
1− q2
n1+2α
(
Hλf
ε
α(z/nα, w/nα)−H0(z/nα, w/nα)
)
= O(n2α−1), (7.25)
as n→∞, uniformly under the conditions given in the statement. By substituting this into
(7.22) we see that the first of the last two terms in (7.21) is of order O(n2α−1) as n→∞.
Now we come to Kλf
ε
α,I , which is in the last term in the expression for C
λfεα
n in (7.21).
With φz,α(M) =
1
nα Tr(z/n
α − M)−1, this term can be written in terms of a logarithmic
derivative as
1− q2
2nα
Kλf
ε
α,I(z/nα) =
1
2
∂2
∂µ1∂µ2
logE0
[
exp
(
λ
(
Tr f εα − E0[Tr f εα]
)
+µ1
(
Trφz,α − E0[Trφz,α]
)
+ µ2
(
g(2) − E0[g(2)]
))]∣∣∣
µ1=µ2=0
.
where
g(2)(M) = Tr
1
z/nα −M
1
ζλfεα(z/nα)− qΞn
Also in this case we have |g(2)|L = O
(
n2α+1/2/(1 − q2)) so that by (7.20) and (6.27) we have
1− q2
nα
Kλf
ε
α,I(z/nα) = O(n2α−1), (7.26)
as n → ∞ uniformly under the conditions given in the statement. In particular, it holds for
λ = 0 with which we bound the term with K0,I .
Concluding, by combining (7.25), (7.26) and (7.21) we obtain (7.18) for 0 < α < 1/2.
7.5 Estimating C
λfεα
n for 0 < α < 1
We now extend Proposition 7.6 to the case of general 0 < α < 1. The key idea is to iterate
the loop equations sufficiently often and use the self-improving mechanism. This is done in
the proof of the following lemma.
Lemma 7.7. let α, γ, δ and U be as in Lemma 4.3. Let φz,α as in (7.3). For any n × n
matrix J we have
E
λfεα+µφα,z
[
1
z −MJ
]
= Tr
1
ζ0(z/nα)− qΞnJ +O(n
α), (7.27)
as n→∞ uniformly for λ, µ in sufficiently small neighboorhoods of the origin, 0 < ε < 1 and
for z in compact subsets of C \ R. Moreover, for any r > 0 both the constant in the order
term and the neighborhoods for λ, µ can be chosen uniformly for J such that ‖J‖∞ < r.
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Proof. The core of the proof is to write the loop equation (4.7) in such a way that it defines
a recurrence.
Let m ∈ N. Then for ℓ = 0, . . . ,m− 1 we consider the functions
GJℓ,α(z, λ, µ) = Eλf
ε
α+µφα,z
[
Tr
1
z −MJℓ
]
− Tr Jℓ 1
ζ0(z/nα)− qΞn
and
gJℓ,α(z, µ, λ) =
1
n
E
λfεα+µφz,α
[
Tr
λf εα
′(M) + µφ′z,α(M)
z/nα −M Jℓ
(1− q2)/2
ζλfεα+µφz (z/nα)−M
]
+
(
ζ0(z/nα)− ζλfεα+µφz,α(z/nα)
)
Tr
1
ζ0(z/nα)− qΞn
1
ζλf
ε
α+µφz,α(z/nα)− qΞn
Jℓ
where the matrix Jℓ is defined as
Jℓ = Jℓ(µ1, . . . , µℓ) = J
(1− q2)/2
ζλfεα+µ1φ(z/nα)− qΞn · · ·
(1− q2)/2
ζλfεα+µℓφ(z/nα)− qΞn ,
and J0 = J . Note that from (7.11) it follows that for compact set S ⊂ C \ R there exists a
neighborhood V and a constant c > 0 such that
‖Jℓ‖ ≤ c‖J‖, (7.28)
uniformly for z ∈ S, 0 < ε < 1 and λ, µ, µj ∈ V for j = 1, . . . , ℓ and ℓ = 1, . . . ,m.
Then from the loop equation (4.7) we learn that GJℓ,α can be expressed in terms of GJℓ+1,α
as follows
GJℓ,α(z, µ, λ) = gJℓ,α(z, µ, λ) +
nα
n
∂
∂µ
GJℓ+1,α(z, µ, λ)
∣∣∣∣
µℓ+1=µ
(7.29)
where the last term is a different way of writing Kλf
ε
α,Jℓ .
Now (7.27) is proved as follows. Fix a value of m. We claim that for each compact set
S ⊂ C \ R there exists a constant A and a neighborhood V of the origin such that
|gJm,α(z, µ, λ)| ≤ Anα, (7.30)
and ∣∣∣∣∣ ∂∂µGJm,α(z, µ, λ)
∣∣∣∣
µm=µ
∣∣∣∣∣ ≤ cn2α, (7.31)
for z ∈ S and λ, µ, µj ∈ V for j = 1, . . . ,m and 0 < ε < 1. Indeed, (7.30) follows by the
same arguments as in the proofs of (4.19) and (4.20). Moreover, (7.31) follows by the same
arguments used to prove (7.26). The main difference in the arguments is that we have a
matrix Jm. However, in the estimates this term gives only contributes to irrelevant constants
by (7.28).
Then by using (7.29), (7.30) and (7.31) we have
|GJm−1,α(z, µ, λ)| ≤ cnα + cn
3α
n
(7.32)
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for z ∈ S and λ, µ, µj in a sufficiently small neighborhood of the origin. By using (7.29),(7.32)
and (7.19) again, we obtain an estimate for GJm−2,α(z, µ, λ) in a slightly smaller neighborhood.
By using the same argument repeatedly we see that there exists a constant c˜ > 0 such that
|GJ,α(z, µ, λ)| = |GJ0,α(z, µ, λ)| ≤
m−1∑
j=0
c˜
(
nα
n
)j
nα + c˜n2α
(
nα
n
)m
,
for z ∈ S, 0 < ε < 1 and λ, µ in a sufficiently small neighborhood of the origin. By taking m
such that m(α− 1) < −1 we obtain (7.27).
We now come to the proof of (4.21) in Lemma 4.3.
Proof of (4.21) in Lemma 4.3. Let us introduce one more notation. We define Dλf
ε
α+µφz,α,J
by
D
λfεα+µφz,α,J
n (z/n
α) =
1
nα
(
E
λfεα+µφz,α
[
Tr
1
z/nα −MJ
]
− E0
[
Tr
1
z/nα −MJ
])
.
By taking the difference of (7.27) for general λ and (7.27) with λ = 0, we have the following
estimate
D
λfαε+µφz,α,J
n (z/n
α) = O(1), (7.33)
as n→∞ uniformly for sufficiently small λ and µ, 0, ε < 1 and z in compact subsets of C\R.
As in the proof of Proposition 7.6 we need to estimate the last two terms in (7.21) and
show that we have better bounds than (7.25) and (7.26).
Let us start with Kλf
ε
α,0. Note that
1− q2
2n1+α
Kλf
ε
α,0
n (z/n
α) =
nα
2n
∂
∂µ
D
λfεα+µφz,α,J
n (z/n
α)
∣∣∣∣
µ=0
where
J =
1− q2
ζλfεα(z/nα)− qΞn .
Hence, by (7.33) we have
1− q2
2n1+α
Kλf
ε
α
n (z/n
α) = O(nα−1), (7.34)
as n→∞ uniformly for λ in a sufficiently small neighborhood of the origin, 0 < ε < 1 and z
in compact subset of C \ R.
For the middle term in (7.21) we note that
1− q2
2n1+α
E
λfεα
[
Tr
f εα
′(M)
z/nα −M
1
ζ0(z/nα)− qΞn
]
=
1− q2
2n1+α
∫
E
λfεα
[
Tr
f ′(s)
z/nα −M
1
s−M − iε
1
ζ0(z/nα)− qΞn
]
ds (7.35)
Therefore it suffices to analyze
1− q2
2n1+α
E
λfεα
[
Tr
1
z/nα −M
1
w/nα −M
1
ζ0(z/nα)− qΞn
]
− 1− q
2
2n1+α
E
0
[
Tr
1
z/nα −M
1
w/nα −M
1
ζ0(z/nα)− qΞn
]
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asymptotically as n→∞. To this end, note that
1− q2
2n1+α
E
λfεα
[
Tr
1
z/nα −M
1
w/nα −M
1
ζ0(z/nα)− qΞn
]
=
1− q2
2(z − w)n
∫ z
w
∂
∂η
E
λfεα
[
Tr
1
η/nα −M
1
ζ0(z/nα)− qΞn
]
dη
and therefore
1− q2
2n1+α
E
λfεα
[
Tr
1
z/nα −M
1
w/nα −M
1
ζ0(z/nα)− qΞn
]
− 1− q
2
2n1+α
E
0
[
Tr
1
z/nα −M
1
w/nα −M
1
ζ0(z/nα)− qΞn
]
=
nα
(z − w)n
∫ z
w
∂
∂η
(
Dλf
ε
α,J(η/nα)
)
dη (7.36)
with J = (1−q
2)/2
ζ0(z/nα)−qΞn (which does not depend on the integration variable η). By (7.33) and
analyticity we obtain a bound for the left-hand side of (7.36), which after using (7.35) leads
to
1− q2
2n1+α
E
λfα
[
Tr
f εα
′(M)
z/nα −M
1
ζ0(z/nα)− qΞn
]
− 1− q
2
2n1+α
E
0
[
Tr
f εα
′(M)
z/nα −M
1
ζ0(z/nα)− qΞn
]
= O(nα−1), (7.37)
as n→∞ uniformly for λ in a sufficiently small neighborhood of the origin, 0 < ε < 1 and z
in compact subset of C \ R.
The statement now follows by inserting (7.34) and (7.37) into the representation of C
λfεα
n
given in (7.21) and this finishes the proof.
8 Random initial points
In this section we prove Theorem 2.5 and part of Theorem 2.6. We will only prove the last
theorem under the assumption µ0(f) 6= 0. The general case is significantly more cumbersome
from a technical point of view and will be treated in a separate section. Again, we will assume
(2.4)–(2.6) and, as in the previous section, we will assume without loss of generality that
x∗ = 0.
The idea behind the proof is the following. We recall that EKn denotes the expectation
with respect to the determinantal point process with kernel Kn after fixing ξ
(n) and that
Eξ denote the expectation with respect to the random initial point ξ
(n) which are taken
independently from the semi-circle law. Then we split
Yn(f)− EξEKnYn(f) = Yn(f)− EKnYn(f) + EKnYn(f)− EξEKnYn(f),
and analyze
Yn(f)− EKnYn(f), and EKnYn(f)− EξEKnYn(f), (8.1)
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separately. The point is that for the first term on the right-hand side of (8.1) we have
the Central Limit Theorem in Theorem 2.3 for fixed ξ(n) ∈ Cn(R, Anδ) for any A, δ > 0.
Moreover, this Central Limit Theorem is independent of ξ(n) ∈ Cn(R, Anδ). We first prove
that ξ(n) ∈ Cn(R, Anδ) with high probability and use Theorem 2.3 for the first term in (8.1).
We then analyze the second term and prove a Central Limit Theorem for that term. The
proofs of Theorem 2.5 and 2.6 then follows by comparing which of the two terms is dominant.
8.1 Preliminary lemmas
We start with some simple statements that we will use.
Lemma 8.1. Let X,Y be two random variables such that EX = 0 and |Y | ≤ c almost surely
for some constant c > 0. Then VarXY ≤ c2VarX.
Proof. By the conditions in the statement we have
VarXY = Var(X − EX)Y = E [(X − EX)2Y 2]− (E [(X − EX)Y ])2
≤ c2E [(X − EX)2] = c2VarX,
and thus the statement follows.
Lemma 8.2. Let X,Y be two real-valued random variables such that EX = EY . Then
|E [exp iX]− E [exp iY ]| ≤
√
Var(X − Y ).
Proof. This follows easily by
|E [exp iX] − E [exp iY ]| ≤ |E [(exp i(X − Y )− 1) exp iY ]|
≤ E [|exp i(X − Y )− 1|] ≤ E [|X − Y |] ≤
√
E [(X − Y )2] =
√
Var(X − Y ),
where, in the last step, we used the assumption E(X − Y ) = 0.
Lemma 8.3. If ξ is a random variable with the semi-circle law as distribution, then
Var Im
1
w − ξ ≤
1
2
√
2
| Imw| , (8.2)
VarRe
1
w − ξ ≤
1
2
√
2
| Imw| , (8.3)
for w ∈ C \R.
Proof. The variance can be estimated as follows
Var Im
1
w − ξ ≤ E
[(
Im
1
w − ξ
)2]
=
1
π
∫ √2
−√2
(Imw)2
((Imw)2 + (Rew − ξ)2)2
√
2− ξ2dξ
≤
√
2
π
∫
R
(Imw)2
((Imw)2 + (Rew − ξ)2)2dξ =
√
2
π| Imw|
∫
R
1
(1 + ξ2)2
dξ =
1
2
√
2
| Imw| .
The proof of (8.3) goes completely analogous.
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Lemma 8.4. If ξ is a random variable with the semi-circle law as distribution, then
Var Im
(
1
w1 − ξ −
1
w2 − ξ
)
≤ 1
2
( |w1 − w2|2
| Imw1|| Imw2|
)(
Im(w1 −
√
w21 − 2)
Imw1
+
Im(w2 −
√
w22 − 2)
Imw2
)
,
and
VarRe
(
1
w1 − ξ −
1
w2 − ξ
)
≤ 1
2
( |w1 − w2|2
| Imw1|| Imw2|
)(
Im(w1 −
√
w21 − 2)
Imw1
+
Im(w2 −
√
w22 − 2)
Imw2
)
for w1, w2 ∈ C \R.
Proof. We start by writing
Var Im
(
1
w1 − ξ −
1
w2 − ξ
)
= Var Im
(
w2 − w1
(w1 − ξ)(w2 − ξ)
)
≤ E
(
Im
(
w2 − w1
(w1 − ξ)(w2 − ξ)
))2
≤ |w1 − w2|2E
[
1
|w1 − ξ|2|w2 − ξ|2
]
Now
E
[
1
|w − ξ1|2|w − ξ|2
]
≤ 1
Imw1 Imw2
E
[
1
|w1 − ξ||w2 − ξ|
]
≤ 1
2 Imw1 Imw2
(
E
[
1
|w1 − ξ|2 +
1
|w2 − ξ|2
])
and combining this with
E
[
1
|wj − ξ|2
]
=
1
Imwj
ImE
[
1
wj − ξ
]
=
Im(wj −
√
w2j − 2)
Imwj
,
gives the statement the imaginary part. The proof for the real part is analogous.
Lemma 8.5. Let ξ
(n)
j for j = 1, . . . , n and n = 1, 2, . . . be a sequence of independent random
variables that have the semi-circle law as distribution. Let f and {fn}n∈N be bounded functions
such that ‖f−fn‖L2(R) → 0 as n→∞ and the sequences ‖fn‖L1(R) and ‖fn‖L∞(R) are bounded
in n. Then for any 0 < α < 1 we have
lim
n→∞E
exp it
n(1−α)/2
 n∑
j=1
fn(n
αξ
(n)
j )− E
 n∑
j=1
fn(n
αξ
(n)
j )
 = e−√22π t2‖f‖22 , (8.4)
for t ∈ R.
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Proof. The proof follows by standard arguments for independent random variables. We only
note that if ξ is a random with respect to the semi-circle law, then for any g we have
Var g(nαξ) =
1
π
∫ √2
−√2
g(nαξ)2
√
2− ξ2 dξ −
(
1
π
∫ √2
−√2
g(nαξ)
√
2− ξ2 dξ
)2
=
1
πnα
∫ nα√2
−nα√2
g(ξ)2
√
2− ξ2/n2αdξ + 1
πn2α
(
1
π
∫ nα√2
−nα√2
|g(ξ)|
√
2− ξ2/nαdξ
)2
=
√
2
πnα
‖g‖2
L2(R)
+ o(n−α),
as n → ∞. Here the order is uniform for g in bounded subset of the space L∞(R) ∩ L1(R)
equipped with the norm ‖g‖L1(R) + ‖g‖L∞(R). Hence, under the conditions of the lemma we
have
lim
n→∞Var n
α/2fn(n
αξ) =
√
2
π
‖f‖2
L2(R)
.
The statement now follows after a standard rewriting the left-hand side (8.4) and estimating
the higher moments.
8.2 Regularity of the initial points
We continue by proving that ξ(n) ∈ Cn(R, Anδ) with high probability
Lemma 8.6. Let A, δ > 0. For n ∈ N let Cn(R, Anδ) be as in (2.2). Then
P (ξ(n) /∈ Cn(R, Anδ)) = O
(
n4−2δ exp
(
−3A
4
nδ
))
,
as n→∞.
Proof. The proof the lemma is based on Bernstein’s inequality for independent random vari-
ables. The main technical difficulty is that the defining inequality for Cn(R, Anδ) is with
respect to the supremum over all w such that Imw ≥ 1/n. By a ‘net-argument’ we show that
it is sufficient to check the inequality for only for a finite number of values of w.
We first note that when w is large the defining inequality for Cn(R, An
δ) is automatic and
hence we can restrict w to a bounded domain without changing Cn(R, An
δ). Hence in the
first step, we define Ln as the set
Ln = {w ∈ C | Imw ≥ n
4A2n2δ
or |Rew| ≥
√
2 +
n
A2n2δ
}.
The bounds defining the set Ln are chosen such that we have√
Imw
n
∣∣∣∣ 1w − ξ
∣∣∣∣ ≤
√
Imw
n
1
| Imw|+ |Rew − ξ| ≤
Anδ
2n
,
for all w ∈ Ln and ξ ∈ (−
√
2,
√
2). From here it follows by some straightforward estimates
that
sup
w∈Ln
√
Imw
n
∣∣∣∣∣∣
n∑
j=1
(
1
w − ξ(n)j
−
∫
1
w − ξdµ(ξ)
)∣∣∣∣∣∣ ≤ Anδ.
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This means that we can rewrite the definition of Cn(R, Anδ) to
Cn(R, Anδ) =
{
ξ(n) ∈ Rn |
sup
Imw≥1/n,w/∈Ln
√
Imw
n
∣∣∣∣∣∣
n∑
j=1
(
1
w − ξ(n)j
−
∫
1
w − ξdµ(ξ)
)∣∣∣∣∣∣ ≤ Anδ
 .
Now that we have restricted the inequality to a bounded set, the next step is to replace it by
the finite set GN defined by
GN = {w | Imw ≥ 1/n,Nw ∈ Z× iN, and w /∈ Ln}.
To see that we can indeed restrict ourselves to GN for an appropriate value of N , let w0 ∈ GN .
Then for any w ∈ Bw0,1/N (and Imw ≥ 1/n), we have∣∣∣∣∣
√
Imw
w − ξ −
√
Imw0
w0 − ξ
∣∣∣∣∣ =
∣∣∣∣∣
√
Imw −√Imw0
w − ξ +
√
Imw0(w0 −w)
(w − ξ)(w0 − ξ)
∣∣∣∣∣
≤ |
√
Imw −√Imw0|
Imw
+
√
Imw0
Imw Imw0
|w − w0| ≤ 2n3/2|w − w0| ≤ 2n
3/2
N
.
Hence if we set N = 8n2/Anδ then
sup
w∈Bw0,1/N∩{Imw≥1/n}
√
Imw
n
∣∣∣∣∣∣
n∑
j=1
(
1
w − ξ(n)j
−
∫
1
w − ξdµ(ξ)
)∣∣∣∣∣∣
≤
√
Imw0
n
∣∣∣∣∣∣
n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
)∣∣∣∣∣∣+ An
δ
2
.
Moreover, the union of all balls Bw0,1/N with w0 ∈ GN covers the set of all w with Imw ≥ 1/n
and w /∈ Ln. Therefore, after defining for w0 ∈ GN ,
C(w0)n (R, Anδ) =
ξ(n) ∈ Rn |
√
Imw0
n
∣∣∣∣∣∣
n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
)∣∣∣∣∣∣ ≤ Anδ/2
 ,
we see that we have
Cn(R, Anδ) ⊃
⋂
w0∈G8n2/Anδ
C(w0)n (R, An
δ).
It follows that
P (ξ(n) /∈ Cn(R, Anδ)) ≤
∑
w0∈G8n2/Anδ
P (ξ(n) /∈ C(w0)n (R, Anδ)).
Summarizing, instead of dealing with the supremum over all w such that Imw ≥ 1/n in the
definition of Cn(R, Anδ), we only need to check the inequality for the finite grid GN which we
will do now.
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Note that ξ(n) /∈ C(w0)n (R, Anδ)) iff√
Imw0
n
∣∣∣∣∣∣
n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
)∣∣∣∣∣∣ ≥ Anδ/2,
and if this happens, then we must have√
Imw0
n
Re
 n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
) ≥ Anδ/4,
or √
Imw0
n
Im
 n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
) ≥ Anδ/4.
We now use Bernstein’s inequality to prove that the probability that one of those events
happens, is small. There exist several version in the literature and the one we will use is the
following: Let Xj for j = 1, . . . , n be independent random variables such that EXj = 0 and
|Xj | ≤M almost surely for some M ≥ 0. Then [29, Th 2.7] says
P
 n∑
j=1
Xj > t
 ≤ exp(− 12 t2
E
∑n
j=1X
2
j +
1
3tM
)
.
We want to apply this inequality with Xj =
√
Imw0
n
(
1
w0−ξ(n)j
− E 1
w0−ξ(n)j
)
. Note that
√
Imw0
n
Im
1
w0 − ξ ≤
√
Imw0
n
1
|w0 − ξ| ≤
1√
n Imw0
≤ 1,√
Imw0
n
Re
1
w0 − ξ ≤
√
Imw0
n
1
|w0 − ξ| ≤
1√
n Imw0
≤ 1.
and hence we take M = 2. By (8.2) and (8.3), we thus obtain
P
√Imw0
n
Im
 n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
) ≥ Anδ/4
 ≤ exp(−A2n2δ/32√
2 + An
δ
24
)
and the same for the real part. Hence
P
√ Imw0
n
∣∣∣∣∣∣
n∑
j=1
(
1
w0 − ξ(n)j
−
∫
1
w0 − ξdµ(ξ)
)∣∣∣∣∣∣ ≥ Anδ/2
 ≤ 2 exp(−A2n2δ/32√
2 + An
δ
24
)
.
Hence we see that
P (ξ(n) /∈ Cn(R, Anδ)) = O
(
N2 exp
(
−3A
4
nδ
))
= O
(
n4−2δ exp
(
−3A
4
nδ
))
,
as n→∞ and this proves the statement.
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At this point, we will introduce some new notation that will be useful in the rest of the
paper. We write
Eξ|CX = EξχCX, and Varξ|C X = Varξ χCX (8.5)
where χC is the indicator function for the set C. Typically, we will work with sets C =
C(R, A, δ) as defined in (2.3).
8.3 Smoothening the test function
The proof of Theorem 2.5 will be based on the loop equation (4.7). To apply this equation
we want to use Cauchy’s integral formula for functions f that are analytic. However, f in
Theorem 2.5 is a C∞ function with compact support and hence not analytic. Therefore we
use an approximation argument.
Let ε > 0 be small. Then let ψn ∈ C∞c (R) such that 0 ≤ |ψ| ≤ 1 and
ψn(ω) = 1, |ω| ≤ nε
ψn(ω) = 0, |ω| ≥ nε + 1
‖ψ(k)n ‖∞ ≤ dk, k ∈ N,
(8.6)
for some constants dk > 0 that do not depend on n.
Denote the Fourier transform of f by fˆ , i.e.
fˆ(ω) =
1√
2π
∫ ∞
−∞
f(x)e−ixωdx. (8.7)
Then we define the function fn(z) by
fn(z) =
1√
2π
∫ ∞
−∞
ψn(ω)fˆ(ω)e
iωzdw. (8.8)
Clearly, since ψn has compact support we have that fn is an entire function. The idea behind
the construction of fn as as approximation to f is that we have the following lemma.
Lemma 8.7. Let f ∈ C∞c (R). For ε > 0 and n ∈ N, let fn as in (8.8). Then for any p ∈ N
there exists a constant Cp(f) (independent of n) such that
|fn(x)− f(x)| ≤ Cp(f)n−pε, (8.9)
for x ∈ R, and
|fn(z)| ≤ Cp(f)|z|−p, (8.10)
for z in the strip {z ∈ C | Im z ≤ 3n−ε}.
Proof. It is a classical result that for f ∈ C∞c (R) and M ∈ N there exists a constant C˜M (f)
such that
|fˆ(ω)| ≤ C˜M (f)
(1 + |ω|2)(M+1)/2 ,
for ω ∈ R. Hence
|f(x)− fn(x)| = 1√
2π
∣∣∣∣∫ ∞∞ (1− ψn(x))fˆ (ω)eiωxdω
∣∣∣∣
≤ 2C˜M (f)√
2π
∫ ∞
nε
1
(1 + |ω|2)(M+1)/2 dω ≤ CM (f)n
−Mε.
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for some constant CM (f). This proves (8.9).
In order to prove (8.10) we argue as follows. By integration by parts we have
fn(z) =
1
(−iz)M
1√
2π
∫ ∞
−∞
dp
dωM
(
ψn(ω)fˆ(ω)
)
eiωzdω. (8.11)
By definition of ψn we have ‖ψ(m)n ‖∞ ≤ dm for 1 ≤ m ≤M . Moreover,
fˆ (m)(ω) =
1√
2π
∫ ∞
−∞
(−ix)mf(x)e−ixωdx,
and since f ∈ C∞c (R) there exists constant Dm,M (f) such that
|fˆ (m)(ω)| ≤ Dm,M (f)
(1 + |ω|2)(M+1)/2 .
And hence, by plugging this into (8.11), we see that we have
|fn(z)| ≤ |z|−M e(Im z)(nε+1)DˆM (f),
for some constant DˆM (f). Hence, we can choose CM (f) large enough such that for Im z ≤
3n−ε we have (8.10).
We have the following immediate corollary.
Corollary 8.8. Let fn, f and ε > 0 as in Lemma 8.7. Then for any M there exists a constant
CM (f) such that have
|Yn(f)− Yn(fn)| ≤ CM (f)n−Mε+1.
By choosing p sufficiently large, this corollary shows that we can replace f by its approx-
imation fn. For the approximation fn we can use Cauchy’s intergal formula to write
fn(x) =
1
2πi
∫
Γ
fn(z)
1
z − xdz,
where Γ = (in−ε − R) ∪ (−in−ε +R). Now
Yn(fn) =
n∑
j=1
fn(n
αxj) =
1
2πi
∫
Γ
fn(z)
n∑
j=1
1
z − nαxj dz
=
1
2πinα
∫
Γ
fn(z)
n∑
j=1
1
z/nα − xj dz.
Hence
EKn [Yn(fn)] =
1
2πinα
∫
Γ
fn(z)EKn
 n∑
j=1
1
z/nα − xj
 dz.
In the next paragraph we will therefore start with analyzing Un(z) defined by
Un(z) =
1
n
EKn
[
Tr
1
z −M
]
= EKn
 n∑
j=1
1
z − xj
 . (8.12)
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8.4 Approximating Un(z)
For any ε > 0, let Sn be the set
Sn =
{
z ∈ C | 1
2
n−ε ≤ Im z ≤ 2n−ε, |z| ≤ nε
}
. (8.13)
Note that for z ∈ Sn we have (8.10).
Let U(z) be the function defined by
U(z) = z −
√
z2 − 2. (8.14)
We take the square root such that U is analytic in C \ [−√2,√2] and takes positive values on
[
√
2,∞). An important property of this function, is that if ξ is a random variable distributed
according to the semi-circle law then
U(z) =
1
q
E
[
1
z/q − c2U(z)− ξ
]
for z ∈ C \ R and
c2 =
1/q − q
2
= sinh t. (8.15)
We also recall the notation (8.5).
Lemma 8.9. Let 0 < α, γ < 1. Let 0 < δ < 12
1−γ
1+γ , 0 < ε < min(α, (1 − α)/2, γ(1 − γ)) and
A > 0. Then for ± Im z > 0 we have
Un(z/n
α) = ∓i
√
2 + o(1), (8.16)
as n→∞, uniformly for z ∈ Sn and ξ ∈ C(R, A, δ).
Moreover,
Varξ|C(R,A,δ) Im
Un(z/nα)− 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j

=
{
o(nα−1), α ≤ γ
o(nγ−1), α > γ,
as n→∞, uniformly for z ∈ Sn. The same holds when taking the real instead of the imaginary
part.
Proof. The starting point of the proof is (4.7) which in the new notation reads
Un(z/n
α) =
1
qn
n∑
j=1
1
z/qnα − c2Un(z/nα)− ξ(n)j
+Rn(z/n
α). (8.17)
(with Rn(z) = −1−q
2
n2 K
0,I(z)). By rewriting this equation and estimating various terms, we
prove the statement. For these estimates we first recall some bounds that he have derived
before.
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First of all, by (7.34) we have
Rn(z/n
α) = O(n2(α+ε−1)), (8.18)
uniformly or z ∈ Sn and ξ ∈ C(R, A, δ), where we have an extra ε in the exponent compared
to (4.7) since we have z ∈ Sn. We will also need that there exists a constant B > 0 such that
∓ ImUn(z/nα) ≥ B, (8.19)
for z ∈ Sn and ± Im z > 0, and ξ ∈ C(R, A, δ). This follows by using the arguments in the
proof of Lemma 7.4 (in particular, (7.12) and (7.13)). We also need that
U(z/nα) = ∓i
√
2 + o(1), (8.20)
as n→∞ and ± Im z > 0, uniformly for z ∈ Sn and ξ ∈ C(R, A, δ).
We now rewrite (8.17) as follows
Un(z/n
α)− U(z/nα) = Un(z/nα)− 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
+
1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
− U(z/nα)
=
1
qn
n∑
j=1
1
z/qnα − c2Un(z/nα)− ξ(n)j
− 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
+Rn(z/n
α)
+
1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
− U(z/nα)
=
1
qn
n∑
j=1
c2(Un(x/n
α)− U(z/nα))
(z/qnα − c2Un(z/nα)− ξ(n)j )(z/qnα − c2U(z/nα)− ξ(n)j )
+Rn(z/n
α)
+
1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
− U(z/nα).
After a reorganization this gives
Un(z/n
α)−U(z/nα) = 1
1− F
 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
− U(z/nα) +Rn(z/nα)
 ,
(8.21)
where F is given by
F =
c2
qn
n∑
j=1
1
(z/qnα − c2Un(z/nα)− ξ(n)j )(z/qnα − c2U(z/nα)− ξ(n)j )
= − 1
c2(U(z/nα)− Un(z/nα)
∫ z/qnα−c2U(z/nα)
z/qnα−c2Un(z/nα)
c2
qn
n∑
j=1
1
(w − ξ(n)j )2
dw (8.22)
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We will now first show that F is small. We start by rewriting the integrand by using
c2
qn
n∑
j=1
1
(w − ξ(n)j )2
=
c2
qn
n∑
j=1
(
1
(w − ξ(n)j )2
−
∫ √2
−√2
1
(w − ξ)2
√
2− ξ2dξ
)
+
c2
q
∫ √2
−√2
1
(w − ξ)2
√
2− ξ2dξ
By the same argument as in the proof of Lemma 5.2 we have that there exists a constant a1
such that
c2
qn
∣∣∣∣∣∣
n∑
j=1
(
1
(w − ξ(n)j )2
−
∫ √2
−√2
√
2− ξ2dξ
(w − ξ)2
)∣∣∣∣∣∣ ≤ a1n−γ(1−γ)/2,
for Imw ≥ n−γ/10B, uniformly for ξ ∈ C(R, A, δ). Because of (8.19) and (8.20) we therefore
have that (by possibly increasing the value of a1)∣∣∣∣∣∣ 1qc2(U(z/nα)− Un(z/nα)
n∑
j=1
c2
n
∫ z/qnα−c2U(z/nα)
z/qnα−c2Un(z/nα)
(
1
(w − ξ(n)j )2
−
∫ √2
−√2
√
2− ξ2dξ
(w − ξ)2
)
dw
∣∣∣∣∣∣
≤ a1n−γ(1−γ)/2. (8.23)
Moreover, we have the simple computation reveals that
1
y1 − y2
∫ y2
y1
1
π
∫ √2
−√2
√
2− ξ2
(w − ξ)2dξdw
=
y1 − y2 −
√
y21 − 2 +
√
y22 − 2
y1 − y2 = 1−
y1 + y2√
y21 − 2 +
√
y22 − 2
.
Hence by (8.19), (8.20) and the fact that c2 ∼ n−γ there exists a constant a2 such that∣∣∣∣∣ 1q(U(z/nα)− Un(z/nα)
∫ z/qnα−c2U(z/nα)
z/qnα−c2Un(z/nα)
∫ √2
−√2
√
2− ξ2dξ
(w − ξ)2 dw
∣∣∣∣∣
≤ a2n−γ/2. (8.24)
By substituting (8.23) and (8.24) in (8.22)
|F | = O(n−γ(1−γ)/2), (8.25)
as n→∞, uniformly for ξ ∈ C(U,A, δ) and z ∈ Sn.
Now note that by (8.19), (8.20) and the definition of Cn(R, Anδ) we have that there exists
a constant A˜ such that
1
qn
∣∣∣∣∣∣
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
− U(z/nα)
∣∣∣∣∣∣
≤ An
δ
√
n
√
Im (z/nα − (1− q2)U(z/nα)) ≤ A˜n
δ−(1−γ)/2 = A˜n−γδ (8.26)
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By inserting (8.25) and (8.26) into (8.21) and using (8.20) we obtain (8.16).
In a similar way, we can rewrite
Un(z/n
α)− 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
= Un(z/n
α)− U(z/nα) + U(z/nα)− 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
=
 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
− U(z/nα)
 F
1− F +Rn(z/n
α)
1
1− F (8.27)
The contribution from the second term on the right-hand side to the variance is o(nα−1) by
(8.18) and the assumption ε < (1− α)/2. As for the first term, note that by Lemma 8.3 and
(8.19) we have
Varξ(n) Im
1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
=
1
q2n
Var Im
1
z/qnα − c2U(z/nα)− ξ
= O
(
1
n Im(z/qnα − c2U(z/nα))
)
=
{
O(nα+ε−1), α+ ε ≤ γ
O(nγ−1), α+ ε > γ, (8.28)
as n → ∞, uniformly for z ∈ Sn. The same estimates hold when taking the real part.
Moreover,
Eξ
 1
qn
n∑
j=1
1
z/qnα − c2U(z/nα)− ξ(n)j
 = U(z/nα). (8.29)
Now the statement follows after estimating the real and imaginary parts of first term on the
right-hand side of (8.27) by applying Lemma 8.1, using (8.25) with (8.28) and (8.29).
Corollary 8.10. Let 0 < α, γ < 1. Let 0 < δ < 12
1−γ
1+γ , 0 < ε < min(α,
2
5γ(1 − γ) and A > 0.
Then, for ± Im z > 0, we have
Varξ|C(R,A,δ) Im
Un(z/nα)− 1
n
n∑
j=1
1
z/nα ± iτ/nγ − ξ(n)j

= o(nα−1), 0 < α ≤ γ,
Varξ|C(R,A,δ) Im
Un(z/nα)− 1
n
n∑
j=1
1
±iτ/nγ − ξ(n)j

= o(nγ−1), γ < α < 1,
as n→∞, uniformly for z ∈ Sn. The same statements also hold when taking the real instead
of imaginary part.
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Proof. Let us first deal with the case 0 < α ≤ γ < 1. Note that we have
U(z/nα) = ∓i
√
2 +O(nε−α),
for ± Im z > 0 and
c2 = τn
−γ/
√
2 +O(n−2γ),
as n→∞, where the order is uniform for z ∈ Sn.
Therefore, if we set
w1 = z/n
α − c2U(z/nα)
w2 = z/n
α ± iτ/nγ ,
for ± Im z > 0, then
|w1 − w2| = O(n−min(2γ,γ+α−ε))
1
| Imw1| ≤
1
| Im z/nα| = O(n
α+ε),
1
| Imw2| ≤
1
| Im z/nα| = O(n
α+ε),
and therefore,
|w1 − w2|2
| Imw1|| Imw2|
(
Im(w1 −
√
w21 − 2)
Imw1
+
Im(w2 −
√
w22 − 2)
Imw2
)
= nαO
(
n−min(4γ−2α−3ε,2γ−5ε)
)
, (8.30)
as n→∞, where the order is uniform for z ∈ Sn. Since α ≤ γ and ε < 25γ we have
min(4γ − 2α − 3ε, 2γ − 5ε) > min(2γ − 3ε, 2γ − 5ε) = 2γ − 5ε > 0.
By combining the latter with (8.30) and applying Lemmas 8.9 and 8.4, the statement follows.
Finally, we deal with the case 0 < γ < α < 1. Then we use
|w1 − w2| = O(n−min(2γ,γ+α−ε))
1
| Imw1| ≤
1
c2| ImU(z/nα)| = O(n
γ),
1
| Imw2| ≤
1
c2| ImU(z/nα)| = O(n
γ),
and therefore,
|w1 − w2|2
| Imw1|| Imw2|
(
Im(w1 −
√
w21 − 2)
Imw1
+
Im(w2 −
√
w22 − 2)
Imw2
)
= nγO
(
n−min(2γ,2α−2ε)
)
= o(nγ), (8.31)
as n → ∞, where the order is uniform for z ∈ Sn. Again, by combining (8.31) and applying
Lemmas 8.9 and 8.4, the statement follows.
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Lemma 8.11. Let g be a function that is analytic in a strip {| Im z| ≤ ε}, for some ε > 0
and g ∈ L2(R). Let Pt as in (2.14) for t > 0. Then
Ptg(x) = 1
2πi
∫
iε−R
g(z)
z − x+ itdz −
1
2πi
∫
−iε+R
g(z)
z − x− itdz,
for x ∈ R.
Proof. This is a standard exercise. By applying Fubini we find
Ptg(x) =
∫
R
g(y)
1
π
t
(x− y)2 + t2dy
=
1
2πi
∫
R
g(y)
(
1
x− y − it −
1
x− y + it
)
dy
=
1
2πi
∫
R
1
2πi
∫
(iε−R)∪(−iε+R)
g(z)
1
z − y
(
1
x− y − it −
1
x− y + it
)
dzdy
=
1
2πi
∫
(iε−R)∪(−iε+R)
g(z)
1
2πi
∫
R
1
z − y
(
1
x− y − it −
1
x− y + it
)
dydz,
and the statement follows after a residue calculus.
We now prove a Central Limit Theorem for the second term at the right-hand side of
(8.1).
Proposition 8.12. Let 0 < α, γ < 1 and f ∈ C∞0 (R). Then,
1. for 0 < α < γ < 1, we have
lim
n→∞Eξ
[
exp
it
n(1−α)/2
(EKnYn(f)− EξEKnYn(f))
]
= e−
√
2t2
2π
‖f‖22
2. for 0 < α = γ < 1, we have
lim
n→∞Eξ
[
exp
it
n(1−α)/2
(EKnYn(f)− EξEKnYn(f))
]
= e−
√
2t2
2π
‖Pτ f‖22
3. for 0 < γ < α < 1 and µ0(f) :=
∫
R
f(x)dx 6= 0, we have
lim
n→∞Eξ
[
exp
it
n(1−2α+γ)/2
(EKnYn(f)− EξEKnYn(f))
]
= e−
√
2t2
2π
µ0(f)2 .
Proof. First, let us separate the different cases and start with assuming that 0 < α ≤ γ < 1.
We will use the approximation fn defined in (8.8) for sufficiently small ε. The argument
follows a number of steps. First, we write
EKn [Yn(fn)] =
n1−α
2πi
∫
Γ
fn(z)Un(z/n
α)dz, (8.32)
where Γ = (in−ε − R)∪ (−iε+ R). By (8.10) we see that, at the cost of a (sufficiently) small
error, we can replace Γ by Γ ∪ Sn and the right-hand side of (8.32) by
n1−α
2πi
∫
Γ∩Sn
fn(z)Un(z/n
α)dz.
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By applying Corollary 8.10 and (8.10) to the latter and the fact that ξ(n) ∈ Cn(R, Anδ) we
can approximate this by
n−α
2πi
∫
Γ∩Sn
fn(z)
n∑
j=1
1
z/nα ± iτ − ξ(n)j
dz,
Again by (8.10), we can undo the cut-off and use Lemma 8.11 to write
n−α
n∑
j=1
Pτ/nγ−αfn(nαξ(n)j ).
Concluding, by taking all the error terms in account, we have
nα−1Varξ|C
EKnYn(fn)− n∑
j=1
Pτ/nγ−αfn(nαξ(n)j )
 = o(1) (8.33)
as n→∞. Now by using respectively Corollary 8.8 and Lemma 8.6 we find
lim
n→∞Eξ
[
exp
it
n(1−α)/2
(EKnYn(f)− EξEKnYn(f))
]
= lim
n→∞Eξ
[
exp
it
n(1−α)/2
(EKnYn(fn)− EξEKnYn(fn))
]
= lim
n→∞Eξ|C
[
exp
it
n(1−α)/2
(
EKnYn(fn)− Eξ|CEKnYn(fn)
)]
By Lemma 8.2 and (8.33) we find
lim
n→∞Eξ
[
exp
it
n(1−α)/2
(EKnYn(f)− EξEKnYn(f))
]
= lim
n→∞Eξ|C
exp it
n(1−α)/2
 n∑
j=1
Pτ/nγ−αfn(nαξ(n)j )− Eξ|C
 n∑
j=1
Pτ/nγ−αfn(n
αξ
(n)
j )

= lim
n→∞Eξ
exp it
n(1−α)/2
 n∑
j=1
Pτ/nγ−αfn(nαξ(n)j )− Eξ
 n∑
j=1
Pτ/nγ−αfn(n
αξ
(n)
j )
 ,
where we also used Lemma 8.6 in the last step. Now the statement for 0 < α ≤ γ < 1 follows
by invoking Lemma 8.5 and using
lim
n→∞Pτ/nγ−αfn =
{
f, if α < γ
Pτf, if α = γ,
where the convergence is in L2(R) and the fact that both the L∞ and L1 norms of Pτ/nγ−αfn
are bounded.
Finally, we consider the case 0 < γ < α < 1. In this case, we argue similarly and use
Corollary 8.10, but now obtain
n−1+2α−γ Varξ|C
EKnYn(fn)− µ0(fn)nα
n∑
j=1
Im
1
iτ/nγ − ξ(n)j
 = o(1),
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as n→∞. Moreover,
µ0(fn) =
∫
R
fn(x)dx = fˆn(0) = ψn(0)fˆ(0) = fˆ(0) = µ0(f).
Hence, by arguing as in the case α < γ, we find
lim
n→∞Eξ
[
exp
it
n(1+γ−2α)/2
(EKnYn(f)− EξEKnYn(f))
]
= lim
n→∞Eξ
exp µ0(f)it
n(1+γ)/2
 n∑
j=1
Im
1
iτ/nγ − ξ(n)j
− Eξ
n∑
j=1
Im
1
iτ/nγ − ξ(n)j

and it is not hard to see that the latter is a Gaussian with the required variance.
8.5 Proof of Theorem 2.5, and Theorem 2.6 with the assumption µ0(f) 6= 0
Proof of Theorem 2.5, and Theorem 2.6 with the assumption µ0(f) 6= 0. To start with, set
X1 = Yn(f)− EKnYn(f)
X2 = EKnYn(f)− EξEKnYn(f),
and let β defined as
β =

(1− α)/2, if α ≤ γ,
(1 + γ − 2α)/2, if γ < α < (1 + γ)/2,
0, if α ≥ (1 + γ)/2.
Moreover, let A > 0, 0 < δ < 12
1−γ
1+γ and set C = Cn(R, An
δ).
By Lemma 8.6 we have
lim
n→∞Eξ
[
EKn
[
eitn
−β(X1+X2)
]]
= lim
n→∞Eξ|C
[
EKn
[
eitn
−β(X1+X2)
]]
= lim
n→∞Eξ|C
[
eitn
−βX2EKn
[
eitn
−βX1
]]
The proof of Theorems 2.5 and 2.6 now follow by applying Theorems 2.1, 2.3 and Proposition
8.12 to the latter.
Let us first consider the case that 0 < α < (1 + γ)/2 < 1. Then by Theorem 2.1 we have
n−2β VarKn X1 = O(n−2β),
as n→∞ uniformly for ξ(n) ∈ C. Hence by Lemma 8.2 and Lemma 8.6 we have
lim
n→∞Eξ(n)
[
EKn
[
eitn
−β(X1+X2)
]]
= lim
n→∞Eξ|C
[
eitn
−βX2
]
= lim
n→∞Eξ
[
eitn
−βX2
]
,
and for the latter we use Proposition 8.12 to obtain the statement of Theorem 2.5 and the
part of Theorem 2.6 with γ < α < (1 + γ)/2.
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Now consider the case 0 < (1+γ)/2 < α < 1 (and hence β = 0). In that case, the variance
of X2 = o(1) as n→∞, and hence we can argue similarly to see that we can ignore X2. That
is,
lim
n→∞Eξ
[
EKn
[
eit(X1+X2)
]]
= lim
n→∞Eξ|C
[
eitX2EKn
[
eitX1
]]
= lim
n→∞Eξ|C
[
EKn
[
eitX1
]]
.
By Theorem 2.3 we have that EKn
[
eitX1
]
converges uniformly to a gaussian that does not
depend on ξ
(n)
n∈N. Hence, the extra averaging has of ξ
(n) has no effect and the statement
directly follows from 2.3.
Finally, let us consider the case 0 < α = (1 + γ)/2 < 1 (and again β = 0). In that case,
we also use the fact that EKn
[
eitX1
]
converges to a Gaussian that does not depend on ξ
(n)
n∈N.
In this case this lead to
lim
n→∞Eξ
[
EKn
[
eit(X1+X2)
]]
= e−
σ2τ
2
t2 lim
n→∞Eξ|C
[
eitX2
]
.
The remaining part of the statement of Theorem 2.6 now follows by applying Lemma 8.6,
which gives
lim
n→∞Eξ
[
EKn
[
eit(X1+X2)
]]
= e−
σ2τ
2
t2 lim
n→∞Eξ
[
eitX2
]
.
and then Proposition 8.12.
9 Proof of Theorem 2.6: the general case
In this section we prove Theorem 2.6 without the assumption that µ0(f) 6= 0, but first we
mention some assumptions and quantities that we will use.
Throughout this section, we will always assume that
0 < γ < α <
1 + γ
2
< 1.
We will also use the following small parameter
0 < ε < min
(
γ, α− γ, 1 + γ
4
− α
2
,
1− γ
3
)
. (9.1)
and set
c1 = cosh t, and c2 = sinh t. (9.2)
In the proof of Theorem 2.6 we will derive various inequalities. These inequalities hold with
high probability with respect to the distribution of the initial points ξ
(n)
j . We use Lemma 8.6
to formulate a straightforward notion of high probability. We say that an inequality holds
with high probability, if it holds for all (ξ(n))n∈N ∈ C(R, 1, ε).
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9.1 Smoothening of the testfunction
Let f ∈ C∞c (R). Instead of proving Theorem 2.6 directly for f , we will use the smoothened
function fn
1√
2π
∫ ∞
−i∞
ψn(ω)fˆ(ω)e
iωzdz, (9.3)
with ψn as in (8.6) and ε in (9.1). It is important to note that for every k ∈ N we have
µk(fn) =
∫
R
xkfn(x)dx =
1
(−i)k
dkfˆn
dωk
(0) =
1
(−i)k
dkfˆ
dωk
(0) = µk(f). (9.4)
Hence, in the approximation we do not change the moments. Moreover, by Corollary 8.8 we
see that
Yn(f) ≈ Yn(fn)
with a very small error. Therefore, we continue by analyzing EKnYn(fn), which by (8.12) can
be written as
EKnYn(fn) =
1
2πinα
∫
Γ
fn(z)Un(z)dz, (9.5)
with Γ = (in−ε − R) ∪ (−in−ε + R).
The following proposition is an important key to the proof. We also recall the definitions
of U in (8.14)
Proposition 9.1. Let f ∈ C∞c (R) and let p ≥ 0 be such that µs(f) = 0 for 0 ≤ s < p and
assume that µp(f) 6= 0. Then we can write∫ ∞
−∞
fn(x+ in
−ε)
1
nα
(
Un
(
x+ in−ε
nα
)
− U
(
x+ in−ε
nα
))
dx
=
1
qn(p+1)α
(−1/q)pXp +Qn,p + Tn,p, (9.6)
where
Xp =
1
n
n∑
j=1
1
(ic2
√
2− ξ(n)j )p+1
− 1
π
∫ √2
−√2
√
2− ξ2
(ic2
√
2− ξ)p+1dξ, (9.7)
and Qn,p and Tn,p are such that, with high probability, we have
|Qn,p| ≤ Cn−ε1 1
n(p+1)α−pγ+
1−γ
2
, (9.8)
|Tn,p| ≤ C
n1+ε2
(9.9)
for some constants C, ε1, ε2 > 0 that do not depend on n.
The proof of this proposition will be done in several steps.
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9.2 Change of variables
The first step towards the proof of Proposition (9.1) is the following lemma. Let us first define
Hn(ω) as
Hn(ω) =
c2
n
n∑
j=1
1
ω
qnα + ic2 − ξ
(n)
j
− c2
π
∫ √2
√
2
√
2− ξ2
ω
qnα + ic2 − ξ
dξ. (9.10)
Hence, by expanding Hn(ω) in powers of ω, we see that Hn(ω) is a generating function for
the random numbers Xp as defined in (9.7). We also need the function ω(ζ) defined by
ω(ζ) = qc1ζ + qc2n
α
(√
ζ2/n2α − 2− i
√
2
)
.
Then we have the following result.
Lemma 9.2. Let f ∈ C∞c (R) and fn as in (9.3). Then∫ ∞
−∞
fn(x+ in
−ε)
1
nα
(
Un(x+ in
−ε)− U(x+ in−ε)) rx
=
1
qc2n2α
∫
Γ+
fn(ζ)Hn(ω(ζ))dζ
+
1
qc2n2α
∞∑
m=2
∫
Γ+
f (m−1)n (ζ) (Hn(ω(ζ)))
m ω′(ζ)dζ +
6∑
j=1
T (j)n (9.11)
where Γ+ is the set z = x+in
−ε with |x| ≤ 12nε, and T
(j)
n are defined in (9.17), (9.21), (9.31),
(9.33), (9.37) and (9.38).
The proof of this lemma, that will take the rest of this subsection, is based on a sequential
change of variables in the integral at the right-hand side of (9.5). To start with, let us first
define functions Gn and gn by
Gn(w) =
1
n1+αq
n∑
j=1
1
w
qnα + ic2 − ξ
(n)
j
+
i
√
2
nα
,
gn(w) = Eξ(n)Gn(w) =
1
nαqπ
∫ √2
√
2
√
2− ξ2
w
qnα + ic2 − ξ
dξ +
i
√
2
nα
(9.12)
=
1
nαq
U
(
w
qnα
+ ic2
)
+
i
√
2
nα
.
for Imw > 0. Note that with these definitions, we have that Hn(w) as defined in (9.10) can
be written as
Hn(w) = qc2n
α(Gn(w) − gn(w))
We perform a sequential change of variables
w = z − qc2nαRn (z/nα) (9.13)
w = ω + qc2n
2αGn(ω) (9.14)
ω = qc1ζ + qc2n
α
(√
ζ2/n2α − 2− i
√
2
)
. (9.15)
Then the maps ζ 7→ ω, ω 7→ w and w 7→ z, maps the set Γ+ successively to Γ(1)+ , Γ(2)+ and
Γ
(3)
+ .
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Lemma 9.3. The change of variables (9.13)–(9.15) are well-defined, i.e. all maps are in-
vertible. Moreover, the contours Γ
(j)
+ are all close to Γ+ in the sense that all maps converge
uniformly to the identity as n→∞.
Proof. Let us start with the transform ζ 7→ ω. For this transform the inverse can be computed
explicitly. Moreover, by an expansion of the-right hand side for ζ ∈ Γ+ (where we use that
the assumption of ε in (9.1) implies ε < α). This expansion shows that ζ is the leading term
at the right-hand side of (9.15) and hence ω − ζ is small. Hence Γ(1)+ and Γ+ are close.
For the second transformation ω 7→ w we rewrite (9.14) to
w = ω + qc2n
2αgn(ω) + qc2n
2α(Gn(ω)− gn(ω)).
Again by expanding gn(ω) in powers of ω we see that qc2n
2αgn(ω) is small, uniformly for
ω ∈ Γ(1)+ . Moreover,
qc2n
2α(Gn(ω)− gn(ω))
=
c2n
α
n
 n∑
j=1
1
ω/nαq + ic2
√
2− ξ(n)j
− 1
π
∫ √2
−√2
√
2− ξ2
ω/nαq + ic2
√
2− ξdξ
 , (9.16)
By the fact that γ < α we have
Im
(
ω/nαq + ic2
√
2
)
≥ c2n−γ ,
and hence, by definition of Cn(R, nε), we see that
|qc2n2α(Gn(ω)− gn(ω))| ≤ nα+ε
√
c2
n
≤ nα+ε−(1+γ)/2,
with high probability. Combining this with the bound in (9.1), shows that indeed w − ω
is small. The bounds extend to a small neighborhood around Γ
(1)
+ and the invertibility can
proved by Rouche’s Theorem.
Finally,we deal with the transformation z 7→ w. By (8.18) we also have that z − w(z) is
small with high probability for z ∈ Sn and again the invertibility follows from an application
of Rouche´’s Theorem.
9.2.1 Initial cut-off
We define T
(1)
n by the equation
1
nα
∫ ∞
−∞
fn(x+ in
−ε)Un(x+ in−ε)dx =
1
nα
∫
Γ
(3)
+
fn(z)Un(z)dz + T
(1)
n . (9.17)
For the proof of Lemma 9.2 we use the change of variables (9.13)–(9.15) in the integral at the
right-hand side of (9.17). After each transformation we keep the asymptotic relevant parts
and estimate the correction terms.
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9.2.2 Transform z 7→ w
The purpose of the first transformation is to eliminate Rn(z/n
α) in (8.17). We start with a
lemma.
Lemma 9.4. Let 0 < λ < 1. Then with high probability, we have that for every z ∈ Sn the
equation
w =
1
nq
n∑
j=1
1
z/qnα − c2w − ξ(n)j
, (9.18)
has a unique solution in B(−i√2, λ) which we denote by Vn(z/nα). Moreover,
sup
z∈Sn
|Vn(z/nα) + i
√
2| → 0, (9.19)
as n→∞. Moreover,
Un(z/n
α) = Vn (z/n
α − qc2Rn(z/nα)) +Rn(z/nα), (9.20)
for z ∈ Sn .
Proof. The first part of the statement, the existence of Vn and (9.19), can be proved using
similar arguments for the proof of Lemma 8.9. Just as for Un(z/n
α), one can prove that there
exists a (unique) solution Vn(z/n
α) to (9.18) that is close U(z/nα). The identity (9.20) then
follows by rewriting (8.17).
If we write zn(w) for the inverse map of (9.13) then we can write
1
nα
∫
Γ
(3)
+
fn(z)Un(z/n
α)dz =
1
nα
∫
Γ
(2)
+
fn(zn(w)) (Vn(w/n
α) +Rn(zn(w)/n
α)) z′n(w)dw.
Define
T (2)n =
1
nα
∫
Γ
(3)
+
fn(z)Un(z/n
α)dz − 1
nα
∫
Γ
(2)
+
fn(w)Vn(w/n
α)dw. (9.21)
Then we have
1
nα
∫
Γ
(3)
+
fn(z)Un(z/n
α)dz =
1
nα
∫
Γ
(2)
+
fn(w)Vn(w/n
α)dw + T (2)n .
We will show later that the second term at the right-hand side is small. Therefore we continue
to rewrite the first term at the right-hand side, using the second change of variable (9.14).
9.2.3 Transform w 7→ ω
For the second transformation let us introduce the auxiliary function
dn(w) =
1
nα
(Vn(w/n
α) + i
√
2),
for w ∈ Sn. The following lemma provides an expression for the inverse of (9.14) in terms of
dn(w).
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Lemma 9.5. With high probability, we have that the equation (9.14), w = ω+ qc2n
2αGn(ω),
with w ∈ Sn has a unique solution ω ∈ B(0, qc2nα) given by
ω = w − qc2n2αdn(w).
Proof. A straightforward computation shows that if ω˜(w) is a solution of
w = ω + qc2n
2αGn(ω),
then
V˜n(w/n
α) =
w − ω˜(w)
qc2nα
− i
√
2,
is a solution of (9.18) and, vice versa, for every solution V˜n(w/n
α) of (9.18) we have that
ω˜(w) = w − qc2nα
(
V˜n(w/n
α) + i
√
2
)
, (9.22)
is a solution of (9.22). Hence the statement follows from Lemma 9.4 and (9.22).
By definition of Vn(z/n
α) we see that dn(w) satisfies
dn(w) =
1
n1+α
n∑
j=1
1
w/qnα + ic2
√
2− c2nαdn(w)− ξ(n)j
+ i
√
2/nα
= Gn
(
w − qc2n2αdn(w)
)
.
By combining the latter with the second transformation w 7→ ω we obtain the following
1
nα
∫
Γ
(2)
+
fn(w)Vn(w/n
α)dw +
i
√
2
nα
∫
Γ
(2)
+
fn(w)dw
=
1
nα
∫
Γ
(2)
+
fn(w)dn(w)dw =
1
nα
∫
Γ
(2)
+
fn(w)Gn
(
w − qc2n2αdn(w)
)
dw
=
1
nα
∫
Γ
(1)
+
fn
(
ω + qc2n
2αGn(ω)
)
Gn(ω)
(
1 + qc2n
2αG′n(ω)
)
dω. (9.23)
9.2.4 Transform ω 7→ ζ
We now come to the last change of variables in (9.15). It is not hard to show that the inverse
of (9.15) is given by
ζ = ω + qc2n
2αgn(ω). (9.24)
By writing
qc2n
2αGn(ω) = qc2n
2αgn(ω) +Hn(ω)
and using (9.24), we can rewrite (9.23) to
1
nα
∫
Γ
(2)
+
fn(w)Vn(w/n
α)dw +
i
√
2
nα
∫
Γ
(2)
+
fn(w)dw
=
1
qc2n2α
∫
Γ+
fn (ζ +Hn(ω(ζ))) (ζ − ω(ζ) +Hn(ω(ζ)))
(
H ′n(ω(ζ))ω
′(ζ) + 1
)
dζ. (9.25)
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9.2.5 Taylor expansion
The final step towards the proof of Lemma 9.2 is a Taylor expansion of fn around the ζ in
the integrand at the right-hand side of (9.25). In this way we get
1
qc2n2α
∫
Γ+
fn (ζ +Hn(ω(ζ))) (ζ − ω(ζ) +Hn(ω(ζ)))
(
H ′n(ω(ζ))ω
′(ζ) + 1
)
dζ
= Σ1 +Σ2 +Σ3, (9.26)
where
Σ1 =
1
qc2n2α
∞∑
m=0
1
m!
∫
Γ+
f (m)n (ζ)Hn(ω(ζ))
m (ζ − ω(ζ) +Hn(ω(ζ))) dζ, (9.27)
Σ2 =
1
qc2n2α
∞∑
m=0
∫
Γ+
f (m)n (ζ)Hn(ω(ζ))
m+1(ζ − ω(ζ))H ′n(ω(ζ))ω′(ζ) dζ, (9.28)
Σ3 =
1
qc2n2α
∞∑
m=0
1
m!
∫
Γ+
f (m)n (ζ)Hn(ω(ζ))
m+1H ′n(ω(ζ))ω
′(ζ) dζ (9.29)
In both Σ2 and Σ3 we use integration by parts. For Σ2 we thus write
Σ2 = − 1
qc2n2α
∞∑
m=0
1
(m+ 1)!
∫
Γ+
[
f (m+1)n (ζ)(ζ − ω(ζ)) + f (m)n (ζ)(1− ω′(ζ))
]
Hn(ω(ζ))
m+1dζ
+ T (3)n
= − 1
qc2n2α
∞∑
m=1
1
m!
∫
Γ+
[
f (m)n (ζ)(ζ − ω(ζ))
]
Hn(ω(ζ))
mdζ
+
1
qc2n2α
∞∑
m=0
1
(m+ 1)!
∫
Γ+
f (m)n (ζ)(ω
′(ζ)− 1)Hn(ω(ζ))m+1dζ + T (3)n (9.30)
where
T (3)n =
1
qc2n2α
∞∑
m=0
1
(m+ 1)!
[
f (m)n (ζ)(ζ − ω(ζ))Hn(ω(ζ))m+1
]nε+ia
−nε+ia
. (9.31)
Similarly, for Σ3 as defined in (9.29), we have
Σ3 = − 1
qc2n2α
∞∑
m=1
m
m!(m+ 1)
∫
Γ+
f (m)n (ζ)Hn(ω(ζ))
m+1dζ + T (4)n , (9.32)
where
T (4)n =
1
qc2n2α
∞∑
m=0
1
m!(m+ 2)
[
f (m)(ζ)Hn(ω(ζ))
m+1
]nε+ia
−nε+ia
. (9.33)
Hence we see that in (9.26), that part of Σ1 is canceled by the first sum on the right-hand
side of (9.30). Similarly, the first term at the right-hand side of (9.32) can be combined with
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the remaining part of Σ1. The result of putting everything together is
1
qc2n2α
∫
Γ+
fn (ζ +Hn(ω(ζ))) (ζ − ω(ζ) +Hn(ω(ζ)))
(
H ′n(ω(ζ))ω
′(ζ) + 1
)
dζ
=
1
qc2n2α
∫
Γ+
fn (ζ)) (ζ − ω(ζ))dζ + 1
qc2n2α
∫
Γ+
fn(ζ)Hn(ω(ζ))dζ
+
1
qc2n2α
∞∑
m=2
1
m!
∫
Γ+
f (m−1)n (ζ) (Hn(ω(ζ)))
m w′(ζ)dζ + T (3)n + T
(4)
n . (9.34)
Finally, we put all steps together and prove Lemma 9.2.
9.2.6 Proof of Lemma 9.2
Proof. By (9.17) and (9.21) we have
1
nα
∫ ∞
−∞
fn(x+ in
−ε)Un(x+ in−ε)dx =
1
nα
∫
Γ
(3)
+
fn(z)Un(z)dx+ T
(1)
n
=
1
nα
∫
Γ
(3)
+
fn(z)Vn(z)dx+ T
(1)
n + T
(2)
n
By also inserting (9.25) and (9.34)
1
nα
∫ ∞
−∞
fn(x+ in
−ε)Un(x+ in−ε)dx =
1
nα
∫
Γ
(2)
+
fn(w)dw
+
1
qc2n2α
∫
Γ+
fn (ζ)) (ζ − ω(ζ))dζ + 1
qc2n2α
∫
Γ+
fn(ζ)Hn(ω(ζ))dζ
+
1
qc2n2α
∞∑
m=2
1
m!
∫
Γ+
f (m−1)n (ζ) (Hn(ω(ζ)))
m w′(ζ)dζ
+ T (1)n + T
(2)
n + T
(3)
n + T
(4)
n . (9.35)
By rewriting (9.15) using 1− qc1 = qc2 we get
ζ − ω(ζ) = qc2U(ζ/nα) + qc2inα
√
2. (9.36)
Hence, after defining
T (5)n =
i
√
2
nα
(∫
Γ+
fn(ζ)dζ −
∫
Γ
(2)
+
fn(ζ) dζ
)
. (9.37)
and
T (6)n =
1
nα
∫
Γ+
fn(ζ)U(ζ/n
α)dζ − 1
nα
∫ ∞
−∞
fn(x+ ia)U((x+ ia)/n
α)dx. (9.38)
and inserting (9.36), (9.37) and (9.38) into (9.35) we obtain the statement.
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9.3 Expansion into moments
We now use the fact that Hn as defined in (9.10) is a generating function for Xp as defined
in (9.7), and expand Hn in the right-hand side of (9.11). That is we use
Hn(ω(ζ)) = c2n
α
∞∑
r=0
(
− 1
qnα
)r
Xrω(ζ)
r, (9.39)
and then we expand ω(ζ) as defined in (9.15), which gives
ω(ζ) = ζ − iqc2ζ
∞∑
k=0
bk
nαk
ζk (9.40)
Note that we have b0 = −i, b2k = 0 and b2k−1 = −
√
2
(
1/2
k
)
(−12)k.
We state the end result in a lemma, but before that we first introduce some notation
Ws =
∞∑
r=0
(
−1
q
)r
XrDs−r,r, (9.41)
where we successively define
Dt,r =
r∑
k=1
(
r
k
)
(−iqc2)kBt,k (9.42)
Bt,k =
∑
s1+···+sk=t, si≥0
bs1 · · · bsk . (9.43)
We also need
Zs =
1
c2
∞∑
m=2
(−1)m
nα
(s+m− 1)!
m!s!
Z
(2)
s+m−1,m (9.44)
Z
(2)
t,m = Z
(1)
t,m − iqc2
t∑
s=0
Z(1)s,m(t− s+ 1)bt−s (9.45)
Z(1)s,m = (c2n
α)m
((
−1
q
)s
Ys,m +
s∑
r=0
(
−1
q
)r
Yr,mDs−r,r
)
(9.46)
Yr,m =
∑
k1+...+km=r,ki≥0
Xk1 · · ·Xkm. (9.47)
and the error terms
T
(7)
n,t,m =
∫
Γ+
f (m−1)(ζ)ζtdζ − t!(−1)
m−1
(t−m+ 1)!
∫
Γ+
fn(ζ)ζ
t−m+1dζ (9.48)
T (7)n =
1
qc2n2α
∞∑
m=2
∞∑
t=0
Z
(2)
t,m
m!nαt
T
(7)
n,t,m. (9.49)
All these quantities arise naturally when we expand Hn(ω(ζ))
m and ω′(ζ) in powers of ζ as
we will see in the proof of the next lemma. As a consequence of these expansions we can
express the relevant quantities in terms of
∫
Γ+
ζsfn(ζ)dζ.
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Lemma 9.6. We have that
1
qc2nα
∫
Γ+
fn(ζ)Hn(ω(ζ)) dζ =
1
qnα
∞∑
s=0
(
− 1
qnα
)s
Xs
(∫
Γ+
ζsfn(ζ) dζ
)
+
1
qnα
∞∑
s=0
Ws
nαs
(∫
Γ+
ζsfn(ζ) dζ
)
(9.50)
1
qc2n2α
∞∑
m=2
1
m!
∫
Γ+
f (m−1)n (ζ)Hn(ω(ζ))
mω′(ζ) dζ
=
1
qc2n2α
∞∑
s=0
Zs
nαs
(∫
Γ+
ζsfn(ζ) dζ
)
. (9.51)
Proof. Let us start with expanding Hn(ω(ζ)) in powers of ζ. First note that from (9.40) it
follows that
(ω(ζ))r = ζr
(
1− c2q
∞∑
ℓ=0
bℓ
nαℓ
ζℓ
)r
= ζr
r∑
k=0
(
r
k
)
(−c2q)k
( ∞∑
ℓ=0
bℓ
nαℓ
ζℓ
)k
= ζr
r∑
k=0
(
r
k
)
(−c2q)k
∞∑
t=0
ζt
nαt
Bt,k,
where in the last step we used (9.43). By changing the order of summation and using (9.42)
we therefore obtain
(ω(ζ))r = ζr +
∞∑
t=0
Dt,r
nαt
ζt+r. (9.52)
Moreover, by (9.39) and (9.41) we therefore have
Hn(ω(ζ)) = c2n
α
∞∑
s=0
(
−1
q
)s
Xs
ζs
nαs
+ c2n
α
∞∑
s=0
Ws
nαs
ζs.
By inserting this in the left-hand side of (9.50) we obtain the right-hand side.
It remains to prove (9.51). To this end, we first write from (9.39) and (9.47)
Hn(ω(ζ))
m = (c2n
α)m
∞∑
r=0
(
− 1
qnα
)r
Yr,mω(ζ)
r.
Now by inserting (9.52) in the latter and using (9.46) gives
Hn(ω(ζ))
m = (c2n
α)m
∞∑
r=0
(
− 1
qnα
)r
Yr,m
(
ζr +
∞∑
t=0
Dt,r
nαt
ζt+r
)
=
∞∑
s=0
Z(1)s,m
ζs
nαs
. (9.53)
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Now also use
ω′(ζ) = 1− iqc2
∞∑
k=0
(k + 1)bk
ζk
nαk
,
Hence by multiplying the latter with (9.53) and using (9.45) we get
Hn(ω(ζ))
mω′(ζ) =
∞∑
t=0
Z
(2)
t,m
ζt
nαt
,
and hence we have
1
qc2n2α
∞∑
m=2
1
m!
∫
Γ+
f (m−1)n (ζ)Hn(ω(ζ))
mω′(ζ) dζ
=
1
qc2n2α
∞∑
m=2
∞∑
t=0
Z
(2)
t,m
m!nαt
∫
Γ+
ζtf (m−1)n (ζ) dζ
and by inserting (9.48) and (9.49) and using (9.44) we now obtain (9.51).
9.4 Proof of Proposition 9.1
In this subsection we proof Proposition 9.1. Let us first recollect what we have achieved so
far. By combining Lemma’s 9.2 and 9.6 we have∫ ∞
−∞
fn(x+ in
−ε)
1
nα
(
Un
(
x+ in−ε
nα
)
− U
(
x+ in−ε
nα
))
dx
=
1
q
∞∑
s=0
1
nα(s+1)
[(
−1
q
)s
Xs +Ws + Zs
] ∫
Γ+
fn(ζ)ζ
sdζ +
7∑
j=1
T (j)n .
where Xs, Ws and Zs are defined as in (9.7), (9.41) and (9.44). The error terms can be found
in (9.17), (9.21), (9.31), (9.33), (9.37), (9.38) and (9.49).
Since we assume that the moment µj vanish for j = 1, . . . , p − 1, we define a final error
term by
T (8)n =
1
q
p−1∑
s=0
1
nα(s+1)
[(
−1
q
)s
Xs +Ws + Zs
] ∫
Γ+
fn(ζ)ζ
sdζ. (9.54)
and write
Tn,p =
8∑
j=1
T (8)n , (9.55)
where we indicated the dependence on p, since T
(8)
n depends on p. If we further define
Q(1)n,p =
1
qnα(p+1)
(Wp + Zp)
∫
Γ+
fn(ζ)ζ
pdζ (9.56)
Q(2)n,p =
1
q
∞∑
s=p+1
1
nα(s+1)
[(
−1
q
)s
Xs +Ws + Zs
] ∫
Γ+
fn(ζ)ζ
sdζ, (9.57)
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and set Qn,p = Q
(1)
n,p +Q
(2)
n,p, then we see that we indeed have (9.6). To finish Proposition 9.1
it remains to verify (9.8) and (9.9) for which we need to estimate the various terms.
We start with a Lemma containing estimates on the various auxillary quantities that we
have introduced in this Section.
Lemma 9.7. There exists a constant C > 0 such that for for n sufficiently large and all
k, r, s, t,m ∈ N we have
1. |bk| ≤ C/k,
2. |Dt,r| ≤ Ct+r+1c2,
3. |Xk| ≤ Cnkγ+(γ−1)/2+ε,
4. |Yr,m| ≤ (Cn(γ−1)/2+ε)mnγr,
5. |Ws| ≤ Cs+1nγs+(γ−1)/2+εc2(s+ 1)
6. |Z(1)s,m| ≤ Cc2(s+ 1)Csnsγ(Cn(γ−1)/2+ε+α−γ)m,
7. |Z(2)t,m| ≤ Cc2(t+ 1)2Ctntγ(Cn(γ−1)/2+ε+α−γ)m,
8. |Zs| ≤ Cs+1nγs−1+2ε.
Proof. 1. We will use the estimate (
n
k
)
≤
(ne
k
)k
. (9.58)
Since we have b2k = 0 and b2k−1 is given by
b2k−1 = −
√
2
(
1/2
k
)
(−1
2
)k =
√
2
(
2k
k
)
1
23k(2k − 1) ≤
√
2
2k − 1(e/4)
k,
and this proves the estimate on bk.
2. By the first estimate we also have that that the bk are bounded, and hence (9.43) give
|Bt,k| ≤ Ct
∑
s1+...+sk=t, si≥0
1 = Ct
(
k + t− 1
t
)
≤ Cet+k,
where we used (9.58). Then, by inserting this into (9.42), we also have
|Dt,r| ≤ Ct
r∑
k=1
(
r
k
)
(qc2C)
k = qc2C
t+1
r∑
k=1
(
r
k
)
(qc2C)
k−1 ≤ Ct+r+1c2,
since qc2C ≤ 1 if n is sufficiently large.
3. We start by recalling (9.16), (9.10) and (9.53), from which we deduce that with high
probability we have
nonumber|Xk| = (qn
α)k+1
2π
∣∣∣∣∣
∫
|w|=qcαn
Gn(w) − gn(w)
wk+1
dw
∣∣∣∣∣ ≤ C ′n(γ−1)/2+ε(qc2)k (9.59)
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for some constant C ′ > 0. The statement now follows from (9.2).
4. Follows from (9.47) and the estimate on Xk.
5. Follows from (9.41) and the estimates on Xk and Dt,r.
6. Follows from (9.46) and the estimates on Yr,m and Dt,r.
7. Follows from (9.45) and the estimates on Z
(1)
s,m and bk.
8. First we mention that
(s+m− 1)!
m!s!
=
1
m
(
s+m− 1
s
)
≤ es+m.
By using this and the estimate on Z
(2)
s,m in (9.44), we obtain
|Zs| ≤ 1
c2
∞∑
m=2
1
nαm
es+mCc2(s+m− 1)2Csnγ(s+m−1)
(
Cn(γ−1)/2+ε+α−γ
)m
≤ Cs+1nγ(s−1)
∞∑
m=2
(
Cn(γ−1)/2+ε
)m
(s+m− 1)2 ≤ Cs+1nγs−1+2ε,
for n sufficiently large, and this finishes the proof.
We are now ready to prove Proposition 9.1.
Proof of Proposition 9.1. It remains to show that Qn,p = Q
(1)
n,p+Q
(2)
n,p as defined in (9.56) and
(9.57) and Tn,p as defined in (9.55).
To start with, we note that from (8.10) we find that for every M ∈ N there exists a
constants CM(f), C˜M (f) such that∫
Γ+
fn(ζ)ζ
sdζ ≤ CM (f)
∫ nε
−nε
|x+ in−ε|s
(1 + x2)M/2
dx ≤ C˜M (f)(n(s−M+1)ε + 1). (9.60)
By using this with M = p + 2 and the estimates for Wp and Zp in Lemma 9.7 that there
exists a constant C such that
Q(1)n,p ≤
C
qnα(p+1)
(
nγp+(γ−1)/2+εn−γ + nγp−1+2ε
)
≤ Cnε
(
n−γ + nε−(1+γ)/2
) 1
n(p+1)α−pγ+(1−γ)/2
.
By (9.1) we also have
ε− 1 + γ
2
<
1− γ
2
− 1 + γ
2
= −γ,
and hence we obtain the estimate (9.8) for Q
(1)
n,p.
We prove that the estimate also holds for Q
(2)
n,p. To start with, from the estimates in
Lemma 9.7 we have ∣∣∣∣(−1q )sXs +Ws + Zs
∣∣∣∣ ≤ Csnγs+ γ−12 +ε. (9.61)
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Again, by using (9.60) with M = p+ 2 we find that there exists constants C,C ′, CM (f) > 0
such that
|Q(2)n,p| ≤
Cm(f)
qnα
∞∑
s=p+1
1
nαs
Csnγs+
γ−1
2
+ε(n(s−M+1)ε + 1)
≤ C ′ n
(γ−1)/2+ε
n(M−1)ε+α
1
n(α−γ)(p+1)−ε(p+1)
+ C ′
n
γ−1
2
+ε
nα+(α−γ)(p+1)
,
where we also used that 0 < ε < α− γ. Hence we have that the estimate in (9.8) also holds
for Q
(2)
n,p and hence we proved that it holds for Qn,p.
It remains to show (9.9). This boils down to estimate the eight terms T
(j)
n for j = 1, . . . , 8,
which we will do in numerical order. We let ε2 > 0 be sufficiently small.
For T
(1)
n in (9.17), we note that we have
1
nα |Un(x+ in−ε)| ≤ nε for x ∈ R. Then it follows
from (8.10) that there exists a constant C ′ > 0 such that
|T (1)n | ≤ C ′n−(M−2)ε ≤ C ′n−1−ε2 , (9.62)
where we have chosen M large enough so that (M − 2)ε ≥ 1 + ε2.
Next we estimate T
(2)
n in (9.21). We start by noting that by using the map w 7→ z we
have
T (2)n =
1
nα
∫
Γ
(2)
+
fn(z(w)) (Vn(w/n
α) +Rn(z(w)/n
α)) z′(w)dw
− 1
nα
∫
Γ
(2)
+
f(w)Vn(w/n
α)dw (9.63)
Now note that since Rn satisfies (8.18) there exists a C > 0 such that
|z(w) − w| ≤ qc2nα|Rn(z(w)/nα)| ≤ Cn3α−γ−2+2ε,
for w ∈ Γ(2)+ . The bound also holds in a 13n−ε-neighborhood of Γ
(2)
+ and therefore we can
choose C such that we also have
|z′(w) − 1| ≤ Cn3α−γ−2+3ε.
By (9.1) we have ε < 23((γ +1)/2−α) and ε < (1−α)/2. By using these inequalities we find
that T
(2)
n ≤ C/n1+ε2 for some constant C > 0 and sufficiently small ε2 > 0.
Before we come to the estimate for T
(3)
n , T
(4)
n and T
(5)
n we note from (8.10) and Cauchy’s
intergal transform we have, for some constant CM (f),
|f (m)n (x+ in−ε)| ≤
CM (f)n
mε
(1 + x2)M/2
,
for M ∈ N. By the fact that ζ − ω(ζ) and Hn(ω(ζ)) are small (as proved in Lemma 9.2) we
have, by using (9.31), that
|T (3)n | ≤
C
n2α−γ+(M−1)ε
≤ C
n1+ε2
.
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Here we choose M large enough (depending on α, γ and ε, ε2 > 0 only).
The same estimates can be done for T
(4)
n as defined in (9.33).
For T
(5)
n in (9.37) we remark that we can apply Cauchy’s Theorem (by completing the
path Γ+∪ (−Γ(2)+ ) to a closed contour) and (8.10) to show that T (5)n ≤ C/n1+ε2 for some come
constant C > 0 and sufficiently small ε2 > 0.
Since | 1nαU(z/nα)| ≤ 1| Im z| , the estimate (8.10) also proves that T
(6)
n ≤ C/n1+ε2 .
To deal with T
(7)
n in (9.49), we recall that T
(7)
n,t,m in (9.48) contains all the boundary terms
from the integration by parts. These boundary terms van be estimated in the same way as
T
(3)
n and T
(4)
n . When we insert these back into (9.49) we obtain
|T (7)n | ≤
1
qnα
∞∑
m=2
∞∑
t=0
|Z(2)t,m|
nαt
(t+m− 1)!
m!t!
(Cnε)t
n
,
By using the estimate on Z
(2)
t,m in Lemma 9.7 and the inequality in (9.58) we obtain the
following
|T (7)n | ≤
1
qnα
∞∑
m=2
∞∑
t=0
(
C
nα−γ−δ
)t (
Cn
γ−1
2
+ε+α−γ
)m
≤ C
n1+ε2
,
for some sufficiently small ε2 > 0, since ε+ α− 1+γ2 < 0 by (9.1).
Finally we come to T
(8)
n in (9.54). For 0 ≤ s < p, we have by (8.10) and (8.10), the fact
that µs(f) = 0 and (9.4), we have∣∣∣∣∫
Γ+
fn(ζ)ζ
sdζ
∣∣∣∣ ≤ C ∫ ∞
nε
dx
xM−p+1
= Cn−(M−p)ε.
Together with (9.61) this implies that (9.54) can be estimated as
T (8)n ≤ C
p−1∑
s=0
Cs
nα(s+1)
nγs+(γ−1)/2+εn−(M−p)ε ≤ C
n1+ε2
,
where the last step follows after choosing M such that (M − p)ε ≥ 1 + ε2.
Concluding, there exists constants C, ε2 > 0 such that T
(j)
n ≤ C/n1+ε2 and hence we have
(9.9) and this concludes the proof.
9.5 Proof of Theorem 2.6: the general case
Proof of Theorem 2.6. The proof is similar to the proof for the case µ0(f) 6= 0 in Subsection
8.5. The only difference is now that instead of using Proposition 8.12, we use the following
claims that we will prove here
1
n(1−α)/2+(p+1/2)(γ−α)
(EKnYn(f)− EξEKnYn(f))→ N(0, Cpµp(f)2), (9.64)
as n→∞, if 1− α+ (2p+ 1)(γ − α) ≥ 0, and
Var (EKnYn(f)− EξEKnYn(f))→ 0, (9.65)
as n→∞, in case 1− α+ (2p+ 1)(γ − α) ≤ 0.
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Let us start with proving (9.64). To this end, first note that because of Corollary 8.8,(9.5)
and the fact f is real-valued, we can write
Yn(f) ≈ Yn(fn) = − n
nα2πi
∫ ∞
−∞
fn(x+ in
−ε)Un(x+ inε)dx
+
n
nα2πi
∫ ∞
−∞
fn(x− in−ε)Un(x− inε)dx
= − n
nαπ
Im
∫ ∞
−∞
fn(x+ in
−ε)Un(x+ inε)dx.
The key to the claim in (9.64) is that the dominant term in (9.6) is Xp. Since Xp is a sum
of n independent random variables it satisfies a Central Limit Theorem in a natural way. Of
course, (9.6) only holds with high probability, but since we can argue as in Subsection 8.5
and restrict ourselves to Cn(R, 1, ε) we will ignore this technical issue here.
We start by finding the dominant term in the asymptotic behavior of the variance of
ImXp. To start with, by definition we have
Var ImXp =
1
nπ
∫ √2
−√2
Im
(
1
i
√
2c2 − ξ
)p+1
Im
(
1
i
√
2c2 − ξ
)p+1√
2− ξ2dξ
− 1
n
(
1
π
∫ √2
−√2
Im
(
1
i
√
2c2 − ξ
)p+1√
2− ξ2dξ
)2
.
After rescaling variables, we find that the dominant term comes from the first integral at the
right-hand side and takes the form
√
2
nπ(c2
√
2)2p+1
∫ ∞
−∞
Im
(
1
i− ξ
)p+1
Im
(
1
i− ξ
)p+1
dξ
By expanding the imaginary part we see that the integrand is a sum of four terms, two of
which can be shown to vanish using Cauchy’s integral formula. Hence this can be reduced to
√
2
n2π(c2
√
2)2p+1
∫ ∞
−∞
1
(1 + ξ2)p+1
dξ =
(2p)!
n
√
2π(p!)24p(c2
√
2)2p+1
.
By using c2
√
2 = τ(1 + o(1)), we find
Var ImXp = n
(2p+1)γ−1 (2p)!√
2(p!)24pτ2p+1
(1 + o(1)),
as n→∞. In particular, this implies that
n
nα(p+1)
ImXp ∼ n−(p+1)α+γ(p+1/2)+1/2,
and by comparing this with (9.8) and (9.9) it shows that Xp is indeed the dominant term at
the right-hand side of (9.6) in case 1−α+(2p+1)(γ−α) ≥ 0. The proof of (9.64) now follows
by applying the standard arguments for a Central Limit Theorem for independent random
variables.
If 1 − α + (2p + 1)(γ − α) < 0, then (9.65) follows by the same estimate on Xp and the
bounds in (9.8) and (9.9).
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A Appendix
For completeness we provide a short discussion on the the fact that the points xj(t) for
j = 1, . . . , n and t > 0 form a determinantal point process with kernel (2.10). We refer to
[24] for more details. The main idea, is that the distribution for the eigenvalues can also be
obtained as a model of non-colliding particles driven by the Ornstein-Uhlenbeck process.
Fix T > 0 and let us consider n particles that evolve as follows. At time t = 0, they start
in ξ
(n)
j for j = 1, . . . , n and at time T they end in consecutive integers j − 1. Each particle
is driven by an Ornstein-Uhlenbeck process with parameters chosen such that we have the
following transition function
ft(y, x) =
√
n√
π(1− e−2t)e
−n (e−ty−x)2
1−e−2t ,
where t > 0 is the time and y the starting point. Finally, the particles are conditioned never
to collide as for 0 ≤ t ≤ T .
By the Karlin-McGregor formula the distribution of the particles at time t is given by the
following probability measure
1
Zn
det (ft(yi, xj))
n
i,j=1 det (fT−t(xi, j − 1))ni,j=1 dx1 . . . dxn. (A.1)
It was shown in [24] that in the limit T →∞, the distribution (A.1) of the particles coincides
with the distribution of the eigenvalues of Mn in (1.3), which basically follows by comparing
the limit T →∞ in (A.1) with the Harish-Chandra/Itzyskon-Zuber formula for Mn.
Let us for the moment first fix T > 0. Then, by the Eynard-Mehta Theorem (see for
example [4, 25]), the positions of the particles at time t form a determinantal point process
with kernel Kn,T given by
Kn,T (x, y) =
n∑
i=1
n∑
j=1
(
A−1
)
ij
fT−t(x, i− 1)ft(ξ(n)j , y). (A.2)
where A is the Gram matrix given by
Aij =
∫ ∞
−∞
fT−t(x, i − 1)ft(ξ(n)j , x)dx =
√
n
π(1− e−T ) exp
(
−n(e
−T ξ(n)j − (j − 1))2
1− e−2T
)
.
Observe that, by view Kn as an operators on L2(R), we can now easily verify the following
two identities
Rank(Kn) = n, (A.3)
K2n = Kn. (A.4)
These identities were used in (3.2) and Section 6.
In the next step, we rewrite the formula for the kernel further. It will be convenient to
also have the following notation
gt(y, x) =
√
net−T
i
√
π(1− e2(t−T ))
exp
(
n
(y − et−Tx)2
1− e2(t−T )
)
,
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for t > 0 which may be thought of as the inverse transition function in view of the following
fT−t(y, x) =
∫
iR
fT (w, y)gt(x,w)dw,
for 0 < t < T . We also note that by using the well-known Vandermonde determinant we have
detA =
(
n
π(1− e−2T )
)n/2
exp
− n
1− e−2T
n∑
j=1
(
e−2T
(
ξ(n)j
)2
+ (j − 1)2
)
×
∏
1≤i<j≤n
(
e
nξ
(n)
i
sinh(T ) − e
nξ
(n)
j
sinh(T )
)2
.
By Kramer’s rule we can rewrite (A.2) as
Kn,T (x, y) =
n∑
j=1
det (A| column j replaced by fT−t(x, i− 1))
detA
ft(ξ
(n)
j , y)
=
∫
iR
n∑
j=1
det (A| column j replaced by fT,w(i− 1))
detA
ft(ξ
(n)
j , y)gt(x,w)dw
=
∫
iR
n∑
j=1
∏n
s=1,s 6=j
(
e
nw
sinhT − e nξ
(n)
s
sinhT
)
∏n
s=1,s 6=j
(
e
nξ
(n)
j
sinhT − e nξ
(n)
s
sinhT
) e−n e−2T w21−e−2T
e
−n
e−2T (ξ(n)
j
)2
1−e−2T
ft(ξ
(n)
j , y)gt(x,w)dw.
By taking the limit T →∞ we get
lim
T→∞
Kn,T (x, y) =
∫
iR
n∑
j=1
∏n
s=1,s 6=j w − ξ(n)s∏n
s=1,s 6=j ξ
(n)
j − ξ(n)s
ft(ξ
(n)
j , y)gt(x,w)dw,
which we can rewrite by Cauchy’s theorem to
lim
T→∞
Kn,T (x, y) =
1
2πi
∫
iR
n∑
j=1
∏n
s=1,s 6=j w − ξ(n)s∏n
s=1,s 6=j ξ
(n)
j − ξ(n)s
ft(ξ
(n)
j , y)gt(x,w)dw
=
1
2πi
∮
Σ
dz
∫
Γ
dw
∏n
s=1w − ξ(n)s∏n
s=1 z − ξ(n)s
ft(z, y)gt(x,w)
1
w − z ,
=
n
sinh t(2πi)2
∮
Σ
dz
∫
Γ
dw
∏n
s=1w − ξ(n)s∏n
s=1 z − ξ(n)s
e
n
1−e−2t (e
−2tw2−2e−twx)
e
n
1−e−2t (e
−2tz2−2e−tzy)
1
w − z ,
where Σ is simple, closed and counter clockwise oriented contour around the points ξ
(n)
j and
Γ is contour connecting −i∞ to +i∞ to that lies to the right of Σ. Hence we have proved
that
lim
T→∞
Kn,T (x, y) = Kn(x, y)
e
ny2
1−e−2t
e
nx2
1−e−2t
.
Since a conjugation of a kernel of a determinantal point process with any non-vanishing
function is also a kernel for the same process, we have proved that the eigenvalues of Mn(t)
in (1.3) indeed for a determinantal point process with kernel Kn in (2.10).
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