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THE SYNTAX AND PROCESSING OF SENTENTIAL SUBJECTS· 
Jaye Padgett 
UMASSjAmherst 
Introduction 
In this paper I deal with sentential subjects, as 
in (1): 
(1) [That John loves his father] is obvious 
It has long been known that they do not behave 
like most subjects in some ways; for instance, they 
sound "awkward" or unacceptable when embedded or 
subject-AUX inverted: 
(2) Is [that John loves his father] obvious? 
(3) Harry admits (that) [that John loves his father] 
is obvious 
I leave it to the reader to assign judgements to 
these examples.' There have been many accounts for 
this contrast (ROSS (1967), Emonds (1970), Kuno (1973), 
Grosu and Thompson (1977), Stowell (1981) and Koster 
(1978) among others). Some of these accounts would not 
be favored today because of changes in what may be 
regarded as explanation. For example, Koster regards 
Ross's Internal S Condition, given in (4), and Kuno's 
lSince judgements vary so much between people and between 
sentence types ('for-to' versus 'that', etc.), I will avoid 
actually marking them for many cases-- I ask that the reader make 
his or her own assignments. I will indicate contrasts, where 
relevant, of course. 
149 
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constraint (5) as being themselves in need of 
explanation: 
(4) Grammatical sentences containing an internal NP 
which exhaustively dominates S are unacceptable. 
(5) Subject sentences can only appear in sentence 
initial position. 
All proposals have fallen short of accounting for 
all of the facts, which are quite complex. 
In some accounts, sentential subjects are NP's. 
Nearly all accounts have assumed that they are, in 
fact, subjects. But Koster (1978) took a different 
tack, claiming that they are a sort of topic. since 
his proposal has been accepted by many, I will take it 
as a point of departure, but will argue against it. 
One fact about sentential sUbjects2 that I 
believe has not been taken seriously enough is that 
some of them are actually quite acceptable when 
embedded or Subject-AUX inverted, at least for most 
speakers. I believe it is therefore a mistake to try 
to rule them out as a class. In this paper I will 
argue instead that lowered acceptability in these cases 
is due to the joint effect of some minor processing 
complexity that does not obtain in sentence-initial 
position and a pragmatic influence. The "pragmatic 
influence" I have in mind is the systematic 
aVailability of related constructions that avoid the 
processing complexity and therefore act as "syntactic 
blockers" (Di Sciullo and Williams (1987) of the 
unacceptable examples. It may be that these influences 
have led to ungrammaticality of examples like (2) and 
(3) in some sense, but this issue is not clear. 
Crucial to my explanation will be the claim that 
sentential subjects are not only subjects but NP's as 
well. 3 
2In calling them "sentential subjects" I am not trying to 
subliminally sway the reader against Koster's claims; I just don't 
have a better name for them. 
3As is clear from the formulation. Ross considers his 
constraint given in (4) (which he modifies later to account for 
gerunds) a "performance constraint". Grosu and Thompson (1977) 
also seek a solution in performance terms. Still. my account will 
be seen to have little in common with either of these. 
2
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In section 1 I present Koster's analysis of 
sentential subjects and some initial arguments against 
it. section 2 is devoted to arguments that sentential 
subjects are in fact subjects, and that they are noun 
phrases, therefore lacking an overt head. An account 
for their behavior is then developed in sections 3 (on 
the role of the parser) and 4 (on the role of 
"syntactic blocking"). section 5 deals with indirect 
questions. 
1. Koster's Account 
According to Koster, "sentential subjects" are 
actually "satellites" which satisfy an open clause 
(E = "Expression"): 
(6) E 
S S 
[that John loves MarY]j Comp S 
NP VP 
e j is obvious 
The sentential "satellite", generated in position, 
binds the actual subject, which wh-moves into Comp and 
obligatorily deletes. (6) is therefore similar to (7) 
and (8), where overt NP's (a subject in (7» are bound 
by elements outside the main clause: 
(7) My father, he won't come today 
(8) He will come, which we regret 
In Koster's terms, sentential subjects do not 
exist because there is no phrase structure rule 
NP ---> s. This gives him the means to explain (2) and 
(3) above: sentential "subjects" do not subject-AUX 
invert because they are not subjects, and they cannot 
be embedded because "E" (topics) cannot be embedded. 
My first objection to this view is that it makes 
the facts seem simpler than they are. 4 Some examples 
which Koster's theory would rule ungrammatical are 
fully acceptable for many speakers: 
'Actually, most accounts have this problem. 
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(9) a. I admit that [for John to leave] would seem 
rude 
b. Would [for John to leave] seem very rude? 
I assume that the bracketed material consti1:utes a 
clause. 5 I believe my implicit assumption here about 
grammaticality is reasonable: While it may be true 
that degrees of grammaticality exist, no theory should 
rule acceptable sentences ungrammatical--unless there 
were a theory of when such a thing is possible. But 
the need for such a theory is otherwise questionable 
(but see Langendoen and Bever (1976». 
A second objection more particular to the topic 
analysis is based on the failure of sentential subjects 
to behave like topics in certain ways. We would 
ideally expect the embedded sentence in (lOa), if it 
were a topic, to occupy the same position as tha"t 
occupied by 'John' in (lOb) or (10c): 
(10) a. That John loves Mary upsets Bill 
b. John, she loves 
c. John, he's a good guy 
Yet it seems to me that, while (lla) is "awkward" 
to unacceptable, (llb) and (llc) are not in the ball 
park: 
(11) a. Does that John loves Mary upset Bill? 
b. *Does John, she love? 
c. *1s John, he a good guy? 
Similarly, it is well-known that extraction across 
topics leads to ungrammaticality. Consider (12a and b) 
(the latter from Rochemont (1988»: 
(12) a. John thinks that Bill, Mary gave a book to 
b. *What does John think that Bill, Mary gave to? 
To my ears, the contrast between (13a and b) is 
not nearly so great: 6 
5For what it's worth, I'll mention that some speakers as well 
find examples with 'that'-clauses as in (2) and (3) "awkward" but 
granunatical. i) is considered even better: 
i) Although that John left bothers Mary, she doesn't 
show it. 
5I'm ignoring the fact that, under Koster's analysis, both 
(13a) and (13b) are ungranunatical. 
4
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(13) a. You think that [for Bill to go] would upset 
Mary 
b. ?Who do you think that [for Bill to go] would 
upset? 
In fact, it seems to me that there are good 
reasons to consider sentential subjects subjects; these 
I turn to below. First I will raise another point. An 
objection of Koster's to the postulation of sentential 
subjects, besides the contrast in (1) - (3), is the 
following: a grammar that allows a rule like (14a) to 
exist is undesirable, unless we can say why others like 
(14b) - (14d) do not exist: 
(14) a. NP ---> S 
b. NP ---> VP 
c. AP ---> NP 
d. VP ---> S 
It seems to me there is more than one issue being 
raised here. One is whether phrases must have heads 
(if yes, must heads be overt?). Another is, What can 
be, in some sense, immediately contained by what? (It 
might be that an NP could never immediately dominate a 
VP, as in (14b), apart from whether or not a head N is 
present). In the case of (14a), it may be only the 
former which is at stake. That is, English contains 
NP's like "the fact that John left". I assume that an 
NP clause "that John left" would differ only in lacking 
the determiner and head noun. If this is so, then 
Koster's objection to NP clauses boils down to their 
headlessness. 
I will argue below that sentential subjects are 
NP's and therefore are headless. 7 Others have made 
the point that constructions without overt heads are 
probably needed in the theory.8 But note that 
Koster's point, which is well taken nevertheless, may 
in a sense be turned on its head. Suppose it is not 
true that headless constructions are impossible; rather 
they can be grammatically licit and yet difficult to 
7Whether the head is merely non-overt or truly missing is 
harder to say, of course. Earlier analyses posited the head 'it' 
(Rosenbaum (1967), Emonds (1970» or a non-overt head (Emonds 
(1976», but I do not think resolving this issue is crucial to my 
analysis. 
aFor indirect questions, for instance, Bresnan and Grimshaw 
(1978). Roger Higgins (p.c.) points out the existence of rules 
like N ---> V, etc. in theories of morphology. 
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parse under certain conditions. This parsing 
difficulty (plus another factor), I argue, explains the 
behavior of sentential subjects. 
2. Sentential Subjects as Subject NP's 
I, will follow Piera (1979) in pointing out that if 
one can show that sentential subjects are NP's, then 
the appeal of Koster's analysis is considerably 
weakened. For Koster, topics (and "Expressions" that 
contain them) can be said to exist independently 
("John, he left")-- and sentences can be topics 
independently ("That John left I know"). since he 
disallows NP ---> S, (and implicitly assumes only NP 
can occupy subject position), it more or less follows 
for him that sentential subjects are topics. But if he 
is wrong to disallow NP clauses the argument does not 
hold, and his theory reduces to a stipulation that they 
do not occur in subject position. 
In the following sections I give arguments that 
NP-clauses exist and occur in subject position. 9 
Sentential Subjects Need CASE 
pesetsky (1982) noted the following sort of 
contrast (chapter 3): 
(15) a. ??I believe [that John is incompetent] (to be) 
a calamity for us all 
b. *It is believed [that John is incompetent] 
(to be) a calamity for us all 
c. It is believed [that John is incompetent] 
(15a) is not perfect10 , but the contrast with 
(15b) "is clear. Comparison with (15c) shows us that 
only sentential subjects need CASE. 
According to CASE theory, only NP's need CASE. 
Therefore sentential subjects are NP's. One might 
9See Horn (1974) for a nice account for sentential subjects 
treati~g them as NP's. He collapses the SSC and other constraints 
into one "Noun Phrase Constraint". 
lONote that these sorts of examples are garden paths, unlike 
subject-AUX inverted clauses or embedded sentential subjects (when 
the optional 'that' is not deleted: "I know that that John left 
bothers you". 
6
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object that from this it actually follows that anything 
in subject position is a NP: 
(16) a. I consider in here to be alright 
b. *It was considered in here to be alright 
(17) a. I believe quickly to be the only way to 
shoplift 
b. *It was believed quickly to be the only way to 
shoplift 
Perhaps we would do better to consider CASE 
something required of positions, not categories, in 
order to account for these facts. Such a theory would 
say that anything in subject position requires CASE. 
But pursuing this option might complicate the 
grammar a great deal. Assuming that any category would 
require CASE in such a CASE position (as the facts of 
subject position suggest), the theory would require for 
instance that the bracketed material in (18a) occur in 
a position different from that of (18b), since the 
latter needs CASE and the former does not (as c and d 
show): 
(18) a. I acknowledged [that John won] 
b. I acknowledged [John's having won) 
(compare: ) 
c. It was acknowledged [that John won) 
d. *It was acknowledged [John's having won) 
Similarly for complements of adjectives and 
prepositions ("after you" versus "after you left"). 
Furthermore, the idea that "in here", etc., are 
NP's in subject position can be independently 
supported. Compare (19a and b) to (20a and b): 
(19) a. We should meet [before Thursday] 
b. what j day should we meet [before e j )? 
(20) a. Before Thursday would be best for a meeting 
b. *Whati day [before e i ] would be best for a 
meeting? 
7
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If subjects are NP's, then with some notion of 
subjacency (or barriers) we might account for (20b) .11 
I should add here that the facts shown in (15) are 
another problem for Koster's proposal (as Pesetsky 
noted), whether or not we accept that subject sentences 
are NP's. sentential subjects need CASE, but according 
to Koster not only are they not NP's, they also do not 
occur in "CASE-receiving" positions. 
We might pause to consider why subjects must be 
NP's. I have no answer to this question save a quick 
survey of some proposals made by others. Chomsky 
(1981a) simply assumes a principle requiring it (see 
his discussion of the Extended Projection Principle, 
pp. 26-7) .12 Kitagawa (1986) has a proposal to derive 
NP-hood of subjects (while leaving the requirement that 
there be a subject a stipulation as Chomsky does) . 
Essentially, all subjects are within VP at D-structure. 
Only NP subjects must raise to subject position, since 
they require CASE while no other category does. He 
assumes further an "Isomorphy Constraint"-- things move 
only if they must. Therefore nothing else will move to 
subject position. 
sentences Marginally as NP Objects 
Quirk et.al. (1985, p. 1050) give the following, 
calling examples of this kind "marginally acceptable": 
(21) They did not give [that she passed her 
examination with distinction] any consideration 
in determining her salary 
Other examples: 
11But it doesn't seem desirable to pursue an account based on 
a distinction of something like governed (or "L-marked") versus 
ungoverned positions for (19b) versus (20b). In fact, these NP's 
(as I am alleging) are opaque even in governed positions: 
i) I regard before Thursday as a bit early 
ii) *What day do you regard before as a bit early? 
12Perhaps Chomsky intended only to require that clauses have 
subjects, saying nothing about category. But he always equates 
the principle with the rule S ---> NP INFL VP and sometimes says 
"NP" .instead of subj ect in his discussions. 
8
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(22) a. We always take [that the mail will come] 
completely on faith 
b. Try to put [that he left] in some kind of 
perspective 
157 
c. I won't give [that Sue quit] another thought 
These sentences sound better when the embedded 
clause is followed by something heavy. Every instance 
of such a sentence will probably have a corresponding 
'it'-extraposed version which is more acceptable: 
(23) a. We always take it on faith that the mail will 
come 
b. Try to put it in perspective that he left 
c. I won't give it another thought that Sue quit 
I assume that the verbs in these examples 
subcategorize for NP (and other things) but not S. Let 
us say therefore that the subordinate clauses in (22) 
are NP's. My account in sections 4 and 5 for subject-
AUX inverted and embedded sentential subjects will 
account for the lowered acceptability of these examples 
as well. The point here is that the existence of these 
NP clauses lends support to our view of the nature of 
sentential sUbjects. 
Note that, as expected, clauses in this position 
are islands for extraction. Extraction is possible 
from extraposed clauses, since these clauses are not 
NP's: 
(24) a. The judge took [that John shot Bill] 
completely for granted 
b. *Who; did the judge take [that John shot e;] 
completely for granted? 
c. Who; did the judge take it completely for 
granted [that John shot e;]? 
sentential Subjects in other Languages 
In other languages we find instances of sentences 
with overt nominal marking. Take these Russian and 
Spanish examples: 
(25) a. To, cto Ivan ysol ocevidno 
Dem-prn comp left obvious 
'That Ivan left is obvious' 
9
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b. El que Juan sali6 irrita a Maria 
Det comp left bothers 
'That Juan left bothers Maria' 
In Spanish it seems to be the determiner that 
marks,the nominal status of clauses 13 : its appearance 
is subject to several conditions which I will not 
detail here. But Spanish may therefore confirm that 
headless NP clauses exist and thus boost our argument 
for English. 
As for Russian, the marker 'to' is independently 
both a demonstrative pronoun and determiner (as is the 
English "that"): it is thus unclear whether the 
construction could be called "headless". But it is 
interesting that 'to' cannot appear in complement 
position or extraposed positions: 14 
(26) a. 
b. 
ocevidno 
obvious 
Ja znaju 
I know 
(*to) cto Ivan 
that 
(*to) cto Ivan 
comp 
ysol 
left 
ysol 
left 
Note that the verb 'know' in (26b) is otherwise an 
NP-taking verb. I would claim that Russian is 
therefore like English in the following regard: 
clauses in complement and extraposed positions are not 
NP's, but in subject position they are. 
I believe that the previous sections taken 
collectively are strong evidence against an analysis of 
sentential subjects where they are topics. I will 
therefore proceed, assuming they are subjects. In the 
next "few sections I give more arguments that sentential 
subjects are noun phrases, since that fact will be 
important in my analysis. 
sentential subjects of Passive Verbs 
Another argument that sentential subjects are NP's 
comes from their behavior as subjects of passive verbs. 
Williams (1981) observed that they occur in this 
environment only with verbs that subcategorize for NP 
(as well as S). So (27b) is good, while (28b) is not. 
13Th is is what others assume. See Plann (1986) for instance. 
Still, I am not aware of any arguments that 'el' could not be the 
head. 
l'Thanks to Maya Brin for checking the Russian data. 
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(29) shows that only sentential subjects are restricted 
in this way. 
(27) a. I acknowledged/broadcast the news 
b. That the president had been shot was 
acknowledged/broadcast by the media 
(28) a. *I commented/testified the news 
b. *That the president had been shot was 
commented/testified by everyone 
(29) It was commented/testified that the president had 
been shot 
(28b) shows us that something prevents a S from 
moving to subject position (from complement position)--
possibly Kitagawa's "Isomorphy Constraint". since 
apparent exceptions to this arise only in the case of 
NP-taking verbs, a natural hypothesis is that in this 
latter case the clauses are not simply S; rather, they 
are NP-clauses. 15 
Failure of Extraction from sentential subjects 
It has been noted for some time that extraction 
from sentential subjects results in unacceptability 16 
(see Ross's discussion of his Sentential Subject 
constraint). Observe the following contrasts, for 
instance: 
(30) a. [For John to shoot Bill] would be a big 
mistake 
b. ??Who i would [for John to shoot e j ] be a big 
mis't:ake? 
(31) a. Is [that John shot Mary] obvious? 
b. *Who j is [that John shot e j ] obvious? 
As we saw before, we really expect anything in 
subject position to be an island. If things in subject 
position are NP's, then we can naturally seek an 
account in terms of bounding nodes (or barriers). 
15Kitagawa (1986) assumes something very similar for all 
sentential subjects, whether of passive or active predicates, 
since all subjects originate within VP. 
16Actually, as my ranking of (30b) at least shows, some find 
this sort of example not as bad as one might expect. 
11
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Factivity of sentential Subjects 
It seems to be true that verbs that take clausal 
complements and are factive also take NP. Kiparsky and 
Kiparsky (1970) point out the similarity of factivity 
to specific reference, and show that NP complements of 
factive verbs have specific reference (so to "ignore an 
ant ion one's plate" is to presuppose there is an ant on 
one's plate). still, it is unclear why factive verbs 
must take NP as well as S complements. 
In any case, it seems that factivity can even be 
linked to NP-hood of clauses to some degree. Consider 
a "neutral" verb, a verb that is neither factive nor 
non,factive, such as "expect". Kiparsky and Kiparsky 
observe that under certain conditions we are swayed to 
a factive interpretation of such verbs. While (32a) is 
"neutral", (32b) is not: 
(32) a. The press expected that the Yankees would win 
b. The press expected it that the Yankees would 
win 
Kiparsky and Kiparsky call the 'it' in (32b) 
"factive it" and show that it has properties different 
from expletive 'it'. For instance, unlike expletive 
'it' in (33), factive 'it' prevents extraction from the 
associated clause in (34a); (34b) shows that the 
presence of 'it' is the crucial factor: 
(33) 
(34) 
a. 
b. 
I took it for granted that John shot Bill 
Who i did you take it for granted [that John 
shot e i ]? 
a. *Who. did you expect 
would beat e i ]? 
Who! did you expect 
beat e i ]? 
b. 
it [that the Yankees 
[that the Yankees would 
Let us assume, as Kiparsky and Kiparsky do, that 
factive 'it' is a head noun and that the following 
clause is its complement. Then (34ai is simply an 
instance of a complex NP violation.' otherwise the 
failure of extraction is mysterious. 
17Kiparsky and Kiparsky, however, assume that all c.lausal 
complements are NP's, unlike what we are assuming here. For them, 
it is not NP-hood per se but the presence of 'it' or of 'fact' 
(whether overt or only underlying) that makes all the difference. 
12
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We cannot simply claim that all clausal 
complements to factive verbs are NP's, since it is 
possible to extract from them: 18 
(35) Who; did you acknowledge [that John shot e;J? 
161 
But what is interesting is the correlation between 
apparent NP-hood of complement clauses and the factive 
interpretation of "neutral" verbs. Kiparsky and 
Kiparsky note that sentential subjects, like factive 
'it', give factive import to otherwise neutral verbs, 
although this import can be overridden. (36c), then, 
bears a presupposition (that the Yankees won) not 
present in (36a and b), hence the oddity of negating 
it: 
(36) a. Everyone expected that the Yankees would win, 
but they didn't 
b. It was expected by everyone that the Yankees 
would win, but they didn't 
c. That the Yankees would win was expected by 
everyone, ??but they didn't 
Under an account where sentential subjects are 
NP's, this result is not surprising (though, again, it 
is not clear what the relation is between factivity and 
NP-hood) . 
From here on I will assume that an analysis of 
sentential subjects as NP's in subject position is 
correct. In the next sections, I will try to show how 
it can lead to an explanation for the properties of 
sentential subjects noted at the beginning of the 
paper. But first a minor digression. 
Koster points out that he has the makings for an 
explanation of the following facts, from Kuno 
(1973):19 
lBThough some may find cases such as (35) a bit odd, a result 
perhaps of questioning an aspect of a proposition one is 
presupposing to be true. 
19But Higgins (p.c.) notes the following: 
That we work harder is important, but that we 
work better isn't. 
He suggests that the problem in (37b) and the other bad 
examples is that an attempt is being made to question something 
13
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(37) a. What is important? 
b. What is important? 
Love is. 
*That we work harder is. 
He notes that topics are generally incompatible 
with deletion of postcopular elements: 
(38) a. Who is nice? 
b. Who is nice? 
John is. 
*John, he is. 
Under my account of sentential subjects as well we 
expect,these data-- the deletion is worse after 
headless NP sUbjects: 
(39) a. Which place is nicest for badminton? 
The front yard is. 
In the front yard. 
*In the front yard is. 
In the front yard is nicest. 
b. What's the best way to shoplift? 
The quick and discreet way is. 
Quickly and discreetly. 
*Quickly and discreetly is. 
Quickly and discreetly is the best way ••. 
These items certainly occur in subject position, 
since they can undergo subject-AUX inversion: 2o 
(40) a. Is in the front yard the best place for 
badminton? 
b. Is quickly and discreetly how you shoplift? 
3. sentential Subjects and the Processor 
As I stated in the beginning, unacceptable 
sentential subjects (i.e., subject-AUX inverted, 
embedded) will turn out to be more complex for the 
parser. This will be only half the explanation, 
however. The other half will come in section 4. 
Consider sentences (1) - (3) again, repeated here: 
(1) [That John loves his father] is obvious 
(2) Is [that John loves his father] obvious? 
(3) Harry admits (that) [that John loves his father] 
is obvious 
which is old or presupposed information. 
20r take up their status in this position in section 4. 
14
University of Massachusetts Occasional Papers in Linguistics, Vol. 17 [1991], Art. 6
https://scholarworks.umass.edu/umop/vol17/iss2/6
SENTENTIAL SUBJECTS 163 
Let us make use of Kuno's (1973) observation, 
which is right for many cases, that sentential subjects 
are less acceptable when not sentence-initial. We can 
distinguish (1) from (2) and (3) this way, but what 
causes the distinction? 
I will hypothesize that the parser is capable of 
anticipating upcoming structure, at least in very 
restricted ways; particularly, on the basis of the 
input in (41), the parser predicts-- and IIprebuilds ll --
a subject NP: 
(41) a. Does ••. 
b. (I believe) that •.• 
In the IIBarriers ll framework, the relevant 
structure in (41a) and (41b) is identical: 
(42) 
C 
does 
CP 
C 
IP 
NP 
N 
C 
that 
CP 
C 
IP 
NP 
N 
Suppose the parser automatically prebuilds the NP 
in this way; we might further hypothesize that some 
internal NP structure is therefore prebuilt, especially 
the head N, since it is most likely to occur. Thus, in 
the following instants the parser will be engaged in 
trying to match input to this prebuilt structure. This 
strategy would cause no problem in almost every case. 
But what of the instances where what follows lacks NP 
internal structure-- especially a head N?21: 
(43) a. 
b. 
c. 
Does that John eats ... 
Does in the living room ••• 
Does quickly .•• 
21It seems possible that at least determiners also facilitate 
the "verification" of a prebuilt NP. Perhaps they may even be 
sufficient to do this, assuming that the Spanish "EI que" 
constructions pose no processing difficulty. Still, within NP, we 
might want to say that at most a head N is prebuilt, since 
determiners are frequently absent ("cars", "Mary"). 
15
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Such cases plausibly cause difficulty for the 
parser. The nature of the difficulty depends in part 
on what is the right theory of headless phrases. If 
the NP's in (43) are said to have non-overt heads, then 
the problem involves a fruitless search for some 
material to attach to those heads. If there are no 
non-'overt heads-- if the NP' s are simply headless, then 
the problem is the same, but an added burden arises of 
having to un-build the head N-- a minor restructuring. 
Now compare the processing of (1), where the 
sentential subject is sentence-initial: 
(44) That John loves his father is ••• 
The subject in (44) is a NP as well; but I would 
suggest that it differs crucially from the last cases 
in that no NP is anticipated in the same sense-- no NP 
is built before the corresponding input is encountered. 
This is really only to say that the parser does not 
predict structure based on no input. If it were 
otherwise-- at least if a matrix subject NP were always 
pre-built-- we might expect sentences like (45a) to 
pose more difficulty than those like (45b): 
(45) a. Because the girls tickled the cat Mary was 
laughing 
b. Mary was laughing because the girls tickled 
the cat 
The added difficulty in (45a) would arise from 
having to keep a pre-built matrix subject NP node on 
hold until the item "Mary" is reached. These sentences 
are ;'from Frazier, Rayner and Carlson (1984); using an 
eye movement recording technique, the authors in fact 
found that the average reading time per character was 
shorter for the (45a) types, though not significantly. 
So the claim that there is no anticipated NP subject in 
sentence-initial position seems reasonable. 
But what really counts as initial? If what I am 
proposing is correct, then the subject clause in (46) 
is also initial, in my sense: 
(46) a. Since he was found holding the gun, [that 
John was arrested] is no surprise 
b. To me, [that John was arrested] seems 
ridiculous 
Initial adverbs and PP's don't lower the 
acceptability of sentential sUbjects-- at least, not to 
16
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the degree we find in other "internal" environments. 
In my terms, then, they, do not lead the parser to 
prebuild a subject NP. 2 
Consider (44) once more. At some point, of 
course, the parser will have built the structure in 
(47) : 
(47) IP 
NP I 
CP I 
[that ••• ] is 
165 
How will this take place? Let us assume a parser 
that builds as much non-terminal structure as is 
possible for each word of the input, as it is received 
(cf. Frazier 1985).23 Thus upon the first word we 
assume that at least a CP node is posited: 
( 48) CP 
C 
that 
Frazier assumes that matrix sentence nodes are 
posited immediately, and so we might expect that all of 
the structure in (47) is posited right away-- that 
there is no intermediate step (48). To see whether 
this is true we might need to explore the processing of 
true topic sentences, and other topics as well. That 
is, the input in (49) is indeterminate; it may 
constitute a topic or a subject «50) and (51) 
respectively) : 
22Koster gives the following, where a topic before the 
sentential subject makes the example unacceptable: 
i) *Such things, that he reads so much doesn't prove 
But, as Weisler (1982) points out, even a complex NP in such 
a position is mysteriously bad: 
ii) *Such things, the fact that he reads so much doesn't 
prove 
23But Frazier has not generally assumed in her work that the 
parser does any pre-building, as I am assuming here. 
17
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(49) a. 
b. 
c. 
(50) a. 
b. 
c. 
(51) a. 
b. 
c. 
JAYE PADGETT 
That John loves his father .•• 
In the barn ••. 
Terry •.. 
That John loves his father I know 
In the barn was the ugliest cow I ever saw 
Terry I respect 
That John loves his father is obvious 
In the barn would be a fine place to have a 
dance 
Terry respects me 
since topics and subjects attach to the main 
sentence node differently, to say that this attachment 
occurs immediately, given the input in (49), is 
possibly to predict that for either (50) or (51) 
restructuring must take p1ace. 24 
For the purpose of my account, even if the parser 
assigns all of the structure in (52) upon the words 
I that John I , 
(52) IP 
NP 
CP 
that John 
the point holds that the complexity encountered in 
subject-AUX inverted and embedded sentential subjects 
will not obtain. Since in English a head noun must 
precede a sentential complement, it will be clear to 
the parser that the NP in (52) is headless as soon as 
it is clear that there is a NP at all. The parser will 
never posit a head. 
Given this explanation, and given acceptable 
sentential subjects that are "internal" in the simplest 
sense; (examples in (46», let us say not "internal" but 
"predicted" and "prebuilt .. , to characterize the 
unacceptable cases. It should be clear by now why I 
have made this distinction. Even if, in the case of 
24Also an issue is whether or not topic clauses are NP's. If 
they are not, then possibly the parser must posit only as much 
structure as (48) indicates, until the status of the clause 
(subject or topic) is determined-- otherwise restructuring is 
predicted for some cases. 
18
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unpredicted NP clauses, there is parsing complexity 
inherent in their headlessness per se, only in the case 
of predicted NP's is there the additional problem of 
building more structure (a head N) than can be matched 
to input. 
It has been claimed by others for other reasons 
that the parser builds phrases and heads of phrases 
prior to the corresponding input. 25 The claim is 
difficult to establish, however. In Padgett (1990) I 
present strong experimental evidence for predicting and 
prebuilding of NP by the parser in just the cases I am 
discussing in this paper-- inverted and embedded 
subject positions. Here let me show how the account 
makes the right distinctions for cases that have 
appeared more troublesome in the past. 
First, it predicts the unacceptability of (53), an 
example raised by Higgins (1973): 
(53) How likely is [that John will come]? 
The clause [that John will come] is a subject NP 
that has been subject-AUX inverted. The result is 
unacceptable despite the fact that the clause is not 
"internal" in the obvious sense, nor is it initial. 
This example therefore eluded explanation within the 
accounts of Ross (1967), Kuno (1973) and others (see 
discussion in the introduction). Since I am claiming 
that NP's are predicted and prebuilt in this position, 
following AUX, the unacceptability is accounted for. 
Since in my terms any complementizer leads to 
prediction of a following NP subject as well, other 
instances of embedded sentential subjects than those 
already seen are predicted to be less than acceptable: 
2SWright and Garrett (1984) make such a claim based on 
syntactic priming of a lexical decision task. "Batteries" is 
recognized faster than "formulate" at the instant marked 'X' in a 
word-by-word reading of i): 
i) If your bicycle is stolen, you must X 
But Frazier (class lectures) points out that the effect 
might be interpreted to mean that words are recognized faster if 
they can be integrated into syntactic structure (that is not 
prebuilt) more easily. 
19
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(54) a. 
b. 
c. 
Although [that John left] 
for your own good 
I arranged for [that John 
become a central issue in 
I wonder why [for John to 
such a big mistake 
bothers you, it was 
had the gun] to 
court 
leave] would be 
In addition, I claim that the fairly unacceptable 
sentences in (55), discussed earlier, are unacceptable 
for the same reason as the examples above: 
(55) a. We always take [that the mail will come] 
completely on faith 
b. I won't give [that Sue left] another thought 
I am assuming here that NP's are prebuilt as well 
following verbs that take only NP. 
Since I believe that the grammar allows headless 
NP clauses (and that therefore this is not the problem 
in (55», I see it as an advantage of my analysis that 
these cases fall in with the others. 
On the other hand, since complement clauses are 
not NP's, they are never predicted NP's; they are 
always acceptable in internal positions: 
(56) Believing [that grapes are sour] gives one some 
solace 
(From Kuno). Kuno also gives the following: 
(57) The fact is [that the world is round] 
I assume, with Kuno, that these clauses are not 
subjects. There is no reason to suppose they are NP's; 
thus no problem is expected. 
4. pragmatic Influences on Acceptability 
The account presented above seems fairly 
plausible; and yet there is an important problem. Why 
do the following seem not bad?: 
(58) a. Does [next to the shower] seem a fine place 
to leave the shampoo? 
b. I am positive that [next to the shower] seems 
a fine place to leave the shampoo 
20
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(59) a. Is [quickly and discreetly] the recommended 
way to shoplift? 
b. It seems that [quickly and discreetly] is the 
recommended way to shoplift 
Given all I have said so far, we should expect 
bare PP's and adverb phrases in subject position (and 
therefore headless NP's, in my terms) to behave just as 
clauses do. In inverted and embedded positions they 
should therefore cause unacceptability, as sentential 
subjects do. 
In fact, (58) and (59) are harder to process than 
the corresponding sentences where the subjects occur 
initially and therefore are not prebuilt (see Padgett 
(1990», even though this fact does not in these cases 
lead to a sharp difference in acceptability (though 
many do report a contrast). 
Still, why are predicted sentential subjects much 
less acceptable? Perhaps the answer is that a form of 
syntactic blocking occurs, in the sense of Di Sciullo 
and Williams (1987).26 They observe that syntactic 
blocking, where it occurs, is not like morphological 
blocking in one way: a word may block the formation of 
another word if the two would be synonymous, but 
synonymous sentences do not therefore block one 
another. What does cause blocking in the syntax is 
poorly understood, but it seems pragmatic factors may 
sometimes be involved. Consider Chomsky's (1981) Avoid 
Pronoun Principle (cited as a case by Di Sciullo and 
Williams). Chomsky (p. 65) illustrates the phenomenon 
with the example I give as (60a): 
(60) a. John would much prefer his going to the movie 
b. John would much prefer going to the movie 
In Di Sciullo and Williams's terms, (60b) blocks 
(60a)-- that is, in (60a) there is at least a strong 
tendency for 'his' to refer to someone other than John. 
As Chomsky notes, the blocking could be grounded in a 
conversational principle "of not saying more than is 
required". Thus, although syntax allows synonymy, it 
may be that pragmatic factors against certain 
constructions, together with the availability of 
synonymous constructions that avoid the pragmatic 
difficulty, causes blocking. It seems that the very 
availability of another construction can be crucial in 
causing a pragmatically difficult construction to 
261 am indebted to Lyn Frazier for this idea. 
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appear less acceptable. So (61a), even though it might 
seem to violate the same principle, Avoid Pronoun, is 
perfectly acceptable, as Chomsky notes, presumably 
because the alternative is ungrammatical-- PRO is not 
allowed: 
(61) a. John would much prefer his (own) book 
b. *John would much prefer PRO book 
Therefore we cannot just say that problematic 
constructions are avoided where possible in favor of 
any non-problematic alternative-- in that case we would 
expect (61a) to be as bad as (60a), since we could 
always find an alternative phrasing, as in (62): 
(62) John would much prefer the book that is his 
It seems that a potential "blocker" must be not 
only synonymous with the problematic construction, but 
it must be closely related syntactically in some sense. 
I am not in a position to make the conditions any 
clearer, but it seems worthwhile to look at sentential 
subjects again in light of these ideas. 
The reader may have guessed that as blocking 
structures I have in mind 'it'-extraposition sentences. 
Sentences with sentential subjects quite generally have 
extraposed counterparts: 
(63) a. Does [that John left] bother you? 
b. Does it bother you [that John left]? 
(65) a. I know (that) [for John to leave] would upset 
you 
b. I know (that) it would upset you [for John 
leave] 
The (a) and (b) cases are synonymous; I will 
assume that they pass whatever test of structural 
closeness holds in order to enter into a blocking 
relation. 
to 
Now note that PP's and adverbs as subjects do not 
systematically have extraposed counterparts: 
(66) a. Next to the shower seems a fine place to 
leave the shampoo 
b. *It seems a fine place to leave the shampoo 
next to the shower 
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(67) a. Quickly and discreetly is the only way to 
shoplift 
b. *It is the only way to shoplift quickly and 
discreetly 
171 
This gap is predicted by the tentative account 
here, since adverbs and PP's in predicted subject 
positions are a problem for the parser and yet are 
acceptable. They are acceptable because no appropriate 
blocker exists-- no extraposed counterpart. One might 
object that there are sentences like (68): 
(68) It's nice in the kitchen 
But these are not true extraposition structures. 
True extraposed constituents bear some sort of 
"anaphoric" relation to the subject 'it' (pace Williams 
1980) as the following shows, I believe: 
(69) a. It; annoys me [that avocados are out of 
season] ; 
b. *[That avocados are out of season]; it; annoys 
me 
Topicalizing extraposed sentences causes something 
like a "crossover" problem. This problem does not 
exist for the other case: 
(70) In the kitchen it's nice 
This 'it' is presumably the "weather" 'it'. 
The account extends to the cases of sentential NP 
objects; in my terms, (71a) is fairly unacceptable 
because it involves processing difficulty and (71b) 
exists: 
(71) a. I won't give that Sue left another thought 
b. I won't give it another thought that Sue left 
If this syntactic blocking account is right, then 
we might also expect to find examples of sentential 
subjects that can exceptionally appear in predicted 
positions, just in cases where for some reason no 
extraposed counterpart structure exists. (72) might be 
a case: 
(72) It's [that avocados are out of season] that 
annoys me 
Assuming that the subordinate clause is a NP, we 
might link the sentence's relative acceptability to the 
23
Padgett: The Syntax and Processing of Sentential Subjects
Published by ScholarWorks@UMass Amherst, 1991
172 JAYE PADGETT 
fact that there exists no corresponding extraposed 
structure: 
(73) *Lt's it that annoys me that avocados are out of 
season 
If it is right to make this connection, then we 
might conclude that the prohibition on NP-clauses in 
predicted positions has not generalized, or 
"grammaticized" to all cases. Rather, the effect is 
still conditioned by the existence of blocking 
structures. This issue, though, remains to be 
explored. 
s. On the status of Indirect Questions 
An apparent problem for the view argued for in 
this paper might be the existence of sentences like the 
following: 
(74) a. 
b. 
Is [whether or not John left] an issue? 
I admit that [whether or not John left] is an 
issue 
In my terms, the indirect questions (IQ's) of (74a 
and b) are subject NP's, headless, and have the 
structure in (75): 
(75) 
Comp 
whether 
NP 
CP 
IP 
John left 
Should they not then behave as sentential subjects 
do? Do we not expect them to sound worse in predicted 
positi'ons-- in particular, in embedded and subject-AUX 
inverted positions? 
I maintain that we do in fact expect the same 
parsing difficulties for IQ's in positions of 
prediction and prebuilding, though this question has 
not been tested experimentally. Why then are the 
examples in (74) claimed by many to sound better than 
the corresponding 'that' examples? 
First, when comparing IQ's to 'that' cases, we 
must be careful to factor out unacceptability that 
follows from consecutive instances of the same 
complementizer (as Kuno noted): 
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(76) a. I know that [that John left] is troubling to 
you 
(77) 
(78) 
b. I wonder whether [whether John left] is an 
issue? 
We should instead compare the following: 27 
a. Although [that John left] is troubling, let's 
go on 
b. Although [whether John left] is unclear, 
let's go on 
a. Does [that John left] trouble you? 
b. Does [whether John left] seem important? 
I do not find that speakers prefer the IQ's in 
these examples. Some find the reverse judgements, or 
no significant difference. Bresnan and Grimshaw (1978) 
find subject-AUX inverted IQ's "slightly" unacceptable. 
According to a judgement poll, summarized in the 
appendix, subject-AUX inverted IQ's are rated worse 
than subject-AUX inverted 'that' or 'for-to' clauses. 
The poll includes the sentences in (79): 
(79) a. Does [what else John did] matter? 
b. Is [which people were hurt] known by anyone? 
The poll made use of devices to prevent the 
confusion of IQ's for free relatives-- cases with 
'whether' or 'which', as well as cases with a wh-word 
followed by 'else', are intended to be unambiguously 
IQ's and not free relatives. Many people find that 
(79a) improves dramatically when 'else' is removed (as 
Bresnan and Grimshaw noted): 
(80) Does [what John did] matter? 
This fact, then, must also be controlled for when 
we compare IQ's to other sentential subject types. I 
assume following Bresnan and Grimshaw that free 
relatives are headed by their wh-words. This fact must 
be learned, and I further assume that such an analysis 
would be available to the parser. Therefore, under my 
analysis we do not expect any problem for (80). A head 
N is predicted and prebuilt by the parser, and 'what' 
is incorporated as that head without delay. 
27Though (78a) ("Does that John ... ") still perhaps suffers 
from the fact that both "does lt and IIthat" are unstressed, while 
"whether" in (78b) is stressed. These properties might affect 
judgements (Higgins, p.c.). 
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(79a) , on the other hand, is in essential respects 
like'a case of "Does that .•• " The parser prebuilds the 
NP and head N upon input of 'does'; upon input of 
'else' (in this case) the parser learns that it has 
foun~ no head yet (the word 'what' having been 
disqualified), and this is the source of the added 
complexity. 
The added complexity leads'in turn to lowered 
acceptability due to the existence of the 'it'-
extraposed variant: 
(81) Does it matter what else John did? 
There is an apparent problem with this account. 
In contrast to IQ's in subject-AUX inverted position, 
IQ'sas objects of prepositions seem very much more 
acceptable than 'that'- clauses in the same position: 
(82) a. I was thinking about [what else John did] 
b. He made an issue out of [who else to invite] 
(83) a. I was thinking about [that John left so soon] 
b. He made an issue out of [that I didn't invite 
him] 
But in this position, an 'it'-extraposed variant 
exis:ts marginally for 'that'-clauses but not for 
IQ's:28 
(84) a. I was thinking about it that John left so 
soon 
b. He made an issue out of it that I didn't 
invite him 
(85) a. *I was thinking about it what else John did 
b. *He made an issue out of it who else to invite 
These properties of IQ's seem to lend support to 
my account, then. 
Conclusion 
In this paper I have argued for an analysis of 
sentential subjects where they are seen, in fact, as 
sUbj'ects, and as noun phrases without overt heads. 
This analysis permits us to account for the 
2BExtraposition may be vacuous, since the clause is sentence-
final, but the relevant issues should be unaffected. 
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unacceptabi~ity of subject-AuX inverted and embedded 
cases by viewing their headlessness as a source of 
parsing complexity (The existence of this complexity is 
documented in Padgett (1990». This complexity, in 
turn, leads to unacceptability only for cases where 
there exists an extraposed counterpart, which acts as a 
"syntactic blocker". This account, though clearly in 
the early stages, seems to explain a wider range of 
facts than previous accounts known to me. 
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Appendix: An Informal Judgement Poll 
Here I give the results from a poll of 28 subjects 
for grammaticality jUdgements. The poll is "informal" 
because the number of sentences tested was small (18 
sentences, only 2 of each type, the "types" to be 
outlined below). 
Undergraduates were given a questionnaire with 18 
sentences (see attached questionnaires) and asked to 
rate their grammaticality on a scale of 1 to 7. The 
sentences can be subdivided as follows: There were 6 
sentences involving 'that' clauses, 6 with 'for-to' 
clauses and 6 with indirect questions. For each group 
of 6 there were three possible conditions: testing 
initial position, inverted position and embedded 
position. Thus there were two sentences representing 
each condition of each group. 
In order to get a rating of such sentences against 
their extraposition equivalents, in fact two 
questionnaires were used. For each sentence as 
described above an extraposed counterpart occurred as 
well. Although the number of sentences tested was 
therefore 36 rather than 18 overall, the sentences were 
split into the two questionnaires; each subject 
answered only one of the questionnaires. The sentences 
were arranged so that no extraposed sentence occurred 
in a qUestionnaire with its non-extraposed equivalent. 
The ratings were averaged and converted to percent 
grammaticality judgements (100% is perfect). Here are 
the results (and see the questionnaires below): 
I. 'That' clauses 
Initial 
Inverted 
Embedded 
Non-extraposed 
72% 
41% 
42% 
II. 'For-to' clauses 
Non-extraposed 
Initial 
Inverted 
Embedded 
69% 
46% 
57% 
Extraposed 
84% 
88% 
73% 
Extraposed 
85% 
80% 
69% 
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III. Indirect questions 
Initial 
Inverted 
Embedded 
Non-extraposed 
74% 
27% 
76% 
Extraposed 
80% 
76% 
76% 
n7 
I might note that responses for the indirect 
question cases were less consistent than for the other 
two types, with judgements varying more widely from 
subject to subject. 
Although the results are of course tentative, 
these are some generalizations relating to the indirect 
questions: 
Inverted non-extraposed indirect questions are 
judged worse than the non-extraposed 'that' and 'for-
to' types inverted. But the embedded cases are better 
than for the 'that' and 'for-to' types. This latter 
fact is at least in part due to interference from the 
effect of "that that". For embedded position "that 
whether" was compared to "that that". A better 
comparison would have been "although that" to "although 
whether". 
For indirect questions, the ratings for non-
extraposed versus extraposed variants were nearly 
equivalent for the initial and embedded cases. 
(Compare 'that' and 'for-to', where the non-extraposed 
versus extraposed differences were great). Here the 
same problem involving "that that" matters. For the 
inverted cases, on the other hand, the non-extraposed 
variants were much worse than the extraposed variants. 
29
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