In this paper we consider nite element methods for general parabolic integro-di erential equations with integrable kernels. A new approach is taken, which allows us to derive optimal L p (2 p 1) error estimates and superconvergence. The main advantage of our method is that the semidiscrete nite element approximations for linear equations, with both smooth and integrable kernels, can be treated in the same way without the introduction of the Ritz-Volterra projection, therefore, one can make fully use of the results of nite element approximations for elliptic problems.
Introduction.
In this paper we study numerical solutions by nite element methods for the following parabolic integro-di erential equation: u t + Au = In a mathematical model describing the heat ow through a body very often one has to take some memory e ect into consideration. The common feature of such model consists of introducing some relaxation function into the constitutive relations in order to represent the memory e ect.
For example, a quite general constitutive assumptions for a homogeneous and isotropic body R n (n = 1; 2; 3 in the applications ) is the following 27]:
e(x; t) = (u(x; t)) + where u denotes the body temperature, e and q denote the internal energy and the heat ux, respectively, ; ; and are given functions satisfying certain assumptions, and h, k are the internal energy and the heat ux relaxation functions, respectively, representing for the memory e ects.
The balance law of the heat energy implies @e @t (x; t) + div q(x; t) = f(x; t); x 2 ; t 0;
where div is the divergence operator in R n and f denotes the source. Upon using the constitutive relations it follows that u satis es the following partial integro-di erential equation: @ @t (u(x; t)) + The initial and boundary conditions are in general as follows.
u(x; 0) = u 0 (x); x 2 ;
(ru(x; t)) ?
Z t 0 k(s) (ru(x; t ? s))ds = g(x; t) or u(x; t) = g(x; t); (x; t) 2 @ (0; 1);
where u 0 and g are known functions. Therefore problem (1.1) is just a special case of the above mentioned model. We refer to 27] and the references therein for the details of the mathematical modeling in viscoelasticity and thermoelasticity. We recall that all of these equations have two elliptic operators of the same order.
Unfortunately, some unexpected di culties arose when the author of 7, 19] investigated semidiscrete nite element approximations for the problem (1.1) with only a weakly singular kernel a(t) = t ? (0 < < 1). That is, it can be seen easily from (1.6) (1.18) where T = A ?1 is the solution operator for the elliptic problem Aw = g in ; (1.19) w = 0; on @ : (1.20) we now have our new weak formulation for (1.1) and shall begin our analysis in Section 2. This paper is organized as follows: In Section 2 some necessary Lemmas will be proved which are essential in the analysis. In Section 3 optimal L 2 error estimates will be presented, while maximum norm error estimates and superconvergence of the gradients will be demonstrated in Section 4.
We shall throughout this paper assume the inverse assumptions: jj jj 1;p Ch ?1 jj jj 0;p ; 1 p 1; 2 S h ; (1.21) where W r p ( ); (2 p 1) is the usual Sobolev Spaces with norms jj jj r;p ( jj jj r = jj jj r;2 ; jj jj = jj jj 0;2 ) and As the nal remark of this introduction section, we notice that the resolvent K h in (1.15) is well-de ned since B h T h is a matrix or bounded operator on S h . Similarly, the resolvent K(t) in (1.18) is also well de ned since BT is a bounded operator in L 2 ( ), so that K(t) is a bounded operator in L 1 (J; L 2 ( )) 25]. Also, the asymptotic constant C = C(T 0 ) in the error estimates in the next sections will grow with T 0 due to the use of Gronwall's inequality, which limits its validity only to the case T 0 nite. Global error estimate with asymptotic constant C independent of the time (t 0) have been recently obtained in 33] for a smooth kernel and 2] for an integrable kernel.
Preliminaries and Lemmas.
In this section we shall de ne some notations and prove a series of Lemmas which are needed in the sequel. Without loss of generality it is assumed that the kernel a(t) is non-negative throughout this paper. We begin by the following result. Proof: It follows from the de nitions of R a and m a .
Q.E.D.
3. Optimal L 2 error estimates.
In this section the optimal L 2 error estimates will be proved for the semi-discrete nite element approximation. Theorem 3.1 (without f on the right hand side of (3.1) ) below with smooth kernels has been proved by using the Ritz projection 32] and the Ritz-Volterra projection 5, 6, 21] . Since our proof based on our weak formulations is very di erent from that of 5, 6, 21, 32] and can been used in next sections, we give the proof here for the completeness. Theroem 3.1. Assume that u and u h are the solutions of (1.1) Integrating from 0 to t and using (0) = (0), we obtain that jj (t)jj 2 + Thus, we substitute (3.11) into (3.10) with > 0 small and xed, and use Lemma 2. Proof: See 8, 15, 35] .
Let z 2 and z h 2 S k h be the discrete ?function at x = z such that jjG z jj 1;1 + jjG z h jj 1;1 + jjG z h jj C: (4.8) Proof: See 17, 26, 35] .
Q.E.D. Remark: The case of k = 2 has been proved in 20] via Generalized Green function and weighted norm estimates technique which is very di erent from that given above.
In the remainder of this section we shall show a stronger maximum norm (without logarithm factor) and superconvergence estimates for piecewise linear element approximations. For this purpose we require more restriction on S 2 h . That is, in addition to the quasi-uniform triangulation of , any two adjacent elements form an approximate parallelogram 17, 35] : there exists C > 0, independent of h, such that (see where G z is de ned in (4.4 ) and L is any xed direction in R 2 . Also, we have from 15, 17, 35] A(@ z G z ; ) = @ z ; with smooth coe cients in x, t and s. Since the proofs of these results are similar to those given in Sections 2{4, we omit them.
