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Identifying influential nodes that lead to faster and wider spreading in complex networks
is of theoretical and practical significance. The degree centrality method is very simple but
of little relevance. Global metrics such as betweenness centrality and closeness centrality can
better identify influential nodes, but are incapable to be applied in large-scale networks
due to the computational complexity. In order to design an effective ranking method, we
proposed a semi-local centrality measure as a tradeoff between the low-relevant degree
centrality and other time-consumingmeasures.We use the Susceptible–Infected–Recovered
(SIR) model to evaluate the performance by using the spreading rate and the number of
infected nodes. Simulations on four real networks show that our method can well identify
influential nodes.
1. Introduction
The understanding of network structures, functions, and their relations has attracted much attention recently [1–5]. It is
well-known that many mechanisms such as cascading, spreading, and synchronizing are highly affected by a tiny fraction
of influential nodes [6–11]. How to find these influential nodes is of theoretical significance. Besides, identifying influential
nodes has remarkable practical value: this is helpful in controlling rumor and disease spreading, and creating newmarketing
tools.
Degree centrality is a straightforward and efficient metric, however, it is less relevant since a node having a few high
influential neighbors may have much higher influence than a node having a larger number of less influential neighbors.
Although some well-known global metrics such as betweenness centrality and closeness centrality can give better results,
due to the very high computational complexity, they are not easy to manage very large-scale online social webs. Recently,
Lü et al. [12] have proposed a random-walk-based algorithm LeaderRank to identify leaders in social networks, which
outperforms the well-known PageRank [13] in identifying the most influential nodes for opinion spreading and protecting
from the spammers’ attacks. LeaderRank [12], as well as PageRank [13], has good performance for directed networks, but
does not work well for undirected networks (it will degenerate to degree centrality in undirected networks). In a word, the
design of an effective ranking method to identify influential nodes is still an open issue.
In this paper, we proposed a semi-local centrality measure as a tradeoff between the low-relevant degree centrality and
other time-consuming measures. To evaluate the algorithmic performance, we use the Susceptible–Infected–Recovered (SIR)
model [14] to examine the spreading influence of the nodes ranked by different centrality measures. The simulations on
four real networks show that our method can well identify influential nodes. Comparing with degree centrality, closeness
centrality, and betweenness centrality methods, our method performs almost as good as the closeness centrality method
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Fig. 1. An example network consisted of 23 nodes and 40 edges. Although node 23 has lower degree than node 1, its influence may be even higher.
while with much lower computational complexity, and much better than degree and betweenness centrality methods.
Moreover, we investigate the relation between these centrality measures in terms of the influence of the top-ranked nodes.
Following parts are organized as follows. We introduce our new centrality measure and briefly review the definition of
other centrality measures for comparison in Section 2. In Section 3, we use the SIR model to evaluate the performance in an
example network. The data description is presented in Section 4.1, and the effectiveness of centrality measures and their
correlations are respectively discussed in Sections 4.2 and 4.3. Conclusions are given in Section 5.
2. Centrality measures for node influences
Many centralitymeasures have beenproposed to rank nodes in networks. A simple one is degree centrality, namely, a node
with larger degree is likely to have higher influence (e.g., as an initially infected node, it is expected to spread more quickly
and broadly) than a node with smaller degree. However, in some cases, this method fails to identify influential nodes since
it considers only very limited information. For example, as shown in Fig. 1, although node 1 has the largest degree among
all 23 nodes, the disease, if it origins at node 1, may not spread the fastest or the most broadly since all neighbors of node 1
have very low degree. In contrast, node 23 may be of higher influence although it has lower degree comparing with node 1.
Another group ofmethods considering the global information gives better ranking results, such as betweenness centrality
and closeness centrality, two prominent geodesic-path-based ranking measures.
Betweenness is a centralitymeasure of a node in a network, usually defined as the fraction of shortest paths between node
pairs that pass through the node of interest. Betweenness is, in some sense, a measure of the influence of a node over the
information spread through the network or the expected load of a node in a transportation network [15,16]. For a network
G = (V , E) with n = |V | nodes andm = |E| edges, the betweenness centrality of node v, denoted by CB(v) is [17,18]:
CB(v) =
∑
s=v =t∈V
σst(v)
σst
, (1)
where σst is the number of shortest paths between nodes s and t , and σst(v) denotes the number of shortest paths between
s and t which pass through node v.
Closeness of node v is defined as the reciprocal of the sum of geodesic distances to all other nodes of V [19]:
CC (v) = 1∑
t∈V\v
dG(v, t)
, (2)
where dG(v, t) is the geodesic distance between v and t . Closeness can be considered as ameasure of how long it will spread
information from a given node to other reachable nodes in the network. Dangalchev [20]modified the definition to a general
form, called residual closeness, which is more sensitive than the well-known measures of vulnerability [21], since it is able
to reflect the effects of node removal even if this removal does not result in disconnected components. The residual closeness
reads [20]:
CR(v) =
∑
t∈V\v
2−dG(v,t). (3)
Comparing with degree centrality, betweenness and closeness centrality measures can better quantify the influence of
node, but they have higher computational complexity (Centralities based on PageRank or LeaderRank are evenmore relevant
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Table 1
Simulations of effectiveness on the example network shown in Fig. 1. Initially, only one node is selected to be infected. K(v) is the degree of node v. For
each initial node, F(tc) is obtained by averaging over 100 implementations.
v K(v) Nv Qv CL(v) CC (v) CB(v) F(tc)
1 8 9 67 145 0.1368 242.00 7.34
2 2 8 17 92 0.0749 0.00 8.45
3 3 8 25 101 0.0772 1.00 7.93
4 2 8 17 92 0.0749 0.00 7.74
5 1 8 9 67 0.0727 0.00 8.24
6 2 11 18 104 0.1690 224.00 12.62
7 2 8 17 92 0.0749 0.00 8.65
8 3 8 25 101 0.0772 1.00 8.73
9 2 8 17 92 0.0749 0.00 7.95
10 3 9 37 111 0.1964 234.00 12.48
11 4 12 41 166 0.1795 89.73 12.71
12 4 9 38 157 0.1288 26.00 11.45
13 4 8 39 157 0.0953 5.67 12.01
14 4 9 40 166 0.1288 23.33 12.05
15 4 9 37 156 0.0982 10.0 12.87
16 4 11 39 158 0.1043 15.40 12.78
17 4 9 39 158 0.0982 10.13 12.96
18 4 9 40 148 0.0982 11.13 13.15
19 3 8 28 119 0.0925 3.07 12.99
20 4 10 40 158 0.1328 29.73 12.32
21 4 9 39 148 0.1288 31.33 12.96
22 4 12 42 170 0.1410 62.67 12.77
23 5 14 52 200 0.1964 163.8 13.63
but more time-consuming [12,13,22,23]). Calculating the shortest paths between all pairs of nodes in a network takes the
complexity O(n3)with the Floyd’s algorithm [24]. For a sparse graph, it will be more efficient with Johnson’s algorithm [25],
which takes O(n2 log n+ nm). For unweighted networks, calculating betweenness centrality takes O(nm) = O(n2〈k〉) using
Brandes’ algorithm [26], where 〈k〉 is the average degree of the network. Since the online social networks usually contain
millions of nodes or more, the calculation of betweenness and closeness centrality is very time-consuming or even not
feasible.
Making the method more effective, we propose a local centrality measure as a tradeoff between low-relevant degree-
centrality and other time-consuming measures. It considers both the nearest and the next nearest neighbors. The local
centrality CL(v) of node v is defined as
Q (u) =
∑
w∈Γ (u)
N(w), (4)
CL(v) =
∑
u∈Γ (v)
Q (u), (5)
where Γ (u) is the set of the nearest neighbors of node u and N(w) is the number of the nearest and the next nearest
neighbors of node w. Take Fig. 1 as example, node 1 has eight nearest neighbors including nodes from 2 to 9 and one next
nearest neighbor: the node 10, and thus N(1) = 9. The values of N(w) for the nodes in Fig. 1 are presented in the third
column of Table 1. According to Eq. (4), Q (1) = N(2) + N(3) + N(4) + N(5) + N(6) + N(7) + N(8) + N(9) = 67.
Similarly, we can obtain the values of Q for the rest nodes which are shown in the fourth column of Table 1. Finally,
according to Eq. (5), the local centrality of node 1 is equal to the sum of Q over all the nearest neighbors of node 1, namely
CL(1) = Q (2)+Q (3)+Q (4)+Q (5)+Q (6)+Q (7)+Q (8)+Q (9) = 145. The values of four centrality measures, namely
the degree centrality, the local centrality, the closeness centrality, and the betweenness centrality of the nodes in Fig. 1 are
respectively shown in the second, fifth, sixth, and seventh columns of Table 1.
Local centrality measure is likely to be more effective to identify influential nodes than degree centrality measure
as it utilizes more information, while it has much lower computational complexity than the betweenness and closeness
centralities. Since to calculate N(w) requires traversing node w′s neighborhood within two steps, the computational
complexity of local centrality is O(n〈k〉2) which grows linearly with the size of a sparse network.
3. Evaluation with SIR model
To evaluate the performance of our ranking method, we use the SIR model to examine the spreading influence of top-
ranked nodes [12,27,28]. In such a system, there are three compartments [14]: (i) Susceptible S(t) represents the number of
individuals susceptible to (not yet infected) the disease; (ii) Infected I(t) denotes the number of individuals that have been
infected and are able to spread the disease to susceptible individuals; (iii) Recovered R(t) stands for individuals that have
been recovered and will never be infected again. At each step, for each infected node, one randomly selected susceptible
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Table 2
The basic topological features of the four real networks. n and m are the total numbers of nodes and links, respectively. 〈k〉 and kmax denote the average
and the maximum degree. 〈d〉 is the average shortest distance. C and r are the clustering coefficient [35] and assortative coefficient [36], respectively. H is
the degree heterogeneity, defined as H = 〈k2〉〈k〉2 [37].
Network n m 〈k〉 kmax C 〈d〉 r H
Blogs 3982 6803 3.42 189 0.1409 6.227 −0.1330 4.038
Netscience 379 914 4.82 34 0.3706 6.061 −0.0817 1.663
Router 5022 6258 2.49 106 0.0058 6.393 −0.1384 5.503
Email 1133 5451 9.62 71 0.1101 3.716 0.0782 1.942
neighbor gets infected with probability λ (for simplicity, here we set λ = 1). Notice that this model is slightly different from
the standard SIRmodelwhere all the neighbors of an infected node have the chance to be infected. The presentmechanism is
usually used to mimic the limited spreading capability of individuals [29,30]. Infected nodes recover with probability 1/〈k〉
at each step. Under this assumption, an infected node will in average contact 〈k〉 neighbors before he/she is recovered. The
process stops when there is no infected node. To investigate the influence of a single node in the network, we set this node
to be infected initially. The total number of infected and recovered nodes at time t , denoted by F(t), can be considered as
an indicator to evaluate the influence of the initially infected node at time t . Clearly, F(t) increases with t , and finally gets
stable, labeled by F(tc), where tc corresponds to the time that there is no infected node in the network. Thus F(tc) evaluates
the eventual influence of the initially infected node—higher F(tc) indicates a larger influence.
Take Fig. 1 for example, F(tc) for a single node is shown in Table 1. Node 23 that has the highest local centrality has the
largest F(tc) (much larger than the spreading influence of node 1, which is the winner for degree centrality). We also list the
results of betweenness and closeness centrality methods for comparison.With betweenness centrality, node 1 is ranked the
first place, while with closeness centrality, node 23 is the top-1. Although node 10 has the same closeness centrality with
node 23 and even higher betweenness centrality than that of node 23, its spreading influence is lower than node 23. These
results demonstrate that the proposed local centrality can better capture the node’s influence for spreading.
4. Experimental analysis
4.1. Data
Four real networks are used to evaluate the performance of centrality measures. (i) Blogs—the communication
relationships between owners of blogs on the MSN (Windows Live) Spaces website [31]. (ii) Netscience—the network
of co-authorships between scientists who are themselves publishing on the topic of networks. There are in total 1589
scientists in this collaboration network. We here consider the largest component with 379 scientists [32]. (iii) Router—
the router-level topology of the Internet, collected by the Rocketfuel Project [33]. It has 5022 nodes and is well connected,
while it is an extremely sparse network with an average degree only being 2.49. (iv) Email—the network of e-mail
interchanges between members of the University Rovira i Virgili (Tarragona) [34]. The data of Blog and Email can be
downloaded from http://www.cs.bris.ac.uk/~steve/networks/peacockpaper, and Netscience data can be downloaded from
http://www.personal.umich.edu/~mejn/netdata. The basic topological properties of these four networks are shown in
Table 2.
4.2. Effectiveness
We use the SIR model to compare the proposed local centrality method with degree, closeness, and betweenness
centrality ones. In each implementation only one node is selected to be infected, and then the information (or disease)
spreads in the network according to the SIR model described in Section 3. After n implementations (each node is selected
to be the initially infected node once and only once), we investigate the relation between node’s influence measured by
F(t) and its centrality value. Instead of considering the stable state of each node, we focus on the influence within a given
time, since the spreading in early stage is more important in practice. Here we set t = 10 for further investigation. The
results of four centralities on four networks are shown in Fig. 2. In Blogs, there is no clear correlation between F(t) and the
degree centrality, and the situation is even worse for betweenness centrality. For example, the F(t) of some high-degree
nodes are lower than that of some very-low-degree nodes. Comparatively speaking, local and closeness centralities perform
better, as weakly positively correlatedwith F(t). Especially, the nodewith higher local centrality is very likely to infect more
nodes. In Router, none of these four measures can well capture the spreading influence. However, the local and closeness
centralities are better than degree and betweenness centralities. In Netscience, betweenness centrality performs worst.
There is strongly positive correlation between F(t) and local centrality as well as closeness centrality. In Email, all these four
measures perform good, and the local and closeness centralities are still better. In aword, by testing the correlation between
spreading influence F(t) and centralities, we show that the local and closeness centrality measures perform competitively
good, and are much better than degree and betweenness centrality ones.
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Fig. 2. The relation between node’s influence measured by F(t) (t = 10) and its centrality. Four rows respectively correspond to the results on four
example networks, and four columns respectively correspond to four centrality measures. For each initial node, F(t) is obtained by averaging over 100
independent runs.
In order to clarify the performance of each ranking method, Fig. 3 shows the average number of infected nodes
(i.e., 〈F(t)〉(t = 10)) by the top-L nodes as ranked by four centralitymeasures. The random rankingmethod is also presented
for comparison. A good centrality measure should be downward sloping, namely the average number of infected nodes by
the top-L nodes decreases with the increasing of L. Clearly, random ranking is the worst method. In Blogs and Netscience
networks, the local centrality performs the best among all five methods, while in Router and Email networks, the closeness
centrality performs the best, but the local centrality measure can still give comparatively good performance.
Furthermore, we compare the influence of the nodes that either appear in the top-10 list by local centrality or degree
centrality (not appearing in both lists). Note that, without considering the effects of common nodes in both ranking lists,
the differences of these two methods can be well distinguished. The simulations on the cumulative number of infected
nodes, namely F(t), as a function of time for four networks are shown in Fig. 4. The number of cumulative infected nodes
increases with time and ultimately reach the steady value. For all these four networks, local centrality outperforms degree
centrality for both spreading rate and the number of infected nodes F(tc). Fig. 5 gives two typical examples to explain
why local centrality outperforms degree centrality in Router. Node α represented by a large solid circle in Fig. 5(a) has the
largest local centrality value, while node β represented by a large solid circle in Fig. 5(b) has the largest degree. The two
plots respectively show the local structure surrounding nodes α and β , which take into consideration only the nearest and
the next nearest neighbors of α and β . Clearly, there are many connections among the neighbors of node α, but only a few
connections among the neighbors of node β . Although node β directly connectsmany nodes, it cannot spread so far formost
of its directed neighbors are less influential nodes (i.e., more than half of β ’s neighbors have degree 1, and in the remaining
neighbors, more than half of them have degree 2). This is the reason why the spreading rate of node α is faster than that
of node β , and the total number of infected nodes of node α is also larger than that of node β . Similarly, we also compare
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Fig. 3. The average number of F(t) (t = 10) of the top-L users as ranked by the five centrality measures, including degree centrality (dash line),
betweenness centrality (dash–dot line), closeness centrality (dash–dot–dot line), random ranking method (dot line) and our method (solid line).
the local centrality with other two global centrality measures, closeness and betweenness via infecting the different top-10
nodes (the figures are omitted here). In Blogs, the local centrality can achieve almost the same number of eventually infected
nodes F(tc) compared with betweenness centrality, while with a faster spreading rate (i.e., shorter convergence time). The
situation is the same when comparing with closeness centrality. In Router and Netscience, the closeness and betweenness
centralities outperform local centrality. In Email, the result for local and closeness (or betweenness) centralities is very
similar to Fig. 4(d). That is to say all these measures have almost the same performance on Email, because these three
centralities are all positively correlated with local centrality in this network (see next subsection for details). Furthermore,
from the error bar of Fig. 4, we can also see that the results are not sensitive to the dynamic process on networks. Table 3
shows the top-10 nodes by local centrality and their ranks by other three centralities, as well as the number of total infected
nodes F(tc). While in Table 4, we present the mean value of F(t) (t = 10) over the top-10 nodes on four centralities. One
can observe that the local centrality and closeness centrality perform competitively good, and they are slightly better than
the betweenness centrality. Of course, degree centrality is the worst.
It is noted that the performance of local centrality depends on the network structure. In our opinion, the local centrality
is more suitable to be applied to heterogeneous networks where the ranking problem is worth following up. However, even
in homogeneous tree-structure networks, our method is different from the degree centrality measure although they may
generate very close ranking results. Take a four-layer full binary tree as an example. Although nodes in the second and the
third layer have exactly the same degree, they own different local centrality values, 44 and 26 corresponding to the nodes
of the second and the third layer, respectively. So, even in this tree-structure network, our method can successfully show
that the nodes in the second layer are more influential than the ones in the third layer.
4.3. Relation between centrality measures
Let (x1, y1), (x2, y2), . . . , (xn, yn) be a set of joint observations from two random variables X and Y respectively, such that
all the values of (xi) and (yi) are unique. Any pair of observations (xi, yi) and (xj, yj) are said to be concordant if the ranks for
both elements agree: that is, if both xi > xj and yi > yj or if both xi < xj and yi < yj. They are said to be discordant, if xi > xj
and yi < yj or if xi < xj and yi > yj. If xi = xj or yi = yj, the pair is neither concordant nor discordant. Then Kendall’s Tau is
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Fig. 4. The cumulative number of infected nodes as a function of time, with the initially infected nodes being those that either appear in the top-10 list by
local centrality (circles) or degree centrality (squares), but not appearing in both list. Results are obtained by averaging over 100 implementations.
(a) Node α with the largest local centrality. (b) Node β with the largest degree centrality.
Fig. 5. Local structure surrounding the two representative nodes in Router. Node α represented by a large solid circle in (a) has the largest local centrality.
Node β represented by a large solid circle in (b) has the largest degree centrality.
defined as [38]:
τ = Nc − Nd1
2n(n − 1)
, (6)
where Nc and Nd are the number of concordant and discordant pairs, respectively.
Fig. 6 shows the relations between the local centrality and other three centralities on four networks, where Kendall’s
Tau is used to measure the correlation between local centrality and other three measures. Generally, local centrality has
the strongest correlation with closeness centrality, and the weakest correlation with betweenness centrality. In Fig. 6, each
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Table 3
The top-10 ranked nodes by local centrality (L) and their corresponding ranks by degree (D), closeness (C) and betweenness (B) centralities. F(tc) is obtained
by averaging over 100 implementations.
Blogs Router
L D C B F(tc) L D C B F(tc)
1 1 3 3 525.18 1 5 16 31 7.34
2 15 11 45 671.01 2 9 2 2 8.45
3 3 7 16 520.92 3 7 7 4 7.93
4 37 15 66 652.71 4 6 19 36 7.74
5 16 16 50 679.46 5 11 1 1 8.24
6 87 57 741 619.74 6 15 4 5 12.62
7 96 63 832 660.57 7 20 9 24 8.65
8 88 22 140 610.62 8 16 20 52 8.73
9 109 56 184 653.00 9 37 8 20 7.95
10 135 78 707 624.29 10 31 21 47 12.48
NetScience Email
L D C B F(tc) L D C B F(tc)
1 1 19 12 47.08 1 1 3 2 255.70
2 2 7 6 52.38 2 3 4 10 268.18
3 4 77 50 44.16 3 2 1 1 271.70
4 8 81 21 43.30 4 4 40 22 244.38
5 29 85 101 41.92 5 5 2 3 265.24
6 44 86 135 47.56 6 19 11 61 283.24
7 45 87 136 41.40 7 7 19 15 245.54
8 46 88 137 46.78 8 6 5 8 268.64
9 47 89 138 42.58 9 9 21 16 264.62
10 30 22 15 51.84 10 12 33 36 270.24
Table 4
Mean value of F(t) over top-10 nodes on four centralities.
Network L D C B
Blogs 621.75 373.08 419.28 361.75
Netscience 45.90 41.75 47.21 45.30
Router 40.76 23.81 48.18 37.95
Email 264.75 261.91 267.88 262.88
point indicates a node in the network, and its color represents the influence of this node in 10 steps, namely F(10). In Email,
the degree, closeness and betweenness centralities are all positively correlatedwith local centrality. Especially the closeness
centrality is strongly positively correlated with local centrality. That is to say, the nodes with large closeness centralities are
expected to have large local centralities. In addition, we can see that the nodes with higher closeness centralities and local
centralities have higher influence (as indicated by the color). This may be the reasonwhy the spreading rate and the number
of infected nodes are nearly the same with four centralities in Email. Overall speaking, the correlation between closeness
and local centrality is more strong than other two cases—local centrality vs. degree and local centrality vs. betweenness.
In Blogs, some small-degree nodes havemuch higher influence than large-degree nodes. And the highly influential nodes
are likely to have high local centrality. We choose two typical examples. The local structure including the nearest and the
next nearest neighbors of these two nodes labeled by α and β are respectively shown in Fig. 7(a) and (b). Node α has small
degree centrality (i.e., 4) but large local centrality (i.e., 14,008), while node β has large degree centrality (i.e., 50) but small
local centrality (i.e., 9388). Although node α has only four neighbors, these neighbors have many connections with other
nodes. So, if node α is infected, it can affect more nodes through its neighbors. In contrast, since node β connects many
1-degree nodes, the disease or information cannot spread further. The spreading results of these two nodes are shown in
Fig. 7(c). It can be seen that node α spreads faster than node β and reaches a much higher value of F(tc).
Another interesting phenomena in Blogs is that although two nodes have almost the same local centralities, the low-
degree node has higher influence than the high-degree node. Two typical examples are shown in Fig. 8. The local structures
shown in Fig. 8(a) and (b) include the neighborswithin two steps of these twonodes labeled byα andβ . The degree centrality
of nodeα is 7 and its local centrality is 6434. In comparison, nodeβ hasmuch larger degree equal to 54 and its local centrality
is 6490. The spreading results of these two nodes are shown in Fig. 8(c). It can be seen that node α spreads faster than node
β and can infect larger number of nodes (i.e., larger F(tc)). The reason is that although the degree of node α is small, it
connects a node with large local centrality and its other neighbors also have many connections with other nodes, while
node β connects many nodes whose local centrality are very low. In a word, compared with the local centrality, degree
centrality is a much worse predictor for a node’s spreading influence. And if a node itself is of high local centrality, or it
is of small degree yet neighboring to a high-local-centrality node (in such a case, it has higher probability to infect this
high-local-centrality node), it is very likely to have high spreading influence.
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Fig. 6. The relations between local centrality and degree, betweenness and closeness centralities on four example networks. Each data point denotes a
node, and its color represent the F(t) value (t = 10) of this node. The values are obtained by averaged over 100 independent runs.
5. Conclusions
We focused on identifying influential nodes in undirected networks and proposed a local centralitymeasure as a tradeoff
between the low-relevant degree centrality and other time-consumingmeasures. To evaluate the performance, we used the
SIR model to estimate the spreading influence of the top-ranked nodes by different centrality measures. It is expected that
with the influential nodes being initially infected the spreading rate and the number of infected nodes are higher than with
the random nodes being initially infected. The experimental results on four real networks (the network of MSN blogs, the
co-authorship network, the Internet at router level, and the email communication network) show that our method can
well identify influential nodes. Comparing with other three well-known centrality measures, the newly proposed measure
performsmuch better than degree and betweenness centrality ones, and almost as good as the closeness centrality measure
while with much lower computational complexity.
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Fig. 7. (a) The local structure surroundingnodeα in Blogs. Nodeα has small degree (4) but large local centrality (14,008). (b) The local structure surrounding
node β in Blogs. Node β has large degree (50) but small local centrality (9388). (c) The cumulative number of infected nodes as a function of time,
with the initially infected nodes being nodes α (circles) and β (squares) respectively. Each point in (c) is obtained by averaging over 100 independent
implementations.
a b c
Fig. 8. (a) The local structure surrounding node α in Blogs. (b) The local structure surrounding node β in Blogs. Node α and node β have near the same
local centrality while node α has only 7 neighbors and node β has 54 neighbors. (c) The cumulative number of infected nodes as a function of time,
with the initially infected nodes being node α (circles) and β (squares) respectively. Each point in (c) is obtained by averaging over 100 independent
implementations.
a b
c d
Fig. 9. Ranking-based rich-club phenomenon of the four methods. ρ(ψ) denotes the density of connections among the (1−ψ) top-ranked nodes. All the
methods display rich-club phenomenon, where our method is the most remarkable one.
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In addition to identify the influential nodes in spreading dynamics, the ranking algorithms can also be applied in revealing
structural features, as well as the hidden relationships between structure and function of networks. In Fig. 9, we report the
ranking-based rich-club phenomenon [39], where ρ(ψ) is the density of connections among the (1−ψ) top-ranked nodes.
For example, ρ(0.8)means the density of connections among the top-20% nodes. The monotonic rise of ρ(ψ) indicates that
all the four methods display rich-club phenomenon, where our method is the most remarkable one. That is to say, the top-
ranked nodes by our method are more closely connected than by others. Since the local clustering are recently known to be
beneficial to online information spreading [40,41], ourmethodmay also perform the best in digging out themost influential
spreaders in online society.
Inspired by the local centrality measure, an interactive formulation can be obtained as Ct+1 = A · Ct , where A is the
adjacency matrix of the network and t is the interactive step. Therefore, the local centrality measure is equivalent to C2
with initially setting C0(u) = N(u). Of course, one can tune the step or change the initial condition to obtain a better
ranking results, similar to the method applied in Ref. [42]. Although the local centrality is proposed aiming at identifying
the influencers in undirected network, it can be applied to directed network as well with a modified definition of N(w). Of
course, for directed network, N(w) should be the number of the nearest and next nearest upstream nodes of node w.
The sizes of many typical social and technical networks are increasing on and on, and thus the design of efficient and
adaptive ranking methods will be a long-term challenge. We believe that this paper may shed some light on this direction.
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