Current cochlear implant processors poorly represent sound waveforms in the temporal discharge patterns of auditory-nerve fibers ͑ANFs͒. A previous study ͓Litvak et al., J. Acoust. Soc. Am. 114, 2079-2098 ͑2003͔͒ showed that the temporal representation of sinusoidal stimuli can be improved in a majority of ANFs by encoding the stimuli as small modulations of a sustained, high-rate ͑5 kpps͒, desynchronizing pulse train ͑DPT͒. Here, these findings are extended to more complex stimuli by recording ANF responses to pulse trains modulated by bandpass filtered vowels. Responses to vowel modulators depended strongly on the discharge pattern evoked by the unmodulated DPT. ANFs that gave sustained responses to the DPT had period histograms that resembled the modulator waveform for low ͑Ͻ5%͒ modulation depths. Spectra of period histograms contained peaks near the formant frequencies. In contrast, ANFs that gave a transient ͑Ͻ1 min͒ response to the DPT poorly represented the formant frequencies. A model incorporating a linear modulation filter, a noisy threshold, and neural refractoriness predicts the shapes of period histograms for both types of fibers. These results suggest that a DPT-enhanced strategy may achieve good representation of the stimulus fine structure in the temporal discharge patterns of ANFs for frequencies up to 1000 Hz. It remains to be seen whether these temporal discharge patterns can be utilized by cochlear implant subjects.
I. INTRODUCTION
In a healthy ear, the fine-time structure of acoustic stimuli is represented in the temporal discharge patterns of auditory-nerve fibers ͑ANFs͒ for frequencies up to 5 kHz ͑Johnson, 1980͒. For a complex sound, the auditory nerve is able to represent several frequency components simultaneously in the temporal discharge patterns. For example, with a sustained vowel stimulus, both the information in the envelope and the information in the fine-time structure ͑e.g., formant frequencies͒ are represented in the temporal patterns ͑Delgutte, 1984; Miller and Sachs, 1984; Young and Sachs, 1979͒ . Future cochlear implant devices may attempt to reproduce these temporal discharge patterns in the deaf cochlea. Doing so may provide more information to the implantees about the incoming sounds than is available through existing implants, which often provide only envelope information.
Although it would be conceptually straightforward to include fine-time structure information in the electric stimuli generated by a cochlear implant processor, and, in fact, some processors such as those using compressed analog strategies already do so, physiological studies suggest that the fine structure will be poorly represented in the temporal discharge patterns of ANFs for any of these schemes. Responses to vowels delivered electrically occur primarily at the largest peak of the vowel waveform over a wide range of vowel amplitudes ͑van den Honert and Stypulkowski, 1987; Knauth et al., 1994͒ . Thus, only the pitch-related envelope, and not the formant-related fine-time structure, is coded reliably in ANF temporal discharge patterns. This is true even if vowels are amplitude compressed to the psychophysical dynamic range ͑Knauth et al., 1994͒. This poor temporal representation reflects basic characteristics of electric stimulation, including a small dynamic range, very high discharge rates amplifying refractory effects, and excessive synchrony of responses across fibers. Rubinstein et al. ͑1999͒ proposed that the temporal coding of the waveforms of electric stimuli might be improved by introducing an ongoing, high-frequency, desynchronizing pulse train ͑DPT͒ over the stimulus delivered by the processor. The purpose of a DPT is to desynchronize the spike activity across auditory nerve fibers, much as spontaneous activity does in a normal ear, thereby expanding the dynamic range and reducing temporal distortions due to neural refractoriness. In a companion paper ͑Litvak et al., 2003a͒, we recorded ANF responses to sinusoidal modulations of longduration ͑10-min͒, 5-kpps DPTs. We found that, for small modulation depths ͑Ͻ5%͒, temporal discharge patterns of some fibers to sinusoidal modulators resembled responses to pure tones in a healthy ear. Specifically, the spike discharges of fibers that gave sustained responses to the unmodulated DPT were stochastic, occurring every one, two or more cycles, and provided a more accurate representation of the sinusoidal stimulus waveform than responses to either electric sinusoids ͑Hartmann et van den Honert and Stypulkowski, 1987͒ or modulated pulse trains ͑Litvak et al., 2001͒ presented without a DPT. In addition, both the average discharge rates and the synchronization indices grew monotonically with modulation depth, together providing a total dynamic range of about 20 dB, comparable to that found for acoustic stimulation with pure tones. The relatively large dynamic range to sinusoidal modulations suggests that complex waveforms having peaks of differing heights might be faithfully represented in the temporal discharge patterns of sustained responders with a DPT. To test this hypothesis, we recorded responses of ANFs to DPTs modulated by filtered vowels. We focused on vowels because of the perceptual importance of these stimuli, and because their representation in a normally functioning ear has been extensively characterized ͑Delgutte, 1984; Miller and Sachs, 1984; Young and Sachs, 1979͒. In the companion paper ͑Litvak et al., 2003a͒, we proposed a simple stochastic threshold model ͑STM͒ that describes ANF responses in the presence of a DPT. For sinusoidal modulations of the DPT, the model successfully predicted the dependence of threshold and dynamic range on the discharge rate evoked by the unmodulated DPT, which we refer to as ''pseudo-spontaneous rate.'' We suggested an elaboration of the stochastic threshold model that might also predict responses to complex modulators by incorporating a linear modulation filter. The modulation filter is introduced to account for differences in sensitivity across modulation frequency. To test this idea, we estimated the modulation filter from the responses to vowels, and compared the ANF responses to vowel modulators with predictions of the modified STM.
As in the companion paper on sinusoidal stimuli ͑Litvak et al., 2003a͒, the vowels were encoded as small modulations of a high-rate pulse train ͓Fig. 1͑a͔͒. We assume that neural responses to a high-rate pulse train with a low modulation depth are similar to those elicited by the superposition of an ongoing, unmodulated DPT and a highly modulated pulse train ͑as might be produced by a CIS processor͒. This assumption is necessarily true if the same pulse carrier is used for both the DPT and the CIS stimulus. It may hold more generally if the time constant of the neural membrane is large compared to the intervals between DPT pulses. In either case, this scheme maps the amplitude of the CIS-type stimulus onto the modulation depth of the DPT. This scheme differs from a standard, high-rate CIS strategy in that ͑1͒ the unmodulated DPT is large and continuously present; ͑2͒ the modulation depths are always small ͑Ͻ15%͒; and ͑3͒ there is no envelope detector and no half-wave rectification of the input signal, so both positive and negative deflections of the acoustic waveforms are represented in the modulated pulse train.
II. METHODS
The animal preparation, electrical stimulation, and recording methods have been described in a companion paper ͑Litvak et al., 2003b͒. Briefly, cats were anesthetized with dial in urethane ͑75 mg/kg͒, then deafened by coadministration of kanamycin ͑subcutaneous, 300 mg/kg͒ and ethacrinic acid ͑intravenous, 25 mg/kg͒ ͑Xu et al., 1993͒. Two intracochlear stimulating electrodes ͑400 mm Pt/Ir balls͒ were inserted into the cochlea through the round window. One electrode inserted approximately 8 mm was used as the stimulating electrode. The return electrode was inserted just inside the round window. To minimize the possible effects of residual hearing in our preparation, we only report responses from neurons having no spontaneous activity in absence of a DPT ͓see Litvak et al. ͑2003b͒ for details͔.
Standard techniques were used to expose the auditory nerve via a dorsal approach and record from single fibers using glass micropipettes filled with 3M KCl ͑Kiang et al., 1965͒. For small modulation depths, most of the stimulus artifact could be removed online using a digital signal pro-FIG. 1. ͑a͒ Implementation of the DPT-enhanced stimulation strategy. The left panel shows two pulse train stimuli that might be generated by a cochlear implant processor: one, strongly modulated, is the CIS signal, and the other, unmodulated, is the DPT. We assume that the DPT-enhanced stimulus can be modeled by a carrier of the same frequency as the DPT that is more weakly modulated than the original CIS stimulus ͑right͒. ͑b͒ Schematic representation of the electric stimuli used in this study. The stimulus consists of a sustained DPT, which is modulated every second for 400 ms. The modulation waveform and/or modulation depth are changed on each successive modulated segment. The entire cycle of modulation waveforms and modulation depths repeats for up to 10 min.
cessor implementing a moving average filter whose length matched the 0.2-ms pulse period. Neural responses were also recorded digitally at a sampling rate of 20 kHz for off-line analysis. To remove the artifact from these records, we used an extension of the iterative method described in the companion paper for sinusoidal modulators ͑Litvak et al., 2003a͒ . This modified method is described in Appendix A.
A. Stimuli
We conducted a neural population study by investigating responses to a single DPT level in each animal. The DPT level was set at 8 -10 dB above the electric compound action potential threshold, so that a large fraction of the ANF population would respond to the DPT ͑Litvak et al., 2003b͒ .
The DPT was a 5-kpps pulse train composed of biphasic ͑cathodic/anodic͒ pulses ͑25 s per phase͒. In order to acquire responses to both the unmodulated DPT and to modulations of the DPT for several modulation waveforms and depths, the stimulus consisted of alternating modulated ͑400 ms͒ and unmodulated ͑600 ms͒ segments ͓Fig. 1͑b͔͒.
1 Modulation depth and/or modulation waveform was changed on each successive modulated segment. Modulation waveforms were derived from synthetic vowels as described below. Modulation depth ranged from 0.5% to 15%. Modulation was applied such that the mean amplitude of the carrier pulses was the same during modulated and unmodulated segments. The entire sequence of modulated and unmodulated segments had a duration of 13-16 s, and was repeated continuously either for 10 min or until contact with a fiber was lost.
The modulation waveforms were derived from synthetic vowels having a 100-Hz fundamental frequency created by Assmann and Summerfield ͑1990͒ using a series formant synthesizer ͑Klatt, 1980͒. A single 10-ms period of each vowel was extracted, and digitally resampled at 40 kHz. From each vowel, two modulation waveforms were produced by filtering the vowel period into two frequency bands ͑0 to 500 Hz, and 500 to 1000 Hz͒. This filtering roughly mimics that performed by multi-channel cochlear implant processors. Although some of the vowels used by Assman and Summerfield ͑1990͒ had second formants as high as 2.2 kHz, we did not analyze formants above 1000 Hz because higher frequencies cannot be represented with a 5-kpps carrier pulse rate without significant aliasing. Filtering was accomplished by computing the discrete Fourier transform of the vowel period, zeroing the harmonics outside of the pass band, and then computing the inverse Fourier transform. The filtered vowel periods were concatenated to produce 400-ms modulators. Finally, only band-vowel combinations that contained at least one formant were investigated. Table I gives the characteristics of the four vowel-band combinations used in this study.
Two definitions of modulation depth were used to specify the amplitude of the vowel stimuli. In early experiments, modulation depth was defined based on the peak amplitude of the modulation waveform. Specifically, if e(t) represents a filtered vowel waveform, the DPT envelope was defined as A•(1ϩm•e(t)/max(͉e(t)͉)), where m is the modulation depth and A is the amplitude of the unmodulated DPT.
With this definition, the rms amplitude of the envelope can differ by 1.5 dB between vowels at a given modulation depth. In later experiments, we redefined modulation depth so as to equalize the rms amplitudes of the modulation envelopes across vowels. Specifically, for the first vowel in the sequence ͑the low-pass /Å/͒, modulation depth was set as above. The other vowels were then normalized so that, for a given modulation depth, the rms amplitude of each modulation waveform matched that of the first vowel. Specifically, the modulation envelope was defined as A •(1ϩm•e(t) •K/rms(e(t))), where K is the ratio of rms to peak amplitude for the lowpass /Å/.
The differences between the two definitions of modulation depth are small compared to the variability in ANF responses for a given modulation depth. For example, for a 10% modulation depth based on rms amplitude, the actual modulation depths for the other vowels ͑under the original definition͒ would be 10.7%, 11.9%, and 11.1%. In fact, analysis of responses to vowel modulators revealed no consistent dependence of discharge rate on the definition of modulation depth. For the purpose of this paper, therefore, we pool the data from the two definitions together when describing population responses.
B. Data analysis
Responses collected during the unmodulated DPT segments were used to classify ANFs into two groups as in the companion paper ͑Litvak et al., 2003b͒. Some fibers exhibited only a transient response to the DPT, and adapted to a pseudo-spontaneous discharge rate near zero ͑Ͻ5 spikes/s͒ after a minute of DPT stimulation. We refer to these fibers as ''transient DPT responders.'' Fibers that responded throughout the unmodulated segments with a pseudo-spontaneous rate above 5 spikes/s are referred to as ''sustained responders. '' In a normally functioning ear, each ANF represents the frequency components of the vowel stimulus close to its characteristic frequency in its temporal discharge patterns ͑Delgutte and Kiang, 1984; Young and Sachs, 1979͒ . To determine whether the fine-time structure of vowels is also coded in responses to a modulated DPT, period histograms were computed locked to the 10-ms period of the vowel. To TABLE I. Vowel stimuli used in this study. The fundamental frequency was 100 Hz. Band 1 refers to the frequency range 0-500 Hz, band 2 to 500-1000 Hz.
eliminate the effect of possible phase locking to the 5-kpps carrier, the histograms were computed using 0.2-ms bins. The magnitude and phase of the response to each vowel harmonic were determined from the discrete Fourier transform of the period histogram. If the period histogram is scaled to represent the instantaneous discharge rate in spikes/s, then each Fourier component also has units of spikes/s, and represents the synchronized rate, i.e., the average discharge rate multiplied by the synchronization index to that component ͑Young and Sachs, 1979͒.
To formally characterize the transformation between the modulation waveform and the neural response in the frequency domain, we estimated neural modulation transfer functions ͑MTFs͒. A MTF expresses, as a function of frequency, the complex ratio ͑magnitude and phase͒ of the modulation in the neural response to the modulation in the stimulus. Traditionally, MTFs are estimated from responses to sinusoidal modulators ͑e.g., Møller, 1974͒ . At frequency f m , the MTF magnitude is twice the synchronization index of the response to a sinusoidal modulator at f m divided by the modulation depth of the stimulus, and the MTF phase is the mean phase of the response minus the phase of the stimulus. Alternatively, if the system behaves linearly, the MTF can be estimated directly from the Fourier transform of the period histogram for a complex stimulus ͑Møller, 1973; Møller and Rees, 1986͒. MTFs were estimated from responses to vowel modulators by computing, for each vowel harmonic, twice the ratio of the synchronization index at the harmonic frequency to the same component of the vowel's Fourier transform ͑e.g., Young and Sachs, 1979͒. In the case of sinusoidal modulators, this definition is identical to the traditional one. We used bootstrap techniques to derive confidence intervals for the MTF of each fiber ͑Efron and Tibshirani, 1993͒. These techniques allow confidence intervals to be determined for arbitrary functions of the data without requiring specific assumptions about the probability distributions of the data. Specifically, we resampled the spike times with replacement to generate 500 bootstrap replications of the spike train. The MTF was computed for each bootstrap spike train, and confidence intervals were estimated by determining, for each modulation frequency, a range that includes 99% of the bootstrap MTF values. To test the linearity assumption, we compared MTFs computed from responses of the same fiber to different vowel modulators. For a linear system, the MTF should be independent of the stimulus. We also compared the average MTF estimated from vowel responses to the estimates at three modulation frequencies ͑104, 417, and 833 Hz͒ based on responses to sinusoidal modulators described in the companion paper ͑Litvak et al., 2003a͒.
C. Stochastic threshold model
In a companion paper ͑Litvak et al., 2003a͒, we introduced a simple functional stochastic threshold model ͑STM͒ of ANF responses in the presence of a DPT ͑Fig. 2͒. The model takes as input the modulator waveform m(t), which is compared to a noisy threshold. A spike is produced by the model whenever m(t) crosses the threshold. The threshold is the sum of a deterministic term, which includes both an absolute and a relative refractory period, and a Gaussian noise term. In the absence of any input, the STM has a pseudospontaneous discharge rate which is determined by the ratio of the noise standard deviation to the resting threshold 0 . We showed that this model successfully predicts the dependence of threshold and dynamic range of responses to sinusoidal modulations on the pseudo-spontaneous discharge rate at a given modulation frequency. However, the model failed to account for the dependence of ANF sensitivity on modulation frequency. To account for this dependence, we introduce a linear modulation filter as a first stage of the model ͑Fig. 2͒. We will show that this filter can be estimated from ANF responses to complex modulators. Specifically, we will use neural MTFs derived from vowel responses to estimate the model's modulation filter.
Because the output of the STM is in the form of a spike train, the STM has an MTF which can be estimated using the same methods as for actual neural data. A necessary condition for using the neural MTF as an estimate of the STM's modulation filter is that the model's own MTF matches the underlying filter. We tested this assumption by computing MTFs from spike trains produced by the model in response to vowel stimuli. When the model's pseudo-spontaneous rate was set to 50 spikes/s, the model's empirical MTF differed in shape from the underlying modulation filter. However, if the model's pseudo-spontaneous rate was increased to 300 spikes/s, there was good agreement between the model MTF and the underlying modulation filter ͑not shown͒. For this reason, we used only data from ANFs with high pseudospontaneous rates ͑Ͼ130 spikes/s͒ in estimating the STM's modulation filter. Although such fibers form only a small fraction of our sample, we will show that the STM filter derived from responses of these fibers can also predict responses of fibers with lower pseudo-spontaneous rates.
After setting the STM's modulation filter, we computed model responses to vowel modulators with different modulation depths, and compared them to ANF responses to a modulated DPT. The modulation filter was applied directly in the frequency domain for each harmonic of the stimulus; therefore the model in its present form can only predict FIG. 2 . Block diagram of the stochastic threshold model for predicting ANF responses to arbitrary modulation waveforms applied to the DPT. The model takes as input the modulation waveform m(t), which is passed through a modulation filter. It produces a spike whenever the filtered input crosses a noisy threshold. The threshold is the sum of a Gaussian noise term n(t) and a deterministic term (t) which depends on the time since the previous spike. The model outputs the set of spike times ͕t i ͖. Free parameters of the model are the modulation filter, the resting threshold 0 , and the noise standard deviation .
responses to periodic stimuli with a 100-Hz fundamental. The model was simulated using 0.2-ms time steps.
III. RESULTS
Our results are based on 36 responses recorded from 31 ANFs in four cats to DPTs modulated by vowels. Each record was composed of responses to four filtered vowels at four or five modulation depths ranging from 1% to 15%. In 17 of these records, the fiber responded to the DPT at a rate exceeding 5 spikes/s throughout the stimulus duration; in the other 19 records, the fibers stopped responding to the unmodulated DPT after 1-2 min of stimulation, although it still responded to modulations of the DPT. The percentage of transient responses in this data set ͑53%͒ did not significantly differ (pϭ0.26, binomial exact test͒ from the 46% found in a larger data set from ten animals ͑Litvak et al., 2003b͒. Figure 3 shows period histograms computed from the responses of one fiber to each of the four filtered-vowel modulators at four different modulation depths. During the unmodulated DPT segments, this sustained responder had a pseudo-spontaneous discharge rate of 28 spikes/s. For all modulation depths, the period histograms broadly resemble the modulation waveforms. In particular, modes in the period histograms match peaks of the modulation waveform. The intervals between peaks in the modulation waveforms are related to the vowel formant frequencies. This result suggests that, with a DPT, the responses to modulated vowels code the vowel formant frequencies.
A. Temporal discharge patterns
Although the peaks of the modulation waveform are represented for all modulation depths, the best resemblance between the modulation waveform and the period histograms occurs for modulation depths below 5%. For example, the time between the two largest peaks in the waveform of the filtered /Å/ is 1.2 ms. This interval matches the distance between the two largest modes of the corresponding period histogram for modulation depths between 1% and 5%, but not for 10% where the interval between modes increases to 1.4 ms. Similar distortions can be seen in responses to the FIG. 4 . Period histograms of responses to the vowel modulators for a transient DPT responder ͑pseudo-spontaneous rate: 0 spike/s͒. Same format as in Fig. 3 vowel /u/. In addition, some of the smaller peaks in the modulation waveform are only represented at the lower modulation depths.
In contrast to sustained DPT responders, transient responders poorly represented the complex modulation waveforms. Figure 4 shows the response of a fiber that responded only transiently to the unmodulated DPT. The fiber did not respond significantly to the vowel modulator for modulation depths below 5%. This observation is consistent with the lower sensitivity of transient DPT responders to sinusoidal modulations ͑Litvak et al., 2003a͒. At modulation depths of 5% and 10%, the fiber did respond with high synchrony to the modulator, but spikes occurred almost exclusively in response to the largest peak in the modulation waveform. One exception is the response to the second largest peak for the filtered vowel /Å/ at 5% modulation. These responses resemble responses to vowels presented electrically without a DPT ͑van den Honert and Stypulkowski, 1987; Knauth et al., 1994͒. To quantify the resemblance between the modulation waveform and the period histogram of ANF responses, we computed the correlation coefficient between the two. To account for possible neural delay, the modulation waveform was shifted successively in steps of 0.2 ms ͑up to 2 ms͒, until the largest stimulus-response correlation was obtained. Figure 5 shows the maximum stimulus-response correlation against pseudo-spontaneous discharge rate for modulation depths of 2.5% ͑top͒ and 10% ͑bottom͒. At 2.5% modulation, all but two responses from sustained DPT responders ͑pseudo-spontaneous rates above 5 spikes/s͒ had correlations above 0.6, with a median correlation of 0.79, implying excellent representation of the vowel waveform. In contrast, transient DPT responders tended to have lower correlations ͑median 0.65͒. The difference in correlation between transient and sustained responders is significant ͓ pϽ0.001, permutation test ͑Good, 2000, p. 37͔͒. At 10% modulation depth, the correlation for both sustained and transient responders was lower ͑median 0.55͒ than at 2.5% depth, and the difference between the two depths is highly significant ( pϽ0.001, permutation test͒. At this higher modulation depth, correlations for transient and sustained responders were more similar. Thus, the representation of the vowel waveform in the ANF temporal discharge patterns is better at the 2.5% modulation depth than at the 10% modulation depth, and, at the lower modulation depths, better in sustained responders than in transient responders.
B. Representation of formant frequencies
The high correlations of responses to vowel modulators with the stimulus waveform at low modulation depths strongly suggest, but do not directly show, that the spectral peaks of the modulation waveform are well represented in the temporal discharge patterns. In the case of vowels, these spectral peaks correspond to formant frequencies, which are important cues for vowel identification ͑Peterson and Barney, 1952͒. To determine whether the spectral peaks of the modulation waveform are accurately represented in the ANF temporal patterns, we computed the discrete Fourier transform of the period histogram ͑Young and Sachs, 1979͒. Transforms were computed from histograms containing two stimulus cycles. Because neural responses to the periodic vowels contain both a stimulus-locked, periodic component and an aperiodic, noise component, the amplitudes of the Fourier components located between vowel harmonics ͑i.e., at odd multiples of 50 Hz͒ give a measure of the noise floor ͑Young and Sachs, 1979͒.
Magnitude spectra of individual fiber responses depended strongly on the pseudo-spontaneous discharge rate. While there were notable differences in the shape of the spectrum between transient and sustained DPT responders, within each group the spectra were more similar. Figure 6 shows the average magnitude spectra for both bands of the vowel /u/ ͓0-500 Hz ͑left͒ and 500-1000 Hz ͑right͔͒ at two modulation depths ͑2.5% and 10%͒. Separate averages were computed for transient ͑top͒ and sustained ͑bottom͒ responders. Average spectra for the other two vowels showed the same general trends, and are not shown.
In general, peaks in the average response spectra for sustained DPT responders qualitatively match those in the stimulus spectrum. In particular, a first-formant peak at 200 FIG. 5 . Maximum correlation coefficient between the period histogram of ANF responses and the vowel waveform as a function of pseudospontaneous rate for 2.5% ͑top͒ and 10% ͑bottom͒ modulation depths. Symbols code the correlation coefficients for each vowel. Data are only included if the response contains at least ten spikes and the bootstrap 90% confidence intervals for the correlation coefficient are below 0.1.
Hz is apparent in responses to the low-pass /u/ at both modulation depths, and a local maximum at 800 Hz gives a representation of the second formant for the high-pass /u/. However, at both modulation depths, the response spectra show components well above the noise floor at frequencies for which the stimulus contains no energy ͑above 500 Hz for low-pass /u/, and below 500 Hz for high-pass /u/͒, indicating a nonlinear transformation between the stimulus and the response. These distortion components are particularly apparent at the higher modulation depth. Part of the nonlinearity may just be half-wave rectification, which is clearly apparent in the period histograms of Fig. 3 .
The average response spectra for transient DPT responders gave a poorer representation of the stimulus spectra than those of sustained responders. Although there is a small local maximum at 200 Hz for the low-pass /u/ at both modulation depths, it barely exceeds the noise floor. For the high-pass /u/ there may be a small second-formant-related peak near 800 Hz at 10% modulation depth, but not at 2.5% depth. However, for both stimuli and both modulation depths, the presence of the peaks well above the noise floor at the harmonics of the fundamental indicates that the response is locked to the fundamental frequency. For the high-pass /u/, the largest non-dc component of the average spectrum is the fundamental frequency. Thus, transient DPT responders represent primarily the fundamental in their temporal discharge patterns.
C. Representation of fundamental frequency
Because analyses based on period histograms require that the stimulus period be known, they cannot be used to directly test how well the vowel fundamental is represented in ANF temporal discharge patterns. Arbitrary response periodicities can be revealed using all-order interval ͑a.k.a. autocorrelation͒ histograms ͑Cariani and Delgutte, 1996a, b; Møller, 1970͒ . We computed the autocorrelation histograms of individual fibers, and then summed them over the entire fiber population ͑including both transient and sustained responders͒ to create ''pooled'' autocorrelation histograms. Figure 7 shows the pooled autocorrelation histograms for both filtered /u/ stimuli at modulation depths of 2.5% ͑middle row͒ and 10% ͑bottom row͒. Autocorrelation histograms for the other two vowels show the same general trends and are not shown.
All pooled histograms have a pronounced mode at the vowel period of 10 ms, suggesting that the fundamental is robustly coded in the temporal patterns of ANF responses. In addition, the fine structures of the histograms are very different for the two stimuli. The smaller modes in the histogram match peaks in the autocorrelation function of the filtered vowel waveform ͑top row͒. Because minor peaks in the stimulus autocorrelation are related to formants, this result shows that the pooled autocorrelation histogram codes the formant frequencies in its pattern of secondary peaks. A similar result has been reported for pooled autocorrelation histograms computed from ANF responses to vowels presented acoustically ͑Cariani and Delgutte, 1996a, b͒.
D. Linearity of responses
The modulation transfer function ͑MTF͒ is defined as the ratio of modulation in the neural response to the modulation of the stimulus. Traditionally, MTFs are measured using sinusoidal modulators ͑e.g., Møller, 1974; Delgutte et al., 1998͒ . However, for a system that is nearly linear, the MTF can in principle also be estimated using complex, periodic modulators that contain several frequency components. We FIG. 6 . Average of period histograms for two vowel modulators. The top row shows the spectra of the two vowels. Peaks in these spectra occur at the harmonics of the 100-Hz fundamental that are closest to the a formant frequency: 200 Hz for low-pass /u/, and 800 Hz for high-pass /u/. The bottom two rows show the average spectra of period histograms in response to both vowels for modulation depths of 2.5% ͑left͒ and 10% ͑right͒. The spectra were averaged separately for transient DPT responders ͑pseudo-spontaneous rates below 5 spikes/s; middle row͒, and sustained responders ͑bottom row͒. Numbers in each panel indicate the number of fibers whose responses are included in the average. Responses had to contain at least ten spikes to be included. The ordinates of each panel are in spikes/s. tested the linearity assumption by computing MTFs from responses to different vowels. In a linear system, the MTF estimate should be independent of the modulator waveform used to estimate it. Figure 8 shows the MTFs estimated from responses to vowels at 1% modulation depth for six ANFs, three with pseudo-spontaneous rates below 130 spikes/s ͑left͒, and three with rates above 130 spikes/s ͑right͒. Estimates based on responses to different vowels are denoted by different symbols. For each vowel, the MTF can only be estimated for frequencies at which the modulator has spectral energy.
For this 1% modulation depth, the modulation gain of all fibers is strikingly large, exceeding 100 at frequencies near 400-500 Hz. This means that a stimulus with a 1% modulation depth produces a fully modulated response, consistent with our earlier observations for sinusoidal modulators ͑Lit-vak et al., 2003a͒. MTFs computed from responses of fibers with pseudospontaneous discharge rates above 130 spikes/s ͑right panels in Fig. 8͒ are nearly independent of the vowel used to compute the MTF. This can be seen from the overlapping confidence intervals for the different vowels. The independence of the MTF from the vowel stimulus is consistent with the linearity assumption. However, there are statistically significant differences in MTFs across fibers.
For fibers with pseudo-spontaneous discharge rates below 130 spikes/s ͑Fig. 8, left column͒, MTF estimates clearly depend on the vowel stimulus. These responses are not consistent with linearity. The most noticeable nonlinearity is half-wave rectification, which is apparent in period histograms ͑e.g., Fig. 3͒ . The dependence of MTF shape on stimulus spectrum does not necessarily imply that a model that includes a linear modulation filter cannot predict the responses of these fibers if the model also includes nonlinear elements ͑as the STM does͒. The data do show, however, that neural MTFs cannot be used to estimate the model's modulation filter when the pseudo-spontaneous rate is below 130 spike/s. Figure 9 shows the magnitude and the phase of the average MTF computed from the responses of all fibers with pseudo-spontaneous rates above 130 spikes/s. The average MTF obtained by combining responses to all the vowels ͑solid lines͒ resembles the MTFs obtained by averaging data from each individual vowel ͑symbols͒ over each half of the spectrum, except at 1000 Hz. The average MTF magnitude has a bandpass shape, with a center frequency near 400-600 Hz, and a steeper cutoff on the low-frequency side than on the high-frequency side. The stars show the MTF magnitudes estimated at three frequencies from responses to sinusoidal modulators described in the companion paper ͑Litvak et al., 2003a͒. These sinusoid-based estimates follow the general shape of the vowel-based MTF, although with a slightly higher gain. The lower modulation gain with vowel stimuli may reflect the synchrony suppression known to result from half-wave rectification of complex waveforms ͑Greenwood, 1986͒. The MTF phase shown in the bottom of Fig. 9 is approximately linear for frequencies between 200 and 1000 Hz, indicating a constant group delay of 700 s.
FIG. 8. Neural
MTFs estimated from responses to vowel modulators at 1% modulation depth for three fibers with pseudo-spontaneous rates below 130 spikes/s ͑left͒, and three with pseudo-spontaneous rates above 130 spikes/s ͑right͒. Each panel shows the neural MTF magnitudes estimated from responses of one fiber whose pseudo-spontaneous rate is indicated inside the panel. Symbols code estimates based on different vowels. The MTF could only be estimated at frequencies for which the vowel stimulus has energy. Error bars represent the 99% confidence intervals computed by bootstrapping ANF spike trains ͑see Sec. II͒. For the three fibers on the right, the intrinsic periodicities ͑defined as the inverse of the largest mode in the interval histogram of responses to the unmodulated DPT͒ were, from top to bottom, 234, 537, and 383 Hz. 
E. Predictions of the stochastic threshold model
In a companion paper ͑Litvak et al., 2003a͒, we introduced a stochastic threshold model ͑STM͒ for predicting responses of ANFs in the presence of a DPT. We showed that the STM successfully predicts many aspects of the responses to sinusoidal modulations of the DPT. Here, we examine whether the STM can also predict responses to complex modulators by comparing measured and model responses to vowel modulators.
The parameters of the STM are the resting threshold 0 , the noise standard deviation , and the modulation filter. The threshold-to-noise ratio 0 / specifies the pseudospontaneous discharge rate. To use the STM with arbitrary stimulus waveforms, both the modulation filter and must be specified. We chose the average neural MTF shown by the solid lines in Fig. 9 as the modulation filter. The noise amplitude was set to 1.7 in order to match the MTF gain of a model fiber with a pseudo-spontaneous rate of 300 spikes/s with the gain of the neural MTF in Fig. 9 at 400 Hz. Figure 10 shows the period histograms of responses of a model fiber with a pseudo-spontaneous rate of 50 spikes/s to all four vowel modulators for modulation depths ranging from 1% to 10%. The predicted period histograms have many features in common with measured histograms for sustained DPT responders ͑Fig. 3͒. Both encode the peaks of the modulator waveform as modes of the period histogram. The locations and the numbers of major peaks are similar in measured and model histograms. Moreover, the correlations between the vowel waveform and the model response ͑second number inside each panel͒ are in the range observed for ANF sustained responders ͑Fig. 5͒. For both model and neural responses, the greatest correlations and the smallest discharge rates are observed for the low-pass /u/. However, the stimulus-response correlations are somewhat lower for the data than for the model at the higher modulation depth. Figure 11 shows the responses of a model fiber with a pseudo-spontaneous rate near 0 spikes/s to the four vowel modulators. The responses of this model fiber to vowel FIG. 10 . Period histograms of responses of a model fiber with a high pseudo-spontaneous rate ͑50 spikes/s, 0 /ϭ2.2) to the vowel stimuli. Same format as in Fig. 3 . The second number in each panel represents is the stimulus-response correlation as defined as in Fig. 5 , while the first number is the average discharge rate during the vowel stimulus. FIG. 11 . Period histograms of responses of a model fiber with a low pseudo-spontaneous rate ͑0.0014 spikes/s, 0 /ϭ5) to the vowel stimuli. Same format as in Fig. 10. modulations resembles those of transient DPT responders ͑e.g., Fig. 4͒ . Both the model fiber and transient DPT responders require large modulation depths to produce a response. For both the model and neural data, responses tend to occur only at the largest peak of the vowel waveform. These responses, therefore, are most accurate in representing the fundamental and poorly represent the formant frequencies. However, responses of both the model fiber and the transient DPT responder do represent the two largest peaks of the high-passed /Å/.
To quantify how well the STM predicts the temporal discharge patterns of ANFs in response to vowel modulators, we computed the correlation coefficient between the period histogram of the neural response and the period histogram predicted by the STM. The STM was fit to each fiber by adjusting the threshold 0 so as to match the model fiber's pseudo-spontaneous rate to the data. Figure 12 shows the correlation between measured and model responses for modulation depths of 2.5% ͑top͒ and 10% ͑bottom͒ against the pseudo-spontaneous rate. Larger modulation depths were used for this correlation analysis than the 1% depth used for estimating the modulation filter because the higher discharge rates at higher modulation depths allow more accurate estimates of the period histograms and, therefore, the correlations. For both modulation depths, the model-data correlations are high, significantly better than the stimulusresponse correlations in Fig. 5 (pϽ0.001, permutations test͒. For the lower modulation depth, the median model-data correlation is 0.93. Although the modulation filter was estimated from responses of fibers with pseudo-spontaneous rates above 130 spikes/s, the correlations at the lower modulation depth are nearly independent of pseudo-spontaneous rate. This result, as well as the ability of the STM to improve correlation, suggests that the model captures some of the nonlinearities in the neural responses. The correlations are somewhat lower for the 10% modulation depth ͑median 0.78͒. Thus, the STM is best at predicting responses to low modulation depths, which are likely to be more linear.
IV. DISCUSSION

A. Representation of vowel modulators in ANF responses
In response to filtered vowels, auditory-nerve fibers that gave sustained responses to the unmodulated DPT had complex period histograms whose modes matched peaks in the modulation waveform. Fourier and autocorrelation analyses revealed that sustained responders represent both the fundamental and the formant frequencies in their temporal discharge patterns. Because peaks in the vowel waveform can differ substantially in amplitude, only neurons with a wide dynamic range would be able to simultaneously represent several of these peaks in their temporal discharge patterns. The ability of sustained DPT responders to represent the entire vowel waveform is therefore consistent with the relatively wide ͑17-23 dB͒ dynamic range demonstrated previously using sinusoidal modulators ͑Litvak et al., 2003a͒.
The closest resemblance between the period histograms of sustained responders and vowel waveforms occurred for modulation depths below 5%. At larger modulation depths, the period histogram showed distortions in the representation of the fine-time structure. In addition, for modulation depths above 5%, the average discharge rates could exceed those seen acoustically.
As with sinusoidal stimuli, the representation of vowels is more accurate in sustained DPT responders than in transient responders. A typical response pattern for a transient DPT responder is a single spike per stimulus period occurring at the modulator peak. For the modulation depths studied, transient DPT responders are poor at representing the formant frequency. They do, however, accurately represent the fundamental. Responses of transient DPT responders resemble responses to vowels presented electrically without a DPT ͑Knauth et al., 1994; van den Honert and Stypulkowski, 1987͒. Reproducing the exact spatio-temporal pattern of ANF activity in a healthy ear in response to acoustic stimuli would require an ability to stimulate narrower portions of the cochlea than is possible with current cochlear implants. However, because the pooled autocorrelation histogram of responses to complex modulators resembles the autocorrelation of the stimulus, reproducing the pooled interspike FIG. 12 . Correlation coefficient between the period histograms of STM responses to vowel modulators and those of ANF responses as a function of pseudo-spontaneous discharge rate for modulation depths of 2.5% ͑top͒ and 10% ͑bottom͒. Each data point shows the correlation coefficient between the period histogram for one ANF and the histogram for a model fiber having the same pseudo-spontaneous rate. To account for differences in neural delay across fibers, we allowed a Ϯ0.4-ms shift between the two responses. Symbols code responses to different vowels. Data are only included if the response contains at least ten spikes and the bootstrap 90% confidence intervals for the correlation coefficient are below 0.1.
interval distribution of acoustic responses may be achievable through manipulation of the modulation waveform in a DPT-enhanced strategy. It remains to be seen whether implanted subjects can make use of such interspike interval information.
B. Modulation transfer functions
We have hypothesized that responses of sustained responders to low modulation depths can be characterized by a linear relationship between the modulation waveform and the period histogram. We tested the linearity assumption by estimating neural MTFs for individual fibers using responses to different vowels. Under linearity, the estimated MTF should be independent of the vowel used to derive the estimate. We found that, for a modulation depth of 1%, linearity held for the small fraction of fibers with pseudo-spontaneous rates above 130 spikes/s. As expected, linearity did not hold as well for fibers with lower pseudo-spontaneous rates. Because these responses showed significant half-wave rectification even at 1% modulation depth ͑e.g., Fig. 3͒ , it is possible that linearity would hold for a larger number of fibers at smaller modulation depths. However, accurately measuring period histograms to smaller modulations would require very long data collection times.
While consistent with linearity, MTFs estimated from fibers with pseudo-spontaneous rates above 130 spikes/s differed somewhat from one fiber to the next. We have previously reported that fibers with high pseudo-spontaneous rates tend to have preferred interspike intervals in response to the DPT, and that these intrinsic periodicities interact with periodicities in the modulation waveform in determining responses to modulations of a DPT ͑Litvak et al., 2003a,b͒. One possibility is that these intrinsic periodicities, which differ from fiber to fiber, may be partly responsible for differences in MTFs among fibers with high pseudo-spontaneous rates. Since synchrony to a sinusoidal modulator is highest when the modulation period coincides with the intrinsic period ͑Litvak et al., 2003a͒, this hypothesis predicts that the MTF gain should be above average when the modulation period coincides with the intrinsic period. Qualitative analysis of three fibers with pseudo-spontaneous rates above 130 spikes/s suggests that this may indeed be the case ͑see caption of Fig. 8͒ . However, we do not have sufficient data to conclusively test this hypothesis.
The average neural MTF estimated from the responses of fibers with pseudo-spontaneous rates above 130 spikes/s had approximately the same frequency dependence as the average modulation gain at three frequencies for the sinusoidal modulators investigated in the companion paper ͑Lit-vak et al., 2003a͒. The estimated MTF showed a bandpass characteristic ͑passband 400-600 Hz͒. In the passband, the modulation gain was extremely high ͑near 100͒, meaning that a stimulus with 1% modulation depth produces a fully modulated response. Above the passband, the response dropped off very gently with frequency, suggesting that, with a DPT, ANFs could represent formant frequencies in their temporal discharge patterns up to at least 1000 Hz.
The neural mechanisms responsible for the bandpass characteristic of the MTFs are unclear. The high-frequency drop off is consistent with low-pass filtering in the neural membrane. Adaptation of electric responses ͑Dynes and Delgutte, 1992; Killian, 1994; Litvak et al., 2003a͒ may cause the drop in the magnitude of the MTF for very low frequencies ͑Delgutte et al., 1998͒. Another mechanism for the lowfrequency drop off may be a partial excitation block for highfrequency stimulation. For example, Litvak et al. ͑2001a͒ noted that modulation of a 5-kpps carrier often produced an increase in discharge rate, even though the peak amplitude of the modulated pulse train was the same as that of the unmodulated carrier, and therefore the rms amplitude of the modulated stimulus was lower. The mechanism for excitation block was hypothesized to be the interaction between the dynamics of sodium channels and high-frequency stimulation. One possibility is that the sodium inactivation gate is never able to recover with high-frequency stimulation.
C. Stochastic threshold model
In the companion paper ͑Litvak et al., 2003a͒, we showed that the stochastic threshold model ͑STM͒ quantitatively predicts many features of single ANF responses to sinusoidal modulations of a DPT, including growth of synchrony and discharge rate with modulation depth, and the dependence of modulation threshold and dynamic range on pseudo-spontaneous rate. In order to extend the STM to arbitrary modulation waveforms, a modulation filter needs to be specified for the model. Because responses to sinusoidal modulators were only measured at three modulation frequencies, these data did not allow us to estimate the modulation filter with sufficient resolution. However, we determined that the modulation filter can be estimated directly from responses to vowel modulators. This approach assumes that ͑1͒ the system behaves linearly and that ͑2͒ the measured MTF accurately reflects the shape of the underlying modulation filter. We tested the linearity assumption and found that it held for 1% modulation depth in fibers with pseudospontaneous rates above 130 spikes/s. To test the second assumption, we measured the MTF of the STM and compared it to its modulation filter. We found that, for fibers with high pseudo-spontaneous rates, the measured MTFs from model fibers resembled the modulation filter. This result confirms that, if the STM is applicable to the responses of ANFs, then the modulation filter can indeed be estimated from measured neural MTFs.
With the modulation filter of Fig. 9 , the STM approximately predicted the shapes of period histograms in response to vowel modulators. At a modulation depth of 2.5%, the median correlation coefficient between neural and model period histograms was 0.93. Interestingly, the model was as successful at predicting responses of fibers with low pseudospontaneous rates as those of fibers with high pseudospontaneous rates, even though only data from the latter were used in deriving the model's modulation filter. This finding suggests that the model captures some of the nonlinearities in the neural response, including half-wave rectification. However, model predictions were poorer for 10% modulation depth than for 2.5% depth. Responses of ANFs to stimuli with large modulation depths are strongly influenced by the fiber's refractory properties because these stimuli drive the fiber at high discharge rates. By adjusting the refractory characteristics of the model to better fit those of ANFs, it might be possible to make the STM better approximate the responses at large modulation depths.
It is worth emphasizing that the STM does not explicitly represent the DPT. The input to the model is the modulation waveform, not a modulated DPT, and the effect of the DPT is only mimicked by adjusting the resting threshold so as to set the model's pseudo-spontaneous rate. The success of this very simple model in predicting responses to complex stimuli further supports the argument made in the companion paper ͑Litvak et al., 2003a͒ that the exact details of a DPT may not be essential in improving stimulus coding in temporal discharge patterns of ANFs, so long as it evokes a sustained pseudo-spontaneous discharge rate and the stimulus is a small signal compared to the DPT.
Our results suggest that, with the estimated modulation filter, and at least for small modulation depths, the STM can accurately predict the discharge probability of ANFs for arbitrary modulator waveforms. The predictive capability of the STM makes it a useful tool for investigating the psychophysics of electric hearing. In particular, the STM can be useful in interpreting psychophysical responses of human cochlear implant subjects to small stimuli superimposed upon a large DPT. The STM could also be useful for modeling responses of neurons in the central nervous system to electric stimulation, where a model of activity in the auditory nerve inputs is necessary.
V. CONCLUSION
Together, the results of this paper and its companions ͑Litvak et al., 2003a, b͒ show that a desynchronizing pulse train can improve the representation of both sinusoidal and complex stimuli in the temporal discharge patterns of auditory-nerve fibers that have a sustained response to the DPT. While these results are encouraging, it is not possible to predict the behavioral consequences of this improved representation from single-unit experiments alone. Key unanswered questions include whether a DPT could be safe yet stimulate a sufficient number of ANFs to make a difference, and whether the central nervous system would be able to make use of the more natural temporal information provided by a DPT. The present work provides physiological guidelines for designing DPT-enhanced stimulus strategies whose efficacy can be tested by psychophysical experiments in implanted subjects. Whatever their clinical outcome, such experiments will certainly provide clues as to how the temporal information available in the auditory nerve is processed by the central nervous system.
