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LOCAL WELL-POSEDNESS AND BREAK-DOWN CRITERION OF THE
INCOMPRESSIBLE EULER EQUATIONS WITH FREE BOUNDARY
CHAO WANG, ZHIFEI ZHANG, WEIREN ZHAO, AND YUNRUI ZHENG
Abstract. In this paper, we prove the local well-posedness of the free boundary
problem for the incompressible Euler equations in low regularity Sobolev spaces,
in which the velocity is a Lipschtiz function and the free surface belongs to C
3
2
+ε.
Moreover, we also present a Beale-Kato-Majda type break-down criterion of smooth
solution in terms of the mean curvature of the free surface, the gradient of the
velocity and Taylor sign condition.
1. Introduction
1.1. Presentation of the problem. In this paper, we consider the motion of an
ideal incompressible gravity fluid in a domain with free boundary of finite depth{
(t, x, y) ∈ [0, T ]×Rd ×R : (x, y) ∈ Ωt
}
,
where Ωt is the fluid domain at time t located by
Ωt =
{
(x, y) ∈ Rd ×R : b(x) < y < η(t, x)}.
The motion of the fluid is described by the incompressible Euler equation
∂tv + v · ∇x,yv = −ged+1 −∇x,yP in Ωt, t ≥ 0, (1.1)
where −ged+1 = −g(0, · · · , 0, 1) denotes the acceleration of gravity, v = (v1, ..., vd+1)
denotes the velocity field, and P denotes the pressure. The incompressibility of the
fluid is expressed by
div v = 0 in Ωt, t ≥ 0. (1.2)
Assume that no fluid particles are transported across the surface. At the bottom,
this is given by
vn|y=b(X) := n− · v|y=b(X) = 0 for t ≥ 0, x ∈ Rd (1.3)
where n− := 1√
1+|∇Xb|2
(∇Xb,−1)T denotes the outward normal vector to the lower
boundary of Ωt. At the free surface, the boundary condition is kinematic and is given
by
∂tη −
√
1 + |∇η|2vn|y=η(t,x) = 0 for t ≥ 0, x ∈ Rd, (1.4)
where vn = n+ · v|y=η(t,x), with n+ := 1√
1+|∇η|2 (−∇η, 1)
T denoting the outward
normal vector to the free surface Σt. In general, the pressure at the free surface is
proportional to the mean curvature of the free surface, i.e.,
P |y=η(t,x) = −κ∇ ·
( ∇η√
1 + |∇η|2
)
for t ≥ 0, x ∈ Rd, (1.5)
where κ ≥ 0 is the surface tension coefficient.
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In this paper, we consider the case without surface tension. Furthermore, we
assume that the bottom is flat(i.e., b(x) = −1) in order to simplify our presentation.
We also take the gravity constant g = 1.
1.2. Some known results. Let us first review some known results concerning the
water-wave equations without vorticity. In the case when the surface tension is ne-
glected and the motion of free surface is a small perturbation of still water, one could
check Nalimov [28], Yosihara [38] and Craig [17] for the well-posedness of 2-D water-
wave equations. In general, the local well-posedness of the water-wave equations of
infinite depth without surface tension was solved by Wu [33, 34], where she showed
that the Taylor sign condition
− ∂p
∂n
∣∣
y=η(t,x)
≥ c0 > 0 (1.6)
always holds as long as the free surface is no self-intersection. In [6, 7], Ambrose and
Masmoudi present a different proof. Lannes [23] first solves the water-wave equations
of finite depth without surface tension in the framework of the Eulerian coordinates.
Ming and Zhang [27] generalize Lannes’s result to the case with surface tension. In
a series of works [1, 2, 3], Alazard, Burq and Zuily use the tools of paradifferential
operators and Strichartz estimates to prove the local well-posedness of the water-wave
equations in low regularity Sobolev spaces.
For small initial data, Wu [35] first proved the almost global well-posedness of 2-
D water-wave equations. Wu [36] and Germain, Masmoudi and Shatah [19] proved
the global well-posedness of 3-D water-wave equations by using different method.
Recently, Alarzard and Delort [5] and Ionescu and Pusateri [25] independently proved
the global well-posedness of 2-D water-wave equations, see also [21, 22] for a new
proof based on the holomorphic coordinates. On the other hand, Castro, Cordoba,
Ferferman, Gancedo and Lopez-Fernandez [11] showed that there exists smooth initial
data for the water-waves equations such that the solution overturns in finite time.
See [12, 16] for the formation of the splash singularity. Wu [37] also construct a class
of self-similar solution for the 2-D water-wave equations without the gravity.
Now, we review some well-posedness results for the rotational water-wave equa-
tions. Christodoulou and Lindblad [14] presented the a priori estimates of the incom-
pressible Euler equations in a free domain diffeomorphic to a ball. Later, Lindblad
[26] proved the local existence of smooth solution by using Nash-Moser iteration.
Coutand and Shkoller [15] proved the local well-posedness of the incompressible Eu-
ler equations in both cases with surface tension and without surface tension by using
the lagrangian coordinates and a subtle mollification procedure. Zhang and Zhang
[39] solves the incompressible Euler equations without surface tension by using the
framework of Clifford analysis introduced by Wu [34]. Shatah and Zeng [29, 30, 31]
solve this problem by deriving the evolution equations of geometry quantities, espe-
cially the mean curvature.
In this paper, we will first prove the local well-posedness of the rotational water-
wave problem in low regularity Sobolev spaces, and then present a break-down cri-
terion to the obtained smooth solution in terms of physical quantity and geometrical
quantity. This work was motivated by Craig and Wayne’s question proposed in [18]:
“How do solutions break down?”
There are several versions of this question, including “ What is the lowest expo-
nent of a Sobolev space Hs in which one can produce an existence theorem local in
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time?” Or one could ask “For which α is it true that, if one knows a priori that
sup[−T,T ] ‖(η, ψ)‖Cα < +∞ and that (η0, ψ0) ∈ C∞, then the solution is fact C∞ over
the time interval [−T, T ]?” · · · · · · It would be more satisfying to say that the solution
fails to exist because the curvature of the surface has diverged at some point, or a
related geometrical and(or) physical statement.
In the case without the vorticity and surface tension, this question was solved by
Alazard, Burq and Zuily for the low regularity well-posedness [3], and by Wang and
Zhang for the break-down criterion [32].
1.3. Main results. The first main result of this paper is the local well-posedness of
the water-wave equations in Sobolev spaces with low regularity, where the regularity
of the initial velocity is consistent with the classical local well-posedness result in
Rd+1 proved by Kato and Ponce [20].
Theorem 1.1. Let d ≥ 1 and s > d2+1. Assume that the initial data (η0, v0) satisfies
η0 ∈ Hs+
1
2 (Rd), v0 ∈ Hs+
1
2 (Ω0).
Furthermore, assume that there exist two positive constants c0 > 0 and h0 > 0 such
that
−(∂yP )(0, x, η0(x)) ≥ c0 for x ∈ Rd, (1.7)
1 + η0(x) ≥ h0 for x ∈ Rd. (1.8)
Then there exists T > 0 such that the system (1.1)–(1.5) with the initial data (η0, v0)
has a unique solution (η, v) satisfying
η ∈ C([0, T ];Hs+ 12 (Rd)), v ∈ C([0, T ];Hs+ 12 (Ωt)).
Remark 1.2. The regularity of the initial velocity should be optimal by the recent
strong ill-posedness result in the whole space proved by Bourgain and Li [10]. The
regularity of the initial free surface could be further lowered by using the Strichartz
type estimates, see [4] for the irrotational case.
In a seminal paper [9], Beale, Kato and Majda showed that if v is a smooth solution
of the incompressible Euler equations in [0, T )×R3 and satisfies∫ T
0
‖∇ × v(t)‖L∞(R3)dt < +∞,
then the solution can be extended after t = T . The second main result of this paper
is a Beale-Kato-Majda type blow-up criterion for the free boundary problem of the
incompressible Euler equations.
Theorem 1.3. Let s > d2 +1 so that s− 12 is an integer, and (η, v, P ) be the solution
of the system (1.1)–(1.5) in [0, T ] obtained in Theorem 1.1. If the solution (η, v, P )
satisfies
M(T )
def
= sup
t∈[0,T ]
(‖H(t)‖Lp∩L2 + ‖v(t)‖W 1,∞(Ωt)) < +∞,
inf
(t,x,y)∈[0,T ]×Σt
−∂P
∂n
(t, x, y) ≥ c0,
1 + η(t, x) ≥ h0 for x ∈ Rd,
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for some p > 2d and c0 > 0, h0 > 0, then it holds that
sup
t∈[0,T ]
Es(t) ≤ C
(
Es(0),M(T ), T, c0 , h0
)
,
Especially, the solution (η, v) can be extended after t = T . Here H(t, x) is the mean
curvature of the free surface and
Es(t)
def
= ‖η(t)‖
Hs+
1
2
+ ‖v(t)‖
Hs+
1
2 (Ω(t))
.
1.4. Main ideas. We denote by (V,B) the horizontal and vertical traces of the
velocity on the free surface, i.e.,
V , (v1, · · · , vd)|y=η, B , vd+1|y=η .
Introduce a good unknown U = V +TζB, where ζ = ∇η and Tζ is Bony’s paraproduct.
We can derive the following evolution equation for U :
D2tU + TaλU = f + fω. (1.9)
Here Dt = ∂t + TV · ∇, Taλ is an elliptic paradifferential operator of order one, and
fω is the nonlinear term induced by the vorticity.
Compared with the irrotational case, a main difficulty is that fω lose one half
derivative. More precisely, f ∈ Hs− 12 but fω ∈ Hs−1. Our key observation is that
Dtfω has the same regularity as fω, and ‖fω‖Hs−1 can be controlled by the lower
order energy. By using the following trick〈〈D〉s− 12 fω, 〈D〉s− 12DtU〉 = d
dt
〈〈D〉s−1fω, 〈D〉sU〉− 〈〈D〉s−1Dtfω, 〈D〉sU〉
+ Lower order terms,
we can obtain an energy inequality of the form
E(t) ≤ 〈〈D〉s−1fω, 〈D〉sU〉+ E(0) + ∫ t
0
P(E(t′))dt′, (1.10)
where P is an increasing function. The term 〈〈D〉s−1fω, 〈D〉sU〉 can be controlled by
‖fω‖Hs−1‖U‖Hs ≤ P(El(t))E(t)
1
2 ≤ P(El(t)) + 1
2
E(t).
Here El(t) is a lower order energy, which satisfies
El(t) ≤ El(0) +
∫ t
0
P(E(t′))dt′.
This together with (1.10) gives a close estimate for E(t).
Compared with the work [3], a new technical ingredient is that we introduce
Chemin-Lerner type Besov spaces in the elliptic estimates such that we can obtain
the maximal Ho¨lder regularity estimates, which play an important role in the proof
of break-down criterion. Otherwise, if we just follow the framework of [3], it is pos-
sible to establish a similar break-down criterion, where ‖v(t)‖W 1,∞(Ωt) is replaced by
‖v(t)‖C1,α(Ωt) for some α > 0.
For the free boundary problem, it is highly non trivial to obtain the existence of the
solution from a priori estimates. The main reason is that many special structures of
the system are used in the process of a priori estimates, however it is usually difficult
to keep these structures for the approximate system.
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To construct the approximate system, an immediate idea is that we use the equation
(1.9) of U to construct the approximate system for the unknowns defined on the
free surface. However, we find that it is difficult to show that the limit system is
equivalent to the original Euler system. Instead, we still use the first order system to
construct the iteration scheme. In order to keep as more structures of the system as
possible, a key idea is that more unknowns and new equations are introduced such
that the structures are integrated into the new equations. The construction of the
iteration scheme are very tricky, where we also used another important observation:
the maximal regularity of the free surface is not needed for the estimate of the vorticity
and the velocity, and it is just used in the estimate of the pressure.
2. Tools of paradifferential operators
In this section, we introduce some basic results about the paradifferential operators
from [24](see also [3]).
2.1. Paradifferential operators. Let us first introduce the definition of the symbol
with limited spatial smoothness. We denote by W k,∞(Rd) the usual Sobolev spaces
for k ∈ N, and the Ho¨lder space with exponent k for k ∈ (0, 1).
Definition 2.1. Given µ ∈ [0, 1] and m ∈ R, we denote by Γmµ (Rd) the space of
locally bounded functions a(x, ξ) on Rd×Rd\{0}, which are C∞ with respect to ξ for
ξ 6= 0 and such that, for all α ∈Nd and all ξ 6= 0, the function x→ ∂αξ a(x, ξ) belongs
to W µ,∞ and there exists a constant Cα such that
‖∂αξ a(·, ξ)‖Wµ,∞ ≤ Cα(1 + |ξ|)m−|α| for any |ξ| ≥
1
2
.
The semi-norm of the symbol is defined by
Mmµ (a)
def
= sup
|α|≤3d/2+1+µ
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖Wµ,∞ .
Especially, if a is a function independent of ξ, then
Mmµ (a) = ‖a‖Wµ,∞ .
Given a symbol a, the paradifferential operator Ta is defined by
T̂au(ξ)
def
= (2π)−d
∫
χ(ξ − η, η)â(ξ − η, η)ψ(η)û(η)dη, (2.1)
where â(θ, ξ) is the Fourier transform of a with respect to the first variable; the
χ(θ, ξ) ∈ C∞(Rd×Rd) is an admissible cut-off function: there exists ε1, ε2 such that
0 < ε1 < ε2 and
χ(θ, η) = 1 for |θ| ≤ ε1|η|, χ(θ, η) = 0 for |θ| ≥ ε2|η|,
and such that for any (θ, η) ∈ Rd ×Rd,
|∂αθ ∂βηχ(θ, η)| ≤ Cα,β(1 + |η|)−|α|−|β|.
The cut-off function ψ(η) ∈ C∞(Rd) satisfies
ψ(η) = 0 for |η| ≤ 1, ψ(η) = 1 for |η| ≥ 2.
Here we will take the admissible cut-off function χ(θ, η) as follows
χ(θ, η) =
∞∑
k=0
ζk−3(θ)ϕk(η),
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where ζ(θ) = 1 for |θ| ≤ 1.1 and ζ(θ) = 0 for |θ| ≥ 1.9; and
ζk(θ) = ζ(2
−kθ) for k ∈ Z,
ϕ0 = ζ, ϕk = ζk − ζk−1 for k ≥ 1.
We also introduce the Littlewood-Paley operators ∆k, Sk defined by
∆ku = F−1
(
ϕk(ξ)û(ξ)
)
for k ≥ 0, ∆ku = 0 for k < 0,
Sku =
∑
ℓ≤k
∆ℓu for k ∈ Z.
In the case when the function a depends only on the first variable x in Tau, we take
ψ = 1. Then Tau is just the usual Bony’s paraproduct defined by
Tau =
∑
k
Sk−3a∆ku. (2.2)
Furthermore, we have Bony’s decomposition:
au = Tau+ Tua+R(u, a), (2.3)
where the remainder term R(u, a) is defined by
R(u, a) =
∑
|k−ℓ|≤2
∆ka∆ℓu. (2.4)
The following Berstein’s inequality will be repeatedly used.
Lemma 2.2. Let 1 ≤ p ≤ q ≤ ∞, α ∈ Nd. Then it holds that
‖∂αSku‖Lq ≤ C2kd(
1
p
− 1
q
+|α|)‖Sku‖Lp for k ∈ N,
‖∆ku‖Lq ≤ C2kd(
1
p
− 1
q
−|α|) sup
|β|=|α|
‖∂β∆ku‖Lp for k ≥ 1.
2.2. Functional spaces. We introduce some functional spaces, which will be used
throughout this paper.
Definition 2.3. Let s ∈ R and p, q ∈ [1,∞]. The inhomogeneous Besov space
Bsp,q(R
d) is defined by
Bsp,q(R
d)
def
=
{
f ∈ S ′(Rd) : ‖f‖Bsp,q ,
(∑
j
2jsq‖∆jf‖qLp
) 1
q <∞
}
.
In the case of p = q = 2, Bsp,q(R
d) is just the usual Sobolev space Hs(Rd); In the
case of p = q =∞, Bsp,q(Rd) is the Zygmund space Cs(Rd).
Let S = Rd × I with I ⊂ R an interval. We introduce the Sobolev space Hs(S)
on S. When s is an integer, Hs(S) is just the usual Sobolev space. In general case,
let k = [s] and σ = s− k ∈ (0, 1). The norm of Hs(S) is defined by
‖u‖Hs(S) def=
∑
ℓ≤k
‖∇ℓx,zu‖L2z(I;Hσ) +
( ∫
I
∫
I
∫
Rd
|∇kx,zu(x, z)−∇kx,zu(x, z′)|2
|z − z′|1+2σ dxdzdz
′
) 1
2
.
In order to obtain the optimal elliptic regularity, let us introduce Chemin-Lerner
type Besov space L˜qz(I;Bsp,r(R
d)), whose norm is defined by
‖f‖
L˜qz(I;Bsp,r)
def
=
(∑
k
2ksr‖∆kf‖rLqz(I;Lp)
) 1
r
.
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In the case of p = r =∞, we denote it by L˜qz(I;Cs(Rd)); In the case of p = q = r = 2,
we have L˜qz(I;Bsp,r(R
d)) ≡ L2z(I;Hs(Rd)); When q = ∞, p = r = 2, we denote it by
L˜∞z (I;Hs(Rd)). In this case, there holds
‖f‖L∞z (I;Hs) ≤ ‖f‖L˜∞z (I;Hs).
This kind of space was firstly introduced by Chemin and Lerner [13] to study the
incompressible Navier-Stokes equations.
The following characterization of Sobolev space is very useful.
Lemma 2.4. Let s ∈ R and c > 0. Suppose that {uk}k∈N is a sequence of functions
in L2(Rd) such that (1) u0 is spectrally supported in a ball {|ξ| ≤ c−1} and uk for k > 0
is spectrally supported in an annulus {c2k ≤ |ξ| ≤ c−12k}; (2) {2ks‖uk‖L2}k∈N ∈ ℓ2.
Then u =
∑
k uk ∈ Hs(Rd) and
‖u‖Hs ≤ C
(∑
k
22ks‖uk‖2L2
) 1
2
.
In addition, for s > 0, it is sufficient to assume that uk is spectrally supported in a
ball {|ξ| ≤ c−12k}.
We also introduce the anisotropic Sobolev space Hs,σ(Rd+1), whose norm is given
by
‖u‖Hs,σ def= ‖〈Dx〉σu‖Hs(Rd+1), x ∈ Rd.
We also have a similar characterization.
Lemma 2.5. For any s, σ ∈ R, we have
‖u‖2Hs,σ ∼
∑
ℓ,j
22ℓs22jσ‖∆ℓ∆hj u‖2L2 .
Here ∆hj is the Littlewood-Paley operator in the x direction. If s, σ > 0, and the
sequence
{
uℓ,j
}
ℓ,j∈N is spectrally supported in {|ξ| ≤ c−12ℓ}∩{|ξh| ≤ c−12j} for some
c > 0 and satisfies ‖uℓ,j‖L2 ≤ cℓ,j2−ℓs2−jσ with
{
cℓ,j
}
ℓ,j∈N ∈ ℓ2, then u =
∑
ℓ,j uℓ,j ∈
Hs,σ(Rd+1) satisfies
‖u‖Hs,σ ≤ C
(∑
ℓ,j
22ℓs22jσ‖uℓ,j‖2L2
) 1
2
.
2.3. Symbolic calculus. Let us recall the symbolic calculus and the boundedness
in Sobolev space and Besov space of the paradifferential operators.
Proposition 2.6. Let m,m′ ∈ R.
1. If a ∈ Γm0 (Rd), then for any s ∈ R,
‖Ta‖Hs→Hs−m ≤ CMm0 (a).
2. If a ∈ Γmρ (Rd), b ∈ Γm
′
ρ (R
d) for ρ > 0, then for any s ∈ R,
‖TaTb − Ta#b‖Hs→Hs−m−m′+ρ ≤ CMm1ρ (a)Mm
′
0 (b) + CM
m1
0 (a)M
m′
ρ (b),
where a#b =
∑
|α|<ρ ∂
α
ξ a(x, ξ)D
α
x b(x, ξ),Dx =
∂x
i .
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3. If a ∈ Γmρ (Rd) for ρ ∈ (0, 1], then for any s ∈ R,
‖Ta∗ − (Ta)∗‖Hs→Hs−m+ρ ≤ CMmρ (a).
Here (Ta)
∗ is the adjoint operator of Ta, and C is a constant independent of a, b.
Proposition 2.7. [32] Let m,m′, s ∈ R, q ∈ [1,∞] and ρ ∈ [0, 1].
1. If a ∈ Γm0 (Rd), then
‖Ta‖Bs
∞,q→Bs−m∞,q ≤ CM
m
0 (a);
2. If a ∈ Γmρ (Rd), b ∈ Γm
′
ρ (R
d), then
‖TaTb − Tab‖Bs
∞,q→Bs−m−m
′+ρ
∞,q
≤ CMmρ (a)Mm
′
0 (b) + CM
m
0 (a)M
m′
ρ (b).
Here C is a constant independent of a, b.
Remark 2.8. If the symbol a(x, ξ) satisfies
Mm−µ(a) , sup
|α|≤3d/2+1
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖C−µ <∞
for some µ > 0, then Ta is bounded from H
s(Rd) to Hs−m−µ(Rd) and Bs∞,q(Rd) to
Bs−m−µ∞,q (Rd) with the bound Mm−µ(a).
Corollary 2.9. Let s,m1,m2,m3 ∈ R. Suppose that a ∈ Γm11 , b ∈ Γm22 , c ∈ Γm32 .
Then we have∥∥[Ta, [Tb, Tc]]∥∥Hs→Hs−m1−m2−m3+2 ≤ CMm11 (a)Mm22 (b)Mm32 (c).
Proof. It follows from Proposition 2.6 that
‖[Tb, Tc]− Tp + Tp1‖Hs→Hs−m2−m3+2 ≤Mm22 (b)Mm32 (c).
where p(x, ξ) =
∑
|α|=1 ∂
α
ξ b(x, ξ)D
α
x c(x, ξ) and p1(x, ξ) =
∑
|α|=1 ∂
α
ξ c(x, ξ)D
α
x b(x, ξ).
Hence, it is sufficient to consider [Ta, Tp] and [Ta, Tp1 ]. Because of p, p1 ∈ Γm2+m3−11 ,
the corollary follows from Proposition 2.6. 
2.4. Tame estimates in Sobolev space. Let us first recall some classical tame
estimates. One can refer to [8] for more general results.
Lemma 2.10. Let s ∈ R, and p, q ∈ [1,∞]. Then for any σ > 0, we have
‖Tuv‖Bsp,q ≤ Cmin
(‖u‖C−σ‖v‖Bs+σp,q , ‖u‖L∞‖v‖Bsp,q).
If s1 + s2 > 0, then we have
‖R(u, v)‖
Hs1+s2−
d
2
≤ C‖u‖Hs1‖v‖Hs2 .
If s > 0, then for any σ ∈ R, we have
‖R(u, v)‖Bsp,q ≤ C‖u‖Cσ‖v‖Bs−σp,q .
Proof.The first two inequalities are classical, see [8] for example. We prove the third
inequality. Recall that
R(u, v) =
∑
|k−ℓ|≤2
∆ku∆ℓv.
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Hence, there exits some N0 ∈ N so that
∆jR(u, v) =
∑
|k−ℓ|≤2;k,ℓ≥j−N0
∆j
(
∆ku∆ℓv
)
.
It follows from Lemma 2.2 that
‖∆jR(u, v)‖Lp ≤
∑
|k−ℓ|≤2;k,ℓ≥j−N0
‖∆ku‖L∞‖∆ℓv‖Lp
≤C‖u‖Cσ
∑
ℓ≥j−N0
2−σℓ‖∆ℓv‖Lp .
This gives
2js‖∆jR(u, v)‖Lp ≤ C‖u‖Cσ
∑
ℓ≥j−N0
2−s(ℓ−j)2ℓ(s−σ)‖∆ℓv‖Lp ,
which implies the second inequality by Young’s inequality. 
A direct consequence of Lemma 2.10 is the following tame product estimate.
Lemma 2.11. Let s ≥ 0. Then we have
‖fg‖Hs ≤ C
(‖f‖L∞‖g‖Hs + ‖g‖L∞‖f‖Hs),
‖f∇g‖Hs ≤ C
(‖f‖L∞‖∇g‖Hs + ‖g‖L∞‖f‖Hs+1).
Lemma 2.12. [8] Let s > 0, p, q ∈ [1,∞] and F be a smooth function with F (0) = 0.
Then we have
‖F (u)‖Bsp,q ≤ C(‖u‖L∞)‖u‖Bsp,q .
Especially, for p = q = 2, we have
‖F (u)‖Hs ≤ C(‖u‖L∞)‖u‖Hs .
Using an extension argument, we deduce from Lemma 2.11 and Lemma 2.12 that
Lemma 2.13. Let S = Rd × I with I ⊂ R an interval and s ≥ 0. Then we have
‖uv‖Hs(S) ≤ C
(‖u‖L∞(S)‖v‖Hs(S) + ‖v‖L∞(S)‖u‖Hs(S)),
‖u∇v‖Hs(S) ≤ C
(‖u‖L∞(S)‖∇v‖Hs(S) + ‖v‖L∞(S)‖u‖Hs+1(S)).
Let F be a smooth function with F (0) = 0. Then we have
‖F (u)‖Hs(S) ≤ C(‖u‖L∞(S))‖u‖Hs(S).
Next we present a tame estimate in the anisotropic Sobolev space.
Lemma 2.14. Let s > 0 and σ ∈ (0, 1). Then it holds that for any ǫ > 0,
‖Tuv‖Hs,σ + ‖R(u, v)‖Hs,σ
≤ C(‖u‖L∞ + ‖〈Dx〉σ+ǫu‖L∞y (R;L2) + ‖〈Dx〉 d2u‖L∞y (R;L2))‖v‖Hs,σ .
Proof.Using Bony’s decomposition (2.3), we write
Tuv = T (T
h + T
h
+Rh)(u, v).
where T (u, v) = Tuv, T
h
(u, v) = T h(v, u), and T hu v denote the paraproduct in the x
direction.
By using Lemma 2.2 and Lemma 2.5, it is easy to show that
‖(TT h + TRh)(u, v)‖Hs,σ ≤ C‖u‖L∞‖v‖Hs,σ . (2.5)
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According to the definition of the paraproduct, we have
(TT
h
)(u, v) =
∑
ℓ,j
Sℓ−3∆hj u∆ℓS
h
j−3v.
For σ < d2 , we get by Lemma 2.2 that
‖Sℓ−3∆hj u∆ℓShj−3v‖L2(Rd+1) ≤ ‖Sℓ−3∆hju‖L∞y (R;L2)‖∆ℓShj−3v‖L2y(R;L∞)
≤ C2j(d2−σ)‖∆hj u‖L∞y (R;L2)‖〈Dx〉σ∆ℓv‖L2
≤ C2−jσ‖〈Dx〉
d
2∆hju‖L∞y (R;L2)‖〈Dx〉σ∆ℓv‖L2
≤ Ccℓ,j2−ℓs2−jσ‖〈Dx〉
d
2u‖L∞y (R;L2)‖v‖Hs,σ ,
and for σ ≥ d2 and any ǫ > 0, we have
‖Sℓ−3∆hj u∆ℓShj−3v‖L2(Rd+1) ≤ ‖Sℓ−3∆hju‖L∞y (R;L2)‖∆ℓShj−3v‖L2z(R;L∞)
≤ C2jǫ‖∆hj u‖L∞y (R;L2)‖〈Dx〉
d
2
−ǫ∆ℓv‖L2
≤ Ccℓ,j2−ℓs2−jσ‖〈Dx〉σ+ǫu‖L∞y (R;L2)‖v‖Hs,σ ,
where ‖{cℓ,j}‖ℓ2 ≤ 1. Then Lemma 2.5 ensures that
‖(TT h)(u, v)‖Hs,σ ≤ C
(‖〈Dx〉σ+ǫu‖L∞y (R;L2) + ‖〈Dx〉 d2u‖L∞y (R;L2))‖v‖Hs,σ ,
which together with (2.5) gives the first part of the lemma. The proof of another part
is similar. 
Next, we give the material derivative estimates for R(u, v).
Lemma 2.15. Let ∂t , ∂t+V ·∇. Let s > 0 and σ1 ∈ (0, 1), σ2 ∈ R and σ > 1−σ1.
Then it holds that
‖∂tR(u(t), v(t))‖Hs ≤ C
(‖∂tu‖Cσ1‖v‖Hs−σ1 + ‖∂tv‖Cσ2‖u‖Hs−σ2
+ ‖∇V ‖L∞
(‖u‖Cσ1‖v‖Hs−σ1 + ‖v‖L∞‖u‖Hs)+ ‖u‖Cσ1‖v‖L∞‖V ‖Hs+σ),
where ‖∂tu‖Cσ1‖v‖Hs−σ1 and ‖u‖Cσ1‖v‖Hs−σ1 can also be replaced by ‖∂tu‖L∞‖v‖Hs
and ‖u‖L∞‖v‖Hs respectively.
Proof.A direct calculation gives
∂tR(u, v) =
∑
|k−ℓ|≤2
∂t(∆ku∆ℓV )
=
∑
|k−ℓ|≤2
(
∆k(∂tu)∆ℓv +∆ku∆ℓ(∂tv)
− [∆k, V ] · ∇u∆ℓv −∆ku[∆ℓ, V ] · ∇v
)
= R
(
∂tu, v
)
+R
(
u, ∂tv
)− ∑
|k−ℓ|≤2
(
[∆k, V ] · ∇u∆ℓv +∆ku[∆ℓ, V ] · ∇v
)
.
It follows from Lemma 2.10 that
‖R(∂tu, v)‖Hs ≤ C‖∂tu‖Cσ1‖v‖Hs−σ1 ,
‖R(u, ∂tv)‖Hs ≤ C‖∂tv‖Cσ2‖u‖Hs−σ2 .
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Given N0 ∈ N sufficiently large, we further decompose∑
|k−ℓ|≤2
[∆k, V ] · ∇u∆ℓv =
∑
|k−ℓ|≤2
[∆k, Sk−N0V ] · ∇u∆ℓv
+
∑
|k−ℓ|≤2
[∆k, S
k−N0V ] · ∇u∆ℓv,
where Sk = 1 − Sk. By noting that u has to be spectrally supported in {|ξ| ∼ 2k}
and using the commutator estimate
‖[∆k, u]∇v‖Lp ≤ C‖∇u‖L∞‖v‖Lp for any p ∈ [1,∞], (2.6)
which follows from the identity
[∆k, u]∇v(x) =
∫
Rd
ϕ˘k(x− x′)(u(x′)− u(x))∇v(x′)dx′
=
∫
Rd
∇ϕ˘k(x− x′)(u(x′)− u(x))v(x′)dx′
−
∫
Rd
ϕ˘k(x− x′)∇u(x′)v(x′)dx′,
and ‖ϕ˘k‖L1 + ‖x∇ϕ˘k‖L1 ≤ C, then we can deduce that∥∥[∆k, Sk−N0V ] · ∇u∆ℓv∥∥L2 ≤C2−kσ1‖∇V ‖L∞‖u‖Cσ1‖∆ℓv‖L2
≤Ccℓ2−ℓs‖∇V ‖L∞‖u‖Cσ1‖v‖Hs−σ1
with ‖{cℓ}‖ℓ2 ≤ 1. Obviously, the term [∆k, Sk−N0V ] ·∇u∆ℓv is spectrally supported
in a ball {|ξ| . 2k} for |k − ℓ| ≤ 2. Then Lemma 2.4 ensures that∥∥∥ ∑
|k−ℓ|≤2
[∆k, Sk−N0V ] · ∇u∆ℓv
∥∥∥
Hs
≤ C‖∇V ‖L∞‖u‖Cσ1‖v‖Hs−σ1 .
Noticing that
‖∆k(Sk−N0V · ∇u)∆ℓv‖L2 ≤ ‖∆k(Sk−N0V · ∇Sku)∆ℓv‖L2
+ ‖∆k(Sk−N0∇ · V Sku)∆ℓv‖L2 + ‖∆k∇ · (Sk−N0V Sku)∆ℓv‖L2
≤ C2−σ1k‖∇V ‖L∞‖u‖Cσ1‖∆ℓv‖L2 .
we can deduce from Lemma 2.4 that∥∥∥ ∑
|k−ℓ|≤2
∆k(S
k−N0V · ∇u)∆ℓv
∥∥∥
Hs
≤ C‖∇V ‖L∞‖u‖Cσ1‖v‖Hs−σ1 .
On the other hand, we have∥∥∥ ∑
|k−ℓ|≤2
Sk−N0V · ∇∆ku∆ℓv
∥∥∥
Hs
≤ C
∑
|k−ℓ|≤2
‖Sk−N0V · ∇∆ku∆ℓv‖Hs
≤ C
∑
|k−ℓ|≤2
2(1−σ1)k‖Sk−N0V ‖Hs‖u‖Cσ1‖v‖L∞
≤ C
∑
|k−ℓ|≤2
2−k(σ−1+σ1)‖V ‖Hs+σ‖u‖Cσ1‖v‖L∞
≤ C‖V ‖Hs+σ‖u‖Cσ1‖v‖L∞ .
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This shows that∥∥∥ ∑
|k−ℓ|≤2
[∆k, S
k−N0V ] · ∇u∆ℓv
∥∥∥
Hs
≤C(‖∇V ‖L∞‖u‖Cσ1‖v‖Hs−σ1
+ ‖V ‖Hs+σ‖u‖Cσ1‖v‖L∞
)
.
Obviously, ‖u‖Cσ1‖v‖Hs−σ1 can be replaced by ‖u‖L∞‖v‖Hs in the above proof.
In a similar way, we can deduce that∥∥∥ ∑
|k−ℓ|≤2
∆ku[∆ℓ, V ] · ∇v
∥∥∥
Hs
≤C(‖∇V ‖L∞‖v‖L∞‖u‖Hs
+ ‖V ‖Hs+σ‖v‖L∞‖u‖Cσ1
)
.
This completes the proof of the lemma. 
2.5. Tame estimates in Chemin-Lerner spaces. Let us recall the following lem-
mas from [32].
Lemma 2.16. Let s ∈ R and q, q1, q2 ∈ [1,∞] with 1q = 1q1 + 1q2 . Then for any s1 > 0,
we have
‖Tgf‖L˜qz(I;Hs) ≤ Cmin
(‖g‖
L˜
q1
z (I;L∞)
‖f‖
L˜
q2
z (I;Hs)
, ‖g‖
L˜
q1
z (I;C−s1 )
‖f‖
L˜
q2
z (I;Hs+s1)
)
.
Lemma 2.17. Let s ∈ R and q, q1, q2, r ∈ [1,∞] with 1q = 1q1 + 1q2 . Then for any
s1 > 0, we have
‖Tgf‖L˜qz(I;Bs∞,r) ≤ Cmin
(‖g‖L˜q1z (I;L∞)‖f‖L˜q2z (I;Bs∞,r), ‖g‖L˜q1z (I;C−s1 )‖f‖L˜q2z (I;Bs+s1∞,r )).
Lemma 2.18. Let q, q1, q2, r ∈ [1,∞] with 1q = 1q1 + 1q2 . Then for any s > 0 and
s1 ∈ R, we have
‖R(f, g)‖L˜qz(I;Hs) ≤ C‖g‖L˜q1z (I;Cs1 )‖f‖L˜q2z (I;Hs−s1 ),
‖R(f, g)‖
L˜qz(I;Bs∞,r)
≤ C‖g‖
L˜
q1
z (I;Cs1)
‖f‖
L˜
q2
z (I;B
s−s1
∞,r )
.
If s ≤ 0 and s1 + s2 > 0, then we have
‖R(f, g)‖L˜qz(I;Hs) ≤ C‖g‖L˜q1z (I;Cs1)‖f‖L˜q2z (I;Hs2 ),
‖R(f, g)‖
L˜qz(I;Bs∞,r)
≤ C‖g‖
L˜
q1
z (I;Cs1)
‖f‖
L˜
q2
z (I;Cs2 )
.
2.6. Commutator estimates.
Lemma 2.19. Let m,µ ∈ R, s > 0 and a ∈ Γmρ (Rd) with ρ ∈ (0, 1]. Then there holds∥∥[〈D〉s, Ta]u∥∥Hµ ≤ CMmρ (a)‖u‖Hs+µ+m−ρ .
Proof.We write
[〈D〉s, Ta]u = T〈ξ〉sTau− T〈ξ〉sau+ (〈D〉s − T〈ξ〉s)Tau,
then the proposition follows from Proposition 2.6 and the fact that
‖(〈D〉s − T〈ξ〉s)Tau‖Hµ ≤ C‖〈D〉s(1− ψ(D))Tau‖Hµ ≤ CMm0 (a)‖u‖H−µ′
for any µ′ > 0. 
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Lemma 2.20. Let S = Rd × I with I ⊂ R an interval. Then it holds that for any
integer s ≥ 1,
‖[∇sx,y, v]∇x,yu‖L2(S) ≤ C
(‖∇x,yv‖L∞(S)‖u‖Hs(S) + ‖u‖L∞(S)‖∇x,yv‖Hs(S)).
Proof.When S = Rd+1, this lemma is classical. General case can be deduced by
using an extension argument. 
Proposition 2.21. Let V ∈ C([0, T ];B1∞,1(Rd)) and p = p(t, x, ξ) be homogenous in
ξ of order m. Then for any s ≥ 0,∥∥[Tp, ∂t + TV · ∇]u(t)∥∥Hs
≤ C
(
Mm0 (p)‖V (t)‖B1
∞,1
+Mm0
(
(∂t + TV · ∇)p
))‖u(t)‖Hs+m .
If p(t) ∈ Γmµ for some µ > 0, Mm0 (p)‖V (t)‖B1
∞,1
can be replaced by Mmµ (p)‖V (t)‖W 1,∞
in the case of s > 0.
Proof.The proof is motivated by Lemma 2.16 in [3]. As in [3], it suffices to consider
the case when p = p(t, x) by decomposing p into a sum of spherical harmonic. In this
case, M00 (p) = ‖p‖L∞ . A direct calculation gives
[∂t + TV · ∇, Tp]u =T∂tpu+ TV · T∇pu+ TV · Tp∇u− TpTV · ∇u
=T(∂t+TV ·∇)pu−
(
TTV ·∇p − TV · T∇p
)
u
+
(
TV · Tp∇u− TpTV · ∇u
)
.
We infer from Lemma 2.10 that
‖T(∂t+TV ·∇)pu‖Hs ≤ C‖(∂t + TV · ∇)p‖L∞‖u‖Hs . (2.7)
Recalling the definition Sju = u− Sju, we decompose TV · T∇pu as
TV · T∇pu =
∑
j,k
Sj−3V ·∆j
(
Sk−3(∇p)∆ku
)
=
∑
k
Sk−3V · Sk−3(∇p)∆ku+
∑
j,k
(
Sj−3V − Sk−3V
) ·∆j(Sk−3(∇p)∆ku)
=
∑
k
Sk−3(V · ∇p)∆ku−
∑
k
Sk−3(Sk−3V · ∇p)∆ku
−
∑
k
[Sk−3, Sk−3V ] · ∇p∆ku+
∑
j,k
(
Sj−3V − Sk−3V
) ·∆j(Sk−3(∇p)∆ku)
, TV ·∇pu+ I1 + I2 + I3.
We get by Lemma 2.2 that
‖(Sj−3V − Sk−3V ) ·∆j(Sk−3(∇p)∆ku)‖L2
≤ C2−k(s−1)‖Sj−3V − Sk−3V ‖L∞‖p‖L∞‖u‖Hs .
Note that the summation index (j, k) in I3 satisfies |k − j| ≤ N0 for some N0 ∈ N,
and
(
Sj−3V −Sk−3V
) ·∆j(Sk−3(∇p)∆ku) is spectrally supported in a ball {|ξ| . 2j}.
Then Lemma 2.4 ensures that for s > 0,
‖I3‖Hs ≤ C‖V ‖W 1,∞‖p‖L∞‖u‖Hs
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by using the fact that∑
|j−k|≤N0
2k‖Sj−3V − Sk−3V ‖L∞ ≤ C‖V ‖W 1,∞ .
For s = 0, we have
‖I3‖L2 ≤ C‖V ‖B1
∞,1
‖p‖L∞‖u‖L2 .
By Lemma 2.2 again, we have
‖Sk−3(Sk−3V · ∇p)∆ku‖L2 ≤C2−ksck
(‖Sk−3(∇V )‖L∞ + 2k‖Sk−3V ‖L∞)‖p‖L∞‖u‖Hs
≤C2−ksck‖V ‖W 1,∞‖p‖L∞‖u‖Hs ,
with ‖{ck}‖ℓ2 ≤ 1, and Sk−3(Sk−3V · ∇p)∆ku is spectrally supported in an annulus
{|ξ| ∼ 2k}. Then Lemma 2.4 ensures that
‖I1‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs .
Noticing that [Sk−3, Sk−3V ] · ∇p∆ku is spectrally supported in a ball {|ξ| . 2k}
and by (2.6),
‖[Sk−3, Sk−3V ] · ∇p∆ku‖L2 ≤ Cck2−ks‖V ‖W 1,∞‖p‖L∞‖u‖Hs ,
with ‖{ck}‖ℓ2 ≤ 1, we infer from Lemma 2.4 that for s > 0,
‖I2‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs .
In the case of s = 0, we need to decompose I2 as
I2 =
∑
k
[Sk−3, Sk−N0V ] · ∇p∆ku+
∑
k
[Sk−3, (Sk−3 − Sk−N0)V ] · ∇p∆ku,
where we take N0 big enough so that [Sk−3, Sk−N0V ] ·∇p∆ku is spectrally supported
in an annulus {|ξ| ∼ 2j}. Then we have
‖I2‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
Putting the estimates of I1, I2 and I3 together, we deduce that
‖(TV · T∇p − TV ·∇p)u‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs(s > 0),
‖(TV · T∇p − TV ·∇p)u‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
By Bony’s decomposition (2.3), we have
‖TV ·∇p−TV ·∇pu‖Hs ≤ ‖V · ∇p− TV · ∇p‖L∞‖u‖Hs
≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖Hs ,
and if p ∈ Cµ, we have
‖TV ·∇p−TV ·∇pu‖Hs ≤ C‖p‖Cµ‖V ‖W 1,∞‖u‖Hs .
This shows that for s > 0
‖(TTV ·∇p − TV · T∇p)u‖Hs ≤ Cmin (‖p‖L∞‖V ‖B1
∞,1
, ‖p‖Cµ‖V ‖W 1,∞
)‖u‖Hs , (2.8)
and for s = 0,
‖(TTV ·∇p − TV · T∇p)u‖Hs ≤ ‖p‖L∞‖V ‖B1
∞,1
‖u‖Hs . (2.9)
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Next we decompose TV · Tp∇u as
TV · Tp∇u =
∑
j,k
Sj−3V∆j
(
Sk−3p ·∆k∇u
)
=
∑
k
Sk−3V Sk−3p ·∆k∇u
+
∑
j,k
(
Sj−3V − Sk−3V
)
∆j
(
Sk−3p ·∆k∇u
)
,
∑
k
Sk−3V Sk−3p ·∆k∇u+ II1.
On the other hand, we have
TpTV · ∇u =
∑
j
Sj−3p∆j
(
Sj−3V · ∇u
)
+
∑
j,k
Sj−3p∆j
(
(Sk−3 − Sj−3)V · ∇∆ku
)
=
∑
j
Sj−3V Sj−3p ·∆j∇u+
∑
j
Sj−3p[∆j , Sj−3V ] · ∇u
+
∑
j,k
Sj−3p ·∆j
(
(Sk−3 − Sj−3)V · ∇∆ku
)
,
∑
j
Sj−3V Sj−3p · ∇∆ju+ II2 + II3.
This gives
TV · Tp∇u− TpTV · ∇u = II1 − II2 − II3.
Notice that the summation index (j, k) in II3 satisfies |k−j| ≤ N0 for someN0 ∈ N.
Similar to I3, we can deduce that
‖II3‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs .
For II1, we have
‖II1‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs(s > 0),
‖II1‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
We decompose II2 as
II2 =
∑
j
Sj−3p
(
∆j(TSj−3V · ∇u)− TSj−3V · ∇∆ju
)
+
∑
j
Sj−3p∆j
(
Sj−3V · ∇u− TSj−3V · ∇u
)
−
∑
j
Sj−3p
(
Sj−3V · ∇∆ju− TSj−3V · ∇∆ju
)
,II12 + II
2
2 + II
3
2 .
Similar to I2, we have
‖II12‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs(s > 0),
‖II12‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
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Using Bony’s decomposition (2.3), we decompose II22 as
II22 =
∑
j
Sj−3p∆j
(
R(Sj−3V,∇u) + TSj−N0∇u · Sj−3V
)
for some N0 ∈ N. It is easy to prove that for s > 0,
‖Sj−3p∆j
(
R(Sj−3V,∇u) + TSj−N0∇u · Sj−3V
)‖L2 ≤ Ccj2−js‖p‖L∞‖V ‖W 1,∞‖u‖Hs
with ‖{cj}‖ℓ2 ≤ 1. Then Lemma 2.4 ensures that for s > 0,
‖II22‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs .
For s = 0, it is obvious that
‖II22‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
Similarly, we have
‖II32‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs(s > 0),
‖II32‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 .
This proves that
‖TV · Tp∇u− TpTV · ∇u‖Hs ≤ C‖p‖L∞‖V ‖W 1,∞‖u‖Hs(s > 0),
‖TV · Tp∇u− TpTV · ∇u‖L2 ≤ C‖p‖L∞‖V ‖B1
∞,1
‖u‖L2 ,
which together with (2.7)-(2.9) give the proposition. 
Remark 2.22. If the symbol p(t, x, ξ) satisfies
Mm−µ(∂t + TV · ∇p) , sup
|α|≤3d/2+1
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ (∂t + TV · ∇p)‖C−µ <∞
for some µ > 0, then there holds∥∥[Tp, ∂t + TV · ∇]u(t)∥∥Hs
≤ CMm0 (p)‖V (t)‖B1
∞,1
‖u(t)‖Hs+m + CMm−µ
(
(∂t + TV · ∇)p
)‖u(t)‖Hs+m+µ ,
which can be seen from (2.7).
The following proposition will be used in the proof of well-posedness. Although
the estimate is very rough, it is sufficient for our application.
Proposition 2.23. Assume that V ∈ C([0, T ];W 2,∞), ∂tV ∈ C([0, T ];W 1,∞), and
the symbol p = p(t, x, ξ) is homogenous in ξ of order m ∈ R. Then it holds that∥∥(∂t + TV · ∇)[Tp, ∂t + TV · ∇]u(t)∥∥Hs ≤ C(1 + ‖V (t)‖W 2,∞ + ‖∂tV (t)‖W 1,∞)2
× (Mm2 (p) +Mm1 (∂tp) +Mm0 (∂2t p))‖((∂t + TV · ∇)u(t), u(t))‖Hm+s .
Proof.Note that
[Tp, ∂t + TV · ∇]u(t) = −
(
T∂tp + TV T∇p
)
u− (TV Tp − TpTV )∇u.
A direct calculation gives
(∂t + TV · ∇)[Tp, ∂t + TV · ∇]u(t)
= −(∂t + TV · ∇)
(
(T∂tp + TV T∇p)u+ (TV Tp − TpTV )∇u
)
= −[∂t + TV · ∇, T∂tp + TV T∇p]u+ (T∂tp + TV T∇p)(∂t + TV · ∇)u
−[∂t + TV · ∇, (TV Tp − TpTV )](∇u)− [Tp, TV ](∂t + TV · ∇)(∇u).
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It follows from Lemma 2.10 that∥∥(T∂tp + TV T∇p)(∂t + TV · ∇)u∥∥Hs
≤ C(Mm0 (∂tp) + ‖V (t)‖L∞Mm1 (p))‖(∂t + TV · ∇)u‖Hm+s .
We decompose[
∂t + TV · ∇, T∂tp + TV T∇p
]
u
=
[
∂t + TV · ∇, T∂tp
]
u+
[
∂t + TV · ∇, TV
]
T∇pu+ TV
[
∂t + TV · ∇, T∇p
]
u.
Then it follows from Proposition 2.21 and Proposition 2.6 that∥∥[∂t + TV · ∇, T∂tp + TV T∇p]u‖Hs
≤ C(1 + ‖V (t)‖C1+ε + ‖∂tV ‖L∞)2(Mm0 (∇t,xp) +Mm0 (∇2t,xp))‖u(t)‖Hm+s .
We decompose
[Tp, TV ](∂t + TV · ∇)(∇u) = [Tp, TV ]∇(∂t + TV · ∇)u− [Tp, TV ]T∇V · ∇u,
which along with Proposition 2.6 gives∥∥[Tp, TV ](∂t + TV · ∇)(∇u)∥∥Hs
≤ C‖V (t)‖W 1,∞Mm1 (p)
(‖(∂t + TV · ∇)u‖Hm+s + ‖∇V (t)‖L∞‖u‖Hm+s).
We write[
∂t, (TV Tp − TpTV )
]
(∇u) = [T∂tV , Tp](∇u) + [TV , T∂tp](∇u),
from which and Proposition 2.6, we deduce that∥∥[∂t, (TV Tp − TpTV )](∇u)∥∥Hs ≤ C‖(V, ∂tV )‖W 1,∞(Mm1 (p) +Mm1 (∂tp))‖u‖Hm+s .
Finally, we deduce from Corollary 2.9 that∥∥[TV · ∇, [TV , Tp]](∇u)∥∥Hs ≤ C‖V ‖W 2,∞Mm2 (p)‖u‖Hm+s .
Putting the above estimates together, the proposition is proved. 
3. Parabolic evolution equation
Let I = [z0, z1] be a finite interval. We denote by Γ
m
ρ (I×Rd) the space of symbols
a(z;x, ξ) satisfying
Mmρ (a) def= sup
z∈I
sup
|α|≤3d/2+1+ρ
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(z; ·, ξ)‖W ρ,∞ < +∞.
We consider the parabolic evolution equation{
∂zw + Taw = f,
w|z=z0 = w0, (3.1)
where the symbol a ∈ Γ1ρ(I ×Rd) is elliptic in the sense that there exists c1 > 0 such
that for any z ∈ I, (x, ξ) ∈ Rd ×Rd, it holds that
Re a(z;x, ξ) ≥ c1|ξ|. (3.2)
For the elliptic estimates, we need to introduce two kinds of spaces. The first kind
of spaces are intended for Sobolev elliptic estimates:
Xσ(I)
def
= L˜∞z (I;H
σ(Rd)) ∩ L2z(I;Hσ+
1
2 (Rd)),
Y σ(I)
def
= L˜1z(I;H
σ(Rd)) + L2z(I;H
σ− 1
2 (Rd)).
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The second kind of spaces are intended for Ho¨lder elliptic estimates:
Xσp,q(I)
def
= L˜pz(I;B
σ+ 1
p∞,q ),
Y σq (I)
def
= L˜1z(I;B
σ
∞,q) + L˜
2
z(I;B
σ− 1
2∞,q ) + L˜∞z (I;B
σ−1
∞,q ).
Let us recall the following parabolic estimates in Chemin-Lerner type spaces, which
have been essentially proved in [32].
Proposition 3.1. Let a ∈ Γ1ρ(I × Rd) for some ρ > 0. Assume that w0 ∈ Hσ
and f ∈ Y σ(I) for σ ∈ R. Then there exists a unique solution w ∈ Xσ(I) of (3.1)
satisfying
‖w‖Xσ(I) ≤ C
(M1ρ(a))(‖w0‖Hσ + ‖f‖Y σ(I)),
where C is an increasing function depending on c1 and |I|.
Proposition 3.2. Let σ ∈ R, p, q ∈ [1,∞] and a ∈ Γ1ρ(I × Rd) for some ρ > 0.
Assume that w ∈ Xσp,q(I) is a solution of (3.1). Then for any δ > 0,
‖w‖Xσp,q(I) ≤ C
(M1ρ(a))(‖w0‖Bσ∞,q + ‖f‖Y σp,q(I) + ‖w‖L˜pz(I;C−δ)),
where Y σp,q(I) = L˜
p
z(I;B
σ−1+ 1
p∞,q ) and C is an increasing function depending on c1 and
|I|.
4. Elliptic estimates in a strip
The goal of this section is to establish the elliptic estimates in Sobolev spaces
and Besov spaces. These estimates will be used to estimate the Dirichlet-Neumann
operator, the velocity and the pressure.
Throughout this section, we assume that η ∈ C 32+ε(Rd) for some ε > 0 and there
exists some h0 > 0 such that
1 + η(x) ≥ h0 for x ∈ Rd. (4.1)
Let S , {(x, y) : x ∈ Rd,−1 < y < η(x)} be a strip.
In the sequel, we denote by Kη = C(‖η‖
C
3
2+ε
) an increasing function depending
on h0, which may change from line to line; ∇ = (∂x1 , · · · , ∂xd),D = ∇i and ∆ = ∆x.
4.1. Elliptic boundary problem. We consider the elliptic equations in S:
∆x,yφ = g in S, (4.2)
with the Dirichlet boundary condition
φ|y=η = f, φ|y=−1 = fb, (4.3)
or the mixed boundary condition
φ|y=η = f, ∂yφ|y=−1 = 0. (4.4)
Given f, fb ∈ H
1
2 (Rd) and g ∈ H−1(S), the existence and uniqueness of weak
solution for the elliptic equation (4.2)-(4.3) or (4.2)-(4.4) can be deduced by using
Riesz theorem(see [3] for example). Moreover, the solution φ ∈ H1(S) satisfies
‖φ‖H1(S) ≤ C(‖η‖W 1,∞ , h0)
(‖(f, fb)‖
H
1
2
+ ‖g‖H−1(S)
)
. (4.5)
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As a warm-up, we first establish the elliptic estimates in the flat strip S = [−1, 0]×
Rd by using the parabolic estimates. The same ideas will be used to deal with the
general case in the next subsections. In this subsection, we denote that I = [−1, 0].
Proposition 4.1. Let φ be a solution of (4.2)-(4.3). Then for any σ ≥ −12 , there
holds
‖∇x,yφ‖Xσ(I) ≤ C
(‖∇x,yφ‖L2(S) + ‖(f, fb)‖Hσ+1 + ‖g‖Y σ(I)),
‖∇x,yφ‖
Hσ+
1
2 (S) ≤ C
(‖∇x,yφ‖L2(S) + ‖(f, fb)‖Hσ+1 + ‖g‖Hσ− 12 (S)).
Proof. We split the proof into three steps.
Step 1. Estimates on [-1/2, 0]
Let w = χ(y)(∂y − |D|)φ, where χ(y) is a smooth function satisfying χ(−1) = 0
and χ(y) = 1 for y ∈ [−12 , 0]. Then w satisfies
(∂y + |D|)w = χ(y)g + χ′(y)(∂y + |D|)φ , g1, w(−1) = 0.
Then for any y ∈ [−1, 0], we have
w(x, y) =
∫ y
−1
e(y
′−y)|D|g1(x, y′)dy′.
Using the fact(see [40] for example) that there exists c > 0 such that for any y ≤ 0
and p ∈ [1,∞], there holds
‖ey|D|∆jf‖Lp ≤ Cecy2j‖∆jf‖Lp , (4.6)
we can easily deduce that for σ1 = min(σ,
1
2 ),
‖w‖Xσ1 (I) ≤ C
(‖g‖Y σ(I) + ‖∇x,yφ‖L2(S)).
On the other hand, we have
(∂y − |D|)φ = w(y) for y ∈ [−1
2
, 0], φ(0) = f.
Hence, for y ∈ [−12 , 0],
φ(x, y) = ey|D|f +
∫ y
0
e−(y
′−y)|D|w(y′)dy′,
from which and (4.6), we infer that
‖∇x,yφ‖Xσ1 ([− 1
2
,0]) ≤C
(‖f‖Hσ1+1 + ‖w‖Xσ1 (I))
≤C(‖f‖Hσ1+1 + ‖g‖Y σ(I) + ‖∇x,yφ‖L2(S)). (4.7)
Step 2. Estimates on [−1,−1/2]
If we let w = χ(y)(∂y + |D|)φ, where χ(y) is a smooth function satisfying χ(0) = 1
and χ(y) = 1 for y ∈ [−1,−12 ]. Then we have
(∂y − |D|)w = χ(y)g + χ′(y)(∂y − |D|)φ, w(0) = 0,
(∂y + |D|)φ = w for y ∈ [−1,−1
2
], φ(−1) = fb.
Then a similar argument leading to (4.7) gives
‖∇x,yφ‖Xσ1 ([−1,− 1
2
]) ≤ C
(‖fb‖Hσ1+1 + ‖g‖Y σ(I) + ‖∇x,yφ‖L2(S)),
which along with (4.7) gives
‖∇x,yφ‖Xσ1 (I) ≤ C
(‖(f, fb)‖Hσ1+1 + ‖g‖Y σ(I) + ‖∇x,yφ‖L2(S)). (4.8)
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A bootstrap argument will ensure that the inequality (4.8) holds for σ1 = σ.
Step 3. Proof of the second result
To show the second inequality, it suffices to consider the estimate of the normal
derivative. Let σ + 12 = k + σ1 for k ∈ N and σ1 ∈ [0, 1). Using the interpolation
inequality and the elliptic equation, we deduce that
‖∇k∂yφ‖Hσ1 (S) ≤C
(‖∂yφ‖
L2(I;Hσ+
1
2 )
+ ‖∂2yφ‖L2(I;Hσ−12 )
)
≤C(‖∇x,yφ‖
L2(I;Hσ+
1
2 )
+ ‖g‖
Hσ−
1
2 (S)
)
≤C(‖(f, fb)‖Hσ1+1 + ‖g‖Hσ− 12 (S) + ‖∇x,yφ‖L2(S)).
Let us assume that for ℓ ∈ [1, k], there holds
‖∇k−ℓ+1∂ℓyφ‖Hσ1 (S) ≤ C
(‖(f, fb)‖Hσ1+1 + ‖g‖Hσ− 12 (S) + ‖∇x,yφ‖L2(S)).
Then the estimate ‖∂k+1y φ‖Hσ1 (S) can be deduced from
‖∂k+1y φ‖Hσ1 (S) ≤C
(‖∂k−1y ∆φ‖L2(I;Hσ1) + ‖g‖Hσ− 12 (S))
≤C(‖∂yφ‖
L2(I;Hσ+
1
2 )
+ ‖∂kyφ‖L2(I;Hσ1+1) + ‖g‖Hσ− 12 (S)
)
,
and an induction assumption. The proof is finished. 
Next, we give the estimates of φ in the Besov space.
Proposition 4.2. Let φ be a solution of (4.2)-(4.3) with g = g1 + ∂yg2. Let σ ∈
R, q, r ∈ [1,∞]. Then it holds that for any δ > 0,
‖∇x,yφ‖Xσr,q(I) ≤ C
(‖(f, fb)‖Bσ+1∞,q + ‖g1‖Y σq (I) + ‖g2‖Xσr,q(I) + ‖∇x,yφ‖L2z(I;C−δ)).
Proof.Let w = χ(y)(∂y−|D|)φ, where χ(y) is a smooth function satisfying χ(−1) = 0
and χ(y) = 1 for y ∈ [−12 , 0]. Then w satisfies
(∂y + |D|)(w − χ(y)g2) = χ(y)g1 + χ′(y)(∂y + |D|)φ− χ(y)|D|g2 − ∂yχg2 , g
with w(−1) = 0. Then for any y ∈ [−1, 0], we have
(w − χ(y)g2)(x, y) =
∫ y
−1
e(y
′−y)|D|g(y′)dy′.
from which and (4.6), we infer that for σ1 = min(−δ + 13 , σ),
‖w‖Xσ1r,q(I) ≤ C
(‖g1‖Y σq (I) + ‖g2‖Xσr,q(I) + ‖∇x,yφ‖L2z(I;C−δ)).
On the other hand, for y ∈ [−12 , 0],
φ(x, y) = ey|D|f +
∫ y
0
e−(y
′−y)|D|w(y′)dy′,
from which and (4.6), we infer that
‖∇x,yφ‖Xσ1r,q([− 12 ,0]) ≤C
(‖f‖Bσ+1∞,q + ‖w‖Xσ1r,q(I))
≤C(‖f‖Bσ+1∞,q + ‖g1‖Y σq (I) + ‖g2‖Xσr,q(I) + ‖∇x,yφ‖L2z(I;C−δ)).
Similarly, we can deduce that
‖∇x,yφ‖Xσ1r,q([−1,− 12 ]) ≤ C
(‖f‖Bσ+1∞,q + ‖g1‖Y σq (I) + ‖g2‖Xσr,q(I) + ‖∇x,yφ‖L2z(I;C−δ)).
Then the proposition follows by using a bootstrap argument. 
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4.2. Flatten the boundary and paralinearization. Motivated by [23, 3], we flat-
ten the boundary of S by a regularized mapping:
(x, z) ∈ Rd × I 7−→ (x, ρδ(x, z)) ∈ S,
where I = [−1, 0] and ρδ with δ > 0 is given by
ρδ(x, z) = z + (1 + z)e
δz|D|η(x). (4.9)
In the sequel, we denote S = Rd×I with I = [−1, 0]. For a function f(x, y) defined
in S, we denote f˜(x, z) = f(x, ρδ(x, z)).
For any z ∈ [−1, 0], we have
∂zρδ = 1 + η(x) +
(
eδz|D| − 1)η(x) + (1 + z)δeδz|D||D|η(x).
It is easy to show that
‖(eδz|D| − 1)η + δ(1 + z)eδz|D||D|η‖L∞
≤ δ
∫ 0
z
‖eδz′|D||D|η‖L∞dz′ + δ‖eδz|D||D|η(x)‖L∞
≤ Cδ‖|D|η‖L∞ ≤ Cδ‖η‖C1+ε .
Hence, we can take δ small enough depending only on ‖η‖C1+ε and h0 so that
∂zρδ(x, z) ≥ h0
2
for (x, z) ∈ S. (4.10)
We have the following regularity information for the regularized map ρδ, which can
be easily verified by the definition of ρδ.
Lemma 4.3. For any σ ≥ 0, there holds
‖(∇ρδ, ∂zρδ − 1)‖
Xσ−
1
2 (I)
+ ‖(∇ρδ, ∂zρδ − 1)‖Hσ(S) ≤ Kη‖η‖Hσ+12 .
Let p, q ∈ [1,∞] and σ ∈ R. Then we have
‖(∇ρδ , ∂zρδ − 1)‖L˜pz (I;Bσ∞,q) ≤ Kη‖η‖Bσ+1− 1p∞,q
.
We set v(x, z) = φ(x, ρδ(x, z)). It is easy to find that v satisfies
∂2zv + α∆v + β · ∇∂zv − γ∂zv = F0, (4.11)
where F0 = αg(x, ρδ(x, z)) , F00 +∇zG0 and the coefficients α, β, γ are defined by
α =
(∂zρδ)
2
1 + |∇ρδ|2 , β = −2
∂zρδ∇ρδ
1 + |∇ρδ|2 , γ =
1
∂zρδ
(∂2zρδ + α∆ρδ + β · ∇∂zρδ).(4.12)
We collect the following Sobolev and Ho¨lder regularity information for the elliptic
coefficients, which can be proved by using Bony’s decomposition (2.3), Lemma 2.16-
Lemma 2.18 and Lemma 4.3(see Lemma 4.4 in [32]).
Lemma 4.4. If σ > 32 , then it holds that
‖α− 1‖
Xσ−
1
2 (I)
+ ‖β‖
Xσ−
1
2 (I)
+ ‖γ‖
Xσ−
3
2 (I)
≤ Kη‖η‖
Hσ+
1
2
,
‖α− 1‖
L˜1z(I;H
σ+12 )
+ ‖β‖
L˜1z(I;H
σ+12 )
+ ‖γ‖
L˜1z(I;H
σ−12 )
≤ Kη‖η‖
Hσ+
1
2
,
‖α‖
L˜∞z (I;C
1
2+ε)
+ ‖β‖
L˜∞z (I;C
1
2+ε)
+ ‖γ‖
L˜∞z (I;C
−
1
2+ε)
≤ Kη,
‖α‖L˜2z(I;C1+ε) + ‖β‖L˜2z(I;C1+ε) + ‖γ‖L˜2z(I;Cε) ≤ Kη.
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Lemma 4.5. It holds that
‖(α − 1, β)‖Hσ(S) ≤ Kη‖η‖Hσ+12 for σ ≥ 0,
‖γ‖Hσ−1(S) ≤ Kη‖η‖Hσ+12 for σ ≥ 1.
Proof.The lemma follows from Lemma 2.13 and Lemma 4.3. 
In order to obtain the tame elliptic estimates, we paralinearize the elliptic equation
(4.11) as
∂2zv + Tα∆v + Tβ · ∇∂zv = F0 + F1 + F2, (4.13)
with F1, F2 given by
F1 = γ∂zv, F2 = (Tα − α)∆v + (Tβ − β) · ∇∂zv.
Following [3], we decouple the equation (4.13) into a forward and a backward parabolic
evolution equations:
(∂z − Ta)(∂z − TA)v = F0 + F1 + F2 + F3 , F, (4.14)
where
a =
1
2
(− iβ · ξ −√4α|ξ|2 − (β · ξ)2),
A =
1
2
(− iβ · ξ +√4α|ξ|2 − (β · ξ)2),
F3 = (TaTA − Tα∆)v − (Ta + TA + Tβ · ∇)∂zv − T∂zAv.
The symbols a,A satisfy
Lemma 4.6. It holds that
a(z;x, ξ) · A(z;x, ξ) = −α(x, z)|ξ|2,
a(z;x, ξ) +A(z;x, ξ) = −iβ(x, z) · ξ.
Moreover, a,A ∈ M11
2
+ε
with the bounds
M11
2
+ε
(a) ≤ Kη, M11
2
+ε
(A) ≤ Kη.
Proof. The two equalities are obvious. Note that
4α|ξ|2 − (β · ξ)2 ≥ c2|ξ|2
for some c2 > 0 depending only on ‖η‖
C
3
2+ε
. Then the second statement follows from
Lemma 2.12 and Lemma 4.4. 
4.3. Elliptic estimates in Sobolev space. We first present the trace estimate in
terms of the H1 norm of the solution.
Lemma 4.7. Assume that v ∈ H1(S) is a solution of (4.11) in S. Then we have
‖∇v‖
X−
1
2 (I)
≤ C‖v‖H1(S),
‖∂zv‖
X−
1
2 (I)
≤ Kη
(‖F0‖
Y −
1
2 (I)
+ ‖v‖H1(S)
)
.
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Proof. Let vj = ∆jv. Let χ(z) be a smooth function supported in [−34 , 0] and
χ(z) = 1 on [−12 , 0]. For any z ∈ [−12 , 0], we have〈∇vj(z),∇vj(z)〉
H−
1
2
≤2
∫ z
−1
χ(z′)
〈
∂z′∇vj(z′),∇vj(z′)
〉
H−
1
2
dz′
+
∫ z
−1
χ′(z′)
〈∇vj(z′),∇vj(z′)〉
H−
1
2
dz′
≤C‖∇x,zvj‖2L2(S) + C‖v‖2L2(S)
which implies that
‖∇v‖
L˜∞(− 1
2
,0;H−
1
2 )
≤ C‖v‖H1(S).
By the equation (4.11) and Lemma 4.8 in [32], we get〈
∂zvj(z), ∂zvj(z)
〉
H−
1
2
=2
∫ z
−1
χ(z′)
〈
∂2z′vj(z
′), ∂zvj(z′)
〉
H−
1
2
dz′
+
∫ z
−1
χ′(z′)
〈
∂z′vj(z
′), ∂zvj(z′)
〉
H−
1
2
dz′
=2
∫ z
−1
χ(z′)
〈
∆j(F0 − α∆v + β∇∂zv − γ∂zv), ∂zvj
〉
H−
1
2
dz′
+
∫ z
−1
χ′(z′)
〈
∂z′vj(z
′), ∂zvj(z′)
〉
H−
1
2
dz′
≤Ccj
(
‖F0‖
Y −
1
2 (I)
+ ‖divx(α∇v + β∂zv)‖L2z(I;H−1)
+ ‖∇α∇v +∇β∂zv + γ∂zv‖
L˜1z(I;H
−
1
2 )
+ ‖∇x,zv‖L2(I×Rd)
)
‖∂zv‖
X−
1
2 (I)
≤Kηcj
(‖F0‖
Y −
1
2 (I)
+ ‖v‖H1(S)
)‖∂zv‖
X−
1
2 (I)
,
with ‖{cj}‖ℓ1 ≤ 1, which implies that
‖∂zv‖2
L˜∞(− 1
2
,0;H−
1
2 )
≤ Kη
(‖F0‖
Y −
1
2 (I)
+ ‖∇x,zv‖L2(S)
)‖∇x,zv‖
X−
1
2 (I)
.
The same estimates hold for z ∈ [−1,−12 ] by a similar cut-off argument. This gives
‖∇x,zv‖2
X−
1
2 (I)
≤ Kη
(‖F0‖
Y −
1
2 (I)
+ ‖∇x,zv‖L2(S)
)‖∇x,zv‖
X−
1
2 (I)
,
which implies the desired result. 
Remark 4.8. If η ∈ Hs(Rd) for s > d2 + 1, then we have
‖∇x,zv‖
X−
1
2 (I)
≤ C(‖η‖Hs , h0)
(‖F0‖
Y −
1
2 (I)
+ ‖v‖H1(S)
)
.
Indeed, we have ∇α,∇β, γ ∈ Hs− 32 (S), which implies by Lemma 2.10 that
‖∇α∇v +∇β∂zv + γ∂zv‖
L1z(I;H
−
1
2 )
≤ C(‖η‖Hs , h0)‖∇x,zv‖L2(S).
The following elliptic estimates will be used to estimate the velocity in the proof
of well-posedness. Here and in what follows, we denote by Pσ,η = C
(‖η‖Hσ) an
increasing function depending on h0, which may be different from line to line.
Let us first recall the following elliptic estimate for tangential derivatives, which
has been essentially proved in [3].
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Proposition 4.9. Let v ∈ H1(S) be a solution of (4.11) in S with v(x, 0) = f(x)
and v(x,−1) = fb(x). Assume that η ∈ Hs(Rd) for s > d2 + 32 . Then for any
σ ∈ [−12 , s− 12 ], it holds that
‖∇x,zv‖
Xσ−
1
2 (I)
≤ Ps,η
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hσ+12 + ‖F0‖L2z(I:Hσ−1)),
‖∇x,zv‖
Xσ−
1
2 ([a,0])
≤ Ps,η
(‖∇x,zv‖L2(S) + ‖f‖Hσ+12 + ‖F0‖L2z(I:Hσ−1)),
for any a ∈ (−1, 0).
Now we present the elliptic estimate for full derivatives.
Proposition 4.10. Let v ∈ H1(S) be a solution of (4.11) in S with v(x, 0) = f(x)
and v(x,−1) = fb(x). Assume that η ∈ Hs(Rd) for s > d2 + 32 . Then it holds that
‖∇x,zv‖
Hs−
1
2 (S) ≤Ps,η
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hs + ‖F0‖Hs− 32 (S)).
We need the following lemma.
Lemma 4.11. Let σ = s− 12 and σ1 = σ− [σ]. Then for any positive integer k ≤ [σ],
there holds
‖∂k−1z (α∆v + β · ∇∂zv − γ∂zv)‖L2z(I;Hσ1)
≤ Ps,η
(
‖〈D〉σ1∇v‖Hk(S) + ‖〈D〉σ1+
1
2 ∂zv‖Hk−1(S) + ‖∇x,zv‖L∞(S)
+‖〈D〉σ1+ 12∇x,zv‖L∞z (I;L2) + ‖〈D〉
d
2∇x,zv‖L∞z (I;L2)
)
.
Proof.For k = 1, we have by Lemma 2.11 and Lemma 4.4 that
‖α∆v + β · ∇∂zv − γ∂zv‖L2z(I;Hσ1)
≤ C(‖(α − 1, β)‖L∞ + 1)‖〈D〉σ1∇v‖H1(S) + ‖γ‖L∞z (I;C− 12 )‖〈D〉σ1+ 12 ∂zv‖L2(S)
+C‖∇x,zv‖L∞(S)
(‖(α − 1, β)‖L2(I;H1+σ1 ) + ‖γ‖L2(I;Hσ1))
≤ Ps,η
(‖∇x,zv‖L∞(S) + ‖〈D〉σ1∇v‖H1(S) + ‖〈D〉σ1+ 12∂zv‖L2(S)).
Here we used σ1 +
3
2 ≤ s and s > d2 + 32 .
Next we consider the case of k ≥ 2. Let (v, α, β, γ) be an extension of (v, α, β, γ)
to Rd+1 so that
‖∇x,zv‖Hσ(Rd+1) ≤ C‖∇x,zv‖Hσ(S),
‖(α − 1, β)‖Hσ(Rd+1) ≤ C‖(α− 1, β)‖Hσ (S),
‖γ‖Hσ−1(Rd+1) ≤ C‖γ‖Hσ−1(S).
Using Bony’s decomposition (2.3), we write
β∇∂zv =Tβ∇∂zv + T∇∂zvβ +R(β,∇∂zv)
=Tβ∇∂zv + ∂zT∇vβ − T∇v∂zβ +R(β,∇∂zv),
from which and Lemma 2.14, we infer that for any ǫ > 0
‖β∇∂zv‖Hk−1,σ1 ≤ C
(‖β‖L∞ + ‖〈D〉σ1+ǫβ‖L∞z (R;L2) + ‖〈D〉 d2 β‖L∞z (R;L2))‖∇v‖Hk,σ1
+ C
(‖∇x,zv‖L∞ + ‖〈D〉σ1+ǫ∇v‖L∞z (R;L2) + ‖〈D〉 d2∇v‖L∞z (R;L2))‖β‖Hk,σ1 .
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Due to σ1 + ǫ + 1 ≤ s for some ǫ ∈ (0, 1] and s > d2 + 32 , it follows from Lemma 4.5
that
‖β‖L∞ + ‖〈D〉σ1+ǫβ‖L∞z (R;L2) + ‖〈D〉
d
2β‖L∞z (R;L2) + ‖β‖Hk,σ1 ≤ Ps,η.
This shows that
‖〈D〉σ1(β∇∂zv)‖Hk−1(S) ≤ Ps,η
(‖〈D〉σ1∇v‖Hk(S) + ‖∇x,zv‖L∞(S)
+ ‖〈D〉σ1+ǫ∇v‖L∞z (I;L2) + ‖〈D〉
d
2∇v‖L∞z (I;L2)
)
.
Similarly, we have
‖〈D〉σ1(α∆v)‖Hk−1(S) ≤ Ps,η
(‖〈D〉σ1∇v‖Hk(S) + ‖∇x,zv‖L∞(S)
+ ‖〈D〉σ1+ǫ∇v‖L∞z (I;L2) + ‖〈D〉
d
2∇v‖L∞z (I;L2)
)
.
While, we can see from the proof of Lemma 2.14 that
‖〈D〉σ1γ∂zv‖Hk−1,σ1 ≤ C
(‖γ‖
L∞z (R;C
−
1
2 )
+ ‖〈D〉σ1+ǫγ‖L2 + ‖〈D〉
d
2 γ‖L2
)‖〈D〉σ1+ 12 ∂zv‖Hk−1
+ C
(‖∇x,zv‖L∞ + ‖〈D〉σ1+ǫ∂zv‖L∞y (R;L2) + ‖〈D〉 d2 ∂zv‖L∞y (R;L2))‖γ‖Hk−1,σ1 .
We know from Lemma 4.4 and Lemma 4.5 that
‖γ‖
L∞z (R;C
−
1
2 )
+ ‖〈D〉σ1+ǫγ‖L2 + ‖〈D〉
d
2 γ‖L2 + ‖γ‖Hk−1,σ1 ≤ Ps,η.
Then we infer that
‖γ∂zv‖Hk−1(S) ≤ Ps,η
(‖〈D〉σ1∂zv‖
Hk−
1
2 (S) + ‖∇x,zv‖L∞(S)
+ ‖〈D〉σ1+ǫ∂zv‖L∞z (I;L2) + ‖〈D〉
d
2 ∂zv‖L∞z (I;L2)
)
.
Summing up the above estimates, we conclude the lemma. 
Proof of Proposition 4.10.Let σ = s− 12 . Proposition 4.9 ensures that
‖∇x,zv‖
L∞z (I;H
σ−12 )
+ ‖∇x,zv‖L2z(I;Hσ)
≤ Ps,η
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hσ+12 + ‖F0‖L2z(I:Hσ−1)). (4.15)
Assume that for 1 ≤ ℓ ≤ [σ]− 1, there holds
‖∇ℓ+1x,z v‖L2z(I;Hσ−ℓ) ≤Ps,η
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hσ+12 + ‖F0‖Hσ−1(S)). (4.16)
We will prove that the inequality holds for ℓ = [σ] , k. Let σ1 = σ − k. Using the
equation (4.11) and Lemma 4.11, we deduce that
‖∂k+1z v‖L2z(I;Hσ1) ≤ ‖∂k−1z (α∆v + β · ∇∂zv − γ∂zv)‖L2z(I;Hσ1 ) + ‖∂k−1z F0‖L2z(I;Hσ1)
≤ Ps,η
(
‖〈D〉σ1∇v‖Hk(S) + ‖〈D〉σ1+
1
2 ∂zv‖Hk−1(S) + ‖∇x,zv‖L∞z (I;Hσ−12 )
+ ‖〈D〉σ1+ 12∇x,zv‖L∞z (I;L2) + ‖〈D〉
d
2∇x,zv‖L∞z (I;L2)
)
+ ‖F0‖Hσ−1(S). (4.17)
Note that σ1 +
1
2 ≤ σ − 12 , d2 < σ − 12 . This together with (4.15) and (4.16) ensures
that the inequality (4.16) holds for ℓ = [σ].
Using Lemma 2.13, Lemma 4.5 and the interpolation, we obtain
‖∂k+1z v‖Hσ1 (S) ≤‖∂k−1z (α∆v + β · ∇∂zv − γ∂zv)‖Hσ1 (S) + ‖∂k−1z F0‖Hσ1 (S)
≤Ps,η
(‖∇∇x,zv‖Hk−1+σ1 (S) + ‖〈D〉 12 ∂zv‖Hk−1+σ1 (S))+ ‖F0‖Hσ−1(S)
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≤Ps,η
(‖∇x,zv‖L2z(I;Hk+σ1) + ‖∂k+1z v‖L2z(I;Hσ1))+ ‖F0‖Hσ−1(S),
which together with (4.15) and (4.17) implies the proposition. 
4.4. Tame elliptic estimates. To prove the break-down criterion, we need to es-
tablish the tame elliptic estimates. In this subsection, we assume that η ∈ Hs+ 12 (Rd)
for s > d2 + 1.
The following elliptic estimate will be used to estimate the Drichlet-Neumann op-
erator and the pressure.
Proposition 4.12. Let I0 = [a, 0] for a ∈ (−1, 0). Assume that v ∈ Hs+1(S) is a
solution of (4.11) in S with v(x, 0) = f(x). Then there exists an interval I1 ⊂ (−1, 0)
so that for all σ ∈ [−12 , s− 12 ],
‖∇x,zv‖Xσ(I0) ≤ Kη
(‖∇x,zv‖L2(S) + ‖f‖Hσ+1 + ‖F00‖Y σ(I) + ‖G0‖Xσ(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S˜)).
Here S˜ = Rd × I1. Moreover, if σ < s − 12 , ‖∇x,zv‖L∞(S˜) can be replaced by
‖∇x,zv‖L∞z (I1;C0).
The proof of the proposition need the following lemma, which can be proved by
using Bony’s decomposition, Lemma 2.16 and Lemma 2.18. Since the proof is almost
the same as those in [32], we omit the details.
Lemma 4.13. Let I1 ⊆ I be an interval and S˜ = Rd × I1. For any σ ≤ s − 12 , it
holds that
‖F1‖Y σ(I1) ≤ Kη
(‖∂zv‖L2z(I1;Hσ) + ‖∂zv‖L∞(S˜)‖η‖Hs+12 ),
‖F2‖Y σ(I1) ≤ Kη‖∇x,zv‖L∞(S˜)‖η‖Hs+12 ,
‖F3‖Y σ(I1) ≤ Kη‖∇v‖L2z(I1;Hσ) for any σ ∈ R.
If σ < s− 12 , ‖∇x,zv‖L∞(S˜) can be replaced by ‖∇x,zv‖L∞z (I1;C0).
Proof of Proposition 4.12. As in [3], the proof uses the induction argument.
Suppose that there exits I2 = [ξ0, 0] ⊆ I1 with ξ0 ∈ (−1, a) such that for some
σ ∈ [−12 , s− 12), there holds
‖∇x,zv‖Xσ(I2) ≤ Kη
(‖∇x,zv‖L2(S) + ‖f‖Hσ+1 + ‖F00‖Y σ(I) + ‖G0‖Xσ(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S˜)).
This is indeed true for σ = −12 by Lemma 4.7. We will show that the above inequality
still holds when σ and I2 are replaced by σ + δ1 and I3, where σ + δ1 ≤ s − 12 with
δ1 ∈ (0, 12 ], and I3 = [ξ1, 0] with ξ1 = ξ0 + 12 (a− ξ0) ∈ (ξ0, a).
Let χ be a smooth function such that χ(ξ0) = 0 and χ(z) = 1 for z ≥ ξ1. Set
w = χ(z)(∂z − TA)v − χ(z)G0. Then w satisfies
∂zw − Taw = F ′, w(ξ0) = 0,
where F ′ = χ(z)
(
F00 + F1 + F2 + F3
)
+ χ′(z)((∂z − TA)v −G0) + χ(z)TaG0.
We deduce from Proposition 2.6 and Lemma 4.6 that for δ1 ≤ 12 ,
‖(∂z − TA)v‖L2(I2;Hσ+δ1) ≤ Kη‖∇x,zv‖L2(I2;Hσ+δ1),
which along with Lemma 4.13 gives
‖F ′‖Y σ+δ1(I2) ≤‖F0‖Y σ+δ1(I2) +Kη‖G0‖Xσ(I2)
+Kη
(‖∇x,zv‖L∞(I2×Rd)‖η‖Hs+12 + ‖∇x,zv‖Xσ(I2)). (4.18)
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Then it follows from Proposition 3.1 that
‖w‖Xσ+δ1 (I2) ≤ Kη‖F‖Y σ+δ1(I2)
≤ Kη
(‖F0‖Y r+δ1(I) + ‖G0‖Xσ(I) + ‖∇x,zv‖Xσ(I2) + ‖∇x,zv‖L∞(I2×Rd)‖η‖Hs+12 ).
(4.19)
To obtain the estimate of v, we consider the backward parabolic equation
∂zv − TAv = w +G0 in I3, v|z=0 = f.
Take ∇ to the equation of v to get
(∂z − TA)∇v = ∇(w +G0) + T∇Av, ∇v|z=0 = ∇f.
By Remark 2.8 and Lemma 4.6, we have
‖T∇Av‖
L2z(I3;H
σ+δ1−
1
2 )
≤ Kη‖∇v‖L2z(I3;Hσ+δ1).
Then Proposition 3.1, (4.19) and the induction assumption ensure that
‖∇v‖Xσ+δ1 (I3) ≤ Kη
(‖w‖Xσ+δ1 (I3) + ‖G0‖Xσ+δ1 (I3) + ‖f‖Hσ+1+δ1 + ‖∇v‖L2(I3;Hσ+δ1))
≤ Kη
(‖f‖Hσ+1+δ1 + ‖F0‖Y σ+δ1(I) + ‖G0‖Xσ+δ1(I3) + ‖∇x,zv‖Xσ(I2) + ‖∇x,zv‖L∞(I2×Rd)‖η‖Hs+12 )
≤ Kη
(‖∇x,zv‖L2(S) + ‖f‖Hσ+δ1+1 + ‖F0‖Y σ+δ1(I) + ‖G0‖Xσ+δ1 (I3) + ‖∇x,zv‖L∞(I2×Rd)‖η‖Hs+12 ).
The same estimate holds for ∂zv by using ∂zv = TAv + w +G0.
In the case when σ + δ1 < s − 12 , ‖∇x,zv‖L∞(I2×Rd) in (4.18) can be replaced by
‖∇x,zv‖L∞z (I2;B0∞,∞) by Lemma 4.13, and so does the final result. 
The following elliptic estimate will be used to estimate the velocity in the proof of
break-down criterion.
Proposition 4.14. Assume that v ∈ Hs+ 12 (S) is a solution of (4.11) in S with
v(x, 0) = f(x) and v(x,−1) = fb(x). Let k = s− 12 be an integer. Then it holds that
‖∇x,zv‖Hk(S) ≤ Kη
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hs
+ ‖F0‖Hk−1(S) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S)
)
.
Let us first present the tame estimate for the tangential derivatives.
Lemma 4.15. Assume that v ∈ Hs+1(S) is a solution of (4.11) in S with v(x, 0) =
f(x) and v(x,−1) = fb(x). Then for all σ ∈ [−12 , s− 12 ] , it holds that
‖∇x,zv‖Xσ(I) ≤ Kη
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hσ+1 + ‖F0‖Y σ(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S)).
Proof. Because the proof is similar to Proposition 4.12, we just present a sketch.
Assume that for some σ ∈ [−12 , s− 12), there holds
‖∇x,zv‖Xσ(I) ≤ Kη
(‖∇x,zv‖L2(S) + ‖f‖Hσ+1 + ‖F0‖Y σ(I) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S)).
We show that the above inequality still holds when σ is replaced by σ + δ1, where
σ + δ1 ≤ s− 12 with δ1 ∈ (0, 12 ].
Let χ be a smooth function such that χ(−1) = 0 and χ(z) = 1 for z ∈ [−12 , 0]. Set
w = χ(z)(∂z − TA)v. Then (w, v) satisfies
∂zw − Taw = F˜ , w(−1) = 0,
∂zv − TAv = w, v(0) = f,
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where F˜ = χ(z)
(
F0 + F1 + F2 + F3
)
+ χ′(z)(∂z − TA)v. Using the same argument of
Proposition 4.12, we can deduce that
‖∇x,zv‖Xσ+δ1 ([− 1
2
,0])
≤ Kη
(‖∇x,zv‖L2(S) + ‖f‖Hσ+δ1+1 + ‖F0‖Y σ+δ1(I) + ‖∇x,zv‖L∞(S)‖η‖Hs+12 ).
On the other hand, the equation (4.13) can also be decoupled into a backward and
forward parabolic evolution equations, i.e.,
(∂z − TA)(∂z − Ta)v = F0 + F1 + F2 + F˜3,
where
F˜3 = (TATa − Tα∆)v − (Ta + TA + Tβ · ∇)∂zv − T∂zav.
Now we let χ be a smooth function such that χ(0) = 0 and χ(z) = 1 for z ∈ [−1,−12 ].
Set w = χ(z)(∂z − Ta)v. Then (w, v) satisfies
∂zw − TAw = F˜ , w(0) = 0,
∂zv − Tav = w, v(−1) = fb,
A similar argument ensures that
‖∇x,zv‖Xσ+δ1 ([−1− 1
2
])
≤ Kη
(‖∇x,zv‖L2(S) + ‖fb‖Hσ+δ1+1 + ‖F0‖Y σ+δ1(I) + ‖∇x,zv‖L∞(S)‖η‖Hs+12 ).
This together with the estimates in the interval [−12 , 0] gives the lemma. 
Proof of Proposition 4.14.Lemma 4.15 ensures that
‖∇x,zv‖
L∞(I;Hk−
1
2 )
+‖∇x,zv‖L2(I;Hk) ≤ Kη
(‖∇x,zv‖L2(S) + ‖(f, fb)‖Hs
+ ‖F0‖L2z(I:Hk−1) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S)
)
. (4.20)
Let us assume that for 0 ≤ ℓ ≤ k − 1, there holds
‖∇ℓ+1x,z v‖L2(I;Hk−ℓ) ≤Kη
(
‖∇x,zv‖L2(S) + ‖(f, fb)‖Hs
+
∑
ℓ′≤ℓ−1
‖∇ℓ′x,zF0‖L2(S) + ‖η‖Hs+12 ‖∇x,zv‖L∞(S)
)
. (4.21)
Next we show that the inequality holds for ℓ = k. Using the equation (4.11), we
get
‖∂k+1z v‖L2(S) ≤ ‖∂k−1z (α∆v + β · ∇∂zv − γ∂zv)‖L2(S) + ‖∂k−1z F0‖L2(S). (4.22)
As in the proof of Proposition 4.10, let (v, α, β, γ) be an extension of (v, α, β, γ) to
Rd+1 keeping the corresponding Sobolev norm. We infer from Lemma 2.11 that
‖(α − 1)∆v‖Hk−1 ≤C‖α− 1‖L∞‖∇2v‖Hk−1 + C‖∇v‖L∞‖α− 1‖Hk
≤C‖α− 1‖L∞(S)‖∇2v‖Hk−1(S) + C‖∇v‖L∞(S)‖α− 1‖Hk(S)
Similarly, we have
‖β∇∂zv‖Hk−1 ≤ C‖β‖L∞(S)‖∇∇x,zv‖Hk−1(S) + C‖∇xv‖L∞(S)‖β‖Hk(S).
Using Bony’s decomposition (2.3), we write
γ∂zv = Tγ∂zv + T∂zvγ +R(∂zv, γ).
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It follows from Lemma 2.2 that
‖Sj−3γ∆j(∂zv)‖L2 ≤C‖γ‖L∞z (R;C− 12 )‖〈D〉
1
2∆j(∂zv)‖L2
≤Ccj2−j(k−1)‖γ‖
L∞z (R;C
−
1
2 )
‖〈D〉 12 ∂zv‖Hk−1
with ‖{cj}‖ℓ2 ≤ 1. Then Lemma 2.4 ensures that
‖Tγ∂zv‖Hk−1 ≤C‖γ‖L∞z (R;C− 12 )‖〈D〉
1
2 ∂zv‖Hk−1 .
By Lemma 2.10, we have
‖T∂zvγ‖Hk−1 ≤ C‖∂zv‖L∞(S)‖γ‖Hk−1(S),
and for k > 1, we have
‖R(∂zv, γ)‖Hk−1 ≤ C‖∂zv‖L∞(S)‖γ‖Hk−1(S).
This proves that for k > 1,
‖γ∂zv‖Hk−1 ≤ C‖∂zv‖L∞(S)‖γ‖Hk−1(S) + C‖γ‖L∞z (I;C− 12 )‖〈D〉
1
2 ∂zv‖Hk−1(S).
For k = 1, it is obvious that
‖γ∂zv‖L2 ≤ C‖γ‖L2z(I;L∞)‖∂zv‖L∞z (I;L2).
The above estimates together with Lemma 4.4 and Lemma 4.5 ensure that
‖∂k−1z (α∆v + β · ∇∂zv − γ∂zv)‖L2(S)
≤ C‖∇x,zv‖L∞(S)
(‖(α − 1, β)‖Hk(S) + ‖γ‖Hk−1(S))+C‖(α, β)‖L∞(S)‖∇∇x,zv‖Hk−1(S)
+C‖γ‖
L∞z (I;C
−
1
2 )
‖〈D〉 12 ∂zv‖Hk−1(S) + C‖γ‖2L2z(I;L∞)‖∂zv‖L∞z (I;L2)
≤ C‖∇x,zv‖L∞(S)‖η‖Hs +Kη
(‖∇∇x,zv‖Hk−1(S) + ‖〈D〉 12 ∂zv‖Hk−1(S) + ‖∂zv‖L∞z (I;L2)),
from which and (4.22), we infer that
‖∂k+1z v‖L2(S) ≤ C‖∇x,zv‖L∞(S)‖η‖Hs
+Kη
(‖∇∇x,zv‖Hk−1(S) + ‖〈D〉 12∂zv‖Hk−1(S) + ‖∂zv‖L∞z (I;L2))+ ‖∂k−1z F0‖L2(S).
which along with (4.20) and (4.21) implies the proposition by the interpolation. 
4.5. Elliptic estimates in Besov space. In this subsection, we present the elliptic
estimates in Besov space which will be used in the proof of break-down criterion.
Proposition 4.16. Let I0 = [a, 0] and I1 = [b, 0] with b < a. Let q ∈ [1,∞], r ∈ [0, 12 ].
Assume that v ∈ Xrq (I1) is a solution of the elliptic equation
∂2zv + α∆v + β · ∇∂zv − γ∂zv = F00 + ∂zG0 in S
with v(x, 0) = f(x). Then it holds that for any δ > 0,
‖∇x,zv‖Xrq (I0) ≤ Kη
(
‖f‖Br+1∞,q + ‖F00‖Y rq (I) + ‖G0‖Xrq (I)
+ ‖∇x,zv‖L∞z (I0;C−δ) + ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )
)
.
Here Xrq (I0) = L˜
∞
z (I0;B
r∞,q).
Let us recall the following lemma from [32], which can be proved by using Bony’s
decomposition (2.3), Lemma 2.17 and Lemma 2.18.
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Lemma 4.17. Let I0 = [a, 0] and I1 = [b, 0] with b < a. Then for any r ≤ 12 and
q ∈ [1,∞], it holds that
‖F1‖
L˜2z(I1;B
r− 12
∞,q )
≤Kη
(‖∇x,zv‖L˜∞z (I0;C− ε2 ) + ‖∂zv‖L˜∞z (I0;Br− 12∞,q )
+ ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )
)
,
‖F2‖
L˜2z(I1;B
r− 12
∞,q )
≤Kη
(‖∇x,zv‖L˜∞z (I0;C− ε2 ) + ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )),
‖F3‖
L˜2z(I1;B
r− 12
∞,q )
≤Kη
(‖∇x,zv‖L˜∞z (I0;C− ε2 ) + ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )).
Proof of Proposition 4.16.Let χ be a smooth function supported in I1 and χ(z) =
1 for z ∈ I0. Set w = χ(z)(∂z − TA)v. Then (w, v) satisfies
∂zw − Taw = F˜ , w(b) = 0,
∂zv − TAv = w in [a, 0], v(0) = f,
where F˜ = χ(z)
(
F00 + ∂zG0 + F1 + F2 + F3
)
+ χ′(z)(∂z − TA)v.
Let w1 = w − χ(z)G0. Then w1 satisfies
∂zw1 − Taw1 = F˜ − ∂z(χ(z)G0)− χ(z)TaG0, w(b) = 0.
Then Proposition 3.2 together with Lemma 4.17 and Proposition 2.7 ensures that
‖w −G0‖Xr2,q(I0) ≤Kη
(‖F˜ − χ(z)∂zG0‖Y rq (I1) + ‖G0‖Xrq (I1) + ‖w‖L˜2z (I1;C−δ))
≤Kη
(‖F00‖Y rq (I) + ‖G0‖Xrq (I1) + ‖∇x,zv‖L˜∞z (I0;Br−12∞,q )
+ ‖∇x,zv‖L˜∞z (I0;C− ε2 ) + ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )
)
.
Note that (∂z−TA)∇v = ∇(w−G0)+∇G0+T∇Av on I0. It follows from Proposition
3.2, Lemma 4.6 and Remark 2.8 that
‖∇v‖Xrq (I0) ≤ Kη
(‖f‖Br+1∞,q + ‖w −G0‖L˜2z(I0;Br+12∞,q ) + ‖G0‖Xrq (I1) + ‖∇x,zv‖L˜∞z (I0;Br− 12∞,q ) + ‖∇x,zv‖L˜∞z (I0;C−δ))
≤ Kη
(‖f‖Br+1∞,q + ‖F00‖Y rq (I) + ‖G0‖Xrq (I1) + ‖∇x,zv‖L˜∞z (I0;Br− 12∞,q )
+ ‖∇x,zv‖L˜∞z (I0;C− ε2 ) + ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )
)
.
The same estimate for ∂zv can be deduced by using ∂zv = TAv + w and Proposition
2.7. Thus, we obtain
‖∇x,zv‖Xrq (I0) ≤Kη
(‖f‖Br+1∞,q + ‖F00‖Y rq (I) + ‖G0‖Xrq (I1) + ‖∇x,zv‖L˜∞z (I0;Br−12∞,q )
+ ‖∇x,zv‖L˜∞z (I0;C− ε2 ) + ‖∇x,zv‖L˜2z(I1\I0;C− ε2 )
)
.
This together with the interpolation inequality
‖∇x,zv‖
L˜∞z (I0;B
r− 12
∞,q ∩C−
ε
2 )
≤ Kη‖∇x,zv‖L∞z (I0;C−δ) +
1
4Kη
‖∇x,zv‖L˜∞z (I0;Br∞,q)
implies the proposition. 
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4.6. Interior W 1,p estimate. We consider the elliptic equation
∆x,yφ = divx,yg in S. (4.23)
Given a point X0 = (x0, y0) ∈ Rd ×R, let Br(X0) be a ball of radius r centered at
X0. We have the following interior W
1,p estimate.
Proposition 4.18. Suppose that φ ∈ H1(S) is a solution of (4.23) with g ∈ Lp(S)
for p ≥ 2. Let Ix = [−1 + c1h0, η(x) − c2h0], where c1, c2 > 0 and c1 + c2 < 1. Then
there exits δ1 > 0 depending only on ‖η‖C1+ε , h0 and c1, c2 so that Bδ1(X0) ⊆ S for
any X0 ∈ {(x, y) : x ∈ Rd, y ∈ Ix} and
‖φ‖W 1,p(Bδ1/2(X0)) ≤ Kη
(‖g‖Lp(Bδ1 (X0)) + ‖∇x,yφ‖L2(Bδ1 (X0))).
Proof.Given any point X0 ∈ Rd × Ix. Let φ be a solution of the elliptic equation in
Bδ1(X0):
∆x,yφ = divx,yg in Bδ1(X0), φ|∂Bδ1 (X0) = 0.
The classical W 1,p elliptic estimate ensures that
‖φ‖W 1,p(Bδ1 (X0)) ≤ C(δ1)‖g‖Lp(Bδ1 (X0)).
Then by using the interior gradient estimate of the harmonic function φ − φ, we
deduce that
‖φ‖W 1,p(Bδ1/2(X0)) ≤‖φ− φ‖W 1,p(Bδ1/2(X0)) + ‖φ‖W 1,p(Bδ1/2(X0))
≤C(δ1)
(‖∇x,y(φ− φ)‖L2(Bδ1 (X0)) + ‖φ‖W 1,p(Bδ1 (X0)))
≤C(δ1)
(‖∇x,yφ‖L2(Bδ1 (X0)) + ‖g‖Lp(Bδ1 (X0))).
The proof is finished. 
5. Dirichlet-Neumann operator
In this section, we assume that η ∈ C 32+ε(Rd) for some ε > 0 and satisfies (4.1).
We will use some notations from section 4.
5.1. Definition and paralinearization. We consider the boundary value problem{
∆x,yφ = 0 in S,
φ|y=η(x) = f, φ|y=−1 = 0. (5.1)
where S = {(x, y) : x ∈ Rd,−1 < y < η(x)}. Given f ∈ H 12 (Rd), the existence of
the variation solution φ with ∇x,yφ ∈ L2(S) can be deduced by using Riesz theorem,
see [3] for example. Moreover, it holds that
‖∇x,yφ‖L2(S) ≤ C(‖η‖W 1,∞ , h0)‖f‖H 12 . (5.2)
Let η ∈ Hs(Rd) for s > d2 + 32 . This together with Proposition 4.10 yields that for
any σ ∈ [−12 , s − 1],
‖φ˜‖
Hσ+
3
2 (S) ≤ Ps,η‖f‖Hσ+1 . (5.3)
Definition 5.1. Given η, f, φ as above, the Dirichlet-Neumann(DN) operator G(η)
is defined by
G(η)f
def
=
√
1 + |∇η|2∂nφ
∣∣
y=η
.
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The DN operator is a positive self-adjoint operator. More precisely, for any f, g ∈
H
1
2 (Rd), we have
〈G(η)f, g〉 = 〈f,G(η)g〉,
〈G(η)f, f〉 = ‖∇x,yφ‖L2(S) ≥ c‖f‖2
H
1
2
.
In terms of φ˜, the Dirichlet-Neumann operator G(η) can be written as
G(η)f =
(1 + |∇ρδ|2
∂zρδ
∂z φ˜−∇ρδ · ∇φ˜
)∣∣∣
z=0
.
Following [3], we first paralinearize G(η). We set
ζ1 =
1 + |∇ρδ|2
∂zρδ
∣∣
z=0
, ζ2 = ∇ρδ
∣∣
z=0
.
It is easy to show that
‖ζ1 − 1‖Hs−1 + ‖ζ2‖Hs−1 ≤ Kη‖η‖Hs . (5.4)
Using Bony’s decomposition (2.3), we decompose G(η) as
G(η)f =∂zφ˜+ Tζ1−1∂zφ˜+ T∂z φ˜(ζ1 − 1) +R(ζ1 − 1, ∂z φ˜)− Tiζ2·ξφ˜
− T∇φ˜ · ζ2 −R(ζ2,∇φ˜)
∣∣
z=0
.
Replacing ∂zφ˜ by TAφ˜, we get
G(η)f = Tλf +R(η)f, (5.5)
where λ = ζ1A− iζ2 · ξ
∣∣
z=0
with
A =
1
2
(−iβ · ξ +
√
4α|ξ|2 − (β · ξ)2), (5.6)
and R(η) is the remainder of DN operator given by
R(η)f =
[(
Tζ1TA − Tζ1A
)
φ˜− Tζ1(∂z − TA)φ˜
+
(
S2(∂zφ˜) + T∂z φ˜(ζ1 − 1) +R(ζ1 − 1, ∂z φ˜)− T∇φ˜ · ζ2 −R(∇φ˜, ζ2)
)]∣∣∣∣
z=0
,R1(η)f +R2(η)f +R3(η)f. (5.7)
5.2. Sobolev estimate of the remainder. In this subsection, we present Sobolev
estimates for the remainder in the case when the boundary is smooth, which will used
in the proof of the uniform estimates of the approximate solutions.
Proposition 5.2. Assume that η ∈ Hs(Rd) for s > d2 + 2. Then it holds that
‖R(η)f‖Hs−1 ≤ Ps,η‖f‖Hs−1 .
Proof.Thanks to the fact that for s > d2 + 2,
M01 (ζ1) +M11(A) ≤ Ps,η,
we deduce from Proposition 2.6 and (5.3) that
‖R1(η)f‖Hs−1 ≤Ps,η‖∇φ˜‖L∞z (I;Hs−2) ≤ Ps,η‖f‖Hs−1 .
By Lemma 2.10 and (5.4), we have
‖R3(η)f‖Hs−1 ≤C‖∇x,zφ˜‖L∞z (I;L2) + Ps,η‖∇x,zφ˜‖L∞(S)
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≤Ps,η‖∇x,zφ˜‖L∞z (I;Hs−2) ≤ Ps,η‖f‖Hs−1 .
For R2(η), we get by Lemma 2.10 that
‖R2(η)f‖Hs−1 ≤ Ps,η‖(∂z − TA)φ˜‖L∞z ([− 12 ,0];Hs−1). (5.8)
While by the proof of Proposition 4.12, we know that w = χ(z)(∂z − TA)φ˜ satisfies
∂zw − Taw = F ′, w(−1) = 0.
where F ′ = χ(z)
(
F1+F2+F3
)
+χ′(z)(∂z−TA)φ˜ and χ is a smooth function satisfying
χ(−1) = 0 and χ(z) = 1 for z ∈ [−12 , 0]. Then it follows from Proposition 3.1, Lemma
5.3 and (5.3) that
‖(∂z − TA)φ˜‖Xs−1([− 1
2
,0]) ≤‖w‖Xs−1(I)
≤Ps,η
( 3∑
i=1
‖Fi‖
L2z(I;H
s− 32 )
+ ‖∇x,zφ˜‖Xs−2(I)
)
≤Ps,η‖f‖Hs−1 ,
which along with (5.8) gives
‖R2(η)f‖Hs−1 ≤ Ps,η‖f‖Hs−1 .
Putting the estimates of Ri(η)f together concludes the proposition. 
Lemma 5.3. Let s > d2 + 2. It holds that for i = 1, 2, 3,
‖Fi‖
L2z(I;H
s− 32 )
≤ Ps,η‖∇x,zφ˜‖Xs−2(I).
Proof.Recall that F1 = γ∂z v˜. It follows from Lemma 2.13 that
‖F1‖
L2z(I;H
s− 32 )
≤C‖γ‖L∞‖∂zφ˜‖
L2z(I;H
s− 32 )
+ C‖∂zφ˜‖L∞‖γ‖
L2z(I;H
s− 32 )
≤C‖γ‖L∞z (I;Hs−2)‖∂zφ˜‖L2z(I;Hs− 32 ) + C‖∂zφ˜‖L∞z (I;Hs−2)‖γ‖L2z(I;Hs− 32 )
≤Ps,η‖∇x,zφ˜‖Xs−2(I).
Recall that
F2 = (Tα − α)∆φ˜+ (Tβ − β) · ∇∂zφ˜.
Then we get by Lemma 2.10 that
‖F2‖
L2z(I;H
s− 32 )
≤C‖∇x,zφ˜‖L∞
(
1 + ‖α− 1‖
L2z(I;H
s− 12 )
+ ‖β‖
L2z(I;H
s− 12 )
)
≤Ps,η‖∇x,zφ˜‖Xs−2(I).
Recall that
F3 = (TaTA − Tα∆)φ˜− (Ta + TA + Tβ · ∇)∂zφ˜− T∂zAφ˜.
For s > d2 + 2, we have
M01(a) +M11(A) ≤ Ps,η.
Then we deduce from Lemma 4.6 and Proposition 2.6 that
‖F3‖
L2z(I;H
s− 32 )
≤ Ps,η‖∇x,zφ˜‖Xs−2(I).
The proof is finished. 
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5.3. Tame estimate of the remainder. In this subsection, we present tame esti-
mates for the remainder in the case when the boundary has more one half derivative
than f . The result will be used in the proof of the break-down criterion.
Proposition 5.4. Assume that η ∈ Hs+ 12 (Rd) for s > d2 + 1. Let I1 be as in
Proposition 4.12 and S˜ = Rd × I1. It holds that
‖R(η)f‖
Hs−
1
2
≤ Kη
(‖f‖Hs + ‖∇x,zφ˜‖L∞(S˜)‖η‖Hs+12 ),
‖R(η)f‖Hs−1 ≤ Kη
(‖f‖
Hs−
1
2
+ ‖∇x,zφ˜‖L∞z (I1;C0)‖η‖Hs+12
)
.
Proof.Note that A ∈ Γ11
2
+ε
(I ×Rd) and ζ1 ∈ Γ01
2
+ε
(Rd) with the bound
M11
2
+ε
(A) +M01
2
+ε
(ζ1) ≤ Kη . (5.9)
Then we get by Proposition 2.6, (5.4), Proposition 4.12 and (5.2) that
‖R1(η)f‖
Hs−
1
2
≤Kη‖∇φ˜‖L∞z ([z0,0];Hs−1)
≤Kη
(‖∇x,zφ˜‖L2(S) + ‖f‖Hs + ‖∇x,zφ˜‖L∞z (I1;C0)‖η‖Hs+12 )
≤Kη
(‖f‖Hs + ‖∇x,zφ˜‖L∞z (I1;C0)‖η‖Hs+12 ).
Similarly, we deduce from Lemma 2.10 that
‖R3(η)f‖
Hs−
1
2
≤Kη‖∇x,zφ˜‖L∞(S˜)‖η‖Hs+12 + ‖∂z φ˜‖L∞z ([z0,0];Hs−1)
≤Kη
(‖f‖Hs + ‖∇x,zφ˜‖L∞(S˜)‖η‖Hs+12 ).
While by the proof of (4.19), we see that
‖(∂z − TA)φ˜‖
L∞z ([z0,0];H
s−12 )
≤Kη
(‖∇x,zφ˜‖Xs−1([z0,0]) + ‖∇x,zφ˜‖L∞(S˜)‖η‖Hs+12 )
≤Kη
(‖f‖Hs + ‖∇x,zφ˜‖L∞(S˜)‖η‖Hs+ 12 ).
Then we get by Lemma 2.10 that
‖R2(η)f‖
Hs−
1
2
≤ Kη‖(∂z − TA)φ˜‖
L∞z ([z0,0];H
s−12 )
≤ Kη
(‖f‖Hs + ‖∇x,zφ˜‖L∞(S˜)‖η‖Hs+12 ).
This completes the proof of the first inequality. The second inequality can be proved
similarly. 
5.4. Ho¨lder estimate of the remainder.
Proposition 5.5. Let I0 = [−12 , 0] and I1 = [−34 , 0]. It holds that for any δ > 0,
‖R(η)f‖
C
1
2
≤ Kη
(‖f‖C1 + ‖∇x,zφ˜‖L˜∞z (I0;C−δ) + ‖∇x,zφ˜‖L˜2z(I1\I0;C− ε2 )).
Proof.Thanks to (5.9), we get by Proposition 2.7 that
‖R1(η)f‖
C
1
2
≤Kη‖∇φ˜‖L∞z (I0;C0).
We can see from the proof of Proposition 4.16 that
‖(∂z − TA)φ˜‖
L˜∞z ([− 14 ,0];C
1
2 )
≤ Kη(‖∇x,zφ˜‖L˜∞z (I0;C0) + ‖∇x,zφ˜‖L˜2z(I1\I0;C− ε2 )),
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which together with Lemma 2.10 gives
‖R2(η)f‖
C
1
2
≤ Kη‖(∂z − TA)φ˜‖
L∞z ([− 14 ,0];C
1
2 )
≤ Kη(‖∇x,zφ˜‖L˜∞z (I0;C0) + ‖∇x,zφ˜‖L˜2z(I1\I0;C− ε2 )).
By Lemma 2.10 again, we get
‖R3(η)f‖
C
1
2
≤ Kη‖∇x,zφ˜‖L∞z (I;C0).
This together with Proposition 4.16 shows that
‖R(η)f‖
C
1
2
≤ Kη(‖∇x,zφ˜‖L˜∞z (I0;C0) + ‖∇x,zφ˜‖L˜2z(I1\I0;C− ε2 ))
≤ Kη
(‖f‖B1
∞,∞
+ ‖∇x,zφ˜‖L˜∞z (I0;C−δ) + ‖∇x,zφ˜‖L˜2z(I1\I0;C− ε2 )
)
.
This finishes the proof. 
6. New formulation and paralinearization
6.1. New formulation. First of all, we derive the evolution equations for the free
surface and the trace of the velocity on the boundary. We denote
V ,
(
v1, · · · , vd)∣∣
y=η
, Vb ,
(
v1, · · · , vd)∣∣
y=−1, B , v
d+1
∣∣
y=η
,
a , −∂yP |y=η, ζ , ∇η.
Using the fact that for any function f = f(t, x, y),
(∂t + V · ∇)(f |y=η) =
(
∂tf + v · ∇x,yf
)∣∣
y=η
,
we deduce from (1.1) that
(∂t + V · ∇)B = a− 1, (6.1)
(∂t + V · ∇)V + aζ = 0, (6.2)
(∂t + Vb · ∇)Vb +∇P |y=−1 = 0. (6.3)
Let ω be the vorticity of the fluid, which is defined by
ω =
(
ωi,j
)
1≤i,j≤d+1, ωi,j = ∂xiv
j − ∂xjvi.
The motion of the fluid is determined by the vorticity equation
ωt + v · ∇x,yω = ω ⊗∇x,yv in Ωt. (6.4)
Here (ω ⊗∇x,yv)i,j = ωk,i∂jvk + ωk,j∂ivk.
The velocity v can be recovered from the vorticity ω by solving the elliptic equation{
∆x,yv = −∇x,y × ω in Ωt,
v|y=η = (V,B), v|y=−1 = (Vb, 0). (6.5)
where ω =
(
ωi,j
)
1≤i,j≤d+1 with ωi,j = ∂xiv
j − ∂xjvi. The pressure P of the fluid is
determined by solving the following elliptic equation:{
−∆x,yP = ∂ivj∂jvi in Ωt,
P |y=η = 0, ∂yP |y=−1 = −1.
(6.6)
We decompose the velocity v into the irrotational part vir and the rotational part
vω, i.e., {
∆x,yvir = 0 in Ωt,
vir|y=η = (V,B), vir|y=−1 = 0, (6.7)
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and {
∆x,yvω = −∇x,y × ω in Ωt,
vω|y=η = 0, vω|y=−1 = (Vb, 0). (6.8)
It follows from (1.4) that
(∂t + V · ∇)ζ = ∇B −
∑
j
∇Vjζj. (6.9)
Then a direct calculation yields
∂xiB − ∂xiVj∂xjη
= ∂xiv
d+1 + ∂xiη∂yv
d+1 − ∂xjη
(
∂xiv
j + ∂xiη∂yv
j
)∣∣
y=η
=
(
∂yv
i − ∂xjvi · ∂xjη
)
+ ∂xiη
(
∂yv
d+1 − ∂xjη∂xjvd+1
)
+
(
ωi,d+1 − ∂xjηωij + ∂xiη∂xjηωj,d+1
)∣∣
y=η
=
(
∂yv
i
ir − ∂xjviir · ∂xjη
)
+ ∂xiη
(
∂yv
d+1
ir − ∂xjη∂xjvd+1ir
)
+
(
∂yv
i
ω − ∂xjviω · ∂xjη
)
+ ∂xiη
(
∂yv
d+1
ω − ∂xjη∂xjvd+1ω
)
+
(
ωi,d+1 − ∂xjηωij + ∂xiη∂xjηωj,d+1
)∣∣
y=η
= G(η)Vi + ∂xiηG(η)B +R
i
ω,
where
Riω ,
(
∂yv
i
ω − ∂xjviω · ∂xjη
)
+ ∂xiη
(
∂yv
d+1
ω − ∂xjη∂xjvd+1ω
)
+
(
ωi,d+1 − ∂xjηωij + ∂xiη∂xjηωj,d+1
)∣∣
y=η
.
Thus, ζ = ∇η satisfies
(∂t + V · ∇)ζ = G(η)V + ζG(η)B +Rω. (6.10)
The term Rω induced by the vorticity will lead the system to lose one half derivative.
6.2. Paralinearization. We paralinearize the system (6.1), (6.2) and (6.10). For
this end, we introduce so called good unknown U = V + TζB. Applying Bony’s
decomposition and (5.5) to (6.1), (6.2) and (6.10), we obtain{
(∂t + TV · ∇)V + Taζ + Tζ(∂t + TV · ∇)B = h1,
(∂t + TV · ∇)ζ = TλU + h2 +Rω, (6.11)
where
h1 , (TV − V ) · ∇V −R(a, ζ) + Tζ(TV − V ) · ∇B,
h2 , (TV − V ) · ∇ζ + [Tζ , Tλ]B + (ζ − Tζ)TλB +R(η)V + ζR(η)B.
Let Dt , ∂t + TV · ∇. In terms of good unknown, the first equation of (6.11) can be
rewritten as
DtU + Taζ = h1 + [Dt, Tζ ]B. (6.12)
Taking Dt on both sides of (6.12), we get
D2tU + TaDtζ = Dth1 + [Ta,Dt]ζ +Dt[Dt, Tζ ]B,
which along with the second equation of (6.11) gives
D2tU + TaλU = f + fω, (6.13)
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where (f, fω) is given by
f , Dth1 + (Taλ − TλTa)U + [Ta,Dt]ζ +Dt[Dt, Tζ ]B − Tah2, fω , −TaRω.
Similarly, we have
D2t ζ + Taλζ = g + gω, (6.14)
where (g, gω) is given by
g , Dth2 + [Dt, Tλ]U + Tλ(h1 +Dt[Dt, Tζ ]B) + (Taλ − TλTa)ζ, gω , DtRω.
7. Estimate of the pressure
The pressure P satisfies{
−∆x,yP = ∂i
(
vj∂jv
i
)
= ∂iv
j∂jv
i in Ωt,
P |y=η = 0, ∂yP |y=−1 = −1.
(7.1)
Here v is the velocity. In this section, we denote P1 , P + y.
7.1. H2 estimate of the pressure.
Lemma 7.1. Let P be a solution of (7.1). It holds that
‖∇x,yP1‖L2(Ωt) ≤ Kη
(‖∇x,yv‖L∞(Ωt)‖v‖L2(Ωt) + ‖η‖H 12 ).
Proof.Let η(t, x, y) = χ(y)e(y−η(t,x))|D|η for y ≤ η(t, x), where χ is a smooth function
satisfying χ(0) = 1 and χ(y) = 0 for y ≤ −1 + h0/2. Then P2 , P + y − η satisfies{
−∆x,yP2 = ∆x,yη + ∂i
(
vj∂jv
i
)
in Ωt,
P2|y=η = 0, ∂yP2|y=−1 = 0.
Thanks to vd+1|y=−1 = 0, we get by integration by parts that∫
Ωt
|∇x,yP2|2dxdy =
∫
Ωt
(
∆x,yη + ∂i∂j(v
jvi)
)
P2dxdy
= −
∫
Ωt
(
∂j(v
jvh) + ∂y(v
hvd+1)
) · ∇P2dxdy
−
∫
Ωt
∂y(v
d+1vd+1)∂yP1dxdy −
∫
Ωt
∇x,yη · ∇x,yP2dxdy
≤ C(‖∇x,yv‖L∞(Ωt)‖v‖L2(Ωt) + ‖∇x,yη‖L2(Ωt))‖∇x,yP2‖L2(Ωt),
from which, we deduce
‖∇x,yP2‖L2(Ωt) ≤ C
(‖∇x,yv‖L∞(Ωt)‖v‖L2(Ωt) + ‖∇x,yη‖L2(Ωt)).
Then the lemma follows by uisng the fact that
‖∇x,yη‖L2(Ωt) ≤ C(‖η‖W 1,∞ , h0)‖η‖H 12 .
This completes the proof. 
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Next, we give the higher estimates of pressure:
Lemma 7.2. Let P be a solution of (7.1). It holds that
‖∇x,yP1‖H1(Ωt) ≤ Kη
(‖∇x,yv‖L∞(Ωt)‖v‖H1(Ωt) + ‖η‖H 32 ).
Proof.Let P2 be as in the proof of Lemma 7.1. Then P˜2 satisfies{
∂2z P˜2 + α∆P˜2 + β · ∇∂zP˜2 − γ∂zP˜2 = F0,
P˜2|z=0 = 0, ∂zP˜2|z=−1 = 0,
(7.2)
where F0 = α∂˜ivj ∂˜jvi + α∆˜x,yη. It follows from (7.2) that∫
S
∂2z P˜2∆P˜2dxdz +
∫
S
α|∆P˜2|2dxdz +
∫
S
β · ∇∂zP˜2∆P˜2dxdz
=
∫
S
γ∂zP˜2∆P˜2dxdz +
∫
S
F0∆P˜2dxdz.
By integration by parts, we get∫
S
∂2z P˜2∆P˜2dxdz =−
∫
S
∂2z∇P˜2 · ∇P˜2dxdz =
∫
S
|∇∂zP˜2|2dxdz.
Thanks to the definition of α, β, it is easy to see that there exists c > 0 depending
on ‖η‖W 1,∞ , h0 so that∫
S
∂2z P˜2∆P˜2dxdz +
∫
S
α|∆P˜2|2dxdz +
∫
S
β · ∇∂zP˜2∆P˜2dxdz
≥ c
∫
S
(|∆P˜2|2 + |∇∂zP˜2|2)dxdz.
Hence, we obtain∫
S
(|∆P˜1|2 + |∇∂zP˜1|2)dxdz ≤ C(‖γ∂zP˜1‖L2(S) + ‖F0‖L2(S))‖∆P˜1‖L2(S).
It follows from Lemma 4.4 that
‖γ∂zP˜2‖L2(S) ≤ C‖γ‖L2z(I:L∞)‖∂zP˜2‖L∞z (I:L2) ≤ Kη‖∂zP˜2‖
1
2
L2(S)‖∂z∇P˜1‖
1
2
L2(S).
This shows that for any ǫ > 0,
‖∆P˜2‖L2(S) + ‖∇∂zP˜2‖L2(S) ≤‖F0‖L2(S) +Kη‖∂zP˜1‖L2(S) + ǫ‖∂z∇P˜2‖L2(S). (7.3)
Using the equation (7.2), we infer that
‖∂2z P˜2‖L2(S) ≤ Kη
(‖∆P˜2‖L2(S) + ‖∇∂zP˜2‖L2(S)
+ ‖∂zP˜2‖
1
2
L2(S)‖∂
2
z P˜2‖
1
2
L2(S) + ‖F0‖L2(S)
)
,
which along with (7.3) gives by taking ǫ small that
‖∇2x,zP˜2‖L2(Ωt) ≤Kη
(‖F0‖L2(S) + ‖∂zP˜1‖L2(S))
≤Kη
(‖η‖
H
3
2
+ ‖∇x,yv‖L∞(Ωt)‖∇x,yv‖L2(Ωt) + ‖∂zP˜1‖L2(S)
)
.
Then the lemma follows by using Lemma 7.1. 
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Next let us turn to H1 estimate of (∂t + v · ∇x,y)P , DtP . Using the equation
(1.1), a direct calculation gives{
∆x,yDtP = ∂kP∆x,yvk +G,
DtP |y=η = 0, ∂yDtP |y=−1 = ∇ · vh + ∂yvh · ∇P, (7.4)
where
G =4δij∂iv
k∂j∂kP − 2(∂ivj)(∂jvk)∂kvi
=4∂k(∂iv
k∂iP )− 2(∂ivj)(∂jvk)∂kvi.
Recall ωi,k = ∂iv
k − ∂kvi. We have
∂kP ·∆x,yvk = ∂i(∂kPωi,k)− ∂i∂kPωi,k = ∂i(∂kPωi,k).
Lemma 7.3. Let DtP be a solution of (7.4). It holds that
‖∇x,yDtP‖L2(Ωt) ≤ Kη
(
1 + ‖∇x,yv‖2L∞(Ωt)
)(‖v‖H1(Ωt) + ‖η‖H 32 ).
Proof. We get by integration by parts that∫
Ωt
|∇x,yDtP |2dxdy +
∫
Rd
∂yDtPDtP |y=−1dx
= −
∫
Ωt
(
4(∂iv
k∂iP )∂kDtP + ∂kPωi,k∂iDtP + 2(∂ivj)(∂jvk)∂kviDtP
)
dxdy
+
∫
Rd
(∂kPωd+1,k)DtP + (∂ivd+1∂iP )DtPdx
∣∣
y=−1
≤ C(‖∇x,yv‖L2(Ωt) + ‖∇x,yv‖L∞(Ωt)‖∇x,yP1‖L2(Ωt))‖∇x,yDtP‖L2(Ωt)
+ C‖∇x,yv‖2L∞(Ωt)‖∇x,yv‖L2(Ωt)‖DtP‖L2(Ωt)
+ C‖∇x,yv‖L∞(Ωt)‖∇x,yP1(·,−1)‖L2(Rd)‖DtP (·,−1)‖L2 +
∫
Rd
∇ · vhDtP |y=−1dx.
Here we used divv = 0. By the boundary condition of (7.4), we have∫
Rd
∂yDtPDtP −∇ · vhDtP |y=−1dx =
∫
Rd
(∂yv
h · ∇P )DtP |y=−1dx
≤‖∇x,yv‖L∞(Ωt)‖∇x,yP1(·,−1)‖L2‖DtP (·,−1)‖L2
≤Kη‖∇x,yv‖L∞(Ωt)‖∇x,yP1‖H1(Ωt)‖DtP‖H1(Ωt)
Thanks to DtP |y=η = 0 so that
‖DtP‖L2(Ωt) ≤ Kη‖DtP‖H1(Ωt).
we deduce that
‖∇x,yDtP‖L2(Ωt) ≤ Kη
(
1 + ‖∇x,yv‖2L∞(Ωt)
)(‖∇x,yP1‖H1(Ωt) + ‖∇x,yv‖L2(Ωt)),
which together with Lemma 7.2 concludes the lemma. 
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7.2. Ho¨lder estimate of the pressure. In the sequel, we denote
A(t) , 1 + ‖v(t)‖W 1,∞(Ωt) + ‖v(t)‖H1(Ωt) + ‖η(t)‖H 32 . (7.5)
First, we give the Ho¨lder estimate of the pressure.
Lemma 7.4. Let I0 = [−34 , 0] and P be a solution of (7.1). Then it holds that
‖∇x,zP˜‖
L˜∞z (I0;C
1
2 )
≤ KηA(t)2.
Proof.Apply Proposition 4.16 with F0 = α∂˜ivj ∂˜jvi and G0 = 0 to obtain
‖∇x,zP˜‖
L˜∞z (I0;C
1
2 )
≤Kη
(‖F0‖L˜2z(I;C0) + ‖∇x,zP˜‖L˜∞z (I0;C−δ) + ‖∇x,zP˜‖L˜2z(I1\I0;C− ε2 )),
where I1 = [−78 , 0] and δ > 0 is taken so that −δ + d2 ≤ −12 . It is obvious that
‖F0‖L2z(I;C0) ≤ Kη‖∇x,yv‖2L∞(Ωt).
It follows from Lemma 4.7 and Lemma 7.1 that
‖∇x,zP˜‖L˜∞z (I0;C−δ) ≤‖∇x,zP˜1‖L˜∞z (I0;C−δ) + ‖∇x,zρδ‖L˜∞z (I0;C−δ)
≤C‖∇x,zP˜1‖
L∞z (I0;H
−
1
2 )
+ C‖η‖L∞
≤Kη
(‖∇x,yP1‖L2(Ωt) + ‖F0‖L2z(I;L2))+ C‖η‖L∞
≤Kη
(‖∇x,yv‖L∞(Ωt)‖v‖H1(Ωt) + ‖η‖H 12 + 1).
Take c1, c2 ∈ (0, 1) depending on Kη, a such that ρδ(x, I1 \ I0) ∈ S1 =
{
(x, y) : y ∈
[−1 + c1h0, η(x) − c2h0]
}
. Let δ1 be as in Proposition 4.18. Then for p big enough
depending on ε and d, we have
‖∇x,zP˜‖L˜2z(I1\I0;C− ε2 ) ≤C(δ1)‖∇x,zP˜1‖L2z(I;L2) + C‖η‖W 1,∞
+ sup
X0∈S1
‖∇x,yP‖Lp(Bδ1 (X0)),
which together with Proposition 4.18 and Lemma 7.1 implies that
‖∇x,zP˜‖L˜2z(I1\I0;C− ε2 ) ≤ Kη
(‖∇x,yv‖2L∞(Ωt) + ‖∇x,yP1‖L2(Ωt))+Kη
≤ KηA(t)2. (7.6)
Putting the above estimates together concludes the lemma. 
Next, we give the estimate of ∇x,zD˜tP in Besov space:
Lemma 7.5. Let I0 = [−34 , 0] and DtP be a solution of (7.4). Then it holds that
‖∇x,zD˜tP‖L˜∞z (I0;B0∞,1) ≤ Kη
(
1 + ‖∇x,zv˜‖L∞z (I;B0∞,1)
)
A(t)2.
Proof.We denote
F0 =
d∑
i=1
∂i
(
α
(
∂˜kPω˜i,k + 4∂˜kvi∂˜kP
))− 2α(∂˜ivj)(∂˜jvk)∂˜kvi
+
( d∑
i=1
(∂zαi − ∂iα)
(
∂˜kPω˜i,k + 4∂˜kvi∂˜kP
)
− ∂zαd+1
(
∂˜kPω˜d+1,k + 4∂˜kvd+1∂˜kP
))
, F 10 + F
2
0 + F
3
0 , (7.7)
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G0 =−
d∑
i=1
αi
(
∂˜kPω˜i,k + 4∂˜kvi∂˜kP
)
+ αd+1
(
∂˜kPω˜d+1,k + 4∂˜kvd+1∂˜kP
)
, (7.8)
where α1 = α
∂iρδ
∂zρδ
for i = 1, · · · d and αd+1 = α∂zρδ . Then DtP satisfies
∂2zDtP + α∆DtP + β · ∇∂zDtP − γ∂zDtP = F0 + ∂zG0.
We apply Proposition 4.16 to obtain
‖∇x,zD˜tP‖L˜∞z (I0;B0∞,1) ≤ Kη
(‖F0‖Y 01 (I) + ‖G0‖L˜∞z (I0;B0∞,1) + ‖∇x,zD˜tP‖L˜∞z (I0;C−δ)
+ ‖∇x,zD˜tP‖L˜2z(I1\I0;C− ε2 )
)
,
where I1 = [−78 , 0]. By Lemma 7.6 and Lemma 7.4, we have
‖F0‖Y 01 (I) + ‖G0‖L˜∞z (I0;B0∞,1)
≤ Kη‖∇x,zv˜‖L˜∞z (I;B0∞,1)
(‖∇x,yv‖2L∞(Ωt) + ‖∇x,zP˜‖L˜∞z (I;C 12 ))
≤ Kη‖∇x,zv˜‖L˜∞z (I;B0∞,1)A(t)
2. (7.9)
We get by Lemma 7.3 and Lemmma 4.7 that
‖∇D˜tP‖L˜∞z (I0;C−δ) ≤C‖∇D˜tP‖L∞z (I0;H− 12 ) ≤ C‖∇x,yDtP‖L2(Ωt)
≤Kη
(
1 + ‖∇x,yv‖L∞(Ωt)
)
A(t)2.
On the other hand, for z ∈ [−1, 0],
∂zD˜tP (x, z) =
∫ z
−1
∂2z D˜tP (x, z′)dz′
= G(z) −G(−1) +
∫ z
−1
(
F0 − α∆D˜tP + β∇∂zD˜tP − γ∂zD˜tP
)
dz′.
From Lemma 4.8 in [32] and Lemma 7.3, we know that
‖α∆D˜tP − β∇∂zD˜tP + γ∂zD˜tP‖L1z(−1,0;H−1) ≤Kη‖∇x,zD˜tP‖L2(S)
≤Kη
(
1 + ‖∇x,yv‖L∞(Ωt)
)
A(t),
which along with (7.9) implies
‖∂zD˜tP‖L˜∞z (I0;C−δ) ≤ Kη
(
1 + ‖∇x,z v˜‖L˜∞z (I;B0∞,1)
)
A(t)2.
A similar argument leading to (7.6) yields
‖∇x,zD˜tP‖L˜2z(I1\I0;C− ε2 )
≤ Kη
(‖∇x,yv‖L∞(Ωt)‖∇x,yP‖L∞(Ωt) + ‖∇x,yv‖3L∞(Ωt) + ‖∇x,yDtP‖L2(Ωt))
≤ Kη
(
1 + ‖∇x,yv‖L∞(Ωt)
)
A(t)2.
Putting the above estimates together concludes the lemma. 
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Next, we give the estimates of F0 and G0.
Lemma 7.6. Let F0 and G0 be given by (7.7) and (7.8) respectively. Then we have
‖F0‖Y 01 (I) + ‖G0‖L˜∞z (I;B0∞,1)
≤ Kη‖∇x,z v˜‖L˜∞z (I;B0∞,1)
(‖∇x,yv‖2L∞(Ωt) + ‖∇x,zP˜‖L∞z (I;C 12 )).
Proof.We can deduce from Lemma 2.17, Lemma 2.18 that for δ < 0,
‖fg‖L˜pz(I;Bδ∞,1) ≤ C‖f‖L˜pz(I;B0∞,1)‖g‖L∞(S),
‖fg‖
L˜pz(I;B0∞,1)
≤ C‖f‖
L˜pz(I;B0∞,1)
‖g‖
L˜∞z (I;B
0
∞,1)
,
which together with Lemma 4.4 imply that
‖G0‖L˜∞z (I;B0∞,1) ≤ Kη‖∇x,yv‖L∞(Ωt)‖∇x,zP˜‖L˜∞z (I;C 12 ),
‖F 10 ‖L˜∞z (I;B−1∞,1) ≤ Kη‖∇x,zv˜‖L˜∞z (I;B0∞,1)‖∇x,zP˜‖L˜∞z (I;C 12 ),
‖F 20 ‖
L˜2z(I0;B
−
1
2
∞,1)
≤ Kη‖∇x,yv‖2L∞(Ωt)‖∇x,zv˜‖L˜∞z (I;B0∞,1),
‖F 30 ‖
L˜2z(I;B
−
1
2
∞,1)
≤ Kη‖∇x,yv‖L∞(Ωt)‖∇x,zP˜‖L˜∞z (I;C 12 ).
Here we also used the fact that
‖∇˜x,yv‖L˜∞z (I;B0∞,1) ≤ Kη‖∇x,zv˜‖L˜∞z (I;B0∞,1).
This gives the lemma by the definition of Y 01 (I). 
7.3. Sobolev estimate of the pressure.
Lemma 7.7. Let I0 = [−12 , 0] and P be a solution of (7.1). Then it holds that
‖∇x,zP˜1‖
Xs−
1
2 (I0)
≤ KηA(t)2
(‖∇x,z v˜‖L2z(I;Hs−1) + ‖η‖Hs+12 ),
‖∇x,yP1(·,−1)‖Hs ≤ KηA(t)2
(‖∇x,zv˜‖
Hs−
1
2 (S) + ‖η‖Hs+12
)
.
Proof.Apply Proposition 4.12 with F0 = α(∂˜ivj ∂˜jvi) and f = 0 to obtain
‖∇x,zP˜1‖
Xs−
1
2 (I0)
≤ Kη
(‖∇x,zP˜1‖L2(S) + ‖F0‖Y s− 12 (I)
+ ‖η‖
Hs+
1
2
‖∇x,zP˜1‖L∞(Rd×I1)
)
with I1 = [−34 , 0]. By Lemma 2.11 and Lemma 4.4, we have
‖F0‖
Y s−
1
2 (I)
≤‖∂˜ivj ∂˜jvi‖L2z(I;Hs−1) + ‖(α− 1)(∂˜ivj ∂˜jvi)‖L2z(I;Hs−1)
≤Kη‖∂˜ivj‖L∞(S)‖∂˜jvi‖L2z(I;Hs−1) + C‖∂˜ivj‖2L∞(S)‖α− 1‖L2z(I;Hs−1)
≤Kη
(‖∇x,yv‖L∞(Ωt)‖∇x,zv˜‖L2z(I;Hs−1) + ‖∇x,yv‖2L∞(Ωt)‖η‖Hs− 12 ),
which along with Lemma 7.1 and Lemma 7.4 gives the first inequality.
In fact, the first inequality also holds with [a, 0] for a > −1 instead of I0. This
implies there exists y0 ∈ (−1,−1 + h0) so that
‖P1(·, y0)‖Hs ≤ KηA(t)2
(‖∇x,z v˜‖L2z(I;Hs−1) + ‖η‖Hs+12 ).
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Let S1 = Rd × [−1, y1] where y1 < y0. Then the standard elliptic estimate ensures
that
‖∇x,yP1‖
Hs+
1
2 (S1)
≤C(‖P1(·, y0)‖Hs + ‖∇x,yv∇x,yv‖
Hs−
1
2 (S1)
)
≤KηA(t)2
(‖∇x,zv˜‖L2z(I;Hs−1) + ‖∇x,yv‖Hs− 12 (S1) + ‖η‖Hs+12 ),
which together with the fact that
‖∇x,yv‖
Hs−
1
2 (S1)
≤ Kη
(‖∇x,zv˜‖
Hs−
1
2 (S) + ‖η‖Hs+12
)
,
implies the second inequality by the trace theorem. 
7.4. Estimate of a. Recall that a(t, x) = −(∂yP )(t, x, η(t, x)).
Lemma 7.8. It holds that
‖a‖
C
1
2
≤ KηA(t)2,
‖Dta‖B0
∞,1
≤ Kη
(
1 + ‖v˜‖L∞z (I;B1∞,1)
)
A(t)2.
Proof.The first inequality is a direct consequence of Lemma 7.4 and Lemma 4.5 by
using ∂yP =
∂zP˜
∂zρδ
. To show the second inequality, we write
∂ta+ TV · ∇a =∂y(∂t + v · ∇x,yP )− ∂yv · ∇x,yP |y=η + (TV − V ) · ∇a
=
∂zD˜tP
∂zρδ
− ∂z v˜
∂zρ
· (∇P˜ − ∇ρδ
∂zρδ
∂zP˜ ,
∂zP˜
∂zρ
)∣∣
z=0
+ (TV − V ) · ∇a
,I1 + I2 + I3.
Using Lemma 2.10, Lemma 2.12 and Lemma 4.5, it is easy to show that
‖I1‖B0
∞,1
≤ Kη‖∂zD˜tP‖L∞z (I;B0∞,1),
‖I2‖B0
∞,1
≤ Kη‖∇x,zP˜‖
L∞z (I;C
1
2 )
‖∇x,zv˜‖L∞z (I;B0∞,1),
‖I3‖B0
∞,1
≤ C‖V ‖B1
∞,1
‖a‖
C
1
2
≤ C‖v˜‖L∞z (I;B1∞,1)‖a‖C 12 ,
which along with Lemma 7.4 and Lemma 7.5 lead to the second inequality. 
Lemma 7.9. It holds that
‖a− 1‖
Hs−
1
2
≤ KηA(t)2
(‖∇x,zv˜‖L2z(I;Hs−1) + ‖η‖Hs+12 ).
Proof.Note that a− 1 = 1∂zρδ ∂zP˜1
∣∣
z=0
. Then we deduce from Lemma 2.11, Lemma
2.12 and Lemma 4.5 that
‖a− 1‖
Hs−
1
2
≤ Kη
(‖∂zP˜1‖
L∞z ([− 12 ,0];H
s−12 )
+ ‖η‖
Hs+
1
2
)
,
which together with Lemma 7.7 yields the result. 
8. Estimate of the velocity
The velocity v satisfies{
∆x,yv = −∇x,y × ω in Ωt,
v|y=η = (V,B), v|y=−1 = (Vb, 0).
Here ω is the vorticity.
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8.1. Sobolev estimate of the velocity. The following H1 estimate is classical:
‖v‖H1(Ωt) ≤ Kη
(‖ω‖L2(Ωt) + ‖(V,B, Vb)‖H 12 ). (8.1)
This together with Proposition 4.12 and Proposition 4.14 ensures that
Lemma 8.1. Let I0 = [a, 0] for a ∈ (−1, 0). It holds that
‖∇x,zv˜‖Xs−1(I0) ≤ Kη
(‖(V,B, Vb)‖Hs + ‖ω˜‖
Hs−
1
2 (S) + ‖∇x,yv‖L∞(Ωt)‖η‖Hs+12
)
.
If s− 12 is an integer, we have
‖∇x,z v˜‖
Hs−
1
2 (S) ≤ Kη
(‖(V,B, Vb)‖Hs + ‖ω˜‖
Hs−
1
2 (S) + ‖∇x,yv‖L∞(Ωt)‖η‖Hs+12
)
.
8.2. The estimate of the irrotational part. The irrotational part vir of the ve-
locity is defined by {
∆x,yvir = 0 in Ωt,
vir|y=η = (V,B), vir|y=−1 = 0.
Lemma 8.2. Let I0 = [−34 , 0]. It holds that
‖∇x,zv˜ir‖L˜∞z (I0;C0) ≤ KηA(t),
‖∇x,zv˜ir‖L˜∞z (I0;B0∞,1) ≤ Kη
(‖v˜‖L∞(I;B1
∞,1)
+ ‖v‖H1(Ωt)
)
,
where A(t) is given by (7.5).
Proof.Let I1 = [−78 , 0]. It follows from Proposition 4.16 that
‖∇x,zv˜ir‖L˜∞z (I0;C0) ≤ Kη
(‖(V,B)‖C1 + ‖∇x,zv˜ir‖L˜∞z (I0;C−δ) + ‖∇x,zv˜ir‖L˜2z(I1\I0;C− ε2 ))
for any δ > 0. Take δ > 0 so that −δ + d2 ≤ −12 . Then we get by Lemma 4.7 that
‖∇x,zv˜ir‖L˜∞z (I0;C−δ) ≤C‖∇x,zv˜ir‖L∞(I0;H− 12 )
≤Kη‖∇x,yvir‖L2(Ωt) ≤ Kη‖(V,B)‖H 12 .
While, Proposition 4.18 implies that
‖∇x,zv˜ir‖L˜2z(I1\I0;C− ε2 ) ≤ Kη‖∇x,yvir‖L2(Ωt) ≤ Kη‖(V,B)‖H 12 .
This shows that
‖∇x,z v˜ir‖L˜∞z (I0;C0) ≤Kη
(‖(V,B)‖C1 + ‖(V,B)‖H 12 ) ≤ KηA(t).
Similar argument leads to
‖∇x,zv˜ir‖L˜∞z (I0;B0∞,1) ≤Kη
(‖(V,B)‖B1
∞,1
+ ‖(V,B)‖
H
1
2
)
≤Kη
(‖v˜‖L∞(I;B1
∞,1)
+ ‖v‖H1(Ωt)
)
.
This finishes the proof. 
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With Lemma 8.2, we deduce from Proposition 5.4 and Proposition 5.5 that
Proposition 8.3. It holds that
‖R(η)(V,B)‖
C
1
2
≤ KηA(t),
‖R(η)(V,B)‖Hs−1 ≤ Kη
(‖(V,B)‖
Hs−
1
2
+A(t)‖η‖
Hs+
1
2
)
,
‖R(η)(V,B)‖
Hs−
1
2
≤ Kη
(‖(V,B)‖Hs + (‖v˜‖L∞(I;B1
∞,1)
+A(t))‖η‖
Hs+
1
2
)
.
8.3. The estimate of the rotational part. The rotational part vω of the velocity
is defined by {
∆x,yvω = −∇x,y × ω in Ωt,
vω|y=η = 0, vω|y=−1 = (Vb, 0).
Lemma 8.4. Let I0 = [−34 , 0]. It holds that
‖∇x,z v˜ω‖L˜∞z (I0;C0) ≤ KηA(t),
‖∇x,z v˜ω‖L˜∞z (I0;B0∞,1) ≤ Kη
(‖v˜‖L∞(I;B1
∞,1)
+ ‖v‖H1(Ωt)
)
,
‖∇x,z v˜ω‖Xs−1([− 1
2
,0]) ≤ Kη
(‖Vb‖
H
1
2
+ ‖ω˜‖
Hs−
1
2 (S) +A(t)‖η‖Hs
)
.
Proof. The first two inequalities follows from Lemma 8.2 and the fact vω = v − vir.
Then we get by Proposition 4.12 that
‖∇x,z v˜ω‖Xs−1([− 1
2
,0]) ≤Kη
(‖∇x,yvω‖L2(Ωt) + ‖ω˜‖Hs− 12 (S) + ‖∇x,yv˜ω‖L˜∞z (I0;C0)‖η‖Hs),
which along with the first inequality yields the third inequality. 
Next we show that (∂t+ v · ∇x,y)vω , Dtvω has the similar estimates. It is easy to
verify that Dtvω satisfies{
∆x,yDtvω = Gω in Ωt,
Dtvω|y=η = 0, Dtvω|y=−1 = (V˙b, 0).
where V˙b = (∂t + Vb · ∇)Vb and
Gω = −∇x,y ×Dtω +∇x,y · (ω · ∇x,y × v) +∇× (ω · ∇vω) + 2∂i(∇kvi · ∇kvω).
It is easy to find that Gω can be rewritten G˜ω = G˜
0
ω +∇zG˜1ω where G1ω satisfies that
(by Lemma 2.13 and Lemma 4.3),
‖G˜0ω‖L2(I0;Hs−32 ) + ‖G˜
1
ω‖L2(I0;Hs−12 )
≤ Kη
(‖∇x,yv‖2L∞(Ωt) + ‖∇x,yv‖L∞(Ωt)‖∇x,yvω‖L∞(Ωt))‖η‖Hs+12
+Kη
(‖∇x,yv‖L∞(Ωt) + ‖∇x,yvω‖L∞(Ωt))‖∇x,zv˜‖L2(I0;Hs− 12 )
+Kη‖∇x,yv‖L∞(Ωt)‖∇x,zv˜ω‖L2(I0;Hs− 12 ).
Lemma 8.5. It holds that
‖∇x,zD˜tvω‖L˜∞([− 1
2
,0];C0) ≤ Kη
(
1 + ‖v˜‖L∞(I;B1
∞,1)
)
A(t)2,
‖∇x,zD˜tvω‖Xs−1([− 1
2
,0]) ≤ Kη
(
1 + ‖v˜‖L∞(I;B1
∞,1)
)
A(t)2
× (‖η‖
Hs+
1
2
+ ‖(V,B, Vb)‖Hs + ‖ω˜‖
Hs−
1
2
)
.
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Proof.Thanks to Dtω = ω · ∇v, we get
‖Dtω‖L2(Ωt) ≤ ‖∇x,yv‖L∞(Ωt)‖∇x,yv‖L2(Ωt),
and by (6.3) and Lemma 7.2, we have
‖V˙b‖
H
1
2
≤ Kη‖∇x,yP‖H1(Ωt) ≤ KηA(t)2.
Then it is easy to show that
‖∇x,yDtvω‖L2(Ωt) ≤Kη
(‖V˙b‖
H
1
2
+ ‖∇x,yv‖L∞(Ωt)(‖∇x,yv‖L2(Ωt) + ‖∇x,yvω‖L2(Ωt))
)
≤KηA(t)2.
Then a similar argument leading to Lemma 7.5 ensures that
‖∇x,zD˜tvω‖L∞([− 3
4
,0];C0) ≤Kη
(
A(t)2 + ‖∇x,yvω‖L∞(Ωt)A(t)
)
≤Kη
(
1 + ‖v˜‖L∞(I;B1
∞,1)
)
A(t)2.
Let I0 = [−12 , 0] and I1 = [−34 , 0]. Then Proposition 4.12 together with Lemma 8.1
and Lemma 8.4 implies that
‖∇x,zD˜tvω‖Xs−1(I0) ≤Kη
(‖∇x,yDtvω‖L2(Ωt) + ‖G0ω‖L2(I0;Hs−32 ) + ‖G1ω‖L2(I0;Hs−12 )
+ ‖∇x,zD˜tvω‖L∞(I1;C0)‖η‖Hs+12
)
≤Kη
(
1 + ‖v˜‖L∞(I;B1
∞,1)
)
A(t)2
× (‖η‖
Hs+
1
2
+ ‖(V,B, Vb)‖Hs + ‖ω˜‖
Hs−
1
2
)
.
The proof is finished. 
9. Proof of break-down criterion
In this section, we assume that (η, v) is a solution of the system (1.1)–(1.5) obtained
in Theorem 1.1 in Ωt =
{
(x, y) ∈ Rd × R : −1 < y < η(t, x)} for t ∈ [0, T ]. We
denote
A(t) , 1 + ‖v(t)‖W 1,∞(Ωt) + ‖v(t)‖H1(Ωt) + ‖η(t)‖H 32 +
1
c0
,
B(t) , 1 + ‖v˜‖L∞z (I;B1∞,1).
9.1. The H1 energy estimate. We have the following basic energy law for the
system (1.1)–(1.5).
Lemma 9.1. For any t ∈ [0, T ], there holds
E(t) = E(0), E(t) , ‖v(t)‖2L2(Ωt) + ‖η(t)‖2L2 .
Proof.By (1.1), (1.4) and integration by parts, we get
d
dt
∫
Ωt
|v(t, x, y)|2dxdy =
∫
Rd
∂tη|v|2dx+ 2
∫
Ωt
∂tv · vdxdy
=
∫
Rd
∂tη|v|2dx− 2
∫
Ωt
(
v · ∇x,yv +∇(P + y)
) · vdxdy
=
∫
Rd
∂tη|v|2dx−
∫
Rd
v · n+(|v|2 + 2η)
√
1 + |∇η|2dx
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=− 2
∫
Rd
∂tη(t, x)η(t, x)dx = − d
dt
∫
Rd
|η(t, x)|2dx.
This shows that
d
dt
(∫
Ωt
|v(t, x, y)|2dxdy +
∫
Rd
|η(t, x)|2dx
)
= 0.
Hence, E(t) = E(0) for t ∈ [0, T ]. 
Lemma 9.2. It holds that for any t ∈ [0, T ],
d
dt
‖∇x,yv(t)‖L2(Ωt) ≤ Kη
(‖v(t)‖W 1,∞(Ωt)‖v(t)‖H1(Ωt) + ‖η(t)‖H 32 ).
Proof. Similar to the proof of Lemma 9.1, we have
d
dt
∫
Ωt
|∇x,yv(t, x, y)|2dxdy
=
∫
Rd
∂tη|∇x,yv|2dx+ 2
∫
Ωt
∂t∇x,yv · ∇x,yvdxdy
=
∫
Rd
∂tη|∇x,yv|2dx−
∫
Ωt
v · ∇x,y|∇x,yv|2dxdy
− 2
∫
Ωt
(∇x,yv · ∇x,yv +∇2x,y(P + y)) · ∇x,yvdxdy
= −2
∫
Ωt
(∇x,yv · ∇x,yv +∇2x,y(P + y)) · ∇x,yvdxdy
≤ 2‖∇x,yv‖L∞(Ωt)‖∇x,yv‖2L2(Ωt) + ‖∇2x,y(P + y)‖L2(Ωt)‖∇x,yv‖L2(Ωt),
which along with Lemma 7.2 yields the result. 
9.2. Energy estimate of the trace of the velocity and the free surface. Let
us first present the lower order energy estimate.
Proposition 9.3. It holds that
d
dt
(‖(V,B)‖2
Hs−
1
2
+ ‖Vb‖2Hs + ‖η‖2Hs
)
≤ KηA(t)2
(
‖(V,B, Vb)‖2Hs + ‖∇x,zv˜‖2
Hs−
1
2 (S)
+ ‖η‖2
Hs+
1
2
)
.
Proof.Recall that η(t, x) satisfies
∂tη + V · ∇η = B.
Make Hs energy estimate to obtain
1
2
d
dt
‖η(t)‖2Hs ≤−
〈〈D〉s(V · ∇η), 〈D〉sη〉+ ‖B‖Hs‖η‖Hs .
We write〈〈D〉s(V · ∇η), 〈D〉sη〉 =〈〈D〉s(TV · ∇η), 〈D〉sη〉+ 〈〈D〉s((V − TV ) · ∇η), 〈D〉sη〉
=
〈
[〈D〉s, TV ] · ∇η, 〈D〉sη
〉− 〈T∇·V 〈D〉sη, 〈D〉sη〉
+
〈〈D〉s((V − TV ) · ∇η), 〈D〉sη〉.
Then we deduce from Lemma 2.19 and Lemma 2.10 that〈〈D〉s(V · ∇η), 〈D〉sη〉 ≤ C‖V ‖W 1,∞‖η‖2Hs +Kη‖V ‖Hs‖η‖Hs .
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This shows that
d
dt
‖η(t)‖2Hs ≤KηA(t)
(‖(V,B)‖2Hs + ‖η‖2Hs). (9.1)
Recall that (V,B, Vb) satisfies
(∂t + V · ∇)B = a− 1,
(∂t + V · ∇)V + aζ = 0,
(∂t + Vb · ∇)Vb +∇P |y=−1 = 0.
In a similar way leading to (9.1), we deduce
1
2
d
dt
(‖(V,B)‖2
Hs−
1
2
+ ‖Vb‖2Hs
)
≤ C‖(∇V,∇B)‖L∞‖(V,B)‖2
Hs−
1
2
+ ‖a− 1‖
Hs−
1
2
‖B‖
Hs−
1
2
+ ‖aζ‖
Hs−
1
2
‖V ‖
Hs−
1
2
+ C‖∇Vb‖L∞‖Vb‖2Hs + ‖∇P |y=−1‖Hs‖Vb‖Hs ,
which together with Lemma 7.9 and Lemma 7.7 yields
d
dt
(‖(V,B)‖2
Hs−
1
2
+ ‖Vb‖2Hs
)
≤ KηA(t)2
(‖(V,B, Vb)‖2Hs + ‖∇x,zv˜‖2
Hs−
1
2 (S)
+ ‖η‖2
Hs+
1
2
)
,
from which and (9.1), we deduce the proposition. 
Next we present the high order energy estimate.
Proposition 9.4. Let U be a solution of (6.13). Then there holds
1
2
d
dt
(‖DtU‖2
Hs−
1
2
+ ‖T√aλU‖2Hs− 12
)
≤ 〈(f + fω)s−1/2, (DtU)s−1/2〉+KηB(t)A(t)2(‖DtU‖2
Hs−
1
2
+ ‖U‖2Hs
)
.
Here we denote fs , 〈D〉sf .
Proof. It follows from (6.13) that (DtU)s−1/2 satisfies
Dt(DtU)s−1/2 + TaλUs−1/2 =[Dt, 〈D〉s−1/2]DtU + [Taλ, 〈D〉s−1/2]U
+ (f + fω)s−1/2 , F.
Taking L2 inner product with (DtU)s−1/2, we get〈
Dt(DtU)s−1/2, (DtU)s−1/2
〉
+
〈
TaλUs−1/2, (DtU)s−1/2
〉
=
〈
F, (DtU)s−1/2
〉
. (9.2)
By integration by parts, we get〈
Dt(DtU)s−1/2, (DtU)s−1/2
〉
=
1
2
d
dt
〈
(DtU)s−1/2, (DtU)s−1/2
〉− 1
2
〈∇ · V (DtU)s−1/2, (DtU)s−1/2〉
+
〈
(TV · ∇ − V · ∇)(DtU)s−1/2, (DtU)s−1/2
〉
≥ 1
2
d
dt
〈
(DtU)s−1/2, (DtU)s−1/2
〉− C‖V ‖B1
∞,1
‖DtU‖2
Hs−
1
2
, (9.3)
where we used the inequality
‖(TV · ∇ − V · ∇)(DtU)s−1/2‖L2 ≤ C‖V ‖B1
∞,1
‖DtU‖
Hs−
1
2
.
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Similarly, we have〈
TaλUs−1/2, (DtU)s−1/2
〉
=
〈
(T√aλ)
∗T√aλUs−1/2, (DtU)s−1/2
〉
+
〈(
Taλ − (T√aλ)∗T√aλ
)
Us−1/2, (DtU)s−1/2
〉
=
〈
(T√aλUs−1/2, T√aλ(DtU)s−1/2
〉
+
〈(
Taλ − (T√aλ)∗T√aλ
)
Us−1/2, (DtU)s−1/2
〉
=
1
2
d
dt
〈
T√aλUs−1/2, T√aλUs−1/2
〉− 1
2
〈∇ · V T√aλUs−1/2, T√aλUs−1/2〉
+
〈
T√aλUs−1/2, [T
√
aλ〈D〉s−
1
2 ,Dt]U
〉
+
〈
T√aλUs−1/2, (TV · ∇ − V · ∇)T√aλUs−1/2
〉
+
〈(
Taλ − (T√aλ)∗T√aλ
)
Us−1/2, (DtU)s−1/2
〉
.
It follows from Proposition 2.6 that〈∇ · V T√aλUs−1/2, T√aλUs−1/2〉 ≤ C‖∇V ‖L∞M 120 (√aλ)2‖U‖2Hs ,〈(
Taλ − (T√aλ)∗T√aλ
)
Us−1/2, (DtU)s−1/2
〉 ≤ CM 120 (√aλ)2‖U‖Hs‖DtU‖Hs− 12 ,〈
T√aλUs−1/2, (TV · ∇ − V · ∇)T√aλUs−1/2
〉 ≤M 120 (√aλ)2‖V ‖B1∞,∞‖DtU‖2Hs− 12 .
We get by Proposition 2.21 that〈
T√aλUs−1/2, [T√aλ〈D〉s−
1
2 ,Dt]U
〉
≤ CM
1
2
0 (
√
aλ)
(
M
1
2
0 (
√
aλ)‖V ‖B1
∞,∞
+M
1
2
0 (Dt
√
aλ)
)‖U‖2Hs .
This proves that〈
TaλUs−1/2, (DtU)s−1/2
〉 ≥ 1
2
d
dt
〈
T√aλUs−1/2, T
√
aλUs−1/2
〉
− C‖V ‖B1
∞,∞
M
1
2
0 (
√
aλ)2
(‖U‖2Hs + ‖DtU‖2
Hs−
1
2
)−M 120 (Dt√aλ)‖U‖2Hs
− CM
1
2
0 (
√
aλ)2‖U‖Hs‖DtU‖
Hs−
1
2
. (9.4)
By Lemma 2.19 and Proposition 2.6, we have
‖[Dt, 〈D〉s−1/2]DtU‖L2 ≤ C‖V ‖W 1,∞‖DtU‖Hs− 12 , (9.5)
‖[Taλ, 〈D〉s−1/2]U‖L2 ≤ CM11
2
(aλ)‖U‖Hs . (9.6)
Then it follows from (9.2)-(9.6) that
1
2
d
dt
(‖DtU‖2
Hs−
1
2
+ ‖T√aλU‖2Hs− 12
) ≤ 〈(f + fω)s−1/2, (DtU)s−1/2〉
+ C
(
1 + ‖V ‖B1
∞,∞
)(
1 +M
1
2
0 (
√
aλ)2 +M11
2
(aλ)
)(‖DtU‖2
Hs−
1
2
+ ‖U‖2Hs
)
+ CM
1
2
0 (Dt
√
aλ)‖U‖2Hs ,
while, by Lemma 7.8 and Lemma 4.6, we have
M
1
2
0 (
√
aλ)2 +M11
2
(aλ) ≤ KηA(t)2,
M
1
2
0 (Dt
√
aλ) ≤ KηB(t)A(t)2.
Then the proposition follows easily. 
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9.3. Energy estimate of the vorticity. Using the equation (6.4), it is easy to see
that the vorticity ω˜(t, x, z) satisfies
∂tω˜ + v · ∇x,zω˜ = ω˜h ·
(∇v˜ − ∇ρδ
∂zρδ
∂z v˜
)
+ ω˜d+1
∂z v˜
∂zρδ
, F,
where v˜h =
(
v˜1, · · · , v˜d), ω˜h = (ω˜1, · · · , ω˜d) and
v =
(
v˜h,
1
∂zρδ
(v˜d+1 − ∂tρδ − v˜h · ∇ρδ)
)
.
Proposition 9.5. Let s > d2 + 1 and s− 12 be an integer. Then we have
d
dt
‖ω˜(t)‖2
Hs−
1
2 (S)
≤KηB(t)A(t)
(‖ω˜‖2
Hs−
1
2 (S)
+ ‖η‖2Hs + ‖v˜‖2
Hs+
1
2 (S)
)
.
We need the following lemma.
Lemma 9.6. Let s > 1 + d2 . Then we have
‖∇x,zv‖
Hs−
1
2 (S) ≤ Kη
(‖v˜‖
Hs+
1
2 (S) + B(t)‖η‖Hs
)
,
‖∇x,zv‖L∞(S) ≤ KηB(t).
Proof.Thanks to the definition of v, it suffices to consider vd+1. Let φ = v˜d+1 −
∂tρδ − v˜h · ∇ρδ. Let ∆δx,z = ∆+ δ−2∂2z and ∇δx,z = (∇, δ−1∂z). Using the fact that
∆δx,zρδ = 2δ
−1eδz|D||D|η , fη,
we find that
∆δx,zφ =∆
δ
x,zv˜
d+1 − ∂tfη −∆δx,zv˜h · ∇ρδ − 2∇δx,zv˜h · ∇∇δx,zρδ − v˜ · ∇fη , Fη,v
together with the boundary condition φ = 0 on z = 0 and z = −1.
By (1.4), we have
‖∂tfη‖
Hs−
3
2 (S) ≤ C‖∂tη‖Hs−1 ≤ C
(‖∇η‖L∞‖V ‖Hs−1 + ‖V ‖L∞‖η‖Hs + ‖B‖Hs−1),
which together with Lemma 2.13, Lemma 4.3 implies that
‖Fη,v‖
Hs−
3
2 (S) ≤ Kη
(‖v˜‖
Hs+
1
2 (S) + ‖v˜‖W 1,∞(S)‖η‖Hs
)
.
Then Proposition 4.1 ensures that
‖∇x,zφ‖
Hs−
1
2 (S) ≤ Kη
(‖v˜‖
Hs+
1
2 (S) + ‖v˜‖W 1,∞(S)‖η‖Hs
)
. (9.7)
We write
Fη,v =∇δx,z ·
(∇δx,zv˜d+1 −∇δx,zv˜h · ∇ρδ + (v˜h, 0)fη)
+
(− ∂tfη −∇δx,zv˜h · ∇δx,z∇ρδ +∇ · v˜hfη)
=∇δx,z · F 1η,v + F 2η,v .
By Lemma 2.17 and Lemma 2.18, we have
‖T∇δx,z v˜h · ∇ρδ‖L∞z (I;B0∞,1) ≤ C‖∇x,zv˜‖L∞(S)‖∇ρδ‖L∞z (I;B0∞,1),
‖T∇ρδ∇δx,zv˜h‖L∞z (I;B0∞,1) ≤ C‖∇ρδ‖L∞(S)‖∇x,zv˜‖L∞z (I;B0∞,1),
‖R(∇δx,zv˜h,∇ρδ)‖L∞z (I;B0∞,1) ≤ C‖∇x,zv˜‖L∞(S)‖∇ρδ‖L∞z (I;Bǫ∞,1),
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for any ǫ > 0, which gives
‖∇δx,z v˜h · ρδ‖L∞z (I;B0∞,1) ≤ Kη‖v˜‖L∞z (I;B1∞,1).
The same estimate holds for (v˜h, 0)fη. Hence,
‖F 1η,v‖L∞z (I;B0∞,1) ≤ Kη‖v˜‖L∞z (I;B1∞,1).
By Lemma 2.17 and Lemma 2.18 again, we have
‖T∇δx,z v˜h∇δx,z∇ρδ‖L˜2z(I;B−
1
2
∞,1)
≤ C‖∇x,zv˜‖L∞(S)‖∇δx,zρδ‖
L˜2z(I;B
1
2
∞,1)
,
‖T∇δx,z∇ρδ∇δx,zv˜h‖L˜2z(I;B−
1
2
∞,1)
≤ C‖∇x,zv˜‖L∞z (I;B0∞,1)‖∇
δ
x,z∇ρδ‖
L˜2z(I;B
−
1
2
∞,1)
,
‖R(∇δx,z∇ρδ,∇δx,zv˜h)‖
L˜2z(I;B
−
1
2
∞,1)
≤ C‖∇x,zv˜‖L∞(S)‖∇δx,zρδ‖L˜2z(I;C1+ǫ),
for any ǫ > 0, which gives
‖∇δx,zv˜h∇δx,z∇ρδ‖
L˜2z(I;B
−
1
2
∞,1)
≤ Kη‖∇x,z v˜‖L∞(S).
The same estimate holds for ∇ · v˜hfη and ∂tfη. Hence,
‖F 2η,v‖
L˜2z(I;B
−
1
2
∞,1)
≤ Kη‖v˜‖W 1,∞(S).
Then we apply Proposition 4.2 to conclude that
‖φ‖L∞z (I;B1∞,1) ≤ Kη‖v˜‖L∞z (I;B1∞,1). (9.8)
Next we turn to the estimate of vd+1, which satisfies
∆δx,zv
d+1 =
(2|∇δx,z∂zρδ|2
(∂zρδ)3
− ∂zfη
(∂zρδ)2
)
φ+ 2∇δx,z
( 1
∂zρδ
) · ∇x,zφ+ 1
∂zρδ
∆δx,zφ , Gη,v
with vd+1|z=0 = 0 and vd+1|z=−1 = 0. By Lemma 2.13 and Lemma 4.3, we have
‖Gη,v‖
Hs−
3
2 (S) ≤ Kη
(‖φ‖
Hs+
1
2 (S) + ‖∇x,zφ‖L∞(S)‖η‖Hs
)
,
from which, (9.7)-(9.8) and Proposition 4.1, we deduce the first inequality.
We write
Gη,v =
(2|∇δx,z∂zρδ|2
(∂zρδ)3
− ∂zfη
(∂zρδ)2
)
φ+∇δx,z
( 1
∂zρδ
) · ∇x,zφ+∇δx,z · ( 1∂zρδ∇δx,zφ)
,G1η,v +∇δx,z ·G2η,v .
Then a similar argument leading to (9.8) yields
‖G1η,v‖
L˜2z(I;B
−
1
2
∞,1)
+ ‖G2η,v‖L∞z (I;B0∞,1) ≤ Kη‖∇x,zφ‖L∞z (I;B0∞,1).
Then Proposition 4.2 together with (9.8) gives the second inequality. 
52 CHAO WANG, ZHIFEI ZHANG, WEIREN ZHAO, AND YUNRUI ZHENG
Now we are in position to prove Proposition 9.5.
Proof of Proposition 9.5: Let k ∈ [0, s − 12 ] be an interger. Then we have
d
dt
‖∇kx,zω˜‖2L2(S) = 2
〈−∇kx,z(v · ∇x,zω˜) +∇kx,zF,∇kx,zω˜〉.
First of all, we have by Lemma 2.13 that
‖∇kx,zF‖L2(S) ≤Kη‖∇x,zv˜‖L∞(S)
(‖ω˜‖
Hs−
1
2 (S) + ‖∇x,zv˜‖Hs− 12 (S)
)
+Kη‖∇x,z v˜‖2L∞(S)‖η‖Hs .
Thanks to v3 = 0 on z = 0 and z = −1, we have〈∇kx,z(v · ∇x,zω˜),∇kx,zω˜〉 = 〈[∇kx,z, v] · ∇x,zω˜,∇kx,zω˜〉− 〈divx,zv∇kx,zω˜,∇kx,zω˜〉.
Then we deduece from Lemma 2.20 and Lemma 9.6 that〈∇kx,z(v · ∇x,zω˜),∇kx,zω˜〉 ≤C‖∇x,zv˜‖L∞(S)‖ω˜‖Hs− 12 (S)‖∇x,zv‖Hs− 12 (S)
+ C‖∇x,zv‖L∞(S)‖ω˜‖2Hs− 12 (S)
≤KηA(t)B(t)
(‖ω˜‖2
Hs−
1
2 (S)
+ ‖η‖2Hs + ‖v˜‖2
Hs+
1
2 (S)
)
.
Summing up, we conclude the proposition. 
9.4. Nonlinear estimates. Recall that the nonlinear term f is given by
f = Dth1 + (Taλ − TaTλ)U + [Ta,Dt]ζ +Dt[Dt, Tζ ]B − Tah2,
where
h1 = (TV − V ) · ∇V −R(a, ζ) + Tζ(TV − V ) · ∇B,
h2 = (TV − V ) · ∇ζ + [Tζ , Tλ]B + (ζ − Tζ)TλB +R(η)V + ζR(η)B.
Lemma 9.7. It holds that
‖h1‖
Hs−
1
2
≤ KηA(t)2
(‖V ‖
Hs−
1
2
+ ‖η‖Hs
)
.
Proof. It follows from Lemma 2.10 that
‖h1‖
Hs−
1
2
≤ C‖∇V ‖L∞‖V ‖
Hs−
1
2
+ C‖a‖
C
1
2
‖ζ‖Hs−1 +Kη‖∇B‖L∞‖V ‖Hs− 12 ,
which along with Lemma 7.8 gives the lemma. 
Lemma 9.8. It holds that
‖Dth1‖
Hs−
1
2
≤ KηB(t)A(t)2
(‖(V,B)‖Hs + ‖∇x,z v˜‖
L2z(I;H
s− 12 )
+ ‖η‖
Hs+
1
2
)
.
Proof. First, we consider the second term of the h1. We denote ∂t = ∂t+ V · ∇. By
Lemma 2.15, we get
‖∂tR(a− 1, ζ)‖
Hs−
1
2
≤ C(‖∂ta‖L∞‖η‖
Hs+
1
2
+ ‖∂tζ‖L∞‖a− 1‖
Hs−
1
2
+ ‖∇V ‖L∞
(‖a‖L∞‖η‖
Hs+
1
2
+ ‖ζ‖L∞‖a− 1‖
Hs−
1
2
)
+ ‖V ‖Hs‖a‖L∞‖ζ‖
C
1
2+ε
)
.
Using the fact that
∂ta = Dta+ (V − TV ) · ∇a,
we get by Lemma 2.10 and Lemma 7.8 that
‖∂ta‖L∞ ≤ ‖Dta‖L∞ + ‖V ‖W 1,∞‖a‖L∞ ≤ KηB(t)A(t)2.
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Note that ∂tζ = ∇B −∇V · ∇η, hence,
‖∂tζ‖L∞ ≤ KηA(t).
Then by Lemma 7.8, we obtain
‖∂tR(a− 1, ζ)‖
Hs−
1
2
≤ KηB(t)A(t)2
(‖∇x,zv˜‖
L2z(I;H
s− 12 )
+ ‖V ‖Hs + ‖η‖
Hs+
1
2
)
.
which implies that
‖DtR(a− 1, ζ)‖
Hs−
1
2
≤‖∂tR(a− 1, ζ)‖
Hs−
1
2
+ C‖R(a− 1, ζ)‖
C
1
2
‖V ‖Hs
≤KηB(t)A(t)2
(‖∇x,z v˜‖
L2z(I;H
s− 12 )
+ ‖V ‖Hs + ‖η‖
Hs+
1
2
)
.
First, we consider the first and third terms of the h1. We write
Dt(TV − V ) · ∇V = −[Dt, T∇V ]V − T∇VDtV −DtR(∇V, V ).
By Remark 2.22, we have
‖[Dt, T∇V ]V ‖
Hs−
1
2
≤ C‖V ‖B1
∞,1
‖V ‖
Hs−
1
2
+ C‖Dt∇V ‖
C−
1
2
‖V ‖Hs .
While, using the equation
Dt∇V = ∇DtV − T∇V · ∇V = ∇(aζ) +∇(TV − V ) · ∇V − T∇V · ∇V,
we deduce from Lemma 2.10 and Lemma 7.8 that
‖Dt∇V ‖
C−
1
2
≤ Kη‖a‖
C
1
2
+ C‖V ‖2W 1,∞ ≤ KηA(t)2.
This shows that
‖[Dt, T∇V ]V ‖
Hs−
1
2
≤ C‖V ‖B1
∞,1
‖V ‖
Hs−
1
2
+KηA(t)
2‖V ‖Hs .
We get by Lemma 2.10 that
‖T∇VDtV ‖
Hs−
1
2
≤ C‖V ‖W 1,∞‖DtV ‖Hs− 12 .
It follows from Lemma 2.15 with u = V and v = ∇V that
‖∂tR(∇V, V )‖
Hs−
1
2
≤C(‖∂t∇V ‖
C−
1
2
+ ‖∂tV ‖
C
1
2
+ ‖V ‖2W 1,∞
)‖V ‖Hs
≤KηA(t)2‖V ‖Hs ,
which ensures that
‖DtR(∇V, V )‖
Hs−
1
2
≤ ‖∂tR(∇V, V )‖
Hs−
1
2
+ ‖R(∇V, V )‖
C
1
2
‖V ‖Hs
≤ KηA(t)2‖V ‖Hs .
Thus, we obtain
‖Dt(TV − V ) · ∇V ‖
Hs−
1
2
≤ KηB(t)A(t)2‖V ‖Hs .
We write
DtTζ(TV − V ) · ∇B = [Dt, Tζ ](TV − V ) · ∇B + TζDt(TV − V ) · ∇B
In a similar way as the above, we can deduce that
‖DtTζ(TV − V ) · ∇B‖
Hs−
1
2
≤ KηB(t)A(t)2‖(V,B)‖Hs .
Putting the above estimates together gives the lemma. 
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Lemma 9.9. It holds that
‖h2‖
Hs−
1
2
≤ KηB(t)A(t)
(‖(V,B)‖Hs + ‖η‖
Hs+
1
2
)
.
Proof.By Lemma 2.10, we get
‖(TV − V ) · ∇ζ‖
Hs−
1
2
≤ C‖ζ‖
C
1
2
‖V ‖Hs ≤ Kη‖V ‖Hs .
By Proposition 2.6 and Lemma 4.6, we have
‖[Tζ , Tλ]B‖
Hs−
1
2
≤ Kη‖B‖Hs .
It follows from Proposition 8.3 that
‖R(η)V ‖
Hs−
1
2
≤ Kη
(‖V ‖Hs + (‖v˜‖L∞(I;B1
∞,1)
+A(t))‖η‖
Hs+
1
2
)
.
By Lemma 2.11 and Proposition 8.3, we get
‖ζR(η)B‖
Hs−
1
2
≤C‖R(η)B‖L∞‖η‖
Hs+
1
2
+ C‖ζ‖L∞‖R(η)B‖
Hs−
1
2
≤Kη
(
1 + ‖v˜‖L∞(I;B1
∞,1)
+A(t)
)(‖B‖Hs + ‖η‖
Hs+
1
2
)
.
By Lemma 2.10 and Proposition 2.7, we have
‖(ζ − Tζ)TλB‖
Hs−
1
2
≤ C‖TλB‖L∞‖η‖
Hs+
1
2
≤ Kη‖B‖B1
∞,1
‖η‖
Hs+
1
2
.
This completes the proof of the lemma. 
Lemma 9.10. Let f1 = f −Dt[Dt, Tζ ]B. It holds that
‖f1‖
Hs−
1
2
≤ KηB(t)A(t)3
(‖(V,B)‖Hs + ‖∇x,zv˜‖
L2z(I;H
s− 12 )
+ ‖η‖
Hs+
1
2
)
.
Proof.By Proposition 2.6, Lemma 7.8 and Lemma 4.6, we get
‖(Taλ − TaTλ)U‖
Hs−
1
2
≤CM11
2
(λ)M01
2
(a)‖U‖Hs
≤KηA(t)2‖U‖Hs ≤ KηA(t)2‖(V,B)‖Hs .
It follows from Proposition 2.21 and Lemma 7.8 that
‖[Ta,Dt]ζ‖
Hs−
1
2
≤C(M00 (a)‖V ‖B1
∞,1
+M00 (Dta)
)‖η‖
Hs+
1
2
≤KηB(t)A(t)2‖η‖
Hs+
1
2
.
By Lemma 2.10, Lemma 7.8 and Lemma 9.9, we get
‖Tah2‖
Hs−
1
2
≤C‖a‖L∞‖h2‖
Hs−
1
2
≤KηB(t)A(t)3
(‖(V,B)‖Hs + ‖η‖
Hs+
1
2
)
.
Finally, the estimate for Dth1 follows from Lemma 9.9. 
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Next we estimate fω = −TaRω, where Rω is defined by
Riω =
(
∂yv
i
ω − ∂xjviω · ∂xjη
)
+ ∂xiη
(
∂yv
d+1
ω − ∂xjη∂xjvd+1ω
)
+
(
ωi,d+1 − ∂xjηωij + ∂xiη∂xjηωj,d+1
)∣∣
y=η
.
Lemma 9.11. It holds that
‖fω‖Hs−1 ≤ KηA(t)3
(‖Vb‖
H
1
2
+ ‖ω˜‖
Hs−
1
2 (S) + ‖η‖Hs
)
.
Proof.Let I0 = [−12 , 0]. By Lemma 2.11 and Lemma 2.10, it is easy to see that
‖Rω‖Hs−1 ≤Kη
(‖∇x,zv˜ω‖L∞(I0;Hs−1) + ‖ω˜‖L∞(I0;Hs−1))
+ C
(‖∇x,zv˜ω‖L∞z (I0;C0) + ‖ω‖L∞(Ωt))‖η‖Hs ,
from which and Lemma 8.4, we deduce that
‖Rω‖Hs−1 ≤KηA(t)
(‖Vb‖
H
1
2
+ ‖ω˜‖
Hs−
1
2 (S) + ‖η‖Hs
)
. (9.9)
Then the lemma follows from Lemma 2.10 and Lemma 7.8. 
Lemma 9.12. It holds that
‖Dtfω‖Hs−1 ≤ KηB(t)A(t)4
(‖(V,B, Vb)‖Hs + ‖η‖
Hs+
1
2
+ ‖ω˜‖
Hs−
1
2 (S)
)
.
Proof.Let ∂t = ∂t + V · ∇. Then ∂tRω could be written as
∂tRω =g1(∇η)(∂t + v · ∇x,y)∇x,yvω + g2(∇η)∂t∇η∇x,zvω
+ g3(∇η)(∂t + v · ∇x,y)ω + g4(∇η)∂t∇ηω
∣∣
y=η
,
for some smooth functions gi(i = 1, 2, 3, 4). Then it follows from Lemma 2.11 that
‖∂tRω‖Hs−1 ≤ Kη
(‖(∂t + v · ∇x,y)∇x,yvω|y=η‖Hs−1 + ‖(∂t + v · ∇x,y)ω|y=η‖Hs−1)
+Kη
(‖(∂t + v · ∇x,y)∇x,yvω|y=η‖C0 + ‖(∂t + v · ∇x,y)ω‖L∞(Ωt))‖η‖Hs+12
+Kη‖∂t∇η‖L∞
(‖∇x,yvω|y=η‖Hs−1 + ‖ω|y=η‖Hs−1)
+Kη
(‖∇x,yvω|y=η‖L∞ + ‖ω‖L∞(Ωt))‖∂t∇η‖Hs−1
+Kη
(‖∇x,yvω|y=η‖L∞ + ‖ω‖L∞(Ωt))‖∂t∇η‖L∞‖η‖Hs+12 .
Let I0 = [−12 , 0]. By Lemma 2.11 again, we get
‖(∂t + v · ∇x,y)∇x,yvω|y=η‖Hs−1 ≤ Kη
(
‖∇x,z˜˙vω‖Xs−1(I0) + ‖∇x,zv˜ω‖L∞z (I0;L∞)‖∇x,zv˜‖Xs−1(I0)
+ ‖∇x,zv˜ω‖Xs−1(I0)‖∇x,yv‖L∞(Ωt) + ‖∇x,zv˜ω‖L∞z (I0;L∞)‖∇x,yv‖L∞(Ωt)‖η‖Hs
)
.
Here v˙ω = (∂t + v · ∇x,y)vω. Using the equation (∂t + v · ∇x,y)ω = ω · ∇x,yv and
Lemma 2.11, we infer that
‖(∂t + v · ∇x,y)ω|y=η‖
Hs−
1
2
≤ Kη
(‖∇x,yv‖L∞(Ωt)‖∇x,z v˜‖Xs−1(I0)
+ ‖∇x,yv‖2L∞(Ωt)‖η‖Hs
)
.
Using the equation ∂t∇η = ∇B −∇V · ∇η and Lemma 2.11, we get
‖∂t∇η‖Hs−1 ≤ Kη
(‖(V,B)‖Hs + ‖∇V ‖L∞‖η‖Hs).
On the other hand, we have
‖(∂t + v · ∇x,y)∇x,yvω|y=η‖C0
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≤ Kη
(‖∇x,z˜˙vω‖L∞z (I0;C0) + ‖∇x,zv˜ω‖L∞z (I0;L∞)‖∇x,yv‖L∞(Ωt)),
‖(∂t + v · ∇x,y)ω|y=η‖L∞ ≤ Kη‖∇x,yv‖2L∞(Ωt),
‖∂t∇η|y=η‖L∞ ≤ Kη‖(∇B,∇V )‖L∞ .
Summing up the above estimates, we apply Lemma 8.4 and Lemma 8.5 to obtain
‖∂tRω‖Hs−1 ≤ KηB(t)A(t)2
(‖(V,B, Vb)‖Hs + ‖η‖
Hs+
1
2
+ ‖ω˜‖
Hs−
1
2 (S)
)
,
which implies that
‖DtRω‖Hs−1 ≤‖∂tRω‖Hs−1 + C‖Rω‖L∞‖V ‖Hs
≤KηB(t)A(t)2
(‖(V,B, Vb)‖Hs + ‖η‖
Hs+
1
2
+ ‖ω˜‖
Hs−
1
2 (S)
)
.
which along with Proposition 2.21, Lemma 7.8 and (9.9) gives
‖Dtfω‖Hs−1 ≤‖[Dt, Ta]Rω‖Hs−1 + ‖TaDtRω‖Hs−1
≤KηB(t)A(t)4
(‖(V,B, Vb)‖Hs + ‖η‖
Hs+
1
2
+ ‖ω˜‖
Hs−
1
2 (S)
)
.
The proof is finished. 
Lemma 9.13. It holds that〈
(fω)s−1/2, (DtU)s−1/2
〉 ≤ d
dt
〈
(fω)s−1, Us
〉
+KηB(t)A(t)4
(‖(V,B, Vb)‖Hs + ‖η‖
Hs+
1
2
+ ‖ω˜‖
Hs−
1
2 (S)
)‖U‖Hs .
Proof.A direct calculation yields〈
(fω)s−1/2, (DtU)s−1/2
〉
=− 〈(fω)s−1/2, [TV · ∇, 〈D〉s−1/2]U〉+ 〈(fω)s−1/2,DtUs−1/2〉
=− 〈(fω)s−1/2, [TV · ∇, 〈D〉s−1/2]U〉+ ddt〈(fω)s−1, Us〉
− 〈[TV · ∇, 〈D〉s−1/2]fω, Us−1/2〉− 〈(Dtfω)s−1, Us〉
+
〈
((TV · ∇)∗ + TV · ∇)(fω)s−1/2, Us−1/2
〉
.
By Lemma 2.19 and Proposition 2.6, we have
‖[TV · ∇, 〈D〉s−
1
2 ]U‖
H
1
2
≤ C‖V ‖W 1,∞‖U‖Hs ,
‖[TV · ∇, 〈D〉s−
1
2 ]fω‖
H−
1
2
≤ C‖V ‖W 1,∞‖fω‖Hs−1 ,
‖(TV · ∇)∗ + TV · ∇)(fω)s−1/2‖H− 12 ≤ C‖V ‖W 1,∞‖fω‖Hs−1 .
Then the lemma follows from Lemma 9.11 and Lemma 9.12. 
Lemma 9.14. It holds that〈
(Dt[Dt, Tζ ]B)s− 1
2
, (DtU)s−1/2
〉
=
d
dt
(〈
gs−1/2, hs−1/2
〉
+
1
2
〈
gs−1/2, gs−1/2
〉)
+KηB(t)A(t)3
(‖DtU‖
Hs−
1
2
+ ‖(V,B)‖Hs + ‖∇x,z v˜‖
L2z(I;H
s− 12 )
+ ‖η‖
Hs+
1
2
)2
.
where g = [Dt, Tζ ]B and h = DtU − [Dt, Tζ ]B.
Proof.A direct calculation yields〈
(Dtg)s−1/2, (DtU)s−1/2
〉
=
〈
(Dtg)s−1/2, hs−1/2
〉
+
〈
(Dtg)s−1/2, gs−1/2
〉
=
d
dt
(〈
gs−1/2, hs−1/2
〉
+
1
2
〈
gs−1/2, gs−1/2
〉)
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− 〈[TV · ∇, 〈D〉s−1/2]g, hs−1/2〉+ 〈gs−1/2, (Dt)∗hs−1/2〉
− 〈[TV · ∇, 〈D〉s−1/2]g, gs−1/2〉+ 12〈(TV · ∇)∗ + TV · ∇)gs−1/2, gs−1/2〉
≥ d
dt
(〈
gs−1/2, hs−1/2
〉
+
1
2
〈
gs−1/2, gs−1/2
〉)
− ‖[TV · ∇, 〈D〉s−1/2]g‖L2
(‖h‖
Hs−
1
2
+ ‖g‖
Hs−
1
2
)
− ‖(TV · ∇)∗ + TV · ∇)gs−1/2‖L2‖g‖Hs− 12 − ‖g‖Hs‖(Dt)
∗hs−1/2‖H− 12 .
It follows from Proposition 2.21 that
‖g‖
Hs−
1
2
≤ C(‖V ‖W 1,∞ + ‖Dtζ‖L∞)‖B‖Hs− 12 ≤ KηA(t)‖B‖Hs− 12 ,
‖g‖Hs ≤ C
(‖V ‖W 1,∞ + ‖Dtζ‖L∞)‖B‖Hs ≤ KηA(t)‖B‖Hs ,
from which, Proposition 2.6 and Lemma 2.19, we infer
‖[TV · ∇, 〈D〉s−1/2]g‖L2 ≤ KηA(t)2‖B‖Hs− 12 ,
‖((TV · ∇)∗ + TV · ∇)gs−1/2‖L2 ≤ KηA(t)2‖B‖Hs− 12 ,
‖h‖
Hs−
1
2
≤ ‖DtU‖
Hs−
1
2
+KηA(t)‖B‖
Hs−
1
2
.
We have by Lemma 2.19 and Lemma 2.10 that
‖(Dt)∗hs−1/2‖H− 12 ≤‖Dth‖Hs−1 + ‖[TV · ∇, 〈D〉
s− 1
2 ]h‖L2 + ‖T∇·V hs−1/2‖L2
≤‖Dth‖Hs−1 + C‖V ‖W 1,∞‖h‖Hs− 12
≤‖Dth‖Hs−1 +KηA(t)2
(‖DtU‖
Hs−
1
2
+ ‖B‖
Hs−
1
2
)
.
While, by the equation (6.12), we find
Dth = Dth1 − [Dt, Ta]ζ − TaDtζ.
Then we get by Lemma 9.8, Proposition 2.21 and Lemma 7.8 that
‖Dth‖Hs−1 ≤ KηB(t)A(t)2
(‖(V,B)‖Hs + ‖∇x,zv˜‖
L2z(I;H
s− 12 )
+ ‖η‖
Hs+
1
2
)
.
This shows that
‖(Dt)∗hs−1/2‖H− 12 ≤ KηB(t)A(t)
2
(‖DtU‖
Hs−
1
2
+ ‖(V,B)‖Hs
+ ‖∇x,zv˜‖
L2z(I;H
s− 12 )
+ ‖η‖
Hs+
1
2
)
.
Summing up the above estimates, we conclude the lemma. 
9.5. Energy functional. We introduce an energy functional Es(t) defined by
Es(t) def= ‖v(t)‖H1(Ω(t)) + ‖η(t)‖Hs + ‖(V,B)(t)‖Hs− 12 + ‖Vb(t)‖Hs
+ ‖ω˜(t)‖
Hs−
1
2 (S) + ‖T√aλU(t)‖Hs− 12 + ‖DtU(t)‖Hs− 12 . (9.10)
Proposition 9.15. It holds that
‖U‖Hs + ‖(V,B)‖Hs + ‖η‖
Hs+
1
2
+ ‖v˜‖
Hs+
1
2 (S) ≤ KηA(t)
3Es(t).
Proof. It follows from Lemma 8.1 that
‖v˜‖
Hs+
1
2 (S) ≤ KηA(t)
(‖(V,B, Vb)‖Hs + ‖ω˜‖
Hs−
1
2 (S) + ‖η‖Hs+12
)
.
This together with Lemma 9.16 and Lemma 9.17 yields the result. 
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Lemma 9.16. It holds that
‖η‖
Hs+
1
2
≤ KηA(t)2Es(t).
Proof.Recall that DtU = −Taζ + h1 + [Dt, Tζ ]B. Due to a ≥ c0, we have
ζ =Ta−1Taζ + (Ta−1Ta − 1)ζ
=Ta−1
(−DtU + h1 + [Dt, Tζ ]B)+ (Ta−1Ta − 1)ζ
which along with Proposition 2.6, Lemma 9.7, Proposition 2.21 and Lemma 7.8 yields
‖ζ‖
Hs−
1
2
≤ Kη‖DtU‖
Hs−
1
2
+KηA(t)
2
(‖η‖Hs + ‖(V,B)‖
Hs−
1
2
)
.
This gives the lemma by recalling ζ = ∇η. 
Lemma 9.17. It holds that
‖U‖Hs + ‖(V,B)‖Hs ≤ KηA(t)3Es(t).
Proof.Recall that U = V + TζB. Hence,
‖V ‖Hs ≤ ‖U‖Hs + ‖TζB‖Hs ≤ Kη
(‖U‖Hs + ‖B‖Hs).
So, it is sufficient to consider B. We have
divU = divV + Tζ · ∇B + TdivζB.
On the other hand, we have
divV =
d∑
i=1
∂iv
i + ∂iη∂yv
i
∣∣
y=η
=− ∂yvd+1 +∇η · ∇vd+1
∣∣
y=η
+ ∂iηωd+1,i
∣∣
y=η
=−G(η)B − ∂yvd+1ω +∇η · ∇vd+1ω
∣∣
y=η
+ ∂iηωd+1,i
∣∣
y=η
,−G(η)B + Vω.
Then we deduce that
divU =divV + Tζ · ∇B + TdivζB
=−G(η)B + Vω + Tζ · ∇B + TdivζB
=− TλB −R(η)B + Vω + Tζ · ∇B + TdivζB
=− TqB −R(η)B + Vω + TdivζB,
where the symbol q = λ − iζ · ξ. Thus, it follows from Proposition 8.3, Lemma 8.4
and Lemma 9.16 that
‖TqB‖Hs−1 ≤‖U‖Hs + ‖R(η)B‖Hs−1 + ‖Vω‖Hs−1 +Kη‖B‖Hs−1
≤‖U‖Hs +KηA(t)
(‖(B,Vb)‖Hs−1 + ‖ω‖Hs− 12 (S) + ‖η‖Hs+12 )
≤‖U‖Hs +KηA(t)3E(t).
On the other hand, we get by Proposition 2.6 and Lemma 7.8 that
‖U‖Hs ≤‖T(√aλ)−1T√aλU‖Hs + ‖(T(√aλ)−1T√aλ − 1)U‖Hs
≤KηA(t)2‖T√aλU‖Hs− 12 ‖+KηA(t)
2‖U‖
Hs−
1
2
≤KηA(t)2‖T√aλU‖Hs− 12 +KηA(t)
2‖(V,B)‖
Hs−
1
2
,
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from which and Proposition 2.6, we infer that
‖B‖Hs ≤Kη‖TqB‖Hs−1 + ‖(Tq−1Tq − 1)B‖Hs
≤KηA(t)3Es(t) +Kη‖B‖
Hs−
1
2
≤ KηA(t)3Es(t).
The proof is finished. 
9.6. Proof of Theorem 1.3. We first recover the regularity of the free surface from
the mean curvature.
Lemma 9.18. Assume that the mean curvature κ ∈ L2 ∩ Lp(Rd) for some p > d.
Then we have
‖η‖H2 + ‖η‖
C
2− dp
≤ C(‖η‖L2 , ‖∇η‖L∞ , ‖H‖L2∩Lp).
Proof.The estimate of ‖η‖
C
2− dp
has been proved in [32]. Let ηℓ = ∂ℓη and aij =
(1 + |∇η|2)− 32 ((1 + |∇η|2)δij − ∂iη∂jη). A direct calculation gives
∂j
(
aij∂iηℓ
)
= ∂ℓH.
It is easy to verify that the matrix
(
aij
)
is uniformly elliptic with the elliptic constants
depending on ‖∇η‖L∞ , which implies that ‖∇ηℓ‖L2 ≤ C(‖∇η‖L∞)‖H‖L2 . 
Lemma 9.19. It holds that
sup
t∈[0,T ]
(
A(t) + ‖η(t)‖
C
3
2+ε
) ≤ C(T,M(T ), ‖v0‖H1(Ω0), ‖η0‖Hs),
where C is an increasing function depending on h0.
Proof.Recall that ζ = ∇η satisfies
∂tζ + V · ∇ζ = ∇B +∇V · ζ,
which implies
sup
t∈[0,T ]
‖∇η(t)‖L∞ ≤ C
(
T,M(T ), ‖∇η0‖L∞
)
,
which along with Lemma 9.1 and Lemma 9.18 implies that
sup
t∈[0,T ]
(‖η(t)‖H2 + ‖η(t)‖C 32+ε) ≤ C(T,M(T ), ‖v0‖L2(Ω0), ‖η0‖Hs). (9.11)
By Lemma 9.1 and Lemma 9.2, we have
d
dt
(‖v‖2H1(Ωt) + ‖η‖2L2) ≤ Kη(‖v(t)‖W 1,∞(Ωt)‖v(t)‖H1(Ωt) + ‖η(t)‖H 32 ),
from which and (9.11), we deduce the lemma. 
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Lemma 9.20. Let s > d2 + 1 and f ∈ Hs(Rd). Then there holds
‖f‖B1
∞,1
≤ C(1 + ‖f‖W 1,∞) ln(e+ ‖f‖Hs).
Proof.Given an integer N , we get by Lemma 2.2 that
‖f‖B1
∞,1
=
N∑
j≥−1
2j‖∆jf‖L∞ +
∑
j>N
2j‖∆jf‖L∞
≤C(N + 1)‖f‖W 1,∞ + C
∑
j>N
2(1+
d
2
)j‖∆jf‖L2
≤C(N + 1)‖f‖W 1,∞ + C2−N(s−1−
d
2
)‖f‖Hs .
Take N so that 2−N(s−1−
d
2
)‖f‖Hs ∼ 1(i.e., N ∼ ln(e + ‖f‖Hs)). Then the lemma
follows easily. 
Now we are in position to prove Theorem 1.3. We denote
PT , P
(
T,M(T ), ‖∇η0‖L∞
)
for some increasing function P depending on c0, h0, which may change from line to
line. By Lemma 9.19, Kη and A(t) is bounded by PT . By Proposition 9.15, we have
‖U‖Hs + ‖(V,B)‖Hs + ‖η‖
Hs+
1
2
+ ‖v˜‖
Hs+
1
2 (S) ≤ PT Es(t).
We first deduce from Proposition 9.4 that
d
dt
(‖DtU‖2
Hs−
1
2
+ ‖T√aλU‖2Hs− 12
) ≤ PTB(t)Es(t)2 + 2〈(f + fω)s−1/2, (DtU)s−1/2〉,
which along with Lemma 9.10, Lemma 9.13 and Lemma 9.14 gives
d
dt
(
‖DtU‖2
Hs−
1
2
+ ‖T√aλU‖2Hs− 12 +
〈
(fω)s−1, Us
〉
+
〈
gs−1/2, hs−1/2
〉
+
1
2
〈
gs−1/2, gs−1/2
〉) ≤ PTB(t)Es(t)2,
where g = [Dt, Tζ ]B and h = DtU − [Dt, Tζ ]B. By the proof of Lemma 9.14 and
Lemma 9.11, we know〈
(fω)s−1, Us
〉 ≤ KηA(t)3(‖Vb‖
H
1
2
+ ‖ω˜‖
Hs−
1
2
+ ‖η‖Hs
)‖U‖Hs ,〈
gs−1/2, hs−1/2
〉 ≤ KηA(t)‖B‖
Hs−
1
2
‖DtU‖
Hs−
1
2
+KηA(t)
3‖B‖2
Hs−
1
2
,〈
gs−1/2, gs−1/2
〉 ≤ KηA(t)2‖B‖2
Hs−
1
2
.
This shows that
‖DtU(t)‖
Hs−
1
2
+ ‖T√aλU(t)‖Hs− 12 ≤ PTEs(0) + P0
∫ t
0
B(t′)Es(t′)dt′
+ PT
(‖(V,B)(t)‖
Hs−
1
2
+ ‖Vb(t)‖Hs + ‖ω˜(t)‖
Hs−
1
2 (S) + ‖η(t)‖Hs
)
,
which together with Proposition 9.5, Proposition 9.3 and Lemma 9.20 gives
Es(t) ≤P0Es(0) + PT
∫ t
0
B(t′)Es(t′)dt′
≤PTEs(0) + PT
∫ t
0
ln(e+ Es(t′))Es(t′)dt′.
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Then Gronwall’s inequality ensures that
Es(t) ≤ C
(
Es(0),PT
)
.
This completes the proof of Theorem 1.3. 
10. Iteration scheme and symmetrization
We begin with the proof of local well-posedness from this section. We first establish
the local well-posedness result for sufficiently smooth data. In the last section, we
extend it to the low regularity data. Although there has been a lot of work [26, 31, 39]
devoted to the local well-posedness of the Euler equations with free surface for smooth
data, they do not work in the Eulerian coordinates and do not consider the case of
finite depth to our knowledge.
Theorem 10.1. Let d ≥ 1 and s > d2 + 10 be an integer. Assume that the initial
data (η0, v0) satisfies
η0 ∈ Hs+1/2(Rd), v0 ∈ Hs(Ω0).
Furthermore, we assume that there exist two positive constants c0 > 0 and h0 > 0
such that
−(∂yP )(0, x, η0(x)) ≥ c0 for x ∈ Rd,
1 + η0(x) ≥ h0 for x ∈ Rd.
Then there exists T > 0 such that the system (1.1)–(1.5) with the initial data (η0, v0)
has a unique solution (η, v) satisfying
η ∈ C([0, T ];Hs+ 12 (Rd)), v ∈ C([0, T ];Hs(Ωt)).
The proof of Theorem 10.1 is conducted in the following four section. In this
section, we construct a sequence of approximate solutions by an iteration. The next
section is devoted to the uniform estimates of the approximate solutions. The last
two sections are devoted to show that the approximate sequence is a Cauchy sequence
and converges to the solution of the Euler system (1.1)–(1.5).
10.1. Iteration scheme. We construct the approximate solution by an iteration.
Assume that the initial data (η0, v0) is smooth. Assume that we construct a smooth
solution
(
V n, Bn, V nb , η
n, Pn, ωn
)
and
(
V n1 , B
n
1 , V
n
b,1, η
n
1
)
in n-th iteration. Here ωn is
a function defined in Ωnt =
{
(x, y) : −1 < y < ηn1 (t, x)
}
and Pn is a function defined in{
(x, y) : −1 < y < ηn(t, x)}. We will construct the solution (V n+1, Bn+1, V n+1b , ηn+1, Pn+1, ωn+1)
and
(
V n+11 , B
n+1
1 , V
n+1
b,1 , η
n+1
1
)
in the (n + 1)-th iteration by the following scheme.
We still denote by Dt , ∂t + TV n · ∇ for the simplicity of notation. Let
an = −∂yPn|y=ηn , λn = λ(ηn1 ), ζn = ∇ηn, ζn1 = ∇ηn1 .
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We first introduce the evolutional system on the trace of velocity and the free surface
in the (n+ 1)-th iteration.
DtV
n+1 = −Tζnan − Tanζn+1 −R(ζn, an) + (TV n1 − V n1 ) · ∇V n,
DtB
n+1 = an − 1 + (TV n1 − V n1 ) · ∇Bn,
(∂t + V
n
b · ∇)V n+1b = −∇Pn|y=−1,
Dtζ
n+1 = Tλn(V
n+1 + TζnB
n+1) + (TV n1 − V n1 ) · ζn + [Tζn , Tλn ]Bn1
+ (ζn − Tζn)TλnBn +R(ηn1 )V n1 + ζnR(ηn1 )Bn1 +Rnω,(
V n+1, Bn+1, ζn+1, V n+1b
)∣∣
t=0
=
(
V0, B0,∇η0, Vb,0
)
,
(10.1)
where Rnω is given by
(Rnω)
i =
(
∂y(v
n
ω)
i − ∂xj (vnω)i · ∂xjηn1
)
+ ∂xiη
n
1
(
∂y(v
n
ω)
d+1 − ∂xjηn1 ∂xj(vnω)d+1
)
+
(
ωni,d+1 − ∂xjηn1ωnij + ∂xiηn1 ∂xjηn1ωnj,d+1
)∣∣
y=ηn1
.
Here vnω solves the following elliptic equation in Ω
n
t :{ −∆x,yvnω = ∇x,y × ωn in Ωnt ,
vnω|y=ηn1 = 0, vnω|y=−1 = (V nb,1, 0).
Given (V n+1, Bn+1, V n+1b ), we introduce a new boundary velocity (V
n+1
1 , B
n+1
1 , V
n+1
b,1 )
defined by 
(
∂t + TV n+1 · ∇
)(
V n+11 , B
n+1
1
)
= Dt
(
V n+1, Bn+1
)
,(
∂t + V
n+1
b · ∇
)
V n+1b,1 = −∇Pn|y=−1,(
V n+11 , B
n+1
1 , V
n+1
b,1
)∣∣
t=0
=
(
V0, B0, Vb,0
)
.
(10.2)
A key property is that (V n+11 , B
n+1
1 ) has the same regularity as
(
∂t+TV n+1 ·∇
)(
V n+11 , B
n+1
1
)
. While,
(
∂t + TV n+1 · ∇
)(
V n+1, Bn+1
)
will lose one derivative.
Given (V n+1, Bn+1, ζn+1), we define ηn+1 by
−∆ηn+1 + ηn+1 = − div ζn+1 + ηn+11 , (10.3)
where ηn+11 is determined by{
(∂t + V
n+1 · ∇)ηn+11 = Bn+11
ηn+11 |t=0 = η0.
(10.4)
Given ηN+11 , let Ω
n+1
t =
{
(x, y) : −1 ≤ y ≤ ηn+11 (t, x)
}
. The vorticity ωn+1 in
(n+ 1)-th iterative is given by solving the nonlinear vorticity equation in the known
domain Ωn+1t :{
∂tω
n+1 +
(
(vn+1)h · ∇+ (vn+11 )d+1∂y
)
ωn+1 = ωn+1 · ∇x,yvn+11 ,
ωn+1 |t=0= ω0,
(10.5)
where the velocity vn+1 is given by
−∆vn+1 = ∇x,y × ωn+1 in Ωn+1t ,
vn+1 |y=ηn+11 = (V
n+1, Bn+1),
vn+1|y=−1 = (V n+1b , 0),
(10.6)
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and the velocity vn+11 is given by
−∆vn+11 = ∇x,y · ωn+1 in Ωn+1t ,
vn+11 |y=ηn+11 = (V
n+1
1 , B
n+1
1 ),
vn+11 |Γb = (V n+1b,1 , 0).
(10.7)
Finally, we need to construct the pressure Pn+1 in a smoother domain Ω˜n+1t ={
(x, y) : −1 < y < ηn+1(t, x)}:{
−∆Pn+1 = (∂i(v1j)n+1∂j(v1i)n+1) ◦ Φn+11 ◦ (Φn+1)−1,
Pn+1 |y=ηn+1= 0, (∂yPn+1) |y=−1= −1,
(10.8)
where the map Φn+1 and Φn+11 are given by
Φn+1 : (x, z) ∈ S 7−→ (x, ρn+1δ (x, z)) ∈ Ω˜n+1t ,
Φn+11 : (x, z) ∈ S 7−→ (x, ρn+1δ,1 (x, z)) ∈ Ωn+1t .
Here ρn+1δ = ρδ,ηn+1 and ρ
n+1
δ,1 = ρδ,ηn+11
with ρδ,η(x, z) = z + (1 + z)e
δz|D|η.
10.2. Symmetrization. We introduce a good unknown Un+1 = V n+1 + TζnB
n+1.
It follows from (10.1) that{
DtU
n+1 + Tanζ
n+1 = hn1 + [Dt, Tζn ]B
n+1,
Dtζ
n+1 = TλnU
n+1 + hn2 +R
n
ω,
(10.9)
where (hn1 , h
n
2 ) is given by
hn1 =(TV n1 − V n1 ) · ∇V n −R(an, ζn) + Tζn(TV n1 − V n1 ) · ∇Bn,
hn2 =(TV n1 − V n1 ) · ∇ζn + [Tζn , Tλn ]Bn1 + (ζn − Tζn)TλnBn
+R(ηn1 )V
n
1 + ζ
nR(ηn1 )B
n
1 .
A direct calculation gives
D2t ζ
n+1 + Tanλnζ
n+1 = fn1 + f
n
2 +Dtf
n
3 +Dtf
n
4 +Dtf
n
ω , (10.10)
where (fn1 , f
n
2 , f
n
3 , f
n
4 , f
n
ω ) are given by
fn1 =Dt
(
(TV n1 − V n1 ) · ∇ζn + [Tζn , Tλn ]Bn1
)
+ (Tanλn − TλnTan)ζn+1,
fn2 =[Dt, Tλn ]U
n+1 + Tλn
(
hn1 + [Dt, Tζn ]B
n+1
)
,
fn3 =(ζ
n − Tζn)TλnBn + (ζn − Tζn)R(ηn1 )Bn1 ,
fn4 =R(η
n
1 )V
n
1 + TζnR(η
n
1 )B
n
1 ,
fnω =R
n
ω.
The local existence of smooth solution for the approximate system (10.1)–(10.8) can
be proved by using the theory of symmetric hyperbolic system and elliptic equations.
Here we ignore the proof.
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11. Uniform energy estimates
11.1. Set-up. Throughout this section, we denote
Dt , ∂t + TV n · ∇, Dut , ∂t + V n · ∇, Dbt , ∂t + V nb · ∇, Dt , ∂t + vn2 · ∇x,y,
where vn2 =
(
(vn)h, (vn1 )
d+1
)
. We denote
D˜t , ∂t + TV n+1 · ∇, D˜ut , ∂t + V n+1 · ∇, D˜bt , ∂t + V n+1b · ∇, D˜t , ∂t + vn+12 · ∇x,y,
where vn+12 =
(
(vn+1)h, (vn+11 )
d+1
)
. For a function f(x, y) defined on
{
(x, y) : −1 <
y < η(x)
}
, we denote f˜(x, z) , f(x, ρδ(x, z)), where ρδ(x, z) = z + (1 + z)eδz|D|η.
Let Ei(i = 1, · · · , 6) be some constants determined later. Assume that there exists
T independent of n determined later such that the solution in the n-th iteration
satisfies
H1. For any t ∈ [0, T ], there holds∥∥(V n, Bn, V nb , V n1 , Bn1 , V nb,1)(t)∥∥Hs− 12 + ‖(ηn, ηn1 )(t)‖Hs− 12 + ‖ω˜n(t)‖Hs−1(S) ≤ E1;
H2. For any t ∈ [0, T ], there holds
‖∇x,zv˜n1 (t)‖Hs−1(S) + ‖v˜nω(t)‖Hs(S) + ‖an(t)‖Hs− 32 + ‖∇P
n(t, ·,−1)‖
Hs−
3
2
≤ E2;
H3. For any t ∈ [0, T ], there holds
‖an(t)‖
Hs−
1
2
+ ‖∇Pn(t, ·,−1)‖
Hs−
1
2
≤ E13 , ‖ηn(t)‖Hs+12 ≤ E
2
3 ;
H4. For any t ∈ [0, T ], there holds
‖Dt(V n1 , Bn1 )(t)‖Hs− 32 + ‖∂tη
n(t)‖
Hs−
3
2
+ ‖Dut ηn1 (t)‖Hs− 12
+ ‖D˜tωn(t)‖Hs−1(S) + ‖D˜tvnω(t)‖Xs− 12 ([− 1
2
,0])
≤ E4;
H5. For any t ∈ [0, T ], there holds
‖(Dt(V n1 , Bn1 ),DbtV nb,1)(t)‖Hs− 12 + ‖∂2t ηn(t)‖Hs− 52 + ‖∂tan(t)‖Hs− 32
+ ‖(Dut )2ηn1 (t)‖Hs− 12 + ‖D˜
2
t ω
n(t)‖Hs−1(S) + ‖∇x,zD˜tvn1 ‖Hs−1(S)
+ ‖∇∂tPn(t, ·,−1)‖
Hs−
3
2
≤ E5;
H6. For any t ∈ [0, T ], there holds
‖∂t
(
Dt(V
n
1 , B
n
1 ),D
b
tV
n
b,1
)
(t)‖
Hs−
3
2
+ ‖D˜2t vnω(t)‖Xs− 32 ([− 1
2
,0])
≤ E6;
H7. For any (t, x) ∈ [0, T ]×Rd, there holds
an(t, x) = −∂yPn
∣∣
y=ηn(t,x)
≥ c0
2
;
H8. For any (t, x) ∈ [0, T ]×Rd, there holds
ηn(t, x) + 1 ≥ h0
2
, ηn1 (t, x) + 1 ≥
h0
2
.
The purpose of this section is to show that (H1)–(H8) also hold for the solution in
the (n+ 1)-th iteration.
In the sequel, we denote Ak = Ak
(
E1, · · · , Ek
)
for k = 1, · · · , 6, and Ps,η1,··· ,ηk =
Ps,η1,··· ,ηk
(‖η1‖Hs , · · · , ‖ηk‖Hs), whereAk and Ps,η1,··· ,ηk are some nondecreasing func-
tions depending on c0, h0 and may change from line to line. We also denote by
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P(·, · · · , ·) some increasing function depending on c0, h0, which may be different from
line to line.
11.2. Energy functional. We introduce the energy functional En+1(t) defined by
En+1(t) def= En+11 (t) + En+12 (t),
where En+11 (t) and En+12 (t) are given by
En+11 (t) =‖Dtζn+1‖Hs−1 + ‖T√anλnζn+1‖Hs−1 ,
En+12 (t) =‖ω˜n+1‖Hs−1(S) + ‖ζn+1‖Hs− 32 + ‖(V
n+1, Bn+1, V n+1b )‖Hs− 12
+ ‖(V n+11 , Bn+11 , V n+1b,1 , ηn+11 )‖Hs− 12 .
Using the equations, we can establish the following regularity information in terms
of En+1(t) for the solution in the (n+ 1)-th iteration.
Lemma 11.1. It holds that
‖ηn+1‖
Hs+
1
2
≤ A2En+1(t), ‖Un+1‖
Hs−
1
2
≤ A1En+12 (t).
Proof.We write
ζn+1 = T(
√
anλn)−1T
√
anλnζ
n+1 +
(
T(
√
anλn)−1T
√
anλn − 1
)
ζn+1,
from which and Proposition 2.6, we infer that
‖ζn+1‖
Hs−
1
2
≤A2‖ζn+1‖
Hs−
3
2
+A2‖T√anλnζn+1‖Hs−1
≤A2En+1(t).
Recall that ηn+1 satisfies
−∆ηn+1 + ηn+1 = − div ζn+1 + ηn+11 ,
which implies that
‖ηn+1‖
Hs+
1
2
≤ ‖ζn+1‖
Hs−
1
2
+ ‖ηn+11 ‖Hs− 32 ≤ A2E
n+1(t).
The second inequality follows from Un+1 = V n+1 + TζnB
n+1. 
Lemma 11.2. It holds that
‖DtUn+1‖
Hs−
1
2
≤ A1 +A4En+1(t).
Proof.Recall that
DtU
n+1 + Tanζ
n+1 = hn1 + [Dt, Tζn ]B
n+1. (11.1)
By Lemma 2.10, we have
‖hn1‖Hs− 12 ≤ A1,
which along with Proposition 2.21 and Lemma 11.1 gives
‖DtUn+1‖
Hs−
1
2
≤A1 +A2‖ζn+1‖
Hs−
1
2
+A4‖Bn+1‖
Hs−
1
2
≤A1 +A4En+1(t).
The proof is finished. 
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Lemma 11.3. It holds that
‖D˜ut ηn+11 ‖Hs− 12 ≤ E
n+1
2 (t),
‖(D˜ut )2ηn+11 ‖Hs− 12 ≤ A3
(
1 + En+12 (t)
)2
,
‖Dtζn+1‖
Hs−
3
2
≤ A2
(
1 + En+12 (t)
)
,
‖∂tηn+1‖
Hs−
3
2
≤ A2
(
1 + En+12 (t)
)2
,
‖∂2t ηn+1‖Hs− 52 ≤ A4
(
1 + En+12 (t)
)3
.
Proof.The first two inequalities are obvious. Recall that
Dtζ
n+1 = Tλn(V
n+1 + TζnB
n+1) + (TV n1 − V n1 ) · ζn + [Tζn , Tλn ]Bn1
+(ζn − Tζn)TλnBn +R(ηn1 )V n1 + ζnR(ηn1 )Bn1 +Rnω.
Then it follows from Proposition 2.6 and Proposition 5.2 that
‖Dtζn+1‖
Hs−
3
2
≤ A1En+12 (t) +A2.
For ∂tη
n+1, we get by the elliptic estimate that
‖∂tηn+1‖
Hs−
3
2
≤C(‖∂tζn+1‖
Hs−
5
2
+ ‖∂tηn+11 ‖Hs− 72
)
≤A2 +A1En+12 (t) + CEn+12 (t)2.
Using Proposition 2.6 and Proposition 11.7, we can also deduce that
‖∂tDtζn+1‖
Hs−
5
2
≤ A4En+12 (t) +A4,
which implies the estimate for ∂2t η
n+1. 
Lemma 11.4. It holds that
‖(DtV n+1, D˜tV n+11 )‖Hs− 12 ≤ A3
(
1 + En+1(t)),
‖(DtBn+1, D˜tBn+11 , D˜btV n+1b,1 )‖Hs− 12 ≤ A3,
‖(DbtV n+1b , D˜btV n+1b,1 )‖Hs− 32 ≤ A2,
‖(D˜tV n+11 , D˜tBn+11 )‖Hs− 32 ≤ A2
(
1 + En+12 (t)
)
,
‖(∂tD˜t(V n+11 , Bn+11 ), ∂tD˜btV n+1b,1 )‖Hs− 32 ≤ A5
(
1 + En+12 (t)
)
.
Proof.Recall that DtV
n+1 = D˜tV
n+1
1 and
DtV
n+1 = −Tζnan − Tanζn+1 −R(ζn, an) + (TV n1 − V n1 ) · ∇V n.
It follows from Lemma 2.10 and Lemma 11.1 that
‖(DtV n+1, D˜tV n+11 )‖Hs− 12 ≤ A3 +A2‖ζ
n+1‖
Hs−
1
2
≤ A3 +A2En+1(t).
The proof of the other inequalities is similar. 
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11.3. Estimate of the velocity. In the sequel, we assume that (H8) holds for
(ηn+1, ηn+11 ), i.e.,
ηn+1(t, x) + 1 ≥ h0
2
, ηn+11 (t, x) + 1 ≥
h0
2
.
Recall that vn+1 satisfies{ −∆x,yvn+1 = ∇x,y × ωn+1 in Ωn+1t ,
vn+1 |y=ηn+11 = (V
n+1, Bn+1), vn+1|y=−1 = (V n+1b , 0),
and vn+11 satisfies{ −∆x,yv1n+1 = ∇x,y × ωn+1 in Ωn+1t ,
vn+11 |y=ηn+11 = (V
n+1
1 , B
n+1
1 ), v
n+1
1 |y=−1 = (V n+1b,1 , 0).
First of all, we apply Proposition 4.10 to obtain
‖∇x,zv˜n+1‖Hs−1(S) ≤Ps− 1
2
,ηn+11
(‖(V n+1, Bn+1, V n+1b )‖Hs− 12 + ‖ω˜n+1‖Hs−1)
≤P(En+12 (t)). (11.2)
Similarly, we have
‖∇x,z v˜n+11 ‖Hs−1(S) ≤ P(En+12 (t)). (11.3)
A direct calculation gives{
∆x,yD˜tvn+11 = hn+1ω in Ωn+1t ,
D˜tvn+11 |y=ηn+11 = (D˜tV
n+1
1 , D˜tB
n+1
1 ), D˜tvn+11 |y=−1 = (D˜btV n+1b,1 , 0),
where
−hn+1ω =∇x,y × D˜tωn+1 −∇x,yvn+12 · ∇x,ywn+1 +∆x,yvn+12 · ∇x,yvn+11
+ 2∂iv
n+1
2 · ∇x,y∂ivn+11 .
We can deduce from Lemma 2.13, (11.2) and (11.3) that
‖h˜n+1ω ‖Hs−2(S) ≤Ps− 1
2
,ηn+11
(‖ ˜˜Dtωn+1‖Hs−1(S) + ‖ω˜n+1‖2Hs−1(S) + ‖∇x,z(v˜n+1, v˜n+11 )‖2Hs−1(S))
≤Ps− 1
2
,ηn+11
(‖ω˜n+1‖2
Hs−1(S) + ‖∇x,z(v˜n+1, v˜n+11 )‖2Hs−1(S)
)
≤P(En+12 (t)).
While, we know from Lemma 11.4 that
‖(D˜tV n+11 , D˜tBn+11 , D˜btV n+1b,1 )‖Hs− 12 ≤ A3
(
1 + En+1(t)).
Then we apply Proposition 4.10 again to obtain
‖∇x,z ˜˜Dtvn+11 ‖Hs−1(S) ≤ P(A3, En+1(t)). (11.4)
Similarly, we have
‖∇x,z ˜˜Dtvn+1‖Hs−2(S) ≤ P(A3, En+1(t)) (11.5)
by noting that
‖(D˜tV n+1, D˜tBn+1, D˜btV n+1b )‖Hs− 32 ≤ P(A3, E
n+1(t)).
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Using (11.2)-(11.4), we can deduce that
Lemma 11.5. It holds that
‖ ˜˜Dtωn+1‖Hs−1(S) ≤ P(En+12 (t)),
‖ ˜˜D2t ωn+1‖Hs−1(S) ≤ P(A3, En+1(t)).
For vn+1ω defined by{
−∆x,yvn+1ω = ∇x,y × ωn+1 in Ωn+1t ,
vn+1ω |y=ηn+11 = 0, v
n+1
ω |y=−1 = (V n+1b,1 , 0),
we can deduce in a similar way that
‖v˜n+1ω ‖Hs(S) ≤ P(En+12 (t)), (11.6)
‖ ˜˜Dtvn+1ω ‖Hs(S) ≤ P(A3, En+1(t)), (11.7)
‖ ˜˜Dtvn+1ω ‖
Xs−
1
2 ([− 1
2
,0])
≤ P(A2, En+12 (t)), (11.8)
by using the fact that
‖D˜btV n+1b,1 ‖Hs− 12 ≤ A3, ‖D˜
b
tV
n+1
b,1 ‖Hs− 32 ≤ A2.
On the other hand, we know that{
∆x,yD˜2t vn+1ω = D˜thn+1ω + [∆x,y, D˜t]D˜tvn+1ω in Ωn+1t ,
D˜2t vn+1ω |y=ηn+11 = 0, D˜
2
t v
n+1
ω |y=−1 = ((D˜bt )2V n+1b,1 , 0),
where
hn+1ω =∇x,y × D˜tωn+1 −∇x,yvn+12 · ∇x,yωn+1 −∇x,yωn+1 · ∇x,yvn+1ω
+ 2∂iv
n+1
2 · ∇x,y∂ivn+1ω .
Using (11.4)-(11.7) and Lemma 11.5, we can deduce from Lemma 2.13 that
‖[∆x,y, D˜t]D˜tvn+1ω ‖Hs−2(S) + ‖ ˜˜Dthn+1ω ‖Hs−2(S) ≤ P(A3, En+1(t)).
And by Lemma 11.4, we have
‖(D˜bt )2V n+1b,1 ‖Hs− 32 ≤‖∂tD˜
b
tV
n+1
b,1 ‖Hs− 32 + ‖V
n+1
b ‖Hs− 32 ‖∇
2Pn(·,−1)‖
Hs−
3
2
≤P(A5, En+1(t)).
Then we can prove that
‖∇x,yD˜2t vn+1ω ‖L2(Ωn+1t ) ≤ P(A5, E
n+1(t)).
Thus, Proposition 4.9 ensures that
‖∇x,z ˜˜D2t vn+1ω ‖Xs− 32 ([− 1
2
,0])
≤ P(A5, En+1(t)). (11.9)
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11.4. Estimate of the pressure. Recall that the pressure Pn+1 satisfies{
−∆x,yPn+1 =
(
∂i(v
j
1)
n+1∂j(v
i
1)
n+1
) ◦ Φn+11 ◦ (Φn+1)−1 , F,
Pn+1 |y=ηn+1= 0, (∂yPn+1) |y=−1= −1.
Let Pn+11 = P
n+1 + y, I1 = [a, 0] for a ∈ (−1, 0). First of all, we get by a similar
proof of Lemma 7.1 that
‖∇x,yP1‖L2(Ω˜n+1t ) ≤ Ps− 12 ,ηn+1‖∇x,zv˜
n+1
1 ‖2Hs−1(S),
from which and Proposition 4.9, it follows that
‖∇x,zP˜n+11 ‖Xs− 12 (I1) ≤Ps+ 12 ,ηn+1
(‖∇x,yPn+11 ‖L2(Ω˜n+1t ) + Ps− 12 ,ηn+11 ‖∇x,z v˜n+11 ‖2Hs−1(S))
≤P(A2, En+1(t)). (11.10)
Similarly, we can deduce that
‖∇x,zP˜n+11 ‖Xs− 32 (I1) ≤ P(E
n+1
2 (t)). (11.11)
These ensure that there exists y0 ∈ (−1,−1 + h0](in fact, one can take y0 > −1 + a
with a depending on ‖ηn+1‖
Hs−
1
2
) so that
‖P1(·, y0)‖
Hs+
1
2
≤ P(A2, En+1(t)),
‖P1(·, y0)‖
Hs−
1
2
≤ P(En+12 (t)).
Then by the elliptic estimate in the flat strip, we obtain
‖∇x,yPn+11 ‖Hs(Rd×[−1,y0]) ≤ P(A2, En+12 (t)), (11.12)
‖∇x,yPn+11 ‖Hs−1(Rd×[−1,y0]) ≤ P(En+12 (t)). (11.13)
Using Lemma 11.3, (11.3) and (11.4), we can deduce that
‖D˜tF‖Hs−2(S) ≤ P(A3, En+1(t)).
It is easy to show that
‖∇x,yDtPn+1‖L2(Ω˜n+1t ) ≤ P(A3, E
n+1(t)).
Thus, we can deduce that
‖∇x,zD˜tPn+1‖
Xs−
3
2 (I1)
+ ‖∇x,yDtPn+1(·,−1)‖
Hs−
3
2
≤ P(A3, En+1(t)). (11.14)
It follows from (11.10), (11.11) and (11.14) that
Lemma 11.6. It holds that
‖an+1‖
Hs−
3
2
≤ P(En+12 (t)),
‖an+1‖
Hs−
1
2
≤ P(A2, En+1(t)),
‖∂tan+1‖
Hs−
3
2
≤ P(A3, En+1(t)).
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11.5. Estimates of the remainder of DN operator. In this subsection, we es-
tablish some estimates for the material derivatives of the remainder of DN operator,
which will be used to estimate Rnω. For this purpose, we assume that η is a solution
of the following equation
∂tη + V · ∇η = B,
where (V,B) = v|y=η . Let Dt , ∂t + V · ∇ and Dt , ∂t + v · ∇x,y.
Now, we state the main result in this subsection:
Proposition 11.7. Assume that η,Dtη,D
2
t η ∈ Hs−
1
2 (Rd) for s > d2 + 5. Then it
holds that
‖DtR(η)f‖
Hs−
3
2
≤ Ps− 1
2
,η,Dtη
V1(t)
(‖f‖
Hs−
1
2
+ ‖Dtf‖
Hs−
3
2
)
,
‖D2tR(η)f‖Hs− 32 ≤ Ps− 12 ,η,Dtη,D2tηV2(t)
(‖f‖
Hs−
1
2
+ ‖Dtf‖
Hs−
1
2
+ ‖D2t f‖Hs− 32
)
,
where V1(t) and V2(t) are given by
V1(t) , P
(‖V (t)‖
Hs−
1
2
, ‖∇x,z v˜(t)‖Hs−1(S)
)
,
V2(t) , P
(‖∇x,z(v˜, D˜tv)(t)‖Hs−1(S), ‖(V,DtV )‖Hs− 12 )
Let φ(t, x, y) be a solution of the elliptic equation{
∆x,yφ = 0 in Ωt =
{
(x, y) : −1 < y < η(t, x)},
φ|y=η(t,x) = f, φ|y=−1 = 0.
Proposition 4.10 ensures that
‖φ˜‖Hs(S) ≤ Ps− 1
2
,η‖f‖Hs− 12 . (11.15)
We next establish some estimates for Dkt φ for k = 1, 2.
Lemma 11.8. It holds that
‖D˜tφ‖Hs(S) ≤ Ps− 1
2
,η
(‖Dtf‖
Hs−
1
2
+ ‖∇x,zv˜‖Hs−1(S)‖f‖Hs− 12
)
,
‖D˜2t φ‖Hs−1(S) ≤ Ps− 1
2
,ηV(t)
(‖D2t f‖Hs− 32 + ‖Dtf‖Hs− 32 + ‖f‖Hs− 32 ),
‖(∂z − TA)D˜tφ‖
Xs−
3
2 ([− 1
2
,0])
≤ Ps− 1
2
,η
(‖Dtf‖
Hs−
3
2
+ ‖∇x,zv˜(t)‖Hs−1(S)‖f‖Hs− 12
)
,
‖(∂z − TA)D˜2t φ‖Xs− 32 ([− 1
2
,0])
≤ Ps− 1
2
,ηV(t)
(‖D2t f‖Hs− 32 + ‖Dtf‖Hs− 12 + ‖f‖Hs− 12 ).
Here V(t) , P(‖∇x,zv˜(t)‖Hs−1(S), ‖∇x,zD˜tv(t)‖Hs−1(S)).
Proof.A direct calculations gives{
∆x,yDtφ = ∆x,yv · ∇x,yφ+ 2∇x,yv · ∇2x,yφ , F,
Dtφ|y=η = Dtf, Dtφ|y=−1 = 0.
By Lemma 2.13, it is easy to show that
‖F˜‖Hs−2(S) ≤ Ps− 1
2
,η‖∇x,zv˜‖Hs−1(S)‖φ˜‖Hs(S).
Then we deduce from Proposition 4.10 and (11.15) that
‖D˜tφ‖Hs(S) ≤ Ps− 1
2
,η
(‖Dtf‖
Hs−
1
2
+ ‖∇x,z v˜‖Hs−1(S)‖f‖Hs− 12
)
. (11.16)
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Similar, we have
‖D˜tφ‖Hs−1(S) ≤ Ps− 1
2
,η
(‖Dtf‖
Hs−
3
2
+ ‖∇x,z v˜‖Hs−2(S)‖f‖Hs− 32
)
.
Then a similar argument of Proposition 5.2 implies the third inequality.
By Lemma 2.13 again, we have
‖D˜tF‖Hs−3(S) ≤Ps− 1
2
,η‖∇x,zv˜‖2Hs−2(S)‖D˜tφ‖Hs−1(S)
+ Ps− 1
2
,η
(‖∇x,zD˜tv‖Hs−2(S) + ‖∇x,zv˜‖2Hs−2(S))‖φ˜‖Hs−1(S).
This implies the second inequality. We also have
‖D˜tF‖Hs−2(S) ≤Ps− 1
2
,η‖∇x,z v˜‖2Hs−1(S)‖D˜tφ‖Hs(S)
+ Ps− 1
2
,η
(‖∇x,zD˜tv‖Hs−1(S) + ‖∇x,zv˜‖2Hs−1(S))‖φ˜‖Hs(S)
≤Ps− 1
2
,η‖∇x,z v˜‖2Hs−1(S)
(‖Dtf‖
Hs−
1
2
+ ‖∇x,zv˜‖Hs−1(S)‖f‖Hs− 12
)
+ Ps− 1
2
,η
(‖∇x,zD˜tv‖Hs−1(S) + ‖∇x,zv˜‖2Hs−1(S))‖f‖Hs− 12 .
Then a similar argument of Proposition 5.2 implies the last inequality. 
Lemma 11.9. It holds that
‖Dtφ˜|z=0‖
Hs−
3
2
≤ Ps− 1
2
,η
(‖∇x,zv˜‖Hs−1(S)‖f‖Hs− 32 + ‖Dtf‖Hs− 32 ),
‖D2t φ˜|z=0‖Hs− 32 ≤ Ps− 12 ,ηV(t)
(‖f‖
Hs−
3
2
+ ‖Dtf‖
Hs−
3
2
+ ‖D2t f‖Hs−32
)
.
In addition, we have∥∥Dt∇x,zφ˜|z=0∥∥
Hs−
5
2
≤ Ps− 1
2
,η,Dtη
(‖∇x,zv˜‖Hs−1(S)‖f‖Hs− 32 + ‖Dtf‖Hs− 32 ),∥∥D2t∇x,zφ˜|z=0∥∥Hs− 52 ≤ Ps− 12 ,η,Dtη,D2t ηV(t)(‖f‖Hs− 32 + ‖Dtf‖Hs− 32 + ‖D2t f‖Hs− 32 ).
Proof.The first two inequalities follows from Lemma 11.8 and the fact that
D
k
t φ˜|z=0 = D˜kt φ|z=0.
The last two inequalities can be deduced from Lemma 2.11, Lemma 11.8 and the
formulas
Dt∇φ˜|z=0 = D˜t∇φ|z=0 + D˜t∂yφ|z=0∇η + ∂˜yφ|z=0Dt∇η,
Dt∂zφ˜|z=0 = D˜t∂yφ|z=0(1 + η + δ|D|η) + ∂˜yφ|z=0Dt(η + δ|D|η).
We omit the details. 
Proof of Proposition 11.7.We write
DtR1(η)f =
[
Dt, Tζ1TA − Tζ1A
]
φ˜|z=0 +
(
Tζ1TA − Tζ1A
)D˜tφ|z=0
=
(
T∂tζ1TA + Tζ1T∂tA − T∂t(ζ1A)
)
φ˜|z=0 +
[
V · ∇, Tζ1TA − Tζ1A
]
φ˜|z=0
+
(
Tζ1TA − Tζ1A
)D˜tφ|z=0.
Using Proposition 2.6 and Lemma 11.9, and the following trick
‖∂tg‖
Hs−
5
2
≤ ‖Dtg‖
Hs−
5
2
+ ‖V ‖
Hs−
5
2
‖g‖
Hs−
3
2
,
we can deduce that
‖DtR1(η)f‖
Hs−
3
2
≤ Ps− 1
2
,η,Dtη
V(t)(‖f‖
Hs−
3
2
+ ‖Dtf‖
Hs−
3
2
)
.
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Similarly, we have
‖DtR2(η)f‖
Hs−
3
2
≤ Ps− 1
2
,η,Dtη
V(t)(‖f‖
Hs−
1
2
+ ‖Dtf‖
Hs−
3
2
)
.
The same estimates holds for DtR3(η) by using the following type estimate
‖DtR(f, g)‖
Hs−
3
2
≤ ‖R(∂tf, g) +R(f, ∂tg) + V · ∇R(f, g)‖
Hs−
3
2
≤ C‖∂tf‖
Hs−
5
2
‖g‖
Hs−
3
2
+ C‖∂tg‖
Hs−
5
2
‖f‖
Hs−
3
2
+ C‖V ‖
Hs−
3
2
‖f‖
Hs−
3
2
‖g‖
Hs−
3
2
.
The estimates for D
2
tR(η)f can be similarly proved by a very tedious computation
with the help of Lemma 11.8 and Lemma 11.9. We omit the details. 
Applying Proposition 11.7 with v = vn1 and (V,B) = (V
n
1 , B
n
1 ), we deduce that
Lemma 11.10. It holds that
‖Dut R(ηn1 )(V n1 , Bn1 )‖Hs− 32 ≤ P(E1, E2, E4),
‖(Dut )2R(ηn1 )(V n1 , Bn1 )‖Hs− 32 ≤ A6.
11.6. Energy estimates.
Proposition 11.11. It holds that
‖ω˜n+1(t)‖Hs−1(S) ≤ ‖ω˜0‖Hs−1(S) +
∫ t
0
P(A1, En+1(t′))dt′.
Proof.Recall that the vorticity ωn+1 satisfies{
∂tω
n+1 +
(
(vn+1)h · ∇+ (vn+11 )d+1∂y
)
ωn+1 = ωn+1 · ∇x,yvn+11 ,
ωn+1 |t=0= ω0.
In terms of the (x, z) variable, we have
∂tω˜
n+1 + vn+1 · ∇x,zω˜n+1 = Fn+1, (11.17)
where
vn+1 =
(
(v˜n+1)h,
1
∂zρδ,ηn+11
(v˜1
d+1 − ∂tρδ,ηn+11 − (v˜
n+1)h · ∇ρδ,ηn+11 )
)
,
Fn+1 = (ω˜n+1)h · (∇v˜1n+1 − ∇ρδ,ηn+11
∂zρδ,ηn+11
∂z v˜1
)
+ (ω˜n+1)d+1
∂z v˜1
∂zρδ,ηn+11
.
By Lemma 2.13, it is easy to see that
‖Fn+1‖Hs−1(S) ≤ Ps− 1
2
,ηn+11
‖∇x,z(v˜n+1, v˜n+11 )‖Hs−1(S)‖ω˜n+1‖Hs−1(S).
By Lemma 9.6, we have
‖∇x,zvn+1‖Hs−1(S) ≤ Ps− 1
2
,ηn+11
‖∇x,z(v˜n+1, v˜n+11 )‖Hs−1(S).
Then by a similar proof of Proposition 9.5, we deduce
d
dt
‖ω˜n+1‖Hs−1(S) ≤ Ps− 1
2
,ηn+11
‖∇x,z(v˜n+1, v˜n+11 )‖Hs−1(S). (11.18)
This together with (11.2) and (11.3) gives the proposition. 
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Proposition 11.12. It holds that
‖(V n+1, Bn+1, V n+1b )(t)‖Hs− 12 + ‖ζ
n+1(t)‖
Hs−
3
2
≤
(
‖(V0, B0, Vb,0)‖
Hs−
1
2
+A3
∫ t
0
(1 + En+1(t′))dt′
)
etA1 .
Proof. It follows from Lemma 11.4 that
1
2
d
dt
‖V n+1‖2
Hs−
1
2
≤A3(1 + En+1(t))‖V n+1‖
Hs−
1
2
+
〈〈D〉s− 12TV n · ∇V n+1, 〈D〉s− 12V n+1〉.
We write〈〈D〉s− 12TV n · ∇V n+1, 〈D〉s− 12V n+1〉
=
〈
[〈D〉s− 12 , TV n · ∇]V n+1, 〈D〉s−
1
2V n+1
〉− 1
2
〈
T∇·V n〈D〉s−
1
2V n+1, 〈D〉s− 12V n+1〉,
by Lemma 2.19, which is bounded by
C‖V n‖W 1,∞‖V n+1‖2
Hs−
1
2
≤ C‖V n‖
Hs−
1
2
‖V n+1‖2
Hs−
1
2
.
This shows that
d
dt
‖V n+1‖
Hs−
1
2
≤A3(1 + En+1(t)) + C‖V n‖
Hs−
1
2
‖V n+1‖
Hs−
1
2
.
Then Gronwall’s inequality ensures that
‖V n+1(t)‖
Hs−
1
2
≤
(
‖V0‖
Hs−
1
2
+A3
∫ t
0
(1 + En+1(t′))dt′
)
etA1 .
The estimates for the other terms are similar. 
Similarly, we can prove by Lemma 11.4 and Lemma 11.3 that
Proposition 11.13. It holds that
‖(V n+11 , Bn+11 , V n+1b,1 )(t)‖Hs− 12 + ‖η
n+1
1 (t)‖Hs− 12
≤
(
‖(V0, B0, Vb,0, η0)‖
Hs−
1
2
+A3
∫ t
0
(1 + En+1(t′))dt′
)
eC
∫ t
0
En+12 (t′)dt′ .
Following the proof of Proposition 9.4, we can deduce that
Proposition 11.14. It holds that
1
2
d
dt
(‖Dtζn+1‖2Hs−1+‖T√anλnζn+1‖2Hs−1) ≤ A4(‖Dtζn+11 ‖2Hs−1 + ‖ζ‖2Hs− 12 )
+
〈
(fn1 + f
n
2 +Dtf
n
3 +Dtf
n
4 +Dtf
n
ω )s−1, (Dtζ
n+1)s−1
〉
.
11.7. Nonlinear estimates. Recall that
fn1 = Dt
(
(TV n1 − V n1 ) · ∇ζn + [Tζn , Tλn ]Bn1
)
+ (Tanλn − TλnTan)ζn+1.
Lemma 11.15. It holds that
‖fn1 ‖Hs−1 ≤ A5.
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Proof.We write
Dt(TV n1 − V n1 ) · ∇ζn = −[Dt, T∇ζn ] · V n1 + T∇ζn ·DtV n1 −DtR(∇ζn, V n1 ).
It follows from Proposition 2.21 that
‖[Dt, T∇ζn ] · V n1 ‖Hs−1 ≤ C(E1 + E4)‖V n1 ‖Hs−1 ≤ A4.
And by Lemma 2.10, we get
‖T∇ζn ·DtV n1 ‖Hs−1 ≤ CE1‖DtV n1 ‖Hs−1 ≤ A5.
By Lemma 2.10 again, we get
‖DtR(∇ζn, V n1 )‖Hs−1 ≤‖R(∇∂tζn, V n1 )‖Hs−1 + ‖R(∇ζn, ∂tV n1 )‖Hs−1
+ ‖TV n · ∇R(∇ζn, V n1 )‖Hs ≤ A4.
We write
Dt[Tζn , Tλn ]B
n
1 =[T∂tζn , Tλn ]B
n
1 + [Tζn , T∂tλn ]B
n
1 + [Tζn , Tλn ]DtB
n
1
+
[
TV n · ∇, [Tζn , Tλn ]
]
Bn1 ,
which along with Proposition 2.6 and Corollary 2.9 gives
‖Dt[Tζn , Tλn ]Bn1 ‖Hs−1 ≤ A4.
The proof is finished. 
Recall that
fn2 =[Dt, Tλn ]U
n+1 + Tλn
(
hn1 + [Dt, Tζn ]B
n+1
)
.
Lemma 11.16. It holds that
‖fn2 ‖Hs− 32 ≤ P(E1, E2, E4)
(
1 + En+12 (t)
)
,
‖Dtfn2 ‖Hs− 32 ≤ A5
(
1 + En+1(t)).
Proof.The first inequality is obvious. We turn to the second inequality. It follows
from Proposition 2.23 and Lemma 11.2 that
‖Dt[Dt, Tλn ]Un+1‖
Hs−
3
2
≤A5
(‖Un+1‖
Hs−
1
2
+ ‖DtUn+1‖
Hs−
1
2
)
≤A5
(
1 + En+1(t)).
We write
DtTλn
(
hn1 + [Dt, Tζn ]B
n+1
)
=[Dt, Tλn ]
(
hn1 + [Dt, Tζn ]B
n+1
)
+ Tλn
(
Dth
n
1 +Dt[Dt, Tζn ]B
n+1
)
,
which along with Proposition 2.21 and Proposition 2.6 gives
‖DtTλn
(
hn1 + [Dt, Tζn ]B
n+1
)‖
Hs−
3
2
≤ A5
(‖hn1‖Hs− 12 + ‖Bn+1‖Hs− 12
+ ‖Dthn1‖Hs− 12 + ‖DtB
n+1‖
Hs−
1
2
)
.
Similar to Lemma 11.15, we can prove that
‖Dthn1‖Hs− 32 ≤ A4.
This together with Lemma 11.4 gives
‖DtTλn
(
hn1 + [Dt, Tζn ]B
n+1
)‖
Hs−
2
3
≤ A5
(
1 + En+1(t)).
Putting the above estimates together gives the second inequality. 
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Recall that
fn3 = (ζ
n − Tζn)TλnBn + (ζn − Tζn)R(ηn1 )Bn1 ,
fn4 = R(η
n
1 )V
n
1 + TζnR(η
n
1 )B
n
1 .
Then we can deduce from Proposition 5.2 and Lemma 11.10 that
Lemma 11.17. It holds that
‖fn3 ‖Hs−1 ≤ A1‖ηn‖Hs , ‖fn3 ‖Hs− 12 ≤ A3,
‖Dut fn4 ‖Hs− 32 ≤ P(E1, E2, E4), ‖(D
u
t )
2fn4 ‖Hs− 32 ≤ A6.
Finally, we have
Lemma 11.18. It holds that
‖Dut fnω‖Hs− 32 ≤ P(E1, E2, E4), ‖(D
u
t )
2fnω‖Hs− 32 ≤ A6.
11.8. Completion of the uniform estimate. Let
E0 ,‖ω˜0‖Hs−1(S) + ‖η0‖Hs+12 + ‖v˜0‖Hs+12 (S) + ‖Dtζ(0)‖Hs−1 + ‖T√a0λ0ζ0‖Hs−1 ,
which is bounded by P(‖η0‖
Hs+
1
2
)
(‖v0‖
Hs+
1
2 (Ω0)
+ ‖η0‖
Hs+
1
2
)
.
Let us first assume that there exits a maximal time Tn ∈ (0, T ] so that the solution
satisfies
Ek(t) ≤ P0, Ek2 (t) ≤ P1. (11.19)
for k = 1, · · · , n + 1 and t ∈ [0, Tn) and some P0,P1 determined later. Under this
assumption, we will verify (H1) − (H8) for the solution in the (n + 1)-th iteration.
Moreover, we will show that
En+1(t) ≤ P0
2
, En+12 (t) ≤
P1
2
. (11.20)
which implies that Tn = T by a continuous argument.
Obviously, we can take E1 = P1. If (ηn+1, ηn+11 ) satisfies (H8), then we deduce
from (11.3), (11.6), Lemma 11.6 and (11.12) that
‖∇x,z v˜n1 (t)‖Hs−1(S) + ‖v˜n+1ω (t)‖Hs(S) + ‖an+1(t)‖Hs− 32
+ ‖∇Pn+1(t, ·,−1)‖
Hs−
3
2
≤ P(En+12 (t)) ≤ C(P1) , E2.
This in turn implies that we can take T1 small enough depending on h0,P1, E2 so
that for t ∈ [0,min(Tn, T1)),
ηn+1(t, x) + 1 ≥ h0
2
, ηn+11 (t, x) + 1 ≥
h0
2
.
By Lemma 11.6, Lemma 11.1 and (11.12), we have
‖an+1(t)‖
Hs−
1
2
+ ‖∇Pn+1(t, ·,−1)‖
Hs−
3
2
≤ P(A2, En+1(t)) ≤ C(P0,P1) , E13 ,
‖ηn+1(t)‖
Hs+
1
2
≤ A2En+1(t) ≤ A2P0 , E23 .
Then we deduce from Proposition 11.11, Proposition 11.12 and Proposition 11.13
that
En+12 (t) ≤
(
En+1(0) +A3
∫ t
0
P(En+1(t′))dt′
)
eA1t+C
∫ t
0 En+1(t′)dt′
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≤C1
(E0 + tC(P0,P1))etC(P0,P1),
which ensures that we can take P1 = 2C1E0 and T2 small enough depending on E0,P0
so that for t ∈ [0,min(Tn, T1, T2)),
En+12 (t) ≤
P1
2
.
By Lemma 11.4, Lemma 11.3, Lemma 11.5 and (11.8), we have
‖Dt(V n+11 , Bn+11 )(t)‖Hs− 32 + ‖∂tη
n+1(t)‖
Hs−
1
2
+ ‖D˜ut ηn+11 (t)‖Hs− 12
+ ‖D˜tωn+1(t)‖Hs−1(S) + ‖D˜tvn+1ω (t)‖Xs− 12 ([− 1
2
,0])
≤ P(A2, En+12 (t)) ≤ C(P1) , E4.
By Lemma 11.4, Lemma 11.3, Lemma 11.6, (11.4) and (11.14), we obtain
‖(Dt(V n+11 , Bn+11 ),DbtV n+1b,1 )(t)‖Hs− 12 + ‖∂2t ηn+1(t)‖Hs− 52 + ‖∂tan+1(t)‖Hs− 32
+ ‖D˜2t ωn(t)‖Hs−1(S) + ‖∇x,zD˜tvn+11 (t)‖Hs−1(S) + ‖∇∂tPn+1(t, ·,−1)‖Hs− 32
+ ‖(D˜ut )2ηn+11 (t)‖Hs− 12 ≤ P(A4, E
n+1(t)) ≤ C(P0,P1) , E5.
While, (H5) and the initial conditions (1.7) ensure that there exits T3 small enough
depending on E5 so that (H7) holds for t ∈
[
0,min(Tn, T1, T2, T3)
)
.
By Lemma 11.4, Lemma 11.5 and (11.9), we have
‖∂t
(
Dt(V
n+1
1 , B
n+1
1 ),D
b
tV
n+1
b,1
)
(t)‖
Hs−
3
2
+ ‖D˜2t vn+1ω (t)‖Hs−1(S)
≤ P(A5, En+1(t)) ≤ P(A5,P0) , E6.
To complete the proof, it remains to prove the first inequality of (11.20). We know
from Proposition 11.14 that
1
2
d
dt
(‖Dtζn+1‖2Hs−1+‖T√anλnζn+1‖2Hs−1) ≤ A4(‖Dtζn+1‖2Hs−1 + ‖ζ‖2Hs− 12 )
+
〈
(fn1 + f
n
2 +Dtf
n
3 +Dtf
n
4 + f
n
ω )s−1, (Dtζ
n+1)s−1
〉
.
By Lemma 11.15, we have〈
(fn1 )s−1, (Dtζ
n+1)s−1
〉 ≤ A5‖Dtζn+1‖Hs−1 .
We write〈
(fn2 )s−1, (Dtζ
n+1)s−1
〉
=
〈
(fn2 )s−1, [〈D〉s,Dt]ζn+1)
〉
+
〈
(Dt)
∗(fn2 )s−1, (ζ
n+1)s−1
〉
+
d
dt
〈
(fn2 )s−1, (ζ
n+1)s−1
〉
,
from which, Lemma 2.19, Lemma 11.16 and Lemma 11.1, we deduce that〈
(fn2 )s−1, (Dtζ
n+1)s−1
〉
=
d
dt
〈
(fn2 )s−1, (ζ
n+1)s−1
〉
+A2
(‖fn2 ‖Hs− 32 + ‖Dtfn2 ‖Hs− 32 )‖ζn+1‖Hs− 12
=
d
dt
〈
(fn2 )s−1, (ζ
n+1)s−1
〉
+A5En+1(t).
THE INCOMPRESSIBLE EULER EQUATIONS WITH FREE BOUNDARY 77
In a similar way, we deduce from Lemma 11.18 and Lemma 11.17 that〈
(Dtf
n
ω )s−1, (Dtζ
n+1)s−1
〉
=
d
dt
〈
(Dut f
n
ω )s−1, (ζ
n+1)s−1
〉
+A6En+1(t),〈
(Dtf
n
4 )s−1, (Dtζ
n+1)s−1
〉
=
d
dt
〈
(Dut f
n
4 )s−1, (ζ
n+1)s−1
〉
+A6En+1(t).
We write〈
(Dtf
n
3 )s−1, (Dtζ
n+1)s−1
〉
=
〈
[〈D〉s−1,Dt]fn3 , (Dtζn+1)s−1)
〉
+
〈
(fn3 )s−1, (Dt)
∗(Dtζn+1)s−1
〉
+
d
dt
〈
(fn3 )s−1, (Dtζ
n+1)s−1
〉
,
which along with Lemma 2.19 and Lemma 11.17 gives〈
(Dtf
n
3 )s−1, (Dtζ
n+1)s−1
〉
=
d
dt
〈
(fn3 )s−1, (Dtζ
n+1)s−1
〉
+A2‖fn3 ‖Hs− 12
(‖Dtζn+1‖Hs−1 + ‖D2t ζn+1‖Hs− 32 )
=
d
dt
〈
(fn3 )s−1, (Dtζ
n+1)s−1
〉
+A5En+1(t) +A5.
Putting the above estimates together, we obtain
1
2
d
dt
(‖Dtζn+1‖2Hs−1 + ‖T√anλnζn+1‖2Hs−1) ≤ A5En+1(t)2 +A6
+
d
dt
〈
(fn2 )s−1 + (f
n
3 )s−1 + (D
u
t f
n
4 )s−1 + (D
u
t f
n
ω )s−1, (ζ
n+1)s−1
〉
.
Integrating in t and using Lemma 11.16-Lemma 11.18, we deduce that
‖Dtζn+1‖2Hs−1 + ‖T√anλnζn+1‖2Hs−1 ≤ P(E0) +A6
∫ t
0
(1 + En+1(t′)2)dt′
+ P(E1, E2, E4) +A1‖ηn‖2Hs + ǫ‖ζn+1‖2
Hs−
1
2
≤ P(E0) + P(E1, E2, E4) +A6(1 + P0)2t+ 1
64
P20 +
1
4
‖T√anλnζn+1‖2Hs−1 .
This implies that there exists T4 > 0 depending on P0,P1 so that for t ∈ [0,min(T, Tn)]
with T = min(T1, T2, T3, T4),
En+1(t) ≤ P(E0) + P(E1, E2, E4) + P1 + 1
4
P0.
Since E1, E2, E3 are independent of P0, we can take P0 = 4
(P(E0) +P(E1, E2, E4) +
P1
)
. Thus, we deduce that for t ∈ [0,min(T, Tn)],
En+1(t) ≤ P0
2
.
This completes the proof of uniform estimates. 
12. Cauchy sequence and the limit system
This section is devoted to showing that the approximate sequence constructed in
last section is a Cauchy sequence.
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12.1. Set-up. According to the uniform estimates of the approximate sequence, we
may assume that
2∑
k=0
(
‖∂kt (V n, Bn, V nb , V n1 , Bn1 , V nb,1)‖Hs− 12−k + ‖∂
k
t η
n‖
Hs+
1
2−k
+ ‖∂kt ηn1 ‖Hs− 12−k
+ ‖∂kt ω˜n‖Hs−1−k(S)
)
≤ P0.
Here and in what follows we denote by P0 a constant depending only on ‖v0‖Hs(Ω0),
‖η0‖
Hs+
1
2
and h0, c0, which may change from line to line. For a function f(x, y)
defined on
{
(x, y) : −1 < y < η(x)}, we denote f˜(x, z) , f(x, ρδ(x, z)), where
ρδ(x, z) = z + (1 + z)e
δz|D|η.
We introduce
δEn(t)
def
= δEn1 (t) + δEn2 (t),
where δEn1 (t) and δEn2 (t) are given by
δEn1 (t) =‖Dtδζn(t)‖Hs−2 + ‖T√anλnδζn(t)‖Hs−2 ,
δEn2 (t) =‖
(
δV n , δBn , δV nb , δV
n
1
, δBn1 , δV nb,1 , δη
n
1
, δηn
)
(t)‖
Hs−
3
2
+ ‖δω˜n(t)‖Hs−2(S).
Here Dt = ∂t + TV n+1 · ∇ and we denote δfn , fn+1 − fn.
Throughout this section, we denote by Lni (i = 1, 2) some nonlinear terms, which
satisfy
‖Lni (t)‖Hs− 12−i ≤ P0
(
δEn(t) + δEn−1(t)
)
.
Using Lemma 2.10 and Proposition 2.6, it is easy to find that
Dt
(
δV n , δBn
)
= Ln1 + L(δan−1),
(∂t + V
n
b · ∇)δV nb = −δ∇Pn−1|y=−1,
Dtδζn = L
n
2 + L
n
3 + δF2 ,
(∂t + TV n+1 · ∇)(δV n1 , δBn1 ) = Ln1 + L(δan−1),
(∂t + V
n+1
b · ∇)δV nb,1 = −δ∇Pn−1|y=−1 ,
(∂t + V
n+1 · ∇)δηn1 = Ln1 ,
(12.1)
where L(δan−1) is a nonlinear term satisfying
‖L(δan−1)‖Hs− 32 ≤ C‖δan−1‖Hs− 32 ,
and Ln3 is given by
Ln3 = (R(η
n
1 )−R(ηn−11 ))V n1 + ζn(R(ηn1 )−R(ηn−11 ))Bn1 + (Rnω −Rn−1ω ).
12.2. Elliptic estimates with a parameter. In order to compare the solution of
the elliptic equations in two different domains and with different boundary values,
we consider the following elliptic equation in a domain Ωτ (t) =
{
(x, y) : −1 < y <
η(τ, t, x), x ∈ Rd} with a parameter τ ∈ [0, 1]:{
∆x,yv(τ, t, x, y) = F (τ, t, x) in Ωτ ,
v|y=η(τ,t,x) = V (τ, t, x), v|y=−1 = V b(τ, t, x). (12.2)
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In the sequel, we denote fτ , ∂τf(τ, t, x, y). Then vτ satisfies{
∆x,yvτ = Fτ in Ωτ ,
vτ |y=η(τ,t,x) = Vτ − ∂yvητ , vτ |y=−1 = V bτ .
If (η, V, V b) and F satisfy
‖η‖
Hs−
1
2
+ ‖V ‖
Hs−
1
2
+ ‖V bτ ‖Hs− 12 + ‖F˜τ‖Hs− 12 (S) ≤ C,
‖ητ‖
Hs−
3
2
+ ‖Vτ‖
Hs−
3
2
+ ‖V bτ ‖Hs− 32 + ‖F˜τ‖Hs− 32 (S) ≤ C,
η(τ, t, x) + 1 ≥ h0
2
for (τ, t, x) ∈ [0, 1] × [0, T ] ×Rd,
then we infer from Proposition 4.9 and Proposition 4.10 that for any σ ∈ [−12 , s− 52 ],
‖∇x,z v˜τ‖Xσ([− 1
2
,0]) ≤ C
(‖F˜τ‖
L2(Hσ−
1
2 (S)) + ‖(Vτ , ητ )‖Hσ+1 + ‖V
b
τ ‖H 12
)
, (12.3)
‖∇x,z v˜τ‖
Hσ+
1
2 (S) ≤ C
(‖F˜τ‖
Hσ−
1
2 (S) + ‖(Vτ , V
b
τ , ητ )‖Hσ+1
)
. (12.4)
Now we take in the elliptic equation (12.2):
η = τηn+11 + (1− τ)ηn1 ,
V = τ(V n+1, Bn+1) + (1− τ)(V n, Bn),
V b = τ(V n+1b , 0) + (1− τ)(V nb , 0),
F = ∇x,y ·
(
τ ω˜n+1 ◦ Φ−1 + (1− τ)ω˜n ◦ Φ−1),
where Φ(τ, x, z) = (x, ρδ(τ, x, z)) with ρδ(τ, x, z) = z + (1 + z)e
δz|D|η(τ, t, ·). Notice
that
δv˜n = v˜
n+1 − v˜n =
∫ 1
0
v˜τdτ, ητ = δηn , Vτ = δ(V n,Bn), V
b
τ = δ(V nb ,0),
‖F˜τ‖Hs−3(S) ≤ P0δEn2 (t).
Then we can deduce from (12.4) that
‖∇x,zδv˜n‖Hs−2(S) ≤ P0δEn2 (t). (12.5)
In a similar way, we can deduce that
‖∇x,zδv˜n1 ‖Hs−2(S) ≤ P0δEn2 (t). (12.6)
Let ω(τ, t, x) = τ ω˜n+1 ◦Φ−1 + (1− τ)ω˜n ◦Φ−1 and
D˜t = ∂t + (v˜n+12 ◦ Φ−1 − ∂tΦ−1) · A∇x,y
with A = (∂iΦ−1j )−1. Then ωτ satisfies
‖(D˜tωτ ) ◦ Φ‖Hs−2(S) ≤ P0δEn2 (t). (12.7)
This in turn implies that
‖δ˜˜Dtvn1
‖Hs−1(S) + ‖(D˜2t ωτ ) ◦ Φ‖Hs−2(S) ≤ P0δEn(t). (12.8)
Similarly, there holds for δvn−1ω ,
‖δ˜vn−1ω ‖Hs−1(S) + ‖δ ˜˜Dtvn−1ω ‖Xs− 32 ([− 12 ,0]) ≤ P0δEn−12 (t), (12.9)
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‖δ ˜˜D2t vn−1ω
‖
Xs−
3
2 ([− 1
2
,0])
≤ P0δEn−1(t). (12.10)
To compare the pressure, we consider{ −∆x,yP (τ, t, x, y) = F (τ, t, x) in Ωτ ,
P |y=η(τ,t,x) = 0, ∂yP |y=−1 = −1.
where η(τ, t, x) = τηn + (1− τ)ηn−1 and
F =
((
∂i(v1
j)n∂j(v1
i)n
) ◦ Φn1 − (∂i(v1j)n−1∂j(v1i)n−1) ◦ Φn−11 ) ◦Φ−1.
Then Pτ satisfies { −∆x,yPτ = Fτ in Ωτ ,
Pτ |y=η(τ,t,x) = −∂yPητ , ∂yPτ |y=−1 = 0.
Thus, we can deduce by a similar proof of Lemma 11.6 that
‖δan−1‖Hs− 52 + ‖δ∇Pn−1|y=−1‖Hs− 52 ≤ P0δEn−12 (t), (12.11)
‖δan−1‖Hs− 32 + ‖δ∇Pn−1|y=−1‖Hs− 32 ≤ P0δEn−1(t), (12.12)
‖δ∇∂tPn−1|y=−1‖Hs− 52 + ‖δ∂tan−1‖Hs− 52 ≤ P0δEn−1(t). (12.13)
To compare the remainder of (DN) operators, we take in (12.2):
η = τηn1 + (1− τ)ηn−11 , V = (V n1 , Bn1 ), V b = 0, F = 0.
Then vτ satisfies {
∆x,yvτ = 0 in Ωτ ,
vτ |y=η(τ,t,x) = −∂yvητ , vτ |y=−1 = 0.
Notice that
‖Dut ητ‖Hs− 32 ≤ P0δEn−12 (t), ‖(D
u
t )
2ητ‖
Hs−
5
2
≤ P0δEn−1(t).
Here Dut = ∂t+V
n ·∇. Thus, we can deduce from a similar proof of Proposition 11.7
that
‖(R(ηn1 )−R(ηn−11 ))(V n1 , Bn1 )‖Hs− 52 ≤ P0δEn−12 (t), (12.14)
‖Dut (R(ηn1 )−R(ηn−11 ))(V n1 , Bn1 )‖Hs− 52 ≤ P0δEn−12 (t), (12.15)
‖(Dut )2(R(ηn1 )−R(ηn−11 ))(V n1 , Bn1 )‖Hs− 52 ≤ P0δEn−1(t). (12.16)
12.3. Energy estimates. Following the proofs in section 11.7 and using the esti-
mates in subsection 12.4, we can deduce that
‖δfn−11 ‖Hs−2 + ‖δfn−13 ‖Hs− 32 ≤ P0
(
δEn(t) + δEn−1(t)
)
,
‖δfn−13 ‖Hs−2 ≤ P0
(‖δηn−1‖Hs−1 + δEn−12 (t)),
‖δfn−12 ‖Hs− 52 + ‖D
u
t δfn−14
‖
Hs−
5
2
+ ‖Dut δfn−1ω ‖Hs− 52 ≤ P0
(
δEn−12 (t) + δE
n
2
(t)
)
,
‖Dtδfn−12 ‖Hs− 52 + ‖(D
u
t )
2δfn−14
‖
Hs−
5
2
+ ‖(Dut )2δfn−1ω ‖Hs− 52 ≤ P0
(
δEn(t) + δEn−1(t)
)
.
By (12.14) and (12.9), we have
‖Ln3‖Hs− 52 ≤ P0δEn−12 (t).
We also have
D2t δζn + Tanλnδζn = L
n
2 + L
n
4 , (12.17)
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where Ln4 is given by
Ln4 = (f
n
2 +Dtf
n
3 +Dtf
n
4 +Dtf
n
ω )− (fn−12 +Dtfn−13 +Dtfn−14 +Dtfn−1ω ).
For δω˜n , we have
‖(∂t + vn+1 · ∇x,z)δω˜n‖Hs−2(S) ≤ P0δEn−12 (t).
Making the energy estimates for the system (12.1), we obtain
δEn2 (t)
2 ≤ P0
∫ t
0
(
δEn(t′) + δEn−1(t
′)
)2
dt′.
While, making the energy estimates for the system (12.17), we obtain
δEn1 (t)
2 ≤P0
∫ t
0
(
δEn(t′) + δEn−1(t
′)
)2
dt′ +
1
2
δEn−1(t)
2
+ P0
(
δEn2 (t) + δEn−12 (t)
)2
.
Then an induction argument ensures that there exists T > 0 depending only on P0
so that for t ∈ [0, T ],
δEn(t) −→ 0 as n −→ +∞.
This shows that the approximate sequence is a Cauchy sequence.
12.4. The limit system. Let
(
V,B, Vb, V1, B1, Vb,1, ζ, η1, η, ω, v, v1, P
)
be the limit
of the Cauchy sequence(
V n, Bn, V nb , V
n
1 , B
n
1 , V
n
b,1, ζ
n, ηn, ηn1 , ω
n, vn, vn1 , P
n
)
.
Taking the limit for the approximate system (10.1)–(10.8), we obtain the following
limit system: The boundary velocity (V,B, Vb) and ζ satisfy
DtV = Tζa+ Taζ +R(ζ, a) + (TV1 − V1) · ∇V,
DtB = a− 1 + (TV1 − V1) · ∇B,
(∂t + Vb · ∇)Vb = −∇P |y=−1,
Dtζ = Tλ(V + TζB) + (TV1 − V1) · ζ + [Tζ , Tλ]B1
+ (ζ − Tζ)TλB +R(η1)V1 + ζR(η1)B1 +Rω,
(12.18)
where Dt = ∂t + TV · ∇, a = −∂yP |y=η, λ = λ(η1), and
(Rω)
i =
(
∂y(vω)
i − ∂xj (vω)i · ∂xjη1
)
+ ∂xiη1
(
∂y(vω)
d+1 − ∂xjη1∂xj(vω)d+1
)
+
(
ωi,d+1 − ∂xjη1ωij + ∂xiη1∂xjη1ωj,d+1
)∣∣
y=η1
with vω given by{ −∆x,yvω = ∇x,y × ω in Ωt = {(x, y) : −1 < y < η(t, x)},
vω|y=η1 = 0, vω|y=−1 = (Vb, 0),
and (V1, B1, Vb,1) satisfies{
Dt
(
V1, B1
)
= Dt
(
V,B
)
,(
∂t + Vb · ∇
)
Vb,1 = −∇P |y=−1. (12.19)
The free surface (η, η1) satisfies
−∆η + η = − div ζ + η1, (12.20)
(∂t + V · ∇)η1 = B1. (12.21)
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The vorticity ω satisfies
∂tω +
(
vh · ∇+ vd+11 ∂y
)
ω = ω · ∇x,yv1, (12.22)
where the velocity (v, v1) is given by{ −∆x,yv = ∇x,y × ω in Ωt,
v |y=η1= (V,B), v|y=−1 = (Vb, 0),
(12.23)
and { −∆x,yv1 = ∇x,y × ω in Ωt,
v1 |y=η1= (V1, B1), v1|Γb = (Vb,1, 0).
(12.24)
Let Ω˜t =
{
(x, y) : y = η(t, x)
}
. The pressure P satisfies{
−∆x,yP =
(
∂i(v1
j)∂j(v1
i)
) ◦Φ1 ◦ (Φ)−1 in Ω˜t,
P |y=η= 0, ∂yP |y=−1= 0,
(12.25)
where Φ(x, z) = (x, ρδ,η(x, z)) and Φ1(x, z) = (x, ρδ,η1(x, z)) with ρδ,η(x, z) = z+(1+
z)eδz|D|η.
13. From the limit system to the Euler equations
The goal of this section is to show that the limit system (12.18)–(12.25) is equivalent
to the Euler equations (1.1)–(1.5).
First of all, it follows from (12.19) and the third equation of (10.1) that
(V,B, Vb) = (V1, B1, Vb,1).
Hence, v = v1 since they satisfy the same elliptic equation with the same boundary
conditions. Thus, we deduce from (12.18) that
(∂t + V · ∇)V = aζ, a = ∇P |y=η ,
(∂t + V · ∇)B = a− 1,
(∂t + Vb · ∇)Vb = −∇P |y=−1,
(∂t + V · ∇)ζ = G(η1)V + ζG(η1)B +Rω.
(13.1)
For the free surface, we have
(∂t + V · ∇)η1 = B. (13.2)
The vorticity ω satisfies
∂tω + v · ∇x,yω = ω · ∇x,yv in Ωt,
−∆x,yv = ∇x,y × ω in Ωt,
v |y=η1= (V,B), v |y=−1= (Vb, 0).
(13.3)
It remains to show that
η = η1, ω = ∇x,y × v, divv = 0. (13.4)
For this end, we introduce
G = vt + v · ∇x,yv + (∇x,y(P + gy)) ◦ Φ,
δω = ω − ω, δd = divv, δζ = ζ −∇η1.
where ω = ∇x,y × v and Φ = Φ ◦ (Φ1)−1.
In what follows, we denote by L(·) a linear function, which may be different from
line to line.
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Lemma 13.1. It holds that
Φ(x, y) = (x, h(x, y)),
where h(x, y) satisfies
‖∇x,y(h− y)‖H1(Ωt) ≤ C‖η − η1‖H 32 .
Proof.Let Φ−11 (x, y) = (x, z(x, y)), i.e.,
y = z(x, y) + (1 + z(x, y))eδz(x,y)|D|η1.
Hence, we have
Φ(x, y) =
(
x, z(x, y) + (1 + z(x, y))eδz(x,y)|D|η
)
, (x, h(x, y)).
Using the fact that
∇z(x, y)(1 + eδz(x,y)|D|η1) + (1 + z(x, y))(∇z(x, y)eδz(x,y)|D| |D|η1 + eδz(x,y)|D|∇η1) = 0,
∂yz(x, y)(1 + e
δz(x,y)|D|η1) + (1 + z(x, y))∂yz(x, y)eδz(x,y)|D||D|η1 = 1,
we deduce that
∇x,y(h(x, y) − y) = L
(
eδz(x,y)|D|(η − η1), eδz(x,y)|D|∇(η − η1)
)
,
which implies that
‖∇x,y(h− y)‖H1(Ωt) ≤C‖eδz(x,y)|D|(η − η1)‖H1(Ωt) + C‖eδz(x,y)|D|∇(η − η1)‖H1(Ωt)
≤C‖eδz|D|(η − η1)‖L2z(−1,0;H2) ≤ C‖η − η1‖H 32 .
The proof is finished. 
Let us first derive the equation of G.
Lemma 13.2. It holds that{
∆x,yG = L
(
δd,∇x,yδd,∇2x,yδd, δω,∇x,yδω,∇2x,yδω,∇x,y(h− y),∇2x,yh
)
,
G|y=η1 = 0, G|y=−1 = 0.
In particular, we have
‖G‖H2(Ωt) ≤ C
(‖(δd, δω)‖L2(Ωt) + ‖∇x,y(h− y)‖H1(Ωt)).
Proof.Thanks to (13.3), we have
∆x,yvt = −∇x,y × ωt = ∇x,y ×
(
v · ∇x,yω − ω · ∇x,yv
)
.
A direct calculation gives
∆x,y
(
v · ∇x,yv
)
=−∇x,y ×
(∇x,y × (v · ∇v)) +∇x,ydiv(v · ∇x,yv)
=−∇x,y ×
(
v · ∇x,yω − ω · ∇x,yv + ωδd
)
+∇x,y(∂jvi∂ivj) +∇x,y(v · ∇x,yδd),
Using (12.25) and Lemma 13.1, we obtain
∆x,y
(∇x,yP ◦ Φ) = −∇x,y(∂jvi∂ivj) + L(∇x,y(h− y),∇2x,yh).
The first equation of the lemma follows by summing up the above equations. The
boundary condition of G follows from (13.1). 
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Now we have
vt + v · ∇x,yv + (∇x,y(P + gy)) ◦ Φ = G. (13.5)
Take the divergence to get
∂tδd + v · ∇x,yδd = divx,yG+ L(∇x,y(h− y)),
which along with Lemma 13.1 and Lemma 13.2 implies that
d
dt
‖δd‖2H1(Ωt) ≤C
(‖δd‖2H1(Ωt) + ‖G‖H2(Ωt) + ‖∇x,y(h− y)‖H1(Ωt))
≤C(‖(δd, δω)‖2H1(Ωt) + ‖η − η1‖H 32 ). (13.6)
Taking the curl to (13.5), we obtain
∂tω + v · ∇x,yω = ω · ∇x,yv +∇x,y ×G+ L(∇x,y(h− y)),
from which and (13.3), we infer
∂tδω + v · ∇x,yδω = δω · ∇x,yv +∇x,y ×G+ L(∇x,y(h− y)).
Then similar to (13.6), we have
d
dt
‖δω‖2H1(Ωt) ≤ C
(‖(δd, δω)‖2H1(Ωt) + ‖η − η1‖H 32 ). (13.7)
Let ζ1 = ∇η1. By a similar derivation of (6.10), we get
∂tζ1 + V · ∇ζ1 = G(η1)V + ζ1G(η1)B +Rω,
where Rω is given by
(Rω)
i =
(
∂y(vω)
i − ∂xj (vω)i · ∂xjη1
)
+ ∂xiη1
(
∂y(vω)
d+1 − ∂xjη1∂xj(vω)d+1
)
+
(
ωi,d+1 − ∂xjη1ωij + ∂xiη1∂xjη1ωj,d+1
)∣∣
y=η1
.
Hence, δζ satisfies
∂tδζ + V · ∇δζ = δζG(η1)B +Rω −Rω.
This ensures that
d
dt
‖δζ‖2
H
1
2
≤ C(‖δζ‖2
H
1
2
+ ‖δω‖2H1(Ωt)
)
. (13.8)
On the other hand, we know
−∆(η − η1) + (η − η1) = div(ζ − ζ1) = divδζ ,
which implies
‖η − η1‖
H
3
2
≤ C‖δζ‖
H
1
2
.
Then we deduce from (13.6)–(13.8) that
d
dt
(‖δd‖2H1(Ωt) + ‖δω‖2H1(Ωt) + ‖δζ‖2H 12 ) ≤ C(‖δd‖2H1(Ωt) + ‖δω‖2H1(Ωt) + ‖δζ‖2H 12 )
together with the initial condition
δd|t=0 = 0, δω|t=0 = 0, δζ |t=0 = 0.
Gronwall’s inequality implies that δd = 0, δω = 0, δζ = 0. This proves (13.4). 
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14. Proof of Theorem 1.1
This section is devoted to proving the local well-posedness of the system (1.1)–(1.5)
for the low regularity initial data.
14.1. Construction of approximate smooth solution. First of all, we can con-
struct a sequence of smooth functions ηn0 so that
‖ηn0 − η0‖Hs+12 −→ 0 as n −→ +∞,
ηn0 (x) + 1 ≥
3
4
h0 for x ∈ Rd.
Let v˜0(x, z) = v0 ◦ Φ(x, z), where Φ(x, z) = (x, ρδ(x, z)) with ρδ(x, z) = z + (1 +
z)eδz|D|η0. Then we take a sequence of smooth functions v˜n0 so that
‖v˜n0 − v˜0‖Hs+12 (S) −→ 0 as n −→ +∞.
Let vn0 (x, y) = v˜
n
0 ◦ (Φn)−1(x, y), where Φn(x, z) = (x, ρnδ (x, z)) with ρnδ (x, z) = z +
(1 + z)eδz|D|ηn0 .
The pressure Pn0 associated with the initial data (v
n
0 , η
n
0 ) is defined by{ −∆x,yPn0 = ∂i(vn0 )j∂j(vn0 )i in Ωn0 ,
Pn0 |y=η0(x) = 0, ∂yPn0 |y=−1 = −1,
where Ωn0 =
{
(x, y) : y = ηn0 (x), x ∈ Rd
}
. Then we can show that
‖∇x,z(Pn0 ◦ Φn − P0 ◦ Φ)‖Xs− 12 ([− 1
2
,0])
−→ 0 as n −→ +∞.
This ensures that for n big enough, there holds
−∂yPn0
∣∣
y=ηn0
≥ 3
4
c0.
Thus, we apply Theorem 10.1 to obtain a sequence of smooth solutions (vn, ηn, Pn)
associated with the initial data (vn0 , η
n
0 ) on a maximal existence time interval [0, Tn).
14.2. Uniform estimates and existence. We denote
(V n, Bn) = vn|y=ηn(t,x), V nb = (vn)h|y=−1.
We define
Ens (t)
def
= ‖(V n, Bn, V nb )(t)‖Hs + ‖ηn(t)‖Hs+12 + ‖ω˜n(t)‖Hs− 12 (S),
Ens,l(t)
def
= ‖(V n, Bn)(t)‖2
Hs−
1
2
+ ‖V nb (t)‖2Hs + ‖ηn(t)‖2Hs + ‖ω˜n(t)‖Hs− 12 (S).
The goal of this subsection is to show that there exits T > 0 depending only on
Es(0) and c0, h0, s such that that for any t ∈ [0,min(T, Tn)), there holds
Ens (t) ≤ P(Es(0)). (14.1)
Here and in what follows we denote by P an increasing function depending only on
c0, h0, s, which may change from line to line.
First of all, it follows from Proposition 9.3 that
d
dt
(‖(V n, Bn)‖2
Hs−
1
2
+ ‖V nb ‖2Hs + ‖ηn‖2Hs
) ≤ P(Ens (t)). (14.2)
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Next, we estimate the vorticity ωn, which satisfies
∂tω˜n + vn · ∇x,zω˜n = ω˜nh ·
(∇v˜n − ∇ρnδ
∂zρ
n
δ
∂z v˜n
)
+ ω˜n
d+1 ∂z v˜n
∂zρ
n
δ
, Fn,
where vn =
(
v˜n, 1∂zρnδ
(v˜nd+1 − ∂tρnδ − v˜n
h · ∇ρnδ )
)
. By Lemma 9.6 and Lemma 2.13,
we have
‖vn‖
Hs+
1
2 (S) + ‖F
n‖
Hs−
1
2 (S) ≤ P(E
n
s (t)).
Let vne and F
n
e be the extension of v
n and Fn to Rd+1 so that
‖vne ‖Hs+12 (Rd+1) ≤ C‖vn‖Hs+12 (S),
‖Fne ‖Hs− 12 (Rd+1) ≤ C‖F
n‖
Hs−
1
2 (S).
We define ω˜ne to be a solution of the following transport equation in R
d+1
∂tω˜ne + v
n
e · ∇x,yω˜ne = Fne , ω˜ne (0) = ω˜n0,e(x).
It is obvious that ω˜ne = ω˜
n in S by the uniqueness of the solution. By a standard
Hs−
1
2 energy estimate, we deduce that
d
dt
‖ω˜ne (t)‖Hs− 12 (Rd+1) ≤ C‖vne ‖Hs+12 (Rd+1)‖ω˜ne (t)‖Hs− 12 (Rd+1) + ‖F
n
e ‖Hs− 12 (Rd+1),
from which and Gronwall’s inequality, it follows that
‖ω˜ne (t)‖Hs− 12 (Rd+1) ≤
(‖ω˜n0,e‖Hs− 12 (Rd+1) + ‖Fne ‖Hs− 12 (Rd+1))e
∫ t
0 ‖vne ‖
H
s+12 (Rd+1)
dt′
.
This implies that
‖ω˜n(t)‖
Hs−
1
2 (S) ≤ C
(‖ω˜n0 ‖Hs− 12 (S) + P(Ens (t)))e∫ t0 P(Ens (t′))dt′ ,
which together with (14.2) leads to
Ens,l(t) ≤ Ens,l(0) +
∫ t
0
P(Ens (t′))dt′. (14.3)
Now let us turn to the higher order energy estimate. For this, we need the following
refined elliptic estimate from [3].
Lemma 14.1. Let v ∈ Hs+ 12 (S) be a solution of the elliptic equation (4.11) with
v(0) = f . Then it holds that for any σ ∈ [−12 , s− 1],
‖∇x,zv‖Xσ([− 1
2
,0]) ≤ P(‖η‖Hs )
(‖f‖Hσ+1 + ‖F0‖Y σ(I)),
if it holds for σ = −12 .
Lemma 14.2. It holds that
‖Un‖Hs + ‖(V n, Bn)‖Hs + ‖ηn‖
Hs+
1
2
≤ P(Ens,l)
(‖DtUn‖
Hs−
1
2
+ ‖T√anλnUn‖Hs− 12
)
+ P(Ens,l).
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Proof. Step 1. Estimate for Un.
Let ǫ ∈ (0,min(sd, 1)) with sd = s− d2 −1. Applying Lemma 14.1 to Pn, we obtain
‖∇x,zP˜n1 ‖Xs−1([− 1
2
,0]) ≤ P(Ens,l(t)), Pn1 = Pn + y. (14.4)
Then we deduce from Proposition 2.6 and (14.4) that
‖Un‖Hs ≤‖T(√anλn)−1T√anλnUn‖Hs + ‖(T(√anλn)−1T(√anλn) − 1)Un‖Hs
≤P(Ens,l)‖T√anλnUn‖Hs− 12 + P(E
n
s,l)‖Un‖Hs−ǫ ,
which implies that
‖Un‖Hs ≤ P(Ens,l)‖T√anλnUn‖Hs + P(Ens,l). (14.5)
Step 2. Estimate for ηn
By the proof of Lemma 9.16, we know that
ζn = T(an)−1
(−DtUn + hn1 + [Dt, Tζn ]Bn)+ (T(an)−1Tan − 1)ζn,
which along with Proposition 2.6 and Proposition 2.21 gives
‖ζn‖
Hs−
1
2
≤ P(Ens,l)
(‖DtUn‖
Hs−
1
2
+ ‖ζn‖
Hs−
1
2−ǫ
+ ‖hn1‖Hs− 12
+ ‖V n‖B1
∞,1
‖Bn‖
Hs−
1
2
+ ‖Dtζn‖L∞‖Bn‖
Hs−
1
2
)
.
Recall that hn1 = (TV n−V n) ·∇V n−R(an, ζn)+Tζn(TV n−V n) ·∇Bn. Then Lemma
2.10 and (14.4) ensure that
‖hn1‖Hs− 12 ≤ P(E
n
s,l)‖V n‖W 1,∞‖(V n, Bn)‖Hs− 12 + P(E
n
s,l)‖ζn‖Hs− 12−ǫ .
Recall that (∂t + V
n · ∇)ζn = ∇Bn −∇V n · ∇ηn. Then we have
‖Dtζn(t)‖L∞ ≤ C‖(V n, Bn)‖W 1,∞‖ηn‖W 1,∞ . (14.6)
Thanks to s > 1 + d2 , we get by the interpolation that
‖(V n, Bn)‖B1
∞,1
≤ ‖(V n, Bn)‖2ǫ
Hs−
1
2
‖(V n, Bn)‖1−2ǫHs . (14.7)
Thus, we conclude that
‖ηn‖
Hs+
1
2
≤ P(Ens,l(t)) + P(Ens,l(t))‖DtUn‖Hs− 12 + P(E
n
s,l(t))‖V n, Bn‖1−2ǫHs . (14.8)
Step 3. Estimates for Bn.
By the proof of Lemma 9.17, we know that
divUn = −TqnBn −R(ηn)Bn + V nω + TdivζnBn,
where the symbol qn = λn − iζn · ξ and
V nω = −∂y(vn)d+1ω +∇ηn · ∇(vn)d+1ω
∣∣
y=ηn
+ ∂iη
nωnd+1,i
∣∣
y=ηn
.
By using Lemma 14.1 and following the proof of Proposition 5.4, we can deduce
that
‖R(ηn)(V n, Bn)‖Hs−1 ≤ P(Ens,ℓ(t))‖ηn‖Hs+12 ,
‖∇x,z v˜nω‖Xs−1([− 1
2
,0]) ≤ P(Ens,l(t)). (14.9)
Thus, we infer from Lemma 2.10 that
‖TqnBn‖Hs−1 ≤‖Un‖Hs + ‖R(ηn)Bn‖Hs−1 + ‖V nω ‖Hs−1 + ‖ζn‖Cǫ‖Bn‖Hs−ǫ
≤‖Un‖Hs + P(Ens,l)‖ηn‖Hs+12 + P(E
n
s,l)‖Bn‖Hs−ǫ . (14.10)
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Then Proposition 2.6 ensures that
‖Bn‖Hs ≤‖(T(qn)−1Tqn − 1)Bn‖Hs + ‖T(qn)−1TqnBn‖Hs
≤P(Ens,l)‖Bn‖Hs−ǫ + P(Ens,l)‖TqnBn‖Hs−1
≤P(Ens,l)(‖Bn‖Hs−ǫ + ‖Un‖Hs + P(Ens,l)‖ηn‖Hs+12 ). (14.11)
Step 4. Completion of the estimate
Combining the estimates (14.12), (14.10) and (14.5), we have that
‖Un‖Hs + ‖Bn‖Hs + ‖ηn‖
Hs+
1
2
≤ P(Ens,l)
(‖DtUn‖
Hs−
1
2
+ ‖T√anλnUn‖Hs− 12
)
+ P(Ens,l). (14.12)
This also gives
‖V n‖Hs ≤‖Un‖Hs + ‖TζnBn‖Hs
≤P(Ens,l)
(‖DtUn‖
Hs−
1
2
+ ‖T√anλnUn‖Hs− 12
)
+ P(Ens,l),
which together with (14.5) and (14.12) gives the lemma. 
Proceeding the same way as in section 9.6, we can deduce that
d
dt
(
‖DtUn‖2
Hs−
1
2
+ ‖T√anλnUn‖2Hs− 12 +
〈
(fnω )s−1, U
n
s
〉
+
〈
gns−1/2, h
n
s−1/2
〉
+
1
2
〈
gns−1/2, g
n
s−1/2
〉) ≤ P(Ens ). (14.13)
Here gn = [Dt, Tζn ]B
n and hn = DtU
n − [Dt, Tζn ]Bn.
It follows from Proposition 2.21 that
‖gn‖
Hs−
1
2
≤ C(‖V n‖B1
∞,1
+ ‖Dtζn‖L∞
)‖Bn‖
Hs−
1
2
,
‖hn‖
Hs−
1
2
≤ ‖DtUn‖
Hs−
1
2
+ C
(‖V n‖B1
∞,1
+ ‖Dtζn‖L∞
)‖Bn‖
Hs−
1
2
,
and we have by (14.9) that
‖fnω‖Hs−1 ≤ P(Ens,l(t)).
Plugging the above estimates into (14.13), we obtain
‖DtUn(t)‖2
Hs−
1
2
+ ‖T√anλnUn(t)‖2Hs− 12
≤ P(Es(0)) + P(Ens,l(t))‖Un(t)‖Hs + C
(‖V n(t)‖B1
∞,1
+ ‖Dtζn(t)‖L∞
)2‖Bn(t)‖2
Hs−
1
2
+ C
(‖V n(t)‖B1
∞,1
+ ‖Dtζn(t)‖L∞
)‖Bn(t)‖
Hs−
1
2
‖DtUn‖
Hs−
1
2
+
∫ t
0
P(Ens (t′))dt′,
which together with (14.6), (14.7) and Lemma 14.2 implies that
Ens (t) ≤ P(Es(0)) + P(Ens,l(t)) +
∫ t
0
P(Ens (t′))dt′.
This together with (14.3) ensures that there exits T > 0 depending on Es(0) and
c0, h0, s such that for any t ∈ [0,min(T, Tn)), there holds
Ens (t) ≤ P(Es(0)).
With the uniform estimates, the existence of the solution can be deduced by a
standard compact argument. Here we omit the details.
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14.3. Uniqueness of the solution. Let (η1, v1, P 1) and (η2, v2, P 2) be two solutions
of the system (1.1)–(1.5) with the same initial data. Assume that the solutions satisfy
sup
t∈[0,T ]
(‖η1(t)‖
Hs+
1
2
+ ‖v˜1(t)‖
Hs+
1
2 (S) + ‖η
2(t)‖
Hs+
1
2
+ ‖v˜2(t)‖
Hs+
1
2 (S)
) ≤ P0,
Here and in what follows, we denote by P0 a constant depending only on Es(0), c0, h0, s,
which may change from line to line.
We denote δf = f
2 − f1 and introduce
δE (t)
def
= δE1(t) + δE2(t),
where δE1(t) and δE2(t) are given by
δE1(t) =‖
(
δV , δB
)
(t)‖Hs−1 + ‖δη(t)‖Hs− 12 ,
δE2(t) =‖
(
δV , δB
)
(t)‖
Hs−
3
2
+ ‖(δVb , δη)(t)‖Hs−1 + ‖δω˜(t)‖Hs− 32 (S).
In what follows, we denote by Li(i = 0, 1, 2) some nonlinear term, which satisfies
‖Li(t)‖
Hs−1−
i
2
≤ P0δE (t).
We denote Dt = ∂t + V
2 · ∇.
Following the proof of section 12.2, we can show that
‖DtδRω‖Hs−2 + ‖(δR(η)(V,B) , δa)‖Hs− 32 + ‖δ∇P |y=−1‖Hs−1 ≤ P0δE (t),(14.14)
‖δRω‖Hs−2 ≤ P0δE2(t). (14.15)
With (14.14) and (14.15), we can deduce that
Dt
(
δV , δB
)
= L1,
(∂t + V
2
b · ∇)δVb = L0,
Dtδζ = L2,
DtδU + Ta2λ2δU = L1 + Ta2δRω .
The energy estimate ensures that
‖DtδU (t)‖
Hs−
3
2
+ ‖T√
a2λ2
δU (t)‖
Hs−
3
2
+ ‖(δV , δB)(t)‖
Hs−
3
2
+ ‖(δVb , δη)(t)‖Hs−1 ≤ P0
∫ t
0
δE (t′)dt′.
For the vorticity, we have
‖δω˜(t)‖
Hs−
3
2 (S) ≤ P0
∫ t
0
δE(t′)dt′.
Using the fact that
δE(t) ≤ P0
(
δE2(t) + ‖DtδU (t)‖Hs− 32 + ‖T√a2λ2δU (t)‖Hs− 32
)
.
We conclude that
δE (t) ≤ P0
∫ t
0
δE(t′)dt′,
which implies that δE(t) = 0 for any t ∈ [0, T ]. The uniqueness is proved. 
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