Abstract-Minimum-mean squared error (MMSE) receivers are designed and analyzed for multiple data rate direct-sequence code-division multiple-access (DS-CDMA) systems. The inherent cyclostationarity of the DS-CDMA signal is exploited to construct receivers for asynchronous multipath channels. Multiple-and single-bandwidth access are treated for both single and multicarrier scenarios. In general, the optimal receiver is periodically time-varying. When the period of the optimal receiver is large, suboptimal receivers are proposed to achieve a lower complexity implementation; the receivers are designed as a function of the cyclic statistics of the signals. In multiple chipping rate systems, complexity of receivers for smaller bandwidth users can also be controlled by changing their front-end filter bandwidth. The effect of front-end filter bandwidth on receiver performance and system capacity is quantified for a variable chipping rate system. Analysis and simulation show that significant performance gains are realized by the periodically time-varying MMSE receivers over their time-invariant counterparts.
use of the conventional receiver predominated. Recent attention has been directed toward the development of DS-CDMA receivers for multirate systems. Among the receivers proposed for multirate DS-CDMA systems are the conventional receiver [3] , [4] , decorrelator-based receivers [5] , [6] , minimum-meansquared error (MMSE) receivers [7] , the optimum receiver [8] , and receivers based on successive interference cancellation [9] . Much of the prior work on multirate receiver design assumed a constant chipping rate, with multirate access being achieved by varying the spreading gain or by multiplexing the high rate traffic.
If one synthesizes the recent work in the development of multirate receiver design, an interesting dichotomy appears. Receivers that truly exploit the nature of multirate signals have focused on synchronous and pseudosynchronous systems [6] , [8] . Designs which accommodate asynchronous or multipath channels [7] do not take advantage of the multirate nature of the signals. In the current work, we seek to design practical receivers which can accommodate the distortion induced by the wireless channel while simultaneously exploiting the multirate nature of the signals.
Proposed third-generation DS-CDMA standards consider a variety of methods for accomplishing multiple data rates. Variable spreading length (constant chip-rate), multi-code, and discontinuous transmission schemes are discussed in [10] and [11] in reference to UMTS/IMT2000 and W-CDMA. In [11] , multiple chip rates are also specified for the radio link. It is anticipated that future standards will incorporate hybrid versions of the different multirate access schemes to tailor the data rate to the application.
The current work is informed by past research on the development of rate-separation filters for multiple chip-rate systems. In [12] , we examined the feasibility of preprocessing the received signal into multiple single data-rate signals. The filtering operation was followed by modified single-rate receivers. Filtering improved performance over matched filtering, but only marginal improvements were seen for low rate users. The reasons for limited gain of the rate-separating filters will be explained in the sequel.
Our objective is to design and analyze MMSE receivers for multirate DS-CDMA signals transmitted over asynchronous, multipath channels. Our contributions can be summarized as follows.
• We use the inherent cyclostationarity of the multirate signal to construct the optimal MMSE receiver. It is shown that, in the presence of multirate interference, the optimal MMSE receiver can be periodically time-varying. The optimal MMSE receiver is derived both in the time and frequency domains. In the time domain, the original 0090-6778/01$10.00 © 2001 IEEE problem is mapped to a set of decoupled single-rate (virtual user) problems, which clearly demonstrates the periodic nature of the optimal solution. In the frequency domain, the filter coefficients are shown to satisfy a set of linear equations, which can be understood as a multichannel extension of a single-rate MMSE receiver.
• The periodicity of the optimal MMSE receiver is exploited to design low-complexity suboptimal MMSE receivers. The periodic MMSE receiver admits a discrete Fourier series expansion, which is pruned to obtain different low-complexity receivers. Though the suboptimal receiver does not admit a decoupling as the optimal receiver, our derivations show that it can be obtained by deleting certain rows and columns from the set of linear equations for the optimal receiver. Based on the mean-squared error analysis, a heuristic method for the choice of best suboptimal receiver is also proposed.
• We study the effect of front-end filter bandwidth in multiple bandwidth systems, which quantifies the performance complexity tradeoff for lower bandwidth users in multiple bandwidth systems. The proposed framework is applicable to DS-CDMA systems with multiple spreading gains, multiple chipping rates, and multicarrier transmission 1 in the presence of multipath. The MMSE receivers are derived without any causality constraints; this extends the work in [14] and [15] to data demodulation for multirate signals. The primary motivation for not imposing causality constraints is to learn the structure of optimal MMSE receivers and use it as a precursor to practical adaptive and blind causal implementations.
The motivation for seeking low-complexity receivers comes from the range of proposed data rates in the next generation systems, from tens of kilobits per second to roughly 2 Mb/s [10] . The complexity of linear MMSE receivers in future systems with variable symbol periods will be governed by two major factors: periodicity of the receiver, and length of the receiver. For large-periodicity optimal receivers, we derive low complexity suboptimal MMSE receivers. The suboptimal MMSE receivers, of which the time-invariant MMSE receiver is a special case, can offer near-optimal performance in some cases. The length of the receivers depends on the sampling rate, or equivalently, on the front-end filter bandwidth. Thus, we study the effect of the front-end filter bandwidth to quantify the complexity-performance tradeoff.
Cyclostationary signals with multiple periodicities have been extensively studied in ( [16] and references therein) and the concepts have been extensively used in communications, e.g., in cyclic signal separation [16] , system identification [16] , [17] , and synchronization [16] . The results in this paper are in the same spirit as cyclic Wiener filtering [16] , but differ in one key aspect. We consider data demodulation instead of estimating the complete modulated signal as in [16] ; the two problems are dif-1 Narrow-band interference suppression is a special case of multicarrier transmission. Typically, the narrow-band data interferer is modeled as a stationary interferer (see [13] and references therein), which leads to a loss in performance as can be concluded from the results in this paper. ferent if the signaling bandwidth is more than the information rate as is the case in DS-CDMA.
In concept, our paper shares much with that of [18] , though both works were done independently. Both works exploit the inherently cyclostationarity of the multirate receiver to design MMSE receivers. In [18] , an approximate discrete time representation of an infinite bandwidth system (with square pulses) was used. Our derivation in continuous time requires no discrete time approximations and applies to arbitrary bandwidth systems. Both in [18] and this paper, truncation of discrete Fourier series of the optimal receiver is used to obtain low-complexity receivers; a time-domain approach is used in [18] . Our derivation of suboptimal receivers in the frequency domain leads to an important result that the zeroth Fourier coefficient, corresponding to the time-invariant MMSE receiver, should always be included to derive low-complexity MMSE receivers. In addition, we consider systematic methods for reducing complexity of the complete MMSE receiver while maintaining near-optimal performance. Finally, the consideration of band-limited signaling enables our discussion on the effects of front-end filter bandwidth.
This paper is organized as follows. In Section II, we formulate the problem and review the cyclostationarity of DS-CDMA signals. In Section III, we derive the optimal MMSE receiver and its Fourier coefficients. We derive suboptimal, low-complexity receivers in Section IV. The mean-squared error is also computed in Section IV, and the issue of choosing among low-complexity receivers is investigated. In Section V, we discuss the effect of the front-end filter bandwidth on system capacity in multiple-bandwidth systems. The performance of the proposed receivers is studied via simulations in Section VI, and conclusions are presented in Section VII. Appendix A provides representations of key matrices. In Appendix B, the reduced complexity receiver is derived.
II. PROBLEM FORMULATION
In this section, we first define the multirate DS-CDMA signal model used in this paper. We also briefly review wide-sense cyclostationary stochastic processes and some of their properties, which are used throughout the paper.
A. Signal Model
For simplicity of presentation, we assume that all users employ the same carrier frequency; multicarrier systems are considered in [19] . The methods considered in the current work are applicable to multiple carrier systems without any modification.
The received baseband signal is
where (2) For the raised cosine pulse with a nonzero roll-off factor, only the coefficients corresponding to cycle frequencies are nonzero [16] . Let denote the Fourier transform of [20] , then define , where is the complex conjugate of . If is harmonizable [20] , then is the two-dimensional (2-D) Fourier transform of . Since is periodic with period , it implies that the following series representation exists for [21] where is the Fourier transform of and is the Dirac delta function. The cyclostationarity of implies that the 2-D Fourier transform is nonzero only along the diagonals . Given the prior discussion, we can determine the autocorrelation of the received multirate signal in (1) as (3) where is the covariance of and is periodic with period . The covariance function of is denoted by . The periodicity of depends on the ratio of individual symbol periods . For the rest of the paper, we assume there exists a finite such that the ratio is an integer for all ; assume that is the smallest such integer. The period of is , i.e., ; the expression for will be given in Section III. Finally, we define the constants, ; clearly, . In the next section, we will observe that the parameter indicates the number of virtual users associated with user present in duration .
The results in the following sections are derived in the continuous time to allow infinite bandwidth systems [18] . Since the discrete time representation is more commonly used, the following results on cyclostationary processes [21] 
III. OPTIMAL MMSE RECEIVER
In this section, we will derive the optimal linear MMSE receiver. Two equivalent formulations for the optimal receiver are given. The first derivation relies on decomposing each user into several virtual users [22] to convert the original problem into a single rate multiuser problem. This solution clearly demonstrates the cyclic time-variation of the optimal MMSE filter. Having established the periodic time-variation of the optimal receiver, we then determine the Fourier series expansion of the optimal receiver. The Fourier series expansion enables the development of lower complexity suboptimal receivers.
The desired linear receiver structure is shown in Fig. 1 , where is the front-end filter. We include to facilitate the discussion of the effects of front-end filter bandwidth in Section V. The MMSE receiver, , is constrained to be linear, but no constraint on time-invariance or causality is imposed. Further, we consider symbol-by-symbol demodulation, i.e., symbol decisions are made at the end of each symbol.
A. Optimal MMSE Receiver
Without loss of generality, we consider user 1 in Class 1, i.e., user 11; the symbol period of user 11 is . The soft symbol estimates are obtained by sampling the output of a linear filter at (4) where is the linear receiver used to demodulate symbol . Actual bit estimates are obtained by hard limiting the soft estimates, , to the closest symbol value. The objective is to minimize the mean-squared error between the true data symbols and their soft estimates (5) where is the time average, is the ensemble average, and is the sequence of receivers for each symbol. The reason for introducing the time average, , is as follows. If the receiver, , for the th symbol is optimized independently of the receivers for the other symbols, then the solution to (5) is same as that for the conventional MMSE problem ( [2] , [15] for the single-rate MMSE receiver) (6) This can be concluded by observing (7) and that the first-order sufficient condition [23] (orthogonality) for the optimization problem (5) is identical to the condition for (6) (under the assumption that the limit in (7) converges uniformly). In contrast, if the receivers are chosen from a constrained class of receivers, then the decoupled optimization in (6) cannot be used; instead, (5) should be used for a joint optimization. The joint optimization (5) will be used in Section IV to derive low-complexity suboptimal receivers. Thus, the optimal MMSE receiver can be obtained as a solution to (6) and can be derived using the results in [2] , [15] . Next we show that we need to solve the optimization problem (5) for only consecutive values of .
Since the symbols for each user are uncorrelated, user 's signal can be decomposed into virtual users, each with symbol rate (see Fig. 2 ). The received signal for user can thus be rewritten as (8) Note that the original multirate problem has users and is equivalent to a single rate problem with virtual users. The only difference is that the symbol period of each virtual user is possibly longer than its original symbol period. The user of interest is now decomposed into virtual users; the symbols of the th virtual user of interest are . The notion of virtual users is depicted in Fig. 2 . Since the original multirate problem has been converted to a single-rate problem via the decomposition into virtual users and optimal MMSE receiver for the single rate problem is time-invariant [2] , [15] , we immediately obtain that . The above conclusion is formally stated in the following proposition.
Proposition 1: For the class DS-CDMA system in (1), the optimal (symbol-by-symbol) MMSE receiver for symbol , for Class users is periodic with period in the discrete variable . We emphasize that the optimal receiver is a function of two time variables, continuous variable and discrete variable . For each symbol, the optimal receiver changes, represented by , and the time variation of the receiver for a fixed is captured by . Note that optimal receiver is periodic in and not . The fact that is periodic in also implies that (5) is equivalent to (9) Note that the change in indices from to is done to highlight the fact that we need only unique receivers, , instead of an infinite sequence of receivers, as implied by the notation . For the rest of the document, we will label as receiver for the th virtual user of interest,
. Also, it is clear from the above discussion that where , i.e., the th receiver demodulates symbol . The solution to (6) was derived in [15] for the case of singleuser, single-rate systems; the key steps are reproduced below for the multiuser multirate problem. The vector is a vector of zeros except for the location which is equal to and where is the identity matrix. The coefficients can also be expressed in terms of the signature waveforms of the actual users (see Appendix A); these representations will be useful in interpreting future results. Minimizing with respect to and using the cyclostationarity of , we obtain the following equation [15] to determine the optimal receiving filter for the th virtual user:
The optimal filter admits the following form: (11) where is a vector of periodic functions, each with period . Under the assumption that the signature waveforms of all the virtual users are linearly independent, the matrix is given by
The matrix is positive semidefinite since both and the infinite sum are positive semidefinite, and the product of two positive semidefinite matrices is also positive semidefinite [24] . Note that is a bank of filters matched to the signature waveforms of each virtual user followed by a bank of interference suppression filters and then combining. This structure can be converted into the one with filters matched to signature waveforms of each actual user , followed by the following filters, and then combining. The filters are defined as (12) where . Note that represents the th element of the vector . The resultant filter structure for is notionally depicted in Fig. 3 , and the complete time-varying optimal solution is seen in Fig. 4 .
B. Fourier Series Coefficients
In this section, we will derive the Fourier series coefficient of the optimal receiver with respect to the discrete time variable . The derivation uses the linear independence of the user codes to obtain a set of linear equations in Fourier coefficients. The resultant set of linear equations can be viewed as a multichannel extension of the MMSE receiver equations for single-rate DS-CDMA systems. In Section III-A, it was shown that the optimal linear MMSE receiver for user 11, , is cyclically time-varying in variable with a period . Thus, it admits a Fourier series expansion in the discrete time index (13) Thus, are coefficients of a 2-D Fourier transform of . We determine the Fourier series expansion to facilitate the derivation of low-complexity receivers. Following [16] , we label , as the cycle frequencies of the optimal MMSE receiver. Note that, instead of converting the original problem into a set of single-rate problems, we will apply the time-varying filter (13) directly to the input. This implies that the output of the filter is sampled every seconds and the symbol estimates are computed as follows: (14) Note that and are isomorphic to each other. Thus, to directly compute the Fourier coefficients, , we substitute from (13), into (10) , to obtain the following set of equations in the variables :
Using the fact that , (15) simplifies to (16) for . A weighted combination of the equations in (16) can be converted into the following set of equations. The weights used are the discrete Fourier transform coefficients , for :
Using , for , the above equation reduces to the following: (17) Since is a linear combination of the , it is easy to verify that can be written in the following form:
where is a vector with periodic entries, each with period 4 . Using and , (17) can be rewritten as
We define to concisely write (19) as follows:
for . The sufficient condition required to conclude (20) from (19) is that the signature waveforms of all the virtual users are linearly independent [15] . Also it suffices to consider since both and are periodic with respect to with period . Furthermore, it is easy to verify that , a property which will be used later. Note that there are equations for every in (20) , and all frequency shifts of appear in (20) . To obtain equations in variables, frequency shift the th equation in (20) by to obtain (21) 4 On the other hand, G (f ) is periodic with respect to f with period 1=T , for all d = 0; . . . ; v 0 1.
Now each of the equations in (21) have the same frequency shifts of the unknowns which are
The equations in (21) can be rewritten in matrix form as shown at the bottom of the page. More insight about the matrix can be gained by using the alternate representation of in (35) in Appendix A. The matrix (22) can be obtained in terms of , augemented spreading code matrix in the frequency domain, by modifying the first entries of the vectors . The first entries of contain actual signature waveforms of the users in Class 1, instead of time-shifted copies as in ; the remaining entries in are the same as those in . Derivation of the Fourier coefficients in terms of leads to the following equivalent form of : (23) With this representation of , we see that the equations in (22) mimic those of the classical MMSE single-rate solution of [2] . It is also noted that, given our description of the cyclic correlation matrix, we could also develop cyclic decorrelating detectors using the methods in [25] . The function is periodic with respect to with period and from Appendix B-II, it follows that only depends on the amplitudes of the users in Class 1. This implies that, for , the matrix depends only the power of the interfering users from other classes. This immediately implies that as , the matrices for , leading to for , i.e., the optimal receiver for the case of a single-rate signal is time-invariant.
In order to gain further understanding about the previous representations, it is useful to consider some special cases. The entries in the matrix represent cross correlations between the user signatures. Consider the single user case, i.e., and . The matrix has only one entry, , which is the spectrum of sampled matched filter output. If the effective signature waveform satisfies the Nyquist criterion for intersymbol interference (ISI), then for and zero otherwise [26] , which implies that is constant and the MMSE receiver reduces to the matched filter [26] .
Now consider the single-rate multiuser case, i.e., and . The th entry of the matrix, , is the spectrum of the sampled th matched filter output to the th user signal, . It is easy to verify the time orthogonality of the signature waveforms for users and implies that . Finally consider the multirate multiuser case. If for the user of interest, the period of the cyclostationarity of the received signal, , is larger than , thereby making the output of the matched filters a cyclostationary sequence (if sampled every seconds). Thus, there is a spectral correlation [16] between different frequency shifts of the sampled matched filter outputs, which is captured by . The th entry of is the output spectrum of the th virtual matched filter to the th virtual user signal, both frequency shifted by , and the output sampled every seconds. Thus, the th entry of is the cross correlation between the frequency shifted versions of different virtual user signals. This cross correlation between frequency-shifted copies of the signals is similar to the one encountered in cyclic Wiener filtering [16] . It is the consideration of this cyclic correlation which provides the performance improvements of the current work versus our prior work [12] . Consider the case of . The matrix (22) is which implies
Note that is a function of .
IV. SUBOPTIMAL RECEIVERS
For the cases where the periodicity of the optimal MMSE receiver is large, the complexity of the optimal receiver may be prohibitive, e.g., rate ratios, , up to 100 [10] . Thus, it is of interest to investigate the design of a lower complexity receiver and the performance loss incurred due to the use of such receivers.
A. Low-Complexity Suboptimal Receivers
In this section, we consider reduced complexity receivers by truncating the Fourier series of the optimal receiver. The reduced complexity receiver thus has the following form:
where . Note that may be a multiple of the actual period of . Since the reduced complexity receiver is periodic with respect to with period , the MSE cost consists of terms as in (9) (24) Note that we have chosen to change the index of summation from to , to emphasize the fact that may no longer correspond to receivers for each virtual user; the subscript is used to denote the receiver for the th virtual user in Section III. If the cardinality of the set is less than , the optimization (24) can no longer be decoupled as in (6) . Thus, we need to perform a joint optimization to obtain . The derivation of the suboptimal receiver is similar to that of the optimal receiver in Section III and is given in Appendix B. The interference suppression vector can be obtained by solving (25) , shown at the bottom of the page.Without loss of generality, assume . Note that (25) can be directly obtained from (22) by simply removing rows and columns corresponding to the suppressed cycle frequencies. However, it is not obvious, a priori, that the solution would admit this form due to the coupled nature of the cost function in (24) . The above result forms the extension of reduced complexity signal separation filters in [16] to reduced complexity data demodulation, and both results are clearly evident in the 2-D Fourier domain . If , the MMSE optimization (24) has a trivial solution: all filters are equal to zero. This implies that, to have a useful suboptimal solution, the zeroth cycle frequency should always be included in the optimization for suboptimal receivers. Thus, the smallest set which yields a nontrivial solution is , the time-invariant solution. Consider the case of for and . Corresponding to the sets and , the matrix (25) yields for for Clearly, the zeroth cycle frequency must be included in . We note that our prior work in [12] considered only the zeroth cycle frequency.
B. Performance Analysis
In this section, we provide the MMSE expressions for the suboptimal receivers discussed in Section IV-A; the derivation is straightforward, the reader is referred to [27] for details. The
MMSE, when expressed in terms of takes the following form: (26) where if else . From the discussion following (25) , it is clear that the MSE is 1 if , since , for all ; the same can be concluded from (26) . The MSE error hence depends only on the zeroth Fourier coefficient, , which in turn depends on the set through (25) . The minimum error expression can be expressed in terms of as follows (assuming ): (27) Note that the first two terms denote the MSE achieved by the optimal time-invariant MMSE receiver, and the last term is the extra reduction in the MSE achieved by introducing additional cycle frequencies.
C. Choice of Cycle Frequencies
From the discussion in the Section IV-B, it is clear that the zeroth cycle frequency should always be a member of . Given a bound on the number of cycle frequencies, , which can be used, an obvious approach to find the best subset of is an exhaustive search over the possible cycle frequency subsets. A systematic nonexhaustive technique to choose an appropriate subset of cycle frequencies has proved to be so far elusive (see e.g., [16] and references therein). Two heuristic methods of choosing the best subset, , of a given cardinality, , are as follows. The first method requires calculating the Fourier coefficients for the optimal time-varying receiver and retaining the cycle frequencies corresponding to the strongest coefficients. This requires determining the optimal receiver, the computation of which may have prohibitive complexity. The second heuristic can be obtained by inspecting (27) . Observe that the MSE contribution of each Fourier coefficient, can be bounded as follows: (28) In (28) and (29) where we have used the Schwarz and Holder inequality [24] such that and . Here is -vector norm and is the corresponding vector induced matrix norm. The above bound on the mean-squared error contribution of each Fourier coefficient requires computation of only and choosing the cycle frequencies based on the magnitude of the norm ; hence, this technique has a lower computational complexity than truncating the Fourier series of the optimal receiver. In all our simulations, all three methods of choosing the best subset of cycle frequencies of a given size, i.e., exhaustive search, magnitude of the Fourier filters and using the induced norm in (28) , led to the same solution.
V. EFFECT OF FRONT-END FILTER BANDWIDTH
In a system with multiple chipping rates, users with smaller bandwidth will potentially be provided with low-complexity (i.e., low-cost) receivers. This motivates us to investigate the effect of front-end filter bandwidth on the receiver performance, since the sampling rate is an important factor in the cost of the receiver. Clearly, if a front-end filter bandwidth is employed which is smaller than the received signal bandwidth, insufficient statistics for detection will result. It is the highest rate users' signal bandwidth that determines the received signal bandwidth. The sequel is an attempt to qualify the loss in sufficiency. Furthermore, the same analysis will also indicate the effect of the front-end filter on system capacity in terms of the number of users which can be served simultaneously. The subsequent analysis allows us to draw conclusions without having to resort to any assumptions about the correlation between user codes; for the same reason, the results in this section only provide trends.
Consider a multirate system with two user classes with symbol periods, , chipping rates, and spreading gains, and . Let the number of users in each class be and , respectively. We denote the front-end filter bandwidth used by .
For demodulating the low rate users, the observation interval is and is such that . The approximate number of dimensions in a signal of bandwidth and observation interval is [28] . Each high-rate user contributes at most virtual users. Thus, the total number of active users in the system is , which is upper bounded by the maximum number of available dimensions (30) Since the low-rate users may occupy less bandwidth than , the number of low-rate users is upper bounded by , i.e., . Each of the virtual users has approximately Since the total number of dimensions increase with front-end filter bandwidth , the interference suppression capability of multiuser receivers for the low rate users increases with . Thus, increasing the bandwidth of the front-end filter beyond the low-rate user bandwidth leads an improved low-rate receiver performance for a fixed number of users, or equivalently, an increase in system capacity without loss in performance.
VI. NUMERICAL RESULTS
In this section, we provide representative simulation results to verify the performance of the proposed receivers. A multirate multiuser scenario in the presence of multipath is considered to compare the performance of the suboptimal MMSE receivers with the optimal MMSE receiver. Also, the front-end filter bandwidth is varied to study its effect on the receiver performance.
A. Optimal and Suboptimal Receiver Comparison
The symbol periods of the three user classes are chosen to be and . The spreading gain of users in Classes 1, 2, and 3 are , and . With these parameters, users in Classes 1 and 2 have the same bandwidth, but different information rates. The total number of users in the system is 11, with , and . Further, all users in all classes have the same amplitude, . The delay for each user is chosen randomly and varied from zero to two chips. Each user employs a raised cosine pulse with rolloff of 0.5, to allow a discrete time implementation. The sampling period is chosen to be . Thus, we consider a mixed variable chipping rate, variable spreading length, single carrier system. 6 . Probability of error versus SNR for user 12 using the matched filter, suboptimal time-invariant receiver, and the optimal receiver; the single user bound is also given for comparison. Fig. 7 . Probability of error versus SNR for user 13 using the matched filter and the optimal receiver which is time-invariant in this case; the single user bound is also given for comparison.
Each user encounters a different multipath channel, which is randomly generated as follows. The delay spread of the channel is fixed, which implies that the number of taps in the discrete time representation of the channels is the same for all users because the sampling rate is the same for all users. The length of the discrete time representation of each channel is chosen to be 8, which is equal to 2 chips for Class 1, 2 chips for Class 2 and 1 chip for Class 3. The actual realization of the channel for each user is obtained by adding a random vector (independent, identically distributed with a uniform distribution on ) to the following 8-tap channel, . The probability of error performance as a function of SNR for users 11-13 is shown in Figs. 5-7 . The curves are labeled with cycle frequencies used, e.g., 013 means that the zeroth, first, and third cycle frequencies were used. The period of the optimal MMSE receiver for users in Classes 1-3 are 4, 2, and 1, respectively; thus, the number of nontrivial suboptimal receivers obtained by using a reduced set of cycle frequencies is 7, 1, and 0, for users in Classes 1-3, respectively.
Consider the performance of user 11 in Fig. 5 . From Fig. 5 , it is clear that cycle frequency 2 is the most important among . Because of the conjugate symmetry, cycle frequencies 1 and 3 can be exchanged without affecting the results. The following can be concluded from Fig. 5. 1) Each additional cycle frequency leads to improved performance. The performance increases monotonically for the sets 0, 01, 012, and 0123. 2) A smaller set of cycle frequencies may outperform a larger set of different cycle frequencies. The performance for the set 02 is better than for 013.
3) The time-invariant receiver can be considerably worse in performance than the optimal receiver, and most of the performance loss may be recoverable by a moderate increase in complexity (i.e., by including a modest number of cycle frequencies). The set 02 performs considerably better than the time-invariant receiver, and only about 2 dB away from the optimal MMSE receiver. 4) The normalized two-norm of the filter coefficients may be good predictors of suboptimal receiver performance, for example, , at dB, are . The second cycle frequency coefficient is three times in magnitude as that of the first and third cycle frequency coefficients. The combined magnitude of and is less than that of , thereby suggesting that the cycle frequency set 02 may outperform the set 013, which is supported by the results in Fig. 5 . The normalized matrix norm in (28) also follows a similar trend; they are for and . The choice of and is ad hoc and was found to be the most accurate predictor of the performance among different values of . It is conjectured that the sup-norm on the filter coefficients makes the inequalities tighter, leading to better estimates of the mean-squared error contributions of different filter coefficients.
B. Effect of Front-End Filter Bandwidth
The three-class case described in the previous subsection was also used to verify the effect of the front-end filter on probability of error performance. The SNR was fixed at 14 dB. For the sake of computational simplicity, the front-end filter was chosen to have a finite impulse response and its length was fixed at 20 taps. 5 Users in Class 3 have smaller bandwidth than users in the other two classes. So, we consider the effect of the front-end filter bandwidth on the performance of the users in Class 3. The results of varying the filter bandwidth for user 13 can be seen in Fig. 8 . From the figure, it is clear that the performance of the MMSE receiver improves monotonically until the front-end filter bandwidth is the same as that of the received signal. The 5 In practice, the front-end filter should be chosen carefully to minimize the intersymbol and co-channel interference. reason for monotonic improvement in receiver performance is related to monotonic increase in number of degrees of freedom, as argued in Section V. A larger bandwidth for low-rate users in Class 3 allows the receivers to observe more dimensions of the interference from other classes, thereby leading to an improved multiaccess interference suppression.
Thus, if out-of-rate (or out-of-bandwidth) interference is weak, the users in Class 3 can use a smaller front-end filter bandwidth, thereby reducing the computational load and hence the power consumption. This adaptive sampling technique may be useful for receiver design with strict battery power constraints.
VII. CONCLUSION
In this paper, we derived the optimal linear MMSE receiver for multiple data rate communications, with applications to multirate DS-CDMA and multicarrier systems. All the major results in this paper can be attributed to precise modeling of the multirate interference. Stationary models of the interference indicate time-invariant processing, leading to system performance which is strictly inferior to solutions based on the correct cyclostationary models of communication signals. Note that the additional gain from exploiting cyclostationary nature of the communication signals is accompanied with increased computational requirements. We presented a preliminary investigation of complexity performance tradeoffs with a class of low-complexity MMSE receivers. A deeper understanding of relation between computation, power, and performance at system level remains elusive.
APPENDIX A ALTERNATE REPRESENTATIONS OF
Two equivalent representations of are derived in this section, the first in terms of actual signature waveforms of all the users and second in terms of the actual signature waveforms of users of Class 1.
A. Actual Signature Waveforms of All Users
Consider the virtual users of rate which implies (32) In (32), is the indicator function which is one if divides else it is zero and Define , then we have (33) and (34), as s shown at the bottom of the page. Note that the matrix is periodic in with period .
B. Actual Signature Waveforms of Users in Class 1

Define
Following steps similar to the previous section, we obtain . . . . . .
The matrix is periodic in with period .
APPENDIX B DERIVATION OF SUBOPTIMAL RECEIVER
The mean-squared error is given by (36) The optimal should satisfy the following first-order optimality condition for :
which simplifies to (38) By using the cyclostationarity of , we obtain for
. . . . . .
and which is of the same form as (17) . Following the computations similar to Section III-B, we obtain the following matrix equation for :
(39)
