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Abst ract - -When using smoothing splines, a feature of the data, for example, a sharp turn, which 
we would like to retain is sometimes lost. If a smoothing spline with less than the usual order of 
continuity at the data points is fitted then we may retain this feature but at the cost of not smoothing 
out the parts of the data we want smoothed. The approach presented can retain a feature of the data 
while smoothing out the rest of the data by selectively reducing the continuity at some of the data 
points or the degree of the piecewise polynomial being fitted in some of the intervals. This approach 
is a development of the generalisation f the stochastic formulation of smoothing splines given in [1]. 
Keywords - -Genera l i sed  smoothing splines, Kalman filter, Fixed-interval, Interpolation smoother, 
Discrete-time smoother. 
1. INTRODUCTION 
This paper  carries further the work reported in [1]. Instead of the cont inuity propert ies being 
the same across all knot points and degree of the piecewise polynomial  being the same in all 
intervals (for example,  f i tt ing a piecewise cubic polynomial  with one continuous derivat ive across 
the knot points instead of the usual two continuous derivatives), we will extend the approach 
to accommodate  different cont inuity propert ies at different knot points and the degree of the 
piecewise polynomial  being fitted being different in some intervals. 
Suppose t l  < t2 <: . - .  < tn and that  we have the data  pairs (t l ,  Y l ) , . . . ,  (tn, y,~). The observa- 
t ions Y l , . . . ,  Yn at  points t l , . . . ,  tn are assumed to be expressible as 
Yi = h T xi  + ei, (1) 
where the ei are normal ly  d ist r ibuted with zero mean and variance a 2, hi  E ~P is given and 
x~ E ~P is unknown. It  can be shown that  smoothing splines are related to the solut ion of the 
following stochast ic differential equation 
dx(t)  dw 
d---~ = Mx + av~ --~, 
where w(t)  is a Wiener  process (see, for example,  [2]) independent of the ei, i = 1 , . . . ,  n, satisfying, 
for some given posit ive semidefinite Vk+l : ~P ~ ~P, 
E {(o~i(t 4-5'-wi(t))(wj(t+~)-wj(t))  T } =Vk+l(i,j)~, fortk <t<_tk+l, 
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where for simplicity the data points are equally spaced (ti = ( i -  1)6), Vk+l (i, j) is the (i, j)th ele- 
ment of Vk+l, and x(t l )  = [x(tl) . . . .  ,x(p-1)(tl)] "r has a diffuse prior (i.e., x(t l )  ,., N(0,~/2I) 
and ~f2 __+ o0). This assumption about the Wiener process is a departure from [1]. The 
matrix M : !I~P --, ~P is assumed to be smooth enough for our purposes. The solution is 
x(t) = lim~2-.oo x(tln). The quantity x(t ln ) is the expected value of x(t) conditioned on the 
data Y l , . . . ,  Yn. The solution to the above stochastic differential equation can be written in the 
recursive form 
xi+l = T (ti+l, ti) Xi + Ui+l, (2) 
where T(t i+l,  ti) is the fundamental matrix solution satisfying dT(t,¢) = MT(t ,  ~), T(t i ,  ti) = I, dt 
: s~ d~(8) ds which has associated covariance and Ui+l is given by ui+l Jt~ 
gti+l 
(ti+l, t~) = ~2~ / T (ti+l, s) V~+~T (ti+~, s) T ds. 
Jti 
The quantity ui+l also has zero mean and is normally distributed. The state space formula- 
tions (1) and (2) facilitates the use of recursive algorithms to solve for x(t ln ). This consists of a 
forward pass of the Kalman filter followed by a backward pass of the fixed-interval, discrete-time 
smoother initialised with the final estimates of the forward filter before using the interpola- 
tion smoother to evaluate x(t ln ) for ti-1 < t <_ ti, the curve being fitted in the ith interval is 
f ( t )  = hTx(t[n) .  The smoothing parameter may be found by using generalised cross validation 
(see [3] and references contained therein) or maximum likelihood estimation (see [1] or references 
contained therein). 
p--1 T A polynomial smoothing spline of degree 2p - 1 is fitted to the data if M = ~j=l  ejej+l, 
hi -- el ,  and V/+I ---- epe;  for all i. Note that ei is a vector of length p with a 1 in the i th  entry 
and zeros elsewhere. 
2. SMOOTHNESS PROPERTIES  
For reference, the forward pass of the Kalman filter applied to (1) and (2) is 
Xili_ 1 : 
&l i - I  = 
di : 
Xili : xqi-1 
Si l i= Sili-1 
i= l , . . . ,  
where null 0 and $11o are assumed to 
;]gil n : 
Ai  = 
i - -  
The interpolation smoother is 
T (ti, ti-1) Xi-ll i-1, (3a) 
T (ti, ti-1) &- l l i - lT  (ti, ti_l) T + ~ (t~, t~_l), (3b) 
hT Sili_lh~ + a 2, (3c) 
+ Si l i _ lh i  Yi -- hTx i l i - I  
d, ' (3d) 
T l - S i l i - lh ih i  Sili-1 (di)- , (3e) 
n, 
be given. The discrete-time, fixed-interval smoother is 
~,l, + A, (~i+,1~ - ~,+, l , ) ,  (4a) 
Si l i+ Ai (Si+,ln - Si+,li) A T, (4b) 
Sil iT (ti+l, ti) T S~_llli, (4c) 
n - -1 , . . . ,1 .  
z(tln) = T (t, t~_1) T.i_lli_ 1 "~- A (t~, t) (~Cil,~ - x~li-1), 
S(tln ) = ~ (t, t~- l )+T  (t, t,) S i_ l l i _ lT  (t, ti) T - -A  (t,, t) (S,i,_, -S ,  in ) A (t,, t) T , 
A (~i,t) ----- [T (t, t i_ l )  S i _ l l i _ lT  ($i , t i_ l )  T -~- ~~ (t,]~i-1) T (t i , t )  T] S~:_ 1, 
(5a) 
(5b) 
(5c) 
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for t{_l < t <_ ti. Note that  
/ ft (t, ti_x) = a2;~ T(t,s)V~T(t,s) r ds. 
t i -1 
The only possible points of discontinuity are at the data points. It can be shown that x(tln ) 
is continuous at the data points; that  is, D~ °) = x(t~+ln) -~(t~- In)  = 0. But f(t~) = hr~xil,~ 
and f(t;[) = h~_]Xiln so the point estimate is continuous only if hi = h~-l .  Unless we want a 
discontinuous curve, clearly the desirable way to break the higher order continuity at some of the 
data points is by choosing Vi ¢ Vi+l. We will assume that h i  = h for i = 1, . . . ,  n. 
The smoothness of x(tln) and its dependence on V~ will be explored. The quantity of interest 
is D~ 1) = ~(x(t+ln)) - ~t(x(t;In)). We want to see under what conditions D~ l) equals zero. 
This idea can be generalised to higher derivatives if necessary. Successive derivatives of T(t, s) 
dJ 
with respect to s (.an be represented by ~-r~, (T(t ,s) )  = T(t, s)Pj(M), where the Pj satisfy the 
recurrence Po(M) = I, Pi(M) = d p .. . .  ~( i - i )  - MPi-1, i = 1,2, 
When differentiating the interpolation smoother (5a), we need to differentiate A(ti, t) which in 
turn depends on the quantity f~(t, ti-1)T(ti, t) T. We can simplify this expression as follows: 
ft(t ,t i_ l)T(t i ,t)  s =a2~ T(t,s)ViT(t,s)-CT(ti,t) s ds =~2~ T(t,s)¼T(t~,s)  ds, 
dti-- i  ti-1 
where the property T(r, t)T(t, s) = T(r, s) has been used. We now need to differentiate this term 
with respect o t, giving 
2 d [ft(t ,t~_t)r(t.t)s] =~2~ M T(t,s)¼T(ti, s)r ds+a2~V~T(t,,t)-c dt -1 
f' = cr2)kM T(t, s)V~T(t, s)TT (ti, t) T ds + a2AV{T (ti, t) T J t i -~  
= Mf~ (t, ti-1) T (ti, t) T + a2)~ViT (ti, t) T 
SO 
d (A( t i ' t ) )=[  +Mf~(t ' t i -1)T( t i ' t )T  +a2IV~T(t i ' t )T ]s$  ~-1 
= MA (ti, t) + a2lViT (ti, t) T S~_  1 • 
Hence, for t{_l < t < ti we have that 
dx( t ln  = MT (t, t i - i )  x i - i l i - i  + MA (ti, t) (xiln-xiLi-1) + a2lViT (ti, t) S~i l i  (w{i,, - x i l i - i )  
= Mx(tln) + a2lViT (ti, t) S~_ i  (Xil~ - xiLi-i) • 
The jump in the first derivative of x(tln ) at the point ti is 
D~ 1) = a2AV/+IT (t{+l,ti)T s~+lli (x{+ll,~ - x{+ili) - a2lViS~l~_ i (rei H - Xil{-1)- 
Rearranging the fixed-interval, discrete-time smoother equation (4a) gives 
T(ti+l,t i)  T S~-+lli (X~+ll,~ - Xi+lli) = S~i 1 (xi l ,~- :viii), 
and substituting this into D~ 1) results in 
iV} 1) : o'2~V/..I_lS~: (~Bi ,n - ~ , l i )  - o'2)~V/S~L1 (~g i ln  - -  1~ili_1) . 
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Substituting the expression for xili from the Kalman filter recursion yields after some manipula- 
tion 
2 -1  Y i  - hTxili-1 
D} 1)= O'2A [V/-.I-l~/7i 1 -  V/S/Til_I] (~l~iin - ;~i[ i - l )  - (T  ~Viq_l~'il  ~i l i_ lh di 
Applying the matrix inversion lemma in [4, p. 3] to (3c) gives 
S~i 1 = 3/7il 1 -I- -~hh T, 
and after some manipulation the expression for the jump in the first derivative of x(tln ) at ti, 
simplifies to 
D} 1) = 0-2,,~ [V/.t_ 1 - V/] S//7_ 1 (xil n - xi l i_ l)  - o-2~V/.t_l h (Y i -  hTx i ,n ) .  
If Vi+l ¢ Vi, this expression cannot equal zero. When Yi+ 1 -~- Y/, we are back to the result in [1] 
given below. There is no point in looking at higher derivatives unless 1//+1 = V/ = V, in which 
case the first k derivatives of x(tln ) are continuous only if VPj (M)Th = 0, j = 0, 1 , . . . ,  k - 1, 
where k < dimker{V}, this result is justified in [1]. 
From the above discussion, a feasible way to have a different continuity at some points is by 
changing V/ and keeping hi equal to the same vector throughout• If we have the ith data point 
having a different Vi from that associated with the rest of the data points, then the first derivative 
of x(tln ) will not be continuous at both the (i - 1) th and ith data points. The quantity h still 
has a role to play in determining the continuity properties of the resultant curves. If we want the 
fitted curve to be discontinuous at a data point, then we use a different h for the points to the 
right than that used for the points to the left. 
3. THE ROLE l~ PLAYS IN  DETERMINING THE DEGREE 
OF  POLYNOMIAL  F ITTED IN  THE (i - 1) th INTERVAL 
Recall that the curve fitted is h-Cx(tin), where x(tln ) is given by (5a). Now the only terms 
depending on t in this are T(t, t i -  1 ) and f~ (t, t i -  1)T(ti, t)-c. The degree of the curve in the interval 
(t i - l , t i ]  will depend upon T(t, ti_l), ~(t, ti_l)T(ti,t) -c and the choice of h. The covariance 
matrix f~(t, ti-1) is a function of Vi which we will restrict o being a diagonal matrix. Define l)i p = 
diag{Vi(1, 1) , . . . ,  Vi(p,p)} E S)~pXp SO ~/p-1 = diag{V~(1, 1) , . . . ,  V~(p- 1 ,p -  1)} • ~(p-1)x (p -1 ) ,  
hence, 
[~ "-1 Op--1 ]
~P= oT [ p-1 Vi(p,p) " 
Denote the state transition coefficient matrix by Tp(ti, s), the subscript p denoting the dimension• 
p-1 For our choice of M = Y~i=l eieS+l, it is 
(ti - -  8) p-1 
( t i - s )  ... (p - l ) !  
(t~ - s) p-2 
1 ...  (p - 2)! 
. . .  0 1 
T,, (t,, ~) = o 
0 
which can be partitioned as 
Tp (ti, s) = [ 
L 
Tp_ ~ (t. ~) 
0 T p-1 
~p-1 (ti, s) ] 
J 1 
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where 
[(t ,  - s) p-1 - s)P-  , - s)] e ~p--1 (ti,s) T -~ [ -(p---'-~)t. ' (p__ 2)! ' ' '"  
Let the subscript p on ~p(t, ti-1) denote the dimension of this square matrix. Now 
/' f~p(t, ti-1) = a2A Tv(t,s)~PTp(t,s)T ds 
dti-I 
[~p- l ( t ,  ti-1) 0 + o.2AV/(p,p) [ op-l(t'ti-1) z~p-l(t'ti-1) ] 
0 -rp_, , 1 [A"  - l ( t ' t~- l )  T (t - - t i_ l )  
where [Dp-l(t,t~-.1)bk= (t--ti-1):v-J-k+l Dp-l(t,t i -1) E ~(p-1)x(p-1) and Z~p_l(t,t~_l) T (p-j)!(p-k)!(2p-k-j+ l) ' 
(t-ti_l) p (t-ti_1) ~ = [ p! ," "", 2-------r~] E Nv-1. It is obvious that the term of degree 2p - 1 in t only occurs 
if V~(p,p) ¢ 0. The only term in (5a) that has entries in t of possibly higher degree than p - 1 is 
f~(t, ti-1)T(t~, t) T. Now f~(t, t~_l)T(t, t) -c equals 
[ ~'~p--1 (t, ti--1)rp--1 (ti, t) T 
0;  -1 0;--lJ 
l op -1  (t, t i -1)Tp- i  (ti, t) T Jr- hp_ 1 (t, ti-1) ~p-1 (ti,t) T Ap_l (~:, ti-1) ] 
-t-cr2"XV/(p'P) LAP -l(t'ti-1)TTp-l(ti't)T-~-(t-ti-l)~p-l(ti't)T (t- -t i -1) J " 
The highest degree term in t in the first term occurs in the first row and has degree 2p - 3. For 
the second term, the highest degree term in t occurs in the first row and has degree 2p-  1. Note 
also that the highest degree term in t of Tp(t, ti-1) occurs in the first row and has degree p - 1. 
If V~(p,p) = 0 and h = el for p > 1, the degree of the polynomial will be 2p - 3 in the 
( i -  1) th interval. Essentially, we have embedded a 2p-3  degree polynomial in the ( i -1 )  TM interval 
in a state vector of length p, the length associated with a polynomial of degree 2/) - 1. This is 
necessary if we want some other intervals to consist of polynomials of degree 2p-1.  The continuity 
properties at the ith data point will depend upon Y/P and V/~-I" If ~v = Y/.~l-1 and Vi(p,p) = 0, 
then at ti, we will have a polynomial of degree 2p - 3 with 2(p - 1) - 2 continuous derivatives. 
Using 8110 = 72[ explicitly in the Kalman filter ensures that all predicted and filtered covari- 
ances are nonsingular. Square root implementations of the Kalman filter must use a covariance 
filter and not an information filter. This is because some of the state transition equation covari- 
ance matrices will be singular if we choose to break the degree of the polynomial curve being 
fitted for some of the intervals. 
4. EXAMPLE 
The eleven point data set given by Data Set 6 in [5] is a typical example of a data set for which 
a shape preserving method is required. Shape preserving methods are required for data for which 
the underlying function has steep gradients. A cubic smoothing spline is fitted to this data. As 
well, a competitor to the tension spline given in [6, Figure 5] is produced by having a piecewise 
linear fit in the 5th-8th intervals with no continuous derivatives across the data (knot) points 
and a piecewise cubic polynomial in the other intervals with two continuous derivatives across 
the data (knot) points not adjacent o the linear fits. This is achieved by using p = 2, h - el ,  
setting V~ = e le l  T for i = 6,7,8,9 and Vi = e2e2 T for i = 1,2,3,4,5,10,11. Last, a piecewise 
cubic polynomial with the usual two continuous derivatives at all the data (knot) points except 
the 4 th, 5 th, 9 th, and 10 th points which have one continuous derivative is fitted (this is achieved 
by V5 = V10 - )-'~i2__ t eie~ and the rest of the V~ equaling e~e~ with p = 2 and h = el). For each 
curve fitted, generalised cross validation was used to obtain the smoothing parameter; in each 
case, it was A -- 106 reflecting the accuracy of the data. The fitted curves are given in Figure 1 
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Figure 1. Fitted curves. 
where method 1 is the competitor to the tension spline, method 2 is the cubic smoothing spline, 
and method 3 is the piecewise cubic polynomial with its continuity broken at 4 data points. 
The competitor to the tension spline produced the best fit. Visually inspecting the data and 
deciding to break the degree of the polynomial fitted in the intervals for which the gradient of 
the underlying curve appeared to be close to zero has definitely been worthwhile, and unlike [6], 
this was managed without recourse to fitting exponentials. Breaking the continuity of a cubic 
piecewise polynomial at some of the data points did produce a better fit than the cubic smoothing 
spline but was not as good a fit as breaking the degree of the polynomial fitted in some of the 
intervals. 
The method is no more difficult to program in a numerically stable manner than the procedure 
set out in [1]. 
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