We examine the problem of equivalence of discrete time auto-regressive (AR) representations. Two AR representations are defined as fundamentally equivalent if their solution spaces or behaviors are isomorphic. Starting from the fact that the behavior of an AR representation, when considered over a finite time interval, depends on the algebraic structure of both the finite and the infinite elementary divisors of the underlying polynomial matrix we examine closely this structure and show that it can be easily exposed through the corresponding structure of a block companion matrix pencil which can be easily constructed from the coefficients of the original matrix. As a consequence the proposed block companion matrix pencil constitutes the natural first-order fundamentally equivalent representation (realization) of such an AR representation. As a further consequence and generalization we show that two AR representations described by polynomial matrices of possibly different degrees and dimensions that give rise to fundamentally equivalent first-order representations are fundamentally equivalent.
Introduction
Consider a continuous time and free scalar linear system governed by an n − th order homogeneous differential equation
where ξ (t) : [0, ∞) → R, ρ is the differential operator and a (ρ) := a n ρ n + a n−1 ρ n−1 + ... (2) and the vector
then system (1) can be described by n first order differential equations represented in matrix form by Eρx (t) = Ax (t) , t ≥ 0 (4) and the 'matrix pencil' (5) has the same (finite) elementary divisors and thus the same (finite) zeros as the characteristic polynomial a (s) of (1) i.e. the Smith form S C sE−A in C of sE − A is given by S C sE−A = diag [1, 1, ..., 1, a (s)] Furthermore if a (s) is factored as
where λ i ∈ C, i = 1, 2, ..., l are the distinct zeros of a (s) and m 1 +m 2 +...+m l = n, J F := blockdiag [J 1 , J 2 , ..., J l ] ∈ R n×n where
∈ R mi×mi , i = 1, 2, ..., l and C F ∈ R n×n is such that the pair (C F , J F ) is a (finite) Jordan pair of sE −A [10] [13] i.e. if
then the solution of (4) is given by
and ξ (i) (t) := d i ξ(t) dt i and thus the solution of (1) is given by
so that systems (1) and (4) are fundamentally equivalent [18] . The generalization of the above simple ideas to the multivariable case A (ρ) ξ (t) = 0, t ≥ 0 (6) where ξ (t) : [0, ∞) → R r is a vector valued function and A (ρ) = A q ρ q + A q−1 ρ q−1 +. . .+A 0 ∈ R[ρ] r×r , A k ∈ R r×r , k = 0, 1, ..., q ≥ 1, A q = 0, det A q ≥ 0 has been presented in [10] through the formation of the block companion matrix pencil (7) and the introduction of the vector x (t) := ξ (t) ρξ (t) . . . ρ q−1 ξ (t) : [0, ∞) → R rq but the exact relation between the finite and infinite zero structures of A (ρ) and ρE − A in the sense of their Smith-Mcmillan forms in C and at infinity was not examined there. The exact relation between the Smith-McMillan finite and infinite zero structures of A (ρ) and what it turns out to be 1 the Wierstrass canonical form [9] of ρE − A was examined in [16] [15] [13] (chapter 4, section 4.2.4) where the effect of the singularity of A q on the zero structure at infinity of A (ρ) and the impulsive behavior of ξ (t) at t = 0 was also investigated. Based on the results in [18] it can be proved that systems A (ρ) ξ (t) = 0 and ρE − A x (t) = 0 are fundamentally equivalent.
In this paper we examine the implications of the above ideas in the multivariable discrete time case and apply them to the problem of equivalence of discrete time auto-regressive (AR) representations.
We firstly review the fact that although in the continuous time case the infinite elementary divisors (see section 2 bellow) of the polynomial matrix A (ρ) do not have a direct dynamic interpretation on the behavior or solution space of an AR representation as in (6) this is not so in the case of discrete time AR representations. Recent results [7] [17] show that when the discrete time AR representation A (σ) ξ k = 0 (8) (where σ denotes the forward shift operator σ i ξ k = ξ k+i ) is considered over a finite time interval 2 k = 0, 1, 2, ..., N then its behavior depends on both the finite and the infinite elementary divisors of the corresponding polynomial matrix A (σ) and it is causal iff A (σ) has no infinite elementary divisors. We next examine the relation of the algebraic structure of the finite and infinite elementary divisors of the nonsingular polynomial matrix A (σ) and the corresponding structure of the matrix pencil σE − A as in (7) . As mentioned above the block companion form of this matrix pencil has been studied in the past but only from the finite elementary divisor and finite zero point of view. In this paper we extend these results to the point at infinity. In particular, it is shown that the structure of both the finite and the infinite elementary divisors of a square -invertible polynomial matrix A (σ) is isomorphic to the corresponding structure of the matrix pencil σE − A. A consequence of this result is that the discrete time AR-representations associated with A (σ) and σE−A have isomorphic behaviors and the one associated with σE −A constitutes the natural first order equivalent realization of the homogeneous discrete time AR representation in (8) . Finally and as an other consequence and generalization of our results we examine the notion of fundamental equivalence of discrete time AR representations described by polynomial matrices of different degrees and dimensions.
Background
In what follows R, C denote respectively the fields of real and complex numbers and Z, Z + denote respectively the integers and non negative integers. By R (σ) p×m , R pr (σ) p×m and R[σ] p×m we denote the sets of p × m rational, proper rational and polynomial matrices respectively with real coefficients and indeterminate σ. A square polynomial matrix
r×r , A j ∈ R r×r , j = 0, 1, ..., q ≥ 1, A q = 0 (9) is nonsingular iff det A(σ) = 0 for almost every σ ∈ C. The (finite) zeros of A(σ) are defined as the roots of the equation det A(σ) = 0, equivalently λ i ∈ C is a (finite) zero of A(σ) iff rank C A(λ i ) < r. Assume that A (σ) has l distinct zeros λ 1 , λ 2 , . . . , λ l ∈ C, and let
be the local Smith form of
The terms (σ − λ i ) mij are called the finite elementary divisors of A(σ) at σ = λ i . The non-negative integers m ij , j = 1, 2, ..., r are the partial multiplicities of λ i and m i := r j=1 m ij , i = 1, 2, ..., l is the multiplicity 2 rather than the set Z + of nonnegative integers of λ i . Let
be the Jordan block corresponding to the finite elementary divisors (σ −λ i ) mij of A (σ) and
and
Let
is defined as a finite spectral pair [10] of A(σ) and by consequence of (13) and (14) satisfies the following conditions
Since rankÃ(0) = rankA q the dual matrixÃ(σ) of A(σ) has zeros at σ = 0 iff rankA q < r. Let rankA q < r and let
be the local Smith form ofÃ(σ) at σ = 0 where µ j ∈ Z + and 0 ≤ µ 1 ≤ µ 2 ≤ ... ≤ µ r . The infinite elementary divisors of A(σ) are defined as the finite elementary divisors σ µ j of its dualÃ(σ) at σ = 0. Let
be the Jordan block corresponding to the non-trivial finite elementary divisors σ µ j , µ j > 0 ofÃ(σ), µ := r j=1 µ j and
A finite Jordan pair C ∞ ∈ R r×µ , J ∞ ∈ R µ×µ of the dual matrixÃ(σ) corresponding to the zero ofÃ(σ) at σ = 0 is defined as an infinite spectral pair of A(σ) and according to (17) and (18) satisfies the following conditions
are respectively the orders of the poles and the zeros at σ = ∞ of A (σ) . Then it is proved in [13] that
and that the local Smith form S 0 A(σ) (σ) ofÃ(σ) at σ = 0 is given by
(28) so that the orders µ j of the infinite elementary divisors σ µ j , j = 1, 2, ..., r of A(σ) are given by
and thus we have
The total number of elementary divisors (finite and infinite) of A(σ) is equal to the product rq, where r is the dimension and q is the degree of A(σ), i.e. n + µ = rq (33)
Proof. For any nonsingular polynomial matrix A (σ) we have that [13] total number of zeros of
Consider now the discrete time q − th order AR equation
r×r is a nonsingular polynomial matrix, ξ k ∈ R r , k = 0, 1, 2, ..., N is a vector sequence and σ denotes the forward shift operator σ i ξ k = ξ k+i . Notice that as the matrix A q ∈ R r×r is not in general invertible (36) can not be solved by iterating forward, i.e. given the initial conditions ξ 0 , ξ 1 , ..., ξ q−1 determine successively ξ q , ξ q+1 , ..., ξ N . This naturally leads to the restriction of the time domain for ξ k to a finite interval N instead of Z + so that we are interested in the behavior (see bellow) of (37) over a specified time interval k = 0, 1, 2, ..., N ≥ q and not over Z + .
The results of the present paper should be compared to [1] , [2] , [3] , [4] , [5] , [8] where similar problems for systems in descriptor form, are treated in a similar manner.
The solution space or behavior B A(σ) of the AR-representation (37) is defined as
and we have Theorem 2 [7] [17] The behavior of the AR-representation (37) over the finite time interval k = 0, 1, 2, ..., N ≥ q is given by
The behavior B A(σ) of the AR-representation (37) is thus proved to be a linear vector space of dimension equal to the product of the dimension r of the polynomial matrix A(σ) and the highest degree q of σ occurring in it or, from Proposition 1, equal to the total number n + µ of elementary divisors (finite and infinite ones) of A(σ). Notice also that the behavior B A(σ) of (37) depends on the finite and infinite spectral pairs
and thus from (10), (11) and (19),(20) on the (non trivial) finite and infinite elementary divisors (σ − λ i ) mij and σ µ j , i = 1, 2, . . . , l, j = 1, 2, ..., r of the polynomial matrix A(σ).
Theorem 3 [7] [17] Given the initial and the final conditions vectors
then (37) has the unique solution
, k = 0, 1, 2, ..., N ≥ q (42) iff x 0 and x N −(q−1) satisfy the compatibility boundary conditions
(the fact that the matrix inside the brackets in the right hand side of (44) is non-singular is proved in [10] ).
The physical interpretation of the above theorem is that the system described by (37) can not in general be considered as causal and it is causal iff rankA q = r 3 . This is also clear from the fact that, in order to determine uniquely a solution we need to choose both the initial and the final conditions, 3 In such a case A (σ) is both row and column proper and its Smith-McMillan form at s = ∞ is given by S ∞ A(σ) = σ q Ir, i.e. A (σ) has no zeros at σ = ∞, having only r poles at σ = ∞ and the orders of its r poles at σ = ∞ are q 1 = q 2 = ... = qr = q so that the orders µ i of its infinite elementary divisors σ µ i satisfy µ i = 0, i = 1, 2, ..., r so that µ = 0 and rq = n. See also Corollary 2.5 bellow.
which have to satisfy the compatibility boundary conditions (43). So this is a boundary value problem. These compatibility boundary conditions, have a very clear physical meaning, i.e. they reflect the propagation of the initial conditions in the forward time direction, to the final conditions, and vice versa. This is clear from the decomposition of the solution space B A(σ) into two subspaces the one corresponding to the finite elementary divisors of A (σ) and the other corresponding to the infinite elementary divisors. The first part of the solution spanned by C F J k F which depends on the finite elementary divisors gives rise to solutions moving in the forward direction of time and reflects the forward propagation of the initial conditions ξ 0 , ξ 1 , ..., ξ q−1 . The second part C ∞ J N −k ∞ which depends on the infinite elementary divisors gives solutions moving backwards in time, i.e. from the final time N to 0 and reflects the backward propagation of the final conditions ξ N −(q−1) , ξ N −(q−2) , ..., ξ N −1 , ξ N . This discussion should be compared to that in [1] [2] . Notice that the above decomposition of the solution space into forward and backward subspaces, corresponds to a maximal forward decomposition of a descriptor system in [3] . Notice also that the variable k = 0, 1, ..., N in (36) rather than representing discrete time instants it may be considered to represent discrete spatial positions within a system. In such a case and if rankA q < r the non-causality of the discrete time AR representation is replaced by a spacial two boundary value problem specified by the initial and final conditions ξ 0 , ξ 1 , ..., ξ q−1 and ξ N −(q−1) , ..., ξ N −1 , ξ N governing the spacial steady state behavior of the system and the above analysis shows the importance of the infinite elementary divisors of the polynomial matrix A (σ) on the spacial behavior of such systems.
Elementary divisors of a matrix pencil linearization of a nonsingular polynomial matrix
We examine now the structure of the finite and infinite elementary divisors of the matrix pencil in (7) or of what we call a block companion linearization of a nonsingular polynomial matrix A(σ). We start with a refined statement of the results contained in formulas (24)-(32).
r×r be nonsingular and let the Smith-McMillan form S ∞ A(σ) (σ) of A(σ) at σ = ∞ be given by
i.e. assume that for some η ∈ Z + :
and the biproper rational matrices:
Then, using the fact that q = q 1 , it is easy to verify that
and since U ∞ (σ) and V ∞ (σ) are biproper rational matrices, the pencil σE − A and the block diagonal matrix in the right-hand side of (49), are equivalent at σ = ∞ [13], hence they have identical pole-zero structures at σ = ∞ . Assume now that the biproper rational matrices 
According to [14] the rank of the matrix E is equal to the number of the poles of σE − A at σ = ∞ of order equal to 1, i.e.:
But from the construction of E it is easy to see that
¿From (53) and (54) we have that rankA q = η, where, according to (45), η is the number of poles of A(σ) at σ = ∞ of order q = q 1 .
Corollary 5 If r > rankA q = η ≥ 1 so that q = q 1 = q 2 = . . . = q η > q η+1 , then the orders µ j of the infinite elementary divisors σ µ j of A(σ) are given by
Proof. This follows from the fact that if q = q 1 = q 2 = . . . = q η > q η+1 , then S ∞ A(σ) (σ) is given by (45) and thus the local Smith form S 0 A(σ) (σ) ofÃ(σ) at σ = 0 is given by
r×r a nonsingular polynomial matrix. Then the matrix pencil σE −A ∈ R [σ] qr×qr in (7) and A(σ), have isomorphic finite elementary divisors structure and thus the same finite zero structure and isomorphic non-trivial infinite elementary divisor structure.
Proof. First we shall prove that the pencil σE − A and the polynomial matrix A(σ), have the same non-trivial infinite elementary divisors. The infinite elementary divisors of σE − A are the finite elementary divisors σ µ j of the dual pencil σ σ −1 E − A = E − σA at σ = 0, and according to the formula (28) the local Smith form S 0 E−σA (σ) at σ = 0 of the dual pencil E − σA is given by
, σ q1+ qv+1 , . . . , σ q1+ qr   so that the orders µ j of the infinite elementary divisors σ µ j of σE − A are given by 
It is then easy to verify the equation
Pre-and post-multiplying (61), respectively byT L (σ) := diag I r(q−1) ,T L (σ) andT R (σ) := diag I r(q−1) ,T R (σ) , we havẽ
Equation (63) obviously gives the Smith form S C σE−A (σ) in C of the matrix pencil σE − A, i.e.
So the polynomial matrix A(σ) ∈ R[σ] r×r and the matrix pencil σE − A ∈ R [σ] qr×qr have the same zero structure in C and thus the same finite elementary divisors.
First order realization of a discrete-time ARrepresentation
In this section we deal with the application of the results presented above to what we define as a first order realization of a discrete time AR representation as in (36). By this term we mean an AR-representation having the form (36) with order q = 1 and such that both AR-representations have isomorphic behaviors. Equivalence of continuous time linear systems has been the subject of several studies in the past. The definition of equivalence in our case is similar to that of fundamental equivalence [18] [6] of continuous time systems. Consider the discrete time AR-representation
r×r nonsingular as in (9) and its behavior:
where the initial and final conditions vectors:
satisfy the compatibility boundary condition (43) and define the vector
In view of (65) and the forms of 
rq×rq , and it can easily be proved that
and where the initial and final conditions vectors x 0 ∈ R rq , x N −(q−1) ∈ R rq satisfy the compatibility boundary condition:
ri×ri , i = 1, 2 will be called fundamentally equivalent over the finite time interval k = 0, 1, 2, ...N iff there exists a bijective polynomial map between their respective behaviors B A1(σ) , B A2(σ) .
Using the results of the previous section we can prove the following Proof. According to Definition 1 the AR representations (65) and (68) are fundamentally equivalent over the finite time interval k = 0, 1, 2, . . . , N iff there exist bijective polynomial maps between their respective behaviors:
As it can be seen from the definition of x k :
the polynomial maps S rq (σ) and L rq (σ) required by (70) and (71), are respectively given by
Moreover and according to the results of the previous section, the polynomial matrices A(σ) and σE − A, will have isomorphic finite and infinite elementary divisors structure which implies that
Taking into account the fact that for ξ k ∈ B A(σ) such that S rq (σ)ξ k = 0 (76) then ξ k = 0, k = 0, 1, . . . , N we conclude that S rq (σ) is injective. Now
Taking into account (75) it follows that Im S rq (σ) = B σE−A and so S rq (σ) is surjective. Thus S rq (σ) is the polynomial bijective map required by (70). Similar argument prove that L (σ) in (74) is the polynomial bijective map required by (71).
Definition 2
The AR-representation (68) will be called a first order realization of the AR-representation (65) over the finite time interval k = 0, 1, 2, . . . , N .
Strict equivalence of polynomial matrices and fundamental equivalence of discrete-time ARrepresentations
Consider the discrete-time AR-representation
r×r as in (9) and its first order realization over the finite time interval k = 0, 1, 2, . . . , N :
where E and A as in (46). Let now M ∈ R rq×rq , Q ∈ R rq×rq and nonsingular and such that the matrix pencil
and σE − A are strictly equivalent [9] [14] . We can choose the matrices M ∈ R rq×rq and Q ∈ R rq×rq so that [σE − A] is in the Weierstrass canonical form [9] . We state this fact in
and (79) is in the Weierstrass canonical form given by
Proof. Conditions (17) and (22)
So by direct calculation we have
ri×ri , i = 1, 2 be two polynomial matrices such that r 1 q 1 = r 2 q 2 =: p and let
Definition 3 Let 0 < p ∈ Z + be a fixed and consider the set
p×p are strictly equivalent [9] , i.e. iff there exist nonsingular M ∈ R p×p , Q ∈ R p×p such that
, i = 1, 2 are strictly equivalent then we denote this fact by witting (A 1 (σ) , A 2 (σ)) ∈ SE. Obviously SE is an equivalence relation on R p [σ] × R p [σ] and we have are strictly equivalent iff σE 1 − A 1 and σE 2 − A 2 are strictly equivalent, i.e. iff they have identical finite and infinite elementary divisors [9] .
Consider now two strictly equivalent polynomial matrices
and their first order realizations over the finite time interval k = 0, 1, 2, . . . , N : 
then the transforming matrices M ∈ R p×p , Q ∈ R p×p in (86) are given by
and we can state Theorem 10 If the polynomial matrices A i (σ) ∈ R p [σ] , i = 1, 2 are strictly equivalent then the AR-representations
are fundamentally equivalent over the finite time interval k = 0, 1, 2, ...N.
Proof. Firstly and according to Proposition 9, the polynomial matrices A i (σ) ∈ R [σ] ri×ri , i = 1, 2 will have isomorphic finite and infinite elementary divisors structure which implies that
By assumption 2 and k = 0, 1, 2, ..., N − q i − 1 so that σE 1 − A 1 x 1 k = 0, k = 0, 1, 2, ..., N − q 1 which due to (86) can be written as M σE 2 − A 2 Qx 1 k = 0, k = 0, 1, 2, ..., N − q 1 (93) which due to σE 2 − A 2 x 2 k = 0, k = 0, 1, 2, ..., N − q 2 implies that Qx 1 k ∈ B σE2−A2 , k = 0, 1, 2, ..., N − q 1 . Since Q is square and invertible it is injective and from (92) it follows that it is surjective so that 
Similar arguments prove that the inverse bijective polynomial map between B A2(σ) and B A1(σ) is 
Conclusions
We have presented some new algebraic properties of nonsingular polynomial matrices that although seem to be obvious they have not appear explicitly anywhere in the literature. These results concern the structure of the elementary divisors of a nonsingular polynomial matrix and its relation to the corresponding structure of the block companion matrix in (7) . As a direct application we have proposed a first order realization method for discrete time AR-representations which requires only a few trivial manipulations. Notice here that unlike fundamental equivalence defined for continuous time systems [18] [6] which requires isomorphic zero structures (finite and infinite) of the polynomial matrices involved, the proposed equivalence requires isomorphic elementary divisors structure (finite and infinite), which in general are more than zeros (with multiplicities accounted for). This can be partially justified by the fact that we consider discrete time systems over finite time intervals. As a consequence the values of ξ k at both end points of the interval (i.e. initial and final values) are employed as arbitrary parameters. It is thus expected that the dimension of a realization of an AR-representation in discrete time will be in general greater than the corresponding continuous time one. A very interesting and open problem which follows from the above analysis is that of the algebraic characterization of the equivalence relation between strictly equivalent polynomial matrices, i.e. between polynomial matrices
ri×ri , i = 1, 2 with r 1 q 1 = r 2 q 2 having isomorphic finite and infinite elementary divisors structures as the ones in the second example above.
