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Abstract
We study the problem of mismatched guesswork, where we evaluate the number of symbols y ∈ Y which have higher
likelihood than X ∼ µ according to a mismatched distribution ν. We discuss the role of the tilted/exponential families of the
source distribution µ and of the mismatched distribution ν. We show that the value of guesswork can be characterized using the
tilted family of the mismatched distribution ν, while the probability of guessing is characterized by an exponential family which
passes through µ. Using this characterization, we demonstrate that the mismatched guesswork follows a large deviation principle
(LDP), where the rate function is described implicitly using information theoretic quantities. We apply these results to one-to-one
source coding (without prefix free constraint) to obtain the cost of mismatch in terms of average codeword length. We show
that the cost of mismatch in one-to-one codes is no larger than that of the prefix-free codes, i.e., D(µ‖ν). Further, the cost of
mismatch vanishes if and only if ν lies on the tilted family of the true distribution µ, which is in stark contrast to the prefix-free
codes. These results imply that one-to-one codes are inherently more robust to mismatch.
I. INTRODUCTION
Consider a random variable X drawn from the distribution µ supported on a finite alphabet X . Guesswork, denoted by
Gµ(X), is defined as the number of symbols in X whose likelihood exceeds µ(X). Guesswork was first studied to derive
lower bounds on the computational cost of sequential decoding with the aim of characterizing the cutoff rate [1]. Arıkan
derived bounds on guesswork in terms of the Re´nyi entropy of the distribution µ and the size of the support X [2].
Guesswork quantifies the computational cost of sequential decoding [1], [2], computational security against brute-force
attack [3], [4], the probability of error in list decoding [5], [6], and the length of the code in one-to-one source coding [4], [7].
Arıkan and Merhav studied guesswork subject to an allowable distortion [8]. Sundaresan studied guesswork subject to source
uncertainty [9]. Hanawal and Sundaresan also studied universal guesswork where the source distribution is unknown [10].
Beirami et al. further derived an individual sequence version of universal guesswork [4]. Merhav and Cohen [11] extended
the universal guessing setup to randomized guessing. Christiansen and Duffy proved that guesswork satisfies a large deviation
principle [12]. Beirami et al. provided an implicit characterization of the large deviations behavior of guesswork through
information theoretic quantities [13]. The study of guesswork has also been extended to the multi-user setting [3], the distributed
setting [14], guessing subject to constraints [4], [15], and guessing with limited memory [16].
In this paper, we study the probabilistic behavior of the so-called mismatched guesswork Gν(X), for X ∼ µ, and ν is
a mismatched distribution ν 6= µ. In many of the applications discussed above, mismatch is inevitable in practice, as the
source distribution is usually obtained via a sample estimation, which is prone to imprecision. We study the large deviations
of mismatched guesswork building on a framework involving tilted distributions which were first introduced in [17] and then
expanded in [13]. We consider the case where a sequence of length n denoted by xn is drawn i.i.d. from µ, while the
mismatched distribution is the product distribution of ν, denoted νn. We prove that, on the one hand, Gνn(xn) is related to
the entropy of the “projection” of the type of xn on the tilted family of the mismatched distribution ν. On the other hand, the
probability of a sequence xn is related to the KL-divergence of its type with the true distribution µ. These two observations
form the basis of our analysis in this paper.
We also explore the application of mismatched guesswork in one-to-one source coding, i.e., source coding without the
prefix constraint. Mismatched guesswork has a direct application in this setting, and is the counterpart of the usual mismatch
prefix-free source coding. It is well known that, in contrast to the prefix-free source codes, the average length of the one-to-one
source codes converge to the entropy rate from below at a rate −1/2 log(n)/n when the distribution is matched [18]. It was
also shown that the cost of universality is smaller in one-to-one codes because of one less degrees of freedom [7], [19], [13].
To complete the characterization, we show that one-to-one source codes are more robust to an incorrect knowledge of the
source distribution. Moreover, it is possible to obtain the exact same optimal performance of an optimal one-to-one encoder
with a mismatched distribution ν, under the condition that ν is on the tilted family of the true distribution µ.
The rest of the paper is organized as follows. In Section II, we introduce the notation and the geometric lemmas used in the
paper. Section III contains a brief summary of the main results for matched guesswork, namely the LDP and the asymptotic
growth rate. In Section IV, we provide the main results of this paper and characterize the LDP rate function and growth-rate
for the mismatched guesswork. Section V is an application of the main results to one-to-one source coding. We end the paper
with the concluding remarks in Section VI.
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II. BACKGROUND
A. Notation
Let µ be a distribution on a finite alphabet X . We denote random variables by uppercase letters, e.g. X , and realizations of
these random variables with lowercase letters, e.g. x. The simplex of all distributions over the alphabet X is denoted by ∆X .
We let H(µ) be the entropy under µ, i.e. H(µ) =
∑
x∈X µ(x) log
1
µ(x)
1.
For two distributions µ and ν such that ν is absolutely continuous with respect to µ, the relative entropy (KL-divergence)
is defined as usual D(µ‖ν) = ∑x∈X µ(x) log µ(x)ν(x) . We let H(µ‖ν) , H(µ) + D(µ‖ν) denote the cross entropy. The Re´nyi
entropy of order α is defined as:
Hα(µ) =
1
1− α log
∑
x∈X
µ(x)α. (1)
For sequences, we use a superscript to denote the length, e.g. xn is a sequence of length n. We also let µn denote the n-fold
product distribution of µ, therefore Xn ∼ µn means that the sequence of random variables Xn is generated i.i.d. from µ. We
denote by qxn the type or empirical distribution of a sequence, and by Γn the set of possible types for sequences of length n.
For any set C we use notations intC and clC to denote the interior and the closure of set C respectively. Finally, the uniform
distribution on X is denoted by uX .
B. Geometry
We make the following two assumptions on all the probability distributions that we study in this paper:
Assumption 1. We say µ is unambiguous if it satisfies the following:
1) µ(x) > 0 for all x ∈ X .
2) argmin
x∈X
µ(x) and argmax
x∈X
µ(x) are unique.
Note that the set of distributions which are not unambiguous forms a set of Lebesgue measure zero in the set of all
distributions, which can be seen by the fact that the non-umanbiguous distributions are contained in a finite union of lower
dimensional sets. See [13] for the implications of this assumption.
We are ready to define the tilt.
Definition 1 (mismatched tilt). Let α ∈ R and ν be unambiguous. We denote by T (µ, ν, α) the mismatched tilted distribution
of order α of ν with respect to µ, defined as
[T (ν, µ, α)](xi) ,
µ(xi) · ν(xi)α∑
x∈X µ(x) · ν(x)α
. (2)
We further define the the mismatched tilted family of ν with respect to µ as
Tν,µ , {T (ν, µ, α) : α ∈ R} . (3)
By taking limits, we define :
[T (ν, µ,∞)](x) =
{
1 if x = argmaxx∈X ν(x),
0 otherwise , (4)
[T (ν, µ,−∞)](x) =
{
1 if x = argminx∈X ν(x),
0 otherwise , (5)
T (ν, µ, 0) = µ. (6)
This definition of mismatched tilt generalizes the tilt defined in [13, Definition 13], and recovers it when µ is the
uniform distribution. The tilted family Tν,uX , is denoted by Tν , and T (ν,uX , α) is denoted by T (ν, α). Further, define
T +ν = {T (ν, α) : α > 0} as the positive tilted family, and T −ν = {T (ν, α) : α < 0} as the negative tilted family. Note that
Tν = T +ν ∪ T −ν ∪ uX .
Lemma 1 (closure of the tilted family under tilt operation). For any α > 0, the following holds:
Tν,µ = TT (ν,α),µ. (7)
Proof. The proof follows from the definition of T (ν, α) and from (2).
We now define a collection of linear families.
1In this paper, all logarithms are measured in nats.
uX
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Fig. 1. Representation of the 3-dimensional simplex, each point in the triangle represents a distribution over |X | = 3. The corners of the triangle correspond
to the distribution where all the mass is on a single symbol. The exponential family Tν goes through uX and ν. The exponential family Tν,µ goes through
µ. L(ν, α?) is the linear family of ν of order α? which passes through µ. The distribution ΠTν (µ) is the projection of µ onto Tν . Of particular interest for
lossless coding will be the divergences D(µ‖ν) and D(µ‖ΠTν (µ)).
Definition 2 (linear family). We denote by L(ν, α) the linear family of ν of order α, defined as
L(ν, α) , {γ ∈ ∆X : H(γ‖ν) = H(T (ν, α)‖ν))} (8)
Intuitively, the mismatched tilted family Tν,µ and the tilted family Tν , correspond to the curves that are orthogonal to the
linear families L(ν, α), and pass through µ and uX , respectively. We refer the interested reader to [20, Section 3] for an
overview of the duality between linear and exponential families, and their applications in statistics, information theory, and
large deviations theory.
For a distribution µ, we can also define projections on a tilted family Tν in the following way:
Definition 3 (projection on a tilted family). We say ΠTν (µ) is the projection of µ on Tν and define it as
ΠTν (µ) , argγ∈Tν {H(γ‖ν) = H(µ‖ν)} . (9)
Note that ΠTν (µ) = Tν ∩ L(ν, α?) = T (ν, α?) with α? selected such that H(T (ν, α?)‖ν) = H(µ‖ν).
The following lemma guarantees existence and uniqueness of the projection operator.
Lemma 2. Let µ and ν be umambiguous, then ΠTν (µ) exists and is unique. Further, ΠTν (µ) = µ iff µ ∈ Tν .
Proof. Note that for an unambiguous ν, H(T (ν, β)‖ν) is a strictly decreasing continuous function in β [13]. Further,
H(T (ν,∞)‖ν) < H(µ‖ν) < H(T (ν,−∞)‖ν), thus the projection must exist and is unique, by the intermediate value
theorem. The second part of the claim follows by definition of ΠTν (µ).
The definitions above are summarized in Figure 1. These geometric quantities satisfy various useful properties, which will
be of use in the rest of this paper. We will review some of those in the rest of this section. We start with the I-Projection
Pythagorean theorem (see for example [20, Theorem 3.2]).
Lemma 3 (I-Pythagoerean theorem). Let γ ∈ Tν , then
D(µ‖γ) = D(µ‖ΠTν (µ)) +D(ΠTν (µ)‖γ). (10)
The next two lemma characterize properties of the projection in terms of entropy and reletive entropy (KL divergence).
Lemma 4 (Projection does not decrease entropy). Let ΠTν (µ) ∈ T +ν , then
H(ΠTν (µ)) = H(µ‖ΠTν (µ)) ≥ H(µ) (11)
with equality iff µ ∈ Tν .
Proof. We first use the identity H(µ) = log |X | − D(µ‖uX ). By Theorem 3, we have D(µ‖uX ) = D(µ‖ΠTν (µ)) +
D(ΠTν (µ)‖uX ). Thus,
H(µ) = log |X | −D(µ‖ΠTν (µ))−D(ΠTν (µ)‖uX ) (12)
≤ log |X | −D(ΠTν (µ)‖uX ) (13)
= H(ΠTν (µ)) (14)
This yields directly the following lemma.
Lemma 5 (Projection does not increase relative entropy). We have
D(ΠTν (µ)‖ν) = D(µ‖ν) +H(µ)−H(ΠTν (µ)) ≤ D(µ‖ν) (15)
with equality iff µ ∈ Tν .
Proof. By definition of ΠTν , we have H(ΠTν (µ)‖ν) = H(µ‖ν), or equivalently that
H(ΠTν (µ)) +D(ΠTν (µ)‖ν) = H(µ) +D(µ‖ν) (16)
The proof follows from using Lemma 4.
III. MATCHED GUESSWORK
We define the guesswork Gµ(x) as the position of x in the list of symbols X ordered from most likely to least likely
according to µ, where ties are broken according to lexicographic ordering. More precisely, let Gµ : X → |X | be the one-to-one
function, such that Gµ(x) < Gµ(y) =⇒ µ(x) ≥ µ(y), and x is ahead of y in lexicographic ordering.2 We also consider the
logarithm of the guesswork gµ(x) = logGµ(x).
We start by reviewing the existing results on guessing with the matched distribution µ (but not in chronological order).
Throughout, we let Xn ∼ µn, and consider the asymptotic behavior of guesswork as n→∞. It was shown in [12] that, under
some mild conditions, the logarithm of guesswork satisfies a large deviation principle (LDP), and the rate function was further
given in terms of information theoretic quantities in [13, Theorem 5].
Theorem 1 (LDP for matched guesswork). For any unambiguous µ, the sequence { 1ngµ(Xn)}n∈N+ satisfies a LDP, with rate
function J(t) defined implicitly by
J(t) = D(T (µ, α(t))‖µ), (17)
where α(t) = argα≥0{H(T (µ, α)) = t}.
LDP implies many of the results on the average growth rate of the moments, via Varadhan’s lemma [21, Theorem 4.3.1],
which is in essence Laplace’s method extended to infinite dimensional spaces. In this setting, one aims at characterizing the
normalized growth rate of the ρ-th moment of guesswork, denoted Eρ(µ), that is for all ρ > 0:
Eρ(µ) ,
1
ρ
lim
n→∞
1
n
logEµn [Gµn(Xn)ρ] . (18)
The following is a direct consequence of Theorem 1.
Corollary 1. We have,
Eρ(µ) = max
φ∈T +µ
{
H(φ)− 1
ρ
D(φ‖µ)
}
. (19)
It is possible to express the solution for the optimization in (19) in terms of Re´nyi entropies. Indeed, remarking that the
optimization (19) can be equivalently written as an optimization over the tilt parameter, we have that
Eρ(µ) = max
α∈R+
{
H(T (µ, α))− 1
ρ
D(T (µ, α)‖µ)
}
, (20)
which is maximized by α = 1/(1 + ρ) [2]. This result was originally proved by Arıkan, using direct non-asymptotic bounds.
He further showed that Eρ(µ) = H 1
1+ρ
(µ). In the next section, we follow essentially the same thought process for mismatched
guesswork. However, as we shall see, there we face further complications that could not be readily resolved using the original
techniques used in the proofs of the results for the matched case.
2Note that the restriction on lexicographic ordering is for convenience and any tie-breaking rule could be used instead with no change to the results in this
paper.
IV. MISMATCHED GUESSWORK
In this section, we investigate the behavior of Gνn(Xn), when Xn ∼ µn. For the first time, we establish an LDP for the
mismatched guesswork. We also aim at characterizing the exponent of the growth of the moments of mismatched guesswork,
denoted by Eρ(ν‖µ), and defined as
Eρ(ν‖µ) = 1
ρ
lim
n→∞Eµn [Gνn(X
n)ρ] . (21)
The following result, proved in [13, Theorem 1], characterizes the mismatched guesswork in the case where µ ∈ Tν .
Lemma 6 (mismatched guesswork on the same tilted family). Let µ ∈ T +ν , then Gν(x) = Gµ(x). Alternatively, let µ ∈ T −ν ,
then Gν(x) = |X | −Gµ(x).
Note that the previous result is non-asymptotic. In particular, it follows readily that Eρ(ν‖µ) = Eρ(µ) when µ ∈ T +ν and
Eρ(ν‖µ) = log(|X |) when µ ∈ T −ν .
However, the techniques in [13] fall short on characterizing mismatch for µ 6∈ Tν . Such characterization is given in the
following theorem.
Theorem 2 (LDP for mismatched guesswork). For any unambiguous µ and ν, such that ΠTν (µ) ∈ T +ν , the sequence
{ 1ngν(xn)}n∈N+ satisfies a LDP, with rate function J(t), and the rate function is implicitly given by
J(t) = D(γν,µ(t)‖µ), (22)
for
γν,µ(t) = Tν,µ ∩ L(ν, α(t)), (23)
α(t) = argα≥0{H(T (ν, α)) = t}. (24)
Before we proceed to the proof, let us briefly discuss the result. Two features of this result are particularly interesting. First,
note that while the value α(t) is determined through a similar implicit equation as the matched guesswork in Theorem 1,
the rate function is controlled by D(γν,µ(t)‖µ), where γν,µ(t) ∈ Tν,µ. In particular, if µ ∈ T +ν , then Theorem 2 recovers
Theorem 1 by observing that ν = T (µ, β) for some β > 0, and thus γν,µ(t) can be reparameterized in terms of µ only.
The proof of Theorem 2 relies on a correspondence between guesswork, and some sets of distributions, which we will define
shortly. This correspondence is implicitly used in [13, proof of Theorem 5] but it is not explicitly observed. For  ≥ 0 and
α ∈ R, let
D(ν, α, ) , {ϕ ∈ ∆X : H(ϕ‖ν)−H(T (ν, α)‖ν) ≤ } (25)
E(ν, α, ) , {ϕ ∈ ∆X : H(ϕ‖ν)−H(T (ν, α)‖ν) ≥ −} (26)
B(ν, α, ) , {ϕ ∈ ∆X : H(T (ν, α)‖ν)−H(ϕ‖ν) ∈ [0, ]} . (27)
The sets above are extensions of tilted weakly typical sets of order α [13, Definition 18], and capture the set of types which
are respectively, more likely, less likely, and as likely according to ν than T (ν, α). For these sets, we then have the following
lemma.
Lemma 7. For any α > 0, the following inclusion relations hold, for sufficiently large n,∣∣∣∣ 1ngν(xn)−H(T (ν, α))
∣∣∣∣ ≤ ⇒ qxn ∈ D(ν, α, 2/α), (28)∣∣∣∣ 1ngν(xn)−H(T (ν, α))
∣∣∣∣ ≤ ⇒ qxn ∈ E(ν, α, 2/α), (29)∣∣∣∣ 1ngν(xn)−H(T (ν, α))
∣∣∣∣ ≤ ⇐ qxn ∈ B(ν, α, /α). (30)
This was proved implicitly in the proofs of Theorems 3 and 5 in [13]. We are now equipped to provide the proof of the
main theorem.
Proof of Theorem 2. Observe that by Lemma 6, for any ν∗ ∈ T +ν we have Gν∗(x) = Gν(x) for all x ∈ X . In particular, this
holds for ν∗ = ΠTν (µ). Therefore, without loss of generality throughout the proof we assume that ν = ΠTν (µ).
Next, note that as 1ngνn(X
n) takes values in a compact subset [0, log |X |] of R, it is sufficient to prove that the limit below
exists and evaluates to the rate function (see [13, Section V] for a formal discussion), i.e.,
lim
↓0
lim
n→∞
1
n
logPnµ
(∣∣∣∣ 1ngνn(Xn)− t
∣∣∣∣ < ) = −J(t). (31)
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Fig. 2. Rate function J(t) of { 1
n
gν(Xn)}, for a distribution over three symbols µ = (0.05, 0.1, 0.85).
We proceed with the proof in three separate cases.
Case (a): We let t ∈ (H(ν), log |X |), which implies α(t) ∈ (0, 1) by monotonicity of H(T (ν, α)) for non-negative α. Note
that (28) and (30) respecitvely imply
lim
↓0
lim sup
n→∞
1
n
logPµn
(∣∣∣∣ 1ngν(Xn)−H(T (ν, α(t)))
∣∣∣∣ ≤ )
≤ lim
↓0
lim sup
n→∞
1
n
logPµn(qXn ∈ D(ν, α(t), 2/α(t))), (32)
lim
↓0
lim inf
n→∞
1
n
logPµn
(∣∣∣∣ 1ngν(Xn)−H(T (ν, α(t)))
∣∣∣∣ ≤ )
≥ lim
↓0
lim inf
n→∞
1
n
logPµn(qXn ∈ B(ν, α(t), /α(t))). (33)
Thus, it suffices to show that the RHS of (32) and (33) both evaluate to −D(γν,µ(t)‖µ). This is done via Sanov’s Theorem.
Recall that Sanov’s Theorem [21, Theorem 6.2.10] states that, for a set of distributions C,
− inf
γ∈intC
D(γ‖µ) ≤ lim inf
n→∞
1
n
logP(qxn ∈ C)
≤ lim sup
n→∞
1
n
logP(qxn ∈ C)
≤ − inf
γ∈clC
D(γ‖µ). (34)
To obtain the upper bound, we apply this result to the set D(ν, α(t), 2/α(t)). Observing that this holds for any , and then
letting  ↓ 0, we get that the RHS of (32) is upper bounded
− lim
↓0
inf
γ∈clD(ν,α(t),2/α(t))
D(γ‖µ). (35)
We now make use of a basic topological fact. Observe that D(γ‖µ) is strictly convex in γ for a fixed µ, and thus there is a unique
minimizer γ(t, ). Noting that the minimizer γ(, t) is in the set clD(ν, α(t), 2/α(t)), by continuity of D(γ‖µ) and compactness
of the set. Thus, the collection of minimizers γ(t, ) is a collection of points such that γ(t, ) ∈ clD(ν, α(t), 2/α(t)). It follows
from compactness that the limit point lim↓0 γ(, t) ∈
⋂
>0 clD(ν, α(t), 2/α(t)) = clD(ν, α(t), 0), where we have used that
α(t) > 0. Therefore, we have the bound
inf
γ∈∆X
D(γ‖µ)
subject to H(γ‖ν) ≤ H(T (ν, α(t))‖ν) (36)
Note that this optimization problem is convex, and thus can be solved analytically by writing the KKT conditions [22], which
give a solution γν,µ(t) ∈ Tν,µ, and optimal value D(γν,µ(t)‖µ).
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Fig. 3. Illustration of Corollary 2. The distributions are identical as in Figure 1. Note that, as ρ grows, the curves meet at log |X |.
Analogously, the RHS of (30) can be shown to be lower bounded by − inf D(γ‖µ), where γ ∈ B(ν, α(t), 0), by noting
B(ν, α, 0) ⊂ intB(ν, α, ), for any  > 0. Again, this optimization can be solved analytically, and gives the desired output.
Putting these results together, we get that
lim
↓0
lim
n→∞
1
n
logPnµ
(∣∣∣∣ 1ngνn(Xn)−H(T (ν, α(t)))
∣∣∣∣ < )
= −D(γν,µ(t)‖µ). (37)
Case (b): We now let t ∈ (0, H(ν)), which implies α(t) ∈ (1,∞). The proof in this case follows from the same step as in
Case (a), by replacing the set D(ν, α(t), ) with the set E(ν, α(t), ).
Case (c): Finally, let t = H(ν), or equivalently, α(t) = 1. In this case, note that µ ∈ B(ν, 1, ), and thus, by the law of
large numbers and (33), we have that
lim
↓0
lim
n→∞
1
n
logPnµ
(∣∣∣∣ 1ngνn(Xn)− t
∣∣∣∣ < ) ≥ 0, (38)
which implies that J(t) = 0 in this case.
As mentioned before, an attractive feature of the LDP is that it implies the asymptotic average growth rate of the ρ-th
moment of the mismatched guesswork, i.e., Eρ(µ‖ν). This is formalized in the following corollary, which is the second main
result of this paper implied by Theorem 2.
Corollary 2. Let ΠTν (µ) ∈ T +ν . Then, we have
Eρ(ν‖µ) = max
γ∈Tν,µ
H(ΠTν (γ))−
1
ρ
D(γ‖µ) (39)
Proof. We use Varadhan’s Lemma [21, Theorem 4.3.1], which states that if a sequence of random variables Mn satisfies a
LDP with rate function J(t), then we have
lim
n→∞
1
n
logEµn [expnF (Mn)] = sup
t
F (t)− J(t), (40)
for any continuous and bounded function F . Applying this results to the sequence { 1ngν(Xn)}, and letting F (t) = ρ · t, for
ρ > 0 and t ∈ [0, log |X |] thus yields
lim
n→∞
1
n
logEµn [Gρν(Xn)] = sup
t
ρ · t−D(γν,µ(t)‖µ). (41)
Performing the optimization on γ instead of t, via the change of variables in (24) and (23) concludes the proof.
The following is an immediate corollary which lower bounds the mismatched guesswork.
Corollary 3 (non-negativity of mismatch penalty). Let ΠTν (µ) ∈ T +ν , then the following holds:
Eρ(ν‖µ) ≥ Eρ(µ) = H 1
1+ρ
(µ), (42)
with equality iff µ ∈ T +ν .
Proof. Consider the optimization from (19), and notice that it can be equivalently written as
max
φ∈Tµ
H(φ)− 1
ρ
D(φ‖µ) (43)
Using Lemma 4, we obtain that H(ΠTν (ζ)) ≥ H(ζ)), giving the upper bound
max
φ∈Tµ
H(ΠTν (φ))−
1
ρ
D(φ‖µ). (44)
Next, notice that since H(ΠTν (φ)‖ν) = H(φ‖ν), by definition of ΠTν , it must be the case that D(γ‖µ) < D(φ‖µ) for some
γ ∈ Tν,µ which satisfies H(γ‖ν) = H(ΠTν (φ)‖ν). It follows that
max
φ∈Tµ
H(ΠTν (φ))−
1
ρ
D(γ‖µ) (45)
such that H(γ‖ν) = H(ΠTν (φ)‖ν) (46)
is an upper bound to the matched guesswork. The proof follows from performing the change of variable H(ΠTν (ζ)) = T (ν, α),
and identifying the resulting optimization as being equivalent to (39).
V. APPLICATIONS TO ONE-TO-ONE CODING
In this section, we connect the established results to lossless source coding. We follow the notation from [23], and start by
a discussion on lossless coding without mismatch. A lossless source code is an injective function f : X → {0, 1}∗, and we
refer to f(x), for some x ∈ X as a codeword. For a codeword c ∈ {0, 1}∗, the length of the codeword is denoted by l(c). A
lossless source code f∗ is said to be optimal if it satisfies E[l(f∗(X))] ≥ E[l(f(X))] for all valid source codes f .
The relationship between the optimal source code f∗ and the log-guesswork gµ, was discussed in [8] [10], and later in [12].
Essentially, this correspondence is due to the relation µ(x) ≥ µ(y) ⇐⇒ l(f∗(x)) ≤ l(f∗(y)), which imposes that there is an
optimal encoding with l(f∗(x)) ≥ blog2Gµ(x)c for all x ∈ X . For iid sources, the asymptotic behavior of lossless codes are
investigated through two quantities of interest, namely the asymptotic average length, and the reliability function
L(µ) , lim
n→∞
1
n
E[l(f∗(Xn))], (47)
E(R,µ) , − lim inf
n→∞
1
n
logPµn (l(f∗(Xn)) > nR) , (48)
where H(µ) < R < log |X |. Naturally, the average length L(µ) = H(µ), that is, the best average length for a lossless code is
asymptotically converging to the entropy of the source, see [18]. By using the correspondence between l(f∗(xn)) and gµ(xn),
one can directly apply the results in Theorem 1 to obtain closed forms on the reliability function E(R,µ) (we refer to [23] for
more details). In the rest of this section, we discuss analogous quantities for the case of mismatched lossless coding without
prefix-free constraint.
Now, assume that an optimal lossless source code is constructed according to a mismatched source statistic ν. We let f∗ν be
the resulting optimal code for the source statistic ν, and define the asymptotic average length and reliability function similarly
as in the matched case, i.e.,
L(ν‖µ) = lim
n→∞
1
n
E[l(f∗ν (Xn))] (49)
E(R, ν‖µ) , − lim inf
n→∞
1
n
logPµn (l(f∗ν (Xn)) > nR) . (50)
The following is the main result of this section, and is a direct consequence of the LDP result on the mismatched guesswork.
Theorem 3. Let Xn ∼ µn, and assume ΠT (µ) ∈ T +ν , then:
L(ν‖µ) = H(ΠTν (µ)), (51)
E(R, ν‖µ) = J(R), (52)
for H(ΠTν (µ)) < R < log |X |.
Proof. The proof of the statement on the reliability function follows immediately by noting that there is an optimal encoding
such that gν(xn) ≤ l(f∗ν (xn)) < gν(xn) + 1, and by applying Theorem 2. The result on L(ν‖µ) follows from:
L(ν‖µ) = lim
n→∞
1
n
Eµn [gν(Xn)] (53)
= lim
ρ↓0
Eρ(ν‖µ), (54)
where the first equality is again a consequence of the correspondence between optimal code and guesswork, while the second
equality is an application of L’Hoˆpital’s rule. Recall that, by Corollary 2, Eρ(ν‖µ) = maxγ∈T +ν H(ΠTν (γ))) − 1ρD(γ‖µ). It
follows that when ρ ↓ 0, it must be that γ = µ, which results in L(ν‖µ) = H(ΠTν (µ)).
In prefix free coding, the average length of the coded iid sequence is governed by the cross entropy H(µ‖ν), where µ is
the true distribution, and ν is the mismatched distribution used to generate the code. In particular, since D(µ‖ν) ≥ 0, with
equality only if µ = ν, there is always a loss in performance in using a mismatched distribution. The result above guarantees
that the performance of a lossless one-to-one code always exceeds that of a prefix-free code in terms of asymptotic average
length, in the presence of mismatch. Indeed, we have by Lemma 4,
H(ΠTν (µ)) = H(µ‖ΠTν (µ)) (55)
= H(µ) +D(µ‖ΠTν (µ)) (56)
≤ H(µ) +D(µ‖ν), (57)
where the last step follows from Lemma 3. Therefore, the penalty induced by mismatch from one-to-one coding is always
upper bounded by the penalty for prefix-free codes as the asymptotic average codeword length in both cases is characterized
by H(µ) [18]. The relative entropy D(µ‖ΠTν (µ)) can also be 0, if µ ∈ T +ν , i.e., if µ and ν are on the same tilted distribution.
This implies that the cost of mismatched source coding vanishes if and only if µ ∈ T +ν (Lemma 6), and Theorem 3 generalizes
such characterization to arbitrary mismatched distributions.
VI. CONCLUSION
In this paper, we revisited mismatch guesswork using geometric insights. In particular, we generalized the tilted families of
[13], and showed that the LDP rate function is implicitly expressed in terms of the relative entropy between distributions on
this tilted family, and the true distribution µ. We applied these results to the case of one-to-one lossless coding, and showed
that, perhaps surprisingly, one-to-one coding is more robust to mismatch than prefix-free coding. Interestingly, similar tilted
distributions have appeared in the context of error exponents, see e.g. [24]. A more in depth study of the relationship between
mismatched guesswork and error exponents for random coding is of future interest.
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