





图 1 3GB 的用户空间
1 引言
要分析 malloc，这里需要注意，malloc 并非 linux 的系统
调用，而是 C 标准库的函数。所以，如果要在 linux 内核代码
中找 malloc 的实现，无疑是南辕北辙。
但可以知道，malloc 是通过系统调用 brk () 实现的。而
brk () 则是通过 sys_brk () 实现的 [1]。“如果把 malloc () 想
象成零售，brk () 则是批发。库函数 malloc () 为用户进程
（malloc 本身就是该进程的一部分） 维持一个小仓库，当进程
需要使用更多的内存空间时就向小仓库要，小仓库中存量不
足时就通过 brk () 向内核批发” [2]。虽然这段话是针对 2.4 内
核的，但当分析完 sys_brk () 时就会发现，这句话同样适用于
要分析的 2.6.11 的内核。

















边界的位置。在进程中由 malloc ()，free () 等管理，而在内核
中 则 将 当 前 的 边 界 记 录 在 进 程 的 mm_struct 结 构 中。在
mm_struct 中有一个域 brk 记录了当前的数据段边界 （堆空间
的终止地址）。
Linux 把进程的用户空间划分为一个个区间，便于管理。




struct vm_area_struct *mmap; //list of vmas;
struct rb_root mm_rb; //red black tree
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摘 要： 在 Linux 系统中用户调用 malloc 函数的过程实际上是一个间接调用 brk 函数的过程，brk 函数在内核中的
实现为 sys_brk 函数。详细探讨了 Linux 内核 2.6.11 版本中内存管理与分配的细节，重点分析了 sys_brk 函数的代码，




The Scenario Analysis of Procedure Call of Malloc Function in Linux 2.6.11
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Abstract：User calls of the malloc function in the linux system is an indirect process of brk function, which the realization
in the kernel is sys_brk function. We discusses the details of the memory management and allocation in the 2.6.11 version of
linux kernel, focusing on an analysis of sys_brk function, and provides the two main flow chart of do_munmap and do_brk.
Sys_brk function can be used to allocate space, that is, push up the border at the bottom of the dynamic allocation area , but
also can be used to release memory, that is, return the space. As Code is also generally divided into two parts, this paper
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struct vm_area_struct* mmap_cache;//last find vma result
pgd_t * pgd;
atomic_t mm_users; //how many users with user space
atomic_t mm_count; //how many refs to mm_struct








其中 mmap 指向线 性 虚 拟 内 存 地 址 区 间 的 链 表 头 部。










线性区是通过 vm_rb 字段链入红黑树中。mmap_cache 则
描述了最近使用的线性地址空间。mm_users 和 mm_count 字段




他们只是临时借用。mm_users 是对 mm_struct 所指向的用户空
间进行共享的所有进程的计数。也就是说,会有多个进程共享
同一个用户空间。



















struct mm_struct * vm_mm;
unsigned long vm_start;
unsigned long vm_end;














struct vm_operations_struct * vm_ops;
unsinged long vm_pgoff;





其中 vm_mm 描述了该 vm_area_struct 所属的 mm_struct。









void (*open) (struct vm_area_struct * area) ;
void (*close) (struct vm_area_struct * area) ;
struct page * ( *nopage) ( struct vm_area_struct * area,
unsigned long address, int unused)}
vm_operations 结构中包含的是函数指针；其中，open、
close 分别用于虚存区的打开、关闭，而 nopage 是当虚存页面
不在物理内存而引起的“缺页异常”时所应该调用的函数。




进 程 控 制 块 是 内 核 中 的 核 心 数 据 结 构。在 进 程 的
task_struct 结构中包含一个 mm 域，它是指向 mm_struct 结构
的指针。而进程的 mm_struct 结构则包含进程的可执行映像信
息 以 及 进 程 的 页 目 录 指 针 pgd 等。该 结 构 还 包 含 有 指 向




下面，将进入具体的 sys_brk () 的代码分析。
3 sys_brk () 源码分析
asmlinkage unsigned long sys_brk (unsigned long brk)
{
unsigned long rlim, retval;
unsigned long newbrk, oldbrk;
struct mm_struct *mm = current->mm;
down_write (&mm->mmap_sem) ;
if (brk < mm->end_code)
goto out;
newbrk = PAGE_ALIGN (brk) ;
oldbrk = PAGE_ALIGN (mm->brk) ;
if (oldbrk == newbrk)
goto set_brk;
/* Always allow shrinking brk. */
if (brk <= mm->brk) {




/* Check against rlimit.. */
rlim = current ->signal ->rlim [ RLIMIT_DATA] .
rlim_cur;
if ( rlim < RLIM_INFINITY && brk - mm ->
start_data > rlim)
goto out;
/* Check against existing mmap mappings. */
if ( find_vma_intersection ( mm, oldbrk, newbrk +
PAGE_SIZE))
goto out;
/* Ok, looks good - let it rip. */












（1） 获得当前进程的 mm_struct；其中的 current 是一个
宏 ， 在/include/asm -i386/current.h 中 有 它 的 定 义。代 表 了
getcurrent () 函数。而 getcurrent () 则是返回一个 task_struct
的指针。所以可以认为 current 指的是当前进程的 task_struct。
（2） 对 mm_struct 做互斥访问；通过 down_write () 设置了
mm_struct 中的 mmap_sem。注意，因为要修改该内存区，而
mm_struct 本身是可以共享的，可能同时有多个进程访问。所
















的段限长。在 task_struct 的 signal 中存储了该 task_struct 的各
种限长。共同组成了 rlim 数组。如果超过了，也返回。
找 到 覆 盖 按 页 对 齐 后 的 新 边 界 和 老 边 界 的 第 一 个
vm_area_struct。如果存在，意味着该区段已经被分配出去。





（7） 否则，调用 do_brk () 分配从 oldbrk 到新边界处的页
面。具体的 do_brk 分析参照下面。
（8） 设置边界。设置返回值。释放 mm_struct 上的锁，并
返回。
以上是对 sys_brk () 函数过程的总体分析，下面将进一步
详细分析该调用过程各步骤。
4 do_munmap () 源码分析
4.1 do_munmap () 源码分析











（2） 找到满足 mpnt->end>start 的 vma，通过 find_vma_
prev 实现。
如果没有这样的 vma 或者存在这样的 vma，但该 vma 同
这个区间没有任何交集，直接返回。如果线性区间同该 vma
mpnt 有交集，即线性区间的起点在 mpnt 的内部，有 start>mp－
（下转到 37 页）
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nt->vm_start 且 start<mpnt->end 则通过 split_vma () 将该 vma
分成两个不同的 vma。便于将要删除的区间直接从链表中卸
掉。其中 split_vma 作用是将一个线性区间的 vma 分成两个小
的 vma。接收参数一个 mm_struct，和相应的 vma，两个小的
vma 的边界 addr。和一个 new_below：标记新产生的 vma 是原
来的 vma 区间的上半部分还是下半部分。
（3） 同时，找到线性区间的终点所在的 vma，如果找到，
调用 split_vma 将该 vma 分成两个 vma。
（4） 修改 mpnt 的值，使它指向线性区间的第一个 vma。
（5） 调用 detach_vmas_to_be_unmapped () 从 mm_struct 的
vma 链 表 和 红 黑 树 中 移 除 该 线 性 区 间 覆 盖 的 vma。 de－
tach_vmas_to_be_unmapped () 的代码:
vma = mpnt;
insertion_point = ( prev ? &prev ->vm_next : &mm ->
mmap) ;
do {








（6） 获得该 mm_struct 的页表的自旋锁。调用 unmap_re－




指示了在该进程地址空间中的 vma 链表中的该 vma 的前一项。
（7） 释放 mm_struct 页表的自旋锁。
（8） 释放所有从链表中删除的 vam 的空间。
4.2 针对 do_brk () 函数的情景分析
do_brk () 函数用于分配线性区，do_brk () 函数实际上可
以理解为是一个简化版本的 do_mmap ()。do_brk () 函数只处
理了匿名内存区域，它的调用可以同等于：






进程调用 malloc 函数的过程最终归结为对 sys_brk 函数的
调用。是用来分配和释放空间的函数，它的整体框架由 old－




对 free 链表中要释放的虚拟内存空间一一调用 zap_page_range
函数释放其所对应的二级页表，再调用用 unmap_fixup 函数相
应调整对应的 vm_area_struct {}，处理所有 free 链表中的虚存
空间后，最终释放页面表。扩充内存时则调用 do_brk 函数，
该函数能合并则合并，不能合并则再分配一个 vm_area_struct
{}，插入 vm_area {} 中去，利用 handle_mm_fault () 来将相关
页面调入内存。
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图 3 程序运行效果
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