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Abstract: Conjugate gradient methods are appealing for large scale nonlinear
optimization problems, because they avoid the storage of matrices. In this paper,
we propose a new three-term conjugate gradient method which always generates
a sufficient descent direction. We give a sufficient condition for the global conver-
gence of the proposed method within the line search strategy. Moreover, we make
a concrete choice of parameters contained in the proposed method, and establish













, $f$ : $R^{n}arrow R$ , $\nabla f(x)$
. (1.1) ,
$x_{k+1}=x_{k}+\alpha_{k}d_{k}$ (1.2)
. , $\alpha_{k}>0$ , $d_{k}\in R^{n}$ .
, $g(x)\equiv\nabla f(x)$ , $g_{k}\equiv g(x$ .







$d_{k}=\{\begin{array}{ll}-g_{k}, for k=0,-g_{k}+\beta_{k}d_{k-1} for k\geq 1\end{array}$ (1.3)
. , $\beta_{k}$ 2
. $\beta_{k}$
, , $\beta_{k}$
. Hestenes-Stiefel $(HS)[9]$ , Fletcher-
Reeves (FR) [4], Polak-Ribi\‘ere (PR) [13], Polak-Ribi\‘ere Plus $(PR+)[6]$ , Dai-Yuan (DY)
[3] , $\beta_{k}$
$\beta_{k}^{HS}$ $=$ $\frac{g_{k}^{T}y_{k-1}}{d_{k-1}^{T}y_{k-1}}$ , (1.4)
$\beta_{k}^{FR}$ $=$ $\frac{\Vert g_{k}\Vert^{2}}{\Vert g_{k-1}\Vert^{2}}$ , (1.5)
$\beta_{k}^{PR}$ $=$ $\frac{g_{k}^{T}y_{k-1}}{||g_{k-1}\Vert^{2}}$ , (1.6)
$\beta_{k}^{PR+}$ $=$ $\max\{0,$ $\frac{g_{k}^{T}yk-1}{||g_{k1}-\vee\Vert^{2}}\}$ , (1.7)
$\beta_{k}^{DY}$ $=$ $\frac{||g_{k}||^{2}}{d_{k-1}^{T}y_{k-1}}$ . (1.8)
. ,
$y_{k-1}=g_{k}-g_{k-1}$
, $\Vert\cdot\Vert$ $\ell_{2}$ . ,
, , Zoutendijk [19] FR
, Al-Baali [1] . ,
Powell [14] PR , HS . ,
Gilbert and Nocedal [6] PR$+$ . ,
,
[2, 5, 16]. ,
Hager and Zhang [8] .
, .




$-\Vert gk\Vert^{2}$ , $\beta_{k}$ .
, , .
, .
, . , Yabe and Sakai$wa[15]$
Wolfe
. , Hager and Zhang [7] Wolfe
. , 3 , Zhang [17, 18]
(FR [17], PR [18]) 3 ,







$d_{k}=\{\begin{array}{ll}-g_{k} k=0,-g_{k}+\beta_{k}(g_{k}^{T}p_{k})^{\dagger}\{(g_{k}^{T}p_{k})d_{k-1}-(g_{k}^{T}d_{k-1})p_{k}\} k\geq 1,\end{array}$ (2.10)
, $\beta_{k}\in R$ , $p_{k}\in R^{n}$ , $\dagger$
$a^{\dagger}=\{\begin{array}{ll}\frac{1}{a} a\neq 0,0 a=0\end{array}$
. , $k$
$g_{k}^{T}d_{k}=-\Vert g_{k}\Vert^{2}<0$ (2.11)
, (2.10) $\beta_{k}$ . ,
, $g_{k}^{T}p_{k}\neq 0$ , 3 (2.10)
(13) . $g_{k}^{T}pk\neq 0$ , (2.10)
$d_{k}=-g_{k}+ \beta_{k}(I-\frac{p_{k}g_{k}^{T}}{g_{k}^{T}p_{k}})d_{k-1}$ (2.12)
. , $(I - p_{k}g_{k}^{T}/g_{k}^{T}p_{k})$ Span $\{p_{k}\}$ Span$\{g_{k}\}$
, 3 $d_{k-1}$ Span$\{g_{k}\}$
.
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$\beta_{k}=\beta_{k}^{FR},$ $p_{k}=g_{k}$ , 3 (2. 10) Zhang [18]
. , $\beta_{k}=\beta_{k}^{PR},$ $p_{k}=y_{k-i}$ , $g_{k}^{T}y_{k-1}\neq 0$ , 3




Step $0$ . $x_{0}$ , $d_{0}=-g_{0}$ $\delta,$ $\sigma(0<\delta<\sigma<1)$
. $k=0$ , Step2 .
Step 1. (2.10) $d_{k}$ .
Step 2. Wolfe :
$f(x_{k})-f(x_{k}+\alpha_{k}d_{k})$ $\geq$ $-\delta\alpha_{k}g_{k}^{T}d_{k}$ , (2.13)
$|g(x_{k}+\alpha_{k}d_{k})^{T}d_{k}|$ $\leq$ $\sigma|g_{k}^{T}d_{k}|$ (2.14)
$\alpha_{k}$ .
Step 3. $x_{k}$ (1.2) , .
Step 4. $karrow k+1$ Stepl .
Wolfe ,





1. $\mathcal{L}=\{x|f(x)\leq f(x_{0})\}$ .
2. $\mathcal{L}$ $\mathcal{N}$ $f$ , .
$\Vert\nabla f(x)-\nabla f(\overline{x})\Vert\leq L\Vert x-\overline{x}\Vert$ $(\forall x,\overline{x}\in \mathcal{N})$
$L>0$ .
, $\Vert d_{k}\Vert$ . $g_{k}^{T}p_{k}=0$ ,
$d_{k}=-g_{k}$
$\Vert d_{k}\Vert=\Vert g_{k}\Vert$ (215)
$g_{k}^{T}p_{k}\neq 0$ , (2.12), (2.11) $I- \frac{pkg_{k}^{T}}{g_{k}^{T}p_{k}}\Vert=\frac{\Vert g_{k}\Vert\Vert p_{k}\Vert}{|g_{k}^{T}p_{k}|}$




, (2.15) (2.16) , $k$





3T-CG . $k$ $\epsilon\leq\Vert gk\Vert$ $\epsilon$
. , $b>1$ $\xi>0$ , $k$
$|\psi_{k}|$ $\leq$ $b$ ,
$\Vert s_{k-1}\Vert$ $\leq$ $\xi\Rightarrow|\psi_{k}|\leq\frac{1}{b}$
, 3T-CG 1 ,
2
1 . , $c$ ,
$k$
$|\beta_{k}|\Vert p_{k}\Vert|g_{k}^{T}p_{k}|^{\dagger}<c$
, 3T-CG 2 . $\square$
, 3T-CG Zoutendijk[19] ,
.
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2.1 . (1.2) . $d_{k}$ ,
$\alpha_{k}$ Wolfe :
$f(x_{k})-f(x_{k}+\alpha_{k}d_{k})$ $\geq$ $-\delta\alpha_{k}g_{k}^{T}d_{k}$ ,
$g(x_{k}+\alpha_{k}d_{k})^{T}d_{k}$ $\geq$ $\sigma g_{k}^{T}d_{k}$





2.1 . $($ 1.2 $)$ . $d_{k}$







2.1 . 3T-CG . , $\epsilon$
, $k$ $\epsilon\leq\Vert g_{k}\Vert$ . , 2
$\beta_{k}\geq 0$ , $d_{k}\neq 0$
$\sum_{k=0}^{\infty}\Vert u_{k}-u_{k-1}\Vert^{2}<\infty$
. $u_{k}=d_{k}/\Vert d_{k}\Vert$ $\square$
, $k$ , $\lambda$ $\Delta$ ,
:
$\mathcal{K}_{k,\Delta}^{\lambda}:=\{i\in N|k\leq i\leq k+\Delta-1, \Vert s_{i-1}\Vert>\lambda\}$
, $N$ .
23
22 . : , 1
, $\lambda>0$
$\ovalbox{\tt\small REJECT}$





2.1 . 2 2 :






2 (Cl), (C2) 3
. , , .
22
2.1 .
$C$ se 1. $\beta_{k}=J^{/9_{k}^{PR+}}=\max\{0,$ $\frac{g_{k}^{T}y_{k-1}}{||gk-1\Vert^{2}}\}$ $p_{k}=y_{k-1}$ ,



















. , (3.17) . ,
$t_{k}=0$ $y_{k-1}=0$ . (3.17)
$\hat{\beta}_{k}$
$\hat{\beta}_{k}=\frac{g_{k}^{T}\hat{w}_{k-1}}{r,r_{k-1}\hat{w}_{k-1}}$
$d_{k}$ $s_{k-l},$ $s_{k-2}$ $d_{k-1},$ $d_{k-2}$
$d_{k}$ $=$ $-g_{k}+\beta_{k}^{new}d_{k-1}-\beta_{k}^{new}\phi_{k}d_{k-2}$ , (3.18)
.
$\phi_{k}$ $=$ $\frac{g_{k}^{T}d_{k-1}}{g_{k}^{T}d_{k-2}}$ , (3.19)
$r_{k-1}$ $=d_{k-1}-\phi_{k}d_{k-2}$ , (3.20)
$\alpha_{k-1}$
$w_{k-1}$ $=y_{k-1}-t_{k}-\phi_{k}y_{k-2}$ , (3.21)
$\alpha_{k-2}$
$\beta_{k}^{new}$ $=$ $\frac{g_{k}^{T}w_{k-1}}{r_{k-1}^{T}w_{k-1}}$









1. $\tau_{1},$ $\tau_{2}$ , $k$
$|g_{k}^{T}d_{k-2}|$ $\geq$ $\tau_{1}\Vert g_{k}\Vert$ .
$|g_{k-1}^{T}r_{k-1}|$ $\geq$ $\tau_{2}|g_{k-1}^{T}d_{k-1}|$ .
.
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2. $\tau_{3}(0\leq\tau_{3}<1)$ , $k$
$t_{k} \frac{\alpha_{k-1}}{\alpha_{k-2}}|\phi_{k}|\leq\tau_{3}\min\{|\frac{g_{k}^{T}y_{k-1}}{g_{k}^{T}y_{k-2}}|,$ $| \frac{r_{k-1}^{T}y_{k-1}}{r_{k-1}^{T}yk-2}|\}$ .
, 2.1 .
3.1






$\bullet$ L-BFGS: ( 5) ([13] )
$\bullet$
HS: Hestenes-Stiefel (1.4)
$PR+$ : Polak-Ribi\’ere Plus (1.7)
$\bullet$ 3
$3HS+:\beta_{k}=\beta_{k}^{HS+},$ $p_{k}=y_{k-i}$ ( 22 )
$3PR+:\beta_{k}=\beta_{k}^{PR+},$ $p_{k}=y_{k-i}$ ( 22 )
New$+;\beta_{k}=\beta_{k}^{new+},$ $pk=d_{k-2},$ $t_{k}=1((3.18)-(3.22)$ $)$
Mor\’e et al. [10]
$No1$
Extended $R$ Ock function 5 $000\overline{7L}$
2 Extended Powell singular function 200000
3 Trigonometric function 200000
.
Mor\’e [11, 12] , $\alpha_{k}$ $\delta=0000.1$ ,
$\sigma=0.1$ Wolfe (2.13), (2.14) . , Mor\’e
, 2 ,
$\alpha_{k}$ Armijo (2.13) . ,
$\Vert gk\Vert\leq 10^{-5}$ .
152
.1, 2 / , ( )
( 2 ). , P3 $*$
2 Armijo (2.13) . 1 Mor\’e
[10] . 2
20 20
. , 2 L-BFGS .
1, 2 3 $(3HS+, 3PR+, New+)$
. , 3
5 $\sim$6 . 1, 2 , 3
, P2 .
, P2 ,
. , 1 , 3 L-BFGS
.
, 3 , 1 3HS$+$ , $New+$
. , 2 New$+$ , $3PR+$
. , , $New+$
.
1: 1
PL-BFGS HS PR $3HS$ $3PR+$ $New+$$\overline{1}$37/6218/13823/15522/14528/16524/15124.118 3.151 3.635 4.119 4.633 4.196
261/81 146/421 208/593 52/194 79/282 68/236
27.737 59.561 84.973 25.677 38.298 27.362
3$*$ 135/1348 48/127 35/59 32/61 40/63 33/51
78.811 7.659 4.524 4.618 5.241 4.461




1419/1727 816/3406 387/1795 383/1720 426/1724
6242 12061 7738 7550 8364
24067/9786 6322/15501 2045/5728 1862/5473 2005/5269
590696 936582 348818 332511 324043
3$*$ 440/480 940/1020 720/760 560/600 540/580
21917 48329 41435 30666 29096




, . , 3
$\beta_{k}$ , $p_{k}$ ,
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