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Abstract 
tuczak, T., Holes in random graphs, Discrete Applied Mathematics 30 (1991) 213-219. 
It is shown that for every E>O with the probability tending to 1 as n-00 a random graph G(n,p) 
contains induced cycles of all lengths k, 3 <k~ (1 - &)n log C/C, provided c(n) = (n - l)p(n)-a. 
1. Introduction 
Let G(n,p) be a random graph on n vertices in which each possible edge is present 
independently with probability p. We shall consider asymptotical properties of 
G(n,p) when II + 03, where the probability p may vary as a function of n. We say 
that G(n,p) has a property almost surefy (as.) if the probability that G(n,p) has this 
property tends to 1 as n + 00. Besides p =p(n), we also use the expected average 
degree c = c(n) = (n - l)p(n) as another parameter characterizing the density of 
G(n,p). 
In this paper we deal with properties of holes (i.e., induced cycles) which are con- 
tained in G(n,p). If c(n) + d< 1, then a.s. all cycles of G(n,p) are smaller than a(n), 
where here and below o(n) denotes a function which tends to infinity as n --t 03. 
Moreover all cycles of such a random graph are induced, and their distribution can 
be found using the standard Poisson convergence method (see [3] or [l, 
Theorem IV. I]). When (n - I)p(n) = 1 then again a.s. each cycle of G(n,p) is a hole 
(see [5]), but the sequence of numbers which are lengths of cycles of G(n,p) contains 
large gaps. Indeed, computing moments of appropriate random variables shows 
that a.s. G(n,p) contains (2/3 + o(l))log n cycles, the smallest of them of length less 
than o(n) whereas the largest one with more than n 1’3/w(n) vertices. On the other 
hand. if p(n) +pO for some constant po, where O<p, < 1, then a.s. G(n,p) contains 
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holes of all lengths, from three to the largest one, which can be checked using 
Chebyshev’s inequality. Thus, we shall consider here only random graphs such that 
c(n) = o(n) but c(n) is bounded from below by a constant greater than 1. 
Our main theorem is the following. 
Theorem 1. Zf c(n) -+ m, but c(n)=o(n), then for every positive constant E a.s. 
G(n,p) contains holes of all sizes k, 3 I ks(l -s)n log c/c. 
When c(n) tends to some constant d then with the probability tending to 
exp(-d3/6) as n + 03, G(n,p) contains no triangles, so the assertion of Theorem 1 
does not hold. However a bit weaker result remains valid also in this case. 
Theorem l*. Let c(n) --t d, where d is a constant greater than 1, and o(n) be a func- 
tion which tends to infinity as n + 03. Then there exists a constant a(d) > 0, such that 
G(n,p) contains holes of all sizes k, o(n)5 ksa(d)n. 
Moreover, for each E> 0, there exists a constant d(e) such that we may set 
a(d) = (1 - a)log d/d for all d> d(E). 
2. The algorithm 
The proofs of both Theorems 1 and l* are constructive; we show that there exists 
a polynomial time algorithm which a.s. finds in G(n,p) holes of all demanded sizes. 
The basic idea of our approach is to modify some hole in order to obtain others 
of smaller sizes. The existence of a large hole in G(n,p) is guaranteed by the follow- 
ing result from [4]. 
Theorem 2. Let (n - l)p(n) -+ d, where d is a constant greater than 1. Then there ex- 
ists a polynomial time algorithm LARGEHOL which a.s. finds in G(n,p) a hole of 
size larger than a(d)n for some constant a(d)>O. 
Moreover, for every positive constant E there is a constant d(E) such thatfor every 
function c(n) = (n - l)p(n) with d(e)<c(n) = o(n) a.s. a hole constructed by 
LARGEHOL is larger than (1 - e)n log c/c. 
Now for a given hole H= r,r2.. . r,r, and a natural number k, we shall look for 
a pair of vertices {u, w} such that: 
(i) {u, w} is not an edge of G(n,p); 
(ii) both u and w are adjacent to exactly two from vertices r,, r2, . . . , r,, where 
I= min(m - 1, (1 -c)n log c/c). We call these neighbours riCoj, rjCU) and r+,,), rjCW) 
respectively; 
(iii) i(u) + 1 s i(w) + 1 <j(u) ~j(w) and j(w) -j(u) + i(w) - i(u) = k- 4. 
It is not hard to see that for a given pair {u, w} one can verify conditions (i)-(iii) 
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in polynomial number of steps. Moreover, if {u, w} fulfills (i)-(iii), then clearly 
ur;(U)ricv) + 1.. Ji(w)Wrj(w)rj(w) - 1.. Jj@ 
is a hole of length k. 
Formally, we can describe the above procedure as follows: 
Algorithm 
input E, G, c; 
a: = Ln min{ l/2, (c- 1)/2} J; 
W:={1,2,...,a}; 
IV: = {a+ l,a+2, . . ..n}. 
using LARGEHOL find a hole H = rlr2.. .rmrl in a subgraph of G 
induced by % 
l:=min{m-1,(1-c/2)nlogc/c}; 
P: =r,r2...rl; 
for k = 4 to I do HOL(k, W, P) 
stop 
end 
procedure HOL(k, W, P) 
begin 
K: = (u E I/: u is adjacent to exactly two vertices ri(“), rj(“) of P, 
where 1 I i(u) <j(u) 5 I}; 
Tk:={(u,w}: u, ~EK, i(u)+lSi(w)+l<j(w)Ij(u), 
j(w) -j(u) + i(w) - i(u) + 4 = k and {u, w} is not 
an edge of G}; 
if T,+O then 
begin 
(u, w) : = the lexicographically first pair from Tk; 
output Hk = uri(,)ri(,) + 1.. .ri(w)wrj(w)rj(w) - 1,. .rj(o)W 
end 
return 
end 
3. Proof of main result 
In this section we prove that if E> 0, G = G(n,p) and c(n) = (n - 1)&r) -+ 03 as 
n -+ 03, then the probability that the Algorithm finds holes of all sizes k, 
41ks(l-&)nlogc/c,tendstolasn + m. Similarly, when o(n) --f 03 and c(n) + d, 
with probability 1 -o(l) the Algorithm constructs holes of all lengths k between 
o(n) and an, where a = a(d) is a constant which depends only on d, and may be 
set as a(d) = (1 - c)n log d/d when d is large enough. 
The following lemma is crucial for our arguments. 
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Lemma 3. Let O<a<O.l, P=r1r2...rl, where (I-O.k)nlogc/c515(1-O.le)n 
log c/c and 1 WI = a = LO5nJ. Then there exists a constant d(E) such that for 
d(s) < c(n) = o(n) and all k, 4 I k 5 (1 - E)IE log c/c, we have 
Prob( Tk = 0) < exp( - kc”). 
(Here and below we claim only that all inequalities hold for sufficiently large c 
and n.) 
Proof. Set X, = 1 Tkl. Then the expectation of X is given by 
,uk=EXk= 
0 
; w(k, /)p4(1 -p)‘(‘-‘I+ *, 
where w(k,t) denotes the number of quadruples i(o), i(w), j(o), j(w) such that 
1 <i(o) + 15 i(w) + 1 <j(u) Q(w) 5 I and j(w) -j(u) + i(w) - i(u) + 4 = k. 
Since, having selected i(u) and j(w), one can choose i(w) and j(u) in at most k - 3 
ways, so w(k, I) < k12 and 
a 0 PC4 pks 2 k12p4(1 -p)2’-3~n27exp 
5 nc’- ‘log3c 5 ~2c-O.~. 
On the other hand, if we choose i(u)<O.M and j(w)> (1 - O.la)I, then, since 
k< (1 - &)I, there are at least k - 3 r 4 choices for i(w) and j(u). Thus, 
w(k, I) > 0.0025e2k12 and 
a E2k12 
uk2 2 4OO 0 _p4(1 _p)2’-3 
n2 ~~1~19 
rk-- 
3200 n4 exp 
E2log c 
==-kcEz401kcE. - 
3200 
Now set 50~ m = LlO&] <a and let ?AV be a partition of vertices of W into 
subsets Wi= {(i- l)La/m] + 1, . . . . min(i~a/rn],a}}, for i= 1,2, . . . . m+ 1. We say 
that a set of pairs of vertices T is w-disjoint if there are no pairs {u, w}, {u’, w’} 
in T such that some set Wi of partition %+ contains more than one from vertices 
u, u’, w, w’. 
Let X denote the number of pairs in the largest w-disjoint subset of Tk. The ex- 
pectation of the number of pairs {u, w} such that {u, w} E Tk and u, w belong to 
different sets of partition !W is bounded below by 
w(k,l)p4(1 -p)21-3 =u,( ;)( I;] >‘i( s> + (*) 
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Moreover, the expectation of pairs {u, w} E Tk such that either u, w belong to the 
same subset of partition W or the set {{u, w}, {u’, w’}} is not W-disjoint for some 
pair {v’, w’} from T, is bounded above by 
W(k, rlp4(1 -p)2’-3 + 2& aw(k, l)p4( 1 p)2’- 3 - 
(**) 
2(m + 1) 
l@k 
2pk 
m(m-l)+m+l 
$;,J+& 
Thus, from (*) and (**) we have 
Now, for I= 1,2, . . . . rn + 1, let Xl be the expectation of 8 in a graph C.?* in which 
each pair {u, w} such that (u, w} fl UT=:\ I Wj#0 is an edge independently with 
probability p, whereas every other pair {u, w} is an edge of C?‘r if and only if it is 
an edge of G(n,p). Then the sequence of random variables X0 = E X,X,, . . . ,Xm+ 1 
is a martingale known as Doob’s martingale process (see [6]). Furthermore, due to 
the fact that X counts pairs which are W-disjoint, we have 
IX;-X;-ilIl for i=l,2 ,..., m+l. 
Thus we may use the following result of Azuma (see [2] or [6]): 
Lemma 4. Let X,, X1, , . . , X, be a martingale such that 
IXj-Xi_,lll for i=l,2,...,S. 
Then, for each l>O, we have 
Prob((X,-X01 r1)52exp 
Since in our cases=m+l, X0=E8andXs=Xso 
Prob(X= 0) 5 Prob( (X- E 81~ E X) 
52exp 
( > 
- $$ 5 exp( - kc”). 
This completes the proof of Lemma 3. q 
In the case when c is small a result corresponding to Lemma 3 can be stated as 
follows. 
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Lemma 3”. Let a, a’> 0, P= rlr,...rl, I= Ian] and a = 1 WI = La/n]. Then for 
all k, 
we have 
Prob(T,=0)<2exp 
ka2a ‘2c4exp( - 2a’c) 
> 80000 * 
Proof. We need only to modify slightly the proof of Lemma 3. Since k< l/2 so we 
have k/‘/100< w(k, /) < kf2 and computations similar to that in Lemma 3 lead to 
ka2aj2c4exp( - 2ac)/200 5 ,& c: ka2at2c4exp( - 2ac). 
Now let m, 8 be defined as in the proof of Lemma 3. Then, since bounds for k 
are chosen in such a way that 50 <m < a, both (*) and (**) hold. Thus, from Lem- 
ma 4, we get 
Prob(.%=O)aZeXp(-$$~2exp(-ka2a’2~~~-2CLIC)). 0 
Proof of Theorems 1 and 1”. Let c(n) = (n - l)P(n) -+ 03. Then Theorem 2 implies 
that a.s. LARGEHOL finds a hole H larger than 
n log c/2 nlogc 
I=(1 -0.4&)~c/2>(1-0.5&)c. 
Hence, due to Lemma 3, the probability that for some k, 41 ks (1 - &)n log c/c, 
procedure HOL(k, W, P) does not find a hole of size k, is bounded above by 
(1 - &)rI log c/c 
c exp( - kc”) --f 0. 
k=4 
Furthermore, it is well known (see [3] or [l, Theorem IV.l]) that if (n - l)p(n) + 03, 
then a.s. G(n,p) contains a triangle, which obviously can be found in polynomial 
time. This completes the proof of Theorem 1. 
If c(n) = (n - l)p(n) + d> 1 then also 1 VIP(n) --f d’> 1 and so a hole H found by 
procedure LARGEHOL is a.s. larger than an, for some constant a which depends 
only on d. Thus we can apply Lemma 3 * with a’ = (c - 1)/2 + (d - 1)/2. Set 
exp(d(d - 1)) 
’ (d- l)a2d4 
and /3’= ka2(d - 1)2d4exp( - d(d - 1))/320001. Then, from Lemma 3 *, an upper 
bound for the probability that HOL(k, W, P) does not find a hole of length k for 
some o(n) 5 k s/In, is given by 
E 2exp(-P’k)dO. 
k = w(n) 
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The second part of Theorem 1 * follows from the fact that for d large enough the 
probability that for some k, w(n) I ks (1 - &)n log d/d, the Algorithm does not con- 
struct a hole of size k, is, from Lemma 3, bounded above by 
(1 -&)nlogC/C 
c exp(-kc?) + 0. 0 
k = w(n) 
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