In this paper we generalise the concept of a Steinberg cross-section to non-connected affine Kac-Moody groups. As in the connected case, which was treated by G. Brüchert [2], see also [22, 15] for simple algebraic groups, a quotient map exists only on a certain submonoid of the affine Kac-Moody group. Non-connected affine Kac-Moody groups appear naturally as semidirect product of C * with a central extension of loop groups LG, where the underlying simple group G is no longer simply connected and might even be non-connected, but having a simple identity component, as in [15] . In contrast to the connected case, the understanding of central extensions of non-connected loop groups is a rather complicated issue. The component group π 0 (LG) is a semidirect product π 1 (G) ⋊ π 0 (G). Following the approach of V. Toledano Laredo [13] , see also [18] , who dealt with the case of automorphisms coming from the fundamental group π 1 (G), we classify all of these central extensions for LG having a cyclic component group. Furthermore, using characters we define a quotient map for the conjugacy action on a certain submonoid of the Kac-Moody group. For this quotient map we construct the cross-section in every connected component of the Kac-Moody group and show that, due the 1-dimensional centre, it carries a natural C * -action which does not have an analogue in the finite dimensional case.
Introduction
The aim of this paper is the construction of a Steinberg cross section, a section to the adjoint quotient map for non-connected affine Kac-Moody groups. This work generalises previous results known for connected semisimple algebraic group which were proven by Steinberg [22] , see [15] for the nonconnected case, [2] for connected affine Kac-Moody groups and also [17] for a weaker result in the indefinite case. The adjoint quotient is the quotient with respect to the conjugacy action. Application of the existence of the Steinberg cross section are found in the theory of principal bundles over an elliptic curve as well as in singularity theory, [10] .
An affine Kac-Moody group is a semidirect product LG := LG ⋊ C * of C * with the centrally extended holomorphic loop group corresponding to a simple algebraic group G. For simply connected G the loop group is known to be connected and even simply connected and its central extensions are classified by its level which is an integer. If G is no longer simply connected or not even connected the situation becomes more complicated, see [13] where the connected but no longer simply connected case is treated. However, as we will show in Section 3.2, LG is a semidirect product of its identity component and its component group. If we restrict ourselves to a cyclic subgroup Σ of the component group and consider only central extensions of this subgroup then its central extension are classified by a multiple of a certain fundamental level k f (Theorem 3.3). This restriction is justified because we are interested in the restriction of the conjugacy action of the identity component to a given exterior connected component. In order to endow this central extension with a C * -action we have to consider a finite cover C * → C * . To be precise we are not dealing with the loop group but with group of 'open loops' as in [13] , ie. the group of paths from C to the universal coverG of G whose endpoints differ by an element of the group of covering transformations. The reason is that this group has the right representation theory.
An induction procedure [13] provides us with the classification of all highest weight modules of the Kac-Moody group LG. For the definition of the adjoint quotient map we need the characters χ Λ 0 , ..., χ Λ s−1 , χ δ of the generators Λ 0 , ..., Λ s−1 , δ of Σ-fixed point weight lattice. As proven in [4, 24] these characters can be defined as holomorphic and conjugacy invariant functions on the submonoid LG <1 := LG ⋊ D * ⊂ LG, D * being the punctured unit disk. The characters satisfy a Kac-Weyl type character formula [24, 6] and correspond to characters of a different Kac-Moody group whose Dynkin diagram is obtained from the original one by a folding process.
Let us mention as an aside that these characters and appear in a conjecture on Verlinde formulas for non-simply connected Lie groups [7] .
Then the adjoint quotient map χ is defined on the intersection LG <1,τ := LG <1 ∩ LG τ where LG τ is the connected component generating the component group:
.., χ Λ s−1 (g), χ δ (g)).
In general, for Kac-Moody groups the existence of an adjoint quotient, even in the affine setting, is a complicated issue; but, recently, there has been some progress in this direction, see [16] . However, dealing with holomorphic loops our notion of quotient can be justified via the moduli space of bundles over an elliptic curve. Here we consider G to be connected yielding Σ = π 1 (G). For fixedq ∈ D * the space Eq := C * /q Z is an elliptic curve. The corresponding moduli space of semistable G-bundles over Eq has |Σ|-many connected components labelling the topological type of the bundles. It was observed by Looijenga [14] that isomorphism classes of these bundles of topological type τ are in bijection to LG 0 -orbits on LG τ × {q}. Following [14] and also [5] , respectively [19] for the non simply connected case, the corresponding component of the moduli space is given as weighted projective space C s \{0}/C * where C * acts like the centre of the Kac-Moody group on C s . We construct a local section S : C s × D * → LG <1,τ to the adjoint quotient map whose image consists of a 'twisted Coxeter cell' U cox τ cox τ × D * ⊂ LG <1,τ . Let us mention that for finite Coxeter groups with outer symmetries the twisted Coxeter element was introduced by Springer [21] . Our main result (Theorem 4.2) states that the restriction S| C s ×{q} is a section to χ| LG×{q} for |q| small. One of the key results for proving the theorem is the fact that the image of S| C s ×{q} can be endowed with a C * -action (Lemma 4.1) which has no analogue in the finite dimensional situation, however see [2] for connected affine Kac-Moody groups.
Using this section and its C * -action gives a new proof of the result mentioned above that the moduli space of semistable bundles over Eq in each component is a weighted projective space. These ideas will be published elsewhere, [23] .
Furthermore, the understanding of conjugacy classes and the quotient map is used by Slodowy and Helmke [10] to establish a connection between simple elliptic singularities and Kac-Moody groups.
The paper is organised as follows: In Section 2 we fix our notation and review the folding process of Dynkin diagrams. Furthermore, we introduce the notion of twisted Coxeter elements and investigate its properties on the standard representation of the corresponding Coxeter group. The affine Kac-Moody groups and Lie algebras are introduced in Section 3. Here, we will discuss in detail the classification of central extension for non-connected loop groups and summarise their representation theory. The definition of the adjoint quotient map and construction recipe for the section will be contained in Section 4. Furthermore, in this section we will formulate and prove the main result. In the appendix we compile table containing several data appearing in this paper.
Symmetries of Affine Dynkin Diagrams

Basic definitions
Let Π be a Dynkin diagram of finite type of rank r with Cartan matrix C. Furthermore, denote by ∆ the corresponding root system, by∆ its dual, and by W its Weyl group. We use the symbol Π := {α 1 , ..., α r } also for the set of simple roots. The corresponding simple reflections are denoted by s i , i ∈ {1, .., r}. The integral span Q := Z∆ is the called the root lattice andQ := Z∆ the co-root lattice. The corresponding dual latticeš P := Hom(Q, Z) respectively P := Hom(Q, Z) are the co-weight lattice respectively the weight lattice. The highest element of ∆ will be denoted by θ.
Our next step is to describe briefly the affine untwisted root systems. For details of the construction we refer to Kac's book [12] . The affine untwisted diagram is obtained by adding an additional vertex and some lines to the corresponding finite dimensional diagram. We write Π for the corresponding Dynkin diagram as well as for the set of simple roots {α 0 , ..., α r } and C for its Cartan matrix. The set of simple roots generates a free complex vector space h ′ * . Furthermore we introduce the set of simple co-rootsˇ Π := {α 0 , ..,α r } spanning its dual h ′ by the ruleα i (α j ) = C ij Note that the Cartan matrix has a one-dimensional kernel Zδ with δ := a 0 α 0 + ... + a r α r where the a i can be chosen to be positive integers, the Kac-labels. Then there is the equality α 0 = δ − θ. In terms of the underlying finite dimensional root system ∆ the affine root system ∆ has the following description:
It decomposes into the disjoint union of the set of real roots ∆ re := ∆\(Z\{0})δ and the set of imaginary roots ∆ im := Z\{0}δ. In analogy to the finite dimensional situation the simple reflections s i , i ∈ {0, .., r} corresponding to the set of simple root generate the affine Weyl group W. Here s i is defined by s i (α j ) = α j − C ij α i yielding a linear action of W on h ′ * and dually on h ′ .
Then, we have ∆ re = W Π. In terms of the finite Weyl group there is the identity W =Q⋊W. Here, an elementβ ∈Q acts on R⊗Q as translation τβ and s 0 is identified with s θ •τ −θ , whereθ ∈∆ is the co-root corresponding to θ. A fundamental domain for the action of this group on R⊗Q is given by the fundamental alcove a := {x ∈ R ⊗Q|α i (x) ≥ 0, i ∈ {1, ..., r} and θ(x) ≤ 1}. 
Since the vertices of a correspond to the vertices of Π the group W(χ) a is a subgroup of the diagram automorphisms Aut( Π) of the affine Dynkin diagram. Our next goal is to give a description of the whole group Aut( Π). This can be defined as the group of permutations τ of the index set {0, ..., r} satisfying C τ (i)τ (j) = C ij for all i, j ∈ {0, ..., r}. The following lemma is known in Lie theory:
Here Aut(Π) is the group of symmetries of the Dynkin diagram of finite type Π.
As a consequence we get the statement:
Corollary 2.2 For the whole automorphism group of the affine root system we get:
Our next goal is to define the root and the weight lattice associated to affine Dynkin diagrams. First consider the complex vector space h defined by h := h ′ ⊕ Cd. Here d is an additional variable and we extend the linear forms α i to h by:
The W-action extends to h by defining
Denote by h * the dual of h. The affine co-root lattice is defined byˇ Q := Z <α 0 , ...,α r , d >. Its dual P := Hom(ˇ Q, Z) is called the weight lattice. We write {λ 0 , ..., λ r , δ} for the corresponding dual basis. The cone P + := N 0 < λ 0 , ..., λ r > ⊕Zδ is called the cone of dominant weights. As conclusion of this subsection let us briefly describe the case of twisted affine root systems. Let σ ∈ Aut(Π) and denote by h σ the fixed point space {h ∈ h, σ(h) = h}. The twisted affine Dynkin diagram Π(σ) can be described as Π(σ) = Π σ ∪ {δ − θ ′ }. Here Π σ is the Dynkin diagram of the root system {α| h σ , α ∈ ∆}, except for the case A 2n , and θ ′ is the highest short root. Correspondingly, there is the Cartan matrix C(σ). In the A 2n -case the root system {α| h σ , α ∈ ∆} is of type BC n . Here we define Π σ to be a basis of the subsystem of type C n containing all roots which are long or of intermediate length. The twisted affine Weyl group is given by W(σ) = W σ ⋉ Q σ , where W σ = {w ∈ W, σw = wσ} is the fixed point Weyl group and Q σ the lattice generated by Π σ . Furthermore, for any σ-stable character lattice χ there is the extended Weyl group W(χ)(σ) = W σ ⋉ χ σ . In this situation the notion of fundamental alcove a does exist as well, and Equation 2 still holds. It turns out that the only interesting cases are χ = Q, P . As analogue of Lemma 2.1 we get:
We define the weight lattice and the cone of dominant weights analogously.
In the sequel C denotes any affine Cartan matrix, twisted or untwisted.
The Symmetries of the affine Dynkin Diagrams
Here, we give a list of the symmetry groups of all affine Dynkin diagrams, Furthermore, we choose representatives of their conjugacy classes which we use in the sequel. We label the vertices of the Dynkin diagram as in [2] . A In this case we have Aut( Π) = D n+1 , the dihedral group containing 2n+2 elements. We denote by σ the generator of Aut(Π) = Z/2Z and by γ a generator of the cyclic partP /Q = Z/(n + 1)Z. These elements can be described explicitly by: σ(0) = 0 and σ(i) = n + 1 − i respectively γ(i) = i + 1 mod n + 1. We choose the following representatives of D n+1 -conjugacy classes: n even: γ l , l|n + 1 and σ. n odd: γ l , l|n + 1, σ, σγ. B The automorphism group Aut( Π) is the symmetric group S 4 . In this case we haveP /Q = Z/2Z × Z/2Z and Aut(Π) = S 3 . S 4 is known to have four non-trivial conjugacy classes. We choose generators ρ respectively σ of order 3 respectively 2 of S 3 acting on the diagram by: ρ(1) = 3, ρ(3) = 4, ρ(4) = 1 fixing the vertices 0 and 2 and σ by interchanging the vertices 3 and 4 fixing the other three. Furthermore, we define the element γ defined by γ(0) = 4, γ(1) = 3, γ(2) = 2, γ(3) = 0 and γ(4) = 1 of order 4. The missing conjugacy class is represented by γ 2 . ThenP /Q is given by {id, γ 2 , γσ, γ 3 σ}. D Let σ be the generator of Aut(Π) which is defined by interchanging the vertices with label n − 1 and n and choose the element γ of order 4 given by γ(0) = n, γ(1) = n − 1, γ(n − 1) = 0 and γ(n) = 1, fixing all remaining vertices. Then the missing conjugacy classes are represented by γ 2 and γσ. For identifying the elements ofP /Q we have to distinguish two cases: n odd:
Here we have the symmetry group Aut( Π) = S 3 withP /Q = Z/3Z respectively Aut(Π) = Z/2Z. We choose as representatives of he nontrivial conjugacy classes the generator σ of Aut(Π) and a generator γ ofP /Q. These elements are explicitly given by given by: σ(1) = 5, σ(2) = 4, σ(4) = 2, σ(5) = 1 with σ fixing the remaining vertices and γ(0) = 1, γ(1) = 5, γ(2) = 4, γ(3) = 3, γ(4) = 6, γ(5) = 1 and γ(6) = 0. E 
Folding of Dynkin Diagrams
An important tool for the understanding of the representation theory of the non-connected affine Kac-Moody groups is the folding of Dynkin diagrams. This was considered first by Jantzen [11] in the finite dimensional case and by Fuchs, Schweigert and Schellekens [6] for affine Kac-Moody algebras. Let us summarise the construction recipe here:
To a pair ( C, τ ) consisting of an affine (twisted or untwisted) Cartan matrix C and a symmetry τ ∈ Aut( Π) thereof we associate another Cartan matrix τ C according to the following rule: Denote by Σ the cyclic group of Aut( Π) generated by τ and assume τ to be of order N . Using I for the index set {0, ..., r} set t i := |{j ∈ I| C ij = 0}|, the number of all elements in the Σ-orbit of i which are adjacent to i (including i itself). Taking a look at the Cartan matrices of affine type we see: t i ≤ 2 except for the case A 1 n with τ being the cyclic permutation of order n + 1 where we have t i = 3. Now, we define the matrix C by taking for its columns the sum over all Σ-orbits of the columns of C and multiplying with t i |Σ i |: (Here Σ i is the stabiliser of i ∈ I in Σ.) The folded Dynkin diagrams associated to all pairs C, τ can be found in the appendix, Table 1 .
Remark: We can give the following pictorial description of the folding process: Take a Dynkin diagram Π together with the diagram automorphism τ . As above, let Σ be the subgroup of Aut( Π) generated by τ . The vertices of the folded diagram correspond to the Σ-orbits of vertices of Π. Let i and j be two distinct Σ-orbits and denote by |Σ i | respectively |Σ j | the order of each of its elements. We can assume |Σ i | ≥ |Σ j |. In general, connect the vertices i and j by |Σ i | |Σ j | max p∈i, q∈j |{lines between p and q in Π}|-many lines keeping any existing arrows. In case there do not exist any arrows between the representatives in Π we add one pointing from j to i. The only exception to this rule is the following case: |Σ i | = |Σ j |, and there is a vertex p ∈ i adjacent to another vertex in the same orbit but no element q ∈ j is adjacent to any other element in j. Then we have to connect i and j with 2 max p∈i, q∈j |{lines between p and q in Π}|-many lines, keep any existing arrows and add another arrow pointing from i to j.
Let us illustrate this procedure by the example C 1 n : 
Twisted Coxeter Elements
In this subsection we define the notion of a twisted Coxeter element which was introduced by Springer [21] for finite Coxeter groups and discuss some of its properties. The twisted Coxeter element plays a key role in our investigation. As above let Π be an affine Dynkin diagram with Cartan matrix C. Let I := {0, ..., r} be the index set labelling the vertices of Π.
Fix any element τ ∈ Aut( Π) acting with s orbits on the Dynkin diagram. After relabelling the index set we can assume that the set {0, .., s − 1} is a set of representatives of τ -orbits on I.
Definition 2.2 The element cox
Remark: (i) Observe that we get back the usual definition of a Coxeter element for τ = e.
(ii) Twisted Coxeter elements can be defined for arbitrary, not necessarily affine, generalised Cartan matrices. Lemma 2.3, Proposition 2.4 and Corollary 2.5 still hold in this more general context. Applying Lemma 7.5 of [21] , see also Lemma 1, p.117 of [1] to our situation yields:
Lemma 2.3 If the Dynkin diagram Π contains no cycles, the twisted Coxeter element cox τ is unique up to conjugation with elements in W.
Remark: In case of the Dynkin diagram A 1 r and τ the cyclic permutation of order r + 1 it is easily verified that the corresponding twisted Coxeter element is also unique up to conjugation in W, eg. s 1 τ = s 1 (s 0 τ )s 1 . But for σ = τ l with l|r + 1, we can indicate a counter-example:
Consider the case A In contrast to the finite dimensional case (twisted) Coxeter elements are no longer of finite order in the infinite dimensional case. They turn even out to be no longer diagonalisable as we will show below. (See eg. Brüchert in case of usual Coxeter elements in the affine case.)
As above, denote by Σ the cyclic subgroup generated by τ in Aut( Π). Our next aim is to investigate the action of cox τ on the vector spaces h and h ′ . In particular we are interested in the multiplicity of eigenvalue 1. We have a first result, which was proven for τ = id by Coleman [3] , Theorem 3.1: Proposition 2.4 Let τ ∈ Aut( Π) be a diagram automorphism and s i 1 , ..., s ip simple reflections with the i j lying in distinct Σ-orbits on I. Then the following is true for any x ∈ h or x ∈ h ′ :
Proof: Clearly, the right hand side implies the left one. For the other direction, note that we have the following equivalence:
Now, the right hand side can be written as:
Thus we obtain:
Taking the sum over the whole Σ-orbit of this equation yields:
for d j = c j |Σα i j |. Now, the condition on i 1 , ..., i p yields c j = 0. This implies:
Since the affine spaces on the right and left intersect only in x, we get s ip (x) = x. Now, the statement follows by induction. .
Corollary 2.5 Let τ be as above. Denote by h τ the fixed point subspace of h under τ . Then the following result for the twisted Coxeter element cox τ holds:
A similar result is true for h ′ .
Since dimh = dimh ′ + 1 = r + 2 we conclude:
Here the a i are the Kac labels.
Since we know that the line Cc = C r i=0ǎ iαi is fixed by the s i as well as τ we must have:
In other words, the twisted Coxeter element has eigenvalue one with multiplicity one on h as well as on h ′ . Furthermore, since the element δ is fixed by the s i and by τ we have:
Hence, cox τ has upper triangular shape with respect to the direct sum decomposition h = Cd h ′ . Thus, 1 is at least a zero of the characteristic polynomial of cox τ on h with multiplicity 2. In fact, even more is true:
Proposition 2.8 The multiplicity of 1 as zero of the characteristic polynomial of cox τ on h ′ is two and hence, is three on h.
For τ = id this statement was proven by Brüchert, [2] Proposition 9, by direct computation using the characteristic polynomials which were computed by Coleman [3] , Table 3 . For non-trivial τ it also follows by direct computation of the characteristic polynomials of the twisted Coxeter elements for all cases. These calculations have been carried out by the author and the results are listed in Table 2 in the appendix. In the A Proof: First, consider the following statement which follows by an easy induction: Claim: Let w ∈ W an element with reduced expression w = s i 1 ...s it . Then for any λ ∈ h * we have the equation:
Now, setα i :=
. Applying the formula above to the case w = s 0 ...s s−1 ∈ W and λ = τ l (α i ) yields:
Evaluating the result on the element b yields:
Here, the second last equation follows from the definition of b using the fact that cox τ fixes c. Thus the s-tuple (β 0 (b), ..., β s−1 (b)) is mapped to zero by the matrix diag(t
Recall that the t i are the numbers used in Equation 8 . This clearly implies the result.
. Using the list of the dual Kac labels we can calculate explicitly the factor p such that (β 0 (b), ..., β s−1 (b)) = p(ǎ τ 0 , ...,ǎ τ s−1 ). These values are compiled in Table 4 of the appendix.
Affine Kac-Moody Lie Algebras and Groups
In this section we recall the basic notions of the theory of affine Kac-Moody Lie algebras and Groups and their representation theory. However, this section contains new results on central extensions of non-connected loop groups.
Affine Lie algebras
Let g be a complex finite dimensional simple Lie algebra of rank r and h ⊂ g its Cartan subalgebra. We denote by ∆ its root system and by Π := {α 1 , ..., α r } the set of simple roots. Then, Lg := {x : C * → g, x holomorphic} is the (holomorphic) loop algebra. Now, it is a well known fact that all central extensions Lg k , k ∈ C of Lg by C can be described by the following commutation relations:
Here, c denotes the central variable of Lg k and <, > is the Killing form normalised in such a way that < α, α >= 2 for all long roots α ∈ ∆.
Let us mention as an aside that for k = 0 all the Lg k are isomorphic as 
⊕ Cc ⊕ Cd of the algebra above. This is the non-twisted affine Lie algebra in the sense of Kac [12] . It was pointed out in [9] that Lg k is a completion of Lg k pol in a certain topology. Similar to the finite dimensional case the polynomial version has a nice root space decomposition: Note that the subalgebra h := h ⊕ Cc ⊕ Cd is a Cartan subalgebra of Lg k pol . This allows us to define a root system ∆ which is an affine root system.
The corresponding root space decomposition looks as follows:
Here, the root spaces are:
Let us give a few remarks about twisted affine Lie algebras. Let σ be an automorphism of g of order s. Then consider the fix point subalgebra
Using a similar construction as above yields the twisted affine Kac-Moody Lie algebra Lg k (σ). As in the non-twisted case we have the notion of root systems, Kac labels, etc. For the details we refer to [12] .
We conclude this section by the following definition, already introduced in [6] Remark: (i) Note, that the orbit Lie algebra can in general not be realised as a subalgebra of Lg k , not even for k = 1.
(ii) The orbit Lie algebra will play an important role in the representation theory, see Subsection 3.3.
Affine Kac Moody Groups
In this subsection we will introduce affine Kac Moody groups along the long line as in the Lie algebra case. Let G be an algebraic group over C with simple identity component G 0 and Lie algebra g. If G is not connected itself we assume that G is a semidirect product G 0 ⋊ Γ with Γ < Aut(Π) being a subgroup of the automorphism group of the Dynkin diagram Π of G 0 . Denote byG the universal cover of G 0 . Then, π 1 (G 0 ) is the fundamental group of G 0 . There is a central subgroup Z ⊂ C(G 0 ) ⊂G such that G 0 = G/Z and G =G ⋊ Γ/Z . We define the loop group LG by LG := {X : C * → G, Xholomorphic}. Endowed with the compact-open topology it becomes a topological group. On LG we have an action of C * by rotations:
It is well known fact that the component group π 0 (LG) of LG can be described by the equation:
Embedding G → LG as the constant loops provides us with an isomorphism
LG/Z ∼ = LG 0 where the right hand side is the identity component of LG.
As will be shown below the loop group itself is a semidirect product:
Since the central extensions of non-connected loop groups are rather complicated to handle we will postpone this and describe briefly the connected case first. For details we refer to [18] . Let G be connected and simply connected, ie. G =G. Every central extensions of LG by C * gives rise to a central extensions of its Lie algebra Lg by C. But, a central extension of Lg only lifts to the group if the integrality condition k ∈ Z for our parameter k as above, is satisfied. The corresponding central extension of LG is denoted by LG k . One observes that the rotation action of C * on LG lifts to LG k .
The semidirect product LG k ⋊ C * is called affine Kac-Moody group of level k and denoted by LG k .
Now, consider the case of not necessarily simply connected and connected G with component group Γ as above. Our discussion will follow the line of reasoning suggested by Toledano Laredo [13] where the connected but non simply connected case is treated. However, for the construction of central extensions we will restrict ourselves to a cyclic subgroup of the loop group's component group.
Instead of working with the loop group itself we introduce the group of 'open loops' with 'boundary values' in Z :
Let us start by discussing its structure: This group is clearly a semidirect product L ZG ⋊ Γ with L ZG := {X : C →G, Xholomorphic, X(t)X(t + 1) −1 ∈ Z} where the Γ-action is defined by σ(X)(t) = σ(X(t)) for σ ∈ Γ. Furthermore, we easily see that π 0 (L ZG ) = Z and that L Z,ΓG0 = LG. Identifying z with e 2πit yields an isomorphism LG ∼ = L ZG /Z. But, the group L ZG itself is a semidirect product as well. Indeed, fix a maximal torusT ofG which is mapped to a maximal torus T :=T /Z of G and denote the corresponding co-character lattices byχ(T ) respectivelyχ(T ), ie.χ(T ) := Hom alg gr. (C * ,T ). We can identify every elementβ ∈χ(T ) with the open loop, also denoted byβ:
Here we regardβ as an element in the real part h R = RΠ of the Cartan subalgebra, and exp is the exponential map ofG. By this identification, we obtainQ =χ(T ) ⊂ LG. Thus, the following lemma holds:
The group of open loops has the following semidirect product structure:
Since we are only interested in a single exterior component of L Z,ΓG we restrict ourselves to a cyclic subgroup Σ ⊂ π 0 (L Z,ΓG ) = Z ⋊ Γ. Assume that Σ is generated by τ = ρσ with ρ ∈ Z and σ ∈ Γ. Our next goal is to construct the central extensions of LG ⋊ Σ ⊂ L Z,ΓG : Using the identification Z =χ(T )/χ(T ), there is a fundamental co-rootλ ρ (respectivelyλ ρ = 0, for ρ = id) such thatλ ρ +χ(T ) = ρ. Considerinǧ λ ρ as an open loop as introduced above the elementλ ρ σLG generates the component group of LG ⋊ Σ which is Σ. Indeed, if p is the order of the diagram automorphism ρσ we see that (λ ρ σ) p ∈ χ(T ). Furthermore, we have 1 = (ρσ) p = ρσ(ρ)...σ p−1 (ρ)σ p which implies σ p = 1. Thus, (λ ρ σ) p = λ ρ + σ(λ ρ ) + ... + σ p−1 (λ ρ ) has even to be σ-invariant.
The construction of the central extension proceeds in several steps: First, recall that all the isomorphism classes of central extensions of any group H by an abelian group A are given by the second cohomology group H 2 (H, A). Now, observe that the exact sequence
gives rise to the following long exact cohomology sequence (here, we use the fact Hom(LG 0 , C * ) = {id}):
Since Σ is cyclic we have H 2 (Σ, C * ) = 0. By the classification of its central extensions, as mentioned in the beginning of this section, H 2 (LG, C * ) = Z. Thus, H 2 (LG ⋊ Σ, C * ) is either isomorphic to Z or trivial. Our next goal is to show that it is not trivial. This follows from the explicit construction of its central extensions: We begin by lifting the action of the subgroupΣ :=<λ ρ σ > to the centrally extended loop group LG k . Note, that the groupΣ is Z unless ρ = id in which case it is finite. By direct computation and Lemma 3.1.1 in [13] we obtain:
Lemma 3.2 The conjugacy action ofλ ρ σ on Lg resp. LG lifts uniquely to any of their central extension. For any x + ac ∈ Lg
k it is given by:
In particular, for ρ = id this means that the integral vanishes.
This Lemma allows us to form the semidirect product LG k ⋊Σ for the central extension of LG of level k. The Σ-action is the lift of its action on the Lie algebra, as given in Equation 42. Now, consider the σ-invariant co-rootβ := (λ ρ σ) p and denote byβ ∈
LG 0 an arbitrary lift of it. A calculation as in the proof of [13] , Proposition 3.2.2 yields:
Observe that the set Σ p = {β n , n ∈ Z} ⊂ LG is isomorphic to Z.
Since H 2 (Z, C * ) is trivial LG k | Σ p has to be trivial as well. Thus Σ p can be embedded into LG k . For the existence of a central extension of LG ⋊ Σ it is necessary that the two elementsλ ρ σ andβ should commute, ie. the following condition should hold:
Following the reasoning of [13] , proof of Proposition 3.3.1, Equation 44 implies that the subgroup N := {(β n , (λ ρ σ) −pn , n ∈ Z} is a normal subgroup of LG ⋊ Σ. Therefore, N is normal if and only if k <λ ρ ,β >∈ 2Z. In this situation we define the central extension of level k of LG ⋊ Σ by:
LG ⋊ Σ Cohomologically expressed this translates to the following exact sequence:
We summarise the classification of central extensions:
Theorem 3.3 Every central extension of LG ⋊ Σ is uniquely determined by the level k of its restriction to
LG which has to be a multiple of k f .
The corresponding central extension is described by Equation 45.
Remarks: i) Let us illustrate the condition k f |k of allowed level by the following example: Consider G = P Sl 2 , ie.G = Sl 2 and Σ = Z = {±id}. Then, we have Σ = Z ii) It is easy to see that k f is either 1 or 2.
iii) If ρ = id then k f = 1. iv) In [13] the classification of central extensions of L ZG is given by Proposition 3.3.1. In his result there appears an additional skew symmetric form ω onχ(T ) with values in C * . This form classifies central extensions ofχ(T ). Furthermore, a compatibility requirement between ω and the level k appears, looking similar to Equation 44. However, it turns out that for cyclic Z this form ω is uniquely determined by the level k. Therefore, we do not need ω in our approach.
v) the fundamental levels were calculated in [13] . For the reader's convenience we will summarise them in Table 5 in the Appendix.
The final step in the construction of the Kac-Moody group is to lift the C * -action to the central extension. This will be carried out along the lines of Section 3.4 in [13] . First, recall that w ∈ C * acts on X ∈ LG by (w.X)(z) = X(w −1 z). Now, observe that C * does no longer act on L Z,ΓG . However, its universal cover C does: (s.X)(t) := X(t − s), ∀s, t ∈ C and X ∈ L Z,ΓG .
Observe that this action restricted to LG factors through the usual C * = C/Z-action. Using the fact that σ commutes with the C-action we obtain for the action of s ∈ C onλ ρ σ the formula:
This allows us to rewrite the semidirect product decomposition (LG 0 ⋊Σ)⋊C in the following way:
Using [13] Lemma 3.1.1. we see that any central extension of LG ⋊ C is uniquely determined by its restriction LG 0 to LG, (up to a character of C which we fix to be the identity). Furthermore, the central extension is given by a semidirect product LG ⋊ C = LG ⋊ C. Now, let k with k f |k be the level of this central extension.
For lifting the action ofλ ρ σ to this centrally extended group we consider the action on its Lie algebra Lie
A simple calculation using the fact that σ fixes d yields:
This allows us to construct the semidirect product LG ⋊ C k ⋊ Σ.
Similar to the situation discussed above we deduce that the group N := Remark: Let q be the smallest positive integer such that qλ ρ ∈Q. It follows from Equation 48 thatλ ρ σ fixes the translation by q. Thus we, effectively, obtain an action of C * := C/qZ.
Let us briefly discuss the case of twisted Kac-Moody groups. Consider a simple (and thus connected) algebraic group G and σ one of its exterior automorphisms of order s. The twisted loop group LG(σ) is given as fixed point group in the following way:
LG(σ) := {X ∈ LG|σ(X(e 2πi s z)) = X(z)}.
This group is known to have |π 1 (G) σ | many connected components. Thus, the only non connected twisted loop groups may appear for G of case A 2n+1 and D n+1 yielding that the number of connected components is at most 2. This reflects the fact that the only twisted affine Dynkin diagrams with nontrivial symmetries are of this type. Denote the nontrivial symmetry by γ.
As in the non-twisted case let us first review the case of simply connected G: Also in this situation the central extensions of LG(σ) are classified by their level k ∈ Z. We denote them by LG(σ) k . Furthermore, the restriction of the C * action to LG(σ) can be lifted to these central extension. Then the
Kac-Moody group LG(σ)
k is given by:
LG(σ)
If LG(σ) has two connected components our discussion will follow the line of reasoning of the non-twisted case. Therefore, we shall give only a brief account: LetG be universal cover of G and let Z ⊂G its central subgroup such that G =G/Z . As above choose maximal toriT ofG and T of G. Denote byχ(T ) σ respectivelyχ(T ) σ =Q σ the corresponding fixed point character lattices. Introduce the twisted 'group of open loops' with 'boundary values' in Z σ :
Letλ γ ∈χ(T ) σ be the fundamental co-weight corresponding to the nontrivial element of γ ∈ Z σ . Then, we haveα γ := 2λ γ ∈Q σ . The loop α γ : z →α γ (z) is contained in the exterior component of L ZG (σ). Indeed, consider σ(α γ (e 2πi 2 z))α γ (z) −1 =α γ (−1), which is the non-trivial element in Z σ .
There is again a semidirect product decomposition with Σ := {id, γ}:
Now, the non-connected twisted Kac-Moody group L Z σG k (σ) is constructed in the same way as in the non-twisted case with Σ :=<α γ > and p = 2. Observe, that in this case the fundamental level is always 1, since <α γ , 2α γ >∈ 2Z.
Remark: Before the conclusion of this subsection let us justify the use of the group of 'open loops'. We use the group of 'open loops' and its corresponding Kac-Moody groups solely because they have the the right representation theory. Toledano Laredo [13] indicates also a classification of all central extensions of the loop group LG with G connected but not necessarily simply connected. He showed that the pull back of any central extension of LG to L Z G has to be of a level which is a multiple of the basic level k b . This basic level k b is a multiple of the fundamental level k f . In our setting, ie. Z =< ρ > cyclic, the basic level k b can be defined to be the smallest integer, such that k b <λ ρ ,λ ρ > is an integer. 
Representation theory
Here, we shall give a brief account on the representation theory of the Kac-
For the simplicity of the exposition we will formulate the results of this subsection only for the non-twisted case L ΣG k . However, analogues of all the stated results hold for L Z σG k (σ) as well.
The representation theory was already investigated in a couple of papers, see eg. [6, 24, 13] , respectively [11] for the finite dimensional situation.
Irreducible highest weight representations of Lg k pol are known to be labelled by the elements in h * , their highest weight. We denote such a representation by V (λ) and call the number λ(c) ∈ C its level, see Kac's book [12] . Furthermore, the space V (λ) µ will be the weight space of V (λ) with respect to the weight µ ∈ P .
For λ ∈ P + it was shown by Garland [8] that V (λ) carries a Hermitian from (., .) which is contravariant with respect to the Cartan involution on Lg k pol . Note that the level is a non-negative integer in this case. From now on we assume that the level k of the central extension divides the level λ(c). Let us denote the Hilbert space completion of V (λ) with respect to (., .) by V (λ) ss . Since the weight spaces V (λ) µ are all finite dimensional V (λ) ss is the Hilbert space direct sum of them. One observes that the action of Lg k pol on V (λ) does not extend to an action of Lg k on V (λ) ss . However, it was shown in [9, 4] that there is a dense subspace V (λ) an ⊂ V (λ) ss containing V (λ) carrying a Lg k -action which extends the Lg k pol on V (λ) by continuity. Now, we turn to the representation theory of the affine Kac-Moody groups. Let us first consider the simply connected case, ie. G =G. Then the following result is due to Etingof, Frenkel and Kirilov, see [4] , Theorem 2.2 and Lemma 2.3: (ii) For any q ∈ C * with |q| < 1 and any g ∈ LG k the operator gq −d :
an extends uniquely to a trace class operator on V (λ) ss .
We introduce the subset LG is the punctured unit disk in C. We will denote its elements by (g, q) with g ∈ LG k and q ∈ D * . By the theorem above every element (g, q) ∈ LG k <1
extends to a trace class operator on V (λ) ss . This allows us to define for every λ ∈ P + its character χ λ :
LG k <1 → C by the formula:
These characters have the properties expected for characters, see [4] , Lemma 2.4 and Proposition 2.5:
The functions χ λ are holomorphic and invariant under conjugation.
Note that for the identification of the centre with C * , ι : C * → LG k we have
Our next goal is to derive the representation theory for the non-connected Kac Moody groups. We start with a non-simply connected G and consider the group L ΣG k f as constructed in the preceding subsection for the funda-
. We shall assume that V decomposes into a direct sum of highest weight modules if restricted to the identity component LG
Here, I is a certain subset of those elements of P + having the same level. Then , necessarily, the level λ(c), λ ∈ I has to be a multiple of k f . Such
. We denote by P +k the set of dominant weights of level k. Now, by a kind of Mackey induction we obtain the following result, see [24] , Theorem 2.8 and also [13] , Theorem 6.1 (Note that [13] considers only projective representations): given by I ⊂ P +k in this manner. By the results of the previous subsection Σ is generated by the element τ = ρσ with ρ ∈ Z and σ ∈ Γ. Using Lemma 2.1 we can associate uniquely an elementβ ρ w ρ ∈ W(P ) a representing the element ρ ∈ Aut( Π). As in the previous subsection we use the symbolβ ρ also for the open loop t → exp(2πitβ ρ ). Choose a representative n ′ wρ ∈ N LG (T ) of minimal possible order, where T ⊂G is a maximal torus of LG. Then it can easily be checked that the elementβ ρ n ′ wρ σ is contained in L ΣG . Denote by n τ := n ρσ one of its lifts to the central extension L ΣG k f preserving its order.
This element clearly stabilises the maximal torus T of LG k f corresponding to T and acts on T := T × C * like the automorphism ρσ. For Chevalley generators e α i , f α i , h α i , α i ∈ Π of Lg k f it is a straight forward calculation to check that n ρσ permutes them according to its action on Π. Furthermore, we find the following formula for the action of n ρσ on d:
Now, consider the irreducible representation V (I) an where n |I| ρσ acts as the identity on V (I) an λ for every highest weight vector λ ∈ P +k . This determines the module V (I) an uniquely. It is easy to see that we obtain a unitary we have a q-fold cover C * → C * which acts on LG k f .) Denote its elements byq.
As above we define the sets
q . Then we have the following result, see also [24] , Corollary 2.9:
Corollary 3.7 Let k be a multiple of k f and I ⊂ P +k a Σ-orbit as above. As before we define the character χ I :
by:
For g ∈ LG
we clearly obtain χ I (g,q) = λ∈I χ λ (g,q). Since n ρσ acts as unitary operator the following result holds, see [24] , Corollary 2.10: Our next aim is to give a more detailed description of the characters. We start by summarising the results on conjugacy classes of the Kac-Moody group as outlined in [24] , Section 3. Let us fix the element n ρσ and the maximal torus T of the Kac-Moody group L ΣG k f as above. It is known that the Weyl group W can be described by the formula W = N
Consider the fixed point torus T ρσ := {t ∈ T , ρσ(t) = t} which is easily seen to be connected. Let L ΣG k f ρσ be the connected component of the Kac-Moody group corresponding to ρσ. (Recall that ρσ generates the component group of our Kac-Moody group.) Then, the shifted connected fixed point torus T ρσ n ρσ is contained in this connected component. By results of Etingof etal., [4] , the set of all of its conjugates {gtg −1 , t ∈ T ρσ n ρσ , g ∈ L ΣG k f 0 } is dense subset of this component.
Therefore, it is enough to determine the characters on T Then the following result holds, see [24] , Section 3:
The outer Weyl group has the following structure:
(ii) There is a natural W ρσ -equivariant isomorphism: For the last result of this section we have to exclude the cases, where the folded Dynkin diagram is no longer of affine type, ie. the pairs A 1 n , ρ with ρ generating π 1 (P Sl n+1 ). Then, it is a simple observation that W ρσ is the Weyl group of the orbit Lie algebra, the affine Kac Moody algebra corresponding to the folded Cartan matrix ρσ C. Furthermore, the coinvariant torus T /(1 − ρσ)( T ) is W ρσ -equivariantly isomorphic to a maximal torus T ′ the connected Kac-Moody group corresponding to the orbit Lie algebra. Under this identification the lattice of Σ-invariant weights P Σ := {λ ∈ P , ρσ(λ) = λ}, corresponds to the weight lattice of the orbit Lie algebra, and this identification respects the cone of dominant weights.
By the second part of the proposition above, we can interpret the characters as functions on ( T /(1 − ρσ)( T )) <1 := T <1 /(1 − ρσ)( T ) which again is T ′ <1 . Under the identifications above, the following theorem holds, see [24] , Theorem 5.5 and [6] , Theorem 4.4.1: Theorem 3.10 Let λ ∈ P + a Σ-invariant dominant weight and denote by λ ′ this same weight interpreted as an element of the orbit Lie algebra. Then, the corresponding characters coincide:
Here, χ ′ denotes the characters of the Kac-Moody group corresponding to the folded Dynkin diagram.
The Quotient Map and the Section
This section contains our main result. First, we will consider restriction of the conjugation action of the affine Kac Moody group L ΣG k respectively L Z σG k (σ) to an exterior component generating its component group. Using characters we shall define the 'quotient map' on the < 1-part in the sense of Subsection 3.3. Then we prove our main result saying that this 'quotient map' admits a section if we restrict it toq ∈ C * with |q| small. This section is defined as a transversal slice to a representative of twisted Coxeter element, (multiplied withq) as introduced in section 1, and, furthermore, can be endowed with a C * -action.
We keep the notation introduced in the previous sections. For the readability of the exposition the whole discussion will be carried out for the Kac Moody groups L ΣG k f . However, all the results do hold for the twisted groups L Z σG k f (σ) as well. As before, we write τ = ρσ for the generator of its component group Σ.
We begin by defining the quotient map: Consider the set of fundamental weights {λ 0 , ..., λ r , δ}. Then τ can be interpreted as a permutation of the index set {0, ..., r}. A set of dominant generators of the fixed point weight lattice P Σ is given by {Λ 0 , ..., Λ s−1 , δ} where we use Λ i :=
Remark: We have to be very careful because the Λ i do not coincide with the sum over Σ-orbit of λ i . Indeed, a calculation yields τ (
Taking a look at 
<1
. Motivated by the finite dimensional situation, see eg. [22, 15] , we define the 'quotient map' (recall that D * is the punctured unit disk):
Its restriction of χ to the set L ΣG k f q,τ will be denoted by χq. We proceed by indicating the construction recipe for S: Assume that Σ acts on the set of simple roots Π with s orbits. Choose a set {α 0 , ..., α s−1 } of representatives of the Σ-orbits on Π. For each index i consider the cor-
( T ) the following representative of the simple reflection s i ∈ W: n i := φ i ((
be the lift of τ ∈ W ⋊ Σ defined in Subsection 3.3. Now, we introduce the section S:
Remark: Note, that S(0, ..., 0, 1) is a representative in N L ΣG k f ( T ) of the twisted Coxeter element. Furthermore, we will write Sq for the restriction S| C s ×{q} . Before stating our main result let us endow the image imSq with a C * -action: We assume that the representatives {α 0 , ..., α s−1 } are chosen in the same way as in the paragraph preceding Proposition 2.9. Let ι : C * → L ΣG k f 0 be the parametrisation of the centre given by c ∈ Lg k , let µ b ∈ χ( T ) be the one parameter subgroup corresponding to b ∈ˇ Q appearing in Proposition 2.9, and let k be the number given by (cox τ − 1)(b) = kc. We define the C * -action by:
A simple calculation using Lemma 2.10 and Table 4 yields:
Lemma 4.1 For the C * -action we obtain explicitly:
Here comes our main result:
The proof will basically proceed in the following way. First, using the explicit description of the cross section and representation theory we will show that the Jacobian of the map χ•S is a unit in the ring C{q}, the ring of convergent power series. Then, the isomorphism follows by exploitation of the C * -action on the section and the quotient space. Before starting the proof of the theorem we compile some auxiliary results needed: Let V (Λ) be the irreducible Lg k pol -module of highest weight Λ and assume Λ to be Σ-invariant. For the polynomial Lie algebra Lg k pol we have a weight space decomposition:
with weight spaces V (Λ) µ . As mentioned in subsection 3.3 the modules V (Λ) an are certain completions of these spaces, ie. we have to allow certain infinite series w.r.t. the above decomposition.
The following immediate lemma describes the action of certain group elements on the weight spaces: 
For a weight µ of the representation V (Λ) an denote by p µ resp. i µ the canonical projections respectively injection of the corresponding weight space:
Let us investigate the action of elements of the cross section: For calculating the characters evaluated on the section we are interested in those weights µ fulfilling:
Obviously , the following identity holds:
There is a first result:
Lemma 4.4 For any weight µ of V (Λ) an with Λ Σ-invariant the following holds:
(74) Furthermore, this is only non-vanishing if µ ≺ Λ, τ (µ) = µ and µ dominant.
Proof: First, note that the following formula is true, see Brüchert [2] , Equation (35), and also [15] , Equation (27), in the finite dimensional case: p µ X α 0 (c 0 )n 0 ...X α s−1 (c s−1 )n s−1 i µ = p µ X α 0 (c 0 )n 0 i µ ...p µ X α s−1 (c s−1 )n s−1 i µ .
(75) Now, the equation follows in the case τ (µ) = µ.
The right hand side vanishes for τ (µ) = µ . For the left hand side we calculate for an element v ∈ V (Λ) an µ using Lemma 4.3: 
The equation and hence the second condition follow from the following observation: Claim: If τ (µ) = µ we have τ (µ) − µ / ∈ Z < α 0 , ..., α s−1 >. Indeed, if we assume the contrary there exists (k 0 ., , , k s−1 ) ∈ Z s \{0}, such that τ (µ) − µ = s−1 i=0 k i α i . Taking the sum over the Σ-orbit we would obtain: 0 = r j=0 l j α j with (l 0 , ..., l r ) ∈ Z r \{0}, which would be absurd. ♦.
Let us verify the non-vanishing conditions mentioned in the lemma. The first is automatic for highest weight representations and we have already proven the second. For the third, assume µ not to be dominant, ie µ = r j=0 n j Λ j + nδ with n i 0 < 0. Since τ (µ) = µ we may assume 0 ≤ i 0 ≤ s − 1. Then, s i 0 µ = µ + n i 0 α i 0 and because of Lemma 4.3 (iv) we have p µ S(c 0 , ..., c s−1 , q)v = 0, for all v ∈ V (Λ j ) µ .
. Our next goal is to determine those Σ-invariant weights µ satisfying the conditions mentioned in the Lemma.
By the following reasoning we get restrictions on the values of n the coefficient of δ in µ = For µ ∈ D(Λ i ) we set n i (µ) := max{n ∈ Z| µ + nδ ∈ D(Λ i ). Then we can describe the set D(Λ i ) precisely: Lemma 4.6 Any element µ ∈ D(Λ i ) has one of the following forms: I: µ = Λ i + nδ, n ≤ n i (Λ i ) = 0 II: µ = Λ j + nδ with i = j and τǎ i = τǎ j , n ≤ n i (Λ i ) ≤ 0 and III: µ = j n j Λ j + nδ with j n j ≥ 2 and m j = 0, if τǎ i ≤ τǎ j and n ≤ n i (µ) ≤ 0.
Proof: By assumption there are non-negative integers k l , 0 ≤ l ≤ r satisfying:
Evaluation this formula on the derivation d yields −n = k 0 , whence the lemma. . Let us return to the characters evaluated on the section. Consider a Σ-invariant dominant integral weight µ = 
By reordering the index set {0, ..., s − 1} in increasing order of the τǎ j the matrix (
) will have upper block triangular shape: 
