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Abstract 
This short note will confirm the converse of Birkhoff's theorem and establish the following: 
Suppose L is a lattice satisfying the ascending chain condition (resp., the descending chain 
condition). Then L is distributive if and only if each element of L has a unique finite irredundant 
decomposition i to irreducibles. This conclusion has improved some related results of Dilworth 
(1961). In addition, some interesting corrollaries are presented. 
On the decomposability of lattices satisfying the chain condition, the classical 
theorem is due to Birkhoff [1,2], and concerns distributive lattices. The following 
result is its converse theorem. 
Theorem. Let L be a lattice satisfy&g the descending chain condition, if' each ele- 
ment of L has one and only one representation as an irredundant join of finite join- 
irreducible lements, then L is a distributive lattice. Dually, if L is a lattice satisfying 
the ascending chain condition in which each element has a unique representation as 
an irredundant meet of finite meet-irreducible elements, then L is distributive. 
To prove the theorem, we first show the following 
Lemma. I f  L is a lattice satisfying the conditions in the theorem. Then for every 
element a E L, L(a) = {xlx<~a, x E L} is a finite lattice (and dually . . . .  ). 
Proof. It is obvious that L(a) is a sublattice of  L satisfying the conditions in the 
theorem. Only the finiteness needs to be shown. 
The method demonstrated here can be used to generate all the irreducibles of  L(a). 
Without loss of  generality, suppose that a is reducible. Then it has a unique irredundant 
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decomposition into irreducibles VIE/° Pi (where I0 is a finite subset of natural number 
set /~). Let P0 = {Pil i E 10}. For every Pio E Po, there is at most one element (say 
aio) covered by it because of its irreducibility. I f  aio is irreducible, then we set pi ---- aio. 
Otherwise aio has a unique irredundant decomposition i to irreducibles VIE1,0 Pi (where 
Iio C t~ for each i0 E I0). Let Ii = Oi0clo Iio and P1 ----- {Pi [i E lz }. For PI,  we can repeat 
this process in the same way. From the chain condition, this process can only proceed 
on finite steps. And each Pi is a finite set because of the finiteness of decomposition. 
Therefore P = UiPi is a finite set and enumerate all irreducibles of L(a). Since P 
generates L(a) by join-operation, L(a) is finite consequently. 
Now we are ready to prove the theorem. For every x E L, let P(x) = {p[p<~x, p E 
L is irreducible}. Then x has a unique finite decomposition i to irreducibles VpEe(x) P, 
called as 'perfect decomposition'. By deleting the superfluous element, we can obtain 
the irredundant decomposition of x. 
For xl,x2 E L, denote their perfect decompositions by xk = Vi~l pl h (ik --- 0 or 1 
and k = 1, 2). It can be easily proved that the perfect decomposition of xl V x2 is 
equal to Vi6l max(it i2) Pi " . NOW we prove Vi~l min(it i2) Pi " is the perfect decomposition of 
Xl Ax2. It is obvious that this is a lower bound ofx l  and x2. Let m be one lower bound 
Of Xl and x2 and, VjEJqJ and ViElk Pi (Ik CL  k = 1, 2 and L Jc  [~) the irredundant 
decompositions of m and Xk. Then qj<<,m<~x~ ( j  E J, k = 1,2). We claim that there 
exist ik E Ik such that qj<~Pi~ (k = 1,2). Otherwise, qj and Pi (i E Ik)  are either 
incomparable for i E I~ C Ik, or qj > Pi for i E Ik/I~. From qj V xk = xk, we obtain 
two different irredundant decompositions qj v(Vict[ pi) and Victk pi. This contradicts to 
the uniqueness of irredundant decomposition. Hence qj is in the decompositions of both 
xl and x2. i.e., there exists f E I such that j~ j~ 1 and qj Pj' ~ Vt'El min(i,,i,) = = ~ Pi  -"  
Therefore ,  m VjEJ qJ ~ ViEI rain(i, i2) Pi ' . This shows that ~~1 rain(i, i2) = Pi ' is the infimum 
of Xl and x2. Of  course, this is the perfect decomposition of xj /x x2. 
Now we check the distributivity of L. For xl,xz,x3 E L, let their perfect decompo- 
sitions be xk = Vi~1 plk( k = 1,2, 3), respectively. Notice that the lattice of nonnegative 
integers with the natural order is distributive. We have 
min(h max(i*,i3)) 
xl A(x2 vx3)= V pi ' - 
iEl 
max(min(it,i.),min(il i~ )) I / 
V Pi  " '~ 
iEl 
=(x l  Ax2) v (x~ Ax3). 
This reads as the distributivity of L and the proof of the theorem is completed. [] 
The dual result can be proved in the similar way. 
Combining with the Birkhoff's theorem, we have the following consequences. 
Corollary 1. Suppose L is a lattice satisfying the chain condition (the ascending or 
descending chain condition). Then L is distributive if and only if every element of L 
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has a unique finite irredundant decomposition (into meet or join irreducible elements, 
respectively). 
Corollary 2. Suppose L is' a lattice satisfying the chain condition. Then L is dis- 
tributive if and only if every sublattice of L has the unique finite irredundant 
decomposability. 
Corollary 3. Suppose L & a lattice satisfying the chain condition and has the unique 
finite irredundant decomposability. So does every sublattice of L. 
The above conclusions how that the distributivity and the decomposability on the 
lattices satisfying the chain condition are equivalent and have improved some related 
results in [1,2]. 
In the following, we shall give some applications which are the immediate conse- 
quences of the theorem. The detailed proof will be omitted accordingly. 
We have known that the set of subgroups of a group partially ordered by inclusion 
is a lattice and the lattice of  normal subgroups of a group is modular. I f  G is a cyclic 
group we have the following: 
Proposition 1. The lattice L(G) of subgroups of a cyclic group G is distributive. 
Remark. If G is finite, the set L(IGI) of divisors of IGI ordered by divisibility is a 
distributive lattice. We can verify that L(IG[) and L(G) are isomorphic. If G is infinite, 
then L(G) is isomorphic with the distributive lattice of natural numbers ordered by 
divisibility. 
It is also well known that the set of ideals of a ring R ordered by inclusion forms 
a lattice. For the principal ideal domains, notice that it is factorial and satisfies the 
ascending chain condition [3]. We can prove the following: 
Proposition 2. The lattice L(D) of ideals of a principal domain D is distributive. 
On account of the fact that Euclidean domains are the principal idal domains, we 
have 
Proposition 3. The lattice L(E) of ideals of a Euclidean domain E is distributive. 
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