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ABSTRACT 
Using Sad’s theorem we show that the inverse eigenvalue problems are unsolva- 
ble almost everywhere if “too many” of the eigenvalues are equal. 
1. INTRODUCTION 
Let us consider the following inverse eigenvalue problem: For given real 
n x n matrices A,, A,,. . . ,A,,, and h = (A,,. . .,h,,)T E R”, find ci = (c,,.. ., 
c,)~IW~such thatthematrixA,+X~=“=,~~A~haseigenvaluesX,,...,h,. This 
problem has been studied by several authors (see Biegler-Konig [l] and the 
references contained therein). In this paper we are interested in the case 
where all matrices A,, A,, . . . , A, are symmetric and therefore the eigenval- 
ues of A, +Cy=“,,c, Ai are always real. It has been shown (Hadeler [2], 
Biegler-Konig [l]) that if the elements of A are sufficiently different, then the 
inverse eigenvalue problem is solvable. The aim of this paper is to show that 
the problem is unsolvable almost everywhere if “too many” of the eigenvalues 
h l,“‘, h, are equal. 
2. PROBLEM FORMULATION 
Let A(c) be an infinitely differentiable mapping from Iw” into the space 
of n X n real symmetric matrices, and let rO, r,, . . . , r, be nonnegative integers, 
7” + ri + . . . + r, = n. We say that the generalized inverse eigenvalue prob- 
lem (GIEP) is solvable at A, if there exist c E R” and Xi,. . . ,A, E R such that 
the matrix A, + A(c) has zero eigenvalue of multiplicity r0 and eigenvalues 
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x i, . . . , A, of multiplicity ri, . . . , r, respectively. The GIEP is said to be unsolva- 
ble almost everywhere (a.e.) if the set of matrices A, (in the vector space of 
symmetric matrices) at which it is solvable has (Lebesgue) measure zero. If 
the mapping A(c) is linear [i.e., A(c) 4 Cy=icIAi], then we clearly have the 
inverse eigenvalue problem mentioned earlier. 
3. A SUFFICIENT CONDITION FOR THE UNSOLVABILITY OF THE 
GENERALIZED INVERSE EIGENVALUE PROBLEM ALMOST 
EVERYWHERE 
In this section we shall prove the following theorem, which shows that the 
GIEP problem is unsolvable a.e. if the multiplicity numbers rO, ri,. . . ,r, are 
sufficiently large. 
THEOREM 1. The GIEP is unsolvable a.e. if 
The proof of Theorem 1 will be based on Sard’s theorem (e.g., Stemberg 
[4]), which we shall formulate now. 
DEFINITION. Let M, and M, be differentiable manifolds, and let F be a 
differentiable mapping of M, -+ M,. A point x E M, is said to be regular if the 
differential dF of F at x [as a linear transformation from the tangent space 
T,( M,) to the tangent space T,( M,), y = F(x)] is onto, i.e., its range is the 
whole space TJM,). The nonregular points of M, are called critical. A point 
y E M, such that F- ‘( y ) contains at least one critical point is called a critical 
value. 
We now state Sard’s theorem. 
THEOREM. Let F be an infinitely differentiable mapping of M, -+ M,. 
Then the critical values of F fm a set of measure zero. 
Proof of Theorem 1. We define the differentiable manifold M as the 
submanifold of WnXn formed by (e,, . . . ,e,) E lWnXn satisfying the following 
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equations: 
ez?ei = cYi i, i,j=l ,...,n. (2) 
The differentiable manifold M X [w k X lF! m will be denoted by M,, and the 
vector space of n x n real symmetric matrices by M,. We define the mapping 
F: M, + M, as follows: 
1 ,..., e,,X,c)= i Xi 
r, + r, 
F(e c (3) 
i=l j=ro+ ‘.. +r,_,+1 
where X =(A,,..., X,)T~Rkandc=(c,,...,~,)T~Rm.Anysymmetricma- 
trix A, can be represented in the form A, = Cy= r A,e,e’, where e,rej = Si j and 
x r, . . . , A, are the eigenvalues of A,. Therefore the GIEP is solvable at A, if 
and only if A, belongs to the range of F. Now we show that the range of F 
has zero measure. By Sard’s theorem it will be enough to show that all values 
of F are critical. The differential dF of F at (e,, . . . , en, X, c) can be easily 
calculated: 
dF(de,,..., de,,,dX,dc) 
=;xi c 
i 
r, + + q 
( dej)eT + ej( dej,)7 
i=l j=ro+ ... +r,_,+l 
+ 2hi 
i 
‘” + + r, 
c dX, + 5 A,dc,, 
i=l j=ro+ .‘. +r,_,+1 q=l 
where A i, . . . ,A, are symmetric matrices 
we have 
(de,)Tej+ er(dej) = 0, 
It follows from (2), (9, and (5) that 
m 
(4) 
possibly depending on c. From (2) 
i,j=l ,..*> 72. (5) 
eF( dF ) et = c e,‘A qet dc, , s,t =l,..., r,, (6) . 
q=l 
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and for ra + . . . +ri_i+l<S,t<r()+ ..* +rj, 
I 
m 
c e,‘A & dc4 , 
esT(dF)e, = q=1 
Aidhi + 5 eTA,e,dcq 
q=l 
s-=t, 
(7) 
s = t. 
Therefore the necessary condition for the differential dF to be onto is that the 
corresponding linear equations in dX,, . . . , dh,, dc,, . . . , de,, 
5 ej?A,e,dc, = bs,, 
q=l 
(8) 
Xi dX, + g eTA,e,dc, = b,, (for suitable s = t ), 
q=l 
where b,, = esTBet , are solvable for any symmetric matrix B. Note that by 
suitable choice of B any numbers bs,, s < t, in (8) can be obtained. Thus we 
have Ck+, c( 1; + 1)/2 linear equations with m + k unknowns. Therefore if the 
inequality (1) holds, then there is a symmetric matrix B such that the 
equations (8) are unsolvable and hence any value of F is critical. n 
REMARK 1. Let m = n, and denote the minimal rank of A, + A(c) over 
all c E R” by r = r( A,). From Theorem 1 we have that (n - r)( n - r + 1)/2 
< n, or equivalently r > [2n + 1 - (8n + 1)‘/‘]/2 = G(n) a.e. Shapiro [3] has 
shown that for the additive inverse eigenvalue problem 
A(c) = i cieieT, ei = ith unit vector, 
i=l 
+(n) is the greatest lower bound on r( A,) a.e. It can be proven by a method 
similar to the method presented here that +(n) is also a lower bound a.e. on 
r( A,,) in a case where A, and A(c) are real (possibly nonsymmetric) matrices. 
REMARK 2. It can be seen that in the case of the inverse eigenvalue 
problem the number m in (1) can be replaced by the maximal number of 
linearly independent matrices A,, . . . , A,. 
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