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We show how a pair of superconducting qubits coupled to a microwave cavity mode can be used to engineer
a single-atom laser that emits light into a non-classical state. Our scheme relies on the dressing of the qubit-
field coupling by periodic modulations of the qubit energy. In the dressed basis, the radiative decay of the first
qubit becomes an effective incoherent pumping mechanism that injects energy into the system, hence turning
dissipation to our advantage. A second, auxiliary qubit is used to shape the decay within the cavity, in such a
way that lasing occurs in a squeezed basis of the cavity mode. We characterize the system both by mean-field
theory and exact calculations. Our work may find applications in the generation of squeezing and entanglement
in circuit QED, as well as in the study of dissipative many-body phase transitions.
PACS numbers: 85.25.-j, 42.55.-f, 42.50.Dv, 42.50.Lc
Introduction.– Recent progress in experimental solid-state
quantum optics has led to exciting possibilities for the control
of quantum states of the electromagnetic field. Circuit quan-
tum electrodynamics (QED) [1, 2] is one of such new plat-
forms, and can be seen as the microwave counterpart of cavity
QED, with optical cavities and atoms replaced, respectively,
by linear and nonlinear superconducting circuits. The latter
are usually referred to as ‘artificial atoms’ or ‘superconduct-
ing qubits’. In circuit QED single emitters are placed perma-
nently, and different quantum-optical elements can be com-
bined by fabrication. The field emitted by those devices can
be integrated into circuits in the form of itinerant fields, and
hence, new ideas for generating quantum photonic states are
of major importance for applications of this emerging field.
In recent years various experiments have shown that lasing
by a single qubit is possible in this scenario [3, 4], while at the
same time the generation of squeezed states of the field via
Josephson parametric amplifiers has taken a lot of attention
[5–7]. Here we propose a scheme that is motivated by two of
the main advantages that circuit QED offers with respect to
their optical counterparts: (a) The transition frequency of su-
perconducting qubits is in the microwave domain. Thus, one
can modulate the system parameters with rates and amplitudes
comparable to the transition energy. This opens up the way
to a versatile control of qubit-field couplings with periodic
drivings [8]. In atomic systems, on the contrary, controlling
matter-light interactions typically involves Raman transitions
which rely on the atomic internal structure [9]. (b) Several
cavities and dissipative elements can be permanently coupled
to a single artificial atom. Thus, they provide us with an ideal
toolbox for engineering dissipative processes [10] that would
be very challenging to implement in atomic QED.
Those advantages can be fully exploited to design a dissi-
pative phase transition into a lasing phase in which light is
emitted into a squeezed state, that is, a non-classical state in
the sense of Glauber [11, 12]. In particular, we show that:
(i) By introducing a periodic energy driving of the qubit, we
are able to induce an effective counter-rotating type interac-
tion between this and the field, what turns the qubit relax-
ation into an effective population inversion mechanism, hence
turning dissipation into something useful. This leads to single
atom lasing into a classical, coherent state. (ii) A bi-periodic
driving allows us to shape the qubit-field interaction such that
photons are emitted into a squeezed photonic mode. A mean-
field description of this problem allows us to predict a lasing
transition. Surprisingly, if decay occurs by normal leakage
of photons out of the cavity, dissipation still drives the sys-
tem into a classical lasing phase. (iii) An additional qubit
can be used to induce a photon decay mechanism that cools
the EM field into a squeezed vacuum [8, 13]. The joint ac-
tion of that cooling process and the emission of light into a
squeezed mode, yields lasing into a squeezed state. (iv) Our
ideas can be implemented in circuit QED setups with state-of-
the-art experimental parameters, thus leading to a scheme that
goes beyond single-atom lasing into coherent states in atomic
[14] or solid-state [15, 16] systems.
In this work numerical solutions of the master equation al-
low us to characterize the steady-state of the system and we
show how finite-size effects modify the mean-field predic-
tions. In addition to applications related to bright sources
of squeezed or entangled light, our work paves the way to
the study of dissipative phase transitions in mesoscopic lat-
tice QED systems [17], since many-qubit extensions of our
scheme [18] pose an intriguing many-body problem where
strongly correlated phenomena could be analyzed.
Single artificial atom and cavity system.– As shown
schematically in Fig. 1, we consider one mode of a cavity cou-
pled to an artificial atom whose transition frequency is modu-
lated in time. Such a system is described by a time-dependent
Hamiltonian H(t) = H0 +Hint +Hd(t), with (we set h¯ = 1)
H0 = ωa†a+
ε
2
σz, Hint = g(a+ a†)σx,
Hd(t) =
nd∑
j=1
Ω jη j cos(Ω jt)σz, (1)
2Figure 1. (Left panel) Schematic proposal for a circuit QED architecture of the system: A superconducting qubit (transmon in the example)
is capacitively coupled to an LC resonator of frequency ωa, while its transition frequency between the ground |g〉 and excited |e〉 states
is modulated via the flux generated by an external circuit; the qubit is additionally coupled to an open transmission line which acts as an
environment to which it can radiate excitations, while the resonator is coupled to a read-out circuit which acts as a dissipative channel for
it. (Right panel) Scheme of the frequencies involved in the system: a bi-periodic modulation with frequencies matching the lower and upper
sidebands of the qubit-resonator system allows for independently tune the relative amplitudes of the rotating and counter-rotating processes in
which the qubit excitation is accompanied by the absorption or emission of a photon, respectively, see Eq. (3).
where we have assumed that the modulation is multi-periodic.
ω is the cavity frequency and a the corresponding annihilation
operator; σz,x are the Pauli operators associated to the qubit,
and Hd(t) describes nd periodic drivings with frequencies Ω j
and normalized amplitudes η j.
Additionally, we consider two dissipative channels, one de-
scribing the radiative decay of the qubit to an open transmis-
sion line at rate γ , and another for the cavity losses at rate
κ . Along the Letter we employ the notation L{O,Γ}[ρ ] =
Γ
(
2OρO†−O†Oρ−ρO†O
)
, such that the master equation
governing the evolution of the system’s state ρ reads
ρ˙ =−i[H(t),ρ ]+L{σ ,γ}[ρ ]+L{a,κ}[ρ ]. (2)
We will be considering a far-off resonant and weak cou-
pling regime (g ≪ ε,ω , |ε −ω |), such that in the absence of
driving the steady-state corresponds to the trivial photon vac-
uum. However, we show below that by switching on an ap-
propriate modulation Hd(t), energy can be injected into the
system, driving it into a lasing regime.
Shaping the qubit-field interaction.– Consider a bi-
chromatic driving (nd = 2) modulating at the upper and lower
sidebands of the qubit-cavity system, Ω1,2 = ε ∓ω , see Fig.
1. Moving to an interaction picture with respect to H0+Hd(t),
we show in the supplemental material [19] that the system dy-
namics is well captured by the time-independent Hamiltonian
˜H =−g˜
(
ua† + va
)
σ† +H.c., (3)
where we have defined the parameters u = J0(2η1)J1(2η2)/N
and v = J0(2η2)J1(2η1)/N, which satisfy the Bogoli-
ubov relation |u2 − v2| = 1 with the definition N2 =
|J20 (2η1)J21 (2η2)− J20(2η2)J21 (2η1)| being Jm(z) the Bessel
function of order m, as well as a renormalized coupling g˜ =
gN. Note that we are describing here the renormalization of
the qubit-field interaction by photon-assisted tunneling in a
non-perturbative regime with respect to the modulation am-
plitudes [20]. Hence, we see that a bi-periodic modulation al-
lows us to tune the relative weights of the rotating and counter-
rotating terms of the qubit-field interaction, what we exploit in
the following to generate lasing to coherent or squeezed states.
Single-qubit lasing.– Consider first the simple case η1 = 0,
in which we drive the qubit with a single frequency (u= 1,v=
0). In this case the qubit is coupled to the cavity mode through
a counter-rotating type interaction, so that the master equation
of the system reads
ρ˙ = ig[a†σ† + aσ ,ρ ]+L{σ ,γ}[ρ ]+L{a,κ}[ρ ]. (4)
By using the transformation σ ↔ σ†, we see that the qubit
relaxation is related to an effective spin-pumping mechanism
together with a co-rotating atom-light coupling. This leads to
our first result: the pumping provided via the periodic driving
induces a single-qubit lasing mechanism. Eq. (4) has been
studied in previous works, and mean-field theory predicts a
lasing transition that depends on the cooperativity parameter
C = g2/γκ . If C≫ 1 and the inversion rate is much faster than
the cavity losses, γ ≫ κ , the steady state of the cavity consists
in a coherent state with a random phase.
Engineering nonclassical lasing.– Let us now consider the
situation in which both driving amplitudes η1,2 are nonzero, so
that the qubit is coupled to a squeezed mode A = ua+ va† in-
stead of the original cavity mode a. Choosing |u|> |v|, the in-
teraction takes again a counter-rotating form ˜H =−g˜(A†σ† +
Aσ). This seems to suggest lasing into the squeezed mode A,
and thus emission of a bright squeezed state of light. However,
we show below that a careful study of the master equation
shows that this is not the case, since losses still take place by
photon decay in the the original cavity mode basis, a, through
the term La,κ in Eq. (2). We prove in the following that in
order to achieve lasing in the squeezed mode, A, cavity decay
has to occur in that basis. We thus introduce a second, aux-
iliary qubit, that will be used to control the photon decay in
the cavity, following the ideas introduced in [8]. We assume
3that the auxiliary qubit is controlled by the same driving pa-
rameters, except for an exchange of the amplitudes η1 ↔ η2
which makes |u|< |v|, such that one effectively generates the
rotating-type interaction ˜H ′ = −g˜′(A†σ ′† + Aσ ′), where σ ′
and g˜′ correspond to operators and couplings of the auxiliary
qubit, respectively. The latter has a decay rate γ ′, such that
in the limit γ ′ ≫ g˜′
√
〈a†a〉, it can can be adiabatically elimi-
nated. Finally, we obtain the master equation,
ρ˙ = ig˜[A†σ† +Aσ ,ρ ]+L{σ ,γ}[ρ ]+L{a,κ}[ρ ]+L{A,κ ˜C′}[ρ ].
(5)
If condition ˜C′ = g˜′2/γ ′κ ≫ v2 is met, the effective dissipator
in the squeezed mode L{A,κ ˜C′} dominates the natural cavity
dissipation L{a,κ}. Here we expect the system to behave as
a single-qubit laser for the squeezed mode A, and hence as a
nonclassical laser with respect to the original cavity mode a.
In order to get an approximate description of the steady-
state predicted by this master equation, we apply a mean-field
approximation in which ρ is assumed to be separable in the
qubit-field subspaces [21]. Defining the expectation values
F = 〈A〉, S = i〈σ〉∗, and D = −〈σz〉, we get the nonlinear
system of equations
˙F =−κ(1+ ˜C′)F + g˜S, ˙S =−γS+ g˜DF,
˙D =−2g˜(SF∗+ S∗F)− 2γ (D− 1) , (6)
which are the so-called Maxwell-Bloch equations well known
in laser physics [21, 22]. The steady-state solution of these
equations predicts a lasing transition depending on the cooper-
ativity parameter ˜C = g˜2/γκ(1+ ˜C′), which separates a trivial
phase with ¯FA = ¯S = 0 and ¯D = 1 (bar indicates steady-state
values within the mean-field approximation) for ˜C < 1, from
a bright phase when ˜C > 1 in which
¯F =
√
γ( ˜C− 1)
2κ ˜C
eiθ , ¯S = g˜
˜Cγ
¯FA, ¯D =
1
˜C
, (7)
where θ is an arbitrary phase not fixed by the equations. Note
that deep into the lasing regime ( ˜C→∞) the number of (mean-
field) photons depends solely on the ratio κ/γ .
The mean-field approximation allows us also to estimate
the reduced steady state of the field ρf = trqubit{ρ}. For this,
we just use the fact that within this approximation the state is
separable in the qubit-field subspaces, so that taking the partial
trace of (5), and using (7), we get
(1+ ˜C′)[ ¯FA†− ¯F∗A, ρ¯f]+L{uA−vA†,1}[ρ¯f]+L{A, ˜C′}[ρ¯f] = 0,
(8)
which, using the parametrization {u = coshr,v = sinhr} with
r ∈ [0,∞[ (we assume from now on u,v > 0 without loss of
generality), is easily shown to have the following Gaussian
state as a solution (see the Supplemental Material [19, 23]):
ρGf ( ¯F , ˜C′,r) = DA( ¯F)SA(r˜)ρth,A(n˜)S†A(r˜)D
†
A(
¯F), (9)
where we have defined the displacement and squeezing op-
erators DA(α) = exp(αA† −α∗A) and SA(r) = exp[r(A†2 −
A2)/2], respectively, and the thermal state
ρth,A(N) =
∞
∑
n=0
Nn
(1+N)1+n
|n〉A〈n|, (10)
|n〉A referring to the Fock states associated to mode A, and
where the squeezing parameter and thermal occupation num-
ber of the Gaussian state are given by
r˜ = ln{[exp(2r)+ ˜C′]/[exp(−2r)+ ˜C′]}/4, (11)
n˜ =
{√
[exp(2r)+ ˜C′][exp(−2r)+ ˜C′]/(1+ ˜C′)2− 1
}
/2.
Then, taking into account that the mean-field solution (7) as-
sumes spontaneous symmetry breaking, whereas in reality the
statistics over many realizations would show a random phase
θ , our mean-field ansatz is given by the mixture
ρ¯f(|F |, ˜C′,r) =
∫ 2pi
0
dθ
2pi
ρGf (F, ˜C′,r). (12)
This mean-field state is a generalization of the usual coherent-
state mixture found in the laser [22, 24, 25]; below we discuss
how well it describes the system compared to the exact steady
state, but, before doing so, let us consider two physically rel-
evant limits. First, the limit ˜C′≫ exp(2r), in which r˜ = 0 and
n˜ = 0, so that the ansatz can be written as
ρ¯ (1)f =
∫ 2pi
0
dθ
2pi
DA( ¯F)|0〉A〈0|D†A( ¯F) (13)
=
∫ 2pi
0
dθ
2pi
S†a(r)Da( ¯F)|0〉a〈0|D†a( ¯F)Sa(r);
we see that, as expected, in this limit the state is just a bal-
anced mixture of all the coherent states of mode A with the
same mean-field amplitude | ¯F |, which is the ideal laser state.
Hence, this is the limit in which our system works as a non-
classical laser, since this state corresponds to a mixture of
squeezed coherent states in the basis of the original cavity
mode (as shown explicitly after the second equality). The sec-
ond limit we want to consider is ˜C′ → 0, that is, the limit in
which we do not add a second qubit to engineer dissipation in
the squeezed mode A. In this case, n˜ = 0 again, but r˜ = r, so
that the mean-field ansatz can be written as
ρ¯ (2)f =
∫ 2pi
0
dθ
2pi
DA( ¯F)SA(r)|0〉A〈0|S†A(r)D
†
A(
¯F) (14)
=
∫ 2pi
0
dθ
2pi
Da(u ¯F− v ¯F∗)|0〉a〈0|D†a(u ¯F− v ¯F∗);
this shows that without the help of the second qubit, the lasing
process is still classical from the point of view of the original
mode a, that is, the state is a mixture of coherent states.
Our laser works in a mesoscopic photon number regime in
which the validity of the mean-field solution must be handled
with care, and hence we proceed to study numerically the ex-
act steady state of (5). In the solid, blue curve of Fig. 2(a) we
show the fidelity F between this exact steady state and the
mean-field ansatz (12), as we move up into the lasing transi-
tion for 90% of quadrature squeezing (r ≈ 1.15), κ/γ = 0.02,
4Figure 2. (a) Fidelity between the mean-field ansatz (12) and the exact steady state of the system, as a function of the cooperativity ˜C, for
κ/γ = 0.02, r≈ 1.15 (90% of quadrature squeezing), and ˜C′ = 10. The solid, blue curve corresponds to the exact steady state of Eq. (5), while
in the other curves the effect of the second qubit is considered for g˜′/γ ′ = 0.02 (dashed red), 0.05 (dotted yellow), and 0.07 (dashed-dotted
green); the inset shows the fidelity as a function of the ratio g˜′/γ ′, fixing the parameters as in the main plot, plus ˜C = 5. We also show density
plots of the Wigner functions corresponding to the steady-state of (5) for ˜C = 5 and κ/γ = 0.02, and two values of ˜C′, 10 (b,c) and 0.01 (d,e),
in which the states are well approximated by (14) and (15) respectively.
and ˜C′= 10 (similar curves are found for other values of ˜C′). It
can be appreciated how the mean-field ansatz adapts very well
to the exact steady state above the lasing transition. In addi-
tion, in the rest of the curves of Fig. 2(a), we show the fidelity
between the ansatz and the exact steady state of the system
when the second qubit is not adiabatically eliminated, for dif-
ferent values of g˜′/γ ′; we can appreciate that g˜′/γ ′ . 0.03 is
needed in order to achieve the lasing conditions we seek for.
In order to characterize better the state in the different
regimes, Figs. 2(b)-(e) show the Wigner functions corre-
sponding to the limiting situations ˜C′≪ 1 and ˜C′≫ v, charac-
terized by states (14) and (15), respectively—see [19, 23, 26–
28] for the details of their evaluation—. In particular, in Figs.
2(d) and 2(e) we plot these Wigner functions in the phase
space of the original cavity mode a, which is what would be
reconstructed in a tomography experiment along the lines of
[6, 29]. Let us remark that, since all our Wigner functions are
positive everywhere in the phase space formed by the quadra-
tures xc = c† + c and pc = i(c†− c), where c = A or a, these
can be interpreted as just the joint probability distribution de-
scribing measurements of these observables.
Physical implementation in circuit QED setups.– In order to
make some connection with physical setups, let us propose a
concrete circuit QED architecture with which it should be pos-
sible to test our ideas. This is sketched in Fig. 1: a transmon
qubit [30, 31] is capacitively coupled to an LC circuit, while
its transition frequency is modulated via the flux generated by
an external circuit which drives the Josephson loop. We take
ε/2pi = 10GHz, ω/2pi = 4.5GHz, and g/2pi tunable up to
40MHz, which are common parameters in state of the art su-
perconducting circuits [29]. In addition, the qubit is strongly
coupled to an open transmission line, what induces a relatively
fast radiative decay rate γ/2pi = 15MHz, while a read-out cir-
cuit induces a damping rate κ/2pi = 30KHz on the LC res-
onator. Single-qubit lasing with cooperativities and photon
numbers up to 2000 and 250, respectively, can be achieved
with this parameters. In order to generate the squeezed las-
ing proposed in the Letter, one could include a second qubit
with g′/2pi tunable up to 70MHz and a strong radiative de-
cay γ ′/2pi = 250MHz, conditions in which its adiabatic elim-
ination should be valid. As for the driving parameters, let
us fix η2 = 0.2, such that the corresponding physical mod-
ulation amplitude would be Ω2η2 = 2.9GHz which is quite
reasonable. For this small normalized amplitude, we can ap-
proximate tanhr = v/u ≈ η1/η2, so that 90% of quadrature
squeezing (r≈ 1.15) is obtained by choosing η1 ≈ 0.16; then,
and taking into account that the renormalized coupling can
also be approximated by g˜ ≈ g
√
η22 −η21 (similarly for g˜′),
one can get up to cooperativities ˜C = 5 and ˜C′ = 10, enough
to see the phenomena introduced in the Letter.
Conclusions and Outlook.– In this Letter we have shown
how to engineer a single-atom laser that emits light into a non-
classical state in a circuit QED scenario. Our scheme relies
only on the modulation of the transition frequencies of two
qubits with periodic drivings and exploits their radiative de-
cay to our advantage: for one qubit it is turned into the effec-
tive population inversion mechanism needed for lasing, while
for the other it allows engineering the cavity dissipation such
that the lasing process becomes nonclassical. The generaliza-
tion of our ideas to the generation of multi-mode squeezed
and entangled states is straightforward, while the extension
of our work to many qubits would allow studying strongly-
correlated phenomena with circuit QED setups, providing the
exciting possibility of preparing non-trivial many-body states
dissipatively [32–36]. In addition to this, our laser works in a
mesoscopic regime in which its response to a weak coherent
signal could be studied to explore the physics of spontaneous
symmetry breaking.
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Supplemental material
In this supplemental material we offer a detailed derivation
of three points of the main Letter: (i) the time-independent
Hamiltonian which captures the dynamics induced by the full
time-dependent Hamiltonian modeling the driven qubit-field
system; (ii) the Gaussian-state solution of the field within the
mean-field approximation; and (iii) the construction of the
Wigner functions from the density matrices obtained numeri-
cally in the Fock basis.
EFFECTIVE TIME-INDEPENDENT HAMILTONIAN
In the main Letter, we claimed that the dynamics induced
by the time-dependent Hamiltonian H(t) = H0+Hint+Hd(t),
with
H0 = ωa†a+
ε
2
σz, Hint = g(a+ a†)σx,
Hd(t) =
2
∑
j=1
Ω jη j cos(Ω jt)σz, (15)
is well captured by the time-independent one
˜H =−g˜
(
ua† + va
)
σ† +H.c., (16)
where g˜ is a renormalized coupling and the parameters u and v
satisfy the Bogoliubov relation |u2−v2|= 1, provided that one
works far from the strong-coupling regime and off-resonance
(ω ,ε, |ε−ω |≫ g), and chooses the upper and lower sideband
modulations Ω1,2 = ε ∓ω . In this first section of the supple-
mental material we prove this statement rigorously.
To this aim, let us first move to the interaction picture de-
fined by the transformation operator
Uc(t) = exp
[
−iH0t− i
∫ t
0
dτHd(τ)
]
(17)
= exp
[
−iωta†a− i
(
εt
2 +
2
∑
j=1
η j sinΩ jt
)
σz
]
,
which transforms the state of the qubit-field system as ρ →
ρI =U†c ρUc, so that it evolves now according to the Hamilto-
nian
HI =U†c [H0 +Hd(t)]Uc−H0−Hd(t) (18)
= g
{
aσ exp
[
−i
(
ωt + εt +
2
∑
j=1
2η j sinΩ jt
)]
+aσ† exp
[
−i
(
ωt− εt−
2
∑
j=1
2η j sinΩ jt
)]}
+H.c.,
where we have used
U†c aUc = aexp(−iωt), (19)
U†c σUc = σ exp
[
−i
(
εt +
2
∑
j=1
2η j sinΩ jt
)]
. (20)
The next step in the derivation consists in using the fact that
the sine function is the generator of the Bessel functions, what
means that
exp(2iη j sinΩ jt) =
+∞
∑
n=−∞
Jn(2η j)exp(inΩ jt), (21)
leading to the Hamiltonian
HI = h¯g
[
α(t)aσ† +β (t)aσ]+H.c., (22)
with
α(t) =
+∞
∑
n1,n2=−∞
Jn1(2η1)Jn2(2η2)e−i(ω−ε−n1Ω1−n2Ω2)t ,
(23a)
β (t) =
+∞
∑
n1,n2=−∞
Jn1(2η1)Jn2(2η2)e−i(ω+ε+n1Ω1+n2Ω2)t .
(23b)
This Hamiltonian has both rotating (aσ†) and counter-rotating
(aσ ) terms; however, these terms will contribute to the dy-
namics of the system only if some of the complex exponen-
tials appearing in the definition of α(t) and β (t) vary slowly
compared to g (rotating-wave approximation), that is, intro-
ducing Ω1,2 = ε ∓ω , the rotating term will contribute only
for (m1,m2) such that
|(1+m1 +m2)ω− (1+m1−m2)ε| ≪ g, (24)
while the counter-rotating term will enter the dynamics only
if
|(1− q1+ q2)ω +(1+ q1+ q2)ε| ≪ g, (25)
for some combination (q1,q2). It is possible to find exponen-
tials which oscillate slow compared to g both in α(t) and β (t).
In particular, provided the no multi-photon resonances are al-
lowed within the coupling strength, that is
|mε− nω | ≫ g ∀mn = 1,2, ..., (26)
6only one term of α(t) and another of β (t) survive, the ones
with (m1 = −1,m2 = 0) and (q1 = 0,q2 = −1), respectively.
Note however that it is enough that condition (26) holds for
small m and n, as if the multi-photon resonance occurs only
for large ones, only high order Bessel functions kick in, and
then the terms previously found are still the only ones which
contribute to α(t) and β (t) approximately. For example,
for the frequencies chosen in the Letter, ε/2pi = 10GHz and
ω/2pi = 4.5GHz, the first multi-photon resonance that satis-
fies (24) is (m1 = 28,m2 = 11), which gives a negligible con-
tribution to α(t) unless the modulation amplitudes η j are ex-
tremely large.
Under such conditions, the Hamiltonian (22) takes the form
HI ≈ g
[
J−1(2η1)J0(2η2)a+ J0(2η1)J−1(2η2)a†
]
σ† +H.c.;
(27)
now, using the property J−1(x) =−J1(x), and defining the pa-
rameters
v =
J1(2η1)J0(2η2)√∣∣J21 (2η1)J20 (2η2)− J20(2η1)J21 (2η2)∣∣ , (28a)
u =
J0(2η1)J1(2η2)√∣∣J21 (2η1)J20 (2η2)− J20(2η1)J21 (2η2)∣∣ , (28b)
g¯ = g
√∣∣J21(2η1)J20 (2η2)− J20(2η1)J21 (2η2)∣∣, (28c)
we obtain the Hamiltonian (16) as we wanted to prove.
GAUSSIAN-STATE SOLUTION TO THE MEAN-FIELD
EQUATION
In this section we find the steady-state solution of the mas-
ter equation
ρ˙f = (1+ ˜C′)[ ¯FA†− ¯F∗A,ρf]+L{a,1}[ρf]+L{A, ˜C′}[ρf], (29)
with a = Acoshr−A† sinhr, which corresponds to the state
of the cavity field within the mean-field approximation. Note
that given any field operator O, we can find the evolution equa-
tion of its expectation value as
〈 ˙O〉= tr{Oρ˙f}= (1+C′)〈[O, ¯FA†− ¯F∗A]〉+ 〈a†[O,a]〉
+〈[a†,O]a〉+ ˜C′〈A†[O,A]〉+ ˜C′〈[A†,O]A〉. (30)
Now, since equation (29) is quadratic in annihilation and
creation operators (A,A†), its steady state ρ¯f is Gaussian (from
now on the bar denotes steady-state values), meaning that it is
completely characterized by its first and second moments [23].
In particular, using (30) it is simple to find 〈A〉= ¯F ,
〈A†A〉= | ¯F |2 +
sinh2 r
1+ ˜C′
, (31a)
〈A2〉= ¯F2 +
sinh2r
2(1+ ˜C′)
. (31b)
Defining the quadratures xA = A† + A and pA = i(A† − A),
the vector operator rA = col(xA, pA), and the corresponding
mean vector dA = 〈rA〉 and covariance matrix VA with ele-
ments VA, jk = 〈rA, jrA,k〉−〈rA, j〉〈rA,k〉, we then get a state with
Gaussian Wigner function
¯Wf(RA) =
1
2pi
√
det ¯VA
e−(RA−
¯dA)T ¯V−1A (RA− ¯dA)/2, (32)
where RA = col(XA,PA) are phase space variables associated
to the quadrature operators (in the main Letter we kept the
names xA and pA for these c-numbers in Fig. 2 for simplicity),
and
¯dA = 2col(Re{ ¯F}, Im{ ¯F}), (33a)
¯VA =
1
˜C′+ 1
(
˜C′+ e2r 0
0 ˜C′+ e−2r
)
. (33b)
In order to gain more insight, we are going to write this
Gaussian state in a different manner. Concretely, it is well
known that any single-mode Gaussian state can always be
written in the form [23]
ρ = DA(α)RA(ϕ)SA(r˜)ρth,A(n˜)S†A(r˜)R
†
A(ϕ)D
†
A(α), (34)
where we have defined the displacement DA(α) = exp(αA†−
α∗A), phase-shift RA(ϕ) = exp(iϕA†A), and squeezing
SA(r˜) = exp[r˜(A†2−A2)/2] operators, as well as the thermal
state ρth,A(n˜), which is a Gaussian state with zero mean vec-
tor and covariance matrix Vth,A(n˜) = (2n˜+ 1)I2×2. The dis-
placement parameter α coincides with the mean of the state,
what in our case means α = ¯F , while no phase-shift is needed
(ϕ = 0) for a state with a diagonal covariance matrix as (33b).
On the other hand, since the entropy is invariant under unitary
transformations, and for a single-mode state it depends solely
on the determinant of the covariance matrix [23], the thermal
photon number parameter n˜ is found by matching the deter-
minants of Vth,A(n˜) and ¯VA, that is, (2n˜+1)2 = det ¯VA. Finally,
SA(r˜) squeezes (anti-squeezes) the momentum (position) vari-
ance by a factor e−2r˜ (e2r˜), and hence the squeezing parameter
r˜ is found from the asymmetry of the covariance matrix, that
is, exp(4r˜) = ¯VA,11/ ¯VA,22. Combining all these results, (34)
is turned into the Gaussian state ρGf that we introduced in the
Letter.
Note finally that, given the relation A = S†a(r)aSa(r), the
relation between the Fock basis of the squeezed and original
cavity modes is |n〉A = S†a(r)|n〉a, and hence the Gaussian state
(34) with ϕ = 0 can be written as
ρ = S†a(r)Da(α)Sa(r˜)ρth,a(n˜)S†a(r˜)D†a(α)Sa(r), (35)
in the basis of the original cavity mode.
WIGNER FUNCTIONS FROM THE DENSITY MATRIX
All our numerics have been performed by using the Fock
states {|n〉A}n=0,1,...,NA of the squeezed mode A as the basis
7of the field’s Hilbert space (truncated to a large enough pho-
ton number NA), what gives us the reduced state of the cav-
ity mode represented as ρf = ∑NAmn=0 ρAmn|m〉A〈n|. In this sec-
tion we explain how to find the Wigner functions in the phase
space of both the squeezed mode A and the original cavity
mode a, starting from this representation of the state.
Let us write the polar form of the coordinate vector in the
phase space of mode A as RA = RA(cosφA,sinφA). Hence,
based on the following result [26–28] for the Wigner function
of the operator |m〉A〈n|:
Wmn(RA,φA) = (−1)
n
pi
√
n!
m!
eiφA(m−n)Rm−nA (36)
×Lm−nn (R
2
A)e
−R2A/2,
where Lpn(x) are the modified Laguerre polynomials and we
have assumed m ≥ n (note that Wnm =W ∗mn), we get
WA(RA,φA) =
NA∑
mn=0
ρAmnWmn(RA,φA), (37)
which gives us the desired relation between the density matrix
ρA and the Wigner function WA(RA) in the phase space of the
squeezed mode A.
On the other hand, in order to find the Wigner function in
the phase space of the original cavity mode a, we just use
the fact that A = S†a(r)aSa(r) is equivalent to the symplectic
transformation [23] RA = S (r)Ra between the correspond-
ing phase spaces, with S (r) = diag(er,e−r). Hence, given
the Wigner function evaluated with (37) in the phase space of
mode A, the Wigner function in the phase space of mode a is
found as Wa(Ra) =WA[S (r)Ra].
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