This study applies the discrete wavelet transform (DWT) to decompose the unit hydrograph, thereby generating parsimonious reparameterizations of the unit hydrograph. A model compression method is then employed to significantly compress the unit hydrograph requiring that fewer coefficients be estimated. Moreover, a wavelet-based linearly constrained least mean squares (WLCLMS) algorithm is also used to estimate on-line the wavelet coefficients of the unit hydrograph. The updated wavelet coefficients of the unit hydrograph, convoluted with effective rainfall input in the wavelet domain, allow for accurate prediction of one-step-ahead runoff in the time domain. The proposed approach allows the unit hydrographs to vary in time and accurately predicts runoff from a basin in Taiwan, thus making it highly promising for flood forecasting.
INTRODUCTION
Typhoons frequently occur in Taiwan, inducing heavy rainfall and flooding that lead to substantial loss of life and property. Short, steep upstream channels characterize all watersheds in Taiwan. The feasibility of using flood forecasting to provide protection and warning systems has thus received increasing interest. Flood forecasting is based on rainfall-runoff relationship modelling. Conventional rainfall-runoff schemes employ a one-dimensional response function (i.e. the unit hydrograph) to approximate the dynamic behaviour of a rainfall-runoff relationship.
The unit hydrograph (UH), developed in 1932, plays a critical role in predicting the runoff hydrograph. However, the UH has many limitations in application. For instance, linearity and time-invariance form the basis of the UH theory. Despite the extensive use Open for discussion until 1 April 2003 of the UH, the linear time invariant relationship between rainfall and runoff is not strictly valid. Consequently, the UH with time-varying characteristics, i.e. the ability to adapt to its surrounding environment, is necessary. Although hydraulic equations, which characterize surface flow, are nonlinear, comparative studies have demonstrated that the combined effect of nonlinearities can be small (Raudkivi, 1979) . The identified UH may differ considerably among different storm events (Rao & Delleur, 1971) . Therefore, generalization of a watershed response is difficult and runoff predictions obtained by the UH methods may be quite erroneous. Forecasts should be based on observed streamflow information, and modified by forecast errors. Such modification can be achieved by allowing the ordinates of the UH to be time-variant, involving their adaptive estimation at each time point. Nevertheless, the number of estimated parameters (equal to the number of ordinates of the UH) may be large, implying that a parsimonious description of the rainfall-runoff relationship has not been achieved (O'Connell & Clark, 1981) . Nikolaou & Mantha (2000) demonstrated the feasibility of exploiting wavelets and their time-frequency localization properties to generate parsimonious reparameterizations of linear finite impulse response (FIR) models by compressing the underlying FIR kernel. Owing to the unique sparse structure of the wavelet transform, many coefficients are approximately equal to zero. Thus it is possible to reparameterize the UH model in terms of wavelet coefficients and generate the new UH with a dimension equal to that of the original UH without destroying the model's structure.
In addition, the physical characteristics of the rainfall-runoff relationship are time varying and the impulse responses (i.e. the UHs) at different time indexes could vary. This study extends the concept of reparameterizations to the time-varying UHs. The least mean squares (LMS) algorithm has been extensively applied owing to its simplicity and robustness to signal statistics. Wang & Wu (1995) presented a novel approach to identify structural parameters using the LMS adaptive transversal filter. Their approach allows for relatively easy simulation and rapid data processing.
The UH is actually a linear FIR model with the constraint that the sum of the coefficients equals 1. The wavelet-based linearly constrained least mean squares (WLCLMS) algorithm is employed to estimate on-line the coefficients of the new UH in the wavelet domain such that the reconstruction UH in the time domain satisfies the condition that the sum of the coefficients equals 1 at each time index. The resulting approach allows the UH to vary in time, thus making it highly promising for flood forecasting.
In the proposed approach, the discrete wavelet transform (DWT) first transforms the original UH kernel. Model compression is then used to reduce the number of coefficients by setting them equal to zero. In addition to retaining the same structure as the original model, the resulting parsimonious model is simpler to be estimated, and can be easily converted into the original form by employing the inverse discrete wavelet transform (IDWT). A WLCLMS algorithm is then used to estimate the wavelet coefficients of the UH in the wavelet domain at each time index, allowing one to predict the runoff in the time domain. To illustrate the effectiveness of the proposed methodology, a case study of a small watershed in Taiwan is presented.
ESTIMATION OF THE UH USING THE LEAST SQUARES METHOD
The UH is a direct runoff hydrograph resulting from a unit of effective rainfall distributed uniformly over a basin during a specified time duration. Different methods have been developed to estimate the UHs; the simplest of which is the least squares (LS) method. In practice, however, LS estimation of the UHs may induce oscillations and negative ordinates due to the high autocorrelation of effective rainfall data for input.
When the LS method is applied to the observed realizations of rainfall and runoff, the rainfall-runoff relationships cannot be expected to represent river basin behaviour exactly. Correspondingly, an error term is necessary to complete the specification of the relationship. Let a linear system to be estimated be given by (Takahashi et al, 1998) :
is an input vector (effective rainfall) and {y k } is the output (direct runoff). In addition, {v k } is a Gaussian white noise with zero mean and variance o v~, which is independent of the input signal {x k }. The system response has two constraints: (a) the continuity condition i requires " s^h n = 1, and (b) h" > 0 (negative values for discharge must be excluded).
Collecting the input-output data from time 1 to N, allows one to express data in a compact form (Takahashi et al, 1998) :
where j/ /V = \y\, y 2 , -^vf, v N = [v,, v 2 ,..., v N ] T , anâX N =[x\,x 2 , ...,x^T. A solution must be developed to minimize the error y N -y N between the observed direct runoff, y N and estimated direct runoff, y N .
The ordinary LS estimate h can be given as (Takahashi et al 1998) :
where EN is an input correlation matrix whose elements are an autocorrelation function of the input signal, and r N is a cross-correlation vector of the input and output. However, this method can not easily derive the solution because many repeated and blank entries in A/v create difficulties during the inversion ofE N .
WAVELET THEORY
The definitions of wavelets used herein were taken from Rao & Bopardikar (1998) and Bayazit & Aksoy (2001) , and are presented herein for convenience. The definitions are as follows: a wavelet \|/(?) is a function with the following properties (Rao & Bopardikar, 1998 ): 1. The function integrates to zero:
The function is square integrable or, equivalently, has finite energy:
The wavelet \\r a ,b(f), which has the same energy (variance) as \|/ (7), is defined as (Bayazit &Aksoy, 2001) :
a where a denotes a scale variable and b represents a translation variable. A simple wavelet is the Haar wavelet, defined as (Bayazit & Aksoy, 2001) :
The continuous-time wavelet transform (CWT) of a function q(t) with respect to a wavelet \j/(?) is defined as (Bayazit & Aksoy, 2001) :
where V«.*(0 denotes the conjugate of y a ,b(t). Inverse continuous-time wavelet transform (ICWT) is (Bayazit & Aksoy, 2001) :
where C= f Jl dco
with ^(CÛ) being the Fourier transform of \|/(?)- Bayazit & Aksoy (2001) gave equations for the discrete case:
where <i(«, /) is the DWT, namely wavelet coefficients (i.e. data in the wavelet domain), defined as (Bayazit & Aksoy, 2001) :
where n and / are integers, n represents a scale variable, and / is a translation variable. The wavelet transform is applied in several different fields to decompose a signal by linear filtering through filters with impulse responses that are generated by dilation of a signal function (wavelet), and then reconstructing it. For a given sequence of scalar deterministic signals, {x k "}, at a fixed resolution level n, a lower resolution signal can be acquired by low-pass filtering with a half-band low-pass filter which has an impulse response {/*}. Specifically, a sequence of the lower resolution signal (indicated by an index L) is obtained by downsampling the output of the low-pass filter by two, so that (Chui & Chen, 1999) :
where n denotes a fixed resolution level. The wavelet coefficients, as a complement to x'l^, are denoted by {x" k^ }, which can be calculated by first using a high-pass filter with an impulse response {gk} and then downsampling the output of the high-pass filtering by two, which yields (Chui & Chen, 1999) :
The original signal {**"} can be reconstructed from the two filtered and downsampled (lower resolution) signals, {x" k~* } and {x" k~l }, as (Chui & Chen, 1999 ):
The DWT is designated using the manipulations defined by equations (13) and (14), while the IDWT is defined by equation (15).
Consider a sequence of signals at resolution level n with length L:
The following operator forms (Chui & Chen, 1999) can express equations (13) and (14):
X£=F^XI
. and X^ =G"~xXl where operators F"" 1 and G" A comprise low-pass and high-pass filter responses which are mapped from level n to level n -1. Likewise, when mapping from level n -1 to level n, equation (15) can be expressed in operator form as (Chui & Chen, 1999) :
Meantime, the orthogonality constraints in operator are expressed as (Chui & Chen, 1999) :
and
MULTIRESOLUTION ANALYSIS WITH A HAAR WAVELET
The decomposition of a signal (multiresolution analysis) with a Haar wavelet (Rao & Bopardikar, 1998 ) is now considered. For a certain value of n, q"(t) is defined as the average of q(t) over an interval of size 2" (Bayazit & Aksoy, 2001) :
2 J2 ' For n = -oo, ...,-1, 0, 1, ..., °o, q n (t) will take the following form (Bayazit & Aksoy, 2001) :
?-(') = ?(*) 9 -lW = 2 J//2 9(T)rfr 2 <X<~T~
1 f2('+l) 2 4,(7) = -p + ^(x)rfx 2/<x<2(/ + l)
9.(0 = 0
The resolution will decrease with increasing n. The difference between the successive average q".\{t) and q"(t) is defined as the detail function (Bayazit & Aksoy, 2001) :
s"(t) = q"l (t)-q"(t) (21)
Evidently (Bayazit & Aksoy, 2001) :
Comparing equations (11) and (23) produces (Bayazit & Aksoy, 2001 ):
s n (t)=f i d(n,l)2-nn -y(2-t-l)
Consequently, multiresolution analysis using the detail functions s"(t) in the time domain is identical to wavelet decomposition with a Haar wavelet. Nikolaou & Mantha (2000) verify that the smoothing of impulse responses can be obtained via wavelet compression. Using this idea, the DWT of the UH was calculated, and the numerically insignificant wavelet coefficients (i.e. data in the wavelet domain) were set to zero by a hard thresholding process, thus yielding the resulting identified UH as being much smoother than uncompressed one. Furthermore, the multiresolution analysis applied by Bayazit & Aksoy (2001) involves the decomposition of the signal into its detail functions, data in the time domain possessing 2' ' x N parameters for a TV-level decomposition, and later reconstruction by summing the detail functions to obtain the original signal. The multiesolution analysis applied herein involves decomposing the signal into its wavelet coefficients, data in the wavelet domain only possessing 2 A parameters for a TV-level decomposition, via DWT and the original signal can be reconstructed from lower resolution wavelet coefficients via IDWT.
Therefore, decomposition (multiresolution analysis) is performed herein using a filter bank to obtain the wavelet coefficients {x n k } (or d(«, /)) in the wavelet domain rather than detail functions s"(i) in the time domain.
A filter bank can simultaneously decompose the signal into multiple levels. For instance, the following composite transform can be applied to decompose X/ into two levels (Chui & Chen, 1999) :
is an orthogonal matrix, simultaneously mapping^" onto both levels of the filter bank. An example of two-tap Haar wavelet transformation which is applied through the investigation now being examined, in which the low-pass and high-pass filters are (Hong et ai, 1998) :
Meanwhile, the corresponding two-level transform matrix is given by (Hong et al., 1998) :
which is clearly an orthogonal matrix.
DECOMPOSITION OF THE UNIT HYDROGRAPH
The DWT of a vector is the outcome of a linear transformation that produces a new vector of dimension equal to that of the primeval vector. Operation of this trans-formation is also called decomposition, and can be accomplished efficiently by using Mallat's MRA algorithm (Mallat, 1989) . The components necessary for computing DWT are two discrete filters, i.e. the decomposition low-pass filter F and the decomposition high-pass filter G, that are associated with the primal wavelet. Notably, computing IDWT requires the corresponding reconstruction low-pass filter F and reconstruction high-pass filter G associated with the dual wavelet (Nikolaou & Mantha, 2000) . The two wavelets are biorthogonal (Strang & Nguyen, 1996) . The simplest filters correspond to the Haar wavelet, which has the advantage of orthogonality (self-duality), i.e. F = F and G=G (Nikolaou & Mantha, 2000) .
Let the UH, h, be a vector in 91 2 whose DWT is to be computed. This vector is indicated to be the approximation (or signal) at resolution level n, denoted as h". Filtering this vector with low-pass filter F leads to a vector that is of the identical dimension. In addition, downsampling this vector creates vector h"' ] of half the length, i.e. of dimension 2"' x 1. This vector is called the approximation at resolution level « -1. Likewise, filtering h" with the high-pass filter G and then downsampling, produces the vector /""' that is half the length of h", and is called the detail at level n-1. The detailed f' 1 is kept aside, and the approximation h" A is again filtered and downsampled to yield two vectors h" ' and f" 2 that are half the length of h" '. These values are the approximation and detail, respectively, at resolution level n -2.
Proceeding in this manner down to resolution level 0, the DWT vector, tj e 9Î 2 , with respect to the primal wavelet, is the aggregate (Nikolaou & Mantha, 2000) :
It is of the same dimension as the original vector h, and consists of the approximation at the lowest resolution level, the details at that level, and all the details at higher levels.
Equation (1) can be reparameterized in terms of the DWT as:
where u t , = W x k , rj= Wh, rj is the DWT of the UH with respect to the primal wavelet and u k is the DWT of the input vector, xu, with respect to the dual wavelet. Assume that the memory length of the UH is an integral power of 2, i.e. L = 2". The decomposition matrix W consists of decomposition low-pass and high-pass filter, i.e. T 0 '", and the reconstruction matrix W consists of reconstruction low-pass and highpass filter, satisfying that W T W -J ? " (Nikolaou & Mantha, 2000) .
COMPRESSION OF THE UNIT HYDROGRAPH
Model compression using wavelets initially consists of determining the DWT coefficients of the UH. Of the acquired DWT coefficients, only the coefficients with magnitude exceeding a certain threshold value are held, the rest are assumed to be zero, thus producing a new vector (Nikolaou & Mantha, 2000) : v c = P c n ( 29 )
with dimension L c < L, where the matrix P c of dimensions L c x L chooses the desired elements of the vector rj. Good compression can be accomplished if many DWT coefficients are negligible, i.e. L C «L. Nikolaou & Mantha (2000) defined the degree of compression, Cj, as the total number of kernel parameters divided by the number of parameters retained during estimation. The term .y* can then be approximated as: ) where u c = u T k P c .~ . If the compressed DWT rj c is known, then the primeval UH, h, can be approximated as (Nikolaou & Mantha, 2000) :
where Z = W T P~l . The compressed UH, h c , is of the same dimension as the uncompressed UH, h.
PROPERTY OF THE WAVELET-BASED LINEARLY CONSTRAINED LMS ALGORITHM
The LMS algorithm is a very simple and effective method, robust to signal statistics. However, slow convergence limits its applicability. Proposed by Doroslovacki & Fan (1996) as well as Erdol & Basbug (1996) , the use of wavelet transform in adaptive filtering has all of the merits of wavelet analysis over Fourier analysis and has an even faster convergence than that of the FIR LMS algorithm. Hosur & Tewfik (1997) verified that wavelet transform domain LMS algorithms have a faster convergence rate than that of time domain LMS and discrete Fourier transform or discrete cosine transform-based LMS procedures. In addition, constrained adaptive filtering occurs in several signal processing techniques and application. For example, the UH is defined as the unit area response of the catchment to a rainfall impulse, i.e. the sum of the coefficients equals 1. Therefore, this work applies the WLCLMS algorithm to model and estimate on-line the timevarying UHs. In this application, for the class of impulse responses considered herein and with the objective that the modelling error is small, the smallest number of coefficients for representation is obtained using Haar wavelets (Doroslovacki & Fan, 1995) .
Let h be the impulse response of some discrete-time linear time-invariant system, which can then be written as (Doroslovacki & Fan, 1995) :
with the left-hand column h being the UH in time domain, the reconstruction matrix W formed with reconstruction low-pass filter H and reconstruction high-pass filter G, and the right-hand vector t\ containing the wavelet coefficients, i.e. the UH in wavelet domain.
The WLCLMS algorithm is used for the adaptation of filter coefficients ij subject to the constraint d 1 if -1 (Farhang-Boroujeny, 1998), i.e.:
Stepl:
Step 2:
where ij k is the estimated wavelet coefficients of the UH at time index k, (J. is the algorithm step-size parameter, e* is the error between the observed signal y^ and the adaptive filter output y k , and d is a fixed column vector. Let c be the column vector with all of elements equal to 1, d is equal to c' W '. An adaptive filter output, i.e. the estimated runoff at time index k, is shown as (Doroslovacki & Fan, 1995) :
APPLICATION AND ANALYSIS
This study demonstrates the feasibility of applying the WLCLMS algorithm to runoff prediction by selecting the Wu-Tu basin (area 198 km"), located in northern Taiwan, as the study area. Nineteen typhoon events over the Wu-Tu basin were collected for a case study, eleven of which were used for calibration, while the other eight were used to verify the performance of the model. This study focuses on the standard linear rainfall-runoff model, with the effective rainfall as input and the direct runoff as output. The issue of estimating the timevarying UH ordinates from a single rainfall-runoff event is a particular focus. The rainfall-runoff data are assumed to have already been processed, so the tricky issue of appropriate models for both baseflow separation and excess rainfall computation is not addressed here.
The WLCLMS algorithm is applied to adapt the wavelet coefficients of a UH on-line in a storm. The estimated time-varying wavelet coefficients of the UH in the wavelet domain, namely the ij k in equations (33) and (35), are used to model the rainfall-runoff relationship during a typhoon. The application procedure comprises three steps, as described below.
First, the LS method is applied to estimate the time-invariant UH in the time domain for each calibrated typhoon event. Then, the arithmetic mean of the UHs calibrated from eleven typhoon events is calculated.
Second, the DWT of the average estimated UH is calculated to obtain wavelet coefficients, and the numerically insignificant wavelet coefficients are set to zero by a thresholding process, thus yielding effective compression and modelling of the original UH without oscillations. The compressed UH in the wavelet domain is considered to be the initial value of the WLCLMS algorithm, namely the ij 0 in equation (33).
Third, the WLCLMS algorithm is applied to adapt the wavelet coefficients of a UH on-line. Conventional adaptive methods allow only the ordinates of the UH to be time variant, involving their adaptive estimation at each time point. However, the proposed method actually allows the wavelet coefficients of the UH to be time variant, involving their adaptive estimation at each time point. The updated wavelet coefficients of the UH, tj k (=Wh k ), convoluted with effective rainfall input in the wavelet domain, u[ (=[Wx k ] T ) in equation (35), allow for the prediction of runoff one-step-ahead in the time domain, y k =u T t )j t in equation (35). Additionally, to facilitate understanding of the convolution in the wavelet domain, the comparison of the time-invariant and time-variant convolution operations in the time and wavelet domains with and without compression is summarized in Table 1 . Based on the fundamental knowledge of convolution operation in the time domain, the convolution operation can easily be performed in the wavelet domain.
To quantitatively compare the conventional UH method and the WLCLMS algorithm, the one-hour-ahead predicted results were evaluated based on four different criteria: 1. Coefficient of efficiency (CE):
Relative error of total volume (EV):
EV = i=\ i>« 3. Relative error of peak discharge (EQ P ): q P -q P EQ P = xl00% 
where q{t) is the estimate of q(t) and q is the mean value of q(t). Table 2 summarizes the calibration results of the time-invariant UH in the time domain using the LS method for 11 typhoon events during 1980 and 1996. These results illustrate the good correlation for individual typhoon events. Table 2 includes the averages of each column. The columns for EV, EQ P and ET P all contain negative values, and these columns present the average of the absolute values. To obtain the generalized UH, the arithmetic mean of these UHs is calculated, calibrated from 11 typhoon events. Figure 1 displays the average value of the representative generalized UH (the hydrograph with the degree of compression equal to 0). The LS estimation of the UHs in the time domain may lead to oscillations and the appearance of negative values, due to the high autocorrelation of input data, i.e. effective rainfall.
RESULTS AND DISCUSSION
Using the DWT to decompose the average UH calibrated from 11 typhoon events allows one to generate its parsimonious reparametrizations. Owing to the unique sparse structure of the wavelet transform, many coefficients are approximately equal to zero, implying that effective compression of the UH in the wavelet domain is possible. Figure 1 compares the uncompressed and compressed UHs. The parameters to be estimated are fewer in the compressed UH so as to improve the efficiency of estimation and computation, particularly when the length of filter is long, or in the case of multilinear models. When the threshold value is 0.005, 0.010, 0.015 and 0.020, only 23, 18, 14 and 10, respectively, out of a total of 32 parameters corresponding to the UH in the wavelet domain are retained. The degree of compression is 1.39, 1.78, 2.29 and 3.20, respectively. Figure 1 summarizes the influence of different degrees of compression. To avoid oscillations of the UH, the threshold of 0.020 is used herein. Table 2 The results of the calibration for 11 typhoon events.
Event
Year Time (hours) Fig. 1 The influence of different degrees of compression for the average calibrated unit hydrograph.
The compressed representative UH in the wavelet domain is regarded as the initial value of the WLCLMS algorithm.
The WLCLMS adaptive filtering was applied to predict on-line the one-hourahead hourly discharge for the Wu-Tu basin. Various validations were also implemented to compare the WLCLMS method and the conventional UH method estimated by the LS algorithm. Table 3 quantitatively compares these models based on four criteria. The validation results demonstrate that the CE value for the WLCLMS method (with an average value of 0.962) is significantly better than that for the conventional approach (average value of 0.809). Based on the criterion of EV, the WLCLMS method performs slightly better than the other model. Notably, the conventional UH method predicts the peak discharge poorly. Regarding flood forecasting, this phenomenon falls short of the requirement for protection and warning systems. The proposed wavelet-based adaptive filter can be adapted to improve the prediction accuracy of the peak discharge. Figure 2 illustrates three representative results. Overall, the WLCLMS method is more efficient than the conventional one, owing to the decomposition and compression ability of wavelet transformation and the adaptation of time-varying adaptive filters, based on the above four criteria. Time (hours) Fig. 2 The results of the validated discharge hydrographs for (a) Typhoon Abby, 1986; (b) Typhoon Herb, 1996; and (c) Typhoon Winner, 1997.
The cases of the wavelet domain, time variance, and compression (as shown in Table 1 ) are not addressed herein. Restated, tj c is not suitable for applying to timevarying WLCLMS, because, only the retained parameters of ij c have values other than zero, while the other parameters are set to zero. For example, when the threshold value is 0.02, only 10 out of a total of 32 parameters corresponding to the UH in the wavelet domain are retained in the calibrated results. Restated, only 10 parameters have a value other than zero. However, the WLCLMS algorithm updates all 32 parameters to satisfy the constraint that the IDWT of ij, namely h(=W T ij ), must total 1 at each time index. The application of WLCLMS to ij c is not inconsistent with the definition of wavelet compression.
Furthermore, when the WLCLMS algorithm is applied to update, the retained 10 parameters only belong to i\ c at each time index. In practice, the variation of wavelet coefficients (as shown in Fig. 3(a) ) means that the values of retained parameters which belong to ij c may be below the threshold value of 0.02, while the value of the discarded parameters belonging to ij c may exceed the threshold value of 0.02 at different time points. It is unreasonable to update the retained parameters only belonging to ij c at each time index. Figure 3(a) also indicates that the numbers of parameters retained during estimation at each time index vary over time, given the same threshold value. Restated, at each time index, the degrees of compression are different. Furthermore, different thresholds will correspond to different numbers of retained parameters, meaning the WLCLMS algorithm cannot be adopted to update tj c . Figure 3 (b) displays the representative variation of the reconstruction UHs in the time domain for one of the above validated typhoon events. This figure also contains the time-varying characteristics of the proposed approach. The conventional application of the UH method regards the representative generalized UH as a timeinvariant one in a specified watershed. However, this method does not allow the UH to vary with time. Runoff predictions obtained by the time-invariant UH methods are quite erroneous, as shown in Fig. 2 . Using the wavelet-based adaptive filter allows the UH to vary in time and accurately predicts runoff from a basin in Taiwan.
Theoretically, the duration of the UH is the duration of direct runoff minus that of effective rainfall in the matrix method. By using wavelet analysis theory, the UH can be decomposed into two parts at a fixed resolution level: trend and fluctuation. The memory length of the UH is an integer power of 2. Five-level decomposition is chosen for the conventional UH. The resulting length is 2 3 = 32. According to the calibration results in Table 2 , the duration of the UH is the range between 20 and 50 h in a small basin in Taiwan. Furthermore, the length of FIR filter being 20-50 h, the error of modelling can be neglected if the length of filter exceeds 50 (Su, 1998) . The structure of the UHs resembles that of linear FIR models Owing to their similarity and the calibration results, the choice of decomposition in this study of five levels with length 32 is appropriate for a small basin in Taiwan.
As long as ( X is chosen appropriately, the WLCLMS algorithm presented herein can be used for estimating the time-varying UHs. If the value of (i is too large, there are oscillations and divergence may occur. If the value of n is too small, no adaptation occurs in the surrounding environment. The adaptation ability of the LMS adaptive filter depends mainly on LA. In this study, the average value of (A, obtained by trial-anderror method, is 0.0002. Moreover, each of the validation results can be effectively updated, oscillations can be avoided and divergence does not occur either, as shown in Fig. 2 . Performing flood forecasting on-line normally requires applying the Kalman filter (KF) algorithm. In the conventional applications of KF to flood forecasting, the KF algorithm can predict, modify and update the state vector (UH) in the recursive process. However, in each recursive process, the sum of coefficients of predicted or updated state vectors does not equal 1, which is the fundamental assumption of the UH. Notably, using a WLCLMS algorithm allows the sum of the coefficients of the reconstruction UH (i.e. the IDWT of the UH in the wavelet domain) to equal 1 at each time index. The proposed method is capable of satisfying the physical definition of the UH when compared to conventional time-varying adaptive filtering without a constraint.
CONCLUSIONS
This study demonstrates the feasibility of applying the discrete wavelet transform (DWT) to obtain decomposition, compression and effective modelling of the original UH. A WLCLMS algorithm is used to estimate and update on-line time-varying wavelet coefficients of the UH at each time index. The UH with updated wavelet coefficients, convoluted with effective rainfall input in the wavelet domain, leads to one-step-ahead runoff prediction in the time domain. The validation results indicate that the method increases the accuracy of runoff prediction for the rainfall-runoff process in rivers in Taiwan.
The proposed structure regards the compressed average UH from calibration as the initial value and retains several of the merits of the time-invariant UH structure. In fact, the UH model is a unique case of the proposed model with \i = 0 and without compression. The proposed method adjusts the wavelet coefficients of the UH effectively and allows the reconstructed UH to satisfy the assumption that the sum of the coefficients of the UH equals 1 at different time indexes. In this manner, its performance is enhanced by continuously interacting with its surroundings, which is appropriate for the modelling and estimation of the time-varying physical characteristics of the rainfall-runoff relationship.
The validation results are compared based on four criteria. The wavelet-based adaptive filter increases the prediction accuracy of the time-invariant conventional UH method using the LS algorithm, due to the decomposition and compression ability of wavelet transformation and the adaptation of time-varying adaptive filter. The proposed approach achieves satisfactory results in terms of the on-line modelling and estimation of the time-varying UH for small watersheds, thus making it highly promising for flood forecasting.
