RISK-AVERSE AND AMBIGUITY-AVERSE MARKOV DECISION PROCESSES by YU PENGQIAN





FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF MECHANICAL ENGINEERING




I am extremely lucky in my years as a graduate student, as I am blessed with the help and
support from many people.
The best thing about my PhD experience is having Professor Huan Xu as my main-supervisor.
I could not have hoped for a better supervisor, and I am deeply grateful for that. Through
the years he has helped and guided me with great patience, and offered me support, constant
encouragement and advice on every aspect of my research and career. His broad range of
knowledge, technical strength and deep insight have immensely affected my development
as an academic. I greatly enjoyed my time being a PhD student and working with him, so
much that I honestly did not want to graduate.
I owe many thanks to my professors at NUS. My thank-you goes to my co-supervisor Professor
Ong Chong Jin. As an exact scholar, he continues to remind me of the importance of hard-
working. I am also very fortunate to meet with Professor Poo Aun Neow. My interaction
with him has left me with great respect and admiration for his generosity. Professor Haskell
William Benjamin has been somewhat of a second main-supervisor for me. I am grateful
to him for encouraging me, asking me good questions, pointing me to useful directions and
forcing me to push forward. We worked together on many problems, and I have learned a
great deal from our collaborations, which helped produce a significant portion of this thesis.
I am also very grateful to Dr. Jia Yuan Yu for mentoring and helping me when I was an
intern at IBM Research Ireland. I have benefited a lot from his useful suggestions and
comments. Our collaboration with Professor Huan Xu spanned three time-zones across
Europe, Asia and North America, and was one of the most unforgettable experience I had.
I also thank my thesis committee: Professor Chen C. Y. Peter, Professor Chew Chee Meng,
Professor Tan Chin Hon and Professor Rahul Jain, for their comments and insights.
ii
My special thanks go to my colleagues and friends: Wenzhuo Yang, Chao Qu and Shiau
Hong Lim . They are willing to help with anything. They listened to whatever problem I
brought to them, and were always able to provide a fresh and critical viewpoint. Chatting
with them, on academics or not, is always a pleasure.
In the last four years, I greatly enjoyed the friendships with my officemates: Zhangbo Zhu,
Ning Zhang, Xiaoyu Tan, Bingquan Shen, Yuhang Fang, Xiaobing Feng and many others.
Lastly, I would like to thank my parents, for everything. They have been giving me
unconditional support and constant encouragement through the years, for which I will be






List of Tables x
List of Figures xii
List of Algorithms xiv
List of Publications xv
1 Introduction 1
1.1 Markov decision processes 1
1.2 Uncertainty in Markov decision processes 6
1.2.1 Ambiguity-averse Markov decision processes 7
1.2.2 Risk-averse Markov decision processes 10
1.2.3 The relationship between ambiguity-averse and risk-averse Markov
decision processes 13
1.3 Structure of the thesis 14
2 Distributionally Robust Counterpart in Markov Decision Processes 17
2.1 Introduction 17
2.2 Preliminaries 19
2.3 Finite horizon distributionally robust MDPs 22
2.4 Infinite horizon distributionally robust MDPs 32
2.5 Simulation 36
2.5.1 Reward uncertainty in the machine replacement problem 37
2.5.2 Transition uncertainty in the path planning problem 42
2.6 Chapter summary 44
iv
3 Probabilistic Goal Markov Decision Processes 45
3.1 Introduction 46
3.2 Background 48
3.2.1 Problem setup 48
3.2.2 Kernel-based reinforcement learning using Bellman residual elimination 50
3.3 Comparison of policy sets and complexity 53
3.4 Pseudo-polynomial algorithm 54
3.5 BRE(GP) algorithm for the large-scale probabilistic goal MDP 56
3.6 Chance constrained MDPs 59
3.7 Uncertain reward distribution 60
3.8 Numerical results 62
3.9 Chapter summary 65
4 Dynamic Programming for Risk-aware Sequential Optimization 68
4.1 Introduction 68
4.2 Preliminaries 70
4.2.1 Classical Markov decision processes 71
4.2.2 Risk-aware Markov decision processes 72
4.3 Optimized certainty equivalent 75
4.3.1 Solution methods 80
4.3.2 Conditional value-at-risk 83
4.4 Kusuoka representation 84
4.4.1 A relaxed risk measure 85
4.4.2 Spectral risk measures 89
4.5 Infinite horizon 91
4.6 Convexity 93
4.7 Fenchel duality 100
4.8 Examples 104
4.8.1 Inventory control 104
4.8.2 Machine replacement 109
4.8.3 Portfolio optimization 112
v
4.9 Chapter summary 120
5 Central-limit Approach to Risk-averse Markov Decision Processes 123
5.1 Introduction 123
5.1.1 Distinction from related works 125
5.2 Problem formulation 126
5.3 Policy evaluation 128
5.3.1 Transition probability kernel P pi is known 130
5.3.2 Transition probability kernel P pi needs to be estimated 132
5.4 Policy Improvement 139
5.5 Chapter summary 141
5.6 Appendix 142
6 Approximate Value Iteration for Risk-aware Markov Decision Processes 157
6.1 Introduction 157
6.1.1 Literature review 159
6.1.2 Contributions 159
6.2 Preliminaries 160
6.2.1 Classical Markov decision processes 161
6.2.2 Risk-aware Markov decision processes 162
6.2.3 Notation 165
6.3 The algorithms and main results 166
6.3.1 ∞−norm 168
6.3.2 p−norm 170
6.4 Risk-to-go estimation 174
6.5 Convergence analysis via stochastic dominance 177
6.6 Proofs of main results 179
6.6.1 Analysis in ∞−norm 179
6.6.2 Analysis in p−norm 181
6.6.3 Analysis via stochastic dominance 189
6.6.4 Supplemental proofs 195
vi
6.7 Numerical experiments 213
6.7.1 An optimal maintaining problem 213
6.7.2 Result 215
6.8 Chapter summary 218
7 Conclusion 219
7.1 Summary of contributions 219




Markov decision processes (MDPs) are powerful tools in planing tasks and sequential decision
making problems. They have been studied and applied extensively. Nonetheless, there
are two major impediments that still hinder the applicability of MDPs to more practical
problems.
1. The decision maker is often lacking a reliable MDP model due to parameter (model)
uncertainty. Such ambiguity can cause the performance of the optimal policies to
degrade significantly.
2. Classical MDPs are concerned with expected return. However, due to noise inherent
in the system dynamics, the expected values may not be appropriate to measure
performance.
In this thesis, we investigate two approaches of dealing with both problems.
The first approach assumes a MDP model with uncertainty and formulates the control of
uncertain MDPs as a problem of decision making under uncertainty, termed ambiguity-averse
(robust) MDPs. Specifically, we adapt the distributionally robust MDPs framework where the
distributions of uncertain parameters belong to distribution sets with very special structure.
We generalize the distribution sets to a considerably more generic class and seek the optimal
strategy under the worst admissible distributions of uncertain parameters. Furthermore, we
show that the optimal strategy can be obtained efficiently under mild technical conditions.
The second approach takes the risk of return into account, termed risk-averse MDPs.
We consider two methods of measuring risk: static and dynamic. For the case of static
risk measures, we first solve the probabilistic goal MDPs, a class of risk-averse MDPs,
approximately by using a state-of-the-art machine-learning technique for large-scale decision
problems. We extended probabilistic goal MDPs by discussing chance constrained and
viii
uncertain goal MDPs, and showing these two extensions are NP-hard but can be solved by
pseudo-polynomial algorithms. We then provide a dynamic programming (DP) framework
to solve the risk-averse MDPs with general risk measures exactly. We show how to apply
Fenchel duality to get minimax DP equations for the general risk-aware MDPs. Since the
proposed DP framework cannot handle MDPs with large state-spaces, we further develop
an approximate risk-averse MDPs algorithm with the help of a central limit theorem. For
the case of dynamic risk measures, we extend the latest DP-based method, and propose
simulation-based algorithms. We develop a unified convergence analysis technique to derive
sample complexity bounds for these algorithms.
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This thesis focuses on decision making problems that have attracted increasing attention
in engineering, operations research, computer science and economics. First, how should a
decision maker make his/her decision wisely when the problem parameters are subject to
uncertainty? In recent literature, robust decision making is proposed to offer a computation-
ally viable method for immunizing the models against parameter uncertainty. Substantial
research shows that this approach may lead to decisions that result in overly conservative
performance. Secondly, how should a decision maker make his/her decision when evaluation
criteria becomes risk-averse? These questions motivate the need for methodologies that lead
to ambiguity/risk-averse solutions.
Mathematically, the decision making problems can be formulated as maximizing a certain
utility function u jointly determined by the strategy pi chosen by the decision maker and the




This thesis focuses on an important class of decision making problems, called Markov decision
processes (MDPs), as we now review.
1.1 Markov decision processes
Markov decision processes (MDPs) are widely used tools to model sequential decision making
problems, since they inherit the beauty of the dynamic programming. They handle risk via
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a state transition probability matrix, while taking into account the possibility of information
gathering and using this information to apply recourse during the multistage decision process
(e.g., [Put09, BT96]).
A (finite) Markov decision process (MDP) is defined as a 6-tuple 〈T, γ,S,A,p, r〉 where: T
is the possibly infinite decision horizon; γ ∈ (0, 1] is the discount factor; S is the compact
state set; As is the finite action set of state s ∈ S; p is the transition probability; and r
is the expected reward. That is, for s ∈ S and a ∈ As, r(s, a) is the expected reward and
p(s′|s, a) is the probability to reach next state s′. Following Puterman [Put09], we denote
the set of all history-depend randomized strategies by ΠHR, and the set of all Markovian
randomized strategies by ΠMR. We use Eppi [·] to represent taking expectation where the
transition probability is p, and the strategy to take is pi. Given the rewards r and transition
probabilities p, the expected (discounted) return is an utility function shown in problem
(1.1) and is defined as







A strategy that achieves maximal expected (discounted) accumulated reward is considered
to be the optimal solution. That is, find an optimal strategy pi∗ ∈ ΠHR such that
max
pi∈ΠHR
u(pi,p, r) = u(pi∗,p, r). (1.2)
In general, the approaches for solving problem (1.2) are based on a dynamic-programming
principle [Ber95], by the observation that the optimal policy may be derived by first computing
a structure known as a value function. For some policy pi, the value function V pi : S→ R is
defined as





∣∣s1 = s] .
The optimal value function V ∗ is defined similarly as







∣∣s1 = s] .
Dynamic-programming principle is based on the well-known Bellman equation [Ber95], which
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shows that the optimal value function obeys a dynamic programming decomposition, and
that the optimal policy may be derived from it.
Theorem 1.1 (Bellman’s principle of optimality). Given s ∈ S, the value function and





pi(s, a)r(s, a) + γ
∑
s′∈S
p(s′|s, a)pi(s, a)V pi(s′)
}
,
V ∗(s) = max
a∈A
{






Furthermore, the greedy policy w.r.t. V ∗, given by
pi∗(s) = arg max
a∈A
{





is an optimal policy.
Theorem 1.1 shows that by calculating the optimal value function V ∗, a solution to problem
(1.2) may be derived. There are three notable variants to solve V ∗: value iteration, policy
iteration, and linear programming.
In value iteration, an initial value function V0 is iteratively updated by
Vk+1(s) = max
a∈A
r(s, a) + γ
∑
s′∈S
p(s′|s, a)Vk(s′), ∀s ∈ S.
It has been shown that the value iteration converges at the geometric rate γ to the optimal
value function, i.e., for any initial V0, limk→∞ Vk = V ∗ [Put09].
In policy iteration, denote pi0 and pik as an initial policy and the policy at iteration k of
the algorithm, respectively. pi0 is iteratively updated according to the following two-step
procedure. First, the value function V pik is calculated using value evaluation. Second, a new
policy pik+1 is chosen greedily according to
pik+1(s) = arg max
a∈A
{





, ∀s ∈ S.
It has been shown that the policy iteration converges to the optimal policy pi∗ after a finite
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number of iterations [Put09].






s.t. V (s) ≥ r(s, a) + γ
∑
s′∈S
p(s′|s, a)V (s′), ∀s ∈ S, a ∈ A,
where ν denotes a probability distribution over S and µ(s) > 0 for all s ∈ S. The solution of
above optimization problem is the optimal value function [Put09].
MDPs have wide real-world applications in operational research (e.g., inventory control,
transportation systems, optimizing schedules or production such as machine replacement
problem), engineering optimal control (e.g., optimal control of chemical, electronic or
mechanical systems such as controlling robots), information theory (e.g., optimal coding,
optimizing channel allocation, or sensor networks) and finance (e.g., portfolio management
and option pricing).
The curse of dimensionality
A major drawback of the classic MDPs, known as the ‘curse of dimensionality’ [Bel03], is
their ineffectiveness in dealing with large, or continuous state-spaces. In fact„ the dynamic
programming algorithms described above are PSPACE-hard [PT87].
More precisely, when the transition probability and expected reward are exactly known, the
problem (1.2) can be solved via dynamic programming, which has total time complexity
O(|S|2|A|T ) if T <∞. When T =∞, the cost of computing an -optimal policy via Bellman
recursion is O(|S|2|A| log(1/)). It’s obvious that the computational complexity of solving
an MDP to optimality becomes intractable in applications where the state-action space is
very large [LT07].
The inefficiency of classical MDPs in handling large scale problems motivates an investigation
of approximate MDPs methods, which may handle large or even continuous MDPs. In
the operational research literature, such methods are referred to as approximate dynamic
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programming (ADP) [Pow07], while in the machine learning community they are known as
reinforcement learning (RL) [SB98]. We review both methods below.
Scaling up MDPs with ADP/RL
The main idea behind ADP/RL methods is to learn an approximate representation of the
optimal value function V̂ ∗. Such function approximation is achievable by using basis function
approximation [BD59], state aggregation [Ber95] or neutral networks [AB09]. According to
Theorem 1.1, a greedy and near-optimal policy can then be derived from the approximate
value function. By controlling the number of parameters in the value function representation,
the complexity of the approximate solution algorithms may be contained, and therefore large
problems may be handled.
One type of ADP/RL methods is to consider a parametric representation of the approximate
value function
V̂ ∗(s) = f(s;ω),
where ω ∈ Rk denotes a k-dimensional parameter vector. For example, f may represent a
linear combination of state-dependent features f(s;ω) = φ(s)>ω, where φ(s) ∈ Rk is the
features; such representations have been extensively studied in [SB98, BT96, Ber95, TVR97,
Boy02]. Another type of ADP/RL methods is to consider non-parametric representations
such as Gaussian processes [EMM05, EMM03, RK+03], and kernel-based methods [TP09,
XXHL05, BHO08, GLB+12]. There are other types of ADP/RL algorithms available in
the literature. Empirical dynamic programming algorithms are introduced in [HJK16].
Monotone ADP is studied in [JP15]. The linear programming approach to ADP is proposed
in [DFVR04, DFM12, DFVR03].
Once a representation is chosen, the problem becomes how to choose proper parameters such
that V̂ ∗ is close to V ∗ in some sense. Similar to classical MDPs methods, ADP/RL methods
can be classified as value iteration, policy iteration and linear programming. The basis for
first two approaches is temporal difference (TD) learning [SB98]. From Theorem 1.1, the true
value function for a fixed policy pi should satisfy V pi(s) = Eppi {r(s, a) + γV pi(s′)}. Therefore,
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the idea behind TD learning is to improve the parameters such that the distance between
V̂ pi(s) and Eppi
{
r(s, a) + γV̂ pi(s′)
}
is minimized. Typically, the usually way of implementing
TD learning is to replace the expectation with a sample average by sampling trajectories
of the MDP. Different methods of minimizing such distance lead to different TD learning
algorithms. Bellman residual minimization is discussed in [BHO08, MMLG10, MS08];
regularized methods are investigated in [KN09, FGMS09]; policy gradient approach in
actor-critic scheme is well studied in [SMS+99, KT99, PS08, BSGL09].
The numerous successful applications of ADP/RL include learning in games (e.g., [Tes94]
and Go [SSM07, SHM+16]), networking (e.g., packet routing [BL94] and channel allocation
[SB97]), operations research (e.g., targeted marketing [AVAS04], maintenance problems
[Gos04], job-shop scheduling [ZD95], elevator control [CB96], pricing [RST+06], vehicle
routing [PT06], inventory control [CFHM07], fleet management [SDG+09], learning in
robotics [KS04, PVS03, ACQN07]) and finance (e.g., option pricing [TVR99, TVR01, YB07,
LSS09]). A more detailed summary of applications can be found in [Sze10, Pow07].
1.2 Uncertainty in Markov decision processes
There are two levels of uncertainties in MDPs: model-uncertainty and internal-uncertainty
[Tam15]. Model-uncertainty reflects the ambiguity of the MDP parameters (transitions and
rewards). Model-uncertainty is important when the MDP parameters used during planning
the policy are different than the parameters used for testing it (for example, if they are
estimated from data), or change in time. It has been shown that such differences in the
MDP parameters can cause the performance of the optimal policies to degrade significantly
[MSST07]. Ambiguity-averse MDPs are named when the model-uncertainty is emphasized.
Internal-uncertainty, on the other hand, reflects the risk of return due to the stochastic
transitions/rewards for a known MDP. Inherent-uncertainty becomes important when there
is significant stochasticity in the MDP transitions, which may lead to significant variability
in the return [HM72]. Risk-averse MDPs are named under the circumstance where the
internal-uncertainty is stressed.
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Since the two levels of uncertainties are essentially distinctive, different algorithmic approaches
are required. In the following, we review ambiguity-averse and risk-averse MDPs, respectively.
1.2.1 Ambiguity-averse Markov decision processes
The notion of ambiguity-aversion applies to a situation when the probabilities of outcomes
are unknown. A good motivated example is Ellsberg paradox [Ell61]. An urn contains 90
balls. An individual is told that 30 balls are red and the remaining 60 are either black or
yellow. He/She is asked to choose one between gamble A ($100 if the ball is red) and gamble
B ($100 if the ball is black), or to choose between gamble C ($100 if the ball is not black) and
gamble D ($100 if the ball is not red). It turns out that most people choose A over B and D
over C, which implies most people believe that betting for or against the known information
(red ball) is safer than betting for or against the unknown (black ball). Nevertheless, these
choices of preferences result in a violation of the sure-thing principle, which would require
the ordering of A to B to be preserved in C to D.
Ambiguity cannot be avoided in MDPs: transitions and rewards are usually estimated from
finite and possibly noisy data, which often deviate from their true value. Such deviation,
called ‘parameter uncertainty’, can cause the performance of the optimal policies to degrade
significantly [MSST07].
It has long been known that neglecting parameter uncertainty and instead solving the
decision problem (1.1) with some roughly right parameters often render a computed solution
precisely wrong, i.e., highly infeasible, suboptimal or both. We quote here from the case
study by Ben-Tal and Nemirovski [BTN99] on linear optimization problems with parameter
uncertainty:
‘In real-world applications of Linear Programming, one cannot ignore the possibility that a
small uncertainty in the data can make the usual optimal solution completely meaningless
from a practical viewpoint’.
Inspired by the ‘robust optimization’ framework (e.g., [Soy73, BTN99, BS04, BTEGN09]),
previous efforts have been made to alleviate model-uncertainty in MDPs. This approach is
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named as robust MDPs. In the context of this approach, it is assumed that the parameters
can be any member of a known set (termed the uncertainty set), and strategies are ranked
based on their performance under the (respective) worst parameter realizations. Robust
MDPs are favorable formulations because the resulting ‘robust problems’ remain tractable for
many decision making problems, and more importantly, the set-inclusive uncertainty model
is often more realistic than the assumption of knowing the distribution of the uncertainty.
Formally, a robust MDP is defined as an 8-tuple 〈T, γ,S,A,P,R〉, where P and R are the
uncertainty sets: sets that the unknown parameters (transition probabilities or expected
rewards) are guaranteed to belong to. Robust MDPs (e.g. [NEG05, BNS01, Iye05, WE94,












Under rectangularity property and given ‘nice’ uncertainty sets (e.g., ellipsoids, polyhedrons
or their intersections), it has been shown that strong duality holds for the problem (1.3) and
an -optimal policy can be obtained by robust dynamic programming algorithm [NEG05,
BNS01]. The algorithm has complexity O(|A||S|2T log(T/)) for finite-horizon case and
O(|A||S|2(log(1/))2) for infinite-horizon case. Similar to standard MDPs (cf. Section 1.1),
robust MDPs suffer from the curse of dimensionality, and do not scale-up to problems
with large or continuous state-spaces. Some recent work consider large-scale MDPs with
parameter uncertainty, under the robust MDPs paradigm [TMX14], while RL in robust
MDPs is developed in [LXM13].
Conservatism in robust MDPs
A major disadvantage of the robust approach is that it often generates overly conservative
strategies tailored to parameters with large perturbations [DM10]. As pointed out in [Xu09],
this is due to the fact that all parameter realizations within the uncertainty set are treated in
the same manner, which leads to an unfavorable bias to adverse rare distributions. Therefore,
despite having a best downside protection, the solution of a robust MDP is often inferior
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under less extreme parameter realizations. A standard remedy to such conservations is to
shrink the uncertainty set, i.e., to use a smaller set of parameters. However, since certain
parameter realizations are excluded completely, there is no guaranteed downside protection.
Variants of robust MDP formulations have been proposed to mitigate the conservativeness
when additional information on parameter distribution [XM12, Str00] or coupling among
the parameters [MMX12] are known. We briefly review typical ones in the following.
In [MMX12], a lightning does not strike twice (LDST) MDP is a tuple 〈T, γ, S,A,p0, r0,
U , D〉. Here, for each state s ∈ S, p0s and r0s are nominal values of uncertain parameters, Us
stands for an uncertainty set such that (ps, rs) ∈ Us, and D is a given threshold. The LDST












where the set of admissible parameters is defined as
UD ,
{





The number of states whose parameters deviate from their nominal values is bounded by
the given threshold D. The advantage of this formulation is that it requires no distribution
information. Moreover, it allows the possibility of coupling between uncertainties, which
violates rectangularity property but overcomes the conservatism of classical robust MDP.
When probabilistic information of the model-uncertainty is available, an optimal strategy
that maximizes the expected total reward under the most adversarial admissible probability
distributions can be found by distributionally robust MDPs (DRMDPs) approach [XM12].












where CS is a set of admissible distributions µ of uncertain parameters (p, r). The optimal
policy is shown to be computed in polynomial time under mild technical conditions. By
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incorporating additional a-priori probabilistic information regarding the unknown parameters,
DRMDPs approach therefore mitigates the conservatism of robust MDPs.
1.2.2 Risk-averse Markov decision processes
The notion of risk-aversion comes from a situation where a probability can be assigned to
each possible outcome of a situation. For example, a person is given two options, one with
a guaranteed payoff and one without. In the guaranteed option, the person receives $50.
In the uncertain scenario, a coin is flipped to decide whether the person receives $100 or
nothing. Since the expected payoff for both options is $50, an individual who is insensitive
to risk would not care whether he/she takes the guaranteed payment or the gamble. If one
would accept a certain payment less than $50, rather than taking the gamble and possibly
receiving nothing, then he/she is said to be risk-averse.
The notion of risk-aversion has been embedded into MDPs, termed risk-averse MDPs. For a











which implicitly assumes that the decision maker is risk-neutral. It has been shown that
the expected measure may not be appropriate in practice (cf. the motivated example in
[Rus10]), and other aspects of the inherent-uncertainty in Spi should be considered.
The natural method for dealing with the inherent-uncertainty, motivated by classical studies
in the financial literature, is through the concept of risk measure [ADEH99, Mar68], such as
its variance [Mar68], value-at-risk (VaR) [DP97], conditional value-at-risk (CVaR) [RU00], or
exponential-utility [HM72]. Such measures capture the variability of the return, or quantify
the effect of rare but potentially disastrous outcomes. Formally, a risk-averse MDP considers
10




where ρ is a risk measure. Based on the multi-period or temporal nature, the risk measure ρ
can be classified into two types: static ρstatic or dynamic ρdynamic risk measure.
Static risk measure
Consider a probability space (Ω,F ,M), where Ω is the set of all possible MDP trajectories of
length T , F is a σ-algebra over Ω, andM is a probability measure over F . Denote Z as the
space of random variables Z : Ω→ (−∞,+∞) defined over the probability space (Ω,F ,M).
A static risk measure is a function ρstatic : Z → R that maps an uncertain outcome Z to
the extend real line R ∪ {−∞,+∞}. Recall that the total return is a random variable, i.e.,
Spi ∈ Z.
Risk-averse MDPs with static risk measure are well studied: [YN13] consider a multi-
armed bandit setting; [HJ15] propose a convex analytic approach to solve risk-aware MDPs
with unconstrained or constrained risks; [XM11] study probabilistic goal MDPs where the
probability of achieving a pre-determined target performance is maximized; [DM10] discuss
a chance-constrained MDP formulation, [MT13b] develop algorithms for MDPs with mean-
variance criteria and [BO11] investigate the problem of minimizing average value-at-risk in
MDPs.
Most risk-averse MDPs with static risk measure are not scaled well and thus computationally
intractable. We now take the mean-variance risk for example:
max
pi∈ΠHR
Eppi [Spi]− αVarppi [Spi]
where Varppi [·] is the variance given the stochastic transitions p and policy pi, and α > 0 is
the penalty on return variability. As pointed out by [Sob82], the variance lacks monotonicity
property, which is required to guarantee a finite termination of policy iteration.
11






It has been shown that such variation is NP-hard [MT13b].
Even though above negative results seem discouraging, some recent work develop rein-
forcement learning algorithms to solve risk-averse MDPs efficiently: local policy gradient
style algorithms are developed for variance-related risk criteria [TDCM12, PG13], condi-
tional value-at-risk [CG14] and coherent risk measure [TCGM15]; TD and least-squares TD
methods are extended for MDPs whose performance criteria include Varppi [Spi] [TCM13].
Dynamic risk measure
Consider a probability space (Ω,F ,M) where filtration F1 ⊂ F2 · · · ⊂ FT ⊂ F with
F1 = {Ω, ∅}, and an adapted sequence of random variables Zt ∈ Zt where Zt is the space of
random variables defined over the probability space (Ω,Ft,M) for t = 1, . . . , T . Random
variables Zt can be understood as stage-wise rewards r(st, pi(st)) observed by following a
policy pi in MDP.
Following [IPS15, Sha09], we let Zt,T , Zt × · · · ZT be a sequence of probability spaces
(Ω,Ft,M) for t = 1, . . . , T . Since Z1 is determined, a trajectory of length T obtained by
a fixed policy pi can be expressed as Z1,T = (r(s1, pi(s1)), . . . , r(xT , pi(xT ))) ∈ Z1,T . For
1 ≤ t ≤ T , the conditional risk measure is a mapping ρt,T : Zt,T → Zt. The value of
conditional risk measure ρt,T (Zt, . . . , ZT ) is interpreted as a fair one-time Ft-measurable
reward we would be willing to incur at time t, instead of the sequence of random future
reward Zt, . . . , ZT . The dynamic risk measure is then defined as a sequence of conditional
risk measures ρt,T for t = 1, . . . , T .
Different from its static counterpart, the dynamic risk measure obeys the time-consistency
property [Rus10, Sha09]: for all 1 ≤ τ ≤ θ ≤ T and sequences Z,W ∈ Zτ,T , if Z will be
at least as good as W from the perspective of some future time θ, and they are identical
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between now τ and θ, then Z should not be worse than W from today’s perspective.
Given s1, policy pi results in a reward sequence Zt = r(st, pi(st)) for t = 1, . . . , T − 1 and
ZT = r(sT ). The risk of this sequence can be evaluated by
J(pi, s1) , ρ1,T (Z1, . . . , ZT )
= r(s1, pi(s1)) + ρ1(r(s2, pi(s2)) + · · ·+ ρT−2(r(sT−1, pi(sT−1)) + ρT−1(r(sT )) · · · ).
If the one-step conditional risk measure ρt is a Markov risk measure (independent of the




has an optimal solution under some technical conditions. The optimal policy can be obtained
by dynamic programming algorithm for both finite and infinite-horizon cases.
Similar to classical MDPs, risk-averse MDPs suffer from the ‘curse of dimensionality’. There
are several successful attempts to deal with this issue. [JP15] consider dynamic quantile-based
risk measures and propose a simulation-based approximate dynamic programming algorithm.
[TCGM15] study dynamic coherent risk measures and provide actor-critic algorithms with
value function approximation.
1.2.3 The relationship between ambiguity-averse and risk-averse Markov
decision processes
In this thesis, we followed a strict dichotomy between ambiguity-averse and risk-averse MDPs.
Even though they are conceptually different, the alternative representation of coherent risk
measure below hints that there is a link between these two solution approaches.





Here ρ∗ is the conjugate of ρ and dom(ρ) , {X : ρ(X) < +∞}.
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Theorem 1.2 formulates the risk as a worst-case expectation over model perturbations, which
implies that a suitably defined robust MDP may be used to account for risk-sensitivity.
The first work to relate ambiguity-averse and risk-averse MDPs was [Oso12], which shows
the risk-averse MDPs with dynamic Markov coherent-risk and robust MDPs are equivalent.
A recent work [CTMP15] establishes an equivalence between the static CVaR risk, and a
particular robust MDP that has a coupled uncertainty structure. These work motivates
studying the relationship between these two solution approaches, and further suggests that
the strict dichotomy that we have followed in this thesis may be relaxed.
1.3 Structure of the thesis
This thesis is organized as follows.
Chapter 2. Distributionally Robust Counterpart in Markov Decision Processes.
In the distributionally robust MDPs (DRMDPs) approach [XM12], a class of distributional
sets with ‘nested’ structure is studied. This chapter generalizes this very special structure to
a considerably more generic class, and further provides both computational and theoretical
aspects of corresponding optimal strategies. The proposed approach leads to convex opti-
mization problems that can be easily solved and achieves promising empirical results. Part
of the material in this chapter appears in [YX15a].
Chapter 3. Probabilistic Goal Markov Decision Processes. In Chapter 2, we
discussed model-uncertainty in MDPs. From this chapter on, we will concentrate on internal-
uncertainty. In this chapter, we study a special example of risk-averse MDPs with static risk
measure named probabilistic goal MDPs, where the decision maker maximizes the probability
that the total return following a policy is above a fixed target. It has been shown that
while this formulation is NP-hard, it can be solved by using a pseudo-polynomial algorithm
[XM11]. However, the proposed algorithm does not scale very well. By embedding the
probabilistic MDP into a large scale MDP, we implement a Bellman residual elimination
(BRE) algorithm to approximately solve the probabilistic MDP. Moreover, we discuss the
chance constrained and uncertain goal MDPs, which are NP-hard but remain solvable in
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pseudo-polynomial time. This chapter is an extension of an earlier work [XM11] and can be
found in the work (4) in the List of Publications. Section 3.3 and 3.4 are results from the
previous work [XM11], and we repeat the necessary contents for the completeness purpose.
Chapter 4. Dynamic Programming for Risk-aware Sequential Optimization. In
this chapter, we continue to study risk-averse MDPs with static risk measure and provide
dynamic programming (DP) algorithms. In particular, we provide DP equations for optimized
certainty equivalent and Kusuoka risk measures, and give guidelines on the role of convexity
in optimizing this class of risk-aware MDPs. Additionally, we show how to use Fenchel duality
to derive DP equations for any MDP which minimizes a convex lower semicontinuous risk
measure of the total return. Finally, we provide numerical experiments to demonstrate the
validity of our algorithms. This chapter is a joint work with Dr. Haskell William Benjamin,
and part of its contents appears in the work (5) in the List of Publications.
Chapter 5. Central-limit Approach to Risk-aware Markov Decision Processes.
The DP approach proposed in Chapter 4 does not scale well when MDPs have large state-
spaces. To cope with the curse of dimensionality in the DP-based method, we design
approximate algorithms for risk-averse MDPs in this chapter. In particular, we use central
limit theorem to efficiently evaluate the risk of return associated to a given policy, and
further provide a policy improvement algorithm, which works on a parametrized policy-space
in a gradient-descent way. This chapter is a joint work with Dr. Jia Yuan Yu during the
internship at IBM Research Ireland, and part of its contents appears in the work (3) in the
List of Publications.
Chapter 6. Approximate Value Iteration for Risk-aware Markov Decision Pro-
cesses. In this chapter, we consider risk-averse MDPs with dynamic risk measure. We
extend simulation-based approximate value iteration algorithms for classical risk-neutral
MDPs to the risk-aware setting. Under mild technical assumptions, the proposed algorithms
work efficiently for risk-aware MDPs that can scale up to large or even continuous state
spaces. In parallel, we develop a unified convergence analysis technique to derive sample
complexity bounds for this new family of algorithms. This chapter is a joint work with
Dr. Haskell William Benjamin, and part of its contents is in the work (2) in the List of
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Publications.
Chapter 7. Conclusion. This chapter contains some concluding remarks and discusses
open issues and questions raised by this thesis.
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Chapter 2
Distributionally Robust Counterpart in Markov
Decision Processes
This chapter studies ambiguity-averse Markov decision processes – problems of sequential
decision making under model-uncertainty (cf. Section 1.2). We adapt the distributionally
robust optimization framework, assume that the uncertain parameters are random variables
following an unknown distribution, and seek the strategy which maximizes the expected
performance under the most adversarial distribution. In particular, we generalize a previous
study [XM12] which concentrates on distribution sets with very special structure to a
considerably more generic class of distribution sets, and show that the optimal strategy
can be obtained efficiently under mild technical conditions. This significantly extends the
applicability of distributionally robust MDPs by incorporating probabilistic information of
uncertainty in a more flexible way.
2.1 Introduction
Markov Decision Processes (MDPs) are widely used tools to model stochastic sequential
decision making problems (e.g., [Put09, BT96, SB98]). A strategy that achieves maximal
expected accumulated reward is considered optimal. However, in practice, the transition
probabilities and reward parameters are typically estimated from finite and possibly noisy
data, which often deviate from their true values. Such deviation, called “parameter un-
certainty”, can cause the performance of the optimal policies to degrade significantly (see
experiments in [MSST07]).
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Inspired by the “robust optimization” framework in mathematical programming (e.g., [Soy73,
BTN99, BS04, BTEGN09]), many efforts have been made to alleviate the effect of parameter
uncertainty in MDPs (e.g., [XM12, NEG05, Iye05, DM10, WE94, BNS01, ES07]). Most
previous study (e.g., [NEG05, Iye05, BNS01, ES07, WKR13]) focuses on the “robust MDP”
which treats the uncertain parameter as a fixed yet unknown element of a given “uncertainty
set”, and aims to find the strategy that achieves best performance under the worst parameter.
This set-inclusive formulation of uncertainty can be conservative as it cannot incorporate
probabilistic information of the uncertainty that is often available in practice (e.g., [DM10,
XMS+06]). To overcome this, [XM12] proposed the distributionally robust MDP approach,
which can incorporate certain kind of probabilistic information of the uncertainty. More
specifically, this approach treats the uncertain parameters as a random variable following an
unknown distribution, while the distribution is known to belong to a set of distributions, called
the “ambiguity set”, and the goal is to seek a strategy that archives the maximum expected
performance under the most adversarial distribution of the uncertain parameters. Indeed,
this approach is the multi-stage counter-part of the distributionally robust optimization (e.g.,
[XM12, WKS14]) which considers the following: given a utility function u(x, ξ) where x ∈ X is
the optimizing variable and ξ is the unknown parameter, distributionally robust optimization
solves maxx∈X [infµ∈C Eξ∼µu(x, ξ)], where C is an a priori known set of distributions.
We highlight our contributions by comparing with [XM12]. In [XM12] the state-wise
ambiguity set is restricted to the following form: C˜s = {µs|µs
(
Ois
) ≥ αis ∀i = 1, . . . , ns},
where αis ≤ αjs andOis is a proper set of uncertain parameters with a “nested-set” structure, i.e.,
satisfying Ois ⊆ Ojs, for all i < j (see Fig. 2.1a). This setup can effectively model distributions
with a single mode (such as a Gaussian distribution), but less so when modeling multi-
mode distributions such as a mixture Gaussian distribution. Moreover, other probabilistic
information such as mean, variance etc. cannot be incorporated. Thus, in this chapter, we
extend the distributionally robust MDP approach to handle ambiguity sets with more general
structures. In particular, we consider a class of ambiguity sets, first proposed in [WKS14] as a
unifying framework for modeling and solving distributionally robust single-stage optimization
problems, and embed them into the distributionally robust MDPs setup. These ambiguity
sets are considerably more general: they are characterized by a class of Ois which can either
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be nested or disjoint (as shown in Fig. 2.1b), and moreover, additional linear constraints
are allowed to define the ambiguity set, which can be used to incorporate probabilistic
information such as mean, covariance or other variation measures. We show that, under
this more general class of ambiguity sets, the resulting distributionally robust MDPs remain
tractable under mild technical conditions, and often outperform previous methods thanks to
the fact that it can model uncertainty in a more flexible way.
2.2 Preliminaries
Throughout the chapter, we use capital letters to denote matrices, and bold face letters to
denote column vectors. We use ei(m) to denote the ith elementary vector of lengthm, and use
Rn+ to denote the nonnegative orthant of Rn. If C is the set of joint probability distributions
of three random vectors a,b and c, then
∏
(a,b) C denotes the set of marginal distributions
of (a,b). We use ⊕ to represent mixture distribution: given two probability distributions
F1, F2 and a Bernoulli random variable x which takes value 1 w.p. p, xF1 ⊕ (1− x)F2 is a
random variable such that it follows distribution F1 w.p. p, and follows F2 w.p. 1− p. We
use N (m,σ2) to represent a Gaussian distribution with mean m and variance σ2.
A (finite) Markov decision process (MDP) is defined as a 6-tuple 〈T, γ, S,A,p, r〉. Here, T
is the (possibly infinite) decision horizon; γ ∈ (0, 1] is the discount factor; S is the state
set and As is the action set of state s ∈ S, both assumed to be finite. The parameter p
and r are the transition probability and the expected reward, respectively. That is, for
s ∈ S and a ∈ As, r(s, a) is the expected reward and p(s′|s, a) is the probability that the
next state is s′. Following [Put09], we denote the set of all history-dependent randomized
strategies by ΠHR. We use subscript s to denote the value associated with the state s:
e.g., rs denotes the vector form of the rewards associated with the state s, and pis is the
(randomized) action chosen at state s for strategy pi. The elements in the vector ps are listed
in the following way: the transition probabilities of the same action are arranged in the same
block, and inside each block they are listed according to the order of the next state. We
use s to denote the (random) state following s, and ∆(s) to denote the probability simplex
on As. We use
⊗
to represent Cartesian product, e.g., p =
⊗
s∈S ps. For a given strategy
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pi ∈ ΠHR, we denote the expected (discounted) total-reward under parameters pair (p, r) as




A distributionally ambiguous MDP (DAMDP) is defined as a tuple 〈T, γ, S,A, C˜S〉, where
the transition probability p and the expected reward r are unknown. Instead, they are




While the DAMDP framework can be very general, most C˜S result in formulations that are
computationally intractable (e.g., [DY10, XM12]). Hence, we make the following requirement
of C˜S such that the parameters among different states are independent.
Assumption 2.1. The ambiguity set C˜S has the following property
C˜S , {µ|µ =
⊗
s∈S
µs, µs ∈ C˜s, ∀s ∈ S},
where “state-wise ambiguity set” C˜s is a set of distributions of parameters of state s.
By the definition of C˜S , the state-wise property applies to CS as well. This property is the
same as the concept of “s-rectangularity” in [WKR13], and is essential for reducing DAMDP
to robust MDP in Lemma 2.1. In addition, [MMX12] showed that the robust MDP with
coupled uncertainty sets is computationally challenging, which implies solving DAMDP with
nonrectangular ambiguity sets is even harder.
We now discuss the admissible state-wise ambiguity set. Our formulation of the state-wise
ambiguity set follows the unifying framework of [WKS14]. In particular, given s ∈ S, the









) ∈ [αis, αis], ∀i ∈ Is
 . (2.1)
Here, Fs ∈ Rk×(|As|×|s|), Gs ∈ Rk×|As|, Hs ∈ Rk×Q, cs ∈ Rk; Is = {1, 2, . . . , ns} is an index
set and Ois ⊆ R|As|×|s| × R|As| × RQ is a set of possible values of the parameters (ps, rs, u˜s),
termed “confidence set”; αis, αis ∈ [0, 1], αis ≤ αis for all i ∈ Is, are the lower and upper bounds
of the probability that the parameters belong to a confidence set. Thus, each confidence set
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(a) (b)
Figure 2.1: Illustration of the confidence sets.
Ois provides an estimation of the uncertain parameters pair (ps, rs, u˜s) subject to a different
confidence level. Ambiguity sets C˜s contain prescribed conic representable confidence sets
and mean values residing on an affine manifold, which is rich enough to encompass and
extend several ambiguity sets considered in recent literature (e.g., [XM12, DY10, ZKR13]).
The set of joint distribution of (ps, rs) is hence Cs ,
∏
(ps,rs)
C˜s. Notice that a classical
technique called “lifting” is used here: we introduce an auxiliary random vector u˜, so that
some non-linear relationship can be modeled linearly. For example, a constraint on the
variance can be modeled using this standard form (see, Example 2.3), which is otherwise
impossible without the auxiliary variable. This lifting technique thus allows us to model a
rich variety of structural information about the marginal distribution of (p, r) in a unified
manner. Note when the ambiguity set only contains the support of random variables, i.e.,




= 1, ∀i ∈ Is, s ∈ S}, DAMDP reduces to classical robust MDP
formulation, where the a-priori information of unknown parameters is that they belong to
an uncertainty set.
Assumption 2.2 to 2.4 are standard requirements for the confidence sets, proposed in [WKS14].
The first one asserts the relationship between different confidence sets.





s b Ois or Ois ∩Oi
′
s = ∅.
Here Ois b Oi
′
s means that a set Ois is strictly included in a set Oi
′
s , i.e., Ois is contained in
the interior of Oi′s . The nesting condition is illustrated in Fig. 2.1b. Next, for any s ∈ S we
require that C˜s satisfies the following regularity condition.
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Assumption 2.3 (Regularity conditions for C˜s).
1. The confidence set Onss is bounded and has probability one, that is, αnss = αnss = 1.
2. There is a probability distribution µs(ps, rs, u˜s) ∈ C˜s such that µs
(
Ois
) ∈ (αis, αis)
whenever αis < αis, i ∈ Is.
The condition 1 of Assumption 2.3 ensures the confidence set with largest index, Onss , contains
the support of the joint unknown parameters pair (ps, rs, u˜s). The second condition stipulates
that there is a probability distribution µs(ps, rs, u˜s) ∈ C˜s that satisfies the probability bounds
in (2.1) as strict inequalities whenever the corresponding probability interval [αis, αis] is non-
degenerate. For each individual Ois, we make the following assumption to ensure tractability.






∈ R|As|×|s| × R|As| × RQ
∣∣∣∣Bisps +Disrs + Eisu˜s Kis bis
}
,
where Bis ∈ RLi×(|As|×|s|), Dis ∈ RLi×|As|, Eis ∈ RLi×Q, bis ∈ RLi, Kis are proper cones (i.e.,
a closed, convex and pointed cone with nonempty interior).
2.3 Finite horizon distributionally robust MDPs
This section focuses on DAMDP with a finite number of decision stages. We show that a
strategy defined through backward induction, which we call S-robust strategy, is distribu-
tionally robust. We further show such a strategy is solvable in polynomial time under mild
technical conditions. This generalizes results in [XM12] to a significantly more general class
of ambiguity sets.
Similar to [NEG05], we assume that when a state is visited multiple times, each time it can
take a different parameter realization (non-stationary model). This assumption is justified
mainly because the stationary model is generally intractable and a lower-bound of it is given
by the non-stationary model. Therefore, multiple visits to a state can be treated as visiting
different states. By introducing dummy states as in [XM12, Assumuption 2.2], for finite
horizon DAMDP we make the following assumption without loss of generality. This will
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simplify our exposition.
Assumption 2.5. 1) Each state belongs to only one stage. 2) The terminal reward equals
zero. 3) The first stage only contains one state sini.
Using the condition 1 of Assumption 2.5, we partition S according to the stage each state
belongs to. That is, we let St be the set of states belong to tth stage.
For pi ∈ ΠHR and µ ∈ CS , we denote the expected performance of a DAMDP as
w(pi, µ, (sini)) , E(p,r)∼µ{u(pi,p, r)} =
∫
u(pi,p, r)dµ(p, r).
Definition 2.1. A strategy pi∗ ∈ ΠHR is distributionally robust with respect to CS if it
satisfies that for all pi ∈ ΠHR, infµ∈CS w(pi, µ, (sini)) ≤ infµ′∈CS w(pi∗, µ′, (sini)).
In words, each strategy is evaluated by its expected performance under the (respective) most
adversarial distribution of the uncertain parameters, and a distributionally robust strategy
is the optimal strategy according to this metric. The main focus of this section is deriving
approaches to solve the distributionally robust strategy. To this end, we need the following
definition.
Definition 2.2. Given a DAMDP 〈T, γ, S,A, C˜S〉, we define the S-robust strategy as follows
1. For s ∈ ST , the S-robust value v˜T (s) , 0.





E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γv˜t+1(s)]}},




E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γv˜t+1(s)]}}.
(2.2)
3. A strategy p˜i∗ is a S-robust strategy if ∀s ∈ S, and every history h that ends at s, we
have p˜i∗s , conditioned on history h, is a S-robust action.
The definition requires that the strategy must be robust w.r.t. each sub-problem, and hence
the name “S-robust”. The following theorem shows any S-robust strategy pi∗ is distributionally
robust, and is the main result of this chapter.
Theorem 2.1. Let T <∞. Under Assumptions 2.1, 2.2, 2.4 and 2.5, if pi∗ is a S-robust
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strategy, then
1. pi∗ is a distributionally robust strategy with respect to CS.
2. There exists µ∗ ∈ Cs such that (pi∗, µ∗) is a saddle point. That is,
sup
pi∈ΠHR
w(pi, µ∗, (sini)) = w(pi∗, µ∗, (sini)) = inf
µ∈CS
w(pi∗, µ, (sini)).
Proof. We first state a Lemma from [XM12, Lemma 3.2] without proof.
Lemma 2.1. Under Assumption 2.1, fix pi ∈ ΠHR and µ ∈ CS, denote p = Eµ(p) and
r = Eµ(r). We have w(pi, µ, (sini)) = u(pi,p, r).
Lemma 2.1 means for any strategy, the expected performance under an admissible distribution
µ only depends on the expected value of parameters under µ. Thus, the distributionally
robust MDPs reduce to robust MDPs. Next we characterize the set of expected value of the
parameters.
Lemma 2.2. For s ∈ S and pis ∈ ∆(s), we define the set Zs = {Eµs(ps, rs)|µs ∈ Cs}. Then
set Zs is convex and compact.
Proof. First, we show that, for s ∈ S and pis ∈ ∆(s), the set defined as
Z˜s = {Eµs(ps, rs, u˜s)|µs ∈ C˜s}
is convex and compact.
Fix s ∈ S, and two distributions µ1s, µ2s ∈ C˜s, and λ ∈ [0, 1], we have
λEµ1s(ps, rs, u˜s) + (1− λ)Eµ2s(ps, rs, u˜s) = Eλµ1s+(1−λ)µ2s(ps, rs, u˜s),
which holds due to the linearity of the expectation operation. Next, we show λµ1s+(1−λ)µ2s ∈
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≥ λαis + (1− λ)αis = αis, ∀i ∈ Is.
Hence the convexity follows. To show compactness, notice that C˜s is weakly closed (i.e.,
closed w.r.t. to the weak topology) since the feasible set of each of constraint is weakly closed
and so does their intersection. Thus, Z˜s is closed since it is the image of C˜s under expectation
(which is a continuous function). This implies Z˜s is compact since Onss is bounded and hence
Z˜s is bounded.
Finally, since Zs is the projection onto the first two coordinates of set Z˜s, its convexity and
compactness are straightforward at this stage.
Lemma 2.2 implies that, for s ∈ S and pis ∈ ∆(s), there exists (p∗s, r∗s) ∈ Zs that sat-
isfies inf
(ps,rs)∈Zs




s). Furthermore, we can construct
⊗
s∈S Zs =
{Eµ(p, r)|µ ∈ CS} by state-wise decomposability of CS .
We complete the proof of Theorem 2.1 by using the equivalence of distributionally robust
MDPs and robust MDPs where the uncertainty set is
⊗
s∈S Zs. It is well known that for
robust MDPs , saddle point of the minimax objective exists [NEG05, Iye05]. More precisely,
there exist pi∗ ∈ ΠHR, (p∗, r∗) ∈⊗s∈S Zs, such that
inf
(p,r)∈⊗s∈S Zs u(pi∗,p, r) = u(pi∗,p∗, r∗) = suppi∈ΠHR u(pi,p∗, r∗)
















E(ps,rs)pis [r(s, a) + γv˜t+1(s)].
Thus pi∗s is any S-robust action, and hence pi∗ can be any S-robust strategy. From Lemma





applying Lemma 2.1, we have
sup
pi∈ΠHR
w(pi, µ∗, (sini)) = sup
pi∈ΠHR
u(pi,p∗, r∗),
w(pi∗, µ∗, (sini)) = u(pi∗,p∗, r∗),
inf
µ∈CS
w(pi, µ, (sini)) = inf




w(pi, µ∗, (sini)) = w(pi∗, µ∗, (sini)) = inf
µ∈CS
w(pi∗, µ, (sini)).
Thus, part (2) of Theorem 2.1 holds. Part (1) follows immediately.
We now investigate the computational aspect of finding the S-robust action.
Theorem 2.2. Under Assumption 2.2, 2.3, 2.4 and 2.5, for s ∈ St where t < T , the S-robust





subject to cᵀsβ +
∑
i∈Is






[κi′ − λi′ ] ≤ 0, i ∈ Is
Bis
ᵀ
νi + V˜spis + F
ᵀ
s β = 0, i ∈ Is
Dis
ᵀ
νi + pis +G
ᵀ





s β = 0, i ∈ Is




∗ represents the cone dual to Kis; set A(i) , {i} ∪ {i′ ∈ Is : Ois b Oi
′
s }; v˜t+1 is the
vector form of v˜t+1(s′) for all s′ ∈ St+1; and V˜s , [e1(|As|)v˜ᵀt+1, · · · , e|As|(|As|)v˜ᵀt+1]ᵀ.
Proof. First, for s ∈ St, since the expectation term in (2.2) is independent of the auxiliary






−E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γv˜t+1(s)]} ≤ w
pis ∈ ∆(s).
Now we consider the constraint, which we call distributionally robust counterpart:
max
µs∈C˜s
−E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γv˜t+1(s)]} ≤ w.










(Fsps +Gsrs +Hsu˜s)dµs(ps, rs, u˜s) = cs∫
Onss
1[(ps,rs,u˜s)∈Ois]dµs(ps, rs, u˜s) ≥ αis, ∀i ∈ Is∫
Onss
1[(ps,rs,u˜s)∈Ois]dµs(ps, rs, u˜s) ≤ αis, ∀i ∈ Is

≤ w.
Theorem 2 of [WKS14] states that for the above maximization problem, the strong duality








subject to [Fsps +Gsrs +Hsu˜s]ᵀβ +
∑
i′∈A(i)
[κi′ − λi′ ] ≥ −E(ps,rs)pis [r(s, a) + γv˜t+1(s)],
∀(ps, rs, u˜s) ∈ Ois,∀i ∈ Is




where A(i) , {i} ∪ {i′ ∈ Is : Ois b Oi
′
s }.
The ith semi-infinite constraint in the above problem can be written as, for each i ∈ Is,
maximize
ps,rs,u˜s
− {[Fsps +Gsrs +Hsu˜s]ᵀβ +
∑
i′∈A(i)
[κi′ − λi′ ] + rᵀspis + pᵀs V˜spis}






The above problem is a convex optimization problem. By applying the duality theory of








[κi′ − λi′ ]
subject to Bis
ᵀ
νi + V˜spis + F
ᵀ
s β = 0
Dis
ᵀ











Thus, the ith semi-infinite constraint can be equivalently reformulated as follows: there exists





i′∈A(i)[κi′ − λi′ ] ≤ 0. Finally, by combining constraints for all i ∈ Is, we obtain the
optimization formulation stated in the theorem.
Thus, since for s ∈ St, ∆(s) is compact, we can solve the S-robust action in polynomial time
if all Kis are “easy” cones such as linear, conic quadratic or semidefinite cones. Moreover,
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using Theorem 2.1, by backward induction, we can obtain the S-robust strategy efficiently.
By virtue of the lifting technique [WKS14, Theorem 5], we show below several widely
used ambiguity sets are indeed special cases of C˜s defined in (2.1). We further derive their
corresponding S-robust problems.
Example 2.1 (Mean Absolute Deviation). Assume that Ers∼µs(rs) [|rs − m|] ≤ f for
m, f ∈ R|As|. [WKS14] shows that C˜s, which involves the auxiliary random vector u˜s ∈ R|As|,
can be expressed as C˜s =
{
µs(rs, u˜s)
∣∣Eu˜s∼µs [u˜s] = f , µs (u˜s ≥ rs −m, u˜s ≥m− rs) = 1} .
Note that µs(rs) ∈
∏
rs




subject to κ− fᵀν ≤ w
κ+ pᵀs V˜spis +m
ᵀpis ≥ 0
pis ∈ ∆(s), ν ≥ 0.
Example 2.2 (Mean). Assume that we only know a noisy empirical estimator of the exact
mean of ps. That is, given G ∈ RM×(|As|×|s|), f ∈ RM and ps ∼ µs(ps), GEps∼µs(ps) [ps] K
f , where K is a proper cone. [WKS14] shows that C˜s, which involves the auxiliary random vec-
tor u˜s ∈ RM , can be expressed as C˜s =
{
µs(ps, u˜s)
∣∣∣∣Eu˜s∼µs [u˜s] = f , µs (Gps K u˜s) = 1} .
Note that µs(ps) ∈
∏
ps




subject to κ+ fᵀν ≤ w
κ+ rᵀspis ≥ 0
V˜spis +G
ᵀν = 0
pis ∈ ∆(s), ν ∈ K∗.
This example can also be treated via “classical” robust optimization by virtue of Lemma 2.1.
Example 2.3 (Variance). This example imposes conditions on both mean and covariance of
the distribution. First, we assume that the mean of the random reward rs ∼ µs(rs) is given
by Ers∼µs(rs)[rs] = m, and Ers∼µs(rs)[(rs −m)(rs −m)ᵀ]  Σ for Σ ∈ S|As|+ . We denote
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the ambiguity set under fixed mean m as C˜s(m). As discussed in [WKS14], C˜s(m), which























C˜s(m) denotes the marginal distribution of rs under
the joint probability distribution of random variables rs and U˜s. Next, we consider the case
where given G ∈ RM×|As|, f ∈ RM , the mean of random reward rs is restricted by Gm ≤ f .
In this case, he ambiguity set can be written as C˜s =
⋃
Gm≤f C˜s(m). By Theorem 2.2, the




subject to κ+ tr(ΣY ᵀ22)− fᵀν ≤ w
κ+ pᵀs V˜spis − Y11 − fᵀγ ≥ 0
pis − Y12 − Y21 −Gᵀν = 0









pis ∈ ∆(s), ν, γ ≥ 0, Y ∈ S|As|+1+ .
The same argument can be developed for variance of ps.






2 if |z| ≤ δ,
δ(|z| − 12δ) otherwise,
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where δ > 0 is a prescribed robustness parameter.
Assume that Ers∼µs(rs)[Hδ(fᵀrs)] ≤ g for f ∈ R|As| and g ∈ R+. [WKS14] shows that C˜s,










Ew˜s∼µs [w˜s] = g,
µs



















C˜s denotes the marginal distribution of rs under the





subject to κ− gν ≤ w







pis + θf = 0
γ − δν − θ = 0
η − δν + θ = 0
pis ∈ ∆(s), ν, γ, η ≥ 0.
The corresponding S-robust problem for the case of transition probability can be obtained in a
similar way.
Before concluding this section, we briefly discuss the computational complexity. We denote
M as the maximal computational effort in calculating possibly randomized S-robust action
pis for each s ∈ St. Thus, the total time-complexity is O(T |S|M).
Remark 2.1 (Stationary & non-stationary model). The S-robust value we derived in this
section is for non-stationary model. It provides a lower bound for stationary model, which
is generally hard to solve. Thus, one can use the non-stationary model to approximate the
stationary model, when the latter is intractable.
The finite horizon DAMDP can be easily extended to discounted-reward infinite horizon setup.
31
We can generalize the notion of S-robust strategy, which turns out to be distributionally
robust in both stationary and non-stationary models. This extension is similar to [XM12].
2.4 Infinite horizon distributionally robust MDPs
In this section, we study the distributionally ambiguous MDP in the discounted-reward
infinite horizon setup. In particular, we generalize the notion of S-robust strategy proposed
in Section 2.3 to discounted-reward infinite horizon case, and show that the S-robust strategy
is distributionally robust. Similarly to [XM12], we consider two models, namely, the non-
stationary model and the stationary model. The non-stationary model treats the system as
having infinitely many states, each visited at most once. Therefore, we consider an equivalent
MDP with an augmented state space, where each augmented state is defined by a pair (s, t)
where s ∈ S and t, meaning state s in the tth horizon. We define the set of distributions as




µs,t;µs,t ∈ Cs, ∀s ∈ S, ∀t = 1, 2, . . .
 .
The stationary model treats the system as having a finite number of states, while multiple
visits to one state is allowed. That is, if a state s is visited for multiple times, then each time





µs,t;µs,t = µs, µs ∈ Cs, ∀s ∈ S, ∀t = 1, 2, . . .
 .
These two formulations can model different setups: if the system, more specifically the
distribution of uncertain parameters, evolves with time, then non-stationary model is more
appropriate; while if the system is static, then stationary model is preferable.
The S-robust strategy for infinite horizon distributionally robust MDPs is defined as follows.
Definition 2.3. Given a DAMDP 〈T, γ, S,A, C˜S〉 with T = ∞, we define the S-robust
problem as following
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E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γv˜∞(s)]}},




E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γv˜∞(s)]}}.
2. A strategy p˜i∗ is a S-robust strategy if ∀s ∈ S, p˜i∗s is a S-robust action.
To see that the S-robust strategy is well defined, it suffices to show that the following operator






where for v1,v2, given any pis ∈ ∆(s), and µs ∈ Cs,











Lemma 2.3. Under Assumption 2.4, for 0 ≤ γ < 1, L is a γ contraction with respect to `∞
norm.
Proof. For arbitrary v1,v2, and fix s ∈ S. Let pi1s , µ1s(p1s, r1s) and pi2s , µ2s(p2s, r2s) be the
respective maximizing and minimizing variables. Assume {Lv1}(s) ≥ {Lv2}(s), we have





































′|s, a)‖v1 − v2‖∞
= γ‖v1 − v2‖∞.
The last equality holds due to the fact that pi1s is a vector on the probability simplex and∑
s′∈S p2(s
′|s, a) = 1. Thus, for any v1,v2, given any pis ∈ ∆(s), and µs ∈ Cs, Lµspis is a γ
contraction.
The above derivation establishes that when {Lv1}(s) ≥ {Lv2}(s) we have 0 ≤ {Lv1}(s)−
{Lv2}(s) ≤ γ‖v1 − v2‖∞. Repeating this argument in the case that {Lv1}(s) ≤ {Lv2}(s)
implies that
|{Lv1}(s)− {Lv2}(s)| ≤ γ‖v1 − v2‖∞
for all s ∈ S. Taking the supreme over s in the above expression yields the result.
Note that for any given v and each s, by applying Theorem 2.2, S-robust strategy can be
obtained efficiently. Banach Fixed-Point Theorem states that, there exists a unique v∗ such
that Lv∗ = v∗, which is the S-robust value by definition. Moreover, for arbitrary v0, the
value vector sequence defined by Lnv0 = vn converges exponentially to v∗. Therefore, as the
following lemma shows, we can compute the S-robust action for each s (and hence S-robust
strategy) using this procedure.
Lemma 2.4. Given s ∈ S. Let vn = Lnv0, and




E(ps,rs)∼µs{E(ps,rs)pis [r(s, a) + γvn(s)]}}.
Then the sequence {pins }∞n=1 has convergent subsequences, and any of its limiting points is a
S-robust action of state s.
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Proof. Since ∆(s) is compact, the sequence {pins }∞n=1 has convergent subsequences. To show
that any limiting point is a S-robust action, without loss of generality, we assume pins → pi∗s .
For v, v′, and given any µs ∈ Cs, pˆis ∈ ∆(s), we note that Lµspˆis is a γ contraction (see the




v′}(s) + γ‖v − v′‖∞.




































≥ −2γ‖vn − v∗‖∞.
(2.5)
By Lemma 2.2, we denote µ∗s = arg minµs∈Cs{Lµspˆisv∗(s)}. We have
lim
n→∞ minµs∈Cs











Here the first equality holds since {Lµspisv}(s) is continuous on pis and pins → pi∗s , and the
second equality holds due to the definition of µ∗s. Combining (2.5) and (2.6), and note that
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Hence, pi∗s is a S-robust action of state s.
Based on these lemmas, we have the following two theorems which show that the S-robust
strategy is distributionally robust. Indeed, these two theorems are similar to Theorem 4.1
and 4.2 of [XM12]. We omit the proofs as they are identical to those of [XM12].
Theorem 2.3. Under Assumption 2.4, given T =∞ and 0 ≤ γ < 1, any S-robust strategy
is distributionally robust with respect to C∞S .
Theorem 2.4. Under Assumption 2.4, given T =∞ and 0 ≤ γ < 1, any S-robust strategy
is distributionally robust with respect to CS.
In terms of computation, to achieve an accuracy of ε, the computational complexity of
infinite horizon case should be O(T |S|M log ε/ log γ).
Remark 2.2 (Stationary & non-stationary model). For any given strategy, Theorem 2.3
and 2.4 implies that, when T →∞, the distributionally robust strategies for both formulations
coincide, and can be computed by iteratively solving the S-robust problem defined in Definition
2.3.
2.5 Simulation
In this section, we study two synthetic numerical examples: a machine replacement problem
and a path planning problem. In the machine replacement problem, the reward parameters
are uncertain; whereas in the path planning problem, the transition probabilities are uncertain.
All results were generated on desktop with Intel Core i5-3570 CPU of 3.40 GHz clock speed
and 8 GB RAM. The S-robust problems are solved in Matlab using the CVX package [GB14].
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2.5.1 Reward uncertainty in the machine replacement problem
We consider a machine replacement problem similar to the one in [DM10]. Consider the
repair cost incurred by a factory that holds a large number of machines, given that each of
these machines is modeled with a same underlying MDP for which rewards are subject to
uncertainty.
Machine replacement as a MDP with Gaussian rewards
We first consider a machine replacement problem with 50 states, 2 actions (“repair” and
“not repair”) for each state, deterministic transitions, a discount factor of 0.8, and uncertain
rewards following Gaussian distributions independently (see Fig. 2.2a): for the first 48 states,
the “repair” action has a cost N (130, 1). The 49th and 50th states of the machine’s life are
designed to be risky: not repairing at state 50 incurs a highly uncertain cost N (100, 800),
while repairing at both states is a more secure but still uncertain option with a costN (130, 10).
The detailed implementation is as follows: we use the mean value of uncertain rewards to
compute the nominal strategy. For both robust and distributionally robust strategy, we
construct confidence sets using mˆ± 3σˆ for the first 49 states, and mˆ± 4σˆ for state 50 where
mˆ and σˆ2 are mean and variance estimated from samples (see [YX15b] for details), as it is
more risky and thus hard to estimate. In addition, we construct an extra confidence set
(centered at the mean) with 60% − 70% confidence level (i.e., α150 = 0.6, α150 = 0.7) for
distributionally robust strategy. The optimal paths followed by three strategies are shown in
Fig. 2.2a.
The performance of the strategies obtained by using the nominal, the robust and the
distributionally robust approaches is presented in Fig. 2.3. The corresponding average
total discounted rewards and computational times are shown in Table 2.1. The nominal
strategy results in the highest average total discounted rewards. This is well expected as
we are using the exact mean value of the reward as the nominal parameter. However, the
nominal strategy is highly risky: it cannot prevent bad performance (e.g., −0.025) from
happening, which is undesirable. While the nominal strategy, blind to any form of risk, finds
no advantage in ever repairing, the robust strategy ends up following a highly conservative
37









1 2 3 49 50
Robust strategy
Distributionally robust strategy 2
Distributionally robust strategy 1
(130,1)N (130,1)N
4(0,10 )−N 4(0,10 )−N 4(0,10 )−N 4(0,10 )−N
(130,10)N (130,10)N
0.9 (100,10) 0.1 (140,2)⊕N N
(b)
Figure 2.2: Two instances of a machine replacement problem. Fig. 2.2a shows Gaussian
uncertainty in the rewards, while Fig. 2.2b shows mixed Gaussian uncertainty in the rewards.
Strategies Nominal Robust Distributionallyrobust
Average total
discounted rewards −1.8× 10
−3 −2.9× 10−3 −2.3× 10−3
Computational times
(seconds) 0.643 815 820
Table 2.1: Average total discounted rewards and computational times of nominal, robust,
and distributionally robust strategies in machine replacement problem with Gaussian rewards.
policy (repairing the machine at state 49 to avoid state 50). In contrast, the distributionally
robust optimal strategy makes use of more distributional information and handles the risk
efficiently by waiting until state 50 and then repair the machine. Therefore, this strategy
beats the nominal and robust strategies in that it strikes a good trade-off between high mean
reward and low variance over 10,000 different trials. These results coincide with what one
would typically expect from the three solution concepts.
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Figure 2.3: Performance comparisons between nominal, robust, and distributionally robust
strategies on 10,000 runs of the machine replacement problem with Gaussian rewards (The
bottom figure focuses on the interval [−0.0045,−0.001]).
Machine replacement as a MDP with mixed Gaussian rewards
The second experiment has a similar setup as the previous one, except that not repairing
at the 50th state has a reward which follows a mixed Gaussian distribution (see Fig. 2.2b).
This experiment illustrates the effect of the two different nested-set structures shown in Fig.
2.1. Specifically, we apply the two different distributionally robust approaches (proposed in
[XM12] and this chapter respectively), and show that our method outperforms. The detailed
implementation is as follows: for the robust and two distributionally robust strategies, we
construct uncertainty set corresponding to 99% probability support of the rewards for the first
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Figure 2.4: Illustration of the confidence sets for two distributionally robust strategies.
49 states, and 99.9% for the 50th state that is more risky, using estimated mean and variance
(see [YX15b] for details). For the first distributionally robust strategy proposed in [XM12],
we construct two additional nested confidence sets O150 and O
2
50 (see Fig. 2.4a), which w.p.
40%− 50% and 60%− 70% respectively the uncertain rewards belong to. In contrast, for the
second distributionally robust strategy proposed in this chapter, we construct two disjoint
confidence sets O150 and O
2
50 (see Fig. 2.4b) with 70% − 80% and 0% − 10% confidence
level, respectively. Specifically, we select these two intervals around the peaks of the two
Gaussian elements (i.e., N (100, 10) and N (140, 2)) to better model this mixed distribution.
The optimal paths followed for the three strategies are shown in Fig. 2.2b.
The performance of the three strategies obtained is presented in Fig. 2.5. The corresponding
average total discounted rewards and computational times are shown in Table 2.2. As
expected, the robust strategy ends up following a highly conservative policy repairing the
machine at state 49 to avoid state 50. The first distributionally robust strategy, not modeling
the mixture Gaussian distribution well, finds it advantageous to repair at the 50th state.
In contrast, capable of capturing the distribution information in a more flexible way, the
second distributionally robust strategy better models the uncertainty and finds not repairing
the machine at state 50 is optimal. The performance comparison clearly shows the second
distributionally robust strategy is more desirable, which highlights the distributionally robust
approach with general structure of confidence sets can be beneficial in practice.
We remark that the advantage of considering distributional information in practice is that it
does not require a precise description of the uncertainty (which is usually hard to obtain),
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Figure 2.5: Performance comparisons between robust and two distributionally robust
strategies on 10,000 runs of the machine replacement problem with mixed Gaussian rewards.
which leads to considerable flexibility. For example, if the uncertainty set of a robust MDP
is not precisely known, then one can instead solve distributionally robust MDP with a 2-set
formulation where the inner and the outer sets represent an “optimistic” and “conservative”
estimation, respectively. Additionally, the ambiguity set formulation also results from
estimating the distribution of parameters via sampling. Such estimation is often imprecise
especially when only a small number of samples is available. Instead, estimating uncertainty
sets with high confidence can be made more accurate, and one can easily sharpen the
approximation by incorporating more layers of confidence set. In particular, one can obtain
the modality structure of uncertain parameters in a data-driven way by applying clustering
algorithms to an initial primitive data set. For example, one may check the histogram
of historical observations. If the data concentrates on several distinct and disjoint bins,
our multi-model DAMDP approach can be applied. Moreover, we note that networked
control systems (NCSs) have recently emerged as a topic of significant interest in the control
community. A typical application of NCSs is in modern industrial systems, in which the
components are often connected over network media. Our multi-model DAMDP approach
might be extended for network-based performance tracking control of complex industrial
processes, where recent work [WGQ15] and [LGQ+14] proposed a novel two-layer structure
to solve the setpoints compensation problem for industrial processes under network-based
environment.
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discounted rewards −2.9× 10
−3 −2.3× 10−3 −1.9× 10−3
Computational times
(seconds) 849 862 820
Table 2.2: Average total discounted rewards and computational times of robust and two
distributionally robust strategies in machine replacement problem with mixed Gaussian
rewards.
2.5.2 Transition uncertainty in the path planning problem
We now consider a path planning problem, similar to the one presented in [XM12]: an agent
wants to exit a 4× 21 maze (shown in Fig. 2.6a) using the least possible time. Starting from
the upper-left corner, the agent can move up, down, left and right, but can only exit the
grid at the lower-right corner. Here, a white box stands for a normal place where the agent
needs one time unit to pass through. A shaded box represents a “shaky” place: if an agent
reaches a “shaky” place, then he may risk jumping to the starting point (“reboot”). The true
transition probability of the jump follows a distribution (1− λ)N (0.1, 10−4)⊕ λN (0.2, 10−4)
where λ ∈ (0, 1]. The four approaches are implemented as follows (when λ = 0.7 their
corresponding optimal strategies are shown in Fig. 2.6a): the nominal approach neglects
this random jump and chooses to go along the edge. The robust approach takes a worst-case
analysis, i.e., it assumes that with 30%, the whole probability support of transition, the
agent will jump to the spot with the highest cost-to-go. It therefore opts to go through more
U-shape path and avoids entering the shaded area. The first distributionally robust approach
takes into account an additional information by using two nested confidence sets: the jump
probability parameter belonging to 9%− 11% is of a confidence 1− λ. Compared with the
robust strategy, it chooses to go through less U-shape path thus reduces time-to-exist. The
second distributionally robust approach, which is proposed in this chapter, incorporates
more information. Specifically, we construct an extra confidence interval disjoint with the
above 9%− 11% interval. It states that the chance of jumping with probability 20% is λ. It
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Figure 2.6: Fig. 2.6a illustrates the maze for the path planning problem. Fig. 2.6b
shows the performance comparisons between nominal, robust and two distributionally robust
strategies over 3,000 runs of the path planning problem.
2 seeks a balance between the number of U-shape and shaded boxes.
The performance of strategies of the nominal, the robust and the two distributionally robust
approaches is shown in Fig. 2.6b, where the error bars show the standard error of the
expected time to exit. The CPU times of computing optimal policies for four strategies are
0.461, 549, 642 and 654 seconds, respectively. The second distributionally robust approach
achieves the best performance over virtually the whole spectrum of λ. This is well expected,
since additional probabilistic information is available to and incorporated by the second
43
distributionally robust approach which considers ambiguity sets with more general structures.
2.6 Chapter summary
In this chapter, we considered Markov decision problems with uncertainty. Specifically, we
generalized the distributionally robust approach proposed in [XM12] to incorporate more
general ambiguity sets proposed in [WKS14] to model a-priori probabilistic information
of the uncertain parameters. We proposed a way to compute the distributionally robust
strategy through a Bellman type backward induction. We showed that the strategy, which
achieves maximum expected utility under the worst admissible distributions of uncertain
parameters, can be solved in polynomial time under some mild technical conditions. We
believe that many important problems that are usually addressed using standard MDP
models could be revisited and better resolved using the proposed models when parameter
uncertainty exists, as this formulation naturally enables the decision maker to account for
more general parameter uncertainty.
44
Chapter 3
Probabilistic Goal Markov Decision Processes
As discussed in Section 1.2, internal randomness in MDPs leads to the stochastic performance
of a policy. In contrast to the classical MDPs that considers the expected performance,
[XM11] studied risk-averse MDPs with a specific static risk criterion termed probabilistic goal.
It was shown that this problem is NP-hard, but can be solved using a pseudo-polynomial
algorithm [XM11].
In this chapter, by embedding the probabilistic goal MDP into a large scale MDP, we
implement Bellman residual elimination (BRE) algorithm [BHO08], which is in the spirit
of reinforcement learning, to approximately solve the probabilistic goal MDP. We further
discuss two extensions of the framework. The first one, dubbed chance-constraint Markov
decision problem, treats the probability of achieving target as a constraint instead of the
maximizing objective. The second one considers the robust version of the problem: in
addition to the inherent randomness of the random transitions and rewards, the model
parameters themselves are ambiguous, and decision criteria is to maximize the probability of
achieving target under the most adversarial admissible distribution. Both extensions are
NP-hard, but can be solved in pseudo-polynomial time.
We remark that Section 3.3 and 3.4 are results from the previous work [XM11], and we
repeat the necessary contents here for the completeness of this chapter.
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3.1 Introduction
Markov decision processes (MDPs) are powerful tools in planning tasks and sequential
decision making problems (see, e.g., [Put09, Ber95]). In MDPs, transition between a finite
number of states captures the system dynamics. In each decision epoch, a decision maker
chooses an action from a finite action set, and the system evolves to a new state with an
immediate reward incurred simultaneously. Since both the state transition and the immediate
reward are often stochastic in nature, the total return Xpi resulting from a given policy pi is
inherently stochastic as well (cf. Section 1.2.2).
In this chapter, we study risk-averse MDPs with a specific static risk criterion, called
probabilistic goal. In particular, the decision maker attempts to find a policy pi that maximizes
the probability of achieving a fixed target level ζ ∈ R, i.e., to maximize Pr(Xpi ≥ ζ). The
probabilistic goal criterion is an intuitively appealing objective, and justified by axiomatic
decision theory [CL96]. In addition, empirical study has also concluded that in daily decision
making, people tends to regard risk primarily as failure to achieving a predetermined
goal [Lan58, Sim59, Mao70, PLC80, PLC81].
Variants of the probabilistic goal formulation such as chance constrained programs have
been extensively studied in single-period optimization [MW65, Pré70]. However, little has
been done in the context of sequential decision problem including MDPs. The standard
approaches in risk-averse MDPs include maximization of expected utility function [Ber95],
and optimization of a coherent risk measure [Rie04, Le 07]. Both approaches lead to
formulations that can not be solved in polynomial time, except for special cases including
exponential utility function [CS87], piecewise linear utility function with a single break
down point [LK05], and risk measures that can be reduced to robust MDPs satisfying the
so-called ‘rectangular condition’ [NEG05, Iye05]. Two notable exceptions that explicitly
investigate the probabilistic goal or chance constrained formulation in the context of MDPs
are [FKR95] and [DM10]. But the analysis is either very specific or only limited to the
parametric uncertainty of the total return.
The probabilistic goal formulation for MDPs has been proposed and well investigated in
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general in [XM11]. In particular, it has been shown that an optimal policy may depend on
accumulated reward, and a pseudo-polynomial algorithm based on state-augmentation can
solve the probabilistic goal MDPs. However, the algorithm may result in a new large-scale
MDP, which is computationally hard to solve.
As mentioned in Section 1.1, for MDPs with large state space, dynamic programming
methods become intractable, and one has to resort to an approximation procedure. Rein-
forcement learning (also referred to as approximate dynamic programming or neuro-dynamic
programming) (see, e.g., [BT96, SB98, Pow07]) is a field of machine learning concerned with
problems that can be formulated as MDPs. Approximate policy iteration is a central idea
in many reinforcement learning methods. In this approach, an approximation to the value
function Vpi1 of a fixed policy pi is computed, and is denoted by V˜pi; this step is known as
policy evaluation. Once this approximate value function is known, a policy improvement
step computes a new, potentially improved policy, and the process is repeated. In many
problems, the policy improvement step involves a straightforward optimization over a finite
set of possible actions, and can be performed exactly. In the policy evaluation step, the
accuracy of an approximate solution V˜pi is usually evaluated by the approximate form of
Bellman error (BE), which is defined as






where Tpi is the fixed-policy dynamic programming operator, which will be explained in the
later section. The individual terms
BR(i) , V˜pi(i)− TpiV˜pi(i), i ∈ S (3.1)
are called the Bellman residuals at state i. Bellman residual methods (see, e.g., [SS85, B+95,
ASM08, BHO08] ) are a class of algorithms to force B˜R = 0, where B˜R is the approximate
form of Bellman error and defined by restricting S in (3.1) to a smaller set of representative
1Instead of minimizing the cost-to-go function in [BHO08], we maximize the value function. The BRE(GP)
algorithm applies without too much modification.
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sample states S˜ 2. Bellman residual elimination (BRE) [BHO08] is one of Bellman residual
methods. The BRE algorithm has been proven to reduce to exact policy iteration in the
limit of sampling the entire state space. Furthermore, by exploiting knowledge of the model,
it eliminates the need to perform trajectory simulations and therefore do not suffer from
simulation noise effects.
Our contributions in this chapter include the following:
1. We implement the model-based and non-parametric BRE(GP) algorithm [BHO08]
to approximately solve the large scale probabilistic MDP resulting from the pseudo-
polynomial algorithm proposed in [XM11].
2. We consider two extensions of probabilistic goal MDP. The first extension considers
the chance constrained MDP. We show that an optimal policy can be obtained in
pseudo-polynomial time using a similar state augmentation trick in [XM11]. However,
in contrast to the probabilistic goal MDP, randomization of the policy may be necessary
for optimal policy of chance constrained MDP.
3. The second extension investigates the case where the distribution of the immediate
reward is uncertain, and a policy is evaluated with the worst (w.r.t. all admissible
distributions) probability of achieving a per-determined goal. We show this problem
can be solved in pseudopolynomial time as well.
3.2 Background
We describe our problem formulation and some preliminaries from MDPs and BRE algorithm.
3.2.1 Problem setup
In this subsection we present the problem setup and some necessary notations. A finite
MDP is a sextuple 〈T,S,A,R, p, g〉 where
2The samples states can be generated by using simulations of the system or prior knowledge about the
important states in the system.
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• T is the finite time horizon;
• S is a finite set of states, with s0 ∈ S the initial state;
• A is a collection of finite action sets, one set for each state. For s ∈ S, we denote its
action set by As;
• R is a finite subset of R, and is the set of possible values of the immediate rewards.
Let K = maxr∈R |r|;
• p is the transition probability. pt(s′|s, a) specifies the probability that the state at time
t+ 1 is s′, given that the state at time t is s, and the action selected at time t is a.
• g is a set of reward distributions. In particular, gt(r|s, a) is the probability that the
immediate reward at time t is r, if the state is s and action is a.
Similarly, an infinite MDP can be defined as a sextuple 〈S,A,R, p, g, γ〉, where γ ∈ (0, 1) is
the discounted factor.
Following [XM11], a policy of MDPs is denoted as pi. A history-dependent, deterministic
policy is a mapping from the history Ht = (s0:t, a0:t, r0:t) of the process to an action a ∈ Ast .
Πh represents the set of history-dependent deterministic policies. The set of deterministic
policies that only depend on the current state (and the time horizon), which is often called
Markovian policies, is denoted by Πt,s. Πt,s,x denotes the set of “pseudo-Markovian” policies
that depend on the time horizon, the current state, and the accumulated reward up-to-now.
Πh,u, Πt,s,u and Πt,s,x,u denote the set of history-dependent, Markovian and pseudo-Markovian
randomized policies, respectively.
Assumption 3.1. Each state i ∈ S belongs to only one stage.
Using Assumption 3.1, we can partition S according to the stage each state belongs to (i.e.,
S = ∪tSt). We let St be the set of states belong to tth stage.
Note that given the distribution of the reward parameter, the total reward of the MDP under
a policy pi is a well defined random variable Xpi ,
∑T
t=0 r(st, at)|s0 = s. We are interested
in the following problems. As standard in the study of computational complexity, the first
problem we consider is a “yes/no” decision problem.
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Problem 3.1 (Decision problem). Given ζ ∈ R and α ∈ (0, 1). Is there a pi ∈ Πh,u such
that
Pr(Xpi ≥ ζ) ≥ α?
We call this problem D(Πh,u). Similarly, we define D(Πt,s,u), D(Πt,s,x,u), and their deter-
ministic counterparts. A related problem of more practical interest is the optimization
one.
Problem 3.2 (Probabilistic goal MDP). Given ζ ∈ R, find pi ∈ Πh,u that maximizes
Pr(Xpi ≥ ζ).
We remark that while the time horizon is finite in this chapter, most results can be easily
extended to the infinite horizon discounted reward case, due to the fact that the contribution
of the tail of the time horizon can be made arbitrarily small by increasing the time horizon.
3.2.2 Kernel-based reinforcement learning using Bellman residual elimi-
nation
In this subsection, we briefly review the Bellman residual elimination (BRE) approach
[BHO08].
Assume that an infinite MDP specification 〈S,A,R, p, g, γ〉 is given. For a fixed policy pi,
the transition probability from state i to state j is denoted by ppiij , and the value Vpi(i) of a








where the expectation is taken over the possible future states given initial state i and the
policy pi. The value function Vpi(i) is known to be the solution to the Bellman equation,
which should be satisfied for all i ∈ S,






Define the fixed-policy dynamic programming operator Tpi as





so that (3.2) can be written as
Vpi = TpiVpi.
We remark here that the above equation is a linear system of dimension |S|, where |S|
denotes the size of the state space S.
In the BRE approach [BHO08], the kernel function k(·, ·) plays an important role. It maps
any two elements from state space S to the real numbers
k(·, ·) : S × S → R,
and can be thought of as a similarity measure on the input space. The kernel must be
symmetric (k(si, sj) = k(sj , si)) and positive semidefinite. The latter property is defined as
positive semi-definiteness of the associated Gram matrix K, whose ijth entry is Kij = k(si, sj),
for all subsets {s1, . . . , sm} ⊂ S. A kernel that satisfies these properties is said to be
admissible. If the associated Gram matrix K is strictly positive definite for all subsets
{s1, . . . , sm} ⊂ S, the kernel is called nondegenerate. Define a mapping Φ from S to the
space of real-valued functions over S as
Φ : S → RS
Φ(s)(·) = k(·, s).
An equivalent characterization of nondegenerate kernels states that a kernel is nondegenerate
if and only if its associated features {Φ(s1)(·), . . . ,Φ(sm)(·)} are linearly independent for all
subsets {s1, . . . , sm} ⊂ S.
The approximated value function V˜pi has a linear architecture (see, e.g., [LP03, DFVR03,
TVR97, BT96]) and can be expressed as the inner product between a feature mapping Φ(i)
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and a set of weights Θ
V˜pi(i) = 〈Θ,Φ(i)〉, i ∈ S.
The kernel k(i, i′) corresponding to the feature mapping Φ(·) is given by
k(i, i′) = 〈Φ(i),Φ(i′)〉, i, i′ ∈ S.
Define a new feature mapping Ψ(i) that accounts for the structure of the MDP dynamics as
Ψ(i) , Φ(i)− γ
∑
j∈S
ppiijΦ(j), i ∈ S. (3.3)
[BHO08] proved that the vectors {Ψ(i)|i ∈ S} are linearly independent if the vectors
{Φ(i)|i ∈ S} are linearly independent. Furthermore, the Bellman residual at state i can be
expressed as
BR(i) = −r(i, pi(i)) + 〈Θ,Ψ(i)〉, i ∈ S.
Define the Bellman kernel K(i, i′), for i, i′ ∈ S,
K(i, i′) = 〈Ψ(i),Ψ(i′)〉
= k(i, i′)− γ
∑
j∈S
(ppii′jk(i, j) + p
pi
ijk(i








[BHO08] showed that if the kernel k(i, i′) = 〈Φ(i),Φ(i′)〉 is nondegenerate, the associated
Bellman kernel K(i, i′) is also nondegenerate. Define the Gram matrix of the Bellman kernel
K whose ijth entry is
Kii′ = K(i, i′). (3.5)
Given a representative set of sample states S˜, the main technique of [BHO08] is to force
B˜R(i) = 0, ∀i ∈ S˜,
which can be solved by using many kernel-based regression methods. By applying Gaussian
process regression [Ras06], [BHO08] proposed BRE(GP) algorithm, which produces an
approximated value function whose Bellman residuals are zero at the sample states. Moreover,
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where λi is the ith element of vector λ, which is the solution of a |S˜|-dimensional linear
system
λ = K−1r,
under the assumption that the Gram matrix K is full rank and strictly positive definite. Here
r is the vector of stage reward r(s, pi(s)), ∀s ∈ S˜. Finally, similarly to [EMM05, DPR08], the
value function approximated by BRE algorithm can be computed by the kernel function k









3.3 Comparison of policy sets and complexity
The results in this section are developed in [XM11, Section 3; Section 4], and interested
readers may refer to the details such as proofs and examples.
Similar to [XM11], a policy set Π is said “inferior” to another Π′, if D(Π) being true implies
that D(Π′) is true, and there exists an instance where the reverse does not hold. Two policy
sets Π and Π′ are said “equivalent” if D(Π) is true if and only if D(Π′) is true.
It has been shown that randomization does not help: Πh is equivalent to Πh,u, Πt,s,x is
equivalent to Πt,s,x,u, and similarly Πt,s is equivalent to Πt,s,u [XM11]. This essentially means
that for probabilistic goal MDP, it suffices to focus on Πh, Πt,s,x and Πt,s. It suffices to show
the following theorem, since the reverse direction holds trivially.
Theorem 3.1. [XM11, Theorem 1] Given an MDP, α ∈ [0, 1], and ζ, if there exists
piu ∈ Πh,u (respectively Πt,s,x,u and Πt,s,u) such that
Pr(Xpiu ≥ ζ) ≥ α,
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then there exists pi ∈ Πh (respectively Πt,s,x and Πt,s) such that
Pr(Xpi ≥ ζ) ≥ α.
It can also been shown that Πt,s is inferior to Πt,s,x, which implies that including the
information of accumulated reward can improve the performance of a policy for probabilistic
goal MDPs [XM11]. Moreover, as shown in Section 3.4, it turns out that Πt,s,x and Πh are
equivalent which essentially means that adding extra information beyond the cumulative
reward does not improve the performance for probabilistic goal MDP.
The following theorem shows that solving the probabilistic goal MDPs is a computationally
hard problem.
Theorem 3.2. [XM11, Theorem 2] The problem D(Π) is NP-hard, for Π equals to Πh, Πh,u,
Πt,s, Πt,s,u, Πt,s,x or Πt,s,x,u.
3.4 Pseudo-polynomial algorithm
In the previous section, it is shown that the probabilistic goal MDPs cannot be solved in
polynomial time. In this section we review the pseudo-polynomial algorithm proposed in
[XM11, Section 5] to handle this issue. Recall that the running time of a pseudo-polynomial
algorithm is polynomial in the number of parameters and the size of the parameter, as
opposed to polynomial algorithms whose running time is polynomial in the number of
parameters and polylogarithmic in the size of the parameters.
The main technique of the pseudo-polynomial algorithm is to construct a new MDP using
state augmentation: the state space of the new MDP is the Cartesian product of the
original state-space and the set of possible accumulated rewards. If the immediate reward is
integer-valued, i.e., R ⊂ Z, [XM11] showed that the probabilistic goal MDP can be solved in
polynomial time, as shown below.
Theorem 3.3. [XM11, Theorem 3] Given ζ ∈ R and suppose that R ⊂ Z. In computational
time polynomial in T , |S|, |A| and K, one can solve D(Πh,u), i.e., determine the correctness
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of the following claim:
∃pi ∈ Πh,u : Pr(Xpi ≥ ζ) ≥ α.
Similarly, in computational time polynomial to T , |S|, |A| and K, one can solve the proba-
bilistic goal MDP, i.e., find pi ∈ Πh,u that maximizes Pr(Xpi ≥ ζ). Moreover, there exists an
optimal solution to probabilistic goal MDP that belongs to Πt,s,x.
Theorem 3.3 leads to Algorithm 3.1 for solving probabilistic goal MDPs.
Algorithm 3.1: Pseudo-polynomial algorithm for probabilistic goal MDP
Input : MDP 〈T,S,A,R, p, g〉 with R ⊂ Z, ζ ∈ R.
1 Construct MDP with augmented state-space 〈T, Sˆ,A, Rˆ, pˆ, gˆ〉.
2 Find a Markovian pˆi∗ that maximizes the expected reward of the new MDP.
3 Construct the policy of the original MDP as follows: the action taken at stage t,
state s, with an accumulated reward C equals to pˆit(s, C). Output the policy.
Output : pi ∈ Πt,s,w that maximizes Pr(Xpi ≥ ζ).
[XM11] further discussed the real-valued reward case by discretizing the reward parameters
to obtain a new MDP that approximates the original one. The new MDP is equivalent to
an integer valued MDP, and hence can be solved in pseudo-polynomial time similar to the
integer-valued case. The following theorem shows that such approximation is legitimate and
the performance gap diminishes as the discretization becomes finer.
Theorem 3.4. [XM11, Theorem 4] Given  > 0 and ζ ∈ R, there exists an algorithm, whose
running time is polynomial in T , |S|, |A|, K and 1/, that finds a policy pˆi, such that
Pr(Xpi ≥ ζ + ) ≤ Pr(Xpˆi ≥ ζ); ∀pi ∈ Πh,u.
As there are many or even infinite possible values of accumulated reward (i.e., K is extremely
large), discretization can lead to problem too large to solve via dynamic programming in
Algorithm 3.1. We quote from [SB98] that,
“Explicitly solving the Bellman optimality equation relies on at least three assumptions that
are rarely true in practice: (1) we accurately know the dynamics of the environment; (2) we
55
have enough computational resources to complete the computation of the solution; (3) the
Markov property”.
Although the first and third assumptions present no problems for the above mentioned case,
the second is a major impediment. To overcome this difficulty, we will apply the BRE(GP)
algorithm, which we will specify the details in the next section, to generate approximated
solutions to this large MDP.
3.5 BRE(GP) algorithm for the large-scale probabilistic goal
MDP
In this section, we are going to modify BRE(GP) algorithm [BHO08] and further apply it to
solve the new MDP 〈T, Sˆ,A, Rˆ, pˆ, gˆ〉 constructed in Algorithm 3.1 line 2.
We remark that the BRE(GP) in [BHO08] considers infinite horizon MDP. This causes no
problem, since we can modify the new MDP by adding a deterministic transition of each state
to a zero reward absorbing state after decision epoch t > T (i.e., pˆt((sabsorbing, C ′)|(s, C), a) =
1 for t > T ). Because the immediate reward of the resulting infinite horizon MDP
〈Sˆ,A, Rˆ, pˆ, gˆ, γ〉 is action-independent, we will write it as rˆ(sˆ) instead of rˆ(sˆ, pi(sˆ)) for
notational convenience. Moreover, due to Assumption 3.1, rˆ(sˆ) = r(s, C) = +1 incurs if
sˆ ∈ SˆT and C ≥ ζ.
By virtue of Gaussian process regression, BRE(GP) can automatically select any free kernel
parameters σ ∈ Σ (via maximization of the marginal likelihood) and provide natural error
bounds on the value function (via the posterior covariance). For i, i′ ∈ Sˆ, the kernel k, as well
as its associated Bellman kernel K and the Gram matrix K all depend on these parameters,
and are written as k(i, i′; Σ),K(i, i′; Σ) and K(Σ) to emphasize this dependence, respectively.
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They can be defined similarly as (3.3), (3.4) and (3.5), respectively:




K(i, i′; Σ) = 〈Ψ(i; Σ),Ψ(i′; Σ)〉
















K(Σ)ii′ = K(i, i′; Σ).
Assume we are given the sample states S of Sˆ. The complete pseudocode of BRE(GP) for
the MDP with augmented state space is given in Algorithm 3.2. The algorithm consists
of two nested loops. The inner loop (lines 5-10) is responsible for repeatedly solving the
regression problem and adjusting the kernel parameters using gradient-based optimization.
This process is carried out with a fixed policy, so the kernel parameters are tuned to each
policy prior to the policy improvement stage being carried out. Line 7 computes the λ
values necessary to compute the mean function of the posterior process. Lines 8 and 9 then
compute the gradient of the log likelihood function, and use this gradient information to
update the kernel parameters. This process continues until a maximum of the log likelihood
function has been found. 3
Once the kernel parameters are optimally adjusted for the current policy pi, the outer loop
(lines 11-13) performs three important tasks. First, it computes the value function V˜pi(sˆ)
in line 11. Second, line 12 computes the posterior standard deviation E(i) of the Bellman
residual function. This quantity is computed using the standard result from Gaussian process
regression for computing the posterior variance [Ras06], and it gives a Bayesian error bound
on the magnitude of the Bellman residual BR(i). This error bound is useful, of course,
because the goal is to achieve small Bellman residuals at as many states as possible. Finally,
the algorithm carries out a policy improvement step in line 13.
3The log likelihood function is not necessarily guaranteed to be convex, so it may be possible for the
gradient optimization carried out in the inner loop (lines 5-10) to converge to a local (but not global) maximum.
However, by initializing the optimization process at several starting points, it may be possible to decrease the
probability of ending up in a local maximum.
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Note that, the algorithm has a desirable property of reducing to exact policy iteration in
the limit of sampling the entire state space, and the obtained value function is exact (i.e.,
V˜pi = Vpi). Furthermore, by exploiting knowledge of the system model which is available in
the Section 3.4, this algorithm eliminates the need to perform trajectory simulations and
therefore do not suffer from simulation noise effects.
If the kernel k(i, i′; Σ) is admissible and nondegenreate, by [BHO08, Theorem 7], the following
theorems establish important properties of BRE(GP). The proofs are same as the ones in
[BHO08] thus is omitted.
Theorem 3.5. The value function V˜pi(i) computed by BRE(GP) satisfies




′), ∀i ∈ S.
The proceeding theorem states that the Bellman residuals BR(i) are identically zero at every
state i ∈ S. An immediate corollary follows by [BHO08, Corollary 8; Corollary 9].
Corollary 3.1. The value function V˜pi(i) produced by BRE(GP) satisfies
V˜pi(i) = Vpi(i), ∀i ∈ Sˆ.
That is, the value function V˜pi(i) is exact. Furthermore, the BRE(GP) is equivalent to exact
policy iteration when S = Sˆ.
Finally, we briefly discuss the computational complexity of BRE(GP). Let β be the average
number of possible successor states for any state i ∈ Sˆ, or equivalently, the average number
of terms pˆpiij that are nonzero for fixed i and policy pi. Then the total complexity of the
BRE(GP) algorithm is shown to be O(|S|3 + β2|S|(|S| + 1)/2) compared with the total
complexity O(|S|3) of exact policy iteration. Due to the fact that the number of sample
states is taken to be much smaller than the total size of the state space (|S| << |S|) and
the average branching factor β is typically also much smaller than |S|, the computational
complexity of BRE(GP) is significantly less than the computational complexity of exact
policy iteration.
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3.6 Chance constrained MDPs
Thus far, the case of finding a policy that achieves a pre-determined target ζ with highest
probability is investigated. We continue to study another case that incorporates this
probability into a constraint. That is, one is to maximize the expected total return while in
the meantime ensure that the probability of achieving the target ζ is larger than a threshold.
Such formulation is called the chance constrained MDP (CC-MDP).
Problem 3.3 (Chance constrained MDP). Given ζ ∈ R and α ∈ (0, 1), find a policy
pi ∈ Πh,u that solves
Maximize: E(Xpi)
Subject to: Pr(Xpi ≥ ζ) ≥ α.
[XM11] showed that checking the the feasibility of CC-MDP is equivalent to D(pih,u), which
implies the NP-hardness of CC-MDP. Nevertheless, similar as the probabilistic goal MDP,
there exists a pseudo-polynomial algorithm that solves CC-MDP [XM11]. For succinctness,
we restrict the reward in this section to be integer-valued. For the general reward, it can be
approximately solved to arbitrary precision by using discretization.
Theorem 3.6. [XM11, Theorem 5] Given an MDP such that R ∈ Z, ζ ∈ R, α ∈ [0, 1], the
chance constrained MDP can be solved in a time polynomial in T, |S|, |A|,K. Furthermore,
there exists an optimal solution pi belongs to Πt,s,x,u.
We next show that, in contrast to the probabilistic goal MDP, randomization may be
necessary for the CC-MDP optimal policies, i.e., Πt,s,x is inferior to Πt,s,x,u. This property
is inherited from constrained MDPs and is due to the fact that we want to satisfy the
probabilistic constraint while maximizing the expected total return at the same time.
Example 3.1. Consider the MDP as in Figure 3.1. There are two states, one initial state
s0 and one terminal state t. There are two actions a and b for s0, both leads to t. Action
a incurs a deterministic reward +1, and action b incurs a random reward: with 50% of






Figure 3.1: Illustration of Example 3.1.
to solve is
Maximize: E(Xpi)
Subject to: Pr(Xpi ≥ 1) ≥ 75%.
Because of the chance constraint, the only feasible deterministic policy is a, and the expected
total reward is thus 1. On the other hand, the following randomized policy, which takes both
policy with probability 50%, is feasible, and has an expected total reward 2 that is strictly
better. This shows that for CC-MDP, Πt,s,x is inferior to Πt,s,x,u.
The second extension we consider is the case where the distributions (of the reward) are not
precisely known themselves. Thus, instead of maximizing the probability of achieving a target,
which is not well-defined now, we maximize the worst (w.r.t. all admissible distributions)
probability of achieving a target. It can be shown that such a formulation can be reduced to
a robust MDP with 2KT |S| states, and hence remains solvable in pseudo-polynomial time.
We discuss the technical details in the next section.
3.7 Uncertain reward distribution
Thus far we assumed that the distribution of reward parameters is known. This assumption
may be violated in practice. In particular, when the distribution is inferred from samples,
there will be ambiguity of the distribution. We devote this section to formulate and investigate
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the probabilistic goal MDP with ambiguous information of the reward distribution. An
ambiguous MDP is defined as a sextuple 〈T,S,A,R, p,G〉, where T , S, A, R, p are the
same as defined in Section 3.2, and G is a set of admissible distributions of reward. For
succinctness, we assume that R ⊂ Z. The general reward case can be approximated via
discretization. Note that since rewards across different states and actions are independent,







where Gs,a is the set of admissible distributions of the immediate reward of state s and action
a. Note that such a distribution can be represented as a point in the simplex of R|R|, and
hence Gs,a is a subset of the the simplex of R|R|.
Problem 3.4 (Ambiguous probabilistic goal MDP). Given an ambiguous MDP and ζ ∈ R,




Here Xˆpi,g stands for the (random) accumulated reward of policy pi, if the reward distribution
is g.
Note that the probabilistic goal MDP is a special case of the ambiguous probabilistic
goal MDP, in which G is a singleton. Thus we immediately conclude that the ambiguous
probabilistic goal problem is NP-hard. Nevertheless, we show that when K is not large,
solving the ambiguous goal driven MDP is still computationally friendly. In particular, we
show that we can reduce the ambiguous goal driven MDP to a robust MDP problem. To
this end, we briefly recall robust MDP.
Robust MDP is a tuple 〈T,S,A,P, r〉 where T , S and A are the time horizon, state space
and action set, respectively. The transition probability is not known, but it is known to
belong to a a set of admissible transition probability denoted by P . A typical assumption is
that the uncertainty of transition probability is independent between different states and
actions, i.e. P = ∏s,a Ps,a. r is the expected immediate reward, which, without loss of
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generality, is assumed to be precisely known 4. The optimal policy of the robust MDP is





When the uncertainty is independent between different states and actions, it is known
that the Bellman’s principal of optimality holds, and the robust MDP can be solved in
polynomial time, for certain class of Ps,a, including finite sets, polyhedrons, ellipsoids, or
their intersections. We refer the readers to [NEG05, BNS01, Iye05] for details.
Construct a new MDP similarly as before using state augmentation. Because the immediate
reward of the original MDP follows an uncertain distribution, the transition probability of
the new MDP is uncertain. And the set of admissible transition probability is precisely the
set of ambiguous reward distribution in the original MDP. This immediately implies the
following theorem.
Theorem 3.7. The ambiguous probabilistic goal MDP is equivalent to a robust MDP with
2K|S| states.
If the uncertainty sets are “nice”, such as ellipsoids, polyhedrons or their intersections, then
robust MDP can be solved efficiently using backward induction. Therefore, ambiguous
probabilistic goal MDP is computationally friendly.
3.8 Numerical results
In this section, we study a path planning problem, where the probabilistic MDP becomes
intractable and the BRE(GP) Algorithm 3.2 is implemented.
An agent wants to exit a 10× 10 maze (shown in Figure 3.2). Starting from the upper-left
corner, the agent can move up, down, left and right, but can only exit the grid at the
lower-right corner. Here, a white box stands for a normal place where the agent needs one
time unit to pass through. A shaded box represents a “shaky” place, where with probability
4Note that uncertainty in reward can be easily converted to uncertainty in transition probability by adding
slack states
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20% the agent may need ten time units to pass through. The allowable time horizon for
the agent to exit the maze is T = 50. If the agent cannot exit the maze within T , he will
deterministically transit to an absorbing state, where staying there has no time occurred.
We compute the policies that maximize the probability that the total time spent is no larger
than a given target time ζ = 30, 45, 60, respectively. The discounted factor γ and step size ω
are selected to be 0.999 and 0.001.
We choose the origin of this 2D maze at the starting point with the x-axis being the horizontal
direction. Each state in this problem is four dimensional and consists of x-coordinate, y-
coordinate, accumulated time spent up to now C and the time horizon t. A radial basis
function kernel is used:
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2
σ22
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Note that σ1, σ2, σ3 and σ4 are left as free kernel parameters to be automatically learned
by the BRE(GP) algorithm. The parameters are initially set at σ1 = σ2 = σ3 = σ4 = 1
so that the test reflects a realistic situation in which the parameter values are not initially
well-known. The total size of the state space is 10× 10× (10× 50)× 50 = 2.5× 106. We
generate a much smaller set of representative states |S| = 311 by using several trajectories of
the system, which are shown in Figure 3.2. The starting point of each trajectory is indicated
with a number beside in the figure.
We provide the details of the trajectories: the starting points of nine trajectories 1 to 9 are
(3, 1, 2, 2)ᵀ, (7, 1, 20, 34)ᵀ, (1, 9, 35, 30)ᵀ, (4, 3, 5, 5)ᵀ, (2, 1, 21, 5)ᵀ, (10, 1, 7, 23)ᵀ, (1, 5, 5, 5)ᵀ,
(1, 3, 3, 3)ᵀ, and (1, 2, 10, 10)ᵀ, respectively. Furthermore, we add three more sample states
which are located at the exit with the accumulated time C being around the target ζ and
the time horizon being t = T (i.e., (10, 10, ζ − 1, T )ᵀ, (10, 10, ζ, T )ᵀ, and (10, 10, ζ + 1, T )ᵀ).
For each experiment with its target ζ, the optimal policy computed by BRE(GP) after 10
iterations is evaluated by using the same set of sample states 5 and 1000 runs of simulation
5The sample states may be different due to the stochasticity of transition in the trajectories.
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Figure 3.2: The maze for the path planning problem.
are provided. The CPU time of running BRE(GP) is about 10829 seconds for each target.
We repeat the experiment for 15 times. The achieving probabilities of different exiting target
times ζ = 30, 45, 60 are presented in Figure 3.3, where the error bars show the standard
error of the expected exiting time in these 15 experiments. The simulation result clearly
shows that each policy maximizes the chance of reaching its respective target. Note that
P(X ≤ 60) 6= 1, and it is due to two possibilities: the agent may exit the maze with more



























Figure 3.3: Achieving probabilities of different target times to exit ζ = 30, 45, 60.
As discussed, in addition to automatically learning the kernel parameters, BRE(GP) also
64
computes error bounds on the value solution. We choose one out of 1000 trajectories
generated for the target value ζ = 30. Starting from the initial state sˆ0 = (1, 1, 0, 1)ᵀ, the
trajectory finally terminates at (10, 10, 30, 50)ᵀ ∈ S. The bellman residuals BR(i) as the
function of the trajectory and the 2σ error bounds 2E(i) computed in line 14 of the BRE(GP)
Algorithm 3.2 are plotted in Figure 3.4. Note that, as expected, the Bellman residual at the
50th state, which is also sampled, is exactly zero. Furthermore, the error bounds computed
by BRE(GP), shown as the dashed black lines, do a good job of bounding the Bellman
residuals at non-sampled states. Recall that these bounds represent the posterior variance of
the Bellman residuals. Thus, for the 2σ case shown in the figure, the bounds represent a



















Figure 3.4: Bellman residuals (solid blue line) as a function of a trajectory. 2σ error bounds
are shown by the dashed black lines.
3.9 Chapter summary
In this chapter, we investigated the probabilistic goal MDP model proposed in [XM11] where
the decision maker maximizes the probability that the cumulative reward of a policy is
above a fixed target. The pseudo-polynomial algorithm developed in [XM11] for solving
probabilistic MDPs may appear to be ‘easy’ but not scale well, partly due to the fact that
the problem is NP-hard. By embedding the probabilistic MDP into a large scale MDP, we
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implemented a BRE algorithm, which is in the spirit of reinforcement learning, to solve it
approximately. Finally, we discussed chance constrained and uncertain goal MDPs, and
showed these two extensions are NP-hard but can be solved by pseudo-polynomial algorithms.
66
Algorithm 3.2: BRE(GP) algorithm for probabilistic goal MDP
Input : The MDP < T, Sˆ,A, Rˆ, pˆ, gˆ > constructed in Algorithm 3.1 line 2. Initial
policy pi0, set of sample states S, nondegenerate kernel k(i, i′; Σ) and
initial set of kernel parameter Σ.
1 Define K(i, i′; Σ) = 〈Ψ(i; Σ),Ψ(i′; Σ)〉. (Define the associated Bellman kernel)
2 Construct rˆ, the vector of stage reward rˆ(i),∀i ∈ S.
3 pi ← pi0.
4 for k = 0, 1, 2, · · · do
5 while Stopping condition for gradient-based optimization rule is not met. do
6 Construct the Gram matrix K(Σ) where Kii′(Σ) = K(i, i′; Σ), ∀i, i′ ∈ S.
7 Solve λ = K(Σ)−1rˆ.












9 Update the kernel parameters using any gradient-based optimization rule:
Σ← Σ + ω∇Σ log pˆ(rˆ|S,Σ),
where ω is an appropriately selected step size.
10 end










(Policy evaluation step complete)
12 Compute E(i), the 1-σ error bound on the Bellman residual function
E(i) = (K(i, i; Σ)− hᵀK(Σ)−1h)1/2
where h(j) , K(i, j; Σ), j ∈ S.




ij(rˆ(i) + γV˜pi(j)). (Policy improvement)
14 end
Output : Policy pi.
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Chapter 4
Dynamic Programming for Risk-aware Sequential
Optimization
In Chapter 3, we discussed a special class of risk-averse MDPs with static risk measures.
Along with the problem setup, we consider a general risk minimization in this chapter, that is,
decision makers seek a policy that minimizes a risk measure of the total cost rather than the
risk-neutral expected total cost. First, we develop a dynamic programming (DP) approach
for optimized certainty equivalent (OCE) minimizing MDPs. Then, based on this model we
develop DP algorithms for the conditional value-at-risk (CVaR) and Kusuoka representation.
Moreover, we show how to apply Fenchel duality to get minimax DP equations for general
risk-aware MDPs. Finally, we provide numerical experiments to demonstrate the validity of
proposed models when compared to the classical risk-neutral approach as well as Markov
dynamic risk measures.
4.1 Introduction
Markov decision processes (MDPs) (see [Put09]) are a classical tool for modeling sequential
decision making problems. The risk-neutral MDP searches for a policy with minimum
expected cost. As in stochastic optimization, expected cost is not an adequate objective for
decision makers who need guarantees on the reliability of their decisions. We want to find a
policy that minimizes the risk in the MDP cost distribution in order to express the decision
maker’s risk preferences.
The issue of risk in MDPs has been considered from a variety of perspectives. In [Kre77a,
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Kre77b], the expected utility of countable state space and finite action space MDPs is
minimized, and the resulting policies are seen to be history dependent. In [FKL89], variance
penalties for MDPs are minimized. The mean-variance trade-off in MDPs is further explored
in [Sob94]. [DMS99] shows how to solve the Bellman equation for risk-sensitive control of
MDPs. In [GW05], the risk of MDP policies is evaluated in terms of the probability of visiting
undesirable states. A finite horizon MDP with a conditional value-at-risk constraint on the
total cost is considered in [BJ10]. Both an oﬄine and an online stochastic approximation
algorithm are developed. [BO11] shows how to minimize the average value-at-risk of costs
in MDPs by combining state space augmentation, dynamic programming, and an external
tuning parameter. [HJ13] applies stochastic dominance constraints to the steady state
distribution in long-run average and infinite horizon discounted reward MDPs, and then
solves the resulting constrained MDPs with the convex analytic approach. [BR13] considers
minimization of the certainty equivalent of MDP costs, where the classical risk-sensitive
MDP is a special case. State space augmentation is used in conjunction with dynamic
programming in [BR13] to compute the optimal policy. In [HJ15], the work in [HJ13] is
extended to show how to use convex analytic methods to solve general risk-aware MDPs. In
the case of expected utility, stochastic dominance constraints, and chance constraints, this
approach gives linear programming problems.
There is a parallel stream of literature on robust optimization of MDPs which emphasizes
model ambiguity. Minimax dynamic programming is first developed in [Iye05, NEG05] to
handle ambiguity in the transition kernel. Both of these papers develop a minimax analog
of the Bellman recursion and show that value iteration gives an optimal policy. In [XM09],
MDPs with uncertain rewards are studied and the notion of ‘parametric regret’ is developed
to describe a suitable policy. Parametric regret is the difference between the best strategy in
hindsight and the decision maker’s play before the uncertain parameters are revealed. In
[DM10], uncertainty in the rewards and transition probabilities of an MDP is addressed.
Percentile based criteria are proposed to study the trade-off between optimism and pessimism
about the model ambiguity. Distributionally robust MDP are developed in [XM12] where
the decision maker optimizes against adversarial distributions of the uncertain parameters.
Historical data is used to construct confidence intervals for uncertain parameters in [WKR13],
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and then the decision maker optimizes against the worst case parameter realization over this
confidence interval.
The work in [Rus10] stands at the intersection of risk-aware and robust MDPs. In [Rus10],
the class of Markov risk measures (also known as one-step conditional risk measures) is
proposed. This class of risk measures is based on Fenchel duality for risk functions and
leads to a minimax dynamic programming formulation. In [ÇR14], numerical methods are
developed for risk-aware MDPs with Markov risk measures. Specifically, value and policy
iteration algorithms are developed and their convergence is established.
Many risk measures of interest are not Markov, e.g. the class of coherent risk measures. In
the present chapter, we extend the DP framework for risk-aware MDPs where our goal is to
derive DP equations for a general risk-aware MDP. This chapter expands upon the methods
in [Rus10] and [BR13] to handle a wider class of risk-aware objectives beyond Markov risk
measures and expected utility.
This chapter is organized as follows. In Section 4.2 we review the classical model for MDPs
and then we describe a framework for risk-aware MDPs. Section 4.3 develops DP equations
and a solution procedure for MDPs that minimize the optimized certainty equivalent (OCE)
of the cost. This section includes CVaR as a special case. Next in Section 4.4, we adapt the
Kusuoka representation to the dynamic setting and then leverage our results for CVaR to
solve this class of risk-aware MDPs. Section 4.5 comments on the extension of our model to
the infinite horizon setting. In Section 4.6, we develop the convexity properties of risk-aware
MDPs, and Section 4.7 continues by applying Fenchel duality to get minimax DP equations
for general risk-aware MDP. We explore several specific problems in Section 4.8 and report
numerical experiments. The chapter concludes in Section 4.9 with future research directions.
4.2 Preliminaries
This section first reviews classical risk-neutral MDP model which minimize the expected
cost. Then, we discuss the extension to risk-aware MDPs which minimize a risk measure of
the cost.
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4.2.1 Classical Markov decision processes
Consider a discrete time controlled Markov process given by
(
S, A, {A (s) : s ∈ S} , {Qt}t≥0 , {ct}t≥0
)
.
The state space S and the action space A are Borel spaces, measurable subsets of complete
and separable metric spaces, with corresponding Borel σ−algebras B (S) and B (A). We use
P (S) to denote the space of probability measures over S with respect to B (S), and we define
P (A) analogously. For each state s ∈ S, the set A (s) ⊂ A is a measurable set in B (A) and
it indicates the set of feasible actions available in state s. We assume that the multifunction
s→ A (s) permits a measurable map φ : S → A such that φ (s) ∈ A (s). The set of feasible
state-action pairs is given by K = {(s, a) ∈ S× A : a ∈ A (s)}, with corresponding Borel
σ−algebra B (K). The transition law {Qt}t≥0 governs the system evolution. For each t ≥ 0
and B ∈ B (S), Qt (B | s, a) is the probability of next visiting the set B given the current
state-action pair (s, a) ∈ K. Finally, each ct : K→ R for t ≥ 0 is a measurable cost function
that depends on state-action pairs.
We now describe two classes of policies for
(
S, A, {A (s) : s ∈ S} , {Qt}t≥0 , {ct}t≥0
)
. Let
Ht be the set of histories at time t, H0 = S, H1 = K× S, and Ht = Kt × S for all t ≥ 2. A
specific history ht ∈ Ht records the state-action pairs visited at times 0, 1, . . . , t− 1 as well
as the current state st. Define Π to be the set of all history-dependent randomized policies:
collections of mappings pi = (pit)t≥0 where pit : Ht → P (A) for all t ≥ 0. Given a history
ht ∈ Ht and a set B ∈ B (A), pit (B |ht) is the probability of selecting an action in B. Define
Π0 to be the class of stationary randomized Markov policies : mappings pi : S→ P (A) which
only depend on history through the current state. For a policy pi ∈ Π0, a given state s ∈ S,
and a set B ∈ B (A), pi (B | s) is the probability of choosing an action in B. The class Π0
is a subset of Π and we explicitly assume that Π and Π0 only include feasible policies that
respect the constraints K.
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The canonical measurable space of trajectories is
(Ω, B) = (S∞, B (S)∞) ,
and specific trajectories are written as ω ∈ Ω. The state and action at time t are denoted
st and at, respectively. For a fixed initial state s0 ∈ S, a policy pi ∈ Π determines a
probability measure P pi on (Ω, B) and a corresponding stochastic process {st}t≥0. The
resulting probability space is denoted (Ω, B, P pi).
For most of the chapter, we emphasize the finite horizon total cost problem over the planning










In Problem (4.1), the dependence on pi ∈ Π is implicit in the expectation and the mapping∑T
t=0 ct (st, at). More formally, we could write Epi
[∑T
t=0 ct (st, pit (st))
]
to emphasize the
dependence on the policy. Problem (4.1) is known to have a Markov optimal policy in Π0.
Following this observation, the dynamic programming equations for Problem (4.1) are:
vT (s) = inf
a∈A(s)
cT (s, a) , ∀s ∈ S, (4.2)
vt (s) = inf
a∈A(s)
{ct (s, a) + E [vt+1 (s˜) | s, a]} , ∀s ∈ S, ∀t = 0, 1, . . . , T − 1, (4.3)
where E [vt+1 (s˜) | s, a] =
∫
S vt+1 (s˜)Qt (ds˜ | s, a) is the expected cost-to-go at time t as a
function of the current state and action. Equations (4.2) - (4.3) can be solved by value
iteration or policy iteration.
4.2.2 Risk-aware Markov decision processes
Problem (4.1) searches for a policy that minimizes expected cost and it is thus risk-neutral.
In this subsection, we develop a framework for risk-aware MDPs that extends Problem (4.1).
As a first step, we fix an admissible space L of random variables on which to define a risk
measure. In this chapter we will take L = Lp (Ω, B, P pi) for 1 ≤ p <∞ to be the space of
random variables on (Ω, B, P pi) such that E [|X|p] <∞. Notice that the space L depends
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on pi ∈ Π, so that as we vary the policy pi we also vary the underlying space of admissible
random variables. In general, a risk measure ρ is any mapping from L to R. The following
four properties of risk measures are important throughout our analysis:
(A1) Convexity: ρ (λX + (1− λ)Y ) ≤ λ ρ (X) + (1− λ) ρ (Y ) for all X, Y ∈ L and λ ∈
[0, 1].
(A2) Monotonicity: If X, Y ∈ L and X ≤ Y , then ρ (X) ≤ ρ (Y ).
(A3) Translation equivalence: If α ∈ R and X ∈ L, then ρ (X + α) = ρ (X) + α.
(A4) Positive homogeneity: If α > 0 and X ∈ L, then ρ (αX) = αρ (X).
A risk measure ρ : L → R is called ‘coherent’ if it satisfies all four of the preceding properties.
Conditional value-at-risk, mean-deviation, and mean-semideviation are examples of coherent










We point out that the dependence on the policy pi ∈ Π is implicit in Problem (4.4). In
particular, the underlying probability space L on which we define ρ depends on pi ∈ Π, and
the mapping
∑T
t=0 ct (st, at) depends on pi ∈ Π.












for an increasing convex utility function u : R→ R. Problem (4.5) is studied with dynamic
programming techniques in [BR13] and with the convex analytic approach in [HJ15]. To
develop DP equations for Problem (4.5), and more generally for Problem (4.4), we need to
keep track of the history by adding the running cost to the state to get the augmented state
space:
S˜ , S× R+.
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The augmented state space S˜ also appears in [BO11, BR13] which consider conditional
value-at-risk and expected utility minimizing MDP, and in [HJ15] which considers general
risk-aware MDP. A state in S˜ looks like (s, y), where s ∈ S is the original state and y ∈ R+
is the running cost. We let (yt)T+1t=0 denote the sequence of cumulative costs which evolve
according to
yt+1 = yt + ct (st, at) , ∀t = 0, 1, . . . , T, (4.6)





ci (si, ai) , ∀t = 0, 1, . . . , T.
Dynamic programming for Problem (4.5) is studied in [BR13], and the dynamic programming
equations on S˜ are derived in [BR13, Theorem 1]:
vT (s, y) = inf
a∈A(s)
E [u (y + cT (s, a))] , ∀ (s, y) ∈ S˜, (4.7)
vt (s, y) = inf
a∈A(s)
E [vt+1 (s˜, y + ct (s, a))] , ∀ (s, y) ∈ S˜, ∀t = 0, 1, . . . , T − 1. (4.8)
Equations (4.7) - (4.8) can be solved by value iteration, where the utility function u appears
in the final cost-to-go problem.
In the remainder of this chapter, we consider several specific instances of Problem (4.4) based
on:
(i) optimized certainty equivalent (OCE), which includes conditional value-at-risk (CVaR)
as a special case;
(ii) the Kusuoka representation, which includes spectral risk measures;
(iii) and finally generally convex risk measures.
Our goal is to derive DP equations for all three of these classes of risk-aware MDPs.
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4.3 Optimized certainty equivalent
This section considers Problem (4.4) when ρ is chosen to be the optimized certainty equivalent
(OCE). The notion of OCE is developed in [BTT86, BTT07], it can be understood as a
generalization of CVaR. The definition of OCE naturally leads to DP equations. However,
these DP equations introduce an external tuning parameter, as observed in [BO11] for the
case of CVaR. We consider the problem of optimizing over this parameter and then solving
the resulting MDP to find the optimal policy for Problem (4.4).
Let
U0 , {u : R→ R s.t. u is increasing and convex, u (0) = 0, 1 ∈ ∂u (0)}
be a collection of normalized convex utility functions (since we are dealing with costs, it
would technically be more correct to call U0 a set of disutility functions). For any u ∈ U0, it
is immediate that u (x) ≥ 0 for all x ≥ 0 and u (x) ≥ x for all x ∈ R. The OCE corresponding
to the utility function u ∈ U0 is defined as
Su (X) , inf
η∈R
{η + E [u (X − η)]} .
Note that we have modified the definition from [BTT07] since X represents losses here rather
than rewards. When X represents a random loss, we interpret η+E [u (X − η)] as a trade-off
between a certain cost of η in the present and then a random cost of X − η in the future.
The expression Su (X) finds the most favorable tradeoff. This definition is the analog of
[BTT07, Definition 2.2] which is for random rewards.
First, notice that the function η → η + E [u (X − η)] is convex in η and that
lim
|η|→∞
{η + E [u (X − η)]} =∞.
It follows that the infimum is attained in the definition of Su (X) and we can replace ’inf’
with ’min’ in the definition of Su (X).
Some examples of the optimized certainty equivalent from [BTT07] follow.
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Example 4.1. (i) [BTT07, Example 2.1] When u (t) = et, we obtain












































{η + E [u (X − η)]} = E [X] + 1
2
var (X) .
(iii) [BTT07, Example 2.3] Let
u (t) =

γ1t, t ≤ 0,
γ2t, t > 0,
for 0 ≤ γ1 < 1 < γ2, then
Su (X) = inf
η∈R
{
η + γ1E [η −X]+ + γ2E [X − η]+
}
.
When γ1 = 0 and γ2 = 1/α, we obtain the well-known representation of conditional
value-at-risk.
Remark 4.1. It is known that ρ (X) = Su (X) is a coherent risk measure if and only if
u (x) =

γ1x, x ≤ 0,
γ2x, x > 0,
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for 0 ≤ γ1 < 1 < γ2, by [BTT07, Theorem 3.1].
















































ct (st, at)− η
)]}
, (4.11)
where we interchange the order of minimization in equation (4.10). We consider the parameter
η ∈ R that appears above to be an external tuning parameter since it is optimized separately
from the MDP. In Problem (4.9), we see how the definition of OCE itself depends on pi ∈ Π
which determines the underlying probability measure on (Ω, B). The dependence on pi enters
through the expectation in Problem (4.9).









ct (st, at)− η
)]
. (4.12)
The dynamic programming equations for Problem (4.12) for fixed η ∈ R follow from [BR13,
Theorem 1], and are:
vT (s, y) = inf
a∈A(s)
E [u (y + cT (s, a)− η)] , ∀ (s, y) ∈ S˜, (4.13)
vt (s, y) = inf
a∈A(s)
E [vt+1 (s˜, y + ct (s, a))] , ∀ (s, y) ∈ S˜, ∀t = 0, 1, . . . , T − 1, (4.14)
using x→ u (x− η) as the terminal cost function.
We make the following boundedness assumption to hold for the remainder of this chapter.
Assumption 4.1. For all pi ∈ Π, ∑Tt=0 ct (st, at) has support contained in [0, c¯] for some
0 ≤ c¯ <∞ for P pi−almost all ω ∈ Ω.
The preceding assumption can be met if {ct}Tt=0 are all bounded on K, for example.
The following lemma reports several key technical properties of OCE that are used extensively
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in our analysis of Problem (4.11).
Lemma 4.1. Suppose that u is Lipschitz continuous with constant L, then:




t=0 ct (st, at)− η
)]
is Lipschitz continuous with constant 1 + L.



















ct (st, at)− η
)]
.
(iii) |Su (X1)−Su (X2) | ≤ LE [|X1 −X2|] for all X1, X2 ∈ L, i.e. Su : L → R is Lipschitz
continuous with constant L.







ct (st, at)− η
)]
has Lipschitz constant L by assumption.







ct (st, at)− η
)]




ct (st, at)− η
]
≥ (1− β2) η,







ct (st, at)− η
)]




ct (st, at)− η
]
≥ (1− β1) η,
and (1− β1) η is increasing as η →∞.
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(iii) Compute
|Su (X1)− Su (X2) | = |min
η∈R
{η + E [u (X1 − η)]} −min
η∈R
{η + E [u (X2 − η)]} |
≤ max
η∈R
|E [u (X1 − η)]− E [u (X2 − η)] |
≤ max
η∈R
E [|u (X1 − η)− u (X2 − η) |]
≤L max
η∈R
E [|X1 −X2|] ,
where the last inequality follows from the fact that x→ u (x− η) has Lipschitz constant
L.
Next, define the optimal value








ct (st, at)− η
)]
of Problem (4.12) as a function of η. The following lemma develops some properties of
η → ϑ (η).
Lemma 4.2. (i) minη∈R {η + ϑ (η)} = min0≤η≤c¯ {η + ϑ (η)}.
(ii) η → ϑ (η) has Lipschitz constant L.
























{η + ϑ (η)} ,
by interchanging the order of minimization.
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(ii) Compute:







































≤L |η1 − η2|,

















≤ |η1 − η2|
for any distribution P pi.
Using η → ϑ (η), Problem (4.11) is equivalent to
min
η∈[0, c¯]
{η + ϑ (η)} , (4.15)
which emphasizes optimization over η ∈ R. In Problem (4.15), we evaluate each call to ϑ (η)
by solving Problem (4.12). Any instance of Problem (4.12) can be solved via equations (4.13)
- (4.14).
4.3.1 Solution methods
In general, Problem (4.15) is a nonconvex optimization problem since η → ϑ (η) is not a
convex function for an arbitrary MDP. We turn to the issue of convexity of η → ϑ (η) later
in the chapter. For now, we propose two general solution methods for Problem (4.15): a
grid search and a convex approximation. In a grid search, we discretize the interval [0, c¯]
with the finite set Ψ, and then solve the approximate problem
min
η∈Ψ
{η + ϑ (η)} (4.16)
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via direct enumeration. The next theorem gives an error guarantee on the solution of Problem
(4.16) compared to Problem (4.12). Its proof follows immediately from Lipschitz continuity
of η → ϑ (η).
Theorem 4.1. Suppose




|η − η′| < ,
let η∗ ∈ arg minη∈Ψ
{
η + 11−αϑ (η)
}
, and ηˆ ∈ arg minη∈[0, c¯]
{
η + 11−αϑ (η)
}
. Then:
(i) η∗ + 11−αϑ (η
∗) ≥ ηˆ + 11−αϑ (ηˆ);
(ii) |η∗ + 11−αϑ (η∗)−
(
ηˆ + 11−αϑ (ηˆ)
)
| ≤  (1 + L).
Now we consider a convex approximation of Problem (4.15). In particular, we can optimize
over η ∈ R in Problem (4.15) by using the convex envelop of ϑ (η),
convϑ (η) = sup
α, β
{αη + β : α ηˆ + β ≤ ϑ (ηˆ) , ∀ηˆ ∈ R} .
If we have evaluated the points {ϑ (η) , η ∈ Φ} for Φ ⊂ R, then we can approximate convϑ (η)
with
ϑˆ (η) = sup
α, β
{αη + β : α ηˆ + β ≤ ϑ (ηˆ) , ∀ηˆ ∈ Φ} ,











1− α supα, β
{αη + β : α ηˆ + β ≤ ϑ (ηˆ) , ∀ηˆ ∈ Φ}
}
. (4.17)
The next lemma gives a practical representation of η → ϑˆ (η).





λ (ηˆ)ϑ (ηˆ) :
∑
ηˆ∈Φ
λ (ηˆ) ηˆ = η,
∑
ηˆ∈Φ
λ (ηˆ) = 1
 .
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Proof. Follows from a standard duality transformation:
sup
α, β





αη + β +∑
ηˆ∈Φ





















λ (ηˆ)ϑ (ηˆ) :
∑
ηˆ∈Φ
λ (ηˆ) ηˆ = η,
∑
ηˆ∈Φ
λ (ηˆ) = 1
 .
We substitute this expression back into the objective of Problem (4.17) to get the desired
result.
As the next theorem shows, the global minimizer of η + 11−αconvϑ (η) coincides with the
global minimizer of η + 11−αϑ (η).
Theorem 4.2. (i) For all η ∈ R,
η +
1
1− αϑ (η) ≥ η +
1
1− αconvϑ (η) ≥ η +
1
1− αϑˆ (η) .
(ii) Let η∗ ∈ arg minη∈R
{


























































Proof. (i) Follows from the definition of the convex envelope convϑ (η) of ϑ (η), and its
under-estimator ϑˆ (η).







≤ η + 1
1− αϑ (η) , ∀η ∈ R.
Choose β = minη∈R
{
η + 11−αϑ (η)
}
to get the desired result.
(iii) Follows since η + 11−α ϑˆ (η) is a lower bound for η +
1
1−αϑ (η) for all η ∈ R.
The preceding convex approximation scheme is effective for general MDP, and it offers a
more intelligent approach versus a grid search for Problem (4.15).
4.3.2 Conditional value-at-risk
We conclude this section by commenting on CVaR, which is a special case of OCE. The
conditional value-at-risk is a prominent risk measure that has found extensive use in finance
among other fields. Put simply, the CVaR is the expected α (which is a constant specified
by the decision maker) worst-case of the return. Thus, by appropriately tuning α, the CVaR
may be tuned to be sensitive to rare, but very low returns, which makes it particularly
attractive as a risk measure. The CVaR has been studied extensively [RU00, SD+14], and is
known to have favorable mathematical property such as coherence [ADEH99]. It has also
been used in many practical applications, in finance and other domains [USSK10].
Formally, the CVaR at level α ∈ [0, 1) of a random variable X ∈ L is defined to be











We see that CVaRα is a special case of OCE when we choose the utility function u (x) =




































DP equations for Problem (4.19) for any fixed η ∈ R follow from [BR13, Theorem 1] using
u (x) = (x− η)+:




(y + cT (s, a)− η)+
]
, ∀ (s, y) ∈ S˜, (4.20)
vt (s, y) = inf
a∈A(s)
E [vt+1 (s˜, y + ct (s, a))] , ∀ (s, y) ∈ S˜, ∀t = 0, 1, . . . , T − 1. (4.21)
DP equations for Problem (4.19) are also derived in [BO11] using a slightly different state
space augmentation scheme. We define

















1− αϑCV aR (η)
}
, (4.22)
which can be solved using the general techniques that we suggested for Problem (4.15).
4.4 Kusuoka representation
This section considers the Kusuoka representation. This fundamental result establishes that
law invariant coherent risk measures can be ’built’ out of CVaR in a sense to be made precise.
We extend the Kusuoka representation to MDPs, and derive DP equations that parallel
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those in the preceding section.
Recall that a risk measure is law invariant if it only depends on the distributions of random
variables and not on the underlying probability space. The following theorem defines the
Kusuoka representation of a law invariant coherent risk measure.
Theorem 4.3. [Sha13, Proposition 1] Let ρ be a law invariant coherent risk measure, then




CVaRα (X)µ (dα) ,
where M is a set of probability measures on [0, 1).





















µ (dα) . (4.23)
Problem (4.23) finds a policy that minimizes the supremum of weighted sums of the CVaR
of the total cost.
4.4.1 A relaxed risk measure
We first present a technical lemma which allows us to transform Problem (4.23) into a more
tractable form. Since Problem (4.23) includes a continuum of CVaRα over α ∈ [0, 1), we
write η (α) ∈ R to indicate the dependence of the parameter η ∈ R in the definition of CVaR
on α. We also let η = {η (α) : α ∈ [0, 1)} be a measurable selection from R[0, 1) to [0, 1).
















































































































using the fact that µ is a probability measure and the optimization identity
inf
x1∈X1
f1 (x1) + inf
x2∈X2
f2 (x2) = inf
x1∈X1, x2∈X2








































where the equality follows since M is a collection of probability measures. For clarity,









{µ1f1 (x1) + µ2f2 (x2)}
which holds whenever M is a collection of nonnegative vectors (µ1, µ2). Since the
term µ1f1 (x1) + µ2f2 (x2) is separable in x1 and x2, we will always choose the global
minimizers of f1 and f2 over X1 and X2 respectively when (µ1, µ2) is a nonnegative
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vector.













































































Even though we can treat η as an external parameter, the maximization over µ ∈ M is
still internal and must be done after observing the decision maker’s choice of pi ∈ Π. This
situation presents a challenge to the derivation of DP equations. Instead, we modify the

























by moving the maximization over µ ∈ M within the expectation. In Problem (4.24), the
maximization over µ ∈M is dependent on the underlying sample path.























The next theorem compares Problem (4.23) to (4.24), and shows how to derive DP equations
for Problem (4.25) for fixed η ∈ R[0, 1).
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(ii) For fixed η ∈ R[0, 1), the DP equations for Problem (4.25) are:













, ∀ (s, y) ∈ S˜,
(4.26)
vt (s, y) = inf
a∈A(s)
E [vt+1 (s˜, y + ct (s, a))] , ∀ (s, y) ∈ S˜, ∀t = 0, 1, . . . , T − 1. (4.27)
Proof. (i) If we restrict the maximizing µ ∈M to be constant across sample paths ω ∈ Ω
in Problem (4.24), then we recover Problem (4.23).
(ii) At time t = T , we have the terminal cost function







η (α) + (y + cT (s, a)− η (α))+
]
µ (dα) , ∀ (s, y) ∈ S˜,
where the maximization over µ ∈M depends on the history through the state (s, y).
For earlier times, we have
vt (s, y) = inf
a∈A(s)
E [vt+1 (s˜, y + ct (s, a))] , ∀ (s, y) ∈ S˜,
following the usual dynamic programming backward induction.
Define




















to be the optimal value of Problem (4.25) as a function of η ∈ R[0, 1). Then, we can compute
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an optimal policy to Problem (4.24) by solving
min
η∈R[0, 1)
ϑK (η) . (4.28)
Problem (4.28) is a multivariate minimization problem. As in the previous section, we can
approach Problem (4.28) with a grid search or with a convex approximation.
4.4.2 Spectral risk measures
We conclude this section by considering spectral risk measures (see [Ace02], also known as
distortion risk measures as in [BB09]), which can be viewed as a special case of the more
general Kusuoka representation. A risk measure ρ : L → R is a spectral risk measure if it is
of the form
ρ (X) = −
∫ 1
0
φ (p)F−1X (p) dp,
where
F−1X (p) = inf {x ∈ R : F (x) = Pr {X ≤ x} ≥ p}
is the inverse cumulative density function of X, and where φ is a non-negative, non-increasing,
right-continuous integrable function defined on [0, 1] such that
∫ 1
0 φ (p) dp = 1. The function
φ is called the ’spectrum’. We cite some examples of spectral risk measures next.
Example 4.2. (i) The value-at-risk (VaR) at level α ∈ (0, 1),
VaRα (X) , inf {x ∈ R : Pr {X > x} ≤ 1− α} ,
is a spectral risk measure. In particular, VaR places all of the mass of the spectrum on
the α quantile.
(ii) Expected shortfall is a spectral risk measure with φ (p) = 1α1[0, α] (p).
(iii) [DCS08] Suppose the decision maker has an exponential utility function u (x) = −e−k x.
Then we can take the spectrum to be






to see that u (x) = −e−k x is a spectral risk measure.
(iv) [DCS08] Suppose the decision maker has a power utility function
u (x) =
(
x1−γ − 1) / (1− γ)
for γ < 1. Then we can take the spectrum to be
φ (p) = γ (1− p)γ−1 .





for a nonnegative measure µ with
∫ 1
0 µ (dα) = 1. As a simpler case, we can consider finite





for some nonnegative weights (µ1, . . . , µM ) satisfying
∑M
i=1 µi = 1 and confidence levels
(α1, . . . , αM ). Let η˜ = (η1, . . . , ηM ) ∈ RM be a collection of parameters, where ηi corresponds
















































































In Problem (4.33), we see that the inner MDP now depends on a sum of total cost terms.
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Problem (4.34) differs from Problems (4.12) and (4.19) since the term yT+1 appears several
times in a summation, rather than only once. However, DP equations for Problem (4.34) for
fixed η˜ ∈ RM still follow from [BR13, Theorem 1]:








ηi + (y + cT (s, a)− ηi)+
)]
, ∀ (s, y) ∈ S˜, (4.35)
vt (s, y) = inf
a∈At(s)
E [vt+1 (s˜, y + ct (s, a))] , ∀ (s, y) ∈ S˜, ∀t = 0, 1, . . . , T − 1. (4.36)
Define















to be the optimal value of Problem (4.34) as a function of η˜ ∈ RM . The function η˜ → ϑSP (η˜)
is multivariate, we can recover an optimal policy for Problem (4.30) by solving
min
η˜∈RM
{η˜ + ϑSP (η˜)} . (4.37)
Problem (4.37) is not a convex optimization problem in general, but it can be solved with a
grid search or a convex approximation as we described earlier for the optimized certainty
equivalent model.
4.5 Infinite horizon
In this section we briefly comment on the extension of the preceding two sections to the
infinite horizon. For the infinite horizon over all t ≥ 0, we introduce a discount factor
γ ∈ (0, 1), a stationary transition kernel Q, and a stationary measurable cost function










The dynamic programming equation for Problem (4.38) is
v (s) = inf
a∈A(s)
{c (s, a) + γ E [v (s˜) | s, a]} , ∀s ∈ S, (4.39)



























γtct (st, at)− η
)]}
, (4.41)
























In both of these problems, the optimization over η ∈ R and η ∈ R[0, 1) is unchanged.
Now, the inner MDP in Problems (4.41) and (4.42) is an infinite horizon problem rather
than a finite horizon one. Thus, the DP equations differ to reflect the infinite horizon. To








γtct (st, at)− η
)]
. (4.43)
Let S = S × R+ × (0, 1] be a new augmented state space that includes a discount factor.
The DP equations for Problem (4.43) follow from [BR13, Theorem 5]:
v0 (s, y, z) =u (y) , ∀ (s, y, z) ∈ S, (4.44)
vt (s, y, z) = inf
a∈A(s)
E [vt−1 (s˜, y + ct (s, a) , γ z)] , ∀ (s, y, z) ∈ S, ∀t ≥ 1. (4.45)
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We cannot solve equations (4.44) - (4.45) exactly because they are not stationary. However,
we can solve them to desired accuracy by choosing T to be sufficiently large and computing
{vt}t=0t=T .
4.6 Convexity
In this section we show how convexity comes into play in our model. For this development,
we modify our MDP model so that there is an explicit noise process that drives the state
evolution. This approach offers some advantages over the general risk-aware MDP model, as
we will see.
We introduce a Borel space Ξ with Borel σ−algebra B (Ξ) on which to define the noise
process which drives the evolution of our MDP. For a probability distribution P on (Ξ, B (Ξ)),
we obtain a probability space (Ξ, B (Ξ) , P ). Let (ξt)t≥0 be an independent and identically
distributed (i.i.d.) sequence of noise on (Ξ, B (Ξ) , P ) where ξt is the noise corresponding to
period t ∈ T. The canonical sample space underlying the entire MDP is then Ω = Ξ∞, the
space of sequences of random noise, where a sample path ω ∈ Ω is of the form ω = (ξt)t≥0.
The Borel σ−algebra on Ω is B = B (Ξ)∞ and the distribution on (Ω, B) is P = P∞, so that
the resulting probability space for the entire sequence of noise is (Ω, B, P).
The system evolution is described by a dynamical law ψ : S× A× Ξ→ S:
st+1 = ψt (st, at, ξt) , ∀t ≥ 0. (4.46)
We assume that the initial state s0 ∈ S is fixed so that equation (4.46) is always initialized
at s0. The earlier transition kernel then has the form
Qt (B | s, a) =
∫
{ξ∈Ξ : ψt(s, a, ξ)∈B}
P (dξ) .
Here, we can view the sequence of state-action pairs {(st, at)}t≥0 as being defined on
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(Ω, B, P). This sequence satisfies
st+1 (ω) = ψt (st (ω) , at (ω) , ξt) , ∀t ≥ 0,
for P−almost all ω ∈ Ω. A policy pi ∈ Π is then equivalent to specifying a trajectory
(s0, a0, . . . , sT , aT , . . .) ∈ (S× A)∞ - we can view these two concepts interchangeably.
In this setup, we can include the random noise (ξt)t≥0 in the cost and redefine the cost
functions to be ct : S × A × Ξ → R for all t ≥ 0. The finite horizon total cost is then∑T
t=0 ct (st, at, ξt). Fix the admissible space L of random variables to be L = Lp (Ω, B, P)
for the remainder of this section. For emphasis, L no longer depends on pi ∈ Π since we have







ct (st, at, ξt)
)
. (4.47)
In Problem (4.47), the policy pi ∈ Π only enters through the random variable∑Tt=0 ct (st, at, ξt),
the definitions of L and ρ do not depend on pi ∈ Π.
Earlier, we defined several optimal value functions (ϑ (η), ϑCV aR (η), ϑK (η), and ϑSP (η)).
In an ideal setting, these functions are all convex functions and the corresponding parametric
optimization problems are convex. However, the following example shows that these problems
are not convex in general.
Example 4.3. This example considers convexity of ϑCV aR (η). The function η → ϑCV aR (η)
is of the general form







where X ⊂ L is some set of random variables. Convexity of η → φ (η) requires the inequality
E
[







to be satisfied for arbitrary X1, X2 ∈ X and λ ∈ [0, 1].
Let Ω = {ω1, ω2}, P = (0.5, 0.5), X = {X1, X2}, X1 (ω1) = 10, X1 (ω2) = 5, and X2 (ω1) =
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5, X2 (ω2) = 10. Choose λ = 0.5 and η = 7.5, then
E
[
(λX1 + (1− λ)X2 − η)+
]





















and we see that the desired inequality does not hold.
We require additional assumptions to guarantee convexity of the optimal value functions
ϑ (η), ϑCV aR (η), ϑK (η), and ϑSP (η). These assumptions are detailed next.
Assumption 4.2.
(i) graphA is convex.
(ii) ψt : S× A× Ξ→ R is convex for all t = 0, 1, . . . , T − 1.
(iii) ct : S× A× Ξ→ R is convex for all t = 0, 1, . . . , T .
(iv) ct : S× A× Ξ→ R is increasing in s for all t = 0, 1, . . . , T .







ct (st, at, ξt) , st+1 = ψt (st, at, ξt) , ∀t = 0, 1, . . . , T − 1,
at ∈ A (st) , ∀t = 0, 1, . . . , T, for some pi ∈ Π.
 .
and drop Assumption 4.2(iv) on monotonicity of the cost functions.
The next example shows that the dynamic inventory control problem satisfies Assumption
4.2.
Example 4.4. In the dynamic inventory control problem, at each time t = 0, 1, . . . , T the
controller observes his current level of stock, makes an ordering decision to replenish the
stock, and then observes random demand. Let Dt be the random demand observed in period
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t = 0, 1, . . . , T − 1 (all {Dt}T−1t=0 are i.i.d. with known distribution). In each period t, xt is
the stock on-hand at the beginning of the period (negative xt are understood as backorders)
and qt ≥ 0 is the order quantity placed before demand Dt is realized. In period T , there are
no ordering decisions, only costs on the final inventory xT .
There is only a single good so the state space X = R reports the amount of stock on hand at
the beginning of each planning period. The inventory {xt}t≥0 then evolves according to the
system dynamic
xt+1 = xt + qt −Dt, ∀t = 0, 1, . . . , T − 1.
There is no inventory on hand at time t = 0, so x0 = 0. We see that the preceding system
dynamic is linear and thus satisfies Assumption 4.2(ii).
Ordering decisions must satisfy qt ∈ Q , [0, qmax] for all t = 0, 1, . . . , T − 1 where qmax is
the maximum number of units that can be ordered at any one time. These constraints on
actions do not depend on the current state and are seen to satisfy Assumption 4.2(i). Let c,
h, and b be the unit order, holding, and backorder costs, respectively. We also introduce a
penalty cost p for exceeding the allowable backorders. The cost in period t = 0, 1, . . . , T − 1
is then:
ψ (xt, qt, Dt)
= c qt + max {h (xt + qt −Dt) , b (Dt − xt − qt) + p max {0, Dt − xt − qt − xmin}} ,
and the cost in the terminal period T is
max {hxT , −b xT } .







ψ (xt, qt, Dt) + max {hxT , −b xT }
]
. (4.48)
We see that the preceding cost functions are convex and satisfy Assumption 4.2(iii).
In a similar vein, the next example shows that the dynamic portfolio optimization problem
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satisfies Assumption 4.2.
Example 4.5. We discuss a dynamic portfolio optimization problem over the finite horizon
t = 0, 1, . . . , T . Suppose there is a set of financial assets indexed by i = 1, . . . , n. We let
wt be the total wealth at the beginning of time t, xti be the amount invested in asset i at
the beginning of time t, and zti be the amount invested in asset i at the end of time t after
reallocation decisions are made. There is a quadratic cost (xti − zti)2 assessed whenever xti
and zti differ, i.e. whenever wealth is reallocated. The random return rate for asset i at time





Rtizti − (xti − zti)2
]
,∀t = 0, 1, . . . , T − 1,




zti = wt, ∀t = 0, 1, . . . , T − 1,
must hold. The system dynamic is seen to satisfy Assumption 4.2(ii). We define
Q (w) =
{
z ∈ Rn :
n∑
i=1
zi = w, z ≥ 0
}
to be the set of feasible controls as a function of wealth. These constraints are linear in both
the state variable and the actions, and satisfy 4.2(i). We write the system dynamic for total
wealth as an inequality so that it gives rise to a convex optimization problem.
The risk neutral portfolio optimization problem is
inf
pi∈Π
E [−WT ] . (4.49)
In Problem (4.49), there is only a terminal cost function (the negative of total wealth) which
automatically satisfies Assumptions 4.2(iii) and 4.2(iv)
The following theorem establishes convexity of η → ϑ (η) and shows that Problem (4.15) is a
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ct (st, at, ξt) , st+1 ≥ ψt (st, at, ξt) , ∀t = 0, 1, . . . , T − 1,
at ∈ A (st) , ∀t = 0, 1, . . . , T, for some pi ∈ Π.
 .
to be the set of random variables that are almost surely greater than the total cost for some
trajectory.
Theorem 4.5. Suppose Assumption 4.2 holds.
(i) X is convex in L.
(ii) η → ϑOCE (η) is convex.
Proof. (i) First, choose X1, X2 ∈ X and λ ∈ [0, 1]. Then X1 ≥
∑T
t=0 ct (st, at, ξt) for
some pi ∈ Π and X2 ≥
∑T
t=0 ct (s˜t, a˜t, ξt) for some p˜i ∈ Π, it follows that
λX1 + (1− λ)X2 ≥λ
T∑
t=0
ct (st, at, ξt) + (1− λ)
T∑
t=0




ct (λ st + (1− λ) s˜t, λ at + (1− λ) a˜t, ξt) ,
where the second inequality uses Assumption 4.2. This observation establishes convexity
of X .
(ii) Next, note that
ϑOCE (η) ≡ inf
X∈X
E [u (X − η)] ,
where the preceding equivalence follows by monotonicity of E [u (X − η)] in X. Choose
 > 0, and let E [u (X1 − η1)] ≤ ϑOCE (η1) +  and E [u (X2 − η2)] ≤ ϑOCE (η2) + ,
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then
λ (ϑOCE (η1) + ) + (1− λ) (ϑOCE (η2) + )
≥E [λu (X1 − η1) + (1− λ)u (X2 − η2)]
≥E [u (λ (X1 − η1) + (1− λ) (X2 − η2))]
=E [u (λX1 + (1− λ)X2 − λ η1 − (1− λ) η2)]
≥ϑOCE (λ η1 + (1− λ) η2) ,
where the second inequality uses convexity of u (x− η) and convexity of the set X , and
the third inequality uses the definition of ϑOCE (λ η1 + (1− λ) η2).
As a corollary, it is immediate that η → ϑCV aR (η) is convex as well.
The next theorem establishes convexity of η → ϑK (η) for the Kusuoka representation using
a similar technique, and it follows that Problem (4.28) is convex.
Theorem 4.6. Suppose Assumption 4.2 holds, then η → ϑK (η) is convex.







1− α (X − η (α))+
)
µ (dα)
is jointly convex in η and X. We then observe that















and we know that X is convex by part (i) of the preceding theorem.













≤ ϑK (η1) + ,
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≤ ϑK (η2) + .
Then










































≥ϑK (λη1 + (1− λ)η2) ,








As a corollary, we see that η˜ → ϑSP (η˜) is a convex function.
4.7 Fenchel duality
So far in this chapter we have used CVaR as the building block of our risk-aware MDPs.
In this section, we continue with the convexity development of the preceding section and
turn to Fenchel duality. This approach lets us handle a larger class of risk measures than
the ones we have considered up until now. We obtain exact DP equations with an external
tuning parameter by using Lagrangian duality with the Fenchel representation.
Let Y = Lq (Ω, B, P) be the topological dual space to L = Lp (Ω, B, P) where 1/p+1/q = 1.
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X (ω)µ (dω) ,
where µ ∈ Y and X ∈ L. When µ is a probability distribution, then 〈µ, X〉 can be understood
as expectation of X with respect to µ. The conjugate ρ∗ : Y → R of ρ is defined as
ρ∗ (µ) , sup
X∈L
{〈µ, X〉 − ρ (X)} , ∀µ ∈ Y,
and the biconjugate ρ∗∗ : L → R of ρ (the conjugate of ρ∗) is defined as
ρ∗∗ (X) = sup
µ∈Y
{〈µ, X〉 − ρ∗ (µ)} , ∀X ∈ L.
The conjugate ρ∗ and biconjugate ρ∗∗ can be used to represent ρ as a supremum of linear
functions. The Fenchel-Moreau theorem below explains this representation.
Theorem 4.7. (Fenchel-Moreau) Let A = dom (ρ∗) = {µ ∈ Y : ρ∗ (µ) <∞}.
(i) [RS06b, Theorem 2.1] Suppose that ρ is convex, proper, and lower semicontinuous.
Then
ρ (X) = sup
µ∈A
{〈µ, X〉 − ρ∗ (µ)} , ∀X ∈ L.
(ii) [RS06b, Theorem 2.2] Suppose ρ is coherent, then
ρ (X) = sup
µ∈A
{〈µ, X〉} , ∀X ∈ L.
By definition, we see that ρ∗ is always a convex function since it is the supremum of linear
functions. Thus, its domain A = dom (ρ∗) is always a convex set in Y. When ρ is lower
semicontinuous and satisfies conditions (A1) - (A3) (convexity, monotonicity, and translation
equivariance), it follows that A in the above representation is a collection of probability
measures (see [RS06b, Theorem 2.2] ).
To continue, we assume that ρ is lower semicontinuous and satisfies conditions (A1) - (A3).
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ct (st, at, ξt)〉 − ρ∗ (µ)
}
(4.50)




ct (st, at, ξt)〉
is understood as an expectation since µ is a probability measure.







ct (st, at, ξt)〉 − ρ∗ (µ) ≤ w, ∀µ ∈ A
}
, (4.51)
where we introduce the auxiliary variable w ∈ R. Problem (4.51) is a convex optimization
problem and the constraints cause Lagrange multipliers to appear. The next theorem derives
the Lagrangian dual to Problem (4.51). The space Y is a Banach space, so A can be
understood as a Borel set in Y. Thus, we can defineM (A) to be the set of finite signed
measures on A, and we letM+ (A) be the collection of nonnegative measures inM (A).
Theorem 4.8. (i) Let



















Λ (dµ) = 1
}
. (4.52)
(ii) Λ→ d (Λ) is concave and Problem (4.52) is a convex optimization problem.
(iii) Strong duality holds between Problems (4.51) and (4.52).
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Proof. (i) For Λ ∈M (A), the Lagrangian for Problem (4.51) is







ct (st, at, ξt)〉 − ρ∗ (µ)− w
]
Λ (dµ)





L (pi, w, Λ) .


















ct (st, at, ξt)〉 − ρ∗ (µ)
]













〈µ, ∑Tt=0 ct (st, at, ξt)〉 − ρ∗ (µ)]Λ (dµ) , ∫A Λ (dµ) = 1,
−∞, otherwise.
We obtain the implicit dual constraint
∫
A Λ (dµ) = 1 in minpi∈Π, w∈R L (pi, w, Λ), and





〈µ, ∑Tt=0 ct (st, at, ξt)〉 − ρ∗ (µ)]Λ (dµ) is linear in Λ for any pi ∈ Π,
so Λ→ d (Λ) is concave as the minimum of linear functions.









ct (st, at, ξt)〉 − ρ∗ (µ)
]






ct (st, at, ξt)〉−
∫
A
ρ∗ (µ) Λ (dµ) ,
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we obtain an induced measure υ =
∫
A µΛ (dµ) on Ω. Since A is a general collection of
measures, it may not consist of Markov measures and thus υ is not necessarily a Markov
measure. We introduce some additional notation to write minimax DP equations for d (Λ).
For a measure υ on (Ω, B), let υt (ξ0, . . . , ξt−1) be the conditional distribution of ξt as a
function of the history (ξ0, . . . , ξt−1). For any fixed υ, the DP equations for d (υ) are
v0 (s) = inf
a∈A0(s)
Eυ0 [c0 (s, a, ξ0) + v1 (ψ (s, a, ξ0))] , ∀s ∈ S, (4.53)
vt (s, ξ0, . . . , ξt−1) = inf
a∈At(s)
Eυt(ξ0,..., ξt−1) [ct (s, a, ξt) + vt+1 (ψ (s, a, ξ) , ξ0, . . . , ξt)] ,
(4.54)
∀ (s, ξ0, . . . , ξt−1) ∈ S× Ξt, ∀t = 1, . . . , T − 1,
vT (s, ξ0, . . . , ξT−1) = inf
a∈AT (s)
EυT (ξ0,..., ξT−1) [cT (s, a, ξT )] , ∀ (s, ξ0, . . . , ξT−1) ∈ S× ΞT .
(4.55)
In line with our earlier approach for OCE and the Kusuoka representation, we can understand
Λ as an external tuning parameter. We emphasize that this approach gives us an exact
solution to Problem (4.50) once we compute the optimal Λ. As in our earlier models, we
must both optimize the parameter Λ and the original MDP as a function of Λ.
4.8 Examples
In this section we discuss three examples: inventory control, machine replacement, and
portfolio optimization, and we perform numerical experiments. All of the experiments were
performed on an Intel Core i5-3570 CPU with 3.40 GHz clock speed and 8 GB RAM. The
inner maximization problems for Markovian CVaR are solved with Matlab’s optimization
toolbox.
4.8.1 Inventory control
In this subsection we conduct numerical experiments for the inventory control problem
described in Example 4.4. To continue, we assume that the on-hand stock {xt}Tt=0, the orders
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{qt}T−1t=0 , and the demand {Dt}T−1t=0 are all integer-valued so that the upcoming MDPs are
finite-state, finite-action, and do not require any discretization/approximation. We introduce
the modified state space
xt ∈ X , {−xmin, −xmin + 1, . . . , xmax − 1, xmax}
for all t = 0, 1, . . . , T where xmin is the maximum number of allowable backorders and xmax
is the maximum capacity of the warehouse. We interpret the condition xt ∈ X by saying
that we will not accept backorders past xmin, and we discard excess stock past xmax. We
also introduce a modified system dynamic, the inventory {xt}t≥0 then evolves according to




max {x, −xmin} , x ≤ 0,
min {x, xmax} , x ≥ 0.
There is no inventory on hand at time t = 0 so x0 = 0.
The risk-neutral dynamic programming equations for this inventory problem follow. Let
{vt}Tt=0 be the risk-neutral value functions for Problem (4.48) which satisfy
vt (x) = min
q∈Q
E [ψ (xt, qt, Dt) + vt+1 (φ (x+ q −Dt))] , (4.56)
∀x ∈ X, ∀t = 0, 1, . . . , T − 1,
vT (x) = max {hx, −b x} , ∀x ∈ X. (4.57)
Equations (4.56) - (4.57) can be solved by value iteration.
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Conditional value-at-risk







ψ (xt, qt, Dt) + max {hxT , −b xT }
)
, (4.58)
where ρ (X) = CVaRα [X].
Ordering decisions satisfy qt ∈ [0, qmax] for all t = 0, 1, . . . , T − 1 where qmax is the maximum
number of units that can be ordered at any one time. Let c, h, b and p be the unit order,
holding, backorder and penalty costs, respectively. The cost in period t is then defined as
ψ (xt, qt, Dt) = cqt + max{h(xt + qt −Dt), b(Dt − xt − qt) + pmax{Dt − xt − qt − xmin, 0}}.




ψ (xt, qt, Dt) + max {hxT , −b xT } ∈ C , {0, 1, . . . , T Ψ}
for all sample paths.
Remark 4.2. It is known that VaRα (X) is a minimizer of CVaRα (X), i.e.






1− α (X − η)+
]
.
Suppose ct ∈ {1, . . . , n} for all t ∈ T, i.e. the cost functions are bounded and integer valued.
Then
∑T
t=0 ct (st, at, ξt) ∈ C , {1, . . . , T n} for all ω ∈ Ω. It follows that we can directly
evaluate CVaRα
[∑T


















since we know that VaRα
(∑T
t=0 ct (st, at, ξt)
)
∈ C. Thus, we only need to check η at the
finitely many points of C.
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For fixed η ∈ R, the value functions {vt}Tt=0 for Problem (4.58) satisfy:
v0 (x, y) = min
q∈Q
E [v1 (φ (x+ q −D) , y + ψ (x, q, D))] , ∀x ∈ X× C, (4.59)
vt (x, y) = min
q∈Q
E [vt+1 (φ (x+ q −D) , y + ψ (x, q, D))] , (4.60)
∀ (x, y, η) ∈ X× C, ∀t = 1, 2, . . . , T − 1,
vT (x, y) = η + (y + max {hx, −b x} − η)+ , ∀ (x, y, η) ∈ X× C. (4.61)
Equations (4.59) - (4.61) can be solved with value iteration. By the previous remark, we
only need to solve equations (4.59) - (4.61) for finitely many η.
Optimized certainty equivalent
Next we consider an inventory controller who uses a more general OCE risk-measure. For




2, t ≥ −1,
−12 , otherwise,
to get the risk measure Su (X) = infη∈R {η + E [u (X − η)]} so that we solve the DP equations
v0 (x, y) = min
q∈Q
E [v1 (φ (x+ q −D) , y + ψ (x, q,D))] , ∀x ∈ X× C, (4.62)
vt (x, y) = min
q∈Q
E [vt+1 (φ (x+ q −D) , y + ψ (x, q,D))] , (4.63)
∀ (x, y, η) ∈ X× C, ∀t = 1, 2, . . . , T − 1,
vT (x, y) =η + 1{y+max{hx,−bx}−η≥−1}
(








1{y+max{hx,−bx}−η<−1}, ∀ (x, y, η) ∈ X× C.
(4.64)
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For the following numerical experiment, we take T = 10, xmin = 5, xmax = 10, qmax = 3,
c = 1, h = 2, b = 3, p = 4, and the demand distribution is
P(D = d) =

0.1 if d = 0,
0.2 if d = 1,
0.4 if d = 2,
0.2 if d = 3,
0.1 if d = 4.
The computational times required to obtain the optimal strategies for risk-neutral, Markovian
CVaR, CVaR, and OCE risk measures are shown in Table 4.1. The bisection method is used
to optimize over η in CVaR and OCE since the value functions are convex in η. This method
converges to a global minimum after a few iterations, and reduces the total computational
time compared to enumerating all possible η.
Risk measures
Risk-neutral Markovian CVaR CVaR OCE
Computational times
(in seconds)
0.02 1.48 501.27 1309.29
Table 4.1: Computational times for optimal strategies for risk-neutral, Markovian CVaR,
CVaR, and OCE risk measures.
Given a threshold α, the CVaR and OCE values are calculated via 1000 runs of the optimal
policy learned by each risk measure. We repeat the procedure and obtain 50 CVaR and
OCE values, whose mean and standard error are computed and shown in Table 4.2 and 4.3,
respectively.
As shown in Table 4.3, the optimal policy for the OCE risk measure beats risk-neutral and
Markovian CVaR, and significantly outperforms CVaR when α is small.
Figure 4.1 shows the loss distributions for risk-neutral, Markovian CVaR, CVaR, and OCE
risk measures when α = 0.8. The risk-averse nature of the policies obtained by the CVaR
model may be observed in this figure.
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Risk measures
Risk-neutral Markovian CVaR CVaR OCE
α = 0.1 45.9085(5.00) 49.4214(6.22) 35.8591(5.03) 37.4412(3.31)
α = 0.2 47.5463(6.08) 53.1504(3.73) 37.2981(5.25) 38.2868(3.01)
α = 0.3 49.1169(6.26) 56.9593(5.25) 38.6589(5.82) 39.1413(3.31)
α = 0.4 50.9694(6.72) 61.6577(6.87) 39.8045(3.06) 40.0746(3.00)
α = 0.5 52.7992(7.59) 70.4342(10.09) 40.9784(5.46) 41.0158(4.30)
α = 0.6 54.9417(8.89) 82.9521(15.11) 42.0985(5.26) 42.2592(4.44)
α = 0.7 57.7567(9.26) 132.5467(20.68) 43.4242(6.07) 43.4855(5.07)
α = 0.8 61.8192(14.68) 168.6959(15.60) 45.3420(7.77) 45.5729(7.69)
α = 0.9 68.4659(15.42) 200.0000(0) 48.4382(10.74) 48.8210(11.19)
Table 4.2: Mean and standard error (shown in the bracket, with value ×10−2) of 50 trials
of CVaR values of the optimal policies learned by risk-neutral, Markovian CVaR, CVaR, and
OCE risk measures at various thresholds under 1, 000 runs of the inventory control problem.
These experiments reveal the worth of our risk-aware models (4.58) which minimize the CVaR
and the OCE of the total cost. When compared to the risk-neutral and Markovian CVaR
models, we see that our approach offers far more favorable performance in terms of both
CVaR and OCE. We also note that the Markovian CVaR model has the worst performance
in terms of CVaR and OCE of the total cost. We hypothesize that the conservatism of this
model in the risk of each state transition leads to this poor performance.
4.8.2 Machine replacement
In this experiment, we use a version of the finite horizon (T = 50) machine replacement
problem which is similar in spirit to the example in [DM10]. The problem has 10 states
reflecting the health of the machine where the initial state is 1. States 1 to 8 describe the
normal aging of the machine, while states R1 and R2 represent two possible stages of repair:
R1 for normal repair of the machine costing 5, and R2 for more complete repair with a cost
of 10. Letting the machine reach the age of 8 is penalized with a cost of 50. At each state,
one can choose to either do nothing or repair the machine. The corresponding transition
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Risk measures





α = 0.2 79.2407(4.591) 90.1425(5.581)
α = 0.3 91.6542(7.176) 78.0700(7.037)
α = 0.4 105.8614(9.198) 59.1574(3.512)
α = 0.5 149.9629(13.152) 57.4634(3.062)
α = 0.6 180.1653(15.910) 55.8099(3.887)
α = 0.7 532.7219(25.182) 55.8135(3.225)
α = 0.8 616.1283(25.387) 55.4890(2.517)
α = 0.9 200(0) 55.3805(2.369)
Table 4.3: Mean and standard error (shown in the bracket, with value ×10−1) of 50 trials
of OCE values of the optimal policies learned by risk-neutral, Markovian CVaR, CVaR and
OCE risk measures at various thresholds under 1, 000 runs of the inventory control problem.
probabilities are shown in Figure 4.2.
We consider this problem in terms of the CVaR and OCE risk measures. For OCE, we take




2, t ≥ −1,
−12 , otherwise,
used in the preceding subsection for the inventory control problem. Since the optimal η for
the OCE risk measure may not be integer-valued, we do a grid search with granularity 10−4
to optimize η. The computational times required for the risk-neutral, Markovian CVaR,
CVaR, and OCE risk measures are shown in Table 4.4.
We report the CVaR and OCE values of the optimal policies for each of risk-neutral,
Markovian CVaR, CVaR, and OCE models at various thresholds in Table 4.5 and 4.6. The
following CVaR and OCE values were based on 5000 simulation runs, and 50 trials were
conducted in order to obtain the mean and standard error.
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Figure 4.1: Performance comparisons between risk-neutral, Markovian CVaR, CVaR, and
OCE optimal policies on 1, 000 runs of the inventory control problem when α = 0.8.
R2
R1


















0.3 0.3 0.3 0.3
0.6 0.6 0.6 0.6
0.1 0.10.10.1
             Doing nothing
      Repairing
Figure 4.2: Instance of a machine replacement problem.
When α = 0.8, the loss distributions for the risk-neutral, Markovian CVaR, CVaR, and OCE
risk measures are illustrated in Figure 4.3. It can be seen that the distribution of the CVaR
model has a lower right-tail than its risk-neutral counterpart, while the Markovian CVaR
model has the worst performance. Moreover, the distribution of the OCE model has very
little variation, which is consistent with the fact that its CVaR value in Table 4.5 does not
vary a lot. By keeping the mean and variance of accumulated cost small, the optimal OCE
policy has achieved the best performance as shown in Table 4.6.
As for the preceding inventory control example, we see that our model has the most favorable
performance in terms of the both the CVaR and OCE of total cost. Figure 4.3 shows that
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Risk measures
Risk-neutral Markovian CVaR CVaR OCE
Computational times
(in seconds)
0.02 1.84 36732.72 38827.21
Table 4.4: Computational times for optimal strategies learned by risk-neutral, Markovian
CVaR, CVaR and OCE risk measures.
Risk measures
Risk-neutral Markovian CVaR CVaR OCE
α = 0.1 61.7541(6.16) 62.0677(6.87) 61.6690(4.81) 123.1493(1.76)
α = 0.2 65.1825(6.58) 66.7751(5.98) 65.1568(7.35) 124.1879(1.79)
α = 0.3 68.9301(8.40) 71.2315(6.48) 68.5688(7.19) 125.3651(1.77)
α = 0.4 73.5470(8.51) 75.1566(6.95) 72.3252(8.99) 126.2540(2.08)
α = 0.5 78.9468(9.61) 98.4001(6.92) 76.9020(7.26) 127.5294(2.11)
α = 0.6 85.8416(11.45) 389.3073(54.57) 81.6895(8.24) 128.4609(2.41)
α = 0.7 95.1293(16.37) 441.2856(13.25) 88.9536(9.60) 129.6609(2.40)
α = 0.8 108.4122(17.66) 460.9664(13.19) 99.6077(10.40) 131.9677(5.13)
α = 0.9 127.9379(26.04) 2113.2000(15.58) 115.9866(12.03) 134.8210(6.16)
Table 4.5: Mean and standard error (shown in the bracket, with value ×10−2) of 50 trials
of CVaR values of the optimal policies learned by risk-neutral, Markovian CVaR, CVaR,
and OCE risk measures at various thresholds under 5, 000 runs of the machine replacement
problem.
while the total cost distribution of the risk-neutral model has a lower left tail, the total cost
distributions corresponding to our CVaR and OCE models are more heavily concentrated on
the left.
4.8.3 Portfolio optimization
In this subsection we report numerical experiments for the portfolio optimization problem
from Example 4.5. We let X be the state space of possible wealth allocations, W be the
state space of total wealth, and Z be the set of possible reallocation decisions (we assume
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Risk measures





α = 0.2 339.2757(1.6222) 467.3315(2.0941)
α = 0.3 327.7184(1.4429) 424.4163(2.2852)
α = 0.4 323.6517(1.5109) 374.9718(2.1202)
α = 0.5 305.5134(1.3609) 288.0368(1.8612)
α = 0.6 6830.5(12.8470) 259.0861(1.5795)
α = 0.7 7169.9(9.6214) 213.9318(1.1880)
α = 0.8 4730.9(17.2252) 172.7060(1.0986)
α = 0.9 3.8613×
105(556.6030)
152.1669(0.6740)
Table 4.6: Mean and standard error (shown in the bracket) of 50 trials of OCE values of
the optimal policies learned by risk-neutral, Markovian CVaR, CVaR and OCE risk measures
at various thresholds under 5, 000 runs of the the machine replacement problem.
Z = X ). The DP equations for the risk-neutral Problem (4.49) are:










Rizi − (xi − zi)2
])]
, (4.65)
∀ (x, w) ∈ X ×W, ∀t = 0, 1, . . . , T,
vT+1 (x, w) = − w, ∀ (x, w) ∈ X ×W. (4.66)
Next, we propose the risk-aware portfolio optimization problem
inf
pi∈Π






















which seeks to minimize the risk in negative total wealth at the end of the planning horizon
in terms of CVaR. Notice that Problem (4.67) satisfies Assumption 4.2. The inner MDP in
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Figure 4.3: Performance comparisons between OCE, risk-neutral, Markovian CVaR and
CVaR optimal policies on 5, 000 runs of the machine replacement problem when α = 0.8.
Problem (4.67) is denoted













1− αϑCV aR (η)
}
. (4.70)
For fixed η ∈ R, the DP equations for Problem (4.69) are:










Rizi − (xi − zi)2
])]
, (4.71)
∀ (x, w) ∈ X ×W, ∀t = 0, 1, . . . , T,
vT+1 (x, w) = (−w − η)+ , ∀ (x, w) ∈ X ×W. (4.72)
Both DP equations (4.65) - (4.66) and (4.71) - (4.72) are defined for continuous state and
action spaces, and thus cannot be solved exactly. We propose a simple discretization scheme
that allows us to approximately solve these DP equations.
Let X ⊂ X , W ⊂ W, and Z ⊂ Z be finite subsets used to approximate the continuous state
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and action spaces. We will define modified DP equations on X and W:







Rtizti − (xti − zti)2
]}
, ∀t = 0, 1, . . . , T − 1,
xt+1 = ψx (zt, Rt) , arg max
x∈X
{x ≤ (Rt1zt1, . . . , Rtnztn)} , ∀i = 1, . . . , n, ∀t = 0, 1, . . . , T − 1,





Rtizti − (xti − zti)2
]
, similarly for x ∈ X. We also define
Q (w) =
{
z ∈ Z :
n∑
i=1
zi ≤ w, z ≥ 0
}
.
The modified DP equations are then:
v0 (x, w) = min
z∈Q(w)
E [v1 (ψx (zt, Rt) , w + ψw (xt, zt, Rt))] , (4.73)
∀ (x, w) ∈ X×W, ∀t = 0, 1, . . . , T,
vT+1 (x, w) = (−w − η)+ , ∀ (x, w) ∈ X×W, (4.74)
and we let ϑ¯CV aR (η) denote the optimal value corresponding to equations (4.73) - (4.74).
The next theorem estimates the error between ϑCV aR (η) and ϑ¯CV aR (η).
Theorem 4.9. (i) Suppose there is an  > 0 such that:
(i.a) For any x ∈ X , there is an x′ ∈ X such that x′ ≤ x and ‖x− x′‖ < .
(i.b) For any w ∈ W, there is a w′ ∈W such that w′ ≤ w and |w − w′| < .
(ii) Suppose {Rt}Tt=0 are almost surely bounded, there is some 0 < κ < ∞ such that
‖Rt‖ < κ for all t = 0, 1, . . . , T .
Then:
(i) ϑCV aR (η) ≤ ϑ¯CV aR (η) for all η ∈ R.




κtt + · · ·+ ).
Proof. Part (i) follows by the choice of the modified system dynamic. The function ϑ¯CV aR (η)
115
corresponds to a restricted problem with more limited reallocation decisions, and the modified
system dynamic truncates wealth so that it is smaller than in the original problem.
For part (ii), let pi ∈ Π be an optimal policy for ϑCV aR (η). We will approximate pi with
a trajectory of states and actions in the discretization, and then place an error bound on
the difference in terminal total wealth. Let ω = (R0, R1, . . . , RT−1) denote the underlying
randomness, then the trajectory (x0, w0, z0, . . . , xT , wT ) can be viewed as defined on Ω.
Let (x˜0, w˜0, z˜0, . . . , x˜T , w˜T ) be a trajectory for the discretized portfolio problem.
Suppose w0 = w˜0 for simplicity. In general, at time t suppose ‖xt−x˜t‖ < ε1 and |wt−w˜t| < ε2
with x˜t ≤ xt and w˜t ≤ wt. Let zt be the allocation at time t, then we can choose z˜t ≤ zt with
‖z˜t − zt‖ < ε1 + . It follows that x˜t+1 ≤ xt+1 and ‖x˜t+1 − xt+1‖ < κ (ε1 + ) + . Further,
w˜t+1 ≤ wt+1 and |w˜t+1 − wt+1| < κ (ε2 + ) + . The desired error bound follows.
We conduct numerical experiments for the dynamic portfolio optimization problem over
the finite horizon T = 3 where there are three financial assets n = 3. The objective of the
risk-neutral approach is to maximize the total wealth at the end of the planning period. The
random return rates Rti and corresponding probabilities P(R = Rti) for different assets i
and times t are given in Table 4.7.
We remark here that the state space of this problem is continuous, and a discretization
scheme must be applied in order to solve it approximately. Specifically, we choose the grid
size to be 1 (i.e., we always round to the nearest integer). Corresponding to different initial
total wealth levels w0, we discuss small and large scale cases of this problem.
For our experiments, we also include a simple spectral risk measure of the form:
ρ (X) = µ1CVaRα1 (X) + µ2CVaRα2 (X) .
Results are reported for the portfolio optimization problem under this risk measure as well.
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t = 1 t = 2 t = 3
Rti P(R = Rti) Rti P(R = Rti) Rti P(R = Rti)
i = 1
1.1 70% 1.2 80% 1.3 90%
0.5 30% 0.3 20% 0.1 10%
i = 2
1.3 90% 1.2 80% 1.1 70%
0.1 10% 0.3 20% 0.5 30%
i = 3
1.3 80% 1.3 80% 1.3 80%
0.2 20% 0.2 20% 0.2 20%
Table 4.7: Random return rates Rti and corresponding probabilities P(R = Rti) for different
assets i and time t.
Small-scale case
We first consider the case where the initial wealth w0 = 3 is evenly distributed among the
three assets. The number of states in this small-scale problem is 4096, and the maximum
possible total wealth is wT = 8. The computational times for the risk-neutral, Markovian
CVaR, CVaR, and spectral risk measures are shown in Table 4.8. We remark here that the
computational time for the Markovian CVaR model is the greatest for two reasons: (i) all of
the approaches in the portfolio optimization problem require a state space augmentation,
in contrast to the previous two experiments where we only augment the state space for
our CVaR approach; (ii) the inner optimization problem in the Markovian CVaR model
is time-consuming (about 75 times slower than the risk-neutral model). In addition, since
η ∈ [−8, 0] is rather small compared with the total number of states, our CVaR approach is
more efficient than the Markovian CVaR model. For the spectral risk measure, we choose
α1 = 0.75, α2 = 0.9, and µ1 = µ2 = 0.5.
The following Tables 4.9 and 4.10 report the mean and standard error of CVaR and spectral
risk values for risk-neutral, Markovian CVaR, CVaR, and spectral risk measures. The CVaR
and spectral risk values are evaluated based on 10000 runs of optimal policies, and 50 CVaR
and spectral risk values are generated.
Figure 4.4 shows the reward distributions of the four risk measures when α = 0.9. Note that
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Risk measures
Risk-neutral Markovian CVaR CVaR Spectral
Computational times
(in seconds)
4.86 369.95 45.81 352.56
Table 4.8: Computational times for optimal strategies learned by risk-neutral, Markovian
CVaR, CVaR, and spectral risk measures.
the rewards are integer-valued due to the discretization scheme. Compared with the risk-
neutral approach, the return distribution of the CVaR model is more heavily concentrated.
Moreover, CVaR results in the largest accumulated rewards in the 10% of the left-tail return
distribution in agreement with what we observe in Table 4.9. As expected, the optimal
strategy for the spectral risk measure has a close CVaR value with the CVaR risk measure
when 0.75 ≤ α ≤ 0.9, and outperforms the other three under the spectral risk criteria shown
in Table 4.10.
In Figure 4.4, we plot the histogram of the accumulated reward of different optimal policies
when α = 0.9.



















Figure 4.4: Performance comparisons between risk-neutral, Markovian CVaR, CVaR, and




Risk-neutral Markovian CVaR CVaR Spectral
α = 0.1 2.7264(2.0) 2.7276(2.4) 2.7266(2.4) 2.3787(1.7)
α = 0.2 2.5348(2.0) 2.5271(2.0) 2.5304(2.0) 2.1801(1.9)
α = 0.3 2.3244(2.7) 2.3205(2.2) 2.3171(2.8) 2.0160(1.9)
α = 0.4 2.0422(2.8) 2.0419(2.8) 2.0408(3.4) 1.8514(2.0)
α = 0.5 1.7700(2.5) 1.8230(2.2) 1.8232(2.6) 1.6233(2.3)
α = 0.6 1.4693(3.5) 1.5173(3.5) 1.5262(3.2) 1.4428(1.7)
α = 0.7 1.0509(3.7) 1.2428(3.1) 1.2560(2.1) 1.2543(2.3)
α = 0.8 0.5783(5.3) 0.8150(3.7) 0.8831(3.3) 0.8823(4.1)
α = 0.9 0(0) 0.3058(3.8) 0.6284(2.6) 0.6205(2.6)
α = 0.95 0(0) 0(0) 0.2700(5.8) 0.2580(5.0)
Table 4.9: Mean and standard error (shown in the bracket, with value ×10−3) of 50 trials
of CVaR values of the optimal policies learned by risk-neutral, Markovian CVaR, CVaR and
spectral risk measures at various thresholds under 10, 000 runs of the small-scale portfolio
optimization problem.
Large-scale case
We now consider the same portfolio optimization problem with initial wealth w0 = 12 evenly
distributed among the three assets. The total number of states in this problem is 614, 656.
Here, we only report results for the risk-neutral and CVaR models. The CPU times for
computing the optimal policies for the two approaches are shown in Table 4.11.
CVaR values with the mean and standard error are reported in Table 4.12, based on 50 trials
of 10000 runs.
In Figure 4.5, we plot the histogram of the accumulated reward of different optimal policies
when α = 0.99.
The advantages of our model in terms of performance are not as significant in this subsection,
which we conjecture is due to the approximation error inherent in our discretization approach.












α = 0.2 0.6065(3.1) 0.4331(2.4)
α = 0.3 0.6034(4.1) 0.4326(2.0)
α = 0.4 0.6019(2.9) 0.4345(1.8)
α = 0.5 0.6990(2.7) 0.6977(3.1)
α = 0.6 0.7092(3.0) 0.6978(3.7)
α = 0.7 0.7088(2.3) 0.8682(2.4)
α = 0.8 0.7650(3.1) 0.8656(2.3)
α = 0.9 0.6134(3.6) 0.8484(2.5)
α = 0.95 0.2728(2.1) 0.8448(2.8)
Table 4.10: Mean and standard error (shown in the bracket, with value ×10−3) of 50 trials
of spectral risk values of the optimal policies learned by risk-neutral, Markovian CVaR,
CVaR, and spectral risk measures at various thresholds under 10, 000 runs of the small-scale
portfolio optimization problem.
here compared to the other two models.
4.9 Chapter summary
Risk-averse MDPs are challenging to formulate and to solve. It is not obvious how to
determine a proper risk-averse objective for sequential decision making problems. Several
axiomatic approaches have been developed [RS06a, Rus10], but these frameworks exclude
several popular risk measures such as CVaR. Further, risk-averse MDPs are more demanding
to solve than risk-neutral ones. As we have seen in this chapter, as in the works [BR13, HJ15],
risk-aware MDPs require state space augmentation which increases the computational load
on value iteration algorithms.







Table 4.11: Computational times for optimal strategies learned by risk-neutral and CVaR
risk measures.
















Figure 4.5: Performance comparisons between risk-neutral and CVaR policies on 10, 000
runs of the large-scale portfolio optimization problem when α = 0.99.
solution algorithms. We provided DP equations for OCE and Kusuoka risk measures, which
have not yet appeared in the literature. Further, we gave guidelines on the role of convexity
in optimizing this class of risk-averse MDPs. Additionally, we showed how to use Fenchel
duality to derive DP equations for any MDP which minimizes a convex lower semicontinuous
risk measure of the total cost. Our numerical experiments revealed the worth of our models




α = 0.1 11.7962(9.8) 11.7970(7.3)
α = 0.2 10.9031(7.9) 10.9116(7.3)
α = 0.3 10.1349(7.8) 10.1428(6.9)
α = 0.4 9.3756(6.7) 9.3912(7.4)
α = 0.5 8.4538(10.1) 8.4737(7.9)
α = 0.6 7.5950(9.3) 7.6351(7.9)
α = 0.7 6.5220(8.9) 6.6146(9.6)
α = 0.8 5.2819(9.1) 5.5071(9.1)
α = 0.9 3.5964(12.2) 3.9529(10.1)
α = 0.95 2.2894(13.0) 2.8254(9.6)
α = 0.99 0.3324(10.8) 1.2692(15.6)
Table 4.12: Mean and standard error (in the bracket, with value ×10−3) of 50 trials of
CVaR values of the optimal policies learned by risk-neutral and CVaR risk measures at
various thresholds under 10, 000 runs of the large-scale portfolio optimization problem.
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Chapter 5
Central-limit Approach to Risk-averse Markov
Decision Processes
The dynamic programming approach proposed in Chapter 4 suffers from the problem of
‘curse of dimensionality’. In this chapter, we develop algorithms to solve the risk-averse
MDPs with static risk measures approximately. In particular, we propose to evaluate the
risk associated to a given policy over a long-enough time horizon with the help of a central
limit theorem. The proposed approach works whether the transition probabilities are known
or not. We also provide a gradient-based policy improvement algorithm that converges to a
local optimum of the risk objective.
5.1 Introduction
Markov decision processes (MDPs) are essential models for stochastic sequential decision-
making problems (e.g., [Put09, Ber95, SB98]). Classical MDPs are concerned with the
expected performance criteria. However, it is becoming more and more evident that solely
considering the expectation is insufficient as risk-preferences can vary greatly from application
to application (cf. [Rus10, Example 1]).
Risk-aware decision-making is prevalent in the financial mathematics and optimization
literature (e.g., [ADEH02, Roc07, MTS00, VNM07]), but limited to single-stage decisions.
Risk-awareness has been adopted in multi-stage or sequential decision problems more recently.
A chance-constrained formulation for MDPs with uncertain parameters has been discussed
in [DM10]. A criteria of maximizing the probability of achieving a pre-determined target
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performance has been analyzed in [XM11]. In [Rus10], Markov risk measure is introduced
and a corresponding risk-averse policy iteration method is developed. A mean-variance
optimization problem for MDPs is addressed in [MT13a]. A generalization of percentile
optimization with objectives defined by a measure over percentiles instead of a single percentile
is introduced in [CB12]. In terms of computational convenience, actor-critic algorithms for
optimizing variance-related risk measures in both discounted and average reward MDPs have
been proposed in [PG13]. Mean and conditional value-at-risk optimization problem in MDPs
is solved by policy gradient and actor-critic algorithms in [CG14]. A unified policy gradient
approach is proposed in [TCGM15] to seek optimal strategy in MDPs with the whole class
of coherent risk measures. Risk-aversion in multiarmed bandit problems is studied in [YN13],
where algorithms are proposed with PAC guarantees for best arm identification. Robust
MDPs (e.g., [NEG05, Iye05]) mitigate the sensitivity of optimal policy to ambiguity in the
underlying transition probabilities, and are closely related to the risk-sensitive MDPs. Such
relations are uncovered by [Oso12].
In this work, we study the value-at-risk in finite-horizon MDPs. Computing this risk
associated with a sequence of decision using the definition and first principles is intractable.
However, we show that this computation is made tractable by using a central limit theorem
for Markov chains [J+04, KM03, GM96]. For a long-enough horizon T and a fixed policy
pi, we are thus able to evaluate the risk associated with following policy pi over T time
steps. Specifically, our first contributions are policy evaluation algorithms whether the
transition probability matrix induced by pi is known or not. Under mild conditions, we
provide high-probability error bounds for the evaluation.
For a fixed risk measure ρ, and a space of policies that is parametrized by θ, our second
contribution is a policy improvement algorithm that converges in finite iterations, under
certain assumptions, to a locally optimal policy. This approach updates the parameter θ in
the direction of gradient of the risk measure. Compared to the previous work, our proposed
method does not explicitly approximate the value function. Therefore, it does not have
approximation error due to the selection of value function approximator.
Even though we deal mainly with the static value-at-risk risk measure (defined by the
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cumulative reward), our results can be easily extended to deal with the conditional- or
average-value-at-risk by using its definition [Sch04].
5.1.1 Distinction from related works
It is important to note that our risk measure is very different from the dynamic risk measure
analyzed in [Rus10], which has the following recursive structure: for T -length horizon MDP
and policy pi, the dynamic risk measure ρT is defined as
r(xpi0 ) + γρ
(
r(xpi1 ) + γρ
(
r(xpi2 ) + γρ
(
. . .+ r(xpiT )
)))
,
where r is a state dependent reward function, γ < 1 is a constant and ρ is a Markov risk
measure, i.e., the evaluation of each static coherent risk measure ρ is not allowed to depend
on the whole past. In contrast, our risk measure emphasizes the statistical properties of
the reward accumulated over multiple time steps: it is similar to that used in [YN13] in the
context of bandit problems.
From the computational and algorithmic perspective, we evaluate the policy and obtain
the risk value directly. Different from the work [PG13, CG14, TCGM15], which indirectly
evaluated the risk value by using function approximation, our proposed method has an
explicit policy evaluation step and does not require value function approximation. Therefore,
it does not have approximation error due to the selection of value function approximator and
the richness of the features. Moreover, for risk-aware MDPs that are known to be NP-hard
(e.g., [DM10, XM11]), our method can find approximated solutions to those problems.
From the conceptual perspective, our work is the first attempt to consider general risk
measures with a central-limit approach. Compared with [TCGM15], our approach is not
limited to so-called “coherent” risk measures (both static and dynamic), whose defining
properties are not satisfied by the value-at-risk. The methods proposed in [TCGM15] thus
cannot be applied. Moreover, the time horizon in our setup is allowed to be infinite. Other
previous work [DM10, XM11, MT13a] restrict themselves to specific risk criteria: [DM10]
considered a set of percentile criteria; [XM11] seek to find the policy that maximizes the
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probability of achieving a pre-determined target performance, and [MT13a] discussed a
mean-variance optimization problem.
This chapter is organized as follows. In Section 5.2 we provide background and problem
statement. For a fixed policy, we then evaluate its risk value in Section 5.3. In particular, we
discuss the policy evaluation algorithms in Section 5.3.1 and 5.3.2 when the transition kernel
is either known or unknown. The main result is Theorem 5.2, which bounds the error of true
and estimated asymptotic variances. In Section 5.4, we provide policy gradient algorithm to
improve the fixed policy. A chapter conclusion is offered in Section 5.5.
5.2 Problem formulation
MDP is a tuple 〈X ,A, P, r, T 〉, where X is a finite set of states, A is a finite set of actions,
P is the transition kernel, T is the (possibly infinite) moderate time horizon, and r(x, a) :
X × A → R is the bounded and measurable reward function. A function F : X → R is
called lattice if there are h > 0 and 0 ≤ d < h, such that F (x)−dh is an integer for x ∈ X .
The minimal h for such condition holds is called the span of F . If the function F can be
written as a sum F = F0 + Fl, where Fl is lattice with span h and F0 has zero asymptotic
variance (which will be defined later), then F is called almost-lattice. Otherwise, F is called
strongly nonlattice. We assume the functional r is strongly nonlattice. A policy pi is the
rule according to which actions are selected at each state. We parameterize the stochastic
policies by {pi(·|x; θ), x ∈ X , θ ∈ Θ ⊆ Rk1}, and denote the set of policies by Π. Since in this
setting a policy pi is represented by its k1-dimensional parameter vector θ, policy dependent
functions can be written as a function of θ in place of pi. So, we use pi and θ interchangeably
in the chapter.
Given a policy pi ∈ Π, a Markov reward process Xpi = {xpit : x ∈ X , t ∈ T} is induced by
pi. We write the transition kernel of the induced Markov process and dependent rewards as
P pi and r(xpit ) for all t ∈ T , respectively. We denote (P pi)n as the n-step Markov transition
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r(xpit ), T ≥ 1.
If the Markov chain is positive recurrent with invariant probability measure ξpi, we define












where xpi0 is the initial condition and E is the expectation over the Markov process Xpi.














exists where, in fact, the function rˆpi(x) solves the Poisson equation
P pi rˆpi = rˆpi − r + ϕpi(r)1. (5.3)
Here P pi operates on functions rˆpi : X → R via P pi rˆpi(x) = ∑y P (x, y)rˆpi(y), r is the vector
form of r(x) and 1 is the vector with all elements being 1.
Let Y denote the set of bounded random variables, and let ρ : Y → R denote a risk measure.
Our risk-aware objective is
min
pi∈Π
ρ (SpiT ) . (5.4)
We discuss specific types of risk measures in the coming sections. All proofs are deferred in
the supplementary material due to space constraints.
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5.3 Policy evaluation
In this section, we develop methods to evaluate the risk value ρ(SpiT ) for a fixed policy pi.
Specifically, we consider the Markov chain Xpi induced by policy pi, which is assumed to be
geometrically ergodic. We then apply limit theorems for geometrically ergodic Markov chain
in [KM03] to obtain the distribution function of cumulative reward when transition kernel is
either known or unknown. Finally, we provide algorithms for computing some examples of
risk measures.
Similar to [KM03], we make the following two standard assumptions for the Markov process
Xpi.
Assumption 5.1. The Markov process Xpi is geometrically ergodic with Lyapunov function
V (i.e., ψ−irreducible, aperiodic and satisfying Condition (V4) of [KM03]) where V : X →
[1,∞) satisfies ϕpi(V 2) <∞.
The detailed definition of geometric ergodicity can be found in [KM03, Section 2].
Assumption 5.2. The (measurable) reward function r : X → [−1, 1] has nontrivial asymp-
totic variance σ2 , limt→∞ varx(Spit /
√
t) > 0.
Under Assumption 5.1 and 5.2, [KM03] showed that the following result holds.
Theorem 5.1. [KM03, Theorem 5.1] Suppose that Xpi and the strongly nonlattice functional
r satisfy Assumption 5.1 and 5.2, and let GpiT (y) denote the distribution function of the
















Then, for all xpi0 ∈ X and as T →∞,












uniformly in y ∈ R, where γ(y) denotes the standard normal density and g(y) is the
corresponding distribution function. Here % is a constant related to the third moment of
SpiT /
√
T . The definitions of % and term o(T−1/2) can be found in the supplementary material.
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Unlike [HS03], which considered finite Markov chains and obtained the moments of the
cumulative reward, we further impose geometric ergodicity assumption on the Markov process
Xpi. By doing this, we are able to utilize the explicit form of distribution function given
by [KM03, Theorem 5.1] with the time error term o(T−1/2). In addition, the geometric
ergodicity property enables us to bound the approximation error in Theorem 5.2.
Similar to [GM96], we define the fundamental kernel Zpi associated with fixed pi as
Zpi = (Hpi)−1,
where the kernel Ξpi is defined as Ξpi(x, ·) = ξpi(·), and Hpi , I − P pi − Ξpi. If the inverse of
Hpi is well defined, [GM96] stated that the solution to Poisson equation (5.3) has the form
rˆpi = Zpi(r − ϕpi(r)1). (5.5)
When σ2 < ∞ and ϕpi(rˆpi) < ∞, [MT12, Equation 17.44] showed that the asymptotic








[rˆpi(x)2 − (P pi rˆpi(x))2]ξpi(x). (5.6)
We remark that the asymptotic variance can also be calculated without the knowledge of rˆpi















pi(x, xpik |x = xpi0 )k,
where rk = r(xpik)− ϕpi(r) and P pi(x, y|x = x0)n denotes the n-step transition probability to
state y conditioned on the initial state x0. It is clear that solving (5.6) requires the knowledge
of transition kernel P pi. In the following subsections, we study the policy evaluation with
and without knowing P pi, respectively.
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5.3.1 Transition probability kernel P pi is known
In this subsection, we propose an algorithm to obtain the distribution function GpiT in
Theorem 5.1, using which we can evaluate the risk value.
Since transition kernel P pi is known, we first calculate the stationary distribution ξpi. Note
that the stationary distribution satisfies
P piξpi = ξpi.
Thus, the stationary distribution is the eigenvector of matrix P pi with eigenvalue 1 (recall
that 1 is always an eigenvalues for matrix P pi), which is unique up to constant multiples
under Assumption 5.1.
After we compute the stationary distribution ξpi, it is straightforward to calculate the mean
(5.2), solve Poisson equation (5.3) and get the asymptotic variance (5.6). Therefore, we are
able to obtain the distribution function GpiT (y) defined in Theorem 5.1 at this stage. Finally,
the risk measures that can be expressed as a function of GpiT (y) can be evaluated. We provide
two examples below.




T ) = V aRλ(S
pi
T ) = −q(λ),
where q is the right-continuous quantile function1 of SpiT .
When T is moderate, o(T−1/2) vanishes, the distribution function GpiT (y) defined in Theorem
5.1 has the form







(1− y2)− rˆpi(xpi0 )
]
. (5.7)
This allows us to compute the T -step value-at-risk. The procedure is summarized in Algorithm
5.1. The next example considers the mean-variance risk measure.
1Formally, q(λ) = inf{y ∈ R : F (y) > λ}, where F is the distribution function of x.
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Algorithm 5.1: Policy evaluation for T -step value-at-risk (P pi is known).
Input : Transition probability matrix P pi induced by policy pi, initial state xpi0 ,
decision horizon T ∈ N+, reward function r, and the coefficient λ of
value-at-risk.
1 Obtain stationary distribution ξpi by solving the equation P piξpi = ξpi.




3 Solve the Poisson equation (5.3) for rˆpi by (5.5).
4 Compute asymptotic variance in (5.6): σ2 =
∑
x∈X [rˆ
pi(x)2 − (P pi rˆpi(x))2]ξpi(x).
5 Calculate the constant %.
Output : The T -step value-at-risk, which can be computed by
V˜ aRλ(S
pi
T ) = − inf {y ∈ R : GpiT (h(y)) > λ} ,






Example 5.2 (Mean-variance risk). Given λ, the mean-variance risk measure is given by
ρλ(S
pi
T ) = −µ(SpiT ) + λσ2(SpiT /
√
T ),
where µ(SpiT ) is the mean of S
pi
T , and σ
2(SpiT /
√
T ) is the variance of SpiT /
√
T .
The corollary below gives formula to obtain the mean-variance risk. An algorithm can be
obtained similarly for the mean-variance risk simply by replacing line 7 in Algorithm 5.1 by
the corresponding risk measure. The same procedure can easily be generalized to other risk
measures.
Corollary 5.1. Under Assumption 5.1 and 5.2, given λ, the mean-variance risk measure
can be computed by
ρλ(S
pi
T ) = −ϕ(r) + λσ2.
where ϕ(r) and σ2 are defined in (5.2) and (5.6), respectively.
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5.3.2 Transition probability kernel P pi needs to be estimated
In practice, knowing transition kernel P pi is generally hard. In this subsection, we present a
policy evaluation algorithm when transition kernel needs to be estimated, and provide the
corresponding approximation error.
Intuitively, if the estimated transition kernel is accurate enough, the gap between solutions
to estimated and true Poisson equations is small (as shown in Lemma 5.5), which implies
the difference between estimated and true asymptotic variances is also small (as shown in
Theorem 5.2).
A way of estimating transition kernel is to use the empirical distribution. Denoting the
required number of samples by n1 and the estimated transition kernel by P pin1 , we make the
following assumption.
Assumption 5.3. There exist 1(n1) > 0 and δ1(n1) > 0 such that 1(n1) → 0 and
δ1(n1)→ 0 as n1 →∞. Moreover, we have the following bound for the error2:
P
(||P pin1 − P pi||∞ ≤ 1(n1)) ≥ 1− δ1(n1).







We remark Assumption 5.3 can be easily satisfied if a large collection of observed data is
provided. This could be achievable if one is allowed to simulate the system arbitrarily many
times.
Next, we perturb the true transition kernel P pi, define the resulting perturbed transition
kernel as P˜ pi and denote the stationary distribution associated with P˜ pi as ξ˜pi. Given P˜ pi, we
let ξpin(·) = P˜ pi(x, ·)n be an estimator of ξ˜pi(·). Under Assumption 5.1, we make the following
assumption which establishes the convergence of ||ξpin − ξ˜pi||, where || · || is the total variation
norm defined as following: If µ is a signed measure on B(X ), then the total variation norm










Assumption 5.4. Given  > 0 and perturbed transition kernel P˜ pi ∈ P . If ||P˜ pi−P pi||∞ ≤ ,
then for every n ∈ N+, the geometrically ergodic Markov chain has a form of convergence
||P˜ pi(x, ·)n − ξ˜pi(·)|| ≤M(x)τn,
where τ < 1, and M(x) is a nonnegative function.
This assumption essentially guarantees the geometric ergodicity property remains if the
original Markov chain is slightly perturbed.
Assumption 5.3 and 5.4 immediately imply that
P
(
||P pin1(x, ·)n − ξ˜pi(·)|| ≤M(x)τn
)
≥ 1− δ1(n1), (5.8)
where ξ˜pi is the stationary distribution associated with P pin1 . Let τ1(P
pi) be the ergodicity






If the ergodicity coefficient satisfies 0 ≤ τ1(P pi) < 1, [CM01, Equation 3.4] shows
||ξ˜pi − ξpi||1 ≤
||P pin1 − P pi||∞
1− τ1(P pi) .
Therefore, under Assumption 5.3, we have
P
(
||ξ˜pi − ξpi||1 ≤ 1(n1)
1− τ1(P pi)
)
≥ 1− δ1(n1). (5.10)
The ergodicity coefficient τ1(P pin1) for the estimated transition kernel P
pi
n1 is defined in a same
manner.
Matrix Hpi plays an important role in defining solution to Poisson equation. We impose a
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requirement on the smallest singular value σmin(Hpi) of Hpi.
Assumption 5.5. There exists a constant c > $˜(x) such that the smallest singular value
















n1,n2 − r + ϕpin2(r)1, (5.12)





with ξpin2 being the estimation of stationary distribution ξ˜
pi
ξpin2(·) = P pin1(x, ·)n2 . (5.14)





where Hpin1,n2 = I − P pin1 − Ξpin2 with Ξpin2(x, ·) = ξpin2(·). The following lemma shows Zpin1,n2 is
well defined under Assumption 5.5.
Lemma 5.1. Under Assumption 5.5, Zpin1,n2 is well defined.
The solution to estimated Poisson equation (5.12) can be expressed as
rˆpin1,n2 = Z
pi
n1,n2(r − ϕpin2(r)1). (5.15)
3The parameter $˜ is dependent on the initial state x through nonnegative function M(x). In the following,
we omit x for convenience and emphasize x when such dependence is required to show.
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We define the asymptotic variance associated with rˆn1,n2 as σ2n1,n2 , which can be obtained





2 − (P pin1 rˆpin1,n2(x))2]ξpin2(x). (5.16)
The theorem below provides the condition for n2 such that the difference between estimated
and true asymptotic variances σ2 and σ2n1,n2 defined in (5.6) and (5.16) is small. We provide
an outline of the proof below and a complete version can be found in the supplementary
material.
Theorem 5.2. Given policy pi,  ≥ 0, λ ∈ (0, 1) and let σ2n1,n2 and σ2 be the estimated and
true asymptotic variances, respectively. Under Assumption 5.1, 5.2, 5.3, 5.4 and 5.5, there
exists n2 such that the following two conditions (C1) and (C2) are satisfied
(C1)
|X |(|X |+ 1)3($˜ −√|X |1(n1))




































|X |(|X |+ 1)(2c− $˜)
c(c− $˜) .
Moreover, we have
P(|σ2n1,n2 − σ2| ≤ ) ≥ 1− 38δ1(n1).
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2 − (P pin1 rˆpin1,n2(x))2]ξpin2(x)−
∑
x∈X
















2 − (P pin1 rˆpin1,n2(x))2]ξpi(x)−
∑
x∈X
[rˆpi(x)2 − (P pi rˆpi(x))2]ξpi(x)
∣∣∣∣
(2)












2 − (P pin1 rˆpin1,n2(x))2]ξpi(x)−
∑
x∈X
[rˆpi(x)2 − (P pi rˆpi(x))2]ξpi(x)
∣∣∣∣.









2]ξpi(x). Inequality (2) holds by triangle inequality. In order to bound the
terms an and bn, we need following lemmas.
First, we derive a bound for |τ1(P pin1)− τ1(P pi)| by the lemma below.
Lemma 5.2. Under Assumption 5.3, the ergodicity coefficient for the estimated transition
kernel P pin1 satisfies
P
(|τ1(P pin1)− τ1(P pi)| ≤ 1(n1)) ≥ 1− δ1(n1).
Denoting ||a||2 as the Euclidean norm of vector a, we present a lemma showing that the
solution (5.5) of Poisson equation (5.3) is bounded.





Analogously to Lemma 5.3, we have the following result.
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Lemma 5.4. Under Assumption 5.1, 5.2, 5.3, 5.4 and 5.5, the solution (5.15) to estimated








The lemma below shows that solutions to the true and estimated Poisson equations are close
to each other with high probability.
Lemma 5.5. Under Assumption 5.1, 5.2, 5.3, 5.4 and 5.5, the difference between solutions
to true and estimated Poisson equation is bounded such that
P










Recall that for two random variables an and bn, and  ∈ R with λ ∈ (0, 1), by union bound
and monotonicity property of probability, we have
P(an + bn ≤ ) ≥ P(an ≤ λ) + P(bn ≤ (1− λ)).
Finally, by bounding terms an and bn, we prove the theorem.
Now we are able to compute the T -step value-at-risk, which is summarized as a procedure in
the Algorithm 5.2. Note that given the asymptotic variance σn1,n2 and solution to estimated
Poisson equation rˆn1,n2 , when T is moderate, o(T−1/2) vanishes, GpiT (y) defined in Theorem
5.1 becomes








(1− y2)− rˆpin1,n2(xpi0 )
]
, (5.17)
where %˜ is defined in a same manner as % by replacing P pi and ξpi by P pin1 and ξ
pi
n2 , respectively.
In the following, we analyze the mean-variance risk defined in Example 3.2. Corollary 5.2
gives formula to obtain the mean-variance risk and provides high-probability bound for the
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risk measure. An algorithm can be developed for the mean-variance risk simply by replacing
line 9 in Algorithm 5.2 by the corresponding risk measure.
Corollary 5.2. Under Assumption 5.1, 5.2, 5.3, 5.4 and 5.5, given λ, the estimated mean-
variance risk measure can be computed by
ρ˜λ(S
pi
T ) = −ϕpin2(r) + λσ2n1,n2 .
where ϕpin2(r) and σ
2
n1,n2 are defined in (5.13) and (5.16), respectively. Moreover, we have
P (|ρ˜λ(SpiT )− ρλ(SpiT )| ≤ κ) ≥ 1− 41δ1(n1),
where ρλ(SpiT ) is the true mean-variance risk value computed in Corollary 5.1 and κ =
2M(x)τn2 + 1(n1)1−τ1(Ppin1 )−1(n1)
+ λ.
A similar argument can be developed for T -step value-at-risk defined in Example 3.1.
Algorithm 5.2: Policy evaluation for T -step value-at-risk (P pi is unknown).
Input : Policy pi, initial state xpi0 , reward function r, decision horizon T ∈ N+,
λ ∈ (0, 1) and estimation parameters 1(n1) and δ1(n1).
1 Obtain the estimated transition kernel P pin1 satisfying Assumption 5.3 with
parameter 1(n1) and δ1(n1).
2 Compute the ergodicity coefficient τ1(P pin1) for the estimated transition kernel P
pi
n1 .
3 Choose n2 with τ1(P pin1) obtained from step 3 such that conditions in Theorem 5.2
hold.
4 Compute the estimated stationary distribution ξpin2 defined by (5.14).
5 Calculate the solution of estimated Poisson equation rˆpin1,n2 by (5.15).
6 Obtain the asymptotic variance σ2n1,n2 defined in (5.16).
7 Calculate the constant %˜.
Output : The T -step value-at-risk, which can be computed by
V˜ aRλ(S
pi
T ) = − inf {y ∈ R : GpiT (h(y)) > λ} ,









In this section, we propose policy gradient methods to improve policy pi and solve the
optimization problem (5.4). Specifically, we compute the gradient of the performance (i.e.,
the risk) w.r.t. the policy parameters from the evaluated policies, and improve pi by adjusting
its parameters in the direction of the gradient.
In the following, we make a standard assumption in gradient-based MDPs literature (e.g.,
[SMS+99, KT99, BSGL09, PG13]).
Assumption 5.6. For any state-action pair (x, a), pi(a|x; θ) is continuously differentiable
in the parameter θ.
In a recent work, [PG13, Section 4] presented actor-critic algorithms for optimizing the
risk-sensitive measure that are based on two simultaneous perturbation methods: simultane-
ous perturbation stochastic approximation (SPSA) [Spa92] and smoothed functional (SF)
[BPP12]. We use similar arguments here and further apply those methods to estimate the
gradient of the risk measure with respect to the policy parameter θ, i.e., ∇θρ(SθT ).
The idea in these methods is to estimate the gradient∇θρ(SθT ) using two simulated trajectories
of the system corresponding to policies with parameters θ and θ+ = θ + β4. Here β > 0 is
a positive constant and 4 is a perturbation random variable, i.e., a k1-vector of independent
Rademacher (for SPSA) and Gaussian N (0, 1) (for SF) random variables.




ρ(Sθ+β4T )− ρ(SθT )
β4(i) , i = 1, . . . , k1 (5.18)
where 4 is a vector of independent Rademacher random variables and 4(i) is its i-th entry.
The advantage of this estimator is that it perturbs all directions at the same time (the
numerator is identical in all k1 components). So, the number of function measurements
needed for this estimator is always two, independent of the dimension k1.
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ρ(Sθ+β4T )− ρ(SθT )
)
, i = 1, . . . , k1 (5.19)
where 4 is a vector of independent Gaussian N (0, 1) random variables.
The step size of the gradient descent {λ(t)} satisfies the following condition.















t − λ(t)∂θ(i)ρ(SθT )
)
. (5.20)
Note that 4(i)t ’s are independent Rademacher and Gaussian N (0, 1) random variables in
SPSA and SF updates, respectively. Γ is an operator that projects a vector θ ∈ Rk1 to the
closest point in a compact and convex set C ⊂ Rk1 . The projection operator is necessary to
ensure the convergence of the algorithms. Specifically, we consider the differential equation
θ˙t = Γˇ(∇θρ(SθtT )), (5.21)
where Γˇ is defined as follows: for any bounded continuous function f(·),
Γˇ(f(θt)) = lim
τ→0
Γ(θt + τf(θt))− θt
τ
.
The projection operator Γˇ(·) ensures that the evolution of θ via the differential equation
(5.21) stays within the bounded set C ∈ Rk1 . Let Z = {θ ∈ C : Γˇ(∇θρ(SθtT )) = 0} denote
the set of asymptotically stable equilibrium points of the differential equation (5.21) and
Z = {θ ∈ C : ||θ − θ0|| < , θ0 ∈ Z} denote the set of points in the -neighborhood of Z.
The following is our main result, which bounds the error of our policy improvement algorithm.
Theorem 5.3. Under Assumption 5.1, 5.6 and 5.7, for any given  > 0, there exists β0 > 0
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Algorithm 5.3: Policy improvement.
Input : Initialize policy pi parameterized by parameter θ1 and stopping criteria .
Let t = 1 and θ0 = θ1 + 21.
1 while ||θt − θt−1||∞ >  do
2 Evaluate the risk value ρ(SθtT ) and ρ(S
θt+β4t
T ) associated with policy θt and
θt + β4t by Algorithm 5.1 or 5.2. Here 4t are independent Rademacher and
Gaussian N (0, 1) random variables in SPSA and SF updates, respectively.
3 for i = 1, · · · , k1 do







t − λ(t)∂θ(i)ρ(SθT )
)
,
where λ(t) is the step size and ∂θ(i)ρ(S
θ
T ) is defined in (5.18) for SPSA or
(5.19) for SF.
5 end
6 t = t+ 1.
7 end
Output : Policy parameter θ.
such that for all β ∈ (0, β0), θt → θ∗ ∈ Z almost surely.
The above theorem guarantees the convergence of the SPSA and SF updates to a local
optimum of the risk objective function ρ(SθT ). Finally, we provide the policy improvement
method in Algorithm 5.3.
5.5 Chapter summary
In the context of risk-averse Markov decision processes, we used central limit theorem to
efficiently evaluate the static risk associated to a given policy. We also provided a policy
improvement algorithm, which works on a parametrized policy-space in a gradient-descent
way. Under mild conditions, it is guaranteed that the policy evaluation is approximately
correct and that the policy improvement converges to a local optimum of the risk measure.
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Many important problems that are usually addressed using standard MDP models should
be revisited using our proposed approach to risk management (e.g., machine replacement,
inventory management, portfolio optimization, etc.).
5.6 Appendix
Definition of % in Theorem 5.1


































pi(x, xpij |x = xpii )j .
Here P pi(x, y|x = x0)n denotes the n-step transition probability to state y conditioned on
the initial state x0.
Definition of o(T−1/2) in Theorem 5.1












MT (α) , mT (α) exp(−αE[SpiT ]),
with mT (α) = E[exp(αSpiT )], T ≥ 1 and α ∈ C. The characteristic function φT (·) is defined
as










, ω ∈ R.
A is chosen large enough so that A > 24(νpi)−1|Ψ′T
(





| for all y ∈ R, T ≥ 1 and
arbitrary ν > 0. Here,





(1− y2)γ (y) , y ∈ R.
Proof of Lemma 5.1
Proof. Let Ξ˜pi(x, ·) = ξ˜pi(·) and
41 = P pi − P pin1 ,
42 = Ξpi − Ξ˜pi,
43 = Ξ˜pi − Ξpin2 ,
and ||A||2 be the spectral norm of matrix A, which is the largest singular value of matrix A:
||A||2 = σmax(A).






















Define 4 = 41 +42 +43, we have













We perform the singular value decomposition for the matrix Hpi and have
Hpi = UΣV ∗ = UΣ1/2IΣ1/2V ∗,
where U and V ∗ are unitary matrix with dimension |X | × |X |, and Σ is a |X | × |X | diagonal
matrix with non-negative real numbers on the diagonal. Next, by the definition of Zpin1,n2
and 4, we obtain
Zpin1,n2 =(H
pi +4)−1
=(UΣ1/2IΣ1/2V ∗ + UΣ1/2Σ−1/2U−14(V ∗)−1Σ−1/2Σ1/2V ∗)−1
=(Σ1/2V ∗)−1(I + 4˜)−1(UΣ1/2)−1,
where 4˜ , Σ−1/2U−14(V ∗)−1Σ−1/2. In addition, we have
||4˜||2 = ||Σ−1||2||4||2.






≥ 1− 3δ1(n1). (5.23)
Since $ < $˜ < c, (I + 4˜)−1 is well defined, which implies Zpin1,n2 is well defined.
4The parameter $ is dependent on the initial state x through nonnegative function M(x). In the following,
we omit x for convenience and emphasize x when such dependence is required to show. Same argument goes
for $˜.
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Proof of Lemma 5.2
Proof. From the definition of τ1(P pi) and τ1(P pin1), we have






















||ν||1||P pin1 − P pi||∞
=||P pin1 − P pi||∞
Here recall that if f, g : A→ R are bounded functions, then
∣∣∣∣ supA f − supA g∣∣∣∣ ≤ supA |f −g|.
For ||ν||1 = 1 and ν>e = 0, since ||ν>P pin1 ||1 ≤ 1 and ||ν>P pi||1 ≤ 1, thus inequality (1) holds.
Inequality (2) holds due to reverse triangle property, while Hölder’s inequality is applied to
(3).
From Assumption 5.3, we get
P
(|τ1(P pin1)− τ1(P pi)| ≤ 1(n1)) ≥ 1− δ1(n1).
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Proof of Lemma 5.3
Proof. Recall the solution can be bounded above by
||rˆpi||2 = ||Zpi(r − ϕpi(r)1)||2
≤ ||Zpi||sp||r − ϕpi(r)1||2
(1)
≤
√|X |(|X |+ 1)
c
.
Here (1) is due to ||r − ϕpi(r)1||2 ≤










≤ |X |+ 1,
we have ||r − ϕpi(r)1||∞ ≤ |X | + 1, which implies ||r − ϕpi(r)1||2 ≤
√|X |(|X | + 1). It is
straightforward to show ||P pi rˆpi||2 is also bounded.




≤ |X |(|X |+ 1)
c
.
Proof of Lemma 5.4
Proof. Recall the solution to estimated Poisson equation can be expressed as
||rˆpin1,n2 ||2 = ||Zpin1,n2(r − ϕpin2(r)1)||2
≤ ||Zpin1,n2 ||2||r − ϕpin2(r)1||2.
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First, note that ||Hpi −Hpin1,n2 ||2 = ||4||2. From (5.22) in the proof of Lemma 5.1, we have
P
(||Hpi −Hpin1,n2 ||2 ≤ $) ≥ 1− 3δ1(n1).
By Weyl’s inequality, we have
P





















≤ |X |+ 1,
we have ||r − ϕpin2(r)1||∞ ≤ |X |+ 1. Thus ||r − ϕpin2(r)1||2 ≤









By Lemma 5.2, we have
P($ ≤ $˜) ≥ 1− δ1(n1). (5.24)








It is straightforward to show ||P pin1 rˆpin1,n2 ||2 is bounded because
||P pin1 rˆpin1,n2 ||2 ≤||P pin1 ||2||rˆpin1,n2 ||2
≤
√





||P pin1 rˆpin1,n2 ||2 ≤




Proof of Lemma 5.5
Proof. From the proof of Lemma 5.1, recall that Zpin1,n2 can be expressed as
Zpin1,n2 = (Σ
1/2V ∗)−1(I + 4˜)−1(UΣ1/2)−1.
Since ||4˜||2 < 1 under Assumption 5.5, we have






















Under Assumption 5.5 and (5.23) in the proof of Lemma 5.1, we have
P
(






The difference of solutions to true and estimated Poisson equation can be expressed as
||rˆpi − rˆpin1,n2 ||2
=||Zpi(r − ϕpi(r)1)− |Zpin1,n2(r − ϕpin2(r)1)||2
=||Zpi(r − ϕpi(r)1)− Zpi(r − ϕpin2(r)1) + Zpi(r − ϕpin2(r)1)− Zpin1,n2(r − ϕpin2(r)1)||2
=||(Zpi − Zpin1,n2)(r − ϕpin2(r)1) + Zpi(ϕpin2(r)− ϕpi(r))1||2
≤||(Zpi − Zpin1,n2)(r − ϕpin2(r)1)||2 + ||Zpi(ϕpin2(r)− ϕpi(r))1||2
≤||Zpi − Zpin1,n2 ||2||r − ϕpin2(r)1||2 + ||Zpi||2||(ϕpin2(r)− ϕpi(r))1||2

















we have ||r − ϕpin2(r)1||∞ ≤ |X |+ 1. Thus ||r − ϕpin2(r)1||2 ≤









√|X | and |ϕ˜pi(r)− ϕpi(r)| ≤ ||ξ˜pi − ξpi||2||r||2, we have
P
(























(||(ϕ˜pi(r)− ϕpin2(r))1||2 ≤ 2M(x)τn|X |) ≥ 1− δ1(n1).
Therefore, we obtain
P












. Finally, due to Lemma 5.2, we have
P









√|X |) and $˜ is defined in (5.11).
Proof of Theorem 5.2
Proof. Recall that the xth element of vector P pi rˆpi is denoted by P pi rˆpi(x). Define the
vectors (rˆpi)2 and (P pi rˆpi)2 with their xth elements being (rˆpi)2(x) = rˆpi(x)2 and (P pi rˆpi)2(x) =
(P pi rˆpi(x))2, respectively. Similarly for the vectors (rˆpin1,n2)























||(P pin1 rˆpin1,n2)2||∞ ≤












2 − (P pin1 rˆpin1,n2(x))2]ξpin2(x)−
∑
x∈X
















2 − (P pin1 rˆpin1,n2(x))2]ξpi(x)−
∑
x∈X
[rˆpi(x)2 − (P pi rˆpi(x))2]ξpi(x)
∣∣∣∣
(2)












2 − (P pin1 rˆpin1,n2(x))2]ξpi(x)−
∑
x∈X
[rˆpi(x)2 − (P pi rˆpi(x))2]ξpi(x)
∣∣∣∣.









2]ξpi(x). Inequality (2) holds by triangle inequality. In the following, we bound






|[rˆpin1,n2(x)2 − (P pin1 rˆpin1,n2(x))2](ξpin2(x)− ξpi(x))|
(2)
≤||(rˆpin1,n2)2 − (P pin1 rˆpin1,n2)2||∞||ξpin2 − ξpi(·)||1
(3)
≤ (||(rˆpin1,n2)2||∞ + ||(P pin1 rˆpin1,n2)2||∞) (||ξpin2 − ξ˜pi||1 + ||ξ˜pi − ξpi||1) .
Inequalities (1) and (3) hold due to triangle property, while (2) is true because of Hölder’s
inequality. From (5.8) and (5.10), we have
P
(
||ξpin2 − ξ˜pi||1 + ||ξ˜pi − ξpi||1 ≤ ι
)
≥ 1− 2δ1(n1). (5.26)
where ι = 2
√|X |M(x)τn2 + 1(n1)1−τ1(Ppi) . In addition, under Lemma 5.2 we obtain
P
(




where ι˜ = 2
√|X |M(x)τn2 + 1(n1)1−τ1(Ppin1 )−1(n1) . Combining (5.25) and (5.26), by the union
bound of probability and definition of $˜, we have
P
(











|{[rˆpin1,n2(x)2 − (P pin1 rˆpin1,n2(x))2]− [rˆpi(x)2 − (P pi rˆpi(x))2]}ξpi(x)|
(2)
≤||(rˆpin1,n2)2 − (rˆpi)2||∞||ξpi||1 + ||(P pin1 rˆpin1,n2)2 − (P pi rˆ)2||∞||ξpi||1
(3)
≤|X |(||(rˆpin1,n2)2 − (rˆpi)2||∞ + ||(P pin1 rˆpin1,n2)2 − (P pi rˆ)2||∞).
Inequality (1) holds due to triangle property, and (2) is due to Hölder’s inequality, while (3)
is true since ξpi(x) ∈ [0, 1]. Note that
|rˆpin1,n2(x)2 − rˆpi(x)2|
=|rˆpin1,n2(x)− rˆpi(x)||rˆpin1,n2(x) + rˆpi(x)|
≤|rˆpin1,n2(x)− rˆpi(x)|(|rˆpin1,n2(x)|+ |rˆpi(x)|).
Furthermore, from Lemma 5.3, 5.4 and 5.5, we have
P
(||(rˆpin1,n2)2 − (rˆpi)2||∞ ≤ ϑ) ≥ 1− 11δ1(n1). (5.27)
where
ϑ =












In addition, we have
|(P pin1 rˆpin1,n2(x))2 − (P pi rˆpi(x))2|
=|P pin1 rˆpin1,n2(x)− P pi rˆpi(x)| × |P pin1 rˆpin1,n2(x) + P pi rˆpi(x)|
(1)

















|(P pin1(x, x′)− P pi(x, x′))rˆpin1,n2(x′)|+
∑
x′∈X
|P pi(x, x′)(rˆpin1,n2(x′)− rˆpi(x′))|
)
× (|P pin1 rˆpin1,n2(x)|+ |P pi rˆpi(x)|)
(3)
≤b1 × (|P pin1 rˆpin1,n2(x)|+ |P pi rˆpi(x)|).
where
b1 = ||P pin1(x, ·)− P pi(x, ·)||1||rˆpin1,n2 ||∞ + ||P pi(x, ·)||1||rˆpin1,n2 − rˆpi||∞.
Inequalities (1) and (2) are due to triangle property, and (3) is because of Hölder’s inequality.
Since ||P pin1(x, ·)− P pi(x, ·)||1 ≤ ||P pin1 − P pi||∞, Assumption 5.3 implies
P
(||P pin1(x, ·)− P pi(x, ·)||1 ≤ 1(n1)) ≥ 1− δ1(n1).























Moreover, from Lemma 5.3 and 5.4, we obtain
P
(|P pin1 rˆpin1,n2(x)|+ |P pi rˆpi(x)| ≤ η) ≥ 1− 4δ1(n1)
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where η =
|X |(|X |+ 1)(2c− $˜)
c(c− $˜) . Note $˜ is dependent on the initial state x and denote
α1(x) =
1(n1)





















||(P pin1 rˆpin1,n2)2 − (P pi rˆpi)2||∞ ≤ maxx∈X α1(x)α2(x)
)
≥ 1− 16δ1(n1). (5.28)




















Recall that for two random variables an and bn, and  ∈ R with λ ∈ (0, 1), by union bound
and monotonicity property of probability, we have
P(an + bn ≤ ) ≥ P(an ≤ λ) + P(bn ≤ (1− λ)).
Therefore, if for an
|X |(|X |+ 1)3($˜ −√|X |1(n1))














α1(x)α2(x)|X | ≤ (1− λ).
We can conclude that
P(an + bn ≤ ) ≥ 1− 38δ1(n1),
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which further implies
P(|σ2n1,n2 − σ2| ≤ ) ≥ 1− 38δ1(n1)
by the monotonicity property and union bound of probability.
Proof of Corollary 5.2
Proof. From the definitions of ρ˜λ(SpiT ) and ρλ(S
pi
T ), we get
|ρ˜λ(SpiT )− ρλ(SpiT )|











[|ξpi(x)− ξ˜pi(x)|+ |ξ˜pi(x)− ξpin2(x)|]|r(x)|+ λ|σ2n1,n2 − σ2|
(3)
≤||ξpi − ξ˜pi||1 + ||ξ˜pi − ξpin2 ||1 + λ|σ2n1,n2 − σ2|.
Here inequalities (1) and (2) are due to triangle property. Inequality (3) is because Hölder’s
inequality and ||r||∞ ≤ 1. Moreover, since P pin1 is the -perturbed transition kernel under
Assumption 5.4, by (5.8) and (5.14), we have
P
(
||ξ˜pi − ξpin2 ||1 ≤ 2M(x)τn2
)
≥ 1− δ1(n1). (5.29)
In addition, from (5.10) and Lemma 5.2, we get
P
(
||ξ˜pi − ξpi||1 ≤ 1(n1)
1− τ1(P pin1)− 1(n1)
)
≥ 1− 2δ1(n1). (5.30)
Applying the union bound of probability to (5.29), (5.30) and Theorem 5.2, we have
P (|ρ˜λ(SpiT )− ρλ(SpiT )| ≤ κ) ≥ 1− 41δ1(n1).
where κ = 2M(x)τn2 + 1(n1)1−τ1(Ppin1 )−1(n1)
+ λ.
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Proof of Theorem 5.3
Proof. Note that, for fixed θ, we are able to evaluate the policy ρ(SθT ). Moreover, (5.20) can
be considered as a discretization of the differential equation (5.21).
For SPSA update, Z is an asymptotically stable attractor for the differential equation (5.21),
with ρ(SθT ) itself serving as a strict Lyapunov function. This can be inferred as follows
dρ(SθT )
dt
= ∇θρ(SθT )θ˙ = ∇θρ(SθT )Γˇ(−∇θρ(SθT )) < 0.
The claim for SPSA update now follows from [KC12, Theorem 5.3.1].
The convergence analysis for SF update follows in a similar manner as SPSA update.
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Chapter 6
Approximate Value Iteration for Risk-aware
Markov Decision Processes
In this chapter, we are interested in simulation-based algorithms for risk-aware MDPs with
dynamic risk measure, as opposed to static risk measure studied in Chapter 3 – 6. Like
classical MDPs, risk-aware MDPs with dynamic risk measure suffer from the “curse of
dimensionality” which makes it impossible to solve practically sized problems exactly. Many
simulation-based algorithms have been proposed for classical MDPs which have been shown
to give good solutions with high probability with reasonable computational effort. In this
chapter, we extend the work on simulation-based algorithms for classical MDPs by developing
a family of simulation-based algorithms for risk-aware MDPs that can scale up to large or
even continuous state spaces. In parallel, we develop a unified convergence analysis technique
to derive sample complexity bounds for this new family of algorithms.
6.1 Introduction
Markov decision processes (MDPs) (see [Put09, Ber95]) are a well established framework
for modeling sequential decision-making problems. The classical MDP searches for a policy
with minimum expected cost. In this chapter, we focus on the risk inherent in the stochastic
MDP transitions (cf. motivating example [Rus10, Example 1]), which leads to significant
variability in the cost distribution (see [HM72] and [Mar68, ADEH99]). There are many
ways to characterize the risk of a distribution, e.g. variance [Mar68], value-at-risk (VaR)
[DP97], conditional value-at-risk (CVaR) [RU00], and exponential-utility [HM72].
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Building on the classical theory of dynamic programming, a new class of risk-aware MDP
is developed in [Rus10]. This work uses the key property of time consistency to derive the
class of Markov risk measures which naturally leads to minimax dynamic programming
formulations. Broadly speaking, risk-aware dynamic programming is useful in settings
with either heavy-tailed distributions or rare high-impact events. For example, heavy-
tailed distributions arise frequently in finance (see [Bys05, KP11]) as well as energy and
sustainability (see [JP15]); rare high-impact events may appear in inventory problems (see
[GL96]) as well as management of high-value assets (see [EPE10]).
Dynamic programming methods for both classical and risk-aware MDPs suffer from the well
known “curse of dimensionality”, where the computational burden of the problem increases
exponentially with the complexity of the state space. Approximate dynamic programming
(ADP) methods (see [Pow07] and [Ber95] for example) were created precisely for this reason.
ADP is interested in giving good solutions to practically-sized MDPs that are otherwise
impossible to solve exactly. Simulation-based algorithms, algorithms which randomly sample
the MDP state space and simulate MDP trajectories, comprise a large part of the work
on ADP. Simulation-based algorithms have been shown to give good solutions with high
probability for many classes of MDPs (see [Rus97, MP10, GLB+12, MS08, HJK16] for some
examples, of which there are many). In [MS08], a sampling-based fitted value iteration
was proposed to calculate the value backups approximately using Monte-Carlo integration
at a finite number of points and then find a best fit within a user-chosen set of functions
to the computed values. In [HJK16], empirical dynamic programming algorithms were
developed by replacing the exact expectation in the Bellman operator with its sample average
approximation.
In the present chapter, we seek to develop simulation-based algorithms for risk-aware MDPs
with Markov risk measures. This work is motivated by two main questions:
1. What do simulation-based algorithms for risk-aware MDPs look like, and how do they
differ from simulation-based algorithms for classical MDPs?
2. What are the convergence and sample complexity guarantees for simulation-based
algorithms for risk-aware MDPs?
158
We answer these questions by proposing a general family of simulation-based algorithms
for risk-aware MDPs, and by developing a unified convergence analysis technique to obtain
sample complexity results for this family.
6.1.1 Literature review
There are a variety of models for risk awareness in MDPs. The class of Markov risk measures
is developed in [Rus10] following the axiom of time consistency. This class of risk measures
is notable because it readily yields dynamic programming equations. Expected utility
minimizing MDPs are considered earlier in [Kre77a, Kre77b, BR13]. In [BR13], dynamic
programming equations are developed for this class using state space augmentation. In
another approach, MDPs with a mean-variance trade-off are studied in [FKL89, Sob94],
while conditional value-at-risk (CVaR) minimizing MDPs are explored in [BJ10, BO11].
Finally, [HJ13, HJ15] examine MDPs with stochastic dominance constraints and provide
convex analytic formulations.
Several algorithms have been developed for risk-aware MDPs to complement these risk-aware
models. Linear function approximation for variance-related criteria in MDPs is developed in
[TDCM13]. In this work, temporal difference and least-squares temporal difference algorithms
are developed for this problem class. Additionally, a parametric policy gradient technique
for CVaR minimizing MDPs is proposed in [TGM14]. However, we must point out that the
setting in [TGM14] is not related to the Markov risk measures of [Rus10] because it considers
the CVaR of the total cost rather than the CVaR in each state transition. In [AR14], a cutting
plane algorithm for time-consistent multistage linear stochastic programming problems is
given. An approximation scheme for time-inconsistent is also developed. The recent work
[JP15] develops ADP algorithms for MDPs which minimize quantile-based risk measures.
6.1.2 Contributions
We make three main contributions to the literature on MDPs and ADPs in the present
chapter:
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1. First, we develop a new family of simulation-based algorithms for risk-aware MDPs.
As we have mentioned, risk-aware MDPs suffer from the same curse of dimensionality
as classical MDPs so it is not possible to solve such problems exactly. However,
simulation-based algorithms are a promising tool for computing a near optimal solution
with high probability. We show how to develop risk-aware analogs of several major
simulation-based algorithms for classical MDPs.
2. Second, we provide a unified convergence analysis technique that applies to a broad
family of algorithms, including all of the algorithms considered in this chapter. This
unified convergence analysis makes it easier to obtain sample complexity results for
these algorithms as well as to analyze future algorithms.
3. Finally, we use extensive numerical experiments to verify the effectiveness of our
new algorithms for risk-aware MDPs and to test their performance, as well as the
performance of the resulting risk-aware policies.
This chapter is organized as follows. In Section 6.2 we review necessary preliminaries for
classical and risk-aware MDPs. Next, in Section 6.3 we propose and discuss a general family
of simulation-based algorithms for risk-aware MDPs and report their convergence results.
Section 6.4 then focuses on the key issue of empirical estimation of risk functions, which
plays a major role in all of our algorithms. Section 6.5 offers an alternative convergence
analysis based on the technique in [HJK16]. In the following Section 6.6 we present the
proofs of all of our main results. Section 6.7 reports numerical experiments that serve to
illustrate the methods in this chapter, and we conclude in Section 6.8.
6.2 Preliminaries
This section reviews important preliminary concepts for both classical and risk-aware MDPs.
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6.2.1 Classical Markov decision processes
Consider a discrete time MDP given by the 4-tuple
(S, A, P, c) .
The state space S is a Borel space, a measurable subset of a complete and separable metric
space, with corresponding Borel σ−algebra B (S). We use P (S) to denote the space of
probability measures over S with respect to B (S). We assume that the space of available
actions A is finite throughout and we let K , S× A denote the set of all state-action pairs.
The transition law P governs the system evolution, P (· | s, a) ∈ P (S) for all (s, a) ∈ K. For
a set B ∈ B (S), P (B | s, a) is the probability of next visiting the set B given the current
state-action pair (s, a) ∈ K. Moreover, c : K→ R is a measurable cost function that depends
on state-action pairs.
We will denote the space of measurable functions f : S→ R bounded by 0 < Jmax <∞ as
B (S; Jmax), and we denote the set of all bounded measurable functions on S as F (S) ⊂
B (S; Jmax). For a probability measure µ∈ P (S) and 1 ≤ p <∞, we let Lp (S, B (S) , µ) be
the space of measurable mappings f : S→ R such that ‖f‖p, µ ,
(∫ |f (s) |pµ (ds))1/p <∞.
The following assumption on the cost function c holds throughout this chapter.
Assumption 6.1. The cost function satisfies 0 ≤ c (s, a) ≤ cmax <∞ for all (s, a) ∈ K.
The preceding Assumption 6.1 will be used to show that the risk-to-go functions that appear
in this chapter are uniformly bounded and belong to B (S; Jmax) for some Jmax.
We will denote by Π the class of stationary deterministic Markov policies: mappings
pi : S→ A which only depend on history through the current state. We only consider such
policies since it is well known that there is an optimal policy within this class for classical
MDPs. For a given state s ∈ S, pi (s) ∈ A is the action chosen in state s under the policy pi.
The deterministic stationary policy pi defines the transition probability kernel P pi according
to P pi (dy | s) = P (dy | s, pi (s)). We define two related operators to P pi. The right-linear
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operator P pi (·) : F (S)→ F (S) is defined as
(P piJ) (s) =
∫
J (y)P pi (dy|s) ,
where J ∈ B (S; Jmax) , and the left-linear operator (·)P pi : P (S)→ P (S) is defined as
(µP pi) (dy) =
∫
P pi (dy|s)µ (ds) ,
where µ ∈ P (S). The product of two transition kernel is defined in the natural way
P pi1P pi2 (dz | s) =
∫
P pi1 (dy | s)P pi2 (dz | y) .
The state and action at time t ≥ 0 are denoted by st and at, respectively. Any policy
pi ∈ Π and initial state s0 ∈ S determine a probability measure P pis0 and an associated
stochastic process {(st, at) , t ≥ 0} defined on the canonical measurable space of trajectories
of state-action pairs. The expectation operator with respect to P pis0 is denoted E
pi
s0 [·].









There are many algorithms available to solve Problem (6.1), such as value iteration, policy
iteration, and linear programming.
6.2.2 Risk-aware Markov decision processes
Problem (6.1) does not account for the risk incurred due to the underlying stochasticity in
state transitions. The family of Markov risk measures was first proposed in [Rus10] as a
way to model and mitigate this risk. As mentioned earlier, this class of risk measures has a
special form based on risk transition mappings which readily leads to a minimax DP solution
approach.
To formalize Markov risk measures, we define a family of admissible random variables on
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the state space (S, B (S)). For a fixed probability measure P0 on (S, B (S)), we can define
the space L = L∞ (S, B (S) , P0) of essentially bounded measurable mappings on S. The
following four properties of risk measures are important throughout our analysis:
(A1) Convexity: ρ (λX + (1− λ)Y ) ≤ λ ρ (X) + (1− λ) ρ (Y ) for all X, Y ∈ L and λ ∈
[0, 1].
(A2) Monotonicity: If X, Y ∈ L and X ≤ Y , then ρ (X) ≤ ρ (Y ).
(A3) Translation equivariance: If α ∈ R and X ∈ L, then ρ (X + α) = ρ (X) + α.
(A4) Positive homogeneity: If α > 0 and X ∈ L, then ρ (αX) = αρ (X).
A risk measure ρ : L → R is called “coherent” if it satisfies all four of the preceding properties
[ADEH99]. Conditional value-at-risk (CVaR), mean-deviation, and mean-semideviation are
examples of coherent risk functions. CVaR is one of the most well-known risk measures
and it has been used extensively in stochastic optimization (see [RU00] for example). For
a random variable X ∈ L, we define FX to be the cumulative distribution function of
X, ϑα (X) , inf {t : FX (t) ≥ α} to be the value-at-risk of X at level α ∈ [0, 1), and
φα (X) , (1− α)−1
∫ 1
α ϑτ (X) dτ to be the conditional value-at-risk of X at level α ∈ [0, 1).
For a risk measure ρ : L → R and given initial state s0 ∈ S, the infinite-horizon risk-aware
problem with discount factor γ ∈ (0, 1) is
inf
pi∈Π
Jpi (s0) . (6.2)
Here, the risk-to-go function Jpi for a given policy pi is defined as
Jpi (s0) , c (s0, pi (s0)) + ρ
(
γ c (s1, pi (s1)) + ρ
(
γ2c (s2, pi (s2)) + · · ·
))
,
see [Rus10]. In the next lemma, we confirm that the risk-to-go functions are uniformly
bounded.
Lemma 6.1. Suppose Assumption 6.1 holds and ρ is coherent. Then, ‖Jpi‖∞ ≤ Jmax ,
cmax/ (1− γ) for all pi ∈ Π.
A risk-aware Bellman operator is developed for Problem (6.2) in [Rus10, Theorem 4]. We
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use the notation ρX∼P (· | s, a) : L → R to emphasize the dependence of the risk measure on
the underlying transition kernel, and we define T : F (S)→ F (S) via
[T J ] (s) = min
a∈A
{
c (s, a) + γ ρX∼P (· | s, a) (J (X))
}
, ∀s ∈ S, (6.3)
to be the risk-aware Bellman operator. When ρX∼P (· | s, a) (·) = EX∼P (· | s, a) [·], then T is just
the classical Bellman operator for Problem (6.1). Coherent risk measures have a special
representation via Fenchel duality (see [RS06c]) which lead to minimax DP equations. In
this case, when ρX∼P (· | s, a) : L → R is coherent, by [RS06b, Theorem 2.2] the risk-aware
Bellman operator T can be rewritten as
[T J ] (s) = min
a∈A
{




, ∀s ∈ S, (6.4)
where {Q (s, a)}(s, a)∈K is a collection of distributional sets on (S, B (S)). The two preceding
representations (6.3) and (6.4) of T are equivalent, but we often find advantage in using one
form over the other.
We define the following notation to capture the dependence on our sets of distributions
{Q (s, a)}(s, a)∈S×A. For fixed pi ∈ Π, we define a stochastic kernel Qpi : F (S)→ F (S) such
that Qpi (· | s) ∈ Q (s, pi (s)) be an element of the distributional set Q (s, a) when a = pi (s),
for all s ∈ S. Note that Qpi (· | s) is a probability distribution on S for all s ∈ S. The
right-linear operator Qpi (·) and left-linear operator (·)Qpi can be defined similarly as those
for P pi. For later use, we say that a policy pi is greedy w.r.t. the risk-to-go function J ∈ F (S)
if
pi (s) ∈ arg min
a∈A
{
c (s, a) + γ ρX∼P (· | s, a) (J (X))
}
, ∀s ∈ S.
We let J∗ ∈ F (S) be the optimal risk-to-go function for the risk-aware Bellman operator T :
T J∗ = J∗,
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and pi∗ : S→ A be any optimal policy satisfying
pi∗ (s) ∈ arg min
a∈A
{
c (s, a) + γ ρX∼P (· | s, a) (J∗ (X))
}
, ∀s ∈ S.
6.2.3 Notation
For ease of reference, we summarize the notation used in this chapter in the table below.
Symbol Meaning
S State space
S An −net on S
F (S) Set of all bounded measurable functions onS
P (S) Space of probability measures over S with respect to B (S)
A Action space; assumed to be finite
P Transition probability kernel
c Cost function; assumed to be measurable and bounded
γ Discount factor; 0 < γ < 1
pi Policy; pi ∈ Π
Π Class of stationary deterministic Markov policies
J Risk-to-go function
Jpi Risk-to-go function for a given policy pi
J∗ Optimal risk-to-go function; J∗ = minpi∈Π Jpi
Ĵk Approximate risk-to-go function at iteration k
pik Greedy policy with respect to Ĵk at iteration k
T pi Risk-aware Bellman operator for fixed policy pi
T Risk-aware Bellman operator
T̂ Random risk-aware Bellman operator
Nq(,F(s1:N )) (, q)-covering number of F(s1:N )
εk Approximation error of the Bellman operator in iteration k
g Granularity for stochastic dominance convergence analysis
Table 6.1: A summary of notations.
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6.3 The algorithms and main results
In this section we review the general framework for our simulation-based algorithms.
Simulation-based algorithms for risk-aware MDPs broadly consist of three steps:
1. A sampling scheme for S. When S is finite and sufficiently small, then it can be directly
enumerated and no sampling is necessary. When S is too large or is continuous 1,
then a sampling scheme is required for a computationally practical algorithm. Using
sampling, we construct a subset Ŝ ⊂ S at which to approximate the Bellman update.
2. An estimation scheme to approximate the Bellman update at each of the sampled
states in Ŝ. This step usually depends of simulation to generate samples of the next
state visited.
3. A function fitting scheme to extend the estimates on Ŝ to a function on all of S.
Simulation-based algorithms for classical MDPs also consist of these three steps. As we will
see, the major difference between simulation-based algorithms for classical MDPs and those
for risk-aware MDPs shows in the above step 2.
1For the sake of simplicity, we assume that S is a bounded and closed subset of a Euclidean space Rd in
this chapter.
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We next summarize the general framework for our algorithm, which closely resemble the
steps of the main algorithm in [MS08].
Algorithm 6.1: Simulation-based approximate value iteration
Input : Functional family F(S) ⊂ B(S; Jmax) and initial risk-to-go function
Ĵ0 ∈ F(S).
1 for k = 0, 1, 2, . . . do
2 Construct a subset Ŝ ⊂ S.











where Y s,a , {Y s,a1 , . . . , Y s,am } is a collection of i.i.d samples Y s,aj ∼ P (·|s, a)
with j = 1, . . . ,m, and ρˆm is the estimated risk value given m samples Y s,a.
5 end
6 Compute the best fit Ĵk+1 ∈ F(S) to the data {(s, J˜(s))}s∈Ŝ.
7 end
Output : A sequence of risk-to-go functions {Ĵk}k≥0.
The specifics of the preceding algorithm depend on the way that Ŝ is constructed and the
choice of the functional family F (S). We will discuss two detailed examples of this algorithm,
one for function fitting in the supremum norm and the other for function fitting in the
p−norm. Before we present our main results, a discuss of the estimated risk value ρˆm is
needed. For the remainder of this chapter, we let m ≥ 1 be the number of transitions
sampled at each state and we let ρˆm be the empirical estimation of ρ using m ≥ 1 samples.
We make a key assumption about risk-to-go estimation.
Assumption 6.2. For any s ∈ Ŝ, a ∈ A, J ∈ F (S), and ε > 0,
P (|ρ (J (Y s, a))− ρˆm (J (Y s, a))| > ε) ≤ θ (ε, m) ,
where Y s, a ∼ P (· | s, a), θ (ε, m) ∈ (0, 1), and θ (ε, m)→ 0 as m→∞.
Assumption 6.2 essentially means that the empirical risk measure ρˆm becomes exact as
number of samples m approaches infinity. The specific form of θ (ε, m) depends on the
details of the risk measures, which will be discussed in Section 6.4.
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We are interested in the rate that the sequence {Ĵk}k≥0 obtained in Algorithm 6.1 converges
to J∗ in the ∞−norm and the p−norm, respectively. The key difference comes in the
function fitting step 3. First, we analyze convergence in the supremum norm. This analysis
follows readily because T is a contraction operator in the supremum norm. Second, a general
function fitting scheme in the p−norm is used. This analysis is more difficult because we
cannot use a contracting property of T with respect to this norm. However, the supremum
norm is quite conservative and we get much more optimistic error guarantees with respect
to p−norms, thus justifying the extra effort required. In both cases, we want to show that
Ĵk gets close to J∗ (or equivalently that ‖Ĵk − J∗‖ gets close to zero for the corresponding
norm ‖ · ‖) with high probability as the number of iterations and the number of samples
becomes large. For later use, we make the error in the sequence {Ĵk}k≥0 explicit by writing
Ĵk+1 = T Ĵk − εk, ∀k ≥ 0, (6.5)
where εk ∈ F (S) is the error incurred by one iteration of our algorithm due to sampling and
function fitting.
6.3.1 ∞−norm
Our supremum norm algorithm is inspired by [JV06, JV10]. In [JV06, JV10], an −net over
the space of policies is constructed, each policy in the −net is evaluated by simulation, and
then the optimal policy from the −net is chosen. It is shown that the resulting policy is
close to the true optimal policy with high probability. We now use the idea of an −net to
perform approximate value iteration for MDPs with continuous state spaces.
For s, s′ ∈ S, let dist(s, s′) denote some distance between s and s′. Our regularity conditions
for this follow, and similar conditions appear in [Rus97].
Assumption 6.3. Assume the following hold:
(i) ∃κc <∞ such that |c (s, a)− c (s′, a) | ≤ κcdist(s, s′) for all s, s′ ∈ S and a ∈ A.
(ii) ∃κµ < ∞ such that
∫ |µ (dy | s, a) − µ′ (dy | s′, a) | ≤ κµdist(s, s′) for all µ (·| s, a) ∈
Q (s, a) , µ′ (·| s′, a) ∈ Q (s′, a) , s, s′ ∈ S, and a ∈ A.
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Assumption 6.3 (i) states that the cost function s→ c (s, a) is Lipschitz continuous for all
fixed a ∈ A. Assumption 6.3 (ii) ensures regularity of the distributions in the distributional
sets Q (s, a) with respect to the total variation norm.
The main idea in this subsection is to use a finite partition of the state space S. Let S be
a finite subset of S, and let {Bs}s∈S ⊂ B (S) be a corresponding partition of S such that
s ∈ Bs for all s ∈ S (s is a representative element of the set Bs for all s ∈ S). The diameter
of a set B ⊂ S is
diam (B) , sup
s, s′∈B
‖s− s′‖∞.
We make the following assumption on the fineness of the partition {Bs}s∈S .
Assumption 6.4. For an accuracy d > 0, there is a set S ⊂ S and a partition {Bs}s∈S ⊂
B (S) such that diam (Bs) ≤ d for all s ∈ S.
For the rest of this subsection, when we refer to {Bs}s∈S we mean the specific partition in
Assumption 6.4 with accuracy d. This partition is closely related to the idea of an −net.
Recall that the distance from a set A to a set B is defined as





Since the state space S is a compact Euclidean space, we can construct an −net S for S
such that D (S, S) < , for every s ∈ S there is an s′ ∈ S such that ‖s − s′‖∞ < . By
construction of {Bs}s∈S , S is an d−net for S since all s ∈ S belong to Bs′ for some s′ ∈ S
and ‖s− s′‖∞ ≤ d since diam (Bs) ≤ d.
Assumption 6.4 suggests a finite state space MDP that approximates our continuous state
space MDP, where the states are the elements of S. We define
F =
{
J ∈ F (S) : J is piecewise constant on {Bs}s∈S
}
to be the space of risk-to-go function estimates2.
2In this chapter, we only consider linear approximation by piecewise constants. We remark other types of
approximation by piecewise constants are possible (e.g., nonlinear or adaptive approximation by piecewise
constants, see [DeV98, Section 3]).
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Let Ŝ = S and F (S) = F in Algorithm 6.1. The theorem below provides a finite-sample
error bound for approximate value iteration on the finite state space MDP.
Theorem 6.1. Choose ε > 0. Under Assumption 6.1, 6.2, 6.3 and 6.4, if
d ≤ ε









where pm (ε) = 1− |A| |S| θ
(
ε
2 γ , m
)
.
We remark that even though pm (ε) can be close to 1, pm (ε)K may be small when K is large.
This is not a problem in this chapter. As shown in Section 6.4, θ (ε, m) = Ce−mε2 where
C > 0 is some constant. For ε > 0, the bound in Theorem 6.1 has the form
P
(









The supremum norm is an extremely conservative error estimate and it can be difficult to
control the error with respect to the supremum norm in some problems. In this subsection we
conduct a more complex convergence analysis in the p−norm for 1 ≤ p <∞. The Bellman
operator T is not a contraction operator with respect to this family of norms. Instead, we
develop analogs of the point-wise inequalities developed in [MS08] for classical dynamic
programming.
First, we discuss some details of line 3− 6 in Algorithm 6.1. For i = 1, 2, . . . , n, we construct
the set Ŝ , {s1, s2, . . . , sn} where si’s are sampled from distribution µ ∈ P (S) independently
of each other. In the kth iteration, given Ĵk, the function Ĵk+1 is computed as follows
J˜ (si) = min
a∈A
{





, i = 1, 2, . . . , n, (6.6)




|f (si)− J˜ (si) |p. (6.7)
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Let pik be a greedy policy w.r.t. Ĵk, i.e., T pik Ĵk = T Ĵk. We are interested in bounding the
Lp-error of the optimality gap
∥∥Jpik − J∗∥∥
p, %
. Here % is a distribution whose role is to put
more weight on those parts of state space where performance matters more. When p = 1
and p→∞, we recover the expected and supremum-norm loss, respectively.
To continue, we define the metric projection of f onto F (S) with respect to the norm on
Lp (S, B (S) , µ) by
ΠF (f) = arg min
g∈F(S)
‖f − g‖p, µ,
Similar to [MS08], the approximation error is defined by
dp, µ (T J, F) = ‖ΠF (T J)− T J‖p, µ = inf
f∈F(S)
‖f − T J‖p, µ.
The inherent Bellman error defined by
dp, µ (T F , F) , sup
f∈F(S)
dp, µ (T f, F)
is a key measure of the approximation power of F (S) with respect to the norm on
Lp (S, B (S) , µ), this constant will appear throughout our analysis. When F (S) is infi-
nite, the “capacity” of F (S) can be measured by the (empirical) covering number of F (S) .
Let ε > 0, q ≥ 1, s1:N , (s1, . . . , sN ) ∈ RN be fixed. The (ε, q)-covering number of the set
F(s1:N ) = {(f (s1) , . . . , f (sN ))|f ∈ F (S)} is the smallest integer m such that F(s1:N ) can
be covered by m balls of the normed space (RN , ‖·‖q) with centers in F(s1:N ) and radius
N1/qε. The (ε, q)-covering number of the set F (s1:N) is denoted by Nq(ε,F(s1:N )). When
q = 1, we use N instead of N1. When s1:N are i.i.d. with common underlying distribution
µ then E[Nq(ε,F(s1:N ))] shall be denoted by Nq (ε,F , N, µ) . For specific choices of F (S) ,
it is possible to bound covering number as a function of pseudo-dimension of the function
class. Bounds on the pseudo-dimension are known for function classes including linearly pa-
rameterized function classes, multi-layer perceptrons, radial basis function networks, several
non-and semi-parametric function classes (cf. [NG99, AB09, GKKW06, Zha02]).
Let us discuss the condition that allows us to derive Lp error bounds. If the error in any
given iteration can be bounded, it remains to show that the error does not blow up as it is
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propagated though the algorithm. Similar to[MS08, Assumption A2], we make an assumption
about the operator norms of weighted sums of the product of arbitrary stochastic kernels
Qpi defined in Section 6.2.2.
Assumption 6.5. Given %, µ ∈ P (S), m ≥ 1, and an arbitrary sequence of policies {pim}m≥1
with pim ∈ Π. Assume the future-state distribution %Qpi1Qpi2 . . . Qpim for any such selection
Qpi1 , . . . , Qpim is absolutely continuous with respect to µ. Assume
c (m) , sup
pi1,...,pim








We remind the reader that the selection of Qpi is not unique. Rather, for fixed pi ∈ Π,
Qpi : F (S)→ F (S) is a linear operator such that Qpi (· | s) ∈ Q (s, pi (s)) is an element of the
distributional set Q (s, a) when a = pi (s), for all s ∈ S. A remark about this assumption is
in order. For each state s ∈ S, the distributional sets {Q (s, a)}a∈A include transition kernels
which may assign positive probability to finitely many elements of the state space. If the
union of all distributional sets {Q (s, a)}a∈A for all s ∈ S remains finite, then we may simply
choose µ to have positive probability on these finitely many points. However, if this set of
distinguished points differs among states s ∈ S, then constructing such a µ that satisfies our
absolute continuity assumption will be challenging.
For s ∈ S and a ∈ A, if any element Q (· | s, a) ∈ Q (s, a) is absolutely continuous with
respect to µ, we define a coefficient Cµ that helps us to verify Assumption 6.5
Cµ , sup
s, a,Q




We claim that if Cµ <∞ then Assumption 6.5 holds. It suffices to show c (m) ≤ Cµ for any
m, as stated in the following lemma.
Lemma 6.2. We have c (m) ≤ Cµ for m ≥ 1.
To illustrate the idea behind Assumption 6.5 and coefficient Cµ, we discuss CVaR and mean-
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deviation below. Once the distribution µ is properly chosen according to above mentioned
remark, given state s ∈ S and action a ∈ A, the distributional set Q (s, a) in (6.4) for
Markovian CVaR at level α ∈ [0, 1) has the form (see [RS06b, Example 4.3])
Q (s, a) =
{








ds′|s, a) = 1} .
Since the Radon-Nikodym derivatives h of distributions Q (· | s, a) ∈ Q (s, a) with respect
to µ are bounded by (1− α)−1 , Assumption 6.5 automatically holds by Lemma 6.2 since
Cµ = (1− α)−1. Similarly, under a proper choice of µ, fix s ∈ S, a ∈ A, q ∈ (1,+∞],
and constant b ≥ 0, the distributional set Q (s, a) in (6.4) for mean-deviation risk function
becomes (see [RS06b, Example 4.1])
Q (s, a) =
{









ds′|s, a) , ‖g‖q ≤ b} .
Since the Radon-Nikodym derivatives h of distributions Q (· | s, a) ∈ Q (s, a) with respect
to µ are bounded by ‖h‖∞ ≤ 1 + 2 ‖g‖∞ ≤ 1 + 2Bb where B is a positive real number,
Assumption 6.5 holds by Lemma 6.2 if b <∞. We will design a suitable sample distribution
µ and check Assumption 6.5 in our numerical experiments.
The following theorem states that with high probability the final performance of the policy
found by the algorithm can be made as close as to a constant times the inherent Bellman
error of the function space F (S) as desired by selecting a sufficiently high number of samples.
Hence, the sampling-based algorithm can be used to find near-optimal policies if F (S) is
sufficiently rich.
Theorem 6.2. Consider an MDP satisfying Assumption 6.1, 6.2 and 6.5. Fix p ≥ 1,
µ ∈ P (S) and let Ĵ0 ∈ F (S) ⊂ B (S; Jmax). Then for any ε, δ > 0, there exists integers K,
m and n such that K is linear in log (1/ε), log Jmax and log (1/ (1− γ)), n is polynomial in








such that if the sampling-based algorithm is run with parameters (n,m, µ,F (S)) and piK is a
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%, µdp, µ (TF , F) + ε.
We can control the error term ε in the preceding lemma through the number of samples, but
we can only control the constant term dp, µ (T F , F) through the choice of the approximating
family F (S).
Finally, we remark that the sample analysis in this section assume that the approximation
errors εk are bounded above by some ε > 0 in every iteration k = 0, . . . , K − 1 for some
fixed K.
6.4 Risk-to-go estimation
In classical risk-neutral MDP, estimation of cost-to-go function can be a standard sample
average approximation, which has well known convergence guarantees (e.g., [HJK16, CR12]).
Our current setting is more subtle because we must consider empirical estimates of the
risk-to-go. In this section we discuss several examples of risk measures for which such
empirical estimation is possible. The main message of this section is that it is possible to
construct empirical estimates of many classical risk measures. This observation is the basis
of the remainder of our development.
We now discuss several examples of risk measures and give specific form of θ (ε, m) in
Assumption 6.2. In particular, we consider: mean-deviation, mean-semideviation, optimized
certainty equivalent, and conditional value-at-risk (see [RS06b] and [BTT07] for more details
on these risk measures). For the next example, let µ be a probability distribution on the state
space S. We then let ‖f‖pp, µˆ , 1m
∑m
i=1 |f (Xi)|p denote an empirical estimation of ‖f‖pp, µ
where the samples {Xi}mi=1 are drawn according to µ. Similarly, ‖f‖µˆ , 1m
∑m
i=1 f (Xi) is
the usual sample average approximation.
Example 6.1. Given s ∈ Ŝ, a ∈ A and J ∈ F (S) .
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(i) The mean-deviation risk function is defined as
ρ (X) , E [X] + b
(‖X − E [X] ‖pp, µ)1/p ,
where p ∈ [1,+∞) and b ≥ 0 is a constant. The empirical risk function ρˆm of the value
function J (Y s, a) is then
ρˆm (J (Y
s, a)) = ‖J (Y s, a) ‖µˆ + b
(
‖J (Y s, a)− ‖J (Y s, a) ‖µˆ‖pp, µˆ
)1/p
.
(ii) The mean-semideviation risk function is defined as
ρ (X) , E [X] + b
(‖ (X − E [X])+ ‖pp, µ)1/p ,
where p ∈ [1,+∞) and b ≥ 0 is a constant. The corresponding estimated risk value for
value function J (Y s, a) is given by
ρˆm (J (Y
s, a)) = ‖J (Y s, a) ‖µˆ + b
(
‖ (J (Y s, a)− ‖J (Y s, a) ‖µˆ)+ ‖pp, µˆ
)1/p
.
(iii) The coherent optimized certainty equivalent (OCE) of a random variable X is defined
as
ρ (X) , inf
η∈R
{η + E [u (X − η)]} ,
where u is a piecewise linear function given by
u (x) =

β1x ifx ≤ 0
β2x ifx > 0,
for some 0 ≤ β1 < 1 < β2. The corresponding estimated risk value for value function
J (Y s, a) is given by
ρˆm (J (Y
s, a)) = inf
η∈[0, Jmax]
{η + ‖u (J (Y s, a)− η) ‖µˆ} .
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(iv) Conditional value-at-risk (CVaR) is a special case of OCE by choosing the utility
function u (x) = (x− η)+ / (1− α) where α ∈ [0, 1). The condition value-at-risk at
level α of a random variable X is defined as










The corresponding estimated risk value for value function J (Y s, a) is given by
ρˆm (J (Y





1− α‖ (J (Y
s, a)− η)+ ‖µˆ
}
.
For more discussions about CVaR, we refer the readers to Section 4.3.2.
The next lemma gives sample complexity results for the preceding four risk measures.
Lemma 6.3. Given p ∈ [1,+∞), s ∈ Ŝ, a ∈ A, J ∈ F (S), ε > 0, and m ≥ 1.
(i) For mean-deviation or mean-semideviation, we have
P (|ρ (J (Y s, a))− ρˆm (J (Y s, a))| > ε) ≤ 2
(
e−x + e−y + e−z
)
,




, y = mε2/
(√




2bp (1 + C) J2p−1max
)2
with constant C > 0.
(ii) For coherent optimized certainty equivalent ρ, we have












(iii) For conditional value-at-risk, we have











6.5 Convergence analysis via stochastic dominance
In this section, we expand upon our convergence analysis to explore the trade-off between
sample complexity and convergence rate. In Section 6.3 we computed the required number of
iterations to reach a desired accuracy given a certain error tolerance, and then computed the
number of samples required to stay within this error tolerance in every iteration. We relax
this idea in this section and instead we allow the approximation error in iterations to exceed
this error tolerance. In [HJK16], a stochastic dominance technique is developed to study this
situation. The original work in [HJK16] was specific to finite state and action space MDPs.
Now extend this argument to show that this method is applicable to our present setting.
Theorem 6.1 and 6.2 give an estimate for the error ‖ĴK − J∗‖∞ and ‖Jpik − J∗‖p, ρ based on
fixing ε > 0 and assuming ‖εk‖ ≤ ε for all iterations k = 0, . . . , K − 1. The next sample
complexity result allows for a smaller number of samples in each iteration, but requires a
larger overall number of iterations.
Theorem 6.3. Let Assumption 6.1 and 6.2 hold. Given g ∈ (0, 1) , δ ∈ (0, 1) and let







where µmin , minη µ (η) with µ (η) given in Lemma 6.13.
(i) Under Assumption 6.3 and 6.4, select ε < g, d and m such that
d ≤ ε







≤ δ1|A| |S| .
Then we have P
(
‖ĴK − J∗‖∞ > g
)
≤ δ.






(log (1/δ1) + log (32N0 (n))) and θ (ε/4, m) ≤ δ1
4n |A|








,F , n, µ) . Then we have P (‖JpiK − J∗‖p, % > g) ≤ δ.
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Theorems 6.1 and 6.3(i) offer two different convergence analysis. We now confirm our claim
that the stochastic dominance analysis requires a smaller number of samples in each iteration.
First, we take θ (ε, m) = Ce−mε2 where C > 0 is some constant, and compute the minimal

























To verify our claim, we next allow K to be arbitrarily large and show m1 ≥ m2 in the
following. First, we need to show eKµmin → +∞ as K → +∞. Note that for constant




1 + d1/K + d2/K + · · ·+ d(K−1)/K
)
= 1− d,
and thus 1−d1/K ≥ 1−dK .We then obtain that eK
(
1− d1/K) ≥ eK(1−d)K → +∞ as K → +∞.
Since µmin ∈ (0, 1) , we conclude that eKµmin → +∞ as K → +∞. Finally, by letting K be
arbitrarily large, we have m1/m2 ≈ 1(1−γ)2 , which implies the stochastic dominance analysis
requires a smaller number of samples in each iteration given sufficiently large amount of
iterations K.
The sample comparison for analysis in Theorem 6.2 and Theorem 6.3(ii) is nontrivial because
it does not follow from a contraction argument. This discussion is left for future work.
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6.6 Proofs of main results
This section is organized as follows. In Section 6.6.1 and 6.6.2, we provide details for
two types of analysis, i.e., supremum and p−norm analysis, followed by their alternative
stochastic dominance convergence analysis in Section 6.6.3. We collect all technical results
in Section 6.6.4.
The following well known fact will be used throughout our analysis in this chapter, we
mention it here for ease of reference.
Fact 6.1. Let X be a given set, and f1 : X → R and f2 : X → R be two real-valued
functions on X. Then,
(i) | infx∈X f1 (x)− infx∈X f2 (x) | ≤ supx∈X |f1 (x)− f2 (x) |, and
(ii) | supx∈X f1 (x)− supx∈X f2 (x) | ≤ supx∈X |f1 (x)− f2 (x) |.
6.6.1 Analysis in ∞−norm
The convergence analysis in the supremum norm follows from the fact that T is a contracting
operator, and we confirm this statement in the next lemma.
Lemma 6.4. | [T J1] (s)− [T J2] (s) | ≤ γ ‖J1 − J2‖∞ for all s ∈ S and J1, J2 ∈ F (S) .
It follows that ‖T J − J∗‖∞ ≤ γ ‖J − J∗‖∞ for all J ∈ F (S). Next, given the true risk value
ρ (J (Y s, a)), we define T : F (S)→ F as the Bellman operator corresponding to the finite






{c (s, a) + γ ρ (J (Y s, a))} , ∀s ∈ S.
The operator T˜ : F (S) → F (S) is defined as an extension of T : for s ∈ S, we can find










by Assumption 6.4. Moreover, we use a random operator T̂ to represent steps 1, 2, and 3
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of Algorithm 6.1, i.e., the state space sampling over an −net, risk-to-go estimation, and
function fitting steps. Corresponding to steps 1 and 2 of Algorithm 6.1, we define the random
Bellman operator T̂ : F (S)→ F (S) that evaluates {J˜k+1 (s)}s∈S from Jˆk and then extends
{J˜k+1 (s)}s∈S to produce Ĵk+1 ∈ F (S) (we leave the dependence on the sample size m ≥ 1
in T̂ implicit for cleaner notation). The iterates {Ĵk}k≥0 of our approximate value iteration
algorithm then satisfy Ĵk+1 = T̂ Ĵk for all k ≥ 0.
Under Assumption 6.1, the risk-to-go functions are uniformly bounded by Jmax, and thus
the worst error satisfies
‖ĴK − J∗‖∞ ≤ Jmax.
When we use the random operator T̂ , the error ‖T̂ J − T J‖∞ is incurred and we have
‖T̂ J − J∗‖∞ ≤ ‖T J − J∗‖∞ + ‖T̂ J − T J‖∞ ≤ γ ‖J − J∗‖∞ + ‖T̂ J − T J‖∞. (6.8)
If the stochastic error term ‖T̂ J − T J‖∞ is small then T̂ is nearly a contraction operator.
Based on this observation, inequality (6.8) yields our ∞−norm convergence analysis. The
following lemma bounds ‖T̂ J − T J‖∞. Its proof relies on the fact ‖T̂ J − T J‖∞ ≤ ‖T̂ J −
T˜ J‖∞ + ‖T˜ J − T J‖∞ and techniques developed in [DeV98, Section 3].
Lemma 6.5. Choose ε > 0. Under Assumption 6.1, 6.2, 6.3 and 6.4, if
d ≤ ε





‖T̂ J − T J‖∞ ≤ ε
)







The convergence result for our supremum norm algorithm then follows immediately, as shown
below.
Proof of Theorem 6.1. Let pm (ε) = 1− |A| |S| θ
(
ε
2 γ , m
)
. Starting with K = 1, we have
‖Ĵ1 − J∗‖∞ = ‖T̂ Ĵ0 − J∗‖∞ ≤ ‖T Ĵ0 − J∗‖∞ + ‖T̂ Ĵ0 − T Ĵ0‖∞ ≤ γ ‖Ĵ0 − J∗‖∞ + ‖ε0‖∞ ,
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with probability at least pm (ε) by Lemma 6.4 and 6.5. For K = 2, we have
‖Ĵ2 − J∗‖∞ ≤ γ ‖Ĵ1 − J∗‖∞ + ‖ε1‖∞ ≤ γ2‖Ĵ0 − J∗‖∞ + (‖ε1‖∞ + γ ‖ε0‖∞) ,
with probability at least pm (ε)2. By induction, choose K ≥ 1 to get




with probability at least pm (ε)K .
Let ‖εk‖∞ ≤ ε for all k = 0, . . . , K − 1. Note that
∑K−1
k=0 γ
K−k−1 ≤ 1/ (1− γ) for all K ≥ 1
and ‖Ĵ0 − J∗‖∞ ≤ Jmax. We obtain
P
(
‖ĴK − J∗‖∞ ≤ γKJmax + ε
1− γ
)
≥ pm (ε)K .
6.6.2 Analysis in p−norm
The idea of analysis in p−norm is to show that (i) the approximation errors stay small with
high probability in each iteration provided that m, n are sufficiently large and (ii) if the
errors in each iteration are small then the final error will be small when K, the number of
iterations is high enough. To show (i), we provide a lemma which gives us a probabilistic
guarantee on the approximation error introduced in a single iteration of our algorithm. This
result follows from a concentration inequality due to Pollard (cf., Theorem 6.4).
Lemma 6.6. Let Assumption 6.1 and 6.2 hold. Fix real number p ∈ (1,+∞], integers
n, m ≥ 1, µ ∈ P (S) and F (S) ⊂ B (S; Jmax) . Pick any J ∈ B (S; Jmax) and let Ĵk+1 =








,F , n, µ) . Then
for any ε, δ > 0,
‖Ĵk+1 − T Ĵk‖p, µ ≤ dp, µ(T Ĵk, F) + ε
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(log (1/δ) + log (32N0 (n)))
and m satisfying
θ (ε/4, m) ≤ δ
4n |A| .
Lemma 6.6 shows that with high probability, Ĵk+1 is a good approximation to T Ĵk provided
that some element of F (S) is close to T Ĵk and if the number of samples is sufficiently large.
In other words, the lemma states the finite-sample bound for a single iterate.
For risk measures defined in Example 6.1, we have the following error bound for each
iteration.
Corollary 6.1. Let Assumptions 6.1 and 6.2 hold. Given a real number p ∈ (1,+∞], µ ∈
P (S) , F (S) ⊂ B (S; Jmax) . Pick any J ∈ B (S; Jmax) and let Ĵk+1 = Ĵk+1 (J, n,m, µ,F (S))








,F , n, µ) . Then for any ε, δ > 0,

















(log (1/δ) + log (8n |A|)) ,
where m′ = min
{








with constant C > 0 for



























given CVaR with parameter α ∈ [0, 1).
The following proof of Theorem 6.2 puts (i) and (ii) together and gives the main result.
Proof of Theorem 6.2. The proof essentially follows the proof of [MS08, Theorem 2] and
states PAC-bounds on the sample size of sampling-based approximate value iteration. First,
we state the key piece of the derivation of the error bounds. Recall that a stochastic kernel
is Q : F (S) → F (S) such that [QJ ] (s) is an expectation of J (X) with respect to some
probability distribution, for all states s ∈ S.
Lemma 6.7. (i) For any Ĵk ∈ F (S), there is a stochastic kernel Qpik such that
T pi
∗





(ii) For any Ĵk ∈ F (S), there is a stochastic kernel Qpi∗k such that































where Qpik : F (S)→ F (S) is a linear operator such that






is an element of the distributional set Q (s, pi∗ (s)) for all s ∈ S.
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where Qpi∗k : F (S)→ F (S) is a linear operator such that
Qpi
∗
k (· | s) ∈ arg max
µ∈Q(s, pˆik(s))
Eµ [J∗ (X)]
is an element of the distributional set Q (s, pˆik (s)) for all s ∈ S.
Next, we adapt [MS08, Lemma 3] to obtain point-wise error bounds (i.e., the bounds holds





relative to J∗ with the approximation error εk defined in
(6.5) .
Lemma 6.8. Choose K ≥ 1. We have
JpiK − J∗ ≤
(
I − γ QpˆiK
)−1{K−1∑
k=0





























Proof. Recall that pi∗ is the optimal policy. For k ≥ 0, we have T Ĵk ≤ T pi∗ Ĵk and
Ĵk+1 − J∗ = T Ĵk − T pi∗ Ĵk + T pi∗ Ĵk − T pi∗J∗ − εk ≤ T pi∗ Ĵk − T pi∗J∗ − εk
By Lemma 6.7 (i), there exists a stochastic kernel Qpik such that T pi∗ Ĵk−T pi∗J∗ ≤ γ Qpik(Ĵk−
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J∗). Therefore, we have





from which we deduce by induction







γK−k−1 (Qpik+1Qpik+2 . . . QpiK−1) εk.
From the definition of pik, we have T J∗ = T pi
∗
J∗ ≤ T pikJ∗ and
Ĵk+1 − J∗ = T pik Ĵk − T pikJ∗ + T pikJ∗ − T pi∗J∗ − εk ≥ T pik Ĵk − T pikJ∗ − εk.
By Lemma 6.7 (ii), there is a stochastic kernel Qpi∗k such that T pikJk−T pikJ∗ ≥ γ Qpi∗k(Ĵk−J∗).
Therefore,





By induction, we obtain


























We observe that T piK ĴK = T ĴK ≤ T pi∗ ĴK by definition of pˆiK and T , and note that
JpiK = T piKJpiK and T J∗ = T pi∗J∗ = J∗ gives
JpiK − J∗ =T piKJpiK − T piK ĴK + T piK ĴK − T pi∗ ĴK + T pi∗ ĴK − T pi∗J∗


















where QpˆiK : F (S)→ F (S) is a stochastic kernel such that







is an element of the distributional set Q (s, pˆik (s)) for all s ∈ S, and the second inequality is
by Lemma 6.7. We then have
(













I − γ QpˆiK) is invertible and its inverse is a monotonic operator, and we have
JpiK − J∗ ≤ γ
(







Using parts (i) and (ii), and that fact that max {|a|, |b|} ≤ |a|+ |b|, we obtain
JpiK − J∗ ≤
(
I − γ QpˆiK
)−1{K−1∑
k=0































Taking the absolute value of both sides, we get the desired bound.
We needed to adapt [MS08, Lemma 3] to get the previous lemma because the Bellman
operator T is not a contraction operator with respect to the Lp norm for 1 ≤ p <∞. The
preceding point-wise error bounds suggest that if the sequence of errors {εk}k≥0 is small
then ĴK should be close to J∗ and the greedy policy piK with respect to ĴK should be close
to optimal. The next lemma gives Lp bounds by using the point-wise error bounds.
Lemma 6.9. Let Assumption 6.5 hold. For any η > 0, there exists K that is linear in
log (1/η) and log Jmax such that, if Lp (µ)−norm of the approximation errors is bounded by







Proof. The proof follows the proof of [MS08, Lemma 4]. From Lemma 6.8, we have
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∣∣∣J∗ − Ĵ0∣∣∣] ,
with the positive coefficients
αk =
(1− γ) γK−k−1












I − γ QpˆiK
)−1 [














I − γ QpˆiK
)−1 [








































αkAk |εk|p + αKAK
∣∣∣J∗ − Ĵ0∣∣∣p] (s) ,
by using two times Jensen’s inequality (since Ak are positive linear operators Ak1 = 1
and convexity of x → |x|p). The term
∣∣∣J∗ − Ĵ0∣∣∣ is bounded by Jmax. Under Assumption
6.5, ρAk ≤ (1− γ)
∑
m≥0 γ
mc (m+K − k)µ. If the approximation error in all iterations










1− γK+1)−1C%, µεp + γK (1− γ) (1− γK+1)−1 Jpmax] .
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In the following, we state a technical lemma without its proof.
Lemma 6.10 ([MS08, Lemma 5]). Assume that X, Y are independent random variables
taking values in the respective measurable spaces, X and Y. Let g : X × Y → R be a Borel-
measurable function such that E [g (X, Y )] exists. Assume that for all y ∈ Y, E [g (X, y)] ≥ 0.
Then E [g (X, Y ) |Y ] ≥ 0 holds, too, w.p. 1.
Fix ε, δ > 0. The aim is to show that by selecting the number of iterates K, and the number






%, µdp, µ (TF , F) + ε (6.9)
holds w.p. at least 1− δ. Note that by construction the iterates Ĵk remain bounded by Jmax.
By Lemma 6.9, under Assumption 6.5, for all those events, where the error εk = T Ĵk − Ĵk+1






%, µε0 + η, (6.10)










Let f (ε, δ) denote the function that gives lower bounds on m, n in Lemma 6.6 based on
the value of the desired estimation error  and confidence δ. Let (n,m) ≥ f (ε′, δ/K) . Let
us denote the collection of random variables used in kth step by Sk. Hence, Sk consists of
the n sampled states, as well as |A| × n×m next states. Further, introduce the notation
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Ĵ (J, Sk) to denote the result of solving the optimization problems (6.6) and (6.7) based on
the samples Sk and starting from the risk-to-go J ∈ B (S; Jmax) . By Lemma 6.6,
P
(







Apply Lemma 6.10 with X = Sk, Y = Ĵk and g (S, J) = I{‖Ĵ(J, Sk)−T J‖p, µ≤dp, µ(T Ĵk,F)+ε′}−












∣∣ĴK) ≥ 1− δ/K.


















= Ĵk+1 and εk = T Ĵk − Ĵk+1, we thus have
‖εk‖p, µ ≤ dp, µ (TJ, F) + ε′
holds except for a set of bad events Bk of measure at most δ/K. Hence, above inequality




P (Bk) ≤ δ.
Now pick any event in the complement of B. Thus, for such an event (6.10) holds when
ε0 = dp, µ (TJ, F) + ε′. Plugging in the definition of ε′ and η we obtain (6.9).
6.6.3 Analysis via stochastic dominance
We first recall the approximation error εk defined in Equation (6.5) that appears in approxi-
mate value iteration:
Ĵk+1 = T Ĵk − εk, ∀k ≥ 0.
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The following inequalities form the foundation of our stochastic dominance analysis, they
give bounds on the approximation error for both the supremum and p−norms.
Lemma 6.11. (i) Let Assumption 6.1 hold. If ‖εk‖∞ ≤ ε for all 0 ≤ k < K, we have
∥∥∥ĴK − J∗∥∥∥∞ ≤ γKJmax + ε1− γ . (6.11)






γK/p (1− γ)1/p (1− γK+1)1−1/p Jmax + C1/p%, µε] . (6.12)
We remark that the above results hold by assuming that the approximation error in all
iterations k = 0, . . . , K − 1 falls below the tolerance ε. The iteration count K is chosen to
control the error Jmax.
Note that the RHS of the inequalities (6.11) and (6.12) do not depend on the initial error
between Ĵ0 and J∗, it depends on the worst-case error Jmax. For the rest of this section, let
us fix an error tolerance ε > 0. Once ε > 0 is fixed, we consider an iteration “good” if the
error falls below ε, and we consider an iteration to be “bad” if the error exceeds ε. Once
ε > 0 is fixed, inequalities (6.11) and (6.12) give us guidance on how many “good” iterations
K are required to reach a desired approximation error. Again, this number K can be chosen
directly from the inequalities (6.11) and (6.12), even though the latter inequality does not
follow from a contraction argument as it is originally done in ∞−norm in [HJK16].
Now we are in a position to use our stochastic dominance convergence analysis. Consider a
probability space (Ω, B (Ω) , P ) where Ω is a sample space with elements denoted ω ∈ Ω,
B (Ω) is the Borel σ−algebra on Ω, and P is a probability distribution on (Ω, B (Ω)). In
our upcoming algorithms, (Ω, B (Ω) , P ) corresponds to the randomness used to drive one
round of simulation. We are interested in repeated samples from (Ω, B (Ω) , P ), so we
define the space of sequences (Ω∞, B (Ω∞) , P) where Ω∞ = ×∞k=0Ω with elements denoted
ω = (ωk)k≥0, B (Ω∞) = ×∞k=0B (Ω), and P is the probability measure on (Ω∞, B (Ω∞))
guaranteed by the Kolmogorov extension theorem applied to P . Let {Xk}k≥0 be a stochastic
process on (Ω∞, B (Ω∞) , P) with the integer-valued state space {0, 1, . . . , K∗} where K∗
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is an upper bound on {Xk}k≥0.
Let dxe denote the smallest integer greater than or equal to x ∈ R and g > 0 be a granularity.






where Jk = Ĵk when ‖ · ‖ is the ∞−norm and Jk = Jpik when ‖ · ‖ is the p−norm. Since







Notice that K∗ is the smallest number of intervals of length g needed to cover the interval
[0, Jmax] . By construction, the stochastic process {Xk}k≥0 is restricted to the finite state
space {η ∈ N : 0 ≤ η ≤ K∗} . If we could understand the behavior of the stochastic process
{Xk}k≥0 , then we could analysis the convergence of
{‖Jk − J∗‖}
k≥0 . Throughout this
chapter, {Xk}k≥0 will represent the error between a risk-to-go function estimate and the
optimal risk-to-go function in the simulation-based approximate value iteration algorithms.
Consider the state space
{1, 2, . . . , K∗} ,
where state K∗ corresponds to the worst case starting error Jmax and state 1 corresponds to
the desired approximation error. In other words, if we have a string of K∗ “good” iterations,
we are able to reach our desired performance. We are thus interested in studying the
convergence of {Xk}k≥0 to zero. We next make an assumption about the behavior of
{Xk}k≥0.
Assumption 6.6. For ε > 0 and all k ≥ 0, P (∥∥Jk − J∗∥∥ ≤ ε) ≥ p with probability p ∈
(0, 1). Here Jk = Ĵk when ‖ · ‖ is the ∞−norm and Jk = Jpik when ‖ · ‖ is the p−norm.
The choice of p in Assumption 6.6 depends on the specifics of {Xk}k≥0, and we now discuss:
in the supremum-norm analysis, we choose p , 1− |A| |S| θ
(






‖T̂ Ĵk − T Ĵk‖∞ ≤ 
)







from Lemma 6.5; in the p−norm analysis, we set p , 1− δ since
P
(







from Lemma 6.6. As shown before, we are able to control p in Assumption 6.6 by improving
the quality of our simulation-based approximate value iteration algorithms with more samples
and also by choosing a richer functional family.
Based on Assumption 6.6, we can construct a “dominating” Markov chain {Yk}k≥0 to help
us analyze the behavior of {Xk}k≥0. We construct {Yk}k≥0 on (N∞, N ), the canonical
measurable space of trajectories on N, so Yk : N∞ → N. We will use Q to denote the
probability measure of {Yk}k≥0 on (N∞, N ). Since {Yk}k≥0 will be a Markov chain by
construction, the probability measure Q is completely determined by an initial distribution
on N and a transition kernel for {Yk}k≥0 denoted Q. We restrict {Yk}k≥0 to the finite state
space {1, 2, . . . , K∗ − 1, K∗}. We then define:
Yk+1 =

max {Yk − 1, 1} , w.p. p,
K∗, w.p. 1− p,
where p is the same one from Assumption 6.6 and is the probability of a “good” iteration
(where the error falls below g). In words, {Yk}k≥0 moves one unit closer to state 1 with
probability p (corresponding to a “good” iteration) or moves back to the starting worst-case
error Jmax with probability 1− p, corresponding to a “bad” iteration. Notice that this bound
is extremely conservative, because we always assume that a “bad” iteration is so bad that
it resets the entire process. Moreover, any time we are in state 1, we know that we have
reached the desired performance level: if we are in state 1, and we have a “good” iteration,
then we remain in state 1 (since the RHS of both inequalities (6.11) and (6.12) is decreasing
in K, so more “good” iterations than we need does not increase the approximation error).
We now show that {Xk}k≥0 and {Yk}k≥0 have a stochastic dominance relationship. The
following definition gives the notion of (first-order) stochastic dominance (see [SS07]).
Definition 6.1. Let X and Y be two real-valued random variables. Y stochastically dominates
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X, written as X ≤st Y, when P (X ≥ θ) ≤ P (Y ≥ θ) for all θ in the support of Y.
The theorem below compares the marginal distributions of {Xk}k≥0 and {Yk}k≥0 at all times
k ≥ 0 when the two stochastic processes {Xk}k≥0 and {Yk}k≥0 start from the same state.
Lemma 6.12. Under Assumption 6.6. If X0 = Y0, then Xk ≤st Yk for all k ≥ 0.
Next we compute the steady state distribution of the Markov chain {Yk}k≥0 . Let µ denote
the steady state distribution of Y =d limk→∞ Yk, whose existence is guaranteed since
{Yk}k≥0 is an irreducible Markov chain on a finite state space. Denote µ (i) = Q (Y = i) for
i ∈ {1, 2, . . . , K∗} . The next lemma gives {µ (i)}K∗i=1 .
Lemma 6.13. Under Assumption 6.6. The values of {µ (i)}K∗i=1 are
µ (1) = pK
∗−1, , µ (K∗) = 1− p, µ (i) = (1− p) pK∗−i, i = 2, . . . , K∗ − 1.
We are now ready to prove Theorem 6.3.
Proof of Theorem 6.3. First, we use Lemma 6.12 and 6.13 to derive an asymptotic result.
Proposition 6.1. For any δ1 ∈ (0, 1) .
(i) Select ε < g, d and m such that
d ≤ ε








≤ δ1|A| |S| ,
then lim supk→∞ P
(
‖Ĵk − J∗‖∞ > g
)
≤ δ1.






(log (1/δ1) + log (32N0 (n)))
and
θ (ε/4, m) ≤ δ1
4n |A| ,
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then lim supk→∞ P
(‖Jpik − J∗‖p, % ≥ g) ≤ δ1.
Our earlier Lemma 6.13 gives the stationary distribution of {Yk}k≥0. To continue, we will
use a mixing time argument to find out how “close” {Yk}k≥0 is to its stationary distribution
as a function of time. The total variation distance between two probability measures µ and








∣∣µ (s)− ν (s)∣∣.
Let Qk be the marginal distribution of Yk on N at stage k and d (k) =
∥∥Qk − µ∥∥TV be the
total variation distance between Qk and the steady state distribution µ. For δ2 > 0, we define
tmix (δ2) = min {k : d (k) ≤ δ2}
to be the minimum length of time needed for the marginal distribution of Yk to be within δ2
of the steady state distribution in total variation norm. By [LPW09, Theorem 12.3], tmix (δ2)
can be bounded as below.
Lemma 6.14. For any δ2 > 0,





where µmin , minη µ (η) .
Next, we use the above bound on mixing time to get a non-asymptotic bound.








‖Ĵk − J∗‖∞ > g
)
≤ 1 + 2δ2 − µ (1) .
(ii) P
(‖Jpik − J∗‖p, % > g) ≤ 1 + 2δ2 − µ (1) .
Finally, combing Proposition 6.1 and 6.2, we prove Theorem 6.3 (i) and (ii).






‖Ĵk − J∗‖∞ ≥ g
)
≤ 1− µ (1) ≤ δ1.
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, by Proposition 6.2 (i), we have
P
(
‖Ĵk − J∗‖∞ > g
)
≤ 1 + 2δ2 − µ (1) ≤ δ1 + 2δ2.
Combining both inequalities, we obtain P
(
‖Ĵk − J∗‖∞ > g
)
≤ δ.






‖Jpik − J∗‖p, % ≥ g
)
≤ 1− µ (1) ≤ δ1.





, by Proposition 6.2 (ii), we have
P
(
‖Jpik − J∗‖p, % > g
)
≤ 1 + 2δ2 − µ (1) ≤ δ1 + 2δ2.
Combining both inequalities, we obtain P
(‖Jpik − J∗‖p, % > g) ≤ δ.
6.6.4 Supplemental proofs
In this subsection we collect the proofs of all of our basic technical results.
Proof of Lemma 6.1
Proof of Lemma 6.1. Fix pi ∈ Π, for any k ≥ 0 we have
0 ≤ c (s0, a0) + ρ
(
γ c (s1, a1) + ρ
(
γ2c (s2, a2) + · · · γkρ (c (sk, ak))
))
≤ cmax + ρ
(
γ cmax + ρ
(






/ (1− γ) ,
where the inequalities follows by monotonicity of ρ and the equality follows by translation
equivariance. Taking the limit as k →∞ gives the desired result.
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Proof of Lemma 6.2
Proof of Lemma 6.2. For any distribution ν ∈ P (S) and a set B ∈ B (S), we have
ν Qpi (B) =
∫
S





























= Cµµ (B) ,
by the definition of Cµ and the condition
∫
S ν (ds) = 1. Now let ν = %Q
pi1Qpi2 . . . Qpim−1 and
pi = pim, and we obtain %Qpi1Qpi2 . . . Qpim ≤ Cµµ, which implies c (m) ≤ Cµ.
Proof of Lemma 6.3
Proof of Lemma 6.3. Given s ∈ Ŝ, a ∈ A, p ∈ [1,+∞), J ∈ F (S) and ε > 0.
(i) For notation convenience, we let A = A1 −A2 where






























First, we need a technical lemma.
Lemma 6.15. Given p ∈ [1,+∞). For x ≥ 0 and y ∈ (0, 1) , we have
(x+ y)p ≤ xp + y [(1 + x)p − xp] .
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Proof. We have
(x+ y)p = xp + C1nx
p−1y + C2nx
p−2y2 + · · ·+ yp
≤ xp + y (C1nxp−1 + C1nxp−2 + · · ·+ 1)
= xp + y [(1 + x)p − xp]



























|A21 (j)|p + C |B|




− E [J (Y s, a) |s] and constant C , (1 + Jmax)p − Jpmax > 0. We
thus obtain
∣∣∣Ap2 − 1m∑mj=1 |A21 (j)|p∣∣∣ ≤ C |B| . Since P (|B| < κ) ≥ 1 − 2e−2mκ2/Jmax by







 ≥ 1− 2e−2mκ2/J2max .







 ≥ 1− 2e−2mκ2/(Jmax)2p .
By a union bounding argument, we have








To proceed, we need another technical lemma.
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Lemma 6.16. For x, y ∈ R, p ∈ [1,+∞), and let max {|x| , |y|} = c where c is a nonnegative
constant. We have
|xp − yp| = |x− y| ∣∣xp−1 + xp−2y + · · ·+ yp−1∣∣ ≤ pcp−1 |x− y| .
Since
max




















































































Using Fact 6.1, we have
|A−B| ≤ sup
η∈[0 Jmax]











By Hoeffding’s inequality, for η ∈ [0, Jmax] , we have
P










)∣∣∣∣∣∣ > ε2 |s
 ≤ 2e−mε2/[√2u(Jmax)]2 .
Since the piecewise linear function u is Lipschitz continuous with the Lipschitz constant
equal to β2, we construct an ε/ (2β2)−covering net N ([0, Jmax] , ε/ (2β2)) on [0, Jmax] ⊆ R.
























)∣∣∣∣∣∣ ≤ ε2 .
Here the inequality follows by the Lipschitz continuity of u. Therefore, we conclude











































































Since (x)+ has Lipschitz constant 1, we construct an ε(1−α)/2−covering netN ([0, Jmax], ε(1−





































Proof of Lemma 6.4
Proof of Lemma 6.4. We first write T as
[T J ] (s) = min
a∈A
{





, ∀s ∈ S,
where each Q (s, a) ⊂ P (S) via Fenchel duality. For any s ∈ S, we have














|J1 (y)− J2 (y) |µ (dy)
≤ γ ‖J1 − J2‖∞,
using Fact 6.1.
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Proof of Lemma 6.5
Proof of Lemma 6.5. Since‖T̂ J−T J‖∞ ≤ ‖T̂ J− T˜ J‖∞+‖T˜ J−T J‖∞, we need to bound
terms ‖T̂ J − T˜ J‖∞ and ‖T˜ J − T J‖∞, separately. First, we bound the term ‖T̂ J − T˜ J‖∞
in the following lemma.
Lemma 6.17. Under Assumption 6.2, we have
P
(
‖T̂ J − T˜ J‖∞ ≤ ε
2
)







Proof. Fix s ∈ S and J ∈ F (S) , we have




|ρ (J (Y s,a))− ρˆm (J (Y s,a))| .
where the first inequality follows from the definition of random operators T̂ and T˜ and the
last inequality is due to Fact 6.1 (i). Under Assumption 6.2, we get
P
(













‖T̂ J − T˜ J‖∞ ≤ ε
2
)






by a union bounding argument.
Next we bound the term ‖T˜ J − T J‖∞.
Lemma 6.18. Under Assumption 6.3 and 6.4, if
d ≤ ε
2 (κc + γ κµJmax)
,
we have ‖T˜ J − T J‖∞ ≤ ε2 .
Proof. We first show that T J is Lipschitz continuous with constant κc + γ κµJmax. For
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s, s′ ∈ S and J ∈ F (S) , we have
∣∣[T J ] (s)− [T J ] (s′)∣∣
≤ max
a∈A
∣∣∣∣∣c (s, a)− c (s′, a)+ γ maxµ∈Q(s, a)
∫

























µ∗ (dy | s, a)− µ′∗
(
dy | s′, a)) |
≤ (κc + γ κµJmax) ‖s− s′‖∞.
The third inequality holds due to Assumption 6.3 (i), µ∗ (y | s, a) ∈ arg maxµ∈Q(s, a)
∫
J (y)µ (dy)




(dy) . The last inequality is true because of
Assumption 6.3 (ii) and Lemma 6.1. Recall that T˜ J is piecewise constant on {Bs}s∈S .
Under Assumption 6.4, we conclude
‖T˜ J − T J‖∞ ≤ (κc + γ κµJmax) d.
by [DeV98, Section 3]. Upper bounding the RHS yields the result, and combining both
lemmas gives the desired bound.
Proof of Lemma 6.6
Proof of Lemma 6.6. The proof follows the proof of [MS08, Lemma 1]. Let Ω denote the
sample space underlying the random variables. Let ε′′ > 0 be arbitrary and let f∗ be such
that
∥∥∥f∗ − T Ĵk∥∥∥
p, µ
≤ inff∈F(S)
∥∥∥f − T Ĵk∥∥∥
p, µ
+ ε′′. We prove the lemma by showing the
sequence of inequalities hold simultaneously on a set of events of measure not smaller than
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1− δ.
‖Ĵk+1 − T Ĵk‖p, µ ≤ ‖Ĵk+1 − T Ĵk‖p, µˆ + ε′ (6.13)
≤ ‖Ĵk+1 − J˜‖p, µˆ + 2ε′ (6.14)
≤ ‖f∗ − J˜‖p, µˆ + 2ε′ (6.15)
≤ ‖f∗ − T Ĵk‖p, µˆ + 3ε′ (6.16)





+ 4ε′ + ε′′. (6.18)
It then follows that ‖Ĵk+1−T Ĵk‖p, µ ≤ inff∈F(S) ‖f −T Ĵk‖p, µ + 4ε′+ ε′′ w.p. at least 1− δ.
Since ε′′ > 0 is arbitrary, it also true that ‖Ĵk+1 − T Ĵk‖p, µ ≤ inff∈F(S) ‖f − T Ĵk‖p, µ + 4ε′
w.p. at least 1− δ. The lemma follows by choosing ε′ = ε/4.
First, observe that (6.15) holds for all functions f ∈ F (S) and thus the same inequality
holds for f∗ ∈ F (S) , too. Therefore, (6.13) - (6.17) will hold if (6.13), (6.14), (6.16) and
(6.17) hold w.p. at least 1− δ′ with δ′ = δ/4. Let
W = max
(∣∣∣‖f∗ − T Ĵk‖p, µ − ‖f∗ − T Ĵk‖p, µˆ∣∣∣ , ∣∣∣‖Ĵk+1 − T Ĵk‖p, µ − ‖Ĵk+1 − T Ĵk‖p, µˆ∣∣∣) .
Next we show P (W > ε′) ≤ δ′, which implies (6.13) and (6.17) hold. Note that for all ω ∈ Ω,
Ĵk+1 = Ĵk+1 (ω) ∈ F (S) . Hence,
sup
f∈F(S)
∣∣∣‖f − T Ĵk‖p, µ − ‖f − T Ĵk‖p, µˆ∣∣∣ ≥ ∣∣∣‖Ĵk+1 − T Ĵk‖p, µ − ‖Ĵk+1 − T Ĵk‖p, µˆ∣∣∣
holds point-wise in Ω. Therefore, the inequality
sup
f∈F(S)
∣∣∣‖f − T Ĵk‖p, µ − ‖f − T Ĵk‖p, µˆ∣∣∣ ≥W




) ≤ P( sup
f∈F(S)















∣∣∣‖f − T Ĵk‖pp, µ − ‖f − T Ĵk‖pp, µˆ∣∣∣ > (ε′)p
)
.
For any event ω such that
sup
f∈F(S)
∣∣∣‖f − T Ĵk‖p, µ − ‖f − T Ĵk‖p, µˆ∣∣∣ > ε′.
For such event ω, there exists a function f ′ ∈ F (S) such that
∣∣∣‖f ′ − T Ĵk‖p, µ − ‖f ′ − T Ĵk‖p, µˆ∣∣∣ > ε′.
Pick such function. Assume that ‖f ′ − T Ĵk‖p, µˆ ≤ ‖f ′ − T Ĵk‖p, µ. We obtain ‖f ′ −
T Ĵk‖p, µˆ + ε′ < ‖f ′ − T Ĵk‖p, µ. Since p ≥ 1, xp + yp ≤ (x+ y)p for x, y ≥ 0, we have
‖f ′ − T Ĵk‖pp, µˆ + (ε′)p ≤
(
‖f ′ − T Ĵk‖p, µˆ + ε′
)p
< ‖f ′ − T Ĵk‖pp, µ and
∣∣∣‖f ′ − T Ĵk‖pp, µ − ‖f ′ − T Ĵk‖pp, µˆ∣∣∣ > (ε′)p .
A similar argument can be developed when ‖f ′ − T Ĵk‖p, µˆ > ‖f ′ − T Ĵk‖p, µ. The claim
follows since
∣∣∣∣∣ supf∈F(S) ‖f − T Ĵk‖pp, µ − ‖f − T Ĵk‖pp, µˆ
∣∣∣∣∣ ≥ ∣∣∣‖f ′ − T Ĵk‖pp, µ − ‖f ′ − T Ĵk‖pp, µˆ∣∣∣ .
Next, we state a concentration inequality derived due to Pollard
Theorem 6.4 (Pollard, 1984). Let F be a set of measurable functions f : X → [0,K] and









f (Xi)− E [f (X1)]
∣∣∣∣∣ > ε
)
≤ 8E [N (ε/8,F (X1:n))] e−nε2/128K2 .
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Now, observe that ‖f ′ − T Ĵk‖pp, µ = E [|(f (X1)− (TJ) (X1))|p] , and ‖f ′ − T Ĵk‖pp, µˆ is just
the sample average approximation of ‖f ′ − T Ĵk‖pp, µ. Hence, by noting that the covering
number associated with {f − TJ |f ∈ F (S)} is the same as the covering number of F (S),





∣∣∣‖f − T Ĵk‖pp, µ − ‖f − T Ĵk‖pp, µˆ∣∣∣ > (ε′)p
)
















(log (1/δ) + log (32N0 (n))) .
Next, we prove inequalities (6.14) and (6.16). Let f denote an arbitrary random function
such that f = f (s;ω) is measurable for each si ∈ Ŝ and assume that f is uniformly bounded
by Jmax. By triangle inequality, we have
∣∣∣‖f − T Ĵk‖p, µˆ − ‖f − J˜‖p, µˆ∣∣∣ ≤ ‖T Ĵk − J˜‖p, µˆ. (6.19)
It suffices to show that ‖T Ĵk − J˜‖p, µˆ ≤ ε′ holds w.p. 1− δ′. Under Assumption 6.2, we have
P
(|ρ (Y si, a)− ρˆm (Y si, a)| > ε′|s1:n) ≤ θ (ε′, m) ,
Let θ (ε′, m) upper bounded by δ′/ (n |A|) , we get a lower bound on m.
Since ∣∣∣T Ĵk (si)− J˜ (si)∣∣∣ ≤ max
a∈A
|ρ (Y si,a)− ρˆm (Y si,a)|
by Fact 6.1 (i), it follows by a union bounding argument that
P
(∣∣∣T Ĵk (si)− J˜ (si)∣∣∣ > ε′∣∣s1:n) ≤ δ′/n,
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∣∣∣T Ĵk (si)− J˜ (si)∣∣∣p > (ε′)p ∣∣s1:n) ≤ δ′.













∣∣∣T Ĵk (si)− J˜ (si)∣∣∣p > (ε′)p
)
≤ δ′.
Therefore by (6.19), we have
P
(∣∣∣‖f − T Ĵk‖p, µˆ − ‖f − J˜‖p, µˆ∣∣∣ > ε′) ≤ δ′.
Using this with f = Ĵk+1 and f = f∗ shows that inequalities (6.14) and (6.16) each hold
w.p. at least 1− δ′.
Proof of Corollary 6.1
Proof of Corollary 6.1. The lower bound for n can be found similarly in the proof of Lemma
6.6. Let ε′ = ε/4 and δ′ = δ/4. In the following, we derive the lower bound for m such that
‖T Ĵk − J˜‖p, µˆ ≤ ε′ holds w.p. 1− δ′.
(i) By Lemma 6.3 (i), we have
P
(|bA+B| > ε′|s1:n) ≤ P (b |A|+ |B| > ε′|s1:n)
≤ P
(












≤ δm1 + δm2 ,
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Making δm1 + δ
m
2 upper bounded by δ
′/ (n |A|) , we get a lower bound on m. The rest of proof
is same as the one for Lemma 6.6, thus omitted. The proof for mean-semideviation risk
function can be developed in a similar way.
(ii) By Lemma 6.3 (ii), we have
P































Making the right hand side upper bounded by δ′/ (n |A|) , we get a lower bound on m. The
rest of proof is same as the one for Lemma 6.6, thus omitted.
(iii) By Lemma 6.3 (iii), we have
P

































Making the right hand side upper bounded by δ′/ (n |A|) , we get a lower bound on m. The
rest of proof is same as the one for Lemma 6.6, thus omitted.
Proof of Lemma 6.11
Proof of Lemma 6.11. (i) First, we claim
∥∥∥ĴK − J∗∥∥∥∞ ≤ γKJmax +∑K−1k=0 γK−k−1 ‖εk‖∞
for K ≥ 1. When K = 1, we verify
‖Ĵ1 − J∗‖∞ ≤ ‖T Ĵ0 − TJ∗ + ε0‖∞ ≤ γ‖Ĵ0 − J∗‖∞ + ‖ε0‖∞ ≤ γJmax + ‖ε0‖∞ .
by Lemma 6.4. Assume that the claim holds for K = t




When K = t+ 1, by induction, we have




Finally, if ‖εk‖∞ ≤ ε for all 0 ≤ k < K, we obtain
‖ĴK − J∗‖∞ ≤ γKJmax +
K−1∑
k=0
γK−k−1ε ≤ γKJmax + ε
1− γ .
(ii) From the proof of Lemma 6.9, under Assumption 6.5 and if the approximation error in
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γK/p (1− γ)1/p (1− γK+1)1−1/p Jmax)p] .
The second inequality follows from the fact that
(
1− γK+1)p−1 ≤ 1 for all K ≥ 0 (since







K/p (1− γ)1/p (1− γK+1)1−1/p Jmax] .
Proof Lemma 6.12
Proof Lemma 6.12. Define a random variable
Y (θ) =

max {θ − 1, 1} , w.p. p,
K∗, w.p. 1− p,
as a function of θ. It can be seen that Yk+1 has the same distribution as [Y (Θ) |Θ = Yk] .
Using [SS07, Theorem 1.A.3(d)] and [SS07, Theorem 1.A.6], the rest of the proof follows the
proof of [HJK16, Theorem 4.1] thus omitted.
Proof of Lemma 6.13
Proof of Lemma 6.13 . The stationary probabilities {µ (i)}K∗i=1 satisfy the following set of
equations
µ (1) = pµ (1) + pµ (2) , (6.20)
µ (i) = pµ (i+ 1) , ∀i = 2, . . . , K∗ − 1, (6.21)
K∗∑
i=1
µ (i) = 1. (6.22)
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From the recursive relation (6.21), we have
µ (i) = pK
∗−iµ (K∗) , ∀i = 2, . . . , K∗ − 1,
and from (6.20) we have
µ (1) =
p
1− pµ (2) =
pK
∗−1
1− p µ (K
∗) .



























which implies µ (K∗) = 1− p. Therefore,
µ (i) = pK
∗−iµ (K∗) = (1− p) pK∗−i, ∀i = 2, . . . , K∗ − 1,
and
µ (1) = pK
∗−1.
Proof of Proposition 6.1
Proof of Proposition 6.1. (i) From Lemma 6.12 and 6.13, and the definition of p, we have
P
(
‖Ĵk − J∗‖∞ > g
)
≤ Q (Y > 1) = 1− µ (1) = 1− (1− δ)K∗−1 .
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Let the RHS be less than or equal to δ1, and we have 1− δ1 ≤ µ (1) = (1− δ)K
∗−1 ≤ 1− δ.
Therefore, by Lemma 6.5, we choose ε < g. Furthermore, d and m should be selected such
that
d ≤ ε








≤ δ1|A| |S| .
(ii) From Lemma 6.12 and 6.13, and the definition of p, we have
P
(
‖Jpik − J∗‖p, % > g
)
≤ Q (Y > 1) = 1− µ (1) .
Let the RHS be less than or equal to δ1, and we have 1− δ1 ≤ µ (1) = (1− δ)K
∗−1 ≤ 1− δ.







(log (1/δ1) + log (32N0 (n)))








,F , n, µ) and
θ (ε/4, m) ≤ δ1
4n |A| .
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Proof of Lemma 6.14
Proof of Lemma 6.14. The proof follows that of [HJK16, Lemma 5.1]. The transition matrix
Q ∈ RK∗×K∗ of the Markov chain {Yk}k≥0 has the form
Q =

p 0 0 . . . 0 1− p
p 0 0 . . . 0 1− p







0 0 0 . . . 0 1− p
0 0 0 0 p 1− p

.
We claim the eigenvalues λ of Q are 0 and 1. To see this, suppose λ 6= 0 and Qx = λx for
some nonzero x = (x1, x2, . . . , xK∗) ∈ RK∗ . The first and second equalities of linear system
Qx = λx are
λx1 = px1 + (1− p)xK∗ ,
λx2 = px1 + (1− p)xK∗ .
This implies x2 = x1. The third equality of linear system Qx = λx is
λx3 = px2 + (1− p)xK∗ = px1 + (1− p)xK∗ = λx2,
which implies x3 = x2. Continuing this reasoning inductively, we have x1 = x2 = · · · = xK∗
for any eigenvector x of Q. Therefore, it is true that the eigenvalues λ of Q are 0 and 1. By
[LPW09, Theorem 12.3], we have








where λ∗ = max {|λ| : λ is an eigenvalue of Q, λ 6= 1} = 0. Plugging in λ∗ gives the desired
result.
Proof of Proposition 6.2











|Qk (Yk = i)− µ (i)| ≤ δ2,
which implies
Qk (Yk = 1) ≥ µ (1)− 2 δ2.
Therefore, from Lemma 6.12, we have
P
(
‖Ĵk − J∗‖∞ > g
)




‖Jpik − J∗‖p, % > g
)
≤ Qk (Yk > 1) = 1−Qk (Yk = 1) ≤ 1 + 2 δ2 − µ (1) .
6.7 Numerical experiments
In this section we report some simulation results that illustrate the performance of the
methods developed in this chapter.
6.7.1 An optimal maintaining problem
We consider a continuous one-dimensional optimal maintaining problem which is similar in
spirit to the one in [MS08, Rus96]. The state variable st ∈ R+ measures the accumulated
utilization of a piece of equipment. The larger the value of the state, the worse the condition
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of the product; st = 0 represents a brand new equipment. In addition, there is an absorbing
“bad” state sbad that corresponds to broken equipment.
At each time t ≥ 0, one can either keep (at = K) or repair (at = R) the existing equipment.
The bad state models the situation where the equipment is broken and cannot be operated or




= 1. When action K is chosen at time step t, the transition
to a new state has a mixture distribution: with probability q the new state is sbadt+1, and with
probability 1− q next state follows the exponential density:
P (st+1|st, K) =

βe−β(st+1−st) if st+1 ≥ st,
0 otherwise.
When action R is taken at time step t ≥ 0, the next state follows
P (st+1|st, R) =

βe−βst+1 if st+1 ≥0,
0 otherwise.
The cost function is c (s, K) = f (s) where the monotonically increasing function f (s) is the
cost of operating the equipment when its condition is s. The cost associated with the repair
of the equipment is independent of the state and is given by c (s, R) = C1 + f (0) . Finally,





We consider both risk-neutral and risk-aware decision makers, where the risk-aware decision
maker seeks to minimize the Markovian conditional value-at-risk (CVaR) of his discounted
cost. In the risk-neutral case, the optimal policy pi∗neutral solves Problem (6.1) and satisfies
pi∗neutral (s) ∈ arg min
a∈A
{





ds′|s, a) J∗neutral (s′)} ,
where J∗neutral (s) is the classical cost-to-go function representing the optimal expected total
discounted cost when the process is started from state s. Given a confidence level α ∈ [0, 1),
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a Markovian CVaR minimizing risk-aware decision maker chooses
pi∗CVaR (s) ∈ arg min
a∈A
{














We next compare the performance these two decision makers.
6.7.2 Result
We choose values γ = 0.6, β = 0.5, q = 0.2, C1 = 30, C2 = 120 and f (s) = 4s. Similar to
[MS08], we use state space truncation. In order to make the state space bounded, we fix
an upper bound smax = 30 for the state. We then modify the problem definition so that if
the next state is outside the interval [0, smax], then the equipment is immediately repaired,
and then a new state is drawn as if the action R were chosen in the previous step. By the
choice of smax, the probability
∫∞
smax
P (ds′|s, a) is negligible and hence J∗neutral and J∗ of the
modified problem closely match that of the original problem. We let sbad = 30 denote the
bad state where the equipment is broken.
For both the risk-neutral and risk-aware cases, we consider approximations of risk-to-go-
functions using polynomials of degree l = 4 and we choose the distribution µ to be uniform
over the state space [0, smax] . The number of iterations is set to K = 30 and the number of
samples is fixed at m = n = 100. We compute the best fit in functional family F (S) (for
l = 4) by minimizing the least square error to the data, i.e., p = 2.
We take the sampling distribution µ to be a mixture of a uniform distribution on the state
space with a point mass on sbad. For our experiments, we choose the uniform distribution
with probability 0.95 and choose sbad with probability 0.05. As discussed in Section 6.3.2, fix
state s ∈ S, action a ∈ A and α ∈ [0, 1), the distributional set Q (s, a) for Markovian CVaR
is given by
Q (s, a) =
{








ds′|s, a) = 1} .
Since the Radon-Nikodym derivatives h of distributions Q (· | s, a) ∈ Q (s, a) with respect to
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µ are bounded by (1− α)−1 , Assumption 6.5 holds with Cµ = (1− α)−1 by Lemma 6.2.
Let the initial state be s0 = 0. Table 6.2 shows the decision boundaries of the stationary
policies pi∗neutral and pi
∗
CVaR. It can be seen that the decision boundaries of the risk-neutral
and Markovian CVaR policies begin to match as α approaches zero.
Policies Decision boundaries
Risk-Neutral pineutral (s) = K if s ≤ 5.3
Markovian CVaR
α = 0.1 piCVaR (s) = K if s ≤ 5.1
α = 0.2 piCVaR (s) = K if s ≤ 5.0
α = 0.3 piCVaR (s) = K if s ≤ 3.5
α = 0.4 piCVaR (s) = K if s ≤ 3.2
α = 0.5 piCVaR (s) = K if s ≤ 3.0
α = 0.6 piCVaR (s) = K if s ≤ 2.6
α = 0.7 piCVaR (s) = K if s ≤ 0.8
α = 0.8 piCVaR (s) = R for s ∈ [0, smax]
α = 0.9 piCVaR (s) = R for s ∈ [0, smax]
Table 6.2: Decision boundaries of risk-neutral and Markovian CVaR policies.
Figure 6.1 illustrates the expected total discounted cost (averaged over 5, 000 runs) incurred
by following policies pi∗neutral and pi
∗
CVaR. Since both policies are similar when α is small, the
performances of the two is close as expected. From Table 6.2, when α is large (say α = 0.9)
the Markovian CVaR policy becomes conservative and chooses to repair in every state. This
choice leads to a huge expected total cost as observed in Figure 6.1.
Figure 6.2 shows the recursive CVaR value for stationary policies pi∗neutral and pi
∗
CVaR. From
Table 6.2, when α is large, pi∗CVaR prevents the decision maker from keeping the equipment
(i.e., a = K), thus reducing the chance of reaching the bad state sbad and incurring a large
cost.
We remark that, as our numerical examples in Chapter 4 (Table 4.2, 4.3, 4.5, 4.6-4.10 and
4.12) and Chapter 6 (Table 6.2, Figure 6.1 and 6.2) suggest, minimizing CVaR may lead to an
increase of the expected cost. In other words, one must seek a trade-off between minimizing
the expected cost and the expected α-level worst-case cost, which implies the choice of α is
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Figure 6.1: Expected total discounted cost by following risk-neutral and Markovian CVaR
policies.


























Figure 6.2: Recursive CVaR value of risk-neutral and Markovian CVaR policies.
of great importance. While future research is required to investigate how to perform such
parameter selection in a principled manner, the work in this thesis suggests that once an
appropriate parameter has been selected, the resulting optimization problem can be efficiently
solved. Moreover, the link established in the Section 1.2.3 between ambiguity-averse and
risk-averse MDPs shows that by carefully designing the risk-objective, the decision maker
can handle uncertainty in a broad sense. Based on this connection, one can design a better




In this chapter, we have extended simulation-based approximate value iteration algorithms
for classical risk-neutral MDPs to the risk-aware setting. This work is significant because it
shows that, under mild technical assumptions, risk-aware sequential decision-making can be
done efficiently on large scales. Most importantly, we are able to give finite time bounds
in both supremum and p−norms on the solution quality of our algorithms so that decision




In this thesis, we addressed the two important factors that contribute to uncertainty in
Markov decision processes: model-uncertainty, which is due to the modeling errors and
parameter uncertainty, and inherent-uncertainty, which is due to the system stochasticity. In
this chapter, we provide a brief overview of what we have learnt and what issues are open,
and need to be addressed in future research.
7.1 Summary of contributions
The central narrative of the thesis is to study uncertainties in MDPs and seek answers to the
following questions. When uncertainties are present in MDPs, under what conditions could
the agent still perform optimally according to his/her own objective? How to achieve such
optimality? The main contribution of this thesis is to provide the unified framework and
computational tools for solving MDPs with uncertainties under various choices of objectives,
as summarized below.
In Chapter 2, we considered ambiguity-averse MDPs where the model-uncertainty is empha-
sized. We adapted the distributionally robust optimization framework, assumed that the
uncertain parameters are random variables following an unknown distribution, and sought the
strategy which maximizes the expected performance under the most adversarial distribution.
In particular, we generalized the distributionally robust approach proposed in [XM12] to
incorporate more general ambiguity sets to model a-priori probabilistic information of the
uncertain parameters, and showed that tractable solutions can be obtained efficiently under
mild technical conditions. As indicated by numerical experiments, the proposed approach
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significantly extended the applicability of distributionally robust MDPs by incorporating
probabilistic information of uncertainty in a more flexible way.
In Chapter 3 – 6, we considered risk-averse MDPs where the inherent-uncertainty is em-
phasized. We presented several algorithms that optimize a risk measure of the return
or stage-wise reward, as opposed to the conventional expected return. We discussed two
methods of measuring the risk, termed static and dynamic.
We investigated risk-averse MDPs with static risk measures in Chapter 3 – 5. In Chapter 3,
we first apply a reinforcement learning technique to cope with the curse of dimensionality
in risk-averse MDPs with a specific criterion termed probabilistic goal Markov decision
processes proposed in [XM11]. We extended [XM11] by discussing chance constrained and
uncertain goal MDPs and showing these two extensions are NP-hard but can be solved by
pseudo-polynomial algorithms. In Chapter 4, we developed a dynamic programming (DP)
approach for optimized certainty equivalent and Kusuoka risk measures, and showed how
to apply Fenchel duality to derive dynamic programming equations for any MDP which
minimizes a convex lower semicontinuous static risk measure. We provided simulation studies
to reveal the worth of proposed models when compared to the classical risk-neutral approach
as well as Markov dynamic risk measures. The DP approach proposed in Chapter 4 dose
not scale well specially when the state-space is large. We address this issue in Chapter 5 by
developing algorithms to solve the risk-averse MDPs approximately. We showed that the
proposed approach can guarantee a local optimum of the risk objective.
In terms of risk-averse MDPs with dynamic risk measures, we designed simulation-based
algorithms in Chapter 6. We extended the DP-based algorithms [Rus10] to handle large
or even continuous state-space. We provided sample complexity and convergence analysis
for our algorithms. We demonstrated the validity of proposed algorithms by numerical
experiments.
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7.2 Open problems and future research
The work reported in this thesis has raised many problems to be studied in the future. We
list in this section some of the immediate questions to direct future works after this thesis.
Applications of approximate algorithms for risk-averse MDPs with static risk
measures. In Chapter 5, we developed an approximated algorithm framework for risk-averse
MDPs with static risk measures. The static risk measure can be easily computed since
we have the distribution of total reward. Therefore, we are interested in applying the
approximate algorithms to risk-aware MDPs with different static risk measures. Given a risk
measure, an interesting further work would be comparing the optimality gap and time efforts
for exact algorithms developed in Chapter 4 and approximate algorithms in Chapter 5.
Other approximate algorithms for risk-averse MDPs with static risk measures.
The class of Markov risk measures developed in [Rus10] is quite elegant and naturally
leads to dynamic programming formulations. Yet, there are still many risk-aware models
for MDPs (e.g., [BR13, HJ15]) that do not satisfy the time consistency axiom. Since the
approximate algorithms developed in Chapter 5 only converge to a local optimum, immediate
questions afterward, are how fast is the convergence, and whether there exists an approximate
algorithm with global optimality guarantees. A possible way is to combine the techniques in
Chapter 4 with approximate DP techniques (see [Pow07] for example) to address the curse
of dimensionality for large state-spaces. The risk-aware MDPs in Chapter 4 all have external
tuning parameters, so approximate DP techniques will have to be suitably modified to work.
Data driven risk-averse MDPs. In real world applications, data usually arrives in real-
time. Risk-averse MDPs of any form has not yet been combined with online decision making
and the potential gains to risk-averse decision makers are considerable. Therefore, we are
interested in creating online algorithms for risk-aware MDPs, such as variants of Q-learning
(see [SB98, BT96] for example). This further work would have high impact because it would
allow controllers of complex systems to manage risk in real time.
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