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The universality principle for spectral distributions of sample
covariance matrices.
Pavel Yaskov1
Abstract
We derive the universality principle for empirical spectral distributions of
sample covariance matrices and their Stieltjes transforms. This principle states
the following. Suppose quadratic forms of random vectors yp in R
p satisfy
a weak law of large numbers and the sample size grows at the same rate as
p. Then the limiting spectral distribution of corresponding sample covariance
matrices is the same as in the case with conditionally Gaussian yp. This result is
generalized for m-dependent martingale difference sequences and m-dependent
linear processes.
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1 Introduction
The random matrix theory plays an important role in modern high-dimensional statis-
tics (e.g., see [16]). A large-dimensional sample covariance matrix is an object of
primary interest. Many test statistics could be defined by its eigenvalues (e.g., see
[2] and [12]). Asymptotic behaviour of such statistics depends on the empirical dis-
tribution of the eigenvalues. The latter is called the empirical spectral distribution
(ESD).
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The universality principle for ESDs of sample covariance matrices says that the
limiting behaviour of ESDs is the same as when a random sample is taken from a
Gaussian distribution. In the pioneering paper [13], Marchenko and Pastur discov-
ered general conditions implying universality. Namely, if quadratic forms of random
vectors yp in R
p concentrate near their expectations, then ESDs of corresponding
sample covariance matrices obeys the universality principle. Bai and Zhou [2] gave
the first formal proof of this fact (see also the paper of Pajor and Pastur [18] and
the book of Pastur and Shcherbina [19]). They assumed that entries of yp have finite
fourth moments. Girko and Gupta [7] considered the universality principle without
the finite fourth-moment assumption (but under a more restrictive assumption on
covariance matrices). All of these results are particular cases of a general universality
principle that is derived in the present paper.
Recall that a sample covariance matrix in the random matrix theory is usually
defined by n−1YpnY
⊤
pn, where Ypn is a p × n random matrix which columns are
independent copies of yp. The average of these columns is not subtracted since it
does not affect the limiting spectral distribution (see Chapter 3 in [1]).
The present paper contributes to the random matrix theory in two directions.
First, it shows when one has the universality principle for ESDs in a very general
framework. Namely, if a weak law of large numbers for quadratic forms of yp holds,
then the limiting spectral distribution of n−1YpnY
⊤
pn is the same as in the case of
conditionally Gaussian yp when n grows at the same rate as p. Similar conditions
have appeared in the literature in a much stronger form. E.g., see Theorem 1.1 in [2],
Theorem 19.1.8 in [19] and Theorem 6.1 in [7].
We generalize these results for random matrices Ypn which columns form an m-
dependent martingale difference sequence or anm-dependent linear process. Recently
Banna, Merlevede and Peligrad [5] obtained the universality principle assuming m-
2
dependence in rows and columns of Ypn. However, the technique developed in [5]
allows to derive this property only in the case where the limiting spectral distribution
of n−1YpnY
⊤
pn is completely determined by the covariance structure of Ypn’s entries.
However, in general, it is not determined.
Second, we derive useful moment inequalities for quadratic forms. These inequal-
ities show when a weak law of large numbers holds. The latter allows us to describe
explicitly a wide class of yp which sample covariance matrices have universality prop-
erties.
The paper is structured as follows. Sections 2 and 3 contain universality laws for
ESDs and their Stieltjes transforms. Sections 4 deals with moment inequalities for
quadratic forms. The proofs are given in Section 5 and Appendix.
2 Universality of ESD: independent observations.
For each p > 1, let yp be a random vector in R
p and Σp be a random symmetric
positive semi-definite p × p matrix defined on the same probability space. Consider
the following assumptions.
(A1) (y⊤p Apyp − tr(ΣpAp))/p
p→ 0 as p → ∞ for all sequences of real symmetric
positive semi-definite p×p matrices Ap with uniformly bounded spectral norms ‖Ap‖.
(A2) tr(Σ2p)/p
2 p→ 0 as p→∞.
Assumption (A1) is a version of the weak law of large numbers for quadratic
forms. It is a key assumption. Obviously, it is satisfied for Σp = ypy
⊤
p . However,
(A2) may not hold in this case. Assumption (A2) guarantees that (A1) holds when,
conditionally on Σp, yp has a centred normal distribution. This is shown in the next
proposition (for a proof, see Appendix).
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Proposition 2.1. Let yp = Σ
1/2
p wp, where Σ
1/2
p is the principal square root of Σp and
wp is a standard normal vector in R
p that is independent of Σp for each p > 1. Then
(A1) holds if and only if (A2) holds. Moreover,
P(|y⊤p Apyp − tr(ΣpAp)| > εp) 6 Emin
{16M2tr(Σ2p)
(εp)2
, 1
}
for any ε,M > 0 and each complex p× p matrix Ap with spectral norm ‖Ap‖ 6 M.
Let Ypn be a p × n matrix which columns are independent copies of yp and Zpn
be a p × n matrix which columns are independent copies of zp = Σ1/2p wp, where wp
is given in Proposition 2.1. The universality principle for ESDs states that ESD of
n−1YpnY
⊤
pn asymptotically behaves in the same manner as ESD of n
−1ZpnZ
⊤
pn. Recall
that ESD of a p×p symmetric matrix A is uniquely defined by its Stieltjes transform
in the upper-half plane
s(z) = p−1tr(A− zIp)−1, z ∈ C+ = {w ∈ C : Im(w) > 0},
where Ip is the p× p identity matrix. The following theorem deals with universality
properties of Stieltjes transforms of n−1YpnY
⊤
pn.
Theorem 2.2. If (A1) and (A2) hold, then
p−1tr
(
n−1YpnY
⊤
pn − zIp
)−1 − p−1tr(n−1ZpnZ⊤pn − zIp)−1 → 0 a.s. (1)
for all z ∈ C+ as n→∞, where p = p(n) is such that p/n→ y for some y > 0.
Remark 1. Theorem 2.2 can be extended to the case where columns of Ypn are not
identically distributed. Namely, let (ypk,Σpk) be independent over k = 1, . . . , n, Ypn
and Zpn be p×n matrices with columns {ypk}nk=1 and {Σ1/2pk wpk}nk=1 correspondingly,
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where {wpk}nk=1 are independent standard normal vectors that are also independent
of {Σpk}nk=1. The conclusion of Theorem 2.2 holds when the following assumptions
hold for given p = p(n) with p(n)→∞ as n→∞.
(A3) For any M, ε > 0,
1
n
n∑
k=1
sup
Ap
P(|y⊤pkApypk − tr(ΣpkAp)| > εp)→ 0, n→∞,
where each supremum is taken over all real symmetric positive semi-definite p × p
matrices Ap with spectral norms ‖Ap‖ 6 M.
(A4) For any ε > 0,
1
n
n∑
k=1
P(tr(Σ2pk) > εp
2)→ 0, n→∞.
In practice, Theorem 2.2 is supposed to be used with the next well-known propo-
sition (e.g., see Exercise 2.4.10 in [20] for a more general statement).
Proposition 2.3. Let p = p(n)→∞ as n→∞, and An is a real random symmetric
p× p matrix for each n > 1. If, for each z ∈ C+,
p−1tr
(
An − zIp
)−1 → s(z) a.s.
as n→∞ for a deterministic function s = s(z), then
s(z) =
∫ ∞
−∞
F (dλ)
z − λ
is the Stieltjes transform of some distribution function F = F (λ) on R and
P
(
lim
n→∞
Fn(λ) = F (λ) for any continuity point λ of F ) = 1,
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where Fn(λ) =
∑p
k=1 I(λkn 6 λ)/p, λ ∈ R, for the set {λkn}pk=1 of eigenvalues of An.
Due to Proposition 2.3, to prove that ESD of n−1YpnY
⊤
pn converges vaguely, one
should only check that Stieltjes transforms of n−1ZpnZ
⊤
pn from Theorem 2.2 converge.
Let us now consider three important particular cases.
Case 1. Σp, p > 1, are deterministic matrices. In this case,
ZpnZ
⊤
pn = Σ
1/2
p WpnW
⊤
pnΣ
1/2
p ,
where Wpn is a p×n random matrix with independent standard normal entries. The
set of eigenvalues of
Σ1/2p WpnW
⊤
pnΣ
1/2
p
is the same as that of W⊤pnΣpWpn (when excluding |p − n| zero eigenvalues). In
addition, since the distribution Wpn does not change when multiplying Wpn by an
orthogonal matrix,
W⊤pnΣpWpn
d
= W⊤pnDpWpn,
where
d
= is the equality in law and Dp is a diagonal matrix which diagonal entries
are eigenvalues of Σp. Hence, the limiting spectral distribution of n
−1W⊤pnDpWpn
could be derived from Theorem 4.3 in [1] (or Theorem 7.2.2 in [19]), when ESD of Dp
converges weakly to a probability measure on R+.
A very important case is Σp = Dp = Ip. In order to give some precise statements,
we recall that the Marchenko-Pastur law with parameter y > 0 has a distribution
function
Fy(λ) = max{1− 1/y, 0}I(λ > 0) + I(λ ∈ [a, b])
∫ λ
a
√
(b− x)(x− a)
2pixy
dx,
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where λ ∈ R, a = (1−√y)2 and b = (1 +√y)2.
Theorem 2.4. Let (A1) holds for Σp = Ip and p = p(n). Then, with probability one,
ESD of YpnY
⊤
pn/n converges vaguely to the Marchenko-Pastur law with parameter
y > 0 as n→∞ and p/n→ y.
Case 2. Σp = ξIp, p > 1, for a random variable ξ. In this case,
ZpnZ
⊤
pn = WpnTnW
⊤
pn,
where Wpn is as above and Tn is a diagonal matrix with diagonal entries that are
independent copies of ξ2. By the Glivenko-Cantelli theorem, ESD of Tn converges
weakly a.s. to the distribution of ξ2. Hence, the limiting spectral distribution of
n−1W⊤pnTnWpn can be derived from Theorem 4.3 in [1] (or Theorem 7.2.2 in [19]).
Case 3. Σp, p > 1, are random diagonal matrices. In this case, conditionally
on {Σpk}nk=1, the matrix Zpn consists of centred independent normal variables with
different variances in general. There are some particular results that allow to calculate
the limiting spectral distribution in this case. E.g., see Theorem 2 in [8] (or Theorem
1 in [3]). However, we are not aware of any general result.
To apply Theorem 2.2, we need tools to verify (A1). This could be done via
moment inequalities for quadratic forms given in Section 4.
3 Universality of ESD: m-dependent observations.
In this section, we generalize results from Section 1 to the m-dependent case.
For each p, n > 1 and k = 1, . . . , n, let ypk be a random vector in R
p and Σpk be
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a symmetric random positive semi-definite p× p matrix. Define
Fpk = σ((ypj,Σpj), 1 6 j 6 k), 1 6 k 6 n,
Fp0 to be the trivial σ-algebra and Ek = E(·|Fpk ) for k = 0, 1, . . . , n.
Assume that {(ypk,Σpk)}nk=1 is an m-dependent sequence for some m = m(n) and
p = p(n), i.e. σ-algebras Fpk and σ((ypj,Σpj), k + m 6 j 6 n) are independent for
each k = 1, . . . , n−m. Introduce the following assumption.
(A5) For given p = p(n) and m = m(n), as n→∞,
∑
E(‖EkΣpl‖+ ‖Ekyply⊤pl‖)tr
(
ypky
⊤
pk + Σpk) = o(n
3),
where the sum is taken over all (k, l) with 1 6 k < l 6 n and l < k+m. Suppose also
∑
(‖EΣpl‖+ ‖Eyply⊤pl‖)tr
(
Eypky
⊤
pk + EΣpk) = o(n
3),
where the sum is taken over all (k, l) with 1 6 k, l 6 n and m 6 |k − l| < 2m.
Theorem 3.1. Let (A3), (A4) and (A5) hold. If m = m(n) and p = p(n) satisfy
m = o(n/ logn) and p/n→ y > 0 for some y > 0 as n→∞, then
p−1tr
(
n−1YpnY
⊤
pn − zIp
)−1 − p−1tr(n−1ZpnZ⊤pn − zIp)−1 → 0 a.s.
for all z ∈ C+ as n→∞, where Zpn and Ypn are defined in Remark 1.
We now discuss when all assumption of Theorem 3.1 hold. The key assumptions
are (A3) and (A5). Assumption (A3) could be verified via moment inequalities for
quadratic forms given in Section 4. Simple conditions implying (A5) are given in the
next proposition.
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Proposition 3.2. Let
max
16k6n
(‖Ek−1(Σpk)‖+ ‖Ek−1(ypky⊤pk)‖) = o(n/m) a.s.
for some given p = p(n) and m = m(n). If, in addition,
n∑
k=1
tr(Eypky
⊤
pk + EΣpk) = O(n
2),
then (A5) hold.
Remark 2. Assumption (A5) implicitly restricts {ypk}nk=1 to be an almostmartingale
difference sequence when p = p(n) grows at the same rate as n. By almost, we mean
that most entries bof Ek−1ypk are close to zero for most k = 1, . . . , n. Alternatively,
one may say that ‖Ek−1ypk‖2 = o(n) with large probability for most k. To see this,
consider the following setting. Let Eypky
⊤
pk = Ip and ‖Ek−1ypk‖2 > Cn a.s. for some
C > 0 and all 1 6 k 6 n (n > 1), then
‖Ek−1ypky⊤pk‖ > ‖Ek−1ypk(Ek−1ypk)⊤‖ = ‖Ek−1ypk‖2 > Cn, 2 6 k 6 n,
and
n∑
k=2
E‖Ek−1ypky⊤pk‖tr
(
yp(k−1)y
⊤
p(k−1)) > Cn
3.
Clearly (A5) doesn’t hold in this case.
Example 1. Suppose m > 1 is fixed and p = p(n). Consider independent identically
distributed Rp-valued random vectors epk, −m < k 6 n, which entries are indepen-
dent copies of a random variable e with Ee = 0 and Ee2 = 1. Let ypk = Apkepk for all
1 6 k 6 n, where Apk is a p×p randommatrix measurable w.r.t. σ(epl, k−m < l < k).
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Let also
1
n
n∑
k=1
tr(EΣ2pk)
p2
= o(1) and
1
n
n∑
k=1
tr(EΣpk)
p
= O(1), n→∞,
where Σpk = ApkA
⊤
pk, 1 6 k 6 n. The latter yields (A3) and (A4) (see Corollary 4.9
below). Note also that EΣpk = Eypky
⊤
pk, 1 6 k 6 n. If, in addition,
max
16k6n
‖Σpk‖ = o(n) a.s.,
then (A5) hold (for p = O(n)). This can be proven similarly to Proposition 3.2.
We now extend previous results to the case of linear m-independent processes. As
in Section 2, for each p > 1, let yp be a random vector in R
p and Σp be a random
symmetric positive semi-definite p× p matrix defined on the same probability space.
Let Ypn be a p × n matrix which columns are independent copies of yp and Zpn
be a p × n matrix which columns are independent copies of zp = Σ1/2p wp, where wp
is a standard normal vector independent of Σp. Suppose Ln = (lkj)
n
k,j=1 is a lower
triangular m-banded n × n matrix for each n > 1 with entries lkj = lkj(n) that are
equal to zero when j 6 k −m or j > k. Then
1
n
YpnL
⊤
nLnY
⊤
pn =
1
n
n∑
k=1
( ∑
j: k−m<j6k
lkjypj
)( ∑
j:k−m<j6k
lkjypj
)⊤
with j ∈ {1, . . . , n}. Clearly, the sequence
{ ∑
j:k−m<j6k
lkjypj
}n
k=1
is an m-dependent linear process. To state the universality principle for these se-
quences, we need one more assumption.
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(A6) (‖Eypy⊤p ‖+ ‖EΣp‖)tr(Eypy⊤p + EΣp) = o(p2) as p→∞.
Theorem 3.3. If (A1), (A2) and (A6) hold, m is a fixed natural number, and entries
of Ln are uniformly bounded over n, then
p−1tr
(
n−1YpnL
⊤
nLnY
⊤
pn − zIp
)−1 − p−1tr(n−1ZpnL⊤nLnZ⊤pn − zIp)−1 → 0 a.s. (2)
for all z ∈ C+ as n→∞, where p = p(n) is such that p/n→ y for some y > 0.
Remark 3. Theorem 3.3 can be extended to the case where columns of Ypn are
not identically distributed similarly to Theorem 2.2 (see Remark 1). It can be also
extended to the case where m = m(n) grows to infinity as n→∞.
4 Moment inequalities for quadratic forms
Let {Xk}∞k=1 be a sequence of random variables and {ϕk}∞k=1 be a sequence of non-
negative numbers such that
|EXiXjXkXl| 6 min{ϕj−i, ϕk−j, ϕl−k} for all i < j < k < l. (3)
Set xp = (X1, . . . , Xp) for any p > 1. Consider the following assumption.
(B1) Φ0 + Φ1 <∞, where Φ0 = sup{EX4k : k > 1} and Φ1 =
∑∞
k=1 kϕk.
Theorem 4.1. If (B1) holds, then, for any a ∈ Rp and all real p×p matrices A with
zero diagonal,
E|x⊤p a|4 6 C(Φ0 + Φ1)‖a‖4 and E|x⊤p Axp|2 6 C(Φ0 + Φ1)tr(AA⊤)
for some universal constant C > 0, where ‖a‖ =
√
a⊤a.
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The proof of Theorem 4.1 is based on the strategy developed by Gaposhkin in [6].
Corollary 4.2. If yp = xp, p > 1. If (B1) holds, then (A1) and (A2) hold for diagonal
matrices Σp with diagonal entries X
2
1 , . . . , X
2
p .
Let now {φk}∞k=1 be a sequence of non-negative numbers such that
Cov(X2i , X
2
j ) 6 φj−i for all i < j. (4)
Introduce the following assumption.
(B2) Φ0 + Φ1 + Φ2 <∞, where Φ0, Φ1 are given in (B1) and Φ2 =
∑∞
k=1 φk.
Theorem 4.3. If (B2) holds, then, for all real p× p matrices A,
E|x⊤p Axp − tr(ΣpA)|2 6 C(Φ0 + Φ1 + Φ2)tr(AA⊤)
for a universal constant C > 0, where Σp is a diagonal matrix with diagonal entries
EX21 , . . . ,EX
2
p .
Remark 4. Lemma 2.5 in [18] and Lemma 19.1.4 in [19] contain some related
estimates for isotropic xp with a log-concave distribution.
Since tr(ApA
⊤
p ) 6 p‖Ap‖2 for all real p × p matrices Ap, we have the following
version of the law of large numbers under assumptions of Theorem 4.3.
Corollary 4.4. Let yp = xp, p > 1. If (B2) holds, then (A1) and (A2) hold for the
diagonal matrix Σp with diagonal entries EX
2
1 , . . . ,EX
2
p .
The above theorems assume that all Xk have finite forth moments. It can be a
restrictive assumption in some applications. Assuming a martingale-type dependence
in Xk, one can relax this assumption.
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(B3) Let {Xk}∞k=1 is a martingale difference sequence w.r.t. its own filtration and
there is M > 0 such that EX21 6 M and E[X
2
k |X1, . . . , Xk−1] 6 M a.s. for all k > 2.
Theorem 4.5. Let (B3) holds. Then, for all real p×p matrices A with zero diagonal,
E|x⊤p Axp|2 6 2M2 tr(AA⊤). (5)
Let us consider a stronger alternative to (B3).
(B4) Let {Xk}∞k=1, {X2k − 1}∞k=1 are martingale difference sequences w.r.t. their own
filtrations.
Theorem 4.6. If (B4) holds, then
E|x⊤p Axp − tr(A)| 6 Cb
√
tr(AA⊤) + C
p∑
k=1
|akk|E|X2k − 1|I(|X2k − 1| > b2) (6)
for all real p× p matrices A = (aij)pi,j=1, each b > 1 and a universal constant C > 0.
Remark 5. Using arguments similar to those in the proof of Theorem 4.6, one
can derive similar inequalities for m-dependent sequences {Xk}∞k=1. The universality
principle for such sequences is proved in [11].
Corollary 4.7. If yp = xp, p > 1, and
1
p
p∑
k=1
EX2kI(|Xk| > ε
√
p)→ 0 for all ε > 0. (7)
If (B4) holds, then (A1) and (A2) hold for diagonal matrices Σp = Ip, p > 1.
Corollary 4.7 can be derived from Theorem 4.6 by taking b = ε
√
p, tending p→∞
and then tending ε→ 0.
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Let us now give examples of {Xk}∞k=1 that satisfy the above assumptions.
Example 2. If {Xk}∞k=1 are independent random variables with uniformly bounded
forth moments and EXk = 0, then (3) and (4) hold for ϕk = φk = 0, k > 1.
Example 3. If {Xk}∞k=1 is a martingale difference sequence with finite forth moments,
then (3) holds for ϕk = 0, k > 1.
Example 4. Let {Xk}∞k=1 be centred, orthonormal, strongly mixing random variables
with mixing coefficients (αk)
∞
k=1. If these variables have uniformly bounded moments
of order 4δ for some δ > 1, then (3) and (4) hold with
ϕk = φk = Cα
(δ−1)/δ
k
for large enough C > 0 (see Corollary A.2 in [9]). One can give similar bounds for
many other weakly dependent sequences.
Example 5. If {Xk}∞k=1 are independent identically distributed random variables
with EXk = 0 and EX
2
k = 1, then (3) and (4) hold for ϕk = φk = 0, k > 1, as well as
Lindeberg’s condition (7) hold.
We now assume that {Xk}∞k=1 is a sequence of orthonormal variables. Denote by
X the set of all random variables
Y =
∞∑
k=1
ckXk a.s.
for some {ck}∞k=1 with
∑∞
k=1 c
2
k <∞, where the first series converges in mean square.
Let also Xp be the set of all Rp-valued random vectors yp which entries belong to X .
Corollary 4.8. Let yp ∈ Xp, Σp = Eypy⊤p and Ap be a real symmetric positive
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semi-definite p× p matrix for p > 1. If (B2) holds, then
E|y⊤p Apyp − tr(ΣpAp)|2 6 C(Φ0 + Φ1 + Φ2)‖Ap‖2tr(Σ2p)
for a universal constant C > 0. Moreover, if (A2) holds, then (A1) holds.
Corollary 4.9. Let yp ∈ Xp, Σp = Eypy⊤p and Ap be a real symmetric positive
semi-definite p× p matrix for some p > 1. If (B4) holds, then
E|y⊤p Apyp − tr(ΣpAp)| 6 Cb‖Ap‖
√
tr(Σ2p) + CL(b)‖Ap‖tr(Σp)
for a universal constant C > 0 and b > 1, where
L(b) = sup
k>1
E|X2k − 1|I(|X2k − 1| > b2).
Moreover, if (A2) holds, tr(Σp) = O(p) as p → ∞ and {X2k}∞k=1 is a uniformly
integrable family, then (A1) holds.
Remark 6. Papers [4], [15], [17] and [22] contain the universality principle for some
yp ∈ Xp when {Xk}∞k=1 are independent identically distributed random variables with
EXk = 0, EX
2
k = 1. This could be derived from the general universality principle
given in the present paper.
5 Proofs
Proof of Theorem 2.2. Fix z ∈ C+. First we proceed as in Step 1 of the proof
of Theorem 1.1 in [2] (see also the proof of (4.5.6) on page 83 in [1]) to show that
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Sn(z)− ESn(z)→ 0 a.s. as n→∞, where
Sn(z) = p
−1tr
(
n−1YpnY
⊤
pn − zIp
)−1
.
Similar arguments yield that sn(z)− Esn(z)→ 0 a.s. as n→∞, where
sn(z) = p
−1tr
(
n−1ZpnZ
⊤
pn − zIp
)−1
.
Hence, we only need to show that ESn(z)− Esn(z)→ 0.
We will use Lindeberg’s method as in the proof of Theorem 6.1 in [7]. Let
yp1, . . . ,ypn and zp1, . . . , zpn be columns ofYpn and Zpn correspondingly. Assume also
w.l.o.g. that {(ypk,Σpk)}nk=1 are independent copies of (yp,Σp) and zpk = Σ1/2pk wpk for
all 1 6 k 6 n, where {wpk}nk=1 are independent standard normal vectors in Rp that
are also independent of {(ypk,Σpk)}nk=1.
Recall that
YpnY
⊤
pn =
n∑
k=1
ypky
⊤
pk and ZpnZ
⊤
pn =
n∑
k=1
zpkz
⊤
pk.
Using this representation, we derive that
Sn(z) =
1
p
tr
(
n−1
n∑
k=1
ypky
⊤
pk − zIp
)−1
,
sn(z) =
1
p
tr
(
n−1
n∑
k=1
zpkz
⊤
pk − zIp
)−1
and |Sn(z)− sn(z)| 6
∑n
k=1 |Ikn|/p, where
Ikn = tr
(
Ckn +
ypky
⊤
pk
n
− zIp
)−1
− tr
(
Ckn +
zpkz
⊤
pk
n
− zIp
)−1
for C1n =
∑n
i=2 zpiz
⊤
pi/n, Cnn =
∑n−1
i=1 ypiy
⊤
pi/n and
Ckn =
1
n
k−1∑
i=1
ypiy
⊤
pi +
1
n
n∑
i=k+1
zpiz
⊤
pi, 1 < k < n.
By the Sherman-Morrison-Woodbury formula,
tr(C + ww⊤ − zIp)−1 − tr(C − zIp)−1 = − w
⊤(C − zIp)−2w
1 + w⊤(C − zIp)−1w
for any real symmetric p × p matrix C and w ∈ Rp. Hence, adding and subtracting
tr(Ckn − zIp)−1 to Ikn yield
Ikn = −
y⊤pkA
2
knypk/n
1 + y⊤pkAknypk/n
+
z⊤pkA
2
knzpk/n
1 + z⊤pkAknzpk/n
,
where we set Akn = Akn(z) = (Ckn − zIp)−1, 1 6 k 6 n.
Let us now show that
1
p
n∑
k=1
E|Ikn| → 0.
The latter implies that ESn(z)− Esn(z)→ 0. To estimate Ikn we need the following
lemma which proof is given in Appendix.
Lemma 5.1. Let w ∈ Rp, C be a p × p real symmetric matrix and z ∈ C with
Im(z) > 0. Then
|w⊤(C − zIp)−2w|
|1 + w⊤(C − zIp)−1w| 6
1
Im(z)
.
Write z = u + iv for u ∈ R and v = Im(z) > 0. By Lemma 5.1, |Ikn| 6 2/v.
Denote x ∧ y = min{x, y}. Using inequalities
|x+ y| ∧ 1 6 (|x|+ |y|) ∧ 1 6 |x| ∧ 1 + |y| ∧ 1, x, y ∈ C, (8)
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we derive that
E|Ikn| = E(|Ikn| ∧ (2/v)) 6 E(|∆kn| ∧ (2/v)) + E(|∆̂kn| ∧ (2/v))
where
∆kn =
y⊤pkA
2
knypk/n
1 + y⊤pkAknypk/n
− tr(ΣpkA
2
kn)/n
1 + tr(ΣpkAkn)/n
,
∆̂kn =
z⊤pkA
2
knzpk/n
1 + z⊤pkAknzpk/n
− tr(ΣpkA
2
kn)/n
1 + tr(ΣpkAkn)/n
.
We estimate only the term E(|∆kn| ∧ (2/v)), since E(|∆̂kn| ∧ (2/v)) can be estimated
similarly (via Proposition 2.1).
Fix any k ∈ {1, . . . , n}. For notational simplicity, we will further write
yp, An,∆n, Cn,Σp instead of ypk, Akn,∆kn, Ckn,Σpk
and use the following properties: Cn is a real symmetric positive semi-definite p× p
random matrix, (yp,Σp) is independent of An = (Cn − zIp)−1.
Lemma 5.2. Let A = (C−zIp)−1, where C is a real symmetric positive semi-definite
p× p matrix and z ∈ C+. Then the spectral norm of A satisfies ‖A‖ 6 1/ Im(z).
Lemma 5.3. Let (A1) holds. Then, for each ε,M > 0,
lim
p→∞
sup
Ap
P(|y⊤p Apyp − tr(ΣpAp)| > εp) = 0, (9)
where the supremum is taken over all complex p× p matrices Ap with ‖Ap‖ 6 M.
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Fix any ε > 0. Take
Dn =
2⋂
j=1
{|y⊤p (An)jyp − tr(Σp(An)j)| 6 εp}
and derive that
E(|∆n| ∧ (2/v)) 6 E(|∆n| ∧ (2/v))I(Dn) + 2P
(
Dn
)
/v.
By the law of iterated mathematical expectations and Lemma 5.2,
P
(
Dn
)
= E
[
P
(
Dn|An
)]
6 2 sup
Âp
P(|y⊤p Âpyp − tr(ΣpÂp)| > εp),
where Âp are as in Lemma 5.3 with M = max{v−1, v−2}.
Lemma 5.4. Let z1, z2, w1, w2 ∈ C. If |z1 − z2| 6 γ, |w1 − w2| 6 γ,
|z1|
|1 + w1| 6 M
and |1 + w2| > δ for some δ,M > 0 and γ ∈ (0, δ/2), then
∣∣∣ z1
1 + w1
− z2
1 + w2
∣∣∣ 6 Cγ
for some C = C(δ,M) > 0.
Lemma 5.5. Let z ∈ C+, Σ and C be real symmetric positive semi-definite p × p
matrices. Then
|1 + tr(Σ(C − zIp)−1)| > Im(z)|z| .
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By Lemma 5.5, we get
|1 + tr(ΣpAn)/n| = |1 + tr((Σp/n)(Cn − zIp)−1)| > δ = v|z| . (10)
Take γ = εp/n,
(z1, w1) = (y
⊤
p A
2
nyp,y
⊤
p Anyp)/n, (z2, w2) = (tr(ΣpA
2
n), tr(ΣpAn))/n
in Lemma 5.4. By Lemma 5.1,
|z1|
|1 + w1| 6
1
v
.
By (10),
|1 + w2| > δ > 3εy > 2εp
n
for small enough ε > 0 and large enough p (since p/n→ y > 0).
Using Lemma 5.4, we derive
E(|∆n| ∧ (2/v))I(Dn) 6 E|∆n|I(Dn) 6 C(δ, 1/v) εp
n
.
Combining all above estimates together yields
E(|∆kn| ∧ (2/v)) 6 C(δ, 1/v)εp
n
+
4
v
sup
Âp
P(|y⊤p Âpyp − tr(ΣpÂp)| > εp)
for each k = 1, . . . , n and
1
p
n∑
k=1
E(|∆kn| ∧ (2/v)) 6 C(δ, 1/v)ε+ 4n
vp
sup
Âp
P(|y⊤p Âpyp − tr(ΣpÂp)| > εp).
Taking ε small enough and then p large enough, we can make the right hand side of
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the last inequality arbitrarily small by Lemma 5.3 (recall also that n/p → 1/y > 0).
Thus,
lim
n→∞
1
p
n∑
k=1
E(|∆kn| ∧ (2/v)) = 0.
Arguing as above with the help of Proposition 2.1, one can prove that
lim
n→∞
1
p
n∑
k=1
E(|∆̂kn| ∧ (2/v)) = 0.
This finishes the proof. Q.e.d.
Proof of Proposition 2.3. Using the Vitali convergence theorem (see Lemma 2.14
on page 37 in [1]), one can prove that
P(sn(z)→ s(z) for all z ∈ C+) = 1, (11)
where sn(z) = p
−1tr(An− zIp)−1. For a proof, see Step 3 of the proof of Theorem 2.9
on page 37 in [1]. Having (11), it is easy to finish the proof by applying Theorem B.9
in [1]. Q.e.d.
Proof of Theorem 2.4. The result follows from Theorem 2.2 and Proposition 2.3
as well as Theorem 1.1 in [2]. Q.e.d.
Proof of Theorem 3.1. The proof is along the proof of Theorem 2.2. However,
additional arguments are needed. In what follows, we will use the same notations as
in the proof of Theorem 2.2.
First, to prove that Sn(z)−ESn(z)→ 0 a.s., we use results of [5]. Namely, by A.2
in Chapter 9 of [14], non-zero eigenvalues of
Xnp =
1√
p+ n

 Op Ypn
Y⊤pn On


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are square roots of non-zero eigenvalues of n−1YpnY
⊤
pn multiplied by n/(p + n) and
their negatives, where Ok is the k×k zero matrix for k > 1. If the second matrix has
exactly j zero eigenvalues, then
Sn(z) =
1
p
p−j∑
k=1
1
λkn − z −
j
zp
=
1
2p
√
z
p−j∑
k=1
[
1√
λkn −
√
z
+
1
−√λkn −
√
z
]
− j
zp
,
where λkn, k = 1, . . . , p− j, are non-zero eigenvalues of n−1YpnY⊤pn and
√
z is chosen
in a way that
√
z ∈ C+ for z ∈ C+. Define
Ŝn(w) =
1
p+ n
tr(Xnp − wIp+n
)−1
, w ∈ C+.
Then
Ŝn(w) =
1
p+ n
p−j∑
k=1
[
1√
nλkn/(p+ n)− w
+
1
−√nλkn/(p+ n)− w
]
− n− p+ 2j
w(p+ n)
.
as well as
Sn(z) =
√
n(p+ n)
2p
√
z
Ŝn(wn) +
n− p
2zp
, wn =
√
nz/(p + n).
We now apply Proposition 12 from [5] (see also (41) in [5])
P(|Sn(z)−ESn(z)| > ε) = P
(∣∣Ŝn(wn)− EŜn(wn)∣∣ > 2εp√|z|/√n(p + n))
6 exp
{
− (p+ n)| Im(wn)|
2
2560(m+ 1)
· 4ε
2p2|z|
n(p+ n)
}
= exp
{
− n| Im(
√
z)|2
2560(m+ 1)
· 4ε
2p2|z|
n(p+ n)
}
= exp
{
− Kn
m+ 1
}
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with
K = K(n) =
4ε2y2|z Im(√z)|2
2560(y + 1)
+ o(1), n→∞.
If m = m(n) = o(n/ logn) as n→∞, the latter and the Borel-Cantelli lemma imply
that Sn(z)− ESn(z)→ 0 a.s. Analogously, we obtain that sn(z)− Esn(z)→ 0 a.s.
Then we proceed using the same arguments as in the proof of Theorem 2.2 till the
definition of Ikn, i.e.
Ikn = −
y⊤pkA
2
knypk/n
1 + y⊤pkAknypk/n
+
z⊤pkA
2
knzpk/n
1 + z⊤pkAknzpk/n
,
where Akn = Akn(z) = (Ckn − zIp)−1, 1 6 k 6 n. As in the proof of Theorem 2.2, we
finish the proof if we show that
1
p
n∑
k=1
E|Ikn| → 0. (12)
Applying (8), we arrive at
E|Ikn| = E(|Ikn| ∧ (2/v)) 6 E(|∆mkn| ∧ (2/v)) + E(|∆̂mkn| ∧ (2/v)),
where
∆mkn =
y⊤pkA
2
knypk/n
1 + y⊤pkAknypk/n
− tr(Σpk(A
m
kn)
2)/n
1 + tr(ΣpkAmkn)/n
,
∆̂mkn =
z⊤pkA
2
knzpk/n
1 + z⊤pkAknzpk/n
− tr(Σpk(A
m
kn)
2)/n
1 + tr(ΣpkA
m
kn)/n
.
Here Amkn = A
m
kn(z) = (C
m
kn − zIp)−1 and
Cmkn = Ckn −
1
n
k−1∑
i=k−2m+1
ypiy
⊤
pi −
1
n
k+2m−1∑
i=k+1
zpiz
⊤
pi, 1 6 k 6 n,
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where, for simplicity, we let ypi and zpi be zero vectors for all i such that
−2m+ 2 6 i 6 0 or n + 1 6 i 6 n + 2m− 1.
Note that Cmkn is independent of (ypk, zpk) for each k = 1, . . . , n because of the m-
dependence in {(ypk, zpk)}n+2m−1k=−2m+2.
It is shown in the proof of Theorem 2.2 that, for any ε > 0 and z ∈ C+,
1
p
n∑
k=1
E(|∆mkn| ∧ (2/v)) 6 C(v/|z|, 1/v)ε+
2
vp
n∑
k=1
P(Emkn),
where C = C(a, b) > 0 is given in Lemma 5.4, v = Im(z) > 0 and events Emkn = E
m
kn(ε)
are defined by
Emkn =
2⋃
j=1
{|y⊤pk(Akn)jypk − tr(Σpk(Amkn)j)| > εp}.
A similar bound is valid when E(|∆mkn| ∧ (2/v)) is replaced by E(|∆̂mkn| ∧ (2/v)), i.e.
1
p
n∑
k=1
E(|∆̂mkn| ∧ (2/v)) 6 C(v/|z|, 1/v)ε+
2
vp
n∑
k=1
P
(
Êmkn
)
,
where
Êmkn = Ê
m
kn(ε) =
2⋃
j=1
{|z⊤pk(Akn)jzpk − tr(Σpk(Amkn)j)| > εp}.
Thus, to verify (12), we need to prove that (for any fixed ε > 0)
1
p
n∑
k=1
[P(Emkn) + P(Ê
m
kn)]→ 0.
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Fix any ε > 0. Obviously, Emkn ⊆ Fmkn ∪Gmkn for
Fmkn =
2⋃
j=1
{|y⊤pk(Akn)jypk − y⊤pk(Amkn)jypk| > εp/2},
Gmkn =
2⋃
j=1
{|y⊤pk(Amkn)jypk − tr(Σpk(Amkn)j)| > εp/2}.
Lemma 5.6. If (A3) holds, then, for any ε,M > 0,
1
n
n∑
k=1
sup
Ap
P(|y⊤pkApypk − tr(ΣpkAp)| > εp)→ 0, n→∞,
where all suprema are taken over all complex p× p matrices Ap with ‖Ap‖ 6 M.
Using independence of ypk and (A
m
kn)
j , we infer from Lemmas 5.2 and 5.6 that
1
p
n∑
k=1
P
(
Gmkn
)
6
2
p
n∑
k=1
sup
Ap
P(|y⊤pkApypk − tr(ΣpkAp)| > εp/2)→ 0, n→∞,
where each suprema is taken over all complex p× p matrices Ap with spectral norms
‖Ap‖ 6 M = 1/(v ∧ v2) and we have used the fact that p/n→ y > 0.
Similarly, Êmkn ⊆ F̂mkn ∪ Ĝmkn for
F̂mkn =
2⋃
j=1
{|z⊤pk(Akn)jzpk − z⊤pk(Amkn)jzpk| > εp/2},
Ĝmkn =
2⋃
j=1
{|z⊤pk(Amkn)jzpk − tr(Σpk(Amkn)j)| > εp/2}.
By independence of zpk and (A
m
kn)
j, we derive from Lemma 5.2 that
1
p
n∑
k=1
P
(
Ĝmkn
)
6
2
p
n∑
k=1
sup
Ap
P(|z⊤pkApzpk − tr(ΣpkAp)| > εp/2),
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where each suprema is taken over all complex p× p matrices Ap with spectral norms
‖Ap‖ 6 M = 1/(v ∧ v2). It is shown in the proof of Proposition 2.1 that
P(|z⊤pkApzpk − tr(ΣpkAp)| > εp/2) 6 Emin
{16M2tr(Σ2pk)
(εp/2)2
, 1
}
.
To show that
1
p
n∑
k=1
P
(
Ĝmkn
)→ 0,
we only need to note that (A4) implies that, for any ε,M > 0,
1
p
n∑
k=1
Emin
{16M2tr(Σ2pk)
(εp/2)2
, 1
}
→ 0. (13)
Indeed, by (A4), for any γ > 0,
1
p
n∑
k=1
Emin
{16M2tr(Σ2pk)
(εp/2)2
, 1
}
6
n
p
64M2γ
ε2
+
1
p
n∑
k=1
P(tr(Σ2pk) > γp
2)
=
64M2γ
yε2
+ o(1).
This clearly implies (13). Additionally, by the Markov inequality,
1
p
n∑
k=1
[P(Fmkn) + P(F̂
m
kn)] 6
2
εp2
n∑
k=1
Jk
with
Jk =
2∑
j=1
(
E|y⊤pk(Akn)jypk − y⊤pk(Amkn)jypk|+ E|z⊤pk(Akn)jzpk − z⊤pk(Amkn)jzpk|
)
.
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To finish the proof of the theorem, we need to show that
1
p2
n∑
k=1
Jk → 0.
We need three additional lemmas.
Lemma 5.7. Let z ∈ C+, U be a real p×q matrix and C be a real symmetric positive
semi-definite p× p matrix. Then
‖(Iq + U⊤(C − zIp)−1U)−1‖ 6 |z|
Im(z)
.
Lemma 5.8. Let z ∈ C+, w ∈ Cq, U be a real p×q matrix and C be a real symmetric
positive semi-definite p× p matrix. Then
|w⊤Aw| 6 Im(z) + |z|| Im(z)|2 ‖w‖
2,
where A = (Iq + U
⊤(C − zIp)−1U)−1U⊤(C − zIp)−2U(Iq + U⊤(C − zIp)−1U)−1.
Lemma 5.9. Let z ∈ C+, y ∈ Cp, U be a real p×q matrix and C be a real symmetric
positive semi-definite p× p matrix. Then
2∑
j=1
|y⊤(C + UU⊤ − zIp)−jy − y⊤(C − zIp)−jy| 6 2(|z|+ 1)
2
| Im(z)|2
2∑
j=1
‖U⊤(C − zIp)−jy‖2.
Taking C = Cmkn and U to be p× (4m− 2) matrix with columns
n−1/2ypi, k − 2m+ 1 6 i 6 k − 1, and n−1/2zpi, k + 1 6 i 6 k + 2m− 1,
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in Lemma 5.9, we get Akn = (C + UU
⊤ − zIp)−1 and Amkn = (C − zIp)−1 as well as
2∑
j=1
E|y⊤pk(Akn)jypk − y⊤pk(Amkn)jypk| 6
2(|z|+ 1)2
v2
2∑
j=1
E‖U⊤(C − zIp)−jypk‖2
=
2(|z|+ 1)2
v2n
2∑
j=1
Qkj,
where
Qkj =
k−1∑
i=k−2m+1
E|y⊤pi(Amkn)jypk|2 +
k+2m−1∑
i=k+1
E|z⊤pi(Amkn)jypk|2, j = 1, 2.
By the same arguments,
2∑
j=1
E|z⊤pk(Akn)jzpk − z⊤pk(Amkn)jzpk| 6
2(|z|+ 1)2
v2n
2∑
j=1
Rkj,
where
Rkj =
k−1∑
i=k−2m+1
E|y⊤pi(Amkn)jzpk|2 +
k+2m−1∑
i=k+1
E|z⊤pi(Amkn)jzpk|2, j = 1, 2.
Let us estimate the sums Qkj and Rkj. There are two types of terms in Qkj and
Rkj . Namely, terms
E|y⊤pi(Amkn)jzpk|2 and E|y⊤pi(Amkn)jypk|2, k − 2m+ 1 6 i 6 k −m,
as well as
E|z⊤pi(Amkn)jzpk|2 and E|z⊤pi(Amkn)jypk|2, k +m 6 i 6 k + 2m− 1,
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have the form E|x⊤1 Ax2|2 for a p×p symmetric random matrix A and random vectors
x1, x2 in R
p such that (A, x1) is independent of x2. The rest terms have the form
E|x⊤1 Ax2|2 with (x1, x2) independent of A. In all cases, the spectral norm of A is
almost surely bounded by M = max{v−1, v−2} (see Lemma 5.2).
Let A be any complex symmetric random p × p matrix that is independent of
(ypj,ypl, zpj, zpl), 1 6 j < l 6 n and ‖A‖ 6 M a.s. Set A∗ = A⊤ = A and
Es = E(·|Fps ) for all 0 6 s 6 n− 1 for Fps defined in the beginning of Section 3. By
the construction of zpl = Σ
1/2
pl wpl and the law of iterated mathematical expectations,
E|y⊤pjAzpl|2 = Ey⊤pjA∗zplz⊤plAypj = Ey⊤pjA∗(Ejzplz⊤pl)Aypj =
=Ey⊤pjA
∗(EjΣpl)Aypj 6 E‖EjΣpl‖‖Aypj‖2 6 M2E‖EjΣpl‖‖ypj‖2.
Analogously, E|y⊤pjAypl|2 6 M2E‖Ejyply⊤pl‖‖ypj‖2 and
E|z⊤pjAzpl|2 6 M2E‖EjΣpl‖ ‖zpj‖2 =
=M2E‖EjΣpl‖ tr(Σ1/2pj wpjw⊤pjΣ1/2pj ) = M2E‖EjΣpl‖ tr(Σpj).
Let (A,ypj) be independent of (ypl, zpl), but A and ypj may be dependent. Then
E|y⊤pjAzpl|2 = Ey⊤pjA∗zplz⊤plAypj = Ey⊤pjA∗[E(Σ1/2pl wplw⊤plΣ1/2pl )]Aypj 6
6M2‖EΣpl‖E‖ypj‖2 = M2‖EΣpl‖tr(Eypjy⊤pj). (14)
Similarly, E|y⊤pjAypl|2 6 M2‖Eyplypl‖E‖ypj‖2.
29
Let (A, zpl) be independent of (ypj, zpj), but A and zpl may be dependent. Then
E|y⊤pjAzpl|2 = E|z⊤plAypj|2 = Ez⊤plA∗ypjy⊤pjAzpl = Ez⊤plA∗Eypjy⊤pjAzpl 6
6M2‖Eypjy⊤pj‖E‖zpj‖2 = M2‖Eypjy⊤pj‖tr(EΣpl). (15)
Similarly, E|z⊤pjAzpl|2 = E|z⊤plAzpj|2 6 M2‖EΣpj‖tr(EΣpl).
Combining obtained estimates, we have the following estimate
Qk1 +Qk2 +Rk1 +Rk2 6 2M
2(Sk1 + Sk2 + Sk3 + Sk4),
where
Sk1 =
∑
i:m6k−i<2m
(‖EΣpk‖+ ‖Eypkypk‖)E‖ypi‖2
Sk2 =
∑
i: 16k−i<m
E(‖EiΣpk‖+ ‖Eiypkypk‖)‖ypi‖2
Sk3 =
∑
i: 16i−k<m
E‖EkΣpi‖[‖ypk‖2 + tr(Σpk)]
Sk4 =
∑
i:m6k−i<2m
(‖EΣpk‖+ ‖Eypkypk‖)tr(EΣpi).
Define
Tn1 =
∑
E(‖EkΣpl‖+ ‖Ekyply⊤pl‖)tr
(
ypky
⊤
pk + Σpk)
with the sum taken over all (k, l) with 1 6 k < l 6 n and l < k +m and
Tn2 =
∑
(‖EΣpl‖+ ‖Eyply⊤pl‖)tr
(
Eypky
⊤
pk + EΣpk
)
with the sum taken over all (k, l) with 1 6 k, l 6 n and m 6 |k − l| < 2m.
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The above estimates imply that
1
p2
n∑
k=1
Jk 6
4(|z|+ 1)2M2
v2p2n
n∑
k=1
2∑
j=1
(Qkj +Rkj) 6
8(|z|+ 1)2M2
v2p2n
(Tn1 + Tn2).
Using (A5) and n/p→ 1/y > 0, we get that
1
p2
n∑
k=1
Jk → 0.
This finishes the proof of the theorem. Q.e.d.
Proof of Proposition 3.2. Since there are O(nm) terms in each sum appearing in
(A5), we will verify (A5) if we show that
‖ElΣpk‖ 6 El‖Ek−1Σpk‖ and ‖Elypky⊤pk‖ 6 El‖Ek−1ypky⊤pk‖
for any 0 6 l < k 6 n. All these inequalities follow from Jensen’s inequality and the
convexity of the spectral norm (alternatively, see E.1.Theorem in [14]). Q.e.d.
Proof of Theorem 3.3. By the definition of Ln, Ŷpn = YpnL
⊤
n and Ẑpn = ZpnL
⊤
n
are random matrices with m-dependent columns
∑
j: k−m<j6k
lkjypj and
∑
j: k−m<j6k
lkjzpj, k = 1, . . . , n,
where yp1, . . . ,ypn and zp1, . . . , zpn are columns of Ypn and Zpn correspondingly.
Therefore, we can proceed along the proof of Theorem 3.1 to show that
Sn(z)− ESn(z)→ 0 and sn(z)− Esn(z)→ 0 a.s., n→∞,
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where
Sn(z) = p
−1tr
(
n−1YpnL
⊤
nLnY
⊤
pn − zIp
)−1
,
sn(z) = p
−1tr
(
n−1ZpnL
⊤
nLnZ
⊤
pn − zIp
)−1
.
Next we will use Lindeberg’s method as in the proofs of Theorem 2.2 and 3.1 to
prove that ESn(z) − Esn(z) → 0 as n → ∞. Assume w.l.o.g. that {(ypk,Σpk)}nk=1
are independent copies of (yp,Σp) as well as zpk = Σ
1/2
pk wpk for all 1 6 k 6 n, where
{wpk}nk=1 are independent standard normal vectors in Rp that are also independent
of {(ypk,Σpk)}nk=1.
We have |Sn(z)− sn(z)| 6
∑n
k=1 |Ikn|/p, where
Ikn = tr
(
n−1YkpnL
⊤
nLn(Y
k
pn)
⊤ − zIp
)−1 − tr(n−1Yk−1pn L⊤nLn(Yk−1pn )⊤ − zIp)−1
for p×n matrices Ykpn defined as follows: Y0pn = Zpn, Ynpn = Ypn, and Ykpn is a matrix
with columns
ypj, 1 6 j 6 k, and zpj, k < j 6 n,
for all 1 6 k < n.
Let further ypj and zpj be zero vectors and lkj = 0 whenever k, j do not belong to
the set {1, . . . , n}. Since
AL⊤nLnA
⊤ =
n∑
k=1
( ∑
j: k−m<j6k
lkjaj
)( ∑
j: k−m<j6k
lkjaj
)⊤
.
for any p × n matrix A with columns a1, . . . , an, there are symmetric positive semi-
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definite p× p matrices Ckn, 1 6 k 6 n, such that
1
n
Yk−1pn L
⊤
nLn(Y
k−1
pn )
⊤ = Ckn +
1
n
k+m−1∑
s=k
zkps(z
k
ps)
⊤,
1
n
YkpnL
⊤
nLn(Y
k
pn)
⊤ = Ckn +
1
n
k+m−1∑
s=k
ykps(y
k
ps)
⊤,
where
zkps =
∑
j: s−m<j<k
lsjypj + lskzpk +
∑
j:k<j6s
lsjzpj,
ykps =
∑
j: s−m<j<k
lsjypj + lskypk +
∑
j: k<j6s
lsjzpj.
By this definition, Ckn is independent of (ypk, zpk) for any fixed k = 1, . . . , n.
Denote by Ukn and Vkn random p×m matrices with columns
n−1/2zkps, k 6 s 6 k +m− 1, and n−1/2ykps, k 6 s 6 k +m− 1,
correspondingly. Then
tr
(
n−1YkpnL
⊤
nLn(Y
k
pn)
⊤ − zIp
)−1
= tr
(
Ckn + VknV
⊤
kn − zIp
)−1
,
tr
(
n−1Yk−1pn L
⊤
nLn(Y
k−1
pn )
⊤ − zIp
)−1
= tr
(
Ckn + UknU
⊤
kn − zIp
)−1
.
By the Sherman-Morrison-Woodbury formula,
tr(C + UU⊤ − zIp)−1 =
= tr(C − zIp)−1 − tr
(
(C − zIp)−1U(Iq + U⊤(C − zIp)−1U)−1U⊤(C − zIp)−1
)
= tr(C − zIp)−1 − tr
(
U⊤(C − zIp)−2U(Iq + U⊤(C − zIp)−1U)−1
)
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for any real symmetric p× p matrix C and all real p× q matrices U . Hence, adding
and subtracting tr(Ckn − zIp)−1 to Ikn yield
Ikn =tr
(
U⊤knA
2
knUkn(Im + U
⊤
knAknUkn)
−1
)− tr(V ⊤knA2knVkn(Im + V ⊤knAknVkn)−1),
where we set Akn = Akn(z) = (Ckn − zIp)−1, 1 6 k 6 n.
Lemma 5.10. Let z ∈ C+, U be a real p × q matrix and C be a real symmetric
positive semi-definite p× p matrix. Then
|tr(U⊤A2U(Iq + U⊤AU)−1)| 6 q(|z|+ Im(z))|z| Im(z) ,
where A = (C − zIp)−1.
Lemma 5.11. Let z ∈ C+, U and V be real p×q matrices and C be a real symmetric
positive semi-definite p× p matrix. Then
|tr(U⊤A2U(Iq + U⊤AU)−1)− tr(V ⊤A2V (Iq + V ⊤AV )−1)| 6
6 K
2∑
j=1
‖U⊤AjU − V ⊤AjV ‖+K‖U⊤AU − V ⊤AV ‖‖U⊤AA∗U − V ⊤AA∗V ‖1/2,
where K = K(q, z) = q(|z|+ 1)3/2/| Im(z)|2, A = (C − zIp)−1 and A∗ = (C − zIp)−1.
In view of Lemma 5.10, we finish the proof if we show that
1
p
n∑
k=1
E|Ikn| = 1
p
n∑
k=1
E(|Ikn| ∧ a)→ 0, n→∞, (16)
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for a = 2m(|z|+ v)/(v|z|) and v = Im(z) > 0. Fix any ε > 0 and define
Dkn =
2⋂
j=1
{‖U⊤knAjknUkn−V ⊤knAjknVkn‖ 6 ε}∩{‖U⊤knAknA∗knUkn−V ⊤knAknA∗knVkn‖ 6 ε}.
By Lemma 5.11,
1
p
n∑
k=1
E(|Ikn| ∧ a) =1
p
n∑
k=1
E(|Ikn| ∧ a)I(Dkn) + 1
p
n∑
k=1
E(|Ikn| ∧ a)I
(
Dkn
)
6
1
p
n∑
k=1
E|Ikn|I(Dkn) + a
p
n∑
k=1
P
(
Dkn
)
6
n
p
K(m, z)(2ε+ ε3/2) +
a
p
n∑
k=1
P
(
Dkn
)
.
Since n/p→ 1/y > 0, to prove (16) we need to show that, for any fixed ε > 0,
1
p
n∑
k=1
P
(
Dkn
)→ 0.
Due to Lemma 5.2, it is clear that ‖Akn‖ 6 M , ‖A2kn‖ 6 M and ‖AknA∗kn‖ 6 M a.s.
for M = max{v−1, v−2}. Moreover, Akn, A2kn and AknA∗kn = ((Ckn − uIp)2 + v2Ip)−1
are symmetric matrices. As a result,
P
(
Dkn) 6 3 sup
Bpk
P(‖U⊤knBpkUkn − V ⊤knBpkVkn‖ > ε),
where the supremum is taken over all complex symmetric p× p random matrices Bpk
such that ‖Bpk‖ 6 M a.s. and Bpk (with (ypj, zpj), j 6= k) is independent of (ypk, zpk).
Recalling the definitions of Ukn and Vkn, we write Ukn = ÛknL
⊤
kn and Vkn = V̂knL
⊤
kn,
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where
Lkn =


lk,k−m+1 . . . lkk 0 . . . 0
0 lk+1,k−m+1 . . . lk+1,k+1 0 . . .
. . .
. . . 0 lk+m−1,k . . . lk+m−1,k+m−1


is real m× (2m− 1) matrix, Ûkn is a p× (2m− 1) matrix with columns
n−1/2ypj, k −m+ 1 6 j < k, and n−1/2zpj, k 6 j 6 k +m− 1,
and V̂kn is a p× (2m− 1) matrix with columns
n−1/2ypj, k −m+ 1 6 j 6 k, and n−1/2zpj, k < j 6 k +m− 1.
By the assumption of Theorem 3.3, entries of Ln are uniformly bounded over n.
In addition, Lkn, 1 6 k 6 n, is a submatrix of Ln which size does not depend on n
and is equal to m× (2m− 1). Therefore,
S = sup{‖Lkn‖‖L⊤kn‖ : n > 1, k = 1, . . . , n} <∞.
Hence,
‖U⊤knBpkUkn − V ⊤knBpkVkn‖ =‖Lkn(Û⊤knBpkÛkn − V̂ ⊤knBpkV̂kn)L⊤kn‖
6S‖Û⊤knBpkÛkn − V̂ ⊤knBpkV̂kn‖.
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For any p× p matrix A and any p× (2m− 1) matrix U with columns u1, . . . , u2m−1,
U⊤AU = (u⊤i Auj)
2m−1
i,j=1 .
Hence, applying the bound
‖Q‖2 6 ‖Q∗Q‖ 6 tr(Q∗Q) =
d∑
i,j=1
|qij|2
valid for any complex d× d matrix Q = (qij)di,j=1, we get
‖Û⊤knBpkÛkn − V̂ ⊤knBpkV̂kn‖ 6
(
Jkn + |y⊤pkBpkypk − z⊤pkBpkzpk|2/n2
)1/2
6
√
Jkn + |y⊤pkBpkypk − z⊤pkBpkzpk|/n
where
Jkn =
2
n2
k−1∑
i=k−m+1
|y⊤piBpkypk − y⊤piBpkzpk|2 +
2
n2
k+m−1∑
i=k+1
|z⊤piBpkypk − z⊤piBpkzpk|2.
Gathering together these bounds,
P(‖U⊤knBpkUkn−V ⊤knBpkVkn‖ > ε) 6 P(‖Û⊤knBpkÛkn − V̂ ⊤knBpkV̂kn‖ > ε/S)
6P(J
1/2
kn > ε/(3S)
)
+ P(|z⊤pkBpkzpk − tr(ΣpkBpk)| > ε/(3S))
+ P(|y⊤pkBpkypk − tr(ΣpkBpk)| > ε/(3S))
6
9S2
ε2
EJkn + sup
Ap
P(|z⊤p Apzp − tr(ΣpAp)| > ε/(3S))
+ sup
Ap
P(|y⊤p Apyp − tr(ΣpAp)| > ε/(3S)),
where the supremum is taken over all complex p× p matrices Ap with ‖Ap‖ 6 M.
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By (A1) and Lemma 5.3,
sup
Ap
P(|y⊤p Apyp − tr(ΣpAp)| > ε/(3S)) = o(1), p→∞.
By (A2) and Proposition 2.1,
sup
Ap
P(|z⊤p Apzp − tr(ΣpAp)| > ε/(3S)) = o(1).
All these bounds guarantee that (for fixed ε > 0 and Dkn = Dkn(ε))
1
p
n∑
k=1
P
(
Dkn
)→ 0
whenever m is fixed, n→∞, p/n→ y > 0, and
1
p
n∑
k=1
sup
Bpk
EJkn → 0.
Thus we need to verify the last relation in order to finish the proof of the theorem.
By the Cauchy inequality,
EJkn 6
4
n2
k−1∑
i=k−m+1
(
E|y⊤piBpkypk|2 + E|y⊤piBpkzpk|2
)
+
4
n2
k+m−1∑
i=k+1
(
E|z⊤piBpkypk|2 + E|z⊤piBpkzpk|2
)
.
Using independence of (ypk, zpk) and (ypi, zpi, Bpk), i 6= k, inequality ‖Bpk‖ 6 M a.s.
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and arguing as in the end of the proof of Theorem 3.1 (see (14) and (15)),
E|y⊤piBpkypk|2 6 M2‖Eypky⊤pk‖tr(Eypiy⊤pi) =M2‖Eypy⊤p ‖tr(Eypy⊤p ),
E|z⊤piBpkypk|2 6 M2‖Eypky⊤pk‖tr(EΣpi) = M2‖Eypy⊤p ‖tr(EΣp),
E|y⊤piBpkzpk|2 6 M2‖EΣpk‖tr(Eypiy⊤pi) =M2‖EΣp‖tr(Eypy⊤p ),
E|z⊤piBpkzpk|2 6 M2‖EΣpk‖tr(EΣpi) = M2‖EΣp‖tr(EΣp).
It now follows from (A6) and (31) that
1
p
n∑
k=1
sup
Bpk
EJkn 6
4M2(m− 1)
pn
(‖EΣp‖+ ‖Eypy⊤p ‖)tr(EΣp + Eypy⊤p ) = o(1).
This finishes the proof of the theorem. Q.e.d.
Proof of Theorem 4.1. We will prove the first inequality by the same arguments
as in the proof of Theorem 3 in [6]. Write a = (a1, . . . , ap). By Lemma 1 in [6],
|(x⊤p a)4 − 24T | 6 C0
2∑
j=0
|x⊤p a|j|S|4−j,
where C0 > 0 is a universal constant,
T =
∑
i<j<k<l
aiajakalXiXjXkXl, S =
( p∑
i=1
a2iX
2
i
)1/2
,
hereinafter i, j, k, l are any numbers in {1, . . . , p}. Hence, by Minkowski’s inequality,
E(x⊤p a)
4
624ET + C0
2∑
j=0
E|x⊤p a|j |S|4−j
624ET + C0
2∑
j=0
[E(x⊤p a)
4]j/4(ES4)1−j/4.
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By the Cauchy-Schwartz and (3),
|ET | 6
∑
i<j<k<l
|aiajakal|min{ϕj−i, ϕk−j, ϕl−k} 6
√
J1J2
with
J1 =
∑
i<j<k<l
a2ia
2
j min{ϕk−j, ϕl−k}, J2 =
∑
i<j<k<l
a2ka
2
l min{ϕj−i, ϕk−j}.
In addition,
J1 6
∑
i<j
a2i a
2
j
∑
k: k>j
(
(k − j)ϕk−j +
∑
l: l−k>k−j
ϕl−k
)
6
6
‖a‖4
2
Φ1 +
‖a‖4
2
∞∑
q=1
∞∑
r=q+1
ϕr =
=
‖a‖4
2
Φ1 +
‖a‖4
2
∞∑
r=2
(r − 1)ϕr 6 Φ1‖a‖4.
Similar arguments yield
J2 6
∑
k<l
a2ka
2
l
∑
j: j<k
(
(k − j)ϕk−j +
∑
i: j−i>k−j
ϕj−i
)
6 Φ1‖a‖4.
Let us also note that
E|S|4 =
p∑
i,j=1
a2ia
2
jEX
2
i X
2
j 6 Φ0‖a‖4.
Combining the above estimates, we infer that
E(x⊤p a)
4
6 24(Φ0 + Φ1)‖a‖4 + C0
2∑
j=0
[E(x⊤p a)
4]j/4((Φ0 + Φ1)‖a‖4)1−j/4.
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Put R = (E(x⊤p a)
4)1/4(Φ0 + Φ1)
−1/4/‖a‖. Then
R4 6 24 + C0 + C0R + C0R
2.
Hence, R 6 R0, where R0 > 0 is the largest root of the equation
x4 = 24 + C0 + C0x+ C0x
2.
Finally we conclude that E|x⊤a|4 6 R40(Φ0 + Φ1)‖a‖4.
We now verify the second inequality. Let A = (aij)
p
i,j=1 and aii = 0, 1 6 i 6 p.
Since x⊤p Axp = x
⊤
p Bxp and
tr(BB⊤) =
p∑
i,j=1
(aij + aji
2
)2
6
p∑
i,j=1
a2ij + a
2
ji
2
=
p∑
i,j=1
a2ij = tr(AA
⊤) (17)
for B = (A⊤ + A)/2, we may assume that A = A⊤. Then
E|x⊤p Axp|2 = 4E
∣∣∣ p−1∑
i=1
Xi
p∑
k=i+1
aikXk
∣∣∣2
=4
p−1∑
i=1
EX2i
∣∣∣ p∑
k=i+1
aikXk
∣∣∣2 + 8∑
i<j
EXiXj
( p∑
k=i+1
aikXk
)( p∑
k=j+1
ajkXk
)
=4I1 + 8I2 + 8I3 + 8I4,
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where
I1 =
p−1∑
i=1
EX2i
∣∣∣ p∑
k=i+1
aikXk
∣∣∣2,
I2 =
∑
i<j
EXi
( j−1∑
k=i+1
aikXk
)
Xj
( p∑
k=j+1
ajkXk
)
,
I3 =
∑
i<j
aijEXiX
2
j
( p∑
k=j+1
ajkXk
)
,
I4 =
∑
i<j
EXiXj
( p∑
k=j+1
aikXk
)( p∑
k=j+1
ajkXk
)
and sums over the empty set are zeros.
Control of I1. By the Cauchy-Schwartz inequality and the first part of Theorem 4.1,
I1 6
p−1∑
i=1
√
EX4i
(
E
∣∣∣ p∑
k=i+1
aikXk
∣∣∣4)1/2
6C(Φ0 + Φ1)
p−1∑
i=1
p∑
k=i+1
a2ik
= C(Φ0 + Φ1)
tr(A2)
2
Control of I2. By the Cauchy-Schwartz inequality and (3),
I2 6
∑
i<k<j<l
|aikajl| |EXiXkXjXl|
6
∑
i<k<j<l
|aikajl|min{ϕk−i, ϕj−k, ϕl−j}
6
√
I5I6,
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where
I5 =
∑
i<k<j<l
a2ikmin{ϕj−k, ϕl−j}, I6 =
∑
i<k<j<l
a2jlmin{ϕk−i, ϕj−k}.
Additionally,
I5 6
∑
i<k
a2ik
∑
j: j>k
(
(j − k)ϕj−k +
∑
l: l−j>j−k
ϕl−j
)
6
tr(A2)
2
Φ1 +
tr(A2)
2
∞∑
q=1
∞∑
r=q+1
ϕr =
=
tr(A2)
2
Φ1 +
tr(A2)
2
∞∑
r=2
(r − 1)ϕr 6 tr(A2)Φ1.
We similarly derive that
I6 6
∑
j<l
a2jl
∑
k: k<j
(
(j − k)ϕj−k +
∑
i: k−i>j−k
ϕk−i
)
6 tr(A2)Φ1.
Hence, I2 6 tr(A
2)Φ1.
Control of I3. By the Cauchy-Schwartz inequality and the first part of Theorem 4.1,
I3 =
p−1∑
j=2
EX2j
( j−1∑
i=1
aijXi
)( p∑
k=j+1
ajkXk
)
6
p−1∑
j=2
√
EX4j
[
E
( j−1∑
i=1
aijXi
)4
E
( p∑
k=j+1
ajkXk
)4]1/4
6
√
C(Φ0 + Φ1)I7I8,
where
I7 =
p−1∑
j=2
[
E
( j−1∑
i=1
aijXi
)4]1/2
, I8 =
p−1∑
j=2
[
E
( p∑
k=j+1
ajkXk
)4]1/2
.
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By the first inequality in Theorem 4.1,
I7 6 K
p−1∑
j=2
j−1∑
i=1
a2ij 6
Ktr(A2)
2
, I8 6 K
p−1∑
j=2
p∑
k=j+1
a2jk 6
Ktr(A2)
2
,
where K =
√
C(Φ0 + Φ1). As a result, I3 6 C(Φ0 + Φ1)tr(A
2)/2.
Control of I4. We have I4 = I9 + I10 + I11, where
I9 =
∑
i<j<k
E(aikXi)(ajkXj)X
2
k , I10 =
∑
i<j<k<l
aikajlEXiXjXkXl,
I11 =
∑
i<j<k<l
ailajkEXiXjXkXl.
By the first inequality in Theorem 4.1,
I9 =
1
2
p∑
k=3
E
( k−1∑
i=1
aikXi
)2
X2k −
1
2
p∑
k=3
EX2k
k−1∑
i=1
a2ikX
2
i
6
1
2
p∑
k=3
[
E
( k−1∑
i=1
aikXi
)4]1/2√
EX4k
6 C(Φ0 + Φ1)
p∑
k=3
k−1∑
i=1
a2ik
2
6 C(Φ0 + Φ1)
tr(A2)
4
.
We will estimate I10 and I11 in the same way as I2. It follows from the Cauchy-
Schwartz inequality that I10 6
√
I12I13 and I11 6
√
I14I15 with
I12 =
∑
i<j<k<l
a2ikmin{ϕj−i, ϕl−k}, I13 =
∑
i<j<k<l
a2jlmin{ϕj−i, ϕl−k},
I14 =
∑
i<j<k<l
a2ilmin{ϕj−i, ϕl−k}, I15 =
∑
i<j<k<l
a2jkmin{ϕj−i, ϕl−k},
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As previously, we have
I12 6
∑
i<k
a2ik
∑
j: i<j<k
(
(j − i)ϕj−i +
∑
l: l−k>j−i
ϕl−k
)
6 tr(A2)Φ1,
I13 6
∑
j<l
a2jl
∑
k: j<k<l
(
(l − k)ϕl−k +
∑
i: j−i>l−k
ϕj−i
)
6 tr(A2)Φ1,
I14 6
∑
i<l
a2il
∑
k: i<k<l
(
(l − k)ϕl−k +
∑
j: j−i>l−k, j<k
ϕj−i
)
6 tr(A2)Φ1,
I15 6
∑
j<k
a2jk
∑
i: i<j
(
(j − i)ϕj−i +
∑
l: l−k>j−i
ϕl−k
)
6 tr(A2)Φ1.
Thus, I4 6 C(Φ0 + Φ1)tr(A
2)/4 + 2tr(A2)Φ1.
Combining all above estimates, we get
E|x⊤p Axp|2 6 (8C(Φ0 + Φ1) + 24Φ1)tr(A2).
Q.e.d.
Proof of Theorem 4.3. Let A = (aij)
p
i,j=1 and D be the p×p diagonal matrix with
diagonal entries a11, . . . , app. By Theorem 4.1,
E|x⊤p (A−D)xp|2 6 C(Φ0 + Φ1)tr((A−D)(A−D)⊤).
In addition, tr(ΣpA) = tr(ΣpD) for the diagonal matrix Σp with diagonal entries
EX21 , . . . ,EX
2
p as well as
E|x⊤p Axp − tr(ΣpA)|2 6 2E|x⊤pDxp − tr(ΣpD)|2 + 2E|x⊤p (A−D)xp|2.
Since
tr(AA⊤) = tr((A−D)(A−D)⊤) + tr(D2),
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we only need to bound E|x⊤pDxp − tr(ΣpD)|2 from above by tr(D2) up to a constant
factor. Write D = D1 − D2, where Di are diagonal matrices with non-negative
diagonal elements. Since
E|x⊤pDxp − tr(ΣpD)|2 6 2
2∑
i=1
E|x⊤pDixp − tr(ΣpDi)|2,
we may assume w.l.o.g. that diagonal elements of D are non-negative.
We see that
E|x⊤p Dxp − tr(ΣpD)|2 =E
∣∣∣ p∑
i=1
aii(X
2
i − EX2i )
∣∣∣2
=
p∑
i=1
a2iiVar(X
2
i ) +
∑
i 6=j
aiiajjCov(X
2
i , X
2
j )
6Φ0tr(D
2) +
∑
i 6=j
a2ii + a
2
jj
2
φ|i−j|
6Φ0tr(D
2) +
p∑
i=1
a2ii
∑
j:j 6=i
φ|i−j|
62tr(D2)
(
Φ0 +
∞∑
k=1
φk
)
= 2(Φ0 + Φ2)tr(D
2).
Combining the above bounds, we get the desired inequality. Q.e.d.
Proof of Theorem 4.5. As in the proof of Theorem 4.1, we may assume that
A is symmetric (see (17)). Note that
Vk =
( k−1∑
i=1
aikXi
)
Xk, 2 6 k 6 p,
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is a martingale difference sequence and
x⊤p Axp = 2
∑
16i<k6p
aikXiXk = 2
p∑
k=2
Vk,
we infer
E
∣∣∣ p∑
k=2
Vk
∣∣∣2 = p∑
k=2
EV 2k =
p∑
k=2
E
( k−1∑
i=1
aikXi
)2
E(X2k |X1, . . . , Xk−1) 6
6 M
p∑
k=2
E
( k−1∑
i=1
aikXi
)2
= M2
p∑
k=2
k−1∑
i=1
a2ik 6
M2tr(A2)
2
.
The latter implies the desired bound. Q.e.d.
Proof of Theorem 4.6. Write A = (aik)
p
i,k=1. As in the proof of Theorem 4.1, we
may assume that A is symmetric (see (17)). We have
x⊤p Axp =
p∑
k=1
akkX
2
k +
∑
i 6=k
aikXiXk
and, by the Cauchy-Schwartz inequality,
E|x⊤p Axp − tr(A)| 6 E
∣∣∣ p∑
k=1
akk(X
2
k − 1)
∣∣∣+ (E∣∣∣∑
i 6=k
aikXiXk
∣∣∣2)1/2.
By the Burkholder-Davis-Gundy inequality,
E
∣∣∣ p∑
k=1
akk(X
2
k − 1)
∣∣∣ 6CE∣∣∣ p∑
k=1
a2kk(X
2
k − 1)2
∣∣∣1/2,
where C is a universal constant. Using inequality
√
x+ y 6
√
x+
√
y, x, y > 0, (18)
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we derive that
E
∣∣∣ p∑
k=1
a2kk(X
2
k − 1)2
∣∣∣1/2 6 I1 + I2,
where
I1 =E
∣∣∣ p∑
k=1
a2kk(X
2
k − 1)2I(|X2k − 1| 6 b2)
∣∣∣1/2,
I2 =E
∣∣∣ p∑
k=1
a2kk(X
2
k − 1)2I(|X2k − 1| > b2)
∣∣∣1/2.
By Jensen’s inequality,
I1 6
∣∣∣ p∑
k=1
a2kkE(X
2
k − 1)2I(|X2k − 1| 6 b2)
∣∣∣1/2 6 b√2 tr(AA⊤).
Here we also used that
E(X2k − 1)2I(|X2k − 1| 6 b2) 6 b2E|X2k − 1| 6 2b2, 1 6 k 6 n.
In addition, it follows from (18) that
I2 6
p∑
k=1
|akk|E|X2k − 1|I(|X2k − 1| > b2).
By Theorem 4.5,
E
∣∣∣∑
i 6=k
aikXiXk
∣∣∣2 6 2tr(AA⊤).
Combining the above estimates, we get the desired result. Q.e.d.
Proof of Corollary 4.8. If yp ∈ Xp, then Γpnxn → yp in probability and in mean
square as n→∞ for some p× n matrices Γpn and xn = (X1, . . . , Xn).
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Since (Xk)k>1 is an orthonormal sequence, we have
ΓpnΓ
⊤
pn = E(Γpnxn)(Γpnxn)
⊤ → Eypy⊤p = Σp,
x⊤n (Γ
⊤
pnApΓpn)xn = (Γpnxn)
⊤ApΓpnxn
p→ y⊤p Apyp
and tr(Γ⊤pnApΓpn) = tr(ΓpnΓ
⊤
pnAp) → tr(ΣpAp) as n → ∞. We need the following
version of Fatou’s lemma:
If ξn
p→ ξ, then E|ξ| 6 lim
n→∞
E|ξn|. (19)
By this lemma and Theorem 4.3,
E|y⊤p Apyp − tr(ΣpAp)|2 6 lim
n→∞
E|x⊤n (Γ⊤pnApΓpn)xn − tr(Γ⊤pnApΓpn)|2
6 lim
n→∞
C(Φ0 + Φ1 + Φ2)tr(Γ
⊤
pnApΓpnΓ
⊤
pnApΓpn)
Note that
tr(Γ⊤pnApΓpnΓ
⊤
pnApΓpn) = tr(ΓpnΓ
⊤
pnApΓpnΓ
⊤
pnAp)→ tr(ΣpApΣpAp).
Let A
1/2
p be the principal square root of Ap. Then
R := tr(ΣpApΣpAp) = tr(A
1/2
p ΣpApΣpA
1/2
p ).
Since ‖Ap‖Ip−Ap is positive semi-definite, then Q⊤(‖Ap‖Ip−Ap)Q is positive semi-
definite for any matrix Q. Taking Q = ΣpA
1/2
p , we get
R = tr(Q⊤ApQ) 6 ‖Ap‖tr(Q⊤Q) = ‖Ap‖tr(QQ⊤) = ‖Ap‖tr(ΣpApΣp). (20)
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Analogously, tr(ΣpApΣp) 6 ‖Ap‖tr(Σ2p). Hence, we obtain the desired bound.
In particular, we get that
E|[y⊤p Apyp − tr(ΣpAp)]/p|2 = O(‖Ap‖2tr(Σ2p)/p2), p→∞.
Thus (A1) holds when (A2) holds. Q.e.d.
Proof of Corollary 4.9. Arguing as in the proof of Corollary 4.8 and using the
same notation, we derive
E|y⊤p Apyp − tr(ΣpAp)| 6 lim
n→∞
E|x⊤n (Γ⊤pnApΓpn)xn − tr(Γ⊤pnApΓpn)|
If Ap is a symmetric positive semi-definite matrix, then Bn = Γ
⊤
pnApΓpn has the same
properties. Particularly, diagonal entries of Bn are non-negative. Theorem 4.6 yields
E|x⊤nBnxn − tr(Bn)| 6 Cb
√
tr(BnB⊤n ) + CL(b)tr(Bn)
for all b, n > 1, some universal constant C > 0 and
L(b) = sup
k>1
E|X2k − 1|I(|X2k − 1| > b2).
As in the proof of Corollary 4.8, we get
lim
n→∞
tr(BnB
⊤
n ) = tr(ΣpApΣpAp) 6 ‖Ap‖2tr(Σ2p),
lim
n→∞
tr(Bn) = tr(ΣpAp) 6 ‖Ap‖tr(Σp).
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Thus we have proven that
E|y⊤p Apyp − tr(ΣpAp)| 6 Cb‖Ap‖
√
tr(Σ2p) + CL(b)‖Ap‖tr(Σp).
Take any sequence of symmetric positive semi-definite p × p matrices Ap with
‖Ap‖ = O(1) (p = 1, 2, . . .) and assume that tr(Σ2p) = o(p2) holds and tr(Σp) = O(p).
Then, for any b > 1,
E|[y⊤p Apyp − tr(ΣpAp)]/p| 6 o(1) + L(b)Tp, p→∞,
where Tp = O(1) does not depend on b. If {X2k}∞k=1 is a uniformly integrable family,
then L(b)→ 0 as b→∞, since
E|X2k − 1|I(|X2k − 1| > b2) 6 2EX2kI(X2k > b2 + 1) 6 2EX2kI(|Xk| > b)→ 0
uniformly in k as b→∞. As a result, we conclude that (A1) holds. Q.e.d.
A Appendix
Proof of Proposition 2.1. We need to show that
P(|y⊤p Apyp − tr(ΣpAp)| > εp) 6 Emin
{
16M2tr(Σ2p)(εp)
−2, 1
}
(21)
for any ε,M > 0 and each complex p × p matrix Ap with ‖Ap‖ 6 M. In particular,
this inequality implies that (A1) holds when (A2) holds.
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By Chebyshev’s inequality,
P(|y⊤p Apyp − tr(ΣpAp)| > εp) =EP(|y⊤p Apyp − tr(ΣpAp)| > εp|Σp)
6Emin
{
E(|y⊤p Apyp − tr(ΣpAp)|2|Σp)(εp)−2, 1
}
.
Write Ap = Ap1 + iAp2 for real p× p matrices Apj, j = 1, 2. Then
|y⊤p Apyp − tr(ΣpAp)|2 =
2∑
j=1
|y⊤p Apjyp − tr(ΣpApj)|2.
We have
y⊤p Apjyp = y
⊤
p A
⊤
pjyp = y
⊤
p Cpjyp,
tr(ΣpApj) = tr(A
⊤
pjΣ
⊤
p ) = tr(A
⊤
pjΣp) = tr(ΣpA
⊤
pj) = tr(ΣpCpj),
where Cpj = (A
⊤
pj + Apj)/2 and j = 1, 2. Hence,
|y⊤p Apjyp − tr(ΣpApj)| = |y⊤p Cpjyp − tr(ΣpCpj)|.
Let us show that ‖Cpj‖ 6 M for j = 1, 2. Using standard properties of the
spectral norm, we derive
‖Apj‖ =
√
‖A⊤pjApj‖ =
√
‖ApjA⊤pj‖ = ‖A⊤pj‖ and ‖Cpj‖ 6
‖Apj‖+ ‖A⊤pj‖
2
= ‖Apj‖.
Thus we will prove that ‖Cpj‖ 6 M if we show that ‖Apj‖ 6 M (for each j = 1, 2).
The spectral norm ‖Apj‖ is the square root of the largest eigenvalue λ of A⊤pjApj.
It is attained by the corresponding (real) eigenvector of A⊤pjApj, i.e. ‖Apj‖ =
√
λ =
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‖Apjx‖ whenever (A⊤pjApj)x = λx for x ∈ Rp having ‖x‖ = 1. The latter implies that
‖Apj‖ = sup
x∈Rp: ‖x‖=1
‖Apjx‖ 6 sup
x∈Rp: ‖x‖=1
‖Apx‖ 6
6 sup
y∈Cp: ‖y‖=1
‖Apy‖ = ‖Ap‖ 6 M. (22)
As a result, to prove (21) we need to verify that
E(|y⊤p Cpyp − tr(ΣpCp)|2|Σp) 6 8M2tr(Σ2p) a.s.
for any real symmetric p × p matrix Cp with ‖Cp‖ 6 M . Any such matrix can be
represented as Cp = Dp1−Dp2 for real symmetric positive semi-definite p×p matrices
Dpj, j = 1, 2, with ‖Dpj‖ 6 ‖Cp‖. Additionally, by the Cauchy inequality,
|y⊤p Cpyp − tr(ΣpCp)|2 6 2
2∑
j=1
|y⊤p Dpjyp − tr(ΣpDpj)|2.
Thus, to prove (21) we need to verify that
E(|y⊤p Dpyp − tr(ΣpDp)|2|Σp) 6 2M2tr(Σ2p) a.s.
for any real symmetric positive semi-definite p× p matrix Dp with ‖Dp‖ 6 M .
Let Bp = Σ
1/2
p DpΣ
1/2
p . Recalling that yp = Σ
1/2
p wp, we have y
⊤
p Dpyp = w
⊤
p Bpwp,
tr(ΣpDp) = tr(Bp) and tr(B
2
p) = tr(ΣpDpΣpDp) 6 ‖Dp‖2tr(Σ2p)
(see (20)). Writing Bp =
∑p
k=1 λkpekpe
⊤
kp for orthonormal vectors ekp ∈ Rp, 1 6 k 6 n,
53
we get
E(|y⊤p Dpyp − tr(ΣpDp)|2|Σp) = E(|w⊤p Bpwp − tr(Bp)|2|Σp) =
=Var
( p∑
k=1
λkp(w
⊤
p ekp)
2|Σp
)
=
p∑
k=1
λ2kpVar(ξ) = 2tr(B
2
p) 6 2M
2tr(Σ2p)
a.s., since {(w⊤p ekp)2}pk=1 are independent random variables distributed as ξ ∼ χ21
(conditionally on Σp).
Assume now that (A1) holds. Let us show that (A2) holds. Take Ap = Ip. Hence
y⊤p yp − tr(Σp)
p
=
w⊤p Σpwp − tr(Σp)
p
p→ 0
and, in the above definition, λ1p, . . . , λpp are eigenvalues of Σp. Suppose also
‖Σp‖ = λ1p > . . . > λpp > 0.
If w∗p is an independent copy of wp and w
∗
p is also independent of Σp, then
w⊤p Σpwp − (w∗p)⊤Σpw∗p
p
=
w⊤p Σpwp − tr(Σp)
p
− (w
∗
p)
⊤Σpw
∗
p − tr(Σp)
p
p→ 0.
Therefore,
E exp{i(w⊤p Σpwp−(w∗p)⊤Σpw∗p)/p} =
=E
p∏
k=1
exp{iλpk[(w⊤p ekp)2 − ((w∗p)⊤ekp)2]/p}
=E
p∏
k=1
|ϕ(λpk/p)|2 → 1
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as p→∞, where ϕ(t) = E exp{itξ} for t ∈ R and ξ ∼ χ21 as before. Hence,
E|ϕ(‖Σp‖/p)|2 = E 1|1− 2i‖Σp‖/p| = E
1
(1 + 4‖Σp‖2/p2)1/2
p→ 1.
As a result, we conclude that ‖Σp‖/p p→ 0 and
E
p∏
k=1
|ϕ(λpk/p)|2 =E
p∏
k=1
1
(1 + 4λ2pk/p
2)1/2
=Emin
{
exp
{
(−2 + ζp)
p∑
k=1
λ2pk/p
2
}
, 1
}
→ 1
for some ζp with ζp
p→ 0. Thus, tr(Σ2p)/p2 p→ 0, i.e. (A2) holds. Q.e.d.
Proof of Lemma 5.1. Write C =
∑p
k=1 λkeke
⊤
k for orthonormal vectors ek ∈ Rp,
1 6 k 6 p. Then the result follows from inequalities
|1+w⊤(C − zIp)−1w| > Im(w⊤(C − zIp)−1w) = Im
( p∑
k=1
(w⊤ek)
2
λk − z
)
=
= Im(z)
p∑
k=1
(w⊤ek)
2
|λk − z|2 > Im(z)
∣∣∣ p∑
k=1
(w⊤ek)
2
(λk − z)2
∣∣∣ = Im(z)|w⊤(C − zIp)−2w|.
Q.e.d.
Proof of Lemma 5.2. The spectral norm of A is the square root of the largest
eigenvalue of A∗A, where A∗ = A⊤ = (C − zIp)−1. Write z = u + iv for u ∈ R and
v = Im(z) > 0. By definition,
A∗A = (C − zIp)−1(C − zIp)−1 = ((C − uIp)2 + v2Ip)−1.
Hence, the largest eigenvalue of A∗A does not exceed 1/v2 and ‖A‖ 6 1/v. Q.e.d.
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Proof of Lemma 5.3. For any given ε,M > 0, set
I0(ε,M) = lim
p→∞
sup
Ap
P(|y⊤p Apyp − tr(ΣpAp)| > εp), (23)
where the supremum is taken over all real symmetric p×pmatrices Ap with ‖Ap‖ 6 M.
By this definition, there are pk →∞ and Apk with ‖Apk‖ 6 M such that
I0(ε,M) = lim
k→∞
P(|y⊤pkApkypk − tr(ΣpkApk)| > εpk).
Every real symmetric matrix Ap can be represented as Ap = Ap1 − Ap2 for real
symmetric positive semi-definite p × p matrices Apj, j = 1, 2, with ‖Apj‖ 6 ‖Ap‖.
Moreover, for any ε > 0 and p > 1,
P(|y⊤p Apyp − tr(ΣpAp)| > εp) 6P(|y⊤p Ap1yp − tr(ΣpAp1)| > εp/2)
+ P(|y⊤p Ap2yp − tr(ΣpAp2)| > εp/2). (24)
Hence, it follows from (A1) that I0(ε,M) = 0 for any ε,M > 0.
If Ap is any real p× p matrix and Bp = (A⊤p + Ap)/2, then y⊤p Apyp = y⊤p Bpyp,
‖Ap‖ =
√
‖A⊤p Ap‖ =
√
‖ApA⊤p ‖ = ‖A⊤p ‖ and ‖Bp‖ 6
‖Ap‖+ ‖A⊤p ‖
2
= ‖Ap‖.
In addition, tr(ΣpAp) = tr(ApΣp) = tr((ApΣp)
⊤) = tr(ΣpA
⊤
p ) = tr(ΣpBp). Thus, if
I1(ε,M) is defined as I0(ε,M) in (23) with the supremum taken over all real p × p
matrices Ap with ‖Ap‖ 6 M , then
I1(ε,M) = 0 for any ε,M > 0. (25)
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Let now Ap = Ap1 + iAp2 for real p× p matrices Apj , j = 1, 2. It is shown in the
proof of Proposition 2.1 (see (22)) that
‖Apj‖ 6 ‖Ap‖, j = 1, 2. (26)
Define I2(ε,M) similarly to I0(ε,M) in (23) with the supremum taken over all complex
p×p matrices Ap with ‖Ap‖ 6 M . Combining (24), (25) and (26) yields I2(ε,M) = 0
for any ε,M > 0. Q.e.d.
Proof of Lemma 5.4. We have
I =
z1
1 + w1
− z2
1 + w2
=
z1(1 + w2)− z2(1 + w1)− z1w1 + w1z1
(1 + w1)(1 + w2)
=
(z1 − z2) + z1(w2 − w1) + w1(z1 − z2)
(1 + w1)(1 + w2)
.
It follows from |z1 − z2| 6 γ, |w1 − w2| 6 γ and |z1|/|1 + w1| 6 M that
|I| 6 γ(1 + |z1|+ |w1|)|1 + w1||1 + w2| 6
γ
|1 + w2||1 + w1| +
γM
|1 + w2| +
γ
|1 + w2|
|w1|
|1 + w1| .
In addition, we have |1 + w2| > δ,
|1 + w1| = |1 + w2 + (w1 − w2)| > δ − γ > δ/2,
|w1|
|1 + w1| =
2
|1 + w1|I(|w1| 6 2) +
|w1|
|w1| − 1 I(|w1| > 2) 6


4/δ, |w1| 6 2,
2, |w1| > 2.
Finally, we conclude that |I| 6 γ(M/δ + 4/min{δ2, 2δ}+ 2/δ2). Q.e.d.
Proof of Lemma 5.5. Write z = u + iv for u ∈ R and v > 0. We need to prove
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inequality
|z||1 + tr(Σ(C − zIp)−1)| = |z + tr(Σ(C/z − Ip)−1)| > v.
Since
|z + tr(Σ(C/z − Ip)−1)| > Im(z + tr(Σ(C/z − Ip)−1)) = v + Im(tr(Σ(C/z − Ip)−1)),
we only need to check that
Im
(
tr(Σ(C/z − Ip)−1)
)
> 0.
Denote
B =
( u
|z|2C − Ip
)2
+
v2
|z|4C
2. (27)
Note that B is an invertible symmetric positive definite matrix, since
B = (C/z − Ip)(C/z − Ip)∗ = (C/z − Ip)∗(C/z − Ip) =
= (C/z − Ip)(C/z − Ip) = 1|z|2C
2 − 2u|z|2C + Ip
and C/z − Ip = (C − zIp)/z is invertible, where A∗ = A⊤ is the conjugate transpose
of a matrix A. Additionally,
(C/z − Ip)−1 = (C/z − Ip)B−1 =
( u
|z|2C − Ip +
iv
|z|2C
)
B−1.
Therefore,
Im
(
tr(Σ(C/z − Ip)−1)
)
=
v
|z|2 Im
(
tr(ΣCB−1)
)
.
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Let C1/2 and Σ1/2 be the principal square roots of C and Σ. Then, by the definition
of B, matrices C1/2 and B−1 commute, CB−1 = C1/2B−1C1/2 and
tr(ΣCB−1) = tr(ΣC1/2B−1C1/2) = tr(Σ1/2C1/2B−1C1/2Σ1/2).
As it is shown above, B is symmetric positive definite. Hence, B−1 is symmetric
positive definite and QB−1Q⊤ is symmetric positive semi-definite for any p×p matrix
Q. Taking Q = Σ1/2C1/2, we see that
tr(ΣCB−1) = tr(QB−1Q⊤) > 0.
This proves the desired bound. Q.e.d.
Proof of Lemma 5.6. It is shown in the proof of Lemma 5.2 that, for all ε,M > 0
and each k = 1, . . . , n,
sup
Ap
P(|y⊤pkApypk − tr(ΣpkAp)| > εp) 6 2 sup
Bp
P(|y⊤pkBpypk − tr(ΣpkBp)| > εp/2)
6 2 sup
Cp
P(|y⊤pkCpypk − tr(ΣpkCp)| > εp/2)
6 4 sup
Dp
P(|y⊤pkDpypk − tr(ΣpkDp)| > εp/4),
where Ap is a complex p × p matrix with ‖Ap‖ 6 M , Bp is a real p× p matrix with
‖Bp‖ 6 M , Cp is a real symmetric p × p matrix with ‖Cp‖ 6 M, and Dp is a real
symmetric positive semi-definite p×p matrix with ‖Dp‖ 6 M. Thus the result follows
from (A3). Q.e.d.
Proof of Lemma 5.7. In what follows, we denote the principal square root of Q by
Q1/2 for any real symmetric positive semi-definite p×p matrix Q. For each z = u+ iv
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with u ∈ R and v = Im(z) > 0,
‖(Iq + U⊤(C − zIp)−1U)−1‖ = |z|‖(zIq + U⊤(C/z − Ip)−1U)−1‖.
Arguing as in the proof of Lemma 5.5, we derive
(C/z − Ip)−1 =
( u
|z|2C − Ip
)
B−1 +
iv
|z|2CB
−1 = A1 + iA2,
where B is given in (27), A1 and A2 are real symmetric commuting p × p matrices
defined by
A1 =
u
|z|2C
1/2B−1C1/2 −B−1, A2 = v|z|2C
1/2B−1C1/2.
In addition, A2 is symmetric positive semi-definite. We have
‖(zIq + U⊤(C/z − Ip)−1U)−1‖ = ‖((uIq + U⊤A1U) + i(vIq + U⊤A2U))−1‖
6
∥∥A−1/23 (A−1/23 (uIq + U⊤A1U)A−1/23 + iIq)−1A−1/23 ∥∥
6
∥∥A−1/23 ∥∥2∥∥(A−1/23 (uIq + U⊤A1U)A−1/23 + iIq)−1∥∥,
where A3 = vIp+U
⊤A2U . Since U
⊤A2U is a symmetric positive semi-definite matrix,
the spectral norm of A
−1/2
3 does not exceed 1/
√
v. The spectral norm of
A4 = (A
−1/2
3 (uIq + U
⊤A1U)A
−1/2
3 + iIq)
−1
is the largest eigenvalue of
A∗4A4 =
((
A
−1/2
3 (uIq + U
⊤A1U)A
−1/2
3
)2
+ Iq
)−1
.
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Obviously, it is not greater than 1. Finally, we conclude that
‖(Iq + U⊤(C − zIp)−1U)−1‖ 6 |z|
v
.
Q.e.d.
Proof of Lemma 5.8. As above, we denote the principal square root of Q by Q1/2
for any real symmetric positive semi-definite p × p matrix Q. Let also R∗ = R⊤ be
the conjugate transpose of a matrix (or a vector) R.
Write z = u+ iv for u ∈ R and v > 0 and set
A0 = (C − zIp)−1U(Iq + U⊤(C − zIp)−1U)−1.
We need to prove that
|w⊤A⊤0 A0w| 6
v + |z|
v2
‖w‖2.
By the Cauchy-Schwartz inequality,
|w⊤A⊤0 A0w| =
∣∣(A0w,A0w)∣∣ 6 ∥∥A0w∥∥ ‖A0w‖ = ‖A0w‖2 6 ‖A0‖2‖w‖2.
By Theorem A.6 in [1],
(C − zIp)−1 = (C − uIp − ivIq)−1 = (C − uIp + ivIp)B−1 =
= CB−1 − zB−1 = C1/2B−1C1/2 − zB−1,
[(C − zIp)−1]∗(C − zIp)−1 = (C − zIp)−1(C − zIp)−1 = B−1,
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where
B = (C − uIp)2 + v2Ip (28)
is a real symmetric positive definite matrix commuting with C1/2 (its inverse B−1 has
the same properties). We also have
(Iq + U
⊤(C − zIp)−1U)−1 = (A1 − z U⊤B−1U)−1
= A
−1/2
1 (Iq − z A−1/21 U⊤B−1UA−1/21 )−1A−1/21
= A
−1/2
1 (Iq − zV ⊤V )−1A−1/21
and A0 = A2A
−1/2
1 , where V = B
−1/2UA
−1/2
1 ,
A1 = Iq + U
⊤C1/2B−1C1/2U, (29)
A2 = (C − zIp)−1B1/2V (Ip − zV ⊤V )−1.
The matrix Q⊤B−1Q is real symmetric positive semi-definite for any p× p matrix Q.
Therefore, taking Q = C1/2U yields
‖A−1/21 ‖ = ‖(Iq +Q⊤B−1Q)−1/2‖ = ‖(Iq +Q⊤B−1Q)−1‖1/2 6 1
and ‖A0‖ 6 ‖A2‖ ‖A−1/21 ‖ 6 ‖A2‖. The spectral norm ‖A2‖ is equal to the square
root of the spectral norm of the matrix
A∗2A2 = [(Ip − zV ⊤V )−1]∗V ⊤B1/2[(C − zIp)−1]∗(C − zIp)−1B1/2V (Ip − zV ⊤V )−1
= (Ip − zV ⊤V )−1V ⊤V (Ip − zV ⊤V )−1.
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Additionaly,
‖A∗2A2‖ 6
1
|z|2‖(V
⊤V − zIp/|z|2)−1V ⊤V (V ⊤V − zIp/|z|2)−1‖
6
1
|z|2‖(V
⊤V − zIp/|z|2)−1‖‖V ⊤V (V ⊤V − zIp/|z|2)−1‖.
By the triangle inequality,
‖V ⊤V (V ⊤V − zIp/|z|2)−1‖ =‖Ip + z|z|−2(V ⊤V − zIp/|z|2)−1‖
6 1 +
1
|z|‖(V
⊤V − zIp/|z|2)−1‖
Matrices A3 = (V
⊤V − zIp/|z|2)−1 and A∗3 = (V ⊤V − zIp/|z|2)−1 have identical
spectral norms equal to the square root of the largest eigenvalue of the matrix
A∗3A3 = A3A
∗
3 = ((V
⊤V − uIp/|z|2)2 + v2Ip/|z|4)−1.
Obviously, this eigenvalue does not exceed |z|4/v2. Combining the above estimates
yields
|w⊤A⊤0 A0w| 6 ‖A0‖2‖w‖2 6
1
|z|2
|z|2
v
(
1 +
1
|z|
|z|2
v
)
‖w‖2 = v + |z|
v2
‖w‖2.
Proof of Lemma 5.9. Let z = u+ iv for u ∈ R, v = Im(z) > 0 and Cz = C − zIp.
It follows from Lemma 5.7 that
Az = Iq + U
⊤C−1z U
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is non-degenerate. By the Sherman-Morrison-Woodbury formula,
(Cz + UU
⊤)−1 = C−1z − C−1z UA−1z U⊤C−1z . (30)
The Cauchy-Schwartz inequality, (30) and Lemma 5.7 imply that
|y⊤(Cz + UU⊤)−1y − y⊤C−1z y| 6 (y⊤C−1z U)A−1z (U⊤C−1z y)
6 ‖U⊤C−1z y‖ ‖A−1z (U⊤C−1z y)‖
6
|z|
v
‖U⊤C−1z y‖2.
It also follows from (30) that
y⊤(Cz + UU
⊤)−2y =y⊤(C−1z − C−1z UA−1z U⊤C−1z )2y
=y⊤C−2z y + (y
⊤C−1z U)A
−1
z U
⊤C−2z UA
−1
z (U
⊤C−1z y)−
− (y⊤C−1z U)A−1z (U⊤C−2z y)− (y⊤C−2z U)A−1z (U⊤C−1z y).
Applying the Cauchy-Schwartz inequality, this identity, Lemma 5.7 and Lemma 5.8,
we get
|y⊤(Cz + UU⊤)−2y−y⊤C−2z y| 6
2|z|
v
‖U⊤C−1z y‖ ‖U⊤C−2z y‖+
v + |z|
v2
‖U⊤C−1z y‖2
6
|z|
v
‖U⊤C−1z y‖2 +
|z|
v
‖U⊤C−2z y‖2 +
v + |z|
v2
‖U⊤C−1z y‖2
6
(|z| + 1)2
v2
2∑
j=1
‖U⊤C−jz y‖2.
Gathering together the above estimates, we finish the proof. Q.e.d.
Proof of Lemma 5.10. Let z = u+ iv for u ∈ R and v = Im(z) > 0. Denote further
by Q∗ the conjugate transpose of a matrix Q, i.e. Q∗ = Q⊤.
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Recall that tr(Q1Q2) = tr(Q2Q1), (Q1Q2)
∗ = Q∗2Q
∗
1, (Q
−1)∗ = (Q∗)−1, (Q∗)∗ = Q,
‖Q∗‖ =
√
‖QQ∗‖ =
√
‖Q∗Q‖ = ‖Q‖,
|tr(Q)|2 = |tr(I∗qQ)|2 6 tr(I∗q Iq)tr(Q∗Q) = q tr(Q∗Q) 6 q2‖Q‖2 (31)
for any complex q× q matrices Q,Q1, Q2. Hence, taking Q = AU(Iq+U⊤AU)−1U⊤A
we arrive at the bound
|tr(U⊤A2U(Iq + U⊤AU)−1)|2 = |tr(Q)|2 6 q tr(Q∗Q),
where
tr(Q∗Q) = tr(A∗U(Iq + U
⊤A∗U)−1U⊤A∗AU(Iq + U
⊤AU)−1U⊤A)
= tr(A
−1/2
1 U
⊤AA∗U(Iq + U
⊤A∗U)−1A
1/2
1 A
−1/2
1 U
⊤A∗AU(Iq + U
⊤AU)−1A
1/2
1 )
and A1 is given in (29). Thus, tr(Q
∗Q) is bounded from above by
I =q‖A−1/21 U⊤AA∗U(Iq + U⊤A∗U)−1A1/21 ‖‖A−1/21 U⊤A∗AU(Iq + U⊤AU)−1A1/21 ‖
=q‖A1/21 (Iq + U⊤AU)−1U⊤AA∗UA−1/21 ‖‖A−1/21 U⊤A∗AU(Iq + U⊤AU)−1A1/21 ‖
Since A = (C − zIp)−1, A∗ = (C − zIp)−1 and A∗A = AA∗ = B−1 for B defined in
(28), we can proceed further as in the proof of Lemma 5.8 using the same notation.
Namely,
A
−1/2
1 U
⊤A∗AU(Iq + U
⊤AU)−1A
1/2
1 = V
⊤V (Iq − zV ⊤V )−1,
A
1/2
1 (Iq + U
⊤AU)−1U⊤AA∗UA
−1/2
1 = (Iq − zV ⊤V )−1V ⊤V.
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By the same arguments as in the proof of Lemma 5.8,
‖V ⊤V (Iq − zV ⊤V )−1‖ 6 1|z|
(
1 +
|z|
v
)
,
‖(Iq − zV ⊤V )−1V ⊤V ‖ 6 1|z|
(
1 +
|z|
v
)
.
Finally we conclude that
|tr(U⊤A2U(Iq + U⊤AU)−1)| 6 q(|z|+ v)|z|v .
Q.e.d.
Proof of Lemma 5.11. Let z = u+ iv for u ∈ R and v = Im(z) > 0,
∆ = V ⊤AA∗V − U⊤AA∗U and ∆j = V ⊤AjV − U⊤AjU, j = 1, 2.
Denote further by Q∗ the conjugate transpose of a matrix Q, i.e. Q∗ = Q⊤.
We have
|tr(V ⊤A2V (Iq + V ⊤AV )−1)− tr(U⊤A2U(Iq + U⊤AU)−1)| 6
6|tr(V ⊤A2V (Iq + V ⊤AV )−1)− tr(U⊤A2U(Iq + V ⊤AV )−1)|
+ |tr(U⊤A2U(Iq + V ⊤AV )−1)− tr(U⊤A2U(Iq + U⊤AU)−1)|
6|tr(∆2(Iq + V ⊤AV )−1)|+ |tr(U⊤A2U(Iq + U⊤AU)−1∆1(Iq + V ⊤AV )−1)|
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By Lemma 5.7 and (31),
|tr(∆2(Iq + V ⊤AV )−1)| 6q‖∆2(Iq + V ⊤AV )−1‖
6q‖∆2‖‖(Iq + V ⊤AV )−1‖
6
q|z|
v
‖∆2‖.
Taking Q = AU(Iq + U
⊤AU)−1∆1(Iq + V
⊤AV )−1U⊤A we infer that
|tr(U⊤A2U(Iq + U⊤AU)−1)∆1(Iq + V ⊤AV )−1)| = |tr(Q)| 6 q‖Q‖
and
‖Q‖ 6 ‖AU(Iq + U⊤AU)−1‖‖∆1‖‖(Iq + V ⊤AV )−1U⊤A‖.
It is shown in the proof of Lemma 5.8 (where A0 = AU(Iq + U
⊤AU)−1) that
‖AU(Iq + U⊤AU)−1‖ 6
√
v + |z|
v
. (32)
In addition, since ‖R‖2 = ‖R∗R‖ = ‖RR∗‖ for any complex q × p matrix R, we infer
that
‖(Iq+V ⊤AV )−1U⊤A‖2 = ‖(Iq + V ⊤AV )−1U⊤AA∗U [(Iq + V ⊤AV )−1]∗‖
6‖(Iq + V ⊤AV )−1∆[(Iq + V ⊤AV )−1]∗‖
+ ‖(Iq + V ⊤AV )−1V ⊤AA∗V [(Iq + V ⊤AV )−1]∗‖
6‖(Iq + V ⊤AV )−1‖2‖∆‖+ ‖(Iq + V ⊤AV )−1V ⊤A‖2.
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As in the proof of Lemma 5.8, one can show that
‖(Iq + V ⊤AV )−1V ⊤A‖ 6
√
v + |z|
v
.
By Lemma 5.7,
‖(Iq + V ⊤AV )−1‖ 6 |z|
v
.
Combining the above estimates yields
|tr(Q)| 6q
√
v + |z|
v
‖∆1‖
( |z|2
v2
‖∆‖+ v + |z|
v2
)1/2
6
q|z|√v + |z|
v2
‖∆1‖
√
‖∆‖+ q(v + |z|)
v2
‖∆1‖
6
2q(|z|+ 1)3/2
v2
(‖∆1‖
√
‖∆‖+ ‖∆1‖).
The latter gives the desired bound
|tr(V ⊤A2V (Iq + V ⊤AV )−1)− tr(U⊤A2U(Iq + U⊤AU)−1)| 6
6
2q(|z|+ 1)3/2
v2
(‖∆1‖
√
‖∆‖+ ‖∆1‖+ ‖∆2‖).
Q.e.d.
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