Recently dictionary screening has been proposed as an effective way to improve the computational efficiency of solving the lasso problem, which is one of the most commonly used method for learning sparse representations. To address today's ever increasing large dataset, effective screening relies on a tight region bound on the solution to the dual lasso. Typical region bounds are in the form of an intersection of a sphere and multiple half spaces. One way to tighten the region bound is using more half spaces, which however, adds to the overhead of solving the high dimensional optimization problem in lasso screening. This paper reveals the interesting property that the optimization problem only depends on the projection of features onto the subspace spanned by the normals of the half spaces. This property converts an optimization problem in high dimension to much lower dimension, and thus sheds light on reducing the computation overhead of lasso screening based on tighter region bounds.
INTRODUCTION
The least squares problem with l-1 regularization, widely known as the lasso problem [1] ,
remains one of the most used method for obtaining sparse representations. As a nonlinear encoding of signal x, the solutionw proves effective in a variety of subsequent decision tasks, [2] [3] [4] . Despite efficient algorithms for solving (1) exists [5] , scalability to large datasets remains a major problem. Dictionary screening for the lasso was proposed to address this computational issue [6] [7] [8] [9] [10] [11] [12] [13] [14] . Given a target vector x, dictionary screening identifies a subset of features b i withw i = 0. These features can then be removed from the dictionary, and a smaller lasso problem is solved to obtain a solution of the original problem. This can significantly reduce the size of the dictionary that is loaded into memory (provided to the lasso solver), and make finding a lasso solution faster.
As a first step in existing screening methods, one need to bound the solutionθ to the dual problem of (1) within a compact region R, and then solve the following optimization problem
If a feature b i satisfies µ(b i ) < 1 and µ(−b i ) < 1, then it followsw i = 0. Commonly used region R is in the form of the intersection of a sphere and multiple half spaces, i.e., R = {θ : (θ − q)
. . , m}. For instance, closed form solutions for m = 1, 2 are available [9, 10] .
Today's ever increasing size of big data not only makes solving (1) slower, but loading the entire data into memory can be problematic in the first place. This places a demand on improving the effectiveness of screening, which in turn relies on a tight region bound R forθ: studies suggest that with a tighter R, the screening algorithm can reject more features. One simple way to obtain a tighter R is by imposing a larger m. Empirical studies have shown that increasing the number of hyperplane constraints improves the rejection rate. For instance, [10] shows that when m moves from 1 to 2, the rejection percentage increases from 22% to 40% for MNIST [15] dataset and from 60% to 80% for YALEBXF [16] dataset for a target λ/λ max = 0.4. It is likely that by further increasing m, the screening performance can be further boosted. Finding more half space constraints is not a problem. Borrowing similar ideas from previous works, one can find m half spaces from the codeword constraints of the dual problem in a greedy fashion [10] , or from the solutions to the previous m solved instances in a sequential screening scheme [7, 17] .
However, the problem for a larger m is the potential computation cost. For m > 2, a clean closed-form solution is unlikely. Even for m = 2, the closed-form solution is already complicated. So with a larger m, one might eventually resort to numerical solutions, and solving the optimization problem (2) in high data dimension with a more complex region R can add to the overhead, which might compromise the benefits of screening.
It is thus of interest to study the properties of (2), with the hope of simplifying solving the optimization problem (2) . Analysis in this paper shows that the solution to (2) is a function of the projection of the features b onto the subspace that is spanned by the normals of the half spaces in R. This shreds light on reducing the optimization problem (2) from dimension n to m. This has very practical implications, considering the scale of this dimension reduction: n usually ranges in scale from a few hundreds (MNIST [15] ) to more than a hundred thousands (NYT dataset [18] ), while current m is less than 10.
CORE PROBLEM
We formalize our problem as follows. Let q, θ ∈ R n , r, c k > 0 and n k ∈ R n with n k 2 = 1, k = 1, . . . , m. For given b ∈ R n , we consider the simple optimization problem:
The vector b ∈ R n specifies the linear objective function and the parameters q, r and n k , c k , k = 1, . . . , m, specify a spherical bound and m half space constraints n T k θ ≤ c k on the feasible points of the problem, respectively. Using the change of variable z = (θ − q)/r, problem (3) can be simplified to:
where
. This problem has the same linear objective function specified by b. However, z is constrained to lie in the intersection of the unit ball and the m half spaces n T k θ + ψ k ≤ 0. This is illustrated in Fig. 1 . We call the region D k = {z :
, consisting of the intersection of the unit ball and the half space n T k z + ψ k ≤ 0, a dome. The unit vector n k is the normal to the dome and the scalar ψ k gives the distance from 0 to the dome base. This is illustrated in Fig. 1 .
Then we can write the core problem more concisely as:
Problem (4) is parameterized by the pair (N, ψ) . N specifies the dome axes and the vector ψ specifies their respective sizes.
Let O(n) denote the group of real n × n orthogonal matrices. If we transform the parameters of Problem (4) Setting w = Q T z, the transformed problem can be written as:μ
. So if one "rotates" the problem by Q, then the solutionμ Q (b) of the new problem is obtained by first inverse "rotating" b via Q T and then computinḡ µ(Q T b). Intuitively, this is obvious. But it indicates is thatμ must be determined by a function of the problem parameters, (N, ψ), that is invariant under orthogonal transformations. ψ is invariant under O(n). Soμ must be a depend on a function of N that is invariant under O(n). The simplest nontrivial function with this property is N T N . It is reasonable to expect that the functionμ depends only on the entries of N T N and ψ. N T N determines the inter-dome configuration, but not its overall orientation, and ψ specifies the respective dome sizes.
A SYMMETRY GROUP OF THE CORE PROBLEM
Let N = span{n 1 , . . . , n m } and consider the subset S N of O(n) defined by:
It readily follows that for each R ∈ S N , the restriction of R to N , denoted R|N , is the identity map. Indeed if
Lemma 1. S N is a subgroup of the orthogonal group O(n).
Proof. One only needs to verify that I ∈ S N , R ∈ S N implies R T ∈ S N and that S N is closed under matrix multiplication. The first and third properties are clear. The second follows by noting that Rn k = n k implies R T Rn k = R T n k and hence that n k = R T n k .
Lemma 2. For each
So there exists e ∈ D k with d = Re. We can uniquely write e in the form e = αn k + e 0 , where n T k e 0 = 0. Since e ∈ D k , we have e 2 ≤ 1 and hence αn k + e 0 2 = |α| + e 0 2 ≤ 1.
.
It only remains to show that e ∈ D k . This follows by noting that
The following result follows immediately from the two previous lemmas.
Lemma 4. For each
D k is the set F of feasible points for problem (4) . So Lemma 4 indicates that F is invariant under the group S N .
The symmetry group of F is the subgroup S F of the orthogonal group O(n) with the property that R ∈ S F if and only if R(F ) = F . Hence, by Lemma 4, S N is a subset of the symmetry group of F . In specific cases, S N can be a strict subset of S F due to symmetries among the domes D k . For example, consider m = 2 with n 1 = n 2 but ψ 1 = ψ 2 . In this case, the domes D 1 and D 2 are identical except one is centered along n 1 and the other along n 2 . A reflection about the hyperplane formed as the perpendicular bisector of the line joining n 1 and n 2 , maps D 1 to D 2 and vice versa. It is thus a symmetry of D 1 ∩ D 2 but does not leave n 1 , n 2 invariant and hence is not in S N . On the other hand this symmetry is not structurally stable in the sense that an arbitrarily small perturbation of the parameters will result in ψ 1 = ψ 2 and hence in the loss of this symmetry.
The group S N splits R n into mutually exclusive equivalences classes with
The equivalence class of z ∈ R n , denoted [z] , is the set all points equivalent to z. Since the elements of S N are orthogonal, elements in the same equivalence class have the same norm. So [z] is a subset of the sphere of radius z 2 .
Let R n /S N = {[x] : x ∈ R n } denote the set of all equivalences classes defined by the action of S N on R n .
THE INVARIANCE OFμ UNDER S N
We now show that the value ofμ(x) is the same for all elements of [x].
Proof. Let R ∈ S N . From the definition ofμ(x) we havē
Since R T ∈ S N , we can use Lemma 4 to replace
Proposition 1 allows us to define a function fμ :
. In this sense, the value ofμ at a point x is determined by just knowing the equivalence class of x.
Suppose the columns of V = [v 1 , . . . , v m ] are in N . Then for each R ∈ S N , we have RV = V . Hence for any R ∈ S N and x ∈ R n ,
In particular, by looking at the k-th component of (8), we see that v 
and n T k Rx = n T k x, k = 1, . . . , m.
ORTHOGONAL PROJECTION ONTO N
For z ∈ R n , let z denote the point obtained by orthogonally projecting z onto the subspace N . Let the columns of V = [v 1 , v 2 , . . . , v m ] form a basis for N . Then z is given by, 
