Nonstationary convection forced by distributed buoyancy sources is a fundamental environmental fluid mechanics process, particularly in ice-covered freshwater waterbodies. In this paper, we present novel field-based results that characterise the diurnal evolution of the main energetics of radiatively-driven convection in ice-covered lakes that is the radiatively-induced buoyancy flux, B, and the kinetic energy dissipation rate, . To estimate the spatiotemporal distribution of , we applied scale similarity of the velocity structure functions to identify the fine turbulence scales from high-frequency velocity measurements. The field study was carried out at Lake Vendyurskoe, Russia, in April 2016. Small-scale velocity fluctuations were measured using acoustic Doppler current profiler in a 2 m layer beneath the ice cover. The method was proven to be valid for low-energy convection without mean shear. The inertial subrange, covering order of magnitude in the spatial domain, was identified by fitting the 2 ∕ 3 scaling power law to the structure function method, thus confirming the regime of fully developed turbulence. The calculated rate of dissipation of turbulent kinetic energy reaches values up to 3 × 10 −9 m 2 s −3 . Although a strong correlation between and B was observed, picks up about 1 h later after the onset of the heating-phase. This delay roughly corresponds to the turnover time of the energy containing eddies. We finally observed a decay of at night, during the relaxation-phase, but, interestingly, the level remained above the statistical error.
Introduction and problem statement
Gravitationally driven convection is a crucial mechanism of energy and mass transport in geophysical flows. In particular, developed turbulent convection has been a challenging problem in the theory of turbulence for decades, and the idealized Rayleigh-Benard setup of the convection problem is often referred to as a classical model for turbulence development [18] .
Originally the convection studies were motivated by atmospheric processes research [4, 5, 17, 29] . The key concept-the so-called "Deardorf convective scale"-was derived for the case, when convection is triggered by a boundary buoyancy flux. Another type of convection, particularly relevant in oceanological [19, 26, 34] , and limnological [6] environments, is the convection driven by a volumetric source of gravitational instability. This energy supply particularly occurs during early spring in ice-covered freshwater lakes, where the bulk of water absorbs the solar radiation penetrating the ice. Radiative heating triggers gravitational instabilities in upper waters as long as the water temperature is below that corresponding to the maximum density ( 3.98 • C ). Convection then develops with virtually no lateral boundary effects and with a fixed temperature at the upper boundary (icewater interface) that is isolated by ice from the wind action at the surface. In this regard, convection due to solar heating in ice-covered lakes is a nearly ideal "natural laboratory" for investigating the phenomenon without mean shear, relevant to the geo-and astrophysical flows [6, 10, 25] .
Recent autonomous in situ measurements of flow velocities and temperature have enabled direct observation of radiatively driven convection in ice-covered lakes [2, 12, 13] . The derived data trigger the progress in studying the energetic of the process, including estimations of buoyancy flux, dissipation rates, and mixing efficiency. In particular, Mironov et al. [21] adapted the well-known Deardorff convective velocity scaling (based on the surface buoyancy flux) to the case of volumetrically distributed radiation source. Jonas et al. [9] performed an analysis of the turbulent kinetic energy (TKE) budget using estimates of the energy dissipation rate obtained from temperature microstructure profiles.
The aim of this paper is to characterize the energetic properties of under-ice radiatively driven convection based on in situ velocity measurements. The observations were carried out in a small boreal lake during the early-spring warming period. The data obtained by an acoustic Doppler velocity profiler were used to determine velocity structure functions and so estimate the spatiotemporal structure of the rate of dissipation of kinetic energy .
is commonly used in in situ study to quantify the level of turbulence and the mixing efficiency [30] . Yet, the estimation of remains very challenging in the field. For example, the so-called temperature microstructure method (TMM) is based on the fitting of the high frequency wavenumber spectrum of temperature with theoretical Batchelor spectrum [1, 9, 20] . The inertial dissipation method (IDM) makes it possible to estimate dissipation rates from measured time series of current velocities, applying Taylor's frozen flow hypothesis [20] . Moreover, the impossibility to distinguish the streamwise to the spanwise velocity fluctuations in the beam velocity coordinate adds an uncertainty of (4∕3) 3∕2 ≈ 0.65 when using IDM [20] . In our study we estimated by the direct analysis of the inertial interval. The variability of with depth and its dependence on convective forcing by solar radiation on diurnal scales were quantified.
The paper is organized as follows. The framework of the scaling analysis for velocity structure functions is briefly described in Sect. 2, along with the desription of the study site, instrumental setup, and the design of the experiment. Section 3 is devoted to the observed bulk characteristics of convection. In Sect. 4 we present the main results, including estimations of . The discussion is provided in Sect. 5. The main outcomes and findings are summarized in the Sect. 6.
Major scales, field experiment setup, and data analysis methods
Scaling of turbulent velocity fluctuations. Kolmogorov [14] developed theory of isotropic turbulence based on the concept of direct energy cascade. One of the corollaries of this theory is the ' 2 ∕ 3 law' that characterizes the two-point structure functions
⟩ of velocity components increments at a distance r. In the inertial subrange Here, D LL is the longitudinal (for the velocity component which is collinear with ⃗ r ) structure function, is the TKE dissipation rate per unit mass, C ≈ 2.09 [22, 27] is the Kolmogorov constant, r d is the dissipative length scale, and r 0 is the energy-containing scale. The transverse structure function D NN (for the velocity components which are perpendicular to ⃗ r ) obeys the same relation with transformed constant C � = 4 ∕ 3 C. The calculation of SF requires a proper experimental setup as spatial and registration intervals of measurements play crucial role. The list of variables involved in the procedure is presented in Table 1 .
In particular, it is only possible to extract the inertial subrange lower boundary from data with spatial resolution close to r d . Moreover, the ensemble averaging in (1) should remain close to the energy containing eddies turnover time 0 . Here both the value of 0 and temporal discreteness of measurements are important to achieve the statistical reliability.
Adopting the range of the energy dissipation rates = 10 −10 − 10 −8 m 2 s −3 reported previously for ice-covered lakes [9, 21] and the water kinematic viscosity ≈ 1.6 × 10 −6 m 2 s −1 , the dissipative scales for length r d , time d , and velocity v d , characterizing the lower boundary of the inertial interval of the turbulent energy cascade can be estimated as
The turnover time 0 (and, correspondently, the time averaging interval) one can roughly estimate as the ratio of convectively mixed layer (CML) thickness h − and convective velocity scale w * , which is governed by the negative buoyancy flux [4, 21] : . The estimation of the inertial interval upper boundary is a more subtle issue. This boundary lies within the interim range of scales between inertial and energy-containing intervals. Its direct estimations from experimental data are questionable, taking into account the accuracy of measurements currently available (see Fig. 4 ). However the simple estimations of the so-called Taylor microscale = √ 15 w * are easily available for evaluation the inertial interval boundary [24] . For typical values (a few mm/s) of convective velocity w * the lengthscale λ takes the values around a few tens of centimeters.
Study site and field experiment setup. The field experiment was carried out in the central deep-water part of Lake Vendyurskoe, Russia ( 62 (Fig. 1b) , on 8-13 April 2016. Lake Vendyurskoe is a shallow polymictic lake of glacial origin in northwestern Russia. The lake area is 10.4 km 2 , the average and maximal depths are 5.3 m and 13.4 m, respectively; the maximal length is 7 km; and the average width is 1.5 km. The water transparency (depth of Secchi disk) is 3-4 m. Ice-on generally occurs by late November-early December, ice-off occurs by early-middle May; and the maximal snow-ice sheet thickness is 0.6-0.8 m [32] .
Measurements of water temperature and solar radiation flux at the lower boundary of ice and within a water column, as well as direct measurements of the currents, were obtained during the period from 8 to 13 April 2016. The schematic of the field setup is shown in Fig. 1c .
A 2 MHz HR Aquadopp current velocity profiler (Nortek AS, Norway) was frozen into the ice with the acoustic transducer head looking downward into the water column (1 on the Fig. 1c ). The Aquadopp settings were as follows: 2.1 m pulse distance, 1.9 m profile range, 38 cells, 60 s burst interval, 16 samples per burst, 4 Hz sampling rate, and 5 cm cell size.
Measurements of the three components of current velocity in the 2 m layer immediately under the ice were accompanied by observations on the under-ice solar radiation and water temperature.
Downwelling planar irradiance at the ice base was measured with an M-80m universal pyranometer produced in Russia (accuracy 1 W m −2 , registration interval 1 min). This device was mounted onto a piece of foam with positive buoyancy and placed under the ice at a distance of 1.5-2 m from the ice hole (2 on the Fig. 1c) .
We also measured the PAR (photosynthetically active radiation) flux at the lower boundary of the ice and within a water column using sensors JFE Alec MkV-L (Alec Electronics, Japan, 390-690 nm, range 0-2000 μmol m −2 s −1 , accuracy ±4%FS , resolution 1 μmol m −2 s −1 ). The eight PAR sensors were attached to the fishing line at intervals of 0.5-1 m to a depth of 5 m, with the top sensor located directly under the ice (3 on the Fig. 1c) .
Assuming local exponential decay of PAR in the water column as a function of depth by
, where E d (0 − ) and E d (z) are downwelling solar irradiance at the water-ice interface and at the depth z, respectively, we calculated the attenuation coefficient K w between two depth z 1 and z 2 from the measured values of PAR at different depths within a water column:
The thermistor chain (4 on the Fig. 1c ) was fixed to the ice and anchored. Temperature sensors (43 TR sensors, RBR Ltd, accuracy ±0.002
• C , registration interval 10 seconds) were fixed at an interval of 0.25 m from the lower boundary of the ice to the bottom. These temperature sensors allowed the boundaries of the convective layer to be determined and traced their dynamics during the measurement period. A schematic representation of the temperature profile with advanced convection is shown in Fig. 1c , where is the the underice gradient layer, CML is the convectively mixed layer, and SL is the stratified layer.
Velocity fluctuations and velocity structure function. Two-point velocity structure functions D ij were chosen as the key characteristics for the analysis of the fine-scale convection. Measurements of the velocity components were performed using the Aquadopp HR-Profiler (Nortek, Norway). The appropriateness of acoustic Doppler profilers for the derivation and analysis of D ij was previously demonstrated in atmospheric and marine studies [31] . However, a correct choice of the spatial and registration interval is crucial for subsequent estimations and depends on the characteristic scales of specific turbulent process.
The measurement configuration allows us to derive only the longitudinal structure functions D LL , because, for each beam, only the along beam component b i of the current velocity is estimated from the Doppler shift. Hence, for each depth z, only the functions were available for the statistical analysis of velocity increments. Here,
is the spacing between points along a single acoustic beam (Fig. 1d) , z is the vertical coordinate of the reference point A i counted out from the lower surface of the ice, the brackets ⟨⟩ indicate an ensemble average, and b ′ i is the velocity with the temporal mean removed. The choice of spatial resolution is one of the key issues when implementing Eq. (3). Equation (3) is valid, when the spacing between measurement points r should fall into the inertial interval of turbulence r d ≪ r ≪ r 0 . Consequently, the vertical spacing of the velocity measurements was set to 5 cm. This value is almost an order of magnitude higher than the expected Kolmogorov length scale r d , thus we assume the turbulence to be developed enough for the inertial interval to extend over this scale. In the absence of strong mean currents, acoustic velocity measurements were performed using pulse-to-pulse coherent processing [16] , which allows a significant reduction of acoustic noise at the cost of the profiling range. The 2 MHz HR Aquadopp profiler in the pulse-to-pulse coherent mode scans a 2 m thick layer with a blind zone in the first 15 cm from the device head. Hence, the variable r i in Eq. (3) varies with depth and the distance r, so the problem of noise exclusion is not straightforward. To ensure statistical reliability, two-step time averaging was implemented, using the "burst" measurement mode of the instrument. Thus, profiles were recorded at time intervals of 60 s. Considering the device capacity limits, we restricted the number of samples within each burst to n p = 16 . That is, with a ping frequency of 4 Hz, the active period was 4 s. For each burst, preliminary averaging of the velocity records (over the number of pings within the burst) was carried out to account for Gaussian statistics and to remove the local noise. The resulting "refined instantaneous velocities" were used for calculation of structure function by ensemble "inter-burst" averaging.
Observed bulk characteristics of convection and their relationship to the mixing scales
Vertical thermal structure and subsurface solar radiation. The vertical structure of the water column under the ice is characterized by three layers during the penetrative convection phase: a thin surface under-ice gradient layer of thickness , a convectively-mixed layer CML, and a stably stratified quiescent layer SL [6, 21] (Fig. 1c) .
The upper boundary of the CML was observed at depths of 0.5-0.6 m. The under-ice gradient layer on top of the CML was clearly recognizable during the measurements, with temperature gradients reaching 10
. The temperature of CML increased from 2.11
• C to 2.53
• C , and its lower boundary deepened from 5.5 m to 6.75 m during the measurement period (Fig. 2) .
The daytime maxima of downwelling planar irradiance at the water-ice interface exceeded 150 W m −2 on 9-11 and 13 April 2016, and they were only 100 W m −2 on 12 April 2016 (Fig. 3a) . The PAR flux decreased rapidly with increasing depth and did not exceed 20 W m −2 at a depth > 2 m (Fig. 3b) . The maximal values of K w were confined to the under-ice layer 0-0.5 m and varied between 1.3 − 1.9 m −1 . The values of K w were 0.8 − 1.2 m −1 at a depth of 1-4 m. The temperature increse and deepening of the lower boundary of the convective layer occurred in the daytime against the background of solar heating (Fig. 3c) .
Physical scales of convection. The vertical scale r 0 of energy-containing convective eddies is restricted by the CML thickness, h − ≈ 5 m . From Eq. (2), we obtained the typical value
, which in turn provides an upper limit estimate for the turnover time 0 ≈ 5 × 10 3 s , i.e., 1.5 h. This value is an order of magnitude smaller than the diurnal period, but close to that of typical daytime variations of the radiation flux. Hence, this thick CML (with a depth exceeding ∼ 1 m ) cannot be viewed as stationary, even during daytime.
The well-developed character of convective mixing under ice is supported by the observed high degree of homogeneity within the CML (Fig. 2) . Further quantitative support is provided by the estimation of the Rayleigh number. Convection driven by the volumetric buoyancy flux is characterized by the so-called modified Rayleigh number R [7, 28] value exceeds by several orders of magnitude the value 10 10 previously reported as corresponding to the fully developed convective regime in DNS studies [3, 7] of internally heated convection.
Structure functions, inertial interval, estimations of "
Computations of the structure function D LL were carried out for each of the three beams. In some cases, the results for different beams appeared to be significantly different, although all of the curves demonstrated similar shapes. We assumed that the flow was homogeneous in the horizontal plane and local isotropy in fine-scale structures and thereby averaged our results over the three beams. Under these assumptions, the scattering of experimental data was sufficiently reduced and the tendency of the structure functions D LL to follow a selfsimilar shape became more evident (Fig. 4a) .
To obtain reliable quantitative results, the computations of the structure functions were carried out for different values of , starting with 0.2 0 and successively increasing up to 0 . We observed a "saturation" at a threshold ≈ 0.5 0 with the shape of D LL approaching an asymptotic form (Fig. 4a, inset) .
To check the presence of the Kolmogorov inertial range and, accordingly, the validity of the " 2 ∕ 3 law" in the observed regime of free convection driven by volumetric buoyancy flux, we investigated the dependence of D LL (r) on the parameter r in the following way. The inertial range was identified as the linear part of the function D LL (r 2 ∕ 3 ) using an iterative procedure. First, we approximated the full set of experimental points by linear dependence and used the least squares method to calculate the slope and consequently , as well as the root-mean-square error . In the next step, the point with maximal r was removed and the procedure repeated. The iteration cycle ceased on a step i for which the condition , in qualitative agreement with previous estimates [9, 21] . The mean, median, and maximal values of depth-averaged (in units 10 −9 m 2 s −3
) were calculated as 1.15, 1.07, and 3.27 for daytime and 0.41, 0.37, and 1.55 at night.
The computational results for a depth of 1 m covering 4 full days of observations, 9-12 April 2016, are presented in Table 2 . The inertial interval was clearly identified throughout most part of the daylight period. For each time its extension was calculated during iteration procedure as described above; its upper boundary r u had a typical absolute value of ∼ 0.5 m (see the last column of Table 2 ).
Therefore, the inertial subrange appears to be wide enough to contain the measurement discretization, supporting the initial choice of the measurement intervals based on the general scales of convective energy production and dissipation.
The kinetic energy dissipation rates followed the diurnal cycle of the radiation forcing, as demonstrated by both the extension of inertial subrange and D LL values (Fig. 4b) . Quantitatively, the mean dissipation rates within the convective layer agreed well with the buoyancy production term B R calculated by (Eq. 2). Both production and dissipation followed the same diurnal patterns (Fig. 5) . Neither a nighttime threshold (complete ceasing of at low radiation fluxes) nor the cumulative effects of radiation on the over-diurnal time scales on were observed. However, a clearly pronounced time delay persisted between B R and (Fig. 5) . The value of this delay was calculated by studying the dependence of covariance between B R and for different time shifts. The shifts, corresponding to the maximal value Noteworthy, the nighttime values of , while sufficiently reduced compared with the daytime values, remained above the statistical error despite zero buoyancy forcing (Fig. 5) . In the vertical structure of , a weak local maximum was observed at a depth close to 1.5 m, followed by a slight monotonic decrease with depth (Fig. 6) . No clear tendency in dissipation rates at the ice base was recognized because of high measurement errors near the solid boundary. , the extent of the observed inertial subrange spanned over a decade of scales during daytime, with the upper boundary around few tens of centimeters. To confirm the validity of the Kolmogorov paradigm in these conditions, the additional issue needs to be checked beyond the 2 ∕ 3 scaling exponent: the local isotropy. One way of verifying the fine-scale isotropy is to compare the longitudinal and transverse structure functions; the relationship D NN ∕D LL = 4∕3 should be valid for the isotropic case [22] . Another method of inspection is based on a comparison of correlations along different spacing directions for the same velocity components. Both comparisons are not directly accessible with the present technique, as only the "beam" components of velocity are available from the acoustic profilers.
Observations of the velocity structure functions at a high registration interval provide a way to determine the characteristic temporal and spatial scales of the inertial turbulent cascade as well as their variations due to the forcing nonstationarity. Our results suggest that the upper boundary r u of the inertial interval at the spatial domain scale remains nearly con- and * ≈ 1 h. This value agrees with the time delay of ∼ 1 h between the production of the negative buoyancy by the solar radiation and the dissipation of the TKE. By this, * can be interpreted as the "adjustment" time, so that for a suddenly applied constant buoyancy forcing, the convective energy budget becomes nearly steady-state after a period exceeding * . The apparent proximity of the convective micro-and macroscales 0 and * suggests that the macroscale hw * −1 describes rather well the nonstationarity of the convection at variable buoyancy forcing B R . Similar conclusions were derived by Nieuwstadt and Brost [23] using Large Eddy Simualtions to show that hw * −1 is the governing time scale for the decay of the kinetic energy after the buoyancy forcing has ceased. The detected upper boundary of the self-similarity interval in the velocity structure domain r 0 ≈ 130r d corresponds to hr can be interpreted as the wavenumber of the energy pumping into turbulent motions. This value is slightly less than hr −1 0 ≈ 10 reported in convection driven by the boundary heat flux [11] . One can suggest that convection with the volumetric buoyancy source allows generation of larger turbulent eddies. However, this suggestion requires further justification by observations of small-scale structure and/or by eddy-resolving numerical simulations.
The vertical distribution of the TKE dissipation rate is commonly assumed to be quasihomogeneous within convective boundary layers [8] , and this is also supported by earlier LES modeling experiments and observations in ice-covered lakes using temperature microstructure [9, 21] . However, we observed a slight increase in the dissipation rate toward the ice base in the bulk of the 2 m thick layer covered by measurements. Similar profiles were reported in the convective atmospheric planetary boundary layer [15] . Moreover, the present observations provide insight into the mixing conditions close to the ice-water interface at the boundary between the CML and the thin stably stratified layer above; these have been unavailable in previous studies. Here, a distinct upward increase of was observed in the upper 0.5 m of the water column. Again, such strengthening of energy dissipation close to the boundary was observed by Lenschow et al. [15] in atmospheric convection due to surface buoyancy flux; they found that, at distances z < 0.2 h from the boundary, the TKE dissipation rate behaves as ∝ z −1 , akin to the "wall turbulence" driven by the mean velocity shear. Our results qualitatively agree with the atmospheric data. In the particular case of under-ice convection, the intensification of turbulent mixing near the ice-water interface should play an important role in heat transport from the water column to the ice cover, accelerating ice melting. Also, in contrast to the atmospheric case, the energy transport at the top of the CML is affected-apart from the solid boundary-by the strong stratification in the stratified interfacial layer under ice, which can include generation of internal waves by convective motions. The complicated interplay of boundary shear, waves, and convective turbulence deserves a deeper future investigation as it has potentially important value for understanding the physics behind spring melting of seasonal ice.
Conclusions
Our study of the fine-scale velocity structure in CMLs demonstrates the applicability of acoustic Doppler profiler to estimate (i) the rate of dissipation of turbulent kinetic energy in a radiatively-driven convectively mixed layer and (ii) the range of the inertial subrange in the spatial domain. The results revealed the presence of the inertial interval with a scaling exponent close to 2 ∕ 3 . During daytime, the energy dissipation rate remains around 3 × 10 −9 W kg −1
. The inertial interval upper boundary ( ∼ 0.5 m ) was typically two orders of magnitude larger than the Kolmogorov dissipative length scale r d , and the extent of the observed inertial subrange reached the decade of scales during daytime. A strong correlation of with the solar radiation rate is observed. The time delay of ∼ 1 h between the forcing by radiation and the dissipation roughly corresponds to the convective time macroscale.
