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Abstract
The paper deals with operators on Norm Hilbert spaces over a Krull valued field K . By using carefully
selected equivalent norms (i) the perturbation theory of Fredholm operators (see Ochsenius and Schikhof
(2010) [7]) is completed, and (ii) new matrix characterizations of operators are derived (compare Ochsenius
and Schikhof (2007) [6]). For a prominent E , the first infinite-dimensional orthomodular space in history
constructed by Keller (1980) [1], this leads to simple and elegant characterizations.
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0. Introduction
Functional Analysis in which the scalar field K has an infinite-rank valuation has become a
well-recognized discipline over the years. A prominent place is taken by the Norm Hilbert spaces
(NHS), i.e. spaces E in which every closed subspace D admits a projection E → D of norm
≤ 1.
In [7], a theory of compact perturbations of the so-called Lipschitz–Fredholm operators on
NHS was developed. However, continuous linear operators may not be Lipschitz (a curious
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phenomenon!), and the problem of treating the case of just continuous Fredholm operators
remained open.
In 3.2 of this paper, we solve it by applying a new tool, that could be called the ‘ϕ-method’.
It consists of using a suitable map ϕ of {‖x‖ : x ∈ E \ {0}} to G#, the completion of the value
group G of K . It induces a new norm on E with values in G# ∪ {0}. But the ϕ-method has more
applications. It allows for a precise matrix characterization of various classes (e.g. continuous,
Lipschitz, Fredholm, compact, . . . ) of operators in two fundamental NHS, see 4.7–4.9. Moreover,
the ϕ-method can be used to link two NHS whose set of norm values are seemingly unrelated. It
leads to the construction of a new NHS with peculiar properties, see Section 5.
1. Preliminaries
Consider a linearly ordered abelian group G, written multiplicatively. We will be interested in
convex subgroups, that is subgroups H such that for all g ∈ G, h1, h2 ∈ H, h1 ≤ g ≤ h2 ⇒
g ∈ H . The set of all convex subgroups of G is linearly ordered by inclusion, and we ask G to be
the union of a strictly increasing sequence H1 ⊂ H2 ⊂ . . . of its convex subgroups. In particular
G is never (isomorphic to) a subgroup of the multiplicative group of the real numbers.
In such a group G there are infinitely many subsets bounded above (respectively, below) which
have no supremum (resp. infimum) in G; for example that is the case of any convex subgroup
Hn ≠ {1}. By standard methods (see [3] 1.1.4.) we construct the Dedekind completion G# of
G, and denote by sn (resp. tn), the supremum, (resp. infimum) of the convex subgroup Hn . An
algebraic structure is given to G# by extending the multiplication of G. New results show that,
in general, infinitely many extensions are possible [8], but for our purposes we will consider the
dot multiplication defined for s, t ∈ G#, st = supG#{xy : x, y ∈ G, x ≤ s, y ≤ t}. With this
operation G# becomes a semigroup but not a group, since snsn = sn, tnsn = tn , for all n ∈ N.
We remark that G acts on G# in a natural way by (g, s) → gs.
Now let E be a K -vector space, where (K , |.|) is a Krull valued field with value group G. In
order to define a non-archimedean norm on E , we need a new structure, called a G-module. It is
a set X , linearly ordered by ≤; the map (g, x) → gx , from G × X → X is an action of G on X
which preserves the order of both G and X , and for any x ∈ X , the orbit Gx = {gx : g ∈ G}
is both cofinal and coinitial in X . As usual, for s ∈ X we define the stabilizer of s as the set
Stab(s) = {g ∈ G : gs = s}. Natural examples of G-modules are G itself and G#. For another
important example consider
√
G = {h : h2 ∈ G} as a subgroup of the divisible hull of G (for a
particular case, see Section 4). Now let X and Y be two G-modules, a map ϕ : X → Y is called
a G-module map if ϕ is increasing and ϕ(gs) = gϕ(s) for all g ∈ G, s ∈ X .
An X -norm is defined as a function ‖.‖ : E → X ∪ {0}, (with 0 a minimal element adjoined
to X with the usual conventions), which satisfies for all x, y ∈ E, λ ∈ K (i) ‖x‖ = 0 if and only
if x = 0 (ii) ‖λx‖ = |λ| ‖x‖, (iii) ‖x + y‖ ≤ max{‖x‖, ‖y‖}. The norm induces a topology on
E and we assume that the metrizable vector space E is a Banach space, (that is, an X -normed
Banach space).
The concept of orthogonality is important here. Two subspaces of E,U and W , are
orthogonal, notation U ⊥ W , if for each u ∈ U, w ∈ W we have ‖u+w‖ = max(‖u‖, ‖w‖). We
sometimes write x ⊥ y to indicate that K x ⊥ K y. A collection {xi : i ∈ N} of non-zero vectors
of E is called an orthogonal sequence if, for each i ∈ N and j ≠ i, xi ⊥ x j . Equivalently, for
each finite set J ⊂ I and {λ j : j ∈ J } ⊂ K we have ‖∑ j∈J λ j e j‖ = max j∈J ‖λ j e j‖. An
orthogonal sequence {ei : i ∈ N } in the Banach space E is called an orthogonal base of E if the
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closure of the linear span of {ei : i ∈ N} is equal to E . This is the case if and only if each x ∈ E
has a unique expansion x =∑i∈N λi ei (λi ∈ K , λi ei → 0).
Among Banach spaces we single out the Norm Hilbert spaces (NHS), characterized by the
fact that any closed subspace U of E has an orthogonal complement W , that is, U ⊥ W and
E = U ⊕ W .
We consider now the set L(E) of all continuous linear operators on E .
Let A belong to L(E), set ΓA = {g ∈ G : ∀x ∈ E, ‖Ax‖ ≤ g ‖x‖}, and Γ∼A = {g ∈ G :∀x ∈ E, x ≠ 0 ‖Ax‖ < g ‖x‖}. If ΓA ≠ φ we shall say that A belongs to the set of Lipschitz
operators Lip(E), and define the Lipschitz norm of A as ‖A‖ = infG#ΓA. In a similar way A is
a strictly Lipschitz operator, (that is A ∈ Lip∼(E)) if Γ∼A ≠ φ, and the strict Lipschitz norm of
A will be ‖A‖∼ = infG#Γ∼A . It is clear that Lip∼(E) ⊆ Lip(E) ⊆ L(E), but it is a surprising
characteristic of E that in the general case Lip(E) ≠ L(E). If a Lipschitz operator A is injective,
and A−1 : AE → E is also Lipschitz, we shall say that A is bi-Lipschitz. A linear operator
A : E → E is a contraction if for all x ∈ E‖Ax‖ ≤ ‖x‖.
In this paper the following classes of operators will also appear. In the first place FR(E), the
set of continuous finite-rank operators. The closure of FR(E) in the Lipschitz norm is the set of
compact operators, C(E), while the set of nuclear operators, C∼ (E), is the closure of FR(E)
in the strict Lipschitz norm.
2. The main tool
Throughout Section 2, X is a G-module and ϕ : X → G# is a G-module map. (Such ϕ exist,
for example let s0 ∈ X be fixed and take s → supG#{g ∈ G : gs0 ≤ s}.) We extend ϕ to a map
(again called ϕ): X ∪ {0} → G# ∪ {0} by putting ϕ(0) := 0.
Now let E = (E, ‖ ‖) be an X -normed Banach space. The formula
‖x‖ϕ = ϕ(‖x‖)
defines a G#-norm ‖ ‖ϕ on E , as can easily be verified. This simple observation will be the
“heart” of this paper. The interplay between these two norms will form the main tool to prove
new results.
From now on, we denote (E, ‖ ‖ϕ) by Eϕ .
We first prove a few immediate connections between E and Eϕ .
Theorem 2.1. The norms ‖ ‖ and ‖ ‖ϕ are equivalent i.e. the identity E → Eϕ is a
homeomorphism.
Proof. It suffices to show that a ball about 0 in either norm is contained in a ball in the other
norm. So, first let B1 := {x ∈ E : ‖x‖ ≤ s} where s ∈ X . By increasingness of ϕ we have
B1 ⊂ {x ∈ Eϕ : ‖x‖ϕ ≤ ϕ(s)}.
Conversely, let B2 := {x ∈ Eϕ : ‖x‖ϕ < u} where u ∈ G#. Now ϕ(X) is cofinal in G#, so
there is an s ∈ X such that ϕ(s) > u. Then B2 ⊂ {x ∈ Eϕ : ‖x‖ϕ < ϕ(s)} ⊂ {x ∈ E : ‖x‖ < s}
which completes the proof. 
Corollary 2.2. Eϕ is a Banach space.
Theorem 2.3. Every orthogonal sequence (base) of E is an orthogonal sequence (base) of Eϕ .
Proof. Let e1, e2, . . . be an orthogonal sequence in E . Then for each n ∈ N and λ1, . . . , λn ∈ K ,
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i=1
λi ei
 = maxi |λi | ‖ei‖.
Then, using the fact that ϕ is a G-module map we obtain n−
i=1
λi ei

ϕ
= max
i
|λi | ‖ei‖ϕ
proving that e1, e2, . . . is orthogonal in Eϕ .
Now let e1, e2, . . . be an orthogonal base in E . Then its linear span is ‖ ‖-dense, hence ‖ ‖ϕ-
dense in E by 2.1. Then it follows that e1, e2, . . . is an orthogonal base in Eϕ ([3], 2.4.17). 
Corollary 2.4. Let D1, D2 be subspaces of E, and suppose that D2 is an orthogonal comple-
ment of D1 in E. Then D2 is also an orthogonal complement of D1 in Eϕ .
Next, we compare various classes of operators on E and Eϕ . By 2.1 we have L(E) =
L(Eϕ). Let us denote the natural norms on Lip(E), Lip∼(E),Lip(Eϕ), Lip∼(Eϕ) by ‖ ‖,
‖ ‖∼, ‖ ‖ϕ, ‖ ‖∼ϕ , respectively.
The inequality
‖Ax‖ ≤ g‖x‖ (x ∈ E)
for some operator A : E → E and g ∈ G implies
‖Ax‖ϕ ≤ g‖x‖ϕ (x ∈ E),
showing that Lip(E) ⊂ Lip(Eϕ) and that ‖A‖ϕ ≤ ‖A‖ for A ∈ Lip(E).
But, for the strictly Lipschitz case the opposite inclusion holds! In fact, from
‖Ax‖ϕ < g‖x‖ϕ (x ∈ E, x ≠ 0)
it follows that
‖Ax‖ < g‖x‖ (x ∈ E, x ≠ 0),
showing that Lip∼(E) ⊃ Lip∼(Eϕ) and that ‖A‖∼ ≤ ‖A‖∼ϕ for A ∈ Lip∼(Eϕ).
Recalling that C∼(Eϕ),C∼(E), C(E),C(Eϕ) are the closures of FR(E) with respect to the
norms ‖ ‖∼ϕ , ‖ ‖∼, ‖ ‖, ‖ ‖ϕ , respectively we arrive at the next result.
Theorem 2.5. We have the following diagram of inclusions. The horizontal arrows represent
contractions, the vertical ones are isometries:
We have to add an important fact.
Theorem 2.6 ([4], 3.2). Every continuous linear operator between G#-normed spaces is
Lipschitz.
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Therefore, in the above diagram we have Lip(Eϕ) = L(Eϕ) (=L(E)). We will see in
Section 5 that the spaces Lip(E),Lip∼(E), C∼(E), C(E) may be different.
Next, we specialize the above observation to Norm Hilbert spaces (NHS) E . First of all, we
have:
Theorem 2.7. If E is a NHS then so is Eϕ .
Proof. This is a direct consequence of 2.4. 
For G#-normed NHS we have a peculiar result.
Theorem 2.8. Let F be a G#-normed NHS. Then C(F) = Lip(F), C∼(F) = Lip∼(F).
Proof. This is a direct consequence of [6], 3.2.6. 
Corollary 2.9. Let E be a NHS. Then the diagram of 2.5 reduces to
We conclude this section by quoting some matrix characterizations of operators on NHS. We will
only need them in Section 4, but their logical place seems to be here.
From now on in this section E is an infinite-dimensional X -normed NHS with orthogonal
base e1, e2, . . . .
We define the operators Pmn (m, n ∈ N) by
Pmn(ek) = δknem (k ∈ N).
So the matrix of Pmn has zero entries except for a 1 in the nth column and the mth row. Clearly
the Pmn are in FR(E).
Theorem 2.10 ([6], 3.1.4 (i), 3.2.3).
(i) Let A ∈ Lip(E) have the matrixa11 a12 · · ·a21
...

with respect to e1, e2, . . . , then ‖A‖ = supm,n |am,n| ‖Pmn‖.
(ii) Conversely, let
α =
a11 a12 · · ·a21
...

be a matrix with entries in K such that (m, n) → |amn| ‖Pmn‖ is bounded. Then α represents
a Lipschitz operator.
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Theorem 2.11 ([6], 3.2.3, 3.2.4). Let A ∈ Lip(E) have the matrixa11 a12 · · ·a21
...

with respect to e1, e2, . . . . Then we have the following:
(i) A ∈ Lip∼(E) if and only if (m, n) → |amn| ‖Pmn‖∼ is bounded. For A ∈ Lip∼(E) we
have ‖A‖∼ = sup |amn| ‖Pmn‖∼.
(ii) A ∈ C(E) if and only if limm+n→∞ |amn| ‖Pmn‖ = 0.
(iii) A ∈ C∼(E) if and only if limm+n→∞ |amn| ‖Pmn‖∼ = 0.
Of course, 2.10 and 2.11 apply to the space Eϕ ; we will not bore the reader by writing them
down. But we signal an interesting consequence. So far, we did not have a criterion for a matrix
to represent a continuous linear operator. By using our map we can fill the gap and obtain the
following new result.
Corollary 2.12. Leta11 a12 · · ·a21
...

be a matrix with entries in K . Then it represents an A ∈ L(E) if and only if
(m, n) → |amn| ‖Pmn‖ϕ
is bounded.
Proof. Just observe that Lip(Eϕ) = L(E) by 2.6 and apply 2.10 to Eϕ . 
3. Perturbations of Fredholm operators
Throughout Section 3, E is an X -normed Norm Hilbert space, where X is some G-module.
Recall that a T ∈ L(E) is called Fredholm if Ker T and E/T E are finite-dimensional. Then, by
the Banach Open Mapping Theorem T E is closed ([7], 2.12) and we can choose an orthogonal
complement (T E)c of T E . Let (Ker T )c be an orthogonal complement of Ker T . Then we have
a factorization T = i ◦ T1 ◦ π
where π (resp. i) is the natural ‘second component’ projection (resp. injection), and where T1 is
a linear homeomorphism.
If T1 is bi-Lipschitz we call T Lipschitz–Fredholm. Let Φ(E) be the set of all Lipschitz–
Fredholm operators E → E .
In [7] we studied the set (the symbol P standing for ‘perturbation’)
P(E) := {A : E → E : A + Φ(E) ⊂ Φ(E)},
and we derived as the main result that P(E) is precisely the set of all nuclear operators.
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Theorem 3.1 ([7], 4.2).
P(E) = C∼(E).
Now let Φc(E) be the set of all Fredholm operators. (Clearly Φ(E) ⊂ Φc(E)). It is quite
natural to ask also for a similar description of the set
Pc(E) := {A : E → E : A + Φc(E) ⊂ Φc(E)}.
By using our main tool we can easily get the answer.
Theorem 3.2. Let ϕ : X → G# be any G-module map. Then, with Φc(E) and Pc(E) as above,
we have:
Pc(E) = C∼(Eϕ).
Proof. Let T ∈ Φc(E). Trivially, we have Φc(E) = Φc(Eϕ) by 2.1. Now Eϕ is G#-normed,
hence so are ((Ker T )c)ϕ and (T E)ϕ in the diagram above. So, by 2.6, T1 and T
−1
1 are Lipschitz
maps between ((Ker T )c)ϕ and (T E)ϕ . Then, we can conclude that T ∈ Φ(Eϕ), and we have
proved that Φc(E) = Φ(Eϕ). Now, applying 3.1 to Eϕ we get
Pc(E) = {A : E → E : A + Φ(Eϕ) ⊂ Φ(Eϕ)} = P(Eϕ) = C∼(Eϕ). 
Remarks. 1. It follows from 3.2 that C∼(Eϕ) is independent of ϕ in the sense that if ϕ1, ϕ2 are
G-module maps X → G# then C∼(Eϕ1) = C∼(Eϕ2).
Yet, we have not been able to find a general, simple description of Pc(E) in terms of X alone.
But, in the next Section we will treat a fundamental example, the space E of Keller, for which
we do have a characterization of Pc(E) = C∼(Eϕ) in which the map ϕ does not appear, see
4.8(vii).
2. Since C∼(Eϕ) ⊂ C∼(E) we have by 3.1 and 3.2 that Pc(E) ⊂ P(E), a fact that does not
follow immediately from the definitions. In Remark 3 following 4.8 we will see that Pc(E)
may be strictly contained in P(E).
4. Characterizations of operators in Keller’s space
We first describe the two fundamental spaces we will be working on in this section. First, we
assume that the value group G of the scalar field K is the direct sum
G = G1 ⊕ G2 ⊕ . . .
where, for each n,Gn is a multiplicative copy of Z, generated by gn > 1. Thus, each element of
G has the form
(gm11 , g
m2
2 , . . .)
where mn ∈ Z, and, for large n,mn = 0. With coordinatewise multiplication and antilexico-
graphical ordering G is, indeed, a totally ordered abelian group. Observe that
min{g ∈ G : g > 1} = (g1, 1, 1, . . .).
The subgroups
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H1 := {1}
H2 := G1 ⊕ {1} ⊕ . . .
...
Hn := G1 ⊕ . . .⊕ Gn−1 ⊕ {1} ⊕ . . .
...
are convex and

n Hn = G. We write for each n,
sn := sup
G#
Hn
tn := inf
G#
Hn .
Likewise, we define
√
G to be the set of all sequences
(gm1/21 , g
m2/2
2 , . . .)
where mn ∈ Z, and, for large n,mn = 0. In the same spirit as above,
√
G is a linearly ordered
group. As G is a subgroup of
√
G,
√
G is a G-module in a natural way.
Let us use the notations
gˆn := (1, 1, . . . , gn, 1, . . .)
gˆn := (1, 1, . . . , g1/2n , 1, . . .).
Now we define E , the space of Keller, to be the set of all (λ1, λ2, . . .) ∈ KN for which
|λn|

gˆn → 0 (equivalently, |λn|2gˆn → 0). We define the
√
G-norm ‖ ‖ on E by ‖(0, 0, . . .)‖ :=
0 and
‖(λ1, λ2, . . .)‖ := max |λn|

gˆn
if (λ1, λ2, . . .) ≠ (0, 0, . . .). Then the unit vectors e1, e2, . . . are in E and they form an orthogonal
base of E , and we have ‖en‖ =

gˆn for each n. By [3] 1.6.8, the sequence ‖e1‖, ‖en‖ . . . satisfies
the type condition, so by [5] 3.2.1, E is a NHS.
FROM NOW ON IN THIS SECTION E WILL BE THE SPACE OF KELLER.
Remark. Actually, the original space E constructed by Keller in [1] was a bit different. He
worked with a special field K , and proved the existence of a definite bilinear form (,) for which
the projection theorem (D = D⊥⊥ ⇔ E = D ⊕ D⊥) holds. This way E resembles very
much classical Hilbert space, and that has made this example so famous. He also showed that
x → √|(x, x)| is a (√G−) norm on E . In this paper we focus on E as a normed space.
Notice that the convex subgroups of E have been numbered in a slightly different way than in
previous articles (see [2], for example), that is here we start with H1 = {1} instead of H0 = {1}.
This has as a consequence that ‖en‖2 does not belong to Hn but to Hn+1.
As a second space we consider the S-space Eϕ , where ϕ :
√
G → G# is defined via the
formula
ϕ(s) = sup
G#
{g ∈ G : g ≤ s} (s ∈ √G).
It is the example at the beginning of Section 2, with s0 := 1.
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This space was constructed originally by Schikhof, and it appears in [3] 4.2.2. In a sense it can
be seen as a ‘shadow’ space of E , and in Section 5 we will construct a new space M , by pasting
together both the space E and the S-space Eϕ , that has remarkable properties.
Lemma 4.1. For each n ∈ N:
ϕ(‖en‖) = sn .
Proof. We have ‖en‖ =

gˆn > 1, hence ϕ(‖en‖) = supG#{g ∈ G : 1 ≤ g ≤

gˆn}. Clearly,
elements of Hn which have the form (g
m1
1 , . . . , g
mn−1
n−1 , 1, . . .) are ≤

gˆn . On the other hand, if
g = (gm11 , gm22 , . . .) ∈ G, 1 ≤ g ≤ gˆn then mk = 0 for k > n and 0 ≤ mn ≤ 12 , implying
mn = 0. Hence, g ∈ Hn . We see that ϕ(‖en‖) = supG#{g ∈ Hn, g ≥ 1} = supG# Hn = sn . 
Thus, Eϕ can be described as the space of all (λ1, λ2, . . .) ∈ KN for which |λn|sn → 0,
normed by the G#-norm (λ1, λ2, . . .) → maxn |λn|sn .
Lemma 4.2. Let m ≠ n. Then ‖em‖ ∉ G‖en‖, ϕ(‖em‖) ∉ Gϕ(‖en‖).
Proof. Let g = (gm11 , gm22 , . . .) ∈ G. Then the nth coordinate of g‖en‖ is g
mn+ 12
n ≠ 1, the nth
coordinate of em . So ‖em‖ ≠ g‖en‖ which proves the first statement. For the second statement,
suppose sm = gsn for some g ∈ G. Then Hm = Stab(sm) = Stab(gsn) = Stab(sn) = Hn
conflicting m ≠ n. 
Next, we compute the various norms of the Pmn (see the preamble to 2.10). We have ([6],
3.1.1):
‖Pmn‖ = inf
G#
{g ∈ G : ‖em‖ ≤ g‖en‖}
‖Pmn‖∼ = inf
G#
{g ∈ G : ‖em‖ < g‖en‖}
‖Pmn‖ϕ = inf
G#
{g ∈ G : sm ≤ gsn}
‖Pmn‖∼ϕ = inf
G#
{g ∈ G : sm < gsn}.
Lemma 4.3. If m ≠ n then ‖Pmn‖ = ‖Pmn‖∼ = ‖Pmn‖ϕ = ‖Pmn‖∼ϕ .
Proof. That ‖Pmn‖ = ‖Pmn‖∼ and ‖Pmn‖ϕ = ‖Pmn‖∼ϕ is a direct consequence of 4.2. Now
‖em‖ ≤ g‖en‖ implies sm ≤ gsn , and sm < gsn implies ‖em‖ < g‖en‖, which proves the
remaining equality. 
It now takes an easy computation to show the following.
Theorem 4.4. We have, for all m, n ∈ N:
‖Pmn‖ =
sm if m > n1 if m = ntn if m < n
‖Pmn‖∼ =
sm if m > ngˆ1 if m = ntn if m < n
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‖Pmn‖ϕ =

sm if m > n
tn if m ≤ n
‖Pmn‖∼ϕ =

sm if m ≥ n
tn if m < n.
In principle we are now ready to prove matrix characterizations starting from 2.10 and 2.11.
But with an eye on 4.3 it turns out to be convenient to first consider a matrix with zero diagonal.
Lemma 4.5. Let α be a matrix with entries in K of the form 0 a12 · · ·a21 0
...
. . .
 .
Then α represents an A ∈ L(E) if and only if
(i) for large m, |amn| ≤ tm for all n < m,
(ii) for large n, |amn| ≤ sn for all m < n.
Moreover, if the matrix of an A ∈ L(E) has zero diagonal then automatically A ∈ C∼(Eϕ).
Proof. By using 2.10 in combination with the formula for ‖Pmn‖ in 4.4 we obtain that α
represents an A ∈ L(E) if and only if there is a g ∈ G such that
|amn|sm ≤ g for m > n
|amn|tn ≤ g for m < n.
It is easily seen that these two inequalities are equivalent to
|amn|sm ≤ gtm for m > n
|amn|tn ≤ gsn for m < n.
Now for large m we have g ∈ Hm so gtm = tm . Similarly we get gsn = sn for large n and we
have (i), (ii), and the first statement is proved. 
To see the second statement first observe that by 2.11(iii), applied to Eϕ we have to prove that
limm+n→∞ |amn| ‖Pmn‖∼ϕ = 0, which is by 4.3, equivalent to
lim
m+n→∞ |amn| ‖Pmn‖ = 0.
In the first part of the proof we have seen that there exists a g ∈ G such that
|amn| ‖Pmn‖ ≤ g for m > n.
Now let g′ ∈ G; we prove |amn| ‖Pmn‖ ≤ g′ for large m and m > n. In fact, for large m and
n < m, g−1g′ ∈ Hm = Stab(sm) = Stab‖Pmn‖. Hence for these m, n
|amn| ‖Pmn‖ = g−1g′|amn| ‖Pmn‖ ≤ g′.
In the same way one proves that for each g′ ∈ G
|amn| ‖Pmn‖ ≤ g′ for large n, and m < n.
Together it proves that limm+n→∞ |amn| ‖Pmn‖ = 0.
122 H. Ochsenius, W.H. Schikhof / Indagationes Mathematicae 21 (2011) 112–126
Definition 4.6. We say that a matrixa11 a12 · · ·a21
...

has the zero property if its associated zero diagonal matrix 0 a12 · · ·a21 0
...
. . .

satisfies (i), (ii) of 4.5.
Now we are ready to formulate the characterizations in their final form.
Theorem 4.7. Let
α =
a11 a12 · · ·a21
...

be a matrix with entries in K . Then it represents a continuous linear operator E → E if and
only if
(i) α has the zero property,
(ii) |ann| ≤ sn for large n.
Proof. Write α = δ + σ , where
δ :=
a11 0 · · ·0 a22
... 0
. . .
 .
From 4.5 we know that σ represents a continuous linear operator if and only if α has the zero
property. From 2.12 we obtain that δ represents a continuous linear operator if and only if
n → |ann| ‖Pnn‖ϕ is bounded, i.e. by 4.4 if only if |ann|tn is bounded. But this is equivalent
to |ann| ≤ sn for large n. This completes the proof. 
Theorem 4.8. Let A ∈ L(E) have the matrixa11 a12 · · ·a21
...
 .
Then we have the following.
(i) A ∈ Lip(E) if and only if n → |ann| is bounded.
(ii) Lip(E) = Lip∼(E).
(iii) A ∈ C(E) if and only if |ann| → 0.
(iv) C(E) = C∼(E).
(v) L(E) = Lip(Eϕ) = C(Eϕ).
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(vi) Lip∼(Eϕ) = C∼(Eϕ).
(vii) A ∈ C∼(Eϕ) if and only if |ann| ≤ tn for large n.
Proof. This is a direct consequence of 2.9, 2.11 and 4.4. 
Remarks. 1. We signal the remarkable fact that, once we know that A ∈ L(E), then to decide
whether A belongs to one of the subclasses, one only has to look for properties of the diagonal
of the matrix of A!
2. Returning to the remark following 2.6 we can conclude that:
(i) C(E) ≠ Lip(E).
(ii) C∼(E) ≠ Lip∼(E).
(iii) Lip∼(Eϕ) ≠ Lip(Eϕ).
(iv) C∼(Eϕ) ≠ C(Eϕ).
In Section 5 we will construct a NHS, M , such that all sets
C∼(M), C(M), Lip∼(M), Lip(M), L(M)
are mutually distinct. (For such M we must have M ≠ E, M ≠ Eϕ .)
3. We can also conclude from 4.8(iii) and (vii) that C∼(Eϕ) is strictly contained in C∼(E),
showing that Pc(E) ≠ P(E) (see Remark 2 following 3.2).
In the spirit of 4.8 we now characterize the Fredholm operators, see Section 3.
Theorem 4.9. Let A ∈ L(E) have the matrixa11 a12 · · ·a21
...
 .
Then
(i) A ∈ Φ(E) if and only if there are g1, g2 ∈ G such that g1 ≤ |ann| ≤ g2 for large n.
(ii) A ∈ Φc(E) if and only if tn ≤ |ann| ≤ sn for large n.
Proof. (i) Suppose A ∈ Φ(E). The matrix decompositiona11 a12 · · ·a21
...
. . .
 =
a11 00 a22
...
. . .
+
 0 a12 · · ·a21 0
...
. . .

yields a corresponding decomposition A = D + S.
By 4.5, S ∈ C∼(Eϕ) ⊂ C∼(E), so by 3.1 we have S ∈ P(E), implying that D ∈ Φ(E).
From 4.8(i) we obtain that n → |ann| is bounded, so |ann| ≤ g2 for some g2 ∈ G.
Suppose there exist n1 < n2 < · · · such that |ani ni | → 0 Put bm := 0 if m = ni for
some i, bm := amm otherwise, cm := ani ni if m = ni for some i, cm := 0 otherwise.
This leads to a decomposition D = B + C where B,C are diagonal maps. By 4.8(vii),
C ∈ C∼(Eϕ) ⊂ C∼(E), so that B ∈ Φ(E) by 4.5. But then Ker B contains [en1 , en2 , . . .],
an infinite-dimensional space. It follows that there is a g1 ∈ G such that |ann| ≥ g1 for
large n.
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Conversely, suppose there are g1, g2 ∈ G and k ∈ N that g1 ≤ |ann| ≤ g2 for n > k. Write
A = D + S as before; it suffices to prove that D ∈ Φ(E). The matrix decomposition
D =

a11 − 1 0
0 a22 − 1
...
. . .
akk − 1
... 0
...
. . .

+

1 0 · · ·
0 1
...
. . .
... 1
ak+1,k+1
...
. . .

yields a decomposition of D into a sum of a finite-rank operator and a bi-Lipschitz map. It
follows that D ∈ Φ(E).
(ii) Let A ∈ Φc(E). Clearly by 4.7, |ann| ≤ sn for large n.
Writing A = D + S as in (i) we obtain D ∈ Φc(E). Suppose there exist n1 < n2 < · · · such
that |ani ni | ≤ tni for all i . By writing D = B + C as in (i) we obtain C ∈ C∼(Eϕ) (4.8(vii))
so that B ∈ Φc(E). Again, we find a contradiction as B has an infinite-dimensional kernel.
For the converse we proceed as in (i), supposing that tn ≤ |ann| ≤ sn for n > k. This time we
find a decomposition of D as the sum of a finite-rank operator and a linear homeomorphism,
(observe that tn ≤ |ann| ≤ sn implies tn ≤ |ann|−1 ≤ sn). 
Remark. The condition in (i) is equivalent to: there is a convex subgroup H such that |ann| ∈ H
for large n. The condition in (ii) is equivalent to: |ann| ∈ Hn for large n.
Part (ii) of the previous theorem also characterizes Φ(Eϕ) = Φc(Eϕ) = Φc(E).
Finally, we observe that we have the following improvement of [6], 3.3.3.
Theorem 4.10. Let A, B ∈ L(E). Then AB − B A ∈ C∼(Eϕ).
Proof. Just observe that A, B ∈ Lip(Eϕ). Now apply [6] 3.3.3. to conclude that AB − B A ∈
C∼(Eϕ). 
5. The direct sum of two norm Hilbert spaces
In this section we construct a NHS M for which the sets of operators C∼(M),C(M),
Lip∼(M), Lip(M), L(M) are mutually distinct. This was announced in Remark 2 following
4.8. In fact, we will take for M the direct sum of Keller’s space E and the S-space Eϕ , both in
Section 4.
Now, E is
√
G-normed and Eϕ is G#-normed, so to make E ⊕ Eϕ into a normed space in the
usual way we want a G-module Z containing both
√
G and G# as submodules. The following
general construction solves our problem.
Theorem 5.1. Let X, Y be G-modules and let ϕ : X → Y be a G-module map. Let Z := X ∪˙Y
be the disjoint union of X and Y .
Then the formula
x < y ↔ ϕ(x) < y (x ∈ X, y ∈ Y )
extends the orderings of X and Y to a linear ordering on Z. This, together with the obvious
action of G on Z, makes Z into G-module.
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Proof. Straightforward verification. 
Lemma 5.2. Let E, F be Z-normed Norm Hilbert spaces where Z is some G-module. Then
E ⊕ F with the norm
(x, y) → max(‖x‖, ‖y‖) (x ∈ E, y ∈ F)
is also a NHS.
For a linear map A : E → E, let A˜ : E ⊕ F be defined by
A˜(x, y) = (Ax, 0) (x ∈ E, y ∈ F).
We then have
(i) A ∈ L(E)↔ A˜ ∈ L(E ⊕ F).
(ii) A ∈ Lip(E)↔ A˜ ∈ Lip(E ⊕ F).
(iii) A ∈ Lip∼(E)↔ A˜ ∈ Lip∼(E ⊕ F).
(iv) A ∈ FR(E)↔ A˜ ∈ F R(E ⊕ F).
(v) A ∈ C(E)↔ A˜ ∈ (E ⊕ F).
(vi) A ∈ C∼(E)↔ A˜ ∈ C∼(E ⊕ F).
Proof. For the first statement, see [5] 3.2.4. The assertions (i)–(vi) are easily checked. 
Remark. In the same spirit we can treat the case of a linear map B : F → F and B˜ : E ⊕ F →
E ⊕ F defined by
B˜((x, y)) = (0, By) (x ∈ E, y ∈ F).
We now arrive at the goal of this section.
Theorem 5.3. There exists a Norm Hilbert space M for which the classes of operators
C∼(M),C(M), Lip∼(M), Lip(M), L(M) are mutually distinct.
Proof. Let E, ϕ and Eϕ be as in the beginning of this section. Let Z :=
√
G∪˙G# have the G-
module structure of 5.1. Then we can view E and Eϕ as Z -normed NHS. Now put M := E ⊕ F ;
it is a Z -normed NHS by 5.2. Now combine Remark 2 following 4.8 and 5.2(i)–(vi) to arrive at
the conclusion. 
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