The paper studies functions defined on continuous branching lines connected into a system. A notion of spectrum degeneracy for these functions is introduced. This degeneracy is based on the properties of the Fourier transforms for processes representing functions on the branches that are deemed to be extended onto the real axis. This spectrum degeneracy ensures some opportunities for extrapolation and sampling. The topology of the system is taken into account via a restriction that these processes coincides on certain parts of real axis. It is shown that processes with this spectrum degeneracy are everywhere dense in the set of processes equivalent to functions on the branching lines. Some applications to extrapolation and sampling are considered.
1
The classical Nyquist-Shannon-Kotelnikov interpolation theorem states that a band-limited continuous time function can be uniquely recovered without error from a sampling sequence taken with sufficient frequency. Continuous time functions with periodic gaps in the spectrum can be recovered from sparse samples; see [5, 6] . Continuous time band-limited functions are analytic and can be recovered from the values on an arbitrarily small time interval. In particular, band-limited functions can be predicted from their past values. Continuous time functions with the Fourier transform vanishing on an arbitrarily small interval (−Ω, Ω) for some Ω > 0 are uniquely defined by their past values; there are linear predictors that do not require to know the spectrum allowing to predict anticausal convolutions [1] .
It appears that many applications require to extend the existing theory on the processes defined on the domains with a non-trivial topological structure. Currently, the main efforts are directed toward signal processing on graphs in the discrete setting based on the sampling on the vertices; see a review on [7] .
The present paper considers a different setting with domain represented by continuous branching lines.
Since the branches are not homeomorphic to R, it is not obvious how to introduce the notion of spectrum degeneracy for these domains. In addition, it is required to take into account the topology of the branching.
The paper suggests an approach that allows to use the Fourier transform or processes representing functions on the branches that are deemed to be extended onto the real axis. The topology of the system is taken into account via a restriction that these processes coincides on certain parts of real axis. It is shown that processes with the spectrum degeneracy of the suggested kind are everywhere dense in the set of the underlying processes (Theorem 1). Some applications to extrapolation and sampling are considered (Theorem 2 and Corollary 1).
Definitions
For complex valued functions x ∈ L 1 (R) or x ∈ L 2 (R), we denote by Fx the function defined on iR,
it is a bounded and continuous function on R).
Let m > 0 be a fixed integer.
Let I be the set of all measurable sets I ⊂ R such that there exists a ∈ R such that either (−∞, a) ⊂ I or (a, ∞) ⊂ I.
Let S be the set of all sets T ⊂ {1, ..., m} 2 
(ii) For a given T ∈ S, let C T be the set of all ordered sets
In all these cases, we say that {x d } m d=1 from Definition 1 is a branching process with the structure set T .
Definition 2 For T ∈ S and n ∈ {1, ..., m}, let us define a relation (n) ≃ between d ∈ {1, ..., m} and k ∈ {1, ..., m} as the following. ≃ k.
We say that d ≃ k if and only if there exists
In particular, the relation ≃ is symmetric and transitive.
Remark 1 A branching process from Definition 1 can be associated with a function on a branching line as the following: for each
Up to the end of this paper, we consider branching processes {x d } m d=1 such as described in Definitin 1, presuming that they describe functions on the corresponding branching lines. 
Definition 3 Let δ > 0 be given. We say that a branching process {x d } m d=1 ∈ L 2,T features branching spectrum degeneracy with the parameter δ if there exists a set of intervals
, and where ω d ∈ R. We denote by U T ,δ the set of all branching processes from L 2,T with this feature. 
(ii) For any branching process {x d } m d=1 ∈ C T and any ε > 0, there exists a branching process
According to Theorem 1, the set ∪ δ>0 U T ,δ is everywhere dense in wide classes of branching processes; this leads to possibility of applications to functions of a general kind on tree graphs.
Theorem 2 For any δ > 0 and k ∈ {1, ..., m}, any branching process {x d } m d=1 ∈ U T ,δ with a connected structure set T ∈ S is uniquely defined by the path x k | I for I ∈ I.
In Theorem 2, for a branching process from {x d } m d=1 ∈ U δ,T , the processes x d are defined uniquely in L 2 (R). For a branching process from U δ,T ∩ C T , x d is defined uniquely in C(R).
The following corollary represents a modification for branching processes of the classical sampling theorem (Nyquist-Shannon-Kotelnikov Theorem).
Corollary 1 Let δ > 0, Ω > 0, and τ ∈ (π/Ω) be given, and let a branching process {x d } m d=1 ∈ U T ,δ be such that X 1 (iω) = 0 for ω ∈ (−Ω, Ω), where X 1 = Fx 1 . Then, for any s ∈ R, the branching process
is uniquely up to equivalency defined by the sampling sequence {x 1 (t k )} k∈Z,k≤s , where t k = τ k.
It is interesting that the sampling rate required in this Corollary is independent on the parameter δ characterizing the spectrum degeneracy of the branching process in Definition 3.
It can be noted that the classical Nyquist-Shannon-Kotelnikov Theorem states that a band-limited function x ∈ L 2 (R) such that X (iω) = 0 for ω ∈ (−Ω, Ω), X = Fx, is uniquely defined by the sequence {x(t k )} k∈Z ; this theorem allows τ = π/Ω. Corollary 1 extends on the case of branching processes a version of this theorem for oversampling sequences with τ < π/Ω: for any s ∈ R, this x is uniquely defined by the sequence {x(t k )} k∈Z,k≤s [4, 8] .
Proofs
Proof of Theorem 1. Let us suggest a procedure for construction of x; this will be sufficient to prove the theorem. This procedure is given below.
, where X k = Fx k , and where (k, d) ∈ P.
Let a set {ω k } k=1,...,m be such that all its elements are different. Consider a system of intervals
We assume below that δ > 0 is small enough such that these intervals are disjoint.
Assume that (d, k, I) ∈ T . We have that
i.e.
Under the assumptions of statement (i) of the theorem, we have that 
Since the sets J d (δ) are mutually disjoint, it follows again that X d (iω) = 0 for ω ∈ J d (δ) and for all d.
belongs to U T ,δ , i.e. features spectrum degeneracy.
For all d, we have that, under the assumptions of statement (i) that
In addition, we have that, under the assumptions of statement (ii) that
This completes the proof of Theorem 1.
Let us prove Theorem 2. For the case where m = 1 (this case is not excluded), the statement of Theorem 2 is known and can be reformulated as the following lemma; for completeness, we provide its proof.
Lemma 1 Let U 1 be the set of all x ∈ L 2 (R) such that there exists a interval I = (a, b) ⊂ R such that X (iω) = 0 for ω ∈ (a, b), X = Fx, a < b. Then any x ∈ U 1 is uniquely defined by its path x| I for any
Proof of Lemma 1. Without a loss of generality, we assume that (−∞, 0) ⊂ I. Let C + ∆ = {z ∈ C : Rez > 0}, and let H 2 be the Hardy space of holomorphic on C + functions h(p) with finite norm
; see, e.g. [3] , Chapter 11. It suffices to prove that if x ∈ L 2 (R) is such that X (iω) = 0 for ω ∈ (a, b), X = Fx, a < b, and x(t) = 0 for t ≤ 0, then x(t) = 0 for t > 0.
These properties imply that X ∈ H 2 , and, at the same time,
Hence, by the property of the Hardy space, X ≡ 0; see, e.g. Theorem 11.6 in [3] , p. 193. This completes the proof of Lemma 1.
Proof of Theorem 2. Let I ∈ I. By Lemma 1, x 1 is uniquely defined by
≃ q, and q
≃ 1, then x k is is uniquely defined by x q |Ī for someĪ ∈ I, and x q is is uniquely defined by x 1 | I . Extending this approach on all k and using that k ≃ 1 for all k = 1, we obtain similarly the statement of the theorem. This completes the proof of Theorem 2.
Remark 3 Theorem 2 claims an uniqueness result but does not suggest an method of extrapolation from
the set from I . Some linear predictors allowing extrapolation from the sets from I can be found in [2] and [1] .
Proof of Corollary 1. It follows from the results [4, 8] that x 1 is uniquely defined by {x 1 (t k )} k≤s .
Then the statement of Corollary 1 follows from Theorem 2.
Conclusions and future research
The present paper is focused on signal processing for functions defined on continuous branching lines, i.e.
lines connected to a system. The paper suggests an approach to frequency analysis for these functions that allows to take into account the topology via modelling the branching line as a system of standard processes defined on R and coinciding on certain intervals with well-defined Fourier transforms (Definition 1). This approach can be applied to a variety of branching lines. In some cases, it may require modification of the underlying system. In particular, to apply this approach to a system with compact branching lines, it suffices to extend the domain of these functions. For example, one can extend edges of the branching line beyond their vertices of order one onto semi-infinite edges. Alternatively, one can supplement the branching line by new dummy semi-infinite edges originated from the vertices of order one.
We leave this for the future research classification and description of sets of branching lines allowing of representations of functions defined on them by branching processes from Definition 1.
A result similar to Theorem 2 for a class of processes similar to processes from U T ,δ but with spectrum for x d vanishing at single points with sufficiently high vanishing rate such as described in [2] .
