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ПРОГНОЗУВАННЯ ДЕФЕКТІВ У ПРОГРАМНОМУ ЗАБЕЗПЕЧЕННІ  
АЛГОРИТМАМИ ГЛИБИННОГО НАВЧАННЯ CNN ТА RNN 
Досліджено процес прогнозування дефектів у програмному забезпеченні (ПЗ) з використанням алгоритмів глибинного 
навчання. Показано, що цей процес складається з декількох основних етапів: пошук та підготовка даних, побудова абстрак-
тного синтаксичного дерева (АСД), обхід дерева та кодування значень вершин у цілі числа, збалансування даних, побудова 
та навчання нейронної мережі. З'ясовано, що застосування цього процесу прогнозування дефектів у ПЗ може пришвидшити 
та полегшити пошук дефектів та відповідно знизити вартість їх виправлення. Встановлено, що передові алгоритми машин-
ного навчання, які на цей момент використовуються на етапі побудови та навчання нейронної мережі, досі є недостатньо 
ефективними, щоб можна було застосовувати прогнозування дефектів у комерції, демонструючи нестабільну точність 40-
60 %. За результатами досліджень встановлено, що застосування алгоритмів глибинного навчання дає точніші результати, 
ніж інші алгоритми машинного навчання. Для зниження дисперсії та підвищення середньої точності прогнозування запро-
поновано новий метод прогнозування дефектів у ПЗ на підставі поєднання двох останніх модифікацій алгоритмів глибинно-
го навчання CNN та RNN за допомогою бінарного класифікатора логістична регресія. Проведено навчання нейронної мере-
жі на наборі даних розміром 50 000 файлів вихідного коду, отриманих з 13-ти проєктів мовою Java. За результатами дослі-
джень виявлено, що метод CNN+RNN в середньому дає на 10-9 % вищу точність, ніж RNN та на 2 % вищу точність, ніж 
CNN, що доводить доцільність використання поєднання алгоритмів глибинного навчання у задачі прогнозування дефектів. 
Проаналізовано точність методу CNN+RNN по кожному з ПЗ проектів з набору даних, унаслідок чого виявлено, що для 11-
ти з 13-ти проєктів поєднання CNN+RNN дає не меншу точність, ніж окремо взяті CNN та RNN. 
Ключові слова: надійність ПЗ; згорткова нейронна мережа; рекурентна нейронна мережа; машинне навчання. 
Вступ 
Дефекти програмного забезпечення (ПЗ) – це по-
милки у програмному коді, які призводять до непра-
вильної чи неочікуваної роботи програмної системи. 
Прогнозування дефектів у ПЗ – це один із процесів ета-
пу тестування ПЗ, який полягає у пошуку фрагментів 
коду, які потенційно містять такі дефекти. Тільки у 
2017 р. через дефекти у ПЗ було зафіксовано 606 збоїв, 
які торкнулися половини населення світу (3,7 млрд лю-
дей), 314 компаній та завдали збитків на понад 1,7 трлн 
доларів [14]. 
На сьогодні, вартість пошуку та виправлення дефек-
тів є одними із найдорожчих процесів у розробленні 
ПЗ. На етапі імплементації пошук та виправлення де-
фекту коштує $977, на етапі тестування вартість зростає 
до $7,136, а етапі технічного обслуговування – до 
14 102 доларів [13]. 
Автоматизація прогнозування дефектів дає змогу 
підвищити якість ПЗ та знизити його кінцеву вартість 
[4]. Автоматизоване прогнозування дефектів під час 
тестування та підтримка спрощує для інженерів тесту-
вання завдання пошуку дефектів та знижує вартість 
виправлення помилки [6, 12]. Позаяк автоматизовані 
методи пошуку дефектів, які на цей момент використо-
вують на практиці, можуть бути покращені новими мо-
делями прогнозування дефектів [7]. 
Прогнозування дефектів у ПЗ є затребуваним проце-
сом у комерційних проєктах з розроблення складних 
програмних систем. Однак, на цей час, найкращі алго-
ритми машинного навчання, які використовуються для 
пошуку дефектів, все ще є недостатньо ефективними, 
демонструючи нестабільну точність 40–60 % [3, 10]. 
Об'єкт дослідження – прогнозування дефектів у ПЗ 
з використанням глибинних нейронних мереж. 
Предмет дослідження – алгоритми глибинного нав-
чання CNN і RNN та їх поєднання за допомогою бінар-
ного класифікатора логістичної регресії для прогнозу-
вання дефектів у ПЗ. 
Мета роботи – дослідження методів для прогнозу-
вання дефектів у ПЗ на підставі поєднання глибинного 
навчання CNN та RNN нейронних мереж, що забезпе-
чить підвищення якості та функціональної придатності 
програмних систем. 
Для досягнення зазначеної мети визначено такі ос-
новні завдання дослідження: реалізувати процес прог-
нозування дефектів у ПЗ з використанням запропонова-
ного методу; натренувати нейронну мережу на реаль-
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них даних та експериментальним шляхом визначити її 
точність. 
Наукова новизна отриманих результатів дослі-
дження – розвинуто метод прогнозування дефектів у 
ПЗ на підставі поєднання алгоритмів CNN та RNN, 
який з вищою точністю прогнозує наявність дефектів у 
програмному коді. 
Практична значущість результатів дослідження – 
алгоритми глибинного навчання для пошуку дефектів у 
ПЗ можна використати для створення нових або розвит-
ку наявних систем автоматизованого тестування прог-
рамних систем. 
Аналіз останніх досліджень та публікацій. Для 
вирішення завдання прогнозування дефектів у ПЗ най-
поширенішим є застосування алгоритмів машинного та 
глибинного навчання. У разі застосування традиційних 
алгоритмів машинного навчання прогнозування дефек-
тів виконується на підставі аналізу якісних метрик ко-
ду: Halstead, McCabe, MOOD та інших [7, 15]. Найчасті-
ше ці алгоритми є бінарним класифікатором, який 
вчиться аналізувати неявні залежності між значеннями 
метрик у фрагменті коду та ймовірністю наявності де-
фекту у ньому. Поширеними бінарними класифікатора-
ми для такої задачі є Дерево рішень, Логістична регре-
сія, Наївний баєсів класифікатор та Випадковий ліс 
(Random Forest) [11]. За результатами деяких індійських 
досліджень [12] виявлено, що у прогнозуванні дефектів 
найкраще показали себе алгоритми Random Forest та 
Наївний баєсів класифікатор. Натомість американські 
дослідники, виконавши експерименти застосувавши од-
разу усі найпоширеніші бінарні класифікатори – дій-
шли висновку, що однозначної відповіді який з них точ-
ніший – немає [11]. Ці результати підтвердили теорему 
"Безкоштовних сніданків не існує", яка стверджує, що 
два класифікатори є однаково ефективними, якщо роз-
глядати їх на великому домені вхідних даних [19]. 
Останні декілька років дедалі поширенішими ста-
ють алгоритми глибинного навчання, які на відміну від 
традиційних алгоритмів машинного навчання, аналізу-
ють не якісні метрики коду, а безпосередньо сам код. 
Серед останніх опублікованих досліджень знайдено ві-
домості про адаптовану Згорткову нейронну мережу 
(CNN), яку в 2019 р. запропонували дослідники із 
Бейханського університету у Китаї. Вона показала на 
30 % точніші результати, аніж традиційні алгоритми 
машинного навчання та на 2.2 % точніші відносно по-
передньої адаптації CNN [10]. Адаптація полягала у 
збільшенні кількості проміжних шарів мережі. 
Цього ж року для прогнозування дефектів у ПЗ було 
запропоновано модифікацію Рекурентної нейронної ме-
режі – Attention-Based RNN [3]. Дослідники із Шан-
хайського університету довели, що AR RNN на 7-14 % 
є точнішою за традиційні моделі машинного навчання 
та на 3-4 % за попередні адаптації CNN та RNN. Моди-
фікація RNN полягала у застосуванні Attention-методу 
для врахування нейронів на вихідному шарі із більшим 
ваговим коефіцієнтом. 
За результатами аналізу виявлено, що прогнозуван-
ня дефектів все ще є недостатньо точними через дис-
персність результатів відносно домену вхідних даних 
[8]. Тому для зниження дисперсії, у цій роботі запропо-
новано поєднати два найточніші алгоритми глибинного 
навчання – CNN та RNN [18]. 
Результати дослідження та їх обговорення 
Особливості процесу прогнозування дефектів у 
ПЗ. Запропонована у цьому дослідженні методика про-
гнозування дефектів у ПЗ складається із семи послідов-
них етапів (рис. 1). Розглянемо докладніше кожен із 
етапів цього процесу. 
Пошук та підготовка даних. Для навчання нейрон-
них мереж та проведення експериментів використано 
50 000 файлів вихідного коду з 13-ти відкритих java-
проєктів (табл. 1). Кількість дефектів та їх місцезнахо-
дження у кожному з файлів отримано з відкритих дже-
рел [17]. 
 
Рис. 1. Процес прогнозування дефектів у ПЗ поєднанням алгоритмів глибинного навчання CNN та RNN
Побудова абстрактного синтаксичного дерева. Для 
опрацювання нейронними мережами, вихідний код із 
датасетів має бути представлений у вигляді цілочисель-
них векторів. Існують різні рівні гранулярності подання 
програмного коду [20], однак найбільш зручним та 
ефективним є подання у вигляді абстрактного синтак-
сичного дерева (АСД), яке дає змогу зберегти, водно-
час, синтаксис та структуру програмного коду (рис. 2). 
АСД – це позначене і орієнтоване дерево, в якому внут-
рішні вершини зіставлені з відповідними операторами 
коду, а листя – з відповідними операндами. Дотриму-
ючись загальноприйнятих підходів, розглядаємо тільки 
три типи АСД вершин [3, 6, 10]: 
1) Вершини виклику методів та створення примірника 
класу. 
2) Вершини оголошень змінних, параметрів, методів, 
класів, інтерфейсів і т.ін. 
3) Вершини потоку керування: умови, цикли, порівняння 
і т.ін. 
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Отже, у вершинах дерева зберігатимуться назви від-
повідних операторів чи операндів, які надалі назвемо 
токенами. Наприклад, для оператора циклу for(){…} 
вершина дерева міститиме значення for, а для оголо-
шення класу class A(){.} вершина міститиме значен-
ня A. 
Табл. 1. Датасети для навчання та проведення експериментів 
Проєкт Дата Файли Посилання 
Android Universal I. L. 19-01-13 480 https://github.com/nostra13/Android-Universal-Image-Loader 
ANTLR v4 03-02-14 2000 https://github.com/antlr/antlr4 
Broadleaf Commerce 05-03-14 12000 https://github.com/BroadleafCommerce/BroadleafCommerce 
Eclipse p. for Ceylon 08-10-14 2000 https://github.com/ceylon/ceylon-ide-eclipse 
Elasticsearch 03-02-14 4000 https://github.com/elasticsearch/elasticsearch 
Hazelcast 19-05-14 4000 https://github.com/hazelcast/hazelcast 
jUnit 22-08-11 2000 https://github.com/junit-team/junit 
MapDB 27-09-13 900 https://github.com/jankotek/MapDB 
mcMMO 11-07-13 1000 https://github.com/mcMMO-Dev/mcMMO 
Mission Control T. 29-06-12 1800 https://github.com/nasa/mct 
Neo4 j 09-04-14 4200 https://github.com/neo4 j/neo4 j 
Netty 21-02-13 3000 https://github.com/netty/netty 
OrientDB 10-12-13 6000 https://github.com/orientechnologies/orientdb 
Oryx 10-11-13 1300 https://github.com/OryxProject/oryx 
Titan 09-10-14 4200 https://github.com/thinkaurelius/titan 
 
Рис. 2. Дефектний фрагмент програмного коду мовою програмування Java та його представлення в АСД 
Обхід АСД інфіксним алгоритмом та кодування у 
цілочисельний вектор. Наступним етапом є обхід АСД 
інфіксним (симетричним) алгоритмом та кодування от-
риманого вектора токенів у цілочисельний вектор. Для 
цього будується відображення між цілими числами та 
токенами. Кожен токен асоціюється з унікальним цілим 
числом, в межах від одиниці до загальної кількості уні-
кальних токенів. Для кожного АСД формується вектор. 
Усі вектори вирівнюються по довжині, шляхом дода-
вання нулів вкінець [3, 10]. Окрім цього, під час коду-
вання токенів відкидаються ті, що трапляються один 
або два рази – це поширена практика для підвищення 
точності нейронних мереж [6]. 
Збалансування даних. Датасети, які використовува-
тимуться у цьому дослідженні, є незбалансованими – 
недефектних файлів значно більше, ніж дефектних. Ця 
проблема є поширеною: дослідження 106-ти публічних 
датасетів показує, що 87 % з даних є середньо, або час-
тково незбалансованими [16]. Навчання алгоритмів ма-
шинного навчання на таких даних може негативно впли-
нути на точність прогнозування дефектів [1]. Для вирі-
шення цієї проблеми застосовано метод повторної ви-
бірки, який полягає у дублюванні дефектних файлів [9]. 
Побудова нейронної мережі на підставі алгоритмів 
CNN та RNN. Запропонований метод базується на алго-
ритмах RNN та CNN, які об'єднані бінарним класифіка-
тором Логістична регресія (рис. 3): навчання та прове-
дення експериментів на кожній мережі виконується па-
ралельно, а сумарні виходи аналізуються класифікато-
ром, який вирішує чи файл містить дефект. 
Перевагою нейронної мережі CNN є потужна здат-
ність генерувати властивості, які базуються на семанти-
ці та локальній структурі вхідних даних – вихідного ко-
ду в нашому випадку. Натомість перевагою нейронної 
мережі RNN є здатність генерувати властивості, які ба-
зуються на довготермінових залежностях між даними 
(табл. 2). 
Існує декілька підходів для поєднання алгоритмів 
глибинного навчання. У цій роботі обрали підхід Stac-
king – це коли навчання алгоритмів відбувається пара-
лельно і вихід з кожного з них аналізується третім алго-
ритмом машинного навчання – класифікатором. У 
цьому випадку алгоритми CNN та RNN об'єднані за до-
помогою бінарного класифікатора логістична регресія 
[2]. Логістична регресія на вхід прийматиме ймовірнос-
ті наявності дефекту, обчислені кожним з алгоритмів, 
та вирішуватиме, чи дефект присутній чи ні. 
Для події P, яка може приймати два значення (1 – 
дефектний, 0 – недефектний), модель логістичної регре-
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де: 1... nx x  – значення, отримані на виході із CNN та 
RNN; 0... nθ θ  – коефіцієнти регресії, отримані в ході нав-
чання нейронної мережі; 1n  та 2n  – кількість значень на 
виході із CNN та RNN відповідно. 
Табл. 2. Параметри нейронних мереж CNN та RNN 
 CNN RNN 
Embedding layer 1 (output dim = 32) 1 (output dim = 32) 
Convolutional layer 3 (filters = 10, kernel size = 2, strides = 2) - 
Bidirect LSTM layer - 3 (units = 40) 
Pooling layer 3 (kernel size = 2, strides = 2) - 
Flatten layer 1 1 
Dense layer 3 (unites = 50) 3 (units = 24) 
Activation function 
ReLU (усі шари, окрім останнього) 
Sigmoid (останній Dense layer) 
Tanh (перший Dense layer) 
ReLU (другий Dense layer) 
Sigmoid (останній Dense layer) 
Parameter Init 
He_normal (усі шари окрім останнього) 
Glorot_normal (останній Dense layer) 
Glorot_normal 
Dropouts 2 (Між Dense layers), dropout rate = 0.5 - 
Regularization L2(l2 = 0.0001) - 
Loss function Binary cross-entropy Binary cross-entropy 
Optimizer function Adam (learning rate = 0.0015) RMSprop (learning rate = 0.0015) 
Batch size 32 32 
Epoch 10 10 
Early Stopping monitor = val_loss, patience = 3 monitor = val_loss, patience = 3 
 
Рис. 3. Архітектура ансамблю нейронних мереж CNN+RNN 
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Під час навчання відбувається оптимізація коефі-
цієнтів моделі 0... nθ θ  у такий спосіб, щоб максимізувати 
правдоподібність події P. 
Метрики оцінювання результатів. Результат кож-
ного прогнозу наявності дефекту у фрагменті коду мо-
же належати до одного з чотирьох класів: TP (True Posi-
tive), TN (Ture Negative), FP (False Positive), FN (False 
Negative). Ці класи ще називають матрицею спряженос-
ті результатів. На практиці застосовують спеціальні 
метрики, які базуються на зазначених класах [5, 10, 3]: 
● F-метрика – агрегований критерій, який гармонічно 




















● G-метрика – агрегований критерій, який гармонічно 
об'єднує TPR і TNR та відображає поганий вплив хибних 













● MCC-коефіцієнт – описує цілу матрицю спряженості ре-
зультатів єдиним значенням. Цей коефіцієнт коректніше 
описує точність моделі, якщо вхідні дані є сильно незбалан-
совані, що відповідає нашому випадку: 
 
( ) ( ) ( ) ( )
TP TN FP FN
MCC
TP FP TP FN TN FP TN FN
× − ×
=
+ × + × + × +
.  
Значення метрик F та G перебувають в межах [0:1], 
а MCC коефіцієнта – в межах [-1;1]. Чим більше зна-
чення – тим краще. 
Обговорення результатів дослідження. Реалізова-
но прототип програмного забезпечення для прогнозу-
вання дефектів у ПЗ алгоритмами глибинного навчання 
CNN, RNN та їх об'єднанням CNN+RNN. Для реалізації 
прототипу було використано мову програмування 
Python. Побудову АСД-дерева виконано за допомогою 
Python бібліотеки javalang, а створення та навчання 
нейронних мереж – за допомогою бібліотеки Keras. 
Задля збільшення розмірності датасету, файли з ви-
хідним кодом розбивалися на класи. У такий спосіб бу-
ло отримано 108 тис. класів, з яких 8 тис. містили де-
фекти. Для тренування нейронних мереж випадковим 
чином було обрано 80 % класів, а решта були викорис-
тані для проведення експериментів. На етапі збалансу-
вання тренувальних даних – дефектні класи дублювали-
ся, допоки їх кількість не стала дорівнювати кількості 
недефектних класів. Натомість, дані для експериментів 
не збалансовувалися, щоб зберегти природу даних та 
достовірність результатів прогнозування. 
Для аналізу точності запропонованої моделі, за ре-
зультатами виконання експериментів обчислено зна-
чення F-метрики (рис. 4), G-метрики (рис. 5) та MCC-
коефіцієнта (рис. 6) окремо для кожного проєкту з дата-
сету [17]. 
 
Рис. 4. Порівняння точності алгоритмів для кожного проєкту (F-метрика) 
 
Рис. 5. Порівняння точності алгоритмів для кожного проєкту (G-метрика) 
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Рис. 6. Порівняння точності алгоритмів для кожного проєкту (MCC-коефіцієнт) 
Виявлено, для 11-ти з 13-ти проєктів (F-метрика) та 
9-ти з 11-ти проєктів (G-метрика та MCC-коефіцієнт) 
метод CNN+RNN показав кращі, або не гірші, результа-
ти, ніж інші алгоритми: 
● F-метрика: точність CNN+RNN на 10 % вища, ніж у RNN 
та на 2 %, ніж у CNN; 
● G-метрика: точність CNN+RNN на 10 % вища, ніж у RNN 
та на 2 %, ніж у CNN; 
● MCC-коеф.: точність CNN+RNN на 9 % вища, ніж у RNN 
та на 2 %, ніж у CNN. 
За результатами аналізу обчислених метрик можна 
стверджувати, що покращення точності від поєднання 
RNN+CNN є значнішим, ніж CNN чи RNN. Якщо по-
рівнювати із CNN – то для більшості проєктів покра-
щення було 1-10 %. Порівняно із RNN досягнуто покра-
щення 10-30 %. 
Запропонований метод CNN+RNN показав середню 
точність 72.3 % (F-метрика). Водночас, попередні дос-
лідження останньої модифікації CNN за F-метрикою 
продемонстрували точність 57 % [10], а RNN – 72.8 % 
[3]. Однак, задля усунення впливу природи вхідних да-
них (датасетів) та різниці у конфігурації нейронних ме-
реж – коректно порівнювати точність методу 
CNN+RNN тільки з тими алгоритмами, які були реалі-
зовані та перевірені в цьому дослідженні і в тих же умо-
вах, що і було зроблено. 
Перелік моментів, які можуть впливати на достовір-
ність результатів: 
● бібліотека javalang, яка використовувалася для аналізу ви-
хідного коду, не підтримує деякі оператори мови Java. Тому 
з датасету було видалено близько 6 % файлів, які містять ці 
оператори; 
● складно гарантувати аналогічні результати для різних дата-
сетів чи проєктів, які були реалізовані використовуючи ін-
ший підхід чи мову програмування. Однак процес та моде-
лі, представлені в даному дослідженні, є універсальними та 
можуть бути застосовані для будь-яких проєктів; 
● як вже було зазначено, архітектура нейронних мереж CNN 
та RNN була частково запозичена із останніх подібних дос-
ліджень. Однак деякі із параметрів все ж підбиралися мето-
дом проб і помилок. 
Висновки 
З'ясовано, що для точного прогнозування дефектів у 
ПЗ доцільно використовувати алгоритми машинного 
навчання, а саме підвид цих алгоритмів – алгоритми 
глибинного навчання. Виявлено, що деякі модифікації 
алгоритмів глибинного навчання CNN та RNN дають 
найвищу на цей момент точність у прогнозуванні де-
фектів у ПЗ. 
Досліджено увесь багатоетапний процес прогнозу-
вання дефектів у ПЗ, внаслідок чого виявлено, що ме-
тод побудови та навчання нейронної мережі може бути 
покращений завдяки поєднанню алгоритмів CNN та 
RNN, що дасть змогу знизити дисперсію та підвищити 
точність пошуку дефектів. Розвинуто метод прогнозу-
вання дефектів у ПЗ алгоритмами глибинного внаслідок 
поєднання двох алгоритмів CNN та RNN за допомогою 
бінарного класифікатора логістична регресія. 
Реалізовано прототип програмної системи для прог-
нозування дефектів у ПЗ алгоритмами CNN+RNN та 
проведено навчання нейронних мереж на 108-ми тися-
чах фрагментах коду з 13-ти проєктів. Підтверджено, 
що представлений метод CNN+RNN загалом дає на 2 % 
точніші прогнози, ніж CNN, та на 8–10 % точніші, ніж 
RNN. 
Надалі ця робота може розвиватися у напрямку дос-
лідження точності запропонованого методу на інших 
наборах даних: реалізованих іншими мовами програму-
вання (C/C++/C#), або базованих на інших парадигмах 
програмування (процедурне програмування, функці-
ональне програмування). Також перспективним є дослі-
дження поєднання більшої кількості алгоритмів машин-
ного навчання. Це є можливим, оскільки запропонова-
ний у цьому дослідженні підхід з використанням класи-
фікатора логістична регресія дає змогу поєднувати до-
вільну кількість різних за своєю природою алгоритмів. 
Тому задля подальшого підвищення точності можна до-
датково враховувати якісні метрики коду, або спробу-
вати поєднати запропонований метод з іншим пошире-
ним алгоритмом глибинного навчання – DBN. 
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Lviv Polytechnic National University, Lviv, Ukraine 
SOFTWARE DEFECT PREDICTION VIA ENSEMBLE OF CONVOLUTIONAL  
NEURAL NETWORK AND RECURRENT NEURAL NETWORK 
The paper is devoted to the study of the software defect prediction process using deep learning algorithms. This process consists 
of several main steps: dataset search and preparation, parsing source code into abstract syntactic tree, tree traversal and tokens map-
ping, handling class imbalance, building and training neural networks. During the analysis of research papers we found that the appli-
cation of the software defect prediction could facilitate the defects searching and prioritize testing efforts. However, machine learning 
algorithms, demonstrated in the recent studies, are not effective enough, showing an unstable accuracy ranging from 40 % to 60 %. 
The study has discovered that the application of deep learning algorithms gives more accurate results than the other machine learning 
algorithms. In particular, the state-of-the-art versions of the CNN and RNN are on average 12-30 % more accurate than traditional al-
gorithms such as decision tree, logistic regression, naive Bayesian classifier, and random forest. However, the results still remain two 
variants for the various software projects. In order to reduce the variance and increase prediction accuracy, the study proposed impro-
vements on the step of building and training neural networks. Namely, we proposed an improved model for software defect predicti-
on based on the combination of state-of-the-art deep learning algorithms CNN and RNN together with binary classifier logistic reg-
ression. In order to correctly evaluate the accuracy of the proposed model, CNN and RNN based models were also built and trained. 
Training of each of the models was conducted on a dataset of 50,000 source code files obtained from 13 java projects. Experimental 
results showed that the CNN+RNN model gave on average 10-9 % higher accuracy than RNN and 2 % higher accuracy than CNN. 
The accuracy results by each of the analysed software projects showed that in 11 out of 13 software projects the CNN + RNN model 
gives no less accuracy than CNN or RNN. 
Keywords: software reliability; convolutional neural network; recurrent neural network; machine learning. 
