The keypoint detection and its description are two critical aspects of local keypoints matching which is vital in some computer vision and pattern recognition applications. This paper presents a new scale-invariant and rotation-invariant detector and descriptor, coined, respectively, DDoG and FBRK. At first the Hilbert curve scanning is applied to converting a two-dimensional (2D) digital image into a one-dimensional (1D) gray-level sequence. Then, based on the 1D image sequence, an approximation of DoG detector using second-order difference-of-Gaussian function is proposed. Finally, a new fast binary ratio-based keypoint descriptor is proposed. That is achieved by using the ratio-relationships of the keypoint pixel value with other pixel of values around the keypoint in scale space. Experimental results show that the proposed methods can be computed much faster and approximate or even outperform the existing methods with respect to performance.
Introduction
Local keypoints matching is finding corresponding points between two or more images of the same scene or object. It has demonstrated considerable success in many computer vision and pattern recognition applications such as object recognition [1] , motion tracking, wide-baseline stereo [2] , texture recognition, image retrieval [3, 4] , robot navigation [5] , video data mining, recognizing of building panorama [6] , stereo correspondence, recovering camera motion, and 3D reconstruction.
The two critical aspects of local keypoint matching are detection and description of keypoints. Firstly, the detection of keypoints determines the stable keypoints that are to be matched; that is, we must localize the keypoint by using position and the corresponding scale, and at the same time we determine the appropriate neighborhood that are used in computing the descriptors. Secondly, the description of a keypoint involves building a unique descriptor for each keypoint by describing it and its neighboring regions; that is, we must create a description of the keypoint; ideally, the description has to be distinctive and invariant under various transformations due to viewpoint change, rotation, scaling, illumination change, and so forth.
Many detectors have been recently proposed in the last few years. Moravec developed in [7] a corner detector used in image matching. The detector was refined to make it more repeatable when it is over a little transformation and close to edges by Harris and Stephens [8] , named Harris corner detector. Harris detector is not scale-invariant. Rosten and Drummond proposed in [9] a FAST criterion for corner detection, with AGAST [10] extending this work for improved performance. But the FAST has not an orientation operator and does not produce multiscale features, and it has large response along edges [11] . For a scale-invariant blob detector proposed by Lindeberg [12] which introduced the concept of automatic scale selection, this blob detector is defined by a maximum of the normalized Laplacian. A Harris-Laplace detector and a Hessian-Laplace detector used to detect the keypoints by using scale-adapted Harris function or Hessian matrix, respectively, are proposed by Mikolajczyk and Schmid [13, 14] . The two detectors are robust and scale-invariant. Several other keypoint detectors have been summarized by [15] .
After detecting keypoints, the next step of local keypoint matching is to describe keypoints. A lot of local descriptors for describing local keypoint have been developed [16, 17] . Lowe [1] proposed a scale-invariant feature transform (SIFT) descriptor based on the gradient distribution in the detected regions. SIFT combines a scale-invariant region detector (called DoG for short) and is invariant to image scaling and rotation and partially invariant to illumination changes and 3D camera viewpoint. Several variants and extensions to improve SIFT have been proposed. Ke and Sukthankar [18] proposed the PCA-SIFT descriptor that applies PCA to reducing the dimensionality of SIFT descriptor vector from 128 to 36. The GLOH [19] is also an extension of the SIFT descriptor which changes SIFT's location grid and uses PCA to reduce the dimension of the SIFT. GLOH is more distinctive with respect to the same dimensionality. However, GLOH is computationally more expensive. In addition to PCA-SIFT and GLOH, Bay et al. presented a scale-invariant and rotation-invariant keypoint descriptor using integral images for image convolutions, which combines a keypoint detector and a descriptor called SURF [20] . These extensions focused primarily on improving the matching performances.
In recent years, several fast descriptors have been proposed. The BRIEF [21] is a keypoint descriptor that is designed for superfast description and matching and uses simple binary tests between pixels in a smoothed image patch. However, it is very sensitive to in-plane rotation. Rublee et al. in [11] proposed the ORB descriptor whose binary descriptor is rotation-invariant and robust to noise. At the same time, Leutenegger et al. in [22] presented a binary descriptor invariant to scale and rotation called BRISK. Recently Alahi et al. in [23] proposed a keypoint descriptor inspired by the human visual system and more precisely the retina, coined FREAK.
Inspired by the above presented detectors and descriptors, this paper proposed a new scheme for keypoint detection and description. The main contribution of this paper lies in two aspects. On the one hand, we apply the Hilbert curve scanning to converting a two-dimensional (2D) digital image into a one-dimensional (1D) gray-level sequence. Based on the 1D image sequence, we propose an approximation of DoG detector by using second-order difference-of-Gaussian function, coined DDoG detector. On the other hand, a new fast binary ratio-based keypoint descriptor is proposed. The primary motivation of descriptor is looking for some significant pixels around a keypoint. This is achieved by using the ratio-relationships of the keypoint pixel value with other pixel values around the keypoint in scale space. The proposed keypoint descriptor also uses a binary bit-string and has lower computational complexity than the existing descriptor.
The remainder of this paper is organized as follows. In Section 2 we firstly introduce the Hilbert curve, and then we construct the 1D image pyramid based on Hilbert curve scanning. Section 3 proposes a new detector called DDoG based on 1D image pyramid by zeroes detecting. Section 4 presents a new descriptor based on binary bit-string. Section 5 shows the experiments and results. Finally, the paper is concluded in Section 6.
1D Image Pyramid Based on Hilbert Curve
2.1. Hilbert Curve Scanning. In our proposed keypoint detector, the first important step is to convert a 2D digital image into a 1D gray-level sequence by Hilbert curve scanning.
Hilbert curve is one of the space-filling curves published by G. Peano that visits every point in a square grid with a size of 2 * 2, 4 * 4, 8 * 8, 16 * 16, or any other power of 2 (showed in Figure 1 ) and has one-to-one mapping between an -dimensional space and a one-dimensional space. Because the curve can keep the relevancy of neighboring points in the original space as far as possible, that is, fairly well preserving locality [24] , it has been widely used in computer science especially in image processing. The detailed process of constructing a Hilbert curve scan is omitted which can be seen in [25] . Using the Hilbert curve scanning, a 2D digital image can be converted into a 1D gray-level sequence.
1D
Image Pyramid. Then, we can construct the image pyramid based on the 1D gray-level sequence of the image. Therefore, scale space of the 1D sequence is defined as a function of one-variable, ( , ), that is produced from the convolution of one-variable Gaussian function, ( , ), with 1D sequence of an image, ( ):
where * is the convolution operation in and and
Then the difference-of-Gaussian function convolved with the 1D image sequence, ( , ), can be computed as follows:
where is the factor of two nearby scales which is the same as standard SIFT. In order to quickly find the keypoints and reduce the computation, our method using DDoG detector instead of DoG will be discussed much more in detail in next section.
DDoG Detector Based on 1D Image Pyramid

DDoG Detector.
To simplify the structure of pyramid can effectively reduce the computation of constructing pyramid. According to the theory of differential and integral calculus, the local extremum point of a function corresponds to the zero of its first derivative. So we have
where ( , ) represents the second-order difference-ofGaussian function and the value of is the same as the standard SIFT. From (4), we can get
H4 (32 * 32) H 5 (64 * 64) and therefore
and because of − ̸ = 0, ( , ) = 0 ⇔ / ≈ 0. This shows that the local maximum or minimum value obtained by DoG is actually the zero of the first derivative of the function. Because the zero detection is much easier than the extreme point detection, we can use the zero detection of first derivative function of the DoG to replace the local extreme point detection of the DoG.
Therefore, this paper proposes the DDoG detection algorithm. The first step of our method is to obtain the second-order difference-of-Gaussian (DDoG) function by constructing DDoG pyramid. The second step is to find the local extremum by using zeroes detection of DDoG function, which determines the keypoint and its scale. The third step is to make accurate localization of keypoint using curve by fitting for the DDoG function.
Constructing DDoG Pyramid.
The DDoG pyramid is based on DoG pyramid and the process of its construction is exemplified in Figure 2 . Making a subtraction of the same octave in two adjacent layers in the DoG pyramid forms a layer of DDoG, whose scale is the same as the lower layer of the two adjacent layers in the DoG pyramid. For example, the first layer of the first octave of DDoG pyramid is obtained by making a subtraction between the second layer ( , 2 ) of the first octave of DoG pyramid and the first layer ( , ) of the first octave of DoG pyramid, and its scale is . Therefore, the number of octaves in the DDoG pyramid is the same as in the DoG pyramid, and the number of layers of each octave in the DDoG has one less than in the DoG pyramid.
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Zeroes Detection.
In order to check whether the pixels whose absolute value of the second-order difference-ofGaussian function is close to zero at every layer of DDoG pyramid, the algorithm has to set a proper threshold ; the absolute value of second-order difference-of-Gaussian function of each pixel in DDoG pyramid is compared to . If the value is less than or equal to , then the pixel is considered a keypoint, and its location and scale ( , ) are recorded.
Obviously, the threshold selection is very important. The larger the threshold, the more number keypoints extracted. However, some false keypoints may be produced which lead to the increased false match rate and the higher computation cost; the smaller the threshold, the less number keypoints extracted, which is not enough to reflect the distribution of the keypoints and leads to the lower matching reliability.
In order to study the relationship between the threshold and the performance of the detector, we can determine the best choices by extensive experiments under the matching task. The results of the experiment are shown in Figures 3  and 4 . These figures are based on a matching task by using 100 images from the Oxford Buildings dataset (the dataset is available at http://www.robots.ox.ac.uk/∼vgg/data/oxbuildings/). We can see that the proposed algorithm can realize best results when ∈ [350 450]; we set = 400 in this paper.
Accurate Localization of Keypoint.
The extreme point detected by previous steps is not the accurate extreme point but the extreme point of discrete space since the number of octaves and layers is limited; in other words, although the scale space is discrete rather than continuous, we can take advantage of interpolating to the known points of discrete space to obtain the accurate extreme point of continuous space, that is, subpixel interpolation proposed by Brown and Lowe [26] . In this paper, we can use curve fitting for the DDoG function; the fitting function is 2D quadratic function:
where = ( , ) is offset from keypoint, the accurate location of keypoint.̂is acquired by finding the derivative of the 2D function with respect to ; then setting it to zero, we can get̂=
By substituting (8) into (7), giving
Mathematical Problems in Engineering Notably, = ( , ) represents the offset from the interpolating central point; when̂is larger than 0.5 in or , then it means that the interpolating central point has shifted to its neighboring points, so the keypoint is changed; then we can perform the interpolation instead of its neighboring point and ensure convergence of interpolation. In addition to this, ( ) represents the contrast of keypoints. In order to improve the stability of keypoints, we can remove unstable extreme point with low contrast. In this paper, the extremum point with the contrast less than 0.04/ is discarded, where is the number of layers per octave.
It should be pointed out that the origin SIFT algorithm uses curve fitting for the DoG function and the fitting function is 3D quadratic function.
Compared with the original DoG algorithm, DDoG algorithm has a greater advantage that it can simplify the Gaussian pyramid and improve the speed of computation. Extrema detection of the DoG is carried out in a 3 pix * 3 pix * 3 pix of 3D space; the determination of every extreme point needs to use the local information of the three layers of DoG image in pyramid; and the zero detection only needs to be performed in a linear space; each zero indeed only relates to a layer image of DDoG pyramid.
According to Lowe's theory, the performance of the algorithm is the best when the effective layers of DoG extremum detection, that is, which can detect the keypoints, are three layers and then each octave contains five layers in the DoG pyramid, so each octave contains six layers corresponding to LoG pyramid. But zero detection involves only one layer of image in the DDoG pyramid, so every layer is effective layer in this pyramid. In order to guarantee that there are three effective layers, every octave of DDoG pyramid should contain three layers; then every octave of the corresponding DoG contains four layers while there are five layers in LoG pyramid. By comparison it is known that when using DDoG constructs Gaussian pyramid, every octave can compute less one layer of Gaussian filter and it is possible to reduce Gaussian filtering computation of four-layer image for constructing four-octave Gaussian pyramid. Because of constructing the Gaussian pyramid that accounted for more than 70% of total time in the DoG detection algorithm, the proposed algorithm can greatly improve the speed and reduce the time cost. Moreover, the computational complexity of DDoG algorithm for zeroes detection in the linear space is lower than the origin algorithm in 3D space, which further reduces the computational time and improves the algorithm in real time.
Therefore, the computation complexity of our method at the theory aspect is lower than that of the original one. Because the DDoG detector remains the essence of DoG detector, the matching performance should keep unchanged.
Fast Binary Ratio-Based Keypoint Descriptor
This paper proposed a novel method to compute the descriptor. The primary motivation is looking for some significant pixels around a keypoint, and the ratios of the keypoint pixel value with other pixel values around the keypoint will be kept invariant by means of certain data conversion in scale space. Inspired by [11, [21] [22] [23] , we also propose to use binary strings as a keypoint descriptor, which we call FBRK (fast binary ratio-based keypoint).
Orientation. The histogram of gradient computations
for original SIFT algorithm is very time consuming. This paper proposed a novel method to make our descriptor have rotation invariance. First, according to the original Hilbert curve, it is to convert the 1D scale space into 2D scale space defined as ( , ). In fact, the ( , ) is Gaussian smoothed 2D image. Then we can select a 3 * 3 patch centered on every keypoint in their scale space and construct a matrix and a matrix with the same size of 3 * 3; each value of matrix and matrix is represented by and ( , = 1, 2, 3), and the is computed by (10) as follows:
where ( , ) is value of pixel ( , ) in the patch and min and max are the minima and maxima in the patch. Then, we can compute matrix as follows: 
in which the min and max are two thresholds. Accordingly, we can obtain binarization of all the pixels around this keypoint. These binary values in clockwise order form a state vector. Obviously there are 2 8 kinds of state. But according to certain rules, these states can be divided into 6 Mathematical Problems in Engineering 36 categories by bitwise circular moving. For example, Figure 5 shows two state diagrams. The two state vectors corresponding to the upper two state diagrams can be described as shown in Figure 6 .
The two state vectors can be bitwise circular moved into the vector as shown in Figure 7 .
The vector is the smallest number in results of bitwise circular moving. Thus the two state vectors correspond to the same state which means that the keypoint has eight directions.
Then we can rotate the image according to the length of bitwise circular moving to ensure rotation-invariant for our descriptor proposed in the next step.
Feature Vector.
After rotating the image in scale space, we can select a bigger * patch, such as = 7, 9, 11, 13. First, we construct a matrix and a matrix with the same size of patch; each value of matrix and matrix is represented by and ( , = 1, 2, . . . , ), and the is computed by (12) as follows:
where ( , ) is value of pixel ( , ) in the patch and ( = 1, 2, . . . , 8) is one of eight neighboring pixel values. Then, we can compute ratio by (13) where is pixel value corresponding to keypoint in matrix . Furthermore, we can compute matrix as follows:
Accordingly, we obtain binarization bit-string of all the pixels around the keypoint except for the keypoint itself. And the binary bit in matrix ranked in accordance with certain rules, such as from top to bottom, left to right, forms a feature vector as a descriptor. In order to improve the performance of scale-invariant, we can assign a weight which is used as an integer for each pixel tin the patch according to the distance from keypoint. The shorter the distance is, the greater the weight is. The specific method is that binarized bits are copied according to their weight and inserted into their original position in the bit-string. The weight determines the length of copied binary bit. For example, if a bit in matrix is 1 and its weight is 5, the bit is copied 5 times, that is, 11111, and the copied bits are inserted into the original position. This paper considers the following rule for setting weight: if a pixel is adjacent to keypoint, its weight is 5; if the distance of a pixel from keypoint is 2 pixels, its weight is 3; the others are 1. For example, if = 7, the weight of each bit in matrix is shown in Figure 8 . The similarity between descriptor vectors is clearly measured by the Hamming distance between the corresponding binary vectors.
In this paper, we set max = 0.8, min = 0.2, = 0.2, = 11 and will show in experiment section that these parameters lead to good performance, speed, and storage efficiency. The length of descriptor vector is 11 * 11 − 1 + 8 * (5 − 1) + 16 * (3 − 1) = 184 bit.
Our method uses the ratio and threshold to obtain the binary-string both the orientation assignment stage and the keypoint description stage. But we have done some data conversion operations at the beginning to obtain the binarystring. For orientation assignment, nine pixel values have been mapped to [0, 1] by using interval-valued conversion, so that proposed descriptor can greatly reduce the effects of illumination change. The proposed method uses the difference of pixels value between a keypoint and its eight neighboring pixels when computing descriptor, which can effectively reduce the effects of illumination change. Using threshold can find the significant pixels around the keypoint. Assigning appropriate weights to these significant pixels can ensure that the proposed descriptor has more robustness to scale changes.
The following experimental results shown in next section will demonstrate the above.
Experimental Results
We compare our detector and descriptor to others with respect to performance and speed. The original implementations are used in the comparison for these detectors and these descriptors. The datasets used in the experiments are the INRIA dataset [19] which contains eight groups of images with five geometric and photometric transformations for different scene types including viewpoint change, zoom + rotation, image blur, illumination change, and JPEG compression. The INRIA datasets are available at http://www.robots.ox.ac .uk/∼vgg/research/affine/. For the detector comparison, we selected these sequences: Graffiti (viewpoint changes), Boat and Bark (zoom and rotation), and Leuven (lighting changes). And we use a criterion similar to the one proposed in [21] , that is, repeatability score. The repeatability score indicates the average number of the detected keypoints in both images.
The detector is compared to the DoG detector, the SURF detector and the Harris-Laplace detector proposed by Mikolajczyk and Schmid [19] . The default thresholds for all detectors are used. In addition to this, for all the experiments reported in this paper, the same parameters are used, overlap error is fixed to 40%, and normalized size is fixed to 30 pixels as an example. In Table 1 the computational times for keypoints detection of Graffiti sequences are listed. The repeatability scores of these detectors are shown in Figure 9 . As it can be seen in Table 1 our DDoG detector is more than 2 times faster that DoG and 5 times faster than Harris-Laplace or even better than SURF detector. At the same time, the repeatability for our detector is comparable (Boats, Bark, and Leuven) or even better (Graffiti) than for the others. Specifically, Figures 9(a) and 9(c) show our approach slightly better than the competitors for structure scene and slightly weaker than the competitors for texture scene, while the repeatability scores for the Boat sequence and Leuven sequence are comparable for all detectors.
Note that in all experiments mentioned in this paper, the computation times have all been measured on an Intel Core i5-3230M standard PC with 2.6 GHz.
For the descriptors, we compared our method FBRK with popular descriptors, that is, SIFT, SURF, BRISK, ORB, and FREAK, which are based on keypoints detected using their respective detector except for FREAK that uses SURF detector. We use the recognition rate in image pairs proposed in [11] to quantify these descriptors performance, for both images of a pair and for a given number of corresponding keypoints between them; it quantifies how often the correct match can be established by using these methods for description. Moreover, we selected the Graffiti, Wall, Bark, Trees, Leuven, and Ubc for the descriptor comparison. Since the NNDR (nearest neighbor distance ratio) matching strategy is more robust and its precision is higher than the NN (nearest neighbor based) matching and the threshold-based matching [19] , though the performance of FBRK is comparable for the three strategies, only results on NNDR matching are shown in Figure 10 in this paper. The ratio is fixed to 0.7 for these experiments.
In order to evaluate the performance for image with viewpoint change, we selected the Graffiti and Wall sequences. For Graffiti sequence (as shown in Figure 10 (a)), the trend in recognition rate is clearly downward for each descriptor, but the SIFT is the best performing descriptor and our method is either as good as other descriptors or slightly better. For Wall sequence (as shown in Figure 10(b) ), the performances of six descriptors are similar at the first three comparisons, but for the last two comparisons (i.e., 1v5 and 1v6) the SIFT and FBRK are better than other methods. In order to evaluate the performance for image rotation, we used the Boat sequences with scale and rotation change, Boat sequence is challenging for six descriptors and SIFT outperforms the other descriptors, but our proposed method is comparable or better than other competitors except SIFT (as shown in Figure 10(c) ). In order to evaluate the performance for blur images by selecting the Trees sequence, our method is the best performing descriptor, followed by ORB method (as shown in Figure 10(d) ). This is possibly because our method provides more distinctive information than all the other five descriptors due to applying scale space and assigning weight in descriptor vector. In order to evaluate the performance for images with light change, we selected the Leuven sequence. For Leuven sequence (as shown in Figure 10 (e)), FBRK outperforms the other five approaches. It happens possibly because there is no any rotation change in the sequence and our method provides more robustness than all the other five descriptors for light change. At the same time, we also evaluate the performance for JPEG compression images by using Ubc sequence. For Ubc sequence (as shown in Figure 10(f) ), the leader is our proposed method, followed by ORB and SIFT. The reason is that there is no rotation change in the sequence which is similar to the Leuven sequence, while the image compression is similar to scale change especially for regions around keypoint.
The experiment results show that our proposed method has leading performance under image blur, light, and JPEG compression and is comparable to other competitors for viewpoint and scale changes, while for rotation changes our method is slightly weaker than SIFT descriptor and better than other descriptors. At the same time, Table 2 compares the average running time between the six methods. The measure in the table is computed between the first image of Graffiti as a reference image and the other images in Graffiti. The first row shows the time needed to calculate the descriptor and the second row shows the matching time. FBRK is much faster than other descriptors and even faster than ORB both for description and for matching. Notably, the result in the table is the time per keypoint in millisecond.
Conclusions
This paper presented a new scheme for keypoint detection and description. The proposed DDoG detector achieves a considerable speed-up and approximates the DoG detector by using second-order difference-of-Gaussian function based on 1D image sequence. The proposed keypoint descriptor has leading performance under these conditions of image demonstrated that our descriptor tends to be faster than other state-of-the-art ones.
In future work, one of the issues that we have not adequately addressed is that performance of rotation-invariance is nevertheless unsatisfactory. This is possibly because each keypoint has been assigned only eight directions. We will improve the performance of rotation-invariance for our keypoint descriptors so that it can compete with state-of-theart ones in a wider set of situations.
