Abstract. Let g be a dimension function. The Generalised Baker-Schmidt Problem (1970) concerns the g-dimensional Hausdorff measure (H g -measure) of the set of ψ-approximable points on non-degenerate manifolds. The problem relates the 'size' of the set of ψ-approximable points with the convergence or divergence of a certain series. There are two variants of this problem, concerning simultaneous and dual approximation. In the dual settings, the divergence case has been established by Beresnevich-DickinsonVelani (2006) for any non-degenerate manifold. The convergence case, however, represents the major challenging open problem and progress thus far has been effectuated in limited cases only. In this paper, we discuss and prove several results on H g -measure on non-degenerate planar curves. We prove that the monotonicity assumption on the multivariable approximating function cannot be removed for planar curves. This is in contrast to the problem on hypersurfaces, in dimensions greater than 2, where it has been recently proven to be unnecessary [arXiv:1803.02314]. For the single valued approximating functions, along with many other results which improve the existence understanding of the GBSP on planar curves, we further address the GBSP for the case of Veronese curves in any dimension n, and provide a generalisation of a recent result of Pezzoni (arXiv:1809.09742).
Introduction
A consequence of Dirichlet's theorem (1842) states that any irrational number x can be approximated by infinitely many rationals p/q with an error less than 1/q 2 . Replacing the error of approximation with a function ψ(q) → 0 as q → ∞ raises the question of size of the corresponding set W (ψ) := {x ∈ R : |x − p/q| < ψ(q) for infinitely many (p, q) ∈ Z × N} of ψ-approximable numbers. Khintchine's theorem (1924) asserts that the Lebesgue measure of this set is either zero or full if the sum qψ(q) over the positive integers q converges or diverges, respectively. Notice that the Lebesgue measure is zero (or W (ψ) is a null set) if ψ(q) = q −2−τ for any τ > 0, and Khintchine's theorem gives no further information about the set W (ψ). To distinguish between the null sets, Hausdorff measure and dimension are the appropriate tools. For example, the Hausdorff dimension of the set W (q → q −2−τ ) is 2 2+τ . The higher dimensional theory of Diophantine approximation splits into two different types: the simultaneous and the dual. Simultaneous Diophantine approximation comprises the component-wise approximation of points y = (y 1 , . . . , y n ) T ∈ R n by n-tuples of rational numbers {p/q : (p, q) ∈ Z n × N}, whereas dual Diophantine approximation consists of the approximation of points x = (x 1 , . . . , x n ) ∈ R n by 'rational' hyperplanes of the form q 1 x 1 + · · · + q n x n = p, where (p, q) = (p, q 1 , . . . q n ) ∈ Z × Z n \ {0}. Over the last few years rich and intricate metric theories have been established relating to both of these types of approximation. Broadly speaking, both theories have followed similar paths of development with advances in the dual theory often following quickly from corresponding breakthroughs in the simultaneous theory, although the methods required are on occasion quite different. Notation. Throughout, let n ≥ 1 be a fixed integer. Let Ψ : Z n → [0, ∞) be a multivariable approximating function, i.e. Ψ has the property that Ψ(q) → 0 as q := max(|q 1 |, . . . , |q n |) → ∞.
In the case, Ψ is a singly variable approximating function i.e. Ψ(q) = Ψ( q ) then we simply denote it as ψ. By a dimension function g we mean an increasing continuous function g : R → R with g(0) = 0. By H g , we mean the g-dimensional Hausdorff measure which is proportional to the standard Lebesgue measure when g(r) = r s and in this case, H g is simply denoted as H s . We refer to Subsection 3 below for a brief introduction to Hausdorff measure. For real quantities A, B and a parameter t, we write A ≪ t B if A ≤ c(t)B for a constant c(t) > 0 that depends on t only (while A and B may depend on other parameters).
We write A ≍ t B if A ≪ t B ≪ t A. If the constant c > 0 depends only on parameters that are constant throughout a proof, we simply write A ≪ B and A ≍ B.
1.1. Dual Diophantine approximation. We consider the dual approximation problem with respect to the multivariable approximation function Ψ. Concretely, we are concerned with the set D n (Ψ) := x = (x 1 , . . . , x n ) ∈ R n : |q 1 x 1 + · · · + q n x n + p| < Ψ(q) for i.m. (p, q 1 , . . . , q n ) ∈ Z n+1 , where 'i.m.' stands for 'infinitely many'. A vector x ∈ R n will be called Ψ-approximable if it lies in the set D n (Ψ). The following statement is the most modern result which relates the 'size' of the set D n (Ψ) in terms of g-Hausdorff measure H g to the convergence or divergence of a certain series. This result encompasses contributions from many authors but most importantly works of Jarník [23] , Schmidt [28] , Dickinson & Velani [15] , and Beresnevich & Velani [9] . Theorem 1.1. Let Ψ be a multivariable approximating function. Let g be a dimension function such that r −n g(r) → ∞ as r → 0. Assume that r → r −n g(r) is decreasing and r → r 1−n g(r) is increasing. Then
= ∞ and Ψ is decreasing or n ≥ 2.
The conditions on the approximating function and dimension function comes into play only for the divergence case. In particular, the assumption that Ψ is decreasing for n = 1 is absolutely necessary provided that the celebrated Duffin-Schaeffer conjecture (1941) [8] is true. For n ≥ 2, the monotonic assumption on the approximating function Ψ is not required [9].
1.2. Dual Diophantine approximation on manifolds. Diophantine approximation on manifolds (or Diophantine approximation of dependent quantities) concerns the study of approximation properties of points in R n which are functionally related or in other words restricted to a sub-manifold M of R n . To estimate the size of sets of points x ∈ R n which lie on a k-dimensional, nondegenerate, 1 analytic submanifold M ⊆ R n is an intricate and challenging problem. The fundamental aim is to estimate the size of the set M ∩ D n (Ψ) in terms Lebesgue measure, Hausdorff measure and Hausdorff dimension. When asking such questions it is natural to phrase them in terms of a suitable measure supported on the manifold, since when k < n the n-dimensional Lebesgue measure of M ∩ D n (Ψ) is zero irrespective of the approximating functions. For this reason, results in the dependent Lebesgue theory (for example, Khintchine-Groshev type theorems for manifolds) are posed in terms of the k-dimensional Lebesgue measure (=Hausdorff measure) on M.
In full generality, a complete Hausdorff measure treatment akin to Theorem 1.1 for manifolds M represents a deep open problem in the theory of Diophantine approximation. The problem is referred to as the Generalised Baker-Schmidt Problem (GBSP) inspired by the pioneering work of Baker & Schmidt [3] . Ideally one would want to solve the following problem in full generality. Problem 1.2 (Generalised Baker-Schmidt Problem for Hausdorff Measure). Let M be a nondegenerate submanifold of R n with dim M = k and n ≥ 2. Let Ψ be a multivariable approximating function. Let g be a dimension function such that r −k g(r) → ∞ as r → 0. Assume that r → r −k g(r) is decreasing and r → r 1−k g(r) is increasing. Prove that
In fact, this problem is stated in the most idealistic format and solving it in this form is extremely challenging. The main difficulties lie in the convergence case and therein constructing a suitable nice cover for the set D n (Ψ) ∩ M. We list the contributions to date to highlight the significance of this problem.
Diophantine approximation on manifolds dates back to (1932) the profound conjecture of K. Mahler [25] , which can be rephrased as the statement that H 1 (D n (ψ) ∩ V n ) = 0 for ψ(q) = q −τ with τ > n. Here and throughout V n = (x, x 2 , . . . , x n ) denotes the Veronese curve. Mahler's conjecture was eventually proven in 1965 by Sprindžuk [29] , who then conjectured that the same holds when V n is replaced by any nondegenerate analytic manifold, and H 1 is replaced by H k where k is the dimension of this manifold. Although particular cases of Sprindžuk's conjecture were known, it was not until 1998 that Kleinbock & Margulis [24] established Sprindžuk's conjecture in full generality by using dynamical tools based on diagonal flows on homogeneous spaces. This breakthrough result acted as a catalyst for the subsequent progress in this area of research. The convergence Lebesgue measure result for D n (ψ) ∩ M was established independently in [5] and [12] and the divergence case was established in [4] . The first inhomogeneous Lebesgue measure result for the divergence case of D n (Ψ) ∩ M was established very recently in [1] .
With regards to the Hausdorff measure or dimension theory for dual approximation on manifolds, the progress has proven to be extremely difficult. The first major result in this direction relating to approximation of points on the Veronese curve appeared in the landmark paper of Baker & Schmidt [3] in which they proved upper and lower bounds for Hausdorff dimension on the Veronese curve. Further, they conjectured that their lower bound is actually sharp, which was later proven to be true in [11] . In 2000, Dickinson and Dodson [16] proved a lower bound for Hausdorff dimension on extremal manifolds for approximating functions of the type ψ(q) = q −τ for any τ > n. In 2006, the divergence case for the H g measure of D n (ψ) ∩ M was established in [7] as a consequence of their ubiquity framework. Proving the genuine Hausdorff measure result for convergence for any manifold remained out of reach until recently when the first-named author proved it in [21] for D 2 (ψ) ∩ V 2 i.e. for H g -measure on the parabola under some mild assumptions on the dimension function g. Nearly at the same time, J.-J. Huang proved [19] the homogeneous convergence result over planar curves, showing that the H s (D 2 (ψ) ∩ C) = 0 for all non-degenerate planar curves C if a certain sum converges.
Inhomogeneous Diophantine approximation is the generalisation of the homogeneous Diophantine approximation discussed above and results for the latter settings can be derived from the former settings by considering the inhomogeneous parameter to be zero. In 2013, the first ever inhomogeneous result regarding the Hausdorff measure (H g -measure) of D n (Ψ) ∩ M for divergence was established in [1] but only for the dimension function g(r) = r s and with a certain convexity condition on the multivariable approximating function Ψ. In 2017, Badziahin-Harrap-Hussain [2] extended Huang's result to the inhomogeneous setting but still within the framework of a single-variable approximating function. Very recently, authors of this paper proved the GBSP for hypersurfaces i.e. H g -measure for both homogeneous and inhomogeneous settings with non-monotonic multivariable approximating functions [22] . However, the results of [22] are not valid for planar curves.
The aim of this paper is to contribute in making some advances on the GBSP on non-degenerate planar curves in a reasonable generality. Where appropriate we will also discuss results in higher dimensions.
1.3. GBSP on planar curves. From the previous discussion, it should be clear that the main problem within the GBSP lies in proving the convergence part. The GBSP has been resolved over non-degenerate planar curves due to successive works of Hussain [21] and Huang [19] albeit some restrictions on the dimension and approximating functions. Here we state the most general result due to Huang [19] . Theorem 1.3 (Huang, 2017) . Let ψ be a decreasing approximating function and s ∈ (0, 1]. Let C be any C 2 planar curve which is non-degenerate everywhere except possibly on a set of zero Hausdorff s-measure. Then
Naturally this result motivates the following questions. We show that the answer to Question 1.4 is in general negative i.e. it is impossible to remove the monotonic assumption on the multivariable approximation function Ψ. To be precise we show that the monotonic assumption on a standard parabola V 2 is absolutely necessary, see Section 4. For the nonmonotonic single variable approximating function ψ, recently Jing-Jing Huang [20] proved the analogue of Theorem 1.3 for the parabola.
The answer to Question 1.5 may be given for monotonic approximating functions ψ and under some restrictions on the dimension function g. For Question 1.6, we give a fairly general treatment to the H g measure on the Veronese curve in arbitrary dimensions, see the next subsection.
For convenience, we will assume that the planar curve C is the graph of a smooth map f : U → R, where U ⊆ R is a connected bounded open set.
(I) Assume that the second derivative f ′′ of the map f satisfies
Notice that condition (I) was implicitly stated in Huang's paper but, for clarity, we state it explicitly and for the H g -measure. For further details about the strengths and weaknesses of the corresponding condition in higher dimensions we refer to [22] . Theorem 1.7. Let ψ be a monotonic approximating function. Let f be a C 2 function satisfying (I) and let C be the graph of f . Further let g be a dimension function so that g(q)/q decreases. Moreover assume g has the property that
Observe that condition (1.1) becomes stronger if ε increases since x < 1, and it does not make sense with exponent 1 (i.e. for ε = 1/3) since the dimension of the curve is only 1.
We should add that Huang [19] observed that his method for the proof of Theorem 1.3 generalizes naturally to dimension functions g of order r s1 ≪ g(r) ≪ r s2 with 2s 1 < 3s 2 , but he does not carry it out. This would imply (1.1) as s 1 can be chosen 1 for any reasonable dimension function. We refer the reader to [6] for a detailed description on the exact logarithmic order statement for approximation on planar curves which, in other words, gives an explicit method of construction of dimension and approximating functions such that the H g -measure discriminates between the corresponding sets.
2. The generalised Hausdorff measure on the Veronese curve 2.1. The parabola. Now we discuss the GBSP on the parabola. Throughout, denote by
As stated earlier, the first comprehensive treatment regarding the convergence case of the H g -measure on the parabola was proven recently by Hussain [21] .
Theorem 2.1 (Hussain, 2015) . Let ψ be a decreasing approximating function and let g be a dimension function such that r −1 g(r) is monotonic. Assume that there exist positive constants s 1 and s 2 ≤ 1 such that 2s 1 < 3s 2 and
for all sufficiently small r > 0 .
This implies
Clearly one can see that Theorem 2.1 (and in fact Theorem 1.3 as well) is not as general as the convergence part of the GBSP for Hausdorff measure.
The ultimate goal is to show that the parabola is of Khintchine type for convergence, that is to drop the condition (2.1). As an intermediate step, we introduce alternative conditions, on the approximation function ψ and the dimension function g, which allow the conclusion in (2.2). Our first result deals with a special class of approximation functions of fast decay. Theorem 2.2. Let ψ be an approximation function which satisfies
Then for any dimension function g with the property that r −1 g(r) is monotonic, we have the conclusion (2.2) of Theorem 2.1.
Observe that there is an identity in (2.3) for any function ψ : q → q −β . Moreover the condition is easy to check for functions of exponential decay. We want to explicitly highlight our result for these natural classes of approximation functions. Corollary 2.3. Let β > 0. Let ψ be of the form ψ : q → q −β or of the form ψ : q → e −qβ . Let g be any dimension function such that r −1 g(r) is monotonic. Then the conclusion (2.2) holds.
The proof of Theorem 2.1 splits into two parts: the polynomial P (t) = a 2 t 2 + a 1 t + a 0 having repeated roots or the distinct roots. It turns out that the condition (2.1) is only needed for the repeated roots case i.e. the polynomial P being a square,
The critical sum condition of Theorem 2.1 is that with the typical estimate
By using the fact that ψ decreases, this leads us to study the convergence/divergence relations between the two sums
First, we show a result somehow dual to Theorem 2.1, where we allow arbitrary dimension functions g on the cost of a condition on ψ similar to (2.1).
Theorem 2.4. Let s 1 , s 2 be positive real numbers and suppose that
where s 2 ≤ 3s 1 + 
2.2.
General Veronese curves and irreducibility. As stated earlier, in the proof of Theorem 2.1, the restriction (2.1) was only required for the class of reducible polynomials, and indeed the proof of Theorem 2.2 relies on the fact that for ψ that satisfy (2.3) we can replace the condition (2.1) on g by the condition (2.3) on ψ.
We now consider the Veronese curve in arbitrary dimension n. In view of the above observation, one might expect that in general reducibility of polynomials might cause problems. However, generalizing the ideas of Theorem 2.2, our new results Theorem 2.8 and Theorem 2.16 below suggest that reducible polynomials should not play an important role upon some strengthened version of (2.3) on the approximation function ψ.
We denote by H P = max 0≤i≤n |a i | the height of the polynomial P (t) = a n t n + · · · + a 1 t + a 0 in the sequel.
Definition 2.7. We say an infinite set P of integer polynomials has property S if there exists no fixed finite set S of non-constant irreducible integer polynomials such that any P ∈ P has a divisor within S.
Theorem 2.8. Let n ≥ 1 be an integer. Let ψ be an approximation function with the property that for large q > 0 the derived function
is monotonically non-increasing. Let x be a real number not algebraic of degree at most n. Suppose that the set of polynomials
is infinite.
• Additionally assume that for every c 1 > 1 there exists c 2 > 0 such that
for all sufficiently large q ≥ q 0 (c 1 ). Then there exists an explicit constant C = C(n, x) > 0 and infinitely many irreducible integer polynomials Q of degree at most n with the property
These polynomials Q can be chosen divisors of polynomials in B ′ ψ . If we assume that property S is satisfied for the set B ′ ψ (x) then C = C(n) can be chosen independently from x.
• Additionally assume we find infinitely many polynomials P ∈ B ′ ψ (x) with the property that when factorized into irreducible polynomials
then there is no index i ∈ {1, 2, . . . , k} so that
This is in particular true if property S holds for B ′ ψ (x). Then, for any ε > 0, we find infinitely many irreducible integer polynomials Q (among the Q i above) of degree at most n such that the estimate
Remark 2.9. The assumption on x is necessary. If x is algebraic of degree at most n and we take ψ(q) = q −n (or any other ψ(q) = o(q −n+1 )), a variant of Liouville's inequality [13, Corollary A2] implies that B ′ ψ (x) consists essentially only of the infinite set of polynomial multiples of its minimal polynomial not exceeding degree n (including scalar multiples), up to a potential finite set of additional polynomials. Thus for any C > 0 there are only finitely many solutions to (2.9) in irreducible polynomials.
Remark 2.10. Notice that in the non-trivial case when the polynomials P are reducible, then the derived Q in fact have degree at most n − 1. Among such polynomials we should generically expect a significantly worse order of approximation than for polynomials of degree n.
Condition (2.6) essentially says that ψ is submultiplicative and generalizes (2.3), whereas (2.8) controls its decay within short intervals (on a logarithmic scale). Theorem 2.8 tells us that for such ψ we may restrict to ψ-approximable irreducible polynomials, at the cost of a minor modification of the involved approximation function ψ. The twist by a constant C as in (2.9) is probably the best we can hope for. For a wide variety of dimension functions g, the convergence of critical sums as in (2.2) will remain unaffected upon the replacement of ψ by Cψ as in (2.9). In particular this is true when g(r)/r is decreasing as in the hypothesis of the GBSP. See also the derived metric result Theorem 2.16 below. For the purpose of this result we only require the first claim of Theorem 2.8, the second is added more for sake of completeness. The conditions (2.6), (2.8) apply to power functions ψ : q → q −β with c 2 = c −β 1 in (2.6), as well as to several variations. An interesting class of functions is provided in the next corollary.
Corollary 2.11. Let ψ(q) = q −β · ϕ(q) for β < 0 and ϕ : (0, ∞) → (0, ∞) any function that satisfies
• ϕ is increasing and differentiable for q ≥ q 0
Then (2.6), (2.8) are both satisfied and consequently the first claim of Theorem 2.8 holds.
The last condition of the corollary means, roughly speaking, that log ϕ(q) grows slower than the logarithm function, or ϕ grows slower than the identity.
Example 2.12. Any functions given for large q ≥ q 0 as
for u > 0, β > 0 and a > 0, b ∈ R satisfies the conditions of Theorem 2.8.
Unfortunately condition (2.8) no longer applies to functions with rapid decay like ψ(q) = e −βq . The biased splitting condition (2.10) in the second claim enters for technical reasons, and we strongly believe it is not needed for the conclusion of (2.11). It appears to be very weak, however we are unable to get rid of it at present. The condition (2.10) is particularly satisfied if P is a power of an irreducible polynomial, which was the case that caused most problems in the proof of Theorem 2.1. Also it holds when the answer to the following problem is negative. Problem 2.13. Is there an integer polynomial Q(t) so that for infinitely many integer polynomials R(t) of bounded degree ≤ n with coprime coefficient vector we have H RQ < H R ?
Sadly the answer is positive when not restricting the degree of R, as we may take R a divisor of a cyclotomic polynomial of height greater than 1, for the existence see for example [18] .
We present a variant of Theorem 2.8 where all above mentioned problems can be avoided, using the multiplicative Weil height instead of the standard height.
Theorem 2.14. For an integer polynomial P define its Weil height H P to be the modulus of the product of the roots of P outside the unit circle. Let x be real, not algberaic of degree at most n. Let ψ be an approximation function that satisfies (2.6). Then if the set
is infinite. Then there exists an explicit constant C = C(n, x) > 0 and infinitely many irreducible integer polynomials Q of degree at most n with the property
If B ′ ψ (x) satisfies property S we may let C = 1. Notice that H P ≍ n H P , see [26] (or the proof of Theorem 2.8 below). While we believe (2.8), (2.10) are not required for the claims of Theorem 2.8, the assumption (2.6) appears to be crucial in both Theorem 2.8 and Theorem 2.14. At least we cannot drop it completely as the next theorem illustrates. Theorem 2.15. Let n ≥ 2 be an integer. There exists a transcendental real number x, a non-increasing approximation function ψ(q) that tends to 0 as q → ∞ and a positive constant ∆(n) with the following properties.
• The set of integer polynomials
is infinite • For any irreducible integer polynomial Q(t) of degree at most n the estimate
holds. In particular, (2.11) fails for any ε < 1/2.
Observe that ψ(H Q ) 1/n increases with n, hence the second claim becomes stronger as n grows. Now we return to Theorem 2.8. Its proof uses the property of heights that they are almost multiplicative (up to a factor depending on n only). A similar argument has been used recently by Pezzoni to derive [27 [27, Corollary 1.6 ], our result is valid for a wider class of approximating functions that satisfy our conditions (2.6), (2.8) (instead of just power functions ψ(q) = q −w ). To formulate this new result we introduce some notation.
Following Pezzoni, let P n,λ be the set of polynomials of degree at most n with discriminant
Thereby, if λ > 0, we restrict the approximation to those polynomials with relatively small discriminant (note that for generic polynomials we expect D(P ) to be of size roughly H(P ) 2n−2 ). In the following claim we deal with n = 3.
With the above notion of A n,λ (ψ), for 0 ≤ λ < 9/20, we have
As indicated above, [27, Theorem 1.5] established the implication when restricting to the smaller set A * 3,λ (ψ) within A 3,λ (ψ) for which the polynomials in P 3,λ can be chosen irreducible (without requiring conditions (2.6), (2.8) though), and [27, Corollary 1.6] is identical to our result for the narrower class of power functions ψ(q) = q −β . Indeed our assumptions (2.6), (2.8) allow for providing the "decoupling" property indicated as an essential problem when going beyond multiplicative functions ψ in [27, Section 6]. Our proof will show that similar transitions from irreducible to general polynomials can be readily derived from Theorem 2.8 for any degree n, upon (2.6), (2.8). Similarly a Weil height version of Theorem 2.16 without requring assumption (2.8) could be readily obtained if the according claim can be shown for irreducible polynomials. It seems to be true that the method in [27] can be extended to Weil heights, but we do not attempt to carry it out.
Hausdorff measure and dimension
For completeness we give below a very brief introduction to Hausdorff measures and dimension. For further details see [17] .
Let Ω ⊆ R n . Then for any 0 < ρ ≤ ∞, any finite or countable collection {B i } of subsets of R n such that Ω ⊆ i B i and diam(B i ) ≤ ρ is called a ρ-cover of Ω. Let
where the infimum is taken over all possible ρ-covers {B i } of Ω. The g-dimensional Hausdorff measure of Ω is defined to be
The map H g : P(R n ) → [0, ∞] is a Borel measure. In the case that g(r) = r s (s ≥ 0), the measure H g is denoted H s and is called s-dimensional Hausdorff measure. For any set Ω ⊆ R n one can easily verify that there exists a unique critical value of s at which the function s → H s (Ω) "jumps" from infinity to zero. The value taken by s at this discontinuity is referred to as the Hausdorff dimension of Ω is denoted by dim H Ω; i.e. dim H Ω := inf{s ≥ 0 : H s (Ω) = 0}.
The countable collection {B i } is called a fine cover of Ω if for every ρ > 0 it contains a subcollection that is a ρ-cover of Ω. We state the Hausdorff measure analogue of the famous Borel-Cantelli lemma (see [10, Lemma 3.10]) which will allow us to estimate the Hausdorff measure of certain sets via calculating the Hausdorff f -sum of a fine cover.
Lemma 3.1 (Hausdorff-Cantelli lemma). Let {B i } ⊆ R
n be a fine cover of a set Ω and let g be a dimension function such that
Answering Question 1.4
Let Ψ be a multivariable approximating function. We now show that the monotonicity for dual approximation on the standard parabola can not be removed.
Fix a, b coprime with |a| < b and let (p, q) = (−2ab, diverges. On the other hand, the corresponding series for the generalized Baker-Schmidt problem is
To complete the proof we choose an approximation function ψ such that (4.2) converges but (4.1) diverges, for example,
Proofs of Theorems

Proof of Theorem 2.2.
The key idea of the proof of Theorem 2.2 is a refined treatment of the case of polynomials with a repeated root, where the additional condition (2.1) was required in the original proof of Theorem 2.1. In this case we may write P (t) = a 2 t − u v 2 , so P (x) being small corresponds to a rational number u/v being close to x. We can thus deduce the claim from the one-dimensional convergence case of the Theorem 1.1. As indicated above, when V ′ 2 denotes the set of quadratic polynomials P (t) that has distinct rational roots, the proof of Case II in Theorem 2.1 in [21] shows that H g (V ′ 2 ) = 0 as soon as the condition in (2.2) holds (without use of (2.1)).
Concerning case I, i.e. P has a repeated root, as in [21] we want to estimate the Hausdorff measure of the set
For simplicity write H P = max |a i | for a polynomial P (t) = a 0 + a 1 t + a 2 t 2 . Since (u, v) = 1 and P ∈ Z[t] we have v 2 |a 2 and thus v 2 ≤ |a 2 | unless a 2 = 0 which is dealt with easily (compare with the proof below).
since v ≤ |a 2 | ≤ √ H P . But obviously |u| < |v| as soon as H is large enough since x ∈ [0, 1) and ψ decreases. Thus we further have
Identifying √ H P with q, from the one-dimensional case of Theorem 1.1 it follows that
as soon as g increases and g(r)/r → ∞ as r → 0 and
In order to deduce it from the assumed convergence of
instead, it suffices to find conditions on ψ, g such that (5.2) implies (5.1). Obviously the criterion is met for any increasing g and ψ that satisfies (2.3).
Proof of Theorem 2.4.
Since g is increasing, (2.4) can be estimated as
Similarly (2.5) can be bounded from above by
Let ℓ = s 1 + 1/2. Since g increases, for every k when considering three consecutive terms in the sum of B g we obtain 2 3k g(2
and hence
We see that B g < ∞ as soon as
Assume the left hand side of (5.3) converges. Then A g < ∞, and the sum in A g with (5.4) again by the monotonicity of g, then B g < ∞ holds true as soon as s 2 + 1 ≤ 3ℓ, which is equivalent to the hypothesis on s 1 , s 2 . Since B g is a majorant of (2.5), indeed the convergence of (2.4) implies the convergence of (2.5).
5.3.
Proof of Theorem 2.5. Fix α > 3 and β > 3. Let (Q n ) n≥1 be a sequence of integral powers of 2 of the form
Let ψ be defined piecewise by the formula ψ(q) = Q 1−2β n for all Q n−1 < q ≤ Q n . Let g(r) = max n≥1 g n (r) where
−βkn decay as n increases. Thus the (left) neighborhood of 0 where g n increases become shorter whereas the slopes of g n in these segments grow as n increases. Hence g is piecewise linear with slopes among {0} ∪ {Q β−1 n : n ≥ 1}, and the smaller r gets the larger n becomes for which g(r) = g n (r) locally. From this description we readily verify that
and
From (5.5) we see that
Thus (2.5) diverges. We need to show that (2.4) converges. To do so, we split the sum over k in partial sums running from k n−1 to k n and then sum over n, i.e.
Now by the definition of ψ, its evaluation at 2 k is locally constant Q 2−2β n
Thus by the monotonicity of g and since
n and thus by (5.6) with γ = 2β − 1 we infer
Since min{α, β} > 3 by assumption and (Q n ) n≥1 grows exponentially, the series converges.
5.4. Proof of Corollary 2.6. The proof of Corollary 2.6 is similar to the one of Theorem 2.2, using the one-dimensional divergence part of Theorem 1.1. Notice that their claims can be equivalently formulated with x restricted to any set with non-empty interior, we do not carry this out. It will be convenient to choose the interval I = [0, 1/2). Let Ψ(q) = ψ(q 2 ) and
Since (2.5) diverges by assumption, Theorem 1.1 yields H g (Θ) = ∞, see also the note above.
2 ) ∈ D 2 (ψ)} be the projection of D 2 (ψ) ∩ V 2 on the first coordinate. Then x ∈ Ω if and only if there exist infinitely many integral quadratric polynomials P such that
We claim that Ω ⊇ Θ.
If this is true then clearly
Observe that since x < 1/2, any polynomial Q(t) = vt − u in the definition of Θ of sufficiently large height H Q satisfies 2|u| < |v|. Thus H Q = max{|u|, |v|} = |v|, and moreover P (t) = Q(t) 2 = v 2 t 2 − 2uvt + u 2 and P has height H P = v 2 provided H P (or H Q ) was chosen large enough. We verify that
Since this holds for almost all polynomials Q(t) in the definition of Θ, we have x ∈ Ω. Since x ∈ Θ was arbitrary, indeed Ω ⊇ Θ and the proof is complete.
5.5. Proof of Theorems 2.8. For this proof we recall what is sometimes referred to as Gelfond's lemma, see [13, Lemma A.3] . Recall the notation H P for the height of a polynomial P ∈ Z[t].
Lemma 5.1 (Gelfond). For any finite set of polynomials P 1 , . . . , P k of heights H Pi for 1 ≤ i ≤ k, whose product has degree at most n, we have
where the implied constants depend on n only.
The implied factor c(n) in Lemma 5.1 causes inconvenient technical difficulties in view of our application to very general classes of approximation functions. Indeed, if we could assume H P Q ≥ H P H Q , the proof of Theorem 2.8 below would considerably simplify and we could drop the conditions (2.8), (2.10) respectively in its two claims.
Proof of Theorem 2.8. Fix x ∈ R not algebraic of degree n or less. By assumption the set
is infinite. We first show that infinitely many P ∈ B ′ ψ (x) can be chosen with coprime coefficients, i.e. η(P ) := (a 0 , . . . , a n ) = 1. Indeed, if
where we used that ψ decays. On the other hand, sinceP (x) = 0 by our assumption on x, only finitely many scalar multiples P = η(P )P of anyP can be in B ψ (x) as
as soon as |η(P )| > HP /|P (x)|. Hence, if the total number ofP were finite, so would be B ψ (x), contradicting our hypothesis. The claim is shown. Denote the corresponding infinite subset of B ′ ψ (x) with coprime coefficients by B ψ (x). For arbitrary P ∈ B ψ (x) of large height denote its factorization over Z[t] by (5.8)
Here the polynomials Q i are irreducible and not necessarily distinct, and none is constant. By pigeon hole principle, infinitely many such P ∈ B ψ (x) must have the same k = k(P ), so we may fix k and consider only those P with this factortization pattern, and let us denote the corresponding subset of B ψ (x) by B ψ,k (x). We may assume k ≥ 2, otherwise claims (2.9), (2.11) are trivial with Q = P and C = 1 and ε = 0. Now for technical reasons we define the following quantity: Let l ∈ {0, 1, . . . , k} be the maximal integer with the property that when factoring any polynomial in B ψ,k as in (5.8) into irreducible factors, there are l among its factors which are of absolutely bounded height. In other words, we may choose a sequence of polynomials P in B ψ,k (x) so that (after relabeling of indices if necessary) the heights of the induced Q 1 , . . . , Q l are absolutely bounded wheareas the heights of Q l+1 , Q l+2 , . . . , Q k tend to infinity as H P → ∞. First notice that by Gelfond's estimate we have l < k since if all heights of Q 1 , . . . , Q k were absolutely bounded then so would be any possible product, contradicting the assumption that B ψ,k is of infinite cardinality. Also observe that property S defined above for the set B ψ,k (x) implies l = 0, in which case all below considerations simplify. However, we want to present a proof without assuming this property.
Assume we are given P ∈ B ψ,k (x) with factorization into Q i as in (5.8) and let H = H P . Then since Q 1 , . . . , Q l are of absolutely bounded height there are only finitely many choices. Thus, as x is not algebraic of degree n or less, for some positive constants H x , D x depending only on x but independent from our choice of P ∈ B ψ,k we have
For simplicity write R i (t) = Q l+i (t) for 1 ≤ i ≤ k − l and let
Recall that this product is non-empty for P ∈ B ψ,k (x) of sufficiently large height H = H P since k > l. Then with c = c(n) the implied constant in (5.7) we have
By Gelfond's Lemma equation (5.7), for the heights H Ri we have
In view of (5.8) and since P ∈ B ψ,k , we may write
where g i ≥ 0, h i ≥ 0 are real numbers that satisfy
Hence there exists some index 1 ≤ j ≤ k − l with g j /h j ≥ 1. Without loss of generality assume
Write H i = H Ri for simplicity. We can rewrite (5.10), (5.11) as
First assume the condition (2.8) on ψ. Applied to c 1 = 1/c 2 we see that
with c 3 = c 3 (x) = max{1, c 2 /D x } independent from g i . By assumption ψ satisfies (2.6), which we observe as equivalent to
for any α ≥ 1 and large q.
With α = 1/h i ≥ 1 and by (5.12), and as we can assume ψ(H 1 ) < 1, we derive
By assumption R 1 = Q l+1 is irreducible. Moreover, we see that there are infinitely many pairwise distinct R 1 arising in this way as the definition of l implies H 1 = H R1 → ∞. Finally we notice that if B ψ,k (x) has property S defined above then l = 0 and the product in (5.9) is empty. Then we may let D x = 1 so that the constant C = C(n) does not depend on x. The proof of the first claim is finished. Now drop the assumption (2.8) and assume the condition involving formula (2.10) instead. We keep the notation of the proof of the first claim and distinguish two cases.
Case 1: Assume the following condition holds. For some fixed δ > 0 and infinitely many P ∈ B ψ,k (x) we have
Clearly this condition is stronger than our assumption that (2.10) does not happen. First observe
for any given ε ∈ (0, 1) as soon as H 1 is large enough. Take δ small enough that ε < (1 − δ) −1 − 1. Then in view of our assumption (5.15) we have 1/h 1 − ε ≥ 1 for large enough H P , so that we may apply (5.14)
with α = 1/h 1 − ε. Thus and since ψ decays and in view of (5.12), (5.13), (5.16) we conclude
The proof of this case is finished as again the set of these R 1 arising as P runs through B ψ,k (x) is infinite. Case 2: The hypothesis (5.15) of case 1 is false. To keep the notation simple we now drop the assumption that i = 1 is the index with g i /h i ≥ 1, i.e. (5.12). Then, upon relabeling indices if necessary, we can assume the following without loss of generality: For any δ > 0, we can find infinitely many P ∈ B ψ,k (x) and R 1 , . . . , R k as above such that h 1 > 1 − δ and thus
where the empty sum in case of k − l = 1 is considered 0. We now split case 2 in two subcases. Assume first k − l ≥ 2. For given ε > 0, we fix δ = ε/(4k − 4l − 4) > 0 in (5.17) . Assume for some P as above and for some index 2 ≤ i ≤ k − l we have
Then we have found an example of R i as requested in the theorem. If this happens for infinitely many P , then again since by construction H Ri → ∞ there are infinitely many distinct R i , so we are done in this case. Thus we may assume otherwise that for all P of case 2 of sufficiently large height H P the derived R i satisfy
In (5.14) for exponents smaller than 1 the inequality sign reverses. Moreover, by (5.17) for large H we have
Thus since h i ∈ [0, 1] and ψ decays we deduce
Hence our choice of δ and (5.9) imply
for sufficiently large H depending on D x . If H 1 ≤ H then we have the desired inequality
if the polynomials Q(t) := P (t)/R 1 (t) in the process have heights H Q that exceed the implied constant c in Geflond's Lemma (5.7) then indeed we have
Since H R2 → ∞ and R 2 |Q we infer H Q ≥ H R2 /c → ∞, thus H Q > c will hold in the case k − l ≥ 2 and the claim follows. Finally assume otherwise k − l = 1. Then R(t) = R 1 (t) and Q(t) = Q 1 (t) · · · Q l (t). According to assumption (2.10) assume H R = H R1 ≤ H P . Then since |Q(x)| ≥ D x by (5.9) and by monotonicity of ψ we infer
as H R → ∞ and ψ(q) → 0, which again yields the claim. Finally we notice that H R > H P implies H P/R ≪ n 1 by Gelfond's estimate (5.7). For the exact value of the implied constant we recall the estimates due to Mahler [26] 
for any complex polynomial B ∈ C[t] of degree d, with M (B) the multiplicative Mahler measure of a polynomial that is the absolute value of the product of its roots outside the unit circle (which we introduced as Weil height in Theorem 2.14). Combined with the fact that M (R) ≤ M (P ) since R|P , we claim that if H R > H P then necessarily H P/R < n ⌊n/2⌋ √ n + 1. Indeed if we let n 1 , n 2 be the (positive) degrees of P/R, R respectively then
where we used that n 1 + n 2 ≤ n and the product of the binomial expressions is maximized when {n 1 , n 2 } = {1, n − 1}. Since R = R 1 = Q l+1 , the proof of the second claim is complete.
We enclose the very similar proof of Theorem 2.14.
Proof of Theorem 2.14. The proof is similar to the first claim of Theorem 2.8, observing that the multiplicativity of the Weil height allows us to let c 1 = c 2 = 1 and this leads us to c 3 (x) = max{1, 1/D x }. If the property S holds then D x is the empty product so C = c 3 (x) = 1.
Proof of Corollary 2.11. We readily check that the functions that satisfy (2.6), (2.8) are closed under multiplication and any function q → q −β has both properties. We check the conditions for ϕ as in the corollary. First we show that the function log ϕ(q)/ log q decays. Differentiating with the chain rule gives the equivalent condition log ϕ(q)(log ϕ) ′ (q) > q log q.
We verify this inequality via using our assumptions, which in particular imply log ϕ(q) > 0 and (log ϕ) ′ (q) > 0 for large q. The first assumption further implies ϕ(q/c 1 ) ≤ ϕ(q) for c 1 > 1 so we may put c 2 = 1 in (2.8).
5.6. Proof of Theorem 2.15. Fix some w > 2n − 1 and consider the number x = ξ w as constructed in the proof of Corollary 1 in [14] . We omit rephrasing the construction and refer to the aforementioned article for further details. Let (p l /q l ) l≥0 be the sequence of convergents to ξ w and R l (t) := q l t − p l . The striking property of the number ξ w is that for some constants 0 < c 1 < c 2 we have We must make the transition to considering all polynomials. For any positive integer N let A 3,λ,N be the set of x ∈ A 3,λ so that the claim of Theorem 2.8 holds for the constant C(3, x) = N . Then Consider N fixed for the moment. By our assumption that g(r)/r decays we have g(N ψ(q))/q ≤ N ψ(q)/q and thus Thus from (5.21) applied to N ψ we infer H g (A * 3,λ (N ψ)) = 0. On the other hand, we claim that A 3,λ,N (ψ) ⊆ A * 3,λ (N ψ) ∪ Q, where Q shall denote the set of real algebraic numbers. Indeed, if x ∈ A 3,λ,N (ψ) is transcendental, then there exist infinitely many integer polynomials of degree at most 3 with |P (x)| ≤ ψ(H P ). But then upon our assumptions on ψ and the choice of A 3,λ (ψ), by Theorem 2.8 there exist infinitely many irreducible polynomials of degree at most 3 satisfying the relevant estimate with respect to N ψ, thus x ∈ A Thus as for fixed q we have ≪ q choices of (q 1 , q 2 ) ∈ Θ 2 and |p| ≤ Cq = C max{|q 1 |, |q 2 |} for an absolute constant C > 0 (see [19] We readily check that
q · g ψ(q) q · q/p .
Observe that (6.2) g(xy) ≤ max{1, x}g(y), x > 0, y > 0.
Indeed, if x > 1 then by the assumption of the decay of g(r)/r we have g(xy)/(xy) ≤ g(y)/y or equivalently g(xy) ≤ xg(y) for any y > 0, and if otherwise 0 < x < 1 then it follows trivially since g is increasing. Application of (6.2) with y = ψ(q)/q and x = q/p yields
We show that the inner sum is of order ≪ q. To see this we split the sum over 1 ≤ p ≤ Cq in two sums over 1 ≤ p ≤ q and q < p ≤ Cq respectively, both can be estimated as where the most right sum converges by assumption. Now we treat the critical case p = p 0 . Proceeding as in [19] but for a general dimension function g, we have to show the convergence of 
Assume (1.1), which is equivalent to g( √ x) ≤ x γ for some γ > 1 3 , which we consider fixed in the sequel. By assumption q≥1 q 2 g(ψ(q)/q) converges and thus
Hence for all large k we have g(ψ(2 k )/2 k ) < 2 −3k .
Thus, by assumption (1.1) on g, it suffices to show the convergence of the series k≥1 ψ(2 k ) 1−ε 2 2k−3kγ
since the contribution of the other term k≥1 k2 k 2 −3kγ in (6.4) is finite since γ > Since g(q)/q decreases for x ∈ (0, 1) we have g(x)/x ≥ g(1)/1, or equivalently g(x) ≥ g (1)x. Thus, for any large k, the expression in (6.5) can be bounded by
.
Hence, for the sum over k of the products in (6.5) to converge we require 3 − 3γ − ε < 3(1 − ε) or equivalently 1 − γ < 1 − 
