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Abstract 
The name Upconverting nanoparticles refers to a novel category of luminescence emitters that are 
capable of generating visible luminescence upon excitation with noncoherent and longer wavelength 
monochromatic near-infrared light,  at excitation fluence rates as low as 1-103 W/cm2. This unique 
optical behaviour is of great interest to researchers as it could potentially allow for virtually auto-
fluorescence free luminescence imaging of living tissue. With them also exhibiting other 
advantageous properties such as a low toxicity to living cells, a high resistance to photobleaching and 
a small size, these nanocrystals show great potential for replacing or complementing conventional 
fluorophores in a wide selection of imaging applications. 
For this thesis, a system based on a conventional fluorometer concept, is designed and assembled 
which allows for the full characterization of the quantum yield of dilute samples of Upconverting 
nanoparticles as a function of the excitation radiation fluence rate. In addition to this, a proof-of-
concept experiment is carried out with the aim to demonstrate how this dependence of the 
upconversion process on the excitation power density can be utilized to extract additional spatial 
information with a nanoparticle tomography measurement that would not be obtainable if 
conventional fluorophores instead had been probed.   
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1 Populärvetenskaplig sammanfattning på svenska 
I dagens moderna samhälle har människan numera tillgång till en alltmer kapabel sjukvård, med en 
längre livslängd och en ökad levnadskvalitet, världen över, som följd. Det är inte bara så att vår 
kunskap om kroppens funktioner och åkommor har förbättras med tiden utan det är även så att 
läkare numera har tillgång till avancerad teknik som hjälper dem att ställa träffsäkra diagnoser och 
utvärdera huruvida en behandlingsmetod har önskad verkan. Eftersom kroppens mjuka vävnad men 
inte själva benstommen är mer eller mindre genomskinlig för kortare ljusvåglängder är det till 
exempel möjligt att avgöra om en arm är bruten genom att studera hur röntgenstrålning påverkas då 
den färdas genom kroppen. Å andra sidan innebär detta att någon annan typ av ljus måste användas 
för att undersöka andra detaljer så som blodkärl och organ. 
Inom det synliga området är avbildningssituationen betydligt mer komplicerad. Om du någon gång 
hållit en ficklampa mot din handflata och sett hur handen på andra sidan tycks lysa rött kan du 
föreställa dig hur svårt det är att ta fram en bild av insidan av kroppen. Visst tar det röda ljuset sig 
igenom till andra sidan men det går inte att urskönja något spår från handens ben. Situation 
påminner väldigt mycket om hur ljus beter sig i ett glas mjölk. Oavsett ljusets våglängd så är 
sannolikheten stor för ljusstrålar utifrån att de ska lyckas undkomma vätskan, något som ger upphov 
till glasets vita färg. All information om vad som fanns på andra sidan glaset döljs dock av den stora 
mängden riktningsförändringar som strålarna utsätts för under passagen. 
För att ta sig runt det här problemet vid medicinsk avbildning drar användare nytta av statistik och 
datorsimuleringar för att ändå kunna ta fram en bild av det som är svårt att se direkt med blotta ögat. 
Ett annat knep är att också använda sig av något som kallas för biomarkörer. Dessa små partiklar kan 
designas så att de då de belyses med synligt ljus svarar och skickar tillbaka något mindre energirik 
strålning, något som kallas för fluorescens. Genom att samla in den här signalen kan man med ett 
sådant beteende öka kontrasten mellan intressanta partiklar och bakgrunden under 
avbildningsprocessen, vilket kan förbättra bildkvaliteten avsevärt. Utveckling av tekniken har idag 
nått så pass långt att vissa biomarkörer nu kan behandlas på ett speciellt sätt så att de efter att ha 
tagits upp av kroppen automatiskt ansamlas vid ett visst ställe som forskare är nyfikna på. Den här 
egenskapen kan i sin tur till exempel användas för att upptäcka cancerceller hos en patient eller hos 
ett försöksdjur, även om tumörens utseende ursprungligen inte skiljer sig åt från dess omgivning.  
I dagsläget är det möjligt att skapa mycket ljusstarka biomarkörer och att avbilda dessa på ett sätt 
som är betydligt billigare än andra alternativ som till exempel magnetröntgen (MRI). Teknikens 
svaghet, åtminstone för tillfället, är istället att de allra flesta partiklar kräver ljus med relativt hög 
energi för att kunna generera fluorescens. Som exemplet med ficklampan ovan visar har sådant blått 
eller ultraviolett ljus dock det svårt att färdas längre sträckor i levande vävnad, något som gör den 
fluorescenssignal som kan uppnås utan att skada celler och organ betydligt svagare. Det är dessutom 
så att strålning inom det här våglängdsområdet tenderar att aktivera andra fluorescerande partiklar 
som förekommer naturligt i vävnaden så att även de börjar skicka ut ljus som åtminstone till viss del 
kan dränka den intressanta signalen. 
Den här uppsatsen är inriktad på att undersöka en ny grupp av biomarkörer som, då de belyses med 
betydligt rödare ljus, har en förmåga att generera strålning som är mer energirik än den typ som de 
tar upp, genom ett komplicerat samarbete mellan de joner som finns inuti varje partikel. Det här 
fenomenet är möjligt utan att lagen om energins bevarande kringgås eftersom utsändandet av ljus 
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föregås av en period med ett ansamlande av energi inom partikeln. På grund av det här beteendet 
och deras diameter som oftast är mindre än 100 nanometer, kallas de här biomarkörerna för 
Uppkonverterande nanopartiklar. 
De här nanopartiklarna har en fördel gentemot mer konventionella biomarkörer eftersom deras 
optiska egenskaper kan anpassas under tillverkningsprocessen så att de är optimala för avbildning av 
levande vävnad. Genom att både ta emot och skicka ut rödare våglängder kan man i teorin få bägge 
signalerna att färdas betydligt längre utan att dö ut än vad som kan uppnås med andra alternativ. 
Detta innebär också att man inte på samma sätt måste ta hänsyn de fluorescerande partiklar som 
förekommer naturligt i kroppen eftersom dessa inte aktiveras av rött ljus. 
Den stora nackdelen med att använda Uppkonverterande nanopartiklar tycks idag vara att de 
partiklar som i nuläget kan tillverkas är relativt ineffektiva när det gäller att omvandla energin från 
insignalen till en stark utsignal. Visst är det lättare för det röda ljuset som sänds ut från nanopartikeln 
att nå detektorn men om det är alltför ljussvagt redan från början är de annars gynnsamma optiska 
egenskaperna inte längre särskilt betydelsefulla. På grund av detta handlar idag mycket utav 
forskningen kring Uppkonverterande nanopartiklar om att förbättra deras 
uppkonverteringseffektivitet och ljusstyrka. Trots detta är det just nu faktiskt inte helt självklart vilket 
det bästa sättet är att mäta dessa egenskaper. Det finns visserligen redan välutvecklade rutiner för 
att undersöka vanliga konventionella biomarkörer men eftersom det visat sig att nanopartiklarnas 
effektivitet, till skillnad från de andras, beror på insignalens energimängd per ytenhet, den så kallade 
excitationsintensiteten, är dessa inte direkt applicerbara. 
För den här uppsatsen har ett unikt mätsystem tagits fram och byggts upp just för att kunna 
utvärdera hur uppkonverteringseffektiviteten beror på insignalens intensitet hos prover med 
Uppkonverterande nanopartiklar lösta i genomskinliga vätskor. Metoden, som går ut på att jämföra 
provets effektivitet med ett prov som innehåller vanliga nedkonverterande partiklar med en känd 
effektivitet då dessa belyses med laserstrålning, är visserligen i grunden baserad på teknik som redan 
används idag, men uppställningen har anpassats efter de speciella krav som nanopartiklarna för med 
sig. Uttryckligen så undersöks excitationsenergin för de två laserstrålarna, hur mycket av energin som 
tas upp av de olika partiklarna, diametern på tvärsnittet av den laserstrålen som träffar 
nanopartiklarna samt storleken på de signaler som sänds ut av de två proverna. Den här mätdatan 
analyseras sedan i datorprogrammet MatLab från företaget Mathworks.       
Utöver detta har även ett avbildningsexperiment designats för att demonstrera hur nanopartiklarnas 
excitationsintensitetsberoende faktiskt kan användas till att samla in information som inte skulle vara 
möjlig att ta fram på samma sätt med hjälp av vanliga fluorescerande partiklar. För att åstadkomma 
detta förbereds en så kallad avbildningsfantom, en vätskevolym med optiska egenskaper som är 
tänkta att efterlikna de man kan förvänta sig i levande vävnad. Inuti fantomen placeras ett prov med 
nanopartiklar vars avstånd till volymens yta, provets så kallade djup, kan justeras med hög 
noggrannhet. Sedan undersöks hur utsignalen från nanopartiklarna påverkas av en förändring av 
excitationsintensiteten vid fantomens yta med hjälp av samma laser som användas för att bestämma 
partiklarnas uppkonverteringseffektivitet och biofotonikgruppen i Lunds avancerade 
avbildningskamera. Eftersom det finns ett samband mellan provets avstånd till ytan och vilken 
intensitet som den upplever men också ett mellan intensiteten och partiklarnas 
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ljusgenereringseffektivitet kan provets djup bestämmas genom att undersöka hur systemets utsignal 
ändras då energin på laserstrålningen varieras.  
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2 Opening words 
This thesis aims to make a contribution to the field of biomedical imaging, the branch of medicine 
where biochemical and physiological information is obtained by creating a visual representation of 
internal anatomy, tissues or organs. The data and images acquired often provide an invaluable aid 
during medical diagnosis as well as during the medical treatment process. An increased 
understanding of physiology can further also be useful for developing and improving the treatment 
techniques themselves.  
With the modality of fluorescence imaging it is possible to uncover information on a system down to 
a molecular level, using, as the name implies, the physical process known as fluorescence. This can 
be done either from the optical interrogation of naturally occurring chromophores in the body or by 
preparing and administering an exogenous fluorophore and have this substance act as the biological 
marker to be probed.  
Over the years, how to produce and how to utilize exogenous fluorophores for imaging have been 
the topics of much research [2.1, 2.2, 2.3, 2.4, 2.5], as the ability to, at least to some degree, 
customize the biodynamic and optical behaviour of the biological marker from application to 
application, provides great versatility to the modality. A fluorophore can for instance be tailored to, 
after administration, accumulate and bind to cancer and then to, upon optical excitation, emit light 
at a wavelength suitable for transmission through human tissue, revealing the location of the 
diseased cells when imaged.  
A good  biological marker will absorb and emit light at suitable wavelengths, physiologically bind 
selectively to the property that is to be studied and must further also be as bright as possible, 
meaning, it should strongly absorb light at the excitation wavelength but not at the emission 
wavelength and efficiently convert this absorbed energy into fluorescence.  Other factors, such as 
having a low toxicity to the surroundings and not to be “photobleached”, break down, due to the 
excitation light are often also important, as is the fluorophore ability to maintain all of these 
properties if for instance the temperature or pH-level of the environment changes. 
As a result of much scientific work, there is a wide range of fluorophores available today. Organic 
markers in the form of fluorescent dyes or fluorescent proteins are often used but there is also a 
great interest in the inorganic particles classified as “Quantum dots”. This thesis is however 
dedicated to an interesting group of emitters referred to as “Upconverting nanoparticles” (UCNPs). 
These small nanocrystals doped with lanthanide ions are, unlike conventional fluorophores, excited 
in a complex two-photon process and thus emit light at a wavelength shorter than that of which they 
are excited at. With certain ion combinations in particular, the UCNP can be constructed in such a 
way that it both absorbs and emits light at wavelengths at which the penetration depth of light is 
close to its maximum. This is ideal for deeper optical imaging of living tissue, where the resolution 
typically is limited by the need to keep the excitation light power low enough such that the tissue 
itself is not damaged by the light. An excitation wavelength deep into the near-infrared range also 
has the added benefit of producing a very low auto-fluorescence level, as the vast majority of 
naturally occurring chromophores predominantly only fluoresce  if excited by considerably shorter 
wavelengths. This further improves the imaging results, as this autofluorescence would otherwise 
show up in a visual reconstruction as background noise. In combination with other advantageous 
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properties such as their low toxicity to living cells, their resistance to photobleaching and their small 
size, these unique optical features make UCNPs a promising alternative to conventional fluorophores. 
For this thesis a complete system prototype is designed and built for measuring the quantum yield, 
essentially the fluorescence generation efficiency, of batches of UCNPs dissolved in transparent 
solvents. The final setup is similar in several aspects to that of a traditional fluorometer, a common 
choice when dealing with conventional fluorophores but with a few key changes necessary to include 
as the complex excitation process of the nanoparticles make the quantum yield dependent on the 
excitation power density. Also included in this thesis is a second part, where a commercial high-end 
EMCCD camera is used for a luminescence imaging experiment utilizing UCNPs produced in-house by 
the biophotonics group of Lund University. In order to simulate an in vivo tomographic measurement 
procedure the particles are dissolved within a small transparent epoxysphere that is then submerged 
in a liquid phantom with optical properties similar to that of living tissue. The results end up 
demonstrating that the power density dependence of the quantum yield, the feature that provided 
the main challenge in the first part, can be an advantage when doing medical imaging, as the photon 
density exciting the UCNPs is directly related to how deep within the phantom the particles are 
located [2.6, 2.7, 2.8, 2.9, 2.10, 2.11, 2.12]. 
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3 Theory 
This chapter briefly discusses the theoretical background required for the work done in this thesis. It 
aims to give an overview of what Upconverting nanoparticles are and to motivate why and how 
these particles represent a promising alternative for medical imaging, by comparing the properties of 
these unique particles to those of conventional fluorophores.   
3.1 An introduction to optical spectroscopy 
During the 19th century it was realized by the scientific community that the physical phenomena of 
electricity and magnetism were connected. Soon the Scottish mathematical physicist James Clerk 
Maxwell formulated what are today known as the Maxwell equations, describing the interaction 
between electric and magnetic fields, for instance explaining how a change in the electric field ࡱ will 
cause a magnetic field ࡴ to appear. For completeness these vector equations are included here for 
the case of free space, in equations 3.1-3.4, where ߳଴ [Fm
-1] and ߤ଴ [Hm
-1] are constants referred to 
as the Electric permittivity as the Magnetic permeability respectively. 
સ × ࡴ = ߳଴
߲ࡱ
߲ݐ
       (3.1) 
સ × ࡱ = −ߤ଴
߲ࡴ
߲ݐ
       (3.2) 
સ ⋅ ࡱ = 0       (3.3) 
સ ⋅ ࡴ = 0       (3.4) 
From these it directly follows that all spatial vector components u of ࡱ and ࡴ satisfy the wave 
equation 
સଶݑ −
1
ܿ଴
ଶ
߲ଶݑ
߲ݐଶ
= 0       (3.5) 
where 
ܿ଴ =
1
ඥ߳଴ߤ଴
       (3.6) 
corresponds to the velocity of the wave. In words, these imply that even in empty space a temporally 
varying electric field will give rise to a varying magnetic field and that a varying magnetic field will 
likewise induce a corresponding electric field, an interaction which results in the spatial propagation 
of two coupled vector waves, one electric-field wave and one magnetic-field wave. If these vector 
waves are harmonic with time and have the same frequency, the wave can be characterized by its 
wavelength ߣ [m], which will be related to its frequency ߥ [Hz] by equation 3.7. A wave that fulfils 
this requirement is referred to as being monochromatic. 
ߣ =
ܿ଴
ߥ
       (3.7) 
As a result of the linearity of the Maxwell equations it is possible to describe any form of 
electromagnetic radiation as a superposition of these harmonic waves by decomposing the 
propagating field into its Fourier components.  All arguments given here for how monochromatic 
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waves interact with matter can thus often be extended to explain all interactions between 
electromagnetic radiation and matter, by viewing these situations as a superposition of events.  
The above passages describe the nature of light, though this is a name usually reserved for 
electromagnetic radiation with wavelengths close to that which can be perceived by the human eye. 
As a consequence, the constant ܿ଴ [ms
-1] in equation 3.7 is known as the speed of light in free space 
[3.1, 3.2, 3.3, 3.4]. 
In figure 3.1, a graph of the electromagnetic spectrum has been included, where IR stands for 
infrared and UV stands for ultraviolet. As electromagnetic radiation, according to the physics behind 
Quantum mechanics, also carries with it momentum, it is often required to view light not only as an 
electromagnetic wave but also as a particle with quantized energy, known as a photon. The energy 
ܧ௣௛௢௧௢௡  [J] of a single photon is related to its wavelength ߣ according to equation 3.8 [3.5], where 
ℎ ≈ 6.626069 ⋅ 10ିଷସ  Js-1 is referred to as the Planck’s constant. 
 
Figure 3.1 The various wavelength regions of the electromagnetic spectrum. Note that the extents of the visible 
colour intervals in the figure are very approximate [3.6]. 
ߣ =
ℎܿ଴
ܧ௣௛௢௧௢௡
       (3.8) 
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3.2 The polarization of an electromagnetic wave 
According to the Maxwell equations, an electromagnetic wave will propagate in the direction 
orthogonal both to the variation of the ࡱ-field and the ࡴ-field, with the flow of electromagnetic 
power being in the direction of the Poynting vector ࡿ, 
ࡿ = ࡱ × ࡴ.       (3.9) 
In words, this implies that neither the electric field nor the magnetic field will fluctuate in the 
direction of the radiation. The amplitudes of the remaining transverse electric-field components for 
the propagating wave can for a monochromatic wave in free space be modelled according to 
equations 3.10 and 3.11, assuming it is travelling in the z-direction of a Cartesian coordinate system.  
ܧ௫(ݖ, ݐ) = ܧ௫଴ cos(2ߨߥݐ − ݇ݖ + ߜ௫)       (3.10) 
ܧ௬(ݖ, ݐ) = ܧ௬଴ cos൫2ߨߥݐ − ݇ݖ + ߜ௬൯       (3.11) 
Here ݖ [m] and ݐ [s] are the spatial position and the point in time respectively whereas ߥ =
ఒ
௖బ
  [Hz] 
and ݇ =
ଶగ
ఒ
 [m-1], with ߣ being the wavelength and ܿ଴ being the velocity of the radiation in free space.  
The factors ܧ௫଴ [NC
-1] and ܧ௬଴ [NC
-1] refer to the maximum amplitude of the electric field, in the 
ݔ-direction and the ݕ-direction respectively, and any phase difference between the two amplitudes is 
taken into account by the inclusion of the terms ߜ௫ [-] and ߜ௬ [-]. In figure 3.2, a schematic illustration 
has been made of the propagation of the transverse electric-field, travelling in the ݖ-direction.  
 
 
Figure 3.2 An illustration showing that as an electromagnetic wave propagates through free space, only the 
electric field amplitude components orthogonal to the direction of propagation will have a nonzero value [3.7]. 
A description of the corresponding transverse magnetic-field amplitudes can be made analogously 
and it can be shown that for the special idealized case of a plane wave, a wave with constant 
frequency, ࡱ and ࡴ will be perpendicular to each other for any given ݐ and ݖ. In this case, the 
maximum amplitude of the electric field ܧ଴ [NC
-1] is related to the maximum amplitude of the 
magnetic field ܪ଴ [Am
-1] according to equation 3.12. 
ܧ଴
ܪ଴
= ඨ
ߤ଴
߳଴
       (3.12) 
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The magnitude of the time-averaged Poynting vector 〈ࡿ〉 represents the power flow per unit area 
normal to the direction of the flow of electromagnetic power. This quantity is referred to as the 
intensity of the wave and is often given in units of Wm-2. For a plane wave the intensity ܫ [Wm-2] in 
free space is related to the amplitude of the electric field according to equation 3.13. 
ܫ =
1
2
ܿ଴߳଴|ܧ଴|ଶ       (3.13) 
This vector-nature of electromagnetic radiation is referred to as its polarization. A common way to 
illustrate this property is to write equations 3.10 and equation 3.11 as the equation of an ellipse, as is 
seen in equation 3.14, where ߜ = ߜ௬ − ߜ௫ [-]. Electromagnetic radiation which can be described in 
this way is often referred to as elliptically polarized.  
ܧ௫ଶ
ܧ௫௢
ଶ +
ܧ௬ଶ
ܧ௬଴
ଶ − 2cos ቆߜ
ܧ௫ܧ௬
ܧ௫଴ܧ௬௢
ቇ = sinଶ ߜ        (3.14) 
With the phase difference ߜ = 0 or ߨ, or in any situation where the amplitude in any transverse 
direction remains zero for all values of ݐ, the coordinate system describing the wave can be chosen 
such that ܧ௫଴ → 0. Equation 3.14 will in this case asymptotically approach that of a line.  Such an 
electromagnetic wave is said to be linearly polarized in the y-direction. Similarly, for radiation that 
satisfy ߜ = ±
గ
ଶ
 and ܧ଴ = ܧ௫଴ = ܧ௬଴, the ellipse equation becomes that of a circle, as is shown in 
equation 3.15, and the wave is referred to as being circularly polarized.  
ܧ௫ଶ + ܧ௬ଶ = ܧ଴
ଶ       (3.15) 
Finally, any electromagnetic radiation that is statistically isotropic, fulfilling ܧ௫ = ܧ௬, but is 
incoherent enough that the phase difference ߜ changes over time fast enough to affect the 
application, is often described as being unpolarized [3.2, 3.7]. 
3.3 Scattering in biological tissue 
The process, in which matter causes electro-magnetic radiation to change its direction of 
propagation due to a non-resonant energy level interaction, is referred to as scattering.  All atoms 
are made up of neutral subatomic particles known as neutrons but also out of protons and electrons, 
which carry with them discrete electrical charges. An encounter with an electromagnetic wave will, 
because of the oscillating electrical field, exert a force on these charged particles and set them in 
motion. Electrical charges being accelerated will however, in turn, cause a new electromagnetic wave 
to be emitted, radiating out from the particle in the shape presented in figure 3.3. Since not all of the 
energy is sent out in the direction of the initial propagating wave, this secondary radiation is referred 
to as having been scattered by the particle [3.8, 3.9].  
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Figure 3.3 A polar plot of the emission radiation pattern that can be expected from an electric dipole. In the 
directions corresponding to ߠ = 0° and ߠ = 180°, no radiation will be emitted [3.9]. 
All atomic media, solids, liquids and gasses, consist of a large multitude of atoms containing electrical 
charges. If an electromagnetic wave sets the charges of one atom in motion, the charges of other 
atoms in the vicinity are affected as well, leading to a coupling of electromagnetic bodies. This 
coupling is the reason for why the speed of an electromagnetic wave varies from medium to medium, 
which in turn gives rise to Snell’s law, as shown in equation 3.16, which governs how electromagnetic 
radiation is refracted on the border between two different media with different refractive indices. 
݊ଵ sin(ߠଵ) = ݊ଶsin(ߠଶ)       (3.16) 
Here, ߠଵ and ߠଶ, are the angles with respect to the normal of the separating border, which define the 
directions of the incident light and the transmitted light as the wave travels from a region with 
refractive index ݊ଵ[-] into a region with refractive index ݊ଶ [-]. The speed of an electromagnetic wave 
in a medium ܿ [ms-1] with refractive index ݊ [-], is given by equation 3.17, where ܿ଴ [ms
-1] is the 
speed of light in space free of electrical charges. 
ܿ =
ܿ଴
݊
       (3.17) 
Furthermore, during the encounter with the border, the total contribution of dipole shaped 
secondary radiation from the molecules of the media might also directly give rise to a superimposed 
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wave returning back into the region of incidence. This phenomenon, illustrated in figure 3.4, is what 
is known as the specular reflection of the wave.  
 
Figure 3.4 A conceptual drawing of the refraction and the specular reflection of an electromagnetic wave as it 
encounters a boundary between two media with different refractive indices. 
A difference is made between elastic scattering, such as Mie or Rayleigh scattering, and inelastic 
scattering, such as Raman scattering, signifying whether or not an energy exchange takes place 
between the radiation and the medium during the light-matter interaction.  
During an elastic scattering event the energy of the radiation is conserved, with the wavelength 
remaining unaltered. For single particles much smaller in size than the wavelength of the radiation, 
the dipole radiation patterns from all individual charges caused by an applied harmonic oscillating 
field ࡱ = ࡱ૙sin(2ߨߥݐ) will be in phase. The intensity of such secondary radiation, known as Rayleigh 
scattering after the British physicist, will follow the intensity dependence similar to that originating 
from a single electric dipole, as described by equation 3.18,   
ܫோ௔௬௟௘௜௚௛ =
16ߨସܿ
3ߣସ
ࢻଶܧ଴
ଶ       (3.18) 
where the polarization tensor ࢻ is a material parameter characterizing the size and direction of the 
electric dipole moment ࡼ induced by the electric field, which in turn are related through equation 
3.19.   
ࡼ = ࢻࡱ       (3.19) 
From equation 3.18 follows that Rayleigh scattering has the wavelength dependence given by 
equation 3.20 [2.12, 3.2, 3.10, 3.11]. 
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ܫோ௔௬௟௘௜௚௛ ∝
1
ߣସ
       (3.20) 
It is this dependence which causes the day sky to appear blue, as the blue part of the white light from 
the Sun is subject to a higher degree of scattering than the red part when the light passes through 
the atmosphere [3.12]. 
A more general form of treating elastic scattering is available using the collected theories of Mie 
scattering, which represents exact solutions to the Maxwell equations for homogenous particles 
shaped as spheres or cylinders. Mie theory offers valid solutions even for particles comparable in size 
to the wavelength of the incident radiation. For a particle of this size, the electric dipoles being 
excited by an applied electromagnetic wave might not emit secondary radiation in phase, as a result 
of the large distance between some of the emitters, resulting in interference effects. The 
consequence is an often much weaker wavelength dependence of the Mie scattered intensity ܫெ௜௘  
[Wm-2] compared to that of Rayleigh scattering ܫோ௔௬௟௘௜௚௛  [Wm
-2], with the Ångström exponent ߞ [-] in 
equation 3.21 increasing as the mean diameter of the scattering particle decreases. 
ܫெ௜௘ ∝
1
ߣ఍
       (3.21) 
Single solitary water molecules suspended in the atmosphere scatter blue light more strongly than 
red light due to Rayleigh scattering but if they amass into droplet formations, the colour of the 
scattered light becomes whiter as the Ångström exponent decreases the larger the water drop 
becomes. The white colour that is often seen in a cloudy noon-sky is also further explained by the 
multiple scattering events that light undergoes as it travels through the cloud. Even milk, though it 
features fat droplets small enough to mostly cause Rayleigh emission, appear white because the 
multiple instances of scattering in combination with relatively low absorption for all visible 
wavelengths lead to a strong diffuse reflectance. A fraction of all light which enters the scattering 
medium, regardless of wavelength, will lose its original direction and eventually escape the medium, 
travelling away from it in a random direction. Any spatial colour information will have been lost 
making the cloud or glass of milk appear white. This does only hold true however if the total amount 
of light that enters the medium is approximately white [3.12, 3.13]. 
A particle similar in size to that of the wavelength of the incident radiation will in general not scatter 
light isotropically, with the shape of the secondary radiation also depending on the wavelength of 
the light. Such an elementary scattering event can be modelled using a phase function ݌(࢙଴, ࢙ଵ) 
which, assuming symmetry in the direction of the incident wave is often postulated to follow the 
distribution of the Henyey-Greenstein function presented in equation 3.22. 
݌(ߠ) =
1
4ߨ
1 − ݃ଶ
(1 + ݃ଶ − 2݃ cos ߠ)
ଷ
ଶ
       (3.22) 
Here the variable ߠ represents the angle between the incident direction ࢙଴ and the scattered 
direction ࢙ଵ, whereas the scattering anisotropy parameter ݃ [-] represents the mean of the cosine of 
the scattering angle. 
݃ ≡ 〈cos ߠ〉 = න ݌(ߠ) cos ߠ ⋅ 2ߨ sin ߠdߠ
గ
଴
       (3.23) 
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and 
න ݌(ߠ)2ߨ sin ߠdߠ = 1
గ
଴
       (3.24) 
If ݌(ߠ) is normalized, which is the case if the scattering particles are distributed randomly in the 
medium, the anisotropy parameter can vary from ݃ = −1 to ݃ = 1, from total backwards scattering 
to total forwards scattering, where ݃ = 0 corresponds to the isotropic emission pattern typical for 
Rayleigh scattering [2.12, 3.13].   
In the inelastic case when an energy exchange does occur, the wavelength of the scattered light will 
be characteristically altered compared to that of incident monochromatic radiation, depending on 
the specific energy levels of the medium. Quantum mechanically, such an event can be seen as 
having been caused by virtual energy levels in the medium, though a more classical view is that it is 
the result of a coupling between the external fields created by the radiation and the oscillation of the 
internal field created by the vibration or rotation of the molecule.  It is entirely possible for the 
scattered light to have gained energy from the medium in this way, which typically results in the loss 
of vibrational or rotational energy of the scattering molecule. The prevalence of blue-shifted, anti-
Stokes shifted, scattered light compared with that of red-shifted, Stokes shifted, scattered light is 
important during Raman spectroscopy, as the ratio of blue-shifted shifted light will be greater the 
higher the temperature of the scattering molecule is. The scattered intensity from inelastic 
interactions however tends to be much weaker compared to that of the incident light due to the 
non-resonant nature of this event. For many applications, this can be solved simply by utilizing a very 
high incident intensity magnitude, though in cases such as when doing in vivo measurements this 
might not be practical due to the risk of damaging the scattering material [3.10, 3.11, 3.14]. 
3.4 Absorption and luminescence 
The absorption of light in living tissue can physically be described as an electronic excitation of a 
biological molecule from the ground state to a higher electronic state as an electromagnetic wave 
sets the molecule’s electron cloud in oscillatory motion. The energy difference between the two 
states is said to be resonant with the energy of the photon and in this process, the energy of the 
exciting photon is seen as having been deposited with the atom or molecule, because of the stability 
of the excited state. Absorption and scattering are thus very similar in nature, though it is practical 
here to refer to them as separate phenomena as there are a number of potential possibilities other 
than reemission for a particle once it has absorbed the energy of a photon. In his book Atomic and 
Molecular Spectroscopy [3.10], Sune Svanberg mentions that resonant absorption in general can be 
expected to be as much as 10ଵ଴ times stronger than Rayleigh scattering and a further factor 10ଷ 
stronger than Raman scattering, which demonstrates why it can be appropriate to discuss absorption 
and scattering as separate phenomena.  
When the biological molecule returns to its electronic ground state it can do so by emitting one or 
more photons. This type of radiation is generally referred to as luminescence, a concept which both 
encompasses radiation due to allowed optical transitions, fluorescence and radiation due to 
quantum-mechanically “forbidden” optical transitions, phosphorescence. Fluorescence transitions 
are usually considerably brighter than phosphorescence ones and the life-times of the excited states 
corresponding to the prior type are typically very short, of the nanosecond scale, compared to 
phosphorescence lifetimes that can be as long as in the millisecond range. It is also possible for an 
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excited molecule to rid itself of a part of, or all of, its energy through non-radiative processes. If so, 
the energy is often deposited into the general vicinity of the molecule as thermal energy, heat, 
quantized as phonons or is consumed in a photobiochemical process.  Highly energetic 
electromagnetic radiation may alter or destroy the matter it irradiates directly. If, for instance, the 
incident energy exceeds the amount needed for an electron to escape the electrical potential well 
created by the nucleus of an atom, the nucleus and the electron might be separated, leaving the 
atom ionized [2.12, 3.10, 3.15]. 
In figure 3.5, a Jablonski diagram has been drawn, schematically illustrating some of the different 
concepts, for a conventional fluorophore.  
 
Figure 3.5 A Jablonski diagram illustrating the difference between the two luminescence emission phenomena 
fluorescence and phosphorescence.  
The luminescence from a molecule having been excited by an electromagnetic wave will in general, 
like other types of scattered radiation, not be isotropic. On the surface of an imagined perfect sphere, 
with the molecule in the centre, the observed luminescence intensity will vary depending on where 
on the surface the detector is positioned. This detail is important for this work and will be further 
discussed in section 4.1.2 [3.16, 3.17]. 
For a strongly absorbing medium, it can be useful to describe the transmitted light intensity after the 
photons have travelled through a medium with a thickness ݈ [m], using equation 3.25. 
ܫ(ߣ) = ܫ଴eିఓ೟
(ఒ)௟        (3.25) 
Here, ܫ(ߣ) [Wm-2] is the transmitted light intensity as a function of the excitation light wavelength,  
ܫ଴ [Wm
-2] is the original light intensity whereas the also wavelength dependent coefficient ߤ௧(ߣ) [m
-1] 
is referred to as the extinction coefficient. This coefficient represents the probability of attenuation 
per unit length. By writing the molar concentration of the absorbing molecules as ܥ௔௕  [M] and the 
wavelength dependent decadic molar extinction coefficient as ߳ఒ [m
-1 M-1], the transmitted light 
intensity can also be written as equation 3.26.  
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ܫ(ߣ) = ܫ଴10ିఢഊ஼ೌ್௟        (3.26) 
In the event that all ௔ܰ௕௦ [-] different molecules present within the medium absorb linearly, that is 
the absorption coefficients are not themselves intensity dependent, the exponent can be written 
according to equation 3.27, where the terms ߳௞ [m
-1 M-1] and ܥ௞  [M]  are the decadic molar 
extinction coefficient and the molar concentration of absorber ݇, respectively. 
߳ఒܥ௔௕ = ෍ ߳௞ܥ௞
ேೌ್ೞ
௞ୀଵ
       (3.27) 
For such a linear medium, the absorbing contribution and the scattering contribution to the 
extinction of the radiation can be represented by introducing an absorption coefficient ߤ௔  [m
-1] and a 
scattering coefficient ߤ௦ [m
-1] with the total extinction coefficient ߤ௧  [m
-1] being written according to 
equation 3.28. 
ߤ௧ = ߤ௔ + ߤ௦       (3.28) 
The quantity ݈௠௙௣ = ߤ௧
ିଵ [m] is an intuitive concept representing the mean free pathlength between 
two attenuating interactions.  
Equation 3.25 and equation 3.26, both describe the so called Beer-Lambert law, though it is only fully 
valid in the special case of ߤ௔ ≫ ߤ௦. In general the extinction coefficient ߤ௧(ߣ) can be defined 
according to equation 3.29, which governs the intensity L(࢘, ࢙૙, ߣ) [Wm
-2sr-1] at the position ࢘ in the 
direction ࢙૙ over a unit solid angle for a given wavelength ߣ [m].    
߲ܮ(࢘, ࢙૙, ߣ)
߲ݏ
= −ߤ௧(ߣ)ܮ(࢘, ࢙૙, ߣ) +
ߤ௧(ߣ)
4ߨ
න ݌(࢙૙, ࢙૚)ܮ(࢘, ࢙૚, ߣ)dߠଵ       (3.29) 
Here ݌(࢙૙, ࢙૚) is the medium dependent phase function, often postulated to follow equation 3.22, 
with ࢙૚ representing the new direction after a scattering event. This term ܮ is often referred to as 
the radiance or the specific intensity. The reason why equation 3.25 does not necessarily follow from 
integrating equation 3.29 lies in the fact that the beam energy attenuated due to scattering has a 
chance of being diverted back into the beam path through subsequent scattering events, hence the 
second term on the right hand side. Equation 3.25 and equation 3.29 are only equivalent if such a 
contribution can be neglected.  Note that the integration takes place over all solid angles ߠଵ about 
the direction ࢙૚ [2.1, 3.11].  
3.5 An introduction to medical spectroscopy 
For nonscattering samples and for thin scattering samples, that is samples with small values of ݈, it is 
possible to estimate the total intensity ܫௗ  [Wm
-2] absorbed by fluorophores at a depth ݀ [m] away 
from the source in accordance to equation 3.30 [2.12].  
ܫௗ = ܫ଴൫1 − 10ିఢഊ஼ೌ್ௗ൯       (3.30) 
Spectroscopy is the field of science concerned with the study of the interaction of electromagnetic 
radiation with matter. In medicine, by observing how the radiation is absorbed, reemitted or 
scattered as it passes through living tissue it is possible to discern information about structures and 
important processes within the body, down to a molecular level. The detection of abnormal cellular 
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metabolic rates, tissue oxygenation levels or dramatic changes in tissue morphology can for instance 
be used to diagnose cancer. 
If the light-matter interaction occurs at wavelengths in the ultraviolet, the visible or the near-infrared 
regions, the technique is referred to as optical spectroscopy. At these photon energies biological 
tissue is highly scattering and is thus often referred to as a turbid medium. A typical optical photon 
will undergo scattering and randomly change its direction several times per travelled millimetre as it 
makes its way through the body. This is a fundamental challenge in optical tomography, where a 
three-dimensional reconstruction of a solid object is made based on how photons pass through it. 
Intuitively, the problem is not that different from taking a picture of an object submerged in a glass 
of milk. The highly turbid nature of milk means that light escaping from the glass will be diffuse, 
implying that the light appears to come from many directions. By employing a theoretical model of 
the light-migration in living tissue, it has however become possible, using computer calculations, to 
derive optical or even spatial information from this diffuse light. Often, this requires some form of 
temporal or frequency resolution of the detection process or that either the light-source or the 
detector is moved spatially during the experiment [2.12, 3.15, 3.18, 3.19, 3.20, 3.21].  
The distance travelled for exciting photons at a certain point within a highly scattering medium will 
vary from photon to photon depending on its path within the volume, which in turn is a result of a 
large amount of scattering events. Any theoretical model established to explain light propagation in 
biological tissue is thus typically statistical in nature.  
A common starting point during biological imaging is to describe the time evolution of the radiance 
ܮ(࢘, ࢙, ݐ) [Wm-2sr-1] at position ࢘ in the direction ࢙  at the time ݐ over a unit solid angle using the 
Radiative Transfer Equation (RTE), presented in equation 3.31 for a domain ߗ with known optical 
properties ߤ௔(࢘) and ߤ௦(ܚ) and the bounding surface ߲ߗ. 
1
ܿ
߲
߲ݐ
ܮ(࢘, ࢙, ݐ) = −࢙ ⋅ ∇ܮ(࢘, ࢙, ݐ) − ߤ௦(࢘)ܮ(࢘, ࢙, ݐ) − ߤ௔(࢘)ܮ(࢘, ࢙, ݐ) + ݍ(࢘, ࢙, ݐ)
+ ߤ௦(࢘) න൫݌(࢙૚, ࢙, ࢘)ܮ(࢘, ࢙૚, ݐ)൯dଶ࢙૚       (3.31) 
The terms on the right hand side of the equation represent the following contributions to the 
radiance within ߗ, 
−࢙ ⋅ ∇ܮ Photon transfer across the boundary ߲Ω,  
−ߤ௦ܮ Photon loss due to scattering of light away from the direction ࢙૙,  
−ߤ௔ܮ Photon loss due to absorption, 
ߤ௦ ∫(݌ܮ)d࢙૚ Photons scattered in the direction of ࢙ from all possible directions ࢙૚, 
ݍ  Photon source term, 
where the coefficients ߤ௔(࢘) and ߤ௦(࢘) refer to the total absorption and scattering coefficients 
respectively, ݌(࢙૚, ࢙, ࢘) is the phasefunction and ܿ is the speed of light within the domain ߗ. The 
radiance represents the amount of energy moving in the direction ࢙ per unit area normal to ࢙, per 
unit time per unit of solid angle. More complex geometries require this equation to be solved 
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numerically, for instance by first expanding the terms using spherical harmonics functions [3.22] or 
by utilizing a stochastic Monte Carlo simulation method.  
For media in which the scattering coefficient is much larger than the corresponding absorption 
coefficient the diffusion approximation can be applied, if the change in radiance over time can be 
neglected and the position ࢘ is far enough away from the position of the source that the latter can be 
taken to be isotropic. Under these conditions the average diffuse intensity ߶(࢘, ݐ) [Wm-2] can be said 
to follow 
1
ܿ
߲
߲ݐ
߶(࢘, ݐ) − ܦ∇ଶ߶(࢘, ݐ) = ܳ(࢘, ݐ)       (3.32) 
where the term  ܳ(࢘, ݐ) [Wm-3] represents an isotropic source and where the diffusion coefficient ܦ 
[m] is given by equation 3.33. 
ܦ =
1
3൫ߤ௔ + ߤ௦(1 − ݃)൯
       (3.33) 
The average diffuse intensity, often referred to as the fluence rate, is in turn given by the integrated 
radiance over all directions, as is shown in equation 3.34. 
߶(ݎ, ݐ) = න ܮ(࢘, ࢙, ݐ)
ସగ
݀ߠ       (3.34) 
Analogous to equation 3.28 the total interaction coefficient ߤ௧
ᇱ  [m-1] is often referenced. This quantity 
can be written according to equation 3.35, 
ߤ௧
ᇱ = ߤ௔ + ߤ௦ᇱ        (3.35) 
where ߤ௦ᇱ  is the reduced scattering coefficient, which in turn denotes the relationship presented in 
equation 3.36 [3.23, 3.24, 3.25, 3.26, 3.27]. 
ߤ௦ᇱ = ߤ௦(1 − ݃)       (3.36) 
In an infinite homogenous absorbing domain ߗ with known optical properties ߤ௔(࢘) and ߤ′௦(࢘) the 
fluence rate originating from an isotropic, time-invariant, point source ܳ(࢘) = ଴ܲߜ(࢘ − ࢙࢘) [Wm
-3] 
can, under this approximation, be analytically described using the Green’s function, 
߶(࢘) = ଴ܲ
4ߨܦ|࢘ − ࢙࢘|
݁ିఓ೐೑೑|࢘ି࢙࢘|       (3.37) 
with ࢙࢘ referring to the position of the source, with ଴ܲ [Wm
-3] representing the power per volume of 
the source and with the effective attenuation coefficient ߤ௘௙௙  [m
-1] being given by equation 3.38.   
ߤ௘௙௙ = ඥ3ߤ௔(ߤ௔ + ߤ௦′)       (3.38) 
This solution can then be further extended to the case of a semi-infinite domain Ω୆ with a border ܤ, 
by introducing a negative mirror source ܳ(࢘) = − ଴ܲߜ(࢘ − ࢘࢓) located at ࢘࢓ on the opposite side of 
ܤ such that there is no photon flow back into the medium from the other side. In order to satisfy this 
boundary condition, an extrapolated boundary ܤ௕  is defined, located a distance ݖ௕  further away from 
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the positive source and the negative source is placed at a mirrored position with respect to ܤ௕. With 
࢙࢘ = (ߩ௫ , ߩ௬ , ݖ଴) and the normal vector of ܤ being given by ࢔࡮ = (0,0,1), the position of the 
negative source becomes 
࢘࢓ = ൫ߩ௫ , ߩ௬ , −ݖ଴ − 2ݖ௕൯       (3.39) 
if the coordinate system is chosen such that ܤ is defined by the ݖ-coordinate being equal to zero. The 
resulting fluence rate is then given by equation 3.40 in which the appropriate choice of ݖ௕  is 
dependent on the refractive indices of Ω஻and the medium on the other side of the border. 
߶(࢘) = ଴ܲ
4ߨܦ
ቆ
݁ିఓ೐೑೑|࢘ି࢙࢘|
|࢘ − ࢙࢘|
−
݁ିఓ೐೑೑|࢘ି࢘࢓|
|࢘ − ࢘࢓|
ቇ       (3.40) 
For this thesis, the empirical method of Grönhuis et al. [3.28] was chosen, approximating ݖ௕  using 
equation 3.41, 
ݖ௕ = 2
1 + ݎௗ
1 − ݎௗ
ܦ       (3.41) 
where ݎௗ [-] in turn is related to the relative refractive index ݊௥௘௟  = ݊௧/݊௩ [-] 
ݎௗ = −1.440݊௥௘௟
ିଶ + 0.710݊௥௘௟
ିଵ + 0.668 + 0.0636݊௥௘௟        (3.42) 
with ݊௧  [-] being the refractive index of ߗ௕  and ݊௩  [-] being the refractive index of the nonscattering 
medium on the other side of ܤ. 
This semi-infinite geometry can be useful for modeling the fluence rate in the special case of a pencil 
shaped laser beam irradiating a liquid phantom which can be crudely approximated as infinitely deep. 
The positive source is taken to be located a distance ݖ଴ = 1/ߤ௧
ᇱ  beneath the phantom surface.  
An analytical solution for situations with multiple boundaries is also possible, such as for a point-
source located in a homogenous semi-infinite slab, though the exact expression is an infinite 
summation of Green’s functions. These are required as the original positive source must be mirrored 
in all of the present boundaries, requiring the introduction of multiple negative sources 
corresponding to each boundary. The contribution from each of these negative sources is however 
only cancelled out by the original source’ radiance over the corresponding boundary they were 
introduced for, which prompts the inclusion of positive sources mirrored in the other boundaries. 
These positive sources must then further be compensated for by the introduction of more negative 
mirrored sources and so on. 
In more general cases, solutions to the diffusion equation can be obtained using numerical tools such 
as the Finite Element Method (FEM) or the Finite Difference Method (FDM), where the prior tends to 
be somewhat more versatile, for instance at simulating boundary effects, at the cost of being more 
computationally demanding [3.23, 3.24]. 
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3.6 The definition of the luminescence quantum yield 
Once the fluence rate distribution of the exciting light within a medium containing fluorescent 
molecules has been determined, the diffusion equation can be used also to model the resulting 
luminescence fluence rate, by relating the source term in equation 3.32 to the radiation produced by 
absorbing fluorophores. For a situation with a time-invariant excitation signal this source term ܳ௙௟(࢘) 
[Wm-3] can for a certain fluorophore be written according to equation 3.43, where ߶௘௫(࢘) [Wm
-2] is 
the excitation fluence rate and ߤ௔௙(࢘) [m
-1] is the concentration- and thus position-dependent 
fluorophore absorption coefficient.  
ܳ௙௟(࢘) = ߟఒߤ௔௙(࢘)߶௘௫(࢘)     (3.43) 
Here, the factor ߟఒ [-] is a dimensionless quantity of the fluorophore in question that describes the 
relationship between the absorbed and emitted energies per unit volume per unit time, which is in 
turn directly related to the so called luminescence quantum yield ߟ [-] of the particle by equation 
3.44. 
ߟఒ = ߟ
ߣ௘௫
ߣ௙௟
       (3.44) 
The term luminescence quantum yield, as well as the shorter version quantum yield, is an expression 
used to describe how efficient the fluorophore converts an absorbed excitation photon to that of a 
luminescence photon, something which can be quantified by the relation 
ߟ ≡
ே೑೗
ே೐ೣ
,       (3.45) 
where ௘ܰ௫ [-] and ௙ܰ௟  [-] refer to the amount of excitation photons absorbed and the amount of 
photons emitted as luminescence respectively. It is because of the difference in energy between 
these two types of photons that the quantum yield must be multiplied by the ratio of the average 
excitation wavelength ߣ௘௫ [m] and the average fluorescence wavelength ߣ௙௟  [m] such that ߟఒ 
accurately describes the ability of the fluorophore to convert energy. The product of the quantum 
yield and the molar absorption coefficient provides an intuitive way of evaluating the optical 
usefulness of luminescent particles. This quantity can be referred to as the brightness of the particle. 
Note that in the general case, the excitation fluence rate ߶௘௫(࢘) might be directly dependent on the 
fluorescence fluence rate ߶௙௟(࢘) [Wm
-2] if the absorption and emission spectra of the fluorophore 
overlap significantly, such that some of the fluorescence light gets reabsorbed by the fluorophores of 
the medium. This situation necessitates the use of multiple computational steps in order to establish 
the respective fluence rates [2.7, 3.29, 3.30]. 
3.7 Optical properties of human tissue 
A lot can be said about the scientific field of tissue optics and how light propagates through living 
tissue. One of the arguably most important aspects to consider is how much the optical signal 
is attenuated throughout its passage. In figure 3.6 typical values for the effective attenuation 
coefficient in living media has been plotted as a function of the wavelength of the propagating light 
[2.11]. The graph shows that living tissue normally is strongly absorbing, except for at wavelengths 
between 600 and 1000 nm, the so called optical window. Combined with the fact that biological 
media typically is highly turbid, this implies that redder light will travel further than bluer light from 
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the radiation source, even though any spatial information will typically be lost in the process. This for 
instance explains why when a switched on flashlight is held up against a hand, the transmitted light 
appears diffusely red and why it is not possible to see the shadow of any of the bones. 
 
Figure 3.6 The value of the absorption coefficient as a function of the radiation wavelength for several different 
compounds important for the optical properties of living tissue. In the graph, the black curve represents the 
summation of all the other ones. The figure is taken without modification from reference [2.11]. 
A number of scientific terms are used throughout this report that the reader might not be familiar 
with.  Measurements conducted on or in living, nondissected, tissue are referred to as in vivo 
measurements. In order to differentiate between luminescent particles that are native to the living 
tissue to be studied and particles introduced from the outside meanwhile, the labels endogenous and 
exogenous are used for the respective particles.  
3.8 An introduction to Upconverting nanoparticles 
Once a theoretical model for the photon propagation in living media has been established, it is 
possible to retrieve detailed spatial information from a biological system by observing how radiation 
is being scattered and absorbed by its internal anatomy, tissues and organs. Both naturally occurring 
molecules as well as luminescent particles introduced from the outside and specifically designed to 
accumulate in areas under certain conditions can, once excited, act as optical reporters on 
biochemical and physiological processes in their vicinity, providing data useful for both medical 
diagnostics and for treatment evaluation. These bio-markers often function as contrast-increasing 
agents during medical imaging experiments, highlighting cells, structures and processes of interest, 
whilst a visual reconstruction of the medical system is developed, often in real-time, without medical 
instruments having to be introduced inside the body. Luminescence imaging is today a mature, state-
of-the-art modality used in a vast amount of different biomedical applications within biomedical 
research and clinical practice. It provides a tool suitable for studying objects as small as single 
molecules or as large as entire organisms. Despite the success story, fluorescence imaging has 
however continued to be a topic of much research, not only due to the inherent difficulties with 
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imaging in turbid media but also because of certain significant limitations associated with standard 
fluorescent molecules. 
Traditional fluorophores are often organic in nature and the vast majority is downconverting, 
implying that the energy of each emitted photon is less than that of the original excitation photon, as 
some part of the energy the fluorophore absorbs is lost through nonradiative processes. As a result 
downconverters have a fluorescence wavelength that is longer than their excitation wavelength and 
are referred as to having Stokes-shifted emission spectra. Most of these molecules only fluoresce if 
excited by ultraviolet or short-wavelength visible light, resulting in an emission spectrum in the 
visible wavelength region. For certain applications, such as deep tissue imaging, this is a severe 
drawback because of the low penetration depth in living tissue at this excitation wavelength, 
something which cannot always be compensated for by increasing the excitation power. This is 
because the subsequent increase in absorption will lead to a rise in temperature of the tissue, a 
process which, if it continues, will eventually cause irreversible harm to the cells within the imaging 
volume. A further consequence to using these excitation wavelengths is that it will excite other, 
naturally occurring, fluorophores in the body and cause these to fluoresce. This phenomenon, known 
as the autofluorescence of the tissue, increases the background signal from the imaging volume and 
lowers the resolution of the acquired images. Prolonged exposure to ultraviolet light is also known to 
affect the DNA-molecules of living cells, causing mutations which have a chance of developing into 
cancer, a concern even during more shallow imaging procedures.  
As a result of these spectroscopic downsides, a class of organic dyes have been developed that are 
excited by light in the near-infrared region and emit fluorescence at even longer wavelengths. The 
dramatically reduced autoflourescence at these wavelengths, combined with the deep tissue 
penetration and the subsequent low photodamage levels that follow often provide a clear advantage 
over the use of conventional flourophores, though the benefits are at least to some extent negated 
by NIR dyes often exhibiting lower quantum yields. The wide excitation and emission spectra of 
organic dyes also make it difficult to utilize these for multiplexing, the technique where several 
physiological processes are studied simultaneously by labelling them with biomarkers emitting at 
different wavelengths, especially since the spectra can vary depending on the chemical environment 
[2.8]. In addition to this they have also been demonstrated to be sensitive to photobleaching, 
implying that the fluorescence signal decreases over time during a measurement procedure as the 
dye molecules are broken down by the excitation light. 
A less conventional alternative to organic dyes is available in the form of a group of semiconductor 
clusters known as Quantum dots. The energy levels of these nanometer-sized crystals form a 
bandlike structure, which gives rise to a broad absorption spectrum as photons with energies 
matching or exceeding that of the bandgap generate electron-hole pairs as they are absorbed. This 
excitation energy will, in the event of an electron-hole recombination, be reemitted as 
downconverted flourescence with a narrow emission bandwidth. Combined with the fact that the 
bandgap, and thus the fluorescence wavelength, can be significantly tuned by modifying the size of 
the nanocrystals, these narrow emission peaks provide a significant advantage compared with the 
abilities of organic dyes, during experiments that require multiplexing. In addition to this, Quantum 
dots have high quantum yields, large molar extinction coefficients and show a strong resistance to 
photobleaching.  The comparatively long lifetimes of the electron-hole excited states also makes it 
possible to filter out unwanted flourescence signals, such as autoflourescence, from the data to a 
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certain degree, by time-gating the detection. For certain applications, such as in vivo and in vitro 
imaging, they are however held back due to their high level of toxicity, as they have been shown to 
cause significant damage to genes and cells, even when present in very low quantities. This is 
attributed to the presence of heavy ions, such as cadmium (Cd) and arsenic (As), in the chemical 
makeup of the quantum dots. They are also known to suffer from poor signal stability, with the 
fluorescence level sometimes decreasing temporarily and unpredictably, an effect referred to as 
photoblinking. As a result, the pursuit and development of novel luminescent molecules is still an 
active field of research within medicine. 
Under certain rare conditions materials will interact with light in such a way that the outgoing 
wavelength is shorter than that of the incident light. The radiation is referred to as having been 
upconverted, since the energy of the individual photons has been increased. For energy conservation 
reasons, such processes require either that energy is taken from the upconverting medium, or that 
the amount of photons is less after the interaction, though a combination of the two is possible as 
well. As a result, upconversion can be done in a number of different ways, for instance by exciting an 
atomic system with an amount of energy that exceeds that of a single incident photon.  
A straight forward example of how the latter can be accomplished is referred to as Simultaneous 
Two-Photon Absorption (STPA).  This process is similar to normal resonant absorption, as described 
in section 3.4, in that a single absorption event takes place because the energy of the incident 
radiation matches the difference in energy between two levels of the medium.  During STPA however, 
it is the combined energy of two incident photons, not necessarily with equal wavelengths, that 
resonates with the levels of the system which in turn results in the simultaneous absorption of the 
photons. It can semi-classically be interpreted as two simultaneous absorption events, with a virtual 
energy level used as an intermediate step.  Once the system has been excited, relaxation can occur 
by the emission of a single luminescence photon with an energy that exceeds that of any single 
absorbed incident photon.  There are also variants of this type of upconversion available where more 
than two photons are used simultaneously to excite the fluorophore, though the principle, that the 
combined energy of the incident photons must resonate with the energy levels of the matter, is still 
upheld.  
Sometimes, the phenomenon known as High Harmonics Generation (HHG) [3.31, 3.32] is also 
counted as an upconversion process, since it indeed produces wavelengths that are shorter than that 
of the incident radiation.  This interaction can classically be described as an event where the 
combined energy of an integer ݊ number of coherent incident photons is transferred over to an 
ionized electron as kinetic energy. As the electron recombines with the irradiated atom, the kinetic 
energy is converted into a single emitted photon with frequency ݊ߥ଴, where ߥ଴ [Hz] is the frequency 
of the incident radiation.  
Both STPA and HHG are low probability interactions. In order to generate significant levels of 
upconverted emission through a simultaneous two-photon absorption event for instance, an 
excitation power in the range of 106-109 W/cm2 is needed, something which in practice is only 
achievable using expensive excitation sources such as high-intensity pulsed lasers.  
Relatively recently, a fundamentally different form of upconverters, referred to as Upconverting 
nanoparticles (UCNPs), has begun to see use as biomarkers. These small nanocrystals, are capable of 
generating upconverted visible luminescence upon excitation with noncoherent and monochromatic 
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near-infrared light, at excitation power densities as low as 1-103 W/cm2, something which can be 
accomplished using inexpensive continuous light-sources.  This is possible because UCNPs can be 
excited multiple times through the sequential, non-simultaneous, absorption of multiple near-
infrared photons, before the system returns to its original energy state through the emission of a 
single visible photon. They are also free from many of the drawbacks inherent with traditional 
fluorophores [2.6, 2.7, 3.33].  
3.9 Upconverting materials 
That certain materials have the ability to generate upconverted radiation has been known for a long 
time. Prior to the 1960s, very small anti-Stokes shifts were recognized to occur due to contributions 
to the excitation energy from the thermal energy present in the upconverting system and its 
surroundings. At thermal equilibrium, the probability to find a system in an excited state with energy 
ܧ = ܧ௡ [W], is given by the Boltzmann probability distribution, as presented in equation 3.46 [3.2], 
where ܶ is the system temperature in Kelvin and ݇஻ ≈ 1.38 ⋅ 10ିଶଷ JK
-1 is known as the Boltzmann 
constant.  
஻ܲ(ܧ) ∝ e
ି
ா೙
௞ಳ்       (3.46) 
Thus, observed thermal excitations energies tended to be of the order of ݇஻ܶ, which as indicated by 
equation 3.8 of section 3.1, implied long wavelengths of several micrometers at body temperatures. 
In addition to this, researchers were aware of the fact that an electron in an excited state could be 
directly moved to an even higher energy state in the same atomic system through the subsequent 
absorption of a second incident photon, a process known as Excited-State Absorption (ESA), though 
in practice only very low upconverted luminescence intensities could be achieved in this way.  
With the advent of the laser in the late 1950s [3.34] it did not take long until the first demonstration 
of SHG was made in a quartz crystal medium by Franken in 1961 [3.31], using a ruby laser as 
excitation source.  Later in the decade researchers, using conventional non-coherent low-intensity 
excitation light, discovered instances of upconversion in certain solid-state materials that could not 
be attributed to ESA or SHG. Independently, groups lead by Auzel [3.35] and Ovsyankin [3.36], 
realized that it is possible for an excited atomic system to non-radiatively transfer its energy to 
another atomic system already in an excited state of its own. It results in an accumulation of energy 
in the second system which can, through the rerelease of a single luminescence photon, lead to 
highly upconverted emission. In this scheme, which has been given the name Energy Transfer 
Upconversion (ETU),  the first system, the one that is initially excited, is referred to as the sensitizer, 
whereas the second system, responsible for the emission, is denoted the activator. The sensitizer 
and the activator need not necessarily be identical systems. 
 
In addition to ETU, there exist a small number of slightly different upconversion principles that also 
rely on intersystem energy transfer mechanics and the sequential absorption of several excitation 
photons. The name Cooperative Upconversion is used to describe a significantly less efficient process 
whereby two atomic systems in close proximity are, after the sequential absorption of two photons, 
excited into something which can be referred to as a single cooperative pair-state.  This pair-state 
energy can subsequently be converted into upconverted luminescence either directly, through the 
emission of a single photon, so called cooperative luminescence, or via an intermediate step, where 
the combined pair-state energy is first nonradiatively transferred to a single atomic system before 
being emitted as luminescence following the return of this system to its ground state, a mechanism 
known as cooperative sensitization. The activator in this latter scheme is either one of the systems in 
the original pair or a third system located nearby [3.33]. It is thus always possible to link a photon 
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produced via cooperative sensitization to an actual excited state of a single atomic system, whereas a 
photon arising from cooperative luminescence often has an energy that corresponds to an energy 
region where any single atomic system lacks real energy levels.  
 
The above mentioned upconversion processes are all schematically illustrated in figure 3.7, 
accompanied with estimates of how efficient the processes can be expected to be relative to each 
other. Although the dramatic variance in upconversion strength ultimately is a consequence of the 
physics of quantum mechanics, it can intuitively be understood by considering how similar the 
specific steps of the respective processes are to that of traditional one-photon resonant processes 
[3.33].  Efficient ETU involves meta-stable intermediate energy levels with long life-times whereas, as 
a comparison, the pair-states required for cooperative upconversion for instance can be classified as 
quasi-virtual.  Mathematically, the latter implies that perturbation theory of higher orders is required 
to calculate transition probabilities.     
 
Figure 3.7 Conceptual energy level drawings of the various upconversion processes discussed in the text above, 
together with order of magnitude estimates of how efficient these are [3.33].  
 
The various upconversion mechanisms are not necessarily mutually exclusive, something which can 
at times lead to complex emission schemes like that of the photon avalanche effect. This particular 
process, which is schematically illustrated in figure 3.8, was originally discovered during an 
experiment where a material consisting of Pr3+-doped LaCl3 and LaBr3 was being used to count 
infrared photons [Auzel]. With both the infrared photons and suitable pump photons irradiating the 
material, ESA was achieved, placing the system in a highly excited state, as depicted in figure 3.7. 
Researchers were however surprised to find that as the system transitions down from level 4 to level 
3 it can subsequently participate in an energy exchange with another system nearby, causing an 
unexpected build-up in population of systems in energy state 2. Because of this pumping scheme, a 
substantial increase in the absorption of pump photons could be observed, with them being resonant 
with the excitation transition from level 2 to level 4, something which in turn lead to an increase of 
the luminescence output as a consequence of more energy entering the system  
[2.6, 2.9, 3.33, 3.37, 3.38]. 
 
 
 
25 
 
 
 
Figure 3.8 A conceptual energy level drawing of the photon avalanche emission process [3.33]. 
3.9.1 Lanthanide based Upconverting nanoparticles 
Energy transfer upconversion has traditionally been achieved efficiently by utilizing the 4f energy 
levels of lanthanide ions that have been doped inside solid-state crystals, though recently the field 
has in addition to this seen a growing interest in making use of the 5f energy levels of actinide ions or 
the 3d, 4d and 5d energy levels of so called transition-metal ions. The locations of these elements 
within the periodic table have been marked in figure 3.9 though it is interesting to note that the two 
transition metals scandium (Sc), with atomic number 21, and yttrium (Y), with atomic number 39, are 
often, together with the fifteen lanthanides, collectively referred to as rare-earth elements, as they 
have similar chemical properties. 
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Figure 3.9 The periodic table with the locations of the lanthanoids (lighter grey) and actinoids (darker grey) 
shown.  This figure was taken from reference [3.39] without modification.  
This thesis is focused on the use of nonorganic NaYF4–nanocrystals doped with the trivalent 
lanthanide ions ytterbium (Yb3+) and thulium (Tm3+) to generate upconverted luminescence. The 
designed and assembled system for measuring the absolute quantum yield as well as the imaging 
scheme, that are presented within this work, are however both intended to function well with most 
Upconverting nanoparticles (UCNPs),  even though some small adjustments may be required as a 
consequence of the altered spectroscopic properties. 
In figure 3.10 a conceptual energy level diagram of the upconversion process can be seen, featuring 
ytterbium as the sensitizer and thulium as the activator. The figure also includes the common 
substitute for thulium, trivalent erbium (Er3+).  Both of these activator alternatives make highly 
efficient upconversion possible as a result of the ladder-like energy structure inherent with 
lanthanide ions, combined with how well their respective energy levels match with those of 
ytterbium.  
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Figure 3.10 A conceptual energy level diagram for two of the most important UCNP configurations. In the figure 
ytterbium acts as the sensitizer whereas thulium and erbium are activators. The locations of the energy levels 
in the diagram are approximate [2.6]. 
The nonradiative energy transfer interactions that are essential for ETU is a consequence of the 
electric nature of the participating atomic systems. Radiative energy transfer, on one hand, can be 
achieved if the sensitizer relaxes from its excited state by emitting a photon and subsequently, this 
photon is reabsorbed by the activator. Within an UCNP however, the distances separating the 
interacting ions are significantly shorter than the typical excitation or emission wavelength. This is 
close enough for the electron clouds of the respective ions to begin to affect each other directly via 
the electric van der Waals force. The German scientist Theodor Förster had the first material on this 
phenomenon published in 1948 [3.40], treating the transfer as a coupling of electric dipoles. This 
theory was further expanded upon by Dexter [3.41] a few years later, with him also taking into 
account interactions between higher orders of electric fields.  
Although this can be seen as a result of an energy level separation of the sensitizer being resonant 
with a corresponding energy gap in the activator, there does exist complex situations where 
nonresonant nonradiative transfer is possible. In such scenarios, the energy of one or several 
phonons originating from the host nanocrystal itself is either added or subtracted in the process, 
such that energy is conserved. This principle is referred to as phonon-assisted nonradiative transfer.  
The possibility of phonons being created in the host crystal lattice can, conversely, also lower the 
efficiency of the ETU process, since it provides a nonradiative relaxation path for excited ions doped 
inside the UCNP.  Hexagonally-structured NaYF4 is presently regarded as the most promising 
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dopant-host alternative for biomedical use, much because of the low phonon energies in 
combination with the high chemical stability associated with fluoride materials. The inclusion of Na+-
ions in the chemical makeup of the lattice entails an additional advantage as the ionic radii of these 
crystal nodes are very similar in size to those of the doped in lanthanides.  It lowers the amount of 
lattice defects and structural stress present within the crystal, which in turn further reduces the 
nonradiative relaxation rate of the excited lanthanide ions. This has the implication that the choice of 
host material can have a significant impact on the quantum yield. Upconversion using 
NaYF4: Yb
3+,Er3+particles has been shown to be six times more efficient than if 
La2(MoO4)3: Yb
3+,Er3+ particles are used and twenty times more efficient compared to a case where 
La2O3: Yb
3+,Er3+ particles are utilized. The phase of the crystal is in and of itself of great consequence, 
with hexagonally-structured NaYF4: Yb
3+,Er3+ displaying a ten times higher upconversion rate than its 
cubically-structured counterpart [2.6, 3.38]. 
As a result of how large the surface area is in comparison to the particle volume, the quantum yield is, 
in general, also highly dependent on the size of the UCNP. The smaller the particle gets, the larger 
the amount of activator ions located in the vicinity of the surface becomes. Such emitter ions come 
into contact with the surrounding solvent and are thus, once excited, subject to an additional 
nonradiative relaxation path, as the excess energy has a chance to be converted into vibrational 
energy for the solvent molecules. This effect, referred to as surface quenching, generally has the 
consequence that the ETU rate increases the larger the particle size becomes, but also that the 
upconversion efficiency usually is lower for UCNPs than it is for the same material in bulk form. It also 
implies that the quantum yield will vary for UCNPs depending on what solvent they have been 
suspended in, since the relaxation rates of the activators are tied to how well their excited state 
energy resonates with the corresponding vibrational mode separations of the solvent molecules. 
A small particle size can on the other hand represent a necessary advantage during biological imaging 
as it allows for the UCNPs to reach finer-scale structures. Instead, the surface quenching effect can 
typically be reduced, without simply increasing the crystal size, by applying a coating to the surface of 
the particle, shielding the excited activators and cutting off the relaxation path. This coating shell is 
often made up of an un-doped version of the material that is used as the host lattice, or of a layer of 
non-crystalline silica. In order to distinguish them from each other, coated UCNPs and uncoated 
UCNPs are referred to as core-shell particles and core particles respectively. Some type of surface 
modification is also required for UCNPs to be soluble in aqueous media, such as water or blood [2.6, 
2.7, 2.8, 2.9, 2.11, 3.33].  
3.9.2 Why Upconverting nanoparticles are promising 
There is no single luminescent particle available today that feature all the properties necessary to 
tackle all the considerable challenges associated with biological imaging. Upconverting nanoparticles 
represent a novel class of biological markers that have the potential, due to their unique biodynamic 
and optical qualities, to fulfill an important role in many luminescence imaging applications.  Their 
ability to generate luminescence under incoherent near-infrared radiation, at intensities as harmless 
as 1-103 W/cm2, allows for the probing of objects and structures located deep within living tissue, as 
light at these wavelengths undergo considerably less absorption and scattering in biological media 
than optical wavelength light, as indicated by figure 3.6 of section 3.7. Since near-infrared light is less 
energetic than ultraviolet-light it induces less photodamage to the DNA-molecules of living cells, 
which implies in-vivo measurements can be repeated multiple times without the procedure 
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increasing the risk of the patient developing cancer.  This also results in measurements involving 
UCNPs essentially being free from autofluorescence, as endogenous fluorophores generally require 
greater photon excitation energies in order to generate luminescence.  
In addition to this, UCNPs are not prone to exhibit the wide, and as a result, often overlapping 
excitation and emission bands that are associated with near-infrared excited organic dyes. As a 
consequence of how the energy levels of the trivalent lanthanide ions are configured, the 4f-energy 
levels that participate in the upconversion process are shielded by complete electronic outer shells. 
The thus minimal perturbation to these energy levels from the ion surroundings significantly 
decreases the full width at half maximum (FWHM) of the emission peaks, down to levels that are 
lower than what can be expected from organic dyes or quantum dots. In combination with the large 
spectral separation that is achieved between the excitation emission and the luminescence emission 
through the lanthanide ion upconversion process, this trait is particularly useful in multiplexing 
experiments that require each studied physiological process to be associated with a unique emission 
spectrum, especially since the UCNP emission can be spectrally tuned, either by altering what dopant 
ions are used or by modifying the dopant concentration. It also reduces the amount of reabsorption 
that the upconverted light undergoes as it propagates in the nanocrystal and throughout the tissue.    
Moreover, while these spectral characteristics can be immensely valuable in and of themselves, 
UCNPs also possess several attributes that are advantageous for biological markers that are to be 
used during optical in vivo measurements. UCNPs do not photobleach under typical luminescence 
imaging fluence rates like near-infrared excited organic dyes do, nor do they exhibit the high levels of 
toxicity to living cells that quantum dots have been shown to be responsible for. They are also 
chemically stable and provide a luminescence signal that is not greatly affected by changes to the 
nanoparticle environment, such as an altered pH-level or an increase in temperature, since the 
optically active ions are almost always only in immediate contact with the host lattice. If the number 
of dopants inside the nanoparticle is high enough, the luminescence output also becomes free from 
any photoblinking effect, another quality that for UCNPs represents a significant advantage over the 
otherwise attractive quantum dots.  
Though no doubt promising, imaging using UNCPs as biomarkers is still however a considerably less 
mature modality than luminescence imaging done with more conventional fluorophores. Much work 
is being carried out in order to improve the optical performance and biodynamic functionality, such 
as the cancer targeting ability, of these particles, together with extensive research being conducted 
on how to successfully utilize these unique properties for medical treatment and diagnostics.  
Even though the heavier cadmium ions of the quantum dots are inherently more toxic than 
lanthanide ions, UCNPs have also been shown to cause some damage to biological systems, 
something which requires further investigation [2.7, 2.9].  The main drawback with using UCNPs 
however currently appears to be their lack of brightness, with reports citing upconversion rates of a 
few percent [2.6, 2.7], whereas certain popular downconverting fluorophores, such as Rhodamine 6G, 
exhibit quantum yield well in excess of 50 % [3.42]. While attempts are being made to create more 
efficient particles by improving and developing the manufacturing process, for instance by applying 
the mentioned surface coating to the particles and thus lowering the nonradiative deexcitation rate, 
the optimization research is made complicated due to how difficult it is to measure the UCNP 
quantum yield. The optical behavior of the nanoparticles can vary a great deal from batch to batch 
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and since they are upconverting, no single standard reference fluorophore exists that has both a 
matching absorption wavelength and a matching excitation wavelength. Indeed, it has not even been 
completely established what the term quantum yield means when mentioned in connection with 
nanoparticles, since the efficiency of the unique lanthanide ion upconversion scheme turns out to 
vary depending on the excitation fluence rate. As such, the design and development of new 
technology to improve this situation is thus of great importance for the future prospects of these 
novel and promising luminescent particles. This fact is for instance also emphasised in the review 
article by Chatterjee et al. on the use of UCNPs in biomedical applications, that was published in the 
journal Small in 2010 [2.7]. In the outlook section of the paper, the authors express their hope that 
more standard equipment as well as material standards are made available in the future, as the 
present situation makes investigating these upconverters a challenging task [2.6, 2.7, 2.8, 2.9, 2.11, 
3.33].   
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4 Conventional instruments for characterizing the luminescence 
quantum yield 
The aim of this thesis it to make a contribution in the area dealing with the characterization of the 
UCNP quantum yield as a function of the excitation fluence rate. In the following chapter, after a 
brief introduction to how the quantum yield of conventional fluorophores are typically measured, a 
system for evaluating the upconversion efficiency of UCNPs suspended in a transparent solvent is 
presented. The fluence rate dependence of the UCNP quantum yield will be further discussed in 
section 4.6. 
There are two major and widely used setup concepts available for determining the quantum yield of 
conventional fluorophores. Although both of these, the conventional fluorometer and the integrating 
sphere, are designed somewhat differently from each other, both function by evaluating the 
excitation and the luminescence light directly. In addition to the direct methods, there also exist 
calorimetric systems, like the ones based on the photoacoustic effect or the ones designed around 
thermal lensing, that instead utilize the heat dissipation created during the luminescence generation 
process to derive the quantum yield. The system developed for this thesis is based on the 
conventional fluorometer concept [2.1, 3.30, 4.1]. 
4.1 Fluorometer 
A fluorometer is, in the most rudimentary terms, simply an instrument designed to measure 
luminescence. The luminescence signal is often quantified in units of intensity and as a function of 
the radiation wavelength given a particular excitation wavelength, a relation which can be presented 
graphically with an emission spectrum. 
Here, the term conventional fluorometer will refer to a configuration of such a device in which the 
luminescent sample is excited from a single direction whilst the generated luminescence light is 
acquired in another single direction, at a 90 degree angle to the excitation path, as shown in figure 
4.1. The placement of the luminescence detector at an angle helps filter out the otherwise bright 
excitation light from the luminescence data. Since only a fraction of the luminescence radiation is 
collected in this scenario however, a conventional fluorometer can only be used to perform relative 
measurements. This implies that the signal needs to be compared to that of a reference fluorophore 
in order for the quantum yield to be established [2.1].  
 
Figure 4.1 The rudimentary design of a conventional fluorometer device with the possible location of a beam 
splitter and the location of the sample denoted. 
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Throughout this report, when referencing both the conventional fluorometer and the custom built 
setup, the optical path between the excitation light source and the sample position will be referred 
to as the excitation path. The path between the sample position and the detector will 
correspondingly be referred to as the luminescence path. 
4.1.1 Light sources 
There are a number of light sources available for use in fluorometers. When measuring on 
conventional fluorophores a high-pressure xenon (Xe) arc lamp is often installed in the setup, 
providing a both spectrally and temporally continuous excitation spectrum for most of the 
wavelength interval between 250 and 700 nm. Since the excitation radiation is generated during 
recombination events taking place between xenon ions and free electrons, there are however certain 
irregularities in the otherwise white spectrum near 450 nm as a result of the emission from excited 
xenon systems. The signal is still quite strong for wavelengths longer than 800 nm but even less 
stable.  
 
Figure 4.2 The expected emission output from a continuous arc lamp (red) and a xenon flashlamp (blue) both 
plotted as a function of the radiation wavelength.  This figure is taken without modification from reference 
[2.1]. 
Another alternative is to instead use a pulsed xenon lamp. These devices often generate less heat 
than their continuous emission counterparts whilst still providing greater peak emission intensity. 
This can be useful in certain scenarios where the luminescent particles are prone to photobleaching. 
In figure 4.2, the expected irradiance signal originating from a continuous arc lamp and a xenon 
flashlamp are both shown as a function of the radiation wavelength. 
The list of other temporally continuous light sources includes high-pressure mercury (Hg) lamps, 
hybrid high-pressure xenon-mercury arc lamps, low-pressure mercury and mercury-argon (Ar) based 
lamps but also quartz-tungsten (W) halogen lamps that provide a spectrally continuous excitation 
spectrum in the visible and near-infrared wavelength regions. Halogen lamps are thus also useful 
when investigating near-infrared excited luminescent particles. 
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In addition to these, there are also some distinctly different options available in the form of the semi-
conductor based light emitting diodes (LEDs) and laser diodes (LDs) [3.5]. LEDs are cost effective 
incoherent light sources that exhibit low electrical power-consumption levels and long operating life-
times. The wavelength at which their emission spectrum is centered around can be modified to a 
great degree depending on their design and by combining them into LED arrays relatively white 
excitation light can be achieved. Nevertheless, the use of them in fluorometers is a fairly recent 
development that is likely to become a more common occurrence.  
Laser diodes, on the other hand, are coherent, monochromatic light-sources that come with the 
additional advantage of having a greatly modifiable and easily controllable emission output. This 
often not only implies that the light-source intensity can be modulated in time, allowing for pulsed 
excitation, but also that the excitation wavelength can be adjusted. It should be noted that the 
emission wavelength of an LD is typically dependent on the temperature of its laser cavity, which 
means a temperature controller might have to be included in the fluorometer setup [2.1].  
4.1.2 Luminescence anisotropy 
In order to account for any luminescence anisotropy, most fluorometers of this type come with the 
possibility of placing a linear polarizer in both the excitation and the luminescence path. Such a 
component optically filters out part of an incident electromagnetic wave, rendering the wave linearly 
polarized. With a distance ܽ between the sample position and the detection optics, the luminescence 
radiance will, at this distance from the sample, be spread out over the imagined sphere surface area 
ܣ, as given by equation 4.1. Even with completely unpolarized excitation light, the luminescence will 
generally not be distributed uniformly over this area.  
ܣ = 4ߨܽଶ       (4.1) 
Consider the coordinate system presented in figure 4.3, for which the origin represents the position 
of an emitting luminescent particle and regard the case where the excitation light propagates along 
the ݔ-axis and in the positive direction.  
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Figure 4.3 A basic orthogonal coordinate system used as a reference in the text for discussing luminescence 
anisotropy, with the dark blue arrow and the red arrow representing the direction of propagation for the 
original excitation radiation and the luminescence radiation respectively.  The signal observed at position A is 
not dependent on the value of the emission intensity corresponding to dipoles with electric fields oscillating 
along the ݖ-axis. 
As a consequence of the Maxwell equations, which were discussed in section 3.1, the electric and the 
magnetic field amplitudes will for such a wave only have nonzero components in the ݕ- and 
ݖ-directions. Often however, the likelihood of a luminescent particle undergoing excitation is 
dependent on the polarization of the exciting radiation relative to its orientation in space. If, for 
example, in order to excite a certain long molecule it is required that the electric field should oscillate 
along the particle’s major axis, then such a molecule oriented with its major axis in the direction of 
the ݔ-axis will in the above described scenario see no excitation at all. This becomes important 
during fluorometer based measurements since this spatial correlation will, provided the particles do 
not rotate in between the time of excitation and the time of emission, directly translate into a similar 
dependence of the luminescence intensity on the particle orientation.  
An emitting luminescent particle can be modeled as three independent electric dipoles with electric 
fields oscillating along the ݔ-axis, the ݕ-axis and the ݖ-axis respectively. The emission intensity of 
these dipoles can be labeled with ܫ௫  [Wm
-2], ܫ௬  [Wm
-2] and ܫ௭  [Wm
-2], leading to the total particle 
emission intensity ܫ௣௔௥௧௜௖௟௘  [Wm
-2] presented in equation 4.2.  
ܫ௣௔௥௧௜௖௟௘ = ܫ௫ + ܫ௬ + ܫ௭        (4.2) 
For a sample featuring long molecules, like the one mentioned in the above example, all values of ܫ௭  
might be equal to zero, since there are no excited molecules oriented along the ݖ-axis, unless the 
molecules rotate. 
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It is possible to extend the three-dipole model to instead describe the total emission of a sample, 
with ܬ௫ [Wm
-2], ܬ௬ [Wm
-2] and ܬ௭ [Wm
-2] representing the corresponding dipole intensities. The total 
luminescence intensity ܬ௧௢௧  [Wm
-2], given by equation 4.3, is proportional to the total excitation 
intensity and thus also to the particle quantum yield. 
ܬ௧௢௧ = ܬ௫ + ܬ௬ + ܬ௭        (4.3) 
However, since electromagnetic waves have no electric field component in the direction of 
propagation, the signal for an observer located in the positive ݖ-direction and at a 90 degree angle to 
the excitation beam, labeled as position A in figure 4.3, cannot be dependent on the value of ܬ௭. If 
the ratio between ܬ௬  and ܬ௭ is unknown this implies it is impossible to establish a value for ܬ௧௢௧  based 
on measurements from this single position, unless measures are taken. Note that this is an issue 
even if the excitation light is completely unpolarized.  Since the excitation of the sample only takes 
place from one direction, the ܬ௫-component will, regardless of the polarization of the exciting light, 
be unique when compared to the other two components. Fortunately, there does exist a solution to 
this problem. 
Consider a situation where a polarizer is placed in the excitation path, such that the excitation light 
becomes linearly polarized, with the electric field amplitude ܧ௘௫௖ [NC
-1] oscillating in the vertical 
ݕ-direction.  In such a scenario, the quantities ܬ௫ and ܬ௭ for the directions orthogonal to the 
oscillations of the excitation electric field will, due to symmetry, have the same value ܬୄ [Wm
-2]. As a 
result of being parallel to the electric field the ݕ-component ܬ∥ [Wm
-2] might, on the other hand, be 
valued differently. Using these quantities the concentration independent and total intensity 
normalized luminescence particle anisotropy ݎ [-] can under these conditions be formally defined 
according to equation 4.4. 
ݎ =
 ܬ∥ − ܬୄ
ܬ∥ + 2ܬୄ
       (4.4) 
The electromagnetic wave reaching a detector located at position A can be viewed as a superposition 
of two independent linearly polarized waves, with one only being affected by ܬୄ and the other only 
by ܬ∥, as is illustrated in figure 4.4.  
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Figure 4.4 An orthogonal coordinate system illustrating how, by positioning a linear polarizer in the excitation 
path (dark blue) and another in the luminescence path (red) and orienting their polarization axes such that they 
are rotated at a magic angle relative to each other, it is possible to make the signal registered by the detector in 
the graph proportionate to the total luminescence intensity emitted by the sample.  
If a second linear polarizer is placed in the luminescence path and rotated, the signal makeup at 
position A will change from being completely dependent on ܬୄ when it is oriented to only transmit 
horizontally polarized light, to being entirely dependent on  ܬ∥ when it only lets through vertically 
polarized light. 
It is interesting to note that, at a certain intermediate polarizer angle, the signal will become 
proportionate to the total luminescence intensity ܬ௧௢௧ , regardless of the ratio between ܬୄ and ܬ∥, 
rendering the measurements unaffected by luminescence anisotropy. This angle with respect to the 
excitation polarizer orientation is referred to as the magic angle in mathematics and is valued at 
arctan √2 , which approximately equals to 54.7°. 
It should be noted that the polarizers should only be included in the setup if necessary, that is, if 
there is luminescence anisotropy present, as including them typically reduces the signal intensity by 
at least 75 % when using unpolarized excitation light, because of how some of the polarization 
components measurement are intentionally filtered out. If the transmission properties of the 
polarizers are imperfect, the signal strength might be further weakened.  
Nevertheless, the presence of two polarizers in the fluorometer setup is often a requirement for 
reliable data. Aside from compensating for anisotropy, they are also useful for limiting the amount of 
stray excitation light that reaches the detector, with scattered light being almost entirely linearly 
polarized. Further, when doing relative measurements, it is important to acquire both the spectrum 
of the particles to be studied and the reference spectrum under identical polarizer conditions, both 
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since it takes care of luminescence anisotropy but also since any polarization dependencies in the 
detection setup might otherwise influence the results.  
Throughout this thesis the linear polarizer in the excitation path and the one in the emission path are 
referred to as the excitation polarizer and the emission polarizer respectively [2.1, 3.17].   
4.1.3 Spectral filters 
In addition to the two polarization filters it is often possible to improve the quality of the results by 
inserting carefully chosen spectral filters in certain locations within the setup. These optical 
components have transmission properties that are sensitive to the wavelength of the radiation and 
are thus frequently used either in the excitation path in order to filter out any spectral impurities in 
the excitation light or in the luminescence path such that only the luminescence signal of interest 
reaches the detector. A filter placed in the latter mentioned position can for instance enable the use 
of longer integration times without causing detector oversaturation since less of the bright scattered 
excitation light is collected [2.1]. 
4.1.4 Neutral density filters 
Another way to alter the properties of propagating radiation is to insert one, or more, neutral density 
filters (ND-filters) in the beam path. As opposed to spectral filters, ND-filters ideally attenuate the 
light intensity evenly over a wide wavelength band, without altering the relative spectral distribution 
of the radiation. Such a quality is useful for many applications involving lasers, for instance as a 
means to decrease the optical power impacting a power meter during high intensity measurements. 
ND-filters typically attenuate a beam either through absorption or reflection. Under high intensity 
conditions, the former of these are sometimes at a disadvantage over the latter, since they might 
experience a large increase in temperature after prolonged exposure to high power radiation, which 
in turn might affect their performance. Unchecked reflections might, on the other hand, give rise to 
other unwanted consequences, such as stray light reaching a detector or a camera.  
Often, the attenuation rate of an ND-filter is characterized in terms of optical density ܦ௢௣௧[-]. With 
knowledge of this property, the optical power after passage through the filter ேܲ஽[mW] can be 
directly derived from equation 4.5, if the original, incident power ଴ܲ [mW] is known [4.2].  
ேܲ஽ = ଴ܲ ⋅ 10஽೚೛೟        (4.5) 
4.1.5 Beam splitters 
In some situations it can be advantageous to also carry out concurrent measurements of the 
excitation signal. This can be achieved by placing a beam splitter in the excitation path such that a 
small fraction of the excitation radiation is rerouted into a secondary detection location. The 
collected reference signal can for instance improve how reliable the setup is at determining the 
quantum yield since for this type of measurement knowing the amount of photons absorbed is as 
important as establishing the amount of luminescence photons that are emitted, as equation 3.45 in 
section 3.6 indicates.  
In certain setup configurations the rerouted signal is even used to excite a reference sample at the 
secondary location. The quantum yield comparison needed for the relative measurement can thus be 
done in real time by also recording the subsequent luminescence signal generated at this site [2.1]. 
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4.1.6 The luminescence signal detection 
In order to determine the quantum yield, the luminescence signal needs to be collected and 
quantified. A monochromator is an optical component which ideally only transmits a narrow range of 
wavelengths even if illuminated with white light or other radiation that contains a large selection of 
wavelengths. This wavelength separation is often done using devices like optical prisms or optical 
gratings, where the latter is the most commonly used alternative in fluorometers. The amount of 
light which is let through to the detector is generally controlled using at least one slit, with an 
adjustable slit width, placed in the beam path. Greater signal intensity typically comes at the cost of a 
greater noise level.  
The vast amount of commercial fluorometers use photomultiplier tubes (PMTs) for the luminescence 
light detection. A PMT features a thin metal film which, when irradiated, ejects electrons out into a 
tube. This electronic signal is subsequently amplified using a chain of components known as dynodes 
placed within the tube and in this way the device generates a current when illuminated which, in the 
ideal case, is proportionate to the radiation intensity [2.1].  
4.1.7 The sample contents 
The luminescence particles to be probed, placed at the sample position in figure 4.1, are typically 
suspended in a transparent spectral-grade quality liquid and placed inside a quartz cuvette with 
dimensions such that the excitation light has an optical pathlength of 1 cm. Preferably, the sample 
holder can be translated in all three of the directions defined in figure 4.3 [3.30, 4.1]. 
4.1.8 Sample attenuation measurements 
In order to determine the amount of excitation photons that has been absorbed by luminescence 
generating particle within the sample, it is often necessary to measure the excitation beam 
attenuation caused by placing the sample in the beam path.  Ideally, the intensity loss due to the 
cuvette walls and the suspending fluid is negligible such that the sample attenuation is dependent on 
the amount of photons that the luminescent particles absorb only.  
It is recommended that the absorbance ܣଵ଴ [-] of a sample, as defined in equation 4.6, has a value 
somewhere between 0.04 and 0.05 at the excitation wavelength [4.1]. If ܣଵ଴ is low enough, the 
emission intensity can be assumed to be proportionate to the particle concentration, as will be 
further discussed in section 4.1.10, whereas if ܣଵ଴ is too low impurities within the suspending fluid 
might lead to inaccuracies in the experiment. Keeping the absorbance value above 0.04 is also 
advantageous since an increase in energy absorbed by the luminescent particles implies a greater 
luminescence signal strength.  
ܣଵ଴ = logଵ଴
଴ܲ
௧ܲ
       (4.6) 
In the equation ଴ܲ [W] and ௧ܲ [W] represents the power of the excitation radiation incident on the 
sample after the cuvette wall and the corresponding power of the beam after the passage through 
the fluid respectively. Any power reduction caused by the cuvette walls themselves is thus typically 
not counted towards the absorbance of the sample.  
In addition to the absorbance, the excitation beam attenuation due to the sample can also be 
characterized using the slightly different expression, presented in equation 4.7, known as the 
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absorptance, which represents the ratio between the absorbed power and the incident power [4.1, 
4.3].  
ߙ = ଴ܲ
− ௧ܲ
଴ܲ
       (4.7) 
The absorbance interval [0.04, 0.05] discussed above corresponds to an absorptance interval of 
approximately [0.09, 0.11]. 
4.1.9 The inner filter effect 
Quantum yield measurements performed with a high sample absorbance risk being inaccurate due to 
two phenomena that together make up the inner filter effect.    
The first of these, referred to as the pre-filter effect, occurs as a direct consequence of the Beer-
Lambert law, which was discussed in section 3.4, and the right-angle fluorometer geometry. As the 
excitation radiation propagates through the cuvette solution the excitation power ௘ܲ [W] will fall off 
according to equation 4.8, where ݈ [cm] is the distance from the first cuvette wall.   
௘ܲ = 10ିఢഊ஼ೌ್௟ ଴ܲ       (4.8) 
For a linear fluorophore this has the side effect that the luminescence intensity generated at the 
immediate beginning of the cuvette passage is higher than towards the very end by a factor 
10ିఢഊ஼ೌ್௅. Meanwhile, the detection equipment is typically aimed at the centre of the cuvette. 
Under the condition that the power attenuation is linear throughout the entire cuvette passage, the 
excitation power value at the actual location from which the signal beam originates can, as a result of 
this, be assumed to be equal to the average of ଴ܲ and 10ିఢഊ஼ೌ್௅ ଴ܲ.  
With an absorbance value higher than 0.05 however, a comparatively larger part of the excitation 
power will be stopped before it reaches the signal location. This pre-filter effect can, unless the 
absorption nonlinearity is accounted for, result in the quantum yield of the emitting particles 
appearing lower than it actually is.  In extreme scenarios, the absorbance can be so high that no 
signal reaches the detector, as more or less the entirety of the excitation light power has been 
filtered out before the beam reaches the centre of the cuvette.  
The name the post-filter effect, on the other hand, refers to a situation where part of the 
luminescence signal is lost within the cuvette after the luminescence already has been generated.  If 
there is a high degree of spectral overlap between the excitation spectrum and the emission 
spectrum of the luminescent particles and the particle concentration is high enough a significant 
portion of the emitted luminescence photons may be reabsorbed before the signal escapes from the 
cuvette and reaches the detector. Since the particle quantum yield in almost all scenarios is less than 
one, this leads a reduction in the detected luminescence signal even if some luminescence photons 
are reemitted. Like the pre-filter effect the post-filter effect can thus lead to the quantum yield being 
underestimated during measurements unless the reabsorption events are taken into account or the 
particle concentration within the cuvette is reduced. It may also distort the shape of the 
luminescence spectrum that is collected.       
Commercial fluorophores are often not equipped to measure absorbance values as low as 0.04 or 
0.05 with a high degree of certainty. Instead it is recommended to first prepare a solution with an 
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absorbance of approximately 0.5, perform a high precision measurement of this value and then to 
dilute the solution by a factor of ten in order to bring the absorbance within the recommended range. 
It is also often preferable to use an excitation wavelength corresponding to a plateau of the 
luminescent particle absorption peak, instead of the absorption maximum. This is because it 
improves the stability of the experiment as, under such conditions, small changes in the radiation 
wavelength have less of an effect on the absorbance value [4.1]. 
4.1.10 The preferred concentration of luminescent particles within a sample 
The connection between the absorbance value and the linearity of the luminescence intensity as a 
function of the concentration can be understood by comparing equation 4.8 to that of the Beer-
Lambert law. From these two follow that ܣଵ଴ is proportionate to the molar concentration of the 
absorbing molecules ܥ௔௕  [M], the decadic molar extinction coefficient ߳ఒ [m
-1 M-1] and the 
pathlength within the cuvette ܮ [m], as is shown in equation 4.9.  
ܣଵ଴ = ߳ఒܥ௔௕ܮ       (4.9) 
The luminescence power ௟ܲ [W] for a linear fluorophore will, further, be linearly dependent on the 
absorbed power ௔ܲ = ଴ܲ − ௧ܲ [W], such that it can be written, 
௟ܲ = ݇ ⋅ ௔ܲ        (4.10) 
where ݇ [-] is a constant. The value of ௟ܲ is thus related to the absorbance and the concentration 
according to equation 4.11 and equation 4.12 respectively, with the former relationship being 
presented graphically for ݇ = 1 in figure 4.5. 
௟ܲ = ݇(1 − 10ି஺భబ)       (4.11) 
௟ܲ = ݇(1 − 10ିఢഊ஼ೌ್௅)       (4.12) 
As can be seen from the graph, the relationship is approximately linear for absorbance values lower 
than 0.05.   
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Figure 4.5 The sample luminescence power during a measurement with a conventional fluorometer setup 
plotted as a function of the sample absorbance (blue) together with a curve illustrating the expected signal if 
the relationship between the emission power and the absorbance is incorrectly assumed to be linear (black). 
These two curves are meant to show that the latter approximation is valid only for absorbance values lower 
than 0.05, here denoted by the dashed green line [4.1].  
4.2 Relative quantum yield measurements using a conventional 
fluorometer 
Once assembled, a conventional fluorometer setup can be used to determine the quantum yield of a 
dilute sample of luminescent particles by comparing their luminescence conversion rate to that of an 
already known fluorescence quantum yield standard. Mathematically, the procedure can be 
described using equation 4.13 [3.30],   
ߔ௫ = ߔ௦௧
௦݂௧
௫݂
ݍ௦௧
ݍ௫
ܨ௫
ܨ௦௧
݊௫ଶ
݊௦௧ଶ
       (4.13) 
where ߔ [-] is the luminescent particle quantum yield, ݂ [-] is the fraction of excitation radiation 
being absorbed by the sample, ݍ [m-2] is the number of excitation photons per second integrated 
over the sample area illuminated by the excitation beam, ܨ [J] is the unitless integrated area under 
the luminescence peak which appears in the emission spectrum collected using the detector 
multiplied by the emission photon energy and ݊ [-] is the suspending solvent refractive index. The 
subscripts ݔ and ݏݐ of the quantities denote the sample containing particles with unknown quantum 
yield and the sample with the standard respectively. As such, ௫݂ ⋅ ݍ୶ and ௦݂௧ ⋅ ݍ௦௧ represent the 
number of absorbed excitation photons whereas ܨ௫  and ܨ௦௧  correspond to the number of emitted 
42 
 
luminescence photons in the quantum yield definition presented in equation 3.45 in section 3.6. The 
refractive index correction factor 
௡౮
మ
௡ೞ೟మ
 is necessary to include as a result of the reflection losses that 
propagating radiation undergoes as it transits from one medium to another, if the regions have 
different refractive indices.  This effect is important both as the excitation radiation enters the 
sample solution and as the luminescence radiations exits the cuvette on its way to the detector. 
Usually however, the values of ݊୶ and ݊ୱ୲ are known from references, removing the need to 
determine them during the experiment. All of the other factors must typically be established in order 
to complete a relative quantum yield measurement, with the obvious exception of the quantum yield 
of the standard.  Approximate values of ୶݂ and ௦݂௧  can be derived from the absorbance at the 
excitation wavelengths of the respective samples, using equation 4.14. 
݂ = 1 − 10ି஺భబ       (4.14) 
It should be noted that the excitation and the emission photon energies for the respective samples 
are both effectively incorporated into equation 4.13. Their inclusion is necessary since the quantum 
yield, as defined in equation 3.45 in section 3.6, is given by the ratio of the number of luminescence 
photons emitted to the number of excitation photons absorbed and is as such not equivalent to the 
energy conversion ratio presented in equation 3.44 in section 3.6. 
It is recommended that the determination of all of these quantities are carried out in one session, 
since this reduces the influence that indirect changes to the measurement conditions, like small 
translations of the instrument components or spectral alterations in the excitation luminescence 
output , has on the data collection [3.30, 4.1].  
4.2.1 The main uncertainties associated with relative fluorometer measurements 
In most fluorometer measurement scenarios it is often possible to adjust the absorbance of the 
sample to within the recommended levels and to determine its value with a relatively high degree of 
accuracy. The greatest sources of error are instead related to the need to account for the wavelength 
dependence of the various components in use, the so called spectral responsivity of the setup, as 
well as the inherent uncertainty associated with the reference quantum yield value of the 
luminescence standard which often needs to be derived from references. 
Both of these are very much related in the sense that the most straight forward way to deal with the 
former problem is to choose a standard which is excited and emits over the same corresponding 
wavelength bands as the particles to be probed. Since the quantum yield is determined by taking the 
ratio of two measurements this approach can, in an ideal situation, cancel out the effects of the 
spectral dependence completely, as any systematic error, for instance in the luminescence collection 
process, affects both measurements equally, and thus is divided away. Unfortunately a reliable 
luminescence standard with these spectral qualities may not exist. Indeed, while there is a large 
selection of luminescent materials available that absorb at ultraviolet or blue wavelengths, few red 
or near-infrared wavelength particles have been investigated and reported on [4.4]. This challenge is 
not made any easier by the fact that authors frequently publish different values of the quantum yield 
of a standard from one another, despite having described identical experiments in their respective 
papers.  Often, such discrepancies can be attributed to the researchers having neglected to take into 
account factors like dye purity and a dependence of the quantum yield on the solvent temperature 
or on what excitation wavelength is being used. 
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If no standard with ideal spectral characteristics can be obtained, two different excitation 
wavelengths can be used for the respective samples.  Such a measure does however necessitate 
some form of spectral correction of the data after the results have been acquired as the fluorometer 
components seldom follow the schematic behavior displayed in figure 4.6. This, however, is not 
necessarily easy to do correctly.  
 
Figure 4.6 The ideal wavelength dependent behavior for the components of a conventional fluorometer. Here 
the colors blue and red are meant to represent the excitation path and the luminescence path respectively 
[2.1]. 
A third alternative is to instead use a chain of reference dyes in addition to the standard and to carry 
out multiple relative quantum yield measurements, all based on equation 4.13, with identical 
excitation wavelengths, utilizing the fact that many luminescent materials absorb over a band of 
wavelengths. This procedure is illustrated in figure 4.7.  
 
Figure 4.7 A conceptual illustration of the method for determining the unknown quantum yield of a sample 
(red) by comparing it to that of a known one (dark blue) using a chain of reference dyes (lighter grey and black) 
[3.30].  
Regardless, the first method, to use the same excitation wavelength for the standard as for the 
sample to be investigated, is still the preferred one and the most commonly used. It is a 
comparatively simple and cost efficient technique that also allows for high sensitivity measurements, 
making it applicable even for dealing with small volume samples or luminescent particles with low 
quantum yield values [2.1, 3.30].  
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4.2.2 Advantages to using a commercial fluorometer 
There are obvious advantages to using a commercial, pre-built fluorometer. Such a device has been 
designed and mass-produced by experts in the field with years of experience. Modern variants are 
affordable, compact and sturdy, offering stable measurements such that the ability of reproducing 
acquired data on later occasions is not impeded by small, unintended, movements within the setup 
itself. The measurement procedure is well adapted for routine labwork. 
Recently a push has also been made to design commercial instruments that can measure a significant 
amount of identical samples at the same time, thus improving the accuracy of the experiment 
without requiring that the measurement is repeated multiple times.  
However, commercial fluorometers are not well equipped to evaluate the fluence rate dependent 
luminescence conversion rate of Upconverting nanoparticles since such measurements demand that 
the excitation intensity, and with that, the excitation beam spatial profile is monitored in conjunction 
with the rest of the experiment [2.1, 3.30].  
4.3 The basics of an integrating sphere 
Instead of observing the luminescence generation process from a single direction it is possible to 
design an experiment where essentially all of the luminescence emission is collected by utilizing an 
optical component known as an integrating sphere. 
Where the relative quantum yield evaluations performed with a conventional fluorometer rely on 
comparing the luminescence generation efficiency of a sample to be studied to that of a reference 
one, integrating sphere measurements can instead be done by quantifying the total emitted 
luminescence power and directly comparing it to the excitation power lost to the sample. Since such 
measurements are not relative in nature, as they feature no step where a comparison is made to any 
luminescence standard, they are referred to as being absolute [2.1, 3.30, 4.4].  
4.3.1 Integrating sphere measurements 
An integrating sphere can essentially be described as a hollow spherical cavity, which has had its 
inner wall coated with a material that exhibits a very high diffuse reflectance, such as Teflon® [4.4] or 
barium sulfate [4.5], ensuring that no excitation or luminescence radiation is lost at the boundary of 
the sphere volume due to absorption. In this reflective cavity wall, small holes called ports have been 
installed, serving as the access point for the excitation light and the exit point for the luminescence 
signal, thus connecting the inside of the sphere to both the excitation source and the detector. By 
placing a smaller, also highly reflective, component known as a baffle in the direct optical path to the 
signal exit port, any light that reaches the detector must first have been reflected off the cavity wall 
at least once.  It has been shown that, because of this configuration, from the perspective of the 
detector, the radiation power distribution within the cavity volume can be approximated as being 
uniform. In this way, the sphere serves as a spatial integrator of the optical power. A schematic 
illustration of an integrating sphere based setup is shown in figure 4.8. 
45 
 
 
Figure 4.8 A conceptual illustration of a basic integrating sphere setup. Red here denotes the excitation 
radiation whereas purple represents the sample luminescence.  
During the luminescence generation parts of the experiment the sample to be probed is positioned in 
a translatable sample holder, often but not always located in the center of the sphere, where it can 
be directly illuminated via the excitation port. The luminescence signal is then collected and recorded 
once with the sample in the excitation beam and once with the sample still inside the sphere but 
outside of the direct excitation path. A complete experiment also requires two separate 
measurements of the excitation power for each of these sample positions, as well as a third 
reference measurement during which the sample is completely absent from the interior of the 
sphere.  The quantum yield is subsequently determined with the gathered data using the 
mathematical procedure described in section 4.3.2. 
It should be noted that an integrating sphere can also be used to perform relative quantum yield 
measurements similar in concept to the ones carried out using a conventional fluorometer, though 
with the integrating sphere scheme all of the generated luminescence power is collected. This 
implies that, with an integrating sphere, there is no need to include any polarizer in the excitation or 
the emission path, even if the signal from the sample exhibits a nonuniform luminescence emission 
distribution [2.1, 3.30, 4.4].  
Integrating spheres can come in various sizes. Edmund optics, for instance, offers spheres with 2’’, 4’’ 
and 6’’ diameters, which in metric units corresponds to approximately 5 cm, 10 cm and 15 cm 
respectively [4.6]. 
Much like the standard fluorometer setup, an integrating sphere system is not ideal for measuring 
the fluence rate dependent quantum yield of Upconverting nanoparticles, since the closed geometry 
of the sphere makes forming an estimate of the excitation beam spatial profile difficult.   
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4.3.2 A mathematical description of absolute integrating sphere measurements 
Mathematically, the process of absolutely determining the quantum yield of a sample to be studied 
using an integrating sphere can be described with equation 4.15, with ߙ௦௣௛௘௥௘  [-] referring to the 
absorptance of the sample as given by equation 4.16. 
ߔ =
߉௜௡ − ൫1 − ߙ௦௣௛௘௥௘൯߉௢௨௧
ܺ௘௠௣௧௬ ⋅ ߙ௦௣௛௘௥௘
       (4.15) 
ߙ௦௣௛௘௥௘ =
ܺ௢௨௧ − ܺ௜௡
ܺ௢௨௧
       (4.16) 
Here, ߉௜௡ [-] and  ߉௢௨௧  [-] is the integrated emission spectrum with the sample in the excitation beam 
path and outside of it respectively and ܺ௜௡ [-] and  ܺ௢௨௧  [-] is the corresponding integrated excitation 
profile, whereas ܺ௘௠௣௧௬ [-] represents the integrated excitation profile with no sample inside the 
sphere. The variable Λ௢௨௧  has a nonzero value since, even with the sample moved away from direct 
excitation, secondary light being reflected off the sphere inner wall will still be powerful enough for 
the sample to be excited and generate luminescence. This makes it necessary to include in the 
equation as the denominator in equation 4.15 is related to the excitation power directly absorbed 
only. It should be noted that alternate mathematical models, aside from the above mentioned one, 
also can be used [4.4].  
4.3.3 The main uncertainties during absolute integrating sphere measurements 
The two main sources of uncertainty that affect the reliability of the determined quantum yield value 
during integrating sphere measurements originate from the difficulty to assess the radiometric 
behavior of the sphere and the influence that sample related reabsorption effects have on the data.   
To account for the former mentioned issue, most researchers often turn to instrument calibration 
data supplied to them by the producer of the integrating sphere, though this option is not perfect. 
The amount of reabsorption that radiation undergoes as it passes through the sample can on the 
other hand be reduced by lowering the luminescent particle concentration of the sample. This 
measure is of great importance for the reliability of the integrating sphere measurement since with 
the unique geometry, radiation will statistically reenter the sample container multiple times after 
having been reflected off the sphere inner wall, even more so if there is an overlap between the 
excitation and the luminescence spectra of the sample.  
In addition to the two mentioned factors, many of the sample-related issues discussed in section 
4.1.9 is also of importance when utilizing this absolute technique. If a blank sample measurement is 
to be used, in order to for instance account for solvent absorption or solvent autofluorescence, the 
ability to reproduce the sample position also becomes significant [3.30, 4.4].  
4.4 A comparison between relative fluorometer measurements and 
absolute integrating sphere measurements 
Out of the quantum yield evaluation methods described above, the fluorometer measurement 
scheme is currently the most widely used for dilute luminescent particle solutions. It is an attractive 
option as it is cost effective and relatively easy to make use of, whilst still allowing for high 
measurement sensitivity. An integrating sphere can, on the other hand, be useful for highly 
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scattering samples as the conversion efficiency of these might be difficult to evaluate from a single 
direction.  
In reference [3.30], a thorough examination and comparison of the two measurement concepts was 
made for several popular and previously well-characterized, ultraviolet- or visible-light excited 
fluorescent dyes. According to this investigation carried out by Würth et al., the two methods were 
both capable of providing reliable quantum yield data, with comparable uncertainty values of less 
than 7 % if major error sources are accounted for. This implies that the choice of what model to use 
comes down to preferences and financial considerations, as well as what is suitable for the particular 
sample to be studied. For quantum yield measurements of luminescent particles that are excited by 
near-infrared radiation, it might for instance be advisable to use an integrating sphere, since there is 
currently a lack of well-investigated standards in this wavelength class, unless other factors are of 
greater importance for the quality of the experiment [2.1, 3.30, 4.4].  
4.5 The history of UCNP quantum yield measurements 
In the past, a number of publications have been made by various research groups on the topic of 
how to manufacture UCNPs in such a way that their optical behavior and upconversion 
characteristics become suited for an important application at hand [2.6, 4.7, 4.8, 4.9, 4.10]. Often, 
the papers are focused on the manufacturing process or the UCNP chemical and physical 
composition, discussing improvements to the particle brightness relative to upconverters produced 
with a different synthesis approach. Whilst the quantum yield, as defined in equation 3.45 in section 
3.6, will for UCNPs vary depending on the excitation fluence rate, these papers frequently however 
only specify a single quantum yield value. Only a few articles have thus far been published, in which 
the author investigates what the best method for actually quantifying the UCNP luminescence 
generation efficiency is and how the acquired data should be presented. 
As far as the author of this thesis is aware of, the first attempt at characterizing and quantifying the 
excitation fluence rate dependence of the quantum yield of a sample of lanthanide based 
upconverters, was made in 1998 by Page et al. [4.11]. Utilizing a calibrated integrating sphere setup 
the group performed absolute upconversion efficiency measurements on phosphor powders held in 
place inside the commercial 4’’, close to 15 cm, diameter integrating sphere by a sample holder 
custom designed for this particular purpose. The excitation radiation, generated using a pumped 
continuous-wave titanium-sapphire laser, was subsequently delivered to the sphere interior via 
various multimode optical fibers.  By having the excitation signal pass through an ND-filter wheel, 
such that a variable attenuation rate was possible, and by using fibers with different diameters, the 
excitation power density could be adjusted to a range of values.    
Meanwhile, the problem of quantifying the excitation power density was, at least to some extent, 
solved by positioning the sample up against the excitation fiber end in such a way that they came 
into direct physical contact with each other.  Combined with the properties expected of radiation 
immediately after exiting a multi-mode fiber, the cross-section of the excitation beam could, due to 
this measure, be assumed to follow a top-hat spatial intensity distribution, with a diameter 
corresponding to the diameter of the fiber.  
In 2010 Boyer and Veggel described a similar experiment where a commercial 150 mm diameter 
integrating sphere, mounted on a commercial fluorometer, was used to perform absolute quantum 
yield measurements both of UCNPs in colloidal form, with them being suspended in the solvent 
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hexane, and of powder bulk samples [4.5]. Both types were exited via optical fiber using a 
comparatively easy to handle diode laser, whereas the group utilized PMTs to quantify the excitation 
and the luminescence radiation.  
Despite the inherent fluence rate dependence of the upconversion efficiency of their particles, 
however, they only reported a quantum yield value for one single excitation power density, 
corresponding to a fluence rate for which the upconversion process began to show signs of 
saturation. The excitation beam was further described as having been collimated using a commercial 
multimode fiber coupler, giving it a 1 mm cross-section diameter, though no mention was given on if 
this value was verified by the group or what cross-section intensity distribution it was assumed to 
have had. 
Complementing these two articles, an even more recent publication was made in 2012 by Faulkner et 
al. [4.12]. Keeping with the precedent set by the former mentioned authors, this third group 
evaluated the quantum yield of a series of UCNP bulk samples, also using a commercially available 
integrating sphere. Whilst thoroughly characterizing the dependency of the powder upconversion 
efficiencies on the excitation power [W] and how the corresponding curves were affected by the 
temperature [°C] during the batch manufacturing process, the group elected to not report on the  
excitation power density [Wm-2].  With the sample being inaccessible inside the sphere throughout 
the experiment, the group found it impossible to perform high accuracy measurements of the beam-
profile. Establishing a value of the excitation beam diameter by measuring the distance between the 
focusing lens and the sample was also deemed inadequate for determining fluence rate values, due 
to the highly focused nature of the beam at the sample. Since the quantum yield is not linear with 
the excitation power density, small measurement errors of the beam diameter were particularly 
impactful when probing UCNPs. The group also argued that even if the excitation power and the 
beam diameter at the sample position was known, the effective power density experienced by the 
particles would be somewhat lower, as a result of the high scattering coefficient inherent with the 
powders.   
In addition to discussing these factors, the researchers also stressed how important the alignment of 
the sample with the excitation beam was. Whilst they managed to achieve a high degree of 
reproducibility if they maintained a certain alignment, they noticed that a small spatial deviation of 
the sample or the beam could alter the results by as much as a factor of two. As a result, they argued 
that relative trends, rather than absolute values, are inherently of greater importance when studying 
upconverters.  
4.5.1 Prior work done by the biophotonics group in Lund  
The biophotonics Group at the Atomic Physics division of Lund University and Lund Laser Centre (LLC) 
has for some time now been contributing to the field of research on Upconverting nanoparticles, 
with a strong emphasis given to the investigation of the optical properties of the particles and how 
they subsequently can be used for luminescence imaging applications [4.13, 4.14, 4.15, 4.16, 4.17, 
4.18]. Relatively recently, interest grew of being able to fully characterize the quantum yield of 
UCNPs in colloidal form, including being able to determine its dependence on the excitation fluence 
rate [Wm-2].  
In 2012 Xu et al. published an article in ACS Nano on how high-resolution fluorescence diffuse optical 
tomography could be achieved with lanthanide-based UCNPs serving as optical markers [4.13]. 
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Accompanying the tomography results, the group was able to include data on the luminescence 
generation efficiency of a core-particle sample as well as a core-shell particle sample plotted as a 
function of the fluence rate. The corresponding graph is included in this thesis in figure 4.9. 
 
Figure 4.9 The quantum yield results presented by Xu et al. in ACS Nano 2012. In the graph the quantum yield 
data for a core UCNP sample (green circles) and a core-shell UCNP sample (blue circles) are plotted as function 
of the excitation intensity and are compared to that of a few two-photon dyes (blue, green and red lines). This 
graph is taken without modification from reference [4.13]. 
Unlike the previous examples discussed above, the experiment presented in this paper was relative 
in nature, with the quantum yield being determined by comparing the luminescence output of the 
upconverters to that of an organic reference standard labeled as DY-781, using an in-house designed 
setup reminiscent of a conventional fluorometer. Whilst the group did indeed utilize the 90-degree 
measurement geometry described in section 4.1, the system distinguished itself from commercial 
fluorometers in a number of ways, with there for instance being no linear polarizers installed in 
either the excitation or the luminescence path. 
Because of the open and straight-forward nature of the custom instrument however, the group was 
able to monitor the excitation beam profile directly during the experiment without having to 
dismantle much of the system. In order to quantify the power density of the respective excitation 
beams the researchers estimated the beam power and the beam diameter at the sample position in 
two separate steps.  The former measurement was achieved by inserting an ND-filter shielded power 
meter sensor head connected to a commercial power meter in the beam-path, whilst the latter was 
done by replacing the excitation beam with a white-spectrum beam and letting this light irradiate a 
white piece of paper, positioned at the sample position, with ruler lines printed on it. Since the white 
paper scatters light with great efficiency, this procedure generated a bright spot, illuminating the 
ruler lines, which could be photographed using a system camera.  
Further details of the setup used for this paper will be discussed later, as a great deal of it was 
incorporated into the system custom designed for the purpose of this thesis.      
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In 2013, Haichun Liu with co-workers published another article, this time in Nanoscale [4.14], in 
which once again the upconversion efficiency of two batches of nanoparticles, one with core 
particles and one with core-shell particles, was presented as a function of the excitation power 
density [Wm-2]. With there being no established convention on how to present luminescence 
efficiency data for upconverters Liu dedicated much of the article discussing a novel 
parameterization option for the fluence rate dependent quantum yield. It provides a way for 
researchers to describe the quantum yield of their particles with a high degree of accuracy, by only 
supplying information on two parameters, the balancing power density and the balancing power 
quantum yield. Due to the versatility, convenience and time-saving nature of this data evaluation 
method, it has been employed for this thesis and is therefore discussed in section 4.6.   
The data acquired for the article, as well as some estimates of the corresponding slope values can be 
viewed in figure 4.10. 
 
Figure 4.10 The quantum yield results presented by Liu et al. in Nanoscale 2013. In the graph the quantum 
yield data as a function of the excitation power density for a core-shell  UCNP sample (blue circles) is compared 
to that of core UCNP sample (red circles) [4.14]. 
4.6 The fluence rate dependence of the UCNP quantum yield 
Although the concept of UCNPs by itself covers a wide range of particle configurations, many of the 
systems under this label can be described using the same reduced energy level model [4.14]. 
In figure 4.11 the important energy transfer mechanisms between a sensitizer and a typical UCNP 
activator has been graphically presented, together with the relevant energy levels.  
51 
 
 
Figure 4.11 A conceptual illustration of the interactions between an excitation photon, two energy levels of a 
sensitizer and three energy levels of an activator. The dotted and dashed lines here represent nonradiative 
transitions. As mentioned in the text, the abbreviation ETU stands for Energy transfer upconversion [4.14]. 
The activator is in the figure represented by three energy levels, the activator ground state, an 
activator intermediate energy state and the activator emitting state.  For certain systems, the two 
lower levels may correspond to a coupled energy state, which implies they are better referred to as 
quasi energy levels. 
After a sensitizer has been optically excited through the absorption of a single photon (A) it can relax 
either by returning to its ground-state (B) or by transferring its energy to an activator nonradiatively. 
In the latter case the energy can have the activator be excited into its intermediate state (ETU1). On 
the other hand, if a second photon is absorbed by a sensitizer in the vicinity, this nonradiative energy 
process might be repeated before the activator has time to relax, such that it reaches its emitting 
state (ETU2). Upconverted luminescence is subsequently generated if the activator relaxes down to 
its own ground-state by emitting a visible photon (Upconverted emission).  
The power density dependence of the UCNP quantum yield is a direct consequence of the 
non-infinite life-time of the activator intermediate energy state. At lower excitation power densities, 
once placed in its intermediate state via ETU (ETU1), an activator ion is more likely to linearly decay 
down to its ground state (C) than it is to reach its emitting state due to a second ETU event (ETU2). 
The situation in this fluence rate regime can be compared to how luminescence generation is 
achieved in a two-photon absorption particle, where two excitation photons must be introduced into 
the system in quick succession if any unconverted radiation is to be produced. If the excitation power 
density is increased however the importance of the ETU excitation path will grow until the rate at 
which excitation photons become introduced into the system becomes so large that the linear decay 
path becomes negligible. In such a situation UCNPs behave more like linear luminescent particles, 
since a rise of the excitation fluence rate will only grow the luminescence radiation intensity linearly. 
It should be noted however that the maximum theoretical quantum yield for an energy transfer 
upconverter is equal to 0.5 as two excitation photons are still required to move the activator into its 
emitting state. 
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The energy transfer situation for the above described system can be modeled using the following 
level population rate-equations. 
݀ ଵܰ
݀ݐ
= ߪ௔ߩ ଴ܰ −
ଵܰ
߬ଵ 
       (4.17) 
݀ ௜ܰ௠
݀ݐ
= ܥா்௎ଵ ௚ܰ௥ ଵܰ − ܥா்௎ଶ ௜ܰ௠ ଵܰ −
௜ܰ௠
߬௜௠
       (4.18) 
݀ ௘ܰ௠
݀ݐ
= ܥா்௎ଶ ௜ܰ௠ ଵܰ −
௘ܰ௠
߬௘௠
       (4.19) 
Here, ݐ [s]is the time-variable, ଴ܰ [-] and ଵܰ[-] represent the population in the ground-state and the 
excited state of the sensitizer respectively whereas ௚ܰ௥[-], ௜ܰ௠[-] and ௘ܰ௠[-] represent the 
population in the ground-state, the intermediate state and the emission state of the activator 
respectively. Meanwhile, ߪ௔ [m
2] is the activator absorption cross-section, ߩ [m-2s-1] is the excitation 
photon flux which is proportionate to the excitation power density, whereas ߬ଵ[s], ߬௜௠ [s] and ߬௘௠  [s] 
are the lifetimes of the sensitizer excited level, the activator intermediate level, and the activator 
emission level respectively. The variables ܥா்௎ଵ  [s
-1] and ܥா்௎ଶ [s
-1], on the other hand, represent the 
rate constants for the respective energy transfer upconversion processes. Equation 4.17 does not 
contain a term representing the population loss from the sensitizer excited state due to ETU, as its 
impact on the population is very low compared to that of other competing effects such as linear 
decay. The same applies for the population depletion of the activator emission state, via ETU, to even 
higher activator energy levels.  
Under continuous-wave excitation conditions and at steady-state, 
ௗேభ
ௗ௧
=
ௗே೔೘
ௗ௧
=
ௗே೐೘
ௗ௧
= 0. In such a 
scenario the emitted upconverted luminescence power from the activator emission state ௟ܲ௨௠  [W] is 
given by equation 4.20, whereas the power absorbed by the system ௔ܲ௕௦ [W], responsible for 
bringing the sensitizer into its excited state, is given by equation 4.21.   
௟ܲ௨௠ =
௘ܰ௠
߬௘௠
௥௔ௗ ℎߥ௟௨௠        (4.20) 
௔ܲ௕௦ = ߪ௔ ଴ܰߩℎߥ௘௫௖        (4.21) 
Here, ߬௘௠௥௔ௗ [s] is the radiative lifetime of the sensitizer emission state and ℎ [Js] is the Planck constant, 
whereas ߥ௟௨௠[Hz] and ߥ௘௫௖  [Hz] are the frequencies of the luminescence radiation band of interest 
and the excitation radiation respectively. With these variables introduced it is possible to define the 
luminescence quantum yield of an UCNP, ߟ௎஼ே௉  [-], according to equation 4.22. The inclusion of the 
two frequency values ߥ௟௨௠  and ߥ௘௫௖  makes this definition analogous to the one presented in 
equation 3.45 of section 3.6. 
ߟ௎஼ே௉ ≡
௟ܲ௨௠
௔ܲ௕௦
⋅
ߥ௘௫௖
 ߥ௟௨௠
       (4.22) 
By solving the rate-equation system under the steady-state conditions, this becomes,  
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ߟ௎஼ே௉ =
2 ⋅ ߟ௕ ⋅
ߩ
ߩ௕
1 +
ߩ
ߩ௕
       (4.23) 
with the balancing power quantum yield ߟ௕  [-] and the balancing power density ߩ௕ [m
-2s-1] being 
defined according to equation 4.24 and equation 4.25 respectively.  
ߟ௕ ≡
1
2
ܥா்௎ଵ ௚ܰ௥߬ଵ
߬௘௠
߬௘௠
௥௔ௗ  ⋅
ߥ௘௫௖
 ߥ௟௨௠
      (4.24) 
ߩ௕ ≡
1
߬௜௠ܥா்௎ଶ߬ଵߪ௔ ଴ܰ
       (4.25) 
These two material constants are connected with each other since at the balancing power density, 
ߩ = ߩ௕, ߟ௎஼ே௉  will be exactly equal to the balancing power quantum yield. Meanwhile, at very low 
power densities, that is ߩ ≪ ߩ௕, the UCNP quantum yield approaches its maximum, which implies a 
value which is twice that of ߟ௕. The balancing power density thus represents the balancing point of 
the fluence rate curve where the quantum yield reaches half of its maximum value. At this fluence 
rate the linear decay down to the ground state and ETU up to the emitting state is of equal 
importance for the depopulation of the activator intermediate state. 
An intuitive understanding of the power density dependence of the quantum yield can be achieved 
by plotting the logarithm of the quantum yield as a function of the logarithm of the excitation fluence 
rate. The inclination of the curve in such a diagram, also known as the slope efficiency ݇ [-], is easily 
obtained via equation 4.26. 
݇ ≡
d(logଵ଴ ௟ܲ௨௠) 
d logଵ଴ ߩ
       (4.26) 
By inserting the values given above and using logarithmic identities this can be rewritten as equation 
4.27. 
݇ = 1 +
1
1 + ߩ௕ିଵߩ
       (4.27) 
For low values of ߩ compared to ߩ௕, the slope efficiency will be close to 2, but as the excitation 
power density increases the value of ݇ will gradually decrease. At excitation photon flux rates much 
higher than ߩ௕, ݇ will approach unity. As a result, the inclination of the log-log curve serves as a good 
way to visualize how the UCNPs interact with excitation photons at various excitation densities.  
The usefulness of knowing the UCNP slope efficiency as a function of the power density can be 
understood by considering an arbitrary point on the quantum yield fluence rate dependence curve, 
where ߩ = ߩ௔௥௕.  At this fluence rate, the luminescence intensity ܫ௟௨௠  [Wm
-2] and its dependence on 
ߩ can be modeled using equation 4.28,  
ܫ௟௨௠ = ܿଵ
௖మ ⋅ ܫ௔௥௕
௖మ        (4.28) 
where ܿଵ [-] is a constant and ܫ௔௥௕  [Wm
-2] is the excitation intensity at the arbitrary point which can 
be assumed to be related to ߩ௔௥௕   according to equation 4.29, with ܿଷ [J] being a constant as well. 
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ܫ௔௥௕ = ܿଷ ⋅ ߩ௔௥௕        (4.29) 
The identical coefficients ܿଶ [-] are in this model responsible for the power dependence of the 
quantum yield,  with them being equal to 2 for very low power densities and equal to 1 near UCNP 
saturation, and their value is as a result a function of ߩ. Over a narrow fluence rate interval however 
they can be approximated as being constant.   
As such, by inserting the excitation intensity into equation 4.28, and by taking the logarithm of both 
the left- and the right-hand side, the relationship can be rewritten according to equation 4.30, using 
logarithmic identities. 
logଵ଴ ܫ௟௨௠ = ܿଶ ⋅ (logଵ଴ܿଵ + logଵ଴ܿଷ + logଵ଴ߩ௔௥௕)       (4.30) 
By defining a new constant ܿସ [-] as,  
ܿସ ≡ ܿଶ ⋅ (logଵ଴ܿଵ + logଵ଴ܿଷ)       (4.31) 
the dependence of the logarithm of the luminescence intensity on an arbitrary excitation photon flux 
rate can ultimately instead be described with equation 4.32. 
logଵ଴ ܫ௟௨௠ = ܿସ + ܿଶ ⋅ logଵ଴ߩ௔௥௕        (4.32) 
This is the equation of a line, with variables logଵ଴ ܫ௟௨௠  and logଵ଴ߩ௔௥௕ and an inclination equal to ܿଶ. 
By comparing this result to equation 4.26, it is apparent that ܿଶ = ݇ at the arbitrary photon flux 
density. As such, the slope efficiency carries with it a physical significance in that it, once known, 
directly indicates the order of the dependence the luminescence signal has on the excitation 
intensity. By measuring ݇ at a specific fluence rate during an UCNP application, it is possible to draw 
conclusions on what state of saturation the particles are in. 
In this thesis, the UCNP quantum yield is often presented as a function of the excitation power 
density ݕ [Wm-2]. By defining quantum yield coefficients ܽ [m2W-1] and ܾ [Wm-2], that directly 
correspond to the balancing power quantum yield and the balancing power density respectively, this 
relationship  can be modeled according to equation 4.33 [4.14]. 
ߟ௎஼ே௉(ݕ) =
ܽ ⋅ ݕ 
ܾ + ݕ
      (4.33) 
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5 Problem formulation and the main goals of the thesis project 
The previous chapters paint a clear picture. UCNPs unique ability to convert near-infrared radiation 
into visible luminescence renders them exceptionally well suited to function as optical biomarkers 
during in vivo applications.  
Whilst much of the prior scientific work has been focused on how to improve the optical brightness 
of these upconverters, there have been few reports on how this quantity should be evaluated, even 
though it appears to represent the main barrier keeping these particles from replacing conventional 
fluorophores in many imaging modalities.  
Since the luminescence quantum yield, which together with the molar absorption coefficient 
determines the optical brightness of the particles, will vary depending on the excitation fluence rate, 
so too will the particle brightness. Despite this fact, most experimental reports only provide a single 
value for the quantum yield, with not much detail being given on how the excitation fluence rate was 
determined, perhaps because of the complex nature inherent with these types of measurements. 
In section 4.5, three important articles were discussed in which the respective authors addressed the 
topic of measuring the luminescence quantum yield of various samples of nanoparticles. Based on 
the information provided in these works, it is safe to conclude that no clear standard exists at this 
point in time for how to address some of the major issues associated with the upconversion process. 
Indeed, it is questionable if there exists an accurate enough method today for obtaining absolute 
values of the luminescence quantum yield of particles suspended in transparent solutions, since the 
group which described their efforts to achieve this task with the most detail stated that, due to 
difficulties in aligning the sample and the laser excitation beam, their results could vary with as much 
as a factor of two. Whilst it seems straightforward to acquire results that at a first glance agree well 
with how the particles are supposed to behave in theory, obtaining the actual value however appears 
to represent a significant challenge.  
This thesis has two primary objectives. A novel measurement system is to be designed which is 
capable of evaluating the fluence rate dependent upconversion efficiency of samples of colloidal 
UCNPs. In addition to this, an imaging experiment is to be performed with the goal to demonstrate 
that the fluence rate dependence of these particles can be used to derive unique tomographic 
information from an imaging volume that would not be obtainable with conventional fluorophores 
serving as biomarkers. The report thus has the potential to make an important contribution to the 
field of biomedical imaging, as it aims to show that not only is it possible to fully characterize the 
UCNP quantum yield as a function of the excitation power density but also that there exists a clear 
incentive for researchers to do so. 
5.1 Relative quantum yield measurements of colloidal UCNPs 
For the quantum yield part of this thesis the ultimate goal is to give the biophotonics group in Lund 
access to an instrument which is capable of determining the luminescence quantum yield of in-house 
produced samples of colloidal UCNPs as a function of the excitation power density. Preferably, it 
should be possible to observe how the luminescence intensity dependence on the excitation 
intensity transitions from being quadratic at lower excitation powers to being close to linear as the 
UCNP emission reaches saturation under higher fluence rates. In order to achieve this, the following 
points must be considered.  
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 Design a system based on the fluorometer concept which was discussed in chapter 4.1 that 
can be used to perform relative quantum yield measurements of UCNPs dissolved in a 
transparent liquid  
 Determine the best way to quantify the excitation beam power at the sample location   
 Establish a method for evaluating the intensity distribution of the excitation beam profile 
 Determine if it is necessary to include polarizers in the setup by considering if the 
luminescence emission patterns of the UCNPs or the reference particles are isotropic or not 
 Assemble a prototype setup mainly using components which are already available for use to 
the biophotonics group  
 Establish a measurement procedure that can be followed by other researchers than the 
author of this thesis 
 Evaluate the impact that the beam profile has on the determined quantum yield value 
 Investigate the absorption spectrum of a batch of UCNPs and determine how much of the 
excitation power attenuation of the sample is due to scattering 
 Evaluate the performance of the fluorometer polarizers 
 Conduct an experiment using the final system and discuss the strengths and weaknesses of 
the setup 
5.2 Depth measurements using single point tomography 
The purpose of the imaging part of this thesis is to demonstrate how it is possible to extract in vivo 
depth information from the UCNP luminescence signal by utilizing the dependence of the 
upconversion process on the excitation fluence rate. In order to highlight the usefulness of this novel 
technique, the tomography experiment is to be done using only a single excitation source position, a 
single excitation wavelength and without employing any time gating to the luminescence signal, even 
though using such methods would improve the quality of the collected data significantly. The 
calculations in this thesis are however made with the assumption that the UCNP quantum yield as a 
function of the excitation power density is known for the particles beforehand.  
For the above to be possible, the following points must be achieved.  
 Design a tomography experiment using the biophotonics imaging system where an UCNP 
sample has been fully submerged in a liquid phantom with optical properties similar to that 
of living tissue 
 Prepare an UCNP sample that can maintain a high degree of optical activity and function well 
in an aqueous environment  
 Adapt the experiment such that the signal from the upconverting particles goes from 
exhibiting a quadratic excitation power density dependence to a much lower dependence as 
the laser output power is ramped  
 Calibrate the excitation output from the laser diode by associating each laser driver current 
value to a certain laser diode temperature, such that a single excitation wavelength is 
maintained throughout the imaging experiment 
 Establish a theoretical model for the propagation of radiation within the liquid phantom, 
based on the theory discussed in section 3.5, which can be used to relate the UCNP quantum 
yield excitation fluence rate dependence to the UCNP sample depth  
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 Construct a post-experiment data-processing chain using MatLab that takes the images 
acquired using the EMCCD camera and translates this data into quantified luminescence 
signal values  
 Present the tomography data in such a way that the obtained depth information can be 
visualized  
The explicit goal of the experiment is to investigate the luminescence output signals from samples 
positioned at different distances from the point where the excitation light enters the liquid phantom 
and to compare the results. An attempt is then made to derive at what distance the respective 
samples were located by considering the slope efficiencies of the luminescence signal curves, though 
the accuracy of this method is of lesser importance at this time.  
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6 The thesis project systems 
In this chapter, the two main experimental setups developed during this master thesis project, the 
relative quantum yield measurement system and the single point tomography system, are described. 
It should be noted that out of these, the former required significantly more work to design and 
assemble. 
6.1 The relative quantum yield measurement system 
The relative quantum yield system designed and built for this thesis is based on the concept of the 
conventional fluorometer that was discussed in section 4.1. In figure 6.1 a schematic drawing of this 
setup has been included, illustrating important optical components and equipment needed for 
measuring the UCNP quantum yield. 
 
Figure 6.1 A conceptual illustration of the relative quantum yield setup in its measurement mode designed 
during this master thesis project. The transmitted excitation beam, the reflected excitation beam and the 
luminescence beam are here represented by a solid red line, a high-transparency red line and a solid purple line 
respectively. Note that the luminescence lens tube includes a short-pass optical filter. 
Like the conventional fluorometer concept depicted in figure 4.1 in section 4.1, the thesis 
fluorometer features an excitation path and a luminescence path that are oriented at a 90 degree 
angle to each other. The most noticeable feature differentiating the two approaches, on the other 
hand, is that this new custom designed system offers a means to monitor the excitation beam profile, 
more or less in real-time, as it includes an additional pathway via which a small fraction of the 
excitation intensity is rerouted to a beam profile detection site. Although perhaps not as automated 
as a commercial spectrophotometer, the thesis setup is also designed to be capable of providing 
absorptance data on the sample to be studied, with an excitation power monitoring site being 
located after the sample position, in line with the excitation path.  
Below follows a more detailed discussion on the various sections of the thesis setup. A description of 
the measurement procedure is included in section 7.1.   
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6.1.1 Light sources 
The 975 nm and the 785 nm wavelength centered radiation responsible for exciting the UCNPs and 
the DY-781 molecules was generated using two different laser diodes from Thorlabs, with the 
respective designations L975P1WJ and L785P090 [6.1, 6.2]. As it provided a way to investigate the 
scattering properties of the UCNP sample, an additional Thorlabs laser diode, labeled L915P1WJ [6.3] 
was used to produce 915 nm radiation, which corresponds to a wavelength outside of the UCNP 
absorption interval. The maximum radiation power obtainable from the 785 nm diode is 90 mW 
whereas the other two can exhibit an optical output as high as 1 W.    
In order to drive these sub-centimeter diameter sized components, they are mounted in separate 
cooled Thorlabs laser diode mounts, designated with TCLDM3 [6.4], that in turn are connected by 
cable to a benchtop laser diode current controllers. For the experiments of this thesis a Thorlabs 
LDC220C [6.5] and a Thorlabs LDC240C [6.6] were used for this purpose. By manually adjusting the 
current being supplied by one of these, the diode radiation output power could subsequently be 
varied. All three of these diodes required a specific current value to begin lasing and all had a certain 
damage threshold over which the laser driver current risked burning the diode, permanently 
disabling it. An important advantage to using the Thorlabs mounts is that they can, during laser diode 
operation, be connected to a benchtop temperature controller, such that the diode temperature 
could both be varied, or be held at a stable temperature level, throughout the experiment. The two 
Thorlabs temperature controllers used for the thesis measurements were of the type TED200C [6.7] 
and TED350 [6.8] respectively.   
6.1.2 The excitation path 
In order for the excitation radiation to reach the sample position with a high power density, an 
excitation path was carefully designed. Using a 1 mm-core multimode fiber from Thorlabs, the laser 
emission generated by the laser diode is transferred from the laser diode mount to a lens package 
that has been mounted on a metal rail that in turn helps align the excitation beam with the sample 
position. In order to keep the lens package in position, four 6 mm diameter metal cage assembly rods 
are used, which correspond to the ER6 rods in the Thorlabs catalogue [6.9]. The excitation fiber ends 
are connected to the diode mount and the lens package respectively using internally threaded SMA 
fiber adapter caps, similar to the S120-SMA components also sold by Thorlabs [6.10]. At the laser 
diode mount the entry of the diode radiation into the fiber is controlled with a lens whose spatial 
position can be adjusted both vertically and horizontally using two small screws.  
The excitation path along the metal rail is primarily designed with three important objectives in mind. 
First of all, in order to account for any luminescence anisotropy of any of the samples, it is necessary 
for the setup to operate in the magic angle mode that was discussed in section 4.1.2. For this to be 
possible the excitation radiation reaching the sample cuvette must be linearly polarized in the 
vertical direction of the lab and as a result, a linear polarizer, one that functions well even in the 
near-infrared regime, is included in the excitation path.   
In addition to this objective, it is desirable that the excitation beam is aligned well with the sample 
and that the excitation power density at the sample position is high enough for the UCNP quantum 
yield curve to show a high degree of saturation. Unfortunately, due to the wavelength requirements 
of the excitation polarizer and the way commonly used absorption based linear polarizers are built, 
achieving all three of these conditions at the same time is not so straight-forward.  If the excitation 
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beam during its passage through the polarizer is too tightly focused, enough energy may be 
deposited in the component from absorption for it to cause irreparable damage. In order to avoid 
such a situation in the thesis setup the beam cross-section is, as soon as the beam exits the fiber end, 
first expanded using a concave lens and then significantly reduced, after propagation through the 
polarizer, using a second, larger diameter, concave lens. The sample holder is subsequently 
positioned along the metal rail in such a way that the focus of the beam occurs inside the sample 
cuvette, thereby maximizing the achievable excitation intensity. By also including a basic iris device in 
the excitation lens package the diameter of the excitation beam can be varied, which if nothing else 
is helpful during the alignment process.   
Since light at the excitation radiation wavelength is not visible to human eyes without assistance 
from something like a near-infrared detector card, alignment of the excitation beam was done by 
replacing the normal light source with that of a xenon white light source from Newport and by 
carefully adjusting the two lenses using the white light as a guide. For this purpose, a white paper 
with a target printed on it was mounted on a slider that could be moved along the metal rail, serving 
as a way to control how much the white beam deviates from its intended path along the rail. Whilst 
the method is reliable, disconnecting the fiber end at the sample side of the fiber results in the 
alignment being broken, requiring the alignment process to be repeated. What type of light that 
reaches the sample is instead changed by moving the fiber end at the light source side of the fiber.  
A typical value for the full-width at half-maximum (FWHM) of the excitation beam cross-section 
intensity distribution at the sample position is 800 µm.      
6.1.3 The samples 
As is customary with relative quantum yield measurements the thesis upconversion efficiency 
experiments are always done using two main samples types, one UCNP sample that is the target 
object of the investigation and one reference standard sample. The nanoparticles are without 
exception synthesized and prepared in-house by the biophotonics group in Lund using a technique 
initially developed by Li et al., involving several constituents being heated in a number of steps, at 
one point up to a temperature of 300 °C [4.14, 6.11]. They are suspended in solutions of cyclohexane, 
a colorless flammable liquid at room temperature with molecular formula C6H12, that in turn is 
contained in a 1 by 1 cm square plastic cuvette, like the one shown in figure 10.1 in chapter 10. As 
this solvent has a distinctive chloroform-like smell and can cause irritation if inhaled or if it comes 
into contact with eyes or skin, some care needs to be taken when handling it. 
The nanoparticles themselves are of the hexagonal NaYF4–nanocrystal variety and are doped with 
ytterbium (Yb3+) and thulium (Tm3+). Their fundamental optical properties are, as such, 
well-illustrated by the right part of figure 3.10 in section 3.9, implying that they experience the 
strongest rate of excitation from radiation centered on 975 nm, whereas they emit luminescence 
over three separate bands.  As can be seen in figure 6.2 [2.11] however, the luminescence spectrum 
is under normal excitation power densities dominated by the emission peak centered on 
approximately 800 nm. With these factors in mind, the quantum yield measurements are focused on 
determining the power ratio between the 800 nm emission peak and the 975 nm excitation peak, 
whereas the blue luminescence is disregarded even though it is strong enough to be easily 
discernible to the naked eye.  
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Figure 6.2 The expected luminescence emission spectra for the ytterbium-erbium (red), the ytterbium-thulium 
(blue) and the ytterbium-holmium (green) UCNP configurations. This figure was taken without modification 
from reference [2.11]. 
For the reference standard sample, on the other hand, a commercial organic dye known as 
DY-781-01 [6.12] is utilized, with ethanol (C2H6O) being used as the solvent. The dye, with the 
molecular formula C42H50N3O11S2Na and the molecular weight 860.00 gmol
-1, is manufactured by the 
German company Dyomics GmbH and the reference quantum yield data, upon which the entire 
experiment relies on, is also supplied by them. Using a Hamamatsu C9920-02 photoluminescence 
quantum yield measurement system, they found that DY-781 exhibited a quantum yield of 11.9 % 
when dissolved in spectroscopic grade ethanol. 
It should be noted that whilst the Germans used a spectroscopic grade solvent to conduct their 
experiment, the Sigma-Aldrich branded ethanol employed for this thesis is only of pharmaceutical 
grade (EP and USP). The reason for this is that the latter was already available at the department of 
Atomic physics in Lund at the start of the experiments, with it often being used to clean optical 
equipment due to its quickly evaporating nature. There is also a significant advantage in terms of 
costs to using non-spectroscopic grade alcohol. Both groups did however utilize larger-than-95 %-
purity ethanol, with the rest of the contents being made up of water. This is the natural state of 
“pure” ethanol, as any absolute 100 %-grade solution of ethanol will quickly accept some water 
vapor from the air unless processed with special chemicals [6.13, 6.14, 6.15].    
In order to determine the amount of energy that is absorbed by the respective luminescent particles 
during excitation, measurements are also carried out on two additional “blank” samples that only 
contain pure cyclohexane and pure Sigma-Aldrich ethanol respectively. By acquiring relative 
absorption data on these solutions it is possible to establish a value for the luminescence particle 
absorptance, that is not influenced by how much the suspending liquid itself absorbs at the 
excitation wavelength. This is important since only energy that is actually absorbed by the optically 
active particles should count towards the quantum yield evaluation. Since the blank solutions 
themselves do not emit luminescence, at least not at the excitation wavelengths of interest, no 
emission data is required for these samples. 
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Once all four sample types have been prepared, the solutions are entered into separate disposable 1-
by-1 cm cuvettes made out of plastic, using a variable volume pipette. The decision to utilize plastic 
cuvettes instead of the otherwise often preferred quartz cuvettes was made because it was 
discovered that the UCNPs had a tendency to adsorb to the inside of the cuvette walls. Since no easy 
way of cleaning the cuvettes without damaging the optical quality of the walls was available at the 
time, it was determined that purchasing disposable sample containers and employing these instead 
would result in the greatest data quality.  
In order to position the sample cuvettes in the beam path for their respective measurements, they 
are mounted on a special sample holder that in turn can be translated horizontally, either along the 
excitation path or the emission path. The component was specifically designed for the thesis project, 
with the necessary pieces for it being manufactured by the Fysicum Workshop of Lund University 
according to the schematics presented in appendix E. 
6.1.4 The emission path 
At a 90 degree angle to the excitation path a fraction of the luminescence radiation originating from 
the sample is collected and recorded. In order to maximize the luminescence signal intensity 
reaching the detector a Thorlabs lens tube is used, which is translatable in the directions 
corresponding to the excitation path and the emission path respectively but also in the vertical 
direction of the lab using high precision millimeter-screws. Two lenses are included in this package, 
with the first being there to increase the amount of light that enters the tube whereas the second 
one ensures that much of this radiation is collected into a 600 µm Thorlabs multimode optical fiber, 
which in turn is connected to the detector. The tube is by itself useful, not only for positioning the 
two lenses, but also for shielding the fiber tip entrance from stray excitation light and ambient light 
from the lab surroundings that otherwise would show up as noise in the acquired emission spectra. 
Because of the great excitation radiation intensity at the sample position however, it is nevertheless 
necessary to attach an 850 nm short pass filter to the lens tube to reduce the amount of scattered 
excitation light that eventually reaches the detector. Without including this component in the beam 
path during observations involving the 975 nm excitation light, severe restrictions on the detector 
integration times would have to be enforced as to avoid detector saturation, which in turn would 
decrease the quality of the data significantly. Since the reference standard DY-781 is an organic dye 
and as such exhibits a wide luminescence spectrum, the optical filter unfortunately blocks off a 
significant portion of the DY-781 luminescence radiation. As a result, an important compensation 
measurement must be made, quantifying the influence the short-pass filter has on the reference 
signal, if a correct UCNP quantum yield value eventually is to be determined.  
Between the sample and the above described luminescence tube, a linear polarizer, referred to as the 
emission polarizer, is included. By having this polarizing filter being oriented at a magic angle with 
respect to the orientation of the excitation polarizer, any luminescence anisotropy from the 
respective samples is compensated for. 
In addition to these components, there is also a luminescence slit, with a slit width of 1 mm, mounted 
on the sample holder itself, with the slit having a vertical orientation. Because of the Beer-Lambert 
law, the excitation density will, for a certain constant laser diode power, fall off gradually as the 
excitation radiation propagates through the cuvette. By including the slit in the setup however, only a 
certain fraction of the optically active volume of the respective luminescent samples is under 
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observation during the experiment, corresponding to the half-way point of the excitation radiation 
cuvette passage. Whilst this implies that some of the luminescence signal is lost, this measure does 
ensure that all the luminescence is generated under approximately equal excitation power density 
conditions, which in turn is important since the UCNP quantum yield is fluence rate dependent. 
Without the luminescence slit in place, a single luminescence quantum yield data point for a sample 
of UNCPs at a certain excitation power can actually be seen as to correspond to a series of 
luminescence generation efficiency measurements, all carried out concurrently, with the end results 
representing a single combined average quantum yield for these separate power density regions.   
This illustrates how investigating UCNPs sometimes can introduce new unique challenges never 
encountered when studying linear fluorophores.  For a DY-781 sample the reduced excitation 
radiation density towards the end of the cuvette passage is compensated for by the power density 
being higher than the average at the start of the cuvette by an equal amount. In such a scenario the 
excitation fluence rate can be assumed to be constant throughout the entire passage and have a 
value equal to that in the center. Because of the nonlinear dependence on the excitation power 
density for the UCNP upconversion process however, the difference in fluence rate does not cancel 
out for a sample featuring such particles. How large the impact of this effect is, is on the other hand 
given by the very thing that the experiment is trying to determine. As such, the inclusion of the 
luminescence slit in the setup serves as a direct and simple option for dealing with an otherwise 
complex engineering challenge.         
6.1.5 Luminescence detection 
Via the luminescence optical fiber, the collected luminescence radiation is transferred to a QE65000 
high-sensitivity spectrometer from Ocean Optics [6.16] that is capable of evaluating the incoming 
light intensity as a function of the radiation wavelength. Designed according to the symmetrically 
crossed Czerny Turner spectrometer principle, the device uses up to 14 gratings with wavelength 
dependent reflection properties to disperse the light onto a Hamamatsu back-thinned detector, 
which in turn features a two-dimensional pattern of CCD pixels that register the signal intensity.  It 
operates over a wide wavelength span, 200 nm – 1100 nm, with integration times as short as 8 ms or 
as long as 15 minutes and includes a thermoelectric cooler that greatly reduces the instrument 
related dark noise levels.  
By connecting the spectrometer to a computer, the signal data can be processed using the Ocean 
Optics supplied software SpectraSuite. If saved as a txt-file, the luminescence spectra can be 
imported into MatLab and subsequently be evaluated using the vast library of data analysis functions 
that this program offers.     
6.1.6 Excitation power detection 
In order to quantify the amount of energy that a sample of luminescent particles absorbs during a 
measurement, the system is also designed to be capable of determining how much a sample 
attenuates the excitation radiation. Almost directly after the sample position, in line with the 
excitation beam, a power meter head is located, which in turn is connected to an Ophir Nova II 
handheld laser power meter [6.17] via an electrical cable. Shielded by an internal ND-filter and for 
some measurements an additional ND-filter located between the sample position and the head, the 
wavelength calibrated PD300 Ophir photodiode [6.18] inside the head can be used to characterize 
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laser radiation power values in excess of 1 W if the attenuation factors of the ND-filters are 
accounted for.  
The power meter itself evaluates the current signal it receives from the photodiode and presents it to 
the user in terms of power [W] on a large backlit LCD graphical display, that is noted down manually 
during the thesis experiments.  In order for the device to relay accurate power information the 
incident radiation wavelength must be entered in one of its settings menus. While it cannot be used 
to measure the beam power density [Wm-2] reliably as the beam cross-section only covers part of the 
active photodiode detector area, it does come with several useful extra features, such as being able 
to automatically perform averaging over time and being able to change the power display range such 
that a larger number of relevant digits is shown on the screen. There is also an additional handy 
operating mode accessed via one of the menus that allows for the power meter to automatically 
compensate for the attenuating effect of the internal ND-filter. This setting should be used with 
caution however as it reduces the number of power range intervals that are available to the user. 
6.1.7 Beam profile detection 
Even though the power meter provides a way of measuring the excitation power [W], its inclusion in 
the setup is not enough to fully establish what excitation power density [Wm-2]  the UCNP sample 
experiences, since the photodiode current does not relay any information about the spatial extent of 
the excitation beam cross-section. In order to complement the readings from the power meter a 
small 1.4 Mpixel beam profiling camera device from Dataray, with the designation WinCamD-UCD23 
[6.19], is used throughout the measurements. This CCD based detector is capable of registering a 
two-dimensional image of the intensity distribution of a laser beam cross-section in real-time, with 
an estimated accuracy under normal conditions much better than ± 0.5 % according to the 
manufacturer, which corresponds to errors of the order of only a few micrometers. It is sensitive to 
incident radiation with a wavelength in the range of 350 nm to 1150 nm. 
Unfortunately, although the beam profiler is designed by DataRay to be as compact as possible, there 
is not enough space available at the sample position to perform beam profile measurements without 
first removing the entire sample holder from the metal rail. By positioning a semi-transparent glass 
plate in the excitation path, between the second focusing lens and the sample cuvette, however a 
second measurement site is created at which the profiler can acquire real-time data of the beam 
without interrupting the luminescence generation.  
Since the plate is indeed made out of glass, both of its surface sides exhibit low reflection coefficients 
of the order of only a few percent and as a result, the effect that the beam profile measurements 
have on the maximum excitation density is kept limited. That the reflected beam carries with it a 
considerably lower amount of power than the excitation beam is actually in itself also rather 
advantageous since it protects the camera sensor from burn damage. Even with the extra 
attenuation step it is necessary to include additional ND-filters in the beam path between the glass 
plate and the beam profiler imaging surface. In order to achieve this without altering the shape of 
the reflected beam significantly, two low-distortion faceplate ND-filters (LDFP ND-filters) specifically 
designed by DataRay to work well with the beam profiler are attached to the front side of the camera 
[6.20]. To attenuate the reflected beam even further an additional nonattached conventional ND-
filter is also positioned between the glass plate and the camera, as shown in figure 6.1.  
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The reflected beam was during trials found to have a very similar cross-section intensity distribution 
at its focus to that of the excitation beam, though it should be mentioned that because of the two 
sides of the reflecting plate there are in effect two non-overlapping reflected beams generated.  
Whilst both of these can be kept under observation with the beam profiler, even at the same time, 
data is only needed from one of these in order for it to be possible to draw conclusions on the 
excitation beam fluence rate. Throughout this thesis, the term “the reflected beam” refers to the 
beam which is found to have a cross-section that best corresponds to that of the actual excitation 
beam. This is in turn determined prior to the main quantum yield experiment by first acquiring an 
image of the excitation beam at the sample position under low-intensity condition such that an 
estimate of the excitation beam focus diameter can be established and by comparing the value of its 
diameter to that of the reflected beams at their respective foci. The final position of the beam 
profiler is in other words decided by the location of the focus of the reflected beam which has a 
diameter value that best fits that of the excitation beam.  
In order to avoid incorrect results and to prevent irreparable damage to the beam profiler it is 
important to practice caution throughout the experiment, in particular during the calibration step 
when the device is positioned in the true excitation focus. It is best to start the beam cross-section 
image acquisition procedure with a low laser driver current and then to carefully increase it until the 
diode begins to laze. Information on the saturation power density of the camera is supplied in the 
user manual by the manufacturer, together with data on the imaging chip damage threshold. 
Although the beam profiler essentially functions like a conventional CCD camera it is important to 
note that it has several key features which make it particularly well suited for the quantum yield 
experiments. The small size of the device is vital for it to be able to fit into the current setup and the 
fact that it has been commercially produced and characterized with beam cross-section imaging in 
mind removes many potential sources of error that otherwise would have to be taken into account 
during the quantum yield data presentation.   
In addition to these factors, the measurements are greatly aided by the fact that the beam profiler 
comes with data acquisition software developed by DataRay for use with the camera. By connecting 
the device, via USB-cable, to a laptop with this program installed the cross-section of the beam 
impacting the imaging chip can be studied in real time, a feature which is vital both during the 
profiler positioning step and during the main power density measurement process. The software is 
also capable of providing statistics on such things as the current major, minor and mean beam 
diameters, according to a number of different definitions, together with data on the beam ellipticity. 
It can also change the operating mode of the image acquisition process, allowing for exposure time 
selection and data averaging over time, as well as for ambient light and dark signal correction. Built-
in keyboard shortcuts make it possible to start and stop the beam imaging without requiring a 
computer screen to be turned on, further reducing the background noise of the image. The software 
also offers statistics on the current major, minor and mean beam diameters, according to a number 
of different diameter definitions, together with data on the beam ellipticity.  
An arguably even more important included feature however, is the ability of the software to in real-
time automatically select an optimal exposure time level for the current beam profile acquisitions. 
Whilst the value of this setting in theory should have no effect on the results as it should only 
represent a scaling factor, it was found that the value of the beam diameter that gets determined is 
66 
 
prone to change noticeably depending on how saturated the camera chip is. As a result, this 
automatic exposure time setting represents the only mode in which unbiased measurements can be 
performed without a detailed description on how the value is manually decided each time, in real-
time, by the researcher carrying out the experiment. Leaving the decision up to DataRay and the, by 
them, optimized algorithms should, at the very least, make the quantum yield evaluation procedure 
much easier to reproduce by other research groups.                 
Although the program features a multi-beam mode, selectable in one of the options menus, it was 
found that instead of observing both of the reflected beams in the same image, it was better to 
translate the profiler in such a way that only the beam to be studied was kept in view. This is because 
the standard single-beam mode appeared to offer more options than the multi-beam variant.  
Since the 1360 x 1024 pixels large active imaging area of the camera spatially only covers 
8.8 mm x 6.6 mm in terms of metric units, the positioning of the device must be very precise. In order 
to make this possible the beam profiler is mounted on a screw operated multi-axis platform, which in 
turn is mounted on a heavy-duty switchable magnetic base [6.21, 6.22]. As a result, the beam profiler 
can be slid and translated into position with a high degree of accuracy and flexibility. Unfortunately, 
the current design does not allow for very precise movements in the vertical direction however. 
By moving the device a small amount using one of the screws it should be possible to establish that 
enough of the reflected beam is kept irradiating the active imaging area for accurate results to be 
obtained, even with the radiation of the alternate reflected beam falling outside of the camera chip.                     
6.2 The single point tomography setup 
The basic objective behind the thesis tomography experiments is to demonstrate how the unique 
upconverting properties of the UCNPs can provide access to spatial information during typical in vivo 
imaging conditions that is not obtainable when utilizing more conventional fluorophores. By optically 
interrogating a nanoparticle luminescent sample positioned in a liquid phantom that is prepared to 
mimic living tissue, results are acquired that show how the fluence rate dependence of these novel 
optical markers opens up a new dimension to the imaging data. With this original approach it is, at 
least in theory, possible to derive depth information on a luminescent target without translating the 
excitation source or performing time-dependent measurements. In order to highlight this feature the 
technique has been given the name Single point tomography.  
Since the plastic cuvettes that were used to contain the UCNP solutions during the quantum yield 
measurements were found to be too large to be suitable for the phantom geometry, a special sample 
was prepared specifically for the tomography experiments. After several attempts had been made to 
find a container that did not significantly reduce the excitation intensity reaching the biomarkers, an 
idea was born to take a hexane sample with core-shell NaYF4 – particles, doped with Yb
3+and Tm3+ 
ions, and to mix this solution with an epoxy glue. The epoxy was purchased as two separate parts, 
labeled with the letters A and B, which when not in contact with each are semi-liquids. By first adding 
the hexane solution to part A and then combining the two parts however, a solid is obtained that 
does not dissolve easily in normal aqueous environments.  
In order to be able to vary the simulated depth at which the UCNP volume is located from the 
excitation source, the epoxy-UCNP sphere is formed such that it is attached to the middle of a few 
centimeter long stretch of metal wire. The ends of the wire are based on top of two pieces of 
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Blu-Tack that in turn are positioned on the bottom of a circular, 15 cm diameter wide, flat glass 
beaker. As a result, the epoxy sample is left suspended in midair above the container bottom, at a 
height that can be adjusted by modifying the shape of the Blu-Tack.  
The liquid phantom, which represents normal tissue free from active biomarkers, is meanwhile 
created by mixing 350 milliliters of normal tap water with 20.9 milliliters of intralipid, a water-lipid 
emulsion normally used as an intravenous nutrient source in hospitals [6.23]. Because of the highly 
turbid nature of the latter that in turn is due to a high concentration of fat molecules, together with 
its low absorption rate under visible radiation, intralipid is often added to a compound to be imaged 
during medical tomography experiments in order to help give the volume optical properties similar 
to that of living tissue. A solution with an identical recipe had previously been determined by the 
group, using an in-house time-of-flight based measurement system, to have optical coefficients 
corresponding to ߤ௦ᇱ = 10.1 cm
-1 and ߤ௔ = 0.5 cm
-1. 
Once prepared, the phantom is poured into the glass bowl, fully submerging the UCNP sample. 
Enough phantom liquid is added in this step to set the distance between the beaker bottom and the 
phantom surface to be equal to approximately 7 cm. 
With the imaging volume ready to be investigated, the phantom container is positioned inside an 
advanced imaging system, built by members of the biophotonics group in Lund. The setup is 
comprised of a downwards facing scientific grade EMCCD camera manufactured by Andor 
Technologies that has been installed inside a cabinet-like space to protect it from damage as well as 
to shield it from ambient light. 
By positioning the glass beaker on top of a transparent plastic over-head sheet inside this 
screened-off area, it is possible to administer excitation light to it from underneath via optical fiber, 
whilst the surface of the phantom can be kept under observation with the camera. Radiation, 
generated using the 975 nm laser diode source that was discussed in section 6.1.1 and transmitted 
through the plastic sheet as well as the glass bottom, will enter the phantom tissue volume and 
propagate through it, potentially exciting the UCNPs. Any upconverted light that is emitted as a result 
of this will in turn propagate out from the epoxy sample, with some of the radiation reaching the 
surface of the phantom. It is this luminescence spot that is subsequently imaged, with it representing 
the output signal of the tomography experiment.  
If the distance separating the epoxy sphere from the glass bottom is large enough, it is possible to 
model the propagation of the excitation light through the turbid medium by applying the diffusion 
theory that was discussed in section 3.5. In an attempt at making the data evaluation process less 
complex, the excitation radiation is focused into a small spot at the bottom of the phantom, so that 
when it enters the imaging volume it can be considered to represent a point light source. This is 
achieved by installing a concave lens directly after the fiber tip, using four small metal rods, similar to 
the ones that keep the first excitation light lenses in position in the fluorometer setup. An estimate of 
the excitation beam power is subsequently made using the power meter instrument that was 
mentioned in section 6.1.6. During the highest power values, the power meter head is protected 
from damage by an extra ND-filter inserted into the beam path. 
In order to have light be delivered to the camera EMCCD chip such that a high quality image can be 
acquired, the front of the camera also has a tube with two lenses attached to it. Not only does this 
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lens package serve as an efficient way to collect incoming radiation, but since one of its lenses is 
translatable, its inclusion makes it possible to alter the focus of the camera. As a result the imaging 
plane can be shifted in the vertical direction of the setup, closer or further away from the camera. 
In addition to this, just like during the quantum yield experiments, the great intensity of the 
excitation radiation risks drowning out the luminescence signal, unless preventive measures are 
taken. To address this issue, a short-pass filter is installed inside the camera lens tube, blocking off 
the 975 nm laser radiation that makes its way through the phantom and towards the camera, whilst 
at the same time leaving the 800 nm luminescence that is generated by the UCNPs unaffected. 
Complementing this feature is a long-pass filter which is placed after the excitation fiber tip but 
before the plastic over-head sheet. This second filter is used to clean up the laser radiation, such that 
only longer wavelengths are admitted into the imaging volume. Together, they reduce the amount of 
laser light that reaches the EMCCD chip significantly, allowing for the luminescence signal to be 
observed without oversaturating the camera. 
6.2.1 The EMCCD camera 
A good way to characterize the performance quality of a detector is to consider the so called 
signal-to-noise ratio (SNR) of a measurement where it is employed [6.24, 6.25, 6.26]. This quantity 
{ܴܵܰ} [-] is defined as the dimensionless ratio between the signal power ௦ܲ௜௚௡௔௟  [W], representing 
meaningful data, and the corresponding power of the noise signal ௡ܲ௢௜௦௘  [W], representing all other 
signal sources, as is shown in equation 6.1.  
{ܴܵܰ} =
௦ܲ௜௚
௡ܲ௢௜௦௘
       (6.1) 
If the noise signal becomes too large in comparison to the signal power, it might be impossible to 
derive any useful information from the acquired data, without first altering the setup configuration 
by for instance replacing the device.  
Noise can in turn be divided into one of two subcategories based on its source of origin. The 
designation external noise is used to describe the part of the signal that can be attributed to 
secondary radiation sources and includes the contribution that the excitation radiation, the ambient 
light and any autofluorescence has on the data. Instrument related noise, meanwhile, refers to noise 
that is generated by the device, as an unwanted side effect, in connection with it registering the 
primary signal. A suitable detector is not only supposed to record as strong signal as possible, but it 
must be able to do so without being too sensitive to external light sources and without corrupting 
the acquired data in process.  
Even though the Andor camera itself has some of its technology in common with standard widely-
used digital CCD cameras, its performance during low signal intensity experiments is dramatically 
different with it having been specifically designed for advanced scientific applications. The 
abbreviation EMCCD, in the full name of the product Andor iXon Ultra 888 EMCCD, stands for 
electron multiplying charge coupled device and is used to describe the actual imaging chip of the 
camera. This “core enabling technology”, as it is referred to by the manufacturer in the user manual 
[6.27], allows for the detection of single photons without assistance from any external hardware, 
such as an image intensifier.  
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Its major advantage over normal high-end CCD design lies in an electron charge multiplication 
mechanism that has been built into the sensor, which is applied to the accumulated electron charges 
before they are amplified and read out in the traditional way. Before this type of hardware was 
introduced, read-out noise presented a significant limitation during measurements that could only be 
negated by increasing the read-out speed, rendering the cameras slow to use. By linking the device 
to a computer it is possible to manually adapt the magnitude of this pre-amplification gain such that 
the dynamic range of the measurement is kept as large as possible. An extra on-chip charge binning 
step is also utilized to further improve the resilience of the unit to noise during the read-out 
procedure. 
In order to, on the other hand, reduce what is known as detector dark-current noise as well as other 
detector related noise sources, a thermoelectric cooler connected to two separate systems for 
transporting the heat away, one air-based and one water-based, has been incorporated into the 
camera design. Combined with the advanced read-out technology, this measure drastically lowers 
the instrument related noise levels of the data acquisition process. It also implies that when 
precautions are taken to limit external noise, such as keeping the ambient light at a minimal level and 
filtering out excitation radiation, extreme detector sensitivity is achievable.  
In addition to the underlying noise reduction technology, the camera setup comes with several 
important features that also improve the quality of the measurements. Via the linked computer the 
exposure time of the chip can be manually adjusted to a great extent, which in practice ensures that 
the noise level and not the sensitivity to the actual signal, remains the limiting factor of the 
experiment. A mechanical shutter can be enabled to protect the sensor from damage when it is not 
in use. The software also includes internal and external triggering modes that can be used to 
automate the data acquisition and direct control over engines that can translate the excitation fiber 
tip such that multiple sections of the imaging volume can be focused on. Because of the latter the 
Lund biophotonics group has access to a highly sensitive and noise resilient imaging system that is 
capable of three-dimensional tomography.  
A conceptual illustration of the single point tomography setup can be seen in figure 6.3. 
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Figure 6.3 A conceptual illustration of the single point tomography setup. Red here denotes excitation radiation 
whereas purple represents luminescence radiation. 
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7 Measurement procedures 
In the following two sections detailed descriptions of the measurement procedures of the two main 
experiments of the thesis have been included, along with a presentation of the explicit goals of the 
respective investigations. It represents the final product of this project, having been developed after 
a long series of tests and provisional designs. The subsequent data evaluation steps that are needed 
to draw physically significant conclusions based on the acquired data is meanwhile covered in 
chapter 8, together with the corresponding MatLab code. Both setups, the quantum yield evaluation 
instrument and the single point tomography imaging system, have already been discussed at great 
length in section 6.1 and 6.2 respectively.  
Much of the remainder of the report is dedicated to the results of these trials as well as a 
presentation of other setup related data that motivates how certain decisions concerning the final 
setup configurations were made. It concludes with a discussion on the quality of the data acquired 
with these devices and thoughts on how this new technology can be further developed in the future. 
7.1 The relative quantum yield measurement procedure  
The basic idea behind the main fluorometer experiment of this thesis is to in succession excite a core-
shell sample of yttrium and erbium doped NaYF4-particles and a DY-781 reference sample and to 
compare the respective luminescence output signals that reach the detector to each other. Since the 
quantum yield of the reference standard can be considered to be known, conclusions can in this way 
be drawn on the absolute upconversion efficiency of the nanoparticles using the theory that was 
discussed in section 4.2. In order to evaluate the power density dependence of the UCNP quantum 
yield, the luminescence signal of the upconverting sample is acquired for several excitation fluence 
rates, with the excitation beam power and the excitation beam cross-section intensity distribution 
being recorded at the same time. It is however only necessary to observe the luminescence efficiency 
of the DY-781 sample under one excitation power since the reference molecules are, with a high 
degree of confidence, assumed to be linear with respect to the excitation power density. This also 
implies that no beam-profile image needs to be acquired when this type of sample is being measured 
on.   
In conjunction with the luminescence generation efficiency comparisons an additional power meter 
based measurement is performed using an excitation wavelength outside of the particle absorption 
band, in an attempt to quantify how much of the UCNP sample attenuation is caused by scattering 
rather than particle absorption. Since no luminescence is generated under these conditions it is not 
necessary to record any luminescence spectrum or any beam-profile information during this step.  
Prior to any measurement can be made however, the sample holder and the beam-profiler camera 
must be moved into their correct positions, such that they are located in the foci of the main 
excitation beam and the reflected beam respectively. Since the characteristics of the excitation beam, 
due to a number of reasons, changes significantly every time the laser driver is restarted, this action 
must be redone at the beginning of every measurement session, regardless if any of the components 
have been displaced since the last time they were used.  
When performing measurements with the beam-profiler it is recommended that the approach 
outlined below is taken. 
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 The beam-profiler is very sensitive to overexposure or even to photo damage. Before using 
the automatic exposure time selection setting it is recommended that the exposure time is 
first adjusted to a very low value manually as it takes a while for the software to identify a 
correct setting.  
 The camera sensor, meanwhile, experiences the highest radiation intensity when positioned 
in the excitation beam focus. When conducting measurements at this location it is best to 
start off with a very low laser diode current and to gradually increase it until speckles 
become visible in the beam cross-section image, implying the diode has begun to laze. Such a 
radiation power, corresponding to a laser driver current of approximately 400 mA, should be 
enough to produce an accurate and representative beam profile for this position. 
 The beam-profile measurements are very susceptible to noise from external sources as well 
as instrumental noise originating from the camera itself. Even during very high signal-to-
noise ratio conditions, the results from the algorithm which calculates the beam diameter 
are greatly affected by a high noise-level along the periphery of the excitation beam. 
Fortunately, the beam-profiler software has a background signal subtraction function which 
should be used before every measurement.  When recording a reference background image 
for this mode however, it is important only to block the laser beam path and not to turn off 
the laser driver completely, as the latter can change the beam focus position and the beam 
diameter significantly. All measurements should be carried out under as low ambient light 
conditions as possible. The background signal caused by stray light from an active computer 
screen is for instance enough to affect the results of the data-processing step discussed in 
section 8.5. Because of this, it is better to send commands to the beam-profiler using 
keyboard short-cuts with the screen turned off, rather than operating the software with the 
mouse.  
 The USB-cable connecting the device to the computer can at anytime be disconnected 
without damaging the device, though doing so might imply that the camera is moved away 
from the beam focus position or that the orientation of the device is otherwise altered. 
 Even though the beam diameter can be defined in a number of different ways, it is suggested 
by the author of this thesis that the beam-profiler software is set to calculate the 1/e2-width 
of the beam. While the ISO-standard document on how to report a laser beam diameter [7.1, 
7.2, 7.3] does recommend that another quantity, the D4σ-width, should be used, it was 
found during an experiment carried out for this project that the former value appears to 
remain considerably more stable over time. Regardless, the beam-profiler makes it easy to 
choose any of these options, since both a 1/e2-width operating mode and an ISO-compliant 
mode can be selected in the software menu. Note that since the algorithm associated with 
the latter mode automatically averages five acquired measurements, combining them into a 
single image, it is probably preferable to do this even if it is decided that the 1/e2-widths are 
to be recorded. 
 The beam-profiler should at all times be oriented such that the plane of the sensor chip is 
perpendicular to the direction of propagation for the laser beam to be measured on. This can 
be achieved by placing a spirit-level on the surface of the device which is facing the lab 
ceiling and rotating the camera such that the spirit-level becomes as close to horizontal as 
possible.  Paying attention to this detail is important since not doing so could lead to 
arbitrary beam diameter results. In the purely hypothetical scenario where the sensor chip is 
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rotated such that its surface becomes parallel to the direction of propagation for the beam, 
the measured beam surface area would approach infinity.  
 Similarly, the luminescence tube as well as the normal of the imaging plane should preferably 
be directed in such a way that the luminescence radiation that is detected has travelled in a 
direction that is exactly orthogonal to that of the excitation laser beam. To assist with this, 
two pairs of vertically positioned metal rods screwed tightly onto the optical table are used 
to align the respective components. It might also be advantageous to use the spirit-level to 
make sure that the tube is horizontally aligned.  
 In addition to this, it is also important that the components in the excitation path, the 
focusing lens and the excitation polarizer, are orthogonal to the beam path as well. Two 
additional pairs of metal rods screwed onto the table are included in the setup for this very 
purpose. 
With this in mind, the full experiment is carried out in accordance to the measurement procedure 
sheet presented in the first part of appendix A.  
7.2 The single point tomography measurement procedure 
The main idea behind the tomography experiment is to position the UCNP epoxy sample at three 
different, carefully measured, distances from the bottom of the beaker and to compare the 
excitation fluence rate dependence of the luminescence output from these locations.  This is done to 
demonstrate that there exists a clear relationship between the depth of the biomarker location and 
the slope of the corresponding UCNP quantum yield power dependence curve.  
Because of the speed of the camera and the over-all measurement procedure, a large set of data is 
acquired for each curve, with each data point representing a certain excitation fluence rate. The 
excitation signal from the 975 nm laser diode is adjusted by changing what laser driver current is 
supplied to the emitter. In order to maintain a constant excitation wavelength throughout the curve 
each laser driver current must be paired up with a certain laser driver temperature, in accordance to 
table B.1 in appendix B, as changing the diode temperature also changes its output wavelength. This 
small detail is vital for the accuracy of the experiment, since the luminescence intensity is not only 
dependent on the UCNP quantum yield and thus the biomarker depth but also on how much energy 
is absorbed by the emitters. Since the particle absorption coefficient values are dependent on the 
excitation wavelength, the latter changing throughout the experiment can lead to very incorrect 
slope coefficients being measured. 
With the camera being capable of detecting single photons, its sensor is very sensitive to excessive 
levels of radiation, especially when the EM gain mode is turned on. It is important that the electric 
shutter is active whenever measurements are not being conducted, as even high levels of ambient 
light can be harmful to the device. 
The measurement procedure sheet that is used for the imaging experiment is included in the second 
part of appendix A.  
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8 Data processing and data evaluation 
In the following chapter the steps needed to take the data acquired during the two experiments 
described in chapter 7 and convert it into interesting and easy to understand graphical information 
are outlined. MatLab and the theory which was discussed in chapter 3 and chapter 4 serve as 
essential tools for this process. 
8.1 The effect of the beam profile on the quantum yield 
The quantum yield is at its core meant to be an expression that describes the relationship between 
the input and output of an optical system. By establishing the quantum yield of a certain batch of 
UCNPs beforehand it should be possible to predict the luminescence signal the particles will produce, 
provided the power density of the excitation radiation they experience is known. A comparison can 
be made to that of a translator who is tasked with translating a word in one language into that of 
another. 
To the biophotonics group in Lund, and to much of the rest of the scientific community, the optical 
behavior of the particles during in vivo imaging is of particular interest. Unfortunately, the fact that 
the UCNPs are directly excited by an unmodified laser beam during the fluorometer experiment 
introduces a problem which makes it very difficult to immediately draw conclusions on how the 
particles would behave in other scenarios purely based on the data of this thesis. Since the intensity 
distribution of the cross-section of a laser beam normally is not uniform but more like Gaussian in 
nature, particles will experience a different excitation fluence rate and thus exhibit a different 
quantum yield depending on how close to the center of the beam they happen to be located. As a 
consequence of this, every data point of the measured quantum yield curve actually represents the 
combined effect from a wide range of power density values. Not only does this phenomenon make it 
complicated to use the acquired results to predict the particle behavior during in vivo applications, 
but since it is very hard to set a specific beam diameter using the current setup, it becomes difficult 
to exactly reproduce any measurements, unless something is done to the data after the fact. It is as if 
the translator is only capable of translating a single specific word, one that never sees use in practice. 
To expand on this discussion further, graphical representations of a two-dimensional cross-section 
intensity profiles of a Gaussian beam and a uniform top-hat beam have been plotted in figure 8.1. 
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Figure 8.1 A Gaussian beam profile (left) and a top-hat profile (right) with the same total intensities and with 
the diameter of the top-hat profile equal to the FWHM (full width at half maximum) of the Gaussian profile. 
With total intensities equal and with the diameter of the top-hat profile equal to the full width at half 
maximum (FWHM) of the Gaussian profile, the energy absorbed by the luminescent particles would 
be the same, regardless of which profile is assumed for the excitation  beam, due to the linearity of 
the absorption process.  For UCNPs however, the luminescence signal intensity ܫ௟௨௠  [Wm
-2] is not 
linearly dependent on the laser excitation intensity ܫ௟௔௦௘௥  [Wm
-2], but follows the relationship given 
in equation 8.1. 
ܫ௟௨௠ ∝ ܫ௟௔௦௘௥
௣        (8.1) 
The intensity dependence coefficient ݌ [-] will typically be equal to ݌ = 2 for low power density 
values, but as the density increases ݌ will decrease, approaching ݌ = 1 as more particles become 
saturated. As a result, even though the UCNP absorb the same amount of photons, the fluorescence 
signal will vary depending on the beam profile.   
The effect is demonstrated in figure 8.2 where one-dimensional beam profiles, one Gaussian and one 
top hat, have been plotted together with their corresponding luminescence signals, with ݌ = 2 
assumed.  
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Figure 8.2 To the left a one-dimensional Gaussian profile (red) together with a one-dimensional top-hat profile 
(blue) is shown, both with normalized total intensities equal to 1. In the picture to the right the respective 
squared values of these profiles are shown. The total intensity of the squared one-dimensional Gaussian profile 
(black) is only 0.66 of the total intensity for the squared one-dimensional top-hat profile (blue).  
Despite having identical excitation power values, the magnitude of the Gaussian fluorescence signal 
is only 0.66 of the top-hat fluorescence signal. For two-dimensional profiles this effect is even larger, 
indicating that the luminescence signal from a Gaussian profile is closer to 0.44 of the corresponding 
top-hat signal.  
To address the issue, an attempt is made in the following sections to process the acquired data, such 
that the UCNP quantum yield instead can be presented as a function of a uniform excitation power 
density.   
8.2 The theory of compensating for a non-uniform excitation power 
density distribution 
The goal of the compensation process can be described as an attempt to transition between the two 
quantum yield expressions presented in equation 8.2 and equation 8.3. 
ߟ଴(ݖ଴) =
ܽ଴ ⋅ ݖ଴
ܾ଴ + ݖ଴
       (8.2) 
ߟ௖(ݕ) =  
ܽ௖ ⋅ ݕ
ܾ௖ + ݕ
       (8.3) 
Here ߟ଴(ݖ଴) [-] describes the original, uncompensated quantum yield curve as a function of the 
measured excitation power density ݖ଴ [Wm
-2] where the real excitation profile is, incorrectly, 
assumed to have a uniform power density. Since the power density varies depending on the beam 
profile, this ݖ଴ is calculated according to equation 8.4, where ଴ܲ [W] is the total measured power 
over the beam profile ܤ and ݔ଴ [m] is the measured FWHM. 
ݖ଴ = 4
଴ܲ
ߨݔ଴
ଶ        (8.4) 
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Equation 8.3, on the other hand, represents the compensated quantum yield ߟ௖  [-] corresponding to 
a uniform excitation power density ݕ [Wm-2]. This implies that equation 8.2 is related to the 
uncompensated values and the real, near Gaussian, excitation profile, whilst equation 8.3 is valid for 
a top-hat excitation profile. In figure 8.3, a schematic illustration of the situation is given for a profile 
with ݇ different values for the quantum yield.  The variable ݀௜ corresponds to the amount of photons 
that sees the quantum yield ߟ௜  and emits ݍ௜  fluorescence photons due to this.  
 
Figure 8.3 A schematic illustration of the fluorescence process. The black arrows represent excitation photons 
whilst the blue arrows represent fluorescence photons. 
With the quantum yield defined as the ratio between the total number of emitted luminescence 
photons by the activator to the total number of absorbed excitation photons by the sensitizer, in line 
with the definition in equation 4.22 of section 4.6, the total quantum yield for the whole profile, ߟ଴ 
[-], can be written according to equation 8.5. Here ݔଵ [m] and ݔଶ [m] denote spatial coordinates 
along two orthogonal axes that together define the cross-section plane of the beam profile ܤ 
whereas ߁௘௫௖  [W] and ߁௟௨௠  [W] refer to the energy per second of one excitation photon and one 
luminescence photon respectively. The variables ܫ௟௨௠(ݔଵ, ݔଶ) and ܫ௘௫௖ (ݔଵ, ݔଶ) meanwhile represent 
the luminescence intensity and the excitation intensity in the point (ݔଵ, ݔଶ), respectively. 
ߟ଴ =
∬ ܫ௟௨௠(ݔଵ, ݔଶ)dݔଵdݔଶ୆
∬ ܫ௘௫௖(ݔଵ, ݔଶ)dݔଵdݔଶ஻
⋅
߁௘௫௖
߁௟௨௠
     (8.5) 
These two intensity values are however related to the number of excitations photons ݀(ݔଵ, ݔଶ) [-] 
and the number of luminescence photons ݍ(ݔଵ, ݔଶ) [-] at the same spatial point, via equation 8.6 and 
equation 8.7.  
I௟௨௠(ݔଵ, ݔଶ) = Γ௟௨௠ ⋅ ݍ(ݔଵ, ݔଶ)       (8.6) 
I௘௫௖(ݔଵ, ݔଶ) =  Γୣ ୶ୡ ⋅ ݀(ݔଵ, ݔଶ)       (8.7) 
The total measured quantum yield will thus appropriately be proportionate to the total number of 
luminescence photons divided by the total number of excitation photons, as seen in equation 8.8. 
ߟ଴ =
∬ ݍ(ݔଵ, ݔଶ)dݔଵdݔଶ
∬ ݀(ݔଵ , ݔଶ)dݔଵdݔଶ
       (8.8)             
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By considering all ݇ = ߢ luminescence particles individually this relationship can be rewritten as 
equation 8.9, using the variables featured in figure 8.3. 
ߟ଴ =
∑ ݍ௜
఑
௜ୀଵ
∑ ݀௜఑௜ୀଵ
       (8.9) 
Since the ߢ different quantum yield values can be written according to equation 8.10 however, 
ߟ௜ =
ݍ௜
݀௜
       (8.10) 
η଴ can be expanded along the lines of equation 8.11 and equation 8.12.  
ߟ଴ =
∑ ݀௜ߟ௜
఑
௜ୀଵ
∑ ݀௜఑௜ୀଵ
       (8.11) 
⇒ ߟ଴ =
݀ଵ
∑ ݀௜఑௜ୀଵ
ߟଵ +
݀ଶ
∑ ݀௜఑௜ୀଵ
ߟଶ + ⋯ +
݀఑ିଵ
∑ ݀௜఑௜ୀଵ
ߟ௞ିଵ +
݀఑
∑ ݀௜఑௜ୀଵ
ߟ఑        (8.12) 
Even though this summation series is good for illustrating the complexity of the problem, it is not a 
model well suited for computer based compensation calculations. Consider instead a discretization 
scheme where the beam profile cross-section is divided up into a square based grid pattern, with 
equal side lengths long enough that the intensity levels at the edges of the grid are negligible. If the 
level of discretization is fine enough, even a very complex excitation profile can accurately be 
modeled as ݇ = ݉ଶ separate square areas with top-hat intensity excitation profiles, with the 
discretization constant ݉ [-] here representing the side length of the complete discretization region 
in terms of number of squares.  
Regardless if the excitation laser beam cross-section is viewed as a single complex excitation profile 
or as many individual top-hat profiles however, the total quantum yield must remain the same. If the 
original uncompensated quantum yield curve is assumed to be made up of ݊ [-] data points, it is due 
to this condition possible to form the generalized equation system 8.13, where ݓ௜,௝ are weighting 
factors given by equation 8.14. The variables ݖ௟  [Wm
-2] refer to the total excitation power density for 
the total beam profile as defined in equation 8.4 for data point ݈, whereas the variables ݕ௜,௝,௟ [Wm
-2] 
denote the corresponding excitation power densities in top-hat subsection (݅, ݆) of the same beam 
profile and the same data point.  
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෍ ෍ ݓ௜,௝,ଵ ⋅ ߟ௖൫ݕ௜,௝,ଵ൯
௠
௝ୀଵ
௠
௜ୀଵ
= ߟ଴(ݖଵ)    
      
 ෍ ෍ ݓ௜,௝,ଶ ⋅ ߟ௖൫ݕ௜,௝,ଶ൯
௠
௝ୀଵ
௠
௜ୀଵ
= ߟ଴(ݖଶ)
⋮
෍ ෍ ݓ௜,௝,௡ିଵ ⋅ ߟ௖൫ݕ௜,௝,௡ିଵ൯
௠
௝ୀଵ
௠
௜ୀଵ
= ߟ଴(ݖ௡ିଵ)
 ෍ ෍ ݓ௜,௝,௡ ⋅ ߟ௖൫ݕ௜,௝,௡൯
௠
௝ୀଵ
௠
௜ୀଵ
= ߟ଴(ݖ௡) 
       (8.13) 
ݓ௜,௝,௟ =
ݕ௜,௝,௟
∑ ∑ ݕ௟భ,௟మ,௟  
௠
௟మୀଵ
௠
௟భୀଵ
       (8.14) 
It should be noted that neither ߟ଴  nor ߟ௖  are linear equations with respect to the respective 
excitation power densities so the relationship between these ݊ equations is not trivial. The measured 
quantum yield ߟ଴, together with the coefficients ܽ଴ and ܾ଴ and all the data point power density 
values ݖ௟  can however be considered  to be known since they represent the original uncompensated 
curve. Further, it is straight forward to calculate ݕ௜,௝,௟  if the variables ݖ௟  are known, leaving only ܽ௖ 
and ܾ௖ as unknowns. With ݊ equations but only two undetermined parameters the system of 
equations is overdetermined, implying that only an approximate solution can be found. By increasing 
the number of data points ݊, and thus the number of equations, whilst at the same time increasing 
the spatial resolution of the discretization grid, which is related to the number of top-hat profiles, it 
should however be possible to find an approximate solution for these variables that is independent 
on the discretization scheme, for instance by using a least-squares optimization method. How this 
can be done in practice is discussed further in section 8.8. 
8.3 Beam profile width definitions 
While the full width at half maximum probably represents the most straight-forward beam profile 
width definition, there does in fact exist a number of ways to report on the spatial extent of a laser 
beam. The existing industry standard procedure is to provide the distance between the two points 
along a line drawn through the center of the beam cross-section where the intensity has fallen to 
1/e2 of the maximum value. If multiple points along this imagined line fulfill the requirement then the 
two points closest to the beam center but on opposite sides are chosen. For a perfect Gaussian 
intensity profile, there exists an intuitive relationship between this value ݓ [m] and the total 
intensity of the laser beam cross-section, as the latter can be derived by multiplying the former with 
the maximum intensity of the profile. This implies, in other words, that the total intensity of the 
Gaussian profile is equal to that of a top-hat profile with a diameter of ݓ [m] and a maximum 
intensity that is equal to that of the Gaussian one. 
As a consequence of the fact that laser beams in practice seldom are perfectly Gaussian in nature, 
the ISO standard document that covers how to report a laser beam profile width, instead 
recommends that a slightly modified diameter expression is be used. The so called D4σ-width, also 
known as the second moment width, is calculated by taking into account all of the data points along 
the imagined line and inserting these values into equation 8.15. 
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wୈସ஢ = 4ඨ
∫ ∫ ܫ௕௘௔௠(ݔଵ , ݔଶ)(ݔଵ − ݔ௠)ଶdݔଵdݔଶ
ஶ
ିஶ
ஶ
ିஶ
∫ ∫ ܫ௕௘௔௠(ݔଵ, ݔଶ)dݔଵdݔଶ
ஶ
ିஶ
ஶ
ିஶ
       (8.15) 
Here ܫ௕௘௔௠(ݔଵ, ݔଶ) [Wm
-2] is the intensity distribution of the laser beam cross-section as a function of 
the spatial coordinates ݔଵ [m] in the direction of the line and ݔଶ [m] in the corresponding orthogonal 
direction, whereas the variable ݔ௠  [m] is given by equation 8.16. 
ݔ௠ = ඨ
∫ ∫ ܫ௕௘௔௠(ݔଵ, ݔଶ)ݔଵdݔଵdݔଶ
ஶ
ିஶ
ஶ
ିஶ
∫ ∫ ܫ௕௘௔௠(ݔଵ, ݔଶ)dݔଵdݔଶ
ஶ
ିஶ
ஶ
ିஶ
       (8.16) 
The second moment width definition is applicable for many types of beams, even for those that have 
a cross-section that is not close to Gaussian in nature, since it takes into account more than two 
points on the line. There are however a few downsides to using it. Since the algorithm takes into 
account data points on the edge of the beam as well as in the beam center, the width measurement 
becomes inherently more sensitive to noise, and because of the complex nature of the definition 
itself, it is not possible to obtain the value for this quantity simply by directly looking at an intensity 
plot. An intuitive understanding of the value of the D4σ-width can however be obtained by once 
again considering a perfectly Gaussian intensity cross-section distribution. With such a beam profile 
the value for the second moment width and the 1/e2-width will actually be identical.  
For the results presented in this thesis the 1/e2-width definition was used as the quantity 
representing the approximate diameter of the laser excitation beam cross-section, despite the fact 
that the D4σ-width is recommended by the ISO-standard document on how to measure laser beam 
diameters. This choice was made on the basis that the former quantity remained more stable over 
time and more stable in general than the latter, something which might be related to the fact that 
D4σ-based measurements are known for being more sensitive to noise [6.19].  
8.4 Compensating for a non-uniform excitation power density assuming a 
pure Gaussian intensity profile   
In the following section an attempt is made to present the quantum yield of a theoretical batch of 
UCNPs as a function of a uniform excitation power density, assuming an excitation beam cross-
section that is perfectly Gaussian in nature. The original uncompensated quantum yield data as well 
as the beam profile diameter values that are used here are not derived from an actual measurement, 
though the values can be considered to be realistic. Even though this approach is slightly different 
compared to what will be used for the real data collected during the experiment described in chapter 
7, it serves as a good first step to demonstrate how a non-uniform excitation power density can be 
compensated for if the actual excitation beam profile is fully known. This theoretical example is also 
useful for highlighting the importance of taking into account the intensity distribution of the 
excitation laser beam when studying upconverters with a fluorometer setup.  
The two written MatLab scripts responsible for the compensation calculations in this section can be 
viewed in appendix C. Once values for the two quantum yield coefficients ܽ଴ and ܾ଴, along with 
values for the number of simulated data points ݊ as well as the start ݖଵ and end ݖ௡ of the 
uncompensated excitation power interval have been entered into gaussianUniformCompensation.m 
the code attempts to solve equation system 8.13 by making a function call to the standard MatLab 
function lsqcurvefit.m [8.1]. The latter is a multi-purpose, nonlinear, curve-fitting problem solver 
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which here receives a vector with the coefficients ܽ଴ and ܾ଴ as input parameters as well as two 
vectors with ݖ- and ߟ଴-values that correspond to each other and finds the two values for ܽ௖ and ܾ௖ 
that best fit this data in a least-square sense. In order for lsqcurvefit.m to know what equation to use 
to relate the ݊ different values, a function reference to the second written script 
compensationFun.m is also included in the function call.  
It is in this script the discretization resolution as well as the FWHM value of the hypothetical 
excitation beam can be set for the simulation. The code uses these parameters to set up a 
normalized matrix representation of the Gaussian profile from which information can be extracted to 
calculate absolute values for the ݕ௜,௝,௟ –variables in equation system 8.13, for all ݅,݆and ݈. Each 
element in the matrix represents the excitation power density one particle encounters at these 
coordinates. Additionally, for every value of ݈ during these computations a corresponding vector 
element from the excitation power vector is pulled, such that each line in the equation system is 
considered individually.  
Because of how versatile lsqcurvefit.m is, it only has to be called once in 
gaussianUniformCompensation.m since the former is capable of performing fitting calculations using 
entire vectors rather than individual values as input parameters. It starts off by calculating the output 
of the referenced function, in this case compensationFun.m, based on the supplied vector with initial 
values, here corresponding to ܽ଴ and ܾ଴ in equation 8.2, and then iterates until it finds a solution 
that lies within its pre-set error margin. The optimal solution is in this case found when the quantum 
yield coefficients are such that the values of the output vector, in the code named etaGauss, agree 
well with the values for ߟ଴(ݖ௟). Once this has been achieved, the processes starts over with the 
variables in etaGauss used as the initial guess instead of ܽ଴ and ܾ଴, calculations steps that are 
repeated until the value of etaGauss converges. To clarify, this implies that there are two iteration 
loops within the code, one inside lsqcurvefit.m and a second one in the main function 
compensationFun.m. 
Consider a simulation where the original quantum yield ߟ଴ is generated using parameter values close  
ܽ଴ = 0.015, ܾ଴ = 2860 mW/cm
2 , the excitation beam is assumed to be perfectly Gaussian with a 
full width at half maximum of 900 µm and  the discretization parameters, for convenience sake, are 
chosen such that ݉ = 512 and ݊ = 50. In figure 8.4 the new compensated quantum yield curve 
obtained after calculations with the two MatLab scripts is plotted as a function of a uniform 
excitation power density together with the original uncompensated curve. The curves correspond to 
equation 8.2 and equation 8.3 respectively, with the value on the ݔ-axis of the graph representing 
either ݕ or ݖ଴ for the different curves.   
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Figure 8.4 A graph with two simulation curves demonstrating how important it is to take into account the fact 
that the excitation laser beam might not have a uniform intensity cross-section profile. In the graph, the green 
curve shows the quantum yield curve obtained when a perfectly Gaussian excitation profile is assumed to be 
uniform with a diameter equal to the FWHM of the Gaussian profile. The black curve meanwhile represents the 
corresponding quantum yield values derived using the compensation process presented in this chapter. For the 
former the values on the ݔ-axis represent the excitation fluence rate of the assumed top-hat profile and not 
the true fluence rate.  
By instead taking the 1/e2-width of the Gaussian to be the diameter of the uniform excitation profile 
the discrepancy between the compensated and the uncompensated curve is increased even more, 
something which is illustrated in figure 8.5.  
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Figure 8.5 Another graph with two simulation curves demonstrating how important it is to consider the fact 
that the excitation laser radiation might not have a uniform intensity cross-section profile. The green curve 
here shows the quantum yield curve obtained when a perfectly Gaussian excitation profile is assumed to be 
uniform with a diameter equal to the 1/e2-width of the original Gaussian profile, whereas the red one 
represents the corresponding quantum yield values derived after the compensation process presented in this 
chapter. For the former the values on the ݔ-axis represent the excitation fluence rate of the assumed top-hat 
profile and not the true fluence rate.  
As can be seen from figure 8.6, where the ratio of the compensated curves to the uncompensated 
one are displayed, the effects of the respective compensation processes are quite substantial. It 
seems to show that incorrectly assuming that the excitation beam cross-section intensity distribution 
is uniform when it is in fact perfectly Gaussian can induce errors at certain power density ranges 
corresponding to tens of percentage units. This is before any experimental error sources are taken 
into account.    
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Figure 8.6 The ratio of the compensated curves in figure 8.4 and figure 8.5 to the respective values of the green 
uncompensated ones, both plotted as a function of the excitation fluence rate corresponding to the original 
curves. 
8.5 Compensating for a non-uniform excitation power density using the 
acquired beam-profile images 
Whilst the MatLab code discussed in section 8.4 is specifically designed to handle a perfectly 
Gaussian excitation beam cross-section, the compensation framework it represents is versatile 
enough that it can be extended to account for any excitation profile. Since it is possible to 
approximate an arbitrary intensity distribution profile as a series of top-hat beams, equation system 
8.13 must still be valid even if it is difficult to describe the complete profile using ordinary 
mathematical equations. This is fortunate, not only because the actual excitation beam intensity 
cross-section during the real quantum yield measurement is not perfectly Gaussian, but also since 
the beam keeps changing throughout the experiment. 
In order to compensate for an arbitrary excitation profile, the MatLab script described in section 8.4 
is altered, such that the matrix which used to contain information representing the perfect Gaussian 
profile now instead is generated using data acquired with the beam-profiler camera. For every power 
density value ݈ a beam profile image is loaded into the working memory, such that every pixel 
becomes an element in a new matrix from which each value ݕ௜,௝,௟  in equation system 8.13 can be 
extracted.  
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8.6 Compensating for scattering during the relative quantum yield 
attenuation measurements 
One of the essential steps to carrying out a successful relative quantum yield experiment is to 
quantify how much energy per time is deposited into the respective luminescence generating atomic 
systems to be investigated.  It is relatively straightforward, though not necessarily easy, with a 
fluorometer based setup, to measure how much of the excitation beam energy is lost to the 
respective emitting particles by comparing the attenuating effect a sample has when it is inserted 
into the beam path to that of a blank one. A problem might present itself however if some of the 
attenuation is caused by scattering rather than absorption. As was mentioned in section 3.3 and 
section 3.4, only the latter of these phenomena implies that any energy is actually deposited into the 
atomic system, and as such, only this effect is relevant to the quantum yield comparison. This issue is 
of particular importance when dealing with certain UCNP samples in which some residual material 
from the synthesis process still remains. These samples have a noticeable scattering effect on visible 
light, with the cuvette contents appearing a bit yellow, even though cyclohexane is supposed to be a 
colorless solvent.    
In this report two alternate methods for compensating scattering during the attenuation 
measurements are proposed. One suggestion is to utilize the 915 nm radiation attenuation data 
obtained when following the measurement procedure sheet presented in chapter 7. Under the 
assumption that no absorption takes place at this wavelength, any energy lost to the particles during 
this measurement must be caused by scattering. If the effect is further assumed to be of the Rayleigh 
variant, as discussed in section 3.3, then it should be possible, due to the expected wavelength 
dependence, to obtain a value for the scattering coefficient at the center excitation wavelength 968 
nm by multiplying the corresponding coefficient for 915 nm with a factor of 
(ଽଵହ)ర
(ଽ଺଼)ర
 . 
A second option is to instead, prior to the relative quantum yield experiment, observe how the UCNP 
batch to be investigated influences white light. In figure 8.7 the attenuation coefficient for a batch of 
UCNPs is plotted as a function of the excitation wavelength. To obtain this information, a straight 
forward experiment was set up where a cuvette with nanoparticles dissolved in cyclohexane was 
irradiated by non-coherent light from a highly intensity-stable white-light source. On the opposite 
side of the sample position, the end of an optical fiber is placed such that it faces the light-source, 
whilst the other end is connected to the Ocean Optics spectrometer. By subtracting the acquired 
spectrum when the cuvette is in the sample position from the one when it is outside of the excitation 
beam, and then dividing the resulting values with those of the latter, in accordance with equation 4.7 
of section 4.1.8, the dependence of the absorptance on the excitation wavelength is derived. As can 
be seen from the graph, very little absorption can occur near 800 nm, which implies that this specific 
nanoparticle sample is not prone to give rise to any reabsorption related effects. It should be noted 
however that the spectrum seems to show significant signs of scattering, especially if the values for 
shorter wavelengths are plotted. In figure 8.8 a curve, based on equation 3.20 in section 3.3, is fitted 
to this wavelength segment. It appears to indicate that the scattering present here is indeed of the 
Rayleigh variant.  
By subsequently subtracting the values of this extrapolated red scattering curve from the original 
blue one, a new black curve is obtained that should represent pure absorption under white light.       
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Figure 8.7 The measured attenuation coefficient for a batch of UCNPs plotted as a function of the radiation 
wavelength. 
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Figure 8.8 A figure showing how it is possible to negate the influence of scattering from the absorption results 
by assuming the scattering is of the Rayleigh type. In the graph the blue curve is the uncompensated 
attenuation coefficient presented in figure 8.7 while the red curve, obtained by fitting the data between 800 
nm to 900 nm to equation 3.20 in section 3.3, represents pure scattering. The black curve, representing the 
wavelength dependent absorption coefficient, free from the influence of scattering, is derived by taking the 
difference between these two curves.  
At the present time, it is not possible to use this data to derive an absolute value of the UCNP 
absorption coefficient during the quantum yield measurement, because of how important it is to 
monitor this quantity in real-time. By taking the value of the red curve at this wavelength and 
dividing it with the one for the blue curve, it should however be possible to obtain an estimate of the 
relative ratio between the magnitudes of the scattering and the absorption phenomena at the 
central excitation wavelength 968 nm, for a particular nanoparticle batch. The total attenuation data 
can be compensated for scattering by multiplying the corresponding total attenuation coefficient 
with this value.  In this particular graph the ratio between the two is approximately 0.067. 
For the results presented in chapter 9, the compensation option reliant on white-light measurements 
was chosen since at least some of the measurement data obtained with the 915 nm radiation proved 
to be of lesser quality. The laser scattering measurement is ultimately even more challenging than 
the attenuation measurement since the quantity to be measured represents the ratio of a ratio. 
8.7 Data file naming conventions 
During the experiments described in chapter 7 a number of data files were collected. In order for the 
thesis MatLab code to process these correctly they should be named according to the naming 
conventions discussed below.  
88 
 
Any upconverted luminescence spectrum collected using the fluorometer should be given a name in 
line with XXXX_XmAYYYYY.txt, where the upper-case letters X refer to the laser driver current value 
in milliamperes and the upper-case letters Y are numbers differentiating spectra recorded under the 
same current conditions. The X after the underscore represents the first decimal of the current value. 
If the driver current is less than 1000 mA the first of the five X must be a zero.  
The luminescence spectra of the emission from the DY-781 particles meanwhile do not need to 
contain the laser driver current value in their file names, though they should be stored in a separate 
folder from the UCNP spectra. It might also be important to note that SpectraSuite has a setting that 
makes it store auxiliary measurement information at the start of each saved file. This feature should 
be disabled so that each spectrum file consists of two columns of numbers only. The beam-profile 
images should be labeled in a similar way to the upconverted luminescence spectra, with file names 
on the form of XXXX_XmA.tiff, where the upper-case letters X once again refer to the laser driver 
current value in milliamperes. 
In order for the single point tomography data to be compatible with the post-experiment evaluation 
scripts on the other hand, the files collected by the EMCCD camera should be given names according 
to another system. The images acquired of the luminescence signal when the excitation beam is not 
blocked should be labeled sign-Zs-CmA.tiff whilst the background reference images should be given 
the designation bkg-Zs.tiff. Here the upper-case letters Z denote the integration time in seconds 
whilst the upper case letter C refer to the current value in milliamperes. The section of the MatLab 
script which reads in the image data from the camera was written by Can Xu for a different set of 
experiments. He designed the code in such a way that Z and C are allowed to contain decimal points. 
In table 8.1 example file names have been included to better illustrate the different naming 
conventions. 
Type of data file Data file naming conventions 
Fluorometer UCNP luminescence spectrum 0919_8mA00001.txt 
Fluorometer DY-781 fluorescence spectrum DY78100001.txt 
Beam-profiler image 0547_9mA.tiff  
EMCCD camera signal image sign-0.5s-684.2mA_1.tiff 
EMCCD camera background image bkg-0.1s_1.tiff  
Table 8.1 The conventions followed when labeling the data files collected during the master thesis project. 
It should be noted that during the experiments additional data is collected that can have file names 
that do not follow any particular naming convention. This is because this data is either entered 
manually into the MatLab script or specifically called for within the code using the name of the file. 
As a result these files simply need to be labeled in a way that makes them easy to identify. 
8.8 The relative quantum yield experiment data processing software 
pipeline 
The lines of MatLab code that are used to evaluate the quantum yield data are included in appendix 
C. This rather complex script, named EndDataEval2015.m, contains 7 sections of code that together 
import all of the acquired data into MatLab, perform calculations on it and ultimately plot a value for 
the UCNP quantum yield as a function of a uniform excitation power density in an informative graph. 
In addition to determining the UCNP quantum yield the code also generates a number of figures 
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containing information on such variables as the sample absorptance coefficients and the power that 
is absorbed by the respective particles. This is done to control the quality of the acquired data and to 
make sure that the data processing pipeline is working as intended. Further details about each 
section are given below. 
Before any calculations can be made, the measurement data must first be loaded into the MatLab 
working memory. In script section 1 attenuation measurement data from the experiment is entered 
manually. Script section 2 then processes this information further, accounting for whether the power 
meter head ND-filter-is-in setting was used or not as well as compensating for that the power meter 
head is located slightly behind the sample position rather than in the excitation beam focus. It also 
makes sure that all of the data has the same unit, namely milliwatts. In order for it to do this, the two 
values for the so called position based power coefficients must be entered here. Specifically, values 
should be assigned to the variables named positionPowerCompValue and filterInCompVal. It should 
be noted that some minor changes to the script might have to be made after each experiment for 
this section to function properly, since the settings of the power meter are normally adapted to each 
measurement in order to obtain the highest number of significant digits. What settings are used 
might thus vary from measurement series to measurement series, something that needs to be taken 
into account in the data processing pipeline.  
Script section 3, on the other hand, is responsible for importing the UCNP, the DY-781 and the blank 
ethanol luminescence data and assigning it to the suitable variables. The code does this by pointing 
MatLab towards the correct folders where the respective data series are located and loads it in using 
the MatLab function load.m. It identifies what spectrum-files should be imported, meanwhile, by 
generating a list of the folder contents with another MatLab function dir.m. Each luminescence 
spectrum is, after it has been imported, converted into a scalar representing the integrated area 
under the luminescence peak and stored in vectors for later use.  
The script is told what values in the spectrum files that should be counted towards the luminescence 
peaks using six values, UCNPFluoStart, UCNPFluoEnd, DY781FluoStart, DY781FluoEnd, 
EthanolFluoStart and EthanolFluoEnd, which are assigned at the start of the script section. These 
values do not refer to wavelength values but instead represent element numbers in the respective 
spectra matrices. By assigning a value of 550 to UCNPFluoStart and a value of 600 to UCNPFluoEnd 
the script is for instance instructed to sum up all intensity counts between approximately 774 nm and 
812 nm and then to add the total to the luminescence signal vector. 
Finally, at the end of the section, the averaged ethanol signal is subtracted from the DY-781 
reference luminescence signal in order to compensate for any scattered light making its way to the 
detector. Ethanol does not fluoresce at all under 785 nm excitation radiation, so any luminescence 
signal value above zero stored in the ethanol luminescence vector must be caused by scattering. 
Since the scattered light intensity due to interactions with the DY-781 particles themselves is 
assumed to be negligible, it is possible to derive a good estimate of how much of the DY-781 signal is 
caused by scattered light by integrating the signal peak of the blank ethanol spectrum. It is not 
necessary to employ this process for the UCNP data however, since the inherent spectral separation 
between the upconverted luminescence and the excitation radiation is much larger for this type of 
particles. As a result, no luminescence spectrum is acquired for the blank cyclohexane solution during 
the experiment.  
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It should be noted that when using these lines of code, attention should be paid to the fact that the 
UCNP measurement and the DY-781 measurement may use different spectrometer integration time 
settings. This is the reason for why the summed up DY-781 and blank ethanol luminescence signals 
are multiplied with the factor 3 in the latter part of the section. In order to also take into account the 
effect that the short-pass spectral filter that is installed in the luminescence tube to block out the 
bright 975 nm scattered excitation signal has on the DY-781 fluorescence signal, the DY-781 spectra 
are multiplied by a spectral filter correction factor. The value of this coefficient was obtained by 
consulting the data used to generate figure 9.29 in section 9.2. No such measure has to be taken for 
the UCNP spectra due to the relatively narrow luminescence peaks compared to the ones associated 
with the organic dyes.  
The final piece of measurement data is introduced to the script in section 4. Here the excitation 
beam cross-section 1/e2-diameter values, acquired using the beam-profiler camera positioned in the 
reflected beam path, are entered manually and stored in a single vector. If the software provides two 
values, one for the major axis and another for the minor one, the average of the two can be used. 
Out of convenience, each collected value is repeated five times such that it becomes easier to pair up 
the beam-width data with the power attenuation data in the latter sections. Since radiation fluence 
rates are often presented in terms of mW/cm2 when in vivo applications are discussed, the vector is 
multiplied by a factor 10-4 such that the values are given in centimeters. 
Once all of the measurement data has been assigned to MatLab variables the UCNP quantum yield 
calculations can begin. In section 5 the absorptance coefficients for the optically active particles 
themselves, the DY-781 fluorophores and the UCNPs, are determined by, for every measurement, 
subtracting the respective attenuation coefficients of the blank solvents from the attenuation 
coefficients of the total samples. To also account for the fact that some of the UCNP sample 
attenuation is caused by scattering and not absorption the above mentioned solvent corrected UCNP 
attenuation coefficient is multiplied with a scattering compensation factor calculated using the 
method described in section 8.6, which in turn is based on the data presented in figure 8.8. By 
further multiplying the new absorptance values with the excitation power incident on the respective 
samples, the amount of energy that is deposited within the luminescence generating systems can be 
quantified, for each measurement data point.  
In addition to this, it is also in this script section where the refractive index values of ethanol and 
cyclohexane are entered. These are needed to compensate for the power losses that occur due to 
reflection, as the different radiation types pass in between media with different refractive indices, an 
effect which was discussed in section 3.3. 
The UCNP quantum yield as a function of the uncompensated excitation power density is ultimately 
obtained by inserting the appropriate vectors of derived UCNP and reference values into equation 
4.13 in section 4.2. Since only one excitation power density is used when investigating the reference 
sample however the ratio between the two DY-781 vectors is averaged before being applied to the 
relative quantum yield measurement equation, since the vector elements of the DY-781 ratio vector 
should be completely identical if it was not for experiment related errors.  Notice that the values of 
the respective excitation and emission wavelengths also are taken into account for the final 
calculations, as the quantum yield represents the ratio between the luminescence output and the 
excitation radiation input in terms of number of photons and not in terms of energy. The DY-781 
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emission wavelength value used here was derived by identifying the wavelength value which 
corresponds to the center wavelength for the red curve in figure 9.29 in section 9.2, with respect to 
the total integrated area of the peak. 
With the final lines of code in the section, a vector with a single UCNP quantum yield value for each 
excitation power density is generated from the longer results vector and then some of the results are 
plotted in linear or in double-logarithmic scale graphs.  
What remains is to process the data such that the UCNP quantum yield is presented as a function of 
a uniform excitation power density. In section 6 the excitation fluence rate at the midway point of 
the excitation beam passage through the cuvette, the only region which is visible from the 
perspective of the detector, is established. This is done by assuming that the attenuation rate of the 
beam is linear throughout the passage, in line with the discussion in section 4.1.10, and subsequently 
inserting the estimated power at this position and the value of the measured beam-width into 
equation 8.4 in section 8.2. With this new information, a fit is made to this uncompensated data, 
after assuming that the excitation beam has a top-hat intensity distribution profile and a diameter 
equal to the 1/e2 beam width.  
The compensated quantum yield coefficients ܽ௖ and ܾ௖ of equation 8.3 in section 8.2 are obtained in 
script section 7 by calling the image-based compensation script discussed in section 8.5, using the 
averaged UCNP excitation power at the cuvette center, the average excitation radiation 1/e2 beam 
width and the averaged uncompensated quantum yield values as script input parameters. Once all of 
this has finally been achieved, the UCNP quantum yield as a function of a uniform excitation power 
density can directly be calculated by inserting the two coefficients and a generic uniform power 
density vector into equation 8.3 of section 8.2.  
At the very end of the script some of the results are plotted as MatLab graphs.  
8.9 The single point tomography data processing software pipeline 
In appendix C another script, with the name singlePointDataEval2015.m, is presented. These lines of 
code are used to process the single point tomography data corresponding to one of the three depth 
values. As such, the graphical results in section 9.1.2 were generated using three slightly adapted 
versions of the included script, with some minor modifications done to each. 
Combined together, the six sections of the presented script load the measurement data into the 
MatLab working memory, fit the data to both equation 3.37 and equation 3.40 of section 3.5 and 
then attempt to determine the distance between the liquid phantom bottom and the UCNP epoxy 
sample by applying the theory discussed in section 3.5 to the fitted curve. The purpose of each code 
section is discussed below. 
Script section 1 handles a number of tasks. In it the code generates a list of the acquired camera 
image data files with the MatLab function dir.m and identifies the number of data points for the 
experiment nbrOfDataPoints based on the length of this list. The variable nbrOfSimulatedPoints, on 
the other hand, represents the corresponding resolution of the luminescence signal curve that 
eventually is plotted based on the fit to the tomography data. Once these values have been assigned, 
the script sets an estimate for the excitation beam width in terms of centimeters at the bottom of 
the phantom container and then loads in the current versus excitation power data obtained using the 
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spectrometer for each measurement data point. Towards the end of the section, a few lines of code 
apply a compensation coefficient to the excitation power data such that the calibration 
measurement using the power meter is taken into account and then plot the excitation power as a 
function of the laser driver current. 
Script section 2 meanwhile, is responsible for importing all of the luminescence images as well as the 
background images into MatLab and then translating this data into scalar background-compensated 
luminescence values. It does this by looping through all of the luminescence data points with a 
for-loop. Every iteration the code loads a unique luminescence signal image matrix by utilizing the 
MatLab function load.m and stores it in the cell vector array signData. The integration time 
corresponding to this particular image is then extracted from the data name file with the MatLab 
function strfind.m and this value is subsequently used to import the appropriate background image 
matrix into MatLab. After subtracting this background matrix from the one which is stored in 
signData and dividing the resulting matrix with the integration time value of the measurement, a 
new background compensated matrix is obtained. By also only counting certain camera image pixels 
towards the luminescence signal, defined by the variables cutIxA and cutIxB before the loop, the 
influence of any background signal on this final image is reduced even further. 
The scalar luminescence signal value, which is needed later during the epoxy sample location 
calculations, is stored in the vector integratedIntensityVec towards the end of the for-loop, after 
having been determined through the summation of all of the matrix elements in the background 
compensated image. Simultaneous to this process, a vector currVec is also generated, with current 
values directly corresponding to the elements of integratedIntensityVec. 
Because of the file naming conventions discussed in section 8.7 and the way Microsoft Windows 
orders the files of a folder, the elements of currVec, and thus also the elements of 
integratedIntensityVec, may not be in order at the end of script section 2. The MatLab function dir.m 
will for instance load in a file with a current value 1747.8 mA before it loads in one with a value of 
870.6 mA, since Windows sorts the list of files based on the very first number before taking into 
account any later numbers.  The number 1 is considered to come before the number 8 similarly to 
how the letter string ‘ABCD’ is sorted before a letter string ‘BCD ‘ based on alphabetical ordering. In 
script section 3 however, currVec is processed using the MatLab function sort.m, ordering all of its 
elements in numerical order whilst also generating an index vector. The latter is then applied to the 
luminescence signal vector such that the related measurement values once again match up correctly. 
At the end of the section, the now sorted luminescence signal is plotted as a function of the 
excitation power calibration data in a double logarithmic scaled graph. 
Once the relevant measurement data vectors have been assembled the scripts attempts to 
determine at what distance away from where the excitation radiation first enters the liquid phantom 
that the epoxy sample is located, by considering the slope efficiency of the luminescence signal curve. 
The first step in this process is carried out in script section 4 where a curve is fitted to the 
luminescence signal versus excitation power data points, using equation 4.33 in section 4.6 as the 
model for the relationship between the input and the output signals.  By calling the MatLab function 
lsqcurvefit.m the quantum yield coefficients ܽௌ [-] and ܾௌ [Wm
-2] that best fit the corresponding data 
in a least-square sense are found. The subscripts ܵ signify that the coefficients represent the 
behavior of the entire tomography system and not just of the individual UCNPs. 
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Using these system coefficients a luminescence signal versus excitation power curve is generated 
that contains nbrOfSimulatedPoints data points rather than the nbrOfDataPoints of the original data. 
The slope efficiency as a function of the excitation power density at the base of the liquid phantom, 
in line with the definition in equation 4.26 of section 4.6, is then obtained by applying the MatLab 
function diff.m to this new curve. Due to the fitting, the corresponding slope efficiency plot will be 
much smoother than if the original data had been used, not only because a larger amount of data 
points is used for the graph but also since any small unsystematic measurement errors are likely to 
be averaged out as a side effect of the process.   
Before the next script section, two MatLab figures are generated. The first of these contain a 
normalized plot of the new luminescence signal curve together with the corresponding measurement 
data, whilst the second displays the derived slope efficiency of the fitted curve. All of these curves 
are plotted as a function of the excitation power density at the bottom of the liquid phantom. 
If the UCNP quantum yield as a function of a uniform excitation power density is known for the batch 
of nanoparticles that was used in the epoxy sample, it is now possible to derive at what distance the 
epoxy sphere must be located away from the entrance point at the bottom of the liquid phantom, 
without considering the camera sensor detection efficiency, even if the total depth of the phantom is 
unknown. The calculations are made according to the following line of reasoning.  
With the vectors established in script section 4, the information described below can be considered 
to be known for the tomography system. By applying a certain excitation power density ܬ௘௫௖ [Wm
-2] 
from underneath the liquid phantom, the detected camera signal ܬ௙௟  [Wm
-2] is determined with 
equation 8.17. 
ܬ௙௟ =
ܽௌ ⋅ ܬ௘௫௖
ܬ௘௫௖ + ܾௌ
⋅ ܬ௘௫௖        (8.17) 
Similarly, if the UCNPs themselves directly experience a uniform excitation fluence rate of ܫ௘௫௖  [Wm
-2] 
the luminescence fluence rate ܫ௙௟  [Wm
-2] generated by the particles will follow equation 8.18, where 
ܽ [-] and ܾ [Wm-2] are the quantum yield coefficients for the current UCNP batch, as defined in 
equation 4.22 of section 4.6.  
ܫ௙௟ =
ܽ ⋅ ܫ௘௫௖
ܫ௘௫௖ + ܾ
⋅ ܫ௘௫௖        (8.18) 
The respective slope efficiency curves for both of these equations behave in the same manner. At a 
low excitation fluence rate the coefficient ݇, introduced in equation 4.26 in section 4.6, will be close 
to 2 but as the excitation power density increases, the value of ݇ will, due to saturation, decrease 
until it approaches that of unity. Since the behavior of the system curve, equation 8.17, ultimately is 
governed by the quantum yield properties of the submerged epoxy sample, the two equations are 
related, even if the quantum yield coefficients have different values. The distance between the 
excitation radiation entrance point into the phantom and the UCNP sample ݎ௘௣௢௫௬  [m] must, in other 
words, be such that the excitation signal is attenuated enough before it reaches the upconverters, 
that the system quantum yield curve exhibits the shape of equation 8.17.  
In script section 5 two slope efficiency vectors are set up. One is generated using measurement data 
and directly corresponds to equation 8.17, whilst the other is simulated utilizing values for ܽ and ܾ 
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that have been obtained elsewhere.  Script section 6 then compares the values of the two curves, 
using the MatLab function find.m, and for every data point of the ܬ௘௫௖-vector, determines what 
excitation fluence rate must be present near the UCNP epoxy sphere, by assuming that a certain 
slope-value on the former curve must imply the same value on the latter. If a value of ݇ = 1.5 on the 
system curve is established for instance, the excitation power density at the sample position 
ܫ௘௣௢௫௬  [Wm
-2] is thought to equal the ܫ௘௫௖-value where the same slope is found on the particle curve. 
Once these values have been established, it is fairly straight forward to obtain a vector of values for 
ݎ௘௣௢௫௬, by solving the inverse function of equation 3.37 and equation 3.40 of section 3.5. The 
excitation radiation distribution throughout the liquid phantom is modeled according to the theory 
discussed in section 3.5. Values for the coefficients ܦ, ߤ௘௙௙  and ݖ଴, discussed in this section, are 
provided, by inserting values for ߤ௔  and ߤ௦ᇱ  into the code that were acquired for a phantom with an 
identical recipe at an earlier occasion using the time-of-flight measurement system of the Lund 
biophotonics group, into the relevant equations.  
At the end of script section 6, the two slope vectors are plotted, as well as the vector of values 
obtained for ݎ௘௣௢௫௬. Since the epoxy sample was not moving during the experiment, the elements of 
the latter should be identical. 
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9 Results 
9.1 The results of the two main experiments 
This section contains the most important results of the two main experiments of the thesis project. 
Since both setups are described in detail in chapter 6, the measurement procedures are discussed at 
length in chapter 7, and the data processing pipeline is covered in chapter 8, very few details on how 
the graphs were obtained are given here.  The aim is instead to provide a concise set of figures that 
illustrate the capabilities of the two experimental setups well. They should be possible to understand 
without much support from the above mentioned chapters.   
Note that the number of data points for the respective experiments are below represented by the 
variable ݊. 
9.1.1 The results of the relative quantum yield experiment 
In figure 9.1 and figure 9.2 the normalized absorptance values of the UCNP sample and the blank 
hexane sample is shown, for all laser driver current data points ݈, 1 ≤ ݈ ≤ ݊ .  
The values ߙ௣௟௢௧௧௘ௗ [-] on the ݕ-axes correspond to the dimensionless quantity given by equation 9.2, 
where ௜ܲ௡ [W] and ௢ܲ௨௧  [W] is the power measured by the power meter with the sample in the beam 
path and with the sample removed from the beam path respectively. They directly relate to the one 
presented in equation 4.7 in section 4.1.8. 
ߙ௦௔௠௣௟௘ =
௢ܲ௨௧ − ௜ܲ௡
௢ܲ௨௧
       (9.1) 
Since the absolute values alone do not say much about the UCNP quantum yield but rather is 
included hear to illustrate the quality of the acquired power meter data the ߙ௦௔௠௣௟௘ [-] values have 
been normalized according to equation 9.2. A ݕ-value of 1.02 for instance indicates a measured 
absorptance that is 2 % higher than the average. Ideally, the values in each graph should be identical 
to each other since the absorptance is expected to not vary depending on the excitation power 
density.  
ߙ௣௟௢௧௧௘ௗ =
ߙ௦௔௠௣௟௘
mean
∀௟
ߙ௦௔௠௣௟௘
       (9.2) 
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Figure 9.1 The normalized absorptance values of the UCNP samples determined with the power meter, for 
each excitation fluence rate data point. Note that three different plastic cuvettes were used during this 
particular experiment. 
 
Figure 9.2 The normalized absorptance values for the blank hexane samples also determined with the power 
meter, for each excitation fluence rate data point. Note that this data was obtained for the same three 
cuvettes that were used to generate the results in figure 9.1. 
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Figure 9.3 and figure 9.4, meanwhile, contain the estimated power ௣ܲ௟௢௧௧௘ௗ [W] that is absorbed by 
the UCNPs and the DY-781 molecules themselves respectively, for all data points ݈, 1 ≤ ݈ ≤ ݊. The 
quantity, which corresponds to the denominator of the right hand side of equation 3.45 in section 
3.6, is determined by inserting the appropriate power meter data into equation 9.3, for both samples. 
Here ߙ௔௖௧௜௩௘ [-] represents the absorptance of the sample for the specific data point whereas  ߙ௕௟௔௡௞  
[-] is the mean absorptance value of the blank sample at the corresponding excitation power density. 
The latter is for this specific experiment derived by averaging 5 absorptance power meter 
measurements. 
௣ܲ௟௢௧௧௘ௗ = ൫ߙ௔௖௧௜௩௘ − ߙ௦௔௠௣௟௘൯ ⋅ ௢ܲ௨௧        (9.3) 
 
Figure 9.3 The power that the emitting UCNPs are calculated to have absorbed, for each excitation fluence rate 
data point. 
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Figure 9.4 The power that the emitting DY-781 particles are calculated to have absorbed. Note that only one 
excitation fluence rate value is used for these particles. 
In order to demonstrate how the upconversion process is directly affected by the laser driver current 
being ramped up the total integrated UCNP luminescence signal obtained using the spectrometer is 
plotted in figure 9.5 for every data point ݈, 1 ≤ ݈ ≤ ݊. This curve does not fully represent the 
quantum yield as no attention is paid to how much energy is absorbed by the particles when this 
graph is plotted. It is also not possible to draw any conclusion about the magnitude of the absolute 
luminescence intensity since the data is not being compared to that of the fluorescence standard 
here. The luminescence signal is directly related to the numerator of the right hand side of equation 
3.45 in section 3.6.  
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Figure 9.5 The total raw integrated luminescence signal obtained with the spectrometer, for each excitation 
fluence rate data point. This graph simply shows the optical response of the nanoparticles as the laser driver 
current is ramped up. 
In figure 9.6 the UCNP quantum yield of nanoparticle batch HBT120103 ߟଵ/௘మ is finally displayed as a 
function of the non-beam-profile-compensated excitation fluence rate at the sample position. The 
graph also includes the mean quantum yield for each excitation power density data value, obtained 
by once again averaging 5 values to generate one drawn point. This plot does take into account the 
fact that the observable luminescence signal originates from the center of the cuvette and the data 
acquired from the measurements made on the reference sample is indeed considered as well. The 
quantum yield value is, in other words, directly derived using equation 4.13 of section 4.2. It should 
be noted that the value ݕଵ/௘మ  [Wm
-2] on the ݔ-axis here refers to the first estimate of the excitation 
fluence rate, which is done according to equation 9.4. As such, it does not represent the uniform 
excitation power density. In the equation ௘ܲ௫௖ [W] is the power value obtained by the power meter 
when the UCNP sample is removed from the excitation beam path and ݔ௣௪ [m] is the 1/e
2-width of 
the excitation beam.  
ݕଵ/௘మ = 4
௘ܲ௫௖
ߨݔ௣௪
ଶ        (9.4) 
For the calculations, the refractive indices ݊௛௘௫௔௡௘  [-] and ݊௘௧௛௔௡௢௟  [-] of the hexane solution and the 
ethanol solution were assumed to be valued at 1.42 and 1.355 respectively, based on reference [9.1].  
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Figure 9.6 All of the uncompensated UCNP quantum yield data points plotted in a linear scale for all excitation 
fluence rate data points (black circles), together with the corresponding averaged values for each excitation 
fluence rate (black stars). 
Figure 9.7 includes some of the same results as figure 9.6, though this time the mean quantum yield 
for each excitation power density data value is shown in a loglog-graph to better illustrate the 
excitation fluence rate dependence of the upconversion process. To these data points a fit has been 
made using equation 9.5, where the values of the quantum yield coefficients ܽଵ/ୣమ  [-] and ܾଵ/ୣమ  [W] 
are the ones that best fit the data in a least-squares sense.   
ߟଵ/ୣమ =
ܽଵ/ୣమ ⋅ ݕଵ/ୣమ
ܾଵ/ୣమ + ݕଵ/ୣమ
       (9.5) 
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Figure 9.7 The uncompensated UCNP quantum yield, averaged for each excitation fluence rate value, plotted in 
a double logarithmic graph (black stars), together with a least squares fitted curve (green). 
Together with this data, two more curves have been plotted illustrating the compensated UCNP 
quantum yield as a function of a uniform power density ݕ௖[Wm
-2]. They correspond to equation 9.6 
and equation 9.7 respectively, where ܽீ௔௨௦௦  [-] and ܾீ௔௨௦௦ [Wm
-2] are the quantum yield coefficients 
obtained after a compensation process during which the beam profile is assumed to be perfectly 
Gaussian, whereas ܽ௜௠௔௚௘ [-] and ܾ௜௠௔௚௘ [Wm
-2] are the corresponding quantum yield coefficients 
after a similar compensation process where the image data from the beam-profiler is utilized. These 
fitted coefficients are used to generate the corresponding quantum yield values ߟீ௔௨௦௦ [-] and 
ߟ௜௠௔௚௘[-] respectively. The determined values of the respective quantum yield coefficients 
meanwhile are listed in table 9.1. 
ߟீ௔௨௦௦ =
ܽீ௔௨௦௦ ⋅ ݕ௖
ܾீ௔௨௦௦ + ݕ௖
       (9.6) 
ߟ௜௠௔௚௘ =
ܽ௜௠௔௚௘ ⋅ ݕ௖
ܾ௜௠௔௚௘ + ݕ௖
       (9.7) 
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Coefficient Value 
ܽଵ/௘మ  0.012738 
ܾଵ/௘మ 2960.000 mW/cm
2 
ܽீ௔௨௦௦  0. 013903 
ܾீ௔௨௦௦ 1460.000 mW/cm
2 
ܽ௜௠௔௚௘  0.013728 
ܾ௜௠௔௚௘ 1470.000 mW/cm
2  
 
Table 9.1 The quantum yield coefficients used to generate the curves presented in figure 9.8. 
 
 
Figure 9.8 The same data as in figure 9.7 (the black stars and the green line) plotted together with two curves 
obtained after having compensated the results to take into account that the laser beam excitation intensity 
cross-section is not uniform. For the red curve in the graph the respective beam profiles were assumed to be 
perfectly Gaussian whereas for the blue curve the raw beam profiler images were used directly to conduct the 
compensation process.  
All three curves are plotted in the same graph despite of the fact that the corresponding values on 
the ݔ-axis and the ݕ-axis often refer to different variable values. This decision was made since the 
only reason for why researchers would determine any of these values would be to use them to make 
the approximation that the respective quantum yield values represent the true quantum yield, as 
defined in equation 3.45 of section 3.6, as a function of a uniform excitation fluence rate. The three 
curves thus illustrate how the true quantum yield of batch HBT120103 varies depending on the 
power density of the excitation radiation, determined using three slightly different methods. By 
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plotting them all together it becomes easier to evaluate the importance of carrying out the 
compensation steps. An additional graph is also included here in figure 9.9, where the values of these 
compensated curves divided by the values of the uncompensated one are drawn, for the very same 
purpose. The discrepancy between this curve and the one presented in figure 8.5 in section 8.4 is 
likely due to the fact that the five data points here were obtained with different excitation profiles, 
something which is accounted for in the MatLab code. It should also be noted that the green curve 
appears like a considerably better fit to the data points when the graph is plotted using a linear scale. 
 
Figure 9.9 The ratio of the two compensated curves (red and blue) in figure 9.8 to the uncompensated one 
(green) plotted as a function of the excitation power density of the green curve. 
Finally, in order to some extent demonstrate how reproducible these results are, the uncompensated 
data of three more or less identical relative quantum yield experiments for a single UCNP batch are 
provided in a double logarithmic format in figure 9.10 and figure 9.11, with the former featuring all 
of the obtained data points whereas the latter instead shows the averaged ones. The color black here 
denotes data that was already presented above. 
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Figure 9.10 The uncompensated UCNP quantum yield obtained while measuring on the same nanoparticle 
batch, but on three separate occasions, plotted as a function of the excitation fluence rate in order to 
demonstrate the reproducibility of the experiment. Note that the black data was already presented in figure 
9.6. 
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Figure 9.11 The uncompensated UCNP quantum yield obtained while measuring on the same nanoparticle 
batch but on three separate occasions, plotted as a function of the averaged excitation fluence rate in order to 
demonstrate the reproducibility of the experiment. Note that the black data was already presented in 
figure 9.7.  
9.1.2 The results of the single point tomography experiment 
Like the quantum yield measurements, the single point tomography experiment is responsible for 
generating a number of interesting figures. Together, figure 9.12 and figure 9.13 provide information 
on the raw measurement data acquired during a laboratory session of the latter type, for three 
different values of the distance between the excitation radiation entrance point into the phantom 
and the UCNP epoxy sample, ݀ଵ = 2 mm, ݀ଶ = 4 mm and ݀ଷ = 6 mm. 
In the first of these graphs, the excitation radiation signal obtained using the spectrometer for 
calibration purposes is shown for each laser driver current value. The second meanwhile, illustrates 
the corresponding background compensated EMCCD camera signals as functions of the determined 
excitation power densities at the base of the liquid phantom, plotted using a double-logarithmic 
scale.  
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Figure 9.12 The measured excitation signal obtained with the spectrometer plotted as a function of the laser 
driver current. 
 
Figure 9.13 The integrated camera signal obtained using the EMCCD camera plotted in a double logarithmic 
diagram as a function of the measured excitation power at the phantom entrance point, for three different 
UCNP epoxy sphere depth values. 
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In figure 9.14 normalized versions of the data presented in figure 9.13 are included, such that the 
difference in slope as the depth is altered becomes more apparent. To these data sets, three curves 
have been fitted using lsqcurvefit.m.  Figure 9.15, meanwhile, contains the calculated slope efficiency, 
defined in equation 4.26 in section 4.6, of the curves in figure 9.14 plotted as a function the same 
data set of excitation power density values.  
All three graphs illustrate how the UCNP upconversion process goes from being dependent on the 
square of the excitation fluence rate for lower excitation power densities to being closer to having a 
linear dependence for higher excitation power density values. 
 
Figure 9.14 A normalized version of the data point series presented in figure 9.13 (circles), together with three 
fitted curves (lines). 
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Figure 9.15 The calculated slope of the fitted normalized single point tomography results presented in figure 
9.14, plotted as a function of the excitation power density at the phantom entrance point. 
In figure 9.16, the respective derived values for the distance ݀ௌ௉்  [m] between the bottom of the 
liquid phantom and the epoxy sample are finally provided, for each simulated power density data 
point. Ideally the values should be equal to the respective distances ݀ measured with the high-
precision metal ruler when the measurement was set up. In table 9.2, the three values of ݀ௌ௉்  that 
best fit the respective data in a least square sense, when the entirety of the curve is taken into 
account at once for each data set, are shown. 
Actual value measured using 
the metal ruler (ࢊ) 
Value derived using single point 
tomography data (ࢊࡿࡼࢀ) 
2 mm 94 mm 
4 mm 113 mm 
6 mm 130 mm 
 
Table 9.2 The distance between the liquid phantom entrance point and the epoxy sphere for the three depth 
values, derived using the least squares method solver, after taking into account all of the simulated data points 
for each curve, during the fitting process. 
The graph does provide a strong argument for that the single point tomography measurement 
technique can be used to derive depth information on an UCNP sample submerged in an imaging 
volume with optical properties similar to that of living tissue. Whilst not exactly equidistant, the 
value obtained for ݀ௌ௉்  does appear to be heavily dependent on the actual value ݀ measured by the 
metal ruler. Unfortunately the value of the former seem to be overestimated by a substantial 
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amount here, for reasons that are not clear at the present time. Perhaps this effect could be 
attributed to an unexpectedly large absorption within the sample, due to the epoxy glue itself. It is 
interesting to note that the relative distance between the different depth values appears to have 
been estimated accurately. 
 
Figure 9.16 The derived distance between the bottom of the liquid phantom and the center of the epoxy 
sample according to the single point tomography method. These results were obtained using the single point 
tomography results presented above, in conjunction with equation 3.37 (Method 1) and equation 3.40 
(Method 2) of section 3.5. 
9.2 Additional instrument related data 
This chapter contains additional supporting data on some of the various components of the final 
fluorometer and single point tomography setups. The figures included herein represent a collection 
of measurement information acquired during the many provisional laboratory sessions needed to 
determine the best instrument configuration for the two systems. In many ways, the purpose of the 
chapter is to document a number of unforeseen challenges that were discovered throughout the 
course of the project, and as such it should be of great interest to anyone wanting to reproduce the 
main measurements described in this report or develop them further.  The graphs will later be used 
in chapter 10 to motivate why the main experiments were carried out the way they were and to 
argue for why certain assumptions cannot be made, in place of actual measurements, without 
potentially reducing the quality of the results significantly. 
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In order to ascertain that the response of the power meter was indeed linear as a function of the 
radiation power incident on the power meter head, meanwhile, its signal when positioned in the 
laser beam path was compared to that of a Thorlabs DET110 photodiode [9.2], for all laser driver 
current values. When the photodiode sensor is irradiated and the device is connected to a closed 
external circuit, which for instance could be that of a digital oscilloscope, a current is generated. For 
this thesis project however, an external circuit was instead constructed using a set of electrical cables 
and a standard axial-lead resistor. The diode signal could then be quantified by measuring the 
voltage drop over the resistor ௥ܷ௘௦௜௦௧௢௥  [V] with a high-precision multimeter and applying equation 
9.8 [9.3], where ܫ௖௜௥௖௨௜௧  [A] is the current through the circuit and ܴ [Ω] is the resistance of the resistor. 
This particular setup configuration was decided to be better than the one with the oscilloscope since 
the multimeter provided more significant digits.   
ܫ௖௜௥௖௨௜௧ =
௥ܷ௘௦௜௦௧௢௥
ܴ
       (9.8) 
Figure 9.17 shows the radiation power measured using the power meter plotted versus the voltage 
drop caused by the current from the photodiode. Because of the strong correlation between the two 
signals, the power meter was found to operate linearly with the excitation power, since it was 
decided it would be unlikely for both of the devices to show the same nonlinearity. 
 
Figure 9.17 The laser beam power measured by the power meter plotted versus the photodiode signal in volts 
to show the linearity of the two devices. 
In figure 9.18, meanwhile, the power stability of the 975 nm laser diode radiation output measured 
by the power meter during a laboratory session is plotted as a function of the time since the first 
recording. For the entirety of the session, the laser driver current and the laser diode temperature 
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was kept constant and no movement was made, intentionally or unintentionally, of any of the 
involved optical components or of the excitation fiber. Even though these results would be difficult 
to reproduce exactly for obvious reasons, the data can be considered to be representative of the 
general behavior of the excitation sources employed during the project. It should be noted that 
although it might seem from the graph as if the power stabilized after 40 minutes into the session, it 
did in fact eventually begin to slowly drop off, though no time stamps were obtained during this 
period. As such, it is possible that letting the laser run for some time before starting an important 
measurement might be advisable, it does not entirely solve the problem.         
 
Figure 9.18 The stability of the 975 nm laser diode power output over time, measured by positioning the power 
meter head in the excitation beam path. After the final data point in this graph was acquired, the power 
continued to decrease gradually, eventually reaching a value of 21.68 mW as another measurement was 
carried out without the time being noted down. 
The variance of the excitation power output over time has a significant effect on the attenuation 
measurements. While the fluctuations illustrated in figure 9.18 only represent a change in power of a 
few percent, even such small variations are enough to lower the accuracy for the absorptance value 
that is obtained, since the latter by necessity must be of the same order of magnitude in order for 
the inner filter effect to be avoided. To some extent these issues can be mitigated by carrying out 
several measurements with a similar excitation power density, registering the attenuation values in 
real-time and then performing averaging.  
Figure 9.19 and figure 9.20 illustrate some measurement data that is by no means unrelated to the 
power stability of the excitation source. In the former of these the transmitted excitation beam 
power registered by the power meter is plotted as a function of the elapsed time since the start of 
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another measurement session for two setup situations. The blue series represents data obtained 
with no sample inserted into the beam path whereas the red one shows the corresponding values 
with a sample attenuating the beam. In the latter figure meanwhile, the sample absorptance derived 
using these two curves is featured for each time of acquisition. The results are relevant to include 
here despite their similarity to the ones presented in figure 9.1 in section 9.1.1, since they 
demonstrate how the so called cuvette misting effect influences the attenuation measurements.  
For the first 60 minutes of the experiment the cuvette was inserted into the excitation beam and 
then quickly removed once the respective digits displayed on the power meter had been noted down. 
As a result, the sample was up until then only exposed to the laser radiation for brief periods of time. 
Between minutes 60 and 70 however, it was left in the sample holder. After this time interval the 
sample appears to have begun to slowly attenuate the laser beam more and more. Even if this 
percentagewise only affects the red curve in figure 9.19 a small amount it ends up having a dramatic 
effect on the measured absorptance value, as can be seen by considering the red circles in figure 
9.20.  
At this time it is not possible to say anything conclusive about what causes this misting effect, though 
from this data it seems likely that the energy deposited with the sample by the laser radiation does 
influence the process. It should be noted however that the misting does happen to a sample 
eventually even if it is kept out of the beam. 
  
Figure 9.19 The transmitted excitation beam power since the start of the measurement session, with and 
without the UCNP sample in the beam path. 
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Figure 9.20 The absorptance coefficient of the UCNP since the start of the measurement session. This data was 
calculated using the information presented in figure 9.19. 
In the graph presented in figure 9.21 the peak luminescence signal values, obtained for a few 
positions along the metal rail during a process to locate the sample holder at the excitation beam 
focus, are given. For every data point both the sample holder and the luminescence tube were 
translated and the maximum possible intensity count value achievable was noted down. It would 
appear from these results that even a small shift of the order of a few millimeters away from the 
focus position has a large impact on the generated upconverted luminescence intensity.   
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Figure 9.21 The maximum luminescence signal obtained using the spectrometer for different sample positions 
during the process of positioning the sample in the focus of the excitation beam in preparation for a relative 
quantum yield experiment.  
The next few graphs illustrate how important it is to keep adjusting the temperature of the laser 
diode, if the spectral content of the excitation beam is to be maintained throughout the 
measurement session. Figure 9.22 shows a number of spectra, the observed intensity as a function of 
the radiation wavelength, corresponding to the 975 nm labeled laser diode radiation output obtained 
by positioning the tip of an optical fiber connected to the spectrometer directly into the beam path 
whilst pointing it towards the light source.  To avoid inflicting damage on the highly sensitive 
spectrometer sensor, it was of great importance to only probe the outer edges of the beam. The 
spectra of the graph represent the current values presented in table B.1 in appendix B but with the 
laser diode temperature being kept constant at 15.0 degrees Celsius (blue) and 25.0 degrees Celsius 
(red) respectively.  
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Figure 9.22 Normalized excitation spectra obtained using the spectrometer for two different constant laser 
diode temperatures showing how the spectral contents of the laser signal will change as the laser driver 
current is ramped up.  
Complementing this data, the wavelength value at the location of the peak intensity is plotted in 
figure 9.23, for each current value. 
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Figure 9.23 The wavelength value at the peak intensity of the curves plotted in figure 9.22 for two different 
constant laser driver temperatures, further illustrating how the spectral content of the laser signal will change 
as the laser driver current is ramped up. 
If the temperature is adjusted according to table B.1 in appendix B as the current is varied on the 
other hand, the results in figure 9.24 and figure 9.25 are instead obtained. 
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Figure 9.24 The normalized excitation spectra obtained with the spectrometer when the laser diode 
temperature is adjusted as the laser driver current is ramped up. These curves are directly comparable to the 
ones presented in figure 9.22. 
 
Figure 9.25 The wavelength value at the peak intensity of the curves plotted in figure 9.24. By comparing these 
results to the ones presented in figure 9.23 it can be seen that adjusting the laser diode temperature as the 
laser driver current is ramped up increases the spectral stability of the laser radiation. 
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By comparing these results to those presented in figure 8.8 in section 8.6 it is obvious that the 
temperature of the laser diode can have a significant impact on the optical response of the UCNPs, 
despite a constant excitation intensity. Even if the quantum yield of the particles is assumed to 
remain the same regardless of the shift in the spectral content of the excitation light, the optical 
brightness, as defined in section 3.6, will change significantly due to the molar absorption coefficient 
being highly dependent on the wavelength.  
An example of how this effect could impact the quality of the single point tomography data is given 
in figure 9.26. As a result of the wavelength of the laser radiation changing due to the diode 
temperature being kept constant, the slope efficiency of the curve is larger for higher excitation 
power values than for lower ones. 
 
Figure 9.26 Incorrect single point tomography data obtained without adequately adjusting the laser diode 
temperature as the laser driver current is ramped up. This curve is expected to have had a constant slope, 
provided the temperature calibration procedure had been followed. It can be seen however that the slope 
actually increases for higher excitation powers at the phantom entrance. 
Even if only the later part of the graph was significantly affected during this particular experiment the 
unpredictable nature of the phenomenon serves as strong motivation for why the problem should be 
addressed. Not only does the effect lower the quality of the acquired data but since it ultimately 
originates from the behaviour of the diode itself, any tomography results obtained without adjusting 
the diode temperature, might be very difficult to reproduce if the component stopped functioning 
and had to be replaced.  What is even more pressing is that the results might take on an arbitrary 
appearance, where the shape of the luminescence graph could depend more on how the output 
signal from the laser changes with the current than on the corresponding fluence rate shift at the 
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epoxy sample. In theory it should even be possible to keep the slope of the curve constant 
throughout the measurement, even if the excitation fluence rate is ramped up and the sample depth 
is maintained, by simply altering the laser diode temperature. The reason for why this is the case can 
be understood by first realizing that the experiment actually probes the brightness of the particles 
and not just their quantum yield, as a function of the administered excitation power density. Since it 
is only the latter that carries with it any actual depth information, any change to the molar 
absorption coefficient during the investigations will obfuscate the results. The best way to avoid this 
situation is to keep the excitation wavelength constant throughout the experiment. 
Interestingly enough, the spectral shift of the excitation radiation should not be much of concern 
during the quantum yield experiment however, assuming the quantum yield itself does not vary with 
the excitation wavelength. This is because the effect is automatically accounted for since the sample 
attenuation is measured in real-time. 
In figure 9.27, the luminescence signal values obtained at a 90 degree angle to the direction of the 
respective excitation beams, originating from a UCNP sample and a sample with DY-781 molecules, 
are plotted as a function of the orientation of the polarization axis of a linear polarizer located in 
between the sample position and the detector. For this experiment no linear polarizer was included 
in the excitation beam path, which should imply that the excitation radiation applied to the two 
samples was more or less unpolarized in nature. Both data sets were acquired using the Ocean Optics 
spectrometer described in section 6.1.5. 
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Figure 9.27 The total integrated area of the DY-781 fluorescence peak obtained using the spectrometer, as the 
angle of a linear polarizer located between the sample and the detector is rotated. These results indicate that 
the DY-781 emission pattern might not necessarily be isotropic. 
Whilst the DY-781 emission appears to have a polarization vector composition such that the 
transmitted intensity does not change much as the polarizer is rotated, the signal from the 
Upconverting nanoparticles seems to show a significant dependence on which intensity component 
is observed. With both particle types appearing to emit at approximately the same wavelength, the 
conclusion was drawn, based on this data, that the UCNP emission, as a result of the fluorometer 
setup configuration, must be nonuniform in nature, since the luminescence intensity apparently 
differs depending on if the average emission axis of the particles is oriented parallel to the 
propagation direction of the excitation beam or orthogonal to it. Based on the line of reasoning 
provided in section 4.1.2, this implies that it indeed is necessary to include two linear polarizers in 
the final fluorometer setup oriented at a magic angle relative to each other, when conducting 
measurements on UCNPs, as the observed signal might otherwise not be proportionate to the total 
emitted luminescence intensity. 
The fact that the emission from the DY-781 sample does not display the same polarization 
dependence is interesting in and of itself. It is possible that this can be explained by the fact that the 
DY-781 particles have a considerably smaller radius than the upconverters so that they have time to 
rotate into a more or less random direction before they relax down to its ground-state. There does 
exist a scientific field with the name polarization spectroscopy [2.1], which involves the investigation 
of luminescence polarization characteristics from a sample to derive information on such parameters 
as particle size and solvent temperature.   
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That the linear polarizers themselves operate as intended in the near-infrared wavelength range is 
illustrated in figure 9.28. The graph shows the combined extinction ratio of the two components, the 
transmitted intensity divided by the maximum transmitted intensity, plotted as a function of the 
angle between the respective polarisation axes. In order to obtain this data, the polarizers were 
positioned after one another, in the path between a highly stable white-light source and the end of 
an optical fiber which in turn was directed towards the light. By connecting the other fiber tip end to 
the Ocean Optics spectrometer it was possible to quantify how the transmitted signal varied as one 
of the polarizers was rotated around an axis defined by the direction of light propagation. 
From the results it seems reasonable to conclude that both filters, to a high degree, only let through 
light of a certain linear polarization, at least under low radiation intensity conditions. 
 
Figure 9.28 The maximum extinction ratios of the two linear polarizers used during the relative quantum yield 
experiment, for two different orientations of the front polarizer. 
In order to prevent the bright 975 nm excitation light that is scattered off of the sample and into the 
luminescence path from reaching the detector during the relative quantum yield measurements, it 
was decided that a short-pass spectral filter had to be installed in the luminescence detection tube. 
Even if this component has no effect on the upconverted spectra it does however, as a side effect, 
filter out some of the DY-781 fluorescence signal, due to the wider luminescence peak of the organic 
dye.  In figure 9.29 several normalized DY-781 fluorescence spectra have been plotted together, 
some of which were acquired with the spectral filter in the beam path and some of which without it. 
It is by taking the averaged ratio of these two groups of curves that the value of the spectral filter 
correction factor, filterCompensationFactor, in MatLab script EndDataEval2015.m is obtained.  
 
122 
 
 
Figure 9.29 A graph showing a series of DY-781 fluorescence spectra, normalized using their maximum values. 
The blue curves correspond to spectra obtained with the short-pass filter installed in the luminescence tube 
whereas the red ones were acquired after the filter had been removed. 
The final few graphs included here contain data on the reliability of the beam profile measurements 
using the beam-profiler camera and the stability of the beam diameter itself.  In figure 9.30 the value 
of the average 1/eଶ beam profile width at the real excitation beam focus is plotted as a function of 
time since the start of the measurement. Figure 9.31, meanwhile, features a comparison between 
the average beam profile 1/eଶ width value acquired at the real excitation beam focus and the one 
obtained at the reflected beam focus. Finally, in figure 9.32, the results from an experiment where 
the reproducibility of the measurement position was investigated are shown. This latter data set was 
obtained by repeatedly positioning the beam profiler camera in the true excitation beam focus, 
recording the beam profile image and then removing the device completely from the beam path. 
It would appear, based on these initial results that it is difficult to come up with an estimate for how 
large the measurement error related to the beam profile measurements is, due to the instability of 
the excitation beam itself. As such, these results seem to show that, if the instructions provided in 
section 7.1 are followed, the precision of the total relative quantum yield measurement discussed in 
this report is mainly limited by other factors than the precision of the beam profile measurement or 
the positioning of the beam profiler.  
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Figure 9.30 A plot showing how the 1/eଶ beam profile width obtained using the beam profiler camera can vary 
over time even if the device is not translated during the measurement process.  
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Figure 9.31 A plot comparing the 1/eଶ beam profile width at the transmitted focus and the reflected focus of 
the excitation laser beam for the relative quantum yield setup, obtained using the beam profiler camera. These 
data points were acquired chronologically from left to right. As such, the data set both demonstrates how 
accurate the approximation is that the reflected beam focus has an identical intensity cross section profile to 
the transmitted one is but also how reproducible the actual positioning of the camera is, since the device was 
moved between each acquisition.  
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Figure 9.32 A plot showing the reproducibility of the beam profile width measurement of the excitation beam 
with the current setup, when following the measurement procedure discussed in section 7.1. In between each 
measurement the beam profiler was completely removed from the beam path and also unmounted from the 
optical table. 
No data is included here illustrating the impact of not compensating for the background signal or not 
using the automatic exposure time setting of the beam profiler software. This is mostly because of 
how these two factors seem to have a much larger impact on the final data than any of the above 
discussed error sources. Based on the data behaviour experienced by the author of this report, not 
utilizing both of these software tools can lead to very arbitrary results. As a consequence of this, 
having the camera operate under these settings was considered the only real option for the final 
experiment of this thesis project. 
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10 Discussion 
Overall, the thesis project can in many ways be considered to have been very successful. Two 
complete setups have been meticulously designed and built using a large amount of optical 
components, after careful consultation with the reference literature. Following detailed 
measurement procedures, developed in conjunction with the design process, final high-quality 
results have also been obtained that demonstrate the capabilities of the respective systems well. As 
proof-of-concept experiments, both succeed in establishing the viability of two new technologies 
that show great potential for filling important roles in future UCNP applications.  
The quantum yield fluorometer experiment design constitutes the most significant achievement of 
the two, both because of the complexity of the measurement procedure itself but also since it 
involves some elements never attempted before by any research group. As a consequence of the 
unique optical properties of the nanoparticles, several new and interesting challenges were 
encountered throughout the course of the project that required adaptive problem solving to take on. 
It was for instance not clear from the start how to monitor the excitation beam profile, since such a 
measure was never necessary during relative quantum yield measurements of linear fluorophores.  
The actual assembly of the system itself was associated with great difficulty since the various 
components seldom were mechanically compatible with each other. Combined with the fact that 
there existed no precedent for what components would work with UCNPs and as a result no 
purchases were made specifically for this master thesis, this in reality meant that the step going from 
theory to practice, and the corresponding compromises this required, by far represented the main 
challenge of the project. There should for example be no need to expand the laser excitation beam 
and then refocus it before the excitation polarizer nor is it optimal to perform concurrent 
measurements of the sample attenuation when making observations of the luminescence signal, yet 
these steps were deemed necessary here. The current setup is, as a result of this, by no means the 
ideal quantum yield evaluation tool. What it does offer, however, is a comprehensive method for 
determining values for all of the important variables in equation 4.13 of section 4.2, with an accuracy 
that can to some extent be evaluated.      
For the biophotonics group in Lund, the knowledge obtained as a result of the project, should lead to 
major improvements to its UCNP characterization and UCNP imaging capabilities. In the opinion of 
the author of this thesis, it is particularly vital for the group to keep the following advice in mind for 
future experiments. These discussion points, in many ways, represent the main theory contributions 
of the master thesis to the field of biomedical imaging. 
 As the excitation radiation power is modulated during single point tomography 
measurements it is very important to make sure that the spectral content of the light does 
not change over the course of the measurement session, since the absorption properties of 
the UCNPs are wavelength dependent. This can be done by carefully adjusting the laser 
diode temperature, using a laser diode temperature controller, at the same time as the laser 
driver current is altered, for every data point.  
 In order to perform accurate relative quantum yield measurements of UCNPs meanwhile 
using a fluorometer based setup, it is necessary to quantify the amount of energy that is 
absorbed by both the upconverters and the reference particles. As a result, the attenuation 
properties of both of the optically active samples, as well as the corresponding blank samples, 
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must somehow be obtained. If the respective sample attenuation coefficients, for any reason, 
changes with time, it is recommended that the attenuation measurements are done in real 
time. 
 Since the UCNP luminescence emission pattern appears to show signs of being nonisotropic, 
it is necessary to install a linear polarizer in both the excitation path and the luminescence 
path of the above mentioned fluorometer with polarization axes oriented at a magic angle 
relative to each other.  
 As the excitation beam propagates through the sample cuvette in the UCNP quantum yield 
setup, the intensity of the beam will be gradually diminished. In order for each data point of 
the quantum yield measurements to correspond to a single excitation power [W] it is 
important to only make observations of a small excitation region in the cuvette. This can be 
facilitated by inserting a slit device into the luminescence path, in between the sample 
cuvette and the luminescence detection tube. 
 The optimal value for the absorbance of a sample when measured with a fluorometer setup 
lies between 0.04 and 0.05. If the value is too high, inner filter effects in the sample might 
lead to incorrect quantum yield results, whereas if the value is too low the luminescence 
signal could turn out very weak.    
 In order to position the sample in the focus of the excitation beam in this setup, a series of 
measurement should be carried out of the maximum obtainable luminescence signal at 
different locations along the direction of propagation of the beam, with each data point 
corresponding to a certain distance between the sample holder and the light source. For this 
to be possible the luminescence detection tube should be translatable along the beam path.  
 It would also appear that the only reliable option for determining the width of the excitation 
beam at this location is to use a dedicated beam profiler camera. This report includes 
detailed instructions on how to operate a commercial device manufactured by DataRay. 
 The fact that the cross section intensity distribution of the excitation beam is not uniform but 
instead closer to Gaussian in nature, most likely has a significant impact on the efficiency of 
the nanoparticle upconversion generation process. Since it is difficult to exactly generate a 
certain excitation beam profile with the current quantum yield setup, this most likely implies 
it can be difficult to reproduce any acquired data during follow-up measurement sessions. It 
could also mean that other research groups would struggle to confirm any obtained results. 
Software simulations were conducted during the thesis project in an attempt to investigate 
this hypothesis? In this report, a software analysis scheme is proposed that aims to 
compensate for this effect and translate the collected data such that the UCNP quantum 
yield is presented as a function of a uniform excitation power density.  
It should be mentioned that throughout the course of the project there always existed high hopes of 
generating a lot of accurate quantum yield data for a significant amount of different UCNP batches, 
that could be published in a high profile scientific journal. Unfortunately, this was not possible to 
achieve with this master thesis. Even though the present iteration of the setup allows for extensive 
uniform excitation power density sensitive UCNP quantum yield evaluations, providing a way to 
derive values for all of the important variables in equation 4.13 of section 4.2, it is not exceptionally 
well suited for large scale measurement campaigns, mostly because of the sheer time investment 
that each measurement session requires. It took roughly the same amount of time to generate the 
five averaged data points of figure 9.7 in section 9.1.1 as it took to collect two entire curves worth of 
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data for figure 9.13 in section 9.1.2. This is not a design flaw with the setup configuration or of the 
measurement procedure described in section 7.1, but instead the problem resides with the various 
instruments and components available to the Lund biophotonics group at the present time. For each 
data point the sample cuvette must be moved in to and out of the beam, a power meter value must 
be noted down manually, a spectrum must be acquired and a beam profile image must be taken 
whilst at the same time the laser driver current should often be changed, along with the laser diode 
temperature. During many of these measurements the ambient light in the room must be switched 
off and then on again since it obviously is difficult to carry out several of the steps in complete 
darkness.  Positioning the sample holder at the excitation beam focus also involves a small 
measurement session in and of itself, as does the process of placing the beam profiler in the 
reflected beam focus. While the quantum yield measurement system presented here represent a 
major step forward there is certainly room for improvements.  
This chapter is as a result focused on discussing the capabilities of the current fluorometer based 
setup and evaluating how it stacks up compared to other alternatives. In addition to this, the data 
and the quality of the results obtained with the imaging system are also assessed here.  
10.1 Discussion - single point tomography measurements 
The performance of the imaging setup during the main single point tomography experiment appears 
to be really good. It is evident, especially when several normalized luminescence signal curves are 
plotted together, like in figure 9.14 in section 9.1.2, that the distance between the epoxy sample and 
the entrance point of the excitation radiation into the liquid phantom has a significant impact on the 
slope of the curve. As the laser driver current is ramped up the particles closer to the bottom of the 
glass beaker begin to experience a saturating fluence rate much earlier than the particles at a larger 
depth, as a consequence of the exponential intensity fall off with distance that the excitation 
radiation experiences as it propagates through the imaging volume. Because of the speed with which 
each data point can be acquired the intensity instability of the light source with time, ends up only 
having a very small impact on the quality of the end results. 
It should be noted that it is not possible to obtain a unique location for the luminescence emitting 
sample using the theoretical model described in section 3.5, without also taking into account the full 
depth of the phantom. Since equation 3.37 and equation 3.40 of the section only contain expressions 
for the magnitude of the separation between the entrance point and the sample and not any 
additional directional information about their difference in position, the value for ݀  derived in the 
section actually represents the radius of a hemisphere, upon which surface the epoxy sphere is 
determined to be located on. The data evaluation procedure presented here should as a result 
mainly be considered as a not-so-complex and intuitive way of illustrating the relationship between 
the luminescence signal and the sample location. It is meant to highlight how the unique optical 
properties of the UCNPs provide a completely new dimension to the data that can be obtained with a 
standard luminescence imaging setup.  
In practice, replacing conventional fluorophores with UCNPs could improve the luminescence 
imaging modality in a number of ways. The most immediate impact this could have is that it could 
significantly decrease the time that is required to complete many typical tomography measurements, 
since it allows for more data to be collected over the same amount of time, without reducing the 
signal-to-noise ratio of the information.  
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It is also interesting to note that most UCNPs emit luminescence radiation centered at several 
different wavelengths at the same time, as the activators typically feature multiple energy levels that 
can take part in an upconversion process.  Since both the efficiency at which these processes 
generate luminescence and the rate at which they reach saturation will vary depending on which 
transitions are involved, the quantum yield as a function of a uniform excitation power density will 
be different for different output signal wavelengths. It is possible that this could, in the future, 
provide yet another dimension to data acquired using a UCNP based single point tomography setup. 
There does, in addition to this, also exist some plans to utilize the nanoparticles in photodynamic 
therapy (PDT) [2.7, 10.1, 10.2, 10.3], where they, once irradiated, could be custom made to initiate a 
toxic reaction inside living tissue for medical treatment purposes. This effect could for instance be 
used to damage cancer cells, without causing much harm to surrounding healthy tissue, if the 
nanoparticles are surface treated in such a way that they end up accumulating near tumors.     
Figure 9.26 in section 9.2 shows how important it is to take into account the absorption 
characteristics of the sample when performing imaging experiments with upconverters. If anything to 
some extent hinders the excitation radiation from reaching the nanoparticles located inside the 
sample, the slope efficiency of the luminescence signal curve can be significantly affected.  The 
results obtained during the very first single point tomography measurements demonstrated this even 
better, since the curves generated at this early stage exhibited a slope efficiency very close to 2, for 
all excitation power densities and regardless of the distance between the epoxy sphere and the 
bottom of the liquid phantom, except possibly at the highest current values for which the graph 
appeared to rise slightly. These issues were eventually determined to be caused by the first sample 
container not letting through enough excitation radiation, thus decreasing the effective fluence rate 
significantly, as well as by the earlier mentioned problem of the excitation wavelength changing with 
the laser driver current, unless the diode temperature is adjusted concurrently. It should be noted 
that these discoveries have already proved helpful during other projects for the biophotonics group 
in Lund. 
There are a few things that could be done in the immediate future to improve the setup even further. 
It is, first of all, not entirely obvious how many data points are needed to derive the desired depth 
information with the experiment. While the plotted curve in figure 9.14 in section 9.1.2 is excellent 
for demonstrating the concept of single point tomography with UCNPs, it may have been sufficient to 
simply make a few measurements for a very narrow excitation emission intensity interval instead. 
This could imply that there would have been no need to alter the camera exposure time setting 
several times throughout the experiment.   
Something else, which would also reduce the time required for the imaging session, would have been 
to automate the procedure steps described in chapter 7. In order to do this, software would have to 
be written, which is capable of communicating with both the laser current driver and the EMCCD 
camera at the same time. 
10.2 Discussion – relative quantum yield measurements 
In the following section the performance of individual components of the quantum yield 
measurement setup are discussed.  The chapter is thereafter concluded with a comparison of the 
experiment design to previous attempts at measuring the quantum yield of UCNPs along with 
recommendations on how to improve the system in the future. 
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There are quite a large number of factors that reduce the accuracy of the measurement or otherwise 
affect the quality of the acquired data negatively. Some of these are a byproduct of the method of 
choice, such as the inherent uncertainty associated with the quantum yield of the reference 
fluorophore, but there are also certain issues that, at least to some extent, could be avoided if some 
of the equipment were to be replaced. In the experience of the author of this thesis, the two most 
important factors from the latter group are those that can be attributed to the instability of the 
excitation radiation output originating from the 975 nm laser diode over time or to variance in the 
sample optical properties, both between different cuvettes but also for the same sample as the 
measurement session progresses. Even if both individually contribute to the uncertainty of the 
measurement it is the combined effect of the two that has the most significant impact on the 
experiment end results. It represents the reason for why the duration of the experiment must be so 
long. 
As shown in figure 9.18 and figure 9.30 in section 9.2, both the optical power of the excitation beam 
and the spatial extent of its cross-section will vary significantly over time, even if the laser driver 
current is not altered and the diode temperature is kept constant. Even though the respective data 
read-out values from the power meter and the beam profiler might remain fairly stable for much of 
an hour, drifting in value only by a few percent, periodically sudden larger changes tend to take place, 
altering the excitation fluence rate that would be applied to a UCNP sample noticeably more. None 
of these changes occur because of any of the components involved being moved, though this would 
indeed have a substantial effect, nor do they appear to be caused by faulty equipment. Instead, it is 
likely that the behavior is typical for this type of laser diode, operated with the standard equipment 
used here. Even though diode lasers are known for being cost-effective and highly flexible in terms of 
their functionality, it seems reasonable that the presently employed model would struggle to 
maintain a stable output for several hours at a time. Since the excitation power density needed to be 
acquired for each data point of the quantum yield measurement, it made sense to monitor both 
properties in real-time.  
It should be noted that, on its own, the issue with an unstable excitation beam does not 
automatically necessitate that the attenuation properties of the UCNP sample must be determined 
for every laser driver current value. As the absorption rate of the upconverters can be assumed to be 
linear with respect to the excitation fluence rate it should in theory be possible to derive a value for 
the amount of energy absorbed by these particles for every data point solely by keeping track of the 
power meter value with the sample in the beam path, by performing a single attenuation 
measurement at the start of the UCNP focused session. This would simplify the quantum yield 
experiment significantly since it would imply that it no longer would be necessary to move the 
cuvette a great amount of times for every power density value. Perhaps it could even have made it 
possible to automate much of the data acquisition process described in chapter 7.  
Unfortunately, because of how some of the optical properties of a typical UCNP sample exhibit 
strong tendencies to change with time, this scheme was decided to not be an option for this iteration 
of the setup. 
In figure 10.1 an image is shown of an emptied plastic cuvette, taken after an experiment with 
nanoparticles dissolved in cyclohexane. At the start of the measurement session the walls of the 
cuvette were highly transparent for visible wavelengths but as the experiment progressed, the plastic 
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became more and more opaque. While the effect was somewhat amplified once the inner surfaces 
were exposed to the open air after the liquid content had been removed, results from the final 
attenuation measurements already indicated a significant decrease in how much of the excitation 
beam intensity got transmitted through the cuvette compared to the beginning of the session. 
 
Figure 10.1 A cuvette showing clear signs of the “misting effect” after a relative quantum yield experiment. 
This “misting layer”, as it is referred to here, systematically appear on the inner cuvette walls after 
some time with an UCNP solution inside the container, even when the cuvette has been sealed with 
a plastic lid, in turn covered with black plastic tape. Preliminary observations indicate that the rate at 
which the layer grows is not significantly affected by laser radiation, meaning the phenomenon does 
seem to occur even if the cuvette is never introduced into the beam path. It also does not appear to 
spread constantly over time. The misting seems to become more and more noticeable over the 
course of the measurement, more or less increasing in significance exponentially. It should also be 
noted that the resulting white layer cannot be removed afterwards, indicating that it might not 
necessarily be caused by water vapor being adsorbed to the plastic from the air. Instead, it seems 
rather likely that it occurs due to a chemical reaction between the cyclohexane and the plastic 
material, since after an experiment, the cuvette appears to become more brittle compared to when 
it was new.   
To make the situation even more complicated, the amount of solvent within the cuvette tends to 
noticeably decrease over time, probably as a result of the cyclohexane evaporating. It is not clear 
whether or not this issue is related to the misting phenomenon. Whilst the former can be somewhat 
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negated by repeatedly resupplying the cuvette with fresh blank hexane throughout the 
measurement session, maintaining a constant concentration of nanoparticles by doing so is still very 
challenging, especially since the upconverters likely do not dissipate at the same rate as their 
suspending fluid. It is also possible that some of the upconverters are adsorbed to the plastic in the 
process, thus altering the concentration even more. 
Even if the region of the sample interacting with the excitation beam is not directly affected by the 
loss of solvent, a greater number of absorbers per volume unit will lead to an increase in the sample 
brightness. Unless this effect is accounted for by monitoring the attenuation properties of the 
cuvette continuously, the estimate of the quantum yield will end up being incorrect, as the amount 
of energy absorbed by the particles to be studied will, in this scenario, change significantly 
throughout the course of the measurement.  
To the two above mentioned issues should be added that the optical properties of the plastic 
cuvettes are not always identical. Based on measurements carried out with the thesis fluorometer 
setup the obtained attenuation rate will often differ from cuvette to cuvette, even if identical blank 
solvents are used for the two samples. Not only does this imply that there is no attenuation standard 
available that can be used to evaluate the current condition of a certain sample, but it also means 
that it is necessary to use the same cuvette for both the blank and the optically active samples. As a 
result of this, in order not to measure on polluted blank samples, the attenuation rate of the blank 
must always be obtained before the corresponding value for the UCNP or the DY-781 sample. While 
this task is not insurmountable by any means, it gives rise to situations where, if the UCNP sample 
needs to be replaced, for instance due to misting, an additional measurement must also be carried 
out first with the new cuvette filled with blank cyclohexane. 
All of these problems are, at least to some extent, accounted for and solved by conducting the 
excitation power density measurements in real-time and by following the set of instructions provided 
in chapter 7. Even with major changes to the excitation radiation output intensity or the excitation 
beam profile width between two data points, the determined quantum yield curve should not 
deviate from what is true for the studied UCNP batch, since both of the values corresponding to the 
ݔ-axis and the ݕ-axis of the data plot are acquired at the same time, for every excitation fluence rate 
value. 
This real-time scheme is unfortunately not ideal when it comes to keeping the precision of the 
attenuation measurements high. In order to avoid having the results obtained using a fluorometer 
setup be influenced by such things as the inner filter effect, it is necessary to keep the absorbance 
value of the sample cuvette as close to the recommended interval, between 0.04 and 0.05, as 
possible. As was mentioned in section 4.1.9 though, it can be very challenging to make observations 
of and to quantify such a small attenuation rate, since the fraction of light that is blocked is very 
small compared to how much is being transmitted. In a typical scenario the effect caused by the 
sample being inserted into the beam path might be partially drowned out by natural variations in the 
excitation beam intensity. 
According to the literature references provided earlier researchers are instead advised to first obtain 
the attenuation rate of a cuvette with a much higher concentration of absorbers separately from the 
quantum yield measurements. Once the absorbance of such a sample has been determined, which 
preferably should have a value closer to 0.5, the liquid contents can be diluted approximately by a 
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factor of ten and then be used for the relative quantum yield measurements. Since the attenuation 
rate of the cuvette samples employed during this thesis project appear to change over time however, 
it was decided it was not possible to follow this recommended process at the present time. In 
practice, it might have been difficult to fully achieve regardless, since samples with such a high 
attenuation rate would require very large amounts of nanoparticles per batch in order to be 
prepared.  
Throughout the course of the project several alternatives for measuring such small absorptance 
values were tried out. Using a setup with the Thorlabs DET110 photodiode, mentioned in section 9.2, 
connected to a digital oscilloscope was for instance attempted at one point. Eventually, the power 
meter was found to be the most suitable detector option for this application, since it generally 
provided access to data with a larger amount of significant digits compared to other available 
alternatives. It should be noted though that this amount does vary somewhat depending on the 
excitation power of the beam being investigated, as the device has different settings for different 
power ranges. Fortunately, the latter issue is handled fairly well by collecting several attenuation 
values and then averaging the results for each excitation power density data point. As a result, the 
most important sources of uncertainty for the attenuation measurements are indeed the instability 
of the excitation radiation output and the variation in the optical properties of the sample.  
When it comes to determining the spatial extent of the excitation beam focus and the acquisition of 
the luminescence spectra, the methods available from using the quantum yield setup appear to be 
fairly reliable and also quite versatile. Both types of measurements are admittedly affected by the 
instability of the excitation radiation signal, but to a lesser degree, since the signal-to-noise ratios 
between the signal levels corresponding to the respective quantities to be obtained and the average 
noise level caused by the laser intensity variation are much larger than for the attenuation 
measurements. If the laser driver current and the laser diode temperature are kept constant, both 
the beam profile width and the maximum luminescence intensity should for instance not deviate 
more than a few percent from the mean, for several minutes, unless one of the more sudden larger 
shifts takes place. In the event that the latter would occur, it might be better to repeat all steps 
associated with that particular data point. 
The main issue brought about by the variation in the laser light is instead that it is currently 
practically impossible, with the present setup configuration, to conduct the three main measurement 
steps, establishing the laser beam power attenuation due to the sample, the laser beam cross-
section spatial extent and the total luminescence signal, at exactly the same time. A certain period of 
time is for instance required in between noting down the respective power meter values and starting 
a luminescence spectra acquisition, as both have to be done manually. In most scenarios, this detail 
should only end up reducing the precision of the measurements rather than the accuracy, with it 
being possible to consider the variation as white noise.  
The only exception to this would be if the laser intensity either grows or falls off continuously as an 
averaged quantum yield data point is being generated. This could potentially give rise to more 
systematic errors in the final data, since it might imply that the excitation power density would 
consistently be different during the acquisition of the quantities corresponding to the value on the 
ݔ-axis and the value on the ݕ-axis in figure 9.6 in section 9.1.1, for all of the data points that 
eventually will be averaged. The best way to prevent this from becoming a significant problem is, 
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once again, to keep monitoring the laser output in real time, using the power meter and the beam 
profiler, and to possibly restart the generation of the averaged data point if the excitation signal 
behaves too erratically. 
Meanwhile, the actual performance of both the beam profiler and the spectrometer can be 
considered to be very satisfactory. Given how much data is needed for every averaged data point, 
the speed at which the respective images and spectra can be collected using these devices is vital for 
the feasibility of the experiment. With active instrument provided background compensation the 
influence from noise sources other than the instability of the laser becomes very minor, though 
carrying out these measurements in darkness is still a necessity. It is currently not possible to shield 
the setup from ambient light or light from the laptop screen, since the sample holder must be 
accessed repeatedly over the course of the measurement session. Overall, the commercial beam 
profiler is very well suited for the specific task at hand. It comes with many useful features, most of 
which have already been discussed at length in section 6.1.7.  
The accuracy of the beam-profile measurements is related to how close to the excitation focus the 
sample can be located and figure 9.21 in section 9.2 illustrates how sensitive the positioning actually 
needs to be. With a spatial shift of only a few millimeters the magnitude of the luminescence signal is 
affected greatly. The ability to translate the camera, utilizing the millimeter precision screws, helps 
immensely with this, though it should be noted that identifying the ideal locations for both the beam 
profiler and the sample holder tends to be very time consuming, especially of the laser is at the time 
in an unstable phase. Adjusting the orthogonality of the components, as discussed in section 7.1, can 
also be quite challenging. This part of the setup could be improved slightly by finding metal rods of 
the same brand, such that their size becomes even more similar.  
As for the spectrometer, this device is also well configured to act as the luminescence detector 
during the fluorometer measurements. It was at one point brought up that liquid nitrogen could be 
used to indirectly cool the device in order to reduce the instrument related noise levels affecting the 
luminescence spectra. In the opinion of the author of this thesis, this would be excessive, since the 
signal-to-noise ratio already appears to be quite high, even for the lowest excitation power densities. 
The design choice to focus the excitation beam, rather than to collimate it, was made mostly out of 
necessity and should not necessarily be considered the optimal solution for fluorometer based 
relative quantum yield measurements. Despite trying out multiple linear polarizers, borrowed from 
several different research groups at the department of atomic physics in Lund, it was difficult to find 
two filters that both operated well in the near-infrared wavelength range. While the excitation 
polarizer ultimately chosen, based on the data presented in figure 9.28 in section 9.2, does appear to 
exhibit a very high extinction ratio near 800 nm when combined with the luminescence polarizer, it 
was not possible to evaluate the performance of the former at 975 nm because of the known optical 
properties of the latter. It should also be noted that it is difficult to know how well the excitation 
polarizer handles the highest excitation intensities. 
What is clear however is that the attenuation rate for light linearly polarized along the axis which is 
intended to be transmitted unfortunately is quite high, with the component decreasing the 
excitation power density at the sample position by at least a factor of 5. Though the corresponding 
value is several orders of magnitude higher for the blocked component it is by no means ideal. 
Fortunately, the resulting fluence rate seems to be high enough to sufficiently saturate most of the 
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UCNP samples regardless. The luminescence polarizer, in turn, attenuates the luminescence signal 
slightly by more than a factor of 2, mostly because it is meant to block one of the polarization 
components of the luminescence radiation.  
While they both do lower the signal-to-noise ratio of the acquired luminescence spectra, it is hard to 
assess how much of an impact the inclusion of the two linear polarizers in the setup has on the final 
data. Based on the theory presented in section 4.1.2, if the excitation radiation were to be 
completely unpolarized when reaching the sample, the obtained quantum yield value could at most 
be wrong by a factor of 2. In the event that the laser light polarization state is unknown or changes 
over time however, there is no upper bound for the error of the measurement. A purely hypothetical 
luminescent particle, with a perfect quantum yield of 1, could in theory emit all of its luminescence 
photons in directions other than towards the detector, due to the dipole pattern of the emitter 
radiation. While the actual measurement error is likely to be much less than a factor of 2, the 
arbitrary nature of the final value in such a scenario implies that there in practice exists no other 
option but to include two linear polarizers in the quantum yield setup. The notion of introducing a 
dependence of the quality of the final data on the behavior of the polarization state of the laser 
radiation over time, to a measurement that is already somewhat influenced by changes to the laser 
power and the laser beam width, is not that appealing.  
When considered as a whole, the various components of the setup seem to work well together, 
showing a high degree of compatibility. Because of the design choice to redirect a fraction of the 
excitation radiation to a secondary detection site, the excitation power and a representation of the 
spatial extent of the excitation beam can be monitored more or less in real time. A major downside 
to the current setup, however, is that it is very sensitive to perturbations. If for instance, by accident, 
one of the optical fibers or the luminescence tube is moved out of position even slightly during the 
measurement session, the results are very likely to be ruined. At that point, there likely would be no 
other alternative but to redo the entire quantum yield experiment. The fact that the optical fibers 
are taped to the optical table does help prevent the problem from occurring to some extent. In 
addition to this, the multiple pairs of metal rods screwed onto the optical table for alignment 
purposes are also very useful for spatially stabilizing the system.  
When carrying out the relative quantum yield measurements it is important both to be quick, as the 
laser radiation output or the sample optical properties might change in between each acquisition 
step, but also to be careful as to not displace any of the vital components of the setup. It should also 
once more be pointed out that it is critical not to disconnect and reconnect the end of the excitation 
optical fiber from the lens package. Doing so will not only alter the optical properties of the applied 
excitation beam but it is also very likely to change the alignment of the system.  
10.3 Discussion - software evaluation 
In chapter 8 a theoretical model designed to compensate for the fact that the intensity cross-section 
of the excitation beam is not uniform, was presented.  Though the theory behind the equation 
system introduced in this report likely is sound and the idea to solve the system in a least square 
sense almost certainly represents the best option, it is unclear how viable the obtained solution is. 
Even if the implementation of the MatLab solver presented in this report is assumed to be correct, 
the coefficients of the final compensated curve might not constitute a unique solution, and thus not 
necessarily be representative of the optical properties of the nanoparticles. The same criticism could 
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likely, on the other hand, be leveled against the fitting of a curve to the original data, since that too 
represents the solution to an overdetermined equation system problem. 
What is certain however is that the results presented in this report provide a very strong argument 
for that the intensity profile of the excitation beam cross-section has a great impact on the amount 
of luminescence radiation that is generated. According to the simulation results provided in figure 
8.6 in section 8.4 the error, unless this issue is addressed, could be as much as 100 %, in the event 
that a perfectly Gaussian excitation beam is incorrectly assumed to have a uniform excitation profile.  
10.4 Discussion - comparison between using an integrating sphere and a 
fluorometer based setup for determining the UCNP quantum yield 
As far as the author of this thesis is aware, the experiment presented in this report represents the 
first attempt at fully evaluating the relative quantum yield of a batch of UCNPs as a function of the 
excitation power density, using a fluorometer based system. While the idea to use a fluorometer to 
determine the quantum yield of a sample with luminescence generation efficiency to that of a 
standard is nothing new, in fact it probably is the most common method of choice for such a task, 
there are a few reasons for why the technique has never been applied to nanoparticles before. 
A possible explanation could simply be the novelty of the technology. Up until this point in time 
many of the published articles have focused on relative brightness measurements or on novel UCNP 
applications. That a certain manufacturing process yields brighter particles is for instance still an 
important discovery even if there is no information provided on exactly how bright they are. 
The fact that the efficiency of the upconversion process is dependent on the excitation fluence rate 
might have also played a part since this more or less entails that an estimate of the area of the laser 
excitation beam must be made, along with the interrogation of its power. Such measurements are 
likely very difficult to conduct using a commercial fluorometer as there for instance might not be 
enough space within the system to be able to fit a beam profiling camera in the beam path.  
All prior attempts at quantifying the UCNP quantum yield instead seem to have involved absolute 
measurements. In section 4.5 three published articles were mentioned in which the authors 
described three different experiments, where upconverting lanthanide ions in different forms were 
placed inside an integrating sphere and investigated there. Since the sphere collects luminescence 
emitted from the sample in all directions, the acquired signal is proportionate to the total emitted 
power. As a result, it is not necessary to make a comparative measurement of a reference standard 
when performing integrating sphere experiments, if the excitation power and the absorbance of the 
sample are also monitored, though doing so might still be favorable. This represents the most 
obvious advantage for deciding on absolute measurements over relative ones. 
Since the respective strengths and weaknesses of the integrating sphere and the 90 degree 
fluorometer techniques were considered from a general perspective in the theory chapter of this 
report, it remains here to evaluate how suitable the two setup alternatives are for determining the 
UCNP quantum yield. The article by Würth et al. [3.30], mentioned briefly in section 4.4, provides a 
good starting point also for this discussion. According to this work, made by researchers with years of 
experience in this particular field, the achievable uncertainties with the two methods are comparable. 
An example was for instance given where the quantum yield of a common linear fluorophore was 
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investigated using both techniques. The corresponding determined values were both reported to 
come with a relative uncertainty of between 6 and 7 %.  
There are several important factors however which make the uncertainty of the respective UCNP 
measurements larger than in the two above ideal scenarios. It is for instance currently impossible to 
find a perfectly suited reference standard for the relative measurements. As stated in the article by 
Würth et al., there is currently a distinct lack of scientifically tried and tested fluorophores available 
to researchers that absorb in the near infrared. This likely has to do with the fact that there 
historically has been a greater interest in studying luminescence particles that absorb at shorter 
more conventional wavelength ranges and as such the situation might be expected to improve with 
time.  
There is however a fundamental limitation associated with the idea to compare the luminescence 
generation efficiency of an upconverter to that of a standard linear fluorophore. If the latter is 
chosen based on the condition that it should have a matching absorption wavelength to the former, 
it will as a result of the unique optical properties of the nanoparticles by default have a vastly 
different emission wavelength. Likewise, selecting the standard such that the respective emission 
wavelengths become identical will unavoidably imply that two different types of excitation radiation 
must be employed to activate the samples. Either of these scenarios increases the inherent 
uncertainty of the experiment.  
Consider for instance a hypothetical case where the sensitivity of the detector is much greater in the 
wavelength range of the standard luminescence signal than that of the sample to be studied. Unless 
this spectral sensitivity difference is corrected for, the quantum yield of the latter will be vastly 
underestimated since such deviations are not divided away when the data is inserted into equation 
4.13 of section 4.2. The decrease in the theoretical accuracy for the whole experiment when 
different wavelengths have to be used is a direct consequence of the uncertainty associated with the, 
in this case, necessary sensitivity calibration step. 
For this thesis project the choice was made to select a reference standard which had a more or less 
identical emission wavelength as the UCNPs sample to be investigated, with the maximum of the 
respective emission peaks being near 800 nm. As mentioned, this however meant that different 
wavelengths had to be used to excite the respective samples, 785 nm for the standard and 975 nm 
for the nanoparticle cuvette. While the difference to some extent is compensated for here by 
changing the wavelength setting of the power meter, it should be kept in mind that the situation is 
not ideal.  
Any researcher attempting to reproduce the relative quantum yield measurements described in this 
report should also be aware of the fact that the emission spectra of DY-781 particles and a typical 
batch of lanthanide-doped nanocrystals are far from identical. Since the former are organic dyes they 
exhibit a much wider spectrum than the nanoparticles. In practice, this might imply that the main 
uncertainty associated with the difference in spectral qualities between the reference standard and 
the sample to be studied could be related to any wavelength dependent behavior affecting the 
luminescence path. That the reference dye is considerably brighter than the UCNPs could also affect 
the accuracy of the experiment in a similar way, since the detector might for instance not respond 
linearly to a change in the luminescence signal intensity. 
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Regardless if a fluorometer based or an integrating sphere based technique is chosen for evaluating 
the UCNPs, the fact that the efficiency of the luminescence generation process of the particles is 
highly dependent on the excitation fluence rate demands that an estimate of the beam profile spatial 
extent is made together with the probing of the excitation power, if anything quantitative is to be 
said on the topic of the absolute value of their quantum yield. The only scenario where such a 
measurement would not be necessary would be if the excitation radiation field was modified by its 
passage though the excitation path in such a way that the cross-section intensity distribution became 
uniform. As a result, since this implies that an additional required step is introduced to the process, 
the uncertainties of the UCNP experiment will in practice never be as small as the ones described in 
reference [3.30]. 
This issue can be addressed somewhat elegantly when using a 90 degree fluorometer setup by 
directly introducing a beam profiler camera into the excitation beam path and acquiring an image of 
its intensity cross-section profile. If a separate detection site is set up, like the one described in this 
report, it is even possible to evaluate the excitation power density in real-time. During integrating 
sphere measurements however these options are seldom practically feasible, since they would 
require the beam profiler to be inserted into the sphere somehow without altering the laser beam. 
In the three articles discussed in section 4.5 covering quantum yield measurements on lanthanide 
based upconverters with an integrating sphere, the respective research groups approached the 
problem of estimating the excitation power density in three different ways. Since in the first 
published article a sample in powder form was studied, it was possible for Page et al. [4.11] to avoid 
the measurement entirely by placing the optical fiber tip providing the excitation radiation such that 
it came into direct contact with the sample. While radiation exiting an optical fiber is likely to be 
heavily divergent it should have a fairly uniform cross-section intensity distribution in the immediate 
vicinity of the fiber tip. Due to the highly scattering nature of the powder compound, almost the 
entirety of the luminescence signal was assumed by the researchers to originate from the region 
closest to the tip and as a result, the excited nanoparticles could in turn be seen as experiencing an 
approximately uniform excitation power density. The group managed to demonstrate the validity of 
this idea to some extent by comparing the quantum yield values obtained using optical fibers with 
different core diameters. Even though this technique represents a clever solution to the problem, it is 
not applicable to measurements involving dilute nanoparticle samples, like the ones investigated 
during this master project, however because of how the beam will diverge as it passes through the 
cuvette.  
In the remaining two articles no further novel beam spatial extent measurement concept were 
introduced. Boyer and Veggel [4.5] did indeed report a value for the excitation beam diameter at the 
sample position inside the sphere but did not go into detail how this value was ascertained.  Faulkner 
et al. [4.12] meanwhile discussed the issue at length but arrived at the conclusion that making 
reliable measurements of the beam diameter inside an integrating sphere is too challenging for a 
reliable value to be provided, for instance citing difficulties in achieving the same beam-sample 
alignment for different sessions. The fact that the quantum yield values that they obtained could vary 
with as much as a factor of 2 between measurements due to this shows how challenging the 
quantum yield measurements become when the efficiency of the luminescence generation process is 
dependent on the excitation fluence rate. Such observations are of great value for the scientific 
community since these difficulties likely are not related to the choice of equipment or the 
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measurement procedure but instead might reveal an inherent problem one can expect when 
studying UCNPs. They also highlight how uncertain some unsubstantiated assumptions can be and 
how much of an impact they can have. With this in mind, the relative complexity of the relative 
quantum yield experiment presented in this report could potentially represent an advantage, since it 
in theory should allow for more detailed control of measurement parameters such as the excitation 
radiation intensity distribution profile and the alignment of the beam with the sample. 
Overall however, it is not possible at this point to draw any conclusions on whether or not a 
fluorometer based setup or an integrating sphere based setup is the most suitable for evaluating the 
UCNP quantum yield of dilute samples. It is for instance not clear if the issue of nonmatching spectral 
properties for the standard and the sample to be studied increases the achievable uncertainty of the 
relative quantum yield measurement more than the difficulties in determining the beam profile 
increases it when using an integrating sphere. Since relative quantum yield measurements are also 
affected by the availability of a well investigated reference standard to researchers, a situation which 
might improve with time, the correct choice might be different a decade from now. While the 
organic dye DY-781 used here is commercially acquirable, it is still fairly new and has thus, as of yet, 
not seen much scientific evaluation. 
What this report does do is provide a strong argument for that monitoring the excitation beam 
profile is necessary for accurate quantum yield results to be obtained together with offering an 
alternative for how this can be achieved. In addition to this, the simulation data presented here also 
demonstrate that making the approximation that an excitation profile has a uniform intensity 
distribution when in reality it is closer to Gaussian in nature increases the uncertainty of the 
measurement significantly. The fact that it is possible to monitor all of the important parameters of 
the measurement in real time as the experiment is being carried out could also be advantageous in 
certain scenarios.  
For the scientific community it has not yet been fully established what the best method for 
evaluating the luminescence generation efficiency of UCNPs actually is. Quantum yield 
measurements on linear fluorophores are surprisingly challenging in their own right, with reported 
values often differing by a substantial amount from paper to paper, and the excitation power density 
dependence of the upconverters introduces further issues that need to be addressed. Seen in this 
light, this report contains a wealth of important information that can be of use in the future, not just 
for relative quantum yield experiments but also for better understanding measurements involving 
integrating spheres. 
10.5 Recommendations on how to proceed in the future 
In the previous chapters and sections of this master thesis report two setup concepts, one for 
characterizing the luminescence quantum yield of dilute samples of UCNPs as a function of the 
excitation power density and one for conducting single point tomography experiments using the 
unique optical behavior of these particles, were presented. Guidelines on how to best carry out 
measurements using these instruments have been provided and the performance of the individual 
components have been evaluated. What is left is to consider future improvements to the present 
designs. 
In the opinion of the author of this thesis, the best course of action for making the quantum yield 
system better would be to do the following.  
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Efforts should first of all be focused on improving the actual UCNP samples themselves. The problem 
with the optical properties of the sample degrading over time makes the current measurement 
procedure needlessly complex. Since a misting layer appears to form on the inner plastic surface of 
the cuvette after much less than an hour with cyclohexane included in the container, it is necessary 
to keep track of the sample attenuation rate in real time and to replace the cuvette several times 
throughout the measurement. With the misting affecting all sides of the sample, this phenomenon 
should not only change the attenuation value of the cuvette, but it should also decrease the 
luminescence power reaching the spectrometer.   
In addition to this it is not ideal that the optical behavior normally is slightly different for each plastic 
cuvette. While this to some extent can be compensated for during the experiment by measuring the 
attenuation value of each individual cuvette it is difficult to take into account how a change in the 
attenuation of the cuvette walls affects the luminescence signal. 
Because of the importance of these issues for how the measurement is carried out it is 
recommended that the samples are reevaluated and reconsidered. It might for instance be 
preferable to choose a different solvent than cyclohexane that is more compatible to the plastic to 
suspend the UCNPs or to use more conventional cuvettes made of quartz instead. For the latter to be 
an effective option, some way of cleaning the cuvette walls between each session must be 
established, such that any particles adsorbed to the inner walls can be removed. Hopefully, a sample 
can be created such that the nanoparticle concentration, and thus the sample attenuation, remains 
constant throughout the experiment. 
If the above can be accomplished, the next task should be to study the attenuation measurement 
process itself in more detail. Topics such as if the sample attenuation measurements are 
reproducible and whether or not translating the power meter head along the excitation beam 
changes the obtained results should be addressed. Perhaps it is important to use spectroscopic grade 
solvents instead of the industrial grade ones employed for this report. Whether or not the amount of 
solvent in the cuvette has an effect on the acquired attenuation data must also be evaluated. If for 
instance a half full cuvette is determined to have a different attenuation coefficient than when it is 
full, even if the excitation laser beam travels through the lower regions of the cuvette, then the 
maximum solvent amount must be used for all measurements, like during the experiments in this 
report.   
With access to an instrument which enables highly reliable attenuation measurements it might be 
possible to make use of the technique where a sample with appropriate attenuation properties is 
prepared in two steps. First, a highly concentrated solution is characterized with the high degree of 
accuracy that follows from studying a sample with an attenuation rate that is close to 0.5. By then 
diluting the contents of the cuvette by exactly a factor of 10, a low absorption sample not affected by 
the inner filter effect, can be generated with a well defined attenuation rate. It might eventually be 
necessary to collimate the excitation beam to improve the attenuation measurements enough for 
this to be possible. 
Once all of the above has been achieved the need to manually move the cuvette into and out of the 
beam during over the course of the experiment becomes much less pressing. In such a scenario, the 
speed at which the quantum yield associated data is acquired could be improved significantly. If the 
various detection sites are shielded off from the light of a computer screen it might then be possible 
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to carry out an entire UCNP sample measurement series whilst sitting down next to the computer. 
The laser driver current and the laser diode temperature could be altered for every data point from 
there, whilst at the same time the power meter readings, the luminescence spectra and the beam 
profiler images are collected in more or less complete darkness, without the researcher having to 
switch positions.  Since the attenuation rate of the cuvette would be well known, the single power 
value from the power meter would in this case be enough to estimate how much energy has been 
deposited with the nanoparticles. As a result of all of this, it might become possible, using the already 
available setup, to conduct large scale measurement campaigns of a wide selection of different UCNP 
batches. 
In addition to the above mentioned changes, an ideal UCNP relative quantum yield measurement 
setup would require the following modifications to the present system. If a linear polarizer that can 
withstand greater excitation power densities could be found, it might no longer be necessary to 
expand the excitation beam before focusing it, a measure that for instance would make it easier to 
align the beam with the sample position but also one that potentially would make the attenuation 
measurements more stable. Such a polarizer might also attenuate the light with a linear polarization 
that is supposed to be transmitted much less, increasing the achievable maximum excitation power 
density. A linear excitation polarizer suitable for measurements in the near-infrared, meanwhile, 
would further make it possible to evaluate the performance of the components during high radiation 
power conditions.  
It is strongly recommended by the author of this thesis that the DataRay beam profiler, or an 
equivalent product specifically designed for beam profile measurements, is used for any fluence rate 
dependent quantum yield measurements in the future. Not only does it make the experiment easier 
to reproduce reliably by other research groups, adding credence to any published results, but the 
extensive software suite compatible with the device is tremendously helpful during the many 
intricate steps involved in the measurement procedure. Even when utilizing the beam profiler the 
results obtained can appear erratic, with great patience being required before the cross-section 
profile stabilizes. Since the value of the beam profile diameter will vary dramatically as a function of 
the camera integration time, sometimes by tens of percent, the automatic exposure time selection 
feature serves as a vital tool that is necessary for any quantum yield data to be reproducible.          
It should also be mentioned that acquiring a more stable light source for the research group would 
likely improve the quality of the obtained data a great amount, though it is not clear yet whether the 
financial investment would be justified.  
Over a slightly longer time scale, it might be of interest to try to entirely automate the UCNP 
evaluation step of the quantum yield measurement. This would however require that a software 
program is written, perhaps in the LabVIEW platform developed by National Instruments that is 
capable of communicating with the various devices, providing them with electronic instructions in 
real time. 
As for the single point tomography experiment, it should at the present time be viewed as a proof-of-
concept demonstration of the present capabilities of the UCNPs rather than the establishment of a 
complete technique. Further research would have to be made to determine how the ability to obtain 
depth information without translating the luminescence detector could be used to improve present 
luminescence imaging modalities. The next step would likely be to evaluate exactly how many data 
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points are needed for an accurate estimate of the quantum yield coefficients for the imaging volume 
system to be made. 
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11 Conclusions 
Upconverting nanoparticles are a novel class of lanthanide based luminescence probes that show 
great potential for opening up new exciting possibilities within the field of medical imaging. Because 
of their ability to, even under relatively low excitation fluence rates, convert near-infrared light into 
luminescence radiation with a shorter wavelength, they are in many ways ideal candidates for 
serving as biomarkers during in vivo imaging applications. Not only does operating in this unusual 
wavelength region decrease the attenuation rate that the excitation and emission signals experience 
as they propagate through the imaging volume, compared to what is the case with more 
conventional fluorophores, but it also almost entirely ensures that no endogenous fluorophores are 
excited during the optical interrogation process, effectively reducing the autofluorescence noise 
levels of the measurement. The capabilities of research groups to adapt the optical properties of the 
Upconverting nanoparticles to different applications can, in addition to this, already be considered to 
be vast. 
For this master thesis, two separate experiments focused on these upconverters, were designed and 
evaluated. In an attempt to characterize the quantum yield of dilute samples of UCNPs as a function 
of the excitation power density, a setup based on a conventional 90 degree fluorometer concept was 
assembled, with some slight modifications to allow for the monitoring of the excitation power 
density in real time. Using this system the efficiency of the nanoparticle luminescence generation 
process was compared to that of a reference standard linear fluorophore, the latter which was 
assumed to have a well known quantum yield. By collecting values proportionate to the amount of 
energy absorbed and the magnitude of the emitted luminescence power for the respective particles, 
an estimate of the UCNP quantum yield could be derived without the need to carry out absolute 
measurements, via equation 4.13 in section 4.2. 
The second experiment, on the other hand, was designed to demonstrate how the fluence rate 
dependence of the nanoparticle quantum yield could, through luminescence imaging, be used to 
obtain data on where in the imaging volume the optically active sample is located. By relating the 
slope of the UCNP quantum yield power density dependence curve to the distance that the 
excitation radiation has travelled before reaching the sample, it was shown that the unique optical 
properties of the upconverters can be used to reveal additional information to researchers that 
would not be offered if the measurements were carried out with more conventional, linear, 
fluorophores acting as biomarkers. The experiment itself was designed to simulate the conditions 
one would encounter when performing in vivo measurements. To achieve a representative imaging 
volume a liquid phantom was prepared by carefully mixing water and intralipid, and lowering an 
epoxy based UCNP sample into this solution. 
Much of this report was dedicated to describing how the two experiments were set up and detailing 
the best procedures for conducting measurements with them. These two topics were covered in 
chapter 6 and chapter 7 respectively. The performance of the two systems and recommendations on 
how to improve them meanwhile were discussed in chapter 10. This chapter also includes a section 
on how the thesis fluorometer setup compares to previous attempts at characterizing the UCNP 
quantum yield. 
In addition to this, in chapter 8, a theoretical method for evaluating the UCNP quantum yield as a 
function of a uniform excitation power density was proposed using unprocessed quantum yield data 
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generated with a nonuniform excitation laser beam cross-section profile. It is based on the principle 
that even though each data point in figure 9.6 in section 9.1.1 corresponds to a large amount of 
different excitation fluence rates, it should still be possible to say something about the relationship 
between the upconversion efficiency and the experienced excitation power density for a single 
nanoparticle, since all of the beam profile data is known. Following this basic idea an equation 
system, like the one presented in section 8.13 of section 8.2, was set up and solved using actual data 
collected with the beam profiler, with variable values corresponding to individual pixels of the 
images. A compensated version of the green curve in figure 9.7 in section 9.1.1 could then be derived 
by finding the solution to this equation system that best fits the acquired data in a least square sense. 
Above all else this thesis demonstrates how important the attention to detail is when carrying out 
relative quantum yield measurements on UCNPs. Even when following the detailed instructions 
presented in this report, great care must be taken during many of the steps of the experiment for 
accurate data to be obtained. The challenges do not appear to be insurmountable however. 
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12 Appendix A – Measurement procedures 
12.1 Measurement procedure – relative quantum yield measurements 
12.1.1 Safety  
For safety reasons protective eye-wear should be used whenever the laser diode is active. Care 
should also be taken when handling the hexane stock solution as it can cause irritation if the skin is 
exposed to it or if it is inhaled.  
12.1.2 Setup preparation  
 Turn on the 975 nm laser diode and its diode temperature controller. 
 Configure the power meter such that it is set to probe 975 nm wavelength light. 
 Set the laser driver current to 400.0 mA and the laser temperature controller to 25.0 degrees 
Celsius. 
 Check the quality of the beam profile close to the excitation beam focus using the beam-
profiler and automatic exposure time selection. The beam-diameter value will only remain 
fairly stable over time if the beam intensity distribution here is close to Gaussian. Explicitly, 
this implies that the ellipticity value of the beam, one of the statistics that are presented in 
the profiler software, is equal to or higher than 0.9. The automatically selected exposure 
time should be close to 1.5 ms or shorter. In the event that these conditions are not fulfilled 
when the laser driver is first turned on, the optical fiber end connected to the laser diode 
mount can be moved slightly, either by adjusting one of the positional screws or simply by 
removing and reconnecting it. It should be noted that how easy this is to achieve, is very 
much dependent on the positional stability of the optical fiber. Once a satisfactory Gaussian 
profile has been obtained it is recommended that the fiber is taped tightly to the optical 
table which the fluorometer setup has been mounted on, to keep it from shifting throughout 
the experiment. 
 It is recommended to let the laser stabilize in temperature for 1 hour with the beam profiler 
in the beam path before beginning the measurement. 
 Prepare the DY-781 sample. The 20 µM DY-781 stock solution prepared during the thesis 
project is too concentrated to be used directly for quantum yield experiments, as its 
absorbance value exceeds that of the limit of 0.05 which was discussed in section 4.1.10. An 
appropriate sample can instead be obtained by mixing approximately 5 µl of the stock 
solution with 4000 µl of pure ethanol using a plastic tip pipette, and pouring this new 
solution into a plastic cuvette.  
 Prepare the UCNP sample. Since synthesizing a batch of UCNPs is very time consuming, 
preserving as much of the particles as possible is highly desirable and as such great care must 
be taken when handling the nanoparticle solutions. Any movement of the solutions between 
the glass storage vial and the plastic cuvette used for the measurements should be done 
using glass pipettes, since a chemical reaction might occur between the cyclohexane and the 
plastic if plastic tip pipettes are used for this type of solvent. A solution of cyclohexane 
evaporates very quickly if exposed to open air. Whilst the nanoparticles themselves remain 
in the cuvette they are easily adsorbed to the plastic cuvette walls if no solvent remains in 
the solvent container. As a result it might be necessary to replenish the cuvette solution with 
cyclohexane or to move the UCNP solution to fresh cuvettes several times throughout the 
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experiment. This however unfortunately means that it can be very difficult to maintain a 
constant particle concentration during all the quantum yield measurements. 
 Position the beam profiler in the focus of the excitation beam and acquire an image of the 
beam profile under low laser radiation power and automatic exposure time selection. This 
will make it easier to correctly position the device in the focus of the reflected beam. Make 
sure that the average measured 1/e2 beam-profile diameter value is stable over time.  
 Position the beam profiler in the focus of the reflected beam and compare the 1/e2 beam-
profile diameter value at this position with the one obtained in the focus of the main 
excitation beam using the same low power. If the laser output is stable over time, the two 
observed diameter values should match quite well with each other. It should be noted that 
the automatic exposure time selection setting should be active here as well, even though it 
implies that different exposure times are used at the two locations. The time that is selected 
by the software should be around 30 ms or shorter at the reflected beam focus position. 
 Make sure that the luminescence slit is located parallel to the center of the cuvette when it is 
placed in the sample holder. This step increases how well the excitation fluence rate can be 
estimated. For the same reason, the slit should have an orientation that is as close to being 
vertical as possible. The latter can be controlled by carefully placing a spirit-level on top of 
the slit piece.  
 Align the fluorescence detection tube using two metal rods located to the left of it such that 
the emission detection path is orthogonal to the excitation beam direction. The metal rods 
should be screwed tightly to the optical table and be exactly of the same design and size. 
 Position the sample holder such that the focus of the excitation beam is located in the center 
of the sample cuvette. Due to the power density dependence of the upconversion process 
this position corresponds to the location from which the maximum UCNP luminescence 
signal intensity can be obtained. In order to determine where this is, a number of different 
sample holder positions should be tried along the metal rail, each separated by a millimeter, 
until the maximum is found. It should be noted that for every test location the luminescence 
tube must be translated using the millimeter precision screw such that it is in line with every, 
since a millimeter shift of it in either direction significantly alters how much of the signal 
reaches the detector. During the above described procedure, a low concentration UCNP 
sample should be used to prevent inner filter effects from influencing what positions ends up 
being determined.  
 Move back the luminescence tube so that there is enough space for the luminescence 
polarizer between it and the sample holder.   
 Place the luminescence polarizer in between the luminescence slit and the luminescence 
tube and bring the latter as close to the polarizer as possible. 
 Make sure that it is still possible to detect an UCNP luminescence signal with the excitation 
polarizer in the beam path, even when a laser diode current of less than 420 mA is being 
used.  
 Return the low absorption UCNP solution to its storage vial. 
 Make sure that the beam-profiler sensor, once positioned in its reflected beam path position, 
does not become over-saturated, even when the maximum excitation power density is 
applied to the sample. According to the DataRay user manual [6.19], the measurements 
become inaccurate if the automatically selected exposure time becomes shorter than 0.5 s.  
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 Block the beam and record a background reference spectrum for the luminescence 
spectrometer using the helpful tool in the SpectraSuite menu. Even though this device is not 
as sensitive to instrument related or external noise as the beam-profiler sensor, this step is 
still necessary to avoid systematic measurement errors. Every time the excitation beam is 
blocked during a beam profile measurement it is a good idea to control the background 
spectrum and make sure that it is at a zero-level when no luminescence light could be 
reaching the detector. 
12.1.3 Calibration measurements 
Since the excitation beam power for obvious reasons cannot be measured directly with the sample 
cuvette in the sample holder, the power meter head must be located a short distance behind the 
sample position.  Unfortunately, the results obtained at the two different locations do not always 
agree with each other and in such situations the measurement at the beam focus is taken to be the 
most accurate one. In order to correlate the two power values a calibration measurement is 
performed, determining a scalar constant that can be used to translate the value found behind the 
sample holder into a value for the sample holder position.  
12.1.4 Luminescence generation efficiency measurements 
Traditionally, a relative quantum yield experiment consists of two identical measurements, one 
carried out on a sample to be studied and one performed on a reference sample with known 
luminescence generation efficiency qualities. Because of the unique optical qualities associated with 
UCNPs however the thesis trials instead involve a series of measurements on the upconverting 
sample, with each quantum yield data point corresponding to a certain excitation fluence rate. 
Increasing the number of data points will improve the quality of the acquired data, at the cost of 
increasing the duration of the experiment. Since DY-781, on the other hand, exhibits a linear 
dependence on the excitation power density it is still only necessary to interrogate this sample once. 
Meanwhile, in order to avoid errors caused by the excitation wavelength shifting in between the data 
points, it is important to consult the current-temperature calibration table presented in appendix B 
when each current value is set.  
The luminescence related measurements are done in the following order. 
 Measure the attenuation of the blank cyclohexane sample under 975 nm wavelength 
excitation light, using the first laser driver current value. This is done by first taking a reading 
from the power meter with the cuvette in the beam path and then another one after the 
sample has been removed. 
 Repeat the above points five times. This data series will later be used for averaging during 
the data evaluation step of the experiment. 
 Repeat the above points for all current values. 
 Make sure that no amount of scattered light reaches the detector. If some does, this must be 
accounted for by acquiring an additional spectrum corresponding to the blank cyclohexane 
sample and subtracting it from the original one. 
 Take the blank cyclohexane cuvette, remove the contents and refill it with the UCNP solution 
to be probed. 
 Measure the attenuation of the UCNP sample under 975 nm wavelength excitation light 
using the first laser driver current value. 
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 Acquire a luminescence spectrum of the emission from the UCNP sample under the above 
conditions using the spectrometer and the SpectraSuite software. Save the acquired 
spectrum as a txt-file. 
 Record the beam-profile of the reflected beam using the beam-profiler five times. Save the 
acquired data as wcf-files for later use. 
 Repeat the above point for all current values. 
 
 Cut off the power to the 975 nm laser diode and turn off its diode temperature controller. 
 Disconnect the optical fiber tip from the 975 nm laser diode mount, connect it to the 785 nm 
mount and turn on the 785 nm laser diode driver and its diode temperature controller. 
 Adjust the wavelength settings of the power meter such that it is set to probe 785 nm 
wavelength light. 
 Measure the attenuation of the blank ethanol sample under 785 nm wavelength excitation 
light. This is done by first taking a reading from the power meter with the cuvette in the 
beam path and then another one after the sample has been removed. 
 Repeat the above step five times. 
 Remove the blank ethanol cuvette contents and replace it with a DY-781 solution. 
 Measure the attenuation of the DY-781 sample under 785 nm wavelength excitation light, for 
the same laser driver current and laser diode temperature values as the above measurement.  
 Acquire a luminescence spectrum of the emission from the DY-781 sample under the above 
conditions using the spectrometer and the SpectraSuite software. Save the acquired 
spectrum as a txt-file. 
 Repeat the above points five times. As mentioned before, this data series will later be used 
for averaging during the data evaluation step of the experiment. 
 Make sure that no amount of scattered light reaches the detector during this step either. If 
some does, this must be accounted for by acquiring an additional spectrum corresponding to 
the blank sample and subtracting it from the original one. 
 
 Cut off the power to the 785 nm laser diode and turn off its diode temperature controller. 
 Disconnect the optical fiber tip from the 785 nm laser diode mount, connect it to the 915 nm 
mount and turn on the 915 nm laser diode driver and its diode temperature controller. 
 Adjust the wavelength settings of the power meter such that it is instead set to probe 915 
nm wavelength light. 
 Measure the attenuation of a UCNP sample under 915 nm wavelength excitation light for a 
single current value. This is done by first taking a reading from the power meter with the 
cuvette in the beam path and then another one after the sample has been removed. 
 Repeat the above step five times for the sake of averaging. 
 Remove the contents of the cuvette and replace it with a blank cyclohexane solution. 
 Measure the attenuation of the blank cyclohexane sample under 915 nm wavelength 
excitation light for the same single current value. 
 Repeat the above step five times for the purpose of averaging. 
 Cut off the power to the 915 nm laser diode and turn off its diode temperature controller. 
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12.2 Measurement procedure – single point tomography measurements 
12.2.1 Safety  
 For safety reasons it is important to wear protective eye-wear whenever the excitation 
source is generating radiation, as the laser radiation may be harmful to the eyes. 
12.2.2 Experiment preparations 
 Prepare the liquid phantom by mixing 350 ml of tap water and 20.9 ml of intralipid in a 
plastic beaker. The quantities of the two solution ingredients can be measured using plastic 
graduated cylinders. 
 Clean the glass beaker and the plastic sheet in the imaging cabinet to make sure that no dust 
on these surfaces interfere with the excitation beam path. 
 Make sure that the plastic sheet is located approximately in the focus plane of the camera by 
imaging a piece of paper placed on the sheet with a ruler pattern printed on it. If the pattern 
appears blurry the distance between the focusing lens and the camera sensor can be 
adjusted by rotating the focusing ring in front of the device.  
 Turn on the 975 nm laser diode and its diode temperature controller. The laser should be 
kept on for the remainder of the experiment to increase the stability of the excitation signal. 
 Measure the excitation power just after the plastic sheet for one of the current-temperature 
pairs listed in table B.1 in appendix B, using the power meter.  
 Aim the tip of another optical fiber connected to the Ocean Optics spectrometer towards the 
liquid phantom. The signal reaching the spectrometer detector will be used for power 
calibration purposes. 
 Set the camera temperature to -70 degrees Celsius and wait for the device to cool down. 
 Activate the most detailed binning mode, 1x1. This increases the quality of the acquired data 
slightly at the cost of it taking more time for the image on the screen to update. The camera 
however is fast enough that selecting this setting will not really affect the experiment. It is 
unclear how much of an impact using the setting has on the final results. 
 Set the camera EM gain to 250 and the camera focus to 1.4. A pre amplifier gain value 
somewhere between 2 and 5 is normally suitable, though this depends on the strength of the 
received luminescence signal.  
12.2.3 Single point tomography measurements 
 Position the metal wire with the UCNP sample on top of the Blu-Tack pieces such that 
distance ݀ [m] between the epoxy sphere and the glass beaker bottom is as close to 6 mm as 
possible. The distance is best measured using a metal ruler.  
 Place the glass beaker on the plastic sheet in the imaging cabinet and carefully position it 
such that the excitation beam is directly aimed at the epoxy sample. Since the laser radiation 
is dangerous to look at, this is instead best done by observing the epoxy sphere using the 
camera, under low excitation power conditions and before any phantom is poured into the 
container. The beaker is in the correct position when a small spot of luminescence can be 
seen originating from the sample. 
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 Without moving the glass beaker, carefully pour enough of the liquid phantom into it that 
the distance between the phantom surface and the beaker bottom becomes as close to 7 cm 
as possible. 
 For all the laser current-temperature pairs that are listed in table B.1 in appendix B, irradiate 
the liquid phantom with excitation light from below and acquire an image of the resulting 
luminescence spot on the surface of the phantom using the camera. Because of the 
significant excitation power density dependence of the emission intensity of the 
nanoparticles, the camera exposure time will have to be adjusted throughout the experiment 
in order to keep the signal-to-noise ratio high enough during low excitation power conditions 
and to avoid over-saturation when the luminescence reaches its maximum signal intensity.  
 For every exposure time value used, collect a background signal with the excitation beam 
path being blocked, for instance by a piece of paper. 
 Further, for all the laser current-temperature pairs that are listed in table B.1 in appendix B 
obtain a spectrum using the Ocean Optics spectrometer. 
 Repeat the above measurements twice with the distance between the beaker bottom and 
the epoxy sample instead set to ݀ = 2 mm and ݀ = 4 mm respectively. For the larger values 
of ݀ it might be necessary to increase the pre amplifier gain setting in the camera software to 
improve the signal to noise ratio. 
 Cut off power to the laser diode and its temperature controller.  
 Turn off the camera after slowly having brought the camera temperature back close to room 
temperature using the menu controls. If the camera is turned off at too low of a temperature, 
the device might be damaged by defrosted liquid.   
 Wash the flat glass beaker and return the epoxy sample to its place in the storage cabinet. 
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13 Appendix B – Laser diode current-temperature calibration table 
 
Laser driver 
current (mA) 
Laser diode 
temperature (°C) 
428.2 24.90 
434.3 24.90 
438.4 24.85 
444.5 24.85 
451.8 24.85 
458.1 24.85 
464.6 24.85 
476.0 24.85 
483.5 24.80 
493.9 24.80 
506.2 24.75 
519.0 24.75 
534.0 24.70 
547.9 24.60 
566.2 24.50 
586.1 24.40 
606.3 24.20 
627.5 24.20 
657.2 24.00 
684.2 23.80 
717.0 23.65 
750.9 23.50 
786.4 23.45 
824.6 23.35 
870.6 23.15 
919.8 22.80 
974.1 22.60 
1033.7 22.15 
1099.3 21.75 
1171.4 21.55 
1250.8 21.30 
1338.1 20.95 
1434.1 20.50 
1539.8 20.10 
1655.9 19.30 
1747.8 18.80 
 
 
 
 
Table B.1 A table featuring pairs of laser driver current and laser diode temperature values that, based on the 
measurement results illustrated in figure 9.24 of section 9.2, appear to ensure spectral stability for the 975 nm 
laser diode radiation output. 
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14 Appendix C – MatLab code 
14.1 MatLab code – quantum yield beam profile dependence simulations 
function gaussianUniformCompensation 
% gaussianUniformd1e2Compensation receives quantum yield data acquired with a 
% certain excitation profile and prints out the calculated coefficients ac 
% and bc valid for a uniform power density. 
% eta = ac*yuniform/(bc+yuniform) 
% The matlab function lsqcurvefit is used to do a least squares fit to the 
% function specified in compensationFun.m. gaussianUniformCompensation also 
% plots the compensated quantum yield values together with the original 
% data. 
% Measurement data. Measured quantum yield vector with a corresponding 
% power density vector. n will be taken as the length of these vectors. 
%       or 
% Values that should be entered by user in gaussianUniform1e2Compensation.m 
% a0, b0, n, and start and end of the power density interval 
% if the measurement data itself is not available. 
% 
% Values that should be entered by user in compensationFun.m 
% m - Number of spatial discretization points (in one dimension). 
% Increase until the value of bc converges. 
% FWHM - The full width at half maximum of the Gaussian beam profile 
% squareSideLength - Spatial evaluation area. Should be considerably larger 
% than FWHM such that enough of the intensity of the Gaussian is taken into 
% account. Increase until results converge. Note that if squareSideLength 
% is increased, m might have to be increased further as well. 
% 
% Default values 
% a0 = 0.033 
% b0 = 4000 
% n = 500 
% minPowDensity = 30 mW/(cm^2) 
% maxPowDensity = 130*1e3 mW/(cm^2) 
% m = 500 
% FWHM = 0.1 cm 
% squareSideLength = 0.5 cm 
 
clc; 
clf; 
close all; 
 
format long; 
 
%---Enter simulation information------------------------------------------- 
a0 = 0.000015458163907*10^3;  
b0 = 2.860000013382144*10^3; 
n = 50; 
 
minPowDensity = 30;             %mW/cm^2 
maxPowDensity = 20*1e3;        %mW/cm^2 
powDenseVec = linspace(minPowDensity,maxPowDensity,n); 
eta0 = (a0*powDenseVec)./(b0+powDenseVec); 
%-------------------------------------------------------------------------- 
 
QYCoeff0 = [a0 b0]; 
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nbrOfIterations = 300; 
 
QYCoeff = QYCoeff0; 
QYCoeffFWHM = QYCoeff0; 
 
for k=1:nbrOfIterations 
    QYCoeff = lsqcurvefit(@compensationFun,QYCoeff,powDenseVec,eta0); 
    %QYCoeffFWHM = lsqcurvefit(@compensationFunFWHM,QYCoeffFWHM,powDenseVec,eta0); 
    ac = QYCoeff(1) 
    bc = QYCoeff(2) 
 
    aFWHM = QYCoeffFWHM(1); 
    bFWHM = QYCoeffFWHM(2); 
    iterationCountdown = nbrOfIterations-k 
end 
 
 
etac = (ac*powDenseVec)./(bc+powDenseVec); 
etaFWHM = (aFWHM*powDenseVec)./(bFWHM+powDenseVec); 
 
figure (1) 
loglog(powDenseVec,eta0,'g-'); 
hold on; 
title('Uncompensated (FWHM-based) and compensated quantum yield'); 
loglog(powDenseVec,etaFWHM,'k-'); 
xlabel('FWHM-based and uniform excitation fluence rate (mW/cm^{2})'); 
ylabel('Quantum yield (-)'); 
legend('Uncompensated quantum yield - FWHM','Compensated quantum yield'); 
hold off; 
 
 
figure (2) 
loglog(powDenseVec,eta0,'g-'); 
title('Uncompensated (d1e2-based) and compensated quantum yield'); 
hold on; 
loglog(powDenseVec,etac,'r-'); 
xlabel('d1e2-based and uniform excitation fluence rate (mW/cm^{2})'); 
ylabel('Quantum yield'); 
legend('Uncompensated quantum yield - d1e2','Compensated quantum yield'); 
hold off; 
 
figure (3) 
plot(powDenseVec,etaFWHM./eta0,'k-'); 
hold on; 
plot(powDenseVec,etac./eta0,'r-'); 
title('Ratio of the compensated curves to the uncompensated one'); 
xlabel('Excitation fluence rate corresponding to the original curve (mW/cm^{2})'); 
ylabel('Ratio (-)'); 
legend('FWHM used for the original curve', 'd1e2-width used for the original curve'); 
 
 
fid = fopen('acAndbcCoefficients.txt','a'); 
fprintf(fid,'\n'); 
fprintf(fid,' ac = %f, bc = %f\n',[ac,bc]'); 
fclose(fid); 
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end 
Published with MATLAB® R2014a 
function etaGauss = compensationFun(abVec,powDenseVec) 
%[etaGauss] is dimensionless 
%abVec(1) is dimensionless 
%[abVec(2)] = mW/cm^2 
%[y0] = mW 
 
format long; 
etaGauss = zeros(size(powDenseVec)); 
 
m = 512;        %Number of spatial points in one dimension 
n = length(powDenseVec); %Number of fluence rate data points available 
squareSideLength = 12.90*1e-4*m; 
 
mVec = linspace(-0.5*squareSideLength,0.5*squareSideLength,m); 
FWHM = 1e-4*900; 
d1e2 = 0.8493218*FWHM; 
z0FWHM = powDenseVec*pi*(FWHM*0.5)^2; 
z0 = powDenseVec*pi*(d1e2*0.5)^2; 
 
for k=1:n 
    gaussMatrixk = zeros([m m]); 
    tHatMatrixk = zeros([m m]); 
    wk = zeros([m m]);          %Initializing the weighting matrix 
    for m1Coord=1:m 
        for m2Coord = 1:m 
            %Defining a basic Gaussian profile with the correct width 
            gaussMatrixk(m1Coord,m2Coord)=exp(-
2*((mVec(m1Coord))^2+mVec(m2Coord)^2)/(0.25*d1e2^2)); 
            if (sqrt(mVec(m1Coord)^2+mVec(m2Coord)^2)<=d1e2/2) 
                tHatMatrixk(m1Coord,m2Coord) = 1;              %Top-hat profile used as a 
reference 
            end 
        end 
    end 
 
    gaussMatrixSumk = sum(sum(gaussMatrixk)); 
 
    for m1Coord=1:m 
        for m2Coord =1:m 
            wk(m1Coord,m2Coord) = gaussMatrixk(m1Coord,m2Coord)/gaussMatrixSumk; 
        end 
    end 
 
   %For each k the absolute power density is stored in the variable gaussMatrixAbsolutek.  
Each element in the matrix corresponds to the power density value one photon encounters at 
these coordinates. 
 
   gaussMatrixAbsolutek = (z0FWHM(k)/(pi*0.25*(d1e2^2))).*gaussMatrixk; 
   %gaussMatrixAbsolutek = (z0FWHM(k)/(pi*0.25*(FWHM^2))).*gaussMatrixk; 
 
   etaGauss(k) = 
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sum(sum((abVec(1)*gaussMatrixAbsolutek./(abVec(2)+gaussMatrixAbsolutek)).*wk));  %the average 
quantum yield over the perfect Gaussian profile per photon. 
end 
end 
Published with MATLAB® R2014a 
14.2 MatLab code – relative quantum yield data evaluation 
%EndDataEval2015 
 
%EndDataEval2015 loads all the quantum yield measurement data into the MatLab working memory, 
evaluates it and then presents the UCNP quantum yield 
%graphically as a function of a uniform excitation power density. 
 
%Things that need to be entered in this script uniquely after each experiment include, 
%Absorption data (in section 1) - absBlankHexane975nm,absUCNPHexane975nm, 
absBlankEthanol785nm,absDY781Ethanol785nm, absBlankHexane915nm and absUCNPHexane915nm 
%Position based power coefficients (in section 2) - positionPowerCompValue and filterInCompVal 
%Possibly the start and end of the respective luminescence peaks in terms of element numbers 
in the luminescence spectra (in section 3) 
% - UCNPFluoStart, UCNPFluoEnd, DY781FluoStart, DY781FluoEnd, EthanolFluoStart and 
EthanolFluoEnd 
%The file pathway to the UCNP luminescence data (in section 3) 
% - Example: cd('R:\UCNP\NewResultsFolder\LabCCXXXVIII\UCNPFluoData'); 
%The file pathway to the DY-781 luminescence data (in section 3) 
% - Example: cd('R:\UCNP\NewResultsFolder\LabCCXXXVIII\EthanolAndDY781FluoData'); 
%Beam profile data (in section 4) - meanBeamWidth 
%The file pathway to the excitation beam profile compensation script (in section 7) 
% - Example: cd('R:\UCNP\EndDataAnalysisQY'); 
%In addition to this, section 2 should be altered such that all values in the attenuation 
vectors are given in mW. 
%The ethanol and the cyclohexane refractive indeces - refractiveixEthanol and 
refractiveixHexane 
 
 
%hold off; 
%clf; 
%clc; 
 
%Script section 0 
 
%Script section 1 
%---Absorption data-------------------------------------------------------- 
%WD = cd('R:\UCNP\NewResultsFolder\LabCCXXXVIII\'); 
%wd = 'LabCCXXXVIII' 
hold on; 
 
 
%Blank hexane 
absBlankHexane975nm =[ 
%506.2mAND 
103.5  110.5 
103.6  110.6 
103.6  110.6 
103.6  110.6 
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103.7  110.75 
%434.3mA 
0.321  0.342 
0.321  0.342 
0.321  0.342 
0.322  0.343 
0.323  0.343 
%547.9mA 
0.963  1.027 
0.961  1.024 
0.960  1.023 
0.959  1.023 
0.960  1.023 
%919.8mAFilterIn 
32.2  34.2 
32.1  34.1 
32.0  34.1 
32.0  34.2 
32.0  34.1 
%1747.8mAFilterIn 
80.4  85.8 
80.5  85.85 
80.5  85.8 
80.4  85.9 
80.7  86.0 
]; 
 
%UCNP in hexane 
absUCNPHexane975nm =[ 
%506.2mAND 
102.2  110.1 
102.2  110.1 
102.4  110.3 
102.4  110.3 
102.2  110.1 
%434.3mA 
0.313  0.337 
0.314  0.337 
0.313  0.337 
0.314  0.338 
0.315  0.338 
%547.9mA 
0.946  1.017 
0.948  1.018 
0.949  1.018 
0.950  1.021 
0.952  1.022 
%919.8mAFilterIn 
31.8  34.2 
31.9  34.2 
31.8  34.2 
31.8  34.2 
31.9  34.2 
%1747.8mAFilterIn 
80.0  86.0 
80.1  86.05 
80.2  86.2 
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80.2  86.3 
80.2  86.3 
%434.3mAReference 
% 0.322  0.345 
% 0.320  0.3435 
% 0.317  0.341 
% 0.318  0.341 
% 0.319  0.342 
]; 
 
%Blank ethanol (142.0mA) 
absBlankEthanol785nm =[ 
%Blank ethanol at 142.0 mA 
0.530  0.549 
0.529  0.550 
0.529  0.550 
0.529  0.550 
0.530  0.550 
]; 
 
%DY-781 in ethanol (142.0mA) 
absDY781Ethanol785nm =[ 
0.486  0.541 
0.486  0.542 
0.486  0.542 
0.486  0.542 
0.485  0.542 
]; 
 
%Blank hexane (1619.0 mA, 915 nm diode 25 degrees Celsius) 
absBlankHexane915nm =[ 
0.2623  0.3060 
0.2621  0.3069 
0.2623  0.3097 
0.2615  0.3059 
0.2625  0.3071 
]; 
 
%UCNP in hexane (1619.0 mA, 915 nm diode 25 degrees Celsius) 
absUCNPHexane915nm =[ 
0.264  0.310 
0.263  0.309 
0.262  0.309 
0.266  0.312 
0.265  0.311 
]; 
 
%Calculate attenuation coefficients 
aCoeffUCNP = (absUCNPHexane975nm(:,2)-absUCNPHexane975nm(:,1))./absUCNPHexane975nm(:,2); 
aCoeffUCNPNormalized = aCoeffUCNP./mean(aCoeffUCNP); 
 
aCoeffHexane = (absBlankHexane975nm(:,2)-absBlankHexane975nm(:,1))./absBlankHexane975nm(:,2); 
aCoeffHexaneNormalized = aCoeffHexane./mean(aCoeffHexane); 
 
figure (2) 
hold on; 
plot(aCoeffHexane,'ko'); 
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title('Attenuation coefficient - Hexane'); 
 
figure(41) 
hold on; 
plot(aCoeffUCNPNormalized,'ko'); 
title('Normalized absorptance values for the UCNP samples'); 
xlabel('Data point'); 
ylabel('Normalized absorptance [-]'); 
 
figure(42) 
hold on; 
plot(aCoeffHexaneNormalized,'ko'); 
title('Normalized absorptance values for the blank hexane samples'); 
xlabel('Data point'); 
ylabel('Normalized absorptance [-]'); 
%---------------------------------------------------------------------------------------------
----------------------------------------------------------- 
 
 
%Script section 2 
%---Translate all absorption data values into mW-values at the excitation focus---------------
----------------------------------------------------------- 
%Enter position based power coefficients 
positionPowerCompValue = 40.7/36.1;           %The power at the measurement position (after 
the cuvette) is slightly lower than the power at the excitation beam focus. 
filterInCompVal = 37.6/3.54;                  %Takes into account that sometimes the setting 
"filter is out" is used incorrectly to increase the number of significant digits. 
 
 
powerMeterCompVec = ones(length(absBlankHexane975nm),1); 
for k=1:length(absBlankHexane975nm) 
   if k<6 
       powerMeterCompVec(k) = 0.001*filterInCompVal*positionPowerCompValue; 
   elseif k<11 
       powerMeterCompVec(k) = filterInCompVal*positionPowerCompValue; 
   elseif k<16 
       powerMeterCompVec(k) = filterInCompVal*positionPowerCompValue; 
   elseif k<21 
       powerMeterCompVec(k) = 1*positionPowerCompValue; 
   else 
       powerMeterCompVec(k) = 1*positionPowerCompValue; 
   end 
end 
 
%Translating the power values so they all are given in mW 
absBlankHexane975nm = [powerMeterCompVec powerMeterCompVec].*absBlankHexane975nm; 
absUCNPHexane975nm = [powerMeterCompVec powerMeterCompVec].*absUCNPHexane975nm; 
absBlankEthanol785nm = (filterInCompVal*positionPowerCompValue).*absBlankEthanol785nm; 
absDY781Ethanol785nm = (filterInCompVal*positionPowerCompValue).*absDY781Ethanol785nm; 
absBlankHexane915nm = (filterInCompVal*positionPowerCompValue).*absBlankHexane915nm; 
absUCNPHexane915nm = (filterInCompVal*positionPowerCompValue).*absUCNPHexane915nm; 
 
%---------------------------------------------------------------------------------------------
------------------------------------------------------------ 
 
 
%Script section 3 
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%---Import luminescence data----------------------------------------------- 
 
%Define the start and end of the respective luminescence peaks in terms of element numbers in 
the luminescence spectra- 
% 480 for instance corresponds to 790 nm 
 
UCNPFluoStart = 550; 
UCNPFluoEnd = 600; 
 
DY781FluoStart = 500; 
DY781FluoEnd = 700; 
 
EthanolFluoStart = 548; 
EthanolFluoEnd = 586; 
 
cd('R:\UCNP\NewResultsFolder\LabCCXXXVIII\UCNPFluoData'); 
fluoListUCNP = dir('*.txt'); 
fluoSpectrumExample = load(fluoListUCNP(1).name); 
 
fluoSignalVecUCNP = zeros(length(fluoListUCNP),1); 
 
for k=1:length(fluoListUCNP) 
    fluoSpectrumk = load(fluoListUCNP(k).name); 
    fluoIntVeck = fluoSpectrumk(:,2); 
    fluoSignalVecUCNP(k) = sum(fluoIntVeck(UCNPFluoStart:UCNPFluoEnd)); 
    figure(5) 
    hold on; 
    plot(fluoIntVeck,'k-'); 
 
end 
 
figure (25) 
hold on; 
plot(fluoSignalVecUCNP,'ko'); 
title('Raw UCNP luminescence signal'); 
xlabel('Data point'); 
ylabel('Luminescence signal [counts]'); 
 
cd('R:\UCNP\NewResultsFolder\LabCCXXXVIII\EthanolAndDY781FluoData'); 
fluoList785 = dir('*.txt'); 
fluoSpectrumExample2 = load(fluoList785(1).name); 
 
fluoSignalVecDY781 = zeros(5,1); 
fluoSignalVecEthanol = zeros(5,1); 
 
for k=1:length(fluoList785) 
    fluoSpectrumk = load(fluoList785(k).name); 
    fluoIntVeck = fluoSpectrumk(:,2); 
    if k>5 
        fluoSignalVecDY781(k-5) = 3*sum(fluoIntVeck(DY781FluoStart:DY781FluoEnd)); 
    else 
        fluoSignalVecEthanol(k) = 3*sum(fluoIntVeck(EthanolFluoStart:EthanolFluoEnd)); 
    end 
end 
 
filterCompensationFactor = 1.0519; 
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fluoSignalEthanolMean = mean(fluoSignalVecEthanol); 
fluoSignalVecDY781 = filterCompensationFactor*(fluoSignalVecDY781-fluoSignalEthanolMean); 
%-------------------------------------------------------------------------- 
 
%Script section 4 
%---Beam profile data------------------------------------------------------ 
% From LabCCXXXVIII 
meanBeamWidth = [ 
735.8 
735.8 
735.8 
735.8 
735.8 
 
725.4 
725.4 
725.4 
725.4 
725.4 
 
715.6 
715.6 
715.6 
715.6 
715.6 
 
728.4 
728.4 
728.4 
728.4 
728.4 
 
739.7 
739.7 
739.7 
739.7 
739.7 
]; 
 
meanBeamWidth = meanBeamWidth*1e-4;  %Translate into centimeters 
%-------------------------------------------------------------------------- 
 
 
%Script section 5 
%---Determining the quantum yield------------------------------------------ 
absCoeffBlankHexane = (absBlankHexane975nm(:,2)-
absBlankHexane975nm(:,1))./absBlankHexane975nm(:,2); 
absCoeffUCNPHexane = (absUCNPHexane975nm(:,2)-
absUCNPHexane975nm(:,1))./absUCNPHexane975nm(:,2); 
 
absCoeffUCNPHexane915nm = mean((absUCNPHexane915nm(:,2)-
absUCNPHexane915nm(:,1))./absUCNPHexane915nm(:,2)); 
absCoeffBlankHexane915nm = mean((absBlankHexane915nm(:,2)-
absBlankHexane915nm(:,1))./absBlankHexane915nm(:,2)); 
absCoeffUCNP915nm = absCoeffUCNPHexane915nm-absCoeffBlankHexane915nm; 
figure (1) 
plot(absCoeffUCNPHexane,'ko'); 
161 
 
 
absCoeffUCNPParticles = zeros(length(fluoListUCNP),1); 
for k=1:length(fluoListUCNP) 
    if k<6 
        absCoeffUCNPParticles(k) = absCoeffUCNPHexane(k)-mean(absCoeffBlankHexane(1:5));%-
absCoeffUCNP915nm*0.5; 
    elseif k<11 
        absCoeffUCNPParticles(k) = absCoeffUCNPHexane(k)-mean(absCoeffBlankHexane(6:10));%-
absCoeffUCNP915nm*0.5; 
    elseif k<16 
        absCoeffUCNPParticles(k) = absCoeffUCNPHexane(k)-mean(absCoeffBlankHexane(11:15));%-
absCoeffUCNP915nm*0.5; 
    elseif k<21 
        absCoeffUCNPParticles(k) = absCoeffUCNPHexane(k)-mean(absCoeffBlankHexane(16:20));%-
absCoeffUCNP915nm*0.5; 
    else 
        absCoeffUCNPParticles(k) = absCoeffUCNPHexane(k)-mean(absCoeffBlankHexane(21:25));%-
absCoeffUCNP915nm*0.5; 
    end 
end 
 
%Calculate the absorbed power by the respective particles 
scatteringCompensation = (1-(5.8*1e-3)/0.086); 
absPowerUCNPParticles = 
(absCoeffUCNPParticles.*absUCNPHexane975nm(:,2))*scatteringCompensation; 
 
absCoeffBlankEthanol = (absBlankEthanol785nm(:,2)-
absBlankEthanol785nm(:,1))./absBlankEthanol785nm(:,2); 
absCoeffDY781Ethanol = (absDY781Ethanol785nm(:,2)-
absDY781Ethanol785nm(:,1))./absDY781Ethanol785nm(:,2); 
absCoeffDY781Particles = absCoeffDY781Ethanol-mean(absCoeffBlankEthanol); 
absPowerDY781Particles = absCoeffDY781Particles.*absDY781Ethanol785nm(:,2); 
 
figure(4) 
hold on; 
plot(absPowerUCNPParticles,'ko'); 
plot(absPowerUCNPParticles,'bo'); 
 
figure (23) 
hold on; 
plot(absPowerUCNPParticles,'bo'); 
title('Absorbed power - UCNPs'); 
xlabel('Data point'); 
ylabel('Absorbed power (mW)'); 
 
figure (24) 
hold on; 
plot(absPowerDY781Particles,'bo'); 
title('Absorbed power - DY-781 particles'); 
xlabel('Data point'); 
ylabel('Absorbed power (mW)'); 
 
%The ethanol and the cyclohexane refractive indeces - refractiveixEthanol and 
refractiveixHexane 
refractiveixEthanol = 1.355; 
refractiveixHexane = 1.42; 
%The radiation wavelengths in nanometers 
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lambdaInUCNP = 968; 
lambdaOutUCNP = 800; 
lambdaInDY781 = 785; 
lambdaOutDY781 = 809; 
 
 
QYDY781Value = mean(fluoSignalVecDY781./absPowerDY781Particles); 
 
QYUCNPValueVec = fluoSignalVecUCNP./absPowerUCNPParticles; 
 
QYUCNP = 
0.11*QYUCNPValueVec*(lambdaInDY781*lambdaOutUCNP*(refractiveixEthanol)^2)/(lambdaInUCNP*lambda
OutDY781*QYDY781Value*(refractiveixHexane^2)); 
 
absUCNPHexane975nmMeaned = [mean(absUCNPHexane975nm(1:5,2)) mean(absUCNPHexane975nm(6:10,2)) 
mean(absUCNPHexane975nm(11:15,2)) mean(absUCNPHexane975nm(16:20,2)) 
mean(absUCNPHexane975nm(21:25,2))]; 
QYUCNPMeaned = [mean(QYUCNP(1:5)) mean(QYUCNP(6:10)) mean(QYUCNP(11:15)) mean(QYUCNP(16:20)) 
mean(QYUCNP(21:25))]; 
 
figure(9) 
hold on; 
loglog(absUCNPHexane975nm(:,2),QYUCNP,'ko'); 
 
figure(10) 
loglog(absUCNPHexane975nmMeaned,QYUCNPMeaned,'k*'); 
hold on; 
%-------------------------------------------------------------------------- 
 
%Script section 6 
%---Fluence rate related calculations-------------------------------------- 
excitationPowerUCNP = (1-0.5*absCoeffUCNPParticles).*absUCNPHexane975nm(:,2); 
fluenceRateUCNP = (1-
0.5*absCoeffUCNPParticles).*absUCNPHexane975nm(:,2)./(pi*0.25*meanBeamWidth.^2); 
 
figure(43) 
plot(absPowerUCNPParticles,'bo'); 
title('Absorbed power for emitting particles - UCNP'); 
xlabel('Data point (-)'); 
ylabel('Absorbed power (mW)'); 
 
figure(44) 
plot(absPowerDY781Particles,'bo'); 
title('Absorbed power for emitting particles - DY-781'); 
xlabel('Data point (-)'); 
ylabel('Absorbed power (mW)'); 
 
figure (46) 
plot(fluenceRateUCNP,QYUCNP,'ko'); 
hold on; 
plot([fluenceRateUCNP(1) fluenceRateUCNP(6) fluenceRateUCNP(11) fluenceRateUCNP(16) 
fluenceRateUCNP(21)],QYUCNPMeaned,'k*'); 
title('Uncompensated UCNP quantum yield - with averaged data points'); 
xlabel('Excitation fluence rate (mW/cm^2)'); 
ylabel('Uncompensated quantum yield (-)'); 
legend('All collected quantum yield data points','Averaged quantum yield data points'); 
%-------------------------------------------------------------------------- 
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%Script section 7 
%---Estimating the quantum yield as a function of a uniform power density and plotting the 
results-- 
cd('R:\UCNP\EndDataAnalysisQY'); 
excitationPowerUCNPMeaned = [mean(excitationPowerUCNP(1:5)) mean(excitationPowerUCNP(6:10)) 
mean(excitationPowerUCNP(11:15)) mean(excitationPowerUCNP(16:20)) 
mean(excitationPowerUCNP(21:25))]; 
d1e2Vec = [meanBeamWidth(1) meanBeamWidth(6) meanBeamWidth(11) meanBeamWidth(16) 
meanBeamWidth(21)]; 
abConglomarated = combinedSolver2015(excitationPowerUCNPMeaned,d1e2Vec,QYUCNPMeaned); 
 
powerDenseVec = 
linspace(excitationPowerUCNPMeaned(1)/(pi*0.25*d1e2Vec(1)^2),excitationPowerUCNPMeaned(end)/(p
i*0.25*d1e2Vec(end)^2),1000); 
etaImageBased = abConglomarated(1,end)*powerDenseVec./(abConglomarated(2,end)+powerDenseVec); 
etaPerfectGaussian = 
abConglomarated(3,end)*powerDenseVec./(abConglomarated(4,end)+powerDenseVec); 
etaNonCompensated = 
abConglomarated(5,end)*powerDenseVec./(abConglomarated(6,end)+powerDenseVec); 
 
abConglomarated 
 
figure(1) 
hold off; 
plot(abConglomarated(1,:),'bo'); 
hold on; 
plot(abConglomarated(3,:),'ro'); 
title('Convergance of a-coefficients'); 
legend('Image based compensation','Perfect Gaussian compensation'); 
 
figure(2) 
hold off; 
plot(abConglomarated(2,:),'bo'); 
hold on; 
plot(abConglomarated(4,:),'ro'); 
title('Convergance of b-coefficients'); 
legend('Image based compensation','Perfect Gaussian compensation'); 
 
figure(11) 
hold on; 
loglog(powerDenseVec,etaImageBased,'b-'); 
loglog(powerDenseVec,etaPerfectGaussian,'r-'); 
 
figure (47) 
loglog([fluenceRateUCNP(1) fluenceRateUCNP(6) fluenceRateUCNP(11) fluenceRateUCNP(16) 
fluenceRateUCNP(21)],QYUCNPMeaned,'k*'); 
hold on; 
loglog(powerDenseVec,etaNonCompensated,'g-'); 
title('Uncompensated UCNP quantum yield - with fitted curve'); 
xlabel('Excitation fluence rate (mW/cm^2)'); 
ylabel('Uncompensated quantum yield (-)'); 
legend('Averaged data points','Fitted curve'); 
 
figure (51) 
plot([fluenceRateUCNP(1) fluenceRateUCNP(6) fluenceRateUCNP(11) fluenceRateUCNP(16) 
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fluenceRateUCNP(21)],QYUCNPMeaned,'k*'); 
hold on; 
plot(powerDenseVec,etaNonCompensated,'g-'); 
title('Uncompensated UCNP quantum yield - with fitted curve - nonloglog'); 
xlabel('Excitation fluence rate (mW/cm^2)'); 
ylabel('Uncompensated quantum yield (-)'); 
legend('Averaged data points','Fitted curve'); 
 
figure (49) 
loglog([fluenceRateUCNP(1) fluenceRateUCNP(6) fluenceRateUCNP(11) fluenceRateUCNP(16) 
fluenceRateUCNP(21)],QYUCNPMeaned,'k*'); 
hold on; 
loglog(powerDenseVec,etaNonCompensated,'g-'); 
loglog(powerDenseVec,etaPerfectGaussian,'r-'); 
loglog(powerDenseVec,etaImageBased,'b-'); 
title('UCNP quantum yield according to three different methods'); 
xlabel('Excitation fluence rate (mW/cm^2)'); 
ylabel('Quantum yield (-)'); 
legend('Averaged data points','No compensation','Perfect Gaussian profile based 
compensation','Beam profiler image based compensation'); 
 
 
figure (50) 
plot(powerDenseVec,etaPerfectGaussian./etaNonCompensated,'r-'); 
hold on; 
plot(powerDenseVec,etaImageBased./etaNonCompensated,'b-');title('Ratio of the compensated UCNP 
quantum yield curves to the uncompensated one'); 
xlabel('Excitation fluence rate (mW/cm^2)'); 
ylabel('Quantum yield ratio (-)'); 
legend('Perfect Gaussian profile based compensation','Beam profiler image based 
compensation'); 
 
%-------------------------------------------------------------------------- 
Published with MATLAB® R2014a 
function abConglomerated = combinedSolver2015(P0Vec,d1e2Vec,eta0Vec) 
%[P0Vec] = mW 
%[d1e2Vec] = cm 
%the elements of eta0Vec are dimensionless 
format long 
aGuess = 0.015; 
bGuess = 3000; 
 
%First least square estimate of quantum yield coefficients a and b based on a d1e2-width 
intensity profile estimation 
%The 1/e2-width values in d1e2Vec are obtained using the beam profiler and 
%must be entered in the EndDataEval2015 script 
 
nbrOfh0Iterations = 10000 
for h0=1:nbrOfh0Iterations 
    ab0 = lsqcurvefit(@compensationFunBasic,[aGuess 
bGuess],P0Vec./(pi*0.25*(d1e2Vec.^2)),eta0Vec); 
    aGuess = ab0(1); 
    bGuess = ab0(2); 
    iterationCountdownh0 = nbrOfh0Iterations-h0 
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end 
 
powerDenseVec = 
linspace(P0Vec(1)/(pi*0.25*d1e2Vec(1).^2),P0Vec(end)/(pi*0.25*d1e2Vec(end)^2),100); 
 
%First estimate based on the beam profiler images themselves 
cd('R:\UCNP\EndDataAnalysisQY'); 
abc1 = lsqcurvefit(@compensationFunImageBased,ab0,P0Vec,eta0Vec); 
 
%First estimate assuming the beam has a perfectly Gaussian intensity 
%profile with the 1/e2-width values given in d1e2Vec 
cd('R:\UCNP\EndDataAnalysisQY'); 
abGauss1 = lsqcurvefit(@compensationFunPerfectGauss,ab0,P0Vec,eta0Vec); 
 
nbrOfIterations = 300;        %One iteration has already been used 
%Initializing matrices before iterating 
abcMatrix = [abc1' zeros(2,nbrOfIterations-1)]; %size(abcMatrix) = [2 nbrOfIterations] 
abGaussMatrix = [abGauss1' zeros(2,nbrOfIterations-1)]; %size(abcMatrix) = [2 nbrOfIterations] 
 
for h=2:nbrOfIterations 
    abcMatrix(:,h)=lsqcurvefit(@compensationFunImageBased,abcMatrix(:,h-1)',P0Vec,eta0Vec)'; 
    cd('R:\UCNP\EndDataAnalysisQY'); 
    abGaussMatrix(:,h)=lsqcurvefit(@compensationFunPerfectGauss,abcMatrix(:,h-
1)',P0Vec,eta0Vec)'; 
    iterationCountdown = nbrOfIterations-h 
end 
 
ab0Matrix = zeros(size(abcMatrix)); 
 
ab0Matrix(1,:) = ab0(1); 
ab0Matrix(2,:) = ab0(2); 
 
abConglomerated = [abcMatrix;abGaussMatrix;ab0Matrix]; 
end 
Published with MATLAB® R2014a 
function eta0 = compensationFunBasic(abGuess,xGuess) 
format long; 
eta0 = abGuess(1)*xGuess./(abGuess(2)+xGuess); 
end 
Published with MATLAB® R2014a 
function etaGauss = compensationFunPerfectGauss(abVec,P0Vec) 
%[etaA] = mW/cm^2 
%abVec(1) is dimensionless 
%[abVec(2)] = mW/cm^2 
%[P0Vec] = mW 
 
format long; 
etaGauss = zeros(size(P0Vec)); 
 
%---1/e^2-width values in cm----------------------------------------------- 
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d1e2Vec =1e-4*[ 
735.8 
725.4 
715.6 
728.4 
739.7 
]; 
%-------------------------------------------------------------------------- 
 
m = 512;        %Number of spatial points in one dimension. 
n = length(P0Vec); %Number of data points available 
squareSideLength = 12.90*1e-4*m; 
mVec = linspace(-0.5*squareSideLength,0.5*squareSideLength,m); 
 
for k=1:n 
    gaussMatrixk = zeros([m m]); 
    tHatMatrixk = zeros([m m]); 
    wk = zeros([m m]);          %Initializing the weighting matrix 
    for m1Coord=1:m 
        for m2Coord = 1:m 
            gaussMatrixk(m1Coord,m2Coord)=exp(-
2*((mVec(m1Coord))^2+mVec(m2Coord)^2)/(0.25*d1e2Vec(k)^2)); 
            if (sqrt(mVec(m1Coord)^2+mVec(m2Coord)^2)<=d1e2Vec(k)/2) 
                tHatMatrixk(m1Coord,m2Coord) = 1;              %Top-hat profile used as a 
reference 
            end 
        end 
    end 
 
    gaussMatrixSumk = sum(sum(gaussMatrixk)); 
 
    for m1Coord=1:m 
        for m2Coord =1:m 
            wk(m1Coord,m2Coord) = gaussMatrixk(m1Coord,m2Coord)/gaussMatrixSumk; 
        end 
    end 
    gaussMatrixAbsolutek = (P0Vec(k)/(pi*0.25*(d1e2Vec(k)^2))).*gaussMatrixk;       %For each 
k the absolute power density is stored in the variable gaussMatrixAbsolutek.  Each element in 
the matrix corresponds to the power density value one photon encounters at these coordinates. 
    etaGauss(k) = 
sum(sum((abVec(1)*gaussMatrixAbsolutek./(abVec(2)+gaussMatrixAbsolutek)).*wk));  %the average 
quantum yield over the perfect Gaussian profile per photon. 
end 
end 
Published with MATLAB® R2014a 
function etaA = compensationFunImageBased(abVec,P0Vec) 
%[etaA] = mW/cm^2 
%abVec(1) is dimensionless 
%[abVec(2)] = mW/cm^2 
%[P0Vec] = mW 
 
format long; 
%---Importing images------------------------------------------------------- 
cd('R:\UCNP\NewResultsFolder\LabCCXXXVIII\tiffFiles'); 
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datalist = dir('*.tiff');           %List of tiff-files 
AExample = imread(datalist(1).name); 
mExtract = size(AExample); 
m = mExtract(1);                    %Number of spatial discretization points 
n = length(datalist);              %Number of beam profile images available (should be equal 
to the number of datapoints after the absorption averaging) 
ATensor = zeros([m m n]);          %Initializing the image information tensor 
etaA = zeros(size(P0Vec));            %Initializing the uniform power density quantum yield 
vector 
 
for k=1:n 
    ATensor(:,:,k) = imread(datalist(k).name); 
end 
%-------------------------------------------------------------------------- 
 
%---1/e^2-width values in cm----------------------------------------------- 
d1e2Vec =1e-4*[ 
735.8 
725.4 
715.6 
728.4 
739.7 
]; 
%-------------------------------------------------------------------------- 
 
 
squareSideLength = 12.90*1e-4*m; %m pixels correspond to this distance in cm 
mVec = linspace(-0.5*squareSideLength,0.5*squareSideLength,m); 
 
for k=1:n 
    %Defining a normalized beam profile based on the beam profiler image------- 
    gaussMatrixk = zeros([m m]); 
    AMatrixk = im2double(ATensor(:,:,k)); 
    backgroundLevel = max(max(AMatrixk(4:70,4:70))); 
    wk = zeros([m m]);          %Initializing the weighting matrix 
    %Normalized Gaussian profile establishment and background signal reduction 
    for m1Coord=1:m 
        for m2Coord = 1:m 
            gaussMatrixk(m1Coord,m2Coord)=exp(-
2*(mVec(m1Coord)^2+mVec(m2Coord)^2)/(0.25*d1e2Vec(k)^2));  %Defining a basic Gaussian profile 
with the correct width 
            %See section 8.1 
            if (AMatrixk(m1Coord,m2Coord) <= backgroundLevel) 
                AMatrixk(m1Coord,m2Coord) = 0; 
            end 
            AMatrixk(1,m2Coord) = 0; 
            AMatrixk(2,m2Coord) = 0; 
        end 
    end 
    AMatrixSumk = sum(sum(AMatrixk)); 
    for m1Coord=1:m 
        for m2Coord =1:m 
            wk(m1Coord,m2Coord) = AMatrixk(m1Coord,m2Coord)/AMatrixSumk; 
        end 
    end 
 
    AMatrixWorth1k = AMatrixk./AMatrixSumk;              %Normalization 
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    gaussMatrixAbsolutek = (P0Vec(k)/(pi*0.25*(d1e2Vec(k)^2))).*gaussMatrixk;       %For each 
k the absolute power density is stored in the variable gaussMatrixAbsolutek.  Each element in 
the matrix corresponds to the power density value one photon encounters at these coordinates. 
    AMatrixAbsolutek = sum(sum(gaussMatrixAbsolutek)).*AMatrixWorth1k;       %This line could 
be made more efficient 
    etaA(k) = sum(sum((abVec(1)*AMatrixAbsolutek./(abVec(2)+AMatrixAbsolutek)).*wk));  %The 
average quantum yield over the excitation profile per photon. 
end 
end 
Published with MATLAB® R2014a 
14.3 MatLab code – single point tomography data evaluation 
function singlePointDataEval2015 
%clf; 
%clc; 
 
%---Section 1---------------------------------------------------------------------------------
----------------- 
%Locating the correct folder, loading in power calibration data and initiating variables------
----------------- 
 
 
cd('C:\Users\medicin\Desktop\QuantumYield\ResultsQY\LabCV\ExtractFolderdConstant6');
  %Location of camera data files 
 
signalStrings = dir('sign*.tiff');  %Generates a list with the names of the 
tiff data-files in the current folder 
nbrOfDataPoints = length(signalStrings); %Number of excitation power data points 
nbrOfSimulatedPoints = 10000;    %Sets the number of 
simulated data points for the final curve 
 
beamFWHM = 0.08225;     %The estimated excitation 
beam width at the bottom of the glass container (in cm) 
 
 
cd('C:\Users\medicin\Desktop\QuantumYield\ResultsQY\LabCV');  %Location of 
the current versus excitation power data file 
L = load('DataTxtSpectraldConstant6.txt');   
 %Loads in the current versus excitation power data 
cd('C:\Users\medicin\Desktop\QuantumYield\ResultsQY\LabCV\ExtractFolderdConstant6'); %Location 
of camera data files 
 
lCurr = L(1:end,1);     
  %Extracts the current value vector. This vector is only used for 
figure (9). 
powerValuesVec = L(1:end,2);         
 %Extracts the excitation power vector 
%The factor 8.90/L(1,2) is there for calibration purposes and based on a measurement 
%using the power meter in the epoxy phantom position at 400.0 mA and T = 25 degrees Celsius. 
 
figure (9) 
hold on;¨ 
plot(lCurr,powerValuesVec,'ko');    
   %Plots the spectrometer measurement data 
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%---------------------------------------------------------------------------------------------
----------------- 
 
 
%---Section 2---------------------------------------------------------------------------------
----------------- 
%Assign image matrices to signData and resData as well as values to integratedIntensityVec and 
currVec--------- 
% Some of this code is based on the script dataeval.m written by Can Xu. 
 
signData = cell(nbrOfDataPoints,1);       %Initiates an empty cell array 
vector which will later be filled with luminescence data images 
resData = cell(nbrOfDataPoints,1);       %Initiates an empty cell array 
vector which will later be filled with background compensated luminescence data images 
integratedIntensityVec = zeros(nbrOfDataPoints,1);   %Initiates an empty vector which will 
later be filled with background compensated luminescence data values 
currVec = zeros(nbrOfDataPoints,1);       %Initiates an empty vector which 
will later be filled with current values extracted from the names of the 
cutIxB = 200:300; %cutIxB = 170:320; 
cutIxA = 200:300; %cutIxA = 170:320;       %Define which image pixels should 
be counted as containing luminescence information. 
 
for k=1:nbrOfDataPoints 
    signalStringk = signalStrings(k).name;   %Extracts 
the name of the k'th data file as a text-string 
    signDataTemp = importdata(signalStringk);   %Loads in 
the entire k'th luminescence signal image 
    signData{k} = zeros(size(im2double(signDataTemp))); 
    signData{k}(cutIxA,cutIxB) = signDataTemp(cutIxA,cutIxB); %Creates an image of the 
same size as signDataTemp, containing only the cut out luminescence information and zeroes. 
 
    ixCharBar = strfind(signalStringk,'-');   %Determines 
the index for the character "-" 
    ixLetters = strfind(signalStringk,'s');   %Determines 
the index for the character "s" 
    ixLetterm = strfind(signalStringk,'m');   %Determines 
the index for the character "m" 
 
    ixExpTimeStart = ixCharBar(1)+1; 
    ixExpTimeEnd = ixLetters(2)-1; 
    exposureTimek = str2num(signalStringk(ixExpTimeStart:ixExpTimeEnd)); %Extracts 
the integration time from the name of the k'th signal file 
 
    ixCurrentValStart = ixCharBar(2)+1; 
    ixCurrentValEnd = ixLetterm(1)-1; 
    currVec(k) = str2num(signalStringk(ixCurrentValStart:ixCurrentValEnd)); %Extracts 
the laser driver current from the name of the k'th signal file and assigns it to currVec 
 
    backgroundStringk = ['bkg-' num2str(signalStringk(ixExpTimeStart:ixExpTimeEnd)) 's_1.tiff 
']; %Determines the appropriate background image file name 
    backgroundDataTemp = importdata(backgroundStringk);  
     %Imports the background 
image which is appropriate for the current integration time 
    backgroundDatak = zeros(size(im2double(backgroundDataTemp))); 
    backgroundDatak(cutIxA,cutIxB) = backgroundDataTemp(cutIxA,cutIxB); 
 %Creates an image of the same size as backgroundDataTemp, containing only the 
cut out background information and zeroes. 
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    resData{k} = (double(signData{k})-double(backgroundDatak))/exposureTimek;  %Assigns a 
value to resData 
    resData{k} = %denoise(double(signData{k})-double(backgroundDatak))/exposureTimek; 
 
 
    %integratedIntensityVec(k) = sum(sum(double(resData{k}))); 
    integratedIntensityVec(k) = 0.5*sum(sum(double(resData{k})));  %Assigns a 
value to integratedIntensityVec 
end 
 
%---------------------------------------------------------------------------------------------
----------------- 
 
%---Section 3---------------------------------------------------------------------------------
----------------- 
%Sorting the integrated intensity values and plotting the results-----------------------------
----------------- 
 
[currVec, sortingIndeces] = sort(currVec);   
  %Creates a sorting index vector based on currVec 
integratedIntensityVec(:) = integratedIntensityVec(sortingIndeces);             %Sorts 
integratedIntensityVec using the sorting index vector 
 
%Plotting the luminescence signal as a function of the excitation power 
figure (1) 
loglog(powerValuesVec,integratedIntensityVec,'kh');   
 %The camera measurement data 
hold on; 
title('Single point tomography - Epoxy sample'); 
xlabel('Excitation power (mW)'); 
ylabel('CCD signal (counts)'); 
%hold off; 
%---------------------------------------------------------------------------------------------
----------------- 
 
 
%---Section 4---------------------------------------------------------------------------------
----------------- 
%Fitting and slope evaluation-----------------------------------------------------------------
----------------- 
 
normalizediIV = 0.03*integratedIntensityVec/integratedIntensityVec(end); 
%Normalizing the integratedIntensityVec such that it becomes easier to compare the slope for 
different depths 
 
 
%Fit the data to the quantum yield function (eta = a*y/(b+y)) 
curvefitoptions = optimset('Display','on','TolX',1e-16,'TolFun',1e-
16,'MaxFunEvals',1000,'MaxIter',5000); 
slopeCoefficients = 
lsqcurvefit(@slopeFunction2015,[1,3*1e4],powerValuesVec(1:end)/(pi*0.25*beamFWHM^2),normalized
iIV(1:end),[],[],curvefitoptions); 
 
%Generate a new signal curve using the fitted coefficients 
newPowerDenseVec = 
linspace(powerValuesVec(1)/(pi*0.25*beamFWHM^2),powerValuesVec(end)/(pi*0.25*beamFWHM^2),nbrOf
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SimulatedPoints); 
newSignalVec = 
slopeFunction2015([slopeCoefficients(1),slopeCoefficients(2)],newPowerDenseVec); 
 
 
figure (8) 
%Plotting the new signal curve as function of the excitation power density 
loglog(newPowerDenseVec,newSignalVec,'k-'); 
%Plotting the normalized signal versus the measured excitation power density 
loglog(powerValuesVec/(pi*0.25*beamFWHM^2),normalizediIV,'ko'); 
hold on; 
 
 
 
%Calculating the slope of the luminescence signal versus the excitation power curve and 
plotting the results as a function of the excitation power 
figure (2) 
newSlopeVec = diff(log10(newSignalVec))./diff(log10(newPowerDenseVec)); 
hold on; 
plot(newPowerDenseVec(1:end-1),newSlopeVec,'k-'); 
title('Slope of the fitted curve'); 
xlabel('Power density (mW/cm^{2})'); 
ylabel('Slope coefficient {p}'); 
 
%---------------------------------------------------------------------------------------------
----------------- 
 
 
%---Section 5---------------------------------------------------------------------------------
----------------- 
%Preparatory tomography calculations----------------------------------------------------------
----------------- 
format long; 
 
%Defining constants-------------------------------------------------------- 
mua = 0.5; 
musPrime = 10.1; 
D = 1/(3*musPrime);             %Diffusion constant 
mueff = sqrt(3*mua*(mua+musPrime));   %Effective mu 
zLength = 1/musPrime;           %Mirroring length 
 
 
a = 0.013728;                 %Quantum yield coefficient a for the UCNPs [dimensionless] 
determined during the thesis 
b = 1470.000;                 %Quantum yield coefficient b for the UCNPs [mW/cm^2] determined 
during the thesis 
 
aS = slopeCoefficients(1);    %Quantum yield coefficient a for the phantom system 
[dimensionless] determined above using the single point tomography data 
bS = slopeCoefficients(2);    %Quantum yield coefficient b for the phantom system [mW/cm^2] 
determined above using the single point tomography data 
% Ifl = (a*Iexc/(b+Iexc))*Iexc, Jfl = (aS*Jexc/(bS+Jexc))*Jexc 
%nbrOfSimulatedPoints = 100000; %See top 
%-------------------------------------------------------------------------- 
 
 
%Setting up vectors-------------------------------------------------------- 
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%Vectors based on imaging data 
JexcVec = 
linspace(powerValuesVec(1)/(pi*0.25*beamFWHM^2),powerValuesVec(end)/(pi*0.25*beamFWHM^2),nbrOf
SimulatedPoints)'; %Vector with calibration data - Excitation fluence rate at phantom entrance 
[mW/cm^2] 
JflVec = slopeFunction2015([aS,bS],JexcVec); 
%JflVec = (aS*JexcVec./(bS+JexcVec)).*JexcVec; 
%Note that JexcVec = newPowerDenseVec and JflVec = newSignalVec 
 
%Vectors based on fluorometer quantum yield data 
IexcStart = 0.1;              %Start of Iexc vector [mW/cm^2] 
IexcEnd = 5*1e5;              %End of Iexc vector [mW/cm^2] 
IexcVec = linspace(IexcStart,IexcEnd,nbrOfDistancePoints);     %A vector with theoretical 
excitation fluence rate values based on the fluorometer quantum yield data[mW/cm^2] 
IflVec = slopeFunction2015([a,b],IexcVec);               %The corresponding theoretical 
luminescence fluence rate values based on the fluorometer quantum yield data[mW/cm^2] 
 
%Slope vectors 
kUCNPVec = diff(log10(IflVec))./diff(log10(IexcVec)); 
kSystemVec = diff(log10(JflVec))./diff(log10(JexcVec)); 
%-------------------------------------------------------------------------- 
%---------------------------------------------------------------------------------------------
----------------- 
 
%---Section 6---------------------------------------------------------------------------------
----------------- 
%Distance (depth) calculations----------------------------------------------------------------
----------------- 
IexcUCNPInPhantomVec = zeros(length(kSystemVec),1); 
%Initializing an empty vector which will be filled with determined excitation fluence rate 
values at the nanoparticle position in the phantom 
kValixVec = zeros(length(kSystemVec),1); %kValueIndexVector 
for np=1:length(kSystemVec) 
     kValixVec(np) = find(kUCNPVec<kSystemVec(np),1); 
     IexcUCNPInPhantomVec(np) = IexcVec(kValixVec(np)); 
end 
 
%Distance calculations for each simulated power density data point 
curvefitoptions = optimset('Display','on','TolX',1e-16,'TolFun',1e-
16,'MaxFunEvals',1000,'MaxIter',5000); 
d37Vec = zeros(1,length((IexcUCNPInPhantomVec))); 
d40Vec = zeros(1,length((IexcUCNPInPhantomVec))); 
 
nTest = length(IexcUCNPInPhantomVec); 
 
for k=1:nTest 
    d37Vec(k) = 
lsqcurvefit(@diffusionLightFunctionBasic,0.5,betaSurfaceJexcVec(k),IexcUCNPInPhantomVec(k),[],
[],curvefitoptions); 
    d40Vec(k) = 
lsqcurvefit(@diffusionLightFunction2,0.5,betaSurfaceJexcVec(k),IexcUCNPInPhantomVec(k),[],[],c
urvefitoptions); 
    iterationCountdown = nTest-k 
end 
 
figure (27) 
hold on; 
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plot(d37Vec,'b-'); 
plot(d40Vec,'bo'); 
 
%Distance calculations for the three combined curves. This is done for each 
%depth value d 
dAdvanced = lsqcurvefit(@diffusionLightFunction2,0.5,JexcVec(1:(end-
1)),IexcUCNPInPhantomVec,[],[],curvefitoptions); 
 
cd('C:\Users\medicin\Desktop\QuantumYield\ResultsQY\LabCV'); 
FID = fopen('dAdvancedTxt.txt','a+'); %Append data to the end of the file 
fprintf(FID,'dAdvanced6mmRaw = %d cm\r\n beamFWHM = %d cm\r\n',[dAdvanced; beamFWHM]); 
fclose(FID); 
 
figure (4) 
hold on; 
plot(kSystemVec,'k--'); 
plot(kUCNPVec,'k-'); 
%---------------------------------------------------------------------------------------------
----------------- 
end 
Published with MATLAB® R2014a 
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15 Appendix D – Images of the relative quantum yield evaluation 
setup 
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16 Appendix E – Schematics of the sample holder 
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