
























































































































































































































































































に，ID 5と ID 5より節点数が大きいメッシュ
では，メモリ使用量が計算機のメモリ容量を
超過したため，疎行列直接解法ではシミュレ
ーションすることができなかった。一般に，
表１　計算時間の比較のために使用したメッシュの要素
数と節点数
ID 要素数 節点数
１ 8,448 10,680
２ 26,112 32,880
３ 67,584 76,464
４ 208,896 235,872
５ 540,672 576,096
６ 1,671,168 1,778,880
図９　図１のメッシュを４個の部分領域に分割した例
図10　図１のメッシュを60個の部分領域に分割した例
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直接解法では要素数・節点数が大きくなる
と，計算時間とメモリ使用量が急峻に増大す
ることが知られている。また，共役勾配法と
領域分割法を比較すると，共役勾配法の方が
総じて高速であるが，計算時間の変化の傾向
はよく似ていることが分かる。以上に示した
計算時間は，並列計算法の詳細なアルゴリズ
ムやプログラミング，計算機によって大きく
変わることに注意する。
おわりに
最近の有限要素法シミュレーションでよく
用いられる並列計算法として，疎行列直接解
法，共役勾配法，領域分割法の３つを紹介
し，各並列計算法の計算時間を比較した。疎
行列直接解法は節点数が比較的小さい問題を
高速にシミュレーションできるが，節点数が
大きくなると必要なメモリ容量が非常に大き
くなり，シミュレーションできなくなってし
まう。一方，共役勾配法と領域分割法は節点
数が大きくなっても問題なくシミュレーショ
ンできる。以上のように，節点数に応じて最
適な並列計算法が異なることを示した。
本稿では，特に共役勾配法や領域分割法に
ついては簡単のために最も単純な手法のみを
紹介した。しかし，最新の研究や実用的なソ
フトウェアでは，前処理法という手法を用い
ることで反復計算のさらなる高速化を図って
いることが多い。前処理法の具体的な手法は
多岐にわたっている。興味のある読者は科学
技術計算フレームワークのPETSc（https://
www.mcs.anl.gov/petsc/）やTrilinos（https://
trilinos.org/）の動向を参照されたい。また，
本稿では並列計算機の詳細を省略したが，単
に並列計算機と言ってもノードの数，ノード
あたりのCPUの数，CPUあたりのコアの
数，コアあたりのSIMD（Single Instruction, 
Multiple Data）のway数など，さまざまなレ
ベルの並列性がある。それぞれに対するプロ
グラミングの方法は異なるものであり，ま
た，各並列計算法の向き不向きもある。
2020年度から施行される新学習指導要領で
注目されているプログラミング教育の目的
は，必ずしもプログラミングそのもののスキ
ルを身に付けることではなく，プログラミン
グ的思考力というものを育むことであるらし
い。一方，本記事で対象とした有限要素法シ
ミュレーションは市販ソフトウェアで行われ
ることが一般的であるため，どうしてもブラ
ックボックス的に見られがちであるように筆
者は感じている。並列計算についても，ソフ
トウェアのオプションをオンにすると「よく
分からないまま」に並列計算をしてくれるた
め，中身を意識する機会はあまりないかもし
れない。本稿によって読者が有限要素法など
のシミュレーションの中身を意識し，プログ
ラミング的思考力を養う一助となれば幸いで
ある。
図11　節点数に対する計算時間の変化
図12　図11の横軸および縦軸の値域を変えたもの
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