Abstract-We establish random-coding lower bounds to the error exponent of discrete and Gaussian joint quantization and private watermarking systems. In the discrete system, both the covertext and the attack channel are memoryless and have finite alphabets. In the Gaussian system, the covertext is memoryless Gaussian and the attack channel has additive memoryless Gaussian noise. In both cases, our bounds on the error exponent are positive in the interior of the achievable quantization and watermarking rate region.
I. INTRODUCTION
W ATERMARKING (or information hiding) is the process of embedding a secret source message (watermark) into a host-data message (covertext). In general, a good embedding system should produce a watermarked message that is perceptually indistinguishable from the original covertext. On the other hand, it is assumed that the watermarked message is subjected to manipulation by an attacker who attempts to render the hidden information undetectable, so the embedding process should also be resilient to such attacks. A large body of literature including theoretical studies as well as various practical applications has recently been devoted to this area (see, e.g., [2] , [6] , [13] - [19] , [22] and the references therein). One of the most common applications is copyright protection, where the author embeds the copyright into the original multimedia data in order to preserve the ownership of intellectual property.
In the information-theoretical literature, watermarking is usually modeled as a constrained channel coding problem. The watermark, usually assumed to be uniformly selected from a given message set, is embedded into the covertext, resulting in a message called the stegotext. Since the hidden messages should not interfere perceptually with the covertext, a distortion constraint is placed between the stegotext and the original covertext. From an information-theoretic point of view, one important problem is to find the watermarking (embedding) capacity defined as the largest embedding rate for which, at the encoder, the distortion between the covertext and the stegotext does not exceed a preset threshold, and at the decoder, the watermark can be reproduced with an arbitrarily small probability of error. A watermarking scenario is called private if the covertext is available to both the encoder and the decoder [2] , [13] , [14] , [18] , and public if the covertext is available to the encoder only [2] , [19] . In order to save storage or bandwidth resources, it is often desirable that the embedder produces a compressed version of the watermarked message. Systems that integrate watermarking and lossy compression into one common encoding procedure are called joint quantization-watermarking (JQW) systems. Several works have investigated the problem of joint quantization and watermarking under various assumptions; see, e.g., [10] , [11] , [20] , and [22] . In this paper, we concentrate on the private watermarking model studied in [8] and [9] which is depicted in Fig. 1 .
Here the information hider embeds a watermark chosen from a set of messages into a covertext , and outputs a quantized stegotext , which is selected from a codebook of codewords. The quantities and are called the watermarking rate and the quantization rate, respectively. The stegotext is passed through a memoryless channel (the attack channel) that models the attacker's action to make the watermark undetectable. It is assumed that both the encoder and the decoder knows the statistics of the attack channel.
The achievable rate region, defined as the set of watermarking-quantization rate pairs such that the average distortion (with respect to some single-letter distortion measure) between the covertext and the compressed stegotext does not exceed a threshold , and such that the watermark can asymptotically be decoded with high probability has been determined for the following two private embedding systems.
1. A discrete memoryless system consisting of a discrete memoryless host source (covertext) and a discrete memoryless attack channel [8] ; 2. A Gaussian system consisting of a memoryless Gaussian host source (covertext) and an additive memoryless Gaussian attack channel [8] , [9] .
In this work, we refine the above results by investigating the error exponent (reliability function) of these JQW systems. Roughly speaking, the error exponent is the positive number with the property that the probability of decoding error of a good JQW code is approximately for codes of large block length . Thus, the error exponent can be used to estimate the tradeoff between the probability of decoding error and the coding block length. Furthermore, one may use the error exponent or its bound as an information-theoretic criterion to design watermarking and quantization systems. We note that error exponents for the watermarking problem without quantization have been studied, for example, in [13] , [18] , and [16] under various rather general assumptions on the strategies available to the embedder and the attacker. In [13] , a Gallager-type lower bound on the error exponent was studied for private discrete watermarking systems. Regarding the lower bound as a target function of a game between the embedder and the attacker, a single-letter expression for the maximum lower bound was provided for certain distortion constraints. The study of the error exponent game was extended in [18] to the private system under large deviations distortion constraints. The authors established a random-coding lower bound and a sphere-packing upper bound for the error exponent, and a single-letter expression for the maximum error exponent was provided. In [16] , the authors generalized the setup of the watermarking problem and derived a random-coding exponent for channel coding with side information at the encoder and the decoder. However, to our knowledge, the problem of error exponents for JQW systems has not yet been addressed in the literature, with the only exception of the recent work [21] , where a Gallager-type random-coding lower bound on the error exponent is derived for the memoryless Gaussian system. However, this bound is somewhat loose in the sense that the resulting exponent is not positive over the entire region of achievable rate pairs.
In this work, we establish lower bounds to the coding error exponent (i.e., exponential upper bounds on the decoding error probability) for both the discrete system and the Gaussian system described above. To obtain the exponential bound for the discrete system, we employ a rate-distortion encoder that assigns a subcodebook to each watermark and encodes it by searching for the first codeword which is jointly typical with the covertext. At the decoder, a standard maximum-likelihood decoder is used. Here we point out that in the joint quantization-watermarking problem we consider one cannot simply apply Gallager's approach to the channel coding error exponent [5] since the encoder also incorporates a rate-distortion encoder. This makes the problem technically challenging, and in fact in deriving the lower bound on the error exponent we combine Gallager's random-coding bounding technique with a type-counting argument which is inspired by the proof of the type covering lemma [4] . To prove the error exponent bound for the Gaussian system, we borrow the notion of the Gaussian-type class introduced in [1] which facilitates the extension of the method of types to memoryless Gaussian sources. In both cases, the bounds will prove to be positive for all rate pairs in the interior of the achievable region.
The rest of the paper is organized as follows. In Section II, we formally describe the JQW problem and in Theorem 1 present the lower bound for the error exponent for discrete systems. The proof of the bound, which is the main result of this paper, is deferred to Section III. As a nontrivial extension, Theorem 2 in Section IV establishes an analogous lower bound to the coding error exponent of Gaussian quantization-watermarking systems. The proof of the bound for the Gaussian system is given in Section V. Section VI contains some concluding remarks and discussion.
II. PROBLEM FORMULATION AND DISCRETE MEMORYLESS SYSTEMS We first introduce some notational conventions used throughout the paper. Random variables (RVs) are denoted by capital letters, e.g., , their specific values are denoted by lower case letters, e.g., , and their alphabets are denoted by calligraphic letters, e.g., . Similarly, random vectors are denoted by capital letters superscripted by their lengths, e.g., , their alphabets are denoted by calligraphic letters superscripted by their lengths, e.g.,
, and their realizations are denoted by boldface lower case letters, e.g., . For any finite alphabet , the set of all probability distributions on is denoted by , and for finite alphabets , the set of all conditional distributions is denoted by . Given distributions and , let and denote their -fold product; i.e., and where , , and . Note that (resp., ) is different from (resp., ), where the latter denotes a generic probability distribution on (resp., conditional distribution on ). For any finite set , the size of is denoted by . If is a function, is the size of its range, provided that it is finite. We denote the expectation of the RV with respect to the distribution by ; we also simply write if is clear from the context. The joint entropy of RVs and and the mutual information between RVs and with respect to are denoted by and , respectively; we also simply write and whenever is clear from the context. All logarithms and exponentials are in the natural base.
We assume that the watermark is uniformly drawn from the message set . The covertext is a length-sequence generated from a discrete memoryless source (DMS) with finite alphabet and distribution . The attack channel is a discrete memoryless channel (DMC) with finite input alphabet , finite output alphabet , and a transition distribution . Let be a single-letter distortion measure and define . We make the standard assumption that for all . For and , let An JQW code for the watermark set , host source , and attack channel consists of an encoding function which maps a watermark and a covertext to a representation sequence , and a decoding function . The quantities and are , respectively, referred to as the watermarking and quantization rates.
The system operates under a private watermarking scenario since the decoder has also access to the host source. The (average) probability of erroneously decoding the watermarks is defined by where , and the distortion between the covertext and the stegotext is given by where is the covertext, and is the output of the attack channel.
Definition 1:
The rate pair is said to be achievable with respect to the distortion level if there exists a sequence of encoder-decoder pairs with and which satisfy and Definition 2: The achievable region is the closure of the set of achievable rate pairs .
It has been shown in [8] that for a DMS , a DMC , and distortion level , the private quantization/watermarking achievable region is given by (1) shown at the bottom of the page, 1 where the mutual informations are taken under the joint distribution .
Remark 1: Define
Then since , we have for all (2) This means that for , the maximum watermarking rate is a constant and is equal to . Obviously, one always has , and in fact all rates are equivalent to , the largest rate the quantizer can take if the stegotext alphabet is finite. The fact that we still formally allow (the definition of achievability does not exclude such rates) should cause no confusion.
In many cases, . For example, if is noiseless ( almost surely), then
If we furthermore assume that iff , and , then and since is continuous, we have for sufficiently small. Similar arguments can be used to show that under quite general conditions if is small enough. In such cases, lossy compression of the covertext to rates between and does not result in a loss of optimality in terms of the embedding capacity with respect to the uncompressed system (i.e., ).
Definition 3:
Given and , the JQW error exponent for a DMS and a DMC is defined as the supremum of the set of all numbers for which there exists a sequence of JQW codes such that and We next define some quantities that are needed for stating our lower bound on the JQW error exponent. Given the DMS , 1 We remark that in [8] and [9] the achievable region is defined with respect to the maximum error probability max P (f ; ' ). However, the converse theorems in [8] and [9] guarantee that the regions C(1) andĈ(1) given in (1) and (38) remain the same if we define the achievable region with the average error probability P (f ; ' ).
( 
where We note that is analogous to Gallager's random-coding lower bound for the DMC error exponent ([5, Theorem 5.6.1]). Also, it was shown in [13] that (4) is a lower bound for the error exponent for watermarking without quantization.
The following is one of the two main results of the paper.
Theorem 1: For a DMS covertext and an attack DMC , the JWQ error exponent is lower-bounded for all and as (5) where .
Remark 2: Although we only consider memoryless attack channels, it is relatively straightforward to extend the lower bound to an arbitrary discrete attack channel defined by the finite input and output alphabets and , and a sequence of transition distributions . In this general case (of attack channels with memory), in (5) is replaced by (6) where Remark 3: Note that for quantization rates the problem reduces to the watermarking problem without quantization. For this case, Merhav in [13] derived the lower bound given in (4). Clearly for all . We have not been able to show that our bound reduces to for . However, our numerical results (see Example 1 below) indicate that this is the case. Furthermore, the numerical results demonstrate that there exists a rate which is less than such that for all . The following property of is straightforward.
Lemma 1:
is nondecreasing in and nonincreasing in .
It is easy to verify that 
These properties of imply that is positive if and only if . We obtain the following corollary.
Corollary 1:
for any , where denotes the interior of the rate region given in (1 . Note that nats. In Fig. 3 , we plot the quantization-watermarking rate region. In regions and our lower bound is positive, and it is zero in . The region coincides with given in (1). Note that for Note that if , then the lower bound is trivially equal to . Thus we will assume throughout the proof that .
A. Preliminaries
The following notation and conventions are adopted from [4] . 
B. Proof Outline
We shall prove that for any , there exists a sequence of JQW codes with watermarking rate converging to and quantization rate converging to such that for sufficiently large, the distortion satisfies and the probability of error is bounded as where satisfies . The existence of such code sequences for all then implies the bound of Theorem 1 through a standard subsequence diagonalization procedure.
We next outline our proof. In Section III-C, we construct the code in a random manner. In particular, the encoder is randomly chosen from an ensemble of encoders, and the decoder is a maximum-likelihood decoder. In Section III-D, we show that the probability of error, when averaged over the random choice of the encoder, is upper-bounded by . In Section III-E, we show that the distortion, when averaged over the random encoder, is upperbounded by for sufficiently large and any . Finally, in Section III-F, we complete the proof by showing that there exists at least one sequence of codes which simultaneously satisfies the distortion constraint and achieves the exponent . 
C. Code Construction
For a given randomly generated codebook with rate parameters and , we write where is the probability of error given that is transmitted and can be expressed as (11) where is the indicator of the event . It immediately follows from Lemma 2 that (12) Taking expectation on both sides of (11) with respect to the random choice of the codebooks we have (13) where and is the set of all possible codes for type . For , each code is generated according to the distribution (14) We recall that each subcode is generated according to distribution , where and .
Define for . Using the union bound on the indicator function (15) and substituting (14) for , we can upper-bound the sum over in (13) as (16) (17) where in (16) we used the inequality in (15) and where (17) holds since the random codebooks are independent and identically distributed (i.i.d.) and ( 
18)
Bounding the Conditional Probability in (17) : Fix . Let and be the encoder inputs and be the received sequence. Assume that the subcodebook associated with is , and satisfies . Define the event for a by and Since the subcode is generated according to the distribution where , we have, given and , that Thus, since the decoder uses maximum-likelihood decoding (19) Applying the bounding technique due to Gallager ([5, p. 136]), we can upper-bound the above probability for any (20) It then follows from (17) that for (21) (22) where (22) follows from (20) (27) if is sufficiently small and is sufficiently large. It then follows from (26) and (27) that for sufficiently small and sufficiently large. Since we can bound the term in (22), which we now denote by , as (28) for sufficiently small and sufficiently large. Therefore, on account of (10), (11) , and (22), the probability of error (averaged over all codes) is upper-bounded by for sufficiently small and sufficiently large. Recall that is chosen arbitrarily from and is arbitrarily chosen. It is easy to show that converges to as , since for any distribution , for large enough we can find an appropriate type to approximate it. Thus, by taking the minimum of the averaged probability of error over all possible 's, and by letting , on account of Proposition 1, we obtain that (29)
E. Average Distortion Analysis

Define (30)
By Lemma 2, for and , the distortion is upper-bounded by (31) for sufficiently large. The distortion for a fixed code with rate parameters and is given by (32) where in (32) we used the bound of (31), the definition of the set in (30), and the bound (12) . Now taking the expectation of with respect to the random choice of , we have
From the continuity of in (see Proposition 1) we have that is arbitrarily close to if is sufficiently large and sufficiently small. By (23) (33) for sufficiently large and sufficiently small.
F. The Existence of Good Codes
The last step of the proof is to show that there exists a sequence of codes such that the probability of error is bounded by and simultaneously the distortion satisfies for sufficiently small and sufficiently large. In the proof, we follow a method in [20] and [22] . Without loss of generality, assume that . Let be the collection of all codes satisfying Since each code is randomly generated according to the distribution , it follows from Markov's inequality that for sufficiently small sufficiently large. This implies that Since as , it is seen that there exists a sequence of codes simultaneously satisfying and for sufficiently small and sufficiently large. By the definition of error exponent, we obtain the desired lower bound .
IV. MEMORYLESS GAUSSIAN SYSTEMS
We next extend our results to systems which consist of memoryless Gaussian host sources and attack channels with memoryless Gaussian additive noise. Let the host source be a memoryless Gaussian source (MGS) with alphabet , mean zero, variance , and probability density function (pdf) denoted by . Let the attack channel be a memoryless channel with additive Gaussian noise (referred to as a MGC) with common input, output, and noise alphabets and described by , where and are the channel's output, input, and noise symbols at time . We assume that is an i.i.d. sequence and and are independent. The noise admits a zero-mean -variance Gaussian pdf, denoted by , and thus the transition pdf of the channel is given by
We consider the squared-error (quadratic) distortion measure so that and for any . We next extend the concept of an -typical class for DMSs to MGSs. In [1, Sec. VI. A] and [23] , a continuous-alphabet analog to the -typical class was studied for the MGS (referred to as Gaussian type classes in [1] and [23] ). Given and , define the Gaussian -typical set by where is viewed as a column vector and denotes transposition. For and , define (34) We point out that is the larger of the two roots of the equation (35) For any , consider a "test channel"
where is independent of . In other words, is an auxiliary scaled MGC. Following the notion of the Gaussian -typical set, define the conditional -typical set given with respect to the test channel by
Similarly to the discrete -typical set and conditional -typical set, the Gaussian -typical set and conditional -typical set have the following properties. 
where where is defined in (34) and is defined by
After some algebraic simplifications, we see that actually does not depend on and can be expressed as which is concave in . It is easy to see that and that (see also (7)) which implies that if
Defining the JQW error exponent for the MGS-MGC system as in Definition 3 (with DMS and DMC replaced by MGS and MGC, respectively), we obtain the following. 
where It was shown in [9] that for an MGS with the quadratic distortion measure, an MGC with noise variance , and a distortion level , the private quantization/watermarking achievable region is given by (38) shown at the bottom of the following page.
Corollary 2:
For the Gaussian JQW system, for any . Proof: It suffices to show that if there exists a such that and (38) for different values of in Fig. 4 . As expected, is nonincreasing in and nondecreasing in . Fig. 4 shows that just as in the discrete case, our lower bound does not depend on if is large enough. In Fig. 5 , we plot the quantization-watermarking rate region. In and , our lower bound is positive, and in (including the boundary), is zero. The region is equal to the achievable rate region given in (38 The essential idea of the proof follows that of Theorem 1; i.e., it is based on the method of types and a random-coding argument.
Setup: Let and . Let the maximum in the definition of be achieved by ; i.e., Fix , where is arbitrary, and let
We will show that is asymptotically achievable for all . Fix small enough such that is an integer. We construct a sequence of Gaussian -typical sets with ; i.e., . Upon receiving , a maximum-likelihood decoder is employed; i.e., the output of the decoder satisfies
Probability of Error Analysis: Let
It can be shown in a similar manner as in (11) and (22) that the probability of error, given that is transmitted, averaged over the random code choice, is upper-bounded by (43) where and . We next bound the three terms in (43). Applying Lemma 3 to , and noting that (defined in Lemma 3) is increasing in , we can upper-bound the first term of (43) as (44) where is independent of . Similar to (23) , by applying Lemmas 3 and 4 and (42), we can bound the second term of (43) as which vanishes double-exponentially. Just as in (28), by applying Lemmas 4 and 5, we can bound the third term of (43) By the weak law of large numbers, the probabilities in (57) converge to zero, and we can make the above bound arbitrarily small by choosing small enough and large enough. Thus, taking the expectation of over the random choice of the codes , and using (45), we obtain for sufficiently small and sufficiently large.
The Existence of Good Codes: It can be shown in a similar manner as in the last step of proof of Theorem 1 (see Section III-F) that there exists at least a sequence of codes that achieves the exponent satisfies the distortion constraint simultaneously.
VI. CONCLUDING REMARKS
In this paper, we developed lower bounds for the discrete and Gaussian JQW error exponents. In both cases, we showed that our lower bounds are positive in the interior of the achievable quantization and watermarking rate region derived in [8] and [9] . We have not been able to find matching upper bounds or to disprove the tightness of our bounds.
Numerical examples reveal an interesting property of the derived bounds. In both the discrete and the Gaussian case, for a fixed embedding rate, there exists a certain threshold quantization rate, which is strictly less than the maximum possible rate (the log-cardinality of the stegotext's alphabet in the discrete case and infinity in the Gaussian case), such that the error exponent is constant for all quantization rates larger than this threshold (see Examples 1 and 2). If our bounds were tight, this would indicate that in designing a JQW system for a given embedding rate, only quantization rates below this threshold should be considered since allocating more rate for quantization would not improve the system's error probability performance. This property is analogous to the observation made in [9] that for the Gaussian JQW problem there exists a quantization rate threshold above which quantization does not hinder the detection of the watermark; i.e., the watermarking capacity can be as high as in the case of no compression. Since is nondecreasing and is an increasing sequence, the last inequality implies that is left-continuous at . On the other hand, we can bound the probability by using the union bound and Chebyshev's inequality 
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