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Resumen
Las ma´quinas de bu´squeda para la Web son motores que requieren de un gran poder computacional y
poseen de grandes bases de datos que deben ser indexadas eficientemente para lograr de esta manera
reducir los tiempos de respuestas para las consultas ingresadas. A trave´s de la computacio´n paralela
es posible encontrar nuevos algoritmos que permiten reducir los tiempos de respuestas logrando
balancear tanto el co´mputo realizado en cada procesador como la comunicacio´n requerida.
En principio, nuestra investigacio´n estuvo concentrada en bu´squedas sobre base de datos de texto.
Este reporte discute y referencia alguna de las principales conclusiones obtenidas en esta direccio´n.
Actualmente el e´nfasis esta´ en resolver bu´squedas de objetos multimediales sobre un servidor Web.
Sobre el estudio y ana´lisis de varias estructuras aptas para bu´squedas en este tipo de dominios, en este
trabajo se discute la implementacio´n paralela de una de ella, el Spatial Approximation Tree (SAT).
Finalmente, este reporte introduce la perspectiva de nuestros siguientes pasos, los cuales ba´sicamente
consisten en realizar nuevas implementaciones paralelas de otras estructuras de indexacio´n de objetos
multimediales, ya sea que permitan bu´squedas en espacios me´tricos o bu´squedas espacio-temporales.
Toda la investigacio´n desarrollada en esta lı´nea de investigacio´n esta basada en el modelo de com-
putacio´n paralela Bulk − SynchonousParallel, BSP , el cual siendo un modelo sincro´nico, es
competitivo en performance cuando es comparado con librerı´as de pasaje de mensajes ası´ncronas.
Keywords: computacio´n paralela, bu´squeda en espacios me´tricos, bu´squeda en bases de datos espacio-
temporales, bu´squeda de texto.
1. Introduccio´n
No hay duda de que la Web es un enorme desafı´o
con el que se debe tratar hoy en dı´a. Varios es-
tudios han estimado el taman˜o de la Web [20],
y mientras la diferencia reportada por e´stos es
mı´nima, la mayorı´a esta´ de acuerdo en que exis-
te ma´s de un billo´n de pa´ginas disponibles. Los
buscadores Web son aquellas ma´quinas que nos
facilitan la bu´squeda de informacio´n en este in-
menso espacio. Actualmente estas ma´quinas so´lo
permiten realizar bu´squedas de texto, y para ello
utilizan los ı´ndices invertidos o listas invertidas
como estructuras de indexacio´n. Las listas inver-
tidas son estructuras de datos de indexacio´n que
permiten realizar bu´squedas ra´pidas sobre gran-
des colecciones de texto, y consisten de una tabla
de vocabulario que posee todos los te´rminos o pa-
labras relevantes encontradas en la coleccio´n de
documentos y una lista asociada por cada te´rmi-
no. La lista asociada consiste de pares de inden-
tificadores de documentos y la frecuencia con la
que aparece el te´rmino en el documento.
Varias publicaciones han presentado experi-
mentos y propuestas para el procesamiento pa-
ralelo eficiente de consultas sobre las listas in-
vertidas que esta´n distribuidas en P procesadores
[1, 4, 10, 6, 8, 12, 13, 11, 22]. Es evidente que la
eficiencia sobre un cluster de computadoras so´lo
se logra usando estrategias que permiten reducir
la cantidad de comunicacio´n entre los procesa-
dores, y mantener un balance razonable sobre la
cantidad de co´mputo y comunicacio´n realizada
por cada procesador para resolver la bu´squeda de
consultas.
Existen dos estrategias de distribucio´n de lis-
tas invertidas sobre un conjunto de procesadores
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predominantes: (a) la particio´n de documentos en
la cual los documentos son uniformemente distri-
buidos sobre los procesadores y la lista invertida
se construye en cada procesadores usando el res-
pectivo subconjunto de documentos, y (b) la par-
ticio´n de te´rminos donde se construye un u´nico
ı´ndice invertido secuencial y luego se distribuye
cada te´rmino con su lista invertida sobre los pro-
cesadores. Adema´s de estas dos estrategias pre-
dominantes existen algunas estrategias hı´bridas
que intentan mejorar el balance de carga [12, 21].
La forma en que las listas invertidas son particio-
nadas entre los procesadores determina la manera
en que se realiza el procesamiento paralelo de las
consultas.
La mayorı´a de las implementaciones de listas
invertidas presentadas hasta el momento, esta´n
basadas en la programacio´n paralela con pasa-
je de mensajes en las que se pueden ver combi-
naciones de multithreaded y sistemas de sola-
pamiento de co´mputo/comunicacio´n. Utilizando
estas formas desordenadas de computacio´n para-
lela es bastante riesgoso hacer afirmaciones razo-
nables sobre la performance de los algoritmos.
Figura 1: Resultados con 8 procesadores. El eje x indica
las realizaciones de los algoritmos en BSP y dos realiza-
ciones en MPI de las listas invertidas. MA=completamente
ası´ncrono con MPI, SA=semi-ası´ncrono con MPI y
BSP=sincro´nico con BSP.
El problema con estas aproximaciones es que
las ejecuciones son muy dependientes del estado
particular de la ma´quina y sus fluctuaciones. Por
otro lado, el uso de threads son fuentes poten-
ciales de overheads y pueden producir salidas
impredecibles en te´rminos de tiempo de ejecu-
cio´n.
Alternativamente, toda nuestra investigacio´n
en el a´rea esta basada en una forma de compu-
tacio´n paralela ma´s conservativa pero igualmen-
te efectiva, el Modelo Bulk-Synchonous Parallel,
BSP [19, 18]. La principal ventaja de BSP es
que tiene un modelo de costo que permite evaluar
los costos de co´mputo y comunicacio´n de los al-
goritmos paralelos.
BSP es un modelo libre de deadlocks y tie-
ne una manera particular de organizar sincro´ni-
camente el co´mputo en superpasos, y la perfor-
mance obtenida es muy similar a la obtenida con
algoritmos completamente ası´ncronos. La Figura
1 muestra un ana´lisis comparativo de performan-
ce entre una implementacio´n realizada bajo esta
metodologı´a y dos realizaciones de listas inver-
tidas semi-ası´ncronas y completamente ası´ncro-
nas. Para hacer los costos de comunicacio´n si-
milares, utilizamos la librerı´a de comunicacio´n
BSPonMPI , que es una realizacio´n creciente
del modelo BSP sobre las primitivas de MPI .
Estos resultados muestran que BSP obtiene una
performance competitiva.
2. Bu´squeda de Texto
El procesamiento paralelo de consultas
esta´ compuesto ba´sicamente en una fase en la
que es necesario obtener las listas invertidas de
cada te´rmino de la consulta y realizar un ran-
king de documentos para producir los resultados.
Las consultas llegan al servidor paralelo desde
una ma´quina recepcionista llamada broker. Lue-
go esta ma´quina broker envı´a las consultas a una
ma´quina del servidor que es seleccionada en for-
ma circular. Esta ma´quina tambie´n sera´ la encar-
gada de realizar posteriormente la operacio´n de
ranking.
Cada consulta es procesada en dos etapas: la
primera consiste en buscar las listas de taman˜o
K para cada te´rmino de la consulta y enviarlo al
ranker. En la segunda, el ranker realiza el ranking
de documentos y si es necesario pide otras listas
de taman˜o K . A este esquema lo denominamos
ranking iterativo. Para realizar el ranking de do-
cumentos utilizamos el modelo vectorial con una
te´cnica de filtro propuesta en [16].
En este trabajo se han implementado y com-
parado distintas estrategias que permiten realizar
el procesamiento de consultas. Entre ellas esta´n
las mencionadas anteriormente: particio´n de do-
cumentos y particio´n de te´rminos, a las que deno-
minaremos con las letras D y T respectivamente.
En el caso de T , la ma´quina ranker es seleccio-
nada teniendo en cuenta la cantidad de trabajo
planificada hasta el momento. Por lo tanto quisi-
mos comprobar que´ sucedı´a si la ma´quina ranker
era seleccionada aleatoreamente (TR).
Figura 2: Procesamiento de 10,000 consultas insertando
256 nuevas consultas en cada superpaso.
Para el caso de la interseccio´n, es decir con-
sultas de tipo “and” determinamos la ma´quina
en la que se almacena cada te´rmino y luego pa-
ra cada log de consultas contamos la frecuen-
cia en que los pares de te´rminos (ti, tj) aparecen
(TRI). A patir de alli, se arma una lista orde-
nada por frecuencia, luego se eliminan los pares
del comienzo de la lista y se ubican en un pro-
cesador siguiendo la siguiente regla. Si ningu´n
te´rmino ha sido asignado a un procesador, enton-
ces colo´quelos en el procesador con menos can-
tidad de te´rminos. Si uno de los te´rminos ha si-
do asignado, entonces su compan˜ero va al mismo
procesador.
Tambie´n disen˜amos algoritmos de indexa-
cio´n que trabajan con buckets (TB). Es decir que
las listas son divididas en bloques para luego dis-
tribuirlas uniformemente entre los procesadores.
Para la estrategia de particionado de documen-
to, tambie´n usamos una estrategia similar (DB),
donde en este caso el nu´mero de los buckets es
igual al nu´mero de procesadores en el servidor.
El objetivo principal de los buckets, es poder ba-
lancear tanto el co´mputo realizado en cada pro-
cesador, como tambie´n la comunicacio´n reque-
rida para resolver una consulta, lo cual permite
sacar una gran ventaja al utilizar el modelo BSP
porque las comunicaciones se realizan en masa
(bulk).
Por u´ltimo presentamos TC y TCI que son
versiones de TR y TRI respectivamente en los
cuales los rankers mantienen en sus memorias ca-
che los trozos de listas de los te´rminos que apare-
cen en las consultas. En la Figura 2 se muestran
los resultados obtenidos para lote de 10,000 con-
sultas con las diferentes estrategias. Esta figura
muestra los resultados obtenidos para un ı´ndice
invertido que cabe completamente en memoria
RAM . El estudio analı´tico de todas las estrate-
gias desarrolladas en esta direccio´n pueden en-
contrarse en [9].
3. Bu´squeda en Espacios Me´tri-
cos
Con el crecimiento de informacio´n no textual
en la Web, cada dı´a es ma´s importante almace-
nar, indexar y buscar ima´genes, sonidos, audio
y colecciones de video. Existe una gran varie-
dad de estudios realizados sobre estructuras de
datos multimediales, algunos de ellos son BK-
Tree [3], GNAT [5], MTree [2], etc. Estas estruc-
turas son utilizadas para realizar bu´squedas por
similitud en espacios me´tricos. Un espacio me´tri-
co esta´ formado por una coleccio´n de U objetos y
una funcio´n de distancia d definida entre ellos, la
cual satisface la diferencia triangular. El objetivo
es, dado un conjunto de objetos y una consulta
recuperar aquellos objetos que se encuentran su-
ficientemente cerca de la consulta.
Una estructura propuesta recientemente pa-
ra este tipo de problemas es el Spatial Approxi-
mation Tree (SAT) que permite realizar bu´sque-
das eficientes en espacios de alta dimensionali-
dad [14, 15]. El trabajo [17] examina el desem-
pen˜o de SAT y muestra un ana´lisis comparativo
de performance de esta estructura con otras del
mismo estilo.
En trabajos previos hemos paralelizado exi-
tosamente esta estructura, logrando reducir signi-
ficantemente el nu´mero de distancias calculadas
en cada bu´squeda, debido a que e´sta es la medi-
da de performance que se desea optimizar [7].
Hemos propuesto ba´sicamente tres estrategias de
paralelizacio´n. La estrategia local en la que los
datos se distribuyen en el servidor y luego ca-
da ma´quina construye su estructura localmente.
La estrategia multiplexado, donde se construye
una estructura u´nica y luego los nodos son distri-
buidos entre los procesadores en forma multiple-
xada. Otra estrategia denominada LOAD donde
los nodos de las estructura de indexacio´n son dis-
tribuidos teniendo en cuenta la cantidad de nodos
que cada procesador posee, permitiendo balan-
cear la carga. Finalmente, hemos optimizado los
algoritmos de bu´squeda colocando un lı´mite V
al nu´mero de co´mputo realizado en cada super-
paso. Este lı´mite es autoadaptativo, ya que cada
cierta cantidad de superpasos, se recolecta infor-
macio´n que permite evaluar la carga de trabajo
de cada c¸ procesador y luego se actualiza el lı´mi-
te de co´mputo V .
4. Conclusiones y Trabajo Futu-
ro
Hasta el momento hemos logrado estudiar en
profundidad las estrategias de indexacio´n exis-
tentes en el contexto de bu´squedas en la Web.
Hemos implementado las estrategias existentes y
hemos propuesto nuevas estrategias que permi-
ten balancear no so´lo la carga de trabajo que tie-
ne cada procesador en el servidor, sino tambie´n
la comunicacio´n realizada entre estos durante la
resolucio´n de consultas.
El trabajo ha sido realizado utilizando el mo-
delo de computacio´n paralela BSP , que es un
modelo sincro´nico y sencillo de utilizar. La im-
plementacio´n de los algoritmos se lleva a cabo
utilizando la librerı´a BSPlib y BSPonMPI
que permite ejecutar co´digos escritos siguiendo
el modelo BSP bajo la plataforma MPI . He-
mos podido comprobar que las aplicaciones en
BSP son competitivas con otras implementacio-
nes ası´ncronas y semi-ası´ncronas.
Tambie´n hemos comenzado a estudiar y ana-
lizar posibles formas paralelas de indexacio´n
sobre espacios me´tricos. Esto permite realizar
bu´squedas multimediales en motores de bu´sque-
da Web que hasta el momento no han sido pre-
sentadas en otros trabajos. Para ello se debe es-
tudiar, analizar e implementar una gran variedad
de estructuras de indexacio´n que sean dina´micas,
ya que es deseable incorporar nueva informacio´n
en estos ı´ndices en forma perio´dica.
Nuestro siguiente paso consiste en realizar
nuevas implementaciones paralelas y eficientes
de otras estructuras de indexacio´n de objetos
multimediales, para luego poder analizar exhaus-
tivamente su performance sobre un cluster de
computadoras.
Tambie´n es interesante agregar a esta inves-
tigacio´n, la bu´squeda espacio-temporales de ob-
jetos, que es un tema reciente pero de mucha uti-
lidad para el control de tra´nsito vehicular, tele-
fonı´a celular, etc. En este a´mbito es posible rea-
lizar consultas histo´ricas donde se recupera in-
formacio´n de los objetos que se mueven (apa-
recen, desaparecen, cambian) generalmente en
tiempo discreto. Este tipo de consultas se las co-
noce como ventanas en el tiempo. Las consultas
timestamp recuperan los objetos que se encuen-
tran en una ventana en un tiempo especı´fico y las
consultas de intervalo incluyen a su vez varios
timestamps.
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