Abstract This paper presents a two-level protein folding optimization on a three-dimensional AB off-lattice model. The first level is responsible for forming conformations with a good hydrophobic core or a set of compact hydrophobic amino acid positions. These conformations are forwarded to the second level, where an accurate search is performed with the aim of locating conformations with the best energy value. The optimization process switches between these two levels until the stopping condition is satisfied. An auxiliary fitness function was designed for the first level, while the original fitness function is used in the second level. The auxiliary fitness function includes expression about the quality of the hydrophobic core. This expression is crucial for leading the search process to the promising solutions that have a good hydrophobic core and, consequently, improves the efficiency of the whole optimization process. Our differential evolution algorithm was used for demonstrating the efficiency of the two-level optimization. It was analyzed on well-known amino acid sequences that are used frequently in the literature. The obtained experimental results show that the employed two-level optimization improves the efficiency of our algorithm significantly, and that the proposed algorithm is superior to other state-of-the-art algorithms.
Introduction
Proteins are fundamental components of cells in all living organisms. They perform many tasks, such as catalyzing certain processes and chemical reactions, transporting molecules to and from the cell, delivering messages, sensing signals and other things which are essential for the preservation of life [12] . Proteins are formed from one or more amino acid chains joined together. The amino acid chain must fold into a specific three-dimensional native structure before it can perform its biological function(s) [26] . An incorrectly folded structure may lead to many human diseases, such as Alzheimer's disease, cancer, and cystic fibrosis. Therefore, the problem of how to predict the native structure of a protein from its amino acid sequence is one of the more important challenges of this century [16] and, because of its nature, it attracts scientists from different fields, such as Physics, Chemistry, Biology, Mathematics, and Computer Science.
Scientists are trying to solve the protein structure prediction problem with experimental and computational methods. The experimental methods, such as Xray crystallography and nuclear magnetic resonance, are very time consuming and expensive. In order to mitigate these disadvantages of experimental methods, scientists are trying to develop computational methods. Template based methods use information about related or similar sequences. In contrast to these methods, ab-initio methods predict the native three-dimensional structure of an amino acid chain from its sequence, and, to do this, they do not require any additional information about related sequences. They predict the three-dimensional structure from scratch. These methods are not only important because they are an alternative to experimental methods, but also because they can help to understand the mechanism of how proteins are folding in nature. Therefore, inside ab-initio methods, the Protein Folding Optimization (PFO) represents a computational problem of how to simulate the protein folding process and to find a native structure. Improving PFO will lead to the improvement of prediction methods and, consequently, this could reduce the gap between the number of known protein sequences and known protein structures.
Using ab-initio methods, it is possible to predict the native structure of relatively small proteins. The reasons for that are an expensive evaluation of conformation, and the huge and multimodal search space. In order to reduce the time complexity of evaluations and to reduce spatial degrees of freedom, simplified protein models were designed, such as an HP model [3, 9] within different lattices and an AB off-lattice model [31] . The main goals of these models are development, testing, and comparison of different methods. Within this paper, the simplified three-dimensional AB off-lattice model was used to demonstrate the efficiency of two-level optimization by using the differential evolution algorithm.
It has been shown that PFO has a highly rugged landscape structure, containing many local optima and needle-like funnels [14] . In order to explore this search space effectively, we already have proposed a Differential Evolution (DE) algorithm [2, 4] that, in contrast to all previous methods, follows only one attractor. The DE algorithm was selected because of its simplicity and efficiency, and because it was successfully used in various optimization problems [6] , such as an animated trees reconstruction [36] , an post hoc analysis of sport performance [8] , and parametric design and optimization of magnetic gears [33] . The temporal locality [35] , selfadaptive mechanism [5] of the main control parameters, local search, and component reinitialization were used additionally to improve the efficiency of the algorithm. The DE algorithm, with all listed mechanisms, was capable of obtaining significantly better results than other state-of-the-art algorithms, and it obtained a success ratio of 100% for sequences up to 18 monomers.
In this paper, we propose a new two-level optimization differential evolution algorithm. The auxiliary fitness function is designed for the first level. This function allows the algorithm to locate solutions with a good hydrophobic core easily. The hydrophobic core represents a set of positions of the hydrophobic amino acids. The motivation for this approach is taken from nature, where the hydrophobic amino acids hide from water, and hydrophilic amino acids move to the surface to be in contact with the water molecules. In the second level, the original fitness function is used for the final structure optimization. We called the proposed algorithm DE 2L , and it was tested on two sets of amino acid sequences that were used frequently in the literature. The first set includes 18 real peptide sequences, and the second set includes 5 well-known artificial Fibonacci sequences. Experimental results show that the proposed two-level optimization improves the efficiency of the algorithm, and it is superior to other state-of-the-art algorithms. Our algorithm is now capable of reaching the best-known conformations with a success rate of 100% for sequences up to 25 monomers within the budget of 10 11 solution evaluations. For all sequences with the length of 29 or more monomers, the new best-known solutions were reached. Based on these observations, the main contributions of this paper are:
• The two-level optimization.
• The auxiliary fitness function.
• The frontiers of finding the best-known solutions with a success rate of 100% are pushed to the sequences with up to 25 monomers.
• The new best-known conformations for all sequences with 29 or more monomers.
The remainder of this paper is organized as follows. Related work and the three-dimensional AB off-lattice model are described in Sections 2 and 3. The two-level optimization differential evolution algorithm and auxiliary fitness function are given in Section 4. The description of the experiments and obtained results are presented in Section 5. Section 6 concludes this paper.
Related work
Over the years, different types of metaheuristic optimization algorithms have been applied successfully to the PFO on the AB off-lattice model. A brief overview of the existing algorithms is provided within this section. The information about hydrophobic cores was also used within different approaches for protein structure prediction. A brief description of these approaches is also included in this section.
Metaheuristic optimization algorithms
Evolutionary algorithms have been quite successful in solving PFO. An ecology inspired algorithm for PFO is presented in [25] . A key concept of this algorithm is the definition of habitats. These habitats, or clusters, are determined by using a hierarchical clustering algorithm. For example, in a multimodal optimization problem, each peak can become a promising habitat for some populations. Two categories of ecological relationships can be defined, according to the defined habitats, intrahabitats' relationships that occur between populations inside each habitat, and inter-habitats' relationships that occur between habitats. The intra-habitats' relationships are responsible for intensifying the search, and the interhabitats' relationships are responsible for diversifying the search. The paper [15] presents the basic and adaptive versions of the DE algorithm with parallel architecture (master-slave). With this architecture, the computational load is divided and the overall performance is improved. An explosion and mirror mutation operators were also included into DE. The explosion is a mechanism that reinitializes the population when the stagnation has occurred, and, thus, it is responsible for preventing premature convergence. The second mechanism, the mirror mutation, was designed to perform a local search by using mirror angles within the sequence.
In paper [30] , the authors have analyzed six variants of Genetic Algorithms (GAs). Three variants were designed, and each of them includes one of the following selection mechanisms: Rank selection, elitist selection, and tournament selection. All of these variants are combined with single and double point crossover. The GA with the elitist selection and two-point crossover outperforms other variants.
A Biogeography-Based Optimization (BBO) is also applied to PFO [7] . This algorithm is based on the definition of habitats. Each habitat has its amount of species, and different habitats usually have different amounts of species. Within the algorithm, Habitat Suitability Index (HSI) is used to measure the quality of the habitat. Habitats with high HSI are suitable for survival. Thus, these habitats have low immigration rates and high emigration rates. On the contrary, habitats with low HSI have high immigration rates and low emigration rates. Additionally, BBO includes a mutation operator to avoid premature convergence, and elitism to avoid the degeneration phenomena. The improved BBO contains an improved migration process. In the migration process, a feature from a habitat is replaced by another feature from a different habitat. In the improved version, different features were selected from different habitats according to their emigration rates and their values with weights determine the features of the habitat. This algorithm was compared with the standard BBO and DE. The results show that the improved BBO outperforms all competitors.
It has been shown that the PFO has a highly rugged landscape structure containing many local optima and needle-like funnels [14] , and, therefore, the algorithms that follow more attractors simultaneously are ineffective. In our previous work [2] , to overcome this weakness, we proposed the DE algorithm that uses the best/1/bin strategy. With this strategy, our algorithm follows only one attractor. The temporal locality mechanism [35] and self-adaptive mechanism [5] of the main control parameters were used additionally to speed up the convergence speed. Random reinitialization was used when the algorithm was trapped in a local optimum. This algorithm was extended in [4] with two new mechanisms. A local search is used to improve convergence speed, and to reduce the runtime complexity of the energy calculation. For this purpose, a local movement is introduced within the local search. The designed evolutionary algorithm has fast convergence speed and, therefore, when it is trapped into the local optimum or a relatively good solution is located, it is hard to locate a better similar solution. The similar solution differs from the good solution in only a few components. A component reinitialization method is designed to mitigate this problem. The obtained results of this algorithm show that it is superior to the algorithms from the literature, and significantly lower energy values were obtained for longer sequences.
Swarm Intelligence algorithms also showed good results for PFO. The authors in [24] tested the standard versions of the following algorithms: Particle swarm optimization, artificial bee colony, gravitational search algorithm, and the bat algorithm. This test showed that the particle swarm optimization algorithm obtained the overall best balance between quality of solutions and the processing time.
To improve the Artificial Bee Colony (ABC) algorithm convergence performance, an internal feedback strategy based ABC is proposed in [20] . In this strategy, internal states are used fully in each iteration, to guide the subsequent searching process. In [34] , a chaotic ABC algorithm was introduced. This algorithm combines the artificial bee colony and the chaotic search algorithm to avoid the premature convergence. If the algorithm was trapped into the local optimum, it uses a chaotic search algorithm to prevent stagnation. A balance-evolution artificial bee colony algorithm was presented in [18, 19] . During the optimization process, this algorithm uses convergence information to manipulate adaptively between the local and global searches.
Researches combined two or more algorithms in order to develop hybrid algorithms that can obtain better results in comparison with the original algorithms. In [22] , the authors combined simulated annealing and the tabu search algorithm. This algorithm was improved additionally with a local adjust strategy that improves the accuracy and speed of searching.
The algorithm that combines the particle swarm optimization, genetic algorithm, and tabu search was presented in [37] . Within this algorithm, the particle swarm optimization is used to generate an initial solution that is not too random, and the factor of stochastic disturbance is adopted to improve the ability of global search. The genetic algorithm was used to generate local optima in order to speed up the convergence of the algorithm, while the tabu search is used with a mutation operator to locate the global optimum.
An improved stochastic fractal search algorithm was applied to the AB off-lattice model in [38] . In order to avoid the algorithm becoming trapped into the local optimum, Lévy flight and internal feedback information are incorporated into the algorithm. The algorithm consists of diffusion and an update process. The Lévy flight was used in the diffusion process to generate some new particles around each population particle. In the update process, the best particle generated from the diffusion process is used to generate new particles. To prevent stagnation within a local optimum, the internal feedback information is incorporated into the algorithm. This information is used to trigger the mechanism that generates new particles according to two randomly selected particles from the population.
The authors in [10] have shown that the differential evolution algorithm converges to better solutions when the initial population is created by using trained neural networks. The neural networks were trained successfully using the reinforcement learning method, by knowing only the fitness function of the class of optimization problems.
An improved harmony search algorithm was presented in [12, 13] . In this algorithm, the basic harmony search algorithm was combined with dimensional mean based perturbation strategy. This strategy allows the algorithm to avoid premature convergence, and enhance the capability of jumping out from the local optima.
A multi-agent simulated annealing algorithm with parallel adaptive multiple sampling was proposed in [21] . A parallel elitist sampling strategy was used to overcome the inherent serialization of the original simulated annealing algorithm. This strategy additionally provides benefit information, that is helpful for the convergence. An adaptive neighborhood search and a parallel multiple move mechanism were also used inside the algorithm to improve the algorithm's efficiency. In this work, the following methods were analyzed for generating candidate solutions: Simulated annealing, a mutation from the differential evolution algorithm, and the velocity and position update from the particle swarm optimization.
Although powerful optimization algorithms have been introduced for PFO, researchers are also focused on the time-consuming optimization problems. For solving such a problem for PFO, the authors in [27] introduced a new version of DE which uses the computationally cheap surrogate models and gene expression programming. The purpose of the incorporated gene expression programming is to generate a diversified set of configurations, while the purpose of the surrogate model is to help DE to find the best set of configurations. Additionally, a covariance matrix adaptation evolution strategy was also adopted, to explore the search space more efficiently. This algorithm is called SGDE, and it outperforms all state-of-the-art algorithms according to the number of function evaluations. Its efficiency was also demonstrated in terms of runtime on the adopted all-atom model which represents time-consuming PFO.
Hydrophobic core
Information about a hydrophobic core, or a set of positions of the hydrophobic amino acids, is very useful for structure prediction in different methods. The authors in [1] presented a constraint-based method. The key concept of this method is the ability to compute maximally compact hydrophobic cores. Information about hydrophobic core was also used within stochastic algorithms for PFO. In [28, 29] a macro-mutation operator is incorporated into the genetic algorithm and applied to the three-dimensional face-centered cubic lattice. This operator compresses the conformation and quickly forms the hydrophobic-core. The obtained results show that the macro-mutation operator improves the efficiency of the algorithm significantly.
3 Three-dimensional AB off-lattice model A chain of amino acids can be represented with a unique amino acid sequence. From the amino acid sequence, it is possible to generate different conformations, which is also dependent on the model used. The simplified three-dimensional AB off-lattice model [31] is used in our paper, to demonstrate the efficiency of the proposed algorithm. Instead of 20 standard amino acids, this model uses only two different types of amino acids: Ahydrophobic and B -hydrophilic. Thus, an amino acid sequence is represented as a string s = {s 1 , s 2 , ..., s L }, s i ∈ {A, B}, where A represents a hydrophobic, B a hydrophilic amino acid, and L the length of the sequence. The solution, or three-dimensional structure of an AB sequence, is defined by bond angles θ = {θ 1 , θ 2 , ..., θ L−2 }, torsional angles β = {β 1 , β 2 , ..., β L−3 }, and the unitlength chemical bond between two consecutive amino acids (see Fig. 1 ). The quality of the solution determines the energy value E o , which is calculated using a simple trigonometric form of backbone bend potentials E bb (θ) and a species-dependent Lennard-Jones 12,6 form of non-bonded interactions E lj (s, θ, β), as shown in the following equation [31] :
where p i and p j represents the position of the amino acid within the three-dimensional space. These positions are determined, as shown in Fig. 1 and by the following equation:
In Eq. (1) d(p i , p j ) denotes the Euclidean distance between positions p i and p j , while c(s i , s j ) determines the attractive, weak attractive or weak repulsive nonbonded interaction for the pair s i and s j , as shown in the following equation:
The objective of PFO within the context of an AB offlattice model is to simulate the folding process, and to find the angles' vector or conformation that minimizes the free-energy value: {θ * , β * } = arg min E o (s, θ, β). The described model takes into account the hydrophobic interactions which represent the main driving forces of a protein structure formation and, as such, still imitates its main features realistically [11] . Therefore, although this model is incomplete, it allows the development, testing, and comparison of various search algorithms.
Method
In order to include knowledge about the hydrophobic core to our algorithm, we have developed the two-level optimization by using the differential evolution algorithm. The optimization process is alternated between two levels until the stopping condition of the optimization process is satisfied, as shown in Fig. 2 . The auxiliary fitness function is used in the first level, which is responsible for forming conformations with a good hydrophobic core. When the stopping condition of the first level is satisfied, the obtained population is forwarded to the second level. The original fitness function is used in the second level to locate solutions with the lowest energy value. When the second optimization level is finished, the reinitialization is performed, and the optimization process continues on the first level.
The main idea of the auxiliary fitness function is to allow the algorithm to form good hydrophobic-cores easily. For this purpose, it contains three expressions, as shown in Eq. (3) .
The first expression E o represents the original fitness function, the second expression E hc determines the quality of the hydrophobic core, while the third expression is a constant λ that separates the fitness values between the first and second optimization levels. The quality of the hydrophilic core determines the sum of the Euclidean distances between all hydrophobic amino acids and their centroid c. The value of parameter λ ensures that the energy value E x in the first level is always worse in comparison with the energy value E o in the second optimization level. In this work, the value of λ was set to 1,000.
Proposed algorithm
We extended our algorithm [4] in such a way that the optimization process is divided into two levels. This algorithm is described in this section, and it is shown in Figs. 3 and 4. The lines that include two-level optimization into our algorithm are highlighted with a gray background. The optimization begins with initialization (line 2 in Fig. 3 ). Each iteration of the while loop (line 3) represents one generation of the evolutionary process. In one generation the jDE/best/1/bin strategy is performed for each population's vector {x 1 , x 2 , ..., x N p } for creating a trial vector u (lines 5 -18). Each vector is a D-dimensional vector that contains real coded bond θ and torsional β angles:
where D = 2 · L − 5 is the dimension of the problem, and x i,j ∈ [−π, π]. The variable firstLevel determines the current optimization level. The trial vector u is evaluated according to the value of this variable as shown in line 19. If the trial vector is better than the corresponding vector from the population x i , then yet another trial vector u * is generated using temporal locality (lines 24 -30) , and evaluated according to the current optimization level. The second trial vector u * 1: procedure DE2L(s, Np) 2:
Initialize a population P firstLevel = true
while stopping criteria is not met do 4:
do r 1 =rand {1,Np} while r 1 =i end do 8:
do r 2 =rand {1,Np} while r 2 =i or r 2 =r 1 end do 9:
j rand = rand {1,D} 10: if eu ≤ ei then 25:
// Temporal locality 26: for n = 2 to L − 1 do 44: 
end while 56:
return {x b , e b } 57: end procedure is generated by using the promising movement that is added to the best population vector. In lines 37 and 39, the corresponding population vector is replaced by the better trial vector. The main goal of the first level is to form good hydrophobic cores, and it is not necessary to reach very accurate solutions. Therefore, the local search is not used in this level, as shown in line 41. The local search includes a local movement mechanism that allows efficient evaluation of neighborhood vectors which have moved locally only two consecutive monomers, while all remaining monomers are unchanged. Thus, this mechanism is only used in the second optimization level for performing an accurate search.
The first generation belongs to the first optimization level, while the optimization level for all the remaining generations is determined in the reinitialization method. This method is performed at the end of each generation and it is responsible for reinitializations. The reinitialization is performed when the best population vector x p b is unchanged for at least H c · D evaluation within the first optimization level, or at least P b · D evaluation within the second optimization level. If one of these conditions is met and the best local vector x l b is worse than the best population vector, then the best local vector is updated (line 3 in Fig. 4 ). In the described reinitialization method we have three different best vectors. The best population vector is the best vector in the current population, the local best vector is the best vector among all similar vectors, and the global best vector is the best vector obtained within the evolutionary process [4] . How long the current population best and local best vector stayed unchanged within the optimization process and the value of control parameters H c , L b , and P b , determine the reinitialization and optimization level. Two types of reinitializations are possible. The random reinitialization is performed when the local best vector is unchanged for at least L b · D reinitializations within the second optimization level (line 4). Otherwise, the optimization level is changed and component reinitialization is performed (lines 10 -15) . The random reinitialization is performed only in the second optimization level, while the component reinitialization is applied at both levels. In this way, the component reinitialization increases the likelihood of finding a good similar solution that is different from the already found good solution in only a few components. The parameter C determines the number of components that are different between the local best vector and vectors generated by component reinitialization (line 13). On the other hand, random reinitialization guides the search process to unexplored search space regions. For a detailed description of all mechanisms of our previous work and its influence to the algorithm's efficiency, we refer readers to [2] and [4] .
Experiments
The DE 2L algorithm was implemented by using SPSE (Stochastic Problem Solving Environment), compiled with a GNU C++ compiler 5.4.0, and executed using an Intel Core i5 computer with 3.2 GHz CPU and 16 GB RAM under Linux Mint 18.3 Sylvia and a grid environment (Slovenian Initiative for National Grid 1 ). The SPSE environment allows for rapid development and testing of stochastic algorithms for different problems in an efficient way. The console and web interface is available within this environment. By using the web interface, we developed a web application that is available at https://spse.feri.um.si, where the proposed algorithm can be tested and the optimization process is visualized. In order to evaluate the efficiency of the proposed algorithm, we used a set of amino acid sequences, as shown in Table 1 . This set includes 18 real peptide sequences from the Protein Data Bank database 2 , and 5 Fibonacci sequences. The K-D method [23] is used to transform the real peptide sequences to the AB sequences. In this method, the amino acids isoleucine, valine, proline, leucine, cysteine, methionine, alanine, and glycine, are transformed to hydrophobic ones (A), while aspartic acid, glutamic acid, histidine, phenylalanine, lysine, asparagine, glutamine, arginine, serine, threonine, tryptophan, and tyrosine to hydrophilic ones (B). The selected sequences have different lengths, which enabled us to analyze the algorithm with the three stopping conditions. The quality of the solution (E t ), or the target scenario, was used for short sequences, while the limited amount of solution evaluation (NSE lmt ) and runtime (t lmt ) were used for long sequences. The used sequences can also be found in many papers, and, therefore, allow 
E i N the mean energy value E best = max {E 1 , E 2 , ..., E N } the best energy value Table 2 summarizes the expressions that were used in our experiments. Note that all energy values are multiplied by -1, which means that all reported energy values are positive, and higher values are better. N = 30 independent runs were performed when the proposed algorithm was compared with the state-ofthe-art algorithms. In all other experiments, N = 100 independent runs were used. In the target scenario, experimental results of NSE have near-exponential or near-geometric distribution. Under such distributions, and with N = N succ = 100 runs, a reliable rule-of-thumb estimates a 95% confidence interval as follows:
Parameter settings
Although the two-level optimization introduces only one new parameter H c , the algorithm works quite differently than the previous one. Therefore, in this section, we will show the influence of the four control parameters P b , L b , C, and H c to the algorithm's efficiency while the population size N p was set to 100 according to the experiment in [2] . In our analysis of four parameters, the target scenario (E t ) was used on short sequences. For each sequence, we used 9 different settings as shown in Table S4 (supplementary material). Entries that are shown as '-' imply that the algorithm cannot reach the target value E t in all the runs within the budget of 2 · 10 11 solution evaluations. The recommended settings and their results are shown in bold typeface. From the displayed results, we can see that each sequence has its own optimal setting, but it is still possible to select a good setting for all sequences. For this purpose, mean rank r mean was calculated for each setting, as shown in Table 3 . Two settings obtained the best r mean = 3.11. We selected the following values P b = 20, L b = 20, C = 10, Hc = 35, and N p = 100 as a good setting, since this setting obtained the best result on the largest sequence 2H3S. Therefore, this setting is used in all the remaining experiments. From the displayed results, we can also see that parameter C is the most sensitive parameter. The best rank was obtained for the setting with C = 10, while the worst ranks were obtained for settings with C = 5 and C = 15. This can also be observed in Table S4i , where the best result was obtained with C = 10, while the algorithm cannot reach the target energy value E t in all the runs, only for settings with C = 5 and C = 15. Similar relationships of these parameter values can be observed for most sequences in Table S4 .
Two-level optimization
Two-level optimization was designed to increase the quality of the hydrophobic cores and, consequently, improve the efficiency of the algorithm. In order to demonstrate these advantages, the algorithm with two-level optimization DE 2L was compared with the algorithm DE lscr [4] that does not have two-level optimization. Within this comparison, the algorithms were compared by using two scenarios. In the first scenario, the following stopping conditions were used on the small sequences: E t and NSE lmt = 10
11 . The results of this scenario are shown in Table 5 , and entries that are shown as '-' imply that In the second scenario, the grid environment was used, algorithms were limited with t lmt = 4 days, and N = 100 runs were performed for each sequence. The obtained results are shown in Table 6 . Both algorithms obtained S r = 1 for all sequences up to 18 monomers, while for all other sequences, DE 2L obtained better S r and E mean . From the shown results, we can observe that DE 2L obtained a significant improvement in energy values for longer sequences. For example, E best was improved by 10.1944, 4.9021, and 11.5551 for sequences 1PCH, F89, and 2EWH, respectively. Even more, values of E mean that belong to DE 2L are better than values of E best that belong to DE lscr for the following sequences: 2EWH, 1PCH, 1GK4, 1HVV, 2KAP, F55, 1CRN, 1AGT and 2KGU. From these results, we can conclude that the two-level optimization improves the efficiency of the algorithm significantly for longer sequences too.
In the continuation of the section, we will analyze both optimization levels and the relationship between them. For this purpose, one run was performed for each of the following sequences 1BXP, 1AGT, and 2EWH, with the following stopping conditions NSE lmt = 5 · 10 5 , NSE lmt = 10 7 , and NSE lmt = 10 8 . The convergence graphs of the best population vector x p b for all three runs are shown in Fig. 5 . The first level is shown with the red line, while the second level is shown with the green line. The distance between these two lines is determined by parameter λ (see Eq. 3). We can notice that the optimization process is alternated between two optimization levels, the energy value of the first level is always higher in comparison with the energy value of the second level, and the optimization process is employed mostly in the second optimization level. This can also be seen in Table 4 . The number of solution evaluations within the first level NSE 1 is significantly smaller in comparison with the number of solution evaluations within the second level NSE 2 . A similar relationship can be observed for runtime. From the shown coefficients, we can see that the first level used only 11.6% of NSE and only 13% of t for sequence 1BXP. For the longer sequences, these percentages are even smaller. A meticulous reader may notice that parameters H c and P b determine the relationship between optimization levels, and this relationship is contrary to the parameter values. The reason for this is in the local search, which is used only in the second level. When the good solution is reached, the local search is a good mechanism to improve it. Therefore, the population best vector has a greater likelihood of improvement and, consequently, the second optimization level takes more time.
Comparison with state-of-the-art algorithms
In this section, our algorithm is compared with stateof-the-art algorithms. Due to the page limit, detailed results, the best-known solutions, and their graphical representations are shown in the Supplemental material. 
Number of function evaluations
In the first comparison, the stopping condition was NSE lmt , which was set according to the literature [4, 19] .
The obtained results are shown in Tables 7 and S5 . The best-obtained energy values are marked in bold typeface. It can be observed that DE 2L obtained the second best E mean for longer sequence 1HVV, 1GK4, and 2EWH, while for all the remaining sequences, it obtained the best E mean . Table 7 Table 6 ).
The best energy values
Finally, to demonstrate the superiority of our algorithm in comparison to other algorithms, the best energy values are compared for all selected sequences. This comparison is shown in Table 8 . We can see that DE 2L confirms the best energy values for shorter sequences, and for all sequences with 29 or more monomers, the new bestknown solutions were obtained. The solution vectors obtained by DE 2L are shown in Tables S1, S2 , and S3, while their graphical representation is shown in Fig. S1 .
Conclusions
In this paper, we presented two-level optimization that was incorporated into our differential evolution algorithm for protein folding optimization. In order to improve the efficiency of the algorithm, the optimization process is divided into two levels. The first level is responsible for forming solutions with a good hydrophobic core quickly, while the second level is responsible for locating the best solutions. The hydrophobic core represents a set of positions of the hydrophobic amino acids. Therefore, in the first level, the auxiliary fitness function is used, that includes expression about the quality of the hydrophobic core.
In our experiment, we used 23 sequences for analyzing the proposed mechanism and our algorithm for protein structure optimization. From the obtained results, we can conclude that the proposed two-level optimization mechanism improves the efficiency of our algorithm. The required runtime for reaching the bestknown energy values on small sequences was reduced from 3.3 to 89.3 times. In addition, two-level optimization pushed the frontiers on finding the best-known solutions with a success rate of 100% from 18 to 25 monomers. The solutions of these sequences could be optimal. The success rate greater than one is obtained for sequences up to 37 monomers. For these sequences, solutions are close to optimal, or could be optimal. For other sequences, solutions are almost surely not optimal, and for these sequences, the proposed algorithm reached the new best-known solutions.
The proposed algorithm was also compared with state-of-the-art algorithms for protein folding optimization. Although the used stopping criteria that were taken from the literature did not allow our algorithm to reach the second optimization level in all the runs, our algorithm outperformed all competitors on small sequences and it is comparable on longer sequences. With the stopping condition of four days, when a significantly larger number of solution evaluations was allowed, it obtained significantly better energy values for all longer sequences.
In the future work, we will try to implement our algorithm by using full atom and coarse-grained [17] representations of protein structure.
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