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The visual inspection of a concrete crack is essential to maintaining its good 
condition during the service life of the bridge. The visual inspection has been done 
manually by inspectors, but unfortunately, the results are subjective. On the other hand, 
automated visual inspection approaches are faster and less subjective. Concrete crack is 
an important deficiency type that is assessed by inspectors.  Recently, various 
Convolutional Neural Networks (CNNs) have become a prominent strategy to spot 
concrete cracks mechanically. The CNNs outperforms the traditional image processing 
approaches in accuracy for the high-level recognition task. Of them, U-Net, a CNN based 
semantic segmentation method, has been one of the most popular in the deep learning 
because of its excellent performance in open-source crack classification. Although the 
results of the trained U-Net look good for some dataset, the model still requires further 
improvement for the set of hard examples of concrete crack that contains the stain, water-
spot, and small width crack.  
In this paper, we address the challenging problem of accurately detecting a thin 
concrete crack. We designed a U-Net like structure that has a contracting path and an 
expansive path to overcome this challenge and compared it to current models, including 
original U-Net and pyramid pooling module network. The proposed architecture utilizes 
multiple feature maps in a down-sampling path to obtain a higher pixel-level 
x 
segmentation precision. The down-sampled feature is then up-sampled from the output of 
the pyramid pooling module [13], giving a binary crack and non-crack semantic 
segmentation. In the experiment, we have collected hard examples and evaluated the 
approach. Experimental results demonstrate that the proposed network outperforms the 





The advancement of technology has allowed the usage of automated computer 
vision to identify concrete cracks. A written guide for automatic structural health 
monitoring (SHM) is also widely used to facilitate visual inspection [19, 20], as well. 
Together, the computer-vision technique and SHM achieve consistent crack 
segmentation. Although the automatic inspection process has many benefits, in practice, 
crack detection is still conducted manually in many places due to complex inspection 
processes and a shortage of expertized engineers [31-33]. Consequently, automated 
concrete crack image processing is a highly researched field as an alternative to a highly 
inefficient and costly manual monitoring system [5-7]. 
Infrastructure health monitoring is vital for a bridge to maintain its good condition 
during the service life. An automated bridge inspection technique has several benefits 
over manual inspection. It is fast and provides more objective measurements of 
deficiencies, such as cracks and spalled areas. The output database allows bridge 
engineers to retrieve inspection results in the past years and examine the progression of 
deteriorations over time. They can prioritize maintenance with limited resources based on 
objective evaluation results.  
Crack is an important deficiency type that is assessed by inspectors. Certain types 
of cracks, such as material cracks on reinforced concrete, may not be critical, but they can 
accelerate rusting of rebars. On the other hand, types such as transversal cracks are 
critical as they can cause bridge failure. Thus, the automated system should be able to 
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detect a wide range of cracks that have various values of properties such as orientation, 
location, width, and length.  
There have been efforts to develop automated crack detection methods. Some 
methods include non-machine learning-based approaches and CNN-based approaches. 
An example of non-machine is an edge detection technique. The edge detection, 
including Fast Haar transform (FHT), Fast Fourier transform (FFT), Sobel, and Canny, 
are evaluated carefully in Spencer et al. [20]. Although FHT is significantly more reliable 
than the other three edge-detection techniques, it is susceptible to misclassifying crack-
like noises [35]. As a result, the conventional edge detection approach derives a low 
efficiency [30].  In comparison, the CNN-based approaches outperform non-machine 
learning-based approaches because CNN learns important hierarchical features from 
labeled image data. An example of a CNN-based approach is Deep CNN, which is one of 
the most successful machine learning techniques in computer vision tasks, including 
image classification, object detection, and instance segmentation.   
One of the benefits of CNNs is their ability to use semantic segmentation for 
crack detection by classifying every pixel of an image into a crack or a non-crack pixel. 
Liu et al. [2] employed U-Net, one of the most popular CNNs for the semantic 
segmentation task. The U-Net based approach outperformed a CNN based approach 
proposed by Cha et al. [36]. The study compared the accuracy of Cha’s CNN versus U-
Net. Fifty-seven images were used in training with precision accuracy yield of 90% for 
U-Net and inapplicable accuracy for Cha’s CNN. The result found the U-Net with higher 
accuracy compared to Cha’s CNN. The VGG16 [22, 23] network was also tested, and 
from 500 training images, the precision accuracy was 82%. Although the VGG16 
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network showed a similar precision accuracy yield, the U-Net architecture showed better 
evidence when considering the number of training images required. The three research 
studies highlight the potential of excellent segmentation performance using U-Net 
Architecture.  
In this paper, we propose an FCN with an encoder and decoder framework based 
on U-Net. The encoder-decoder characteristic includes the multiscale feature fusion and 
up-sampling. The U-Net’s ingenious idea of using skip connection achieves high 
accuracy from a relatively small dataset. Thus, we embrace the U-Net’s original design of 
skip connection to find the concrete crack in personally collected images. The 
contribution encompasses concatenating preceding feature maps before each pooling 




2. RELATED WORK 
2.1 CNN and FCN 
CNN is a deep learning algorithm in computer vision. It takes in an input image 
process through hidden layers and output classes. Every CNN network begins with a 
convolutional layer. The goal of the first convolution layer is to extract low-level features 
such as edges, color, and gradient orientation. The second layer would then capture 
higher-level features such as hands or ears. These features maps are captured with the 
receptive field. For example, Fig. 2 has an input size 3x8x8 array of pixel values and a 
filter 3x5x5. The output of the convolution generates a feature map 1x4x4 array of 
numbers. This process repeats multiple times, and the number of convolution varies 
depending on the application. 
 
Figure 1. Typical Convolutional Neural Network architecture 
 
The output result of CNN-based object detection, for example, CCRs are 
indicated by a bounding box [21]. The bounding box only approximates the region of 
interest, and therefore cannot be used to measure the length, density, or the characteristics 
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to define the type of crack. It is essential to find pixel-level classification in crack 
detection for accurate safety analysis.   
FCN is derived from a CNN-based segmentation network. It trains end-to-end, 
pixels-to-pixels digital input images for a given segmentation task. The idea of FCN is to 
build convolutional layers without any fully connected layers and to produce an output 
size that corresponds to the input [16]. The input data feature map is encoded and 
decoded using transposed convolution to attain the same size output. As the network 
decodes, the skip connection sums pre-extracted feature maps to recover the spatial 
information during pooling operations. 
 
 
Figure 2. Visualization of 5x5 filter convolution 
  
Examples of FCNs semantic segmentation include ParseNet [12], DeconvolutionNet 
[15], and U-Net [4]. The ParseNet is an end-to-end convolutional network that predicts 
the value of every pixel during convolution to keep the global information. In order to do 
this, the feature maps are reduced and processed with pooling. The context vector is 
normalized using the L2 Euclidian Norm. ParseNet is able to address the loss of global 
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context information of the image in its deep layers in FCN [16]. In contrast, 
DeconvolutionNet utilizes VGG16 architecture. Its input is an instance proposal that is 
transformed into a vector of features. The features are then de-convoluted using the un-
pooling method. The ingenious deconvolution expands feature maps while keeping the 
information dense to generate pixel-wise classification. 
The last segmentation network is U-Net. This network is built around a 
contracting path and an expansive path of asymmetric u-shape. U-Net is unique in that 
the expanding part increases the height and width of a reduced number of feature maps 
into the original size. U-Net does not use any fully connected layer. As a result, it can 
produce an excellent performance from a relatively small set of training images compared 
to ParseNet and DeconvolutionNet. 
In addition, there are several research studies on the FCNs skip connection. 
Drozdzal et al. [25] explored the importance of the skip connections where they valued 
very deep FCN with long and short skip connections. Another study is based on the idea 
of a dense block proposed by Huang et al. [27]. Zhou et al. [26] utilized the dense block 
and convolutional layers between the encoder and decoder to strengthen the deep 
learning. However, the proposed skip pathways and the dense skip connection are 
unnecessarily elaborate for the crack domain. With this in mind, the parameter of the skip 
connection should be considered cautiously. 
 
2.2 U-Net  
U-Net is an FCN that relies on the use of data augmentation aided toward precise 
localization in biomedical image segmentation [4]. The U-Net architecture includes 
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multiple up-sampling layers, skip connection that concatenates feature maps, and 
learnable weight filters. The result shows outstanding performance in both biomedical 
image segmentation and crack detection [2]. 
(a)                        (b)                  (c)          
(d)                                        (e)                                    (f) 
Figure 3. Easy and hard problem in U-Net. (a)(d)original image (b)(e)ground truth 
(c)(f)output. 
 
2.3 PSPNet  
Early algorithms take an input image to CNNs and make feature maps. These 
feature maps are then up-sampled into final predicted images. During the up-sampling 
operation, local context information, such as shape and material, are trained. CNNs only 
use local context information for semantic segmentation.  
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(a) Input image               (b) Feature map                   (c) Final prediction 
Figure 4. Local context information in CNN 
 
Zhao[13] proposed PSPNet to improve the dilated convolution. The network aims 
to solve common FCN semantic segmentation problems, namely, mismatched 
relationships, confusion categories, and inconspicuous classes. The proposed pyramid 
pooling module extracts global context information by different region-based context 
aggregation and combines it with local context information to produce a better scene 
parsing task. The pyramid pooling module processes levels of information that differ 
from global pooling [34]. Additionally, Kim et al. [14] research shows that the pyramid 
module in U-Net architecture reduces context information loss between different sub-
region in high-resolution aerial image segmentation. 
 
3. MATERIAL AND METHODS 
The proposed method is based on the U-Net architecture conducive to the 
evidence of strong performance by a few training data sets in [2, 4, 26]. The proposed 
method extends U-Net architecture targeting to capture the thin crack in a noisy 
environment in images.  
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This section begins with the pipeline of our proposed method for thin concrete 
segmentation. We first explain the underlying architecture and divide the network into 
two small groups for a detailed explanation. The proposed network consists of two 
methods, a concatenation strategy, and the pyramid pooling strategy. The proposed 
concatenation strategy enables a profound network while the pyramid pooling module 




Figure 5. Proposed network architecture 
 
3.1 Observation of U-Net 
First, we start with concrete crack failure cases in U-Net architecture. The open-
sourced dataset [10] contains concrete crack images represented in Fig. 3(a). The image 
contains concrete with a color variant of a lighter and darker flat surface that indicates 
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non-crack. This concrete crack is visible with bare eyes. Our trained U-Net architecture 
output results in Fig. 3(c) with exceptional performance.  
On the other hand, images like Fig. 3 (d) were collected and trained separately 
from the above open-source dataset. Fig. 3(d) also includes lighter and darker background 
concrete, but this time the concrete crack is thin, and there are non-crack horizontal lines 
from the original casting of the surface. This time, the U-Net architecture is unable to 
detect the crack. It misclassified the water-spots as the crack as seen in Fig. 3(f).   
The analysis showcases the need for an improvement in both detailed feature 
extractions to go deeper into the network to differentiate between the crack and non-
crack. This is a challenging problem in concrete crack semantic segmentation that our 
work aims to improve. 
 
3.2 Architecture  
The main framework of the proposed method is illustrated in Fig. 5. It is an end-
to-end network with a total of 35 layers. The input images are RGB of 3x512x512 pixels, 
and the output images are black and white 2x512x512 pixels. The white pixel represents 
the crack, and the black pixel represents non-crack, as shown in Fig. 3(e). Each 
convolution uses a 3x3 kernel throughout the network, and convolution is followed by a 
ReLU function. ReLU has been the most effective among other activation function 
alternatives as it can train the model much faster along with weight optimization [9]. The 
activation function is f(x)=max(0, x) where all negative numbers are set to zero. The 
max-pooling operation has a 2x2 kernel with stride size 2. We used the pooling kernel 
size 2x2 since a greater number increases the risk of losing information. The original U-
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Net Architecture did not use batch normalization [24]. In ours, each convolution is 
followed by a batch normalization. This extra step minimizes the overfitting problem. 
The first 18 layers are the contracting path. The path divides into five subsections 
(Fig.5. sections 1-5). Each section consists of two repeated convolutions, a concatenation, 
and a max-pooling. The pooling doubles the number of feature channels at each down-
sampling. The concatenated layer in sections 1-4 will be covered in 3.3 and section 6 in 
3.4. 
The last 14 layers are the expansive path (sections 7-10). Similar to the 
contracting path, there are two consecutive convolutions, a concatenation from the skip 
connection, and an up-convolution. The up-sampled features are concatenated with a 
corresponding layer from the contracting path repeatedly. The up-convolution doubles 
the number of pixels and reduces the number of feature channels in half. While the 
convolution in an expansive path mainly extracts semantic features, up-convolution [11] 
is used to find the original representation of the convolution matrix. The up-convolution 
increases the image size, resolving the loss of spatial information in the encoding process.  
 
3.3 Concatenation 
This section discusses the operation belonging to sections 1-4 in Fig. 5, as well as 
the skip connection that concatenates the feature map between the expansive path and the 
contracting path. We used a series of two 3x3 convolution operations as they resemble a 
single 5x5 convolution operation [29]. The two consecutive 3x3 operation processes are 
small compared to the opposing 5x5, and this results in increased computation 
performance. 
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Fig. 6 (a) indicates the max-pool feature from a successor layer. The feature map 
size is then doubled in the next layer (b). The third step concatenates the feature map (a) 
and (c) together to render (d). For example, section 2 in Fig. 5 concatenates a feature map 
size 192 (64 and 128). The extra step in (d) enables the network to extract more features 
and helps to regain some obscure data lost during the convolution and successor max-
pooling operation. The effect of (d) accumulates throughout the contraction path until the 
end of the network. Thus, the accumulation enhances the performance of the deep 
network when dealing with complex segmentation tasks. 
 
Figure 6. Concatenation of two features. Blue represents convolution, yellow represents 
concatenation, red represents max-pool 
 
The key idea of FCNs is the skip connection, which is highly valued in our 
network. The skip connection restores each pixel’s precise location by concatenating the 
output of the transposed convolution layers with the feature maps from the encoder at the 
same level. Intuitively, the two layers of the same feature map size are combined. The 
encoder feature map of layer c of Fig. 6 concatenates through the skip connection with 
the up-convolution layer of the expansive path. Namely, these are 64, 128, 256, and 512 




3.4 Pyramid Pooling Module 
Fig. 7 shows the strategy we utilize to use local context information of training 
crack images from the encoder to extract global context information. In our model, the 
input of the module is the 32x32 pixels with a 1024 feature map. The 1024 features in 
Fig. 5 in section 5 process average pooling operation into 1x1 2x2 4x4 8x8 convolution. 
We employ average-pooling as it has already been proven to be more effective in the 
pyramid pooling module [13]. The average pooling generates the best outcome of the 
local and global context information. These are the cracks and non-cracks. We analyzed 
the two different ratio scales: (1, 2, 4, 8) and (1, 4, 16, 32). The former ratio worked 
better since the smaller ratio gives global context information. The pyramid module pools 
262,144 pixels (512x512) into 1 pixel, 2 pixels, 4 pixels, and 8 pixels, respectively. The 
four features are then processed through 1x1 convolution and batch normalization. The 
multiscale feature then concatenates with the last layer of the encoder. The concatenated 
3072 (2048+1024) features map is finally reduced into 1/6 in size to match the feature 
map size of the skip connection. The reduced layer is represented as the last layer in     
Fig. 7.   
 
Figure 7. Pyramid pooling module in proposed architecture 
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Table 1 . Detail of proposed architecture  





Conv 512x512 1 3x3  
7 
Up_sample 64x64 - - 
Conv 512x512 64 3x3  Concat 64x64 1024 - 
Batch_norm 512x512 64 -  Conv 64x64 512 3x3 
Conv 512x512 64 3x3  Batch_norm 64x64 512 - 
Batch_norm 512x512 64 -  Conv 64x64 512 3x3 
Concat 512x512 65 -  Batch_norm 64x64 512 - 
Max_pool 256x256 - 2x2  
8 
Up_sample 128x128 - - 
2 
Conv 256x256 128 3x3  Concat 128x128 512 - 
Batch_norm 256x256 128 -  Conv 128x128 256 3x3 
Conv 256x256 128 3x3  Batch_norm 128x128 256 - 
Batch_norm 256x256 128 -  Conv 128x128 256 3x3 
Concat 256x256 192 -  Batch_norm 128x128 256 - 
Max_pool 128x128 - 2x2  
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Up_sample 256x256 - - 
3 
Conv 128x128 256 3x3  Concat 256x256 256 - 
Batch_norm 128x128 256 -  Conv 256x256 128 3x3 
Conv 128x128 256 3x3  Batch_norm 256x256 128 - 
Batch_norm 128x128 256 -  Conv 256x256 128 3x3 
Concat 128x128 448 -  Batch_norm 256x256 128 - 
Max_pool 64x64 - 2x2  
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Up_sample 512x512 - - 
4 
Conv 64x64 512 3x3  Concat 512x512 128 - 
Batch_norm 64x64 512 -  Conv 512x512 64 3x3 
Conv 64x64 512 3x3  Batch_norm 512x512 64 - 
Batch_norm 64x64 512 -  Conv 512x512 64 3x3 
Concat 64x64 960 -  Batch_norm 512x512 64 - 
Max_pool 32x32 - 2x2  
11 
Conv 512x512 2 3x3 
5 
Conv 32x32 1024 3x3  Batch_norm 512x512 2 - 
Batch_norm 32x32 1024 -  Conv 512x512 1 3x3 
Conv 32x32 1024 3x3       
Batch_norm 32x32 1024 -       
Concat 32x32 1024 -       





1024 2x2       
Conv 512 3x3       
Batch_norm 512 -       






4. IMPLEMENTATION AND RESULTS 
4.1 Data Preparation 
The dataset has been collected from a concrete bridge located in Lincoln, 
Nebraska.  We have selected 45 images of 2448 by 2448 pixels containing cracks among 
the images obtained from the top of the bridge deck. The field of view of each image is 
approximately 2 meters by 2 meters, thus, the size of each pixel is approximately 1 
millimeter. Images under different illumination conditions were selected to obtain a 
robust classification model. As data pre-processing, each image was divided into four 
sub-sections and cropped into four new images. As a result, we generated 140 images of 
512 by 512 pixels. These data were separated into the training, validation, and test sets 
containing 70, 30, 40 images, respectively, in Table 2. Labeling for each data is a binary 
image that was hand-generated one by one, Fig. 8(b). 
 
Table 2. Data for train, validation, and test 
 No. of images Size (pixels) Crack Non-crack 
Train 70 512x512 55 15 
Validation 30 512x512 25 5 
Test 40 512x512 20 20 





                  (a)                                      (b)  
Figure 8. Examples of our data set. (a)image (b)ground truth. In (b), white represents 
crack, and black represents non-crack. 
 
The data have advantages over the data provided in Ozgenel [10]. Our data 
contain various adverse factors, including water-spots, shadows, concrete fillers, stains 
flowing down from the top, and protruding horizontal grids generated from the casts. 
These non-cracks are often misclassified since they are found to be similar to crack in 
terms of long and thin geometry and dark color. 
 
4.2 Training and Setup 
The model is trained using Google Colab cloud service, Tensorflow 1.14.0., Keras 
2.3.1, python3 framework. The hardware specification is as follows: (CPU: Intel(R) 
Xeon(R) @ 2.30GHz, GPU: Tesla P100-PCIE-16GB). To justify the performance 
enhancement, we experimented on the same dataset to train and test on the same working 
environment. The model is trained with 30 epochs with the batch size 32. Binary cross-
entropy loss is selected for compilation. For optimizer, we used Adam [28] with a 
learning rate of 1e-4. 
17 
4.3 Analysis  
In this section, we evaluate and compare the effectiveness of three models: U-Net, 
U-Net with pyramid pooling module, and the proposed model. We measured the 
performance of the model using the confusion matrix (1) because we have a binary 
classification problem of images with crack and non-crack. The objective of the 
experiments is to investigate the superiority of the proposed method over the original 
method U-Net. 
 
















predicted no-crack and the actual output was crack segmentation. 
 
 
Accuracy =  
TruePositives+FalseNegatives
TotalNumberofSamples
       (1) 
 
Table 4. U-Net confusion matrix 
Number of images = 40 Predicted: NO Predicted: YES 
Actual: NO 15 4 




Table 5. U-Net with pyramid pooling module confusion matrix 
Number of images = 40 Predicted: NO Predicted: YES 
Actual: NO 9 11 
Actual: YES 7 13 
 
Table 6. Proposed method confusion matrix 
Number of images = 40 Predicted: NO Predicted: YES 
Actual: NO 12 8 




      (a) Original image 
 
      (b)Original image 
  
      (c) Output of a 
  
       (d) Output of b 
Figure 9. Example of the misclassified crack image of false positive (left a,c) and false 
negative (right b,d) 
 
According to the results, U-Net, U-Net with pyramid pooling module, and the 
proposed model showed an accuracy of 42%, 55%, and 65%, respectively. The result 
found that U-Net has the majority of crack images predicted as non-crack. This finding 
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highlights that the module is insufficient in detecting thin cracks. Many output images 
indicate the U-Net falls into the false negative category in Fig. 9 (right). The second 
model, U-Net with pyramid pooling module, shows an improved result where almost 
even test images fall into the four categories in Table 4. However, the network 
misclassified the horizontal grid as a detected crack, as shown in Fig. 9 (left). The 
proposed model provides the highest scores out of all. The matrix accuracy is 65%, which 
is 10% higher compared to U-Net with the pyramid pooling module. These findings 
demonstrate that the proposed strategy outperforms other methods in thin crack 
segmentation. 
 
Figure 10. Accuracy of training. Grey represents U-Net, green represents U-Net with 






Figure 11. Loss of training. Grey represents U-Net, green represents U-Net with pyramid 
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In the modern era of fast-developing technology, computer vision semantic 
segmentation is invaluable for concrete crack detection. Edge detection FHT was initially 
developed but proved to be inadequate due to their susceptibility to misclassification of 
crack-like noises. Since then, CNNs such as FCNs have been the backbone for crack 
semantic detection. FCNs override the downside of FHT by labeling each pixel and 
identifying the cracks into appropriate classes. Unfortunately, manual inspections are still 
performed despite their inefficiency as a result of high cost and FCNs’ inaccuracy to find 
thin cracks.  
In this paper, we modeled an enhanced end-to-end FCN semantic segmentation to 
identify thin concrete cracks. We chose our model based on U-Net because studies 
showed it has the highest semantic segmentation accuracy when considering the number 
of images used in comparison to Cha’s CNN and VGG16 [1, 22, 23]. We employed U-
Net’s symmetric architecture and enhanced it through the concatenation of multiple 
convolutional layers to reinforce features trained on each down-sampling. Additionally, 
we employed a pyramid pooling module for an improved scene parsing.  
The performance of the proposed model was compared with the original U-Net 
and U-Net with the pyramid pooling module using the confusion matrix. Since U-Net 
already showed an excellent performance using the dataset from [10], we developed a 
custom dataset with robust classification models. This custom dataset had additional 
ambiguity such as concrete filler, water spots, and protruding horizontal grids generated 
from the original cast for better detection of thin cracks. To verify the robustness of the 
method, we ran the proposed method using data that consist of images a half with crack 
and half without crack. The proposed model indeed had a better detection result. The 
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model had a 23% and 10% better detection rate compared to U-Net and U-Net with 
pyramidal pooling module, respectively.  
To further the research in the future, we would like to optimize the number of 
parameters of the proposed architecture. In our experiment, the U-Net, U-Net with 
pyramid pooling module, and proposed architecture consist of 2,439,361, 37,353,893, 
and 42,515,853 total parameters, respectively. We would like to find the best-optimized 
case that consists of the least parameter with similar output results of the proposed model 
by reducing the number of convolutional layers. In addition, we would like to gather the 
same type of data where the direction of the camera and the surface is perpendicular 
instead of angled, like in this research. The new data will help analyze whether or not our 
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