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1. Introduction
The Vlasov–Poisson–Boltzmann system for two-species of particles in the whole space R3 takes
the form
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∂t f+ + ξ · ∇x f+ + e+
m+
E f · ∇ξ f+ = Q ( f+, f+) + Q ( f+, f−),
∂t f− + ξ · ∇x f− − e−
m−
E f · ∇ξ f− = Q ( f−, f−) + Q ( f−, f+),
(1.1.1)
with initial conditions f±(0, x, ξ) = f0,±(x, ξ).
The system describes the evolution of a rareﬁed plasma in self-consistent ﬁeld approximation,
see [20]. Here, f±(t, x, ξ) 0 are the number density functions for ions (+) and electrons (−) respec-
tively at time t  0, position x = (x1, x2, x3) ∈ R3 and velocity ξ = (ξ1, ξ2, ξ3) ∈ R3. And the constants
e± and m± are the magnitude of their charges and masses.
The collision between particles is given by the standard Boltzmann collision operator Q (g1, g2)
with hard-sphere interactions. Let g1, g2 be two number density functions for two types of particles
with masses mi and diameters σi (i = 1,2), then Q (g1, g2) is deﬁned as
Q (g1, g2) = (σ1 + σ2)
2
8
∫
R3×S2
(
g1(ξ
′)g2
(
ξ ′∗
)+ g1(ξ ′∗)g2(ξ ′) − g1(ξ)g2(ξ∗)
− g1(ξ∗)g2(ξ)
)∣∣(ξ − ξ∗) ·ω∣∣dωdξ∗, (1.1.2)
here ω ∈ S2, and
g = g(t, x, ξ), g′ = g(t, x, ξ ′), g∗ = g(t, x, ξ∗), g′∗ = g
(
t, x, ξ ′∗
)
.
Here (ξ, ξ∗) and (ξ ′, ξ ′∗) are the pre-collision and the post-collision velocity pairs respectively, satisfy-
ing
ξ ′ = ξ − 2m2
m1 +m2
[
(ξ − ξ∗) ·ω
]
ω, ξ ′∗ = ξ∗ +
2m1
m1 +m2
[
(ξ − ξ∗) ·ω
]
ω,
by the conservation of momentum and energy.
The Vlasov–Poisson–Boltzmann system is a classical physical model for the time evolution of
charged particles, like electrons with the external force generated by the self-induced electronic ﬁeld.
It can also be viewed as a limiting model when the light speed tends to inﬁnity of the Vlasov–
Maxwell–Boltzmann system for the time evolution of ions and electrons under the inﬂuence of the
self-induced electric and magnetic ﬁelds. A lot of work has been done on these systems. We only
mention those related to this paper. The global existence of classical solutions was obtained in [11,
12] when the solutions are spatially periodic. In fact, for the spatially periodic solution, the Poincaré
inequality is used to control the solution by the celebrated H-theorem about the dissipation of the
collision operator on the microscopic components.
The global existence of classical solutions to the Cauchy problem (1.1.1) was ﬁrst obtained in [22]
under the condition that either the mean free path is suﬃciently small or the background charge
density ρ¯ is suﬃciently large. Notice that the uniform boundedness on the derivatives of the solution
was given only for those with temporal differentiation no more than one in [22]. Their method is
used techniques from [16,17] as well as the study in conservation laws.
[12] has established global existence of spatially periodic classical solutions to the VMB system
near Maxwellian from an alternative approach. Additionally, Guo has given an alternate construction
of global in time near Maxwellian solutions to the pure Boltzmann equation (with no force term) in
the whole space [13] but without regularity in the velocity variables. The techniques in [12,13] make
use of the macroscopic equations.
Besides the classical solutions, the global existence of renormalized solutions with large initial data
to the Vlasov–Poisson–Boltzmann system was proved in [15] and this result was later generalized to
the case with boundary in [18]. The time asymptotic behavior of the renormalized solutions with extra
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Boltzmann system near Maxwellian was studied in [6,7]. And spatially periodic smooth solutions to
the Vlasov–Poisson–Boltzmann system with near Maxwellian initial data were constructed in [11].
Renormalized solutions were constructed in [14], and this was generalized to the case with boundary
in [18]. The long time behavior of weak solutions with additional regularity assumptions is studied
in [3].
Next we use [·,·] to denote a column vector so that
f (t, x, ξ) = [ f+(t, x, ξ), f−(t, x, ξ)].
The self-consistent electric potential Φ(t, x) generating the force ﬁeld E f (t, x) is coupled with the
distribution function f (t, x, ξ) through the Poisson equation
∇x · E f = Φ = 4π
∫
R3
{e+ f+ − e− f−}dξ − ρ¯(x),
∫
R3
Φ(t, x)dx = 0. (1.1.3)
Here ∇ = [∂x1 , ∂x2 , ∂x3 ], and ρ¯ is a given background density, it is supposed that ρ¯(x) → 0, as|x| → ∞, the precise assumption will be given later, and initial condition E f (0, x) = E0(x).
The global Maxwellians are:⎧⎪⎪⎪⎨⎪⎪⎪⎩
M+(ξ) = n0
e+
(
m+
2πκT0
)3/2
e−m+|ξ |2/2κT0 ,
M−(ξ) = n0
e−
(
m−
2πκT0
)3/2
e−m−|ξ |2/2κT0 .
(1.1.4)
It turns out that the presence of all the physical constants does not create essential mathematical
diﬃculties. Therefore, for notational simplicity, we normalize all constants in the Vlasov–Poisson–
Boltzmann system to be one. Accordingly, we normalized the Maxwellian as
M(ξ) ≡ M+(ξ) = M−(ξ) = e−|ξ |2/2.
In [5] there exists a smooth stationary solution [eφ(x)M, e−φ(x)M] to the Vlasov–Poisson–Boltzmann
system where φ(x) is determined by a second order elliptic equation with the exponential nonlinear-
ity:
φ = eφ(x) − e−φ(x) − ρ¯(x),
where the existence of φ will be discussed later. Then the Vlasov–Poisson–Boltzmann system has a
stationary solution
f = [eφM, e−φM], Φ = φ. (1.1.5)
Our goal is to prove the stability of the above stationary state. For this purpose, we deﬁne the standard
perturbation u(t, x, ξ) by
f± = e±φ(x)M(ξ) +
√
M(ξ)u±(t, x, ξ), Φ = φ + Ψ. (1.1.6)
Substituting (1.1.6) into (1.1.1), then u and Ψ satisfy the perturbed system
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[
∂t + ξ · ∇x ± ∇x(Ψ + φ) · ∇ξ
]
u± ∓ ξ
√
M∇xΨ e±φ(x) − Lu
= ±ξ
2
∇x(Ψ + φ) · u± + Γ (u,u),
xΨ =
∫
R3
√
M(u+ − u−)dξ.
(1.1.7)
For any given g = [g+, g−], the linearized collision operator in (1.1.7) is Lg = [L+g, L−g],
L±g = 1√
M
(
e±φ(x)Q (
√
Mg±,M) + e±φ(x)Q (M,
√
Mg±)
+ e∓φ(x)Q (√Mg±,M) + e±φ(x)Q (M,
√
Mg∓)
)
 L1g + L2g, (1.1.8)
where
L1g = 1√
M
e±φ(x)
{
Q (
√
Mg±,M) + Q (M,
√
Mg±)
}
= e±φ(x)[−ν(ξ)g±(ξ) + (K g±)(ξ)],
L2g = 1√
M
e±φ(x)Q (M,
√
Mg∓) + 1√
M
e∓φ(x)Q (
√
Mg±,M)
= L21g + L22g
= 1
2
e±φ(x)
[−ν(ξ)g∓(ξ) + (K g∓)(ξ)]+ 1
2
e∓φ(x)
[−ν(ξ)g±(ξ) + (K g±)(ξ)],
where
ν(ξ) =
∫
R3×S2
∣∣(ξ − ξ∗) ·ω∣∣M∗ dωdξ∗,
(K g)(ξ) =
∫
R3×S2
∣∣(ξ − ξ∗) ·ω∣∣(−√Mg(ξ∗) +√M ′∗g(ξ ′) + √M ′g(ξ ′∗))√M∗ dωdξ∗.
For g = [g+, g−] and h = [h+,h−], the nonlinear collision operator is
Γ (g,h) = [Γ+(g,h),Γ−(g,h)],
where
Γ±(g,h) = 1√
M
(
Q (
√
Mg±,
√
Mh±) + Q (
√
Mg±,
√
Mh∓)
)
. (1.1.9)
Moreover, the following well-known properties hold:
• There exists ν0 > 0 such that
ν0
(
1+ |ξ |) ν(ξ) ν−10 (1+ |ξ |). (1.1.10)
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which enjoys the estimates ∫
R3
∣∣K (ξ, ξ∗)∣∣2 dξ∗  C,
∫
R3
∣∣K (ξ, ξ∗)∣∣(1+ |ξ∗|)−β dξ∗  C(1+ |ξ |)−β−1, β  0.
• Deﬁne Lg = −ν(ξ)g±(ξ) + (K g±)(ξ). For ﬁxed (t, x), the null space of the collision invariants
N = KerL = span{[M1/2,0], [0,M1/2], [ξiM1/2, ξiM1/2], [|ξ |2M1/2, |ξ |2M1/2]}
(i = 1,2,3). (1.1.11)
• From the Boltzmann’s H-theorem, the linearized collision operator L is non-positive and further-
more, −L is locally coercive in the sense that there is constant σ0 > 0 such that
−
∫
R3
gLg dξ  σ0
∫
R3
e±φν(ξ)
({I − P }g)2 dξ, ∀g ∈ D(L),
and D(L) is the domain of L given by
D(L) = {g ∈ L2(R3ξ ) ∣∣ ν(ξ)g ∈ L2(R3ξ )}.
For any ﬁxed (t, x) and any function g(t, x, ξ), we deﬁne P as the orthogonal ξ projection in L2(R3ξ )
to the null space N . We then decompose
g(t, x, ξ) = P g(t, x, ξ) + (I − P )g(t, x, ξ). (1.1.12)
And we call P g the macroscopic component of g and (I − P )g the microscopic component.
Notations:
1. 〈·,·〉 is the inner product in the space L2(R3x × R3ξ ) with the norm ‖ · ‖. Sometimes, ‖ · ‖ also
denotes the norm in the space L2(R3x) without any confusion. ‖ · ‖Lpx,ξ with 1  p ∞ denotes the
norm in the Lebesgue space Lp(R3x × R3ξ ). We also deﬁne a weighted L2 inner product in R3 as
〈u, v〉ν ≡
〈
ν(ξ)u, v
〉
,
and we use ‖ · ‖ν for its corresponding L2-norm.
2. Throughout this paper, C denotes a general constant which may vary in different positions. If
the dependence needs to be explicitly pointed out, then the notations Ci , i = 1,2, . . . , are used. In
addition, always δ > 0 and δi , i = 1,2, . . . , denote constants which can be small enough. And O(1) is
also used to denote a generic positive constant.
3. For the multiple indices α = (α1,α2,α3), β = (β1, β2, β3), as usual denote
∂αx = ∂α1x1 ∂α2x2 ∂α3x3 , ∂βξ = ∂β1ξ ∂β2ξ ∂β3ξ ,1 2 3
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∂αβ = ∂αx ∂βξ = ∂α1x1 ∂α2x2 ∂α3x3 ∂β1ξ1 ∂
β2
ξ2
∂
β3
ξ3
.
The length of α is |α| =∑3i=1 αi, and similarly for β .
We next deﬁne an “energy functional” for a solution to the Vlasov–Poisson–Boltzmann system,
(u(t, x, ξ),∇xΨ (t, x)):
H
(
u(t)
)

∑
|α|+|β|l
∥∥∂αβ u(t)∥∥2 + ∑
|α|l
∥∥∂αx ∇xΨ ∥∥2 (1.1.13)
and the “dissipation rate” for a solution as
D
(
u(t)
)

∑
|α|l
∥∥∂αx ∇xΨ ∥∥2 + ∥∥{I − P }u(t)∥∥2ν + ∑
0<|α|l
∥∥∂αx u(t)∥∥2ν
+
∑
|α|+|β|l, |β|>0
∥∥∂αβ {I − P }u(t)∥∥2ν + ∑
|α|l−1
∥∥∂αx b∥∥2. (1.1.14)
Notice that the electric ﬁeld ∇xΨ (t, x) is in the dissipation and further we do not take any velocity
derivatives of the hydrodynamic part, Pu. Throughout this article we assume l  4 is an integer. Our
main results are as follows:
Theorem 1.1. Let ρ¯(x) be close to a constant state ρ∗ = 0 in the sense that
|ρ¯|l+1 = sup
x∈R3
{(
1+ |x|)∣∣ρ¯(x)∣∣+ (1+ |x|)2 ∑
1|α|l+1
∣∣∂αx ρ¯(x)∣∣} (1.1.15)
is small enough. There are constants δ0 > 0, λ0 > 0, C0 > 0, s.t. if
H
(
u(0)
)+ |ρ¯|l+1  δ0, (1.1.16)
then the VPB system (1.1.7) admits a unique global solution u(t, x, ξ) satisfying
H
(
u(t)
)+ λ0 t∫
0
D
(
u(s)
)
ds C0H
(
u(0)
)
, (1.1.17)
for any t  0.
Furthermore, we have
∑
|α|+|β|l
( ∫
R3
∫
R3
∣∣∂αx ∂βξ u(t, x, ξ)∣∣2 dξ dx)1/2 + ∑
|α|l
( ∫
R3
∣∣∇x∂αx Ψ (t, x)∣∣2 dx)1/2
O(1)(1+ t)−1/2. (1.1.18)
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√
Mu0(x, ξ) 0, and g0(x, ξ) = e±φM+
√
Mv0(x, ξ) 0. There exist
constants δ1 ∈ (0, δ0), λ1 > 0, and C1 > 0 such that if
max
{
H
(
u(0)
)
, H
(
v(0)
)}
 δ1,
then the solutions u(t, x, ξ), v(t, x, ξ) obtained in Theorem 1.1 satisfy
H
(
u(t) − v(t))+ λ1 t∫
0
D
(
u(s) − v(s))ds C1H(u(0) − v(0)), (1.1.19)
for any t  0.
In Theorem 1.1 the construction of the global solution is based on the nonlinear energy method
developed in [10–13]. In particular, for the Vlasov–Maxwell–Boltzmann system in the whole space,
[19] obtained the global existence in terms of the energy functional
∣∣∣∣∣∣u(t)∣∣∣∣∣∣2 ≡ ∑
α0+|α|l
∥∥∂α0t ∂αx u(t)∥∥2 + ∑
α0+|α|l
∥∥∂α0t ∂αx ∇xΨ ∥∥2,
and the dissipation rate
∣∣∣∣∣∣u(t)∣∣∣∣∣∣2
ν
≡ ∥∥{I − P }u(t)∥∥2
ν
+
∑
0<α0+|α|l
∥∥∂α0t ∂αx u(t)∥∥2ν + ‖∇xΨ ‖2
+
∑
α0+|α|+|β|l
∥∥∂α0t ∂αx ∂βξ u2(t)∥∥2ν,
in which the time derivatives have to be included for the proof. In [4], the initial perturbation u0(x, ξ)
should have an algebraic decay in the velocity ξ because of boundedness of the initial energy
∣∣∣∣∣∣u(0)∣∣∣∣∣∣2 ≡ ∑
α0+|α|l
∥∥∂α0t ∂αx u(0)∥∥2 + ∑
α0+|α|l
∥∥∂α0t ∂αx ∇xΨ (0, x)∥∥2,
where the time derivatives of (u0(x, ξ),∇xΨ0) are naturally deﬁned through (1.1.7), for instance, the
ﬁrst order time derivative is given by
∂tu(0) = −ξ · ∇xu0 ∓ ∇x(Ψ0 + φ)∇ξu0 ± ξ
√
M∇xΨ e±φ(x)
+ Lu0 ± ξ
2
∇x(Ψ0 + φ)u0 + Γ (u0,u0).
Theorem 1.1 shows that one can remove the time derivatives from the above norms. Thus the well-
posedness in the Sobolev space Hlx,ξ for the Cauchy problem of VPB system in the whole space can
be established only in terms of the energy method.
Motivated by [11,19] we have the proof of Theorem 1.1, and some technical modiﬁcations are
needed in order to eliminate the time derivatives. Notice that the dissipation rate D(u(t)) is equivalent
with the sum of the microscopic dissipation rate
∑
|α|+|β|l ‖∂αx ∂βξ {I − P }u(t)‖2ν, the macroscopic
dissipation rate
∑
0<|α|l ‖∂αx Pu(t)‖2,
∑
|α|l ‖∂αx Ψ ‖2 and ‖b‖2.
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the coeﬃcients a±,b, c of Pu which are deﬁned later in (2.1.4), the macroscopic dissipation rate is
further equivalent with
∑
0<|α|l
∥∥∂αx (a±,b, c)∥∥2. (1.1.20)
It was observed in [4] that the macroscopic equations for a±,b, c behave like an elliptic system, so
that the estimates on (1.1.20) can be obtained. But, the remaining terms in the macroscopic equations
contain the time derivatives −∂t{I − P }u. In order to bound (1.1.20) by the microscopic dissipation
rate without any time derivatives, we will introduce some temporal interactive energy functionals
between the microscopic part {I − P }u and the macroscopic part Pu:
T a±α,i
(
u(t)
)
, T bα,i
(
u(t)
)
, T cα,i
(
u(t)
)
, T Ψα,i
(
u(t)
)
,
which are deﬁned by (4.3.9)–(4.3.12). These interactive functionals are indeed the inner products in
the spatial space between coeﬃcients of the velocity projection for {I − P }u and Pu. The key point
of the proof is to use the local macroscopic conservation laws to replace the time derivatives of the
macroscopic components a±,b, c.
The rest of the paper is arranged as follows. In Section 2, we use the macro–micro decomposition
to obtain the macroscopic equations and the local macroscopic conservation laws. Then we prove the
existence of the stationary solutions in Section 3. Finally, we devote ourselves to prove Theorem 1.1
in Sections 4 and 6, and Theorem 1.2 in Section 5.
2. Macro–micro decomposition
2.1. Macroscopic equations
First, for ﬁxed (t, x), any function u(t, x, ξ) can be uniquely decomposed as
u = Pu + {I − P }u  u1 + u2, (2.1.1)
where u1 = Pu ∈ N , u2 = {I − P }u ∈ N⊥ . u1 is called the macroscopic part of u(t, x, ξ) with coeﬃ-
cients (a±,b, c), and u2 the microscopic part of u(t, x, ξ).
Substituting the decomposition into the perturbed equation (1.1.7)1, one can obtain the macro-
scopic equation of Pu:
[
∂t + ξ · ∇x ± ∇x(Ψ + φ) · ∇ξ
](
Pu + {I − P }u)∓ ξ∇xΨ√Me±φ(x) − L(Pu + {I − P }u)
= ±ξ
2
∇x(Ψ + φ) ·
(
Pu + {I − P }u)+ Γ (Pu + {I − P }u, Pu + {I − P }u).
Separating into linear and nonlinear parts, and using L{Pu} = 0, we can express the macroscopic part,
Pu, through the microscopic part, {I − P } f , then we have
∂tu1 + ξ · ∇xu1 ± ∇xφ · ∇ξu1 ∓ 1
2
ξ · ∇xφu1 ∓ ξ
√
M∇xΨ e±φ(x) = r + p± + n±, (2.1.2)
where
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r = −∂tu2,
p± = −ξ · ∇xu2 ∓ ∇xφ · ∇ξu2 ± 1
2
ξ∇xφ · u2 + L(u2),
n± = Γ (u,u) ∓ ∇xΨ · ∇ξu ± 1
2
ξ · ∇xΨ · u.
(2.1.3)
Expanding Pu = [P+u, P−u] as a linear combination of the basis in (1.1.11) yields
P±u ≡
{
a±(t, x) +
3∑
i=1
bi(t, x)ξi + c(t, x)|ξ |2
}√
M. (2.1.4)
Then we get a system of “macroscopic equations” for a(t, x) = [a+(t, x),a−(t, x)], bi(t, x), i = 1,2,3,
and c(t, x) are derived from an expansion of the left side of (2.1.2):
(
∂ta± +
3∑
i=1
∂tbiξi + ∂tc|ξ |2
)√
M
+
(
ξi∂ia± + ξ2i ·
3∑
i=1
∂ibi + ξiξ j
∑
i< j
(∂ib j + ∂ jbi) + ξi∂ic|ξ |2
)√
M
± ∇xφ ·
[(
a±
(
−ξi
2
√
M
)
+
3∑
i=1
bi
√
M +
3∑
i=1
biξi
(
−ξi
2
√
M
)
+ 2cξi
√
M + c|ξ |2 ·
(
−ξi
2
√
M
))]
∓ 1
2
ξ · ∇xφ
((
a± +
3∑
i=1
biξi + c|ξ |2
)√
M
)
∓ ξ√M(e±φ · ∇xΨ )
= r + p± + n±. (2.1.5)
For ﬁxed (t, x), this is an expansion of the left side of (2.1.2) with respect to the basis in (1.1.11), for
1 i  3:
[
ξi|ξ |2
√
M, ξi|ξ |2
√
M
]
,
[
ξ2i
√
M, ξ2i
√
M
]
, [ξiξ j
√
M, ξiξ j
√
M ], [ξi
√
M,0],
[0, ξi
√
M ], [√M,0], [0,√M ]. (2.1.6)
We obtain the macroscopic equation for the coeﬃcients a±(t, x), bi(t, x), i = 1,2,3, and c(t, x) of Pu
for a solution u by expanding the right side of (2.1.2) with respect to the same basis and comparing
their coeﬃcients on the two sides:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
√
M: ∂ta± ± ∇xφ · b = r(0) + p±(0) + n±(0),
ξi
√
M: ∂tbi + ∂ia± ∓ ∂iφa± ± 2c∇φ ∓ e±φ∇xΨ = r(1)i + p±(1)i + n±(1)i ,
|ξi|2
√
M: ∂tc + ∂ibi ∓ bi∂iφ = r(2)i + p±(2)i + n±(2)i ,
ξiξ j
√
M: ∂ib j + ∂ jbi ∓ (bi∂ jφ + b j∂iφ) = r(2)i j + p±(2)i j + n±(2)i j , i = j,
|ξ |2ξ √M: ∂ c ∓ c · ∂ φ = r(3) + p±(3) + n±(3),
(2.1.7)i i i i i i
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(2)
i , r
(2)
i j and r
(3)
i are coeﬃcients of r, with respect to the corresponding elements in
the basis, and similarly for p±,n± .
More precisely, the coeﬃcients r(0) , r(1)i , r
(2)
i , r
(2)
i j and r
(3)
i for r = −∂tu2 can be written as
r(0) =
∑
C (0)k 〈ek,−∂tu2〉 = −∂t r˜(0), r˜(0) ≡
∑
C (0)k 〈ek,u2〉,
r(1)i =
∑
C (1)i,k 〈ek,−∂tu2〉 = −∂t r˜(1)i , r˜(1)i ≡
∑
C (1)i,k 〈ek,u2〉,
r(2)i =
∑
C (2)i,k 〈ek,−∂tu2〉 = −∂t r˜(2)i , r˜(2)i ≡
∑
C (2)i,k 〈ek,u2〉,
r(2)i j =
∑
C (2)i j,k〈ek,−∂tu2〉 = −∂t r˜(2)i j , r˜(2)i j ≡
∑
C (2)i j,k〈ek,u2〉, i = j,
r(3)i =
∑
C (3)i,k 〈ek,−∂tu2〉 = −∂t r˜(3)i , r˜(3)i ≡
∑
C (3)i,k 〈ek,u2〉,
where the summation is taken over k ∈ {1,2, . . . ,13}, and C (0)k , C (1)i,k , C (2)i,k , C (2)i j,k , C (3)i,k are some con-
stants for linear combinations, so we have⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂ta± ± ∇xφ · b = −∂t r˜(0) + p±(0) + n±(0)  γ˜ ±(0),
∂tbi + ∂ia± ∓ ∂iφa± ± 2c∇φ ∓ e±φ∇xΨ = −∂t r˜(1)i + p±(1)i + n±(1)i  γ˜ ±(1)i ,
∂tc + ∂ibi ∓ bi∂iφ = −∂t r˜(2)i + p±(2)i + n±(2)i  γ˜ ±(2)i ,
∂ib j + ∂ jbi ∓ (bi∂ jφ + b j∂iφ) = −∂t r˜(2)i j + p±(2)i j + n±(2)i j  γ˜ ±(2)i j , i = j,
∂ic ∓ c · ∂iφ = −∂t r˜(3)i +m±(3)i + n±(3)i  γ˜ ±(3)i .
(2.1.8)
All constant coeﬃcients C (0)k , etc. can be explicitly computed from the constant transform matrix
between the basis {ek}13k=1 and its orthonormality by applying the Gram–Schmidt process [8,9].
Notice that the time derivative r = −∂tu2 is separated from the linear part on the right-hand side
of the macroscopic equation (2.1.2). The aim is to obtain the bound of the macroscopic dissipation rate
by using the microscopic rate containing only the spatial derivatives. Hence, we only need to carry
out the elementary energy estimates without considering the time derivatives. This is different from
[19], where the time derivatives have to be included in the microscopic dissipation rate to estimate
(a±,b, c), which in turn leads to the fact that the energy functional H(u(t)) must also include the
times derivatives.
2.2. Macroscopic conservation laws
On the other hand, a± , b = (b1,b2,b3) and c also satisfy the local macroscopic conservation laws.
In fact, multiplying Eq. (1.1.1) by the collision invariants and integrating them over R3ξ , we have:
1. First for the collision invariant 1, we have
〈∂t f±,1〉 + 〈ξ · ∇x f±,1〉 ± 〈∇xΦ · ∇ξ f±,1〉 =
〈
Q ( f±, f±),1
〉+ 〈Q ( f±, f∓),1〉, (2.2.1)
since f± = e±φM +
√
Mu± , u = u1 + u2, we have
∂t〈
√
M,u1〉 + ∇x · 〈ξ
√
M,u1〉 = 0,
and u1 = (a± +∑3i=1 biξi + c|ξ |2)√M , that is
∂t(a± + 3c) + ∇x · b = 0.
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〈∂t f±, ξi〉 + ∇x · 〈ξiξ, f±〉 ∓ 〈∂iΦ, f±〉 = 0, (2.2.2)
it implies
∂t〈ξi
√
M,u1〉 + ∇x · 〈ξiξ
√
M,u1〉 + ∇x · 〈ξiξ
√
M,u2〉 ∓ ∂iΨ e±φ ∓ ∂iΦ〈
√
M,u1〉 = 0,
and u1 = (a± +∑3i=1 biξi + c|ξ |2)√M, that is
∂tb + ∇xa± + 5∇xc + ∇x · 〈ξiξ
√
M,u2〉 ∓ ∂iΨ e±φ ∓ ∂iΦ(a± + 3c) = 0.
3. Then for the collision invariant |ξ |2, we have
〈
∂t f±, |ξ |2
〉+ ∇x〈|ξ |2ξ, f±〉∓ 〈∂iΦξi, f±〉 = 0, (2.2.3)
it implies
∂t
〈√
M|ξ |2,u1
〉+ ∇x〈ξi|ξ |2√M,u1〉+ ∇x〈ξi|ξ |2√M,u2〉∓ 〈∂iΦξ√M,u1〉 = 0,
that is
3∂ta± + 15∂tc + 5∇xb + ∇x
〈|ξ |2ξ√M,u2〉= ±b · ∇xΦ.
Where we compute that for the conservative quantities,⎧⎪⎨⎪⎩
〈√M,u〉 = 〈√M,u1〉 = a± + 3c,
〈ξi
√
M,u〉 = 〈ξi
√
M,u1〉 = bi,〈|ξ |2√M,u〉= 〈|ξ |2√M,u1〉= 3a± + 15c, (2.2.4)
and for the ﬂux functions,{
〈ξiξ j
√
M,u〉 = 〈ξiξ j
√
M,u1 + u2〉 = (a± + 3c)δi j + 〈ξiξ j
√
M,u2〉,〈|ξ |2ξi√M,u〉= 〈|ξ |2ξi√M,u1 + u2〉= 5bi + 〈|ξ |2ξi√M,u2〉,
where we used
〈|ξi |2,M〉= 1, 〈|ξi|4,M〉= 3, 〈|ξ |2|ξi|2,M〉= 5.
Hence we have the macroscopic conservation laws
∂t(a± + 3c) + ∇x · b = 0, (2.2.5)
∂tb + ∇xa± + 5∇xc + ∇x · 〈ξiξ
√
M,u2〉 ∓ ∂iΨ e±φ ± ∂iΦ(a± + 3c) = 0, (2.2.6)
3∂ta± + 15∂tc + 5∇xb + ∇x
〈|ξ |2ξ√M,u2〉= ±b · ∇xΦ (2.2.7)
implies
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2
∇x
〈|ξ |2ξ√M,u2〉= ∓1
2
b · ∇xΦ, (2.2.8)
∂tb + ∇xa± + 5∇xc + ∇x · 〈ξiξ
√
M,u2〉 ∓ ∂iΨ e±φ ± ∂iΦ(a± + 3c) = 0, (2.2.9)
∂tc + 1
3
∇xb + 1
6
∇x
〈|ξ |2ξ√M,u2〉= ±1
6
b · ∇xΦ. (2.2.10)
Notice that the time derivative ∂tu2 does not appear in (2.2.8)–(2.2.10). The comparison between
(2.1.8) and (2.2.8)–(2.2.10) shows that as mentioned before, some terms and their linear combinations
on the right-hand side of (2.1.8) should vanish.
Finally, the solution to Eq. (1.1.1) is decomposed around a local Maxwellian as follows f =
M[ρ,v,θ] + G , where
M[ρ,v,θ ] = ρ
(2πθ)3/2
exp
{
−|ξ − v|
2
2θ
}
, (2.2.11)
then we have
ρ = 〈1, f 〉, v = 1
ρ
〈ξ, f 〉, θ = 1
3ρ
〈|ξ − v|2, f 〉. (2.2.12)
Then the mass ρ , the momentum m = ρv and the energy E = 12ρ|v|2 + 32ρθ actually satisfy
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ± + ∇x ·m = 0,
∂tmi +
3∑
j=1
[
∂ j(v jmi) + ∂ j(P±)
]∓ ρ±∇xΦ
=
3∑
j=1
∂ j
[
μ(θ)
(
∂ j v
i + ∂i v j − 23δi j∇x · v
)]− ∫
R3
ξiξ · ∇xΘ dξ,
∂t E± +
3∑
j=1
∂ j
[
(E± + P±)v j
]∓ ρv∇xΦ
=
3∑
i, j=1
∂i
{
μ(θ)v j
((
∂ j v
i + ∂i v j − 23δi j∇x · v
))}
+
3∑
j=1
∂ j
(
κ(θ)∂ jθ
)− ∫
R3
1
2
|ξ |2ξ · ∇xΘ dξ.
(2.2.13)
Here the viscosity μ(θ) and the heat conductivity κ(θ) can be explicitly represented with the help of
the Burnett functions, and Θ is deﬁned by
Θ = L−1M
(
∂tG± + P1(ξ · ∇xG±) ± ∇xΦ · ∇ξG± − Q (G±,G±) − Q (G±,G∓) − LMG∓
)
. (2.2.14)
Noticing the deﬁnition of ρ,m and E , it holds that
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ρ± = e±φ + a± + 3c,
m = b,
E± = 3
2
e±φ + 3
2
(a± + 5c)
⇒
⎧⎪⎪⎪⎨⎪⎪⎪⎩
a± = 5
2
ρ± − E± − e±φ − 1,
b =m,
c = 1
3
E± − 1
2
ρ±.
(2.2.15)
This means that (a±,b, c) is indeed the linearized hydrodynamical variables, which is essentially con-
sistent with the perturbation (1.1.6) around the global Maxwellian.
In (2.2.13), the structures of the compressible Euler–Poisson and the compressible Navier–Stokes–
Poisson equations are clear. For example, when the microscopic component G is set to be zero,
the system (2.2.13) becomes part of the compressible Euler–Poisson equations. On the other hand,
when Θ is set to be zero in (2.2.13), it becomes part of the compressible Navier–Stokes–Poisson
equations. Both Euler–Poisson and Navier–Stokes–Poisson systems are approximations to the Vlasov–
Poisson–Boltzmann system if they are derived through the Hilbert and Chapmann–Enskog expansions.
Nevertheless, the above reformulation is exact to the Vlasov–Poisson–Boltzmann system and is con-
sistent in spirit with those expansions where the ﬁrst order approximation is a local Maxwellian.
3. Existence of stationary solution
Consider the elliptic equation
xφ = eφ − e−φ − ρ¯(x). (3.1.1)
Deﬁnition. For m 0, we denote the norm | · |m by
|g|m = sup
x∈R3
{(
1+ |x|)∣∣g(x)∣∣+ (1+ |x|)2 ∑
1|α|m
∣∣∂αx g(x)∣∣}, (3.1.2)
for any g = g(x).
Theorem 3.1. Suppose that |ρ¯|m is small enough, i.e.
sup
x∈R3
{(
1+ |x|)∣∣ρ¯(x)∣∣+ (1+ |x|)2 ∑
1|α|m
∣∣∂αx ρ¯(x)∣∣}< δ,
where δ > 0 is suﬃciently small. There exists a constant C such that Eq. (3.1.1) has a unique solution φ satisfy-
ing
|φ|m  C |ρ¯|m. (3.1.3)
Proof. (3.1.1) can be rewritten as
(x − 2)φ = eφ − e−φ − 2φ − ρ¯(x), (3.1.4)
this equation can be written as the integral form
Tφ  G ∗ (eφ − e−φ − 2φ − ρ¯(x)), (3.1.5)
where G = G(x)− 14π |x| e−
√
2|x|. Thus (3.1.1) admits a solution if and only if T has a ﬁxed point.
Deﬁne Sm = {φ ∈ Wm,∞(R3); |φ|m  C |ρ¯|m} for some constant C to be determined later.
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a contraction mapping.
Since
eφ − e−φ − 2φ − ρ¯(x) = (eφ − φ − 1)− (e−φ + φ − 1)− ρ¯

∣∣eφ − φ − 1∣∣+ ∣∣e−φ + φ − 1∣∣+ |ρ¯|

∣∣g1(φ)∣∣+ ∣∣g2(φ)∣∣+ ∣∣η(x)∣∣, (3.1.6)
it holds that
∣∣Tφ(x)∣∣ ∫
R3
1
4π |x− y|e
−√2|x−y|(∣∣g1(φ)(y)∣∣+ ∣∣g2(φ)(y)∣∣+ ∣∣η(x)∣∣)dy, (3.1.7)
and
∑
1|α|m
∣∣∂αx Tφ(x)∣∣ ∫
R3
1
4π |x− y|e
−√2|x−y|
·
∑
1|α|m
(∣∣∂αx g1(φ)(y)∣∣+ ∣∣∂αx g2(φ)(y)∣∣+ ∣∣∂αx η(y)∣∣)dy. (3.1.8)
By (3.1.2), one has
∣∣η(y)∣∣ |η|m
(1+ |y|) ,
∑
1|α|m
∣∣∂αx η(y)∣∣ |η|m
(1+ |y|)2 , (3.1.9)
on the other hand, notice that
g1(φ) =
1∫
0
θ∫
0
eτφ dτ dθ · φ2, g2(φ) =
1∫
0
θ∫
0
e−τφ dτ dθ · φ2.
Thus one has
∣∣g1(φ)∣∣+ ∑
1|α|m
∣∣∂αx g1(φ)∣∣ C(|φ|m)|φ|2m
(1+ |y|)2 +
C(|φ|m)|φ|2m
(1+ |y|)3 , (3.1.10)
∣∣g2(φ)∣∣+ ∑
1|α|m
∣∣∂αx g2(φ)∣∣ C(|φ|m)|φ|2m
(1+ |y|)2 +
C(|φ|m)|φ|2m
(1+ |y|)3 . (3.1.11)
Claim. For any k 0, it holds that∫
R3
1
|y|e
−|y| 1
(1+ |x− y|)k dy 
Ck
(1+ |x|)k . (3.1.12)
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∫
R3
1
|y| e
−|y| 1
(1+|x−y|)k dy into two parts:
I1 =
∫
|x−y| |x|2
, I2 =
∫
|x−y|< |x|2
.
For I1, one has
I1 =
∫
|x−y| |x|2
1
|y|e
−|y| 1
(1+ |x− y|)k dy
 1
(1+ |x|2 )k
∫
|x−y| |x|2
1
|y|e
−|y| dy
 2
k
(1+ |x|)k
∫
R3
1
|y|e
−|y| dy
 4π · 2
k
(1+ |x|)k
∞∫
0
re−r dr
 Ck
(1+ |x|)k . (3.1.13)
For I2
I2 =
∫
|x−y| |x|2
1
|y|e
−|y| 1
(1+ |x− y|)k dy,
since {|x− y| < |x|2 } ⊆ { |x|2 < |y|}, then
I2  e−
|x|
4
∫
R3
1
|y|e
−|y| dy  Ce−
|x|
4 . (3.1.14)
The Claim follows from the above estimates on I1 and I2. 
By substituting (3.1.9)–(3.1.11) into (3.1.7), (3.1.8), and using the Claim, we have
∣∣Tφ(x)∣∣ ∫
R3
1
4π |x− y|e
−√2|x−y|
(
C(|φ|m)|φ|2m
(1+ |y|)2 +
C |η|m
(1+ |y|)
)
dy

∫
R3
1
4π |x− y|e
−|x−y|
(
C(|φ|m)|φ|2m
(1+ |y|)2 +
C |η|m
(1+ |y|)
)
dy
 C(|φ|m)|φ|
2
m
2
+ C |η|m , (3.1.15)(1+ |x|) (1+ |x|)
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(
1+ |x|)∣∣Tφ(x)∣∣ C(|φ|m)|φ|2m + C |η|m. (3.1.16)
And similarly, we have
∑
1
∣∣α∣∣m
∣∣∂αx Tφ(x)∣∣ C(|φ|m)|φ|2m(1+ |x|)3 + C |η|m(1+ |x|)2 , (3.1.17)
that is
(
1+ |x|)2 ∑
1|α|m
∣∣∂αx Tφ(x)∣∣ C(|φ|m)|φ|2m + C |η|m, (3.1.18)
so we have
|Tφ|m  C |η|m + C
(|φ|m)|φ|2m. (3.1.19)
Finally, for any φ1 = φ1(x) and φ2 = φ2(x), one has
Tφ1 − Tφ2 = G ∗
(
eφ1 − 2φ1 − e−φ1 − ρ¯ − eφ2 + e−φ2 + 2φ2 + ρ¯
)
= G ∗ [(g1(φ1) − g1(φ2))− (g2(φ1) − g2(φ2))], (3.1.20)
and
g1(φ1) − g1(φ2) =
1∫
0
g′1
(
θφ1 + (1− θ)φ2
)
dθ (φ1 − φ2),
g2(φ1) − g2(φ2) =
1∫
0
g′2
(
θφ1 + (1− θ)φ2
)
dθ (φ1 − φ2),
and for any φ = φ(x),
g′1(φ) =
[
eφ − φ − 1]′
φ
= eφ − 1=
1∫
0
eθφ dφ θ · φ,
g′2(φ) =
[
e−φ + φ − 1]′
φ
= −e−φ + 1=
1∫
0
e−θφ dφ θ · φ,
so
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∣∣∣∣ ∫
R3
1
4π |x− y|e
−√2|x−y|(∣∣g1(φ1) − g1(φ2)∣∣+ ∣∣g2(φ1) − g2(φ2)∣∣)dy∣∣∣∣
 C
∣∣∣∣∣
1∫
0
1∫
0
eθ [θ ′φ1+(1−θ ′)φ2] dφ θ ′
[
φ1θ
′ + (1− θ ′)φ2
]
dθ (φ1 − φ2)
∣∣∣∣∣
 C
(|φ1|m, |φ2|m) (|φ1|m + |φ2|m)
(1+ |x|)
|φ1 − φ2|m
(1+ |x|) , (3.1.21)
and similarly, one gets
∑
1|α|m
∣∣∂αx Tφ1 − ∂αx Tφ2∣∣= ∣∣∣∣ ∫
R3
1
4π |x− y|e
−√2|x−y|(∣∣∂αx g1(φ1) − ∂αx g1(φ2)∣∣
+ ∣∣∂αx g2(φ1) − ∂αx g2(φ2)∣∣)dy∣∣∣∣
 C
(|φ1|m, |φ2|m) (|φ1|m + |φ2|m)
(1+ |x|)2
|φ1 − φ2|m
(1+ |x|)2 . (3.1.22)
So one has
|Tφ1 − Tφ2|m  C
(|φ1|m, |φ2|m)(|φ1|m + |φ2|m)|φ1 − φ2|m, (3.1.23)
where C(·,·) is a non-negative, non-increasing and continuous function in the two arguments. Since
|Tφ|m  C |η|m + C
(|φ|m)|φ|2m,
|Tφ1 − Tφ2|m  C
(|φ1|m, |φ2|m)(|φ1|m + |φ2|m)|φ1 − φ2|m.
The standard argument implies that T has a ﬁxed point φ in Sm for a proper constant C provided
|ρ¯|m is small enough. This completes the proof of the theorem. 
4. Global existence
In this section, we will prove the energy estimates for the global existence of classical solutions.
4.1. Preliminaries
We ﬁrst establish some estimates about linearized operator L = −ν + K .
Lemma 4.1. (See [11].) ν(ξ)  ν0 is a smooth function of ξ with bounded derivatives, where ν0 is a positive
number.
Lemma 4.2. (See [11].) Let |β| = k, then for any small η > 0 there exists a Ck,η > 0 such that for any g(x, ξ) ∈
Hk(R3 × R3),
∥∥∂βξ [K g]∥∥2  Ck,η‖g‖2 + η ∑
|β ′|=k
∥∥∂β ′ξ g∥∥2. (4.1.1)
2044 M. Zhang / J. Differential Equations 247 (2009) 2027–2073Lemma 4.3. (See [12].) 〈Lg,h〉 = 〈Lh, g〉, 〈Lg, g〉 0, and Lg = 0 ⇔ g = P g. P was deﬁned in (1.1.12). And
there is σ0 > 0 s.t.
〈Lg, g〉 σ0
∥∥{I − P }g∥∥2
ν
. (4.1.2)
Then we list the following lemmas about some Sobolev inequalities and the basic estimates on the
nonlinear term Γ (u,u).
Lemma 4.4. (See [1].) Let u ∈ H2(R3). Then
1. ‖u‖L∞  C‖∇u‖ 12 ‖∇2u‖ 12  ‖∇u‖H1 ;
2. ‖u‖L6  C‖∇u‖;
3. ‖u‖Lq  C‖∇u‖H1 , 2 q 6.
Lemma 4.5. (See [11].) Let gi(x, ξ), i = 1,2,3, be smooth functions, then we have
(a)
∣∣〈∂βξ Γ (g1, g2), g3〉∣∣ C ∫
R3
∥∥∂β1x g1∥∥ν∥∥∂β2x g2∥∥‖g3±‖ν dx
+ C
∫
R3
∥∥∂β1x g1±∥∥∥∥∂β2x g2±∥∥ν‖g3±‖ν dx; (4.1.3)
(b)
∥∥∥∥∫
R3
Γ (g1, g2)g3 dξ
∥∥∥∥ C sup
x,ξ
{∣∣ν(ξ)∣∣3∣∣g3(x, ξ)∣∣} sup
x
[ ∫
R3
∣∣g1±(x, ξ)∣∣2 dξ]1/2
·
[( ∫
R3
|g2±|2 dξ
)1/2
+
( ∫
R3
|g2±|2 dξ
)1/2]
; (4.1.4)
(c)
∥∥Γ (g1, g2)g3∥∥ C sup
x,ξ
{∣∣ν(ξ)∣∣∣∣g3(x, ξ)∣∣} sup
x
[ ∫
R3
∣∣g1±(x, ξ)∣∣2 dξ]1/2
·
[( ∫
R3
|g2±|2 dξ
)1/2
+
( ∫
R3
|g2∓|2 dξ
)1/2]
. (4.1.5)
Lemma 4.6. (See [19].) Let |α| + |β| l, then there is an instant energy functional such that
∣∣(∂αx ∂βξ Γ (u,u), ∂αx ∂βξ (I − P )u)∣∣ CH1/2(u(t))D(u(t)). (4.1.6)
Using these estimates, it is by now standard to prove existence and uniqueness of local-in-time
positive solutions to the Vlasov–Poisson–Boltzmann system (1.1.7) and to establish the continuity of
the high order norms for a solution as in [12]. Therefore, we will not repeat the argument.
Proposition 4.1 (Local existence). (See [11].) There exist constants T ∗ > 0, δ2 > 0, such that for δ2 suﬃciently
small, if
H
(
u(0)
)

δ22
2
,
M. Zhang / J. Differential Equations 247 (2009) 2027–2073 2045then there is a unique solution u(t, x, ξ) to the system (1.1.7) such that
H
(
u(t)
)
 δ22,
for any t ∈ [0, T ∗]. Moreover, H(u(t)) : [0, T ∗] → R is continuous. If
f±(0, x, ξ) = e±φM +
√
Mu±(0, x, ξ) 0,
then
f±(t, x, ξ) = e±φM +
√
Mu±(t, x, ξ) 0.
Proposition 4.2 (A priori estimate). Let T > 0, suppose that u(t, x, ξ) is a solution in [0, T ] ×R3 ×R3 to the
VPB system (1.1.7). There exist constants δ2 > 0, λ2 > 0 and C2 > 0 which are independent of T , such that if
sup
0tT
H
(
u(t)
)
 δ22, (4.1.7)
then
H
(
u(t)
)+ λ2 t∫
0
D
(
u(s)
)
ds C2H
(
u(0)
)
, (4.1.8)
for any t ∈ [0, T ].
As usual, the global existence of the solution to (1.1.7) will be obtained by combining the local
existence together with this prior estimates.
The proof of Proposition 4.2 will be divided into two parts: one part is to obtain the microscopic
dissipation rate, given in Section 4.2, and the other part is to deal with the macroscopic rate, which
is left to Section 4.3.
4.2. Energy estimates on the microscopic part
Denote:
δ = |φ|l = sup
x∈R3
{(
1+ |x|)∣∣φ(x)∣∣+ (1+ |x|)2 ∑
1|α|l
∣∣∂αx φ(x)∣∣} 1, (4.2.1)
i.e. δ is suﬃciently small.
Based on the system (1.1.7), one can use the elementary energy estimates to obtain the microscopic
dissipation rate. We omit the proofs of the following three lemmas. The point is to use the lemmas
in Section 4.1 to carefully estimate the nonlinear term Γ (u,u) in the following way
〈
Γ (u,u),u
〉= 〈Γ (u,u),u2〉= 〈Γ (u1,u1),u2〉+ 〈Γ (u2,u1),u2〉+ 〈Γ (u,u2),u2〉. (4.2.2)
2046 M. Zhang / J. Differential Equations 247 (2009) 2027–2073Lemma 4.7 (Zero order). If δ > 0 is small enough, σ0 > 0, then it holds that
1
2
d
dt
‖u‖2 + σ0
∫
R3
e±φ‖u2‖2ν dx
 CH1/2
(
u(t)
)
D
(
u(t)
)+ C‖∇xΨ ‖2 + C‖b‖2 + Cδ∥∥∇x(a±,b, c)∥∥2
+ Cδ∥∥{I − P }u∥∥2
ν
+ C∥∥{I − P }u∥∥2
ν
.
Lemma 4.8 (Pure spatial derivatives). For 1 |α| l, if δ > 0 is small enough, σ0 > 0, then it holds that
1
2
d
dt
∑
1|α|l
∥∥∂αx u∥∥2 + σ0 ∑
1|α|l
∫
R3
e±φν(ξ)
(
∂αx u2
)2
dxdξ
 CH1/2
(
u(t)
)
D
(
u(t)
)+ (Cδ + C) ∑
1|α|l
∥∥∂αx (a±,b, c)∥∥2 + Cδ ∑
|α|l
∥∥∇x∂αx Ψ ∥∥2
+ C
∑
1|α|l
∥∥∂αx u2∥∥2ν + Cδ ∑
1|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2ν .
Lemma 4.9 (Space-velocity-mixed derivatives). For |β| 1, 1 |α|+|β| l, if δ > 0 is small enough, σ0 > 0,
then it holds that
1
2
d
dt
∑
1|α|+|β|l
|β|1
∥∥∂αx ∂βξ u2∥∥2 + σ0 ∑
1|α|+|β|l
|β|1
∫
R3
e±φ
∥∥∂αx ∂βξ u2∥∥2ν dx
 CH1/2
(
u(t)
)
D
(
u(t)
)+ Cδ ∑
1|α|+|β|l
|β|1
∥∥∂αx ∂βξ u2∥∥2 + C ∑
1|α|l
∥∥∂αx Ψ ∥∥2
+ Cδ
∑
1|α|l
∥∥∂αx Ψ ∥∥2 + C ∑
|α|l
∥∥∂αx u2∥∥2 + (Cδ + C) ∑
|α|l−k
k1
∥∥∇x∂αx (a±,b, c)∥∥2.
For Ψ , we have the following estimate.
Lemma 4.10. For |α| l, it holds that
1
2
d
dt
∑
|α|l
∥∥∇x∂αx Ψ ∥∥2  CH1/2(u(t))D(u(t))+ CH(u(t))D(u(t))
+ Cδ
∑
|α|+|β|l−1
∥∥∇x∂αx ∂βξ u∥∥2 + Cδ ∑
|α|l
∥∥∇x∂αx Ψ ∥∥2. (4.2.3)
Proof. For Ψ, since (2.1.7)2,
∂tbi + ∂ia± ∓ ∂iφa± ± 2c∇φ ∓ e±φ∇xΨ = −∂t r˜(1)i + p±(1)i + n±(1)i ,
which implies
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(
eφ + e−φ)−1[∂i(a+ − a−) − ∂iφ(a+ + a−) + 4c∇xφ
− (p+(1)i − p−(1)i )− (n+(1)i − n−(1)i )], (4.2.4)
∂t∇xΨ =
(
eφ + e−φ)−1[∂i∂t(a+ − a−) − ∂iφ∂t(a+ + a−) + 4∂tc∇xφ
− ∂t
(
p+(1)i − p−(1)i
)− ∂t(n+(1)i − n−(1)i )]. (4.2.5)
1. 0-order
1
2
d
dt
‖∇xΨ ‖2 =
∫
R3
∇xΨt · ∇xΨ dx
 C
∫
R3
[
∂i∂t(a+ − a−) − ∂iφ∂t(a+ + a−) + 4∂tc∇xφ
− ∂t
(
p+(1)i − p−(1)i
)− ∂t(n+(1)i − n−(1)i )]∇xΨ dx
 C
∫
R3
(
b · ∇x(Ψ + φ)
)∇xΨ dx+ C ∫
R3
∂iφ∇x
〈|ξ |2ξ√M,u2〉∇xΨ dx
+ C
∫
R3
∇xφ
(−∇xb − ∇x〈|ξ |2ξ√M,u2〉± b · ∇xΦ) · ∇xΨ dx
+ C
∫
R3
[−∂t(p+(1)i − p−(1)i )− ∂t(n+(1)i − n−(1)i )]∇xΨ dx. (4.2.6)
Notice that for the ﬁrst term
C
∫
R3
(
b · ∇x(Ψ + φ)
)∇xΨ dx CH1/2(u(t))D(u(t))+ CδD(u(t)), (4.2.7)
and
C
∫
R3
∂iφ∇x
〈|ξ |2ξ√M,u2〉∇xΨ dx Cδ‖∇xΨ ‖2 + Cδ‖∇x∇xu2‖2, (4.2.8)
for the third term
C
∫
R3
∇xφ
(−∇xb − ∇x〈|ξ |2ξ√M,u2〉± b · ∇xΦ) · ∇xΨ dx
 Cδ‖∇xΨ ‖2 + Cδ‖∇x∇xb‖2 + Cδ‖∇x∇xu2‖2 + CH1/2
(
u(t)
)
D
(
u(t)
)+ Cδ‖∇xb‖2, (4.2.9)
ﬁnally, for the forth term
C
∫
3
[−∂t(p+(1)i − p−(1)i )− ∂t(n+(1)i − n−(1)i )]∇xΨ dx, (4.2.10)
R
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C
∫
R3
∣∣−∂t(p+(1)i − p−(1)i )∇xΨ ∣∣dx
 C
∫
R3
|∇xφ · ∂t∇ξu2 + ξ∇xφ∂tu2||∇xΨ |dx
 C
∫
R3
(|∇xφ · ∂t∇ξu| + |ξ∇xφ∂tu|)|∇xΨ |dx
 Cδ‖∇xΨ ‖2 + Cδ‖∇ξ∇xu‖2 + CH1/2
(
u(t)
)
D
(
u(t)
)+ Cδ‖∇xu‖2, (4.2.11)
and
C
∫
R3
∣∣−∂t(n+(1)i − n−(1)i )∇xΨ ∣∣dx
 C
∫
R3
|∂t∇xΨ · ∇ξu + ξ∂t∇xΨ u + ∇xΨ · ∂t∇ξu + ξ∇xΨ∂tu||∇xΨ |dx
 CH
(
u(t)
)
D
(
u(t)
)+ CH1/2(u(t))D(u(t)), (4.2.12)
where we used (1.1.7), that is
∂tu = −ξ∇xu ∓ ∇x(Ψ + φ)∇ξu ± ξ∇xΨ
√
Me±φ + Lu ± ξ
2
∇x(Ψ + φ)u + Γ (u,u),
and
C
∫
R3
|∂t∇xΨ∇ξu + ξ∂t∇xΨ u||∇xΨ |dx
 C‖∇xΨ ‖ sup
x∈R3
|∂t∇xΨ |‖∇ξu‖ + C‖∇xΨ ‖ sup
x∈R3
|∂t∇xΨ |‖u‖
 C‖∇xΨ ‖ ·
∑
|α¯|1
∥∥∇x∂α¯x ∇x∂tΨ ∥∥ · ‖∇ξu‖ + C‖∇xΨ ‖ · ∑
|α¯|1
∥∥∇x∂α¯x ∇x∂tΨ ∥∥ · ‖u‖
 C‖∇xΨ ‖
∑
|α¯|1
∥∥∂α¯x ∂t(a+ − a−)∥∥‖∇ξu‖ + C‖∇xΨ ‖ ∑
|α¯|1
∥∥∂α¯x ∂t(a+ − a−)∥∥‖u‖
 C‖∇xΨ ‖
∑
|α¯|1
∥∥∂α¯x ∇xΦ · b∥∥‖∇ξu‖ + C‖∇xΨ ‖ ∑
|α¯|1
∥∥∂α¯x ∇xΦ · b∥∥‖u‖
 CH
(
u(t)
)
D
(
u(t)
)+ CH1/2(u(t))D(u(t)), (4.2.13)
similarly, one gets
C
∫
3
|∇xΨ · ∂t∇ξu + ξ∇xΨ∂tu||∇xΨ |dx CH1/2
(
u(t)
)
D
(
u(t)
)+ CH(u(t))D(u(t)).
R
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1
2
d
dt
‖∇xΨ ‖2  CH1/2
(
u(t)
)
D
(
u(t)
)+ CH(u(t))D(u(t))+ Cδ‖∇ξ∇xu‖2 + Cδ‖∇xu2‖2
+ Cδ‖∇x∇xu2‖2 + Cδ‖∇xΨ ‖2 + Cδ‖∇xu1‖2 + Cδ‖∇x∇xu1‖2. (4.2.14)
2. For 1 |α| l,
1
2
d
dt
∥∥∂αx ∇xΨ ∥∥2 = ∫
R3
∇x∂αx Ψt · ∇x∂αx Ψ dx
=
∫
R3
∂t∂
α−1
x (a+ − a−)∇x∂αx Ψ dx
 C
∫
R3
∂α−1x (∇xΦ · b)∇x∂αx Ψ dx
 C
∑
|α′||α|−1
∫
∂α
′
x ∇xΦ∂α−α
′−1
x b∇x∂αx Ψ dx
 δ
∥∥∇x∂αx Ψ ∥∥2 + Cδ ∑|α′||α|−1
∥∥∂α′x ∇xφ∂α−α′−1x b∥∥2 + CH1/2(u(t))D(u(t))
 δ
∑
1|α|l
∥∥∇x∂αx Ψ ∥∥2 + Cδ ∑
1|α|l
∥∥∂αx b∥∥2 + CH1/2(u(t))D(u(t)). (4.2.15)
Collecting all these estimates, we can get
1
2
d
dt
∑
|α|l
∥∥∂αx ∇xΨ ∥∥2  CH1/2(u(t))D(u(t))+ CH(u(t))D(u(t))
+ Cδ
∑
|α|+|β|l−1
∥∥∇x∂αx ∂βξ u∥∥2 + Cδ ∑
|α|l
∥∥∇x∂αx Ψ ∥∥2.
Then we complete the proof of Lemma 4.10. 
Recalling the results of the above four lemmas, one has
1
2
d
dt
( ∑
|α|+|β|l
∥∥∂αx ∂βξ u∥∥2 + ∑
|α|l
∥∥∂αx ∇xΨ ∥∥2)+ σ0 ∑
|α|+|β|l
∫
R3
e±φ
∥∥∂αx ∂βξ u2∥∥2ν dx
 CH1/2
(
u(t)
)
D
(
u(t)
)+ CH(u(t))D(u(t))+ Cδ ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2ν
+ C
∑
1|α|l
∥∥∂αx Ψ ∥∥2 + (Cδ + C) ∑
|α|l−k
k1
∥∥∇x∂αx (a±,b, c)∥∥2
+ Cδ
∑
|α|l
∥∥∇x∂αx Ψ ∥∥2 + C‖b‖2 + C ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2ν, (4.2.16)
2050 M. Zhang / J. Differential Equations 247 (2009) 2027–2073by the deﬁnition of H(u(t)), D(u(t)), the above inequality implies
1
2
d
dt
H
(
u(t)
)+ c0D(u(s)) CH1/2(u(t))D(u(t))+ CH(u(t))D(u(t)).
4.3. Energy estimates on the macroscopic part
In this subsection, we devote ourselves to obtain the macroscopic dissipation rate∑
0<|α|l
∥∥∂αx Pu∥∥2.
Equivalently, in terms of the macroscopic coeﬃcients a±,b, c for u1 = Pu, it suﬃces to obtain the
estimates on
∑
0<|α|l ‖∂αx (a±,b, c)‖2. In fact, for any α,∂αx Pu = P∂αx u, and∥∥∂αx Pu∥∥2 + ∥∥∂αx {I − P }u∥∥2 = ∥∥∂αx u∥∥2.
For any k, ∃C > 1, s.t.
1
C
∥∥νk∂αx Pu∥∥2  ∥∥∂αx (a±,b, c)∥∥2  C∥∥νk∂αx Pu∥∥2.
An important fact observed in [13] is that only based on two macroscopic equations (2.1.8)3, (2.1.8)4,
the macroscopic component b = (b1,b2,b3) satisﬁes an elliptic-type equation as described in the
following proposition. We give the proof of this lemma.
Lemma 4.11. For each j = 1,2,3, b j satisﬁes the equation
−xb j − ∂ j∂ jb j =
∑
i = j
∂ j(±bi∂iφ) +
∑
i = j
∂ jγ
(2)
i ∓
∑
i = j
∂i(b j∂iφ + bi∂ jφ)
−
∑
i = j
∂iγ
(2)
i j ∓ 2∂ j(b j∂ jφ) − 2∂ jγ (2)j . (4.3.1)
Proof. By (2.1.8)3, (2.1.8)4, we get
−xb j − ∂ j∂ jb j
= −
∑
i = j
∂i∂ib j − 2∂ j∂ jb j
= −
∑
i = j
∂i
[−∂ jbi ± (b j∂iφ + bi∂ jφ) + γ (2)i j ]+ 2∂ j[∂tc ∓ b j∂ jφ − γ (2)j ]
=
∑
i = j
∂i∂ jbi ∓
∑
i = j
∂i(b j∂iφ + bi∂ jφ) −
∑
i = j
∂iγ
(2)
i j + 2∂t∂ jc ∓ 2∂ j(b j∂ jφ) − 2∂ jγ (2)j
=
∑
i = j
∂ j
[−∂tc ± bi∂iφ + γ (2)i ]∓∑
i = j
∂i(b j∂iφ + bi∂ jφ)
−
∑
i = j
∂iγ
(2)
i j + 2∂t∂ jc ∓ 2∂ j(b j∂ jφ) − 2∂ jγ (2)j
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∑
i = j
∂ j(±bi∂iφ) +
∑
i = j
∂ jγ
(2)
i ∓
∑
i = j
∂i(b j∂iφ + bi∂ jφ)
−
∑
i = j
∂iγ
(2)
i j ∓ 2∂ j(b j∂ jφ) − 2∂ jγ (2)j . (4.3.2)
This completes the proof of the lemma. 
Now we focus on the macroscopic equations (2.1.8) and the conservation laws (2.2.8)–(2.2.10) to
estimate the higher order derivatives of the macroscopic coeﬃcients (a±,b, c) in L2-norm. For this
purpose, we ﬁrst give two lemmas. Roughly speaking, the idea is just based on the fact that the
velocity-coordinate projector is bounded uniformly in t and x and the velocity polynomials can be
absorbed by the global Maxwellian M which exponentially decays in ξ .
The ﬁrst lemma shows that among those terms on the right-hand side of the macroscopic equa-
tions (2.1.8), the coeﬃcients of the separated part r˜, the linear part p± and the nonlinear part n± can
be bounded by the microscopic dissipation rate.
Lemma 4.12. It holds that∑
|α|l−1
∑
i, j
∥∥∂αx [r˜(0), r˜(1)i , r˜(2)i , r˜ (2)i j , r˜(3)i ]∥∥2  C ∑
|α|l−1
∥∥∂αx {I − P }u∥∥2, (4.3.3)
∑
|α|l−1
∑
i, j
∥∥∂αx [p±(0), p±(1)i , p±(2)i , p±(2)i j , p±(3)i ]∥∥2
 C
∑
|α|l
∥∥∂αx {I − P }u∥∥2 + C ∑
|α|+|β|l−1
∥∥∂αx ∂βξ {I − P }u∥∥2, (4.3.4)
∑
|α|l−1
∑
i, j
∥∥∂αx [n±(0),n±(1)i ,n±(2)i ,n±(2)i j ,n±(3)i ]∥∥2  CH(u(t))D(u(t)). (4.3.5)
Since r˜ is generated by u2, no differentiation is added on the right-hand side of (4.3.3). (4.3.4)
is true because p± contains the ﬁrst order derivatives ∇xu2, ∇x∇ξu2 and the zero order term
−νu2 + Ku2. (4.3.5) follows from the careful analysis on the nonlinear term as in Lemmas 4.7–4.10.
Lemma 4.13 shows that in the conservation laws (2.2.8)–(2.2.10), those terms containing the mi-
croscopic part u2 can be also bounded by the microscopic dissipation rate, we just omit the proof.
Lemma 4.13. For |α| l − 1, it holds that∑
|α|l−1
∥∥∂αx ∇x · [〈|ξ |2ξ√M, {I − P }u〉, 〈ξ ⊗ ξ√M,u2〉]∥∥2  C ∑
0<|α|l
∥∥∂αx u2∥∥2. (4.3.6)
Next, we state the key estimates on the macroscopic dissipation rate in this theorem.
Lemma 4.14. ∃C3 > 0,∀t ∈ [0, T ], we have
d
dt
∑
|α|l−1
3∑
i=1
[T a±α,i (u(t))+ T bα,i(u(t))+ T cα,i(u(t))+ T Ψα,i(u(t))]
+ 1
2
∑
|α|l−1
∥∥∇x∂αx (a±,b, c)∥∥2 + 12 ∑|α|l
∥∥∇x∂αx Ψ ∥∥2 + ‖b‖2
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{ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l−1
∥∥∂αx ∂βξ u2∥∥2 + H(u(t))D(u(t))}, (4.3.7)
where T a±α,i (u(t)), T bα,i(u(t)), T cα,i(u(t)) and T Ψα,i(u(t)) are the temporal interactive energy functionals deﬁned
as
T a±α,i
(
u(t)
)= 〈∂αx bi, ∂i∂αx a±〉+ 〈∂αx r˜(1)i , ∂i∂αx a±〉, (4.3.8)
T bα,i
(
u(t)
)= 〈∑
i = j
∂ j∂
α
x r˜
(2)
i −
∑
i = j
∂i∂
α
x r˜
(2)
i j − 2
∑
i = j
∂ j∂
α
x r˜
(2)
j , ∂
α
x b j
〉
, (4.3.9)
T cα,i
(
u(t)
)= 〈∂αx r˜(3)i , ∂αx ∂ic〉, (4.3.10)
T Ψα,i
(
u(t)
)= 〈∂αx [(bi − r˜(1)i )eφ + (r˜(1)i − bi)e−φ], ∂αx ∂iΨ 〉. (4.3.11)
Proof. Control the higher order derivatives of (a±,b, c) as follows, where  ∈ (0,1) to be determined
later.
Estimates on b. Applying ∂αx with |α| l − 1, to (4.3.1),
∂αx (−xb j − ∂ j∂ jb j) =
∑
i = j
∂αx ∂ j(±bi∂iφ) +
∑
i = j
∂αx ∂ jγ
(2)
i ∓
∑
i = j
∂αx ∂i(b j∂iφ + bi∂ jφ)
−
∑
i = j
∂αx ∂iγ
(2)
i j ∓ 2∂αx ∂ j(b j∂ jφ) − 2∂αx ∂ jγ (2)j ,
then multiplying it by ∂αx b j , then integrating it over R
3, we have
∥∥∇x∂αx b j∥∥2 + ∥∥∂ j∂αx b j∥∥2 = ∫
R3
(∑
i = j
∂ j∂
α
x (±bi∂iφ) +
∑
i = j
∂ j∂
α
x γ
(2)
i ∓
∑
i = j
∂i∂
α
x (b j∂iφ + bi∂ jφ)
−
∑
i = j
∂i∂
α
x γ
(2)
i j ∓ 2∂ j∂αx (b j∂ jφ) − 2∂ j∂αx γ (2)j
)
∂αx b j dx. (4.3.12)
For the right-hand side of (4.3.12), we have〈[∑
i = j
∂ j∂
α
x γ
(2)
i −
∑
i = j
∂i∂
α
x γ
(2)
i j − 2∂ j∂αx γ (2)j
]
, ∂αx b j
〉
=
〈∑
i = j
∂ j∂
α
x
(−∂t r˜(2)i + p±(2)i + n±(2)i ), ∂αx b j〉− 〈∑
i = j
∂ j∂
α
x
(−∂t r˜ (2)i j + p±(2)i j + n±(2)i j ), ∂αx b j〉
− 〈2∂ j∂αx (−∂t r˜ (2)j + p±(2)j + n±(2)j ), ∂αx b j 〉
= − d
dt
〈∑
i = j
∂ j∂
α
x r˜
(2)
i −
∑
i = j
∂i∂
α
x r˜
(2)
i j − 2
∑
i = j
∂ j∂
α
x r˜
(2)
j , ∂
α
x b j
〉
+
〈∑
i = j
∂ j∂
α
x r˜
(2)
i −
∑
i = j
∂i∂
α
x r˜
(2)
i j − 2
∑
i = j
∂ j∂
α
x r˜
(2)
j , ∂t∂
α
x b j
〉
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∑
i = j
〈
∂αx
[
p±(2)i + n±(2)i
]
, ∂ j∂
α
x b j
〉+∑
i = j
〈
∂αx
[
p(2)i j + n±(2)i j
]
, ∂i∂
α
x b j
〉
+ 2〈∂αx [p±(2)j + n±(2)j ], ∂ j∂αx b j 〉. (4.3.13)
And let T bα,i = 〈
∑
i = j ∂ j∂αx r˜
(2)
i −
∑
i = j ∂i∂αx r˜
(2)
i j − 2
∑
i = j ∂ j∂αx r˜
(2)
j , ∂
α
x b j〉.
The second term of the above (4.3.13) is
 
∥∥∂αx ∂tb j∥∥2 + 14
∥∥∥∥∑
i = j
∂ j∂
α
x r˜
(2)
i −
∑
i = j
∂i∂
α
x r˜
(2)
i j − 2
∑
i = j
∂ j∂
α
x r˜
(2)
j
∥∥∥∥2
 
∥∥∂αx [−∇xa± − 5∇xc − ∇x · 〈ξiξ√M,u2〉 ± ∂iΨ e±φ ∓ ∂iΦ(a± + 3c)]∥∥2
+ C

[∑
i = j
∥∥∂ j∂αx r˜(2)i ∥∥2 +∑
i = j
∥∥∂i∂αx r˜(2)i j ∥∥2 +∑
i = j
∥∥∂ j∂αx r˜(2)j ∥∥2]
 C
[∥∥∂αx ∂ j(a±, c)∥∥2 + ∥∥∂αx ∇x〈ξiξ√M,u2〉∥∥2 + ∥∥∂αx (∇xΨ (a± + 3c))∥∥2
+ ∥∥∂αx (∂iΨ e±φ)∥∥2]+ C ∑
i, j
∥∥∇x∂αx [r˜(2)i , r˜(2)i j , r˜(2)j ]∥∥2
 C
[∥∥∂αx ∂ j(a±, c)∥∥2 + ∥∥∂αx ∇xu2∥∥2 + H(u(t))D(u(t))+ ∥∥∂αx ∇xΨ ∥∥2]
+ C

∑
i = j
∥∥∇x∂αx [r˜(2)i , r˜(2)i j , r˜(2)j ]∥∥2,
and the sum of the last three terms of (4.3.13) is bounded by
 
∥∥∇x∂αx b j∥∥2 + C
{∥∥∂αx [p±(2)i + n±(2)i ]∥∥2 +∑
i = j
∥∥∂αx [p±(2)i j + n±(2)i, j ]∥∥2
+ ∥∥∂αx [p±(2)j + n±(2)j ]∥∥2}
 
∥∥∇x∂αx b j∥∥2 + C ∑
i = j
∥∥∂αx [p±(2)i , p±(2)j , p±(2)i j ,n±(2)i ,n±(2)j ,n±(2)i j ]∥∥2,
and we also have ∣∣∣∣〈∑
i = j
∂ j∂
α
x (bi∂iφ), ∂
α
x b j
〉∣∣∣∣= ∣∣∣∣−〈∑
i = j
∂αx (bi∂iφ), ∂ j∂
α
x b j
〉∣∣∣∣
 δ
∥∥∂ j∂αx b j∥∥2 + Cδ ∥∥∂αx (bi∂iφ)∥∥2
 Cδ
∑
|α|l−1
∥∥∇x∂αx b∥∥2.
Similarly, we have
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i = j
∂i∂
α
x (b j∂iφ + bi∂ jφ), ∂αx b j
〉∣∣∣∣= ∣∣∣∣−〈∑
i = j
∂αx (b j∂iφ + bi∂ jφ), ∂i∂αx b j
〉∣∣∣∣ Cδ ∑
|α|l−1
∥∥∇x∂αx b∥∥2,
∣∣〈2∂ j∂αx (b j∂ jφ), ∂αx b j 〉∣∣= ∣∣−〈2∂αx (b j∂ jφ), ∂ j∂αx b j 〉∣∣ Cδ ∑
|α|l−1
∥∥∇x∂αx b∥∥2.
Putting all estimates into (4.3.13) and taking summation for α over |α| l−1 and j over j ∈ {1,2,3},
by Lemmas 4.12 and 4.13, we have
d
dt
∑
|α|l−1
3∑
j=1
T bα, j +
∑
|α|l−1
∥∥∇x∂αx b∥∥2
 C
∑
|α|l−1
{∥∥∂αx ∇x(a±,b, c)∥∥2 + ∥∥∂αx ∇xΨ ∥∥2}+ Cδ ∑
|α|l−1
∥∥∂αx ∇xb∥∥2
+ C

{∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l−1
∥∥∇βξ ∂αx u2∥∥2 + H(u(t))D(u(t))}. (4.3.14)
Estimates on c. For any α with |α| l − 1 and each i = 1,2,3, since ∂ic ∓ c∂iφ = −∂t r˜(3)i + p±(3)i +
n±(3)i , and applying ∂
α
x , multiplying by ∂
α
x ∂ic, and integrating on x, we get
∥∥∂αx ∂ic∥∥2 = 〈±∂αx (c∂iφ), ∂αx ∂ic〉− ddt 〈∂αx r˜(3)i , ∂αx ∂ic〉+ 〈∂αx r˜(3)i , ∂t∂αx ∂ic〉
+ 〈∂αx (p±(3)i + n±(3)i ), ∂αx ∂ic〉. (4.3.15)
Deﬁne T cα, j = ddt 〈∂αx r˜(3)i , ∂αx ∂ic〉, and
∣∣〈±∂αx (c∂iφ), ∂αx ∂ic〉∣∣ δ∥∥∂αx ∂ic∥∥2 + Cδ ∥∥∂αx (c∂iφ)∥∥2  Cδ ∑|α|l−1
∥∥∂αx ∂ic∥∥2,
and
∣∣〈∂αx r˜(3)i , ∂t∂αx ∂ic〉∣∣ ∣∣−〈∂i∂αx r˜(3)i , ∂t∂αx c〉∣∣
 
∥∥∂t∂αx c∥∥2 + 14 ∥∥∂i∂αx r˜(3)i ∥∥2
 
∥∥∥∥13∇x∂αx b + 16∇x∂αx 〈|ξ |2ξ√M,u2〉± 16∂αx (b · ∇xΦ)
∥∥∥∥2 + 14 ∥∥∂i∂αx r˜(3)i ∥∥2
 C
∥∥∇x∂αx b∥∥2 + C∥∥∇x∂αx 〈|ξ |2ξ√M,u2〉∥∥2
+ C H(u(t))D(u(t))+ C∥∥∇x∂αx b∥∥2 + ∥∥∂i∂αx r˜(3)i ∥∥2,
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 C
∥∥∇x∂αx b∥∥2 + C∥∥∇x∂αx u2∥∥2 + C H(u(t))D(u(t))
+ C
∑
|α|l
∥∥∂αx u2∥∥2 + C ∑
|α|+|β|l−1
∥∥∂αx ∂αξ u2∥∥2.
Putting all the above estimates into (4.3.15) and taking summation for α over |α| l − 1 and i over
i ∈ {1,2,3}, together with Lemmas 4.12 and 4.13, we have
d
dt
∑
|α|l−1
3∑
i=1
〈
∂αx r˜
(3)
i , ∂
α
x ∂ic
〉+ ∑
|α|l−1
∥∥∇x∂αx c∥∥2
 (C + Cδ)
∑
|α|l−1
∥∥∇x∂αx (b, c)∥∥2 + C ∑
|α|l−1
∥∥∇x∂αx 〈|ξ |2ξ√M,u2〉∥∥2
+ 1
4
∑
|α|l−1
∑
i=1
{∥∥∂αx ∂i r˜(3)i ∥∥2 + ∥∥∂αx (p±(3)i + n±(3)i )∥∥2}+ C H(u(t))D(u(t))
 (C + Cδ)
∑
|α|l−1
∥∥∇x∂αx (b, c)∥∥2 + C H(u(t))D(u(t))
+ C

{∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l−1
∥∥∂αx ∂βξ u2∥∥2}+ C ∑
|α|l
∥∥∂αx u2∥∥2. (4.3.16)
Estimates on a. For any α with |α| l − 1 and each i = 1,2,3, since
∂tbi + ∂ia± ∓ ∂iφa± ± 2c∇φ ∓ e±φ∇xΨ = −∂t r˜(1)i + p±(1)i + n±(1)i ,
and applying ∂αx , multiplying by ∂
α
x ∂ia± , and integrating on x, since
−
∫
R3
∂αx ∂tbi · ∂αx ∂ia± dx= −
d
dt
[〈
∂αx bi, ∂
α
x ∂ia±
〉]+ 〈∂αx bi, ∂αx ∂i∂ta±〉.
Then we get
∥∥∂αx ∂ia±∥∥2 = − ddt 〈∂αx bi, ∂αx ∂ia±〉+ 〈∂αx bi, ∂αx ∂i∂ta±〉± 〈∂αx (∂iφ · a±), ∂i∂αx a±〉
∓ 〈2∂αx (c∇xφ), ∂i∂αx a±〉± 〈∂αx (e±φ∇xΨ ), ∂i∂αx a±〉− ddt 〈∂αx r˜(1)i , ∂i∂αx a±〉
+ 〈∂αx r˜(1)i , ∂t∂i∂αx a±〉+ 〈∂αx (p±(1)i + n±(1)i ), ∂i∂αx a±〉. (4.3.17)
Similarly, we deﬁne T a±α,i (u(t)) = 〈∂αx bi, ∂i∂αx a±〉 + 〈∂αx r˜(1)i , ∂i∂αx a±〉,
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∂αx bi, ∂
α
x ∂i∂ta±
〉+ 〈∂αx r˜(1)i , ∂t∂i∂αx a±〉
= −〈∂i∂αx bi, ∂αx ∂ta±〉+ 〈∂αx ∂i r˜(1)i , ∂t∂αx a±〉
= −
〈
∂i∂
α
x bi, ∂
α
x
(
1
2
∇x
〈|ξ |2ξ√M,u2〉∓ 1
2
b · ∇xΦ
)〉
+
〈
∂αx ∂i r˜
(1)
i , ∂
α
x
(
1
2
∇x
〈|ξ |2ξ√M,u2〉∓ 1
2
b · ∇xΦ
)〉
 
∥∥∂i∂αx bi∥∥2 + C ∥∥∇x∂αx u2∥∥2 + ∥∥∂i∂αx r˜(1)i ∥∥2 + C ∥∥∂αx b∥∥2 + C H(u(t))D(u(t)).
And
∣∣±〈2∂αx (c∇xφ), ∂i∂αx a±〉∣∣ δ∥∥∂i∂αx a±∥∥2 + cδ ∥∥∂αx (c∇xφ)∥∥2  δ∥∥∂i∂αx a±∥∥2 + Cδ∥∥∇x∂αx c∥∥2,
we also have
∣∣±〈∂αx (∂iφ · a±), ∂i∂αx a±〉∣∣ δ∥∥∂i∂αx a±∥∥2 + Cδ∥∥∂i∂αx a±∥∥2,∣∣±〈∂αx (e±φ∇xΨ ), ∂i∂αx a±〉∣∣ ∥∥∂i∂αx a±∥∥2 + C ∥∥∂αx ∇xΨ ∥∥2.
The ﬁnal term is bounded by
∣∣〈(p±(1)i + n±(1)i ), ∂i∂αx a±〉∣∣ ∥∥∂i∂αx a±∥∥2 + C ∥∥∂αx [p±(1)i + n±(1)i ]∥∥2.
Putting all the above estimates into (4.3.17) and taking summation for α over |α| l − 1 and i over
i ∈ {1,2,3}, we have
d
dt
∑
|α|l−1
3∑
i=1
(T a±α,i )+ ∑
|α|l−1
∥∥∇x∂αx a±∥∥2  (C + Cδ) ∑
|α|l−1
∥∥∇x∂αx (a±,b, c)∥∥2 + C ∥∥∇x∂αx Ψ ∥∥2
+ C

∑
|α|l−1
∥∥∂αx b∥∥2 + C ∑|α|l
∥∥∂αx u2∥∥2
+ C

∑
|α|l−1
∥∥∂αx [p±(1)i + n±(1)i ]∥∥2.
Together with Lemmas 4.12 and 4.13, we have
d
dt
∑
|α|l−1
3∑
i=1
T a±α,i
(
u(t)
)+ ∑
|α|l−1
∥∥∇x∂αx a±∥∥2
 C( + δ)
∑
|α|l−1
∥∥∂αx ∇x(a±,b, c)∥∥2 + C ∑|α|l−1
∥∥∇x∂αx Ψ ∥∥2
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
{ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l−1
∥∥∂αx ∂βξ u2∥∥2 + H(u(t))D(u(t))}
+ C

∑
|α|l−1
∥∥∂αx b∥∥2 + C ∑
|α|l−1
∥∥∇x∂αx u2∥∥2. (4.3.18)
Estimates on Ψ . For any α with 1 |α| l − 1 and each i = 1,2,3, since
∓e±φ∇xΨ = −∂tbi − ∂ia± ± ∂iφa± ∓ 2c∇φ − ∂t r˜(1)i + p±(1)i + n±(1)i ,
so
∇xΨ = 1
2
eφ
[−∂tbi − ∂ia− − ∂iφa− + 2c∇φ − ∂t r˜(1)i + p−(1)i + n−(1)i ]
− 1
2
e−φ
[−∂tbi − ∂ia+ + ∂iφa+ − 2c∇φ − ∂t r˜(1)i + p+(1)i + n+(1)i ]
K1 + K2,
applying ∂αx , multiplying ∂
α
x ∂iΨ , then integrating on x, one gets the following estimates. For K1,
considering the terms with ∂t , we have
3∑
i=1
〈
∂αx
(
eφ
[−∂t r˜(1)i − ∂tbi]), ∂αx ∂iΨ 〉
= d
dt
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
[
eφ
(−r˜(1)i − bi)]〉− 3∑
i=1
〈
∂αx ∂i∂tΨ,∂
α
x
[
eφ
(−r˜(1)i − bi)]〉
= d
dt
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
[
eφ
(−r˜(1)i − bi)]〉+ 3∑
i=1
〈
∂αx 
−1
x ∂i · (∇xΦ · b), ∂αx
[
eφ
(
r˜(1)i + bi
)]〉
 d
dt
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
[
eφ
(−r˜(1)i − bi)]〉+ K11 + K12,
where for K11, we have
K11 =
3∑
i=1
〈
∂αx 
−1
x ∂i · (∇xΦ · b), ∂αx
[
eφ r˜(1)i
]〉
 C

∥∥∂α−1x (∇xΦ · b)∥∥2 + C∥∥∂αx [r˜(1)i eφ]∥∥2
 C

∑
|α|l−1
∥∥∂αx b∥∥2 + C H(t)D(t) + C ∑|α|l−1
∥∥∂αx u2∥∥2,
for K12, one gets
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3∑
i=1
〈
∂αx 
−1
x ∂i · 2(∇xΦ · b), ∂αx
[
eφbi
]〉
 C

∥∥∂αx b∥∥2 + C H(u(t))D(u(t))+ C ∑
1|α|l−1
∥∥∂α−1x ∇xb∥∥2.
And for other terms
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
(−∂ia−(−eφ))〉 ∥∥∇x∂αx Ψ ∥∥2 + C ∥∥∂αx a−∥∥2,
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
(−∂iφa−(−eφ))〉 ∥∥∇x∂αx Ψ ∥∥2 + C ∥∥∂αx a−∥∥2,
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
(−2c∇xφeφ)〉 ∥∥∇x∂αx Ψ ∥∥2 + C ∥∥∂αx c∥∥2,
3∑
i=1
〈
∂αx ∂iΨ,∂
α
x
[
eφ
(
p−(1)i + n−(1)i
)]〉
 
∥∥∇x∂αx Ψ ∥∥2 + C ∥∥∇x∂αx (p−(1)i + n−(1)i )∥∥2
 
∥∥∇x∂αx Ψ ∥∥2 + C
[
H
(
u(t)
)
D
(
u(t)
)+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2].
Similarly, for K2, so for 0< α  l − 1, and each i = 1,2,3, one gets
∑
0<|α|l−1
3∑
i=1
T Ψα,i
(
u(t)
)+ ∥∥∂αx ∇xΨ ∥∥2
 C
∑
|α|l−1
∥∥∂αx b∥∥2 + C ∑
|α|l−1
∥∥∂αx u2∥∥2 + C ∑|α|l−1
∥∥∂αx (a±,b, c)∥∥2 +  ∑
|α|l−1
∥∥∇x∂αx Ψ ∥∥2
+ C

[
H
(
u(t)
)
D
(
u(t)
)+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2]. (4.3.19)
For α = 0, and each i = 1,2,3, we have
∥∥∇xΨ ∥∥2 = 〈±e±φ[−(∂t r˜(1)i + ∂tbi)],∇xΨ 〉+ 〈e∓φ[±p±(1)i ± n±(1)i ∓ ∂ia± − ∂iφa± − 2c∇xφ],∇xΨ 〉
= − d
dt
3∑
i=1
〈±e±φ[r˜(1)i + bi],∇xΨ 〉+ 3∑
i=1
〈±e±φ[r˜(1)i + bi], ∂t∂iΨ 〉
+ 〈e∓φ[±p±(1)i ± n±(1)i ∓ ∂ia± − ∂iφa± − 2c∇xφ],∇xΨ 〉, (4.3.20)
where
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i=1
(
eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi], ∂t∂iΨ 〉
=
3∑
i=1
(
eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi], ∂t∂i(a+ + a−) − ∂iφ∂t(a+ + a−)
+ 4∂tc · ∇xφ − ∂t
(
p+(1)i − p−(1)i
)− ∂t(n+(1)i − n−(1)i )〉,
since
3∑
i=1
(
eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi], ∂t∂i(a+ − a−)〉
=
3∑
i=1
(
eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi], ∂i(b · ∇xΦ)〉
= (eφ + e−φ)−1〈±e∓φ r˜(1)i , ∂ib · ∇xΦ + b · ∂i∇xΦ〉
+ (eφ + e−φ)−1〈±e∓φbi, ∂ib · ∇xΦ + b · ∂i∇xΦ〉
 C‖u2‖2 + C

H
(
u(t)
)
D
(
u(t)
)+ C

‖∇xb‖2 + C‖b‖2.
Similarly,
∣∣(eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi], ∂iφ∂t(a+ + a−)〉∣∣
 C‖u2‖2 + C

H
(
u(t)
)
D
(
u(t)
)+ C

‖∇xb‖2 + C‖b‖2,
and
∣∣(eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi],4∂tc · ∇xφ〉∣∣
=
∣∣∣∣(eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi],4[−13∇xb − 16∇x〈|ξ |2ξ√M,u2〉± 16b∇xΦ
]
· ∇xφ
〉∣∣∣∣
 C‖∇xu2‖2 + C

H
(
u(t)
)
D
(
u(t)
)+ C

‖∇xb‖2 + C‖b‖2,
∣∣(eφ + e−φ)−1〈±e∓φ[r˜(1)i + bi],−∂t(p+(1)i − p−(1)i )− ∂t(n+(1)i − n−(1)i )〉∣∣
 C

[
H
(
u(t)
)
D
(
u(t)
)+ H1/2(u(t))D(u(t))+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2]
+ C‖u2‖2.
So we get
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 C‖u2‖2 + C

‖∇xb‖2 + C‖b‖2 + C‖∇xu2‖2
+ C

[
H
(
u(t)
)
D
(
u(t)
)+ H1/2(u(t))D(u(t))+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2].
And for other terms, we have
〈
eφ
[
p±(1)i + n±(1)i − ∂ia∓ ∓ ∂iφa∓ ∓ 2c∇xφ
]
,∇xΨ
〉
= 〈eφ[p±(1)i + n±(1)i ],∇xΨ 〉+ 〈eφ[−∂ia∓],∇xΨ 〉+ 〈eφ[∓∂iφa∓],∇xΨ 〉+ 〈eφ[∓2c∇xφ],∇xΨ 〉
 C‖∇xΨ ‖2 + C

[
H
(
u(t)
)
D
(
u(t)
)+ H1/2(u(t))D(u(t))
+
∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2]+ C ∥∥∇x(a±, c)∥∥2.
So for α = 0,
d
dt
3∑
i=1
〈
∂iΨ,
[
r˜(1)i + bi
]
eφ + [r˜(1)i + bi]e−φ 〉+ ‖∇xΨ ‖2
 C‖u2‖2 + C‖b‖2 + C

[
H
(
u(t)
)
D
(
u(t)
)+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2]
+ C

∥∥∇x(a±,b, c)∥∥2 + C‖∇xu2‖2. (4.3.21)
Similar as K1, we can get estimates for K2, put them together, then get the estimates on Ψ . That is
d
dt
3∑
i=1
∑
|α|l−1
T Ψα,i(u) +
∥∥∇x∂αx Ψ ∥∥2
 C
∥∥∇x∂αx Ψ ∥∥2 + C ∑
|α|l−1
∥∥∂αx b∥∥2 + C ∑|α|l−1
∥∥∂αx ∇x(a±,b, c)∥∥2 + C ∑
|α|l
∥∥∂αx u2∥∥2
+ C

[
H
(
u(t)
)
D
(
u(t)
)+ H1/2(u(t))D(u(t))+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2],
which implies
d
dt
3∑
i=1
∑
|α|l−1
T Ψα,i(u) +
{ ∑
|α|l−1
∥∥∇x∂αx Ψ ∥∥2 + ∑
|α|l−1
∥∥∂αx b∥∥2}
 C
∥∥∇x∂αx Ψ ∥∥2 + C ∑
|α|l−1
∥∥∂αx b∥∥2 + C ∑|α|l−1
∥∥∂αx ∇x(a±,b, c)∥∥2 + C ∑
|α|l
∥∥∂αx u2∥∥2
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
[
H
(
u(t)
)
D
(
u(t)
)+ H1/2(u(t))D(u(t))+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2].
(4.3.22)
We add up the inequalities (4.3.14), (4.3.16), (4.3.18), (4.3.22) to obtain
d
dt
3∑
i=1
∑
|α|l−1
(T a±α,i + T bα,i + T cα,i + T Ψα,i(u))+ ∑
|α|l−1
(∥∥∇x∂αx (a±,b, c)∥∥2 + ∥∥∇x∂αx Ψ ∥∥2)+ ‖b‖2
 C
∑
|α|l−1
∥∥∇x∂αx (a±,b, c)∥∥2 + ∑
|α|l−1
∥∥∇x∂αx Ψ ∥∥2 + C‖b‖2
+ C

[
H
(
u(t)
)
D
(
u(t)
)+ H1/2(u(t))D(u(t))+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2]. (4.3.23)
Let  ∈ (0,1), C = 12 , we have
d
dt
3∑
i=1
∑
|α|l−1
(T a±α,i + T bα,i + T cα,i + T Ψα,i(u))+ 12 ∑|α|l−1
(∥∥∇x∂αx (a±,b, c)∥∥2 + ∥∥∇x∂αx Ψ ∥∥2)+ ‖b‖2
 C3
[
H
(
u(t)
)
D
(
u(t)
)+ ∑
|α|l
∥∥∂αx u2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2].  (4.3.24)
Proof of the global existence.
H
(
u(t)
)

∑
|α|+|β|l
∥∥∂αβ u(t)∥∥2 + ∑
|α|l
∥∥∂αx ∇xΨ ∥∥2
and
D
(
u(t)
)

∑
|α|l
∥∥∂αx ∇xΨ ∥∥2 + ∑
0<|α|l
∥∥∂αx u(t)∥∥2ν
+
∑
|α|+|β|l
∥∥∂αβ {I − P }u(t)∥∥2ν + ∑
|α|l−1
∥∥∂αx b∥∥2.
Let
D˜
(
u(t)
)

∑
|α|l
∥∥∂αx ∇xΨ ∥∥2 + ∑
0<|α|l
∥∥∂αx (a±,b, c)∥∥2ν
+
∑
|α|+|β|l
∥∥∂αβ {I − P }u(t)∥∥2ν + ∑
|α|l−1
∥∥∂αx b∥∥2.
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Pu =
(
a± +
3∑
i=1
biξi + c|ξ |2
)√
M,
∃C > 0, s.t. 1C D(u(t)) D˜(u(t)) CD(u(t)).
For H(u(t)), D(u(t)) we already have
1
2
d
dt
H
(
u(t)
)+ c0D(u(t)) CH1/2(u(t))D(u(t))+ CH(u(t))D(u(t)). (4.3.25)
(4.3.25) multiplies R1 > 0. R1 will be determined later. Taking summation for them and then adding
it to (4.3.24), one gets
d
dt
H˜
(
u(t)
)+ λ3 D˜(u(t)) C(H1/2(u(t))+ H(u(t)))D(u(t)), (4.3.26)
where H˜(u(t)) = 12 R1H(u(t)) + T (u(t)), and λ3 = c0R1 − C3. Here
T (u(t))= ∑
|α|l−1
3∑
i=1
[T a±α,i (u(t))+ T bα,i(u(t))+ T cα,i(u(t))+ T Ψα,i(u(t))].
And we claim that ∃C > 0, s.t. T (u(t)) CH(u(t)).
In fact, by the deﬁnitions (4.3.9)–(4.3.12) of T a±α,i (u(t)), T bα,i(u(t)), T cα,i(u(t)), and T Ψα,i(u(t)), we
have
∣∣T (u(t))∣∣ ∑
|α|l−1
3∑
i=1
[∣∣T a±α,i (u(t))∣∣+ ∣∣T bα,i(u(t))∣∣+ ∣∣T cα,i(u(t))∣∣+ ∣∣T Ψα,i(u(t))∣∣]
 C
∑
|α|l−1
3∑
i=1
∥∥∂αx [r˜(1)i , ∂ j r˜(2)i , ∂i r˜ (1)i j , ∂ j r˜ (2)j , r˜(3)i ]∥∥2
+ C
∑
|α|l−1
∥∥∇x∂αx (a±,b, c)∥∥2 + C ∑
|α|l−1
∥∥∂αx b∥∥2 + C ∑
|α|l−1
∥∥∇x∂αx Ψ ∥∥2
 C
∑
|α|l
∥∥∂αx u2∥∥2 + C ∑
|α|l
∥∥∂αx u1∥∥2 + C ∑
|α|l−1
∥∥∂αx ∇xΨ ∥∥2
 CH
(
u(t)
)
,
and H˜(u(t))  12 R1H(u(t)) + T (u(t)), we can choose R1 > 0 suitably large so that R1c0 − C3 > 0,
hence c0 > 0 and there is a constant C > 1, s.t.
1
C
H
(
u(t)
)
 H˜
(
u(t)
)
 CH
(
u(t)
)
. (4.3.27)
In terms of the equivalent energy functional H˜(u(t)) and dissipation rate D˜(u(t)), (4.3.25) becomes
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H˜
(
u(t)
)+ λ3 D˜(u(t)) C(H1/2(u(t))+ H(u(t)))D(u(t))
 C∗
(
H˜1/2
(
u(t)
)+ H˜(u(t)))D˜(u(t)),
i.e.
d
dt
H˜
(
u(t)
)+ λ3 D˜(u(t)) C∗(H˜1/2(u(t))+ H˜(u(t)))D˜(u(t)),
which after using the Gronwall’s inequality, yields the Lyapunov-type inequality
d
dt
H˜
(
u(t)
)+ λ3
2
D˜
(
u(t)
)
 C H˜
(
u(t)
)
D˜
(
u(t)
)
.
Integrating over [0, t] with 0 t  T , and using (4.3.27) and assumption (4.1.7), we have
H˜
(
u(t)
)+(λ3
2
− Cδ22
) t∫
0
D˜
(
u(τ )
)
dτ  H˜
(
u(0)
)
. (4.3.28)
Thus if we choose δ2 > 0 such that Cδ22 = λ34 , then
H˜
(
u(t)
)+ λ3
4
t∫
0
D˜
(
u(τ )
)
dτ  H˜
(
u(0)
)
follows. By the method of Guo Yan, we have H˜(u(t)) CH(u(t)) Cδ22 .
Let K ≡min{
λ3
2
4Ck
,
Cδ22
2 }, we have
H˜
(
u(0)
)
 CH
(
u(0)
)
 K 
Cδ22
2
.
Deﬁne
T˜  sup
t
{
t: H˜
(
u(t)
)
 2K
}
> 0
for 0 t  T˜ , H˜(u(t)) 2K  Cδ22, one gets
d
dt
H˜
(
u(t)
)+ λ3
2
D˜
(
u(t)
)
 Ck H˜
(
u(t)
)
D˜
(
u(t)
)
 Ck2K D˜
(
u(t)
)
 λ3
4
D˜
(
u(t)
)
, 0 t  T˜ .
Integrating over 0 t  s < T˜ , yields
H˜
(
u(s)
)+ λ3
4
t∫
D˜
(
u(τ )
)
dτ  H˜
(
u(0)
)
 K < 2K .0
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all t > 0. This completes the proof of (1.1.17). 
5. Uniform stability
In this section, we are concerned with the stability of the unique solution obtained in Theorem 1.1.
Assume that there exist solutions u = u(t, x, ξ), v = v(t, x, ξ) for Eq. (1.1.7) corresponding to given
data u0(x, ξ), v0(x, ξ) with
max
{
H
(
u(0)
)
, H
(
v(0)
)}
 δ1, (5.1.1)
where δ1 ∈ (0, δ0) is to be determined later. Since δ1  δ0, so one gets
H
(
u(t)
)+ c0 t∫
0
D
(
u(s)
)
ds C0H
(
u(0)
)
, (5.1.2)
H
(
v(t)
)+ c0 t∫
0
D
(
v(s)
)
ds C0H
(
v(0)
)
, for t  0. (5.1.3)
Deﬁne ω(t, x, ξ) = u(t, x, ξ) − v(t, x, ξ), ω satisﬁes
∂tω + ξ · ∇xω ± ∇xΦ · ∇ξu ± ∇xΦ · ∇ξω ∓ ξ
√
Me±φ∇xΨ − Lω
= ±ξ
2
∇xΦu ± ξ
2
∇xΦ ·ω + Γ (ω,u) + Γ (v,ω). (5.1.4)
First, let aω±(t, x), bω(t, x) and cω(t, x) be coeﬃcients of the macroscopic part ω1 = Pω, noticing that
〈ψ,Γ (ω,u) + Γ (v,ω)〉 = 0, one gets
∂tω1 + ξ · ∇xω1 ± ∇xφ · ∇ξu1 ± ∇xφ · ∇ξω1 ∓ ξ
√
Me±φ∇xΨ ∓ ξ
2
∇xφ · u1 ∓ ξ
2
∇xφ ·ω1
= rω + p±ω + n±ω, (5.1.5)
where
⎧⎪⎪⎪⎨⎪⎪⎪⎩
rω = −∂tω2,
p±ω = −ξ · ∇xω2 ∓ ∇xφ · ∇ξu2 ∓ ∇xφ · ∇ξω2 ± 1
2
ξ∇xφ · u2 ± 1
2
ξ∇xφ ·ω2 + L(ω2),
n±ω = Γ (ω,u) + Γ (v,ω) ∓ ∇xΨ · ∇ξu ∓ ∇xΨ · ∇ξω ± 1
2
ξ · ∇xΨ · u ± 1
2
ξ · ∇xΨ ·ω.
(5.1.6)
Due to the analysis as in Section 2, we obtain the macroscopic equation for the coeﬃcients aω±(t, x),
bωi (t, x) and c
ω(t, x) of Pu for a solution u by expanding the right side of (5.1.5) with respect to the
same basis and comparing their coeﬃcients on the two sides:
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√
M: ∂ta
ω± ± ∇xφ · b ± ∇xφ · bω = rω(0) + p±ω(0) + n±ω(0),
ξi
√
M: ∂tb
ω
i + ∂iaω± ∓ ∂iφa± ± 2c∇φ ∓ ∂iφaω± ± 2cω∇φ ∓ e±φ∇xΨ = rω(1)i + p±ω(1)i + n±ω(1)i ,
|ξi|2
√
M: ∂tc
ω + ∂ibωi ∓ bωi ∂iφ ∓ bi∂iφ = rω(2)i + p±ω(2)i + n±ω(2)i ,
ξiξ j
√
M: ∂ib
ω
j + ∂ jbωi ∓ (bi∂ jφ + b j∂iφ) ∓ (bωi ∂ jφ + bωj ∂iφ) = rω(2)i j + p±ω(2)i j + n±ω(2)i j , i = j,
|ξ |2ξi
√
M: ∂ic
ω ∓ cω · ∂iφ ∓ c · ∂iφ = rω(3)i + p±ω(3)i + n±ω(3)i ,
(5.1.7)
where rω(0) , rω(1)i , r
ω(2)
i , r
ω(2)
i j and r
ω(3)
i are coeﬃcients of r
ω , with respect to the corresponding
elements in the basis, and similarly for p±ω , n±ω .
On the other hand, aω± , bω = (bω1 ,bω2 ,bω3 ) and cω also satisfy the local macroscopic conservation
laws. Hence we have the macroscopic conservation laws for ω,
∂t
(
aω± + 3cω
)+ ∇x · bω = 0, (5.1.8)
∂tb
ω + ∇xaω± + 5∇xcω + ∇x · 〈ξiξ
√
M,ω2〉 ∓ ∇xΨ e±φ ∓ ∇xΦ
(
aω± + 3cω
)∓ ∇xΦ(a± + 3c) = 0,
(5.1.9)
3∂ta
ω± + 15∂tcω + 5∇xbω + ∇x
〈|ξ |2ξ√M,ω2〉= ±2bω · ∇xΦ ± 2b · ∇xΦ, (5.1.10)
which implies
∂ta
ω± −
1
2
∇x
〈|ξ |2ξ√M,ω2〉= ∓b · ∇xΦ ∓ bω · ∇xΦ, (5.1.11)
∂tb
ω + ∇xaω± + 5∇xcω + ∇x · 〈ξiξ
√
M,ω2〉 ∓ ∂iΨ e±φ ± ∇xΦ
(
aω± + 3cω
)± ∇xΦ(a± + 3c) = 0,
(5.1.12)
∂tc
ω + 1
3
∇xbω + 1
6
∇x
〈|ξ |2ξ√M,ω2〉= ±1
3
bω · ∇xΦ ± 1
3
b · ∇xΦ. (5.1.13)
Next, similar to Lemma 4.6, we have this lemma about the estimates on the microscopic dissipation
rate of ω. First, we consider the estimates on Γ (ω,u) + Γ (v,ω), that is
Lemma 5.1. For |α| + |β| l, one gets∑
|α|+|β|l
〈
∂αx ∂
β
ξ
[
Γ (ω,u) + Γ (v,ω)], ∂αx ∂βξ ω〉
 CD
(
ω(t)
)+ C

{[
H
(
u(t)
)+ H(v(t))]D(ω(t))+ [D(u(t))+ D(v(t))]H(ω(t))}.
Proof. By symmetry, it suﬃces to consider the estimates on Γ (v,ω).
(1) If |α| = |β| = 0,
〈
Γ (v,ω),ω2
〉= 〈Γ (v1 + v2,ω1 +ω2),ω2〉
= 〈Γ (v1,ω1),ω2〉+ 〈Γ (v1,ω2),ω2〉+ 〈Γ (v2,ω1),ω2〉+ 〈Γ (v2,ω2),ω2〉.
In fact, by using Lemma 4.5, one can estimate each term as follows:
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Γ (v1,ω1),ω2
〉
 C‖ω1‖‖v1‖L∞‖ω2‖ν
 C
∥∥∇x(av±,bv , cv)∥∥H1x ‖ω1‖‖ω2‖ν
 ‖ω2‖2ν +
C

‖∇xv1‖2L2ξ (H1x )‖ω1‖
2
 CD
(
ω(t)
)+ C

D
(
v(t)
)
H
(
ω(t)
)
,〈
Γ (v1,ω2),ω2
〉
 C
∥∥(av±,bv , cv)∥∥L∞x ‖ω2‖2ν
 ‖ω2‖2ν +
C

‖∇xv1‖2L2ξ (H1x )‖ω2‖
2
ν
 CD
(
ω(t)
)+ C

H
(
v(t)
)
D
(
ω(t)
)
.
Similarly, we have
〈
Γ (v2,ω1),ω2
〉
 CD
(
ω(t)
)+ C

D
(
v(t)
)
H
(
ω(t)
)
,
〈
Γ (v2,ω2),ω2
〉
 CD
(
ω(t)
)+ C

H
(
v(t)
)
D
(
ω(t)
)+ C

D
(
v(t)
)
H
(
ω(t)
)
.
For |α| = |β| = 0, Lemma 5.1 is done.
(2) For 0< |α| l, |β| = 0,
〈
∂αx Γ (v,ω), ∂
α
x ω2
〉= ∑
|α′||α|
Cα
′
α
〈
Γ
(
∂α
′
x v, ∂
α−α′
x ω
)
, ∂αx ω2
〉
 C
∑
|α′||α|
∫
R3
∥∥∂α′x v∥∥ν∥∥∂α−α′x ω±∥∥∥∥∂αx ω2∥∥ν dx
+ C
∑
|α′||α|
∫
R3
∥∥∂α′x v∥∥∥∥∂α−α′x ω±∥∥ν∥∥∂αx ω2∥∥ν dx
 
∥∥∂αx ω2∥∥2ν + C {[H(u(t))+ H(v(t))]D(ω(t))
+ [D(u(t))+ D(v(t))]H(ω(t))}.
(3) Finally, for β = 0, |α| + |β| l,
〈
∂αx ∂
β
ξ
[
Γ (ω,u) + Γ (v,ω)], ∂αx ∂βξ ω〉= 〈∂αx ∂βξ [Γ (ω,u) + Γ (v,ω)], ∂αx ∂βξ ω2〉.
By symmetry, just consider the estimates on Γ (ω,u). And Γ (ω,u) = Γ (ω1,u1) + Γ (ω1,u2) +
Γ (ω2,u1) + Γ (ω2,u2), in fact, one can estimate each term as follows:〈
∂αx ∂
β
ξ Γ (ω1,u1), ∂
α
x ∂
β
ξ ω
〉
 C
∑
|α′||α|
∫
3
∥∥∂α′x ω1∥∥ν∥∥∂α−α′x u1∥∥∥∥∂αx ∂βξ ω2∥∥ν dx
R
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∑
|α′||α|
∫
R3
∥∥∂α′x ω1∥∥∥∥∂α−α′x u1∥∥ν∥∥∂αx ∂βξ ω2∥∥ν dx
 
∥∥∂αx ∂βξ ω2∥∥2ν + C ∑|α′||α|
∥∥∂α−α′x u1∥∥2∥∥ν1/2∇x∂α′x ω1∥∥2L2ξ (H1x )
+ C

∑
|α′||α|
∥∥ν1/2∂α−α′x u1∥∥2∥∥∇x∂α′x ω1∥∥2L2ξ (H1x )
 
∥∥∂αx ∂βξ ω2∥∥2ν + C H(u(t))D(ω(t))+ C D(u(t))H(ω(t)).
Similarly, we have
〈
∂αx ∂
β
ξ Γ (ω1,u2), ∂
α
x ∂
β
ξ ω
〉
 
∥∥∂αx ∂βξ ω2∥∥2ν + C H(u(t))D(ω(t))+ C D(u(t))H(ω(t)),〈
∂αx ∂
β
ξ Γ (ω2,u1), ∂
α
x ∂
β
ξ ω2
〉
 
∥∥∂αx ∂βξ ω2∥∥2ν + C H(u(t))D(ω(t))+ C D(u(t))H(ω(t)),〈
∂αx ∂
β
ξ Γ (ω2,u2), ∂
α
x ∂
β
ξ ω2
〉
 
∥∥∂αx ∂βξ ω2∥∥2ν + C H(u(t))D(ω(t))+ C D(u(t))H(ω(t)).
Collecting all these estimates completes the proof of Lemma 5.1. 
Lemma 5.2. For any  ∈ (0,1), and any t  0, it holds that
1
2
d
dt
H
(
ω(t)
)+ σ0D(ω(t)) CD(ω(t))+ C

[
H
(
u(t)
)+ H(v(t))]D(ω(t))
+ C

[
D
(
u(t)
)+ D(v(t))]H(ω(t)). (5.1.14)
Moreover, similar to Section 4, the macroscopic dissipation rate of ω is given in these lemmas.
First, like Lemma 4.11, one can get
Lemma 5.3. For each j = 1,2,3, bωj satisﬁes the equation
−xbωj − ∂ j∂ jbωj =
∑
i = j
∂ j
(±bωi ∂iφ ± bi∂iφ)+∑
i = j
∂ jγ
ω(2)
i ∓ 2∂ j
(
bωj ∂iφ + b j∂iφ
)
∓
∑
i = j
∂i
(
bωj ∂iφ + bωi ∂ jφ + b j∂iφ + bi∂ jφ
)−∑
i = j
∂iγ
ω(2)
i j − 2∂ jγ ω(2)j .
(5.1.15)
Next, as Lemma 4.14, we can control the higher order derivatives of (aω±,bω, cω) as follows.
Proposition 5.1. ∃C4 > 0, ∀t ∈ [0, T ], we have
d
dt
∑
|α|l−1
3∑
i=1
[T aω±α,i (ω(t))+ T bωα,i (ω(t))+ T cωα,i (ω(t))+ T Ψα,i(ω(t))]
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2
∑
|α|l−1
∥∥∇x∂αx (aω±,bω, cω)∥∥2 + 12 ∑|α|l
∥∥∇x∂αx Ψ ∥∥2 + ∥∥bω∥∥2
 C4
{∑
|α|l
∥∥∂αx ω2∥∥2 + ∑
|α|+|β|l
∥∥∂αx ∂βξ ω2∥∥2 + H1/2(u(t))D(ω(t))
+ [H(u(t))+ H(v(t))]D(ω(t))+ [D(u(t))+ D(v(t))]H(ω(t))}, (5.1.16)
where T a
ω±
α,i (ω(t)), T b
ω
α,i (ω(t)), T c
ω
α,i (ω(t)) and T Ψα,i(ω(t)) are the temporal interactive energy functionals de-
ﬁned as
T a
ω±
α,i
(
ω(t)
)= 〈∂αx bωi , ∂i∂αx aω±〉+ 〈∂αx r˜ω(1)i , ∂i∂αx aω±〉, (5.1.17)
T bωα,i
(
ω(t)
)= 〈∑
i = j
∂ j∂
α
x r˜
ω(2)
i −
∑
i = j
∂i∂
α
x r˜
ω(2)
i j − 2
∑
i = j
∂ j∂
α
x r˜
ω(2)
j , ∂
α
x b
ω
j
〉
, (5.1.18)
T cωα,i
(
ω(t)
)= 〈∂αx r˜ω(3)i , ∂αx ∂icω〉, (5.1.19)
T Ψα,i
(
ω(t)
)= 〈∂αx [(bωi − r˜ω(1)i )eφ + (r˜ω(1)i − bωi )e−φ], ∂αx ∂iΨ 〉. (5.1.20)
Finally, we use the method of equivalent functionals to prove the uniform-in-time stability esti-
mate.
Similar to Section 4,
D˜
(
ω(t)
)

∑
|α|l
∥∥∂αx ∇xΨ ∥∥2 + ∑
0<|α|l
∥∥∂αx (aω±,bω, cω)∥∥2ν
+
∑
|α|+|β|l
∥∥∂αβ {I − P }ω(t)∥∥2ν + ∑
|α|l−1
∥∥∂αx bω∥∥2,
and we can ﬁnd a constant C > 0 s.t.
1
C
D
(
ω(t)
)
 D˜
(
ω(t)
)
 CD
(
ω(t)
)
.
For H(ω(t)), D(ω(t)), we already have (5.1.14), i.e.
1
2
d
dt
H
(
ω(t)
)+ σ0D(ω(t)) CD(ω(t))+ C

[
H
(
u(t)
)+ H(v(t))]D(ω(t))
+ C

[
D
(
u(t)
)+ D(v(t))]H(ω(t)).
The above inequality multiplies M1 > 0. M1 is large and will be determined later.
Taking summation for them and then adding it to (5.1.16), one gets
d
dt
H˜M1
(
ω(t)
)+ λ4 D˜(ω(t)) CD(ω(t))+ C

[
H
(
u(t)
)+ H(v(t))]D(ω(t))
+ C [D(u(t))+ D(v(t))]H(ω(t)),
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and
T (ω(t))= ∑
|α|l−1
3∑
i=1
[T aω±α,i (ω(t))+ T bωα,i (ω(t))+ T cωα,i (ω(t))+ T Ψα,i(ω(t))].
As in Section 4, we have ∃C > 0, s.t. T (ω(t)) CH(ω(t)). So we can choose M1 > 0 suitably large, so
that M1σ0 − C4 > 0, ∃C > 1, s.t.
1
C
H
(
ω(t)
)
 H˜M1
(
ω(t)
)
 CH
(
ω(t)
)
.
In terms of the equivalent energy functional H˜M1 (ω(t)) and dissipation rate D˜(ω(t)), we have
d
dt
H˜M1
(
ω(t)
)+ λ4 D˜(ω(t)) C D˜(ω(t))+ cM1

[
H
(
u(t)
)+ H(v(t))]D(ω(t))
+ cM1

[
D
(
u(t)
)+ D(v(t))]H(ω(t)), (5.1.21)
for  ∈ (0,1) to be determined later. And H˜M1 (ω(t)), D˜(ω(t)) are the equivalent energy functional
H(ω(t)) and the dissipation rate D(ω(t)) corresponding to ω.
In terms of H˜M1 (ω(t)), D˜(ω(t)), (5.1.21) gives this Lyapunov-type inequality
d
dt
H˜M1
(
ω(t)
)+ {λ4 − C − CC0δ1

}
D˜
(
ω(t)
)
 C

[
D
(
u(t)
)+ D(v(t))]H˜M1(ω(t)), (5.1.22)
where (5.1.1)–(5.1.3) has been used. One can choose some  ∈ (0,1) and δ1 ∈ (0, δ0) small enough
such that
λ5 ≡ λ4 − C − CC0δ1

> 0.
By the Gronwall’s inequality and (5.1.1)–(5.1.3), (5.1.22) implies that there is a constant C5 > 1, such
that
H˜M1
(
ω(t)
)+ λ5 t∫
0
D˜
(
ω(s)
)
ds C5 H˜M1
(
ω(0)
)
for t  0. Using the original energy functional and dissipation rate, (5.1.22) with ω = u − v follows.
This completes the proof of Theorem 1.2.
6. Convergence rate
In this section, we will prove the time decay estimate (1.1.18). For preparation, we state an in-
equality from [2].
2070 M. Zhang / J. Differential Equations 247 (2009) 2027–2073Lemma 6.1. Let f (t) ∈ C1([t0,∞)) satisfying f (t) 0, A =
∫∞
t0
f (t)dt < +∞, and f ′(t) a(t) f (t), for all
t  t0 . If a(t) 0, and B =
∫∞
t0
a(t)dt < +∞, then
f (t) (t0 f (t0) + 1)exp(A + B) − 1
t
, ∀t  t0.
By using Lemma 6.1, as [21] the convergence rate can be obtained by constructing a function
H(u(t)) which is equivalent to
∑
|α|+|β|l−1
∫
R3
∫
R3
∣∣∇x∂αx ∂βξ u∣∣2 dxdξ + ∑
|α|l−1
∫
R3
∣∣∇2x ∂αx Ψ ∣∣2 dx,
and satisﬁes
dH(u(t))
dt
O(1)θ(t)H(u(t)), (6.1.1)
for some non-negative function θ(t) ∈ L1(R+). The existence of the functional H(u(t)) follows from
the following lemmas. Since the proofs of these lemmas are similar to those of the corresponding
lemmas in the above section, we will only present the main estimates for brevity. The potential force
here is coupled with the solution through the Poisson equation, which gives suﬃcient integrability in
space for spatial differentiations.
First, we consider the estimates on the microscopic component for |α| + |β| l, |α| > 0.
Lemma 6.2 (Pure spatial derivatives). For 0< |α| l, it holds that
1
2
d
dt
∑
0<|α|l
∥∥∂αx u∥∥2 + σ0 ∑
0<|α|l
∫
R3×R3
e±φν(ξ)
(
∂αx u2
)2
dxdξ
 CH1/2(u(t))D(u(t))+ Cδ ∑
0|α|l
∥∥∇x∂αx (a±,b, c)∥∥2 + Cδ ∑
1|α′|l
∥∥∂α′x Ψ ∥∥2
+ Cδ
∑
1|α|l
∥∥∂αx u2∥∥2ν + C ∑
1|α′|l
∥∥∂α′x u1∥∥2 + Cδ ∑
1|α′|+|β ′|l
∥∥∂α′x ∂β ′ξ u2∥∥2. (6.1.2)
Lemma 6.3 (Space-velocity-mixed derivatives). For |β| 1, |α| 1, 2 |α| + |β| l,
1
2
d
dt
∑
2|α|+|β|l
|β|1, |α|1
∥∥∂αx ∂βξ u2∥∥2 + σ0 ∑
2|α|+|β|l
|β|1, |α|1
∫
R3
e±φ
∥∥∂αx ∂βξ u2∥∥2ν dx
 CH1/2(u(t))D(u(t))+ Cδ ∑
2|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2
+ Cη
∑
2|α|l
∥∥∂αx Ψ ∥∥2 + Cδ ∑
1|α|l
∥∥∂αx Ψ ∥∥2
+ (Cδ + C)
∑
1|α|l−k
k2
∥∥∇x∂αx (a±,b, c)∥∥2 + C ∑
1|α|l
∥∥∂αx u2∥∥2. (6.1.3)
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1
2
d
dt
∑
1|α|l
∥∥∂αx ∇xΨ ∥∥2
 δ
∑
1|α|l
∥∥∇x∂αx Ψ ∥∥2 + Cδ ∑
1|α|l
∥∥∂αx b∥∥2 + CH1/2(u(t))D(u(t)). (6.1.4)
For
H(u(t)) ∑
1|α|+|β|l
1|α|
∥∥∂αx ∂βξ u∥∥2 + ∑
1|α|l
∥∥∇x∂αx Ψ ∥∥2,
D(u(t)) ∑
0<|α|l
∥∥∂αx ∇xΨ ∥∥2 + ∑
0<|α|l
∥∥∂αx u(t)∥∥2ν
+
∑
|α|+|β|l, |α|>0, |β|>0
∥∥∂αβ {I − P }u(t)∥∥2ν + ∑
|α|l−1
∥∥∂αx b∥∥2,
and
D˜(u(t)) ∑
|α|l
∥∥∂αx ∇xΨ ∥∥2 + ∑
0<|α|l
∥∥∂αx (a±,b, c)∥∥2ν
+
∑
|α|+|β|l, |α|>0, |β|>0
∥∥∂αβ {I − P }u(t)∥∥2ν + ∑
|α|l−1
∥∥∂αx b∥∥2,
∃C > 0, such that 1C D(u(t))  D˜(u(t))  CD(u(t)). Collecting all the estimates in Lemmas 6.2, 6.3
and 6.4, one gets
1
2
d
dt
H(u(t))+ c0D(u(t)) CH1/2(u(t))D(u(t)). (6.1.5)
Similar as Proposition 4.3 ∃C6 > 0, ∀t ∈ [0, T ], we have
d
dt
∑
1|α|l−1
3∑
i=1
[T a±α,i (u(t))+ T bα,i(u(t))+ T cα,i(u(t))+ T Ψα,i(u(t))]
+ 1
2
∑
1|α|l−1
∥∥∇x∂αx (a±,b, c)∥∥2 + 12 ∑
1|α|l
∥∥∇x∂αx Ψ ∥∥2 + ‖b‖2
 C6
{ ∑
1|α|l
∥∥∂αx u2∥∥2 + ∑
1|α|+|β|l
∥∥∂αx ∂βξ u2∥∥2 + H(u(t))D(u(t))}. (6.1.6)
(6.1.5) multiplies M6 > 0. M6 is large and will be determined later. Taking summation for them and
then adding it to (6.1.6), one gets
d H˜M6
(
u(t)
)+ λ6D˜(u(t)) C(H1/2(u(t))+ H(u(t)))D(u(t)), (6.1.7)
dt
2072 M. Zhang / J. Differential Equations 247 (2009) 2027–2073where H˜M6 (u(t)) 12M6H(u(t)) + T ′(u(t)), λ6 min{c0M6 − C6, 12 } > 0. Here
T ′ =
∑
1|α|l−1
3∑
i=1
[T a±α,i (u(t))+ T bα,i(u(t))+ T cα,i(u(t))+ T Ψα,i(u(t))].
In fact, by the deﬁnitions of T a±α,i (u(t)),T bα,i(u(t)),T cα,i(u(t)), and T Ψα,i(u(t)), we claim that there
∃C > 0, s.t. T ′(u(t)) CH(u(t)), which implies that: ∃C > 1, s.t.
1
C
H(u(t)) H˜M6(u(t)) CH(u(t)).
In terms of the equivalent energy functional H˜M6 (u(t)) and dissipation rate D˜(u(t)), (6.1.7) becomes
d
dt
H˜M6
(
u(t)
)+ λ6D˜(u(t)) C(H1/2(u(t))+ HM6(u(t)))D(u(t))
 C∗
(H˜1/2M6 (u(t))+ H˜M6(u(t)))D˜(u(t)),
which after using the Gronwall’s inequality, yields the Lyapunov-type inequality
d
dt
H˜M6
(
u(t)
)+ λ6
2
D˜(u(t)) CH˜M6(u(t))D˜(u(t)).
By using the time integrability,
∞∫
0
D˜(u(s))ds < ∞.
Let θ(t) D˜(u(t)), and since
d
dt
H˜(u(t)) CH˜M6(u(t))θ(t),
by using Lemma 6.1, we have
∑
|α|+|β|l
∫
R3
∫
R3
∣∣∇x∂αx ∂βξ u(t, x, ξ)∣∣2 dξ dx+ ∑
|α|l
∫
R3
∣∣∇x∇x∂αx Φ(t, x)∣∣2 dxO(1)(1+ t)−1.
Using this inequality, the time decay estimate in (1.1.18) follows from the Sobolev inequality.
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