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El presente informe se basó en el desarrollo de un diseño de alta disponibilidad en la capa 
core de la red de la empresa Terminal Internacional AJC de la ciudad de Lima –Perú, 
específicamente para poder continuar brindando servicios cruciales a sus clientes frente a 
paradas (planeadas, imprevistas y/o desastres) que puedan presentarse en la operación. 
La empresa Terminal Internacional AJC, es una empresa privada encargada de la 
administración y operación de un terminal de transporte dentro de la ciudad, dicho terminal 
cuenta con un espacio geográfico grande en el cual se brinda distintos servicios a los 
usuarios, como pueden ser tiendas (de comida, productos, libros, ropa), áreas 
administrativas de la empresa, oficinas del estado (sunat, indecopi), etc. Por el tipo de 
negocio y los servicios que ahí se brindan, dicho terminal tiene un comportamiento similar 
al de un centro comercial, donde existe una gran cantidad de servicios que se brindan a 
los usuarios finales, es por ello que la empresa cuenta con una red de comunicaciones con 
infraestructura de alta gama para poder soportar todo el tráfico de datos, voz, etc. que se 
genera por los usuarios finales y los equipos propios del terminal, como son las cámaras 
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de seguridad, tableros de información de viajes electrónicos, control de accesos (ACS) en 
las puertas de embarque, etc. 
El proyecto estuvo enmarcado en el tipo de investigación proyectiva, identificando el 
comportamiento y desempeño del sistema anterior mediante la observación directa del 
modo de trabajo de la red actual, de la topología física y lógica, a fin de poder resaltar los 
puntos a mejorar que se muestran con la creación del diseño de la propuesta e 
implementación de la solución. 
De esta manera se pudo concluir que con el diseño del nuevo sistema de alta disponibilidad 
se genera un mejor desempeño de los equipos core de la red en cuanto a su respuesta 
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En la era en la que se vive actualmente, las redes o infraestructuras de comunicaciones  
son las encargadas de proporcionar la capacidad y los elementos necesarios para poder 
establecer un intercambio de información o una comunicación entre distintos puntos 
geográficamente cerca (como puede ser un edificio, un terminal de buses, un aeropuerto, 
un campus, etc.) y/o totalmente distantes (como pueden ser ciudades, países, continentes, 
etc.), este intercambio de información y/o comunicación puede estar representado en forma 
de voz, video, datos o una combinación de estos tres. Entonces a través de los dispositivos 
que forman la red, los medios que los unen, los protocolos que los comunican, etc. son los 
abonados o usuarios finales quienes gozan del principal objetivo de dicha red de 
comunicaciones que es interconectar los extremos, es decir comunicar a los dispositivos 
finales, dispositivos que son usados por usuarios quienes se benefician del intercambio de 
la información.  
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Por lo tanto se afirma que la información que es soportada a través de una red de 
comunicaciones, es información muy vital para una empresa, por lo que si se pierde la 
comunicación en algún punto y se interrumpe esta fluidez de datos, puede ocasionar 
grandes pérdidas económicas a dicha empresa. Por ello existen distintas arquitecturas y/o 
diseños que pueden ayudar a garantizar que los datos no serán perdidos o interrumpidos 
a pesar de que puedan presentarse diversas paradas de funcionamiento en algunos 
equipos o medios de comunicación (paradas planeadas o totalmente imprevistas). 
La alta disponibilidad en las redes de comunicaciones es un factor muy importante dentro 
de cualquier empresa, porque permite asegurar la continuidad del negocio que es la 
capacidad de poder resistir paradas y continuar brindando servicios críticos (voz, 
videovilgilancia, etc.) de manera normal y sin interrupciones, de esta forma no quebrar los 
acuerdos de nivel de servicio que son previamente definidos y que de no ser respetados 
pueden resultar en alguna sanción o multa hacia la empresa que administra la red. 
Actualmente los equipos core de la red del terminal de transporte no cuentan con un 
sistema de alta disponibilidad, a través del cual se pueda aumentar la garantía de la 
continuidad del servicio; es decir ambos equipos core trabajan interconectados pero de 
manera independiente, por lo que si uno de ellos se apaga o falla, un gran segmento de 
red puede quedar inoperativo o puede demorar demasiado en restablecerse.  Ante esta 
realidad, se evalúa la posibilidad de poder implementar un sistema de alta disponibilidad 
entre estos dos equipos core, de esta forma se logra que ambos equipos (aunque 
separados físicamente) logren trabajar lógicamente como si fueran uno solo, consiguiendo 
así, que si uno de ellos fallase, todos los segmentos de red aun continúen trabajando 
soportándose en el otro equipo core mientras se logra restablecer a su pareja. 
Para el desarrollo de este sistema se realizó una investigación de tipo proyectiva ya que 
se presenta la propuesta y el modelo, como solución al problema y necesidad presente en 
la red actual. Finalmente lo que se pretende con el presente informe es mostrar el beneficio 
que se obtiene tras implementar un sistema de alta disponibilidad en los equipos core de 
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la red del terminal, de esta forma aprovechar al máximo sus capacidades y recursos tanto 
de los equipos core, como de los enlaces que los unen y unen a los demás segmentos de 
red que se encuentran bajo esta capa principal. Y por sobre todo, asegurar la continuidad 
del negocio, que es brindar comunicación e intercambio de información entre las distintas 
áreas, sistemas y tiendas comerciales que se encuentran operando en las instalaciones 













1.1 Definición del Problema 
1.1.1 Descripción del Problema 
La empresa donde se desarrolló el proyecto es Terminal Internacional AJC (TIAJC), 
quienes cuentan con un área geográfica grande cuya función es ser el terminal de 
transporte para diferentes empresas de viaje nacionales e internacionales, a su vez 
tiene como negocio el alquiler de espacios dentro de su propio terminal de viajes, 
como oficinas, tiendas, bancos, módulos, restaurantes, cocinas, cocheras, salones 
de descanso o salones VIP, entre otros, esto con el fin de brindar a los usuarios 
finales un ambiente bastante agradable y satisfacer cualquiera de sus necesidades. 
Así mismo, uno de los negocios más importantes es el brindado por las empresas 
de transporte que se encargan del traslado de pasajeros desde la ciudad de Lima 
hacia distintos destinos nacionales e internacionales 
El Terminal Internacional AJC (TIAJC) cuenta también, con distintos servicios de 
comunicaciones desplegados a lo largo de sus instalaciones para poder atender las 
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necesidades de su propio terminal, por ejemplo existen sistemas de cámaras, 
control de acceso (ACS), monitoreo de UPS, tableros de información de viajes, etc. 
Todos los servicios existentes del propio terminal, sumado a los dispositivos (server, 
PCs, POS, cámaras, etc.) de los espacios alquilados a terceros (tiendas) son 
soportados e interconectados a una gran red de comunicaciones que es 
administrada por la misma empresa TIAJC. 
La red de comunicaciones existente dentro de la empresa, es una red con un diseño 
jerárquico, que cuenta con las capas core, distribución y acceso. Existen enlaces 
redundantes a lo largo de la red, soportados con la tecnología spanning-tree que 
apaga algunos enlaces con el fin de controlar bucles en la red. En la capa core se 
tiene dos switches empresariales cisco cuya serie es: 6800, que soportan todo el 
tráfico de la red, estos equipos switch trabajan independientemente conectados 
entre sí; la capa distribución está compuesta por 7 switches Cisco de las series 
4500. La capa de acceso cuenta con aproximadamente 110 switches distribuidos 
por todo el todo el campus del terminal con el fin de ser las interfaces de unión a la 
red para los clientes. 
Cada cliente es asignado a una red virtual (vlan), de esta forma la empresa 
segmenta los distintos servicios y clientes que existan, en su mayoría cada cliente 
debe contar con su propio proveedor de internet quien aloja su equipo router en el 
datacenter de la empresa para que cumpla la función de capa 3 (L3); por ende, los 
switches core brindan a la mayoría de clientes un servicio de capa 2 (L2) para poder 
garantizar la conexión entre sus dispositivos (en cualquier parte del campus) y su 
router de salida a internet. Únicamente los switches core cumplen funciones de 
capa 3 para los servicios de cctv, tableros de información de viaje y control de 
acceso. 
La capa core al trabajar con los dos switches independientes, corría algunos riesgos 
de continuidad en la red, cómo perder a uno de los switch por algún problema 
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eléctrico, fractura de fibra, etc. Causando así, cierta indisponibilidad en parte de la 
red soportada por dicho equipo, hasta que el retardo de la negociación del 
spanning-tree (enlaces redundantes) termine y envíe la comunicación hacia el único 
switch trabajando en la capa core. 
La conexión entre las capas core y distribución mostraba también un riesgo por la 
cantidad de enlaces redundantes que existen entre dichas capas a lo largo de todo 
el campus, pudiendo ocasionar bucles entre los switches de red, causando así, 
interrupciones o cortes a la continuidad de la red de comunicaciones y sus servicios 
soportados. 
1.1.2 Definición de la idea de investigación: 
Descripción del problema: ¿Es posible realizar un diseño redundante y de 
alta disponibilidad (HA) en los equipos de la capa principal (core) de la red de 
comunicaciones del Terminal Internacional AJC para asegurar la 
disponibilidad y continuidad de los servicios? 
CAUSA EFECTO 
Diseño mal planteado para la 
realidad en cuanto a infraestructura 
de la red. 
Riesgo de indisponibilidad de los 
servicios. 
Mala manipulación y/o configuración 
por parte de los administradores. 
Bucles por enlaces redundantes. 
Equipos funcionando 
individualmente. 
Demora en la gestión de ambos 
equipos. 
Riesgo de la indisponibilidad de los 
servicios. 
Baja satisfacción del personal de TI. 
Tabla 1. Tabla de problemas (Causa/Efecto). “Elaboración propia” 
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Descripción del problema: ¿Es posible realizar un diseño redundante y de alta disponibilidad 
(HA) en los equipos de la capa principal (core) de la red de comunicaciones de la empresa TIAJC 
para asegurar la disponibilidad y continuidad de los servicios? 
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1.1.3 Formulación del Problema 
Luego de haber analizado   la situación actual de la red de comunicaciones, se 
ha determinado que el problema es el siguiente:  
1.1.3.1 Problema principal 
¿Es posible realizar un diseño redundante y de alta disponibilidad (HA) en los 
equipos de la capa principal (core) de la red de comunicaciones del Terminal 
Internacional AJC para asegurar la disponibilidad y continuidad de los 
servicios? 
1.1.3.2 Problemas específicos 
 ¿Es posible realizar un diseño redundante y de alta disponibilidad 
(HA) en los equipos de la capa principal (core) para evitar que la mala 
manipulación y/o configuración por parte de los administradores 
puedan ocasionar problemas de bucles por los enlaces redundantes? 
 ¿Es posible realizar un diseño redundante y de alta disponibilidad 
(HA) en los equipos de la capa principal (core) para que los equipos 
core funcionen juntos dentro de un cluster y mejorar así la gestión de 
ambos equipos? 
 ¿Es posible realizar un diseño redundante y de alta disponibilidad 
(HA) en los equipos de la capa principal (core) para eliminar los 
riesgos de indisponibilidad de los servicios con el fin de aumentar la 




1.2 Definición de Objetivos 
1.2.1 Objetivo General 
Implementar un diseño redundante en los equipos de la capa principal (core) de 
la red de comunicaciones con el fin de generar alta disponibilidad en los servicios 
que soporta, mediante el uso de la tecnología que mejor calce a la realidad de la 
red. 
1.2.2 Objetivos Específicos 
 Determinar la tecnología de redundancia a usar luego de evaluar la 
infraestructura de la red de comunicaciones. 
 Determinar el protocolo para la redundancia de enlaces en la conexión de 
las capas core-distribución. 
 Realizar el diseño lógico final que resultara luego de aplicar la 
tecnología/protocolo de redundancia. 
 Diseñar la configuración y las plantillas conteniendo los comandos que serán 










1.2.3 Alcances y Limitaciones 
1.2.3.1 Alcances 
El presente informe tiene como alcance satisfacer los intereses del 
personal de TI, para lo cual se implementa un diseño de alta 
redundancia en la red de la empresa TIAJC. Los aspectos puntuales 
que comprende el informe están referidos  al cambio del diseño en la 
capa principal de la red y los enlaces hacia la capa distribución, por lo 
tanto, la redundancia de equipos se realizará únicamente en la capa 
core de la red, causando que si uno de ellos deje de funcionar por 
cualquier motivo, sea previsto o no, el segundo equipo tome su lugar 
y los servicios no se vean afectados. De igual manera, con respecto a 
las conexiones de las capas core-distribución, se implementará una 
redundancia de enlaces con ayuda de un protocolo que logrará sumar 
sus capacidades y realizará el balanceo de carga entre ambos 
enlaces; esto será realizado por cada uno de los siete switch de 
distribución existentes en la red que contenga una conexión up-link 
hacia los dos switches de la capa principal (core). 
Otro interés deseado por la empresa es la de mejorar el manejo de 
sus equipos, por lo que también es parte del alcance realizar un 
balance en los recursos de procesamiento y una mejora en la gestión 
y administración, solo en los equipos core, facilitando la configuración, 
resolución de problemas y monitoreo de los equipos. 
1.2.3.2 Limitaciones 
El presente informe se limita a los dispositivos de red que pertenecen 
a la capa core, debido a que por disposición del cliente, no se tiene 
acceso a otro elementos complementarios a la red que pudieran ser 
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considerados como elementos necesarios para aumentar la 
disponibilidad de los equipos. Por lo tanto, la evaluación de los demás 
aspectos como fuentes de poder redundantes, redundancia de PDU 
(Unidades de Distribución de Energía), UPS, grupo electrógeno, etc., 
no son alcance de este proyecto ya que fueron considerados en otra 
etapa y actualmente son asumidas como implementadas. 
Así mismo, los demás dispositivos de servicios de TI (firewall, 
balanceadores, aceleradores, etc.) no son alcance de este proyecto, 
por encontrarse bajo la administración de un proveedor tercero, sin 
embargo dichos dispositivos si son conectados en la red de 
comunicaciones. 
 
1.2.4 Justificación  
La presente investigación se enfocó en estudiar un nuevo diseño en la capa 
principal (core) de la red de la empresa TIAJC, con el fin de agregar alta 
disponibilidad en los equipos core de la red.  
El crecimiento exponencial de la información y de los datos que manejan las 
empresas hoy en día, ha hecho que las redes de comunicaciones se conviertan 
en una estructura fundamental para poder asegurar la continuidad del negocio. 
La red del terminal AJC da soporte a todas las empresas de transporte, 
entidades del estado y empresas en general que laboran y operan en el terminal 
en un horario 24x7x365, por ende, es fundamental que su negocio no se detenga 
ante ningún problema.  
Entonces, al ser los equipos core parte de la capa fundamental de la red, que 
soportan la carga pesada y principal del tráfico de voz, video y datos, es 
necesario aplicar un diseño con redundancia y alta disponibilidad con el fin de  
asegurar su funcionamiento por más que se presente algún problema eléctrico, 
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de hardware, configuración, enlaces de fibra, etc. en alguno de los dos 
ambientes que soportan los equipos core. 
1.2.5 Estado del Arte 
Hoy en día la infraestructura de las redes de comunicaciones en las empresas 
son de suma importancia, ya que soportan todos los servicios que las 
organizaciones usan para poder mantener el negocio funcionando. Es por eso 
que actualmente no dudan en invertir mucho dinero en la tecnología de sus redes 
con el fin de que la continuidad de su negocio esté asegurada. 
Así como lo menciona Rubio (2009) en el boletín de la red nacional de I+D, 
titulado “Estudio e Implantación de un Sistema de alta disponibilidad en 
RedIRIS”: 
 
 “… Con la aparición de multitud de servicios ofrecidos sobre la infraestructura 
de Internet, las tecnologías de alta disponibilidad de servicios están adquiriendo 
mucha importancia ya que son capaces de garantizar, a través de distintos 
métodos, la continuidad de los servicios ofrecidos.” 
 
Es por ello que es importante garantizar el trabajo continuo de los elementos que 
componen una red, implementando alta disponibilidad en los principales 
elementos y enlaces involucrados en las redes, esto se logra considerando 2 o 
más elementos iguales que sean capaces de cumplir las mismas funciones, para 
que cuando se presente algún desastre que detenga el desempeño de alguno 
de ellos, aun continúe operando el elemento redundante. 
Al conjunto de dos o más dispositivos encargados de compartir los servicios y 
monitorearse constantemente entre sí para poder soportar la carga de trabajo en 
caso alguno de ellos falle, se les denomina cluster. 
En estos tiempos las redes son implementadas con infraestructura de distintos 
fabricantes que están innovando constantemente su equipamiento  a fin de poder 
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asegurar su capacidad para soportar cualquier servicio y garantizar su 
disponibilidad.  
Como buena práctica, es recomendable usar, casi en un 100%, un solo 
fabricante para armar las redes de comunicaciones, esto es porque ayuda a la 
implementación, administración y permite que los elementos de red interactúen 
mejor.  
La mayoría de fabricantes han creado múltiples tecnologías que son aplicadas a 
sus equipos para formar un diseño de alta disponibilidad en las redes, los más 
usados en la actualidad son las que se detallan a continuación:  
1.2.5.1 Tecnologías de Alta Disponibilidad. 
1.2.5.1.1 FHRP (First Hop Redundancy Protocols) 
Los protocolos de redundancia de primer salto, se encargan 
de proteger un punto único de falla existente normalmente 
en las redes de comunicaciones, es decir, toda red necesita 
de un router encargado de enviar el tráfico hacia el exterior 
(internet o sedes remotas) y en caso de que dicho router 
falle, toda la red quedaría aislada sin acceso hacia fuera, 
pudiendo ocasionar perdidas por detener la operación de la 
organización.  
Por esto es que se debe asegurar el funcionamiento de 
dicho equipo, FHRP contiene los protocolos usados 
actualmente para poder mitigar este riesgo y garantizar que 
se mantenga asegurada la función de dicho equipo, esto se 
logra haciendo trabajar a dos o más routers en un grupo y 
compartiendo una dirección IP que identifica a dicho grupo. 
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Los protocolos encargados de esta solución son los 
siguientes: 
 Virtual Router Redundancy Protocol (VRRP). 
 Hot Standby Router Protocol (HSRP). 
 Gateway Load Balancing Protocol (GLBP). 
Johnson, (2014),  
1.2.5.1.1.1 Virtual Router Redundancy Protocol (VRRP) 
El protocolo VRRP se encarga de crear un grupo VRRP, 
que contiene a los router conectados a través de un 
segmento de LAN  con el fin de crear un IP virtual. Uno de 
los router cumplirá el rol de Master mientras que los demás 
serán considerados como routers backup. 
El router con mayor prioridad es el que tendrá el rol de 
master y se encarga de soportar la dirección IP y MAC 
virtual, cuando el equipo router que tiene un rol/estado de 
master deja de funcionar o cae, uno de los router o switch 
que actualmente se encuentran en un estado de backup 
empezará a tomar el rol/estado de master, esta decisión 
es tomada en base a un cálculo que considera el valor 
actual de la prioridad de cada uno de los routers que 
postulan para ser master, el que tenga mayor prioridad 
será el nuevo router principal.  
El router maestro envía anuncios VRRP a los demás router 
que están en el mismo grupo VRRP, los anuncios 
contienen la prioridad y el estado del router. Estos 
anuncios se envían cada segundo de manera 
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predeterminada hacia la dirección multicast que es la 
siguiente: 224.0.0.18. (Tiso, 2012) 
 
 Virtual Router Redundancy Protocol (vrrp). Por Tiso (2012). 
 
1.2.5.1.1.2 HSRP (Hot Standby Router Protocol) 
El presente protocolo HSRP pertenece y fue desarrollado 
por el fabricante Cisco; con esta tecnología, dos o un grupo 
de dispositivos de red (switches de capa 3 o routers) 
forman un solo equipo virtual, esto con el objetivo de poder 
generar redundancia de gateway o puerta de enlace. Los 
switches trabajan obteniendo únicamente dos roles, el 
primer estado es el activo, que es el rol que se trabaja 
como gateway o puerta de enlace principal y activa de 
todos los equipos y el segundo estado es standby, que es 
el estado que toman los switches mientras se encuentran 
en espera de que el equipo activo falle para que pueda 
tomar su estado y convertirse en el equipo activo. El estado 
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activo será tomado por el equipo que cuente con una 
prioridad superior a la de los demás, por defecto todos los 
equipos en un inicio tienen una prioridad de 100, pero es 
posible que esta prioridad se cambie de manera manual 
para forzar la elección a nuestra conveniencia. De darse el 
caso que varios equipos cuenten con una misma prioridad, 
el equipo activo tendrá que ser el que posee una IP mayor 
que se encuentre configurada en su interfaz. 
En el estado o rol standby únicamente podrá estar un 
router del grupo HSRP, este router debe ser el segundo en 
poseer mayor prioridad después del activo, o el equipo 
siguiente en contar con una dirección IP más alta en una 
de sus interfaces. Cuando el equipo activo se daña o cae, 
el equipo standby tomará su lugar como principal y será 
necesario recalcular otro equipo standby entre todos los 
routers restantes del grupo que son parte del router virtual. 
Considerar que si se usa HSRP y spanning-tree al mismo 
tiempo, se debe tener en cuenta que el equipo principal o 
activo del cluster HSRP debe ser también el root-Bridge de 
spanning-tree, de esta forma se tiene cuidado que se 
presenten problemas de bucles. Se puede realizar esto al 
configurar al root una prioridad mayor para el HSRP en 




 Hot Standby Router Protocol. Por Li (1998) 
1.2.5.1.1.3 Gateway Load Balancing Protocol (GLBP). 
El protocolo GLBP es muy similar a los protocolos 
mencionados anteriormente (HSRP y VRRP), pero existe 
una principal diferencia que es que el protocolo GLBP sí 
cuenta con la característica de balanceo de carga entre 
varios equipos (routers o switches) que formen el arreglo. 
Para que ese balanceo de carga pueda realizarse, no solo 
es necesario una IP virtual, sino en este caso se requiere 
también una MAC virtual para cada equipo que forma parte 
del grupo, entonces de esta manera todos los miembros 
tendrían la misma dirección IP virtual pero cada uno de 
ellos tendrán diferentes direcciones MAC. Por lo tanto a 
cada dispositivo final se configura como gateway o puerta 
de enlace la dirección IP virtual, y cuando realicen una 
consulta de tipo ARP a dicha dirección IP obtendrán como 
respuesta la dirección MAC de algún equipo switch que 
forma parte del grupo GLBP, es así como los dispositivos 
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finales tienen como gateway la misma IP virtual pero 
asociada a una dirección MAC distinta en sus tablas ARP, 
esto hace que no todos salgan a internet o a la WAN por 
el mismo equipo switch o router.  
Por ejemplo, si en nuestra red se cuenta con 3 equipos 
routers o switches (X, Y, Z) que forman un grupo GLBP, 
los 3 equipos van a poseer la misma dirección IP virtual, 
sin embargo cada miembro dentro de su tabla ARP contara 
con una dirección MAC virtual diferente. Por lo tanto si 
tiene 3 dispositivos finales en la red (PCs), los 3 tendrán la 
misma IP como gateway, pero van a obtener diferentes 
direcciones MAC, la PC1 tendrá la dirección MAC del 
equipo switch X, entonces la PC1 se va a comunicar 
mediante éste switch, a la PC2 se le va a dar la dirección 
MAC del equipo switch Y, entonces esta PC2 se va a 
comunicar mediante el equipo switch Y; así 
sucesivamente, con este método de trabajo, el protocolo 
GLBP logra que exista en la red un balanceo de carga. 
Dentro del grupo GLBP, se selecciona a un equipo switch 
como gateway virtual activo (Active virtual gateway - AVG) 
y al resto de equipos se comportan como reenviadores 
virtuales activos (Active virtual forwarder - AVF). El equipo 
switch AVG tiene como función asignar MACs virtuales a 
los demás equipos de su mismo grupo; de igual manera se 
encarga responder toda peticiones ARP de los dispositivos 
finales (ejemplo PCs). 
A los dispositivos finales que realicen las peticiones ARP 
se les asigna una dirección MAC de cada equipo switch de 
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forma consecutiva y en orden. Ejemplo, si se tiene 3 
switches (X, Y, Z) y 6 equipos, a la primera PC que solicite 
una petición ARP, obtendrá la dirección MAC del equipo 
switch X, al segundo la dirección MAC del equipo switch Y, 
a la tercera PC la dirección MAC del equipo switch Z y así 
sucesivamente. 
En el caso de que algún equipo switch falle, su dirección 
MAC virtual será tomada por otro equipo switch que sea 
miembro del grupo GBLP, de esta manera algún equipo 
switch poseerá más de una dirección MAC virtual, Por lo 
tanto no habrá equipos que se queden sin gateway y salida 
a internet o a la WAN  garantizando la alta disponibilidad 
del servicio. (Ayllon, 2011) 
 
 Gateway Load Balancing Protocol.  “Elaboracion propia” 
 
1.2.5.1.2 IRF (Intelligent Resilient Framework) 
Esta tecnología es propietaria del fabricante HP (Hewlett-
Packard), de igual forma que los protocolos que se ha visto 
hasta el momento, agrupa varios dispositivos para formar un 
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dispositivo virtual IRF. Un dispositivo que es miembro del 
grupo asume la función de master o slave. Un stack IRF (o 
agrupación de equipos IRF) sólo contiene un maestro que 
administra el switch virtual IRF. Todos los demás miembros 
funcionan como slaves y como backup para el maestro. 
Cuando el master falla, el dispositivo virtual IRF 
automáticamente elige un nuevo master de uno de los 
slaves. Los dispositivos master y slaves son seleccionados 
a través de un mecanismo de elección de rol. 
Entre los equipos que forman el grupo IRF existe una 
conexión a través de los puertos denominados IRF port 
dedicados a la conexión interna de los miembros IRF; estos 
puertos no pueden actuar como puertos de acceso ni 
troncal. 
Al ser ahora un solo equipo lógico, se aprovecha los enlaces 
bloqueados antes por spanning-tree y se adquiera 
redundancia de enlaces y ancho de banda. (Hewlett-
Packard, 2016). 
 




1.2.5.1.3 VSS (Virtual Switching System) 
Esta tecnología es desarrollada y pertenece al fabricante 
Cisco Systems, en cuestión de funcionamiento posee un 
comportamiento muy similar al IRF de HP. Un sistema VSS 
combina un par de switches en un único elemento de red, 
con la finalidad de crear un cluster en las capas principales 
(core/distribución) y así generar redundancia y 
disponibilidad en caso alguno de ellos falle. Gracias a esta 
tecnología es posible mejorar varios aspectos de la red 
como el diseño por la alta disponibilidad, la gestión, 
escalabilidad y mantenimiento.  
Estos equipos se unen a través de sus supervisoras (que 
cumplen una función de cerebro en cada switch), estas 
supervisoras son las tarjetas integradas en los switch. Las 
tecnologías SSO y NSF son usados por estas supervisoras 
para asegurar su correcto funcionamiento 
Al crear un VSS, los switches van a negociar cual será el rol 
que tendrán, uno de los equipos será el que tenga estado 
de activo dentro del VSS y el otro equipo será el standby. El 
equipo activo se encarga principalmente de controlar el 
VSS, de igual manera ejecuta todos los protocolos de 
control tanto del layer 2 (Capa 2) y layer 3 (Capa 3) para los 
módulos switching de los dos chasis, así mismo, el chasis 
activo también se encarga de brindar funciones de 
administración y gestión para el cluster VSS, como la 




El enlace de conmutación virtual (virtual switch link - VSL) 
es un link o enlace especial a través del cual se logra llevar 
el control y el tráfico de datos entre los dos chasis o switches 
de un cluster VSS, el VSL se crea de la misma forma como 
se genera un EtherChannel con un máximo de ocho enlaces 
fusionados lógicamente y otorga al tráfico de control una 
preferencia sobre el tráfico que lleva datos, con el fin de que 
los mensajes de control no se eliminen o descarten. Los 
datos o tráfico de datos son balanceados a través de los 
enlaces del VSL gracias algoritmo del EtherChannel. (Cisco 
Systems, 2016). 
 
 Virtual Switching System. Por Cisco Systems (2016). 
Tiso (2011), en su libro, Designing Cisco Network Service 
Architectures (ARCH): Foundation Learning Guide, explica 
por qué gracias al VSS, ya no existe la necesidad de usar 
las tecnologías FHRP (como son, HSRP, VRRP, GBLP) y 
esto se debe a que ahora el gateway o puerta de enlace se 
reemplaza por un solo nodo lógico donde la dirección IP de 
la vlan está disponible en ambos chasis físicos, es decir, por 
más que un equipo falle, la dirección IP aun será soportada 
23 
 
por el segundo equipo, sin necesidad de conmutar de la 
forma en la que lo realiza FHRP.  
El comportamiento de convergencia de la redundancia de 
puerta de enlace predeterminada se reemplaza por SSO y 
EtherChannel. Por lo tanto, no es necesaria ninguna de las 
complejidades de la optimización de FHRP. Entonces se 
afirma que la tecnología VSS es en gran parte una mejor 
opción frente a las tecnologías FHRP siempre y cuando el 
escenario en el que se aplique cumpla con algunas 
características como son: el modelo de equipo, modelo de 
supervisora, etc. (Tiso, 2011).  
 
 Eliminación de HSRP como redundancia de gateway. Por Cisco 
Systems (2016) 
Como se ha mencionado en este capítulo, existen múltiples tecnologías 
con comportamiento similar que crean un cluster de dispositivos para 
obtener redundancia y escalabilidad dentro de la red. Para poder elegir 
una tecnología sobre otra, se debe tener en cuenta varios aspectos, por 
ejemplo si la red está ya implementada será recomendable usar la 
tecnología que fue desarrollada por el fabricante. Si por el contrario, la 
red será implementada desde cero, lo más importante es realizar el 
diseño considerando aspectos de redundancia de equipos, enlaces, etc. 
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La tecnología que se usara dependerá al final de los costos que la 
organización esté dispuesta a pagar. 
En la siguiente tabla, se puede apreciar que existen distintas tecnologías 
que logran la alta disponibilidad que se busca, dichas tecnologías son 
atribuidas a los distintos fabricantes del mercado, HP, Cisco, Juniper, etc.:  
 
Tabla 2. Comparación de tecnologías. Por Marunich (2016). 
En base a la realidad de la red de comunicaciones, se tiene que realizar 
además una comparación entre las distintas tecnologías que pertenecen 
al proveedor único de la empresa, que es el fabricante Cisco Systems: 
En la siguiente tabla se muestra los puntos más resaltantes que ayudaran 
en la toma de decisión, al momento de elegir la tecnología adecuada para 



















Dentro de cualquier empresa privada o estatal, el elemento más vital e importante 
es la información, ya que es esta la que contiene el detalle de todo lo producido en 
el día, en las semanas e incluso en años de trabajo. Nuestros datos son 
intercambiados entre distintos dispositivos finales geográficamente distantes (LAN, 
MAN, WAN).  
Según Marcos (2010), en su proyecto de tesis “Difusión masiva de información en 
los modelos de gestión de redes, aplicación a los servicios de alta disponibilidad 
sobre internet.” Expresa que “Debido al éxito que han tenido las redes de 
computadores en los últimos tiempos en la actualidad son consideradas una parte 
importante y estratégica de las empresas, industrias u otros tipos de 
organizaciones.” 
Es por eso que hoy en día, es muy importante y necesario para cualquier empresa 
poder invertir en la infraestructura que soporta su información, buscando soluciones 
que puedan evitar cualquier catástrofe que les pueda ocasionar cortes y/o paradas 
imprevistas de funcionamiento.  
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Así como lo indica, Miño (2014), en su tesis “Estudio y diseño de una red de 
infraestructura multiservicios para el gobierno autónomo descentralizado municipal 
de San Pedro de Huaca y sus dependencias” donde menciona:  
 
“... la inversión que se requiere para la implementación de la red de alta 
disponibilidad es justificable por los beneficios que brindara la misma, como la 
escalabilidad, mayor velocidad, mayor seguridad, accesibilidad total, mejor 
administración, entre otras ventajas que brindara esta red.” 
 
Entonces se puede afirmar que las empresas a medida que va creciendo su 
producción necesitan mejorar la tecnología que usaran para poder administrar sus 
datos, es por ello que la inversión, para tener soluciones que resguarden de manera 
correcta la información, es justificable, ya sea a corto o largo plazo, ya que 
contribuyen a la continuidad del negocio. 
Así mismo, las redes de comunicaciones de las empresas en la actualidad van 
adquiriendo un mayor tamaño debido a que cada vez existen más usuarios finales 
que necesitan conectarse y/o unirse a la red para formar parte del sistema. Así lo 
indica también, Moreno y Tipán (2015), en su tesis, “Diseño de una red de alta 
disponibilidad para la universidad politécnica salesiana sede quito campus sur” 
donde indican: 
 
“Actualmente, el uso creciente de la tecnología ha dado lugar a un incremento de la 
cantidad de usuarios en la red de telecomunicaciones, esto se debe básicamente al 
aumento en la cantidad de dispositivos en el mundo, por lo cual, se requiere 
mejoramiento en equipos de networking y redundancia en la red de datos, que 
permita cumplir con los requerimientos de los usuarios. 
Esto genera la necesidad de contar con una red de alta disponibilidad para así ser 
capaz de adaptarse a los cambios por el crecimiento del tráfico de información a 
través de la infraestructura de la red actual.” 
 
Por lo tanto, se puede complementar en que esto se debe a que con el avance de 
la tecnología distintos dispositivos van sintiendo la necesidad de unirse a la red, por 
ejemplo, cada cámara de seguridad, actualmente, debe estar en red con el fin de 
poder ser vista desde un centro de operaciones, donde junto al resto de cámaras 
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colocadas por todas las instalaciones de la empresa, serán monitoreadas; un caso 
similar es el sistema de control de acceso (ACS), porque cada ubicación donde se 
encuentre instalado (puertas de acceso, control peatonal, barreras para parking, 
etc.) debe también unirse a la red para formar su propia red de control de acceso. 
La alta disponibilidad en las redes y/o en partes estratégicas de las redes en un 
aspecto importante que no se debe de olvidar al momento de realizar el diseño o al 
momento de buscar las mejoras al estado actual de la red. Con la alta disponibilidad 
(AH) se garantiza una correcta gestión, un mejor desempeño de los equipos y por 
sobre todo se asegura y contribuye frente a las paradas previstas o imprevistas de 
los equipos y/o enlaces. Así como lo menciona Marcos (2010) en su tesis “Difusión 
masiva de información en los modelos de gestión de redes, aplicación a los servicios 
de alta disponibilidad sobre internet”:  
 “La gestión de la red trata sobre la planificación, la organización, la supervisión y el 
control de los elementos que componen una red de comunicaciones. Los objetivos 
principales de la gestión de red consisten en garantizar la disponibilidad y mejorar el 




2.2 Bases teóricas 
En este capítulo se detalla las bases teóricas del presente informe de suficiencia 
profesional, donde se va explicando los niveles teóricos involucrados en el 
desarrollo del presente trabajo, se describen desde un nivel general hasta los 
puntos más específicos que se relacionan directamente con el concepto y objetivo 
principal de nuestra tesis. 
2.2.1 La tecnología en las empresas 
Con el pasar de los tiempos, la evolución de la tecnología logro superar todos 
los obstáculos que podían significar una barrera cuando se trataba de realizar 
negocios para obtener mayores ingresos, o cuando se deseaba mejorar e 
implementar nuevos procesos y herramientas que puedan ayudar al desarrollo 
de las organizaciones. 
Sin embargo, en estos tiempos, contar con la ayuda de la tecnología dentro de 
las empresas ya no es considerado un lujo, sino por el contrario se ha convertido 
en una necesidad fundamental que permitirá a las organizaciones contar con 
procesos competitivos para poder sobrevivir a la competencia en los mercados 
actuales. 
Toda empresa tiene como meta cumplir con todos sus objetivos a fin de lograr 
ingresos, para que esto se logre, deben considerar siempre invertir en tecnología 
teniendo en cuenta sus necesidades y planes de crecimiento. Por lo tanto es 
importante delegar a los especialistas el desarrollo e implementación de los 
requerimientos tecnológicos con el fin de que estos apoyen a cumplir los 
objetivos trazados. 
Como ya se ha mencionado, la tecnología hoy en día se ha llegado a convertir 
en una gran necesidad para la gran mayoría de empresas, es necesario contar 
con ella debido a que la tecnología tiene como objetivo dentro de una empresa 
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o corporación lograr optimizar sus recursos y poder adquirir altos grados de 
calidad. 
Con el desarrollo de sistemas, las empresas logran tener una mejor forma de 
procesar toda su data, desde sistemas de contabilidad, de ventas, de logística, 
etc. Estos sistemas, que involucran un desarrollo tecnológico, son desarrollados 
por lo general basándose en las necesidades de las empresas.  
A su vez, la tecnología también está inmersa en la forma o en la manera en la 
que los trabajadores puedan ingresar o consultar la información almacenada 
dentro de las base de datos que manejan estos sistemas; sin importar la 
ubicación geográfica de los usuarios (mismo piso, edificio, o ciudad). 
Por lo tanto, esto da lugar a otra parte de la tecnología que es muy necesaria 
para las empresas, las redes de comunicaciones, que básicamente se encargan 
de unir los diferentes puntos de comunicación, como son los usuarios, los 
servidores que manejan los sistemas, etc.  
 








2.2.2 Las redes y comunicaciones 
Debido a que el objetivo del presente informe es impactar de manera positiva en 
la red actual del terminal internacional AJC, se empezará definiendo las redes 
de comunicaciones, junto a todos los conceptos que la rodean ya que es 
necesario conocerlos para tener un mejor entendimiento de este informe. 
El CTI (Centro de tecnologías de Información) de la universidad de Puerto Rico, 
define de una manera muy exacta las redes de comunicación: 
 
“Una Red de Comunicación (Network) es una conexión de diferentes 
computadoras que pueden comunicarse e intercambiar información, utilizando 
sus propios recursos o recursos ajenos. Cuando las computadoras conectadas 
están próximas unas a otras, la red se llama red local (local network).  
Las redes de comunicaciones están compuestas por nodos, estos son los puntos 
de conexión en la red que contienen las fronteras comunes entre las diferentes 
computadoras y terminales de usuarios dentro de una red. 
Una Red es justamente un sistema de comunicación que se da entre distintos 
equipos para poder realizar una comunicación eficiente, rápida y precisa, para la 
transmisión de datos de un ordenador a otro, realizando entonces un Intercambio 
de Información (recordando que una Información es un conjunto ordenado de 
Datos) y compartiendo también Recursos disponibles en el equipo. 
La red tiene que estar conformada indefectiblemente por un Terminal (el punto 
de partida de la comunicación) o un Nodo que permita la conexión, y 
esencialmente el Medio de Transmisión, que es definido esencialmente por la 
conexión que es llevada a cabo entre dichos equipos. 
Esta conexión puede ser realizada en forma directa, utilizando Cables de todo 
tipo, o bien mediante Ondas Electromagnéticas, presentes en las tecnologías 
inalámbricas, que requieren un adaptador específico para esta comunicación, 
que puede ser incluido en el equipo o conectado al equipo. 
Se define como Terminal a todo tipo de equipo que esté como Emisor o Receptor 
en la comunicación establecida, no siendo precisamente un ordenador, sino que 
también puede ser un Periférico conectado a una Red (como es en el caso de 
una Impresora o un Monitor, periféricos de Salida) o un terminal exclusivamente 
dedicado para realizar una función determinada, como un Terminal de 
Videoconferencia. 
Cuando esta Red se da entre dos o más nodos que se encuentran lo 
suficientemente distantes entre sí, se habla de una Subred, que tiene la misión 
simplemente de servir como nexo o puente entre ellos, actuando como si fuera 
un Nodo Intermedio, pero no por ello afectando la comunicación, alterándola o 




 Red de comunicaciones. “Elaboración Propia” 
2.2.3 Diseño de red jerárquico 
Arias (2001), en su tesis, “Diseño de una red de voz y datos para una industria 
agrícola utilizando plataforma CISCO“, explica que cuando las redes de datos 
son grandes y comprenden varios dispositivos en la infraestructura de una 
empresa, es posible que muchos aspectos se puedan complicar debido a que 
se puede crear un crecimiento no ordenado y por ende generar dificultad en su 
mantenimiento y sobretodo en la gestión. 
El modelo de interconexión jerárquico (tres capas) de Cisco es un modelo 
adoptado en toda la industria para diseñar redes internas confiables, escalables 
y rentables. En esta sección, se va a describir la capa de acceso, de distribución 
y la capa de núcleo y su función en el modelo de red jerárquico. 
Cuando se habla de diseño de red, Cisco no indica que es útil categorizar redes 
basadas en el número de dispositivos atendidos: 
 Red de tamaño pequeño: Dan servicios a un máximo de 200 
dispositivos. 
 Red de tamaño medio: Dan servicios desde 200 a 1.000 dispositivos. 
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 Red de tamaño grande: Dan servicios a más de 1.000 dispositivos. 
Los diseños de red existentes por lo general varían dependiendo del tamaño y 
los requisitos de las organizaciones. Por ejemplo, las necesidades o requisitos 
de infraestructura o equipos de red de una pequeña empresa con pocos 
dispositivos tienden a ser menos complejas que la infraestructura de una 
empresa de tamaño grande con una cantidad enorme de dispositivos y 
conexiones. 
Las primeras redes se desplegaron en una topología plana, los hubs y los 
switches se agregaban como más dispositivos necesarios para ser conectados. 
Un diseño de red plana proporcionó poca oportunidad para controlar las 
emisiones o para filtrar el tráfico indeseable. A medida que se agregaban más 
dispositivos y aplicaciones a una organización que iba creciendo con una red 
plana, los tiempos de respuesta fueron cada vez peores, se degradaron, 
haciendo que no fuera utilizable la red. Se necesitaba un mejor enfoque de 
diseño de red. Por esta razón, las organizaciones ahora utilizan un diseño de 
red jerárquico. 
Tapia (2001), también describe de una manera clara y concisa la importancia 
de un modelo jerárquico en las redes de comunicaciones: 
 
“La detección y corrección de problemas se facilita por la estructura modular 
de la red distribuida en elementos pequeños y fáciles de comprender. 
… 
Cada una de estas capas representa la funcionalidad que necesita una red 
existente. Las capas no necesitan ser implementadas como entidades físicas 
distintas. La ocurrencia de cada capa puede ser en routers o switches, 
representados por un medio físico o combinado en una sola caja. Una capa 
particular puede ser omitida completamente, pero para rendimiento óptimo, la 
jerarquía debe ser mantenida.” 
 




 Topología de red Jerárquica. Por Cisco Systems (2016) 
. 
Un diseño de red jerárquico consiste en segmentar la red en diferentes 
capas discretas. Cada nivel de la jerarquía brinda determinadas funciones 
que determinan su función en la red global. Esta es una forma de ayudar al 
administrador o  arquitecto de red a seleccionar u optimizar el hardware, el 
software para realizar determinadas funciones para esa capa de red. El 
diseño de modelo en jerarquía se usa tanto en redes de tamaños locales y 
extensos como son LAN y WAN. 
La ventaja de segmentar una red plana en capas o niveles más pequeños y 
más administrables es que el tráfico local seguirá siendo un tráfico local. 
Únicamente el tráfico destinado a redes externas se deriva a una capa 
superior. 
Un típico diseño de red de campus de la empresa jerárquica de LAN incluye 
los 3 niveles siguientes: 
Nivel de acceso: Brinda acceso a los usuarios a la red. 
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Nivel de distribución: Brinda conexión basándose en políticas. Limita y 
controla entre la capas de acceso y capa de núcleo. 
Nivel de Core o Núcleo: Brinda transporte rápido desde y hacia los equipos 
switches de distribución dentro de la empresa. 
2.2.3.1 La capa o nivel de acceso 
Dentro de un ambiente LAN, la capa o nivel de acceso concede a los 
dispositivos finales acceso a la red. En la WAN, puede brindar a los 
trabajadores a distancia o sitios remotos el acceso a la red empresarial 
mediante conexiones WAN. 
 
La capa de acceso para una red de pequeñas empresas generalmente 
cuenta con switches layer 2 (capa 2) y Access-point que se encargan 
de dar la conexión entre PCs finales y servidores de la empresa. 
La capa de acceso cuenta con funciones como: (Coveña, 2015). 
 Conmutación a nivel de capa 2 (Layer 2). 
 Alta disponibilidad. 
 Seguridad de puerto. 
 Clasificación de QoS, marcado y límites de confianza. 
 Inspección del protocolo de resolución de direcciones (ARP). 
 Listas de control de acceso virtual (VACL). 
 Spanning-tree. 





 Capa de Acceso. Por Cisco Systems (2016) 
2.2.3.2 La capa o nivel de agregación o distribución: 
El nivel de distribución se encarga de agregar los datos que obtiene 
del nivel de acceso antes de ser transmitidos a la capa CORE para su 
enrutamiento hacia algún destino final. Los dispositivos de esta capa 
son el punto focal en los armarios de cableado. Se utiliza un Router o 
un switch multilayer para dividir áreas de trabajo y poder obstaculizar 
problemas de red en un ambiente de campus. (Coveña, 2015). 
Los equipos de distribución normalmente pueden proporcionar 
servicios ascendentes a equipos de capa de acceso. 
Este nivel de distribución puede brindar: 
 Control de dominio de broadcast, porque los router o los switch 
multilayer no envían broadcast, el dispositivo actúa como punto de 
demarcación entre los dominios de broadcast. 
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 Agregación de enlaces a la red (LAN o WAN). 
 Seguridad con ACL (listas de control de acceso) y filtrado. 
 Enrutamiento de LANs y VLANs y entre dominios de enrutamiento 
(como EIGRP a OSPF). 
 Redundancia y balanceo de carga. 
 Agregación y sumarizacion de rutas hacia la capa central. 
 
 
 Capa o nivel de distribución. Por Cisco Systems (2016). 
2.2.3.3 La capa o nivel central o CORE 
La capa CORE conocida también como la columna vertebral de la red. 
En la capa core se cuenta por lo general con equipos de red que 
trabajan a altas velocidades, como por ejemplo el Cisco Catalyst 6500 
y el Catalyst 6800. Estos equipos han sido diseñados y creados para 
poder conmutar paquetes de la forma más rápida posible e 
interconectar múltiples componentes del campus, como módulos de 
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distribución, de servicio, el datacenter (centro de datos) y el borde de 
la WAN. 
El nivel de core o núcleo es crítico para realizar las interconexiones 
entre equipos del nivel de distribución (por ejemplo, interconectando la 
capa de distribución con el borde de WAN o hacia Internet). 
Es importante que el núcleo esté altamente disponible y redundante. 
El núcleo maneja y agrega el tráfico de los equipos existentes en el 
nivel de distribución, por lo tanto es esencial que sea capaz de reenviar 
grandes cantidades de datos rápidamente. (Aguilar, 2015). 
Consideraciones en la capa principal incluyen: 
 Proporcionar conmutación de alta velocidad. 
 Escalado mediante el uso de equipos más rápidos. 
 Brindar fiabilidad y tolerancia a fallos 
 Evitar la manipulación de paquetes intensiva de CPU causada por 
la clasificación de calidad de servicio (QoS), la inspección, la 
seguridad u otros procesos 
 
 Capa Core. Por Cisco Systems (2016) 
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2.2.4 Continuidad del negocio 
Bautista (2014), en la revista Técnica energía, publica su artículo “Marco de 
Referencia para la Formulación de un Plan de Continuidad de Negocio para TI, 
un caso de estudio”, en el cual resalta la importancia de la continuidad del 
negocio dentro de la formulación de un plan de continuidad, en base a su trabajo 
se puede afirmar que la continuidad del negocio o business intelligent (BC) 
describe distintos procedimientos y procesos que una organización o empresa 
pone en marcha con el fin de poder garantizar que las funciones esenciales y 
sobre todo principales no se vean afectadas durante y después de cualquier 
desastre. La Planificación de la Continuidad del Negocio o BCP busca evitar que 
los servicios de misión crítica se vean interrumpidos, a su vez busca poder 
restablecer el pleno funcionamiento de una manera más rápida y fácil. 
El objetivo de la continuidad del negocio (BCM) es proporcionar a la organización 
la capacidad de responder eficazmente a amenazas tales como desastres 
naturales o violaciones de datos y proteger los intereses comerciales de la 
organización. BCM incluye recuperación de desastres, recuperación 
empresarial, gestión de crisis, de incidentes, de emergencias y planificación de 
contingencias 
Según la norma ISO 22301, un sistema de gestión de la continuidad del negocio 
tiene como beneficios los siguientes puntos: 
 Identificar y gestionar las amenazas actuales y futuras para su empresa. 
 Tener la capacidad de resistir los efectos de un incidente (resilencia) así 
como prevenir o evitar los posibles escenarios originados por una 
situación de crisis. 
 Utilizar un enfoque proactivo para minimizar el impacto de los incidentes. 
 Mantener sus funciones críticas listas y en funcionamiento durante 
momentos de crisis 
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 Minimizar el tiempo de interrupción tras cualquier incidencia y mejorar el 
tiempo de recuperación. 
 Adquirir una mayor flexibilidad ante la interrupción de sus actividades. 
 Demostrar su resistencia a clientes, proveedores y para ofertas de 
licitación. 
Si bien es cierto que la continuidad del negocio es un aspecto muy importante 
para cualquier organización, es muy probable que no sea práctico para todas las 
empresas, sino solo para aquellas que son más grandes y que buscan poder 
mantener el pleno funcionamiento por más que se presente una crisis por un 
desastre. (Bautista, 2014). 
Muchos expertos afirman que el primer paso en la planificación de la continuidad 
del negocio las funciones esenciales existentes actualmente en la organización 
y basándose en ello, repartir de la mejor manera el presupuesto disponible. 
Luego de haber identificados aquellos componentes fundamentales, será posible 
para la empresa implementar los mecanismos o acciones de failover 
(conmutación por error). Las tecnologías actuales, pueden hacer que las 
organizaciones tengan copias actualizadas de sus datos en distintos lugares 
geográficamente distantes, garantizando así que el acceso a los datos pueda 
continuar sin interrupción en caso de que una de sus instalaciones tenga 
problemas o falle (un ejemplo de esto es el duplicar los discos en tiempo real a 
través de enlaces de datos o internet). 
En definitiva, considerando el trabajo de Bautista (2014), se define que un Plan 
de Continuidad de Negocio puede ser descrito como una especie de ‘salvavidas’ 
que ayudara a una organización o empresa a continuar ofreciendo sus servicios 
y productos a sus clientes, socios, etc. cuando el desastre haya pasado. 
Para adecuar la disponibilidad de las infraestructuras de tecnología a la criticidad 
del negocio se debe diseñar a medida un plan de continuidad de negocio, que 
contemple los siguientes aspectos: 
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 Políticas de backups y recuperación 
 Gestión de imágenes de servidores 
 Alta disponibilidad (virtualización) 
 Replicación de datos a ubicaciones remotas 
 Clusterización de Servicios Críticos 
 Centro de Respaldo 
De esta forma será posible garantizar tiempos de recuperación justos y 
adecuados a las necesidades de tu negocio (Bautista, 2014). 
 
2.2.4.1 Alta disponibilidad (HA) en la Continuidad del negocio (BC) 
Como se ha mencionado, un aspecto importante de los objetivos de la 
continuidad del negocio para muchos clientes es la alta disponibilidad, 
que es la capacidad de resistir ante todos los cortes de disponibilidad 
(planificados, no planificados y siniestros) y proporcionar un proceso 
continuado a todas las aplicaciones importantes. El objetivo final es 
conseguir que el tiempo del corte de disponibilidad sea inferior al 
0,001% del tiempo total de servicio.  
Las soluciones de alta disponibilidad proporcionan migración tras error 
totalmente automatizada a un sistema de reserva con el fin de 
asegurar un funcionamiento continuado para los usuarios y las 
aplicaciones. Estas soluciones de HA deben suministrar un punto de 
recuperación inmediato y garantizar que el tiempo de recuperación sea 
superior al de una solución no HA. 
Vásquez (2012), en su trabajo “Diseñando Sistemas de Alta 
Disponibilidad y Tolerantes a Fallos”, muestra las distintas formas en 
las que se puede generar la alta disponibilidad en los diferentes 
sistemas de tecnología existentes, basado en ello se puede concluir 
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que las soluciones de alta disponibilidad se pueden personalizar para 
los recursos críticos individuales de un sistema; por ejemplo, para una 
instancia de aplicación específica. Las soluciones de alta 
disponibilidad se basan en la tecnología de clústeres. Puede utilizar 
clústeres para evitar las repercusiones de los cortes planificados y los 
no planificados. Aunque siga teniendo un corte, el funcionamiento de 
la empresa no resultará afectado por él. Clúster es un conjunto de 
sistemas completos interconectados que se emplean como un solo 
recurso unificado. El clúster proporciona un proceso coordinado 
distribuido por los sistemas para suministrar la solución. Esto ofrece 
niveles más altos de disponibilidad, crecimiento horizontal y una 
administración más sencilla de toda la empresa. Una solución 
completa debe estar destinada al entorno operativo, al entorno de 
hospedaje de las aplicaciones, a la aptitud de recuperación de las 
aplicaciones y a las interfaces de usuario, además de proporcionar 
mecanismos de aptitud de recuperación de datos. Los clústeres se 
centran en todos los aspectos de la solución completa. Los servicios 
de recursos de clúster integrados le permiten definir un clúster de 
sistemas y el conjunto de recursos que hay que proteger ante los 
cortes. Los servicios de recursos de clúster detectan las condiciones 
de corte y coordinan el movimiento automático de los recursos críticos 
a un sistema de reserva. 
2.2.5 Alta Disponibilidad 
La alta disponibilidad es la capacidad que tiene un sistema o una red de datos 
de poder continuar operando en caso se presentase alguna interrupción de algún 
componente de la infraestructura, como puede ser equipos de red, cables o 
enlaces de datos, servidores de aplicaciones, etc.  Teniendo en cuenta la alta 
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disponibilidad en nuestra red, se puede lograr la continuidad del negocio, 
evitando así posibles grandes pérdidas de dinero para la organización. Para ello 
se va a definir la alta disponibilidad desde dos puntos importantes cuando se 
hace referencia a la infraestructura de una red, la alta disponibilidad en la 
redundancia de equipos y de enlaces (Vázquez, 2012). 
2.2.5.1 Alta disponibilidad con redundancia de equipos 
Muchos dispositivos de red cumplen una función importante en la 
ubicación en la que se encuentran, siendo así indispensable su trabajo 
para el correcto funcionamiento de la red. Tomando como ejemplo la 
capa CORE del modelo jerárquico de red, que contiene al equipo 
principal de la red, quien es el encargado del procesamiento y rápido 
enrutamiento de los datos entre la red de la organización y cualquier 
punto externo, así mismo se encarga de poder intercambiar los datos 
a altas velocidades entre los distintos equipos de la capa inferior, 
distribución. Entonces si este equipo core fallase, la red de la 
organización tendría un gran problema para continuar operando, 
ocasionando que nadie en la empresa tenga acceso a sistemas 
externos a la organización y probablemente ocasionando también 
perdidas de comunicación entre distintas zonas y/o áreas de la 
empresa. Otro claro ejemplo son las empresas que cuentan con un 
router encargado de su salida hacia internet, quien caso de fallas, 
dejaría a toda la empresa aislada y sin conexión hacia sistemas o 
información ajena a su organización. Para esto se puede usar otro 
equipo de iguales características y configurarlos de tal manera que 
trabajen en cluster, logrando así que en caso de fallas uno de los dos 




 Alta disponibilidad con redundancia de equipos. “Elaboracion propia”. 
2.2.5.2 Alta disponibilidad con redundancia de enlaces 
Dentro de una red de datos también existe el riesgo de que pueda 
fallar un enlace de datos encargado de conectar dos dispositivos de 
red, ocasionando así la perdida de comunicación y aislando algún 
router o switch, causando posiblemente los mismos daños que si 
dejase de funcionar un equipo. Por ejemplo, en cualquier parte de la 
red existe una conexión entre dos equipos y existe la posibilidad de 
que pueda fallar esta conexión causando problemas graves. (Como 
muestra la imagen); sin embargo una estrategia para tener alta 
disponibilidad de enlaces y así evitar ser perjudicados por esta falla de 
cableado seria redundar dicho cable para así soportar la comunicación 
por un segundo enlaces, como se muestra en la siguiente imagen. Sin 
embargo para la redundancia de enlaces hay que tener en cuenta 
muchos aspectos, los cuales van a ser explicados en su totalidad en 
















DESARROLLO DE LA SOLUCION 
3.1 Tecnología de redundancia de equipos de comunicación. 
3.1.1 Infraestructura de switch actual 
En esta sección se va a revisar la infraestructura existente en las capas del 
diseño de la red que es de mayor interés, core y distribución, con el fin de poder 
considerar el modelo y marca de los equipos para ser más precisos con la 
elección de la tecnología de HA y redundancia que se usara.  
Se debe recordar que existen muchas tecnologías que realizan estas funciones, 
esto varía principalmente por el tipo de fabricante y también por el modelo de los 
equipos, haciendo que esto haga elegir una u otra alternativa. 
A continuación se presenta el inventario de equipos perteneciente a las capas 
core y distribución. 
Se puede ver en la tabla 4, que lista los dos equipos switch principales de la red, 
que tienen por fabricante a la empresa Cisco Systems. Se aprecia también que 
el modelo de dichos equipos es: Cisco Catalyst C6807-XL.  
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En la tabla 5, inventario de equipos distribución, se encuentra que cuenta con 4 
equipos de la marca Cisco, cuyo modelo es: Cisco Catalyst  WS-C4506. 
Por lo tanto, se puede afirmar que la empresa tiene como buena práctica usar 
sus dispositivos de un solo fabricante, lo cual es recomendado para las redes de 
este tipo. Por lo tanto, estas características permiten afinar la elección de la 








Tabla 4. Inventario de equipos core 
 
ITEM FABRICANTE FAMILIA Modelo CLASE SERVICIO CRITICIDAD ESTADO AMBIENTE 
1 CISCO SWITCH WS-C4506-E MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
2 CISCO SWITCH WS-C4506 MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
3 CISCO SWITCH WS-C4506 MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
4 CISCO SWITCH WS-C4506 MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
5 CISCO SWITCH WS-C4506 MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
6 CISCO SWITCH WS-C4506 MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
7 CISCO SWITCH WS-C4506 MULTILAYER DISTRIBUCION MEDIA OPERATIVO PRODUCCTIVO 
Tabla 5. Inventario de equipos distribución 
ITEM FABRICANTE FAMILIA Modelo CLASE SERVICIO CRITICIDAD ESTADO AMBIENTE 
1 CISCO SWITCH Chassis 1 C6807-XL MULTILAYER CORE ALTA OPERATIVO PRODUCCTIVO 
2 CISCO SWITCH Chassis 2 C6807-XL MULTILAYER CORE ALTA OPERATIVO PRODUCCTIVO 
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La información mostrada en las tablas 4 y 5, contienen solamente los datos 
necesarios para el desarrollo del presente proyecto, algunos campos no son 
mostrados por contener y ser información perteneciente a la empresa 
(series, direccionamiento ip, etc.). 
3.1.2 Elección de la tecnología. 
Como se ha mencionado en la sección anterior, la búsqueda de la tecnología de 
redundancia y HA está directamente relacionada con la infraestructura de la 
empresa. Según el inventario analizado, se afirma que el cliente tiene unificada 
su infraestructura con el fabricante Cisco. 
Por lo tanto las opciones con las que se cuenta son las siguientes tecnologías, 
de las cuales se ha hablado con más detalle en los capítulos anteriores. 
 HSRP - Cisco Proprietary 
 VRRP - IEEE standard 
 GBLP - Cisco Proprietary 
 VSS - Cisco Proprietary 
De estas opciones, se discierne en base al modelo de los equipos involucrados 
en el diseño de HA y redundancia, el cual es: Cisco Catalyst C6807-XL. 
La tecnología Virtual Switching System (VSS), fue desarrollada por Cisco y es 
una tecnología de virtualización de sistemas de red que agrupa a varios switches 
Cisco en un switch virtual, aumentando la eficiencia operativa y aumentando 
también el ancho de banda del sistema, esta tecnología es permitida únicamente 
por los siguientes modelos: Catalyst 4500, 6500 y 6800. 
La tecnología VSS presenta muchas ventajas al ser aplicadas en los modelos 
para los cuales fue desarrollado. A continuación se detalla las ventajas por las 
que se optó elegir esta tecnología: 
VSS aumenta la eficiencia operativa simplificando la red, reduciendo la 
sobrecarga de gestión de switches en al menos el 50 por ciento. 
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 Punto único de administración, dirección IP e instancia de enrutamiento para 
el switch virtual Cisco Catalyst 6800 
– Archivo de configuración único y nodo a administrar. Elimina la necesidad 
de configurar los switches redundantes dos veces con políticas idénticas. 
– Sólo es necesario una dirección IP de gateway o puerta de enlace por 
VLAN, en vez de las tres direcciones por VLAN que se utilizan 
actualmente. 
– Elimina la necesidad de protocolo HSRP, VRRP y GLBP. 
 Multichassis EtherChannel (MEC) es una tecnología multicapa de capa 2 que 
crea topologías sin bucles, debido a que elimina la dependencia o necesidad 
de Spanning Tree Protocol, que aún puede activarse para protegerse 
estrictamente contra cualquier configuración incorrecta del usuario. 
 Opciones de despliegue flexibles. Los dos switches físicos están conectados 
con interfaces estándar de 10 Gigabit Ethernet y, como tal, pueden ubicarse 
a cualquier distancia basada en la limitación de distancia de la óptica 10 
Gigabit Ethernet elegida. Por ejemplo, con la óptica Gigabit Ethernet X2-
10GB-ER 10, los conmutadores pueden ubicarse a una distancia de hasta 
40 km. 
Para terminar con los requisitos necesarios para implementar VSS, los equipos deben 
contar con las supervisoras que soporten esta tecnología.  
Los 4 modelos de supervisoras Engine que soportan VSS son: 
– VS - S2T - 10G 
– VS - S2T - 10G - XL 
– VS - S720 - 10G - 3C 
– VS - S720 - 10G - 3CXL 
A continuación se muestra el IOS y el modelo que poseen los equipos switch, es el VS-
S2T-10G, que es uno de los modelos permitidos para el VSS. 
 




 Cisco IOS Software. “Elaboración propia” 
Por lo tanto, en resumen y tras mostrar, al inicio de esta sección,  las ventajas del VSS 
sobre las demás opciones  y el tipo de infraestructura que poseen los equipos switch, 
se concluye en que la tecnología elegida es: Virtual Switching System (VSS), ya que es 
la que calza perfecto para la realidad de la red dentro de la empresa.  
La siguiente tabla muestra los requisitos necesarios para poder hacer uso de esta 
tecnología. Se muestra también que son aspectos que la red de comunicaciones de la 
empresa los cumple. Entonces, de lo analizado en esta y la sección anterior, el VSS es 
una tecnología creada especialmente para escenarios con características puntuales, 
características que se cumplen en el caso analizado.  
Requisitos 
Necesarios 




Principal proveedor: Cisco 
Ver Tabla 4. Inventario de equipos core 
Modelo:  
Cisco 4500 Catalyst 
Cisco 6500 Catalyst 
Cisco 6800 Catalyst 
 Cumple. 
6800 Catalyst. 







Supervisora: VS-S2T-10G  





Ver Figura 17. Cisco IOS Software. 




3.2 Protocolo de redundancia de enlaces. 
3.2.1 Infraestructura de switch actual 
Como se mostró en la sección anterior, la infraestructura de red está basada en 
equipos de comunicación Cisco, tanto en la capa core, como en la capa 
distribución. 
Se implementara la tecnología VSS para armar el cluster de redundancia entre 
los dos switch core, al elegir la tecnología se menciona  las ventajas más 
resaltantes, una de esas ventajas es que permite crear topologías sin bucle, 
eliminando la necesidad de usar spanning-tree, gracias a la tecnología MEC 
(Multichassis Ethernet channel). Esta tecnología brinda ventajas como: 
– Mitigar el riesgo de posibles loop en la red de comunicaciones. 
– El ancho de banda es aumentado de los enlaces. 
– Redundancia de enlaces. 
 
3.2.2 Elección de la tecnología. 
Un MEC (Multichassis Ethernet channel) es un etherchannel normal con puertos 
físicos que se encuentran en los dos equipos chasis del VSS. Un MEC es capaz 
de conectar a elementos de red que soporte Etherchannel (ejemplo: servidores, 
hosts, router, switches, etc.). 
Como se ve en la siguiente figura, el dispositivo que se conecta al VSS cuenta 
con 4 enlaces de su lado, se puede apreciar que se conectan dos enlaces al 
switch 1 y otros dos enlaces al switch2, esto es lo que se recomienda, debido a 




A partir de este punto, dentro del cluster se asocia los cuatro puertos a un solo 
puerto lógico llamado port-channel, haciendo que los 4 enlaces se encuentren 
activos y sumando sus capacidades.  
Esto permitirá tener redundancia de enlace, si alguno de los 4 enlaces fallara, 
aun existirá conectividad por los otros 3 enlaces. Es más, si uno de los dos 
switch fallara, existirá conectividad por los dos enlaces restantes. Con esta 
combinación del cluster de switch y enlaces asociados, se genera una 
topología de alta disponibilidad y redundancia. 
 
 Topología MEC. Por Cisco System (2016). 
En la imagen siguiente, se ve  un ejemplo real de un MEC, donde se creó un 
port-channel 1, quien tiene asociado las interfaces Gi2/4 y Gi2/5. Se ve que 
las dos interfaces tienen un ancho de banda (BW) de 1Gbit (1000000Kbit), 
mientras que el port-channel 1 tiene un BW de 2Gbit (2000000 Kbit) 
.  
 Ejemplo MEC. “Elaboración propia”. 
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3.3 Diseño lógico de la capa principal 
Teniendo en consideración lo desarrollado y explicado en las secciones anteriores, 
se va a realizar un diseño lógico de la red de comunicaciones considerando los 
aspectos y características mencionados. 
Se sabe que en las capas que son de interés para el informe desarrollado (aquellas 
involucradas con el mejoramiento del diseño) se cuenta con 13 equipos cisco, 2 de 
ellos son de la capa core y los 11 restantes son de la capa distribución. 
 
En la siguiente imagen se aprecia el diseño actual, donde los dos core trabajan de 
manera independiente, el core1 es el STP root para todas las vlan y se puede ver 
que los enlaces redundantes de cada equipo de distribución se encuentran 
bloqueados por el protocolo STP, esto es una característica normal de STP con el 
fin de evitar bucles en la red. 
Se ve que cada equipo de distribución cuenta con dos enlaces hacia la capa core, 
estas conexiones son iguales en los 11 equipos de distribución a lo largo del campus. 
 
 Diseño de red Actual. “Elaboración Propia” 
Tras aplicar la tecnología VSS y el protocolo MEC, como ya se ha mencionado, se 
tiene ahora una topología libre de bucles y altamente redundante. A continuación se 
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aprecia la topología de red mostrando las conexiones y equipos físicos. Se ve como 
ya los enlaces que salen de cada distribución, se encuentran activos porque son 
configurados dentro de un port-channel (LACP o PAgP) y esto es debido a que los 
dos switch core ahora forman parte de un solo cluster. 
 
 Diseño de VSS – vista física. “Elaboración Propia” 
Finalmente, se diseña la topología de red de una manera lógica, para mostrar el 
comportamiento virtual de la red, si bien es cierto los diseños físicos son importantes 
para poder entender y realizar el troubleshooting, el diseño lógico también ayudara 
a interpretar mejor la situación y el crecimiento de la red.  
En la siguiente figura se muestra el diseño lógico de la red, lógicamente se tiene un 




 Diseño de VSS – vista lógica . “Elaboración Propia” 
 
3.4 Diseño de la configuración y las plantillas de comandos. 
Los dos switches core trabajan en modo standalone, que es el modo de 
funcionamiento predeterminado (trabajan independientemente). Con el modo VSS 
se combinara los dos switches independientes en un virtual switching System (VSS), 
que funciona en modo VSS. En este capítulo se desarrollan los comandos 
necesarios para poder  armar el cluster con los dos switches y formar los port-
channel con el fin de alcanzar nuestro objetivo de HA y alta redundancia 
Para convertir dos chasis standalone en un VSS, se van a realizar las siguientes 
actividades principales: 
– Guardar los archivos de configuración antes del VSS. 
– Configurar SSO y NSF en cada chasis. 
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– Configurar cada chasis como un VSS. 
– Convertir a un VSS. 
– Configurar la información del peer VSL. 
3.4.1 Realizar un backup de la configuración inicial. 
Es necesario guardar los archivos de configuración de ambos chasis. Estos 
archivos son necesarios para volver al modo standalone desde el modo VSS en 
caso de ser necesario. Esto debe ser realizado tanto en el Switch1, Como en el  
Switch2. 
3.4.2 Asignar dominio virtual de switch y número de switch. 
Es necesario asignar los números de dominio de switch virtual, se debe 
configurar el mismo número de dominio virtual en ambos switches. El dominio 
virtual es un número entre 1 y 255 y debe ser único para cada VSS en su red. 
En el VSS, se debe configurar un chasis para que sea el switch número 1 y el 
otro chasis para ser el switch número 2. 
El número de switch no es almacenado ni visualizado en el startup o running 
config, porque ambos switch usan el mismo archivo de configuración, aun así los 
dos chasis deben tener distinto número de switch. 
3.4.3 Configurando los port-channel VSL. 
El VSL es configurado con un único port-channel en cada chasis. Durante la 
conversión, el VSS configura ambos port-channel en el chasis activo. A 




3.4.4 Configurando los puertos VSL 
A continuación se agrega los puertos VSL físicos al port-channel. En el ejemplo 
siguiente, los puertos Ethernet de 10 Gigabits 5/4 y 5/5 en el Switch 1 están 
conectados a puertos Ethernet de 10 Gigabit 5/4 y 5/5 en el Switch 2. Para 
aumentar la redundancia del VSL, se configura el VSL con al menos dos puertos 
por chasis. Para la redundancia de módulos, los dos puertos pueden estar en 
diferentes módulos de switch en cada chasis. 
3.4.5 Configurando Dual-Active Detection. 
Esta es una función importante de VSS porque evita que ambos chasis se 
activen en caso de que falle el enlace VSL. 
Los dos chasis de un cluster VSS están conectados por un VSL (virtual switch 
link). Si el chasis que se encuentra en standby detecta una pérdida completa del 
VSL, asume que el chasis activo ha fallado y se tomara el rol de activo en su 
lugar. Sin embargo, si el enlace VSL ha fallado pero el chasis activo sigue 
funcionando, esto puede resultar en que ambos chasis estén en estado activo. 
Con ambos chasis activos enrutando paquetes y conectados a switches vecinos, 
se pueden producir inconvenientes en la red. 
Dual-Active Detection puede ser configurada para evitar que esto suceda (esto 
es altamente recomendado). Para lograr esto, se establece un medio de 
comunicación entre ambos chasis VSS fuera del enlace VSL. Si el chasis de 
espera se activa (normalmente por pérdida del VSL), el chasis activo será 
informado y entrará en modo de recuperación (recovery-mode). En este modo, 
todos los puertos excepto los puertos VSL se apagan. Al ver que los puertos VSL 
vuelven a estar activos, el chasis se reiniciará y cargara con el rol de standby 
con todos sus puertos encendidos. 
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A continuación los dos modos más seguros y actuales de configurar el dual-
active Detection: 
Detección: Enhanced PAgP Dual-Active: Un switch de distribución conectado a 
ambos switches core (cluster) se encargara de informar a ambos switches que 
un escenario dual-active se ha presentado. 
 
Detección: Fast Hello Dual-Active Detection: Fast Hello se puede configurar en 
cualquier par de puertos conectados a cada uno de los 2 chasis VSS. Para 
nuestro caso, se usa la conexión entre los puertos Gi1/2/1 y G2/2/1. 
Para nuestro caso, se está implementando ambos métodos para tener una 
redundancia superior. 
3.4.6 Convertir los chasis a modo VSS. 
La conversión al modo VSS requiere un reinicio para ambos chasis. Después del 
reinicio los comandos que especificaban las interfaces con el modulo y numero 
de puerto (Te 1/2) ahora incluyen el número de switch. Por ejemplo si perteneces 
al primer switch: Te 1/1/2; si perteneciera al segundo switch: Te 2/1/2. 
3.4.7 Mostrando información del VSS. 
Luego del reinicio el VSS se ha formado, se puede comprobar gracias al uso de 
algunos comandos que muestran el estado de cluster. 
Comando: show switch virtual 
Muestra el dominio y numero de switch virtual, además del rol de cada chasis 
Comando: show switch virtual role  
Muestra el role, numero de switch y prioridad para cada chasis en el VSS. 
Comando: show switch virtual link  
Muestra el status del VSL 


















Luego de la implementación se logró aumentar la disponibilidad y redundancia de la 
capa core de la red de comunicaciones gracias a la tecnología Cisco Virtual 
Switching System (VSS). Esto garantiza que los servicios continúen operando a 
pesar de que se presenten paradas o desastres en componentes, switches (core) 
y/o en enlaces principales.  A continuación se detallan los resultados obtenidos: 
– Principalmente se logró mitigar el riesgo de la indisponibilidad de la red en el 
posible caso de que falle uno de los equipos switch pertenecientes al cluster 
formado. 
Durante la implementación se realizaron las pruebas de disponibilidad del 
cluster, forzando los posibles escenarios de fallas que se puedan presentar para 









Primer escenario: caída del switch activo: 
El switch 2 detecta que el switch 1 ha fallado gracias al virtual switch link (VSL) 
que conecta a ambos switch y por donde se intercambia datos de sincronización 
y tráfico de data. Al apagar el chasis 1, el switch 2 detecta que las interfaces que 
pertenecen al VSL se han apagado y comienza el SSO switchover y asume el 
rol de activo 
 
 Falla el switch principal. “Elaboración propia” 
 
Durante la transición, hay una interrupción de tráfico ya que debe transitar fuera 
del chasis fallido. La duración de la interrupción es el tiempo que dura la 







Cuando el switch core 2 termina de realizar la transición de rol, el control plane 
y el data plane se encuentran en estadio activo. A continuación se muestra el 
estado actual de la capa core tras este escenario. 
 
 Nuevo switch principal. “Elaboración propia” 
Segundo escenario: caída del switch standby: 
Para esta prueba se apagó el chasis 2, para simular una caída completa del 
equipo y evaluar su comportamiento.  
Se comprueba antes del apagado que existen los roles active y standby en el 
cluster: 
 
 Roles antes del Reinicio del chasis 2. “Elaboración propia” 
Como se aprecia en la imagen anterior, el cluster se encuentra correctamente 




Se procede a apagar el switch 2, para simular fallas en el chasis: 
 
 Falla el switch standby. “Elaboración propia” 
El switch 1 detecta por el VSL que el switch 2 ha fallado, se observa que las 
interfaces pertenecientes al port-channel del VSL cambian al estado down y del 
mismo modo todos los slots pertenecientes al switch dos van pasando a estado 
down. 
A continuación se muestran los registros que el switch 1 recopila al simular este 
escenario: 
 
Tabla 7. Registros en el switch principal. “Elaboración propia” 
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Luego del apagado, se puede apreciar que solo existe el switch activo y que el 
rol de standby ya no está presente ya que no existe en el cluster. 
 
 Roles después del reinicio del chasis 2. “Elaboración propia” 
En esta prueba no se observó ninguna interrupción del servicio, el cluster soporto 
la caída de manera transparente para el resto de la red. Los equipos de 
distribución tampoco se vieron afectados, ya que aún continúan conectados por 
el enlace redundante.  
Durante el corte se monitoreo a través de ICMP, una de las vlan configuradas en 
el cluster, tampoco se presenció intermitencia en la conectividad: 
 




 Prueba en el apagado de chasis 2. “Elaboración propia” 
Tercer escenario: caída del VSL: 
Como tercera prueba se plantea el escenario en el que el VSL (compuesto por 
dos fibras monomodo) fallase.  
 
 Falla de VSL. “Elaboración propia” 
Para simular esto, se procede a desconectar físicamente las fibras, el chasis 
activo detecta que el VSL no funciona y asume que el chasis 2 ha fallado. Desde 
la perspectiva del chasis 2 también asume que el chasis 1 ha fallado, por lo que 
empieza el SSO switchover para asumir el rol de activo. Este escenario es 
conocido como dual-active donde ambos switches se encuentran en activo y 
puede ocasionar efectos adversos a la topología de red y al tráfico. 
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Sin embargo, como ya se mencionó, se tiene configurado el método fast hello en 
la interface la interface Gi1/2/1. Entonces cuando detecte la condición dual-
active, el chasis activo entra en un modo recovery y apaga todas sus interfaces 
excepto el VSL, esto con el fin de evitar problemas en la red por existir dos 
equipos en activo. 
 
 Modo recovery. “Elaboración propia” 
A continuación se muestra los mensajes del chasis activo donde se muestra que 
ha detectado un escenario dual-active y procede a cambiarse de modo active a 
mode-recovery: 
 
Tabla 8. Registros en el switch activo (mode-recovery). “Elaboración propia” 
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De igual manera, el chasis 2 detecta que el escenario dual-active ha ocurrido, 
como lo muestra los siguientes registros: 
 
Tabla 9. Registros en el switch standby (dual-active). “Elaboración propia” 
Si se comprueba el estado del cluster, se puede afirmar que el switch 2 ahora 
tiene el rol de activo y el switch 1 no forma parte del cluster:k 
 
Tabla 10. Estado del switch 2 (activo). “Elaboración propia” 
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El chasis 1 luego de ponerse en modo-recovery procederá a reiniciarse para 
poder incorporarse de nuevo al cluster. Luego de encender, el chasis 1 tomara 
el rol de standby. 
Se comprueba entonces que en este escenario el cluster responde de manera 
correcta, logrando que la disponibilidad de la red se mantenga, los switches de 
distribución aún se encuentran conectados al cluster gracias a los enlaces 
redundantes y el problema con el VSL fue trasparente para ellos. 
 




– Se mitigo también la generación de posibles bucles por los enlaces redundantes, 
ya que ahora se pudo unificar los enlaces como un solo enlace lógico y tras la 
caída de un switch core o enlace de fibra hacia el core, los switch de distribución 
no se ven afectados. 
A continuación se explica las pruebas realizadas a los enlaces redundantes, con 
el fin de poner a la red en problema real con la fibra: 
Rotura o falla de un enlace de fibra: Se desconectó físicamente uno de los 
enlaces que conectan al cluster, con el fin de simular problemas con dicha fibra. 
 
 Caída de enlace uplink. “Elaboración propia” 
Para el switch de distribución se presenta la caída de uno de los enlaces al 
cluster y se comprueba que la conectividad no se ve afectada debido a que se 
usa el segundo enlace redundante. 
En la siguiente imagen se ve que el switch de distribución se conecta al cluster 




 Conexiones del switch de distribución. “Elaboración propia” 
Se simula la caída de la interface, desconectando el enlace conectado a la 
interface Gi2/1 y se puede ver en la siguiente imagen que efectivamente, la 
interface Gi2/1 dejo de pertenecer al Po2 y dejo de ser un puerto troncal.  
 
 Caída de la conexión al cluster. “Elaboración propia” 
Sin embargo, no se presentó perdidas de conectividad ni latencia, debido a que 
la comunicación se encuentra establecida por el enlace redundante que aun 
pertenece al port channel 2, que es el puerto Gi3/6. 
 
 Prueba de ICMP al switch de distribución. “Elaboración propia” 
– Enlaces fusionados lógicamente. Se aumentó el ancho de banda sumando 
sus capacidades, en otras palabras, la conexión entre las capas core-distribución 
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tienen enlaces de mayor capacidad gracias al balanceo que existe por la 
tecnología Multichassis EtherChannel implementada. 
En la imagen siguiente, se ve un ejemplo real de un MEC, donde se creó un port-
channel 1, quien tiene asociado las interfaces Gi2/4 y Gi2/5. Se ve que las dos 
interfaces tienen un ancho de banda (BW) de 1Gbit (1000000Kbit), mientras que 
el port-channel 1 tiene un BW de 2Gbit (2000000 Kbit) 
.  
 BW  de un MEC etherchannel. “Elaboración propia” 
– Gestión del switch: Debido al cluster VSS formado, se simplifica la 
administración de los switches core, debido a que ahora con una sola dirección 
IP es posible administrarlo ya que son un cluster lógico. Ahora se cuenta también 
con un solo archivo de configuración, esto evita tener que replicar en cada equipo 
core las configuraciones que con el tiempo se vallan agregando.  
En la siguiente imagen se puede ver que el switch es un cluster, que el switch 
local está en modo activo y el remoto es el switch 2; ambos gestionados desde 
una sola consola. 
 




Gracias a que lógicamente ahora son un solo switch, se necesita una única 
dirección IP por cada VLAN, en vez de tener una IP por cada vlan, por lo tanto 
ya no se tiene la necesidad de usar protocolos FHRP para la alta disponibilidad. 
Con respecto al monitoreo y control de equipos, desde las herramientas de 
administración y monitoreo solo se gestiona un solo equipo (cluster), esto facilita 
la revisión de alertas y reportes. 
A continuación se muestra una imagen de la herramienta de monitoreo, donde 
se aprecia que dicha herramienta también reconoce ambos switches como un 
único cluster, una sola dirección IP y ambos roles. 
 











4.2 Indicadores de los resultados. 
En esta sección se procede a detallar los indicadores en los cuales se basa el 
presente informe de suficiencia profesional. Se cuenta con cinco indicadores con 
escala de medición nominal y solo un indicador ordinal. En la siguiente tabla, se 
muestran y definen dichos indicadores detallando la escala de medición, la meta 
propuesta, la escala de medición y sobre todo se evidencia, en base a las pruebas 
y correctos resultados mostrados en la sección anterior, el porcentaje de resultado 
alcanzado por cada indicador. 











Capacidad de la capa core de seguir 
operando por más que se presente 
alguna parada, prevista o no, de 




100% Nominal Logrado 100% 
Redundancia 
de los enlaces 
redundantes  
Capacidad de continuar 
transmitiendo información entre 
capas (core - distribución) pese a 
que uno de los enlaces 
redundantes (fibra) deje de 




100% Nominal Logrado 100% 
Gestión y 
configuración 
de la capa 
core. 
La configuración y revisión de 
errores es más fácil para los 
administradores de red ya que 





100% Nominal Logrado 100% 
Monitoreo de 
los switch 
La capacidad de mejorar la 
visibilidad de alertas y monitoreo 





100% Nominal Logrado 100% 
Satisfacción 
del cliente. 
La satisfacción y seguridad que 
siente el personal de TI debido a 
que ahora cuentan con un diseño 






100% Ordinal Bastante 93% 
     TOTAL 99% 
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A continuación se detalla las estadísticas de los resultados tras las encuestas 
realizadas a las áreas especializadas de TI (tecnología de la información), con el fin 
de evaluar su criterio, apreciación y satisfacción tras ser partícipes de las pruebas 
realizadas al finalizar la implementación del diseño de redundancia y alta 
disponibilidad. (Ver detalle de la encuesta en ANEXOS). 
El total de profesionales relacionados directamente a TI consta de 40 personas, que 
son las que se encargan de gestionar, administrar y lidiar con todos los temas 
relacionados a tecnología de la información, desde sus diferentes áreas y sistemas. 
Se dividen según las siguientes áreas: 
Área Cantidad 
Gerencia y Analistas de Red. 10 
Gerencia y Analistas de Seguridad de la Información. 5 
Sistemas Especiales (Control de acceso, CCTV, 
perifoneo, etc.) 
7 
Administradores de red 10 




Tabla 12. Áreas de TI. “Elaboración propia” 
El resultado de las encuestas mencionadas se detalla a continuación: 
a) El uso de un diseño de alta disponibilidad influye positivamente frente a un 
problema de continuidad de los equipos CORE de la red de la empresa TIAJC. 
El resultado de los ítems 1, 2, 3, 4, es el siguiente:  
Ítem 1. ¿Considera Ud. Que la red cuenta con un diseño de HA en la capa 
principal? 
 
Tabla 13. Encuestados - existe un diseño HA. “Elaboración propia” 
Consideran o no que 
existe un diseño HA 
TOTAL PORCENTAJE 
Si 40 100.00% 
No 0 0.00% 




 Encuestados -  existe un diseño HA. “Elaboración propia” 
Ítem 2. ¿Actualmente en caso de que falle un switch core, el segundo core es capaz 
de respaldar toda la red? 
Consideran o no que solo 
un SW soportara la red. 
TOTAL PORCENTAJE 
Si 39 97.50% 
No 1 2.50% 
TOTAL 40 100% 
Tabla 14. Resultado item2. “Elaboración propia” 
 
 





















Tabla 15. Resultado item3. “Elaboración propia” 
 
 Resultado item3. “Elaboración propia” 
 
Ítem 4. ¿Ud. cree que fue necesario realizar un diseño de alta disponibilidad para 
garantizar el funcionamiento y continuidad de la capa core de la red de datos? 
Consideran que actualmente 
se unen las capacidades de 
ambos SW. 
TOTAL PORCENTAJE 
Si 36 90.00% 
No 4 10.00% 
TOTAL 40 100% 




Consideran que se aprovecha el 
uso de 2 SW core al maximo.
Si No
Consideran que se 
aprovecha el uso de 2 
SW core al máximo. 
TOTAL PORCENTAJE 
Si 39 97.50% 
No 1 2.50% 




 Resultado item4. “Elaboración propia” 
Análisis: Según la tabla 8 y la gráfica 43, se puede apreciar que del total de la  
población, el 100% de profesionales de tecnología e información (TI) afirman que 
tras la implementación cuentan con un diseño de alta disponibilidad.  
Así mismo, se puede comprobar con los resultados del ítem 2 que en caso falle un 
equipo core, la red puede ser respaldada por solo un equipo, confirmándonos así 
que ahora si se está aprovechando al máximo ambos equipos core que se tienen 
actualmente (tal y como muestran nuestros resultados del ítem 3). Por lo tanto se 
comprueba que luego del desarrollo de la solución se generó redundancia y alta 
disponibilidad en la capa core de la red (como muestran los resultados del ítem 4). 
b) El uso de un diseño de alta disponibilidad influye positivamente en el 
aprovechamiento y aumento de capacidades de los enlaces que conectan a los 
equipos de distribución de la red de la empresa TIAJC. 
Ítem 5. ¿Actualmente los switches core usan los dos enlaces físicos que conectan 
al switch de distribución, fusionando sus capacidades? 
Consideran que actualmente 
se unen las capacidades de 
ambos SW. 
TOTAL PORCENTAJE 
Si 36 90.00% 
No 4 10.00% 
TOTAL 40 100% 





Consideran que actualmente se 





 Resultados ítem5. “Elaboración propia”. 
 
Ítem 6. ¿Considera que fue una buena práctica usar la tecnología port-channel para 
los enlaces que unen al switch de distribución con el fin de fusionar lógicamente sus 
capacidades? 
Consideran que fue factible 
usar la tecnología port-
channel en ambos SW. 
TOTAL PORCENTAJE 
Si 39 97.50% 
No 1 2.50% 
TOTAL 40 100% 
Tabla 18. Resultados item6. “Elaboración propia”. 
 





Consideran que actualmente se unen las 






Consideran que fue factible usar la 




Análisis: La tabla y el grafico del ítem 5 confirma que ahora si se está aprovechando 
la capacidad de ambos enlaces que conectan a los dos switches core esto fue 
mostrado en la sección anterior en las pruebas de los resultados y es aceptado y 
corroborado por el personal de TI. Esto por evitar un posible bucle o loop, 
bloqueando el funcionamiento de uno de los dos enlaces. Esto se logró con el uso 
de la tecnología port channel (resultados del ítem 6), que es parte del diseño de alta 
disponibilidad realizado. 
 
c) El uso de un diseño de alta disponibilidad influye positivamente en el balanceo 
de la carga de trabajo entre los equipos CORE de la red de la empresa TIAJC. 
Ítem 7. ¿Es consciente de que ahora la carga de trabajo es distribuida entre ambos 




Tabla 19. Resultados item7. “Elaboración propia” 
 






Consideran que la carga de trabajo 
se distribuye en ambos SW.
Si No
Consideran que la carga de 
trabajo se distribuye en ambos 
SW. 
TOTAL PORCENTAJE 
Si 39 97.50% 
No 1 2.50% 
TOTAL 40 100% 
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Análisis: Los resultados del ítem 7 muestra que actualmente ambos switches core, 
procesan la carga de procesamiento en conjunto como un cluster, algo que se logró 
gracias al diseño de alta disponibilidad, permitiendo que ambos switches físicos 
trabajen como un solo switch de manera lógica, compartiendo así todos sus recursos 
para poder procesar y distribuir la carga de trabajo entre ambos switches.  
 
d) El uso de un diseño de alta disponibilidad influye positivamente en la gestión y 
el mantenimiento de los equipos CORE de la red de la empresa TIAJC. 
Ítem 8. ¿La gestión de los equipos se realiza desde un solo punto de administración? 
Consideran que la gestión de los 
equipos core, se realiza hacia un 
solo punto de administración. 
TOTAL PORCENTAJE 
Si 40 100.00% 
No 0 0.00% 
TOTAL 40 100% 
Tabla 20. Resultados item8. “Elaboración propia”. 
 
 Resultados item8. “Elaboración propia”. 









Consideran que la gestión de los equipos core, se 
realiza hacia un solo punto de administración.
Si No
Consideran que el monitoreo y 
troubleshooting se realiza hacia 
una sola dirección IP. 
TOTAL PORCENTAJE 
Si 40 100.00% 
No 0 0.00% 




 Resultados ítem8. “Elaboración propia”. 
Análisis: Como se muestra en los resultados de ambos ítems 8 y 9; la gestión de la 
capa core ha mejorado, facilitando la administración en el monitoreo y el 
troubleshooting (resolución de problemas). Esto confirma que con el diseño de alta 
disponibilidad mejorara esta característica, administrando solo un equipo lógico 
(unión lógica de ambos switches core), de la misma forma será una gran ventaja en 
la resolución de problemas o configuraciones, ya que solo se realizará hacia un solo 
equipo y no a cada uno de ellos por separado, ahorrando tiempo y comodidad a los 
gestores.  
 
e) El uso de un diseño de alta disponibilidad influye positivamente en el grado de 
satisfacción del personal de TI con respecto al sistema de redundancia de los 











Consideran que el monitoreo y 





Ítem 10. ¿Esta Ud. satisfecho tras la implementación sabiendo que si un equipo core 





Tabla 22. Resultados item10. “Elaboración propia”. 
 
 Resultados item10. “Elaboración propia”. 
 
Ítem 11. ¿Cree Ud. que el nuevo diseño de la topología de red, garantizara la 












Satisfacción de saber que si 1 SW cae, 
gran parte de la red fallara.
Muy poco Poco Bastante Mucho
Satisfacción de saber que si 1 
SW cae, gran parte de la red 
fallara. 
TOTAL PORCENTAJE 
Muy poco 0 0.00% 
Poco 0 0.00% 
Bastante 1 2.50% 
Mucho 39 97.50% 
TOTAL 40 100% 
Creen que la continuidad del 
negocio se garantiza con el 
diseño implementado. 
TOTAL PORCENTAJE 
Muy poco 0 0.00% 
Poco 0 0.00% 
Bastante 3 7.50% 
Mucho 37 92.50% 




 Resultados item11. “Elaboración propia”. 
 
Análisis: Como se muestra en los resultados de ambos ítems 10 y 11; los 
profesionales de TI, se encuentran satisfechos en su totalidad siendo conscientes 
que la continuidad del negocio no corre riesgo debido a que si uno de los dos switches 
core falla, gran parte de la red será soportada por el equipo restante Por lo tanto se 
confirma que la satisfacción del personal de TI aumentó con el diseño de alta 





Creen que la continuidad del negocio se 
garantiza con el diseño implementado.
Muy poco Poco Bastante Mucho
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4.3 Mejoras tras la implementación 
Basado en los resultados mostrados e indicadores analizados, se afirma que el 
escenario sin la solución planteada en el presente proyecto, mostraba un riesgo 
mayor en cuanto a la posible indisponibilidad de los servicios que la red brinda, como 
por ejemplo cámaras de seguridad, sistemas de pago (pos), monitores inteligentes 
con información de viajes, servidores de aplicaciones y base de datos, etc. 
 
 Servicios no disponibles. “Elaboración propia” 
Los clientes tenían problemas de desconexión de sus servicios, ocasionando 
malestar en ellos y recurrentes llamadas hacia las áreas de TI quienes son 
encargados de administrar la red de comunicaciones. 
Dichos incidentes de disponibilidad de los servicios se ocasionaban debido a que 
constantemente existen trabajos en la red de comunicaciones; trabajos como por 
ejemplo, agregación de nuevos dispositivos de red, agregación de nuevos enlaces, 
configuraciones adicionales en la red, etc. Esto siempre está sujeto a errores ya sea 
de hardware o errores humanos, que ocasionaban que la red demore en reaccionar 
debido a que no se contaba con un diseño de alta redundancia en la capa core y 




 Trabajos de red. “Elaboración propia” 
 
Tras aplicar la solución de redundancia, se logra disminuir estas incidencias de 
disponibilidad en los servicios del cliente, ya que, en base a los resultados y el 
cumplimiento de los indicadores propuestos, es posible afirmar que ahora por más 
que existan problemas de hardware o de administración que puedan causar la caída 
de algún equipo core o enlace redundante, la red se mantiene operando gracias al 
nuevo diseño desarrollado que involucra la creación de un cluster en la capa core y 
la habilitación en redundancia de los enlaces de fibra hacia los equipos distribución. 
 
4.4 Aporte a la ingenieria de redes y comunicaciones  
Desde hace mucho tiempo, la ingenieria ha estado presente en la humanidad con el 
fin de ayudarnos a evolucionar y crecer, se pudo presenciar desde las herramientas 
creadas de piedras o el fuego usado por los primeros hombres para poder generar 
calor hasta la invención del transporte, electricidad y el internet.  
La ingenieria siempre ha buscado facilitarnos las cosas (actividades, oficios, etc.) 





 La ingenieria y el hombre. “Elaboración propia” 
De igual forma, en nuestros tiempos es necesario utilizar la ingeniera en aquellos 
campos y oficios más desarrollados, como es el caso de la tecnología en las 
empresas. La tecnología ha facilitado a las organizaciones poder crecer de una 
manera adecuada, pudiendo tener sus datos e información disponible en cada 
momento, tanto así que si la tecnología falla en algún momento puede ocasionar 
grandes pérdidas de dinero a las organizaciones. Es por ello que se busca aplicar 
ingenieria a fin de solucionar dichos problemas. 
El presente proyecto aporta directamente a la ingenieria de redes y comunicaciones 
una manera de mejorar, fomentar y aportar desarrollo y calidad de vida a la sociedad 
a través de procesos como el planeamiento, análisis de la realidad, modelaje y 
diseño de la solución que fue desarrollada a detalle a lo largo del presente 
proyecto, donde el principal objetivo siempre es garantizar que los servicios 
brindados al público en general se encuentren disponibles en todo momento, 
con el único fin de causar satisfacción y experiencias de calidad a los usuarios 
finales, quienes son los que en realidad se benefician de que los servicios se 





 Planeamiento, análisis y diseño. . “Elaboración propia” 
Por lo tanto, tras el cumplimiento de nuestros indicadores detallados en la sección 
anterior, se afirma que se realiza un gran aporte a la ingenieria de redes y 
comunicaciones, debido a que al ser partícipes del desarrollo del presente proyecto, 
se ha logrado adquirir y cimentar nuevos conocimientos relacionados directamente 
con los criterios que son necesarios considerar dentro de una red de 
comunicaciones de cualquier organización, cualidades como por ejemplo, la 
escalabilidad, tolerancia a fallos, garantizar la calidad del servicio, seguridad, etc. 
Con el principal objetivo que es mantener la información y los datos accesibles y 





El costo total del Proyecto asciende 102 300 soles equivalente a US$ 30 088.24.  
Del total del presupuesto el 86.02% representa los gastos de los recursos humanos, 
el 4.89% considera los gastos operativos y el 9.09% son los gastos de imprevistos 
del proyecto. 
4.5.1 Recursos Humanos 
Los profesionales necesarios para el desarrollo del presente proyecto fueron: un 
Jefe de proyecto quien fue el encargado de liderar, gestionar y coordinar todas 
las fases necesarias y encargado también de la relación directa con el cliente. 
Un administrador de red Senior, quien lideró el desarrollo técnico del proyecto y 
dos administradores de red junior encargados del apoyo y soporte directo al 













 (4 meses) 
Jefe de Proyecto 
1 9000 9000 36000 10588.24 
Administradores 
de red Senior 1 6000 6000 24000 7058.82 
Administradores 
de red Junior 2 3500 7000 28000 8235.29 
   TOTAL 88000 25882.35 
Tabla 24. Presupuesto recursos humanos. “Elaboración propia” 
 
4.5.2 Gastos operacionales 
Los gastos operacionales están listados en la siguiente tabla, incluyen los 
transportes y salidas al campo, es decir hacia la sede del cliente para los distintos 
tipos de actividades necesarias (ej. Levantamiento de información, 
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coordinaciones, etc.). También se incluyen las papelerías, útiles de oficina e 






Transportes y Salida al campo 4000 1176.47 
Papelería, útiles de oficina e impresiones 1000 294.12 
TOTAL 5000 1470.59 
Tabla 25. Presupuesto gastos operacionales. “Elaboración propia” 
 
4.5.3 Total Presupuesto 
En la siguiente tabla se lista el total de nuestro presupuesto, donde además de 
listado y explicado en las secciones anteriores (recursos humanos, gastos 
operativos) se incluye el rubro varios e imprevistos; este rubro se estimó en un 
10% de los costos de RR.HH. y de gastos operativos. Este monto cubre 









Recursos Humanos 88000 25882.35 86.02% 
Gastos operativos 5000 1470.59 4.89% 
Varios e Imprevistos (10%) 9300 2735.29 9.09% 
TOTAL 102300 30088.24 100% 











El presente proyecto se divide en 4 fases, teniendo una duración máxima de 12 
semanas, las cuales se detallan a continuación: 
La fase 1, denominada Análisis y Propuesta, tiene una duración de 28 días, 
donde se realizaran las reuniones necesarias con la gerencia TI del cliente con 
el fin de evaluar qué es lo que esperan del proyecto. De igual manera en esta 
fase se realizara la visita por parte de los ingenieros de implementación para 
poder recopilar la información de la situación actual de la red y evaluar cómo 
resolver la necesidad del cliente. 
La fase 2, diseño y preparación, involucra las actividades previas a la 
implementación, se prepara la topología lógica incluyendo los protocolos que se 
implementaran, se elige la tecnología y los equipos a usar. Se evalúan los 
equipos existentes en la red del cliente con el fin de comprobar que soporten la 
tecnología y los protocolos propuestos en el diseño de alta disponibilidad, ya que 
es una petición del cliente, el poder rehusar los equipos para poder cambiar el 
diseño de trabajo e incluir la redundancia y alta disponibilidad. También se 
incluye la actividad en la que se creara todos los scripts necesarios que incluyan 
la configuración a implementar en cada dispositivo y su respectiva prueba en los 
laboratorios. 
En la tercera fase, implementación y puesta en marcha, se procede a desplegar 
la configuración en los equipos, configuración plasmada en los scripts 
preparados en la fase anterior. Una vez configurado se comprueba el estado del 
cluster, para poder realizar la prueba de redundancia y HA (alta disponibilidad), 
se quita de producción a uno de ellos comprobando que toda la red sea 
soportado por el switch core que permanece prendido. De igual manera se 
realiza las pruebas con los enlaces unidos lógicamente a cada equipo de 
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distribución existente. Se toma evidencia del funcionamiento de cada prueba 
realizada para poder adjuntarlo en los entregables necesarios. 
Por último en  la fase 4, post-implementación, se incluyen las actividades de 
monitoreo y soporte. Monitoreando el desempeño del nuevo diseño lógico 
aplicado a la capa core de la red de comunicaciones. De igual manera se 
atenderá cualquier incidente reportado, para evaluar si se debe a la 
implementación realizada, de ser así, se solucionara. Ambas actividades deben 
ser documentadas con los eventos que se presenten. Como última actividad está 
la capacitación al personal de TI encargado de la administración de la red, donde 
se explicara el nuevo diseño, la tecnología usada, el troubleshooting necesario 
y se mostrara la evidencia de las pruebas de redundancia en la implementación 
para un mejor entendimiento. 
A continuación se muestra el cuadro de actividades, incluyendo la duración de 

















Nombre de la tarea Duración Comienzo Fin 
  
Proyecto: 
 Alta disponibilidad (HA) en los equipos Core de la red de 
comunicaciones 90 días 01/08/2016 30/10/2016 
  Fase 1. ANALISIS Y PROPUESTA  28 días 01/08/2016 29/08/2016 
   1.1 Reuniones 8 días 01/08/2016 09/08/2016 
   Reunión con el Cliente - Gerencia TI. 4 días 01/08/2016 05/08/2016 
   Reunión Interna Analistas del proyecto. 4 días 05/08/2016 09/08/2016 
   1.2 Visita y revisión de la red 10 días 09/08/2016 19/08/2016 
   Recopilar información de la red (situación actual). 6 días 09/08/2016 15/08/2016 
   Recopilar información de la necesidad del cliente. 4 días 15/08/2016 19/08/2016 
   1.3 Estrategia y propuesta 10 días 19/08/2016 29/08/2016 
   Identificar las mejoras a realizar. 5 días 19/08/2016 24/08/2016 
   Planteamiento de posibles soluciones. 5 días 24/08/2016 29/08/2016 
  Fase 2. DISEÑO Y PREPARACION 22 días 29/08/2016 20/09/2016 
   2.1 Presentación de la tecnología 8 días 29/08/2016 06/09/2016 
   Seleccionar tecnología equipos para el Cluster 4 días 29/08/2016 02/09/2016 
   Evaluar el uso de los equipos existentes. 4 días 02/09/2016 06/09/2016 
   2.2 Diseño lógico de la red. 6 días 06/09/2016 12/09/2016 
   Diseñar la topología de la red. 4 días 06/09/2016 10/09/2016 
   Selección de protocolos de switching y routing 2 días 10/09/2016 12/09/2016 
   2.3 Construcción de scripts de configuración. 8 días 12/09/2016 20/09/2016 
   Elaborar los comandos a usar en los equipos involucrados. 5 días 12/09/2016 17/09/2016 
   Prueba de la configuración en laboratorio. 3 días 17/09/2016 20/09/2016 
  Fase 3. IMPLEMENTACION Y PUESTA EN MARCHA 20 días 20/09/2016 10/10/2016 
   3.1 Despliegue de los scripts. 8 días 20/09/2016 28/09/2016 
   Configurar los equipos switch según el diseño planteado. 4 días 20/09/2016 24/09/2016 
   Configurar los enlaces en ether-channel según diseño. 4 días 24/09/2016 28/09/2016 
   3.2 Resultado de HA y redundancia del cluster. 6 días 28/09/2016 04/10/2016 
   Pruebas de HA y redundancia del cluster. 4 días 28/09/2016 02/10/2016 
   Revisar y capturar evidencia del estado del cluster. 2 días 02/10/2016 04/10/2016 
   3.3 Resultado de HA y redundancia de los etherchannel (enlaces). 6 días 04/10/2016 10/10/2016 
   Prueba de Ha y redundancia de los enlaces. 4 días 04/10/2016 08/10/2016 
   Revisar y capturar evidencia del estado de enlaces. 2 días 08/10/2016 10/10/2016 
  Fase 4. POST-IMPLEMENTACION 20 días 10/10/2016 30/10/2016 
   4.1 Monitoreo 8 días 10/10/2016 18/10/2016 
   Monitoreo on site del desempeño post-implementación. 5 días 10/10/2016 15/10/2016 
   Documentación del desempeño. 3 días 15/10/2016 18/10/2016 
   4.2 Soporte incidencias. 7 días 18/10/2016 25/10/2016 
   Atención de incidencias post-implementación. 5 días 18/10/2016 23/10/2016 
   Documentación de la atención de incidencias. 2 días 23/10/2016 25/10/2016 
   4.3 Capacitación 5 días 25/10/2016 30/10/2016 
   Capacitación y explicación del nuevo diseño. 4 días 25/10/2016 29/10/2016 
    Presentación de la evidencia de HA y redundancia. 1 días 29/10/2016 30/10/2016 
Tabla 27. Cronograma de actividades. “Elaboración propia” 
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4.6.2 Diagrama de Gantt 
 
 Diagrama de Gantt. “Elaboración propia”  
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Proyecto:…
1.1 Reuniones
Reunión con el Cliente - Gerencia TI.
Reunión Interna Analistas del proyecto.
1.2 Visita y revisión de la red
Recopilar información de la red (situación actual).
Recopilar información de la necesidad del cliente.
1.3 Estrategia y propuesta
Identificar las mejoras a realizar.
Planteamiento de posibles soluciones.
2.1 Presentación de la tecnología
Seleccionar tecnología equipos para el Cluster
Evaluar el uso de los equipos existentes.
2.2 Diseño lógico de la red.
Diseñar la topología de la red.
Selección de protocolos de switching y routing
2.3 Construcción de scripts de configuración.
Elaborar los comandos a usar en los equipos involucrados.
Prueba de la configuración en laboratorio.
3.1 Despliegue de los scripts.
Configurar los equipos switch según el diseño planteado.
Configurar los enlaces en ether-channel según diseño.
3.2 Resultado de HA y redundancia del cluster.
Pruebas de HA y redundancia del cluster.
Revisar y capturar evidencia del estado del cluster.
3.3 Resultado de HA y redundancia de los etherchannel (enlaces).
Prueba de Ha y redundancia de los enlaces.
Revisar y capturar evidencia del estado de enlaces.
4.1 Monitoreo
Monitoreo on site del desempeño post-implementación.
Documentación del desempeño.
4.2 Soporte incidencias.
Atención de incidencias post-implementación.
Documentación de la atención de incidencias.
4.3 Capacitación
Capacitación y explicación del nuevo diseño.
























































































1. La continuidad del negocio se ve garantizada aún más con el diseño de HA, 
causando así que los clientes no puedan tener pérdidas en sus ventas y trabajo 
en general, evitando también cualquier penalidad por indisponibilidad del 
servicio. 
2. La red de comunicaciones de la empresa, al contar con un diseño de alta 
disponibilidad en la capa core, podrá garantizar el trabajo continuo de dicha capa 
por más que falle uno de los equipos core. Esto gracias al protocolo VSS, 
encargado de convertir los dos equipos físicos en uno solo equipo lógico. 
3. Se concluye que el uso de la tecnología port-channel en nuestro diseño de alta 
disponibilidad con el protocolo VSS permite aprovechar los enlaces entre la capa 
core y distribución, debido a que los enlaces inactivos y los activos se podrán 
unir lógicamente formando un único enlace activo con más ancho de banda que 
el diseño anterior y sobre todo con redundancia de enlaces. 
4. Se concluye también que con el nuevo diseño de HA, la gestión de los equipos 
core es mejorada, debido a que las configuraciones se harán únicamente a un 
solo equipo (evitando así replicar la configuración a c/u de los equipos), de igual 













1. Plantilla de comandos – Switch 1 Master  
#Backup 
SW-1# copy running-config startup-config 
SW-1# copy startup-config disk0:old-startup-config 
 
#Configure SSO Stateful Switch Over 
SW-1(config)# redundancy 
SW-1(config-red)# mode sso  
SW-1(config-red)# exit  
SW-1(config)# router ospf processID  
SW-1(config-router)# nsf  
SW-1(config-router)# end  
SW-1# show running-config  
SW-1# show redundancy states  
 
#Asignando dominio virtual 
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SW-1(config)# switch virtual domain 100 
SW-1(config-vs-domain)# switch 1  
SW-1(config-vs-domain)# exit  
 
#Configurando los port-channel VSL 
SW-1(config)# interface port-channel 1  
SW-1(config-if)# switch virtual link 1 
SW-1(config-if)# no shutdown 
SW-1(config-if)# exit  
#Configurando los puertos VSL 
SW-1(config)# inte range tengigabitethernet 5/4-5 
SW-1(config-if)# channel-group 1 mode on  
SW-1(config-if)# no shutdown 
 
#Convertir los chasis a modo VSS 
SW-1# switch convert mode virtual 
 
#Dual ACtive detection - Enhanced PAgP  
VSS-Core-(config)# interface port channel 10 
VSS-Core-(config-if)# shutdown 




channel-group port channel 10 
VSS-Core-(config)# interface port channel 10 
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VSS-Core-(config-if)# no shutdown 
 
#Dual ACtive detection - Fast Hello  












2. Plantilla de comandos – Switch 2 Standby 
#Backup 
SW-1# copy running-config startup-config 
SW-1# copy startup-config disk0:old-startup-config 
 
#Configure SSO Stateful Switch Over 
SW-1(config)# redundancy 
SW-1(config-red)# mode sso  
SW-1(config-red)# exit  
SW-1(config)# router ospf processID  
SW-1(config-router)# nsf  
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SW-1(config-router)# end  
SW-1# show running-config  
SW-1# show redundancy states  
 
#Asignando dominio virtual 
SW-1(config)# switch virtual domain 100 
SW-1(config-vs-domain)# switch 2  
SW-1(config-vs-domain)# exit  
 
#Configurando los port-channel VSL 
SW-1(config)# interface port-channel 2  
SW-1(config-if)# switch virtual link 2 
SW-1(config-if)# no shutdown 
SW-1(config-if)# exit  
 
#Configurando los puertos VSL 
SW-1(config)# inte range tengigabitethernet 5/4-5 
SW-1(config-if)# channel-group 2 mode on  
SW-1(config-if)# no shutdown 
 
#Convertir los chasis a modo VSS 
SW-1# switch convert mode virtual 
 
#Dual ACtive detection - Enhanced PAgP  








channel-group port channel 10 
VSS-Core-(config)# interface port channel 10 
VSS-Core-(config-if)# no shutdown 
 
 
#Dual ACtive detection - Fast Hello  


















Proyecto: “Diseño de un entorno de alta disponibilidad (HA) en los equipos Core 
de la red del Terminal Internacional AJC (TIAJC)” 
Encuesta sobre el funcionamiento y resultados luego de presenciar las pruebas de alta 
disponibilidad y redundancia en la capa core de la red de comunicaciones de la empresa 
TIAJC. 
 
NOTA: La información que usted provea es de carácter estrictamente confidencial, por 
lo que le solicitamos tenga la bondad de responder el presente cuestionario. 
 
Tras la implementación: 
1. ¿Considera Ud. Que la red cuenta con un diseño de HA en la capa principal? 
a. Si 
b. No 
2. ¿Actualmente en caso de que falle un switch core, el segundo core es capaz de 
respaldar toda la red? 
a. Si 
b. No 




4. ¿Ud. cree que fue necesario realizar un diseño de alta disponibilidad para 
garantizar el funcionamiento y continuidad de la capa core de la red de datos? 
a. Si 
b. No 
5. ¿Actualmente los switches core usan los dos enlaces físicos que conectan al 
switch de distribución, fusionando sus capacidades? 
a. Si 
b. No 
6. ¿Considera que fue una buena práctica usar la tecnología port-channel para los 






7. ¿Es consciente de que ahora la carga de trabajo es distribuida entre ambos 
equipos para poder aprovechar sus recursos? 
a. Si 
b. No 
8. ¿La gestión de los equipos se realiza desde un solo punto de administración? 
a. Si 
b. No 
9. ¿El monitoreo y troubleshooting se realiza hacia una sola dirección IP? 
a. Si 
b. No 
10. ¿Esta Ud. satisfecho tras la implementación sabiendo que si un equipo core deja 
de funcionar, la red se mantendrá operativa en su totalidad? 




11. ¿Cree Ud. que el nuevo diseño de la topología de red, garantizara la continuidad 
del negocio? 


















 Nodo de red: En redes cada una de las máquinas o dispositivo final es un nodo. 
 Medios guiados: El enlace o canal es físico y por ahí se transmiten señales. 
 Medios no guiados: El enlace o canal no es un medio físico y por ahí se 
transmite las señales. 
 TCP/IP: El TCP/IP es una pila o un conjunto de protocolos. Dichas siglas hacen 
referencia a dos protocoles importantes, los cuales son: Protocolo de control de 
transmisión (TCP) y Protocolo de Internet (IP). 
 TCP: Protocolo de control de transmisión, es un protocolo de transporte 
orientado a conexión, Existen servicios que usan dicho protocolo (SSH, Telnet, 
FTP), debido a que están orientados a conexión.   
 UDP: Tiene como significado User Datagram Protocol (UDP), a diferencia del 
TCP este protocolo no está orientado a conexión y es un protocolo no fiable, en 
otras palabras quiere decir que se hará el intento de que los datos lleguen por 
cualquiera de los medios disponibles, pero no lo garantiza. 
 IP: El protocolo de internet o  IP se encuentra en la tercera capa (internet) del 
conjunto de protocolos TCP/IP. Este protocolo  permite que las datagramas IP 
sean desarrolladas y transportadas aunque su entrega no es garantizada.  
 PPP: PPP es un protocolo WAN de enlace de datos. En un inicio fue diseñado 
como protocolo abierto con el fin de poder trabajar con protocolos que 
pertenecen a la capa de red como por ejemplo IP, Apple talk, IPX. Su función 
normalmente es la de establecer una conexión directa entre dos puntos lejanos 
de una red. 
 FDDI: La interfaz de datos distribuidos de fibra (FDDI), viene a ser un estándar 
de comunicación de datos ópticos que se usa en redes de larga distancia, este 
estándar proporciona comunicación con líneas de fibra óptica a una distancia de  
hasta 200 kilómetros con una velocidad de 100 megabits por segundo (Mbps). 
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 ATM: ATM (asynchronous transfer mode - ATM) es una tecnología de red que 
permite la transferencia simultánea de datos y voz a través de la misma línea, a 
diferencia de Ethernet, red en anillo y FDDI, 
 IEEE 802.3: Es una norma que se encarga de definir un modelo de red de área 
local que usa el siguiente protocolo de acceso al medio: CSMA/CD, que se 
encarga de mantener a los dispositivos o estaciones de trabajo escuchando el 
canal hasta cuando lo encuentren libre de señal y poder enviar o emitir sus 
transmisiones inmediatamente. 
 Frame-Relay: La tecnología Frame-Relay es una tecnología de conmutación de 
paquetes donde se comparte ancho de banda entre los diferentes usuarios de la 
red conmutada. Con esta tecnología los proveedores suponen que sus clientes 
no van a usar todo su ancho de banda siempre. Por este motivo frame-relay es 
más barato que las líneas WAN dedicadas, sin embargo los clientes no tienen 
ancho de banda garantizado.  
 V.35: Es un estándar usado por lo general por las interfaces de los routers y DSU 
en USA, este estándar pertenece a la ITU y se encarga de intercambiar datos 
síncronos a altas velocidades. 
 RJ45: Es la interface física en los extremos de los cables de red, por lo general 
cuenta con 8 pines y conecta dispositivos en redes de cableado estructurado. 
 Multiplexación: La multiplexación es la combinación de dos o más canales de 
información dentro de un solo medio o canal de transmisión, esto gracias a un 
dispositivo multiplexor. 
 Demultiplexación: Es el proceso contrario a la multiplexación, se necesita un 
dispositivo de-multiplexor. 
 Dirección MAC: Es un identificador único que viene asignado en las tarjetas de 
red alámbricas o inalámbricas, esto es definido por el propio fabricante. 
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 Dirección IP: Es un identificador para un dispositivos dentro de una red, este 
identificador no debe repetirse en dicha red. 
 Máscara de subred: Es un conjunto de bits que delimita o segmenta ámbitos de 
red (es decir la parte de red y hosts en una red de comunicaciones).  
 Bandwidth: Es la medida de la cantidad de datos que pueden pasar o 
transportar por un medio en determinado periodo de tiempo. A mayor ancho de 
banda, mayor transferencia de datos por unidad de tiempo (mayor velocidad). 
 Dominio de broadcast: Un dominio de difusión o broadcast es una red lógica 
donde se encuentran equipos compartiendo la misma subred y el mismo 
gateway. 
 Dominio de colisión: Dominio de colisión es un conjunto de dispositivos que se 
cuelgan o conectan al mismo medio físico, entonces cuando dos dispositivos 
envían datos al mismo tiempo, dichos datos colisionaran y llegara dañados a su 
destino. 
 ISP: Proveedor de Servicios de Internet. 
 Port security: Es la característica o función de los switches mediante la cual se 
controla la cantidad de direcciones MAC que se conectaran a un puerto de red.  
 ARP - Address resolution protocol: Es un protocolo de red responsable de 
encontrar la dirección hardware que corresponde a una determinada dirección 
IP. 
 Power over ethernet – POE: Es una tecnología creada para los cables de red 
Ethernet que permite entregar corriente a través de ellos a dispositivos que lo 
necesiten en vez de usar cables de alimentación de corriente. 
 Listas de control de acceso (ACL): Son listas o políticas mediante las cuales 
se determinan permisos de acceso a un determinado segmente de red u objeto. 
 Resiliencia: Es la capacidad que puede tener un sistema para poder soportar y 
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