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Summary
Recent years have seen dramatic growth in Internet usage and an increasing convergence
between Internet and wireless communications. There has also been renewed interest
in iteratively decoded low-density parity-check (LDPC) codes due to their capacity-
approaching performance on AWGN channels. One consequence of convergence is that
delay sensitive multimedia data often travels over networks with a combination of dif-
fering characteristics. In some parts of the network, errors requiring classical error
control may be encountered, whereas in other parts of the network, packet losses may
be a problem. This thesis considers the performance of erasure-correcting codes and
iteratively decoded error-correcting codes on a combination of Internet and wireless
channels.
The erasure correcting performance of the commonly used Reed-Solomon code is com-
pared with that of maximally short codes and maximum distance separable convolu-
tional codes to overcome packet loss on a simulated Internet channel for delay-sensitive
applications. The erasure-correcting performance of the decoders is compared with
that predicted by the theory of the codes.
Construction methods for LDPC codes are considered. The performance of randomly
constructed regular LDPC codes is compared with that of (a) regular LDPC codes
built using a deterministic construction based on identity matrix permutations, and
(b) regular LDPC codes based on Euclidean geometry codes. Regular codes are also
compared with an irregular LDPC code with an edge degree distribution designed
for a Rayleigh fading channel. Bit and block error rate performance results for these
codes on AWGN and correlated Rayleigh fading channels is produced as well as results
comparing decoder convergence times for each code. The 3GPP turbo code is used to
provide a baseline for comparison of bit error rate results on a Rayleigh fading channel.
Finally, the serial concatenation of an inner LDPC code and an outer erasure correcting
code is considered for two different outer code rates (3/4 and 3/5) and three channel
scenarios: (1) a wireless channel with Rayleigh fading where packets containing bit
errors are discarded; (2) the wireless channel of (1) followed by an Internet channel
(mobile station uplink scenario); (3) the wireless channel of (1) preceded by an Internet
channel (mobile station downlink scenario).
Keywords: Error-control coding, Reed-Solomon codes, maximally short codes, max-
imum distance separable convolutional codes, low-density parity-check codes, wireless
channel, Internet channel.
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Chapter 1
Introduction
1.1 Background and objectives
There is today an increasing convergence between Internet and wireless communica-
tions. However, these two forms of communications have differing characteristics. In
the Internet, packets are either received without error or are lost in transit, whereas in
wireless communications, transmitted bits arrive at their destination but are possibly
corrupted by noise and signal fading caused by the effects of multipath propagation.
In the terminology of coding theory, lost packets are known as erasures and one method
of recovering lost packets is to use an erasure-correcting code. This approach is partic-
ularly suited to delay sensitive applications, such as those in the UMTS conversational
or streaming quality of service class, where retransmission of the lost packet would
introduce an unacceptable delay, or applications using point to multipoint transmis-
sion where otherwise, with multiple receivers, multiple requests for retransmission may
result when a packet is lost.
For wireless communications, recent years have seen the introduction of turbo codes
and rediscovery of low-density parity-check codes which approach the Shannon capacity
of the AWGN channel more closely than non-iteratively-decoded codes.
The main objective of this thesis is to evaluate novel erasure-correcting codes for low-
delay multimedia / virtual-reality applications such as those in the UMTS conversa-
tional or streaming QoS class requiring short or very short code-block lengths where
codes with high latency, such as graph-based erasure-correcting codes, e.g., LT-codes,
would not be suitable.
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A supplementary objective was to evaluate a variety of error-correcting low-density
parity-check codes on a wireless channel and compare their performance with turbo
codes on the same channels. LDPC codes are of interest because, like turbo codes, their
error correcting performance on additive white Gaussian noise channels approaches the
capacity of the channel. Turbo codes have been successfully introduced into industry
standards, e.g., the UMTS third generation mobile phone standard [4]. LDPC codes
are also being adopted by industry, e.g., for DVB-S2 [5], but in this case their perfor-
mance depends on long code-block lengths (64800 bits for DVB-S2) and one interesting
question is how they would perform at the shorter block lengths used in mobile phone
standards and with the type of channel fading experienced by mobile phones.
The project compared Reed-Solomon codes which offer unbeatable information recovery
at the expense of significant processing overhead, with maximally short codes and
maximum distance separable convolutional codes for erasure correction. The project
also compared random and non-random constructions of Gallager's regular low-density
parity-check (LDPC) codes with turbo codes, Euclidean-geometry LDPC codes and
irregular LDPC codes for AWGN and correlated Rayleigh fast fading channels. Both
the erasure-correcting codes and the wireless channel codes were evaluated by computer
simulation using mainly C++, although Maple [6] and Perl were also used.
1.2 Original achievements
In this thesis, the work which is believed to be original can be summarised as follows:
• In Chapter 3:
- Introduction of an encoder and erasure-correcting decoder for maximally
short codes for the purpose of investigating the practically achievable erasure-
correcting performance of maximally short codes in comparison with the
theoretically achievable performance. It is shown that when erasures are at
their most bursty, the performance achievable with the decoder and the the-
oretical performance are very close, whereas when erasures are more random,
the theoretical and achievable performance may differ significantly.
- The erasure-correcting performance of maximum distance separable convo-
lutional codes is formally compared with that of Reed-Solomon codes. It is
shown that, for the same rate and decoding delay Reed-Solomon codes have
superior erasure-correcting performance.
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• In Chapter 4:
- The introduction of a simple deterministic method that enables the con-
struction of regular Gallager-type LDPC matrices whose Tanner graph is
free from cycles of length four! and whose non-random structure may enable
more straightforward hardware implementations than would be achievable
with random LDPC matrices.
- The error-correcting performance of the deterministic construction is inves-
tigated in comparison with that of Gallager's original random matrix con-
struction on an AWGN channel. It is shown that the random construction
has significant performance benefits when compared with the deterministic
construction despite having cycles of length four in its Tanner graph repre-
sentation.
- A detailed study is made of the error-correcting performance of Euclidean-
geometry LDPC codes in comparison with Gallager LDPC codes on an
AWGN channel at a range of code rates and block lengths. It is shown that,
for block lengths greater than 1000 bits, the Gallager code outperforms the
Euclidean-geometry code.
- A detailed study is made of the computational cost of Euclidean-geometry
LDPC codes in comparison with Gallager LOPC codes on an AWGN channel
at a range of code rates and block lengths. Results showing the average
number of decoder iterations and the average execution time per decoder
iteration were produced. It is shown that, in general, when decoding Gallager
codes an SPA decoder converges in fewer iterations and with a lower average
execution time per iteration than when decoding Euclidean-geometry codes.
• In Chapter 5:
- Investigated the bit-error-correcting and block-error-correcting performance
of regular LOPC codes in comparison with that of the 3G turbo code on
a correlated Rayleigh fading channel at a range of bit rates and mobile
speeds with a carrier frequency of 1800 MHz for the purpose of establishing
whether regular LOPC codes outperformed the 3G turbo code under the
given conditions. It is shown that, in general, the 3G turbo code outperforms
both a (3,6)-regular and a (4,6)-regular LOPC code.
lIt is often stated that for optimum performance, LOpe matrices should not have cycles of length
four in their Tanner graph representation.
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- Investigated the error-correcting performance of an irregular LDPC code de-
signed for the Rayleigh fading channel and compared this with the 3G turbo
on a correlated Rayleigh fading channel at a range of bit rates and mobile
speeds with a carrier frequency of 1800 MHz for the purpose of establishing
whether the irregular code outperformed the 3G turbo code under the given
conditions. It is shown that at low bit rates the turbo code outperforms the
irregular LDPC code, but for higher bit rates and higher Eb/ No values the
irregular code outperforms the turbo code especially where the turbo code
reaches an error floor .
• In Chapters 6 and 7:
- Elliott's method for calculating the probability of m errors in a block of
N symbols is adapted to allow it to be used to determine the average in-
formation loss for Reed-Solomon codes on a packet erasure channel. The
new method allows average information loss to be determined analytically
without resorting to computer simulations.
- The serial concatenation of an inner error-correcting (3,6)-regular LDPC
code with outer erasure-correcting Reed-Solomon and maximally short codes
has been investigated for a correlated Rayleigh fading channel at a selection
of code rates and decoding delays. Plots of packet loss rate as a function of
normalised decoding delay have been produced. The circumstances under
which the codes will support packet loss resilient multimedia / virtual-reality
applications is outlined.
- Investigated the erasure-correcting performance of Reed-Solomon and maxi-
mally short codes on combined Internet and error-corrected Rayleigh fading
channel at a selection of code rates and decoding delays. Plots of packet
loss rate as a function of normalised decoding delay have been produced.
The circumstances under which the codes will support packet loss resilient
multimedia / virtual-reality applications is outlined.
1.3 Thesis outline
In this chapter, the background and objectives of the research programme are briefly
presented, the original achievements of the research programme is summarised and an
outline of subsequent chapters of the thesis is given.
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In Chapter 2, packet loss requirements for multimedia and virtual reality services are
presented. The characteristics of the Internet channel are described and the Gilbert-
Elliott model, which is used to simulate bursty packet losses (erasures), is introduced.
The methods used to model additive white Gaussian noise and correlated Rayleigh
fading are described as are codes for the erasure channel. The chapter goes on to
describe categories of low-density parity-check (LDPC) code, their specification in terms
of the edge degree distribution of their bipartite graph representation and their decoding
using the sum-product algorithm (SPA). Finally, an overview of past work related to
this thesis is presented.
Chapter 3 presents an encoder and decoder for maximally short codes and compares the
performance of the decoder with the theoretical performance. An encoder and decoder
for maximum distance separable convolutional codes is also presented. The erasure
correcting performance of the codes is compared with that of Reed-Solomon codes.
Chapter 4 introduces a deterministic method of constructing regular LDPC codes. The
error-correcting performance of the deterministic construction is compared with that
of a random construction at short and medium block lengths. The chapter then goes
on to compare the error-correcting performance and computational complexity of the
random construction with that of Euclidean-geometry LDPC codes for a range of code
rates (2/3, 3/4, 4/5, 9/lD) and block lengths.
Chapter 5 presents the results of the simulation of regular and irregular LDPC codes
on a correlated Rayleigh fading channel for coded bit rates of 30, 120, and 480 kbps at
mobile speeds of 5, 50, and 120 km/h (3.1, 31, and 74.6 mph, respectively).
Chapter 6 presents block error rates for regular LDPC codes on a Rayleigh fading
channel and performance results for the serial concatenation of the same LDPC code
with an outer erasure correcting codes, comparing the erasure correcting performance
of Reed-Solomon and maximally-short codes. The erasure-correcting performance of
Reed-Solomon and maximally short codes was investigated in the case of combined
Internet and wireless channels, and the results of these investigations are recorded in
Chapter 7.
Conclusions and suggestions for possible future work related to this thesis are presented
in Chapter 8.

Chapter 2
Background
2.1 Introduction
This chapter begins by presenting brief background information on multimedia and
virtual reality services, describing delay and packet loss requirements for conversational
services in particular. The characteristics of the Internet and two wireless channels are
then described along with the channel models used in subsequent chapters to simulate
these channels: the Gilbert-Elliott model used to simulate the bursty packet losses of
the Internet channel; the additive white Gaussian noise model which is used to simulate
a Gaussian channel (such as that found in satellite systems); and the Jakes model which
is used in subsequent chapters to simulate a correlated Rayleigh fading channel. The
Internet channel is typically thought of as a packet loss or erasure channel, and codes
for the erasure channel are presented in section 2.1. Different categories of low-density
parity-check code are described in section 2.8. LOpe codes belong to a class of codes
known as sparse graph codes and methods for describing and constructing sparse graph
codes are described in section 2.9. Decoding of these codes using the sum product
algorithm is described in section 2.10. Section 2.12 gives a brief overview of past work
related to the application of erasure correction codes to the transmission of multimedia
content. The chapter finishes with conclusions in section 2.13.
2.2 Multimedia services
ITU- T Recommendation F .100 [1] provides a generic, network independent descrip-
tion of multimedia services. The services are grouped into six categories with similar
1
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Table 2.1: End-user Performance Expectations
Application Data One way delay Delay Information
rate end-to-end variation loss
(kbps) within a call (FER)
Conversational 4 - 25 preferred < 150 ms < 1 ms <3%
voice limit < 400 ms
Videophone 32 - 384 preferred < 150 ms <3%
limit < 400 ms
lip-sync < 100 ms
functional characteristics:
• multimedia conference services
• multimedia conversational services
• multimedia distribution services
• multimedia retrieval services
• multimedia messaging services
• multimedia collection services
Table 2.1 gives end-user performance expectations for conversational services [8].
2.2.1 Conversational voice
Audio transfer requirements depend on the level of interactivity of the end users. To
preclude difficulties related to the dynamics of voice communications, ITU-T Recom-
mendation G.114 [9] recommends the following general limits for one-way transmission
time (assuming echo control already taken care of):
o to 150 ms preferred range [< 30 ms, user notices no delay at all, < 100 ms, user
does not notice delay if echo cancellation is provided and there are no distortions
on the link].
150 to 400 ms acceptable range (but with increasing degradation).
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above 400 ms unacceptable range.
Requirements for information loss are influenced by the fact that the human ear is
tolerant to a certain amount of distortion of a speech signal. It is suggested that
acceptable performance is typically obtained with a frame erasure rate (FER) up to
3%.
A connection for a conversation normally requires the allocation of symmetrical com-
munication resources, with the average hold time of a call being in the region of two
minutes.
2.2.2 Videophone
Videophone implies a full-duplex system, carrying both video and audio and intended
for use in a conversational environment. As such, the same delay requirements as
for conversational voice will apply, i.e., no echo and minimal effect on conversational
dynamics, with the added requirement that the audio and video must be synchronised
within certain limits to provide "lip-sync" (i.e. synchronisation of the speakers lips
with the words being heard by the end user).
Like the human ear, the human eye is tolerant to some loss of information, so that
some degree of packet loss is acceptable depending on specific video coder and amount
of error protection used. Without error resilience, unprotected H.264/ AVe becomes
unusable at packet loss rates above 3% [10].
2.3 Virtual-reality services
Existing specifications do not provide a clear description of quality of service require-
ments in terms of end-to-end performance expectations for virtual-reality services. To
remedy this problem, Skorin-Kapov et al. [11] proposed a mapping of VR services onto
UMTS QoS classes (see Table 2.2). Their mapping shows that VR applications require
a range of packet loss rates. In particular, the highly interactive VR applications com-
parable to the UMTS conversational class can tolerate packet loss rates ranging from
zero to a limit of 3% depending on the VR service or application being considered. As
with traditional multimedia services, audio and video components can tolerate some
packet loss whereas data, graphics and text components require zero packet loss.
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Table 2.2: VR service c.... s to UMTS QoS class mapping [11, Table 1J
Classification parameters
UMTS VR Media Example Example Degree Delay Delay Inform-
QoS service types VR VR of syrn- varia,.. atioD
cia •• clasB services appllca- metry tion 10••
tiona
Conver- Hard Data, Di.trib- Tightly Two- End- 50 ms <3%
a.tional real- graph- uted coupled way to-end packet
time Ics, almula- flight one-way 1088
Inter- audio, tiona .imula- delay ratio
active video, tlon <100 ms (PLR)
VR text
Tightly Collab- Two- End- N/A Zero
coupled orative way to-end
CVE engi- one-way
neering delay
and <100 ma
design:
tele-
surgery
Virtual Virtual Two- End- <1 ms <3%
confer .. chat way to-end (for PLR
encing Ip&Ce: one-way conver-
3D delay aational
graph- <150 rna voice)
les,
audio
commu-
nication
Multl- First Two- End- N/A Zero
user person way to-end
Inter- .hooter one-way
active game delay
games <100 ms
Soft Data, Loo.ely Virtual Two- End- N/A Zero
real- graph- coupled multl- way to-end
time iea, CVE user one-way
inter- text .hop- delay
active ping <400 ms
VR center
Multi- Real- Two- End- N/A Zero
user time way to-end
Inter- strategy one.way
active game delay
games <500 ma
Strea- VR with Data, VE with Virtual Prl- Startup <2. <2%
ming inte- graph- Inte- movie marlly delay PLR
grated ICI, grated theater one-way <10 -, (video),
real- audio, video / LIp- <1%
time video, audio aync. PLR
stream- text :l:80 m. (audio)
ing
media
(one-
way)
Virtual Virtual Prl- Startup <2. <2%
humans Dew .. marlly delay PLR
on the cuter: one-way <10 ., (video),
Internet .tream .. LIp- <1%
Ing sync. PLR
audio, (anima- (audio),
video, tlon and <0%
and anl- audio) PLR
matlon :l:80 m. (anima-
tion)
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T&ble 2.2: (continued)
Classification parameten
UMTS VR Media Example Example Degree Delay Delay Inform-
QoS service typea VR VR of sym- varia- ation
class cia •• services applic- metry tlOD los.
.tionl
VE with VE with Pri- Startup <2 I <1%
into- back- mariiy delay PLR
grated ground one-way <10.
audio musle
Inter- Non- Data, Virtual Virtual Prl- Ono-way N/A Zero
active real .. graph- place city mariiy delay
time ica, aimu .. tourj on.way <4
inter- text latlon user per new
active on the navl- apace
VR Internet gatea
through
multiple
virtual
spaces
Oat .... 3D dy- Pri- Ono-way N/A Zero
bue namic mariiy delay
retrieval data one-way <4 • per
vilual- view
l:aatlon;
uaer
Interacts
with
data
Back- Non- Data, Back- VE ro- Prl- No ape- N/A Zero
ground real- graph- ground qulrlng marily clal
time lea, down- only ono-way require-
beat text load of Initial mentai
effort VE down- down-
VR load; all load
subee- time
quent depend.
Interac- on II.e
tlonl / of VE
object compo-
manlp- nent.
ulatlona
occur
locally
2.4 The Internet
Speech or video frames for real-time transmission through the Internet are normally
encapsulated in RTP IUDP lIP packets [12, 13, 14, 15].
Packets arrive, possibly out of order, without error or not at all [16, 17]. Paxson [17]
found the likelihood that a packet is lost increases "by an order of magnitude" if its
predecessor is lost, so not only can packets be lost, but these losses tend to occur in
bursts. Several authors [18, 19, 20, 21, 22, 23] use a Gilbert-Elliott Erasure Channel
(GEEC) channel (see §2.5) to model this bursty behaviour. In coding theory, these
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q
Figure 2.1: The Gilbert model
packet losses are termed erasures.
2.5 The Gilbert and Gilbert-Elliott models
To represent the state of a channel, the Gilbert model [24] uses a Markov chain with
two states, G (good) and B (bad). In state G, transmission is error free. In state
B, the channel has probability h of transmitting a digit correctly. For suitably small
values of the G --+ B and B --+ G transition probabilities, p and q, the model simulates
a burst-noise channel.
P is the transition probability matrix of the Gilbert model.
p = (1- pp)
q 1-q
Let 'frG and 'lrB represent the probability of being in state G and state B, respectively.
Under steady state conditions,
(2.1)
Noting that 'lrG+'FrB = 1, (2.1) describes a linear system of equations that can be solved
to give 'frG = q/(P + q) and 'irE = p/(P + q).
The Gilbert-Elliott model [25] generalises the Gilbert model to the case where trans-
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Table 2.3: Gilbert Model Error Probabilities
State Error probability
G k'=l-k
B h'=l-h
Table 2.4: Gilbert Model Transition Probabilities
Transition Transition probability
G-B p
G-G p'=l-p
q
q'=l-q
mission is not error free in state G; k denotes the probability of transmitting a digit
correctly.
The Gilbert-Elliott model is summarised in Tables 2.3 and 2.4.
When p and q are small, states G and B tend to persist, simulating features of a burst
noise channel.
Elliott's method [25] for determining Pr(m, N), the probability of m symbol events
(either an error or an erasure) in a block of N symbols, is
Pr(m, N) = 7f'GG(m,N) + 7f'BB(m,N) (2.2)
where G(m, N) = Pr(m errors in block length N I the channel is in the good state at
the first symbol) and B(m, N) = Pr(m errors in block length N I the channel is in the
bad state at the first symbol). G(m, N) and B(m, N) may be found recursively from
G(m,N) = G(m,N -l)p'k + B(m,N -l)pk + G(m -l,N -l)p'k'
+B(m -l,N -l)pk'
(2.3)
B(m,N) = B(m,N -l)q'h+G(m,N -l)qh +B(m -l,N -l)q'h'
+G(m -l,N -l)qh'
(2.4)
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G(O,l) = k
G(l, 1) = k'
B(O,l)=h
B(l, 1) = h'
(2.5)
(2.6)
If k' is zero and h' is one, the transition probabilities can be used to calculate conditional
and unconditional loss probabilities, Pc and PU'
Pc = 1- q PPu=--
p+q
(2.7)
The unconditional loss probability represents the probability that the next symbol will
be lost irrespective of whether the current symbol is lost or not, i.e., the probability of
being in state B. The conditional loss probability represents the probability that the
next symbol will be lost given that the current symbol is lost, i.e., the probability of
remaining in state B. Average burst length LB = l/q. (A derivation for average burst
length of a Gilbert-Elliott channel model is presented in Appendix B.)
2.6 Modelling the wireless channel
The output of a wireless channel is
y=ax+n
where x is the channel input, a is the fading amplitude (if any) and n is additive white
Gaussian noise with mean value J-t = 0 and variance 0'2 = No/2 where No is the noise
power spectral density. To simulate the transmission of a binary codeword through a
wireless channel using bipolar signalling, after applying interleaving (if necessary) each
codeword bit is mapped to a signal amplitude x = +$s or x = -$so In the case
of a fading channel, the signal amplitude is then multiplied by the fading amplitude
before a random sample from a Gaussian distribution with mean J-t and variance 0'2 is
added. Deinterleaving may then be applied. In the absence of fading, y will be the
output of an additive white Gaussian noise channel. If a is the absolute value of a
Rayleigh fading signal then y will be the output of a Rayleigh fading channel.
Jakes' model (see §2.6.1) may be used to generate time-correlated Rayleigh fading.
2.6. Modelling the wireless channel 15
2.6.1 Jakes' model
Jakes' model [26, §1.7] is a deterministic method of simulating mobile radio fading that
produces random phase modulation, a Rayleigh fading envelope, and a time-averaged,
discrete approximation to the desired power spectrum.
The model assumes N equal-strength plane waves with uniformly distributed arrival
angles O:n = 21fn/ N, n = 1,2, ... ,N, arrive at a mobile station moving with velocity v.
For carrier wavelength .x, the maximum Doppler frequency is Wm = 27rv/.x (rad- s-I).
Electric field E(t) can be expressed as the real component of a superposition of plane
waves
where
Eo is the electric field amplitude, No =H~- 1), N/2 is an odd integer, ifJn, ifJ-n, ifJN
and ifJ-N are random phases, Wc is the carrier frequency and J =A.
Jakes states that the model can be realised by combining No oscillators with frequencies
equal to the Doppler shifts wmcos(27rn/N), n = 1,2, ... ,No, plus one oscillator with
frequency Wm to generate signals frequency shifted from carrier frequency Wc' Outputs
of individual oscillators are combined to produce in-phase (xc) and quadrature (x,)
components
No
xc(t) = 2 L cos,Bncoswnt + V2coso:coswmt
n=1
No
x,(t) = 2 Lsin,Bncoswnt + V2sino:coswmt
n=1
(2.9)
(2.10)
where phases ,Bn= 7rn/(No + 1). The value of 0: may be chosen arbitrarily, 0: = 0 is
satisfactory.
The in-phase and quadrature components are multiplied by in-phase and quadrature
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carrier components to produce the final composite signal
y(t) = xc(t) coswct + xs(t) sinwct.
The in-phase (xc) and quadrature (xs) components are approximately Gaussian random
processes and ly(t)1 is Rayleigh distributed. Using the equations for xc(t), xs(t) and
y(t), a software realisation of Jakes' method is quite straightforward with No = 8 giving
satisfactory results [26].
Jakes' technique can be extended to produce upto No independently fading signals,
but this method may suffer from correlation problems between waveforms which can
be avoided using the method proposed by Dent et al. [27].
2.7 Codes for the erasure channel
Using an erasure code, k information symbols are encoded to generate a codeword of
size n. The code is usually as an (n, k)-linear code over a finite field GF(q). Field size
q = 2m where m is the symbol size m in bits. If the generated codeword contains an
exact copy of the k information symbols, the encoder is systematic. If all erased symbols
can be recovered from any k out of n codeword symbols, the code is maximum distance
separable (MDS), the code is optimal, and no other code can offer better information
recovery.
Erasure codes are typically applied in a number of distinct areas:
• packet-based communications;
• controller-based disk storage systems, e.g., RAID;
• distributed file systems / wide-area storage applications.
This thesis considers packet-based communications.
In packet-based communications, codeword symbols are interleaved to a depth of .x,
where A is the number of elements of size m bits contained in the packets. With this
structure, for any i ~ n, the ith packet contains the ith coefficient of each codeword.
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Figure 2.2: 'RS' packet interleaving
2.7.1 Reed-Solomon codes
Reed-Solomon codes [28] are the classic erasure-correcting code for non-binary alpha-
bets. RS codes are MDS and their parity-check matrix is a Vandermonde matrix [29,
p.240].
Using Reed-Solomon codes, a message of k symbols is encoded to generate n - k re-
dundant symbols giving a codeword of n symbols and code rate kin. At the receiver,
the transmitted message can be recovered from any k out of the n symbols using an
erasure correcting decoder. One drawback of Reed-Solomon codes is that standard
algorithms for decoding Reed-Solomon codes require quadratic time, i.e., O(t2) where
t = (n - k)/2. The asymptotic complexity of decoding Reed-Solomon codes is at most
O(n log2n) and very nearly O(n log n) [30].
Figure 2.2 shows symbols from a systematic (n, k) RS code interleaved across n packets
designed to recover from packet erasures. Shading indicates parity symbols. With
time advancing down the page, symbols from the same RS code are transmitted in
subsequent packets and symbols from separate RS codes may be transmitted in the
same packet. For an RS code symbol size of l-bits (typically 1= 8 or 1 = 16), L = PIZ
separate RS codes will be required to protect packets with payload size P-bits. The
payload of missing packets can be recovered if any k out of n packets have been received.
Roth et al. [31, 32] showed that the family of generalised Reed-Solomon codes was
identical to the family of q-ary linear codes of the form (IIA) where I is the identity
matrix and A is a generalised Cauchy matrix. Like Reed-Solomon codes, Cauchy Reed-
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Solomon codes are MDS. Blamer et al. [33] demonstrated a quadratic time decoding
algorithm for CRS codes where the arithmetic operations on finite field elements used by
conventional RS decoding algorithms are replaced by XORs of computer words. Plank
& Xu [34]established that encoding and decoding cost for CRS codes varies according
to the number of ones in the binary representation of the parity-check matrix and
optimised CRS codes for storage applications by finding the Cauchy matrices whose
binary representation has the minimum number of ones.
In summary, Reed-Solomon codes offer unbeatable information recovery because any
k out of n symbols guarantees recovery, but they suffer from a significant processing
overhead.
2.7.2 Array codes
Array codes [35, 36, 37,38,39,34] are a two-dimensional coding method used to recover
from disk failures in computer systems employing the RAID architecture. They offer
lower encoding and decoding complexity than RS codes at the expense of less flexibility
in terms of block length and erasure correcting capability. The lower complexity is
normally achieved using XOR operations instead of the finite field operations used
by RS codes. They can be either MDS or non-MDS depending on their construction
method.
2.7.3 Tornado codes
Tornado codes [40] are a class of erasure code based on a cascade of bipartite graphs.
A code C(B) with k message bits and 13k check bits where 0 < 13 < 1 is associated with
a bipartite graph B with k variable nodes and 13k check nodes. A similar code is then
used to produce f32k check bits for the 13k check bits of C(B), and so on. Finally a
conventional erasure correcting code (e.g., an RS code) is used protect the last set of
check bits. The result is a family of codes C(Bo), ... ,C(Bm) with graphs Bo, ... ,Bm
and a conventional code C of rate 1 - 13 with 13m+! k message bits. m is chosen such
that pm+! k ~ v'k. Tornado codes offer lower encoding and decoding complexity than
RS codes, but are not suitable for short block lengths because of the large overhead at
short block lengths. They are not MDS.
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2.7.4 Fountain codes
One limitation common to both RS and Tornado codes is their fixed rate: they produce
n codeword symbols from k information symbols and the ratio kin is fixed. To overcome
this problem, various authors have developed rateless codes, e.g., LT codes [41], Raptor
codes [42] and Online codes [43, 44]. In theory, rateless codes, which are also known
as fountain codes, are capable of producing a potentially infinite number of codeword
symbols from k input symbols. (In practice, the number of output symbols may be
finite but extremely large because of the encoder's reliance on pseudorandom numbers.)
The codes are designed such that the receiver has a high probability of recovering the
original k information symbols from any n received symbols. Ideally, n will only be
slightly greater than k and the overhead n] k - 1 will be small.
LT codes were the first published rateless code. To produce an output symbol, an en-
coder for the LT code will generate an integer sample wE {1, ... , k} from a probability
distribution OJ a binary vector (aI, ... , ak) of Hamming weight w is chosen uniformly
at random and the value of the output symbol is set to EBf=1 aixi where EB denotes the
XOR operation, (Xl, ... ,Xk) are the input symbols and aixi = Xi if ai = 1 or aiXi = 0
otherwise. Given a fixed overhead e > 0, (1 + c)k received packets are necessary to
decode with high probability, and the time to encode and decode is proportional to
nln(l/c). LT codes are non-systematic and are not MDS.
An extension of LT codes, Raptor codes are a class of fountain code with constant
per symbol encoding cost and linear decoding cost. They achieve their computational
superiority at the expense of higher overhead than LT codes. Raptor codes achieve
their performance advantage by applying a precode, e.g., a Tornado, Hamming or
LDPC code, to the input data. After precoding, an LT code is applied to the encoded
symbols to generate the output symbols. Raptor codes can be either systematic or
non-systematic. They are not MDS.
2.8 Low-density parity-check codes
2.8.1 Linear block codes
A linear bloek code of length n is uniquely specified by either a generator matrix G
or a parity-cheek matrix H. If it is specified by a parity-check matrix H, the code
is simply the null space of H [29], i.e., an n-tuple v is a codeword if and only if
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v .HT = O. A low-density parity-check code is a linear block code specified by a parity-
check matrix consisting of mostly zeros and having relatively few ones, i.e. a sparse
parity-check matrix. Low-density parity-check (LDPC) codes were first proposed by
Gallager [45, 46]. They can be encoded and decoded in linear time although Gallager's
original codes had a quadratic encoding time. LDPC codes are normally decoded using
the sum-product algorithm (see §2.1O).
2.8.2 Gallager codes
An (n, I, t/J) Gallager code is a code of block length n specified by a parity-check matrix
where each column contains I 1's, each row contains t/J 1's and I and t/J are small relative
to the number of rows and columns, respectively. An (n, 'Y, t/J) code with I ~3 has a
minimum distance that increases linearly with block length for I and t/J constant. In
contrast, an (n, I, t/J) code with I = 2 has minimum distance that increases at most
logarithmically with block length [46].
Although a subset of Gallager codes can be built analytically by an algebraic method
based on shortened Reed-Solomon codes with two information symbols [47J, Gallager
generated his parity-check matrices by computer search using a pseudo-random proce-
dure. In a Gallager code the first sub-matrix consists of njt/J parity-cheek sets containing
successive sets of t/J digits, each succeeding sub-matrix is a random column permutation
of the first. The random permutation is performed with a pseudo-random number rou-
tine and then modified so that no two parity-cheek sets contain more than one non-zero
digit in common. This modification guarantees the validity of the first iteration in the
decoding process and also excludes the remote possibility of choosing a code with a
minimum distance of 2.
Figure 2.3 shows an example Gallager code parity-check matrix for a (20,7) linear code
with a minimum distance of 6. The rows of the parity-cheek matrix are not linearly
independent so the dimension of the code must be determined by finding the rank, R,
of the matrix which in this case is 13, giving an (n, n - R) bloek code. Gallager codes
can be extended from the binary alphabet to arbitrary alphabet sizes.
2.8.3 Finite geometry LDPC codes
LDPC codes can be constructed algebraically based on the points and lines of finite
geometries [48]. For a 2D Euclidean-geometry over the Galois field GF(28), a 2D EG-
LDPC code will have a bloek length n = 228 - 1 with 38 - 1 parity bits. Similarly, for a
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1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
Figure 2.3: Example of a Gallager code matrix for n = 20, 'Y = 3, and t/J = 4 [46]
2D projective geometry, a 20 PG-LDPC code will have a block length n = 228 + 28+ 1
with 38 + 1 parity bits.
Base FG-LDPC codes can be extended or shortened to give LOPC codes for other
block lengths. However, it may not be an easy task to design FG-LDPC codes for all
block lengths and rates. The main reported advantages of FG-LDPC codes is that they
offer faster decoder convergence than randomly generated LOPC codes when decoded
using the sum-product algorithm [48] and their cyclic or quasi-cyclic structure means
they can be encoded in linear time using a feedback shift register. Figure 2.4 shows
an example EG-LOPC code parity-check matrix for a (15, 7) linear block code formed
from the incidence vector of the line C, = {o7,08,010,014} and its 14 cyclic shifts.
Each row of the parity-check matrix is a cyclic shift of the previous. A disadvantage
of FG-LDPC codes is that the rate of the base FG-LDPC codes increases with block
length and methods such as row and column splitting must be employed if a code with
a combination of long block length and low-rate is required.
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0 0 0 0 0 0 0 1 1 0 1 0 0 0 1
1 0 0 0 0 0 0 0 1 1 0 1 0 0 0
0 1 0 0 0 0 0 0 0 1 1 0 1 0 0
0 0 1 0 0 0 0 0 0 0 1 1 0 1 0
0 0 0 1 0 0 0 0 0 0 0 1 1 0 1
1 0 0 0 1 0 0 0 0 0 0 0 1 1 0
0 1 0 0 0 1 0 0 0 0 0 0 0 1 1
1 0 1 0 0 0 1 0 0 0 0 0 0 0 1
1 1 0 1 0 0 0 1 0 0 0 0 0 0 0
0 1 1 0 1 0 0 0 1 0 0 0 0 0 0
0 0 1 1 0 1 0 0 0 1 0 0 0 0 0
0 0 0 1 1 0 1 0 0 0 1 0 0 0 0
0 0 0 0 1 1 0 1 0 0 0 1 0 0 0
0 0 0 0 0 1 1 0 1 0 0 0 1 0 0
0 0 0 0 0 0 1 1 0 1 0 0 0 1 0
Figure 2.4: Example of an EG-LDPC code parity-check matrix
2.8.4 Irregular LDPC codes
The LDPC codes described above are known as regular LDPC codes because their row
and column weights are constant. Luby et al. introduced irregular LDPC codes [49,50]
based on irregular random bipartite graphs where the row and column weights of the
parity-check matrix are not constant. Irregular codes can outperform regular LDPC
codes as well as outperforming Turbo codes on the AWGN channel [51].
Although irregular LDPC codes achieve greater theoretical performance than regular
LDPC codes as block length increases, regular LDPC codes are reported to offer advan-
tages in practice [52]. For example, the actual performance of the codes is concentrated
around the theoretically achievable threshold, even for shorter lengths.
2.9 Sparse graph codes
A graph is a set of vertices or nodes connected by a set of edges. In a bipartite graph,
the set of vertices can be partitioned into two subsets such that each edge connects a
vertex in one subset with a vertex in the other.
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Figure 2.5: Example bipartite graph
The LDPC codes encountered so far are termed sparse graph codes because their struc-
ture can be represented as a bipartite graph where the degree of each vertex, i.e., the
number of edges connected to it, is small.
In the case of error-control codes, the nodes divide into the set of variable nodes (v-
nodes), which represent codeword bits, corresponding to the columns of the parity-check
matrix, and the set of check nodes (c-nodes) which represent parity-check equations,
corresponding to the rows of the parity-check matrix. An edge connects a v-node to
a c-node if the v-node participates in the parity-check equation represented by the c-
node. Figure 2.5 shows a bipartite graph representation of parity-check matrix H in
(2.11), with v-nodes labelled VI to Vs and c-nodes labelled Cl to C4. Such graphs are
also known as Tanner graphs [53].
H=
1 0 1 0 1 110
1001110 1
o 1 100 1 1 1
o 101 101 1
(2.11)
2.9.1 Degree distributions
Richardson & Urbanke [51] define an ensemble of bipartite graphs in terms of a pair
of edge perspective degree distributions A(X) = Ei AiXi-I and p(x) = Ei Pixi-I• A(X)
and p(x) are polynomials with nonnegative real coefficients satisfying A(I) = p(l) = 1.
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Ai (resp. Pi) denotes the fraction of edges in a bipartite graph that are incident to a
variable node (resp. check node) of degree i. The shorthand J A denotes
A' 112:~ = A(x)dx
i~1 Z 0
which gives the inverse of the average variable node degree. Similarly, the shorthand
Jp denotes
p' 112:~ = p(x)dx
i~1 Z 0
which gives the inverse of the average check node degree. Associated with degree
distribution pair (A, p) is the rate r(A, p) defined as
Jp
r(A, p) = 1- J A'
For example, given the degree distribution pair (x2, x5), which corresponds to a (3,
6)-regular LDPC code, the rate is
rl x5dx
r(x2 x5) = 1_ ~Jo!,--_, J~x2dx
1/6
= 1/3
= 1/2
Given a pair (A, p) of degree distributions and a natural number n, one can define an
ensemble of bipartite graphs en (A, p). All graphs in the ensemble will have variable
nodes which are associated to A and check or constraint nodes which are associated
to p. One can convert the edge perspective degree distributions into node perspective
degree distributions A(x) = EiAiXi-l and p(x) = EiPiXi-1. Each graph in Cn(A,p)
has nAi variable nodes of degree i and (1 - r(A, p))npi check nodes of degree i where
and
Hou et al. [54] used Richardson & Urbanke's density evolution method [55] to derive
edge perspective degree distributions for irregular LDPC codes on Rayleigh fading
channels. Their best performing distribution, ir2, was a rate 1/3 distribution [54,
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Table III]. ir2's variable node and check node degree distributions are
A(X) = O.298433x1+ O.245016x2 + O.007173x4 + O.167659x5 +O.281719x15
p(x) = O.004024x3 +O.547412x4 + 0.448564x5
2.9.2 Poisson construction
The Poisson construction [49, 56] of a bipartite graph representing the low-density
parity-check matrix of a linear block code is as follows. Given the node perspective
degree distributions, form a list of all variable nodes with each variable node appearing
in the list a number of times equal to its weight. Then, form a list of all check nodes
with each check node appearing in the list a number of times equal to its weight.
Randomly permute one of the lists and map it onto the other list ensuring that no
duplicate connections exist between nodes.
For a regular (n, "Y, 1/J) LDPC code with m x n parity-check matrix, the number of
different parity-check matrices that can be produced using a random construction such
as the Poisson construction is [(';) r.
For an irregular LDPC code with m x n parity-check matrix with maximum row weight
Wr and column weight We, the number of possible parity-check matrices produced by a
random construction is upper bounded by [(,:)r.
2.9.3 Progressive edge growth
Given the node perspective degree distribution of the bipartite graph representation of
an LDPC code, the progressive edge growth (PEG) algorithm [57] progressively adds
edges from variable nodes to check nodes such that the path length between the two
nodes is as large as possible. Beginning with a graph consisting only of vertices and
no edges, for each variable node in the graph, PEG performs a breadth first search
[58] to determine the set of path lengths from that variable node to all other nodes in
the graph. An edge is then added between the variable node and the check node with
lowest degree amongst those check nodes with the largest path length. If more than
one check node has the lowest degree then either a random or deterministic choice can
be made as to which check node to connect.
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Figure 2.6: Example bipartite graph with received data nodes
2.10 The sum-product decoding algorithm
Codes represented by a bipartite graph can be decoded by an iterative procedure, known
as the sum-product algorithm (SPA), where messages representing the reliability of a
received symbol are passed between nodes on the graph along the edges that connect
them [59, 60].
Outgoing message m( u __. v) from node u to node v represents information about
u, and depends on incoming messages from all neighbours w of u except v. Initially
messages are sent from the v-nodes representing transmitted symbols. The message
computations performed by the sum-product algorithm may be expressed as follows.
If u is a variable node, this outgoing message is
m(u __.v) = IIm(w __.u)
w#v
or
m(u __.v) = mo(u) IIm(w __.u)
w#v
where mo(u) is the message associated with u. (If u is not a codeword node, this term
is absent.) At v-nodes of degree 2, a message arriving on an incoming edge is simply
transferred to the outgoing edge.
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If u is a check node the corresponding formula is
m(u -+ v) = I:(I(X) IT mew -+ u))
"'{tI} W:FtI
where the summary notation E",{x} indicates the set of arguments not being summed
over and X is the set of arguments of the function I. For example, if I is a function of
three variables Xl, x2 and X3 then the summary for X2 is
I: l(xl,x2,x3) = I:LI(xl,x2,x3)
"'{ X2} Xl X3
The probability mass function for a binary random variable may be represented by a
vector (PO,Pl) with Po +PI = 1. When messages (Po, PI) and (qO,ql) arrive at a v-node
of degree three, the resulting normalised output message (ro, ri) is
(r ) (
Poqo Plql)O,rl = , .
Poqo +Plql Poqo +Plql
This is commonly known as the vertical step when decoding LDPC codes.
Similarly, at a c-node representing the function
I(x, y, z) = l[x Ea y Ea z = 0]
where Ea denotes modulo-2 addition and l[P] is a function that indicates the truth of
predicate P, i.e.,
l[P] = {II if P is true,
0, otherwise,
the normalised output message is
This is commonly known as the horizontal step.
At a c-node representing the dual repetition constraint I(x, y, z) = l[x = y = z] found
in the graph representation of repeat-accumulate codes, the update rules are the same
as those for variable nodes and may be viewed as duals to those for a simple parity-check
constraint.
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As Po +PI = 1, the binary probability mass functions can be parameterised by a single
value, for example,
• likelihood ratio, ,\ = pO/PI!
• log-likelihood ratio, A = In(po/pd,
• likelihood difference, 8 = Po - PI, or
• signed log-likelihood difference, ~ = Sgn(PI - po) InipI - pol·
Parameterisation of the probability mass functions allows the v-node and c-node update
equations to be simplified [60].
Channel state information can be included in the sum-product algorithm to improve
performance [61].
2.10.1 Calculating the likelihood
The Gaussian distribution with mean J.land standard deviation (J is
1 (1 (Y - J.l) 2)!(YjJ.l,(J)=--exp -- -- .
(J.Ji(i 2 (J
(2.12)
For a bipolar signal transmitted over a fading channel with additive white Gaussian
noise, the probabilities of received signal y given transmitted symbol amplitude t E
{+v'Es, -YEs} are
r;:;- 1 (1 (Y - av'Es) 2)Pr(Ylt = +v .CIs) = (JJ27r exp -2 (J
rD 1 (1 (y + av'Es)2)Pr(ylt = -v £IS) = (J.Ji(i exp -"2 (J
(2.13)
(2.14)
where a denotes fading amplitude and (J2 denotes noise variance.
Bayes' theorem allows us to infer the conditional probability Pr(AIB) given Pr(BIA).
Pr(AIB) Pr(B) = Pr(BIA) Pr(A) = Pr(A, B)
P (AlB) = Pr(BIA) Pr(A)
r Pr(B)
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The probability of channel input x given the observed channel output y is Pr(xly).
P ( I ) = Pr(ylx) Pr(x)r x y Pr(y)
Using Bayes' theorem, the likelihood ratio LR = Pr(xly)/Pr(xly) may be expressed as
LR = Pr(xly)
Pr(xly)
_ Pr(ylx) Pr(x)/ Pr(y)
- Pr(ylx) Pr(x)/ Pr(y)
Pr(ylx) Pr(x)-
Pr(ylx) Pr(x)
which reduces to Pr(ylx)/ Pr(ylx) when Pr(x) = Pr(x).
The likelihood ratio for transmitted symbol t given received signal y is
L(tly) = Pr(t = +#Sly)
Pr(t = -#Sly)
Pr(ylt = +#S) Pr(t = +#S)= ,Pr(ylt = -#S)Pr(t = -#S)
(2.15)
which becomes
L(tly) = Pr(ylt = +#S)
Pr(ylt = -#S) (2.16)
if Pr(t = +#S) = Pr(t = -#S). Substituting (2.13) and (2.14) into (2.16) gives
(2a
y#S)L(tly) = exp (72 (2.17)
If it is assumed that binary values 0 and 1 map onto +..;E; and -,fE; respectively
and fa and fl denote the respective likelihoods that a 0 or 1 was transmitted then the
likelihood ratio becomes
fa = L(tIY)
11 (2.18)
Noting that fa = 1 -11 then
1-11
-=L(tly)11 (2.19)
Re-arranging (2.19) and substituting from (2.17) gives 11= 1/ (1+exp(2ayVE,/u2) ).
In the absence of fading, or if the fading amplitude is unknown to the decoder I a = 1.
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2.10.2 Message-passing schedule
Conventionally, messages are passed using a flooding schedule where, for all v-nodes,
the v-node to c-node messages are updated then, for all c-nodes, the c-node to v-node
messages are updated. Theoretically, a flooding schedule allows complete parallelisation
of the SPA although practical limitations may make this an impossibility. Gallager's
original work on LDPC codes 146)used a flooding schedule. In the serial-v schedule,
for all v-nodes in turn, messages into the v-node are updated then messages from the
v-node are updated. In the serial-c schedule, for all c-nodes, messages into the c-node
are updated, then messages from the c-node are updated. Serial schedules are reported
to produce faster decoder convergence for the same bipartite graph [62J.
2.11 Block Turbo Codes
Block Turbo Codes (BTCs) a.k.a. Turbo Product Codes (TPCs) are alternatives to
convolutional turbo codes (CTCs) for applications requiring high code rates (R >
0.8), very low error floors, or low complexity decoders operating at very high data
rates (several hundred megabits per second or more), e.g., optical communications
[63J,[64J. BTCs are based on iterative decoding of product codes which are the serial
concatenation of two systematic block codes. [65].
The minimum Hamming distance of the product code is the product of the minimum
Hamming distance of the constituent codes. It is therefore easy to construct product
codes with a large minimum distance the do not suffer from the error floor problems
that C'I'Cs may be prone to.
Binary and non-binary (RS) [66JBTCs offer capacity approaching performance on the
binary symmetric channel (BSC) and the binary erasure channel (BEC) [67J. BTCs
offer a low complexity FEC method for applications where soft channel output is not
available at the decoder.
2.12 Overview and assessment of past work in the field
Several authors have published work where Forward Error Correction (FEC) codes
have been used to overcome errors in Internet transmission for multimedia content.
The main focus of these papers tends to be on perceived quality of the received content
2.12. Overview and assessment of past work in the field 31
and not on the FEC mechanism employed. For both speech and video, many authors
use Reed-Solomon (RS) codes to overcome packet loss.
2.12.1 Channel coding for speech
Chen and Murthi [68] and Jiang and Schulzrinne [69] both use a (3,2) RS code to
reduce the effects of Internet packet loss on transmitted speech. Chen and Murthi use
the iLBC codec [70] and Perceptual Evaluation of Speech Quality (PESQ) [71] as a
quality measure. Jiang and Schulzrinne use various ITU-T codecs and the E-Model as
a quality measure. Both simulate Internet packet loss using a Gilbert model. A (3, 2)
RS code provides the same packet loss protection as an exclusive-OR operation.
Rosenberg et al. [18] use a (5, 3) RS code and both the Bernoulli and Gilbert models
of packet loss.
Jiang and Schulzrinne compare FEC and low bit-rate redundancy (LBR). Their Mean
Opinion Score (MOS) results show that FEC is much preferred over LBR. In addi-
tion, their MOS test reveal that, under bursty loss, FEC quality is much better with
a moderately large packet interval although increasing packet interval increases the
delay impairment. In terms of CPU operations, their FEC method is also much more
economical than LBR.
2.12.2 Channel coding for video
Stuhlmiiller et al. [19,20], Bull and Chung-How [21], and Zhai et al. [72]all make use of
RS codes to recover from Internet packet loss. In addition, both Stuhlmiiller et al. and
Zhai et al. make use of rate compatible punctured convolutional (RCPC) coding at the
link layer to provide intra-packet protection.
Stuhlmiiller et al. use RS codes from the set (9,9), (11,9), (13, 9), (16, 9). Parity symbols
are transmitted separately, not in packets carrying video information.
Zhai et al. use RS codes where the number of parity symbols r = n - k varies between
zero and six.
Bull and Chung-How use RS codes from the set (100,62), (100,65), (100,85), (100,96).
The focus of their paper is on non-real-time and they use a packet loss probability of
upto 40% which seems rather high for Internet transmission.
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Stuhlmiiller et al., Bull and Chung-How, and Bolot and Turletti [22] model packet loss
using the Gilbert model. Zhai et al. fail to mention how they model packet loss.
2.12.3 Channel coding for 3D image transmission
Al Regib et al. [73, 74, 75] use RS codes for the error resilient transmission of 3D models
over an Internet channel modelled using the Gilbert model.
The 3D model is compressed into a base layer and a series of enhancement layers
representing progressively finer levels of detail. RS codeword length is fixed at n = 100
and each layer may be assigned a different code dimension ki. For a fixed bit budget,
the authors assume a certain burst length and packet loss rate then use an optimisation
algorithm to assign n - ki parity symbols to each layer of the model to minimise the
distortion that would occur of the model were transmitted across a channel with the
given burst length and packet loss rate.
2.12.4 Erasure correction with sparse graph codes
A number of authors have studied LDPC-based erasure-correcting codes.
Roca et al. [76] compared four types of erasure-correcting LDPC code with a Reed-
Solomon code and concluded that the Reed-Solomon code remained an excellent choice
for small block lengths or when the maximum memory requirements at the decoder
side must be kept low.
Collins & Plank [77] produced results showing that LDPC-based erasure correcting
codes unsuitable for short block length / low delay applications.
Plank & Thomason [78] looked at the time required to download a 1 GB file to a client
on a wireless network and found that for all rates, Reed-Solomon codes outperform
LDPC codes for small values of code dimension k (k < 36 for rate R = 1/3, k < 26
for R = 1/2 and k < 12 for R = 2/3) and noted that the overhead of LDPC erasure
correcting codes makes them unsuitable for very low delay applications. The authors
also found that published LDPC codes require significant overhead (~ 10% for a code
with dimension k = 100 [78, Fig. 9]). Even for small k there is a significant overhead
[78, Fig. 5].
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2.12.5 Standards incorporating application layer FEe
A number of standards bodies have incorporated application layer FEC (AL-FEC) into
their publications in recent years.
The Internet Engineering Task Force (IETF) have a number of experimental requests
for comment (RFCs) relating to File Delivery over Unidirectional Transport (FLUTE)
[79], Asynchronous Layered Coding (ALC) [SO],and FEC in Reliable Multicast [SI],
[S2], [S3]. These documents do not describe FEC methods, but describe how simple
codes (e.g., XOR), small block length codes (e.g., RS), large block length codes (e.g.,
Tornado), and expandable codes (e.g., LT codes) can be used to provide application
layer FEC for multimedia transport.
The 3rd Generation Partnership Project (3GPP) have specified Raptor codes [42] as
a mandatory part of their Multimedia Broadcast I Multimedia Streaming (MBMS)
service [S4,Annex B]. The IETF have adopted the same Raptor code as an FEe scheme
that can be used by Internet content delivery protocols to achieve reliable delivery of
data objects [S5].
The Digital Video Broadcasting (DVB) Project incorporate a serial concatenation of
a convolutional code and a (255, 191) RS code for Multiprotocol Encapsulation For-
ward Error Correction (MPE-FEC) at the data-link layer in their specification for data
broadcasting [86]. DVB have published a 'blue book' [87] showing the results of their
application layer FEC evaluations to provide background information on the choice of
the hybrid approach in the DVB AL-FEC which is included in the DVB-IP Phase 1
Handbook for DVB services over IP based networks [S8]. The evaluations compared
Raptor codes with the Pro-MPEG Code of Practice 3 proposal from SMPTE [89]. The
DVB-H (Digital Video Broadcasting - Handheld Devices) specification [90] also incor-
porates MPE-FEC and specifies an optional Raptor code at the application layer in
addition to the MPE-FEe. Reimers [91] presents an overview of the DVB family of
standards and the technology areas they address. Faria et al. [92] give an overview of
the DVB-H standard including results illustrating the benefit of MPE-FEe.
The ITU- T Focus Group on IPTV have included Raptor codes in application layer FEe
specifications for streaming and download services within IPTV and mobile broadcast-
ing services [93]. Raptor codes have also been adopted by ATIS [94].
Luby et al. describe application layer FEC in IPTV services [95] and give the results of
a system simulation of MBMS in UMTS to investigate optimal settings of the Raptor
code rate, turbo code rate, and transmission power for multimedia download [96],[97].
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2.13 Conclusions
From Table 2.2, it is clear that applications in the conversational QoS class operate
under strict timing and information loss constraints. These applications have strict
delay constraints, < 100 ms or < 150 ms for hard real-time interactive VR service
class and < 400 ms or < 500 ms for soft real-time interactive VR service class. Some
applications can tolerate a modicum of information loss, whereas others require zero
information loss. Additionally, applications which can tolerate information loss may
benefit from the use of coding to allow them to operate in harsher conditions or with
reduced power.
Roca et al. [76], Collins & Plank [77], and Plank & Thomason [78] have shown that,
although LDPe/LT codes may be suitable for use in one-way applications, e.g., stream-
ing, interactive, and background classes from Table 2.2, LDPe-based erasure correcting
codes are not well suited to short block length / low delay applications ruling them out
from this study.
Reed-Solomon codes are the de-facto standard erasure-correcting code especially for
short block lengths. However, Reed-Solomon codes have high encoding and decoding
complexity and the work of Martinian & Sundberg [98, 99, 23, 100] has shown that codes
exist which have a lower decoding delay than Reed-Solomon codes when recovering from
burst-erasures. Such codes may offer superior performance for applications having strict
delay constraints. As excessive end-to-end delay has a deleterious effect on perceived
quality and task performance in conversational and interactive applications for speech
[101], visual [102]' and haptic [103] communications, reductions in delay produced by
the adoption of codes other than Reed-Solomon may have a beneficial effect. It is with
this in mind that novel erasure correcting codes are compared with Reed-Solomon codes
for the same rate and decoding delay.
Turbo codes have been adopted for use in UMTS. Like turbo codes, LDPC codes have
been shown to have excellent performance at very long block lengths on additive white
Gaussian noise channels and have been adopted for OVB-S2 [5], WiFi (IEEE 802.11n)
[104], and WiMax (IEEE 802.l6e) [105], but because of the shorter block lengths used
in mobile systems their applicability for mobile systems is open to question.
Gallager's original method of constructing LOpe matrices relied upon random per-
mutation. Following the rediscovery of LOpe codes, a number of papers featuring
non-random methods for the construction of LOpe matrices have been published de-
tailing the application of finite geometries [48, 106, 107], balanced incomplete block
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designs [108], and other mathematical tools [109, 110], to the problem of constructing
an LDPe matrix. The authors of these papers present their methods in a favourable
light, highlighting the situations in which codes produced using their method outper-
form random Gallager codes. Unfortunately, these papers fail to show at what point
their non-random construction ceases to outperform random Gallager codes so there is
scope for research to determine how the non-random construction performs in compar-
ison to the random construction across a wider range of criteria than are presented in
the original papers introducing the non-random construction.

Chapter 3
Erasure codes on an Internet
channel
3.1 Introduction
The purpose of this chapter is to examine the performance of short block length erasure-
correcting codes on the Internet channel. The two classes of codes considered are known
as maximally short codes and maximum distance separable convolutional codes.
Maximally short codes are of interest because their creators claim that the decoding
delay required by the codes to correct an erasure burst is the minimum possible and
lower than that required by Reed-Solomon codes which are the de facto standard in
erasure correcting codes. In addition, the creators of maximally short codes describe
their decoding performance using analytic equations and it is interesting to determine
whether the performance predicted by these equations can be achieved with a practi-
cally realisable decoder. In section 3.2, maximally short codes are described and the
theoretical performance of these codes is compared with empirical performance results
obtained by simulating the codes on a Gilbert-Elliott erasure channel.
Maximum distance separable convolutional codes are of interest because they are novel
codes built as an extension of Reed-Solomon codes and this leads one to believe that
they would perform well in comparison to Reed-Solomon codes when used on an erasure
channel. The purpose of the investigation in this chapter is to determine how well max-
imum distance separable convolutional codes perform when compared to Reed-Solomon
codes with the same rate and decoding delay. In section 3.3, maximum distance sep-
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arable convolutional codes are described and simulated on a Gilbert-Elliott erasure
channel. Their performance is compared with that of a Reed-Solomon code on the
same channel.
Conclusions are presented in section 3.4.
3.2 Maximally short codes
In this section, maximally short codes are introduced along with Martinian & Sund-
berg's analytical equations used to predict the performance of these codes on a Gilbert-
Elliott erasure channel. An encoder and erasure-correcting decoder for maximally short
codes is also introduced. The empirical performance of maximally short codes achieved
using the encoder and decoder on a Gilbert-Elliott erasure channel is investigated and
compared with the performance predicted by Martinian & Sundberg's equations.
3.2.1 Introduction
Martinian & Sundberg introduced a class of low delay burst erasure correcting codes
for packet transmission and derived a set of equations to predict their performance
[100]. These codes, known as maximally short (MS) codes, correct all erasure bursts
of length B with decoding delay at most T. Unlike Reed-Solomon codes, which for
code block length N have a decoding delay of N - 1, maximally short codes are delay
optimal because, for a code of rate R, they satisfy the decoding delay bound T IB ~
max[l, RI(l - R)] with equality [99].
3.2.2 Maximally short codes
Martinian & Sundberg [98] describe a rate R = kin code Cm,s with input frame length
k = ms + 1 and output frame length n = ms + 1 + s defined by the mapping
y[i] = (xWS[i], P{xo[i -1],xo[i - 2], ,xo[i - s],
xHi - s -1],x~+di - 2s -1]' ,x~:+1-s[i - ms -I]})
(3.1)
where xli] and y[i] are, respectively, the input and output of the maximally short
encoder at the ith time instant, x~[j] denotes the b - a + 1 input symbols (xa[j],
Xa+l[j], ... , xb[jD at the jth time instant, and P{·} denotes the s = N - K parity
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symbols of a systematic Reed-Solomon encoder with block length N = ms + 2s and
dimension K = ms + s. The expression xo[i - 1], xo[i - 2], ... , xo[i - s] is termed the
zero-index-part and x~[i - s - 1], x~+l[i- 2s -1], ... , x~:+l_s[i - ms - 1] the non-
zero-index-part. The n - k parity symbols are termed the parity-part.
The decoding delay required by this family of codes to correct a burst of length s is
T = ms + 1. By periodic interleaving of degree A, the code Cm,s can be transformed
into a code Cm,s,). capable of correcting a burst of length AS with delay AT.
3.2.3 Maximally short code loss probability equations
Martinian & Sundberg [100] derive equations to compute the symbol loss probabilities
for maximally short codes. As a consequence of the structure of the codes, it is not
possible to derive a general equation for symbol loss probability. Instead, they derive
separate equations for the m = 0 case (3.2), the m = 1 case (3.4) and the m ~ 2 case
(3.5). Using these equations, it is possible to determine the loss probability for any
maximally short code Cm,s,)..
Let Ci denote the event that the ith packet is lost. Maximally short codes with m = 0
are rate l/(s + 1) repetition codes and hence Pr(Ci) can be easily computed:
(3.2)
where Pu is unconditional loss probability and the function Pl-l (-) is presented in
Table 3.1.
For more complicated structures, Ci can be determined by decomposing its complement
Cf into mutually exclusive events fR.j,i}j=o from which
s
Pr(Ci) = 1 - L Pr('R.j,i)
j=O
(3.3)
can be computed.
For m = 1, let 'R.j,i denote the event where the ith symbol is the jth symbol lost in a
burst of length between j and 8. The probability of'R.j,i is
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Table 3.1: Useful formulae for the Gilbert-Elliott Erasure Channel [100, Table VI].
ei = 0 denotes the event that the ith symbol is correctly received, ei = 1 denotes the
event that the ith symbol is lost. P and q are the state transition probabilities of the
channel. P« is the unconditional loss probability. Px_y(L) is the probability that the
channel goes from state x to state y in L transitions.
Symbol Meaning Formula
po_o(L) Pr( eHL = 0lei = 0) Pu[~ + (1 - q - p)L]
Pl_l(L) Pr(eHL = 11ei= 1) Pu[l + ~(l- q - p)LJ
Pl_o(L) Pr(eHL = 0lei = 1) l-Pl->l(L)
PO->l(L) Pr(eHL = llei = 0) 1- po->o(L)
where Pu is unconditional loss probability and the functions Px->y(') are presented in
Table 3.1. The probability that the ith symbol is lost is then obtained from (3.3).
For m 2: 2, let 'R,j,i denote the event that the ith symbol is the jth loss in a burst of
at most s symbols starting at time i - j + 1, preceded by ms +1- s correctly received
symbols and followed by ms + 1 - s + j correctly received symbols. The probability of
'R,j,i is
Pr(nj,i) = (1 - Pu) . Po->o(,X)ms-s . PO->l('x). Pl->l('x(j - 1))
. Pl->O('x(S - j + l))po_o(A)ms-s+j, j E [1,s]
(3.5)
where Pu is unconditional loss probability and the functions Px->y(') are presented in
Table 3.1. The probability that the ith symbol is lost is then obtained from (3.3). NB:
The guard space assumed by (3.5) may not be present in practice.
3.2.4 Simulation environment
The simulation environment consists of an encoder for a maximally short code, a sim-
ulated burst-erasure channel, a decoder for a maximally short code and a simulated
delay line.
The encoder
The component parts of the maximally short encoder are a queue of k messages, initially
all zero, and a systematic encoder for a Reed-Solomon code. A k symbol input message
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Rate 3/5 maximally short code C1,2,1 calculation for time i = 0
received by the encoder at time i is pushed onto the front of the queue, the encoder
outputs a codeword consisting of the input message and the N - K parity symbols
produced by the systematic Reed-Solomon encoder. The oldest message in the queue
is discarded.
The codeword output from the MS encoder forms the payload of a packet that is input
to the simulated channel. At the same time, a copy of the original k symbol message
is input to the delay line.
Figure 3.1 illustrates how the output frame of maximally short code C1,2,1 is produced
for time i = O. In this example, the code has rate 3/5. With time advancing down
the page, input frames for time i = -3, i = -2, i = -1 and i = 0 are to the left
of the "Parity Galen" block. The output frame for time i = 0 is below and to the
right of the "Parity Galen" block. The shaded symbols from time i = -3 (symbols
Xl and X2), time i = -2 (symbol xo), and time i = -1 (symbol xo) are input to the
parity calculation which produces two parity symbols Po{'} and Pl{'}' The two parity
symbols are concatenated with the three symbols from the input frame at time i = 0
to produce the output frame at time i = O. This output frame can then form part of
the payload of an Internet packet. In general, a separate parity calculation is required
for each group of ms + 1 symbols in an input frame and padding may be applied if
necessary to make the input frame size a multiple of ms + 1. Padding symbols, used at
the encoder, need not be transmitted, assuming that the receiver knows how padding
is applied.
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The channel
A GEEC with unconditional loss probability Pu and average burst length L B was used
to model packet losses.
The decoder
The decoder consists of a queue which holds k codewords of the maximally short code,
initially all zero, and an erasure correcting decoder [30, Figure 9.1] for a Reed-Solomon
code. Each codeword received from the channel is placed at the rear of the queue.
The decoder builds a Reed-Solomon codeword from zero-index-part symbols, non-zero-
index-part symbols and parity-part symbols. The zero-index-part symbols and non-
zero-index-part symbols come from codewords ahead of the most recently received
codeword in the decoder's queue. The parity-part symbols come from the codeword at
the rear of the queue. The position of any missing symbol is recorded in an erasure-
location polynomial [30] input to the erasure correcting decoder along with the Reed-
Solomon codeword. If at least K out of N symbols of the Reed-Solomon codeword
are correctly received, the erasure correcting decoder will recover the missing symbols.
Recovered symbols are written back to the appropriate place in the queue of codewords
for the maximally short code, the codeword at the front of the decoder queue is removed,
and the message part of the codeword compared with the corresponding message from
the delay line. If the decoded message is not equal to the delayed message then the
residual erasure count is increased by one.
3.2.5 Results
Figure 3.2 shows the packet loss for a rate for a rate 4/7 maximally short code Cl,3,1
on a GEEC with average burst length LB E {1,7} and unconditional loss probability,
Pu, in the range 2% to 20%, inclusive. The values LB = 1 and LB = 7 represent the
limits of the range of typical average burst lengths found by Bolot [16]. For LB = 1,
there is a clear discrepancy between the packet loss rate obtained by simulation of the
maximally short code encoder and decoder and the results calculated using Martinian
& Sundberg's equations. For unconditional loss probability Pu = 2%, the simulated
results show a packet loss rate that is approximately twice that of the calculated values.
As unconditional loss probability increases, the discrepancy factor falls so that above
Pu = 6%, the simulated results show an approximately 1.5 times greater packet loss
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Figure 3.2: Simulated (sim.) and calculated (calc.) packet loss for rate 4/7 maximally
short code Cl,3,l on a GEEC with average burst length LB E {I, 7}.
than calculated results. For average burst length LB = 7, the simulated results show
approximately 1.1 to 1.2 times greater packet loss than the calculated results.
Figure 3.3 shows the packet loss rate for a rate 3/5 maximally short code Cl,2,1 on a
GEEC with average burst length LB E {1,7} and unconditional loss probability, Pu, in
the range 2% to 20%, inclusive. In both the LB = 1 and LB = 7 case, the discrepancy
between simulated and calculated results is less for the rate 3/5 code than for the rate
4/7 code in Figure 3.2. For LB = 1, simulated results differ from calculated results
by a factor of 1.24 at an unconditional loss probability of Pu = 2%. For higher Pu
values, simulated packet loss rates are lower than calculated packet loss rates with
simulated results being 0.92 to 0.99 times calculated results with discrepancy reducing
with increasing unconditional loss probability. For LB = 7, simulated packet loss rates
are marginally higher than calculated packet loss rates by factors in the range 1.076to
1.011.
Figure 3.4 shows the packet loss rate for a rate 4/5 maximally short code C3,1,1 on
a GEEC with average burst length LB E {1,7} and unconditional loss probability,
Pu, in the range 2% to 20%, inclusive. In the LB = 7 case, the discrepancy between
simulated and calculated results is small. However,in the LB = 1 case, the discrepancy
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Figure 3.3: Simulated (sim.) and calculated (calc.) packet loss for rate 3/5 maximally
short code Cl,2,1 on a GEEC with average burst length LE E {1,7}.
is significant. For the LE = 1 case, the simulated packet loss rate is 11.28 times greater
than calculated packet loss rates for an unconditional loss probability Pu = 2%. As
unconditional loss probability increases, the discrepancy falls to a factor of 1.32 when
unconditional loss probability Pu = 20%. For the LE = 7 case, simulated packet loss is
1.13 times greater than calculated packet loss for an unconditional loss probability of
2%. The discrepancy is highest with a factor of 1.16 times when Pu = 8%, but has fallen
to 1.045 times for Pu = 20%. The simulated packet loss values are typically 1.1 to 1.2
times greater than calculated packet loss values for Pu :5 10%. For Pu > 10%, simulated
packet loss values are approximately 1.05 times greater than calculated values.
3.2.6 Discussion
It is clear that in some cases there is a discrepancy between the performance predicted
by Martinian & Sundberg's equations and that achieved in practice using the erasure-
correcting decoder. In other cases, the empirical performance closely matches the the-
oretical performance. For example, with the rate 3/5 code, the empirical performance
closely matched the predicted performance (see Figure 3.3).
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short code C3.1.1 on a GEEC with average burst length LB E {1,7}.
In general, it can be seen from the results that when erasures are at their most bursty,
and average burst length is at its largest, i.e., LB = 7, the simulated and calculated
results are closer than is the casewhen erasures are more randomly spread, and average
burst length is at its smallest, i.e., LB = 1.
The discrepancy between simulated and calculated results is at its greatest in the case
of the rate 4/5 code when average burst length LB = 1. In this case, the maximally
short code parameters are m = 3, 8 = 1 and (3.5) is used to calculate the theoretical
performance. Note that this equation relied on a guard space being present between
bursts which for the C3•1,1 code in question meant that for an erasure burst of length
j a guard space of 3 correctly received symbols before the burst and 3 + j correctly
received symbols after the burst was assumed. Martinian & Sundberg's equations also
assume unlimited decoder memorywhereas in the implementation, the encoder memory
is finite.
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3.3 Maximum distance separable convolutional codes
In this section, maximum-distance separable convolutional codes [111, 112] are de-
scribed and an encoder and simple erasure-correcting decoder for these codes is intro-
duced. The encoder and decoder were used to simulate these codes on the Gilbert-
Elliott Erasure Channel and compare their performance with that of Reed-Solomon
codes on the same channel. Both codes are constructed using the finite field GF(28).
Section 3.3.1 presents background information on MDS convolutional codes. Sections
3.3.2 and 3.3.3 outline the methods used to construct the transform-domain generator
and parity-check matrices for MDS convolutional codes. Sections 3.3.4 and 3.3.5 contain
the methodology and results of the simulation ofMDS convolutional codes and RS codes
on the Gilbert-Elliott Erasure Channel. The conclusions are presented in section 3.3.6.
Appendix D gives some distance measures for convolutional codes and an example
column-weight calculation for an MDS convolutional code.
3.3.1 Introduction
Without providing an explicit construction, Rosenthal and Smarandache [111] showed
the existence of non-binary rate kin convolutional codes of degree 8 whose free distance,
dfree, is equal to the generalised Singleton bound (3.6).
dfree ~ (n - k)(l8IkJ + 1) + 8 + 1. (3.6)
(Degree is the term Rosenthal and Smarandache use for the overall constraint length:
8 = Ef=ll1i, where IIi is the length of the ith shift register in the convolutional encoder
[29].) They called these codes maximum-distance separable convolutional codes.
In [112], Smarandache et al. provided an explicit construction of MDS convolutional
codes for each rate kin and each degree 8. Using their construction, MDS convolutional
codes are produced and, for the same rate and decoding delay, the erasure-correcting
performance of the MDS convolutional codes is compared with that of a Reed-Solomon
code on a simulated Internet channel.
3.3.2 Generator matrices for MDS convolutional codes
To construct the transform domain generator matrix of an (n, k, 8) MDS convolutional
code, Smarandache et al. begin by selecting the values of output frame size, n, in-
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put frame size, k, and degree, 6, for the convolutional code they wish to construct.
They then find a generator polynomial, g{D), for an (N, K) RS code whose minimum-
distance, dmin, satisfies the Singleton bound dmin :5 N - K + 1 with equality. Smaran-
dache et al. choose parameters N and K such that constraints (3.7a) and (3.7b) are
satisfied.
nlN
N - K = (n - k)(la/kJ + 1) + a
(3.7a)
(3.7b)
The generator polynomial, g{D), of a Reed-Solomon code is defined by
io+N-K-1
g{D) = II (D - Qi).
i=io
(3.8)
where io is an integer value chosen to select the roots of the generator polynomial,
N and K are the block length and dimension of the Reed-Solomn code, and Q is a
primitive element of the finite field of interest.
An MDS convolutional code generated by a polynomial
produces a transform domain generator matrix of the form shown in (3.9) and this is
the transform domain generator matrix of an MDS convolutional code.
G(D) =
go(D)
gn-I(D)D
gl(D)
go(D)
gn-l(D)
gn-2{D)
(3.9)
gn-k+1(D)D gn-k+2{D)D gn-k{D)
Here the problem is approached from a slightly different standpoint. The desired symbol
size determines the finite field size which then determines the block length of the RS
code. For a given block length, N, only a finite number of values of n satisfy the
constraint n I N. The input frame size, k, and degree, 6, are then selected. The various
different values of 6 will fix the dimension, K, of the RS code. NB: The number of
MDS convolutional codes that can be built using this approach is limited.
MDS convolutional codes in the finite field GF(28) were of interest. In this case N =
48 Chapter 3. Erasure codes on an Internet channel
Table 3.2: Dimension, K, of (N, K) Reed-Solomon codes with block length N = 255
used to construct (5,3, IS) MDS convolutional code in GF(28).
IS K o K
o 253
1 252
2 251
3 248
4 247
5 246
6 243
7 242
8 241
9 238
255. Only a finite number of values of n will satisfy (3.7a). Letting n = 5 and k = 3
and substituting various values of 0 into (3.7b) gives the values K shown in Table 3.2.
For N = 255 and each value of K shown in Table 3.2, (3.8) was evaluated at jo = 0
to produce generator polynomials for RS codes. Each generator polynomial is then
factored and the factored polynomials are used to construct the transform domain
generator matrices of the MDS convolutional codes. For example, when 0 = 2, the
generator polynomial of the corresponding RS code is
g(D) = (D - aO)(D - a1)(D - (2)(D - (3)
= a6 + a78D + a249D2 + a75D3 + D4
From g(D), the transform domain generator matrix, G(D), was produced.
G(D) = D
Using elementary row operations, the non-systematic generator matrix was converted
into its systematic equivalent G'(D) = (Ik p),
1 0 0 Q122iJ0I83 D 01
237 tJOI71D
G'(D) = 0 1 0 01108::1-01167D 0I80±0I231 DQ Q
0 0 1 0I72±0I199 D±o1l7 D2
0I242±0I94 D±0237 D2
Q Q
where Ik is the k x k identity matrix which produces output information sequences,
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P is the k x (n - k) matrix which produces output parity sequences and denominator
Q = 1+ a.97D + a.231D2 .
3.3.3 Parity-check matrices for MDS convolutional codes
The systematic transform-domain parity-check matrix, H'(D) = (pT I(n-k))' is pro-
duced from G'(D).
1 0)
o 1
To eliminate rationals in the first k columns of H'(D), elementary row operations were
applied to produce the non-systematic transform-domain parity-check matrix H(D).
Applying elementary row operations does not change the null space of a matrix so
H'(D) and H(D) are both parity-check matrices for the same code. If H is the time-
domain equivalent of H(D), the MDS convolutional code is the set of codewords v with
transform domain equivalent v(D), which satisfy the equations
or
v(D)HT (D) = O(D),
where 0 is a semi-infinite all-zero matrix and O(D) is the (n - k) vector of all-zero
sequences [29].
3.3.4 Simulation methodology
MDS convolutional codes
The MDS convolutional code simulation consists of an encoder for an MDS convolu-
tional code, a simulated Internet channel and an erasure-correcting decoder for the
convolutional code.
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The encoder The encoder for each convolutional code consisted of the controller
canonical form realisation (see Appendix C) of a systematic feedback convolutional
encoder [29] of memory order m = max Vi for 1 :5 i :5 k where operations are carried
out in GF(28). The systematic feedback encoder results in a recursive systematic
convolutional code (RSCC). The encoder takes as its input k symbols from GF(28) and
outputs n symbols from the same finite field. Each encoder output symbol is placed in
the payload of a separate packet sent through the simulated Internet channel.
The channel A GEEC with unconditional loss probability Pu and average burst
length LB was used to model packet losses.
The decoder It is assumed that a timestamp or sequence number in the packet
header allows the receiver to identify the position of missing packets and so identify
the position of missing symbols in a received codeword.
The receiver buffers incoming packets until the point where n symbols from the same
encoder output should have been received, at which point, the received symbols are
passed to the erasure-correcting decoder along with an indication of the position of
missing symbols in the frame.
The erasure-correcting decoder operates on the received frame and the m preceding
received frames. Given a received sequence r and time-domain parity-check matrix H,
the transpose of the syndrome is sT = HrT. For example,
(::) -
More concisely, Si = (hi, r), where (-, -) denotes inner product and hi is the ith row of
H. Each Si value will be zero if the received sequence is free from errors and erasures.
If an element, rj, of the received sequence was erased during transmission, replacing rj
with zero and calculating the syndrome gives equations (3.10a) and (3.lOb).
SI + h1,jej = 0
S2 + h2,jej = 0
(3.10a)
(3.10b)
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where ej denotes the value of the erased symbol. Either of these equations can be
solved to obtain ej.
Similarly, if two elements, Tj and rk, of the received sequence are erased and replaced
with zero in the syndrome calculation. The syndrome equations become
81+ hl,jej + hl,kek = 0
82 + h2,jej + h2,kek = 0
(3.lla)
(3.llb)
or
(::~ ::::) (::) = (=::)
This is a linear system of equations of the form Ax = b which, when solved for x, will
give the values of the erased symbols.
(3.12)
To recover erased symbols, the following algorithm was applied.
1. Given a received sequence, r, replace erased symbols with zero, and calculate the
syndrome s = rHT.
2. For each erased symbol, copy the corresponding column of parity-cheek matrix
H to the A matrix.
3. Let b = sT.
4. Solve the linear system of equations Ax = b. The column vector x will contain
the original value of the erased symbols.
Reed-Solomon codes
An RS code was used as a baseline for comparison against the MDS convolutional
codes.
The RS code simulation consists of an encoder for an (N, K) RS code with bloek length
N = 5 and dimension K = 3, a simulated Internet channel and an erasure-correcting
decoder. The channel was the same as that used for the MDS convolutional code
simulation (§3.3.4).
The encoder takes as its input K symbols from GF(28) and outputs N symbols from
the same finite field. Each encoder output symbol is placed in the payload of a separate
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packet sent through the channel. If the channel is in the good state, the packet arrives
at the receiver unaltered. If the channel is in the bad state, the packet is discarded
and the receiver records the packet as having been erased (assuming that an implicit
timestamp or sequence number in the packet header allows the receiver to identify
missing packets).
The receiver buffers the packets containing symbols from the same codeword. The
position of missing symbols is recorded in an erasure-location polynomial which is
input to the erasure-correcting decoder along with received symbols from the same
codeword. If at least K out of N symbols of the RS codeword have been correctly
received, the erasure-correcting decoder will recover the missing symbols. The residual
erasure count is increased by a value equal to the number of missing information symbols
after decoding.
3.3.5 Results
Figures 3.5, 3.6, 3.7 and 3.8 give residual loss or erasure rates for (5,3,6) MDS con-
volutional codes with degree 8 E {1, 2, ... ,9} for average burst length, LB, of 1, 3, 5
and 7, respectively, and the residual loss rates of a (5,3) RS code for the same average
burst lengths. In all cases, the RS code shows superior erasure recovery performance
than the MDS convolutional code although the gap between RS code performance and
MDS convolutional code performance narrows as average burst length increases. For
the MDS convolutional codes, variation in as a function of degree, 6, was negligible
apart from the LB = 1 case where the lower degree codes outperformed the higher
degree codes as unconditional loss probability, Pt" increased.
Using the method presented in Appendix D, the minimum distance of the convolutional
code was calculated. As can be seen from Table 3.3, the MDS convolutional codes have
a minimum distance that is superior to that of the RS code used in the study, and
one would expect that the code with greater minimum distance would achieve the best
performance, however this has not been the case, a problem attributed to the decoding
method which relies on performing Gaussian elimination in a finite field. Gaussian
elimination over finite fields may fail even when the matrix A is non-singular and
a solution does exist because some vectors may be self-orthogonal in the finite field
[113, 114].
The simulation results show that with the given decoding method, the RS codes produce
a lower residual packet loss than the MDS convolutional codes.
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Table 3.3: Distance profile for (5,3,6) MDS convolutional code in GF(28)
Degree Distance profile
6 dP
° [3]1 [3,4]
2 [3,5,5]
3 [3,8,8,8]
4 [3,8,9,9,9]
5 [3,8,10, 10, 10, 10]
6 [3,8,13,13,13, 13, 13]
7 [3,8,13,14, 14, 14, 14, 14]
8 [3,8, 13, 15, 15, 15, 15, 15, 15]
9 [3,8,13,18,18,18,18,18,18,18]
Table 3.4 compares minimum distance values for (N, K) RS and (5,3,6) MDS convolu-
tional codes of the same decoding delay, ~, and redundancy, where ~RS = N - 1 and
~MDSC = n(15 + 1) - 1. The table shows that, for the same rate and decoding delay,
the minimum distance of the RS code, dmin,RS, is always greater than or equal to the
minimum distance of the MDS convolutional code, dmin,MDSC, suggesting that the RS
codes will always have superior performance on the erasure channel.
3.3.6 Discussion
For the same rate and decoding delay, the Reed-Solomon codes outperform the MDS
convolutional codes. Comparing the MDS convolutional code and RS code minimum-
distance values (dmln,MDSC and dmin,RS, respectively) it can be seen that, for the same
rate and decoding delay, dmin,RS ~ dmln,MDSC'
The burst erasure-correcting performance of MDS convolutional codes was investigated
using a simple decoding algorithm based on solving a linear system of equations. The
original motivation for investigating MDS convolutional codes was an interest in coding
for erasure recovery in very low delay and very short block length applications for which
it is felt that sparse graph codes such as LT codes [41] are not suitable. Given that,
for the same rate and decoding delay, RS codes have superior minimum distance (see
Table 3.4) and in the absence of an improved decoding method for MDS convolutional
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Table 3.4: Minimum distance values, dmin,RS and dmin,MDse, for (N, K) RS codes and
(5,3,6) MDS convolutional codes
RS codes MDS convolutional codes
(N,K) dmin,RS 6 dmin,MDse
(5,3) 3 0 3
(10,6) 5 1 4
(15,9) 7 2 5
(20,12) 9 3 8
(25,15) 11 4 9
(30,18) 13 5 10
(35,21) 15 6 13
(40,24) 17 7 14
(45,27) 19 8 15
(50,30) 21 9 18
codes, RS codes will be preferred to MDS convolutional codes in these applications.
3.4 Conclusions
In this chapter, the performance of an encode~ and decoder for maximally short codes
has been shown to be close to that which is theoretically achievable when erasures are
bursty. For the case where erasures are more random, the empirical and theoretical
results can differ significantly although for the case of a rate 3/5 code, the theoretical
results are a close match for the empirical even when erasures are more random.
It has also been shown that Reed-Solomon codes outperform maximum distance sepa-
rable convolutional codes on the GEEC. This suggests that the generalised Singleton
bound is not a good metric by which to judge code performance because, although MDS
convolutional codes satisfy the generalised Singleton bound with equality, the minimum
distance of maximum distance separable convolutional codes can be less than that of
corresponding Reed-Solomon codes which satisfy the Singleton bound with equality.
MDS convolutional codes will not receive further consideration in this thesis. The
performance of Reed-Solomon codes and maximally short codes will be compared in
Chapters 6 and 7.
Chapter 4
LDPC codes on a Gaussian
channel
4.1 Introduction
This chapter examines the performance of LDPC codes on an AWGN channel. LDPC
codes were introduced by Gallager in the early 1960s [45],[46],but their performance was
not fully investigated because computers at that time were not powerful enough to carry
out the necessary simulations. They were 'rediscovered' in the 1990s by MacKay and
Neal [115] who established that their performance approached the Shannon capacity
on the Gaussian channel.
Section 4.2 introduces a deterministic method of constructing a parity-cheek matrix for
a regular LOPC code of any rate and bloek length. The advantage of a deterministic
construction is that the predictable layout of the parity-cheek matrix may provide
implementation advantages compared to the unpredictable structure produced by a
random construction [U6].
Section 4.3 compares error rate performance of codes produced using this deterministic
construction with that of (a) regular LDPC codes of the same rate and bloek length
built using a random construction, (b) regular LDPC codes built using the PEG method
and (c) an irregular LDPC code built using the PEG method according to the ir2 degree
distribution (see §2.9.1).
Following the rediscovery of LOPC codes, numerous authors have investigated alge-
braic or deterministic methods of constructing LDPC matrices. One such construction
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method described by Kou et al. [48] involves the use of Euclidean geometry. The main
reported advantages of Euclidean geometry codes is that they offer faster decoder con-
vergence than randomly generated LDPC codes when decoded using the sum-product
algorithm and their cyclic or quasi-cyclic structure means they can be encoded in lin-
ear time using a linear feedback shift register. Section 4.4 compares the decoding time
and bit error rate performance of Gallager codes and Euclidean-geometry codes on an
AWGN channel.
4.2 A deterministic construction method
Gallager's original matrix construction divided an m x n parity-check matrix into 'Y
n/ k x n submatrices. In the first of these submatrices, the ith row contained ones in
columns (i - 1)'1/1to i'l/l - 1. The remaining submatrices were random column permuta-
tions of the first. This section describes a simple deterministic method of constructing
a parity-cheek matrix of column weight 'Y and row weight '1/1for an LDPC code of bloek
length n.
The deterministic construction method presented here also divides an m x n parity-
check matrix into 'Y n/k x n submatrices. The first submatrix is formed according to
Gallager's method. Subsequent submatrices are formed by cyclically shifting identity
matrices. The probability that Gallager'S method produces a matrix equivalent to this
deterministic method is [(b-~n/k) rn.
4.2.1 Parity-check matrix construction
Parity-check matrix, H, contains 'Y submatrices numbered 0 to 'Y - 1.
H=
H'Y-1
Each submatrix has '1/1nonzero entries per row and one nonzero entry per column.
Let Q be the (n/k) x '1/1matrix consisting of a row of ones followed by (n/k) - 1
rows of zeros and let Q(i) be the matrix produced when matrix Q is cyclically shifted
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downwards i times.
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
Q= 0 0 0 0 Q(l) = 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
Ho consists of n/1/J permutations of Q.
Ho = (Q(O) Q(l) . . . Q(nN-I»)
Let p(i) be the (n/k) x (n/k) circulant permutation matrix produced when (n/k) x (n/k)
identity matrix I is cyclically shifted to the left i times".
0 0 0 0 1
1 0 0 0 0
pel) = 0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
HI consists of 1/J identity matrices and each subsequent H, for 2 $ l $ 'Y - 1 consists
of an identity matrix followed by ¢- 1 permutation matrices p(i).
For example, for a (36,4, 6)-Gallager matrix the result is
Ho Q Q(1) Q(2) Q(3) Q(4) Q(5)
HI I I I I I I
(4.1)-
H2 I pel) p(2) p(3) p(4) p(5)
H3 I p(2) p(3) p(4) p(5) p(6)
1Shifting left as opposed to shifting right makes it easier to avoid cycles of length 4 at short block
lengths.
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1* 1 1 1 1 1*
1* 0 0 0 0 1*
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
Figure 4.1: Example of length four cycle between first and second submatrix. The four
l's marked with an asterisk combine to produce a cycle of length four in the Tanner
graph.
In common with other regular LDPC code constructions, the code has rate, R:
R = 1 - rank{H) 2:: 1 - 'Y/1/J.
n
4.2.2 Existence of length four cycles in the Tanner graph
Length four cycles exist between the first and second submatrices when the size of
an identity matrix is less than the row weight, i.e., when n/1/J < 1/J or n < 1/J2, (see
Figure 4.1).
Length four cycles will exist between the second and subsequent submatrices when
a permutation matrix equals an identity matrix, i.e., when p(i) = I or i = n/1/J.
For example, in (4.1), permutation matrix p(6) = I so the {36,4,6)-Gallager matrix
produced using this method will have cycles of length four. Given that there are 'Y
submatrices, 'Y - 2 containing permutation matrices. Each of these 'Y - 2 submatrices
consists of an identity matrix and 1/J - 1 permutations of an identity matrix. If z is the
submatrix index, 0 :5 z :5 'Y - I, indices on permutation matrices are (z - 2) :5 i :5
(z + 1/J - 4), so length four cycles will exist if (z - 2) :5 n/1/J :5 (z + 1/J - 4) is true for
any integer z in the interval [2, 'Y - 1].
4.3 Deterministic construction vs random construction
Using the deterministic construction method, {3,6)-regular and {4,6)-regular LDPC
matrices are built and their performance on a Gaussian channel is compared against
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(3,6)-regular and (4,6)-regular LDPC matrices built using a random construction and
against the 3G turbo code. This section compares the performance of these codes with
that of regular LDPC codes built using a random construction.
4.3.1 Block length n=3072
Figure 4.2 compares bit error rate performance of random and deterministic (3072,3, 6)
and (3072,4,6) Gallager matrix constructions using a maximum of 100 decoder itera-
tions. Figure 4.3 compares the same codes using a maximum of 200 decoder iterations.
Comparing the (3072,3,6) codes for a maximum of 100 decoder iterations, the random
construction achieves a bit error rate of 10-4 at an approximately 3 dB lower Eb/ No dB
value than the deterministic construction. For the (3072,4,6) codes, the random con-
struction crosses the 10-4 bit error rate threshold at a 2.5 dB lower Eb/ No value than
the deterministic construction. For reference, uncoded BPSK crosses the 10-4 bit error
rate threshold at Eb/No ~ 8.5 dB [29, Figure 1.9]. A rate! convolutional code with
memory order m = 6 decoded with soft-decision maximum-likelihood decoding crosses
the 10-4 bit error rate threshold at Eb/NO ~ 3.5 dB [29, Figure 1.11].
There is very little noticeable difference between the bit error rate performance of the
deterministic (3072,3,6) and (3072,4,6) codes, however for the random construction,
the (3072,3,6) code achieves a bit error rate of 10-5 at an approximately 0.6 dB lower
Eb/ No than the random (3072,4,6) construction.
Comparing the (3072,3,6) codes for a maximum of 200 decoder iterations (Figure 4.3),
again the random construction achieves a bit error rate of 10-4 at an approximately
3 dB lower Eb/ No dB value than the deterministic construction. For the (3072,4,6)
codes, the random construction crosses the 10-4 bit error rate threshold at just over
2.5 dB lower Eb/No value than the deterministic construction.
Figures 4.2 and 4.3 show that for the (3072,4,6) codes the random construction is
marginally superior to the PEG construction. For the (3072,3,6) code, the PEG con-
struction gives a slightly better code, but there is very little to choose between the two.
The ir2 degree distribution produces a code that clearly outperforms the other LDPC
codes.
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4.3.2 Block length n=15342
Figures 4.4 and 4.5 compare the bit error rate performance of random and deterministic
constructions of (15342, 3, 6) and (15342, 4, 6) Gallager codes using a maximum of 100
and 200 decoder iterations. In these figures the random construction show noticeably
superior performance with bit error rates of 10-4 being reached at Eb/ No ~ 2 dB by
the random construction whereas the deterministic construction only achieves the same
bit error rate when 4 s Eb/NO s 5 dB.
4.3.3 Discussion
In this section, a simple deterministic method of producing the parity-check matrix of an
LDPC code was introduced and the conditions under which the code's Tanner graph
is free from cycles of length four were described. The error-correcting performance
of parity-check matrices produced using this method were compared with matrices
produced using a random construction. The results presented demonstrate that the
absence of cycles of length four in a code's Tanner graph is not a sufficient condition to
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produce good codes; the random codes which had a small number of length four cycles
outperformed codes built using the deterministic construction which had no length four
cycles in their Tanner graph. The girth of the code's Tanner graph is not sufficient to
judge the quality of an LDPC code. A similar conclusion was reached by Halford &
Chugg \1171 using other methods.
The results also demonstrate the problems of constructing codes using commuting
permutation matrices. A parity-check matrix H produced using the deterministic con-
struction method is in effect two matrices stacked one on top of the other:
where matrix Ho is an n/1/J x n matrix and matrix H+ is a b - 1)n/1/J x n matrix
consisting of a ('Y - 1) x 1/J matrix of permutation matrices where each permutation
matrix has size n/1/J x n/1/J.
Two matrices A and B commute if AB = BA which is the case for the permutation
matrices of H+. MacKay & Davey [118, §2.3, Theorem 2] prove that: "If a parity check
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matrix of height M contains a submatrix of height M and width (r+ 1)M/r containing
r(r + 1) non-overlapping permutation matrices that all commute with each other, then
the corresponding code has minimum distance less than or equal to (r + 1)1."
Let r = 'Y - 1 and M = rn/'IjJ, the size of the submatrix referred to in MacKay &
Davey's theorem is
M x (r + 1)M/r = rn/'IjJ x (r + 1)n/¢
= C'Y - 1)n/¢ x 'Yn/¢
which is equivalent to a C'Y - 1) x 'Ymatrix of n/¢ x n/¢ permutation matrices. For
Gallager's LDPe codes, the column weight , is less than the row weight ¢ so H+
contains within it a submatrix of the type referred to in MacKay & Davey's theorem
and the code which is the null space of H must have minimum distance less than or
equal to 'Y!.
The performance of parity-check matrices produced using the deterministic construc-
tion method is limited by the commuting permutation matrices contained within the
parity-check matrices. However, codes formed from cyclic shifts have low hardware com-
plexity [116]. Okamura [116] used Kronecker products [119] in an attempt to overcome
the commutative matrix limitation and produce codes with reasonable performance
but whose structure facilitated a simple hardware implementation. The application
of Kronecker products to the deterministic construction, presented in this section, in
order to produce codes with reasonable performance that permit a simple hardware
implementation may be an area for further study.
4.4 Gallager codes vs EG codes
This section compares the performance of Euclidean-geometry codes with Gallager
codes on an AWGN channel for code rates of approximately 2/3, 3/4, 4/5 and 9/10.
Due to the different methods of constructing the codes, it is not possible to compare
codes of exactly the same length and code rate, but approximate comparisons can be
made.
The exact code rates and block lengths used are listed in Tables 4.1 and 4.2 for
Euclidean-geometry and Gallager codes, respectively.
The Euclidean-geometry codes are constructed according to [48] and the block lengths
and code rates used are listed in Table 4.1.
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Table 4.1: Block length, n, and code rate, R, for EG-LDPC codes
(n, nR) R
(255, 175) 0.686
(1023, 781) 0.763
(4095, 3367) 0.822
(16383, 14197) 0.867
Table 4.2: Block length, n, and code rate, R, for Gallager LDPC codes
Deterministic construction Random construction
(n,'Y,t/J) (n, nR) R (n, nR) R
(252,3,9) (252, 172) 0.68254 (252, 170) 0.674603
(1020,3,12) (1020, 774) 0.758824 (1020, 767) 0.751961
(4095,3, 15) (4095, 3278) 0.800488 (4095, 3278) 0.800488
(16380,3,30) (16380, 14744) 0.900122 (16380, 14744) 0.900122
The Gallager codes are built using a random construction keeping column weight 'Y= 3
constant and varying block length n and row weight t/J. This enabled the construction
of (n, 'Y, t/J) Gallager codes listed in Table 4.2 whose rate and block length are similar
to the EG-LDPC codes in Table 4.1.
4.4.1 Bit error rates
Figures 4.6, 4.7, 4.8, and 4.9 show the results of a bit error rate comparison between
the Gallager and Euclidean-geometry codes.
For n ~ 255 (Figure 4.6), the Euclidean-geometry code crosses the Pe = 10-4 threshold
with an almost 1 dB lower Eb/ No value than the Gallager codes. There is almost no
difference between the performance of the two Gallager codes.
For n ~ 1023 (Figure 4.7), the Euclidean-geometry code and the random Gallager
code show similar performance whereas the deterministic Gallager code has noticeably
poorer bit error rate performance.
For n ~ 4095 and n ~ 16383 (Figures 4.8 and 4.9, respectively), it is clear from these
figures that as block length increases, the random Gallager code has a clear performance
advantage over the other two codes.
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Euclidean-geometry, random and deterministic (det.) Gallager matrix constructions on
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These figures show that in the cases considered, the random Gallager code generally has
a bit error rate superior to the Euclidean-geometry code. Only for the case where the
block length is short (n ~ 255) does the Euclidean-geometry code exhibit a performance
advantage compared to the randomly constructed Gallager code.
4.4.2 Average no. of decoder iterations
Figures 4.10, 4.11, 4.12 and 4.13 compare Gallager and Euclidean-geometry codes in
terms of average number of iterations required for decoder convergence. An upper limit
of 100 iterations was used in all cases.
For n ~ 255 (Figure 4.10) the Euclidean geometry code clearly converges with fewer
decoder iterations than either Gallager code. There is negligible difference between the
Gallager codes.
For n ~ 1023 (Figure 4.11), the Euclidean-geometry code still requires fewer decoder
iterations to reach a solution than the Gallager codes, but the random Gallager code
is now showing a clear performance advantage compared to the other Gallager code.
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For n ~ 4095 (Figure 4.12), apart from at the 4 dB point, the random Gallager code re-
quires fewer decoder iterations to converge. At the 4 dB point, the Euclidean-geometry
code converges in the fewest iterations.
For n ~ 16383 (Figure 4.13), at the 2 and 3 dB points, there is no decoder convergence
for any code before reaching the maximum number of iterations. At the 4 dB point, the
random Gallager code clearly requires fewer decoder iterations, reaching convergence
after ~ 10 decoder iterations whereas the other codes require more than 60 iterations
to converge.
4.4.3 Execution time
Average number of decoder iterations does not tell the whole story as far as decoding
LDPC codes is concerned. Table 4.3 shows average execution time per decoder iteration
for LDPC codes on an AWGN channel measured as part of the bit error rate comparison
between Euclidean-geometry and Gallager LDPC codes. As can be seen from the table,
the average time per iteration is significantly longer for Euclidean-geometry codes than
72 Chapter 4. LDPC codes on a Gaussian channel
II)
§
!!!
Q)
:t::
'0
g 101
Q)
Cl
!!!
l
102 , .
·································1·································+······························t·········....
!
.. :
·····.'l·
10°L-------~--------~------~--------~------~o 2 3 4 5
EJNo (dB)
EG·LDPC - det. Gallager ---*--- random Gallager ....•...
Figure 4.13: Average no. of decoder iterations for block length n ~ 16383 LDPC codes
Euclidean-geometry, random and deterministic (det.) Gallager matrix constructions on
AWGN channel
4.4. Gallager codes vs EG codes 73
Table 4.3: Average execution time per decoder iteration for LDPC codes on the AWGN
channel
Average execution time per decoder iteration, s
Block length EG Gallager EG I Gallager
n~ 255 0.00819 0.002867 2.857
n ~ 1023 0.07115 0.004175 17.04
n ~ 4095 1.11281 0.014382 77.38
n ~ 16383 13.3469 0.066375 201.08
Table 4.4: Gallager LDPC. code parity-check matrix densities
n 1/; Density
252 9 0.03571
1020 12 0.01176
4095 15 0.00366
16380 30 0.00183
for the corresponding Gallager code. Both codes were decoded in software running
on a single CPU. (Appendix E lists the specifications of the simulation servers used
to produce results for this thesis.) The decoder used a flooding schedule; there was
no parallelisation. The greater average execution time for the EG-LDPC codes is
attributable to the greater size and density of the Euclidean-geometry code parity-
check matrix compared to its Gallager code equivalent (see Tables 4.5 and 4.4).
The decoding times are proportional to the number of non-zero entries in the parity-
check matrix. While running on a 1.2 GHz UltraSPARC processor (see Appendix E),
the decoder required on average 1.7 J.tS per non-zero parity-check matrix entry per
iteration.
Matrix density is the total number of non-zero entries in the matrix divided by the
total number of entries. The density of a regular (n, 'Y, 1/;) Gallager matrix is ,pIn.
The density of a 2D EG-LDPC code based on the Euclidean-geometry EG(2,2') is
pin = 2'/(22, - 1) [48]. The density of the Gallager codes and Euclidean-geometry
codes used in the experiments are given in Tables 4.4 and 4.5, respectively.
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Table 4.5: EG-LDPC code parity-check matrix densities
s n p Density
4 255 16 0.06275
5 1023 32 0.03128
6 4095 64 0.01563
7 16383 128 0.00781
4.4.4 Discussion
Decoding
The original paper on finite geometry LDPC codes [48] showed a Euclidean geometry
code with block length n = 255 outperforming a random Gallager code of similar
length. However, the paper did not show at what block length Euclidean geometry
codes would cease to outperform random Gallager codes. It has been shown here that
the Euclidean geometry code only outperforms comparable random Gallager codes at
that block length. As block length increases beyond n = 1023 bits, the random Gallager
code not only has superior bit error rate, but also a lower decoding cost.
It is also important to note that the time complexity of decoding LDPC codes is
not simply a function of the number of iterations, but also a function of the time
required to execute each iteration, something which varies from code to code and is a
function of the density of the LDPC matrix itself. Therefore, average number of decoder
iterations is not the only thing to bear in mind when considering LDPC decoding.
Finite geometry codes may converge in fewer iterations, but the iterations take longer
to execute: number of iterations alone is not a guide to a code's applicability.
Assuming that the structure of an EG-LDPC code parity-check matrix (see §2.8.3)
provides no implementation benefit, complete parallelisation of the decoder implemen-
tation may give a Euclidean geometry code an advantage in circumstances where the
decoder converges in fewer iterations, but would be at the expense of greater chip area
than would be necessary to implement a Gallager code due to the lower density of the
Gallager code.
Hardware implementation of an LDPC decoder may be a trade-off between VLSI chip
area and execution time with greater parallelisation decreasing execution time at the
expense of greater chip area. The area-time product of a hardware implementation is
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likely to be proportional to parity-check matrix density. The hardware implementation
of the EG-LDPC would have a greater area-time product than codes with a less dense
parity-check matrix such as the random Gallager code.
Another advantage of the Gallager codes is that rate remains constant irrespective of
block length which is not the case for Euclidean geometry codes where the code rate
increases with block length.
FG-LDPC codes do have some benefits. The cyclic or quasi-cyclic (circulant permu-
tation matrix) structure of the FG-LDPC matrix allows storage of the matrix to be
optimised because only the incidence vector of the line C, which describes the matrix
need be stored.
Encoding
One of the original benefits of FG-LDPC codes was that their cyclic or quasi-cyclic
structure allowed them to be encoded using a shift-register circuit [48] giving them a
low encoding cost unlike Gallager codes which had an O(n2) encoding cost due to the
vector-matrix multiplication of an information vector with a dense generator matrix.
However, this disadvantage of Gallager codes is not so marked after Richardson &
Urbanke introduced an efficient encoding of LDPC codes [51] although Richardson &
Urbanke's encoding still requires storage of a sparse matrix for encoding.
4.5 Conclusions
In this chapter, a deterministic method of constructing Gallager LDPC codes was
introduced and the performance was found to be inferior to that of codes produced
using Gallager's random construction method.
The performance of randomly constructed Gallager codes in comparison with Euclidean
geometry codes was also investigated and it was found that the Gallager codes outper-
formed the EG codes in terms of bit error rate as block length increased with Gallager
codes proving to be superior at block lengths greater than approximately 1000 bits. It
was also established that the decoding complexity of random Gallager codes is lower
than that of Euclidean geometry codes when decoded iteratively using the sum-product
algorithm.
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The deterministic construction and EG codes will not receive further consideration in
this thesis. The performance of random Gallager codes of a Rayleigh fading channel is
examined in Chapter 5.
Chapter 5
LDPC codes on a Rayleigh
fading channel
5.1 Introduction
This chapter investigates the performance of LDPC codes on a correlated Rayleigh
fading channel for a code block length of 15342 bits. Two regular codes and one irregular
code are considered. The regular codes have rates of approximately 1/2 and 1/3. The
irregular code has rate of 1/3. In both cases, their performance is compared with that
a rate 1/3 3G turbo code. The 3G turbo code is briefly described in Appendix F.
The turbo code used an internal interleaver input block length of K = 5114 giving an
effective block length equal to that of the LDPC codes. The block length chosen is the
maximum specified for the 3G turbo code [4]. Channel interleaving was applied to all
codes using one of two block interleavers defined for use with the 3G turbo code [4,
§4.2.5.2].
The LDPC codes were decoded using the sum-product algorithm [115]. Decoding ter-
minates if, for received codeword r, the calculated syndrome s = rHT is zero or a
maximum of 200 iterations is reached. The constituent decoders of the turbo decoder
use the MAP algorithm [29, §14.4]. Decoding terminates at a maximum of 20 iterations.
Codes were simulated at channel bit rates of 30, 120 and 480 kbps, resulting in symbol
duration values of 33.33, 8.333 and 2.083 p.s, respectively. Using a block length of 15342
bits results in system delays of 511.4 ms, 127.85 ms and 31.9625 ms, respectively.
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Figure 5.1: Normalised Doppler frequency ImTs for selected bit rates and mobile speeds
using an 1800 MHz carrier frequency.
Mobile speed, km/h
Three mobile speeds are considered: 5 km/h (3.1 mph) representing a slowwalking pace;
50 km/h (31 mph) representing urban driving; and 120 km/h (74.6 mph) to represent
motorway driving. Jakes' model [26] was used to produce correlated Rayleigh fading
assuming an 1800MHz carrier frequency and BPSK modulation. The maximum change
in frequency due to the Doppler effect is 1m = [o]«, where I is carrier frequency, v
is mobile speed in metres per second and c is the speed of light in vacuum. For
speeds of 5, 50 and 120 km/h and a carrier frequency of 1800 MHz, the maximum
Doppler frequencies are 8.3391, 83.391 and 200 Hz. For coded symbol duration TB, the
corresponding normalised Doppler shifts ImTs are shown in Figure 5.1. The simulations
would run until at least one hundred block errors had occurred or 1 x 107 codewords
had been transmitted, whichever occurred sooner.
Results for the regular LDPC codes are reported in section 5.2. Results for the irregular
LDPC code are reported in section 5.3.
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5.2 Random Gallager codes on a Rayleigh fading channel
Using Gallager's original construction method, a (3,6)-regular LDPe matrix with a
block length of n = 15342 bits was produced. The null space of this matrix is a (15342,
8099) linear block code with rate R = 0.5279.
Using the same block length and construction method, a (4,6)-regular LDPe matrix
was also produced. The null space of this matrix is a (15342, 5543) linear block code
with rate R = 0.3613.
Both codes were simulated on correlated Rayleigh fading channel and their performance
compared with the 3G turbo code on the same channel. Bit error rate results are
presented in section 5.2.1. The corresponding block error rate results are presented in
section 5.2.2.
5.2.1 Bit error rate results
30 kbps
Bit error rate results for 30 kbps transmission are shown in Figure 5.2.
At 120 km/h, the turbo code has lower BER than both LDPe codes. The (3,6) code
has a similar BER to the (4,6) code at Eb/No = 3 dB and 5 dB. At Eb/NO = 9 dB, the
(3,6) code has almost 10 times lower BER than the (4,6).
At 50 km/h, a BER of 10-4 is reached by the turbo code at Eb/No = 9 dB, by the (3,6)
code at ~ 11 dB, and by the (4,6) code at ~ 12 dB giving the turbo code approximately
3 dB coding gain over the (4,6) code.
At 5 km/h, only the (3,6) code achieves a BER below 10-3 (at Eb/NO = 17 dB). The
(4,6) code almost achieves a BER of 10-3 and the turbo code reaches an error floor at
a BER of 2 x 10-3.
120 kbps
Bit error rate results for 120 kbps transmission are shown in Figure 5.3.
At 120 km/h, only the turbo code approaches a BER of 10-5, the (3,6) code BER
falls below 10-4 at Eb/ No = 13 dB. The (4,6) code achieves a BER of approximately
3 x 10-4 at Eb/NO = 13 dB.
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Figure 5.2: Bit error rate results for random (15342, " 6) Gallager matrix constructions
on a Rayleigh fading channel with max. 200 decoder iterations (30 kbps)
At 50 km/h, only the (3,6) code achieves a BER approaching 10-5. At Eb/NO < 13 dB,
the turbo code has a performance that is marginally better than the (3,6) code until
reaching an error floor at a BER of approximately 8 x 10-4 when Eb/No > 13 dB. The
(4,6) LDPC code eventually achieves a BER of 2 x 10-4 falling below the turbo code
error floor when Eb/ No > 15 dB.
At 5 km/h, performance of all three codes is very similar. Below 13 dB, the turbo and
(3,6) code have almost identical BER. The (4,6) code has a poorer BER. Above 13 dB,
the turbo code reaches an error floor at a BER of 10-2• Both LDPC codes fall below
the error floor, the (3,6) code achieving a BER less than 4 x 10-3.
480 kbps
Bit error rate results for 480 kbps transmission are shown in Figure 5.4.
At 120 km/h, turbo and (3,6) code show similar performance below 13 dB. The turbo
code reaches an error floor with a BER of approximately 1 x 10-3. At Eb/No = 17 dB,
both LDPC codes have a BER that is better than the turbo code's, the (3,6) code has
a BER of approximately 2 x 10-4, the (4,6) code has a BER of approximately 3 x 10-4•
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Figure 5.3: Bit error rate results for random (15342, "I, 6) Gallager matrix constructions
on a Rayleigh fading channel with max. 200 decoder iterations (120 kbps)
At 50 km/h, turbo and (3,6) code have virtually identical performance below 9 dB;
between 9 dB and 13 dB, the turbo code has a performance that is slightly superior to
the (3,6) code, but above 13 dB the turbo code again reaches an error floor, at a BER
of approximately 5 x 10-3• The (3,6) code eventually achieves a BER of approximately
1 x 10-3 at Eb/ No = 17 dB, the (4,6) code achieves a BER of approximately 3 x 10-3
at Eb/NO = 17 dB.
At 5 km/h, turbo and (3,6) codes have almost identical performance below 13 dB.
Above 13 dB, the turbo code experiences an error floor just above a BER of 1 x 10-2•
The (3,6) code eventually achieves a BER of approximately 3 x 10-3. The (4,6) code
eventually achieves a BER of approximately 5 x 10-3.
5.2.2 Blockerror rate results
30 kbps
Block error rate results for 30 kbps transmission are shown in Figure 5.5.
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Figure 5.4: Bit error rate results for random (15342, ,,6) Gallager matrix constructions
on a Rayleigh fading channel with max. 200 decoder iterations (480 kbps)
At 120 km/h, the turbo code shows the best BLER performance, having a BLER of
3 x 10-3 at Eb/No = 5 dB. The two LDPC codes have a BLER between 2 x 10-2 and
5 x 10-2 at the same Eb/NO value. Comparing LDPC codes shows that, at Eb/NO =
9 dB, the BLER rates are 1x 10-4 and 7x 10-4 for the (3,6) and (4,6) codes respectively.
At 50 km/h, the pattern is similar to the 120 km/h case. The turbo code achieves a
BLER of 5 x 10-4 at Eb/ No = 9 dB, when the BLER values for the (3,6) and (4,6)
codes are 1 x 10-3 and 5 x 10-3, respectively. The (3,6) and (4,6) codes eventually
achieve BLER values of 9 x 10-5 and 2 x 10-4 at Eb/ No = 13 dB.
At 5 km/h, there is less to separate the codes. At Eb/No ~ 13 dB, the turbo code
has the lowest BLER (9 x 10-3 versus 3 x 10-2 and 4 x 10-2 for (3,6) and (4,6) codes,
respectively). By Eb/NO = 17 dB, the (3,6) code is the best performer with a BLER of
2 x 10-3 compared to approximately 5 x 10-3 for both turbo and (4,6) codes.
120 kbps
Block error rate results for 120 kbps transmission are shown in Figure 5.6.
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Figure 5.5: Block error rate results for random (15342, "(, 6) Gallager matrix construc-
tions on a Rayleigh fading channel with max. 200 decoder iterations (30 kbps)
At 120 km/h, for Eb/ No = 13 dB, the BLER values for turbo, (3,6) and (4,6) codes are
approximately 8 x 10-5, 8 X 10-4 and 2 x 10-3, respectively. The turbo code clearly
gives the best performance.
At 50 km/h, for Eb/ No = 17 dB, the BLER values for turbo, (3,6) and (4,6) codes are
1.5 x 10-3, 6 X 10-3 and 1.5 x IQ-3, respectively. The (3,6) code is the best performer,
the turbo and (4,6) codes are equal.
At 5 km/h, for Eb/ No = 17 dB, the BLER values for turbo, (3,6) and (4,6) codes are
2.2 x 10-2, 1.8 X IQ-2 and 2.7 x IQ-2, respectively. The (3,6) code is the best by a
narrow margin.
480 kbps
Block error rate results for 480 kbps transmission are shown in Figure 5.7.
At 120 km/h, the turbo code outperforms both the (3,6) and (4,6) codes below Eb/ No =
15 dB. Above this point, the turbo code experiences an error floor so that by Eb/No =
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Figure 5.6: Block error rate results for random (15342, " 6) Gallager matrix construc-
tions on a Rayleigh fading channel with max. 200 decoder iterations (120 kbps)
17 dB, both the (3,6) code and the (4,6) code outperform the turbo code, with the
(3,6) code outperforming the other LDPC code.
At 50 km/h, the turbo code outperforms both LDPC codes below Eb/ No = 13 dB.
Above this point, the turbo code experiences an error floor. Despite the error floor, the
turbo code still marginally outperforms the (4,6) code at Eb/No = 17 dB. At the same
Eb/ No value, both the turbo code and (4,6) code are outperformed by the (3,6) code.
At 5 km/h, again, the turbo code outperforms both LDPC codes for Eb/No ~ 13 dB.
Above this point, the turbo code experiences an error floor so that by Eb/ No = 17 dB,
the (4,6) code marginally outperforms the turbo code. At the same Eb/No value, the
(3,6) code noticeably outperforms the other two codes.
The BLER values for Eb/No = 17 dB are shown in Table 5.1. The (3,6) code has the
lowest BLER values at all three speeds.
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Table 5.1: BLER values for Eb/NO = 17 dB, 480 kbps, f = 1800 MHz
Code
Mobile speed, km/h Thrbo (3,6) (4,6)
5 1/33 1/56 1/38
50 1/91 1/200 1/77
120 1/500 1/1250 1/667
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Figure 5.7: Block error rate results for random (15342, "y, 6) Gallager matrix construc-
tions on a Rayleigh fading channel with max. 200 decoder iterations (480 kbps)
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5.2.3 Discussion
One LDPC code consistently outperforms the other. The bit error rate results show
that the (3,6) code consistently outperforms the (4,6) code despite the (4,6) code having
greater redundancy. Bazzi et al. [120] achieved a similar result analytically for the
binary symmetric channel and Gallager's decoding algorithm A, but they assume codes
with an infinite block length and cycle-free Tanner graph.
Performance varies with mobile speed. At high mobile speeds (120 km/h), the channel
errors are decor related allowing the turbo code to perform well without further channel
interleaving. At low speeds, the turbo code would require further channel interleaving
to achieve a bit error rate comparable with the (3,6)-regular LDPC code.
Performance varies with data rate. At the highest data rate (480 kbps), only the (3,6)
code achieves a block error rate below 1 x 10-3 and this only occurs at the highest
mobile speed.
As one would expect, having seen the bit error rate results, the block error rate results
show that the (3,6) code consistently outperforms the (4,6) code. However, in compar-
ison to the turbo code, the (3,6) code's performance is more mixed. The turbo code
tends to be the better code for low Eb/NO values whereas the (3,6) code tends to be
the better code for high Eb/ No values.
5.3 Irregular LDPC codes on a Rayleigh fading channel
Using Hou et al.'s ir2 degree distribution [54] and the PEG construction method, a rate
1/3 irregular LDPC code with block length n = 15342 was produced. The null space
of this matrix is a (15342,5113) linear block code with rate R = 0.3333.
This code was simulated on a correlated Rayleigh fading channel and its performance
compared with that of a 3G turbo code on the same channel. Bit error rate results are
presented in section 5.3.1. The corresponding block error rate results are presented in
section 5.3.2.
Hou et al. [54]assumed a source bit rate of 9.6 kbps and a code rate of 1/3 giving them a
coded bit rate of 28.8 kbps and a coded symbol duration of Ts = 34.7 /-tS. Using a block
length of 3072 bits gave them a system delay of 106.7 ms. They considered three typical
mobile speeds: 4 mph (6.44 km/h), 30 mph (48.28 km/h) and 70 mph (112.65 km/h).
Using a 900 MHz carrier frequency, the corresponding normalised Doppler shifts fmTs
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are 1.86 x 10-4, 1.397 X 10-3 and 3.26 x 10-3, respectively, where fm is the maximum
Doppler frequency and TB is the coded symbol duration.
For this thesis, coded bit rates of 30, 120 and 480 kbps were used resulting in symbol
duration values of 33.33, 8.333 and 2.083 ps, respectively. Using a block length of 15342
bits results in system delays of 511.4 ms, 127.85 ms and 31.9625 ms, respectively. Three
mobile speeds were considered: 5 km/h (3.1 mph), 50 km/h (31 mph) and 120 km/h
(74.6 mph). The corresponding normalised Doppler frequencies are shown in Figure 5.1.
5.3.1 Bit error rate results
30 kbps
Bit error rate results for 30 kbps transmission are shown in Figure 5.8.
At 120 km/h, the turbo code is the best of the two codes, achieving more than 1 dB
coding gain over the ir2 code for a BER of 1 x 10-3•
At 50 km/h, the turbo code again achieves a greater than 1 dB coding gain over the
ir2 code for a BER of 1 x 10-3•
At 5 km/h, the story is different. The turbo code reaches an error floor at a BER of
approximately 2.6 x 10-3, whereas the ir2 code goes on to achieve a BER of 8 x 10-4
at Eb/NO = 17 dB.
120 kbps
Bit error rate results for 120 kbps transmission are shown in Figure 5.9.
At 120 km/h, for Eb/No = 13 dB, the turbo code BER is 1.2 x 10-5, the ir2 BER is
2.4 x 10-5 and the turbo code is clearly better.
At 50 km/h, although the turbo code shows superior BER for Eb/ No < 13 dB, its BER
reaches an error floor of 7.5 x 10-4 for Eb/NO ;:::13 dB. In contrast, ir2 experiences no
error floor and achieves a BER of 1.4 x 10-5 at Eb/ No = 17 dB.
At 5 km/h, both codes have a similar performance below Eb/No = 13 dB. Above this
point, ir2 is the better code and at Eb/NO = 17 dB it has a BER of approximately
4 x 10-3, half that of the turbo code.
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Figure 5.10: Bit error rate results for an irregular LDPe code on a Rayleigh fading
channel with max. 200 decoder iterations (480 kbps)
480 kbps
Bit error rate results for 480 kbps transmission are shown in Figure 5.10.
The results for all three mobile speeds follow a similar pattern: for Eb/No ~ 13 dB, both
turbo and ir2 show similar BER performance with the turbo code marginally better.
Above Eb/No = 13 dB, the turbo code experiences an error floor so at Eb/NO = 17 dB,
ir2 has the lower BER: 2 x 10-4 v. 9 x 10-4 at 120 km/h, 1 x 10-3 v. 5 X 10-3 at
50 km/h, 4 x 10-3 v. 1 X 10-2 at 5 km/h.
5.3.2 Blockerror rate results
30 kbps
Block error rate results for 30 kbps transmission are shown in Figure 5.11.
At 120 km/h, the turbo code is again the better of the two codes such that for Eb/ No =
9 dB no block errors were found. At the same Eb/ No value, ir2 has a BLER of 8 x 10-5.
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Figure 5.11: Block error rate results for an irregular LDPe code on a Rayleigh fading
channel with max. 200 decoder iterations (30 kbps)
At 50 km/h, for Eb/ No = 9 dB, the turbo code has a BLER value of 5 x 10-4 and ir2
has a BLER value of 2 x 10-3.
At 5 krn/h, the turbo code has the better BLER at Eb/ No $ 13 dB, whereas above
Eb/ No = 13 dB, ir2 achieves the better result with a BLER value of approximately
8 x 10-4 at Eb/ No = 17 dB compared with a BLER value of 5.6 x 10-3 for the turbo
code.
120 kbps
Block error rate results for 120 kbps transmission are shown in Figure 5.12.
At 120 km/h, the turbo code has the better BLER results with a BLER value of 8 x 10-5
compared with 1 x 10-4 for the ir2 code at Eb/NO = 13 dB.
At 50 km/h, the behaviour is reversed, with ir2 achieving the lower BLER value of
5.7 x 10-5 versus 1.5 x 10-3 for the turbo code at Eb/ No = 17 dB.
At 5 km/h, the two codes have a similar performance with turbo and ir2 codes achieving
BLER values of 2.2 x 10-2 and 1.6 x 10-2, respectively, at Eb/ No = 17 dB.
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Figure 5.12: Block error rate results for an irregular LOpe code on a Rayleigh fading
channel with max. 200 decoder iterations (120 kbps)
480 kbps
Block error rate results for 480 kbps transmission are shown in Figure 5.13.
Again, at 480 kbps, the results for all three mobile speeds follow a similar pattern: for
Eb/ No :5 13 dB, both turbo and ir2 codes show similar BLER performance with the
turbo codes marginally better. Above Eb/No = 13 dB, the turbo code experiences an
error floor so at Eb/NO = 17 dB, ir2 has the lower BLER values: 7.7 x 10-4 v. 2 X 10-3
at 120 km/h, 4.6 x 10-3 v. 1.2 X 10-2 at 50 km/h, 1.7 x 10-2 v. 3 X 10-2 at 5 km/h.
5.3.3 Discussion
The bit error rate results show the turbo code outperforming the irregular LOpe code
at 30 kbps apart from at a mobile speed of 5 km/h. At 120 kbps, the turbo code
outperforms the irregular LDPe code at low Eb/ No values until reaching an error
floor. The LOpe code experiences no error floor, outperforming the turbo code at
the higher Eb/ No values. At 480 kbps, the story is similar to the 120 kbps case, the
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Figure 5.13: Block error rate results for an irregular LDPC code on a Rayleigh fading
channel with max. 200 decoder iterations (480 kbps)
turbo code performs well at low Eb/NO values, but reaches an error floor that allows
the LDPC code to become the better performing code at high Eb/ No values.
The block error rate results show the turbo code outperforms the irregular LDPC code
at 30 kbps apart from at a mobile speed of 5 km/h as the turbo code experiences an
error floor. At 120 kbps, again the turbo code outperforms the irregular LDPC code
at low Eb/ No values, but as Eb/ No values increase, the irregular LDPC code starts
to outperform the turbo code. At 480 kbps, the turbo code outperforms the irregular
LDPC code at low Eb/No values, but as Eb/No increases, the irregular LDPC code
starts to outperform the turbo code because the turbo code experiences an error floor
whereas the LDPC code does not.
For the ir2 code, BLER falls below 10-3 for the normalised Doppler frequencies shown
in Table 5.2.
For the (3,6)-regular LDPC code, BLER falls below 10-3 for the normalised Doppler
frequencies shown in Table 5.3.
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Table 5.2: Normalised Doppler frequencies with ir2 code BLER below 10-3
Bit rate, kbps Mobile speed, km/h Normalised Doppler freq.
480 120 418 x 10-6
120 50 694 x 10-6
120 120 1667 x 10-6
30 5 277 X 10-6
30 50 2778 X 10-6
30 120 6667 x 10-6
Table 5.3: Normalised Doppler frequencies with (3,6)-regular code BLER below 10-3
Bit rate, kbps Mobile speed, km/h Normalised Doppler freq.
30 50 2778 X 10-6
30 120 6667 x 10-6
120 120 1667 x 10-6
480 120 418 x 10-6
5.4 Conclusions
In this chapter, the performance of regular and irregular LDPC codes was investigated
and compared with the performance of the 3G turbo code on a Rayleigh fading channel.
As with the AWGN channel in Chapter 4, the (3,6)-regular LDPC outperformed the
(4,6) regular LDPC code despite being a higher rate code. The irregular LOPC code,
ir2, outperformed the (3,6)-regular code.
The turbo code outperformed all the LOPC codes at low Eb/ No values whereas, at high
Eb/ No values, the turbo code tended to reach an error floor and was outperformed by
both the (3,6) and ir2 LOPC codes, but not the (4,6) code.
The (3,6)-regular LOPC code results from this chapter will be analysed in Chapter 6
and Chapter 7 to predict the performance of erasure-correcting codes with an error-
corrected wireless channel.
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5.4.1 Why higher speeds have better performance
From the results in this chapter, it can be concluded that when the channel is modelled
as a pure Rayleigh fading channel, higher mobile speed gives better performance. The
same conclusion has been reached by other authors employing a similar simulation
methodology [121],[54].
The simulations in this chapter used a Jakes channel model (see section 2.6.1). The
covariance of the fading process for the Jakes channel model is described by the Bessel
function of the first kind
r(r) = Jo (271'/mlrl)
where 1m is the maximum Doppler frequency shift and where the normalised Doppler
frequency l-«r determines the correlation between two symbols separated by time r
[26],[121].
The first zero of the Bessel function occurs when 271'/mlrl = 2.4048 or Imr = 0.38.
Substituting Im = V le/ c gives
0.38c
r=--.vie (5.1)
where v is the velocity of the receiver, Ie is the carrier frequency, and c is the speed of
light.
It can be seen from (5.1) that the time to the first zero is inversely proportional to the
velocity, v. Therefore, increasing velocity reduces the correlation between transmitted
symbols.
Iterative decoders such as the turbo decoder and the SPA decoder achieve their best
performance when input symbols are independent. Increasing the correlation between
input symbols reduces performance. Therefore, the reduction in correlation that comes
with increased velocity results in better performance.
5.4.2 Comparison with 3GPP simulations
It has been shown in this chapter that when a mobile channel modelled as a Jakes fading
channel then higher speeds achieve a better performance than lower speeds due to the
correlation between transmitted symbols being inversely proportional to the velocity
of the mobile station. Examing the equation for the covariance of the fading process
showed why this is theoretically correct.
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However, 3G systems employ diversity mechanisms in addition to channel coding. Ol-
mos and Ruiz [122] analyse the transport block error rates of the UTRA-FDD downlink
incorporating both transmission diversity and turbo coding into their simulations.
Their simulation model incorporates a turbo encoder and decoder, detailed generation
of the channelisation and spreading codes, a wideband mobile channel simulator, and a
RAKE receiver. They assume perfect SNR estimation and use a frame level interleaving
depth of 10 ms. Shadowing [i.e., log-normal fading) is not included as fast power control
is assumed to compensate for this.
They report results for mobile speeds of 3 km/h, 50 km/h, and 120 km/h. In contrast to
the simulation results reported in this thesis, their results show that higher performance
is achieved using lower mobile speeds. To achieve the same BER or BLER as a mobile
travelling at 3 km/h, a mobile travelling at 50 km/h requires approx. 1 dB greater
Eb/NO, a mobile travelling at 120 km/h requires approx. 3 dB greater Eb/NO. In
addition, they show that at the lowest mobile speed, the use of Tx diversity (i.e.,
two transmit antennas) gives a further performance improvement over the case where
no Tx diversity is used. (The same BER or BLER is achieved with approx. 2 dB
lower Eb/NO.) The performance improvement due to Tx diversity at higher speeds is
negligible. They state that at low mobile speeds, the limiting factor is noise rather
than channel variations whereas at high speed (~ 50 km/h), the limiting factor is the
difficulty in tracking the variations of the channel.

Chapter 6
Serial concatenation
6.1 Introduction
In this chapter, results from previous chapters are combined to show the performance
that can be achieved when an outer erasure correcting code is used in combination with
an inner LDPC code to recover from losses on a Rayleigh fading channel. Block error
rate statistics from the fading channel simulations of Chapter 5 are used to determine
statistics for a Gilbert-Elliott model used to represent the wireless channel and these
statistics are input to analytical equations used to determine the performance of Reed-
Solomon and maximally short codes used as the outer erasure correcting code for the
wireless channel.
A wireless frame containing at least one uncorrected bit error is considered as erased.
By this definition, the unconditional loss probability, Pu, of the Gilbert-Elliott model
equals the block error rate of the wireless channel. The length of an erasure burst is
defined as the number of consective erased frames without an intervening non-erased
frame. The average burst length, LB, is the average of all erasure burst lengths. Given
the unconditional loss probability, Pu, and average erasure burst length, LB, the Gilbert-
Elliott erasure channel transition probabilities p and q are
Pu (6.1)p=--q1-pu
and
q = l/LB. (6.2)
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Table 6.1: Decoding delays. T denotes the packet transmission period.
Code rate Decoding delay equation Decoding delay values
3/4 {(12i +3)T: 0:::; i:::; 7}
3/5 {(15i + 9)T : 0 :::;i :::;6}
{3T, 15T, 27T, 39T, 51T, 63T, 75T, 87T}
{9T, 24T, 39T, 54T, 69T, 84T, 99T}
Table 6.2: RS and MS erasure correcting codes
3/4
Code Interleaving depth
RS (N = 4,K = 3) ARS E {I, 4, 7, 10, 13, 16, 19, 22}
MS (m = 2,8 = 1) AMS E {I, 5, 9, 13, 17, 21, 25, 29}
RS (N = 5,K = 3) ARS E {2, 5, 8, 11, 14, 17, 20}
MS (m = 1,s = 2) AMS E {3, 8, 13, 18, 23, 28, 33}
Code rate
3/5
Block error rates on the wireless channel are presented in section 6.3. The performance
achieved with an outer erasure correcting code on the wireless channel is given in section
6.4 where Reed-Solomon and maximally short erasure correcting codes are compared for
the same rate and decoding delay. The code rates used are 3/4, and 3/5. The decoding
delay of an RS code with block length N interleaved to a depth ARS is ARSN - 1. The
decoding delay of a Cm,8,AMS maximally short code is AMs(ms + 1). The decoding delay
values for which results were produced are summarised in Table 6.1.
The rate 3/4 RS code is equivalent to a simple parity code where the parity symbol is
the exclusive-or of the information symbols. The term 'RS' is used because interleaving
method and loss probability and decoding delay calculations are the same as that used
for RS codes.
The performance of the RS codes on the Gilbert-Elliott erasure channel is determined
using the augmented Elliott method (see section 6.2). The performance of the maxi-
mally short codes is determined using Martinian & Sundberg's equations (3.2), (3.4),
and (3.5).
Table 6.2 lists the parameters of the RS and maximally short codes used in this chapter
and in Chapter 7. Table 6.3 shows the result of evaluating (3.1) to determine the
input/output mapping for the maximally short codes.
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Table 6.3: Maximally short code input/output mappings
Code rate Parameters Input / output mapping
3/4 (m = 2,s = 1) y[i] = (x~[i], P{xo[i -l],Xl[i - 2],X2[i - 3]})
3/5 (m = 1,s = 2) y[i] = (x~[i], P{xo[i -l],xo[i - 2],x~[i - 3]})
6.2 The augmented Elliott method
6.2.1 Elliott's method
For a Gilbert-Elliott Erasure Channel, the probability, Pr(m, N), that there are m
erasures in a block of N symbols can be determined using the method of Elliott (§2.5)
or Vee & Weldon [123].
For a Reed Solomon code, when the number of erasures per block is less than N - K +1,
there will be no information loss because all erased symbols can be recovered by an
erasure correcting decoder. The probability that a block contains one or more erased
information symbol is then
N
Pr{~ 1 erasure} = L Pr(m,N)
m=N-K+l
(6.3)
which for a (5,3) RS code is
Pr{:2: 1 erasure} = Pr(3, 5) +Pr( 4,5) + Pr(5, 5).
6.2.2 Application of the hypergeometric distribution
In this thesis, the mean number of erasures is the measure of interest and this can be
determined by including the mean of the hypergeometric distribution in the summation
of (6.3).
The hypergeometric distribution [124] determines the probability Pr(x) of obtaining x
successful outcomes when sampling without replacement.
Pr(x) = (!) (%:!)
(~) (6.4)
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where K is the number of items labelled "success" in a population of size N; m is the
sample size. The mean of the hypergeometric distribution is
mK
J.L =N' (6.5)
Considering the case of an (N, K) erasure correcting Reed-Solomon code, the probabil-
ity that x out of the K information symbols are erased given that there are m erasures
in the block of N symbols can be calculated using the hypergeometric distribution. Let
N = 5 and K = 3. For m = 3 erasures per block, the number of information symbols
erased is 1 ::; x ::;3.
Pr(x = 11m = 3) = (~)(~=D= a) (~)= ~
(~) (~) 10
Pr(x = 21m = 3) = (~)(~=~)= (~)(i) = ~
(~) (~) 10
Pr(x = 31m = 3) = (~)(~=~)= (~)(~)= ~
(~) (~) 10
For m = 4 erasures per block, the number of information symbols erased is 2 ::; x ::;3.
For m = 5 erasures per block, the number of information symbols erased is x = 3.
To find the probability of erased information, the mean of the hypergeometric distri-
bution, is included in the summation (6.3) which is then averaged over the number of
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information symbols by dividing by K. The probability becomes,
N
Pr{erased information} = ~ 2: m: Pr(m,N)
m=N-K+l
1 N
- N 2: mPr(m,N).
m=N-K+l
(6.6)
For a (5,3) RS code, Pr{ erased information} = 0.6 Pr(3, 5) + 0.8 Pr( 4,5) + Pr(5, 5).
6.3 Block error rates on a wireless channel
For mobile speeds of 5 km/h, 50 km/h, and 120 km/h, respectively, Figures 6.1,6.2 and
6.3 show the unconditional loss probability, Pu, for randomly generated (3,6)-regular
and (4,6)-regular LDPC codes with block length n = 15342 at bit rates 30, 120 and
480 kbps on a Rayleigh fading channel.
6.3.1 5 km/h
At 5 km/h (Figure 6.1), unconditional loss probability ranges from approximately 60%
for the (4,6) code at 30 kbps when Eb/ No = 3 dB to approximately 0% for the (3,6) code
at 30 kbps when Eb/NO = 17 dB. For Eb/NO ~ 9 dB, unconditional loss probability is
less than 20% for both codes at all three bit rates. For Eb/NO ~ 13 dB, unconditional
loss probability is less than 10% for both codes at all three bit rates. Note also that an
inversion takes place where at Eb/NO = 3 dB, the 30 kbps results show the highest loss
probability whereas at Eb/NO = 9 dB, the 30 kbps results are now showing the lowest
loss probability.
6.3.2 50 km/h
At 50 km/h (Figure 6.2), unconditional loss probability peaks at approximately 76%
with the (4,6) code at 30 kbpsan Eb/NO = 3 dB. Again, unconditional loss probability
for all codes is less than 20% for Eb/No ~ 9 dB and less than 10% for Eb/NO ~ 13 dB.
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6.3.3 120 km/h
At 120 km/h (Figure 6.3), unconditional loss probability peaks above 80% for the (4,6)
code at 30 kbps and Eb/NO = 3 dB. At Eb/NO = 9 dB, the unconditional loss probability
has fallen below 15% for both codes at all three bit rates, and by Eb/ No = 13 dB, the
unconditional loss probability has fallen below 5% for both codes at all three bit rates.
6.3.4 Discussion
In general, using the (3,6) code will result in a lower unconditional loss probability
than would be the case if the (4,6) code were used. The (3,6) code has the additional
advantage of having a higher rate as it is a rate 1/2 code whereas the (4,6) code is a
rate 1/3 code. For both codes and at all bit rates, the unconditional loss probability
will be less than 20% at values of Eb/No ~ 9 dB. In subsequent results, the (3,6) code
will be used in order to determine the performance achieved when used in conjunction
with an outer erasure-correcting code.
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Figure 6.4: Serial concatenation: wireless channel only
6.4 Serial concatenation on a wireless channel
This section shows the performance achievable with an outer erasure correcting code
applied to the wireless channel in section 6.3 with a (15342, 3, 6) random Gallager code
is used as the inner code. The system modelled is shown in Figure 6.4.
6.4.1 Rate 3/4 outer code
Figures 6.5, 6.6 and 6.7 show packet loss probability as a function of decoding delay
comparing rate 3/4 RS and MS outer codes for mobile speeds of 5, 50, and 120 km/h,
respectively.
There are noticeable disparities in performance between RS and MS codes: in general,
for the rate 3/4 codes, the MS code will outperform the RS code. The rate 3/4 codes
reach a plateau below which the packet loss probability will not fall irrespective of the
amount of additional interleaving applied.
Table 6.4 summarises the asymptotic packet loss rates for the various mobile speed and
data rate combinations.
5 km/h
At 5 km/h (Figure 6.5), for a data rate of 480 kbps the packet loss probability of the
MS code gradually falls from a high of 15.4% for a decoding delay of 3T to below
10% for a decoding delay of 39T. At the same points, the RS code experiences packet
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Table 6.4: Asymptotic packet loss rates for (15342, 3, 6) random Gallager inner code
and rate 3/4 erasure correcting outer code. Rate 3/4 outer code, Eb/NO = 9 dB.
Data rate, kbps Mobile speed
5 km/h 50 km/h 120 km/h
RS MS RS MS RS MS
30 8.9% 4% 1.4% 0.1% 0.01% 0%
120 12.7% 8.1% 6.6% 2.2% 3.5% 0.6%
480 13.7% 9.3% 12.1% 7.5% 8.2% 3.5%
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Figure 6.5: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 5 km/h,
Eb/NO = 9 dB.
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Figure 6.6: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 50 km/h,
Eb/NO = 9 dB.
loss probabilities of 24% and 15%, respectively. Similarly, for data rates of 120 and
30 kbps the packet loss probability for the MS code falls from 11% to 8.2% and from
5.6% to 4.0% as decoding delay changes from 3T to 15T. The corresponding packet
loss probabilities for the RS code show falls from 21% to 13% and from 14.5% to 8.9%.
The MS code is clearly superior although it is only for the lowest data rate that loss
probability falls to a level close to that necessary for any of the packet-loss tolerant
applications mentioned in Table 2.2.
50 km/h
At 50 km/h (Figure 6.6) the results follow a similar trend to those for the 5 km/h case.
Unlike the 5 km/h case, at 480 kbps the MS code is close to its asymptotic packet loss
probability by the time decoding delay reaches 15T. The MS code outperforms the RS
code at all three data rates. At a data rate of 30 kbps the MS code has a packet loss
probability of less than 0.1%. At 120 kbps the MS code's packet loss probability falls
from 3.6% to 2.25% with a change in decoding delay from 3T to 15T. At 480 kbps the
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Figure 6.7: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 120 km/h,
Eb/No = 9 dB.
packet loss probability falls from 8.3% to 7.5% for the same change in decoding delay.
At 480 kbps the losses are too high to support any of the applications listed in Table 2.2.
However, at 30 kbps and 120kbps loss may be low enough for some applications to be
supported.
120 km/h
At 120 km/h (Figure 6.7) the MS code outperforms the RS code at all three data rates.
However, only in the case of the RS code at 480 kbps does the packet loss probability
fail to fall below 5%. Both the MS code at 480 kbps and the RS code at 120 kbps
give loss probabilities below 5%. In both cases packet loss probability is approximately
3.5% asymptotically. The MS code at 120 kbps has a packet loss probability below
1% for all decoding delays and both codes at 30 kbps have packet loss probability of
approximately zero although the MS code is still superior if one looks closely at the
results.
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Table 6.5: Asymptotic packet loss rates for (15342, 3, 6) random Gallager inner code
and rate 3/5 erasure correcting outer code. Rate 3/5 outer code, Eb/No = 9 dB.
Data rate, kbps Mobile speed
5 km/h 50 km/h 120 km/h
RS MS RS MS RS MS
30 1.6% 2.0% 0.034% 0.038% 0% 0%
120 3.4% 4.5% 0.9% 1.1% 0.2% 0.28%
480 4.0% 5.3% 3.1% 4.1% 1.4% 1.7%
6.4.2 Rate 3/5 outer code
Figures 6.8, 6.9 and 6.10 show packet loss probability as a function of decoding delay
comparing rate 3/5 RS and MS outer codes for mobile speeds of 5, 50, and 120 km/h,
respectively. Table 6.5 summarises the asymptotic packet loss rates for the various
mobile speed and data rate combinations.
5 km/h
At 5 km/h (Figure 6.8) for a data rate of 30 kbps and a decoding delay of 9T both
codes have a packet loss probability of approximately 2% (the MS code has a packet
loss probability of 2.04%; the RS code has a packet loss probability of 2.07%). At a
decoding delay of 24T the RS code's packet loss probability has fallen to the asymptotic
level of 1.6%, the MS code's packet loss probability has fallen to the asymptotic level
of 2.03%.
At 120 kbps the MS code is close to the asymptotic level of 4.6% even at a decoding
delay of 9T. For the same decoding delay, the RS code has a packet loss probability of
5.4%, but this falls to 3.4% for a decoding delay of 24T.
At 480 kbps the MS code has a packet loss probability of 9.5% at a decoding delay
of 9T whereas at the same decoding delay the RS code has a packet loss probability
which is almost twice the size (18%). The packet loss probability of the MS code falls
below 6% at a decoding delay of 24T and eventually levels off at an asymptotic value
of approximately 5.3%. The packet loss probability of the RS code falls from its high
of 18% and by the time decoding delay reaches 54T the RS code is outperforming the
MS code with packet loss probability eventually reaching an asymptotic level close to
4%.
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Figure 6.8: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 5 km/h,
Bb/No = 9 dB.
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Figure 6.9: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 50 km/h,
Eb/NO = 9 dB.
In summary, the RS code outperforms the MS code at all except the lowest decoding
delays.
50 km/h
At 50 km/h (Figure 6.9) the RS code outperforms the MS code at all points except
at a data rate of 120 kbps and a decoding delay of 9T. Both codes have a packet loss
probability below 5% in all cases.
At 30 kbps both codes have a packet loss probability of almost zero. At 120 kbps the
MS code has a packet loss probability of approximately 1% for all decoding delays.
The RS code has a packet loss probability which falls from 1.2% at a decoding delay of
9T to 0.86% at a decoding delay of 24T. At 480 kbps the MS code has a packet loss
probability of approximately 3% for all decoding delays except 9T for which the packet
loss probability is 3.2%.
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Figure 6.10: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 120 km/h,
Eb/NO = 9 dB.
120 km/h
At 120 km/h (Figure 6.10) for a data rate of 30 kbps the packet loss probability for
both codes is effectively zero (4 x 10-8 for the RS code; 4.4 x 10-8 for the MS code)
at all decoding delays. For a data rate of 120 kbps the packet loss probability for the
RS code is 0.23% for all decoding delays and 0.28% for the MS code at all decoding
delays. For a data rate of 480 kbps the packet loss probability for the RS code is 1.6%
at a decoding delay of 9T falling to 1.4% for a decoding delay greater than or equal to
24T. For the MS code the packet loss probability is 1.7% for all decoding delays. In
summary, the RS code is marginally superior to the MS code at this mobile speed.
6.5 Conclusions
This chapter has investigated the performance that would be obtained with the serial
concatenation of an outer erasure-correcting code with an inner (3,6)-regular LDPC
code on a wireless channel. Reed-Solomon and maximally short erasure-correcting codes
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were considered for a selection of code rates and decoding delays. The same selection
of code rates and decoding delays are used in Chapter 7 to investigate the performance
of erasure-correcting codes on a combination of Internet and wireless channels.
Chapter 7
Combined channels
7.1 Introduction
In this chapter, results from previous chapters are combined to show the performance
that can be achieved when an erasure correcting code is used at the application level to
recover from packet losses on the super channel formed from a combined Internet and
error-corrected wireless channel assuming a (3,6)-regular LDPC code is used for error
control on the wireless channel.
Block error rate statistics from the fading channel simulations in Chapter 6 were used
to determine transition probabilities of a Gilbert-Elliott model used to represent the
wireless channel. As in Chapter 6, a wireless frame containing at least one uncorrected
bit error is considered as erased and the unconditional loss probability, Pu, and average
erasure-burst length, LB, are calculated accordingly. Transition probabilities are then
calculated using equations (6.1) and (6.2) and these are used to form the transition
probability matrix for the wireless channel.
The Gilbert-Elliott model of the wireless channel is combined with a Gilbert-Elliott
model of the Internet channel to produce a Gilbert-Elliott model of the superchannel
formed when the output of one channel acts as input to the other. The Gilbert-Elliott
model transition probability matrices X and Y of two channels can be combined using
matrix multiplication to produce the transition probability matrix P = XY of the
superchannel. If vx and ox are the transition probabilities of X and py and qy are the
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transition probabilities of Y, then the transition probabilites of the superchannel are
p = (1- px)py + px(1 - qy) (7.1)
and
q = qx(l- py) + (1- qx)qy. (7.2)
Block error rates on the wireless channel have already been presented in section 6.3
and will not be repeated here. The performance of erasure correcting codes on two
superchannels is presented in sections 7.2 and 7.3. In Superchannel 1 (§7.2), transi-
tion matrix P = XY where X is the transition matrix derived from wireless channel
statistics; Y is the transition matrix of the Internet channel. In Superchannel 2 (§7.3),
transition matrix P = XY where X is the transition matrix of the Internet channel; Y
is the transition matrix derived from wireless channel statistics. In both superchannels,
the Internet part has unconditional loss probability Pu = 5% and average burst length
LE = 2. These values are similar to the worst case results observed by Paxson [17].
In sections 7.2 and 7.3, Reed-Solomon and maximally short erasure correcting codes
are compared for the same rate and decoding delay. The rates and decoding delays
used are the same as those used in Chapter 6. The performance of the RS codes on
the Gilbert-Elliott erasure channel is determined using the augmented Elliott method
(see section 6.2). The performance of the maximally short codes is determined using
Martinian & Sundberg'S equations (3.2), (3.4), and (3.5). The decoding delay of an RS
code with block length N interleaved to a depth ARSis ARSN-1. The decoding delay
of a Cm,S,>'MS maximally short code is AMs{ms + 1).
The parameters of the RS and maximally short codes used are given in Table 6.2.
7.2 Combined channel: Internet then wireless
This section shows the performance that can be achieved when a source applies an
erasure correcting code to information that is subsequently transmitted over a combined
Internet and wireless channel where a (3,6)-regular LDPe code is used to recover from
errors on the wireless channel (§6.3), and the Internet channel precedes the wireless
channel in the transmission. The system modelled is shown in Figure 7.1.
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Figure 7.1: Serial concatenation: Internet channel precedes wireless channel
Table 7.1: Asymptotic packet loss rates for (15342, 3, 6) random Gallager inner code
and rate 3/4 erasure correcting outer code. Rate 3/4 outer code, Eb/NO = 9 dB.
Data rate, kbps Mobile speed
5 km/h 50 km/h 120 kmjh
RS MS RS MS RS MS
30 6.6% 2.2% 3.1% 0.5% 2.6% 0.3%
120 7.9% 3.2% 5.5% 1.6% 4.1% 0.9%
480 6.5% 2.1% 8.2% 3.4% 6.3% 2.0%
7.2.1 Rate 3/4 outer code
Figures 7.2, 7.3, and 7.4 show packet loss probability as a function of decoding delay
comparing rate 3/4 erasure correcting codes for an error corrected wireless channel
with mobile speeds of 5, 50, and 120 km/h, respectively. Table 7.1 summarises the
asymptotic packet loss rates for the various mobile speed and data rate combinations.
5 km/h
At 5 km/h (Figure 7.2) for a data rate of 30 kbps the R8 code has a packet loss
probability of 9.6% for a decoding delay of 3T which falls to approximately 6.6% for
a decoding delay greater than or equal to 15T. For the same decoding delays the MS
code has a packet loss probability of 2.9% falling to 2.2%.
At 120 kbps the RS code has a packet loss probability of 13.1% falling to approxima.tely
7.9% for decoding delays of 3T and greater than or equal to 15T, respectively. For the
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Figure 7.2: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 5 km/h,
Eb/NO = 9 dB.
same decoding delays the MS code has a packet loss probability of 4.6% falling to 3.2%.
At 480 kbps the RS code has packet loss probabilities of 19.3%, 7.1%, and 6.5% for
decoding delays 3T, 15T, and greater than or equal to 27T, respectively. In contrast,
the MS code has packet loss probabilities of 4.8%, and 2.2% for decoding delays of 3T,
and greater than or equal to 15T.
The MS code outperforms the RS code at all decoding delays.
50 km/h
At 50 km/h (Figure 7.3) for a data rate of 30 kbps the RS code has a packet loss
probability of 2.9% at a decoding delay of 3T rising to 3.1% for decoding delays greater
than or equal to 15T. For the same decoding delays the MS code has a packet loss
probability of 0.47% rising to 0.5%.
At a data rate of 120 kbps, the RS code has a packet loss probability of 8.6% falling
to approximately 5.6% for decoding delays 3T, and greater than or equal to 15T,
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Figure 7.3: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 50 km/h,
Eb/NO = 9 dB.
respectively. For the same decoding delays, the MS code has a packet loss probability
of 2.2% and 1.6%, respectively.
At a data rate of 480 kbps, the RS code's packet loss probability falls from a high of
9.7% for a decoding delay of 3T to its asymptotic level of 8.2% for decoding delays
greater than or equal to 15T. For the same decoding delays, the MS code's packet loss
probabilities are 3.9% and 3.4%, respectively.
The MS code outperforms the RS code at all data rates and could potentially support
any of the packet-loss tolerant applications listed in Table 2.2. The RS code's packet
loss probabilities are too high to support any of those applications at this mobile speed.
120 km/h
At 120 km/h (Figure 7.4) for a 30 kbps data rate, the RS code has ~ packet loss
probability of 2.6% for all decoding delays greater than or equal to 3T. For the same
decoding delays, the MS code has a packet loss probability of 0.3%.
118 Chapter 7. Combined channels
0.08
0.09 r---,------,r--..,---,----r---,---r---..------,
""....
.....• \.:.• "1 + ··············1··· ················1 ~ ,.... . !... . ~...... . '--!' .
"~"
··················1··~..: ·············1··········· ·······1···· j +. . . ·1··········· ~......... . ! .
................. _j_ :::~_..:.:.:i:_..:.:_..:.:_..~_..:.r:.:_..:.:.::.:.:~l:.:.-.:.:_..:.:_..:.:_..l~.:.:_..:.:.::.:_..:.l.-.:.~.:.-.:.:.::.:~:.:_..:.:~.:.-.::.-.L:.-.:.:.-.:.:.~ ..
..............L i L · ·..i ; , .
...>+.~.~.~.~.~.~.1.~.~.~.~:~.7.7.7.7r·7.7.7.7.7.~.7.7~.7.7.7.7.7.7.7.7.t4:r:.7.7.7.7.7.7.7.7.7.'i*.:.7.7.7.7.7.7.7.7+.7.7.*.:.7.7.7.7.7.7i.7.7.7.7~7.7.7.7.:;:-.7.7.7.7.7.71_(..
... : : t ~, ~ O> •••• _.~ •••••••••••••••••••• + .···············r····················;········
0.07
0.06
0.05
0.04
0.03
0.02 ·..·..~:·~·:~_.f:·"e.-·~·t·-·~·-·e.~·~..-·~·-··-·6)~··.. -..-..~;~••~.-....~:-.Q.~.-...~-...Q.-...... -.-.~."'.
0.01 ··.:~::.:::~:l,,·:.:::~·:.:::~L:.:::~:,,·:.~:~:.:::~:,,·:.:::~:IfL~:::.:.::::::::.:~.:::·:.:::~:::·:.::i~:4':~:::·:.:::f:::·:.:::.::·:.:::::i::·:.:::~:::....
C3.· ·..:·..· €1 ~ a + ·· El+··..·..·..•·..· ·..i£l-· ···..· ·.., ·El·· ···· ·~·····..···El···..··..·; ..·_· ·..·El
o
o 10 20 30 40 50 60 70 80 90
Nonnalised decoding delay, n
(15342,3,6) 30 kbps AS -+-
(15342,3,6) 120 kbps AS ---*_ ...
(15342,3,6) 480 kbps AS ....•...
(15342,3,6) 30 kbps MS .......£1- ......
(15342,3,6) 120 kbps MS •.- ••.•
(15342,3,6) 480 kbps MS ··-G·-·
Figure 7.4: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 120 km/h,
Eb/NO = 9 dB.
For a 120 kbps data rate and decoding delays of greater than or equal to 3T, the packet
loss probabilities of the RS code and the MS code are 4.2% and 0.9%, respectively.
For a 480 kbps data rate, the RS code's packet loss probability falls from 8.7% to 6.3%
as decoding delay changes from 3T to 15T. For the same change in decoding delay, the
MS code's packet loss probability falls from 2.5% to 2.0%.
The MS code outperforms the RS code at all decoding delays and could potentially
support any of the packet-loss tolerant applications listed in Table 2.2. It is only at
30 kbps or exceptionally at 120 kbps that the RS code could support the same packet-
loss tolerant applications.
7.2.2 Rate 3/5 outer code
Figures 7.5, 7.6, and 7.7 show packet loss probability as a function of decoding delay
comparing rate 3/5 erasure correcting codes for an error corrected wireless channel with
mobile speeds 5, 50, and 120 km/h, respectively. Table 7.2 summarises the asymptotic
packet loss rates for the various mobile speed and data rate combinations.
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Table 7.2: Asymptotic packet loss rates for (15342, 3, 6) random Gallager inner code
and rate 3/5 erasure correcting outer code. Rate 3/5 outer code, Eb/No = 9 dB.
Data rate, kbps Mobile speed
5 km/h 50 km/h 120 km/h
RS MS RS MS RS MS
30 0.8% 1.0% 0.19% 0.22% 0.12% 0.14%
120 1.3% 1.6% 0.59% 0.72% 0.33% 0.39%
480 0.8% 1.0% 1.3% 1.7% 0.77% 0.95%
5 km/h
At 5 km/h (Figure 7.5) for a data rate of 30 kbps, the RS code has a packet loss prob-
ability of 0.92% at a decoding delay of 9T falling to 0.84% at decoding delays greater
than or equal to 24T. The MS code has a packet loss probability of approximately 1%
for decoding delays greater than or equal to 9T.
For a data rate of 120 kbps, the RS code has a packet loss probability of 1.58% at a
decoding delay of 9T and this falls to a packet loss probability of approximately 1.25%
for decoding delays greater than or equal to 24T. For the same decoding delays, the
MS code has packet loss probability of approximately 1.58%.
For a data rate of 480 kbps, the RS code has a packet loss probability of 2.98% at a
decoding delay of 9T. At a decoding delay of 24T, the same code has a packet loss
probability of 0.89% falling to 0.82% for decoding delays greater than or equal to 39T.
For the same data rate, the MS code has a packet loss probability of approximately 1%
for all decoding delays greater than or equal to 9T.
50 km/h
At 50 km/h (Figure 7.6) for a data rate of 30 kbps, the RS code has a packet loss
probability of 0.19% for decoding delays greater than or equal to 9T. The MS code has
a packet loss probability of 0.22% for the same decoding delays.
For a data rate of 120 kbps, the RS code has a packet loss probability of 0.66% at a
decoding delay of 9T falling to 0.59% for decoding delays greater than or equal to 24T.
The MS code has a packet loss probability of 0.72% for decoding delays greater than
or equal to 9T.
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Figure 7.5: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 5 km/h,
Eb/NO = 9 dB.
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Figure 7.6: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 50 km/h,
Eb/NO = 9 dB.
At 480 kbps, the RS code has a packet loss probability of 1.3% for decoding delays
greater than or equal to 9T. The MS code has a packet loss probability of 1.69% for
decoding delays greater than or equal to 9T.
In summary, the RS code outperforms the MS code at all three data rates.
120 km/h
At 120 km/h (Figure 7.7) the RS code outperforms the MS code at all three data rates.
At 30 kbps the RS code has a packet loss probability of 0.12% for decoding delays
greater than or equal to 9T. The MS code has a packet loss probability that is 0.02%
higher for the same decoding delays.
At 120 kbps the RS code has a packet loss probability of 0.33% for decoding delays
greater than or equal to 9T. The MS code has a packet loss probability of 0.39% for
the same decoding delays.
At 480 kbps the RS code has a packet loss probability of 0.82% at a decoding delay
122 Chapter 7. Combined channels
0.018
0.016
0.014
~
0.012
~
0.01
a; 0.008~
(J
~ 0.006
0.004
0.002
0
0
.............~-~;~:~~...~:. .t.·.~~.:~...~:r.:.~·.~:.-:~L~·:·~..·~·~·:J·~:·~·-..·~:·T~..~:·~·:·~·~l.~:~·.~:.~·~r:-.~.. t ..
················.·········:~·~:·::·1:··'·ii·:·:~·:·:L~·:·:~·:·:~·iiir:·:~·:·:~·:·:~·:L:·:i·:~·:·:~·:t~·:·:~·:·:~·:·*L·:·:~·:·:~·:·:L~·*·:·:~:·:~·:·:~·:·:·::·:~..
................ L L .l i .l L J L 1 .
; j 1 !'
···············:··················1················:···············r················i j + , + .
................! , ; .i ; .1 : : .
................ ; ; j ; r..
...•..........•.•..•...••••.••• ! •••••..........•• L : ; L ; ...•..•.•..... ; ; .
10 20 30 40 50 60 70 80 90 100
Normalised decoding delay, n
(15342, 3, 6) 30 kbps AS -+-
(15342,3,6) 120 kbps AS ---*--.
(15342, 3, 6) 480 kbps RS ....•...
(15342,3,6) 30 kbps MS .._-EJ- ......
(15342,3,6) 120 kbps MS _.-.-.-
(15342,3,6) 480 kbps MS -·-G·"··
Figure 7.7: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 120 km/h,
Eb/NO = 9 dB.
of 9T falling to 0.77% for decoding delays greater than or equal to 24T. The MS code
has a packet loss probability of 0.95% for decoding delays greater than or equal to 9T.
7.3 Combined channel: wireless then Internet
This section shows the performance that can be achieved when a source applies an
erasure correcting code to information that is subsequently transmitted over a combined
wireless and Internet channel where a (3,6)-regular LDPC code is used to recover from
errors on the wireless channel (§6.3), and the wireless channel precedes the Internet
channel in the transmission. The system modelled is shown in Figure 7.8.
7.3.1 Rate 3/4 outer code
Figures 7.9, 7.10, and 7.11 show packet loss probability as a function of decoding delay
comparing rate 3/4 erasure correcting codes for an error corrected wireless channel with
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Figure 7.8: Serial concatenation: wireless channel precedes Internet channel
Table 7.3: Asymptotic packet 1055 rates for (15342, 3, 6) random Gallager inner code
and rate 3/4 erasure correcting outer code. Rate 3/4 outer code, Eb/NO = 9 dB.
Data rate, kbps Mobile speed
5 km/h 50 km/h 120 km/h
RS MS RS MS RS MS
30 8.5% 3.7% 1.3% 0.09% 0.01% 0%
120 11.3% 6.5% 6.5% 2.1% 3.5% 0.06%
480 8.4% 3.6% 11.8% 7.1% 8.0% 3.3%
mobile speeds of 5, 50, and 120 km/h. Table 7.3 summarises the asymptotic packet
loss rates for the various mobile speed and data rate combinations.
5 km/h
At 5 km/h (Figure 7.9) for a data rate of 30 kbps at a decoding delay of 3T the RS
code gives a packet 1055 probability of 11.2%. For the same decoding delay the MS
code gives a packet loss probability of 4.5%, almost one third of that given by the RS
code. At a decoding delay of 15T the RS code gives a packet loss probability of 8.5%,
the asymptotic level of its loss probability. At the same decoding delay the MS code
also reaches the asymptotic level of its loss probability which with a value of 3.7% is
less than half that of the RS code.
At 120 kbps the RS code has a packet loss probability of 15.5% for a decoding delay
of 3T. At a decoding delay of 15T, the packet loss probability is 11.3%. For the same
decoding delay, the MS code has packet loss probabilities of 7.9% and 6.4% respectively -.
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Figure 7.9: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 5 km/h,
Eb/NO = 9 dB.
At 480 kbps the RS code has a packet loss probability of 20% for a decoding delay of
3T. At a decoding delay of 15T, the packet loss probability is 8.9%, and for a decoding
delay of 27T the packet loss probability has fallen to its asymptotic level of 8.4%. For a
decoding delay of 3T, the MS code gives a packet loss probability of 6.6%. For decoding
delays greater than or equal to 15T, the MS code gives a packet loss probability of 3.6%.
In summary, the MS code outperforms the RS code for all three data rates. Interest-
ingly, the packet loss probabilities are higher for the 120 kbps data rate than for the
other data rates.
50 kmjh
At 50 km/h (Figure 7.10) for a data rate of 30 kbps and a decoding delay of 3T, the
RS code has a packet loss probability of 1.0%. For decoding delays greater than or
equal to 15T, the packet loss probability is 1.3%. In contrast, the MS code has packet
loss probabilities of 0.07% rising to 0.09% for decoding delays of 3T and greater than
or equal to 15T, respectively.
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Figure 7.10: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 50 km/h,
Eb/NO = 9 dB.
At 120 kbps, the RS code has packet loss probabilities of 9.4% and 6.5% for decoding
delays of 3T and greater than or equal to 1ST, respectively. For the same decoding
delays, the MS code has packet loss probabilities of 2.8% and 2.1%.
At 480 kbps, the RS code had packet loss probabilities of 13% and 11.8% for decoding
delays of 3T and greater than or equal to 15T, respectively. For the same decoding
delays, the MS code gives packet loss probabilities of 7.5% and 7.1%, respectively.
The MS code outperforms the RS code at all decoding delays. It is only at the 30 kbps
and 120 kbps decoding delays that the packet loss probabilities are below a 5% threshold
for support of packet-loss tolerant applications.
120 km/h
At 120 km/h (Figure 7.11) for a data rate of 30 kbps and a decoding delay of 3T the
RS code has a packet loss probability of 0.011%. At a decoding delay greater than or
equal to 15T the code has a packet loss probability of 0.014%. For the same decoding
delays, the MS code has packet loss probabilities of 8.4 x 10-8 and 1.0 x 10-7•
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Figure 7.11: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/4 erasure correcting outer code. Mobile speed 120 km/h,
Eb/NO = 9 dB.
At 120 kbps, the RS code has packet loss probabilities of 3.6%, and 3.5% for decoding
delays of 3T, and greater than or equal to 15T, respectively. For the same decoding
delays, the MS code has packet loss probabilities of 0.64% and 0.63%, respectively.
At 480 kbps, the RS code has packet loss probability of 10.1% for a decoding delay of
3T. For a decoding delay of greater than or equal to 15T the packet loss probability is
8%. The corresponding packet loss probability given by the MS code falls from 3.9%
to 3.3% for the same decoding delays.
In closing, the MS code outperforms the RS code. The MS code could support packet
loss tolerant applications at all three data rates; the RS code could not. Introducing
the RS code would only slightly reduce the packet loss whereas the MS code has a
significant effect on the packet loss experienced by the application reducing packet
losses by more than half at all three data rates.
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Table 7.4: Asymptotic packet loss rates for (15342, 3, 6) random Gallager inner code
and rate 3/5 erasure correcting outer code. Rate 3/5 outer code, Eb/NO = 9 dB.
Data rate, kbps Mobile speed
5 km/h 50 km/h 120 km/h
RS MS RS MS RS MS
30 1.5% 1.8% 0.032% 0.037% 0% 0%
120 2.6% 3.4% 0.8% 1.0% 0.23% 0.28%
480 1.4% 1.8% 2.9% 3.8% 1.3% 1.6%
7.3.2 Rate 3/5 outer code
Figures 7.12, 7.13, and 7.14 show packet loss probability as a function of decoding delay
comparing rate 3/5 erasure correcting codes for an error corrected wireless channel
with mobile speeds of 5, 50, and 120 km/h, respectively. Table 7.4 summarises the
asymptotic packet loss rates for the various mobile speed and data rate combinations.
5 km/h
At 5 km/h (Figure 7.12) for a data rate of 30 kbps the RS code has packet loss proba-
bilities of 1.6% and 1.5% for decoding delays of 9T and greater than or equal to 24T,
respectively. The MS code has a packet loss probability of 1.85% for decoding delays
greater than or equal to 9T.
For a data rate of 120 kbps the RS code has packet loss probabilities of 3% and 2.6%
for decoding delays of 9T and greater than or equal to 24T. The MS code has a packet
loss probability of 3.45% for decoding delays greater than or equal to 9T.
At 480 kbps the RS code has a packet loss probability of 3.8% for a decoding delay of
9T compared to a packet loss probability of 1.8% for the MS code at the same decoding
delay. At decoding delays greater than or equal to 24T, the RS code has a packet loss
probability of 1.4% compared to 1.7% for the MS code.
In general, the RS code outperformed the MS code.
50 km/h
At 50 km/h (Figure 7.13) the RS code outperforms the MS code: marginally at lower
bit rates, noticeably at 480 kbps.
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Figure 7.12: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 5 km/h,
Eb/NO = 9 dB.
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Figure 7.13: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 50 km/h,
Eb/NO = 9 dB.
At 30 kbps, the RS code has a packet loss probability of 0.033% for decoding delays
greater than or equal to 9T. For the same decoding delays, the MS code has a packet
loss probability of 0.037%.
For a data rate of 120 kbps, the RS code has a packet loss probability of 0.89% at a
decoding delay of 9T. For decoding delays greater than or equal to 24T, the same code
has a packet loss probability of 0.81%. For the same decoding delays, the MS code has
a packet loss probability of approximately 1%.
At 480 kbps, for decoding delays greater than or equal to 9T, the RS code has a packet
loss probability of approximately 2.9%. For the same decoding delays, the MS code
has a packet loss probability of approximately 3.8%.
120km/h
At 120 km/h (Figure 7.14), with a data rate of 30 kbps, the RS code and the MS
code have packet loss probabilities of 3.76 x 10-8 and 4.18 x lO-8, respectively, for all
decoding delays greater than or equal to 9T.
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Figure 7.14: Packet loss rate as a function of decoding delay for (15342, 3, 6) random
Gallager inner code and rate 3/5 erasure correcting outer code. Mobile speed 120 km/h,
Eb/No = 9 dB.
With a data rate of 120 kbps, the RS code has a packet loss probability of 0.23% for
decoding delays greater than or equal to 9T. The MS code has a packet loss probability
of 0.28% for the same decoding delays.
At 480 kbps, the RS code has packet loss probabilities of 1.33% and 1.28% for decoding
delays 9T and greater than or equal to 24T, respectively. The MS code has packet loss
probability of 1.6% for decoding delays greater than or equal to 9T.
In general, the RS code outperforms the MS by less than 1% in all cases.
7.4 Conclusions
This chapter has demonstrated the performance that would be obtained if a source
applies an erasure-correcting code to information that is subsequently transmitted over
a combined Internet and wireless channel where a (3,6)-regular LDPC code is used to
recover from bit errors in the wireless channel.
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The results show that very simple codes when combined with interleaving can provide
an effective means of minimising packet loss. Complete recovery is not guaranteed, but
packet losses are reduced to a rate sufficient to support packet loss resilient MM/VR
services (such as those described in Table 2.2).
Further reductions in packet loss can be achieved by using an erasure-correcting code
with a longer block length, but at the expense of increased encoding and decoding
complexity.
Comparing results for superchannel 1 and superchannel 2 shows results depending on
whether the Internet or the wireless channel comes first in the superchannel suggesting
asymmetric coding, where different code rates are applied in uplink and downlink, may
be necessary if the same packet loss rate and decoding delay is required in uplink and
downlink.

Chapter 8
Conclusions and future work
8.1 Conclusions
This thesis has evaluated novel erasure-correcting codes for applications requiring short
or very short block lengths where codes with higher latency, e.g., graph-based erasure-
correcting codes, would not be suitable. The thesis has also investigated a variety
of error-correcting low-density parity-check codes on wireless channels, comparing the
performance of the LDPC codes both with other LDPC codes and with a turbo code
on an AWGN channel and on a Rayleigh fading channel.
8.1.1 Erasure-correcting codes
The investigation of the novel erasure-correcting codes dealt with their erasure-correcting
performance, but the complexity of the encoder and decoder was also observed.
One of the main criticisms of RS codes made by the creators of LT codes and Raptor
codes is that encoding and decoding RS codes is highly complex. With the interleaving
method used for this study, for a packet with a B-byte payload, a transmitter using a
shift-register type encoder! either needs to have B RS encoders working in parallel or,
more probably, one encoder with B sets of state information. Similarly, a receiver using
a Berlekamp-Massey type decoder would either need B decoders working in parallel or,
again more probably, one decoder with B sets of state information. (It should be noted
lIt is also possible to encode RS Codes by vector-matrix multiplication of an information vector and
a generator matrix.
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that the sarne erasure pattern will be shared among all decoders so some simplification
may be possible.)
With short block lengths on a very bursty channel, the maximally short codes have
a performance that is superior to RS codes. This was already apparent from the
work of Martinian & Sundberg. Although the interleaving associated with maximally
short codes is more complex than with RS codes, the computational complexity of the
maximally short codes is lower because the maximally short codes require fewer RS
encode operations. (NB: the encoder for a maximally short code includes the encoder
for an RS code as a constituent part.)
MDSC codes had poor erasure-correcting performance, they were inferior to RS codes
on the sarne channel. In part this may be due to the decoder, but it is also a consequence
of the RS codes having greater minimum distance than the MDSC codes. In addition to
the poor erasure-correcting performance, the MDSC codes have a design methodology
that is significantly more complex than for RS codes, especially if systematic codes are
required.
8.1.2 LDPC codes
The investigation ofLDPC codes studied performance on AWGN and correlated Rayleigh
fading channels. On the AWGN channel, deterministic constructions of Gallager LDPC
codes were compared against random constructions of Gallager LDPC codes and LDPC
codes based on Euclidean geometry for a range of code rates and block lengths. On
the correlated Rayleigh fading channel, random Gallager LDPC codes and an irregular
LDPC code were compared against the 3G turbo code.
AWGN channel
The AWGN channel simulations established that the random Gallager code outper-
formed the deterministic construction for all performance measures. The random Gal-
lager code also outperformed the Euclidean geometry code for all except the shortest
block length. An irregular LDPC code included in the comparison was found to outper-
form the random Gallager code by more than 0.5 dB even at what may be considered
a short block length (3072 bits).
In general, codes such as finite geometry [48] and others based on combinatorial designs,
e.g., [108, 125], may be good choices for specific block lengths but are not in general
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Table 8.1: Rate 3/4 code selection assuming maximum packet loss rate of 2%
Fig. Mobile speed, km/h Best code Highest bit rate
7.2 5 MS N/A
7.3 50 MS 120 kbps
7.4 120 MS 120 kbps
7.9 5 MS N/A
7.10 50 MS 30 kbps
7.11 120 MS 30 kbps
good choices for all block lengths. Whereas, the random Gallager code appears to
offer a good design choice irrespective of block length and unless the cyclic or quasi-
cyclic structure permits some further opportunities for optimisation of the decoder
implementation that I am presently unaware of, then EG-LDPC codes are not serious
candidates for consideration except at the shortest block lengths. (See §8.2.7 for more
on this subject.)
Fading channel
The fading channel simulations were more inconclusive. If one examines the block
error rate performance and sets a performance threshold of 10-3 then under some
circumstances the turbo code will reach the threshold at a lower Eb/ No value than either
regular or irregular LDPC code, under different circumstances the irregular LDPC code
is the first to reach the threshold and in other cases, no code reaches the threshold.
More specifically, for the two highest speeds at the lowest data rate, the turbo code is
first to reach the threshold. In other circumstances either the irregular LDPC code is
first to reach the threshold or neither code reaches the threshold.
8.1.3 How an application might perform
Imagine a loosely coupled collaborative virtual environment application in the soft real-
time VR service class (see Table 2.2). It has an end-to-end one-way delay of less than
400 ms. Let the frame rate be 25 fps. The interframe period is 0.04 s. The system can
tolerate a maximum of 9 interframe periods and stay within its end-to-end one-way
delay budget so the normalised delay of the system is 9.
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Assume that a rate 3/4 erasure correcting outer code is used. The packet loss ex-
perienced by this application can be determined by reading from the plots of packet
loss rate as a function of normalised decoding delay (Figures 7.2, 7.3, and 7.4 for the
downlink direction; Figures 7.9, 7.10, and 7.11 for the uplink direction).
From Figures 7.2-7.4 and 7.9-7.11 one can see that for this normalised delay, the rate
3/4 maximally short code will produce a lower packet loss rate than the rate 3/4 Reed-
Solomon code. Assuming that the application can tolerate a maximum packet loss rate
of 2%, the highest data rates that can be used are 120 kbps and 30 kbps in downlink
and uplink directions, respectively. According to Figures 7.2-7.4 and 7.9-7.11, these
data rates can only be supported at mobile speeds greater than or equal to 50 km/h. At
the pedestrian speed (5 km/h), the system would not meet the packet loss requirements
of the application and further diversity measures must be incorporated if these codes
are to be used. The results are summarised in Table 8.1.
8.2 Future work
8.2.1 Internet packet dynamics
Results in this thesis are contingent upon Paxson's study of Internet packet dynam-
ics [17] which, although published in 1999, contained results of studies performed in
December 1994 and November / December 1995 when most Internet traffic would con-
sist of file downloads using TCP [126]. There have been significant changes to the
Internet since Paxson's study was performed: new protocols, e.g., IPv6 [127], have
been introduced; and the traffic mix has changed, with increased use of RTP [12] to
support streaming services. It is an open question whether the Paxson's results remain
valid today or will remain valid as the Internet evolves.
8.2.2 Unimodular arrays and maximally short codes
In simple terms, a unimodular matrix is a real square matrix with determinant ±l. In
more general terms, a matrix with elements in the polynomial domain IF[x]of a field IF
is unimodular if and only if its determinant is a unit of IF[x][128].
Berlekamp [129] describes unimodular arrays as an array of integers within which all
submatrices whose upper left corner lies on a certain boundary have determinant one
and explores the relationship between these arrays and a class of convolutional codes
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[130] designed to minimise the time required to recover from an erasure burst on the
binary erasure channel therefore offering the earliest possible erasure correction. Max-
imally short codes are also designed to allow the earliest possible erasure correction.
It would be interesting to examine the connection between Berlekamp's unimodular
arrays, maximally short codes and the convolutional codes of Arai et al. [131, 132].
8.2.3 Overcoming the commutative matrix limitation
The deterministic LDPC matrix construction gave a poor performance that was appar-
ently due to the commutative matrix limitation described by MacKay & Davey [118,
§2.3, Theorem 2]. Okamura [116] used Kronecker products in an attempt to overcome
the commutative matrix limitation and produce codes with reasonable performance
but whose structure facilitated a simple hardware implementation. Combining the
deterministic construction with a Kronecker product may be a way of improving the
performance of codes produced using the deterministic construction.
8.2.4 Different types of channel
Other areas for possible future work are investigating the performance in channel types
other than fast fading, e.g., slow or block fading channels and comparison with convo-
lutional and turbo codes on, for example, a broadband fixed wireless access channel.
Modifications could be made to the decoder to exploit the increased capacity of channels
with memory. The AWGN channel used in the simulations is a memoryless channel,
i.e., the probability of symbol error is independent of the previous symbol. In contrast,
channels such as the correlated Rayleigh fading channel are said to incorporate memory,
i.e., the probability of symbol error is not independent from symbol to symbol. The
SPA decoder used in the LDPC code simulations assumed a memoryless channel. A
graph-based decoder for LDPC codes (or turbo codes) can be augmented to incorporate
nodes representing the channel state [61, 133] and other users [134, §7.6]. The reduction
in bit and bloek error rate achieved by the introduction could be quantified.
When irregular LDPC codes are used, certain codeword bits will participate in more
parity-checks than other codeword bits (corresponding columns in the parity-cheek
matrix have higher weight). Codeword bits that participate in more parity-checks
will be corrected earlier in the decoding process and in general they will have a lower
bit error rate than codeword bits that participate in fewer parity-checks [135]. These
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facts introduce the possibility of applying a form of unequal error protection to the
transmitted data where more important information bits are mapped onto higher weight
codeword bits.
8.2.5 Computational improvements
There are various changes that can be made to lower the computational cost of the
encoders and decoders used. One example is to use Zech logarithms [65Jfor finite field
arithmetic instead of making use of log and antilog tables. Comparative simulations
may then quantify the reduction in computational cost achieved by the use of Zech
logarithms instead of log and antilog tables.
8.2.6 Reed-Solomon, Raptor and LDPC comparison
The scope of the project was limited to low-delay applications. This restriction could be
lifted allowing a comparison to be made between, for example, Reed-Solomon, Raptor
and LDPC erasure correcting codes to determine, for example, what codes are best
suited to a particular block length or delay, and at what block length does the threshold
between the different approaches occur.
8.2.7 LDPC decoder optimisation
In general, with any choice of error-control code, there is a trade-off between perfor-
mance and complexity. It is already apparent that storage of the EG-LDPC matrix may
be optimised because of the structure of the code. One area of further study may be to
investigate whether 'structured' LDPC codes, e.g., FG-LDPC, BIBD, DSC, permit de-
coder optimisations that would make them significantly less costly to implement than
random codes and justify their use in place of random codes despite possibly lower
performance. Zhang et al. [136] describe a decoder based on Gallager's bit-flipping
(BF) decoding algorithm which exploits the structure of EG-LDPC codes to improve
decoder performance relative to the standard bit-flipping decoder applied to the same
codes. It would be interesting to investigate whether the structure of EG-LDPC codes
can be used to improve upon an SPA decoder.
Appendix A
List of publications
D. G. Aitken, P. Sweeney, A. M. Kondoz, "Regular LDPC codes on a correlated
Rayleigh fading channel," 7th International ITG Conference on Source and Channel
Coding (SCe 08), Ulm, Germany, 14-16 January, 2008. Status: Rejected.
D. G. Aitken, P. Sweeney, A. M. Kondoz, "Erasure-correcting performance of maximum-
distance separable convolutional codes," IEEE Transactions on Information Theory.
Status: Under review.
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Appendix B
Derivation of average burst
length
To aid in the derivation of average burst length, LB, it is stated without proof that
~ x Z
L...Jxz = (1- z)2'
x=1
(B.1)
which is a mathematical identity for an arithmetic-geometric progression.
The average value or expectation of a random variable X, is
E[X] = LxPr(x)
:z:
where Pr(x) is the probability that the random variable takes the value x.
For a Gilbert-Elliott model with bad-to-good state transition probability q, the proba-
bility of a burst of length x is Pr(x) = (1 - q):Z:-lq. The average erasure burst length
is
00
LB = L x(1 - q):Z:-lq.
:z:=1
For the sake of simplicity, let z = 1 - q. The average erasure burst length becomes
00
. LB = Lxz:Z:-1(1- z).
:z:=1
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Multiplying both sides by z/(l - z) then applying the identity (B. I) gives
z
= -,---~
(1 - Z)2
Multiplying both sides by (1 - z)/z then simplifying gives
LB = z (1- z)
(1-z)2 z
= 1/(1 - z)
= l/q
Appendix C
Circuits for arbitrary realisable
functions
Given the connection polynomials f(x) = fo + fIx + hx2 + ... + fnxn and q(x) =
1+ qlX + q2x2 + ... + qnxn a circuit for multiplying by f(x)/q(x) has two canonical
forms:
1. the controller or controllable canonical form (see Figure C.1), and
2. the observer or observable canonical form (see Figure C.2).
By convention, when the rightmost term in the connection polynomials is the most
significant term, this implies the controller canonical form, whereas, if the rightmost
term is the least significant term, this implies observer canonical form.
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u(x)
Figure C.1: Controller canonical form of an arbitrary realisable function
v(x)
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Figure C.2: Observer canonical form of an arbitrary realisable function

Appendix D
Some distance measures for
convolutional codes
For information sequence, u, and encoded sequence, v, the free distance, dfree, is the
minimum-weight encoded sequence produced by a finite-length non-zero input sequence.
It is a parameter of the code and is common to all encoders that generate the code [29].
dfree = min {wt(v) : U t= O}
= min {wt(uG) : u t= O}
where wtf-) denotes Hamming weight, i.e., the number of non-zero co-ordinates, and
G is a generator matrix.
Column distance, dj, is a parameter of the encoder,
dj = min {wt([v]j) : Uo :/: O}
= min {wt([u]; [G]j) : no t= O}
where [u]; = (uo, ub ... ,uj) denotes the jth truncation of the information sequence,
[v]; = (vo, Vb .. · ,Vj) denotes the jth truncation of the encoded sequence, and [G]j
denotes jth truncation of the semi-infinite generator matrix mapping [u]j onto [v];.
Column distance is non-decreasing.
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Table D.1: Codeword weights for rate 2/3 MDS convolutional code in GF(3). Vo =
uGo, Vl = uGl, wtTOT = wt(vo) +wt(vt}, Go and Gl as in the text.
u Vo wt(vo) Vl wt(vt} wtTOT
(0,0) (0,0,0) ° (0,0,0) ° °(0,1) (1,0,2) 2 (1,1,2) 3 5
(0,2) (2,0,1) 2 (2,2,1) 3 5
(1,0) (1,1,1) 3 (0,0,0) ° 3(1,1) (2,1,0) 2 (1,1,2) 3 5
(1,2) (0,1,2) 2 (2,2,1) 3 5
(2,0) (2,2,2) 3 (0,0,0) ° 3(2,1) (0,1,2) 2 (1,1,2) 3 5
(2,2) (1,2,0) 2 (2,2,1) 3 5
For an encoder of memory order rn, the minimum-distance, dmin, is found by evaluating
the column distance at j = rn,
dmin = ~
The minimum-distance is the minimum weight of one output constraint length (nA =
n(rn + 1)) subsequence of a codeword with a nonzero first information block.
The distance profile, dP, of an encoder is the set of column distances upto and including
j=rn,
D.I MDS convolutional code example column-weight cal-
culation
Consider the rate 2/3 convolutional code over the base field GF(3) defined through the
encoding matrix [112, Example 2.7]
G(D) = (1 1 1)
l+D D 2+2D .
This is equivalent to
G(D) = Go + G1D
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where
Go= (1 1 1)
102 (
0 0 0)and G1= .
112
It follows that G(D) is an MDS convolutional code if the free distance of this code
is equal to 3. Table D.1 shows codewordweights for the rate 2/3 MDS convolutional
code. From the values in Table D.1, column distance dg = 2, d~ = 3 and distance
profile, dP = [2,3].

Appendix E
Simulation servers
The specifications of the simulation servers used to produce results in this thesis are as
follows:
Type Sun Fire V880z
Processors 4x 1.2GHz Ultra SPARC III
Cache per processor Primary: 64 KB data and 32 KB instruction on chip
Secondary: 8 MB external
Main Memory 20GB
OS Solaris 9
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Appendix F
3G turbo code
The 3G turbo code [4] is a parallel concatenation of two 8-state recursive systematic
convolutional (RSC) codes. The transform domain generator matrix for each RSC code
is
where I is an identity matrix, 90(D) = 1 +D2 +D3 and 91(D) = 1+ D + D3. The
turbo code internal interleaver has input block length K where 40 $ K $ 5114. Parity
bits are not punctured giving a code rate of 1/3.
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