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ABSTRACT
We present the X-ray source catalog for the ∼479 ks Chandra exposure of the SDSS J1030+0524 field, that is centered on a region that
shows the best evidence to date of an overdensity around a z > 6 quasar, and also includes a galaxy overdensity around a Compton-
thick Fanaroff-Riley type II (FRII) radio galaxy at z = 1.7. Using wavdetect for initial source detection and ACIS Extract for source
photometry and significance assessment, we create preliminary catalogs of sources that are detected in the full (0.5-7.0 keV), soft
(0.5-2.0 keV), and hard (2-7 keV) bands, respectively. We produce X-ray simulations that mirror our Chandra observation to filter
our preliminary catalogs and get a completeness level of > 91% and a reliability level of ∼ 95% in each band. The catalogs in the
three bands are then matched into a final main catalog of 256 unique sources. Among them, 244, 193, and 208 are detected in the
full, soft, and hard bands, respectively. The Chandra observation covers a total area of 335 arcmin2, and reaches flux limits over the
central few square arcmins of ∼ 3 × 10−16, 6 × 10−17, and 2 × 10−16 erg cm−2 s−1 in the full, soft, and hard bands, respectively This
makes J1030 field the fifth deepest extragalactic X-ray survey to date. The field is part of the Multiwavelength Survey by Yale-Chile
(MUSYC), and is also covered by optical imaging data from the Large Binocular Camera (LBC) at the Large Binocular Telescope
(LBT), near-IR imaging data from the Canada France Hawaii Telescope WIRCam (CFHT/WIRCam), and Spitzer IRAC. Thanks to
its dense multi-wavelength coverage, J1030 represents a legacy field for the study of large-scale structures around distant accreting
supermassive black holes. Using a likelihood ratio analysis, we associate multi-band (r, z, J, and 4.5 µm) counterparts for 252 (98.4%)
of the 256 Chandra sources, with an estimated reliability of 95%. Finally, we compute the cumulative number of sources in each X-ray
band, finding that they are in general agreement with the results from the Chandra Deep Fields.
Key words. quasars - active galactic nuclei - X-ray surveys - high redshift
1. Introduction
Deep X-ray surveys provide a highly efficient method to pin-
point growing black holes in active galactic nuclei (AGN) across
a wide range of redshifts, and offer insights about the demo-
graphics, physical properties, and interactions with the environ-
ment of super massive black holes (SMBHs). Furthermore, they
are primary tools to study the diffuse emission of clusters and
groups, as well as X-ray binaries in distant star-forming galax-
ies: the Chandra Deep Field-South (CDF-S; Luo et al. 2017),
the Chandra Deep Field-North (CDF-N; Xue et al. 2016), the
AEGIS-X survey (Nandra et al. 2015), the Chandra UKIDSS
Ultra Deep Survey (X-UDS; Kocevski et al. 2018), and the COS-
MOS Legacy survey (Civano et al. 2016; Marchesi et al. 2016)
are at present some of the main surveys to investigate the deep
X-ray Universe.
While shallow large area surveys are essential to cover large
portions of the sky, avoiding field-to-field variance problems and
providing a global view of the most luminous X-ray sources
(e.g., XMM-XXL and Stripe 82X surveys; Menzel et al. 2016;
LaMassa et al. 2016), deep X-ray surveys are capable of reach-
ing extremely faint flux levels and thus earlier cosmic epochs.
In addition, at a given redshift, deep surveys can probe objects
with intrinsically low X-ray luminosities (that are generally more
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representative of the source population) including star-forming
galaxies (this population is dominant at fluxes f ≤ 10−17 erg s−1
cm−2 in the 0.5-2 keV band; Lehmer et al. 2012), as well as in-
trinsically luminous sources that are dimmed by strong nuclear
obscuration (e.g., Norman et al. 2004; Comastri et al. 2011; Gilli
et al. 2011).
So far, the deepest four X-ray surveys are: the CDF-S, with
an exposure of ∼7 Ms over an area of 484.2 arcmin2 (Luo et al.
2017), the CDF-N, with an exposure of ∼2 Ms over an area of
447.5 arcmin2 (Xue et al. 2016), the AEGIS-X survey, with an
exposure of ∼800 ks over an area of ∼ 1040 arcmin2 (Nandra
et al. 2015), and the SSA22 survey, with an exposure of ∼400
ks over an area of ∼ 330 arcmin2 (Lehmer et al. 2009). These
surveys achieved unprecedented X-ray sensitivity with flux lim-
its in their inner square arcmins of ∼ 1.9, 0.6, 2.7 × 10−17 erg
s−1 cm−2 for CDF-S, ∼ 3.5, 1.2, 5.9 × 10−17 erg s−1 cm−2 for
CDF-N, ∼ 1.5, 3.4, 2.5 × 10−16 erg s−1 cm−2 for AEGIS-X, and
∼ 1.7, 0.6, 3.0 × 10−16 erg s−1 cm−2 for SSA22, in the full (0.5-7
keV), soft (0.5-2 keV), and hard (2-7 keV) bands, respectively.
In Fig. 1 we show the area-flux curves for the deepest Chandra
surveys achieved so far, including the flux limits computed for
J1030+0524 (hereafter J1030) in §5.
In this paper, we present the point-source catalog derived
from the ∼479 ks Chandra exposure of the J1030 field that we
obtained in 2017. This X-ray field has a nominal aim point cen-
tered on the quasar (QSO) SDSS J1030+0525 at z = 6.31 (Fan
et al. 2001). This QSO was one of the first z ∼ 6 QSOs dis-
covered by the Sloan Digital Sky Survey (SDSS), and it has
also been observed by the Hubble Space Telescope Advanced
Camera for Surveys (HST/ACS; Stiavelli et al. 2005; Kim et al.
2009), by the HST Wide Field Camera 3 (HST/WFC3; PI Sim-
coe, unpublished), and by the Very Large Telescope Multi-Unit
Spectroscopic Explorer (VLT/MUSE; ESO archive). Its field is
part of the Multiwavelength Yale-Chile survey (MUSYC; Ga-
wiser et al. 2006), which provides imaging in UBVRIzJHK down
to B = 26 and K = 23 AB (Quadri et al. 2007), and has
also been entirely observed by Spitzer IRAC down to 22.5 AB
mag at 4.5 µm (Annunziatella et al. 2018). Near-IR spectroscopy
(ISAAAC/VLT) showed that SDSS J1030+0524 is powered by a
BH with mass of 1.4 × 109 M (derived from the Mg ii emission
line; Kurk et al. 2007; De Rosa et al. 2011). Deep and wide opti-
cal and near-IR imaging observations of the region (∼ 25′ × 25′)
around the QSO with LBT/LBC and CHFT/WIRCam (corre-
sponding to a region of 8 × 8 Mpc at z = 6.31) also showed
that this field features the best evidence to date of an overdense
region around a z ∼ 6 QSO (Morselli et al. 2014; Balmaverde
et al. 2017). The main goals of our deep Chandra observation of
J1030 were the following: i) to obtain one of the highest quality
spectrum ever achieved in the X-rays for a QSO at z ∼ 6 (see
Nanni et al. 2018), and ii) to perform a deep X-ray survey in
a candidate highly biased region of the Early Universe that has
excellent multi-band coverage. These data were used to study
the X-ray variability of the z = 6.31 QSO SDSS J1030+0524
(Nanni et al. 2018), as well as the diffuse emission detected
southward the QSO and associated to a galaxy overdensity at
z = 1.7 (Nanni et al. 2018; Gilli et al. 2019), and to characterize
the obscured AGN in the field (Peca et al. in prep.). In particu-
lar, the z = 1.7 overdensity is composed by seven galaxy mem-
bers (six of whom are star-forming) around a central Compton-
thick FRII radio source, whose eastern radio lobe is laying at
the center of the diffuse X-ray emission and is likely promot-
ing the star formation of the nearby overdensity galaxy members
(Gilli et al. 2019). All these considerations makes J1030 a legacy
field for the study of large scale structures around distant ac-
creting SMBHs. Based on the multi-wavelength coverage of the
field, we here present multi-wavelength identifications and ba-
sic multi-wavelength photometry for the detected X-ray sources,
and their optical/IR counterparts.
The paper is organized as follows. In §2 we describe the
Chandra data, and the data reduction procedure. In §3 we re-
port the X-ray source detection procedure with a detailed de-
scription of the analysis of source completeness and reliability.
In §4, we present the main X-ray source catalog, and provide
the X-ray sources characterization and multi-wavelength iden-
tifications. In §5, we present the cumulative number counts for
the main source catalog, and in §6 we provide a summary of the
main results. Throughout this paper we assume H0 = 70 km s−1
Mpc−1, ΩΛ = 0.7, and ΩM = 0.3 (Bennett et al. 2013), and errors
are reported at 68% confidence level if not specified otherwise.
Upper limits are reported at the 3σ confidence level.
2. Observations and Data reduction
The SDSS J1030+0524 field was observed by Chandra with ten
different pointings between January and May 2017 for a total ex-
posure of ∼479 ks. Observations were taken in the vfaint mode
for the event telemetry format, using the Advanced CCD Imag-
ing Spectrometer (ACIS) instrument with a roll-angle of ∼64°
for the first five observations and a roll-angle of ∼259°, for the
others. The ten observations (hereafter ObsIDs) cover a total area
of roughly 335 arcmin2 and the exposure times of the individual
observations range from 26.7 to 126.4 ks. A summary of the ob-
servations is provided in Table 1.
The data were reprocessed using the Chandra software
CIAO v. 4.8. Data analysis was carried out using only the events
with ASCA grades 0, 2, 3, 4, and 6. We then produced X-ray
images in the soft, hard, and full bands for each ObsID.
After the data reduction, we corrected the astrometry (ap-
plying shift and rotation corrections) of the individual ObsIDs
using as reference the WIRCam catalog, which contains J-
band selected sources down to JAB = 23.75 (Balmaverde et al.
2017). First, we created exposure maps and point spread func-
tion (PSF) maps for all ObsIDs using the CIAO tools fluximage
and mkpsfmap, respectively. The exposure and PSF maps were
computed for the 90% of the encircled energy fraction (EEF)
and at an energy of 2.3, 1.4, and 3.8 keV for the full, soft, and
hard band, respectively. Then, we ran the Chandra source de-
tection task wavdetect (Freeman et al. 2002) on the 0.5 − 7 keV
images to detect sources to be matched with the J-band detected
objects. We set the false-positive probability detection threshold
to a conservative value of 10−6 and used a “
√
2 sequence” of
wavelet scales up to 8 pixels (i.e., 1.41, 2, 2.83, 4, 5.66, and
8 pixels) in order to detect only the brightest sources with a
well-defined X-ray centroid. For the match we considered only
43 X-ray sources with a positional error1 below ∼0.4" and off-
axis <6′. We used the CIAO tool wcs_match and wcs_update
to match these 43 sources and correct the astrometry, and cre-
ate new aspect solution files. We considered a matching radius
of 2" and applied both translation and rotation corrections. The
new aspect solutions were then applied to the event files and the
detection algorithm was run again (using the same wavdetect pa-
rameters and criteria previously adopted). The applied astromet-
ric correction reduces the mean angular distance between the
X-ray sources and their J-band counterparts from θ = 0.253"
1 Computed as:
√
σ2RA + σ
2
Dec, where σRA and σDec are the errors on
Right Ascension and Declination, respectively, from wavdetect.
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Fig. 1: Area-flux curves for different deep and moderately deep Chandra surveys in the soft (left panel) and hard (right panel) bands.
Each survey has been plotted using each sensitivity curve starting from the flux corresponding to 80% of the maximum area for
that survey to the flux corresponding to 20% of the total area. The reported surveys are from: this work (black line), Luo et al.
(2017) (blue dotted line), Xue et al. (2016) (gray dashed line), Nandra et al. (2015) (red dotted line), Lehmer et al. (2009) (light
green dotted line), Kocevski et al. (2018) (brown dashed line), Civano et al. (2016) (cyan dashed line), LaMassa et al. (2016) (dark
green dotted line), Menzel et al. (2016) (orange dashed line), Goulding et al. (2012) (yellow dashed line), and Murray et al. (2005)
(magenta dashed line). Despite the shorter exposure (∼400 ks), the SSA22 survey is deeper in the soft band than the J1030 one due
to the Chandra effective area degradation (equal to ∼ 25% at 1.4 keV) in this band.
Table 1
SDSS J1030+0524 observation log
ObsID Date θa tbexp Aim Point
[°] [ks] α (J2000) δ (J2000)
18185 2017 Jan 17 64.2 46.3 10 30 28.35 +05 25 40.2
19987 2017 Jan 18 64.2 126.4 10 30 28.35 +05 25 35.3
18186 2017 Jan 25 64.2 34.6 10 30 28.35 +05 25 35.3
19994 2017 Jan 27 64.2 32.7 10 30 28.35 +05 25 37.6
19995 2017 Jan 27 64.2 26.7 10 30 28.35 +05 25 34.2
18187 2017 Mar 22 259.2 40.4 10 30 26.67 +05 24 07.1
20045 2017 Mar 24 259.2 61.3 10 30 26.66 +05 24 07.5
20046 2017 Mar 26 259.2 36.6 10 30 26.56 +05 24 13.3
19926 2017 May 25 262.2 49.4 10 30 26.68 +05 24 14.2
20081 2017 May 27 262.2 24.9 10 30 26.66 +05 24 15.2
(a) Roll-angle in degrees of the ACIS-I instrument.
(b) Exposure time after background flare removal.
to θ = 0.064". As shown in Fig. 2, we found that, after ap-
plying the astrometric corrections, the distance (d) between the
X-ray sources used for the astrometric correction and the opti-
cal counterparts is d < 0.38′′, 0.77′′, 0.95′′ for 68%, 90% and
95% of the X-ray sources, respectively (to be compared with
d < 0.62′′, 0.91′′, 1.12′′ before the correction). Despite the as-
trometric corrections, a mean offset of ∆RA = −0.07 ± 0.3 and
∆DEC = −0.1 ± 0.4 is still present. We performed several tests,
changing both the off-axis angles and the full band net counts
cuts, to verify whether the offset is due to a particular source (or
a group of them), but the offset persists and is consistent with the
values reported. However, this offset unlikely affects the match-
ing analysis described in §4.2, as the X-ray sources positional
errors are generally larger.
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Fig. 2: X-ray to J-band separation (∆RA, ∆DEC) in arcsec for X-
ray sources detected in each single observation (with a wavdetect
false-positive probability detection threshold set to 10−6 and off-
axis <6′; see §2 for the details) before (red open circles) and af-
ter (blue solid circles) the astrometric correction. The circles en-
compass 68%, 90%, and 95% of the sources before (red dashed
line) and after (blue solid line) the astrometric correction.
Finally, we stacked the corrected event files using the repro-
ject_obs task and created X-ray images from the merged event
file using the standard ASCA grade set in the full, soft, and hard
bands. In Fig. 3 we display the final Chandra full-band image
with the coverage of the innermost multi-wavelength fields men-
tioned in §1. A false-color X-ray image of the field is shown in
Fig. 4. The individual PSF maps were combined using the task
dmimgcalc to return the exposure-weighted average PSF value
at each pixel location in the combined mosaic, while the individ-
ual effective-exposure maps were summed together to obtain the
total effective-exposure map of the field in the full, soft, and hard
bands. The full-band effective-exposure map is shown in Fig. 5.
3. X-ray source detection
The X-ray source detection procedure follows a two-stage ap-
proach that has also been adopted in past deep X-ray surveys
such as the CDF-S (i.e., Xue et al. 2011; Luo et al. 2017), and
the CDF-N (Xue et al. 2016): a preliminary list of source candi-
dates was initially generated by wavdetect source detection, and
then filtered after photometry performed with ACIS Extract (AE;
Broos et al. 2012) to produce our final source catalog.
3.1. Generation of the preliminary catalog
To generate the preliminary candidate source list, we ran wavde-
tect on the merged images in the full, soft, and hard bands, using
a
√
2 sequence of wavelet scales up to 16 pixels (i.e., 1.414, 2,
2.828, 4, 5.656, 8, 11.314, and 16 pixels) and a false-positive
probability threshold of 10−4. We also provided wavdetect with
the average PSF maps (§2.1) for each energy band. This pro-
Fig. 3: Full-band (0.5 − 7 keV) Chandra ACIS-I image of the
SDSS J1030+0524 field in logarithmic gray scale. The multi-
color regions show some of the central multi-wavelength cov-
erage of the field: the MUSYC-DEEP in purple, HST/WFC3 in
red, HST/ACS in blue, and VLT/MUSE in green.
duced 498, 383, 370 candidate sources in the full, soft, and hard
bands, respectively. Among them, 289, 221, and 218 sources are
also detected in the full, soft, and hard bands, respectively, when
running wavdetect with a more conservative threshold of 10−5
that is used in many deep Chandra surveys. The loose wavde-
tect source-detection threshold of 10−4 is expected to introduce
a large number of spurious detections that must be filtered out,
but also allows us to push the detection to the faintest possible
limits.
We then improved the source positions through the AE
“CHECK_POSITIONS” procedure and used AE to extract pho-
tometric properties of the candidate sources. The details of the
AE photometric extraction are described in the AE User’s Guide,
and a summary is also provided in Xue et al. (2011). We used AE
to perform source and background extractions for each source
in each ObsID and then we merged the results. In our case,
a polygonal extraction region that approximates the ∼90% en-
circled energy fraction contour of the local PSF, at E = 1.4
keV in the full and soft bands, and at E = 2.3 in the hard
band, was utilized to extract source counts. We adopted the AE
“BETTER_BACKGROUNDS” algorithm for background ex-
traction (see §7.6.1 of the AE User’s Guide), in order to ob-
tain a single background region plus a background scaling that
simultaneously models all background components, including
the background that arises from the PSF wings of neighboring
sources. A minimum number of 100 counts in the merged back-
ground spectrum is required to ensure photometric accuracy,
which was achieved through the AE “ADJUST_BACKSCAL”
stage. The extraction results from individual observations were
then merged to produce photometry for each source through the
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Fig. 4: Smoothed “false-color” image of the SDSS J1030+0524 field. Colors correspond to 0.5-2.0 keV (red), 2-4.5 keV (green),
and 4.5-7 keV (blue).
AE “MERGE_OBSERVATIONS” stage. To filter the prelimi-
nary catalog, the most important output parameter from AE is
the binomial no-source probability (PB), which is the probability
of observing at least the same number of source counts under the
assumption that there is no real source at that location and that
the observed number of counts is purely due to a background
fluctuation:
PB(X ≥ S ) =
N∑
X=S
N!
X!(N − X)! p
X(1 − p)N−X , (1)
where S is the total number of counts in the source extraction re-
gion (before background subtraction); N = S +Bext, where Bext is
the total number of counts in the background extraction region;
and p = 1/(1 + BACKS CAL) with BACKS CAL = Aext/Asrc is
the ratio between the background and source extraction regions.
We computed PB for each source in all the three (full, soft, hard)
bands. Although PB is a classic confidence level, usually it is
not a good indicator of the fraction of spurious sources (e.g., a
cut at PB = 0.01 does not correspond to a 1% spurious rate),
mainly because the extractions were performed on a biased sam-
ple of candidate sources that already survived a filtering process
by wavdetect. Furthermore, given its definition, the value of PB is
dependent on the choice of source and background extraction re-
gions. Therefore, we cannot reject spurious sources simply based
on the absolute value of PB itself. A PB threshold derived from
simulations needs to be adopted to maximize the completeness
and reliability of our sample.
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Fig. 5: Full-band (0.5− 7 keV) Chandra effective-exposure map
of the SDSS J1030+0524 field. The linear scale color bar is
shown in the bottom left; the displayed effective exposure times
are in units of s. The cyan circle (r = 30′′) marks the position of
the z = 6.31 QSO SDSS J1030+0524.
3.2. Generation of the simulated data
To clean the catalog from spurious sources as much as possible
and to assess the completeness and reliability of our final sam-
ple we produced three simulations that closely mirror our obser-
vations. A similar procedure has been already used in previous
X-ray surveys (e.g., Cappelluti et al. 2007; 2009; Puccetti et al.
2009; Xue et al. 2011; 2016; Luo et al. 2017).
First, we considered a mock catalog of X-ray sources (AGN
and normal galaxies) that covers an area of one square degree
and reaches fluxes that are well below the detection limit of our
∼479 ks exposure. In this mock catalog, we assigned to each sim-
ulated AGN a soft-band flux randomly drawn from the soft-band
log(N)-log(S) relation expected in the AGN population synthe-
sis model by Gilli et al. (2007). Simulated galaxy fluxes were
drawn randomly from the soft-band galaxy log(N)-log(S) rela-
tion of the “peak-M” model of Ranalli et al. (2005). The AGN
and galaxy integrated flux is consistent within the uncertainties
with the cosmic X-ray background flux (CXB; see e.g., Cappel-
luti et al. 2017). AGN and galaxies have been simulated down
to 2 × 10−18 erg/cm2/s in the 0.5-2 keV band, to include the
contribution of undetectable sources that produce the spatially
non-uniform background component. The soft-band fluxes of
the simulated AGN and galaxies were converted into full-band
fluxes assuming power-law spectra with Γ = 1.42 and Γ = 2.0,
respectively. The number of simulated sources has been rescaled
for the J1030 field area (∼335 arcmin2), and source coordinates
were randomly assigned within that area. We used the MARX
2 This value is typically used to translate count rates into fluxes for
the AGN population, since it describes fairly well the observed slope of
the CXB and is therefore representative of a sample that includes both
unobscured and obscured AGN (Hickox & Markevitch 2006).
software (v. 5.3.3; Davis et al. 2012) to convert source fluxes to
a Poisson stream of dithered photons and to simulate their detec-
tion by ACIS-I.
Second, we produced ten simulated ACIS-I observations of
the mock catalog, each configured to have the same aim point,
roll-angle, exposure time, and aspect solution file of each of the
ten J1030 pointings (see Table 1). These simulated source event
files contain the actual number of photons produced on the de-
tector by our simulated sources. We then produced the corre-
sponding background event files from the J1030 event files. For
each real event file, we masked all the events associated to our
preliminary source candidates and then filled the masked regions
with events that obey the local probability distribution of back-
ground events (using the blanksky and blanksky_sample tools).
The simulated source event files produced using MARX were
then merged with the background event files to produce ten sim-
ulated ACIS-I pointings that closely mirror the ten real ones.
As a final step, we followed the same approach adopted
above:
– We stacked the ten simulated event files using the repro-
ject_obs task and created X-ray images in all the three X-ray
bands from the merged event file (§2).
– We ran wavdetect on each simulated combined image at a
false-positive probability threshold of 10−4 to produce a cat-
alog of simulated source candidates, and used AE to perform
photometry (including the PB values) on them (§3.1).
The procedure above was repeated three times, allowing us to
generate a total of three complete simulations that mirror the
J1030 field and to obtain a simulated preliminary source cata-
log from each simulation.
3.3. Completeness and reliability
Simulations are the best tools to set a probability threshold (PB)
for source filtering since we have full control of the input and
output sources. After creating the three simulations and the cor-
responding candidate source catalogs (as described in §3.2), we
matched the detected output simulated sources with the input
sources in the mock catalog, using a likelihood-ratio matching
technique (see e.g., Ciliegi et al. 2003; Brusa et al. 2007). The
goal of this method is to distinguish, among the detected sources
in the simulation, between input simulated sources and spurious
ones. Once the detected sources are classified, we adopted other
filters based on the X-ray properties of each source (like the PB;
see the detailed description reported below) that can be applied
also to our Chandra observation.
Briefly, our likelihood-ratio (LR) technique takes into ac-
count the positional accuracy of the output sources, and also the
expected flux distribution of the input ones. It assigns likelihood
and reliability parameters to all possible counterparts, and miti-
gates the effect of false matches. For an input source with a flux
f at an angular separation r from a given output source, the LR
is the ratio between the probability of the input being the true
counterpart of the output and the corresponding probability of
the input of being an unrelated (i.e., background) object (e.g.,
Sutherland & Saunders 1992; Brusa et al. 2005):
LR =
F(r)q( f )
n( f )
(2)
where F(r) is the probability distribution function of the angu-
lar separation, q( f ) is the expected flux distribution of the input
sources, and n( f ) is the surface density of background objects
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with flux f . We refer to Appendix A for a complete explanation
of Equation 2. In our case, for each output source we searched
for input sources inside a circular area of rLR = 5” (following
Luo et al. 2010) centered on the output position, to allow match-
ing of the X-ray sources at large off-axis angles.
A threshold for LR (LRth) is needed to discriminate between
spurious and real associations: an output source is considered
to have an input counterpart if its LR value exceeds LRth. The
choice of LRth depends on two factors: first, LRth should be
small enough to avoid missing many real identifications, so that
the sample completeness is high; second, LRth should be large
enough to keep the number of spurious identifications low, in
order to increase the reliability of the identifications. The relia-
bility of a single input source j, which represents the probability
of being the correct identification, is defined as:
R j =
LR j∑
i LRi + (1 − Q) (3)
where the sum is over all the possible input counterparts for an
output source i, and Q =
∫ +∞
flim
q( f )d f is the probability that the
input counterpart j is brighter than the flux limit ( flim) of the
catalogue. We then defined the reliability parameter (R) for the
total sample as the ratio between the sum of the reliabilities of all
sources identified as possible counterparts and the total number
of sources with LR > LRth (NLR>LRth ):
R =
(∑
j R j
)
LR>LRth
NLR>LRth
, (4)
We also measure the completeness parameter (C) of the total
sample defined as the ratio between the sum of the reliability
of all sources identified as possible counterparts and the total
number of output sources (NX):
C =
(∑
j R j
)
LR>LRth
NX
. (5)
As proposed in Brusa et al. (2007) and Civano et al. (2012), LRth
was computed as the likelihood-ratio which maximizes the quan-
tity (R + C)/2 (we found LRth = 3.61, 4.05, 3.31 for the full, soft,
and hard band, respectively). We hence flagged those sources
with LR > LRth as good matches and those with LR < LRth as
spurious matches.
We used those matches flagged as “good” to assess the com-
pleteness and reliability of the simulated catalog. Looking at the
distributions of the net counts in the three bands (full, soft, and
hard) vs off-axis angle for both good and spurious matches, we
derived three empirical linear cut relations (one for each band)
that define an effective source-count limit as a function of the off-
axis angles. These cut lines (blue lines in Fig. 6) maximize the
number of rejected spurious sources while keeping the number
of rejected “good” sources around 10%. Then, by considering
only those sources above the cut lines, we defined the complete-
ness as the ratio between the number of “good” sources detected
with a binomial probability above a certain value and the total
number of “good” sources. The reliability is defined as 1 minus
the ratio between the number of spurious sources above a certain
probability value and the total number of sources.
In Fig. 7 we show the completeness (black solid line) and
reliability (red dashed line) as a function of the PB for the simu-
lations in the full, soft, and hard bands, for sources that survived
our count-limit relation cuts. We adopted a probability threshold
value of PB = 2×10−4 to keep the reliability values > 95% in all
Fig. 6: Net counts vs off-axis angles for the sources detected
in the three simulations in the full (top), soft (middle), and
hard (bottom) bands. The black dots are the “good” input-output
matches according to the likelihood-ratio method, while the red
triangles are those considered spurious. The blue line represents
the source-count limit as a function of the off-axis angle that was
adopted to compute the completeness and reliability.
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Table 2
Number of Chandra sources detected in up to three bands
Band Number of
[keV] sources
F+S+H 156
F+S 31
F+H 46
F 11
S 6
H 6
Total 256
The bands reported are the full (F), soft (S), and hard (H).
the three bands. In fact, adopting PB = 2 × 10−4, the complete-
ness levels for the entire J1030 field are 95% (full band), 97%
(soft band), and 91% (hard band), while the reliability levels are
95% (full band), 96% (soft band), and 95% (hard band). Finally,
we applied our source-count limit cut and the PB = 2 × 10−4
threshold derived from the simulations as filters for our J1030
preliminary real source catalog: 244, 193, and 208 sources sur-
vived in the full, soft, and hard bands, respectively. Compared
to past X-ray surveys, it is the first time that more sources are
detected in the hard band rather than in the soft one, and we
ascribed it to the rapid degradation of the soft-band Chandra ef-
fective area that occurred in the last few years.
We then matched the three band catalogs using a matching
radius r = 5” (for 5′′ < r < 10′′ no additional sources are
matched), and visually checked all matches. The final catalog
contains 256 unique sources, detected in at least one band.
We also computed the completeness and reliability (follow-
ing the same approach described above) for source catalogs gen-
erated with a wavdetect false-positive probability threshold of
10−5. Based on simulations, we verified that catalogs generated
with wavdetect threshold 10−5 and (PB = 10−3) have the same
reliability and completeness and similar source numbers of those
obtained by using 10−4 and PB = 2×10−4. After a visual check of
those sources that are not in common between the two catalogs,
we found that the catalog obtained with a wavdetect threshold of
10−4 and PB = 2 × 10−4 contains more associations with opti-
cal/IR counterparts than the other one, and we hence adopt it as
our final X-ray source catalog.
4. Source catalog
As explained in §3.3, our final catalog consists of 256 sources
detected in one or more X-ray bands (full, soft, and hard); in Ta-
ble 2 we report the total number of sources for each band combi-
nation. Eleven sources are detected only in the full-band, 6 only
in the soft-band, and 6 only in the hard-band. For each source
we derived the net counts, hardness ratio (HR), and band fluxes
and relative errors or upper limits (for those sources that are not
detected in a given band), as described in §4.1. In Table 3 we
report the basic statistics of the source counts in the three bands.
Table 3
Statistics of Chandra detected sources
Band Number of Net counts per source
[keV] sources Max Min Mean Median
Full 244 1849.3 6.7 96.5 50.9
Soft 193 1196.1 2.7 61.0 41.5
Hard 208 647.6 3.4 53.3 40.7
4.1. X-ray properties
In each of the three X-ray bands, the net source counts were de-
rived from the AE “MERGE_OBSERVATIONS” procedure us-
ing a polygonal extraction region that approximates the ∼ 90%
of the encircled energy fraction at E = 1.4 keV in the full and
soft bands, and at E = 3.8 in the hard band, as explained in §3,
while the associated 1σ errors are computed by AE following
Gehrels (1986). For those sources that are below the detection
threshold (PB > 2 × 10−4) in one or two bands, we computed
the 3σ upper limits using the srcflux tool of CIAO, that extracts
source counts from a circular region, centered at the source po-
sition, that contains 90% of the PSF at 2.3, 1.4, and 3.8 keV
in the full, soft, and hard band, respectively. Their counts from
the background are extracted from an annular region around the
source location, that has an inner radius equal to the size of the
source radius and an outer radius five times larger. The distribu-
tions of the source counts in the three bands are displayed in Fig.
8.
We used the net count rates in the different bands to compute
the hardness ratio (HR) for each source. The hardness ratio was
computed as:
HR =
H − S
H + S
, (6)
where H and S are the net rates (the ratio between the net counts
and the effective exposure time at the source position) in the
hard and soft bands, respectively. Errors are computed at the 1σ
level following the method described in Lyons (1991). Upper
and lower limits were computed using the 3σ net counts upper
limits. For the 11 sources with only full-band detection, we could
not compute the HR.
While a detailed spectral analysis of the X-ray sources is be-
yond the scope of the current study, we converted the aperture
corrected count rates (or their upper limits) to the correspond-
ing fluxes (or flux upper limits) in a given band assuming that
their spectra are power-laws modified by only Galactic absorp-
tion (NH = 2.6 × 1020 cm−2) with effective power-law photon
indices derived from the hardness ratios. At fixed NH and red-
shift, the HR is a function of the power-law index (e.g., see Fig.
10 in Marchesi et al. 2016). The HR-Γ relation was derived sim-
ulating 100 X-ray spectra with NH = 0, z = 0, and different
Γ = −2−+2 (steps of 0.1), and deriving the corresponding HRs.
For the sources not detected in both the soft and hard bands, the
hardness ratios cannot be constrained, so we assumed a spec-
tral power-law with Γ = 1.4 (i.e., the mean value derived for
the slope of the CXB; Hickox & Markevitch 2006) modified
by Galactic absorption. In this case, the adopted count rate-to-
flux conversion factors are CF = CR/ f lux = 6.3, 9.8, 4.4 × 1010
counts erg−1 cm2 for the full, soft, and hard bands, respectively.
The distributions of the source fluxes in the three bands are dis-
played in Fig. 9.
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Fig. 7: Completeness (C, black curve) and reliability (R, red dashed curve) as a function of the binomial no-source probability for
the three combined simulations in the full (left), soft (middle), and hard (right) bands, respectively. The dashed vertical line indicates
the chosen source-detection threshold of PB = 2 × 10−4.
Fig. 8: Net counts distributions for the Chandra sources detected
in the full (top), soft (middle), and hard (bottom) bands. The
cyan dotted vertical lines mark the medians of the distributions:
50.9, 41.5, and 40.7 net counts for the full, soft, and hard bands,
respectively. Sources with upper limits on the counts are not in-
cluded in these plots.
4.2. Multi-wavelength Source Identifications
We searched for optical and IR counterparts of the X-ray sources
in our LBT/LBC, CHFT/WIRCam, and Spitzer IRAC (4.5 µm
band) catalogs (see Morselli et al. 2014, Balmaverde et al. 2017,
and Annunziatella et al. 2018, respectively), using a likelihood-
ratio matching technique similar to that described in §3.3. Again,
Fig. 9: Aperture corrected X-ray flux distributions for the sources
detected in the full (top), soft (middle), and hard (bottom) bands.
The cyan dotted vertical lines mark the medians of the distribu-
tions: 2.9, 1.3, 2.8×10−15 erg s−1 cm−2 for the full, soft, and hard
bands, respectively. Sources with upper limits on the counts are
not included in these plots.
a threshold value for the likelihood-ratio that maximizes the
(R+C)/2 value was chosen (LRth = 1.06, 1.71, 2.41, 1.11 for the
r, z, J, and IRAC bands, respectively). For the X-ray sources
with multiple counterpart candidates that satisfy our likelihood
threshold, we selected the candidate with the highest reliability
level. In particular, we found 17, 7, and 9 X-ray sources that
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have multiple counterpart candidates that satisfy the likelihood
threshold in the r, z, and J bands, respectively, while there are
no multiple counterpart candidates in the IRAC 4.5 µm band.
For the optical and IR identifications, we used the following
four catalogs:
– The J1030+0524 LBC z and r bands catalogs, that con-
tain 29150 and 86150 sources with limiting AB magnitudes
of 25.2 and 27.5, respectively (50% completeness limit;
Morselli et al. 2014). In Morselli et al. (2014) the z-band
data were used as master images on which object detection
(5σ) was made, then the measurements were performed on
the r-band images only to obtain spatially coherent photo-
metric colors. Subsequently, we performed a source detec-
tion on the deeper r image to produce an independent r-band
catalog with a limiting AB magnitude of 27.5.
– The J1030+0524 Wide-field InfraRed Camera (WIRCam)
J-band (NIR) catalog that contains 14770 sources down to
JAB = 23.75 (50% completeness limit at 5σ; Balmaverde
et al. 2017).
– The J1030+0524 Spitzer IRAC at MIR 4.5 µm band (MIR)
catalog that contains 16317 sources down to m4.5µm = 22.5
(50% completeness limit at 5σ; Annunziatella et al. 2018).
We initially identified unique counterparts for 244 (95.3%)
of the 256 main-catalog sources. We examined the 12 X-ray
sources that lack counterparts, and assigned multi-wavelength
matches to eight sources (with off-axis angle > 1′ and LR below
but close to LRth) for which the X-ray centroid computed by AE
is too far away (> 1′′) from the most likely optical counterpart to
provide a LR value above our adopted threshold, while the posi-
tional error is consistent with the optical counterpart. After this
adjustment, we then obtained primary counterparts in at least one
optical/NIR/MIR band for 252 (98.4%) of the 256 main-catalog
sources. Among these 252 X-ray sources there are 1, 6, and 6
sources that have r, z, or J band counterparts, respectively, that
are below the limiting magnitude of the corresponding survey.
For these sources, we performed aperture photometry to obtain
the missing catalog band magnitudes but we did not compute
the corresponding likelihood and reliability, as we have no infor-
mation on the magnitude distribution of background sources at
such faint fluxes. The distributions of the X-ray full-band fluxes
versus LBT/LBC r-band, CHFT/WIRCam J-band, and IRAC
CH2 4.5µm-band magnitudes for the main catalog sources are
displayed in Fig. 10. The blue diagonal lines show constant X-
ray to r- or J-band flux ratios defined (similarly to Civano et al.
2012) as:
log( fX/ fopt) = log( fX) + Copt + mopt/2.5 = −1, 0,+1 (7)
where fX is the X-ray full-band flux, mopt is the magnitude at the
chosen optical/IR band, and Copt is a constant which depends
on the specific filter used in the optical observations. Consid-
ering the bandwidths and the effective wavelength of the LBC
r-band, WIRCam J-band, and IRAC CH2 4.5µm-band filters,
we used Cr = 5.41, CJ = 5.96, and C4.5 µm = 6.27. The yel-
low shaded region between the blue diagonal dashed lines (−1 <
log( fX/ fopt) < +1) in Fig. 10 has been adopted as the reference
area where unobscured AGN are expected to lay in the optical
bands, while obscured AGN are expected at log( fX/ fopt) > 1
(e.g., Brusa et al. 2010; Civano et al. 2012). The higher num-
ber of sources above the log( fX/ fopt) = 1 relation observed in
the r-band (Fig. 10, upper panel) compared to the 4.5 µm-band
(Fig. 10, bottom panel) is probably related to the lower nuclear
extinction in the IR that in the optical bands. Red stars represent
the X-ray sources identified as stars based on optical informa-
tion: XID9, XID63, XID146, XID147, and XID162.
Most of the Chandra source counterparts have been spec-
troscopically observed with the LBT Multi-Object Double CCD
Spectrograph (MODS) and the Large Binocular Telescope Near-
infrared Spectroscopic Utility with Camera and Integral Field
Unit for Extragalactic Research (LUCI) for a total of 52 hrs (16
hrs with LUCI and 36 hrs with MODS) to measure their red-
shifts. The data reduction and analysis are in progress and the
derived properties will be released in the next future (Mignoli et
al. in prep.). We will also use the dense multi-band coverage in
the J1030 field to derive the photometric redshifts of the X-ray
sources (Marchesi et al. in prep.). Photometric redshifts will be
used whenever the optical/NIR spectroscopy is missing.
4.3. Main catalog description
We present the main Chandra source catalog in Table 4. The
details of the table columns are given below.
1. Column 1: source sequence number (XID).
2. Columns 2 and 3: right ascension (R.A.) and declination
(DEC) of the X-ray source, respectively. These positions
were computed through the AE “CHECK_POSITIONS”
procedure (§3.1). In the catalog we report the centroid po-
sition derived from the full-band. For sources not detected
in the full-band we used the centroid positions derived either
from the soft or from the hard band.
3. Column 4: positional error on the source centroid. This was
computed as σ = PS FRadius/
√
C (Puccetti et al. 2009),
where C are the net, background-subtracted, counts com-
puted by AE, and PS FRadius is the 90% encircled energy
radius (at E = 1.4 keV) given by Equation 1 of Hickox &
Markevitch (2006).
4. Column 5: off-axis angle in arcminutes computed as the
angular distance between the position of the X-ray source
and the average aim point of the J1030 field (10:30:27.50,
+05:24:54.0).
5. Column 6: effective exposure time in ks taken from the full-
band exposure map.
6. Column 7-9: hardness ratio computed with Equation 6 and
relative errors. Errors are computed at the 1σ level following
the method described in Lyons (1991). For display purposes,
these three columns are grouped in column 7 of Table 4.
7. Columns 10-18: net counts and relative errors computed by
AE in the full (F), soft (S), and hard (H) bands, respectively.
Errors are computed according to Table 1 and 2 of Gehrels
(1986) and correspond to the 1σ level in Gaussian statistics.
For those sources that are not detected in a given band, we
provide upper limits at the 3σ confidence level (see §4.1).
For display purposes, each band net counts and errors are
grouped in column 8, 9, and 10 for the full, soft, and hard
band, respectively, of Table 4.
8. Columns 19-21: binomial no-source probability PB com-
puted by AE in the full, soft, and hard bands. Only sources
with PB < 2 × 10−4 in at least one band are included in the
catalog.
9. Columns 22-30: aperture-corrected X-ray fluxes and relative
errors in the full, soft, and hard bands, respectively, while for
undetected sources we report 3σ upper limits. Fluxes and rel-
ative errors were computed from the net rates and relative er-
rors assuming that the full-band spectra of the X-ray sources
are power-laws modified by only Galactic absorption with
effective power-law photon indices derived from their hard-
ness ratios. For the sources not detected in the soft and hard
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Fig. 10: X-ray full-band flux vs. r-band (top panel), J-band
(middle panel), and 4.5µm-band (bottom panel) AB magnitudes.
Black dots represent the main catalog sources, while red stars
represent the known stars of our catalog. The blue diagonal
dashed lines show constant X-ray to r-, J-, or 4.5µm-band flux
ratios log( fX/ fopt) = −1,+1, while the blue diagonal solid line
shows log( fX/ fopt) = 0. The yellow shaded region highlights the
area between the blue diagonal dashed lines, that for the optical
bands represents the “classic locus” of unobscured AGN.
bands, we assumed a spectral power-law with Γ = 1.4 modi-
fied by Galactic absorption.
10. Columns 31 and 32: right ascension (R.A.) and declina-
tion (DEC), respectively, of the optical/IR counterpart. When
available, we provide the centroid position from the z-band
catalog, otherwise we provide the position in other bands fol-
lowing this order of priority: J-band, r-band, or 4.5µm-band
centroid.
11. Column 33: positional offset between the X-ray source and
optical counterpart in arcsecs.
12. Columns 34-37: counterpart magnitude AUTO in the r, z, J,
and 4.5µm bands, respectively. The reported limits for the
undetected counterparts correspond to the limiting AB mag-
nitudes of the corresponding optical/NIR/MIR catalog.
13. Columns 38-41: counterpart magnitude errors in the r, z, J,
and 4.5µm bands, respectively.
14. Column 42: flag providing info on the likelihood of the coun-
terparts: -1 for X-ray sources with no counterpart in any
band, 0 for sources with a sub-threshold counterpart, 1 for
sources with unique counterpart above likelihood threshold,
2 for sources with two counterparts above threshold (for
which we report the counterpart with the highest LR).
15. Column 43: flag notes for the single XID sources: 0 for
sources with no morphological information, 1 for sources
that have a star as optical/NIR/MIR counterpart based on the
optical information, 2 for sources that appear as X-ray ex-
tended sources.
The catalog with all the info reported above is publicly avail-
able at: http://www.oabo.inaf.it/∼LBTz6/1030/chandra_1030.
5. Cumulative log(N)-log(S) of the J1030 field
Finally, we computed the cumulative number of sources, N(>S ),
brighter than a given flux (S ) in each X-ray band. To this goal,
we computed the sky-coverage (i.e., the sky area Ω covered as
a function of the flux limit) of the J1030 field to correct the in-
completeness of our catalog. We computed our sky-coverage by
dividing the number of output sources flagged as “good” in our
simulations by the number of input sources as a function of in-
put flux and then multiplying for the total geometric area of the
J1030 field covered by Chandra. The sky-coverage values were
then fitted with a spline to obtain a smooth monotonically in-
creasing function. The sky coverage in the full, soft, and hard
bands are plotted in Fig. 11. The derived flux limits over the cen-
tral ∼ 1 arcmin2 region are ∼ 3× 10−16, 6× 10−17, and 2× 10−16
erg cm−2 s−1 in the full, soft, and hard bands, respectively, mak-
ing the deep Chandra survey in the SDSS J1030+0524 field the
fifth deepest X-ray survey field achieved so far (see Fig. 1 for
area-flux curve comparison with other surveys). Once the sky
coverage is known, the cumulative source number was computed
using the equation:
N(> S ) =
NS∑
i=1
1
Ωi
deg−2 (8)
where NS is the total number of detected sources in the field
with fluxes higher than S , and Ωi is the sky coverage associated
with the flux of the i-th source. The three log(N)-log(S) rela-
tions in the three X-ray bands are reported in Fig. 12. The red
points represent the cumulative number of sources of our J1030
field, while the log(N)-log(S) of our mock catalog are shown as
the blue dot-dashed line. For comparison, we also plotted the
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Table 4
Chandra source catalog
XID R.A. DEC Pos Err [”] Off-axis [′] Exposure [ks] HR F S H
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
1 10:30:24.96 +05:19:09.40 0.27 5.8 391.9 −0.12+0.08−0.08 251.7+17.3−16.3 138.6+13.0−11.9 113.0+12.1−11.1
2 10:30:32.82 +05:19:28.80 0.14 5.6 420.1 −0.01+0.04−0.04 827.0+30.0−29.0 416.1+21.5−20.5 420.0+21.8−20.7
3 10:30:23.77 +05:20:30.23 0.24 4.5 425.4 −0.04+0.08−0.08 164.0+14.1−13.1 84.7+10.4−9.3 79.3+10.2−9.2
4 10:30:30.11 +05:21:05.96 0.15 3.9 428.4 −0.15+0.07−0.07 259.4+17.2−16.2 147.6+13.2−12.2 109.9+11.7−10.6
5 10:30:22.19 +05:22:00.79 0.33 3.2 331.3 −0.32+0.19−0.19 36.6+7.3−6.2 23.4+6.0−4.9 12.2+4.8−3.7
A complete version of this table with all the 256 sources and properties listed in §4.3 is provided online.
Fig. 11: Sky coverage (i.e., sky area vs flux limit relation) in the
full (black solid line), soft (red dashed line), and hard (blue dash-
dotted line) bands derived from our simulations. The horizontal
cyan dotted line represents the total geometric area of our J1030
field (335 arcmin2).
log(N)-log(S) relations found in the 7Ms (magenta line) Chan-
dra Deep Field-South by Luo et al. (2017), and the one (green
solid line) found in the COSMOS field by Civano et al. (2016).
From Fig.12 we conclude that the log(N)-log(S) relations de-
rived in the J1030 field are in general agreement with those from
the literature. Besides cosmic variance, we caution that some of
the differences among the log(N)-log(S) seen in Fig. 12 could be
produced by systematic uncertainties in the different methods to
derive the sky coverage and the individual source fluxes in the
various surveys.
6. Summary
We have presented the X-ray source catalog for the deep Chan-
dra survey in the SDSS J1030+0524 field, centered on a region
that shows the best evidence to date of an overdensity around a
z ∼ 6 and an overdensity of galaxies at z = 1.7. This field has
been observed with 10 Chandra pointings for a total exposure
time of ∼479 ks and covers an area of 335 arcmin2. Furthermore,
the J1030 field is part of the Multiwavelength Yale-Chile survey,
and has been entirely observed by Spitzer IRAC, LBT/LBC (r,
and z bands), and CHFT/WIRCam (J-band), making J1030 a
legacy field for the study of large scale structures around distant
accreting SMBHs. Our main results are the following:
– The Chandra source catalog contains 256 X-ray sources that
were detected in at least one X-ray band (full, soft, and hard)
by wavdetect with a threshold of 10−4, and filtered by AE
with a binomial probability threshold of 2 × 10−4. We assess
the binomial probability threshold by producing three X-ray
simulations that mirror our Chandra observation, obtaining a
completeness of 95% (full band), 97% (soft band), and 91%
(hard band), while the reliability levels are 95% (full band),
96% (soft band), and 95% (hard band).
– We have achieved X-ray flux limits over the central ∼ 1
arcmin2 region of ∼ 3 × 10−16, 6 × 10−17, and 2 × 10−16 erg
cm−2 s−1in the full, soft, and hard bands, respectively, mak-
ing the J1030 Chandra field the fifth deepest X-ray survey
in existence, after the CDF-S and the CDF-N surveys, the
AEGIS-X survey, and the SSA22 survey.
– Based on the multi-band observations of this field, including
r and z band data from LBT/LBC, J-band imaging from the
CFHT/WIRCam, and 4.5 µm from Spitzer IRAC, we used a
likelihood ratio analysis to associate optical/IR counterparts
for 252 (98.4%) of the 256 X-ray sources, with an estimated
95% reliability.
– Finally, we computed the cumulative number of sources in
each X-ray band finding that it is in general agreement with
both our simulations and those from the CDF-S, the CDF-N,
and COSMOS fields.
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Fig. 12: The cumulative number counts (number of sources
brighter than a given flux) for the main source catalog (red dots)
in the full (top), soft (middle), and hard (bottom) bands. The blue
dot-dashed line represents the cumulative number of sources
from our mock catalog. For comparison, we plot the log(N)-
log(S) relations found in the 7Ms Chandra Deep Field-South
by Luo et al. (2017, magenta line), and in the COSMOS field by
Civano et al. (2016, green dotted line).
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Appendix A: Likelihood-ratio method
As described in §3.3, after producing simulations that mirror
our Chandra observation of J1030 and using wavdetect to de-
tect the sources on these simulated fields, we needed a numer-
ical method to disentangle output sources that actually corre-
spond to input ones from those that are spurious detections.
To this purpose, we used a likelihood-ratio (LR) method to
match output with input sources. The LR method we adopted
was already used in past works to match sources detected
at different wavelengths (e.g., Sutherland & Saunders 1992;
Ciliegi et al. 2003; Brusa et al. 2007; Luo et al. 2010), and is
available at: https://github.com/alessandropeca/LYR_
PythonLikelihoodRatio. For an input simulated candidate
with a flux f at an angular separation r from a given X-ray out-
put, the LR is defined as in Equation 2:
LR =
F(r)q( f )
n( f )
(A.1)
In Equation 2 we assumed that F(r) (the probability distri-
bution function of the angular separation) follows a Gaussian
distribution (e.g., Zamorani et al. 1999):
F(r) =
1
2piσ2pos
exp
( −r2
2σ2pos
)
(A.2)
where σpos is the 1σ positional error of the X-ray detected
sources computed as σpos = PS FRadius/
√
C (Puccetti et al.
2009), C are the net, background-subtracted, counts computed
by AE, and PS FRadius is evaluated with the estimate at the
90% encircled energy radius (at E = 1.4 keV) at off-axis (θ) as
PS FRadius = 1” + 10”(θ/10′)2 (Hickox & Markevitch 2006).
The flux-dependent surface density of the background
sources, n( f ), is estimated using our sample of input simulated
sources that are at an angular separation inside an annulus from
any of the output detected sources (rin = 5” and rout = 30”; e.g.,
Luo et al. 2010). Input sources that fall inside the annular regions
are considered as background sources.
q( f ) is the expected flux distribution of the real counterparts,
and is not directly observable. To derive an estimate of q( f ), the
LR method selects all input sources within rin = 2” from any
detected source. The flux distribution of these sources is denoted
as total( f ), which was then background-subtracted to derive:
real( f ) = total( f ) − pir2inNoutn( f ) (A.3)
where Nout is the total number of X-ray detected sources.
An example of real( f ), total( f ), n( f ), and q( f ) distribution
for the J-band counterparts is reported in Fig. A.1. Due to the
magnitude limits of the input catalog, we were only able to detect
a fraction Q of all the true counterparts (see §3.3 for the defini-
tion of Q). Thus the expected flux distribution of the counterparts
q( f ) is derived by normalizing real( f ) and then multiplying by
Q:
q( f ) =
real( f )∑
i real( f )i
Q (A.4)
Having computed the values of q( f ), n( f ), and f (r), our LR
method calculates LR values for all the input sources within
rLR = 5” from each output detected source.
Fig. A.1: Magnitude distribution of the J-band counterparts
(q( f ), black line) and the magnitude distribution of the back-
ground sources (n( f ), blue dot-dashed line). The cyan dashed
line represents the total( f ) (see §A) while the orange shaded area
is the total( f ) defined as in eq. A.3.
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