INTRODUCTION

Motivation
The initialization of neural networks is the foremost step in training them to approximate functions. This critical step affects both the speed and precision of training convergence, as evidenced in previous studies (e.g., [5] ). This challenge of initialization exists for both static and dynamic neural networks [6] . The universal approximator theorem [7, 8] has proved the feasibility of function approximation, but does not offer a constructive solution for neural network initialization. Other noteworthy existing efforts include methods built on a good understanding of the capabilities of sigmoidal functions [9, 10, 11, 12, 13] , methods utilizing the features of the function to be approximated [12, 5] , constructive methods [14, 9, 15] , and many more (e.g., those summarized in [16, 17] ). Reference [18] also provides a summary of existing initialization approaches that have inspired this study or are closely related to it.
Despite these previous efforts, it is the opinion of the neural network community that both analytic and heuristic approaches are still in need of ideas to guide practical applications of function approximation.
With no exceptions, this is also the case in the use of neural networks in engineering mechanics to simulate and identify nonlinear functions, especially in the applications of structural health monitoring and damage detection [1, 2] . According to previous studies [5, 16] , such a fundamental problem might be hard to overcome in a general sense and thus may only be addressed properly by looking into the features of the function to be approximated, or equivalently, the features of the error function surface. This philosophy lends itself to a direction of seeking effective domain-specific solutions for neural network initialization.
Therefore, this study as well as the previous studies that it is built upon [1, 2, 3, 4] do not aim for an initialization solution to any arbitrary nonlinear function, rather the effort here is to rationally connect the understanding of the capabilities of sigmoidal functions and the domain knowledge of the function to be approximated to the inner workings of neural networks.
Throughout this study, the following expressions are adopted for multilayer feedforward neural networks with logistic sigmoidal activation function S, as shown in Eq. (1) below. Furthermore, any given continuous scalar goal/target function g (x) of vector x can be approximated by another scalar output function y (x) NNs-Paper5
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y (x) = n h j=1 w 2,j S (w 1,j x + b j ) = n h j=1 w 2,j
1 + e −(w 1,j x+b j )
where j = 1, . . . , n h , and n h is the number of hidden nodes. Note that w 1,j corresponds to input layer weights, b j to biases and w 2,j to layer weights (IW , b and LW , respectively in the Matlab Neural Network
Toolbox [19] ). Neural network initialization needs to address the following issues: (i) Number of hidden layers, (ii) Number of hidden nodes in each layer, i.e., the values of n h appearing in Eq. (1), and (iii) Values of the weights and biases, i.e., the values of IW , b, and LW .
Objectives and Scope
The ultimate goal of the authors is to develop a set of detailed guidelines with theoretical justifications for applying data-driven techniques such as neural networks to engineering applications based on: (i) the mathematical and physical insights of the problem to be modeled, and (ii) the capabilities of neural networks in terms of a clear formulation of a linear sum of sigmoidal functions. The benefits of such an effort are many and include a more constructive approach for neural network initialization, more guaranteed training performance, and trained results with more meaningful interpretations than those obtained otherwise.
This study aims at substantiating the existing ideas and procedures proposed in a series of previous studies [1, 20, 2, 3, 4] with a specific focus on applying neural networks to function approximation within engineering mechanics. Multiple objectives to be pursued are listed as follows: (i) To construct an explicit road map describing the proposed prototyped-based neural network initialization methodology; (ii)
To develop a set of prototypes which can be used to approximate ten typical types of nonlinear functions commonly seen in engineering mechanics applications; (iii) To identify the interrelationships of these prototypes in order to streamline the proposed prototype-based methodology; (iv) To provide training examples to validate the training convergence and speed of the proposed initialization methodology, thus demonstrating its usefulness and power; (v) To analyze the similarities and differences between the proposed initialization methodology and the widely adopted Nguyen-Widrow initialization algorithm [10] ; and (vi) To provide practical guidance on the remaining subjective design issues, and shed light on the process of expanding this static neural network initialization methodology for dynamic neural networks.
Although not entirely arbitrary, the functions to be approximated in this study are not limited to nonlinear restoring forces as previously studied [1, 2, 3, 4] . Here, the focus is given to approximating basic nonlinear functions that are widely encountered in engineering mechanics applications such as those seen in the stressstrain, moment-curvature, and load-displacement relationships, as well as time histories.
On one hand, this study is focused on memoryless and monotonic functions. Nonlinearities with memory NNs-Paper5 Paper5˙FINAL˙TRIAL  7 June 2008 17:06  3 are not treated in this study since they require different types of neural networks (e.g., recurrent neural networks, or multilayer feedforward neural networks with high dimensional inputs [21, 6] ). This study will lay a solid foundation for these other types of neural networks to build upon. On the other hand, monotonic nonlinearities are also the focus of this study. Several existing studies [14, 12] have been carried out to analyze strategies for time history-like nonlinearities with obvious peaks and valleys, however there is a gap in the literature on how to approximate ubiquitous monotonic nonlinearities using multilayer feedforward neural networks.
PROPOSED INITIALIZATION METHODOLOGY
Overview of Proposed Three-Stage Initialization Methodology
The central drive of this domain-specific neural network initialization methodology is to transform an otherwise ambiguous and thus largely trial-and-error-based procedure into a clearly defined near-deterministic procedure that can be easily understood and executed. Before training takes place, this study proposes that three cohesive initialization stages including Fig. 1 be implemented. This is recommended for a typical initialization procedure using a feedforward neural network with one hidden layer to approximate a nonlinear function.
The proposed initialization methodology for designing a multilayer feedforward neural network begins with selecting a proper prototype according to the main features of the function to be approximated. This is Stage I. In Stage II, some of the initial values of the weights and biases and their interrelationships can be further determined by considering various variants within the selected prototype. If non-normalized, the range of the input and output is further considered in Stage III by scaling and shifting the selected variant to complete initialization before batch mode training takes place.
In the flowchart shown in Fig. 1 , both the accomplished work in this study and tasks planned for future studies are presented. Multiple options for initialization exist throughout Stages I, II, and III, reflecting the highly adaptive nature of multilayer feedforward neural networks, however each decision can be made through a rational procedure as presented in this study. In principle, all the options could be extensively examined to determine the best initialization strategy as depicted in the iterations of the three stages.
It can be seen that these three cohesive stages explicitly address all aforementioned questions on initialization as mentioned in Section 1.1:
Number of hidden layers: One hidden layer is recommended. This is based on the universal approximator theorem [7, 8] . In certain situations, multiple hidden layers may be a better option than one hidden NNs-Paper5 Paper5˙FINAL˙TRIAL  7 June 2008 17:06  4 layer. The initialization methodology presented here can be generalized to work in the situations envisioned in Reference [3] .
Number of hidden nodes in each layer: Generally, a small number of hidden nodes is recommend, which is derived either through mathematical proofs/reasoning or numerical exercises of linear sums of sigmoidal functions. This is the outcome of Stage I.
Values of the weights and biases: Some pre-determined weight and bias values are recommended to minimize or avoid using any randomization, such as that employed in the Nguyen-Widrow initialization [10] . Again, these values are determined through a progressive and iterative procedure consisting of Stages I to III.
Understanding Prototypes and Their Variants
The key elements in this proposed methodology, prototypes and their variants, are predetermined neural networks that are not obtained from an inverse formulation of training any data sets. Instead, they are constructed in advance from a forward formulation based on either the algebraic or geometric capabilities of linear sums of sigmoidal functions to capture some dominating features of the nonlinear function to be approximated in the specified applications. Preparing prototypes and variants takes time but can be done in a forward problem fashion by following a clear procedure. The resulting prototypes and variants are generic, i.e., they can be used for numerous individual training tasks through proper transformations (as in Stage III) thus leading to a high overall efficiency in addition to the built-in rationality and transparency in this proposed initialization methodology.
A qualitative justification for applying a prototype-based approach for greater success in neural network training can be found in the balance between global and local search involved in training. Ideally, training neural networks in function approximation should belong to the "global search" category by finding global minimums of error functions. However, currently employed training techniques are normally only "local search" tools [21] . Thus selecting a good initial point for neural network training is critical since the training process will normally result in trained values that are still in the neighborhood of their initial values. If domain knowledge or any other insight of the function to be approximated could be used to influence neural network initialization, then the training would more likely converge to the global minimum (instead of just a local minimum) making the trained neural network more accurate and meaningful. This is the guiding philosophy of the neural network initialization methodology proposed in this paper and its associated previous work [1, 2, 3, 4] .
To validate and fully develop the proposed neural network initialization methodology, a collection of ten types of nonlinear functions appearing in References [22, 23] and presented in Fig. 2 In this study, specific prototypes for training these nonlinearities are constructed. For the ten types of nonlinear functions specified in Fig. 2 , it is recommended that only three prototypes be utilized either individually or combinatorially for neural network initialization. This finding reveals the versatility and efficiency of the proposed initialization. In other words, it does not always seem necessary to develop a brand new prototype for each nonlinearity since a prototype constructed for one nonlinearity might also work successfully in approximating another. This attractive feature is evidenced in this study through: (i) a graphical "decomposition" of a complex nonlinearity into a combination of several simpler nonlinearities whose prototypes have already been identified, and (ii) numerous training examples. Further theoretical and numerical work is underway to reveal the inner workings of neural networks to more thoroughly verify, understand and utilize this attractive feature of the proposed initialization [24] .
Construction of Prototypes and Their Variants
For the three prototypes proposed in this study, a constructive step-by-step procedure is illustrated in Fig. 3 . simple integer values for the weights LW can be made free and should be fully exploited. However it has been decided in this study to leave this flexibility neither to the prototypes nor to their variants (to be discussed below), rather it is entirely assigned to the proposed Stage III to allow for the largely fixed prototypes to adapt to various options.
Because of the flexibility of some of the weights and/or biases, there exists a theoretically infinite number of variants which can be obtained by altering these values. The right side of Fig. 3 illustrates three possible variants for each proposed prototype for a normalized input. The values of the weights and biases used here can be found in Table 1 . It can be seen that a single prototype can yield several variants with distinctive nonlinear characteristics through the adjustment of the flexible weights and biases, thus selecting proper variants is critical and could be subjective. Once again, the authors do not use a random option when faced with such a challenge. Rather, a systematic procedure is proposed in Stage III to limit subjective decisions and make trial-and-error procedures as rational as possible.
Decomposition of More Complex Target Functions
The decomposition of a complex target function refers to the procedure which converts the function into a summation of simpler functions that are conveniently related to the proposed prototypes and their variants.
This procedure is required in: (i) the selection of both prototypes and variants, and (ii) the stage of transformation dealing with complex target functions. It is also envisioned that this technique will be necessary for the expansion of this work beyond the ten types of nonlinearities studied here.
The forward problem of the construction and exploration of the prototypes and their variants can be challenging, furthermore, matching a target function with prototypes and selecting a proper variant are inverse problems and thus can be equally challenging, if not more so. An intuitive approach could be to develop every prototype or even a full spectrum of variants that could closely match any typical nonlinearity in engineering mechanics applications on a one-to-one basis, however, this approach would likely be neither feasible nor necessary. The number of types of nonlinearities can be enormous or even infinite in practice, thus it might not be realistic to consider all of them when developing this prototype-based neural network initialization methodology. The adaptivity of neural networks, especially in the form of a universal approximator, should not be overlooked; it would be highly possible for a limited number of prototypes to suit a NNs-Paper5 A good understanding of sigmoidal functions is necessary in the proposed decomposition. One unique advantage possessed by Prototype #3 is that it offers a convenient local basis function since its neighboring areas are all zero. In contrast, Prototypes #1 and #2 have non-local basis functions since their neighboring areas are non-zero and can be highly nonlinear as shown in Fig. 3 (a) and (b). These features should be taken into account when decomposing complex target functions.
Transformation -Dealing with Non-Normalized Input and Output
The concept of prototypes and their variants is generic and thus should not be restricted to normalized input and output ranges. In principle, one could determine the values of IW , b and LW based on arbitrary input and output ranges. This flexibility, however, could cause confusion and inconsistency, and needs to be handled with care for the sake of clarity in implementing the proposed methodology.
Having said this, it is adopted in this study to: (i) define prototypes and their variants entirely based on normalized input (x) and output (y(x)) ranges, and (ii) utilize a separate stage, Stage III, to further transform a selected prototype or its variant for a non-normalized input-output situation. Three scenarios involving non-normalized ranges can arise, and the corresponding strategies utilizing the derived prototypes and their variants for normalized ranges are given as follows: Both shorthand notations have been indicated in Fig. 1 and will be further utilized in the following training examples for clarity. In addition, the following notation will be used to denote a typical neural network generated from the proposed initialization methodology after the full procedure (including transformations) has been applied to the prototypes and their variants as introduced above:
Initial neural network ID:
where n denotes the prototype number and variant ID.
Comparison between Proposed and Nguyen-Widrow Initialization
In addition to the comparisons throughout the training examples presented later, a couple of highlights are provided here to compare the proposed initialization with the Nguyen-Widrow initialization algorithm [10] as well as with some previous work reviewed above in Section 1. Bear in mind that the proposed initialization is not aimed at approximating arbitrary functions, rather it is a domain specific application.
First of all, unlike the Nguyen-Widrow algorithm, the proposed initialization is constructive, i.e., it answers how many hidden nodes are needed. Similar to the Nguyen-Widrow algorithm, the proposed initialization: (i) Emphasizes understanding the function to be approximated (although the implementation is achieved in a different manner); (ii) Utilizes the strength of sigmoidal functions (although the focuses of these two approaches are different); and (iii) Could still be subjective and involve some trial and error.
Further details can be seen in Reference [25] .
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TRAINING EXAMPLES
All ten types of nonlinearities were successfully trained using the proposed methodology. While typical examples of directly adopting the proposed prototypes can be found in References [25, 26, 27] , the way to utilize the proposed decomposition technique is the focus of this section. All training was carried out using the Matlab Neural Network Toolbox [19] with batch training mode and the Levenberg-Marquardt backpropagation algorithm [28] . Since the Nguyen-Widrow initialization algorithm does not specify the required number of hidden nodes, this critical piece of information is borrowed from the proposed initialization methodology whenever the Nguyen-Widrow initialization is used.
Approximating One-Variable Functions by Combining Prototypes
The decomposition approach presented in Section 2.4 can be applied to numerous types of nonlinearities that are more complex than those nonlinear functions that can be approximated directly by individual prototypes.
As shown in Fig. 4(a) , a swept sine can be approximated by applying Prototype #3 three times yielding a neural network with six hidden nodes. In particular, the center of each cycle needs to be captured in the initialization through translation (i.e., adjusting the value of the bias, b), while the non-normalized input range needs to be taken into account through proportioning (i.e., scaling the value of the weights, IW ). One feasible neural network initialization for a swept sine curve can be written: −1 × 3a
<9> . The results of similar training can be found in References [25, 26] .
One more example is shown in Fig. 5 for the multi-slope nonlinearity (Type IV in Fig. 2) following the decomposition idea shown in Fig. 4(b) . The option of 40 × 1b [10] + 20 × 2a [10] seems to give the best performance when the epoch number is small, while that of 2 × 1b [10] + 2a [10] tends to perform best in the long run. Note that multiple options exist for the training. The presented training results are not exhaustive; one can utilize the proposed Stage III to further generate and refine other options. The saturation and stiction nonlinearities (Types IX and X in Fig. 2, respectively) have also been trained successfully as a further validation of the proposed decomposition approach. Additionally, the fractional power nonlinearity (Type V in Fig. 2 ) can also be trained using a decomposition approach as presented in Reference [26] .
For the commonly seen functions in engineering mechanics presented thus far, the proposed initialization seems to be efficient. From these training examples, it can be seen that the proposed initialization starts with a neural network output that always mimics the target function to a certain extent and consequently leads to successful training. In contrast, the Nguyen-Widrow initialization starts with a random realization that does not bear any similarity to the target function, and the corresponding training can have unpredictable 
Approximating Two-Variable Functions by Combining Prototypes
Approximating a function of two (or more) variables is of great importance in engineering mechanics applications. For example, nonlinear hysteretic restoring force can be formulated as both displacement and velocity in a single-degree-of-freedom (SDOF) system, which is known as the force-state mapping formulation [29] . References [1, 2, 3, 4] outline some of the strategies to map the force-state formulation into a feedforward neural network with one hidden layer. When the memory effect of nonlinear dynamics is considered, three state-variables are needed in the formulation. When the degradation is further considered, four state-variables are needed. All these point to the need of approximating functions with multiple variables.
To approximate a function of two variables, certain situations can be conveniently handled according to the proposed initialization for one-variable functions as presented in References [1, 2, 3, 4] . The idea of decomposition is very useful in generalizing the solution from one-variable to two-variable functions, especially when dealing with two uncoupled variables. For example, a softening Duffing oscillator from Ref-
erence [30] is described as g(x,ẋ) = x + 0.0159ẋ − 0.01x 3 , where x andẋ stand for displacement and velocity, respectively (i.e., the state variables). For x, Prototype #3 is utilized to capture the softening cubic nonlinearity (Type VI in Fig. 2 ). While forẋ, Prototype #1 is adopted to approximate either a linear viscous or Coulomb damping term. Fig. 6 presents the training results using both the Nguyen-Widrow and the proposed initialization, respectively, each with two options. It can be seen that the proposed initialization is more successful than the Nguyen-Widrow algorithm in approximating this function even when using only five nodes.
VERSATILITY AND ROBUSTNESS OF PROPOSED PROTOTYPES
Understanding Versatility of Prototypes
This work would be trivial if the proposed forward formulation-based prototypes and their variants could only successfully be trained to approximate the specific nonlinearities that they were derived for. In other words, a critical question is: "Can these prototypes and their variants be successfully trained to approximate nonlinearities of the same types but with different coefficients, or even nonlinearities beyond those types?"
The answer to this critical question is positive. Indeed, the adaptivity of the proposed prototypes and their variants has proved to be superior.
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For a normalized input and output, Prototype #1, Variant c can be used to train a range of fractional power nonlinearities (Type V in Fig. 2 ) including x = y, x = y 2 , x = y 3 and x = y 4 in addition to the hard limiting nonlinearity (Type VIII) which it resembles most. Fig. 7 further reveals the considerable adaptivity of Prototype #2, Variant a, which can be trained to approximate: (i) A wide range of polynomials;
(ii) Various combinations of piece-wise polynomials; and (iii) Clearance (dead space) nonlinearities. This variant with only four hidden nodes has demonstrated great flexibility to these popular nonlinearities, from which the merit of using sigmoidal functions as a unified basis in engineering mechanics applications can be verified. The proposed initialization methodology demonstrates a constructive means to achieve this flexibility.
Approximating Piece-Wise Unsymmetrical Functions
Although the proposed prototypes are derived to approximate symmetrical and smooth nonlinearities as demonstrated previously in Fig. 3 , these prototypes have shown the ability to be trained and converged well to piece-wise unsymmetrical nonlinearities over the specified input range, as revealed in the middle column of Fig. 7 . Approximating these nonlinearities is of great practical significance. First, they represent experimental phenomena that can often be encountered in the practice of engineering mechanics such as concrete in compression, and clearance (dead space) joint behavior. Second, these situations involve the C 1 discontinuity where: (i) polynomial fitting normally cannot perform as efficiently, and (ii) the Fourier series causes nonuniform convergence (the so-called Gibbs phenomenon).
An idealized function typical for concrete in compression, a parabola joined by a horizontal line at its vertex, is approximated. Fig. 8 shows the training results using both the Nguyen-Widrow algorithm and the proposed initialization methodology. It can be seen that the joint of the curves is offset both horizontally and vertically. Similar to Fig. 5 , multiple options for the initialization exist following the proposed methodology; those presented are merely some possibilities.
Handling Noise in Data
Multilayer feedforward neural networks are known to be robust to measurement noise in experimentally collected data [21] . A selection from each nonlinearity in Fig. 2 was contaminated with Gaussian noise to three different degrees and then trained with the proposed initialization methodology and compared with the Nguyen-Widrow initialization [10] . A typical example has been presented in Reference [27] . When using the proposed initialization, a good selection of variants seems to make the training successful even with a high level of noise. Here a good selection appears to be guided by the similarity between the target function and initial neural network output, which will be further discussed in Section 5. however, the procedure of selecting the right Nguyen-Widrow option is uncertain due to the highly random nature of this scheme.
SUBJECTIVE ISSUES
As outlined previously in Section 2, the proposed initialization methodology does contain subjective judgement which originates from: (i) matching a target function with a collection of pre-prepared prototypes and their variants as in Stages I and II, and (ii) deciding the free values for some of the weights and biases as in Stage III. Since a matching process can be fundamentally considered a pattern classification problem, challenges arise when a pattern falls onto the boundary between two patterns or when a boundary itself is ambiguous. Varying the values of weights and biases within a prototype/variant will alter the degree of similarity between the target and the initial neural network output, and thus affect the decision associated with the initialization. The focus of the discussion hereafter is given to making the best decision for successful training in terms of convergence and approximation accuracy.
Multiple Options in Selecting Prototypes and Variants
There are multiple options for initializing neural networks to approximate a given nonlinear function according to the proposed methodology. The prototypes introduced in Fig. 2 may not be exhaustive, nor are their combinations thought to be exhaustive. Furthermore, the correlations between the target functions and the prototypes or prototype combinations are not exhaustive. While one prototype/variant can be used to approximate multiple nonlinearities as shown in Fig. 7 , one type of nonlinearity may be successfully approximated by more than one prototype. The two options for prototypes shown in Fig. 2 for the approximation of a fractional power nonlinearity have been presented in Reference [26] . There appears to be a many-to-many relationship between types of nonlinearities and prototypes, which should be confirmed in future studies.
Deciding Free Values in Weights and Biases
In this continuing development of previous efforts [1, 3] , one of the critical issues considered is how to decide the free values in the weights and biases. On one hand, all the options in each training example serve as case studies for the specified types of nonlinearities. On the other hand, the versatility explored in this study indicates that one does not need to make the output of the initial neural network match the target function exactly. Rather, one only needs to capture the dominating features. This might seem to relax the necessity of properly deciding the critical free values of the weights and biases, however, there are still nontrivial questions such as the following: (i) How should the major features of target functions that are required for this initialization methodology be defined? i.e., What are really "major" and "minor" features?
NNs-Paper5 Fig. 1 and there are also some general treatments on non-normalized inputs and outputs before and after training as discussed elsewhere [1, 2, 3] , there persists a practical need to decide whether and how to adjust these values especially for the purpose of real-time training.
The authors do not expect this paper to completely tackle all these challenging issues, however two typical examples, one on
Step 1 and the other on
Step 2 under Stage III, are presented to suggest solution strategies. Note that some of them are not entirely consistent with other studies on training neural networks.
To train a clearance (dead space) nonlinearity (Type VII in Fig. 2) , Fig. 7 has suggested the possibility of using Prototype #2, Variant a. proper values for LW can affect training performance, and thus requires careful consideration. This is not entirely consistent with the findings of previous studies [31] . Again, it appears that trying to find the closest "resemblance" could be a better strategy than selecting small values for LW when direct training of a non-normalized input and output data set is required.
DISCUSSION
Admittedly, approximating functions by following this proposed initialization methodology involves more preliminary work than would be necessary if the Nguyen-Widrow initialization algorithm were used. However, it should be noted that this study's primary aim is to clarify the use of neural networks, not to decrease the emphasis on the initialization. As has been shown in this study, the additional consideration made when selecting a proper neural network initialization more often results in a more accurate approximation.
Furthermore, it is envisioned that the desirability of a prototype-based methodology like this one will increase further once the prototype and variant selection process can be automated, an avenue which has been identified for future work.
Although analytical rather than experimental training data has been used exclusively throughout, this 7 June 2008 17:06 14 study is still relevant for general engineering mechanics applications. First, the work presents a set of specific tactics on how to approximate ten or even more typical nonlinearities using multilayer feedforward neural networks. Second, the results on the versatility of the proposed prototypes shows great promise for the success of applying this initialization methodology to many other practical cases that are not included in this paper. Finally, the authors have trained data containing noise simulating real-world situations.
Mathematically, it is very important to note that throughout this study, the proposed initialization does not involve considering the orthogonality of the basis functions. Having orthogonal basis functions is always preferred in functional expansion (e.g., Fourier expansion) and is also popular for data-driven techniques (e.g., wavelet decomposition). However, the goal and driving interest of this study is not to look for a set of orthogonal sigmoidal functions to start neural network training. Given the feasibility proven by the universal approximator theorem [7, 8] , this body of work focuses on the constructibility which can be achieved by injecting the domain knowledge and exercising clear engineering judgement rather than treating the initialization largely as a trial-and-error procedure.
Some topics are identified for future work in Fig. 1 . For the commonly seen nonlinear functions in engineering mechanics studied here, the proposed initialization scheme seems to be effective (in terms of convergence of training) and efficient (in terms of utilizing a small number of hidden nodes). In regard to approximation accuracy, the training performance time histories of mean-square-error (MSE) vs. epoch
give a generally acceptable order of magnitude. For those examples where training stopped prematurely, one of the causes could be an insufficient number of hidden nodes. This indicates a need to study how to add extra sigmoidal terms (i.e., hidden nodes) to improve approximation accuracy. Another relevant topic to be addressed is the generalization of this study to a high dimensional input space so that the memory and degradation of nonlinear dynamic systems can be modeled. The guiding principle of exploiting mathematical reasoning and physical meaning should be continually practiced to reveal the inner workings of neural networks.
CONCLUSION
The core idea behind this study is the injection of mathematical reasoning and physical meaning into the neural network initialization for successful training. Neural networks can be highly versatile and efficient in adapting to data when approximating nonlinear functions, however, these qualities can be achieved only if neural networks are initialized properly, as constructively verified in this study. A structured and detailed initialization methodology has been presented as a continuous development of the heuristic prototype-based initialization approach for multilayer feedforward neural networks proposed in previous studies [1, 2, 3, 4] .
A range of typical nonlinear functions used in engineering mechanics applications has been targeted, and training performance has been presented and compared with the Nguyen-Widrow initialization algorithm. 15 Technical challenges have been identified, and solution strategies have been provided. The proposed initialization methodology has shown satisfactory versatility and robustness in addition to being a constructive method.
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Stage III
Decide proportioning and translation if necessary
Step 1:
Decide scaling if necessary
Step 2:
Select variant automatically Figure 4 : Decomposing (a) Swept-sine and (b) Multi-slope into a summation of some components that can be approximated directly using the proposed prototypes. 
MSE Epoch
Target function 1b [10] + 2a [10] 1b [10] + 2b [10] 1b [10] + 2c [10] Target function 1b [10] + 2a [10] 2x1b [10] + 2a [10] 40x1b [10] + 20x2a [10] Figure 5: An example of combining Prototypes #1 and #2 to train a multi-slope function. The idea of decomposition is presented in Fig. 4(b) . The target function is in gray, while those black curves with different line thicknesses show four random options using the Nguyen-Widrow initialization [10] . Note that both Steps 1 and 2 were used to generate possible options for the initialization. Ta r get 5x3a [10] +1a [50] 4x3b [10] +1a [50] Ta r get Ta r get 4x3b [10] +1a [50] Ta r get Ta r get 5x3a [10] +1a [50] Initial Neural Networks Initial Neural Networks Trained Neural Networks Trained Neural Networks Figure 6 : Training results of a softening Duffing nonlinearity [30] based on two options using the NguyenWidrow algorithm and two other options using the proposed initialization methodology. All four training use neural network of five hidden nodes. The target function is in gray. 
Proposed Prototype 2a Transformed at Steps 2 and 1
Ta r get function 100 x 2a [10] 100 x 2a [10] Figure 8 : An example of using Prototype #2, Variant a (with four hidden nodes) to approximate an idealized piece-wise unsymmetrical nonlinearity with an offset that is typical for concrete in compression. The target function is in gray, while those black curves with different line thicknesses show four random options using the Nguyen-Widrow initialization [10] . Note that both Steps 2 and 1 were gone through individually to generate three possible options for the initialization. [10] 2b [10] 2c [10] 2a 2b 2c 
APPENDIX
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