Abstract. We study the mixed dispersion fourth order nonlinear Schrödinger equation
Introduction
The canonical model for propagation of intense laser beams in a bulk 2d-medium with Kerr nonlinearity is given by the cubic nonlinear Schrödinger equation (Cubic NLS) i∂ t ψ + ∆ψ + |ψ| 2 ψ = 0, ψ(0, x) = ψ 0 (x), (t, x) ∈ R × R 2 .
This equation is a particular case of the Schrödinger equation in arbitrary dimension with a general pure power nonlinearity (NLS) i∂ t ψ + ∆ψ + |ψ| 2σ ψ = 0, ψ(0, x) = ψ 0 (x), (t, x) ∈ R × R N , where σ is a given positive real number. The equation (NLS) is one of the most studied PDE and its importance in mathematical physics is a source of many interesting mathematical problems. It is well known that global existence in time and stability of standing waves (in nonlinear optics, those are usually called waveguides) of (NLS), i.e. solutions of the form ψ(t, x) = e iαt u(x) for some α ∈ R, depend on the sign of σN − 2. When σN < 2, all solutions to (NLS) exist globally in time and standing waves are orbitally stable (see Definition 5.1), whereas if σN ≥ 2, then finite time blow-up may occur and the waveguide solutions become unstable. We refer for instance to [47, 18, 46] . This means σN = 2 is critical and depending on the point of view, one either says σ = 2/N is a critical exponent in dimension N or dimension 2/σ is critical for the nonlinear Schrödinger equation (NLS). Observe that for N = 2 and N = 3, the Kerr nonlinearity is respectively critical and supercritical.
In order to regularize and stabilize the solutions to (NLS), Karpman and later Karpman and Shagalov, see [29] and the references therein, have proposed to add higher order dispersive terms in the model as an alternative to stabilization by saturation of the nonlinearity, see for instance [33, 32] . Namely they considered the equation (Mixed 4NLS) i∂ t ψ − γ∆ 2 ψ + β∆ψ + |ψ| 2σ ψ = 0, for some γ > 0 which is assumed to be small, and with β = 1. Thanks to this fourth order term, using a combination of stability analysis and numerical simulations, they showed that when 0 < N σ < 4 and (γ is small enough if 2 ≤ N σ < 4), waveguide solutions are stable and when N σ > 4, they become unstable. Their results highlight the existence of a second critical value N σ = 4, which results from the presence of the biharmonic term. We observe that the Kerr nonlinearity is now subcritical in dimension 2 and 3 in this extended model. A phenomenological motivation for the introduction of the small fourth-order dissipation term is given in [22] . In nonlinear optics, (Cubic NLS) is derived from the scalar nonlinear Helmhotz equation through the so-called paraxial approximation [22] . The fact that solutions to (Cubic NLS) can blow-up at finite-time suggests that some terms neglected in the paraxial approximation should prevent the blow-up. Since a small biharmonic term arises as (part of) the nonparaxial correction to NLS, it is natural to consider this term as small but nonzero and study its effect on the blow-up. The authors of [22] show how the new critical threshold N σ = 4 arises. By extending the approach of Weinstein [47] , they prove that when σN < 4, all solutions to (Mixed 4NLS) exist globally in time. On the other hand, they mention that existence of blowing-up solutions for σN ≥ 4 is a difficult open problem (which has now been recently partially solved in [11] ). The extended model (Mixed 4NLS) has attracted less attention than its classical counterpart (NLS) though with an increasing interest more recently. One should distinguish (Mixed 4NLS) often called mixed dispersion NLS, from the biharmonic NLS or 4NLS (4NLS) i∂ t ψ − γ∆ 2 ψ + |ψ| 2σ ψ = 0, which might behave quite differently. In (Mixed 4NLS), the driving dispersive term is the Laplacian when γ is small while the biharmonic NLS corresponds to the limit case γ → ∞ (after a rescaling in the variable x, as that performed to relate (1.1) to (1.2) ). Both models have been considered in [22] where various properties of the equations are described, relying in part on numerical results. We refer to the works of Ben-Artzi-Koch-Saut [4] and Pausader [39, 40, 41] for well-posedness and scattering, see also [36, 42, 43, 26] and to the recent work of Boulenger-Lenzmann [11] and the references therein concerning finite-time blowup. We also mention that the one-dimensional stationary mixed dispersion NLS arises in the theory of water waves [13, 14] .
In this paper, we focus on standing wave solutions to (Mixed 4NLS). The ansatz ψ(t, x) = e iαt u(x) yields the fourth-order semilinear elliptic equation 
Observe that the effect of this change of variables on the L 2 -norm is given by v
. This relation will be relevant in subsequent discussions.
We deal indifferently with one or the other of those equations (1.1) and (1.2) except in Section 4, where we investigate the case when γ → 0 which models the effect of a small fourth order dispersion (or the effect of a large second order dispersion as seen by scaling). More precisely, we consider two constrained minimization problems which naturally arise as for (NLS). Namely, since the L 2 -norm is conserved along the flow for (Mixed 4NLS), it is natural to look first for standing waves having a prescribed L 2 -norm. Such solutions were built by Cazenave and Lions [18] for (NLS). Their construction consists in minimizing the functional E 0 :
under the constraint u 2 L 2 = µ. If 0 < N σ < 2, E 0 achieves its infimum and any associated minimizer solves (1.4) − ∆u + αu = |u| 2σ u in R N ,
with the Lagrange multiplier
where the last equality follows from the Derrick-Pohozahev identity [21, 44] . Moreover, Cazenave and Lions [18, Theorem II.2] showed that those standing waves minimizing E 0 are orbitally stable for (NLS) whereas standing waves built for instance in [5, 6] are unstable for 2/N < σ < 2/(N − 2) as arbitrarily close initial conditions lead to blowing up solutions, see [18, Remark II.2] .
For (Mixed 4NLS), we obtain the following counterpart. Define 
If I γ,β (µ) is achieved, then any associated minimizer solves (1.1) with the Lagrange multiplier
This implies α > 0 if E γ,β (u) < 0. The next theorem is our main result concerning this minimization problem. If moreover 2σ ∈ N 0 := N ∪ {0} and I γ,β (µ) is achieved, then there exists at least one radially symmetric minimizer. Finally, if σ > 4/N , then I γ,β (µ) = −∞ for every µ > 0.
As far as we know, this is the first result in the literature concerning the existence of standing waves of (Mixed 4NLS) with a prescribed L 2 -mass. Observe that for (4NLS), the result mirrors that for (NLS), since µ c (γ, 0, σ) = 0, whereas there is a critical mass for existence in the case of (Mixed 4NLS). This is due to a lack of homogeneity when β > 0. Indeed, all the terms of the functional to be minimized scale differently. Such a behaviour is present in other models like the Schrödinger-Poisson equation, see [17, 27] . One also notices that for N = 2 and N = 3 (σ = 1), the Kerr nonlinearty which is the more relevant case in optics is subcritical for both (4NLS) and (Mixed 4NLS).
We now turn to the second natural variational problem associated with (4NLS) and (Mixed 4NLS). Indeed, if one looks for time independent solutions, it is natural to ask whether there exists a stationary solution which minimizes the action functional A :
where J γ,β,α is the quadratic form defined by
Observe that when α, γ > 0 and β > −2 √ γα, we have that J γ,β,α is the square of a norm on H 2 (R N ). A ground state is then a least energy critical point of A and therefore a stationary solution which minimizes the action within the set of nontrivial (nonzero) solutions. It is standard to check that if
where
is achieved by some u ∈ M , then v = m 1 2σ u is a least energy critical point of A. The following result is proved in [10] .
Then problem (1.14) has a ground state. If β ≥ 2 √ γα, then any ground state u is such that |u| is positive, radially symmetric around some point and strictly radially decreasing.
Those qualitative properties of ground states are well-known for γ = 0. In addition, it is well-known [31] that ψ(t, x) = exp(iαt)v(x) gives a standing wave solution to (NLS) which is a ground state if and only if there exists x 0 ∈ R N such that α
, where u is the unique, up to translation, positive H 1 -solution to
Obviously u is radially symmetric. From a phenomenological point of view, it is important to understand if the standing waves of (Mixed 4NLS) differ qualitatively from this (essentially) unique standing wave of (NLS). Moreover, the main concern of Karpman and Shagalov [29] or in the small nonparaxial correction in nonlinear optics is to understand this when the fourth order dissipation coefficient γ is small. The effect of a small fourth order perturbation on ground states has been considered in [10] when the problem is H 1 subcritical under some restriction on the dimension and the power nonlinearity. Here we complete this study for any H 1 subcritical power and any dimension and we extend it to minimizers with a prescribed mass. Before stating our results, we recall that a solution u of (1.1) is nondegenerate in H 2 (R N ) if for any solution v of the linearized equation
. In other words, the kernel of the linearized operator defined by
Theorem 1.3. Assume 0 < σ < 2/N and β, µ > 0. Then there exists γ 0 > 0 such that if 0 < γ < γ 0 , then (1.6) is achieved by a unique minimizer (up to translations and multiplication by −1). This minimizer is a nondegenerate solution to (1.1). Fixing its positive maximum at the origin, this solution is radially symmetric and strictly radially decreasing.
As already mentioned, this theorem is more general than that of [10] for ground states.
Our last aim in this paper is to investigate the orbital stability of both minimizers with prescribed mass and the ground states. Let us recall that, by [39, Corollary 4.1] , global existence in time for the initial value problem associated to (Mixed 4NLS) is granted provided that 0 < σ < 4/N if N > 4. As mentioned above, the standing waves to (NLS) obtained through the L 2 -constrained minimization of the energy are automatically orbitally stable [18, Theorem II.2] while this is not the case for the standing waves obtained as ground state for 2/N < σ < 2/(N − 2) [18, Remark II.2]. The same holds true for (Mixed 4NLS). Following closely the arguments of Natali and Pastor [37] , we also prove that orbital stability holds for ground states u as soon as they are nondegenerate and the following condition holds
where L is defined in (1.18). Let us point out that Albert [1] proved numerically that this condition holds if β = 1, α = 4/25, N = 1 and σ = 1.
Theorem 1.4. Let 0 < σ < 4/N . Suppose that u is a minimizer for (1.6) or u is a nondegenerate minimizer of (1.14) satisfying (1.19). Then the standing wave ψ(t, x) = exp(iαt)u(x) is orbitally stable.
It is shown in [3] that there exists a unique radial solution u to (1.1) when N = 1 provided β ≥ 2 √ γα. Following closely the argument of [15] , it is simple to prove that this solution is nondegenerate. As a consequence, we obtain the orbital stability of the ground states in dimension 1 for any α, β and γ satisfying β ≥ 2 √ γα provided that (1.19) holds. Let us also point out that depending on whether u is a minimizer for (1.6) or u is a nondegenerate minimizer of (1.14), we are able to cover different situations. For instance, consider the case N = 1. As already said, in this case, we know that ground states are orbitally stable provided that β ≥ 2 √ γα. On the other hand, if u is a minimizer for (1.6), we know that u is a solution to (1.1) with a Lagrange multiplier α defined as in (1.9). It is not clear that the Lagrange multipliers corresponding to admissible masses (for existence of a minimizer) cover the whole range [0,
Our manuscript is organized as follows. In Section 2, we consider the minimization problem (1.6). Section 3 is dedicated to qualitative properties of minimizers for (1.6) and ground states. For instance, we show that we can build positive standing waves with a prescribed mass and study when there exist radial minimal standing waves. We also give an alternative proof to the radial symmetry of ground states, when 0 < σ < 4/(N − 4) (if N ≥ 5) and β > 2 √ γα, using a purely variational argument. We then prove the exponential decay of H 2 solutions to (1.1). We conclude Section 3 by proving the nondegeneracy of the unique solution to (1.1) when N = 1 and β ≥ 2 √ γα. In Section 4, we show the H 2 convergence of minimizers of (1.6) as γ → 0 to w µ (β To conlude, we would like to mention some questions that we left open. First, it would be interesting to show that the solution obtained in Theorem 1.2 is unique and nondegenerate provided that β ≥ 2 √ γα as it is suggested by Theorem 3.16 when N = 1. We also conjecture that the solutions obtained in Theorem 1.1 are radially symmetric.
Concerning stability, we believe that it should be possible to prove that (1.19) is satisfied by any minimizer of (1.14) provided that σ < 4/N . Notice that when σ ≥ 4/N , the first two author, in collaboration with Gou and Jeanjean proved the instability of ground-states by finite or infinite time blow-up, see [8] .
Finally, we point out that in collaboration with Gou and Jeanjean, the first two authors gave existence results of solutions with prescribed mass when σ ≥ 4/N in [7] .
Existence of standing waves with a prescribed mass
In this section, we study the minimization problem (1.6). By scaling, we can assume either γ = 1 if γ > 0 or β = 1 if β = 0. We assume γ > 0 and we fix β = 1. We briefly comment on the case β = 0 below (see Remark 2.5).
We begin this section by recalling and proving some Gagliardo-Nirenberg interpolation inequalities. Thanks to them, we are able to estimate the energy functional E γ,1 . In particular, we establish its strict negativity when the mass µ is sufficiently large. When the energy is strictly negative, which is always the case when 0 < σ < 2/N , using the results of [35] , we prove the pre-compactness of sequences of minimizers of (1.6), which leads to our existence results. When the energy is not strictly negative, we obtain nonexistence results provided the mass is strictly less than a certain threshold value. In the limit case and when σ = 2/N , we are able to prove the non-vanishing of sequences of minimizers which leads to the existence of a minimizer. The case σ = 2/N is left open. We conclude the section by showing that at least one minimizer of (1.6) is radially symmetric whenever 2σ ∈ N 0 . 2.1. Gagliardo-Nirenberg interpolation inequalities. We begin by recalling two well-known GagliardoNirenberg interpolation inequalities for functions u ∈ H 2 (R N ), namely
See for instance [24, 25, 38] . The constants B N (σ) and C N (σ) depend on σ and N . Thanks to these inequalities, we can prove a 2-parameters Gagliardo-Nirenberg interpolation type inequality involving the L 2 -norms of u, ∇u and ∆u. 
Proof. We write σ = λτ + (1 − λ)δ. Using Hölder inequality, we have
Then, the result follows by applying Gagliardo-Nirenberg inequalities (2.1) and (2.2) to the right-hand side of (2.4).
Corollary 2.2. Let 2/N < σ < 4/N . Then there exists a constant C σ,N > 0 such that
Proof. Since 2/N < σ < 4/N , we infer that 0 <
. Then observe that δ < σ implies τ > σ. So far, within the mentioned conditions, we have
Next we will guarantee that it is possible to find δ and τ as above such that τ < Finally, with τ given by (2.6), we may solve the system of equations
and hence (2.5) follows from (2.3). Indeed, in the system above, the first and the second equations are equivalent and hence we just need to solve the second and third, and these can be rewritten as δN λ = δN + σN − 4 and τ N λ = 2σN − 4, which are solvable and induce the formula (2.6) for τ .
2.2.
Estimates of the energy. This subsection is devoted to energy estimates on the functional E γ,1 . The main aim is to deduce the sign of I γ,1 (µ) as a function of µ. We begin by showing the coercivity of E γ,1 when σ < 4/N . We recall that M µ is defined in (1.7) and that
is a norm on H 2 (R N ) which is equivalent to the usual one
Lemma 2.3. The energy E γ,1 is bounded from below and coercive over M µ when 0 < σ < 4/N . Moreover, for σ ∈ (0, 4/N ) the map µ → I γ,1 (µ) is non-increasing, I γ,1 (µ) ≤ 0 for all µ > 0. When σ > 4/N , we have I γ,1 (µ) = −∞ for every µ > 0.
Proof. We start by showing that the functional E γ,1 is bounded from below and coercive over M µ when 0 < σ < 4/N . Indeed, we infer from the Gagliardo-Nirenberg inequality (2.1) that
, which proves the claim. Now, let u ∈ M µ and consider
for all λ > 0. Letting λ go to zero, we get I γ,1 (µ) ≤ 0 (we are not claimming that I γ,1 (µ) is negative). Note that the so-called large inequalities
always hold true. Indeed, for any ε > 0 we may choose test functions u ε ∈ M θ and v ε ∈ M µ−θ with compact supports such that
Then, if e ∈ R N is a unit vector, we have that for k large enough the supports of u ε and v ε (· + ke) are disjoint. So, using the translation invariance of E γ,1 and M µ we have u ε + v(· + ke) ∈ M µ for k large and therefore
Hence, (2.8) holds and as a consequence we infer that µ → I γ,1 (µ) is non-increasing since I γ,1 (µ) ≤ 0 for all µ. We finally observe that the last claim follows by letting λ → ∞ in (2.7) when σ > 4/N .
In the next lemma we show that I γ,1 (µ) is strictly negative when σ is H 1 -subcritical or when γ tends to 0 or ∞. Those assertions are true without any restriction on µ.
Proof. Let us begin by considering the case 0 < σ < 2/N . Take u ∈ M µ and set
Assertion (a) follows by taking λ small enough. Next, we assume 2/N < σ < 4/N and γ → 0. Assertion (b) follows by taking λ = 1/ √ γ and noticing that γ
Remark 2.5 (Estimates for γ fixed).
(1) One can deduce, arguing as in the previous lemma that if 2/N < σ < 4/N and β → 0, then I γ,β (µ) < 0; (2) When β = 0, it is easy to see that I γ,0 (µ) < 0 for any 0 < σ < 4/N since
Using the extended Gagliardo-Nirenberg interpolation inequality (2.5), we now deduce some refined estimates on the sign of I γ,1 (µ). 
takes negative values in M µ , where
We also have, for all u ∈ M µ ,
Moreover, setting µ c =
2V

4−σN 2σ
, we have I γ,1 (µ) = 0 if and only if µ ≤ µ c . In case σ = 2/N , we have
The minimum of the right-hand side with respect to λ is achieved at λ(u), which is given in (2.9), and its value is
which proves the first claim of this lemma. Next, using (2.5), we observe that
Combining the two previous lines, we get
Then the conclusion that I γ,1 (µ) = 0 for µ ≤ µ c follows from Lemma 2.3. The case σN = 2 can be treated in a similar way.
Subcritical H
1 exponents. Thanks to Lemma 2.4, we can establish the existence of a minimizer for (1.6) when σ is H 1 -subcritical. Let us emphasize that the proof does only use the fact that I γ,1 (µ) is strictly negative.
Proof of Theorem 1.1 in the H 1 -subcritical case. Recall that we always have the following inequality (see the proof of Lemma 2.3)
It is standard that the Concentration-Compactness method [35] yields that the minimizing sequences, up to translations, are relatively compact if and only if the strict subaddivity condition holds, namely (2.10)
In fact, arguing as in [35] , the inequality (2.10) is easily obtained provided I γ,1 (µ) < 0 which is the case when 0 < σ < 2/N .
2.4.
Subcritical H 2 exponents. This case is a bit more involved at least when µ = µ c , where µ c stands for the critical mass. In this last case, we express all the integrals involved in E γ,1 in terms of I γ,1 (µ) and the Lagrange multiplier associated to I γ,1 (µ), which we denote by α.
Lemma 2.7. Let 2/N < σ < 4/N . Then any minimizer u of I γ,1 (µ) satisfies
Let σ = 2/N and assume I γ,1 (µ) = 0. Then, we have
Proof. Let u be any minimizer of I γ,1 (µ) and let α be the associated Lagrange multiplier. By definition, we have γ
and
On the one hand, by using the Derrick-Pohozaev identity we obtain
As a consequence of the two previous equalities, we have
On the other hand, using again the Derrick-Pohozaev identity, we get
Thus, we deduce from the previous lines that
Therefore, the proof of the lemma follows from straightforward computations. Now, we are finally in position to finish the proof of the existence part of Theorem 1.1. The next proposition states the assertions to be proved. Proposition 2.8. Let 2/N < σ < 4/N . Then, the following assertions hold true :
Proof. (i) Seeking a contradiction, let us suppose that there exists µ ∈ (0, µ c ) such that I γ,1 ( µ) has a minimizer u µ . From the definition of µ c , we have that I γ,1 (µ c ) = 0. It is easy to check that, for t > 1, we have
Hence, we deduced a contradiction with the definition of µ c .
(
from Lemma 2.4 we know that I γ,1 (µ k ) < 0 and then it admits a minimizer u k bounded in H 2 . Now, we claim that
for some constant δ independent of k. Indeed, by using the Gagliardo-Nirenberg inequality (2.3), we infer that
where β 1 , β 2 , β 3 are appropriate constants such that β 2 + β 3 > 2. Let
Now, combining Lemma 2.7 and (2.11), and since I γ,1 (µ k ) → 0, we obtain
This gives that lim inf k→∞ (α k µ k ) > 0, which in view of Lemma 2.7 proves the claim. Thus, we have excluded the vanishing. Then proceeding along the lines of [17, Proposition 3.4] , one shows that, up to a subsequence,
The assertion (1) follows with the arguments used for the proof of (i) whereas (2) was already proved in Lemma 2.6.
Qualitative properties
In this section, we investigate different qualitatives properties of solutions to (1.14) and (1.6). First, we study the positivity of standing waves with a prescribed mass. If we substitute the term |u| 2σ+2 by |u + | 2σ+2 in E 1,β , where u + (x) stands for max{u(x), 0}, we prove the positivity of solutions to (1.6) provided that the Lagrange multiplier is small enough. We show that this is the case if the mass is sufficiently small. On the other hand, if the Lagrange multiplier is too large, we prove that radial solutions to (1.6) are signchanging. Afterwards we investigate the symmetry properties of solutions to (1.14) and (1.6). We prove that (1.6) has at least one solution that is radially symmetric whenever 2σ ∈ N 0 . Concerning solutions to (1.14), their radial symmetry was already established in [10] using the results of [16] which are based on the moving-plane procedure. We give an alternative proof of this fact based on rearrangement methods, namely Talenti's principle and Pólya-Szegö's inequality. Then, we establish the exponential decay of any solution to (1.2) going to 0 as |x| → ∞. Finally, we show the nondegeneracy of the unique minimal solution when the dimension is one.
3.1. Existence of positive standing waves with a prescribed mass. In this section, we fix γ = 1 and we consider the minimization problem (3.1)
where M µ is defined as in (1.7) and
The proof of Theorem 1.1 applies to problem (3.1) with straightforward modifications. Let us recall that if u is a solution to problem (3.1), then u solves
It is immediate to see that α(µ) ≥ 0 since E 1,β (u) < 0. We establish the positivity of solutions to (3.1) provided that α(µ) is small enough.
Theorem 3.1. Suppose that β ≥ 2 α(µ). Then, any solution to (3.1) is strictly positive (or strictly negative).
Proof. Let u be a solution to (3.1). When the Lagrange multiplier is smaller than β 2 /4, we can rewrite the equation satisfied by u as
for some positive constants λ 1 , λ 2 , which satisfy λ 1 λ 2 = α(µ) and λ 1 + λ 2 = β. It is then standard to see that u > 0.
We next estimate the Lagrange multiplier of problem (3.1) by the L 2 -mass, namely we prove
for some C > 0. This estimate enables us to apply the previous theorem when the mass is small enough. We first recall the Derrick-Pohozaev identity associated to (3.1). We give a proof for completeness. Lemma 3.2. Let u be a solution to (3.1). Then
By differentiating the previous line with respect to λ and using the minimality of u, we get
From (3.4) and (3.5), we deduce that
This expression allows us to estimate the Lagrange multiplier for small values of µ.
Lemma 3.3. Assume 0 < σ < 4/N and β > 0. Then,
Proof. From (3.3), we deduce that
which, from (3.6), yields
The Gagliardo-Nirenberg inequality (2.1) then implies that
Hence, we conclude that
which yields to
Corollary 3.4. Assume 0 < σ < 4/N and β > 0. Then, there exists µ 0 > 0 such that
and therefore any solution to (3.1) is strictly positive (or strictly negative).
Remark 3.5. We point out that it is possible to show that α(µ) < β 2 /4 for a given mass µ under convenient assumptions on the coefficients. Indeed, let us consider more generally the case γ = 1. In this situation, we want to show that α(µ) < β 2 /(4γ). We have
and the Derrick-Pohozaev identity rewrites as
One can show, as previously, that
for some constant C independent of γ and β. On the other hand, using (2.1) we have
Combining the two previous inequalities, we deduce that γα(µ) ≤ Cγ . Thus, taking γ sufficiently large if 2/N < σ < 4/N or sufficiently small if σ < 2/N , we deduce that γα(µ) < β 2 /4. If σ < 2/N and γ = 1, using (2.2) instead of (2.1), we get that α(µ) ≤ Cβ −C2 µ σ 1−σN/4 , for some constant C 2 > 0. Thus we have α(µ) < β 2 /4 provided that β is large enough.
It follows from the previous remark that if 0 < σ < 2/N , we have α(µ) < β 2 /(4γ) asymptotically for β → +∞ or γ → 0. In these cases, we therefore deduce the sign of any solution to (3.1) . This is expected as the sign is known for the second order limit problem. We investigate these asymptotic regimes in Section 4.
3.2.
Radial symmetry of at least one minimal standing wave with prescribed mass. Using the method of [11] , one can show that at least one solution to (1.6) is radially symmetric if 2σ ∈ N 0 . This proposition completes the proof of Theorem 1.1. Proposition 3.6. Suppose that problem (1.6) has a minimizer and assume 2σ ∈ N 0 . Then there exists at least one radially symmetric minimizer for (1.6).
Proof. The proof is a direct adaptation from [11, Appendix A.2] . The main ingredient of the proof is the Fourier rearrangement. Namely, for any u ∈ L 2 (R N ) we set its Fourier rearrangement by u ♯ = F −1 {(F u) * }, where F stands for the Fourier transform and f * denotes the symmetric-decreasing rearrangement of a measurable function f :
, for any m ∈ N 0 . Therefore, if u is a minimizer for (1.6), then u ♯ is a minimizer as well.
It is an open problem to extend the previous proposition for 2σ ∈ N 0 . Observe also that we do not know whether or not all solutions to (1.6) are radially symmetric even if 2σ ∈ N 0 . Indeed, Boulenger and Lenzmann proved that equality holds in (3.7) if and only if |F u| = |F u| * and it is not clear that this implies that u is a radial function.
3.3.
Radial sign-changing minimal standing waves with prescribed mass. In this subsection, we show that the restriction on the Lagrange multiplier of Theorem 3.1 is sharp (in some sense) to obtain the positivity of minimizers. Indeed, we have the following theorem.
Proof. We argue as in [10, Theorem 4] where the cases N = 2, 3 and σ = 3 were considered. We first claim that v ∈ W 4,q loc (R N ) for every q ≥ 1 with a uniform estimate on unit cubes. In particular, v ∈ W 3,∞ (R N ). Writing the equation as
and observing that As a direct corollary of the previous theorem, we are able to prove that solutions obtained in Theorem 1.1 (see Remark 2.5) when β = 0 are sign-changing provided they are radial.
Corollary 3.8. Assume that 0 < σ < 4/N and 2σ ∈ N 0 . Then there exists a sign-changing solution to (1.6).
3.4.
Radial symmetry of all ground states in the strong second order dispersion case or weak fourth order dispersion case. In [10] , the first and fourth authors have dealt with the minimization problem
where J 1,β,α (u) and M are defined in (1.13) and (1.15) respectively. In this section, we consider the same minimization problem on the set of complex-valued functions, namely we minimize the functional J 1,β,α over
The aim of this section is to prove that if β > 2 √ α, then any minimizer has the form e iτ U for some τ ∈ R where U is radially symmetric around some point. In fact, it is already known from [10, Theorem 1.1] that real minimizer are radially symmetric. However, here we provide a different proof that only requires the Riesz-Fréchet representation theorem and rearrangement techniques, namely Talenti's principle, the Hardy-Littlewood inequality and the Pólya-Szegö inequality. We believe this argument is in a way more direct than the moving plane techniques in its variant from [16] . Also the proof given here is based on a purely variational argument which has its own interest.
Given a nonnegative measurable function f defined on R N vanishing at infinity, we denote by f * the Schwarz symmetric function associated to f , that is, the radially symmetric, radially non-increasing function equi-measurable with f . 
has the form e iτ U where U does not change sign. Moreover, assuming (without loss of generality) U > 0 and U (0) = max R N U , we have U = U * and ∂ r U (x) < 0 for every x = 0.
Proof. Let u = u 1 + iu 2 be a solution to (3.10).
Step one: u = e iτ U for some τ ∈ R. We start by showing that |u| > 0. The argument can be compared with [10, Lemma 4.1]. Define w j ∈ H 2 (R N ), j = 1, 2, such that
Thus, we have
By the strong maximum principle, we know that u j has a fixed sign if −∆u j + βu j /2 does not change sign. Seeking a contradiction, suppose that −∆u j + βu j /2 changes sign. The strong maximum principle shows that w j > |u j |. Therefore, for w = w 1 + iw 2 , we have
This contradicts the minimality of u. Therefore, we conclude that u j , j = 1, 2, do not change sign.
, we infer that Dsgn(u) = 0 where
Hence, there exists τ ∈ R such that sgn(u) = e iτ , so that u = e iτ |u|.
We can now assume that U is positive, −∆U + β 2 U > 0 and by translation invariance, we fix U (0) = max R N U .
Step two: U = U * and ∂ r U (x) < 0 for every x = 0. Since β > 2 √ α, we may choose λ ∈ R such that 0 < β < λ < β + β 2 − 4α.
For any u 0 ∈ M , we rewrite the quadratic form J 1,β,α (u 0 ) defined in (1.13) as
where in the space H 1 (R N ) we used the inner product defined through
with the corresponding norm
The Hardy-Littlewood inequality and the Cauchy-Schwarz inequality now give
Hence, by applying the Pólya-Szegö inequality we infer that
λ . Moreover, it comes from [9, Lemma 3.4], see also inequality (9) in [2] , that (3.14)
We now claim that neither the inequality in (3.14) nor those in (3.11) and (3.12) is strict. Indeed, if this was the case, then it would imply that
, which contradicts the minimality of U . Therefore the equality holds in (3.11), (3.12) and (3.14) . This implies z = U * and (3.15)
Moreover, U * is also a solution to (3.8) and U * is smooth. Since
taking the derivative with respect to r in the above equation, we get
. Now we claim that G(r) < 0 for r > 0. For the sake of contradiction, let us suppose that there exist 0 <r such that
By the strong maximum principle, either G = 0 on B(0,r) or G < 0 on B(0,r). In the first case, we infer that U * = 0 or U * = α 1/(2σ) which is impossible. In the second case, the Hopf Lemma implies G ′ (r) > 0 which contradicts the fact that G(r) ≤ 0 for every r > 0. Therefore, we have ∂ r U * < 0 in R N \ {0} and ∇U * (x) = 0 if and only if x = 0. This means we are in the conditions to apply [12, Theorem 1.1]. Indeed, by (3.15), we are in the equality case in the Pólya-Szegö inequality and U * is decreasing. Therefore, we conclude that U * = U a.e. in R N , i.e. U is radial and radially decreasing.
Exponential decay.
In this subsection, we investigate the decay of solutions to (4NLS). Our approach is inspired by [20] and applies to any solution that goes to 0 as |x| → ∞ without requiring any information about the sign. Therefore, it holds for solutions to (1.6) and (1.14).
Theorem 3.10. Let u be a classical solution to
and assume that (i) g(x, u) : R N × R → R is measurable in x and continuous in u and
(ii) There exist a constant σ > 0 and a function b 1 ∈ L ∞ (R N ) such that |g(x, u)| ≤ b 1 |u| 1+σ when |u| is large enough.
Then, the following assertions hold.
(1) Assume that β = 2 √ α. Then there exists a constant C > 0 such that, for |x| large enough, we have
for any ε > 0.
(2) Assume that β = 2 √ α, u > 0 and u(x), ∆u(x) → 0 as |x| → ∞. Then there exists a constant C > 0 such that, for |x| large enough, we have
Remark 3.11. Suppose α is fixed and β → +∞. The previous theorem implies that, for |x| large enough and anyε = ε/ √ β > 0,
for some constant C independent of β. Setting u(x) = v(γ 1 4 x) with β = 1/ √ γ and assuming that g(x, u) = g(u), we see that v solves
We deduce from (3.16) that as γ → 0 + , we have, for |x| large enough,
Let us remark that this decay is almost optimal: it is well-known, in the case γ = 0, that the following estimate is sharp
We begin by recalling some known facts on the fundamental solutions to the Helmholtz equation. They are solutions to (3.17) − (∆ + µ)g µ (·, y) = δ y where µ ∈ C, y ∈ R N , and δ y stands for the Dirac mass centered at y. By abuse of notation, we fix y ∈ R N and denote g µ (· − y) = g µ (·, y). The functions g µ are not uniquely determined but in the following we always choose those which satisfy nice integrability condition, namely we require that g µ ∈ L 1 (R N ). For N = 1 we get
In general, for N > 1 we have
where ν = (N − 2)/2 and H (1) ν is the first Hankel function, see [34, pg. 76] . It is well-known that
as r → ∞.
We have the following representation formula, see [34, pg. 78] .
(ii) Let µ ∈ C\R + , u ∈ L 2 (R N ) and
Let us notice that using the exponential decay of g µ , it is possible to ask for less regularity on f . Next, we denote by G the fundamental solution to the operator ∆ 2 − β∆ + α, i.e.
(3.18)
In the next proposition, we express G in terms of Helmhotz's functions which allows us to get information on its asymptotic behavior.
Proposition 3.13. Assume that β = 2 √ α. We have
where g xj , j = 1, 2 are the fundamental solutions to (3.17) (as defined previously) with (3.19)
Moreover, for |x| large enough, we have
for some constant C > 0, where
Proof. Taking the Fourier transform of (3.18), we get
, where x 1 and x 2 are defined in (3.19) . We have
Next, taking the Fourier transform of (3.17), we see that
We deduce from the two previous equalities that
The first part of the proof follows. We recall that
and, for |x| = r large,
We have to consider two cases depending on the values of α and β. First, assume that β − 2 √ α > 0. In this case, we see that x 1 , x 2 ∈ C\R + which allows us to use the representation formula (see Theorem 3.12). Then, we have, for |x| = r large enough, for j = 1, 2 and for some constant C > 0,
Thus, we deduce that
Finally, we consider the case |β| − 2 √ α < 0. Using the well-known formula √ a + ib = A + iB, for a, b ∈ R,
Therefore, proceeding as previously, we deduce that, for r large enough,
This concludes the proof.
We can now state the following representation formula.
Proposition 3.14. Let x 1 and x 2 be defined as in (3.19) . Assume that x 1 , x 2 ∈ C\R + and let u be a distribution such that
Then, we have
Proof. First, we observe that one can rewrite (3.20) as
We set u 1 = −(∆ + x 1 )u and u 2 = −(∆ + x 2 )u. On the one hand, it is easy to see that
On the other hand, using Theorem 3.12, we have
Thus, combining the three previous lines, we deduce that
We are now in position to prove Theorem 3.10.
Proof of Theorem 3.10. We start with the case β = 2 √ α. Using Propositions 3.13 and 3.14, we obtain that
Using our assumptions on g and since lim |x|→∞ u(x) = 0, we have that for any ε > 0, there exists R > 0 such that if |x| ≥ R, then
Next we define ψ(x) = C 1 e −a(|x|−R) , where a = √ τ − ε and C 1 is a large positive constant such that v(x) < C 1 if |x| ≤ R. It is easy to see that
We now show that v(x) ≤ ψ(x) for |x| ≥ R.
If there exists x 0 ∈ R N such that |x 0 | ≥ R and v(x 0 ) − ψ(x 0 ) > 0, then the set
is nonempty, ∂Ω = ∅ and Ω ⊂ R N \B(0, R). For x ∈ Ω, we have
Applying (3.21) and the maximum principle, we get that v(x) − ψ(x) ≤ 0 for x ∈ Ω, which contradicts the definition of Ω. Therefore, we obtain
where a = √ τ − ε (τ defined as in Proposition 3.13).
Assume now β = 2 √ α. In this case, let us recall that we assume that u > 0 and u(x), ∆u(x) → 0 as |x| → ∞. Since u(x) → 0 as |x| → ∞, we can choose R > 0 such that |u(x)| <δ for some constantδ > 0 and |x| > R. Thus, we have
Sinceδ > 0, we have β 2 ≥ 4(α − δ) = 4α. Therefore, we can rewrite (3.22) as
where λ 1 , λ 2 > 0 are such that λ 1 + λ 2 = β and λ 1 λ 2 =α. Let us notice that the maximum principle implies that v ≥ 0. Next, we recall that the solution to −∆u + γ 1 u = δ 0 , γ 1 > 0 is given by
where J 1 and Y 1 are the Bessel functions of first and second kind, respectively. Using the asymptotic behaviour of these functions, we deduce that, for |x| large enough,
Next, we choose C 1 , C 2 such that V µ (x) > u(x) for |x| = R. Since u(x) → 0 as |x| → ∞, and using the maximum principle, we get
We notice that we can choose µ = β − ε, for some ε as small as we want.
Remark 3.15. Assume that β ≥ 2 √ α and let u be the ground state solution to (1.2). We know that u is radial, positive and that u(x), ∆u(x) → 0 as |x| → ∞. Therefore, in view of the previous results, there exist a, C > 0 such that, for |x| ≥ R,
As previously, since |u| 2σ u + (β 2 /4 − α)u > 0, one can show that there exist a 1 , C > 0 such that, for |x| ≥ R,
So, we see that v ′ satisfies (r n−1 v ′ ) ′ ≤ r n−1 e − min{a,a1}r . Integrating, we deduce that, for |x| ≥ R,
for some constant b > 0. The same kind of argument also implies that u ′ has an exponential decay.
3.6. Nondegeneracy in dimension one. In this section, we investigate the nondegeneracy of solutions to
More precisely, we prove the following result.
Theorem 3.16. Assume that β ≥ 2 √ α. Let U be any solution to (3.23) and v any solution to
Then v = CU ′ , for some constant C.
We follow very closely the method from [15, Section 2]. For β ≥ 2 √ α we define λ 1 and λ 2 as 
Proof. Let u and v satisfy the assumptions in the proposition and suppose that u = v. Let k be the smallest integer such that
By assumptions, we have
and by using the continuity we have u(t) > v(t) on (0, T + ε) for ε > 0 small enough. Thus
Finally, since v(t) ≥ 0 we conclude that u → ∞ as t → ∞.
where k, a, b are positive constants and λ 1 is defined in (3.24). Then u(t) does not go to 0 as t → ∞.
Proof. First let us recall that by [3] , there exists a unique even solution to (3.23) which can be obtained by considering the minimization problem (1.14). Thus, we deduce from Theorem 1.2 that v > 0. Using the Taylor expansion, we have
for some γ 1 , C > 0. For the last inequality we have used that u(0) > v(0) > 0 and that for t = 0 we have
We have
for ε > 0 sufficiently small. Hence, by Proposition 3.17 and since v > 0, we conclude that u → 0 as t → ∞. 
where a, b are positive constants. Then u(t) does not go to 0 as t → ∞.
Proof. By using the Taylor expansion, we get
for ε > 0 sufficiently small. Therefore, by Proposition 3.17 and since v > 0, we conclude that u does not go to 0 as t → ∞.
Proof of Theorem 3.16. By assumption, we have (
where S is the stable manifold of the equilibrium of (3.23), U ′ (0) = U (3) (0) = 0, and
The tangent space to the zero energy manifold at the point (U (0), 0, U ′′ (0), 0) is
The tangent space to the stable and unstable manifolds contains the speed vector
Let us notice that V is a solution to the linearized equation, so if the stable and unstable manifolds intersect transversally, then the nondegeneracy follows. Seeking a contradiction, we suppose that the stable and unstable manifolds do not intersect transversally in the zero energy set. So their tangent spaces coincide in a two dimensional space T . Since the equation is reversible, we see that There are two possibilities: either
For the first case, let a = 1, b = 3 and consider the point of the stable manifold
Thus we have that the hypotheses of Proposition 3.18 are satisfied and therefore u(t) does not go to zero as t → ∞, which is a contradiction with the fact that (u, u ′ , u ′′ , u (3) )(0) ∈ S. In the second case, let a = −1/U ′′ (0), b = 0, and consider the point
Observe that, for some η > 0,
Thus, Proposition 3.19 applies and yields to a contradiction. Hence, the nondegeneracy follows.
The effect of a small fourth order dispersion
In this section, we are interested in the asymptotic behaviour of solutions u γ to (1.6) obtained in Section 2 and the ground state solutions as γ goes to zero. We aim at proving that, in this case, the solutions u γ converge to a ground state solution to (1.4). We assume without loss of generality that β = 1.
When 0 < σ < 2/(N − 2) if N ≥ 3 or σ > 0 otherwise, it is well known, see for instance [31] , that if u ∈ H 1 (R N ) is positive and solves
for some x 0 ∈ R N where u 0 is the unique positive radial solution to (4.1). Namely, uniqueness up to translations holds for positive solutions to (4.1). Moreover u is nondegenerate which means that if v ∈ H 1 (R N ) solves the linearized equation
We refer to Kabeya and Tanaka [28] , see also [31] . Consequently, all positive H 1 solutions to (1.4) are given by u α (x;
, where x 0 ∈ R N , and these solutions are nondegenerate. In the sequel we denote by w µ the unique (up to sign) radial minimizer (i.e. its maximum is set at the origin) of E 0 under the constraint w µ
The nondegeneracy of w µ suggests that uniqueness holds also for (1.6) when γ is small. In this section, we indeed use the implicit function theorem to prove uniqueness and nondegeneracy for (1.6) as γ → 0. To this aim, we first prove that if γ := γ k → 0, then, for any sequence of minimizers (
Then, by using elliptic regularity we show that the convergence is actually strong in H 2 . Using this H 2 -convergence, we finally prove that the solutions u k are nondegenerate for large k which in turn implies uniqueness up to translations. With the same arguments, we can also deal with the minimizers of J γ k ,1,α .
4.1.
Standing waves with a prescribed mass. We begin with solutions to (1.6). First, we deduce the H 1 -convergence from the minimality of the sequence.
Proof. First, we show that there exists C > 0 such that for every γ > 0, we have
Indeed, let w µ be a minimizer of E 0 under the constraint w µ 2 L 2 = µ. Note that by elliptic regularity we know that w µ ∈ H 2 (R N ). Thus
On the other hand, by taking a minimizer u γ for I γ,1 (µ), we obtain
which shows that (u k ) k is a minimizing sequence for I 0,1 (µ). Thus, (u k ) k is a bounded sequence in H 1 (R N ) and extracting a subsequence if necessary, we can assume that u k ⇀ u weakly converges in H 1 (R N ). Since I 0,1 (µ) < 0, one can argue with standard arguments, see for instance the H 1 -subcritical case of the proof of Theorem 1.1, to show that compactness holds up to translations. Namely, for some sequence
, both convergences being strong. Hence, from the weak convergence in H 1 (R N ), we infer
which implies that the convergence is strong in H 1 and therefore u is a minimizer. By adjusting the sequence (y k ) k , we can assume u = w µ .
Next, we use the equation to improve the convergence.
Proof. By Proposition 4.1, there exist (y k ) k ⊂ R N and a subsequence such that
Step one: Uniform boundedness. We argue similarly as in the proof of Theorem 3.7. However, due to the fact that γ k → 0, we need to be more careful. Consider the Euler-Lagrange equation for v k
by Sobolev inequality we know that v k is bounded in
All these bounds are locally uniform (e.g. on unit cubes). From local elliptic regularity, see e.g. [30, Chapter 5, Theorem 5], we now deduce a locally uniform W 2,r loc -bound on ζ k from (4.5), with r = min( 2N (N −2)(2σ+1) , 2). Then, going back to (4.4), we write (4.6)
Since the right-hand side is uniformly bounded in L r loc (R N ), we deduce now a locally uniform W 2,r loc -bound on v k again by local elliptic regularity estimates. Since N/m < r < N/(m − 1) for some m ∈ N, bootstrapping the argument m times eventually increases the regularity to W 2,s loc for some s > N . Therefore we deduce a uniform L ∞ -bound on v k and ∇v k .
Step two:
the claim is clear.
Step three: Convergence of the Lagrange multiplier. Let
We claim that there exist two strictly positive constants c 1 , c 2 independent of k such that
Indeed, by Remark 3.5, we have that α k ≤ M for some constant M independent of k. On the other hand, using the Derrick-Pohozaev identity and the strong convergence of
This establishes the claim. Moreover, using once more the Derrick-Pohozaev identity and the strong con-
Step four: Strong convergence in H 2 . Consider again the Euler-Lagrange equation We now prove the nondegeneracy of any minimizer when γ is small. Lemma 4.3. Assume 0 < σ < 2/N and γ k → 0. If (u k ) k is a sequence of minimizers for (1.6) with γ = γ k and u k → w µ strongly in H 2 (R N ), then u k is nondegenerate for k large enough.
Proof. We aim at proving that u k is nondegenerate if k is large enough, i.e. all solutions to the linearization
are given by v = ξ · ∇u k , where ξ ∈ R N . Let us denote the Lagrange multiplier associated to w µ by α µ , namely w µ is solution to (4.8) − ∆w µ + α µ w µ = |w µ | 2σ w µ .
As recalled at the beginning of the section, w µ is nondegenerate. We define the bilinear forms
The bilinear form A k defines a scalar product on H 2 (R N ) and since |u k | 2σ ∈ L q/σ (R N ) for every q ≥ 1, we easily check that the weak convergence induced by A k implies the strong convergence induced by B k . It then follows from standard arguments that there exist a nondecreasing sequence of positive eigenvalues (λ i,k ) i ⊂ R 
We choose to normalize the sequence of eigenfunctions with respect to the bilinear form B k . Since u k is a minimizer for (1.6), we infer that
satisfying the orthogonality condition R N u k v dx = 0. As a simple consequence, λ 0 = 1 and λ i ≥ (2σ + 1) for i ≥ 1. Indeed, u k is an eigenfunction associated to the eigenvalue 1 and if there exists another eigenfunction ψ either associated to 1 or to a distinct eigenvalue smaller than (2σ + 1), one easily deduces that
This is a contradiction because v is orthogonal to u k . It remains to show that the eigenspace V 2σ+1 associated to (2σ + 1) is exactly {ξ · ∇u k : ξ ∈ R N } for large k. It is straightforward to check that {ξ · ∇u k : ξ ∈ R N } ⊆ V 2σ+1 . We can therefore set φ i,k = ∂ xi u k for i = 1, . . . , N . Assume by contradiction that φ N +1,k ∈ V 2σ+1 . Then, by the variational characterization of eigenvalues, we know that
so that there exists a weak limit φ N +1 ∈ H 1 (R N ), at least for a subsequence that we still denote by (φ N +1,k ) k for simplicity. We can also assume that (
, then we have reached a contradiction because the nondegeneracy of w µ implies
Therefore, to conclude the proof, it is enough to observe that, as k → ∞,
The convergence of the N + 1 first integrals follow from the strong convergence of (u k ) k in H 1 (R N ) and the weak convergence of (φ N +1,k ) k . For the last one, we use the weak convergence of (φ N +1,k ) k in L p (R N ) and the strong convergence of (|u k | 2σ ) k in the dual space.
Theorem 4.4. Assume 0 < σ < 2/N . Then there exists γ 0 > 0 such that if 0 < γ < γ 0 , then (1.6) has a unique nondegenerate least energy solution (up to translations). Fixing its maximum at the origin, this solution is radially symmetric.
Proof. Assume that γ k → 0 and let (u k ) k be a sequence such that E γ k ,1 (u k ) = I γ k ,1 (µ). We prove, by using the previous proposition, that u k is radially symmetric. Then we use the implicit function theorem to get uniqueness.
Step one: Radial symmetry of u k . Let us observe that
On the other hand, by Lemma 4.3, we know that any solutionũ to L k (ũ) = 0 is of the formũ = ξ · ∇u k , for some ξ ∈ R N . From this, a tedious computation shows that the sequence u k has to be radially symmetric around some point x k .
Step two: Uniqueness. In what follows we use the nondegeneracy and radial symmetry of u k to apply the implicit function theorem.
Let us set X := H 2 rad (R N ) and Y := H −2 (R N ) and let F : R + × R + × X → Y be the operator defined (in the sense of distributions) by
that is,
Obviously F (0, α µ , w µ ) = 0 (see (4.8) ). Moreover, F is continuously differentiable in a neighbourhood of (0, α µ , w µ ) with
for all v, w ∈ X. We thus have in the weak sense
It is well-known that the kernel of L 0 is of dimension N when considered in H 2 (R N ) and it is spanned by the partial derivatives of w µ . In particular, the kernel of L 0 restricted to H 2 rad (R N ) is trivial and L 0 : X → Y is one-to-one, see for instance [19, 28, 31] . Moreover, it follows from the open mapping theorem that L
Since the linear map L 0 is a homeomorphism, we can apply the implicit function theorem. Namely, there exist γ 0 , ε > 0 and an open set U 0 ⊂ X that contains w µ such that for every γ ∈ [0, γ 0 [ and α ∈ (α µ − ε, α µ + ε), the equation F (γ, α, u) = 0 has a unique solution u γ,α ∈ U 0 and the curve
is of class C 1 . Now suppose that the uniqueness of least energy solutions fails in every set of the form (0, γ) × (α µ − ε, α µ + ε). We can then construct two sequences in M µ of least energy solutions along a sequence γ k converging to 0 and a sequence α k → α 0 . We call them (u k ) k and (v k ) k and denote by I γ k ,1 (µ) their common energy. By assumption, u k = v k . By the previous step, we know that u k and v k are radially symmetric. Since these two sequences converge in H 2 to u 0 as k → ∞, we have
where the convergence is strong in H 2 . Then, for k large enough, there exist two solutions to the equation F (γ k , α k , u) = 0 in U 0 with γ k < γ 0 and α k ∈ (α µ − ε, α µ + ε). This is a contradiction and ends the proof.
Ground states.
It is also possible to obtain the same kind of result for solutions to
where J γ,β,α (u) is defined in (1.13) and M in (1.15 Theorem 4.5. Assume that 0 < σ < 2/N and α, β > 0. Then there exists γ 0 > 0 such that if 0 < γ < γ 0 , then (4.9) has a unique nondegenerate positive least energy solution (up to translations). Fixing its maximum at the origin, this solution is radially symmetric and radially decreasing.
Thanks to the previous theorem, we are able to obtain the positivity and strict decay of the unique solution to (1.6) when γ is small enough. We have seen at the end of the proof of Theorem 4.4 that there exist γ 0 , ε > 0 and an open set U 0 ⊂ H 2 rad that contains w µ such that for every γ ∈ [0, γ 0 [ and α ∈ (α µ − ε, α µ + ε), the equation F (γ, α, u) = 0 has a unique solution u γ,α ∈ U 0 . Therefore, we see that when γ is small enough, the solution given in Theorem 4.5 when α = α µ coincides with the solution to Theorem 4.4. We deduce the following corollary.
Corollary 4.6. Assume that 0 < σ < 2/N and β > 0. Then there exists γ 0 > 0 such that if 0 < γ < γ 0 , then, up to its sign, the unique solution to (1.6) is positive and radially decreasing.
Orbital stability
In this section, we establish some results concerning the orbital stability of standing wave solutions to the following equation
First, let us introduce some notation and some basic facts. It is easy to see that the energy
and the mass
with s ∈ N 0 . Writing ψ = u 1 + iu 2 , we see that (5.1) gives rise to the system
The energy and the mass are then given by
So we can write (5.1) as
where E ′ 1,β is the Fréchet derivative of E 1,β with respect to Φ, and
We recall the local and global wellposedness properties of this system. 
Notice that (5.1) is invariant under the unitary action of rotations and translations, i.e. if Φ = u 1 u 2 is a solution to (5.4), then
are also solutions. Let e iαt U be a standing wave solution to (5.1). Denote U = (U, 0). We define the orbit generated by U as
For any f, g ∈ H 2 , we define
Definition 5.1. Let Θ(x, t) = e iαt U (x) be a standing wave of (5.1). We say that Θ is orbitally stable in H 2 if, given ε > 0, there exists δ > 0 such that if Φ 0 ∈ H 2 satisfies Φ 0 − U H 2 < δ, then the solution Φ(t) of (5.1) with initial data Φ 0 exists for all t ≥ 0 and satisfies
We also define a weaker notion of stability.
U is a solution to (1.6)}. We say that the set G is stable in H 2 if, given ε > 0, there exists δ > 0 such that if Φ 0 ∈ H 2 satisfies Φ 0 − U H 2 < δ for some U ∈ G, then the solution Φ(t) to (5.1) with initial data Φ 0 exists for all t ≥ 0 and satisfies
We prove two results in this section. First, as a direct consequence of Theorem 1.1, using the method of Cazenave and Lions [18] , we prove the stability of the set G. As already pointed out, see page 5, this method does not apply to ground state of the functional energy. Then, we establish the orbital stability of nondegenerate (see (1.17)) ground state solutions satisfying (1.19), i.e. solutions to (1.14).
5.1.
Standing waves with a prescribed mass. In this subsection, we show the stability of the set of solutions obtained in Theorem 1.1.
Theorem 5.2. The set G is stable.
Proof. Let U ∈ G. Assume by contradiction that there exists a sequence of solutions (u k ) k of (5.1) with
, Ω U ) ≥ ε, for some ε > 0 fixed. Using the conservation of the energy and the mass, it is easy to see that
Therefore, using Theorem 1.1, we get that d(u k (t k ), Ω V ) → 0, for some V ∈ G which gives a contradiction.
Remark 5.3. Observe that the previous theorem implies that the sign-changing solution, which existence is assured by Corollary 3.8 belongs to a stable set.
5.2.
Nondegenerate standing waves. In our last subsection, we investigate the orbital stability of nondegenerate ground state solutions U ∈ H 2 (R N ) to (1.2). Let us recall (see Theorem 3.9) that solutions to (3.8) are real up to a phase. Before proceeding, we introduce some notations. Denote G = E 1,β + αF , where E 1,β and F are given in (5.2) and (5.3), respectively. Let U = (U, 0), where U is a solution to (3.8) . It is easy to see that
We set
where L 1 and L 2 denote the linearization of (5.4) around the standing wave U , i.e. L 1 (u) = ∆ 2 u − β∆u + αu − (2σ + 1)|U | 2σ u, and L 2 (u) = ∆ 2 u − β∆u + αu − |U | 2σ u.
We assume that U is nondegenerate, that is, all solutions to L 1 (u) = 0 are of the form u = ξ · ∇U , for any ξ ∈ R N . We know that (L 1 u, u) L 2 ≥ 0 for any u ∈ H 2 such that (U, u) H 2 = 0 since U is a ground state. This implies that (L 2 u, u) L 2 > 0 for all (u, U ) H 2 = 0. As L 2 U = 0, this implies that the first eigenvalue is zero and that it is simple. Therefore, we have the following result.
Proposition 5.4. Assume that U is a nondegenerate ground state. Then the operator L given in (5.5) and defined on L 2 with domain H 4 has a unique simple negative eigenvalue. The eigenvalue 0 is of multiplicity N + 1 with associated eigenfunctions (e i · ∇U, 0), i = 1, . . . , N and (0, U ).
Next, we prove that any nondegenerate ground state satisfying (1.19) is orbitally stable.
Theorem 5.5. Let U be a solution to (1.2) and assume it is nondegenerate and (1.19) holds. Then, the standing wave Θ(x, t) = e iαt U (x) is orbitally stable in H 2 .
As an immediate consequence of Theorem 3.16, we obtain the following result.
Corollary 5.6. Assume that N = 1. Let U be a solution to (1.2) satisfying (1.19). Then, the standing wave Θ(x, t) = e iαt U (x) is orbitally stable in H 2 .
Given ε > 0, we define Ω ε U = {v ∈ H 2 : d(v, Ω U ) < ε}. In order to prove the previous theorem, we shall construct a Lyapunov function. Once we have this function, the proof of Theorem 5.5 will then follow from [45, Proposition 4.1] . Before proceeding let us recall the following definition. Proposition 5.7. There exists C > 0 such that the functional V : H 2 → R defined by
is a Lyapunov function for the orbit Ω U .
In order to prove this proposition, we follow very closely [37] . Observe that it is straightforward to check that V satisfies the points (1) − (3) in the Definition 5.3. To prove that V satisfies the last point, we need the next two lemmas.
Lemma 5.8. There exists R > 0, depending on U, such that for all ρ ∈ (0, R) and v ∈ Ω ρ U , there exist r 1 , θ 1 ∈ R such that v − T 1 (θ 1 )T 2 (r 1 )U H 2 < ρ, and v − T 1 (θ 1 )T 2 (r 1 )U, JT 1 (θ 1 )T 2 (r 1 )U H 2 = v − T 1 (θ 1 )T 2 (r 1 )U, T 1 (θ 1 )T 2 (r 1 )ξ · ∇U Lemma 5.9. There exist two positive constants C and δ such that
Proof. Following the proof of Lemmas 4.12 and 4.15 from [37] , we observe that the proof of Lemma 5.9 reduces to the following claim.
Claim: Let v = (P, Q) ∈ H 4 be such that
then there exists δ > 0 such that
We split the proof of (5.6) into two steps.
Step one: We have
Seeking a contradiction, we assume that this infimum is zero. Let (v k ) k be a L 2 -normalized minimizing sequence. By using the exponential decay of U it is easy to show that (v k ) k is bounded in H 2 (R N ). Therefore, there exists a function v such that v k ⇀ v weakly in H 2 and (v, U ) L 2 = 0. Using once again the exponential decay of U , one can prove that (v k ) k converges strongly in H 2 to v and that v solves the minimization problem. Thus, there exist θ 1 , θ 2 ∈ R such that for all ψ ∈ H 2 ,
Taking ψ = v, we get θ 1 = 0. Next, if we take ψ = U , we get that θ 2 = 0 so v = cU , for any constant c, since L 2 is nondegenerate. This implies that ω > 0, contradicting ω = 0.
Step two: We have
First, we show that
Indeed, since L 1 (ξ · ∇U ) = 0, we have γ ≤ 0. We notice that (L 1 U, U ) L 2 ≤ 0. Using [48, Proposition 4.3] , this implies that γ ≥ 0. We deduce from this that δ 1 ≥ 0. Assume now that the infimum is achieved by a function ϕ. Then there exist m 1 , m 2 , m 3,1 , . . . , m 3,N ∈ R such that
Assume by contradiction that δ 1 = 0. Consequently, we have that m 1 = 0. Testing the equation with ξ · ∇U ∈ ker L 1 , we deduce that m 3,i = 0, for any i = 1, . . . , N . Next, we show that m 2 = 0. By contradiction, assume that m 2 = 0. Then, using the nondegeneracy of L 1 , we deduce that ϕ = Cξ · ∇U , for some constant C and someξ ∈ R N . On the other hand, by definition we have (ϕ,ξ · ∇U ) L 2 = 0. This implies that C = 0, contradicting ϕ L 2 = 1. Therefore, we deduce that ϕ is a solution to L 1 ϕ = m 2 U , for some m 2 = 0, and 0 = (ϕ, U ) L 2 , which yields a contradiction with (1.19) . Finally, we are now in position to prove (5.6). Thanks to the two previous steps, there exist δ 1 , δ 2 
Recalling that Lv = (L 1 P, L 2 Q), we get (5.6) with δ = min{δ 1 , δ 2 }. Now we give the proof of Proposition 5.7.
Proof of Proposition 5.7. Using Lemmas 5.8 and 5.9 we show that there exists c > 0 such that, for all
Since V is C 2 and noticing that V (U) = 0 and V ′ (U) = 0, a Taylor expansion gives
where h is a function satisfying
Let R be the constant appearing in Lemma 5.8 and δ be that appearing in Lemma 5.9. We can assume that, for some ρ ∈ (0, R/2),
Let v ∈ Ω ρ U . We deduce from Lemma 5.8, that there exist θ 1 and r 1 such that u = T 1 (−θ 1 )T 2 (−r 1 )v satisfies u − U H 2 < ρ and u − U ∈ {JU, ξ · ∇U} ⊥ . On the other hand, using Lemma 5.9, there exist δ and C such that, for all w ∈ {JU, ξ · ∇U} ⊥ , we have
Combining the previous estimates, we deduce that, for any v ∈ Ω ρ U ,
Therefore, V is a Lyapunov function. This concludes the proof.
Proof of Theorem 5.5. In view of Proposition 5.7, all the assumptions of [45, Proposition 4.1] are satisfied and hence the conclusion follows.
