PerEn, which is based on the permutation patterns or order relations among amplitudes of a 48 time series, is a widely-used entropy method [10] . For detailed information about the algorithm of
49
PerEn please see [10] . PerEn is conceptually simple and computationally quick. Nevertheless, it has 50 three main problems directly derived from the fact that it considers permutation patterns. First, the 51 original PerEn assumes a signal has a continuous distribution, therefore equal values are rare and 52 can be ignored by ranking them based on the order of their emergence. However, while dealing with 53 digitized signals with coarse quantization levels, it may not be appropriate to simply ignore them 54 [17, 18] . Second, when a time series is symbolized based on the permutation patterns (Bandt-Pompe 55 procedure), only the order of amplitude values is taken into account and some information with regard 56 to the amplitudes may be ignored [8] . Third, it is sensitive to noise (for further information, please see 57 Section 6).
58
To deal with the aforementioned shortcomings of PerEn and SampEn at the same time, we have 59 very recently developed DispEn based on symbolic dynamics or patterns (here, dispersion patterns) 60 and Shannon entropy to quantify the uncertainty of time series [9] . The concept of symbolic dynamics 61 arises from a coarse-graining of the measurements, that is, the data are transformed into a new signal 62 with only a few different elements. Thus, the study of the dynamics of time series is simplified 63 to a distribution of symbol sequences. Although some of detailed information may be lost, some 64 of the invariant, robust properties of the dynamics may be kept [19] [20] [21] . Of note is that since the 65 original DispEn is based on the amplitude-based symbols of signals [9] , it might also be referred to as 66 amplitude-based DispEn. Nevertheless, we will only use the term DispEn for conciseness.
67
The results showed that DispEn, unlike PerEn, is sensitive to change in simultaneous frequency 68 and amplitude values and bandwidth of time series and that DispEn outperformed PerEn in terms of 69 discrimination of diverse biomedical and mechanical states [9] . As DispEn needs to neither sort the to distinguish different dynamics of real time series was also shown in [22] [23] [24] .
73
In this article, we investigate the effect of different parameters and mapping algorithms on the 74 ability of DispEn to quantify the uncertainty of signals for the first time. Note that these issues were not 75 the scope of our last paper, which developed DispEn [9] . Furthermore, herein, we also develop for the 
Methods

83
In this section, we describe DispEn and FDispEn in detail. 
Dispersion Entropy (DispEn) with Different Mapping Techniques
85
Given a univariate signal x = {x 1 , x 2 , . . . , x N } with length N, the DispEn algorithm is as follows: 4) Finally, based on the Shannon's definition of entropy, the DispEn value is calculated as follows:
As an example, let's have a series x = {3.6, 4.2, 1.2, 3.1, 4.2, 2.1, 3.3, 4.6, 6.8, 8 .4}, shown on the top 98 left of Figure 1 . We want to calculate the DispEn value of x. For simplicity, we set d = 1, m = 2, and 99 c = 3. The 3 2 = 9 potential dispersion patterns are depicted on the right of Figure 1 . x j (j = 1, 2, . . . , 10)
100
are linearly mapped into 3 classes with integer indices from 1 to 3, as can be seen in Figure 1 . Next, Illustration of the DispEn algorithm using linear mapping of x = {3.6, 4.2, 1.2, 3.1, 4.2, 2.1, 3.3, 4.6, 6.8, 8.4} with the number of classes 3 and embedding dimension 2. 
124
As an example, let's have a signal x = {3, 4.5, 6.2, 5.1, 3.2, 1.2, 3.5, 5.6, 4.9, 8.4} . We set d = 1, 125 m = 3, and c = 2, leading to have 3 2 = 9 potential fluctuation-based dispersion patterns
Then, x j (j = 1, 2, . . . , 10) are 127 linearly mapped into 2 classes with integer indices from 1 to 2 ({1, 1, 2, 2, 1, 1, 1, 2, 2, 2}). Afterwards, a 128 window with length 3 moves along the time series and the differences between adjacent elements are 129 calculated ({(0, 1), (1, 0) 
Mapping Approaches used in DispEn and FDispEn
133
A number of linear and nonlinear methods can be used to map the original signal x j (j = 1, 2, . . . , N) 134 to the classified signal u j (j = 1, 2, . . . , N). The simplest and fastest algorithm is the linear mapping.
135
However, when maximum or minimum values are noticeably larger or smaller than the mean/median 136 value of the signal, the majority of x j are mapped to only few classes. To alleviate the problem, we 137 can sort x j (j = 1, 2, . . . , N) and then divide them into c classes in which each of them includes equal 138 number of x j (DispEn or FDispEn with sorting method).
139
We also use several nonlinear mapping techniques. Many natural processes show a progression from 140 small beginnings that accelerates and approaches a climax over time (e.g., a sigmoid function) [28, 29] .
141
When there is not a detailed description, a sigmoid function is frequently used [29] [30] [31] . Well-known 142 log-sigmoid (logsig) and tan-sigmoid (tansig) transfer functions are respectively defined as: where σ and µ are the standard deviation (SD) and mean of time series x, respectively.
144
The cumulative distribution functions (CDFs) for many common probability distributions are 145 sigmoidal. The most well-known such example is the error function, which is related to the CDF of a 146 normal distribution, termed normal CDF (NCDF). NCDF of x is calculated as follows:
Each of the aforementioned techniques maps x into y = {y 1 , y 2 , . . . , y N }, ranged from α to β. Then,
148
we use a linear algorithm to assign each y j to a real number z j from 0.5 to c + 0. processes that occur in nature [41] .
175
This analysis is dependent on the model parameter α as:
, where the signal x 176 was generated with the different values α (e.g., 3.5, 3.6, 3.7, 3.8, 3.9, and 4 
Evaluation of Mapping Approaches for DispEn and FDispEn
201
To evaluate the ability of DispEn and FDispEn with different mapping techniques to distinguish 202 changes from periodicity to non-periodic nonlinearity with different levels of noise, the described FDispEn with logsig for all the simulations below.
220
Noise is frequently considered as an unwanted component or disturbance to a system or data, 221 whereas recent studies have shown that noise can play a beneficial role in systems [45, 46] . In any case, 222 it has been evidenced that noise is an essential ingredient in the systems and has a noticeable effect on 223 many aspects of science and technology, such as engineering, medicine, and biology [45, 46] . White, 
Univariate Entropy Methods vs. Changes from Periodicity to Non-periodic Nonlinearity
243
Studies on physiological time series frequently involve relatively short epochs of signals containing 244 informative periodic or quasi-periodic components [13, 50, 51] . Moreover, empirical evidence identifies 245 nonlinear, in addition to linear, behavior in some biomedical signals [32, 52, 53] . Therefore, to find 246 the dependence of univariate entropy approaches with changes from periodicity to non-periodic 247 nonlinearity, a logistic map is used herein. This analysis is relevant to the model parameter α as:
, where the signal x = x j (j = 1, . . . , N) was generated varying the parameter α 249 from 3.5 to 3.99. We employed a sliding window of 60 sample points with 80% overlap moves along 250 the signal with a sampling frequency of 150 Hz and a length of 100 s (15,000 sample points). The signal 251 is depicted in Figure 6 . We set m = 2 for SampEn, DispEn, and FDispEn, and m = 3 for PerEn, as 252 advised before. The results obtained by FDispEn, DispEn, PerEn, and SampEn for the logistic map are shown in 254 Figure 6 . For each of the methods, when 3.5 < α < 3.57 (periodic series), the entropy values are 255 smaller than those for 3.57 < α < 3.99 (chaotic series), except those epochs that include periodic 256 components (e.g., α ≈ 3.8) [39, 42, 43] . As expected, the entropy values, obtained by the entropy 
Comparison Between SampEn, PerEn and its Improvements, and Newly Developed DispEn
261
and FDispEn
262
In this Section, we compare the DispEn and FDispEn algorithms with the SampEn and PerEn-based 263 methods. 
SampEn vs. DispEn and FDispEn
265
In addition, DispEn, FDispEn, and SampEn have similar behavior when dealing with noise. In
266
SampEn, only the number of matches whose differences are smaller than a defined threshold is counted.
267
Accordingly, a small change in the signal amplitude due to noise is unlike to modify the SampEn value.
268
Similarly, in DispEn and FDispEn, a small change will probably not alter the index of class and so, the 269 entropy value will not change. Therefore, SampEn, DispEn, and FDispEn are relatively robust to noise
270
(especially for signals with high SNR).
271
The relationship between the number of classes c (DispEn and FDispEn) and threshold r (SampEn) is inspected by the use of a MIX process evolving from randomness to periodic oscillations as follows [35, 43] :
where z = {z 1 , z 2 , . . . , z N } is a random variable which equals to 1 with probability p and equals 272 to 0 with probability 1 − p, x = {x 1 , x 2 , . . . , x N } denotes a periodic synthetic time series created by The time series was based on a MIX process whose parameter linearly varied between 0.99 and 0.01.
275
Therefore, this series evolved from randomness to orderliness. The signal has a sampling frequency of In contrast, the computation cost of PerEn, DispEn, and FDispEn is O(N) [9, 56] . 
PerEn and its Improvements vs. DispEn and FDispEn
3. PerEn is sensitive to noise (even when the SNR of a signal is high), since a small change in 335 amplitude value may vary the order relations among amplitudes. For instance, noise on z3 = 336 {1, 2, 2.01} may alter the motif from (0,1,2) to (0,2,1). This problem is present for WPerEn, for SampEn, and m = 4 for PerEn.
348
To summarize, the characteristics and limitations of DispEn [9] , FDispEn, SampEn [14], AAPerEn
349
[7], and PerEn [10] are illustrated in Table 2 . we use random time series with different lengths, changing from 300 to 100,000 sample points. The 353 results are depicted in Table 3 . The simulations have been carried out using a PC with Intel (R) Xeon 
359
For long time series, the running times of SampEn are considerably higher than those for DispEn,
360
FDispEn, and PerEn. This is in agreement with the fact that the computation costs of DispEn, FDispEn, it was evidenced that deterministic one-dimensional maps always have forbidden permutation or 375 ordinal patterns [58, 59] .
376
Based on a null hypothesis, we illustrate that it is impossible that, for the embedding dimension m,
377
we have all the dispersion patterns, but not all the permutation patterns.
378
• the fact that we have all the dispersion patterns for x. Hence, the null hypothesis is rejected. • 
396
(1,-2), (2,-3), (3,-4), (1,-3) , (2,-4), (1,-4) , (1,-2) , (2,-3), (1,-3) , and (1,-2) . This demonstrates that lack of a 397 permutation pattern results in lack of several dispersion and fluctuation-based dispersion patterns.
398
Accordingly, as permutation patterns are used to discriminate deterministic from stochastic series 399 based on lack of permutation patterns [58, 59] , dispersion and fluctuation-based patterns are able to be 400 utilized as well.
401
The normalized number of forbidden (missing) dispersion and permutation patterns as a function of 402 the signal length using the logistic map x t+1 = 4x t (1 − x t ) [59] for DispEn and FDispEn with logsig,
403
and PerEn are shown in Figure 10 . Note that the normalized number of forbidden patterns is equal to We also used the gait maturation database to assess the entropy methods to distinguish the effect 440 of age on the intrinsic stride-to-stride dynamics [66] . A subset including 23 healthy boys and girls 441 is considered in this study. The children were classified into two age groups: 3 and 4 years old (11 442 subjects) and 11 to 14 years old children (12 subjects). Height and weight of the young and elderly 443 groups were 105 ± 2 cm and 155 ± 10 cm, and 17.3 ± 0.7 kg, and 44.4 ± 2.7 kg, respectively. The time series recorded from the subjects walking at their normal pace have the lengths of about 400-500 445 sample points. For more information, please see [66] .
446
The results, depicted in Figure 12 , show that the average entropy values obtained by DispEn and
447
FDispEn with logsig, SampEn, and PerEn for the elderly children are larger than those for the young 448 children, in agreement with previous studies [67, 68] . The parameters values for the entropy methods
449
are equal to those used for the blood pressure in rats. The differences for the elderly vs. young children 450 based on Hedges' g effect size are shown in amplitude-and fluctuation-based dispersion patterns were also introduced in this study.
466
The work done here has the following implications for uncertainty or irregularity estimation. Firstly,
467
we showed that DispEn and FDispEn with logsig are appropriate approaches when dealing with noise.
468
We also found that the forbidden amplitude-and fluctuation-based dispersion patterns are suitable 469 to distinguish deterministic from stochastic time series. Additionally, the results showed that both 
