Due to the limited flow residence time inside a supersonic combustor, the enhancement of supersonic turbulent mixing of jet fuel and crossflow air is a critical issue in developing supersonic air-breathing engines. An accurate estimation and a detailed physical understanding of the turbulent mixing mechanisms play important roles in combustor design.
Typical flow structures resulting from a sonic under-expanded transverse jet injection into a supersonic crossflow are illustrated in Fig. 1 (Ben-Yakar et al. 2006; Gruber, Nejad, Chen & Dutton 1995) . An under-expanded jet expands through a Prandtl-Meyer fan at the lip of the jet orifice before the jet flow is compressed by a barrel shock and Mach disk. In a time-averaged sense, the jet forms a pair of counter-rotating vortices whose axis is aligned with the downstream direction. Because of the blockage of the supersonic crossflow by the jet, a bow shock is produced ahead of the jet. It causes upstream boundary layer separation and leads to the formation of a horseshoe vortex.
Several experimental investigations have been conducted to understand the mechanisms of the supersonic mixing, which include detailed velocity measurements (Santiago & Dutton 1997) , time-averaged wall pressure measurements (Everett, Woodmansee, Dutton & Morris 1998) and temporally resolved flowfields visualizations and mixing characteristics with non-reactive (Gruber, Nejad, Chen & Dutton 1995; VanLerberghe, Santiago, Dutton & Lucht 2000) and combustible jet gases (Ben-Yakar et al. 2006) . These measurements show the dynamics of the jet shear layer and shocks and overall flow feature. However, because of the difficulty of measuring the high-speed complex unsteady flowfield, experimental data are mainly obtained for certain 2-D planes of side-and crossviews.
To obtain additional insights into the 3-D unsteady flow processes of the supersonic jet mixing, numerical simulation is an attractive choice. Obviously, Reynolds-averaged Navier-Stokes simulation does not capture the unsteady turbulent eddy structures responsible for turbulent mixing. Large-eddy simulation (LES) and detached-eddy simulation (DES) have been performed and showed some large-scale structures (von Lavante, Zeitz & Kallenberg 2001; Peterson, Subbareddy & Candler 2006) . However, their largescale structures are somewhat obscure. This is primarily because of the conventional low-order dissipative upwinding finite volume schemes; Roe's flux difference splitting and Steger-Warming flux vector splitting were employed in these simulations. These schemes work well in the sense of discontinuity capturing for the bow shock, barrel shock and Mach disk and jet contact surface (which are all observed in a under-expanded sonic jet in a supersonic crossflow), but are too dissipative for use in LES to properly capture the turbulent eddy structures. It is important for LES to not dampen turbulence artificially. Therefore, LES of the supersonic jet mixing presents challenges for simultaneously cap- turing flows with complex shocks and contact surfaces and the 3-D broadband turbulent eddying motions present in high Reynolds number flows. In the present study, an under-expanded sonic jet injected into a supersonic crossflow is numerically simulated by using a high-order low dispersive and dissipative compact difference scheme (Lele 1992 ) and spatial filtering (Gaitonde & Visbal 2000) to properly capture the physics of the supersonic turbulent mixing. Recently developed discontinuitycapturing schemes of high-wavenumber biased artificial viscosity (Cook & Cabot 2004 , 2005 and diffusivity (Fiorina & Lele 2007 ) are simplified and extended to curvilinear and stretched grid framework (Kawai & Lele 2007) to perform the simulation. The main objective of this paper is to develop further insights into the 3-D complex flow physics of the supersonic jet mixing. Comparisons between the LES results and the experimental data (Santiago & Dutton 1997) are also performed for validation.
Mathematical models

Numerical methods
Spatially filtered Navier-Stokes equations, including the terms of artificial viscosity given by Cook & Cabot (2004 , 2005 and diffusivity by Fiorina & Lele (2007) for an ideal nonreactive gas, are employed for numerical simulations. In addition, one transport equation for a passive scalar ϕ is also solved in order to distinguish the jet and crossflow fluids and clearly understand the mixing:
where χ ϕ is the artificial diffusivity. The governing equations are solved in generalized curvilinear coordinates, where spatial derivatives for convective terms, viscous terms, metrics and Jacobian are evaluated by a sixth-order compact difference scheme (Lele 1992 ). An eighth-order low-pass spatial compact filtering scheme (Gaitonde & Visbal 2000) is applied on the conservative variables once every time step to ensure numerical stability. The filtering scheme has a free parameter α f which satisfies the inequality −0.5 < α f ≤ 0.5. In this range, as α f is increased, a shorter range of frequencies is affected and less suppression is realized. In the present study, α f is set to 0.495 in order to avoid numerically damping resolved scales.
When the high-order compact scheme is applied to compute flows that involve steep gradients caused by shock waves and contact surfaces, non-physical spurious oscillations are generated that make the simulation unstable. Simplified high-wavenumber biased artificial viscosity and diffusivity on a generalized coordinate framework (Kawai & Lele 2007) , which have been developed based on the original 1-D formulation proposed by Cook & Cabot (2004 , 2005 and Fiorina & Lele (2007) , are used in the present study to suppress the spurious oscillations. The formulation of the artificial shear and bulk viscosities µ s and µ b and artificial diffusivities in the mass and species transport equations χ ρ and χ ϕ for the curvilinear and stretched grid are:
2)
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µ , C ρ and C ϕ are user-specified constants, S and |∇s| are the magnitude of the strain rate tensor and fluid entropy gradient, ρ is the density, a 0 is a reference speed of sound, and c p is the specific heat at constant pressure. The overbar denotes an approximate truncated-Gaussian filter. ξ l refers ξ, η and ζ and x m refers x, y and z when l and m are 1, 2 and 3, respectively. ∆ l is the grid spacing in the physical space along with the grid line in the ξ l direction and is defined by ∆ 2 l = 3 n=1
x n,i+1 −x n,i−1 2 2 , where x n,i refers to x i , y i and z i when n is 1, 2 and 3, and i is a node index in the ξ l direction. Further details on the methods can be found in Kawai & Lele (2007) . As suggested by Cook & Cabot (2005) ; Fiorina & Lele (2007) , the recommended values for the user-specified constants with r=4 are used in the present study, C s µ =0.002, C b µ =1, C ρ =0.01 and C ϕ =0.05. An explicit subgrid-scale model is not introduced in the present calculation. The artificial viscosity based on compact/filter schemes provides the correct rate of kinetic energy decay as a subgrid-scale model (Cook & Cabot 2005) , although further assessment of this issue is desirable.
The symmetric Gauss-Seidel alternate directional implicit factorization scheme (Iizuka 2006 ) is used for time integration. Multiple sub-iterations (Newton-Raphson iteration) are adopted and the error due to the linearization is minimized. Second-order temporal accuracy is guaranteed by a three-level backward-differencing formula. In the present study, the computational time step is approximately ∆t=8.57×10 −9 sec (∆t · a ∞ /D=0.0006) at which the maximum Courant-Friedrichs-Lewy (CFL) number is less than 1.0, where a ∞ is the speed of sound of the freestream, and D is the diameter of the nozzle exit. Three sub-iterations are sufficient to achieve a two-order of magnitude reduction of the residual.
Flow configuration
The flow condition examined in this study is based on the experiment of Santiago & Dutton (1997) in order to validate the present LES. The computation uses M ∞ =1.6, Re D =2.4×10
4 . Density and pressure ratio between the nozzle chamber and crossflow are ρ 0j /ρ ∞ =5.55 and p oj /p ∞ =8.40. Based on these flow conditions, the resulting jet-tocrossflow momentum flux ratio is J=1.7, which is an important parameter to determine jet penetration. Only the Reynolds number differs from the experiment; an approximately six times lower Reynolds number is chosen to maintain the LES resolution requirement under currently acceptable computational costs. Although the Reynolds number is not matched, the upstream boundary layer thickness, δ 99 /D = 0.775D (3.1 mm), is matched at x/D = -5. Figure 2 shows the grid geometry of the computational domain employed in the present study. Every fifth grid point is presented in the figure. Overset grids consist of three structured grids, background, nozzle and nozzle axis grids. The nozzle axis grid covers the singular line in the nozzle grid. The geometry of the nozzle matches those of the experiment (Santiago & Dutton 1997) . The gray area shown as a part of the nozzle grid in Fig. 2 is treated as the grid points inside the wall. The computational test section of the background mesh extends from the center of the nozzle exit to 5D upstream and downstream in the streamwise direction (x/D=-5 to 5), 2D on both sides in the spanwise direction (z/D=-2 to 2) and 3.3D in the wall-normal direction (y/D=0 to 3.3). In the focused region, a uniformly spaced grid is adopted in streamwise and spanwise directions. In the wall-normal direction, the grid is clustered near the wall in the region y/D=0 to 0.3 and then a uniformly spaced grid is used for y/D=0.3 to 3.3. Sponge layers with the lengths of 20D, 10D and 10D are placed at the outlet, both sides and the upper boundary. The number of grid points are background mesh: 301×131×115, nozzle mesh: 54×129×107 and nozzle axis mesh: 25×25×107 in the ξ, η, ζ direction. The grid resolutions in wall units of the background mesh are approximately 30, 30 and 1-30 in the streamwise, spanwise and wall-normal direction. The grid resolutions in wall units are based on the wall friction coefficient at x/D=-5 measured in the experiment and for the reduced Reynolds number used in this study.
Communication between the grids is handled through a two-point fringe at boundaries by using sixth-order Lagrangian interpolation (Sherer & Visbal 2003) . At the crossflow inlet boundary at x/D=-5 on the background mesh, mean physical properties are fixed to the laminar Blasius boundary layer profile with the boundary thickness of 0.775D (3.1 mm). Although the boundary thickness at the station matches that of the experiment, the experimental velocity measurement at x/D=-5 possesses a turbulent boundary layer.
The bottom boundary of the nozzle is set to nozzle chamber conditions. The solid wall boundary condition is treated as a non-slip adiabatic wall. A characteristic boundary condition is applied to the upper, side and outlet boundaries. Large sponge layers are introduced around these boundaries to remove turbulent fluctuations and their reflection from the boundaries. and 5 are visualized by the instantaneous isosurfaces of the second invariant of velocity gradient tensor Q and density gradient magnitude in Fig. 4 . The Q isosurfaces are colored by streamwise vorticity, which means that light and dark surfaces show clockwise and counter-clockwise rotating vortices with the axis in the streamwise direction. Q isosurfaces with gray color show the vortices without the axis in the streamwise direction. Relatively fine vortex structures upstream of the jet injection show unsteady vortices inside the recirculation region, which form a horseshoe vortex in the time-averaged flowfields. Two hairpin-like vortex formations are observed. One is induced by the interaction between the windward portion of the jet, which passes through the barrel shock, and the crossflow observed at location A in Figs. 3 and 4 . The other is observed at location B in Figs. 3 and 4 , which is generated from the leeward portion of the jet boundary passing through the Mach disk. Both hairpin-like structures form a pair of clockwise and counterclockwise rotating longitudinal vortices as shown by light-and dark-colored surfaces in Fig. 4 . Therefore, the pair of vortices induce the upwash between the vortices. The vortex that appears on the windward portion of the jet interface (location A) forms a larger hairpin-like structure than that from the leeward portion of the jet boundary (location B). The relatively small hairpin-like vortex structures generated from the leeward jet boundary quickly break down to finer and random structures in the downstream. Therefore, the jet fluid is rapidly stirred with the ambient fluid entrained into the flow and subsequently mixing is enhanced. The isolated regions of jet fluid observed under the jet boundary at location E in the side view of Fig. 3 are caused by these fine vortex structures. Figure 5 shows representative time-series snapshots of the norm of density gradient in midline plane z/D=0 at t d = t − t 0 =0.0, 4.3, 6.0, 7.7, 12.0 and 20.6 µsec from left top to right bottom, where t 0 is the time of the left-top figure. Figure 6 shows a close-up snapshot near the windward jet boundary at the t d =0.0. Dark color shows the large value for each norm of density gradient, vorticity magnitude and static pressure. The low pressure region upstream of the jet boundary in Fig. 6(c) is the vortex structure inside the separated region. Interaction between the vortices inside the recirculation and windward jet shear layer induces large-scale dynamics of barrel shock and bow shock deforming and accompanies vortex formation. The barrel shock shows a kink in the time-series images.
Numerical results
Instantaneous flowfields
When the vortex interacts with the jet boundary at the t d =0.0 µsec, the windward side of the jet shear layer fluctuates suddenly after the lip of the jet orifice. Therefore, the expansion from the nozzle lip does not show a smooth expansion fan. Weak compression and expansion inside the jet is realized along with the jet shear fluctuation, and a local shock wave appears because of the blockage of the supersonic jet by the shear as observed at location A at t d =0.0 µsec. Once the local shock wave is generated, the disturbances on the jet shear layer amplify to form vortices. The jet shear layer rapidly deflects along the local shock as observed in t d =4.3 µsec. According to the jet fluctuation and flow deflection, the local shock becomes stronger and connects to the original barrel shock. That makes the kink in the barrel shock, t d =6.0 µsec. Once the kink appears, it moves downstream, and the foot of the local shock moves upward. The rapid jet shear deflection and the accompanied vortex formation induce acoustic waves as observed at location B of t d =7.7-20.6 µsec. The acoustic wave propagates upstream and interacts 
Time-averaged flowfields
Statistics data discussed in the following are based on averaging flowfields over 60,000 steps (0.51 msec in physical time) of unsteady flow simulations. In that time scale, the freestream flow passes through approximately a distance of 60D-length scale. Figure 9 shows time-averaged Mach number distributions with streamlines at midline, wall-normal and cross-view planes. As expected, the streamlines show that most of the jet fluid passes through the barrel shock and Mach disk and then turns downstream. Upstream of the jet, two recirculation regions are observed. One is the horseshoe separation vortex induced by the bow shock. The other comes from the windward jet boundary and indicates the upstream jet entrainment. The top view shows that the streamlines diverge laterally after the crossflow deflects through the bow shock and then converge downstream. A pair of counter-rotating vortices is clearly visualized in the cross-view of the time-averaged flowfield as discussed in the literature. Turbulent kinetic energy (T KE), ( u u + v v + w w )/2U 2 ∞ , and time-averaged jet fluid (scalar ϕ) distributions at midline, wall-normal and cross-view planes are shown in Fig. 10 . Three high T KE regions (A-C) in the midline plane correspond to the regions where the vortex structures are observed at the windward and leeward boundaries of the jet and under the leeward jet boundary in Fig. 3 . Since the relatively small hairpin-like vortex structures from the leeward jet boundary quickly break down in the downstream and the fluctuations are amplified, the high T KE at location B extends to a large region downstream. Time-averaged jet fluid distributions in Fig. 10 (b) show that the jet fluid is progressively diluted in the regions where high T KE is observed. These results illustrate the important role of hairpin-like vortex structures in jet fluid stirring and subsequent mixing.
Comparisons with experiment
Santiago & Dutton (1997) provided extensive flow data under the condition examined, although it is not easy to measure details of the flow under such a high-speed flow condition. Comparisons to experimental data allow us to establish confidence in the simulation. First, it is necessary to mention the uncertainty of the experimental data in order to properly validate the LES data. Figure 11 shows two separate experimental measurements of time-averaged streamwise velocity distributions at cross-view planes of x/D=3 and 5 under the same nominal flow condition. The differences in these separate measurements indicate that the experimental data include some degree of uncertainty.
Comparisons of streamwise and wall-normal velocities between the LES and experimental data at midline plane z/D=0 are shown in Fig. 12 . Downstream of the jet, the LES shows a recirculation region, although the experiment data do not show this. The reason for this discrepancy is not clear, but overall the locations of the shock structures, upstream recirculation region and jet development downstream agree reasonably well with the experiment. Quantitative comparisons of the velocities at the downstream stations of x/D=2, 3, 4 and 5 are shown in Fig. 13 . Although significant discrepancy is observed immediately downstream of the jet in the streamwise velocity profiles as discussed earlier, the agreements with the experimental data is fairly good. In the wallnormal velocity profiles, the LES over-predicts the upwash at location x/D=2. However, similar to the streamwise velocity, overall the LES results agree well with the experiment. Three velocity components at cross-view planes x/D=3 and 5 also show good agreements with the experiment (although not shown here). Figure 14 shows the comparison of Reynolds stress distributions at midline plane of z/D=0. Because of the uncertainty in the experimental data, this comparison can only be qualitative. Large negative Reynolds stress distributions due to the fluctuations induced by the two types of vortex formation from the windward and leeward jet boundaries, as discussed in subsection 3.1, are observed in both LES and the experiment. Near the stagnation point upstream of the jet and leeward of the jet boundary, positive Reynolds shear stress is seen. The Reynolds stress distributions qualitatively agree with the experiment. Although not shown in this paper, the Reynolds stresses of u v and u w at cross-view planes x/D=3 and 5 are compared with the experiment and also show qualitative agreement.
Conclusions and future work
High-order compact/filtering based large-eddy simulation coupled with localized highwavenumber biased artificial viscosity and diffusivity has been employed to obtain additional insights into the 3-D complex flow physics of an under-expanded sonic jet injection into a supersonic crossflow. Key physics of the jet mixing have been highlighted in this paper. Two regions of vortex formation that create hairpin-like structures are identified in the windward and leeward jet boundaries. These vortices play an important role in scale dynamics of barrel shock and bow shock and accompanies vortex formation. Roll-up of the windward jet shear layer is entrained by the vortices inside the upstream recirculation region, which shows mixing upstream of the jet. The present LES qualitatively reproduce the unsteady dynamics of both barrel shock and bow shock as observed in the experiment. Statistics obtained by the LES also show good agreement with the experiment.
Future work includes the investigation of the effects of approaching turbulent boundary layer on the mixing mechanisms and further verification and validation by refining the mesh and comparing with experimental data in detail. Parallel to further investigations for the non-reactive case, chemistry modeling for LES of non-premixed hydrogen-air supersonic turbulent combustion is the subject of continuing work to accurately represent local ignition and extinction.
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