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INTRODUZIONE 
L’argomento principe della nostra ricerca sarà il CRM (Cause-related marketing), che verrà 
trattato prima con uno sguardo alla letteratura in merito, e, successivamente, facendo 
riferimento ai risultati della ricerca da noi svolta. Prima ancora di addentrarci all’interno del 
concetto di CRM, però, parleremo, sempre con riferimento alla letteratura in merito, del 
concetto di CSR (Corporate Social Responsibility), che, in qualche modo, “contiene” il CRM, 
dal momento che, quest’ultimo, ha a che fare con la responsabilità sociale, argomento focale 
della CSR. In fin dei conti, alcuni dei report aziendali di cui ci siamo serviti per la nostra ricerca 
erano dei report relativi alla CSR, e, anche in quei casi in cui non ci fosse un documento 
specifico sull’argomento, siamo andati ad analizzare le parti in cui la CSR fosse al centro 
dell’attenzione. All’interno della trattazione della Corporate Social Responsibility, per prima 
cosa tenteremo di dare una definizione di questo concetto, dopodiché tratteremo l’argomento da 
2 punti di vista “contrapposti”: il primo sarà quello del consumatore, e questo ci permetterà di 
agganciarci al concetto di CNSR (Consumer Social Responsibility); il secondo sarà quello 
dell’impresa, e da qui arriveremo ad una “frontiera” della CSR ancora non troppo valorizzata, 
cioè la CSI (Corporate Social Irresponsibility). 
Dopodiché, arriveremo a parlare del CRM, dando una spiegazione di quel che si tratta (il CRM 
è uno strumento che le imprese adottano per mostrare il proprio coinvolgimento diretto nelle 
politiche sociali ma, allo stesso tempo, per migliorare l’immagine aziendale, differenziare i 
prodotti commercializzati e, quindi, aumentare le vendite), con l’aiuto di qualche definizione; 
giungeremo a parlare anche di quelle che sono le componenti di una campagna, o programma, 
di CRM: ci riferiamo alla tipologia di causa scelta, al prodotto da associare alla campagna, nelle 
varie forme possibili di “associazione”, e di eventuali target preferenziali che, per l’azienda, 
potrebbero essere più profittevoli. 
Dopo uno sguardo d’insieme, entreremo nello specifico delle variabili del CRM da noi usate nel 
corso della ricerca: il ‘cause type’ ed il dualismo tra campagne di breve e lungo termine, che 
prende spunto dal concetto di ‘cause acuteness’. 
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Quanto è stato fin qui detto si riferirà alla parte teorica del nostro studio; ci teniamo a dire, 
comunque, che, anche all’interno di questa parte, ci serviremo di risultati empirici, scaturenti da 
ricerche sugli argomenti da noi trattati. 
Una volta portata a termine la prima parte, quella teorica, ci addentreremo all’interno della parte 
più operativa, in cui la ricerca che noi abbiamo fatto verrà analizzata e spiegata. In primis, 
guarderemo alla metodologia da noi utilizzata, in tutti suoi particolari. In fin dei conti, la nostra 
sarà un’analisi dei contenuti, e quindi, dopo uno sguardo generale sull’argomento, arriveremo ai 
dettagli sui metodi da noi utilizzati. Nei report aziendali a nostra disposizione, cercheremo di 
trovare delle parole-chiave che possano rimandare al concetto di CRM, in modo tale che, 
successivamente, si possano conteggiare, con gli appositi strumenti, le frequenze delle varie 
parole riguardanti l’argomento all’interno dei vari report; grazie a queste frequenze potranno 
esser fatte delle analisi (attraverso software statistici come PSPP e SPSS), dalle quali 
scaturiranno informazioni sul CRM, che potrebbero tornare utili. 
I risultati veri e propri saranno ottenuti con specifici strumenti statistici: ci riferiremo all’analisi 
di correlazione, al test T per campioni indipendenti, nonché all’analisi univariata. 
Cercheremo di trarre delle conclusioni dai nostri output, grazie alle quali proveremo a 
dimostrare l’utilità del nostro studio. Ma non ci pare il caso di aggiungere altro, per non togliere 
spazio a quanto diremo in merito, nel proseguo del nostro studio. 
 
1. CONCETTO DI CORPORATE SOCIAL RESPONSIBILITY 
Prima di parlare di CRM (Cause-Related Marketing), pare opportuno riprendere dei concetti più 
generali gravitanti attorno ad una tematica che abbraccia il suddetto, di cui parleremo in un 
secondo momento: ci riferiamo ovviamente alla CSR (Corporate Social Responsibility). 
In effetti, nel momento in cui c'è una manifestazione della volontà di un'impresa di gestire 
efficacemente le problematiche d'impatto sociale ed etico al loro interno e nelle zone di attività, 
allora possiamo parlare di CSR. La stessa Unione Europea ha provato a dare una definizione di 
quest'ultima con le parole seguenti: “l'integrazione volontaria delle preoccupazioni sociali ed 
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ecologiche delle imprese nelle loro operazioni commerciali e nei loro rapporti con le parti 
interessate”. 
Possiamo parlare, quindi, di un ambito di responsabilità delle imprese andatosi ad allargare 
negli ultimi anni: i valori dominanti nella società, le condizioni di lavoro, il grado di attenzione 
all'equilibrio ecologico, i rapporti di ricchezza tra le nazioni sono tutte parti di un mosaico che 
stanno acquisendo sempre più importanza, mostrando che non è più possibile occuparsi solo ed 
esclusivamente dei mercati in senso stretto. Le attese sociali e ambientali dei vari stakeholders 
devono quindi essere soddisfatte dall'impresa in misura crescente. 
Nonostante i due punti di vista siano ovviamente indissolubili, nella prima parte del capitolo 
guarderemo alla CSR da un punto di vista più vicino al consumatore, mentre nella seconda parte 
l'ottica sarà più quella dell'impresa. 
1.1. Dalla CSR alla Consumer Social Responsibility (CNSR) 
La CNSR può essere definita come la scelta deliberata di prendere decisioni di acquisto basate su 
convinzioni personali morali. Essa include due componenti di base: una componente “sociale”, 
relativa all'importanza delle componenti sociali e non tradizionali dei prodotti dell'impresa e dei 
vari processi che compongono la sua attività; ed una componente “consumistica”, che implica 
che le preferenze ed i desideri dei segmenti di consumatori siano parzialmente responsabili per 
l'influenza in aumento dei fattori sociali (Devinney et al., 2010)1. 
La CNSR si manifesta in tre modi; i primi due rappresentano la parte “sociale”, mentre l'ultimo 
quella “consumistica”: 
 Un'attività che esprime rispetto nei confronti di cause specifiche (come donazioni o 
manifestazioni di volontà di essere coinvolti in proteste e boicottaggi); le chiamiamo preferenze 
specifiche rivelate, nel momento in cui sono correlate ad attività comportamentali legate a valori 
e convinzioni. 
                                                          
1 Quanto verrà detto sull'argomento risulta da una ricerca pluriennale, riassunta nel libro “The Myth of the Ethical 
Consumer”. 
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 Opinioni espresse in indagini o altre forme di ricerche di mercato; possiamo chiamarle 
preferenze sociali dichiarate, nel momento in cui possono non avere una relazione con un 
comportamento specifico. 
 Un'attività espressa in termini di comportamento di acquisto o non acquisto. 
La rilevanza del primo modo può esser vista negli avvenimenti altamente pubblicizzati come il 
numero crescente di proteste su larga scala nei confronti di società multinazionali e 
organizzazioni internazionali. Infatti, i dimostranti sono spesso divenuti il focus principale di 
nuovi report durante incontri su larga scala, come quelli del World Trade Organization (WTO), 
World Bank, International Monetary Fund (IMF), G8, United Nations (UN) e World Economic 
Forum. Il meeting della World Bank ad Hong Kong nel dicembre 2005 ne è un perfetto 
esempio. La maggioranza dei nuovi report non si focalizzò sulle questioni sostanziali discusse ai 
meeting, ma sugli scontri frequenti tra manifestanti no-global e la polizia di Hong Kong. Molti 
contadini sudcoreani, ad esempio, si buttarono nelle acque inquinate del porto di Hong Kong per 
protestare contro le iniziative pro-globalizzazione. 
Il secondo modo è il più comune, e forse il più dubbio, nel momento in cui la CNSR è resa 
operativa. Se uno crede agli studi sul consumismo etico basati su sondaggi ed indagini di 
opinione, allora non possiamo far altro che ammettere che i consumatori stiano dando 
considerazione crescente alle componenti etiche di prodotti e processi facenti parte dell'attività, 
e questi interessamenti hanno implicazioni finanziarie per le società coinvolte. Un sondaggio del 
Global Market Insite (GMI) nel 2005 riguardante un ampio spettro di nazioni, inclusi Stati 
Uniti, Regno Unito, India, Australia, Canada e molti altri stati europei, trovò che il 54% dei 
consumatori sarebbe stato pronto a pagare di più per prodotti a coltivazione biologica, 
environmentally friendly o derivanti dal commercio equo e solidale. In ogni paese, la 
maggioranza fu favorevole al consumismo etico2. Un'indagine su larga scala del Market & 
Opinion Research International (MORI) scoprì che oltre un terzo dei consumatori nel Regno 
Unito sarebbe stato seriamente interessato a questioni etiche. La stessa indagine suggerì anche 
che il potenziale per i prodotti etici potrebbe essere intorno al 30% dei mercati B2C (Business to 
Consumer) del Regno Unito3. 
                                                          
2 www.crswire.com/press/press_release/18938-GMI-Poll-Finds-Doing-Good-Is-Good-For-Business. 
3 www.ipsos-mori.com/researchpublications/researcharchive.aspx.  
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Il terzo modo può esser visto nei bassi livelli di acquisto di prodotti “etici”, in contrasto con 
l'entusiasmo mostrato nel secondo caso. Per esempio, sebbene l'attivismo dei consumatori e la 
pressione da parte di organizzazioni non governative (NGO) abbiano spinto Starbucks a mettere 
in mostra e vendere caffè proveniente dal commercio equo e solidale, i livelli di vendita sono 
stati comunque molto al di sotto delle aspettative e la domanda è rimasta relativamente piatta 
fino alla sua proposta. Infatti, l'empirismo casuale usato nel caso di erogatori di caffè locali ha 
indicato che non un singolo barista avrebbe potuto rimembrare anche solo un cliente con la 
specifica richiesta di un caffè proveniente dal commercio equo e solidale o con delle lamentele 
per il fatto che il suddetto non fosse disponibile. Nonostante l'entusiasmo mostrato per le 
“attività del commercio equo e solidale”, raramente certi prodotti raggiungono percentuali 
considerevoli ma rappresentano solamente minuscole percentuali del mercato, normalmente 
dall'1 al 2%, e quando raggiungono quote di mercato superiori generalmente è dovuto alle 
attività dei dettaglianti piuttosto che dei consumatori. Inoltre la mancanza di comportamento 
etico all'interno del mercato può essere vista dai livelli in forte aumento di prodotti contraffatti 
comprati in tutto il mondo, sia che siano DVD pirata o borsette false di Louis Vuitton. Per 
esempio, The Economist (2006) ha riportato che la vendita di DVD pirata in Cina ha privato i 
produttori cinematografici di circa 2.7 miliardi di dollari nel 2005, un ammontare enorme in 
confronto ai 250 milioni di dollari circa di incassi nei botteghini del paese. 
Quando la CNSR è misurata dai primi due metodi, emerge un'immagine molto positiva dei 
consumatori coinvolti in questioni etiche. E' facile lodare nobili manifestanti e fino alla metà 
della popolazione in generale come consumatori interessati e motivati, pronti a cambiar 
comportamenti e brand per supportare le cause che sostengono. Tuttavia, quando la CNSR è 
misurata usando la metrica del comportamento, come nel terzo metodo, appare un quadro 
fortemente differente (uno che suggerisce che “i consumatori non hanno la volontà di mettere i 
loro soldi dove stanno le loro bocche”). Come è stato notato da un australiano nella componente 
etnografica della ricerca, “la morale si ferma al portafoglio; le persone possono dire che a loro 
importa, ma compreranno sempre il brand meno costoso”. Un rispondente spagnolo nello stesso 
studio ripeteva questo giudizio: “noi commentiamo quando guardiamo questi programmi in TV, 
pensiamo che vergogna, cosa stanno facendo, stanno strumentalizzando delle persone; e 
diciamo che non compreremo quei prodotti; e dopo andiamo e li compriamo lo stesso; è 
veramente molto triste”. 
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Per capire questa reazione dissonante in apparenza, la CNSR deve essere inquadrata come una 
componente del complesso processo decisorio del consumatore che, tra l'altro, è un processo di 
misura imperfetto. Solamente in questo modo possiamo sviluppare approcci effettivi e 
significativi che coinvolgano il potenziale consumatore sociale. 
In prima istanza, la nozione fin qui esposta di CNSR non ha una componente di fatto morale o 
etica. Da ciò intendiamo che la CNSR ci dice che per gli individui contano gli aspetti non 
funzionali dei prodotti nella loro valutazione del valore e della soddisfazione che ricevono dal 
consumo, ma che le componenti morali e etiche di questi sono neutrali. In altre parole, gli 
aspetti del “valore” morale o etico del prodotto sono determinati dagli individui e dalla loro 
società e non da un'autorità più grande. Per esempio, sebbene possiamo personalmente credere 
che il lavoro minorile o i test sugli animali siano sbagliati, noi non facciamo comunque nessuna 
dichiarazione su questo che contribuisca a caratterizzare l'etica. La nostra preoccupazione è se 
l'individuo ha una certa presa di posizione e se quest'ultimo agisce in accordo con questa presa 
di posizione quando c'è un prezzo per farlo. 
Secondariamente, sebbene possiamo essere d'accordo col fatto che creare il mitico consumatore 
etico abbia un valore per coloro che promuovono le attività incarnate dal suddetto eroe (e ai 
quali non dispiace il fatto che sia così promosso), siamo comunque molto preoccupati dalla 
credenza che questa caratterizzazione abbia qualche base nella realtà. Questo sarebbe 
scomodamente induttivo. Tuttavia, l'obiettivo è quello di aiutare ad influenzare il processo 
decisorio individuale, societario, politico e sociale attraverso ripetute indagini scientifiche. 
Promuovere un mito può incoraggiare una causa, nello stesso modo in cui si creò coesione nelle 
società antiche, ma può essere pericoloso e costoso socialmente ed economicamente attraverso 
il suo uso erroneo come una giustificazione per strategie e politiche. 
Infine, le indagini rivelano che la CNSR ha caratteristiche che sono uniche e che richiedono 
ricerche empiriche più rigorose. In altre parole, molti approcci comuni di interviste ed indagini 
standard pare perdano la loro validità nel momento in cui vengono applicati all'intersezione tra 
comportamento di consumo socio-politico e individuale. Questo risulta non solamente perché 
gli individui rispondono in modi corretti agli occhi della società ma anche perché i modelli 
comportamentali che sono stati assunti dai ricercatori sottostimano potenzialmente la 
complessità del processo decisorio. Utilizzando più strumenti di ricerca che si rifanno alla 
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'Incentive compatibility'4, e spiegando inoltre i trade-off naturali che si verificano nel contesto 
del consumo, siamo, fortunatamente, più in grado di vedere e capire la logica ed il 
comportamento attuale del consumatore.  
1.2. Irresponsabilità sociale d'impresa o Corporate Social Irresponsibility (CSI) 
Le difficoltà della CSR nella teoria, nonché nella pratica, sono dovute principalmente alla sua 
concettualizzazione incompleta, perché la CSI (la sua inseparabile controparte) è stata spesso 
negletta o ignorata nel processo di teorizzazione della CSR. Il concetto di CSI ha eguale 
importanza ed offre una piattaforma teoretica per evitare vaghezza, ambiguità, arbitrarietà e 
misticismo solitamente correlati al concetto di CSR. La CSI dimostra di poter essere un serio 
soggetto di indagine e richiede maggiore attenzione. 
Tutto questo può avere delle implicazioni pratiche e sociali: con l'aiuto del concetto di CSI, la 
CSR diviene più realistica ed efficace, dal momento che con esso si dimostra più focalizzata, 
pratica ed operativa. Quando la CSI è ben delineata, la CSR è chiaramente significativa, almeno, 
per occuparsi al meglio di annullare la CSI. E' più facile promuovere la CSR affrontando in 
prima istanza la CSI. Il concetto di CSI può permettere a chiunque, inclusi i professionisti degli 
affari, di concentrarsi sulla risoluzione delle questioni più importanti e, allo stesso tempo, 
urgenti delle preoccupazioni pubbliche. Ciò incoraggia, inoltre, anche le persone ad occuparsi 
delle cause ultime dei problemi correlati alla CSI in maniera sistematica. Facendo questo 
indubbiamente si espande e si arricchisce la comprensione della CSR (Tench et al., 2012). 
Una frase di Kant rende l'idea di quanto appena detto sul legame tra CSR e CSI: “Thoughts 
without content are empty; intuitions without concepts are blind”. 
Ci sono stati tre scandali societari in Gran Bretagna che hanno catturato l'attenzione di tutto il 
mondo: lo scandalo dell'hackeraggio telefonico della News International, che mise in luce 
comportamenti scorretti da parte di giornalisti, poliziotti e politici con numerosi arresti; la 
vendita di farmaci non necessari della Glaxo Smith Kline (GSK) negli Stati Uniti che provocò 3 
miliardi di dollari di multa, la più grande sanzione di sempre mai emessa; il tasso interbancario 
fissato da Barclays con una multa di 290 milioni di dollari imposta dai governi di Stati Uniti e 
Regno Unito. Nel caso di Barclays, è stato riportato che molte altre banche, incluse una tedesca, 
                                                          
4 http://en.wikipedia.org/wiki/Incentive_compatibility.  
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erano state coinvolte nella manipolazione dei tassi interbancari (Libor) dal 2005 fino al 2008. I 
tre scandali hanno una caratteristica in comune: certi comportamenti scorretti non sono occorsi 
in una singola società; invece, il “comportamento reprensibile” (parole dell'ex CEO di Barclays, 
Bob Diamond) era spesso allargabile all'intero settore. Infatti, secondo quanto detto da George 
Osborne, Ministro delle Finanze del Regno Unito, siamo nell'era dell'irresponsabilità. 
Chiaramente, la CSI è una questione seria dei nostri tempi, allo stesso tempo associabile sia con 
la crisi finanziaria che con quella ecologica, ed è un problema di cui il management, i governi 
ed i politici dovranno occuparsi sempre più per una serie di circostanze. 
La CSR non ha visto dei miglioramenti dopo la crisi finanziaria, dal momento che i problemi 
legati alla CSR che hanno causato la crisi finanziaria sono rimasti irrisolti (se non addirittura 
non trattati) nella maggior parte dei casi. Nel Marzo 2011, Mervyn King, il Governatore della 
Banca d'Inghilterra, fece notare che la Gran Bretagna rischiava di entrare in un'altra crisi 
finanziaria dal momento che le questioni focali delle banche erano ancora intonse, come la 
cultura dei profitti nel breve termine e dei bonus eccessivi, che spremeva milioni di consumatori 
e viveva in un mondo “too big to fail”5. 
Di seguito è riportato l'opinione di Wayne Visser (2011): sebbene ci siano specifici progetti e 
pratiche di CSR ad un micro-livello (con qualche miglioramento), tuttavia, ad un macro-livello 
quasi ogni indicatore di salute sociale, ambientale ed etica è in declino. 
Teoreticamente, i tre modelli principali della CSR, lo 'shareholder value model', lo 'stakeholder 
model' e il 'business ethics model', sono molto limitati. Il primo parla del business senza etica, il 
terzo dell'etica senza business ed il secondo del business politicamente con una responsabilità di 
vedute ristrette a favore di pochi gruppi d'interesse (Sun & Bellamy, 2010; Sun et al., 2010). 
Oltretutto, il concetto di CSR è ambiguo. Non c'è nessuna definizione evidente e concreta. Per 
decenni, la concettualizzazione della CSR ha proliferato senza un framework concettuale 
sistematico (Carrol, 1999). E, chiaramente, non c'è nessuna strada facile per arrivare ad una 
definizione definitiva di CSR, dal momento che quest'ultima contiene quasi tutto ciò che è di 
interesse pubblico. Ognuno ha le proprie risposte e la propria comprensione di CSR. Van 
Oosterhout e Heugens (2008) hanno notato che, sin dall'inizio, il concetto accademico di CSR è 
                                                          
5 The Telegraph, 5 Marzo 2011. 
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correlato all'etica ed è teso ad essere normativo in modo schiacciante, cosa che rende la 
definizione di CSR molto difficile. 
Quindi, la CSR in pratica si collega ampiamente alla discrezione manageriale per definire ed 
operare in nome di scelte strategiche (benché le loro scelte siano soggette a condizioni e 
costrizioni istituzionali). Questo dà alle imprese ampi margini per selezionare i programmi e le 
iniziative di CSR arbitrariamente guardando ai loro interessi, per mascherare i loro 
comportamenti e le loro azioni socialmente irresponsabili, e spazzare via le accuse di promesse 
fallaci e di ingiustificata appropriazione di virtù ambientaliste. Nella loro estesa analisi empirica 
di 15 anni basata su un insieme di dati su un panel che copre quasi 3000 compagnie quotate in 
borsa negli Stati Uniti, Kotchen e Moon (2011) hanno scoperto che le società attualmente si 
sono occupate di CSR per compensare la loro CSI. In questo report 'Behind the Mask: The Real 
Face of CSR', l'organizzazione caritatevole Christian Aid (2004) suggerisce che la CSR è una 
risposta completamente inadeguata all'impatto, a volte devastante, che hanno le compagnie 
multinazionali in un mondo ancor più globalizzato (e che è attualmente usata per mascherare 
questo impatto). Nel suo articolo 'The case against Corporate Social Responsibility' pubblicato 
in The Wall Street Journal, Karnani (2010) argomenta che il concetto di CSR è logicamente 
imperfetto: se profitti privati ed interessi pubblici sono allineati, l'idea di CSR è irrilevante; se 
profitti e welfare sociale sono in conflitto, un approccio alla CSR è inefficace, perché i direttori 
esecutrici non vogliono agire volontariamente a favore del pubblico interesse e contro gli 
interessi degli azionisti. 
Oltretutto, se la CSR è usata in forma di campagne pubbliche per avvicinare la società verso la 
responsabilità sociale ed in forma di iniziative volontarie rivolte alle aziende per 'far bene', un 
lavoro così superficiale può distogliere l'attenzione dall'impatto dannoso della Corporate Social 
Responsibility e sviare l'interesse nei confronti dei problemi sottolineati sul potere aziendale 
(Corporate Watch, 2006). Per anni, Barclays è stata presentata come un “buon cittadino 
aziendale” ed ha speso milioni di sterline in pubblicità e sponsorship, sostenendo cose come la 
Premier League di calcio, per supportare le proprie credenziali di public relations (Treanor, 
2012). La pubblicazione del report annuale sulla responsabilità aziendale della GSK composto 
da più di 100 pagine, descrive dettagliatamente le sue garanzie per migliorare l'accesso alla 
sanità nel mondo in via di sviluppo e tagliare le sue emissioni di CO2 (Macalister, 2012). Ma il 
pubblico venne a conoscenza dei seri problemi di CSI di entrambe le società prima che 
venissero scoperte ed inserite nel report. 
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Infatti, la CSR corre il rischio di legittimare i manager con più potere discrezionale a spesa degli 
interessi degli azionisti e di molti altri stakeholder. Questo può ritardare o scoraggiare soluzioni 
più efficaci per i problemi base del potere aziendale e del welfare sociale (Karnani, 2010). 
La CSI ha una meta raggiungibile, mentre la CSR è infinitamente scalabile; la CSI può essere 
definita relativamente facilmente e chiaramente in un contesto societario. Per esempio, 
Armstrong (1977) ha provato a definire la CSI con due criteri: 'dove è causato un grande danno 
al sistema, e dove quasi tutti gli osservatori imparziali sono d'accordo sul fatto che sia stato un 
atto irresponsabile'. In generale, possiamo identificare due categorie di comportamenti aziendali 
come CSI. Per prima cosa, è fuori dubbio che tutti i comportamenti societari illegali sono 
socialmente irresponsabili. Ma, i comportamenti legali non sono necessariamente responsabili 
socialmente. Certi comportamenti legali possono essere definiti come CSI nella società (anche 
per questo il concetto di CSI è potente ed utile). Quindi, possiamo definire la CSI come quei 
comportamenti e quelle azioni aziendali che sono: 
 illegali; 
 legali ma gravemente insostenibili e/o non etici e quindi totalmente inaccettabili 
socialmente. 
Cosa significa l'ultima frase è dipendente dal contesto e può essere definito chiaramente dagli 
accordi collettivi in una società attraverso la regolamentazione (perlopiù coercitiva), la 
supervisione (attraverso agenzie governative, istituzioni professionali ed altri) ed un 
monitoraggio stretto (da parte di gruppi di pressione, media, divulgazione di notizie ed altri). La 
definizione di CSI è sempre soggetta a norme societarie, tradizioni, culture, aspettative, 
condizioni e fattori contingenti. Per esempio, se possiamo definire dei settori correntemente 
molto controversi quelli del tabacco, dell'alcool e delle armi, la CSI dipende da come la società 
in cui queste attività sono collocate valuta e capisce gli impatti e le conseguenze dei settori. 
Differenti società possono avere diverse comprensioni, anche se le impressioni possono 
cambiare nel tempo. 
Con il concetto di CSI come quadro di riferimento, possiamo definire facilmente la CSR 
definendo chiaramente la CSI. Quando la CSI è ben delineata con un metro di performance 
concreto, anche la CSR diventa operativa. 
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La CSI come concetto, ed allo stesso tempo come soggetto di indagine, può permettere a tutti di 
concentrarsi sulla risoluzione delle questioni più urgenti ed importanti di pubblico interesse; 
inoltre incoraggia le persone ad affrontare le cause dei problemi della CSI in modo sistematico; 
così facendo indubbiamente espande ed arricchisce la comprensione della CSR. 
Dirigere il focus sulla CSI offre più benefici per i risultati sociali e per un 'business change' 
positivo rispetto a quanto ha dimostrato il focus sulla CSR finora. Questo perché: gli ordini 
contro cose negative specificabili tendono ad  essere modulatori più efficaci del comportamento 
umano rispetto alla pressione generale ad impegnarsi per cose positive; gli affari tendono ad 
essere concentrati intorno a dei minimi requisiti legali e si sostiene che questo sia più 
caratteristico della fine del continuum (ai cui estremi stanno CSI e CSR) dove è situata la CSI; 
le coalizioni di “avvocati sociali” e allo stesso tempo i membri di un'azienda possono 
raccogliere i reciproci ampi benefici che derivano dalla riduzione dell'attività di CSI.  
Alla tematica della CSI sono correlate le esternalità negative: queste trasferiscono alcuni costi 
dell'impresa verso destinatari restii ed involontari, al punto che l'impresa ha dei benefici a 
discapito del sistema totale, che in questo caso è l'intero sistema sociale. La chiave di tutto 
questo è il concetto di sostenibilità, dove le attività che sono di sfruttamento nei confronti di 
stakeholder vulnerabili o di risorse, anche se profittevoli nel breve periodo, non possono essere 
continuative, costanti indefinitamente. La sostenibilità si applica alla “triple bottom line” 
(Norman & MacDonald, 2004) dei contesti economico, sociale ed ambientale (Crane & Matten, 
2004). Le attività che perdurano in pratiche insostenibili, sia che lo facciano intenzionalmente o 
meno, rischiano di perdere la capacità di attrarre impiegati, investitori e clienti, cosa che 
fornisce la sostanziale prerogativa per l'identificazione proattiva e la gestione di simili pratiche. 
Dove le risorse base, la manodopera ed i clienti sono degradati o stanchi per la produzione o nel 
consumo di certi beni o servizi, la loro produzione ed il loro marketing costituiscono pratiche di 
business che divengono insostenibili e, da questa definizione di conseguenza, catalogati come 
CSI. 
I recenti casi di frodi e fallimenti aziendali spettacolari forniscono ulteriormente l'evidenza che 
la distruzione della ricchezza degli azionisti attende che i trasgressori vengano presi, ancor 
prima che le convinzioni siano tramandate. Questi risultati effettivamente cancellano l'idea che 
la massimizzazione della ricchezza degli azionisti è raggiunta nel migliore dei modi solamente 
attraverso la massimizzazione del profitto. Ma questo trascura quello che è probabilmente la 
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classe aziendale di gran lunga più numerosa ed economicamente più importante: quelle società 
che agiscono irresponsabilmente ma che non sono esposte, lasciate sole incriminate, condannate 
e punite (né in tribunale, né per la pubblica opinione). Sono questi tipi di attività, legali ma 
irresponsabili, che rimangono relativamente non indirizzati, persistendo in parte perché 
l'attenzione è deviata verso gli argomenti standard della CSR e verso i casi spettacolari di 
comportamenti societari palesemente irresponsabili. 
Di conseguenza, il focus della CSI dovrebbe esser diretto a quella categoria di attività che non è 
illegale (ancora) ma che è irresponsabile secondo la serie di criteri di cui abbiamo discusso. Ne 
segue che, con l'estensione che nessuno perdonerebbe nessuna CSI, la frontiera dell'equivoco si 
restringe nel dibattito. In un dibattito caratterizzato da punti morti ed intransigenza, questo 
spostamento figurativo potrebbe far sì che ci si catalizzi verso un progresso rinnovato. 
Spostare il focus in questa direzione richiama un approccio di Hobbes nel 'Leviathan' (Labiano, 
2000), dove quest'ultimo propose qualcosa di simile ad una versione antitetica della 'Regola 
d'oro' per giungere ad un argomento più convincente e difendibile. Girando attorno alla regola 
tradizionale, 'do unto others what you would wish done unto you', il suo approccio esorta le 
persone a 'NOT to do unto others what you would NOT wish done unto you'. Gensler (1996) si 
riferisce a questo approccio come la 'Regola d'oro Negativa'. Questa linea di ragionamento 
sposta la discussione dallo specificare e definire azioni positive che uno dovrebbe far proprie 
per avere un ritorno di favori, che è stato associato con l'appoggio alla CSR tradizionale, cosa 
che si trova nella condizione di essere vulnerabile dinnanzi ad ampie interpretazioni e critiche. 
La discussione adattata si sposta per delineare cosa non dovrebbe esser fatto per evitare un 
danno reciproco, cosa che cristallizza il ragionamento, nonché la concordanza. 
Creare aspirazioni e ispirare azioni per sopraffare l'inerzia (che caratterizza le intenzioni delle 
iniziative a favore della CSR) può essere estremamente difficile, finché le influenze focali sono 
norme sociali, anziché imperativi legali, come una sorta di “regolamento morale” (Janoff-
Bulman, Sheikh & Hepp, 2009). Inoltre, dobbiamo parlare del concetto di divieto, che implica 
definire cosa può esser considerato un comportamento indesiderabile e cosa comporterà far 
esperienza della dimostrazione di certi comportamenti. Fenomeni psicologici ben documentati, 
ossia “il bias e l'asimmetria morale della negatività”, spiegano che gli atti che coinvolgono 
conseguenze negative sono molto più salienti degli atti che si risolvono in ricompense positive 
(Janoff-Bulman et al., 2009). Questo rende il divieto di attività riconducibili alla CSI 
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particolarmente importante, come è stato riconosciuto attraverso il tempo e le culture con la 
creazione di sistemi legali. Come potevamo aspettarci, le norme culturali hanno un impatto 
considerato tale da non essere responsabile né legalmente, né socialmente. Per esempio, Google 
evidentemente ha trovato che il suo famoso mantra interno “Don't Be Evil” (Google, 2008) 
sarebbe stato molto più efficace rispetto a come sarebbe stato il suo equivalente antitetico “Be 
Good”. 
 
2. CONCETTO DI CAUSE-RELATED MARKETING 
Il Cause-related marketing (CRM) può esser definito come un metodo sempre più popolare per 
migliorare le relazioni di marketing con i clienti, sia per l’impresa che sponsorizza che per la 
causa partecipante. Ma, ancor più nello specifico, possiamo rifarci ad una definizione che 
abbracci tutte le caratteristiche focali di questa pratica: “un processo di formulazione ed 
implementazione di un’attività di marketing caratterizzata dall’offerta dell’azienda di 
contribuire con una specifica somma (azione o bene materiale) per una causa stabilita nel 
momento in cui un consumatore si impegna in uno scambio economico che genera profitto per 
l’impresa e che soddisfa gli obiettivi dell’organizzazione e dell’individuo” (Varadarajan & 
Menon, 1988). 
Il CRM è una parte critica del piano strategico di marketing per le compagnie interessate a 
soddisfare i bisogni ed i desideri dei loro pubblici. Mentre il marketing in generale è 
ampiamente percepito come il processo per vendere, influenzare e persuadere l’utilizzatore 
finale a comprare il prodotto, questo deve anche servire e soddisfare i bisogni umani dei suoi 
clienti (Kotler & Levy, 1969) e di tutto il resto dei suoi pubblici interni ed esterni (Kotler, 
1972). Per raggiungere questi pubblici e differenziare un’azienda dalle altre, coloro che 
svolgono attività di marketing possono usare il CRM per supportare i bisogni altruistici dei suoi 
clienti interni ed esterni “legando la loro attività economica ad uno scopo sociale più alto” 
(Kotler & Levy, 1969). Oggi, molte grandi organizzazioni hanno programmi di CRM che 
supportano una moltitudine di cause. Le compagnie usano questi CRM come uno strumento 
strategico e tattico per aiutare a realizzare numerosissimi obiettivi aziendali come incrementare 
le vendite e la quota di mercato, migliorare la società e la performance del prodotto (Ross, Stutts 
& Patterson, 1990-1991). 
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Le ricerche passate sul CRM hanno seguito tre direzioni principali: una direzione ha contribuito 
allo sviluppo concettuale del costrutto, la seconda cerca di comprendere la natura delle risposte 
dei clienti alle iniziative di CRM, mentre la terza evidenzia le ricompense ed i rischi per i 
partner dell’alleanza. 
Ci siamo potuti riferire al CRM anche come “joint venture marketing” (File & Prince, 1998), 
che collega l’identità dell’organizzazione ad enti no-profit con una causa sociale (Varadarajan & 
Menon, 1988), e come ad un “complesso scambio funzionale ed economico tra il cliente, 
l’azienda e la causa” (Ross, Patterson & Stutts, 1992). 
Mentre molti ricercatori definiscono il CRM in termini di impegno aziendale nei confronti di 
una causa sociale per far aumentare gli acquisti dei clienti (Varadarajan & Menon, 1988), altri 
sostengono che sia semplicemente un’altra forma di filantropia aziendale, con l’obiettivo da 
sottolineare di aumentare le vendite (DiNitto, 1989). In termini di marketing, il CRM è descritto 
meglio come una strategia progettata per promuovere il miglioramento degli obiettivi di 
marketing (come le vendite del brand) attraverso il supporto di cause sociali da parte della 
società (Barone, Miyazaki & Taylor, 2000). 
Le società possono scegliere di rendere operativi i loro programmi di CRM attraverso due vie: 
come prima opzione, le aziende possono scegliere di stabilire una relazione diretta tra le vendite 
dei loro prodotti ed il loro supporto ad una causa sociale; alternativamente, le società possono 
optare per un percorso indiretto e meno visibile quando si impongono uno sforzo generale per 
comportarsi in modi socialmente responsabili (Mohr, Webb & Harris, 2001). 
Un esempio del primo caso potrebbe essere un negozio al dettaglio che decide di donare l’1% di 
ogni transazione dei suoi consumatori a gruppi selezionati di comunità vicine. 
Esempi della seconda opzione possono esser visti nelle donazioni di soldi, materiali e forniture a 
cause, annunci di sponsorizzazione di servizi pubblici da parte dei media (Ebenkamp, 1999) o 
attraverso il volontariato degli impiegati (Meyer, 1999). 
Alla fine, comunque, l’obiettivo di una società nel partecipare ad una campagna di CRM non è 
solamente ottenere supporto finanziario per una causa meritevole, ma anche far valere o 
rinforzare una vicenda pubblica altruistica con riguardo all’azienda, al suo brand, o ad entrambi, 
agli occhi del suo audience più importante: il cliente. 
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Per far sì che una campagna di CRM abbia successo, non solamente nell’ottenere un supporto 
finanziario e non, per una causa, ma anche nel trasformare la cultura societaria e nel muovere 
l’attività attraverso un coinvolgimento duraturo all’interno della responsabilità sociale, deve 
esserci il coinvolgimento del top management. Gli amministratori delegati ed i direttori 
operativi possono conferire legittimità alle campagne di CRM segnalando ai ranghi inferiori che 
sia loro che l’azienda hanno veramente a cuore i bisogni sociali. Grazie alle loro posizioni di 
potere, questi dirigenti possono autorizzare e dirigere le risorse interne, sia monetarie che 
umane, attraverso gli sforzi di CRM. Uno studio ha riportato che i top manager sono più 
coinvolti attivamente nelle campagne di CRM rispetto che nei programmi pubblicitari non-
sociali standard (Drumwright, 1996). Spesso, questi manager possiedono un coinvolgimento 
personale nell’agenda sociale dietro il progetto di CRM perché, essendo cresciuti nei tumultuosi 
anni ’60, credono che l’attivismo individuale e collettivo possa fare una differenza positiva. 
Le campagne sociali, comunque, sono più sfidanti delle campagne standard da generare e 
produrre, soprattutto perché devono raggiungere molteplici obiettivi. Il prodotto della società 
deve essere venduto, ma allo stesso modo deve esserlo la causa sociale. Le questioni sociali, 
comunque, fanno crescere le sensibilità: le sensibilità di coloro che sono amichevoli, così come 
di coloro che sono antagonisti. Finché entrambi i gruppi possono essere esposti alla campagna, 
l’esecuzione creativa deve penetrare il coinvolgimento del primo gruppo, mentre deve alleviare 
le obiezioni del secondo. Allo stesso tempo, l’esecuzione deve trasmettere autenticità ed un 
riguardo genuino per la questione sociale, altrimenti è percepita come una montatura. Se il CRM 
è lanciato senza sufficiente ricerca, “pretesting”, generazione di concetti e discussione aperta, 
potrebbe fallire su numerosi fronti, danneggiando la causa, l’organizzazione no-profit (NPO) e 
la società attraverso responsi negativi del pubblico. Sarebbe auspicabile, quindi, applicare 
considerevole tempo, ingegnosità e sforzo al compito. 
Pensando al potenziale per gli abusi, come la mancata scoperta od il travisamento dell’esatta 
natura dell’accordo tra società e NPO, il CRM servirebbe meglio i partecipanti ed i destinatari 
se ci fosse uno specifico codice etico ed un’adesione a quest’ultimo. Mentre c’è un dibattito 
sull’efficacia del codice etico, sarebbe comunque un primo passo per riconoscere e scoraggiare 
campagne che cercano il profitto con l’inganno. Se un codice etico non può essere sviluppato 
nel breve termine, chi intraprende la via del CRM dovrebbe, come minimo, applicare uno “sniff 
test” per determinare se c’è un problema etico in qualsiasi campagna prima del rilascio 
pubblico. Uno “sniff test” potrebbe esser composto da un semplice sondaggio o da un set di 
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focus group per valutare le reazioni dei consumatori alla campagna. I rispondenti hanno trovato 
qualcosa di falso, confuso, non equo o offensivo nella presentazione? Se così fosse, la reazione 
potrebbe palesare un “lapsus etico” di qualche tipo. 
2.1. Scelta del tipo di causa 
Il tipo di causa scelta è un qualcosa che, ovviamente, ha la sua importanza e può decretare il 
successo, o l’insuccesso, di un programma di CRM; numerose ricerche sono state fatte a tal 
proposito e, “fondendo” i vari risultati possiamo giungere a visualizzare, non tanto una strada 
maestra, ma un “modus operandi” che potrà tornare utile a coloro che dovranno prendere delle 
decisioni in merito, non volendo comunque privarli del piacere di attingere dal “contenitore” 
della loro discrezionalità. 
Il CRM è un modo per correlare i prodotti con attività socialmente responsabili seguendo una 
strategia, che è diretta a rafforzare l’immagine emotiva del prodotto e ad aumentare le quote di 
mercato (Varadarajan & Menon, 1988). Per implementare un programma di CRM di successo è 
rilevante comprendere in che modo i consumatori percepiscono la causa sociale. Ricerche 
passate hanno mostrato che le persone sono meno sensibili nel momento in cui devono valutare 
interventi tesi a salvar vite in rapporto ad uno sfondo in cui il numero di vite è in aumento 
(possiamo parlare di “psychophysical numbing”6; Fatherstanhough et al., 1997). In aggiunta, 
Kogut e Ritov (2005) sono venuti a conoscenza del fatto che le persone sono meno disposte a 
contribuire in favore di un gruppo di vittime e che sono più propense a farlo per una singola 
vittima. Le persone sembrano percepire in modo meno emotivo un programma caritatevole che 
supporta un considerevole numero di soggetti rispetto ad uno che si prefigge di raccogliere fondi 
in favore di una vittima identificabile. 
Uno studio ha avuto lo scopo di investigare sulla percezione delle persone nei confronti dei 
programmi di CRM, il tutto con differenti modalità di valutazione (comune oppure separata). 
Inoltre, ha cercato di valutare se descrizioni differenti del programma caritatevole possono 
influenzare le scelte dei consumatori e la loro volontà di supportare una causa sociale attraverso 
l’acquisto di un prodotto. 
Di seguito verranno elencate le 4 ipotesi del suddetto studio. 
                                                          
6 http://en.wikipedia.org/wiki/Psychic_numbing. 
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Ipotesi 1: se le persone vengono esposte a due differenti programmi di CRM (valutazione 
comune) allora dovrebbero essere più propense a scegliere un prodotto associato ad un progetto 
sociale che definisce l’ammontare totale di persone bisognose di aiuto rispetto ad un prodotto 
associato con una causa che definisce una vittima identificabile. 
Ipotesi 2: se le persone sono esposte solamente ad un programma di CRM (valutazione separata) 
allora dovrebbero essere disposte a pagare un ammontare di soldi non significativamente 
diverso per i due prodotti. 
Ipotesi 3: se le persone sono esposte a due campagne diverse di raccolta fondi (valutazione 
comune) allora dovrebbero scegliere significativamente più spesso di donare soldi attraverso la 
campagna che definisce l’ammontare totale di persone che hanno bisogno di aiuto, rispetto a 
decidere di donar soldi attraverso la campagna che definisce una vittima identificabile. 
Ipotesi 4: se le persone sono esposte solamente ad una campagna di raccolta fondi (valutazione 
separata) allora dovrebbero essere significativamente più propensi a donare in favore della 
campagna che definisce una vittima identificabile rispetto a donar soldi alla campagna che 
definisce il gruppo di persone bisognose di aiuto. 
Nell’esperimento, a 276 (36% maschi; età media 22 anni) studenti è stato chiesto di giudicare o 
programmi di CRM o campagne di raccolta fondi. Un primo gruppo di partecipanti è stato 
esposto a due prodotti (spaghetti e dentifricio) associati con un programma di CRM. Un 
secondo gruppo di partecipanti è stato esposto alla descrizione di due campagne di raccolta 
fondi che supportavano le stesse campagne associate ai prodotti nell’altra condizione. Il primo 
paio di campagne caritatevoli era in favore della popolazione affamata in Etiopia, mentre il 
secondo paio di campagne era in favore della ricerca medica. Nella valutazione comune, i 
partecipanti sono stati esposti a due differenti descrizioni della stessa causa sociale: una era 
descritta come un programma con lo scopo di aiutare il gruppo di persone bisognose di aiuto, 
mentre l’altra era descritta come un programma che aveva lo scopo di supportare una singola 
vittima identificabile. Nella valutazione separata, le persone sono state esposte all’una o all’altra 
campagna. Nella valutazione comune, ai partecipanti è stato chiesto o di scegliere il prodotto 
che preferivano acquistare o di scegliere la campagna che preferivano supportare. Nella 
valutazione separata, ai partecipanti è stato chiesto di indicare o la loro volontà di pagare per 
ogni prodotto o la loro propensione a donare ad ogni campagna di raccolta fondi. 
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Con la condizione della valutazione comune, i partecipanti hanno scelto significativamente più 
spesso il prodotto associato con la causa sociale che definisce l’ammontare totale di persone che 
necessitano di un aiuto, rispetto al prodotto associato con la causa sociale che definisce la 
singola vittima identificabile: rispettivamente, χ2 (1,27) =13,37 con p<0,01 per il dentifricio e χ2 
(1,39) =16,03 con p<0,01 per gli spaghetti. D’altra parte, non sono state trovate differenze 
significative con la condizione della valutazione separata. 
I partecipanti nella “condizione della campagna di raccolta fondi” hanno scelto 
significativamente più spesso la campagna che definisce l’ammontare di persone che 
abbisognano di aiuto rispetto alla campagna che definisce una singola vittima identificabile 
(rispettivamente χ2 (1,25) =23,12 con p<0,01 per la campagna in favore della popolazione 
affamata dell’Etiopia e χ2 (1,25) =20,48 con p<0,01 per la campagna in favore della ricerca 
medica). Comunque, nella valutazione separata, i partecipanti sono stati propensi a donare meno 
alle campagne che definiscono l’ammontare totale di persone bisognose rispetto all’altro format 
delle stesse campagne. Rispettivamente t (67) =1,95 con p=0,05 per le campagne contro la fame 
e t (65) =2,49 con p=0,02 per le campagne a supporto della ricerca medica. 
Nello studio di cui abbiamo appena parlato è stato investigato se la volontà delle persone di 
supportare un progetto caritatevole fosse meno influenzata dall’effetto della vittima identificata 
quando gli individui erano esposti ad un programma di CRM rispetto a quando gli veniva 
chiesto di donare soldi. I risultati delle studio hanno mostrato che le persone non hanno una 
sensibilità diminuita nel valutare il numero di vite salvate quando valutano o scelgono tra 
prodotti che devolvono parte dei loro ricavi ad una causa sociale. Questi risultati sembrano 
suggerire che i programmi di CRM dovrebbero indurre le persone a focalizzarsi sul prodotto che 
stanno acquistando, riducendo di conseguenza il ruolo delle loro reazioni affettive nei confronti 
della causa sociale e delle vittime bisognose di aiuto. D’altra parte il risultato nella condizione 
della “campagne di raccolta fondi” ha mostrato che i partecipanti erano più inclini all’effetto di 
“psychophysical numbing”. 
La causa in sé e per sé può essere analizzata da varie angolazioni diverse, ma non è da 
sottovalutare il legame che questa può avere con il brand stesso; legame che può assumere un 
ruolo focale e che può influenzare pesantemente l’efficacia di un programma di CRM. Il legame 
(anche detto fit) è composto da vari elementi ed è forte (il fit è quindi alto) quando: i valori 
aziendali sono coerenti con la causa sociale dell’organizzazione no-profit; la causa sociale ha un 
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legame diretto con la tipologia di prodotto; l’azienda e la causa sostenuta condividono la stessa 
area geografica. Un alto fit (“high fit”) suggerisce che l’azienda sostiene una causa non solo per 
ragioni promozionali ma perché è attenta ai problemi sociali. Un basso fit (“low fit”), al 
contrario, implica che l’azienda e la causa non hanno una compatibilità di fondo che possa 
spiegare il motivo della partnership. Alcune ricerche condotte da Drumwright e Ellen (2010), 
però, in un certo qual modo, sconfessano quanto appena detto, portando come argomentazione il 
fatto che un’alta somiglianza tra prodotto e causa potrebbe far sì che il consumatore pensi che la 
compagnia sia motivata solo ad aumentare il profitto. Dunque la questione riguardante il fit 
rimane sostanzialmente insoluta; comunque sia, coloro che dovranno prendere decisioni in 
merito alla causa sociale da prendere a riferimento per un programma di CRM potranno rifarsi 
alla “scuola di pensiero” che riterranno più opportuna nei vari casi specifici che dovranno 
trattare. 
Per aumentare le probabilità di successo di una certa causa, sarebbe buona prassi occuparsi 
anche del fit tra la suddetta ed il cliente stesso. Ci sono 3 fattori che contribuiscono a definire un 
“high/low fit” tra causa e cliente: ‘cause type’; ‘cause scope’; ‘cause acuteness’. Dei fattori che 
abbiamo appena elencato, però, parleremo più approfonditamente nel prossimo capitolo. 
2.2. Caratteristiche del prodotto da collegare al programma di CRM 
Della tematica riguardante il prodotto che dovrebbe essere acquistato dai clienti per far sì che il 
programma di CRM abbia successo abbiamo già parlato, indirettamente, nel paragrafo 
precedente; ma cercheremo adesso di andare a trattare l’argomento più specificatamente. 
Il CRM è stato usato ampiamente attraverso vari tipi di prodotti (Strahilevitz & Myers, 1998). In 
una ricerca è stato distinto fra due tipi generali di prodotti basandosi sugli stati affettivi evocati 
(Ahtola, 1985; Babbin, Darden & Griffin, 1994; Dhar & Wertenbroch, 2000; Okada, 2005; 
Strahilevitz & Myers, 1998). Un tipo di prodotto è edonistico ed orientato al piacere, dove il 
consumo primariamente è provocato dal desiderio di piacere sensoriale, fantasia e divertimento. 
Anche termini come frivolo o decadente sono usati frequentemente per descrivere questi 
prodotti. Sono inclusi comportamenti come mangiare tartufi di cioccolato, andare al cinema e 
prendersi una vacanza. Prodotti con queste caratteristiche possono causare nei consumatori 
l’esperienza di un sentimento di colpa prima, durante e dopo l’acquisto (Kivetz & Simonson, 
2002; Strahilevitz & Myers, 1998). L’impulso per l’acquisto dell’altro tipo di prodotto è 
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finalizzato all’utilizzo che è motivato principalmente da un bisogno di base, un compito 
funzionale o una necessità pratica. Il consumo pratico come comperare una bottiglia di liquido 
lava-piatti, carta igienica o libri di testo raramente risulta correlato al piacere sensoriale o alla 
colpa. Strahilevitz e Myers (1998) suggeriscono che gli incentivi altruistici sono più efficaci con 
prodotti percepiti come frivoli che con quelli percepiti come pratici, perché i prodotti frivoli 
sono i più indicati per suscitare sia il piacere che la colpa, mentre i prodotti pratici raramente 
producono emozioni del genere. Viene proposto il concetto di “affect-based complementarity”, 
per il quale le emozioni stimolate da prodotti edonistici sono contrastate o controbilanciate dalle 
sensazioni ispirate dalle donazioni in beneficenza. Tuttavia, questo argomento ipotetico non è 
stato testato empiricamente attraverso misure correlate alle emozioni in nessun lavoro 
pubblicato. 
Strahilevitz (1999) ha esaminato l’interazione tra il tipo di prodotto e la dimensione 
dell’incentivo in termini dei loro ipotetici effetti sul fatto che un prodotto collegato ad un’opera 
di beneficenza sia preferito ad un prodotto meno costoso. Le persone solitamente scelgono un 
prodotto che offre una donazione rispetto ad un altro che offre uno sconto equivalente in soldi 
quando la donazione e la corrispondente differenza di prezzo sono relativamente piccole così 
come succede l’opposto quando sono relativamente grandi. Ha dimostrato anche che il tipo di 
prodotto può influenzare il CRM solamente con una dimensione della donazione relativamente 
grande. La ricerca è stata fatta per contribuire a questo filone di ricerca in evoluzione 
considerando due variabili: il framing (ammontare assoluto di dollari o percentuale del prezzo di 
vendita o percentuale del profitto) della donazione ed il livello di prezzo del prodotto promosso. 
E’ stato previsto che ognuna delle variabili moderi gli effetti del tipo di prodotto e 
dell’ampiezza della donazione sull’efficacia del CRM. 
Quando una persona desidera ridurre il sentimento negativo di colpa (dovuto all’acquisto di un 
bene frivolo) facendosi coinvolgere nel comportamento pro-sociale di supportare una causa, un 
ammontare assoluto di una donazione presenta un segnale euristico di esser sicuri 
dell’ammontare che va in beneficenza. Un segnale del genere può mitigare il sentimento 
negativo e rafforzare quello positivo. D’altra parte, le intenzioni d’acquisto sui prodotti pratici 
sono usualmente più razionali (Dhar & Wertenbroch, 2000). Un individuo può occuparsi dei 
segnali su questioni centrali rilevanti come le funzioni ed i benefici del prodotto. Quando i 
partecipanti sono forzati a stabilire un fondamento logico per la loro selezione, i “bias del 
framing” sono ridotti o eliminati (Miller & Fagley, 1991). Il pensiero in aumento minimizza la 
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suscettibilità di una persona nei confronti degli effetti del framing. Smith e Petty (1996) 
suggeriscono che quando i partecipanti esaminano informazioni su di una foggia accurata ed 
elaborata ad esempio, fanno meno attenzione ai segnali periferici o superficiali come il framing 
del messaggio. Quindi, il framing della donazione può essere meno significativo per i prodotti 
pratici che per quelli frivoli. Ordunque: il framing della donazione modererà gli effetti del tipo 
di prodotto sull’efficacia del CRM; comparati con gli incentivi della beneficenza nella forma 
della percentuale relativa di un prezzo di vendita, quelli formati in termini di dollari assoluti 
promuoveranno più efficacemente i prodotti frivoli che quelli pratici. 
Hess, Rogovsky e Dunfee (2002) hanno indicato che i consumatori spesso fronteggiano dei 
cosiddetti trade-off tra il loro desiderio di acquistare beni e il far donazioni in beneficenza. Certi 
trade-off di auto-esaltazione economica del consumatore in favore del desiderio morale di 
supportare cause di terze parti no-profit si verificano più spesso quando il prezzo del prodotto è 
basso. Se credono al prezzo basso del prodotto, può quasi sembrare come se la donazione sia a 
costo 0. Quindi, i consumatori tendono ad acquistare un prodotto correlato ad una causa quando 
il prezzo del prodotto è percepito come basso. Quando si ha di fronte un prodotto dal prezzo 
alto, i consumatori potrebbero esser meno propensi a sopportare il costo della donazione. Il 
prezzo alto dell’articolo potrebbe esser associato con la triste impressione che la società stia 
sfruttando la causa e che i consumatori farebbero meglio a dare un contributo diretto all’ente no-
profit, che comperare il prodotto attraverso il CRM. I consumatori potrebbero percepire la 
qualità del prodotto come bassa quando il prodotto dal prezzo alto è legato ad un incentivo 
caritatevole (Nowak, 2003). Berglind e Nakata (2005) hanno osservato che le campagne di 
CRM potrebbero diventare manipolative, incoraggiando i consumatori ad acquistare prodotti dal 
prezzo alto per arricchire le casse societarie. L’esistenza della critica di questo sfruttamento 
suggerisce che la mancanza di un interesse sincero per la causa da parte dell’impresa potrebbe 
indebolire l’efficacia del CRM (Gupta & Pirsch, 2006; Smith & Stodghill, 1994; Barone, 
Norman & Miyazaki, 2007). Infatti, lo scetticismo sulla realizzazione ed il cinismo sulle 
motivazioni della società potrebbero abbassare la fiducia nei confronti delle offerte di CRM 
(Webb & Mohr, 1998). Quindi, prodotti dal prezzo più alto con promozioni correlate a cause 
potrebbero essere meno efficaci di quelli dal prezzo più basso con la stessa dimensione della 
donazione. In conclusione, possiamo dunque affermare che gli incentivi della beneficenza con 
prodotti dai prezzi più bassi saranno più efficaci di quelli con prodotti dai prezzi più alti. 
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Un’ampiezza della donazione più grande con un prodotto dal prezzo più alto potrebbe suscitare 
più sospetti sul fatto che l’impresa abbia abusato della causa e potrebbe portare a del cinismo 
nei confronti della causa e del prodotto promosso. I consumatori potrebbero divenire meno 
propensi ad accollarsi un grosso fardello del costo del supportare la causa. Potrebbero persino 
desiderare di tenere il loro donar caritatevole separato dai loro acquisti perché il secondo 
supporta soprattutto le società. Un effetto di interazione tra prezzo del prodotto e dimensione 
della donazione è quindi il seguente: il prezzo del prodotto modererà gli effetti della dimensione 
della donazione sul CRM; gli effetti “boomerang” della grande dimensione della donazione 
saranno più forti quando il prezzo del prodotto è alto che quando è basso. 
Quando il prezzo del prodotto è basso, le donazioni inquadrate in dollari assoluti rappresentano 
un contributo piccolo, servendo come segnale euristico per i consumatori per esaminare le 
informazioni sulla donazione e facilitare le loro intenzioni di acquisto. Tuttavia, quando il 
prezzo del prodotto è alto, i consumatori potrebbero percepire le donazioni presentate in dollari 
assoluti come un costo alto. Presentare l’ammontare in dollari assoluti quindi si ritorce contro 
l’efficacia del CRM. Le donazioni presentate in un format percentuale aumentano le difficoltà di 
esaminare le informazioni e potrebbero peggiorare il focus sull’ammontare attuale della 
donazione. Di conseguenza, possiamo affermare quanto segue: il prezzo del prodotto modererà 
gli effetti del framing della donazione sull’efficacia del CRM; quando il prezzo del prodotto è 
basso, un ammontare donato presentato in termini di dollari assoluti sarà più efficace di uno 
presentato come una percentuale del prezzo di vendita; d’altra parte, quando il prezzo del 
prodotto è alto, un ammontare donato espresso come una percentuale del prezzo di vendita sarà 
più efficace di uno presentato in termini di dollari assoluti. 
2.3. Eventuali target preferenziali verso cui dirigere i programmi di CRM 
In fin dei conti, dirigere un intero programma di CRM verso un target preferenziale potrebbe 
risultare piuttosto complicato, ma, nel caso in cui non si voglia prendere in considerazione 
questa eventualità, prendere comunque coscienza dell’esistenza di gruppi di persone che 
potrebbero essere più ricettivi nei confronti del CRM può tornare utile a coloro che sono 
all’interno del campo del marketing. 
Varie ricerche hanno individuato nella generazione Y quella che dovrebbe essere più sensibile 
ai programmi collocati all’interno della “cerchia” del CRM. Per generazione Y si intende quella 
24 
 
nata tra il 1977 ed il 1994, per la quale è stato coniato anche il soprannome di Millenial 
Generation. Oltre al fatto di aver prove tangibili su di un generale impegno sociale molto 
pronunciato e una spiccata coscienza civica degli appartenenti al suddetto gruppo, non è poi da 
sottovalutare il potere di acquisto molto sostanzioso di questa generazione. Uno dei motivi per il 
loro impegno sociale potrebbe anche essere ricondotto al fatto di esser stati spettatori di 
numerosi disastri toccanti, che, appunto, si pensa li abbiano sensibilizzati nei confronti di simili 
tematiche (possiamo citare alcune tragedie dei nostri tempi a cui la generazione Y ha per forza 
di cose assistito: attentato alle Torri Gemelle; uragano Katrina; tsunami nel sud-est asiatico). 
Non c’è da dimenticare, inoltre, che Internet è un elemento fondante di queste persone e questo 
gli permette di essere continuativamente informati su tutto ciò che li circonda, e quindi anche 
sull’impegno sociale delle varie aziende. 
Come risultato dell’alto livello di informazione disponibile e della moltitudine di richieste per 
contributi sociali, i ricercatori suggeriscono che la generazione Y potrebbe essere più incline 
alla cosiddetta “compassion fatigue”. Quindi, sebbene siano socialmente consapevoli ed abbiano 
la volontà di essere coinvolti con le cause sociali, potrebbero non essere così abili nel 
distinguere tra le varie opere caritatevoli (Cui et al., 2003). La loro tendenza verso il valore 
dell’inclusione potrebbe forse proibire loro di distinguere tra le cause caritatevoli (Coates, 
2007). In aggiunta, l’importanza della loro autostima potrebbe forse essere una chiave della loro 
volontà di impegnarsi con organizzazioni caritatevoli. Comunque, per l’auto-direzionalità del 
loro coinvolgimento, la natura della beneficenza (e se la beneficenza esiste davvero) diventa 
meno importante dell’atto di aiutare, indicando una possibile enfasi più grande sull’attitudine 
del consumatore verso il comportamento di aiutare che sulla specifica attitudine verso l’oggetto, 
cioè la specifica causa caritatevole (Schiffman & Kanuk, 2009). 
La teoria dello scambio sociale (Bagozzi, 1975) e la teoria dell’equità (Walster & Berscheid, 
1978) sono qui rilevanti. Infatti, la teoria dello scambio sociale sostiene che lo scambio sia 
ancorato al self-interest. Il CRM diventa un comportamento preferibile a favore della società 
perché i consumatori ricevono il benefit intangibile del dare, il benefit tangibile dell’acquisto di 
un prodotto e quindi costi totali più bassi che con le donazioni tradizionali (Landreth, 2002). 
Inoltre, la teoria dell’equità suggerisce che gli individui sono spinti verso il comportamento a 
favore della società per la premessa sottolineata che la società premia gli individui se questi 
sono equi nelle loro relazioni con gli altri (Landreth, 2002). Partecipare ad una campagna di 
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CRM quindi rappresenta un comportamento sociale equo ed il rifiuto a partecipare indica una 
mancanza di volontà a farsi coinvolgere in equi comportamenti a favore della società. 
Comunque, il livello di coinvolgimento della generazione Y nel supportare cause e la loro 
volontà di cambiare brand in favore di aziende o brand che supportano cause rende questi 
consumatori un target di mercato importante per le campagne di CRM (Cone, Inc., 2008; 
Nowak, Thatch & Olsen, 2006; O’Donnell, 2006). Tuttavia, sorge la questione se le supposte 
attitudini positive della generazione Y nei confronti dell’aiutare gli altri e nei confronti delle 
organizzazioni caritatevoli come un modo per fare esperienza di emozioni positive grazie ad un 
comportamento a favore della società influenzino la loro volontà di farsi coinvolgere in 
comportamenti pro-sociali a prescindere dagli elementi dettagliati della campagna sociale. 
 
3. DIMENSIONI DEL CAUSE-RELATED MARKETING USATE NEL 
LAVORO 
Precedentemente sono state trattate innumerevoli dimensioni del CRM, ma in questa sede (nel 
nostro lavoro, appunto) non sarà possibile prenderle in considerazione tutte per motivi che 
diverranno palesi nel momento in cui, più avanti, nella nostra trattazione, parleremo in modo 
specifico di ciò che abbiamo fatto per arrivare a poter svolgere l’analisi dei contenuti7 (la cui 
“essenza” verrà specificata, anch’essa, successivamente). 
Nel capitolo appena conclusosi abbiamo accennato a 3 concetti, tutti caratterizzanti il tipo di 
causa che potremmo trovarci dinnanzi; ci riferiamo a ‘cause type’, ‘cause scope’ e ‘cause 
acuteness’; riteniamo che sia questo il momento di descriverli brevemente, dal momento che 
questi 3 fattori sono, in parte, introduttivi per le dimensioni prese da noi in considerazione nel 
nostro studio. 
Possiamo vedere nel ‘cause type’ due diramazioni di differenziazione: la prima è quella che 
contrappone i bisogni primari, quelli indispensabili per la sopravvivenza, ai bisogni secondari, 
che hanno a che fare con la qualità della vita; la seconda, guardando alla tipologia di causa 
inserita negli obiettivi sociali da parte dell’impresa, divide le cause sociali stesse in quattro 
                                                          
7 http://it.wikipedia.org/wiki/Analisi_del_contenuto. 
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ampie categorie (“health cause category”; “human services cause category”; “animal cause 
category”; “environmental cause category”). 
Il ‘cause scope’ si riferisce alla location della causa sostenuta dall’iniziativa di CRM; l’elenco 
seguente rappresenta le possibili aree di competenza di ogni causa sociale; partendo dalla 
cerchia al cui interno vi sono le cause correlate ad aree, in linea di massima, ristrette, arriviamo 
a quelle con aree di competenza vieppiù ampie: “local”; “national”; “international”. 
Il ‘cause acuteness’ differenzia le cause che sono a sostegno di disastri o catastrofi improvvise 
da quelle che sostengono tragedie on going, ovvero persistenti da tempo. 
Come abbiamo detto per le varie dimensioni del CRM messe da parte in prima battuta per la 
tipologia di studio da noi fatto, rimandando di addurne le motivazioni, così, di seguito, non le 
addurremo nemmeno per le dimensioni che sono state scartate in corso d’opera, riservandoci 
chiaramente di farlo al momento opportuno, cioè nella stessa sede in cui lo faremo anche per i 
motivi dell’esclusione collegati alle dimensioni non prese in considerazione sin dall’inizio. 
In un primo momento, avevamo preso in considerazione un certo numero di categorie per 
differenziare le parole da inserire all’interno del nostro dizionario (di cui parleremo 
successivamente), che può esser visto come il vero e proprio punto di partenza, nonché il focus 
centrale, per poter svolgere una buona analisi dei contenuti. Possiamo dire che la prima 
differenziazione era basata sulle 4 categorie, basantesi sul ‘cause type’, cioè: “health cause 
category”; “human services cause category”; “animal cause category”; “environmental cause 
category”. La seconda categoria, poi, comprendendo, almeno inizialmente, un gran numero di 
parole (numero che è andato poi assottigliandosi in svariate occasioni successive, anche per le 
altre categorie), era a sua volta suddivisa, prendendo come riferimento in prima battuta il 
concetto di ‘cause type’ relativo alla tipologia di bisogno, in bisogni primari e bisogni 
secondari; in seconda battuta, poi, la categoria dei bisogni primari era a sua volta suddivisa, e 
per far questo ci eravamo basati sul concetto di ‘cause acuteness’, in due cerchie: una 
contenente cause a sostegno di catastrofi improvvise e l’altra con al suo interno cause che 
sostengono tragedie ‘on going’. 
Abbiamo successivamente, nel corso del “nostro cammino”, accorpato varie categorie: la 
“animal cause category” e la “environmental cause category” sono andate a formare un’unica 
dimensione contenente tutto ciò che ha a che fare con il rispetto dell’ambiente in sé e per sé 
27 
 
(comprendendo anche i suoi “abitanti”, ovviamente, guardando sia alla flora che alla fauna, 
escludendo l’essere umano); la “health cause category” e la “human services cause category” 
hanno formato un’unica categoria, includente tutto ciò che concerne problemi riguardanti 
l’essere umano, e le varie suddivisioni dell’ultima classe, in un certo senso, sono scomparse, 
anche se la differenziazione basantesi sul concetto di ‘cause acuteness’, in un certo qual modo, è 
rimasta, ma non ha più riguardato solamente i bisogni primari, bensì tutte le categorie (abbiamo 
quindi rinominato le due dimensioni, sovrapposte alle altre, “short term” e “long term”; per 
sovrapposte intendiamo che le parole appartenenti alle due classi sono tutte già presenti nelle 
due macro-divisioni relative a “environmental cause” e “human cause”). 
Inoltre, c’era un’altra dimensione a sé stante, contenente parole collegate al CRM in senso 
stretto, che era stata tolta di mezzo in un secondo momento, ma che in un tempo successivo è 
stata reinserita nel nostro dizionario. 
3.1. Approfondimenti sul concetto di cause type 
Le quattro categorie di cause possono avere un effetto differente sulle attitudini e sulle 
intenzioni di acquisto. La “health cause category” e la “human services cause category” hanno 
un effetto più grande sull’attitudine nei confronti della causa rispetto alla “animal cause 
category” ed alla “environmental cause category”, quando la familiarità col brand e 
l’importanza della causa sono alte. Solamente la “human services category” ha un effetto più 
grande sull’attitudine nei confronti dell’alleanza, sia quando la familiarità col brand e 
l’importanza della causa sono alte, sia quando sono basse. Non ci sono sostanziali differenze fra 
le categorie di cause, né per l’attitudine nei confronti del brand, né per le intenzioni d’acquisto. 
Entriamo adesso nello specifico delle varie categorie di cause. Nel valutare le cause caritatevoli 
da parte del ‘National Center for Charitable Statistics’ (NCCS) e ‘The American Institute of 
Philanthropy’ (2011), queste cause, che dovrebbero probabilmente far parte di una campagna di 
CRM, rientrano all’interno di quattro categorie: “health”, “human services”, “animal” e 
“environmental”. La “health cause category” rappresenta tutte quelle cause che hanno a che fare 
con questioni di salute umana, come la ricerca su cancro, diabete, AIDS e prevenire i difetti alla 
nascita, per nominarne alcune. Cause come ‘The American Diabetes Association’ o ‘The March 
of Dimes’ sono rappresentative di questa categoria. La “human services cause category” 
rappresenta tutte quelle cause che hanno a che fare con altre questioni umane come assistenza 
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durante disastri, aiutare i senzatetto, o vittime di crimini o di piloti ubriachi. Cause come ‘The 
American Red Cross’, ‘Habitat for Humanity’, o ‘Mothers Against Drunk Driving’ ne sono 
degli esempi. La “animal cause category” rappresenta tutte quelle cause che hanno a che fare 
con qualsiasi questione relativa ad animali come la protezione ed i diritti degli animali o le 
questioni della crudeltà sugli animali. ‘The Humane Society’ e ‘The World Wildlife Fund’ 
(WWF) sono tipiche cause presenti all’interno di questa categoria. La “environmental cause 
category” rappresenta tutte quelle cause che hanno a che fare con questioni ambientali come 
salvare la foresta pluviale, proteggere gli oceani, fiumi e laghi, o preservare gli habitat per gli 
animali. ‘The Environmental Defense Fund’ o ‘The Ocean Conservancy’ sono rappresentative 
di questa categoria. 
Generalmente quando le persone fanno donazioni ad una causa specifica che non è parte di 
un’alleanza tra una causa ed un brand, è perché la causa è personalmente rilevante per loro o in 
concordanza con loro stessi (Bendapudi, Singh & Bendapudi, 1996; Chowdhury & Khare, 
2011). Tipicamente ciò implica che la questione colpisca la persona direttamente in qualche 
modo, ed è legato alla natura umana, come il fatto di donare a ‘The American Diabetes 
Association’ perché in famiglia c’è una storia di questa malattia o la persona è in questa 
condizione (Eagly & Chaiken, 1993). Ma la rilevanza personale spesso non è la ragione del 
perché le persone donano a cause meritevoli. Guardare una foto di un cane o un gatto che ha 
sofferto accanto a qualcuno potrebbe muovere quella persona a fare una donazione o suggerire 
ad un consumatore di comprare un brand che sta donando a quella causa. Nel CRM l’interesse 
principale per i consumatori è ancora il prodotto. La causa può allettare il consumatore a 
comperare un brand piuttosto che un altro, se pensa che la causa sia una di quelle meritevoli od 
importanti, ma spesso la causa non è personalmente rilevante per lui. Quando una causa non è 
correlata ad un brand, la rilevanza personale di quella causa per il consumatore ha un ruolo 
molto più importante nel determinare quale causa riceverà una donazione. 
 Lo scopo prefissato è di esplorare se il tipo di causa avrà un effetto più grande o più piccolo 
sulle percezioni dei consumatori nei confronti di ogni partner e dell’alleanza, così come sulle 
loro intenzioni di acquistare il brand. In particolare, si tenta di investigare se una causa dove gli 
esseri umani sono i principali beneficiari sia la scelta migliore come partner del brand. 
Nell’esaminare i 4 tipi di categorie di causa (human, health, environmental e animal), è evidente 
che 2 di esse sono correlate direttamente agli esseri umani. La teoria della categorizzazione di sé 
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suggerisce che i consumatori potrebbero essere più inclini a scegliere cause di una sfera con la 
quale si associano molto. Questo suggerisce che ad un livello superiore dell’io gli esseri umani 
si auto-categorizzano in base alla loro identità come essere umano, contrapponendosi alle altre 
forme di vita e non (Turner, Hogg, Oakes, Reicher & Wetherell, 1987; Turner, Oakes, Haslam 
& McGarty, 1994). In altre parole, gli umani si identificano di più e condividono un legame 
comune con altri umani, per i loro attributi comuni condivisi. Quindi, parrebbe che i 
consumatori si identifichino di più con una causa umana e che si approccino più positivamente 
nei confronti di un’alleanza di cui beneficino altri esseri umani rispetto ad una di cui beneficino 
degli animali o l’ambiente, quando gli viene data la possibilità di scegliere. In aggiunta, i 
consumatori dovrebbero essere più inclini ad acquistare un prodotto affiliato ad una causa i cui 
beneficiari sono altre persone. Questo è vero specialmente quando le altre persone sono in 
pericolo. Nel 2004, quando uno tsunami catastrofico colpì Sumatra, molti brand usarono il CRM 
per far donazioni in favore di cause di cui beneficiarono esseri umani, che fornirono servizi alle 
vittime. Molti consumatori videro il CRM come una via per aiutare nonostante non fossero 
personalmente danneggiati dall’evento, ma come se lo fossero dei loro compagni. Quindi, in 
definitiva, c’è da chiedersi: la “health cause category” e la “human services cause category” 
sono più efficaci sull’attitudine nei confronti del brand, sull’attitudine nei confronti della causa, 
sull’attitudine nei confronti dell’alleanza e sulle intenzioni di acquisto rispetto alla “animal 
cause category” ed alla “environmental cause category”? 
In aggiunta, precedenti ricerche hanno mostrato che la familiarità col brand e l’importanza 
percepita della causa possono giocare dei ruoli centrali nelle percezioni del CRM e dell’alleanza 
tra brand e causa e possono influenzare la probabilità di acquistare il brand (Lafferty, 2009; 
Laffery & Edmondson, 2009; Lafferty & Goldsmith, 2005). Tipicamente, brand più familiari 
instaurano partnership con cause percepite come altamente importanti per trarre vantaggio dalle 
attitudini positive preesistenti formate nei confronti di quelle cause (Eagly & Chaiken, 1993; 
Lafferty, Goldsmith & Hult, 2004). I brand più conosciuti si trovano dinnanzi ad una situazione 
più semplice per creare delle partnership con cause percepite come altamente importanti, così 
come lo sono ‘Susan G. Koman For the Cure’ o ‘The American Red Cross’, ed allo stesso 
tempo le cause importanti si trovano davanti ad una situazione più facile per ottenere una 
partnership con brand molto familiari. 
Dati per certi la popolarità del CRM ed il difficile clima economico, la maggior parte delle 
cause desidererebbe far parte di una campagna di CRM per la visibilità e le donazioni. 
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Comunque, le cause che sono percepite come meno importanti, sia per una mancanza di 
consapevolezza, sia per il tipo di causa che rappresentano, dovrebbero incontrare più difficoltà 
nel trovare un partner con un brand altamente familiare, così come un brand poco familiare 
dovrebbe aver più difficoltà nel trovare un partner rappresentante una causa molto importante. 
Quindi, l’accoppiamento di un brand molto familiare ed una causa poco importante o un brand 
poco familiare ed una causa molto importante sono poco comuni. Per esempio, ‘The March of 
Dimes’, una causa portata avanti da tanto tempo, percepita come altamente importante, che 
conduce ricerche su questioni di salute infantile e su difetti di nascita, ha delle richieste minime 
sulla tempistica nella quale l’azienda o il brand deve rimanere in affari con la causa e 
sull’ammontare minimo di donazioni che si aspetta di ricevere come partner. Preso atto di 
queste richieste, ci sono brand che dovrebbero essere incapaci di creare una partnership con 
questa causa. Ad oggi una partnership tra un brand poco familiare ed una causa poco importante 
può esistere, spesso perché sono incapaci di creare partnership con brand più conosciuti e con 
cause più importanti, e la categoria in cui si trova la causa può influenzare queste alleanze. 
Questo porta ad una seconda domanda: ci sarà una differenza nelle categorie di causa per una 
partnership tra un brand altamente familiare ed una causa molto importante, comparata ad una 
partnership tra un brand molto familiare ed una causa assai importante? 
Dunque, sono state stimate solamente le condizioni “brand altamente familiare/causa molto 
importante” e “brand scarsamente familiare/causa poco importante” per ognuna delle quattro 
categorie di cause. Quindi, nell’esperimento, di cui abbiamo finora parlato in maniera 
introduttiva, è stato utilizzato un disegno fattoriale misto 2 (“brand altamente familiare/causa 
molto importante” versus “brand scarsamente familiare/causa poco importante”) × 4 (categoria 
di causa: health, human services, animal, environmental).  
Prima di condurre l’esperimento vero e proprio, è stato completato un pretest per selezionare i 
brand e le cause che sarebbero stati usati nelle studio finale. 442 adulti non studenti sono stati 
intervistati sulla loro familiarità con vari brand di cereali e sulla loro percezione riguardo 
l’importanza di varie cause che fossero rappresentative delle 4 categorie di cause. I cereali sono 
stati scelti come il prodotto per l’alleanza tra brand e causa per il loro uso molto comune tra i 
rispondenti allo studio. Per assicurarsi che i risultati non dipendessero dal particolare brand 
usato, è stato deciso di usare 2 brand altamente familiari e 3 brand scarsamente familiari, 
insieme alle 8 cause. 
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I risultati ANOVA hanno mostrato che ci sono differenze significative nella familiarità col 
brand tra i 2 brand altamente familiari ed i 3 brand scarsamente familiari. Sono state trovate 
differenze significative anche tra le 4 cause molto importanti e le 4 cause poco importanti. 
E’ stato creato un totale di 8 annunci per il questionario online: 4 rappresentavano 
l’accoppiamento delle “condizioni alte” e gli altri 4 l’accoppiamento delle “condizioni basse”. I 
soli cambiamenti negli annunci erano il nome del brand di cereali, il nome e la descrizione della 
causa, così come il disegno di entrambi. La lunghezza del contenuto è stata tenuta costante; 
inoltre, tutti i brand di cereali e tutte le cause selezionati erano reali. 
La prima schermata conteneva le istruzioni generali; mentre quella successiva le domande sulla 
familiarità del brand e l’importanza della causa. Dal momento che erano usati brand e cause 
reali, la familiarità col brand e l’importanza della causa sono stati misurati prima 
dell’esposizione all’annuncio, per determinare i gradi di familiarità ed importanza dei due 
partner. 
L’annuncio che appariva sulla schermata successiva era seguito dalle misure per l’attitudine nei 
confronti del brand (AtBd), l’attitudine nei confronti della causa (AtCa), l’attitudine nei 
confronti dell’alleanza (AtAll) e le intenzioni di acquisto (PI). La schermata finale conteneva 
delle misure per informazioni demografiche. 
Per determinare l’impatto che la categoria di causa ha su AtBd, AtCa, AtAll e PI, è stata 
condotta una serie di 2 (accoppiamento di “condizioni alte” ed accoppiamento di “condizioni 
basse”) × 4 (‘cause type’) ANOVA. 
Per AtBd, mentre i risultati hanno mostrato che l’attitudine di un soggetto nei confronti del 
brand era significativamente più alta per l’accoppiamento delle “condizioni alte”, rispetto che 
per l’accoppiamento delle “condizioni basse”, non esistevano differenze significative tra le 
quattro categorie di cause, sia per l’accoppiamento delle “condizioni alte” che per quelle basse. 
Per AtCa, i risultati ANOVA hanno trovato un’interazione significativa a 2 vie con la categoria 
di causa. I risultati hanno mostrato che, con le “condizioni alte”, le medie per le categorie 
“health” e “human services” erano statisticamente più alte che per le categorie “animal” ed 
“environmental”. Comunque, con le “condizioni basse”, solamente la categoria “human 
services” era statisticamente più alta delle categorie “animal” ed “environmental”. Infatti, non 
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c’erano differenze statisticamente significative tra le categorie “animal”, “environmental” e 
“health”. 
Per AtAll, il rapporto di interazione a due vie tra “condizioni alte” e “condizioni basse” con la 
categoria di causa non era significativo. Comunque c’era un effetto principale per la categoria di 
causa. Questo indica che ci sono differenze nell'attitudine di un soggetto nei confronti 
dell’alleanza basate sulla categoria di causa, senza riguardo alle condizioni alte o basse. Per 
determinare in modo migliore dove fossero state riscontrate queste differenze, è stata condotta 
un’ANOVA solamente per la categoria di causa. I risultati hanno scoperto che la categoria 
“human services” era statisticamente più alta delle categorie “animal” ed “environmental”. 
Comunque, mentre la media della categoria “health” era più alta di quelle delle categorie 
“animal” ed “environmental”, questa non era differente statisticamente. 
Infine, mentre i risultati hanno trovato che la PI di un soggetto era significativamente più alta 
con le “condizioni alte” che con quelle basse, non c’erano differenze significative tra le 4 
categorie di causa. 
Per i risultati ottenuti, possono essere proposti dei tentativi di spiegazione, atti a far più 
chiarezza sull’argomento. 
Per AtBd, non c’erano differenze significative tra le categorie “health”, “human services”, 
“animal” ed “environmental”, né con “condizioni alte”, né con “condizioni basse”, suggerendo 
che il tipo di causa non era particolarmente rilevante nell’influenzare le percezioni dei 
consumatori nei confronti del brand. I risultati potrebbero essere una conseguenza delle attuali 
cause scelte per rappresentare le categorie di causa, o dei brand scelti, o anche della categoria di 
prodotto (cereali) con la quale le cause avevano una partnership. Ricerche precedenti hanno 
mostrato che la causa può accrescere l’attitudine nei confronti del brand (Lafferty et al., 2004). 
Tuttavia, questo studio suggerisce che la categoria di causa non è una chiave determinante per 
vedere quali cause saranno più efficaci per migliorare le attitudini nei confronti del brand. In 
altre parole, dal momento che le attitudini nei confronti del brand riflettono solamente delle 
percezioni del brand, le attitudini nei confronti di quest’ultimo dovrebbero essere migliorate 
maggiormente grazie ad una partnership con “The American Cancer Society”, che grazie ad una 
con “The Humane Society”. 
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Per AtCa, le categorie “health” e “human services” con le “condizioni alte” avevano un effetto 
più grande sulle attitudini nei confronti della causa, rispetto alle categorie “animal” ed 
“environmental”. Quando è stato chiesto di fissare direttamente le loro percezioni della causa 
nella partnership, è parso che i consumatori abbiano avuto attitudini più forti e favorevoli nei 
confronti di quelle cause di cui beneficiano le persone, rispetto a quelle di cui beneficiano gli 
animali o l’ambiente. Questo risultato è intuitivamente logico, dati i principi della teoria della 
categorizzazione di sé, che suggeriscono che la preoccupazione dei consumatori per altri esseri 
umani ha la precedenza rispetto alle categorie di causa “non-umane”. 
Per le “condizioni basse”, solo la categoria “human services” aveva un effetto 
significativamente più grande sull’attitudine nei confronti della causa, rispetto alle categorie 
“animal” ed “environmental”. L’effetto non significativo della categoria “health” sull’attitudine 
nei confronti della causa con le “condizioni basse” potrebbe essere una conseguenza della causa 
scelta nello studio. ‘Alpha One’, la causa poco importante legata alla salute, è una condizione 
ereditaria che spesso non è diagnosticata prontamente. La causa poco importante legata ai 
servizi umani, ‘Box Project’, incoraggia le famiglie che vivono nella povertà rurale in America 
a diventare auto-sufficienti attraverso aiuti materiali ed educazione. Anche se entrambe le cause 
sono scarsamente importanti rispetto alle cause altamente importanti, i rispondenti potrebbero 
riuscire a legare maggiormente con ‘Box Project’ e provare emozioni più forti nei confronti di 
questa causa riguardante i servizi umani, dati i segni più visibili e diffusi della povertà, 
comparata ad un malattia ereditaria meno tangibile. Tuttavia, anche in una partnership 
caratterizzata da “condizioni basse”, c’è una tendenza a provare emozioni più forti nei confronti 
di una categoria di causa (“human services”) di cui beneficiano le persone, impattando 
significativamente le attitudini nei confronti della causa. 
Per AtAll, ancora una volta, la categoria “human services” aveva un effetto più significativo 
rispetto a quelle “animal”, “environmental” e “health”, sia con le “condizioni alte” che con 
quelle basse. Mentre la categoria “health” non era statisticamente significativa per le categorie 
“animal” ed “environmental”, la media della prima era più alta di quelle di entrambe. Ancora 
una volta, la mancanza di significatività per la categoria “health” potrebbe essere una 
conseguenza della causa (‘Alpha One’) dello studio. Parrebbe che, date le condizioni di questo 
studio e le cause selezionate, sia che le condizioni siano alte o basse, c’è ancora una tendenza 
delle percezioni nei confronti dell’alleanza ad essere più grandi per una categoria di cause 
(“human services”) di cui beneficiano direttamente le persone. 
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Infine, le scoperte non significative per PI in entrambi i casi (“condizioni alte o basse”) indica 
che la categoria da cui proviene la causa non è particolarmente rilevante per il consumatore, 
quando va ad acquistare un prodotto. Mentre la causa che ha creato una partnership con il brand 
ha dimostrato di influenzare le intenzioni di acquisto (Lafferty & Edmondson, 2009), pare che 
sia la causa in sé stessa, e non la categoria che rappresenta, a determinare se il brand abbia più 
probabilità di essere acquistato. Quindi, le intenzioni d’acquisto potrebbero essere aumentate 
maggiormente da ‘The American Cancer Society’, invece che da ‘The Nature Conservancy’. 
L’influenza della categoria di causa sull’attitudine nei confronti della causa e dell’alleanza è 
logicamente data dal fatto che in entrambi i casi ai consumatori è stato chiesto di indicare le loro 
percezioni nei confronti della causa, sia a sé stante che nella partnership e quindi, valutando 
indirettamente la categoria da cui deriva. Per l’attitudine nei confronti del brand e le intenzioni 
d’acquisto, pare che ci sia una relazione più diretta con la causa in sé stessa e non una relazione 
indiretta con la categoria di causa, che potrebbe avere l’effetto più grande. Questo è simile agli 
effetti per il brand a sé stante comparato alla categoria di prodotto che hanno scoperto Cobb-
Walgren, Rubie & Donthu (1995). Nel loro studio, la caratteristica importante era più grande 
per i nomi del brand che per le categorie di prodotto. In definitiva, le persone sono state 
influenzate dal nome del brand quando hanno formato le loro attitudini nei confronti del brand 
ed hanno fatto i loro acquisti, non dalla categoria di prodotto (Geuens & DePelsmacker, 2011). 
Quindi, questo studio indica che lo stesso processo può esser visto probabilmente nel caso delle 
cause. 
Studi addizionali potrebbero testare categorie di prodotto differenti (altri beni non durevoli 
come del dentifricio, o beni durevoli come la TV), nonché cause diverse rappresentative delle 4 
categorie per determinare se i risultati sono robusti. 
Inoltre, lo studio si è focalizzato su brand altamente familiari in partnership con cause molto 
importanti e su brand scarsamente familiari in partnership con cause poco importanti. Valutare 
le posizioni estreme dovrebbe fornire una valutazione delle attitudini e delle intenzioni 
d’acquisto per le partnership più comuni; tuttavia, brand altamente familiari e cause poco 
importanti, nonché brand scarsamente familiari e cause molto importanti, sebbene poco 
frequenti, sono partnership possibili e le ricerche future potrebbero ambire a valutarle per vedere 
se si riscontrano alcune differenze inusuali. 
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Infine, mentre è stato determinato che la familiarità e l’importanza sono variabili importanti nel 
valutare l’efficacia del CRM e delle alleanze tra brand e cause, ci sono altre variabili che 
potrebbero avere un’influenza sulla rilevanza sulla categoria di causa. Alcuni di questi concetti 
includono: fit, “cause familiarity”, “brand donating behaviour”, “image congruity” e 
“attribution”. Ricerche future potrebbero analizzare questi od altri concetti per meglio valutare il 
ruolo della categoria di causa sul CRM e le alleanze tra brand e cause. 
3.2. Contrapposizione tra short term e long term 
I due concetti si ricollegano ad altri macro-concetti che riescono ad inquadrare il CRM nella sua 
interezza. Prima di parlare di quest’ultimi, abbiamo ritenuto opportuno spiegare a grandi linee 
cosa intendiamo quando usiamo espressioni come “short term” e “long term”. 
Ci riferiamo alla prima delle due espressioni in quei casi in cui le cause di cui stiamo parlando si 
occupano di problematiche sorte da breve tempo, se non all’improvviso, e che richiedono una 
certa celerità d’intervento; inoltre, per la loro stessa natura, non necessitano di tempistiche che si 
protraggono nel tempo per molto; avremo modo di fornire numerosi esempi di cause di questo 
tipo nel momento in cui parleremo delle parole facente parti del nostro dizionario rientranti nella 
categoria. 
Nel secondo caso, invece, siamo di fronte a situazioni diametralmente opposte; le cause di 
questo tipo si protraggono nel tempo, dal momento che le questioni che scaturiscono dai 
problemi ad esse legati non vengono ritenute risolvibili nel breve termine; quindi, parlando di 
cause simili, ci troviamo solitamente di fronte a questioni annose, comunque anche in questo 
frangente per gli esempi vale il discorso fatto per la categoria agli antipodi di questa. 
Inoltre, ci teniamo a ribadire il fatto che le cause appartenenti all’una o all’altra dimensione 
possono far parte di una qualsiasi delle 4 categorie (“health”; “human services”; 
“environmental”; “animal”), che sono state il focus del paragrafo precedente; è poi innegabile il 
legame che entrambe le dimensioni hanno col concetto, precedentemente trattato, di ‘cause 
acuteness’. 
E’ quindi giunto il tempo di trattare i macro-concetti che, come vedremo fra poco, arriveranno a 
contenere, fra le altre cose, anche i concetti di “short term” e “long term”. Sono 2, anch’essi, e 
possono anche esser visti come 2 prospettive di strategia di CRM; entrambe hanno ricadute sul 
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decision-making aziendale riguardante lo sviluppo della campagna. La logica strumentale del 
CRM si focalizza sull’attrarre l’attenzione dei consumatori per generare vendite. La logica 
relazionale del CRM, invece, si focalizza sul costruire relazioni con i vari target di stakeholder 
attraverso l’accrescimento della legittimità dell’impresa. Dalla combinazione delle due logiche 
scaturiscono 4 tipi di CRM: altruistico, commerciale, sociale ed integrativo. Per ogni tipologia 
di CRM devono essere considerati i vari elementi differenzianti: “campaign duration”, 
“geographical scope”, “cause selection” e “implementation strategy”. 
Già da certe descrizioni dei soggetti aziendali in questione, possiamo avere un sentore del 
legame tra i 2 macro-concetti ed il dualismo tra “short term” e “long term”. Il cliente finale 
viene descritto come segue: “a commercial entity seeking to satisfy short term, material needs 
through consumption behaviours” (Smith et al., 2010). I restanti stakeholder, invece, hanno la 
seguente descrizione: “concerned about a firm’s social and environmental impacts” (Smith et 
al., 2010). I clienti finali, comunque sia, indosseranno il “cappello dello stakeholder” quando 
interpreteranno il ruolo di un cittadino, un genitore, un impiegato, un membro della comunità, o 
un membro di un “villaggio globale” con una missione a lungo termine per il futuro del pianeta 
(Jocz & Quelch, 2008; Pirsch et al., 2007). 
In un certo senso, dalla prospettiva della logica strumentale del CRM, sono prese in 
considerazione solamente le interazioni economiche tra il business ed il bene sociale. Possiamo 
anche affermare che il principio focale per creare una campagna di CRM sotto la logica 
strumentale è trovare la causa “perfetta”, capace di generare la risposta più forte da parte dei 
clienti finali. 
Secondo la logica relazionale, l’aspettativa di legittimità è simile ad un contratto sociale, che 
regola come dovrebbero apparire e comportarsi entrambe le parti, con riguardo alle varie 
attività. Questo implica che l’azienda deve onorare questo accordo reciproco (contratto sociale) 
imposto dai suoi stakeholder. Un buon esempio di CRM, designato perlopiù usando la logica 
relazionale del CRM, è Nationwide con la sua campagna ‘Nationwide Education’. In questo 
programma, Nationwide ha l’obiettivo di formare volontari che siano portatori di un’educazione 
finanziaria imparziale ed indipendente per le comunità del Regno Unito (Nationwide, 2011), e 
di comunicare le sue azioni ai suoi stakeholder attraverso il marketing (creando un sito 
specifico, pubblicità). Come un istituto di credito fondiario che provvede ad un ampio range di 
servizi e prodotti finanziari. L’azione di Nationwide è sviluppata per incontrare le aspettative 
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degli stakeholder su cosa dovrebbe fare un servizio finanziario aziendale. C’è stato uno 
spostamento di enfasi nella visuale relazionale del management, legato al fatto che gli 
stakeholder dell’azienda si sono trovati coinvolti in un network interconnesso di relazioni 
(Ferrell et al., 2010; Mish & Scammon, 2010; Payne et al., 2005) e, in qualsiasi tipo di 
transazione dell’attività, le persone, quindi, spesso hanno ricevuto benefici dagli scambi di 
mercato che vanno oltre i benefici commerciali base. Questa prospettiva di CRM, che si 
focalizza sullo sviluppo di una strategia di CRM che dissemini la performance di attività il cui 
focus siano delle iniziative sociali, che dimostri che un’impresa stia operando all’interno dei 
confini imposti dagli stakeholder, sviluppando quindi relazioni di fiducia a lungo termine con 
loro (Liston-Heyes & Liu, 2010), si riferisce appunto alla logica relazionale di CRM. 
I 4 tipi di CRM, che abbiamo accennato precedentemente, rappresentano differenti 
combinazioni di valori estremi (“high” vs. “low”) della logica strumentale e di quella 
relazionale del CRM. 
La combinazione di logica relazionale e logica strumentale, con entrambe basse, dà luogo al 
CRM altruistico. L’emergere di questa tipologia è stato largamente legato all’obiettivo non 
intenzionale o di impegnarsi per delle entrate o di costruire delle relazioni con gli stakeholder. 
Un tipico CRM altruistico può essere iniziato da un’impresa o anche da un singolo impiegato 
che vuol far qualcosa di buono per la comunità (fare donazioni), senza neppure immaginare i 
potenziali benefici di marketing di queste attività. In qualche modo, la parola su certe attività si 
diffonde e attrae l’attenzione dei media che pubblicizza questi sforzi. Conseguentemente, 
l’impresa ottiene dei benefici di marketing da queste attività, come se avesse condotto una 
campagna pianificata di CRM “al primo colpo” e, in occasioni successive, continua ad investire 
più risorse in certe attività, dal momento che ha beneficiato di un ritorno positivo da esse in 
passato. 
L’incrocio tra logica strumentale alta e logica relazionale bassa di CRM crea il CRM 
commerciale. Il forte bisogno di un approccio strumentale potrebbe esser legato principalmente 
ad un’alta domanda di risultati nel campo del marketing, o ad un desiderio di migliorare la 
reputazione aziendale nel breve termine. In una “prima forma”, l’impresa vuole ottenere risultati 
immediati (aumentare le vendite) dalla sua campagna di CRM, e così delinea delle campagne 
per attrarre clienti ed aumentare le loro intenzioni d’acquisto (Kropp et al., 1999; Larson et al., 
2008). Per esempio, Innocent Drinks, il cui business primario è produrre smoothie premium ed 
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acqua primaverile aromatizzata, ha lanciato una campagna di CRM di 6 settimane nel 2007 per 
la quale, per ogni “woolly hat-wearing smoothie” venduto nei negozi di Sainsbury e negli Eat 
Cafe a livello nazionale, Innocent donava 50 penny ad Age Concern. La campagna ha 
incrementato significativamente le vendite di Innocent Drinks in quelle 6 settimane (Innocent 
Drinks, 2011). In una “forma più recente”, l’azienda ha identificato una causa ben nota, che può 
stimolare facilmente le emozioni delle persone, ed ha delineato una campagna di CRM per 
ottenere i benefici derivanti dal supportare la causa. Per esempio, British Telecommunication ha 
collaborato con il Disasters Emergency Committee per creare un call center che avrebbe potuto 
rispondere immediatamente durante i disastri naturali, provvedendo immediatamente a 
comunicare il tutto a delle agenzie di aiuto, ai media ed alle famiglie, così come per accumulare 
fondi per assistenza ai disastri, ricostruzioni e riabilitazioni, ottenendo un’aumentata 
soddisfazione del cliente ed una reputazione migliorata (BT, 2011).  
Il CRM sociale accomuna una logica relazionale alta ed una logica strumentale bassa del CRM. 
L’aspetto principale da organizzare dietro il delineare questo tipo di campagna di CRM è quello 
di enfatizzare il suo ruolo nei gruppi di stakeholder dell’azienda e di puntare a stabilire una 
relazione duratura con loro. Per esempio, la John Lewis Partnership ha lanciato innumerevoli 
programmi nel Newcastle-on-Tyne (nel Regno Unito), prefissandosi di rafforzare il suo legame 
con la comunità locale, includendo il Newcastle Community Liaison Programme, che aveva 
l’obiettivo di offrire un supporto al vicinato svantaggiato e di indirizzare le questioni identificate 
dai suoi residenti. Questa ha programmato un range di attività per aiutare la comunità locale a 
superare le barriere e per intraprendere azioni positive atte a migliorare le loro vite (John Lewis, 
2010), mentre il Fit for Our Future Programme si focalizza sullo sviluppo degli impiegati, 
attuali e futuri, nella regione di Newcastle (John Lewis, 2010). Usando i due programmi, di cui 
abbiamo appena parlato, la John Lewis Partnership rafforza la sua connessione con i membri 
della comunità nella regione di Newcastle, dimostrando, con i suoi investimenti nella comunità, 
di supportare le cause locali. Sebbene alcune persone nella regione saranno influenzate dai 
movimenti dell’azienda e sceglieranno di acquistare i prodotti dai punti vendita dell’azienda, 
tuttavia, lo scopo di queste campagne è quello di migliorare il legame con la comunità, 
principalmente (uno dei gruppi di stakeholder dell’impresa), invece che influenzare le decisioni 
di consumo dei clienti. 
La campagna di CRM integrativo tratta sia la logica relazionale, che quella strumentale di CRM, 
entrambe alte. Il focus della campagna non è solamente quello di influenzare le decisioni di 
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acquisto dei consumatori, ma anche quello di puntare a stabilire legami continui con i 
consumatori e gli stakeholder. Più specificamente, la delineazione della campagna di CRM 
dovrebbe incorporare entrambe le richieste di consumatori e stakeholder, nonché puntare a 
creare valore sia per l’azienda che per la società (Mish & Scammon, 2010; Wu & Hung, 2007). 
Per esempio, Tesco ha donato più di 100 milioni di dollari in equipaggiamenti per computer alle 
scuole attraverso il suo programma di CRM “Computer for Schools”, che ha operato sulla base 
di ritiri di buoni, con i consumatori che ricevevano un buono per ogni 10 dollari spesi in negozio 
(Tesco, 2011). Questo schema di CRM permette a Tesco di costruire legami con la comunità e 
le scuole locali, e di premiare la fedeltà dei clienti, nonché di aumentare le intenzioni di acquisto 
dei clienti, quando fanno shopping nei negozi Tesco, o quando scelgono quest’ultimi come loro 
destinazione per lo shopping (Adkins, 1999; Van den Brink et al., 2006). Questa campagna di 
CRM non solo ha un appeal con gli stakeholder di Tesco (membri della comunità), attraverso il 
supporto attivo della comunità locale, ma attrae anche l’attenzione dei suoi clienti, in modo tale 
che acquistino nei negozi Tesco. In altre parole, Tesco ha espanso i suoi confini di marketing 
attraverso la sua campagna di CRM, incorporando sia le richieste dei consumatori che quelle 
degli stakeholder dell’impresa. Quindi, campagne di diversa lunghezza sono al servizio di 
propositi strategici differenti. 
La durata della campagna, in questo caso, si riferisce al lasso di tempo del programma di CRM, 
che può anche esser visto come la lunghezza del legame tra l’impresa e la causa. La questione 
della durata è stata trattata frequentemente nella letteratura sul CRM (Mohr et al., 2001; Tangari 
et al., 2010). Strahilevitz (1999) ha proposto che le tattiche di CRM potrebbero offrire qualche 
volta il beneficio di far salire le vendite immediatamente, nel breve termine. Il punto di forza di 
usare un programma di marketing temporaneo è il fatto che offre grande flessibilità con riguardo 
alle tattiche di corporate marketing (Gupta, 1998). All’opposto, i benefici di un programma di 
marketing continuo sono il fatto di poter evidenziare l’associazione col brand ed il fatto di 
aumentare la rievocazione nei consumatori (Mela et al., 1997).  
Una ricerca sulle questioni di cui abbiamo appena parlato ha cercato di evincere un buon 
numero d’informazioni sull’argomento in questione; i soggetti intervistati fanno parte della 
categoria dei manager, sia di aziende che di NPO britanniche. Per quanto riguarda le prime, 
sono tutte all’interno della lista del London Stock Exchange; le seconde sono invece quelle che 
sono state trovate all’interno dei report annuali delle aziende, come partner di CRM di 
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quest’ultime. Di seguito riporteremo alcune informazioni sull’argomento, risultanti della 
suddetta ricerca, basata su interviste. 
In termini di CRM altruistico, l’82% dei rispondenti indica che molte campagne di questo tipo 
iniziano con una donazione una tantum da parte di un’impresa ad una NPO, e che dopo si 
espandono in collaborazioni con una tempistica più lunga e che attraversano più settori, una 
volta che le campagne diventano di successo (77% dei rispondenti). La ragione per questo tipo 
di comportamento è che l’azienda non ha voluto lanciare una campagna di CRM alla prima 
occasione. Le imprese potrebbero supportare casualmente uno sparuto numero di NPO locali su 
una base di una donazione una-tantum, come un modo per dimostrare il loro coinvolgimento 
nelle iniziative della comunità. Una volta che il valore di marketing è reso palese, il team 
management della società inizia a considerare la possibilità di rilanciare questo schema come 
una campagna di CRM e di sviluppare una collaborazione di più lungo termine con le NPO. 
Per il CRM commerciale, il risultato mostra che i manager delle aziende sono in favore di 
campagne di CRM basate sul breve termine (70% dei rispondenti) e che preferiscono cambiare i 
loro partner nel “mondo delle NPO” regolarmente (79% dei rispondenti). Questo è perché un 
programma di CRM “short-term” rende possibile per le aziende reagire velocemente alle 
condizioni del mercato. Per ottenere un ritorno nel breve periodo usando una campagna di 
CRM, come suggeriscono Hamiln e Wilson (2004), il focus di stabilire un grado di fit tra il 
prodotto e la causa ha un effetto significativo sulla valutazione dei prodotti da parte delle 
persone. Un programma temporaneo di CRM offre alle aziende anche un modo veloce e facile 
per crearsi un’immagine sociale, prendendo come target un gruppo particolare di consumatori 
con una preferenza particolare per una causa specifica. 
L’85% dei rispondenti indica che i programmi di CRM di più lungo termine possono far 
ottenere una consistente immagine del brand nei confronti dell’audience preso come target e 
possono far sì che quest’ultimo lo riconosca più facilmente. Questo può aumentare la 
confidenza delle persone nei confronti del contenuto di un messaggio che un’impresa sta 
tentando di trasmettere. La campagna di CRM sociale adotta questo concetto, rimanendo in una 
relazione collaborativa “long-term” con una, od un piccolo gruppo di cause, in una campagna di 
CRM (79% dei rispondenti). Il pubblico ha avuto una chiara preferenza per il coinvolgimento 
continuo delle imprese in iniziative sociali, e questo coinvolgimento influenza comportamenti 
favorevoli delle persone nei confronti dell’impresa. Una campagna di CRM di lungo periodo 
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aiuterà le imprese ad ottenere legittimità, dimostrando una persistenza nel coinvolgimento in 
certe attività sociali. Questo aggiunge consistenza ai loro messaggi di CRM e trasforma i loro 
programmi di CRM in un efficiente strumento capace di costruire relazioni, che le aiuta a 
mantenere la fiducia dei loro stakeholder. 
La campagna di CRM integrativo ha un’ampia collezione di progetti separati e strettamente 
correlati, che variano in termini della loro durata e che hanno l’obiettivo di attrarre l’attenzione 
dei clienti e degli stakeholder allo stesso tempo (90% dei rispondenti). In questo tipo di CRM, 
lunghezze differenti della campagna sono al servizio di propositi strategici diversi. L’87% dei 
rispondenti indica che la pubblicità “short-term” e le campagne di CRM atte a promuovere le 
vendite hanno lo scopo di attrarre l’attenzione dei clienti e di influenzare le loro intenzioni 
d’acquisto nei confronti dei prodotti dell’impresa. Dall’altro lato, una collaborazione di lungo 
termine attraverso dipendenti volontari dimostra il loro coinvolgimento con l’iniziativa sociale e 
spera di rafforzare il legame dell’azienda con i suoi stakeholder. 
Da quanto abbiamo detto, inoltre, si evince che il CRM non parla solamente di imprese che 
fanno la “cosa giusta”, ma anche di usare le tecniche di marketing per comunicare alle persone 
le “cose giuste” che sta facendo l’azienda. 
C’è da dire, comunque, che le percezioni di un legame “long-term” potrebbero differire da un 
periodo all’altro, quindi possiamo consigliare ai ricercatori del futuro di tentare di esplorare 
questa questione più approfonditamente, quando verrà il momento. 
 
4. METODOLOGIA 
All’interno del capitolo metodologico verranno trattate nel dettaglio le tematiche relative ai 
metodi utilizzati nella nostra ricerca. Quest’ultima verte attorno alla già citata analisi dei 
contenuti. 
Precedentemente sono stati fatti molti rimandi al presente capitolo; la sede, in cui le tematiche di 
cui non si è potuto parlare in precedenza verranno illustrate, sarà il secondo paragrafo. 
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Diamo di seguito una breve descrizione dei contenuti dei 2 paragrafi componenti il capitolo in 
questione: nel primo verrà fatto un breve excursus dell’analisi dei contenuti in sé e per sé, anche 
da un punto di vista storico per così dire, sebbene, in fin dei conti, si tratti di un’esauriente 
spiegazione del funzionamento del metodo in generale, per la quale ci serviremo anche di 
esempi; nel secondo, invece, spiegheremo nel dettaglio quel che noi abbiamo effettivamente 
fatto, all’interno del campo dell’analisi dei contenuti ovviamente, esternando anche quel che ci 
ha guidato nelle nostre scelte, nonché dando delle motivazioni nel momento in cui ci siamo 
trovati costretti a dover fare delle inevitabili “rinunce”, sia ex-ante che in corso d’opera. 
4.1. Analisi dei contenuti 
Nel tempo, sono state date molte definizioni di ‘content analysis’; definizioni che sono nate nei 
“campi” più disparati, anche molto distanti da quello della ricerca sul consumatore: scienze 
politiche, giornalismo, psicologia sociale, ricerca sulle comunicazioni e analisi sulla propaganda 
politica. 
Di seguito, elencheremo una serie di definizioni sull’argomento: 
 “content analysis is a research technique for the objective, systematic, and quantitative 
description of the manifest content of communication” (Berelson, 1952); 
 “latent content as well as manifest content may be examined by content analysis, a series of 
judgments or description made under specifically defined conditions by judges trained in the 
use of objectively defined criteria” (Fearing, 1954); 
 “the term content analysis is used here to mean the scientific analysis of communication 
messages…the method is, broadly speaking, the scientific method, and while being catholic 
in nature, it requires that the analysis be rigorous and systematic” (Barcus, 1959, come citato 
in Holsti,1969); 
 “content analysis is a phase of information-processing in which communications content is 
transformed, through objective and systematic application of categorization rules, into data 
that can be summarized and compared” (Paisley, 1969); 
 “content analysis is a systematic technique for analyzing message content and message 
handling – it is a tool for observing and analyzing the overt communication behavior of 
selected communicators” (Budd, Thorpe & Donohew, 1967); 
43 
 
 “content analysis, while certainly a method of analysis, is more than that; it is a method of 
observation; instead of observing people’s behavior directly, or asking them to respond to 
scales, or interviewing them, the investigator takes the communications that people have 
produced and asks questions of the communications” (Kerlinger, 1964); 
 “content analysis will not tell us whether a given work is good literature; it will tell us 
whether the style is varied…it will not tell us whether a paper is subversive; it will tell us if 
the contents change with party line…it will not tell us how to convince the Russians; it will 
tell us what are the most frequent themes of Soviet propaganda” (Lasswell, Lerner & Pool, 
1952). 
Da quanto affermato nelle varie definizioni, si evince che le caratteristiche distintive dell’analisi 
dei contenuti sono che quest’ultima deve essere oggettiva, sistematica e quantitativa. 
Comunque, oltre a questo excursus di definizioni “storiche” in cui ci siamo immessi, possiamo 
dire che l’analisi del contenuto è una tecnica di ricerca che mira ad ottenere inferenze replicabili 
e valide da testi (o altro materiale significativo), all’interno dei contesti in cui si trovano. 
Tornando a quanto detto sulle caratteristiche distintive della ‘content analysis’, tentiamo adesso 
di far comprendere cosa si intenda con esse. 
Il requisito dell’oggettività vuole assicurarsi del fatto che le categorie dell’analisi siano definite 
così precisamente che analisti diversi potrebbero applicarle allo stesso corpo di contenuti, 
assicurandosi gli stessi risultati (Berelson, 1952). Riprendendo il pensiero di Holsti (1968), 
l’oggettività implica che tutte le decisioni siano guidate da un set di regole esplicito, che 
minimizzi (sebbene probabilmente non la elimini mai completamente) la possibilità che i 
risultati riflettano le predisposizioni soggettive dell’analista, al posto del contenuto dei 
documenti sotto analisi. Questo requisito dell’oggettività fornisce statura scientifica all’analisi 
del contenuto e la differenzia dalla critica letteraria. 
Sistematicità significa che l’inclusione e l’esclusione del contenuto delle comunicazioni e delle 
categorie di analisi sono fatte in accordo con regole applicate coerentemente (Holsti, 1969). 
Questo requisito è tenuto a eliminare un’analisi parziale ed influenzata, nella quale sono 
selezionati solamente quegli elementi nel contenuto che si adattano alla tesi dell’analista. 
Chiaramente, il requisito elimina l’analisi in cui sono ammessi come prova solamente i materiali 
44 
 
che supportano le tesi del ricercatore. Il secondo significato di sistematicità è che l’analisi deve 
essere delineata per assicurare dati rilevanti ad un problema scientifico o ad un’ipotesi 
(Berelson, 1952). I risultati devono avere rilevanza teoretica e devono, inoltre, essere 
generalizzabili. Informazioni puramente descrittive sul contenuto, non correlate ad altri attributi 
sono di poco valore. Un dato sul contenuto di comunicazioni è senza significato finché non è 
collegato ad almeno un altro dato; il link tra questi è rappresentato da una qualche forma di 
teoria. Quindi tutta l’analisi dei contenuti è interessata dal confronto, il tipo di confronto che è 
stato imposto dalla teoria del ricercatore (Holsti, 1969). 
Il requisito della quantificabilità è forse la caratteristica maggiormente distintiva dell’analisi del 
contenuto. La quantificabilità dei giudizi distingue la ‘content analysis’ dall’ordinaria lettura 
critica. La misura dell’estensione dell’importanza o l’omissione di qualsiasi categoria analitica 
data è tutto quello di cui tratta l’analisi dei contenuti. Sebbene alcuni ricercatori equiparassero la 
quantificabilità con un rigoroso conteggio di frequenza (Leites & Pool, 1942, come citato in 
Lasswell, Leites & Associates, 1949; Janis, 1933) e con l’assegnazione di valori numerici 
(Kaplan & Goldsen, 1949), questa pretesa è forse troppo rigida e non necessaria (Kracauer, 
1952). Berelson (1952) sente che il requisito della quantificabilità può prendere la forma di 
parole quantitative come “more”, “always”, “increases”, o “often”. Quel che è implicito in 
questo requisito è che il dato sia trattabile dai metodi statistici non solamente per un riassunto 
preciso ed avaro dei risultati, ma anche per l’interpretazione e l’inferenza. Se il metodo statistico 
coinvolto richiede dati parametrici o non parametrici, o nominali, o ordinali, o scale di 
intervallo, non è rilevante. 
Riassumendo, l’analisi del contenuto è una descrizione scientifica, oggettiva, sistematica, 
quantitativa e generalizzabile del contenuto delle comunicazioni. Comunque, possiamo 
affermare che l’analisi dei contenuti non è migliore delle sue categorie, finché queste riflettono 
il pensiero formulato, le ipotesi e lo scopo dello studio. In fin dei conti, le categorie sono lo 
schema concettuale del disegno di ricerca. 
Il problema della direzione è probabilmente una delle questioni più frustranti, che il ricercatore 
deve fronteggiare, perché è una delle aree in cui l’elemento della soggettività è difficile da 
controllare ed impossibile da eliminare completamente (Budd, Thorp & Donohew, 1967). La 
direzione si riferisce al trattamento “pro” o “contro” della materia di studio. Fondamentalmente, 
questa pone la seguente domanda: la comunicazione è a favore o contro il particolare 
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argomento, o è neutrale? Nella letteratura sono stati usati vari sinonimi al posto di “pro” e 
“contro”, presumibilmente riflettenti le differenze negli specifichi materiali analizzati: 
indulgenza-privazione, approvazione-disapprovazione, favorevole-sfavorevole, positivo-
negativo, a favore-contro, e ottimista-pessimista. Ovviamente, la ‘content analysis’ può esser 
più produttiva quando è capace di mostrare la direzione – o la mancanza di essa. “Sebbene la 
direzione sia una caratteristica comunemente riconosciuta del contenuto delle comunicazioni, 
non è sempre analizzabile in modo oggettivo. Molto passaggi testuali non sono chiaramente pro, 
o contro, o neutrali; la linea di demarcazione è spesso indistinta” (Berelson, 1952). 
Dal momento che la soggettività dei ricercatori deve essere minimizzata per ottenere una 
descrizione sistematica ed oggettiva del contenuto delle comunicazioni, la questione 
dell’affidabilità diventa primaria. L’affidabilità, o riproducibilità, è una delle caratteristiche 
distintive dell’analisi del contenuto, che fa sì che questa si contrapponga ad altre tecniche di 
descrizione del contenuto di comunicazioni. “L’importanza dell’affidabilità si basa sulla 
certezza da essa fornita sul fatto che i dati ottenuti siano indipendenti dall’evento misurato, dallo 
strumento per misurare, o dalla persona che misura” (Kaplan & Goldsen, 1949). L’importanza 
della misura dell’affidabilità delle categorie dipende dall’abilità dell’analista nel formularle e 
nel presentarle ai giudici competenti con delle definizioni allegate, in modo tale che quest’ultimi 
siano d’accordo su quali voci di una certa popolazione appartengano ad una categoria e quali no. 
Se questo scopo non può essere raggiunto (e le altre risorse del disaccordo sono controllate), la 
comprensione della categoria come specificata non è sufficientemente chiara per un uso 
scientifico (Schultz, 1958). 
Un altro criterio per valutare la qualità di uno studio è la validità. Questa è definita come il 
grado che valuta quanto uno strumento misura quel che desidera misurare. Nel campo 
dell’analisi del contenuto, la scelta delle categorie e delle unità di contenuto aumentano o 
diminuiscono la probabilità di inferenze valide. 
Insomma, per giungere al dunque di quanto è stato detto, da un punto di vista teorico, la ‘content 
analysis’ è uno strumento scientifico, che, come tecnica di ricerca, fornisce nuove intuizioni, 
aumenta la comprensione di particolari fenomeni da parte del ricercatore, o forma azioni 
concrete. 
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Tornando al discorso della quantificabilità, c’è da dire che, sebbene essa sia importante per 
molti sforzi scientifici, i metodi qualitativi si sono dimostrati ugualmente di successo, 
particolarmente nelle analisi politiche della propaganda estera, nei giudizi psicoterapeutici, nella 
ricerca etnografica, nell’analisi di conferenze, e, abbastanza stranamente, nell’analisi di testo di 
computer. 
Inoltre, quando si parla del contenuto manifesto (Berelson) del testo, il termine stesso 
(“manifesto”) non è poi così soddisfacente, poiché quel che è analizzabile dall’analisi del 
contenuto non è solamente il suddetto in sé e per sé, ma un qualcosa di più, e crediamo sia una 
frase di Gerbner (1985) “l’indiziata” capace di farci capire di cosa si tratta: “mass-media 
messages carry the imprint of their industrial producers”. Gerbner, quindi, va oltre la nozione di 
Berelson, suggerendo che i messaggi dei mass-media sono rivelati dai calcoli statistici sui loro 
contenuti. Shapiro e Markoff (1997) danno una definizione di analisi del contenuto che può 
aiutarci a capire meglio quanto detto: “any systematic reduction of text (or other symbols) to a 
standard set of statistically manipulable symbols representing the presence, the intensity, or the 
frequency of some characteristics relevant to social science”. 
Non è da sottovalutare, poi, che le caratteristiche del testo possono influenzare la definizione 
dell’analisi del contenuto, e del primo ci sono appunto varie cose da dire: i testi non hanno 
qualità oggettive (cioè, che siano completamente indipendenti dal lettore); questi non hanno 
singoli significati, che possano essere “trovati”, “identificati” e “descritti” per quel che sono; i 
significati evocati dai testi non hanno bisogno di essere condivisi; i significati (i contenuti) 
parlano a qualcos’altro invece che ai testi dati, anche nel momento in cui la regola suggerisce 
che i messaggi li “contengono” o che i testi li “possiedono”; i testi hanno significati relativi a 
particolari contesti, andamenti, o scopi; la natura del testo richiede che l’analista dei contenuti 
disegni delle inferenze specifiche da un corpo di testi al loro contesto prescelto (dalla stampa a 
cosa significa quel materiale stampato per i loro utilizzatori particolari, da come gli analisti 
considerano un corpo di testi a come i pubblici sono influenzati da quei testi, da dati reperibili a 
fenomeni non osservati). Quindi, la nostra definizione di analisi del contenuto rende il fare 
inferenze il pezzo centrale di questa tecnica di ricerca. Da ciò scaturisce la seguente 
affermazione: “content analysis is a method for inquiring into social reality that consists of 
inferring features of a nonmanifest context from features of a manifest text” (Merten, 1991). 
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Adesso, pensiamo sia giunto il momento di portare un esempio di ricerca in tal senso, che sfrutti 
appunto la tecnica dell’analisi del contenuto, e che, in un certo senso, ha dei punti di contatto 
con la nostra. 
Lo scopo di questa ricerca è quello di determinare gli sforzi di sostenibilità da parte delle 
aziende, attraverso il ‘triple bottom line’8 (TBL) “reporting” sul World Wide Web. E’ stata 
usata la “automated web content analysis” per differenziare 39 società petrolifere e di gas, 
appartenenti a Nord America, Europa ed Asia, che avevano prodotto report contenenti 
divulgazioni economiche, sociali ed ambientali. Per le aziende sono stati fissati degli standard in 
merito alle loro divulgazioni, prendendo a riferimento dei termini-chiave derivati dalla Global 
Reporting Initiative (GRI). Quindi, sostanzialmente, la ricerca in questione usa l’analisi del 
contenuto automatica per differenziare i livelli divulgativi degli indicatori di TBL tra 3 
differenti regioni geografiche. 
Il processo per questo studio ha coinvolto la compilazione di termini (consistenti di parole 
singole o multiple) seguendo le linee guida della GRI 2006, in accordo ai 3 indicatori di TBL: 
ambientale, economico e sociale. Ogni indicatore di TBL è composto da numerosi sistemi 
concettuali, che sono, a loro volta, rappresentati da centinaia di termini. Per esempio, il sistema 
concettuale “EN18” riguarda l’eliminazione dei “gas serra” ed è rappresentato da termini come 
“greenhouse gases”, “environmental impacts” e “environmental regulations”. Per assicurare la 
validità dei termini, 4 codificatori indipendenti hanno creato un pool iniziale di 1200 termini, 
rappresentanti i 3 indicatori di TBL, e dopo hanno raffinato la lista. I termini che sono stati 
considerati o troppo generali (ambigui), o ridondanti, sono stati omessi, in base all’accordo di, 
come minimo, 3 dei 4 codificatori indipendenti. La lista finale ha totalizzato 71 sistemi 
concettuali, comprendenti 543 termini riguardanti gli indicatori economico, ambientale e 
sociale. 
L’analisi del contenuto automatica qui utilizzata ha un certo numero di benefici rispetto ai 
metodi manuali di analisi del contenuto, ed è stata tipicamente usata per analizzare il contenuto 
dei siti web. La codificazione manuale è spesso un processo lungo, che può portare alla 
stanchezza del codificatore, all’applicazione errata delle regole di codificazione ed a un 
potenziale disaccordo tra i codificatori su particolari valori di certi attributi (Potter & Levine-
                                                          
8 http://en.wikipedia.org/wiki/Triple_bottom_line. 
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Donnerstein, 1999). ‘webLyzard’ agisce come un sistema automatico di codificazione, che non 
è solamente veloce, ma rimuove anche le interpretazioni soggettive ed applicherà 
consistentemente le regole date sui dati specifichi, evitando i problemi dell’affidabilità manuale 
“intra-coder” ed “inter-coder”. Il sistema, inoltre, si dedica alle critiche sui ritardi e sui 
fallimenti nell’analizzare set completi di documenti disponibili, dal momento che esso può 
prelevare (download) documenti in grandi quantità con tempistiche molto brevi (Krippendorf, 
2004). La velocità dell’analisi del contenuto automatica, inoltre, offre un supporto nel prevenire 
i problemi correlati all’ottenimento di una rappresentazione accurata di dati che cambiano 
velocemente, quando i processi manuali, invece, rallenterebbero il processo (Wallman, 1995). 
Attraverso il conteggio dei vari termini appartenenti ai 3 differenti indicatori di TBL, le aziende 
del Nord America si sono dimostrate quelle che hanno divulgato il più grande ammontare di 
informazioni di TBL sia per quanto riguarda gli indicatori ambientali, sia per quanto riguarda 
quelli economici. Le imprese europee sono state quelle che hanno riportato il maggior numero 
di indicatori sociali nei loro report. Inoltre, confrontando i dati sul numero di termini 
concernenti i vari indicatori con il modo in cui questi sono stati contestualizzati all’interno dei 
report delle imprese di varie regioni del globo, è stato scoperto che le aziende asiatiche si sono 
dimostrate quelle col bias più positivo nei confronti dei loro report sostenibili. 
Le ricerche future potrebbero trarre beneficio dal correlare i report aziendali sugli indicatori di 
TBL alle performance delle imprese, così come dall’includere un range più ampio di paesi e di 
settori, per scopi comparativi.  
Inoltre, c’è da dire che le società dovrebbero dimostrare una maggiore completezza di 
informazioni tra i 3 indicatori di TBL, per riuscire a gestire efficacemente le relazioni con i loro 
stakeholder-chiave. Infine, le informazioni dovrebbero essere oneste e prive di bias per far sì 
che le imprese ottengano legittimità. 
4.2. Metodologia all’interno della nostra ricerca 
Entreremo ora nello specifico di cosa è stato fatto, metodologicamente parlando, nella nostra 
ricerca, per raggiungere gli obiettivi che ci eravamo prefissati. 
L’ambito focale è, ovviamente, quello del CRM, ed il nostro scopo principale e generale era 
quello di “misurare” il livello di utilizzo degli strumenti di CRM all’interno di un campione 
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scelto di imprese appartenenti a 3 distinti Paesi: Messico, Malaysia e Thailandia (tutti paesi 
emergenti). Di queste aziende, appartenenti a svariati settori (17 in tutto), avevamo a 
disposizione vari report (nella stragrande maggioranza dei casi, più report per ogni singola 
società; ovviamente ogni report rappresentava un anno diverso, salvo casi rarissimi, all’interno 
di ogni azienda), e quest’ultimi generalmente erano report generali (report annuali che 
riassumevano tutti i dati aziendali), ma non sono mancati i casi (in effetti, questo secondo caso 
si è manifestato un numero significativo di volte) in cui i suddetti erano report specifici di 
sostenibilità.  
Il primo passo è stato quello di visionare tutti i report, annotando, di volta in volta, le parole (e 
non i termini composti da più di una parola) che rimandavano all’utilizzo del CRM, 
sostanzialmente per il fatto di rappresentare cause prese a riferimento nelle campagne di CRM, 
o, tutt’al più, per il fatto di essere dei sostantivi utilizzati strettamente per descrivere le 
conseguenze di certe problematiche di cui la campagna di CRM intendeva occuparsi (ad 
esempio, parole come “hardship” o “grief”). 
Una volta giunti al termine di questa lunga serie di annotazioni, ci siamo immessi in svariati 
tentativi di suddivisione in categorie del gran numero di parole trovato. Per il fatto di avere delle 
singole parole come riferimento per il CRM, diventa in questa sede palese il motivo per cui 
abbiamo dovuto rinunciare a molte variabili del CRM per la suddivisione in categorie: da una 
singola parola (riferita ad una causa specifica o ad una delle conseguenze dei problemi che 
questa supporta) certe informazioni non sono chiaramente evincibili (ad esempio delle 
informazioni sul framing della donazione). Come già detto precedentemente, la prima 
(cronologicamente) categorizzazione era molto particolareggiata dal punto di vista delle varie 
suddivisioni. La più visibile di queste era quella che, rifacendosi al ‘cause type’, suddivideva il 
tutto in quelle 4 categorie di cui abbiamo già ampiamente parlato anche in altra sede. Da questa 
prima partizione, poi, guardando alla “human services category”, abbiamo suddiviso 
quest’ultima, in prima battuta, riferendoci sempre al ‘cause type’, in bisogni primari e bisogni 
secondari, ed in seconda battuta, guardando al ‘cause acuteness’, abbiamo suddiviso i bisogni 
primari in cause a sostegno di tragedie on going ed in quelle a sostegno di disastri improvvisi. 
C’era poi la categoria a sé stante, relativa al CRM in senso stretto. Comunque, già in questo 
primo momento, nell’assegnare certe parole all’una o l’altra categoria, ci siamo accorti che in 
alcuni casi non potevamo fare a meno di ammettere di trovarci dinnanzi a delle ambiguità (per il 
fatto che una parola potesse appartenere a più di una categoria, come, ad esempio, poteva essere 
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il caso di “affected”). Ci siamo comunque riservati di occuparci di simili problemi in una fase 
successiva. 
Per quanto riguarda il discorso della “direzione” dell’atteggiamento nei confronti 
dell’argomento racchiuso all’interno di ogni parola, ci siamo resi conto che non vi erano, 
praticamente, situazioni in cui si parlava in termini negativi dell’impresa per quanto riguarda il 
suo livello di impegno nel CRM (e di riflesso nella CSR), e quindi non abbiamo ritenuto 
rilevante questo tipo di suddivisione per la nostra ricerca, tralasciando quindi l’argomento. 
C’è inoltre da dire che, per il software in cui avremmo dovuto inserire i nostri report, che 
avrebbe dovuto conteggiare il numero di parole di ciascuna categoria, non era possibile trattare 
documenti in “pdf”; abbiamo dovuto quindi convertire tutti i report dal suddetto formato in un 
altro, il “txt”; per far questo ci sono corsi in aiuto 2 software, che ci hanno permesso di 
compiere il tutto in più o meno breve tempo: ‘Convert Doc’ e ‘Nitro Pro 9’. Abbiamo poi 
cambiato vari nomi di report che al loro interno avevano spazi (eliminandoli, perché altrimenti 
non leggibili dal software), e ci siamo inoltre accertati che ogni report fosse correlabile 
(attraverso il suo nome appunto) alla propria azienda, ed anche in questo caso un software ci ha 
facilitato le cose: “FlexRena84”. 
Una volta risolti i vari problemi tecnici, siamo dovuti tornare al perfezionamento del nostro 
dizionario, che, come detto, manifestava già delle ambiguità. Per far questo, una volta avuti i 
conteggi delle parole per ogni report (con il software di cui abbiamo prima accennato), 
guardando ai vari tipi di categoria, ci siamo serviti di PSPP (una versione Open Source di SPSS) 
per visualizzare la lista dei report con al proprio fianco le informazioni sul numero di parole 
appartenenti ad ogni categoria. Li abbiamo poi ordinati, ad un primo step, in forma decrescente 
per ogni singola categoria, per poter cercare in quelli con un maggior numero di parole (di una 
certa categoria), con la funzione “trova” presente all’interno di ogni documento in “txt”, le varie 
parole e tentare di capire se ci fossero dei casi in cui alcune parole, nel report, fossero usate in 
contesti diversi da quello del CRM o se potessero riferirsi a più di una categoria (perché 
ambigue appunto). Abbiamo ripetuto questo tipo di prova anche per i report con livelli più bassi 
di parole, in un secondo momento, per non rischiare di tralasciare quelle imprese caratterizzate 
da un impegno (almeno sulla carta) inferiore nel campo del CRM. Comunque sia, tutte le parole 
che si sono dimostrate correlate anche ad altri ambiti, o appartenenti a più categorie, sono state 
eliminate. Poiché non abbiamo ritenuto nessuna parola, appartenente alla categoria a sé stante, 
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strettamente correlata al CRM, degna di rimanere all’interno nel nostro dizionario, per il fatto di 
rientrare in quella cerchia di parole collegate anche ad altri ambiti, a questo punto delle studio la 
suddetta era stata messa da parte. 
Possiamo fare degli esempi del primo e del secondo caso, per tentare di rendere il tutto più 
concreto. Per il primo caso, possiamo portare il caso di “evacuation”, che, sebbene possa 
riferirsi al caso di evacuazioni di villaggi (o simili) per prevenire (o alleviare) le cause nefaste di 
eventi naturali che colpiscono certe zone, può anche riferirsi a delle evacuazioni collegate ad 
esercitazioni anti-incendio all’interno della struttura fisica dell’azienda, e capiamo bene che il 
secondo caso ha ben poco a che fare col CRM, se non per nulla. Guardando al secondo caso, 
oltre alla già citata “affected”, possiamo prendere a esempio anche “consciousness”, che può 
ovviamente riferirsi a qualsiasi tipo di categoria di quelle che abbiamo prima elencato. 
A questo punto del nostro lavoro, è stato deciso, di concerto, che il numero di categorie avrebbe 
dovuto ridursi, perché il calcolo degli indici statistici che avrebbe dovuto aver luogo 
successivamente, attraverso PSPP, sarebbe stato deleterio fra certe sotto-categorie. Siamo quindi 
giunti alla decisione di togliere le varie sotto-divisioni della “human services category”, 
accorpando ad essa anche la “health category” (precedentemente avevamo già visto che le due 
categorie erano state accostate anche dalla letteratura in materia); la “animal category” e la 
“environmental category” sono state accorpate, anch’esse, in una categoria (anche in questo 
caso la letteratura in materia può esser vista come una spinta determinante per la nostra 
“azione”, come visto in precedenza). Sovrapposte ad esse, come già detto in un momento 
anteriore, sono state aggiunte le categorie “short term” e “long term”. C’è inoltre da dire che la 
causa a sé stante, prima messa da parte, è stata reintrodotta con al suo interno l’unica parola 
(non completa) “donat*”, che abbiamo pensato potesse “incarnare” il CRM in senso stretto. Per 
quanto riguarda quelle parole ambigue, appartenenti a più categorie, che facevano parte di 
divisioni che sono state a questo punto “fuse” all’interno di un’unica macro-categoria, è chiaro 
che, con la nuova categorizzazione, sono state reimmesse nel nostro dizionario (quindi una parte 
di parole appartenenti al secondo caso di ambiguità, che prima erano state eliminate, adesso 
saranno nuovamente presenti). 
Dopodiché, abbiamo ritenuto opportuno ripetere l’operazione di ricerca delle varie parole nei 
documenti in “txt” (i report), con le stesse modalità della prima volta, per eliminare quelle che 
potessero riscontrare delle ambiguità (del primo o del secondo caso). Oltre ad eliminarne altre, 
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una volta terminata questa ricerca specifica, alcune parole ambigue sono state inserite 
all’interno della ormai famosa ultima categoria a sé stante; per l’esiguo numero di queste parole, 
possiamo anche concederci il lusso di elencarle: “campaign”, “philanthropy” e “fundraising”9. 
Siamo quindi giunti ad avere 3 categorie di parole, più le altre 2 (“short term” e “long term”) 
sovrapposte alle prime 2 “macro-categorie” (la prima riguardante problemi correlati all’essere 
umano; la seconda legata a questioni che hanno a che fare con flora e fauna). Può essere 
opportuno fare degli esempi per ognuna di esse: per la prima portiamo i casi di “flood”, 
“underprivileged”, “discriminatory” e “disability”; per la seconda gli esempi possono essere 
“vegetation” e “nesting”; della terza abbiamo già elencato tutte e 4 le parole che la 
compongono; per lo “short term” (come detto sovrapposta alle altre categorie) possiamo citare 
“earthquake” ed “hurricane”; infine, per la “long term” (anch’essa sovrapposta alle altre) 
portiamo a esempio “aids” ed “erosion”. 
Una volta ritenuto completo il lavoro di perfezionamento sul dizionario, è arrivato il tempo di 
occuparsi dei vari calcoli da effettuare con il software statistico PSPP. Per far questo, oltre alle 
informazioni relative al numero di parole presenti all’interno di ogni categoria, abbiamo anche 
informazioni sul numero di abusi commessi dalle varie imprese (tematica che si ricollega alla 
CSI) nei diversi ambiti della CSR, nonché il fatto di conoscere, come detto, a quale settore le 
imprese appartengono e se quest’ultimo fa parte dell’ambito pubblico o di quello privato; c’è 
poi, ovviamente, il paese di appartenenza (ed il continente che lo contiene, anche se è 
pleonastico affermarlo); infine, anche l’anno in cui il report è stato fatto può essere considerato, 
se non nello specifico, almeno inserendo i vari report in fasce temporali di durata quinquennale. 
Nello specifico, abbiamo potuto calcolare i livelli di correlazione tra le varie categorie, e tra esse 
e le varie tipologie di abusi, nonché tra gli abusi stessi. Abbiamo poi confrontato le medie del 
numero di parole delle varie categorie, con ad esempio un test T, che aveva come variabile di 
raggruppamento il fatto che un’impresa potesse essere pubblica o privata (oppure il continente a 
cui essa apparteneva). Abbiamo poi fatto varie analisi univariate sulle varie categorie, 
guardando ai tipi di settore, o anche incrociando il tipo di settore con il fatto che l’impresa fosse 
pubblica o privata, o con il continente a cui appartiene, o con il nome dell’azienda; per le analisi 
univariate, comunque sia, è chiaro che non è il caso di mettersi ad elencare in questa sede tutti i 
                                                          
9 L’intero dizionario è presente all’interno dell’appendice A. 
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possibili incroci. Attraverso PSPP, infine, è ovviamente possibile anche ottenere dei grafici, uno 
dei quali potrebbe essere l’andamento del numero di parole per le varie categorie nel corso degli 
anni (o dei quinquenni).  
Comunque sia, non entriamo adesso troppo nello specifico dei vari calcoli statistici con PSPP, 
per non rischiare poi di doverci ripetere, in modo ridondante, nella sede più opportuna, cioè 
successivamente. 
 
5. RISULTATI 
Il presente capitolo entrerà nello specifico dei risultati ottenuti dai nostri dati, attraverso l’ausilio 
del software statistico PSPP (come detto, la versione open source di SPSS). 
Abbiamo ritenuto opportuno dividere il contenuto del capitolo in 4 parti, ognuna riguardante 
specifiche analisi statistiche. 
La prima parte sarà, in un certo qual modo, introduttiva; ci servirà per esplorare i dati, da un 
punto di vista descrittivo, e per far questo l’ausilio dei grafici potrà tornarci molto utile; 
parliamo, in sostanza, della base della ricerca, che conteggiando le parole di una certa categoria 
presente nel nostro dizionario, cerca di evincere il livello di utilizzo del CRM in quel campo 
dalla frequenza dei vocaboli presenti nel report relativi a quella categoria; oltre a questo 
guarderemo anche alla numerosità degli abusi collegati ad ogni azienda. 
Successivamente, entreremo nel campo dell’analisi di correlazione; le categorie che formano il 
nostro dizionario saranno sotto la nostra lente d’ingrandimento, insieme agli svariati tipi di abusi 
commessi dalle aziende prese in considerazione. 
Arriveremo, in seguito, ad avere a che fare con la questione di confrontare 2 medie per volta; 
per far questo utilizzeremo il test T per campioni indipendenti, e ci serviremo di più variabili di 
raggruppamento per la nostra analisi. 
Infine, nell’ultima parte, ci cimenteremo nell’operazione di confrontare più medie (più di 2), 
servendoci degli strumenti fornitici dall’analisi univariata, “sbizzarrendoci” con vari tipi di 
fattori fissi, ovviamente anche con la possibilità di incrociare alcuni di essi. 
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5.1. Statistiche descrittive 
In questo paragrafo avremo a che fare con statistiche descrittive, estremamente semplici da 
calcolare; a questo punto della ricerca siamo nella condizione di usufruire per un periodo di 
prova del software SPSS, cosa che ci tornerà utile in questa sede per il fatto che grazie a 
quest’ultimo potremo riprodurre i risultati ottenuti in forma grafica, cosa che con non è possibile 
con PSPP (con quest’ultimo la cosa è possibile solamente scaricando delle funzionalità 
aggiuntive). 
La tabella seguente è facilmente ottenibile, premendo, dopo aver aperto il nostro database con 
SPSS, su “analizza” e successivamente su “statistiche descrittive”, scegliendo poi “descrittive”; 
a questo punto dobbiamo limitarci ad inserire nelle “variabili” quelle che ci interessano. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Statistiche descrittive 
 N Minimo Massimo Media Deviazione std. 
HUMAN_CAUSE 163 ,00 ,81 ,1047 ,13479 
ENVIRONMENTAL_CAUSE 
163 ,00 ,63 ,0826 ,14637 
SHORT_TERM 163 ,00 ,43 ,0252 ,05662 
LONG_TERM 163 ,00 ,52 ,0546 ,09317 
CRM_MEASURE 163 ,00 ,45 ,0528 ,08869 
Totale_Abusi_HR 163 ,00 7,00 1,7423 1,82435 
Totale_Abusi_UB 163 ,00 11,00 1,8957 3,30658 
Totale_Abusi 163 1,00 16,00 3,6380 4,51721 
N. valido (a livello di elenco) 
163     
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Come mostrato nel grafico soprastante, vediamo che il nostro campione è composto da 163 
report (come detto, di svariate aziende, di diversi settori, pubblici o privati, appartenenti a 3 
distinti paesi: Malaysia, Messico e Thailandia). 
Guardando alle 5 categorie componenti il nostro dizionario, si evince che per ogni categoria 
abbiamo sempre la possibilità di trovarci dinnanzi ad un report di un’azienda che (almeno in 
quell’anno solare) non tratta la specifica tematica relativa al CRM, avendo dei minimi sempre 
pari a 0 in tutti e 5 i casi. Riferendoci alle medie, per ogni categoria, osserviamo che le 2 macro-
categorie relative alle cause “umane” ed a quelle ambientali sono quelle con il maggior numero 
di parole trovate nei report, come era prevedibile; nello specifico, almeno dal conteggio dei 
vocaboli, pare che le cause che coinvolgono esseri umani siano poco più numerose di quelle 
relative al tentativo di risoluzione di problemi ambientali. Per quanto riguarda il caso delle 2 
categorie rifacentesi, in parte, al concetto di ‘cause acuteness’ (di cui abbiamo precedentemente 
parlato), diventa palese, intanto, che la loro frequenza (guardando al conteggio delle parole ad 
esse relative) è inferiore a quella delle 2 macro-categorie che abbiamo sopra trattato (se la cosa 
non fosse stata già chiara prima di immettersi nell’operazione di conteggio con lo specifico 
software, dal momento che entrambe sono composte da un numero di vocaboli che non è altro 
che una frazione delle varie parole componenti entrambe le macro-categorie); ma, oltre a questo 
risultato quasi ovvio, c’è da dire, in più, che la categoria “long term” è significativamente più 
numerosa nei vari report rispetto a quella “short term”. Andando ad occuparci, infine, 
dell’ultima categoria a sé stante, possiamo affermare che la sua frequenza (anche in questo caso, 
come nei precedenti, guardando alla media) è tale da permetterci di dire che il CRM in sé e per 
sé (non correlato ad una tipologia specifica di causa) è sufficientemente trattato nel nostro 
campione di studio. Prendendo in considerazione i dati relativi alla deviazione standard, diviene 
chiaro che la variabilità delle 2 macro-categorie è superiore a quella delle altre; comunque sia, 
abbiamo delle variabilità accettabili per tutti e 5 i casi. 
Di seguito, saranno inseriti dei semplicissimi istogrammi, per dare un’idea del livello di utilizzo 
delle varie terminologie per ogni categoria; è palese che ci sono molti report di varie aziende 
che non trattano l’argomento del CRM, ma, data la specificità del focus della nostra ricerca, la 
cosa non è comunque preoccupante per le nostre analisi, che presto seguiranno quelle molto 
semplici fatte in questa sede. 
56 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
 
 
 
 
57 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
La procedura per ottenere i grafici sopraesposti è molto breve: dopo aver premuto su “grafici”, 
dalla lista a cascata dobbiamo scegliere “builder di grafici”; una volta aperta la schermata per 
formare il grafico dobbiamo selezionare quello a barre ed in seguito inserire la variabile 
d’interesse nell’asse delle ascisse. 
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Andando adesso ad esaminare i risultati sugli abusi commessi dalle varie aziende, dobbiamo per 
prima cosa differenziare le due tipologie di abuso su cui abbiamo informazioni complete: gli 
abusi relativi agli “human rights” (HR; abusi che vanno ad intaccare i diritti umani, dei 
lavoratori, dei clienti finali, o della comunità in generale) e quelli riguardanti gli “unethical 
behaviour” (UB; comportamenti che nella loro stessa essenza non si rifanno ai canoni 
dell’etica). Per quanto riguarda le altre differenziazioni, che hanno comunque come base quella 
testé fatta, non abbiamo dati completi e quindi non abbiamo ritenuto opportuno analizzarle. Ci 
sentiamo, inoltre, di precisare che i dati relativi agli abusi riguardano le singole imprese prese in 
considerazione, e non ogni singolo report, cosa che valeva per le analisi fatte sulle varie 
categorie di cui abbiamo parlato poco sopra. E’ quindi ovvio che i dati sugli abusi di più report 
appartenenti alla medesima azienda saranno identici. Passando ai risultati, vediamo che gli abusi 
UB sono leggermente più numerosi degli abusi HR; inoltre, non è da sottovalutare il fatto che 
guardando agli abusi in generale, e precisamente al loro minimo, non troviamo nessuna azienda 
che non abbia commesso almeno un abuso. 
5.2. Analisi di correlazione 
In statistica, per correlazione s’intende una relazione tra 2 variabili statistiche tale che a ciascun 
valore della prima variabile corrisponda con una “certa regolarità” un valore della seconda. 
Lo strumento con il quale misureremo i vari livelli di correlazione tra le variabili prese in 
considerazione (in questo paragrafo esse saranno le stesse del precedente paragrafo) sarà il 
coefficiente di correlazione di Pearson, che rispetto alla “mera” covarianza ha il vantaggio di 
essere standardizzato, non avendo quindi il problema di dipendere dall’unità di misura 
utilizzata. Standardizzando la covarianza, i valori che troveremo dovranno rientrare in un certo 
range che va da -1 a +1. Un coefficiente di correlazione di Pearson con un valore pari a +1 
indica che le 2 variabili sono perfettamente correlate, così all’aumentare del valore di una 
variabile, il valore dell’altra aumenterà di un ammontare proporzionato. Al contrario, un 
coefficiente con un valore pari a -1 indica una relazione perfettamente negativa: se il valore di 
una variabile aumenta, l’altro diminuisce di un ammontare proporzionato. Un coefficiente con 
un valore pari a 0 indica l’assenza di qualsiasi relazione lineare, e così se una variabile cambia, 
l’altra rimane la stessa.  
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In questo paragrafo ci siamo serviti di entrambi i software (PSPP e SPSS in prova), ma per 
mostrare i risultati all’interno delle tabelle di competenza ci serviremo del layout scaturente da 
SPSS, per il semplice fatto che il risultato visivo di quest’ultimo è, a nostro modesto parere, 
migliore di quello di PSPP. E’ ovvio comunque che i risultati scaturenti da entrambi i software, 
dal punto di vista numerico, sono praticamente identici.  
Nello specifico, cliccando su “analizza”, e, successivamente dal menu a cascata su 
“correlazione” ed infine su “bivariata”, arriviamo alla schermata all’interno della quale 
dobbiamo limitarci a selezionare le nostre variabili d’interesse (le stesse del paragrafo 
precedente, come detto); tutto questo per ottenere la tabella, che (per motivi di spazio) sarà 
presente a pagina seguente. 
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Correlazioni 
 
HUMAN
_CAUS
E 
ENVIRO
NMENT
AL_CAU
SE 
SHORT
_TERM 
LONG_
TERM 
CRM_M
EASUR
E 
Totale_
Abusi_H
R 
Totale_
Abusi_U
B 
Totale_
Abusi 
HUMAN_CAUS
E 
Pearson 1 ,415** ,757** ,498** ,805** ,148 ,011 ,068 
Sign.   ,000 ,000 ,000 ,000 ,059 ,888 ,389 
N 163 163 163 163 163 163 163 163 
ENVIRONMEN
TAL_CAUSE 
Pearson ,415** 1 ,298** ,930** ,425** ,384** ,546** ,555** 
Sign.  ,000  ,000 ,000 ,000 ,000 ,000 ,000 
N 163 163 163 163 163 163 163 163 
SHORT_TERM Pearson ,757** ,298** 1 ,275** ,537** ,055 ,041 ,052 
Sign.  ,000 ,000  ,000 ,000 ,487 ,599 ,506 
N 163 163 163 163 163 163 163 163 
LONG_TERM Pearson ,498** ,930** ,275** 1 ,538** ,318** ,441** ,451** 
Sign.  ,000 ,000 ,000  ,000 ,000 ,000 ,000 
N 163 163 163 163 163 163 163 163 
CRM_MEASU
RE 
Pearson ,805** ,425** ,537** ,538** 1 ,035 ,051 ,051 
Sign.  ,000 ,000 ,000 ,000  ,660 ,521 ,517 
N 163 163 163 163 163 163 163 163 
Totale_Abusi_
HR 
Pearson ,148 ,384** ,055 ,318** ,035 1 ,509** ,777** 
Sign.  ,059 ,000 ,487 ,000 ,660  ,000 ,000 
N 163 163 163 163 163 163 163 163 
Totale_Abusi_
UB 
Pearson ,011 ,546** ,041 ,441** ,051 ,509** 1 ,938** 
Sign.  ,888 ,000 ,599 ,000 ,521 ,000  ,000 
N 163 163 163 163 163 163 163 163 
Totale_Abusi Pearson ,068 ,555** ,052 ,451** ,051 ,777** ,938** 1 
Sign.  ,389 ,000 ,506 ,000 ,517 ,000 ,000  
N 163 163 163 163 163 163 163 163 
**. La correlazione è significativa a livello 0,01 (a due code). 
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Come possiamo vedere, tutte le correlazioni tra le varie variabili sono positive, ma solamente 
una parte di esse può esser definita significativa. I casi significativi (in questo caso allo 0,01%, 
anche se sarebbe bastato allo 0,05%) sono quelli evidenziati da un doppio asterisco (**), 
situantesi al fianco destro del valore del coefficiente di correlazione di Pearson. 
Andando ad analizzare i vari risultati, dobbiamo sottolineare che il legame tra la categoria 
“short term”, o quella “long term”, ed entrambe le macro-categorie era facilmente 
pronosticabile, dal momento che la composizione dei vocaboli delle prime 2 non è altro che una 
frazione delle parole facenti parte delle seconde 2; diventa quindi chiaro il motivo per cui tra le 
categorie rifacentesi al concetto di ‘cause acuteness’ e le 2 macro-categorie c’è un legame di 
correlazione significativo positivo. Lo stesso legame positivo tra “short term” e “long term” 
può, in fin dei conti, essere spiegato con lo stesso ragionamento, visto che entrambe le categorie 
hanno attinto dallo stesso “bacino di parole” (le parole facenti parte delle categorie “human 
cause” ed “environmental cause”). Se guardiamo più attentamente però, notiamo che la 
categoria “short term” è correlata molto più fortemente con la “human cause”; inoltre, quella 
“long term” ha un legame molto più saldo con la “environmental cause”; questo perché nel 
primo caso i vocaboli scelti sono stati presi quasi interamente da una sotto-categoria facente 
parte della prima macro-categoria (quella umana), che prima era a sé stante (“primary 
unexpected needs”), ma che è stata successivamente inglobata; per quanto riguarda il secondo 
caso, il motivo è ascrivibile al fatto che la maggior parte delle parole scelte per la divisione di 
cui stiamo parlando è stata presa dalla macro-categoria riguardante le questioni ambientali. 
La correlazione positiva che la categoria a sé stante (“CRM measure”), al cui interno si trovano 
parole collegate al CRM in senso stretto, ha con tutte e 4 le restanti divisioni, a nostro modesto 
parere, può essere indice del fatto che le parole da noi scelte per comporre il nostro dizionario 
sono servite allo scopo di “misurare” il livello di utilizzo di strumenti di CRM. La correlazione 
più forte tra la categoria “CRM measure” e quella “human cause” potrebbe essere dovuta al 
fatto che, come dimostrato nella parte teorica, solitamente la “health cause category” e la 
“human services cause category” (componenti la macro-categoria “human cause”) hanno un 
effetto più grande sull’attitudine nei confronti della causa rispetto alla “animal cause category” 
ed alla “environmental cause category” (componenti la macro-categoria “environmental 
cause”), quando la familiarità col brand e l’importanza della causa sono alte, ed al fatto che la 
“human services category” ha un effetto più grande sull’attitudine nei confronti dell’alleanza, 
sia quando la familiarità col brand e l’importanza della causa sono alte, sia quando sono basse. 
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Quindi questo tipo di cause (quelle “umane”) dovrebbe, sulla carta, essere più gettonato per la 
scelta della tipologia di causa da utilizzare in una campagna di CRM (CRM rappresentato, nella 
sua forma a sé stante, dalla categoria “CRM measure” appunto). 
Infine, guardando al legame (positivo, come tutti del resto) tra “human cause” ed 
“environmental cause”, pensiamo che questo sia spiegabile, semplicemente, col fatto che 
pensare il contrario avrebbe poco senso, preso atto anche di tutti gli altri legami. All’aumentare 
del numero di parole riguardanti le cause ambientali, indice di una maggiore sensibilità 
dell’azienda sull’argomento, non vediamo alcun motivo per il quale dovrebbe diminuire la 
sensibilità di quest’ultima nei confronti di cause che coinvolgano l’essere umano; ma, anzi, 
pensiamo che la predisposizione ad occuparsi di una o l’altra questione dovrebbe andare quasi 
di pari passo, visto che un’impresa più o meno impegnata in campagne di CRM si presuppone 
abbia un portafoglio di cause variegato, e non fossilizzato su una delle 2 tipologie di causa. 
E’ ora giunto il momento di trattare anche le variabili riguardanti la numerosità degli abusi 
commessi dalle varie aziende, dati che, come detto, sono relativi ad ogni azienda, e non ad ogni 
singolo report (quindi tutti i report appartenenti alla stessa impresa avranno dati identici sulle 
nostre 3 variabili sugli abusi). Alle 2 tipologie di abuso, gli abusi HR e quelli UB, si aggiungono 
i dati sugli abusi totali, per ogni impresa. 
I coefficienti di correlazione tra le 3 variabili sugli abusi sono tutti significativi, ma la stessa 
cosa non può dirsi quando vengono analizzati i legami tra quest’ultime e le 5 categorie di cui 
abbiamo parlato poco sopra. 
I coefficienti significativi sono solamente quelli tra le 3 variabili sugli abusi e le categorie 
“environmental cause” e “long term”. Il fatto che la correlazione sia positiva, pensiamo sia 
dovuta al fatto che un’azienda abbia maggiori ragioni di affidarsi al CRM (nello specifico a 
cause ambientali e cause che prendono a riferimento il lungo termine, che sono a loro volta 
fortemente collegate per i motivi che abbiamo prima esternato) nel momento in cui deve 
migliorare la propria reputazione, precedentemente danneggiata dal fatto che ad essa sono stati 
accostati degli abusi. 
In particolare, a parte il caso degli abusi totali, variabile che ha i legami più forti delle 3 con le 2 
categorie, segnaliamo che gli abusi UB hanno un coefficiente di correlazione di Pearson con 
entrambe le categorie leggermente più alto rispetto agli abusi HR; dal momento che i primi 
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(UB) sono maggiormente correlati anche con gli abusi totali, pensiamo che il coefficiente più 
grande con entrambe sia dovuto al fatto che questa tipologia di abusi sia più numerosa rispetto 
alla seconda (HR); il fatto che, quindi, in media un’azienda commetta un numero maggiore di 
abusi di quel tipo, potrebbe portare maggiormente a ricorrere agli strumenti di CRM, legati a 
questioni ambientali (e “long term” ad esse più legate) perlopiù. 
La correlazione con le cause “long term” potrebbe essere spiegabile col fatto che, nel momento 
in cui vogliamo migliorare la reputazione aziendale nei confronti dei vari stakeholder (cosa 
conseguente al fatto di esser stati segnalati per degli abusi), dobbiamo affidarci a campagne di 
CRM di lungo termine, per i motivi che sono stati spiegati quando, nella parte teorica, abbiamo 
parlato del dualismo tra logica relazionale e logica strumentale, che dava luogo a 4 
combinazioni di valori estremi (“high” vs. “low”) delle 2 logiche. A questo ragionamento si 
ricollega un coefficiente alto anche per le cause ambientali, dal momento che quest’ultime sono 
correlate fortemente con le cause “long term” (le motivazioni sono già state date). A ciò si 
aggiunge il fatto che un legame più forte con gli abusi UB della categoria “environmental 
cause” (e di quella “long term” ad essa correlata), rispetto a quello con gli abusi HR, potrebbe 
essere dovuto al fatto che quest’ultima, sulla carta, dovrebbe avere meno a che fare con abusi 
riguardanti i diritti umani (HR), ed allo stesso tempo dovrebbe avere più legami con abusi 
riguardanti comportamenti non rifacentisi ai canoni dell’etica in generale (per legami 
intendiamo motivazioni a reagire a certe scoperte, da parte degli stakeholder, di abusi fatti 
dall’azienda). 
5.3.  Test T per campioni indipendenti 
Il test T è uno strumento statistico molto versatile: può essere usato per testare se un coefficiente 
di correlazione è diverso da 0; può essere usato anche per testare se un coefficiente di 
regressione è diverso da 0; comunque, può anche essere usato per testare se 2 medie di gruppo 
sono diverse (è quest’ultimo l’uso che a noi interessa). 
Nello specifico, tra le 2 tipologie di test T a noi interessa il test T per medie indipendenti (l’altra 
tipologia è il test T per medie dipendenti): questo test è usato quando ci sono 2 condizioni 
sperimentali e dei partecipanti differenti sono stati assegnati ad ognuna delle condizioni 
(qualche volta questo è chiamato anche test T per misure indipendenti o test T per campioni 
indipendenti). 
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I 2 tipi di test T hanno un fondamento logico simile, fondato sulla verifica delle ipotesi. 2 
campioni di dati sono radunati e le medie dei campioni calcolate; queste medie possono differire 
l’una dall’altra, di poco o molto. 
Se i campioni provengono dalla stessa popolazione, allora ci aspettiamo che le loro medie siano 
approssimativamente uguali. Sebbene sia possibile, per le loro medie, differire per un caso 
sparuto, ci aspettiamo che grosse differenze tra le medie dei campioni occorrano molto poco di 
frequente. Sotto l’ipotesi nulla assumiamo che la manipolazione sperimentale non abbia effetto 
sui partecipanti: quindi, ci aspettiamo che le medie dei campioni siano molto simili. 
Compariamo la differenza tra le medie dei campioni che abbiamo raccolto alla differenza tra le 
medie dei campioni che ci aspetteremmo di ottenere se non ci fosse nessun effetto (se l’ipotesi 
nulla fosse vera). Usiamo l’errore standard come una misura della variabilità tra le medie dei 
campioni. Se l’errore standard è piccolo, allora ci aspettiamo che la maggior parte dei campioni 
abbia delle medie molto simili. Quando l’errore standard è grande, grosse differenze tra le 
medie dei campioni sono più probabili. Se la differenza fra i campioni che abbiamo radunato è 
più grande rispetto a quella che ci saremmo aspettati, basandoci sull’errore standard, allora 
possiamo assumere una delle 2 cose seguenti: non c’è nessun effetto e le medie dei campioni 
nella nostra popolazione fluttuano molto, e abbiamo, per caso, radunato 2 campioni che sono 
atipici all’interno della popolazione da cui provengono; i 2 campioni provengono da popolazioni 
differenti, ma sono tipici delle loro rispettive popolazioni-madre (in questo scenario, la 
differenza tra campioni rappresenta una differenza genuina tra i campioni; e quindi l’ipotesi 
nulla non è corretta). 
Più la differenza osservata tra le medie dei campioni diventa grande, più diventeremo sicuri che 
la seconda spiegazione sia corretta (che l’ipotesi nulla dovrebbe essere rigettata). Se l’ipotesi 
nulla non è corretta, allora acquistiamo fiducia sul fatto che le 2 medie dei campioni siano 
differenti, per la diversa manipolazione sperimentale imposta su ogni campione. 
La maggior parte dei test statistici può essere pensata come “la varianza spiegata dal modello” 
divisa per “la varianza che il modello non può spiegare”. In altre parole: effetto/errore. Quando 
compariamo 2 medie, il “modello” che si adatta ai dati (l’effetto) è la differenza tra le medie dei 
2 gruppi. Le medie variano da un campione all’altro (variazione di campionamento); possiamo 
usare l’errore standard come una misura di quanto fluttuano le medie (in altre parole, l’errore 
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nella stima della media). Quindi, possiamo anche usare l’errore standard delle differenze tra le 2 
medie come una stima dell’errore nel nostro modello (o l’errore nella differenza tra le medie). 
Quindi, calcoliamo il t-test usando la seguente equazione: alla differenza osservata tra le medie 
dei campioni sottraiamo la differenza che ci aspettiamo tra le medie della popolazione (se 
l’ipotesi nulla è vera); il precedente risultato va poi diviso per la stima dell’errore standard della 
differenza tra le medie dei campioni. La prima sottrazione dell’equazione rappresenta il 
“modello” (il nostro modello è la differenza tra le medie che è più grande della differenza che ci 
aspettavamo, che nella maggior parte dei casi sarà pari a 0 – ci aspettiamo che la differenza tra 
le medie sia diversa da 0). La stima dell’errore standard rappresenta “l’errore”. Allora, 
fondamentalmente stiamo ottenendo il test statistico dividendo il modello (o effetto) per l’errore 
nel modello. La forma esatta che prende questa equazione dipende dal fatto che siano usati gli 
stessi partecipanti o partecipanti differenti in ogni condizione sperimentale. 
Sia il test T per campioni indipendenti, che il test T per campioni dipendenti sono test 
parametrici basati sulla distribuzione normale. Quindi, hanno delle assunzioni specifiche: 
 la distribuzione campionaria è distribuita normalmente; 
 i dati sono misurati almeno a livello di intervallo. 
Il test T per campioni indipendenti, dal momento che è utilizzato per far test su gruppi differenti 
di persone, fa delle ulteriori assunzioni: 
 le varianze in queste popolazioni sono approssimativamente uguali (omogeneità della 
varianza); 
 i punteggi sono indipendenti (perché provengono da persone diverse). 
Nel test T per campioni indipendenti, quando partecipanti differenti partecipano in condizioni 
diverse, allora le coppie di punteggi (risultati) si differenzieranno non solamente a causa della 
manipolazione sperimentale, ma anche per altre cause di varianza. Se non possiamo investigare 
sulle differenze tra le condizioni su una base “per partecipante” (comparando le coppie di 
risultati come potremmo fare per un test T per campioni dipendenti), allora dobbiamo fare 
paragoni su una base “per condizione” (guardando all’effetto totale su di una condizione). 
Invece di guardare alle differenze tra le coppie di risultati, ora guardiamo alle differenze tra le 
medie, complessivamente, dei 2 campioni e le compariamo alle differenze che ci saremmo 
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aspettati di ottenere tra le medie delle 2 popolazioni da cui provengono i campioni. Se l’ipotesi 
nulla è vera, allora i campioni sono stati estratti dalla stessa popolazione. Nel test T per 
campioni indipendenti guardiamo alle differenze tra i gruppi e quindi dobbiamo dividere per la 
deviazione standard delle differenze fra i gruppi. Possiamo ancora applicare la logica delle 
distribuzioni campionarie a questa situazione. Ora, immaginiamo di prendere numerose coppie 
di campioni – ogni coppia contenente un campione dalle 2 diverse popolazioni – e comparare le 
medie di questi campioni. La maggioranza dei campioni presi da una popolazione avranno 
medie abbastanza simili. Quindi, se prendiamo numerose coppie di campioni (da popolazioni 
diverse), le differenze tra le medie dei campioni saranno simili tra le coppie. Comunque, spesso 
la differenza tra una coppia di medie di campioni devierà di un piccolo ammontare e molto 
occasionalmente devierà di un grosso ammontare. Se potessimo disegnare una distribuzione 
campionaria delle differenze tra ogni coppia di medie di campioni che potessero esser prese da 2 
popolazioni, allora scopriremmo che questa avrebbe una distribuzione normale con una media 
uguale alla differenza tra le medie della popolazione. La distribuzione campionaria ci direbbe di 
quanto aspettarci che le medie di 2 (o più) campioni differiscano. Come prima, la deviazione 
standard della distribuzione campionaria (l’errore standard) ci dice quanto sono variabili le 
differenze fra le medie dei campioni per un caso sparuto. Se la deviazione standard è alta, allora 
possono occorrere ampie differenze tra le medie dei campioni, casualmente; se questa è piccola 
allora ci aspettiamo solamente piccole differenze tra le medie dei campioni. Ciò, quindi, rende 
ragionevole il fatto di usare l’errore standard della distribuzione campionaria per stabilire se la 
differenza tra le 2 medie dei campioni siano statisticamente significative o semplicemente un 
risultato casuale. Specificamente, dividiamo la differenza tra le medie dei campioni per la 
deviazione standard della distribuzione campionaria. 
Allora, come otteniamo la deviazione standard della distribuzione campionaria delle differenze 
tra le medie dei campioni? Dunque, usiamo la “variance sum law”, che dice che la varianza di 
una differenza tra 2 variabili indipendenti è uguale alla somma delle loro varianze (Howell, 
2006). Questa affermazione significa che la varianza della distribuzione campionaria è uguale 
alla somma delle varianze delle 2 popolazioni da cui sono stati presi i campioni. L’errore 
standard è la deviazione standard della distribuzione campionaria della popolazione. Possiamo 
usare le semplici deviazioni standard per calcolare l’errore standard di ogni distribuzione 
campionaria della popolazione. Quindi, ricordando che la varianza è semplicemente la 
deviazione standard al quadrato, possiamo calcolare la varianza di ogni distribuzione 
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campionaria. La “variance sum law” significa che per trovare la varianza della distribuzione 
campionaria delle differenze, dobbiamo semplicemente mettere insieme le varianze delle 
distribuzioni campionarie delle 2 popolazioni. Per trovare l’errore standard della distribuzione 
campionaria delle differenze, prendiamo semplicemente la radice quadrata della varianza 
(perché la varianza è la deviazione standard al quadrato). L’equazione che otteniamo è vera 
solamente quando le dimensioni dei campioni sono uguali. Quando vogliamo comparare 2 
gruppi che contengono un numero differente di partecipanti, allora l’equazione che abbiamo 
ottenuto non è appropriata. Invece, la stima della varianza riunita che il test T usa tiene conto 
della differenza nella dimensione del campione, pesando la varianza di ogni campione. 
Campioni grandi sono meglio di quelli piccoli, perché approssimano meglio la popolazione; 
quindi, pesiamo la varianza in base alla dimensione del campione sul quale è basata (pesiamo in 
base al numero di gradi di libertà, che è la dimensione del campione meno 1). Questa è 
semplicemente una media pesata nella quale ogni varianza è moltiplicata (pesata) per i suoi 
gradi di libertà, e dopo dividiamo per la somma dei pesi (o somma dei 2 gradi di libertà). La 
risultante varianza media pesata è poi semplicemente riposizionata nell’equazione del t-test. 
Come nel caso del test T per campioni dipendenti, possiamo comparare il valore ottenuto per il t 
con il massimo valore che ci aspetteremmo di ottenere per un caso sparuto in una distribuzione 
di t con gli stessi gradi di libertà; se il valore che otteniamo eccede questo valore critico, 
possiamo essere certi che questo riflette un effetto della nostra variabile indipendente. Una cosa 
che dovrebbe essere evidente dall’equazione per la t è che, per calcolarla, non abbiamo bisogno 
attualmente di nessun dato; tutto quel che ci serve sono le medie, le deviazioni standard e le 
dimensioni dei campioni. 
Passiamo, adesso, ad occuparci della nostra analisi; per prima cosa, dobbiamo dire che anche in 
questo caso (come nel paragrafo precedente) ci serviremo del layout di SPSS (perché, come nel 
caso precedente, più visibile), e non di quello di PSPP. 
Il procedimento con SPSS per arrivare all’output è piuttosto semplice: cliccando su “analizza” si 
apre un menu a cascata, e all’interno di quest’ultimo dobbiamo scegliere “confronta medie”; 
successivamente, dal menu a cascata che seguirà, cliccheremo su test T per campioni 
indipendenti. Una volta all’interno della finestra specifica del test T per campioni indipendenti, 
dobbiamo inserire all’interno delle variabili del test tutte e 5 le categorie di cui abbiamo parlato 
ampiamente, ed all’interno dello spazio contenente la variabile di raggruppamento quella che di 
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volta in volta ci interessa (non dimenticandoci di definirla). Nel caso delle tabelle che 
seguiranno la variabile di raggruppamento da noi usata sarà “Impresa pubblica/privata”. 
 
 
 
 
 
 
 
Statistiche gruppo 
 
Impresa_Pubblica_Privata N Media Deviazione std. 
Media errore 
standard 
HUMAN_CAUSE Privata 107 ,1274 ,15326 ,01482 
Pubblica 56 ,0614 ,07307 ,00976 
ENVIRONMENTAL_CAUSE Privata 107 ,1183 ,16906 ,01634 
Pubblica 56 ,0143 ,02802 ,00374 
SHORT_TERM Privata 107 ,0324 ,06667 ,00645 
Pubblica 56 ,0113 ,02397 ,00320 
LONG_TERM Privata 107 ,0775 ,10764 ,01041 
Pubblica 56 ,0109 ,01654 ,00221 
CRM_MEASURE Privata 107 ,0704 ,10287 ,00995 
Pubblica 56 ,0193 ,03207 ,00429 
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Test campioni indipendenti 
 
Test di Levene per 
l'eguaglianza delle 
varianze Test t per l'eguaglianza delle medie 
F Sign. t gl 
Sign. (a 
due 
code) 
Differenz
a media 
Differenz
a errore 
standard 
Intervallo di 
confidenza della 
differenza 95% 
Inferiore 
Superior
e 
HUMAN_CAUS
E 
Varianze uguali 25,711 ,000 3,041 161 ,003 ,06595 ,02169 ,02313 ,10878 
Varianze non 
uguali 
  3,717 159,9 ,000 ,06595 ,01774 ,03091 ,10100 
ENVIRONMENT
AL_CAUSE 
Varianze uguali 84,817 ,000 4,566 161 ,000 ,10403 ,02279 ,05904 ,14903 
Varianze non 
uguali 
  6,205 116,7 ,000 ,10403 ,01677 ,07083 ,13724 
SHORT_TERM Varianze uguali 13,615 ,000 2,298 161 ,023 ,02118 ,00922 ,00298 ,03938 
Varianze non 
uguali 
  2,943 147,4 ,004 ,02118 ,00720 ,00696 ,03540 
LONG_TERM Varianze uguali 56,325 ,000 4,594 161 ,000 ,06658 ,01449 ,03796 ,09521 
Varianze non 
uguali 
  6,259 115,3 ,000 ,06658 ,01064 ,04551 ,08766 
CRM_MEASUR
E 
Varianze uguali 27,718 ,000 3,621 161 ,000 ,05109 ,01411 ,02322 ,07895 
Varianze non 
uguali 
  4,718 139,7 ,000 ,05109 ,01083 ,02968 ,07250 
 
Come vediamo dalla seconda tabella, un test che è stato utilizzato è il test di Levene. Di seguito 
spiegheremo di cosa si tratta. 
Il test di Levene (come potevamo immaginare guardando a quello di cui abbiamo parlato fino ad 
adesso) testa l’ipotesi nulla che le varianze in gruppi diversi siano uguali (che la differenza tra le 
varianze sia pari a 0). E’ un test molto semplice ed elegante che lavora facendo un ANOVA ad 
una via condotto sui punteggi della deviazione; è questo, la differenza assoluta tra ogni 
punteggio e la media del gruppo dal quale proviene (Glass, 1966). Se il test di Levene è 
significativo con p ≤ 0,05 allora possiamo concludere che l’ipotesi nulla non è corretta e che le 
varianze sono significativamente differenti – quindi, l’assunzione di omogeneità delle varianze è 
violata. Se, tuttavia, il test di Levene non è significativo (p > 0,05), allora le varianze sono 
approssimativamente uguali e l’assunzione è sostenibile. Sebbene il test di Levene possa essere 
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selezionato come opzione in molti test statistici che lo richiedono, questo può essere esaminato 
anche quando stiamo esplorando i dati. Quando la dimensione del campione è grande, piccole 
differenze nelle varianze dei gruppi possono produrre un test di Levene che è significativo 
(perché, in questo modo, il potere del test è aumentato). Un’utile doppia prova, quindi, è 
guardare al FMax di Hartley
10, anche conosciuto come “variance ratio” (Pearson & Hartley, 
1954). Questo è il rapporto delle varianze tra il gruppo con la varianza più grande ed il gruppo 
con la varianza più piccola. Questo rapporto deve essere comparato a dei valori critici pubblicati 
in una tabella da Hartley. Ovviamente, possiamo anche calcolare il “variance ratio”, dividendo 
la varianza più grande per quella più piccola. Il test di Levene può essere denotato nell’output 
con la lettera F e ci sono 2 differenti gradi di libertà (come nel nostro caso). 
Andiamo ora a trattare i risultati della nostra ricerca. L’output del test T per campioni 
indipendenti è composto, come possiamo vedere, da 2 tabelle. 
La prima tabella rappresenta un riassunto delle statistiche nelle 2 condizioni sperimentali (report 
di azienda pubblica o privata). Da questa tabella scopriamo che ci sono 107 report di imprese 
private e 56 di imprese pubbliche. Abbiamo, innanzitutto, dei dati sulla media, e sulla 
deviazione standard, della frequenza delle varie categorie di parole per ognuna delle 2 
condizioni sperimentali. In più abbiamo anche i dati sull’errore standard dei 2 gruppi di report di 
aziende (la deviazione standard della distribuzione campionaria), ancora per tutte e 5 le 
tipologie di categorie. 
La seconda tabella contiene i principali test statistici. La prima cosa che notiamo è la 
suddivisione in 2 righe (per ogni categoria) contenenti i valori per i test statistici: una contiene i 
risultati per le varianze assunte uguali; l’altra contiene i risultati per le varianze non assunte 
uguali. In precedenza, abbiamo visto che i test parametrici assumono che le varianze siano 
approssimativamente uguali nei gruppi sperimentali; ma, in realtà, ci sono degli aggiustamenti 
che possono esser fatti nelle situazioni in cui le varianze non sono uguali. Le 2 righe (ripetute) 
della tabella si collegano al fatto che questa assunzione sia rotta o meno. Il test di Levene, come 
possiamo vedere, è significativo (p ≤ 0,05) per tutte le categorie; quindi, in tutti e 5 i casi 
dobbiamo prendere in considerazione la seconda riga (cioè quella che non assume le varianze 
uguali). Il t è calcolato dividendo la differenza media per l’errore standard della distribuzione 
                                                          
10http://it.wikipedia.org/wiki/Test_di_Hartley.  
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campionaria delle differenze. Nel nostro caso, guardando alla significatività (a 2 code; perché 
non possiamo fare predizioni su quale sia la direzione del nostro effetto), possiamo affermare 
che tutte le varianze delle medie (per ogni categoria) dei 2 gruppi (report di aziende pubbliche o 
private) non sono omogenee, visto che in tutti i casi (per tutte le 5 categorie), p ≤ 0,05. Il tipo 
d’impresa, pubblica o privata, quindi influisce sulle frequenze di tutte le categorie. 
Le tabelle che seguiranno, invece, riguarderanno un’altra variabile di raggruppamento: la 
variabile “continenti”. Il procedimento con SPSS sarà identico al precedente; ovviamente, 
cambierà solamente la variabile di raggruppamento. 
 
 
 
 
 
Statistiche gruppo 
 
Continenti N Media Deviazione std. 
Media errore 
standard 
HUMAN_CAUSE America Centrale 64 ,0864 ,09889 ,01236 
Asia 99 ,1166 ,15293 ,01537 
ENVIRONMENTAL_CAUSE America Centrale 64 ,1042 ,16641 ,02080 
Asia 99 ,0686 ,13080 ,01315 
SHORT_TERM America Centrale 64 ,0145 ,03029 ,00379 
Asia 99 ,0320 ,06773 ,00681 
LONG_TERM America Centrale 64 ,0667 ,10517 ,01315 
Asia 99 ,0468 ,08415 ,00846 
CRM_MEASURE America Centrale 64 ,0395 ,05296 ,00662 
Asia 99 ,0614 ,10493 ,01055 
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Test campioni indipendenti 
 
Test di Levene per 
l'eguaglianza delle 
varianze Test t per l'eguaglianza delle medie 
F Sign. t gl 
Sign. (a 
due 
code) 
Differenz
a media 
Differenz
a errore 
standard 
Intervallo di 
confidenza della 
differenza 95% 
Inferiore 
Superior
e 
HUMAN_CAUS
E 
Presumi 
varianze uguali 
3,133 ,079 -1,39 161 ,164 -,03016 ,02156 -,07273 ,01241 
Non presumere 
varianze uguali 
  -1,52 160,9 ,128 -,03016 ,01972 -,06911 ,00879 
ENVIRONMENT
AL_CAUSE 
Presumi 
varianze uguali 
8,482 ,004 1,524 161 ,129 ,03563 ,02338 -,01054 ,08181 
Non presumere 
varianze uguali 
  1,448 111,8 ,150 ,03563 ,02461 -,01312 ,08439 
SHORT_TERM Presumi 
varianze uguali 
6,904 ,009 -1,94 161 ,054 -,01749 ,00900 -,03527 ,00029 
Non presumere 
varianze uguali 
  -2,24 146,2 ,026 -,01749 ,00779 -,03288 -,00209 
LONG_TERM Presumi 
varianze uguali 
2,374 ,125 1,338 161 ,183 ,01995 ,01491 -,00949 ,04939 
Non presumere 
varianze uguali 
  1,276 113,4 ,204 ,01995 ,01563 -,01102 ,05092 
CRM_MEASUR
E 
Presumi 
varianze uguali 
10,276 ,002 -1,54 161 ,124 -,02188 ,01416 -,04986 ,00609 
Non presumere 
varianze uguali 
  -1,75 153,3 ,081 -,02188 ,01245 -,04648 ,00272 
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Inutile star qui a soffermarci sul contenuto della prima tabella, dal momento che sarà più che 
sufficiente, per comprenderne il contenuto, basarsi su quanto abbiamo detto per la prima tabella 
del caso precedente (riguardante l’impresa pubblica/privata); possiamo limitarci ad aggiungere 
che ci sono 64 report di aziende dell’America centrale, mentre 99 sono di imprese asiatiche. 
 
Notiamo (dalla seconda tabella), in prima battuta, che il test di Levene è significativo solamente 
per 3 delle 5 categorie (“environmental cause”; “short term”; “CRM measure”). Ordunque, 
solamente per queste 3 dovremo guardare alla seconda riga (quella relativa al fatto che le 
varianze non siano presunte uguali). Per le restanti categorie (“human cause”; “long term”), 
dovremmo guardare alla prima delle 2 righe (quella relativa al fatto che le varianze siano 
presunte uguali; i gradi di libertà, nel caso di varianze presunte uguali, sono calcolati sommando 
le dimensioni dei campioni, e sottraendo a questa somma il numero di campioni). Poi, 
guardando alla “environmental cause” ed alla “CRM measure”, notiamo che (riferendoci alla 
significatività a 2 code) queste non sono significative (p > 0,05), e dobbiamo pertanto 
ammettere che non c’è una differenza significativa tra le medie dei 2 gruppi (quello 
dell’America centrale e quello dell’Asia) per le 2 categorie (“environmental cause”; “CRM 
measure”). Per la categoria “short term”, invece, possiamo dire che ci sia significatività (p ≤ 
0,05), e quindi il tipo di continente influisce sulla frequenza delle parole appartenenti alla 
suddetta. Infine, non essendo le categorie “human cause” e “long term” significative (ancora 
una volta guardando alla significatività a 2 code, visto che anche nel caso dei continenti, come 
in quello dell’impresa pubblica/privata, non possiamo fare predizioni su quale sia la direzione 
del nostro effetto) per il fatto che anche per esse p > 0,05, dobbiamo dire che le varianze delle 
medie dei 2 gruppi sono omogenee per entrambe. 
Ricapitolando, dunque, il fatto di trovarsi di fronte ad un report di un’impresa privata influisce 
positivamente sulla frequenza di parole di tutte le 5 categorie di cui abbiamo parlato. Inoltre, il 
fatto di trovarsi dinnanzi a report di aziende asiatiche influisce positivamente sulla frequenza di 
parole relative alla categoria “short term”. Possiamo spiegare il primo fenomeno in modo molto 
semplice; un’impresa pubblica ha meno motivi di mostrare il suo coinvolgimento in attività di 
CRM rispetto ad un’azienda privata, che essendo più collegata idealmente al profitto dal 
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consumatore, invece, ne avrà pertanto una necessità più impellente. Il secondo fenomeno è 
spiegabile col fatto che in Asia si hanno più a cuore gli aiuti nei confronti dei disastri naturali 
(facenti parte dei problemi relativi alla categoria “short term”), anche perché nei Paesi da noi 
presi in considerazione (Malaysia e Thailandia) tali disastri sono stati molto più frequenti che in 
Messico (il paese rappresentante l’America centrale che abbiamo scelto); si pensi, ad esempio, 
al fenomeno degli tsunami che ha devastato quelle zone. 
In ultima istanza (e lo faremo solamente per i casi significativi), possiamo calcolare i valori di r, 
per misurare la dimensione dell’effetto, attraverso la radice quadrata del rapporto tra t2 e la 
somma di t2 ed i gradi di libertà. I valori di r legati alla variabile di raggruppamento “impresa 
pubblica/privata”, rispettivamente per “human cause”, “environmetal cause”, “short term”, 
“long term” e “CRM measure”, sono: 0,0795; 0,2481; 0,0555; 0,2536; 0,1374. Il valore di r 
legato alla variabile di raggruppamento “continenti”, per la categoria “short term” è, infine, 
0,0332. Dal momento che la soglia per poter definire un effetto medio è 0,3 dobbiamo 
ammettere che nessuno di essi può definirsi tale, però i valori di r legati alla variabile di 
raggruppamento “impresa pubblica/privata” per le categorie “environmental cause” e “long 
term” si avvicinano molto a quel che può appunto esser definito un effetto medio. 
5.4. Analisi univariata 
Prima di addentrarci all’interno dei “meandri” dell’analisi univariata (prima teoricamente e poi 
con riferimento ai risultati del nostro studio), riteniamo opportuno fare una breve premessa sul 
dualismo di utilizzo dei 2 software SPSS e PSPP, tirando in ballo quindi, in un certo senso, 
anche i paragrafi precedenti del presente capitolo. Abbiamo affermato che il software da noi 
utilizzato è stato PSPP, nonostante i layout derivassero da SPSS, e sarà così anche per questo 
paragrafo, per gli stessi motivi dei paragrafi precedenti. Ordunque, sorge la legittima questione 
sul perché si sia deciso di affermare di avere in PSPP il nostro software di riferimento (invece 
che in SPSS, come parrebbe più logico dal momento che i layout sono tutti derivati da 
quest’ultimo). Il fatto è che PSPP è stato realmente il nostro software di riferimento, dal 
momento che nel corso dell’intera nostra opera di ricerca (chiaramente nei momenti in cui 
questo era necessario) abbiamo utilizzato esclusivamente quest’ultimo, sia per le svariate prove, 
che sono andate raffinandosi anche, e soprattutto, per il progressivo miglioramento del nostro 
dizionario, sia per gli output finali e definitivi; questi ultimi che sono stati però affiancati da 
quelli fatti con SPSS, ma questi sono stati prodotti solamente in quel “breve” (in confronto a 
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quello in cui è stato PSPP ad essere utilizzato) lasso di tempo di stesura del capitolo dei risultati. 
C’è infine da giustificare il fatto di aver proseguito con l’analisi univariata, invece che con 
quella multivariata (presente all’interno di SPSS, ma non in PSPP): il motivo è molto semplice 
ed è legato al fatto che le tabelle risultanti dall’analisi multivariata sono di più difficile 
collocazione all’interno della parte scritta della nostra ricerca, per delle problematiche correlate 
con l’organizzazione degli spazi (problemi che con le tabelle risultanti dall’analisi univariata 
sono quasi annullati). 
Ci sono dei modelli statistici che usiamo per analizzare situazioni nelle quali vogliamo 
comparare più di 2 condizioni: le analisi della varianza (anche dette ANOVA). La ANOVA ci 
dice se 3 o più medie sono le stesse, così testa l’ipotesi nulla che tutte le medie dei gruppi siano 
uguali. Un’ANOVA produce un “F-statistic” o “F-ratio”, che è simile al “t-statistic”, nel quale 
si compara l’ammontare di varianza sistematica nei dati all’ammontare di varianza non 
sistematica. In altre parole, F è il rapporto del modello col suo errore. L’ANOVA è un “omnibus 
test”, che sta a significare il fatto di testare per un effetto sperimentale generale: quindi, ci sono 
cose che l’ANOVA non può dirci. Sebbene questa possa dirci se la manipolazione sperimentale 
sia stata in generale di successo, essa però non ci fornisce informazioni specifiche su quali 
gruppi siano stati influenzati. Ordunque, in un esperimento, lo “F-ratio” ci dice solamente se la 
manipolazione sperimentale ha avuto qualche effetto, ma non ci dice specificamente quale sia 
stato questo effetto. 
Di fatto, l’ANOVA è semplicemente un caso speciale di regressione. C’è da dire, però, che 
l’ANOVA e la regressione sono solitamente usate in situazioni differenti, e questa loro 
“relazione” ha di conseguenza stupito molte persone. La ragione è ampiamente storica per 
quelle 2 distinte branche di metodologia sviluppate nelle scienze sociali: la ricerca di 
correlazione e la ricerca sperimentale. I ricercatori interessati agli esperimenti controllati hanno 
adottato l’ANOVA come la loro statistica di scelta, mentre coloro che guardano ai legami col 
mondo reale hanno adottato la regressione multipla. Con la divisione nelle metodologie siamo 
giunti ad un abisso tra i metodi statistici adottati dalle 2 fazioni opposte (Cronbach, 1957). Ma è 
ormai di dominio pubblico che il metodo della regressione sia l’ideale per i casi simili al nostro; 
inoltre, a rafforzare questa ipotesi, c’è il fatto che SPSS si è spostato dal metodo del “variance-
ratio” dell’ANOVA ed ha progredito unicamente usando il modello della regressione 
(conosciuto come il modello lineare generalizzato, o GLM). 
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Il rapporto tra la varianza sistematica e la varianza non sistematica è, appunto, conosciuto come 
“F-ratio”, nello studio sperimentale; quest’ultimo è anche riconosciuto come una via per 
stabilire quanto un modello di regressione può ben predire un risultato rispetto all’errore dentro 
quel modello. Ma una domanda sorge spontanea: come può essere usato un “F-ratio” per testare 
le differenze tra le medie e se un modello di regressione si adatta ai dati? La risposta è che 
quando testiamo le differenze tra le medie, stiamo adattando un modello di regressione ed 
usando F per vedere come questo si adatta bene ai dati, ma il modello di regressione contiene 
solamente predittori categorici (variabili di gruppo). Così, come il t-test può esser rappresentato 
da un’equazione di regressione lineare, l’ANOVA può esser rappresentata da un’equazione di 
regressione multipla, nella quale il numero di predittori è uno meno del numero di categorie 
della variabile indipendente. L’equazione generale è la seguente: 
outcomei = (model) + errori 
Se vogliamo usare un modello lineare, quando ci sono solamente 2 gruppi, possiamo sostituire il 
“modello” in questa equazione con un’equazione di regressione lineare, con una variabile 
“fantoccio” per descrivere 2 gruppi sperimentali. Questa variabile “fantoccio” è una variabile 
categorica con 2 codici numerici (0 per un gruppo ed 1 per l’altro). Con 3 gruppi, comunque, 
possiamo estendere questa idea ed usare un modello di regressione multipla con 2 variabili 
“fantoccio”. Infatti, come una regola generale possiamo estendere il modello a qualsiasi numero 
di gruppi, ed il numero di variabili di cui avremo bisogno sarà uno meno del numero del numero 
di categorie della variabile indipendente. Nel caso dei 2 gruppi, assegniamo una categoria come 
una categoria-base e quest’ultima sarà codificata con 0. Anche quando ci sono 3 categorie 
abbiamo bisogno di una categoria-base e dobbiamo scegliere la condizione alla quale 
desideriamo comparare gli altri gruppi. Solitamente questa categoria diverrà il gruppo di 
controllo. Nella maggior parte degli esperimenti ben delineati delle scienze sociali ci sarà un 
gruppo di partecipanti, che agisce come base di rilevamento per le altre categorie. Questo 
gruppo che fa da base di rilevamento dovrebbe agire come un riferimento o una categoria-base, 
sebbene il gruppo scelto dipenda dalle ipotesi particolari che vogliamo testare. Nei progetti non 
equilibrati (nei quali le dimensioni dei gruppi non sono uguali) è importante che la categoria-
base contenga un numero abbastanza ampio di casi per assicurare che le stime dei coefficienti di 
regressione (b) siano affidabili. Comunque, in sintesi, la categoria-base avrà un codice di 0 per 
le variabili “fantoccio” (qualsiasi sia il loro numero); le restanti condizioni avranno un codice di 
1 per la variabile “fantoccio” che descrive quella condizione ed un codice di 0 per le restanti 
77 
 
variabili “fantoccio”. Non è però da escludere il fatto di poter prendere in considerazione 
schemi di codificazione alternativi, che sono conosciuti come “contrasti”. 
Quindi, ricapitolando, un “F-ratio” è usato per testare il fit generale di un modello di regressione 
ad un set di dati osservati. In altre parole, questo è il rapporto fra quanto il modello è buono e 
quanto è cattivo (il suo errore). Avendo appena spiegato il modo in cui un’ANOVA può esser 
rappresentata come un’equazione di regressione, dovremmo essere in grado di capire cosa ci 
dice un “F-ratio” sui nostri dati. 
La logica dell’ANOVA si attiene a quello che abbiamo capito sulla regressione: 
 il modello più semplice che possiamo adattare ad un set di dati è la “grand mean” (la media 
dei risultati della variabile); questo modello rappresenta il trovarsi di fronte a “nessun effetto” o 
“nessun legame tra la variabile-predittrice ed il risultato”; 
 possiamo adattare un modello diverso ai dati raccolti, che rappresenti la nostra ipotesi; se 
questo modello si adatta bene ai dati, allora deve essere migliore dell’uso della “grand mean”; a 
volte adattiamo un modello lineare ( la linea del miglior fit), ma nella ricerca sperimentale 
spesso adattiamo un modello basato sulle medie delle differenti condizioni; 
 l’intercetta ed uno o più coefficienti di regressione possono descrivere il modello prescelto; 
 i coefficienti di regressione determinano la forma del modello che abbiamo adattato; quindi, 
più grandi saranno i coefficienti, più ampia sarà la deviazione tra la linea e la “grand mean”; 
 nella ricerca sulla correlazione, i coefficienti di regressione rappresentano la pendenza della 
linea, ma nella ricerca sperimentale questi rappresentano le differenze tra le medie dei gruppi; 
 più grandi sono le differenze fra le medie dei gruppi, più grande sarà la differenza tra il 
modello e la “grand mean”; 
 se le differenze tra le medie dei gruppi sono abbastanza ampie, allora il modello risultante 
avrà un fit migliore con i dati della “grand mean”; 
 se sarà il caso, potremmo concludere che il nostro modello (che predice i risultati dalle 
medie dei gruppi) è meglio che non usare un modello (predicendo i risultati dalla “grand 
mean”); messo in altro modo, le medie dei nostri gruppi sono significativamente differenti. 
Così come quando usiamo un’ANOVA per testare un modello di regressione, possiamo 
comparare il miglioramento nel fit dovuto all’uso del modello (invece che alla “grand mean”) 
all’errore che rimane ancora. Un altro modo per dire questo è quello in cui, quando la “grand 
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mean” è usata come un modello, ci sarà un determinato ammontare di variazione tra i dati e la 
“grand mean”. Quando un modello è stato adattato, una parte della sua variazione sarà spiegata, 
ma una parte rimarrà non spiegata. Lo “F-ratio” è il rapporto tra la variazione spiegata e quella 
non spiegata. Tutto questo è spiegato dalla seguente equazione: 
deviation = ∑ (observed – model)2 
Tutte le sommatorie di quadrati in ANOVA sono variazioni di questa equazione base. 
Per trovare l’ammontare totale di variazione tra i nostri dati, calcoliamo la differenza tra ogni 
dato osservato e la “grand mean”. Dopo eleviamo al quadrato queste differenze e le sommiamo 
insieme per ottenere la somma totale dei quadrati (SST). La varianza e le somme dei quadrati 
sono correlate, dal momento che la varianza può esser scritta come s2 = SS/(N – 1), dove N 
rappresenta il numero di osservazioni. Quindi, possiamo calcolare le somme totali dei quadrati 
dalla varianza di tutte le osservazioni (la “grand variance”), ridisponendo la relazione di cui 
abbiamo testé parlato (SS = s2(N – 1)). La “grand variance” è la variazione tra tutti i punteggi, 
senza riguardo per la condizione sperimentale dalla quale i punteggi provengono. Inoltre, per 
SST usiamo l’intero campione per calcolare le somme dei quadrati, e quindi i gradi di libertà 
totali (dfT) sono uno meno della dimensione totale del campione (N – 1). 
Abbiamo bisogno di capire anche quanta di questa variazione il modello di regressione può 
spiegare. Nello scenario dell’ANOVA, il modello è basato sulle differenze tra le medie dei 
gruppi, e quindi le somme dei quadrati del modello ci dicono quanta della variazione totale può 
essere spiegata dal fatto che dati differenti provengano da gruppi differenti. La somma dei 
quadrati del modello (SSM) è calcolata prendendo a riferimento la differenza tra i valori previsti 
dal modello e la “grand mean”. Nell’ANOVA, i valori previsti dal modello sono le medie dei 
gruppi. Per ogni partecipante il valore previsto dal modello è la media per il gruppo al quale 
appartiene il partecipante. La somma dei quadrati del modello ci richiede di calcolare le 
differenze tra il valore previsto di ogni partecipante e la “grand mean”. Queste differenze sono 
poi elevate al quadrato e sommate assieme. Sappiamo che il valore previsto per i partecipanti in 
un gruppo particolare è la media di quel gruppo. Quindi, la via più facile per calcolare SSM è 
quella di: 1. calcolare la differenza tra la media di ogni gruppo e la “grand mean”; 2. elevare 
ognuna di queste differenze; 3. moltiplicare ogni risultato per il numero di partecipanti 
all’interno del gruppo (nk); 4. sommare assieme i valori per ogni gruppo. Per SSM, i gradi di 
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libertà (dfM) saranno sempre uno meno del numero di parametri stimati. In breve, questo valore 
sarà uguale al numero di gruppi meno uno (k – 1). 
La somma dei quadrati finale è la somma dei quadrati residuale (SSR), che ci dice quanta, della 
variazione, non può essere spiegata dal modello. Questo valore è l’ammontare di variazione 
causata da fattori estranei. Conoscendo di già SST e SSM, la via più semplice per calcolare SSR è 
quella di sottrarre SSM da SST (SSR = SST – SSM). Ma la somma dei quadrati residuale è la 
differenza tra quel che il modello predice e quel che è stato osservato attualmente. Sappiamo già 
che, per un dato partecipante, il modello predice la media del gruppo al quale quel partecipante 
appartiene. Quindi, SSR è calcolata guardando alla differenza tra il punteggio ottenuto da un 
partecipante e la media del gruppo al quale appartiene il partecipante. Queste distanze tra ogni 
dato e la media di gruppo sono elevate al quadrato e poi sommate assieme per ottenere la 
somma dei quadrati residuale (SSR). I gradi di libertà per SSR (dfR) sono i gradi di libertà totali 
meno i gradi di libertà del modello (dfR = dfT – dfM). Messo in altro modo, è N – k: la 
dimensione totale del campione, N, meno il numero di gruppi, k. 
SSM ci dice la variazione totale che il modello di regressione (la manipolazione sperimentale) 
spiega, e SSR ci dice la variazione totale che è legata a fattori estranei. Tuttavia, visto che 
entrambi questi valori sono valori sommati, saranno influenzati dal numero di punteggi che sono 
stati sommati. Per eliminare questo bias, possiamo calcolare la somma media dei quadrati 
(conosciuta come la media dei quadrati, MS), che è semplicemente la somma dei quadrati divisa 
per i gradi di libertà. MSM (MSM = SSM/dfM) rappresenta l’ammontare medio di variazione 
spiegata dal modello (la variazione sistematica), mentre MSR (MSR = SSR/dfR) è una misura 
dell’ammontare medio di variazione spiegata dalle variabili estranee (la variazione non 
sistematica). 
Lo “F-ratio” è una misura del rapporto tra la variazione spiegata dal modello e la variazione 
spiegata da fattori non sistematici. In altre parole, questo è il rapporto fra quanto è buono il 
modello e quanto invece è cattivo (quanto errore c’è). Può esser calcolato dividendo la media 
dei quadrati del modello per la media dei quadrati residuale (F = MSM/MSR). Come per il test T 
per campioni indipendenti, lo “F-ratio” è, quindi, una misura del rapporto fra la variazione 
sistematica e quella non sistematica. Nella ricerca sperimentale, questo è il rapporto fra l’effetto 
sperimentale e le differenze individuali nella performance. Un punto interessante sullo “F-ratio” 
è che, visto che è il rapporto fra varianza sistematica e varianza non sistematica, se questo 
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valore è inferiore ad 1, allora questo deve, per definizione, rappresentare un effetto non 
significativo. La ragione del perché questa affermazione è vera, è il fatto che se lo “F-ratio” è 
inferiore ad 1, significa che MSR è più grande di MSM, che in termini reali significa che c’è più 
varianza non sistematica rispetto a quella sistematica. In uno scenario simile, possiamo, quindi, 
esser certi che la nostra manipolazione sperimentale non ha avuto successo (perché ha portato 
meno cambiamenti rispetto all’ipotetica situazione in cui avessimo lasciato soli i partecipanti). 
Se questo valore è più grande di 1, ciò indica che la manipolazione sperimentale ha avuto 
qualche effetto sui partecipanti e di più dell’effetto delle differenze individuali nella 
performance. Tuttavia, non ci dice ancora se lo “F-ratio” è abbastanza grande al punto da non 
poter essere un risultato casuale. Per scoprirlo possiamo comparare il valore ottenuto di F al 
valore massimo che potremmo aspettarci di ottenere casualmente se le medie dei gruppi fossero 
uguali in una distribuzione di F con gli stessi gradi di libertà; se il valore che otteniamo eccede 
questo valore critico, possiamo esser certi che questo riflette un effetto della nostra variabile 
indipendente (perché questo valore sarebbe molto improbabile se non ci fosse un effetto sulla 
popolazione). 
Le assunzioni sotto le quali la statistica F è affidabile sono le stesse che per tutti i test 
parametrici basati sulla distribuzione normale. E’ questo, le varianze in ogni condizione 
sperimentale hanno bisogno di essere abbastanza simili, le osservazioni devono essere 
indipendenti e la variabile dipendente deve essere misurata almeno su una scala di intervalli. In 
termini di normalità, quel che importa è che le distribuzioni all’interno dei gruppi siano 
normalmente distribuite. L’ANOVA è un test robusto, il che significa che non ha molta 
importanza se le assunzioni del test vengono rotte: la F sarà lo stesso accurata. C’è un fondo di 
verità in questa affermazione, ma è anche una semplificazione eccessiva della situazione. Per 
una cosa, il termine ANOVA copre molte situazioni differenti e la performance della F è stata 
investigata solamente in alcune di queste situazioni. Ci sono 2 questioni da considerare: 1. la F 
controlla il tasso di errore di “Tipo 1”11 o è significativa anche quando non ci sono differenze 
fra le medie? 2. la F ha abbastanza potere (è capace di scovare le differenze quando ce ne sono)? 
Guardando per prima cosa alla normalità, Glass et al. (1972) ha rivisto molta dell’evidenza che 
suggerisce che la F controlli bene il tasso di errore di “Tipo 1”, sotto le condizioni di 
                                                          
11http://en.wikipedia.org/wiki/Type_I_and_type_II_errors.  
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distorsione, curtosi12 e non normalità. Sembra che le distribuzioni distorte abbiano un piccolo 
effetto sul tasso di errore e poco potere sui test a 2 code (ma possono avere serie conseguenze 
per i test ad una coda). Tuttavia, alcune di queste evidenze sono state messe in dubbio. In 
termini di curtosi, le distribuzioni “leptokurtic”13 rendono il tasso di errore di “Tipo 1” troppo 
basso (troppi effetti nulli sono significativi), e conseguentemente il potere diviene troppo alto; le 
distribuzioni “platykurtic”14 hanno l’effetto opposto. Gli effetti di curtosi non sembrano essere 
influenzati dal fatto che le dimensioni dei campioni siano uguali o meno. Uno studio, che è 
importante menzionare in un particolare del dettaglio, è di Lunney (1970), che ha investigato 
sull’uso dell’ANOVA nella maggior parte delle situazioni non normali che si possono 
immaginare: quando la variabile dipendente è binaria (può avere un valore pari ad 1 o a 0). I 
risultati hanno mostrato che quando le dimensioni dei gruppi erano uguali, l’ANOVA è stata 
accurata quando c’erano almeno 20 gradi di libertà e la più piccola categoria di risposte 
conteneva almeno il 20% di tutte le risposte. Se la categoria di risposte più piccola conteneva 
meno del 20% di tutte le risposte, allora l’ANOVA ha avuto performance accurate solamente 
quando c’erano 40 o più gradi di libertà. Il potere di F pare non sia relativamente influenzato 
neanche dalla non normalità (Donaldson, 1968). Questa evidenza suggerisce che quando le 
dimensioni dei gruppi sono uguali, la statistica F può risultare abbastanza robusta nei confronti 
delle violazioni della normalità. Tuttavia, quando le dimensioni dei gruppi non sono uguali, 
l’accuratezza di F è influenzata dalla distorsione, e anche la non normalità influenza il potere di 
F in modi quasi imprevedibili (Wilcox, 2005). Una situazione che Wilcox descrive mostra che 
quando le medie sono uguali, il tasso di errore (che dovrebbe essere del 5%) può essere anche al 
18%. Se le differenze tra le medie vengono rese più grandi, dovremmo scoprire che il potere 
aumenta, ma attualmente egli ha scoperto che inizialmente il potere decresce (sebbene aumenti 
quando le differenze fra i gruppi vengono rese ancor più grandi). Perciò, la F può subire dei bias 
quando la normalità è violata. In termini di violazioni dell’assunzione di omogeneità della 
varianza, l’ANOVA è abbastanza robusta in termini di tasso d’errore, quando le dimensioni dei 
campioni sono le stesse. Tuttavia, quando le dimensioni dei campioni non sono uguali, 
l’ANOVA non è robusta alle violazioni dell’omogeneità della varianza. Quando i gruppi con 
dimensioni dei campioni più grandi hanno varianze più grandi dei gruppi con dimensioni dei 
                                                          
12 http://it.wikipedia.org/wiki/Curtosi. 
13 http://www.investopedia.com/terms/l/leptokurtic.asp. 
14 http://www.investopedia.com/terms/p/platykurtic.asp. 
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campioni più piccole, lo “F-ratio” risultante tende ad essere conservativo. E’ questo, è più 
accettabile produrre un risultato non significativo quando esiste una differenza genuina nella 
popolazione. Di converso, quando i gruppi con dimensioni dei campioni più grandi hanno 
varianze più piccole dei gruppi con dimensioni dei campioni più piccole, lo “F-ratio” tende ad 
essere liberale. E’ più accettabile produrre un risultato significativo quando non c’è differenza 
tra i gruppi nella popolazione (detto in altro modo, l’errore di “Tipo 1” non è controllato; Glass 
et al., 1972). Quando le varianze sono proporzionali rispetto alle medie, allora sembra che il 
potere di F non sia influenzato dall’eterogeneità della varianza, e tentare di stabilizzare le 
varianze non aumenta il potere sostanzialmente (Budescu, 1982; Budescu & Appelbaum, 1981). 
Comunque, i problemi risultanti dalle violazione dell’assunzione dell’omogeneità della varianza 
possono essere corretti. Le violazioni dell’assunzione dell’indipendenza, invece, sono molto 
serie. Scariano e Davenport (1987) hanno mostrato che quando questa assunzione è violata (le 
osservazioni tra i gruppi sono correlate), allora il tasso di errore di “Tipo 1” è sostanzialmente 
dilatato. Per esempio, usando il tasso di errore di “Tipo 1” convenzionale dello 0,05 quando le 
osservazioni sono indipendenti, se queste osservazioni sono rese in modo tale che siano 
moderatamente correlate (per dire, con un coefficiente di Pearson dello 0,5), quando 
compariamo 3 gruppi, con 10 osservazioni per gruppo, l’attuale tasso di errore di “Tipo 1” è pari 
a 0,74 (una dilatazione sostanziale). Quindi, se le osservazioni sono correlate, dovremmo 
pensare di essere a lavorare con un tasso di errore accettato dello 0,05 (troveremo, in modo 
sbagliato, un risultato significativo solamente il 5% delle volte), quando invece il nostro tasso di 
errore è vicino allo 0,75 (troveremo un risultato significativo nel 75% delle occasioni quando, in 
realtà, non c’è nessun effetto nella popolazione). 
Andiamo adesso a trattare i risultati del nostro studio. Si tratta di condurre innumerevoli analisi 
univariate con, ogni volta, lo stesso procedimento; cambieranno, di volta in volta, solamente la 
“variabile dipendente” e il “fattore fisso” (o “fattori fissi”, nei casi in cui saranno 2). Dopo aver 
premuto su “analizza”, dovremo scegliere “modello lineare generalizzato” dal menu a cascata, e 
successivamente, per aprire la finestra dell’analisi univariata, dovremo cliccare, ovviamente su 
“analisi univariata”. Una volta all’interno della finestra dovremo inserire, a rotazione, tutte le 
nostre categorie di causa come “variabile dipendente”, e in “fattori fissi”, nel caso seguente, 
“settore 1” (successivamente sceglieremo altri “fattori fissi”, anche incrociandone 2 alla volta). 
In “opzioni”, sempre all’interno della finestra, metteremo la spunta su “statistiche descrittive” e 
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su “test di omogeneità”; inoltre, sempre in “opzioni”, dobbiamo inserire “overall” in “visualizza 
medie per”. 
  
 
 
 
Statistiche descrittive 
Variabile dipendente:   HUMAN_CAUSE   
Settore1 Media Deviazione std. N 
Banca ,1617 ,20279 46 
Elettricità ,0244 ,02128 9 
Gas e petrolio ,0956 ,09627 25 
TLC ,0411 ,04665 19 
Totale ,1094 ,15650 99 
 
 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   HUMAN_CAUSE   
Origine 
Somma dei 
quadrati di tipo  
III gl 
Media 
  quadratica F Sign. 
Modello corretto ,284a 3 ,095 4,258 ,007 
Intercettazione ,462 1 ,462 20,753 ,000 
Settore1 ,284 3 ,095 4,258 ,007 
Errore 2,116 95 ,022   
Totale 3,585 99    
Totale corretto 2,400 98    
a. R-quadrato = ,119 (R-quadrato adattato = ,091) 
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Statistiche descrittive 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Settore1 Media Deviazione std. N 
Banca ,0496 ,07925 46 
Elettricità ,0089 ,00782 9 
Gas e petrolio ,0272 ,04659 25 
TLC ,0000 ,00000 19 
Totale ,0307 ,06178 99 
 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,039a 3 ,013 3,672 ,015 
Intercettazione ,033 1 ,033 9,222 ,003 
Settore1 ,039 3 ,013 3,672 ,015 
Errore ,335 95 ,004   
Totale ,467 99    
Totale corretto ,374 98    
a. R-quadrato = ,104 (R-quadrato adattato = ,076) 
85 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   SHORT_TERM   
Settore1 Media Deviazione std. N 
Banca ,0548 ,09065 46 
Elettricità ,0033 ,00500 9 
Gas e petrolio ,0052 ,00918 25 
TLC ,0026 ,00562 19 
Totale ,0276 ,06672 99 
 
 
  
 
  
  
 
Test di effetti tra soggetti 
Variabile dipendente:   SHORT_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,064a 3 ,021 5,413 ,002 
Intercettazione ,019 1 ,019 4,919 ,029 
Settore1 ,064 3 ,021 5,413 ,002 
Errore ,373 95 ,004   
Totale ,511 99    
Totale corretto ,436 98    
a. R-quadrato = ,146 (R-quadrato adattato = ,119) 
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Statistiche descrittive 
Variabile dipendente:   LONG_TERM   
Settore1 Media Deviazione std. N 
Banca ,0391 ,05819 46 
Elettricità ,0078 ,00833 9 
Gas e petrolio ,0208 ,02827 25 
TLC ,0126 ,02281 19 
Totale ,0266 ,04477 99 
 
 
 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   LONG_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,015a 3 ,005 2,610 ,056 
Intercettazione ,029 1 ,029 14,985 ,000 
Settore1 ,015 3 ,005 2,610 ,056 
Errore ,181 95 ,002   
Totale ,266 99    
Totale corretto ,196 98    
a. R-quadrato = ,076 (R-quadrato adattato = ,047) 
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Statistiche descrittive 
Variabile dipendente:   CRM_MEASURE   
Settore1 Media Deviazione std. N 
Banca ,0980 ,13867 46 
Elettricità ,0067 ,00707 9 
Gas e petrolio ,0268 ,02824 25 
TLC ,0163 ,02087 19 
Totale ,0561 ,10337 99 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   CRM_MEASURE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,154a 3 ,051 5,479 ,002 
Intercettazione ,097 1 ,097 10,313 ,002 
Settore1 ,154 3 ,051 5,479 ,002 
Errore ,893 95 ,009   
Totale 1,358 99    
Totale corretto 1,047 98    
a. R-quadrato = ,147 (R-quadrato adattato = ,121) 
 
 
 
Una tabella generale (qui non riportata) ci dice qual è il numero di report di imprese 
appartenenti ad ogni settore che abbiamo preso in considerazione (banca; elettricità; gas e 
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petrolio; TLC). Da questa vediamo che 46 report appartengono al settore bancario, 9 a quello 
dell’elettricità, 25 a quello di gas e petrolio, e, infine, 19 a quello delle telecomunicazioni. 
 Arriviamo adesso alle 5 serie di tabelle per le 5 categorie (“human cause”; “environmental 
cause”; “short term”; “long term”; “CRM measure”). La prima tabella, delle 4 (ne saranno 
riportate 2) che si ripeteranno per 5 volte, rappresenta delle statistiche descrittive sulle frequenze 
di parole per ogni settore (di esse abbiamo media e deviazione standard). La seconda (qui non 
riportata) è un vero e proprio test di omogeneità, nello specifico un test di Levene, di cui 
abbiamo già parlato nel paragrafo precedente. La terza tabella riassume tutti i valori dei vari SS 
ed MS di cui abbiamo parlato in precedenza. La quarta (anch’essa non riportata), infine ci 
fornisce informazioni riguardo le medie marginali attese. 
Entriamo ora nello specifico dei risultati della nostra ricerca. Dalla tabella sulle statistiche 
descrittive, vediamo che il settore bancario è quello con le medie di frequenze più alte, seguito 
dal settore del gas e petrolio; gli altri 2 settori hanno medie più basse. Questo discorso vale per 
tutte e 5 le categorie di causa. Dalla seconda tabella, poi, si capisce che il test di Levene, in tutti 
e 5 i casi, rigetta l’ipotesi che la varianza sia uguale fra i gruppi rappresentanti la tipologia di 
settore. 
Nella terza tipologia di tabella, notiamo che i valori degli svariati SS ed MS sono tutti 
significativi (p ≤ 0,05), tranne che in 1 caso: cioè, all’interno della categoria “long term”, per la 
variazione totale che il modello di regressione spiega (SSM), e, ovviamente, il relativo 
ammontare medio di variazione spiegata dal modello (MSM), essendo p > 0,05. La colonna 
“somma dei quadrati di tipo 3” rappresenta i valori di SS: quello del modello corretto (e del 
“settore1”, che in questo caso sono la stessa cosa) rappresenta SSM; quello dell’intercettazione 
rappresenta il valore di SS relativo alla categoria-base (l’intercetta, sostanzialmente); quello 
dell’errore sarà, invece, SSR; SST, infine, sarà il valore del totale (sotto di esso avremo anche 
quello del totale corretto). La colonna con la dicitura “gl” ci dirà la numerosità dei vari gradi di 
libertà. Nella colonna “media quadratica” avremo, poi, i vari valori di MS: MSM sarà 
rappresentato dal valore del modello corretto (e del “settore1”); MSR lo sarà invece dal valore 
dell’errore. Per calcolare F dovremo fare il rapporto di cui abbiamo già parlato: per la F relativa 
al modello corretto (e al “settore1”) divideremo MSM per MSR; e per la F relativa 
all’intercettazione, divideremo la media quadratica relativa a quest’ultima per MSR. Comunque, 
possiamo dire che l’effetto del tipo di settore sulle varie frequenze di parole è significativo, 
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qualsiasi sia la tipologia di categoria del nostro dizionario che ci troviamo davanti, tranne che 
nel caso di quella “long term”, per la quale questo effetto, come detto, non è significativo. 
La tabella relativa alle medie marginali attese ci dirà se il fatto di usare il nostro modello sia 
meglio di non usarne uno (cioè, predicendo i dati dalla “grand mean”): guardando i valori della 
colonna “media”, c’è da dire che per 3 categorie questo è inferiore al relativo MSM, dimostrando 
che è valsa la pena usare il nostro modello (nei casi di: “human cause”, “short term” e “CRM 
measure”); ma negli altri 2 casi (“environmental cause” e “long term”) questo valore è risultato 
superiore al relativo MSM, quindi dobbiamo ammettere che per entrambi i casi avremmo fatto 
meglio a predire i dati dalla “grand mean”, piuttosto che affidarci al nostro modello. 
Nel caso seguente, con lo stesso procedimento e le stesse opzioni, faremo delle analisi 
univariate con un altro tipo di “fattore fisso”: “anno 1” (fasce temporali di 5 anni, che vanno dal 
1995 al 2015). 
 
 
 
 
  
 
 
Statistiche descrittive 
Variabile dipendente:   HUMAN_CAUSE   
Anno1 Media Deviazione std. N 
1995-2000 ,0917 ,09948 6 
2001-2005 ,0754 ,10018 41 
2006-2010 ,1194 ,16251 77 
2011-2015 ,1087 ,10663 39 
Totale ,1047 ,13479 163 
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Test di effetti tra soggetti 
Variabile dipendente:   HUMAN_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,053a 3 ,018 ,980 ,404 
Intercettazione ,680 1 ,680 37,392 ,000 
Anno1 ,053 3 ,018 ,980 ,404 
Errore 2,890 159 ,018   
Totale 4,731 163    
Totale corretto 2,943 162    
a. R-quadrato = ,018 (R-quadrato adattato = ,000) 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Anno1 Media Deviazione std. N 
1995-2000 ,3150 ,26029 6 
2001-2005 ,0454 ,10149 41 
2006-2010 ,0813 ,15281 77 
2011-2015 ,0885 ,12169 39 
Totale ,0826 ,14637 163 
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Test di effetti tra soggetti 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,382a 3 ,127 6,562 ,000 
Intercettazione 1,224 1 1,224 62,998 ,000 
Anno1 ,382 3 ,127 6,562 ,000 
Errore 3,088 159 ,019   
Totale 4,582 163    
Totale corretto 3,471 162    
a. R-quadrato = ,110 (R-quadrato adattato = ,093) 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   SHORT_TERM   
Anno1 Media Deviazione std. N 
1995-2000 ,0117 ,01941 6 
2001-2005 ,0124 ,03064 41 
2006-2010 ,0318 ,06847 77 
2011-2015 ,0274 ,05432 39 
Totale ,0252 ,05662 163 
 
 
92 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   SHORT_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,011a 3 ,004 1,184 ,318 
Intercettazione ,030 1 ,030 9,471 ,002 
Anno1 ,011 3 ,004 1,184 ,318 
Errore ,508 159 ,003   
Totale ,622 163    
Totale corretto ,519 162    
a. R-quadrato = ,022 (R-quadrato adattato = ,003) 
 
 
 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   LONG_TERM   
Anno1 Media Deviazione std. N 
1995-2000 ,2300 ,19870 6 
2001-2005 ,0400 ,08216 41 
2006-2010 ,0516 ,08730 77 
2011-2015 ,0490 ,06577 39 
Totale ,0546 ,09317 163 
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Test di effetti tra soggetti 
Variabile dipendente:   LONG_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,195a 3 ,065 8,547 ,000 
Intercettazione ,598 1 ,598 78,484 ,000 
Anno1 ,195 3 ,065 8,547 ,000 
Errore 1,211 159 ,008   
Totale 1,892 163    
Totale corretto 1,406 162    
a. R-quadrato = ,139 (R-quadrato adattato = ,123) 
 
 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   CRM_MEASURE   
Anno1 Media Deviazione std. N 
1995-2000 ,1117 ,09827 6 
2001-2005 ,0490 ,10480 41 
2006-2010 ,0562 ,09334 77 
2011-2015 ,0410 ,05046 39 
Totale ,0528 ,08869 163 
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Test di effetti tra soggetti 
Variabile dipendente:   CRM_MEASURE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,028a 3 ,009 1,177 ,320 
Intercettazione ,290 1 ,290 36,949 ,000 
Anno1 ,028 3 ,009 1,177 ,320 
Errore 1,247 159 ,008   
Totale 1,729 163    
Totale corretto 1,274 162    
a. R-quadrato = ,022 (R-quadrato adattato = ,003) 
 
 
 
Dalla tabella generale vediamo che 6 report sono stati creati dal 1995 al 2000, 41 dal 2001 al 
2005, 77 dal 2006 al 2010, e infine 39 dal 2011 al 2015. I report qui sono 163, di più dei 99 del 
caso precedente, per il semplice motivo che non tutte le tipologie di settore sono state prese in 
considerazione, e quindi una parte dei report sono rimasti fuori nel primo caso. 
Dalle statistiche descrittive, abbiamo una panoramica generale sui livelli delle frequenze di 
parole nei vari archi temporali; segnaliamo che, almeno da questa tabella, le cause ambientali 
sembrano più gettonate nel lasso di tempo più passato, mentre quelle relative a questioni umane 
pare siano “in auge” in tempi più recenti. 
Il test di Levene rigetta l’ipotesi nulla di varianza omogenea solamente per la “environmental 
cause” e per la categoria “long term”. 
Come vediamo dalla terza tipologia di tabella; nessun dato sui vari SS ed MS (e per F) è 
significativo (a parte i casi degli SS ed MS relativi all’intercettazione), se non per le categorie 
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“environmental cause” e “long term” (che quindi possono dirsi influenzate dalla fascia 
temporale nella quale si trova il report). 
Nell’ultimo tipo di tabella notiamo che i valori sotto la colonna “media” sono tutti superiori ai 
relativi MSM, quindi possiamo affermare che in tutti e 5 i casi sarebbe stato meglio predire i dati 
dalla “grand mean”, piuttosto che utilizzare il nostro modello. 
Le tabelle che seguiranno saranno create con gli stessi procedimenti delle precedenti; avranno 
una sola caratteristica differente: in esse incroceremo 2 “fattori fissi”. Nello specifico, nelle 
sottostanti incroceremo “settore 1” ed “Impresa pubblica/privata”. 
 
 
Statistiche descrittive 
Variabile dipendente:   HUMAN_CAUSE   
Settore1 Impresa_Pubblica_Privata Media Deviazione std. N 
Banca Privata ,1970 ,22816 30 
Pubblica ,0956 ,12484 16 
Totale ,1617 ,20279 46 
Elettricità Pubblica ,0244 ,02128 9 
Totale ,0244 ,02128 9 
Gas e petrolio Privata ,1638 ,14985 8 
Pubblica ,0635 ,02572 17 
Totale ,0956 ,09627 25 
TLC Privata ,0411 ,04665 19 
Totale ,0411 ,04665 19 
Totale Privata ,1404 ,18870 57 
Pubblica ,0674 ,08229 42 
Totale ,1094 ,15650 99 
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Test di effetti tra soggetti 
Variabile dipendente:   HUMAN_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,446a 5 ,089 4,249 ,002 
Intercettazione ,590 1 ,590 28,062 ,000 
Settore1 ,302 3 ,101 4,787 ,004 
Impresa_Pubblica_Privata ,145 1 ,145 6,917 ,010 
Settore1 * 
Impresa_Pubblica_Privata 
4,765E-6 1 4,765E-6 ,000 ,988 
Errore 1,954 93 ,021   
Totale 3,585 99    
Totale corretto 2,400 98    
a. R-quadrato = ,186 (R-quadrato adattato = ,142) 
 
 
 
Statistiche descrittive 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Settore1 Impresa_Pubblica_Privata Media Deviazione std. N 
Banca Privata ,0677 ,09130 30 
Pubblica ,0156 ,02898 16 
Totale ,0496 ,07925 46 
Elettricità Pubblica ,0089 ,00782 9 
Totale ,0089 ,00782 9 
Gas e petrolio Privata ,0538 ,05012 8 
Pubblica ,0147 ,04048 17 
Totale ,0272 ,04659 25 
TLC Privata ,0000 ,00000 19 
Totale ,0000 ,00000 19 
Totale Privata ,0432 ,07484 57 
Pubblica ,0138 ,03107 42 
Totale ,0307 ,06178 99 
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Test di effetti tra soggetti 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,075a 5 ,015 4,697 ,001 
Intercettazione ,042 1 ,042 13,095 ,000 
Settore1 ,048 3 ,016 4,994 ,003 
Impresa_Pubblica_Privata ,030 1 ,030 9,239 ,003 
Settore1 * 
Impresa_Pubblica_Privata 
,001 1 ,001 ,188 ,665 
Errore ,299 93 ,003   
Totale ,467 99    
Totale corretto ,374 98    
a. R-quadrato = ,202 (R-quadrato adattato = ,159) 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   SHORT_TERM   
Settore1 Impresa_Pubblica_Privata Media Deviazione std. N 
Banca Privata ,0680 ,10698 30 
Pubblica ,0300 ,03899 16 
Totale ,0548 ,09065 46 
Elettricità Pubblica ,0033 ,00500 9 
Totale ,0033 ,00500 9 
Gas e petrolio Privata ,0088 ,01458 8 
Pubblica ,0035 ,00493 17 
Totale ,0052 ,00918 25 
TLC Privata ,0026 ,00562 19 
Totale ,0026 ,00562 19 
Totale Privata ,0379 ,08362 57 
Pubblica ,0136 ,02721 42 
Totale ,0276 ,06672 99 
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Test di effetti tra soggetti 
Variabile dipendente:   SHORT_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,079a 5 ,016 4,107 ,002 
Intercettazione ,022 1 ,022 5,709 ,019 
Settore1 ,057 3 ,019 4,918 ,003 
Impresa_Pubblica_Privata ,007 1 ,007 1,739 ,191 
Settore1 * 
Impresa_Pubblica_Privata 
,004 1 ,004 1,000 ,320 
Errore ,357 93 ,004   
Totale ,511 99    
Totale corretto ,436 98    
a. R-quadrato = ,181 (R-quadrato adattato = ,137) 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   LONG_TERM   
Settore1 Impresa_Pubblica_Privata Media Deviazione std. N 
Banca Privata ,0520 ,06656 30 
Pubblica ,0150 ,02530 16 
Totale ,0391 ,05819 46 
Elettricità Pubblica ,0078 ,00833 9 
Totale ,0078 ,00833 9 
Gas e petrolio Privata ,0438 ,03701 8 
Pubblica ,0100 ,01458 17 
Totale ,0208 ,02827 25 
TLC Privata ,0126 ,02281 19 
Totale ,0126 ,02281 19 
Totale Privata ,0377 ,05441 57 
Pubblica ,0114 ,01842 42 
Totale ,0266 ,04477 99 
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Test di effetti tra soggetti 
Variabile dipendente:   LONG_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,035a 5 ,007 4,095 ,002 
Intercettazione ,035 1 ,035 20,422 ,000 
Settore1 ,017 3 ,006 3,331 ,023 
Impresa_Pubblica_Privata ,018 1 ,018 10,340 ,002 
Settore1 * 
Impresa_Pubblica_Privata 
3,777E-5 1 3,777E-5 ,022 ,883 
Errore ,161 93 ,002   
Totale ,266 99    
Totale corretto ,196 98    
a. R-quadrato = ,180 (R-quadrato adattato = ,136) 
 
 
 
Statistiche descrittive 
Variabile dipendente:   CRM_MEASURE   
Settore1 Impresa_Pubblica_Privata Media Deviazione std. N 
Banca Privata ,1313 ,15830 30 
Pubblica ,0356 ,05354 16 
Totale ,0980 ,13867 46 
Elettricità Pubblica ,0067 ,00707 9 
Totale ,0067 ,00707 9 
Gas e petrolio Privata ,0450 ,03780 8 
Pubblica ,0182 ,01811 17 
Totale ,0268 ,02824 25 
TLC Privata ,0163 ,02087 19 
Totale ,0163 ,02087 19 
Totale Privata ,0809 ,12751 57 
Pubblica ,0224 ,03628 42 
Totale ,0561 ,10337 99 
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Test di effetti tra soggetti 
Variabile dipendente:   CRM_MEASURE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,254a 5 ,051 5,954 ,000 
Intercettazione ,108 1 ,108 12,672 ,001 
Settore1 ,134 3 ,045 5,248 ,002 
Impresa_Pubblica_Privata ,054 1 ,054 6,288 ,014 
Settore1 * 
Impresa_Pubblica_Privata 
,017 1 ,017 1,993 ,161 
Errore ,793 93 ,009   
Totale 1,358 99    
Totale corretto 1,047 98    
a. R-quadrato = ,242 (R-quadrato adattato = ,202) 
 
 
 
 
Nella prima tabella di riepilogo generale vediamo quanti report appartengono alle varie 
tipologie di azienda (per il proprio settore di appartenenza, e per il fatto di essere pubbliche o 
private). 
Nella tabella sulle statistiche descrittive notiamo che le frequenze di parole delle varie categorie 
vengono suddivise prima in base al settore di appartenenza, e, successivamente, in base al fatto 
di appartenere al “mondo” pubblico o a quello privato. 
Tutti i test di Levene rigettano l’ipotesi di omogeneità della varianza, e riteniamo questo molto 
importante per il nostro modello. 
Guardando alla terza tipologia di tabella, la prima cosa che si nota è che gli SS, gli MS e gli F 
del modello corretto sono suddivisi in 2 parti, cioè quelli per il “fattore fisso” “settore 1” e quelli 
per l’altro “fattore fisso”, cioè “impresa pubblica/privata”. Inoltre, i suddetti dati saranno 
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presenti anche per l’incrocio dei 2 “fattori fissi”. I dati sono tutti significativi, a parte quelli 
relativi all’incrocio dei 2 “fattori fissi”; in più, altri dati non significativi sono quelli relativi 
all’impresa pubblica/privata per la categoria “short term”. 
Soffermandoci sull’ultimo tipo di tabella, purtroppo dobbiamo ammettere che, a parte il caso 
della “CRM measure”, in tutti i casi sarebbe stato meglio predire i dati dalla “grand mean”, 
piuttosto che affidarci al nostro modello. 
Adesso è giunto il momento di incrociare il “settore 1” con i “continenti”. 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   HUMAN_CAUSE   
Settore1 Continenti Media Deviazione std. N 
Banca Asia ,1617 ,20279 46 
Totale ,1617 ,20279 46 
Elettricità Asia ,0244 ,02128 9 
Totale ,0244 ,02128 9 
Gas e petrolio America Centrale ,1638 ,14985 8 
Asia ,0635 ,02572 17 
Totale ,0956 ,09627 25 
TLC America Centrale ,0411 ,04665 19 
Totale ,0411 ,04665 19 
Totale America Centrale ,0774 ,10398 27 
Asia ,1214 ,17121 72 
Totale ,1094 ,15650 99 
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Test di effetti tra soggetti 
Variabile dipendente:   HUMAN_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,339a 4 ,085 3,866 ,006 
Intercettazione ,533 1 ,533 24,315 ,000 
Settore1 ,301 3 ,100 4,578 ,005 
Continenti ,055 1 ,055 2,492 ,118 
Settore1 * Continenti ,000 0 . . . 
Errore 2,061 94 ,022   
Totale 3,585 99    
Totale corretto 2,400 98    
a. R-quadrato = ,141 (R-quadrato adattato = ,105) 
 
 
 
Statistiche descrittive 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Settore1 Continenti Media Deviazione std. N 
Banca Asia ,0496 ,07925 46 
Totale ,0496 ,07925 46 
Elettricità Asia ,0089 ,00782 9 
Totale ,0089 ,00782 9 
Gas e petrolio America Centrale ,0538 ,05012 8 
Asia ,0147 ,04048 17 
Totale ,0272 ,04659 25 
TLC America Centrale ,0000 ,00000 19 
Totale ,0000 ,00000 19 
Totale America Centrale ,0159 ,03608 27 
Asia ,0363 ,06839 72 
Totale ,0307 ,06178 99 
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Test di effetti tra soggetti 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,047a 4 ,012 3,390 ,012 
Intercettazione ,041 1 ,041 11,669 ,001 
Settore1 ,039 3 ,013 3,743 ,014 
Continenti ,008 1 ,008 2,385 ,126 
Settore1 * Continenti ,000 0 . . . 
Errore ,327 94 ,003   
Totale ,467 99    
Totale corretto ,374 98    
a. R-quadrato = ,126 (R-quadrato adattato = ,089) 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   SHORT_TERM   
Settore1 Continenti Media Deviazione std. N 
Banca Asia ,0548 ,09065 46 
Totale ,0548 ,09065 46 
Elettricità Asia ,0033 ,00500 9 
Totale ,0033 ,00500 9 
Gas e petrolio America Centrale ,0088 ,01458 8 
Asia ,0035 ,00493 17 
Totale ,0052 ,00918 25 
TLC America Centrale ,0026 ,00562 19 
Totale ,0026 ,00562 19 
Totale America Centrale ,0044 ,00934 27 
Asia ,0363 ,07637 72 
Totale ,0276 ,06672 99 
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Test di effetti tra soggetti 
Variabile dipendente:   SHORT_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,064a 4 ,016 4,028 ,005 
Intercettazione ,015 1 ,015 3,841 ,053 
Settore1 ,044 3 ,015 3,699 ,014 
Continenti ,000 1 ,000 ,037 ,847 
Settore1 * Continenti ,000 0 . . . 
Errore ,372 94 ,004   
Totale ,511 99    
Totale corretto ,436 98    
a. R-quadrato = ,146 (R-quadrato adattato = ,110) 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   LONG_TERM   
Settore1 Continenti Media Deviazione std. N 
Banca Asia ,0391 ,05819 46 
Totale ,0391 ,05819 46 
Elettricità Asia ,0078 ,00833 9 
Totale ,0078 ,00833 9 
Gas e petrolio America Centrale ,0438 ,03701 8 
Asia ,0100 ,01458 17 
Totale ,0208 ,02827 25 
TLC America Centrale ,0126 ,02281 19 
Totale ,0126 ,02281 19 
Totale America Centrale ,0219 ,03064 27 
Asia ,0283 ,04910 72 
Totale ,0266 ,04477 99 
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Test di effetti tra soggetti 
Variabile dipendente:   LONG_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,021a 4 ,005 2,836 ,029 
Intercettazione ,035 1 ,035 18,795 ,000 
Settore1 ,020 3 ,007 3,634 ,016 
Continenti ,006 1 ,006 3,323 ,071 
Settore1 * Continenti ,000 0 . . . 
Errore ,175 94 ,002   
Totale ,266 99    
Totale corretto ,196 98    
a. R-quadrato = ,108 (R-quadrato adattato = ,070) 
 
 
 
 
 
 
 
Statistiche descrittive 
Variabile dipendente:   CRM_MEASURE   
Settore1 Continenti Media Deviazione std. N 
Banca Asia ,0980 ,13867 46 
Totale ,0980 ,13867 46 
Elettricità Asia ,0067 ,00707 9 
Totale ,0067 ,00707 9 
Gas e petrolio America Centrale ,0450 ,03780 8 
Asia ,0182 ,01811 17 
Totale ,0268 ,02824 25 
TLC America Centrale ,0163 ,02087 19 
Totale ,0163 ,02087 19 
Totale America Centrale ,0248 ,02940 27 
Asia ,0678 ,11799 72 
Totale ,0561 ,10337 99 
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Test di effetti tra soggetti 
Variabile dipendente:   CRM_MEASURE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,158a 4 ,040 4,187 ,004 
Intercettazione ,093 1 ,093 9,802 ,002 
Settore1 ,122 3 ,041 4,305 ,007 
Continenti ,004 1 ,004 ,412 ,522 
Settore1 * Continenti ,000 0 . . . 
Errore ,889 94 ,009   
Totale 1,358 99    
Totale corretto 1,047 98    
a. R-quadrato = ,151 (R-quadrato adattato = ,115) 
 
 
 
 
 
La prima tabella generale ci informa su quanti siano i report appartenenti ad aziende dei vari tipi 
di settore e quanti siano quelli di imprese dell’uno o dell’altro continente (Asia e America 
centrale). 
Andando alle 5 serie di 4 tabelle, per quanto riguarda la prima, c’è da dire che le frequenze di 
parole (coi relativi dati su media e deviazione standard) sono suddivise prima in base al settore, 
e, in seguito, in base al continente d’appartenenza. 
Anche in questo caso, come nel precedente, tutti i test di Levene rigettano l’ipotesi nulla di 
omogeneità della varianza. 
Arriviamo ora alla terza tipologia di tabella. Oltre che per il caso degli incroci tra i 2 “fattori 
fissi” (come nel caso precedente), ci sono altri dati non significativi: quelli relativi al “fattore 
fisso” “continenti” (per tutte e 5 le categorie), e quelli relativi all’intercettazione per la categoria 
“short term”. 
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Infine, con l’ultimo tipo di tabella arriviamo a poter dire che utilizzare il nostro modello sarà 
una scelta migliore di predire i dati dalla “grand mean” solamente per le categorie “short term” e 
“CRM measure”. 
Incroceremo, in ultima istanza, i “continenti” col fatto che l’impresa sia pubblica o privata. 
 
 
 
Statistiche descrittive 
Variabile dipendente:   HUMAN_CAUSE   
Continenti Impresa_Pubblica_Privata Media Deviazione std. N 
America Centrale Privata ,0864 ,09889 64 
Totale ,0864 ,09889 64 
Asia Privata ,1884 ,19557 43 
Pubblica ,0614 ,07307 56 
Totale ,1166 ,15293 99 
Totale Privata ,1274 ,15326 107 
Pubblica ,0614 ,07307 56 
Totale ,1047 ,13479 163 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   HUMAN_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,427a 2 ,214 13,586 ,000 
Intercettazione 1,491 1 1,491 94,785 ,000 
Continenti ,267 1 ,267 17,004 ,000 
Impresa_Pubblica_Privata ,392 1 ,392 24,925 ,000 
Continenti * 
Impresa_Pubblica_Privata 
,000 0 . . . 
Errore 2,516 160 ,016   
Totale 4,731 163    
Totale corretto 2,943 162    
a. R-quadrato = ,145 (R-quadrato adattato = ,134) 
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Statistiche descrittive 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Continenti Impresa_Pubblica_Privata Media Deviazione std. N 
America Centrale Privata ,1042 ,16641 64 
Totale ,1042 ,16641 64 
Asia Privata ,1393 ,17274 43 
Pubblica ,0143 ,02802 56 
Totale ,0686 ,13080 99 
Totale Privata ,1183 ,16906 107 
Pubblica ,0143 ,02802 56 
Totale ,0826 ,14637 163 
 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   ENVIRONMENTAL_CAUSE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,430a 2 ,215 11,299 ,000 
Intercettazione ,901 1 ,901 47,401 ,000 
Continenti ,032 1 ,032 1,666 ,199 
Impresa_Pubblica_Privata ,380 1 ,380 20,001 ,000 
Continenti * 
Impresa_Pubblica_Privata 
,000 0 . . . 
Errore 3,041 160 ,019   
Totale 4,582 163    
Totale corretto 3,471 162    
a. R-quadrato = ,124 (R-quadrato adattato = ,113) 
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Statistiche descrittive 
Variabile dipendente:   SHORT_TERM   
Continenti Impresa_Pubblica_Privata Media Deviazione std. N 
America Centrale Privata ,0145 ,03029 64 
Totale ,0145 ,03029 64 
Asia Privata ,0591 ,09289 43 
Pubblica ,0113 ,02397 56 
Totale ,0320 ,06773 99 
Totale Privata ,0324 ,06667 107 
Pubblica ,0113 ,02397 56 
Totale ,0252 ,05662 163 
 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   SHORT_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,068a 2 ,034 11,955 ,000 
Intercettazione ,078 1 ,078 27,578 ,000 
Continenti ,051 1 ,051 18,070 ,000 
Impresa_Pubblica_Privata ,056 1 ,056 19,699 ,000 
Continenti * 
Impresa_Pubblica_Privata 
,000 0 . . . 
Errore ,452 160 ,003   
Totale ,622 163    
Totale corretto ,519 162    
a. R-quadrato = ,130 (R-quadrato adattato = ,119) 
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Statistiche descrittive 
Variabile dipendente:   LONG_TERM   
Continenti Impresa_Pubblica_Privata Media Deviazione std. N 
America Centrale Privata ,0667 ,10517 64 
Totale ,0667 ,10517 64 
Asia Privata ,0935 ,11052 43 
Pubblica ,0109 ,01654 56 
Totale ,0468 ,08415 99 
Totale Privata ,0775 ,10764 107 
Pubblica ,0109 ,01654 56 
Totale ,0546 ,09317 163 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   LONG_TERM   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,181a 2 ,091 11,848 ,000 
Intercettazione ,394 1 ,394 51,407 ,000 
Continenti ,018 1 ,018 2,408 ,123 
Impresa_Pubblica_Privata ,166 1 ,166 21,676 ,000 
Continenti * 
Impresa_Pubblica_Privata 
,000 0 . . . 
Errore 1,225 160 ,008   
Totale 1,892 163    
Totale corretto 1,406 162    
a. R-quadrato = ,129 (R-quadrato adattato = ,118) 
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Statistiche descrittive 
Variabile dipendente:   CRM_MEASURE   
Continenti Impresa_Pubblica_Privata Media Deviazione std. N 
America Centrale Privata ,0395 ,05296 64 
Totale ,0395 ,05296 64 
Asia Privata ,1163 ,13746 43 
Pubblica ,0193 ,03207 56 
Totale ,0614 ,10493 99 
Totale Privata ,0704 ,10287 107 
Pubblica ,0193 ,03207 56 
Totale ,0528 ,08869 163 
 
 
 
 
 
Test di effetti tra soggetti 
Variabile dipendente:   CRM_MEASURE   
Origine 
Somma dei 
quadrati di tipo 
III gl 
Media 
quadratica F Sign. 
Modello corretto ,247a 2 ,124 19,277 ,000 
Intercettazione ,348 1 ,348 54,238 ,000 
Continenti ,151 1 ,151 23,605 ,000 
Impresa_Pubblica_Privata ,229 1 ,229 35,654 ,000 
Continenti * 
Impresa_Pubblica_Privata 
,000 0 . . . 
Errore 1,027 160 ,006   
Totale 1,729 163    
Totale corretto 1,274 162    
a. R-quadrato = ,194 (R-quadrato adattato = ,184) 
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La prima tabella generale ci fornisce informazioni su quanti siano i report appartenenti ad 
imprese dell’America centrale e dell’Asia, e su quanti siano i report appartenenti ad aziende del 
“panorama” pubblico e di quello privato. 
Le statistiche descrittive dividono le medie delle frequenze di parole, prima in base al continente 
di appartenenza, e poi in base all’altro “fattore fisso”. 
Anche in questo ultimo caso, i test di Levene rigettano l’ipotesi nulla di omogeneità della 
varianza per tutte e 5 le categorie. 
Oltre che per l’incrocio dei 2 “fattori fissi” (anche in questa situazione), abbiamo dei dati non 
significativi per il “fattore fisso” “continenti” per le categorie “long term” e “environmental 
cause”. Tutti gli altri dati sono significativi. 
Infine, possiamo affermare, guardando ai dati dell’ultimo tipo di tabella, che in tutti i casi (per 
tutte le 5 categorie) il nostro modello si è rivelato migliore dell’affidarsi alla “grand mean” per 
predire i dati. 
 
6. CONCLUSIONI 
Andremo ora a chiudere il cerchio su quanto abbiamo fatto; cercheremo di spiegare cosa 
abbiamo ottenuto, con i nostri risultati, in termini di conoscenza del fenomeno del CRM; 
parlando di quanto è scaturito dalla nostra analisi, non pensiamo di avere il diritto di usare 
sostantivi come “scoperte”; crediamo sia più opportuno parlare di riscontri, attraverso l’ausilio 
della statistica,  con le varie letterature sull’argomento, e, di conseguenza, anche con la realtà 
che circonda e caratterizza il CRM. 
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Quel che risulterà dai vari output avrà anche delle implicazioni manageriali, nel senso che 
coloro che saranno in procinto di approcciarsi a delle campagne di CRM (o a qualcosa che si 
avvicini ad esse) potrebbero trarre vantaggio dall’avere davanti a sé una sorta di 
sistematizzazione di quelle che, a nostro modesto parere, possono essere le implicazioni dei 
nostri risultati. 
Non è poi da sottovalutare il fatto che la ricerca da noi svolta ha, per forza di cose, dei limiti; 
questi possono essere delle conseguenze inevitabili, insite nei nostri metodi di ricerca e negli 
strumenti di cui ci siamo serviti per implementare tali metodologie, oppure possono essere 
dovuti al fatto che la soggettività di coloro che hanno portato avanti il lavoro del nostro studio 
ha influenzato i nostri risultati in modo inconscio (cosa che magari avrebbe potuto essere 
evitata, ma di cui, magari, non ci siamo accorti). Aggiungeremo però anche dei commenti 
relativi a quelli che, per quel che abbiamo visto nel corso della ricerca, pensiamo possano essere 
degli spunti per dei possibili sviluppi futuri, che non abbiamo avuto la possibilità di 
concretizzare in questa sede, ma che, appunto, qualcun altro potrebbe riprendere in altra sede, in 
un tempo futuro. 
6.1. Implicazioni per la ricerca 
Ci occuperemo, in prima battuta, delle statistiche descrittive generali; le categorie con le 
frequenze più grandi sono state, prevedibilmente, quelle che hanno accorpato le varie sotto-
divisioni (molto più numerose per la branca delle questioni riguardanti problemi coinvolgenti gli 
essere umani in prima persona), che prima (nei vari step che hanno portato al dizionario 
definitivo) frammentavano la “human cause category” e la “environmental cause category”; 
ancor più specificamente, la prima delle 2 ha una frequenza di parole leggermente superiore alla 
seconda. Le categorie riprendenti alcuni concetti appartenenti al concetto di ‘cause acuteness’ 
(Vanhamme, 2012), cioè la “short term” e la “long term”, oltre ad avere delle frequenze 
sensibilmente inferiori alle precedenti, si differenziano l’una dall’altra per il fatto che la seconda 
ha una frequenza sostanzialmente superiore alla prima. La quinta ed ultima categoria, la “CRM 
measure”, ha un frequenza che si aggira attorno a quella della “long term”. Le variabilità delle 
prime 2 macro-categorie, comunque, sono significativamente più alte delle altre; quella più 
bassa è quella della categoria “short term”. Parlando della numerosità degli abusi, dati che si 
riferiscono alle singole aziende, e non, come nel caso delle precedenti frequenza, ai singoli 
report, dobbiamo dire che gli abusi UB (legati a comportamenti, nella loro essenza, contrari a 
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valori fondati sul concetto di etica) e quelli HR (collegati alla violazione dei diritti umani), 
componenti il numero totale di abusi, sono ben bilanciati, avendo più o meno la stessa media. 
Per quanto riguarda l’analisi di correlazione, invece, crediamo che ci siano degli aspetti 
interessanti da sottolineare. In primis, riteniamo le forti correlazioni tra “human cause” e “short 
term”, e tra “environmental cause” e long term”, degne di approfondimento. E’ vero che le 
suddette correlazioni potevano essere prevedibili, pensando a quali delle 2 macro-categorie 
(diventate tali solamente verso il termine della nostra opera di perfezionamento del dizionario) 
abbiamo “attinto” per formare le categorie rifacentesi al concetto di ‘cause acuteness’, ma 
crediamo di poter affermare che la nostra decisione di “pescare” da certi “bacini” sia stata giusta 
ed inevitabile, e non dovuta all’arbitrio della nostra soggettività; quindi, nonostante avessimo 
previsto quanto aspettavamo di osservare nitidamente dai risultati statistici, possiamo parlare di 
legame tra cause “umane” e breve termine, e tra cause ambientali e lungo termine. Oltre a ciò, ci 
sono altre correlazioni che è opportuno mettere sotto la nostra “lente d’ingrandimento”, come 
nel caso di quella tra la numerosità degli abusi e la categoria “long term” (nonché con la 
“environmental cause category” a quest’ultima correlata); essa può esser spiegata col fatto che, 
a degli abusi commessi da un’azienda, danneggianti la reputazione di quest’ultima, tendono a 
seguire una o più campagne di CRM, distribuite nel lungo periodo per il fatto che è proprio 
questa tipologia (contrapposta a quella collegata al breve periodo) che ha lo scopo di migliorare 
la reputazione nei confronti di tutti gli stakeholder, e non solo nei confronti dei soli consumatori 
(come nel caso delle campagne di breve termine; di cui interessa, più che altro, il fatto che 
acquistino), visto che è l’opinione di tutti coloro che sono portatori d’interesse nei confronti 
dell’azienda, nel momento in cui questa opinione è danneggiata, a dover essere cambiata. 
Questo è confermato dalla letteratura in materia di contrapposizione tra logica relazionale e 
logica strumentale, che abbiamo preso a riferimento nella nostra parte teorica relativa al 
dualismo tra “short term” e “long term” (Liu, 2013); dall’incrocio tra basse o alte dosi delle 2 
logiche prendono forma 4 tipi di CRM, cioè altruistico, commerciale, sociale ed integrativo; 
ognuno di essi si differenzia dall’altro grazie a 4 elementi: “campaign duration”, “geographical 
scope”, “cause selection” e “implementation strategy”. C’è di più, crediamo che questa 
correlazione possa esser rafforzata dal fatto che il coefficiente di Pearson è più alto tra abusi UB 
e “environmental cause category”, che tra quest’ultima e gli abusi HR; il motivo è semplice e, 
secondo noi, esso è ascrivibile al fatto che gli “unethical behaviours” e le cause ambientali sono 
sicuramente più accostabili, rispetto a quest’ultime e gli “human rights” (i diritti umani e le 
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questioni ambientali hanno un legame più labile rispetto a quello tra i comportamenti contrari ai 
valori rifacentisi al concetto di etica), e dal momento che la correlazione tra “environmental 
cause” e “long term” è altissima, anche quest’ultima avrà un più alto coefficiente di correlazione 
di Pearson che la lega agli abusi UB, rispetto a quelli HR. Quindi, riteniamo che questa 
concatenazione di legami rafforzi ancor di più le correlazioni tra “long term” ed “environmental 
cause”, “environmental cause” ed abusi (ancor di più con quelli UB), “long term” ed abusi (di 
più con quelli UB). Infine, c’è anche da sottolineare il legame tra “human cause category” e 
“CRM measure” (rappresentante il CRM in generale), ben più forte di quello tra quest’ultima e 
le altre categorie; di primo acchito potremmo ascrivere il tutto al fatto che, all’interno del nostro 
dizionario, il numero di parole appartenenti alla “human cause category” è ben più ampio 
rispetto a quello delle altre categorie. Ma, invece, riprendendo il concetto di ‘cause type’ 
(Lafferty & Edmonson, 2014), nella parte cui si parlava degli effetti (“misurati” da una vera e 
propria ricerca di cui abbiamo riportato i punti principali) più positivi delle cause “umane” su 
varie variabili tese a misurare l’apprezzamento di una campagna di CRM da parte del 
“pubblico”, rispetto agli stessi effetti “misurati” per le cause ambientali (effetti più blandi su 
alcune di queste variabili), quanto abbiamo ottenuto nella nostra ricerca può essere 
riconducibile, appunto, al fatto che le cause “umane” sono preferibili (per la scelta da inserire in 
una campagna di CRM) a quelle ambientali, per gli effetti (delle cause “umane”) più grandi (di 
quelli delle cause ambientali) che la ricerca di cui abbiamo parlato nella parte teorica ha 
“misurato”. Inoltre, molto più semplicemente, è chiaro che il “cause fit” (Sen & Bhattacharya, 
2003) che una persona potrà provare nei confronti di una causa “umana” è molto più alto 
rispetto a quello che potrà sentire nei confronti di questioni ambientali, per il semplice fatto che 
la persona è, oltre a molte altre cose, anche un essere umano, rendendo, da questo punto di vista, 
la “human cause” preferibile alla “environmental cause”, per la scelta della causa da utilizzare 
in una campagna di CRM. Inoltre, anche il fenomeno dello “psychophysical numbing” (di cui 
abbiamo riportato i risultati di uno studio statistico in merito) potrebbe influenzare quanto detto 
sulla correlazione tra “CSR measure” e “human cause category”, dal momento che gli effetti 
positivi provocati da questo fenomeno hanno sicuramente più possibilità di essere riscontrati in 
cause di tipo “umano”, che in cause ambientali (Baghi, Tedeschi & Rubaltelli, 2008). La 
seguente tabella (nominata “analisi di correlazione”) ci dice quali sono le correlazioni 
particolarmente interessanti. 
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Analisi di correlazione 
 Human 
cause 
Environmental 
cause 
Short 
term 
Long 
term 
CRM 
measure 
Abusi 
UB 
Abusi 
HR 
Human cause   +  +   
Environmental 
cause 
   +  + + 
Short term +       
Long term  +    + + 
CRM Measure +       
Abusi UB  +  +    
Abusi HR  +  +    
 
Andiamo adesso ad analizzare quanto è risultato dai test T per campioni indipendenti. Le 
variabili che influenzano le varie frequenze di parole delle categorie in analisi sono il fatto che 
l’impresa sia pubblica o privata e il fatto di appartenere al continente asiatico o all’America 
centrale (Messico in particolare). Per la prima delle 2 variabili, vediamo che tutte e 5 le 
categorie sono influenzate, e pensiamo che la motivazione di questo sia che le imprese private, 
per il fatto di essere più collegate dal pensiero comune dei portatori d’interesse nei confronti 
dell’impresa al profitto in sé e per sé, necessitano maggiormente degli strumenti del CRM per 
migliorare la propria reputazione; ma ancor più nello specifico, attraverso la misurazione della 
dimensione dell’effetto grazie ai valori di r, notiamo che la “environmental cause” e la “long 
term” hanno dei valori più alti degli altri (collegati alla variabile “impresa pubblica/privata), e 
crediamo di poter dire che questo risultato sia motivato da quanto abbiamo detto sul fatto che 
siano le cause di lungo termine a determinare un miglioramento della reputazione nei confronti 
degli stakeholder (questione di cui le imprese private devono occuparsi maggiormente, rispetto 
a quanto debbano farlo quelle pubbliche). Per l’altra variabile (che influenza solamente la 
categoria “short term”), c’è da dire che nei territori asiatici da noi presi in considerazione il 
numero di disastri naturali è sensibilmente più alto rispetto alla media mondiale, e che, quindi, i 
programmi di breve termine, che si occupano di aiutare le popolazioni colpite, sono, per forza di 
cose, più gettonati. Dalla tabella seguente (nominata “test T per campioni indipendenti”) 
capiremo quali sono stati i t significativi. 
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Test T per campioni indipendenti 
 Human 
cause 
Environmental 
cause 
Short term Long term CRM 
measure 
Impresa 
pubblica/privata 
privato > 
pubblico 
privato > 
pubblico 
privato > 
pubblico 
privato > 
pubblico 
privato > 
pubblico 
Continenti   Asia > 
America 
centrale 
  
 
 
E’ giunto ora il momento di osservare cosa è risultato dalle svariate analisi univariate che 
abbiamo svolto. La prima di queste, con “settore 1” (cioè una parte di tutti i settori che avevamo 
a disposizione) come “fattore fisso”, ci dice che la tipologia di settore influenza tutte le 
categorie di cui misuriamo la frequenza di parole, tranne quella “long term”; ma, ancor più nello 
specifico, confrontando i nostri risultati con quelli delle medie marginali attese, capiamo che 
anche la categoria “environmental cause” ha una significatività inferiore alle altre. In generale, 
da quanto risulta, capiamo che il tipo di settore porta con sé le sue caratteristiche, come il tipo di 
prodotto che vende, o i valori associati alla sua attività (è chiaro, ad esempio, che il settore del 
gas e petrolio, per la sua stessa essenza, dovrà per forza di cose essere ritenuto meno legato a dei 
valori etici per il suo operato, rispetto, ad esempio, a quello delle telecomunicazioni); tutto 
questo ci permette di ricollegarci alla letteratura in materia in cui si parla del maggior successo 
dei prodotti edonistici, rispetto a quelli pratici, nell’essere collegati ad una campagna di CRM 
(Strahilevitz & Myers, 1998), nonché al “fit” (Thomas, 2011) tra brand (ed il prodotto ad esso 
collegato) e causa. Per il secondo aspetto, oltre ai sostenitori dell’effetto positivo di un alto fit 
(Pracejus & Olsen, 2004), ci sono anche dei detrattori di questa teoria (Drumwright & Ellen, 
2010). Ricapitolando, quindi, per quanto riguarda il “settore 1”, quel che sappiamo è che c’è 
un’influenza sulle frequenze da parte del settore di appartenenza, ma sulla direzione di questa 
non possiamo dire nulla di certo, perché ci sono varie ipotesi, di cui in parte abbiamo già 
parlato: possiamo pensare che siano i settori collegati a prodotti più vicini a quelli edonistici a 
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far sì che le frequenza di parole aumentino; oppure c’è l’ipotesi che siano i settori i cui brand, in 
linea di massima, abbiano un fit maggiore con le loro cause ad essere quelle con i report con più 
alte frequenze; o, ancora, secondo una teoria discordante con la precedente, un alto fit tra brand 
e causa potrebbe invece portare ad avere frequenze sotto la media, per non far sì che il 
consumatore pensi che un alto fit tra prodotto (collegato al brand ovviamente) e causa sia indice 
di attenzione unica al profitto in sé e per sé; infine, potrebbe anche darsi che il fatto di 
appartenere a settori che, nell’immaginario comune, sono portatori di valori negativi (e quindi 
ad essi vengano collegati degli abusi), o, in altre parole, per il loro stesso sistema di produzione, 
inquinanti e, quindi, anche irresponsabili (Tench, Sun & Jones, 2012), come quello del gas e 
petrolio (da noi preso in considerazione per la nostra analisi), spinga questi settori ad occuparsi 
di più di CRM e, di conseguenza, quindi, ad aumentare le frequenze di parole delle varie 
categorie nei loro report. Non è poi da sottovalutare il fatto che siano le categorie “short term” 
ed “human cause” (alla prima fortemente correlata), oltre alla “CRM measure”, ad essere quelle 
più significative; appunto perché il puntare sui prodotti edonistici (ipotesi, che per i nostri 
risultati, diventa la più gettonata) è una tecnica che serve per aumentare le vendite nel breve 
termine, e molto meno per migliorare la propria reputazione agli occhi degli stakeholder (cosa, 
che ha a che fare con cause di lungo termine); pensiamo quindi che i settori che hanno 
frequenze maggiori possano essere collegati a prodotti che potrebbero più avvicinarsi a dei 
prodotti edonistici (come quelli collegati al settore bancario, o a quello delle telecomunicazioni; 
sebbene i veri e propri prodotti edonistici siano altri), rispetto agli altri (prodotti del settore del 
Gas e petrolio, nonché di quello elettrico), e le cui vendite nel breve termine potrebbero essere 
più influenzabili da campagne il cui arco temporale è di breve periodo.  Per l’analisi univariata 
con “anno 1” (fasce temporali quinquennali) come “fattore fisso”, abbiamo i seguenti risultati. 
Sebbene si evinca, dai dati sulle medie marginali attese, che nessun risultato è poi così 
significativo, c’è però da dire che le categorie “long term” ed “environmental cause” sono più 
significative delle altre. Questo potrebbe significare, dal momento che nel capitolo dei risultati 
abbiamo detto che le parole relative alle cause ambientali sono più frequenti nell’arco temporale 
più passato (il primo, che va dal 1995 al 2000), che le campagne di CRM sono un po’ in ribasso 
negli ultimi anni, ma tutto questo, ovviamente, è solamente un’ipotesi. Giungiamo adesso ad 
incrociare i “fattori fissi” “settore 1” ed “impresa pubblica/privata”. C’è subito da dire che per 
nessuna delle categorie l’interazione è stato significativa; inoltre, anche per i “fattori fissi” in sé 
e per sé, vediamo, dalle medie marginali attese, che le varie significatività non sono poi tanto 
alte (a parte per la “CRM measure”); infine, per la categoria “short term”, collegata al “fattore 
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fisso” “impresa pubblica/privata”, non si può parlare nemmeno di significatività, e questo 
conferma quanto è risultato dagli r dei test T per campioni indipendenti, in cui, per la categoria 
“short term” per la variabile “impresa pubblica/privata”, il valore di r era molto basso 
(dimostrando ancora una volta che il fatto di voler migliorare la propria reputazione nei 
confronti degli stakeholder, già influenzata dal fatto di essere un’impresa privata, e non 
pubblica,  non può essere legato a campagne di breve termine). Andiamo ora ad incrociare altri 
2 fattori fissi: “settore 1” e “continenti”. Anche in questo caso nessuna interazione risulta 
significativa. I dati significativi saranno solamente quelli del “settore 1”, e lo saranno ancor di 
più, guardando alle medie marginali attese delle categorie “CRM measure” e “short term” (dato 
di quest’ultima che conferma quanto abbiamo detto sulla tipologia di prodotto tesa ad 
influenzare le vendite, con campagne che devono, per lo scopo che si prefiggono, quindi, essere, 
per forza di cose, di breve termine). Incrociando, infine, i “continenti” con il fatto che l’impresa 
sia pubblica o privata, ci fornisce dei risultati significativi (anche guardando alle medie 
marginali attese), tranne che nei casi delle categorie “long term” ed “environmental cause” 
(oltre che per i dati su tutti gli incroci, che in nessun caso, neanche nei precedenti, si sono 
dimostrati significativi) per il “fattore fisso” “continenti”. La non significatività di queste 2 
categorie (tra loro, come detto più volte, fortemente correlate) conferma quanto abbiamo 
riscontrato nei dati del test T per campioni indipendenti per la variabile “continenti”, cioè che il 
fatto di appartenere al continente asiatico non influenza positivamente la frequenza di parole 
relative alle cause di lungo termine (ed ambientali, a queste ultime molto legate), bensì quella di 
parole relative alle cause da affrontare con campagne di CRM di breve periodo. La tabella 
seguente (nominata “analisi univariata”) sarà un riepilogo (per quanto riguarda i dati 
significativi) di quanto è stato detto (anche con i “fattori fissi” che compongono le interazioni).  
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Analisi univariata 
 Human cause Environmental 
cause 
Short term Long term CRM 
measure 
Settore1 Banca; TLC  Banca; TLC  Banca; TLC 
Anno1      
Continenti   Asia > 
America 
centrale 
  
Pubblica/privata privato > 
pubblico 
privato > 
pubblico 
privato > 
pubblico 
privato > 
pubblico 
privato > 
pubblico 
Settore1 * 
Pubblica/privata 
     
Settore1 * 
Continenti 
     
Continenti * 
Pubblica/privata 
     
 
6.2. Implicazioni manageriali 
Le implicazioni manageriali scaturiranno direttamente da quanto abbiamo detto nel paragrafo 
precedente. Cercheremo di esplicitare quelle che potrebbero essere le motivazioni retrostanti 
alle tendenze che sono scaturite dalla nostra ricerca. 
In primis, c’è da dire che è risultato quanto segue: nel momento in cui siamo interessati ad 
aumentare i livelli delle nostre vendite, affidandoci a campagne di CRM di breve termine, 
quest’ultime sono caratterizzate, nella maggior parte dei casi, dal fatto di appartenere al 
“campo” delle cause che concernono questioni riguardanti l’essere umano, e che si occupano, 
appunto, di tentare di risolvere problemi per quest’ultimo. Non che le cause ambientali, in simili 
circostanze, siano completamente assenti, ma riteniamo il fatto di provare a far sì che il 
consumatore sia maggiormente coinvolto, grazie a cause tese ad intervenire in situazioni in cui 
un disastro naturale (l’esempio più gettonato; per i casi dei disastri naturali, di cui, nei report da 
noi presi in considerazione, si parla moltissimo, soprattutto, come detto, per le imprese 
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asiatiche) mette a repentaglio la vita delle persone, la tendenza che, nei report da noi presi in 
considerazione, è andata per la maggiore. 
Un'altra situazione da non sottovalutare è quella in cui l’azienda di cui facciamo parte viene 
messa al centro di situazioni spiacevoli, in cui quest’ultima può essere tacciata di 
irresponsabilità sociale, a causa di abusi da essa commessi, che hanno danneggiato la società (in 
qualsiasi modo) in cui la nostra impresa è inserita. Una campagna di CRM è uno strumento che 
può coprire un abuso in una certa zona; questo è quel che è scaturito dalla nostra analisi. Ancor 
più nello specifico, per quanto è stato detto sull’opportunità di affidarsi a campagne di lungo 
termine per le situazioni in cui siamo interessati a migliorare la reputazione della nostra azienda 
nei confronti degli svariati portatori d’interesse nei confronti di quest’ultima, è stato palesato 
che, dopo situazioni che hanno minato la nostra reputazione, sono state le campagne di CRM di 
questo tipo (di lungo periodo appunto) le più frequenti. Una reazione di questo tipo si è 
dimostrata ancor più frequente nel momento in cui gli abusi, ai quali reagire con una o più 
campagne di lungo termine, hanno riguardato dei comportamenti dell’azienda che, nella loro 
essenza, sono contrari ai valori fondanti del concetto di etica; gli abusi potranno riguardare 
anche una o più violazioni dei diritti umani, ma quelli di cui abbiamo parlato poco sopra sono 
quelli che prendiamo a riferimento (ideale) per quanto detto, e per quanto diremo. Appunto 
perché la tipologia di causa ideale da scegliere tra quelle di lungo periodo, da utilizzare in 
situazioni simili, si è dimostrata essere quella ambientale (che, a rigor di logica, dovrebbe avere 
legami più labili con i diritti umani); anche per un fatto logico, in fin dei conti, nel momento in 
cui pensiamo a questioni scaturenti da problematiche ambientali, nell’immaginario comune, non 
possiamo far altro che ammettere che un consumatore assocerà alla risoluzione di queste 
problematiche delle tempistiche molto lunghe, e, quindi, una campagna di breve periodo, 
sarebbe, di per sé, controindicata. Ordunque, essendo le cause ambientali correlate col lungo 
periodo anche guardando ai risultati della nostra ricerca, possiamo affermare che sono state 
queste quelle più frequenti (da utilizzare) in simili situazioni, nonché, ovviamente, per situazioni 
in cui la nostra azienda sia interessata a migliorare la propria reputazione, in generale (senza 
bisogno che ci siano, necessariamente, degli abusi ai quali dover supplire; e questo vale, 
soprattutto, come abbiamo visto, per le imprese private, che di per sé dovrebbero avere più 
bisogno di occuparsi della propria reputazione, rispetto a quelle pubbliche; ancor di più, questa 
tendenza dovrebbe esser riscontrata in quelle aziende appartenenti a settori che, 
nell’immaginario comune, sono inquinanti e, quindi, di primo acchito ritenuti, di per sé, 
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irresponsabili). Non ci sentiamo comunque di dire che le cause “umane” siano state escluse dal 
bacino di scelta in situazioni simili, dal momento che, anche nel loro caso, possiamo trovarci di 
fronte a questioni annose, il cui tentativo di risoluzione deve, per forza di cose, essere di lungo 
periodo (pensiamo, ad esempio, all’AIDS). 
Inoltre, guardando all’altissima correlazione tra “human cause category” e “CRM measure”, 
riteniamo che, in generale, le cause “umane” siano da definire come quelle più gettonate per 
coloro che dovranno scegliere tra le varie tipologie di cause (oltre che per avere, ovviamente, un 
fit maggiore col consumatore, rispetto a quelle ambientali), forse per il fatto che è stato 
dimostrato che sono proprio queste quelle da cui, molto più spesso, scaturiscono effetti positivi 
sull’attitudine dei consumatori nei confronti della causa, nonché sulla loro attitudine nei 
confronti dell’alleanza (dell’impresa con una società no-profit; quest’alleanza è imprescindibile 
per una campagna di CRM che si rispetti). Entrando, poi, nel campo della comunicazione della 
propria campagna, affidandoci ancora una volta a quanto detto sul fenomeno dello 
“psychophysical numbing”, per un consumatore, trovarsi dinnanzi ad un messaggio in cui un 
soggetto (soggetto meglio identificabile per una causa “umana”, che per una ambientale, 
chiaramente) specifico (nonostante sia evidente che quanto verrà ottenuto dalla campagna di 
CRM sarà devoluto ad una moltitudine di persone) viene messo al centro degli sforzi congiunti 
dell’azienda di ottenere le risorse necessarie per gli aiuti (e gli effetti di questo “modus 
operandi”, che da una ricerca si sono dimostrati efficaci in certe situazioni), potrebbe essere un 
effetto positivo ricercato dai promotori della campagna, Con questo, è chiaro che siamo ben 
lungi dall’escludere le cause ambientali dalla rosa di scelte, anche per quanto è stato detto sulla 
loro alta frequenza per i casi in cui le campagne di CRM debbano essere di lungo termine. 
Infine, abbiamo visto che anche la tipologia di settore che ci troviamo di fronte può influenzare 
la scelta di coloro che devono decidere in merito alle caratteristiche che la campagna di CRM 
deve avere, nelle varie situazioni in cui si possono venire a trovare, con la loro azienda. 
Purtroppo, per questa “variabile”, non c’è una tendenza univoca, e c’era da aspettarselo nel bel 
mezzo dell’epoca post-moderna15 (con la complessità che essa porta con sé, anche all’interno 
del campo economico), in cui la razionalità, da sola, non basta più, cosa che è già stata trattata 
nella nostra parte teorica in cui abbiamo parlato di CNSR (Devinney et al., 2010), e in cui, 
appunto, abbiamo affermato che comprendere, sistematicamente, le reazioni del consumatore ad 
                                                          
15 http://it.wikipedia.org/wiki/Postmodernismo. 
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ogni nostra azione, è praticamente impossibile. Così è anche in questo caso (guardando, per 
esempio, alle 2 “scuole di pensiero” contrapposte, che ritengono il fatto di appartenere ad un 
settore i cui brand, in linea di massima, abbiano un fit che abbia più probabilità di legare con un 
maggior numero di cause, da una parte un vantaggio, e dall’altro uno svantaggio), però, 
possiamo dire che, nel momento in cui siamo di fronte alla necessità di utilizzare campagne di 
breve termine per aumentare il livello delle vendite, la situazione più frequente riscontrata nei 
report potrebbe essere quella in cui l’impresa in questione è parte di un settore in cui i prodotti 
(o servizi) sono più vicini al “campo” dell’edonismo, che a quello dei beni (o servizi) pratici. 
6.3. Limiti della ricerca e suoi possibili sviluppi 
Abbiamo già accennato, in alcuni punti della nostra ricerca, quelli che avrebbero potuto esser 
catalogati come dei limiti di quel che è stato il nostro studio, ma, in questa sede, entreremo 
ancor più nello specifico all’interno di questa tematica, tentando però, quando possibile, di 
trovare delle vie che, in futuro, potrebbero portare a delle implementazioni nelle metodologie da 
noi utilizzate, nonché nel nostro stesso “modus operandi”, per far sì di poter parlare di veri e 
propri possibili sviluppi (altrui ed in altra sede) della nostra ricerca. 
In prima battuta, riteniamo opportuno accorpare quelli che sono stati i limiti, da noi già segnalati 
(alcuni) nei “luoghi” in cui gli argomenti sono stati trattati, trovati all’interno delle 
argomentazioni e delle ricerche, portate da noi a sostegno della tesi del nostro studio. Nella 
parte relativa alla CNSR abbiamo parlato di ricerche empiriche più rigorose, per capire le 
dinamiche (più esatte possibili) di quest’ultima, ma non abbiamo avuto la possibilità di 
addentrarci all’interno di queste, per ovvi motivi di “spazio”, e lo stesso può esser detto, sempre 
all’interno dell’argomento della CNSR per gli strumenti che si rifanno alla ‘Incentive 
compatibility’, utili per “leggere” i trade-off naturali che si verificano all’interno del consumo. 
Guardando poi ai risultati di cui ci siamo serviti, scaturenti dalla ricerca sullo “psychophysical 
numbing”, dobbiamo ammettere che i risultati più positivi sugli effetti scaturenti dal “metodo 
comunicativo” che porterebbe a riscontrare questo fenomeno sono stati più forti per le 
campagne di raccolta fondi, che per dei veri e propri programmi di CRM. Inoltre, nella ricerca 
sul ‘cause type’, in cui si paragonavano gli effetti delle varie tipologie di cause su alcune 
variabili relative al livello di apprezzamento del consumatore per la campagna di CRM, come 
detto, c’è da dire che non sono state prese in considerazione le situazioni in cui una causa 
“rilevante” avrebbe potuto legare con  un brand poco “importante”, né situazioni in cui una 
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causa poco “rilevante” avrebbe potuto legare con un brand molto “importante”, e crediamo che 
situazioni simili, in fin dei conti, siano possibili; pertanto in ricerche future, a nostro parere, 
dovrebbero essere prese in considerazione. Inoltre, sempre per il suddetto studio, le NPO prese 
in considerazione (per l’alleanza) avrebbero potuto influire sui risultati, ma questa eventualità 
non è stata presa in considerazione; magari, in futuro, potrà esser presa in considerazione, per 
vedere se i risultati sono significativamente diversi da quelli da noi riportati nella parte teorica. 
Poi, nella parte relativa al dualismo tra “logica relazionale” e “logica strumentale” non è stato 
preso in considerazione il fatto che le percezioni di un legame “long-term” potrebbero differire 
da un periodo all’altro, quindi possiamo consigliare ai ricercatori del futuro di tentare di 
esplorare questa questione più approfonditamente, quando verrà il momento. 
Arrivando alla vera e propria metodologia da noi scelta per portare a compimento il nostro 
studio, prendendo a riferimento l’analisi dei contenuti, dobbiamo ammettere che in certi casi ci 
siamo serviti di letterature sull’argomento leggermente datate, ma abbiamo ritenuto comunque 
quel materiale giusto da inserire all’interno della nostra ricerca per il fatto di essere completo ed 
esauriente per i punti da esso toccati; comunque sia, magari, servirci in maggior misura di 
letteratura più recente, avrebbe reso il nostro lavoro più aggiornato in qualche punto. 
Rimanendo sull’argomento, ci teniamo a sottolineare che la nostra analisi dei contenuti è stata 
manuale, nonostante si sia parlato precedentemente dei vantaggi dell’analisi dei contenuti 
automatica (Potter & Levine-Donnerstein, 1999), che, chiaramente, elimina molte forme di 
eventuale soggettività, che una terza parte magari potrà riconoscere meglio di noi all’interno 
della nostra ricerca. Inoltre, il software che abbiamo utilizzato per il conteggio delle parole non 
poteva conteggiare termini (composti da più parole), e, magari, questo avrebbe potuto essere 
utile per il nostro studio, permettendoci forse di prendere in considerazione più variabili del 
CRM, che non sono state evincibili da una singola parola, ma che magari avremmo potuto 
evincere da un termine composto da più parole; perché, in fin dei conti, le variabili relative ad 
una campagna di CRM sono molto numerose, ed aver potuto prendere in considerazione 
solamente una parte (non troppo grande) di esse, potrebbe esser stato un peccato; quindi, 
qualcun altro potrebbe partire proprio da qui per implementare metodologie che amplino i 
risultati (attraverso più variabili prese in considerazione, come: ‘donation framing’, ‘donation 
size’, ‘target’)  della nostra ricerca. Non è da sottovalutare anche il fatto che il numero di parole 
del nostro dizionario appartenenti alla categoria “human cause” è sensibilmente più grande di 
quello delle altre (purtroppo non abbiamo trovato così tante parole anche per le altre categorie). 
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In più, avremmo forse potuto avere a disposizione un numero di report superiore a quello che 
abbiamo avuto, nonché un numero di Paesi, da cui provenivano le aziende i cui report abbiamo 
analizzato, maggiore, per rendere il nostro campione più rappresentativo della “popolazione 
aziendale”. Oltre a questo, per gli strumenti che avevamo, non è stato permesso di dividere le 
categorie del nostro dizionario al punto che ci eravamo prefissati inizialmente, e, forse, in 
ricerche future, questo livello “superiore” di differenziazione potrà esser preso in 
considerazione. Dobbiamo poi dire che nessuno dei settori da noi presi in considerazione poteva 
essere catalogato come occupantesi di veri e propri prodotti “edonistici”, e questo, invece, per 
noi sarebbe stato molto importante, se non altro per dare maggior credito a quanto detto nella 
parte dell’analisi univariata relativa al “fattore fisso” “settore 1”. Infine, e di questo abbiamo già 
parlato ampiamente in altre sedi, il fatto di aver attinto, per la categoria “short term”, perlopiù 
dalla macro-categoria “human cause”, e, per quella “long term”, perlopiù dalla macro-categoria 
“environmental cause”, ha avuto degli effetti sui livelli di correlazione, che hanno influenzato i 
nostri risultati, ma, come detto, abbiamo ritenuto quanto appena descritto opportuno e giusto. 
Guardando, in ultima istanza, ai risultati in senso stretto, facciamo presente, nuovamente, che, 
per quanto riguarda le analisi univariate, non siamo riusciti, purtroppo, a trovare dei “fattori 
fissi” le cui interazioni fossero significative. Delle ricerche future potrebbero riuscire in questo 
intento, ampliando il livello di dettaglio del nostro studio. Infine, avremmo potuto associare ai 
nostri risultati (ingenerale, non solamente per le interazioni, chiaramente) degli indici tesi a 
misurare la performance aziendale, potendo quindi fare una valutazione anche in termini 
economico-aziendali; è chiaro che quanto detto potrebbe esser preso in considerazione in 
un’altra sede. 
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APPENDICE A 
1 HUMAN_CAUSE_CATEGORY 
2 SHORT_TERM 
3 ENVIRONMENTAL_CAUSE_CATEGORY 
4 LONG_TERM 
5 CRM_MEASURE 
Hardship 1 
Grief 1 
Mourn 1 
Burden 1 
Plight 1 
Disaster 1-2 
Flood 1-2 
Calamity 1-2 
Relief 1-2 
Rebuilding 1-2 
Earthquake 1-2 
Tsunami 1-2 
Refugee 1 
Typhoon 1-2 
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Hurricane 1-2 
Cyclone 1-2 
Inundation 1-2 
Refurbishment 1 
Underprivileged 1 
Needy 1 
Vagrant 1 
Disadvantaged 1 
Isolated 1 
Vaccination 1 
Poverty 1-4 
Indigent 1 
Orphan 1 
Homeless 1 
Prisoner 1 
Abused 1 
Slavery 1 
Crime 1 
Discriminatory 1 
Craftsman 1 
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Drug 1 
Widow 1 
Alcohol 1-4 
School 1 
Vandalism 1 
Elder 1 
Suicide 1 
Disability 1 
Cancer 1-4 
Syndrome 1-4 
Epilepsy 1-4 
Palsy 1 
Patient 1 
Handicap 1-4 
Deaf 1 
Hospice 1 
Thalassaemia 1-4 
Surgery 1 
Cholesterol 1-4 
Therapy 1 
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Dialysis 1 
Diabetes 1-4 
Antibiotics 1 
Autism 1-4 
Obesity 1-4 
Contagious 1 
Hypertension 1-4 
Infectious 1 
Hepatitis 1 
Transplant 1 
Pregnancy 1 
Influenza 1 
Degeneration 1 
Virus 1 
Blindness 1 
Aids 1-4 
Recycle 3-4 
Ozone 3-4 
Wastage 3 
Planting 3 
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Forest 3 
Conservation 3-4 
Erosion 3-4 
Vegetation 3 
Biodiversity 3 
Nesting 3 
Wildlife 3 
Habitat 3 
Donat* 5 
Fundraising 5 
Philanthropy 5 
Campaign 5 
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