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POSITIVITY OF RIEMANN–ROCH POLYNOMIALS
AND TODD CLASSES OF HYPERKA¨HLER
MANIFOLDS
CHEN JIANG
Abstract. For a hyperka¨hler manifold X of dimension 2n, Huy-
brechts showed that there are constants a0, a2, . . . , a2n such that
χ(L) =
n∑
i=0
a2i
(2i)!
qX(c1(L))
i
for any line bundle L on X , where qX is the Beauville–Bogomolov–
Fujiki quadratic form of X . Here the polynomial
∑n
i=0
a2i
(2i)! q
i is
called the Riemann–Roch polynomial of X .
In this paper, we show that all coefficients of the Riemann–Roch
polynomial of X are positive. This confirms a conjecture proposed
by Cao and the author, which implies Kawamata’s effective non-
vanishing conjecture for projective hyperka¨hler manifolds. It also
confirms a question of Riess on strict monotonicity of Riemann–
Roch polynomials.
In order to estimate the coefficients of the Riemann–Roch poly-
nomial, we produce a Lefschetz-type decomposition of td1/2(X),
the root of the Todd genus of X , via the Rozansky–Witten theory
following the ideas of Hitchin, Sawon, and Nieper-Wißkirchen.
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1. Introduction
Throughout this paper, we work over the complex number field C.
A compact Ka¨hler manifold X is called a hyperka¨hler manifold or an
irreducible symplectic manifold ifX is simply connected andH0(X,Ω2X)
is spanned by an everywhere non-degenerate 2-form. Hyperka¨hler man-
ifolds are higher-dimensional analogues of K3 surfaces and appear to be
a very important class of manifolds with c1 = 0. Their rich geometry
attracts many attentions from different areas of mathematics. The only
known examples are (up to deformations): Hilbert schemes of points
on K3 surfaces, generalized Kummer varieties (due to Beauville’s con-
struction [1]), and 2 examples in dimensions 6 and 10 constructed by
O’Grady [22, 23].
The main goal of this paper is to study general properties of the
Riemann–Roch polynomial and Todd classes of a hyperka¨hler manifold.
1.1. Positivity of Riemann–Roch polynomials. For a hyperka¨hler
manifold X of dimension 2n, Huybrechts [12] showed that there are
constants a0, a2, . . . , a2n such that
χ(L) =
n∑
i=0
a2i
(2i)!
qX(c1(L))
i
for any line bundle L on X , where qX is the Beauville–Bogomolov–
Fujiki quadratic form of X (see Section 2.2). Here the polynomial
RRX(q) =
∑n
i=0
a2i
(2i)!
qi is called the Riemann–Roch polynomial of X .
Note that RRX is a deformation invariant of X . To study the behavior
of line bundles on hyperka¨hler manifolds, it is crucial to have a good un-
derstanding of Riemann–Roch polynomials. In [4], Cao and the author
conjectured that the coefficients of the Riemann–Roch polynomial are
3all non-negative for any projective hyperka¨hler manifold, and proved
it up to dimension 6. The main theorem of this paper is the following.
Theorem 1.1. Let X be a hyperka¨hler manifold. Then all coefficients
of the Riemann–Roch polynomial RRX(q) are positive.
In fact, in Corollary 5.2, we will have a more precise estimate on
the lower bounds of the coefficients of RRX . We remark that Nieper-
Wißkirchen [20] gave a closed formula for the coefficients a2k in terms of
Chern numbers of X by the Rozansky–Witten theory, but the expres-
sion is quite complicated and not sufficient to determine the positivity
of coefficients.
Example 1.2. The Riemann–Roch polynomials of known hyperka¨hler
manifolds are as the following:
(1) If X is a hyperka¨hler manifold of dimension 2n deformation
equivalent to the Hilbert scheme of n points on a K3 surface or
O’Grady’s 10-dimensional example, then RRX(q) =
(
q/2+n+1
n
)
by [6, Lemma 5.1] and [24, Theorem 2];
(2) If X is a hyperka¨hler manifold of dimension 2n deformation
equivalent to a generalized Kummer variety or O’Grady’s 6-
dimensional example, then RRX(q) = (n + 1)
(
q/2+n
n
)
by [3,
Lemma 5.2] and [24, Theorem 2].
From the known examples, we can observe that RRX might satisfy
more properties than positivity, so it is natural to raise up the following
conjecture (the first one is a question asked by Ortiz).
Conjecture 1.3. Let X be a hyperka¨hler manifold.
(1) The sequence of coefficients of RRX(q) is log concave.
(2) All roots of RRX(q) are negative real numbers.
As applications to Theorem 1.1, we give an affirmative answer to
the conjecture of Cao and the author [4] which leads to a solution
of Kawamata’s effective non-vanishing conjecture for projective hy-
perka¨hler manifolds (Corollary 5.3) and also an affirmative answer to
a question of Riess [25] on the strict monotonicity of Riemann–Roch
polynomials (Corollary 5.4).
1.2. A Lefschetz-type decomposition of td1/2(X) via the Rozansky–
Witten theory. To prove Theorem 1.1, we need to have a good un-
derstanding of the Todd genus of a hyperka¨hler manifold. In fact, as
observed by Hitchin and Sawon [10] and Nieper-Wißkirchen [20], the
root of the Todd genus td1/2(X) is a more interesting object, especially
from the point of view of the Rozansky–Witten theory. Following their
ideas, we use the Rozansky–Witten theory to produce a Lefschetz-type
decomposition of td1/2(X).
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Theorem 1.4 (=Proposition 4.2+Theorem 4.5). Let X be a hyperka¨hler
manifold of dimension 2n and fix a non-zero σ ∈ H0(X,Ω2X). Consider
λσ =
24n
∫
exp(σ+σ)∫
c2(X) exp(σ+σ)
. For 0 ≤ k ≤ n/2, denote
tp2k :=
k∑
i=0
(n− 2k + 1)!td1/22i ∧ (σσ)k−i
(−λσ)k−i(k − i)!(n− k − i+ 1)! ∈ H
4k(X).
Then tp2k is (σ + σ)-primitive for any 0 ≤ k ≤ n/2. Furthermore, for
any 0 ≤ k ≤ n,
td
1/2
2k =
min{k,n−k}∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
tp2i ∧ (σσ)k−i.
Applying the Hodge–Riemann bilinear relation to the decomposition
in Theorem 1.4 will give a good estimate to
∫
td(X) exp(σ+ σ), which
proves Theorem 1.1. Also this decomposition can recover known results
due to Hitchin and Sawon [10] and Nieper-Wißkirchen [20] (see Corol-
lary 4.6). Meanwhile, this result might be also interesting for its own
sake to help us to study the cohomological structure of hyperka¨hler
manifolds.
We remark that the idea of using the Hodge–Riemann bilinear re-
lation to prove Theorem 1.1 originates from [4], where we used a
Lefschetz-type decomposition from [9] for c2(X) to show that Theo-
rem 1.1 holds in dimension 6. The decomposition there is given by
the projection to the Verbitsky component, that is, the subalgebra
SH2(X) ⊂ H∗(X) generated by H2(X). However, this method only
works for c2(X), and is not applicable to higher dimensions, as this
decomposition is too coarse and we can not control the orthogonal
complements in SH2(X)⊥.
In order to prove the decomposition in Theorem 1.4, the key ingre-
dient is to show the following result.
Corollary 1.5 (=Corollary 3.19). Let X be a hyperka¨hler manifold and
fix a non-zero σ ∈ H0(X,Ω2X). Consider λσ = 24n
∫
exp(σ+σ)∫
c2(X) exp(σ+σ)
. Then
for any integer k ≥ 1,
Λσ/4(td
1/2
2k ) =
1
λσ
td
1/2
2k−2 ∧ σ.
See Section 2.6 for the definition of Λσ/4. This result is proved using
the Rozansky–Witten theory and the wheeling theorem, following the
ideas of Hitchin and Sawon [10] and Nieper-Wißkirchen [20]. The key
is to show a formula comparing the Λσ/4-action on Rozansky–Witten
classes and the differential operator action on Jacobi diagrams (The-
orem 3.16). Such a formula was originally claimed without proof by
Nieper-Wißkirchen in [19] with a wrong sign (see Remark 3.18).
Finally, it is worth-mentioning that during the proof, we get the
following by-product. It can be viewed as a counterpart of the result
5∫
td1/2(X) > 0 in [10], and it might have further applications to the
topological structure of hyperka¨hler manifolds.
Corollary 1.6 (=Corollary 5.5). Let X be a hyperka¨hler manifold of
dimension 2n > 2. Then
∫
td1/2(X) < 1.
This paper is organized as the following. In Section 2, we prepare
necessary background knowledge. In Section 3, we briefly recall the
Rozansky–Witten theory and prove Theorem 3.16 and Corollary 1.5.
In Section 4, we give a Lefschetz-type decomposition of td1/2 (Theo-
rem 1.4). In Section 5, we study the positivity of the Riemann–Roch
polynomials, prove Theorem 1.1, and give various applications.
2. Preliminaries
In this section, we collect basic knowledge on hyperka¨hler manifolds.
The readers may refer to [12].
2.1. Complex structures. Let X be a hyperka¨hler manifold with
a non-zero σ ∈ H0(X,Ω2X) and a Ka¨hler form ω. Then there are 3
complex structures I, J,K on X satisfying K = IJ = −JI and a
hyperka¨hler metric g compatible with all of them with corresponding
Ka¨hler forms ω = ωI , ωJ , ωK . Up to a scalar, we may assume that
σ = ωJ +
√−1ωK .
2.2. Beauville–Bogomolov–Fujiki form and Riemann–Roch poly-
nomial. Beauville [1], Bogomolov [2], and Fujiki [7] proved that there
exists a quadratic form qX : H
2(X,R) → R and a constant cX ∈ Q+
such that for all α ∈ H2(X,R),∫
α2n = cX · qX(α)n.
The above equation determines cX and qX uniquely if assuming:
(1) qX is a primitive integral quadratic form on H
2(X,Z);
(2) qX(σ + σ) > 0 for 0 6= σ ∈ H2,0(X).
Here qX and cX are called the Beauville–Bogomolov–Fujiki form and
the Fujiki constant of X respectively.
Recall the following important result by Fujiki [7] (see also [8, Corol-
lary 23.17] for a generalization).
Theorem 2.1 ([7], [8, Corollary 23.17]). Let X be a hyperka¨hler mani-
fold of dimension 2n. Assume that α ∈ H4j(X,R) is of type (2j, 2j) on
all small deformations of X. Then there exists a constant C(α) ∈ R
depending only on α such that∫
αβ2n−2j = C(α) · qX(β)n−j
for all β ∈ H2(X,R).
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A direct application of this result (cf. [12, 1.11]) is that, for a line
bundle L on X , the Hirzebruch–Riemann–Roch formula gives
χ(X,L) =
2n∑
i=0
1
(2i)!
∫
td2n−2i(X)(c1(L))
2i =
2n∑
i=0
a2i
(2i)!
qX
(
c1(L)
)i
,
where
a2i = C(td2n−2i(X)).
The polynomial RRX(q) :=
∑n
i=0
a2i
(2i)!
qi is called the Riemann–Roch
polynomial of X .
2.3. Characteristic values. For a hyperka¨hler manifold, the char-
acteristic value is defined by Nieper-Wißkirchen, which is a quadratic
form proportional to qX . This quadratic form is more convenient than
qX when playing with Rozansky–Witten classes and Riemann–Roch
polynomials.
Definition 2.2 ([20, Definition 17]). Let X be a hyperka¨hler manifold.
For any α ∈ H2(X,R), Nieper-Wißkirchen defined the characteristic
value of α,
λ(α) :=
{
24n
∫
exp(α)∫
c2(X) exp(α)
if well-defined;
0 otherwise.
For simplicity, we often denote λσ := λ(σ + σ).
Proposition 2.3 (cf. [20, Proposition 10]). λ(α) is a positive constant
multiple of qX(α), more precisely,
λ(α) =
12cX
(2n− 1)C(c2(X))qX(α).
Note that to study RRX , we may always view it as a polynomial
in terms of λ. Here we remark that this multiple is positive (i.e.,
C(c2(X)) > 0) by Yau’s solution to Calabi’s conjecture [31].
Recall that a line bundle L on a projective manifold X is said to be
nef if L · C ≥ 0 for any curve C ⊂ X , moreover, it is said to be big if
LdimX > 0. We have the following easy lemma.
Lemma 2.4 (cf. [12, 1.10]). Let X be a hyperka¨hler manifold and fix
a non-zero σ ∈ H0(X,Ω2X). Let L be a line bundle on X.
(1) If X is projective and L is nef and big, then qX(c1(L)) > 0 and
λ(L) > 0.
(2) λσ = λ(σ + σ) > 0.
2.4. Todd genus and Todd classes. Let X be a hyperka¨hler mani-
fold. It is well-known that all its odd Chern classes vanish. The Todd
genus of X (see [20, (4.13)]) can be defined by
td(X) = exp
(
−2
∞∑
k=1
b2k(2k)!ch2k(X)
)
,
7where ch2k(X) are the Chern characters of X and b2k are the modified
Bernoulli numbers defined by
∞∑
k=0
b2kx
2k =
1
2
ln
sinh(x/2)
x/2
.
The square root of the Todd genus of X is defined by
td1/2(X) = exp
(
−
∞∑
k=1
b2k(2k)!ch2k(X)
)
which satisfies (td1/2(X))2 = td(X). We will use td
1/2
2k = td
1/2
2k (X) to
denote the 2k-th term of td1/2(X). For example, td
1/2
0 = 1, td
1/2
2 =
1
2
td2 =
1
24
c2(X), td
1/2
4 =
1
5760
(7c22(X)− 4c4(X)).
Here we remark that, for hyperka¨hler manifolds, rational Chern
classes are determined by rational Pontrjagin classes (cf. [21, Proposi-
tion 1.13]), hence rational Chern classes (and hence Todd classes) are
topological invariants of X . In particular, rational Chern classes are
independent of complex structures.
2.5. Some linear algebra on symplectic forms. Let k be a field
of characteristic zero, V a k-vector space, and A a k-algebra.
An element σ ∈ ∧2V ∗ is called a symplectic form on V if it defines
a non-degenerate bilinear form on V . Note that if a vector space V
admits a symplectic form σ, then its dimension is even, say 2n. In this
case we can always choose a symplectic basis e1, . . . , e2n of V such that
σ =
∑n
i=1 ϑ
2i−1 ∧ϑ2i, where ϑ1, . . . , ϑ2n is the corresponding dual basis
of V ∗.
Definition 2.5. Let V be a k-vector space of dimension 2n admitting
a symplectic form σ. The contraction by σ is the map δ :
∧
V ∗ ⊗A→∧
V ∗ ⊗A define by
δ((α1 ∧ · · · ∧ αl)⊗ a)
=
n∑
r=1
( ∑
1≤s<t≤l
(−1)s+t−1 (αs(e2r−1)αt(e2r)− αs(e2r)αt(e2r−1))·α1 ∧ · · · ∧ α̂s ∧ · · · ∧ α̂t ∧ · · · ∧ αl
)
⊗ a
for α1, . . . , αl ∈ V ∗ and a ∈ A. Here e1, . . . , e2n is a symplectic basis of
V .
Note that we can regard σ as an operator σ :
∧
V ∗⊗A→ ∧V ∗⊗A by
taking wedge product with σ, and consider the operator Π :
∧
V ∗⊗A→∧
V ∗ ⊗A acting on ∧pV ∗ ⊗ A by multiplying with p− n.
Proposition 2.6. Keep the above setting. Then (σ, δ,Π) gives an sl2-
action on
∧
V ∗ ⊗A. Namely,
[σ, δ] = Π, [Π, σ] = 2σ, [Π, δ] = −2δ.
8 C. Jiang
Proof. The proof is standard. To avoid tedious computations, we illus-
trate by the following example: it is easy to see that for any a ∈ A,
δ(σ ⊗ a) = δ
(( n∑
i=1
ϑ2i−1 ∧ ϑ2i)⊗ a) = n⊗ a,
hence [σ, δ](1⊗ a) = −δ(σ ⊗ a) = −n⊗ a = Π(1⊗ a). 
2.6. An sl2-action on the cohomology of a hyperka¨hler mani-
fold. The cohomology of a hyperka¨hler manifold has been studied by
many authors, see for example [7, 17, 30]. In particular, there is a
natural so(4, 1)-action on the cohomology of a hyperka¨hler manifold
by [29]. In this paper, we mainly focus on a special sl2-action induced
by σ, which has been considered by Fujiki [7], Huybrechts [11], and
Nieper-Wißkirchen [19].
Let X be a hyperka¨hler manifold of dimension 2n and fix a non-
zero σ ∈ H0(X,Ω2X). After a rescaling we may assume that σ = ωJ +√−1ωK as in Section 2.1. For any 0 ≤ p, q ≤ 2n, let Lσ : Hq(X,ΩpX)→
Hq(X,Ωp+2X ) be the Lefschetz operator giving by the cup-product with
σ. Define Λσ/4 = ∗−1◦Lσ/4◦∗ where ∗ is the Hodge operator associated
to the Ka¨hler metric g compatible with the hyperka¨hler structure of
X , and define Π : Hq(X,ΩpX)→ Hq(X,ΩpX) to be the map multiplying
by (p− n). Then we have
[Lσ,Λσ/4] = Π, [Π, Lσ] = 2Lσ, [Π,Λσ/4] = −2Λσ/4,
and hence (Lσ,Λσ/4,Π) gives an sl2-action onH
∗(X,Ω∗X) (cf. [11, Proof
of Theorem 6.3]).
Remark 2.7. There is a natural local interpretation of this sl2-action
as the following: fix a point x ∈ X , consider V = TX,x the holomorphic
tangent space and A =
∧
ΩX,x, note that σx is a symplectic form on
V , then we can consider operators (σx, δx,Πx) acting on
∧
V ∗⊗A as in
Definition 2.5 and Proposition 2.6, which, on the level of cohomology,
induce exactly (Lσ,Λσ/4,Π) acting on H
∗(X,Ω∗X).
Definition 2.8 (cf. [7]). A class α ∈ H∗(X,ΩkX) is called σ-primitive
if Λσ/4(α) = 0, which is equivalent to L
n−k+1
σ (α) = 0.
The following lemma is standard.
Lemma 2.9. [Lσ, Lσ] = [Λσ/4, Lσ] = 0.
Proof. The first one is trivial. Let us consider the second one. We may
assume that σ = ωJ +
√−1ωK as in Section 2.1. Then by definition,
Lσ = LωJ −
√−1LωK ,Λσ/4 =
1
4
(ΛωJ −
√−1ΛωK).
Then the conclusion follows immediately from [29, (2.1)]. 
The following lemma is standard by the representation theory of sl2,
see for example [14, Corollary 1.2.28].
9Lemma 2.10. For α ∈ H∗(X,ΩkX) and m ≥ 1,
[Lmσ ,Λσ/4](α) = m(k − n +m− 1)Lm−1σ (α).
In particular, if moreover α is σ-primitive, then Λσ/4L
m
σ (α) = m(n +
1− k −m)Lm−1σ (α).
3. The Rozansky–Witten theory
For a hyperka¨hler manifold X with a non-zero σ ∈ H0(X,Ω2X), the
Rozansky–Witten theory associates every Jacobi diagram Γ to a coho-
mology class RWσ(Γ), which is due to Rozansky and Witten [26] and
later developed by Kapranov [15]. Later Hitchin and Sawon [10] and
Nieper-Wißkirchen [20] discovered that this is a powerful tool to study
the characteristic classes of hyperka¨hler manifolds.
The main goal of this section is to apply the Rozansky–Witten theory
to prove Corollary 3.19, which calculates Λσ/4(td
1/2
2k ) for a hyperka¨hler
manifold. In order to explain the proof, we will briefly recall basic
knowledge of the Rozansky–Witten theory, the readers may refer to
[27, 19, 20, 21] for details. Most of the contents in this section are
from [20], while new results are Proposition 3.12, Theorem 3.16, and
Corollary 3.19.
3.1. The graph homology space. A graph is a collection of vertices
connected by edges, where every edge connects 2 vertices. A flag or a
half-edge is an edge together with an adjacent vertex. So every edge
consists of exactly 2 flags, and every flag belongs to exactly 1 vertex.
Note that an edge or a vertex can be identified with the set of flags
belonging to it. A vertex is called univalent, if there is only 1 flag
belonging to it, and it is called trivalent, if there are exactly 3 flags
belonging to it. A graph is called vertex-oriented if, for every vertex, a
cyclic ordering of its flags is fixed.
Definition 3.1 (Jacobi diagram). A Jacobi diagram is a vertex-oriented
graph with only univalent and trivalent vertices. A trivalent Jacobi di-
agram is a Jacobi diagram with no univalent vertices. The degree of a
Jacobi diagram is the number of its vertices.
When we draw a Jacobi diagram as a planar graph, we want the
counter-clockwise ordering of the flags at each trivalent vertex in the
drawing to be the same as the given cyclic ordering.
Example 3.2. (1) The empty graph is a Jacobi diagram, which is
denoted by 1.
(2) The Jacobi diagram consisting of 2 univalent vertices connecting
by 1 edge is denoted by ℓ, and called a strut.
(3) The Jacobi diagram ⊖ consisting of 2 trivalent vertices connect-
ing by 3 edges is denoted by Θ.
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(4) For each positive integer k, the 2k-wheelw2k is a Jacobi diagram
defined to be a closed path with 2k vertices and 2k edges, while
every vertex has a third edge outside the closed path. So it
contains 2k trivalent vertices and 2k univalent vertices. For
example, the 8-wheel w8 looks like ☼.
Definition 3.3 (Graph homology space). The space B is defined to
be the Q-vector space spanned by all Jacobi diagrams modulo the IHX
relation and the anti-symmetry (AS) relation (see [28, 20] for defini-
tions). The space B′ is defined to be the subspace of B spanned by all
Jacobi diagrams not containing ℓ as a component. The space Bt is de-
fined to be the subspace of B spanned by all trivalent Jacobi diagrams.
These spaces are graded by degrees, and bi-graded by the numbers of
trivalent and univalent vertices. We denote Bk,l to be the homogenous
part of B generated by Jacobi diagrams with k trivalent and l univa-
lent vertices. The completion of B (resp. B′, Bt) with respect to the
grading is denoted by Bˆ (resp. Bˆ′, Bˆt).
There are 2 natural operations on the graph homology spaces.
Definition 3.4 (Disjoint union). The disjoint union of Jacobi diagrams
induces a bilinear map
Bˆ × Bˆ → Bˆ : (γ, γ′) 7→ γγ′ := γ ∪ γ′.
By identifying 1 ∈ Q with 1 ∈ Bˆ, this gives a natural graded Q-algebra
structure of Bˆ.
Definition 3.5 (Differential operator). There is a differential operator
∂ : Bˆ′ → Bˆ′ defined by
∂Γ =
∑
{u,v}⊂U
Γ/{u, v}
for every Jacobi diagram Γ. Here U is the set of univalent vertices
of Γ, and Γ/{u, v} is the Jacobi diagram obtaining by removing ver-
tices {u, v} and gluing 2 edges belonging to u, v into a new edge. Here
Γ/{u, v} admits a natural orientation from Γ as trivalent vertices re-
main unchanged. In other words, the action of ∂ on a Jacobi diagram
means to glue 2 of its univalent vertices in all possible ways. Note that
∂ : Bˆ′ → Bˆ′ is a Bˆt-linear map.
Example 3.6. ∂w2 = Θ.
Definition 3.7 (Wheeling element). The wheeling element Ω ∈ Bˆ is
defined via the expression
Ω = exp
(
∞∑
k=1
b2kw2k
)
11
using the graded Q-algebra structure of Bˆ, where b2k are the modified
Bernoulli numbers as in Section 2.4. We may write Ω =
∑∞
k=0Ω2k
where Ω2k is the homogeneous component of degree 4k of Ω. For ex-
ample, Ω0 = 1, Ω2 =
1
48
w2.
The wheeling element Ω has an important property called the wheel-
ing theorem (see [28]) by the knot theory. The method of combining
the wheeling theorem with Rozansky–Witten classes to deal with char-
acteristic classes of hyperka¨hler manifolds was discovered by Hitchin
and Sawon [10] and later generalized by Nieper-Wißkirchen [20]. As
observed by Nieper-Wißkirchen, all we need is the following special
case.
Theorem 3.8 ([28, Lemma 6.2], [20, Theorem 3.1]). As elements in
Bˆ, ∂Ω = Θ
48
Ω.
An elementary proof can be found in [20].
3.2. Rozansky–Witten classes in general setting. Let k be a
field of characteristic zero, V a finite-dimensional k-vector space, A =⊕∞
i=0Ai a skew-commutative Z-graded k-algebra, and σ a symplectic
form on V . We will apply this general setting later to the case that
V = TX,x the holomorphic tangent space and A =
∧
ΩX,x, where x ∈ X
is a point on a hyperka¨hler manifold X .
For every Jacobi diagram Γ with k trivalent and l univalent vertices
and every α ∈ Sym3V ⊗A1, we define an element
RWσ,α(Γ) ∈
∧l
V ∗ ⊗Ak
as the following (see [15], [20, Section 4.1]).
Denote T to be the set of trivalent vertices of Γ, denote U to be the
set of univalent vertices of Γ, and denote F to be the set of flags of
Γ. Recall that an edge is identified with 2 flags belonging to it, and
a vertex is identified with the set of its flags. We can label the set
F = {1, 2, . . . , 3k + l − 1, 3k + l} such that the set of edges are just
E = {{1, 2}, . . . , {3k + l− 1, 3k + l}}. Identifying vertices with sets of
flags, we may write the set of univalent vertices as U = {u1, . . . , ul} ⊂
F , and write the set of trivalent vertices as
T = {{t1, t2, t3}, · · · , {t3k−2, t3k−1, t3k}} ⊂ 2F ,
where the ordering {t3i−2, t3i−1, t3i} coincides with the orientation of Γ
(which is a given cyclic ordering for each trivalent vertex). Note that
we have the relation ∐
t∈T
t ∪
∐
u∈U
u =
∐
e∈E
e = F.
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Figure 1. A labelling of w2 ∪ ℓ
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Divide U = U ′ ∪ U ′′ where U ′ = {u′1, . . . , u′l1} consists of univalent
vertices connected to trivalent vertices, and U ′′ = {u′′1, . . . , u′′2l2} con-
sists of univalent vertices contained in some component ℓ of Γ. Here
l = l1 + 2l2 and Γ has exactly l2 copies of ℓ as connected components.
We may assume that for 1 ≤ j ≤ l2, (u′′2j−1, u′′2j) = (3k + l1 +
2j − 1, 3k + l1 + 2j), that is, in the above ordering, the last l2 edges
correspond to the components ℓl2 ⊂ Γ. Note that for 1 ≤ i ≤ l1, we
have 1 ≤ u′i ≤ 3k + l1, so we may further assume that each u′i is even,
that is, the flag belonging to it takes the second position in the ordering
on the corresponding edge, which is just {u′i − 1, u′i}.
We may choose the labelling of F properly such that∧
1≤j≤3k+l1
j 6=n′1,...,n
′
l1
fj = ft1 ∧ · · · ∧ ft3k .(3.1)
in
∧
(k⊕3k) where {fti}3ki=1 is a basis of k⊕3k, and this condition is called
the compatibility with the orientation of Γ. See Figure 1 for an example
of w2 ∪ ℓ with k = 2, l = 4.
Remark 3.9. (1) If we ignore the compatibility of orientation, then
the Rozansky–Witten invariants are only defined up to a sign.
(2) The compatibility condition (3.1) we state here is different from
the one in [20, (3.3)] up to a sign (−1)l1(l1−1)/2 because we ignore
the contribution from univalent vertices. This is not an issue,
as all results in [20] work without any trouble with the compat-
ibility condition (3.1) except for [20, Proposition 3, (4.5)]. On
the other hand, it is not hard to check that in fact (3.1) (instead
of [20, (3.3)]) is the right condition to derive the formula in [20,
Proposition 3, (4.5)] (see Example 3.11). Similar computation
can be seen in [27, Page 38–39, 45–46].
(3) If we glue u′s and u
′
t in U
′ (1 ≤ u′s < u′t ≤ 3k + l1), then we
get Γs,t := Γ/{u′s, u′s} as in Definition 3.5. By the assumption,
the opposite flags corresponding to the edges containing u′s, u
′
t
are u′s − 1, u′t − 1 respectively. Note that the set of flags Fs,t
(resp. the set of univalent vertices Us,t) of Γs,t is F (resp. U)
removing u′s, u
′
t, and the set of edges Es,t of Γs,t is E removing
{u′s − 1, u′s}, {u′t − 1, u′t} and adding {u′s − 1, u′t − 1} as a new
edge after the edge {3k + l1 − 1, 3k + l1}. Then the ordering
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Figure 2. A labelling of Θ ∪ ℓ
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of Fs,t induced from Es,t satisfies the compatibility with the
orientation of Γs,t up to a sign (−1)s+t−1. This is because from
(3.1), we have∧
1≤j≤3k+l1
j 6=n′1,...,n
′
l1
j 6=n′s−1,n
′
t−1
fj ∧ (fn′s−1 ∧ fn′t−1) = (−1)s+t−1ft1 ∧ · · · ∧ ft3k .
For example, if we glue 2, 4 in Figure 1, we get a labeling of
flags {5, 6, 7, 8, 1, 3, 9, 10} on Θ∪ ℓ compatible with the natural
orientation, as shown in Figure 2.
Note that we may identify End(V ) ≃ V ⊗ V ∗. Consider an element
in (Sym3V ⊗A1)⊗|T | ⊗ End(V )⊗|U | of the form
s =
k⊗
i=1
(vt3i−1vt3i−2vt3i ⊗ ai)⊗
l⊗
j=1
(vuj ⊗ αj),
where vt3i−1 = vt3i−2 = vt3i ∈ V , ai ∈ A1, vuj ∈ V , and αj ∈ V ∗ for each
i, j, then we define
ΦΓ(s) :=
(3k+l)/2∏
j=1
σ(v2j−1, v2j) · (α1 ∧ · · · ∧ αl)⊗ (a1 · · · · · ak).
Roughly speaking, s assigns every flag an element in V , and ΦΓ con-
tracts every two elements on the same edge by σ in a way compatible
with the orientation of Γ. This in fact extends to a linear map
ΦΓ : (Sym3V ⊗A1)⊗|T | ⊗ End(V )⊗|U | →
∧l
V ∗ ⊗Ak.
This definition can be extended to Φγ for any Q-linear combinations of
Jacobi diagrams with k trivalent and l univalent vertices γ by linearity.
Definition 3.10. With the above notation, for every Jacobi diagram
Γ with k trivalent and l univalent vertices and every α ∈ Sym3V ⊗A1,
we define the element
RWσ,α(Γ) := Φ
Γ(α⊗k ⊗ (idV )⊗l) ∈
∧l
V ∗ ⊗ Ak.
This definition can be extended to RWσ,α(γ) ∈
∧
V ∗ ⊗ A for any Q-
linear combinations of Jacobi diagrams γ by linearity.
14 C. Jiang
Figure 3. A labelling of w2k
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Example 3.11 (cf. [20, Proposition 3, (4.5)]). Let us compute Φw2k .
We fix the labeling of flags as the following: the 2k univalent vertices are
labelled as U = {2, 4, 6, . . . , 4k} counter-clockwisely, the 2k trivalent
vertices are labelled as
T = {{1, 4k + 1, 8k}, {3, 4k + 3, 4k + 2}, {5, 4k + 5, 4k + 4}, . . . ,
{4k − 1, 8k − 1, 8k − 2}}.
Here {2i−1, 2i} is the edge form a trivalent vertex to a univalent vertex
for 1 ≤ i ≤ 2k. Then the set of edges is just
E = {{1, 2}, . . . , {8k − 1, 8k}}.
See Figure 3. Note that this given labeling is compatible with the
orientation of w2k up to a sign (−1), as
f1 ∧ f3 ∧ · · · ∧ f4k−1 ∧ f4k+1 ∧ · · · ∧ f8k(3.2)
= − (f1 ∧ f4k+1 ∧ f8k) ∧ · · · ∧ (f4k−1 ∧ f8k−1 ∧ f8k−2)
in
∧
(k⊕6k) where {fi} is a basis of k⊕6k (cf. [27, Page 36]). One can
compare this labelling with the labelling of w2 in Figure 1 to feel the
difference.
Then for an element in (Sym3V ⊗ A1)⊗2k ⊗ End(V )⊗2k of the form
s =
2k⊗
i=1
(vt3i−1vt3i−2vt3i ⊗ ai)⊗
2k⊗
j=1
(vuj ⊗ αj),
where vt3i−1 = vt3i−2 = vt3i = wi ∈ V , ai ∈ A1, vuj = w′j ∈ V , and
αj ∈ V ∗ for each 1 ≤ i, j ≤ 2k, we have
Φw2k(s) = −
2k∏
i=1
(
σ(wi, wi+1)σ(wi, w
′
i)
)
·
2k∧
i=1
αi ⊗
2k∏
i=1
ai.
Here we set w2k+1 := w1, and the (−1) sign is from the compatibility
with the orientation, i.e., Equation (3.2).
Properties of the map ΦΓ are summarized in [20, Proposition 3].
Here we introduce a new property.
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Proposition 3.12. Keep the above notation. Fix a Jacobi diagram Γ
with k trivalent and l univalent vertices, suppose moreover that [Γ] ∈
B′. Then for any β ∈ (Sym3V ⊗ A1)⊗k,
Φ∂Γ(β ⊗ (idV )⊗(l−2)) = δ(ΦΓ(β ⊗ (idV )⊗l)).
In particular, RWσ,α(∂Γ) = δ(RWσ,α(Γ)) for any α ∈ Sym3V ⊗ A1.
Here δ is the contraction map in Definition 2.5.
Proof. As in the construction, we may write the set of flags F of Γ
by {1, 2, . . . , 3k + l − 1, 3k + l} such that the set of edges E are just
{{1, 2}, . . . , {3k+ l− 1, 3k+ l}}. Identifying vertices with sets of flags,
we may write the set of univalent vertices U as {u1, . . . , ul} ⊂ F , and
write the set of trivalent vertices T as
{{t1, t2, t3}, · · · , {t3k−2, t3k−1, t3k}} ⊂ 2F ,
where the ordering {t3i−2, t3i−1, t3i} coincides with the orientation of Γ.
Note that U = U ′ and l = l1 by the assumption that [Γ] ∈ B′. Without
loss of generality, we may assume that for 1 ≤ i ≤ l, (t3i−2, ui) =
(2i− 1, 2i), that is, in the above ordering, the i-th univalent vertex is
connected to the i-th trivalent vertex via the i-th edge.
Without loss of generality, we may assume that the element β ∈
(Sym3V ⊗ A1)⊗k is of the form
β =
k⊗
i=1
(vt3i−1vt3i−2vt3i ⊗ ai)
where vt3i−1 = vt3i−2 = vt3i ∈ V and ai ∈ A1 for each i. Choose a
symplectic basis e1, . . . , e2n of V such that
σ =
n∑
i=1
ϑ2i−1 ∧ ϑ2i,
where ϑ1, . . . , ϑ2n is the corresponding dual basis of V ∗. Then idV =∑2n
m=1 em ⊗ ϑm via End(V ) ≃ V ⊗ V ∗. Then
ΦΓ(β ⊗ (idV )⊗l)
= ΦΓ
(
β ⊗
( 2n∑
m=1
em ⊗ ϑm
)⊗l)
=
∑
1≤m1,...,ml≤2n

l∏
i=1
σ(v2i−1, emi) ·
(3k+l)/2∏
i′=l+1
σ(v2i′−1, v2i′)
· (ϑm1 ∧ · · · ∧ ϑml)⊗ (a1 · · · · · ak)

=
∧l
i=1
(
2n∑
m=1
σ(v2i−1, em)ϑ
m
)
⊗
(3k+l)/2∏
i′=l+1
σ(v2i′−1, v2i′) · (a1 · · · · · ak)

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=
∧l
i=1
(
2n∑
m=1
σ(v2i−1, em)ϑ
m
)
⊗N.
Here we denoted N =
∏(3k+l)/2
i′=l+1 σ(v2i′−1, v2i′) · (a1 · · · · · ak). Then
δ(ΦΓ(β ⊗ (idV )
⊗l))
=
n∑
r=1
∑
1≤s<t≤l

(−1)s+t−1
(
σ(v2s−1 , e2r−1)σ(v2t−1 , e2r)− σ(v2s−1, e2r)σ(v2t−1, e2r−1)
)
·
∧
1≤i≤l
i6=s,t
(
2n∑
m=1
σ(v2i−1 , em)ϑ
m
)
⊗N
=
∑
1≤s<t≤l
(
(−1)s+t−1σ(v2s−1 , v2t−1) ·
∧
1≤i≤l
i6=s,t
(
2n∑
m=1
σ(v2i−1, em)ϑ
m
))
⊗N.
Here we used the fact that
σ(v2s−1, v2t−1)
=
n∑
r=1
(
σ(v2s−1, e2r−1)σ(v2t−1, e2r)− σ(v2s−1, e2r)σ(v2t−1, e2r−1)
)
.
On the other hand, denote Γs,t = Γ/{us, ut} for {us, ut} ⊂ U , note
that
∂Γ =
∑
s<t
Γs,t.
Here as the above notation, (us, ut) = (2s, 2t). Now we compute
ΦΓs,t(β ⊗ (idV )⊗(l−2)). Note that the set of flags (resp. univalent ver-
tices) of Γs,t is F (resp. U) removing 2s, 2t, the set of edges of Γs,t is
E removing {2s− 1, 2s}, {2t− 1, 2t} and adding {2s− 1, 2t− 1} as a
new edge to the end. So we may compute
ΦΓs,t(β ⊗ (idV )
⊗(l−2))
= ΦΓs,t
(
β ⊗
( 2n∑
m=1
em ⊗ ϑ
m
)⊗(l−2))
=
∑
1≤mj≤2n
1≤j≤l
j 6=s,t

(−1)s+t−1
∏
1≤i≤l
i6=s,t
σ(v2i−1 , emi ) ·
(3k+l)/2∏
i′=l+1
σ(v2i′−1, v2i′ ) · σ(v2s−1, v2t−1)
· (ϑm1 ∧ · · · ∧ ϑ̂ms ∧ · · · ∧ ϑ̂mt ∧ · · · ∧ ϑml )⊗ (a1 · · · · · ak)

= (−1)s+t−1σ(v2s−1 , v2t−1) ·
∧
1≤i≤l
i6=s,t
(
2n∑
m=1
σ(v2i−1, em)ϑ
m
)
⊗N.
Here the sign (−1)s+t−1 comes from the compatibility of the orientation
of Γs,t (Remark 3.9(3)).
To conclude, we get
Φ∂Γ(β ⊗ (idV )⊗(l−2)) =
∑
1≤s<t≤l
ΦΓs,t(β ⊗ (idV )⊗(l−2))
= δ(ΦΓ(β ⊗ (idV )⊗l))
by comparing the above computations. 
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3.3. Rozansky–Witten classes of hyperka¨hler manifolds. Let X
be a hyperka¨hler manifold and fix a non-zero σ ∈ H0(X,Ω2X). Denote
Ak(X,E) to be the space of (0, k)-forms with values in a holomorphic
vector bundle E, and set Al,k(X) := Ak(X,ΩlX). Denote αX to be a
Dolbeault representative of theAtiyah class ofX . Recall that according
to Kapranov [15], αX ∈ A1(X, Sym3TX) when we identify TX with ΩX
via σ.
Definition 3.13 ([20, Definition 14]). For a Jacobi diagram Γ with k
trivalent and l univalent vertices, we define RWσ(Γ) ∈ Hk(X,ΩlX) to
be the Dolbeault cohomology class of the (∂¯)-closed (l, k)-form(√−1
2π
)k
· (x 7→ RWσx,αX,x(Γ)) ∈ Al,k(X).
This definition can be extended to RWσ(γ) for any Q-linear combina-
tions of Jacobi diagrams γ by linearity.
It was proved by Kapranov [15] that RWσ(Γ) = RWσ(Γ
′) if [Γ] =
[Γ′] ∈ Bˆ. So we have a linear map RWσ : Bˆ → H∗(X,Ω∗X) which maps
elements of Bˆk,l into Hk(X,ΩlX). The values of RWσ are called the
Rozansky–Witten classes of X . In fact, this map preserves Q-algebra
structures.
Proposition 3.14 ([20, Proposition 6]). RWσ : Bˆ → H∗(X,Ω∗X) is a
morphism of Q-algebras.
For special Jacobi diagrams, we have the following corresponding
Rozansky–Witten classes.
Proposition 3.15 ([20]). Let X be a hyperka¨hler manifold and fix a
non-zero σ ∈ H0(X,Ω2X). Then
(1) RWσ(ℓ) = 2σ;
(2) RWσ(Θ) =
48
λσ
σ, where λσ = λ(σ + σ) > 0 as in Definition 2.2;
(3) RWσ(w2k) = −(2k)!ch2k(X);
(4) RWσ(Ω) = td
1/2(X).
Proof. (1)–(3) follow from [20, (4.11), (4.16), (4.12)] (cf. Remark 3.9(2)).
(4) follows from (3) and Proposition 3.14 (cf. [20, (4.14)]). 
3.4. Conclusions. As a direct application of Proposition 3.12 and Re-
mark 2.7, we have the following theorem.
Theorem 3.16. Let X be a hyperka¨hler manifold and fix a non-zero
σ ∈ H0(X,Ω2X). Then for any γ ∈ Bˆ′, RWσ(∂γ) = Λσ/4(RWσ(γ)).
Example 3.17. LetX be a K3 surface and fix a non-zero σ ∈ H0(X,Ω2X).
We may assume that
∫
σσ = 1. Then we have c2(X) = 24σσ and
λσ = λ(σ + σ) = 1. Consider γ = w2. Then
RWσ(∂w2) = RWσ(Θ) =
48
λσ
σ = 48σ.
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On the other hand,
Λσ/4(RWσ(w2)) = Λσ/4(2c2(X)) = Λσ/4(48σσ) = 48σ.
Hence RWσ(∂w2) = Λσ/4(RWσ(w2)).
Remark 3.18. In [19, (85)], Nieper-Wißkirchen claimed a formula as in
Theorem 3.16 with a wrong sign, without a proof. The correctness of
the sign in Theorem 3.16 is illustrated in Example 3.17. The reason that
Nieper-Wißkirchen made the wrong sign might be that he extended
the Rozansky–Witten classes to the extended space of graph homology
Bˆ[[#]] in a naive way, which might cause compatibility problems.
Combining Theorem 3.16 with Theorem 3.8, we get the following
consequence, which is crucial in the study of td1/2(X).
Corollary 3.19. Let X be a hyperka¨hler manifold and fix a non-zero
σ ∈ H0(X,Ω2X). Then for any integer k ≥ 1,
Λσ/4(td
1/2
2k ) =
1
λσ
td
1/2
2k−2 ∧ σ.
Proof. By Proposition 3.15(4), td
1/2
2k = RWσ(Ω2k). By Theorem 3.8, we
have ∂Ω2k =
Θ
48
Ω2k−2 by taking the homogenous parts of degree 4k−2.
So by Theorem 3.16,
Λσ/4(td
1/2
2k ) = Λσ/4(RWσ(Ω2k)) = RWσ(∂Ω2k)
= RWσ
(
Θ
48
Ω2k−2
)
= RWσ
(
Θ
48
)
RWσ(Ω2k−2)
=
1
λσ
td
1/2
2k−2 ∧ σ.
Here we applied Proposition 3.14 and Proposition 3.15(2). 
Corollary 3.19 can be also written as the following with respect to
Ka¨hler forms.
Corollary 3.20. Let X be a hyperka¨hler manifold with a Ka¨hler form
ω. Then for any integer k ≥ 1,
Λω(td
1/2
2k ) =
1
λ(ω)
td
1/2
2k−2 ∧ ω.
Proof. Consider σ = ωJ +
√−1ωK ∈ H0(X,Ω2X) as in Section 2.1.
Then Corollary 3.19 says that
1
4
(ΛωJ −
√−1ΛωK)(td1/22k ) =
1
λσ
td
1/2
2k−2 ∧ (ωJ −
√−1ωK).
As td
1/2
2k and td
1/2
2k−2 are real, we get
ΛωJ (td
1/2
2k ) =
4
λσ
td
1/2
2k−2 ∧ ωJ =
1
λ(ωJ)
td
1/2
2k−2 ∧ ωJ .
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Here we used the fact that λ(ωJ) = λ(
1
2
(σ+σ)) = 1
4
λσ. Hence the con-
clusion also holds by replacing ωJ with ω according to the hyperka¨hler
structure. 
4. A Lefschetz-type decomposition of td1/2(X)
In this section, we apply Corollary 3.19 to give a Lefschetz-type de-
composition of td1/2(X). Note that we can also apply Corollary 3.20
to give a similar Lefschetz-type decomposition of td1/2(X) (see Re-
mark 4.3), but the former one is easier to handle in computations.
First, we find several natural primitive elements given by linear com-
binations of td
1/2
2k .
Definition 4.1. Let X be a hyperka¨hler manifold of dimension 2n
and fix a non-zero σ ∈ H0(X,Ω2X). Consider λσ = λ(σ + σ) > 0 as in
Definition 2.2. For 0 ≤ k ≤ n/2, denote
tp2k :=
k∑
i=0
(n− 2k + 1)!td1/22i ∧ (σσ)k−i
(−λσ)k−i(k − i)!(n− k − i+ 1)! ∈ H
4k(X).
Note that it is of type (2k, 2k) with respect to the usual Hodge decom-
position. In particular, tp0 = 1.
The following proposition shows that tp2k is indeed primitive in sev-
eral senses.
Proposition 4.2. Let X be a hyperka¨hler manifold of dimension 2n
and fix a non-zero σ ∈ H0(X,Ω2X). Then for any 0 ≤ k ≤ n/2, tp2k is
both σ-primitive and (σ + σ)-primitive.
Proof. To show that tp2k is σ-primitive, we need to check that Λσ/4(tp2k) =
0. This can be checked directly by using Corollary 3.19. In fact, by
Corollary 3.19, Lemmas 2.9 and 2.10,
Λσ/4(tp2k)/(n− 2k + 1)!
=
k∑
i=0
Λσ/4(td
1/2
2i ∧ (σσ)k−i)
(−λσ)k−i(k − i)!(n− k − i+ 1)!
=
k∑
i=0
Λσ/4L
k−i
σ (td
1/2
2i ) ∧ σk−i
(−λσ)k−i(k − i)!(n− k − i+ 1)!
=
k∑
i=0
Lk−iσ Λσ/4(td
1/2
2i ) ∧ σk−i
(−λσ)k−i(k − i)!(n− k − i+ 1)!
−
k∑
i=0
(k − i)(k + i− n− 1)Lk−i−1σ (td1/22i ) ∧ σk−i
(−λσ)k−i(k − i)!(n− k − i+ 1)!
=
k∑
i=1
Lk−iσ (td
1/2
2i−2) ∧ σk−i+1
λσ(−λσ)k−i(k − i)!(n− k − i+ 1)!
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−
k−1∑
i=0
−Lk−i−1σ (td1/22i ) ∧ σk−i
(−λσ)k−i(k − i− 1)!(n− k − i)!
= 0.
Hence tp2k is σ-primitive, in other words,
tp2k ∧ σn−2k+1 = Ln−2k+1σ (tp2k) = 0.
As tp2k is a real class, tp2k ∧ σn−2k+1 = 0 by complex conjugation.
Hence it follows that tp2k ∧ (σ+ σ)2n−4k+1 = 0, that is, tp2k is (σ+ σ)-
primitive. Here recall that σ + σ is a Ka¨hler form. 
Remark 4.3. Similar to Proposition 4.2, by applying Corollary 3.20, we
can show that for any Ka¨hler form ω and for 0 ≤ k ≤ n/2,
k∑
i=0
(2n− 4k + 2)!(n− k − i+ 1)!td1/22i ∧ ω2k−2i
(−λ(ω))k−i(k − i)!(n− 2k + 1)!(2n− 2k − 2i+ 2)! ∈ H
4k(X)
is ω-primitive.
From the primitivity of tp2k, we get the following.
Corollary 4.4. Let X be a hyperka¨hler manifold of dimension 2n and
fix a non-zero σ ∈ H0(X,Ω2X). Consider two integers 0 ≤ k, k′ ≤ n/2
such that k 6= k′. Then
(1)
∫
tp2ktp2k′(σσ)
n−k−k′ = 0; in particular,
∫
tp2k′(σσ)
n−k′ = 0 if
k′ 6= 0.
(2)
∫
(tp2k)
2(σσ)n−2k ≥ 0; moreover, the equality holds if and only
if tp2k = 0.
Proof. (1) We may assume that k > k′, then n− k − k′ ≥ n− 2k + 1.
By Proposition 4.2, tp2k ∧ σn−k−k′ = 0. Hence the conclusion is clear.
(2) By Proposition 4.2, tp2k is (σ + σ)-primitive. Note that σσ is
of type (4, 0) + (2, 2) + (0, 4) with respect to the Ka¨hler form (σ + σ),
so components of tp2k in the Hodge decomposition with respect to the
Ka¨hler form (σ + σ) are of types (2k − 2m, 2k+ 2m) for −k ≤ m ≤ k.
On the other hand, tp2k is real, hence by the Hodge–Riemann bilinear
relation ([14, Proposition 3.3.15]),∫
(tp2k)
2(σ + σ)2n−4k ≥ 0,
where the equality holds if and only if tp2k = 0. This is equivalent to
the conclusion by degree reason. 
The following is the main theorem of this section, which gives a
Lefschetz-type decomposition of td1/2 in terms of tp2i. One special and
important phenomenon is that the coefficients in this decomposition
are all positive.
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Theorem 4.5. Let X be a hyperka¨hler manifold of dimension 2n and
fix a non-zero σ ∈ H0(X,Ω2X). Consider λσ = λσ(σ + σ) > 0 as in
Definition 2.2.
(1) For k ≤ n/2,
td
1/2
2k =
k∑
i=0
(n− 2k + i)!
λiσi!(n− 2k + 2i)!
tp2k−2i ∧ (σσ)i
=
k∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
tp2i ∧ (σσ)k−i.
(2) For k > n/2,
td
1/2
2k =
n−k∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
tp2i ∧ (σσ)k−i.
In summary, for any 0 ≤ k ≤ n,
td
1/2
2k =
min{k,n−k}∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
tp2i ∧ (σσ)k−i.
Proof. (1) This can be checked directly as the following.
k∑
i=0
(n− 2k + i)!
λiσi!(n− 2k + 2i)!
tp2k−2i ∧ (σσ)i
=
k∑
i=0
(n− 2k + i)!
λiσi!(n− 2k + 2i)!
(
k−i∑
j=0
(n− 2k + 2i+ 1)!td1/22j ∧ (σσ)k−i−j ∧ (σσ)i
(−λσ)k−i−j(k − i− j)!(n− k + i− j + 1)!
)
=
k∑
i=0
k−i∑
j=0
(−1)k−i−j(n− 2k + 2i+ 1)(n− 2k + i)!td1/22j ∧ (σσ)k−j
λk−jσ i!(k − i− j)!(n− k + i− j + 1)!
=
k∑
j=0
(−1)k−jtd1/22j ∧ (σσ)k−j
λk−jσ
(
k−j∑
i=0
(−1)i(n− 2k + 2i+ 1)(n− 2k + i)!
i!(k − i− j)!(n− k + i− j + 1)!
)
= td
1/2
2k .
Here in the last step, we applied Lemma A.1 in the appendix.
(2) Note that by Corollary 3.19 and Lemma 2.9,
Λ2k−nσ/4 (td
1/2
2k ) =
1
λ2k−nσ
td
1/2
2n−2k ∧ σ2k−n
and
Λ2k−nσ/4
(
n−k∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
tp2i ∧ (σσ)k−i
)
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=
n−k∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
Λ2k−nσ/4 L
k−i
σ (tp2i) ∧ σk−i
=
n−k∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
(k − i)!2
(n− k − i)!2L
n−k−i
σ (tp2i) ∧ σk−i
=
n−k∑
i=0
(k − i)!
λk−iσ (n− k − i)!(n− 2i)!
tp2i ∧ σn−k−iσk−i
=
1
λ2k−nσ
td
1/2
2n−2k ∧ σ2k−n.
Here for the second equality, we applied Lemma 2.10 repeatedly (2k−n)
times; for the last one, we applied (1). So the conclusion follows imme-
diately as Λ2k−nσ/4 : H
2k(X,Ω2kX ) → H2k(X,Ω2n−2kX ) is an isomorphism
by standard representation theory of sl2. 
As a direct application of this decomposition, we recover an impor-
tant result of Nieper-Wißkirchen [20] generalizing Hitchin and Sawon
[10]. It was used by Huybrechts [13] to prove finiteness results for
hyperka¨hler manifolds.
Corollary 4.6 ([20, (5.17)]). Let X be a hyperka¨hler manifold. Then
for any α ∈ H2(X),∫
td1/2(X) exp(α) = (1 + λ(α))n
∫
td1/2(X).
Proof. By Theorem 2.1, it suffices to prove the result for α = σ + σ.
By Theorem 4.5(1) and Corollary 4.4, for any 0 ≤ k ≤ n,∫
td
1/2
2k (σσ)
n−k =
∫
(n− k)!
λkσk!n!
(σσ)n
as the integrals on components other than tp0 vanish. In particular,∫
td1/2(X) =
∫
td
1/2
2n =
1
λnσ(n!)
2
∫
(σσ)n.(4.1)
Hence ∫
td
1/2
2k (σσ)
n−k =
(n− k)!
λkσk!n!
· λnσ(n!)2
∫
td1/2(X)
=
(n− k)!n!
k!
· λn−kσ
∫
td1/2(X).
In other words,∫
td
1/2
2k exp(σ + σ) =
(
n
k
)
λn−kσ
∫
td1/2(X).
This concludes the proof. 
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5. Positivity of Riemann–Roch polynomials and
applications
In this section, we study the positivity of the Riemann–Roch poly-
nomials and its applications.
5.1. Positivity of Riemann–Roch polynomials. The following the-
orem is a more precise version of Theorem 1.1.
Theorem 5.1. Let X be a hyperka¨hler manifold of dimension 2n and
fix a non-zero σ ∈ H0(X,Ω2X). Consider λσ = λσ(σ + σ) > 0 as in
Definition 2.2. Then for any 0 ≤ m ≤ n,∫
td2m exp(σ + σ) ≥
(
2n−m+ 1
m
)
λn−mσ
∫
td1/2(X).
Moreover, the inequality is strict for m > 1 and n > 1.
Proof. Note that by definition, td2m =
∑m
k=0 td
1/2
2k td
1/2
2m−2k. Hence by
Theorem 4.5 and Corollary 4.4,∫
td2m(σσ)
n−m
=
∫ m∑
k=0
min{k,n−k}∑
i=0
(n− k − i)!
λk−iσ (k − i)!(n− 2i)!
tp2i(σσ)
k−i

·
min{m−k,n−m+k}∑
i=0
(n−m+ k − i)!
λm−k−iσ (m− k − i)!(n− 2i)!
tp2i(σσ)
m−k−i
 (σσ)n−m
=
m∑
k=0
min{k,m−k}∑
i=0
(n− k − i)!(n−m+ k − i)!
λm−2iσ (k − i)!(m− k − i)!(n− 2i)!2
∫
(tp2i)
2(σσ)n−2i
=
⌊m/2⌋∑
i=0
m−i∑
k=i
(n− k − i)!(n−m+ k − i)!
λm−2iσ (k − i)!(m− k − i)!(n− 2i)!2
∫
(tp2i)
2(σσ)n−2i
=
⌊m/2⌋∑
i=0
(n−m)!2
λm−2iσ (n− 2i)!2
(
2n− 2i−m+ 1
m− 2i
)∫
(tp2i)
2(σσ)n−2i
≥ (n−m)!
2
λmσ n!
2
(
2n−m+ 1
m
)∫
(σσ)n
= (n−m)!2
(
2n−m+ 1
m
)
λn−mσ
∫
td1/2(X).
Here in the last three steps we applied Lemma A.2, Corollary 4.4(2),
and Equality (4.1). This proves the desired inequality.
If the equality holds for some m > 1, then by Corollary 4.4(2),
tp2 = 0. Then Theorem 4.5 implies that td
1/2
2 is proportional to σσ,
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which is absurd if n > 1, as td
1/2
2 does not depend on the complex
structure of X .
Finally we remark that, from the above expression, if one could get a
better estimate for
∫
(tp2i)
2(σσ)n−2i for i > 0, then we can get a better
estimate for
∫
td2m(σσ)
n−m. 
Corollary 5.2. Let X be a hyperka¨hler manifold of dimension 2n > 2.
Then for any α ∈ H2(X),
Pλ(α) :=
∫
td(X) exp(α)−
n∑
m=0
(
2n−m+ 1
m
)
λ(α)n−m
∫
td1/2(X)
is a polynomial in terms of λ(α) of degree n−2 with positive coefficients.
Proof. By Theorem 2.1, the coefficient of λ(α)n−m in Pλ(α) is just
bn−m =
1
λn−mσ
∫
td2m exp(σ + σ)−
(
2n−m+ 1
m
)∫
td1/2(X).
If m > 1, then bn−m > 0 by Theorem 5.1. If m = 0, then bn = 0 by
Equality (4.1). If m = 1, then by the definition of λσ,
bn−1 =
1
λn−1σ
∫
td2 exp(σ + σ)− 2n
∫
td1/2(X)
=
1
λn−1σ
∫
1
12
c2(X) exp(σ + σ)− 2n 1
λnσ
∫
exp(σ + σ) = 0.
Hence Pλ(α) is a polynomial in terms of λ(α) of degree n − 2 with
positive coefficients. 
Proof of Theorem 1.1. This follows from Proposition 2.3 and Corol-
lary 5.2. 
5.2. Kawamata’s effective non-vanishing conjecture and Riess’s
conjecture. Recall that a special version of Kawamata’s effective non-
vanishing conjecture predicts that, if L is a nef and big line bundle on
a projective manifold X with c1(X) = 0, then h
0(X,L) > 0. In [4]
we studied this conjecture and proposed a stronger version for pro-
jective hyperka¨hler manifolds ([4, Conjecture 3.6]), which is actually
equivalent to Theorem 1.1 for projective hyperka¨hler manifolds. So by
Theorem 1.1, we get the following corollary.
Corollary 5.3 ([4, Conjecture 3.6]). Let X be a projective hyperka¨hler
manifold of dimension 2n and L a nef and big line bundle on X. Then
(1) h0(X,L) ≥ n + 2;
(2)
∫
td2n−2i(X) · L2i > 0 for all 0 ≤ i ≤ n.
Proof. (2) directly follows from Theorem 5.1 and Theorem 2.1. For (1),
by the Kawamata–Viehweg vanishing theorem ([16]), Theorem 1.1, and
Proposition 2.4,
h0(X,L) = χ(L) > χ(OX) = n+ 1.
25
Here recall that the constant term of RRX is just χ(OX). 
As a related topic, Riess [25] studied the base loci of linear systems
of line bundles on hyperka¨hler manifolds and naturally raised up the
question whether the Riemann–Roch polynomial RRX(q)|q>0 is strictly
monotonic. Theorem 1.1 answers her question affirmatively.
Corollary 5.4 (Riess’s question). Let X be a hyperka¨hler manifold.
Then the Riemann–Roch polynomial RRX(q) is strictly monotonic for
q > 0.
5.3. An upper bound of
∫
td1/2(X). As an application of Theo-
rem 5.1, we can give an upper bound for the value
∫
td1/2(X).
Corollary 5.5. Let X be a hyperka¨hler manifold of dimension 2n > 2.
Then
∫
td1/2(X) < 1. Equivalently, let g be a hyperka¨hler metric on X
compatible with the hyperka¨hler structure on X, then
||R||2n < (192π2n)n(volX)n−1,
where ||R|| is the L2-norm of the curvature tensor of g.
Proof. In Theorem 5.1, taking m = n, we get∫
td1/2(X) <
1
n+ 1
∫
td2n =
1
n + 1
χ(OX) = 1.
The second statement follows directly from [10, Theorem 5]. 
Example 5.6. (1) For a K3 surface S,
∫
td1/2(S) = c2(S)/24 = 1.
(2) If X is the Hilbert scheme of n points on a K3 surface, then∫
td1/2(X) = (n+3)
n
4nn!
by Sawon [27, Proposition 19].
(3) If X is a generalized Kummer variety of dimension 2n, then∫
td1/2(X) = (n+1)
n+1
4nn!
by Sawon [27, Proposition 21].
(4) As all Chern numbers of O’Grady’s examples are known due to
[18] (6-dimensional case) and [5] (10-dimensional case), we can
compute
∫
td1/2(X) for these examples, but we leave the details
to the readers.
The examples suggest that
∫
td1/2(X) might get very small as n
getting large, so it is natural to ask whether there is a better upper
bound for
∫
td1/2(X) of exponential order c < 0 in terms of dimX .
Recall that for a hyperka¨hler manifold X of dimension 2n, its Chern
numbers are given by integrals of the form
∫
c2k1c2k2 . . . c2km for non-
negative integers k1, . . . , km satisfying
∑m
i=1 ki = n. As observed by
Sawon [27] and Nieper-Wißkirchen [19, Appendix B] (see also [18] and
[5]), all known Chern numbers of hyperka¨hler manifolds are positive.
So it is natural to propose the following conjecture, which is a question
by Nieper-Wißkirchen [19, Appendix B].
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Conjecture 5.7. Let X be a hyperka¨hler manifold of dimension 2n.
Then all Chern numbers
∫
c2k1c2k2 . . . c2km for non-negative integers
k1, . . . , km satisfying
∑m
i=1 ki = n are positive integers.
If this conjecture is true, then it reflects very special geometry of
hyperka¨hler manifolds. One can expect that the methods in this paper
might give some partial solutions to this conjecture.
Appendix A. Some combinatorial identities
In this appendix, we prove two combinatorial identities.
Lemma A.1. Given non-negative integers n, k, j satisfying n/2 ≥ k ≥
j, we have
k−j∑
i=0
(−1)i(n− 2k + 2i+ 1)(n− 2k + i)!
i!(k − i− j)!(n− k + i− j + 1)! =
{
0 if k > j;
1 if k = j.
Proof. The case when k = j is trivial. Suppose that k > j. The desired
equality is equivalent to
k−j∑
i=0
(−1)i(n− 2k + 2i+ 1)
(
n− 2k + i
i
)(
n− 2j + 1
k − i− j
)
= 0.
Note that
k−j∑
i=0
(−1)i(n− 2k + 2i+ 1)
(
n− 2k + i
i
)(
n− 2j + 1
k − i− j
)
=
k−j∑
i=0
(−1)i((n− 2k + i+ 1) + i)
(
n− 2k + i
i
)(
n− 2j + 1
k − i− j
)
=
k−j∑
i=0
(−1)i(n− 2k + 1)
(
n− 2k + i+ 1
i
)(
n− 2j + 1
k − i− j
)
+
k−j∑
i=1
(−1)i(n− 2k + 1)
(
n− 2k + i
i− 1
)(
n− 2j + 1
k − i− j
)
.
To conclude the proof, we claim that
k−j∑
i=0
(−1)i
(
n− 2k + i+ 1
i
)(
n− 2j + 1
k − i− j
)
=
k−j∑
i=1
(−1)i−1
(
n− 2k + i
i− 1
)(
n− 2j + 1
k − i− j
)
=
(
2k − 2j − 1
k − j
)
.
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In fact, the first item is the coefficient of xk−j in the generating function
(1 + x)−(n−2k+2) · (1 + x)n−2j+1 = (1 + x)2k−2j−1,
so it equals to
(
2k−2j−1
k−j
)
; meanwhile, the second item is the coefficient
of xk−j−1 in the generating function
(1 + x)−(n−2k+2) · (1 + x)n−2j+1 = (1 + x)2k−2j−1,
so it equals to
(
2k−2j−1
k−j−1
)
=
(
2k−2j−1
k−j
)
. 
Lemma A.2. Given non-negative integers n,m satisfying n ≥ m, we
have
m∑
k=0
(n− k)!(n−m+ k)!
k!(m− k)! = (n−m)!
2
(
2n−m+ 1
m
)
.
Furthermore, if i is an integer satisfying m ≥ 2i, then
m−i∑
k=i
(n− k − i)!(n−m+ k − i)!
(k − i)!(m− k − i)! = (n−m)!
2
(
2n− 2i−m+ 1
m− 2i
)
.
Proof. Consider
1
(n−m)!2
m∑
k=0
(n− k)!(n−m+ k)!
k!(m− k)! =
m∑
k=0
(
n− k
m− k
)(
n−m+ k
k
)
.
This is exactly the coefficient of xm in the generating function
(1− x)−(n−m+1) · (1− x)−(n−m+1) = (1− x)−(2n−2m+2),
which is just
(
2n−m+1
m
)
. The second equality follows from the first one
by considering n − 2i and m − 2i, and changing the range of k to
[0, m− 2i]. 
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