Abstract-Partial Response Signaling (PRS) codes with maximal minimum Euclidean distance have previously been found by linear programming. These perform very well in the narrowband-high energy region, but they were not optimized for minimal Bit Error Rate (BER), so they are only optimal in the limit of infinite signal to noise ratio. Here we search for codes that perform better for more practical signal to noise ratios. The BER objective function is no longer linear, but it is still convex.
I. INTRODUCTION
The CPM, TCM and partial response signaling (PRS) classes of coded modulation are well known. In the last class are intersymbol interference removal and codes based on filtering and real-number discrete-time convolution. These classes operate in different parts of the energy-bandwidth plane and PRS coding in particular is characterized by narrow bandwidth and high energy per bit. Here we synthesize PRStype codes by severe time-discrete filtering of a data train.
Consider a binary partial response coded modulation generated by the linear filter h c [n] . The time continuous baseband signal s u (t) transmitted over the channel is generated as
where u[n] is a binary data sequence and h c (t) is a time continuous pulse which can in turn be represented as
where b is a time discrete filter of length δ and ψ(t) is an orthogonal pulse, here a root raised cosine pulse. This is illustrated in figure 1 . By selecting b suitably, considerable bandwidth reduction compared to the full response case can be obtained with a small, controlled loss in minimum Euclidean distance. Normalized bandwidth, denoted by nbw, is used to measure bandwidth; this is the physical positive-frequency bandwidth of the pulse h c (t) multiplied by T . The AWGN channel is assumed. The bandwidth and energy performance of the system are governed by b. Much research over the years has gone into finding a generator b that optimizes the performance of the system [1] - [4] . More recently Said [5] derived a linear formulation of Euclidean distance optimal generators at a given bandwidth. This class of optimal PRS (OPRS) codes has very good performance; generally it improves on TCM. Furthermore, the OPRS class can be improved significantly by concatenating an outer code [6] . The OPRS class is optimal in a Euclidean distance sense, but it may not be BER-optimal. In this paper we search for codes with better BER properties than the OPRS codes. To do this we need to modify the OPRS optimization enough so that it takes some account of BER while still being tractable. An exact and tractable optimization of BER is probably not possible, and the test of a good procedure has to be that it leads to codes with good measured receiver BER. Naturally our new codes have minimum distance less than OPRS. OPRS codes are asymptotically optimal in the limit of infinite signal to noise ratio, and our new codes can only outperform OPRS in a finite, but hopefully useful range.
The paper is organized in the following way. In section 2 we give some basic notation and give the linear formulation of OPRS, which is a basic building block. In Section 3 we give the optimization methods used for good BER codes. Numerical results and simulations are presented in section 4.
II. PROPERTIES OF PRS
It can be shown that if the transmitted signal is generated according to (1) and (2), then samples each T seconds of a filter matched to ψ(t) form a set of statistically independent sufficient statistics. Therefore we always work with the Euclidean distance equivalent time-discrete model 
A. OPRS
Here we follow the derivations of [5] . An error event is denoted by ξ [n] and is the difference between two data se-
. We begin by recapitulating Said's linear formulation of OPRS since this is a building block for us.
The normalized Euclidean distance built up from ξ is
where
and E b denotes energy per bit. By some algebraic manipulation we bring (3) to the linear form
if the energy of b is normalized to 1, i.e.
The Fourier transform of the pulse h c (t) can be found to be
This gives that the concentration of the pulse in the frequency
At this point we have the linear equations (5), (7) and (9) for Euclidean distance, energy normalization and bandwidth respectively. This means that we can solve for the optimal tap set b[n] by using linear programming over g [n] . However, we must constrain g[n] to be a valid autocorrelation sequence, meaning that there exists a tap set b[n] having g[n] as autocorrelation. The following infinite set of linear constraints on g [n] ensures that a tap set b[n] exists:
(11) These are called the admissibility constraints.
We now state the optimization problem. We replace the notation notation g[n] by g:
The parameter C is called the spectral concentration and is set to .999 throughout the paper. This implies that the transmission has 99.9% of its power inside W Hz.
B. Error Probability
Forney [7] derived upper bounds to the first event error probability as well as the bit error probability for MLSE; these results were then revised by Foschini [8] . Here we are only interested in bounds on the BER. The standard Forney upper bound is
where d H (ξ) is the Hamming weight of the event ξ, m ξ is the multiplicity of ξ and γ b is the received signal to noise ratio.
The set E is a huge set of error events. This set was reduced in [9] . The multiplicity m ξ is easy to derive. Assume that ξ has length M and begins at time lT . Letû denote the data
and U M be the the set of all possible data sequences of length M , i.e.
Since
we get
and m ξ = m −ξ , we can incorporate the event −ξ in the multiplicity for ξ and only sum over those ξ ∈ E which have ξ[0] = 2. Then we get the final expression for m ξ as
Define further notation as follows. Let P e (ξ) denote the term in (13) related to the error event ξ, i.e.
Finding the k largest P (ξ) yields P k max , the kth largest P (ξ).
III. GOOD BER CODES
We now turn to PRS codes with better BER than the OPRS codes. The problem with OPRS is that the event ξ min that leads to d 
We now go in two directions: (i) assume N t = 2 and (ii) assume not. The first case is a rather easy problem to solve, and we do this next. Assume that the upper bound is dominated by only two terms. Furthermore, assume these two error events ξ The image set of R is denoted by D and is called the set of achievable distances.
Lemma 1: D is a compact and convex set.
Proof Since G is closed so must D be. Furthermore, from (3) we see that D must be bounded. This shows that D is compact.
Since G is a polyhedral set it is convex; this and the linearity of R implies that for x 1 , x 2 ∈ D we have We can now express (19) as an optimization over D with the objective function
where 
The (interesting) values that d If we define the function
we can state the optimization problem in a compact way as
Lemma 2:
Since D is a polyhedral set Γ(x) has jumps in its derivative on the extrema points of D. This can be avoided in the following way: assume that Γ(x) has a corner point at x 0 . Then connect the points Γ(x 0 − ) and Γ(x 0 + ) with a smooth arc. This does not affect the convexity of D. If → 0 we do not affect y(x) either. Now letQ(x) = Q( √ γ b x); then we have by the chain rule
and
we finally get
Even if we now know that y(x) is convex we cannot use convex programming since we do not have full control over y(x) (this requires knowledge of Γ(x) which we do not have a priori). Therefore we use the golden section search (see [10] ) over the interval [α, β] . This method suits the problem well since y(x) is convex and will therefore only have one minimum on [α, β]; it also requires a low number of function evaluations which is attractive since an evaluation implies solving a linear program to find Γ(d We now turn to the case where we do not have the simplification N t = 2. We still assume the error events to be invariant, up to reordering of the terms, over b. This is no restriction if N t is large enough. The case N t > 2 is a more general view and we expect the results to be better than for the scalar search. However, the optimization is much tougher.
Analogous to the scalar case we express the general problem (19) in the form (21) over the variables d
Nt . Then lemma 1 and 2 still hold. Lemma 2 can be proved by studying the Hessian of f ; it is easy to see that the Hessian is positive semidefinite which implies that f is convex on the interiour of D. But since we know that the optimum lies at the boundary of D we must extend the convexity to also include the boundary. Construct two sequences y 1,n → y 1 , n → ∞ and y 2,n → y 2 , n → ∞, where y 1 and y 2 are arbitrary points on the boundary. Then we have
By letting n → ∞ and using the continuity of f we obtain
and we have proved that f is convex on the whole D.
Many different approaches to solve the optimization problem are possible. Since the function is convex we could in principle use N t − 1 nested golden section searches. The complexity of this optimization grows exponentially with N t . Instead we use the cyclic coordinates method [10] . The only departure from an ordinary cyclic coordinates method is that the domain is bounded. Since the objective function is convex the optimization converges fast.
IV. NUMERICAL RESULTS
We study good codes for PRS length δ = 6 and 8. These codes depend on the SNR γ b , see (23), but we only list codes for a single typical γ b and use these at all SNRs. We perform enough iterations of the golden section search to get a region of uncertainty smaller than .001. The main reason for the scalar search is that compared to the multi dimensional search, it is extremely efficient.
The results are listed in tables I-IV. We show tests of the .2620 .1722 .1065 b [1] .6446 .4699 .2917 b [2] .6512 .6484 .4783 b [3] . 2006 .5067 .5622 b [4] -.1485 .1456 .4928 b [5] -.0624 -.1355 .3145 b [6] .1264 -.1695 .1288 b [7] .098 -.0643 .0199 new codes in figures 3-4. In the figures are also simulations of OPRS codes with same parameters. It can be seen that the BER optimal codes perform .2-.4 dB better than the OPRS codes. All tests were done using the M -algorithm [12] . The decision depth was set to 50. Note that the tested codes are only optimized for a single value of γ b . A different decoding approach is turbo equalization [11] . Turbo equalization is an iterative equalization and decoding technique that achieves impressive performance gains over ISI channels. Here we synthesize a coded modulation by including the ISI channel into the encoder. The PRS codes are concatenated with an interleaver and the (7,5) convolutional code, resulting in a scheme with twice the bandwidth consumption. The interleaver is MATLAB's randintrlv with blocksize 1024 information bits. Test results appear in figure 5 coding gain over uncoded transmission is about 4 dB while at the same time the bandwidth falls from .7 to .56 Hz/bit/s for 40 % excess bandwidth ψ pulses.
V. CONCLUSIONS
The problem of finding optimal PRS codes for the AWGN channel has been attacked. Previously, Euclidean distance optimal codes were studied. This framework was extended and we showed that the BER objective function was convex. It turned out that a good code can be found by optimizing a real valued function of one variable. By optimizing over a multidimensional objective function better codes can be found. The optimal code depends on the signal to noise ratio. Tests show a .2-.4 dB gain in BER by using our modified generators. (7, 5) convolutional code concatenated with 6 tap BER optimal PRS code (solid) and 6 tap OPRS code (dashed), both designed for .28 Hz/bit/s. Uppermost curve is uncoded BPSK. Basic pulse is 40 % root RC pulse. nbw = .56.
