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1 Introduction
As is well known, a system of inhomogeneous linear differential equations
(d − A)

g1
...
gN
 =

η1
...
ηN

for n 1-forms η1, . . . , ηN and an N × N-matrix A whose entries are 1-forms can be solved by the method of variation of
constants in case the connection d − A is integrable, which is summarized as follows. The integrability tells us that the
sheaf L of solutions of the homogeneous equation (that is, L = Ker(d−A) ⊂ O⊕N) is a local system of rankN, and that the
following diagram is commutative:
O
⊕N Φ

//
d−A

L ⊗C O
1⊗d

O
⊕N ⊗O Ω1 Φ // L ⊗C Ω1.
Thus, we have d−A = Φ−1 ◦ (1⊗ d) ◦Φ, and a solution is given by

g1
...
gN
 = Φ ◦
∫
◦Φ−1


η1
...
ηN

. The isomorphism Φ is locally
given by Φ(ς1 f1 + · · ·+ ςN fN) = ς1 ⊗ f1 + · · ·+ ςN ⊗ fN, where {ς1, . . . , ςN} is a (local) basis of L. (The matrix corresponding
to Φ is nothing but theWronski matrix.) In case N = 1 and A = − dςς , where ς = (t − x0)α0(t − x1)α1 · · · (t − xn−1)αn−1 and t is a
standard coordinate function on C, a solution g is given by
g =
1
ς
∫
ςη. (1)
This expression is, however, only valid locally, because ς is a multi-valued function. On the domain Ui defined as in
figure 1 (which is homotopic to a punctured disc), the functions (1) can be defined single-valued. In this paper, we shall
realize a single-valued solution by finding a successful integration path (which has been formulated as a regularization of
paths by Aomoto[5].) One can call this result the twisted Poincare´ lemma.
Using our method, we can describe explicitly the isomorphism between the twisted de Rham cohomology and the
Cˇech cohomology with its coefficients in L. A Cˇech 1-cocycle (si j)i j for the covering U = {Ui} is given by si j = ai jς , where
ai j ∈ C. For a twisted de Rham cohomology class [η], the corresponding Cˇech 1-cocycle is given by
ai j =
∫
reg(i, j)
ςη, (2)
where reg(i, j) is a regularization of a path connecting xi to x j. This formula (2) is nothing but a hypergeometric integral.
Here we encounter with the Wronski matrix. The twisted de Rham cohomology is parameterized analytically by
(x0, . . . , xn−1) ∈ S, where S is a configuration space of n-points on C, that is, S = Cn \
⋃
i, j{xi = x j}. It forms an analytic
vector bundle H1, which has a natural integrable connection ∇ (Gauß-Manin connection.) On the other hand, the Cˇech
cohomology forms another analytic vector bundle Hˇ1. Using a standard basis {e1, . . . , en−1} of the Cˇech cohomology, we
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shall trivialize Hˇ1 to (Ce1 ⊕ · · · ⊕ Cen−1) ⊗C OVi0 ...in−1 on an open set Vi0...in−1 := {Rexi0 < Rexi1 < · · · < Rexin−1}. The Cˇech-de
Rham isomorphism leads the following commutative diagram:
H
1
∣∣∣
Vi0 ...in−1
 //
∇

(Ce1 ⊕ · · · ⊕ Cen−1) ⊗C OVi0 ...in−1
1⊗d

H
1
∣∣∣
Vi0 ...in−1
⊗OVi0 ...in−1 Ω
1
Vi0 ...in−1
 // (Ce1 ⊕ · · · ⊕ Cen−1) ⊗C Ω1Vi0 ...in−1
This result explains that the matrix corresponding to the Cˇech-de Rham isomorphism is the Wronski matrix, and that
Cˇech cocycles {e1, . . . , en−1} give solutions of the hypergeometric system ∇g = 0.
2 Twisted Poincare´ lemma
For an n-tuple x = (x0, x1, . . .xn−1) of points on C, let Xx be the punctured projective line: Xx = P1 \ {x0, x1, . . . , xn = ∞}. We
shall consider a twisted differential:
d + ω : OXx −→ Ω1Xx , (3)
where
ω := α0
dt
t − x0 + α1
dt
t − x1 + · · · + αn−1
dt
t − xn−1 (4)
and we assume that αi < Z. Let Ui be the open set in Xx defined by removing n − 1 lines {l j} j=0,1,...,n−1, j,i from Xx, where l j
is a path connecting the point x j and∞; for instance, l j :=
{
t ∈ C
∣∣∣arg(t − x j) = pi/2 }.
x0 x1 xi xn−1
∞
l0 l1 ln−1
Figure 1: Ui
Theorem 2.1 (Twisted Poincare´ lemma). Let η be a (single-valued) holomorphic 1-form on Ui. Then there exists a (single-valued)
holomorphic function g on Ui such that
(d + ω)g = η. (5)
We shall prove this theorem in §3.
3 Integrations over twisted chains
To prove Theorem 2.1, we shall introduce integrations over twisted chains.
The twisted differential (3) is locally equal to ς−1 ◦ d ◦ ς, where ς−1 is a local solution of the equation (d+ω)s = 0. Thus
a solution g of the equation (5) is locally given by
g = ς−1
∫
ςη. (6)
In order for this expression to make sense globally, it is necessary to define integrations of a multi-valued function. A
multi-valuedness of ς is controlled by the following local system:
L
∨ := Ker(d − ω),
2
which is dual to the local system L := Ker(d + ω). Let U be an open set in Xx defined by removing n lines {l j} j=0,1,...,n−1
from P1. We can take a non-zero section ς of L∨ on U and fix it once for all. To determine sections of L∨ on paths in Xx,
we take a point p ∈ U. For a path γ in Xx whose initial point is p, we denote by ςγ the analytic continuation of ς along γ.
Definition 3.1 (twisted chain). A twisted chain is a chain with its coefficients in L∨, that is, a linear combination of {γ ⊗ sγ}γ,
where γ is a singular 1-simplex (i.e. a path) and sγ is a local section of L∨ on γ.
Definition 3.2 (regularization). Let γ be a path on Ui whose initial point is p. The regularization of γ is defined by
regiγ := γ ⊗ ςγ + 1
ci − 1σi ⊗ ςσi ,
where ci := exp(2pi
√
−1αi) and σi is a loop around xi whose initial point is p.
Definition 3.3 (integration over twisted chain). Let γ be a path whose initial point is p. The integration over γ⊗ ςγ is defined by∫
γ⊗ςγ
ςη :=
∫
γ
ςγη.
proof of Theorem 2.1. To construct a global solution of the equation (5), we need to continue (6) analytically on the whole
Ui. In order to achieve this, we consider integrations over regularized paths in Definition 3.2.
g(t) := ς−1γt
∫
regiγt
ςη, (7)
where γt is a path connecting p to t in Ui. We shall prove that g is well-defined, that is, g is defined independently of a
choice of paths γt. We take another path γ′t . It is sufficient to prove
ς−1γ′t
∫
regiγ′t
ςη − ς−1γt
∫
regiγt
ςη = 0
in case γ−1t ◦ γ′t is homotopic in Ui to σi. Note that ςγ′t = c jςγt .
ς−1γ′t
∫
regiγ′t
ςη − ς−1γt
∫
regiγt
ςη = ς−1t
∫
c−1
j
regiγ′t−regiγt
ςη,
where
c−1j regiγ
′
t − regiγt = c−1j γ′t ⊗ ςγ′t +
c−1
j
c j − 1σi ⊗ ςσi − γt ⊗ ςγt −
1
c j − 1σi ⊗ ςσi
= c−1j
(
γt ⊗ c jςγt + σi ⊗ ςσi
)
+
c−1
j
c j − 1σi ⊗ ςσi − γt ⊗ ςγt −
1
c j − 1σi ⊗ ςσi
= 0.
We have thus proved the theorem. 
4 Twisted Cˇech-de Rham isomorphism
The twisted differential (3) defines a twisted de Rham complex:
0 −→ Γ(Xx,OXx) d+ω−→ Γ(Xx,Ω1Xx) −→ 0. (8)
On the other hand, the Cˇech complex with its coefficients in L associated to the covering U = {Ui} given by
0 −→
⊕
i
Γ(Ui,L)
∂0−→
⊕
i< j
Γ(Ui ∩U j,L) ∂
1−→
⊕
i< j<k
Γ(Ui ∩U j ∩Uk,L) −→ · · · , (9)
where (
∂0(si)i
)
i j
= s j
∣∣∣
Ui∩U j − si
∣∣∣
Ui∩U j ,
(
∂1(si j)i j
)
i jk
= s jk
∣∣∣
Ui∩U j∩Uk − sik
∣∣∣
Ui∩U j∩Uk + si j
∣∣∣
Ui∩U j∩Uk .
The twisted Poincare´ lemma (Theorem 2.1) tells us that the first twisted de Rham cohomology H1
d+ω
(Xx) (defined by the
complex (8)) is isomorphic to the first Cˇech cohomology H1(U,L) (defined by the complex (9).)
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Theorem 4.1. The morphism Φ : H1
d+ω
(Xx) −→ H1(U,L) given by
Φ(η) =
(
−1
ς
∫
reg(i, j)
ςη
)
i j
is well-defined and an injection, where
reg(i, j) =
1
ci − 1σi ⊗ ςσi −
1
c j − 1σ j ⊗ ςσ j .
Remark 4.2. The open set Ui0 ∩Ui1 ∩ · · · ∩Uik coincides with U in case k > 0. Thus Γ(Ui0 ∩Ui1 ∩ · · · ∩Uik ,L) = C 1ς .
Remark 4.3. Actually, Φ is an isomorphism. (See Corollary 5.4.)
proof. We have the following commutative diagram:
0 0
0 // Γ(Xx,Ω1Xx )
//
⊕
i
Γ(Ui,Ω1Xx)
∂0
1 //
OO
Z1(U,Ω1Xx)
OO
0 // Γ(Xx,OXx)
ι //
OO
⊕
i
Γ(Ui,OXx)
∂0
0 //
d+ω
OO
Z1(U,OXx)
d+ω
OO
⊕
i
Γ(Ui,L) //
ι′
OO
Z1(U,L)
OO
0
OO
0
OO
In this diagram, both two vertical sequences are exact due to the twisted Poincare´ lemma (Theorem 2.1 ) and both two
horizontal sequences are exact by definition. Here we have
H1d+ω(Xx)  Ker∂
0
1
/
Im(d + ω) ◦ ι
H1(U,L)  Ker(d + ω)
/
Im∂00 ◦ ι′
and Φ should be defined by ∂0
0
◦ (d + ω)−1. A standard argument by diagram chasing tells us that Φ is well-defined and
an isomorphism. For a 1-form η, we calculate Φ(η) explicitly by using formula (7) in the proof of the twisted Poincare´
lemma:
Φ(η) = ∂00
(
1
ςγt
∫
regiγt
ςη
)
i
=
 1ςγt
∫
reg jγt
ςη − 1
ςγt
∫
regiγt
ςη

i j
Note that γt is on U. Thus ςγt = ς and we have
reg jγt − regiγt = γt ⊗ ςγt +
1
c j − 1σ⊗ςσ j − γt ⊗ ςγt −
1
ci − 1σi ⊗ ςσi
= −reg(i, j).
We have thus proved the theorem. 
5 Explicit formula of twisted Cˇech-de Rham isomorphism
To describe the Cˇech-de Rham isomorphism Φmore explicitly in matrix form, we give generators of cohomology.
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Proposition 5.1. The first cohomology H1(U,L) of the Cˇech complex is generated by e1, . . . , en−1 which are defined by
ek := (s
(k)
i j
)i j, s
(k)
0i
= −δik 1
ς
, s(k)
i j
= s
(k)
0 j
− s(k)
0i
.
proof. Note that we have Γ (Ui,L) = 0, because any solution c(t − x0)−α0 · · · (t − xn−1)−αn−1 of (d + ω)s = 0 cannot be defined
as a single-valued function on Ui. So H
1(U,L) coincides with the set Ker∂1 of cocycles which is denoted by Z1(U,L). By
Remark 4.2, an arbitrary cochain can be expressed by
(
ai j
1
ς
)
i j
, where ai j ∈ C. Here the cocycle condition is a jk − aik + ai j = 0.
Hence a jk = aik − ai j = a0k − a0 j. 
We introduce theWronski matrix W corresponding to Φ.
Definition 5.2 (Wronski matrix). We set W :=

∫
reg(0,1)
ςη1 · · ·
∫
reg(0,1)
ςηn−1
...
...∫
reg(0,n−1) ςη1 · · ·
∫
reg(0,n−1) ςηn−1
, where ηk :=
dt
t − xk .
Proposition 5.3. The first cohomology of twisted de Rham complex is generated by η1, . . . , ηn−1.
proof. ByVarchenko formula (11) ([9][10]), we have detW , 0. This shows that {Φ(η1), . . . ,Φ(ηn−1)} is linearly independent.
Hence {η1, . . . , ηn−1} is linearly independent. 
Corollary 5.4. The morphism Φ is an isomorphism and the matrix corresponding to Φ with respect to a basis {η1, . . . ηn−1} of
H1
d+ω
(Xx) and a basis {e1, . . . , en−1} of H1(U,L) is the Wronski matrix W.
proof. This follows immediately from Theorem 4.1 and the fact detW , 0. 
6 Relative twisted Cˇech-de Rham isomorphism
Recall the punctured projective lines of the form Xx are parametrized by x, where x runs through the configuration
space S of n-points on C: S := Cn \ ⋃i, j{xi = x j}. So the family {Xx}x∈S forms an analytic family pi : X −→ S, where
X =
{
(t, x) ∈ P1 × S
∣∣∣ t , x0, . . . , xn}. (The symbol xn denotes∞.) It induces a vector bundleH1 over S each of whose fibers
is H1
d+ω
(Xx). Let DR
•
d+ω
be a relative de Rham complex with twisted differential:
0 −→ OX d+ω−→ Ω1X/S −→ 0,
where ω is a 1-form on X defined by the same formula as (4). The vector bundleH1 is the first cohomology ofRpi∗DR•d+ω.
Its sections are represented by relative 1-forms, because pi : X −→ S is Stein.
The vector bundle H1 has a natural connection ∇ (Gauß-Manin connection). For [gdt] ∈ H1 represented by a relative
1-form, we can write down it explicitly (as seen in [6]): ∇ ([gdt]) = [ ∂g∂x0 dt − α0 gdtt−x0
]
⊗ dx0 + · · ·+
[
∂g
∂xn−1
dt − αn−1 gdtt−xn−1
]
⊗ dxn−1.
We have another vector bundle Hˇ1 corresponding to Cˇech cohomology. Let LX/S be the kernel of d +ω : OX −→ Ω1X/S.
The vector bundle Hˇ1 should be defined by R1pi∗LX/S. We shall construct and compute R1pi∗LX by means of Cˇech
resolution. Note that LX/S is isomorphic to LX ⊗CS pi−1OS, where LX is a kernel of d+ω : OX −→ Ω1X, whose local sections
are generated over C by (t − x0)−α0 · · · (t − xn−1)−αn−1 . By projection formula, Hˇ1 is isomorphic to R1pi∗LX ⊗CS OS.
For I = (i0, . . . , in−1), we take an open set VI := {Rexi0 < Rexi1 < · · · < Rexin−1} ⊂ S, and compute Γ(VI,R1pi∗LX). We have
the following Cˇech resolution:
0 −→ Γ(VI, pi∗LX) −→
⊕
α
Γ(UIiα ,LX)
∂0−→
⊕
α<β
Γ(UIiα ∩UIiβ ,LX) −→ · · · , (10)
where UI
iα
:= pi−1(VI) \
⋃
j,iα
{
(t, x) ∈ P1 × VI
∣∣∣ arg(t − x j) = pi/2 }.
Remark 6.1. Let UI be an open set given by pi−1(VI) \
⋃
j
{
(t, x) ∈ P1 × VI
∣∣∣ arg(t − x j) = pi/2 }. We can regard the function
(t − x0)−α0 · · · (t − xn−1)−αn−1 as a single-valued function. We denote it by 1ςI . Thus Γ(UIiα ∩ UIiβ ,LX) is generated by
1
ςI
because
UI
iα
∩UI
iβ
coincides with UI.
Proposition 6.2. The first cohomology of the above complex (10) is generated by eI
1
, . . . , eI
n−1 which are defined by
eIk := (s
(k)
i j
)i j, s
(k)
0i
= −δik 1
ςI
, s(k)
i j
= s(k)
0 j
− s(k)
0i
.
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Theorem 6.3. Let ηk :=
[
dt
t−xk
]
∈ Γ(VI,H1) be a section represented by a relative 1-form. The module H1
∣∣∣
VI
are generated by
η1, . . . , ηn−1 over OVI and we have the following commutative diagram:
H
1
∣∣∣
VI 
ΦVI //
∇

(CeI
1
⊕ · · · ⊕ CeI
n−1) ⊗CVI OVI
1⊗d

H
1
∣∣∣
VI
⊗OVI Ω1VI 
ΦVI // (CeI
1
⊕ · · · ⊕ CeI
n−1) ⊗CVI Ω1VI
where the matrix corresponding to ΦVI with respect to a basis {η1, . . . ηn−1} of H1
∣∣∣
VI
and a basis {eI
1
, . . . , eI
n−1} is the Wronski matrix
W.
proof. We can prove this theorem in a similar way to the proof of Theorem 4.1. The commutativity of the diagram is
derived from the formula:
∂
∂x j
∫
ςgdt =
∫
∂
∂x j
(ςg)dt =
∫
ς
(
∂g
∂x j
+
1
ς
∂ς
∂x j
g
)
dt,
where
1
ς
∂ς
∂x j
= −α j 1
t − x j . 
A Varchenko formula
The determinant of Wronski matrix corresponding to hypergeometric system is given by Varchenko (as seen in [9], [10]).
The explicit form of it is written by Γ-factors.
Proposition A.1 (Varchenko formula). Let c( f ,∆) be the value of the fixed branch of f which is maximum in absolute value on ∆.
Then we have
det
[∫
reg(xi−1,xi)
ς
dt
t − x j
]
1≤i≤N,1≤ j≤N
=
1
α1 · · ·αN
Γ(α0 + 1) · · ·Γ(αN + 1)
Γ(α0 + · · · + αN + 1)
∏
1≤i≤N,0≤ j≤N
c
(
(t − x j)α j , reg(xi−1, xi)
)
. (11)
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