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ASYMPTOTICS OF ORTHOGONAL POLYNOMIALS VIA
THE KOOSIS THEOREM
F. NAZAROV, A. VOLBERG, P. YUDITSKII
Abstract. The main aim of this short paper is to advertize the
Koosis theorem in the mathematical community, especially among
those who study orthogonal polynomials. We (try to) do this by
proving a new theorem about asymptotics of orthogonal polynomi-
als for which the Koosis theorem seems to be the most natural tool.
Namely, we consider the case when a Szego¨ measure on the unit cir-
cumference is perturbed by an arbitrary measure inside the unit disk
and an arbitrary Blaschke sequence of point masses outside the unit
disk.
1. Introduction and statement of results
Consider a measure µ on the complex plane C of the form µ = ν +
w dm +
∑
k µkδzk where ν is an arbitrary finite measure in the open unit
disk D = {z ∈ C : |z| < 1},m is the Haar measure on the unit circumference
T, w ∈ L1(m) is a strictly positive function satisfying the Szego¨ condition∫
T logw dm > −∞, µk > 0 satisfy
∑
k µk < +∞, and, at last, the points
zk are taken in the exterior of the unit disk, i.e., |zk| > 1 for each k, and
satisfy the Blaschke condition
∑
k(|zk| − 1) < +∞.
Let
pn(z) = τnzn + . . .
be the n-th orthogonal polynomial with respect to the measure µ normalized
by the conditions ‖pn‖
L2(µ)
= 1, τn > 0.
Theorem.
lim
n→∞ τn = exp
{
−1
2
∫
T
logw dm
}∏
k
1
|zk| .
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Let us introduce two auxiliary functions: the outer function ψ in the
exterior of the unit disk such that |ψ|2 = 1
w
on T and ψ(∞) > 0, and the
Blaschke product B(z) =
∏
k
z¯k
|zk|
z − zk
zz¯k − 1 .
Corollary. For every z ∈ C with |z| > 1, we have
lim
n→∞
pn(z)
zn
= (Bψ)(z) .
A few words about the history of the problem may be in order. For
finitely many point masses lying on the real line, the theorem was proved
by Nikishin [4]. Nikishin’s result has been generalized in various ways by
Benzine and Kaliaguine [5] and by Li and Pan in [6]. Peherstorfer and
Yuditskii [2] seem to be the first to consider the case of infinitely many point
masses. They proved the theorem for the case when all masses lie on the real
line. An attempt to deal with the general case was made by Peherstorfer,
Volberg, and Yuditskii in [3]. It was proved there that an analog of our
theorem holds for orthonormal rational functions. It is unclear to us at this
moment whether the approach in [3] can yield the asymptotics of orthogonal
polynomials too.
Acknowledgment The second author is greatful to Nikolai Nikolski for
valuable discussion.
2. Proof of Theorem
Let us show first that lim supn→∞ τn does not exceed the right hand
side. To this end, let us observe that the right hand side can be rewritten
as ψ(∞)B(∞) where, as before, ψ is the outer function in the exterior
of the unit disk such that |ψ|2 = 1
w
on T and ψ(∞) > 0, and B(z) =∏
k
z¯k
|zk|
z − zk
zz¯k − 1 is the Blashke product with zeroes zk. Now fix ` > 0 and
put B`(z) =
∏
k : k6`
z¯k
|zk|
z − zk
zz¯k − 1 . Consider the integral
∫
T
pn
znψB`
dm. On
one hand, its absolute value does not exceed∫
T
|pn|
|ψ| dm 6
(∫
T
|pn|2
|ψ|2 dm
) 1
2
= ‖pn‖
L2(w dm)
6 ‖pn‖
L2(µ)
= 1 .
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On the other hand, this integral can be easily computed using the residue
theorem. It equals
τn
ψ(∞)B`(∞) −
∑
k : k6`
pn(zk)
zn+1k ψ(zk)B
′
`(zk)
.
Note now that |pn(zk)| 6 µ−
1
2
k ‖pn‖L2(µ) = µ
− 12
k for any n and z
n+1
k →∞ as
n→∞. Therefore,
∑
k : k6`
pn(zk)
zn+1k ψ(zk)B
′
`(zk)
→ 0 as n→∞ and we conclude
that lim supn→∞ τn 6 ψ(∞)B`(∞). Since this conclusion is true for any `,
we can pass to the limit as `→∞ and get lim supn→∞ τn 6 ψ(∞)B(∞).
Now let us prove that lim infn→∞ τn > ψ(∞)B(∞). To this end, observe
that
τn = sup{τ : there exists p(z) = τzn + . . . with ‖p‖
L2(µ)
6 1} .
This means that is would suffice to construct a sequence of polynomials qn
such that the leading coefficients of qn are arbitrarily close to ψ(∞)B(∞)
and lim supn→∞ ‖qn‖L2(µ) 6 1.
The construction is extremely easy and well known when ψ,B ∈ C∞(T),
which corresponds to the case when w ∈ C∞(T) and B is a finite Blaschke
product. In this case all one needs to do is to expand the analytic (in the
exterior of the unit disk) function F (z) = ψ(z)B(z) into its Taylor series
at infinity: F (z) = τ0 + τ1z−1 + τ2z−2 + . . . and put qn(z) = znSn(z)
where Sn(z) =
∑n
j=0 τjz
−j is the n-th partial sum of this series. Clearly,
the leading coefficient of qn is exactly τ0 = F (∞) = ψ(∞)B(∞) for all n.
On the other hand, since F ∈ C∞(T), the partial sums Sn converge to F
uniformly on T, which allows to estimate the norms ‖qn‖
L2(µ)
as follows.
First, ∫
T
|qn|2w dm =
∫
T
|Sn|2w dm→
∫
T
|F |2w dm = 1 .
Second, for each k,
|qn(zk)| = |znkSn(zk)| = |znk (Sn(zk)−F (zk))| 6 maxT |Sn−F | → 0 as n→∞
(the last inequality is just the maximum principle for the function zn(Sn(z)−
F (z)) = −τn+1z−1 − τn+2z−2 − . . . ), which is bounded and analytic in the
exterior of the unit disk. Thus,
∑
k µk|qn(zk)|2 → 0 as n → ∞ (let us
remind the reader that the sum is assumed to be finite here).
At last, for every z ∈ D, we have |qn(z)| 6 maxT |qn| = maxT |Sn| →
maxT |F | as n → ∞, so the functions qn are uniformly bounded in D. On
the other hand, it is fairly easy to see that, for any `2 sequence {τj}j>0 and
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any z ∈ D, the sequence ∑nj=0 τjzn−j (n = 1, 2, . . . ) tends to 0 as n → ∞
and, moreover, this convergence is uniform on any compact subset of D.
Indeed, we have∣∣∣ n∑
j=0
τjz
n−j
∣∣∣ 6 ∑
06j6n2
|τj | · |z|n−j +
∑
n
2<j6n
|τj | · |z|n−j
6
(∑
j>0
|τj |2
) 1
2 ·
( ∑
06j6n2
|z|2n−2j
) 1
2
+
(∑
j>n2
|τj |2
) 1
2 ·
( ∑
06j6n
|z|2n−2j
) 1
2
6
(∑
j>0
|τj |2
) 1
2 ·
( |z|n
1− |z|2
) 1
2
+
(∑
j>n2
|τj |2
) 1
2 ·
(
1
1− |z|2
) 1
2
.
It remains to note that |z|n → 0 and ∑j>n2 |τj |2 → 0 as n→∞. Thus,
qn(z) → 0 uniformly on compact subsets of D as n → ∞ and, by the
dominated convergence theorem,
∫
D |qn|2 dν → 0 as n→∞.
Combining these 3 estimates, we conclude that, as n→∞,
‖qn‖2
L2(µ)
=
∫
T
|qn|2 dm+
∫
D
|qn|2 dν +
∑
k
µk|qn(zk)|2 → 1 + 0 + 0 = 1 .
Now we would like to do something similar in the general case. The main
difficulty is that the Taylor series of the function F in general does not
converge to F uniformly on T. Fortunately, we do not really need the
uniform convergence here. Let us find out what kind of convergence it
would be appropriate to ask for.
First, in order to have
∫
T |qn|2w dm →
∫
T |F |2w dm, it suffices to ensure
that Sn → F in L2(w dm).
Second, let us estimate the (now possibly infinite) sum
∑
k µk|qn(zk)|2.
Assuming for a moment that F ∈ H2, we can try to estimate |qn(zk)|2 by∫
T Pzk |Sn − F |2 dm where Pzk is the Poisson kernel corresponding to the
point zk (instead of the maximum principle, we use the subharmonicity of
|zn(Sn(z)−F (z))|2 in the exterior of the unit disk). Therefore, to conclude
that this sum goes to 0, it suffices to ensure that Sn → F in L2(w1 dm)
where w1 =
∑
k µkPzk ∈ L1(m).
At last, to estimate
∫
D |qn|2 dν, let us observe that the assumption F ∈
H2 is sufficient to ensure that qn(z) → 0 uniformly on compact subsets of
D as n → ∞ (the proof is exactly the same as before). The dominated
convergence theorem is somewhat difficult to employ now because it would
require an L2 estimate for supn |Sn| on T, i.e., a Carleson type theorem,
but, fortunately, other boundedness conditions are available to ensure that
uniform convergence to 0 on compact subsets of D implies convergence to
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0 in L2(ν). The simplest such condition is uniform boundedness of the
integrals
∫
D |qn|2 dν˜ where ν˜ is any finite measure of the kind dν˜ = ϕ(|z|) dν
with some positive function ϕ(r) increasing to +∞ as r → 1−. Indeed,
then, for any r ∈ (0, 1), we can write∫
D
|qn|2 dν =
∫
rD
|qn|2 dν+
∫
D\rD
|qn|2 dν 6 max
rD
|qn|2ν(D)+ 1
ϕ(r)
∫
D
|qn|2 dν˜
and observe that the first term tends to 0 for any fixed r ∈ (0, 1) as n→∞
while the second one can be made arbitrarily small by choosing r sufficiently
close to 1. Using the subharmonicity of |qn|2 in D, we see that to get∫
D |qn|2 dν → 0, it would suffice to have a uniform bound for
∫
T |Sn|2w2 dm
where w2(z) =
∫
D Pζ(z) dν˜(ζ) is the “harmonic sweeping” of the measure ν˜
to the unit circumference T. Note that, again, we have w2 ∈ L1(m).
The moral of the story is that it would suffice to ensure convergence of
Sn to F in L2(W dm) where W = 1+w+w1 +w2 is a certain L1 function
on T. (we added 1 just to ensure that L2(W dm) ⊂ L2(m)). Of course, we
cannot hope for that kind of convergence if the function F itself is not in
L2(W dm) and, if we define F exactly as before by F = ψB, most likely, it
will fail to belong to that space. So let us see whether we can modify the
definition of F . Apparently, we cannot do anything with the second factor:
we need F to vanish at all points zk in order to carry out our trick in the
estimate of
∑
k µk|qn(zk)|2. On the other hand, after some thought, one
can realize that we do not need the first factor to be exactly ψ: any outer
function ψ˜ with |ψ˜| 6 |ψ| and ψ˜(∞) ≈ ψ(∞) will do just as well. This
freedom allows us to make F belong to any given weighted space L2(V dm)
with V > 1 (again, this condition is imposed just to get F ∈ H2 for sure)
satisfying
∫
T log V dm < +∞. Indeed, just define ψ˜ by |ψ˜|2 = min
{
1
w ,
A
V
}
on T, ψ˜(∞) > 0. By choosing A sufficiently large, we can ensure that ψ˜(∞)
is as close to ψ(∞) as we wish. On the other hand, we shall always have
‖F‖
L2(V dm)
= ‖ψ˜‖
L2(V dm)
6
√
A < +∞.
Since W ∈ L1(m) implies ∫T logW dm < +∞, we, indeed, can make F ∈
L2(W dm) by choosing V equal to W or any larger weight with integrable
logarithm. Unfortunately, this is not enough. We need more, namely, that
Sn → F in L2(W dm), which, in particular, implies that we must have
a uniform bound for the norms ‖Sn‖
L2(W dm)
. Since Sn = z−nP+(znF ),
where P+ is the orthogonal projection from L2(m) to H2, we are naturally
led to the question for which integrable weightsW > 1 one can find another
weight V >W with log V ∈ L1(m) such that P+ is bounded as an operator
from L2(V dm) to L2(W dm). The answer is given by the celebrated
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Theorem of Koosis. For every integrable weight W > 1 one can find
another weight V > W with log V ∈ L1(m) such that P+ is bounded as an
operator from L2(V dm) to L2(W dm).
This is a truly remarkable theorem that deserves to be known much better
than it currently seems to be. For the reader’s convenience, we included its
proof in the Appendix. Now let us finish the proof of our theorem. The only
remaining difficulty is that we need convergence of Sn to F in L2(W dm)
rather than mere boundedness of ‖Sn‖
L2(W dm)
, which is all the Koosis
theorem provides us with if we apply it directly to the weight W . The
(fairly standard) trick is to apply the Koosis theorem to another weight
W˜ = Wϕ(W ) where the increasing function ϕ : [1,+∞) → [1,+∞) is
chosen so that limx→+∞ ϕ(x) = +∞ and the weight W˜ is still integrable.
Let now V be the weight corresponding to W˜ instead of just W . We claim
that ‖Sn − F‖
L2(W dm)
→ 0 as n→∞ for all F ∈ L2(V dm). Indeed, since
V > W˜ > 1, we know that F ∈ L2(m) and, thereby, ‖Sn − F‖
L2(m)
→ 0.
On the other hand, the norms ‖Sn − F‖
L2(fW dm) are uniformly bounded.
Hence, for every M > 0, we can write∫
T
|Sn − F |2W dm =
∫
{W6M}
|Sn − F |2W dm+
∫
{W>M}
|Sn − F |2W dm
6M
∫
T
|Sn − F |2 dm+ 1
ϕ(M)
∫
T
|Sn − F |2W˜ dm .
Now, the first term tends to 0 as n → ∞ for any fixed M > 0 while the
second one can be made arbitrarily small by choosing M large enough.
The theorem is thus completely proved.
3. Proof of Corollary
Again, denote by B` the partial Blaschke product with zeros zk, k 6 `.
Consider the integral ∫
T
∣∣∣∣1− pn(z)zn 1ψ(z)B`(z)
∣∣∣∣2 dm .
Using the residue theorem, we conclude that it equals
1 + ‖pn‖
L2(w dm)
− 2 τn
ψ(∞)B`(∞) − 2<
∑
k : k6`
pn(zk)
zn+1k ψ(zk)B
′
`(zk)
.
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We have already seen that
∑
k : k6`
pn(zk)
zn+1k ψ(zk)B
′
`(zk)
→ 0 as n → ∞. Also,
‖pn‖
L2(w dm)
6 ‖pn‖
L2(µ)
= 1. Thus,
lim sup
n→∞
∫
T
∣∣∣∣B`(z)− pn(z)znψ(z)
∣∣∣∣2 dm 6 2(1− B(∞)B`(∞)
)
,
whence
lim sup
n→∞
∫
T
∣∣∣∣B(z)− pn(z)znψ(z)
∣∣∣∣2 dm
6 2‖B` −B‖
L2(m)
+ 4
(
1− B(∞)
B`(∞)
)
.
Since the right hand side of the last inequality tends to 0 as n → ∞, we
conclude that
lim
n→∞
∫
T
∣∣∣∣B(z)− pn(z)znψ(z)
∣∣∣∣2 dm = 0 .
It remains to recall that, for the analytic functions gn(z) = B(z)− pn(z)
znψ(z)
,
convergence to 0 in H2 is stronger than pointwise convergence to 0 in the
exterior of the unit disk.
4. Appendix: Proof of the Koosis theorem.
We shall outline the original proof from [1] here. First of all, note
that for any two weights V > W > 1, the boundedness of P+ as an
operator from L2(V ) to L2(W ) is implied by (actually, equivalent to) its
boundedness as an operator from L2(w) to L2(v) where w =
1
W
, v =
1
V
. The latter is understood in the sense that there exists a finite con-
stant C > 0 such that
∫
T |P+g|2v dm 6 C
∫
T |g|2w dm for any function
g ∈ L2(m) ∩ L2(w dm). This can be seen by a standard duality argument.
Using the density of trigonometric polynomials in L2(m), we also see that
it is enough to check this estimate for the case when g is a real trigono-
metric polynomial. Secondly, let us note that P+g = 12(ĝ(0) + g + ig˜)
where ·˜ is the operator of harmonic conjugation, i.e., the operator that
maps
∑
k ckz
k to 1i
∑
k(sgn k)ckz
k. Since the identity operator is bounded
from L2(w dm) to L2(v dm) for any v 6 w. Since |ĝ(0)| = ∣∣∫T g dm∣∣ 6(∫
T |g|2w dm
) 1
2
(∫
TW dm
) 1
2 =
√
‖W‖
L1(m)
‖g‖
L2(w dm)
, we see that the op-
erator that maps g to the constant function ĝ(0) is bounded in L2(w dm)
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and, thereby, from L2(w dm) to L2(v dm) for any v 6 w. These two re-
marks show that it is enough to construct a weight v 6 w with integrable
logarithm such that
∫
T |g˜|2v dm 6 C
∫
T |g|2w dm for any real trigonometric
polynomial g with ĝ(0) = 0. To this end, consider an outer function Ω(z)
with <Ω =W on T. Note that∣∣∣∣1− WΩ
∣∣∣∣ = ∣∣∣∣Ω−<ΩΩ
∣∣∣∣ = ∣∣∣∣=ΩΩ
∣∣∣∣ < 1 almost everywhere on T .
Let ρ = 1− ∣∣1− WΩ ∣∣. Consider the analytic polynomial P (z) = g(z)+ ig˜(z).
Since P (0) = 0, we have ∫
T
P 2
Ω
dm =
P (0)2
Ω(0)
= 0 .
Let us rewrite it as∫
T
P 2w dm =
∫
T
P 2
(
1− W
Ω
)
w dm
and take the real part of the left hand side with minus sign and the absolute
value of the right hand side. We shall get the inequality∫
T
(g˜2 − g2)w dm 6
∫
T
|P |2
∣∣∣∣1− WΩ
∣∣∣∣w dm = ∫
T
(g2 + g˜2)(1− ρ)w dm ,
which is equivalent to∫
T
g˜2ρw dm 6
∫
T
g2(2− ρ)w dm 6 2
∫
T
g2w dm .
Thus, we can choose v = ρw. The only thing that remains to check is that∫
T log v > −∞. To this end, note that
ρ = 1−
∣∣∣∣=ΩΩ
∣∣∣∣ > 12
(
1−
∣∣∣∣=ΩΩ
∣∣∣∣2
)
=
|<Ω|2
2|Ω|2 =
W 2
|Ω|2 .
So v = ρw > W
2|Ω|2 . It remains to note that W > 1 while log |Ω| ∈ L
1(m).
The Koosis theorem is thus completely proved.
References
[1] P. Koosis, Moyennes quadratiques ponde´re´es de fonctions pe´riodiquess et de leurs
conjugue´es harmoniques C. R. Acad. Sci. Paris, Ser. A, v. 291 (1980), pp. 255–257.
[2] F. Peherstorfer, P. Yuditskii, Asymptotic of orthonormal polynomials in the presence
of a denumerable set of mass points, Proc. Amer. Math. Soc. 129 (2001), no. 11,
3213–3220.
[3] F. Peherstorfer, A. Volberg, P. Yuditskii, Asymptotic of orthogonal polynomials be-
yond the scope of Szego˝’s theorem, Preprint, 2005, pp. 1–10.
9[4] E. M. Nikishin, The discrete Sturm-Liouville operator and some problems of function
theory, Trudy Sem. Petrovskii, 237 (1984) , No. 10, pp. 3–77.
[5] R. Benzine, V. Kaliaguine Sur la formule asymptotique des polynmes orthogonaux
associs une mesure concentre sur un contour plus une partie discrte finie, Bull. Soc.
Math. Belg. Ser. B 41 (1989), No. 1, pp. 29–46.
[6] X. Li, K. Pan, Asymptotic behavior of orthogonal polynomials corresponding to mea-
sure with dicrete part off the unit circle, J. Approx. Theory 79 (1994), No. 1, pp.
54–71.
Fedor Nazarov
Department of Mathematics
Michigan State University
East Lansing, Michigan 48824, USA
E-mail : fedja@math.msu.edu
Alexander Volberg
Department of Mathematics
Michigan State University
East Lansing, Michigan 48824, USA
E-mail : volberg@math.msu.edu
Peter Yuditskii
Department of Mathematics
Bar Ilan University
Tel Aviv, Israel
E-mail : yuditski@macs.biu.ac.il
