Abstract-We propose a visual recognition system for robotic applications in which distance to the visual objects can change a lot (for instance, trying to recognize a distant object learned from a short distance). Our system takes advantage of a single pan-tilt camera controllable in zoom and focus. Focus control allows to detect plans of sharpness in the scene and indirectly to compute a distance. Hence, this information can be used to gain structural information of the visual scene (to segment objects from the ground, to count the number of depth plans in the visual field...) without complex computation. This distance information is then used to control either a software or a hardware zoom to keep the size of the object invariant. The image thus created can be used by view based recognition systems. In a second time we show how by using focus points and neural networks we can improve the detection of sharpness plans in complex scenes. Finally we present a simple method to dynamically control the focus and stabilize it on the plan of sharpness of an object in the scene.
I. INTRODUCTION
New humanoid robots and other autonomous navigation systems face the problem of recognizing different kinds of objects from a wide variety of distances. For instance, a new object can be presented from a short distance to the robot (typically 1 m) and next the robot can be asked to find this object from a longer distance (ie 5 to 8 meters). To insure a consistency in the size of objects several solutions have been proposed. The first one considers the use of 2 coupled low resolution cameras: one with a large field providing a peripheral vision and a second one with a narrow field of view providing an image similar to the fovea. These systems require an active pan-tilt control to direct the robot gaze on the object to recognize [1] . The second solution is to use a software fovea on a high resolution camera. Transferring only the "foveal" part of the image allows to come back to real time computation. To gain distance information necessary for object manipulation, 3D recognition can be performed from 2 distant static cameras or can be actively obtained from the focus of the two camera on the same point in the image. Yet, depending on the distance between both cameras, the precision can be rather limited for distant objects and/or the computational cost and its complexity increases a lot [2] .
To solve those problems we chose to take advantage from a single camera with controllable focus and zoom. The focus control provides sufficient information on distance to keep the size of an object constant in the vision field. The object distance is computed using defocus techniques by sweeping the whole range of values and selecting the the value for which the standard deviation on the pixel of the image is maximum.
Several similar techniques have been proposed starting with [3] and more recently [4] and [5] . With the distance and by using the physical or a software zoom the system is able to stabilized the size of an object to a reference size (for example the size linked to the distance used during a training phase).
This corrected image can then be used by a recognition system thus avoiding all the rescaling problems.
Finally we present a system based on neural networks able to isolate the different plans of sharpness in a scene and control the focus to stabilize the vision on one of those plans.
II. FROM STANDARD DEVIATION TO CONSTANT SIZE IN
THE VISION FIELD In robotic navigation several approaches are used to get depth information. For example, visual looming uses the relative size of objects in the field of view to detect there relative distance to the robot [6] . The variation in the size becomes more important as the robot comes closer to the object.
Another technique using the dynamic of the system is presented in [7] . It uses a grid of pixels chosen in the visual input at regular intervals to compute the distance on the color vector for those pixels. Brutal changes from one time frame to the next indicate the apparition of an object in the field of view. A map of the environment is then created with those points giving the base for navigation.
Our system (Fig. 1) is based on the dynamic of the camera and more precisely on the focus. The idea of the first experiment was to insure a constant size of an object in the visual field. The system uses a reference plan (for example the plan used during a learning phase for a learning system) and compare that value to the current focus value to compute the needed correction in the zoom.
We used a MTV-54g10h camera, PAL 640x480 pixels, with focus and zoom controllable by serial port. Through serial bus we transmit and receive focus and zoom information.
It is also equipped with a classical video output linked to our computer. The camera is set on a pan-tilt system allowing a large exploration of the visual environment. (We will not here described the part of the researches on the tracking and centering of the object). We will assume that This information is then used by the control bloc to stabilize the focus value on the plan of sharpness. When stabilize the needed correction in the zoom are computed and applied in the zoom bloc.
all needed movements to center the camera on a specific area of the environment has been completed prior to the computations. The computations are performed by neuron emulation program called Promethe running on a simple computer. The control architecture is split into the three following parts (see fig. 1 ). The basic image computations are done in parallel to the rest of the system in the vision network. This includes transforming the image from RGB color to gray levels and computing the global standard deviation. After transformation the image is a matrix of float values between 0.0 and 1.0. To compute the standard deviation we used 32x24 pixels area in the center of the field of view. In that area 500 pixels are chosen randomly at the beginning of the experiment. They form a vector on which the standard deviation is computed (equations (1), (2) , (3)). This gives a fairly good appreciation of the sharpness of the image. Those pieces of data are then transmitted to the control part.
where M the local matrix of IxJ pixels, μ(M ) is the mean value of the matrix M , V ar(M ) the variance and σ(M ) is the standard deviation.
The control network uses the standard deviation to find the sharp focus plan. This is done by sweeping the whole range of focus and finding the maximum. That value is then used to stabilize the image at the sharp focus (Fig. 2) . The information on standard deviation value is also used to refocus when needed. A brutal variation in the standard deviation is assumed to be related to an important change in the image and will trigger a new focus sweep. After stabilization of the image, the zoom and the focus data can be used for the following blocs. For our researches we didn't use the physical zoom. The reason is that a variation in the value of the physical zoom create a variation on the range of focus values. For a minimum zoom (x1) the camera offers 17 focus positions when for a maximal zoom (x10) we get 465 positions. This is due to the construction of the camera (Fig. 3) . When one of the lens is moved the physical range of movement of the other is modified. In our system the zoom is the master lens. This problem can be solved by building a correspondence table to associate the focus plan with the value for each zoom position. But even then the problem of low resolution in the range of focus values will subsist.
We solved this problem by using a software computed zoom done in the zoom network. It is made possible by the use of an image of smaller size (320x240) in the system than the one captured by the camera (640x480). Thus we limit the loss in resolution. A linear smoothing is applied to the output image in order to avoid artifacts for the following parts of the system (Fig. 4) . Finally the image can be used by other parts symbolized by the learning bloc in our case.
The experiment shows that the precision of the focus value is linked to the zoom value beside the problem already addressed previously. For example, if the physical zoom is x6, 75% of 5000 points where chosen randomly in the whole image and used to compute the standard deviation. We can clearly see the 3 peaks at 40, 70 and 100cm corresponding to the 3 objects in the scene.
the dynamic is in the first meter from the camera. Only 25% are left to detect distances between 1 meter and infinity. We set the physical zoom to its maximum value for most of the tests. The standard deviation is also sensitive to the texture of the object. For a smooth object the noise is a problem. This can be partly solved by a temporal smoothing of the captured images. It is a compromise between speed and robustness.
III. SCENE DEPTH MAP AND ZOOM CONTROL
Moving forward with the same idea we explored more possibilities offered by the controllable focus. The system still uses a focus sweeping method.
First we used the same technique as in [4] using a 3x3 local mask to calculate a standard deviation for each pixel.
As shown in Fig. 6 the 3 different objects present in the scene can be identified by the depth perception. Due to the non linearity of the equations ruling optic systems it is harder to differentiate object 1 from object 2 than object 2 from object 3 even if they are at the same distance from each other. This comes from the term in 1 u in equation (4) (see also Fig. 7) . For u 1 and u 2 such as u 1 < u 2 and the same variation Δu
with u the lens to object distance, v the lens to sensor distance and F the focal length.
In a second time, we used a system based on points of interest. Our navigation and object or facial recognition systems already use points of interest to extract information from a scene as follows. A gradient of the input image is computed and then by convoluted with a difference of gaussians. The local maxima selected in the output of those filters are the points of strong curvature. The system then computes a local standard deviation on a local view selected around those points. By taking several points of interest it is possible to increase the robustness of the computation.
As shown in figure 8 we still find the 3 objects present in the scene. Compared to the simple computation (Fig. 5) we can notice an expansion of the dynamic. This will simplify the differentiation in the scene analysis.
In a third time we focus on the detection of sharpness plans. To do that we used the local standard deviation computed with the points of interest as the input of a Neural-Field. Neural-Fields are dynamic neural networks ruled by two laws: excitation and inhibition ( Fig. 10 and [8] for more details). The output of the Neural-Field will show a serie of bumps located at the focus value associated with the different plans of sharpness. Applied to our case it is possible to discriminate the 3 different objects in the scene as shown in figure 9 . There is a Fig. 8 : Results of the local standard deviation using the 10-points-of-interest technique. We still see the 3 bumps corresponding to the 3 objects. With this technique the dynamic is larger than with the simple standard deviation computation. problem at the edges of the system due to the discontinuity of the normalized focus space (value only between 0.0 and 1.0). This is partially solved by the use of a circular neural field and adding a inhibition at the edges. The Neural-Field has some friendly properties to address the problem we encounter in our case. It insures that there won't be any temporal discontinuity in the output signal and also in the focus values. It also helps discriminate the local maxima in the signal by a contrast enhancement and at the same time it merges close sharpness plans in one bump. Finally all those computations are done by a single layer of neurones.
The result can then be used to control the focus and stabilize it on one of the objects. This can be done using different techniques. First fuzzy logic can be used to control the focus. The curve is, in this case, seen as a probability of presence of an object. By using defuzzification techniques the system would be able to stabilize the focus on the plan of sharpness (see [9] for more details). The output of the neural field can also be seen as basins of attraction. Each object or plan of sharpness creates a basin. By controlling the focus with the derivative of the neural field activity it is possible to stabilize it on an object (Fig. 10) . The advantage of this second technique is the possibility to explore the different plans using only the dynamic of the neural field. The focus will be attracted by the closest basin of attraction. This property of bistability is essential to the construction of a stable controller. Given the relation between focus values and needed zoom correction, it is possible to use the same technique to control the zoom thus insuring the stability of the object size in the vision field.
IV. DISCUSSION AND CONCLUSION
The system studied here was designed to be as simple as possible. The goal was to explore the options offered by a controllable focus and zoom in order to improve the existing systems in our laboratory.
The global standard deviation was successfully used to obtain a sharp image and by the way the distance to the objects in the scene. With a computation limited to local views centered on points of interest, the dynamic is enhance. The use of NeuralField to code the data related to the focus allows the system to dynamically stabilize on an object in the scene. Coupled with a pan-tilt system in a similar way as the human eye with head and eye movements, it can provide the necessary information for our objects recognition and navigation systems.
Those where partly described in [10] where Neural-Fields were already and successfully used to find the location of visual clues. We are currently using the focus control to enhance object recognition by scale correction. our recognition system with the scale corrected by the present technique. We are planning on extending its use in manipulation tasks for a humanoid platform. The present system will provide distance and position information for grasping and interaction tasks. 
