Abstract-We focus on the problem of recovering the length and synchronization of a linear block code from an intercepted bitstream. We place ourselves in an operational context where the intercepted bitstream contains a realistic noise level. We present two algorithms, one due to Valembois and the other one brand new. They are both useful in different contexts, able to verify if a given length/synchronization is correct. Using them, we were able to practically recover the synchronization of several codes.
INTRODUCTION
Most digital communications are both encoded and encrypted. For this reason, in order to be able to perform a cryptanalysis, it is usually necessary to decode the intercepted data. Most of the time, this data is encoded using a standardized algorithm and it is thus assumed that the attacker can decode as efficiently as the legitimate recipient. However, it can happen that non-standard techniques are used. In this case, the code reconstruction problem needs to be addressed. In this article, we only focus on communications encoded using linear block codes, thus reconstruction consists in recovering a generator/parity check matrix of the code. The first step of this reconstruction consists in recovering the code's length and synchronization. Most other articles dealing with code reconstruction [6] , [8] , [9] , [14] consider this information known and only deal with the problem of finding a parity check matrix from noisy codewords. It appears that the most efficient techniques to recover the code's length/synchronization can also be used to reconstruct the code.
This article is composed of three main sections. First, we show that looking for words in the dual code is sufficient to decide if a specific length/synchronization is correct. Then, in the second part, we present two very different techniques for searching words in the dual code. Eventually, we present some experimental results and give estimates for the maximum noise level allowing to recover a code's length and synchronization.
Previous works. This article is not the first to deal with the problem of finding the length/synchronization of a linear block code bitstream. For instance, a technique based on rank computation is presented in [1] , [2] . This technique consists in computing, for all possible lengths and synchronizations, the rank of the matrix formed with the noisy codewords. If the noise level is low enough and the length and synchronization are correct, this matrix will not be of full rank. Finding the correct length/synchronization then simply consists in finding the minimum of these ranks. When the level of noise starts to increase, it is necessary to compute the rank of submatrices and hope to find "low noise zones". We compare our experimental results with those taken from [1] in Section III.
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ENSTA
Another approach to this problem consists in using information set decoding techniques. The first to propose this idea was Planquette [12] but with very limited applications to block code reconstruction. Valembois later rediscovered this technique and applied it efficiently to the reconstruction of small block codes. The technique we present in Section 11-B is directly inspired from his work but applied to the problem of finding the length/synchronization of a code.
I. DECIDING WHETHER A GIVEN LENGTH AND SYNCHRONIZATION IS CORRECT
In this section, we consider that the received bitstream was transmitted through a binary symmetric channel with cross-over probability 7 . When trying to recover the length/synchronization of a code C, the first step is to be able to decide whether a given length/synchronization is correct or not. One must thus split the input bitstream into words of the given length, starting at the given synchronization, and then decide if the words obtained are indeed noisy codewords (that is, elements of a vector space with a small amount of noise). Of course, as the target vector space (the code C we are looking for) is unknown, this problem is hard. A simpler way to look at it is to consider the dual problem: instead of looking for a vector space directly, we can look for elements of its orthogonal (these are, words of the dual of C). Such orthogonal words have a probability higher than~to be orthogonal to a noisy codeword (if the noise level is lower than~of course). In order to decide if a length/synchronization is correct, one can thus look for dual words: as we will see, if such a word can be found then the length is correct (with a probability close to one) and the synchronization is probably not far from correct.
Suppose in Figure I (dashed line). However, if h' is not a word of the dual of C, whatever its weight, the weight of the product 9 x h' will follow a binomial distribution centered in M with a variance lIf (plain line in Figure I ).
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If these two distributions have a small enough intersection, then it is possible to tell , with high probability, whether a word h is in the dual of C or not.
B. Correct length, incorrect sy nchronization
In this case, each line of 9 is composed of two different codewords: the first So -S mod n bits belong to one word, the remaining bits to the next one (see Figure 2) . We take a word h in the dual of C and cyclicly shift it (to the right) by So -S positions to obtain a word h.
• If the support of 11, is included in [s o -s, n -1] or [0, S o -S -1] then the product 9 x 11, will follow the same distribution as dual words in the previous case (the dotted line in Figure I ).
• If the support of 11, is split among the two intervals, then each bit of the product will be zero with probability~(if we assume that the_codewords are mutually independent).
The weight of 9 x h will thus follow the same distribution as for random words.
Once again, if the two distributions are distant enough, it will be possible to decide whether a (low weight) word is in the dual of C or not. However, this will only work for words such that the support of 11, is not split. In practice, this will decrease the probability of finding words in the dual of C. The larger So -s, the more this probability will decrease. If the chosen synchronization S is close to the correct synchronization S o, the behavior of dual word finding algorithms will be nearly the same as in the first case.
C. Incorrect length: n i=-no
In this third case, as it can be seen in Figure 3 , each codeword will have a different offset. There is a high probability that 9 is not close to any vector subspace. In practice, for any word h', the product 9 x h' will follow the binomial distribution centered on Af represented by the plain line in Figure I . The only case in which some words could follow a different distribution, is if n divides no and each offset of a dual word h by n positions is also in the dual of C. If such an unlikely event occurs, a divisor of no has however been found, which makes finding no a much easier problem. 
D. Analysis
What appears from the study of these three cases is that words following the dashed line distribution of Figure I can only be found when the correct length was chosen. If T is known, for a given word weight w , the two distributions are known and it is thus possible to compute a threshold T. If we can find a word h such that the weight of 9 x h is below T , then there is a high probability that the length n chosen is equal to no. This also means that the offset s is probably not too far from So . To find the exact value of So , it is necessary to look at the supports of dual words found. As we have seen in 1-8 the correct offset cannot split the support of any words . We can thus proceed with some kind of dichotomy, but this requires to find several dual words for each tested offset. In the end, when the correct synchronization has been found, we usually have found enough dual words to reconstruct the complete code C.
We will now see two different algorithms to search for words in the dual of C. For each of these algorithms it is possible to estimate the number of tries needed to find one word. It is thus possible to know that a length/synchronization pair is incorrect after a certain number of unsuccessful tries.
II. FI NDI NG WORDS I N T HE D UA L O F C
A. Exhaustive Search of Words of a Given Weight
The first thing to note when looking for words in the dual of a code is that words of (very) low weight are easier to find. First, the two distributions of Figure I are mor e distant from one another, secondly, it can be easy to exhaustively test all words of weight w. This is exactly what our first algorithm does, using the Chose-Joux-Mitton algorithm [7] .
The straightforward exhaustive search technique consists in going through all words of weight w and for each of them, computing the weight of their product with g. If one of these weights is below a threshold T, then the corresponding word 
likely belongs to the dual of C. In order to improve this technique, we can use a birthday technique. We build a list of all products g x h~where h~is a word of weight~and look for "near collisions". These "near collisions" can be efficiently found by selecting a small window of size £ (typically £ == 32 bits) on which we look for an exact match and then check if the total weight of the product is below T.
The standard birthday technique finds such collisions in O(n~) operations and with memory O(n~). This can be improved using the Chose-Joux-Mitton algorithm which achieves the exact same result in time 0 (n~) but with memory O(nr-:rl). The algorithm works as follow, with parameters £1 +£2 ==~:
• build the list U of all XORs of £1 columns and sort it,
• for all S E [0, to use depends on w: the probability of finding each dual word of weight w is 1 -(1 -2\)~x (.;;). For w = 6, the optimal choice is A == 4 giving a probability of finding each word of 0.48 thus improving the overall time complexity by a factor 8.
In the presence of noise, the probability of finding each dual word is simply the probability P of having a collision on the window of size £:
If we know the number of dual words of weight w, we thus have an estimate of the number of dual words that one round of the Chose-Joux-Mitton algorithm should return. As we will Table III for LDPC codes, this estimate is very accurate in practice.
Computing the threshold T. We need to select T in order to avoid all false alarms (that is, words not in the dual of C with a product by g below the threshold) and at the same time miss as few as possible dual words. This will be possible if the threshold can be chosen at more than 3 standard deviations from the center of each distribution. If M is large enough, this will be possible.
In order for the two "3 standard deviation" bounds to be in the correct order we need:
1-27 w
If this inequality is verified, any threshold T between the two "3 standard deviations" bounds can be chosen and should give satisfactory results. In practice we choose to select T in the exact middle of this interval which, as we will see in the last section, gives very good results. This corresponds to:
T== M(l_ (1-27)W) +3 m (J 1 -(1 -2T)2W-1) .
4 B. Using the Canteaut-Chabaud Algorithm
As we will see in Section III, the previous algorithm can hardly be used for values of w larger than 8. However, for most codes, the minimal distance of their dual will be larger than 8. In order to deal with these codes, we propose to use the algorithm presented by Valembois [8] , [14] and based on the Canteaut-Chabaud information set decoding algorithm [5] . The description we give of the algorithm matches the way we implemented it. Here is how this algorithm works:
• select at random an "information set", that is, n lines among the M lines of g
• perform a Gaussian elimination on this information set, swapping and xoring columns of g to obtain a new matrix g' (see Figure 4 ) and store the transition matrix P such that Pg == g'
• choose a small window of l lines among the M -n remaining lines of g'
• use the same technique as in the previous algorithm to find all combinations of 2p columns xoring to 0 on the l lines of the window • for each set of 2p columns, verify that the xor on the columns of g' is of weight lower than a threshold T
• each word h of weight 2p can be converted to a word of
This can be implemented very efficiently using the Canteaut-Chabaud algorithm to select the information sets of successive iterations. In practice, this consists in only changing one position in the previous iteration information set so as to make the Gaussian elimination step less costly. Also, in order to optimize the probabilities, it is better to split the columns in two separate sets and look for collisions among words of weight p in each set. The optimal values for the two parameters land p are chosen in the same way as in [4] . However, what is known is that if we increase M (and thus also T), this probability of success will also increase. More details about the choice of M are given in the next section.
III. PRACTICA L EXP ERIM ENTS
We have previously seen how to test a length and synchronization and how to find words in the dual code of C. Our algorithms thus consist in testing all possible lengths and for each length a number of different synchronizations. In practice, for short codes, we test each length n from I to no and n l8 synchronizations each time (we test all synchronizations which are a multiple of 8). For larger values of n (especially for LDPC codes), we test a fixed number of synchronizations for each length (every~bits for instance). We divide our experiments in two groups which behave very differently in practice for both algorithms presented here. 
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As for the previous algorithm, it would be interesting to know the probability of success of one iteration of this technique. A given word h of weight w in the dual of C will be found if the product Q x h is of weight:
• 2p on the chosen information set (in 2 sets of weight p),
• 0 on the window of size l,
• and less than T -2p on the remaining positions. For a given information set, the probability that the errors in Q are well distributed for the previous conditions is:
T-2p
with q = 1-(1; 2r)W. Thanks to this probability, it is possible to compute an estimate (neglecting the dependencies between successive iterations) of the average number of iterations required to find a given word h. However, there are many words in the dual of C and what interests us most is the average number of iterations required to find anyone of these words. Unfortunately, this number is much harder to compute as it will depend on the (unknown) distribution of the words of the dual. For this reason, the threshold T will be chosen independently of this value.
We decide to choose the threshold T so as to minimize the probability of having a false alarm (that is, a word not in the dual verifying the weight conditions cited above). There are 2 n possible false candidates, and for each of them the probability of verifying the weight conditions is approximately:
If we want to avoid false alarms, we thus need PraI se < 2-n .
This is achieved by choosing:
This choice makes sure that we avoid false alarms but gives us no hint about the probability of finding a word of the dual.
A. Random Linear Codes
We first consider codes defined by a random generator matrix. For such codes, it appears that our first algorithm based on exhaustive search gives poor results. This algorithm only works well for codes with very low weight words in their dual (weight 6 or 8 at most), which will only be the case for very short random codes (at most n~40). Of course, such codes are seldom used in practice. However, the Canteaut-Chabaud-based algorithm makes it possible to find the length /synchronization of long er codes. Table II gives results of simulations on random codes of different lengths with different noise levels. For these lengths, it is important to note that the 10000 iterations are performed in approximately I s. Thus , if the algorithm is able to find some words, it will also be easy to find the length/synchronization of the code. In practice, for all the length /noise combinations of Table II not containing a zero, the exact length/synchronization can be recovered in a few minutes. Results given in [1] report similar performances for small codes of rate~. For the particular case of a (100,50) random code, increasing the number of iterations of the Canteaut-Chabaud algorithm to a few millions (about 10 minutes of computation) allows to deal with an error probability of 0.02 whereas the algorithm from [1] fails. For the longer codes with rates closer to 1 presented in [I], our technique is successful with much higher noise levels. 
B. LDPC Codes
By nature, LDPC codes [11] have words of very low weight in their dual. This makes it much easier to recover their length/synchronization. Also, our first algorithm was specifically designed for such codes.
All our simulations were done on a computer with 3GB of memory for LDPC codes with parity checks of weight 6. With our implementation, 3GB of memory were sufficient for lengths up to 10000 but not more. Table III gives the number of words of the dual found in 50 iterations of the Chose-JouxMitton algorithm on LDPC codes of length 1000 for different noise levels. The optimal choice of .e is not obvious but will probably be around~log2 n. Here we chose .e == 30. Note that one iteration takes approximately 3 seconds. One can thus see that for noise levels of 5-6% a complete length/synchronization recovery will take very long (probably a few days on a single computer). Table III also shows some interesting results: • for T ::; 0.02, a single iteration of the algorithm is enough to verify if a length/synchronization is correct. Thus, with such noise levels, recovering the length/synchronization of the code takes a few hours. Moreover, this only requires very few intercepted words.
• for noise levels close to the correction capacity of the LDPC (T == 0.06 for instance) it is still possible to verify a length/synchronization pair. This was not obvious at first sight for such noise levels. • in [10] , Cluzeau and Tillich take an information theoretic approach to the problem of code reconstruction. They give a theoretical and asymptotic bound on the number of noisy codewords required to reconstruct an LDPC code which is reported in the last column of Table III several days to reconstruct an LDPC with noise level of 0.002 (assuming length and synchronization are already known).
IV. CONCLUSION
We were able to recover the length/synchronization of various linear block codes. For random codes, our algorithms were successful only for short lengths (up to 256) with very low noise level (well below the correction capacity of the code). Similar results were obtained by Valembois in the context of code reconstruction bringing us to the conclusion that length/synchronization recovery is possible every time code reconstruction is possible. This is mostly because reconstruction is fast whenever it is possible.
It is the first time that the Chose-Joux-Mitton algorithm is applied to the code reconstruction problem. It gives very good results for LDPC codes. Our experiments on codes with parity checks of weight 6 show that for length up to 10000 we can recover the length/synchronization of the code even for noise levels close to the correction capacity of the LDPC. For longer lengths, more than 3GB of memory are necessary. For parity checks of weight 8, the time complexity increases to O(n 4 ) and thus lengths beyond 2000 are impractical. To the best of our knowledge, this is the first example of long LDPC code reconstruction in the presence of realistic noise levels. Previous works by Barbier [1] could not deal with crossover probabilities higher than 0.002. Exhaustive search approaches really seem to be the best choice for LDPC reconstruction.
