Abstract-Asymptotic analysis of unreliable sensor grides has been studied previously. Some analytic results for sensor grids have been reported for the case where the number of nodes n in the network tends to infinity (large-scale grids). This includes connectivity, coverage, and diameter of the networks. These results have not been extended for small or moderate values of n, although in many practical sensor grids, n might not be very large. In this paper, we first show that previous asymptotic results may provide poor approximations for the finite grids (small-scale grids). We then aim to develop a methodology to analytically study unreliable sensor grids properties without assuming that n is large. We prove some properties of finite sensor grids. We show that a large class of network parameters can be expressed as piecewise constant functions of communication and sensing radii. We obtain simple analytic expressions for connectivity and coverage probabilities of finite sensor grids. Using simulations, we show that the expressions give good estimates of these probabilities.
I. INTRODUCTION
Recently, there has been some interest in analysis of unreliable sensor grids. Many analytic results on the connectivity, coverage, and diameter of unreliable sensor grids have been obtained. In almost all of the results, it is assumed that the number of sensor nodes n in the network tends to infinity (large-scale networks). In other words, these results are asymptotic. Asymptotic results are very valuable in sensor networks for the following reasons. First, in some scenarios, sensor networks may consist of a very large number of nodes. Thus, the asymptotic results can give us good estimates for these networks. Second, asymptotic analyses show some fundamental limits and trade-offs in the network. On the other hand, in many practical sensor networks the number of nodes may be limited to a few hundred (small-scale/finite networks). As it is shown in this paper, the asymptotic results cease to be valid for finite networks even if the number of nodes is relatively large (100-1000 nodes). Thus, it is very crucial from practical point of view to analyze finite sensor grids. These analytic results will essentially help us to understand, design, and analyze practical wireless sensor networks, and also to design more suitable communication protocols.
For example, consider the problem of deployment of sensor networks for intrusion detection. The sensors may be deployed in the form of a grid. Any sensor may be inactive with probability p. This could be due to failures or it could happen because the sensor has entered the sleeping mode to save energy. A fundamental question is, given an area to be protected, how many sensors should be deployed so that every point in the region is covered by at least one sensor (more generally, we may require that every point in the region is covered by at least k sensors). Equivalently, one can ask if n sensor nodes are deployed in an area, what should be the sensing radius of nodes to ensure coverage (or k-coverage)? This problem is studied in [1] and [2] . There, the authors use clever asymptotic analyses to give a satisfactory answer to this fundamental problem. Thus, today we have good understanding of scaling laws in coverage of sensor grids. However, in many scenarios the number of sensors might not be very large. Suppose we need to design a sensor grid consisting of two hundred sensor nodes. It is not clear if the asymptotic results will be suitable for this problem. The same question can be repeated for other network properties such as connectivity and diameter. Unfortunately, the available asymptotic results fail to give answers to these questions. Our aim here is to address this issue.
In [3] , we addressed similar issues for random deployment of nodes. In this paper we focus on sensor grids. We have recognized some obstacles in analysis of finite grids as follows. First, in large-scale networks we can use asymptotic estimates that make the analysis much simpler. These estimates are not available in finite analysis. Thus, small-scale analysis (analysis of finite grids) is usually difficult. Second, even if we can perform the finite analysis, we usually obtain very complicated formulas that are not very useful practically. In this paper, we want to circumvent these problems and provide guidelines for small scale-analysis of sensor grids. Although, analysis of finite sensor grids is an important practical problem, it seems to have been overlooked in the literature. To the best of our knowledge, this is the first work to analytically and systematically study finite sensor grids.
The remainder of the paper is structured into several parts. The next section provides an overview of the work related to our study. Section III establishes the formulation and preliminaries of the problem we have considered. In Section IV, we justify the need for finite analysis developed in this paper. In Section V, we investigate the fundamental properties of finite analysis. In Section VI We study coverage, and connectivity of finite sensor grids. Finally, Section VII concludes the paper.
II. RELATED WORK
There are two common models that are usually considered in analysis of sensor networks: random deployment model and unreliable sensor grid model. In the random deployment model, it is assumed that n sensors are randomly deployed in a target area. Some related work include [2] , [4] - [13] . In [6] , the connectivity of large-scale random wireless networks is studied. In [12] , [13] , and [14] , k-connectivity of wireless networks has been studied. In [12] , k-connectivity is studied in the context of fault-tolerant networks. In [13] authors study the asymptotic critical transmission radius for k-connectivity and asymptotic critical neighbor number for k-connectivity in wireless networks. In [14] , we studied connectivity and kconnectivity for large-scale sensor networks. In that paper, we specifically studied the effects of node and link failures and the distribution function of the nodes on connectivity properties of sensor networks. The connectivity in ad-hoc and hybrid networks is studied in [15] . In [16] , trade-off between connectivity and capacity of dense networks is studied. In particular, the effect of the attenuation function on network properties is studied. Medium access (MAC) layer capacity of wireless ad hoc networks has been studied in [17] . The transport and information theoretic capacity has been studied extensively, for example see [7] , [18] - [22] . In [2] the general concept of k-coverage is studied. However, almost all previous analytic results consider graphs in which the number of nodes tend to infinity. In [3] , we addressed the problem of analysis of finite networks for the random deployment method. Although, there are similarities between the finite analysis of random deployment model and unreliable grid model, there are also some differences. Thus, in this paper we will use arguments different from those in [3] . For example, the results that we prove regarding the discontinuities in coverage and connectivity probabilities are exclusive to sensor grids. These probabilities show completely different behaviors in randomlydeployed sensor networks.
The second common model is unreliable sensor grid model which is the focus of this paper. In particular, connectivity, coverage, and diameter of sensor grids are studied in [1] . In [2] , the k-coverage problem for sensor grids and other deployment methods is studied and necessary and sufficient conditions are obtained. In [23] a different model for grids is considered and its asymptotic connectivity and lifetime are studied. Again, the previous analytic results focus on the asymptotic analysis.
In this paper, we are concerned with analytical study of finite sensor grids. We show that the previous analytic results are not sufficient to handle finite grids and a new analytical treatment is necessary. We prove that a large set of network properties have piecewise constant probability functions. We show that this result can be used in the design of the network and also can be used to simplify network simulations. We then introduce a methodology for dealing with finite sensor grids.
III. PRELIMINARIES
In this paper we consider the sensor network model introduced in [1] . In particular, it is assumed that n sensor nodes are arranged in a grid over a square region of unit area. This region is called the deployment region and it is assumed to be the unit square centered at the origin. We show the deployment region by S 0 . The separation between adjacent nodes is assumed to be 1 √ n units. Each sensor node can detect events within some distance from it, called the sensing radius r s . Each sensor is active with probability p independently from other nodes. The transmission radius of each node is assumed to be r t . In other words, if two sensor nodes u and v satisfy d(u, v) ≤ r t , then they can communicate with each other, thus the edge {u, v} belongs to edges of the graph. Here, d(u, v) is the Euclidean distance between the location of the points. It is worth noting that our results apply to any deterministic placement of finite sensor networks and also any finite deployment region with smooth boundaries. However, for simplicity, we consider the above grid model in this paper. We are interested in connectivity and coverage. In particular, we assume p disc (n, p, r t ) is the probability that the sensor grid with parameters n, p, and r t constructs a disconnected graph. We also assume that p cov (n, p, r s , k) is the probability each point of the unit square (the deployment region) is covered by at least k sensors using the sensor grid with parameters n, p, and r s . Thus p cov (n, p, r s , 1) is the probability that the whole unit quare is covered by the sensor nodes.
IV. MOTIVATION FOR FINITE ANALYSIS
We now present some evidence to show that previous asymptotic results diverge significantly from actual values for finite grids. To show this, we consider connectivity and coverage. Let us first consider coverage. The asymptotic coverage probability p cov (n, p, r s , k) has been found in [2] . In particular the following fundamental result has been obtained in [2] .
Theorem 1: (Kumar, Lai, and Balogh 2004) Let be an arbitrary constant positive real number and k be a constant positive integer.
, then the unit square is almost always k-covered completely, i.e., p cov (n, p, r s , k) = 1 − o(1).
. Using simulations, authors of [2] have shown that this theorem results in accurate estimates of p cov (n, p, r s , k), when n is large (say n > 10000). Thus the theorem is very useful in the design of large-scale sensor networks. Let us now consider a sensor grid consisting of 100 unreliable sensor nodes with p = .2. If we want to use the asymptotic result for this network, choosing = .1, we conclude that if r ≥ .229 then p cov (n, p, r s , k) ≈ 1 and if r ≤ .207 then p cov (n, p, r s , k) ≈ 0. We have used exhaustive simulations to obtain the real values of p cov (n, p, r s , k) for this network.
In Figure 1 , we compare the results obtained by exhaustive simulations and Theorem 1. It is observed that the two results differ considerably. For example at r s = .25, the asymptotic result predicts that the unit square is covered with probability close to one. However, simulations show that this probability is only p cov (n = 100, p = .2, r = .25, k = 1) = .018. It is clear that for this network the asymptotic analysis cannot provide results that are sufficiently accurate. Thus, it is very important to provide finite-size analysis. We observe that the coverage probability obtained by simulations shows several discontinuities. We prove this phenomenon in the next section. To further validate the insufficiency of asymptotic results we provide more comparisons for different values of n and p in Figures 2, and 3. The same situation exists when we consider k-coverage for k > 1. Some examples for k = 2 are given in Figures 4, 5 and 6. We observe that as n grows the asymptotic results become more accurate; however, even for values like n = 625 there is still a considerable difference between the analytic asymptotic results and simulation results.
We now consider connectivity. We would like to study p disc (n, p, r t ), the disconnectivity probability. The following asymptotic upper bound on p disc (n, p, r t ) has been proved in [1] .
Theorem 2: (Shakkottai, Srikant, and Sheroff 2003) For large n, the disconnectivity probability p disc (n, p, r t ) satisfies
(1) Although this is an upper bound on p disc (n, p, r t ), it is good enough to show that asymptotic analysis diverges from real estimates of connectivity probability for finite grids. Let us consider a grid consisting of 400 nodes with p = .125. In Figure 7 we compare the probability of having a disconnected graph estimated using exhaustive simulations and the asymptotic upper bound. In the figure, the probability of disconnectivity is shown as a function of r t , the communication radius. The experiment shows that the upper bound is significantly lower than the real values for most values of r t . Specifically, the upper bound is sometimes two orders of magnitude less than the correct values obtained by simulations. This example shows again that although the asymptotic analysis is very useful for large grids, it could be unsuitable for finite grids. It is worth noting that as we will show later p disc (n, p, r t ) is a piecewise constant function of r t that has a finite number discontinuities. However, in figure 7 this phenomenon is not observed because we only simulated a few choices of r t and connected them by straight lines. As we will see later we provide a finite analysis of connectivity that reveals the discontinuities of p disc (n, p, r t ).
V. FUNDAMENTAL PROPERTIES OF FINITE UNRELIABLE SENSOR GRIDS
In the previous section, we established the need for finitesize analysis. In this section we discuss properties of finite unreliable sensor grids. Now if we ought to use finite-scale analysis, what kind of formulation would be helpful? An important requirement is that we need to obtain simple and useful formulas at the end. In fact, it is sometimes possible to obtain an exact formula for a network property that is valid for all values of n. However, exact formulas are usually too complex. Most of the time they are so complex that even evaluating the formula is infeasible. Even if the evaluation is feasible, a complex formula reveals very little information about the interplay of network parameters and network characteristics. Thus, instead of trying to obtain exact formulas, it is usually much more useful to obtain simple and meaningful approximate formulas that help us to understand the network properties. This is our first important requirement. We now provide some guidelines on analysis of finite sensor grids. That is, we discuss the differences between asymptotic and finite-size analysis. In particular, we prove that a large class of network properties such as connectivity, coverage, and capacity can be represented as a piecewise constant functions of the communication and sensing radii r t and r s . We discuss the implications of this result. We then talk about the importance of edge effects in finite networks.
A. Discontinuities in Network Properties of Sensor Grids
Here we discuss the network behavior as a function of communication and sensing radii r t and r s . In particular we prove that a vast class of network properties can be represented by piecewise constant functions of r t and r s . This is one of the differences between sensor grids (deterministic deployment) and randomly deployed sensor networks. Consider a rightcontinuous function f (x) : [0, ∞] → R. The function f is said to be piecewise constant if there exists a set of real numbers 0 = x 1 < x 2 < x 3 < ..., and c 1 , c 2 , ..., such that f (x) = c i for all x ∈ [x i , x i+1 ). In this paper we only deal with functions for which the number of x i 's is finite. In particular, we will prove that quantities such as p cov (n, p, r s , k) and p disc (n, p, r t ) are piecewise constant functions when considered as functions of r s and r t . Figure 8 shows an example of such piecewise constant functions.
Let Q be a property for sensor grids such as coverage, i.e., we say that a grid has the property Q if it covers the deployment region. Coverage is an example of geometric properties. Another category of properties are graph theoretic properties such as connectivity. In particular, any sensor grid with parameters n, p, and r t corresponds to a graph that can be shown by g(V, E). The sensor nodes construct V, the set of vertices of the graph. There exists an edge between two vertices if their corresponding sensors are within the communication range of each other. Any property of g(V, E) is a graph theoretic property for the sensor grids. Thus, two different sensor grids will have the same graph theoretic properties if they have isomorphic (identical) graphs. Obviously coverage is not a graph theoretic property.
Let X = {X 1 , X 2 , ..., X k } be a set of points on the plane. Define g(X , r t ) as the graph obtained by the following method. The vertices of g are the points in X and there is an edge between two vertices X i and X j , if their distance is less than or equal to r t . We now prove the following theorem.
Theorem 3: Let Q be a graph theoretic property of sensor grids with parameters n, p, r t . Let n and p be fixed numbers and p Q (r t ) be the probability that the sensor grid with communication radius r t has the property Q. Then p Q is a piecewise constant function. In particular, there exist 0 = r 0 < r 1 < r 2 < ... < r m ≤ 1 √ 2
, and c 1 , c 2 , ..., c m such that p Q (r t ) = c i if r t ∈ [r i−1 , r i ).
Proof: Let X = {X 1 , X 2 , ..., X n } be the set of points in the sensor grid. Let also X a ⊂ X be the set of active sensors. Assume that g(X a , r t ) is the corresponding graph. If p(X a ) is the probability that X a is the set of active sensors, then we simply have
where | X a | is the number of active sensor nodes. Then
It suffices to find 0 = r 0 < r 1 < r 2 < ... < r m < 1 √ 2 such that the network graphs g(X a , r t ) remain constant for r t ∈ [r i−1 , r i ) for any choice of X a and any i ∈ {1, 2, ..., m}. Let D = {d 1 , d 2 , ..., d l } be the set of distances between the points in X , and assume that 0
. In our grid model we have
n , and so on. Then, the network graph remains the same when r t ∈ [d i , d i+1 ) for any i ∈ {1, 2, ..., m}. This is because changing r t within [d i , d i+1 ) will not add or remove any edges. This means that we can choose r i = d i . Thus p Q in equation (3) remains constant for r t ∈ [r i−1 , r i ). It is also easy to see p Q is rightcontinuous because the edges in the graphs are formed when the distance between two nodes is less than or equal to r t . This completes the proof.
Note that the above discussion shows that any graph theoretic quantity is a piecewise constant function of r t . This includes diameter of the network, MAC layer capacity [17] , kconnectivity, etc. We now prove that coverage probabilities are piecewise constant functions of sensing radius. Note that this cannot be directly concluded from Theorem 3, since coverage is not a graph theoretic property.
Theorem 4: Consider sensor grids with parameters n, p, r s . Let n and p be fixed numbers. Then p cov (n, p, r s , k) is a piecewise constant function of r s . In particular, there exist 0 = r 0 < r 1 < r 2 < ... < r m ≤ 1 √ 2
, and c 1 , c 2 , ..., c m such that p cov (n, p, r s , k) = c i if r s ∈ [r i−1 , r i ).
Proof: For simplicity we prove the theorem for k = 1, i.e., we consider connectivity. The extension to k > 1 is straightforward. Let p cov (r s ) = p cov (n, p, r s , 1). We need to show p cov (r s ) is a piecewise constant function of r s . It is clear that p cov (r s ) is a nondecreasing function. In particular we have p cov (0) = 0 and p cov (r s ) = 1
. For a point X in the plane, let circ(X, r) be the closed ball that is centered at X and has radius r. Define cov(X, r s ) to be the area that is covered by a sensor node located at X with sensing radius is r s . In other words, cov(X, r s ) is the part of circ(X, r s ) that lies within the deployment region. Again assume that X = {X 1 , X 2 , ..., X n } is the set of points in the sensor grid and X a ⊂ X is the set of active sensors. Define cov(X a , r s ) = X∈Xa cov(X, r s ).
Thus the unit square S 0 is completely covered whenever
. If cov(X a , r s ) = S 0 , then for all r > r s , we have cov(X a , r) = S 0 . On the other hand, we prove that if cov(X a , r s ) = S 0 , there exists ε(X a ) > 0 such that for all r ∈ [r s , r s + (X a )) we have cov(X a , r) = S 0 . To prove this note note that the covered area cov(X a , r s ) is a closed set because it is the union of a finite number of closed sets. Thus, the uncovered area is an open set. This means that to cover the uncovered area, the sensing radius, r s , must increase by a strictly positive amount.
We now prove that for any r s , there exists a strictly positive , such that p cov (r) remains constant as the sensing radius r varies within [r s , r s + ). Define X rs a = {X a : cov(X a , r s ) = S 0 }, X rs a = {X a : cov(X a , r s ) = S 0 }.
Then we have
Note that X It remains to show that the number of discontinuities is finite. However this follows easily from the fact that the number of X a 's is finite. Note that by (6) any discontinuity happens when the set X rs a changes due to an increase in r s . However, X rs a can have at most 2 n elements and at each discontinuity at least one element is added to X rs a . This means that the number of discontinuities is at most 2 n . It is worth noting that in practice, the number of discontinuities is much smaller than 2 n . This completes the proof. Theorems 3 and 4 determine the behavior of a vast class of network quantities when they are considered as functions of communication and sensing radii. In particular, these are important from the view point of finite sensor grids. In fact, when the network size is very large, the piecewise constant functions tend to continuous functions. Thus, we do not observe the discontinuities. However, in finite sensor grids the jumps are quite apparent. Examples of this can be seen in Figures 1, 2, 3, 4 , 5, and 6. Note that because the simulation results are approximations for the actual values the figures are not completely piecewise constant. In fact one of the applications of Theorems 3 and 4 is to simplify simulations because we know that the piecewise constant functions can be completely determined by knowing their values for only a finite number of points.
Another implications of the above results is that increasing the communication and sensing radii does not always increase coverage, connectivity or other graph theoretic properties. This can be important in designing the network. In particular, we can choose the network parameters optimally.
B. Edge Effects
So far we have seen one property of finite sensor network. Another important property is edge effects. In a nutshell, this means that in finite sensor grids, nodes that are located at the boundaries of the networks sometimes play an important role on network characteristics. This is another important difference between asymptotic and finite-size analyses. In asymptotic analyses the edge effects are usually negligible.
Let us consider a simple example. Consider the coverage problem in a sensor grids with parameters n, p, and r s . A point X that is located somewhere in the middle of the grid can be potentially covered by about nπr 2 s sensor nodes. Thus the probability that X is not covered by the network is approximately . In fact depending on the location of a node Z, p notcov (Y ) can change from
. In asymptotic analysis this issue can be neglected because the nodes at the boundary have almost zero measure. However, in finite network this not true. Note that the difference between p 1 and p 2 is very huge. For example, if n = 400, p = .5, and r s = .1, then p 1 = 1.65 × 10 −4 , while p 2 = .11. Thus in finite analysis we have to consider edge effects.
VI. ANALYSIS OF COVERAGE AND CONNECTIVITY FOR FINITE UNRELIABLE SENSOR GRIDS
We now specifically consider the two fundamental problems in sensor grids that we mentioned in the previous sections, connectivity and coverage. We provide simple approximate formulas for p disc (n, p, r t ) and p cov (n, p, r s , k). By comparison with simulation results we conclude that our formulas provide good estimates of connectivity and coverage probabilities.
A. Coverage analysis of finite unreliable sensor girds
We now consider coverage analysis for finite sensor grids. As we have discussed, exact formulas are not usually very useful even if we can find them, because they usually have very complex form. A very effective approach to finite analysis is to search for tight upper and lower bounds. In this section we find an upper bound for p cov (n, p, r s , k) and show that it is tight for finite sensor grids. Let N (r, x, y) be the number of sensors whose distances from the point (x, y) are less than or equal to r. For example, N (r, .5, .5) shows the number of sensors whose distance from the top-right corner of unit square is less than or equal to r.
Theorem 5: The coverage probability is upper bounded by
where x shows the largest integer less than or equal to x. Proof: Let X 1 = (x 1 , y 1 ), X 2 = (x 2 , y 2 ), ..., X k = (x k , y k ) be k points on the deployment region S 0 . Assume that d(X i , X j ) > 2r s for i = j, where d(.) shows the Euclidean distance between the points. Then the event that X i is covered is independent from the event that X j is covered. This is because there is no sensor node that can cover both nodes. Thus we conclude that the probability that all X i 's are covered is given by
Thus, p cov (n, p, r s , 1) is upper bounded by
N (rs,xi,yi) ]. Thus using any set of points on the plane that satisfy d(X i , X j ) > 2r s , we can find an upper bound for p cov (n, p, r s , 1). In particular, considering the set of points given in Figure 9 , we obtain the upper bound given by (8) .
Note that this choice of X i 's ensures that we consider the edge effects. In fact, in many situations, the coverage probability is dominated by the first and second term of the right side of (8) which are related to edge effects. It is also worth noting that N (r s , .5, .5), N (r s , .5, 0), and N (r s , 0, 0) introduce discontinuities in the upper bound that is predicted by Theorem 4. Figures 10, 11 , 12, 13, and 14 compare the results obtained by Theorem 5 and the simulations for different values of n and p. We observe that Theorem 5 provides a significantly better estimate of coverage probability compared with the asymptotic analysis. Theorem 5 can be easily generalized for k-coverage. The proof is very similar so we just state the result. s r Fig. 9 .
Locations of the points used for finding the upper bound of Theorem 5. The centers of the circles are the points X 1 = (x 1 , y 1 ), X 2 = (x 2 , y 2 ), ..., X k = (x k , y k ). 
Theorem 6:
The k-coverage probability is upper bounded by
(1−2rs ) 2rs
Figures 15, 16, 17, 18 , and 19 compare the results obtained by Theorem 6 and the simulations for k = 2 and different values of n and p. We observe that the two results match very well. In particular, Theorem 6 provides a significantly better estimate of coverage probability compared with the asymptotic 
analysis.

B. Connectivity analysis of finite unreliable sensor girds
We now consider connectivity. We would like to find a good estimate for p disc (n, p, r t ), the probability that a sensor grid with parameters n, p, and r t is not connected.
Claim 1: The disconnectivity probability is usually wellapproximated by
where N (r t , i) shows the number of sensors whose distances from the i'th sensor node is less than or equal to r t . Equation 11 can be derived as follows. Let p isolated (n, p, r t ) be the probability that a sensor grid with parameters n, p, and r t has an isolated node (a sensor node that is not connected to any node). Then obviously p disc (n, p, r t ) ≥ p isolated (n, p, r t ). Let also E isolated (n, p, r t ) be the average number of isolated nodes. Now, we claim that when the p disc (n, p, r t ) is small enough then p disc (n, p, r t ) ≈ p isolated (n, p, r t ) ≈ E isolated (n, p, r t ). This has been shown for randomly deployed sensor networks in [3] . We can use similar methodology to extend it for unreliable sensor grids. We omit the details here. We note that the right hand side of (11) is actually equal to E isolated (n, p, r t ). It is worth noting that (11) captures both the edged effects and discontinuities of p disc (n, p, r t ). The edge effects are captured because for nodes in the corner of the deployment region N (r t , i) can be much smaller than that for the nodes in the middle. The discontinuities are captured because N (r t , i) is a piecewise constant function of r t . Figure 20 compares the results obtained by (11) and the simulations for the previous example n = 400, and p = .125. As we see the two results match very well. This shows that for this example, the finite analysis provided by claim 1 gives a good estimate of p disc (n, p, r t ). Our simulations consistently confirms this for other values of n and p. Again we mention that the discontinuities are not observed in the simulation results because we only managed to perform the exhaustive simulations for a few number of points and then plotted the diagram by connecting the points with straight lines. However, it is interesting to note that Equation (11) captures the discontinuities. Thus, using (11) we could find a more detailed view of p disc (n, p, r t ) that was not provided by simulations.
VII. CONCLUSION
In this paper, we introduced analysis of finite unreliable sensor grids. We provided some evidence to show that asymp- totic results are not suitable for analyzing practical finite grids. We studied connectivity and coverage of finite sensor grids. We obtained simple formulas for connectivity and coverage probability of the grids and verified them by simulation results. We have confirmed that finite-scale grids posses unique characteristics that require a new framework distinct from asymptotic approaches.
There are many possibilities for further research. In particular, we can look at any previous asymptotic analysis and try to extend it for finite networks. For example, we can study the capacity of finite sensor grids which is a very important measure of network functionality. We can also study the diameter of finite sensor grids. Generally, many important properties of sensor grids need to be extended to finite grids. Finitescale analysis can reveal the effects of network parameters on networks characteristics. A next step would be to use the finite analysis framework in the design, analysis, and evaluation of communication algorithms for sensor grids.
