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Tools to measure clustering are essential for analysis of Astronomical datasets and can
potentially be used in other fields for data mining. The Two-point Correlation Function
(TPCF), in particular, is used to characterize the distribution of matter and objects
such as galaxies in the Universe. However, it’s computational time will be restrictively
slow given the significant increase in the size of datasets expected from surveys in the
future. Thus, new computational techniques are necessary in order to measure clustering
efficiently.
The objective of this research was to investigate methods to accelerate the computation
of the TPCF and to use the TPCF to probe an interesting scientific question dealing with
the masses of galaxy clusters measured using data from the Planck satellite.
An investigation was conducted to explore different techniques and architectures that can
be used to accelerate the computation of the TPCF. The code CUTE, was selected in
particular to test shared-memory systems using OpenMP and GPU acceleration using
CUDA. Modification were then made to the code, to improve the nearest neighbour
boxing technique. The results show that the modified code offers a significant improved
performance.
Additionally, a particularly effective implementation was used to measure the clustering
of galaxy clusters detected by the Planck satellite: our results indicated that the clusters
were more massive than had been inferred in previous work, providing an explanation for




1.1 Background to the study . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Objectives of this study . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Problems to be investigated . . . . . . . . . . . . . . . . . . . . . 3
1.3 Scope and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Plan of development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Literature Review 6
2.1 Background to Physical Cosmology . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 The Big Bang Theory . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.3 Historical Observations of large scale structures . . . . . . . . . . 11
2.2 Planck Cosmology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Correlation Analysis in Cosmology . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 The Two-point Correlation Function . . . . . . . . . . . . . . . . 16
2.3.2 The Angular Clustering . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.3 Estimating the TPCF . . . . . . . . . . . . . . . . . . . . . . . . 18
iii
2.3.4 Computational Complexity of the estimators . . . . . . . . . . . . 19
2.4 Distance Measures in Astronomy . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Parallel Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.1 Parallel Computing and The History of HPC . . . . . . . . . . . . 21
2.5.2 Classification of Parallel Computers/Hardware . . . . . . . . . . . 22
2.5.3 Parallel Programming Languages/Software . . . . . . . . . . . . . 25
2.5.4 The Centre for High Performance Computing . . . . . . . . . . . 25
2.6 TPCF: Existing Research . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6.1 TPCF: CUTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6.2 TPCF: GP2PCF . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6.3 Application TPCF in cosmology . . . . . . . . . . . . . . . . . . . 34
2.7 Application of the Review of Literature in the Remainder of the Dissertation 35
3 Research Methodology 37
3.1 Plan of Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Research Environment Set-up . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 Computational Hardware available . . . . . . . . . . . . . . . . . 39
3.2.2 Ace lab Cluster configuration . . . . . . . . . . . . . . . . . . . . 39
3.2.3 Software compilers and Libraries dependencies . . . . . . . . . . . 40
3.2.4 Data catalogs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Research Experimentation . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Experiment 1: Spatial 3D TPCF vs previous work . . . . . . . . . 43
3.3.2 Experiment 2: Code Review and Performance Test . . . . . . . . 44
iv
3.3.3 Experiment 3: Code application in cosmology . . . . . . . . . . . 44
3.4 Data Collection and Analysis Methods . . . . . . . . . . . . . . . . . . . 45
3.4.1 Experiment 1: Spatial 3D TPCF vs previous work . . . . . . . . . 45
3.4.2 Experiment 2: Code Review and Performance Test . . . . . . . . 46
3.4.3 Experiment 2: Code application in cosmology . . . . . . . . . . . 46
4 Dataset Preprocessing & TPCF Solution Design 47
4.1 Data Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1.1 Reading the Data Catalogs . . . . . . . . . . . . . . . . . . . . . . 47
4.1.2 Generating Random Catalog . . . . . . . . . . . . . . . . . . . . . 49
4.1.3 Formatting and Storing . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Conceptual Prototype Solution . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 CUTE 3D Boxing Solution . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5 Experiment 1: Spatial 3D TPCF vs previous work 55
5.1 Clustering of HI galaxies in HIPASS . . . . . . . . . . . . . . . . . . . . 55
5.1.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1.2 Results of HIPASS clustering . . . . . . . . . . . . . . . . . . . . 57
5.2 Clustering in SDSS clusters . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.1 Extracting The Data . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.2 Results of SDSS clustering . . . . . . . . . . . . . . . . . . . . . . 62
5.2.3 Estimating errors in TPCF . . . . . . . . . . . . . . . . . . . . . . 63
6 Experiment 2: Code Review and Performance Test 64
v
6.1 Prototype Scripts vs CUTE . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.2 CUTE Performance Evaluation Results . . . . . . . . . . . . . . . . . . . 66
6.3 CUTE Modified 3D Boxing Results . . . . . . . . . . . . . . . . . . . . . 69
6.4 Projections for larger catalogs . . . . . . . . . . . . . . . . . . . . . . . . 72
7 Experiment 3: Code application in cosmology 74
7.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.2 Result: Clustering of with Richness . . . . . . . . . . . . . . . . . . . . . 76
7.3 Probing The Mass of SZ Clusters . . . . . . . . . . . . . . . . . . . . . . 77
7.3.1 Clustering of Dark Matter . . . . . . . . . . . . . . . . . . . . . . 77
7.3.2 Bias Estimation and Mass Function . . . . . . . . . . . . . . . . . 79
8 Conclusions and Recommendations 81
8.1 Response to Research Questions . . . . . . . . . . . . . . . . . . . . . . . 81
8.1.1 Question 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.1.2 Question 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.1.3 Question 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.2.1 Further Development of TPCF solutions . . . . . . . . . . . . . . 83
8.2.2 Probing the Mass of SZ Clusters . . . . . . . . . . . . . . . . . . . 83
A A 101
A.1 Celestial Coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.1.1 Equatorial coordinate system . . . . . . . . . . . . . . . . . . . . 101
vi
A.2 Cosmological Redshift . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.3 comoving distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
B CODE SNIPPETS 105
B.1 Auto-correlating data distance separation . . . . . . . . . . . . . . . . . . 105
B.2 Cross-correlating data distance separation . . . . . . . . . . . . . . . . . 106
B.3 Estimating the correlation function . . . . . . . . . . . . . . . . . . . . . 108
B.4 CUTE 3D boxing scheme code . . . . . . . . . . . . . . . . . . . . . . . . 108
B.5 Ethics Forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
vii
List of Figures
2.1 Structure of the Literature Review. . . . . . . . . . . . . . . . . . . . . 7
2.2 A visualization illustrating the expanding universe through different epochs,
with the initial inflation epoch starting on the left towards the current
accelerated expansion on the right[1] . . . . . . . . . . . . . . . . . . . . 8
2.3 The ”all-sky map” from the 9year WMAP Cosmic Microwave Background
survey. The positive and negative variations in measured temperature are
displayed as red and blue respectively while the mean is represented as
cyan[2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 A diagram of the estimated distribution of mass-energy/matter in the
Universe[3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Angular distribution of counts of galaxies brighter than B ∼ 19 on the
plane of the sky, reconstructed from the Lick galaxy catalog (from Seldner
et al. 1977) This image shows the number of galaxies observed in 10′× 10′
cells across the northern galactic hemisphere, where brighter cells contain
more galaxies. The northern galactic pole is at the center, with the galactic
equator at the edge. The distribution of galaxies is clearly not uniform;
clumps of galaxies are seen in white, with very few galaxies observed in
the dark regions between [4]. . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 The spatial distribution of galaxies as a function of redshift and right
ascension (projected through 3o in declination) from the 2dF Galaxy Redshift
Survey [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.7 Results from Planck’s cluster counts compared to predictions of the ΛCDM
model. [6] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
viii
2.8 An illustration demonstrating the concepts of The Sunyaev-Zeldovich and
gravitational lensing effects. [7] . . . . . . . . . . . . . . . . . . . . . . . 15
2.9 The two-point correlation function describes the excess probability, compared
with a random distribution of galaxies, of finding a galaxy in an element
of volume dV2 at distance r12 away from a galaxy in dV1. [8]. . . . . . . 17
2.10 A snippet of a serial code for computing the histogram counts for the
catalog pair separation [9]. . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.11 Symmetric multiprocessor system architecture diagram, where each processing
unit (CPU) has access to a private local cache as well a the main shared
memory. The available bandwidth of the shared memory imposes a bottleneck
on this architecture [10]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.12 Distributed and shared-memory computers; (a) has physically shared memory,
whereas the others have distributed memory. However, the memory in (c)
is accessible to all processors. [10] . . . . . . . . . . . . . . . . . . . . . 23
2.13 Definition of the different coordinate conventions used in CUTE. [11] . . 27
2.14 Illustration of the main neighbour-searching technique used by CUTE. In
the three-dimensional case (top panel), the catalog is covered by cubical
cells. Around each cell Ci (blue), a larger cube is drawn (gray), that safely
contains all spheres of radius Rmax centered within Ci (red). Neighbours
of the objects within Ci are only searched for in the grey region. The
bottom panel shows the similar neighbour-searching regions used on the
sphere for the calculation of the angular 2PCF. In this case the shape of
the region is different depending on the position of the central pixel. [11] 29
2.15 Computational times employed by different devices to compute the monopole
2PCF of catalogs of different sizes. A speed-up factor of O (100) can be
gained by using a high- end GPU with respect to a sequential approach on
a high-end CPU. Even with a regular gaming GPU the increase in speed
is substantial (O (10)). The different devices are described in table I. [11] 32
2.16 Hardware specifications of the devices used in the GP2PCF study[12] . . 33
2.17 Comparison between CPU execution time and diverse GPUs execution
time.[12] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
ix
2.18 Comparison between GPUs against MPI execution times.[12] . . . . . . 34
2.19 The redshift-space two-point correlation function of the four richness-selected
cluster samples (dots), compared to the best-fit model. The blue, magenta,
purple, and red colour codes refer to the 12 < RL < 16, 16 < RL∗ < 21,
21 <= RL∗ < 30 and RL∗ > 30, respectively. The error bars show the
square roots of the diagonal elements of the covariance matrix. [13] . . . 35
3.1 Diagram to illustrate the different phases for the dissertation life cycle.
The phases are grouped based on research questions this dissertation is set
out to address. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 A network topology diagram representing the configuration set-up for ACE
Lab’s HPC cluster. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1 Flow diagram for the Prototype solution . . . . . . . . . . . . . . . . . . 52
4.2 An illustration for the 3D boxing method used in CUTE to optimise
neighbour searching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1 5.1a presentes the 2D Plot of the HIPASS input data and 5.1b the random
catalog generated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 5.2a presented the 3D plot of the HIPASS input data and 5.2b the random
catalog generated . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 An angular correlation function for HIPASS, comparing the current solution
with work previously in literature. The plot on the left 5.3a is from
Passmoor et al.(2011) and the one on the right 5.3b is from our current
implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 The spatial 3D correlation function for HIPASS, computed using the conceptual
prototype script. The dashed blue line shows the projected power law fit
using parameters in table 5.2. . . . . . . . . . . . . . . . . . . . . . . . . 58
5.5 Sky coverage in the GMBCG public catalog based on SDSS DR7. Each
point shows the position of one cluster on the sky. [14] . . . . . . . . . . 59
x
5.6 Input data read from GMBCG cluster catalog. Fig:5.6a shows all the
clusters from the catalog and fig:5.6b shows only those with valid redshift
information. The red rectangle shows the continious region used in our
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.7 The photometric and spectroscopic redshift distribution of the SDSS clusters 60
5.8 Selected continuous(red box fig5.6b) region of the SDSS clusters, to be
used as the sample for computing the correlation function. . . . . . . . . 61
5.9 Redshift distribution for the input(left) filtered data and the random(right)
catalog. The random catalog contains 10 times the number of sources of
the input data, but still same redshift distribution. . . . . . . . . . . . . 61
5.10 The 3D correlation function for SDSS GMBCG clusters. Comparing the
clustering of samples of clusters based on their spectroscopic and photometric
redshifts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.1 Computational times from different devices, calculating the spatial (3D -
rm) auto-correlation (RR) of different sized catalogs. The GPU implementation
show a substantial speed up factor of ∼ 40 relative to the sequential
single core approach. While parallel implementations of the OpenMP on
a Laptop and the servers(20 Cores, 24 Cores) show a speed up factor of
∼ (3.5− 14) respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 Computational times of different sized catalogs, comparing datasets generated
based on the SDSS and Planck catalogs respectively. Figure 6.2a presents
the OpenMP version on a server node with 20 cores and figure 6.2b shows
that GPU implementation. . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.3 Ganglia report on the CPU utilisation extracted from the compute nodes
when running spatial 3D rm (expressed in terms of (r, µ)) correlation with
CUTE, for the results shown in figure 6.2a. The SDSS datasets(fig 6.3a)
show a well balanced load scaled across the CPUs, whereas the Planck(fig
6.3b) dataset indicate very poor load balancing on the node. . . . . . . . 68
6.4 Computational times of different sized catalogs, comparing results from
the modified boxing technique(modified 3DBoxes) of CUTE (OpenMP)
against CUTE’s original(normal 3DBoxes) version (similar to the ones
presented in fig 6.2a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
xi
6.5 Ganglia report on the CPU utilisation from the compute nodes when
running the correlation function with the modified CUTE boxing technique.
The graphs shows a well balanced work load for both datasets, with no
idle CPUs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.6 Computational times of different sized catalogs, comparing the scaling
of the modified code with an increasing number of cores for the CUTE
OpenMP (modified 3DBoxes) version. . . . . . . . . . . . . . . . . . . . 71
6.7 Computational times of different sized catalogs, comparing results from a
modified boxing technique(myRmax) of CUTE (CUDA) against CUTE’s
original(Normal) version (similar to the ones presented in fig 6.2a). . . . 72
6.8 Projected times for larger datasets expected from future surveys such as
the SKA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.1 Input data of 1093 clusters with redshift (7.1a) from Planck’s 2015 SZ
catalog, together with the two masked random data catalogs produced
using the Union mask (7.1b) and the cosmology mask (7.1c containing 10
times the number of input sources) . . . . . . . . . . . . . . . . . . . . . 75
7.2 The redshift and SZ Mass distribution of the clusters from Planck’s 2015
SZ catalog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3 Richness Distribution in SDSS DR09 of clusters . . . . . . . . . . . . . . 76
7.4 The 3D correlation function of 4 richness selected SDSS DR09 cluster
samples, compared to the Planck SZ selected clusters. . . . . . . . . . . . 77
7.5 The correlation function of Planck’s SZ clusters compared to the Dark
matter function derive from the power spectrum. This is useful in estimating
the bias(offset in clustering of luminous matter versus Dark Matter) . . . 78
7.6 Fitting function from simulations by Seljak & Warren (2004), relating the
bias of the halos to the mass of the halos(in units of the non-linear mass
Mnl = 8.73× 1012h1M) [15] . . . . . . . . . . . . . . . . . . . . . . . . . 79
xii
A.1 The equatorial coordinate system in spherical coordinates. The fundamental
plane is formed by projection of the Earth’s equator onto the celestial
sphere, forming the celestial equator (blue). The primary direction is
established by projecting the Earth’s orbit onto the celestial sphere, forming
the ecliptic (red), and setting up the ascending node of the ecliptic on
the celestial equator, the vernal equinox. Right ascensions are measured
eastward along the celestial equator from the equinox, and declinations
are measured positive northward from the celestial equator - two such
coordinate pairs are shown here. Projections of the Earth’s north and south
geographic poles form the north and south celestial poles, respectively. . 102
A.2 Diagram illustrating the frequency shift (redshift) resulting from a signal’s
passage through space-time[16].This shift results in a emitted signal being
detected at a lower frequency. If the original emission frequency is known,
the distance to the source of the signal can be calculated using above
equation A.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
xiii
List of Tables
2.1 Different devices in which CUTE has been tested: a single CPU core, a
dual core, a multi-core shared-memory machine (160 threads), an ordinary
graphics card and a high-end GPU. . . . . . . . . . . . . . . . . . . . . . 31
2.2 Computational times ellapsed, for each of the 5 platforms listed in table 2.1,
during the calculation of 5 different 2PCFs: monopole (ξ(r)), monopole
with logarithmic binning (ξlog(r)), angular (ω(θ)), angular with pixels of
resolution ∆Ω ≡ 5× 103 sq-deg (ωpix(θ)) and 3-D (ξ(σ, π)) Times are in
seconds and correspond to the calculation of the DR histogram (the full
calculation of the 2PCF is estimated to be 2-3 times longer) . . . . . . . 31
3.1 List of different devices available to be used in this study. . . . . . . . . . 39
3.2 List of galaxy and cluster catalogs used during the clustering investigation. 42
3.3 A list of selection function masks used for generating the random fields for
the PLANCK catalog datasets.. . . . . . . . . . . . . . . . . . . . . . . . 43
5.1 The angular fitted parameters, Aω and δ [17] . . . . . . . . . . . . . . . . 57
5.2 The projected 3D clustering fitted parameters, 1/r0 and γ [17] . . . . . . 57
5.3 Number of clusters from GMBCG catalog, used for computing the correlation
function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.1 Execution times for correlation computed using the python prototyping
scripts compared to that using CUTE OpenMP code using 1 thread. . . 65
xiv
6.2 Execution times on different size catalogs, for the spatial 3D(r,µ), comparing
performance of the normal and modified CUTE 3D boxes technique. The
elapsed times were measured using the OpenMP timing functions. The
times are in milliseconds (ms) and correspond to the auto-correlation of
RR (for a full calculation of the TPCF it would take (2− 3) times longer.) 69
6.3 Average speed up factor achieved by doubling the number of cores. . . . 71
7.1 LAMBDA-CAMB parameters used for generating the power spectrum of
Dark matter. The cosmological parameters are based on Planck 2015





1.1 Background to the study
In cosmology today, the Universe is understood to be comprised of only 4.9% observable
matter (galaxies, stars, and planets, etc), with the remaining 26.8% attributed to dark
matter(DM) and 68.3% to dark energy(DE)[3] (see section 2.1.2 for details). These
estimates are based on observations of the universe and the well accepted ΛCDM cosmological
model, also known as the standard model for cosmology. Dark Matter is a hypothetical
form of matter required to explain observations on scales of galaxies and larger. Dark
energy is a hypothetical form of energy responsible for the acceleration in the rate of
expansion of the Universe and the work that led to this discovery was awarded the Noble
Prize in Physics in 2011[37]. However, the physical properties of DE & DM remain largely
unknown. This has led to increased efforts worldwide to conduct very large wide and deep
surveys (including large areas of the sky and very faint objects).
Ongoing surveys, such as DES[41], BigBOSS[66] or Euclid[27], are producing catalogs
with hundreds of millions of objects. Now, with the development of the Square Kilometer
Array (SKA) radio telescope project, the number of objects is expected to exceed tens
of billions of objects in the future. It is understood that the spatial distribution of these
objects contains invaluable information that can be vital in answering some of the open
problems in cosmology, such as the nature of dark matter and dark energy.
One of the simplest observables that has been use to quantify the clustering of matter
on different scales in the universe is the Two Point Correlation Function(TPCF). It’s
estimation is based on counting pairs of objects separated by a given distance. It’s
computational time grows with the square of the number of objects in the catalogs.
2
1.2. OBJECTIVES OF THIS STUDY
It has been used in astronomy since the 1980s[50], when catalogs were relatively small
containing only hundreds to few a thousand objects and simple serial codes were sufficient
for computation. However, given the increase in the size of catalogs, there is a growing
need to investigate efficient computational techniques or platforms for performing the
TPCF.
The Centre for High Performance Computing (CHPC) is the largest HPC facility in Africa
and provides a great opportunity to test new engineering solutions within it’s Advanced
Engineering (ACE) Lab. This provides the necessary environment and infrastructure for
conducting the research on this topic. Also, the CHPC will host data from the MeerKAT
telescope which will make up the first 64 of the 200 dishes planned for phase 1 of the
SKA in South Africa. Providing tools to analyse this data will ensure rapid delivery of
scientific results: a tool to measure clustering is one of many we could provide.
1.2 Objectives of this study
This dissertation presents the research conducted to investigate and develop efficient
computation techniques required to compute the Two-point correlation function (TPCF)
in astronomy. The research involves looking at the algorithms, computational platforms
and accelerators that can be applied in measuring the TPCF. In addition, it is important
to demonstrate the usefulness of the TPCF tools by using them to answer an interesting
scientific question in astronomy.
1.2.1 Problems to be investigated
The main problem is that the size of the current cosmological datasets/catalogs has
increased and continues to increase, such that we need to investigate new computational
techniques in order to compute the TPCF within a reasonable time frame. Also, there
are apparent inconsistencies in astronomical observations made by the Planck satellite
[45] which I use the TPCF to explore. A number of questions have been developed to
help facilitate the investigation of these problems.
Therefore, on completion of this dissertation, the following questions will need to be
addressed:
1. What is the two-point correlation function (TPCF) and what are the
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current computational techniques? This question concerns algorithms used
to compute the two-point correlation statistic and how it is applied in the field of
astronomy. It is important to ensure that the algorithm adopted is appropriate, as
the TPCF is applicable to other fields outside that of astronomy.
2. What methods/techniques are available to accelerate the computation
of the TPFC and how well do these techniques scale with different sizes
of datasets/catalogs? This question also seeks to identify ways in which the
TPCF is currently being implemented. It helps with evaluating the scalability of the
proposed solution.
3. How can we use the TPCF tools to answer some of the problems/questions
in cosmology/astronomy.? We need to demonstrate that the TPCF is usable in
addressing practical problems, such as probing the masses of galaxy clusters using
their clustering signature.
1.3 Scope and Limitations
The scope of this study is to investigate and develop an efficient computational tool for
implementing the TPCF on large datasets. In addition, use the TPCF in probing the
relationship of the mass of the galaxy clusters and their clustering signature.
The scope of the study is limited by the following factors:
• Available Catalogs: In testing the code, we limited the scope to three datasets
presented in section 3.2.4.
• CUTE: Short for ”Correlation Utilities and Two-Point Estimatio” (see section
2.6.1). This will be the only parallel code to be explored in this investigation, since
it offers the advantage of testing both shared-memory platforms as well as GPU
acceleration and it’s publicly available on a free license.
• Hardware availability: The testing of the code will be limited to the platforms
available within the ACELab at the CHPC. The details of the hardware is provided
in section 3.2.1.
• 3D correlation analyses: The solution was developed primarily to solve the
spatial 3D correlation function. The angular correlation function was only tested
as a validation tool for the initial prototype solution.
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1.4 Plan of development
This section describes the organisation of the dissertation.
Chapter 2 presents a brief overview on the subject of physical cosmology, current research
on cosmology from the Planck satellite observations and some theories of correlation
analysis used to address questions in the field. The chapter also explores parallel computing
paradigms and provides a detailed review of relevant parallel codes to be explored in this
dissertation.
Chapter 3 follows with a concise description of the research methodology followed throughout
this investigation. It includes a presentation of the research environment, along with a
selection of the catalogs to be used in this study. Then, the chapter ends with a definition
of experiments, specifically designed to address each research question in this dissertation.
Chapter 4 provides a detailed description of prototype scripts and code algorithms developed
in this dissertation. This involves the data preprocessing method developed for extracting
information required from the data catalog and the python prototype scripts developed
to test the TCPF concepts from literature. A detailed analysis of CUTE’s 3D boxing
technique is also provided.
Chapter 5, then presents the results from our investigation aimed at answering the first
question in sesction 1.2.1. This involves comparisons of clustering measurements from
previous work with those generated with our own code.
In Chapter 6 we investigate acceleration of the TPCF codes. We then use the code in
Chapter 7 to study the clustering of galaxy clusters, thus providing a probe of the mass





This chapter presents a background and review of reference materials that were consulted
to formulate the theoretical basis of this research. The chapter is structured such that
it covers the general-to-specific aspects of the theory, which can be illustrated by the
diagram in figure 2.1:
Firstly section 2.1 provides brief background on the theory of Physical cosmology. This
includes the standard model of cosmology, also commonly referred to as the ΛCDM
model. The section also looks at historical observations of ”large scale structures”,
highlighting the improvements made in conducting cosmological surveys and the increasing
number of objects being observed over the past years.
Subsequently, section 2.2 provides the scientific context for this research. This section
describes the tension from recent results reported by Planck Collaboration (XX &
XXIV ) regarding observations of galaxy clusters and the base ΛCDM model. Results
from other studies (gravitational lensing) are also presented, in order to expose the
possible causes for this tension.
In section 2.3 a brief overview of correlation analysis in cosmology, specifically the Two-
point correlation function (TPCF) is presented. This involves the definition of the TPCF
and methods for measurements. In addition, the computational complexity for calculating
the TPCF is also explained. Then, section 2.4 describes distance measures in astronomy,
including the relevant coordinates systems and distance conversions employed.
Section 2.5 provides the engineering context for this research. A broad overview on
parallel computing and history of high performance computing is presented. Then the
hardware classification of parallel computers is provided, followed by a descriptions on
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some of the parallel programming models used. A description of the Centre for High
Performance Computing (CHPC) is also presented.
A review of relevant parallel codes for computing the TPCF is presented in section 2.6.
This includes a more detailed description of the CUTE (Correlation Utilities and Two-
point Estimation) code, and a brief presentation of results from the GP2PCF study.
Finally, section 2.6.3 explains how this chapter is applied to the rest of the dissertation.
Figure 2.1: Structure of the Literature Review.
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2.1 Background to Physical Cosmology
Physical cosmology refers to the study of the origins, structure and evolution of our
Universe, governed by both theoretical principles and observational evidence. The key
concepts and observations are outlined below.
2.1.1 The Big Bang Theory
The Big Bang Theory is the prevailing cosmological model that describes the earliest
known periods of our universe and it’s evolution over time. It states that the universe
started in a singularity- (very hot and dense state) and then expanded after the Big
Bang event illustrated in Fig.2.2. The Big Bang is believed to be a single event that
occurred 13.7 Gyr(1Gyr = 109) years ago. The universe then grew exponentially in
the phase commonly referred to as the cosmic inflation[68]. After approximately one
second, the universe went through a phase referred to as Big Bang nucleosynthesis. In
this phase the universe cooled sufficiently to allow the formation of primordial elements
such as Helium and Lithium. After about 350000 years, the universe had expanded and
cooled down so much that photons began to free-stream, creating the Cosmic Microwave
Background (CMB). Electrons combined with nuclei to form atoms. This gas coalesced
through gravity forming structures such stars, galaxies and other astronomical structures
that we are able to observe today.
Figure 2.2: A visualization illustrating the expanding universe through different epochs,
with the initial inflation epoch starting on the left towards the current accelerated
expansion on the right[1]
The theory was first proposed in 1927 by Georges Lamaitre. Later in 1929, Edwin Hubble
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concluded that galaxies are moving away from each other using his analysis of galactic
observations [19], which further strengthened the hypothesis of an expanding universe.
In 1964, the cosmic microwave background (CMB) radiation was discovered, providing
strong evidence for an expanding universe and resolving some divided opinions within the
scientific community regarding the Big Bang model. This discovery was awarded a Nobel
prize in physics in 1978[77, 53]. The most recent discovery observations of supernovae
shows that the expansion of the universe is accelerating.
2.1.2 The Standard Model
The Big Bang Theory has been parameterized into a mathematical model known as
ΛCDM and it serves as the framework for current investigations of theoretical cosmology.
The letter Λ stands for the cosmological constant associated with dark energy and
the CDM term is an abbreviation for cold dark matter. The model is based on the
cosmological principle, which states that our location in the Universe is not significant,
because when viewed from a sufficiently large scale the Universe looks the same in all
directions (isotropy) and from every location (homogeneity) [53]. This model is also
commonly referred to as the standard model of the Big Bang Cosmology, because it
offers a reasonably good account of various observations, such as[67]:
• the existence of structures in the cosmic microwave background (CMB)
• the large scale structures in the distribution of galaxies
• the accelerating expansion of the universe observed in the light from distant galaxies
and supernovae
The CMB is a thermal radiation left over after the Big Bang. It is considered the oldest
light in the Universe, dating back to the epoch of recombination [3]. It is observable
through radio telescopes, appearing as a faint background glow strongest in the microwave
region of the radio spectrum. Precise measurements of the CMB are very critical for
cosmology and observations show that the CMB has a thermal black body spectrum at
a temperature of 2.72548 ± 0.00057K[89]. A map representing the CMB is presented
in Fig2.3. The glow of CMB is measured to be nearly uniform in all directions, with
only a slight residual variation observed consisting of a very specific pattern. The initial
fluctuations are thought to be generated by quantum fluctuations, which occurred in
the very early universe. As the universe expanded over the cosmic time scale, the
matter coalesced through gravity forming large scale structures of matter we can observe
currently.
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Figure 2.3: The ”all-sky map” from the 9year WMAP Cosmic Microwave Background
survey. The positive and negative variations in measured temperature are displayed as
red and blue respectively while the mean is represented as cyan[2] .
Observations of galaxies, reveal strong clustering of galaxies, gravitational lensing of light
by galaxy clusters and flat rotational curves of galaxies[31][32]. These observations cannot
be explained if all the mass is attributed to luminous matter. This led to the proposal of
the hypothetical form of matter referred to as dark matter. Dark matter is describes as
being cold, hence abbreviated CMD because it’s velocity is much slower than the speed
of light [57]. The cold dark matter theory predicts that structure grows hierarchically,
with small objects collapsing under their self-gravity first and merging in a continuous
hierarchy to form larger and more massive objects, which is generally consistent with
observations.
Observations since the 1990s have shown that the universe is expanding at an accelerated
rate. This accelerated expansion as been attributed to a hypothetical form of energy
that permeates all space known as dark energy. Similarly to dark matter, dark energy
does not directly interact with ordinary matter. However, dark energy has a non-standard
gravitational interaction. The components of the ΛCDM model are summarized in figure
2.4.
10
2.1. BACKGROUND TO PHYSICAL COSMOLOGY
Figure 2.4: A diagram of the estimated distribution of mass-energy/matter in the
Universe[3]
2.1.3 Historical Observations of large scale structures
Large-scale structure is defined as the structure or the inhomogeneity of the Universe
on scales greater than that of a galaxy[9]. In 1926, Edwin Hubble used his catalog of
400 extragalactic nebulae to test the homogeneity of the Universe and found it to be
generally uniform on large scales[65]. However, when the Shapley-Ames catalog of bright
galaxies was published in 1932, the authors found an irregularity in the distribution of
that galaxies projected onto the sky. Then, two year later (in 1934) Edwin Hubble used
a larger statistical sample of the same catalog and found that on angular scales less
than ∼ 10◦ there was an excess in the number counts of galaxies above what would be
expected for a random Poisson distribution[50]. Therefore, although on the largest scales
the Universe appears to be homogeneous, on smaller scales it is clearly clumpy.
In 1967, measurements of large scale structures had improved significantly with the Lick
galaxy catalog. The catalog contained information on approximately a million galaxies,
obtained using photographic plates at the 0.5 refractor at Lick Observatory [58]. This
catalog was then used to produce maps of the counts of galaxies in angular cells across
the sky shown in figure 2.5[4]. The maps revealed in greater detail the non-uniformity in
the distribution of galaxies projected onto the plane of the sky. The map show a foam-
like pattern made up of long strands of galaxies forming filaments, clumps of galaxies
and empty regions. The clustering of the galaxies in the catalog was measured using
the angular two-point correlation function (TPCF) (see section 2.3.1). On scales of
∼ 0.1◦ − 5◦, the TPCF is well fit by a power law[46]. It was also discovered that the
clustering amplitude is lower for fainter galaxies and it was attributed to projection
effects along the line of sight. This led to a need for better surveys which included 3-
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Figure 2.5: Angular distribution of counts of galaxies brighter than B ∼ 19 on the plane
of the sky, reconstructed from the Lick galaxy catalog (from Seldner et al. 1977) This
image shows the number of galaxies observed in 10′×10′ cells across the northern galactic
hemisphere, where brighter cells contain more galaxies. The northern galactic pole is at
the center, with the galactic equator at the edge. The distribution of galaxies is clearly
not uniform; clumps of galaxies are seen in white, with very few galaxies observed in the
dark regions between [4].
dimensional (3D) information. In the standard model of cosmology, light from galaxies
is redshifted by an amount that corresponds to their distance so optical spectra provide
distances to galaxies (see appendix A.2)
In the late 1970s, the first large scale redshift surveys were carried out. These included
optical spectra of individual galaxies used to measure their distance, providing the spatial
distribution of large galaxy samples. The initial work mapped the three dimensional
spatial distribution of 238 galaxies around and toward the Coma/Abell 1367 super-cluster.
In [31], the authors noticed large regions of greater 20h−1Mpc without galaxies refered to
as ’voids’. They used the redshift information to show that galaxies are clearly clustered
in three dimensions, forming chains of galaxies known as filaments[54]. Other additional
redshift surveys conducted at that time were the KOS (Kirshner, Oemler, Schechter)[52]
and the CfA (Centre for Astrophysics)[51] surveys.
The KOS survey was completed in 1978, containing measures of 164 galaxies brighter
than magnitude 15 in eight separate fields on the sky, covering a total of 15 deg2. The
CfA survey ran in two phases, the first phase completed in 1982, containing 2400 galaxies
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Figure 2.6: The spatial distribution of galaxies as a function of redshift and right ascension
(projected through 3o in declination) from the 2dF Galaxy Redshift Survey [5].
brighter than magnitude 14.5 across the north and south galactic poles covering a total
of 2.7 steradians. The second CfA survey ran from 1985 to 1995, containing spectra of
about 5400 galaxies and led to the discovery of the ”Great Wall” 1 [51] (see Figure 2.6),
with large under-dense voids. These discoveries further demonstrated how matter and
galaxies is clustered throughout the Universe, also paving a way for studies in theoretical
models of structure formation.
The development of multiple object spectrographs and larger telescopes has improved
measures of redshift surveys immensely. This has enabled simultaneous observations of
hundreds of galaxies and conduction of deeper surveys of both lower luminosity nearby
galaxies and distant luminous galaxies. The best examples of this type of redshift
surveys are the Two Degree Field (2dF) Sky Survey[5] and the Sloan Digital Sky Survey
(SDSS)[63], containing spectroscopic redshifts of approximately 220000 and a million
galaxies respectively. These surveys currently provide the best maps of large scale
structures in the Universe today (see Figure 2.6). Measurements of the spatial distribution
of these large scale structures provide great insight into theoretical models of structure
formation.
1Is an immense galaxy filament or a supercluster of galaxies, also called the Coma Wall. It is one of




The Planck satellite was launched in 2009 and made measurements of emission in nine
frequency bands between 30 and 857 GHz, across the whole sky. The goal was to study the
primary CMB and distortions to the primary CMB caused by large-scale structure viewed
along the line of sight to the CMB. Clusters of galaxies are gravitationally bound groups
of galaxies with about 100 − 1000 members and are an example of large-scale structure
that distorts the primary CMB. Clusters contain vast amounts of hot (∼ 107K) gas in the
intra-cluster medium. When the CMB streams through the cluster, some CMB photons
are up-scattered to higher frequencies via the Inverse Compton effect. At frequencies
below ∼ 218 GHz, clusters appears as ’holes’ in the CMB. At higher frequencies, clusters
appear as bright patches. This distortion to the primary CMB is known as the thermal
Sunyaev-Zeldovich effect.
Results from the study by the Planck collaboration shown in Figure 2.7a, found fewer
clusters than predicted when combining the ΛCDM model with the results from their
primary CMB observations[18]. These results were also expressed as a tension between
(Ωm, σ8) constraints from primary CMB versus those from SZ-cluster counts (where Ωm
is the matter density in units of the critical density), as shown in figure 2.7b. The σ8
parameter represents the rms density fluctuations within a sphere of radius r ∼ 8h−1Mpc
and is used to describe the amplitude of the power spectrum on scales where it becomes
non-linear (where h is a parameter in the range [0.5, 1] reflecting the uncertainty in the
value of the Hubble constant H for the rate of expansion of the universe: h = H
100(km/s)/Mpc
)
This conflict could indicate something is wrong with the ΛCDM model or that the masses
of clusters inferred from SZ signatures are not correct[45].
An alternative method that can be used to estimate the mass of clusters is to use
gravitational lensing. Figure 2.8 illustrates the difference between observation made using
the Sunyaev-Zeldovich effect and gravitational lensing. Lensing studies such as Weighing
the Gaints (WtG)[35] show on average ∼ 30− 40% higher mass than estimated through
the SZ effect[7]. This indicates that the problem with the Planck cluster count results,
is in the calibration of the mass estimated through the SZ effect.
Attempting to measure masses of SZ-clusters using other methods is an active area of
research, studies in [42], [70][71] and [38] compare weak lensing measurements of cluster
masses with clusters detected using Planck and other telescopes such as the Atacama
Cosmology Telescope and the South Pole Telescope. Estimates of the mass can also be
obtained from X-ray observations (eg.[42]) and from optical spectroscopy (eg.[91]). In this
thesis, we probe the masses of the Planck SZ clusters using their clustering signature.
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(a) Cluster count (b) Primordial CMB constraints vs constraints
from SZ detections
Figure 2.7: Results from Planck’s cluster counts compared to predictions of the ΛCDM
model. [6]
Figure 2.8: An illustration demonstrating the concepts of The Sunyaev-Zeldovich and
gravitational lensing effects. [7]
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2.3 Correlation Analysis in Cosmology
Correlation analysis is a widely used tool in a variety of fields such as genetics, geology,
finance, etc. In the field of astronomy it used to quantify the clustering of matter
on different scales in the Universe and it is commonly implemented as the Two-point
correlation function (TPCF). In this section we look at the definition of the TPCF, the
different estimators used in calculating the function and the relevant types of correlation
analysis available in literature.
2.3.1 The Two-point Correlation Function
The Two-point Correlation Function (TPCF) is a function of one variable (distance),
which describes the probability that two galaxies are separated by this particular distance.
Thus, the three-dimensional TPCF ξ(r) is defined as the measure of the excess probability
dP of finding a galaxy in a small volume element dV1 at a given distance separation r12
from another galaxy in dV2 (see Fig:2.9), with respect to an expected unclustered random
Poisson distribution
dP = n[1 + ξ(r)]dV1dV2 (2.1)
where n is the mean number density of the object sample in question[90]. The measurements
of ξ(r) are generally in comoving space( see appendix A.3), with r expressed in units of
h−1Mpc [9].
The Fourier power spectrum P (k) is also often used to describe clustering. The spatial









where the scale (λ) of fluctuation is related to the wavenumber k by k = 2π/λ.The
power spectrum is the quantity predicted directly by theories for the formation of large
scale structure. In the case of a density field in which the fluctuations are drawn from a
Gaussian distribution, the power spectrum gives a complete statistical description of the
density fluctuations observed in the CMB[9].
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Figure 2.9: The two-point correlation function describes the excess probability, compared
with a random distribution of galaxies, of finding a galaxy in an element of volume dV2
at distance r12 away from a galaxy in dV1. [8].
2.3.2 The Angular Clustering
Redshift information is not always available for a given sample of galaxies, as it is
observationally expensive to obtain spectra for large samples of galaxies. Therefore,
the spatial distribution of galaxies can be measured in two dimenstions as a projection
onto the plane of the sky. This is known as the projected angular correlation function
ω(θ), defined as the probability above Poisson of finding two galaxies with an angular
separation θ:
dP = n[1 + ω(θ)]dΩ (2.3)
where n is the mean number of galaxies per steradian and dΩ is the solid angle of a
second galaxy at a separation θ from a randomly chosen galaxy. Generally the projected
two-point angular correlation function ω(θ) can be fitted with a power law expressed as;
ω(θ) = Aωθ
δ (2.4)
where A is the clustering amplitude at a given scale and δ is the slope of the correlation
function. If the redshift distribution of the sources is well known, one can then infer the
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where r0 is the characteristic scaling length of the clustering, defined as the scale at
which ξ = 1. The details of how to infer ξ(r) from ω(θ) is described in [9]. The methods
is mostly employed in cases where it’s not feasible to obtain the redshift of individual
sources. In cases where the redshift of the of the sources is known, it is preferable to
measure ξ directly.
2.3.3 Estimating the TPCF
To measure ξ(r), one counts pairs of galaxies as a function of separation and divides
by what is expected for an unclustered distribution. To do this, one must construct a
”random catalog” with randomly distributed points within the identical three dimensional
coverage of the data catalog, including the same sky coverage and a smoothed redshift
distribution. An early estimator that has widely used since 1974 proposed by Peebles &







where nd and nr are the number of points in the data & random catalog generated
respectively and DD & RR are histograms containing the count of pairs of objects found
separated by a given distance in each catalog. However this estimator is very sensitive to
the size of the random catalog and doesn’t handle edge corrections well.
Later in 1983, Davis & Peebles proposed an improved estimator to minimize statistical







where DR is the histogram containing the count of pairs of objects found separated by a
given distance between the data and random catalog. Then in 1993, Hamilton proposed
a much better estimator with smaller statistical errors,
ξH(r) =
4nrnd













This is the most widely used estimator in cosmology. Also, various studies have been
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conducted in [82] and their results showed that it presents the best properties in estimating
the TPCF.
As evident from the estimators presented above, it is important to generate the random
catalog correctly. This includes the background spatial distribution both in redshift and
angular selection. Also the random catalog needs to be large enough to minimize Poisson
errors in the estimator.
2.3.4 Computational Complexity of the estimators
In order to compute the DD,RR,&DR used in the estimators as described in the
previous subsection, we autocorrelate and cross correlate each pair of catalogs. A simple
serial algorithm to describe this computation involves looping over each catalog and
performing three operations in each iteration; firstly calculating the distance between
each pair of objects, followed by determining the bin corresponding to that calculated
distance and then incrementing the histogram count in that particular bin. This can be
illustrated in the pseudo-code below As can be seen from the code above, the nested loops
Figure 2.10: A snippet of a serial code for computing the histogram counts for the catalog
pair separation [9].
make this computation into an N2 problem, for which the computational time increases
rapidly as size of the catalogs increases. Now considering the exception of enormous
datasets containing hundreds of millions of objects from new galaxy surveys, it has led
to the necessity for investigating parallelization or some form of acceleration for this
algorithm/calculation.
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2.4 Distance Measures in Astronomy
Correlation analysis depends on distance estimation. In appendix A.1 we review celestial
coordinates and the calculation of angular separations in the sky. In brief: positions in
the sky are given in terms of right ascension (α) and declination (δ), where alpha is the
projection of longitude into the sky and delta is the projection of latitude into the sky.
The angular separation between objects is then given by:
∆σ = arccos (sin δ1 sin δ2 + cos δ1 cos δ2 cos ∆α) (2.10)
To obtain 3-dimensional information in galaxy surveys, one needs to estimate the distance
to the galaxy. This is obtained by measuring the redshift of known features in the spectra
of galaxies (more detail in Appendix A.2). In the ΛCDM model the so-called comoving






[(1 + z′)2(1 + z′Ωm,0)− z′(2 + z′)ΩΛ,o]−
1
2dz′ (2.11)
where H0 is the Hubble constant, Ωm,0 is the energy density today and ΩΛ,0 is the energy
density in the lambda component (ie. the dark energy component) both in units of the
critical density: ρc,0 = 9.47 × 10−27kg/m3. In the ΛCDM model ΩΛ,0 = 1 − Ωm,0. The
spatial distance separation between two objects (A1, A2) with given redshifts (zA1, zA2)
respectively can be expressed by [11]
∆d =
√
(χ(zA1)χ(zA2))2 − 2χ(zA1)χ(zA2) cos(∆σ) (2.12)
2.5 Parallel Computing
Parallel computing is described as a form of computation where by many calculations are
carried out simultaneously [87], using the principle that large problems can be broken
down into smaller ones. There exists various forms of parallel computing often categorized
as; bit-level, instruction level, data and task level parallelism. Parallelism has been
employed for several years, particularly in the field high-performance computing (HPC)
and it is a rapidly evolving field within computer science.
This section covers a brief overview of parallel computing and the development of HPC
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systems, followed by a overview of the hardware classification of parallel computing
systems and some main approaches taken to create parallel programs in these systems.
2.5.1 Parallel Computing and The History of HPC
Computer systems these days are highly complex, comprised of multiple component
functional units, which enables them to operate simultaneously. Therefore, a computer
is able to fetch datum from memory, multiply two floating point numbers and determine
a branch condition all at the same time. This form of parallelism is a very low level
of parallel processing commonly known as ”instruction-level parallelism”[10]. Processors
capable of supporting this are classified as having a super-scalar architecture, a common
feature in general-purpose microprocessors today, including those used in laptops and
desktop PCs. The careful ordering of these operations are critical for optimal parallelism.
Most of the work required to order operations so that instruction level parallelism is
utilised is performed by the compiler. However, studies [10] show that typical applications
are not likely to contain more than three or four different instructions that can be fed to
the computer simultaneously. Thus, there is a limit in the pay-off for hardware support
for this instruction level parallelism
In the 1980’s, computer vendors exploited an alternative form of architectural parallelism
and built machines consisting of multiple processors that share memory, configured
on a chip. This led to the development of HPC systems primarily designed based
on powerful monolithic architecture systems. However, it was soon discovered that
this approach had inherent physical limitations that restricted the development rate of
these machines. Multiprocessor machines were then developed in order to distribute
the workload over multiple execution threads, thus permitting a single processor to
execute multiple instructions in an interleaved way. This approach is known as multicore,
which together with simultaneous multi-threading and shared-memory parallel computers
provide system support for execution of independent multiple instruction streams. These
machines are classified as Symmetric Multiprocessing (SMP) systems and they managed
to solve the operating frequency performance limitation. However, there were limitations
to the scalability of such design, due to the supporting memory subsystems that operate
on slower speeds. An illustration of a shared-memory SMP computer system is shown in
Figure2.11 with it’s inherent memory bottleneck.
Larger computational problems, led to the development of distributed memory-shared
parallel systems. These distributed computing systems are constructed consisting of
groups SMP computers often referred to as hosts or nodes which communicate over a
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Figure 2.11: Symmetric multiprocessor system architecture diagram, where each
processing unit (CPU) has access to a private local cache as well a the main shared
memory. The available bandwidth of the shared memory imposes a bottleneck on this
architecture [10].
network in order to distribute the workload for larger computational problems. This
technology approach is commonly known as cluster computing. It has matured of recent
years and since the inception of the Beowulf cluster in 1994, computer clustering has
become somewhat a standard approach in the field of high performance computing. This
is primarily due to the cost effectiveness, scalability, flexibility and expandability inherent
in cluster’s standardised design[78]. Since November 2012, clusters represent 82% of the
TOP500 most powerful computer systems in the world[79].
Although SMP’s are the most widespread kind of parallel systems in use today, there
exist many other kinds of hybrid computing approaches employed particularly for high-
end applications. These hybrid computing systems can include non-x86 task specific
accelerators such as General Purpose Graphical Processing Units (GPGPUs), Intel Xeon
Phi Coprocessors and Field Programmable Gate Arrays (FPGAs). An example of such
a hybrid application platform is presented in [83].
2.5.2 Classification of Parallel Computers/Hardware
The major constraint in designing HPC parallel computing systems is in memory and the
communication overhead associated with accessing it. Computer architectures are either
classified as Uniform Memory Access (UMA) systems or Non-Uniform Memory Access
(NUMA). The UMA is typically achieved by shared memory systems in which the memory
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is not physically distributed, whereas the NUMA is usually implemented in distributed
memory systems. Memory is also structured hierarchically with small, fast memories
located close to the processor called memory caches. Caches store temporary copies of
memory and for parallel computer systems there is a need to maintain cache coherency
for correct program execution. In HPC, designing large cache coherence systems is
very difficult in computer architecture, thus shared memory systems do not scale as
well as distributed memory systems. Figure 2.12 shows some of the different memory
architectures for parallel computer systems.
Figure 2.12: Distributed and shared-memory computers; (a) has physically shared
memory, whereas the others have distributed memory. However, the memory in (c)
is accessible to all processors. [10]
There are several ways to implement processor-processor and processor-memory communication
in hardware such as; crossbar switch, shared bus or interconnect networks. Also, parallel
computers can be roughly classified according to the level at which their hardware
supports parallelism. Their classification is broadly related to the distance between
computing nodes.
The following classifications presented below are not necessary mutually exclusive:
• Multi-core computing: A multicore processor is a single computing components
which includes multiple execution units (”cores”) that read and execute computer
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instructions. These processors are different to super-scalar processes. Super-scalar
processors can issue multiple instructions per cycle from one thread, whereas multicore
processors issue multiple instructions per cycle from multiple threads. It possible
to have each core in a multi-core as a super-scalar as well.
• Symmetric multiprocessing: A symmetric multiprocessor (SMP) is shared memory
parallel computer system with identical processors, with each processor executing
different programs and working on different data connected via a bus. Most multiprocessor
systems today use SMP architecture. Also, with regards to the multi-core processors,
the SMP architecture applies to the cores and treats them as separate processors.
SMP are extremely cost-effective, provided that a sufficient amount of memory
bandwidth exists.
• Distributed computing: Distributed computing is a distributed memory computer
system in which the processing elements are connected by a network. In this system,
each processor has it own private memory and information is exchanged by passing
messages between the processors [23].
• Cluster computing: Cluster computing systems are distributed computers constructed
by using standard workstations (”nodes”) connected by a network. Load balancing
(effective distribution of work load across available computing resources) is easier
if machines in a cluster are symmetric. Modern clusters require a high bandwidth
and low-latency interconnection network. This is can be achieved with standard
off-the-shelf network hardware such as Gigabit Ethernet or InfiniBand.
• Massive parallel processing: Massive parallel processors (MPPs) are another
form of distributed computing with similar characteristics as clusters. However,
MPPS have specialised interconnect networks unlike standard off-the-shelf hardware
used in cluster systems. MPPs also tend to be bigger than clusters and more
expensive to build.
• General-purpose computing on graphics processing units (GPGPU): General-
purpose computing on graphics processing units (GPGPU) makes use of specialized
co-processors known as a graphical processing unit (GPU). These device are highly
optimized for computer graphics processing, which is typically dominated by data
parallel operations. A single GPU-CPU framework can provide advantages surpassing
that of multiple CPUs on their own. Thus a GPGPU pipeline can be described as
a kind of parallel processing systems between one or more GPUs and CPUs to
analyses data as if it were in image or graphic form.
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2.5.3 Parallel Programming Languages/Software
Given the various paradigms of constructing parallel computing systems described above,
various programming methods and APIs (Application Programming Interfaces) have
been developed for programming these machines. The classification of these methods
can be divided generally according to the assumptions they make about the underlying
memory architecture. Thus, in a shared memory system the programming languages
communicate by manipulating shared memory variables, whereas distributed memory
system uses massage passing. OpenMP (more info [85]) and POSIX Threads are most
commonly used APIs in shared memory systems and for distributed systems Message
Passing Interface (MPI) is the most common.
CAPS entreprise and Pathscale are also coordinating their effort to make HMPP (Hybrid
Multicore Parallel Programming) directives an Open Standard called OpenHMPP. The
OpenHMPP directive-based programming model offers a syntax to efficiently offload
computations on hardware accelerators and to optimize data movement to/from the
hardware memory. OpenHMPP directives describe remote procedure call (RPC) on an
accelerator device (e.g. GPU) or more generally a set of cores. The directives annotate
C or Fortran codes to describe two sets of functionalities: the offloading of procedures
(denoted codelets) onto a remote device and the optimization of data transfers between
the CPU main memory and the accelerator memory.
2.5.4 The Centre for High Performance Computing
The Centre for High Performance Computing (CHPC) is the largest HPC facility in
Africa, located in Rosebank, Cape Town South Africa. It is an initiative funded by the
South African Department of Science and Technology, managed by the Meraka Institute
of the Council for Scientific and Industrial Research (CSIR). The Advanced Computer
Engineering (ACE) Lab within the CHPC is primarily focused on research avenues within
HPC, which include use of novel architectures (multi-core solutions, GPU accelerators,
etc). The research conducted in this dissertation was conducted within this lab, utilising
the computing infrastructure provided therein.
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2.6 TPCF: Existing Research
As described in the previous section there are various ways to develop parallel computing,
hence different means for parallelism of the TPCF computation. This section describes
a selection of relevant codes/methodologies for computing the TPCF in parallel and the
analysis of their results are presented.
2.6.1 TPCF: CUTE
The paper ”CUTE solutions for two-point correlation functions from large cosmological
datasets”[11], by David Alonso provides parallel solutions for computing cosmological
TPCF estimations. The paper is accompanied by an open source code CUTE, short for
”Correlation Utilities and Two-Point Estimation”. The code is available in two versions;
one developed for shared-memory systems using OpenMP and the other developed for
GPU accelerators using NVidia’s CUDA architecture.
There are 4 different types of correlation functions implemented in CUTE using various
binning schemes and speed up methods. In this section, an outline of the correlation
functions discussed in CUTE is presented, together with the methodology followed for
parallelism and the performance evaluation of the code.
1. Types of correlation functions
The distances used in the definition of the different types of correlation functions
are shown in Figure 2.13 below.
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Figure 2.13: Definition of the different coordinate conventions used in CUTE. [11]
The four types of correlation functions implemented in CUTE are defined as follows:
• 3-D correlation function: this function is described here in terms of a two
coordinate system, either as ξ(r, µ) or ξ(σ, π). The relation between these
schemes for representing the 3-D functions can be expressed in the equations
below
π = rµ, σ =
√
r2 − π2 (2.13)
The r−µ scheme is usually preferred because it can be written as a multi-pole





wherein Pl is the Legendre polynomials.
• Angular correlation function: this function is described as the TPCF of
the density contrast field projected onto a sphere. It is expressed in terms of





dz2φ(z2)ξ(r(z1, z2, θ), µ(r(z1, z2, θ)) (2.15)
where φ(z) is the redshift selection function, r(z1, z2, θ) and µ(z1, z2, θ) are
expressed as
r(z1, z2, θ) =
√
χ2(z1) + χ2(z2)− 2χ(z1)χ(z2) cos θ (2.16)
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µ(z1, z2, θ) =
|χ2(z1)− χ2(z2)|√
(χ2(z1) + χ2(z2))2 − 4χ2(z1)χ2(z2) cos2 θ
(2.17)
and χ(z) represents the comoving distance to the redshift z.
• The monopole correlation function: describes the angle-averaged function,






• The radial correlation function: is used to correlate pairs of object (galaxies)
aligned along the line of sight. This function can be calculated using only the
redshift difference ∆z between the pair.
2. OpenMP and CUDA parallelism methods in CUTE
One of the methods used for parallelism employed in CUTE is implemented using
the OpenMP API for shared-memory platforms. This was achieved by adding a
few simple lines of the codes in the initial code shown in figure 2.10. The method
declares one private histogram per execution thread to store the pair counts. Then
the first loop is divided between all the available threads and finally all the partial
histograms from the threads are added into the shared histogram, while avoiding
read/write collisions.
The other method implemented in CUTE was using GPU acceleration on the Nvidia
CUDA architecture. This method is a bit more complicated compared to the simple
changes achieved through OpenMP. It requires careful consideration of memory
allocation. This was achieved by dividing the second loop among all the execution
threads and declaring only one partial histogram per block instead of per thread.
In order to handle the race condition of having all threads in a block attempting to
add their values onto the same histogram, the CUDA atomicAdd () function was
used. This introduced a bottleneck for the algorithm, since most threads would
remain idle while waiting on other threads to update their histograms. Thus, to
alleviate this problem the limit is that the maximum number of threads per block
should be equal to the number of histogram bins defined. Finally all the partial
histograms per block are added together onto the global shared histogram, also
using the atomicAdd () function.
3. Algorithmic tweaks for CUTE
Apart from the OpenMP and CUDA acceleration methods, there are other algorithmic
techniques implemented in CUTE to speed up the computation. This techniques
take advantage of the fact that often the scale of interest for computing the TPCF is
much smaller than the size of the data catalog. This means that it is not necessary to
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compute the distance between all pairs. Therefore, the data needs to be structured
such that it allows ways to ignore calculating distances between useless pairs (pairs
beyond the distance scale of interest). The catalog data structuring techniques
used in CUTE are different depending on the type of correlation function being
computed.
Figure 2.14: Illustration of the main neighbour-searching technique used by CUTE. In
the three-dimensional case (top panel), the catalog is covered by cubical cells. Around
each cell Ci (blue), a larger cube is drawn (gray), that safely contains all spheres of radius
Rmax centered within Ci (red). Neighbours of the objects within Ci are only searched
for in the grey region. The bottom panel shows the similar neighbour-searching regions
used on the sphere for the calculation of the angular 2PCF. In this case the shape of the
region is different depending on the position of the central pixel. [11]
In the case of computing the 3-D correlation function, a the catalog firstly divided
into cubical cells, associating each cell with the positions of the objects contained
within it. Then, assuming the maximum distance of interest for the correlation
function is limited to Rmax, a larger cube in grey is constructed around the central
cell Ci (blue cell of interest). Thus, enabling the construction of spheres with a
radius Rmax. This allows for an a neighbour-searching technique that ignores all
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objects outside that form useless pairs and only computes distance for objects with
the desired correlation distance limit. An illustration of how the catalog is broken
up is shown in figure 2.14 (a)
For calculating the angular correlation function, a similar neighbour-search regions
but express as spherical cube. The spherical cube is defined with constant limits
of a region φ0 < φf and cos θf < cos θ < cos θ0 in spherical coordinates. Using this
convention, a spherical cube constructed with a maximum radius θmax and a centre
point at (θ, φ) as the following limitation
∆(cos θ) = cos(θ − θmax)− cos(θ + θmax), ∆(φ) =
√
cos2 θmax − cos2 θ
sin θ
(2.19)
for describing the length of the sides. The approach allows the use of pixels to be
defined a small spherical cubes rather than cubical cells implemented in the 3-D
case. Therefore enabling correlation of pairs within a desired angular distance θmax
only.
An alternative method for avoiding unnecessary correlation pairs can be achieved
using the kd-Tree search method. This method is although more popular in literature,
it is much sophisticated than those currently implemented in CUTE. The ”Fast
Algorithms and Efficient Statistics: N − point Correlation Functions” by Andrew
Moore et al 2001 gives thorough description of the method and can be found in
[81].
4. Performance Evaluation for CUTE
The results from a variety of tests/experiments conducted to evaluate the performance
of CUTE were published in [11]. One of the tests was to the evaluate the performance
of CUTE across 5 different computational platforms. The OpenMP version was
run on a dual core Inteli7 − 2620M Laptop-pc and on a large shared-memory
Nehalem − EX server with 80 cores, while the CUDA version was tested on a
normal Laptop-PC gaming GPU and a high-end server GPU. The results for these
implementations are summarised on the table 2.1 and 2.2 below.
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Name Description Num cores
CPUs
Sequential Intel Core i7-2620M 1 cores (= 1 thread)
Laptop-MP Intel Core i7-2620M 2 cores (= 4 thread)
Server-MP Intel MP Nehalem-EX (x8) 80 core (= 160 thread)
CPUs
Laptop-GPU NVIDIA NVS 4200M 48 CUDA cores
Server-GPU NVIDIA TELSA C2070 FERMI 448 CUDA cores
Table 2.1: Different devices in which CUTE has been tested: a single CPU core, a dual
core, a multi-core shared-memory machine (160 threads), an ordinary graphics card and
a high-end GPU.
Platform T (ξ(r)) T (ξlog(r)) T (ω(θ)) T (ωpix(θ)) ξ(σ, π)
Sequential 877 5230 1374 21 2238
Laptop-MP 389 2676 628 5.3 1064
Laptop-GPU 113 185 283 6.2 297
Server-MP 25 52 32 0.51 50
Server-GPU 13 20 22 0.46 27
Table 2.2: Computational times ellapsed, for each of the 5 platforms listed in table 2.1,
during the calculation of 5 different 2PCFs: monopole (ξ(r)), monopole with logarithmic
binning (ξlog(r)), angular (ω(θ)), angular with pixels of resolution ∆Ω ≡ 5× 103 sq-deg
(ωpix(θ)) and 3-D (ξ(σ, π)) Times are in seconds and correspond to the calculation of the
DR histogram (the full calculation of the 2PCF is estimated to be 2-3 times longer)
The computational times in these results were of implementations of CUTE correlations,
used without the neighbour-search feature techniques for ignoring useless distance
pairs. This was done with the intent of showing fair comparisons between the
platforms being tested. Also, these computation were using data from a mock
catalog from the MICE project [69] constrained to: 0◦ < DEC < 18◦, 0◦ <
RA < 18◦ and 0.5 < z < 06, containing roughly 3× 105 objects.
Another evaluation conducted, was testing the scaling of the code’s performance
with an increasing dataset. This is shown in the results in Figure 2.15, an implementation
of the monopole on datasets with different sizes ranging from 103−107 objects. It’s
important to note that the results shown here only account for the computation
of the cross correlation DR and the full computation of the TPCF is expected to
actually take roughly 2− 3 times longer than the times stated in these results.
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Figure 2.15: Computational times employed by different devices to compute the monopole
2PCF of catalogs of different sizes. A speed-up factor of O (100) can be gained by using
a high- end GPU with respect to a sequential approach on a high-end CPU. Even with a
regular gaming GPU the increase in speed is substantial (O (10)). The different devices
are described in table I. [11]
2.6.2 TPCF: GP2PCF
Another related study is from the paper ”Application of GPUs for the calculation of two
point correlation functions in cosmology” by Rafael Ponce et al 2012. They investigated
the advantages and disadvantages of GPU accelerators instead of CPU solutions for
correlation analysis. In the study, the authors implemented an angular correlation
function algorithm using Nvidia CUDA on different GPUs and compared it against
standard C implementation on a CPUs in a parallel implementations using MPI on
distributed nodes. The key features in their solution were:
• Used shared memory rather than global memory for the dot product and arc-cosine
operations. This was done because when using the cudaMalloc fucntion, visibility
is limited to threads within the same block on shared memory and only exist until
a block of a kernel finishes.
• Used the atomic add operations in shared memory to efficiently allow multi-threading
for the histogram updates. Then partial histograms were generated in parallel in
shared memory and finally combined into a single histogram in global memory
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• One of the architectures, they implemented a multi-GPU solution using 3 GPUs to
each for compute DD,RR and DR respectively.
A summary of the devices used in this study is shown in figure/tables 2.16 below. A
comparison of execution times for the standard CPU implementation against that on the
different GPUs, is also shown in 2.17
Figure 2.16: Hardware specifications of the devices used in the GP2PCF study[12]
Figure 2.17: Comparison between CPU execution time and diverse GPUs execution
time.[12]
The results indicate that the GPU provides a significant speed up of about a 100-fold to
the initial standard CPU execution. The study also compared GPUs against several MPI
configurations (64, 128, 256 and 512 nodes), with the MPI surpassing the performance
of the GPU configurations consisting of more than 64 nodes. This is illustrated in 2.18,
with the MPI and GPU time in a box-plot graphic.
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Figure 2.18: Comparison between GPUs against MPI execution times.[12]
2.6.3 Application TPCF in cosmology
In the paper ”New constraints on σ8 from a joint analysis of stacked gravitational lensing
and clustering of galaxy clusters”[13] by by Mauro Sereno et al 2015, the clustering
of clusters detected in SDSS was combined with observations of gravitational lensing
to constrain the parameter σ8. They computed the TPCF for four subsamples of ∼
7000 clusters which they divided by richness class. (Richness describes the number of
galaxies in a cluster and is used as a proxy for the mass). Figure 2.19 shows their results,
illustrating that more massive clusters are more clustered.
Galaxy clusters are biased tracers of the underlying dark matter with bias, b defined as
b = (ξgal(r)/ξDM(r))
1/2 (2.20)
where ξgal represents the clustering of the clusters and ξDM the clustering of dark matter.
In simulations it is possible to measure the bias associated with different mass clusters.
Seljak and Warren (2004)[15] provided a calibration of this relation (see equation 7.2).
It is thus possible to measure the clustering of a sample, determine bias from equation
2.20 and then use the bias-mass relation from simulations such as [15] to infer the mass
of objects in the sample.
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Figure 2.19: The redshift-space two-point correlation function of the four richness-selected
cluster samples (dots), compared to the best-fit model. The blue, magenta, purple, and
red colour codes refer to the 12 < RL < 16, 16 < RL∗ < 21, 21 <= RL∗ < 30 and
RL∗ > 30, respectively. The error bars show the square roots of the diagonal elements of
the covariance matrix. [13]
2.7 Application of the Review of Literature in the
Remainder of the Dissertation
This chapter presented the background information on different topics related to the
theme of this dissertation.
A scientific context was provided in section 2.1, containing an overview of cosmology
and the standard theoretical model. This was followed by analysis of cosmology from
the Planck satellite, highlighting the conflict of their recently published results and some
possible ways to address the issue. In this dissertation we use the TPCF presented in
section 2.3.1 as a tool for measuring clustering. In chapter 5 we explore a prototype
solution for measuring the spatial 3D TPCF and draw comparison with precious work.
Then in chapter 7 we use the clustering signature as a probe for the cluster mass.
This chapter also provided the engineering context for this dissertation, covering a broad
overview of HPC presented in section 2.5 and section 2.6 with a focussed analysis of
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existing parallel codes used for measuring the TCPF. In chapter 6, we explore the
computational advantages of using shared-memory systems and GPU accelerators respectively
using the CUTE code to measure the 3D spatial correlation function. We further explore
the efficiency of the boxing scheme employed in the code and test it’s scaling with an
expected increasing dataset. The best solution is then subsequently used in the study




This chapter provides an overview of the research methodology undertaken to investigate
computational techniques necessary to compute correlation functions efficiently on large
datasets, as well as applying these techniques to clustering studies in cosmology to answer
the question about the mass of galaxy clusters. Firstly, a plan of development is described
in section 3.1. Then a discussion on the research environment set-up is provided. This
includes the configuration of the hardware, software and libraries, as well as the datasets
(catalogs and masks) needed in this research. The chapter ends with a clear identification
of the experiments to be performed and the data collecting methods involved.
3.1 Plan of Development
The process followed during this investigation can be summarised as follows:
1. Develop scripts to be used for data preprocessing. This involves extracting data
from catalogs, generating appropriate masks and random catalogs required to compute
the TPCF.
2. Define a conceptual prototype algorithm and develop python code/scripts to compute
angular and 3D spatial TPCF. This provides the grounding necessary for understating
the accelerated codes studied later.
3. Test the prototype and validate code’s output with previous work in the field.
4. Review existing available acceleration techniques such as CUTE & GP2PCF from
literature
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5. Compare the results of the prototype python scripts against the CUTE outputs.
6. Test the CUTE against larger datasets and evaluate the performance of the code.
Make adaptation to the code and optimise performance if necessary.
7. Use the code to tackle a science question, by using the clustering signature of galaxy
clusters to probe the mass of the clusters
8. Finally, analyse and interpret the results and provide recommendations for future
work.
Figure 3.1 shows an illustration of these steps based on the research question raised in
section 1.2.1.
Figure 3.1: Diagram to illustrate the different phases for the dissertation life cycle. The
phases are grouped based on research questions this dissertation is set out to address.
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3.2 Research Environment Set-up
The section details the project environment set-up prior to the development and implementation
of the TPCF. This involves hardware specification and configuration of the software
libraries, dependencies and compilers needed to implement the TPCF efficiently.
3.2.1 Computational Hardware available
The main computational methods to be investigated in this project are based on solutions
implemented on CPUs configured as shared-memory systems and GPUs accelerators using
the Nvidia architecture. A summary of the different computational devices that were
available during this investigation is listed in table 3.1. The CPU shared memory systems
consists of: a quad core Lenovo laptop and two different server nodes, one with 20 Intel
Xeon E5-2690 cores, the other with 24 Intel Xeon E5-2670. The GPU platforms consisted
of the high-end Nvidia Tesla K40 and K80.
Name Description Num cores Memory
CPUs
Lenovo-Z580 Intel Core i7-3612QM 4 cores 6 GB
Server-Research-Node Intel Xeon E5-2690 20 cores 128 GB
Server-C4130-Node Intel Xeon E5-2670 24 cores 132 GB
GPUs
Server-k40-GPU NVIDIA TELSA K40 1248 CUDA cores 12 GB
Server-C4130-GPU NVIDIA TELSA K80 4992 CUDA cores 24 GB
Table 3.1: List of different devices available to be used in this study.
3.2.2 Ace lab Cluster configuration
Figure 3.2 shows the layout of the network topology for the ACE Lab’s HPC cluster.
The storage server (node) is use to host a shared file system, while the head node is
used for management, compilation and as an interface for the user to gain access to the
cluster. The cluster consists of six compute nodes, each with two Intel Xeon E5-2690 v2
IvyBridge CPUs (20 physical cores in total) and 128 GB of DDR3 RAM, as well as four
GPU nodes, each containing two Intel Xeon E5-2695 v3 IvyBridge CPUs (28 physical
cores in total), 132 GB of DDR3 RAM and two Nvidia Tesla K40 cards. The Dell c4130
node, is s more compact node similar to the gpu nodes, although it consists of two Intel
Xeon E5-2670 v3 IvyBridge CPUs (28 physical cores in total), 132 GB of DDR3 RAM
and two Nvidia Tesla K80 cards.
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The cluster runs on the CentOS 6.5 (Community Enterprise Operating System), an Linux
distribution based on the Red Hat Enterprise Linux (RHEL). The operating system is
actively developed for enterprise and HPC environments, widely used within the industry.
A combination of TORQUE (Terascale Open-source Resource) and the Maui Cluster
Scheduler is used for the scheduling and administration on the cluster.
Figure 3.2: A network topology diagram representing the configuration set-up for ACE
Lab’s HPC cluster.
3.2.3 Software compilers and Libraries dependencies
Python is a popular programming language, that supports multiple programming paradigms,
with features of a dynamic type system, automatic memory management and a comprehensive
standard library[28]. It is also widely used in the field of astronomy, with a strong
community of developers and variety of useful packages in astronomy research. The
prototyping scripts/code are written in Python and they depend on some of these useful
library packages.
These are the core packages required for the pythons scripts:
• Python: version 2.7 was the last major release for the 2.x, with an expected
long term support that leads on to 2020. Python 3.x was not considered, as some
astronomy packages such astroML are not supported yet.[74]
• Numpy: is fundamental package for scientific computing with Python. Here, it
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was used for various reasons including it’s powerful multi-dimensional array objects,
broadcasting functions and vectorization among other useful functions.
• Scipy: required for the efficient user friendly numerical routines such as numerical
integration, optimization, etc.
• Matplotlib: is a useful python 2D plotting library. Here it’s required to produce
the figures and plots of the results throughout this investigation.
• Astropy[73]: is required to read Flexible Image Transport System (FITS) files.
Most catalogs and datasets used in astronomy are stored this FITS format
• Cosmolopy[62]: is a required to convert the angular diameter distance from the
given redshift z of the galaxy clusters.
• Healpy[60]: provide an interface to the HEALPix pixelation scheme, and is required
to generate the mask map for the random catalog
The other codes that were explored and tested in this investigation are the CUTE
(OpenMP & CUDA) and the GP2PCF. The codes where written in C and required
some libraries for compiling and running the code. These are the key library packages
necessary:
• gcc C compiler: version 4.8.4 for the Ubuntu distribution
• GNU GSL library: (version 1.16) numerical library for C and C++ programs,
providing a wide range of mathematical routines such random number generators,
special functions, etc.
• CUDA: Toolkit 7.5 is the latest version of cuda available and offers a comprehensive
development environment for GPU accelerated applications.
The libraries selected above were the latest available packages during the course of the
investigation. The first two package are relatively easy to install relative to the CUDA
environment. It is very important to ensure that the environment variables are sourced
to the correct path and directories containing these libraries. Details on how to install
and set-up the CUDA environment can be found [30]
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3.2.4 Data catalogs
HIPASS (the HI All Sky Survey)[61] is a wide are survey of galaxies detected via their
neutral hydrogen (HI) emission by the Parkes radio telescope. These are the kind of
sources that will eventually be detected by the SKA and clustering analysis with HIPASS
was carried out locally, thus making this a good initial test catalog for this study.
As already mentioned, the main interest in this study is to investigate efficient computational
techniques for measuring the 3D spatial correlation functions and using these functions
to probe the masses of galaxy clusters. Therefore the main selection criteria for the
catalogs used in this study was based on their size to test the computational aspects of
the project, scientific significance in terms of the cosmological studies (mass/richness of
the clusters) and redshift information for computing the 3D distance. The Sloan Digital
Sky Survey (SDSS) is one of the largest ongoing surveys, with best maps of large scale
structure containing spectroscopic redshifts of thousands of galaxy clusters. The catalogs
considered in this study are the GMBCG cluster catalog from SDSS-DR7 [14] and the
SDSS-III[22] catalog, respectively.
Although the Planck SZ catalogs only contains a few thousand clusters of galaxies, they
pose a very interesting question in terms of the results from the cluster counts and mass,
as mentioned in section 2.2. A list of the catalogs used in this investigation is given
below. The Planck catalogs are accompanied by their selection function masks, that are
useful in generating the random catalogs used to cross correlate with the data catalog.
These catalogs and selection masks are publicly available on [20]. Table 3.3 list the the
selection function/mask files that were used with the Planck’s SZ catalogs.
Name Num of Objects Objects with Redshift Year Released
HIPASS
Hi cat.txt 4315 - 2009
SDSS
Clusters
GMBCG full 55 424 20 119 2010
Cluster DR9SZ 132 684 52 683 2012
PlanckSZ
Clusters
PSZ union validation v1.fits 1227 813 2013
HFI PCCS SZ-union R2.08.fits 1653 1094 2015




PSZ union validation v1.fits COM PCCS SZ-unionMask 2048 R1.11.fits
HFI PCCS SZ-union R2.08.fits HFI PCCS SZ-selfunc-union-survey R2.08.fits
HFI PCCS SZ-selfunc-union-cosmolog R2.08.fits
Table 3.3: A list of selection function masks used for generating the random fields for the
PLANCK catalog datasets..
3.3 Research Experimentation
This section presents the different investigations that are going to be performed in order
to answer the research questions of the project presented in section 1.2.1.
3.3.1 Experiment 1: Spatial 3D TPCF vs previous work
This experiment is designed to address the question regarding the algorithm used for
computing the spatial (3D) TPCF function in astronomy. It involves exploring a prototype
solution based on literature and testing that solution against previous results. In addition,
prior data preparation procedures are necessary, since the data from the catalogs is
required as input for the correlation function.
Therefore, the following procedure is follwed to perform this experimentation:
1. Develop python scripts for dataset pre-processing:
• Read the data catalogs and extract (RA, DEC, z, Mass), information from the
datasets
• Filter the data information with respect to desired (RA, DEC, z) limits
• Group data according to the desired mass bins, using richness for the SDSS
• Generate the random catalog to cross correlate with the data catalogs. (NB:
the random catalogs need to have same distribution (redshift and boundaries)
as the input catalogs
• Store the input and random catalog in a format (RA,DEC, z) to be used for
the next steps (Computing TPCF)
2. Develop python scripts to prototype the 3D TPCF algorithm.
3. Compute the the correlation function using prototype scripts and the datasets
produced in step 1
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4. Compare the output of the prototype scripts and compare with previous results
3.3.2 Experiment 2: Code Review and Performance Test
The goal of this experiment is to investigate accelerated solutions for computing the
correlation function and evaluating their performance against different catalog datasets
with various lengths and density. It also involved looking at methods to optimize these
solutions. CUTE was identified as an appropriate code to conduct this experimentation.
The steps to achieve this goal are as follows:
1. Generate the random datasets of various lengths based on the distribution of the
SDSS and Planck cluster catalogs
2. Compute the spatial 3D correlation function on the different available platforms
using CUTE (both OpenMP and CUDA versions) and increasing datasets produced
in step 1
3. Time the computational time for correlating the different datasets and evaluate the
performance of the code
4. Modify the code in CUTE to investigate methods to optimize the computation of
the 3D spatial correlation function.
5. Evaluate the performance of the modified CUTE code.
3.3.3 Experiment 3: Code application in cosmology
This experiment deals with the practical application of the TPCF in the context of
cosmology, by using the function to probe the mass of the Planck galaxy clusters. This
required some additional astronomy concepts, involving the computation of the bias and
models based on standard structure formation theory. We also measure the clustering in
different richness classes of SDSS to compare with the Planck clusters
This process followed for this experiment is described below:
1. For SDSS, generate datasets grouped according to the different mass bins from the
input catalog. (Similar to step 1, in experiment 1)
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2. Compute the TPCF of these SDSS datasets and the Planck clusters sample. Then
plot them on the same axis for comparisons
3. Use the LAMBDA-CAMB Web interface to generate the power spectrum of Dark
Matter, from the cosmology parameters used in the construction of the survey/catalogs.
4. Compute the clustering of Dark Matter from the power spectrum generated in step
2
5. Measured the bias(offset), using the clustering of the galaxy clusters and that of
Dark matter measured in step 2, 4 respectively.
6. Identify a calibration of the bias-halo mass relation based on standard structure
formation theory
7. Use the model from step 6 to infer the mass of the clusters using the bias computed
in step 5.
3.4 Data Collection and Analysis Methods
This section of the methodology explains how data is obtained and recorded from the
experiments described in the previous section. Each experiment has a different goal to
address, hence different analysis methods are employed dependent on the experiment.
3.4.1 Experiment 1: Spatial 3D TPCF vs previous work
The data to be collected and analysed for this experiment can be summarized as follows:
• catalog dataset plots: plots of the data extracted from the input catalogs. This
includes; 2D distribution of sources and the (RA, DEC, Z) distribution for the
clusters.
• random dataset plots: plots of the random catalog datasets produced from
information of the input catalogs. This can be compared with the data in the
previous point above
• histogram outputs tabulates the values of auto-correlation and cross-correlation
histograms (DD, RR, DR). This is used to estimate the TPCF.
• correlation plots: plots of the output of TPCF measured.
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3.4.2 Experiment 2: Code Review and Performance Test
This experiment deals mostly with the measurement and the performance analysis of the
CUTE code. Thus, the primary information to be analysed during this experiment is the
computational time required to perform the function and the given resource.
This data is presented in the form of:
• time list: tabulates the execution time for the auto-correlation(DD,RR) and cross-
correlation (DR) for different sized datasets.
• execution time: tabulates the execution times for the different solutions and
platforms when measuring the correlation functions.
• time figure: this plots the variables from the time list onto the same axis for easy
comparisons of the data.
• ganglia charts: shows the CPU utilisation of the code during runtime on the HPC
node cluster.
3.4.3 Experiment 2: Code application in cosmology
The goal of this experiment is to test the TPCF developed on real data, specifically
probing the masses of Planck clusters.
The information collected in this experiment consists of:
• clustering signature: plots of the output of the correlation functions measured
of the different datasets of the catalog, separated according to their mass/richness
bins from the SDSS. It also includes clustering of Dark Matter obtained from DM
power spectrum.
• DM power Spectrum: power spectrum of Dark Matter obtained from LAMBDA-
CAMB web interface, using cosmological parameters from the catalog.
• bias offset: describes the relationship between the clustering signature of the
Planck galaxy clusters and DM.




Dataset Preprocessing & TPCF
Solution Design
This chapter details the description of the data preprocessing method implemented for
extracting the required information to compute the TPCF from the data. The chapter
also includes a description for the conceptual prototype solution developed, as well as the
details for the the 3D boxing technique used in CUTE, for optimizing neighbour searching
of objects in the datasets.
4.1 Data Preprocessing
Astronomical data catalogs contain arrays of information on the different properties of
objects observed during a survey. These catalogs can be made available in different
formats depending on the source of the catalog and not all the information contained in
them is needed for computing the correlation function. In this chapter we look at the
python script (”loadCat genRdat.py”) developed for the dataset preparation step, which
includes; reading and filtering(redshift, RA, DEC & Richness/Mass) data, generating
random catalog/s and then formatting data into the required structure.
4.1.1 Reading the Data Catalogs
The main information required for computing the spatial correlation function is the
RA,DEC and redshift. The RA and Dec are also sufficient for computing the angular
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correlation alone. However, our interest also involves understanding how clustering is
related to richness/Mass of the galaxy clusters, so we extract information on these
quantities too. A list of the catalogs that were used during this study is given in Table
3.2.
Here we provide a brief description of how the required information was extracted from
different catalogs:
• HIPASS: this catalog was used as a test case of the initial prototype script testing
the angular clustering against previous work. The catalog is available in text file
(’hi cat.txt’) format. The RA, DEC are recorded in columns 3, 4 respectively and
stored using the HH:MM:SS notation. The catalog does not contain the redshift
information, however column 18 contains a velocity mask which can be used to
estimate the redshift. In order to read this data from the HIPASS catalog the
script needs to be run as follows:
– ”python loadCat genRdat.py path to catalog -f 03”
where path to catalog is the path to the hi cat.txt file and ”-f” flag executes the
functions for handling this type of catalog. This will load the data into a Numpy
array and converts the RA, DEC from HH:MM:SS notation into degrees (◦) and
the velocity masks into their equivalent redshift values. Then, the data structure
from this catalog is a 3-D NumPy array consisting of information about [RA, DEC,
Z], with RA and DEC in degrees.
• SDSS: we use catalogs of clusters generated from the original galaxy catalogs.
These catalogs are available as ASCII tables stored in a text file. The information
about the [RA, DEC, Zph, Zsp,Richness] is contained in columns [1, 2, 3, 5, 21]
for the GMBCG full.txt catalog and columns [0, 1, 2, 3, 4, 7] respectively for
the Cluster DR9sz.dat catalog. The catalogs contain information for both the
photometric(Zph) and spectroscopic(Zsp) redshifts of the clusters. Thus, when
reading the catalog one needs to choose which redshift to use between. The default
selection of redshift in the script is set to use the spectroscopic redshift, however
this can be changed by setting the ’-z’ to 0 when running the script.
For reading the GMBCG catalog, with spectroscopic redshift. The script is executed
as follows:
– ”python loadCat genRdat.py GMBCG catalog ”
and for reading the photometric redshift
– ”python loadCat genRdat.py GMBCG catalog -z 0”
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The Cluster DR9sz catalog is read in a similar way, with the exception that the
’-f’ must be set to 1. Then, the data structure from this catalog is a 4-D NumPy
array consisting of information about [RA, DEC, z, Richness], with RA and DEC
in degrees. The Richness is used as a proxy for the mass of the clusters.
• Planck SZ: catalogs are available in ”FITS” format, with the data stored within
ASCII tables. The script uses the python pyfits module to load data table from
the catalog and then extract the data fields corresponding to (”RA”, ”DEC”,
”Redshift”, ”MSZ/M YZ” and ”COSMO”). The ”MSZ/M YZ” represent the mass
of the clusters inferred using the SZ effect and the ”COSMOS” is the flag for
the clusters used for cosmological samples in Planck. These catalogs are provided
together with the selection/mask function files that are useful when generating
the random catalog. Therefore, reading these catalogs requires that we load the
appropriate masks for the catalogs. The script is executed as follows when reading
these catalogs:
– ”python loadCat genRdat.py ”Planck catalog” ”Planck mask” -f 4”
The data structure from reading this catalog is a 5-D NumPy array consisting of
information about [RA, DEC, z, Mass, Cosmo], with RA and DEC in degrees.
Once we’ve loaded the appropriate data from the catalog we are interested in, we filtered
out clusters that do not contain valid redshift information (i.e z=[0, -1, nan]). Also, due
to the irregular distribution of clusters noticed in the Sloan catalogs and the lack of a
mask for the catalog, we used the data within the continuous region (140 < RA < 220
and 20 < DEC < 60).
4.1.2 Generating Random Catalog
In order to accurately estimate the TPCF, we needed to produce random catalogs with
the same coverage as the input data read from the catalog. We used the coverage of
the input data array to define the boundary conditions for the random catalog and used
re-sampling of redshifts in order to archive the same redshift distribution as the input
catalog. Due to the spherical coordinate system used to specify positions, the distribution
towards the poles thins out in the rectangular projection
The HIPASS and SDSS cluster catalogs had enough data samples contained within a
continuous region. Thus, we only used samples of the catalogs that were contained within
those continuous region from these catalogs. Now, assuming we need to generate a random
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catalog with N objects, we generate 10 × N random positions within the defined (RA,
DEC) boundaries from the input catalog, and then randomly select N unique positions.
We then generate N samples with same z distribution as the input data catalog.
For the Planck catalogs we used the masks provided to filter regions not included in
the catalogs. The mask is read in as a HEALPIX(Hierarchical Equal Area isoLatitude
Pixelation) map using the healpy module.T his produces subdivisions of a spherical
surface, wherein each pixel on it covers equal surface area. The ”NSIDE” value is very
important for determining the number of pixels in the Healpix map and corresponding
the pixel value with the position on the map. Therefore, once we’ve read the mask we
extract the NSIDE value using the healpy function ”get nside”. Then the following
steps are implemented in generating the random catalog:
1. We then generate 10 × N random pairs of (RA, DEC) with similar boundaries as
the input catalog data
2. Convert the (RA, DEC) pairs into radians (φ, θ), with φ = RA and θ = 90−DEC
in radians
3. We then used the healpy function ”ang2pix(NSIDE,φ, θ)” to convert (φ, θ) into
pixels, using the NSIDE value read from the mask
4. Then apply the read mask map on the pixels generated on the previous step,
discarding pixels that do not belong in the mask map. (Note: We used NumPy
broadcasting in this step. Thus instead of converting the pixels back into their (RA,
DEC) we could index them using the mask array.
5. Then randomly select N (RA, DEC) unique pairs to form part of the random
catalog
Finally, the output when generating the random data catalog is a 3D NumPy array
containing data with the desired N pairs of (RA, DEC) with the same boundaries and
redshift distribution as the input data catalog.
4.1.3 Formatting and Storing
After successfully reading the input catalog, filtering the data and generating the appropriate
random catalogs for them, we had to store the data in a format easily usable for computing
the TPCF in the next phase. For the python prototyping scripts the (RA, DEC) are
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converted into their radian equivalent (φ, θ) and the redshift (z) converted into the
comoving-distance (χ). Then the data is stored as a 3-D NumPy array(φ, θ, χ), as they
are faster to load in python relative to a text file. The data for the RA, DEC and z is
also stored into text files to be used as inputs to the CUTE code.
Therefore, the output produced from the Dataset preprocessing step can summarised and
categorised as follows:
• Data Verification
– Input & Random catalogs data 2D and 3D plots
– Input & Random catalogs data RA, DEC and z distribution plots
These plots help to verify that the generated random catalogs are within the
requested constrains of the input catalog (see figures 5.2).
• TPCF Prototype Scripts input catalogs
– 3D NumPy array contain data of the (φ, θ, χ) for the input catalog
– 3D NumPy array contain data of the (φ, θ, χ) for the random catalog
Used as input and random catalogs for the TPCF pythons scripts
• CUTE input catalogs
– InpuDat text file contain data of the (RA, DEC, z) from the input catalog
– randomDat text file contain data of the (φ, θ, χ) for the random catalog
– mask file text file with defined boundaries of the InputDat
– z dist text file with the redshift(z) distribution of the InputDat
These are used as input parameters for the CUTE code.
4.2 Conceptual Prototype Solution
This section presents the development of the initial conceptual prototype solution for
computing the TPCF algorithm.
Figure 4.1 shows a flow diagram for a general overview of how the python prototype
solution is implemented to compute the TPCF. Firstly, the input and random catalog
produced from the data preprocessing phase are read. Then the separation bins to be
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used are either read from a file(bins from CUTE) or generated by the code. Thereafter,
the type of correlation function to be computed is determined (see section 2.4), followed
by the auto-correlation and cross-correlation of DD, RR and DR respectively(see section
2.3). Once the DD, RR and DR have been computed, the TPCF is estimated using either
the Landy-Szalay or Peebles & Hauser estimators. Finally, the output of the TPCF is
written to a file and a plot of the function is generated.
Figure 4.1: Flow diagram for the Prototype solution
The code defining the functions for the auto-correlation, cross-correlation and the estimation
of the TPCF is attached in appendix: B.1, B.2 & B.3 respectively.
4.3 CUTE 3D Boxing Solution
Often when computing the TPCF, the maximum distance scale of interest is substantially
smaller relative to the size of dataset in the catalogs. Therefore, it is important to
investigate methods that reduce the unnecessary calculation of pairs of objects outside
the region of interest. A brief discussion on the neighbour searching methods implemented
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in CUTE was presented in section 2.6.1, together with an illustration in figure 2.14. This
section explores the details of CUTE’s 3D boxing scheme, used when computing the
spatial 3D correlation function.
Figure 4.2 shows a flows diagram of how the 3D boxing scheme is implemented in CUTE.
This was derived from analysing the CUTE source code file (”boxes3D.c”) and some
snippets of the code are provided in appendix B.4. The methods for this boxing scheme
can be broken up into three main categories, which involves; first determining a box to
encompass the full catalog, followed by dividing the the box into small boxes and finally
associating objects with a cell box.
This method was designed such that it mostly depends on the number density of the
catalog, the maximum distance the scale of interest(Rmax) and the number of boxes
used[11]. This is evaluated by the ”optimal nside” function shown in appendix B.4 (code
lines 1 − 11). The function was defined to generate the minimal number of boxes from
the whole catalog.
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Experiment 1: Spatial 3D TPCF vs
previous work
This chapter details the implementation and results found during the first phase of
experimentation. In this experiment, we test various aspects of our investigation such
as correctly reading the data catalogs, generating the appropriate random catalogs and
testing the proposed python prototype solution against known past results. Firstly, we
test the python script by measuring the clustering of HI galaxies detected in HIPASS and
compare with past results. Then, we further test the prototype scripts with a subset of
SDSS cluster catalog.
5.1 Clustering of HI galaxies in HIPASS
The HIPASS catalog has been used previously by Passmoor at el (2011)[17] to study
the clustering of HI galaxies. In this section we present an initial test of the proposed
prototype by measuring clustering of these galaxies to verify our solution against the
results found in their paper. In section 5.1.1 we present the data extracted from the
catalog and the appropriate random catalogs generated during the preprocessing step. In
section 5.1.2, we compare our result with those reported in the previous study.
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(a) Input (b) Random
Figure 5.1: 5.1a presentes the 2D Plot of the HIPASS input data and 5.1b the random
catalog generated.
(a) Input (b) Random
Figure 5.2: 5.2a presented the 3D plot of the HIPASS input data and 5.2b the random
catalog generated
5.1.1 Data
The HIPASS survey covered the whole southern sky and the catalog contained 4315
galaxies detected in HI. Using the python script of the data preprocessing step we
managed to read the catalog and generate the appropriate random catalog. Figure 5.1a
shows the 2D plot of the galaxies represented using their (RA, DEC) and Figure 5.2a
presents 3D plot of the same galaxies using the redshift information. The plots of the
random catalogs that were generated using this dataset are shown in Figures 5.1b & 5.2b.
Observing the plots of data from the input catalog, we can see a clear indication of
clustering in some regions of the sky. We also notice a decrease in the density of sources
towards the pole at dec= −90◦(a result of the projection of the sphere onto a plane). The
generated random catalog consist of non-clustered sources, accurately reproduced within
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the same constrains of the input catalog. From the 3D plots we notice that the sources
are observed at very low redshift, in the ranges 0.01 < z < 0.05.
5.1.2 Results of HIPASS clustering
Figure 5.3a shows results from the previous study by Passmoor et .al (2011), with the
blue plots measuring the angular correlation function for HIPASS data. The dashed
line represents the corresponding power law fit for the data, defined by the equation 2.4
and the parameters given in table 5.1. Figure 5.3b shows our result from measuring the
angular correlation using the prototype solution. We also included the fit line defined
by parameters in table 5.1 and the plot shows that our results are consistent with those




Table 5.1: The angular fitted parameters, Aω and δ [17]
In the previous study, the authors did not compute the spatial 3D correlation function
directly from the data. However, they provided a projected correlation with a fit line




Table 5.2: The projected 3D clustering fitted parameters, 1/r0 and γ [17]
We used the prototype scripts to compute the spatial 3D correlation function directly
from the data and our result is shown figure 5.4. The dashed line shows the projected
correlation function from the previous study. The plot demonstrates our result from
directly computing the 3D spatial correlation function are in agreement with those
expected from the previous study. However, it is worth noting that the HIPASS catalog
consisted of galaxies with very low redshifts(0.01 < z < 0.05). Thus, there was still a
need for a sample with a larger redshift distribution to test the prototype scripts.
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(a) Previous Study[17] (b) Current Study
Figure 5.3: An angular correlation function for HIPASS, comparing the current solution
with work previously in literature. The plot on the left 5.3a is from Passmoor et al.(2011)
and the one on the right 5.3b is from our current implementation
Figure 5.4: The spatial 3D correlation function for HIPASS, computed using the
conceptual prototype script. The dashed blue line shows the projected power law fit
using parameters in table 5.2.
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5.2 Clustering in SDSS clusters
In this section we continued to test the prototype script using a samples of the GMBCG
SDSS cluster catalog. This catalog consists of considerably more sources than HIPASS,
across a wide redshift range of 0.1 < z < 0.6. This offers a better sample for testing
the spatial correlation function of the prototype solution and it is useful in our study of
the clustering of Planck clusters. In section 5.2.1, we show the preprocessing of the data
read from the catalog. Then in section 5.2.2 we present the results from computing the
angular and the spatial 3D correlation functions.
Figure 5.5: Sky coverage in the GMBCG public catalog based on SDSS DR7. Each point
shows the position of one cluster on the sky. [14]
5.2.1 Extracting The Data
Figure 5.5 shows the sky coverage of the GMBCG public catalog that was published
together with the catalog. In figure 5.6a we show the output of the data read during the
preprocessing step from the same catalog and note that sky coverage is similar to that
seen in the previous figure. Then, we filtered out clusters without a valid redshift data
shown in figure 5.6b. Some of the clusters contained both spectroscopic and photometric
redshifts, while some only have photometric data. Photometric redshifts are estimated
using the magnitudes in a few photometric bands and have large uncertainties. Figure
5.7 shows the difference between the distribution of the two types redshifts presented in
the catalog.
Due to the lack of a mask/selection function file for the SDSS catalogs, we only used
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(a) SDSS Input Data (b) SDSS Filtered Z
Figure 5.6: Input data read from GMBCG cluster catalog. Fig:5.6a shows all the clusters
from the catalog and fig:5.6b shows only those with valid redshift information. The red
rectangle shows the continious region used in our analysis.
(a) Photometric Redshift (b) Spectroscopic Redshift
Figure 5.7: The photometric and spectroscopic redshift distribution of the SDSS clusters
a sample of clusters found within a continuous region as shown in figure 5.8a. Figure
5.8b shows the random catalog generated, consisting of sources reproduced within the
same region of the selected data. The random catalog also needs to have a smoothed
redshift distribution similar to the input catalog as shown figure 5.9. In order to minimize
the error in estimating the the TPCF function, we generated the random particles with
more sources than the input data. It is important to note that although the random
catalog generated had more sources than the input catalog source, they still have the
same redshift distribution.
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(a) Input Filtered XY (b) Random Filtered XY
Figure 5.8: Selected continuous(red box fig5.6b) region of the SDSS clusters, to be used
as the sample for computing the correlation function.
(a) Redshift Input XY (b) Redshift Random XY
Figure 5.9: Redshift distribution for the input(left) filtered data and the random(right)
catalog. The random catalog contains 10 times the number of sources of the input data,
but still same redshift distribution.
.
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5.2.2 Results of SDSS clustering
Figure 5.10 shows the spatial 3D correlation functions of the SDSS clusters computed
using the prototype script. The blue plot shows the 3D spatial correlation function
computed using spectroscopic redshift and the cyan plot corresponds to the computation
using the photometric redshifts of the clusters. A summary of the total number of objects




Table 5.3: Number of clusters from GMBCG catalog, used for computing the correlation
function
From the plots we can observe a difference between the clustering signal measured using
the spectroscopic redshift compared to the photometric sample. This is due the fact
that photometric redshifts are estimates using 5 measurements across the spectrum.
Particularly on small scales, distances are not captured accurately and clustering measurements
need to be corrected for the lack of information, thus there is an expectation of error
associated with photometric redshift. This is explained in detail by Sereno .et al (2015)
in their paper [13]. We note that our results are similar to theirs.
Figure 5.10: The 3D correlation function for SDSS GMBCG clusters. Comparing the
clustering of samples of clusters based on their spectroscopic and photometric redshifts.
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5.2.3 Estimating errors in TPCF
We investigated the inclusion of error bars on each point in the TPCF. We initially
included Poissonian uncertainties and also explored the bootstrapping technique used in
Passmoor et al. In Chapter 6 and 7 we move from the prototype script to the CUTE code
which includes routines dealing with uncertainty estimates. We thus did not explore this
further in the context of the prototype script.
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Chapter 6
Experiment 2: Code Review and
Performance Test
This chapter presents the investigation into the performance value offered by computing
the TPCF on shared memory systems and GPU accelerators respectively. The main goal
is to test how well these solutions scale with an increasing dataset. We used the CUTE
code during this investigation phase, since it was publicly available in both OpemMP
and CUDA. Thus, enabling us to test both platforms effectively. Firstly, section 6.1
provides some comparison between the results from the prototype scripts and a single
thread OpenMP solution of CUTE code. We motivate for the use of CUTE.
In section 6.2 evaluate the performance of the original CUTE code against an increasing
dataset and on different platforms. We test the code on two different datasets in terms
of distribution density and sky coverage, while keeping the number of objects within
each dataset the same. The results show a poor load balancing and scaling for one
of the datasets, thus indicating a problem within the code. In section 6.3 we present
the results from a modified version of CUTE, wherein we made slight changes to the
CUTE boxing scheme. This offered a significant performance improvement relative to
the original performance of the code.
6.1 Prototype Scripts vs CUTE
In the previous chapter we presented the results of measuring the 3D spatial correlation
using the proposed prototype scripts. We compared results from our prototype scripts to
those obtained using the CUTE code and obtained similar results, with some minor
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differences. CUTE measures the 3-D correlation function as a function of r and µ
described in Figure 2.16 and we needed to integrate over µ to compare directly with
our code. Approximations in this integral lead to the minor differences but given the
differences in execution time discussed later, we decided to concentrate on CUTE and
not investigate the integration further.
Table 6.1 contains a list of execution times it takes to compute the correlation function
for both the CUTE and prototype code on the datasets presented in section 5.2. The
prototype solution was based on a simple serial approach, using python’s NUMPY array
broadcasting to compute the distance only once between every point in the dataset.
This means given Nin & Nrnd as number of objects for the input and random catalog
respectively, we compute the distance for onlyNin(Nrnd−1)/2 objects for the autocorrelations
(DD, RR) and then the cross-correlation (DR) between them is Nin×Nrnd objects. The
CUTE results were taken from a serial implementation using a single thread execution.
The boxing technique was used to avoid computing distances between objects beyond the
region of interest.
As expected, in the case where the input and random catalogs have the same number
objects, the computational time for autocorrelating (DD, RR) takes roughly the same
time, while the cross-correlation time approximately takes twice as long. This similar for
both the prototype solution and the CUTE code. However, in the case where the random
catalog consists of ten times the input dataset, the prototype solution takes ∼ 100 times
longer to compute the autocorrelation of (RR) relative to that of (DD). This illustrate an
N2 computational complexity. Whereas, the CUTE code takes ∼ (60, 86) times longer
for the (63880, 175880) datasets respectively. This shows the improvement offered by the
boxing technique in CUTE, although it is not constant on both datasets
Code
Dataset Correlating T (ξ(s))
# objects DD RR DR (seconds)
PyScripts
Nrnd = Nin = 6388 9 9 15 34
Nrnd = Nin × 10 = 63880 9 829 130 969
Nrnd = Nin = 17588 56 59 91 206
Nrnd = Nin × 10 = 175880 64 6568 1292 7895
CUTE (1
thread)
Nrnd = Nin = 6388 0.039 0.038 0.076 0.156
Nrnd = Nin × 10 = 63880 0.039 2.356 0,333 2.731
Nrnd = Nin = 17588 0.139 0.138 0.277 0.556
Nrnd = Nin × 10 = 175880 0.139 12.079 2.014 14.304
Table 6.1: Execution times for correlation computed using the python prototyping scripts
compared to that using CUTE OpenMP code using 1 thread.
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The overall execution time for the codes is shown in the last column of the table. The
CUTE code on a single thread is much faster than the python prototype script, offering
a speed up factor of ∼ 200 and ∼ 500 for the catalog datasets of 6388 and 17588
objects respectively. This is because the prototype scripts had only been developed as a
conceptual tool for computing the 3D spatial correlation function and not fully optimised
for performance. However, noticing the great speed up factor offered by a single thread
OpenMP run of CUTE, we used this code to investigate further the research questions
of this thesis for the remainder of our study.
6.2 CUTE Performance Evaluation Results
In this test the spatial 3D rm (uses the r, µ convention) correlation function was calculated
for catalogs of different sizes within the range 104 − 107 number of objects. These
catalogs were generated based on SDSS catalog with the same sky coverage and redshift
distribution presented in figures 5.8 and 5.9 respectively. Figure 6.1 shows the computational
times for a single auto-correlation(RR) of the random catalogs, taken from different
platforms. The GPU implementation offers the best improvement, with a speed up factor
of ∼ 40 relative to the single core implementation. The OpenMP version on a laptop
with 4 cores achieved a speed up of 4, whereas speed up of ∼ 14 can be achieved on a
single node server with 20 cores and a Dell c4130 node with 24 cores.
In order to test the code further, we generated a different dataset of catalogs based on
the PlanckSZ catalog, while keeping the same number of objects. The sky coverage and
redshift distribution for these datasets are shown in Figures 7.1 and (7.2a) respectively.
Figure 6.2 presents a comparison of the computational times required to calculate the
auto-correlation(RR) on the different dataset, for both OpenMP and GPU implementations.
Although both datasets contain the same number of objects, there is a significant difference
in the computational times required in both techniques.
Figure 6.3 shows the CPU utilisation graphs extracted using the Ganglia[55] monitoring
tool from the compute nodes (CUTE OMP Research 20 cores) when computing correlation
functions for the results presented in Figure 6.2a. The gaps between the graphs represent
the transition between datasets, starting from the the lowest to the highest number of
objects. The SDSS(fig 6.3a) datasets indicate a well balanced CPU work load, with a
relatively quick roll off time towards the end of the dataset. Therefore, very little time
was spent with idle CPUs. However, for the Planck(6.3b) datasets the graph shows a
poorly balanced load on the node. The code start off with work distributed across all the
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Figure 6.1: Computational times from different devices, calculating the spatial (3D -
rm) auto-correlation (RR) of different sized catalogs. The GPU implementation show
a substantial speed up factor of ∼ 40 relative to the sequential single core approach.
While parallel implementations of the OpenMP on a Laptop and the servers(20 Cores,
24 Cores) show a speed up factor of ∼ (3.5− 14) respectively.
CPUs, then drops of with gradually leaving most of time computational time spent with
idle CPUs. This difference in notable in both the OpenMP and CUDA implementations
of the code.
The Planck data is spread out over a much larger sky region than the SDSS data, so
the results indicate that the computation in CUTE is largely dependent on the number
density of the objects in the catalog. Therefore, this problem is likely due to the boxing
technique employed by CUTE, resulting in some boxes with more densely packed objects
than others. The parallelism scheme for CUTE involves sending boxes of data to multiple
processors and as soon as a box is complete, a new box of data is sent to the processor.
Thus if the boxes are big and inhomogeneously populated, this can result in a serious
load balancing issue as seen with Planck dataset. In the next section, we present results
of a modified version of the boxing scheme employed in CUTE.
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(a) Scaling OMP SDSS vs Planck (b) Scaling GPU SDSS vs Planck
Figure 6.2: Computational times of different sized catalogs, comparing datasets generated
based on the SDSS and Planck catalogs respectively. Figure 6.2a presents the OpenMP
version on a server node with 20 cores and figure 6.2b shows that GPU implementation.
(a) Node perfomance SDSS datasets (b) Node perfomance Planck datasets
Figure 6.3: Ganglia report on the CPU utilisation extracted from the compute nodes
when running spatial 3D rm (expressed in terms of (r, µ)) correlation with CUTE, for
the results shown in figure 6.2a. The SDSS datasets(fig 6.3a) show a well balanced load
scaled across the CPUs, whereas the Planck(fig 6.3b) dataset indicate very poor load
balancing on the node.
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6.3 CUTE Modified 3D Boxing Results
Instead of generating the boxes based on the number density of the source, we modified the
code to generate the boxing scheme based on the ratio between the maximum distance(R -
max) of interest and the physical boundaries of the catalog. This effectively reduced the
box sizes generated, allowing for optimal load balancing across the available CPUs. A
summary of the actually number of objects, the computational times for each datasets
and code implementation is given in table 6.2.
These results are also shown in figure 6.4, comparing the modified code against the
original implementation. For relatively small numbers of objects (#obj < 5 × 105) the
computational times are similar. However, as the datasets increase (#obj > 5 × 105),
the plots indicate that the modified boxing scheme provides a significant performance




SDSS Dataset T (ξRR(r, µ)) Planck Dataset T (ξRR(r, µ))
normal 3DBoxes modified 3DBoxes normal 3DBoxes modified 3DBoxes
10940 3.99E+01 3.61E+01 5.50E+01 8.31E+01
54700 1.35E+02 1.69E+02 8.15E+02 1.33E+02
109400 3.73E+02 4.19E+02 3.42E+03 3.51E+02
547000 1.22E+04 5.61E+03 6.76E+04 5.61E+03
1094000 4.59E+04 2.26E+04 2.88E+05 2.03E+04
2735000 3.22E+05 1.22E+05 1.87E+06 1.13E+05
5470000 1.28E+06 4.52E+05 7.75E+06 4.50E+05
10940000 5.32E+06 1.85E+06 3.42E+07 1.76E+06
16410000 1.22E+07 4.18E+06 7.49E+07 3.98E+06
Table 6.2: Execution times on different size catalogs, for the spatial 3D(r,µ), comparing
performance of the normal and modified CUTE 3D boxes technique. The elapsed times
were measured using the OpenMP timing functions. The times are in milliseconds (ms)
and correspond to the auto-correlation of RR (for a full calculation of the TPCF it would
take (2− 3) times longer.)
The yellow and green plots in figure 6.4, also shows that the computational time for the
modified code is similar for both the different datasets. Figure 6.5 shows the ganglia
report on the CPU utilisation when running the modified CUTE code for these datasets
respectively. The graphs shows that the modified code offers much improved performance,
with a better workload balancing across all CPUs. Unlike the previous report shown in
Figure 6.3, there are no idle CPUs during the execution of the code. This results in the
optimal utilisation of available resources, therefore improving the overall computing time
for the CUTE code.
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Figure 6.4: Computational times of different sized catalogs, comparing results from
the modified boxing technique(modified 3DBoxes) of CUTE (OpenMP) against CUTE’s
original(normal 3DBoxes) version (similar to the ones presented in fig 6.2a).
(a) Node perfomance SDSS dataset (b) Node perfomance Planck dataset
Figure 6.5: Ganglia report on the CPU utilisation from the compute nodes when running
the correlation function with the modified CUTE boxing technique. The graphs shows a
well balanced work load for both datasets, with no idle CPUs.
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Optimally, the expected speed-up factor that can be achieved by increasing the number
of cores would be linear. Thus, doubling the number of cores should halve the required
runtime. Figure 6.6 shows a plot testing scalability of the code when increasing the
number of cores for different sized catalogs. The plot also indicates the the speed up
profile is consistent across the different catalogs, with an improved performance achieved
by increasing the number of cores. The average speed up factor observed by doubling
the number of processing elements between the different configurations is shown listed
in table 6.3. The lowest average speed up achieved is 1.848, with an efficiency of 92.4%
relative to the expected speed-up of 2.







Table 6.3: Average speed up factor achieved by doubling the number of cores.
Figure 6.6: Computational times of different sized catalogs, comparing the scaling of
the modified code with an increasing number of cores for the CUTE OpenMP (modified
3DBoxes) version.
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Figure 6.7 shows the performance results of the modified boxing scheme implemented
on the GPU platforms. The plot shows that for relatively small datasets which contain
objects less than ∼ 1 × 105, the original version of the CUTE CODE is more efficient.
However, this difference is insignificant considering that all the runtimes are still within
30 seconds. As sizes of datasets increases (number of objects > 5 × 105), we can see a
performance improvement with the modified boxing scheme, achieving a speed up factor
between (1.12− 1.78) and (2.13− 10.37) for the SDSS and Planck datasets respectively.
Figure 6.7: Computational times of different sized catalogs, comparing results
from a modified boxing technique(myRmax) of CUTE (CUDA) against CUTE’s
original(Normal) version (similar to the ones presented in fig 6.2a).
6.4 Projections for larger catalogs
As mentioned in Chapter 1, the SKA could generate catalogs containing billions of objects.
Figure 6.8 shows that more than 20 cores, or the current high end GPU accelerator would
be required if clustering analysis is to be done in a reasonable amount of time for these
large surveys. We note that estimating the uncertainties on the points in the TPCF is
even more computationally intensive than computing the function itself, often requiring a
factor of 10 more runtime. Also, higher order statistics such as three-point functions[86]
are useful in cosmology and are even more computationally intensive. This reinforces the
idea that clustering studies will need significant HPC resources in the future.
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Experiment 3: Code application in
cosmology
This chapter presents the practical use of code in a clustering study to address the
significant cosmological question described in section 2.2. The study deals with using
the clustering signature measured from the correlation functions as a probe of the mass
of clusters, particularly those detected in Planck. In section 7.1 we present the data
that we used in this study. This includes a selection of SDSS clusters from the cluster -
dr9sz catalog(see section 3.2.4) based on their richness, using the same range selection
as that presented in [13]. Section 7.2 presents the results of the clustering as a function
a mass/richness. Then in section 7.3 we present the results of probing the mass of the
Planck clusters detected through their SZ signature.
7.1 Data
Figure 7.1 shows a plot of the data from the Planck’s SZ 2015 union catalog of clusters,
together with the random catalog data produced using the two masks provided. The
catalog contained 1093 clusters with confirmed redshift information and the random
catalogs were generated with 10 times the numbers of clusters in the input catalog. As
seen the from the plots the Planck survey covers most of the sky. The masked out region
represents the section of the sky in which the galactic plane of our galaxy is located,
making it difficult to observe sources within this region. Also, the random catalogs





(b) Random Data Union Mask (c) Random Data Cosmology Mask
Figure 7.1: Input data of 1093 clusters with redshift (7.1a) from Planck’s 2015 SZ catalog,
together with the two masked random data catalogs produced using the Union mask
(7.1b) and the cosmology mask (7.1c containing 10 times the number of input sources)
The redshift distribution of these clusters is shown in figure 7.2a with an average redshift
z of ∼ 0.25. In figure 7.2b we plot the distribution of the measured SZ mass from the
catalog. The average mass of these clusters based on their SZ signature is ∼ 4.8 × 1014
solar masses. Figure 7.3 shows the richness(ngals) distribution of the SDSS clusters. The
richness can be used as a proxy for the mass in the clusters. In our study we used it
to select sub-samples of these clusters based on different richness bins to measure the
clustering at these scales.
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(a) Redshift Distribution (b) SZ Mass Distribution
Figure 7.2: The redshift and SZ Mass distribution of the clusters from Planck’s 2015 SZ
catalog
Figure 7.3: Richness Distribution in SDSS DR09 of clusters
7.2 Result: Clustering of with Richness
Figure 7.4 shows the results of clustering in four richness selected cluster samples from
the SDSS survey, compared with those of the Planck SZ clusters(using the mask in Figure
7.2a). The blue, red, green and cyan plots refer to the increasing richness selection 12 <
Ngals < 16, 16 < Ngals < 21, 21 < Ngals < 30 and Ngals > 30, respectively. As it can
be seen from the plot, the amplitude of the clustering increases with richness selection.
This indicates that sources with a higher mass/richness have stronger clustering.
The magenta plot represents the clustering of the Planck SZ clusters. We can also observe
that the Planck SZ clusters have a much higher clustering signature compared to the
SDSS samples. This suggests that the mass of Planck clusters is more higher than those
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detected in the Ngals > 30 bin. We compared the clustering of the Planck clusters from
the cosmology sample with the full sample and the results where consistent with each
other.
20 30 40 50 60











Figure 7.4: The 3D correlation function of 4 richness selected SDSS DR09 cluster samples,
compared to the Planck SZ selected clusters.
7.3 Probing The Mass of SZ Clusters
In this section use the clustering signature of the Planck clusters to estimate average
mass of the clusters. Firstly we need to calculate the clustering of Dark matter. Then
we use that together with SZ clustering to get the bias, which is useful for estimating the
mass of the clusters.
7.3.1 Clustering of Dark Matter
The power spectrum of dark matter is well understood within the ΛCDM model and can
be easily generated using the correct parameter configurations. We used the LAMBDA-
CAMB web interface tool and the Planck cosmological parameters provided in the paper
[18] to generate the dark matter power spectrum. We then used the dark matter power
spectrum data from LAMBDA-CAMB to calculate the spatial correlation function of
Dark matter using equation 2.2 as described in section 2.3. A summary of the relevant
cosmological parameters used is given in table 7.1.
77
7.3. PROBING THE MASS OF SZ CLUSTERS












Number 1, 2.46e− 9
Scalar Amplitude 0.96
Transfer Function kmax 20
Table 7.1: LAMBDA-CAMB parameters used for generating the power spectrum of Dark
matter. The cosmological parameters are based on Planck 2015 results XXIV [18].
Figure 7.5 shows the results of the spatial correlation function of the Dark matter
compared to that of Planck’s SZ clusters. The error bars for the Planck clustering were
estimated by calculating the standard deviation of the TPCF applied on 10 different
random datasets. The clustering signature of the Planck SZ clusters has a much higher
amplitude compared to the clustering expected in dark matter. This offset in the clustering
relative to that of dark matter can be described as a bias(b), which can then be used to
estimate the mass of the clusters. This is discussed in the following section.
Figure 7.5: The correlation function of Planck’s SZ clusters compared to the Dark matter
function derive from the power spectrum. This is useful in estimating the bias(offset in
clustering of luminous matter versus Dark Matter)
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7.3.2 Bias Estimation and Mass Function
The bias (bDM) describes the offset in the clustering observed in luminous matter(in
this study, clusters of galaxies) compared to that expected in cold dark matter. The
estimation for this bias within the ΛCDM model is defined by the following equation:
bDM = (ξlum/ξDM)
1/2 (7.1)
where ξlum and ξDM are 3D spatial correlation functions for the luminous matter and
dark matter respectively. Here we assume scale independent bias.
Figure 7.6 shows the relation between the bias and the halo mass from the paper ”Large-
scale bias and stochasticity of haloes and dark matter” by Seljak & Warren (2004)[15].
This mass-bias relation was derived from several N-body simulations with 3843 − 10243
particles and box sizes of 96 − 1152h1Mpc. A fitting function that describes this halo
bias−mass relationship is expressed as




+ 5× 10−4x1.5 (7.2)
Figure 7.6: Fitting function from simulations by Seljak & Warren (2004), relating the
bias of the halos to the mass of the halos(in units of the non-linear mass Mnl = 8.73 ×
1012h1M) [15]
Applying equation 7.1 using the correlation functions presented in the previous section,
we found that the average bias is bDM ∼ 8. From the mass-bias relation presented above,
we find that a bias of 8 correspond to a mass of 2.5 × 1015 solar mass. Even when bias
79
7.3. PROBING THE MASS OF SZ CLUSTERS
evolution is considered (the clusters have a mean redshift of ∼ 0.25 when bias would have
been slightly higher than today), the mass determined from equation 7.2, indicates that
masses are greater than 1015 solar masses. This is an unreasonably large mass, because
other studies such as weak lensing in [42], [70][71] and X-ray observation in [42] do not
give any indication that the mass should be this high.
This points to problems with the results from the simulations of [15] which were carried
out over 10 years ago. Larger simulations are required to sample cluster halos effectively
and this is now feasible with increased computing power available. In another project
we are using 4Gpc boxes from the Magneticum simulations (Dolag et al.) to calibrate
the bias-mass relation. Initial results from this work indicate that our measured bias
corresponds to a mass of ∼ 6× 1014 solar masses. somewhat higher than the ∼ 4.8× 1014
solar masses obtained from the SZ signature. However, we still require further work to
determine the significance of this measurement. Also, thorough testing of sample selection




8.1 Response to Research Questions
This section presents the conclusions that can be drawn from the results and discussions
provided in chapters 5 − 7. These chapters were structured and designed specifically to
address the research questions posed in section 1.2.1. Therefore, the conclusions to be
drawn will presented in a similar manner.
8.1.1 Question 1
Question: ”What is the two-point correlation function (TPCF) and what are the current
computational techniques?”
In chapter 5 we showed that the prototype script produced estimates of the TPCF which
were consistent with previous studies: both for HIPASS and for the GMBCG cluster
catalog from SDSS. This confirmed that the basic computational techniques for the TPCF
had been understood. It also provided an opportunity to understand the implications of
photometric versus spectroscopic redshift estimation in cluster catalogs.
8.1.2 Question 2
Question: ”What methods/techniques are available to accelerate the computation of the
TPFC and how well to these techniques scale with different sized datasets/catalogs?”
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After testing both the OpenMP and CUDA versions of CUTE on different datasets and
the available device platforms (see section 6.2), the CUDA version was found to provide
the best performance across the different datasets generated. However, when testing
CUTE’s 3D boxing scheme the code was found to be sufficiently lacking in terms of
scalability of the workload balancing across the available resources.
After modifying the source code in CUTE for the 3D boxing scheme, a significant
performance improvement was observed. The modified code provides a better distribution
of the work load across the available CPU, offering substantial speed up factor relative
to the original code. Although the CUDA version for the modified codes is slower for
smaller datasets (#objects < 505) relative to original code, it provides a sufficiently better
performance for the datasets with more objects (#objects > 505) Therefore, the CUDA
version is the optimal method for computing on larger datasets. This implementation is
still not sufficient for the number of objects expected from large surveys to be conducted
on projects such a the SKA. However, these datasets will only be available after 2020 and
presumably by then better GPU technology will be available then.
8.1.3 Question 3
Question: ”How can we use the TPCF tools to answer some of the questions in cosmology?
(Probing the mass of PLANCK galaxy clusters)”
We demonstrated that the TPCF implementation identified in chapter 6 could be used
to study an interesting question in cosmology. Figure 7.4 shows galaxy clusters with
higher richness or mass produce a stronger clustering signal, also revealing that PLANCK
datasets consist of clusters with a higher mass relative to the SDSS datasets. There is
some indication that the Planck clusters have higher masses than those inferred from the
SZ-signature but the result is sensitive to the bias-mass relation used. We await a new
calibration of this relation from a large enough simulation before making a quantitative
statement about this.
8.2 Future Work
Based on the conclusions presented in section 8.1 the following areas have been identified
for future work are made.
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8.2.1 Further Development of TPCF solutions
As mentioned in section 1.1 the CHPC will host the MeerKAT data, providing tools
to access and analyse the data. It would be useful to develop a user friendly interface
that would allow the users easily perform clustering analysis of the sources in the various
survey catalogs. The could be done by developing a wrapper package for the catalog
preprocessing and GUI interface to use CUTE as the back end processing code to compute
the TPCF.
The CHPC will soon make available a new cluster with over 24000 cores it could be
interesting to explore scaling of the CUTE code on a much larger machine. This can be
achieved by porting the code to support MPI parallelism. Considering the load balancing
issues observed during the study, better algorithms for neighbour searching of objects in
the catalog can be explored. The kd-tree[43] is one of the methods that offer some
improvements for this code.
8.2.2 Probing the Mass of SZ Clusters
In this study, various issues have been identified and need to considered carefully going
forward
The issues include:
• A better bias-halo mass relation needs to be determined using large enough simulations
(at the mean redshift of the cluster sample so that bias evolution is less of an issue).
This is still work progress, with preliminary findings showing some reasonable
results. More thorough testing of sample selection effects in the Planck cluster
catalogs should be carried out.
• More thorough testing of sample selection effects in the Planck cluster catalogs
should be carried out.
• We should consider scale dependent bias and assembly bias
• Obviously, more quantitative estimation of the uncertainties on the bias and mass
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S. Mitra, M.-A. Miville-Deschênes, D. Molinari, A. Moneti, L. Montier, G. Morgante,
N. Morisset, D. Mortlock, A. Moss, D. Munshi, J. A. Murphy, P. Naselsky,
F. Nati, P. Natoli, M. Negrello, N. P. H. Nesvadba, C. B. Netterfield, H. U.
Nørgaard-Nielsen, C. North, F. Noviello, D. Novikov, I. Novikov, I. J. O’Dwyer,
F. Orieux, S. Osborne, C. O’Sullivan, C. A. Oxborrow, F. Paci, L. Pagano, F. Pajot,
R. Paladini, S. Pandolfi, D. Paoletti, B. Partridge, F. Pasian, G. Patanchon,
P. Paykari, D. Pearson, T. J. Pearson, M. Peel, H. V. Peiris, O. Perdereau,
L. Perotto, F. Perrotta, V. Pettorino, F. Piacentini, M. Piat, E. Pierpaoli,
D. Pietrobon, S. Plaszczynski, P. Platania, D. Pogosyan, E. Pointecouteau,
G. Polenta, N. Ponthieu, L. Popa, T. Poutanen, G. W. Pratt, G. Prézeau, S. Prunet,
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This section presents the celestial coordinates used in astronomy to measure the position
of objects in the sky, which includes a brief discussion on equatorial coordinates, right
ascension and declination. It also includes an overview look at redshift.
A.1.1 Equatorial coordinate system
The equatorial systems is the most widely used celestial coordinate system for specifying
positions of objects and modern star maps almost exclusively use this system[25]. The
coordinates are geocentric, thus the origin is at the center of the Earth. The fundamental
plane is a projection of the Earth’s equator onto the celestial sphere and the primary
direction towards the vernal equinox. This means that while the coordinate system
is aligned with the Earth’s equator and pole, it doesn’t rotate with the Earth, but is
relatively fixed against the background stars. The popular choices of pole and equator
are the B1950 and the modern J2000 systems, that allows positions established at various
dates to be compared directly. The coordinates are often expressed as a pair of right
ascension and declination. An illustration of the equatorial celestial coordinate system is
shown in Figure A.1.
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Figure A.1: The equatorial coordinate system in spherical coordinates. The fundamental
plane is formed by projection of the Earth’s equator onto the celestial sphere, forming the
celestial equator (blue). The primary direction is established by projecting the Earth’s
orbit onto the celestial sphere, forming the ecliptic (red), and setting up the ascending
node of the ecliptic on the celestial equator, the vernal equinox. Right ascensions are
measured eastward along the celestial equator from the equinox, and declinations are
measured positive northward from the celestial equator - two such coordinate pairs are
shown here. Projections of the Earth’s north and south geographic poles form the north
and south celestial poles, respectively.
Declination(δ) is analogous to the geographical latitude. It is used to measure the
angular distance of an object perpendicular to the celestial sphere. Objects located
north of the celestial equator have positive declinations, whereas those south have negative
declinations. The standard units of measurement used are degrees(◦), minutes(′), seconds(”),
with 90◦ equivalent to 1
4
circle. Therefore, the south and north celestial poles are located
at (−90◦, 90◦) respectively, while the the celestial equator is at (0◦).
The right ascension (α) is equivalent to the geographical longitude. It is used to measure
the angular distance of an object eastward along the equator relative to the vernal
equinox. The standard units of measure is hours(h), minutes(′) and seconds (”) instead
of degree. This is done because the objects location is measured by timing its passage
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across the highest point in the sky (meridian) as the Earth rotates. There are 24h of right
ascension across the full celestial equator, thus one hour of right ascension an equivalent
of 15◦ (360◦ / 24h).
A.2 Cosmological Redshift
Considering the Universe is expanding, the light/electromagnetic radiation travelling
through space time is effectively stretched. This effect appears as ”reddening” of the
original light source in the visible spectrum, hence it is known as the cosmological redshift.
This phenomenon is similar to the Doppler Effect, wherein the is a change in frequency
of a wave for an observer moving relative to the source of signal. However, cosmological
redshift cannot be equivalent to the Doppler Effect. This is because two objects with
zero velocity cannot experience a Doppler frequency shift in a signal sent between them,
whereas on sufficiently large scales the same object can experience a frequency shift due
to the cosmological expansion of the space between them [16]. The redshift of an object





where z is the symbol for redshift, λ is the emission wavelength and λ0 is the observed
wavelength. An illustration of redshift is shown by arrows in Figure A.2, which shows the
change in frequency of received signal relative to a non-redshifted source. The redshift
effect is also used to describe the relationship between a objects apparent velocity and
it’s distance from the observer.
Figure A.2: Diagram illustrating the frequency shift (redshift) resulting from a signal’s
passage through space-time[16].This shift results in a emitted signal being detected at a
lower frequency. If the original emission frequency is known, the distance to the source




The comoving distance describes the distance between two points along a path measured
at the present cosmological time. It factors out the expansion of the universe, providing
a constant distance that does not change with the expansion of space. Therefore, the
proper distance is equivalent to the comoving distance at the present time, yielding a








where a(t′) is the scale factor, te is the time of emission of the protons observed, t is the
present time and c is the speed of light in a vacuum.
Although the proper distance between objects changes due to the expansion of the
universe, the comoving distance remains unchanged. This allows for the definition of
the comoving spatial coordinates system, which offers a more natural and easier to work
with coordinate system. The scale factor increases with the expansion of the Universe





B.1 Auto-correlating data distance separation
1 de f comp auto d i s t s ( in data , binsx , cor r type , Z type ) :
2 a u t o h i s t = np . z e r o s ( l en ( binsx )−1)
3 N indata = len ( in data )
4
5 f o r i in range ( N indata −1) :
6 # S e l e c t i n g Redsh i f t ( e i t h e r photometr ic or s p e c t r o s c o p i c )
7 i f ( Z type == 0) :
8 z ph0 = in data [ i , 2 ]
9 z ph1 = in data [ i +1 : ,2 ]
10 e l s e :
11 z ph0 = in data [ i , 3 ]
12 z ph1 = in data [ i +1 : ,3 ]
13
14 # Ref f e r ence po int to compute the d i s t ance FROM
15 RA 0 = in data [ i , 0 ]
16 DEC 0 = in data [ i , 1 ]
17
18 # Ref f e r ence po in t s to compute the d i s t anc e TO( a l l other po int
from input ca ta l og )
19 RA 0 = in data [ i +1 : ,0 ]
20 DEC 0 = in data [ i +1 : ,1 ]
21
22 # Compute the angular s e p e r a t i o n d i s t ance ( g rea t c i r c l e ) between the
po in t s
23 coefA = np . s i n (DEC 0) ∗ np . s i n (DEC 1)




B.2. CROSS-CORRELATING DATA DISTANCE SEPARATION
26 ang sep = np . a r c co s ( coefA + coefB )
27
28 i f ( c o r r t y p e == ”3D” ) : # Compute the 3D d i s t ance based on ( r ,mu)
29 d1 d2 = ( ( z ph0 ) ∗∗2 + ( z ph1 ) ∗∗2)
30 d1d1cosQ = (2∗ ( z ph0 ) ∗( z ph1 ) ) ∗(np . cos ( ang sep ) )
31
32 #Apply c o s i n e r u l e and compute r
33 s q d i s t = np . s q r t ( d1 d2 − d1d1cosQ )
34
35 ## Computing mu
36 d1d2 num = np . abs ( ( z ph0 ) ∗∗2 − ( z ph1 ) ∗∗2)
37 d1d2 den = np . s q r t ( ( d1 d2 ) ∗∗2 − ( d1d1cosQ ) ∗∗2 )
38 mu = d1d2 num/d1d2 den
39
40 # combine d i s t a n c e s o f r ,mu f o r each
41 corr rm = np . column stack ( ( s q d i s t , mu) )
42
43 # f i l t e r the array f o r (0<mu<1)
44 corr rm = corr rm [ corr rm [ : , 1 ] >0 ]
45 corr rm = corr rm [ corr rm [ : , 1 ] <1 ]
46
47 # f i l t e r the array f o r (0<r<1)
48 corr rm2 = corr rm [ corr rm [: ,0 ]>=min CR ]
49 corr rm2 = corr rm2 [ corr rm2 [: ,0 ]<=max CR ]
50
51 #compute the counts b ins d i s t ance s e p e r a t i o n
52 tmp hist , binsO = np . array (np . histogram ( corr rm2 [ : , 0 ] , b ins=
binsx ) )
53
54 #update the histogram
55 a u t o h i s t = a u t o h i s t + tmp hist
56 e l s e : # Compute the angular d i s t anc e based on ( r ,mu)
57 ang deg = np . degree s ( ang sep )
58 ang deg = ang deg [ ang deg [ : , ]<=max CR ]
59 tmp hist , binsO = np . array (np . histogram ( ang deg , b ins=binsx ) )
60 a u t o h i s t = a u t o h i s t + tmp hist
61
62 re turn a u t o h i s t
B.2 Cross-correlating data distance separation
1 de f c o m p c r o s s d i s t s ( in data , rn data , binsx , cor r type , Z type ) :
2 c r o s s h i s t = np . z e r o s ( l en ( binsx )−1)
3 N indata = len ( in data )
4
5 f o r i in range ( N indata −1) :
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6 # S e l e c t i n g Redsh i f t ( e i t h e r photometr ic or s p e c t r o s c o p i c )
7 i f ( Z type == 0) :
8 z ph0 = in data [ i , 2 ]
9 z ph1 = rn data [ : , 2 ]
10 e l s e :
11 z ph0 = in data [ i , 3 ]
12 z ph1 = rn data [ : , 3 ]
13
14 # Ref f e r ence po int to compute the d i s t ance FROM( input ca ta l og )
15 RA 0 = in data [ i , 0 ]
16 DEC 0 = in data [ i , 1 ]
17
18 # Ref f e r ence po in t s to compute the d i s t anc e TO( random cata l og )
19 RA 1 = rn data [ : , 0 ]
20 DEC 1 = rn data [ : , 1 ]
21
22 # Compute the angular s e p e r a t i o n d i s t ance ( g rea t c i r c l e ) between the
po in t s
23 coefA = np . s i n (DEC 0) ∗ np . s i n (DEC 1)
24 coefB = np . cos (DEC 0) ∗ np . cos (DEC 1) ∗ np . cos (np . f abs (RA 0 − RA 1
) )
25
26 ang sep = np . a r c co s ( coefA + coefB )
27
28 i f ( c o r r t y p e == ”3D” ) : # Compute the 3D d i s t ance based on ( r ,mu)
29 d1 d2 = ( ( z ph0 ) ∗∗2 + ( z ph1 ) ∗∗2)
30 d1d1cosQ = (2∗ ( z ph0 ) ∗( z ph1 ) ) ∗(np . cos ( ang sep ) )
31
32 #Apply c o s i n e r u l e and compute r
33 s q d i s t = np . s q r t ( d1 d2 − d1d1cosQ )
34
35 ## Computing mu
36 d1d2 num = np . abs ( ( z ph0 ) ∗∗2 − ( z ph1 ) ∗∗2)
37 d1d2 den = np . s q r t ( ( d1 d2 ) ∗∗2 − ( d1d1cosQ ) ∗∗2 )
38 mu = d1d2 num/d1d2 den
39
40 # combine d i s t a n c e s o f r ,mu f o r each
41 corr rm = np . column stack ( ( s q d i s t , mu) )
42
43 # f i l t e r the array f o r (0<mu<1)
44 corr rm = corr rm [ corr rm [ : , 1 ] >0 ]
45 corr rm = corr rm [ corr rm [ : , 1 ] <1 ]
46
47 # f i l t e r the array f o r (0<r<1)
48 corr rm2 = corr rm [ corr rm [: ,0 ]>=min CR ]
49 corr rm2 = corr rm2 [ corr rm2 [: ,0 ]<=max CR ]
50
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51 #compute the counts b ins d i s t ance s e p e r a t i o n
52 tmp hist , binsO = np . array (np . histogram ( corr rm2 [ : , 0 ] , b ins=
binsx ) )
53
54 #update the histogram
55 c r o s s h i s t = c r o s s h i s t + tmp hist
56 e l s e : # Compute the angular d i s t anc e based on ( r ,mu)
57 ang deg = np . degree s ( ang sep )
58 ang deg = ang deg [ ang deg [ : , ]<=max CR ]
59 tmp hist , binsO = np . array (np . histogram ( ang deg , b ins=binsx ) )
60 c r o s s h i s t = c r o s s h i s t + tmp hist
61
62 re turn c r o s s h i s t
B.3 Estimating the correlation function
1 de f compute 2PCF func ( histDat , c o r r E s t=”LS” ) :
2 bins = histDat [ : , 0 ] # Distance : Bins s epa ra t i on
3
4 dd = ( histDat [ : , 1 ] ) /(Nd∗(Nd−1)/2)
5 r r = ( histDat [ : , 2 ] ) /(Nr∗(Nr−1)/2)
6 dr = ( histDat [ : , 3 ] ) /(Nr∗Nd)
7
8 i f ( c o r r E s t == ”LS” ) : # Landy−Szalay Estimator
9 c o r r f a c = ( ( dd) − 2∗( dr ) + r r ) /( r r )
10 e r r c o r r = ( c o r r f a c +1)/(np . s q r t ( h i stDat [ : , 1 ] ) )
11 co r r da ta = np . column stack ( ( bins , c o r r f a c , e r r c o r r ,
12 histDat [ : , 1 ] , h i s tDat [ : , 2 ] , h i s tDat [ : , 3 ] ) )
13 e l s e : # Peebles & Hauser Estimator
14 c o r r f a c = (dd/ r r )−1
15 e r r c o r r = ( c o r r f a c +1)/(np . s q r t ( h i stDat [ : , 1 ] ) )
16 co r r da ta = np . column stack ( ( bins , c o r r f a c , e r r c o r r ,
17 histDat [ : , 1 ] , h i s tDat [ : , 2 ] ) )
18
19 re turn co r r da ta
B.4 CUTE 3D boxing scheme code
[11]
1 s t a t i c i n t opt ima l n s ide ( double lb , double rmax , i n t np)
2 {
3 // ////
4 // Est imates a good candidate f o r the s i z e
108
B.4. CUTE 3D BOXING SCHEME CODE
5 // o f a s e t o f ne ighbor boxes
6
7 i n t ns ide1=( i n t ) (FRACTION AR∗ lb /rmax) ; // ns ide1 −> 8 boxes per rmax
8 i n t ns ide2=( i n t ) (pow ( 0 . 5∗np ,0 . 3333333 ) ) ; // ns ide1 −> ns ide2ˆ3<np/2
9
10 p r i n t i n f o ( ”\n ( nside1 , ns ide2 ) = (%d , %d) \n ” , ns ide1 , ns ide2 ) ;
11 re turn MIN( nside1 , ns ide1 ) ;
12
13
14 // Determine optimal number o f s ide s , t o t a l number o f boxes f o r ca ta l og
15 // and the dimensions f o r the boxes
16
17 ns ide=opt ima l n s ide ( l box max , rmax , ca t da t . np ) ;
18
19 n s i d e [ 0 ]=( i n t ) ( ns ide ∗ l box [ 0 ] / l box max ) +1;
20 n s i d e [ 1 ]=( i n t ) ( ns ide ∗ l box [ 1 ] / l box max ) +1;
21 n s i d e [ 2 ]=( i n t ) ( ns ide ∗ l box [ 2 ] / l box max ) +1;
22 n boxes3D=n s i d e [ 0 ] ∗ n s i d e [ 1 ] ∗ n s i d e [ 2 ] ;
23
24 double dx=l box [ 0 ] / n s i d e [ 0 ] ;
25 double dy=l box [ 1 ] / n s i d e [ 1 ] ;
26 double dz=l box [ 2 ] / n s i d e [ 2 ] ;
27
28 // Counts boxes conta in ing o b j e c t s
29 n f u l l =0;
30 f o r ( i i =0; i i <cat . np ; i i ++) {
31 double x=cat . red [ i i ] ;
32 double y=cat . cth [ i i ] ;
33 double z=cat . phi [ i i ] ;
34 i n t ibox=xyz2box (x , y , z ) ;
35 i n t np0=boxes [ ibox ] . np ;
36 i f ( np0==0) n f u l l ++;
37 boxes [ ibox ] . np++;
38
39 n f u l l =0;
40 f o r ( i i =0; i i <n boxes3D ; i i ++) {
41 i f ( boxes [ i i ] . np>0) {
42 boxes [ i i ] . pos=(double ∗) my malloc (N POS∗boxes [ i i ] . np∗ s i z e o f ( double ) ) ;
43 boxes [ i i ] . np=0;
44
45 //Get box index
46 (∗ b o x i n d i c e s ) [ n f u l l ]= i i ;




51 // Assoc ia t e each box c e l l with a l l o b j e c t s conta ined with in then .
109
B.4. CUTE 3D BOXING SCHEME CODE
52 f o r ( i i =0; i i <cat . np ; i i ++) {
53 double x=cat . red [ i i ] ;
54 double y=cat . cth [ i i ] ;
55 double z=cat . phi [ i i ] ;
56 i n t ibox=xyz2box (x , y , z ) ;
57 i n t np0=boxes [ ibox ] . np ;
58 boxes [ ibox ] . pos [ N POS∗np0]=x ;
59 boxes [ ibox ] . pos [ N POS∗np0+1]=y ;
60 boxes [ ibox ] . pos [ N POS∗np0+2]=z ;
61 #i f d e f WITH WEIGHTS
62 boxes [ ibox ] . pos [ N POS∗np0+3]=cat . weight [ i i ] ;
63 #e n d i f // WITH WEIGHTS
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B.5 Ethics Forms
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