Abstract-In this paper, an image retrieval methodology suited for search in large collections of heterogeneous images is presented. The proposed approach employs a fully unsupervised segmentation algorithm to divide images into regions and endow the indexing and retrieval system with content-based functionalities. Low-level descriptors for the color, position, size and shape of each region are subsequently extracted. These arithmetic descriptors are automatically associated with appropriate qualitative intermediate-level descriptors, which form a simple vocabulary termed object ontology. The object ontology is used to allow the qualitative definition of the high-level concepts the user queries for (semantic objects, each represented by a keyword) and their relations in a human-centered fashion. When querying for a specific semantic object (or objects), the intermediate-level descriptor values associated with both the semantic object and all image regions in the collection are initially compared, resulting in the rejection of most image regions as irrelevant. Following that, a relevance feedback mechanism, based on support vector machines and using the low-level descriptors, is invoked to rank the remaining, potentially relevant image regions and produce the final query results. Experimental results and comparisons demonstrate in practice the effectiveness of our approach.
I. Introduction
In recent years, the accelerated growth of digital media collections and in particular still image collections, both proprietary and on the Web, has established the need for the development of human-centered tools for the efficient access and retrieval of visual information. As the amount of information available in the form of still images continuously increases, the necessity of efficient methods for the retrieval of the visual information becomes evident [1] . Additionally, the continuously increasing number of people with access to such image collections further dictates that more emphasis be put on attributes such as the user-friendliness and flexibility of any image retrieval scheme. These facts, along with the diversity of available image collections, varying from restricted, e.g. medical image databases and satellite photo collections, to general purpose collections, which contain heterogeneous images, and the diversity of requirements regarding the amount of knowledge about the images that should be used for indexing, have led to the development of a wide range of solutions [2] .
The very first attempts for image retrieval were based on exploiting existing image captions to classify images to predetermined classes or to create a restricted vocabulary [3] . Although relatively simple and computationally efficient, this approach has several restrictions mainly deriving from the use of a restricted vocabulary that neither allows for unanticipated queries nor can be extended without reevaluating the possible connection between each image in the database and each new addition to the vocabulary. Additionally, such keyword-based approaches assume either the preexistence of textual image annotations (e.g. captions) or that annotation using the predetermined vocabulary is performed manually. In the latter case, inconsistency of the keyword assignments among different indexers can also hamper performance. Recently, a methodology for computer-assisted annotation of image collections was presented [4] .
To overcome the limitations of the keyword-based approach, the use of the image visual contents has been proposed. This category of approaches utilizes the visual contents by extracting low-level indexing features for each image or image segment (region). Then, relevant images are retrieved by comparing the low-level features of each item in the database with those of a user-supplied sketch [5] or, more often, a key-image that is either selected from a restricted image set or is supplied by the user (query-byexample). One of the first attempts to realize this scheme is the Query by Image Content system [6], [7] . Newer contributions to query-by-example (QbE) include systems such as Netra [8] , [9] , Mars [10] , Photobook [11] , VisualSEEK [12] and Istorama [13] . They all employ the general framework of query-by-example, demonstrating the use of various indexing feature-sets either in the image or in the region domain.
A recent addition to this group, Berkeley's Blobworld [14] , [15] , proposes segmentation using the ExpectationMaximization algorithm and clearly demonstrates the improvement in query results attained by querying using region-based indexing features rather than global image properties, under the query-by-example scheme. Other works on segmentation, that can be of use in contentbased retrieval, include segmentation by Anisotropic Diffusion [16] , the RSST algorithm [17] , the Watershed transformation [18] , the Normalized Cut [19] , and the Mean Shift approach [20] . While such segmentation algorithms can endow an indexing and retrieval system with exten-sive content-based functionalities, these are limited by the main drawback of query-by-example approaches: the need for the availability of an appropriate key-image in order to start a query. Occasionally, satisfying this condition is not feasible, particularly for image classes that are underrepresented in the database.
Hybrid methods exploiting both keywords and the image visual contents have also been proposed [21] , [22] , [23] . In [21] , the use of probabilistic multimedia objects (Multijects) is proposed; these are built using Hidden Markov Models and necessary training data. Significant work was recently presented on unifying keywords and visual contents in image retrieval. The method of [23] performs semantic grouping of keywords based on user relevance feedback to effectively address issues such as word similarity and allow for more efficient queries; nevertheless, it still relies on preexisting or manually added textual annotations. In well-structured specific domain applications (e.g sports and news broadcasting) domain-specific features that facilitate the modelling of higher level semantics can be extracted [24] , [25] . A priori knowledge representation models are used as a knowledge base that assists semantic-based classification and clustering. In [26] , semantic entities, in the context of the MPEG-7 standard, are used for knowledgeassisted video analysis and object detection, thus allowing for semantic-level indexing. However, the need for accurate definition of semantic entities using low-level features restricts this kind of approaches to domain-specific applications and prohibits non-experts from defining new semantic entities.
This paper attempts to address the problem of retrieval in generic image collections, where no possibility of structuring a domain-specific knowledge base exists, without imposing restrictions such as the availability of key-images or image captions. The adopted region-based approach employs still-image segmentation tools that enable the timeefficient and unsupervised analysis of still images to regions, thus allowing the "content-based" access and manipulation of visual data via the extraction of low-level indexing features for each region. To take further advantage of the human-friendly aspects of the region-based approach, the low-level indexing features for the spatial regions can be associated with higher-level concepts that humans are more familiar with. This is achieved with the use of an ontology and a relevance feedback mechanism [27] , [28] . Ontologies [29] , [30] , [31] define a formal language for the structuring and storage of the high-level features, facilitate the mapping of low-level to high-level features and allow the definition of relationships between pieces of multimedia information; their potential applications range from text retrieval [32] to facial expression recognition [33] . The resulting image indexing and retrieval scheme provides flexibility in defining the desired semantic object/keyword and bridges the gap between keyword-based approaches and query-byexample approaches (figure 1).
The paper is organized as follows: The employed image segmentation algorithm is presented in section II. Section III presents in detail the components of the retrieval scheme. Section IV contains an experimental evaluation and comparisons of the developed methods, and finally, conclusions are drawn in section V.
II. Color Image Segmentation

A. Segmentation Algorithm Overview
A region-based approach to image retrieval has been adopted; thus, the process of inserting an image into the database starts by applying a color image segmentation algorithm to it, so as to break it down to a number of regions. The segmentation algorithm employed for the analysis of images to regions is based on a variant of the K-Meanswith-connectivity-constraint algorithm (KMCC), a member of the popular K-Means family [34] . The KMCC algorithm classifies the pixels into regions s k , k = 1, . . . , K taking into account not only the intensity of each pixel but also its position, thus producing connected regions rather than sets of chromatically similar pixels. In the past, KMCC has been successfully used for model-based image sequence coding [35] and content-based watermarking [36] . The variant used for the purpose of still image segmentation [37] additionally uses texture features in combination with the intensity and position features.
The overall segmentation algorithm consists of the following stages:
• Stage 1. Extraction of the intensity and texture feature vectors corresponding to each pixel. These will be used along with the spatial features in the following stages.
• Stage 2. Estimation of the initial number of regions and their spatial, intensity and texture centers, using an initial clustering procedure. These values are to be used by the KMCC algorithm.
• Stage 3. Conditional filtering using a moving average filter.
• Stage 4. Final classification of the pixels, using the KMCC algorithm.
The result of the application of the segmentation algorithm to a color image is a segmentation mask M , i.e. a grayscale image comprising the spatial regions formed by the segmentation algorithm, M = {s 1 
. . , y max are the image pixels and x max , y max are the image dimensions. This mask is used for extracting the region low-level indexing features described in section III-A.
B. Color and Texture Features
For every pixel p a color feature vector and a texture feature vector are calculated. The three intensity components of the CIE L*a*b* color space are used as intensity features,
T , since it has been shown that L*a*b* is more suitable for segmentation than the widely used RGB color space, due to its being approximately perceptually uniform [38] .
In order to detect and characterize texture properties in the neighborhood of each pixel, the Discrete Wavelet Frames (DWF) [39] decomposition of two levels is used. The employed filter bank used is based on the lowpass Haar filter
. The filters of the filter bank are then generated by the prototypes H(z), G(z), as described in [39] . Despite its simplicity, the above filter bank has been demonstrated to perform surprisingly well for texture segmentation, while featuring reduced computational complexity. The texture feature vector T(p) is then made of the standard deviations of all detail components, calculated in a square neighborhood Φ of pixel p.
C. Initial Clustering
An initial estimation of the number of regions in the image and their spatial, intensity and texture centers is required for the initialization of the KMCC algorithm. In order to compute these initial values, the image is broken down to square, non-overlapping blocks of dimension f ×f . In this way, a reduced image composed of a total of L blocks,
T and a texture feature vector T b (b l ) are then assigned to each block; their values are estimated as the averages of the corresponding features for all pixels belonging to the block. The distance between two blocks is defined as follows:
where
are the Euclidean distances between the block feature vectors. In our experiments, λ 1 = 1, since experimentation showed that using a different weight λ 1 for the texture difference would result in erroneous segmentation of textured images if λ 1 1, respectively non-textured images if λ 1 1. As shown in the experimental results section, the value λ 1 = 1 is appropriate for a variety of textured and non-textured images.
The number of regions of the image is initially estimated by applying a variant of the maximin algorithm [40] to this set of blocks. The distance C between the first two centers identified by the maximin algorithm is indicative of the intensity and texture contrast of the particular image. Subsequently, a simple K-Means algorithm is applied to the set of blocks, using the information produced by the maximin algorithm for its initialization. Upon convergence, a recursive four-connectivity component labelling algorithm [41] is applied, so that a total of K connected regions s k , k = 1, . . . , K are identified. Their intensity, texture and spatial centers,
T , k = 1, . . . , K , are calculated as follows:
where A k is the number of pixels belonging to region s k :
D. Conditional Filtering
Images may contain parts in which intensity fluctuations are particularly pronounced, even when all pixels in these parts of the image belong to a single object (Fig. 2) . In order to facilitate the grouping of all these pixels in a single region based on their texture similarity, a moving average filter is employed. The decision of whether the filter should be applied to a particular pixel p or not is made by evaluating the norm of the texture feature vector T(p) (Sec. II-B); the filter is not applied if that norm is below a threshold τ . The output of the conditional filtering module can thus be expressed as:
Correspondingly, region intensity centers calculated similarly to Eq. (2) using the filtered intensities
An appropriate value of threshold τ was experimentally found to be τ = max{0.65 · T max , 14} (4) where T max is the maximum value of the norm T(p) in the image. The term 0.65 · T max in the threshold definition serves to prevent the filter from being applied outside the borders of textured objects, so that their boundaries are not corrupted. The constant bound 14, on the other hand, is used to prevent the filtering of images composed of chromatically uniform objects; in such images, the value of T max is expected to be relatively small and would correspond to pixels on edges between objects, where filtering is obviously undesirable.
E. The K-Means with Connectivity Constraint Algorithm
The KMCC algorithm applied to the pixels of the image consists of the following steps:
• Step 1. The region number and the region centers are initialized, using the output of the initial clustering procedure described in Sec. II-C.
• Step 2. For every pixel p, the distance between p and all region centers is calculated. The pixel is then assigned to the region for which the distance is minimized. A generalized distance of a pixel p from a region s k is defined as follows:
where , is necessary in order to encourage the creation of large connected regions; otherwise, pixels would tend to be assigned to smaller rather than larger regions due to greater spatial proximity to their centers. The regularization parameter λ 2 is used to ensure that a pixel is assigned to a region primarily due to their similarity in intensity and texture characteristics, even in low-contrast images, where intensity and texture differences are small compared to spatial distances.
• Step 3. The connectivity of the formed regions is evaluated; those which are not connected are broken down to the minimum number of connected regions using a recursive four-connectivity component labelling algorithm [41] .
• Step 4. Region centers are recalculated (Eq. (2)). Regions whose area size lies below a threshold ξ are dropped. In our experiments, the threshold ξ was equal to 0.5% of the total image area. The number of regions K is then recalculated, taking into account only the remaining regions.
• Step 5. Two regions are merged if they are neighbors and if their intensity and texture distance is not greater than an appropriate merging threshold:
Threshold µ is image-specific, defined in our experiments by
where C is an approximation of the intensity and texture contrast of the particular image, as defined in Sec. II-C • Step 6. Region number K and region centers are reevaluated.
• Step 7. If the region number K is equal to the one calculated in
Step 6 of the previous iteration and the difference between the new centers and those in
Step 6 of the previous iteration is below the corresponding threshold for all centers, then stop, else goto Step 2. If index "old" characterizes the region number and region centers calculated in
Step 6 of the previous iteration, the convergence condition can be expressed as K = K old and
Since there is no certainty that the KMCC algorithm will converge for any given image, the maximum allowed number of iterations was chosen to be 20; if this is exceeded, the method proceeds as though the KMCC algorithm had converged.
III. Region-based Retrieval Scheme
A. Low-level Indexing Descriptors
As soon as the segmentation mask is produced, a set of descriptors that will be useful in querying the database are calculated for each region. These region descriptors compactly characterize each region's color, position and shape. All descriptors are normalized so as to range from 0 to 1.
The color and position descriptors of a region are the normalized intensity and spatial centers of the region. In particular, the color descriptors of region s k , F 1 , F 2 , F 3 , corresponding to the L, a, b components, are defined as follows:
200 where A k is the number of pixels belonging to region s k . Similarly, the position descriptors F 4 , F 5 are defined as:
Although quantized color histograms are considered to provide a more detailed description of a region's colors than intensity centers, they were not chosen as color descriptors, since this would significantly increase the dimensionality of the feature space, thus increasing the time-complexity of the query execution.
The shape descriptors F 6 , F 7 of a region are its normalized area and eccentricity. We chose not to take into account the orientation of regions, since orientation is hardly characteristic of an object. The normalized area F 6 is expressed by the number of pixels A k that belong to region s k , divided by the total number of pixels of the image:
The eccentricity is calculated using the covariance or scatter matrix C k of the region. This is defined as:
T is the region spatial center. Let ρ i , u i , i = 1, 2 be its eigenvalues and eigenvectors:
According to Principal Component Analysis (PCA), the principal eigenvector u 1 defines the orientation of the region and u 2 is perpendicular to u 1 . The two eigenvalues provide an approximate measure of the two dominant directions of the shape. Using these quantities, an approximation of the eccentricity ε k of the region is calculated, as follows:
The normalized eccentricity descriptor F 7 is then defined as
The seven region descriptors defined above form a region descriptor vector F,
This region descriptor vector will be used in the sequel both for assigning intermediate-level qualitative descriptors to the region and as input to the relevance feedback mechanism. In both cases the existence of these low-level descriptors is not apparent to the end user.
B. Object Ontology
In this work, an ontology is employed to allow the user to query an image collection using semantically meaningful concepts (semantic objects), as in [42] . As opposed to [42] , though, no manual annotation of images is performed. Instead, a simple object ontology is used to enable the user to describe semantic objects, like "tiger", and relations between semantic objects, using a set of intermediate-level descriptors and relation identifiers (Fig. 3) . The architecture of this indexing scheme is illustrated in Fig. 4 . The simplicity of the employed object ontology serves the purpose of it being applicable to generic image collections without requiring the correspondence between image regions and relevant identifiers be defined manually. The object ontology can be expanded so as to include additional descriptors and relation identifiers corresponding either to low-level region properties (e.g. texture) or to higher-level semantics which, in domain-specific applications, could be inferred either from the visual information itself or from associated information (e.g. text), should there be any. Similarly to [43] , an ontology is defined as follows.
Definition. An object ontology is a structure (Fig. 3 ) The various value ranges for every low-level descriptor are chosen so that the resulting intervals are equally populated. This is pursued so as to prevent an intermediate-level descriptor value from being associated with a majority of image regions in the database, because this would render it useless in restricting a query to the potentially most relevant ones. Overlapping, up to a point, of adjacent value ranges, is used to introduce a degree of fuzzyness to the descriptors; for example, both "low luminance" and "medium luminance" values may be used to describe a single region. 8)). Given the probability density function pdf (F m ), the overlapping factor V expressing the degree of overlapping of adjacent value ranges, and given that value ranges should be equally populated, lower and upper bounds L q,z , H q,z can be easily calculated according to equations (9), (10) and (11).
Hq,z
where Q z is the number of descriptor values defined for descriptor d z (for example, for "luminance", Q z = 5), and L m is the lower bound of the values of F m . Note that for descriptors "green-red" and "blue-yellow", the above process is performed twice: once for each of the two complementary colors described by each descriptor, taking into account each time the appropriate range of values of the corresponding low-level descriptor. Lower and upper bounds for value "none" of descriptor "green-red" are chosen so as to associate with this value a fraction V of the population of descriptor value "green low" and a fraction V of the population of descriptor value "red low"; bounds for value "none" of descriptor "blue-yellow" are defined accordingly. The overlapping factor V is defined as V = 0.25 in our experiments. The boundaries calculated by the above method for the "luminance" descriptor, using the image database defined in section IV, are presented in figure 5.
C. Query Process
A query is formulated using the object ontology to provide a qualitative definition of the sought object or objects (using the intermediate-level descriptors) and the relations between them. Definitions previously imported to the system by the same or other users can also be employed, as discussed in the sequel. As soon as a query is formulated, the intermediate-level descriptor values associated with each desired object/keyword are compared to those of each image region contained in the database. Descriptors for which no values have been associated with the desired object (e.g. "shape" for object "tiger", defined in Fig. 6 ) are ignored; for each remaining descriptor, regions not sharing at least one descriptor value with those assigned to the desired object are deemed irrelevant (e.g. a region with "size": "large" is not a potentially relevant region for a "tiger" query, as opposed to a region assigned both "large" and "medium" values for its "size" descriptor). In the case of dual-keyword queries, the above process is performed for each keyword separately and only images containing at least two distinct potentially relevant regions, one for each keyword, are returned; if desired spatial relations between the queried objects have been defined, compliance with them is checked using the corresponding region intermediate-level and low-level descriptors, to further reduce the number of potentially relevant images returned to the user.
After narrowing down the search to a set of potentially relevant image regions, relevance feedback is employed to produce a quantitative evaluation of the degree of relevance of each region. The employed mechanism is based on a method proposed in [44] , where it is used for image retrieval using global image properties under the queryby-example scheme. This combines support vector machines (SVMs) [45] , [46] with a constrained similarity measure (CSM) [44] . SVMs employ the user-supplied feedback (training samples) to learn the boundary separating the two classes (positive and negative samples, respectively). Each sample (in our case, image region) is represented by its low-level descriptor vector F (section III-A). Following the boundary estimation, the CSM is employed to provide a ranking; in [44] , the CSM employs the Euclidean distance from the key-image used for initiating the query for images inside the boundary (images classified as relevant) and the distance from the boundary for those classified as irrelevant. Under the proposed scheme, no key-image is used for query initiation; the CSM is therefore modified so as to assign to each image region classified as relevant the minimum of the Euclidean distances between it and all positive training samples (i.e. image regions marked as relevant by the user during relevance feedback). The query procedure is graphically illustrated in Fig. 7 .
The relevance feedback process can be repeated as many times as necessary, each time using all previously supplied training samples. Furthermore, it is possible to store the parameters of the trained SVM and the corresponding training set for every keyword that has already been used in a query at least once. This endows the system with the capability to respond to anticipated queries without initially requiring any feedback; in a multiuser (e.g. web-based) environment, it additionally enables different users to share knowledge, either in the form of semantic object descriptions or in the form of results retrieved from the database. In either case, further refinement of retrieval results is possible by additional rounds of relevance feedback.
IV. Experimental Results
The proposed algorithms were tested on a collection of 5000 images from the Corel gallery [47] . Application of the segmentation algorithm of section II to these images resulted to the creation of a database containing 34433 regions, each represented by a low-level descriptor vector, as discussed in section III-A. The segmentation and lowlevel feature extraction required on the average 27.15 sec. and 0.011 sec. respectively, on an 2 GHz Pentium IV PC. The proposed algorithm was compared with the Blobworld segmentation algorithm [15] . Segmentation results demonstrating the performance of the proposed and the Blobworld algorithms are presented in figures 8 and 9. Although segmentation results are imperfect, as is generally the case with segmentation algorithms, most regions created by the proposed algorithm correspond to a semantic object or a part of one; even in the latter case, most indexing features (e.g. luminance, color) describing the semantic object appearing in the image can be reliably extracted.
Objective evaluation of segmentation quality was performed using images belonging to various classes and manually generated reference masks (figures 8 and 9). The employed evaluation criterion is based on the measure of spatial accuracy proposed in [48] for foreground/background masks. For the purpose of evaluating still image segmentation results, each reference region g κ , κ = 1, . . . , K g of the reference mask (ground truth) is associated with a different region s k of the created segmentation mask on the basis of region overlapping considerations (i.e. s k is chosen so that g κ ∩ s k is maximized). Then, the spatial accuracy of the segmentation is evaluated by separately considering each reference region as a foreground reference region and applying the criterion of [48] for the pair of {g κ , s k }; during this process, all other reference regions are treated as background. A weighted sum of misclassified pixels for each reference region is the output of this process. The sum of these error measures for all reference regions is used for the objective evaluation of segmentation accuracy; values of the sum closer to zero indicate better segmentation. Numerical evaluation results and comparison using the segmentation masks of figures 8 and 9 are reported in table I.
Following the creation of the region low-level-descriptor database, the mapping between these low-level descriptors and the intermediate-level descriptors defined by the object ontology was performed; this was done by estimating the low-level-descriptor lower and upper boundaries corre- Since a large number of heterogeneous images was used for the initial boundary calculation, future insertion of heterogeneous images to the database is not expected to significantly alter the proportion of image regions associated with each descriptor. Thus, the mapping between low-level and intermediate-level descriptors is not to be repeated, unless the database drastically changes. The next step in experimenting with the proposed system was to use the object ontology to define, using the available intermediate-level descriptors/ descriptor values, high-level concepts, i.e. real-life objects. Since the purpose of the first phase of each query is to employ these definitions to reduce the data set by excluding obviously irrelevant regions, the definitions of semantic objects need not be particularly restrictive (figure 6). This is convenient from the users' point of view, since the user can not be expected to have perfect knowledge of the color, size, shape and position characteristics of the sought object.
Subsequently, several experiments were conducted using single-keyword or dual-keyword queries, to retrieve images belonging to particular classes, e.g. images containing tigers, fireworks, roses, etc. In most experiments class population was 100 images; under-represented classes were also used, with population ranging from 6 to 44 images. Performing ontology-based querying resulted in initial query results being produced by excluding the majority of regions in the database, that were found to be clearly irrelevant. As a result, one or more pages of twenty randomly-selected, potentially relevant image regions were presented to the user to be manually evaluated; this resulted in the "relevant" check-box being checked for those that were actually relevant. Usually, evaluating two pages of image regions was found to be sufficient; the average number of image region pages evaluated, when querying for each object class, is presented in table II. Note that in all experiments, each query was submitted five times, to accommodate for varying performance due to different randomly chosen image sets being presented to the user. The average time required for the SVM training and the subsequent region ranking was 0.12 seconds for single-keyword and 0.3 seconds for dual-keyword queries, on an 2 GHz Pentium IV PC. Relevance feedback was then repeated, by manually evaluating the regions contained in the first page of the output of the first relevance feedback round. On the average, 0.13 seconds for single-keyword and 0.33 seconds for dual-keyword queries were required for this round. Results after the second round of relevance feedback are presented in figure 10 ; precision-recall diagrams for each class of queries after one and two rounds of relevance feedback are presented in figures 11, 12 . The term precision is defined as the fraction of retrieved images which are relevant, and the term recall as the fraction of relevant images which are retrieved [15] .
In order to further evaluate the above results, experiments were also conducted using the query by example paradigm and global image histograms, that were introduced in [49] and used widely ever since. The histograms were based on bins of width 20 in each dimension of the L*a*b* color space. Again, each query was submitted five times, each time using a different, randomly selected keyimage belonging to the desired class. Comparison (figures 11 and 12) reveals that even after a single stage of relevance feedback the proposed method generally yields significantly better results; a second round of relevance feedback leads to further improvement. In figure 12 , results are presented, among others, for a query for a severely under-represented class of objects: yellow cars, only 6 images of which are contained in the collection of 5000 images. It can be seen that after the second round of relevance feedback the proposed scheme performs better than global histograms and manages to rank highly at least one such image, whereas the global histogram method [49] retrieves nothing but the key-image used for initiating the query, which already was at the users disposal. Additionally, the diagram calculated for the global histogram method relies on the assumption that it is possible to provide the user with such a keyimage, so as to enable initiation of the query; this is at least debatable when it comes to such under-represented classes.
V. Conclusions
A methodology was presented in this paper for the flexible and user-friendly retrieval of color images, combining a number of image processing and machine learning tools, such as a time-efficient and unsupervised segmentation algorithm, a simple ontology defining intermediate-level descriptors and a relevance feedback mechanism based on support vector machines. The resulting methodology is applicable to generic image collections, where no possibility of structuring a domain-specific knowledge base exists. The proposed scheme overcomes the restrictions of conventional methods, such as the need for the availability of keyimages or image captions, and requires no manual tuning of weights, thus offering flexibility and user-friendliness. Experiments conducted on a large collection of images demonstrate the effectiveness of our approach in terms of precision versus recall. 
