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Abstract. The detection of pathological changes in neurodegenerative
diseases that occur before clinical onset would be of great value for iden-
tifying suitable subjects and assessing drug e cacy in trials aimed at
preventing or slowing onset. Using MRI derived volumetric information,
researchers have been able to detect significant di↵erences between pa-
tients in the presymptomatic phase of neurodegenerative diseases and
healthy controls. However, volumetric studies provide only a summary
representation of complex morphological changes. Shape analysis has al-
ready been successfully applied to model pathological features in neu-
rodegeneration and represents a valuable instrument to model presymp-
tomatic anatomical changes occurring in specific brain regions.
In this study we propose a computational framework to model group-
wise spatio-temporal shape di↵erences, and to statistically evaluate the
e↵ects of time and pathological components on the modeled variabil-
ity. The proposed approach leverages the geodesic regression framework
based on varifolds, and models the spatio-temporal shape variability via
dimensionality reduction of the subject-specific ”residual” transforma-
tions normalised in a common reference frame through parallel trans-
port. The proposed approach is applied to patients with genetic variants
of fronto-temporal dementia, and shows that shape di↵erences in the
posterior part of the thalamus can be observed several years before the
appearance of clinical symptoms.
Keywords: shape, thalamus, spatio-temporal geodesic regression, FTD,
parallel transport
1 Introduction
The hallmark of neuro-degenerative diseases such as Alzheimer’s disease (AD)
or frontotemporal dementia (FTD) are the progressive clinical symptoms that
include dementia, memory loss, and changes in behaviour. However, there is
also evidence of pathological changes occurring much earlier than the onset of
these clinical symptoms. This presymptomatic phase of the disease can last more
than a decade. Reliably detecting these early changes in presymptomatic indi-
viduals could provide the roadmap to improved prevention of these diseases.
These findings would not only provide better understanding of the underlying
mechanisms of the disease, but they would also result in improved identification
of at-risk individuals that would be suitable for potential therapies that will
halt or slow down the disease process. Accurate, reliable measurements of these
changes could also be used to assess the e cacy of these therapies in secondary
prevention clinical trials.
Autosomal dominant forms of dementias provide a reliable means of identi-
fying presymptomatic individuals who are highly likely to develop the disease.
The Dominantly Inherited Alzheimer Network (DIAN) and the Genetic FTD
Initiative (GENFI) are examples of international studies of autosomal dominant
forms of AD and FTD that are collecting multimodal neuroimaging, alongside
other biomarkers with the objective of obtaining an improved understanding
of the changes that are occuring during the presymptomatic phase of the dis-
ease. The structural MRI results from these studies [2, 19] have shown evidence
of significant volume di↵erences between carriers and non-carriers in numerous
regions of the brain years before the expected onset of clinical symptoms.
While the neurodegenerative process has consistently resulted in downstream
e↵ects of regional volume, there may be even earlier, more sensitive information,
encoded in the shape of the structure. An important aspect of shape analysis is
their description. Di↵erent ways to describe shape have been proposed. The use
of M-Representation [18] allows atrophy measurements and enables the separa-
tion of the thickness of a shape from its positioning. However, this representation
is sensitive to topological changes. Spherical harmonic decompositions [23] are
often used for their simplicity in parametrisation since only a few parameters are
required to describe a shape. However, the interpretation of the parameters, and
di↵erences between them, is not intuitive. For the current study we represent
shapes using varifolds [4], which have the same properties as the current rep-
resentation [25]. They are robust to varying topologies, do not require point to
point correspondences, and embed the shapes in a vector space, which facilitate
the interpretation of results.
In this paper the methodology is based on the framework of the Large Defor-
mation Di↵eomorphic Metric Mapping (LDDMM) [24, 1, 12], providing a shape
space, there is a continuum between all shapes of the population under study.
we develop a for spatio-temporal shape analysis in order to qualify and quan-
tify early shape changes between subjects with and without genetic variants
of FTD. We first compute an average spatio-temporal trajectory of the thala-
mic shapes segmented from a population of 211 individuals [8, 11]. Second, we
compute the subject-specific ”residual” trajectories with respect to the mod-
elled progression, and we subsequently spatio-temporaly normalise them in the
baseline reference frame through parallel transport [26]. We finally model the
spatio-temporal variability encoded in the ”residuals” through kernel PCA. The
individual projections in the latent space are statistically analysed via random
e↵ect models to investigate significant e↵ects of time and group-wise di↵erences
in the encoded longitudinal variability. In the literature we can find di↵erent
longitudinal shape analysis answering di↵erent questions. The work presented in
Lorenzi et al. (2010) [14] measures brain atrophy for each subject using follow
up scans, and the method is not based on the LDDMM framework. In Datar et
al. [6] they used a shape representation based on point to point correspondences
and tend to model population trend. In Lorenzi et al. (2015) [16] they estimate
the anatomical age of a new subject regarding to a normal aging longitudinal
model based on stationary vector fields. The method aims to estimate from brain
images the contribution of aging and pathology. Here the aim of the method is
to detect shape di↵erences due to pathology along the time.
2 Method
We indicate with {(S
i
, t
i
)}
i2{0,N 1} a set of N shapes associated with a cor-
responding time point t
i
. With analogy to classical random-e↵ect-modelling
approaches, we assume that each shape is a random realisation of a common
underlying spatio-temporal process  (t):
S
i
= ⇢
i
( (t
i
, B0)) + ✏i,
where B0 is a common reference frame (typically the baseline image), and ⇢i
is a subject-specific ”residual” accounting for individual variations, this is the
di↵eomorphic deformation linking the mesh of the shape S
i
to the corresponding
time point t
i
of the common trajectory. We also assume that ✏
i
is Gaussian ran-
dom distributed noise. In order to identify group-wise di↵erences between the
spatio-temporal trajectory changes, we propose a statistical framework to model
and compare the subjects-specific ”residuals” ⇢
i
. This is a challenging problem,
since the ⇢
i
are defined at di↵erent time points, and therefore cannot be directly
compared in a common anatomical framework. Moreover, the optimisation of the
functional for the simultaneous estimation of group-wise trajectory and random
e↵ects is not trivial, and would ultimately result in highly expensive numerical
schemes. For this reason, we propose to simplify the optimisation problem by
introducing an e cient numerical framework composed of three steps illustrated
in Figure 1. (i) First we assume that the ”residuals” ⇢
i
are fixed, and estimate
the common trajectory  (t). (ii) Second, given the modelled trajectory  , we
estimate the random e↵ects ⇢
i
through non-linear registration between the tra-
jectory point  (B0, ti) and Si. (iii) Third, after normalising the random e↵ects
in the common baseline reference space B0, we evaluate group-wise di↵erences
and time dependencies. This is achieved through dimensionality reduction and
subsequent univariate analysis on the reduced projections.
Fig. 1. Proposed framework. An average continuous shape trajectory is first computed
from a population (composed by 2 groups of individuals). Second the ”residual” be-
tween each shape and the trajectory is computed before being parallel transported to
a common time point (B0) for statistical analysis.
The proposed framework relies on the mathematical setting of the Large
Di↵eomorphic Deformation Metric Mapping (LDDMM) framework and the var-
ifold representation of shapes. This choice allows a mathematically consistent
definition of (i) the spatio-temporal regression, (ii) the ⇢
i
deformations estima-
tion, and (iii) the normalisation of the initial momentum of ⇢
i
through parallel
transport.
2.1 Large Di↵eomorphic Deformation Metric Mapping and varifold
representation
To quantify di↵erences between shapes, we use di↵eomorphic deformations that
provide smooth mappings between spaces and are invertible with smooth in-
verses. The LDDMM framework [24, 1] is a mathematical and algorithmic frame-
work based on flows of di↵eomorphisms, which allows comparing anatomical
shapes as well as performing statistics. The framework used in this paper is
in fact a discrete parametrization of the LDDMM framework, as proposed in
Durrleman et al. 2011 [10], based on a finite set of control points. The control
points can be located anywhere not necessarily at the shape vertices, and they
are independent of the shapes to be matched. They define a potentially infinite-
dimensional basis of the parametrization of the deformation.The vector attached
to them define the weights of the decomposition of a given deformations onto
this basis, these vectors are called momentum vectors. The position of the con-
trol points and the momentum vectors attached to them need to be optimized.
The optimisation of the control points concentrate them in the most variable
parts of the object to match as shown in Durrleman et al. (2013) [7].
Deformation maps '
v
: IR3 ! IR3 are built by integrating time-varying
vector fields (v
t
)0t1, such that each v(·, t) belongs to a Reproducing Kernel
Hilbert Space (RKHS) V with kernel K
V
, we used a Gaussian kernel:
k
V
(x, y) = exp
✓
 |x  y|2
 
2
◆
Id, for all points(x, y),
with Id the identity matrix, and   a scale factor which determines the size of the
kernel and therefore the degree of smoothness of the deformations. We define
'
v
(x) =  
v
(x, 1) as the di↵eomorphism induced by v(x, t) where  
v
(x, 1) is the
unique solution of the di↵erential equation:
d 
v
dt
(x, t) = v( 
v
(x, t), t), 8t 2 [0, 1] with  
v
(x, 0) = x, 8x 2 IR3.
Velocity fields (v
t
) are controlled via an energy functional
R 1
0 kv(·, t)k
2
V
dt, where
k · k
V
is a Hilbert norm defined on vector fields of R3, which penalises non-
regularity. This energy is used as a regularity term in the matching functional.
Matching two shapes S and T needs the estimation of an optimal deformation
map   : R3 ! R3 such that  (S) is close to T by optimising a functional
E( 
v
) = d('
v
(S), T )2 +  
Z 1
0
kv(·, t)k2
V
dt,
where   balances between the regularity of   and the spatial proximity d, a
similarity measure between the varifold representation of  (S) and T .
In a discrete setting, the vector fields v(x, t) corresponding to optimal maps
are expressed as combinations of spline fields which involve the reproducing
kernel K
V
of the space V :
v(x, t) =
nX
p=1
K
V
(x, x
p
(t))↵
p
(t),
where x
p
(t) =  
v
(x
p
, t) are the trajectories of control points x
p
, in our case
the control points are regularly spaced on a 3D grid containing the mesh of the
subject S. The spacing between the control points is defined from the size of the
kernel K
V
. ↵
p
(t) 2 IR3 are time-dependent vectors called momentum vectors.
The optimal trajectories between shapes S and T , satisfy the geodesic equations
for a given metric on the set of control points such as the varifolds [4]. As a
result the full deformation can be encoded by the vector of initial momentum
vectors ↵(0) = {↵
p
(0)}1pn located at the points {xp}1pn. This allows to
analyse the set of deformation maps from a given template to the observed
shapes by performing statistics on the initial momentum vectors located on the
template shape. The process of generating back any deformation maps from
initial conditions (x
p
(0),↵
p
(0)), i.e. integrating the geodesic equations, is called
geodesic shooting or exponential map and is noted exp
xp(0)(↵p(0)).
As said in the introduction we used the varifolds to represent our shapes [4].
This is the non oriented version of the representation with currents which is
very e cient to model a large range of shapes. To represent a shape S as a
varifold, the shape space is embedded into a Reproducing Kernel Hilbert Space
(RKHS), where it is encoded using a set of non-oriented unit normals attached
on each vertices of the shape. As for the current representation, this kernel-
based embedding allows to define a proper distance between di↵erent embedded
shapes. Here the studied shape is the thalamus, which has an ovoid shape, so
currents or varifolds could have been used, the orientation of the normals on the
shape are not an issue.
2.2 Proposed framework
The computation of the spatio-temporal regression [8] requires its initialisation
to a baseline shape B0 = {xp}p=1,...,NB0 , where NB0 denotes the number of con-
trol points defined on the shape B0. To avoid any bias of the geodesic regression
towards an initial subject selected as baseline, we estimate the baseline from the
10 youngest subjects regarding the temporal axis, so subjects with the small-
est t
i
. The baseline is estimated by computing iteratively the centroid of those
subjects in the space of deformations, using the di↵eomorphic Iterative Centroid
method [5], based on the LDDMM framework.
The spatio-temporal regression of the set of shapes {(S
i
, t
i
)}
i2{0,N} is imple-
mented in the Deformetrica5 software [9, 21]. The method requires the discreti-
sation of the temporal axes using T time points, a value specified by the user.
The new set of data, used for the regression, is {(S
i
, t)}
i2{0,N},t2{0,T}, where
t = argmin
t
{kt  t
i
k, 8t 2 {0, ..., T}}.
The method computes a geodesic starting at position B0 at time t = 0, and
moving to positions  (B0, t)8t 2 {0, T}, following the di↵erential equation seen
previously, and minimising the discrepancy between the model at time t (i.e.
 (B0, t)) and the actual observation Si:
E( ) =
X
t
d( (B0, t), Si)
2 +  k|v 0 k|2
V
  ,
with v  the time-varying velocity vector field that belongs to the RKHS V  
determined by the Gaussian Kernel K . The initial momentum vector ↵(0) is
defined on the control points of the baseline shape B0 and fully encodes the
geodesic regression.
Then from the spatio temporal trajectory, we compute the ”residuals” defor-
mations ⇢
i
between every observation and the spatio-temporal average shape by
estimating the geodesic between  (B0, ti) and {Si, ti}, using the matching equa-
tion seen in section 2.1. We then obtain a set of momenta { (B0, t);↵i(0)}
t2{0;T}
that encodes the deformations ⇢
i
from the spatio-temporal regression to all sub-
jects. To make this set of momenta comparable, we need to define them in the
same space.
5 http://www.deformetrica.org/
We transport all momenta into the baseline space of B0 =  (B0, 0), using a
parallel transport method based on Jacobi fields as introduced in [26]. Parallel
transporting a vector along a curve (the computed trajectory parametrised by
{B0;↵(0)} here) consists in translating it across the tangent spaces to the curve
by preserving its parallelism, according to a given connection (the Levi-Civita
connection in LDDMM). The vector is parallel transported along the curve if the
connection is null, for all steps along the curve [15]. We chose to use Jacobi field
instead of the Schild’s Ladder method [13], to avoid the cumulative errors and the
excessive computation time due to the computation of Riemannian Logarithms
in the LDDMM framework, required for the Schild’s Ladder. Those errors would
have been di↵erent from a subject to an other, since they all are at di↵erent time
points of the trajectory, some of them have to travel more than the others. To
transport a vector ⌘ from a time t to the time t0 = 0, along the geodesic  , the
Jacobian field is defined as:
J
 (t)(0, ↵i(t), ⌘) =
@
@✏
exp
 (t)(1/T ( ↵i(t) + ✏⌘)).
The geodesic  (t) is in the direction  ↵
i
(t), and ⌘ is an initial momentum vector
as the {↵
i
(0)} computed above, is tangent to the geodesic   at the time point t.
We then have N vectors of size 3 ⇥ N
B0 defined in B0. This information is
reduced using a Kernel Principal Component Analysis (K-PCA) [22], which is
the non-linear version of the standard Principal Component Analysis (PCA).
The covariance matrix is defined as:
 
V
 
i,j
= (↵
i
  ↵)K
V
 (↵
j
  ↵),
where V n are the eigenvectors of the matrix  V , withK
V
  the kernel of the space
of deformations used for the computation of the spatio-temporal regression. The
n-th mode of variation is defined as
m
↵ = ↵+
X
i
V
n
i
(↵i   ↵).
3 Data and experiments
We applied the proposed framework to the GENFI database, using the thalamus
as our structure of interest. GENFI is a multi-centre study in which participants
come from families known to carry a pathogenic mutation in one of three genes
that are the most common cause of genetic FTD: microtubule-associated protein
tau (MAPT), progranulin (GRN) and an expansion of the open reading frame
72 in Chromosome 9 (C9orf72). The thalamus is an intriguing candidate for this
analysis, as Rohrer et al. [19] reported volumetric di↵erences in the thalamus
5 years before expected age at onset. In this paper we used 211 participants,
113 mutation carriers and 98 non-carriers. All participants have a T1-weighted
(T1w) MRI and an expected years to symptom onset (EYO). Table 1 shows the
demographics of the study participants used in this analysis.
Table 1. Data demographics
Non-carriers Mutation carriers
n=98 n=113
Males 59 56
Asymptomatic 98 76
Age in years (med (IQR)) 50.2 (36.6 - 62.1) 52.7 (41.1 - 62.7)
Years from expected onset:
  20 years 30 21
 20  years   10 16 21
 10  years < 0 23 22
0  years 29 49
Before running the spatio-temporal regression, we first ran the parcellation
of the T1w [3] to extract afterwards the meshes of the structure of interest.
Second, we rigidly and a nely aligned the T1w brain images to a groupwise
space before rigidly refining the alignment of the thalamus parcellations [17].
Next, we extracted the meshes corresponding to the left thalamus, including
around 2, 300 vertices for 441 control points. We have 211 left thalamus meshes
associated with the EYO of the subject and the indication if the subject is
mutation carrier (MC) or not. For the regression we used 30 time points, which
corresponds approximatively to one time point every two years. The space of
deformations V was defined using a 11 mm width kernel, which corresponds to
half of the length of a thalamus, and a 5 mm width for he space of varifolds.
Similarly to the volumetric analysis performed by Rohrer et al. [19], we use
a mixed e↵ect model to study the shape di↵erence between the healthy subjects
and the MC. The eigenvectors computed from the principal component analysis
of the ”residual” deformations transported in the baseline shape are used as
variables and the fixed e↵ects predictors of interest are mutation carrier status,
EYO and interaction between mutation carrier status and EYO. To allow for
non-linear change in thalamus volume or shape the model includes a term for
EYO2 and the interaction between mutation carrier status and EYO2. A random
intercept for family allows values of the marker to be correlated between family
members.
We did a Wald test on the first principal component, which represents 20.4%
of the variability of the residual deformations, another on the second component
which represents 11.3% of the variability, and on the third component (10.8%
of the variability). We were also interested by the interaction of these compo-
nents, so we conducted joint Wald test on the two first components (31.7% of
the variability), and on the three first components (42.5% of the variability).
For each analysis, further Wald tests were conducted every 5 years as in the
volumetric analysis [19] to assess how long before the expected onset we could
detect evidence for di↵erences between mutation carriers and controls.
The results depend on the metric used for computing the trajectory and for
computing the deformations ⇢
i
. The metric depend on the space of deformation
used, which is defined by the kernelK
V
used. Choosing a bigger kernel size for the
deformation space would lead to di↵erent trajectory, with less di↵erences, then
to di↵erent results. Choosing a smaller kernel size would give a more variable
trajectory, leading to di↵erent results. The size of the kernel K
V
of the space of
deformations were chosen to be half of the thalamus size.
4 Results
Fig. 2.Geodesic trajectories of the left thalamus, for the control group (first row, green)
and for the mutation carrier group (bottom row, red). The figure shows a bottom view
of the thalamus. The middle grey line indicates the expected years to onset (EYO) for
both trajectories.
Results from the analysis of the left thalamus shapes, comparing mutation
carriers and controls, including up to 3 principal components are shown in ta-
ble 2. To visualise the shape di↵erences between the two groups, we computed
two trajectories with the same parameters and the same baseline. One for the
mutation carrier group, and one for the control group. Figure 2 shows these tra-
jectories, we can see that the trajectories are indeed similar at the beginning,
they progressively di↵er from each others. At the end of the trajectories, the
shapes are clearly di↵erent.
Table 2. p-values for di↵erences in the shape of the left thalamus between groups, by
expected years to symptom onset and per principal component (PC)
PCs (captured var.)   EYO -25 -20 -15 -10 -5 0 +5 +10
PC 1 (20.4%) 0.70 0.94 0.60 0.16 8e-3 <1e-3 <1e-3 <1e-3
PC 2 (11.3%) 0.42 0.26 0.16 0.08 0.03 0.01 0.01 0.03
PC 3 (10.8%) 0.29 0.13 0.08 0.06 0.06 0.08 0.25 0.62
PC 1+2 (31.7%) 0.78 0.80 0.77 0.45 0.07 1e-3 <1e-3 <1e-3
PC 1+2+3 (42.5%) 0.76 0.49 0.23 0.05 2e-3 <1e-3 <1e-3 <1e-3
Fig. 3. First three modes of variation captured from the ”residuals” between each in-
dividual and the average spatio-temporal regression on the whole population. Whereas
the second and third components exhibit correlation with the thalamus volume, the
first component exhibits a constant volume. It can be observed that the captured vari-
ations is located in the posterior part of the thalamus.
On table 2 the first two principal components capture individually signifi-
cant shape di↵erences 5 years before onset, which is not the case for the third
component. The combination of the three components increases the significance
of the di↵erences between the two groups and we can then observe significant
shape di↵erences 10 years before the expected symptom onset. The results are
not corrected for multiple comparison to have a head to head correspondance
with the Rohrer et al. [19] volumetric study. We also have strong a-priori ex-
pectation that there would be real di↵erences between mutation carriers and
no-carriers, furthermore multiple comparison would provide protection against
type I error (false positive), while increasing the probability of making type II
error (false negative) [20]. Figure 3 shows the first three modes of variation of
the deformations, with the information of volume for each component. It can be
observed that the first component, which captures approximatively 20% of the
variability, does not embed volumetric information. The volume information is
however captured by the second and the third component. The first three modes
of variation show deformation mainly located in the posterior part of the tha-
lamus, which dorso-posterior part is connected to the limbic system, implicated
in frontotemporal dementia.
5 Conclusion
Using the proposed framework for spatio-temporal shape analysis, we have been
able to detect shape di↵erences 10 years before the expected onset of clinical
symptoms associated with frontotemporal dementia. Using volumetric informa-
tion alone, Rohrer et al. [19] were able to detect statistical di↵erences 5 years
prior to clinical onset using the same statistical analysis method. Not only does
the proposed framework provide the potential for more sensitivity, but it also al-
lows for better spatial localisation of the changes within the structure. As shown
by the first mode of variation captured from the data, there are di↵erences be-
tween the groups that are not captured by the volumetric information. These
di↵erences are located in the posterior part of the thalamus. In this study, we
focused on the left thalamus. In the future we will investigate how much infor-
mation can be extracted from other regions of interest that exhibited volumetric
di↵erences. We will also further enhance our framework to include longitudinal
information with the aim to better capture the shape di↵erences between the
groups.
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4. Charon, N., Trouvé, A.: The Varifold Representation of Nonoriented Shapes for
Di↵eomorphic Registration. SIAM Journal on Imaging Sciences 6(4), 2547–2580
(Jan 2013)
5. Cury, C., Glaunès, J.A., Colliot, O.: Di↵eomorphic iterative centroid methods for
template estimation on large datasets. In: Nielsen, F. (ed.) Geometric Theory of
Information, pp. 273–299. Signals and Communication Technology, Springer Inter-
national Publishing (2014)
6. Datar, M., Muralidharan, P., Kumar, A., Gouttard, S., Piven, J., Gerig, G.,
Whitaker, R., Fletcher, P.T.: Mixed-E↵ects Shape Models for Estimating Lon-
gitudinal Changes in Anatomy. In: Hutchison, D., Kanade, T., Kittler, J., Klein-
berg, J.M., Mattern, F., Mitchell, J.C., Naor, M., Nierstrasz, O., Pandu Rangan,
C., Ste↵en, B., Sudan, M., Terzopoulos, D., Tygar, D., Vardi, M.Y., Weikum, G.,
Durrleman, S., Fletcher, T., Gerig, G., Niethammer, M. (eds.) Spatio-temporal Im-
age Analysis for Longitudinal and Time-Series Image Data, vol. 7570, pp. 76–87.
Springer Berlin Heidelberg, Berlin, Heidelberg (2012)
7. Durrleman, S., Allassonnire, S., Joshi, S.: Sparse Adaptive Parameterization of
Variability in Image Ensembles. International Journal of Computer Vision 101(1),
161–183 (Jan 2013)
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