Abstract-H.264/AVC scalable video coding (H.264/AVC SVC), as the scalable extension of H.264/AVC, offers the flexible adaptivity in terms of spatial, temporal and SNR scalabilities for the generated bitstream. However, such compressed video still suffers from the bad playback quality when packet loss occurs over unreliable networks. In this paper, we present an error concealment algorithm to tackle the whole-picture loss problem in H.264/AVC SVC when hierarchical B-picture coding is used to support temporal scalability. In the proposed algorithm, by taking advantage of the temporal relationship among the adjacent video pictures, the motion information of the lost picture is derived simply and efficiently based on the principle of temporal direct mode. Utilizing the derived motion information, the lost picture is concealed by performing motion compensation on the correctly received temporally previous and future video pictures. The experimental results demonstrate that as a post-processing tool, the proposed error concealment algorithm is able to significantly improve both the objective and subjective qualities of the decoded video pictures in the presence of packet losses when compared to the error concealment algorithm used in H.264/AVC SVC reference software. The proposed method can also be applied to H.264/AVC with hierarchical B-picture coding for error concealment.
I. INTRODUCTION

H
.264/AVC scalable video coding (H.264/AVC SVC) [1] is the scalable extension of H.264/AVC [2] , which can yield the bitstream with spatial, temporal (frame rate) and SNR (quality) scalabilities. It is a desired solution to adapt video transmission on the time-varying networks, such as a wireless channel and the Internet. However, in video communication, transmission errors still result in a severe distortion for the reconstructed video.
Error concealment algorithm, usually as a post-processing tool at decoder, can conceal the erroneous region due to transmission errors according to the correctly received information. Temporal error concealment is one of the most important approaches to combat transmission errors. The simplest temporal error concealment is temporal replacement (TR) [3] , in which each damaged macroblock is directly replaced by the co-located one in the temporally previous picture with zero motion. It usually only performs well for concealment of the erroneous region without motion. TR can be improved by a boundary matching algorithm (BMA) [4] , in which a suitable motion vector for a damage macroblock can be selected from a set of candidate motion vectors based on side match distortion measure. In some cases, BMA algorithm is still unsatisfactory since the boundary information is not enough to accurately recover the lost motion vectors. Thus, the improved BMA algorithms are further studied in [5] , [6] . In addition, the error concealment algorithms based on spatial and spatio-temporal interpolations have also been investigated in [7] - [11] . In the aforementioned BMA based error concealment algorithms, to conceal the damaged macroblock, its neighboring macroblocks need to be correctly received. Thus, it is desirable to split the current macroblock and its neighboring macroblocks in a picture into different slices since one slice data typically fits one packet and bit errors usually make a whole packet useless, especially in today's wireless network. This can be fulfilled by a flexible slice organization format with the error resilience tool like flexible macroblock ordering (FMO) in H.264/AVC. However, in H.264/AVC, FMO is only supported for Baseline and Extended Profiles not for Main Profile. Meanwhile, this kind of approach may degrade coding efficiency due to the close correlation broken between neighboring macroblocks and the extra overhead information for small packets [12] . On the other hand, traffic congestion may still lead to burst consecutive packet losses and thus, it is possible that all or some of the macroblocks surrounding a damaged macroblock are also lost. This situation becomes even worse when the packet loss rate increases. In addition, in low bitrate packet-based video communication, the size for bitstream packetization of video pictures may be even smaller than the minimum transfer unit of the network used for video communication [13] . For example, when transmitting a low bitrate bitstream over a universal mobile telecommunications system (UMTS) link, a picture typically will be coded in one slice and fit in one packet. Therefore, a transmission error will lead to the whole picture loss. As a result, the aforementioned BMA based error concealment approaches will no longer perform well in these situations.
An underlying solution to tackle this problem is to use the error concealment for the whole-picture loss, which can work well by only taking advantage of high temporal correlation among the adjacent pictures. A motion vector extrapolation (MVE) has been presented in [14] to combat the whole-picture loss. It can extrapolate the motion vectors of the damaged macroblock from the last received picture and estimate the overlapped areas between the damaged macroblock and the motion extrapolation one. Another error concealment algorithm has also been proposed to combat the whole-picture loss for wireless low bitrate video coding based on the multi-frame optical flow estimation [13] . These error concealment algorithms mainly deal with P-picture with forward motion field estimation and are not specified for B-picture since B-picture in typical H.26x and MPEG-x hybrid video coding standards is not referenced by the subsequent pictures and thus, does not result in error propagation when it is lost. So they are not applicable to the error concealment for hierarchical B-picture coding in H.264/AVC SVC.
A temporal error concealment approach based on temporal direct mode [15] , [16] has been adopted to combat the B-picture loss for hierarchical B-picture coding in H.264/AVC SVC [17] , [18] . It derives the motion vector for each block in the lost B-picture according to the motion vector of the co-located block in the temporally subsequent reference picture and the temporal distance relationship between the lost picture and the reference pictures involved. This method has low computational complexity due to no motion estimation. However, its error concealment efficiency is usually unsatisfactory. In this paper, we present a new error concealment of whole-picture loss in hierarchical B-picture scalable video coding. Firstly, inspired by the work on the enhanced temporal direct mode coding for the hierarchical B-picture coding in H.264/AVC [19] , in which the motion vectors for each block are allowed to be derived from the temporally not only subsequent reference picture, as in H.264/AVC but also previous reference picture, in the proposed algorithm, the motion vectors of each block in the lost picture can be recovered from the motion vector of the co-located block in the temporally subsequent or previous reference picture. Furthermore, the appropriate motion vector scaling techniques are also introduced when the picture pointed by the motion vector of the co-located block in the reference picture is not available in the reference buffer. In addition, an improved motion vector derivation is also proposed to yield better motion vectors for the lost B-picture not at the maximum temporal level, in which the motion vectors of the damaged block can be derived from the motion vectors of the co-located blocks in the temporally neighboring left and/or right B-pictures at next higher temporal level. Meanwhile, this method could also be used to conceal lost key picture as a P-picture.
The rest of this paper is organized as follows. Section II describes the proposed error concealment algorithm for hierarchical B-picture coding in detail. Section III gives the experimental results in terms of both objective and subjective qualities. Finally, Section IV concludes this paper.
II. PROPOSED ERROR CONCEALMENT STRATEGY
A. Hierarchical B-Picture Coding
In dyadic hierarchical B-picture coding, the temporal decomposition number M can be calculated by (1) Here, is the number of pictures in one group of pictures (GOP). Fig. 1 illustrates the dyadic hierarchical B-picture coding structure with a GOP size of 8 when only neighboring pictures at coarser temporal level are used for motion compensation prediction. In Fig. 1 , and are used to denote the pictures coded in I-picture, P-picture and B-picture, respectively. The picture at the lowest temporal level 0 will be coded as a key picture, which is usually coded by P-picture. In general, multiple reference prediction can also be enabled for the hierarchical B-picture coding in H.264/AVC SVC. Furthermore, it is also allowed to be employed with non-dyadic temporal decomposition for the flexible applications [20] , [21] . For simplicity, the error concealment algorithm presented in this paper is only restricted to the dyadic hierarchical B-picture coding. However, it can be extended to the non-dyadic decomposition.
For a bi-prediction block in the B-picture at time instant with temporal level , at encoder, its motion-compensated prediction signal can be obtained by (2) Here, is the spatial coordinate of the pixel in the block S. and are the weighting values. In H.264/AVC SVC, due to the use of generalized B-picture, the bi-prediction block in a B-picture allows two prediction blocks from List 0 and List 1 reference buffers which contain an arbitrary set of reference pictures in forward and/or backward directions [16] . Thus, and refers to the List 0 and List 1 reference pictures at time instants and for the current block with the List 0 and List 1 motion vectors and , accordingly.
At decoder, for a block in the lost picture , which is concealed as a B-picture, its prediction signal can be achieved by (3) Here, and correspond to the recovered List 0 and List 1 motion vectors of and . The weights of w0 and w1 are both simply set to 1/2. Of course, implicit weighted prediction also can be used. and are the decoded List 0 and List 1 reference pictures. This prediction signal will be directly taken as the decoded signal for the block since no reconstructed residual is received. Correspondingly, for a block in the lost key picture to be concealed as a P-picture, only List 0 motion needs to be recovered.
B. Motion Parameters Recovery Based on the Enhanced TDM
In the case of the whole-picture loss, the motion vectors of each block in the lost picture have to be recovered based on the temporal motion correlation since all the neighboring blocks are also lost. Assume motion among the adjacent pictures is translational, a simple and efficient method to estimate the motion vector of the block in the lost B-picture can be implemented based on temporal direct mode (TDM), as proposed in [17] . In this subsection, to recover more accurate motion vectors, the traditional TDM is enhanced in the case of hierarchical B-picture coding, in which the co-located block to derive TDM motion vector can be flexibly selected in different cases.
In H.264/AVC SVC, TDM is able to take advantage of bi-prediction and does not need to transmit the motion parameters including the reference index and motion vectors. denotes the picture referred to the first picture in the List 1 reference buffer. It can be taken as the List 1 reference picture for TDM. And the picture pointed by the List 0 motion vector of the co-located block in , denoted as , is chosen as the List 0 reference picture. As illustrated in Fig. 2 , the List 0 and List 1 motion vectors and for TDM block are derived from of the co-located block in as follows: (4) where TRb is the temporal distance, or more precisely picture order count (POC) distance [2] of the current B-picture relative to , namely . is the temporal distance of relative to , namely . TRd is the temporal distance of the current B-picture relative to , namely and it should be equal to . Note that actually, in H.264/AVC SVC, motion vector scalings in (4) and later equations are implemented with shift and multiplication operations.
In the aforementioned motion vector derivation for the TDM block according to (4), it is possible that of the co-located block in does not point to the temporally most recent List 0 picture. In this case, the derived motion vectors usually are not precise enough to reflect the true motion since the temporal distances of the current B-picture picture relative to the reference pictures involved are too long. To tackle this situation, we can derive the List 0 and List 1 motion vectors of the TDM block based on the first picture in the List 0 reference (referred as ), if it has a short temporal distance relative to the picture pointed by the List 1 motion vector of the co-located block in . In such a case, is taken as the List 0 reference picture for TDM block and the picture pointed by of the co-located block in , denoted as , is chosen as the List 1 reference picture. As illustrated in Fig. 3 , the List 0 and List 1 motion vectors and of TDM block can be derived from of the co-located block in by
where and thus, . However, if the picture pointed by or of the co-located block in the corresponding or picture, can not be accessed by the current lost B-picture as they may not reside in the current reference buffer, a new available reference needs to be assigned. As a result, the motion vectors derivation according to (4) or (5) for TDM block is not applicable any more. For an example as shown in Fig. 4(a) , when the picture pointed by of the co-located block in can not be accessed by the current lost B-picture , the first picture in List 0 reference buffer can be taken as the desired List 0 reference picture instead. In this case, the motion vectors of the TDM block in the lost B-picture can be obtained by (4) with the new motion vector scaling, in which TRb is the temporal distance of the current B-picture relative to the picture not and thus, TRd is no longer equal to . Similarly, as shown in Fig. 4(b) , if the picture pointed by of the co-located block in the List 0 reference picture can not be accessed by the current lost B-picture in List 1 reference buffer will be taken as the desired List 1 reference picture. And the motion vectors for TDM block can be obtained by (5) with the new scaling technique, in which TRd is the temporal distance of the current B-picture relative to the picture not and thus, TRd is no longer equal to . The detailed error concealment algorithm based on the enhanced TDM (ETDM EC) for a lost B-picture can be described as follows.
ETDM EC algorithm:
For each block in the lost B-picture: 
C. Further Improvement on Motion Parameters Recovery
The aforementioned approach is able to efficiently derive the motion vectors of each block in the lost B-picture because it is reasonable to assume that the motion among the adjacent pictures is translational if the temporal distances of the pictures involved are short. Therefore, it works well to recover the lost B-picture at the highest temporal level since it usually has short temporal distances relative to their reference pictures. However, for a lost B-picture which is not at the highest temporal level , the temporal motion relationship among the pictures involved tends to considerably weaken as the temporal distances among these pictures become longer [16] . On the other hand, the aforementioned ETDM EC algorithm only focuses on the concealment of the lost B-picture. If the key picture is lost and recovered as a P-picture, the motion vectors of its block usually can not be derived based on TDM. As a result, the motion vector of each block in the lost key picture will be set to zero and its replacement is yielded by directly copying from the temporally previous key picture. To tackle this problem, an improved motion vector derivation approach is further employed.
In this method, the List 0 and List 1 reference pictures for the lost B-picture are the temporal most recent pictures and at lower temporal levels with time instants
As shown in Fig. 5 , it calculates the motion vectors and for a block in the lost B-picture according to the motion vectors of the co-located blocks and in the left and right neighboring B-pictures and at temporal level as follows: (6) (7) with Here, and are the List 0 and List 1 motion vectors of the co-located block in . and are the List 0 and List 1 motion vectors of the co-located block in . Note that and will be enforced to perform at the minimum same block size. For example, if the macroblocks having and have partitions of 16 8 and 8 16, respectively, the recovery of motion vectors of the lost block will be performed at 8 8 level. On the other hand, due to intra coding or the further loss of the left and/or right neighboring B-picture, if one of motion vector and , is NA (not available), the other motion vector will be further derived by (8) According to (8) , if and for a block in the lost B-picture are both taken as NA, the ETDM EC algorithm described in Section II-B will be used instead.
It should be noted that this further improvement on motion parameters recovery perhaps introduce an extra delay for video decoding within one GOP since the motion vectors recovery of the lost picture at low temporal level demands the motion information decoding of the B-picture at higher temporal level. This can be solved by using a receiver-side buffer. The requirement of such a buffer is common in today's video streaming systems like Microsoft Windows Media Player 9, which has a default buffer setting to five seconds [22] .
In terms of concealing the lost key picture as a P-picture, the proposed improved motion vectors recovery approach can also work very well to tackle this situation because the forward motion vector of the block in the lost key picture can be derived from the decoded motion vector of the co-located block in the left neighboring B-picture by (6) , as shown in Fig. 6 . If is not available due to intra coding, the motion vector of TDM block will be set to be zero. However, when is also lost, the ETDM EC algorithm described in Section II.B can not be further used since it only works for B-picture. To address this problem, the motion vectors of the co-located block in should be first recovered and then, (6) is used to further derive the forward motion vector of the block in the lost key picture based on . Finally, the whole proposed motion parameters recovery strategy (WTDM EC) can be depicted as follows.
WTDM EC algorithm:
For each block in the lost picture:
if (the lost pictureF is a key picture with m = 0)f if (F is also lost)
F should be first concealed as a B-picture; F =F and (6) is used to deriveṽ ; (6), (7) and (8) 
III. EXPERIMENTAL RESULTS
To verify the proposed method in terms of both the objective and subjective qualities, it was integrated into JSVM 8 6, which is the H.264/AVC SVC reference software. In the experiments, only the whole-picture loss is considered although the proposed algorithms can be simply extended to the slice loss case. Test sequences are comprised of Mobile, Stefan, Foreman, Bus, Tempete and Coastguard in CIF@30 Hz. For each test sequence, the temporal hierarchical B-picture decomposition level is set to and one I-picture is inserted for every 32 pictures. Quantization parameters for highest temporal level are composed of 28, 32, 36 and 40 and the quantization parameters for other lower temporal levels are set with the cascading quantization parameter [23] . Note that in real implementation, rate control tool is usually used to generate the desired bitstream at a given bitrate and it will also have impact on the performance of error concealment.
In the testing, the bitstream is formatted as a series of NAL units (NALUs) and then packetized. Four packet loss patterns with average packet loss rates of 3%, 5%, 10%, and 20% used in ITU-T VCEG were employed. These error patterns were generated from the experiments on the Internet backbone between one sender and three reflector sites. Detailed descriptions of the generation, file format, and usage of the error patterns are available in [24] .
A. Objective Quality Comparison
In terms of objective quality comparison, the rate distortion curves of the luminance component for no error case and different error concealment strategies are shown in Fig. 7 with 5% and 10% packet loss rates (PLRs), which are the very representatives of the wireless environment [25] . In Fig. 7 , Anchor EC indicates the existing temporal error concealment method in H.264/AVC SVC and Correct indicates no error case. Since in the proposed method WTDM EC, ETDM EC can be taken as an independent error concealment algorithm without an extra decoding delay requirement, its performance was also evaluated. Table I gives the detailed PSNR results on ETDM EC vs. Anchor EC ( ETDM EC) and WTDM EC vs. Anchor EC ( WTDM EC) for luminance component with 3%, 5%, 10%, and 20% PLRs. It can be observed from Fig. 7 and Table I that ETDM EC outperforms Anchor EC and WTDM EC is able to further improve the PSNR of the reconstructed video especially at high PLRs. For example, WTDM EC is able to gain 0.84 dB and 3.46 dB against Anchor EC on average in the cases of 5% and 10% PLRs for Mobile sequence, respectively. On the other hand, although in Table I , overall coding performance improvement in terms of PSNR is marginal on average for low PLRs by the proposed methods since the lost pictures account for low percentage, the improvement on only the concealed picture is still notable.
B. Subjective Quality Comparison
In this subsection, the visual qualities of the concealed pictures using Anchor EC, ETDM EC and WTDM EC and the correctly decoded picture are compared for Mobile with and 10% PLRs. Figs. 8-11 give subjective quality comparison of the concealed B-picture at different temporal levels, respectively. As shown in Fig. 8 , for the 195th picture at temporal level 4, the concealed picture by Anchor EC is obviously blurred due to inaccurate motion vectors derivation. By the proposed ETDM EC approach, its visual quality can be significantly improved. It should be noted that the concealed picture by WTDM EC is the same as the one by ETDM EC because at the highest temporal level, no B-picture at higher temporal can be utilized in WTDM EC. In Fig. 9 , for the 230th picture at temporal level 3, the concealed picture by Anchor EC is also obviously blurred. By the proposed ETDM EC approach, its visual quality is improved but some parts of the concealed picture are still blurred. Compared to ETDM EC, WTDM EC is able to efficiently avoid blurring effect and thus, offers an excellent visual quality for the concealed picture. Compared with ETDM EC, the further improvement by WTDM EC is very important since in hierarchical B-picture coding, if the lost picture is not at highest temporal level, its concealment also affects the neighboring pictures with reference to it. The same phenomenon also can be observed in Fig. 10 for the 156th picture at temporal level 2.
In Fig. 11 for the 104th picture at temporal level 1, compared with the Anchor EC, the proposed methods also can improve the quality of the concealed picture. However, due to weak temporal motion correlation between the picture being concealed and the reference picture, the quality of the concealed picture is obviously degraded in comparison with the correctly decoded one. It should be noted that the concealed picture by ETDM EC is the same as the one by Anchor EC because at the lowest temporal level, only the co-located block in the List 1 reference picture can be used to derive TDM motion vector of each block in the lost B-picture. In addition, in Fig. 12 , subjective quality comparison of the 256th concealed key picture is also given. To conceal the lost key picture, Anchor EC and ETDM EC only directly copy the whole picture from the previous key picture with zero motion. In WTDM EC, the improved motion vector recovery is used and thus, is able to significantly improve the quality of the concealed picture although its visual quality is still obviously worse than the correctly decoded one due to weak temporal motion correlation.
To sum up, compared to Anchor EC, both ETDM EC and WTDM EC are able to obviously improve the objective and subjective qualities for the concealed pictures, especially for WTDM EC. As mentioned in Section II.C, WTDM EC is improved from ETDM EC and perhaps introduces an extra delay for video decoding within one GOP since the motion vector recovery of the lost picture at low temporal level demands the motion information decoding of the B-pictures at higher temporal level. This can be solved by using a receiver-side buffer and such a buffer requirement is common in today's video streaming systems. If no extra receiver-side buffer is employed, certainly, only ETDM EC can be used for error concealment. In addition, all these error concealment algorithms do not require the high-computational estimation process like in BMA and thus, are very applicable for practical applications.
IV. CONCLUSION
This paper proposes a novel error concealment strategy on combating the whole-picture loss for the hierarchical B-picture coding. Compared with the existing temporal error concealment approach in H.264/AVC SVC reference software, the proposed algorithm is able to more efficiently derive the motion vector of the damaged block in the lost picture by utilizing the motion information of the co-located blocks in the temporally neighboring previous and/or subsequent pictures. The experimental results demonstrate that the proposed algorithm is able to yield the high-quality recovered picture. In fact, the proposed method also can be easily extended to the slice loss case with the error resilient tool like FMO. An exemplified approach is that the recovery motion vector by the proposed method can be taken as an extra candidate motion vector to speed up the motion vector search process for BMA.
