On the Dynamics of Ethnic Fractionalization * Does fractionalization change over time? If so, are there any substantial implications for economic performance? To answer such questions, we construct a new panel data set with fractionalization measures for 26 former communist countries covering the period from 1989 to 2002. Our fractionalization measures show that transition economies became more ethnically homogenous over such a short period of time, although the same did not happen in terms of linguistic and religious fractionalization. In line with the most recent literature, there seems to be little effect of (exogenous) fractionalization on macroeconomic performance (that is, on per capita GDP growth). However, we find that dynamic ethnic fractionalization is negatively related to growth (although this is still not the case for linguistic and religious fractionalization). These findings are robust to different specifications, polarization measures, instrument sets as well as to a composite index of ethnic-linguistic-religious fractionalization. 
showing that ethno-linguistic fractionalization negatively affects macroeconomic performance.
There has been, however, somewhat limited success in sustaining the evidence for this direct negative effect. For instance, Easterly (2001) shows that the effect of ethnic fractionalization is conditional: it affects growth negatively only in countries with "sufficiently bad" institutions. Bluedorn (2001) and argue that the negative impact of diversity on growth is strong mostly in less democratic countries.
1 Posner (2004) shows that the negative effect is supported only by a restricted polarization index (restricted in that it includes only the "politically relevant" ethnic groups.) Montalvo and Reynal-Querol (2005) demonstrate that while the direct effect of fractionalization on growth is statistically weak, that of ethnic polarization is robust. In sum, the negative first-order effect of ethnic diversity on economic performance is not currently deemed robust as the literature has turned to identifying the main channels (i.e., indirect effects) through which diversity may affect the economy. One main point we make in this paper is that the decision to abandon the possibility of a first-order effect may have been premature. The possibility that diversity changes over time and that it should be treated endogenously does not seem to have been explored empirically (in large part, we gather, due to data demands.) Alesina and La Ferrara (2005) review this empirical evidence and identify two main directions for future research: to improve the measurement of diversity and to treat diversity as an endogenous variable. 2 This paper tries to address these two concerns. With respect to measurement, note that most of the literature uses secondary data (e.g., from the CIA Factbook and from Taylor and Hudson's World Handbook of Political and Social Indicators) to construct fractionalization indexes at the national level. In this paper, we put together a data set that contains primary data, the majority of which from national censuses. 3 In terms of treating diversity as an endogenous variable, we concentrate on exploiting the genuine time variation
shown by our new measures that, to the best of our knowledge, is unique to our data set.
Our study centers on how diversity changes over time for a sample of countries that closely resemble a "natural experiment" (the 26 former centrally planned economies, from 1989 onwards). These are said to resemble a "natural experiment" because until 1989 these countries shared a similar set of economic and political institutions, but have since followed radically different economic and political trajectories (Campos and Coricelli 2002) . Our indices strongly confirm the hypothesis that diversity changes over time. They reveal that transition economies have experienced large increases in ethnic (and to a lesser extent in religious and linguistic) diversity between 1989 and 2002. Among the potential reasons for such dramatic changes over a relatively short period of time, we point to the collapse of the Soviet Union (Roeder 1991) and of the Socialist Bloc as a whole, as well as the emergence of new independent countries. In addition, open borders to the West and a worsened domestic economic environment may have caused people to consider looking for better opportunities elsewhere resulting in greater migration and ensuing changes in demographic composition. A choice of religious beliefs, previously absent, as well as decrease in number of Russian schools across these countries, are some of the factors that may have influenced religious and linguistic diversity measures, respectively (Fowkes 2002 ).
In addition to documenting dramatic changes in fractionalization across countries over time, we use the new measures to revisit the question of the macroeconomic consequences of diversity. We replicate the most recent results from the literature and show that static diversity is indeed not robustly related to economic growth. However, that is not the case when we capture 4 empirically how ethnic diversity changes over time and treat it as an endogenous variable. Our panel estimates show that (dynamic) ethnic fractionalization is negatively related to growth. 4 We show that this finding is robust to the use of different specifications, polarization measures, instrument sets as well as to a composite index of ethnic-linguistic-religious fractionalization.
It must be noted at the outset that we leave one major suggestion for future work, namely an investigation of the ultimate causes of the variation of diversity over time. Although in what follows we suggest various links between the history of individual countries and our set of potential determinants, on the one hand, and the behavior of our diversity measures over time, on the other, we need to stress that these are just suggestions. We have focused our attention on improving the measurement of diversity and on offering a first glimpse at the possibility that diversity changes over time and how much this recognition would further our understanding of the effects of diversity on economic performance. Although we believe we succeeded in our two main objectives, it would be prudent not to read too much in terms of the ultimate causes of diversity in our econometric estimates, and we thus leave this issue as our main recommendation for future research efforts.
The paper is organized as follows. In the next section we briefly review the literature with special attention to measurement and cross-country econometric estimates with a view to support the notion that the initial results on the negative economic consequences of diversity are currently deemed not robust. We then detail the construction of our data set and of our family of diversity measures. We also discuss various trends we identify in the raw data and argue that dramatic changes in the diversity measures seem to have indeed taken place. The following section contains our two main empirical results: first, we find little evidence of direct or firstorder effects of (exogenous) diversity on economic growth (which is very much in line with the current literature) and, second, although endogenous ethnic diversity is negatively related to growth (with equally robust results obtaining for polarization measures), that is still not the case regarding linguistic and religious diversity. We then conclude and present some suggestions for future research.
The Effects of Fractionalization: A Review of the Literature
The index constructed by Soviet researchers in the early 1960s and published in the Atlas Narodov Mira (Bruk and Apenchenko 1964) is omnipresent in the literature. This index of ethnic-linguistic fractionalization (ELF hereafter) is constructed using the shares in total population of all ethno-linguistic groups within each country. Among the reasons for the popularity of this index are that it has an intuitive construction and interpretation, and that it has been included in the influential Taylor and Hudson's World Handbook of Political and Social Indicators since its very first edition. Further, Taylor and Hudson (1972) argue that this source suffers little from ideological bias.
The calculation of this index requires, first, enumeration and precise definition of the ethnic and linguistic categories into which a society is divided. The index is computed as 1 (one) minus the sum of squared group shares. It thus captures the probability that two randomly selected individuals belong to different groups. The index ranges from zero to one, with values close to one indicating a highly fractionalized society and values close to zero indicating a highly homogenous society.
Most cross-country studies use this measure. Mauro (1995) and Easterly and Levine (1997) find that economic growth decreases with ethno-linguistic fractionalization. Easterly and Levine (1997) find that ethno-linguistic fractionalization is detrimental to long-run growth in cross-country regressions. They argue that much of Africa's poor economic performance is related to the high levels of ethnic fractionalization in the continent. The mechanism is that ELF reduces the likelihood of countries adopting what they call "good policies." Their results were broadly confirmed by . These authors construct a set of ethnic, linguistic, 6 and religious fractionalization indices for 190 countries for one point in time (the early 1990s) and find a significant negative relation between ethnic and linguistic fractionalization, on the one hand, and macroeconomic policies and public goods provision, on the other. Note they do not find a significant relationship between religious diversity and growth. Alesina, Baqir, and Easterly (1999) argue that ethnic diversity lowers growth through a reduction in levels of public good provision. Arcand, Guillaumont, and Guillaumont Jeanneney (2000b) argue that diversity operates directly through the allocation of public and private resources rather than indirectly through policies. The direct adverse effect of ELF on growth is most severe in countries where communications costs are high, the latter often associated with high rates of illiteracy and low population density (Arcand, Guillaumont, and Guillaumont Jeanneney 2000a) .
Another channel that has received a great deal of attention is civil war. Elbawadi and Sambanis (2002) find a significant relation between ethnic divisions and the frequency of civil wars. Caselli and Coleman (2002) focus on the relationship between ethnic diversity and natural resources abundance and how it ultimately affects growth negatively. Collier and Hoeffler (1998) investigate the economic causes of civil wars and find a positive relation between ELF and risk of conflict but this relationship is not monotonic: the highest probability of conflict occurs when fractionalization approaches .4. Interestingly, Collier and Hoeffler (2002) find no effect of ethnic polarization on the likelihood of conflict. Collier (2001) shows that the harmful effect of ethnic diversity on growth depends on the political environment: diversity is detrimental to overall economic performance in the context of limited political rights, but is not as damaging in democracies. Fearon and Laitin (2003) argue that the factors that explain which countries have been at risk of civil war are not their ethnic or religious characteristics, but rather things like poverty, political instability, and larger populations. La Porta et al. (1999) investigate empirically the determinants of the quality of governments in a large cross-section of countries. They assess government performance using measures of government intervention, public sector efficiency, public goods provision, size of government, and political freedom. They find that countries that are poor, closer to the equator, and more ethno-linguistically heterogeneous tend to exhibit inferior government performance. Alesina and Spolaore (2003) use ELF-style measures to explore the relationship between borders, the size of nations, and degree of ethnic and linguistic fractionalization. Montalvo and Reynal-Querol (2003) analyze the effect of religious diversity on economic growth. They use the Solow growth model from Mankiw, Romer, and Weil (1992) enlarged with religious polarization variables. They find, in contrast to Collier and Hoeffler, that religious polarization is a better measurement of the effect of potential conflict on economic development than the traditional fractionalization index.
Annett (2001) constructs new indexes of ethnic and religious fractionalization for a large cross-section of countries using data from the World Christian Encyclopedia. He studies the relationship between ethno-linguistic-religious fractionalization and both political instability and government consumption. Greater fractionalization is expected to lead to political instability, which in turn leads to higher government consumption aimed at placating political opposition.
There is also a feedback mechanism whereby the higher consumption leads to less instability as government consumption reduces the risk of being voted out of office. All these hypotheses find support in his data. (1) the impact of ELF on growth is negative and robust; (2) ELF is highly correlated with GDP per capita, latitude, and the quality of government so that is difficult to be assertive on causality;
and (3) while high ethnic fractionalization is associate with low government quality, the reverse seems true with respect to religious fractionalization.
Posner (2004) Woo (2003b) found that social fractionalization has a negative effect on fiscal 6 Fearon (2003) provides a detailed discussion of conceptual and practical problems involved in enumerating "ethnic groups." He combines data from the Encyclopedia Britannica and the CIA Factbook to present a list of 820 ethnic groups in 160 countries that made up at least 1% of country population in the early 1990s. He also identifies additional problems such as that dissimilar ethno-linguistic groups are frequently aggregated under one umbrella, while some other groups are often omitted altogether. 7 Posner also calculates a PREG index that changes over time (four decades), however he notes that "the quality of the new index depends fundamentally on the quality of the (necessarily subjective) decisions that were made to consolidate or drop groups from the original Atlas counts" (2004, 855) . Ultimately, PREG values are the same over the four decades (1960s to 1990s) for all but seven countries.
9 deficits in countries with weak institutions. This effect is reduced or even suppressed in countries with strong institutions. Keefer and Knack (2002) use a subjective measure of the intensity of ethnic tensions as well as an index (constructed by Sullivan 1991) that measures the percentage of a country's population belonging to the largest ethnic group. They discuss the various theoretical channels through which social divisions influence growth. They argue that social polarization reduces the security of property rights and, through this channel, reduces growth. The first hypothesis is supported by cross-country evidence indicating that polarization in the form of income inequality, land inequality, and ethnic tensions is inversely related to an index of the security of contractual and property rights. When the security of property rights is accounted for in crosscountry growth regressions, it weakens the relationship between inequality and growth.
In summary, there is a growing literature on the economic effects of fractionalization.
The negative first-order (direct) effect of ethnic diversity on economic performance seems to be now downplayed, with the literature turning its attention to identifying the main channels through which fractionalization and polarization may affect the economy (i.e., second-order or indirect effects). One point we make in this paper is that the decision to abandon the possibility of a first-order effect may have been premature. We believe the reason for this is correctly identified by Alesina and La Ferrara (2005) : the possibility that diversity changes over time and that it should be treated endogenously does not seem to have been explored empirically in full.
There has been substantial effort to improve the measurement of diversity, but that has not so far tried to capture the possibility that diversity can genuinely change over time. That is our task in the next section.
The Measurement of Diversity across Countries and over Time
The objective of this section is to describe in detail the panel data set we put together to examine Regarding time coverage, we note that although national censuses are the preferred and most reliable source of fractionalization data, they are conducted once a decade at best, which generates an difficulty in light of our objective of capturing fractionalization dynamics. Further, microcensuses and demographic surveys are conducted at irregular intervals and only in some of the countries in our sample. With this in mind, we decided to first assess what would be the maximum number of time periods for which we could obtain data on the ethnic, linguistic, and religious demographic composition for the 26 transition countries above. 8 After taking stock of all available data, we find that a balanced panel would be possible for three time periods, namely the early transition period , the middle transition period , and the late transition period (1999) (2000) (2001) (2002) . Consequently, for our sample of 26 transition countries, we construct fractionalization indexes for these three time periods for a grand total of 78 observations. It is also important to bear in mind that we focus on three dimensions of fractionalization (ethnic, linguistic, and religious), so that the data set contains a total of 234 observations on these various aspects of fractionalization (see Appendix A).
In the case of ethnic fractionalization, census data are available for approximately 60% of the country-period "cells." 9 The fact that for some of these (about 40%) census data is nonexistent calls for microcensus and demographic surveys data. The first stage of this process was to collect all available information for each of the three dimensions of fractionalization for the 26 countries and for the three time periods we determine. An exhaustive list of sources was used to check these data. It is worth mentioning that it includes Nasii I Etnosi V Sovremennom
Mire (Rosenko 1999 Once all available data were collected, for some countries we find more than one estimate for given time period and so a decision rule was needed. If two or more figures for the index of ethnic fractionalization were identical up to the third decimal place, we selected these (and excluded those that diverged). From these, we chose the combination that generated the most balanced distance among the indices over time as well as the largest possible time span within the sample periods. For example, we found estimates of the ethnic composition of the Latvian population for the years 1994, 1995, and 1996 from various different sources, with ethnic fractionalization identical up to the third decimal place. According to this rule, the time series 1989-1994-2000 was preferred to 1989-1996-2000 . In addition, if the sources diverged such that their ethnic fractionalization indices were different up to the second decimal place, we choose the one that caused less variability for each country over time. Notice that this decreases source-variability as much as possible. We also believe this "stacks the cards" against us because it explicitly flattens the behavior of diversity over time.
For the computation of the fractionalization indices, we applied the usual formula which captures the probability that two randomly selected individuals belong to different groups:
where s i is the share of total population belonging to group i. The index takes values between zero and one, where F equals to 1 implies a highly heterogeneous country and F equals to 0 refers to a perfectly homogeneous country.
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One well-known problem when computing ethnic fractionalization indices are the precise definitions of ethnic groups and the fact that these may change over time. 11 Fearon (2003) notes that Somali clans are often referred to as different "ethnic" groups, yet they are not culturally different in any fundamental aspect. In the same vein, Moldavians and Romanians have virtually the same origin and speak the same language (with some minor differences). A second problem is that these group definitions may change over time for political reasons.
Alesina et al. (2003) note that Somalia was often counted as a relatively homogeneous country,
that is, until a civil war broke up in 1991. In our sample, there are no significant disputes of these types. One minor exception is that, in some countries, Muslims were considered as one group, while in others Sunni and Shia Muslims were differentiated.
Another well-known shortcoming of this measure of fractionalization is that the same value of the index may correspond to rather different distributions (Fearon 2003) . 12 In our sample, the religious composition of the Latvian population in 1995 comprised one large group ("others including nonreligious" with 62.5% of the total population), two equal size groups, Roman Catholic and Evangelical Lutheran (with 14.9% and 14.6%, respectively) and Russian 10 Note that there is no minimum group size used in the implementation of this formula below, however in what follows we evaluate fixing the number (not the size) of groups across countries over time. 11 Even Census data on ethnicity, language, and religion is not as reliable as data on, say, age and gender. Ethnicity, language, and religion are very likely to be "endogenous" in a broader sense than that used in this paper: in that of having an ambiguous relationship to economic and physical security. Self-assigned ethnicity may be a "state-of-mind" in the sense that it can change rapidly without any corresponding physical change. Social, natural, and economic events can change the minds of whole communities in terms of how they define themselves creating difficult problems for those studying these changes. For further discussion, see, among others, Fearon and Laitin (2000) , Horowitz (2000, especially Chapter 2), Bodenhorn and Ruebeck (2003) and Bertrand and Mullainathan (2004) . 12 Another weakness of the index is its inability to differentiate those groups that are politically strong from the ones that are weak, as strength is not necessarily a function of group's size (Annett 2001; Posner 2004 The sensitivity of such indexes to the number of underlying groups made us evaluate two approaches for the computation of fractionalization. In the first, we used all disaggregated data we can ("unrestricted number of groups"), while in the second we restrict the number of groups for each country to be the same over time. This approach has been used in this literature by, among others, and Fearon (2003) . The average number of ethnic groups in the restricted sample was 5.19, while it was 7.04 in the unrestricted sample. The corresponding figures from and Fearon (2003) for Eastern Europe and former Soviet Union countries are 6.48 (27 observations) and 4.55 (31 observations), respectively. The lowest number of groups, we report, including "others," is 3 (in several cases), and the largest is 8 (12 for Mongolia in the unrestricted sample). Table 1 shows that the impact of the differences between restricted and unrestricted indexes is small for our sample. These may be driven by better economic performance and opportunities in the destination country as well as by inferior economic performance and/or civil war and ethnic cleansing in the origin country. In other parts of the world, such process may have taken decades to unfold.
However, the rather special circumstances of our sample of transition countries allow for this process to take place in a much shorter period of time. 13 Firstly, with the collapse of 14 communism, workers became free to move to other countries (while under communism, mobility restrictions often referred to the city or province) in search of better economic opportunities. Secondly, the reaction of Russian minorities to the end of the empire was often return migration, causing the share of Russians to fall in every country in our sample, with the exception of Moldova. There are two points to be made in this respect: one is that the mechanisms behind return migration varied across the former Soviet Republics (in the Baltics, for instance, it took the form of incredibly difficult language tests) and, second, that although the Russian minorities tend to occupy visible positions across the Republics, numerically they were very often a minority. Consider the fact that only in six of the countries of our sample, the share of the Russian ethnic group in total population is above 10% in Period 1 (the early transition period). 14 A third important factor is the eruption of violent conflict, for example, the wars in the In addition to ethnic fractionalization, we compute separate linguistic and religious fractionalization measures, using the same formula and approach as above. A main data source is the Encyclopedia Britannica (1993, 1994, 1999, 2001, and 2002) , which report information based on various national data sources. There was little dispersion of the number of groups across time and so we had only one set of indices for each of these two aspects of fractionalization.
The data collection for religious fractionalization comes with one important caveat.
Communist countries consistently suppressed the practice of religion for ideological reasons and 14 These are: Belarus (13.22%), Estonia (30.3%), Kazakhstan (37.8%), Kyrgyz Republic (21.5%), Latvia (33.96%), and Ukraine (22.1%).
therefore did not systematically collect data of this nature. For this reason, we used the earliest estimates that could be obtained for the computation of religious fractionalization indices, usually for 1993. Table 1 shows how the means of our measures vary over time. 15 It interesting to note that the dynamics of diversity depends on which of the three aspects we are examining: over such a short period of time, transition countries became much more ethnically homogeneous, yet they also became more religiously diverse, while practically no change is registered with respect to linguistic fractionalization. Focusing on the sample mean for the ethnic fractionalization index, it can be seen it decreases from 0.3726 (0.3768 for "unrestricted") to 0.345 (0.3538) and to 0.3147 (0.3154). In terms of linguistic fractionalization, the mean value of the index declines from 0.3589 to 0.3538 to 0.3501 over the three periods, which is clearly a much smaller change.
Therefore, linguistic diversity seems to vary less over time than ethnic diversity, although it at least moves in the same direction. Minorities are often forced by circumstances to use languages other than their own due, for instance, to difficulties to obtain education in their native language.
However, especially in the former Soviet Union countries, the Russian language is still widely 
Empirical Results
The objective of this section is to revisit the economic effects of diversity. Easterly and Levine (1997) and , with two main differences. One is that we add a dummy variable for CIS membership is added (which takes the value of 1 for all former Soviet Union countries but the Baltics, and zero otherwise) and the other is that we use a war dummy variable as a proxy for political instability for our sample of transition economies (instead of assassinations as the latter is not available). Appendix B contains information on data sources and definitions. Another difference, of course, is that here ethnic diversity varies over time. The first column shows that ethnic fractionalization significantly and negatively affects the growth of real per capita GDP. 16 Based on the literature reviewed above, we should expect that, after controlling for other variables, the direct effect of ethnic fractionalization would vanish. It is therefore not surprising to observe that ethnic fractionalization loses its statistical significance once we control for initial income, schooling, and war. 17 In columns (4) and (5) the coefficient on ethnic fractionalization increases in size and the fact that its standard error does not change much implies it regains statistical significance. The set of conditioning variables carry the expected signs with the coefficients on the CIS dummy, war, initial income, and human capital also found to be statistically significant. However, the main result is that the effect of ethnic diversity is clearly not robust to changes in the set of conditioning variables and therefore we are able to replicate, with our data, one of the main results from the literature.
In terms of the substantive (as opposed to statistical) significance of the effect of ethnic diversity on growth, Alesina and La Ferrara note that "the estimates (…) suggest that, ceteris paribus, going from perfect homogeneity to maximum heterogeneity (i.e., increasing ELF from 0 to 1) would reduce a country's growth rate by 2 percentage points per year" (2005, 772) .
Interestingly, this is very much the magnitude estimated by Posner (2004) , using a similar specification but a different sample of countries (that is, only African nations). From the last column in Table 3 , we learn that these effects are larger for our sample and indicate a corresponding reduction of 9 percentage points. This seems to reflect both the larger changes in ethnic diversity and the more severe GDP contractions these economies experienced during the transition period. Yet, recall that the coefficient on diversity is often not statistically significant.
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It is important to note that our research strategy is to, first, follow as closely as possible existing related and representative specifications (such as Easterly and Levine 1997) and, second, to modify these specifications by means of treating diversity as an endogenous variable (which is of course easier to do once we have constructed diversity measures at various points in time). Our expectation is that by doing so we may be able to reestablish the robust negative impact of diversity on per capita GDP growth.
18 Table 4 follows the same pattern of Table 3 , but examining the relationship between linguistic fractionalization and economic growth. As it can be seen, the results show that linguistic fractionalization have a significant impact on growth only in the bivariate regression (in column 1). Yet, we can not replicate this result for any of the other specifications. Notice also that the pattern of signs and statistical significance we observe in the set of conditioning variables for the case of ethnic broadly remains in the case of linguistic diversity.
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Our results for religious fractionalization are somewhat different. Table 5 shows that although the unconditional effect of religious fractionalization on economic growth carries the expected negative sign, it is not statistically significant from zero (column 1). Interestingly, the conditional effect of religious fractionalization on growth is actually positive and statistically significant (in columns 2 to 5). Note that this has been found before in larger samples: for instance, the results from Alesina et al. (2003, 170) on religious fractionalization, although never statistically significant, show that the coefficient on religious diversity is negative for two of the four specifications reported, while it is positive in the other two. Finally, notice that the pattern we observe in the set of conditioning variables for the cases of ethnic and of linguistic diversity 18 We recognize that more complex relationships may be at work. In particular, ethnic diversity as a source of conflict is one of the main determinants of the occurrence of war (Collier and Hoeffler 2001, 2002) . Our understanding is that these two literatures (the one on the macroeconomic effects of diversity and the one on diversity as a potential cause of conflict) have not yet converged and, again, we leave this as one suggestion for future research. 19 In Appendix C, we show that similar results obtain for a polarization index instead.
remains, with the only exception of the coefficient on war (now statistically insignificant).
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In sum, our findings for ethnic fractionalization are in line with most of the recent literature in that these estimates show that the direct effect of fractionalization on economic performance is weak. Similar conclusions can be reached with respect to linguistic and religious diversity. As noted, something the literature has not yet explored is that diversity may change over time and may be endogenous (see, e.g., Alesina and La Ferrara 2005) . We now turn to our set of econometric results that try to take these concerns into account.
We proceed by reestimating all the specifications from Tables 3 to 5 using Three Stages Least Squares (3SLS) instead. In addition to its appropriateness in the presence of error correlation across equations, 3SLS compares more naturally with the SUR results presented above and it is also used often in the growth in transition literature (Falcetti, Lysenko, and Sanfey 2006) . One important issue is the specification of the "diversity equation" as there has been no effort (to the best of our knowledge) to try to explain empirically the evolution of diversity over time across countries. We therefore resort to a somewhat ad hoc approach as we choose the broadest set of explanatory variables, trying to capture social conditions, political liberalization and economic liberalization. 21 In order to obtain the best possible predicted value of ethnic diversity, we exclude the most statistically insignificant variable one-by-one in such a way that the adjusted R 2 of the "diversity equation" increases after the exclusion. Once it stops increasing, we exclude the second most statistically insignificant variable, and so on and so 20 Using principal components, we also calculate an index of ethnic-linguistic-religious fractionalization. We repeat all the regressions above but using this composite index as a measure of diversity instead. The results are qualitatively similar to those for linguistic fractionalization. These are available upon request. 21 Once again stressing that our objective is not to provide an explanation for changes in diversity over time (it is instead to recognize that these changes actually take place and assess its impact on economic performance), we note that the intuition behind this extended set of variables is that they represent three potentially important groups of reasons for diversity to change (over time and across countries.) Under social conditions, we think population size, illiteracy, and infant mortality should be associated with ethnic diversity as well as with its change over time, while under political liberalization, we expect civil liberties, political rights, and corruption to be associated with ethnic diversity (for example, we expect to find less restrictions to migration in countries with more entrenched civil liberties and political rights). Although we believe economic liberalization should play a role, the results suggest that the first two groups are actually more important for our sample of transition economies.
forth. Accordingly, we start out with a regression of ethnic fractionalization as endogenous variable with the whole set of variables on the right-hand side, 22 which generates an Adjusted R 2 of 0.45. From this extended set and using the rule above, we exclude civil liberties, trade and foreign exchange reform indexes, external liberalization index, and small-scale privatization.
Ultimately, we settle on a specification for ethnic diversity with an Adjusted R 2 of 0.486 with the following explanatory variables: infant mortality and bank sector reform (both significant at 10%), infrastructure, large-scale privatization, price liberalization (all significant at 5%), illiteracy, latitude, log of population, and corruption (all significant at 1% level).
23 Table 6 shows that the coefficient on "endogenous" ethnic fractionalization is statistically significant throughout at the 10% level. 24 This is, of course, in contrast to the results presented in Table 3 . As it can be seen, the coefficient on ethnic fractionalization is now statistically significant, irrespective of the set of additional controls we choose to use. They also carry the expected negative sign. The magnitude of the effect of ethnic diversity on growth increases substantially: we find that, ceteris paribus, going from perfect homogeneity to maximum heterogeneity (i.e., increasing ELF from 0 to 1) would reduce a country's growth rate by more 10 percentage points per year. Although this figure may seem larger than expected, we think it is credible in light of the very large changes in ethnic diversity and the extremely severe GDP contractions these economies experienced during the transition period. For other groups of developing countries, our expectation is that the effect should be smaller over such a short period of time or that a much longer time period would be required to obtain an effect of 22 See Appendix B, these are civil liberties, competition, democracy, external liberalization, illiteracy, internal liberalization, infant mortality, latitude, population, large-scale privatization, political rights, price liberalization, small-scale privatization, trade and foreign exchange, corruption, infrastructure, financial and GDP per capita level. 23 Using the Transparency International measure, we find that more corrupt countries tend to be more ethnically and linguistically diverse. Future research will do well in investigating this relationship in detail, in particular, the potential role of nonlinearities and reverse causality. 24 Some readers may insist in the use of the more standard 5% "cut-off" for declaring a relationship statistically significant. With this in mind, we estimate a more parsimonious specification corresponding to the Solow growth model (with investment, human capital and population growth as explanatory variables.) Our conclusions are not affected and, indeed, the coefficient on (endogenous not exogenous) ethnic diversity is significant at the 5% level. These results are available from the authors upon request.
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comparable magnitude.
For linguistic fractionalization, we repeat the procedure described above to select a set of predictors for the level of ethnic diversity. Again, we have no knowledge of previous efforts that could provide us with guidance in this respect. We thus start again with the same broad set of explanatory variables (Appendix B). We exclude the most statistically insignificant variables one by one in such a way that the adjusted R 2 of the regression increases after the exclusion.
Once it stops increasing, we exclude the second most statistically insignificant variables, and so on. In this light, we exclude civil liberties, internal liberalization, and small-scale privatization, and obtain an adjusted R 2 of 0.576 with competition, external liberalization, illiteracy, and largescale privatization (all significant at the 10% significance level), infant mortality and infrastructure (significant at 5%) and latitude, population, and corruption, significant at the 1% level. Our results are in Table 7 : they do not support the hypothesis that endogenous linguistic fractionalization adversely affects economic growth. As noted, the changes we observe in linguistic are small vis-à-vis those in ethnic fractionalization. Arguably, this is because of inertia of educational and cultural institutions that did not change in the transition economies in this period and thus it may be easier or necessary for individuals to still speak various languages. Table 8 reports our results for religious diversity we obtain by repeating the procedure above. Once again, we start with a broad set encompassing social conditions, political liberalization, and economic liberalization. Applying our rule we are only able to exclude the three variables (infrastructure, financial and GDP per capita level) and we obtain the smallest Adjusted R 2 of all three cases: 0.32. Further, the results of this exercise are not helpful in clarifying the potential role of religious fractionalization (see Table 5 above). The coefficients on diversity behave erratically, generating almost all four possible combinations of sign and statistical significance in five chances.
In summary, our results strongly suggest that the three different dimensions of fractionalization we consider here show very different effects in terms of real per capita GDP 22 growth. The more robust set of results refers to ethnic fractionalization: we replicate the findings from the most recent literature in that exogenous diversity does not play a strong role in terms of economic growth, but we show that endogenizing diversity and taking full advantage of its intertemporal variation pays off as the resulting effects turn out to exhibit the expected signs and are statistically significant across the board. It is a very different situation for religious and linguistic fractionalization: their coefficients are seldom significant and almost never carry the negative signs one would expect. 
Conclusions
This is one of the first papers to use census data to measure ethnic diversity over time and across countries and assess its impact on economic performance. Another contribution of this paper is that it provides measures of linguistic and religious diversity that change over time across a complete set of transition countries. We show that this improvement in the measurement of diversity pays off: in line with the most recent literature, we find little effect of (exogenous) diversity on per capita GDP growth. On the other hand, we find that dynamic ethnic diversity is negatively related to growth (while that is still not the case regarding linguistic and religious diversity). Moreover, we show that these findings are robust to the use of different estimators, specifications, polarization measures, instrument sets as well as to an index of ethnic-linguisticreligious fractionalization.
We leave two further suggestions for future research. 26 The first is to investigate whether our basic result on the importance of endogenous ethnic diversity (somewhat in detriment of linguistic and religious fractionalization) holds as well for other samples of developed and developing countries. Data requirements make this an expensive and time-consuming
proposition. Yet Posner (2004) shows that is feasible to measure diversity over time for the most 23 data deprived region, namely, Sub-Saharan Africa. The second suggestion for future research is to go further in trying to integrate the two so far separate literatures on diversity as a source of conflict (Collier and Hoeffler 2001, 2002) and that revisited here, on the macroeconomic effects of diversity. This will of course require further conceptual work and theoretical modeling but in light of the results above this is clearly an important task. The results presented in this paper also indicate that in pursuing this latter suggestion, great care should be exercised in distilling the potentially divergent effects of ethnic, linguistic and religious diversity on nonviolent and violent conflict as well as on various dimensions of economic well-being. (26) 0.3726 0.6871 0.0257 2-nd period (26) 0.3450 0.6659 0.0471 3-rd period (26) 0.3147 0.6180 0.0139 Ethnicity unrestricted (78) 0.3450 0.6869 0.0139 1-st period (26) 0.3768 0.6869 0.0257 2-nd period (26) 0.3429 0.6659 0.0471 3-rd period (26) 0.3154 0.6180 0.0139 Linguistic (78) 0.3543 0.6601 0.0294 1-st period (26) 0.3589 0.6338 0.0398 2-nd period (26) 0.3538 0.6598 0.0601 3-rd period (26) 0.3501 0.6698 0.0297 Religion (78) 0.4129 0.6947 0.0415 1-st period (26) 0.3862 0.6594 0.0694 2-nd period (26) 0.4345 0.6592 0.0792 3-rd period (26) 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1% 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1% 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1% 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1%. See text for details on the fractionalization equation. 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1%. See text for details on the fractionalization equation. 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1%. See text for details on the fractionalization equation. 1989-1993, 1994-1998, 1999- 
APPENDIX A Fractionalization indices: Ethnic, linguistic, and religious

APPENDIX C: Fractionalization, Polarization and Other Banes
This Appendix reports how the results presented above change if we measure diversity as polarization (instead of fractionalization). The family of polarization measures proposed by Ray (1994, 1999) 
where K is a scaling factor and α is a constant between 0 and 1.6. Note that this formulation requires a measure of distance between groups (the last term in the right-hand side), which can be thought, for instance, as differences in median incomes. However, and partly because of severe data constraints, distance is often assumed constant and equal to 1. Following Alesina et al. (2003) we recalculate our measures of ethnic, linguistic and religious fractionalization, using α=0.8 and α=1.6 and repeat all the previous regressions with ethnicity, language and religion polarization indices instead. Here we report on our exercise of replicating the results in this paper using the polarization concept instead. As can be seen in the two Tables below, the results are qualitatively the same as those reported in the main body of the paper (namely, robust only for endogenous ethnic fractionalization). 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Only coefficients for polarization indices are reported. Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1%. Columns follow the specifications of the tables 3 through 8. 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 26; 26; 26 Note: Only coefficients for polarization indices are reported. Standard deviations are in parentheses; * significant at 10%, ** significant at 5%,*** significant at 1%. Columns follow the specifications of the tables 3 through 8.
