Abstract. Gender and racial diversity in the mediated images from the media shape our perception of different demographic groups. In this work, we investigate gender and racial diversity of 85,957 advertising images shared by the 73 top international brands on Instagram and Facebook. We hope that our analyses give guidelines on how to build a fully automated watchdog for gender and racial diversity in online advertisements.
1 Introduction "The perception of the other is a core aspect of the integration of ethnic minorities and immigrants [55] ." Integration and cooperation in a multicultural society can be easy or challenging, depending on the perception of self and other groups. One of the notable channels that affect people's perception of the other is mass media [21, 32] . After being repeatedly exposed, viewers' belief and attitudes are shaped by the mediated images from the media. Thus, the portrayal of different demographic groups in media, particularly advertisements, can play an essential role in shaping the formation of identities of those groups [14] .
For the decades, scholars have studied the portrayals of demographic groups (mainly ethnic minorities compared to Whites) in advertisements in print and broadcast media [47, 50] . Minority groups have been found to be continuously under-or misrepresented in the advertisements. For example, advertisements perpetuate conventional stereotyped images of races and gender, which are, for instance, African Americans depicted as aggressive and active, and women portrayed as young, thin, and smiling [16] . Despite the warnings from these studies, controversial advertisements, such as the one by Hornbach [3] , are still being created. Thus, the continuous monitoring of advertisements and raising public awareness are essential.
In monitoring advertisements, analyzing the visual content is one of the main components because most advertisements include visual elements because of their effectiveness in marketing [38] . However, previous studies on examining advertisements largely depend on manual efforts for analyzing the visual content [47, 8, 46] . In the modern world, which is overloaded by digital content published on the web and social media, how to minimize such manual efforts and build an automated solution is the key to monitoring the tremendous volume of advertisements.
In this work, as a first step, we propose an automated way to examine gender and racial diversity in online advertisements in a large scale using modern image analysis techniques. Through a comprehensive review of previous literature, we define three metrics of the gender and racial diversity in advertisements that can be computed by automated tools: (1) how many times each gender and race appear, (2) how many times each gender and race appear in cross-sex interaction context, and (3) how many times each gender and race appear as smiling faces.
Using the three metrics, we demonstrate a large-scale analysis of the gender and racial diversity in the 85,957 advertising images of 73 international brands on Instagram and Facebook. We define advertising images of brands in a broad sense: as images posted on social media by their official accounts. Considering the definition of advertisement, which is "a picture, sign, etc. that is used to make a product or service known and persuade people to buy it," it is reasonable to consider the images posted on social media by brands' official accounts as their advertising images. As the marketing in social media has been differentiating from that in traditional media [24] , our analysis of advertising images on social media adds new dimensions to the stream of previous research on U.S.-based empirical studies of advertisements in mass media [47, 17, 8] . In particular, the following research questions drawn from previous literature guide our analysis:
RQ1: How many times does each demographic group appear in advertising images? How different are they across the brands? RQ2: Which pairs of demographic groups are preferred in advertising images for cross-sex interaction context? RQ3: Is there a specific demographic group depicted more with smiling faces?
Our study provides a holistic view of the gender and racial diversity in today's advertising images by global brands on social media and is a great demonstration of the feasibility of our proposed metrics computed in an automated way.
Related Work
For decades there has been a long research stream on depictions of different demographic groups in marketing communications including advertisements [47, 17, 8, 46, 16] . Both cross-sectional and longitudinal U.S.-based studies have looked into the racial mix of models in TV commercials and print advertisements [39, 52, 12] .
While some variations exist across the different data sources [41, 8] , a general consensus on depictions of ethnic minorities in advertisements, African American models in particular, has emerged: (1) increasing appearances, even compared to the incidence of their population relative to the entire U.S. population [50] , (2) decreasing portrayals of blue-collar workers and increasing portrayals of professionals [60] , and (3) taking more major roles [35] . Along with studies on African American models, representations of Asians and Hispanics in advertisements have also been investigated [40, 12, 35] . Compared to other demographic groups, Asian American models are frequently portrayed as a work-centric 'model minority' [53] , while Hispanic models are still underrepresented compared to their populations [40] . Nonetheless, the images of 'White hegemonic masculinity and White feminine romantic fulfillment' are perpetuated in virtually all forms of television marketing [16] .
Such racial stereotypes determine the roles of models and the types of products. For example, Black models are frequently depicted in sports/athletic contexts and thus are overrepresented in advertisements of sports/athletic products [36] . As Asian models are excessively depicted in work settings, they tend to appear in advertisements associated with affluence or work life and not to appear in advertisements of home-or social liferelated products [53] . By contrast, White models are depicted more in home settings or cross-sex interactions because their stereotypes have both masculinity and feminine. As a result, they are overrepresented in the advertisements for upscale, beauty, and homerelated products [26] .
The impact of these stereotyped-or biased advertisements has been extensively discussed. Simply, those advertisements make people hold a biased belief by reinforcing negative stereotypes [15] . In communication studies, two theories have offered a theoretical foundation for a better explanation: social learning theory [9] and cultivation theory [21] . Both theories explain how our perception can be influenced by the depictions of different demographic groups in advertisements. Social learning theory posits that we can learn general behaviors and attitudes through observing others instead of through first-hand experience. Similarly, watching stereotyped depictions in advertisements are known to have a negative impact on people's perceptions [37, 48] . On the other hand, cultivation theory suggests viewers' beliefs and attitudes are shaped by the mediated images to which they are repeatedly exposed. Particularly, our perception is likely to be cultivated when our social reality is close to the mediated images in advertisements [14] . For example, Asian viewers' perception is likely to be cultivated when they see Asian models in advertisements.
Subliminal effects of depictions in advertisements have also been studied [28] . They are typically tested by the Implicit Association Test [23] , measuring response latencies to a given stimulus. For example, by comparing the response latencies to good/bad words associated with images of the faces of the same and different races, implicit ingroup preferences are observed [44] .
Data Collection
We begin by compiling a list of global brands and their sectors (e.g., apparel, beverage, and so on) by merging lists of global brands in Brand Finance's Global 500 2016 [4] and Interbrand's Best Global Brands 2016 [1]. We then refine the list of the brands by using the following criteria: First, as business-to-business (B2B) and business-toconsumer (B2C) brands exhibit significant differences in their social media usage [51] , in this work, we focus only on B2C brands, which directly face users in their business. Second, to mitigate differences in cultures and attitudes toward diversity, we consider only the brands that originated from the U.S. We then filter out the brands that do not have an official Instagram or Facebook account. We note that these brands tend to have multiple Instagram or Facebook accounts targeting other regions (e.g., Starbucks
Middle East) as they are international brands. In that case, we consider only the primary account. We then use Facebook Graph API and Instagram API to collect all the images uploaded till November 2017 based on the list of Instagram and Facebook accounts. After collecting the data, we eliminate the brands that do not have more than 50 images with faces. Finally, we have 73 international brands and their 85,957 advertising images posted on Instagram and Facebook.
To infer demographic attributes of models in advertisements automatically, we use Face++ [2] , which is one of the widely used commercial tools for face detection. Face++ has been popularly used in computational social science research, showing reliable performance in inferring gender (Male or Female) and race (White, Asian, or Black) [59, 6, 43, 7] . In a recent study [27] , Face++ achieved more than 90% accuracy in gender and race detection and performed better than or as good as other commercial tools across diverse datasets. We note that we do not use the age inference of Face++ because the reliability of age inference has not been widely tested. Face++ also detects smiling levels (the degree of smile) of each face, which is used for answering RQ3. We do not consider images that Face++ returns an inference with low confidence scores (< 0.7).
In the remaining part of this paper, we use the typewriter font to refer to a demographic group inferred by Face++. For example, we use Asian or Black male, to shorten the phrase 'inferred as Asian by Face++' or 'inferred as Black male by Face++' for brevity.
Frequencies of Appearances of Each Demographic Group
Along with a line of previous studies [53, 36, 17, 16] , we start with examining frequencies of appearances of each demographic group in advertising images on social media. Each brand might have different strategies to use models for the best promotion of their products and services. Accordingly, our 73 brands across different sectors might have a wide range of variations in the proportions of each demographic group. . By contrast, Black female and Black male models show a considerably lower number of appearances. The percentage of appearances of Black female models is strikingly low, which is on average 2.9% and 3.6% of models on Instagram and Facebook, respectively. Considering the recent trends in which the percentage of Black female models is increasing in other media [46] , they are quite underrepresented in advertising images on social media.
Compared with the actual population, the percentage of the appearances of each racial group in advertising images is enticing our attention. In the 2010 Census [5] , Asian, Black, and White groups account for 5%, 13%, and 72% of the U.S. population, respectively. As the percentages in the census are computed with other racial groups (e.g., American Indian) as well, for a fair comparison, the percentage of each race should be normalized by considering the three races only, which are 5.6%, 14.4%, and 80% for Asian, Black, and White groups, respectively. In the advertising images on social media, we find that Asian, Black, and White models account for 16.8%, 8.9%, and 74.2% on Instagram and 13.3%, 7.4%, and 79.3% on Facebook, respectively.
We observe that the percentage of Whites in the actual population and those that appeared in social media advertisements are comparable. In contrast, Black models appear much less in social media advertisements considering their actual population. Surprisingly, Asians are overrepresented almost three times relative to their population in the U.S. Our results on social media show some commonality and contrasts from previous work on TV commercials (See [46] for detailed reviews since 1950s). One possible reason, of course, is the difference of target markets.
To show the variances in frequencies of appearances of each demographic group in advertising images across the brands, we propose two metrics: gender diversity and racial diversity. We define gender diversity of a brand b as a ratio of appearances of female models in advertisements of the brand b as follows:
where N b gender is the number of appearances of models of that gender group in the advertisements of the brand b. Similarly, we define racial diversity of a brand b as a ratio of appearances of non-white models in advertisements of the brand b as follows:
where N b race is the number of appearances of models of that racial group in the advertisements of the brand b. While the entropy is often used to measure the diversity, we simply use non-white ratio because (1) it has been widely used for racial diversity studies [46] , and (2) it is easy to interpret. Figure 2 shows the gender and racial diversity of the 73 brands on their advertising images on social media. The diversity values are separately computed from the advertisements on Instagram and Facebook. Each brand is thus represented as two markers (one for Instagram and the other for Facebook) connected by a dotted line. To distinguish the two markers of one brand, we place a brand label at the marker for Instagram only. While the small sample size per sector does not allow us to conduct a statistical test for the sector differences, we observe that some brands show similar patterns on Instagram and Facebook regarding D gender . The top three sectors are cosmetic, retail, and insurance, and the bottom three sectors are auto, beverage, and transportation on both platforms. Such strong patterns do not emerge in D race , but beverage is the sector with the highest D race and food falls in bottom three sectors on both platforms.
Diversity in Cross-Sex Interactions
When multiple models appear in an advertisement, it delivers cues that these models are interacting, thus providing a better integration of models in advertising [18, 20] . In particular, advertising images in which models of different genders appear together, which are called cross-sex interactions, bring two specific situational contexts. One is a romantic context. Cross-sex interactions in advertisements fulfill romantic fantasies [16] , making viewers fall into the emotional experience and pay less attention to the sales pitch behind it [25] . This means that models appearing in cross-sex interactions are likely to have some attractive qualities, such as beauty or masculinity, that can fulfill viewers' romantic fantasies. In this sense, Coltrane and Messineo [16] reveal the stereotyped White romantic fulfillment by reporting the prevalence of Whites, particularly females, in cross-sex interactions in TV commercials. The other is a family context. Cross-sex interactions also imply another common setting in advertisements, which is a family. The happy family scene is one of the well crafted moments or fantasies that resonate with viewers [54] . In other words, models depicted in this setting signify family relationships to viewers and deliver cues to intimate relationships [16] . Figure 3 shows the proportion of each demographic group appearing in cross-sex interaction, same-sex interaction (either men or women only), and by the self (a single person). From the figure, three interesting patterns emerge. First, long whiskers show that there is a considerable variation of depictions of each demographic group. For example, in the advertising images posted by Victoria's Secret on Facebook, only 3.8% of Asian female models (N =8) are depicted in cross-sex interactions, while 65.9% of Asian female models (137) appear in the form of a single person (by the self). In contrast, in the advertising images of Citi on Facebook, 74.3% of Asian female models (26) are depicted in cross-sex interactions. This huge difference in cross-sex interactions across the brands, in addition to Figure 2 , warns that selective exposure (i.e., following on social media) to certain brands can make the diversity problem more complicated.
Second, for any demographic group on both platforms, we can see a consistent trend that same-sex interaction is underrepresented compared to other forms of depictions. The statistically significant difference between the proportion of the same-sex interactions from that of cross-sex interactions and by-self are confirmed by KruskalWallis 1-way ANOVA test with Dunn's post-hoc test (all the adjusted p < 1.159e-06 from all the comparisons). This indicates that same-sex interactions are less preferred in advertising. Rather, a single model or cross-sex interactions tend to more appear.
Third, from the above post-hoc test, we confirm that the difference between by the self and cross-sex interactions is significant for White male (p=3.15e-02) on Instagram, White female (p=5.81e-05) on Facebook, and White male (p=1.45e-05) on Facebook. The difference in other demographic groups is not statistically significant. In other words, White models are more engaged in cross-sex interactions, while Asian and Black models are not. This aligns with the preference toward Whites in cross-sex interactions that have been repeatedly observed from TV commercials [16] . Figure 4(a) shows proportions of each pair of demographic groups in cross-sex interactions. To capture the variances between brands, we compute the proportions of each demographic group pair at the brand-level. From the figure, we observe that White female and White male models dominantly appear together. On average, 60.3% and 68.9% of cross-sex interactions in the advertising images are with White female and White male models on Instagram and Facebook, respectively. It is also noticeable that pairs with either White female or White male models are more frequent than those without any White model. However, this tendency does not mean that there is a systematic bias toward White models in pairing because, as we see in Figure 1 , White models simply outweigh other groups. Thus, White models naturally have a higher chance to be shown in any cross-sex interactions than other groups due to its high number, even though there is no actual preference toward White female or White male models as a partner in cross-sex interaction.
To compute the corrected preference toward a pair of demographic groups in crosssex interactions, we compare the actual proportion of each pair with the proportions of the corresponding pair from a null model. To build the null model, we randomly shuffle the placement of models across the advertising images while preserving the number of models of each gender in every advertising image. As we only "shuffle" the placement of existing models without addition or deletion of models, the total number of models in each demographic group stays the same. After shuffling a significant number of times (e.g., until each model is moved 10 times from one image to the other), we can get a null model that randomly locates models of each demographic group but preserves the number of the models of each gender in every advertising image. This null model shows the case that models appear in cross-sex interaction by chance. To avoid the errors of outliers, we build 1,000 null models and compute the average and the standard deviation of proportions of each pair of demographic groups. Then, Z-score can be computed as follows:
where p i is a pair of certain demographic groups, N original pi is the number of pair p i observed in the original data, and N rand pi is the number of pair p i observed in a null model. The function of avg(·) is an average, and std(·) is a standard deviation. This Z-score shows how significant the observed frequency is compared to random. Figure 4 (b) shows Z-score of each pair of demographic groups engaged in crosssex interactions on Instagram and Facebook. The most noticeable difference, compared to Figure 4(a) , is that the preference toward pairing of the same race in cross-sex interactions becomes apparent. While there are variances among brands, the median Zscores of pairs of Asian female and Asian male models, Black female and Black male, and White female and White male models in cross-sex interactions are positive on both Instagram and Facebook. Although White models are frequently involved in cross-sex interactions as in Figure 4(a) , interestingly, interracial interactions with White models actually have the negative Z-score, meaning that those pairs are less preferred in cross-sex interactions once taking the number of models in each demographic group into account.
The preference toward pairs of the same race in cross-sex interactions implies that there is an implicit opposition to interracial relationships in cross-sex interaction context. According to the 2010 Census [5] , in the U.S., only 7% of married couples are of different races, implying cross-race marriages are not common in society yet. Moreover, in a recent population-based survey experiment (N =2,035) [42] , 39% of respondents support the refusal of services to interracial couples. All these statistics prove that there is still a long way to go to the acceptance of interracial relationships, and advertising images reflect such reality to some extent.
Demographic Groups with More (Less) Smiles
Based on the premise that non-verbal communications in human interaction are as important as verbal communications [30] , there have been numerous attempts to understand facial expressions in advertisements [10, 45] . Since typical advertisements are made to capture attention, arouse interest, and lead to action [22] , the most common facial expression of models is the smile among ten basic facial expressions [19] , and its positive impact on consumer attitude has been reported [10] . While there are some nuanced differences in emotions expressed by the smiles between females and males [57] , the smiling expression is quickly assessed with a high level of agreement and is more closely linked to happiness than other facial expressions to other emotions [58, 34] . Particularly, as advertisements usually deliver the positive side of products or services, the fact that happy faces accelerate the cognitive processing of positive words [49] highlights the importance of smiling of the models in advertisements. Based on this line of research, we examine how differently each demographic group expresses smiles in advertising images. Figure 5 shows the box plots of smiling levels (the degree of smile) of each demographic group. The smiling level ranges from 0 (no smile) to 100 (full smile) estimated by Face++. First, we find that Female models smile more than Male models where the mean smiling levels for Female and Male models are 55.6 ad.nd 42.8, respectively. The result is also statistically significant, confirmed by the independent t-test (Levene's test for equality of variance confirms that two sets have approximately equal variance (W=1.044, p=0.309), t=6.696, p < 0.001). The effect size, measured by Cohen's d, is 1.047, showing that there is a large effect of gender on smiling levels. This finding is consistent with previous studies that women smile more than men in various media [45, 31, 33] . Of the same gender, differences between the races are also statistically significant. Any pair of different races of the same gender show significantly different levels of the smiles, confirmed by Kruskal-Wallis 1-way ANOVA test and the following Dunn's post-hoc test; all the p-values for the comparison of the different races are less than 3.30e-03. Additionally, long boxes and whiskers reaching zero and one indicate that there exists a huge variance of the smiling levels even within one demographic group. Figure 6 shows the distribution of the smiling levels of each race group of females (top) and males (bottom), respectively. Here we quantize the smiling levels into 20 bins. From all figures, U-shaped (balanced and unbalanced) curves consistently emerge; every demographic group has a larger proportion of non-smile faces (leftmost bin) or full-smile faces (rightmost bin) than faces with other smiling levels. Also, Male models are more often depicted with non-smile than full-smile, while Female models are more often depicted with full-smile than non-smile except Asian female models. Together with Figure 5 , these results resonate with previous work [57] that social constraints imposed on females who live in a male-biased society make themselves to rely on "behaviors designed to advertise their trustworthiness through higher levels of submissive displays," and smiling works in that way, as a cue for the trustworthiness of women [56] .
Discussions and Conclusions
In this work, we proposed an automated way to examine gender and racial diversity in online advertisements using modern image analysis techniques. We demonstrated its feasibility through a large-scale analysis of 85,957 advertising images of 73 international brands on Instagram and Facebook.
The quantitative analysis has shown several interesting findings. First, we observed huge variations of gender and racial diversity in advertising images across the brands, as those images are made to fit their models and representations in social norms, cultural values, target market, and social media audiences [15] . As brands have their own target audiences, it is reasonable to have even very skewed model representations (e.g., Victoria's Secret uses more than 90% Female models). Second, nevertheless, we found consistent trends that White models outnumber other races. Also, we observed Asian models are overrepresented which could be due to brands' efforts to appeal to a huge Asian market. By contrast, Black models are quite underrepresented. In contrast to a recent study of increasing appearances of Black models in advertisements in broadcast and print media [46] , their presence on advertising images in social media still stays low. Third, there are some differences in gender and racial diversity between Instagram and Facebook. The observed differences, higher percentages of racial diversity on Facebook and higher gender diversity on Instagram, are well aligned with their userbase [7] . Fourth, White models are more engaged in cross-sex interactions, as previous literature reported [16] . In addition, by comparing the actual data with random null models, we revealed the preference toward the same race pairs in cross-sex interactions. In other words, inter-racial cross-sex interactions are underrepresented. Finally, we captured gender bias that Female models smile more than Male models, which is consistent with previous studies in various media [45, 31, 33] .
Our work is not without limitations. First, the use of Face detection for inferring gender and race may have inherent biases [13] . Second, we consider global top brands and do not take cultural differences into account. Since there could exist huge variances in gender and racial diversity in advertising images across regions and cultures, followup studies with ore data are required for generalization. Third, we were unable to analyze the nuanced portrayals of models. For example, an advertisement with female chefs and male engineers might have a high gender diversity but reinforce gendered stereotypes. Recently, such 'stereotyped gender roles' have been actively studied [29, 11] . For future work, we aim to develop new computational methods that can capture more sophisticated representations of models in advertisements.
Notwithstanding the limitation, this work contributes to the stream of research on gender and racial diversity in advertisements by introducing the fully automated computational tools on advertisement studies and conducting a large-scale analysis. The entire process, which is collecting advertising images, labeling faces, and computing the diversity scores, is automated and will become more accurate as the image recognition technology improves. It is thus possible to monitor the diversity efforts of brands with extremely low cost and near real-time. This approach is a substantial advantage compared to the required time and resource in previous research, such as collecting TV commercials or magazine advertisements, labeling faces by educated workers, and so on. While there is room for improvement particularly in capturing a nuanced representation of models, our effort is the first step to build an automated pipeline for tracking gender and racial diversity in the advertisements and raising public awareness toward the right depiction of an ethnic minority in the media.
