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1. INTRODUCTION 
It is evident that because of the interpolation conditions, the interpolating operators do not 
preserve the shape of a univariate function f ,  on the whole interval that contains the points of 
interpolation. Many years ago, Popoviciu [1,2] proved the following result of qualitative type: 
for the classical univariate Hermite-Fej@r polynomials based on the Jacobi knots, there still exist 
some points (independent of the function f)  around whom the monotonicity of f is preserved. 
Continuing these ideas, in the very recent papers [3,4], first, quantitative versions to Popovi- 
ciu's results (i.e., estimates for the lengths of these neighborhoods of preservation) were ob- 
tained. Then, in addition, the case of convexity of f was considered, and finally, all the problems 
were treated for Shepard operators, for Griinwald interpolation polynomials, and for Kryloff- 
Stayermann interpolation polynomials. Also, in the very recent paper [5], the results were ex- 
tended to bivariate Hermite-Fej@r polynomials. 
A key result used in the above-mentioned papers for the proof of qualitative-type r sults is the 
following simple lemma. 
LEMMA 1.1. (See [2].) Let f:[a,b] ---* R, a < Xl < . . .  < xn ~_ b, and Fn(X ) = ~in=l h i (x ) f (x i ) ,  
where hk • Cl[a,b] and )-]i~=1 hi(x) = 1, Vx  • [a,b]. 
This paper was written during the fall semester 2000, when the second author was a visiting professor at the 
Department ofMathematical Sciences, University of Memphis, Memphis, TN. 
0898-1221/01/$ - see front matter (~) 2001 Elsevier Science Ltd. All rights reserved. Typeset by ~4j~4S-TEX 
PII: S0898-1221 (01)00129-8 
48 G.A. ANASTASSIOU AND S. G. GAL 
(i) We have 
F~n(f)(x) = ~ -- h~(x) [f (x i+ l ) -  f (xi)]. 
i= l  j= l  
(ii) I f  there e~dsts xo E [a,b] such that h~(xo) < O, h~n(xo) > 0, and the sequence h~(xo), 




for all i = 1, n - 1, 
and consequently, by (i), there exists a neighborhood V(xo) of xo, where the monotonicity 
of f is preserved. 
In this paper, qualitative results concerning the monotonicity and the convexity for Shepard 
operators are obtained. 
2. B IVARIATE SHEPARD OPERATORS 
Let f :  D --+ R, DCR 2,(xi ,y i)  ED, i= l ,n ,x l  <x2<'"<Xn,  andy l  <Y2<'"<Yn.  It 
is well known (see [6,7]) that the bivariate Shepard interpolation operator attached to f on the 
points (xi, yi), i -- 1, n, is given by 
n 
s~,. (])(~, y) = ~ s(~"~ ( , y)f (~, y,), 
i= l  
Sn,.(f) (xi, Yi) = f (xi, yi), 
if (x, y) ¢ (xi, y~), 
i -- 1,n, 
where # > 0 is fixed and 
[ (x -  xi) 2 + (y - yi)2] -~/2 
s(")(~ y )= 
~,"~' e(2) (z, y) 
n 
k=l  
In the rest of the section, we will consider the case # = 2p, p E N, and therefore, 
Sn,2p(f)(x,y) = ~ [(x - xi)2 + (Y - Yi)2]-P " • 
n 2 2 - -P 
It is obvious that ~-~=1 (2v) -(2p):x ~ ~ C ~ [7, 366]). s=,i (x, y) = 1 and ~n,i ~ , Y) are of class (see, e.g., p. 
First, we present a result of qualitative type in the case of monotonicity. 
THEOREM 2.1. I f  f :  D --* ]~, D = [a, b] x [c, d], is such that f (x ,  y) is nondecreasing as a function 
of x (for each fixed y) and f (x ,  y) is nondecreasing as a function of y (for each fixed x), theh for 
any point (~, 7) E (a, b) x (c, d), which is a solution of the system 
oe(~ 2p)(x, y) _ o, 
ox (1) 
oe(~ 2p/(x, y) = o, 
Oy 
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there exists a neighborhood V(<, q) of it (depending on n and p, but independent of j) such that 
,!&J j)(z, y) is nondecreasing as a function of x and LLS a function of y on V(<, q). 
PROOF. By using Lemma 1.1(i), we get 
as7z,z,(fm~Y) = n-i _ i d29)(z y) 4, n, ’ 8X [_f (xi+17 Yi+l) - f (lit YiIl I i=l j=l 3 1 8X 
asn,z,(fmlY) = n-l _ 




i=l j=l 8Y 1 
By hypothesis, 
f b,+1,Yi+d - f(%Yi) = f(%+l,Yz+l) - fbifl,Yi) + fbi+1,Yi) - fhd 
1 0, for all i = 1, n - 1. 
Let (<,q) E (a, b) x (c,d) be a solution of (1). Because 
aJ2qf)(z,y) W 
-2p(a: - “j) [(z - “j)2 + (y - Yj)“] -*-l 
ax = f?(2qz y) n > 




-2p(y - yj) [(z - Xj)2 + (5, - yj)z].-p-1 
by = @)(z, y) 
@,~qs $8) 
’ ev [(x - Xj)Z + (y - yJ2] --p 
pp)(s,Y)]2 ’ 
we immediately get 
as$k, a) < o 
ax ) 







By Lemma l.l(ii), we easily obtain 
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and consequently, 
G. A. ANASTASSIOU AND S. G. GAL 
a neighborhood of (E, 0). 
The theorem is proved. 
REMARKS. 
(1) A natural question is if system (1) has solutions in (a,b) x (c,d). For some particular 
choices of the nodes zk, yk, k = G, a positive answer can easily be derived. 
Thus, let us first consider the case [a, b] = [c, d) and zk = yk, k = s. 
An easy calculation shows that (I) is equivalent to the system 
Y - Yk 
[(X - Xk)’ + (9 - yk)z]p+l 
= 0. 
(2) 
Now taking zrk = yk, k = c and subtracting the equations, it necessarily follows cz = y. 
Replacing these in the first equation of (2), we obtain ~~=_,(l/(z - ~)~s+‘) = 0, that is 
exactly equation (12) in the proof of Theorem 3.2 in [4]. But according to Remark 1 after the 
proof of Theorem 3.2 in [4], (12) has 2n solutions. So, system (I) has in this case 2n solutions 
of the form (<, 0. Another particular choice would be [a, a] = [c, d] = 1-1, l] and zk = -yk, 
Ic=1,. 
In this second case, adding both equations, we necessarily obtain LIZ = -y, that is, replacing in 
the first equation of (2), we easily obtain the equation 
Denoting F(z) = ~~=r((z - zk)/(z2 f z:)pfl), we get F(Q) < 0 and F(z,J > 0, that is, there 
exists E E (zrrzrn) with F(f) = 0, and as a conclusion, this (<,<) will be a solution of (2) and 
of (1) also. Finally, notice that if n = 2 and p E W, (zk, yk) E [a, b] x [c, d], k = G, certain, then 
(E, 7) with 5 = (zi + 22)/2 and 7) = (yi + ys)/Z is a solution of (2) (and therefore, of (1) also). 
(2) If in Theorem 2.1, we take [a, b] = [c,d] = I-1, l] and IC( = yi = i/n, i = -IZ,. ,O,. . , n, 
then by Remark 1 above, any solution of (1) is of the form (<, E). In this case, we conjecture 
that the neighborhood V(<,<) in Theorem 2.1 is of the form (c-c/n4, <+c/n4 x (t-c/n’, 
[+c/n4) c (-I, 1) x (-1, l), where c > 0 is independent off and n. 
This quantitative type result would be the bivariate analogue of Theorem 3.4 in the univariate 
case of [4]. 
The difficulty of proof consists, in our opinion, in the fact that the method of proof in the 
univariate case cannot be used for the bivariate case. 
In what follows, we will discuss some properties of Sn,sp(f)(zr, y) related to the convexity. In 
this sense, we will consider f: [-1, l] x (-1, I] --t R, the equidistant interpolation knots z_< = zi, - 
yi = yi, i = l,n, za = yc = 0, and the Shepard operator given by 
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where sz$(z, y) can be written in the form 
sZ?x, Y) = 
(x2 + Y2)p [(x - Xkj2 + (Y - Ykj2] -p 
1 + 5 
j=-n 
(x2 + yqp [(x - Xj)Z + (y - Yj)“] --p’ 
j#O 
We also need t,he following definition. 
DEFINITION 2.2. The function f: [-1, l] x [-1, 1) -+ R is calhad strictly convex on [ - 1, I] x [ - 1, l] 
iffor any Pi = (Xl,y~), PZ = (X2,y2) E [--I, l] x [-1, l] and any A E (O,l), we have 
f Wl $- (1 - 4 P2) < U (m f (1 - A) f (P2) I 
where API + (1 -X)P2 = (AXI + (1 -X)sa,Xyi + (1 -X)ys) E (-1,l) x (-1,l). 
REMARK. It is well known (see, e.g., [S, p. 1141) that if f E C2([-1, l] x [-l,l]) and 
V(z,y) E [-l,l] x [-l,l], thenf isstrictlyconvexon [-I, l] x [-l,l]. Moreover, ifthe two strict 
inequalities above are valid for aU (s,y) E [-1,1] x I-1,1] \ ((0,O)) and v = w = 0, 
then f is strictly convex on [-l,l] x [-1, l] and (0,O) is its global minimum point. 
We present the following. 
THEOREM 2.3. Let S,Q~ (f)(x, y) be given by (3),(4), with p = 1. 
If f: I-1, I] x [-1, l] -+ R is strictly convex on [-1, I] x [-1, 11, then there exists EL neighborhood 
of (O,O), denoted by V(O,O) (depending on f and n), such that S,,,,(f)(z, y) is strictly convex 
in V(O,O). 
PROOF. By (4), and by simple calculations, for all k # 0, we get 
a”s~‘(O, 0) a’sZ)(O, 0) 
i 
0, ifIc=1,2p-1, 




= 2 (xi : Y$" [f (Xk, Yk) + f (-xk, -Yk)] + f(o. 0) ’ a2s~x~’ ‘) 
> f(o, o) 2 a2sTxf*o) = 0, 
k=-n 
taking into account that the strict Convexity of f implieS f(Xk, yk) + f(-Xk, y-k) > Zf(O,O) and 
that the identity xi=_, szl(x, y) = 1, implies CL=_, w = 0. Similarly, w 
a%“’ (0,O) > 0. On the other hand, by simple calculations, we get -$&- = 0, V li = -n, TX, that implies 
82S%2(f)(o,o) = o. 
axay 
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So, it easily follows 
o2s.,2(f)(o, o) 02Sn,2(f)(O,O) 
OX 2 Oy 2 
(o2s.,2(f)(o, o) >\ )=0. 
As a conclusion, there exists a neighborhood of ( 0, 0), denoted by V(0, 0) (obviously depending 
on f and n) such that for all (x, y) E V(0, 0), we have (92Sn'2(f)(x'Y) > O, and cox 2 
o~s.,2(f)(~,y) o~s.,:(f)(x,y) > f °~s.,2(Y)(~,~)'~ ~ 
Ox 2 Oy 2 \ OxOy ) 
that is, S~,2(f)(x, y) is strictly convex in V(0, 0). 
REMARK. Let p > 2. According to the remark after Definition 2.2, it will be sufficient enough if 
we prove that there exists a neighborhood V(0, 0) of (0, 0), such that 
02S~'2P(f)(x'Y) > O, 02Sn'2p(f)(x'Y) > O, 
Ox 2 Oy 2 
o~s~,~.(Y)(x, y). o~s~,~(Y)( x, y) > ( °2sn,2Af)( z, y) 
Ox 2 Oy 2 \ OxOy ] ' 
for all (x, y) c V(0, 0) \ {(0, 0)}, because by relations (5), we obviously have 
os.,2p(f)(o, o) 
Ox 
Because of the same relations (5), we have 
o2s~,2p(f)(o, o) 
Ox2 
the idea is to prove that the functions 
F(x, y) = 02Sn'2P(f)(x' y) 
~X 2 
and 
= OSn,2p(f)(O,O) = O. 
Oy 
02 Sn,2p(f)(O, O) 
Oy 2 =0,  
G(x, y) = 02Sn'2P(f)(x' y) 
Oy2 
(6) 
(028n,2p(y)(z, y)) ~ 
H(x, y) = F(x, y). G(x, y) - cOxOy 
are strictly convex on a neighborhood of (0,0), having as global minimum point (0,0), which 
would imply the required relations (6). 
In order to prove Theorem 2.3 for all p E N, p > 2, the following three lemmas are necessary. 
LEMMA 2.4. I fp  e N, p > 2, and f: [-1, 1] x [-1, 1] -~ R is strictly convex on [-1, 1] x [-1, 1], 
then there exists a neighborhood V(0, 0) of (0, 0), such that 
O2Sn,2p(f)(x, Y) O2S~,2p(f)(x, Y)
> 0, > 0, v (z, y) e v(0,  0) - fro, 0)}, 
69x2 0y  2 
where Smep(f)(x,y ) is given by (3) and (4). 
PROOF. Denoting 
= k~O,  
1 + + [ (x -  + (y -  -p' 
j=-n  
j#o 
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we have sn, k (x, y) = P(x, y). E(x, y), where 
53 
P(x,y)  = (x 2 + y2)p = E x2'y2p-2' 
i----0 
+'"+(pP2)x2p-ay4+(pP l )x2p-2y2+x2"  , 
and E(x, y) has at (0, 0) partial derivatives of any order. Denote 
02p-2e(2P)  [,~ ~o~ 
",~,k ~'~, vJ k # O. Rk (x, y) = Ox2p_2 , 
First, by (5), we get 
02Rk(O,O) ~ 2po(2P)In n~ °n,k ~", "J (2p)] 
Ox 2 = Ox2p (x 2 + y2~P > O. k) 
Then 
02Rk(x ,y )_  0 2p~ ] 
OY2 OY2 L i=0 " Ox2p--2--':---z----x~ J 
Oy L i=0 OxiOY 0x2p-2-i 
+ E2p-2 (2p~2)  OX' " 02"-I-'E(x'Y)I~ J
2p-2(  ) 02 rOip(x,y)l O2p_2_iE(x,y ) =E 2p-2  
,--o ~v L ~ J" o~.-~-'ov 
2p--2 
i=0 OXi Ox2p- 2--i OY2 " 
If we take x -- y = 0 in these sums, then all the terms that contain x or (and) y will become 
zero, so taking into account he form of polynomial P(x, y), we obtain 
02Rk(0'0) = 2p(~ p (2p-- 2)!~x2 ~:V2~" 2 ~ P > 0. 
Oy 2 \zp  ~ k kJ (Xk + Yk) 
Reasoning for S,~,2p(f)(x,y) exactly as in the case p = 1, (see the proof of Theorem 2.3), we 
easily obtain 
°~ [ °~"-~s"'~"(f)(°'°)] °~s"'~"(f)(°'°) > o, 
OX2 L Ox2p--2 J "~ OX 2p 
o ~ [o~-~s.,~(f)(o,o)] o~.s~,~(f)(o,o) 
Oy 2 L Ox2p_ 2 j = Ox2p_2~y 2 > O. 
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So, there exists a neighborhood VI(0, 0) of (0, 0), such that for all (x, y) • VI(0, 0), we have 
o 5 [o:,-~s,,~,(f)(~,y)] 
Ox 2 [ Ox2V_2 > O, Oy 2 [ Ox2p_2 j > O. 
On the other hand, reasoning as above, we immediately get 
02 
OyOx 
"rq2p--2°(2P){fl 0)] v On,le \v, v °n,k k ~', ~2P~ (2p) (O 0) 
Ox2P -2 J = Ox2P - 10y 
-0 .  
As a first conclusion, °~'-2s~,2P(f)(x'v) axe,_2 is strictly convex in a neighborhood V1 (0, 0) of (0, 0), and 
because 
02p-2s'~'2P(f)(O'O) = 02v-lSn'2v(Y)(O'O) = OzP-lSn'zP(f)(O'O) = O, 
(:9X2p-2 OX2V- 1 OX2p- 2 0y 
it follows that °2~-2s"'2P(I)(~'u) VI(0, 0) o~,-~ > 0, v (x, y) • \ {(0, 0)). 
By symmetry, we get 
o~P-~s~,2~(f)(~, y) 
Oy2p- 2 > 0, v(x,y) • y:(0,0). 
Now, if p = 2, then we exactly obtain the statement of the lemma. 
If p > 2, then by similar reasonings as above, we obtain that 
c~2p-4sn'2P(f)(x' Y) and c~2p-4sn'2P(f)(x' y)
OX2p-4 Oy2p-4 
axe strictly convex on a neighborhood U(0, 0) of (0, 0), etc., and as a conclusion, 
O2P-aSn'2P(f)(x'Y) > O, 02p-4sn'2P(f)(x' y) > O, 
0x2p-4 Oy2p-4 v (x, y) e u(0, o) \ {(o, 0)}. 
We can continue in this way until we arrive at 
02Sn,2p(f)(x,y) 
Ox2 
>0, °2s~'~P(f)(z'Y) >0, v (x, y) e v(o, 0) \ {(o, o)}. t 
Oy 2 
LEMMA 2.5. Let p E N, p > 2. Then we have 
ors~,2p(f)(0, 0) ~ = o, 
OxiOYJ I = O, 
> O, 
if r < 2p or r > 2p, 
if r = 2p and both i , j  axe odd, 
if r = 2p and both i , j  axe even.. 
PROOF. Let P(x, y) = (x 2 + y2)p. It is easy to check that 
0rp(0,0)  [ = 0, 
OxiOyJ I = O, 
> 0, 
i f r<2por r>2p,  
if r = 2p and both i , j  are odd, 
if r = 2p and both i , j  are even. 
We have (2p) sn, k (x, y) P(x, y). E(x, y), V k 7~ 0, where E(x, y) is given in the proof of Lemma 2.4, 
and 
n,k [ ,Y) 02p(x,Y) oJ-qE(x,y) 
OxiOyJ OX i Oy 2 OyJ-q ' 
q=O 
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which combined with the above properties of w and with the method of proof in Lemma 2.4, 
because 
proves the lemma. 
LEMMA 2.6. Let p E N, p > 2. We have 
I 
@sn,2p(fH~, Y) . a2%,2p(f)(XY Y) _ 
i3X2 aar2 ( 
@%2pm(X, Y) 
f9XdY > 
2 > o 
> 
for ail (z, y) E V(O,O) \ {(O,O)}, where V(O,O) is a neighborhood of (0,O) (depending on f, n, 
and PI. 
PROOF. Denote 
H@ y) = a2%2,(f)(~7Y) . a2%2,(f)(x,Y) _ a2s,,2,(j)(s, y) 
1 &2 $42 ( axay 1 
2 
. 
According to the remark after the proof of Theorem 2.3, we have to prove that 
d2H(xc, Y) , o a2f%Y) > o a2f+, Y) . a2wxs Y)
ax2 ’ ay2 * 8x2 
ay2 - (a2gyy2 >0, 
for all (CC, y) E V(O,O) \ {(O,O)}, and that v = v = 0 (because by Lemma 2.5, we have 
H(O,O) = 0). 
Now, by Lemma 2.5, we easily get that w > 0 only if r = 2p and both i,j are even, all 
the other partial derivatives of H at (0,O) being 0, so we obtain 
azpwo, 0) > o
dx2P ’ 
d2pH(0 0) 
&2,2;y2 > 0, 
@‘H(O, 0) = o 
dxsp-‘dy ’ 
that is, w is strictly convex in a neighborhood of zero. Because w = 0 and 
a*;-;;j~~) _ a;;;!;;;) = 0, it follows that (0,O) is a global minimim point, so 
a2p-2H(x, Y) > o 
aX2P-2 3 v (Xl Y) E Vl(O, 0) \ ((07 0)). 
Reasoning by symmetry, we get 
a2P-2H(x, Y) > o 
g2p-2 v (XT Y) E vz(O, 0) \ ((0, 01. 
Similarly, by Lemma 2.5, we obtain 
a2P-2Hb, Y) > o 
ax2P-4&12 ’ V(Z,Y) E v,(O,O) \ {(O,O)l, 
and consequently, 
a2 ~9*p-~H(x,y) 
’ ay2 ax2p-4 
V(GY) E v3(0,0) \ {(O,O)). 
Let us denote 
HI@, Y) = 
@P-2H(x, y) a2p-2H(x, y) ~?*p-~H(x,y) ’ 
ax26 ' azw-4ay2 - > ax2p-3ay 
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By Lemma 2.5, we obtain 
02H1 (0, 0) 02H1 (0, O) 02H1 (0, O) 
Ox ~ > 0, > 0, - 0, Oy 2 OxOy 
that  is, Hl(x ,y)  is strictly convex in a neighborhood of (0,0). But Hi (0,0)  = 0 and ~ = 
OH1 (o,o) = 0, so it follows that Hl(x ,y)  > O, V(x,y)  • V4(0,0) \ {(0,0)}. 
As a conclusion, it follows that  02P-4H(x'Y) is strictly convex in a neighborhood of zero, and ~2p--4 
reasoning as above, we get 
02p-4H(x, y) 
Ox2V-4 > 0, 
v (x, y) • ys(0, 0) \ {(0, 0)}. 
Continuing this process by recurrence, finally we will arrive at 
02H(x, y) 
> O, Ox 2 
and by reason of symmetry at 
02H(x, y) 
> O, Oy 2 
and then get that  
v (~, y) • vT(0, 0) \ {(0, 0)}, 
v (~, y) • ys(0, o) \ {(0, 0)}, 
v(x,y) • yg(0,0) \ {(0,0)}, 
02H(x,y)  02H(x,y)  [02H(x ,y ) )  2 
Ox 2 Oy 2 \ OxOy > 0, 
which proves the lemma. | 
COROLLARY 2.7. Let Sn,2p(f)(x,y) be given by (3),(4), with p E N, p > 2. I[ f : [ -1,1] × 
[ -1,  1] -~ R is strictly convex on [ -1,  1] x [ -1,  1], then there exists a neighborhood V(0, 0) of  
(0, O) (depending on f ,  n, and p) such that Sn,2p(f)(x, y) is strictly convex in V(O, 0). 
PROOF. Immediate by Lemmas 2.4-2.6. | 
REMARKS. 
(1) The idea of the proof of Corollary 2.7 is, in fact, that  in the univariate case (see the proof 
of Theorem 3.3 in [4]). 
(2) The results can be extended to n variables, n > 2. 
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