In this paper we discuss the physical origins of the Fedosov star. Then it is explicitly constructed for a large set of space-times which include Schwarzschild, Kerr-Newman, and Robertson-Walker space-times. This is done through the use of several theorems proven here. These include ones that show that all Fedosov star-algebras are perturbatively isomorphic and in some important cases they are non-perturbatively isomorphic. Also, the importance of singularities and the topology of the space-time is discussed by the use of several examples. Fedosov stars on product manifolds are shown to be trivially constructed. Finally, star-product reduction is explained and used to write down star-products on Robertson-Walker space-times explicitly.
Introduction
This paper is one of a series of papers by the author to calculate the Fedosov star-product. In [1, 2] we constructed this star-algebra for the sphere case and its natural generalization to a certain constant manifolds of arbitrary signature. In this paper, we discuss Fedosov star's physical origins and construct it explicitly on a class of space-times 1 that include the important Schwarzschild, KerrNewman, and Robertson-Walker space-times. Furthermore, the technology of the computations is furthered.
We discuss the physical origins of star-products and argue why the Fedosov star is a natural one to do physics with. This is done by first outlining fundamental properties of an arbitrary star-product. These requirements guarantee that in the appropriate limits one obtains quantum, classical, or general relativistic mechanics. It is also required that the star-algebra is associative, yet we regard this condition as debatable and discuss its motivations within this paper. Given these properties we are led to a class of star's that has the same form as a Fedosov star. We know that the Fedosov star is a member of this class, but it is uncertain if all star's yield isomorphic star-algebras.
Ambiguities in the construction of the Fedosov star have remained a serious issue that need to be resolved. It is unclear that we could not construct two physically inequivalent Fedosov star's i.e. star-algebras that are not isomorphic. The structure of the algebra must be the same so that one physical system won't have two conflicting sets of predictions of measurable quantities. These reasons led the author to tackle the issue of the ambiguities in the construction with some success in this paper.
It is shown that every Fedosov star-algebra constructed from a phase-space connection is nonperturbatively isomorphic to a Fedosov star-algebra constructed from any other connection on the same phase-space in theorem 1. More importantly, it is shown that any two Fedosov star's form star-algebras that are perturbatively isomorphic in powers of in theorem 4. This removes all ambiguities in the construction of the Fedosov star except for the issue of the convergence of these isomorphisms. We do not know if in general they will converge although we suspect not. For the remainder of the paper we put aside these convergence issues. By assuming that all star-algebras are isomorphic we can take the easiest route to construct the Fedosov star and know that this star is physically equivalent to all others. Subsequently, it becomes as easy as just writing the answer down in some cases without any calculations.
Using the theorems discussed above it was observed that objects, like metrics, are irrelevant in the construction of the Fedosov star. This is true as long as all isomorphisms converge which, of course, we are assuming now. An example of this is a Fedosov star constructed by a connection that does not preserve the metric. By theorem 1 this star-algebra is non-perturbatively isomorphic to a Fedosov star-algebra constructed by a connection that does.
The question then becomes: "What does determine the Fedosov star?" All examples and theorems seem to point to the topology of the space-time. For instance, a manifold without boundary equipped with a global coordinate chart has a Fedosov star that is a Moyal star. This arises because you can define a connection with vanishing Christoffel symbols in this chart. This manifold is also topologically equivalent to some submanifold of R n where dim M = n, the chart being the diffeomorphism between the two.
If the space-time is a submanifold of a manifold of equal dimension equipped with a Fedosov star it is shown in theorem 5 that there exist a star-product on the space-time that is the trivial restriction of ambient star. This is regardless of the metric or other structures on the submanifold or the ambient manifold. Using the previous theorems we find that the Fedosov star for the Kerr-Newman spacetime embedded in R 4 is the Moyal star on R 4 . The relationship between stars and singularities of this space-time is discussed. Also, a relationship is made between the star-algebra on an S 2 and the star-algebra on R 2 by use of a singularity on the S 2 . Stars on products of manifolds M 1 and M 2 are discussed. It is found that if * 1 is a Fedosov star on M 1 and if * 2 is a Fedosov star on M 2 then * on M 1 × M 2 is the product of the two * = * 1 * 2 . An example of a Schwarzschild space-time is given here.
The power of the star formalism, as opposed to using operators on Hilbert spaces, is that a starproduct is manifestly coordinate invariant as we will see in section 2. This then motivated the author to find explicit expressions for these star's. To this end we employ a well-known reduction procedure. This is a way of constructing star-products on quotient manifolds by the ambient star. It is a natural generalization of the method of Dirac brackets and the connection between the two is shown. It is not known that reduction would, in every conceivable case, yield a star-algebra isomorphic to a Fedosov star-algebra, however it may. What we do find is that in every example considered here they do. By this method of reduction we obtain an explicit form of the starproduct for the class of constant curvature manifolds discussed in [2] which include dS and AdS i.e. Robertson-Walker space-times. These are important space-times which are used in cosmology.
Outline
In section 2 we discuss the physical origins of a the Fedosov star. Here we illustrate why it is of the form it is and the reasons for its properties.
We discuss all ambiguities and work most of them out in section 3. It is shown that every Fedosov star-algebra constructed from a phase-space connection is nonperturbatively isomorphic to a Fedosov star-algebra for any other connection on the same phase-space in theorem 1. More importantly, it is shown that any two Fedosov star's form star-algebras that are perturbatively isomorphic in powers of in theorem 4.
In section 4 we discuss the relation between the Fedosov star and topology. We first show that starproducts on open submanifolds are induced by the embedding trivially. Singularities and product manifolds are discussed here.
Reduction and its connection to the method of Dirac brackets is shown in section 5. Here we explicit write down the * for a class of constant curvature manifolds mentioned above that include dS and AdS.
Conventions
We employ the abstract index notation for this paper. Greek letters are numerical indices while Latin letters are abstract ones. [14] Furthermore we use the convention that the lower-case are the indices of M (these run from 1, . . . , n) and capital-ones are the indices of the phase-space T * M (these run from 1, . . . 2n). The abstract indices that are not written will be form indices so that multiplication of them implies a wedging ∧ of the forms.
These index conventions will be held except for j, l, m. These three will always be reserved for numerical non-coordinate indices or exponential powers. Other exceptions will be noted. 3 
The Physical Origins of the Fedosov Star
On n-dimensional Euclidean space E n the Moyal star-product yields a coordinate invariant way of doing quantum mechanics. This is because while any to given functions f (x, p),g (x, p) ∈ C ∞ (T * E n ) their explicit expressions are coordinate dependant the * is not. This is because * depends only on invariant contractions involving the Poisson bracket ω AB an the flat connection ∂ A .
The Moyal star:
In this sense we say that * depends only on invariant contractions of the tensor ω AB and ∂ A ( * = * (ω, ∂)) in which ω AB is a tensor on the phase-space manifold. Thus this what we mean by a coordinate invariant description of quantum mechanics on E n . This star is invariant under all smooth canonical transformations.
Note: Ordering ambiguities still arise. Q: Is xp in quantum mechanics xp, x * p, 1/4 (3x * p + p * x), etc.?
The Fedosov star is a generalization of the Moyal star. It depends not only on the Poisson bracket tensor ω AB and now the covariant derivative (the phase-space connection) D A , but also the curvature R A BCE in the same sense as above ( * = * (ω, D, R)).
The Fedosov star:
where for each j, l, and m the coefficient F The fact that the Fedosov * only depends on the ω and R is easily seen in his expansions that determine the * . See [3] .
We can see that in the deformation language invariance under canonical transformations is easily observed.
The Fedosov star's Physical Origins
For this subsection we let f (x, p) , g (x, p) , h (x, p) ∈ C ∞ (T * M ) all be arbitrary functions.
We begin with the question: What should the required properties of a * be able to do physics with it?
REQUIRED PROPERTIES OF * :
1. It is invariant under all smooth canonical transformations on T * M .
2. The product is associative but noncommutative with:
) is the Poisson Bracket of any 2 functions f, g ∈ C ∞ (T * M ) and q ∆ is any coordinate system on T * M .
3. QM corresponds to classical mechanics smoothly:
The reason for property 1 is obviously to satisfy the principle of general covariance. Property 2 is so that the limit as R → 0 we obtain ordinary quantum mechanics in flat space. Finally, property 3 is so that the limit as → 0 we obtain classical mechanics on manifolds. These can be described in the following diagram:
where Q stands for quantization.
The question at this point is: What kind of star's can we construct that satisfy properties 1 through 3?
CONSTRUCTING A * :
Let D A be a torsion-free phase-space connection. We try:
however we immediately run into problems. Conditions 1 and 3 are certainly satisfied, but 2 is not because associativity fails, in general (f * g) * h = f * (g * h).
In the case where [D A , D B ] ≡ 0 there is an easy fix to this issue, namely the Moyal star:
and associativity is obtained.
This fix is noticed from needing various permutations of derivatives of f , g, and h at each order in .
NON-ZERO CURVATURE:
A problem arises, in general, in a space with non-vanishing curvature. We cannot define
Using the Moyal star, if one expands (f * g) * h and compares it to f * (g * h) where * is the above one, we find that it is not associative. The reason why is clear by expanding to order
and it is terms like these that ruin associativity.
One must not worry. The situation is remedied by strategically place curvature terms in the definition of the original star-product. Thus at each order in we could cancel out the terms that are responsible for the failure of associativity. This doesn't uniquely specify * . One can easily see this fact in by writing the Moyal star for two different connections. The resulting star-product is of the form:
which is of the same form as the Certainly the Fedosov star should be in this set but a question remain:
1. What kind of star's exists in this class and are they physically equivalent to each other?
Physically indistinguishable star's create star-algebras isomorphic to each other. As we will prove in theorem 4 all Fedosov star-algebras are peturbatively isomorphic in powers of .
Associativity
We now wish to address a debatable point on the issue of associativity. We know that commutativity is lost when one proceeds into E n quantum mechanics, and yet associativity is retained. One could ask (to play the devils advocate): "Should we expect associativity always to be retained for a general manifold?"
Reasons in favor of associativity:
• One reason is that non-associative star's are not unique. Except for G
and G
could be anything in equation (2.2). There would be no further restrictions placed on it. Perhaps one could reach for some other guiding physical principle to narrow the choice, but it is unclear what that could be. On the other hand associativity puts stringent conditions on the coefficients G
• Another important reason is the one of a minimalist. We have a working theory of quantum mechanics on E n which is associative. It is our opinion that we should not require nonassociativity unless we are compelled to do so. This, we believe, is the prudent strategy of any generalization of a known and proven theory of the physical world.
A reason in favor of non-associativity:
• Putting it simply, associative star's may be the wrong choice to do physics and so a natural alternative would be to require that they be non-associative. Until one knows more about which is the proper theory to study one cannot necessarily rule it out.
Theorems Regarding Ambiguities
Preliminaries Let (M, g) be a manifold equipped with a metric g. We introduce a Levi-Civita (torsion-free and metric preserving) connection ∇ on M . We define the our Christoffel symbols with respect to the basis of one-forms dx µ and its dual basis ∂ ∂x µ by:
We define the phase-space T * M of a manifold M by the cotangent bundle over M i.e. the set of all pairs (x, p) where x is a coordinate on M and p → p a = p µ dx µ is a covector field over M . It is well-known that any T * M is a symplectic manifold. This is because a classical physical system evolves in such a way so that the form ω = dp µ dx µ is preserved.
We define a basis of one-forms Θ on the phase-space T * M and in this basis the symplectic form can be written as
We define the (torsion-free) phase-space connection D as:
in a way so as to preserves the symplectic form ω (D ⊗ ω = 0).
We employ the convention that we raise and lower the capital indices by ω i.e. given an arbitrary tensor Υ on the phase-space:
Here we give a very stripped-down version of the Fedosov algorithm. To see more detail we refer the reader to [1] [2] [3] .
The Fedosov Algorithm 1) We introduce operatorsŷ with the defining properties:
The reader can think of theseŷ's as infinite-dimensional matrices with matrix elements that are complex-values functions of x and p. [1, 2] The reader could also think of theŷ's as maps of vectors to the reals (covectors) that have a Moyal star-like-product called • between them. [3] 2) We define an operatorD of the form of:
where Q ∆∆1···∆ l are complex-valued functions of x, p, and that need to be determined by the condition:
3) For each f ∈ C ∞ (T * M ) we define the "quantized" f calledf by the Taylor series 3 :
where F jl,∆1···∆ l are complex-valued functions of x and p and will be determined by the equations:
where ℓo (short for leading order term) picks out the term in the expansion forf that has noŷ's or 's.
We denote the set of all solutions to this equation by
we can associate to it a function f * defined as:
for the same coefficients f
The set of all functions of this form W * D :
Operator productsfĝ go to star-products f * * g * .
4
′ )(Fedosov's actual method and explicit construction) The above does not give an explicit formula for the star-product. Fedosov's actual construction does give an actual formula for f * g. Assuming we have solved forf ,ĝ ∈ W D associated to f and g by taking the product off andĝ symmetrize over theŷ's as so:fĝ = l,j
where H jl,∆1···∆ l are complex-valued functions of x and p determined by the symmetrization of all of theŷ's and the coefficients off andĝ, F jl,∆1···∆ l and G jl,∆1···∆ l respectively.
The single term that has noŷ's (but has 's) is the f * g.
The ambiguity in the phase-space connection Theorem 1 (Ambiguity in D). Given the torsion-free phase-space connection D andD defined by equations (3.1), (3.2) subject to (3.3). If we add an arbitrary tensor Υ ABC symmetric in (ABC) to D i.e.:
there exists aD new which satisfies the condition (3.3) and thex's andp's (and hence there commutators) remain unchanged. Moreover:
and so the star-algebras are nonperturbatively isomorphic W * D ∼ = W * Dnew .
Proof:
We can see that D new is also torsion-free. If we defineD new by:
It is allowed to do this addition here because Υ ABC is a tensor on T * M and hence is defined at all points in T * M . We can only use tensors that are well-defined at all points on T * M in the definition ofD new so as to have the star-product patch consistently from one coordinate system to another. This is precisely why you cannot put a term involving Γ We easily see that:
This means that W Dnew = W D . Using this along with knowing W * Dnew
Q.E.D.
A basic theorem in symplectic geometry says all torsion-free phase-space connections differ by a tensor Υ A BC where Υ ABC is symmetric in all three indices (ABC). Thus, by the above theorem we can absorb the ambiguity in D into the ambiguity inD by the transformationD =
In the next subsection we analyze the ambiguity in the derivationD.
Therefore we should then choose the simplest torsion-free connection (which need not preserve the metric) to construct the Fedosov algebra of observables.
The ambiguity in the derivation
Suppose that we were given the phase-space connection D andD defined by equations (3.1) and (3.2) subject to the condition (3. 
The two resulting star-algebras are perturbatively isomorphic W * D ∼ = W * Dnew where the isomorphism is given byÛ.
Proof:
For notational convenience we define:
It was shown in [2] that ifD,D, andD new were to satisfyD 2 newŷ ∆ = 0 andD 2ŷ∆ = 0 then the following must hold:DQ
It was argued there that most of this ambiguity came from gauge transformations. If we are given thatQ ′ is of the formQ ′ = DÛ Û −1 where: Q.E.D.
The Ambiguity inf
We begin with the following lemma:
Lemma 3. Any elementf ∈ W D may be expressed as:
where the coefficients f ν1···νm jlm,µ 1 ···µ l are all constants not dependant on .
Proof:
Suppose that we have solved the equation (3.4) to get anx (ℓo (x) = x) andp (ℓo (p) = p) initially defined as a Taylor series in x, p, andŷ. Let it be possible to invert the expression to getŷ in terms of theseŷ =ŷ (x,p):
where Y ∆ν1···νm jlm,µ 1 ···µ l are complex-valued functions of x and p.
This says that any Taylor series of x, p, andŷ may be expressed as a Taylor series in x, p,x andp:
where the coefficients f ν1···νm jlm,µ 1 ···µ l are some complex-valued functions of x and p.
Knowing equation (3.4) and by acting D −D on this expression we find that f ν1···νm jlm,µ 1 ···µ l are constants. We can assume w.l.o.g. that these coefficients do not dependant on .
We ask the question: Is the solution for the equation (3.4) unique given a function f ? The answer is, of course, no. We could define:f =f + i ĥ whereĥ ∈ W D and this would obviously satisfy the two conditions in (3.4).
Using lemma 3 and the conditions that ℓo f = ℓo f = f it is easy to show that this is the most general term one can add.
This may worry us until we realize it is OK to have this ambiguity. The relevant question is: Is the physics of a particular system unique? The answer to this is emphatically yes! This is because we have the special elementĤ ∈ W D called our Hamiltonian that defines the energy states and time evolution of arbitrary states.
What does the freedom of having many choices for the "quantized" f for examplef andf ? One can easily see that to first order in the commutator [f, g] * will still be the Poisson bracket regardless if we usef orf . This is an ambiguity analogous to the freedom of performing canonical transformations on a classical system. Let's illustrate this a bit more precisely. In classical mechanics suppose we are given the position x and its canonical conjugate momentum p. We can perform the simple canonical transformation (preserves the Poisson bracket) by sending (x, p) → (x, p ′ ) where p ′ = p + c where c is a real constant. H (x, p) is defined to be our Hamiltonian function. Whether we express it in the first coordinate system by H (x, p) or in the second by
it is the same function. The equations of motion remain invariant. It thus remained to us to figure out the function H (x, p) and its definition is independent of the choice of (x, p).
In case above we do the same thing. It is, again, up to us to find our functionĤ (x,p) (or equivalently H * (x, p)) which describes the proper dynamics of the particular system considered. Whether it is expressed in the basis (x,p) asĤ (x,p) or in the basis (
it is the sameĤ and independent of the choice of (x,p). What is important, in regards to this point, is that the structure of the enveloping algebra is invariant.
Putting Everything Together: All Ambiguities
We now combine all of the things that we have learned regards to the ambiguities in the construction of the Fedosov observables/star-product we can state the following theorem.
In terms of the Fedosov observables:
Theorem 4 (Isomorphic star-algebras) Any two star's * 1 and * 2 form two perturbatively isomorphic algebras W * 1 2) . In other words the isomorphism can be constructed at least perturbatively.
Proof:
It is an obvious result from the results of the theorems in the previous sections.
The difference between D
(1) and D (2) is absorbed intoD (2) by a suitable counter-term in theorem 1. The ambiguity inD (2) is, in general, the result of a perturbative unitary transformationÛ on the solutionsf ∈ W D (1) by theorem 2.
where the coefficients U Finally, the ambiguity in the operatorf (f →f + i ĥ ) preserves the enveloping algebra W D (1) and W D (2) . Together these two algebras are known to be related by W D (2) =Û W D (1)Û −1 for someÛ . Using this along with knowing W * 1
We know now that an algebra formed by any Fedosov star-algebra is isomorphic to any other at least perturbatively in powers of . This is very advantageous because the construction of the Fedosov star can be extremely tedious. What this means is that we may construct a star in the easiest possible manner and know that this star is equivalent to any other star up to convergence issues. For example, suppose we construct a star using a phase-space connection D that does not preserve the metric and know that this star forms an algebra isomorphic to an algebra created from a star that is built from a connection D ′ that does. We will see that this simplifies our computations enormously.
From now on we will talk of just one * where it will be implied that all star's are equivalent i.e. the perturbative transformations that are constructed in these proofs exist and converge thus being well-defined.
The Fedosov Star-Algebra and Topology
For the rest of the paper we employ the notation that ← → P R n is the R n Poisson bracket (f ← → P R n h = {f, h} R n = ω AB (∂ A f ) (∂ B h)) using a standard flat connection ∂ A . A very powerful theorem is now proven:
Theorem 5. Let M be a submanifold of another manifold N of equal dimension and no assumed metric structure. Each Fedosov star-product on N , * N restricts nicely to a Fedosov star-product on M , * M .
Proof:
A connection ∇ that is defined on N induces a connection ∇ on M by restriction. Therefore the phase-space connections D on N and M are the same:
The following argument then holds:
Example) An important application of this theorem is when N = R n then * M = * R n = exp((i /2) ← → P R n ). This means that any space-time with a global chart has its * being Moyal because we may define a flat phase-space connection. This makes sense by the argument made in section 2 that one can define an associative Moyal star in this case.
The next few subsections contain examples that highlight the deep connection between the Fedosov star and the topology of the manifold.
Singularities and Star-Products
If we consider all manifolds M covered in theorem 5. We introduce a connection ∇ on N . The question is how do we make sense of singular points in N absent from M ? For this we will use as examples the Schwarzschild and Kerr-Newman space-times. This argument is not specific to these cases and would hold for all M considered by the theorem. It is a useful example that illustrates what we mean.
When N = R 4 we can define ∇ ⊗ dx µ = 0 on M induced by R 4 . The difference between this connection ∇ and any other connection∇ on M is a tensor Υ on M . Theorem 1 states that the Fedosov star is invariant under such a change. It is prudent to be careful here because this Υ is singular 5 at certain points in R 4 like the Schwarzschild r = 0 (specifically R, i.e. the world-line of the spatial point "r = 0") singularity and the Kerr-Newman ring singularity (specifically S 1 × R again where R is for time, see [14, 18] ). However, we see that this poses no problem for the theorem because M is R 4 minus these bad points. The procedure in theorem 1 that relates ∇ to∇ is completely well-defined on M because Υ is well-defined everywhere in the sense of geodesic completeness on an inextendable space-time M . So in general for these manifolds * = exp((i /2) ← → P R 4 ). Here the singularities don't change the fact that the star-product is Moyal because M is still inside of R 4 . To get an idea of how singularities can and do change things we look at the two-sphere S 2 .
Here we consider one of the simplest manifolds with non-trivial topology, the two-sphere or namely its phase-space. The connection between topology and the Fedosov algebra is highlighted by the fact that if you delete one point on the sphere you will have the trivial algebra which is the same as the algebra for R 2 by theorem 5. In terms of topology we know that the punctured sphere is topologically equivalent to R 2 whereas the unpunctured sphere is not.
It is known that a two-sphere cannot be covered by a global coordinate system consisting of a map to R 2 (it can be described by a single map to R 3 however retaining a constraint). The observables have been constructed in [1] and what was obtained was the angular momentum algebra:
where L µ = ε σ µν x ν p σ and all indices are the imbedding indices and run from 1 to 3.
However, if we delete the north pole the subsequent punctured sphere is covered by a single stereographic coordinate systemx µ ′ . Thus the * is the trivial one by theorem 5 * = exp((i /2) ← → P R 2 ). How can this be true? We know R 2 ⊂ R 2 ∪ {∞} ∼ = S 2 , but by theorem 5 we have the restriction of * S 2 should be * R 2 . Let us investigate this closer.
Since the punctured sphere S 2 / {north pole} has a global coordinate chart and is both open and closed so it is diffeomorphic to R 2 . This means that we may define a flat connection ∂ on it. The difference between this connection and the sphere connection D is a tensor Υ on the punctured sphere. The problem with using Υ on the whole sphere occurs on the north pole. Here is Υ is singular, in the same sense as for the Kerr-Newman space-time.
While it is true that well-defined tensors on the ambient space are well-defined on the embedded space because the former contains the latter, the reverse is not true. This is because tensor fields which are otherwise singular in the larger ambient space are well-defined in the smaller embedded space. This feature is seen in the previous case of the Kerr-Newman singularities. Because of the existence of more tensors on the smaller space there are more global isomorphisms between the star-algebras given by this method of subtraction fromD that is used to prove theorem 1. Subsequently in this case we see that on S 2 / {north pole} ∼ = R 2 the algebra of * S 2 is isomorphic to a Moyal star-algebra whereas on the full S 2 it is not. The star-algebra on S 2 is different than R 2 although locally they are the same. This is easily seen by using Darboux coordinates 6 for this stereographic coordinate system and choosing a connection with vanishing Christoffel symbols in the these coordinates. By deleting one point on S 2 the two star-algebras become globally isomorphic. Therefore the resolution to the conundrum is this: In general then, deleting points from a manifold as long as the resulting manifold has the same dimension would allow star-algebras that were locally isomorphic to become globally isomorphic.
Product of Manifolds
Even if M is not a submanifold of the type considered in this theorem, it might be immensely useful in calculations of the observables on our manifold. Suppose that our manifold M = M 1 × M 2 where M 1 is of this type but M 2 is not we could still use this theorem in the M 1 sector. Suppose that we are given * 1 on M 1 and * 2 on M 2 then the * on M is the product of the two * 1 * 2 . This means that given any functions
By linearity and associativity of both * 1 and * 2 (and hence * ) we extend this naturally to obtain * on all functions in C ∞ (T * M ).
We could do this very easily for a Schwarzschild space-time. All you need to notice is that
is the (t, r)-sector where r > 0 and and has global coordinate system given by the Kruskal coordinates and M 2 = S 2 . By knowingD on both M 1 and M 2 as individual manifolds we can easily verify thatD on the product M 1 × M 2 is simply the sum of the two. After this it is obvious that the Fedosov star will be the product of the two * = * R 2 * −S 2 where * R 2 = exp((i /2) ← → P R 2 ) and
.1).
← → P R 2 and ← → P R 3 have different partial derivatives and ignore each other.
Star-products and Reduction: New Star's From Old Ones
Constructing star-products and, in fact, quantization in general is a cumbersome task. To make our lives easier perhaps we could construct new star-products from old ones. This immediately leads to a procedure known as reduction that leads back to Dirac [5] (a nice synopsis as well as contemporary examples of this method is given by [15] ).
What Dirac considered was the idea that in quantization the Poisson brackets failed to map consistently to commutators in the case of a constrained system. This led him to reformulate classical mechanics using what he dubbed as "The Hamiltonian Method". He generalized the Poisson bracket to what we now refer to as the Dirac bracket. This, he argued, was the bracket that goes to the quantum mechanical commutator when one "quantizes" a constrained or unconstrained classical system.
The method of classical reduction R C from an initially unconstrained system to a classically con-6 Darboux coordinates are coordinates in which the symplectic form takes is ω = dp µ ′ dx µ ′ µ ′ = 1, 2.
strained system is made more mathematically precise by Marsden and Weinstein known as MarsdenWeinstein reduction [6] . This is a quotienting procedure M G := M/G by the subgroup G which is defined to be a Lie group with a smooth, proper, free G-action.
We, however, take a different route to quantization. Instead of formulating a constrained version of classical system and then quantize, we first quantize the unconstrained system and then we reduce by quotienting (called quantum reduction R Q ) by the subgroup G in the algebra of all observables.
If N is a symplectic manifold (like T * M ) diagrammatically Dirac's route (and by us in [1, 2] using the Fedosov star-product) was:
whereas we will now take the route:
where N is an arbitrary symplectic manifold and Q is some quantization procedure.
A pressing problem in mathematics (and one to which a lot of energy is devoted) is the question: "Does quantization commute with reduction?" The reader is referred to [6] for more on this topic because we will not discuss this issue further.
Star Reduction
It is now time for us outline the standard reduction procedure. From an embedded * on M we wish to construct a * G on the quotient M G = M/G. We will proceed in the following fashion:
1. Let a Lie group G on T * M be given and let the diffeomorphism Φ g : G × T * M → T * M for each g ∈ G be its associated G-action. The G-action is assumed to be smooth, proper and free by the quotient manifold theorem. Moreover, we require that the G-action preserves the symplectic form ω = dp µ dx µ i.e. Φ * g ω = ω and hence its inverse the Poisson bracket {, } where Φ * g is the pullback of Φ g . 7 We define Φ g 's action on all f ∈ C ∞ (T * M ) by composition:
Assuming it is possible, define a G-equivariant star-product.
A G-equivariant star-product that is a * that is equivariant with respect to the G-action is defined to satisfy:
Any * of the form of equation (2.2) will be G-equivariant with respect to the G-action Φ g because Φ g preserves ω.
This condition is in place to guarantee that if
is the set of functions on the quotient manifold T * M G i.e. the set of functions in T * M invariant under the G-action i.e.:
. Define a star-product on (T * M G , ω G ) denoted * G by quotienting out the subgroup G. ω G is the induced symplectic form on M G .
We define * G by:
. By condition 2 it forms a closed algebra.
We note that the resulting * G has the some of the same desired properties as if we travelled the other way by reducing then quantizing using Fedosov star-quantization. This is because it is induced from those same properties in the original * .
Properties:
• Invariant under all canonical transformations on T * M G .
• QM corresponds to classical mechanics smoothly:
• The product is associative but noncommutative with:
where {, } G is the Poisson bracket on the quotient manifold M G .
However questions remain:
1. Does the limit as R G → 0 yield the Moyal star or something equivalent? R G represents the curvature of the quotient manifold M G .
2. Is * G equivalent to a Fedosov star?
One is the only property that this * is not known to have that the Fedosov star does. Two is, of course, equivalent to the question: Does quantization commute with reduction? [6] What we expect is that all of these star-algebras are isomorphic to each other. In this sense we expect the answer to be yes. When G is compact the answer is yes [16] . As we will see in the next section there is an example in which this statement is true for non-compact G. Here we used the same constant curvature manifolds as was considered in [1] .
Connection to Method of Dirac Brackets
Suppose that we are given a primary constraint like the one for the hyperboloid F = x µ x µ − 1/C given in the next subsection. All functions f on this reduced space must satisfy {f, F } = 0 for f to be a function in the constrained system, f ∈ C ∞ (T * M G ). Suppose that the function f depends on another function F ′ that satisfies {F, F ′ } = 1 by first calculating the Poisson bracket and afterwards imposing the constraint F = 0. Clearly such a function cannot satisfy {f, F } ≡ 0 on the F = 0 surface and therefore we are forced to impose an additional constraint F ′ = 0 called a secondary constraint. Here we see that to be able to define the set C ∞ (T * M G ) consistently we need the secondary constraint. The group G that we reduce by is the group which has its G-action equal to the Hamiltonian phase-flow of the functions F and F ′ .
It is well-known that the Hamiltonian phase-flow preserves the symplectic form ω. Therefore, a star of the form of equation (2.2) will be a G-equivariant star for this group. In particular, Dirac considered reduction for the n-dimensional Euclidean space case albeit not using star-products. The star-product is the Moyal * = exp((i /2) ← → P ) where ← → P is the Poisson bracket operator f ← → P h = {f, h} for all f, h ∈ C ∞ (T * M ).
Explicit Forms of Star-products
In previous papers [1, 2] we computed the derivationD and used it to construct anx and ap. We then computed their commutators to see what algebra
were. The star-product was never written down explicitly in the form of equation (2.1). The reason is that we simply don't know how to write the series down in its entirety. We just know how to do it order by order in . However, writing it down in its entirety is useful because * is manifestly invariant under all canonical transformations.
In this subsection we use reduction to explicitly compute * . As was stated previously we do not know that the reduced star-algebra will be isomorphic to a Fedosov star-algebra beforehand, however we will see that in the cases below it is.
The Constant Curvature Case
In this section we use the same constant curvature manifolds as was considered in [1] . The hy-
equipped with a metric of signature (p, q) imbedded in R n+1 , η where n = p + q and η is a flat metric with signature (p + 1, q) or (p, q + 1) for C p,q > 0 or C p,q < 0 respectively. Here the "+" in the ± represents when C p,q > 0 while the "−" represents C p,q < 0. Let ∂ A be the embedded phase-space connection of R n+1 , η . Here p and q are non-space-time numerical indices that represent the signature of the metric on our manifold.
In this case the primary constraint is given by the embedding F = x µ x µ − 1/C p,q = 0 and the secondary one is F ′ = x µ p µ = 0. G is the group generated by the Hamiltonian vector-fields 8 associated to these functions. The Hamiltonian vector fields associated to F and F ′ are:
their associated phase-flows/G-actions are:
where v and t are two real parameters. We define the full G-action
We can easily see that L µν = n [µ p ν] and n µ = x µ / |x| are invariant under the above transformations and have n − 2 degrees of freedom.
Therefore these variables provide a basis of the functions
We know from the previous section that the Moyal star is G-equivariant when G is generated by Hamiltonian vector-fields. Thus we can simply write down the star-product on the reduced space:
and ← → P R n+1 is the Poisson bracket operator on the imbedding space n = p + q.
It is easily observed that the commutators are the same for both this * and the Fedosov star:
so this star-algebra is at least isomorphic to the Fedosov star-algebra constructed in [1] .
Stars on Robertson-Walker Space-Times
Another important class of space-times are the Robertson-Walker space-times given by the metrics:
Performing the transformation g →g = g/a (τ ) we get the metric in the form:
where we define the new coordinate dt 2 := dτ 2 /a (τ ). By knowing that this new coordinate is related by a non-singular rescaling (a (τ ) = 0) of the time coordinate we find the solutions to the star-products here being: 
Conclusions
We have seen that given some reasonable physical requirements of an arbitrary star-product in section 2 yield a star-product of the form of a star with the same properties of the Fedosov star. It is unclear if all star's of this type yield isomorphic algebras to the Fedosov star. It seems reasonable that they do or perhaps additional requirements are necessary. These issues aside, the Fedosov star is a natural choice to do physics with.
Almost all ambiguities in the Fedosov star construction were worked out. It is shown that every Fedosov star-algebra constructed from a phase-space connection is nonperturbatively isomorphic to a Fedosov star-algebra for any other connection on the same phase-space in theorem 1. Furthermore, it is shown that any two Fedosov star's form star-algebras that are perturbatively isomorphic in powers of in theorem 4. Convergence issues of these isomorphisms are still unresolved. In theorem 5 it was shown that the Fedosov star in a submanifold of same dimension as the ambient manifold is induced by its embedding Fedosov star in a trivial way.
These theorems allow us to write down the Fedosov star for the Kerr-Newman space-time imbedded in R 4 . It turns out to be the Moyal star on R 4 .
It was shown that removing sets of points (singularities) allow star-algebras that are only locally isomorphic to become globally isomorphic as long as the resulting submanifold has the same dimension as the original one (before the deletions). This was seen in the cases of the punctured sphere and the Kerr-Newman space-time. The star-product on the resulting manifold is a trivial restriction of the ambient star.
The Fedosov star on a product manifold M 1 × M 2 is the product of the individual star's * = * 1 * 2 . This easily seen through the simple example of a Schwarzschild space-time given here.
The connection between reduction of star-products and method of Dirac brackets is made. This is then used to construct an explicit formula for the star-product for the class of constant curvature manifolds discussed in [2] which include dS and AdS.
In summary, this paper furthers the technology of the Fedosov star constructions. Ambiguities are mostly worked out and shown to be perturbatively physically equivalent. Finally, the set of explicit examples of Fedosov star-products and algebras has been increased. This includes the important Kerr-Newman and Robertson-Walker space-times.
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Appendix A
Here we give proof that given two connectionsD = Q , · /i andD ′ = Q +Q ′ , · /i that aÛ exists that solves the equation Q ′ = i DÛ Û −1 perturbatively for someÛ (x, p,x,p). Here we prove this perturbatively because in general obstructions will exist.
The structure of the proof below and the preamble to it will follow almost identically to the proof of Fedosov located in [3] Theorem 5.2.4.[p.146] and the preceding sections. The preamble consists of definitions of the necessary objects for such a proof and for brevity we do not give much detail so as to the shorten this appendix. We then refer the reader to the proof given in [3] for more detail. We define the degree of the monomialŷ ∆1 · · ·ŷ
(the wedging of the Θ's is implied) is:
where the coefficients a j,∆1···∆ l Σ1···Σm are functions of x and p symmetric in (∆ 1 · · · ∆ l ) which can be assumed w.l.o.g. Now we define the degree of an inhomogeneous term:
deg (a) := degree of first (lowest) term with a nonzero coefficient
It is argue in [2] and [3] that deg (r) ≥ 2 meaning there are no nonzero terms in the sum with deg < 2. Fedosov's algorithm is dependent on the formQ = ω ∆Σŷ ∆ dq Σ + (higher degree terms). The reason is that the term of degree equal to 1 inQ is precisely the term that makes the starproduct equal to the Poisson bracket to first order in .
We now define a new operatord −1 on a (j,l,m) by the three properties: We note that the operatorsd andd −1 do not depend on the choice of local coordinates alsod −1 is not a derivation. 
A Perturbative Solution ForÛ
In this part we let q ∆ = x δ , p δ are some Darboux coordinates and Θ ∆ = dq ∆ .
Applyingd −1 and using equation (A-1) we obtain a possible solution:
where U 0 = 1.
We now show that given the equation ( This is an iterative formula. We must show that after a certain number of iterations the homogeneous terms of low degree say less than n do not get modified after each successive iteration. We say that the iteration stabilizes if n → ∞ as the number of iterations j → ∞. To prove that the iteration stabilizes we recognize that the operatord where r andQ ′ have degree 2. Just as we argued before Fedosov's algorithm is dependent on the formQ = ω ∆Σŷ ∆ dq Σ + (higher degree terms). The reason is that the term of degree equal to 1 in Q is precisely the term that makes the star-product equal to the Poisson bracket to first order in . Thus any change toQ like addingQ →Q +Q ′ must retain this feature and therefore r andQ Define the j th iteration starting at j = 1:
Part I: Prove this iteration stabilizes by induction.
First we take the difference between 2 consecutive terms:
If deg Û j−1 −Û j−2 ≥ n then we easily compute deg Û j −Û j−1 ≥ n + 1 thus as n becomes large the monomials inÛ the iterations stabilizes.
Part II: Now we must show that (A-2) solves (A-3).
First we observe thatd What we have so far is that given U 0 we have a unique iterative solution in (A-2). There is a requirement that U 0 solve the −2 nd degree term in the equation (A-3) . SinceQ ′ is of degree 2 then by this formula dU 0 = 0. U 0 is then an arbitrary constant so w.l.o.g. we set U 0 equal to one because all that we care about are terms likeÛ (· · · )Û −1 . The final solution is then:
