This paper proves strong normalization of classical natural deduction with disjunction and permutative conversions, by using CPS-translation and augmentations. By them, this paper also proves strong normalization of classical natural deduction with general elimination rules for implication and conjunction, and their permutative conversions. This paper also proves natural deduction can be embedded into natural deduction with general elimination rules, strictly preserving proof normalization.
Introduction
There have been many studies on the computational aspect of classical natural deduction proofs, since Griffin [8] pointed out relationship between classical logic and type systems for control operators and Parigot [17] proposed the λµ-calculus, which corresponds to classical natural deduction. Normalization of classical proofs is an important subject in the research area, and there are many papers on the issue [4, 18, 7, 5, 23, 1, 3, 11, 12, 15] .
The subformula property is important in natural deduction. In the intuitionistic natural deduction, normal proofs can be obtained by the proof normalization, which corresponds to the β-reduction in the simply typed λ-calculus. The subformula property states that any formula in a normal proof is some subformula in its end sequent. It holds for the following reason. In any normal proof, every major premise of any application of elimination rules is either an assumption or a consequence of another elimination rule, where a premise of an elimination rule is called major if it contains the logical connective which is eliminated by the rule. By this property, any formula in a normal proof is a subformula of its end sequent.
Permutative conversions are necessary for a natural deduction system with disjunction or existential quantification in order to have the subformula property. If we consider disjunction as a logical connective, β-normal proofs may fail to enjoy the subformula property for the following reason. The form of the disjunction elimination rule is
so the conclusion γ may not be a subformula of the major premise α ∨ β.
When the premise γ is produced by an introduction rule, and the conclusion γ is consumed by an elimination rule, the formula γ is not a subterm of its end sequent. In order to have the subformula property for normal proofs with disjunctions, we need another structural proof normalization, that is, permutative conversions. Permutative conversions are reduction rules which permute an application of the disjunction elimination and its successive elimination rule. For example, the proof . . . . M
reduces to the proof
. . . . P 2
By permutative conversions, every major premise of any application of an elimination rule in a normal proof is either an assumption or the consequence of an elimination rule other than the disjunction elimination. Therefore, the subformula property holds in normal proofs with respect to the β-reduction and the permutative conversions. This discussion can be extended to the classical natural deduction with the µ-rule, as de Groote showed in [5] .
In [5] , de Groote introduced the calculus λµ →∧∨⊥ , which is an extension of Parigot's λµ-calculus and corresponds to the classical natural deduction with implication, conjunction and disjunction. He also gave a proof of the strong normalization of λµ →∧∨⊥ . The proof, however, contains an error as Matthes pointed out in [11] .
In this paper, we prove the strong normalization of λµ →∧∨⊥ by means of a CPStranslation and augmentations. The notion of augmentations for λµ-calculus was introduced in [13] to correct the error of the strong normalization proof by a CPS-translation in [18] . The error in the proof of [5] is due to the same sort of problem, which is called erasing-continuations in [13] . We will show the augmentations can work also for conjunctions, disjunctions, and their permutative conversions. This paper corrects the error of the proof in [5] by applying the strong normalization proof by CPS-translation and augmentations to λµ →∧∨⊥ .
We will explain erasing-continuation. In CPS-translating (µa.M )N , N is passed to M by passing a continuation containing N to M . However, this continuation is erased and not actually passed when the variable a does not occur in M . We call this phenomenon erasing-continuation. Erasing-continuation disturbs strict preservation of reduction in the translation. A CPS-translation maps both a term (µa.M )N and its reduct µa.M by µ-reduction to the same term P . If a does not occur in M , then N does not occur in M nor P . Therefore, even if N has some β-redex and N is its β-reduct, a CPS-translation maps (µa.M )N and (µa.M )N to the same term. Hence β-reduction is not strictly preserved by this CPS-translation.
De Groote tried to solve this problem by defining his CPS-translation of (µa.M )N by cases according to whether µa.M is vacuous or not, where µa.M is called vacuous when the variable a does not occur in M . However, this definition did not work in fact since it failed to preserve β-reduction.
In order to recover his proof, we use augmentations. For each term M , we define a set Aug(M ) of its augmentations where the augmentation is a β-expansion of M and simulates reduction of M , and every subterm of the augmentation is not vacuous. We will show that if M reduces to N and M + is in Aug(M ), then there exists some N + in Aug(N ) such that M + reduces to N + . Since an augmentation does not have vacuous subterms, the strong normalization of typed augmentations is proved by a CPS-translation. Combining augmentations and a CPS-translation, consequently we can prove the strong normalization of λ →∧∨⊥ .
General elimination rules have been studied [9, 21, 10, 14] . For conjunction and implication, we can consider the elimination rules similar to the disjunction elimination. Von Plato [21] called such rules general elimination rules and gave a proof system for an intuitionistic natural deduction with the general elimi-nation rules. General elimination rules have permutative conversions. He [21] proved that there is a one-to-one correspondence between normal proofs with respect to the β-reduction and the permutative conversions in his system and cut-free proofs in the intuitionistic sequent calculus. Permutative conversions also play an important role in relationship between natural deduction and sequent calculus. Furthermore, Nakazawa [14] showed an isomorphism between the proof normalization in the natural deduction with the general elimination and a cut-elimination procedure in the sequent calculus.
This paper defines the classical natural deduction λµ →∧∨⊥ g with general elimination rules, and proves the strong normalization of λµ →∧∨⊥ g by means of a CPS-translation and the idea of augmentations. We show the augmentations can work also for general elimination rules of implication, conjunction, and their permutative conversions. We also show the strong normalization of untyped λµ →∧∨⊥ g with respect to µ-reduction and permutative conversions by extending the norm defined in [5] . The strong normalization of the natural deduction with general elimination rules is proved by Joachimski and Matthes [10] for the implicational fragment, and by Nakazawa [14] . These proofs are only for the intuitionistic case and it has not been proved for the classical case yet.
This paper also gives an embedding from λµ →∧∨⊥ to λµ →∧∨⊥ g , which preserves the typability and strictly preserves steps of proof normalization. This embedding and the strong normalization of λµ →∧∨⊥ g give another proof of the strong normalization of λµ →∧∨⊥ .
Section 2 defines the classical natural deduction system λµ →∧∨⊥ . We discuss erasing-continuation in Section 3. The strong normalization of λµ →∧∨⊥ is proved in Section 4. Section 5 defines the system λµ →∧∨⊥ g with general elimination rules and proved its strong normalization. The embedding from λµ →∧∨⊥ to λµ →∧∨⊥ g is given in Section 6.
Definition of the system λµ

→∧∨⊥
In this section, we give the definition of the classical natural deduction system λµ →∧∨⊥ with disjunction and permutative conversions [5] . λµ →∧∨⊥ is an extension of Parigot's λµ-calculus [18] with conjunction, disjunction and permutative conversions.
Definition 1 (λµ
(1) Types, which are also called formulas, are defined as follows: 
where j is either 1 or 2. We will use the meta-variable j to denote the index The subformula property states that any formula occurring in a normal proof is a subformula of the end sequent in the proof. In order to have the property, we have to introduce additional rules such as permutative conversions, as discussed in [5] . λµ →∧∨⊥ enjoys the subformula property due to the µ-reduction and the permutative conversions. Permutative conversions are indispensable for the following reason. In the disjunction elimination rule, the conclusion γ may not be a subformula of the major premise α ∨ β. When the premise γ is produced by some introduction rule of some connective, and the conclusion γ is consumed by some elimination rule of the same connective, the formula γ may not be a subformula of the end sequent in the proof. If we considered only β-rules, the subformula property would not hold.
Theorem 3 (Subformula property [5]) Any formula β occurring in a normal proof of Γ M : α; ∆ in λµ
→∧∨⊥ is some subformula of some formula in Γ M : α; ∆.
Erasing-Continuation and Augmentations
We discuss a strong normalization proof by a CPS-translation, erasingcontinuation phenomena, and augmentations.
There are many attempts to prove strong normalization of calculi with control operators by reducing them to that of the simply typed λ-calculus by CPStranslations, such as [4, 18, 7, 5] . We say that a translation preserves reduction when the translation of M reduces to the translation of N with some steps if M reduces to N with one step. We say that a translation strictly preserves reduction when the translation of M reduces to the translation of N with more than zero steps if M reduces to N with one step. In order to prove the strong normalization of some system, we can use a CPS-translation from that system into the simply typed λ-calculus such that the CPS-translation preserves reduction and strictly preserves β-reduction steps. Then we can reduce the strong normalization of the system to that of the simply typed λ-calculus. In the λµ-calculus, the CPS-translation defined by M ≡ λk.(M : k) preserves the reduction, where M : K is defined by:
Erasing-continuation is a phenomenon that some continuation passed to a term is erased in a translation because the continuation is passed by substituting it for a continuation variable in the term, and the term does not contain that variable. Erasing-continuation may occur in the above CPS-translation as follows. In the CPS-translation µa.M : K of the µ-abstraction, a continuation is passed by substituting a continuation K for the continuation variable k a . When M has no free a, M : λx.x does not contain k a and the continuation K is erased in the CPS-translation µa.M : K. Then any redex in K is erased. For example, (µa.x)N is identical with λk.x(λx.x) for any N , and any redex in N does not remain in the CPS-translation of (µa.x)N .
Erasing-continuation disturbs strong normalization proof by a translation. To prove the strong normalization of one system, we can define a translation from that system to another system for which the strong normalization is already proved. If the translation strictly preserves reduction, we can prove the strong normalization of the first system by translating a reduction sequence to another reduction sequence in the second system. We expect that the CPStranslation strictly preserves reduction steps. However, it is not the case if erasing-continuation occurs, because some redex is erased in the translation, so the translation of M syntactically equals the translation of N even if M reduces to N with one step.
Several strong normalization proofs by CPS-translations contained errors due to the erasing-continuation problem [13] . For example, in [18] , Parigot claimed the following three lemmas: (3) the µ-reduction is strongly normalizing. The strong normalization of λµ-calculus would follow from these lemmas and the strong normalization of the simply typed λ-calculus if the claim (1) held. However the claim (1) does not hold indeed due to the erasing-continuation.
In [5] , de Groote tried to prove the strong normalization of λµ →∧∨⊥ . Matthes [11] , however, pointed out that the proof contained an error. .x(λx.x) )k, the former cannot reduce to the latter. Therefore, Lemma 10 of [5] does not hold, and strong normalization proof of λµ →∧∨⊥ of [5] has not been finished.
In order to use such a CPS-translation with erasing-continuation for proving strong normalization, augmentations were developed [13] . An augmentation of a term M is obtained from M by recursively replacing µa.N by µa.(λz.N )(aP ) with a fresh variable z and an appropriate term P . Since a always appears in L for every subterm µa.L in an augmentation, erasing-continuation does not occur when CPS-translating an augmentation. Hence a CPS-translation can be used to prove strong normalization of augmentations. Moreover augmentations can simulate reduction of the original terms. Hence we can prove strong normalization of the original terms by combining the CPS-translation and augmentations. Augmentations will be defined and more explained in Section 4.2.
Strong normalization of λµ
→∧∨⊥
In this section, we correct the proof in [5] , by applying a CPS-translation and augmentations to λµ →∧∨⊥ .
As we discussed in the previous section, the erasing-continuation problem happens for µ-abstractions µa.M where M does not contain any free variable a. We call such a µ-abstraction vacuous. The key idea of our proof is translating any reduction sequence of λµ →∧∨⊥ to another sequence of augmentations, which are β-expansions of the original terms, have the same type, and contain no vacuous µ-abstraction. Then we can apply a CPS-translation to the sequence of augmentations to prove its termination, since they are not vacuous. So we can reduce the strong normalization of λµ →∧∨⊥ to that of the simply typed λ-calculus.
First, we will define a CPS-translation and prove its preservation of typability and reduction. Secondly, we will define augmentations and explain them. Finally, we will prove strong normalization of λµ →∧∨⊥ .
CPS-translation
The CPS-translation defined here is standard. It is essentially the same as that of [5] , except we do not need the case analysis of the µ-abstraction. It will work in our proof since we combine it with augmentations to avoid the erasing-continuation problem.
Definition 4 (CPS-translation) Suppose that we have some fixed λ-variable k a for each µ-variable a. CPS-translation of a λµ
→∧∨⊥ -term M and a λ-term K as follows:
where the operation @ K is defined as
Definition 5 (Double negation translation) Double negation translation α of a formula α is defined as ¬¬α
* , where ¬α is an abbreviation of α → ⊥, and α * is defined by: 
Proof. By induction on P . Proof. They are proved simultaneously by induction on the derivation of Γ M : α; ∆. We will use F V (M ) to denote the set of free λ-and µ-variables.
(1) The case where M ≡ M 1 M 2 and a ∈ F V (M 2 ). By the induction hypothesis for (1), M 2 ≡ λk.M 2 : k contains a free occurrence of k a . Since the type of M 1 is β → α ≡ ⊥, by the induction hypothesis for (2), we have
Other cases are similarly proved.
(2) The case where M ≡ N [x 1 .P 1 , x 2 .P 2 ]. Since the type of M is not ⊥, that of P j is not ⊥ either. By the induction hypothesis for (2), we have
The case where M ≡ µa.N . Since the type of M is not ⊥, the type of a is not ⊥ either. Since M is not vacuous, we have a ∈ F V (N ). By the induction hypothesis for (1), we have k a ∈ F V (N : λx.x). Therefore, we have (
Proof. The proposition is proved together with the claim M : K → * N : K for any K by induction on the definition of M → N . We will prove only
The case of (β → ). Suppose that M ≡ (λx.P )Q and
Other cases of β-rules are similarly proved.
The case of (δ). Suppose that,
, which is identical with
The case of (µ). Suppose that M ≡ (µa.P ) and N ≡ µa.P [a ⇐ ]. This case is proved as follows:
Other cases are proved by the induction hypothesis and Lemma 9. For example, in the case of M 1 M 2 → β M 1 N 2 where M 2 → β N 2 and M 1 M 2 is typable and not vacuous, we have M 2 → + N 2 by the induction hypothesis. Furthermore, the type of M 1 is a functional type, which is not ⊥, so we have k ∈ F V (M 1 : k) by Lemma 9 (2). Then we can prove this case by
Augmentations
For a λµ →∧∨⊥ -term M , an augmentation of M will be defined as a non-vacuous λµ →∧∨⊥ -term such that it is a β-expansion of M and any reduction step in λµ →∧∨⊥ can be simulated by their augmentations. There is no erasingcontinuation problem for the CPS-translation of augmentations to prove their strong normalization, since they are not vacuous.
Definition 11 (Augmentations) Fix a λ-variable c α for each type α. For each λµ
→∧∨⊥ -term M , we define the set Aug(M ) of augmentations in Figure  3 . For each eliminator , the set Aug( ) of its augmentations is defined by:
The augmentation of a term M is defined so that (1) it is a β-expansion of M , (2) it is not vacuous, and (3) Other cases of β-rules are similarly proved. 
x)(a(cy)))w reduces to µa.(λz.x)(a(cyw)). So we need the set of
Aug(x) = {x} Aug(λx.M ) = {λx.M + | M + ∈ Aug(M )} Aug(M N ) = {M + N + | M + ∈ Aug(M ), N + ∈ Aug(N )} Aug( M 1 , N 2 ) = { M + 1 , M + 2 | M + j ∈ Aug(M j )} Aug(M π j ) = {M + π j | M + ∈ Aug(M )} Aug(ι j M ) = {ι j M + | M + ∈ Aug(M )} Aug(M [x 1 .P 1 , x 2 .P 2 ]) = {M + [x 1 .P + 1 , x 2 .P + 2 ] | M + ∈ Aug(M ), P + j ∈ Aug(P j )} Aug(aM ) = {aM + | M + ∈ Aug(M )} Aug(µa.M ) = {µa.(λz.M + )(a(c α )) | M + ∈ Aug(M ), z is not free in M + , c
The case of (δ). Suppose that
M ≡ Q[x 1 .P 1 , x 2 .P 2 ] and N ≡ Q[x 1 .P 1 , x 2 .P 2 ]. Any M + ∈ Aug(M )
Strong normalization
We prove strong normalization of λµ →∧∨⊥ by means of the CPS-translation and the augmentations. We use the strong normalization of the δµ-reduction, which was proved in [5] by de Groote.
Proposition 14 ([5]) Any untyped λµ
→∧∨⊥ -term is strongly normalizing with respect to δµ-reduction.
Proof. As [5] proved, we can define some norm |M | as a positive integer, and
Theorem 15 (Strong normalization) Any typable λµ
→∧∨⊥ -term is strongly normalizing. 
Proof. Assume that there is an infinite βδµ-reduction sequence
M 0 → M 1 → M 2 → · · · ,
General elimination rules
In this section, we define a system λµ →∧∨⊥ g , which is classical natural deduction with general elimination rules for conjunction and implication. We show the strong normalization of λµ →∧∨⊥ g by using the CPS-translation and the augmentations.
The system λµ
→∧∨⊥ g
The disjunction elimination rule of λµ →∧∨⊥ is similar to the left rule of sequent calculus. We can define elimination rules of conjunction and implication in the same manner. Such rules are called general elimination rules in [21] . The natural deduction with general elimination rules has more direct relationship with the sequent calculus than ordinary natural deduction. Von Plato gave a natural deduction system with general elimination rules, and a one-to-one correspondence between it and the sequent calculus. Furthermore, there is an isomorphism between the proof normalization in the natural deduction with the general elimination and a cut-elimination procedure in the sequent calculus [14] . [9, 10] also studied normalization of an intuitionistic natural deduction with general elimination rule for implication.
The general elimination rules for conjunction and implication are given in 
On the other hand, the general elimination rules are admissible in λµ →∧∨⊥ . 
Definition 16 (λµ
x in P is bound in [N, x.P ], and x 1 and x 2 in P are bound in [(x 1 , x 2 ).P ]. 
Note that λµ
→∧∨⊥ g enjoys the subformula property and the subject reduction property.
CPS-translation
Now, we define a CPS-translation of λµ →∧∨⊥ g , which is the same as that of λµ →∧∨⊥ except for the general elimination rules. 
Definition 17 (CPS-translation) Suppose that we have some fixed λ-variable k a for each µ-variable a. The CPS-translation of a λµ
where the composition @ K is defined by
The definition of the double negation translation and vacuous terms are the same as Definition 5 and 7 respectively. Intuitively, we can consider an eliminator as a part of a continuation, so @ K can be seen as a composition of and the continuation K. There is a relationship between the composition @ of continuations and the composition of eliminators as follows.
Proposition 18 For any typable λµ
Lemma 19 For any eliminators and , and any
Proof. By case analysis with respect to the form of . 2
By this lemma, we have M :
K, so the CPS-translation is invariant under permutative conversions. Indeed, as in λµ →∧∨⊥ , the translation preserves the βδµ-reduction relation.
Lemma 20
For any terms P , K, K , M and any eliminator , we have
Proof. By induction on P . Proof. This lemma is proved by induction on M similarly to Lemma 9. 2 
Proposition 22 For any λµ
Proof. We can prove the proposition together with the claim M : K → * N : K for any K by induction on the definition of M → N . They are proved similarly to Proposition 10 by using Lemma 20 and 21. 2 
Augmentations
Augmentations for λµ
Proof. They are similarly proved to Proposition 13. 2
Strong normalization
In this subsection, we prove the strong normalization of δµ-reduction for untyped λµ →∧∨⊥ g -terms. In order to prove it, we extend the norm of terms, which is defined by de Groote in [5] 
(2) #M and # are defined by:
(3) M a and a are defined by:
Lemma 27 Let a meta-variable A denote either a term or an eliminator. We have the following: 
Proof. We will prove (1) and (2) simultaneously by induction on A.
(1) The case of µb.M . We can suppose a ≡ b and b ∈ F V ( ) by renaming bound variables.
(2) The case of aM
(by the induction hypotheses for (1) and (2)
(by (1) and the induction hypothesis) = 2 aN a # . Other cases are similarly proved. The case of (δ). Suppose that M ≡ P and N ≡ P ( ).
We also have #(P ) = 4#P # # = 2#P #( ) (by the above lemma) = #(P ( )). We also have
The case of (µ). Suppose that M ≡ (µa.P ) and
Other cases are proved by the induction hypothesis. The strong normalization of the classical natural deduction with permutative conversions was already proved in [3, 12] . David and Nour [3] proved the strong normalization of a system logically equivalent to λµ →∧∨⊥ by using only simple notions. Matthes [12] proved strong normalization of classical natural deduction with second-order universal quantification and disjunction by extending the reducibility candidates. Our method used the CPS-translation to give another proof of strong normalization of classical natural deduction with permutative conversion. We hope our proof will contribute to better understanding of the calculus. Our method can also be applied to second-order universal and existential quantifiers.
For the strong normalization of the natural deduction with general elimination rules, Joachimski and Matthes [10] proved it for intuitionistic logic with only implication by giving an inductive definition of strongly normalizing terms. In this paper, we gave the first strong normalization proof for classical natural deduction with general elimination rules for conjunction and disjunction.
General elimination rules are useful in the study of the relationship between the natural deduction and the sequent calculus, because general elimination rules are similar to left rules of the sequent calculus. For computational meaning of the sequent calculus, some term assignment systems have been proposed such as λµμ by Curien and Herbelin [2] and the dual calculus by Wadler [22] . Furthermore, a correspondence to a low-level machine code has been shown by Ohori in [16] . However, the computational aspect of the sequent calculus has not been fully clarified yet. On the other hand, computational meaning of the natural deduction is deeply studied through the Curry-Howard isomorphism. General elimination rules are also relatively easy to understand. For example, the β-rule for implication (λx.M )[N, y.P ] → P [y := M [x := N ]] can be understood as the computation in which the function λx.M is applied to the argument N , and then the result of the application is passed to the continuation y.P . The CPS-translation given in this paper realizes this idea. As discussed above, the relationship between natural deduction and sequent calculus helps us to study the computational aspect of sequent calculus. For this purpose, we have to give correspondence not only for normal proofs, but also for non-normal proofs, and consider the relationship between proof normalization and cut-elimination procedure. [14] studied this for intuitionistic logic. This study for classical logic would be a future work.
Confluence is another important property of calculi. In order to prove the confluence of λµ →∧∨⊥ g , due to the strong normalization result in this paper, it is sufficient to prove weak confluence, which we can prove in a straightforward way. On the other hand, if we cannot use the strong normalization, the confluence of λµ →∧∨⊥ g is not so easy to prove, because it is not straightforward to extend the well-known parallel reduction method in [19] ]] , but there is no term that these terms are reduced to by one-step ordinary parallel reduction. Andou [1] overcame this difficulty for the classical natural deduction with disjunction by extending the parallel reduction with the notion of segment-trees. Joachimski and Matthes [9] proved confluence of the intuitionistic natural deduction with permutative conversions by commutativity of the permutative conversion and the parallel β-reduction.
An inverse map of the embedding defined in the previous section can be defined by: 
