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The eigencurve is a powerful tool introduced by Coleman and Mazur to
study p-adic families of overconvergent modular forms. In this article, we
introduce an analogous set of tools for understanding families of “overcon-
vergent” p-adic representations of π1(X), where X is a smooth affine variety
over a finite field of characteristic p. Our main theorem is a trace formula
relating the L-function of such a family to the geometry of a sequence of
associated eigenvarieties. In the case of a single p-adic representation, our
result reduces to the well known trace formula of Monsky. We apply our
theory to the study of T -adic exponential sums attached to Zp-towers over
X. Special cases of this theory have been applied by Davis, Wan, and Xiao to
prove a spectral halo decomposition of the eigencurve attached to Zp-towers
over X = A1.
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1 Introduction
Let k be a finite field of characteristic p. In their seminal article [4], Coleman and
Mazur construct a rigid analytic curve parameterizing the finite-slope overconvergent
p-adic eigenforms of tame level 1. This eigencurve and its generalizations are useful
in particular for studying the Igusa tower over the ordinary locus of modular curves.
The global geometry of the eigencurve is somewhat mysterious, however Coleman has
conjectured a “spectral halo” property describing its behavior near the boundary of
weight space, see e.g. [14] for a precise formulation of this conjecture. In [5], Davis,
Wan, and Xiao introduce an analogous eigencurve to study Zp-towers over the affine line
A1k, and moreover prove the analogue of the spectral halo property for their eigencurve.
Their curve may be viewed a hypersurface in the rigid analytic space W × Grigm , where
W is the weight space of continuous p-adic characters of Zp. An essential component of
their work is a variant of the Dwork trace formula, which expresses p-adic exponential
sums over k in terms of the Grigm -coordinates of the points of the eigencurve. The spectral
halo property of C then implies a strong periodicity property for the zeta functions of
certain Artin-Schreier-Witt coverings of A1k. Their methods have since been adapted to
prove a spectral halo property for the eigencurve associated to automorphic forms for a
definite quaternion algebra over Q [14].
To shed some light on Coleman’s conjecture, it would be interesting to know to what
extent the results of Davis et al. can be generalized. As noted in [19], there are essentially
two paths of generalization: (1) we may replace the weight space W by another rigid
analytic space, or (2) we may replace the base variety A1k with another k-variety. Those
authors consider case (1), replacingW by the space of continuous p-adic characters of Zdp
and constructing a d-dimensional eigenvariety to study Zdp-coverings of the affine line.
The goal of this article is to introduce the analogous theory in case (2), replacing A1k
by a general smooth affine variety X/k. We will also work relative to a fairly general
weight space: throughout, we assume that R is a complete Noetherian local domain
with maximal ideal m and residue field Fq ⊆ k. The weight space W will be the rigid
analytic space associated to R. The study of Zdp-towers over X corresponds to the
case R = Zp[[T1, ..., Td]], but we may apply the theory to more general R to study e.g.
deformations of p-adic Galois representations.
Since X is affine and smooth, it is well known that there is a unique smooth formal
R-scheme X∞ lifting X. Fix a geometric point x¯ of X, and consider a continuous
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representation
ρ : π1(X, x¯)→ GLn(R). (1)
If P is a point in our weight space, then specializing any such representation at P
yields an ordinary p-adic representation of π1(X, x¯). Thus we regard ρ as a continuous
family of p-adic representations parameterized by W. In Section 4.1, we identify the
category all such representations with a full subcategory of the category of σ-modules
over X. Informally, these are pairs (M,φ), where M is a locally free OX-module and
φ is a “Frobenius structure” on M . To each σ-module (M,φ), we attach an L-function
L(φ, s) ∈ R[[s]]. If the expression of φ in coordinates is overconvergent with respect to
the m-adic topology, then we say that (M,φ) is an overconvergent σ-module. Our main
theorem (Theorem 1.1 below) states that the L-function of an overconvergent σ-module
is a meromorphic function on the relative rigid affine line A1,rigW . Essentially, this means
that for any point P in the weight space, the specialization of L(φ, s) at P is a p-adic
meromorphic function in the usual sense.
In addition to this result, a major motivation in writing this article was to develop
the analogy with the theory of Coleman-Mazur. In our setting, the role of their over-
convergent modular forms is played by coherent modules on a weak rigid analytic space
over R. The first two parts of this paper are devoted to developing the theory of weak
analytic geometry relative to R. In the classical case that R is a discrete valuation ring,
this reduces to the theory of dagger spaces over the field of fractions Q(R), as introduced
in [8]. Langer and Muralidharan have shown that these spaces arise as the generic fibers
of weak formal R-schemes [12]. Our construction follows theirs closely: Let FS†R denote
the category of weak formal schemes over R. The category Rig†R of weak rigid analytic
spaces over R can be constructed by localizing this category at a suitable class of mor-
phisms known as admissible blow-ups. We may interpret such a space as a continuous
family of dagger spaces, parameterized by the points in the weight space W. We equip
each weak rigid analytic space with the structure of a locally ringed topos. If X is an
object of FS†R and X is its “generic fiber,” then we attach to each coherent sheaf F of
OX-modules a coherent sheaf F
rig of OX -modules referred to as the analytification of
F . Passing to completions, we recover the classical generic fiber functor as developed
by Raynaud [18], and Bosch and Lu¨tkebohmert [3] for more general R.
The connection between our theory and the theory of weak analytic geometry over R is
given as follows: Let (M,φ) be an overconvergent σ-module and let M∨ denote the dual
module. There is a natural duality φ 7→ θ•(φ) which assigns to φ a sequence of Dwork
operators on the de Rham complex Ω•M∨. The essential feature of these operators is
that the action of θi on (Ω
iM)rig is in some sense nuclear. In particular, each θi(φ) has
a well defined Fredholm determinant C(θi(φ), s) which we may regard as an analytic
function on A1,rigW . The full form of our main theorem is the following “trace formula:”
Theorem 1.1. Let (M,φ) be an overconvergent σ-module over X. Then
L(φ, s) =
n∏
i=0
C(θn−i(φ), s)
(−1)i−1 .
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Our trace formula reduces the study of the L-function L(φ, s) to understanding the
spectral theory of nuclear operators over W, which we discuss in 4.2. Given a nuclear
operator ψ, its spectral theory is best described in terms of its eigenvariety E(ψ), which
is defined to be the rigid analytic hypersurface cut out by the Fredholm determinant
C(ψ, s). If P is a point in the weight space W, then the fiber E(ψ)P is naturally
identified with the set of non-zero eigenvalues of ψ acting on a vector space over the
residue field k(P ). It is natural to ask how this set of eigenvalues varies p-adically in the
parameter P . In [5], the spectral halo property of their eigencurve answers this question
completely: for each P , the p-adic valuations of the points in E(ψ)P form finite (fixed)
number of arithmetic progressions, each of whose increment is a scalar multiple of the
p-adic valuation of their weight parameter. Via the trace formula, this gives a striking
uniformity in the distribution of zeros for Artin-Schreier-Witt coverings of the affine line.
As an application, in Section 4.5 we apply Theorem 1.1 to the study Artin-Schreier-
Witt coverings of our smooth affine variety X. We attach to each such tower a family
of exponential sums taking values in the ring R = Zp[[T ]], generalizing the T -adic
exponential sums of Liu and Wan [13] to general smooth affine varieties. We define the T -
adic L-function L(T, s) ∈ R[[s]] to be the generating function of these exponential sums.
We show that L(T, s) agrees with the L-function of a certain rank-1 character π1(X, x¯)→
R×. When the corresponding σ-module (M,φ) over X∞ is overconvergent, Theorem 1.1
gives an explicit trace formula for our T -adic exponential sums, and consequently for
the zeta functions of Artin-Schreier-Witt coverings of X. We do not know whether the
spectral halo property of [5] holds in this general setting. It is likely that an answer
to this question requires some understanding of the local monodromy of overconvergent
σ-modules over R, a topic which we hope to address in a future article.
2 Weak Formal Geometry
2.1 Formal Schemes and Rigid Analytic Spaces
In this preliminary section we recall some basic notions of formal schemes and their
associated rigid analytic spaces. As is common in formal geometry, we will restrict our
attention to a small class of well behaved formal schemes. Let FS+ denote the category
of locally Noetherian formal schemes which are complete and separated with respect to
an ideal of definition. Recall that a morphism f : Y→ X in FS+ is adic if X admits an
ideal of definition I such that f∗IOY is an ideal of definition of Y. Since X is locally
Noetherian, every ideal of definition is finitely generated, and it follows that IY = f
∗IOY
is always ideal of definition of Y. Moreover, there is a cartesian diagram of ringed spaces
([1], 2.2.9):
(Y,OY/IY) (X,OX/I)
(Y,OY) (X,OX)
f ′
f
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We say that f is locally of finite presentation if f ′ is is locally of finite presentation (as a
morphism of schemes). As usual, we say that f is of finite presentation if f is locally of
finite presentation and quasi-compact. We denote by FS the subcategory of FS+ with
the same objects, but whose morphisms are adic morphisms of finite presentation.
It is often convenient to think of an object of FS+ as (locally) the formal completion
of an ordinary scheme. Let X be a locally Noetherian scheme, and I a sheaf of ideals
on X. Then the I-adic completion X∞ is an object of FS
+. Let ι : X∞ → X denote
the corresponding map of ringed spaces. The I-adic completion of modules defines a
functor
Mod(OX)→ Mod(OX∞).
which we denote by F 7→ F∞. We will mainly be interested in the case that F is a finite
OX -module, in which case we have F∞ = ι
∗F . If X = Spec(A) is affine and M is an
A-module, we write M˜ for the sheaf of OX -modules associated to M .
Proposition 2.1. Let X be an object of FS+, and I an ideal of definition of X. The
following are equivalent for a sheaf F of OX-modules:
1. F is coherent
2. F is of finite type
3. For every affine open U = Spf(A) of X, there is a finite A-module such that
F|U = M˜∞.
Proof. See ([1], 2.7.2 and 2.8.2).
In this article we will typically work relative to a base ring R, which we assume to
be a complete Noetherian local domain with maximal ideal m. Let FSR denote the
category of morphisms X→ Spf(R) in FS. All objects of FSR carry the m-adic topology.
Given an object X of FSR, we may write Xn for the reduction of X mod m
n+1, so that
X = lim
−→n
Xn. If FinR denotes the category of R-schemes locally of finite presentation,
then m-adic completion induces a functor
FinR → FSR.
Suppose that h : R → S is a map of Noetherian local domains. To every object X of
FSR, we define the formal base change
Xh = lim−→
n
(X×R S)n.
Then Xh is an object of FSS , and there is an induced morphism Xh → X in FS
+. The
assignment X→ Xh gives a formal base change functor
FSR → FSS.
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Our notion of rigid analytic spaces differs from the usual notion, in particular we
do not assume that a rigid analytic space is defined relative to a field. Rather, we
may construct a category Rig of quasi-compact, quasi-separated rigid analytic spaces by
localizing the category FS at a suitable class of morphisms called admissible blow-ups.
Let R be as above, and W the rigid analytic space associated to Spf(R). The category
RigR is defined to be the category of morphisms X → W in Rig. When R is a discrete
valuation ring, the localization functor FSR → RigR coincides with Raynaud’s generic
fiber functor [18].
For the study of eigenvarieties, we will need to enlarge the category Rig to include
rigid analytic spaces which are not necessarily quasi-compact. Recall that an ind-object
in Rig is a functor I → Rig, where I is a small filtered category. We let Rig denote
the category of ind-objects I → Rig such that every morphism in I maps to an open
immersion in Rig. If X : I → Rig and Y : J → Rig are two objects of Rig, then we have
HomRig(X ,Y) = lim←−
i∈I
lim
−→
j∈J
HomRig(Xi,Yj).
The objects of Rig may be regarded as directed unions of quasi-compact rigid analytic
spaces. Our basic examples of such spaces will be the relative affine line A1W and the
relative multiplicative group Gm,W .
For convenience of the reader, we develop the notions of weak and ordinary analytic
geometry over R in parallel. In proofs, we will usually restrict our attention to the
weak case. Often, our proofs adapt readily to the ordinary case by replacing the notion
of “weak completion” with m-adic completion. Alternatively, all statements for rigid
analytic spaces in this sense can be found in [1].
2.2 Weak Formal Schemes
The notion of formal schemes with a weakly complete structure sheaf has been developed
by Meredith [15]. This section is intended as a brief overview of the theory. We begin
by recalling the overconvergent theory of Monsky and Washnitzer. For r ∈ R, let
vm(r) = sup
{
i : r ∈ mi
}
.
We say that a power series f =
∑
u fuX
u ∈ R[[X1, ...,Xn]] is overconvergent if
lim
k→∞
inf
|u|>k
vm(fu)
|u|
> 0.
The overconvergent power series in n variables form an R-algebra which we denote by
R[X1, ...,Xn]
†. It is well known that this ring is Noetherian [7]. For any R-algebra A, we
write A∞ for its m-adic completion. The weak completion of A is the R-subalgebra A
†
of A∞ consisting of elements of the form f(a1, ..., an), where f ∈ R[X1, ...,Xn]
† for some
n, and a1, ..., an ∈ R. The canonical map A→ A
† is flat provided that A is Noetherian
([15], 1.3). We say that A is weakly complete if this map is an isomorphism. We will
frequently make use of the following result of Monsky and Washnitzer ([17], 1.6):
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Lemma 2.2. If A is weakly complete, then A is a Zariski ring. In particular, the m-adic
completion A→ A∞ is faithfully flat.
Definition 2.3. An R-algebra A is a w.c.f.g. algebra (“weakly complete and weakly
finitely generated”) if A is a quotient of R[X1, ...,Xn]
† for some n.
Let A be a w.c.f.g. algebra, and A0 = A/mA. For each f ∈ A, the map A → Af
is flat of finite presentation. In particular, A → A†f is a flat map of w.c.f.g. algebras.
If M is an A-module of finite type, we define M †f = M ⊗A A
†
f . Let Af,0 = Af/mAf .
By ([15], 2.3), if Spec(Af,0) ⊇ Spec(Ag,0), then the map Af,0 → Ag,0 lifts uniquely to a
map A†f → A
†
g of A-algebras. In particular, we can associate to M a presheaf M˜ † on the
distinguished open sets of A0 by setting
Γ(Spec(Af,0), M˜
†) =M †f .
The main Theorem of ([15], §2) then states:
Theorem 2.4. (Meredith). The presheaf M˜ † is a sheaf.
Consequently, M˜ † prolongs uniquely to a Zariski sheaf on Spec(A0). We define the
weak formal spectrum of A to be the locally ringed space Spwf(A) = (Spec(A0), A˜
†).
Definition 2.5. A locally ringed space is an affine weak formal scheme over R if it is
isomorphic to Spwf(A) for some w.c.f.g algebra A over R. A weak formal scheme is a
locally ringed space which admits a covering by affine weak formal schemes.
It follows from the definition that every weak formal scheme over R is locally Noethe-
rian. We remark that the ringed spaces W = Spf(R) and Spwf(R) are isomorphic, and it
will be convenient to regard W as both a weak and ordinary formal scheme. We denote
by FS†R the category of quasi-compact weak formal schemes over R. If X is an object of
FS†R, then the m-adic completion X∞ is an object of FSR. By Lemma 2.2, the induced
functor
Mod(OX)→ Mod(OX∞)
is faithfully exact. Our next goal is to show that the m-adic completion functor FinR →
FSR factors through FS
†
R by defining the weak completion of an R-scheme locally of finite
presentation. First, we state an easy “gluing lemma” which will be useful for globalizing
constructions of w.c.f.g. algebras ([12], 2.7):
Lemma 2.6. Let X be a topological space and G a sheaf on X. Let {Xi} be an open
covering of X, and Fi a subsheaf of G|Xi satisfying Fi|Xi∩Xj = Fj|Xi∩Xj . Then there is
a unique minimal subsheaf F such that F|Xi = Fi for all i.
Proof. For each open subset U ⊆ X, we let
F(U) = {s ∈ G(U) : s|Xi∩U ∈ G(Xi ∩ U) for all i}.
It is not difficult to see that F is a sheaf on X. If F ′ is a sheaf satisfying F ′|Xi = Fi for all
i, then by the sheaf axiom there is an inclusion F(U)→ F ′(U) for all open U ⊆ X.
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Proposition 2.7. The m-adic completion functor FinR → FSR factors uniquely through
a functor FinR → FS
†
R
Proof. Let X be a scheme locally of finite presentation over R. We construct an object
X† of FS†R as follows: the underlying topological space of X
† is that of the m-adic
completion X∞. To define the structure sheaf, let {Xi → X}i be an open affine cover
with Xi = Spec(Ai). Then {(Xi)∞ → X∞}i is an open cover of X∞. Let Fi = A˜
†
i , which
is a sheaf of w.c.f.g. algebras on (Xi)∞. To see that these Fi satisfy the conditions of
Lemma 2.6, note that the m-adic completions (Fi)∞ agree on double intersections, and
so the claim follows from Lemma 2.2. We define O†X to be resulting sheaf of w.c.f.g.
algebras on X†. The ringed space (X†,O†X ) is an object of FS
†
R.
If f : Y → X is a morphism in FinR, for each i choose an affine open cover {fi,j :
Yi,j → f
−1(Xi)}j with Yi,j = Spec(Bi,j). By ([17], 1.5), there are unique maps of w.c.f.g.
algebras A†i → B
†
i,j extending the maps Ai → Bi,j. Let f
†
i,j be the corresponding map
of weak formal schemes. To see that the morphisms Y †i,j → X
†
i → X
† agree on double
intersections, we may simply note that the statement is true on the level of m-adic
completions, and again apply Lemma 2.2.
We refer to the functor of Proposition 2.7 as weak completion. Given an object X of
FinR, let ι
† : X† → X denote the corresponding map of ringed spaces. The assignment
F 7→ F† = (ι†)∗F defines a functor
Mod(OX)→ Mod(OX†).
which is faithfully exact, by Lemma 2.2. When F is a finite OX -module, F
† may be
regarded as the weak completion of F . We have the following characterization of coherent
modules on a weak formal scheme:
Proposition 2.8. Let X be an object of FS†R. The following are equivalent for a sheaf
F of OX-modules:
1. F is coherent
2. F is of finite type
3. For every affine open U = Spwf(A) of X, there is a finite A-module such that
F|U = M˜
†.
Proof. Since the m-adic completion functor Mod(OX) → Mod(OX∞) is exact, Proposi-
tion 2.1 immediately gives (iii) ⇒ (i) ⇔ (ii). To see (i) ⇒ (iii), we may reduce to the
case that X = Spwf(A) is affine. Let M = Γ(X,F), which is a finite A-module. There
is a canonical map M˜ → F , inducing a map M˜ † → F† = F . By Proposition 2.1, this
is an isomorphism on the level of m-adic completions. The result follows from the fact
that the m-adic completion of OX-modules is faithfully exact.
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The weak completion construction can be used to show e.g. that FS† has finite limits
and gluings. As in the case of formal schemes, we can also consider the base change of
weak formal schemes:
Lemma 2.9. Let h : R → S be a continuous map of complete Noetherian local rings,
and A a w.c.f.g. algebra over R. Let A⊗†R S denote the weak completion of A⊗R S as
an S-algebra. Then A⊗†R S is a w.c.f.g. algebra over S.
Proof. Choose a presentation A = R1[X1, ...,Xn]/a. Since A ⊗
†
R S is weakly complete,
there is a unique S-algebra map
S[X1, ...,Xn]
† → A⊗†R S
sending Xi 7→ Xi ⊗ 1. This map is clearly surjective, thus giving the result.
Proposition 2.10. Let h : R → S as in Lemma 2.9. There is a unique weak base
change functor FS†R → FS
†
S compatible with m-adic completion, in the sense that the
following diagram commutes:
FS†R FS
†
S
FSR FSS
Proof. Let X be an object of FS†R. Choose a covering {Xi → X}i where Xi = Spwf(Ai)
for some w.c.f.g. algebra Ai over R. Let Xi,j = Xi ∩ Xj . Using Lemma 2.9, we obtain
a weak affine formal scheme (Xi)h = Spf(Ai ⊗
†
R S) over S. For each j, there is an open
immersion (Xi,j)h → (Xi)h, and the identity map Xi,j → Xj,i induces an isomorphism
(Xi,j)h → (Xj,i)h (indeed, by Lemma 2.2, this can be checked on the level of completions).
Gluing the (Xi)h, we obtain the desired formal S-scheme Xh.
In the notation of the proof, there is a natural map of ringed spaces Xh → X. Propo-
sition 2.8 immediately gives the following:
Proposition 2.11. Let h : R→ S as in Lemma 2.9, and let X be an object of FS†R. For
every coherent OX-module F , the OXh-module
Fh = F ⊗OX OXh
is coherent.
2.3 Admissible Blowing-Up
Henceforth we will let FS∗R denote either FSR or FS
†
R. We will construct the correspond-
ing category Rig∗R of (weak) rigid analytic spaces over R by localizing FS
∗
R at a class of
morphisms referred to as admissible blow-ups. We begin by recalling the definition for
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ordinary formal schemes. Let X be an object of FSR, and I an open ideal of OX. The
admissible formal blow-up of X along I is the formal R-scheme
XI = lim−→
n
Proj
(⊕
d
Id ⊗OX OXn
)
equipped with the canonical projection XI → X. More generally, a morphism X
′ → X
of formal R-schemes is an admissible formal blow-up if there exists an open ideal I on
X such that X′ is X-isomorphic to XI . The following lemma indicates that admissible
formal blow-ups are locally the m-adic completion of a scheme-theoretic blow up ([1],
3.13):
Lemma 2.12. Let X be an object of FSR, and I an open ideal of OX.
1. For every open formal subscheme U of X, XI ×X U→ U is the admissible blow-up
of U at I|U.
2. Suppose that X = Spf(A) and I is an open ideal of A such that I = I˜. Let
X = Spec(A). Then XI is the m-adic completion of the scheme-theoretic blow-up
XI → X.
Proposition 2.13. Let X be an object of FS†R, and I an open ideal of OX. There
is a unique map of weak formal R-schemes XI → X whose m-adic completion is the
admissible formal blow-up of (X∞)I∞ → X∞.
Proof. The underlying map of topological spaces XI → X is simply that of the admissible
formal blow-up (X∞)I∞ → X∞. To construct the structure sheaf, we use Lemma 2.6.
Let G be the structure sheaf of (X∞)I∞ . Choose an open cover {Xi} of X such that
Xi = Spwf(Ai), where Ai is a w.c.f.g algebra, and I|Xi = I˜
†
i for some open ideal Ii of
Ai. Write Xi = Spec(Ai). We define the admissible weak blow-up of Xi to be the weak
completion of the ordinary blow-up (Xi)Ii → Xi. Denote this map by Ui → Xi. The
Ui form an open cover of XI , and the structure sheaf Fi of Ui is a subsheaf of G|Ui .
Again by Lemma 2.2, it we see easily that the conditions of Lemma 2.6 are satisfied,
and we let OXI be the corresponding sheaf on XI . Then XI is a weak formal scheme by
construction, and we have a natural map of weak formal R-schemes XI → X.
We refer to the map XI → X of Proposition 2.13 as the admissible weak blow-up of
X at I. It is not immediately clear that this map is a morphism in FS†R. However, this
can be seen from the following description of admissible weak blow-ups in coordinates:
Proposition 2.14. Let X = Spwf(A) for some w.c.f.g. algebra A, and I = (a1, ..., an)
an open ideal of A. Write I = I˜†. For each i, define
Ai = A
[
aj
ai
: j 6= i
]
.
Then the weak affine formal schemes Xi = Spwf(A
†
i/(ai-tor)) form an affine open cover
of XI . If X is m-torsion free, then Xi = Spwf(A
†
i/(m-tor)) and X
′ is m-torsion free as
well.
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Proof. Let X = Spec(A). Then from the theory of ordinary blow-ups, XI is covered by
open affine subsets of the form Spec(Ai/(ai-tor)). Passing to weak completions, we see
that XI is covered by weak affine formal schemes of the form Spwf((Ai/(ai-tor))
†). Since
Ai → A
†
i is flat, (Ai/(ai-tor))
† = A†i/(ai-tor) as desired. To see the second statement,
note that IAi = (ai) is an open ideal, so that (ai-tor) ⊆ (m-tor) in Ai. But if A is
m-torsion free, so is the graded ring
⊕
d I
d and its localizations. It follows that this
containment is an equality. The result follows again by flatness of Ai → A
†
i .
Proposition 2.15. Let X be an object of FS∗R and I an open ideal of OX. The admissible
blow-up satisfies the following universal property: every morphism π : Y→ X for which
π−1IOY is an invertible sheaf factors uniquely through XI → X. If π is a morphism in
FSR, then so is the map Y→ XI .
Proof. The problem is local on X and Y, so assume that X = Spwf(A), I = I˜†, and
Y = Spwf(B). Choose a generating set I = (a1, ..., an), and let Ai, Xi be as in the proof
of Proposition 2.14. The ideal IB is invertible, say IB = (ai)B. There is a unique map
A†i/(ai-tor)→ B
extending the given map A → B. Gluing these maps gives the desired map Y → XI .
To see uniqueness, note that for every map Y→ XI with π
−1IOY generated by ai, the
image of Y must lie in Xi. But we have just seen that there is a unique such map.
At this point, we may define the category Rig∗R to be the localization of FS
∗
R at the
class of admissible blow-ups. We may also define the absolute category Rig to be the
localization of FS at the class of admissible formal blow-ups, however there is no analogue
of this category in the weakly complete case. We will denote the localization functor by
X 7→ Xrig and similarly for morphisms. A model of an object X in Rig∗R is defined to be
an object X in FS∗R such that X
rig ∼= X . A model of a morphism X → Y in Rig∗R is a
morphism X→ Y in FS∗R fitting into a commutative diagram
Xrig Yrig
X Y
where the vertical arrows are isomorphisms. We now consider some good categorical
properties of the admissible blow-ups in FS∗R:
Lemma 2.16. Let X′′ → X′ and X′ → X be two admissible blow-ups in FS∗R. Then the
composition X′′ → X is an admissible blow-up.
Proof. Suppose first that X = Spwf(A) is affine, and that X′ → X is the admissible
blow-up of X at I˜† for some open ideal I of A. Let J be an open sheaf of ideals on X′
for which X′′ → X′ is the weak admissible blow-up of X′ at J . Let X = Spec(A), so
that X′ → X is the weak completion of the ordinary blow-up XI → X. We claim J
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is the weak completion of an open sheaf of ideals J ′ on XI . To see this, we will apply
Lemma 2.6. Choose a covering {Vj} of XI with Vj = Spec(A
′
j). Then {V
†
j } is an open
covering of X′ with V †j = Spwf(A
†
j), and J |V †j
= J˜†j for some open ideal Jj of A
†
j . Let
J ′j = Jj ∩ Aj , and J
′
j = J˜
′
j the associated sheaf of ideals on Vj. Then by passing to
m-adic completions and using Lemma 2.2, it follows that the collection J ′j satisfy the
conditions of Lemma 2.6, giving the desired sheaf J ′ on XI . The composition
(XI)J ′ → XI → X
is a composition of (scheme-theoretic) blow-ups and therefore is the blow-up ofX at some
open ideal I ′. To see the general case, recall that the blow-up of schemes commutes with
flat base change, and therefore so does the construction of the ideal I ′. Using Lemma
2.6, we may cover X by weak affine formal schemes and glue the resulting (I ′)† to obtain
an open ideal I of OX. We may check locally that the inverse image of I in X
′′ is an
invertible sheaf, and therefore we have an X-morphism X′′ → XI . By the preceding local
construction, this map is in fact an isomorphism.
Lemma 2.17. Let f : X → Y be a morphism in FS∗R and Y
′ → Y an admissible
blow-up. Then there exists a diagram in FS∗R
X′
X×Y Y
′ Y′
X Y
ϕ
ψ
π
f
where ϕ and ψ are admissible blow-ups.
Proof. SayY′ → Y is the admissible blow-up ofY at the open ideal J . Let I = f−1IOX,
which is an open ideal ofOX. Let X
′ = XI . The inverse image of J under the composition
X′ → X→ Y generates an invertible ideal of X′, therefore by Proposition 2.15, we have
a map X′ → Y′. By the universal property of the fiber product, there is a unique map
ψ : X′ → X ×Y Y
′ making the diagram commute. Note however that the admissible
blow-up of X×Y Y
′ at π−1IOX×YY′ also satisfies this property.
Lemma 2.18. Suppose that
X Y′ Y
ψ
is a commutative diagram in FS∗R, where ψ is an admissible blow-up. Then there is an
admissible blow-up ϕ : X′ → X making the diagram
X′ X Y′
ϕ
commute.
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Proof. Say ψ is the admissible blow-up of Y at an open ideal J . Let I be the open ideal
of OX generated by the inverse image of J along X → Y. Then we can define define ϕ
to be the admissible blow-up of X at I. Both arrows X→ Y′ are the admissible blow-up
of Y′ at ψ−1JOY′ .
Lemmas 2.16-2.18 together imply that the class of admissible blow-ups in FS∗R con-
stitutes a calculus of left fractions. In particular, a morphism Xrig → Yrig may be
represented by a diagram X
ϕ
←− X′ → Y, where ϕ is an admissible blow-up if FSR.
These diagrams are subject to the usual equivalence relation which allows one to define
their composition. We can use the universal property of localization to show that the
construction of Rig∗R is well behaved with respect to m-adic completion and base change:
Proposition 2.19. There is a unique m-adic completion functor Rig†R → RigR compat-
ible with the m-adic completion of weak formal schemes, in the sense that the following
diagram commutes:
FS†R FSR
Rig†R RigR
Proof. The m-adic completion of an admissible weak blow-up is an admissible formal
blow-up. It follows that the composition FS†R → FSR → RigR sends admissible weak
blow-ups to isomorphisms. The universal property of localization gives the desired func-
tor Rig†R → RigR.
Proposition 2.20. Let h : R → S be a continuous map of complete Noetherian local
rings. There is a unique weak base change functor Rig∗R → Rig
∗
S compatible with (weak)
formal base change in the sense that the following diagram commutes:
FS∗R FS
∗
S
Rig∗R Rig
∗
S
Proof. We need only show that the composition FS∗R → FS
∗
S → Rig
∗
S sends admissible
blow-ups to isomorphisms. Let I be an open ideal of OX. Following the proof of Lemma
2.17, there is a diagram of ringed spaces
X′h
Y XI
Xh X
ϕ
ψ
π
f
where Y is the completion of Xh×X XI and ϕ and ψ are admissible blow-ups in FS
∗
S. It
follows that πrig is an isomorphism in Rig∗S.
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3 Weak Analytic Geometry
3.1 Weak Rigid Analytic Spaces
Having constructed the category Rig∗R, our next goal is to attach to each object X a
locally ringed topos (Xad,OX ) which we will refer to as a weak rigid analytic space over
R. In this section we construct the underlying topos Xad as a “limit” of Zariski topoi
along the admissible blow-ups X′ → X of some model X of X . We defer the construction
of the structure sheaf to 3.2. As is typical when dealing with ringed topoi, we will denote
a geometric morphism by f = (f−1, f∗), and reserve the notation f
∗ for the pullback of
modules.
We say that a morphism U → X in Rig∗R is an open immersion if it admits a model
U → X which is an open immersion in FS∗R. It is straightforward to see that a map
U→ X in FS∗R becomes an open immersion in Rig
∗
R if and only if there is a commutative
diagram
U′ X′
U X
f
where f is an open immersion and the vertical arrows are admissible blow-ups. Conse-
quently, for every finite family {Xi → X}i of open immersions in Rig
∗
R, there is a model
X of X and models Xi → X of Xi → X such that {Xi → X}i is a family of Zariski open
immersions.
For an object X of Rig∗R, define the category AdX to be the category of all open
immersions U → X . If X is an object of FS∗R, we let ZarX denote the Zariski site of X.
For clarity of notation, we will identify X with its Zariski topos. The admissible topology
on AdX is defined to be the coarsest topology such that for every model X of X , the
canonical map ZarX → AdX is continuous. We say that a family of open immersions
{Xi → X}i is an admissible covering if it is a covering in the admissible topology on X .
Let Xad be the topos of sheaves on AdX .
Proposition 3.1. The map ZarX → AdX preserves finite limits. In particular, there is
a geometric morphism sp : Xad → X which we refer to as the specialization map.
Proof. This is immediate from Lemmas 2.16-2.18.
Lemma 3.2. The base change of an open immersion in Rig∗R is an open immersion.
Proof. Let V → Y be an open immersion in Rig∗R, and choose a model V → Y in FS
∗
R.
Let f : X → Y be any morphism and X → Z a model. Since Yrig ∼= Zrig, there is
a diagram Z ← Y′ → Y, where both arrows are admissible blow-ups. Consider the
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diagram
U Y′ ×Y V V
X×Z Y
′ Y′ Y
X Z
(2)
where the top left square is cartesian. Then (U → X)rig is an open immersion, and by
Proposition 3.1 this map agrees with the base change of V → Y along X → Y.
If {Ui → X}i is a Zariski covering of some model X of X , then by Proposition 3.1
{(Ui → X)
rig}i is a covering in AdX . Using Lemma 3.2, we can verify that the collection
of all such coverings on AdX constitutes a Grothendieck pretopology. The correspond-
ing topology is necessarily coarser than the admissible topology, however, the functors
ZarX → AdX are clearly continuous with respect to this topology as well. It follows that
this topology coincides with the admissible topology on AdX .
Proposition 3.3. Let f : X → Y be a morphism in Rig∗R. The base change AdY → AdX
is a morphism of sites, and therefore induces a geometric morphism f : Xad → Yad.
Proof. Clearly Y = Y ×X X , so AdY → AdX preserves terminal objects. Moreover,
this functor preserves fiber products by Proposition 3.1. We need only show that the
base change along f of an admissible covering of Y is an admissible covering of X . By
the preceding discussion, it suffices to show the statement for a covering of the form
{(Vi → Y)
rig}i, where Y is a model of Y and {Vi → Y}i is a Zariski covering. We
assign to each Vi → Y an open immersion Ui → X ×Z Y
′ as in the proof of Lemma
3.2. These maps constitute a Zariski covering of X×Z Y
′, and their image in Rig∗R is an
admissible covering of (X×Z Y
′)rig ∼= X .
Fix a model X of X . It will be convenient to assemble all of the admissible blow-ups
of X and their Zariski sites into a single object. Define the category TotX as follows: the
objects of TotX are pairs (ϕ,U), where ϕ : Xϕ → X is an admissible blow-up and U is an
open (weak) formal subscheme of Xϕ. A morphism (ϕ,U) → (ψ,V) is an X-morphism
f : Xϕ → Xψ satisfying f(U) ⊆ V. Let BlX denote the category of admissible blow-ups
ϕ : Xϕ → X. There is a forgetful functor
TotX → BlX.
We may equip TotX with the structure of a fibered category over BlX by declaring that
a morphism f : (ϕ,U) → (ψ,V) is cartesian whenever f−1(V) = U. The fiber over
ϕ : Xϕ → X is canonically isomorphic to the Zariski site ZarXϕ . We denote by
αϕ! : ZarXϕ → TotX
the inclusion of the fiber. The total topology on TotX is the coarsest topology for which
the maps αϕ! are continuous. The total topology is also the finest topology for which
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the maps αϕ! are cocontinuous ([2], VI. 7.4.3). The total topos Xtot of X is defined to be
the topos of sheaves on TotX.
From the construction of the category Rig∗R, the functor
TotX → AdX (3)
sending (ϕ,U) to the open immersion (U → X)rig is precisely the localization of TotX
at the class of cartesian morphisms. In the terminology of ([2], VI. 6.3), AdX is the
inductive limit of TotX over Bl
op
X . The terminology means the following: the choice of
cleavage of the fibration TotX → BlX uniquely determines a pseudo-functor
BlopX → Cat (4)
sending ϕ : Xϕ → X to ZarXϕ and f : Xϕ → Xψ to the functor f
−1 : ZarXψ → ZarXϕ .
The category AdX is the inductive limit of this pseudo-functor.
The functor (3) is evidently a morphism of sites, and therefore induces a geometric
morphism
π : Xad → Xtot
As the functors αϕ! are both continuous and cocontinuous, they give rise to an adjoint
triple ([2], VI. 7.4.3):
αϕ! : Xϕ → Xtot α
−1
ϕ : Xtot → Xϕ αϕ∗ : Xϕ → Xtot.
Let
aϕ = (αϕ!, α
−1
ϕ ) : Xtot → Xϕ
αϕ = (α
−1
ϕ , αϕ∗) : Xϕ → Xtot
be the corresponding morphisms of topoi, and µϕ = aϕ ◦ π : Xad → Xϕ. Note that µϕ
coincides with the specialization map sp : Xad → Xϕ of Proposition 3.1.
Proposition 3.4. The following data are equivalent:
1. A sheaf F in Xtot
2. For each admissible blow-up ϕ : Xϕ → X, a sheaf Fϕ on Xϕ, and for each morphism
f : Xϕ → Xψ in BlX a morphism γf (F) : Fϕ2 → f∗Fϕ1 , satisfying the cocycle
condition
γg◦f (F) = zg,f ◦ g∗(γf (F)) ◦ γg(F). (5)
Proof. This is ([2], VI. 7.4.7). We briefly recall the construction for (i) ⇒ (ii). Let F be
an object of Xtot. For each admissible blow-up ϕ : Xϕ → X, we have Fϕ = α
−1
ϕ F . Let
f : Xϕ → Xψ be a morphism in BlX. For each open U ⊆ X2, we have a unique cartesian
morphism covering f
αϕ1!f
−1U→ αϕ2!U.
Applying F to this morphism, we get a map
Fϕ2 = F(αϕ2!U)→ F(αϕ1!f
−1U) = f∗Fϕ1 .
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Note in particular that the maps γf (F) of Proposition 3.4 depend only on the choice of
cleavage of TotX → BlX. Consequently, a morphism α : F → G in Xtot is an isomorphism
if and only if αϕ = µ
−1
ϕ α is an isomorphism for all ϕ. The characterization of AdX as
the inductive limit of this fibration gives us a useful description of the functor π−1 ([2],
8.5.2):
π−1F = lim
−→
ϕ∈Blop
X
µ−1ϕ Fϕ. (6)
Here, given a morphism f : Xϕ → Xψ in BlX, the transition map is given by the
composition
µ−1ψ Fψ
∼
−→ µ−1ϕ f
−1Fψ → µ
−1
ϕ Fϕ,
where the second map µ−1ϕ applied to the adjunction of γf (F). Finally, we have the
following description of the topos Xad as a subtopos of the total topos Xtot:
Theorem 3.5. The functor π∗ is fully faithful. Its essential image is the subcategory of
sheaves F in Xtot for which the maps γf (F) are isomorphisms for all morphisms f in
BlX.
Proof. This is ([2], VI. 8.2.9-8.2.10).
Theorem 3.5 gives us a method of constructing sheaves on AdX by assembling compat-
ible collections of sheaves on the admissible blow-ups X′ → X. In the following section,
we use this method to equip each Xad with the structure of a ringed topos. To conclude
this section, we give some remarks on the compatibility of the admissible topology with
m-adic completion and base change:
Proposition 3.6. Let X be an object of Rig†R. Then m-adic completion induces a
morphism of sites AdX → AdX∞ and consequently a geometric morphism (X∞)ad → Xad.
Proof. Note that for any model X of X , the composition
ZarX → ZarX∞ → AdX∞ (7)
is a morphism of sites. Given a Zariski covering {Ui → X}i, its image under (7) is an
admissible covering of X∞. Since the admissible topology is generated by coverings of
the form {(Ui → X)
rig}i, we see that m-adic completion sends admissible coverings to
admissible coverings. It remains to show that this functor sends fiber products to fiber
products. But given two open immersions U1 → X and U2 → X , there exists a model
X of X and open immersions Ui → X such that (Ui → X)
rig = Ui → X . The statement
follows from the fact that both ZarX → AdX and (7) preserves fiber products.
Proposition 3.7. Let h : R → S be a continuous map of complete Noetherian local
rings. Then for any object X of Rig∗R, the natural map AdX → AdXh is a morphism of
sites, and therefore induces a geometric morphism (Xh)ad → Xad.
Proof. For any model X of X , there is a morphism of sites
ZarX → ZarXh → AdXh
The result follows by arguing as in the proof of Proposition 3.6.
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3.2 Analytification
Let X be an object of FS∗R, and X = X
rig. Our next goal is to associate to each OX-
module F a sheaf F rig on AdX , called the analytification of F . Letting OX = O
rig
X , we
equip the topos Xad with the structure of a (locally) ringed topos. The basic procedure
is given by Theorem 3.5: we construct for each such F a sheaf Fˆ on the total site TotX
such that the morphisms γf (Fˆ) of Proposition 3.4 are isomorphisms. In particular, the
structure sheaf OX will be independent of the choice of model X.
Definition 3.8. Let F be an OX-module. The m-closure of F is defined to be the sheaf
H0(F) = lim
−→
n
HomOX(m
nOX,F).
The assignment F → H0(F) is evidently functorial. This functor is compatible with
restriction in the sense that H0(F|U) = H
0(F)|U. It follows that for every point x of X,
H0(F)x = lim−→
n
HomOX,x(m
nOX,x,Fx). (8)
There is a natural pairing
H0(OX)×H
0(F)→ H0(F)
which sends f : mmOX → OX and g : m
nOX → F to the composition
mm+nOX
f
−→ mnOX
g
−→ F .
In particular, we may regard H0(OX) as a sheaf of OX-algebras, and H
0 as a functor
Mod(OX)→ Mod(H
0(OX)).
To elucidate the meaning of this construction, consider the case when mOX = πOX is
generated by a single global section. Suppose moreover that X is m-torsion free. Then a
section in HomOX(m
nOX,OX) may be regarded as a section of the OX-module π
−nOX.
Consequently we have
H0(OX) = OX[π
−1].
For the purposes of rigid geometry, the assumptions on X are not too restrictive: re-
placing X by the admissible blow-up Xm, we can usually assume that mOX is locally
principal and X is m-torsion free.
Let Coh(OX) denote the full subcategory of Mod(OX) consisting of coherent OX-
modules. The restriction of H0 to Coh(OX) enjoys many good properties:
Lemma 3.9. Let X be an object of FS†R, and F a coherent OX-module. Then H
0(F)∞ =
H0(F∞).
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Proof. Recall that we have a morphism of ringed spaces ι : X∞ → X. For each n, m-adic
completion induces a morphism
HomOX(m
nOX,F)→ HomOX∞ (m
nOX∞ ,F∞).
Note that HomOX(m
nOX,F) is coherent, so passing to m-adic completions gives a mor-
phism
ι∗HomOX(m
nOX,F)→HomOX∞ (m
nOX∞ ,F∞).
We claim that this is an isomorphism. It suffices to check that the induced map on stalks
HomOX,x(m
nOX,x,Fx)⊗OX,x OX∞,x → HomOX∞,x(m
nOX∞,x, (F∞)x)
is an isomorphism. But this follows easily from the fact that OX → OX∞ is flat and
mnOX is finitely presented. Passing to direct limits, we obtain the desired isomorphism
H0(F)∞ →H
0(F∞).
Proposition 3.10. Suppose that mOX is locally principal. Then H
0 restricts to an exact
functor
H0 : Coh(OX)→ Coh(H
0(OX)).
If F is a coherent OX-module, then the natural map F → H
0(F) induces an isomorphism
F ⊗OX H
0(OX)→H
0(F).
Proof. Recall that we have a morphism of ringed spaces ι : X∞ → X. Consider an exact
sequence 0 → F ′ → F → F ′′ → 0 in Coh(OX). Applying ι
∗H0 = H0ι∗, we obtain a
diagram
0→H0(F ′∞)→ H
0(F)→H0(F ′′∞)→ 0.
By ([1], 2.10.18), this sequence is exact. Since ι∗ is faithfully exact, we see that
0→H0(F ′)→H0(F)→H0(F ′′)→ 0
is an exact sequence of OX-modules. We claim thatH
0(F) is a coherentH0(OX)-module.
This is a local question, so assume we have a presentation
OmX → O
n
X → F → 0. (9)
The result then follows from exactness of H0. The final statement can be seen by
tensoring the sequence (9) with H0(OX).
Let F be a coherent OX-module. We will now construct the associated sheaf Fˆ on
TotX. For each morphism f : Y→ X in FS
∗
R, we have a map
βf (F) : H
0(F)→ f∗H
0(f∗F)),
defined by composition of the canonical maps
lim
−→
n
HomOX(m
nOX,F)→ lim−→
n
f∗HomOX(f
∗mnOX, f
∗F)→ f∗ lim−→
n
HomOX(m
nOY,F).
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By Lemma 3.9 and the fact that ι∗ commutes with direct limits, the m-adic completion
of βf (F) is the map βf∞(F∞). Since ι
∗ is faithfully exact, by ([1], 2.10.28) these maps
satisfy a cocycle condition expressed by the commutativity of the following diagram:
H0(F) (f ◦ g)∗H
0((f ◦ g)∗F)
f∗H
0(f∗F) f∗g∗H
0(g∗f∗F)
βf (F)
βf◦g(F)
∼
f∗βg(f∗F)
(10)
For each admissible blow-up ϕ : Xϕ → X, we define Fˆϕ to be the sheaf H
0(ϕ∗F). For
each morphism f : Xϕ → Xψ, we define
γf (Fˆ) : H
0(ψ∗F)
βf (ψ
∗F)
−−−−−→ f∗H
0(f∗ψ∗F)
∼
−→ f∗H
0(ϕ∗F).
The diagram (10) indicates that these maps satisfy the cocycle condition (5) and there-
fore determine a unique sheaf Fˆ on TotX. To see that this sheaf descends to a sheaf on
AdX , we require the following:
Theorem 3.11. (Tate’s Acyclicity Theorem). For every coherent sheaf F of OX-
modules, the maps γf (Fˆ) are isomorphisms. Consequently, Fˆ descends to a sheaf F
rig
on AdX .
Proof. Let f : Xϕ → Xψ be a morphism in BlX. We must show that the map
βf (ψ
∗F) : H0(ψ∗F)→ f∗H
0(f∗ψ∗F) (11)
is an isomorphism. But we may check this on the level of m-adic completions, and the
result follows from ([1], 3.5.5).
In light of the theorem, we may define the sheaf F rig to be the sheaf on AdX associated
to Fˆ , that is, F rig = π−1F . Recall that for every admissible blow-up ϕ : Xϕ → X, we
have a geometric morphism µϕ : Xad → Xϕ. By (6), we see that
F rig ∼= lim−→
ϕ∈Blop
X
µ−1ϕ H
0(ϕ∗F). (12)
We defineOX = O
rig
X for some model X of X . Note that this definition does not depend
on the choice of model. Together, the pair (Xad,OX ) constitutes a ringed topos. We will
say that a OX -module is coherent if it is of the form F
rig, where F is a coherent OX-
module for some model X of X . As in ([1], 4.8.18), one may show that this is equivalent
to the usual definition of a coherent module, but we will not need this result. Our next
goal is to explicitly describe the stalks of coherent OX -modules. Recall that a point of
the topos Xad is a geometric morphism P : Set → Xad. For any F ∈ AdX , the stalk of
F at P is the set P−1G. The composition
Set
P
−→ Xad
sp
−→ X
corresponds to a Zariski point of X which we refer to as the specialization of P in X.
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Theorem 3.12. The pair (Xad,OX ) is a locally ringed topos.
Proof. Let X be a model of X . As the question is local in nature, we may assume that
mOX = πOX is principal. If P : Set → Xad is a point of Xad, then for any admissible
blow-up ϕ : Xϕ → X, let x(ϕ) = µϕ ◦ P denote the specialization of P in Xϕ. By (12),
we see that
P−1OX = lim−→
ϕ∈Blop
X
H0(OXϕ)x(ϕ) = lim−→
ϕ∈Blop
X
(
OXϕ,x(ϕ)[π
−1]
)
= A[π−1],
where A = lim
−→ϕ
OXϕ,x(ϕ). Then A is a local ring, and π is contained in the maximal ideal
of A. By ([1], 1.9.4), to show that A[π−1] is local it suffices to show that every finitely
generated open ideal I of A is invertible. From the definition of A, there necessarily
exists an admissible blow-up ϕ : Xϕ → X, an open subset U ⊆ Xϕ, and an open ideal I
on U whose image in A is I. Without loss of generality, we may assume that U = Xϕ. By
blowing upX at mOX, we may also assume that X is m-torsion free. But if ψ : (Xϕ)I → X
′
is the admissible blow-up of Xϕ at I, then ψ
−1I is principal in a neighborhood of x(ϕ◦ψ).
In particular, I is a principal open ideal in A. Since πA is invertible, it follows that I is
invertible as well.
Remark 3.13. If X is a model of X , and F is a coherent OX-module, the in the notation
of the proof we have
P−1F rig = Fx ⊗OX,x A[π
−1]. (13)
There is a morphism of ringed topoi
(Xad,OX )→ (Xzar,OX)
given by the specialization map sp : Xad → Xzar and the canonical map OX →H
0(OX) =
sp∗OX . To conclude the section, we verify that our basic constructions for weak rigid
analytic spaces correspond to morphisms of ringed topoi:
Proposition 3.14. Let f : X → Y be a morphism in Rig∗R. Then f induces a morphism
of ringed topoi (Xad,OX )→ (Yad,OY).
Proof. The underlying map of topoi is given by Proposition 3.3. We will construct a
morphism OY → f∗OX . Let V → Y be an open immersion. Choose formal models
X → Z and V → Y as in the proof of Lemma 3.2. Referring to the diagram (2), let
U = Urig, so that U → X is an open immersion. Then we have
(OX )∗(V) = OX (U) = H
0(OX×ZY′)(U).
Similarly,
OY(V) = H
0(OY′)(Y
′ ×Y V).
The map X ×X Y
′ → Y′ induces a map OY′(Y
′ ×Y V) → OX×ZY′(U), and the desired
map OY(V)→ (OX )∗(V) is given by functoriality of H
0.
21
Proposition 3.15. Let X be an object of FS†R. Then m-adic completion induces a
morphism of ringed topoi ((X∞)ad,OX∞)→ (Xad,OX ).
Proof. The underling map of topoi ι is given by Proposition 3.6. Let U→ X be a model
of an open immersion U → X . Then
ι∗OX∞(U) = OX∞(U∞) = H
0(OX∞)(U∞).
By definition, OX (U) = H
0(OX)(U). The desired map is given by the m-adic completion
OX(U)→ OX∞(U∞) and functoriality of H
0.
Proposition 3.16. Let h : R → S be a continuous map of Noetherian local domains.
Then base change induces a morphism of ringed topoi ((Xh)ad,OXh)→ (Xad,OX ).
Proof. The underlying morphism of topoi h is given by Proposition 3.7. Again we
construct a morphism OX → h∗OXh . Let U→ X be a model of U → X . Then
h∗OXh(U) = H
0(OXh)((U ×X Xh)∞).
By definition, OX (U) = H
0(OX)(U). Now the map of ringed spaces Xh → X gives a
morphism OX(U)→ OXh((U×X Xh)∞), and the desired map is given by functoriality of
H0.
3.3 Rigid Points
Let X be an object of Rig∗R. As in ([1], 4.4.6), one may show that the topos Xad is
a coherent topos, and therefore has enough points, in the sense that isomorphisms in
Xad can be checked on stalks. In applications, however, the collection of all points of
the topos Xad is somewhat inconvenient, for example: there is no evident notion of
the fiber of a morphism X → Y at an arbitrary point of Yad. In this final section we
construct an underlying set 〈X 〉 of rigid points, which may be interpreted as certain
closed immersions in the category RigR. Our main theorem states that isomorphisms in
Xad can be checked at the stalks of rigid points, thus making the set 〈X 〉 a convenient
object for doing geometry.
Definition 3.17. An R-algebra Ω is an R-point if Ω is a 1-dimensional local domain of
finite type over R.
Lemma 3.18. Let Ω be an R-point. Then
1. Ω is complete
2. Ω is a finite R-module
3. The integral closure Ω in Q(Ω) is a discrete valuation ring.
Proof. By ([1], 1.11.4), the statements are true for the m-adic completion of Ω. But
then Ω is a finite module over a complete Noetherian ring, and is therefore m-adically
complete.
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Note that the lemma implies that every R-point Ω is automatically a w.c.f.g. algebra
over R. The locally ringed spaces Spwf(Ω) and Spf(Ω) are isomorphic, and we will
generally not distinguish the two. If X is an object of FS∗R, we let 〈X〉 denote the set of
equivalence classes of immersions
P : Spwf(Ω)→ X,
where Ω is an R-point. We say that 〈X〉 is the set of rigid points of X. When there is no
risk of confusion, we may identify an immersion P with its associated rigid point. The
residue field of P is defined to be the field of fractions k(P ) = Q(Ω). The field k(P ) is
naturally equipped with a discrete valuation coming from the integral closure Ω.
Lemma 3.19. Every rigid point P is a closed immersion.
Proof. It suffices to show the statement when X = Spwf(A) is affine. Factor P as
Spwf(Ω)→ U→ X,
where Spwf(Ω) → U is a closed immersion and U → X is an open immersion. Without
loss of generality, we may assume that U = Spwf(A†f ) is a distinguished open subset of
X. We claim that the map
A→ A†f → Ω
is surjective. But this follows from Lemma 2.2 by passing to the m-adic completion.
Lemma 3.20. Let f : X → Y be a moprhism in FS∗R. If P is a rigid point of X, then
the composition f ◦ P factors through a unique rigid point f(P ) of Y.
Proof. We may assume that X = Spwf(A) and Y = Spwf(B) are affine. Say P : A→ Ω,
and let Ω′ the image of B in Ω. Since Ω is finite over Ω′, Ω′ is an R-point, so we may
take f(P ) : B → Ω′.
As a consequence of Lemma 3.20, we see that the assignment X 7→ 〈X〉 defines a
functor FS∗R → Set. The following lemma indicates that this functor is not affected by
m-adic completion:
Proposition 3.21. The rigid points functors FS∗R → Set fit into a commutative diagram
FS†R FSR
Set
where the horizontal arrow is the m-adic completion functor.
Proof. Let X be an object of FS†R. It is clear that there is an injective map 〈X〉 → 〈X∞〉.
To see that this map is surjective, let P : Spf(Ω)→ X∞ be a rigid point of X∞. Choose
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an affine open subset U = Spwf(A) of X such that U∞ = Spf(A∞) contains the image of
P . Then the composition
A→ A∞ → Ω
has dense image, and so it is necessarily surjective. It is clear that the associated rigid
point of X has m-adic completion P .
Now let X = Xrig. We would like to speak of the set of rigid points of X , but first we
must show that this is independent of the choice of model:
Proposition 3.22. Let X′ → X be an admissible blow-up in FS∗R. Then the induced
map 〈X′〉 → 〈X〉 is bijective.
Proof. We will construct an inverse to the map 〈X′〉 → 〈X〉. We assume without loss of
generality that X = Spwf(A) is affine. Let P : A→ Ω be a rigid point of X. Choose an
ideal I of A such that X′ → X is the admissible blow-up of X at I˜. Since the intergral
closure Ω is a discrete valuation ring, the ideal IΩ is invertible. It follows that there is a
finite integral extension Ω ⊆ Ω′ such that IΩ′ is invertible. Note that Ω′ is an R-point.
By the universal property of admissible blow-ups, the map
Spwf(Ω′)→ X
factors through a unique map Spwf(Ω′) → X′. Choose an affine open subset V =
Spwf(B) of X′ containing the image of Spwf(Ω′). Replacing Ω′ by the image of B under
the map B → Ω′, we obtain the desired rigid point of X′.
By the universal property of localization, the rigid points functor FS∗R → Set factors
through a unique functor Rig∗R. The underlying set of rigid points of the analytic space
X is again denoted by 〈X 〉. We may represent such a point by a closed immersion
P : x → X , where x is the object of Rig∗R associated to an R-point. By ([1], 4.4.4),
the topos xad is a punctual topos, i.e. it is isomorphic to the category of sets. The
induced morphism P : xad → Xad is therefore a point of the topos Xad. The rigid-points
perspective allows us to view X as a family of classical analytic spaces in the following
way: Let P : R→ Ω be a rigid point of R, and XP the base change of X along P . Then
XP is an object of Rig
∗
Ω, which by Raynaud [18] (resp. Langer and Muralidharan [12])
is the category of quasi-compact and quasi-separated rigid analytic spaces (resp. dagger
spaces) over the residue field k(P ).
Theorem 3.23. A moprhism in Xad is an isomorphism if and only if it induces an
isomorphism on stalks at the rigid points of Xad.
Proof. Let X be a model of X . For any sheaf H in Xad and any admissible blow-
up ϕ : Xϕ → X, let Hϕ = (µϕ)∗H. If P is a rigid point of Xad, write x(ϕ) for the
specialization of P in Xϕ, and x = x(id). There is a natural isomorphism
P−1H ∼= lim−→
ϕ∈BlopX
(Hϕ)x(ϕ).
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Let Hˆ = π∗H be the sheaf associated to H in Xtot. By Theorem 3.5, for every morphism
Xϕ → Xψ in BlX, there is an isomorphism
f∗Hψ ∼= Hϕ.
In particular, taking f = ϕ, we see that (Hϕ)x(ϕ) ∼= (Hid)x.
Now let α : F → G be a morphism in Xad, and suppose that the map P
−1α is an
isomorphism for all rigid points P ∈ 〈X〉. By Proposition 3.4, α is an isomorphism if
and only if the induced map αϕ : Fϕ → Gϕ is an isomorphism for all ϕ : Xϕ → X.
It suffices to check this isomorphism on the stalks at the Zariski points of Xϕ. By the
preceding discussion and our assumption on α, we know that this is true for any Zariski
point which is the specialization of a rigid point of X . Thus we need only show that
the specialization map is surjective, and by Proposition 3.21 it suffices to check this on
the level of m-adic completions. Without loss of generality, we may assume that X is
m-torsion free. But then the statement follows from ([1], 3.3.10).
Let F be an OX -module, and P a point of Xad. In accordance with the notation of
Proposition 2.10, we will write FP = P
∗F for the fiber of F at P , while retaining the
notation P−1F for the stalk. For a global section s ∈ Γ(X ,F), we write sP for the image
of s in FP . One useful consequence of Theorem 3.23 is the following:
Corollary 3.24. Let F be an OX -module and s ∈ Γ(X ,F). Then sP = 0 if and only if
sP = 0 for every rigid point P ∈ 〈X〉.
Proof. Apply Theorem 3.23 to the module sOX . The result follows by Nakayama’s
lemma.
4 Arithmetic Applications
4.1 σ-Modules
We now turn to our main question of of understanding the variation of p-adic Galois
representations in a suitable family. Let X = Spec(A0) be a smooth affine variety over
a finite field k of characteristic p. We assume henceforth that R has characteristic 0,
and that the residue field R/m = Fq is contained in k. Let A be a smooth R-algebra
such that A/mA = A0. Since A is smooth over R, such an R-algebra always exists [6].
A lifting of Frobenius for A is an R-endomorphism of A reducing to the q-Frobenius
endomorphism of A0. Such a lifting always exists e.g. if A is a w.c.f.g. algebra over R.
We assume in this section that we are given a fixed lifting of Frobenius σ.
Definition 4.1. A σ-module over A is defined to be a pair (M,φ), where M is a finite
projective A-module, and
φ : σ∗M →M
is an R-linear map. We say that (M,φ) is a unit-root σ-module if φ is an isomorphism.
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A morphism (M,φ)→ (M ′, φ′) of σ-modules over A is simply an A-module homomor-
phism M →M ′ making the square
σ∗M M
σ∗M ′ M ′
commute. Let Mod(σ,A) denote the category of σ-modules over A, and Mod0(σ,A) the
full subcategory of unit-root σ-modules. If B is a second R-algebra equipped with a
lifting of Frobenius τ , and f : A→ B is an R-algebra map satisfying f ◦ σ = τ ◦ f , then
we have a base-change functor
Mod(σ,A)→ Mod(τ,B)
sending (M,φ) 7→ (M ⊗A B,φ⊗ τ). For example, if (M,φ) is a σ-module over A, then
base change along the map A→ An = A/m
n+1 yields a σ-module (Mn, φn) over An. If
A∞ denotes the m-adic completion of A, then (M,φ) prolongs uniquely to a σ-module
over A∞.
Let x¯ be a fixed geometric point of X. Our primary interest in σ-modules is their
connection to p-adic representations of the fundamental group π1(X, x¯). The following
theorem is originally due to Katz, in the special case R = Zq [11]:
Theorem 4.2. The category Mod0(σ,A∞) is equivalent to the category of finite-rank
R-representations of π1(X, x¯).
Proof. The proof is identical to Katz’ theorem, we provide a sketch here. Suppose that
π1(X, x¯) → GL(V ) is a finite-rank R-representation. Let Vn = V/m
n+1V . Then the
composition
π1(X, x¯)→ GL(V )→ GL(Vn)
classifies a finite e´tale map A0 → Bn which lifts to an e´tale map An → B
′
n. Let
M ′n = Vn ⊗R/mn+1 B
′
n,
which is a free B′n-module of finite rank. Equip M
′
n with the diagonal GL(Vn)-action.
Then M ′n is a GL(Vn)-equivariant object in the stack of projective Bn-modules. By
uniqueness in the lifting of σ to B′n, it follows that φ
′
n = 1 ⊗ σ : M
′
n → M
′
n is also
GL(Vn)-equivariant. By descent, the we obtain a pair (Mn, φn), whereMn is a projective
An-module of finite rank and φn : σ
∗Mn → Mn is an isomorphism. These pairs are
compatible with base change along An+1 → An, and we may define the σ-module (M,φ)
to be their inverse limit.
Conversely, suppose that (M,φ) is a σ-module over A∞. For every e´tale map A∞ → B,
letMφ(B) be the Zp-module consisting of the φ⊗σ-invariants inM⊗A∞B. This defines
a sheaf of Zp-modules on the e´tale site of A∞ which is isomorphic to a constant sheaf V ,
where V is a free R-module of finite rank. The reduction Vn is a constant sheaf of free
R/mn+1-modules on An, and therefore corresponds an e´tale torsor for the finite (hence
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affine) group-scheme GL(Vn). This torsor is representable by an e´tale map An → B
′
n,
and the reduction A0 → Bn gives a map π1(X, x¯)→ GL(Vn). These maps are compatible
and therefore yield the desired representation of π1(X, x¯).
Remark 4.3. The preceding construction is functorial in the following sense: Let Y =
Spf(B∞) be a smooth affine formal R-scheme with special fiber Y = Spec(B0). Suppose
that τ is lifting of Frobenius for B∞, and f : Y→ X is compatible with σ and τ . Let y¯
be a geometric point of Y and x¯ its image in X. Then we have a map
π1(Y, y¯)→ π1(X, x¯).
Given a representation ρ : π1(X, x¯)→ GL(V ) as in Theorem 4.2, we have a correspond-
ing σ-module (M,φ) over A∞. The representation ρ pulls back to a representation of
π1(Y, y¯), whose corresponding τ -module is the base change of (M,φ) along A∞ → B∞.
Let (M,φ) be a σ-module over A∞. For each closed point x ∈ |X|, we let k(x) denote
the residue field of x and deg(x) = [k(x) : Fq] the degree of x over Fq. Define
R(x) = lim
←−
n
W (k(x))⊗R/mn,
so that R(x) is an m-adically complete R-algebra with special fiber k(x). Note that R(x)
inherits a lifting of Frobenius F from the canonical lifting on W (k(x)). By a result of
Monsky [16], the point x : A0 → k(x) lifts uniquely to an R-algebra map
xˆ : A∞ → R(x)
which is compatible with the given liftings of Frobenius. We refer to xˆ as the Teichmu¨ller
point above x. The fiber of (M,φ) is defined to be the F -module (Mx, φx) over W (k(x))
obtained by base change along xˆ. The moduleMx is free of finite rank. Let E(x) denote
the matrix of φx with respect to some basis. The map φx is only F -linear, but the iterate
φ
deg(x)
x is R-linear, with matrix
Nk(x)/FqE(x) = E(x)E(x)
F · · ·E(x)F
deg(x)
(14)
In particular, the characteristic polynomial of φ
deg(x)
x is F -invariant, and therefore lies
in R[s].
Definition 4.4. The L-function of the σ-module (M,φ) is defined to be
L(φ, s) =
∏
x∈|X|
1
det
(
I − φ
deg(x)
x sdeg(x)
) ∈ R[[s]]
With E(x) defined as above, a routine computation shows that we may also write
L(φ, s) = exp

− ∞∑
ℓ=1
∑
x∈X(F
qℓ
)
trNF
qℓ
/FqE(x)
ℓ
sℓ

 .
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Suppose that (M,φ) is a unit-root σ-module. Let x be a closed point and x¯ → x a
geometric point above x. Then (M,φ) corresponds to a representation ρ : π1(X, x¯) →
GL(V ), and the fiber (Mx, φx) corresponds to the pullback
ρx : π1(x, x¯)→ π1(X, x¯)→ GL(V ).
Note that ρx sends the canonical generator F
deg(x) to the action of Frobx on V . It follows
that ρ(Frobx) = φ
deg(x)
x , and so L(φ, s) agrees with the L-function of the representation
ρ over X.
Definition 4.5. Two σ-modules over A∞ are equivalent if they have the same L-
function. If A is a w.c.f.g. algebra, an overconvergent σ-module is defined to be any
σ-module over A∞ which is equivalent to the m-adic completion of a σ-module over A.
Note that equivalence of σ-modules may be checked on the fibers at the closed points
in |X|. In fact, it suffices to check that the matrices (14) have the same characteristic
polynomial.
4.2 Eigenvarieties
Let K be a discrete valuation field of characteristic 0. In [16], Monsky develops a
spectral theory for certain nuclear operators on a K-vector space V . Our goal in this
section is to globalize this theory, replacing K by our rigid analytic weight space W
and V by an OW -module V. Given a rigid point P ∈ 〈W〉, the fiber VP is a vector
space over the residue field k(P ). A nuclear operator in our sense induces a nuclear
operator ψP : VP → VP for each P . For each such operator, there is a well defined
Fredholm determinant C(ψP , s) ∈ 1 + k(P )[[s]], which is a p-adically entire power series
whose vanishing locus in an algebraic closure k(P )s of k(P ) is precisely the set of non-
zero eigenvalues of ψP acting on VP . In our relative theory, the spectral theory of the
operator ψ is described by an eigenvariety E(ψ), which is a rigid analytic space over W
defined as the vanishing locus of a similar Fredholm determinant.
Our analogue of the power series C(ψP , s) will be an analytic function on the relative
multiplicative group Gm,W over W. As this is our first exacmple of a rigid analytic
space which is not quasi-compact, we begin by outlining its construction. Choose a set
of generators m = (π1, ..., πd), and let W = Spf(R). Recall that the admissible formal
blow-up Wm admits a covering by affine formal R-schemes Wi = Spf(Ri) such that
mRi = πiRi. We will refer to the admissible covering {Wi → W}i as the standard
covering of W associated to π1, ..., πd. For each n > 0, define the formal R-scheme
Ai,n = Spf(Ai,n), where
Ai,n = Ri〈π
n
i s, π
n
i s
−1〉.
For a fixed n, the individual Ai,n → Wi glue to give a morphism An → Wm in FSR.
Write An →W for the image of this morphism in RigR. The natural maps Ai,n+1 → Ai,n
define open immersions An → An+1. We define the multiplicative group over W to be
the ind-object
Gm,W : A1 → A2 → · · · . (15)
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The multiplicative group may be regarded as group object in the big category Rig
R
. For
example, the inversion map i : Gm,W → Gm,W is induced by the maps πis 7→ πis
−1 on
each Ai,n. The presentation (15) allows us to equip Gm,W with the structure of a ringed
topos. In particular, an analytic function on Gm,W is nothing more than a compatible
collection of analytic functions on An. If U → W is an open immersion, we define
Gm,U = U ×W Gm,W .
Definition 4.6. Let U → W be an open immersion, and ψ : V → V a linear operator.
We say that ψ is nuclear over U if
1. For every rigid point P ∈ 〈U〉, the operator ψP is nuclear.
2. There is an analytic function C(ψ|U , s) on Gm,U such that for every rigid point
P ∈ 〈U〉,
C(ψ|U , s)P = C(ψP , s).
By Corollary 3.24, the analytic function C(ψ|U , s) is necessarily unique; we will refer
to this function as the Fredholm determinant of ψ over U . We will say that ψ is nuclear
if it is nuclear over W, and write C(ψ, s) for its Fredholm determinant. The following
lemma indicates the property of being nuclear is a local one:
Lemma 4.7. Let {Ui → U} be an admissible covering. Then ψ is nuclear over U if and
only if ψ is nuclear over Ui for each i.
Proof. The forward direction is clear, so we will prove the converse. If P is a rigid point
of U , then P is necessarily factors through a rigid point of Ui for some i. It follows that
condition (i) of Definition 4.6 is satisfied. To show condition (ii), we need only show
that the Fredhom determinants C(ψ|Ui, s) agree on double intersections. By Corollary
3.24, it suffices to check that their values agree at every P ∈ 〈Ui ∩Uj〉. But for any such
P , we have
C(ψ|Ui, s)P = C(ψP , s) = C(ψ|Uj , s)P .
Definition 4.8. Let ψ : V → V be a nuclear operator over U . The eigenvariety of ψ
over U is the hypersurface E(ψ|U) in A1W cut out by C(ψ|U , s).
We defer to ([1], 4.8.29) the construction of a hypersurface as a rigid analytic space
over W. The essential property of E(ψ|U) is that for every rigid point P ∈ 〈U〉, the set
of rigid points of the fiber E(ψ|U)P is the set of Gal(k(P )
s/k(P ))-orbits of the non-zero
eigenvalues of ψP . By its construction, the eigenvariety fits into a diagram
E(ψ|U , s) Gm,W
U
wt
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We refer to the vertical arrow as the weight map. Define α to be the composition
E(ψ|U)→ Gm,U
i
−→ Gm,U .
Let x be a rigid point of E(ψ|U), and P = wt(x). Then α(x) may be regarded as a
point in the multiplicative group Gm,k(P ). The slope of x is defined to be the valuation
of α(x) in k(P ), normalized so that the value group is Z. In [5], the authors have shown
a remarkable “spectral halo” property describing the relationship between the weight
parameter and the slope map near the boundary of their weight space. We now consider
some possible analogues of this property in our more general setup.
Define W0 = Spf(Zp[[T ]]). Then W0 is an object in FS, and we define W0 = W
rig
0 .
Note that the set of continuous maps
Zp[[T ]]→ R
is naturally identified with the ideal m in R. If t ∈ m, the corresponding map W→W0
in FS+ is usually not a morphism in FS, and so does not induce a map W → W0 in
Rig. Given an open immersion U → W in RigR, we will say that t is admissible in U if
U → W admits a model U→W such that the composition
U→W
t
−→W0
is a morphism in FS.
Proposition 4.9. Let t ∈ m. There is a unique maximal open immersion Wt →W in
RigR such that s is admissible in Wt.
Proof. Choose a set of generators m = (π1, ..., πd), and letWi = W
rig
i denote the standard
coverings associated to π1, ..., πd. Since t ∈ m, for each i there exists mi such that
t = πmii ri, with ri ∈ Ri. Define
Si = Ri〈r
−1
i 〉,
and let Wt,i = Spf(Si). The maps Wt,i → Wi glue in the evident manner to a map
Wt → Wm, and the corresponding map Wt → W in RigR is an open immersion. To
complete the proof, it suffices to show that any open immersion U → W in RigR for
which t is admissible in U factors through Wt → W. This problem is local, so we may
assume that U = Urig, where U = Spf(A) and mA = πiA is invertible. Then by the
universal property of admissible blowing up, there is a unique morphism U→Wm whose
image lies in Wi. Thus we have a corresponding map of R-algebras Ri → A. But by
assumption, tA is an ideal of definition and therefore ri must be a unit in A. It follows
that we get a map Si → A, and the desired map U → Wt is given by the composition
U→Wt,i →Wt.
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We will refer toWt as the admissible locus of t inW. By definition, t uniquely defines
a map
Wt →W0.
If P is a rigid point inWt, then the rigid point t(P ) corresponds to a map Zq[[T ]]→ k(P ).
We write vt(P ) for the valuation of T in k(P ). Whenever U → W0 is an open immersion,
we let Ut =Wt ×W0 U denote its pullback to W.
Definition 4.10. Let ψ : V → V be a nuclear operator, and U → W0 an open immersion.
We say that ψ is slope-uniform over U if there exists t ∈ m, d > 0, and a rational number
r > 0 such that:
1. There is a decomposition
E(ψ, s)×W Ut = E[0,1)
∐
E[1,2)
∐
· · ·
where each E[n,n+1) is finite and flat over Ut of degree d.
2. If x ∈ 〈E[n,n+1)〉 is a point of weight P , then
v(x) ∈ rvt(P ) · [n, n+ 1).
We say that ψ is slope-stable over U if ψ is slope-uniform over U , and there exist rational
β1, ..., βd ∈ [0, 1) such that
1. Each E[n,n+1) admits a decomposition
E[n,n+1) =
d∐
j=1
E[n,n+1),j.
2. If x ∈ 〈E[n,n+1)〉 is a point of weight P , then
v(x) = rvt(P )(n+ βj).
In brief, the operator ψ is slope-stable over U if for every P ∈ 〈Ut〉, the slopes of the
eigenvalues of ψP form a fixed finite number of arithmetic progressions, each of whose
increment depends only on t and the weight parameter. The weaker property of slope
uniformity only requires that these slopes form an approximate union of arithmetic
progressions. Either property is only known in a limited number of cases: The main
result of [5] states that their eigencurve is slope-uniform over W0\{0}. In [19], the
authors prove that their eigenvariety arising from Zdp-coverings of A
1
k is slope-uniform
over the same region. It would be interesting to know the precise relationship between
these two properties, in particular, does slope uniformity imply slope stability?
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4.3 Dwork Operators
We now introduce our main examples of nuclear operators. Let A be a w.c.f.g. algebra
over R, and σ a lifting of Frobenius for A. If M is a finite A-module, we define a Dwork
operator on M to be an R-linear map
Θ : σ∗M →M.
Alternatively, we may regard a Dwork operator as an R-endomorphism Θ : M → M
satisfying the relation Θ(σ(a)m) = aΘ(m) for all a ∈ A and m ∈M . Let X = Spwf(A),
X = Xrig, and M the coherent OX -module associated to M . If π : X →W denotes the
structure morphism, then we define the OW -module V = π∗M. Our aim in this section
is to prove the following:
Theorem 4.11. The action of Θ on V is nuclear. Moreover, the Fredholm determinant
C(Θ, s) lies in R[[s]].
Let P : R → Ω be a weight. The fiber XP is the object of Rig
†
Ω associated to the
weak formal scheme XP = Spwf(AP ), where AP = A⊗R Ω. The action of σ extends to
AP in the obvious way. Writing MP = M ⊗A AP , the induced map ΘP is an Ω-linear
Dwork operator on MP . Monsky [16] has proven that ΩP induces a nuclear operator on
the k(P )-vector space
VP = P
∗V =MP ⊗Ω k(P ).
Thus Θ satisfies condition (i) of Definition 4.6. The main difficulty will be the construc-
tion of the Fredholm determinant C(Θ, s). We begin with a reduction process: Choose
a presentation
R[X1, ...,Xn]
†
։ A.
We may regard M as a module over the ring B = R[X1, ...,Xn]
†. Choose a resolution
F• →M
ofM by free B-modules. The functor σ∗ is exact, and sends free modules to free modules.
It follows that σ∗F• → σ∗M is a free resolution, and therefore we have induced Dwork
operators Θk : σ∗Fk → Fk for each k.
Lemma 4.12. If Θk is nuclear for each k, then Θ is nuclear and
C(Θ, s) =
∏
k
C(Θk, s)
(−1)k−1 . (16)
Proof. By Corollary 3.24, it suffices to check that for every P ∈ 〈R〉, the image of (16)
in k(P ) is equal to C(ΘP , s). But this follows from ([16], 1.4).
In light of the Lemma, we may assume that B = A and that M is a free A-module of
finite rank, say M =
⊕
j A. Let qj : A→M denote the jth canonical injection. Choose
a set of generators m = (π1, ..., πd), and let Wi = Spf(Ri)
rig be the standard covering
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associated to π1, ..., πd. By Lemma 4.7, it suffices to prove that Θ is nuclear over Wi for
each i. Let Mi = M ⊗A Ai, and Θi the Ri-linear Dwork operator on Mi induced by Θ.
Then Θ and Θi induce the same operator on the restriction V|Wi . We equip the field
Qi = Q(Ri) with the πi-adic valuation. By Monsky, Θi induces a nuclear operator on
the vector space
Vi =Mi ⊗Ri Qi.
At this point, we may define C(Θi|Wi, s) ∈ Qi[[s]] to be the Fredholm determinant of
this operator, but it is not at all obvious that this defines an analytic function on Gm,W .
To proceed, consider the family of subspaces indexed by c > 0:
M
(c)
i =


∑
j
ru,jπ
⌊|u|/c⌋
i qj(X
u) : ru,j ∈ Ri

 .
ThenMi is the union of allM
(c)
i , and eachM
(c)
i is a free Ri-module, with basis consisting
of e
(c)
i,j,u = π
⌊|u|/c⌋
i qj(X
u). Let 〈·, ·〉 denote the bilinear form on M
(c)
i for which this basis
is orthonormal. Define V
(c)
i =M
(c)
i ⊗Ri Qi.
Lemma 4.13. There exists c0 > 0 such that for all c ≥ c0 V
(c)
i is stable under the action
of Θi, and the restriction of Θi to V
(c)
i is a compact operator.
Proof. This is ([16], 2.4).
To complete the proof of Theorem 4.11, consider the basis of Vi defined by
ei,j,u = qj(X
u).
SinceMi is stable under Θi, the matrix C of Θi with respect to this basis has coefficients
in Ri. For each c > c0, let C
(c) denote the matrix of Θi with respect to the basis {e
(c)
i,j,u}.
The element C(Θi|Wi, s) is defined as the limit of Fredholm determinants of certain
finite submatrices of C(c). Since the corresponding finite submatrices of C are similar,
it follows that these power series are equal and therefore are elements of Ri[[s]]. As Ri
is complete, we see that C(Θi|Wi, s) ∈ Ri[[s]]. Now if we expand
C(Θi|Wi, s) = ri,0 + ri,1s+ · · · ,
then by ([10], 5.7) we have that
lim
j→∞
vπi(ri,j)
j
=∞.
In other words, the series C(Θi|Wi, s) is entire with respect to the πi-adic valuation. In
particular, it defines an analytic function on Gm,Wi . This completes the proof that Θ
is nuclear. As the power series C(Θi|Wi, s) agree on double intersections, we see that
for each j, the ri,j glue to give a global section rj of the admissible formal blow-up
Spf(R)m. But from the definition of admissible formal blow-up, we see that the ring of
global sections is precisely R. Thus C(Θ|W, s) ∈ R[[s]] as desired.
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Definition 4.14. For each d > 0, the trace of the operator Θd is the element of R
defined by the relation
C(Θ, s) = exp
(
−
∞∑
d=1
Tr(Θd)
sd
d
)
.
4.4 The Trace Formula
Again, let X = Spec(A0) be a smooth affine variety over k, and A a smooth w.c.f.g.
algebra over R lifting A0. Fix a lifting of Frobenius σ : A → A, and let (M,φ) be a σ-
module over A. We are now ready to prove our main theorem regarding the meromorphic
continuation of the L-function L(φ, s). Following Monsky and Washnitzer [17], we will
construct Dwork operators on the de Rahm complex of the dual module M∨, and prove
that L(φ, s) can be written as an alternating product of their Fredholm determinants.
At each rigid point P ∈ 〈W〉, our result reduces to Monsky’s trace formula [16].
Write Ω•A for the complex of continuous differentials of A. By ([17], 4.6), each ΩiA
is a finite projective A-module. For brevity, let B = σ(A). By Nakayama’s lemma and
smoothness of A, we see that A is a finite projective B-module of rank qdim(X). In
particular, the localization Am is a finite free Bm-module, and there is a well defined
Bm-linear trace map
Tr : Am → Bm.
Our first goal is to show that the restriction of Tr to A prolongs to a map of complexes
Tr• : Ω
•A→ Ω•B. First, we need:
Lemma 4.15. The canonical map Ω•B → Ω•A induces an isomorphism
Ω•B ⊗B Am
∼
−→ Ω•A⊗A Am. (17)
Proof. Both modules are free Am-modules of the same (finite) rank. By ([17], 8.1), the
induced map
Ω•B ⊗B Q(A)→ Ω
•A⊗A Q(A).
is an isomorphism. In particular, (17) is necessarily injective. To see that this map
is surjective, note that its reduction mod m is an isomorphism. The result follows by
Nakayama’s lemma.
Let α• denote the inverse of the isomorphism (17). Then Tr• is defined to be the
composition
Ω•A⊗A Am
α•−→ Ω•B ⊗B Am
1⊗Tr
−−−→ Ω•B ⊗B Bm. (18)
Theorem 4.16. The map Tr• maps Ω
•A into Ω•B.
Proof. Let P : R → Ω be a rigid point of R. Write AP = A ⊗R Ω and similarly for B.
By base change along R→ Ω→ k(Ω), we obtain a map of complexes
Tr• : Ω
•AP ⊗AP Q(AP )→ Ω
•BP ⊗BP Q(BP ). (19)
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We will show first that this restricts to a map Ω•AP → Ω
•BP . Let Ω be the integral
closure of Ω in Q(Ω), so that Ω is a discrete valuation ring. Write AP = AP ⊗Ω Ω and
similarly for BP . Then AP and BP are smooth and integrally closed w.c.f.g. algebras
over Ω ([17], 6.3). Regarding (19) as a map
Ω•AP ⊗AP Q(AP )→ Ω
•BP ⊗BP Q(BP ),
we see that this is precisely the trace map of Monsky and Washnitzer, which maps
Ω•AP → Ω
•BP ([17], 8.1-8.3). Thus the image under Tri of Ω
iAP lies in Ω
iBP . But by
(18), this image also lies in ΩiBP ⊗BP B
′
P . where B
′
P is the localization of BP at the
maximal ideal of Ω. But clearly BP ∩B
′
P = B and so Tr• : Ω
•AP → Ω
•BP as desired.
Now Ω•B ⊗B Bm is a finite free Bm-module, and moreover admits a basis of elements
of B. It suffices then to prove the following statement: If b ∈ Bm is such that the image
bP of b in B
′
P lies in BP for all rigid points P : R → Ω of R, then b ∈ B. For such a b,
we want to show that inclusion B → B[b] is an equality, or equivalently that B → B[b]†
is an equality, since B is weakly complete. Let f : X→ Y be the corresponding map in
FS†. Then f rig is an open immersion, so in particular there exists a diagram
X′ Y′
X Y
f ′
f
where f ′ is an open immersion and the vertical arrows are admissible weak blow-ups. We
claim that f ′ is an isomorphism, from which it will follow that f rig is an isomorphism.
Let y be a rigid point of Yrig, and P = wt(y). Then by the assumption on b, f induces
an isomorphism on the fibers XrigP → Y
rig
P . It follows that f
′ is surjective on rigid
points, and passing to specializations that it is surjective on Zariski points, proving the
claim. Consequently there is a diagram X
ϕ
←− Z
ψ
−→ Y, where both arrows are admissible
blow-ups. But X and Y are affine and m-torsion free, thus
B = Γ(Z,OZ) = B[b]
†,
completing the proof.
Definition 4.17. The canonical Dwork operators on Ω•A are defined to be the compo-
sition
θ• = σ
−1
• ◦ Tr• : Ω
•A→ Ω•A.
For a σ-module (M,φ) over A, let ΩiM = ωiA⊗AM . The exterior product defines a
perfect pairing
ΩiA× Ωn−iA→ ΩnA
via which we identify the dual (ΩiA)∨ = HomA(Ω
iA,A) with Ωn−iA. This gives us an
identification
Ωn−iM∨ = HomA(Ω
iM,ΩiA).
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We define a Dwork operator θn−i(φ) on Ω
n−iM∨ by sending f : ΩiM → ΩnA to the
A-linear map
ΩiM
σ⊗φ
−−−→ ΩiM
f
−→ ΩnA
θn−→ ΩnA.
Theorem 4.18. Let (M,φ) be as above. Then
L(φ, s) =
n∏
i=0
C(θn−i(φ), s)
(−1)i−1 .
Proof. It suffices to check the equality at the rigid points of R. Let P : R → Ω be
a rigid point of R and MP the base change of M along P . The map φ induces a σ-
module structure on MP ⊗Ω Ω, and the L-function of this σ-module agrees with that of
(M,φ). On the other hand, the Dwork operators θ•(φ) extend to Dwork operators on
Ω•AP and the traces of these operators depend only on their action on Ω•AP ⊗Ω k(P ).
Consequently we may assume that Ω is a discrete valuation ring, but then the statement
is Monsky’s trace formula as given in [20].
4.5 T -adic Exponential Sums
In this final section we connect our trace formula to the theory of T -adic exponential
sums, as introduced in [13]. We define these sums in the following much more general
setting: let X = Spec(A0) be a smooth affine variety over k. Let A be a w.c.f.g. algebra
over Zp with special fiber A0, and let σ : A → A be a lifting of the absolute Frobenius.
For any element f ∈ A∞, we define the degree-d T -adic exponential sum
Sf (T, d) =
∑
x∈X(Fdq)
(1 + T )
TrF
qd
/Fpf(xˆ) ∈ Zp[[T ]]
Here, we identify the Galois group of Fqd/Fp with the automorphism group of Zqd/Zp.
To study these sums, we define the generating function
Lf (T, s) = exp
(
−
∞∑
d=1
Sf (χ, d)
sd
d
)
.
Let R = Zp[[T ]]. Given a rigid point P : R→ Ω of W, the specialization Sf (P (T ), d) is
a classical (p-adic) exponential sum with values in Ω. We regard the sum Sf (T, d) as a
family of classical exponential sums, parameterized by the rigid points of W. Our goal
is to understand the p-adic variation of the L-functions Lf (P (T ), s) as P varies.
We begin by discussing how T -adic exponential sums arise naturally from Zp-towers.
Fix a geometric point x¯ of X. We define a Zp-tower to be a continuous homomorphism
π1(X, x¯)→ Zp.
Write An = A/m
n+1A for all n ≥ 0. By the lifting property of e´tale morphisms, the
small e´tale site Ae´t of A∞ is equivalent to that of An for all n. Consider the e´tale sheaf
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of Zp-modules G˜a on Ae´t represented by the formal group Ga = Spf(Zp〈t〉). We define
a homomorphism ℘ : G˜a → G˜a e´tale-locally via
Ga(B)→ Ga(B)
b 7→ σ(b)− b
for any e´tale A∞ → B.
Lemma 4.19. There is an exact sequence of e´tale sheaves of Zp-modules
0→ Zp → G˜a
℘
−→ G˜a → 0, (20)
where Zp denotes the constant e´tale sheaf associated to Zp.
Proof. It suffices to prove that the statement mod m, i.e. that the sequence of e´tale
sheaves of Fp-modules
0→ Fp → G˜a
℘
−→ G˜a → 0
on the small e´tale site of X is exact. Let A0 → B be an e´tale map. Then clearly
bp − b = 0 if and only if b ∈ Fp, so that ker(℘) = Fp, as desired. Now for any b ∈ B, we
may consider the Artin-Schreier covering
Bb = B[X]/(X
p −X − b),
which is e´tale over B precisely when b is not of the form xp − x for some x ∈ B. It
follows that ℘ is e´tale-locally surjective, completing the proof.
Proposition 4.20. There is an isomorphism of Zp-modules
A∞/℘A∞
∼
−→ Hom(π1(X, x¯),Zp).
a 7→ αa.
Proof. Taking e´tale cohomology of the exact sequence (20), we have a long exact sequence
0→ Zp → A∞
℘
−→ A∞ → H
1(Ae´t,Zp)→ H
1(Ae´t,Ga)→ · · · .
Now H1(Ae´t,Zp) = Hom(π1(X, x¯),Zp), and
H1(Ae´t,Ga) = H
1(X,OX) = 0,
thus giving the desired isomorphism.
Remark 4.21. The same argument yields an isomorphism
An/℘An
∼
−→ Hom(π1(X, x¯),Z/p
nZ).
We can describe this map explicitly: given a ∈ An, Lemma 4.19 shows that there exists
an e´tale map An → Bn with Galois group Z/p
nZ such that ℘(b) = a admits a solution
in Bn. The desired map then sends g 7→ (gb− b).
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Let αf : π1(X, x¯)→ Zp denote the Zp-tower associated to our chosen f ∈ A∞. Every
continuous character χ : Zp → Ω
× taking values in a Zp-point pulls back to a character χf
of π1(X, x¯). We can interpolate all such characters by a single transcendental character
λ : Zp → R
×
a 7→ (1 + T )a.
Then λ has the following universal property: for every χ : Zp → Ω
× as above, there is a
unique map of Zp-algebras Pχ : R→ Ω making the diagram
Zp R
×
Ω×
χ
λ
Pχ
commute: explicitly, Pχ maps T 7→ χ(1)− 1. The assignment χ 7→ Pχ gives a bijection
Hom(Zp,Ω
×)
∼
−→ HomZp(R,Ω).
In other words, the set of rigid points of W is precisely the set of continuous p-adic
characters of Zp.
Lemma 4.22. Let x be a closed point of X. Then
αf (Frobx) = Trk(x)/Fpf(xˆ).
Proof. Let d = [k(x) : Fq]. Fix a separable closure k
s/k(x), and let F be the abso-
lute Frobenius automorphism of ks. Then G = Gal(ks/k(x)) is generated by F d. By
Proposition 4.20, the element f(xˆ) ∈ W (k(x)) classifies a Zp-extension k
′/k(x). Then
explicitly,
αf (Frobx) = αf(xˆ)(F
d).
For each n, let kn be the unique intermediate extension of degree p
n. Write fn for the
image of f in An. Then by Remark 4.21, there exists bn ∈ Bn such that ℘(bn) = fn(xˆ).
The image of g = F d in Z/pnZ is then
F dbn − bn =
d−1∑
j=0
F j(Fb− b) = Trk(x)/Fpfn(xˆ).
Taking inverse limits, we get the desired result.
As a consequence of the lemma, we see that Lf (T, s) is equal to the L-function of
the universal character λf . Let A∞(R) denote the completed base change of A∞ along
Zp → R. By Theorem 4.2, λf corresponds to a rank-1 σ-module (Mf , φf ) over A∞(R).
Our next goal is to determine the structure of this σ-module. We will construct an
explicit map of Zp-modules
A∞ → 1 + TA∞[[T ]]
a 7→ Ea
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such that (Mf , φf ) is equivalent to the free rank-1 σ-module (A∞, Ef ◦σ). Before giving
this construction, we require an easy Witt vector lemma:
Lemma 4.23. There is a unique map of Zp-modules ∆σ : A∞ → W (A∞) compatible
with σ and the canonical Frobenius endomorphism of W (A∞).
Proof. This follows from ([9], 17.6.8), taking φpi(a) = σ
i(a) and φn(a) = 0 when n is
not a power of p.
We identify the underlying additive group of W (A∞) with the Zp-module Λ(A∞) =
1+ tA∞[[t]] in the standard way. Using ([9], 17.6.1), is not difficult to work out the map
∆σ : A∞ → Λ(A∞) explicitly. Namely for a ∈ A∞, we have
∆σ(a) = exp
(
∞∑
i=0
σi(a)tp
i
pi
)
.
Recall that the Artin-Hasse exponential series is the power series
E(t) = exp
(
∞∑
i=0
tp
i
pi
)
∈ 1 + t+ t2Zp[[t]].
For any r ∈ m, there is a well defined element E(r) ∈ R. By a standard argument, this
series defines a bijection
mi → 1 +mi.
In particular, there is a unique π ∈ m such that E(π) = 1 + T . The composition
A∞
∆σ−−→ Λ(A∞)
t7→π
−−−→ 1 + πA∞[[π]] ⊆ A∞(R)
is a Zp-module homomoprhism which we denote by a 7→ Ea.
Proposition 4.24. (Dwork’s Splitting Lemma). (Mf , φf ) is equivalent to the free rank-1
σ-module (A∞, Ef ◦ σ).
Proof. We need only check that for every closed point x ∈ |X|, the fibers of these σ-
modules at X are equivalent. This amounts to showing the equality
λf (Frobx) = Nk(x)/FpEf (xˆ) = Nk(x)/FpEf(xˆ).
Note that we have an expansion
f(xˆ) = [c0] + p[c1] + · · · ∈W (k(x)).
By Zp-linearity, it suffices to prove the statement when f(xˆ) = [c] is the Teichmu¨ller lift
of an element of k(x). But then
λf (Trk(x)/Fp [c]) = E(π)
Trk(x)/Fpf(xˆ) = Nk(x)/FpE(π[c]) = Nk(x)/FpE[c].
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Now let A(R) be the weak base change of A to a w.c.f.g. algebra over R. It follows from
the above that the σ-module (Mf , φf ) is overconvergent if and only if the representative
f can be chosen such that Ef ∈ A(R). In this case we can apply Theorem 1.1 to get an
explicit formula for the exponential sums Sf (T, d):
Theorem 4.25. Suppose that f ∈ A∞ is such that Ef ∈ A(R). Define the Dwork
operator ψi = θi ◦Ef on Ω
iA. Then
Sf (T, d) =
n∑
i=0
(−1)iTr(ψdi ).
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