Online Social Networks (OSNs) (e.g., Facebook, Twitter, and Tecent QQ) are popular platforms for people to share information online. The providers of OSNs typically leverage demographic attributes of users in OSNs to perform business behaviors like personalized commodity recommendation, advertisement delivery, etc. Thus, understanding demographic attributes of users in OSNs is of great importance. However, some users refuse to reveal their demographic information due to privacy concerns. Therefore, inferring demographic attributes of users in OSNs with public information is an attractive topic for researchers. Most existing methods mainly focus on individual attribute inference without taking the relationship among attributes into account, which results in low precisions. In this paper, we propose a novel approach, called DeepAttr, to infer users' multiple attributes simultaneously. DeepAttr leverages existing network embedding algorithm to learn the social embedding for each user. Meanwhile, it encodes multiple attributes into structured attribute vectors which are treated as class labels. The core component of DeepAttr is a multi-layer fully connected deep neural network which captures complex nonlinear mapping between the users' social embeddings and the structured attribute vectors. Extensive experiments on a real-world dataset demonstrate that DeepAttr outperforms existing models in both single-attribute inference and multiple-attribute inference as to macro-Precision, macro-Recall, and macro-F1.
I. INTRODUCTION
Online Social Networks (OSNs) allow users to express their opinions, share content, and communicate with each others. With emerging large population adhering to the OSNs, many OSN-based applications have come forth, including personalized commodity recommendation, advertisement delivery, and etc. To be a successful application, having high quality data such as precise user profiling with accurate attributes is crucial. A typical OSN usually includes networked data (e.g., user friendships, user interactions), textual data (e.g., user generated content), and user profile information (e.g., gender, age, and interests, etc.). However, due to privacy concerns, only a small fraction of users make their demographics available to the public, which makes obtaining user demographics challenging. As a result, many research efforts have been The associate editor coordinating the review of this manuscript and approving it for publication was Gang Li. made to infer these unobserved attributes through various machine learning methods.
Existing approaches on attribute inference [1] - [8] mainly focus on exploiting information related to user behavior to predict individual attribute separately. The behavioral data used among these approaches is used to learn latent user characteristics representation, which is inspired from the intuition that users with close characteristics (e.g., similar/same on some attributes) are more likely to behave similarly. In addition, researchers in [9] - [13] use writing style in textual content to as representative features for performing attribute inference. It is based on the assumption that linguistic features behind writing may reveal OSN user's some essential characteristics to a certain extent. These approaches have several shortcomings. For example, they heavily rely on various handcrafted features, which costly involves much human intervention. They also ignore the important explicit networked data (e.g., friendship relations). In [14] - [19] , they aim to infer attributes of target users by leveraging public available friendships and structural relations among users in the OSN. They mainly build their algorithms based on a well-known social network theory: homophily indicating that friends usually demonstrate similar characteristics [20] . For example, if the majority of a user's friends are college students, s/he is likely to be in college as well.
Furthermore, combining networked and behavioral data does gain some advantages in attribute inference, as shown in [21] and [22] . They propose a social-behavior attribute network model to take the influence of friendships and behavior attributes into consideration. But there are still some drawbacks. For example, they primarily focus on single attribute inference or inferring multiple attributes separately, which neglects the dependency among different attributes. Recently, Wang et al. [23] propose a model (called SNE) to automatically learn user representation from user purchase history data to infer multiple attributes simultaneously. SNE maps each item to a vector in a continuous space, and the vector of the purchased items are subjected to a pooling operation to obtain the user vector representation. This approach maximizes the probability of known user attributes during training while learning the vector representation of all users. Specifically, the representation learned from purchase data makes it easier to extract useful information for inferring multiple attributes. And it fully leverages the interrelations among multiple attributes to improve the inference accuracy. Since then, the representation learning [24] has been fairly successful in the area of multiple demographic attributes inference, such as in the retail scenario [25] . However, the retail scenario is usually different from OSNs in that there are rich data in user transactions but very few social relationships among users, which results in the fact that methods developed under the retail context are not directly applicable to OSNs.
For multiple demographic attribute inference, it can be viewed as a multi-task multi-class learning problem. Formulating as multi-task learning can improve the general performance by incorporating the potential information included in related tasks [26] . One possible way is to learn multiple related tasks in parallel by leveraging a shared representation [27] , [28] . Analogous to multi-task learning, capturing the interrelation between different attributes helps to improve the accuracy of inference. For example, if a user majored in software engineering in college, then his profession as a software engineer would be far more likely than as a doctor. In other words, the probability of co-occurrence of software engineering major and software engineer career is much bigger than that of software engineering and doctor, which exemplifies interrelationship between demographic attributes. In [27] , the authors found that considering the effect of the interrelation between gender and age can significantly improve the inference accuracy. The experiment results indicate that circle features in mobile social network contribute much more than friend features to gender inference, while friend features have greater effect on age inference. Therefore, in this paper we propose a social graph embedding based approach, called DeepAttr, to infer multiple attributes simultaneously. DeepAttr takes only the social graph and known attributes from a subset of users as input. It overcomes the weakness of current methods in the following respects. (1) Unlike many existing methods that significantly rely on user attributes that are given, DeepAttr only requires attributes of a few users, which is easy to obtain.
(2) It considers the interrelationships among different attributes. In general, DeepAttr contains three key components. The first one is the social graph embedding which learns distributed representations of users purely using the social graph. The second one is the Structured Attribute Vector (SAV), which encodes multiple user attributes as a binary vector. The last one is a multi-task (MT) predictor, which maps a user representation into a corresponding SAV. In practice, OSNs typically have some users with their demographic attributes revealed. We leverage these users' vector representation and corresponding SAVs to train the MT predictor. Compared with previous approaches, DeepAttr has the following merits: 1) There is no need for collecting vast amount of user behavioral data which is time-consuming and costly; 2) It takes into account the inherent connection among different attributes by SAVs, and thus the performance of multiple attribute inference is greatly boosted; 3) To map user representations to SAVs, DeepAttr leverages a MT predictor which can grasp the complex relation between the user representations and their corresponding SAVs. To evaluate the performance of DeepAttr on both single attribute inference and multiple attribute inference, we conduct experiments on a large-scale real world OSN dataset. The results show that our approach substantially outperforms several state-of-theart baseline approaches. We summarize the contributions of this work as follows: 1) We design a novel scheme for inferring user attributes, which only requires the information of the social graph and attributes from a small set of users. Compared with existing designs, our scheme is more practical. 2) We encode user attributes into SAV which can take into account the relationships among different attributes and simplify the multiple attribute inference. 3) We propose a multi-task predictor to infer multiple attributes simultaneously, which illustrates the existence of complicated non-linear relationship between user vectors and their corresponding SAVs.
The rest of the paper is organized as follows. In section II, we summarize the related work about attribute inferences. Section III presents the DeepAttr in detail. Section IV shows the experimental results. Section V concludes this paper and discuss the future work.
II. RELATED WORK
In this section we review the related work in attribute inference. The existing work on attribute inference can be mainly divided into four categories: behavior-based inference, friend-based inference, hybrid inference, and other approaches.
A. BEHAVIOR-BASED INFERENCE
Many research results have shown that user behavior is highly correlated with some of their attributes. Users with same behavior tend to have same or similar attributes. For example, Hu et al. [1] use the web page click data to learn a discriminative model for inferring gender and age. Malmi and Weber collect the list of APPs that users have installed, and create a high dimensional spatial feature vector for each user. It compares three different dimensional reduction methods and shows that logistic regression classifier perform the best when inferring five attributes including gender, age, race, marital status, and income. Wang et al. [23] propose a novel SNE model to automatically learn user representation from user's purchase data for predicting multiple attributes simultaneously. Their scheme can deal with both partial-label prediction and new-user prediction. Chaabane et al. [3] leverage the music information that users like to infer attributes. They generate augmented music description through the corresponding Wikipedia pages and then extract the topics of all similar music. A user is inclined to demonstrate similar attributes with those that like similar music topics. Weinsberg et al. [4] predict user genders in a recommendation system by exploiting user ratings on movies. They compare the performance of three classifiers of Naive Bayes, Singular Value Machine (SVM) as well as Logistic Regression (LR), and find that LR shows the best performance. Xiang et al. [5] infer user attributes using the spatio-temporal behavior of the same user across multiple OSNs. They represent each user using a combined feature vector converted from texts and images in Google+ and Twitter. A coupled projection matrix is learned to map feature vector to attribute vector, which ultimately leads to multiple attribute inference.
B. FRIENDSHIP-BASED INFERENCE
In contrast to behavior-based attribute inference where data is difficult to obtain, friendship-based attribute inference is more feasible. The fundamental idea is originated from homophily in OSN, which means that users are more likely to have similar attributes with their friends. Gong et al. [18] have shown that inferring users' missing attributes is useful for link (friend relationship) prediction task. They iteratively infer attributes and predict links on the basis of the social-attribute network (SAN) model. It attempts to improve the attribute inference by using the results of latest link prediction. The superiority of the proposed method is demonstrated via a variety of experiments. Perozzi and Skiena [29] apply DeepWalk to learn all user vector representations based on friendships. They then utilize partial user vectors and their gender information to build a linear regression model to infer genders for the rest of users. Likewise, Culotta et al. [15] present a regression model to infer user attributes using information about followers of each website on Twitter. In [16] , He et al. harness Bayesian network to simulate friend relationships in social network. For instance, to infer attribute value of user X, they first established a Bayesian network from X's social network. By analyzing the Bayesian network, they obtained the probability that X has attribute value A and served it as the prior probability of attribute inference. Lindamood et al. [17] implement partial attribute inference through modifying naive Bayesian classifier. Mislove et al. [14] find that OSN users with the same attributes are more likely to become friends and form a close community. According to the friend relationships of two different OSNs, they discover the local community in the networks. The attributes of other users are inferred by employing the attribute information of the users in the community.
C. HYBRID INFERENCE
Gong and Liu [21] propose a hybrid scheme which combines the social relationship and the user behavior. They design a vote distribution attack (VIAL) under the constructed socialbehavior-attribute (SBA) network model to perform attribute inference. VIAL leverages the degree of similarity to iteratively distribute a fixed vote capacity from a target user to all the other users in the SBA network. The inferred attribute of the target user is the attribute value that obtains the highest vote capacity. Jia et al. [22] design AttriInfer, which models the social network as a pairwise Markov Random Field (pMRF) based on social structure. AttriInfer uses behaviors to learn a prior probability that each user has a considered attribute, and then computes the posterior probability that each target user has the attribute based on the pMRF model to infer attribute. AttriInfer addresses two major limitations of VIAL. First, VIAL can only use the training users with a certain attribute to infer the corresponding attribute of the target user, while AttriInfer can infer target user's certain attribute by exploiting training users who do not have that attribute. Second, VIAL needs to perform a customized random walk for each target user and infer attributes one by one, whereas AttriInfer can simultaneously infer attributes for all target users. Sun et al. [30] propose content-enhanced network embedding (CENE) to jointly leverage social structure and content information for attribute inference. Using the network embedding technology, user content information can be regarded as a special node in CENE model. They compare CENE with other approaches based on either friend relationships or content information and demonstrate the superiority of CENE.
D. OTHER APPROACHES
Narayanan et al. [9] focus on the analysis of writing style to identify author's anonymity by comparing the text of the anonymous author with a series of text corpus of known author. Zhong et al. [6] study attribute inference by employing the location information of users in OSN. They extract rich semantics from location information to form the feature representations of multiple attributes, and finally utilize feature dimensionality reduction to infer attribute. Similar to Zhong, Li et al. [7] implement attribute inference on the basis of user-shared location information in mobile social networks (MSNs). By identifying a group of users with similar position trajectories, they exploit the users in the group whose attributes are known to infer the corresponding attribute of the target user. Fink et al. [10] realize gender inference merely based on Twitter users' tweets information. They use the features derived from the user's tweets to train a classifier. Likewise, Volkova et al. [11] extract the lexical features from the user's tweets and deduce the Twitter user's attributes by training the log-linear model. In addition, Lansley and Longley [31] explore the distribution of age and gender by means of analyzing customer's forenames. Qian et al. [12] harness the knowledge graph as background information to construct a comprehensive and realistic model to achieve de-anonymization and attribute inference.
In summary, existing attribute inference schemes still have limitations. Apart from friend-based inference, other approaches all need to collect a vast amount of user behavior data or content information, which is time-consuming and expensive. Besides, the existing schemes scarcely consider the correlation among different attributes. Instead, they focus on inferring multiple different attributes separately, leading to poor performance.
III. THE PROPOSED APPROACH: DEEPATTR
In this section, we first present the overall framework of DeepAttr. Then we dive into the details of each component in DeepAttr, including the network embedding, the Structured Attribute Vector (SAV), and the multi-task (MT) predictor. Finally, we show how to employ the proposed MT predictor to infer user attributes and optimize the model.
A. THE OVERALL FRAMEWORK OF DEEPATTR
OSNs typically have some users with their attributes exposed while the others are not willing to reveal due to privacy concerns. As we discussed before, user attribute information is crucial in many applications. In this work, we aim to infer multiple attributes of users by leveraging social network structure and a small fraction of known user attributes. Specifically, the attributes of users in an OSN are divided into single-value attributes and multi-value attributes. Single-value attribute refers to the attribute that has several possible values, yet each user can only have one of the values, such as gender and age. While multi-value attribute means that the attribute has multiple possible values and each user may have more than one value for that attribute, such as job and school. A user may have engaged in a variety of jobs and have studied in different schools. In this work, we focus on inferring multiple single-value attributes of users in an OSN simultaneously.
The attribute inference problem can be described as follows. For users in an OSN, let A = {a 1 , . . . , a i , . . . , a I } denote the attribute set of a users, and each attribute a i has p i , i = 1, 2, . . . , I different values. The total quantity of all pos-
represents the friend list of the k th user and x n denotes a user, then each user can be expressed as (X k , A k ). Given a set {(X k , A k ), k = 1, 2, . . . , K }, where K is the number of users in the OSN, a function f should be learned to infer the attribute set of users whose attributes are unknown. In summary, the formal definition of attribute inference problem addressed in this work is as below.
Definition 1 (Attribute Inference Problem): Suppose we are given 1) an undirected social graph G = (V , E), 2) a same single-value attribute set A = {a 1 , . . . , a i , . . . , a I } for each node v ∈ V , and 3) some nodes of V have known attribute values while others have unknown attribute values. Attribute inference aims to output each attribute value for users whose attribute values are unknown.
As to attribute inference, both the quantity of input data and the inference performance are the concerns. Models requiring little input data are preferred since harvesting a large amount of user data is very time-consuming, expensive, and even impossible due to the restrictions from OSNs. For an OSN, the network structure and some users' attributes are typically revealed. Therefore, leveraging such kind of information as input to infer attributes is a good choice. There are some existing works such as VIAL [21] , AttriInfer [22] , and CNN-based approach [32] which leverage both social relationship and social behavior to infer user attributes. Our work in this paper is complementary to them. Intuitively, we need to model the relation between users and their attributes, so that we can infer the attributes from a user representation by applying the model. However, to implement this idea is not trivial. Three key issues need to be well addressed. The first one is how to represent a user. The second one is how to represent attributes of a user. The last one is how to model the relation between a user representation and the attribute representation of this user.
To solve the aforementioned issues, we propose DeepAttr which employs a multi-task (MT) predictor to model the complex relationships between user representations and their corresponding attribute representations. Specifically, DeepAttr treats the attribute inference as a classification problem. The user representations are the input vectors. The attribute representations are the class labels. The MT predictor is the classifier. Thus, DeepAttr consists of three components, which is illustrated in Figure 1 . The first one is the network embedding which maps each node of the OSN to a low-dimension realvalue space. That is to say, we can use a fixed length vector to represent a user. This perfectly matches the input layer of the MT predictor, which is also a fixed number of input neurons. The next component is the MT predictor, which maps the user vector to a probability distribution of different SAVs. The relation between a user vector and the probability distribution of different SAVs is intricate and MT predictor is a good choice to capture such complex relationships. The final component is the SAV. To leverage the MT predictor, we need to transform the attribute inference problem into a regression or classification problem which can be tackled by MT predictor. The SAV is designed to turn the attribute inference problem into a classification one.
B. NETWORK EMBEDDING

DeepAttr infers users' attributes via network embedding
where each node is represented as a low-dimension real-value vector. The details are described as follows. First, we regard the social structure of an OSN as an undirected graph namely user node relationship graph G, which consists of a set of user nodes V and a set of edges E representing friendship among users. Second, we use Node2Vec [33] , an algorithmic framework for learning continuous feature representation for nodes in networks, to map nodes to a low-dimensional space of features that maximize the likelihood of preserving network neighbors of nodes. For embedding all nodes in G to a continuous feature space, let F : V → R J be the mapping function from nodes to real value vector representations. Here J is the dimensionality of the embedding space. Then the objective function of Node2Vec is defined as follows:
where
neighborhood of node v generated through random walk strategy. Unlike the traditional random walk, Node2Vec performs a biased random walk to balance depth-first sampling and breath-first sampling, which control walks by two parameters p and q to determine the retention of structural similarity or content similarity. After several rounds of random walks, we obtain a set of node sequences (called WalkList) of the OSN and then send them to Word2Vec [34] , a tool for learning a vector to represent a word based on the context in a large corpus. Finally, we learn a real value vector R v corresponding to each user v(v ∈ V ) in a J dimensional space (J generally ranges from tens to hundreds). The space complexity of the algorithm is O(a 2 |V |) where a is the average degree of the graph G and is usually small in real social networks.
C. STRUCTURED ATTRIBUTE VECTOR
The Structured Attribute Vector (SAV) transforms multiple single-value attributes into class labels. The building process of SAV is described as below. Our objective is to infer multiple single-value attributes (a 1 , a 2 , · · · , a I ) of users in the OSN. For the i th attribute, we count the quantity of all attribute value occurring in the OSN and denote by p i , i = 1, 2, . . . , I . And then we construct a 0-1 vector for each attribute a i . Each bit of the 0-1 vector corresponds to one attribute value, and the bit is set to 1 when one user has the corresponding attribute value and to 0 otherwise. Then we concatenate all the 0-1 vectors of I attributes to form a Combined Attribute Vector (CAV).
Then, the vital point of our method is to build a mapping table, in which the index is a CAV while the mapping value is a D-dimensional one-hot SAV. D is the amount of all possible CAVs, D = I i=1 p i . Each possible CAV can be treated as a category. Thus D is also the number of classes. Let's begin with two attributes. Suppose there are two attribute vectors c 1 and c 2 for each user. Both c 1 and c 2 are one-hot row vectors. We first get the product of the transpose of c 1 and c 2 , which is a matrix. Then, we concatenate the rows of the matrix sequentially to obtain the SAV. Figure 2 illustrates this process. In Figure 2 , gender has two attribute values while age has five attribute values, and both of them are single-value attribute. We encode the two attributes into two one-hot vectors c 1 = [1, 0] and c 2 = [0, 1, 0, 0, 0], respectively. The product of c 1 T and c 2 is as below:
Thus the SAV is [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]. If there are more than two attribute vectors, we can iterate the above process to get the final SAV. For example, each user has attribute vectors c 1 , c 2 , c 3 , and c 4 . Firstly, we map c 1 and c 2 to a one-hot vector o 1 . Then we map o 1 T and c 3 to a one-hot vector o 2 . Finally, we map o 2 T and c 4 to the SAV. In this way, each CAV is mapped to a unique one-hot SAV. The SAV set can be denoted as S = {S 1 , S 2 , . . . , S D }, where D is the amount of all possible CAVs. Mapping all attributes may result in high-dimension SAVs. However, it's not necessary to map all attributes to SAVs since some attributes are not correlated or slightly correlated. For a specific attribute inference task, we can select several most closely correlated attributes to construct the SAVs. Thus, the dimension of SAVs can be limited.
The mapping of multiple attributes of a user into a SAV label can make full use of the intrinsic connection among different attributes, which in turn transforms multiple attribute inference task into SAV category prediction. In this way, we transform the multi-task learning into a classification problem, such that the performance of attribute inference can be boosted due to the intrinsic ability of multi-task learning.
D. MULTI-TASK PREDICTOR
After obtaining an embedding vector R v (v ∈ V ) in a J -dimensional space and a SAV vector S m (S m ∈ S) in a D-dimensional space, we adopt supervised learning to train a multi-task (MT) predictor for inferring unknown users' attributes. The predictor mainly consists of multiple fully connected layers to learn a complicated function f which maps user embedding vectors to their corresponding SAVs:
We take a five-layer fully connected neural network as an example to show how to obtain the parameters of MT attribute inference predictor. First, set the number of neurons in each layer as N L (L = 1, 2, . . . , 5), and randomly initialize each layer's weight matrix W L (L = 1, 2, . . . , 5) and bias vector B L (L = 1, 2, . . . , 5). And then set the activation function ϕ for each neuron so that a j L = ϕ( k w jk L a k L−1 +b j L ) represents the activation value of the j th neuron of the L th layer, where z j = k w j k L a k L−1 + b j L denotes the weighted input of the j th neuron of the L th layer, w jk L denotes the link weight from the k th neuron of the (L − 1) th layer to the j th neuron of the L th layer, and b j L denotes the bias of the j th neuron of the L th layer.
Next, we using some known attribute users' vector set X and their SAV set Y in the OSN to train the constructed MT predictor for getting parameters, where X = {R 1 , R 2 , . . . , R N } T represents the training input, Y = {S 1 , S 2 , . . . , S N } T represents the desired output. And the remaining known attribute users' vectors and corresponding SAVs serve as validation set. In order to make the output S m (S m ∈ Y ) of the MT predictor to fit all the input R v (R v ∈ X ) as much as possible, we define the following cost function:
where N is total number of training samples, and all elements in X are put into the neural network. The sum is done on all training inputs X . y j denotes the target value of the output neurons, that is, the all elements of target vector S v , while a j L denotes the actual value of the output neurons. By the form of the cost function, we can see that the closer the actual value of output neurons is to target value, the smaller the value the cost function. Thus, our ultimate goal is to minimize the cost function C, namely:
For optimizing the above objective function, we adopt mini-batch gradient descent (MBGD) algorithm [35] to train the MT predictor. Since the error back propagation (BP) algorithm [36] is used in the training procedure, it is inevitable to take a derivative with respect to activation function. In order to prevent ''gradient disappear'' problem, the first four layers of hidden neurons use Rectified Linear Unit (ReLU) activation function; because the output of the MT predictor corresponds to a multi-class classification problem, the last layer of output neurons employ Softmax activation function. The ReLU function is calculated as follows:
And the Softmax function is calculated as follows:
where z is the weighted input of a hidden neuron, D is the number of output neurons, and z d (d∈D) denotes the weighted input of an output neuron. The Softmax function ensures that the sum of the values of all output neurons is 1, and the value of each output neuron corresponds to the probability of a combined attribute class vector. At this point, we can exploit the training set and MBGD algorithm to train the established MT predictor. To gain a stable model, the training process requires H iterations. For the h th (0 < h≤H ) iteration, we randomly select r(r N ) sample points {E v , S m } to calculate the gradients of the neurons' weight and bias of the output layer respectively. The formulas are as follows:
where ∇w jk L represents the gradient of weight, and ∇b j L represents the gradient of bias, a k L−1 represents the output of the k th neuron of the (L − 1) th layer. Then use the following equations to update the weight and bias of the output layer:
where η denotes the learning rate of the MT predictor, and the error is passed forward by leveraging BP algorithm until all the weight and bias parameters of five layers are updated.
With the increasing of iterations, the summation of cost function gradually become convergent, and the attribute inference accuracy of the validation set tend to be stable. When the number of iteration is H , the updated neuron weight matrix W L (L = 1, 2, . . . , 5) and bias vector B L (L = 1, 2, . . . , 5) are the desired MT predictor parameters.
E. ATTRIBUTE INFERENCE
Using the MT predictor trained in section III-D, we can infer multiple attributes of users. The output of the MT predictor is a D-dimensional probability vector, where D represents the number of output neurons in MT predictor as well as the dimension of the SAV. And each element of the probability vector means the probability value that the inferred user has the corresponding SAV. For the target user n, the process of attribute inference is as follows: Put the user vector R n of n into the trained MT predictor. After the calculation of each layer of the neural network, the model outputs a probability vector. The SAV S v of the target user can be found based on the index of the maximum element in the probability vector, which is consistent with the index of 1 in the SAV. Then according to the mapping table between the CAVs and the SAVs, the CAV corresponding to S v is the attribute set of the target user. In our method, it is not necessary to infer the users' attributes one by one. We can obtain all the target users' attribute set by putting their user vectors into the MT predictor at the same time, which significantly improves the efficiency of attribute inference in OSN.
F. MODEL OPTIMIZATION
During the training of our MT predictor, we use the cross entropy cost function and the softmax to alleviate the slow learning issue and ReLU activation to address the ''gradient vanishing'' issue. However, due to existence of many hyper-parameters involved in MT predictor, there are still many important issues for consideration to obtain a stable and generalized MT predictor. For example, (1) model overfitting.
When training samples are limited, the model is prone to be overfitting. We adopt a commonly used strategy dropout to effectively prevent the overfitting in two aspects. (a) It randomly ignores a small percentage of nodes in hidden layers in each training step. (b) It randomly makes some neurons in the hidden layers active with a different probability in each training phase. Such a randomization makes weight updating no longer depend on any fixed relationship among neurons.
(2) The impact of the fixed learning rate η on the model convergence. If η remains constant throughout the training process, the loss value will show back and forth shock phenomenon, which may lead to a non-convergence situation.
Theoretically, the learning rate should decrease as the number of training iteration increases, so that the loss value gradually reduces and consequently the model converges. Therefore, we leverage the learning rate decay strategy in the process of training MT predictor to speed up the convergence. Overall, the above two strategies are proved to be useful for optimizing our MT predictor. Specifically, they enhance both the stability and generalization of the proposed attribute predictor.
IV. EVALUATION
We first describe the settings (training/testing split, parameter initialization) over the real-world dataset in our experiments and the baseline methods, then introduce the metrics used to evaluate models and finally present in detail the experimental observations regarding the advantages of our proposed method.
A. THE DATASET
We conduct our experiments over a widely used large-scale OSN dataset, namely Pokec, 1 which contains 30,622,564 undirected edges representing friend relationships among 1,632,803 user nodes. Each user has various attributes such as gender, age, height and weight, etc. Since the majority of users only disclose their genders and ages, and both of them are single-value attributes, they are chosen as target attributes for inference and evaluation. Therefore, only 1021003 users whose gender and age are public are selected for experimentation. From the practical perspective, users whose ages range between 15 and 60 are selected to conduct experiments. Moreover, we divide the age attribute into five groups, i.e., five different attribute values. The detailed attribute information of our task is show in Table 1 .
B. TRAINING AND TESTING
To train a best model linking the input (user embedding vectors) to the output (user SAVs) for attribute inference, we perform some influential analysis on partial parameters, including: user embedding vector dimension, model network layer, and the proportion of model training data and test data. When analyzing the influence of different parameters, except for the changes of the corresponding parameter settings, the other parameters in the MT predictor are set as follows: the number of iteration H = 100, 000, the training batch size r = 1, 000, the learning rate η = [0.98, 0.08]. As the number of iteration increases, the learning rate decreases from 0.98 to 0.08. Firstly, we train a five-layer MT predictor to analyze stability and generalization of the model by using different training ratios/test ratios. The number of units (neurons) in each layer N L = {N 1 , N 2 , N 3 , N 4 , N 5 } = {1000, 800, 600, 250, 10}, the dimension of user embedding vector S = 100. We employ dropout to prevent our model from overfitting. The setting for each layer is dropout_vals = (1.0, 0.95, 0.95, 0.95, 1.0). In addition to selecting 10% of the data as the validation set, we divide the remaining 90% of the data into different training/ test ratios. With 10% as the increase unit, the training ratio is increased by 10% from 80%, and the corresponding test ratio is reduced from 80% to 10%. Secondly, we randomly choose 10% (about 100,000) of users as the testing set and 10% of user vectors and their corresponding SAVs as the validation set, the remaining 80% users are treated as training set. And the dimension of user embedding vector J = 100. Then the influence of the number of network layer on the inference results is evaluated by training several different hidden layer MT models. Finally, in order to analyze the impact of the dimension of the user embedding vector, we exploit Node2Vec to learn user vectors of six different dimensions. The hyper-parameters p and q are both set to 1, and the user vector of different dimensions is used as input to train a five-layer MT predictor with a training /testing ratio of 80%/10%.
In addition to analyzing the influence of some parameters on the prediction model, after deriving the best parameter settings, we need to train a best model for testing and compare the experimental results with other attribute inference methods to prove the superiority of our method.
C. BASELINES
Since DeepAttr is proposed for inferring multiple attributes simultaneously, we evaluate our model by comparing with several state-of-the-art methods. They all depend on the user vector representation which can be learned from the friend relationships in the OSN. We compare the performance of DeepAttr with single attribute inference methods and multiple-attribute inference methods. Note that VIAL [21] and the CNN-based approach [32] leverage both social relationship and social behavior to infer user attributes. However, DeepAttr only take social relationship as input. The problem addressed by DeepAttr is different from that of VIAL and the CNN-based approach. Therefore, it's not necessary to compare DeepAttr with them here.
For the single attribute inference, we compare DeepAttr with the following three classic methods. 1) LR: Logistic Regression (LR) [2] , [4] . The input of LR here is the node vectors from Node2Vec. Since LR can only perform binary classification, we have to train two separate models for age and gender attributes, respectively. 2) SVM: Support Vector Machine (SVM) [1] , [4] . The input of SVM is also the node vectors. Similar to LR, we also train two separate models for age and gender attributes, respectively. 3) AttriInfer-Soc: AttriInfer with only Social graph (AttriInfer-Soc) [22] . AttriInfer-Soc takes only social graph as input. Since it can only infer single attribute, we train two separate models for age and gender attributes, respectively.
Both LR and SVM can be directly called by the sklearn package. 2 The results of AttriInfer-Soc is reproduced by using the source code of AttriInfer.
For the multiple-attribute inference, we compare DeepAttr with the following two methods. 1) JNE: Joint Neural Embedding model [23] . It infers each attribute of a target user separately, and multiple attribute inference tasks can be performed in parallel.
The attribute inference of a target user is correct only when multiple attributes are inferred correctly at the same time. 2) SNE: Structured Neural Embedding [23] . It is a typical multi-attribute inference method. This model maps several user attributes into a combined attribute vector, and then learns a linear transformation matrix between the user vector and the combined attribute vector. For a target user in the testing set, this method computes a score for each possible combined attribute vector, and the combined attribute vector with the highest score is considered as the inferred attribute set.
D. EVALUATION METRICS
Our attribute inference is a multi-class classification task.
To evaluate the performance, we use the standard metrics: macro-Precision, macro-Recall and macro-F1 metrics. The macro-Precision is the inference accuracy from the user perspective while the macro-Recall is the inference accuracy from the perspective of combined attributes. In fact, the attribute inference task can be regarded as a D binary classification problem. We calculate the Precision (P) and the Recall (R) for each binary classification problem which is denoted by (P 1 , R 1 ), (P 2 , R 2 ), . . . , (P D , R D ), where D is the amount of all possible CAVs. The macro-Precision and macro-Recall are computed as follows: And the macro-F1 is the harmonic mean of macro-Precision and macro-Recall:
E. RESULTS Table 2 shows the experimental results for single-attribute and multiple-attributes inference accuracy with different training/testing ratios. In it, macro-P and macro-R are short for macro-Precision and macro-Recall, respectively. These experiments employ a five-layer MT model with the same parameter settings as mentioned in Section IV-B. It tells us that the model achieves the highest macro-Precision, macro-Recall, and macro-F1 with the training/testing ratio of 80%/10% for both single and all attribute inference. The experimental results also show that our proposed model is stable and generalizable as long as the size of training set is enough (e.g., greater than the testing set). To find the optimal DeepAttr model, we empirically train models with different model configurations, especially the number of hidden layers and the dimension of user embedding vector. Figure 3 , 4, and 5 respectively demonstrate the macro-Precision, macro-Recall, and macro-F1 of attribute inference under DeepAttr model with different hidden layers. These figures all show that after 3 layers the model becomes stable and 5 layers achieves the best performance. Figure 6 , 7, and 8 respectively demonstrate the macro-Precision, macro-Recall, and macro-F1 of attribute inference under DeepAttr model with different user vector dimensions as input. These figures indicate that the attribute inference performance is best when the dimension of user vector is 100. Meanwhile, when the dimension of user vector fluctuates within the range of tens to hundreds, the result is fluctuating but has little influence, indicating that the user vector learned by Node2Vec contains enough friend relationship information.
In addition to the aforementioned, in contrast to other attribute inference methods, DeepAttr also shows great superiority. Figure 9 , 10, and 11 separately demonstrate the macro-Precision, macro-Recall, and macro-F1 for different single-attribute inference methods. Since LR, SVM, and AttriInfer-Soc infer two user attributes separately, we only demonstrate the performance of single attribute. From the figures we can draw the following conclusions: the macro-Precisions of DeepAttr are much higher in both attributes than LR, SVM, and AttriInfer-Soc, but the macro-Recall of age is slightly worse than LR and SVM. In terms of the combination of the two metrics, DeepAttr has achieved a big improvement in macro-F1, which explains that DeepAttr takes full advantage of the intrinsic correlation between the two attributes. Figure 12 , 13, and 14 separately demonstrate the macro-Precision, macro-Recall and macro-F1 for different multiple attribute inference methods. Since SNE and DeepAttr infer two user attributes simultaneously, we also show the performance in terms of these three metrics for each single attribute. The figures show that (1) DeepAttr tremendously outperforms JNE and SNE in terms of overall macro-Precision, macro-Recall and macro-F1. Compared to JNE, DeepAttr makes full use of some latent relations between different attributes (e.g., there is a strong relationship between gender and age in the dataset). It outperforms SNE because Deep-Attr further maps the CAV into the SAV, which simplifies the multi-task inference problem into the multi-class inference problem. In addition, SNE utilizes the linear relationship between the user vector and the CAV, while DeepAttr learns the non-linear relation between the user vector and the SAV, which dramatically improves the performance. For the single-attribute inference, DeepAttr achieves significantly improvement in age over the baselines. In addition, we also find that the accuracy of JNE and SNE are greatly decreased as the number of attribute values increases.
V. CONCLUSION AND FUTURE WORK
In this work, we study the problem of multi-attribute inference in online social network (OSN) via social network embedding. We propose DeepAttr to infer multiple user attributes simultaneously by designing a multi-task (MT) predictor. Specifically, DeepAttr exploits Node2vec, a social network embedding method, to automatically learn user vector representation. Furthermore, DeepAttr encodes multiple user attributes into a structured attribute vector (SAV), thereby transforming the multi-attribute inference problem into a multi-class prediction problem, which fully considers the intrinsic relationship among attributes. Ultimately, Deep-Attr trains a MT predictor to learn the complex non-linear mapping from user embedding vectors to their corresponding SAVs for inferring attributes simultaneously. We compare DeepAttr with several state-of-the-art approaches by conducting several experiments on a large-scale social network with more than one million users. The experiment results demonstrate that our method substantially outperforms other methods in terms of accuracy for both single-attribute and multiple-attribute inferences. We also conduct numerous parametric analysis experiments to obtain the best parameter settings. For our future work, it is a valuable direction to add some user attribute and content information when learning user representation for further attribute inference.
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