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Preface
Convolution and, as a special case, autoconvolution of functions are important in many branches of mathe-
matics and have found lots of applications, such as in physics, statistics, image processing and others. While
it is a relatively easy task to determine the autoconvolution of a function (at least from the numerical point
of view), the inverse problem, which consists in reconstructing a function from its autoconvolution is an
ill-posed problem. Hence there is no possibility to solve such an inverse autoconvolution problem with a
simple algebraic operation. Instead the problem has to be regularized, which means that it is replaced by a
well-posed problem, which is close to the original problem in a certain sense.
The outline of this thesis is as follows: In the ﬁrst chapter we give an introduction to the type of inverse
problems we consider, including some basic deﬁnitions and some important examples of regularization
methods for these problems. At the end of the introduction we shortly present some general results about
the convergence theory of Tikhonov-regularization.
The second chapter is concerned with the autoconvolution of square integrable functions deﬁned on the
interval [0, 1]. This will lead us to the classical autoconvolution problems, where the term “classical” means
that no kernel function is involved in the autoconvolution operator. For the data situation we distinguish
two cases, namely data on [0, 1] and data on [0, 2]. We present some well-known properties of the classical
autoconvolution operators. Moreover, we investigate nonlinearity conditions, which are required to show
applicability of certain regularization approaches or which lead convergence rates for the Tikhonov regular-
ization. For the inverse autoconvolution problemwith data on the interval [0, 1]we show that a convergence
rate cannot be shown using the standard convergence rate theory. If the data are given on the interval [0, 2],
we can show a convergence rate for Tikhonov regularization if the exact solution satisﬁes a sparsity assump-
tion. After these theoretical investigations we present various approaches to solve inverse autoconvolution
problems. Here we focus on a discretized Lavrentiev regularization approach, for which even a convergence
rate can be shown. Finally, we present numerical examples for the regularization methods we presented.
In the third chapter we describe a physical measurement technique, the so-called SD-Spider, which leads
to an inverse problem of autoconvolution type. The SD-Spider method is an approach to measure ultrashort
laser pulses (laser pulses with time duration in the range of femtoseconds). Therefor we ﬁrst present some
very basic concepts of nonlinear optics and after that we describe the method in detail. Then we show how
this approach, starting from the wave equation, leads to a kernel-based equation of autoconvolution type.
The aim of chapter four is to investigate the equation and the corresponding problem, which we derived
in chapter three. As a generalization of the classical autoconvolutionwe deﬁne the kernel-based autoconvo-
lution operator and show that many properties of the classical autoconvolution operator can also be shown
in this new situation. Moreover, we will consider inverse problems with kernel-based autoconvolution op-
erator, which reﬂect the data situation of the physical problem. It turns out that these inverse problems may
be locally well-posed, if all possible data are taken into account and they are locally ill-posed if one special
part of the data is not available. Finally, we introduce reconstruction approaches for solving these inverse
problems numerically and test them on real and artiﬁcial data.
PREFACE
Chapter 1
Introduction
1.1 General theory for nonlinear inverse problems in Hilbert spaces
1.1.1 Problem setting
The setting for the inverse problems we will consider consists of an operator
퐹 ∶ 푋 ⊃ (퐹 ) → 푌 (1.1)
mapping between Hilbert spaces 푋 and 푌 and the corresponding equation
퐹 (푥) = 푦, (1.2)
which we want to solve for a given right hand side 푦 ∈ 푌 . In practice one usually has only noisy data 푦훿 ∈ 푌
at hand, where the norm diﬀerence to the exact data 푦† ∈ 푌 is controlled by an error bound 훿 > 0:
‖푦훿 − 푦†‖푌 ≤ 훿.
We say that (1.2) is a linear inverse problem, if the forward operator 퐹 is a linear operator, otherwise it is
a nonlinear inverse problem. In general, nonlinear inverse problems are much harder to handle than linear
ones, since there are only few general results, therefore regularization methods for nonlinear problems often
are very adapted. An important concept in inverse problems is ill-posedness. Roughly speaking, a problem
of type (1.2) is called ill-posed, if it cannot be solved directly in a reasonable way, for example by applying
the inverse of 퐹 (if it exists) to the data. A commonly used deﬁnition for ill-posedness is according to
Hadamard (cf. [15]), which says that a problem is well-posed if for all admissible data
• a solution exist (existence),
• the solution is unique (uniqueness),
• the solution depends continuously on the data (stability).
If at least one of these conditions is violated, the problem is called ill-posed. Of course this is just a heuristic
deﬁnition, but since existence and uniqueness do not hold for autoconvolution problems in general, we will
not go into details here, we rather are particularly interested in the stability condition. Therefor we introduce
the concept of local ill-posedness:
Definition 1. An operator equation of type (1.2) is called locally well-posed at 푥0 ∈ 푋, if there exists an
open neighbourhood푈 of 푥0, such that for every sequence (푥푛)푛∈ℕ ⊂ 푈 ∩(퐹 ) the convergence condition
퐹 (푥푛) → 퐹 (푥0) implies 푥푛 → 푥0. If an open neighbourhood with this property does not exist, the equation
is called locally ill-posed at 푥0.
While for a linear operator equation ill-posedness at one point implies ill-posedness on the whole domain
(and the same with ill-posedness), this is not the case for nonlinear operator equations, for which local ill-
posedness is indeed a local property in general.
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1.1.2 Regularization
It is characteristic for ill-posed problems of type (1.2), that they cannot be solved by applying the inverse
of the forward operator 퐹 to the data 푦훿 , which is clear if a solution does not exist (this corresponds to
푦 ∉ (퐹 )) or the solution is not unique (in this case 퐹 is not injective). But even if a unique solution exists,
it is not reasonable to apply the inverse of 퐹 to the data in the presence of noise, since arbitrary small errors
in the data can lead to high reconstruction errors. For this reason one has to regularize the problem, that
means to replace the original ill-posed problem by a well-posed one (the regularized problem), such that the
solutions of these problems are somehow close to each other. There are many possibilities to replace an ill-
posed problem by a regularized one, depending on which regularization method is applied. Regularization
methods usually contain one or more regularization parameters which have inﬂuence on the stability of the
problem and the connection between original and regularized problem. Such regularization parameters can
for example be positive weights of penalty terms in a minimizing functional or the number of iterations for
an iterative regularization method. To obtain a reasonable reconstruction it is necessary to choose these
parameters appropriately. For this purpose there is a variety of parameter choice strategies. Furthermore
many regularization methods allow to bring in a-priori information about the true solution in form of a
reference element 푥∗ ∈ 푋, for which one assumes that the true solution is somehow close to 푥∗. For a
regularization method to be appropriate, it should have certain properties which we want to discuss in the
following.
Properties of regularization methods
Existence of a regularized solution We say that a regularized solution exists for the data 푦, regulariza-
tion parameter 훼 (and possibly a reference element 푥∗), if the regularized problem has a solution for these
parameters. This is not to be confused with the existence of a solution of (1.2). For an iteration method
this could mean that the iteration terminates at some point. For a regularization method which consists in
minimizing a functional, existence of a solution is equivalent to existence of a minimizer of the functional.
Note that we do not demand that the regularized solution is unique.
Stability Since exact data are not available in practice, it is important that the reconstructions, obtained by
a regularization method, are not signiﬁcantly aﬀected by small perturbations of the data. To formalize this,
we consider a regularization method with regularization parameter 훼 > 0, perhaps depending on a reference
element 푥∗, for which solutions exist for all 푦 ∈ 푌 , as a function
푅훼 ∶ 푌 → 푋
which maps the data 푦 to a corresponding regularized solution (if the regularized solution is not unique,푅훼
shall map to one of them). This notation leads us to the following deﬁnition of stability
Definition 2. Let 훼 > 0, Ω ⊂ 푌 closed and 푅훼 a regularization method, s.t solutions of 푅훼 exist for the
parameters 훼 and 푦푛 for all 푛 ∈ ℕ. 푅훼 is stable in Ω, if for every sequence (푦푛)푛∈ℕ ⊂ Ω with 푦푛 → 푦 ∈ Ω
the sequence (푅훼(푦푛))푛∈ℕ has a convergent subsequence (푅훼(푦푛푘 ))푘∈ℕ and each convergent subsequence
converges to a regularized solution for the data 푦.
Convergence Since we are seeking for an approximate solution of (1.2), it is desirable that the recon-
structions are close to an exact solution 푥† of (1.2). Especially a sequence of regularized solutions should
somehow converge to an exact solution if the corresponding sequence of noise levels converges to zero. As
we do not assume that the Forward operator is injective, a solution of (1.2) need not be unique. For this
reason we use the concept of 푥̄-minimum norm solutions (cf. [15, Chapter 10.1]).
Definition 3. Let 푥∗ ∈ 푋. Then 푥† ∈ 푋 is called an 푥∗-minimum-norm solution of (1.2) if
퐹 (푥†) = 푦
and ‖푥† − 푥∗‖ = min{‖푥 − 푥∗‖ | 푥 ∈ 푋, 퐹 (푥) = 푦}
In some books the term convergence is not generally deﬁned for regularization methods for nonlinear
operator equations, instead convergenceTheorems are proven for diﬀerentmethods (cf. [15] and [37]). Since
this deﬁnition requires some reference element 푥∗, we assume that our regularization procedure also uses
such a reference element. To obtain convergence, it is necessary to choose the regularization parameter 훼
depending on the noise level 훿 and eventually on the data 푦훿. Now we give the following deﬁnition:
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Definition 4. Let 푥† ∈ (퐹 ), 푦† = 퐹 (푥†), 푥∗ ∈ 푋 a reference element and assume that the regularization
method 푅훼 is stable in 퐵푟(푦
†) for all 훼 ≤ 훼0 with 훼0, 푟 > 0. Let 푆 be defined as the set of all 푥∗ minimum-
norm solutions of
퐹 (푥) = 푦†. (1.3)
푅훼 together with the parameter choice rule 훼 = 훼(훿, 푦
훿) is convergent for 푥†, if
inf
훿>0
sup‖푦훿−푦†‖≤훿
{
dist
(
푅훼(푦
훿) − 푆
)}
= 0. (1.4)
For 푢 ∈ 푋 dist(푢, 푆) is the point-to-set distance defined as
dist(푢, 푆) ∶= inf
푥∈푆
‖푢 − 푥‖ (1.5)
For the case 푆 = {푥†} which means that 푥† is the only 푥∗-minimum-norm solution of (1.3), the condition
(1.4) is equivalent to
inf
훿>0
sup‖푦훿−푦‖≤훿
{‖‖‖푅훼(푦훿) − 푥†‖‖‖} = 0.
In the following we will present a number of regularization approaches which are frequently applied
within nonlinear ill-posed problems.
Tikhonov-type regularization
The idea of Tikhonov-type regularization is to deﬁne a functional 푇 푦훼 ∶ 푋 ⊃ (푇 푦훼 ) → [0,∞),
푇 푦훼 (푥) = 푆(퐹 (푥), 푦) + 훼Ω(푥), (1.6)
consisting of a ﬁtting functional푆 ∶ 푌 ×푌 → [0,∞] and a regularization functionalΩ ∶ 푋 → [0,∞). Both
terms are coupled by a regularization parameter 훼. The ﬁtting functional typically measures the discrepancy
between 퐹 (푥) and the given data 푦, whereas an appropriate regularization functional Ω is required to make
the minimization problem
푇 푦훼 (푥)→ min푥∈푋
(1.7)
well-posed. Consequently, ﬁnding the minimizers of (1.7) is the regularization approach. For an introduc-
tion to Tikhonov-regularization in a very general setting see [18]. In this book, suﬃcient conditions on 퐹 ,
푆 and Ω to show existence, stability and convergence of minimizers are presented.
The classical Tikhonov-functional for operators (1.1) mapping between Hilbert spaces is given by
푆(푦1, 푦2) = ‖푦1 − 푦2‖2푌 and Ω(푥) = ‖푥 − 푥∗‖2푋
for some reference element 푥∗ ∈ 푋 and thus
푇 푦훼 (푥) = ‖퐹 (푥) − 푦‖2푌 + 훼‖푥 − 푥∗‖2푋 (1.8)
An introduction to classical Tikhonov regularization for nonlinear inverse problems can be found in [15,
chapter 10]. Existence, Stability and Convergence of classical Tikhonov-regularization can be shown if the
forward operator 퐹 is continuous and weakly closed (see [15]). In the case that we have given noisy data 푦훿
we denote the minimizers of 푇 푦
훿
훼 by 푥
훿
훼 .
Remark 5. For linear operators퐴 = 퐹 the minimization problem (1.8) has a unique solution 푥훿훼 which can
be explicitly computed as
푥훿훼 = (퐴
∗퐴 + 훼 I)−1(퐴∗푦훿 + 푥∗)
For nonlinear operators the situation is completely different. The minimization problem need not have a
unique solution and there is no explicit formula for the minimizers. Instead iteration methods are used to
find an approximation of a minimizer. Since the functional (1.8) is not necessarily convex, the iteration
process may end up in local minimizers, thus the result may depend on the starting point.
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Lavrent’ev regularization
Lavrentiev regularization is a method, which is frequently used to regularize ill-posed operator equations
with monotone forward operator 퐹 . An operator (1.1) ismonotone if
⟨퐹 (푥1) − 퐹 (푥2), 푥1 − 푥2⟩ ≥ 0
for all 푥1, 푥2 ∈ (퐹 ). A prerequisite for applying this method is that the forward operator (1.1) maps
between equal spaces, that is푋 = 푌 (here푋 is assumed to be a Hilbert space). Then instead of the original
equation (1.2) one solves the regularized equation
훼푥 + 퐹 (푥) = 푦훿 + 훼푥∗ (1.9)
for some reference element 푥∗ ∈ 푋. If 퐹 is monotone and Fréchet diﬀerentiable, it can be shown that a
unique solution of (1.9) exists (see [47, Theorem 1.1]). Moreover, it is easy to show that solution depends
continuously on the data in the sense of Def. 2. Furthermore one can show convergence of the method
for appropriate parameter choices, if 퐹 is monotone and weak-to-norm closed (see [29, Chapter 2]). For
an introduction to Lavrentiev regularization for monotone operators in a more general context see also [1].
If the nonlinear forward operator is not (at least locally) monotone, to our knowledge there are no general
results concerning uniqueness, stability and convergence.
Iterative regularization methods for nonlinear problems
Since we will focus on Lavrentiev- and Tikhonov regularization for the deautoconvolution problem, we
only mention a few prominent iterative regularization methods with the corresponding assumptions on the
forward operator. All of the regularization schemes we present require Fréchet diﬀerentiability of 퐹 , which
means that for all 푥 ∈ (퐹 ) it exist a linear operator 퐴 ∶ 푋 → 푌 , such that
퐹 (푥 + ℎ) − 퐹 (푥) − 퐴ℎ = 표 (ℎ) , ℎ ∈ 푋.
퐴 is called the Fréchet derivative at 푥 and we use the standard notation 퐹 ′(푥) ∶= 퐴. In this class of
regularization methods the number of iterations, denoted by 푛, usually serves as regularization parameter.
For a survey on iterative regularization methods for nonlinear operator equations we refer to [37]. The
material presented in this subsection is taken from that book.
Landweber Iteration For linear operator equations Landweber iteration is a simple to implement, but
slowly converging iterative regularization method. Using the Fréchet derivative it can be generalized to
nonlinear problems by
푥푘+1 = 푥푘 + 퐹
′(푥푘)
∗
(
푦훿 − 퐹 (푥푘)
)
This recursion is obviously stable. A crucial assumption for applying this method is
‖퐹 ′(푥)‖ ≤ 1 (1.10)
for all 푥 ∈ 퐵2푟(푥
∗) with some 푟 > 0. If (1.10) doesn’t hold it is possible to scale the forward operator in
order to obtain this property. If (1.2) has a solution in the Ball 퐵푟(푥
∗), it is possible to show convergence of
the method to an 푥∗-minimum-norm solution in 퐵푟(푥
∗) if the following condition holds:
‖퐹 (푥) − 퐹 (푥̄) − 퐹 ′(푥∗)(푥 − 푥̄)‖ ≤ 휂‖퐹 (푥) − 퐹 (푥̄)‖
for all 푥, 푥̄ ∈ 퐵2푟(푥
∗) with some 휂 < 1
2
. For details see [37, Theorems 2.4 and 2.6].
Levenberg-Marquardt method This method has the iteration rule
푥푘+1 = 푥푘 +
(
퐹 ′(푥푘)
∗퐹 ′(푥푘) + 훼푘 I
)−1
퐹 ′(푥푘)
∗
(
푦훿 − 퐹 (푥푘)
)
where the sequence of regularization parameters 훼푘 has to be chosen appropriately. To show convergence
the nonlinearity condition
‖퐹 (푥) − 퐹 (푥̄) − 퐹 ′(푥∗)(푥 − 푥̄)‖ ≤ 휂‖푥 − 푥̄‖ ⋅ ‖퐹 (푥) − 퐹 (푥̄)‖ (1.11)
for all 푥, 푥̄ ∈ 퐵2푟(푥
∗) with 푟, 휂 > 0 and 푥∗ ∈ (퐹 ) is required. Here we refer to [37, Theorems 4.2 and 4.3].
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Iteratively regularized Gauss-Newton method This method is deﬁned by
푥푘+1 = 푥푘 +
(
퐹 ′(푥푘)
∗퐹 ′(푥푘) + 훼푘 I
)−1
퐹 ′(푥푘)
∗
(
푦훿 − 퐹 (푥푘) + 훼푘(푥
∗ − 푥푘)
)
where 푥∗ is an initial guess for a solution 푥†. Obviously this method is quite similar to the Levenberg-
Marquardt iteration. Among other assumptions a source condition
푥† − 푥∗ =
(
퐹 ′(푥†)∗퐹 ′(푥†)
)휇
휔
together with
퐹 ′(푥) = 푅(푥, 푥̄)퐹 ′(푥̄) +푄(푥, 푥̄)‖ I −푅(푥, 푥̄)‖ ≤ 푐푅‖푄(푥, 푥̄)‖ ≤ 푐푄‖퐹 ′(푥†)(푥 − 푥̄)‖ ∀푥, 푥̄ ∈ 퐵2푟(푥∗), 푐푅, 푐푄 > 0 (1.12)
if 휇 < 1
2
and ‖퐹 ′(푥) − 퐹 ′(푥̄)‖ ≤ 퐿‖푥 − 푥̄‖ 퐿 > 0
for 휇 ≥ 1
2
is required to show convergence (see [37, Theorem 4.12]).
1.1.3 Convergence rate theory ofTikhonov-regularization for nonlinear inverse prob-
lems
Most of the content, presented in this section, can be found in similar form in [9]. If one can show con-
vergence for a regularization approach of a speciﬁc inverse problem, one is also interested in the speed of
convergence, that is, in this case we want to ﬁnd an upper bound for the discrepancy between exact and
regularized solution in terms of the noise level 훿. In other words, we want to ﬁnd a function 휂, such that
‖푥훿훼 − 푥†‖ ≤ 휂(훿) ∀훿 ∶ 0 < 훿 ≤ 훿0
for some 훿0 > 0 and a parameter choice rule 훼 = 훼(훿) (a priori) or 훼 = 훼(훿, 푦
훿) (a posteriori). However,
also lower bounds are of interest. We are mainly interested in the asymptotic behavior of 휂 for 훿0 hence it is
very common to write ‖푥훿훼 − 푥†‖ ≤ (훿푝) as 훿 → 0
if 휂(푡) = 푐 ⋅ 푡푝 for some constants 푐, 푝 > 0, without further specifying the constant 푐.
In the convergence rate theory for nonlinear ill-posed problems there are only a few general results and
most of them have assumptions which are not easy to verify in general. Therefore it is often necessary to
develop problem-speciﬁc theory to show convergence rates for nonlinear inverse problems. Convergence
theory has also been developed for other regularization methods than Tikhonov-regularization (see for ex-
ample [29] for Lavrentiev regularization and [37] for iterative regularization methods), but, as we will see
later, not even convergence can be shown in the autoconvolution case for the other regularization methods
presented so far, hence we focus on Tikhonov-regularization here.
As we have seen before, Tikhonov regularization (1.8) guarantees convergence to 푥∗-minimum-norm
solutions also for nonlinear ill-posed problems. If the forward operator 퐹 is Fréchet-diﬀerentiable at 푥†
with Fréchet derivative 퐹 ′(푥†), a common way to obtain also convergence rates is by source conditions.
Their most simple form is an equation
푥† − 푥∗ =
1
2
퐹 ′(푥†)∗휔, (1.13)
the so-called benchmark source condition. Here 푥∗ is the reference element and 퐹 ′(푥†)∗ is the adjoint
operator to 퐹 ′(푥†). Moreover, this approach requires that there is a constant 퐾 > 0, such that the local
Lipschitz condition ‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ ≤ 퐾‖푥 − 푥†‖2 (1.14)
holds for all 푥 ∈ 퐵푟(푥
†) for some 푟 > 0 and the smallness condition
퐾‖휔‖ < 1 (1.15)
is satisﬁed. In this situation a convergence rate
‖푥훿훼 − 푥†‖ ≤ (√훿) as 훿 → 0 (1.16)
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can be shown (see e.g. [15]).
If there is more than one 푥∗-minimum-norm solution to (1.2), an immediate consequence of the result
(1.16) is that only one such solution 푥† ∈ (퐹 ) to (1.2) can satisfy the three conditions (1.14), (1.13) and
(1.15), simultaneously.
In the case that the benchmark source condition holds, but a smallness condition cannot be veriﬁed, an
alternative approach uses the tangential cone condition
‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ ≤ 푐‖퐹 (푥) − 퐹 (푥†)‖, (1.17)
where 푐 > 0 is a constant. A generalization of this inequality is the nonlinearity condition
‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ ≤ 휑 (‖퐹 (푥) − 퐹 (푥†)‖) (1.18)
with a concave index function 휑. Since the term index index function will also appear in the following, we
give a deﬁnition for it.
Definition 6. An index function 휑 is a continuous, strictly increasing function
휑 ∶ [0,∞)→ [0,∞)
with 휑(0) = 0.
The papers [26] and [5] have discussed consequences of nonlinearity conditions of the form (1.18) for
Banach space regularization, but they also apply to the Hilbert space situation of Tikhonov regularization
(1.8) under consideration here. In this situation, we obtain for a choice 훼 = 훼(훿, 푦훿) of the regularization
parameter by the sequential discrepancy principle (cf. [3, 30]) convergence rates
‖푥훿
훼(훿,푦훿)
− 푥†‖ = (√휑(훿)) as 훿 → 0 (1.19)
whenever (1.18) is satisﬁed for some concave index function휑 togetherwith the benchmark source condition
(1.13), and no smallness condition is required. If the benchmark source condition fails, but the derivative
퐹 ′(푥†) ∶ 푋 → 푌 is an injective and bounded linear operator, then under (1.18) the method of approximate
source conditions developed in [27] can be used together with variational inequalities combining solution
smoothness and nonlinearity structure in one tool (cf. [28], [44, Chapt. 3], [18, Chapt. 12] and [24]). This
yields convergence rates ‖푥훿
훼(훿,푦훿)
− 푥†‖2 =  (휓(훿)) as 훿 → 0, (1.20)
which are lower than the rates in (1.19). Taking into account [5, Theorem 5.2] and [30, Theorem 2] it can
be seen that the rate function 휓 in (1.20) is an index function of the form
휓(훿) = 푑
(
Ψ−1(휑(훿))
)
with Ψ(푅) ∶=
푑(푅)2
푅
,
essentially based on the decay rate of the concave decreasing and strictly positive distance function
푑(푅) ∶= min{‖푥† − 푥∗ − 1
2
퐹 ′(푥†)∗푤‖ ∶ 푤 ∈ 푌 , ‖푤‖ ≤ 푅}, 푅 > 0,
which indicates for 푥† the degree of violation with respect to (1.13). Here we have to assume that 푑(푅) → 0
as푅 → ∞, The rate (1.20) can be arbitrarily slow if 푥† misses the benchmark source condition signiﬁcantly,
which goes hand in hand with a very low decay of 푑(푅) → 0 as 푅→ ∞.
If the benchmark source condition (1.13) fails, but the Fréchet derivative 퐹 ′(푥) exists for all 푥 ∈
퐵푟(푥
†) ⊂ (퐹 ) and some 푟 > 0, by extending the ideas of [25, 43, 48] two further alternatives for ob-
taining convergence rates to (1.8) have been presented in the paper [36] with focus on low order Hölder
source conditions (see also [32, 48]):
푥† = 푥∗ + (퐹 ′(푥†)∗퐹 ′(푥†))휈 푤, 푤 ∈ 푋, 0 < 휈 <
1
2
,
and logarithmic source conditions (cf. [33])
푥† = 푥∗ + 푓 (퐹 ′(푥†)∗퐹 ′(푥†))휅 푤, 푤 ∈ 푋, 푓 (푡) ∶= (− log 푡)−휇, 휇 > 0.
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To show convergence rates under these source conditions, as ﬁrst option the nonlinearity condition
퐹 ′(푥) = 푅(푥, 푥†)퐹 ′(푥†), ‖푅(푥, 푥†) − 퐼‖푌→푌 ≤ 퐶푅 ‖푥 − 푥†‖휅 , 0 < 휅 ≤ 1, (1.21)
for some constant 0 < 퐶푅 < ∞ and all 푥 ∈ 퐵푟(푥
†) is recommended. Then the mean value theorem in
integral form yields (cf. [25, p.28])
‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ = ‖∫ 10 [퐹 ′(푥† + 푡(푥 − 푥†)) − 퐹 ′(푥†)](푥 − 푥†) d푡‖
= ‖∫ 10 [푅(푥† + 푡(푥 − 푥†), 푥†) − 퐼]퐹 ′(푥†)(푥 − 푥†) d푡‖
≤ 퐶푅
(
∫
1
0
푡휅 d푡
) ‖퐹 ′(푥†)(푥 − 푥†)‖ ‖푥 − 푥†‖휅
and hence ‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ ≤ 퐶푅
1 + 휅
‖퐹 ′(푥†)(푥 − 푥†)‖ ‖푥 − 푥†‖휅 (1.22)
Now the inequality (1.22) implies on the one hand that
‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ ≤ 퐶̃ ‖퐹 ′(푥†)(푥 − 푥†)‖ (1.23)
holds for some constant 0 < 퐶̃ < ∞ and all 푥 ∈ 퐵푟(푥
†). On the other hand, by using the triangle inequality,
from (1.22) we even derive the tangential cone condition (1.17) in the case of suﬃciently small 푟 > 0, which
is then also a consequence of (1.21).
As second option the nonlinearity condition
퐹 ′(푥) = 퐹 ′(푥†)푅(푥, 푥†), ‖푅(푥, 푥†) − 퐼‖푋→푋 ≤ 퐶푅 ‖푥 − 푥†‖휅 , 0 < 휅 ≤ 1, (1.24)
for some constant 0 < 퐶푅 < ∞ and all 푥 ∈ 퐵푟(푥
†) has been suggested, which is very diﬀerent from
the tangential cone condition but can be veriﬁed for inverse problems with boundary measurements (cf.,
e.g., [8]). For Hölder and logarithmic rates under (1.24) we refer to [36, Theorem 2.1] and should mention
in this context that for the proof of those convergence rates a condition of form (1.24) must be valid with a
uniform constant 퐶푅 for all 푥 and 푥
† lying in a small ball.
All results we presented up to this point relied on some kind of condition that controls the nonlinearity
of the forward operator. A modern approach to show convergence rates for Tikhonov regularization, which
avoids such nonlinearity conditions, are variational smoothness assumptions. An introduction to variational
smoothness assumptions in the more general Banach space situation can be found in [18]. Such a variational
smoothness assumption reads as
훽퐸푥† (푥) ≤ Ω(푥) − Ω(푥†) + 휑 (푆(퐹 (푥), 퐹 (푥†))) ∀푥 ∈ 푋 (1.25)
with a constant 훽, an error functional 퐸푥† and the functionals Ω and 푆 introduced in (1.6). In the Hilbert
space situation, we usually have
푆(푦1, 푦2) = ‖푦1 − 푦2‖2푌 푦1, 푦2 ∈ 푌
and
Ω(푥) = ‖푥‖2푋 푥 ∈ 푋.
Now we deﬁne
퐸푥†(푥) ∶= dist(푥, 푆),
where dist is the point-to-set distance deﬁned in (1.5) and 푆 denotes the set of minimum-norm solutions.
Then (1.25) becomes
훽 dist(푥, 푆) ≤ ‖푥‖2 − ‖푥†‖2 + 휑 (‖퐹 (푥) − 퐹 (푥†)‖2) ∀푥 ∈ 푋. (1.26)
From this inequality one obtains
훽 dist(푥훿훼 , 푆) ≤ 2
(
훿2
훼
+ (−휑)∗
(
−
1
2훼
))
.
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Here we denote by 푓 ∗ the conjugate function of 푓 ∶ [0,∞)→ ℝ, which is deﬁned as
푓 ∗(휉) ∶= sup
푡∈[0,∞)
(휉푡 − 푓 (푡)) .
If a variational smoothness assumption cannot be shown and the benchmark source condition (1.13) fails
or the source element 푣 ∈ 푌 in (1.13) violates the smallness condition (1.15) and if moreover neither a con-
dition (1.18) with any concave index function휑 nor the condition (1.24) are satisﬁed, but only a nonlinearity
condition (1.14) holds, then to our knowledge the literature provides no convergence rate result. Hence, this
situation of low solution smoothness in combination with a poor structure of nonlinearity describes an un-
explored area with respect to convergence rates for the Tikhonov regularization. In the next section we will
show that this situation may arise for the real-valued autoconvolution problem on the unit interval.
Chapter 2
Classical autoconvolution problems
For real- or complex-valued functions deﬁned on ℝ the most simple kind of autoconvolution operator one
can imagine is
퐹 ∶ 푋 → 푌 , [퐹 (푥)](푠) = ∫
ℝ
푥(푠 − 푡)푥(푡) d푡. (2.1)
To ensure that [퐹 (푥)](푠) is well-deﬁned, the elements of 푋 have to be at least square integrable functions.
Since we are only interested in functions with compact support, we will restrict ourselves to functions 푥
deﬁned on the interval [0, 1]. Such functions can be considered as functions on 푅 with support in [0, 1].
Then due to (2.1) the support of 퐹 (푥) is contained in [0, 2]. However, in the Literature also the case where
퐹 (푥) is treated as a function on [0, 1] can often be found and allows special regularization techniques, as
we will see later. Hence we will also be concerned with this situation. The mostly considered preimage
space is the Hilbert space 퐿2(0, 1), which contains the square integrable functions on [0, 1]. Then there
are two natural choices for the image space, namely 퐿2(0, 1) or 퐿2(0, 2). The following two subsections
are concerned with these cases. In the following we will often make use of the standard norms and inner
products on 퐿2(0, 1) and 퐿2(0, 2) respectively without distinguishing them by a diﬀerent notation. For
푥, 푥1, 푥2 ∈ 퐿2(0, 1) let
‖푥‖ ∶=√∫ 10 |푥(푡)|2 d푡, ⟨푥1, 푥2⟩ ∶= ∫
1
0
푥1(푡)푥2(푡) d푡
whereas for 푦, 푦1, 푦2 ∈ 퐿2(0, 2) we introduce
‖푦‖ ∶=√∫ 20 |푦(푠)|2 d푠, ⟨푦1, 푦2⟩ ∶= ∫
2
0
푦1(푠)푦2(푠) d푠.
2.1 Autoconvolution on the unit interval
We deﬁne the autoconvolution operator as
퐹 ∶ 퐿2(0, 1)→ 퐿2(0, 1), [퐹 (푥)](푠) = ∫
푠
0
푥(푠 − 푡)푥(푡) d푡, (2.2)
where 퐿2(0, 1) = 퐿
ℝ
2
(0, 1) contains only real-valued functions. We want to ﬁnd approximate solutions of
the equation
퐹 (푥) = 푦 (2.3)
for given noisy data 푦훿 with ‖푦 − 푦훿‖ ≤ 훿. We will also refer to the operator (2.2) as autoconvolution
in 퐿2(0, 1), since it maps this function space to itself. We denote the convolution of two not necessarily
identical functions 푥1, 푥2 ∈ 퐿2(0, 1) by 퐵(푥1, 푥2). That means we introduce the bilinear operator 퐵 by
퐵 ∶ 퐿2(0, 1) × 퐿2(0, 1)→ 퐿2(0, 1), [퐵(푥1, 푥2)](푠) = ∫
푠
0
푥1(푠 − 푡)푥2(푡) d푡 (2.4)
Note that 퐵 is symmetric, that is 퐵(푥1, 푥2) = 퐵(푥2, 푥1) for all 푥1, 푥2 ∈ 퐿2(0, 1).
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The properties of the forward operator퐹 have been studied extensively in [23] for the case of real-valued
functions. At ﬁrst we show that the operator 퐹 , deﬁned in (2.2) is well-deﬁned. Therefor let 푥 ∈ 퐿2(0, 1).
Then we obtain with the Hölder inequality
‖퐹 (푥)‖2 = ∫ 10
(
∫
푠
0
푥(푠 − 푡)푥(푡) d푡
)2
d푠 ≤ ∫
1
0
(
∫
푠
0
푥(푠 − 푡)2 d푡
)(
∫
푠
0
푥(푡)2 d푡
)
d푠
= ∫
1
0
(
∫
1
0
푥(푡)2 d푡
)2
d푠 = ‖푥‖4,
which implies that 퐹 (푥) ∈ 퐿2(0, 1). In [23, Lemma 1] it has been shown that even 퐹 (푥) ∈ 퐶(0, 1), or in
other words
(퐹 ) ⊂ 퐶(0, 1). (2.5)
The inequality ‖퐹 (푥2) − 퐹 (푥1)‖ ≤ ‖푥2 − 푥1‖ ⋅ ‖푥2 + 푥1‖ (2.6)
for 푥1, 푥2 ∈ 퐿2(0, 1) has also been shown in [23, Lemma 1]. Since it is frequently used in proofs, we derive
it here:
‖퐹 (푥2) − 퐹 (푥1)‖2 = ∫ 10
(
∫
푠
0
(
푥2(푠 − 푡)푥2(푡) − 푥1(푠 − 푡)푥1(푡)
)
d푡
)2
d푠
= ∫
1
0
(
∫
푠
0
(
푥2(푠 − 푡) − 푥1(푠 − 푡)
)(
푥2(푡) + 푥1(푡)
)
d푡
)2
d푠
≤ ∫
1
0
(
∫
푠
0
(
푥2(푠 − 푡) − 푥1(푠 − 푡)
)2
d푡
)(
∫
푠
0
(
푥2(푡) + 푥1(푡)
)2
d푡
)
d푠
≤ ‖푥2 − 푥1‖ ⋅ ‖푥2 + 푥1‖
The continuity of 퐹 has also been shown in [23] as a consequence of (2.6), but it also follows directly
from the (well-known) fact that 퐹 is Fréchet diﬀerentiable.
Proposition 7. The autoconvolution operator (2.16) is Fréchet differentiable everywhere and its Fréchet
derivative at 푥 ∈ 퐿2(0, 1) is given by
퐹 ′(푥) ∶ 퐿2(0, 1)→ 퐿1(0, 2), [퐹
′(푥)푣](푠) = 2∫
푠
0
푥(푠 − 푡)푣(푡) d푡
For its adjoint we have
퐹 ′(푥)∗ ∶ 퐿2(0, 2)→ 퐿2(0, 1), [퐹
′(푥)∗푤](푡) = 2∫
1
푡
푥(푠 − 푡)푤(푠) d푠
Proof. For 푥, ℎ ∈ 퐿2(0, 1) and 퐺 deﬁned as
퐺 ∶ 퐿2(0, 1)→ 퐿2(0, 1), [퐺푣](푠) = 2∫
푠
0
푥(푠 − 푡)푣(푡) d푡
we have
‖퐹 (푥 + ℎ)−퐹 (푥) −퐺ℎ‖
=
(
∫
1
0
(
∫
푠
0
(
(푥(푠 − 푡) + ℎ(푠 − 푡))(푥(푡) + ℎ(푡)) − 푥(푠 − 푡)푥(푡) − 2푥(푠 − 푡)ℎ(푡)
)
d푡
)2
d푠
) 1
2
=
(
∫
1
0
(
∫
푠
0
ℎ(푠 − 푡)ℎ(푡) d푡
)2
d푠
) 1
2
= ‖퐹 (ℎ)‖ ≤ ‖ℎ‖2,
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hence 퐺 is the Fréchet derivative of 퐹 at 푥. To compute the adjoint operator, let 푥, 푣 ∈ 퐿2(0, 1) and
푤 ∈ 퐿2(0, 2). Then
⟨퐹 ′(푥)푣,푤⟩ = 2∫ 10 ∫
푠
0
푥(푠 − 푡)푣(푡) d푡 푤(푠) d푠
= 2∫
1
0
푣(푡)∫
1
푡
푥(푠 − 푡)푤(푠) d푠 d푡
= ⟨푣, 퐹 ′(푥)∗푤⟩
In [23, Theorem 2] it was shown that the restriction of 퐹 to non-negative functions is weakly continuous.
We will show weak continuity for the whole operator 퐹 .
Proposition 8. The operator 퐹 is weakly continuous.
Proof. Let (푥푛)푛∈ℕ ⊂ 퐿2(0, 1) and 푥푛 ⇀ 푥 ∈ 퐿2(0, 1). We will show that 퐹 (푥푛) ⇀ 퐹 (푥). Therefor let
푦 ∈ 퐿2(0, 1). It is enough to show that ⟨퐹 (푥푛) − 퐹 (푥), 푦⟩→ 0 as 푛→ ∞. We have
⟨퐹 (푥푛) − 퐹 (푥), 푦⟩ = ∫ 10 ∫
푠
0
(푥푛(푠 − 푡)푥푛(푡) − 푥(푠 − 푡)푥(푡)) d푡 푦(푠) d푠
= ∫
1
0 ∫
푠
0
(푥푛(푠 − 푡) − 푥(푠 − 푡))(푥푛(푡) + 푥(푡)) d푡 푦(푠) d푠
= ∫
1
0
(푥푛(푡) + 푥(푡))∫
1
푡
(푥푛(푠 − 푡) − 푥(푠 − 푡))푦(푠) d푠 d푡
= ∫
1
0
(푥푛(푡) + 푥(푡))∫
1−푡
0
(푥푛(푠) − 푥(푠))푦(푠+ 푡) d푠 d푡
For 푛 ∈ ℕ we deﬁne 푔푛(푡) ∶= ∫ 1−푡0 (푥푛(푠) − 푥(푠))푦(푠+ 푡) d푠 and obtain⟨퐹 (푥푛) − 퐹 (푥), 푦⟩ = ⟨푥푛 + 푥, 푔푛⟩
Now we show that the set (푔푛)푛∈ℕ is equicontinuous, so let 휖 > 0 and 푡 ∈ [0, 1] be arbitrary. Since the
sequence (푥푛)푛∈ℕ is weakly convergent, its norm is bounded. That is, it exists 푅 ∈ ℝ, such that ‖푥푛‖ ≤ 푅
for all 푛 ∈ ℕ. Now let 푡̃ ∈ [0, 1] and for 푢 ∈ [0, 1] we deﬁne 푦(. + 푢) ∈ 퐿2(0, 1) by
(푦(. + 푢))(푠) =
{
푦(푠 + 푢) for 푠 + 푢 ≤ 1
0 else
With the Hölder inequality we get
|푔푛(푡) − 푔푛(푡̃)| ≤ ∫ 10 |||(푦(푠 + 푡) − 푦(푠 + 푡̃)) (푥푛(푠) − 푥(푠))||| d푠
≤ ‖푦(. + 푡) − 푦(. + 푡̃)‖ ⋅ ‖푥푛 − 푥‖
≤ ‖푦(. + 푡) − 푦(. + 푡̃)‖ ⋅ (‖푥푛‖ + ‖푥‖)
≤ ‖푦(. + 푡) − 푦(. + 푡̃)‖ ⋅ (푅 + ‖푥‖)
Since 푦 ∈ 퐿2(0, 1), we know that ‖푦(. + 푡) − 푦(. + 푡̃)‖ → 0 as 푡̃→ 푡. Hence it exists 훿 > 0 such that
‖푦(. + 푡) − 푦(. + 푡̃)‖ ≤ 휖
푅 + ‖푥‖
for |푡 − 푡̃| ≤ 훿. Together with the last inequality this yields
|푔푛(푡) − 푔푛(푡̃)| ≤ 휖
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for |푡 − 푡̃| ≤ 훿 and thus (푔푛)푛∈ℕ is equicontinuous. Next we observe that (푔푛)푛∈ℕ converges pointwise to
zero. For arbitrary 푡 ∈ [0, 1] we have
푔푛(푡) = ∫
1−푡
0
(푥푛(푠) − 푥(푠))푦(푠+ 푡) d푠 = ⟨푥푛 − 푥, 푦(. + 푡)⟩→ 0
as 푛 → ∞. Since (푔푛)푛∈ℕ is an equicontinuous sequence of functions on a compact interval, that converges
pointwise, (푔푛)푛∈ℕ even converges uniformly, that is
lim
푛→∞
‖푔푛‖∞ = 0
and Hölder’s inequality yields
lim
푛→∞
‖푔푛‖ ≤ lim푛→∞√‖푔푛‖∞ = 0
and ﬁnally we obtain||⟨퐹 (푥푛) − 퐹 (푥), 푦⟩|| = ||⟨푥푛 + 푥, 푔푛⟩|| ≤ ‖푥푛 + 푥‖ ⋅ ‖푔푛‖ ≤ (푅 + ‖푥‖)‖푔푛‖→ 0
as 푛→ ∞. Hence 퐹 is weakly continuous.
Corollary 9. The operator 퐹 is weakly sequentially closed.
Proof. This is a direct consequence of the weak continuity of the operator 퐹 since (퐹 ) is closed.
An advantage of the setting 푋 = 푌 = 퐿2(0, 1) is of course, that preimage space and image space are
equal. Unfortunately, for 푥 ∈ 퐿2(0, 1) the image 퐹 (푥) need not contain the whole information about the
autoconvolution performed on the corresponding functions, which are deﬁned on ℝ. This becomes clear if
one considers the example of a function 푥 ∈ 퐿2(0, 1) which is zero on [0,
1
2
]. It is easy to see that 퐹 (푥) = 0
on [0, 1] then and hence 푥 cannot be reconstructed on [ 1
2
, 1] at all. On the other hand, the continuity of
퐹 (푥) implies that a solution of (1.2) need not exist for arbitrary 푦 ∈ 퐿2(0, 1), thus (2.3) is ill-posed in the
sense of Hadamard. In [23, Chapter 3] the authors restricted the domain of 퐹 to nonnegative functions and
investigated the uniqueness of solutions. We cite the main result here:
Proposition 10 (Gorenﬂo, Hofmann 1994). Let
퐹̃ ∶ + → 퐿2(0, 1), [퐹̃ (푥)](푠) = ∫
푠
0
푥(푠 − 푡)푥(푡) d푡
be the restriction of 퐹 to the non-negative functions
+ ∶= {푥 ∈ 퐿2(0, 1) ∶ 푥(푡) ≥ 0 a.e. in [0, 1]}
and let 푦 ∈ (퐹̃ ). Then the operator equation
퐹̃ (푥) = 푦
has a unique solution if and only if 푦 ∈ 푅+
0
, where we define for 0 ≤ 휎 ≤ 1
푅+휎 ∶= {푦 ∈ 퐶(0, 1) ∶ 푦 ≥ 0, 휎 = max{푠 ∶ 푦 = 0 a.e. in [0, 푠]}}
If for 0 ≤ 휎 < 1, 푦 = 퐹̃ (푥) ∈ 푅+휎 with 푥 ∈ +, then 푥 possesses the form
푥(푡) =
⎧⎪⎨⎪⎩
0 a.e. in 푡 ∈ [0, 휎∕2]
uniquely determined from 푦 a.e. in 푡 ∈ [휎∕2, 1 − 휎∕2]
arbitrarily non-negative a.e. in 푡 ∈ [1 − 휎∕2, 1]
The proof uses a theorem, which was proven by Titchmarsh (see [49])
Lemma 11 (Titchmarsh 1925). If 휙 and 휓 are integrable functions, such that
∫
푠
0
휙(푠 − 푡)휓(푡) d푡 = 0
almost everywhere in the interval 0 < 푠 < 휅, then 휙(푡) = 0 a.e. in (0, 휆) and 휓(푡) = 0 a.e. in (0, 휇), where
휆 + 휇 ≥ 휅.
2.1. AUTOCONVOLUTION ON THE UNIT INTERVAL 13
Since every square integrable function on (0, 1) is also integrable on (0, 1) and can be considered as a
function on ℝ by setting it zero outside [0, 1], the theorem is applicable in our situation. The more general
case of autoconvolution with domain 퐿2(0, 1) can be treated almost analogously to Proposition 10.
Proposition 12. For 휎 ≥ 0 we define
푅휎 ∶= {푦 ∈ 퐶(0, 1) ∶ 휎 = max{푠 ∶ 푦(휉) = 0 ∀휉 ∈ [0, 푠]}}.
Let 푦 ∈ (퐹 ). Then it exists 휎 ∈ [0, 1] such that 푦 ∈ 푅휎 and the solutions of the operator equation possess
the form
푥(푡) =
⎧⎪⎨⎪⎩
0 a.e. in 푡 ∈ [0, 휎∕2]
determined from 푦 up to sign a.e. in 푡 ∈ [휎∕2, 1 − 휎∕2]
arbitrary a.e. in 푡 ∈ [1 − 휎∕2, 1]
Proof. The prove the existence of 휎 ∈ [0, 1] with 푦 ∈ 푅휎 we ﬁrst observe that 푦(0) = 0, since there exists
푥 ∈ 퐿2(0, 1) with 푦 = 퐹 (푥) and thus 푦(0) = [퐹 (푥)](0) = 0. Moreover⋃̇
휌∈[0,1]
푅휌 = {푦̃ ∈ 퐶(0, 1) ∶ 푦̃(0) = 0} =∶푀
by the deﬁnition of 푅휌 and with (2.5) we obtain that 푦 ∈ 푀 and hence 푦 ∈ 푅휎 for some 휎 ∈ [0, 1]. From
Titchmarsh’s Theorem we conclude now that a solution 푥 of (2.3) must satisfy 푥 = 0 a.e. on [0, 휎∕2].
Then it is clear that 푥|[1−휎∕2, 1] has no inﬂuence on 퐹 (푥). Now assume that 퐹 (푥1) = 퐹 (푥2) = 푦 with
푥1, 푥2 ∈ 퐿2(0, 1). This implies
0 = 퐹 (푥1) − 퐹 (푥2) = 퐵(푥1 − 푥2, 푥1 + 푥2)
Hence it exists 휖 ≥ 0, such that 푥1−푥2 = 0 on [0, 휖] and 푥1+푥2 = 0 on [0, 1− 휖] by Titchmarsh’s Theorem.
Now suppose that 휖 ∈ (휎∕2, 1 − 휎∕2). Then 푥1 − 푥2 = 푥1 + 푥2 = 0 on [0, 휏] with 휏 ∶= min{휖, 1 − 휖}, thus
휏 > 휎∕2. This is obviously equivalent to 푥1 = 푥2 = 0 on [0, 휏], but it implies that 푦 = 퐹 (푥1) = 0 on [0, 2휏].
This is a contradiction, since 푦 ∈ 푅휎 , but 휎 < 2휏 .
Consequently we have 휖 ≤ 휎∕2 or 휖 ≥ 1 − 휎∕2 which implies 푥1 = 푥2 on [0, 1 − 휎∕2] or 푥1 = −푥2 on
[0, 1 − 휎∕2]. Hence a solution 푥 of (2.3) is uniquely determined on [휎∕2, 1 − 휎∕2] up to the sign
In the light of the last propositionwe see that it is hopeless to try to reconstruct a function푥with 푥 = 0 on
some interval [0, 휎]with 휎 > 0 from a measurement of 퐹 (푥) arbitrarily well, since then we have 퐹 (푥) ∈ 푅휌
for some 휌 ≥ 2휎 and hence we have no information about 푥|[1−휌, 1] at all.
The following results concerning non-compactness and local ill-posedness of 퐹 can already be found
in [23].
Proposition 13. [23, Proposition 4]
The operator 퐹 is not compact.
Idea of a proof. Deﬁne the weakly convergent sequence (푥푛)푛∈ℕ by
푥푛(푡) = sin(푛푡)
and show that 퐹 (푥푛)⇀ 0 but ‖퐹 (푥푛)‖ = √612 ≠ 0.
Proposition 14 (cf. [23, Example 2]). The operator equation (2.3) is locally ill-posed everywhere.
Idea of a proof. For given 푥0 ∈ 퐿2(0, 1) and an open neighbourhood푈 of 푥0 we can ﬁnd 푟 > 0 s.t퐵푟(푥0) ⊂
푈 . Deﬁne the sequence (Δ푛)푛∈ℕ by
Δ푛(푡) ∶=
{
0 for 0 ≤ 푡 ≤ 1 − 1
푛√
푛 for 1 − 1
푛
< 푡 ≤ 1
and set 푧푛 ∶= 푥0 + 푟Δ푛. Obviously ‖푧푛 − 푥0‖ = 푟 for all 푛 ∈ ℕ, thus (푧푛)푛∈ℕ ∈ 푈 . Now show that
퐹 (푧푛) → 퐹 (푥0) as 푛→ ∞.
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2.1.1 Nonlinearity conditions
The topic of nonlinearity conditions for autoconvolution on퐿2(0, 1) has been treated intensively in [9, Chap-
ter 2]. Most of the results presented here can already be found in this paper.
Proposition 15. For the autoconvolution operator 퐹 mapping in퐿2(0, 1) (defined in (2.2)) and any element
푥† ∈ 퐿2(0, 1) there is no index function 휂 in combination with a radius 푟 > 0 such that
‖퐹 (푥) − 퐹 (푥†)‖ ≤ 퐶̂ 휂(‖퐹 ′(푥†)(푥 − 푥†)‖) (2.7)
for some constant 0 < 퐶̂ < ∞ and all 푥 ∈ 퐵푟(푥
†).
Proof. To construct a contradiction it is enough to ﬁnd a sequence {푥푛}
∞
푛=1
⊂ 퐵푟(푥
†) such that ‖퐹 ′(푥†)(푥푛−
푥†)‖ → 0 as 푛 → ∞, but lim푛→∞ ‖퐹 (푥푛) − 퐹 (푥†)‖ > 0. Along the lines of Example 4 from [23] we can
consider the sequence of functions 푥푛 = 푥
† + Δ푛 ∈ 퐵푟(푥
†) with Δ푛(푡) =
√
2푟 sin(2휋푛푡) and ‖Δ푛‖ = 푟 > 0.
Taking into account the weak convergence 푥푛 − 푥
†
⇀ 0 in 퐿2(0, 1) we have ‖퐹 ′(푥†)(푥푛 − 푥†)‖ → 0
and for any index function 휂 also 휂(‖퐹 ′(푥†)(푥푛 − 푥†)‖) → 0 as 푛 → ∞, because 퐹 ′(푥†) is a compact
operator. However, 퐹 is not compact and lim푛→∞ ‖퐹 (푥푛) − 퐹 (푥†)‖ = lim푛→∞ ‖퐵(2푥† + Δ푛,Δ푛)‖ =
lim푛→∞ ‖퐹 (Δ푛)‖ = √66 푟2 > 0. This proves the proposition. Note that we have used in this context the
limit lim푛→∞ ‖퐵(푥†,Δ푛)‖ = 0, which is again a consequence of the compactness of linear convolution
operators.
Now the following corollary of Proposition 15 is valid.
Corollary 16. For the autoconvolution operator (2.2) a condition (1.23) and consequently a nonlinearity
condition (1.21) cannot hold. Moreover, also the tangential cone condition (1.17) cannot hold with a small
constant 0 < 퐶 < 1.
Proof. From (1.23) we would obtain by using the triangle inequality
‖퐹 (푥) − 퐹 (푥†)‖ ≤ ‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ + ‖퐹 ′(푥†)(푥 − 푥†)‖
≤ (퐶̃ + 1) ‖퐹 ′(푥†)(푥 − 푥†)‖ and hence (2.7) which contradicts Proposition 15. By taking into account that
(1.23) is a consequence of the nonlinearity condition (1.21) we see that also (1.21) cannot hold. Moreover,
a tangential cone condition (1.17) would yield
‖퐹 (푥) − 퐹 (푥†)‖ ≤ ‖퐹 (푥) − 퐹 (푥†) − 퐹 ′(푥†)(푥 − 푥†)‖ + ‖퐹 ′(푥†)(푥 − 푥†)‖
≤ 퐶 ‖퐹 (푥) − 퐹 (푥†)‖ + ‖퐹 ′(푥†)(푥 − 푥†)‖, and in particular with 0 < 퐶 < 1
‖퐹 (푥) − 퐹 (푥†)‖ ≤ 1
1 − 퐶
‖퐹 ′(푥†)(푥 − 푥†)‖,
which is also incompatible with Proposition 15.
For the nonlinearity condition (1.11) we have
Proposition 17. For the autoconvolution operator (2.2) the nonlinearity condition (1.11) cannot hold for
any 푥∗ ∈ 퐿2(0, 1) and 푟, 휂 > 0.
Proof. Let 휂, 푟 > 0 and 푥∗ ∈ 퐿2(0, 1) be given and assume that (1.11) holdswith these parameters. Consider
the sequence (ℎ푛)푛∈ℕ ⊂ 퐿2(0, 1) deﬁned by ℎ푛(푡) =
√
2
푛
sin(2휋푛푡). Then obviously ‖ℎ푛‖ = 1푛 for all 푛 ∈ ℕ.
Hence it exists 푁 > 0, such that ℎ푛 ∈ 퐵2푟(0) for all 푛 ≥ 푁 and if we deﬁne the sequence (푥푛)푛∈ℕ by
푥푛 = 푥
∗ + ℎ푛, this yields 푥푛 ∈ 퐵2푟(푥
∗) for all 푛 ≥ 푁 An easy calculation shows that
[퐹 (ℎ푛)](푠) =
1
푛2
(
−푠 cos(2휋푛푠) +
1
2휋푛
sin(2휋푛푠)
)
. (2.8)
Setting 푥 ∶= 푥푛 and 푥̄ ∶= 푥
∗ in condition (1.11) yields
‖퐹 (ℎ푛)‖ ≤ ‖ℎ푛‖‖퐹 (푥∗ + ℎ푛) − 퐹 (푥∗)‖ = 1푛‖퐹 ′(푥∗)ℎ푛 + 퐹 (ℎ푛)‖ ≤ 1푛 (‖퐹 ′(푥∗)ℎ푛‖ + ‖퐹 (ℎ푛)‖)
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for all 푛 ≥ 푁 . After Multiplication with 푛2 we obtain
푛2‖퐹 (ℎ푛)‖ ≤ (‖푛퐹 ′(푥∗)ℎ푛)‖ + 푛‖퐹 (ℎ푛)‖) . (2.9)
Since 푛 ⋅ ℎ푛 ⇀ 0 we have
lim
푛→∞
푛퐹 ′(푥∗)ℎ푛 = 0
due to the compactness of 퐹 ′(푥∗). From (2.8) we see that
lim
푛→∞
푛2‖퐹 (ℎ푛)‖ = √66 and lim푛→∞ 푛‖퐹 (ℎ푛)‖ = 0. (2.10)
Taking the limes for 푛→ ∞ of (2.9) then yields √
6
6
≤ 0
which is a contradiction. Thus our assumption was false and consequently the assertion of Proposition 17
holds.
Proposition 18. A range invariance condition of type (1.12) cannot hold for the autoconvolution operator
(2.3).
Proof. The proof is indirect and it is based on deriving a nonlinearity condition similar to (1.23). Assume
that (1.12) holds for some 푐푅, 푐푄 > 0 and 푥
∗ ∈ 퐿2(0, 1). Then we have for 푥 ∈ 퐵2푟(푥
∗)
‖퐹 (푥 − 푥∗)‖
= ‖퐹 (푥) − 퐹 (푥∗) − 퐹 ′(푥∗)(푥 − 푥∗)‖
= ‖∫ 10 [퐹 ′(푥∗ + 푡(푥 − 푥∗)) − 퐹 ′(푥∗)](푥 − 푥∗) d푡‖
= ‖∫ 10 [[푅(푥∗ + 푡(푥 − 푥∗), 푥∗) − 퐼]퐹 ′(푥∗) +푄(푥∗ + 푡(푥 − 푥∗), 푥∗)] (푥 − 푥∗) d푡‖
≤ ∫
1
0
(‖푅(푥∗ + 푡(푥 − 푥∗), 푥∗) − 퐼‖‖퐹 ′(푥∗)(푥 − 푥∗)‖ + ‖푄(푥∗ + 푡(푥 − 푥∗), 푥∗)‖‖(푥 − 푥∗)‖) d푡
≤ ∫
1
0
(
푐푅‖퐹 ′(푥∗)(푥 − 푥∗)‖ + 푡‖퐹 ′(푥†)(푥 − 푥∗)‖ ⋅ 2푟) d푡‖
≤ 푐푅‖퐹 ′(푥∗)(푥 − 푥∗)‖ + 푐푄푟‖퐹 ′(푥†)(푥 − 푥∗)‖ (2.11)
For the sequence similar to the one in the last proposition, namely (푥푛)푛∈ℕ ⊂ 퐵2푟(푥
∗) deﬁned by 푥푛(푡) ∶=
푥∗(푡) +
√
2푟 sin(2휋푡) we have 푥푛 ⇀ 푥
∗ and consequently
lim
푛→∞
‖퐹 ′(푥∗)(푥 − 푥∗)‖ = lim
푛→∞
‖퐹 ′(푥†)(푥 − 푥∗)‖ = 0.
Moreover
lim
푛→∞
‖퐹 (푥푛 − 푥∗)‖ = √66
(cf. (2.10)), thus taking the limes for 푛 → ∞ in (2.11) yields a contradiction.
Proposition 19. For the autoconvolution operator (2.2) a nonlinearity condition (1.24) cannot hold.
Proof. For 푥† = 0 the assertion is obviously true since 퐹 ′(푥†) is the zero-operator in this case, but there are
non-zero operators 퐹 ′(푥) for elements 푥 in any ball 퐵푟(0). Hence we can restrict our proof to the case that
푥† ≠ 0. Now let us assume that condition (1.24) is satisﬁed. From (1.24) we have that, for all 푥 ∈ 퐵푟(푥†),
푅(푥, 푥†) ∶ 푋 → 푋 denotes bounded linear operators with a uniform norm bound and
‖푅(푥, 푥†)∗ − 퐼‖푋→푋 = ‖푅(푥, 푥†) − 퐼‖푋→푋 ≤ 퐶푅 푟휅
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for all those operators and their adjoints. Let us deﬁne, for all 푠 ∈ [0, 1], the functions
푥푠(푡) ∶=
{
푥(푠 − 푡) for 0 ≤ 푡 ≤ 푠
0 else
, 푥†푠(푡) ∶=
{
푥†(푠 − 푡) for 0 ≤ 푡 ≤ 푠
0 else
.
Then we have for arbitrary 푣 ∈ 퐿2(0, 1)
[퐹 ′(푥)푣](푠) = 2∫
푠
0
푥(푠 − 푡)푣(푡) d푡 = 2∫
1
0
푥푠(푡)푣(푡) d푡
and
[퐹 ′(푥†)푅(푥, 푥†)푣](푠) = 2∫
푠
0
푥†(푠 − 푡)[푅(푥, 푥†)푣](푡) d푡
= 2∫
1
0
푥†푠(푡)[푅(푥, 푥
†)푣](푡) d푡 = 2∫
1
0
푅(푥, 푥†)∗푥†푠(푡)푣(푡) d푡.
Hence,
∫
1
0
푥푠(푡)푣(푡) d푡 = ∫
1
0
푅(푥, 푥†)∗푥†푠(푡)푣(푡) d푡 for all 푣 ∈ 퐿2(0, 1),
which yields for all 0 ≤ 푠 ≤ 1 the equality
푅(푥, 푥†)∗ 푥†푠 = 푥푠 .
To construct a contradiction we consider 푥 ∶= 푥{푛} (푛 = 1, 2, ...) with 푥{푛}(푡) ∶= 푥†(푡) +
√
2푟 sin(휋푛푡).
From the last equality we get
푅(푥{푛}, 푥†)∗(푥†
1
− 푥†
1−
1
푛
) = 푅(푥{푛}, 푥†)∗푥†
1
− 푅(푥{푛}, 푥†)∗푥†
1−
1
푛
= 푥{푛}
1
− 푥{푛}
1−
1
푛
.
For the norms of 푥†
1
− 푥†
1−
1
푛
and 푥{푛}
1
− 푥{푛}
1−
1
푛
we obtain
‖푥†
1
− 푥†
1−
1
푛
‖2 = ∫ 1−
1
푛
0
(푥†(1 − 푡) − 푥†(1 − 1
푛
− 푡))2 d푡 + ∫
1
1−
1
푛
푥†(1 − 푡)2 d푡
= ∫
1−
1
푛
0
(푥†(푡 + 1
푛
) − 푥†(푡))2 d푡 + ∫
1
푛
0
푥†(푡)2 d푡
→ 0 as 푛→ ∞
and
‖푥{푛}
1
− 푥{푛}
1−
1
푛
‖2 = ∫ 1−
1
푛
0
(푥{푛}(1 − 푡) − 푥{푛}(1 − 1
푛
− 푡))2 d푡 + ∫
1
1−
1
푛
푥{푛}(1 − 푡)2 d푡
= ∫
1−
1
푛
0
(푥†(푡 + 1
푛
) +
√
2푟 sin(휋푛(푡 + 1
푛
)) − 푥†(푡) −
√
2푟 sin(휋푛푡))2 d푡
+ ∫
1
푛
0
(푥†(푡) +
√
2푟 sin(휋푛푡))2 d푡
≥ ∫
1−
1
푛
0
2
(√2
2
(푥†(푡 + 1
푛
) − 푥†(푡)) − 2푟 sin(휋푛푡)
)2
d푡.
Now the simple inequality 2(푎 + 푏)2 ≥ 푏2 − 2푎2 with
푎 ∶=
√
2
2
(푥†(푡 + 1
푛
) − 푥†(푡)) and 푏 ∶= −2푟 sin(휋푛푡) yields
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∫
1−
1
푛
0
2
(√2
2
(푥†(푡 + 1
푛
) − 푥†(푡)) − 2푟 sin(휋푛푡)
)2
d푡
≥ ∫
1−
1
푛
0
(
4
(
푟 sin(휋푛푡)
)2
−
(
푥†(푡 + 1
푛
) − 푥†(푡)
)2)
d푡
≥ ∫
1−
1
푛
0
4푟2 sin2(휋푛푡) d푡 − ∫
1−
1
푛
0
(
푥†(푡 + 1
푛
) − 푥†(푡)
)2
d푡
= 2푟2(1 −
1
푛
) − ∫
1−
1
푛
0
(
푥†(푡 + 1
푛
) − 푥†(푡)
)2
d푡
→ 2푟2 as 푛 → ∞.
By (1.24) we obtain
‖푥{푛}
1
− 푥{푛}
1−
1
푛
‖ ≤ ‖푥†
1
− 푥†
1−
1
푛
‖ ‖푅(푥{푛}, 푥†)∗‖푋→푋
≤ ‖푥†
1
− 푥†
1−
1
푛
‖ (‖푅(푥{푛}, 푥†) − 퐼‖푋→푋 + ‖퐼‖푋→푋) .
≤ ‖푥†
1
− 푥†
1−
1
푛
‖ (퐶푅푟휅 + 1).
Taking the limit 푛→ ∞ this turns to 2푟2 ≤ 0 , which is a contradiction. Thus the proof is complete.
The following proposition shows that a special kind of a variational source condition of type (1.26)
cannot be satisﬁed under a weak assumption on the exact solution 푥†.
Proposition 20. Let 푥† ∈ 퐿2(0, 1), such that 푦
† = 퐹 (푥†) ∈ 푅0 (푅휎 was defined in Prop. 12) and 푥
† be
continuous at 1 with 푥†(1) ≠ 0. Then a variational smoothness assumption (1.26) with 휑(푡) = 푐√푡, 푐 > 0
cannot hold for 푥†.
Proof. By Prop. 12 the functions 푥† and −푥† are the only solutions of the operator equation 퐹 (푥) = 푦†,
hence both are the only minimum norm solutions. Thus we have
푆 = {−푥†, 푥†}.
Without loss of generality we assume now that 푎 ∶= 푥†(1) > 0 (if not, consider −푥† instead of 푥†). Since
푥† is continuous at 1, it exists 휏 > 0, such that 푥†(푡) ∈ ( 1
2
푎, 3
2
푎) for 푡 ∈ (1 − 휏, 1]. We deﬁne sequences
(푣푛)푛∈ℕ and 푥푛 by
푣푛 ∶=
{
0 for 0 ≤ 푡 ≤ 1 − 1
푛
1
2
푎 for 1 − 1
푛
< 푡 ≤ 1
and
푥푛 ∶= 푥
† − 푣푛.
Obviously ‖푣푛‖ = 푎2√푛 and hence
lim
푛→∞
‖푥푛 − 푥†‖ = lim푛→∞ ‖푣̃푛‖ = 0
and
lim
푛→∞
‖푥푛 + 푥†‖ ≥ ‖2푥†‖ − lim푛→∞ ‖푥푛 − 푥†‖ = 2‖푥†‖.
Thus it exists 푁 ∈ ℕ, such that ‖푥푛 − 푥†‖ ≤ ‖푥푛 + 푥†‖ for all 푛 ≥ 푁 . The variational source condition
(1.26) for 푥푛 reads as
훽 dist(푥푛, 푆) ≤ ‖푥푛‖2 − ‖푥†‖2 + 푐‖퐹 (푥푛) − 퐹 (푥†)‖
For 푛 ≥ 푁 we have dist(푥푛, 푆) = ‖푥푛 − 푥†‖ = ‖푣푛‖. Hence this can be rewritten as
(1 − 훽)(‖푥†‖2 − ‖푥푛‖2) + 2훽⟨푥†, 푣푛⟩ ≤ 푐‖2퐵(푥†, 푣푛) + 퐹 (푣푛)‖. (2.12)
Since 퐹 (푣푛) = 0 for 푛 ≥ 2 and ‖푥푛‖ = ‖푥† − 푣푛‖ < ‖푥†‖ for 1 − 1푛 ≥ 1 − 휏 , we see that (2.12) implies
훽⟨푥†, 푣푛⟩ ≤ 푐‖퐵(푥†, 푣푛)‖
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for all 푛 ≥ max{푁, 2, 1
휏
}, which implies
훽
푐
≤ lim
푛→∞
‖2퐵(푥†, 푣푛)‖⟨푥†, 푣푛⟩ . (2.13)
Now we have
lim
푛→∞
‖퐵(푥†, 푣푛)‖⟨푥†, 푣푛⟩ = lim푛→∞ 푎 ∫
1
푛
0
∫ 푠
0
푥†(푡) d푡 d푠
푎 ∫ 1
1−
1
푛
푥†(푡) d푡
≤
1
푛
∫ 1푛
0
|푥†(푠)| d푠
∫ 1
1−
1
푛
푥†(푡) d푡
=
lim푛→∞ ∫
1
푛
0
|푥†(푠)| d푠
lim푛→∞ 푛 ∫ 11− 1
푛
푥†(푡) d푡
=
0
푎
= 0.
Consequently (2.13) and also (1.26) with Φ(푡) = 푐
√
(푡) cannot hold.
As we have seen, the state of the art seems to be that convergence rates for the Tikhonov regularization
(1.8) applied to equation (2.3) can currently be established if and only if
푥†(푡) = 푥∗(푡) + ∫
1
푡
푥†(푠 − 푡) 푣(푠)푑푠, 0 ≤ 푡 ≤ 1, 푣 ∈ 퐿2(0, 1), ‖푣‖ < 1, (2.14)
holds, which expresses here the benchmark source condition (1.13) together with the smallness condition
(1.15). Then we have for 훼(훿) ∼ 훿 the rate (1.16) from [15, Theorem 10.4]. Necessary conditions to
accomplish (2.14) concerning the interplay of 푥† and 푥∗ are formulated in the subsequent proposition.
Proposition 21. Apart from the trivial case 푥∗ = 푥†, the condition (2.14) can only hold if the reference
element 푥∗ ∈ 퐿2(0, 1) is chosen such that
‖푥† − 푥∗‖‖푥†‖ < 1 (2.15)
and 푥† − 푥∗ is a continuous function on [0, 1] with 푥∗(1) = 푥†(1). Hence, for the appropriate choice of 푥∗
the value 푥†(1)must be known. Furthermore, for the choice 푥∗ = 0 there is no 푥† ≠ 0 which satisfies (2.14).
Proof. For 푥∗ = 푥† , (2.14) is always satisﬁed with 푣 = 0. By using the norm-conserving linear transfor-
mation 푣 ↦ 푣̃ in 퐿2(0, 1) deﬁned as 푣̃(푡) ∶= 푣(1 − 푡), 0 ≤ 푡 ≤ 1, we can rewrite the equation in (2.14)
as
푥†(1 − 푡) − 푥∗(1 − 푡) = ∫
푡
0
푣̃(푡 − 푠) 푥†(푠)푑푠, 0 ≤ 푡 ≤ 1,
or short in convolution form as 푥† − 푥∗ = 퐵(푣̃, 푥†) . Therefore, the transformation 푥(푡)↦ 푥∗(푡) + ∫ 1푡 푥(푠−
푡)푣(푠)푑푠 in 퐿2(0, 1) is a contractive, aﬃne linear mapping and, for ﬁxed ‖푣‖ < 1, by Banach’s ﬁxed point
theorem there is a uniquely determined solution 푥† ∈ 퐿2(0, 1) satisfying the equation in (2.14). For 푥
∗ = 0
we have 푥† = 0 as solution to that equation for all such source elements 푣. Nowwe can estimate ‖푥†−푥∗‖ ≤‖푥†‖‖푣‖ < ‖푥†‖, for all nonzero solutions 푥†, which yields the necessary condition (2.15). Moreover,
푥†−푥∗ is a continuous function as the result of the convolution of the two functions 푣̃ and 푥† from퐿2(0, 1),
and thus we have 푥∗(1) = 푥†(1) as another necessary condition imposed on 푥† to satisfy (2.14).
Remark 22. If 푥† ≠ 0 solves the operator equation (2.3) then there is also a second diﬀerent solution
−푥†. Then for ⟨푥†, 푥∗⟩ = 0 the 푥∗-minimum-norm solution is not unique and hence the benchmark source
condition (2.14) cannot hold. Otherwise by (1.16) the regularized solutions 푥훿훼 would converge with 훼 =
훼(훿) ∼ 훿 simultaneously to both solutions 푥† and −푥†. This indicates a contradiction.
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2.2 Autoconvolution with full data
Here we deﬁne the autoconvolution operator as
퐹 ∶ 퐿2(0, 1)→ 퐿2(0, 2), [퐹 (푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
푥(푠 − 푡)푥(푡) d푡, (2.16)
but now we consider the elements of 퐿2(0, 1) and 퐿2(0, 2) as complex-valued functions. We refer to this
operator as autoconvolution operator with full data. Again we seek for approximate solutions of the operator
equation
퐹 (푥) = 푦훿 (2.17)
for noisy data 푦훿 ∈ 퐿2(0, 2). In analogy to (2.4) we now deﬁne the symmetric bilinear operator 퐵 as:
퐵 ∶ 퐿2(0, 1) × 퐿2(0, 1)→ 퐿2(0, 2), [퐵(푥1, 푥2)](푠) = ∫
min{푠,1}
max{0,푠−1}
푥1(푠 − 푡)푥2(푡) d푡. (2.18)
Obviously 퐹 (푥) = 퐵(푥, 푥) and a simple calculation shows that 퐵(푥1, 푥2) =
1
4
(퐹 (푥1 + 푥2) − 퐹 (푥1 − 푥2).
Now we give a lemma which will be used frequently afterwards.
Lemma 23. For 푥1, 푥2 ∈ 퐿2(0, 1) ‖퐵(푥1, 푥2)‖ ≤ ‖푥1‖ ⋅ ‖푥2‖
holds true.
Proof.
‖퐵(푥1, 푥2)‖2 = ∫ 20
|||||∫
min{푠,1}
max{0,푠−1}
푥1(푠 − 푡)푥2(푡) d푡
|||||
2
d푠
≤ ∫
2
0
(
∫
min{푠,1}
max{0,푠−1}
|푥1(푠 − 푡)|2 d푡 ⋅ ∫ min{푠,1}max{0,푠−1} |푥2(푡)|2 d푡
)
d푠
= ∫
1
0
(
∫
푠
0
|푥1(푡)|2 d푡 ⋅ ∫ 푠0 |푥2(푡)|2 d푡
)
d푠 + ∫
2
1
(
∫
1
푠−1
|푥1(푡)|2 d푡 ⋅ ∫ 1푠−1 |푥2(푡)|2 d푡
)
d푠
= ∫
1
0
(
∫
푠
0
|푥1(푡)|2 d푡 ⋅ ∫ 푠0 |푥2(푡)|2 d푡
)
d푠 + ∫
1
0
(
∫
1
푠
|푥1(푡)|2 d푡 ⋅ ∫ 1푠 |푥2(푡)|2 d푡
)
d푠
≤ ∫
1
0
(
∫
1
0
|푥1(푡)|2 d푡 ⋅ ∫ 10 |푥2(푡)|2 d푡
)
d푠
= ∫
1
0
|푥1(푡)|2 d푡 ⋅ ∫ 10 |푥2(푡)|2 d푡 = ‖푥1‖2 ⋅ ‖푥2‖2
As a direct consequence of this Lemma we obtain
Corollary 24. For 푥 ∈ 퐿2(0, 1) ‖퐹 (푥)‖ ≤ ‖푥‖2
holds true.
Most properties of the operator (2.16) will be proven later in the more general context of kernel-based
autoconvolution operators. However, we will need the Fréchet-diﬀerentiability of 퐹 later in this subsection,
hence we give the following lemma:
Lemma 25. The autoconvolution operator (2.16) is Fréchet-differentiable and its Fréchet derivative at 푥 ∈
퐿2(0, 1) is given by
퐹 ′(푥) ∶ 퐿2(0, 1)→ 퐿2(0, 2), 퐹
′(푥)푣 = 2퐵(푥, 푣).
For its adjoint we have
퐹 ′(푥)∗ ∶ 퐿2(0, 2)→ 퐿2(0, 1), [퐹
′(푥)∗푤](푡) = 2∫
1
0
푥(푠)푤(푠 + 푡) d푠.
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Proof. For 푥, ℎ ∈ 퐿2(0, 1) we have‖퐹 (푥 + ℎ) − 퐹 (푥) − 2퐵(푥, ℎ)‖ = ‖퐹 (ℎ)‖ ≤ ‖ℎ‖2
which proves Fréchet-diﬀerentiability. To derive the expression for the adjoint, we observe that for 푥, 푣 ∈
퐿2(0, 1) and 푤 ∈ 퐿2(0, 2)
⟨퐹 ′(푥)푣,푤⟩ = 2∫ 20 ∫
min{푠,1}
max{0,푠−1}
푥(푠 − 푡)푣(푡) d푡 푤(푠) d푠
= 2∫
1
0
푣(푡)∫
푡+1
푡
푥(푠 − 푡)푤(푠) d푠 d푡
= 2∫
1
0
푣(푡)∫
1
0
푥(푠)푤(푠+ 푡) d푠 d푡
= ⟨푣, 퐹 ′(푥)∗푤⟩.
For the uniqueness of the operator equation (2.17) we obtain the following result, which can be seen as
a corollary of Titchmarsh’s theorem, and already appears as Theorem 4.2 in [22].
Lemma 26. Let 푥1, 푥2 ∈ 퐿2(0, 1) such that 퐹 (푥1) = 퐹 (푥2). Then 푥1 = 푥2 or 푥1 = −푥2.
Proof. Since 퐿2(0, 1) ⊂ 퐿1(0, 1) we can consider 푥1 and 푥2 as integrable functions on [0, 1] and by setting
푥1(푡) = 푥2(푡) = 0 for 푡 ∉ [0, 1] we obtain integrable functions on [0,∞). Now assume that 퐹 (푥1) = 퐹 (푥2).
This can be rewritten as
0 = [퐹 (푥1) − 퐹 (푥2)](푠) = ∫
푠
0
[푥1 + 푥2](푠 − 푡)[푥1 − 푥2](푡) d푡 ∀푠 ≥ 0
Here we can use Titchmarsh’s theorem and obtain that 푥1 + 푥2 = 0 a.e. on [0, 1] or 푥1 − 푥2 = 0 a.e. on
[0, 1] , which is just a reformulation of the assertion.
Remark 27. With the last lemma we see that the operator equation (2.17) has either no solution (if 푦 ∉
(퐹 )), one solution (if 푦 = 퐹 (푥†) with 푥† = −푥† or equivalently 푥† = 0 and 푦 = 0) or two solutions (푥†
and −푥† if 푦 = 퐹 (푥†) and 푥† ≠ 0), which is different from the situation for autoconvolution in 퐿2(0, 1) (see
Proposition 10).
In [17, Proposition 2.3.] ill-posedness of (2.17) has been shown, but a sequence of unbounded functions
was used in the proof there. We will show that ill-posedness can also be proven by a sequence of functions,
which are uniformly bounded in the supremum norm. Therefor we need the following technical lemmata.
Lemma 28. Let ℎ ∶ (0,∞)→ (0,∞) be a monotonically decreasing function. Then for 푠 > 0
∫
푠
0
sin 푢 ⋅ ℎ(푢) d푢 ≥ 0 (2.19)
Proof. Let 푘 ∶= ⌊ 푠
2휋
⌋. We rewrite the left hand side of (2.19) as
∫
푠
0
sin 푢 ⋅ ℎ(푢) d푢 = ∫
2휋푘
0
sin 푢 ⋅ ℎ(푢) d푢 + ∫
푠
2휋푘
sin 푢 ⋅ ℎ(푢) d푢
=
푘−1∑
푗=0
∫
2휋
0
sin(2휋푗 + 푢)ℎ(2휋푗 + 푢) d푢 + ∫
푠−2휋푘
0
sin(푢 + 2휋푘)ℎ(푢 + 2휋푘) d푢
=
푘−1∑
푗=0
∫
휋
0
sin 푢(ℎ(2휋푗 + 푢) − ℎ((2푗 + 1)휋 + 푢)) d푢 + ∫
푠−2휋푘
0
sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢
The monotony of ℎ implies ℎ(2휋푗 + 푢) − ℎ((2푗 + 1)휋 + 푢) ≥ 0, thus the ﬁrst summand of the last term is
nonnegative. For the second summand we make a case distinction
case 1: 0 ≤ 푠 − 2휋푘 ≤ 휋
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Then sin 푢 is nonnegative for 0 ≤ 푢 ≤ 푠 − 2휋푘 und thus ∫ 푠−2휋푘0 sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢 ≥ 0.
case 2: 휋 < 푠 − 2휋푘 < 2휋
In this case we have
∫
푠−2휋푘
0
sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢
= ∫
푠−2휋푘−휋
0
sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢+ ∫
휋
푠−2휋푘−휋
sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢 + ∫
푠−2휋푘
휋
sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢
= ∫
푠−2휋푘−휋
0
sin 푢 ⋅ (ℎ(푢 + 2휋푘) − ℎ(푢 + 2휋푘 + 휋)) d푢 + ∫
휋
푠−2휋푘−휋
sin 푢 ⋅ ℎ(푢 + 2휋푘) d푢 ≥ 0.
By the deﬁnition of 푘 these two cases are all possible cases.
Lemma 29. For 푛 ∈ ℕ we define the function
푧푛 ∶ [0, 1]→ ℂ, 푡↦ exp (i 푛
2푡2).
Then for 0 ≤ 푎 ≤ 푏 |||||∫
푏
푎
푧푛(푠 − 푡)푧푛(푡) d푡
||||| ≤
√
5휋
푛
for all 푠 ∈ [0, 2] and consequently
lim
푛→∞
sup
푠∈[0,2]
|||||∫
푏
푎
푧푛(푠 − 푡)푧푛(푡) d푡
||||| = 0.
Proof. Let 푛 ∈ ℕ and 푠 ∈ [0, 2]. We calculate|||||∫
푏
푎
푧푛(푠 − 푡)푧푛(푡) d푡
||||| =
|||||∫
푏
푎
exp
(
푛2 i((푠 − 푡)2 + 푡2)
)
d푡
||||| =
|||||푒 12 푛2 i 푠2 ∫
푏
푎
exp
( 1
2
푛2 i(2푡 − 푠)2
)
d푡
||||| . (2.20)
By substituting 푢 ∶= 1√
2
(2푡− 푠), 푎′ =∶ 1√
2
(2푎 − 푠) and 푏′ =∶ 1√
2
(2푏 − 푠) we obtain
|||||푒 12 푛2 i 푠2 ∫
푏
푎
exp
( 1
2
푛2 i(2푡− 푠)2
)
d푡
||||| = 1√2
|||||∫
푏′
푎′
exp
(
푛2 i 푢2
)
d푢
||||| . (2.21)
Note that the last term does not depend on 푠. With 푐 ∶=
(
max{|푎′|, |푏′|})2 and 푣 ∶= 푛2푢2 we have
|||||∫
푏′
푎′
exp
(
푛2 i 푢2
)
d푢
||||| ≤
||||||∫
√
푐
−
√
푐
exp
(
푛2 i 푢2
)
d푢
|||||| = 2
||||||∫
√
푐
0
exp
(
푛2 i 푢2
)
d푢
|||||| ≤
||||||∫
푐푛2
0
1
푛
√
푣
exp
(
i 푣
)
d푣
|||||| .
(2.22)
By splitting the last expression into its real and imaginary part we obtain
||||||∫
푐푛2
0
1
푛
√
푣
exp
(
i 푣
)
d푣
|||||| =
√√√√√||||||Im
(
∫
푐푛2
0
1
푛
√
푣
exp
(
i 푣
)
d푣
)||||||
2
+
||||||Re
(
∫
푐푛2
0
1
푛
√
푣
exp
(
i 푣
)
d푣
)||||||
2
=
1
푛
√√√√√||||||∫
푐푛2
0
sin 푣√
푣
d푣
||||||
2
+
||||||∫
푐푛2
0
cos 푣√
푣
d푣
||||||
2
.
(2.23)
For 푠 ≥ 0 the function
ℎ ∶ 푣↦
1√
푣 + 푠
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is monotonically decreasing on (0,∞). This will be used in the following estimations:
∫
푐푛2
0
sin 푣√
푣
d푣 ≥ 0
∫
푐푛2
0
sin 푣√
푣
d푣 = ∫
휋
0
sin 푣√
푣
d푣 + ∫
푐푛2
휋
sin 푣√
푣
d푣
≤ ∫
휋
0
d푣√
푣
+ ∫
푐푛2−휋
0
sin(푣 + 휋)√
푣 + 휋
d푣
= 2
√
휋 − ∫
푐푛2−휋
0
sin 푣√
푣 + 휋
d푣 ≤ 2√휋
∫
푐푛2
0
cos 푣√
푣
d푣 = ∫
3
2
휋
0
cos 푣√
푣
d푣 + ∫
푐푛2
3
2
휋
cos 푣√
푣
d푣
≥ −∫
3
2
휋
0
d푣√
푣
+ ∫
푐푛2− 3
2
휋
0
cos(푣 + 3
2
휋)√
푣 + 3
2
휋
d푣
= −
√
6휋 + ∫
푐푛2− 3
2
휋
0
sin 푣√
푣 + 3
2
휋
d푣 ≥ √6휋
∫
푐푛2
0
cos 푣√
푣
d푣 = ∫
1
2
휋
0
cos 푣√
푣
d푣 + ∫
푐푛2
1
2
휋
cos 푣√
푣
d푣
≤ ∫
1
2
휋
0
d푣√
푣
+ ∫
푐푛2− 1
2
휋
0
cos(푣 + 1
2
휋)√
푣 + 1
2
휋
d푣
=
√
2휋 − ∫
푐푛2− 1
2
휋
0
sin 푣√
푣 + 1
2
휋
d푣 ≤ √2휋.
This implies
1
푛
√√√√√||||||∫
푐푛2
0
sin 푣√
푣
d푣
||||||
2
+
||||||∫
푐푛2
0
cos 푣√
푣
d푣
||||||
2
≤ 1
푛
√
4휋 + 6휋 =
1
푛
√
10휋. (2.24)
Combining (2.20), (2.21), (2.22), (2.23) and (2.24) we obtain the assertion.
Now we are able to formulate and prove the ill-posedness result. The following proposition can be found
in [9] without a detailed proof.
Proposition 30. The operator equation (2.17) is locally ill-posed for all 푥0 ∈ 퐿2(0, 1).
Proof. Let 푈 be an open neighbourhood of 푥0. Then there exists 푟 > 0 such that 퐵2푟(푥0) ⊂ 푈 . For 푛 ∈ ℕ
we deﬁne
푧푛(푡) ∶= 푟 exp(푛
2 i 푡2)
as in the preceding Lemma and 푥푛 ∶= 푥0 + 푧푛. Then 푥푛 ∈ 퐵2푟(푥0) ⊂ 푈 for all 푛 ∈ ℕ. Moreover‖푥푛 − 푥0‖ = ‖푧푛‖ = 1
for all 푛 ∈ ℕ. It remains to show that 퐹 (푥푛) → 퐹 (푥0) as 푛→ ∞. We have‖퐹 (푥푛) − 퐹 (푥0)‖ = ‖퐹 (푧푛) + 퐹 ′(푥0)푧푛‖ ≤ ‖퐹 (푧푛)‖ + ‖퐹 ′(푥0)푧푛‖.
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Now we can estimate ‖퐹 (푧푛)‖ by Lemma 29 as
‖퐹 (푧푛)‖ = (∫ 20
|||||∫
min{푠,1}
max{0,푠−1}
푧푛(푠 − 푡)푧푛(푡) d푡
|||||
2
d푠
) 1
2
≤ 2 sup
푠∈[0,2]
|||||∫
1
0
푧푛(푠 − 푡)푧푛(푡) d푡
|||||→ 0 as 푛→ ∞.
In order to show that ‖퐹 ′(푥0)푧푛‖ also converges to zero, we show that 푧푛 converges weakly to zero. Obvi-
ously the sequence (푧푛)푛∈ℕ is bounded. Therefore it is enough to show that
lim
푛→∞∫
푡
0
푧푛(푡) d푡 = 0 for all 푡 ∈ [0, 1].
This is equivalent to
lim
푛→∞∫
푡
0
exp(푛2 i 푡2) d푡 = 0 for all 푡 ∈ [0, 1].
which has been shown in Lemma 29. With the compactness of 퐹 ′(푥0)we obtain ‖퐹 ′(푥0)푧푛‖ → 0 as 푛→ ∞
and hence
lim
푛→∞
‖퐹 (푥푛) − 퐹 (푥0)‖ = 0.
2.2.1 Nonlinearity conditions
The situation of the nonlinearity conditions for the autoconvolution operator (2.16) is similar to the case
of autoconvolution in 퐿2(0, 1). For results which carry over almost directly, we will only mention how to
modify the proof. However, due to the additional information in the case of full data, we will be able to
derive a convergence result, which we could not obtain for autoconvolution in 퐿2(0, 1).
Proposition 31. For the autoconvolution operator 퐹 and any element 푥† ∈ 퐿2(0, 1) there is no index
function 휂 in combination with a radius 푟 > 0 such that
‖퐹 (푥) − 퐹 (푥†)‖ ≤ 퐶̂ 휂(‖퐹 ′(푥†)(푥 − 푥†)‖)
for some constant 0 < 퐶̂ < ∞ and all 푥 ∈ 퐵푟(푥
†).
Proof. Analogous to the proof of Proposition 15, except that
퐹 (Δ푛) =
{
−
1
2
푠 cos(2휋푛푠) + 1
4휋푛
sin(2휋푛푠) for 0 ≤ 푠 ≤ 1
−
1
2
(2 − 푠) cos(2휋푛푠) − 1
4휋푛
sin(2휋푛푠) for 1 < 푠 ≤ 2
and hence lim푛→∞ ‖퐹 (Δ푛)‖ = √63 푟2.
As before we obtain the following corollary of Proposition 15.
Corollary 32. For the autoconvolution operator (2.16) a condition (1.23) and consequently a nonlinearity
condition (1.21) cannot hold. Moreover, also the tangential cone condition (1.17) cannot hold with a small
constant 0 < 퐶 < 1.
Proof. Analogous to the proof of Corollary 16.
For the nonlinearity condition (1.11) we have
Proposition 33. For the autoconvolution operator (2.16) the nonlinearity condition (1.11) cannot hold for
any 푥∗ ∈ 퐿2(0, 1) and 푟, 휂 > 0.
Proof. The proof is analogous to the proof of Proposition 17, except that lim푛→∞ 푛
2‖퐹 (ℎ푛)‖ = √63 (see
also equation (2.2.1)).
Proposition 34. A range invariance condition of type (1.12) cannot hold for the autoconvolution operator
(2.3).
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Proof. The proof is analogous to the proof of Proposition 18 , but with
lim
푛→∞
‖퐹 (푥푛 − 푥∗)‖ = √63
Proposition 35. For the autoconvolution operator (2.2) a nonlinearity condition (1.24) cannot hold.
Proof. Here we follow the proof of Proposition 19, but we deﬁne
푥푠(푡) ∶=
{
푥(푠 − 푡) for 0 ≤ 푡 ≤ 푠
0 else
, 푥†푠(푡) ∶=
{
푥†(푠 − 푡) for 0 ≤ 푡 ≤ 푠
0 else
.
for 0 ≤ 푠 ≤ 1 as before, but
푥푠(푡) ∶=
{
푥(푠 − 푡) for 푠 − 1 ≤ 푡 ≤ 1
0 else
, 푥†푠(푡) ∶=
{
푥†(푠 − 푡) for 푠 − 1 ≤ 푡 ≤ 1
0 else
.
for 1 < 푠 ≤ 2. Then the considerations, that follow in the proof of Proposition 19, are valid for 푠 ∈ [0, 2].
The benchmark source condition for the full data case is slightly diﬀerent from (2.14), since the Fréchet
derivative of 퐹 has changed. Here benchmark source condition (1.13) and smallness condition (1.15) read
as
푥†(푡) = 푥∗(푡) + ∫
1
0
푤(푠 + 푡)푥†(푠)푑푠, 0 ≤ 1 ≤ 1, 푤 ∈ 퐿2(0, 2), ‖푤‖ < 1, (2.25)
This leads us to the following proposition.
Proposition 36. Apart from the trivial case 푥∗ = 푥†, the condition (2.25) can only hold if the reference
element 푥∗ ∈ 퐿2(0, 1) is chosen such that ‖푥† − 푥∗‖‖푥†‖ < 1 (2.26)
and 푥† − 푥∗ is a continuous function on [0, 1]. Consequently there is no 푥† ≠ 0 which satisfies (2.25), if
푥∗ = 0 .
Proof. For 푥∗ = 푥† , (2.25) is always satisﬁed with 푤 = 0. We can write (2.25) in ﬁxed point form as
푥† = 퐺(푥†)
with
[퐺(푥)](푡) = 푥∗(푡) + ∫
1
0
푤(푠 + 푡)푥(푠) d푠,
where ‖푤‖ < 1. 퐺 is an aﬃne linear mapping and it is contractive since
‖퐺(푥1) − 퐺(푥2)‖2 = ∫ 10
(
∫
1
0
푤(푠 + 푡)(푥1(푠) − 푥2(푠)) d푠
)2
d푡
≤ ∫
1
0
(
∫
1
0
‖푤(푠 + 푡)‖2 d푠)(‖푥1(푠) − 푥2(푠)‖2 d푠) d푡
≤ ∫
1
0
‖푤‖2‖푥1 − 푥2‖2 d푡
< ‖푥1 − 푥2‖2.
By Banach’s ﬁxed point theorem there is a uniquely determined solution 푥† ∈ 퐿2(0, 1) satisfying the
equation in (2.25). For 푥∗ = 0 we have 푥† = 0 as solution to that equation for all such source elements
푤. Now we can estimate ‖푥† − 푥∗‖ ≤ ‖푥†‖‖푤‖ < ‖푥†‖, for all nonzero solutions 푥†, which yields the
necessary condition (2.26). Moreover, 푥† − 푥∗ is a continuous function as it is the correlation of the two
functions푤 ∈ 퐿2(0, 1) and 푥
† ∈ 퐿2(0, 1).
Remark 37. Note that there is no condition on a boundary value of the reference element 푥∗, as in Propo-
sition 21. However the difference 푥† − 푥∗ still needs to be continuous, which may be harmless if 푥† is
continuous itself, but this condition seems hardly realistic if 푥† is not continuous, since it would require a
priori knowledge about the discontinuities of 푥†.
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2.2.2 A convergence result under a sparsity assumption
Aswe have just seen, nonlinearity conditions of tangential cone type and similar conditions cannot be shown
for the autoconvolution operator. Hence the only chance we have seen so far to show a convergence rate was
by a source condition of type (1.13). But in contrast to the autoconvolution in 퐿2(0, 1), we can derive a
variational source condition (1.26) for (2.16) under an assumption on the Fourier coeﬃcients of the true
solution 푥†. The contents presented in the following can be found in the article [11].
As a tool for proving such a variational source condition we also need another type of convolution oper-
ator. By ∗∶ 퐿2(0, 1) × 퐿2(0, 1)→ 퐿2(0, 1) we denote the symmetric bilinear operator deﬁned by
[푥 ∗ 푥̃](푠) ∶=
푠
∫
0
푥(푠 − 푡) 푥̃(푡) d푡 +
1
∫
푠
푥(푠 + 1 − 푡) 푥̃(푡) d푡, 푠 ∈ (0, 1). (2.27)
Interpreting the functions in 퐿2(0, 1) as 1-periodic functions on ℝ, the operator ∗ attains the form
[푥 ∗ 푥̃](푠) ∶=
1
∫
0
푥(푠 − 푡) 푥̃(푡) d푡, 푠 ∈ (0, 1),
which is the usual convolution of periodic functions. The following lemma shows that 퐹 and ∗ are closely
related.
Lemma 38. Let 퐴 ∶ 퐿2(0, 2)→ 퐿2(0, 1) be the linear operator defined by
[퐴푧](푠) ∶= 푧(푠) + 푧(푠 + 1), 푠 ∈ (0, 1).
Then 퐴 is bounded with ‖퐴‖ ≤ √2 and we have
퐴퐹 (푥) = 푥 ∗ 푥
for all 푥 ∈ 퐿2(0, 1).
Proof. The boundedness follows from
‖퐴푧‖2 = 1∫
0
|푧(푡) + 푧(푡 + 1)|2 d푡 ≤ 1∫
0
(
2 |푧(푡)|2 + 2 |푧(푡+ 1)|2) d푡 = 2 ‖푧‖2
and the equality of 퐴◦퐹 and ∗ immediately follows from (2.16) and (2.27).
This lemma and the well-known convolution theorem will be the main ingredients for our convergence
rate proof. For the sake of completeness we recall the convolution theorem for periodic functions explicitly:
Denote by (푒(푘))푘∈ℤ the canonical Fourier basis of 퐿2(0, 1), that is,
푒(푘)(푡) = exp(2 휋 푘 푡 i), 푡 ∈ (0, 1), (2.28)
and by 푥푘 ∶= ⟨푥, 푒(푘)⟩ and 푥̃푘 ∶= ⟨푥̃, 푒(푘)⟩ the Fourier coeﬃcients of 푥 and 푥̃, respectively. Then
푥 ∗ 푥̃ =
∑
푘∈ℤ
푥푘 푥̃푘 푒
(푘). (2.29)
Before we verify a convergence rate result for the operator 퐹 ∶ 퐿2(0, 1) → 퐿2(0, 2) deﬁned by (2.16),
we study the simpler situation of deconvolving periodic functions. That is, we derive a variational source
condition for the operator퐴◦퐹 with퐴 from Lemma 38, which then yields a convergence rate. Based on the
variational source condition for 퐴◦퐹 we will derive a variational source condition for 퐹 later.
We only consider the case 푥∗ = 0 in the Tikhonov functional (1.8) and want to obtain a variational
source condition of the form
퐸(푥, 푥†) ≤ ‖푥‖2 − ‖푥†‖2 + 푐 ‖퐴퐹 (푥) − 퐴퐹 (푥†)‖ for all 푥 ∈ 푋 (2.30)
for some 푐 > 0. Due to the non-injectivity of 퐹 as a consequence of 퐹 (푥†) = 퐹 (−푥†) the norm square‖푥−푥†‖2 is not suitable as error measure퐸(푥, 푥†), because with 푥 = −푥† the inequality (2.30) would imply‖2 푥†‖2 ≤ 0. However, a reasonable choice is
퐸(푥, 푥†) ∶= (dist(푥, 푆))2 (2.31)
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with the distance
dist(푥, 푆) ∶= inf
푥̃†∈푆
‖푥 − 푥̃†‖
between 푥 and 푆, where
푆 ∶= {푥̃† ∈ 푋 ∶ 퐴퐹 (푥̃†) = 퐴퐹 (푥†)}.
Owing to the convolution theorem (2.29) we immediately see that
푆 = {푥̃† ∈ 푋 ∶ 푥̃†
푘
= 푥†푘 or 푥̃
†
푘
= −푥†푘 for all 푘 ∈ ℤ}, (2.32)
where the 푥̃†
푘
and the 푥†푘 are the Fourier coeﬃcients of 푥̃
† and 푥†, respectively. From this observation we
can derive a more handy expression for dist(푥, 푆). At ﬁrst, we note that
(dist(푥, 푆))2 =
∑
푘∈ℤ
min
{|푥푘 − 푥†푘|2, |푥푘 + 푥†푘|2},
again with 푥푘 and 푥
†
푘 denoting the Fourier coeﬃcients of 푥 and 푥
†, respectively. Deﬁning a sequence
(휉푘(푥))푘∈ℤ by
휉푘(푥) ∶=
{
1, if Re(푥푘 푥
†
푘) ≥ 0,
−1, else
(2.33)
a simple calculation shows that then
min
{|푥푘 − 푥†푘|2, |푥푘 + 푥†푘|2} = |푥푘 − 휉푘(푥) 푥†푘|2.
Thus,
(dist(푥, 푆))2 =
∑
푘∈ℤ
|푥푘 − 휉푘(푥) 푥†푘|2. (2.34)
Now we are ready to prove a variational source condition (2.30) for 퐴◦퐹 for the error measure (2.31).
Proposition39. Let 푥† have a sparse Fourier representation, that is, only푁 Fourier coefficientswith respect
to the basis (2.28) do not vanish. Then the variational source condition (2.30) with error measure (2.31)
and constant 푐 = 2
√
푁 is satisfied.
Proof. Let 푥 ∈ 퐿2(0, 1) and denote by (푥푘)푘∈ℤ and (푥
†
푘)푘∈ℤ the Fourier coeﬃcients of 푥 and 푥
†, respec-
tively. Deﬁne 푥̃† ∈ 푆 by
푥̃†
푘
∶= 휉푘(푥)푥
†
푘, 푘 ∈ ℤ,
with 휉푘(푥) as in (2.33). The convolution theorem (2.29) then yields‖퐴퐹 (푥) − 퐴퐹 (푥†)‖2 = ‖퐴퐹 (푥) − 퐴퐹 (푥̃†)‖2 = ‖(푥 − 푥̃†) ∗ (푥 + 푥̃†)‖2
=
∑
푘∈ℤ
|푥푘 − 휉푘(푥) 푥†푘|2 |푥푘 + 휉푘(푥) 푥†푘|2.
A simple calculation shows that |푥푘 + 휉푘(푥) 푥†푘| ≥ |푥†푘|
for all 푘 ∈ ℤ. Denoting by
퐼 ∶= {푘 ∈ ℤ ∶ 푥†푘 ≠ 0}
the support of 푥† with cardinality푁 we thus obtain
‖퐴퐹 (푥) − 퐴퐹 (푥†)‖2 ≥∑
푘∈퐼
|푥푘 − 휉푘(푥) 푥†푘|2 |푥†푘|2 =∑
푘∈퐼
|||(푥푘 − 휉푘(푥) 푥†푘)푥†푘|||2
and by applying the Cauchy Schwarz inequality and the triangle inequality the estimate
‖퐴퐹 (푥) − 퐴퐹 (푥†)‖2 ≥ 1
푁
(∑
푘∈퐼
|||(푥푘 − 휉푘(푥) 푥†푘)푥†푘|||
)2
≥ 1
푁
|||||
∑
푘∈퐼
(
푥푘 − 휉푘(푥) 푥
†
푘
)
휉푘(푥)푥
†
푘
|||||
2
=
1
푁
|⟨푥̃†, 푥 − 푥̃†⟩|2.
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On the other hand, we have
(dist(푥, 푆))2 − ‖푥‖2 + ‖푥†‖2 = ‖푥 − 푥̃†‖2 − ‖푥‖2 + ‖푥̃†‖2
= −2 Re ⟨푥̃†, 푥 − 푥̃†⟩
≤ 2 |⟨푥̃†, 푥 − 푥̃†⟩|,
completing the proof.
Nowwe come back to our original autoconvolution operator퐹 from (2.16) and use the variational source
condition derived in Proposition 39 to obtain a variational source condition
퐸(푥, 푥†) ≤ ‖푥‖2 − ‖푥†‖2 + 푐 ‖퐹 (푥) − 퐹 (푥†)‖ for all 푥 ∈ (2.35)
for 퐹 , where will be an appropriate subset of 퐿2(0, 1).
First we have to decide which error measure is to be used. As we have seen in Lemma the operator
equation (2.17) has exactly two solutions: 푥† and −푥†. Thus, a reasonable error measure seems to be
퐸(푥, 푥†) ∶= (dist(푥, {푥†,−푥†}))2 = min{‖푥 − 푥†‖2, ‖푥 + 푥†‖2}. (2.36)
Proposition40. Let 푥† have a sparse Fourier representation, that is, only푁 Fourier coefficientswith respect
to the basis (2.28) do not vanish. Then there are balls 퐵푟(푥
†) and 퐵푟(−푥
†) with radius
푟 ∶= min
푘∈ℤ∶푥†푘≠0
|푥†푘|
around 푥† and −푥†, respectively, such that the variational source condition (2.35) for the error measure
(2.36) holds with
 = 퐵푟(푥†) ∪ 퐵푟(−푥†) and 푐 = 2
√
2푁.
Proof. By Proposition 39 we have
dist(푥, 푆)2 ≤ ‖푥‖2 − ‖푥†‖2 + 2√푁 ‖퐴퐹 (푥) − 퐴퐹 (푥†)‖
for all 푥 ∈ 퐿2(0, 1). The set 푆 has been described in (2.32). Now Lemma 38 immediately shows
‖퐴퐹 (푥) − 퐴퐹 (푥†)‖ ≤ √2 ‖퐹 (푥) − 퐹 (푥†)‖.
To complete the proof it remains to verify the inequality
dist(푥, {푥†,−푥†}) ≤ dist(푥, 푆) (2.37)
for 푥 ∈.
The desired inequality (2.37) is obviously satisﬁed in the case Re(푥푘 푥
†
푘) ≥ 0 for all 푘 ∈ ℤ and also if
Re(푥푘 푥
†
푘) ≤ 0 for all 푘 ∈ ℤ (cf. (2.34)), where the 푥푘 and the 푥†푘 again denote the Fourier coeﬃcients of 푥
and 푥†, respectively. Re(푥푘 푥
†
푘) ≥ 0 is a consequence of ‖푥 − 푥†‖ ≤ 푟, because this last inequality implies|푥푘 − 푥†푘| ≤ |푥†푘| for all 푘 with 푥†푘 ≠ 0. Thus, |푥푘|2 − 2 Re(푥푘 푥†푘) ≤ 0, which yields Re(푥푘 푥†푘) ≥ 0.
Analogously one obtainsRe(푥푘 푥
†
푘) ≤ 0 if ‖푥+푥†‖ ≤ 푟. Consequently (2.37) holds on the two balls퐵푟(푥†)
and 퐵푟(−푥
†).
The following convergence rate result as a consequence of Proposition 40 is valid for an appropriate
a priori parameter choice of the regularization parameter 훼 as well as for the a posteriori choice called
sequential discrepancy principle in [3], for which we also refer to the paper [30, §4.2.1].
Corollary 41. Under the assumptions of Proposition 40 the Tikhonovminimizers 푥훿훼 satisfy the convergence
rate
dist(푥훿훼 , {푥
†,−푥†}) = (√훿) as 훿 → 0,
if the regularization parameter 훼 is chosen a priori as 훼 = 훼(훿) ∼ 훿 or a posteriori as 훼 = 훼(훿, 푦훿) according
to the sequential discrepancy principle.
Proof. As a result of [16, Theorem 2.3] the Tikhonov minimizers accumulate at 푥† and−푥† if 훿 → 0. Thus,
if 훿 is small enough, all Tikhonov minimizers lie in the set  on which the variational source condition
holds (see Proposition 40). The derivation of convergence rates from a variational source condition with
general non-negative error measures 퐸 can be found in [18, Chapter 4] and for the sequential discrepancy
principle in [30, Theorem 2] and [3, Proposition 9].
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For a discussion of further details to Proposition 40 we recall that the corresponding constant in the
variational inequality (2.35) is 푐 = 2
√
2푁 . Then for an a priori choice of the regularization parameter
푐훿 ≤ 훼(훿) ≤ 푐훿
with ﬁxed constants 0 < 푐 ≤ 푐 < ∞ one obtains (e.g. along the lines of [18, Proof of Theorem 4.11]) the
error estimate
dist(푥훿훼, {푥
†,−푥†}) ≤
(
2
푐
+
푐
2
푐2
)1∕2 √
훿 =
(
2
푐
+ 4 푐 푁
)1∕2 √
훿 (2.38)
This also yields
dist(푥훿훼, {푥
†,−푥†}) ≤
(
2
푐
+ 4 푐
)1∕2 √
푁
√
훿, (2.39)
showing that the -constant in the corollary does not grow faster than √푁 if the number 푁 of non-zero
Fourier coeﬃcients increases. The estimates (2.38) and (2.39), however, are only valid for suﬃciently small
noise levels 0 < 훿 ≤ 훿, where the upper bound 훿 depends on 푟 = min푘∈ℤ∶푥†푘≠0 |푥†푘| such that 푥훿훼(훿) ∈
퐵푟(푥
†) ∪ 퐵푟(−푥
†) for all 훿 ∈ (0, 훿].
Remark 42. From the above discussion it follows that for every element 푥† ∈ 퐿2(0, 1)with a sparse Fourier
coefficient sequence (푥†푘)푘∈ℤ with respect to the basis (2.28) there is a radius 푟 > 0 such that for 퐹 from
(2.16) a variational inequality
‖푥 − 푥†‖2 ≤ ‖푥‖2 − ‖푥†‖2 + 푐 ‖퐹 (푥) − 퐹 (푥†)‖ for all 푥 ∈ 퐵푟(푥†)
is valid. Then from [44, Proposition 3.38] we derive the existence of a source element푤 ∈ 퐿2(0, 2) such that
the source condition (1.13) holds. However, as a consequence of Proposition 36 we always have 2 ‖푤‖ ≥ 1
(cf. [11, Lemma 3.1.]).
Remark 43. One can also obtain a variational source condition (and thus rates) if the Fourier representa-
tion of 푥† is not sparse. In case of the mapping 퐴◦퐹 one obtains
훽 (dist(푥, 푆))2 ≤ ‖푥‖2 − ‖푥†‖2 + 휑(‖퐴퐹 (푥) − 퐴퐹 (푥†)‖)
for all 푥 ∈ 퐿2(0, 1) with some constant 훽 ∈ (0, 1) and with the concave index function
휑(푡) = inf
푛∈ℕ
(
1
1 − 훽
∑
|푘|>푛 |푥†푘|2 + 2 푡
√
2푛 + 1
)
, 푡 ≥ 0,
which is essentially determined by the decay of the Fourier coefficients of 푥†. The proof of this result uses a
similar technique as applied in [7, Theorem 5.2].
Along the lines of the present section one can obtain such a variational source condition also for the
operator 퐹 , but 푥† and −푥† are not longer interior points of the set  on which the variational source
condition holds. Thus, one cannot be sure whether the Tikhonov minimizers belong to , which is an
important prerequisite for obtaining convergence rates. But if the Tikhonov minimizers are in, then the
corresponding convergence rate is
dist(푥훿훼, {푥
†,−푥†}) = (√휑(훿)) as 훿 → 0.
Remark 44. A reason for the seemingly unmotivated occurrence of a sparsity assumption far away from
sparsity promoting penalties in Tikhonov regularization might be the fact that at least for some quadratic
operators the minimizers of the Tikhonov functional (1.8) are sparse. This is also the case for the operator
퐴◦퐹 written in the Fourier basis. Then 퐴◦퐹 can be considered as the mapping 퐺 ∶ 퓁2(ℤ) → 퓁2(ℤ) of
diagonal operator type defined by
[퐺(푥)]푘 ∶= 푥
2
푘, 푘 ∈ ℤ,
where 퓁2(ℤ) denotes the space of all square summable complex-valued sequences over the index setℤ. The
minimizers of the corresponding Tikhonov functional
푇 훿훼 (푥) = ‖퐺(푥) − 푦훿‖2 + 훼‖푥‖2
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are given by
|||[푥훿훼]푘||| =
{√|||푦훿푘||| − 훼2 , if |||푦훿푘||| > 훼2 ,
0, else
and
arg[푥훿훼]푘 =
1
2
arg 푦훿푘 or arg[푥
훿
훼]푘 =
1
2
arg 푦훿푘 + 휋 if
|||[푥훿훼]푘||| ≠ 0.
This can be shown by evaluating the necessary conditions on
[
푥훿훼
]
푘
written in polar coordinates for all
푘 ∈ ℤ. Obviously only finitely many components of 푥훿훼 are not zero.
2.3 Regularization Approaches
In this section we present regularization approaches for solving the equations (2.3) and (2.17) approximately
for given noisy data 푦훿. Although also complex-valued functions were considered in the last section, we
will only make simulations for real-valued functions here to be able to compare the results obtained for
autoconvolution in 퐿2(0, 1) and in the full data case. Numerical case studies for complex-valued functions
will follow in the last part of this thesis.
A comparison of the methods TIGRA, decomposition approach and local regularization has been pre-
sented in [10]. The descriptions of these three methods in the following subsections is taken from this
article.
Particular attention is paid to Lavrentiev regularization of (2.3), which will be treated in the next section.
2.3.1 Decomposition approach
The decomposition approach introduced in [19] is a method for solving quadratic equations by which we
mean equations of type (1.2) with quadratic forward operator 퐺. We call an operator 퐺 quadratic if there is
a symmetric bounded bilinear mapping 퐵퐺 such that 퐺(푥) = 퐵퐺(푥, 푥) for all 푥. It was shown in section 2.2
that the autoconvolution operator 퐹 from (2.2) is quadratic with bilinear operator (2.18), which was deﬁned
as (
퐵(푥, 푢)
)
(푠) ∶= ∫
ℝ
푥(푡)푢(푠 − 푡) d푡, 푠 ∈ (0, 2).
Following the paper [10], we will summarize the principle ideas of [19] and apply the decomposition ap-
proach to the autoconvolution problem. The main result of [19] is the following theorem
Theorem 45. [19][Theorem 3.1.] Each quadratic mapping 퐺 ∶ 푋 → 푌 can be decomposed into a strong
quadratic isometry 푄 ∶ 푋 → 퓁2(ℕ) and a densely defined linear operator 퐴 ∶ 퓁2(ℕ) → 푌 such that
퐺(푥) = (퐴◦푄)(푥)
for all 푥 ∈ 푋.
By a strong quadratic isometry we mean a mapping푄with ⟨푄(푥), 푄(푢)⟩ = ⟨푥, 푢⟩2 for all 푥 and 푢. In [19]
the interested reader ﬁnds more details on quadratic isometries.
The theorem can be proven in a constructive way: After choosing an orthonormal basis (푒푖)푖∈ℕ in푋 we
deﬁne the mappings푄 ∶ 푋 → 퓁2(ℕ) and 퐴 ∶ (퐴) ⊆ 퓁2(ℕ) → 푌 by
(
푄(푥)
)
푗+ 푖(푖−1)
2
∶=
{√
2⟨푥, 푒푖⟩⟨푥, 푒푗⟩, 푗 < 푖,⟨푥, 푒푖⟩2, 푗 = 푖
for (푖, 푗) in ℕ × ℕ with 1 ≤ 푗 ≤ 푖 and 푥 in 푋 and by
퐴푧 ∶=
∞∑
푖=1
(
푖−1∑
푗=1
√
2푧
푗+ 푖(푖−1)
2
퐵퐺(푒푖, 푒푗) + 푧푖+ 푖(푖−1)
2
퐵퐺(푒푖, 푒푖)
)
for all 푧 which yield a convergent series. Note that the space 퓁1(ℕ) is a dense subspace of 퓁2(ℕ) and
퓁
1(ℕ) ⊂ (퐴). Now one easily veriﬁes
퐺 = 퐴푄.
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Note that (푖, 푗) ↦ 푗 + 푖(푖−1)
2
deﬁnes a bijection between {(푖, 푗) ∈ ℕ × ℕ ∶ 1 ≤ 푗 ≤ 푖} and ℕ. The most
important fact about the strong isometry푄 in view of inverse problems is that푄 is in a slightly generalized
sense continuously invertible. In other words, solving the equation푄(푥) = 푧 with 푧 ∈ (푄) is a well-posed
problem. In addition the minimization problem
‖푄(푥) − 푧‖ → min
푥∈푋
(2.40)
has a solution and each global minimizer attains the form
√
휆푥 where 휆 is the largest eigenvalue of a certain
Hilbert-Schmidt operator and 푥 is a corresponding normalized eigenelement. With respect to the basis
(푒푖)푖∈ℕ used for deﬁning푄 the mentionedHilbert-Schmidt operator has the symmetricmatrix representation
퐶푧 ∈ ℝ
ℕ×ℕ given by
(퐶푧)푖,푗 =
⎧⎪⎨⎪⎩
1√
2
푧
푗+ 푖(푖−1)
2
, 푗 < 푖,
푧
푗+ 푖(푖−1)
2
, 푗 = 푖.
The mapping퐴 from (2.3.1) is a densely deﬁned linear operator. Due to ill-posedness the corresponding
equation 퐴푧 = 푦훿 has to be regularized. Note that 퐴 might be unbounded. Regularization of unbounded
linear operators is handled in [31], for instance.
Now, instead of regularizing operator equation (1.2) directly, the decomposition approach results in two
steps for solving such a quadratic equation: at ﬁrst solve the ill-posed linear equation퐴푧 = 푦훿 with the help
of some regularization method for linear equations, then solve the minimization problem (2.40) by ﬁnding
the largest eigenvalue and a corresponding eigenelement of a certain Hilbert-Schmidt operator.
The problem with this decomposition technique is, that the regularized solution 푧훿훼 of 퐴푧 = 푦
훿 with
regularization parameter 훼 typically lies in (ker퐴)⟂, the orthogonal complement of the nullspace, and we
cannot guarantee that (ker 퐴)⟂ is a subset of(푄), the range of 푄. This problem was already encountered
in [19] and two rough sketches for handling this issue were given there. In the following we givemore details
on one of them.
The basic idea is to use a kind of iterated Tikhonov regularization. The method calculates a regularized
solution 푥훿훼 to (1.2) as follows:
0. Choose 푥0 = 0 and 푘 = 0.
1. Set 푧̄푘 = 푄(푥푘).
2. Calculate 푧훿
푘
as the minimizer of 푧↦ ‖퐴푧−푦훿‖2+훼‖푧− 푧̄푘‖2, where 훼 is chosen according to some
parameter choice rule (standard Tikhonov regularization).
3. Calculate 푥푘+1 as a minimizer of 푥 ↦ ‖푄(푥) − 푧훿푘‖.
4. If ‖푥푘+1 − 푥푘‖ is small enough set 푥훿훼 = 푥푘+1 and stop. Otherwise increase 푘 by one and go to step 1.
Note that this is not the classical iterated Tikhonov method since the reference element in the penalty is not
the previous iterate but the projection of the previous iterate onto the range of푄. In addition the regulariza-
tion parameter is chosen in each iteration, which is not the case for the classical method. The element 푥1 is
the regularized solution one obtains from the decomposition approach if standard Tikhonov regularization
is applied to 퐴푧 = 푦훿 . The idea behind the proposed algorithm is to gradually bring the intermediate values
푧훿
푘
close to the range of 푄. Thus, the projection onto(푄) has not too much negative inﬂuence.
2.3.2 TIGRA
In [42] Ramlau proposes a method for regularizing ill-posed bilinear mappings and other twice diﬀeren-
tiable mappings. This so called TIGRA method can also be applied to general quadratic mappings, espe-
cially to autoconvolution problems. All in all, the TIGRA method is a sophisticated realization of Tikhonov
regularization for nonlinear equations. The idea is to apply the steepest descent method to the Tikhonov
minimization problem ‖퐹 (푥) − 푦훿‖2 + 훼‖푥 − 푥̄‖2 → min
푥∈푋
with regularization parameter 훼 and a priori information 푥̄. The important observation is, that for suﬃciently
large 훼 the steepest descent method converges to a global minimizer of the Tikhonov functional. Choosing
this minimizer as initial guess for minimizing the functional with smaller 훼
2.3. REGULARIZATION APPROACHES 31
global minimizer. Following this idea one obtains Tikhonov regularized solutions for a decreasing sequence
of regularization parameters.
The investigation and realization of the TIGRA method in [42] involves several parameters and requires
many more or less restrictive assumptions. As the author of [42] remarks, some assumptions have to be
neglected for numerical realization. In our numerical experiments we use the following algorithm.
0. Choose 훼0 large enough and 푞 in (0, 1).
1. Compute 푥0 as a global minimizer of 푥 ↦ ‖퐹 (푥) − 푦훿‖2 + 훼0‖푥‖2 (steepest descent with starting
point 푡↦ 1, the constant function, see below).
2. For 푘 = 1, 2,… compute 푥푘 as the minimizer of 푥 ↦ ‖퐹 (푥) − 푦훿‖2 + 푞푘훼0‖푥‖2 by steepest descent
with starting point 푥푘−1 until parameter choice rule is satisﬁed.
Note that the TIGRA method is not able to compute a regularized solution for only one ﬁxed regulariza-
tion parameter 훼 (except for very large 훼). Instead, it always produces regularized solutions for a sequence of
parameters. From this sequence a suitable parameter can be chosen by well-known parameter choice rules,
in our case the sequential discrepancy principle and the quasioptimality criterion.
The steepest descent method for computing 푥푘 uses step direction
푑(푥) ∶= −2
(
퐹 ′[푥]∗(퐹 (푥) − 푦훿) + 푞푘훼0푥
)
at position 푥. The corresponding step length is chosen as follows
1. Choose 휌 and 훾 such that
휌 ∈
(
0, 1
6
)
, 훾 ∈
(
0,
1 − 6휌
2
]
.
2. Set
훼 = 푞푘훼0, 퐾 = max
{
2‖푦훿‖, 4휌√
1 − 2휌
}
, 휈 = 1 − 6휌 − 훾
and
푟(훼) =
1
2 + 2
√
2
min
{√
2휈훼
3
,
2휈훼
3퐾
}
.
Then set
휅1 = 2푟(훼) +퐾,
휅2 = 3휌훼 +퐾푟(훼) + 푟(훼)
2,
휅3 = 훼
2푟(훼)2 + 훼‖푦훿‖2 + 2훼max{훼푟(훼)2, ‖푦훿‖2}
and
휅 = 2(휅1휅2 + 휅3).
Further, set
푀 = 2휅2
1
+ 4휅2 + 2훼 + 12휅1휅 + 12휅
2
and
푐 = 4퐾2 + 4훼 + 24휌훼 + 8퐾 + 4.
See [42] for details on all these constants.
3. Compute 푡min as minimizer of
푇 훿훼
(
푥 + 푡푑(푥)
)
→ min
푡>0
.
This is a polynomial in 푡 of degree 4.
4. Set the step length
min
{
훾훼‖푑(푥)‖2 , 4훾훼
(
푇 훿훼 (푥) − 푇
훿
훼
(
푥 + 푡min푑(푥)
))
푐‖푑(푥)‖2 , 1푀 , 1
}
.
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The steepest descent iteration is stopped if the current iterate 푥 satisﬁes
‖푑(푥)‖ ≤ 훾훼
4 + 4
√
2
min
{√
2휈
3
,
2휈
3퐾
}
min
{
푞훼,
√
푞훼
}
.
For starting the steepest descent iteration for 푥0 we use a constant function as starting point. Following
[42] the starting point is not important since the Tikhonov functional is globally convex if 훼0 is large enough.
But at the natural starting point zero the Tikhonov functional has Frechét derivative zero and thus the step
direction is zero, too.
2.3.3 Local regularization
In [14] Dai and Lamm present a method for deautoconvolution if data is only available on the interval
[0, 1 + 푅] with some 푅 ∈ (0, 1) instead of [0, 1] or [0, 2]. Thus the original equation can be written as
2∫
휌
0
푥(푡 + 휌 − 푠)푥(푠) d푠+ ∫
푡
휌
푥(푡 − 휌 − 푠)푥(푠) d푠 = 푦(푡 + 휌) (2.41)
for a.e. 푡 ∈ (0, 1), 휌 ∈ (0, 푅). Based on an idea called local regularization this equation is replaced by
2푥(푡)∫
푅
0 ∫
휌
0
푥(푠) d푠 d휌 + ∫
푅
0 ∫
푡
휌
푥(푡+ 휌 − 푠)푥(푠) d푠 d휌 = ∫
푅
0
푦훿(푡 + 휌) d휌, (2.42)
which shall hold for all 푡 ∈ (0, 1). Here 푅 plays the role of the regularization parameter.
Discretization with normalized box functions in푋 and normalized hat functions in 푌 and approximation
of integrals by rectangular quadrature leads to the following steps for obtaining the discretized solution 푥훿 =
(푥훿
1
,… , 푥훿푛) to (2.42) from discretized data 푦
훿 (see [14] for details, this algorithm refers to the alternative
method there):
0. Choose the regularization parameter 푟 from {1,… , 푛}, see below.
1. Set
푥훿
1
=
(
3푛
2
) 1
4
√
푦훿
1
.
2. For 푖 = 2,… , 푟 set
푥훿푖 =
1
2푥훿
1
(√
3
2
푛푦훿푖 −
푖−1∑
푗=2
푥훿푗푥
훿
푖+1−푗
)
.
3. Set
푐 = 2
푟∑
푘=1
푘∑
푙=1
푥훿푙 .
4. For 푖 = 푟 + 1,… , 푛 set
푥훿푖 =
1
푐
(√
3푛
2
푟−1∑
푗=0
푦훿푖+푗 −
푟∑
푘=1
푖−1∑
푙=푘+1
푥훿푙 푥
훿
푖+푘−푙
)
.
Note that this algorithm only works for 푦훿
1
> 0 as already mentioned in [14]. The discretized regulariza-
tion parameter 푟 can take values from {1,… , 푛}. The corresponding continuous parameter is 푅 = 푟
푛
, that
is, the method uses data on (0, 1 + 푟
푛
) only.
The regularization parameter 푟 causes two problems. On the one hand there are only 푛 possible choices,
which provides only coarse control of the regularization process. On the other hand the interpretation of 푟
is diﬀerent from the usual interpretation of the regularization parameter 훼 in other methods. As described
in [14] the algorithm calculates the ﬁrst 푟 elements of 푥 without regularization and the remaining elements
with regularization by using additional data of length
푟
푛
. Thus, we observe the following role of 푟: If 푟 attains
its smallest value, then the algorithm yields the unregularized solution of (2.41). If 푟 attains its largest value,
then also no regularization takes place and 푥 coincides with the unregularized solution of (2.41), too. The
inﬂuence of 푟 is not monotone and thus 푟 cannot be transformed into a real positive regularization parameter
showing the typical behavior.
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2.4 Lavrentiev regularization
As we already mentioned, the general theory of Lavrientiev regularization requires a monotone forward
operator. Since the autoconvolution operator, as a quadratic operator, is obviously not monotone, this theory
is not applicable in our situation (for discrete Lavrentiev regularization of linear operator equations see for
example [41]).
Lavrentiev regularization for the autoconvolution equation (2.3) was considered by J. Janno in [35].
Janno could show convergence of Lavrentiev regularization for a certain class of functions and even a con-
vergence rate of order
1
2
. Here this study is extended by considering discretization of the Lavrentiev scheme
by splines. It is shown how to maintain the known convergence rate by an appropriate choice of spline
spaces and a proper choice of the discretization level. For piece-wise constant splines the discretized equa-
tion allows for an explicit solver, in contrast to using higher order splines. This is used to design a fast
implementation by means of post-smoothing, which provides results, that are indistinguishable from results
obtained by direct discretization using cubic splines. The content of this section can be found in [12].
Instead of the exact right hand side 퐹 (푥0) = 푦0 we are given noisy data 푦
훿 as
푦훿 = 퐹 (푥0) + 훿휉 (2.43)
for given noisy right hand side. The assumption on the noise will be speciﬁed below.
As introduced in (1.9), Lavrentiev regularization consists in solving the equation
훼(푥∗ − 푥) + 푦
훿 = 퐹 (푥) (2.44)
for some a priori guess, say 푥∗, and a parameter 훼 > 0. Extending the analysis from [35] wewant to use ﬁnite
dimensional approximations to solve Eq. (2.43). To this end we consider linear projection operators푄 = 푄푚
with certain approximation properties, that will be speciﬁed later. Having chosen푄푚 we replace Eq. (2.44)
by
훼푄푚(푥∗ − 푥) +푄푚푦
훿 = 푄푚퐹 (푄푚푥). (2.45)
Remark 46. This is a two-sided discretization, since we use a finite amount of data푄푚푦
훿 , and we also aim
at representing the solution in the range of 푄푚.
The outline for this section is as follows. At ﬁrst we provide the error analysis for (2.45), extending
Janno’s original ideas, where no discretization was involved. Afterwards these results are extended. We
also derive an explicit implementation of the scheme (2.45). Finally, we provide some numerical study,
where we discuss the control of the involved parameters, in particular the choice of 훼, and the discretization
level 푚, both as functions of the noise level 훿, which is assumed to be known.
2.4.1 Error analysis of the discretized regularization problem
The goal is to formulate the main results. To do so we ﬁrst introduce the basic assumptions, then we derive
some properties of the autoconvolution operator. Special attention is paid on the approximation of the
value 푥0(0), since this will prove important.
Assumptions
The error analysis will be based on several assumptions, especially on the noise, the (unknown) solution 푥
in (2.43), and the discretization schemes, that will be considered later.
We shall consider two diﬀerent assumptions on the noise.
Assumption 47 (noise). Suppose that we are given a noise level 훿 > 0.
(i) The element 휉 obeys ‖휉‖∞ ≤ 훿.
(ii) The element 휉 obeys ‖휉‖2 ≤ 훿.
The main result, Theorem 62, is concerned with the ﬁrst case, Assumption 47(1), and we shall brieﬂy
discuss the more relaxed Assumption 47(2) in its Corollary 63.
We turn to the solution smoothness. For 푥 ∈ 퐿∞(0, 1) we will denote the essential supremum norm of
푥 as ‖푥‖∞.
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Assumption 48 (solution smoothness). The unknown solution element 푥0 is positive, it belongs to푊
2
∞(0, 1),
and ‖‖푥0‖‖퐶1(0,1) ≤ 퐾 , where we equip the space 퐶1(0, 1) with norm ‖푥‖퐶1(0,1) ∶= max{‖푥‖∞ , ‖‖푥′‖‖∞}. In
particular we assume that 푥0(0) > 0.
Remark 49. Since we assumed that the unknown solution is positive and the autoconvolution of a positive
function is obviously nonnegative, we know that the exact data 푦0 ∶= 퐹 (푥0) are nonnegative. For this reason
we will assume that our noisy data are nonnegative as well, otherwise we would define new data 푦̃훿 by
푦̃훿(푠) =
{
푦훿(푠) if 푦훿(푠) ≥ 0
0 else
without increasing the noise level.
Following the study [35], having ﬁxed some 휎 ≥ 0 (to be speciﬁed later) we equip 퐿2(0, 1) with the
inner product ⟨푥, 푦⟩휎 = ∫ 10 푒−2휎푡푥(푡)푦(푡) d푡,
and the corresponding (weighted) norm
‖푥‖2휎 = ∫ 10 푒−2휎푡푥(푡)2 d푡.
Although the norms ‖⋅‖ and ‖⋅‖휎 are equivalent, i.e., for ﬁxed 휎 > 0 we have that
푒−휎‖푥‖0 ≤ ‖푥‖휎 ≤ ‖푥‖0, 푥 ∈ 퐿2(0, 1),
we shall occasionally denote the weighted Hilbert space by 퐿휎
2
(0, 1).
There is a natural isometry퐷휎 ∶ 퐿2(0, 1)→ 퐿
휎
2
(0, 1), given through the function 푓휎(푡) = 푒
휎푡, 푡 ∈ [0, 1]
as
퐷휎푥 = 푓휎푥, 푥 ∈ 퐿2(0, 1). (2.46)
Similarly, if 푥 ∈ 퐿2(0, 1) is such that it is absolutely continuous, and the weak derivatives are in퐿2(0, 1),
then we shall denote the weighted Sobolev Hilbert space of such elements by퐻휎
1
(0, 1), equipped with norm
‖푥‖1,휎 ∶= 12 (‖푥‖2휎 + ‖‖푥′‖‖2휎)1∕2 .
Furthermore we introduce the operator norm ‖.‖휎→휎 as
‖퐴‖휎→휎 ∶= ‖‖‖퐴∶ 퐿휎2 (0, 1)→ 퐿휎2 (0, 1)‖‖‖ = sup푥∈퐿휎
2
(0,1)
‖퐴푥‖휎‖푥‖휎 .
for linear Operators 퐴 ∶ 퐿휎
2
(0, 1)→ 퐿휎
2
(0, 1).
Remark 50. Note that ‖.‖휎 reduces to the standard퐿2-norm for 휎 = 0. Also, due to the above equivalence,
the spaces 퐻휎
1
(0, 1) are equivalent to the usual Sobolev Hilbert spaces퐻1(0, 1). Finally, we mention that
functions 푥 ∈ 퐶1(0, 1) belong to퐻휎
1
(0, 1) and ‖푥‖퐻휎
1
(0,1) ≤ ‖푥‖퐶1(0,1).
We turn to describing the approximation scheme, captured by the approximation operators 푄푚, 푚 =
1, 2,…
Assumption 51 (approximation power). We assume that we are given a sequence 푋푚 ⊂ 퐿2(0, 1), 푚 ∈
ℕ, of finite dimensional subspaces, dim(푋푚) = 푚 with orthogonal (in 퐿
휎
2
(0, 1)) projections 푄휎푚 onto the
spaces 푋푚. There is a constant 퐿 < ∞ such that for all 푥 ∈ 퐻
휎
1
(0, 1) we have
inf
{‖푥 − 푧‖휎 , 푧 ∈ 푋푚} ≤ 퐿푚 ‖푥‖퐻휎1 (0,1) , 푚 ∈ ℕ.
We highlight the relations and approximation properties between the unweighted (휎 = 0) and weighted
(휎 > 0) spaces. Speciﬁcally, any family of projection operators (푄푚)푚∈ℕ, which fulﬁlls Assumption 51 for
휎 = 0, can be used to construct projection operators푄휎푚 for 휎 > 0, which also satisfy Assumption 51.
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Lemma 52. Let 푋푚 ⊂ 퐿2(0, 1), 푚 ∈ ℕ a sequence of finite dimensional subspaces with orthogonal (in
퐿2(0, 1)) projections푄푚 onto the spaces 푋푚, satisfying Assumption 51 with a constant 퐿 < ∞. Moreover,
let 푓휎 and퐷휎 as in (2.46). Then for 휎 > 0 the projection operators 푄
휎
푚 defined by
푄휎푚 ∶= 퐷휎푄푚퐷
−1
휎
are orthogonal projection operators w.r.t. ⟨., .⟩휎 , for which Assumption 51 holds with constant√2 (1 + 휎)퐿,
onto the spaces 퐷휎푋푚.
Proof. At ﬁrst, notice that themappings푄휎푚 are idempotent, and hence projections onto their ranges. Further
we have the relation between the weighted and unweighted spaces
‖푥‖휎 = ‖퐷−1휎 푥‖, 푥 ∈ 퐿2(0, 1).
This yields ‖‖푄휎푚푥‖‖휎 = ‖‖‖퐷−1휎 푄휎푚푥‖‖‖ = ‖‖‖푄푚퐷−1휎 푥‖‖‖ = ‖‖‖퐷−1휎 푥‖‖‖ = ‖푥‖휎 , 푥 ∈ 퐷휎(푋푚),
such that the mappings푄휎푚 are partial isometries, and hence orthogonal projections on their ranges.
To show the approximation property let 푥 ∈ 퐻1(0, 1) be arbitrary. Then 푓
−1
휎 푥 ∈ 퐻1(0, 1) because 푓
−1
휎
is a smooth function. Since 푄푚 satisﬁes Assumption 51 we obtain
‖푓−1휎 푥 −푄푚(푓−1휎 푥)‖ ≤ 퐿푚‖푓−1휎 푥‖퐻1 .
Moreover, we have
‖푓−1휎 푥‖2퐻1 = ‖푓−1휎 푥‖2 + ‖(푓−1휎 푥)′‖2
= ‖푓−1휎 푥‖2 + ‖ − 휎푓−1휎 푥 + 푓−1휎 푥′‖2
≤ (1 + 2휎2)‖푓−1휎 푥‖2 + 2‖푓−1휎 푥′‖2
= (1 + 2휎2)‖푥‖2휎 + 2‖푥′‖2휎
≤ max{2, 1 + 2휎2} ‖푥‖2
퐻휎
1
.
Using the above two estimates we derive
‖푥 −푄휎푚푥‖휎 = ‖퐷−1휎 푥 −퐷−1휎 퐷휎푄푚퐷−1휎 푥‖
= ‖푓−1휎 푥 −푄푚(푓−1휎 푥)‖
≤ 퐿
푚
‖푓−1휎 푥‖퐻1
≤ max{√2,√1 + 2휎2} 퐿
푚
‖푥‖퐻휎
1
.
Since we ﬁnd that max
{√
2,
√
1 + 2휎2
} ≤ √2 (1 + 휎) we can complete the proof.
We provide the following illustrative examples.
Example 53 (piece-wise constant splines). We let 푋̃푚 be the spline spaces 푚1 of piece-wise constant func-
tions with respect to the equi-distant partition Δ푖 = [(푖− 1)∕푚, 푖∕푚), 푖 = 1,… , 푚. The spaces 푋푚 are then
given as 푋푚 = 퐷휎(푋̃푚).
The approximation power for elements in 퐻1(0, 1) by piece-wise constant functions is known (cf. [45,
Thm. 6.1, eq. (6.7)] with p=q=2) as
inf
{‖푥 − 푧‖, 푧 ∈ 푋푚} ≤ 퐿푚 ‖푥‖퐻1(0,1) , 푚 ∈ ℕ,
and hence the spaces 푋̃푚 obey Assumption 51 for 휎 = 0with constant퐿 = 1. By virtue of Lemma 52 this
extends to the spaces 푋푚. We mention that this approximation maps nonnegative functions to nonnegative
piece-wise constant functions.
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Example 54 (cubic splines). As above we consider the equidistant partition, and we let 푚
4
be the space of
cubic splines, with corresponding orthogonal (in 퐿2(0, 1)) projection 푄푚. Then Assumption 51 holds, and
we refer to the comprehensive monograph [45, Cor. 6.26] (with 푚 = 4, 휎 = 1, 푝 = 푞 = 2, 푟 = 0) for 휎 = 0.
Therefore, the validity of Assumption 51 extends to 휎 > 0.
Actually, for functions which fulfill Assumption 48 we even have the stronger assertion
inf
{‖푥 − 푧‖∞ , 푧 ∈ 푋푚} ≤ 퐿
푚2
‖푥‖푊 2∞(0,1) , 푚 ∈ ℕ,
see e.g. [45, Cor. 6.26] (with 푚 = 4, 휎 = 2, 푝 = 푞 = ∞, 푟 = 0). However, we cannot benefit from this
additional approximation power in the overall performance of the proposed Lavrent’ev regularization.
Properties of the autoconvolution operator
In the subsequent analysis we will relate the nonlinear autoconvolution equation (2.3) to the following linear
Volterra equation. We note that for 퐹 from (2.3) its Fréchet derivative 퐹 ′(푥)∶ 퐿2(0, 1) → 퐿2(0, 1), at
element 푥, is given by
[퐹 ′(푥)ℎ](푠) = 2∫
푠
0
푥(푠 − 푡)ℎ(푡) d푡, 푠 ∈ [0, 1], ℎ ∈ 퐿2(0, 1).
Under the assumptions made on the solution 푥0 the equation
퐹 ′(푥0)휔 = 푥0 − 푥0(0), (2.47)
has a solution, and we refer to [35, Lemma 4].
We bound the norm of the Fréchet derivative in the weighted Hilbert spaces 퐿휎
2
(0, 1).
Lemma 55. For the Fréchet derivative 퐹 ′(푢) of 퐹 at 푢 ∈ 퐿휎
2
(0, 1) the estimate
‖퐹 ′(푢)∶ 퐿휎
2
(0, 1)→ 퐿휎
2
(0, 1)‖ ≤ 2‖푢‖휎 , 푢 ∈ 퐿휎2 (0, 1),
holds. Consequently, we also have that
‖퐹 (푥)‖휎 ≤ ‖푥‖2휎 , 푥 ∈ 퐿휎2 (0, 1).
Proof. Let 푢 ∈ 퐿휎
2
(0, 1). Then we have
‖퐹 ′(푢)푣‖2휎 =∫ 10 푒−2휎푠
(
2∫
푠
0
푢(푠 − 푡)푣(푡) d푡
)2
d푠
=4∫
1
0
(
∫
푠
0
푒−휎(푠−푡)푢(푠 − 푡)푒−휎푡푣(푡) d푡
)2
d푠
≤4∫
1
0
(
∫
푠
0
푒−2휎(푠−푡)푢(푠 − 푡)2 d푡
)(
∫
푠
0
푒−2휎푡푣(푡)2 d푡
)
d푠
≤4∫
1
0
(
∫
1
0
푒−2휎푡푢(푡)2 d푡
)(
∫
1
0
푒−2휎푡푣(푡)2 d푡
)
d푠
=4‖푢‖2휎‖푣‖2휎 .
The ﬁnal assertions follows from the observation that 퐹 (푥) = 1
2
퐹 ′(푥)푥, which completes the proof.
The following technical lemma will be used to prove the main result.
Lemma 56 (cf. [35, Lem. 3 & 4]). Suppose that 푥0 obeys Assumption 48. For each 0 < 푐 < 1 there is some
휎0 ≥ 0 such that for 휎 ≥ 휎0 we have that
(i) ⟨퐹 ′(푥0)푣, 푣⟩휎 ≥ 0, 푣 ∈ 퐿2(0, 1), and
(ii) the solution 휔 to (2.47) obeys ‖휔‖휎 < 푐.
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Approximation of the initial value
Recall, for the solution to the equation (2.47) to exist, we required to know the value 푥0(0). Since this is not
the case, we need to ﬁnd a good approximation to it, based on the given data 푦훿 . This is done by averaging
with the approximating mapping 푄0푚 from Example 53, formulated in the following proposition.
Proposition 57. Let 휎 > 0, 훿 ≤ 1 and 푚 ∈ ℕ be fixed, with 푚 ≥ 1∕훿. If the noise obeys Assumption 47(1)
then ||||||
√
1√
훿
[푄푚푦
훿](
√
훿) − 푥0(0)
|||||| ≤
(
1 + 4 ‖‖푥0‖‖2퐶1(0,1))
푥0(0)
√
훿,
if [푄푚푦
훿](
√
훿) ≥ 0 and
||푥0(0)|| ≤
(
1 + 4 ‖‖푥0‖‖2퐶1(0,1))
푥0(0)
√
훿,
otherwise.
Before turning to the proof of Proposition 57 we provide representations for 푦0 and its derivatives. In-
deed, we have that
푦0(푠) = 푦0(0) + 푦
′
0
(0)푠 +
1
2
푦′′
0
(휉)푠2 = 푦′
0
(0)푠 +
1
2
푦′′
0
(휉)푠2 for some 휉 ∈ [0, 푠] , (2.48)
푦′
0
(푠) = 푥0(0)푥0(푠) + ∫
푠
0
푥′
0
(푠 − 푡)푥0(푡) d푡 = 푥0(0)푥0(푠) + ∫
푠
0
푥0(푠 − 푡)푥
′
0
(푡) d푡, (2.49)
푦′′
0
(푠) = 2푥0(0)푥
′
0
(푠) + ∫
푠
0
푥′
0
(푠 − 푡)푥′
0
(푡) d푡. (2.50)
This shows, among other things that 푦′′ is continuous, but we also conclude that‖‖‖푦′0‖‖‖∞ ≤ 2 ‖‖푥0‖‖2퐶1(0,1) and ‖‖‖푦′′0 ‖‖‖∞ ≤ 3 ‖‖푥0‖‖2퐶1(0,1) . (2.51)
Proof. We ﬁrst derive a uniform bound. We shall use the piece-wise constant approximations from Exam-
ple 53. For 푡 ∈ Δ we then ﬁnd that
||(푄푚푦0 − 푦0)(푡)|| = 푚 ||||∫Δ(푦0(휏) − 푦0(푡) d휏|||| ,
which yields the bound ||(푄푚푦0 − 푦0)(푡)|| ≤ 1푚 ‖‖‖푦′0‖‖‖∞ ,
by using ||푦0(휏) − 푦0(푡)|| = |||푦′0(휉)(휏 − 푡)||| ≤ |Δ| ‖‖‖푦′0‖‖‖∞. Thus we have that‖‖푄푚푦0 − 푦0‖‖∞ ≤ 1푚 ‖‖‖푦′0‖‖‖∞ ≤ 2푚 ‖‖푥0‖‖2퐶1(0,1) , (2.52)
by virtue of (2.51). Let now ℎ > 0. We start with (2.48) (s:=h), which yields for the derivative of 푦0 at zero
푦′
0
(0) =
푦0(ℎ)
ℎ
−
1
2
푦′′
0
(휉)ℎ
Using (1), (2.51) and (2.52) we see that||||| [푄푚푦
훿](ℎ)
ℎ
− 푦′
0
(0)
||||| ≤ |[푄푦
훿](ℎ) − [푄푦0](ℎ)|
ℎ
+
|[푄푦0](ℎ) − 푦0(ℎ)|
ℎ
+
1
2
ℎ|푦′′
0
(휉)| ≤ 훿 + 2푚‖‖푥0‖‖2퐶1(0,1)
ℎ
+
3
2
‖‖푥0‖‖2퐶1(0,1) ℎ,
If we set ℎ =
√
훿 this yields||||||
1√
훿
[푄푚푦
훿](
√
훿) − 푦′
0
(0)
|||||| ≤
⎛⎜⎜⎝1 +
2 ‖‖푥0‖‖2퐶1(0,1)
푚훿
+
3
2
‖‖푥0‖‖2퐶1(0,1)⎞⎟⎟⎠
√
훿
≤ (1 + 7
2
‖‖푥0‖‖2퐶1(0,1))√훿,
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provided that 푚훿 ≥ 1. Since for 푎, 푏 > 0 and 푐 < 0 it holds true that |||√푎 − 푏||| ≤ |||푎−푏2|||푏 , whereas for 푎 < 0
we have 푏 ≤
|||푎−푏2|||
푏
, we can complete the proof with letting
푎 ∶=
⎧⎪⎨⎪⎩
√
1√
훿
[푄푚푦
훿](
√
훿), if [푄푚푦
훿](
√
훿) ≥ 0,
0, else.
and 푏 ∶= 푥0(0), such that 푏
2 = 푦′
0
(0), cf. the above representations for 푦0 and its derivatives.
Thus we use the approximation as found in Proposition 57 to deﬁne the reference element 푥∗. Speciﬁ-
cally, given 훿 > 0 we let 푥∗ be the constant function deﬁned as
푥∗ ≡
⎧⎪⎨⎪⎩
√
1√
훿
[푄푚푦
훿](
√
훿), if [푄푚푦
훿](
√
훿) ≥ 0
0, else.
(2.53)
The above approximation cannot be used for general noise which just belongs to 퐿2(0, 1). We give the
following result for this case.
Proposition 58. Suppose that the noise obeys Assumption 47(2). Then there is a constant퐷 < ∞ such that
for ℎ ∶=
(
2
3
‖푥0‖2퐶1(0,1))− 25 훿 25 we have that||||||
√
2
ℎ2 ∫
ℎ
0
푦훿(푡) d푡 − 푥0(0)
|||||| ≤
퐷
푥0(0)
훿
2
5 , as 훿 → 0. (2.54)
Proof. Due to (2.48) we obtain
|푦0(푡) − 푦′0(0)푡| ≤ 12푦0(휉)푡2 for some 휉 ∈ [0, 푡].
Using (2.51) this becomes |푦0(푡) − 푦′0(0)푡| ≤ 32‖푥0‖2퐶1(0,1)푡2.
Integration from 0 to ℎ yields |||||∫
ℎ
0
푦0(푡) d푡−
1
2
ℎ2푦′
0
(0)
||||| ≤ 12ℎ3‖푥0‖2퐶1(0,1).
Moreover, by the Hölder inequality we have|||||∫
ℎ
0
(푦0(푡) − 푦
훿(푡)) d푡
||||| ≤ ∫
ℎ
0
|푦0(푡) − 푦훿(푡)| d푡
≤
√
∫
ℎ
0
(푦0(푡) − 푦
훿(푡))2 d푡 ⋅
√
∫
ℎ
0
d푡 ≤ 훿√ℎ.
The triangle inequality yields|||||∫
ℎ
0
푦훿(푡) d푡−
1
2
ℎ2푦′
0
(0)
||||| ≤ 12ℎ3‖푥0‖2퐶1(0,1) + 훿
√
ℎ
or equivalently ||||| 2ℎ2 ∫
ℎ
0
푦훿(푡) d푡 − 푦′
0
(0)
||||| ≤ ℎ‖푥0‖2퐶1(0,1) + 훿ℎ− 32 .
Considered as a function of ℎ, the right hand side of this inequality obtains its minimum for
ℎ ∶=
(
2
3
‖푥0‖2퐶1(0,1))− 25 훿 25
and then the assertion is proved.
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Remark59. Estimation of the derivative of a function under퐿2-noise has not been studied as often. The best
results in this direction are presented in [39,40]. This will not immediately give results under the smoothness
Assumption 48. It is not clear to the author, whether a reconstruction rate 훿1∕2 is possible under 퐿2-noise.
Main result
We now recall the equation (2.45), as
푄(훼(푥∗ − 푥) + 푦
훿 − 퐹 (푄푥)) = 0, (2.55)
where 푄 is any, not necessarily orthogonal, projection. We are interested in its solution. Therefore we
introduce the family of linear operators퐻훼 ∶=
(
훼Id +푄퐹 ′(푥0)푄
)
, 훼 > 0. For projections 푄 onto some
space 푋푚 ⊂ 푋, orthogonal in a suited 퐿
휎
2
(0, 1) the mapping 퐻훼 is continuously invertible, and maps 푋푚
into푋푚, which is easy to check. For given 훼 > 0, to be speciﬁed later, we apply퐻
−1
훼 to both sides. We see
that
0 =퐻−1훼 푄
(
훼(푥∗ − 푥) + 푦
훿 − 퐹 (푄푥)
)
=퐻−1훼 푄
(
푦훿 − 퐹 (푥0) − 퐹
′(푥0)(푄푥 − 푥0) − 퐹 (푄푥 − 푥0) + 훼(푥∗ − 푥)
)
=퐻−1훼
(
−
(
푄퐹 ′(푥0)(푄(푥 − 푥0)) + 훼(푄푥 − 푥0)
)
+푄퐹 ′(푥0)(푥0 −푄푥0)
+푄
(
푦훿 − 푦0 − 퐹 (푄푥 − 푥0)
)
+ 훼(푄푥∗ − 푥0)
)
=푥0 −푄푥+
퐻−1훼
(
푄
(
퐹 ′(푥0)(푥0 −푄푥0) + 푦
훿 − 푦0 − 퐹 (푄푚푥 − 푥0)
)
+ 훼(푄푥∗ − 푥0)
)
.
This can be written as a ﬁxed-point equation for the (continuous nonlinear) mapping 퐺∶ 푋 → 푋, given by
퐺(푄푥) ∶= 푥0 +퐻
−1
훼
(
푄
(
퐹 ′(푥0)(푥0 −푄푥0) + 푦
훿 − 푦0
−퐹 (푄푚푥 − 푥0)
)
+ 훼(푄푥∗ − 푥0)
)
, 푥 ∈ 퐿휎
2
(0, 1).
(2.56)
The ﬁxed-point equation we consider is now given as
퐺(푄푥) = 푄푥,
on some domain to be determined later. The following holds true.
Proposition 60. Let 휎 > 0 be such that 퐹 ′(푥0) is accretive on 퐿
휎
2
(0, 1). Suppose that 푚 ≥ 휎∕훿, 훿 ≤ 1 and
that the element 휔 as the solution to (2.47) satisfies ‖휔‖휎 < 1∕4. Then there is some 푟 > 0 such that the
mapping 퐺 obeys
퐺
(
퐵(푥0, 푟) ∩푋푚
)
⊂ 퐵(푥0, 푟) ∩푋푚.
Consequently it has a fixed point.
Proof. We recall the deﬁnition of the mapping 퐺 from (2.56). We shall ﬁrst see that there is some 푟 > 0
such that ‖‖푄푥 − 푥0‖‖휎 ≤ 푟 yields that ‖‖퐺(푄푥) − 푥0‖‖휎 ≤ 푟. By the deﬁnition of 퐺 we see that‖‖퐺(푄푥) − 푥0‖‖휎 ≤ 퐼1 + 퐼2 + 퐼3 + 퐼4,
where
퐼1 ∶= ‖퐻−1훼 푄퐹 ′(푥0)(푥0 −푄푥0)‖휎 ,
퐼2 ∶= ‖퐻−1훼 푄(푦훿 − 푦)‖휎 ,
퐼3 ∶= ‖퐻−1훼 푄퐹 (푄푥 − 푥0)‖휎 , and
퐼4 ∶= ‖퐻−1훼 훼(푄푥∗ − 푥0)‖휎 .
We bound each summand, separately. By using Lemma 55 and Assumption 51 we ﬁnd that
퐼1 ≤ ‖‖‖퐻−1훼 ‖‖‖휎 ‖‖퐹 ′(푥0)‖‖휎 ‖‖푄푥0 − 푥0‖‖휎 ≤ 2퐿푚훼 ‖‖푥0‖‖휎 ‖‖푥0‖‖퐻휎1 (0,1) ≤ 2퐿푚훼 ‖‖푥0‖‖2퐻휎1 (0,1) ‖푄‖휎→휎 .
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where we have ‖푄‖휎→휎 = 1, since 푄 ∶ 퐿휎2 (0, 1) → 퐿휎2 (0, 1) is an orthonormal projector by Assumption
51. By the assumption on the noise from (1) we bound
퐼2 ≤ ‖퐻−1훼 ‖휎 ‖푄(푦훿 − 푦)‖휎 ≤ 훿훼 ‖푄‖휎→휎 .
Next, we see from Lemma 55 that
퐼3 ≤ ‖퐻−1훼 ‖휎 ‖퐹 (푄푥 − 푥0)‖휎 ≤ ‖푄푥 − 푥0‖2휎훼 ‖푄‖휎→휎 .
The bound for 퐼4 is more tedious, and we decompose
퐼4 ≤ 훼‖퐻−1훼 (푄(푥0(0) − 푥0) +푄(푥∗ − 푥0(0)) + (푄푥0 − 푥0)‖휎
≤ 훼‖퐻−1훼 (푄(푥0(0) − 푥0))‖휎 + 훼‖퐻−1훼 푄(푥∗ − 푥0(0))‖휎 + 훼‖퐻−1훼 (푄푥0 − 푥0)‖휎 .
Again, we bound separately. The last summand is easily bounded as
훼‖퐻−1훼 (푄푥0 − 푥0)‖휎 ≤ 퐿푚 ‖‖푥0‖‖퐻휎1 .
For the middle summand we recall that the reference element 푥∗ was chosen constant, cf. (2.53), such that
by Proposition 57 we ﬁnd
훼‖퐻−1훼 푄(푥∗ − 푥0(0))‖휎 ≤ ‖푄(푥∗ − 푥0(0))‖휎 ≤
(
1 + 4 ‖‖푥0‖‖2퐶1(0,1))
푥0(0)
√
훿 ‖푄‖휎→휎 .
It remains to bound the ﬁrst summand in 퐼4, above. To this end we use the element 휔 from (2.47) and ﬁnd
that
훼‖퐻−1훼 (푄(푥0(0) − 푥0))‖휎 ≤ 훼 ‖‖‖퐻−1훼 푄퐹 ′(푥0)휔‖‖‖휎 .
We bound the right hand side, again using Lemma 55, as
훼
‖‖‖퐻−1훼 푄퐹 ′(푥0)휔‖‖‖휎 ≤ 훼 ‖‖‖퐻−1훼 푄퐹 ′(푥0)푄휔‖‖‖휎 + 훼 ‖‖‖퐻−1훼 푄퐹 ′(푥0)(Id −푄)휔‖‖‖휎
≤ 훼 ‖휔‖휎 + 2 ‖푄‖휎→휎 ‖‖푥0‖‖휎 ‖(Id −푄)휔‖휎 .
By Assumption 48 the right hand side in (2.47) is in 푊 2∞(0, 1), its derivative is in 퐻
휎
1
, and so will be the
element 휔, where we refer to [35, Proof of Lem. 4]. Therefore Assumption 51 gives
훼
‖‖‖퐻−1훼 푄퐹 ′(푥0)휔‖‖‖휎 ≤ 훼 (‖휔‖휎 + 2퐿푚훼 ‖푄‖휎→휎 ‖‖푥0‖‖휎 ‖휔‖퐻휎1 (0,1)) .
Overall this gives for 퐼4 the bound
퐼4 ≤ 훼 ‖휔‖휎 +
2퐿
푚
‖푄‖휎→휎 ‖‖푥0‖‖휎 ‖휔‖퐻휎1 (0,1) + 퐿푚 ‖‖푥0‖‖퐻휎1 +
(
1 + 4 ‖‖푥0‖‖2퐶1(0,1))
푥0(0)
√
훿 ‖푄‖휎→휎 .
We rearrange terms and write ‖‖퐺(푄푥) − 푥0‖‖휎 ≤ 퐼3 + (퐼1 + 퐼2 + 퐼4) . (2.57)
The following result proves useful.
Lemma 61. Suppose that 푎, 푏, 푢, 푣 ≥ 0 are such that 푢 ≤ 푎푣2 + 푏. If 4푎푏 < 1 then 푣 ≤ 푟 implies that 푢 ≤ 푟
for the choice of
푟 =
1
2푎
(
1 −
√
1 − 4푎푏
)
. (2.58)
Proof. The assertion holds true if 푟 can be found such that 푎푟2−푟+푏 ≤ 0, and this is the case whenever 4푎푏 <
1. In this case the choice of 푟 according to (2.58) does the job.
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We shall apply this fact to the estimate (2.57), hence with 푢 ∶= ‖‖퐺(푄푥) − 푥0‖‖휎 , 푣 ∶= ‖푄푥−푥0‖휎 , 푎 ∶=
훼−1 ‖푄‖휎→휎 , 푏 ∶= 퐼1 + 퐼2 + 퐼4. Thus, we aim at arranging the parameter 훼 > 0 such that
4훼−1 ‖푄‖휎→휎 (퐼1 + 퐼2 + 퐼4) = 4 ‖푄‖휎→휎 ‖휔‖휎
+ 4훼−1 ‖푄‖휎→휎 (퐼1 + 퐼2 + 퐼4 − 훼 ‖휔‖휎) < 1.
The ﬁrst summand is smaller than one under the assumption on ‖휔‖휎 (note that ‖푄‖휎→휎 = 1 here), and
hence we need to make the second summand, temporarily denoted by Res, suﬃciently small for an appro-
priate choice of 훼. Looking at the bounds for 퐼1, 퐼2 and 퐼4 we ﬁnd constants 퐶1,… , 퐶5 > 0 such that
Res ≤ 퐶1 1
푚훼2
+ 퐶2
훿
훼2
+ 퐶3
1
푚훼
+ 퐶4
√
훿
훼
+ 퐶5
1
푚훼
.
Now we recall that the bounds were obtained under the assumption that 푚훿 ≥ 1 (cf. Proposition 57), and
assuming that the noise level is small, hence assuming that 훿 ≤ 1, then we can specify the previous bound
to the form
Res ≤ (퐶1 + 퐶2) 훿
훼2
+
(
퐶3 + 퐶4 + 퐶5
)√ 훿
훼2
.
Thus, the remainder Res can be made arbitrarily small if 훿∕훼2 is suﬃciently small. This can be achieved by
letting 훼 ∶= 푐
√
훿 with a suﬃciently large constant 푐 > 0.
Under the assumptions made, and in the light of Lemma 61 we can ﬁnd 푟 > 0 such that
퐺(퐵(푥0, 푟) ∩푄) ⊂ 퐵(푥0, 푟) ∩푄.
Notice, that the set 퐵(푥0, 푟) ∩ 푄 is compact and convex, such that the Schauder Fixed Point Theorem,
cf. [13, Chapt. V.9], yields the existence of a ﬁxed point of the continuous mapping 퐺.
We are now in the position to formulate the main result,
Theorem 62. Suppose that the noise obeys Assumption 47(1), and that the true solution obeys Assump-
tion 48, and that the discretization is with spaces푋푚 which fulfill Assumption 51. Moreover, let the assump-
tions of Proposition 60 hold. There is a constant 푐 > 0 such that for 훼 ∶= 푐
√
훿, Lavrent’ev regularization
with discretization according to (2.45) has a solution 푥훿훼 ∈ 푋푚 which obeys‖‖‖푥0 − 푥훿훼‖‖‖ ≤ 푐√훿, as 훿 → 0.
Proof. Under the given assumptions, by Proposition 60 the equation (2.55) has a solution, say 푥훿훼 in 푋푚
which satisﬁes 푥훿훼 ∈ 퐵(푥0, 푟), where 푟 is given by Lemma 61, with 푎, 푏 speciﬁed, there. Obviously, we
can bound 푟 ≤ 1∕(2푎). The speciﬁcation for 푎 was given as 푎 ∶= ‖‖푄푚‖‖휎→휎 ∕훼, and it yields that 푟 ≤
훼∕(2 ‖‖푄푚‖‖휎→휎) ≤ 훼∕2, such that with 훼 = 푐√훿 (cf. proof of Proposition 60), we ﬁnd
푟 ≤ 훼∕2 = 푐
2
√
훿.
Notice, that the value of 푐 depends on the constants퐶1,… , 퐶5, only, and these were dependent on properties
of 푥0, but not on the noise level 훿. which completes the proof.
We shall next mention the modiﬁcation of the main results when the noise obeys Assumption 1(2). As
the interested reader may check, the arguments used in the proofs of Proposition 60 and Theorem 62 remain
valid, except that the optimal parameter choice strategy is diﬀerent.
Corollary 63. Under the assumptions of Theorem 62, but with noise fulfilling Assumption 1(2) we have the
following. There is a constant 푐 > 0 such that for the parameter 훼 is chosen from
훼 = 푐훿
2
5
this yields ‖‖‖푥0 − 푥훿훼‖‖‖ ≤ 푐훿 25 , as 훿 → 0.
42 CHAPTER 2. CLASSICAL AUTOCONVOLUTION PROBLEMS
2.4.2 Extension
We will extend the main results to the situation when the projections used in (2.55) are not orthogonal, but
the corresponding spaces 푋푚 still obey Assumption 51.
Aswe know fromLemma56we can choose the value of휎 > 0 such that accretivity of the operator퐹 ′(푥0)
holds in 퐿휎
2
(0, 1). This, of course, extends to accretivity of the mapping 푄퐹 ′(푥0)푄, whenever 푄 is an
orthogonal projection in 퐿휎
2
(0, 1).
In some cases, the accretivity extends at the expense of an additional correction term to non-orthogonal
projections. The prototypical example is the projection onto the piece-wise constant functions, which is
orthogonal in 퐿2(0, 1), but not in 퐿
휎
2
(0, 1). The following ’closeness’ can be established.
Lemma 64. Consider the spaces 푋̃푚 as in Example 53, and let 푄푚 ∶= 푄
0
푚 be the projection, which is
orthogonal in 퐿2(0, 1). Then, for 푚 ≥ 휎 we have that‖‖푄푚 −푄휎푚‖‖휎→휎 ≤ 2 휎푚.
Consequently we find that ‖‖푄푚‖‖휎→휎 ≤ 1 + 2 휎푚.
Proof. Let 푥 ∈ 퐿2(0, 1) and 푠 ∈ [0, 1). Then there exists 푖 ∈ ℕ, such that 푠 ∈ [
푖−1
푚
, 푖
푚
). Using
휎
푚
≤ 1 and
the inequality |푒푥 − 1| ≤ 2|푥| for |푥| ≤ 1
we estimate
|||[(푄푚 −푄훿푚)푥](푠)||| = 푚 ||||||∫
푖
푚
푖−1
푚
푥(푡) d푡− 푒휎푠 ∫
푖
푚
푖−1
푚
푒−휎푡푥(푡) d푡
||||||
= 푚푒휎푠
||||||∫
푖
푚
푖−1
푚
(푒휎(푡−푠) − 1)푒−휎푡푥(푡) d푡
||||||
≤ 푚푒휎푠 ∫
푖
푚
푖−1
푚
|||푒휎(푡−푠) − 1||| ⋅ ||푒−휎푡푥(푡)|| d푡
≤ 푚푒휎푠 ∫
푖
푚
푖−1
푚
2 |휎(푡 − 푠)| ⋅ ||푒−휎푡푥(푡)|| d푡
≤ 푚푒휎푠 ∫
푖
푚
푖−1
푚
2
휎
푚
||푒−휎푡푥(푡)|| d푡
≤ 2휎푒휎푠
(
∫
푖
푚
푖−1
푚
푒−2휎푡푥(푡)2 d푡
) 1
2
√
1
푚
,
where we used the Hölder inequality in the last step. Now we have
‖(푄푚 −푄훿푚)푥‖2휎 = 푚∑
푖=1
∫
푖
푚
푖−1
푚
푒−2휎푠
|||[(푄푚 −푄휎푚)푥](푠)|||2 d푠
≤
푚∑
푖=1
∫
푖
푚
푖−1
푚
4휎2
푚
(
∫
푖
푚
푖−1
푚
푒−2휎푡푥(푡)2 d푡
)
d푠
=
4휎2
푚2 ∫
1
0
푒−2휎푡푥(푡)2 d푡 =
4휎2
푚2
‖푥‖2휎
and thus ‖푄푚 −푄휎푚‖휎→휎 ≤ 2휎푚 ,
which proves the ﬁrst assertion. Finally, in operator norms we bound
‖‖푄푚‖‖휎→휎 ≤ ‖‖푄푚 −푄휎푚‖‖휎→휎 + ‖‖푄휎푚‖‖휎→휎 ≤ 2휎푚 + 1,
which completes the proof of the lemma.
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As a consequence of the preceding lemma we obtain
Corollary 65. Suppose that 휎 > 0 is chosen such that 푄휎푚퐹
′(푥0)푄
휎
푚 is accretive w.r.t. ⟨., .⟩휎 . Then
푄푚퐹
′(푥0)푄푚 +
8휎‖푥0‖
푚
Id is accretive w.r.t. ⟨., .⟩휎 . Consequently
‖(훼Id +푄푚퐹 ′(푥0)푄푚)−1‖휎 ≤ 2훼
and ‖(훼Id +푄푚퐹 ′(푥0)푄푚)−1푄푚퐹 ′(푥0)푄푚‖휎 ≤ 2
for 훼 ≥ 16휎‖푥0‖
푚
.
Proof. Let 푣 ∈ 퐿2(0, 1) be arbitrary. Then⟨(
푄푚퐹
′(푥)푄푚 +
8휎‖푥‖휎
푚
Id
)
푣, 푣
⟩
휎
=
⟨
푄휎푚퐹
′(푥)푄휎푚푣, 푣
⟩
휎
+
⟨
푄푚퐹
′(푥)푄푚푣, 푣
⟩
휎
−
⟨
푄휎푚퐹
′(푥)푄휎푚푣, 푣
⟩
휎
+
8휎‖푥‖휎
푚
‖푣‖2휎
≥ ⟨(푄푚 −푄휎푚)퐹 ′(푥)푄푚푣, 푣⟩휎 + ⟨푄휎푚퐹 ′(푥)(푄푚 −푄휎푚)푣, 푣⟩휎 + 8휎‖푥‖휎푚 ‖푣‖2휎
≥ 8휎‖푥‖휎
푚
‖푣‖2휎 − ‖(푄푚 −푄휎푚)퐹 ′(푥)푄푚푣‖휎 ⋅ ‖푣‖휎 − ‖푄휎푚퐹 ′(푥)(푄푚 −푄휎푚)푣‖휎 ⋅ ‖푣‖휎
≥ 8휎‖푥‖휎
푚
‖푣‖2휎 − 2‖푄푚 −푄휎푚‖휎→휎 ⋅ ‖퐹 ′(푥)‖휎→휎 ⋅ ‖푣‖2휎 .
Now we use Lemma 55 and Lemma 64 to see that
2‖푄푚 −푄휎푚‖휎→휎 ⋅ ‖퐹 ′(푥)‖휎→휎 ⋅ ‖푣‖2휎 ≤ 8휎푚 ‖푥‖휎 ‖푣‖2휎 ,
which implies the accretivity of푄푚퐹
′(푥)푄푚+
8휎‖푥‖
푚
Id. For the sake of readabilitywe set 퐽 ∶= 푄푚퐹
′(푥)푄푚.
Let now 훼 ≥ 16휎‖푥‖
푚
. Then
훼
2
≥ 8휎‖푥‖
푚
, thus 퐺 ∶= 퐽 + 훼
2
Id is accretive. We recall [35, Eq. (14)], which
asserts that for 훽 > 0 we have
‖(훽Id +퐺)−1‖휎 ≤ 1훽 and ‖(훽Id +퐺)−1퐺‖휎 ≤ 1.
We use this to conclude that
‖(훼Id + 퐽 )−1‖휎 = ‖( 훼2 Id + ( 훼2 Id + 퐽 ))−1‖휎 ≤ 2훼 ,
and
‖(훼Id + 퐽 )−1퐽‖휎 = ‖( 훼2 Id + ( 훼2 Id + 퐽 ))−1( 훼2 Id + 퐽 − 훼2 Id)‖휎
≤ ‖( 훼
2
Id + (
훼
2
Id + 퐽 )
)−1
(
훼
2
Id + 퐽 )‖휎 + ‖( 훼2 Id + ( 훼2 Id + 퐽 ))−1 훼2 Id‖휎
≤ 1 + 2
훼
⋅
훼
2
= 2,
and the proof is complete.
Based on these preliminary results, we show that in the setting of Example 53 the result of Theorem 62
can also be obtained with the projections푄푚 ∶= 푄
0
푚 even for 휎 > 0.
Proposition 66. Let 휎 > 0 and 푄푚, 푄
휎
푚 as in Lemma 64. We denote the projection space corresponding to
푄푚 by 푋
0
푚. For the noise level 0 < 훿 ≤ 1 assume that we have 푚훿 ≥ 1. Then the Lavrent’ev-regularized
equation
훼푄푚(푥∗ − 푥) +푄푚푦
훿 = 푄푚퐹 (푄푚푥). (2.59)
has a solution 푥훿훼 ∈ 푋
0
푚 with ‖‖‖푥0 − 푥훿훼‖‖‖ ≤ 푐√훿,
for a suitable parameter choice 훼 = 푐
√
훿 with some constant 푐 (independent of 훿).
44 CHAPTER 2. CLASSICAL AUTOCONVOLUTION PROBLEMS
Sketch of a proof. By Lemma 56, it exists a 휎1 > 0 such that
‖휔‖휎1 < 148 .
Then we have ‖휔‖휎1 ⋅ ‖푄푚‖휎1→휎1 < 116
for all 푚 with 푚 ≥ 휎1 since ‖푄푚‖휎1→휎1 ≤ 1 + 2휎1푚 ≤ 3
by Lemma 64 if 푚 ≥ 휎1. In the following we will write 푄 instead of 푄푚. Basically we follow the proof of
Proposition 60 and Theorem 62. Analogous to (2.56) we write equation (2.59) in ﬁx-point form as
퐺(푄푥) = 푄푥
with
퐺(푄푥) ∶= 푥0 +퐻
−1
훼
(
푄
(
퐹 ′(푥0)(푥0 −푄푥0) + 푦
훿 − 푦 − 퐹 (푄푚푥 − 푥0)
)
+ 훼(푄푥∗ − 푥0)
)
,
where
퐻훼 ∶= 푄퐹
′(푥0)푄.
As in the proof of Prop. 60 we have‖‖퐺(푄푥) − 푥0‖‖휎1 ≤ 퐼1 + 퐼2 + 퐼3 + 퐼4,
where
퐼1 ∶= ‖퐻−1훼 푄퐹 ′(푥0)(푥0 −푄푥0)‖휎1 ,
퐼2 ∶= ‖퐻−1훼 푄(푦훿 − 푦)‖휎1 ,
퐼3 ∶= ‖퐻−1훼 푄퐹 (푄푥 − 푥0)‖휎1 and
퐼4 ∶= ‖퐻−1훼 훼(푄푥∗ − 푥0)‖휎1 .
The following estimations are almost the same as before, except that we assume
훼 ≥ 16휎‖푥‖
푚
(2.60)
and make use of Corollary 65. This yields
퐼1 ≤ 4퐿푚훼 ‖‖푥0‖‖2퐻휎11 (0,1) ‖푄‖휎1→휎1 ,
퐼2 ≤ 2 훿훼 ‖푄‖휎1→휎1 ,
퐼3 ≤ 2
‖푄푥 − 푥0‖2휎1
훼
‖푄‖휎1→휎1
and
퐼4 ≤ 2훼 ‖휔‖휎1 + 4퐿푚 ‖푄‖휎1→휎1 ‖‖푥0‖‖휎1 ‖휔‖퐻휎11 (0,1)
+
2퐿
푚
‖‖푥0‖‖퐻휎1
1
+
2
(
1 + 4 ‖‖푥0‖‖2퐶1(0,1))
푥0(0)
√
훿 ‖푄‖휎1→휎1 .
Now we want to apply Lemma 61 with the parameters
푢 ∶= ‖‖퐺(푄푥) − 푥0‖‖휎1 ,
푣 ∶= ‖푄푥 − 푥0‖휎1 ,
푎 ∶= 2훼−1 ‖푄‖휎1→휎1 ,
푏 ∶= 퐼1 + 퐼2 + 퐼4.
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Again we have to ensure that 4푎푏 < 1. This is equivalent to
16 ‖푄‖휎1→휎1 ‖휔‖휎1 + 8훼−1 ‖푄‖휎1→휎1 (퐼1 + 퐼2 + 퐼4 − 2훼 ‖휔‖휎1) < 1.
Due to the choice of 휎1 we have
16 ‖푄‖휎1→휎1 ‖휔‖휎1 < 1
and the second summand, denoted by Res can be estimated as
Res ≤ 퐶1 1
푚훼2
+ 퐶2
훿
훼2
+ 퐶3
1
푚훼
+ 퐶4
√
훿
훼
+ 퐶5
1
푚훼
.
with constants 퐶1,… , 퐶5. With the assumptions 푚훿 ≥ 1 and 훿 ≤ 1 we derive
Res ≤ (퐶1 + 퐶2) 훿
훼2
+
(
퐶3 + 퐶4 + 퐶5
)√ 훿
훼2
.
Hence Res can be made arbitrarily small by setting 훼 = 푐
√
훿 with 푐 big enough and 푐 ≥ 16휎‖푥‖
푚
√
훿
, which
ensures (2.60). If 푐 is now chosen in such a way that
16 ‖푄‖휎1→휎1 ‖휔‖휎1 + Res < 1
we apply Lemma 61 and obtain
퐺(퐵(푥0, 푟) ∩푄) ⊂ 퐵(푥0, 푟) ∩푄.
for 푟 = 1
2푎
(
1 −
√
1 − 4푎푏
)
. Since 퐵(푥0, 푟) ∩푄 is a compact and convex set, we obtain that 퐺 has a ﬁxed
point by the Schauder Fixed Point Theorem. The rest of the proof is analogous to the proof of Theorem
62.
2.4.3 Numerical simulation
Here we are going to highlight the validity of the theoretical ﬁndings. Also, we want to discuss that some
of the theoretical limitations cannot be seen in practical simulations. This concerns the assumption of the
accretivity, i.e., when we require 휎 to be chosen according to Lemma 56.
An explicit solver
We shall show that the discretization described in Example 53 leads to a convenient explicit scheme for
solving the discretized equation (2.45) with 푄푚 ∶= 푄
휎
푚. Thus, we ﬁx 휎 > 0, and 푚 ∈ ℕ, and we consider
the orthogonal projection푄휎푚 from Example 53.
At ﬁrst we simplify the operator푄휎푚◦퐹◦푄
휎
푚. Therefore we deﬁne for 푥 ∈ 퐿2(0, 1) , and for 1 ≤ 푖 ≤ 푚,
the quantities
푓푖(푠) ∶=
{
푒휎푠, for 푖−1
푚
≤ 푠 ≤ 푖
푚
,
0, else,
and
푥푖 ∶= 푚∫
푖
푚
푖−1
푚
푒−휎푡푥(푡) d푡.
In these terms we see that
푄휎푚푥 =
푚∑
푖=1
푥푖푓푖, 푥 ∈ 퐿2(0, 1).
We identify(푄휎푚) with a vector in ℝ푚 through the bijection
푥⟶ (푥푖)1≤푖≤푚.
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Furthermore, let
ℎ푖(푠) ∶=
⎧⎪⎨⎪⎩
푖−1
푚
+ 푠 for 푖−1
푚
≤ 푠 < 푖
푚
푖+1
푚
− 푠 for 푖
푚
≤ 푠 < 푖+1
푚
0 else
Then for 푥 ∈ 퐿2(0, 1) we have
(푄휎푚◦퐹◦푄
휎
푚)(푥) =(푄
휎
푚◦퐹 )
(
푚∑
푖=1
푥푖푓푖
)
=푄휎푚
(
푚∑
푖=1
푚−푖+1∑
푗=1
푥푖푥푗푓푖 ∗ 푓푗
)
=푄휎푚
(
푚∑
푘=1
푘∑
푗=1
푥푘−푗+1푥푗(푓푘 + 푓푘+1)ℎ푘
)
=
1
2푚
푚∑
푘=1
푘∑
푗=1
푥푘−푗+1푥푗(푓푘 + 푓푘+1).
Now we can write equation (2.55) component-wise as follows. For 푖 = 1 we ﬁnd that 푥1 must satisfy
the quadratic equation (
푥1
)2
+ 2푚훼푥1 −
(
2푚
(
푦훿
)1
+ 2푚훼푥1∗
)
= 0.
Note that (푦훿)푖 ≥ 0 for all 푖 = 1,… , 푛, since we can assume that 푦훿 ≥ 0 (see Remark 49). The non-negative
solution is
푥1 = −푚훼 +
√
푚2훼2 + 2푚((푦훿)1 + 훼푥1
∗
). (2.61)
For 푖 = 2,… , 푚 we ﬁnd that
훼(푥푖∗ − 푥
푖) + (푦훿)푖 −
1
2푚
(
푖∑
푗=1
푥푖−푗+1푥푗 +
푖−1∑
푗=1
푥푖−푗푥푗
)
= 0.
This can be considered as a linear equation in 푥푖, if all 푥푗 for 푗 < 푖 are already determined. Rearrangement
yields
푥푖 =
푚
푚훼 + 푥1
(
(푦훿)푖 + 훼푥푖
∗
−
1
2푚
(
푖−1∑
푗=1
푥푗푥푖−푗 +
푖−1∑
푗=2
푥푗푥푖−푗+1
))
. (2.62)
Thus we have obtained the piece-wise constant approximation푄휎푚푥, and we now apply post-smoothing by
a cubic spline. By doing this appropriately we can retain approximation rate
1
2
. Indeed, consider a cubic
spline푆 ∈ 푆푀
4
,푀 ∈ ℕ and let 푥훿훼 be the above piece-wise constant approximation. The triangle inequality
yields ‖‖‖푆 − 푥훿훼‖‖‖ ≤ ‖‖푆 − 푥0‖‖ + ‖‖‖푥0 − 푥훿훼‖‖‖
By the main result, the second summand above is of order
√
훿. On the other hand, the solution 푥0 can be
approximated by a cubic spline at the rate
1
푀2
(see [45, Corollary 6.21]). Hence we can have the left hand
side of order
√
훿 by choosing푀 ≥ 훿− 14 .
Thus, for given 휎 > 0, 푚 ∈ ℕ, and parameter 훼 > 0, this results in the following simple algorithm to
compute a solution to (2.55), which requires푂(푚2) operations.
Simulation study
The setup is according to the theoretical study. We ﬁx some function 푥0 ∶ [0, 1]→ ℝ
+, and then we generate
data 푦훿 = 퐹 (푥0) + 훿휉 on a ﬁne grid (meshsize= 5000), where ‖휉‖∞ = 1. For diﬀerent values of 훿 =
0.04, 0.0025we let 훼 =
√
훿. The theoretical results were based on the accretivity assumption, and we shall
perform simulations, both for 푥0 that satisﬁes (1) in Lemma 56, but also for 푥0 violating the accretivity
assumption for 휎 = 0. The spaces 푋̃푚 are chosen both, as piece-wise constant functions, and cubic splines,
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Figure 2.1: Description of the algorithm
1. Compute 푥1 from (2.61).
2. For 푖 = 2,… , 푚 solve (2.62) to obtain 푥2,… , 푥푚.
3. Approximate the function 푓̂ ∶=
∑푚
푖=1 푥
푖푓푖 by a cubic smoothing spline 푆(푓̂ ) ∈ 4(Δ푀 ).
respectively, and on a grid with discretization level 푚 ≥ ⌈ 1
훿
⌉ for piece-wise constant functions and 푚 ≥⌈ 4√20
훿
⌉ for cubic splines.
We then show the reconstructions, for piece-wise constant ansatz functions, without( left panel) and with
(middle panel) post-smoothing by cubic spline interpolation. We add the corresponding reconstructionswith
cubic splines (right panel). For the ﬁrst and the last case we obtain a convergence rate of order
1
2
from the
theory (cf. Theorem 62).
Accretivity for 휎 = 0
Here we let
푥0(푡) = 푡
2 − 2푡 + 2, 0 ≤ 푡 ≤ 1. (2.63)
This function is positive, decreasing and convex on the unit interval, and hence 휎 = 0 is appropriate
for the accretivity. Figure 2.2 shows the reconstructions for the noise level 훿 = 0.04, whereas Figure 2.3
for 훿 = 0.0025.
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Figure 2.2: Simulations for 훿 = 0.04 with piecewise constant (left), smoothed piecewise constant (middle)
and cubic splines (right), curves: exact solution (dashed) and reconstruction (solid)
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Figure 2.3: Simulations for 훿 = 0.0025with piecewise constant (left), smoothed piecewise constant (middle)
and cubic splines (right), curves: exact solution (dashed) and reconstruction (solid)
The computation times for the diﬀerent methods are shown in Table 2.1. Since the time for smoothing
the piece-wise constant solution is negligible, the corresponding computation times are not listed here.
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data error approximation space 푚 cpu-time [s]
훿 = 0.0025 piece-wise constant 400 1.68
cubic splines 10 1076
훿 = 0.04 piece-wise constant 25 0.173
cubic splines 5 338
Table 2.1: computation times for function 푥0 from (2.63)
Figure 2.4 shows a log-log plot of reconstruction errors of the diﬀerent reconstruction methods depend-
ing on the noise level.
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Figure 2.4: − ln(‖푥훿훼 − 푥0‖) versus − ln(훿) for piece-wise constant (red), smoothed piece-wise constant
(blue), and cubic splines (black) ansatz
We observe that we obtain acceptable reconstructions from all three methods, where post smoothing
of the piece-wise constant reconstruction and cubic spline ansatz yield almost identical results. Since the
computation time for the piece-wise constant ansatz is much lower, we recommend this method. In Figure
2.4 we see that all three methods have a numerical convergence rate of approximately
1
2
, where the curves
for the last two methods are almost identical for small data error.
Accretivity for positive 휎
We consider the function
푥0(푡) = 2 + cos(4휋푡), 0 ≤ 푡 ≤ 1. (2.64)
The following Figures 2.5 & 2.6, show the reconstructions.
data error approximation space 푚 cpu-time [s]
훿 = 0.0025 piece-wise constant 400 1.60
cubic splines 10 1003
훿 = 0.04 piece-wise constant 25 0.176
cubic splines 5 319
Table 2.2: computation times for function 푥0 from (2.64)
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Figure 2.5: Simulations for 훿 = 0.04 with piecewise constant (left), smoothed piecewise constant (middle)
and cubic splines (right), curves: exact solution (dashed) and reconstruction (solid)
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Figure 2.6: Simulations for 훿 = 0.0025with piecewise constant (left), smoothed piecewise constant (middle)
and cubic splines (right), curves: exact solution (dashed) and reconstruction (solid)
In principle we observe the same behavior as for the ﬁrst test function. The numerical convergence rates
shown in Figure 2.7 are slightly lower than
1
2
. A reason could be that the constant 푐 in the parameter choice
rule 훼 = 푐
√
훿 has been chosen to small.
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Figure 2.7: − ln(‖푥훿훼 − 푥0‖) versus − ln(훿) for piece-wise constant (red), smoothed piece-wise constant
(blue), and cubic splines (black) ansatz
2.5 Numerical examples
In this section, we do some case studies with synthetic data for the regularization approaches presented in
the last section.
2.5.1 Discretization and Parameter Choice rule
Since we consider both operators 퐹 deﬁned in (2.2) and (2.16) respectively, we write 퐹1 for the operator
deﬁned in (2.2) and 퐹2 for the one from (2.16) for not to mix up both cases. Analogously we write 퐵1
and 퐵2 for the bilinear operators deﬁned in (2.4) and (2.18) respectively. The simplest way to discretize a
function 푥 ∈ 퐿2(0, 1) is to approximate it by step functions (piecewise constant functions). The structure of
the autoconvolution operator is particularly simple for step functions with equispaced discontinuities. Let
푛 ∈ ℕ. For 푗 = 1,… , 푛 we deﬁne 푓푗 ∈ 퐿2(0, 1) by
푓푗 (푡) =
{
1 if
푗−1
푛
≤ 푡 ≤ 푗
푛
0 else
(2.65)
and consider the subspace 푋푛 ∶= span(푓1,… , 푓푛) of 퐿2(0, 1) which is spanned by these functions. For the
convolution of two basis functions we have
퐵1(푓푗 , 푓푙) =
{
1
푛
ℎ푗+푙−1 if 푗 + 푙 − 1 ≤ 푛
0 else
and
퐵2(푓푗 , 푓푙) =
1
푛
ℎ푗+푙−1,
where ℎ푗 is deﬁned by
ℎ푗 =
⎧⎪⎪⎨⎪⎪⎩
푛푡 − 푗 + 1 for 푗−1
푛
≤ 푡 < 푗
푛
−푛푡 + 1 for 푗
푛
≤ 푡 < 푗+1
푛
0 else.
(2.66)
for 1 ≤ 푗 ≤ 2푛 − 1. Now we write 푥 ∈ 푋푛 as
푥 =
푛∑
푗=1
푥푗푓푗
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where the 푥푗 are the coeﬃcients with respect to the basis (푓푗)
푛
푗=1
. Norm and inner product of 푥, 푢 ∈ 푋푛 can
be written as
‖푥‖ =√√√√1
푛
푛∑
푗=1
|푥푗|2 (2.67)
and ⟨푥, 푢⟩ = 1
푛
푛∑
푗=1
푥푗푢푗 .
For the autoconvolution of a 푥, that maps to 퐿2(0, 1), we obtain
퐹1(푥) =
푛∑
푗=1
푛∑
푙=1
푥푗푥푙퐵(푓푗 , 푓푙) =
1
푛
푛∑
푗=1
푗∑
푙=1
푥푙푥푗−푙+1ℎ푗
We see that 퐹1(푥) is a piecewise aﬃne function and(퐹1) is contained in the space 푌 1푛 ∶= span(ℎ1,… , ℎ푛),
which is a subspace of 퐿2(0, 1), if we consider ℎ1,… , ℎ푛 as functions in 퐿2(0, 1) by taking their restriction
to the interval [0, 1]. Analogous, the Fréchet derivative 퐹 ′
1
(푥) can be written as
퐹 ′
1
(푥)푣 = 2퐵1(푥, 푣) =
2
푛
푛∑
푗=1
푗∑
푙=1
푥푙푣푗−푙+1ℎ푗 , 푣 ∈ 퐿2(0, 1)
For the inner product of two basis functions ℎ푗 , ℎ푙 in 푌
1
푛 we obtain
⟨ℎ푗 , ℎ푙⟩ = 1푛 (23훿푗푙 + 16훿(푗−1)푙 + 16훿(푗+1)푙) 푗, 푙 = 1,… , 푛− 1⟨ℎ푗 , ℎ푛⟩ = 1푛 (13훿푗푛 + 16훿(푗+1)푛) 푗 = 1,… , 푛.
This yields for the adjoint of 퐹 ′
1
(푥)
퐹 ′
1
(푥)∗푤 =
2
푛
푛∑
푙=1
(
푛−1∑
푗=푙
(
2
3
푤푗 +
1
6
푤푗−1 +
1
6
푤푗+1)푥푗−푙+1 + (
1
3
푤푛 +
1
6
푤푛−1)푥푛−푙+1
)
푓푙 푤 =
푛∑
푗=1
푤푗ℎ푗
with the convention푤0 = 0.
Now we consider the full data case. Here we have
퐹2(푥) =
푛∑
푗=1
푛∑
푙=1
푥푗푥푙퐵2(푓푗 , 푓푙) =
1
푛
2푛−1∑
푗=1
min{푛,푗}∑
푙=max{1,2푛−푗}
푥푙푥푗−푙+1ℎ푗
and
퐹 ′
2
(푥)푣 = 2퐵2(푥, 푣) =
2
푛
2푛−1∑
푗=1
min{푛,푗}∑
푙=max{1,2푛−푗}
푥푙푣푗−푙+1ℎ푗
for 푥, 푣 ∈ 푋푛. For the sake of clarity we will frequently drop the indices of the inner sum. We ob-
serve that 퐹2(푥) and 퐵2(푥, 푣) are also piecewise aﬃne functions which are contained in the space 푌
2
푛 =
span(ℎ1,… , ℎ2푛−1) ⊂ 퐿2(0, 2). Here the inner product reads as
⟨ℎ푗 , ℎ푙⟩ = 1푛 (23훿푗푙 + 16훿(푗−1)푙 + 16훿(푗+1)푙) 푗, 푙 = 1,… , 2푛− 1
and consequently
퐹 ′
2
(푥)∗푤 =
2
푛
푛∑
푙=1
푛+푙−1∑
푗=푙
(
2
3
푤푗 +
1
6
푤푗−1 +
1
6
푤푗+1)푥푗−푙+1 푓푙 푤 =
푛∑
푗=1
푤푗ℎ푗
with the convention 푤0 = 푤2푛 = 0. Although, compared with higher order splines, step functions have a
low approximation rate for smooth functions, we prefer this approach, since it yields handy image spaces
푌 1푛 and 푌
2
푛 and short formulae for all quantities of interest.
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In our numerical test below we apply two diﬀerent parameter choice rules for selecting a suitable reg-
ularization parameter 훼, namely the sequential discrepancy principle as a-posteriori rule, that is, it requires
knowledge of the noise level 훿, and the quasi optimality principle, which is heuristic, thus, it works without
knowing 훿, but the theoretical foundation is less strong.
For both parameter choice methods we compute regularized solutions for 훼 = 푞푘
∗
훼0, where 푞 is a
constant between zero and one, 푘∗ a natural number and훼0 is an upper bound for the regularizationparameter.
In the sequential discrepancy principle 푘∗ is the smallest natural number, such that‖‖‖‖퐹 (푥훿푞푘−1훼0) − 푦훿‖‖‖‖ ≤ 휏훿 (2.68)
with some ﬁxed 휏 close to one. The quasi optimality criterion in its discrete form chooses푘∗ as theminimizer
of ‖‖‖푥훿푞푘훼0 − 푥훿푞푘−1훼0‖‖‖→ min푘∈ℕ . (2.69)
2.5.2 Implementation Details
For our numerical tests we simulate data in the followingway: We choose an exact solution푥0 in퐿2(0, 1) and
use numerical integration to obtain values for 퐹 (푥0) on a very ﬁne grid. From these values we form a coarser
piecewise aﬃne approximation of 퐹 (푥0)with grid points 1
푛
, 2
푛
,… , 2푛−1
푛
. Remember that [퐹 (푥0)](0) = 0 and
[퐹 (푥0)](2) = 0 is always satisﬁed. We denote the resulting vector (푦1,… , 푦2푛−1) by 푦̄.
Nowwe add noise to 푦̄ in formof a vector 푒̄ of elements independently drawn fromaGaussian distribution
with mean zero and standard deviation one, that is, we set
푦̄훿 = 푦̄ + 훿
푒̄‖푒̄‖ .
Then the relative error is given by
훿rel ∶=
훿‖푦‖ .
In all our simulations the relative error is chosen as 훿rel = 1%. We have chosen this relatively low noise
level to ensure that all regularization approaches yield acceptable results. For simulation with higher relative
noise see [10]. Note that the decomposition approach and the TIGRA-method use the whole data for the
reconstruction,whereas local regularization requires 푦훿
1
,… , 푦훿푛+푟, depending on the regularization parameter
푟 and Lavrentiev regularization uses only 푦훿
1
,… , 푦훿푛.
For the discrepancy principle we set 휏 = 1.2 and for the quasioptimality criterion we use 푞 = 0.9 for
the TIGRA method and Lavrentiev regularization and 푞 = 0.5 for the decomposition approach. We always
choose 훼0 large enough to prevent the quasioptimality criterion from choosing 푞훼0, that is, the minimum of
(2.69) does not lie at the boundary of the considered range of parameters.
Throughout our experiments the discretization level is 푛 = 200.
Step length selection in the TIGRA method requires the choice of two parameters 휌 and 훾 . Here we set
휌 = 0.05 and 훾 = 0.2.
The iteration of the Tikhonov step in our decomposition method is stopped if the distance between two
iterates 푥푘 and 푥푘+1 becomes smaller than 10
−2. If this does not happen within the ﬁrst 10 iterations, the
iteration is stopped, too.
For the local regularization approachwe calculate regularized solutions for all 푟 and then choose the one
satisfying the discrete quasioptimality criterion as described above. For the sequential discrepancy principle
we choose the highest value 푟, for which the condition ‖퐹2(푥) − 푦훿‖ ≤ 휏 ⋅ 훿 is satisﬁed.
The convergence result for Lavrentiev regularization was based on an a priori parameter choice with
estimation of the boundary value of the true solution using the noise level 훿 (see Proposition 58). Since
using an heuristic parameter choice method as the quasioptimality criterion seems to be reasonable only if
the noise level is unknown, we also cannot use the noise level in the regularization method in this case. For
this reason we set ℎ = 1
4
훿
2
5 for the discrepancy principle and ℎ = 1
4
푛−
2
5 for the quasioptimality criterion in
formula (2.54). We compute a piecewise constant regularized solution and apply post smoothing by cubic
splines with discretization level 푚 = ⌈ 4√ 20
훿
⌉ for the discrepancy principle and 푚 = ⌈ 4√20푛⌉ = 8 for the
quasioptimality criterion.
It is important to note that the autoconvolution operator퐹 is not injective (neither in (2.2), nor in (2.16)).
For easy comparison of the results, after obtaining a reconstruction 푥we always check, weather−푥 is closer
to 푥0 than 푥 and change the sign of 푥 in this case.
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The test functions we consider are the same as in [10], except that we use a cosine-function instead of a
sine function as second test function. The ﬁrst and the last test function have also been used for numerical
simulations in [14].
2.5.3 Test A: quadratic function
The exact solution 푥† for our ﬁrst numerical experiment is the quadratic function given by
푥†(푡) = 1 − 3(푡 − 1
2
)2, 푡 ∈ (0, 1).
The reconstructions are shown in Figure 2.8. All regularization approaches found a solution for the discrep-
ancy principle as well as for the quasioptimality criterion.
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Figure 2.8: Test A with decomposition approach (top left), TIGRA method (top right), local regularization
(bottom left) and Lavrentiev regularization (bottom right). curves: exact solution (gray), parameter choice
with quasioptimality criterion (solid black) and with discrepancy principle (dotted)
2.5.4 Test B: periodic function
The exact solution 푥† for our second numerical experiment is the periodic function given by
푥†(푡) = cos(4휋푡), 푡 ∈ (0, 1).
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The reconstructions are shown in Figure 2.9. Here local regularizationdid not ﬁnd a regularizationparameter
with the discrepancy principle.
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Figure 2.9: Test B with decomposition approach (top left), TIGRA method (top right), local regularization
(bottom left) and Lavrentiev regularization (bottom right). curves: exact solution (gray), parameter choice
with quasioptimality criterion (solid black) and with discrepancy principle (dotted)
2.5.5 Test C: discontinuous function
The exact solution for our third and last numerical experiment is a piecewise constant function given by
푥†(푡) =
⎧⎪⎨⎪⎩
0.5, if 푡 ∈ [0, 0.5),
0.25, if 푡 ∈ [0.5, 0.8),
0.75, if 푡 ∈ [0.8, 1],
푡 ∈ (0, 1).
The reconstructions are shown in Figure 2.10. Again local regularization did not ﬁnd a regularization pa-
rameter with the discrepancy principle.
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Figure 2.10: Test C with decomposition approach (top left), TIGRA method (top right), local regularization
(bottom left) and Lavrentiev regularization (bottom right). curves: exact solution (gray), parameter choice
with quasioptimality criterion (solid black) and with discrepancy principle (dotted)
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2.5.6 Regularization parameters and total errors
The regularization parameters for the TIGRA method, local regularization and Lavrentiev regularization
are shown in Table 2.3. Since the decomposition approach determines a regularization parameter for each
step, we do not list the parameters for this method (see [10], smallest and biggest regularization parameter
have been listed there). Note that the regularization parameter for local regularization is a natural number
as mentioned above.
Test 훿abs TIGRA local lavrentiev
regularization regularization
훼d 훼q 푟d 푟q 훼d 훼q
A 0.00498 0.00741 0.00287 15 8 0.0148 0.0229
B 0.00290 0.00205 0.00109 - 7 0.00274 0.00718
C 0.00178 0.00141 0.000291 - 8 0.0108 0.0122
Table 2.3: Regularization parameters 훼d and 훼q obtained by discrepancy principle and quasioptimality cri-
terion, respectively.
Table 2.4 contains the deviations of the reconstructed solutions from the exact ones, measured in the
퐿2(0, 1)-norm of the corresponding piecewise constant functions.
Test 훿abs decomposition TIGRA local lavrentiev
approach regularization regularization
휇d 휇q 휇d 휇q 휇d 휇q 휇d 휇q
A 0.00498 0.0421 0.0242 0.0216 0.0189 0.0751 0.0761 0.0407 0.0473
B 0.00290 0.0242 0.0205 0.0107 0.0113 - 0.0748 0.110 0.153
C 0.00178 0.0723 0.0640 0.0402 0.0305 - 0.0640 0.0603 0.0647
Table 2.4: Total reconstruction errors, 휇d denotes the error for reconstruction with discrepancy principle 휇q
the error for reconstruction with quasioptimality criterion.
2.5.7 Discussion of the reconstruction results
Then main observation of the numerical simulations is the decomposition approach and TIGRA, which use
the full data, in general yield better reconstruction results than Lavrentiev regularization and local regular-
ization, which use only half of the data or little more than half of the data. FromTable 2.4 we see that in some
cases the TIGRA method is slightly better and in other cases the decomposition technique shows slightly
smaller errors. But these small deviations in the errors might also be caused by the parameter choice strate-
gies. For both methods we observe that the discrepancy principle yields higher regularization parameters
than the quasioptimality criterion. However, both parameter choice rules produce good results apart from
small deviations at the boundaries. Only for the non-continuos test function C, both methods produce either
oversmoothed or oscillating results (see Figure 2.10). The reason may be that both methods use Tikhonov
regularization, which is mostly appropriate for smooth solutions.
The local regularization approach computes the ﬁrst 푟 coeﬃcients 푥1,… , 푥푟 without regularization,
which results in oscillations in the very left part of the reconstruction. For this method, the discrepancy
principle does not always ﬁnd a solution, since local regularization yields to a low discrepancy on [0, 1+푅]
but the rest of the data has no inﬂuence on the reconstruction. The quality of the reconstructions obtained
with local regularization can only keep up with TIGRA and the decomposition approach for testfunction C.
Our implementation of Lavrentiev regularization also yields reconstructions which are worse than the
reconstructionswe obtained by TIGRA or the decomposition approach. Since this method ﬁrst approximates
the value푥†(0), then solves the regularized equation and ﬁnally approximates the obtained solution by a cubic
spline, there are many sources of errors. We observe a high deviation for the second test function, a reason
might be that this function is not non-negative, but non-negativitywas a prerequisite to show convergence of
Lavrentiev regularization (see Assumption 48). Although a smoothness assumption on 푥 was also required
for the theory presented in Section 2.4 (see again Assumption 48), the quality of the reconstruction for
testfunction C is similar to the other methods.
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2.5.8 Computational costs of the four methods
The discretization of the decomposition approach is described in [19]. Applying the quadratic isometry 푄
to 푥 from the span of the 푛 box functions gives an 퓁2(ℕ)-element with at most 푛(푛+1)
2
nonzero components.
The linear operator퐴 then transforms this ﬁnitely supported element into a piecewise aﬃne function in the
span of the hat functions used for discretization in 퐿2(0, 2). Thus, the Tikhonov step has to approximate the
solution of a system of linear equations with system matrix 퐴 of dimension (2푛 − 1) × 푛(푛+1)
2
. Solving the
Tikhonov minimization problem leads to a system with matrix 퐴푇퐴 + 훼퐼 of size 푛(푛+1)
2
×
푛(푛+1)
2
. Solving
this system without further knowledge of the matrix’ structure would require(푛6) operations. But in case
of autoconvolution the matrix퐴푇퐴+ 훼퐼 is sparse and its structure allows to split the corresponding system
of equations into 2푛−1 systems with square matrices of size 1, 2… , 푛,… , 2, 1. Thus, solving the Tikhonov
problem can be realized with (푛4) operations.
Inversion of 푄 requires the computation of the largest eigenvalue and a corresponding eigenvector of a
symmetric matrix of dimension 푛 × 푛. There exist several algorithms for this purpose, the power method,
the inverse power method or the Rayleigh quotient iteration, to name a few. Computational costs are lower
than for the Tikhonov step.
Each iteration of the Tikhonov step requires the choice of a new regularization parameter and thus mul-
tiple Tikhonov problems have to be solved. Since all these Tikhonov problems have a similar structure
computation time can be saved by using suitable matrix decompositions which do not depend on 훼 (see [15,
Section 9.3]). In addition we observed numerically that from iteration to iteration the parameter chosen by
some ﬁxed parameter choice rule varies only slightly. In fact, in all experiments we observed that the chosen
parameter decreases. Thus, each chosen parameter seems to provide an upper bound for the parameter in
the next iteration. To our regret we do not have a theoretical foundation of this observation.
Simplifying the situation slightly by neglecting the parameter choice per iteration, as can be justiﬁed
by the numerical observation just described, the computational costs for the decomposition approach ‘per
parameter’ are
(iterations ⋅ 푛4),
where the number of iterations is only about 10.
The TIGRA method requires numerical evaluation of 퐹 , which can be realized with (푛2) elementary
operations. Application of the Frechét derivative퐹 ′[푥] also requires(푛2) operations. Step length selection
lies below these counts. Thus each steepest descent step requires(푛2) operations. The number of steepest
descent iterations varies in a wide and does not only depend on the discretization level 푛 but also on 훼 and
푦훿. Thus, per regularization parameter the TIGRA method requires
(iterations ⋅ 푛2)
elementary operations.
According to [14], for each regularization parameter 푟 the local regularization approach requires
(푛2푟 − 푛푟2)
elementary operations if 푟 is much smaller than the discretization level 푛.
As we have seen in the last section, Lavrentiev regularization requires only (푛2) operations for one
ﬁxed regularization parameter.
In practice we observed that the TIGRAmethod requires the highest computation time since the number
of iterations of the steepest decent method becomes very large for small regularization parameters. Although
the decomposition approach needs (푛4) operations, it was faster than the TIGRA method. Both, local
regularization and Lavrentiev regularization, are extremely fast.
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Chapter 3
Nonlinear optical processes and
SD-SPIDER
The aim of this chapter is to give a short introduction to the physical problem, which was the inspiration for
the mathematical contents presented in this work.
We note explicitly that the author did not contribute to physical aspects, the transformationof the physical
problem into an inverse problem, which can be treated mathematically, has already been done in [21].
3.1 Introduction
The content of the introduction can be found in [6] in more detail.
3.1.1 The wave equation
A reader without physical background might not be familiar with nonlinear optics, hence we will give a
short summary of the topics in this ﬁeld, which one needs to understand SD-Spider and related techniques.
Nonlinear optics is a subbranch of optics of electromagnetic waves. An electromagnetic wave can be de-
scribed by its electric ﬁeld 퐸⃗ and its magnetic ﬁeld 퐵⃗. The propagation of electromagnetic radiation in its
most general form is described by Maxwell’s equations. In its microscopic form this is a system of four
ﬁrst-order partial diﬀerential equations. Written in Gaussian units they are
∇퐷⃗ = 4휋휌 (3.1)
∇퐵⃗ = 0 (3.2)
∇ × 퐸⃗ =
1
푐
휕퐵⃗
휕푡
(3.3)
∇ × 퐻⃗ =
1
푐
휕퐷⃗
휕푡
+
4휋
푐
퐽⃗ (3.4)
where the quantities occuring in this equation are
• 퐷⃗… electric displacement ﬁeld,
• 휌… charge density,
• 퐻⃗… magnetizing ﬁeld,
• 퐽⃗ … current density.
All of these quantities are in general depending on the time (푡) and the position in space (푟⃗). While 휌 is
scalar, the other quantities can be seen as three-dimensional vector ﬁelds. From these equations we will now
derive the so-called wave equation by making certain assumptions. Typically one is only concerned with
situations where there are no free charges, which means
휌 = 0, (3.5)
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and no free currents, hence
퐽⃗ = 0.
Furthermore we assume that all used material is nonmagnetic (which is of course satisﬁed for air), so that
퐵⃗ = 퐻⃗.
Then from (3.3) and (3.4) we obtain
∇ × ∇ × 퐸⃗ +
1
푐2
휕2
휕푡2
퐷⃗ = 0.
At this point we use the identity
∇ × ∇ × 퐸⃗ = ∇(∇ ⋅ 퐸⃗) − Δ퐸⃗.
which yields
∇(∇ ⋅ 퐸⃗) − Δ퐸⃗ +
1
푐2
휕2
휕푡2
퐷⃗ = 0. (3.6)
If 퐷⃗ depends linearly on 퐸⃗, say
퐷⃗ = 휖(1)퐸⃗ (3.7)
it is clear that (3.1) and (3.5) imply
∇ ⋅ 퐸⃗ = 0.
If (3.7) holds, we are in the situation of linear optics and we obtain the homogenous wave equation
−Δ퐸 +
휖(1)
푐2
휕2
휕푡2
퐸 = 0.
Note that in general 휖(1) is a (1, 1)-Tensor depending on the material. Only for isotropic material it can be
considered as a scalar constant. Now nonlinear optics is concernedwith phenomena that rely on a nonlinear
dependence between 퐸⃗ and 퐷⃗. If 퐷⃗ depends on 퐸⃗ in a nonlinear way, it is convenient to write 퐷⃗ as
퐷⃗ = 퐸⃗ + 푃⃗ ,
where 푃⃗ is called polarization. 푃⃗ is usually written as a power series in 퐸⃗, that is
푃⃗ = 휒 (1)퐸⃗ + 휒 (2)◦퐸⃗2 + 휒 (3)◦퐸⃗3 +…
Terms of higher than third order will not have inﬂuence in our situation. The 휒 (푖) are the 푖-th order suscep-
tibilities, which are material dependent, symmetric tensors in general, especially 휒 (1) is a (1, 1)-tensor, 휒 (2)
is a (1, 2)-tensor and 휒 (3) is a (1, 3)-tensor. Usually the material used for nonlinear optical processes has a
crystal structure. Then the symmetry of the 휒 (푖) depends on the crystal structure of the material. It is also
common to split the polarization into a linear and a nonlinear part 푃⃗푁퐿 as
푃⃗ = 휒 (1)퐸⃗ + 푃⃗푁퐿.
Then we can write
퐷⃗ = 휖(1)퐸⃗ + 4휋푃⃗푁퐿
since I +휒 (1) = 휖(1).
Even for a nonlinear material term ∇ ⋅ 퐸 can usually be neglected, especially if the slowly varying
amplitude approximation is satisﬁed (see [6, p.70]). With this assumption and with 푛 =
√
휖(1) we can write
(3.6) as
Δ퐸⃗ +
휖(1)
푐2
휕2
휕푡2
퐸⃗ = −
4휋
푐2
휕2
휕푡2
푃푁퐿, (3.8)
which is an inhomogeneous wave equation.
Up to now all quantities we were concerned with depend on the time 푡 and the position in space 푟⃗. Since
it is not possible to measure 퐸⃗(푟⃗, 푡)with a suﬃcient resolution in time, one goes over to the Fourier transform
with respect to 푡. Therefore let
̂⃗
퐸(푟⃗, 휔) ∶= ∫
ℝ
퐸⃗(푟⃗, 푡)푒−푖휔푡 d푡.
Then we obtain
Δ
̂⃗
퐸(푟⃗, 휔) +
휖(1)
푐2
휔2
̂⃗
퐸(푟⃗, 휔) = −
4휋
푐2
휔2 ̂푃푁퐿(푟⃗, 휔). (3.9)
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3.1.2 Ultrashort laser pulses
The nonlinear polarization attains relevant values only for a very high electric intensity |퐸⃗|. Usually (on
earth) only laser light has an electric intensity, for which nonlinear eﬀects occur. Lasers can be classiﬁed by
their operation mode as continuous wave lasers or pulse lasers. While the electrical intensity or the emitted
radiation is nearly constant over time for continuous wave lasers, the radiation of a pulse laser is emitted
in single portions (“pulses”) with typically very high intensity and duration down to 10−15푠 or even less.
Since such pulses are the shortest events, which can be produced artiﬁcially, they are of great interest for
measuring other very short events. In order to do so, one needs to know the shape of such a pulse, that means
its electric ﬁeld 퐸⃗(푟⃗, 푡) for some ﬁx 푟⃗. Since laser pulses are polarized, that is, the direction of the electric
ﬁeld is constant, we can consider the electric ﬁeld as a scalar function 퐸. Now 퐸 can be written as
퐸(푟⃗, 푡) = 2Re
(푒i(휔푐 푡−푘⃗⋅푟⃗)) .
Here  is the envelope, a complex-valued function varying only slowly in 푟⃗ and 푡 in comparison to the
exponential term, 휔푐 is the carrier frequency and 푘⃗ is the direction of propagation. In the physical literature
it is common to write
퐸(푟⃗, 푡) = 푒i(−휔푐 푡+푘⃗⋅푟⃗) + 푐.푐.
where 푐.푐. denotes the complex conjugate of the preceding expression. Another frequently used convention
is to write the complex conjugate of a quantity 푓 as 푓 ∗ instead of 푓̄ in order to not become confused when
푓 is a vector ﬁeld. Hence we also could write
퐸(푟⃗, 푡) = 푒i(−휔푐 푡+푘⃗⋅푟⃗) + ∗푒− i(−휔푐 푡+푘⃗⋅푟⃗).
If we neglect the spatial dependence for a moment by ﬁxing 푟⃗ we can write
퐸(푡) =
1
2
푒− i휔푐 푡 + 푐.푐.
by scaling  appropriately. Since it is not possible to measure 퐸(푡) with a suﬃcient resolution in time, one
goes over to the Fourier transform with respect to 푡. Hence let
퐸̂(휔) ∶= ∫
ℝ
퐸(푡)푒−푖휔푡 d푡,
where we use the physical convention, that the Fourier transform to the spectral domain has no factor
1√
2휋
.
We say that 퐸̂ is a function of the frequency (or more precisely the angular frequency) 휔. Note that 퐸̂ is a
complex-valued function. Using polar coordinates we write 퐸̂ as
퐸̂(휔) = 퐴(휔)푒푖휑(휔),
where we call 퐴(휔) spectral amplitude and 휑(휔) spectral phase. The function퐴2 is usually called spectrum
or spectral intensity. With a spectrometer it is possible to measure 퐴(휔) directly with suﬃcient resolution.
To reconstruct 퐸(푡) it would be suﬃcient to determine 휑(푡), since inverse Fourier transform of 퐸̂ gives
퐸(푡) =
1
2휋 ∫ℝ 퐸̂(휔)푒
푖휔푡 d휔.
3.1.3 Nonlinear optical processes
For a detailed introduction to nonlinear optical processes we refer to [6, chapter 1]. In (3.8) we obtained the
inhomogeneous wave equation as the law for the dynamics of the electric ﬁeld. We will now ﬁx a point 푟⃗0
and assume that the light of two laser pulses described by their electric ﬁelds
퐸⃗푗 (푡) = ⃗푗푒− i휔푗 푡 + 푐.푐. 푗 = 1, 2
is present at this point, hence
퐸(푟⃗0, 푡) = 퐸⃗1(푡) + 퐸⃗2(푡)
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If these laser pulses pass through 푟⃗ at the same time, whichmeans that |퐸1(푡)| and |퐸2(푡)| are signiﬁcantly
greater than zero for some 푡 ∈ ℝ, and if moreover 휒 (2) or 휒 (3) are not negligibly small, this will lead to a
non-vanishing nonlinear polarization. For the second order polarization 푃 (2) we obtain
푃 (2) = 휒 (2)◦퐸⃗2 = 휒 (2)(퐸⃗1, 퐸⃗1) + 2휒
(2)(퐸⃗1, 퐸⃗2) + 휒
(2)(퐸⃗2, 퐸⃗2)
= 휒 (2)
(⃗1, ⃗1)푒−2 i휔1푡 + 2휒 (2)(⃗1, ⃗1∗) + 휒 (2)(⃗1∗, ⃗1∗)푒2 i휔1푡
+ 2휒 (2)
(⃗1, ⃗2)푒− i(휔1+휔2)푡 + 2휒 (2)(⃗1, ⃗2∗)푒i(휔2−휔1)푡
+ 휒 (2)
(⃗1∗, ⃗2)푒i(휔1−휔2)푡 + 휒 (2)(⃗1∗, ⃗2∗)푒i(휔1+휔2)푡
+ 휒 (2)
(⃗2, ⃗2)푒−2 i휔2푡 + 2휒 (2)(⃗2, ⃗2∗) + 휒 (2)(⃗2∗, ⃗2∗)푒2 i휔2푡.
Sorting by frequencies yields
푃 (2) = 휒 (2)
(⃗1, ⃗1)푒−2 i휔1푡 + 푐.푐.
+ 휒 (2)
(⃗2, ⃗2)푒−2 i휔2푡 + 푐.푐.
+ 2
(
휒 (2)
(⃗1, ⃗2)푒− i(휔1+휔2)푡 + 푐.푐.)
+ 2
(
휒 (2)
(⃗1, ⃗2∗)푒i휔2−휔1)푡 + 푐.푐.)
+ 2
(
휒 (2)
(⃗1, ⃗1∗) + 휒 (2)(⃗2, ⃗2∗)) .
As we can see in the inhomogeneous wave equation (3.8), the polarization behaves as a source term for
new electric ﬁelds. Thus the various terms above cause the transformation of 퐸⃗1 and 퐸⃗2 into new electrical
ﬁelds, namely second-harmonic generation (2휔1, 2휔2), sum-frequency generation(휔1+휔2), sum-diﬀerence
generation (휔1 − 휔2) and optical rectiﬁcation. The particle-based interpretation is as follows: In sum-
frequency generation, two photons with frequencies 휔1 are destroyed and one photon with frequency 2휔1
is created or analogous with 휔2. For the third order polarization the situation is similar, although there are
even more possible combinations of frequencies. For two electric ﬁelds 퐸⃗1, 퐸⃗2 present we obtain
푃 (3) =
(
휒 (3)
(⃗1, ⃗1, ⃗1)푒−3 i휔1푡 + 푐.푐.)
+
(
휒 (3)
(⃗2, ⃗2, ⃗2)푒−3 i휔2푡 + 푐.푐.)
+ 3
(
휒 (3)
(⃗1, ⃗1, ⃗2)푒− i(2휔1+휔2)푡 + 푐.푐.)
+ 3
(
휒 (3)
(⃗1, ⃗2, ⃗2)푒− i(휔1+2휔2)푡 + 푐.푐.)
+ 3
((
휒 (3)
(⃗1, ⃗1, ⃗1∗) + 휒 (3)(⃗1, ⃗2, ⃗2∗)) 푒− i휔1푡 + 푐.푐.)
+ 3
((
휒 (3)
(⃗1, ⃗1, ⃗2∗) + 휒 (3)(⃗2, ⃗2, ⃗2∗)) 푒− i휔2푡 + 푐.푐.)
+ 3
(
휒 (3)
(⃗1, ⃗1, ⃗2∗)푒i(−2휔1+휔2)푡 + 푐.푐.)
+ 3
(
휒 (3)
(⃗1∗, ⃗2, ⃗2)푒i(휔1−2휔2)푡 + 푐.푐.) .
A quantitative description of one of these optical processes will be presented in the next section.
3.2 SD-Spider
The acronym SD-Spider stands for Self Diﬀraction Spectral phase interferometry for direct electric-field
reconstruction. It is a measurement technique for ultashort laser pulses, which means that it aims to deter-
mine the electric ﬁeld of ultrashort laser pulses. SD-Spider is an extension of the established Spider method
(see [34])with several advantages and disadvantages. As alreadymentioned it is easy to measure the spectral
amplitude of an ultrashort laser pulse. The diﬃculty lies in determining the spectral phase. SD-Spider does
this in the following way: By a nonlinear optical process a so-called SD-pulse is created using the original
pulse. For this SD-pulse it is possible to determine spectral amplitude and spectral phase. The electric ﬁeld
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of the SD-pulse 퐸̂푆퐷(휔) is the kernel-based convolution of the electric ﬁeld of the original pulse 퐸̂1(휔),
which leads to an inverse problem for determining 퐸̂1(휔).
The ﬁrst publication about this method was [38]. The thesis [21] and the article [22] are concerned with
SD-Spider from a mathematical point of view, whereas the paper [4] contains many physical details about
SD-Spider.
3.2.1 Description of the measurement setup
The most simple measurement is the one for the spectral amplitude of 퐸1, which is done by directly sending
the original pulse to a spectrometer.
Figure 3.1: scheme for the measurement setup for the spectrum of p0
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Figure 3.2: measured spectrum of p0
For the phase reconstruction of the spectral phase, the measurement of two interferograms is necessary.
The so-called SD-interferogram is the core measurement of SD-spider. Its scheme is shown in Figure 3.3.
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The implementation of this in the laboratory at the Max-Born-Institute, Berlin, can be seen in Figure 3.4.
Figure 3.3: scheme for measurement of SD-Interferogram
The original pulse (p0) enters on the left and passes a beam splitter where it is partially reﬂected and partially
refracted. This means, one part of the pulse is reﬂected on the front face of the splitter (p1a), the greater part
enters the glass by refraction. Some of the second part is reﬂected at the back face of the splitter and runs
back to the front face where it leaves the glass (p1b) or is reﬂected again. The rest of the second part, which
is not reﬂected, is refracted back to air and hence leaves the beam splitter at the back face in the original
direction of the pulse (p2). The ratio of reﬂected and refracted radiation depends on the angle between the
normal vector of the front surface of the beam splitter and the propagation direction of the pulse. This angle
is chosen in such a way, that the amount of radiation which is reﬂected at the front face is approximately
equal to the amount of radiation, which is ﬁrst refracted at the front face, then reﬂected at the back face
and ﬁnally refracted at the front face. The light which is reﬂected more than once has a very low intensity
and can be neglected. The pulse p2 goes through a glass cylinder, which results in a massive broadening
of the temporal amplitude of the pulse (dispersion) since the refractive index (and hence the propagation
velocity) of glass is not constant for light with diﬀerent wavelengths. Now the pulses p1a, p1b and p2 are
focused on the nonlinear material with non-vanishing third order susceptibility. If the pulses p1a and p1b
pass through the nonlinear material at the same time as p2 (remember that p2 is widely broadened), which
can be controlled by a delayer, several nonlinear optical processes will occur, separately for p1a and p2 as
well as for p1b and p2. We are interested in the pulses p3a and p3b corresponding to the term
휒 (3)
(
퐸⃗1, 퐸⃗1, 퐸⃗2
∗)
,
where 퐸⃗1 denotes the electric ﬁeld of p1a and p1b respectively and 퐸⃗2 denotes the electric ﬁeld of p2. Since
there is a positive angle between p1 and p2, diﬀerent pulses created in the nonlinear processes will propagate
in diﬀerent directions. Hence it is possible to ﬁlter out these pulses spatially and to measure their spectrum.
Since the pulses p3a and p3b have a very small temporal distance, they will interfere in the spectrometer,
hence we measure an interferogram denoted by 푆푆퐷(휔).
To reconstruct the spectral phase of p3 the value of the time delay 휏 between p1a and p1b is required.
Basically 휏 could be determined from the thickness of the beam splitter, its refractive index and the angle,
which is enclosed by the propagation vector of the incident pulse and the normal vector of the surface of
the beam splitter. However it is more precise to determine 휏 by the so-called fundamental interferogram.
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Figure 3.4: measurement setup for SD-interferogram (red lines inserted afterwards)
The scheme for the measurement setup of the fundamental interferogram is shown in the Figure 3.6 and the
measured data are shown in Figure 3.7.
The measurement of the spectrum of p3 can be performed in a similar way as the measurement of the
SD-interferogram. The diﬀerence is that no interference in the spectrometer is desired, hence the pulse p1b
should not be present, which can be realized with a diﬀerent beam spliter. However, the measurement of the
spectrum of p3 is considered to be barely reliable, since diﬀerent measurements have shown large deviations
from each other.
3.2.2 Reconstruction of the phase
The algorithm for reconstructing the spectral phase of an ultrashort laser pulse from two interferograms,
which we will present here, is known as Takeda algorithm (see [46]). We note that this is a physical algo-
rithm, which is not rigorous in the mathematical sense. Moreover, it depends on several parameters, which
are known up to some measurement error. Neglecting the dependence on 푟⃗ and the direction, we denote by
퐸̂3푎 and 퐸̂3푏 the electric ﬁelds of the pulses p3a and p3b respectively. The electric ﬁeld 퐸̂3푏 of p3b is time
delayed by 휏 and (as we will understand) spectrally sheared by Ω, hence we have the relation
퐸̂3푏(휔) = 푒
i휔휏 퐸̂3푎(휔 − Ω)
for positive frequencies휔 > 0. For the spectral intensity 푆푆퐷(휔) of the SD-interferogramwe consequently
obtain
푆푆퐷(휔) =
|||퐸̂3푎(휔) + 퐸̂3푏(휔)|||2 = |||퐸̂3푎(휔) + 푒i휔휏퐸̂3푎(휔 − Ω)|||2 .
Writing 퐸3푎 in polar coordinates as
퐸̂3푎 = 퐴3(휔)푒
i휑3(휔)
and deﬁning 퐼3(휔) ∶= 퐴3(휔)
2 yields
푆푆퐷(휔) = 퐼3(휔) + 퐼3(휔 − Ω) + 2
√
퐼3(휔)퐼3(휔 − Ω) cos
(
휑3(휔) − 휑3(휔 − Ω) − 휏휔
)
.
In the fundamental interferogram we measure an interference of the pulses p1a and p1b. Let 퐸1푎 and 퐸1푏
denote the corresponding electric ﬁelds. Since p1a and p1b are just temporally sheared, we have
푆푓푢푛푑(휔) =
|||퐸̂1푎(휔) + 퐸̂1푏(휔)|||2 = |||푒i휔휏 퐸̂1푎(휔) + 퐸̂1푎(휔)|||2 .
Using polar coordinates again
퐸̂1푎 = 퐴1(휔)푒
i휑1(휔)
and 퐼1(휔) ∶= 퐴1(휔)
2 we obtain
푆푓푢푛푑(휔) = 2퐼1(휔)
(
1 + cos(휔휏)
)
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Figure 3.5: measured SD-interferogram
Now we consider the inverse Fourier-transform to the pseudo time domain. This yields
[−1(푆푆퐷)](푡) = 퐵(푡) +퐷(푡 − 휏) +퐷(푡+ 휏)
with
퐵(푡) ∶= [−1(퐼3)](푡)(1 + 푒−푖Ω푡)
퐷(푡) ∶=
[−1 (휔↦ √퐼3(휔)퐼3(휔 − Ω)푒푖(휑3(휔)−휑3(휔−Ω)))] (푡)
and
[−1(푆푓푢푛푑)](푡) = 2[−1(퐼1)](푡) + [−1(퐼1)](푡− 휏) + [−1(퐼1)](푡+ 휏).
If the temporal delay 휏 is high enough, the functions 퐵(푡),퐷(푡− 휏) and퐷(푡+ 휏) are spatially separated and
can be ﬁltered out with an appropriate ﬁlter function. For our measured data we obtain the functions shown
in Figure 3.8. There the time 푡푚푎푥 in the ﬁlter function 푓 is deﬁned as
푡푚푎푥 = argmax
|||[−1(퐼1)](푡− 휏)||| .
Then we have
퐷(푡 − 휏) ≈ 푓 (푡) ⋅ [−1(푆푆퐷)](푡),
[−1(퐼1)](푡− 휏) ≈ 푓 (푡) ⋅ [−1(푆푓푢푛푑)](푡).
Fourier transform back to the frequency domain yields
[퐷̂(휔) ∶=  (퐷(푡− 휏))](휔) = √퐼푆퐷(휔)퐼푆퐷(휔 − Ω)푒푖(휑3(휔)−휑3(휔−Ω)−휏휔)
and
[ ([−1(퐼1)](푡 − 휏))](휔) = 퐼(휔) ⋅ 푒−푖휏휔.
Extracting the phase of 퐷̂(휔) and 퐼(휔) ⋅ 푒−푖휏휔 respectively yields
휓푆퐷(휔) ∶= arg 퐷̂(휔) = 휑3(휔) − 휑3(휔 − Ω) − 휏휔
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Figure 3.6: scheme for the measurement setup of the fundamental interferogram
and
휓푓푢푛푑(휔) ∶= arg
(
퐼(휔) ⋅ 푒−푖휏휔
)
= −휏휔.
Now 휓푓푢푛푑 is required to remove the term 휏휔 from 휓푆퐷. We deﬁne
휓(휔) ∶= 휓푆퐷 − 휓푓푢푛푑 = 휑3(휔) − 휑3(휔 − Ω).
The function휓 resulting from our measurements can be seen in Figure 3.9. Since we know 휏 through휓푓푢푛푑 ,
we can determine the spectral shear Ω, which depends on 휏 , with the properties of the glass cylinder (see
Figure 3.4) and the carrier frequency 휔0 of p0.
1
Ω
휓 can be seen as an approximation to the derivative of 휑3, namely
휓
(
휔 + Ω
2
)
Ω
=
휑3
(
휔 + Ω
2
)
− 휑3
(
휔 − Ω
2
)
Ω
≈ 휑′
3
(휔).
Integration yields
휑3(휔) − 휑3(휔3) ≈
1
Ω ∫
휔
휔3
휓
(
휉 + Ω
2
)
d휉,
where 휔3 denotes the carrier frequency of the pulse p3a. Since we are only interested in the shape of 휑3,
we set 휑3(휔3) ∶= 0 and obtain
휑3(휔) ≈
1
Ω ∫
휔
휔3
휓
(
휉 + Ω
2
)
d휉.
The reconstruction for the measured data is shown in Figure 3.2.2.
3.2.3 Derivation of the considered equation
In the last subsection we presented an algorithm for determining the spectral phase 휑3. However, our initial
goal was to determine the spectral phase of p0, hence we now want to derive the relation between 퐸̂1 and
퐸̂3. This has already been done in the thesis [21, section 1.5.], with more focus on some physical details.
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Figure 3.7: measured fundamental interferogram
We consider the nonlinear optical process which takes place in a Bariumﬂuorid crystal. This crystal has
the shape of a ﬂat cuboid. The pulses are focused on the nonlinear material, both with angle of incidence 훼
with respect to the normal of the front face of the crystal, such that the propagation directions of the pulses
and the normal vector lie in the same plane. Now we introduce Cartesian coordinates (x,y) in this plane as
shown in Figure 3.11. The electric ﬁelds of the pulses p1a and p2 can be written as
퐸⃗1(푟⃗, 푡) = ⃗1푒i(−휔1푡+푘⃗1 푟⃗) + 푐.푐., 퐸⃗2(푟⃗, 푡) = ⃗2푒i(−휔2푡+푘⃗2 푟⃗) + 푐.푐.
with propagation directions
푘⃗1‖푘⃗1‖ = (cos훼, sin 훼) and
푘⃗2‖푘⃗2‖ = (cos훼,− sin 훼),
where ‖푘⃗푗‖ denotes the euclidian norm of 푘⃗푗 . For the nonlinear optical medium Bariumﬂuorid the second
order nonlinear susceptibility 휒 (2) is zero due to its crystal structure. However, its third order nonlinear
susceptibility does not vanish and hence several nonlinear optical processes occur. We are only interested
in the process induced by the polarization term
푃⃗2,−1(푟⃗, 푡) = 3휒
(3)
(⃗1, ⃗1, ⃗2∗)푒i((−2휔1+휔2)푡+(2푘⃗1−푘⃗2)푟⃗) + 푐.푐. . (3.10)
Since 퐸⃗1 and 퐸⃗2 have constant directions, the direction of 휒
(3)
(⃗1, ⃗1, ⃗2∗) is also constant. We are not
interested in the concrete directions of the electric ﬁelds, hence we will forget about their vectorial nature in
the following and write
퐸1(푟⃗, 푡) = 1푒i(−휔1푡+푘⃗1 푟⃗) + 푐.푐., 퐸2(푟⃗, 푡) = 2푒i(−휔2푡+푘⃗2 푟⃗) + 푐.푐.
or
퐸̂1(푟⃗, 휔) = ̂1(휔)푒i 푘⃗1푟⃗, 퐸̂2(푟⃗, 휔) = ̂2(휔)푒i 푘⃗2 푟⃗
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Figure 3.8: inverse Fourier-transforms of interferograms and ﬁlter function
−1(푆푆퐷) −1(푆푓푢푛푑) 푓 (푡) = exp
((
푡 − 푡푚푎푥
푟
)20)
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Figure 3.9: reconstructed 휓
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Figure 3.10: reconstructed 휑3
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Figure 3.11: scheme for nonlinear optical process, the rectangle in themiddle represents the nonlinear optical
medium with thickness 푑
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in the spectral domain. Then (3.10) can be written as
푃2,−1(푟⃗, 푡) = 3휒
ef f
2,−1
2
1
∗
2
푒i((−2휔1+휔2)푡+(2푘⃗1−푘⃗2)푟⃗) + 푐.푐.
with the eﬀective third order nonlinear susceptibility 휒ef f
2,−1
for this speciﬁc nonlinear optical process. If we
consider the Fourier transform of 푃2,−1(푟⃗, 푡), the multiplications on the right hand side turn to convolutions
due to the convolution theorem and we obtain
푃̂2,−1(푟⃗, 휔) =
3
4휋2 ∫
0
−∞ ∫
휔
휓
휒 (3)(휔,휔− 휏, 휏 − 휓, 휓)퐸̂1(푟⃗, 휔 − 휏)퐸̂1(푟⃗, 휏 − 휓) d휏 퐸̂2(푟⃗, 휓) d휓. (3.11)
Here the limits of integration are in such a way that integration is performed over positive frequencies of
퐸̂1 and negative frequencies of 퐸̂2 only, which corresponds to the described nonlinear optical process. Now
we use that the pulse p2 has been widely chirped. For this reason, its electric ﬁeld can be assumed to
be monochromatic for very small timescales. The pulses p1a and p1b are suﬃciently short to justify this
assumption, hence we assume for the optical process caused by p1a and p2 that
퐸2(푟⃗, 푡) ≈ 퐴푐푤푒
i(−휔푐푤푡+푘⃗2 푟⃗) + 푐.푐.,
where 휔푐푤 is a constant and 퐴푐푤 is constant with respect to 휔. Then the Fourier transform of 퐸2 can be
written as
퐸̂2(푟⃗, 휔) ≈
(
퐴푐푤훿(휔 − 휔푐푤) + 퐴푐푤훿(휔 + 휔푐푤)
)
푒i 푘⃗2 푟⃗
in the sense of distributions. Inserting this into (3.11) yields
푃2,−1(푟⃗, 휔) =
3
4휋2
퐴푐푤 ∫
휔
−휔푐푤
휒 (3)(휔,휔 − 휏, 휏 + 휔푐푤,−휔푐푤)퐸̂1(푟⃗, 휔 − 휏)퐸̂1(푟⃗, 휏 + 휔푐푤) d휏푒
− i 푘⃗2 푟⃗. (3.12)
In the medium, where the nonlinear optical process takes place, the refractive index 푛 is not constant, it
depends on the angular frequency휔. Since the absolute value of a propagationvector 푘⃗ of an electromagnetic
wave is given by ‖푘⃗‖2 = 푛휔푐 (3.13)
we have to take into account the dependence of 푘⃗1 on 휔, while we have 푘⃗2 = 푘⃗2(휔푐푤) =∶ 푘⃗푐푤. Moreover,
휒 (3) depends on the frequencies of all the ﬁelds involved in the nonlinear optical process, which is indicated
by its four frequency arguments. Now (3.12) can be written as
푃2,−1(푟⃗, 휔) =
3
4휋2
퐴푐푤 ∫
휔+휔푐푤
0
휒 (3)퐸̂1(휏)퐸̂1(휔 + 휔푐푤 − 휏)푒
i(푘⃗1(휔+휔푐푤−휏)+푘⃗1(휏)−푘⃗푐푤)푟⃗ d휏, (3.14)
wherewe dropped the dependence of휒 (3) on휔 and 휏 for the sake of readability. For the electric ﬁeld induced
by 푃2,−1 we make the ansatz
퐸̂3(푟⃗, 휔) = ̂3(휔)푒i 푘⃗3푟⃗.
However, we ignore the vectorial structure as before. The direction of the propagation vector 푘⃗3(휔) is the
same as the direction of 푘⃗1(휔+휔푐푤− 휏)+ 푘⃗1(휏)− 푘⃗푐푤, but the norms of these two vectors need not be equal
since ‖푘⃗3(휔)‖ = 푛휔푐 . This is illustrated in Figure 3.12.
Our goal is now to ﬁnd a relationship between 퐸̂3 and 퐸̂1. It is assumed that the electric ﬁelds 퐸̂1 and 퐸̂2
do not change signiﬁcantly while passing through the nonlinear material. This is a reasonable assumption
if the conversion of these input ﬁelds to other ﬁelds by nonlinear optical processes is relatively low. In this
case we can also neglect nonlinear optical processes induced by these new electric ﬁelds.
Considering the wave equation (3.9) for 퐸̂3 yields
Δ(̂3푒푖푘⃗3 푟⃗) + 푛
2
푐2
휔2̂3푒푖푘⃗3 푟⃗ = −4휋
푐2
휔2푃2,−1(푟⃗, 휔). (3.15)
If the angle 훼 shown in Figure 3.11 is very small, this results in a small angle between 푘⃗3 and the 푥-axis and
we can approximateΔ by
휕2
휕푥2
and the 푥-coordinate of 푘⃗3 is dominant, that is (푘⃗3)푥 ≈ ‖푘⃗3‖. Then we obtain
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Figure 3.12: propagation vector diagram for the nonlinear optical process
for the left hand side of (3.15)
Δ(̂3푒푖푘⃗3 푟⃗) + 푛
2
푐2
휔2̂3푒푖푘⃗3 푟⃗ = 휕
2
휕푥2
(̂3푒푖푘⃗3 푟⃗) + 푛
2
푐2
휔2̂3푒푖푘⃗3 푟⃗
=
(
휕2̂3
휕푥2
+ 푖‖푘⃗3‖휕̂3휕푥 − ‖푘⃗3‖2̂3 + 푛2푐2휔2̂3
)
푒푖푘⃗3 푟⃗
=
(
휕2̂3
휕푥2
+ 푖‖푘⃗3‖휕̂3휕푥
)
푒푖푘⃗3 푟⃗
≈ 푖‖푘⃗3‖휕̂3휕푥 푒푖푘⃗3 푟⃗,
wherewe used the identity (3.13). By the so-called “slowly varying amplitude approximation” (see [6, p.72])
the term
|||| 휕2̂3휕푥2 |||| is small compared with ‖푘⃗3‖ |||| 휕̂3휕푥 |||| and can be neglected. After inserting this into (3.15) we
obtain
휕̂3
휕푥
= i
3휔2퐴푐푤
휋푐2‖푘⃗3‖ ∫
휔+휔푐푤
0
휒 (3)̂1(휔 + 휔푐푤 − 휏)̂1(휏)푒i(푘⃗1(휔+휔푐푤−휏)+푘⃗1(휏)−푘⃗푐푤−푘⃗3(휔))푟⃗ d휏.
With
⃖⃖⃖⃖⃗Δ푘(휔, 휏) = 푘⃗1(휔 + 휔푐푤 − 휏) + 푘⃗1(휏) − 푘⃗푐푤 − 푘⃗3(휔)
this can be written as
휕̂3
휕푥
= i
3휔퐴푐푤
휋푐푛 ∫
휔+휔푐푤
0
휒 (3)̂1(휔 + 휔푐푤 − 휏)̂1(휏)푒i ⃖⃖⃖⃗Δ푘(휔,휏)푟⃗ d휏.
With respect to the coordinate system in Figure 3.11 we obviously have ̂3(0, 푦) = 0 for all 푦 since the ﬁeld
퐸̂3 is not present before the nonlinear optical process. To solve the diﬀerential equation for ̂3, we have
to integrate over the domain, where the nonlinear optical process occurs. Assuming again that 훼 is very
small and that the beam diameter is not signiﬁcantly smaller than the thickness 푑 of the 퐵푎퐹 -crystal, this
domain can be approximated by a cylinder. Since we have no information about the intensity distribution
perpendicular to the propagation direction, we consider the symmetry axis of the cylinder and assume that
for constant 휔 the spectral amplitudes ̂1 and ̂2 are constant with respect to 푟⃗ on this axis (which is again
reasonable only for very small angles and large beam diameters). Integration over this axis yields
̂3((푑, 0), 휔) = i 3휔퐴푐푤휋푐푛 ∫
휔+휔푐푤
0
휒 (3)̂1(휔 + 휔푐푤 − 휏)̂1(휏)∫
푑
0
푒i ⃖⃖⃖⃗Δ푘(휔,휏)푟⃗ d푥 d휏,
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where
∫
푑
0
푒푖⃖⃖⃖⃗Δ푘(휔,휏)푟⃗ d푥 = 푒푖⃖⃖⃖⃗Δ푘푦푦 ∫
푑
0
푒푖⃖⃖⃖⃗Δ푘푥 푟⃗ d푥
=
[
−
푖
⃖⃖⃖⃖⃗Δ푘푥
푒푖⃖⃖⃖⃗Δ푘푥푥
]푑
0
= 푑 ⋅ 푒푖
푑
2
⃖⃖⃖⃗Δ푘푥sinc( 푑
2
⃖⃖⃖⃖⃗Δ푘푥)
for 푦 = 0. Consequently
̂3((푑, 0), 휔) = i 3휔푑퐴푐푤휋푐푛 ∫
휔+휔푐푤
0
휒 (3)̂1(휔 + 휔푐푤 − 휏)̂1(휏)푒푖 푑2 ⃖⃖⃖⃗Δ푘푥sinc( 푑2 ⃖⃖⃖⃖⃗Δ푘푥) d휏. (3.16)
After the pulse p3a has left the optical medium, the shape of its electric ﬁeld 3(휔) = 3((푑, 0), 휔) will
remain approximately constant. By deﬁning the kernel function
퐾(휔, 휏) = i
3휔푑퐴푐푤
휋푐푛
휒 (3)(휔,휔 − 휏, 휏 + 휔푐푤,−휔푐푤)푒
푖 푑
2
⃖⃖⃖⃗Δ푘푥sinc( 푑
2
⃖⃖⃖⃖⃗Δ푘푥)
we can write (3.16) as
̂3(휔) = ∫
휔+휔푐푤
0
퐾(휔, 휏)̂1(휔 + 휔푐푤 − 휏)̂1(휏) d휏.
From the measurement of the spectrum of ̂1 we know that |̂1| is signiﬁcantly greater than zero only on a
ﬁnite frequency interval [휔푙, 휔푢]. Consequently |̂3| vanishes for frequencies outside the interval
[2휔푙 − 휔푐푤, 2휔푢 − 휔푐푤]
or at least it is negligibly small. In other words, we assume that
supp̂1 ⊂ [휔푙, 휔푢] and supp̂3 ⊂ [2휔푙 − 휔푐푤, 2휔푢 − 휔푐푤].
Now we deﬁne the functions 푘, 푥 and 푦 by
푘(푠, 푡) ∶ = 퐾(−휔푐푤 + 2휔푙 + 푠(휔푢 − 휔푙), 휔푙 + 푡(휔푢 − 휔푙))
푥(푡) ∶ = 1(휔푙 + 푡(휔푢 − 휔푙))
푦(푠) ∶ = 3(−휔푐푤 + 2휔푙 + 푠(휔푢 − 휔푙))
for 푠 ∈ [0, 2] and 푡 ∈ [0, 1]. Then (3.16) can be written as
푦(푠) = ∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥(푠− 푡)푥(푡) d푡, (3.17)
which is an equation of autoconvolution type with kernel function 푘.
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Chapter 4
Kernel-based autoconvolution problems
In the ﬁrst chapter we were concernedwith classical autoconvolution operators and the corresponding equa-
tions, which lead to ill-posed problems. As we have seen in the last chapter, the physical problem leads
to an equation where the right hand side is of autoconvolution type, but with an additional kernel function
in the integrand. This will be taken into account in this chapter by incorporating a kernel function to the
autoconvolution operator.
4.1 Inverse autoconvolution problem with kernel function
Motivated by equation (3.17) we deﬁne the autoconvolution operator with kernel function 푘 as
퐹푘 ∶ 퐿2(0, 1)→ 퐿2(0, 2), [퐹푘(푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥(푠− 푡)푥(푡) d푡, (4.1)
where the kernel function 푘 be a continuous, complex-valued function on the domain of all pairs (푠, 푡), which
may appear in the integrand, which is the parallelogram
퐷 = {(푠, 푡) ∈ [0, 2] × [0, 1], 푡 ≤ 푠 ≤ 푡 + 1} (4.2)
and hence 푘 ∈ 퐶(퐷). Instead of (4.1), where the integral bounds contain max and min terms, we can also
write 퐹 (푥) in the following way
[퐹 (푥)](푠) =
{∫ 푠
0
푥(푠 − 푡)푥(푡) d푡 for 0 ≤ 푠 ≤ 1
∫ 1푠−1 푥(푠 − 푡)푥(푡) d푡 for 1 < 푠 ≤ 2.
Since both alternatives are quite unwieldy, we will often drop the integral bounds in (4.1). Here the problem
is also to ﬁnd an approximate solution 푥 of the equation
퐹푘(푥) = 푦 (4.3)
for given data 푦.
Remark 67. This setting contains the operator equation (2.17) as special case. Setting 푘 ≡ 1 in (4.1)
obviously yields the operator (2.16) and the corresponding equation. By setting
푘(푠, 푡) ∶=
{
1 for 0 ≤ 푠 ≤ 1
0 for 1 < 푠 ≤ 2 (푠, 푡) ∈ 퐷,
which, however, is a non-continuous function on퐷, we obtain the operator
[퐹 (푥)](푠) =
{∫ 푠
0
푥(푠 − 푡)푥(푡) d푡 for 0 ≤ 푠 ≤ 1
0 for 1 < 푠 ≤ 2 푥 ∈ 퐿2(0, 1), 푠 ∈ [0, 2].
Then supp(퐹 (푥)) ⊂ [0, 1] for all ∈ 퐿2(0, 1) and by considering data 푦 ∈ 퐿2(0, 2) with supp(푦) ⊂ [0, 1] we
have the same situation as in (2.3).
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As in the ﬁrst chapter we denote the usual autoconvolution with full data by
퐹 ∶ 퐿2(0, 1)→ 퐿2(0, 2), [퐹 (푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
푥(푠 − 푡)푥(푡) d푡,
which corresponds to 퐹푘 with 푘 ≡ 1.
For a given kernel function 푘 ∈ 퐶(퐷) we deﬁne 푘̄ ∈ 퐶(퐷) by
푘̄(푠, 푡) =
1
2
(푘(푠, 푡) + 푘(푠, 푠 − 푡)) (푠, 푡) ∈ 퐷.
Obviously 푘̄ is symmetric in the sense that 푘̄(푠, 푡) = 푘̄(푠, 푠 − 푡) for all (푠, 푡) ∈ 퐷 and 퐹푘 = 퐹푘̄. That means
we can replace 푘 by the symmetric kernel 푘̄ without changing the operator. Due to this fact we will assume
in the following that 푘 is symmetric in the described way, that is
푘(푠, 푡) = 푘(푠, 푠 − 푡). (4.4)
Since 푘 ∈ 퐶(퐷) we can deﬁne the norm of 푘 to be the C-norm
‖푘‖ ∶= max
(푠,푡)∈퐷
|푘(푠, 푡)|.
The kernel-based deautoconvolution problem can be reduced to a classical deautoconvolution problem
if the kernel has a multiplicative structure such that
푘(푠, 푡) = 휅(푡)휅(푠 − 푡)
for a function 휅 ∈ 퐶(0, 1) which is bounded away from zero, which means that there is some 푐 > 0 such
that 휅(푡) ≥ 푐 for all 푡 ∈ (0, 1). Then the operator 퐹푘 becomes
[퐹푘(푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
휅(푠 − 푡)푥(푠 − 푡)휅(푡)푥(푡) d푡
and the substitution 푧(푡) = 휅(푡)푥(푡) yields
[퐹푘(푧)](푠) = ∫
min{푠,1}
max{0,푠−1}
푧(푠 − 푡)푧(푡) d푡.
By ﬁnding a solution 푧† of the classical autoconvolution problem
퐹 (푧) = 푦훿
one obtains a solution of (4.3) by setting 푥 = 푧
휅
. Here it is important that 휅 is bounded away from zero.
In analogy to (2.18) we deﬁne a bilinear operator 퐵푘 corresponding to 퐹푘
퐵푘 ∶ 퐿2(0, 1) × 퐿2(0, 1)→ 퐿2(0, 2), [퐵푘(푥1, 푥2)](푠) = ∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥1(푠 − 푡)푥2(푡) d푡. (4.5)
Note that due to (4.4) 퐵푘 is a symmetric operator and of course 퐹푘(푥) = 퐵푘(푥, 푥).
In the general case we observe, that some properties of the classical autoconvolution operator remain
true if 푘 is not necessarily constant.
Lemma 68. For 푥1, 푥2 ∈ 퐿2(0, 1) the following estimation holds true:‖퐵푘(푥1, 푥2)‖ ≤ ‖푘‖ ⋅ ‖푥1‖ ⋅ ‖푥2‖.
Proof.
‖퐵푘(푥1, 푥2)‖2 = ∫ 10
|||||∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥1(푠 − 푡)푥2(푡) d푡
|||||
2
d푠
≤ ‖푘‖2 ∫ 10
|||||∫
min{푠,1}
max{0,푠−1}
푥1(푠 − 푡)푥2(푡) d푡
|||||
2
d푠
= ‖푘‖2 ⋅ ‖퐵(푥1, 푥2)‖2 ≤ ‖푘‖2 ⋅ ‖푥1‖2 ⋅ ‖푥2‖2,
where we made use of Lemma 23.
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As a direct consequence we obtain
Corollary 69. For 푥 ∈ 퐿2(0, 1) ‖퐹푘(푥)‖ ≤ ‖푘‖ ⋅ ‖푥‖2
holds true.
Now we come to the topic of diﬀerentiability of the forward operator, which has already been treated
in [21, Section 2.3.].
Proposition 70. The operator 퐹푘 is Fréchet differentiable everywhere with Fréchet derivative
[퐹 ′푘(푥)ℎ](푠) = 2∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥(푠− 푡)ℎ(푡) d푡.
The adjoint of the Fréchet derivative at 푥 is given by
퐹 ′푘(푥)
∗ ∶ 퐿2(0, 2)→ 퐿2(0, 1), [퐹
′
푘(푥)
∗푤](푡) = 2∫
1
0
푘(푠 + 푡, 푡)푥(푠)푤(푠 + 푡) d푠.
Proof. Let 푥, ℎ ∈ 퐿2(0, 1). Then||||||퐹푘(푥 + ℎ) − 퐹푘(푥) − 퐹 ′푘(푥)ℎ|||||| = ||||퐹푘(ℎ)|||| ≤ ‖푘‖ ⋅ ‖ℎ‖2
and thus
lim‖ℎ‖→0
||||||퐹푘(푥 + ℎ) − 퐹푘(푥) − 퐹 ′푘(푥)ℎ||||||‖ℎ‖ ≤ lim‖ℎ‖→0‖푘‖ ⋅ ‖ℎ‖ = 0
which proves that 퐹 ′
푘
is indeed the Fréchet derivative of 퐹푘 at 푥. The adjoint of 퐹
′(푥) can be calculated as
in the proof of Lemma 25.
Remark 71. 퐹 ′
푘
(푥)ℎ can be written as
퐹 ′푘(푥)ℎ = 2퐵푘(푥, ℎ).
By Lemma 68 this implies ‖퐹 ′푘(푥)ℎ‖ ≤ 2‖푘‖ ⋅ ‖푥‖ ⋅ ‖ℎ‖.
In the next lemma we show that the convolution 퐵푘(푢, 푣) of two functions 푢, 푣 ∈ 퐿2(0, 1), where 푘 ∈
퐶(퐷), is a continuous function (cf. [21, Prop.2.3]).
Lemma 72. For 푘 ∈ 퐶(퐷) and 푥 ∈ 퐿2(0, 1) the kernel-based autoconvolution 퐹푘(푥) is a continuous
function. For ℎ ∈ 퐿2(0, 1) also the Fréchet derivative at ℎ, 퐹
′
푘
(푥0)ℎ, is a continuous function.
Proof. We show that 퐵푘(푢, 푣) is continuous for 푢, 푣 ∈ 퐿2(0, 1). Since for 푢 ≡ 0 or 푣 ≡ 0 the convolution
퐵푘(푢, 푣) = 0 is clearly continuous, we can assume that 푢, 푣 ≢ 0. Now we consicder 푢 and 푣 as functions on
ℝ where we deﬁne 푢(푡) = 푣(푡) = 0 for 푡 ∉ [0, 1]. Analogously we deﬁne 푘 on ℝ × ℝ by setting 푘(푠, 푡) = 0
for 푠 ∉ [0, 2] or 푡 ∉ [0, 1]. Then of course 푢, 푣 ∈ 퐿2(ℝ) and by the continuity in the mean we know that
lim
ℎ→0
‖푢(. + ℎ) − 푢(.)‖ = 0.
Hence there exists 훿1 > 0, such that
‖푢(. + ℎ) − 푢(.)‖ ≤ 휖
2‖푘‖ ⋅ ‖푣‖
for |ℎ| ≤ 훿1. Let 푠 ∈ [0, 2] and 휖 > 0. Since 푘 is uniformly continuous on퐷, it exists 훿2 > 0, such that
|푘(푠 + ℎ, 푡) − 푘(푠, 푡)| ≤ 휖
2‖푢‖ ⋅ ‖푣‖ ∀푡 ∈ [0, 1]
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for 푠 + ℎ ∈ [0, 2], |ℎ| ≤ 훿2. Now let 훿0 ∶= min{훿1, 훿2}. Then we obtain for 푠 + ℎ ∈ [0, 2] and |ℎ| ≤ 훿0
|||[퐵푘(푢, 푣)](푠 + ℎ) − [퐵푘(푢, 푣)](푠)|||
=
||||∫ 푘(푠 + ℎ, 푡)푢(푠 + ℎ − 푡)푣(푡) d푡− ∫ 푘(푠, 푡)푢(푠− 푡)푣(푡) d푡||||
≤ ||||∫ (푘(푠 + ℎ, 푡) − 푘(푠, 푡))푢(푠 + ℎ − 푡)푣(푡) d푡||||+ ||||∫ 푘(푠, 푡)(푢(푠 + ℎ − 푡) − 푢(푠 − 푡))푣(푡) d푡||||
≤ sup
푡∈[0,1]
|||푘(푠 + ℎ, 푡) − 푘(푠, 푡)||| ⋅ ||||∫ 푢(푠 + ℎ − 푡)푣(푡) d푡||||
+ ‖푘‖ ||||∫ (푢(푠 + ℎ − 푡) − 푢(푠 − 푡))푣(푡) d푡||||
≤ 휖
2‖푢‖ ⋅ ‖푣‖ ⋅ ‖푢‖ ⋅ ‖푣‖ + ‖푘‖ ⋅ ‖푢(. + ℎ) − 푢‖ ⋅ ‖푣‖
≤ 휖
2
+ ‖푘‖ ⋅ 휖
2‖푘‖ ⋅ ‖푣‖ ⋅ ‖푣‖ = 휖.
Since 휖 > 0 and 푠 ∈ [0, 2] have been arbitrary, we conclude that 퐵푘(푢, 푣) is continuous. Hence 퐹 (푥) =
퐵(푥, 푥) and 퐹 ′(푥)ℎ = 2퐵(푥, ℎ) are also continuous for 푥, ℎ ∈ 퐿2(0, 1).
Next we show weak continuity of the forward operator. This has already been claimed in [21, Prop.
2.10] but with an incomplete proof.
The following proposition with a shortened proof can also be found as Proposition 1 in [2].
Proposition 73. The operator 퐹푘 is weakly continuous for 푘 ∈ 퐶(퐷)
Proof. Let (푥푛)푛∈ℕ ⊂ 퐿2(0, 1) be a weakly convergent sequence, say 푥푛 ⇀ 푥 for some 푥 ∈ 퐿2(0, 1). We
have to show 퐹 (푥푛)⇀ 퐹 (푥). Therefor let 푦 ∈ 퐿2(0, 2) be arbitrary. Then using Fubini’s theoremwe obtain
⟨퐹 (푥푛) − 퐹 (푥), 푦⟩ = ∫ 20 ∫ 푘(푠, 푡)(푥푛(푠 − 푡)푥푛(푡) − 푥(푠 − 푡)푥(푡)) d푡 푦(푠) d푠
= ∫
2
0 ∫ 푘(푠, 푡)(푥푛(푠 − 푡) − 푥(푠 − 푡))(푥푛(푡) + 푥(푡)) d푡 푦(푠) d푠
= ∫
1
0
(푥푛(푡) + 푥(푡))∫
푡+1
푡
푘(푠, 푡)(푥푛(푠 − 푡) − 푥(푠 − 푡))푦(푠) d푠 d푡
= ∫
1
0
(푥푛(푡) + 푥(푡))∫
1
0
푘(푠 + 푡, 푡)(푥푛(푠) − 푥(푠))푦(푠+ 푡) d푠 d푡.
Now we deﬁne Δ푛(푠) ∶= 푥푛(푠) − 푥(푠), 푓푡(푠) ∶= 푘(푠 + 푡, 푡)푦(푠 + 푡) und 푔푛(푡) ∶= ∫ 10 푓푡(푠)Δ푛(푠) d푠. With this
notation we have
⟨퐹 (푥푛) − 퐹 (푥), 푦⟩ = ∫ 10 (푥푛(푡) + 푥(푡))푔푛(푡) d푡 = ⟨푥푛 + 푥, 푔푛⟩.
We show that the sequence (푔푛)푛∈ℕ is equicontinuous on [0, 1]:
Let 푡 ∈ [0, 1] and 휖 > 0 be given. Since the sequence (푥푛)푛∈ℕ is weakly convergent, its norm is bounded,
hence it exists 푅 > 0, such that ‖푥푛‖ ≤ 푅 for all 푛 ∈ ℕ. Now we have the following estimation, where the
second inequality holds due to the Hölder inequality
|푔푛(푡̃) − 푔푛(푡)| ≤ ∫ 10 ||(푓푡̃(푠) − 푓푡(푠))Δ푛(푠)|| d푠
≤ ‖푓푡̃ − 푓푡‖ ⋅ ‖Δ푛‖,
where ‖Δ푛‖ ≤ ‖푥푛‖ + ‖푥‖ ≤ 푅 + ‖푥‖
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and
‖푓푡̃ − 푓푡‖ =
√
∫
1
0
||푘(푠 + 푡̃, 푡̃)푦(푠 + 푡̃) − 푘(푠 + 푡, 푡)푦(푠 + 푡)||2 d푠
=
√
∫
1
0
||(푘(푠 + 푡̃, 푡̃) − 푘(푠 + 푡, 푡))푦(푠 + 푡̃) + 푘(푠 + 푡, 푡)(푦(푠 + 푡̃) − 푦(푠 + 푡))||2 d푠.
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
퐼1
Here we can estimate 퐼1 by the Minkowski inequality as 퐼1 ≤ 퐼2 + 퐼3, where
퐼2 ∶ =
√
∫
1
0
||(푘(푠 + 푡̃, 푡̃) − 푘(푠 + 푡, 푡))푦(푠 + 푡̃)||2 d푠
≤ ‖푘(. + 푡̃, 푡̃) − 푘(. + 푡, 푡)‖∞ ⋅ ‖푦‖
and
퐼3 =
√
∫
1
0
||푘(푠 + 푡, 푡)(푦(푠 + 푡̃) − 푦(푠 + 푡))||2 d푠
≤ ‖푘‖∞ ⋅ ‖푦(. + 푡̃) − 푦(. + 푡)‖퐿2(0,1).
Since 푘 is continuous on the compact set 퐺, it is uniformly continuous on퐺. Thus it exists 훿1 > 0, such that
|푘(푠1, 푡1) − 푘(푠0, 푡0)| ≤ 휖2‖푦‖(푅 + ‖푥‖)
for all (푠1, 푡1), (푠0, 푡0) with max{|푠1 − 푠0|, |푡1 − 푡0|} ≤ 훿1. This implies
‖푘(. + 푡̃, 푡̃) − 푘(. + 푡, 푡)‖∞ ≤ 휖2‖푦‖(푅 + ‖푥‖)
and hence
퐼2 ≤ 휖2(푅 + ‖푥‖)
for |푡̃ − 푡| ≤ 훿1. Since 푦 ∈ 퐿2(0, 2)
lim
푡̃→푡
‖푦(. + 푡̃) − 푦(. + 푡)‖퐿2(0,1) = 0,
there exists 훿2 > 0, s.t |푡̃ − 푡| ≤ 훿2 implies
‖푦(. + 푡̃) − 푦(. + 푡)‖퐿2(0,1) ≤ 휖2‖푘‖∞ ⋅ (푅 + ‖푥‖)
and thus
퐼3 ≤ 휖2(푅 + ‖푥‖) .
Altogether we obtain that |푡̃ − 푡| ≤ min{훿1, 훿2} implies
|푔푛(푡̃) − 푔푛(푡)| ≤ (퐼2 + 퐼3)(푅 + ‖푥‖) ≤ 2 휖2(푅 + ‖푥‖) (푅 + ‖푥‖) = 휖,
which shows the equicontinuity of (푥푛)푛∈ℕ. Next we observe that (푔푛)푛∈ℕ converges pointwise to zero. Let
푡 ∈ [0, 1] be ﬁxed. Because of 푥푛 ⇀ 푥, we know that Δ푛 ⇀ 0 und thus
푔푛(푡) = ∫
1
0
푓푡(푠)Δ푛(푠) d푠 = ⟨푓푡,Δ푛⟩→ 0 for 푛 → ∞.
Since (푔푛)푛∈ℕ is a sequence of equicontinuous functions on a compact interval, that converges pointwise,
(푔푛)푛∈ℕ even converges uniformly, that is
lim
푛→∞
‖푔푛‖∞ = 0.
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Hölder’s inequality yields
lim
푛→∞
‖푔푛‖ ≤ lim푛→∞ |√‖푔푛‖∞ = 0.
Finally, we obtain||⟨퐹 (푥푛) − 퐹 (푥), 푦⟩|| = ||⟨푥푛 + 푥, 푔푛⟩|| ≤ ‖푥푛 + 푥‖ ⋅ ‖푔푛‖ ≤ (푅 + ‖푥‖)‖푔푛‖→ 0
as 푛→ ∞. Hence 퐹 is weakly continuous.
Corollary 74. The operator 퐹푘 is weakly sequentially closed.
Proof. This is a direct consequence of the weak continuity of the operator 퐹푘 and the closedness of its
domain.
An important point for the operator equation (4.3) is the set of solutions. For 푘 ≡ 1 (which corresponds
to (2.16)) we have a complete characterization of the solutions (see Remark 27), whereas for general 푘 the
situation is much more complicated. At least we know that changing the sign of a solution yields another
solution: (see [21, Prop.2.8])
Lemma 75. Let 푥† be a solution of (4.3). Then −푥† is also a solution of (4.3).
Proof. This follows easily from the quadratic structure (w.r.t. 푥) of (4.1).
Proposition 76. For 푘 ≢ 0 the operator 퐹푘 is not compact, which means that there exists a bounded set
푀 ∈ 퐿2(0, 1) such that 퐹푘(푀) is not relatively compact in 퐿2(0, 2).
Proof. To show the assertion we will prove that there exists a sequence (푥푛)푛∈ℕ, such that 푥푛 ⇀ 0 but
퐹푘(푥푛) ↛ 0. Since 푘 is continuous and not the zero function on퐷, there is (푠0, 푡0) ∈
◦
퐷, such that 푘(푠0, 푡0) =
푊 ≠ 0. Then it exists an open neighbourhood푈 of (푠0, 푡0) with
|푘(푠, 푡) − 푘(푠0, 푡0)| = |푘(푠, 푡) −푊 | ≤ |푊 |2 for all (푠, 푡) ∈ 푈.
Now we make a case distinction:
• case 1: 푈 ∩ {(2푡, 푡) ∈ 퐺} ≠ ∅.
Since 푈 is open, it exists 푡1 ∈ ℝ and 훿 > 0, such that the set
푈1 ∶= {(푠, 푡) ∈ 퐺 ∶ 푡1 ≤ 푡 ≤ 푡1 + 훿, 푡1 ≤ 푠 − 푡 ≤ 푡1 + 훿}
is a subset of 푈 . We deﬁne the sequence (푥푛) by
푥푛 =
{
푒푖푛
푡−푡1
훿 for 푡1 ≤ 푡 ≤ 푡1 + 훿
0 else.
It is easy to see that 푥푛 ⇀ 0. Moreover, we obtain
[퐹푘(푥푛)](푠) =
{∫
(푠,푡)∈푈1
푘(푠, 푡)푥푛(푠 − 푡)푥푛(푡) d푡 for 2푡1 ≤ 푠 ≤ 2푡1 + 2훿
0 else.
Since 푈1 is a subset of푈 , we have |푘(푠, 푡)−푊 | ≤ |푊 |2 for all (푠, 푡) ∈ 푈1. Let now 푠 ∈ [2푡1, 2푡1+2훿].
Then we estimate||[퐹푘(푥푛)](푠)|| = ||||∫ 푘(푠, 푡)푥푛(푠 − 푡)푥푛(푡) d푡||||
=
||||∫ 푊 푥푛(푠 − 푡)푥푛(푡) d푡+ ∫ (푘(푠, 푡) −푊 )푥푛(푠 − 푡)푥푛(푡) d푡||||
≥ ||||푊 ∫ 푥푛(푠 − 푡)푥푛(푡) d푡||||− ||||∫ (푘(푠, 푡) −푊 )푥푛(푠 − 푡)푥푛(푡) d푡||||
≥ |푊 | ||[퐹 (푥푛)](푠)||− ∫ |||(푘(푠, 푡) −푊 )푥푛(푠 − 푡)푥푛(푡)||| d푡
≥ |푊 | ||[퐹 (푥푛)](푠)||− ∫ |||(푘(푠, 푡) −푊 )||| ||푥푛(푠 − 푡)푥푛(푡)|| d푡
≥ |푊 | ||[퐹 (푥푛)](푠)||− |푊 |2 ∫ ||푥푛(푠 − 푡)푥푛(푡)|| d푡.
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We still need to estimate the convolution terms:
||[퐹 (푥푛)](푠)|| = |||||∫{(푠,푡)∈푈1} 푒푖푛
푠−푡−푡1
훿 푒푖푛
푡−푡1
훿 d푡
||||| =
|||||∫{(푠,푡)∈푈1} 푒푖푛
푠−2푡1
훿 d푡
||||| = ∫{(푠,푡)∈푈1} d푡
=
⎧⎪⎨⎪⎩
푠 − 2푡1 for 2푡1 ≤ 푠 < 2푡1 + 훿
2푡1 + 2훿 − 푠 for 2푡1 + 훿 ≤ 푠 < 2푡1 + 2훿
0 else
= 퐻(
푠−2푡1
훿
),
where퐻 is the so-called “hat function”, deﬁned as
퐻(푠) ∶=
⎧⎪⎨⎪⎩
푠 for 0 ≤ 푠 < 1,
2 − 푠 for 1 ≤ 푠 < 2,
0 else.
On the other hand we have
∫ ||푥푛(푠 − 푡)푥푛(푡)|| d푡 = ∫{(푠,푡)∈푈1} |푒푖푛
푠−2푡1
훿 | d푡 = ∫{(푠,푡)∈푈1} d푡 = 퐻( 푠−2푡1훿 ).
Hence we obtain ||[퐹푘(푥푛)](푠)|| ≥ |푊 |2 퐻 ( 푠−2푡1훿 ) .
For the norm of 퐹푘(푥푛) this yields
‖퐹푘(푥푛)‖2 ≥ |푊 |24 ∫ 2푡1+2훿2푡1 퐻
(
푠−2푡1
훿
)2
d푠 =
|푊 |2
4훿2 ∫
2
0
퐻(휎)2 d휎 =
|푊 |2
6훿2
.
• case 2: 푈 ∩ {(2푡, 푡) ∈ 퐺} = ∅.
Then it exists 푠1, 푡1 ∈ ℝ and 훿 > 0 with 훿 < |푠1 − 2푡1|, such that
푈2 ∶= {(푠, 푡) ∈ 퐺 ∶ 푡1 ≤ 푡 ≤ 푡1 + 훿, 푠1 − 푡1 ≤ 푠 − 푡 ≤ 푠1 − 푡1 + 훿}
is a subset of 푈 . In this case we deﬁne the sequence (푥푛)푛∈ℕ as
푥푛 =
⎧⎪⎨⎪⎩
푒푖푛
푡−푡1
훿 for 푡1 ≤ 푡 ≤ 푡1 + 훿,
푒푖푛
푡−푠1+푡1
훿 for 푠1 − 푡1 ≤ 푡 ≤ 푠1 − 푡1 + 훿,
0 else.
Again it is easy to see that 푥푛 ⇀ 0. Since 푈2 ⊂ 푈 and 푘(푠, 푡) = 푘(푠 − 푡, 푡) we know that
|푘(푠, 푡) −푊 | ≤ |푊 |
2
for (푠, 푡) ∈ 푈2 or (푠, 푠 − 푡) ∈ 푈2.
For the following estimation we assume that 푠 ∈ [푠1, 푠1+2훿] and we always integrate over the domain
{푡 ∶ (푠, 푡) ∈ 푈2 or (푠 − 푡, 푡) ∈ 푈2}. Then
||[퐹푘(푥푛)](푠)|| = ||||∫ 푘(푠, 푡)푥푛(푠 − 푡)푥푛(푡) d푡||||
=
||||∫ 푥푛(푠 − 푡)푊푥푛(푡) d푡+ ∫ (푘(푠, 푡) −푊 )푥푛(푠 − 푡)푥푛(푡) d푡||||
≥ ||||푊 ∫ 푥푛(푠 − 푡)푥푛(푡) d푡||||− ||||∫ (푘(푠, 푡) −푊 )푥푛(푠 − 푡)푥푛(푡) d푡||||
≥ |푊 | ||[퐹 (푥푛)](푠)||− ∫ |||(푘(푠, 푡) −푊 )푥푛(푠 − 푡)푥푛(푡)||| d푡
≥ |푊 | ||[퐹 (푥푛)](푠) d푡||− ∫ |||(푘(푠, 푡) −푊 )||| ||푥푛(푠 − 푡)푥푛(푡)|| d푡
≥ |푊 | ||[퐹 (푥푛)](푠) d푡||− |푊 |2 ∫ ||푥푛(푠 − 푡)푥푛(푡)|| d푡.
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In this situation we have
||[퐹 (푥푛)](푠)|| = |||||∫{푡∶(푠,푡)∈푈2 or (푠−푡,푡)∈푈2} 푒푖푛
푠−푡−푠1+푡1
훿 푒푖푛
푡−푡1
훿 d푡
|||||
=
|||||∫{푡∶(푠,푡)∈푈2 or (푠−푡,푡)∈푈2} 푒푖푛
푠−푠1
훿 d푡
|||||
= 2퐻(
푠−푠1
훿
)
and similarly
∫ ||푥푛(푠 − 푡)푥푛(푡)|| d푡 = 2퐻( 푠−푠1훿 ).
Hence ||[퐹푘(푥푛)](푠)|| ≥ |푊 |퐻 ( 푠−푠1훿 )
and for the norm of 퐹푘(푥푛) we obtain
‖퐹푘(푥푛)‖2 ≥ |푊 |2 ∫ 푠1+2훿푠1 퐻
(
푠−푠1
훿
)2
d푠 =
2|푊 |2
3훿2
.
For both cases we have constructed a sequence (푥푛)푛∈ℕ, such that 푥푛 ⇀ 0 but 퐹푘(푥푛) ̸→ 0. Since ‖푥푛‖ ≤ 1
for all 푛 ∈ ℕ,푀 ∶= {푥푛|푛 ∈ ℕ} is a bounded set. If its image set 퐹푘(푀) = {퐹푘(푥푛)|푛 ∈ ℕ} were relatively
compact, it would exist a subsequence (퐹푘(푥푛푙))푙∈ℕ, which converges in 퐿2(0, 2). On the other hand the
weak continuity of 퐹푘 would imply that (퐹푘(푥푛푙)) ⇀ 퐹 (0) = 0. Hence 퐹푘(푥푛푙) → 0 as 푙 → ∞, but this
is a contradiction, since we have shown that ‖퐹푘(푥푛)‖2 ≥ |푊 |26훿2 . Consequently 퐹푘(푀) cannot be relatively
compact and thus 퐹푘 is not compact.
As a direct consequence of this proposition we obtain the following
Corollary 77. Let 푘1, 푘2 ∈ 퐶(퐷) with 푘1(푠, 푡) = 푘1(푠 − 푡, 푡) and 푘2(푠, 푡) = 푘2(푠 − 푡, 푡) for all (푠, 푡) ∈ 퐷.
Then the following are equivalent:
(i) 푘1 = 푘2
(ii) 퐹푘1 = 퐹푘2
Proof. (푖) ⟹ (푖푖) trivial
(푖푖) ⟹ (푖). Let 푘 ∶= 푘1 − 푘2. Then (푖푖) is equivalent to 퐹푘 ≡ 0, especially 퐹푘 is compact, which implies
푘 ≡ 0 by the last proposition. But this is just a reformulation of (푖).
Remark 78. Although퐹푘 is not compact for 푘 ≢ 0, the Fréchet derivative퐹 ′푘(푥) is compact for all 푘 ∈ 퐶(퐷)
and 푥 ∈ 퐿2(0, 1).
Proof. Let푀 ⊂ 퐿2(0, 1) be bounded. Hence it exists 푐 ≥ 0 such that ‖푣‖ ≤ 푐 for all 푣 ∈ 푀 . By Corollary
69 we obtain ‖퐹 ′
푘
(푥)푣‖ ≤ 푐‖푘‖ ⋅ ‖푥‖ for all 푥 ∈ 푀 , hence [퐹 ′
푘
(푥)](푀) is bounded. Due to Lemma 72
we know that [퐹 ′
푘
(푥)](푀) ⊂ 퐶(0, 2). From the proof of Lemma 72 we know that for arbitrary 휖 > 0 and
푠 ∈ [0, 2] there is some 훿0(휖, 푠, 푘, 푥, 푐), such that|||[퐹 ′푘(푥)푣](푠 + ℎ) − [퐹 ′푘(푥)푣](푠)||| ≤ 휖 ∀푣 ∈ 푀
for 푠 + ℎ ∈ 퐿2(0, 2) and |ℎ| ≤ 훿0. Since 훿0 does not depend on 푣, [퐹 ′푘(푥)](푀) is equicontinuous. By the
Arzelá-Ascoli Theorom this implies that [퐹 ′
푘
(푥)](푀) is relatively compact.
We have shown that 퐹 ′
푘
(푥) maps bounded sets to relatively compact sets, which means that 퐹 ′
푘
(푥) is
compact.
Now we will show local ill-posedness of the operator equation (4.3). This has already been done in [21,
Proposition 2.28], but there in the proof a sequence of perturbation functions was used, which is not in
퐿∞(0, 1). In our proof we generalize the proof for the case of classical autoconvolution with full range.
Lemma 79. The operator equation (4.3) is locally ill-posed everywhere.
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Proof. Let 푘 ∈ 퐶(퐷), 푥0 ∈ 퐿2(0, 1)and 푈 be an open neighbourhood of 푥0. Then it exists 푟 > 0 such that
퐵2푟(푥0) ⊂ 푈 .
For 푛 ∈ ℕ we deﬁne
푧푛(푡) ∶= 푟 exp(푛
2 i 푡2)
and 푥푛 ∶= 푥0 + 푧푛. Then 푥푛 ∈ 퐵2푟(푥0) ⊂ 푈 for all 푛 ∈ ℕ. Moreover
‖푥푛 − 푥0‖ = ‖푧푛‖ = 푟
for all 푛 ∈ ℕ. We will show that 퐹푘(푥푛)→ 퐹푘(푥0) as 푛 → ∞. At ﬁrst, we observe
‖퐹푘(푥푛) − 퐹푘(푥0)‖ = ‖퐹푘(푧푛) + 퐹 ′푘(푥0)푧푛‖ ≤ ‖퐹푘(푧푛)‖ + ‖퐹 ′푘(푥0)푧푛‖ (4.6)
To estimate ‖퐹푘(푧푛)‖ we use that 푘 is continuous on퐷 and since퐷 is compact, 푘 is even uniformly contin-
uous on 퐷. Hence for arbitrary 휖 > 0 it exists 훿 > 0 such that
∀(푠1, 푡1), (푠2, 푡2) ∈ 퐷 ‖(푠1, 푡1) − (푠2, 푡2)‖ ≤ 훿 ⟹ |푘(푠1, 푡1) − 푘(푠2, 푡2)| ≤ 휖
where the norm in 퐷 shall be the maximum norm, that means for (푠1, 푡1), (푠2, 푡2) ∈ 퐷
‖(푠1, 푡1) − (푠2, 푡2)‖ ∶= max{|푠1 − 푠2|, |푡1 − 푡2|}
Now let 푚 ∈ ℕ such that 1
푚
≤ 훿. We decompose퐷 into 푚2 disjoint subdomains (퐷푖푗)푖,푗=1,…,푚 as
퐷푖푗 =
{
(푠, 푡) ∈ 퐷| 푖−1
푚
≤ 푠 − 푡 ≤ 푖
푚
, 푗−1
푚
≤ 푡 ≤ 푗
푚
}
.
Then
푚⋃
푖,푗=1
퐷푖푗 = 퐷.
If we deﬁne 푘푖푗 for 푖, 푗 = 1,… , 푚 as
푘푖푗 = 푘
(
푖+푗−1
푚
, 푗
푚
)
.
This implies |푘(푠.푡) − 푘푖푗| ≤ 휖 ∀(푠, 푡) ∈ 퐷푖푗
since
|푡 − 푗
푚
| = 푗
푚
− 푡 ≤ 1
푚
,
푠 = (푠 − 푡) + 푡 ≤ 푖
푚
+
푗
푚
=
푖+푗
푚
, 푠 = (푠 − 푡) + 푡 ≥ 푖−1
푚
+
푗−1
푚
=
푖+푗−2
푚
, thus |푠 − 푖+푗−1
푚
| ≤ 1
푚
and consequently ||||||||(푠, 푡) − ( 푖+푗−1푚 , 푗푚)|||||||| ≤ 1푚 ≤ 훿.
Moreover, let 퐾 ∶= sup(푠,푡)∈퐷 |푘(푠, 푡)|. Then |푘푖푗| ≤ 퐾 for all 푖, 푗 = 1,… , 푚. Without loss of generality we
can assume that
푟 ≤ 1√
퐾
This implies
|||||∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푧푛(푠 − 푡)푧푛(푡) d푡
||||| ≤ ∫
min{푠,1}
max{0,푠−1}
|푘(푠, 푡)||푧푛(푠 − 푡)||푧푛(푡)| d푡 ≤ 퐾 1√
퐾
1√
퐾
= 1
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for 푠 ∈ [0, 2]. Using this and Lemma 29, we estimate
‖퐹푘(푧푛)‖2 = ∫ 20
|||||∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푧푛(푠 − 푡)푧푛(푡) d푡
|||||
2
d푠
≤ ∫
2
0
|||||∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푧푛(푠 − 푡)푧푛(푡) d푡
||||| d푠
≤
푚∑
푖,푗=1
∫
푖+푗
푚
푖+푗−2
푚
|||||||∫
min
{
푗
푚
,푠−
푖+푗−2
푚
}
max
{
푗−1
푚
,푠−
푖+푗
푚
} 푘(푠, 푡)푧푛(푠 − 푡)푧푛(푡) d푡
||||||| d푠
≤
푚∑
푖,푗=1
푘푖푗 ∫
푖+푗
푚
푖+푗−2
푚
|||||||∫
min
{
푗
푚
,푠−
푖+푗−2
푚
}
max
{
푗−1
푚
,푠−
푖+푗
푚
} 푧푛(푠 − 푡)푧푛(푡) d푡
||||||| d푠
+
푚∑
푖,푗=1
∫
푖+푗
푚
푖+푗−2
푚
|||||||∫
min
{
푗
푚
,푠−
푖+푗−2
푚
}
max
{
푗−1
푚
,푠−
푖+푗
푚
} (푘(푠, 푡) − 푘푖푗)푧푛(푠 − 푡)푧푛(푡) d푡
||||||| d푠
≤
푚∑
푖,푗=1
푘푖푗
2
푚
sup
푠∈[0,2]
|||||||∫
min
{
푗
푚
,푠−
푖+푗−2
푚
}
max
{
푗−1
푚
,푠−
푖+푗
푚
} 푧푛(푠 − 푡)푧푛(푡) d푡
|||||||
+ 휖 ∫
2
0 ∫
min{1,푠}
max{0,푠−1}
||푧푛(푠 − 푡)푧푛(푡)|| d푡 d푠
≤ 퐾푚2 ⋅ 2
푚
⋅
√
5휋
푛
+ 휖‖푧푛‖2
≤ 2퐾
√
5휋푚
푛
+ 휖‖푧푛‖2 → 휖푟2 as 푛→ ∞.
Since 휖 > 0 was arbitrary, this shows that ‖퐹푘(푧푛)‖ → 0 as 푛 → ∞. From Proposition 30 we already know
that 푧푛 ⇀ 0 and together with the compactness of 퐹
′
푘
(푥0) this implies
lim
푛→∞
‖퐹 ′푘(푥0)푧푛‖→ 0.
Now (4.6) yields
lim
푛→∞
‖퐹푘(푥푛) − 퐹푘(푥0)‖ = 0
and the ill-posedness of 퐹푘 at 푥0 is shown.
4.2 Phase retrieval problems
In the last section we introduced the kernel-truncated autoconvolution operator 퐹푘 to be able to describe
the physical problem, but we did not use any information about the amplitude of the function 푥† we want
to reconstruct. However, as we have mentioned in chapter 2, measurements for |푥†| are available and this
additional information should be used to obtain a better reconstruction.
4.2.1 The full information case
In this subsection we consider the same operator as in the last section
퐹푘 ∶ 퐿2(0, 1)→ 퐿2(0, 2), [퐹푘(푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥(푠− 푡)푥(푡) d푡 (4.7)
and assume that we have given a measurement 푦훿 of the right hand side, such that
‖푦 − 푦훿‖ ≤ 훿,
as in the last section, and we have given a function 푎휌 ∈ 퐿2(0, 1), such that‖|푥†| − 푎휌‖ ≤ 휌.
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Again we want to ﬁnd approximate solutions of the equation
퐹푘(푥) = 푦. (4.8)
The question, which now arises, is how to use this additional information in a reasonable way. In the case
that a very reliable measurement for the modulus of 푥† is available, an approach could be to ﬁx the amplitude
and to seek for an optimal phase function. This means to consider a kernel based autoconvolution operator
퐹 푎푘 ∶ (퐹 푎푘 ) → 퐿2(0, 1), [퐹 푎푘 (푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥(푠− 푡)푥(푡) d푡
which is equal to 퐹푘 deﬁned in (4.7), but with the domain
(퐹 푎푘 ) ∶= {푥(푡) = 푎(푡) 푒푖휙(푡), 0 ≤ 푡 ≤ 1, 휙 ∶ [0, 1]→ ℝ measurable} ⊂ 퐿2(0, 1).
The corresponding operator equation is then
퐹 푎푘 (푥) = 푦 (4.9)
for 푦 ∈ 퐿2(0, 2). In this situation there is the following well-posedness result, which can already be found
in [9, Prop.3.3].
Theorem 80. Let 푥†(푡) = 푎(푡) 푒i휙
†
an exact solution of the operator equation (4.9) with 푘 ≡ 1, where
the amplitude function 푎 ∈ 퐿∞(0, 1) be not almost everywhere on [0, 1] the zero function and 휙
† ∈ ℝ be
constant Then the operator equation (4.9) is locally well-posed at 푥†.
Proof. For the sake of readability we write 퐹 instead of 퐹 푎
푘
in this proof. Since 푎 ∈ 퐿∞(0, 1) also 푎 ∈
퐿1(0, 1) and we set 퐾1 ∶= ‖푎‖퐿1(0,1) > 0, 퐾∞ ∶= ‖푎‖퐿∞(0,1) and will show local well-posedness at points
푥†(푡) = 푎(푡) 푒푖휙
†(푡) with 휙†(푡) ≡ 휔,, 0 ≤ 푡 ≤ 1, and an arbitrary real constant 휔. Then we have for all
푥 ∈ 퐵퐾1 (푥
†) ∩(퐹 푎
푘
) the local Hölder condition
‖푥 − 푥†‖ ≤ 23∕4√퐾∞
퐾1
√‖퐹 (푥) − 퐹 (푥†)‖ (4.10)
with Hölder exponent 1∕2, which yields the local well-posedness at the point 푥†. Namely, using the Hölder
inequality we have for all 푥(푡) = 푎(푡) 푒푖휙(푡) the estimate
‖퐹 (푥)−퐹 (푥†)‖ =
√√√√∫ 20
||||| ∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(푒2푖휔 − 푒푖휙(푠−푡)푒푖휙(푡)) d푡
|||||
2
푑푠
≥ 1√
2 ∫
2
0
||||| ∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(푒2푖휔 − 푒푖휙(푠−푡)푒푖휙(푡))푑푡
||||| 푑푠
and further by setting 휁(푡) ∶= 휙(푡) − 휔
∫
2
0
||||| ∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(푒2푖휔 − 푒푖휙(푠−푡)푒푖휙(푡))푑푡
||||| 푑푠
= ∫
2
0
||||| ∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(1 − 푒푖휁(푠−푡)푒푖휁(푡))푑푡
||||| 푑푠
≥ ∫
2
0
|||||Re∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(1 − 푒푖(휁(푠−푡)+휁(푡)))푑푡
||||| 푑푠
= ∫
2
0 ∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(1 − cos(휁(푠 − 푡) + 휁(푡))푑푡푑푠.
By changing the order of integration and exploiting addition theorems we moreover obtain
∫
2
0 ∫
min(1,푠)
max(0,푠−1)
푎(푠 − 푡)푎(푡)(1 − cos(휁(푠 − 푡) + 휁(푡))푑푡푑푠
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= ∫
1
0 ∫
푡+1
푡
푎(푠 − 푡)푎(푡)(1 − cos(휁(푠 − 푡)) cos(휁(푡)) + sin(휁(푠 − 푡)) sin(휁(푡)))푑푠푑푡
= ∫
1
0
푎(푡)∫
1+푡
푡
푎(푠 − 푡)푑푠 d푡− ∫
1
0
푎(푡) cos(휁(푡))∫
푡+1
푡
푎(푠 − 푡) cos(휁(푠 − 푡))푑푠푑푡
+∫
1
0
푎(푡) sin(휁(푡))∫
푡+1
푡
푎(푠 − 푡) sin(휁(푠 − 푡))푑푠푑푡
= ∫
1
0
푎(푡)∫
1
0
푎(푠)푑푠푑푡− ∫
1
0
푎(푡) cos(휁(푡))∫
1
0
푎(푠) cos(휁(푠))푑푠푑푡
+∫
1
0
푎(푡) sin(휁(푡))∫
1
0
푎(푠) sin(휁(푠))푑푠푑푡
=
(
∫
1
0
푎(푠)푑푠
)2
−
(
∫
1
0
푎(푠) cos(휁(푠))푑푠
)2
+
(
∫
1
0
푎(푠) sin(휁(푠))푑푠
)2
≥
(
∫
1
0
푎(푠)(1 + cos(휁(푠)))푑푠
)(
∫
1
0
푎(푠)(1 − cos(휁(푠)))푑푠
)
.
On the other hand, we have
‖푥 − 푥†‖2 = ∫ 10 |푎(푡)푒푖휔 − 푎(푡)푒푖휙(푡)|2 d푡
= ∫
1
0
푎(푡)2|1 − 푒푖휁(푡)|2 d푡
= ∫
1
0
푎(푡)2((1 − cos(휁(푡)))2 + sin2(휁(푡))) d푡
= ∫
1
0
푎(푡)2(1 − 2 cos(휁(푡)) + cos2(휁(푡)) + sin2(휁(푡))) d푡
= 2∫
1
0
푎(푡)2(1 − cos(휁(푡))) d푡
≤ 2퐾∞ ∫
1
0
푎(푡)(1 − cos(휁(푡))) d푡.
Owing to 1 − cos(휁(푡)) ≤ 2 we have also the estimate
∫
1
0
푎(푠)(1 + cos(휁(푠)))푑푠 = 2∫
1
0
푎(푠)푑푠− ∫
1
0
푎(푠)(1 − cos(휁(푠)))푑푠
≥ 2퐾1 −
√
∫
1
0
푎(푠)2(1 − cos(휁(푠)))2푑푠
≥ 2퐾1 −
√
2∫
1
0
푎(푠)2(1 − cos(휁(푠)))푑푠
= 2퐾1 − ‖푥 − 푥†‖.
This yields for 푥 ∈ 퐵퐾1(푥
†)
∫
1
0
푎(푠)(1 + cos(휁(푠)))푑푠 ≥ 퐾1
and hence by combining the above estimates (4.10), which proves the proposition.
This result can be used to show the following locally-well-posedness statement:
Corollary 81. Let 푥†(푡), 푎 and 푘 be as in Theorem 80 and (푥푛)푛∈ℕ ⊂ 퐿2(0, 1) a sequence with |푥푛| → 푎
and 퐹 (푥푛)→ 퐹 (푥
†) as 푛 → ∞. Then 푥푛 → 푥
†.
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Proof. We deﬁne the sequence (푥̃푛)푛∈ℕ ⊂ 퐿2(0, 1) by|푥̃푛| ∶= 푎 and arg(푥̃푛) ∶= arg(푥푛) ∀푛 ∈ ℕ
(arg(푥̃푛) can be chosen arbitrary where arg(푥푛) is not deﬁned). By the triangle inequality‖푥푛 − 푥†‖ ≤ ‖푥̃푛 − 푥†‖ + ‖푥푛 − 푥̃푛‖,
where ‖푥̃푛 − 푥푛‖ = ‖푎 − |푥푛|‖→ 0.
From the proof of Theorem 80 we know that it exists a constant 푐 > 0, such that
‖푥̃푛 − 푥†‖ ≤ 푐√‖퐹 (푥̃푛) − 퐹 (푥†)‖
since (푥̃푛)푛∈ℕ ⊂ (퐹 푎푘 ) by its deﬁnition. The triangle inequality yields‖퐹 (푥̃푛) − 퐹 (푥†)‖ ≤ ‖퐹 (푥푛) − 퐹 (푥†)‖ + ‖퐹 (푥̃푛) − 퐹 (푥푛)‖.
For the ﬁrst summand on the right hand side we know that it converges to zero. For the second summand
we have ‖퐹 (푥̃푛) − 퐹 (푥푛)‖ = ‖퐵푘(푥̃푛 − 푥푛, 푥̃푛 + 푥푛)‖ ≤ ‖푥̃푛 − 푥푛‖‖푥̃푛 + 푥푛‖
by Lemma 68. Altogether we obtain
‖푥푛 − 푥†‖ ≤ 푐√‖퐹 (푥푛) − 퐹 (푥†)‖ + ‖푎 − |푥푛|‖ ⋅ ‖푥̃푛 + 푥푛‖ + ‖푎 − |푥̃푛|‖→ 0
since ‖푥̃푛 + 푥푛‖ is bounded as |푥̃푛| = 푎 is constant and |푥푛| is convergent.
Remark 82. The last proposition and the subsequent corollary could only be proven under the assumption
that the phase function of the true solution 푥† is constant. It is an open question to the author, whether these
results can be generalized for solutions with arbitrary phase functions.
Motivated by the well-posedness results in Theorem 80 and Cor. 81 we deﬁne the functional
Φ훽 ∶ 퐿2(0, 1)→ ℝ, Φ훽 (푥) = ‖퐹푘(푥) − 푦훿‖2 + 훽‖|푥| − 푎휌‖2 (4.11)
for the data 푦훿 and 푎휌 and with the balancing parameter 훽 > 0. Now we could try to determine global
minimizers of this functional as approximate solutions of (4.8). Unfortunately the functional (4.11) is not
weakly lower semicontinuous, since the second summand does not have this property. Even a Tikhonov
functional with additional penalty term, deﬁned as
Φ훼,훽 ∶ 퐿2(0, 1)→ ℝ, Φ훼,훽 (푥) = ‖퐹푘(푥) − 푦훿‖2 + 훼‖푥‖2 + 훽‖|푥| − 푎휌‖2
is not weakly lower semicontinuous. This will be demonstrated by the following example:
Example 83. Let 푥† ≡ 0, 훼 ≥ 0, 훽 > 0 and 푎휌 ≡ 휌. We define the sequence 푥푛 as
푥푛(푡) ∶= 푟푒
푖푛2푡2 with 푟 ∶=
훽
훼 + 훽
휌.
Then |푥푛(푡)| = 푟 for all 푡 ∈ [0, 1], 푥푛 ⇀ 0 by the proof of Proposition 30 and from Lemma 79 we know that
퐹푘(푥푛) → 0 as 푛→ ∞. Thus
lim
푛→∞
Φ훼,훽 (푥푛) = 훼
훽2
(훼 + 훽)2
휌2 + 훽
훼2
(훼 + 훽)2
휌2 =
훼훽
훼 + 훽
휌2.
On the other hand
Φ훼,훽 (0) = 훽휌
2.
But
훼훽
훼+훽
휌2 < 훽휌2 since 훼 < 훼 + 훽 and thus 훼
훼+훽
< 1. Consequently
lim inf
푛→∞
Φ훼,훽(푥푛) = lim푛→∞
Φ훼,훽 (푥푛) < Φ훼,훽 (0),
although 푥푛 ⇀ 0, which shows that Φ훼,훽 is not weakly lower semicontinuous for 푥
† ≡ 0.
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This problem can be overcome if we consider a functional 푇훼,훽 deﬁned on the Sobolev space퐻
1(0, 1):
푇훼,훽 ∶ 퐻
1(0, 1)→ ℝ, 푇훼,훽(푥) = ‖퐹푘(푥) − 푦훿‖2 + 훼‖푥‖2퐻1 + 훽‖|푥| − 푎휌‖2. (4.12)
Since the embedding퐻1(0, 1) ↪ 퐿2(0, 1) is compact and |.| ∶ 퐿2(0, 1) → 퐿2(0, 1) is continuous, the
operator |.| ∶ 퐻1(0, 1)→ 퐿2(0, 1) is continuous, and weakly closed. We deﬁne a new operator 퐺푘 by
퐺푘 ∶ 퐻
1(0, 1)→ 퐿2(0, 1) × 퐿2(0, 2), 푥 ↦ (퐹푘(푥), |푥|) (4.13)
and consider the corresponding operator equation
퐺푘(푥) = (푎, 푦). (4.14)
Since both operators 퐹푘 and |.| are continuous and weakly closed, 퐺푘 also has these properties. Now
(4.12) can be seen as a Tikhonov functional with regularization parameter 훼 if we consider the following
norm and the corresponding inner product of the Hilbert space 푌 = 퐿2(0, 1) × 퐿2(0, 2)‖(푎, 푦)‖푌 ∶= 훽‖푎‖퐿2(0,1) + ‖푦‖퐿2(0,2). (4.15)
Hence we are in the situation of (1.8) and have the following proposition
Proposition 84. Let 훽 > 0 be constant. Then the Tikhonov regularization with the Tikhonov functional
(4.12) for the operator equation (4.14) has the properties existence, stability and convergence of minimizers.
Proof. Existence of minimizers follows easily from the weak closedness of 퐺푘 and the weak lower semi-
continuity of ‖.‖푌 . Since 퐺푘 is continuous and weakly closed, stability and convergence follow from [15,
Theorems 10.2. and 10.3.].
4.2.2 Only phase data for the right hand side
As we already mentioned in the last chapter, we consider the measurement of the spectrum of the SD-pulse
as barely reliable. In our mathematical framework his measurement corresponds to the modulus of 푦. For
this reason we will now be concerned with the problem of reconstructing 푥 from measurements of ‖푥‖ and
just the phase of 푦. To do so, we need a forward operator, that reﬂects this new data situation. Let 푘 ∈ 퐶(퐷)
(see (4.2)) satisfy (4.4) and 퐹푘 the operator deﬁned in (4.1). We deﬁne the operators Θ
Θ ∶ (Θ) ⊂ 퐿2(0, 2)→ 퐿2(0, 2), [Θ(푥)](푠) =
{
푥(푠)|푥(푠)| for 푥(푠) ≠ 0
1 for 푥(푠) = 0
and 퐺푘 as
퐺푘 ∶ 퐿2(0, 1)→ 퐿2(0, 1) × 퐿2(0, 2), 푥↦
(|푥|,Θ(퐹푘(푥)))
with (Θ) = 퐶(0, 2). The norm in the Hilbert space 퐿2(0, 1) × 퐿2(0, 2) we deﬁne as in (4.15) as‖(푎, 푦)‖푌 ∶= 훽‖푎‖퐿2(0,1) + ‖푦‖퐿2(0,2) (4.16)
with some parameter 훽 > 0. The corresponding scalar product is then given by
⟨(푎1, 푦1), (푎2, 푦2)⟩ = ⟨푎1, 푎2⟩퐿2(0,1) + 훽⟨푦1, 푦2⟩퐿2(0,2).
Because of(퐹푘) ∈ 퐶(0, 2) the operator 퐺푘 is well-deﬁned.
Remark 85. Note that the operators |.|, Θ and 퐺푘 are nonlinear (not ℂ-linear). Moreover, all three opera-
tors are not weakly sequentially closed, which can be easily seen by considering the sequence 푥푛(푡) = 푒
i 푛푡.
Instead ofΘ one could consider a sign-operator which maps 0 to 0, but this operator also fails to be sequen-
tially closed, which can be shown with the sequence 푥푛 ≡ 1푛 . The reason why we have defined Θ(0) = 1, is
that it is always possible to write [Θ(푥)](푡) as 푒i휙(푡) for a real-valued function 휙, which allows us to avoid a
case distinction in a proof later. Furthermore Θ is not even continuous, since for 푐 ∈ ℂ with Im 푐 ≠ 0 the
sequence 푥푛 ≡ 푐푛 converges to zero but Θ(푥푛) = 푐|푐| ≠ 1 for all 푛 ∈ 푁 . Following an approach suggested
in [20] one can define a an approximate sign-operator as
[Θ휖(푥)](푠) =
푥(푠)
max{|푥(푠)|, 휖} (4.17)
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for 휖 > 0. This operator is obviously continuous for all 휖 > 0. However, also this operator is not weakly
closed, which becomes clear if we consider the function 푥푛, which is recursively defined as
푥0(푡) =
{
2퐾 for 0 ≤ 푡 < 2
3
−퐾 for 2
3
≤ 푡 < 2 , 푥푛+1(푡) =
{
푥푛(2푡) for 0 ≤ 푡 < 1
푥푛(2푡 − 2) for 1 ≤ 푡 < 2
with a constant퐾 > 휖. Then 푥푛 ⇀ 0 but Θ휖(푥푛)⇀ −
1
3
≠ 0.
Now we consider the operator equation
퐺푘(푥) = (푎, 휓) (4.18)
for given data 푎 and 휓 . Typically only noisy data 푎휌 and 휓훿 are available with
‖푎휌 − 푎‖ ≤ 휌 and ‖휓훿 − 휓‖ ≤ 훿.
For the full data case we have seen that locally well-posed situations may occur (cf. Corollary 81). For
the operator equation (4.18) we can show local ill-posedness for 푘 ≡ 1 and a very general set of functions
푥† ∈ 퐿2(0, 1).
Theorem 86. Let 푘(푠, 푡) = 1 for all (푠, 푡) ∈ 퐷 and 푥† ∈ 퐿2(0, 1), such that 휇{퐹푘(푥
†) = 0} = 0, where 휇
denotes the Lebesgue measure on 퐿2(0, 1). Then the operator equation (4.18) is locally ill-posed at 푥
†.
To prove this theorem, we need some preparation. For 푦 ∈ 퐿2
ℂ
(0, 2) and 푡 ≥ 0 we deﬁne 휙푦(푡) ∶=
휇({푦 ≤ 푡}). It is easy to see that 휙푦 is right-continuous:
lim
푡→푡0
휙푦(푡) = lim푡→푡0
휇({|푦| ≤ 푡}) = lim
푡→푡0
2
∫
0
휒{|푦|≤푡} d푠 (∗)=
2
∫
0
lim
푡→푡0
휒{|푦|≤푡} d푠
=
2
∫
0
휒{|푦|≤푡0} d푠 = 휇({|푦| ≤ 푡0}).
The equality (∗) follows from the dominated convergence theorem. For 푡0 = 0 we have
lim
푡→+0
휙푦(푡) = 휇({푦 = 0}). (4.19)
Lemma 87. Let 푦, 푦̃ ∈ 퐿2(0, 2) such that 휇({푦 = 0}) = 0 and define 훿 ∶= ‖푦̃ − 푦‖. Then
‖Θ(푦̃) − Θ(푦)‖ ≤√2훿 + 4휙푦(√훿).
Proof. We write 푦̃ and 푦 in polar coordinates as 푦̃(푡) = 퐴̃(푡)푒푖휓̃(푡) und 푦(푡) = 퐴(푡)푒푖휓(푡). Then Θ(푦̃) = 푒푖휓̃(푡)
and Θ(푦) = 푒푖휓(푡). An easy calculation shows that
|푒푖휓̃(푡) − 푒푖휓(푡)|2 = 2(1 − cos(휓̃ − 휓)).
Moreover
‖푦̃ − 푦‖2 = 2∫
0
|||퐴̃(푡)푒푖휓̃(푡) − 퐴(푡)푒푖휓(푡)|||2 d푡
=
2
∫
0
|||퐴̃(푡) − 퐴(푡)푒푖(휓(푡)−휓̃(푡))|||2 d푡
=
2
∫
0
(
퐴(푡)2 sin2(휓(푡) − 휓̃(푡)) +
(
퐴̃(푡) − 퐴(푡) cos(휓(푡) − 휓̃(푡))
)2)
d푡.
90 CHAPTER 4. KERNEL-BASED AUTOCONVOLUTION PROBLEMS
We set 훼 ∶= 휓 − 휓̃ and make a case distinction:
For cos 훼 < 0 we have
퐴2 sin2 훼 +
(
퐴̃ − 퐴 cos훼
)2
= 퐴2 sin2 훼 + 퐴̃2 − 2퐴̃퐴 cos훼 + 퐴2 cos2 훼
≥ 퐴2 ≥ 1
2
퐴2(1 − cos 훼).
For cos 훼 > 0 we obtain the same result
퐴2 sin2 훼 +
(
퐴̃ − 퐴2 cos훼
)2 ≥ 퐴2 sin2 훼 = 퐴2 (1 − cos2 훼)
= 퐴2
(
1 + cos훼
)(
1 − cos 훼
) ≥ 퐴2(1 − cos 훼) ≥ 1
2
퐴2
(
1 − cos훼
)
.
For the sake of legibility we dropped the argument 푡 here. For arbitrary 휌 > 0 we have
2‖푦̃ − 푦‖2 ≥ 2∫
0
퐴(푡)2
(
1 − cos(훼(푡))
)
d푡
= ∫
{퐴≤휌}
퐴(푡)2
(
1 − cos(훼(푡))
)
d푡 + ∫
{퐴>휌}
퐴(푡)2
(
1 − cos(훼(푡))
)
d푡
≥ 휌2 ∫
{퐴>휌}
(
1 − cos(훼(푡))
)
d푡
= 휌2 ∫
[0,2]
(
1 − cos(훼(푡))
)
d푡 − 휌2 ∫
{퐴≤휌}
(
1 − cos(훼(푡)) d푡
≥ 휌2 ∫
[0,2]
(
1 − cos(훼(푡))
)
d푡 − 2휌2 ⋅ 휇({퐴 ≤ 휌})
=
1
2
휌2‖Θ(푦) − Θ(푦̃)‖2 − 2휌2 ⋅ 휙푦(휌).
Rearrangement yields
‖Θ(푦) − Θ(푦̃)‖ ≤√ 2
휌2
‖푦푛 − 푦‖2 + 4휙푦(휌).
Setting 휌 ∶=
√
훿 gives ‖Θ(푦) − Θ(푦̃)‖ ≤√2훿 + 4휙푦(√훿).
For the proof of the proposition we need another technical result:
Lemma 88. Let 푦, 푦̃ ∈ 퐿2
ℂ
(0, 2) and 0 < 푡1 < 푡2. Then the following holds true:
휙푦(푡1) ≤ 휙푦̃(푡2) +
√
2‖푦̃ − 푦‖
푡2 − 푡1
.
Proof. The assertion can be shown by an elementary estimation:
휙푦(푡1) ≤ 휇({|푦̃| − |푦̃ − 푦| ≤ 푡1})
≤ 휇({|푦̃| ≤ 푡2|}) + 휇({|푦̃| ≥ 푡2} ∩ {|푦̃ − 푦| ≥ 푡2 − 푡1})
≤ 휙푦̃(푡2) + 휇({|푦̃ − 푦| ≥ 푡2 − 푡1})
≤ 휙푦̃(푡2) + ‖푦̃ − 푦‖퐿1푡2 − 푡1
≤ 휙푦̃(푡2) +
√
2‖푦̃ − 푦‖
푡2 − 푡1
,
where in the last step we used Hölder’s inequality .
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Now we are in the position to prove Proposition 86.
Proof of Theorem 86. For the sake of readabilitywewill write퐹 instead of퐹푘 in thewhole proof (remember
that 푘 ≡ 1). Let 푟 > 0 be given and 푥† ∈ 퐿2(0, 1) such that 퐹 (푥†) ≠ 0 a.e., which means that 휇({퐹 (푥†) =
0}) = 0. Moreover, let 푦† ∶= 퐹 (푥†). To show local ill-posedness of (4.18) at 푥† we have to construct a
sequence (푥푛) ⊂ 퐵푟(푥
†) with |푥푛| → |푥†| and Θ(퐹 (푥푛)) → Θ(퐹 (푥†)) but 푥푛 ̸→ 푥†. Since 푥† ∈ 퐿2(0, 1)
we can approximate 푥† with arbitrary precision by step functions with equispaced discontinuities. Now let
(푥̄푛)푛∈ℕ be a sequence of such functions
푥̄푛 =
푚푛∑
푗=1
푐푗푛휒[ 푗−1
푚푛
, 푗
푚푛
]
for which ‖푥† − 푥̄푛‖ ≤ 2−푛 and moreover 푦̄푛 ∶= 퐹 (푥푛) ≠ 0 a.e.. We will need the last condition to apply
Lemma 87 later. To show that such a choice is possible we ﬁrst observe that
푦̄푛(푠) ∶= 퐹 (푥̄푛) =
1
푚 푛
2푚푛−1∑
푗=1
(
min{푗,푚푛}∑
푙=max{1,푗−푚푛+1}
푐푙푛푐
푗−푙+1
푛
)
ℎ(푚푛푠 − 푗 + 1) (4.20)
with
ℎ(푡) ∶=
{
푡 for 0 ≤ 푡 ≤ 1
2 − 푡 for 1 < 푡 ≤ 2 .
Now we see that the condition 퐹 (푥̄푛) ≠ 0 a.e. is equivalent to
푑푗푛 ∶=
min{푗,푚푛}∑
푙=max{1,푗−푚푛+1}
푐푙푛푐
푗−푙+1
푛 ≠ 0 ∀푗 = 1,… , 2푚푛 − 1.
Let us assume ‖푥휃 − 푥†‖ < 휃. If 퐹 (푥휃) ≠ 0 a.e. does not hold, we ﬁrst change all 푐푗푛, which are zero, to a
value diﬀerent from zero and get a function 푥′
휃
. This can be done in such a way that ‖푥′
휃
− 푥†‖ < 휃. Now
we can consider the 푑푗푛 for 푗 = 1, 푚 as polynomials in 푐
1
푛 . These polynomials have degree one (2 ≤ 푗 ≤ 푛)
or degree two (푗 = 1). Hence there are not more than 푚 + 1 values for 푐1푛 , for which at least one of the 푑
푗
푛
vanishes. Thus we can choose 푐1푛 diﬀerent from these values in such a way that we still have ‖푥′휃 −푥†‖ < 휃.
The same can be done for 푑푗푛, 푗 = 푚 + 1,… , 2푚 − 1 and 푐
푚
푛 . Finally, we have 푑
푗
푛 ≠ 0 ∀푗 = 1,… , 푚 and
this shows the existence of a sequence with the required properties. By (4.19) we know that 푦̄푛 ≠ 0 a.e. is
equivalent to
lim
푡→0
휙푦̄푛(푡) = 0.
Now we estimate ‖푦† − 푦̄푛‖ = ‖퐹 (푥†) − 퐹 (푥̄푛)‖ = ‖퐵(푥† − 푥̄푛, 푥† + 푥̄푛)‖
≤ ‖푥† − 푥̄푛‖‖푥† + 푥̄푛‖
≤ ‖푥† − 푥̄푛‖(2‖푥†‖ + ‖푥̄푛 − 푥†‖)
≤ 2−푛(2‖푥†‖ + 2−푛).
(4.21)
Let now 0 < 휖 ≤ 1
14
. For every 푛 ∈ ℕ we deﬁne a sequence (푥푝푛)푝∈ℕ by
푥푝푛(푡) ∶=
푚푛∑
푗=1
푐푗푛푣푝(푚푛푡 − 푗 + 1),
where
푣푝(푡) ∶=
⎧⎪⎨⎪⎩
1 for 0 ≤ 푡 ≤ 1
2
− 휖 or 1
2
+ 휖 < 푡 ≤ 1
푧푝(푡) for
1
2
− 휖 < 푡 ≤ 1
2
+ 휖
0 else
with 푧푝 deﬁned as in Lemma 29, namely
푧푝(푡) = 푒
i 푝2푡2 푡 ∈ [0, 1].
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We can write the functions 푣푝 as
푣푝 = 휒 + 푧̃푝
with
휒(푡) ∶=
{
1 for 0 ≤ 푡 ≤ 1
2
− 휖 or 1
2
+ 휖 < 푡 ≤ 1
0 else
and
푧̃푝(푡) ∶=
{
푧푝(푡) for
1
2
− 휖 < 푡 ≤ 1
2
+ 휖
0 else.
For the autoconvolution of 푥푛 we obtain
[퐹 (푥푝푛)](푠) =
((
푚∑
푗=1
푐푗푛푣푛(푚 ⋅ . − 푗 + 1)
)
∗
(
푚∑
푗=1
푐푗푛푣푛(푚 ⋅ . − 푗 + 1)
))
(푠)
=
푚∑
푗,푙=1
푐푗푛푐
푙
푛
(
푣푛(푚 ⋅ . − 푗 + 1) ∗ 푣푛(푚 ⋅ . − 푙 + 1)
)
(푠)
=
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛(푣푛 ∗ 푣푛)(푚푠 − 푗 − 푙 + 2)
=
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛
(
(휒 ∗ 휒)(푚푠 − 푗 − 푙 + 2) + 2(휒 ∗ 푧̃푝)(푚푠 − 푗 − 푙 + 2) + (푧̃푝 ∗ 푧̃푝)(푚푠 − 푗 − 푙 + 2)
)
,
(4.22)
where
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛(휒 ∗ 푧̃푝)(푚푠 − 푗 − 푙 + 2) =
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛
(
∫
푏1
푎1
푧푝(푡) d푡+ ∫
푏2
푎2
푧푝(푡) d푡
)
≤ 2
√
5휋
푚푝
푚∑
푗,푙=1
푐푗푛푐
푙
푛
with 푎1, 푎2, 푏1, 푏2 depending on 푠 and
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛(푧̃푝 ∗ 푧̃푝)(푚푠 − 푗 − 푙 + 2) =
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛 ∫
푏
푎
푧푝(푚푠 − 푡)푧푝(푡) d푡
≤
√
5휋
푚푝
푚∑
푗,푙=1
푐푗푛푐
푙
푛,
where 푎 and 푏 also depend on 푠. In the last step we used Lemma 29 in both cases. We see that both terms
are bounded uniformly in 푠 and the upper bounds converge to 0 for 푝 → ∞. Thus the sequence 퐹 (푥푝푛)푝∈ℕ
converges to the function
푦̂푛(푠) ∶=
1
푚
푚∑
푗,푙=1
푐푗푛푐
푙
푛(휒 ∗ 휒)(푚푠− 푗 − 푙+2) =
1
푚 푛
2푚푛−1∑
푗=1
(
min{푗,푚푛}∑
푙=max{1,푗−푚푛+1}
푐푙푛푐
푗−푙+1
푛
)
(휒 ∗ 휒)(푚푛푠− 푗 +1).
Hence for every 푛 ∈ ℕ it exists some 푙푛 ∈ ℕ with 푙푛 ≥ 푛 such that
‖퐹 (푥푙푛푛 ) − 푦̂푛‖ ≤ 4−푛.
By direct calculation we obtain
(휒 ∗ 휒)(푠) = 휎(푠) + 휎(2 − 푠) (4.23)
with
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(휎)(푠) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
푠 for 0 ≤ 푠 < 1
2
− 휖
1 − 2휖 − 푠 for 1
2
− 휖 ≤ 푠 < 1
2
+ 휖
푠 − 4휖 for 1
2
+ 휖 ≤ 푠 < 1 − 2휖
2푠 − 1 − 2휖 for 1 − 2휖 ≤ 푠 < 1
0 else.
(4.24)
Hence 휇{휒 ∗ 휒 = 0} = 0 and Θ((휒 ∗ 휒)(푠)) = Θ(ℎ(푠)) = 1 for all 푠 ∈ [0, 2]. This yields
Θ(푦̂푛) = Θ(푦̄푛). (4.25)
Deﬁne now 푥푛 ∶= 푥
푙푛
푛 . Using (4.23) and (4.24) one can easily check that 휖 ≤ 114 implies (휌 ∗ 휌)(푠) ≥ 12ℎ(푠)
∀0 ≤ 푠 ≤ 2. In view of (4.20) and (4.22) we derive |푦̂푛| ≥ 12 |푦̄푛| ∀푛 ∈ ℕ. From this fact we conclude
휙푦̂푛(푡) = 휇({푦̂푛 ≤ 푡}) ≤ 휇({12 푦̄푛 ≤ 푡}) = 휇({푦̄푛 ≤ 2푡}) = 휙푦̄푛(2푡).
Now we apply Lemma 87 to 퐹 (푥푛) and 푦̂푛 and together with the last inequality we get
‖Θ(퐹 (푥푛)) − Θ(푦̂푛)‖ ≤√2‖퐹 (푥푛) − 푦̂푛‖ + 4휙푦̂푛(√‖퐹 (푥푛) − 푦̂푛‖)
≤
√
2‖퐹 (푥푛) − 푦̂푛‖ + 4휙푦̄푛(2√‖퐹 (푥푛) − 푦̂푛‖)
≤√21−푛 + 4휙푦̄푛(21−푛)).
(4.26)
At this point we use Lemma 88 with 푦̄푛, 푦
† and 푡1 ∶= 2
1−푛, 푡2 ∶= 푡1 +
√‖푦̄푛 − 푦†‖. With 훿푛 ∶= ‖푦̄푛 − 푦†‖
we obtain
휙푦̄푛(2
1−푛) ≤ 휙푦†(21−푛 + 훿푛) +√2훿푛.
Inserting this into (4.26) yields
‖Θ(퐹 (푥푛)) − Θ(푦̂푛)‖ ≤√21−푛 + 4휙푦†(2푛−1 + 훿푛) + 4√2훿푛. (4.27)
Moreover, by Lemma 87 applied to 푦† and 푦̄푛 we have
‖Θ(푦†) − Θ(푦̄푛)‖ ≤
√
2‖푦† − 푦̄푛‖ + 4휙푦† (√‖푦† − 푦̄푛‖) ≤√2훿푛 + 4휙푦†(√훿푛). (4.28)
With (4.25), (4.27), (4.28) and the triangle inequality we obtain
‖Θ(퐹 (푥푛)) − Θ(푦†)‖ ≤ ‖Θ(퐹 (푥푛)) − Θ(푦̂푛)‖ + ‖Θ(푦̄푛) − Θ(푦†)‖
≤
√
21−푛 + 4휙푦†(2
푛−1 + 훿푛) + 4
√
2훿푛 +
√
2훿푛 + 4휙푦†(
√
훿푛).
Since 훿푛 → 0 as 푛 → ∞ by (4.21) and lim푡→0 휙푦(푡) = 0 by (4.19) we conclude that the right hand side of
the last inequality converges to zero for 푛→ ∞ and hence we obtain
lim 푛→ ∞‖Θ(퐹 (푥푛)) − Θ(푦†)‖ = 0.
It remains to show that 푥푛 ̸→ 푥
† as 푛→ ∞. The triangle inequality yields
‖푥푛 − 푥†‖ ≥ ‖푥푛 − 푥̄푛‖ − ‖푥† − 푥̄푛‖. (4.29)
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For the terms on the right hand side we have
‖푥푛 − 푥̄푛‖2 = ∫ 10
||||||
푚∑
푗=1
푐푗푛
(
푣푙(푚푡 − 푗 + 1) − 휒[ 푗−1
푚
, 푗
푚
]
(푡)
)||||||
2
d푡
=
1
푚
푚∑
푗=1
(푐푗푛)
2 ∫
1
0
|푣푙(푡) − 1|2 d푡
= ‖푥̄푛‖2 ∫
1
2
+휖
1
2
−휖
|푧푙(푡) − 1|2 d푡
= ‖푥̄푛‖2 ∫
1
2
+휖
1
2
−휖
|푒푖푙2푡2 − 1|2 d푡
= 2‖푥̄푛‖2 ∫
1
2
+휖
1
2
−휖
(1 − cos(푙2푡2)) d푡
→ 4휖‖푥†‖2휖 for 푛 → ∞,
wherewe have convergence of the integral since 푛 → ∞ implies 푙 = 푙푛 → ∞ because of 푙푛 ≥ 푛. Furthermore
we have ‖푥† − 푥̄푛‖ ≤ 2−푛 → 0 for 푛→ ∞.
Now we obtain with (4.29)
lim inf
푛→∞
‖푥푛 − 푥†‖ ≥ 2√휖‖푥†‖. (4.30)
By using the triangle inequality the other way around we obtain‖푥푛 − 푥†‖ ≤ ‖푥푛 − 푥̄푛‖ + ‖푥̄푛 − 푥†‖.
Taking the limit 푛→ ∞ this yields
lim sup
푛→∞
‖푥푛 − 푥†‖ ≤ 2√휖‖푥†‖
and together with (4.30) we obtain
lim
푛→∞
‖푥푛 − 푥†‖ = 2√휖‖푥†‖.
If we have chosen 휖 < 푟
2
4‖푥†‖2 then
lim
푛→∞
‖푥푛 − 푥†‖ < 푟
and this implies that there is some 푁 ∈ ℕ with 푥푛 ∈ 퐵푟(푥
†) ∀푛 ≥ 푁 . Thus the existence of the sequence
(푥푛)푛≥푁 proves local ill-posednees of (4.18) at 푥†.
For general 푘 we have only few knowledge about properties of the forward operator 퐹푘 and the validity
of nonlinearity conditions. Especially we don’t know wheather the set of solutions of (4.18) is always
ﬁnite, even for constant 푘. As for the case with full information we consider the approach of minimizing a
functional. In this situation, a functional analogous to (4.12) is
푇훼,훽 ∶ 퐻
1(0, 1)→ ℝ, 푇훼,훽 (푥) = ‖Θ(퐹푘(푥)) − 휓훿‖2 + 훼‖푥‖2퐻1 + 훽‖|푥| − 푎휌‖2. (4.31)
However, since Θ is not continuous (and not even strong-to-weak continuous) we cannot show weak closed-
ness of the functional (4.31) and consequently we cannot even show existence of minimizers. This can be
overcome by replacing Θ with Θ휖 for some 휖 > 0, which has been deﬁned in (4.17). This leads us to the
functional
푇훼,훽 ∶ 퐻
1(0, 1)→ ℝ, 푇훼,훽(푥) = ‖Θ휖(퐹푘(푥)) − 휓훿‖2 + 훼‖푥‖2퐻1 + 훽‖|푥| − 푎휌‖2. (4.32)
Due to the compact embedding 퐻1(0, 1) ↪ 퐿2(0, 1), the composition Θ휖◦퐹푘 ∶ 퐻2(0, 1) → 퐿2(0, 1) is
continuous, and weakly closed. The corresponding forward operator is given by
퐺휖푘 ∶ 퐿2(0, 1)→ 퐿2(0, 1) × 퐿2(0, 2), 푥↦
(|푥|,Θ휖(퐹푘(푥))) .
In this situation we have a result analogous to Prop. 84.
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Proposition 89. Let 훽 > 0 be constant. Then the Tikhonov regularization with the Tikhonov functional
(4.12) for the operator equation (4.14) (with ‖.‖푌 defined in (4.16)) has the properties existence, stability
and convergence of minimizers.
Proof. Existence of minimizers follows easily from the weak closedness of 퐺휖
푘
and the weak lower semi-
continuity of ‖.‖푌 . Since 퐺휖푘 is continuous and weakly closed, stability and convergence follow from [15,
Theorems 10.2. and 10.3.].
Since this approach does not yield satisfactory results for some numerical simulations, we tried to im-
prove it. Based on the idea to stronger penalize the misﬁt of Θ(퐹푘(푥)) and 휓 in intervals where |퐹푘(푥)| is
big, we deﬁne the functional
푇훼,훽 ∶ 퐻
1(0, 1)→ ℝ, 푇훼,훽 (푥) = ‖퐹푘(푥) − |퐹푘(푥)|휓훿‖2 + 훼‖푥‖2퐻1 + 훽‖|푥| − 푎휌‖2퐿2 .
Unfortunately, in numerical simulations we observed that gradient methods for minimizing this functional
with small 훼 often yield highly oscillating functions 푥, for which ‖퐹푘(푥)‖ and consequently also ‖퐹푘(푥) −|퐹푘(푥)|휓훿‖ is very small. To overcome this, we divide the discrepancy term ‖퐹푘(푥)−|퐹푘(푥)|휓훿‖ by ‖퐹푘(푥)‖
and force ‖퐹푘(푥)‖ to be greater than or equal to some positive number 휖. This yields the new functional
푇훼,훽 ∶ 퐻
1(0, 1)→ ℝ, 푇훼,훽(푥) =
{ ‖퐹푘(푥)−|퐹푘(푥)|휓훿‖2‖퐹푘(푥)‖2 + 훼‖푥‖2퐻1 + 훽‖|푥| − 푎휌‖2퐿2 for ‖퐹푘(푥)‖ ≥ 휖
∞ else.
(4.33)
This approach yields reasonable reconstructions, although we have no stability or convergence results for
the functional (4.33). At least we can show that a minimizer exists. This result can be found in [2, Prop. 13]
in slightly diﬀerent form.
Proposition 90. Let 휖, 훽 > 0, 푎휌 ∈ 퐿2(0, 1) and 휓
훿 = 푒i휙 ∈ 퐿2(0, 2). Then a minimizer of 푇훼,훽 , defined in
(4.33), exists.
Proof. Let (푥푛)푛∈ℕ ⊂ 퐻
1(0, 1) be a sequence with
푇훼,훽(푥푛) → inf
푥∈퐻1(0,1)
푇훼,훽(푥) < ∞.
Passing to a subsequence if necessary, we may assume that ‖퐹푘(푥푛)‖ ≥ 휖 holds for all 푛. Due to the
continuity of 퐹푘(푥) for 푥 ∈ 퐿2(0, 1), the pre-image of the closed set {‖푦‖퐿2(0,2) ≥ 휖},
퐴휖 ∶= {푥 ∈ 퐿2(0, 1) ∶ ‖퐹푘(푥)‖ ≥ 휖}
is a closed subset of 퐿2(0, 1). Now any accumulation point 푥̄ of (푥푛)푛∈ℕ with respect to the weak topology
in퐻1(0, 1) (푥̄ exists due to the stabilizing properties of the term 훼‖푥푛‖퐻1) is a strong accumulation point of
(푥푛)푛∈ℕ in 퐿2(0, 1) and hence contained in 퐴휖 . Taking a subsequence, again denoted by (푥푛)푛∈ℕ, such that
푥푛 ⇀ 푥̄ in 퐻
1(0, 1) we thus have 푥푛 → 푥̄ in 퐿2(0, 1) and 퐹푘(푥푛) → 퐹푘(푥̄) in 퐿2(0, 2) with ‖퐹푘(푥̄)‖ ≥ 휖.
This yields |푥푛|→ |푥̄| in 퐿2(0, 1)
and ‖퐹푘(푥푛) − |퐹푘(푥푛)|휓훿‖2‖퐹푘(푥푛)‖2 → ‖퐹푘(푥̄) − |퐹푘(푥̄)|휓
훿‖2‖퐹푘(푥̄)‖2 in 퐿2(0, 2).
In combination with the weak lower semicontinuity of ‖.‖퐻1 we obtain
푇훼,훽(푥̄) ≤ lim inf푛→∞푇훼,훽(푥푛) = inf푥∈퐻1(0,1)푇훼,훽 (푥),
thus 푥̄ is a minimizer of 푇훼,훽 and the proof is complete.
4.2.3 Reconstruction approaches
In this section we present reconstruction approaches for kernel-based autoconvolution problems depending
on the data situation.
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Discretization
As in section 2.5 we are concerned with the discretization ﬁrst. As before, we approximate a (complex-
valued) function 푥† ∈ 퐿2(0, 1) by step functions as
푥† ≈
푛∑
푗=1
푥푗푓푗 (4.34)
with 푛 ∈ ℕ, 푓푗 deﬁned in (2.65) and 푥푗 constant for 푗 = 1,… , 푛. We deﬁne푋푛 ∶= spanℂ(푓1,… , 푓푛). Now
we approximate the kernel function 푘 in the following way
푘 ≈ 푘̄ ∶=
푛∑
푗,푙=1
푘푗푙푔푗푙,
where
푔푗푙(푠, 푡) =
{
1 if
푗−1
푛
≤ 푠 − 푡 ≤ 푗
푛
and
푙−1
푛
≤ 푡 < 푙
푛
0 else
and 푘푗푙 are constants for 푗, 푙 = 1,… , 푛. Then we have
퐵푘̄(푓푗 , 푓푙) = 푘푗푙ℎ푗+푙−1 푗, 푙 = 1,… 푛
with ℎ푗 deﬁned as in (2.66). For 푥 =
∑푛
푗=1 푥푗푓푗 we obtain
퐹푘̄(푥) =
푛∑
푗,푙=1
푥푗푥푙퐵푘̄(푓푗 , 푓푙) =
1
푛
2푛−1∑
푗=1
(∑
푙
푘(푗−푙+1)푙 푥푗−푙+1푥푙
)
ℎ푗
and with 푣 ∈ 푋푛
퐹 ′
푘̄
(푥)푣 = 2퐵푘̄(푥, 푣) =
2
푛
푛∑
푗,푙=1
푥푗푣푙퐵푘̄(푓푗 , 푓푙) =
2
푛
2푛−1∑
푗=1
∑
푙
푘(푗−푙+1)푙 푥푗−푙+1푣푙 ℎ푗 .
If the norm in 푋푛 comes from the standard 퐿2(0, 1)-norm (cf. (2.67)), we can also compute the adjoint of
퐹 ′(푥) as
퐹 ′
2
(푥)∗푤 =
2
푛
푛∑
푙=1
푛∑
푗=1
(
2
3
푤푗+푙−1 +
1
6
푤푗+푙−2 +
1
6
푤푗+푙
)
푥푗 푘푗푙푓푙 푤 =
푛∑
푗=1
푤푗ℎ푗.
Inverse Autoconvolution Problem
For obtaining a regularized solution of the inverse autoconvolution problem with kernel introduced in (4.3)
we see two possibilities, namely the decomposition approach and the TIGRA method. Lavrentiev regular-
ization is not applicable here since the range of the forward operator퐹푘 is not a subset of its domain퐿2(0, 1)
in general. Local regularization by Dai and Lamm was constructed for the classical autoconvolution prob-
lem, moreover it provides no useful reconstructions for high noise level (see [10]). We choose the TIGRA
method for better comparability with the phase retrieval problems, since the decomposition approach is not
appropriate there. Consequently we apply Tikhonov regularization to equation (4.3) with the zero function
as reference element. That is we consider the functional
푇훼(푥) = ‖퐹푘(푥) − 푦훿‖2 + 훼‖푥‖2 (4.35)
and want to determine a (global) minimizer of this functional. Since (4.35) is notℂ-linear, it is diﬀerentiable
andwe cannot compute a gradient w.r.t. 푥. Instead we split 푥 into real and imaginary part, that is we consider
the functional
푇훼(푢, 푣) = ‖퐹푘(푢 + i 푣) − 푦훿‖2 + 훼 (‖푢‖2 + ‖푣‖2) 푢, 푣 ∈ 퐿2(0, 1)
for real-valued functions 푢 and 푣. Then it is possible to compute a gradient w.r.t 푢 by ﬁxing 푣 and vice versa.
We obtain
[∇푢푇훼](푢, 푣) = 2Re
(
퐹 ′
푘̄
(푢 + i 푣)∗
(
퐹푘(푢 + i 푣) − 푦
훿
))
+ 2훼푢
4.2. PHASE RETRIEVAL PROBLEMS 97
and
[∇푣푇훼](푢, 푣) = −2 Im
(
퐹 ′
푘̄
(푢 + i 푣)∗
(
퐹푘(푢 + i 푣) − 푦
훿
))
+ 2훼푣.
In the method of steepest decent we calculate a new iterate 푥푗+1, starting from a function 푥푗 = 푢푗 + i 푣푗 as
푥푗+1 = 푢푗 − 푡min[∇푢푇훼](푢푗 , 푣푗) + i(푣푗 − 푡min[∇푣푇훼](푢푗 , 푣푗),
where 푡푚푖푛 is determined numerically. This leads us to the following algorithm:
0. Choose 훼0 large enough and 푞 in (0, 1).
1. Compute 푥0 as a global minimizer of 푥 ↦ ‖퐹푘(푥) − 푦훿‖2 + 훼0‖푥‖2 (steepest descent with starting
point 푡 ≡ 1, the constant function).
2. For 푗 = 1, 2,… compute 푥푘 as the minimizer of 푥↦ ‖퐹푘(푥) − 푦훿‖2 + 푞푗훼0‖푥‖2 by steepest descent
with starting point 푥푗−1 until parameter choice rule is satisﬁed.
Phase retrieval problem with full information
For the phase retrieval problem with full information we assume that the true solution is diﬀerentiable,
푥† ∈ 퐻1(0, 1), and consider the operator equation (4.14). Since the operator 퐺푘 deﬁned in (4.13) is not
quadratic, we cannot use the decomposition approach as regularization method, hence we use a gradient
method. We consider the Tikhonov functional (4.12), which was deﬁned as
푇훼,훽 ∶ 퐻
1(0, 1)→ ℝ, 푇훼,훽(푥) = ‖퐹푘(푥) − 푦훿‖2 + 훼‖푥‖2퐻1 + 훽‖|푥| − 푎휌‖2.
As norm in퐻1(0, 1) we deﬁne for 훾 > 0
‖푥‖퐻1 ∶= ‖푥‖퐿2 + 훾‖푥′‖퐿2 ,
where ‖.‖퐿2 denotes the standard norm in 퐿2(0, 1) and 푥′ denotes the weak derivative of 푥.
We apply the discretization presented in section 4.2.3, that is we use piecewise constant ansatz functions
for 푥 as in (4.34) which leads to piecewise aﬃne functions in 퐿2(0, 2). Having in mind that these piecewise
constant functions are just approximations of smooth functions we set
‖푥‖2
퐻1
≈
1
푛
푛∑
푗=1
|푥푗|2 + 훽푛 푛−1∑
푗=1
|푥푗+1 − 푥푗|2.
As discretized functional we obtain
푇 푑훼,훽(푢, 푣) =
1
푛
2푛−1∑
푗=1
|퐹푘̄(푢 + i 푣)푗 − 푦훿푗 |2 + 훽 1푛 푛∑
푗=1
|||푢2푗 + 푣2푗 − (푎휌푗 )2|||
+ 훼
(
1
푛
푛∑
푗=1
(
푢2푗 + 푣
2
푗
)
+ 훾푛
푛−1∑
푗=1
(
(푢푗+1 − 푢푗)
2 + (푣푗+1 − 푣푗)
2
))
by considering real and imaginary part of 푥 separately. We use the steepest decentmethod as in section 4.2.3.
In our numerical experiments we observed that we obtain the best results if we ﬁrst determine a minimizer
without penalty term and subsequently use this minimizer as starting point for a minimization with positive
훼. As starting point for the ﬁrst minimization we take the given real-valued measurement 푎휌 for amplitude
function. Here we use a ﬁx 훼 depending on the noise level or the expected smoothness of the true solution.
Hence we obtain the following algorithm:
0. Choose 훼, 훽, 훾 > 0.
1. Compute 푥1 as a minimizer of 푥 ↦ 푇
푑
0,훽
(steepest descent with starting point 푎휌).
2. Compute 푥 as a minimizer of 푥 ↦ 푇 푑
훼,훽
(steepest descent with starting point 푥1).
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Phase retrieval problem with only phase data for the right hand side
For this problem we consider two diﬀerent reconstruction approaches, namely gradient methods induced by
the functionals (4.32) and (4.33). A discretized version of (4.32) depending on the real vectors 푢 and 푣 is
푇 푑훼,훽(푢, 푣) =
1
푛
2푛−1∑
푗=1
|휃휖(퐹푘̄(푢 + i 푣)푗) − Ψ훿푗 |2 + 훽 1푛 푛∑
푗=1
|||푢2푗 + 푣2푗 − (푎휌푗 )2|||
+ 훼
(
1
푛
푛∑
푗=1
(
푢2푗 + 푣
2
푗
)
+ 훾푛
푛−1∑
푗=1
(
(푢푗+1 − 푢푗 )
2 + (푣푗+1 − 푣푗)
2
))
,
(4.36)
where the function 휃휖 for 휖 > 0 is given by
휃휖 ∶ ℂ → ℂ, 휃휖(푡) =
푡
max{|푡|, 휖} .
For this functional we use a TIGRA approach with a steepest decent method analogous to section 4.2.3.
Then the algorithm is
0. Choose 훽, 훾 > 0, 훼0 large enough and 푞 in (0, 1).
1. Compute 푥0 as a global minimizer of (4.36) with 훼 = 훼0 (steepest descent with starting point 푎
휌).
2. For 푗 = 1, 2,… compute푥푘 as the minimizer of (4.36) with 훼 = 푞
푗훼0 by steepest descent with starting
point 푥푗−1 until parameter choice rule is satisﬁed.
We will refer this algorithm as method 1. The discretized version of the functional (4.33) is
푇 푑훼,훽(푢, 푣) =
(
2푛−1∑
푗=1
|퐹푘̄(푢 + i 푣)푗|2
)−1 2푛−1∑
푗=1
|||퐹푘̄(푢 + i 푣)푗) − |퐹푘̄(푢 + i 푣)푗|Ψ훿푗 |||2 + 훽 1푛 푛∑
푗=1
|||푢2푗 + 푣2푗 − (푎휌푗 )2|||
+ 훼
(
1
푛
푛∑
푗=1
(
푢2푗 + 푣
2
푗
)
+ 훾푛
푛−1∑
푗=1
(
(푢푗+1 − 푢푗 )
2 + (푣푗+1 − 푣푗)
2
))
,
(4.37)
In the simulations we did not observe that observe that ‖퐹푘̄(푥)‖ became very small, hence we ignore here
the case distinction that was made in (4.33). For this functional we obtain the best reconstruction results
with an approach analogous to the full information case. That is, we ﬁrst compute a minimizer for 훼 = 0
and afterwards we use this minimizer as a starting point for a minimization with positive 훼. Hence the
reconstruction algorithm of method 2 is as follows:
0. Choose 훼, 훽, 훾 > 0.
1. Compute 푥1 as a minimizer of (4.37) with 훼 = 0 (steepest descent with starting point 푎
휌).
2. Compute 푥 as a minimizer of 푥 ↦ 푇 푑
훼,훽
(steepest descent with starting point 푥1).
4.2.4 Numerical results
Numerical examples for synthetic data
For our numerical simulations we use the discretization presented in section 4.2.3 with 푛 = 200. The norm
weight 훾 = 10 is ﬁxed throughout the tests. Starting froma true solution 푥†we approximate푥† and the kernel
function 푘 by the piecewise constant functions 푥̄ and 푘̄, respectively, in the way described in section 4.2.3.
Then 퐹푘̄(푥̄) is a piecewise aﬃne function, which we denote by 푦̄. As approximation for 푎
† ∶= |푥†| we take
the function 푎̄ ∶= |푥̄|. Now we generate a random vector 푒̄1 with 2푛 − 1 elements independently drawn
from a Gaussian distribution with mean zero and standard deviation one and a random vector 푒̄2 with 2푛−1
elements, which are uniformly distributed on the interval [0, 2휋]. Then we set the noisy vector 푦̄훿 as
푦̄훿푗 ∶= 푦̄푗 + 훿
푒̄1푗‖푒̄1‖ ⋅ exp(i 푒̄2푗) , 1 ≤ 푗 ≤ 2푛 − 1.
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For the reconstruction approaches which use phase data of the right hand side we deﬁne the noisy phase Ψ̄훿
as
Ψ̄훿푗 = 휃휖(푦̄
훿
푗 ), 1 ≤ 푗 ≤ 2푛 − 1,
where we choose 휖 very small as 휖 = 10−10. To disturb the amplitude function we generate a random vector
푒̄3 with 푛 elements independently drawn from a Gaussian distributionwith mean zero and standard deviation
one and set
푎̄휌 ∶= 푎̄ + 휌
푒̄3‖푒̄3‖ .
Then the relative errors are given by
훿rel ∶=
훿‖푦̄‖
and
휌rel ∶=
휌‖푎̄‖ .
In our simulations we choose the relative errors 훿rel = 0.05 and 휌rel = 0.01 The kernel function is chosen
similar to the function we use in the real data situation as
푘(푠, 푡) = (1 + 0.7(푠 − 푡)) exp
(
i
(
1.15 + 0.4(푠− 푡)2
))
.
The regularization parameter 훼 in the regularization approach for the inverse autoconvolution problem is
chosen by the sequential discrepancy principle with parameters 휏 = 1.2 and 푞 = 0.8 (see (2.68)). If 훼
becomes smaller than 훼1 ∶= 0.001훿, we stop the iteration. The reconstruction for the full information
case is performed with 훽 = 5‖푎̄휌‖2 and 훼 = 10−5‖푎̄휌‖2. In the TIGRA method of the functional (4.36)
the parameters are chosen as 훽 = 5 ⋅ ‖푎̄휌‖−1 and 푞 = 0.8 and we use the a priori parameter choice rule
훼 = 0.01훿, that is we stop when 푞푘훼0 ≤ 0.01훿. For the reconstruction approach with functional (4.37) we
set
훽 =
5‖푎̄휌‖2 and 훼 = 10−5‖푎̄휌‖2 .
As in section 2.5.2 we check for every reconstruction 푥, weather −푥 is closer to 푥† than 푥 and change
the sign of 푥 in this case.
Test A: constant modulus and linear phase
The ﬁrst test function is given by
푥†(푡) = exp(6 i 푡).
The reconstructions are shown in Figure 4.1 and Figure 4.2.
Test B: quadratic modulus and quadratic phase
For the second numerical test we deﬁne the exact solution as
푥†(푡) =
(
1 − 3
(
푡 − 1
2
)2)
exp(6 i 푡2).
The reconstructions are shown in Figure 4.3 and Figure 4.4.
Test C: realistic test function
For the third numerical test we choose an exact solution with a modulus function, which is similar to the
modulus function from the real data. Moreover, the phase function is more oscillating than in our previous
tests, namely
푥†(푡) =
(
exp(−40(푡− 1
3
)2) + 0.5 exp(−40(푡− 2
3
)2)
)
exp
(
i
(
30((푡−
2
3
)2)
))
.
The reconstructions are shown in Figure 4.5 and Figure 4.6.
100 CHAPTER 4. KERNEL-BASED AUTOCONVOLUTION PROBLEMS
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.9
0.92
0.94
0.96
0.98
1
1.02
1.04
1.06
1.08
1.1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1
0
1
2
3
4
5
6
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.9
0.92
0.94
0.96
0.98
1
1.02
1.04
1.06
1.08
1.1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
5
6
Figure 4.1: Test A for inverse autoconvolution problem (top) and phase retrieval problem with full data
(bottom) with modulus reconstructions (left) and phase reconstructions (right). Red curve: exact solution,
black curve: reconstruction.
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Figure 4.2: Test A for phase retrieval problem with only phase data of the right hand side with method 1
(top) and method 2 (bottom) with modulus reconstructions (left) and phase reconstructions (right). Red
curve: exact solution, black curve: reconstruction.
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Figure 4.3: Test B for inverse autoconvolution problem (top) and phase retrieval problem with full data
(bottom) with modulus reconstructions (left) and phase reconstructions (right). Red curve: exact solution,
black curve: reconstruction.
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Figure 4.4: Test B for phase retrieval problem with only phase data of the right hand side with method 1
(top) and method 2 (bottom) with modulus reconstructions (left) and phase reconstructions (right). Red
curve: exact solution, black curve: reconstruction.
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Figure 4.5: Test C for inverse autoconvolution problem (top) and phase retrieval problem with full data
(bottom) with modulus reconstructions (left) and phase reconstructions (right). Red curve: exact solution,
black curve: reconstruction.
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Figure 4.6: Test C for phase retrieval problem with only phase data of the right hand side with method 1
(top) and method 2 (bottom) with modulus reconstructions (left) and phase reconstructions (right). Red
curve: exact solution, black curve: reconstruction.
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Discussion of the results
In the tests A andBwe observe that all methods yield good reconstructions. The regularizationparameter
훼 of the inverse autoconvolution problem, which was chosen by the discrepancy principle, seems to be
slightly too big. This could eventually be overcome by using an a priori parameter choice as for the other
methods.
For testfunction C we obtained a very good reconstruction only for the phase retrieval problem with full
information. The approach for the inverse autoconvolution problem could only reconstruct the left part of
푥† properly. This indicates that the additional information about the modulus of 푥† is indeed an advantage
(as long as 휌 is not too big). Method 1 for the phase retrieval problem produced a completely useless result,
whereas the reconstruction of method 2 is acceptable. The reconstruction errors (in the 퐿2(0, 1)-norm) are
shown in Table 4.1.
Test 훿 휌 inverse full information only phase data of right hand side
autoconvolution case method 1 method 2
A 0.0550 0.0100 0.001925 0.001902 0.001229 0.000442
B 0.0299 0.0078 0.004314 0.000452 0.001186 0.005376
C 0.0071 0.0052 0.004099 0.000546 0.530675 0.004427
Table 4.1: Total reconstruction errors for diﬀerent data situations and regularization approaches
The general problem seems to be that the Tikhonov functionals, which we consider here, may be not
convex if the phase function of the exact solution is suﬃciently complicated. In these cases the iteration
depends massively on the starting point and the steepest decent method may end up at a local minimizer
which is not a global one. Even by the TIGRA method this problem cannot always be overcome, for not all
the assumptions, which are required to show convergence of this method (cf. [42]), can be veriﬁed for the
considered inverse autoconvolution problems.
Numerical results for real data
For the reconstruction of the spectrum of an ultrashort laser pulse by the SD-Spider method we use the
data which have been presented in chapter 3. For the parameters of the kernel function we have 훼 = 1.9°,
푑 = 500휇푚 and 휔푐푤 = 2.432 ⋅ 10
15퐻푧. The kernel function is shown in Figure 4.7 As described in
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Figure 4.7: Modulus (left) and phase (right) of the kernel function 퐾
chapter 3 we are given measurements for |̂1| and |̂3|, which correspond to |푥†| and |푦†| respectively and
a reconstruction of arg(̂3) corresponding to arg 푦. Now we apply the algorithm for the situation with full
information available, which was described in section 4.2.3. We use the same parameters as for the synthetic
data. The reconstruction is shown in Figure 4.8.
Since the measurement of arg(̂3) is not reliable for physical reasons, we perform another reconstruction
using only phase data on the right hand side. Therefor we use method 2 with the same parameters as for the
synthetic data and obtain the result shown in Figure 4.9.
Obviously the results are very diﬀerent, which implies that at least one approach failed to produce a
good reconstruction. In the reconstruction with full data wee see a low discrepancy between measured and
reconstructed modulus function and a reconstructed phase, that does not show very high oscillations, except
on the very left. The reconstruction with only phase data of the right hand side shows a clear discrepancy
4.2. PHASE RETRIEVAL PROBLEMS 107
2.25 2.3 2.35 2.4 2.45 2.5 2.55
ω (Hz) ×1015
0
0.2
0.4
0.6
0.8
1
1.2
2.25 2.3 2.35 2.4 2.45 2.5 2.55
ω (Hz) ×1015
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
Figure 4.8: reconstruction using full data, modulus (left) and phase (right). Black curve: measurement, blue
curves: reconstruction
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Figure 4.9: reconstruction using only phase data of the right hand side, modulus (left) and phase (right).
Black curve: measurement, blue curves: reconstruction
between measured and reconstructed modulus function and oscillations in the reconstructed phase, which
can be an indicator for a bad reconstruction.
A failed reconstruction could have various reasons. As we have seen in the last section the applicability
of method 2 for the phase retrieval problemwith only phase data of the right hand side is limited to functions,
which do not show too high oscillations. But even if we assume that the mathematical model, which was
derived in chapter 3, is correct, there are still many possible sources of errors. First of all, the physical kernel
kernel function퐾 depends on several parameters. These parameters are not known exactly but small changes
of the parameters can cause substantial changes of 퐾 . Moreover, the given measurements are contaminated
with noise and we don’t know the noise level. Finally, we cannot be sure that the shape of the pulses does
not change during the experiment and since the measurements consist in the sampling of many single pulses
this would make it impossible to reconstruct one single pulse.
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Theses
• For the inverse autoconvolution problem
퐹1(푥) = 푦 (T1)
with
퐹1 ∶ 퐿2(0, 1)→ 퐿2(0, 1)[퐹 (푥)](푡) = ∫
푠
0
푥(푠 − 푡)푥(푡) d푡
no low-order convergence rates can be shown by means of classical convergence rate theory.
• Discrete Lavrentiev regularization for equation (T1), which consists in solving the equation
훼푄푚(푥∗ − 푥) +푄푚푦
훿 = 푄푚퐹 (푄푚푥)
for appropriate ﬁnite dimensional projection operators 푄푚 and reference element 푥∗ ∈ 퐿2(0, 1), is a
convergent regularization method if the exact solution is nonnegative and twice diﬀerentiable. More-
over, a convergence rate, depending on the noise assumption, can be shown in this case.
• The inverse autoconvolution problem with full data
퐹2(푥) = 푦 (T2)
has the forward operator
퐹2 ∶ 퐿2(0, 1)→ 퐿2(0, 2)[퐹 (푥)](푡) = ∫
min{푠,1}
max{0,푠−1}
푥(푠 − 푡)푥(푡) d푡.
A convergence rate of order
1
2
can be shown for the minimizers of the Tikhonov functional corre-
sponding to (T2)
푇 훿훼 (푥) = ‖퐹 (푥) − 푦훿‖2 + 훼‖푥‖2
if the Fourier series of 푥 is sparse.
• There are complex-valued functions 푥† such that the phase retrieval problem
퐹푘(푥) = 푦
훿 , |푥| = 푎
with
퐹푘 ∶ 퐿2(0, 1)→ 퐿2(0, 2), [퐹푘(푥)](푠) = ∫
min{푠,1}
max{0,푠−1}
푘(푠, 푡)푥(푠− 푡)푥(푡) d푡
and 푘 ≡ 1 is locally well-posed at 푥†.
• The phase retrieval problem
arg(퐹푘(푥)) = Ψ
훿, |푥| = 푎
with 푘 ≡ 1 is locally ill-posed for all 푥† ∈ 퐿2(0, 1) whenever arg(퐹푘(푥)) is deﬁned.
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