We theoretically study infrared (IR)-driven high-order harmonic generation (HHG) assisted by attosecond pulses with a central energy above the atomic ionization threshold. We provide a clear physical picture for controlling HHG using the time delay between the attosecond pulses and the IR laser reported by Faria et al. [Phys. Rev. A 74, 053416 (2006)]. This physical picture also indicates that the combined attosecond pulses and IR laser can help resolve the dynamics of ionized electrons from time-dependent harmonic spectra. We present the quantum effect on HHG as an example. While leaving parent ions, ionized electrons can still emit harmonics in the semiclassically forbidden situation. The two-color excitation provides a practical method to observe the quantum effect experimentally. Furthermore, in our work, attosecond pulses and an IR field are considered with a realistic pulse shape, which shows a quantitatively important effect in controlling harmonic spectra. Accordingly, a guide to optimize the control capability for HHG is presented, and a method to determine the IR carrier-envelope phase based on the pulse-shape effect on the HHG is also proposed.
INTRODUCTION
High-order harmonic generation (HHG) is a highly nonlinear optical process in a medium that can be used to generate extremely ultraviolet (XUV) light from an infrared (IR) laser. Generally, high harmonics in intensity decrease quickly at low orders, then form a plateau over a number of orders, and finally decay rapidly after a cutoff order. By the XUV harmonic plateau, an optical pulse with an attosecond duration can be created [1, 2] . An attosecond pulse (attopulse) can be used to resolve electronic dynamics in atomic scales [3] [4] [5] [6] [7] [8] [9] , such as atomic inner-shell dynamics [3] , real-time tunneling observation [4] , and time-resolved Fano resonance [5, 6] . On the other hand, attopulses are also powerful tools for controlling electronic dynamics in atoms [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Until now, they have been applied to perform electron wave packet interferometry [10, 11] , attosecond control of atomic ionization [12] [13] [14] , and molecular dissociation [15, 16] . Interestingly, this extremely short pulse can also be used to control a new source of HHG [17] [18] [19] [20] [21] . This is because the basic mechanism of HHG from atoms or molecules can be described in three electronic steps, i.e., ionization, acceleration, and recombination (the three-step model) [22, 23] . Thus, if one of these three steps is controlled, HHG could become a controllable source.
Schafer et al. [18] were the first to propose using attopulses to control the quantum path and HHG. To control HHG with attopulses, the central energy of attopulses to cross the atomic ionization threshold plays a particular role. If the central energy of the attopulses is below the ionization threshold, the attopulses excite an unperturbed atom to higher bound states. When an IR laser is injected later, the excited atom can then be easily ionized, producing a considerable amount of continuum electrons. Hence, the HHG is dramatically enhanced [20, 24, 25] compared with the case without belowionization (BI) attopulses. However, the HHG including the cutoff energy and plateau height is not sensitive to the time delay between the attopulses and the IR field, which is simply called the IR delay phase later [26] . Conversely, if the central energy of the attopulses is above the ionization threshold, the HHG becomes sensitive to the IR delay phase. Faria et al. [17] showed that a wide variation of cutoff energy from I p 1.8U p to I p 2.5U p can be achieved together with a large change in plateau height as the IR delay phase changes, where I p is the ionization potential and U p is the ponderomotive energy at the IR frequency. This result was explained by the interference effect between various quantum orbits of electrons [17] , which can show a coincident cutoff energy as the IR delay phase varies. However, this interpretation leaves some questions unanswered. For example, why is the cutoff energy lower than I p 3.17U p predicted by the three-step model? Does this type of HHG satisfy the three-step model? Why is the controlled HHG sensitive to the IR delay phase? These questions arise because the result shows behaviors that significantly differ from another kind of controlling the HHG by two-color (800 nm 1300 nm) IR fields [27] . In the later case, the cutoff energy becomes higher than I p 3.17U p , and can be written in a formula that fits the three-step model with only a modification for the two-color IR fields. This indicates that the cutoff energy [27] is sensitive to the intensity ratio between the two-color IR fields rather than their IR delay phase. However, if the second color 1300 nm is replaced with 400 nm, the cutoff energy caused by the two-color excitation (800 400 nm) can recover to depend on the IR delay phase again [28] .
In this paper, we systematically study the IR-driven HHG with above-ionization (AI) attopulses, and provide an alternative picture of the control mechanism of HHG. In this picture, the reduced and controllable cutoff energy can be clearly elucidated based on the timing analysis of HHG [29] [30] [31] , which coincides with the three-step model well. Particularly, this picture also indicates that an AI single attosecond pulse (SAP) is a good tool for resolving the IR-driven dynamics of ionized electrons from the time-dependent harmonic spectrum. This method can reveal a quantum effect on the harmonic emission that is beyond the semi-classical prediction of the three-step model. While leaving away from its parent ion, the ionized electrons can still emit harmonics even when no collision between electrons and ions occurs. The result agrees with that by Pérez-Hernández and Plaja [32] , who used one driving IR field. We use the combined attopulses and IR field to provide a practical method to observe this effect. Furthermore, we consider that the attopulses and IR field have realistic pulse shapes, and study their effects on HHG. These results are compared with those by Faria et al. [17] , who analytically considered the attopulses and IR field as a Dirac comb and a continuous wave, respectively. Our results show a good agreement with those by Faria et al. [17] qualitatively. However, the realistic shapes of attopulses and the IR field have a quantitatively considerable effect on the harmonic spectra. We will interpret how to optimize control capability using the attopulse's shape, and illustrate that the IR field has a particularly strong pulse-shape effect on the harmonic emission. Based on this strong effect, a possibility of finding the IR delay phase from the harmonic spectra is also proposed. The remainder of this paper is organized as follows. Section 2 describes the theoretical method. Section 3 provides results and a discussion. Finally, Section 4 offers the conclusion.
THEORETICAL METHOD
Unless otherwise specified, atomic units (a.u.) are used in this paper. In the controlled HHG, the ionization is dominated by the attopulses, whereas the acceleration is caused by the IR field. Thus, the atomic transition amplitude can be written as [17, 33] Tt −i
where ψ g r; t 1 φ g r exp−iω g t 1 , φ g r is the ground-state wave function and ω g is the ground-state energy of unperturbed HamiltonianĤ 0 1 2p 2 V M r, and V M r is the atomic model potential within the single-active-electron approximation (SAE) [34] . The interaction V XUV t 1 1 c A atto t 1 ·p, and A atto t 1 is the vector potential of the AI attopulses, which is equal to −c
where T h π∕ω IR , and ω IR is the IR energy at 1.55 eV. Unless otherwise specified, the attopulse's width τ X is set to 0.3 fs and the attopulse's central energy ω X is set to 35 eV, which is approximately 10 eV higher than I p (He). We choose helium as the target atom, and adapt the model potential from the work of Tong and Lin [34] . With the index ξ and the parameter τ T , attopulses can be tuned from SAP to an attosecond pulse train (APT) [33] . For SAP, ξ is set as −1, and τ T is set to infinity, whereas for APT, ξ sums over −10 to 10, and τ T 5 fs. The attopulse's peak electric field E X is set so that its peak intensity is 5 × 10 13 W∕cm 2 . To improve the Volkov wave used by Faria et al. [17] , we use the Coulomb-Volkov (CV) wave as IR-dressed continuum states, where the atomic potential is considered adiabatically. The CV wave is given by
where
and k is the electron's wave vector. R kl r 2∕πk p u l r∕r. The equation for u l r with an asymptotic relation can be found in [33] , and can be solved using the Numerov method. Here σ l and δ l are the Coulomb and short-range phase shifts, respectively. E k t 0 k 1∕cA IR t 0
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where the IR pulse's width τ IR is 5 fs. The IR delay phase ϕ d , also called the carrier-envelope phase, is equal to −ω IR t d , where t d is the time delay between the attopulses and the IR field. The IR peak electric field E IR is set so that its peak intensity is 5 × 10 14 W∕cm 2 . In the work of Faria et al. [17] , they used neon as a target atom and set the intensity of attopulses at 10 13 W∕cm 2 . Here we make a different choice from theirs to ensure that the ionization is dominated by attopulses in all cases we discuss. Thus, we select a helium target for its higher ionization potential (I p 24.6 eV) than that of neon (I p 21.6 eV) to reduce the IR ionization, and also raise the attopulse's intensity to 5 × 10 13 W∕cm 2 , while the IR intensity remains the same as theirs [17] . Our choice can also be confirmed by the result of the time-dependent Schrödinger equation (TDSE) [18] , where a helium target was used with an attopulse's intensity of 10 13 W∕cm 2 and IR intensity of 4 × 10 14 W∕cm 2 . Moreover, because the attopulse's energy in the TDSE's work [18] partially covers harmonics below the ionization threshold (H11-H15), the 2p and 3p states (in the SAE approximation) can be excited, and these excited bound states also contribute to HHG after IR excitation. Thus, if the BI harmonics are neglected, the required minimum attopulse's intensity by the TDSE is further reduced (<10 13 W∕cm 2 ). In our calculation, the average plateau height of the HHG caused by the IR is 10 −9 (a.u.), which is calculated by Eq. (6) except with V XUV t 1 replaced with V IR t 1 . This value is at least one order lower than those caused by the attopulses. Thus, to fit all our cases, the required minimum attopulse's intensity is 5 × 10 12 W∕cm 2 .
With the transition amplitude in Eq. (1), the atomic wave function under the excitation of AI attopulses and the IR field can be constructed by
Consequently, the dipole moment for the harmonic emission can be expressed as
where multiple integration is calculated accurately without using stationary phase approximation [23] . Here, c.c. denotes the complex conjugate. For brevity, the spatial variable (r) is no longer shown in the bracket. HHG's spectrum is then given by
HHG's spectrum as a function of emission time can be obtained using the wavelet transform [29] [30] [31] . The detailed spectral and temporal structure of HHG's spectrum, also called the wavelet spectrum, can be calculated as
where W ωt 0 − t is the mother wavelet, and the Morlet wavelet W x τ −1∕2 expix exp−x 2 ∕2τ 2 is used with τ 15 [31] .
RESULTS AND DISCUSSION
A. Control of Cutoff Energy
In the following, the time interval [,] is always in units of the optical cycle (o.c.) of the IR field, and is no longer written for brevity. Figure 1 (a) schematically shows the vector potentials of the SAP and IR field for the case of ϕ d 0.5π, where the SAP is triggered at the zero of the IR vector potential. We plot the vector potential in this diagram instead of the electric field because the final momentum p f of the ionized electrons is closely related to the IR vector potential according to the streaking effect p f p i − A IR t∕c with p i being the initial momentum. This is helpful for below physical interpretation.
At t −0.5 o:c:, the SAP creates an ionized electron, which is then driven by the IR field. In the half-cycle 1.5x10 -4 Dipole moment (a.u.) Time (o.c.) −0.5; 0, the IR vector potential is always positive, thus driving the electron away from its parent ion. The IR vector potential becomes negative as time crosses the point of t 0, and the electron is driven reversely and returns to collide with its parent ion. Hence, a strongly chirped dipole moment occurs in the next half-cycle [0, 0.5], as Fig. 1(c) shows. Specifically, high-order harmonics are generated, and Fig. 1(e) shows the detailed temporal and spectral diagram. We can see that the cutoff harmonic order increases as time departs from t 0 and reaches a maximum at t 0.25 o:c:, which corresponds to the peak of the IR vector potential. The cutoff harmonic order then decreases until t 0.5 o:c:, corresponding to a zero IR vector potential exactly. The close match between the cutoff harmonic order and the IR vector potential indicates that the IR vector potential is indeed a good quantity to analyze the timedependent harmonic spectrum. The reverse is also true, and perhaps more important in applications. In other words, under the SAP IR excitation, the time-dependent harmonic spectrum can be used to identify the IR vector potential because of their timing match. With the time-dependent IR vector potential, the dynamics of ionized electrons can be acquired through the streaking effect. Accordingly, we can deduce that the ionized electron for ϕ d 0.5π takes an average of 0.75 o.c. to perform acceleration because the ionized electron is born at t −0.5 o:c: and becomes fastest at t 0.25 o:c:
The acceleration time of ionized electrons varies as the IR delay phase changes. For ϕ d 0, the SAP remains at t −0.5 o:c:, but becomes triggered at the peak of the IR vector potential, as Fig. 1(b) shows. After the SAP, an ionized electron is created and driven by the IR field; however, only 0.25 o.c. later does the IR vector potential change direction, and this is in contrast with ϕ d 0.5π (with 0.5 o.c.). The ionized electron then makes a strongly chirped dipole moment in the interval −0.25; 0.25, as Fig. 1(d) shows, and the emission of the maximum cutoff harmonics occurs at t 0, as Fig. 1(f) shows. In other words, the ionized electron takes only an average of 0.5 o.c. to accelerate, which is 0.25 o.c. shorter than ϕ d 0.5π. Hence, a shorter electronic acceleration time produces a lower cutoff energy for ϕ d 0 than for ϕ d 0.5π, which is in agreement with the prediction by Faria et al. [17] .
Before the following topics, note that our work uses the CV wave to improve the Volkov wave, but the CV wave is still an approximation that adiabatically includes the Coulomb interaction in the IR-dressed continuum state. In fact, no exact analytic solution for the IR-dressed continuum state exists. This adiabatic approximation fails to consider the Coulomb-laser (CL) coupling effect, thus making corresponding results still qualitative. To improve the adiabatic approximation, the Eikonal-Volkov (EV) wave [35] [36] [37] can be considered when the Coulomb interaction is not strong. The EV wave is derived within the Eikonal approximation, which is closely related to the Wentzel-Kramers-Brillouin (WKB) method. By expanding the wave function into different orders of ℏ, the Coulomb interaction can be treated perturbatively, and then its correction is taken into the phase part of IR-dressed continuum states to include the CL coupling effect, which currently shows a particular role in the accuracy of the attosecond streak camera for time-resolved photoionization measurement [38, 39] .
B. Quantum Effect on HHG
In the previous results, we also find an unusual harmonic emission in the wavelet spectra. Based on the three-step model, the ionized electron born at a zero IR vector potential requires at least 0.5 o.c. to emit harmonics because of the round-trip process. However, Fig. 1(e) shows that harmonic emission can still occur in the semi-classically forbidden interval −0.5; 0, where the electron runs away from its parent ion. Similarly, the ionized electron born at the peak of the IR vector potential requires at least 0.25 o.c. semi-classically, but Fig. 1(f) also shows harmonic emissions in the interval −0.5; − 0.25. The unusual emission is due to the quantum effect on HHG. Because of the wave behavior of electrons, the spreading electronic wave packet can overlap its parent ion at any time. Thus, even if the electron leaves its parent ion, a nonzero overlapping integral between the continuum and the ground states [Eq. (6)] still makes recombination possible. This result is in agreement with those by Pérez-Hernández and Plaja [32] . The XUV IR excitation can successfully be used to explore the quantum effect because of the extremely short width of SAP, which makes the ionization process accomplished within a very small fraction of the IR cycle. Thus, subsequent IR-driven acceleration of ionized electrons can take place without the ionization process. This is unlike the onecolor excitation [32] , which mixes the acceleration with the ionization process. The advantage here is that the wavelet spectrum is only determined by IR-driven acceleration. Hence, the recombination of ionized electrons with their parent ions in the semi-classically forbidden situation can be time resolved by the wavelet spectrum theoretically or by the time-dependent harmonic spectrum experimentally.
C. Attopulse Shape Effect on HHG
To study the control mechanism of HHG in detail, Fig. 2(b) shows the SAP IR harmonic spectra with the same conditions as those in Fig. 1 . The red-solid and black-dashed lines in this figure denote the results of ϕ d 0.5π and ϕ d 0, respectively. The spectrum of ϕ d 0.5π has a broader cutoff energy than the spectrum of ϕ d 0, but with a lower plateau height. This dependence is in good qualitative agreement with the results by Faria et al. [17] . However, on a quantitative side, a relatively significant difference exists between our results and theirs. For example, our cutoff energy shows a weak variation from I p 2.60U p to I p 2.86U p as the IR delay phase changes. This is unlike the strong variation from I p 1.8U p to I p 2.5U p in their results [17] . In addition, our cutoff energy for each IR delay phase is larger than their corresponding cutoff energy. Both discrepancies are due to the realistic shape effect of attopulses, which was neglected in their work [17] . To illustrate this effect, Fig. 2(a) shows the harmonic spectra with the SAP's width at a current experimental limit of 80 as [40] , where the cutoff energy of ϕ d 0 greatly shrinks to I p 2.24U p , whereas that of ϕ d 0.5π remains unchanged. In other words, the cutoff energy recovers to strongly depend on the IR delay phase. In contrast, if we enlarge the SAP's width to 600 as, the cutoff energy of ϕ d 0, as shown in Fig. 2(c) , approaches to that of ϕ d 0.5π, which is unable to control the cutoff energy.
The effect of the SAP's width can be explained using Fig. 1(b) . Ideally, if the SAP has a Dirac-delta shape, the ionized electron born at t −0.5 o:c: has exactly 0.5 o.c. to accelerate before arriving at the fastest velocity at t 0, as discussed before. However, because the SAP has a finite width, some ionized electrons are born before t −0.5 o:c:, and thus they have a longer acceleration time than ionized electrons born at exactly t −0.5 o:c:, which then makes the cutoff energy increase. If the SAP's width increases to 600 as, the SAP shown in the inset of Fig. 2 Fig. 2(a) ]. Interestingly, the variation of the plateau height can be enhanced by increasing the central energy of the SAP. Figure 3(b) shows the harmonic spectrum with the same conditions as those in Fig. 2(b) except that ω X increases to 50 eV. The variation of the plateau height is clearly enhanced compared with that in Fig. 2(b) . This enhancement can also apply to the extremely short SAP's width shown in Fig. 3(a) , with ω X at 50 eV. The enhancement can be interpreted as follows. As the central energy of the SAP increases, the transition amplitude hφ k jV XUV t 1 jψ g t 1 i in Eq. (6) decreases, and thus lowers the plateau height, which is valid for all IR delay phases. However, for ϕ d 0, the decreased transition amplitude can be compensated for by the IR streaking effect. The streaking effect is strong at the given IR phase because of the ionized electron born at peaks of the IR vector potential. This effect gives the ionized electron an initial momentum from the IR field to move toward a higher energy distribution, and therefore raises the plateau height after recombination. As a result, the variation of the plateau height between the two IR phases is enhanced as the central energy of the SAP increases. This idea is also supported by the streaking effect, making the plateau height at ϕ d 0 smoother than that at ϕ d 0.5π, which is particularly evident in Fig. 2(b) and Figs. 4(c) and 4(d) .
In the previous work [17] , Faria et al. considered an atom to be excited by the APT. To see the APT's effect, Figs. 3(c) and 3(d) show the APT IR harmonic spectra, in which the other conditions are the same as those in Figs. 3(a) and 3(b) , respectively. With the APT, the harmonic order becomes selective in the spectrum (i.e., the odd order enhances, whereas the even order weakens in general). This is because of the interference effect among ionized electrons born by distinct bursts of the APT, leading to a multipeak structure. However, this interference effect does not change the magnitude of the cutoff energy and the dependence of the plateau height on the IR delay phase. The spectrum of ϕ d 0.5π still has a broader cutoff energy but a lower plateau height than that of ϕ d 0. Thus, the control mechanism of the HHG discussed earlier also holds for the APT's case.
E. IR Pulse-Shape Effect on HHG Unlike the attopulse shape, the IR pulse shape has a positive effect on the control of the cutoff energy. The IR shape effect is considered by changing the SAP's trigger time, whereas the IR field remains unchanged, as shown in Fig. 4(a) . The redsolid, green-dashed, and blue-dash-dotted lines in this figure denote the SAP triggered at t −0.5 o:c: ξ −1, 0 ξ 0, and 0.5 o.c. ξ 1, respectively, and τ X 300 as and ϕ d 0.5π. Because they are born at different times, the ionized electrons experience distinct sections of the IR pulse, consequently enabling an examination of the IR pulse-shape effect. Figure 4(c) shows the corresponding harmonic spectra. The cutoff energy varies significantly when the SAP's trigger time changes. The dramatic effect can have a clear interpretation. Based on a previous discussion [Figs. 1(a) and 1(e)], the ionized electrons born at a zero IR vector potential require 0.75 o.c. to emit maximum cutoff harmonics. Thus, the maximum cutoff energy for each SAP's trigger time t i is related to jA IR t i 0.75j 2 , where t i is in o.c. units. Namely, the cutoff energies for the SAP triggered at t i −0.5 o:c:, 0, and 0.5 o.c. are determined by jA IR 0.25j 2 , jA IR 0.75j 2 , and jA IR 1.25j 2 , respectively. Because of its Gaussian shape, A IR t rapidly decays for t > 0, and has a considerable effect on the cutoff energy. Similarly, ionized electrons born at peaks of the IR vector potential (ϕ d 0), as shown in Fig. 4(b) , require 0.5 o.c. to emit maximum cutoff harmonics. Thus, the maximum cutoff energy is related to jA IR t i 0.5j 2 . The corresponding harmonic spectra shown in Fig. 4(d) also illustrate a dramatic change in the cutoff energy. Thus, the IR shape effect is really an efficient way to control the cutoff energy.
F. IR Carrier-Envelope Phase from HHG
The strong IR pulse-shape effect can also have a reverse application. With the harmonic spectrum, the IR pulse's information, including its phase, can be acquired from the dramatic change in the cutoff energy with the SAP's trigger time. Particularly, measuring the IR delay phase (i.e., carrier-envelope phase) is an important issue for frequency combs consisting of discrete and equally spaced components with absolute frequencies [41, 42] , which constitute a basis for high-precision metrology and receive considerable attention [43, 44] . The IR phase is generally not constant from pulse to pulse because the group and phase velocities differ inside the laser cavity. The IR phase is locked unless a feedback electronic module is equipped [41, 42] , which requires the IR phase as a consecutive input. The IR phase is often measured using the so-called f-to-2f heterodyne technique [41, 42] . This measurement can also be performed by anisotropic photoelectron spectra excited by either a linearly [45] or a circularly [46] polarized few-cycle IR field. With the help of attopulses, direct measurement of the IR field using the streaking effect is also possible [47] , which consequently enables us to acquire the IR phase. However, to date, measuring the IR phase from the harmonic spectrum has not been proposed.
To interpret this idea, Fig. 5(a) shows the harmonic spectra as a function of the SAP's trigger time, where τ X 80 as and ϕ d 0.5π. First, the harmonic spectra vary clearly with the SAP's trigger time, and the harmonic peaks and valleys are distinguishable. Next, harmonic peaks occur at approximately 0.5n o:c: with n being an integer, whereas harmonic valleys appear at approximately 0.5n 0.25 o:c: Suppose an experiment shows a result like this; one can deduce that the zero IR vector potential is at 0.5n o:c: because the ionized electrons born here result in harmonic peaks. Thus, the IR phase should be 0.5π with a cosine carrier wave. The choice of the sign of the IR phase can be determined by comparing calculated results to judge between the two cases. In contrast, if the IR phase becomes zero, as shown in Fig. 5(b) , harmonic peaks occur at approximately 0.5n 0.25 o:c:, whereas harmonic valleys appear at approximately 0.5n o:c: Suppose an experiment shows a result like this; one can deduce that the peaks of the IR vector potential are at 0.5n o:c: because the ionized electrons born here result in harmonic valleys. Thus, the IR phase should be zero or π with a cosine carrier wave. Similarly, the two choices can be determined with the help of calculations. For the IR phase between 0 and 0.5π, the method is still applicable by using the trigger time of harmonic peaks or valleys to deduce the profile of the IR vector potential. In a series of calculations, the estimated accuracy of the IR phase is approximately ϕ d 0.1π. Although the accuracy may not be precise compared to that done by photoelectrons [45, 48] , it provides an alternative way to examine the IR phase and creates a new application to the HHG. Third, we use the SAP with τ X 80 as here to achieve a better time resolution, but the method is not limited to the critical condition. Even if the SAP's width is enlarged to 300 as, the harmonic peaks and valleys are still distinguishable enough to determine the IR phase.
CONCLUSION
In conclusion, we theoretically study IR-driven HHG with AI attopulses, and introduce new applications based on this excitation. The conclusion is threefold. First, the control mechanism of the SAP IR HHG is clearly elucidated using timing analysis. The ionized electrons born at a zero IR vector potential have the longest acceleration time, and thus result in the highest cutoff energy. In contrast, ionized electrons born at peaks of the IR vector potential have the shortest acceleration time, and result in the lowest cutoff energy. However, these ionized electrons can gain an initial momentum from the IR field to move toward a high energy distribution because of the streaking effect. This increases the plateau height for ionized electrons born at peaks of the IR vector potential compared to those born at a zero IR vector potential. This effect becomes stronger as the central energy of the attopulse increases, and thus enhances the controlling capability of the plateau height. Second, in the two-color excitation the acceleration and ionization processes are exactly decoupled because of the extremely short width of the SAP. This makes it possible to resolve the IR-driven dynamics of ionized electrons from time-dependent harmonic spectra. Thus, this approach can illustrate the quantum effect on the HHG. The SAP IR excitation provides a practical way to observe the harmonic emission for an ionized electron leaving its parent ion, which is in the semi-classically forbidden situation. Third, the realistic pulse shape of the SAP and IR field is quantitatively important in controlling HHG. A finite SAP's width shall weaken the controlling capability of the cutoff energy, and thus the SAP's width should be minimized in this HHG application. In contrast, the IR pulse shape has a positive strong effect on controlling the cutoff energy. Based on this effect, the IR carrier-envelope phase could be experimentally determined by the SAP IR harmonic spectra with the assistance of some calibration calculations.
