The new AASHTO Mechanistic-Empirical Pavement Design Guide (MEPDG) performance predictions for the anticipated climatic and traffic conditions depend on the values of the numerous input parameters that characterize the pavement materials, layers, design features, and condition. This paper proposes comprehensive local sensitivity analyses (LSA) and global sensitivity analyses (GSA) methodologies to evaluate continuously reinforced concrete pavement (CRCP) performance predictions with MEPDG inputs under various climatic and traffic conditions. A design limit normalized sensitivity index (NSI) was implemented in both LSA and GSA to capture quantitative as well as qualitative sensitivity information. The GSA varied all inputs simultaneously across the entire problem domain while the LSA varied each input independently in turn. Correlations among MEPDG inputs were considered where appropriate in GSA. Two response surface modeling (RSM) approaches, multivariate linear regressions (MVLR) and artificial neural networks (ANN or NN), were developed to model the GSA results for evaluation of MEPDG CRCP input sensitivities across the entire problem domain. The ANNbased RSMs not only provide robust and accurate representations of the complex relationships between MEPDG inputs and distress outputs but also capture the variation of sensitivities across the problem domain. The NSI proposed in LSA and GSA provides practical interpretation of sensitivity relating a given percentage change in a MEPDG input to the corresponding percentage change in predicted distress relative to its design limit value. The "mean plus/minus two standard deviations (μ+2σ)" GSA-NSI metric (GSA-NSIµ+2σ ) derived from ANN RSM statistics is the best and most robust design input ranking measure since it incorporates both the mean sensitivity and the variability of sensitivity across the problem domain.
Introduction
The AASHTOWare Pavement ME Design [1] was developed to more realistically represent changes in current material properties, traffic loading variations, climatic effects and role of construction in the pavement design procedure. It builds upon the Mechanistic-Empirical Pavement Design Guide (MEPDG) resulting from the National Cooperative Highway Research Program (NCHRP) 1-37A project [2] and AASHTO MEPDG Manual of Practice [3] for providing pavement analysis and performance predictions under various "what-if" scenarios.
There is no doubt that MEPDG could upgrade the efficiency of pavement analysis and designs. However, it requires a fully understanding of over 50 pavement design inputs which are higher than previous pavement design procedures. The performance predictions (i.e., MEPDG outputs) for the anticipated climatic and traffic conditions will depend on the values of these input parameters that characterize the pavement materials, layers, design features, and condition. The MEPDG performance predictions for continuously reinforced concrete pavement (CRCP) include punchout, crack width, crack load transfer efficiency (LTE), and IRI. Knowledge of the sensitivity of predicted performance to the MEPDG input values can help identify, for specific climatic region and traffic load conditions, the inputs that most influence predicted performance. This will help pavement designers determine where additional effort is justified in developing higher quality and/or more certain input values.
MEPDG sensitivity studies for rigid pavements began appearing in the literature immediately after the initial release of the MEPDG in 2004. Detailed discussions by Schwartz et al. [4] on procedures employed by previous studies and related findings indicate that the previous MEPDG sensitivity studies have been limited in scope, approach, and findings. These limitations include varying only small subsets of inputs, reliance on sensitivity analysis approaches without answering the question that "if input x goes up by n%, output y goes down by m%", neglecting any correlations and/or interactions among input parameters, fewer studies focusing on CRCP performance predictions, and analysis using earlier versions of the MEPDG software and models which are different from the latest version of MEPDG software (version 1.1) that form the main framework of AASHTOWare Pavement ME Design.
The objective of this study, a subset of the NCHRP Project 1-47 "Sensitivity Evaluation of MEPDG Performance Prediction", is to quantify the sensitivity of MEPDG CRCP performance predictions to MEPDG input variations. To avoid the limitations associated with the previous MEPDG sensitivity studies, this study proposes local sensitivity analysis (LSA) and global sensitivity analysis (GSA) approaches with the use of a design limit normalized sensitivity index (NSI) to provide both quantitative and qualitative sensitivity information. By using the latest versions of MEPDG software (version 1.1), various CRCP sections representing new construction were designed for three traffic levels (low, medium, and high) in five climate zones (Hot-Wet, Hot-Dry, Cold-Wet, Cold-Dry, and Temperate) to assess sensitivity over the entire MEPDG parameter space. The procedures and the results from LSA and GSA are discussed in this paper highlighting the significant MEPDG input properties required for conducting routine MEPDG and AASHTOWare Pavement ME Design CRCP analysis and design.
Local and global sensitivity analysis
Sensitivity analysis is the apportionment of output variability from a model to its various inputs. Sensitivity analysis draws upon many of the same concepts as the design of experiments. A rich and powerful set of formal and rigorous techniques for performing sensitivity analyses has been developed over recent years [5, 6] . These can be categorized in a variety of ways. For the purposes of the present discussion, the most useful categorizations are LSA and GSA methods. LSA provides an economical approach for identifying the subset of inputs that have the largest impact on the outputs. Only the sensitivities around the reference input values for the baseline cases are evaluated-i.e., the evaluation is only for very small regions of the overall solution space. This provides only a "local" as opposed to a "global" sensitivity evaluation. The one-attime (OAT) method is the most common type of LSA. In standard OAT applications, one or more baseline scenarios are exercised by varying each input independently in turn.
In GSA approach, not only is the local sensitivity around a specific point in the parameter space evaluated, but an attempt is made to assess this sensitivity over the entire parameter space as all input parameters are varied simultaneously. GSA can include input correlations and interactions which LSA ignores. To quantify the level of sensitivity, the sensitivity metrics employed in this study include LSA sensitivity index and GSA sensitivity index statistics. Sensitivity index statistics here refer to full frequency distributions of sensitivity index. Detailed descriptions of both sensitivity index and sensitivity index statistics are presented in the following sections.
LSA methodology for MEPDG
One-at-a-time LSA were performed to identify preliminary triage of MEPDG inputs for GSA analysis to confirm high sensitivity input factors that need to be included in the GSA and identify any potential correlations of inputs. Fig. 1 is a schematic of the overall OAT LSA used in this study.
Sensitivity analyses were conducted for the full ranges of all model inputs and outputs. However, not all combinations of model input values are physically plausible. For example, a thick rigid pavement on stiff foundation subjected to low traffic volume does not represent a realistic scenario likely to be encountered in practice. Therefore, a set of base cases were made for both of OAT LSA and GSA to cover the ranges of commonly encountered pavement types, climate conditions and traffic levels. The MEPDG design inputs varied in the OAT LSA were prepared and utilized in MEPDG simulations. MEPDG simulations in OAT LSA were conducted for baseline, minimum, and maximum values of each design input. Using MEPDG design inputs and performance predictions, sensitivity indices were calculated to determine levels of sensitivity. A detailed procedure of OAT LSA is discussed in next subsection. 
Base cases
The OAT LSA of CRCP encompassed a total of 15 base cases with five climatic zones and three traffic levels. The five representative climatic zones in the United States utilized for base case analysis include hot-dry (HD), hot-wet (HW), temperate (T), cold-dry (CD) and cold-wet (CW). Table 1 (a) summarizes the specific locations and the weather stations used to generate the climate files for each of the five climatic zones. The three traffic levels used in all OAT LSA are summarized in Table 1 (b) . The ranges of average annual daily truck traffic (AADTT) for the three traffic levels are listed similar to truck volume categories from Alam et al [7] . To put these traffic volumes into a more familiar context, the approximate numbers of equivalent single axle loads (ESALs) are also included in Table 1 (b) . The baseline values with ranges of the Portland Cement Concrete (PCC) slab and base thickness inputs for each the traffic category are also listed in Table 1 (b) . Higher traffic levels require correspondingly thicker PCC and base layers.
Details of the traffic input such as vehicle class distributions, axle load distributions, seasonal and daily traffic distributions, axle geometric configuration, tire pressure, and traffic growth rates were not considered in this study. 
Set

Analysis inputs
The MEPDG CRCP inputs varied in the OAT LSA simulations are summarized in Table 2 . These inputs were identified as the sensitive MEPDG CRCP inputs through combination of insights from prior acceptable sensitivity studies and consensus engineering judgment of the sensitivity of the distress to each MEPDG design input. The detailed procedures and results of these combined sensitivity assessments are provided in Schwartz et al. [4] . The baseline, minimum and maximum value used in OAT LSA were listed for each design input. The edge support input in MEPDG CRCP analyses are given as four shoulder types including asphalt, gravel, monolithic tied concrete, and separate tied concrete. Each shoulder type is represented here in terms of its equivalent LTE value. The MEPDG requires that the maximum steel depth be equal to PCC slab mid-depth. Therefore, the baseline and ranges of steel depth values were changed in accordance with PCC slab thickness under each traffic level. A water-to-cement (W/C) ratio of 0.4 was used as the baseline value in OAT LSA analyses.
The MEPDG uses an explicit hierarchical approach for the designer to flexibly select design inputs based on the relative importance, size, cost, and available resources of the project. A total of six design input options (Leve1 1, Level 2, and the four Level 3 alternatives) are available in the MEPDG for PCC stiffness and strength in CRCP. Level 1 of the MEDPG requires measured values of PCC elastic modulus (E), modulus of rupture (MOR), and indirect tensile strength (ITS) at various ages to characterize stiffness and strength gains over time. The required stiffness and strength values at Level 2 are estimated from compressive strength (fc′) results at various ages. Corresponding values of E, MOR, and ITS are estimated from fc′ using standard empirical relations [8] . The required stiffness and strength values at Level 3 are estimated from a single point measurement of MOR (or fc′) and optionally the corresponding measured E at 28 days. The four options for specifying Level 3 PCC stiffness and strength design inputs are (1) the measured 28-day MOR only; (2) the measured 28-day fc′ only; (3) the measured 28-day MOR and the measured 28-day E; and (4) the measured 28-day fc′ and the measured 28-day E. Using these inputs, the MEPDG estimates stiffness and strength gains over time. It is obvious that Level 1 inputs require more detailed laboratory measurements for the highest accuracy.
A previously completed study [9] indicated that the Level 3 input combination of measured 28-day MOR and measured 28-day E predicted distresses that were consistently in closest agreement with predictions using Level 1 inputs. . The Level 3 inputs pertaining to measured 28-day MOR and E were utilized in the OAT LSA analyses. Reference to this paper should be made as follows: Ceylan, H., Kim, S., Gopalakrishnan, K., Schwartz, C. W., and .
"Sensitivity Analysis Frameworks for Mechanistic-Empirical Pavement Design of Continuously
Reinforced Concrete Pavements," Construction and Building Materials. Vol. 73, pp. 498-508.
MEPDG OAT LSA simulations
The design inputs in Table 1 and Table 2 were varied over 3 input levels (baseline, minimum, and maximum) for 15 base cases (5 climate zones and 3 traffic levels) in the OAT LSA sensitivity analyses. This requires a total of 585 MEPDG runs for the CRCP scenarios. The predicted distress levels for each of the CRCP baseline scenarios are summarized in Table 3 . The predictions span a wide range of magnitudes for all distress predictions to the MEPDG recommended design limits. 
Sensitivity metrics for LSA
There is a wide variety of metrics that can be used to present level of sensitivity of model outputs to model inputs. This study implemented OAT LSA using a "design limit" NSI to provide both quantitative and qualitative sensitivity information. Note that quantitative sensitivity information here is the physical interpretation of sensitive analysis results and qualitative sensitivity information here is the ranking of sensitive input. The NSI used in OAT LSA is defined as:
in which Xk is the baseline value of design input k, ∆Xk is the change in design input k about the baseline, ∆Yj is the change in predicted distress j corresponding to ∆Xk, and DLj is the design
Reference to this paper should be made as follows: Ceylan, H., Kim, S., Gopalakrishnan, K., Schwartz, C. W., and . "Sensitivity Analysis Frameworks for " Construction and Building Materials. Vol. 73, limit for distress j. For simplicity, the design limit NSI for OAT LSA, is termed more simply as the "LSA normalized sensitivity index" or LSA-NSI.
The LSA-NSI always uses the design limit as the normalizing factor for the predicted distress. LSA-NSI can be interpreted as the percentage change in predicted distress relative to the design limit caused by a given percentage change in the design input. For example, consider CRCP punchouts as the predicted distress with a design limit of 6.2 per km (10 per mile). An NSI of 3.6 for the sensitivity of punchout predictions to AADTT implies that a 10% increases in AADTT will increase punchouts by ∆Xk ×NSI =36% of its design limit DLj--i.e., it will increase punchouts by 0.10 (∆Xk) × 3.6 (NSI) × 6.2 (design limit for CRCP punchouts) = 2.232 per km (3.6 per mile).
LSA results
The primary distresses predicted by the MEPDG for CRCP are punchouts and IRI. In the punchout model implemented in the MEPDG, an increase in crack width along with loss of support in the base leads to a degradation of LTE that facilitates the development of punchouts. Therefore, predicted crack width and crack LTE are calculated as part of punchout prediction procedure and reported in MEPDG outputs.
An LSA-NSI value was calculated for CRCP punchouts, crack width, crack LTE, and IRI for each of the base cases. The OAT LSA results for CRCP punchout and IRI are discussed here. Detailed OAT LSA results for CRCP crack width and LTE are presented in Schwartz et al. [4] . Fig. 2 presents the LSA-NSI values for punchouts. The variations of the LSA-NSI values resulting from different traffic and climate conditions are presented using error bars. PCC slab thickness and PCC MOR rank as the two most sensitive design inputs, with NSI values ranging from -6 to -37. This is in good agreement with engineering experience that an increase in structural capacity via increased slab thickness and strength will reduce punchout distress.
Punchout performance predictions
The next most sensitive design inputs include percent steel with LSA-NSI values varying from -10 to -23 and bar diameter with NSI values varying up to about 14. The increase in percent steel is highly effective in reducing punchouts due to tightly closed cracks and reduced loss of LTE. In general, as the bar diameter increases, the percent steel increases with consequent reduction in punchout distress. However, an increase in bar diameter under fixed steel percentage as in this OAT LSA analysis leads to increase in crack width with loss of crack LTE and consequent increase in punchout predictions.
Fig. 2. LSA-NSI values for punchout in CRCP.
Other sensitive design inputs include PCC 28-day E, base/slab friction coefficient, PCC unit weight, PCC coefficient of thermal expansion (CTE), PCC cement content, PCC W/C ratio, AADTT, surface shortwave absorption (SSA), steel depth, base and subgrade resilient modulus (Mr). The following significant findings are noted:
• As PCC E increases, it leads to increased predicted punchouts due to higher bending stress. The use of base layers with high friction coefficients could reduce punchout distress by reducing mean crack spacing and providing tighter cracks.
• The PCC CTE and the PCC unit weight are used in the calculation of bending stress at the top surface of the CRCP slab in MEPDG. The calculated bending stress is one of the two input parameters for concrete fatigue equation of MPEDG punchout performance prediction model. The other input parameter is PCC MOR which is listed among most sensitive design inputs. Heavier PCC slab and lower PCC CTE are beneficial in minimizing slab curling and consequently mitigating punchout distress if all other design and construction parameters remain the same.
• PCC cement content and PCC W/C ratio are used in calculating the PCC zero stress temperature and ultimate shrinkage strain input parameters for the crack width predictive equations in MEPDG. Increased cement content and PCC W/C ratio lead to increases in crack width predictions and consequent increase in punchout predictions. Since SSA is • Increase in steel depth from pavement surface to the center of reinforcing steel leads to increase in crack width increase and reduction in crack LTE which results in increase in punchout predictions.
• It is reasonable that higher AADTT produces more punchouts.
• A strong base and subgrade is beneficial in minimizing punchouts by reducing potential loss of support, but this effect is not strong in these OAT LSA analyses. All other design inputs have average LSA-NSI values less than 0.5 (see Fig. 2 ). The low NSI values of these inputs means they have minor influence on predicted CRCP punchouts.
IRI performance predictions
The LSA-NSI values for IRI are summarized in Fig 3. Similar to IRI predictions for the other pavement types, IRI predictions in the CRCP cases are calculated from regression equations using primary distresses-punchouts, in the case of CRCP-as primary inputs along with a site factor and initial smoothness. The most sensitive design inputs for CRCP IRI predictions include PCC thickness, PCC 28-day MOR, percent steel, bar diameter, PCC unit weight, PCC 28-day E, base/slab friction coefficient, PCC cement content, AADTT, PCC W/C, PCC CTE, SSA, steel depth, base and subgrade Mr. These are also sensitive design inputs for CRCP punchout predictions. Fig. 4 is a schematic of the overall GSA used in this study. Similar to OAT LSA, a set of base cases were made to cover the ranges of commonly encountered pavement types, climate conditions and traffic levels. The GSA also utilized all of MEPDG CRCP inputs used in the OAT LSA (See table 2 ). However, the GSA considered correlations among MEPDG inputs where appropriate. In addition to this, the GSA varied all inputs simultaneously across the entire problem domain while the OAT LSA varied each input independently by changing baseline, minimum, and maximum values of each design input.
GSA methodology for MEPDG
Latin Hypercube Sampling (LHS) was adopted for generating the GSA simulation inputs. Since the GSA simulations provided predictions of pavement performance at random discrete locations in the problem domain, fitting a continuous response surface model (RSM) to the randomly located GSA simulation were developed to compute sensitivity indices at each point in problem domain. Sensitivity index statistics from computed sensitivity indices at each point were utilized to quantify level of sensitivity. Note that OAT LSA utilized sensitivity index at a reference point. The GSA procedure is discussed in detail in the next subsection. 
Base cases and analysis inputs
Similar to OAT LSA, a total of 15 base cases was developed to cover the ranges of commonly encountered five climatic conditions (See Table 1 (a)) and three traffic levels (See Table 1 (b)) with associated CRCP thickness. The GSA varied simultaneously all MEPDG CRCP design inputs utilized in the OAT LSA (See Table 2 ). The minimum and maximum values are listed for each input assuming uniform distribution. Each input was varied uniformly over each sampling interval between the minimum and maximum limits for generating the GSA simulations.
Considerations of special input correlations for GSA
Some of the MEPDG inputs are correlated and/or have other characteristics that warrant special treatment. In the GSA simulations, synthetic Level 1 concrete strength and stiffness inputs were generated. Level 1 design inputs require more measurements for the highest accuracy rather than Level 3 design inputs used in OAT LSA. The baseline values of PCC MOR, E, and ITS at various ages were determined from references of 28-day MOR and 28-Day E following the concepts in the MEPDG PCC strength-age correlations. The values for PCC MOR and E at various ages were varied by +10% about the baseline values to permit evaluation of the sensitivity of predicted performance caused by deviations from the assumptions in the MEPDG PCC strength-age correlations.
The baseline values for the correlated unbound material properties of the percent passing no. 200 sieve (P200), grain diameter at 60% passing (D60), plasticity index (PI), and liquid limit 
Sensitivity Index Statistics
• Based on 10,000 RSM evaluations/base case (LL) were determined from the Mr values using the procedures described in previous studies [10, 11] . The determined values for P200, D60, PI, and LL were varied by +10% about the baseline values to reflect less-than-perfect correlation with Mr. The values of W/C ratio were determined from the correlation with PCC strength and the values of steel depth were determined from the correlation with PCC thickness. Similar to OAT LSA, shoulder types for edge support conditions in MEPDG CRCP analyses are equivalent to LTE. More details about these special input considerations are provided in Schwartz et al. [4] .
Latin hypercube sampling for GSA
The GSA requires some form of Monte Carlo simulation to examine the entire parameter space. LHS was adopted for generating the GSA simulation inputs. The LHS is a widely used variant of the standard or "random" Monte Carlo method. In LHS the range of each of the K model inputs X1, X2,…, XK is divided into N intervals in such a way that the probability of the input value falling in any of the intervals is 1/N. One value is selected at random from each interval. The N values for X1 are paired randomly with the N values of X2; these sets are then paired randomly with the N values of X3 and so on. The resulting N×K-tuples are the LHS samples for the GSA. This process can be repeated with a different random seed to generate as many sets of N×K-tuples as desired. Further details of the LHS sampling procedure are provided in Stein [12] .
The efficiency of the LHS approach reduces the required number of simulations by a factor of 5 to 20 compared to the conventional Monte Carlo method while still retaining complete coverage of the input space. There are few guidelines for determining the number of LHS simulations (N×K) required for any given problem. Minimum numbers of simulation samples suggested in the literature include: 4/3×K [13] , 3/2×K [14] , and 2×K [15] , where K is the number of model inputs. Suggested upper bounds for the numbers of simulation samples include: 3×K [16] and 10×K [6, 14, 17] .
In reality, both the lower and upper bounds for the number of simulations are dependent upon the specific problem and on the intended use of the simulation results. A limited parametric investigation suggested that sufficiently stable results could be obtained from approximately 400 to 500 simulations per each base case, or approximately 20×K [9] . This is expected to be conservative, as it substantially exceeds even the highest numbers cited in the literature, e.g., 10×K [6, 14, 17] . More details and examples about LHS procedures to MEPDG inputs are provided in Schwartz et al. [4] .
MEPDG GSA simulations
The GSA required many thousands of MEPDG simulation runs demanding the manual entry of all input data. The AutoIt scripting utility (http://www.autoitscript.com/autoit3/index.shtml) was adopted to automate the entry/creation of MEPDG input files, to initiate the MEPDG execution, and to collect the analysis results into a central spreadsheet repository. AutoIt is a free, open source, sophisticated BASIC-like scripting language designed for automating Windows program operations via simulated keystrokes and mouse movements. AutoIt scripts are compiled into stand-alone executable that can be easily distributed and run on other host computers. Over 9,000 MEPDG runs were performed for the CRCP GSA. 
RSMs for GSA
The GSA simulations provided predictions of pavement performance at random discrete locations in the problem domain. In order to compute GSA sensitivity indices as defined in next subsection, it is necessary to evaluate the derivatives of distress with respect to inputs at specific discrete locations. Fitting a continuous response surface modeling (RSM) to the randomly located GSA simulation results makes this possible. The derivatives can either be expressed analytically from the RSM or estimated numerically using finite difference approximations in terms of the values of the RSM in the local area around the discrete specified locations. Two RSM approaches were employed in this study: multivariate linear regressions (MVLR) and artificial neural networks (ANN or NN) . MVLR estimates the linear functional trends between model outputs (i.e., individual distresses) and model inputs (i.e., a set of MEPDG inputs). ANN, in contrast, provides a "function-free" numerical approximation of the nonlinear relationship between distresses and MEPDG inputs.
The MVLR is defined in normalized terms as follows:
in which Yj is distress j (e.g., faulting), DLj is the design limit for distress j (e.g., 0.12 in or 3.05 mm for faulting), Xi is MEPDG input i, is the mean value of Xi, a0 is the intercept, and the ai values are regression coefficients. The regression coefficients represent the average sensitivity of the normalized distress to the normalized input i.
ANN is a newer technique compared to MVLR but has today become a standard data fitting tool for problems that are too complex, poorly understood, or resource-intensive to tackle using more traditional numerical and/or statistical techniques. They can, in a certain sense, be viewed as similar to nonlinear regression except that the functional form of the fitting equation does not need to be specified a priori. The basic concepts underlying standard backpropagation ANN can be found in Ceylan et al. [18] . The ANNs in this study were designed, trained, and evaluated using the MATLAB Neural Networks toolbox [19] .
All ANNs employed were conventional two-layer (1 hidden layer and 1 output layer) feed-forward backpropagation-type networks. ANN RSMs scenarios employed 23 input neurons, 5 hidden neurons in one layer, and one output neuron. Sigmoid transfer functions were used for all hidden layer neurons while linear transfer functions were employed for the output neurons. Training was accomplished using the Levenberg-Marquardt backpropagation algorithm. Separate ANN models were developed for each distress-climate zone combination. Seventy percent of the GSA simulations for each distress-climate zone combination were used for training, 15% were used for validation (to halt training when generalization stops improving), and the remaining 15% were used for independent testing of the trained model.
Sensitivity metrics for GSA
The primary metric used for the GSA evaluation is a point-normalized sensitivity index from ANN modeling. Since the values of regression coefficients, ai , from MVLR are fixed quantities, they cannot capture sensitivity variations at different locations within the problem domain. The ai values can provide only the average sensitivities over the problem domain.
The nonlinear fitting from the ANN models, on the other hand, can provide point estimates of sensitivities across the problem domain. The point-normalized sensitivity index, Sijk, is defined as:
in which Yji, Xki are the values of the model output j and input k all evaluated at location i in the problem domain. The partial derivative can be approximated using a standard central difference approximation:
The Sijk sensitivity index can be interpreted as the local percentage change in model output Yj caused by a given percentage change in the model input Xk at location i in the problem domain. For example, implies that a 20% change in the local value of Xki will cause a 10% local change in Yji. Since Sijk is a local point estimate of sensitivity, it will vary across the problem domain.
Problems were encountered when calculating the point-normalized sensitivity index for some analyses because the predicted distress values Yji (denominator in Eq. 3) were near zero for some of the input sets, resulting in artificially large sensitivity index values. To circumvent this problem, a "design limit" NSI of for GSA, similar to OAT LSA, was defined as:
in which Xki is the value of input k at point i, ∆Xki is the change in input k about point i, ∆Yji is the change in predicted distress j corresponding to ∆Xki, and DLj is the design limit for distress j. For simplicity, the design limit normalized sensitivity index, is termed more simply as the "GSA normalized sensitivity index" or GSA-NSI. GSA-NSI can be interpreted in a similar way to LSA-NSI as the percentage change in predicted distress relative to the design limit caused by a given percentage change in the design input.
GSA results
RSM results
The inputs used for the CRCP RSMs are AADTT per design lane, PCC slab thickness, base layer thickness and the other 20 MEPDG inputs listed in Table 2 . The outputs for the RSMs are the predicted distresses: punchout, crack width, crack LTE, and IRI at the end of the 25-year service life. Separate RSMs were developed for each distress and climate combination.
Goodness-of-fit statistics such as the coefficient-of-determination (R 2 ) and normalized standard error (Se/Sy) for the both MVLR RSMs and ANN RSMs are summarized in Table 4 by climate zone and distress. The R 2 of MVLR RSMs values range from about 0.5 to 0.8, with the crack width tending to have smaller R 2 values and the punchout, crack LTE, and IRI distresses tending to have relatively better goodness-of-fit statistics. The low R 2 values for many of the MVLR RSMs indicate that the MVLR RSMs, although widely employed in the sensitivity analysis literature, are insufficient for capturing the complex nonlinearities of pavement performance. Overall, the ANN RSM model fits are excellent with the lowest one being 0.88 for crack LTE. Scatter plots for ANN predicted vs. MEPDG predicted distresses under cold-dry climate condition are provided in Fig. 6 for illustration. These scatter plots graphically confirm the conclusions from the goodness-of-fit statistics that the ANN RSM models provide excellent fits. The high quality of the fits for these ANN RSMs suggest the possibility that enhanced versions of the RSM might be adequate substitutes in some cases for the more rigorous but laborious geomechanics computations in the MEPDG. 
Sensitivity index statistics results
The ANN RSMs permit a more in-depth evaluation of sensitivities than does the MVLR approach. Ten thousand ANN RSMs were performed for each climate zone and distress combination using random sampling of all inputs across the problem domain. Full frequency distributions of the computed GSA-NSI values and summary statistics (minimum, maximum, mean, standard deviation, etc.) by input and climate zone were depicted and documented in Schwartz et al. [4] . For sake of illustration, Fig. 7 illustrates some representative frequency distributions of the computed GSA-NSI values for each performance prediction under the different climate zones (CD, CW, T, HD, and HW). An important feature to note in the frequency distributions is that most have well-defined peaks: this implies that the GSA-NSI values are close to the mode at nearly all locations in the 
Discussions
The CRCP design inputs are listed in Table 5 in rank order by the maximum absolute value of mean plus/minus two standard deviation (µ+2σ) GSA-NSI values computed using the statistics based on the 10,000 ANN RSM evaluations for each climate zone and distress combination. The µ+2σ GSA-NSI metric (GSA-NSIµ+2σ) captures both the mean value of the sensitivity and the range of sensitivity across the problem domain. The plus and minus signs are retained for each individual sensitivity index to indicate whether distress increases (+) or decreases (-) with increasing input value. The OAT LSA category based on the maximum value of LSA-NSI for each MEPDG input is also indicated in Table 5 . These sensitivity categories, as defined for the OAT LSA analysis results, are highlighted by the fonts of GSA-NSIµ+2σ values in Table 5 : Bold = Hypersensitive (HS), GSA-NSIµ+2σ > 5; Bold Italic = Very Sensitive (VS), 1 < GSA-NSIµ+2σ < 5; Italic = Sensitive (S), 0.1 < GSA-NSIµ+2σ < 1; and Regular = Non-Sensitive (NS), GSA-NSIµ+2σ < 0.1. The heavy lines in the table indicate the break points between GSA sensitivity categories. For added insight, the top three GSA sensitivity values for each distress are indicated by the shaded cells in the table.
Not only is there good congruence between the ranking of inputs from the GSA and the categorization from the OAT LSA analyses, but the ranges of GSA-NSIµ+2σ in Table 5 also line up closely with the ranges of LSA-NSI used to define the OAT LSA categories. At GSA-NSIµ+2σ = 1 corresponding to the upper limit of the Sensitive range in Table 5 , the percentage change in distress relative to its design limit equals the percentage change in the MEPDG input. This is very small in practical terms, especially since it is defined at the µ+2σ level. The focus of the pavement designer should therefore be on the Hypersensitive and Very Sensitive MEPDG inputs; these are the values that need to be most carefully determined. The rankings and GSA-NSIµ+2σ values in Table 5 are judged to be the good measures of the MEPDG input sensitivities in the MEPDG. The graphical summaries of the input sensitivities by distress are available in Schwartz et al. [4] .
These results match engineering judgment and experience in overall terms. Although the details vary by distress type, most of the highest sensitivity design inputs are PCC layer properties (PCC thickness, PCC strength parameters, reinforcing steel properties, PCC unit weight, PCC coefficient of thermal expansion, surface shortwave absorptivity) followed by the base and subgrade properties. Traffic volume is also an important design input. However, there are a few observations that merit special note and discussion:
• The largest sensitivity values for CRCP are substantially larger than those for any of the other pavement types.
• The magnitudes (mean and standard deviation) of the highest sensitivity values for punchouts and crack width are substantially greater than the values for crack LTE and IRI.
• The sensitivity index values for each distress-design input combination do not vary substantially or systematically by climate zone. 
Conclusions and recommendations
Extensive local sensitivity analyses (LSA) based on one-at-time (OAT) method and comprehensive global sensitivity analyses (GSA) are proposed and conducted to evaluate the sensitivity of MEPDG CRCP performance predictions to design inputs. The major conclusions and recommendations drawn from the developed LSA and GSA methodology and results are summarized below:
• The design limit normalized sensitivity index (NSI) adopted in OAT LSA and GSA has the practical interpretation of relating a given percentage change in a MEPDG input to the corresponding percentage change in predicted distress relative to its design limit value.
• The artificial neural network (ANN) response surface models (RSMs) adapted in GSA provided generally robust and accurate representations of the complex relationships between MEPDG inputs and distress outputs. The ANNs achieved good goodness-of-fit statistics for all of MEPDG CPRP performance predictions. The ANN RSMs capture the variation of sensitivities across the problem domain and thus enabled generation of frequency distributions and summary statistics (minimum, maximum, mean, standard deviation, etc.). Enhanced versions of the ANN RSMs (e.g., to include climate effects more explicitly) could in some cases be adequate replacements for the more rigorous but laborious geomechanics computations in the MEPDG.
• The "mean plus/minus two standard deviations (μ+2σ)" GSA-NSI metric (GSA-NSIµ+2σ ) derived from ANN RSM statistics was judged to be the best and most robust ranking measure because it incorporates both the mean sensitivity and the variability of sensitivity across the problem domain.
• The multivariate linear regression (MVLR) RSMs, although widely employed in the sensitivity analysis literature, were insufficient for capturing the complex nonlinearities of pavement performance. The MVLR RSMs in this study had only poor to fair goodness-of-fit statistics.
• The design input rankings by GSA-NSIµ+2σ agreed well with the OAT LSA rankings by LSA-NSI. This should not be interpreted as implying that OAT LSA will be an acceptable substitute for the more demanding GSA. Rather, it is due in large part to the exhaustive nature of the OAT LSA considered in this study. The set of 585 MEPDG analyses over 5 pavement types, 5 climate zones, 3 traffic levels, and dozens of design inputs sampled a significantly larger subset of the problem domain than in most past studies. The OAT LSA rankings were also based on the very severe metric of the maximum NSI value observed for any distress, pavement type, climate zone, or traffic level. This is similar in concept (although not in detail) to the NSIµ+2σ metric in the GSA.
• Most of the consistently highest sensitivity design inputs were reinforced PCC/steel layer properties (PCC thickness, PCC strength and stiffness properties, reinforcing steel properties, PCC unit weight, PCC coefficient of thermal expansion) followed by the base and subgrade properties. Traffic volume was also an important design input.
• The magnitudes (mean and standard deviation) of the highest sensitivity values for punchouts and crack width were substantially greater than the values for crack LTE and IRI.
• The sensitivity values for each distress-design input combination did not vary substantially or systematically by climate zone. However, the distress magnitudes may vary across climate zones.
• Guidance for the pavement designer on how to address high sensitivity or critical design inputs varies depending upon the specific design input. Some high sensitivity inputs can be specified very precisely, e.g., PCC thickness and the steel properties. Other inputs need to be measured or estimated. The high sensitivity of performance to the PCC strength and stiffness properties indicates a need for careful characterization of these values. Mix-specific laboratory measurement of Level 1 PCC modulus of rupture, indirect tensile strength, and modulus of elasticity may be appropriate for high-value projects. Other properties like the PCC ratio 20-year to 28-day modulus of rupture and PCC coefficient of thermal expansion are very difficult to measure, and testing protocols are still evolving. For this as well as all other high sensitivity design inputs, the pavement designer should perform project-specific design sensitivity studies to evaluate the consequences of uncertain input values.
