Abstract. The classical singularity theory deals with singularities of various mathematical objects: curves and surfaces, mappings, solutions of differential equations, etc. In particular, singularity theory treats the tasks of recognition, description and classification of singularities in each of these cases.
1. Introduction. In this paper we give several sample results in singularity theory and their "quantitative" counterparts. Some of these quantitative statements are well known in one form or another (like "quantitative implicit function theorem" and "quantitative Sard theorem"), other, like "quantitative Morse theorem" are apparently new. Obviously, these results represent only a small part of the body of the modern singularity theory. (See [60] , [1, 4, 20, 25, 39] , [40] - [47] , covering the main parts of the classical theory. We are not aware of recent general books in this field.)
Let us describe briefly what we expect from a "quantitative" result in singularity theory.
A singularity occurs when in the process of solution of a mathematical problem some denominator vanishes. Very frequently this problematic de-nominator is a determinant of a matrix. Basically in this case singularity theory tells us that in order to solve the problem in a robust way we have to perform the following steps:
1. Consider the higher order approximation of our problem, and in the appropriate "jet space" consider the behavior of our initial data with respect to the "singular stratum" where the initial determinant vanishes.
2. If this behavior is non-degenerate ("transversal"), then in many cases we can bring our singularity to a "normal form" by appropriate "normalizing coordinate transformations" (see Section 2 below). To find explicitly these normalizing coordinate transformations we have to invert a certain nondegenerate matrix , representing the non-degenerate transversal behavior of our initial data with respect to the singular stratum.
In order to make this approach applicable in finite accuracy computations it is not enough to know that our determinants are non-zero. We have to know how well they are separated from zero. Consequently, a "quantitative" result has to assume and provide explicit bounds on the "measure of non-degeneracy" of the data involved. As the normalizing coordinate transformations are concerned, a quantitative result has to provide explicit lower bounds on the size of the neighborhood where these transformations are defined, as well as explicit upper bounds on their derivatives.
On the other hand, as the applications of the results of singularity theory in numerical data processing with finite accuracy are concerned, the explicit computation of the "normalizing transformations" is required. The most natural interpretation of this requirement is in terms of the "jet calculus": given the Taylor polynomials of the input data, we should be able to produce explicitly the Taylor polynomials of the output normalizing transformations.
Below in each of the examples considered we answer both these requirements: the bounds on the size of the neighborhood and on the derivatives of the normalizing transformations are given, together with the explicit jet calculus formulae, producing the Taylor polynomials of these transformations from the Taylor polynomials of the input data. We give these formulae explicitly, although mostly they are rather lengthy: indeed, this is, in a sense, the output of singularity theory, ready for use in high order computations ( [3, 17, 18] ).
Of course, many of the classical works on singularity theory answer the above requirements and provide quantitative information. The importance of the explicit quantitative bounds has been stressed in the work of the founders of the theory (see [57] , [40] [41] [42] [43] [44] [45] [46] [47] . Especially this concerns the work of S. Łojasiewicz (see e.g. [35] [36] [37] [38] ). His results in singularity theory and in semi-analytic geometry always stressed the role of quantitative geometric course, in each specific case this informal definition is replaced by an appropriate formal one. Lists of normal forms are among the main outputs of singularity theory, and the quantitative version of normal forms plays an important role in our approach. In the present paper we do not stress the notion of a "quantitative normal form", although it appears implicitly in several results below.
. . , x n ), and let the differential df (0) of f at the origin 0 ∈ R n have the maximal rank m. Then there is a new C k -coordinate system w 1 , . . . , w n near the origin in R n in which the mapping f is written as
This may look almost a tautology: we simply take y 1 , . . . , y m as the first m new coordinates. The key point is that the existence of the inverse coordinate transformation allows us to express the old coordinates through the new ones. Indeed, using these expressions we can parametrize the solutions of the system of equations f i = 0, as is done in the more standard versions of the implicit function theorem.
Numerous versions of this result are scattered in the literature (see [5, 6] for a very particular sample). Many of these versions are "quantitative" in the sense that they provide explicit estimates for the size of the new coordinate neighborhood and for the inverse transformation.
Below we prove some quantitative versions of the implicit function theorem, restricting ourselves to the cases where the proof is really simple and illustrative. As explained above, besides obtaining explicit estimates for the size of the new coordinate neighborhood and for the inverse transformations, we also insist on the requirement that the Taylor coefficients of the "output" functions be given by the explicit formulae through the Taylor coefficients of the "input" functions. Because of this requirement, and in order to have simple estimates of the "truncation error" (as we replace the function by its Taylor polynomial of a relatively small degree) we assume all our functions to be real analytic and work with their infinite Taylor series. In the proofs we mostly work in the complex domain.
It is important to stress here that all the results below can be proved under finite smoothness assumptions, using the appropriate order Taylor formula with one form or another of the remainder term.
Let us start with the inverse function theorem in one variable. The result of Theorem 2.1 below is well known (see, for example, [27] ) but we give a different proof which we use later on. Theorem 2.1. Let y = f (x) be a real analytic function with f (0) = 0, represented by a convergent power series
with |a 1 | = a > 0 and |a k | ≤ M (1/R) k , k = 2, 3, . . . . Then the inverse function x = g(y) = f −1 (y) exists and is analytic in the disk D R 1 = {|y| < R 1 }, and it is represented there by the convergent power series
The coefficients of (2.2) satisfy the inequality
Proof. 1. First of all, let us show that inside the disk D R/2 the second derivative f ′′ (x) is bounded by the constant M 2 = 16M (1/R) 2 . Indeed, by (2.1) we have
and therefore
Since x ∈ D R/2 the last inequality gives us
But the series
is just the value of the second derivative
2. Now we fix R ′ ≤ R/2 in such a way that for x inside the disk D R ′ the derivative f ′ (x) is close enough to f ′ (0) = a 1 . More accurately, write
Thus, for any such x the derivative f ′ (x) belongs to the disk D of radius a/4 around f ′ (0) = a 1 . Notice that D is at distance exactly 3a/4 from the origin.
Consider now any two points
) dt is a convex combination of the derivatives f ′ (x 1 + t(x 2 − x 1 )) and since by step 2 each of these derivatives belongs to the convex disk D, we find that A ∈ D. Hence for any two points x 1 , x 2 ∈ D R ′ we have |A| ≥ 3a/4, and finally
4. Now we conclude from (2.3) that f is one-to-one on the disk D R ′ , and
3) with x 1 = 0 shows that the circle of radius R ′ is mapped by f into the curve outside the disk D R 1 which makes exactly one turn around this disk. By Rouché's theorem,
This follows by the direct computation of the first derivative
. By the Cauchy formula we now get
This completes the proof of the theorem.
To get explicit expressions for the first Taylor coefficients b k of the inverse function g(y) through the Taylor coefficients a k of the input function f (x), we use a recurrence relation given in Proposition 2.2 below. It can be produced by substituting (2.1) into (2.2) and comparing the coefficients of the corresponding powers of x. Proposition 2.2. The coefficients b l satisfy the equations
These equations yield , in turn, the recurrence relation
The explicit formulae for b k , k = 1, . . . , 4, are as follows:
Let us now consider the case of two variables. We start with the implicit function theorem.
Theorem 2.2. Let f (x, y) be a real analytic function with f (0, 0) = 0, represented by the power series
is given by a convergent power series
. . , where
Proof. 1. We bound the second (partial) derivatives of f on the polydisk {|x|, |y| ≤ R/2} by a constant M 2 = 16M/R 2 , as in the proof of Theorem 2.1:
In the same fashion f ′′ xx and f ′′ yy are also bounded by
In particular, for |x|, |y| ≤ R ′ the partial derivative f ′ y (x, y) does not vanish.
As a result, as long as the solution y
Hence, for |x| ≤ R 1 , the point (x, y) = (x, h(x)) remains in ∆. This justifies a posteriori the above inequalities. In particular, |h(x)| is bounded by R ′ . 6. By the Cauchy formula we now get
. . , where M 1 = R ′ and R 1 were defined above. This completes the proof.
To get the explicit expressions for the first Taylor coefficients b k of the implicit function h(y) through the Taylor coefficients a k,l of the input function f (x, y), we use a recurrence relation given in Proposition 2.3 below. It can be produced by substituting (2.5) into (2.4), equating the result to zero and then equating to zero the coefficients of all powers of x.
and so
Explicitly, .
Finally, we provide a quantitative version of the inverse function theorem in two variables. Theorem 2.3. Let f : R 2 → R 2 be a real analytic mapping with f (0, 0) = (0, 0), given in coordinate form by u 1 = f 1 (x, y), u 2 = f 2 (x, y). Here f i (x, y), i = 1, 2, are real analytic functions with f i (0, 0) = 0, represented by the convergent power series
. . . Assume in addition that the Jacobian of f at zero, i.e. the determinant of the matrix Df (0), does not vanish. Define
Then there is an inverse mapping
, which is defined and analytic in the polydisk
Proof. The proof goes essentially along the lines of the proof of Theorem 2.1.
1. We bound the first and second partial derivatives of f 1 , f 2 on the polydisk |x|, |y| ≤ R/2 by a constant M 2 = 16M/R 2 , as in the proof of Theorem 2.3.
2. Consider a ball B δ in the space of 2 × 2 matrices, with respect to the Euclidean matrix norm, centered at the matrix Df (0). Recall that δ has been defined as 1/2 Df (0) −1 . Therefore, for any B ∈ B δ and any vector v we have Bv ≥ δ v .
3. Fix R ′ ≤ R/2 in such a way that for x, y inside the polydisk ∆ R ′ = {|x|, |y| ≤ R ′ } ⊂ C 2 we have Df (x, y) ∈ B δ . To do this we use the bound on the second derivative of f obtained in step 1:
Now for x, y inside the polydisk ∆ R ′ with R ′ = δ/M 2 we get Df (x, y) − Df (0, 0) ≤ δ and hence Df (x, y) ∈ B δ .
4. Now we conclude from steps 2 and 3 that f is one-to-one on the polydisk ∆ R ′ in C 2 , and f (∆ R ′ ) contains a polydisk ∆ R 1 of radius R 1 = δR ′ . To do this, for any two points (x 1 , y 1 ) and (x 2 , y 2 ) write the difference
Here v is the vector (x 2 − x 1 , y 2 − y 1 ) and the differential
is applied to v. Notice that this integral can be rewritten as
Now the integral is a convex combination of the differentials
Df (x 1 + t(x 2 − x 1 ), y 1 + t(y 2 − y 1 )).
By step 3 each of these differentials belongs to B δ , and since B δ is a convex set, we conclude that D ∈ B δ . (See [5, 6] , where similar convexity arguments are applied.)
By the property of B δ stated in step 3 we see that D(v) ≥ δ v . This inequality implies that f is one-to-one on ∆ R ′ . Applying it to (x 1 , y 1 ) = (0, 0) we deduce that f (∆ R ′ ) contains a polydisk ∆ R 1 of radius R 1 = δR ′ . To show this we notice that the topological degree of f is 1 on the boundary of ∆ R ′ with respect to any point of ∆ R 1 .
5. Hence f −1 is analytic in ∆ R 1 and f −1 (∆ R 1 ) ⊂ ∆ R ′ . In particular, each component of f −1 (y) is bounded in absolute value by R ′ for y ∈ ∆ R 1 .
6. By the Cauchy formula we now get the required bounds on the Taylor coefficients of f −1 :
Here
Explicit expressions for the first Taylor coefficients b lk of the inverse functions g i (u 1 , u 2 ) through the Taylor coefficients a i kl of the input mapping f (x, y) can be obtained as follows:
The relation f • g = id gives us the equations 
This way we can sequentially calculate the unknown coefficients. In fact, we can strongly simplify the computations of the Taylor coefficients of the inverse mapping. Let us first perform a linear change of variables (in the source or in the target) which brings the Jacobian matrix of f at the origin to the unit matrix I. Of course, we have to transform accordingly the rest of the Taylor coefficients of f . Now in this special case the formulae for the Taylor coefficients of the inverse mapping g are particularly simple: 
3. Quantitative Sard theorem. Let f : R n → R m be a C k -mapping, k ≥ 2. The point x = (x 1 , . . . , x n ) ∈ R n is called a regular point of f if the differential Df (x) has the maximal possible rank r = min(n, m). The points x where the rank of Df (x) is strictly less than r are called critical points of f , and the values of f at its critical points are called critical values.
The classical Sard theorem (see [53-55, 19, 59] ) states that if the mapping f is smooth enough, then the Lebesgue measure of the set of critical values is zero. This theorem is one of the main technical tools of singularity theory (where it appears mostly in a different but essentially equivalent form: as the "transversality theorem").
A typical conclusion of the transversality theorem is that a generic submanifold M in R n is transversal to any fixed submanifold N . In our quantitative approach we want to know an explicit lower bound on the "measure of transversality". Going back to the Sard theorem we see that what is needed is the bound on the measure (or, better, on the "size") of not only critical, but also near-critical values. These are the values of f at the near-critical points where the differential is not exactly degenerate, but close to degenerate.
However, the classical Sard theorem (see [53] [54] [55] 19] ) does not provide such information. We believe that the absence of the quantitative Sard theorem was one of the most essential obstructions to making singularity theory really quantitative and applicable.
The required quantitative version of the Sard theorem has been obtained in [62] on the base of certain geometric results in real algebraic geometry. Below we present the simplest version of this theorem.
To simplify the presentation, we consider only the case of functions. The general statement and proof of the quantitative Sard theorem, as well as some examples and applications can be found in [62] [63] [64] [65] [66] .
So let f : R n → R be a C 1 -function. For γ ≥ 0, let
Let B n r ⊂ R n be some ball of radius r. We denote Σ(f, γ) ∩ B n r by Σ(f, γ, r) and f (Σ(f, γ, r)) ⊆ R by ∆(f, γ, r).
Σ(f, γ, r) and ∆(f, γ, r) are the sets of γ-critical points and γ-critical values of f on B n r , respectively. For γ = 0 we get the usual critical points and values.
For a C k -function f : R n → R we define R k (f ) as R k (f ) = (M k /k!)r k where M k is the maximum of the kth order derivatives of f on the ball B n r . Then R k (f ) is essentially the remainder term in the k − 1-order Taylor formula for f on the ball B n r . Theorem 3.1. Let f : R n → R be a C k -function. For each non-negative γ and for each ε > R k (f ) the set ∆(f, γ, r) can be covered by
intervals of length ε, and for ε ≤ R k (f ) it can be covered by
such intervals. In particular , for γ = 0, the set ∆(f, 0, r) of exactly critical values of f can be covered by
intervals of length ε.
The expression provided by Theorem 3.1 is not very simple. However, counting the number of covering ε-intervals as ε → 0, one can easily see that if k > n then the measure of ∆(f, γ, r) tends to zero as γ → 0.
The following corollary is, essentially, a special case of a more general result of Corollary III.2.3 in [52] .
Corollary 3.1. Assume that the smoothness k is greater than n. Then for γ sufficiently small the measure of the set of γ-critical values of f satisfies
Here c is a constant depending on k, n, r and R k (f ). In particular , the measure of ∆(f, γ, r) tends to zero as γ → 0.
Proof. Since by assumption γ is sufficiently small, and ε will be chosen later to be of the order of γ k/(k−1) , we use the second inequality of Taking a larger constant, we see that ∆(f, γ, r) can be covered by
intervals of length ε. Put now ε 0 = γ k/(k−1) . Then both terms above are equal, and we conclude that ∆(f, γ, r) can be covered by 2C(1/γ) n/(k−1) intervals of length ε 0 . Finally, for c = 2C, the measure of ∆(f, γ, r) does not
Corollary 3.2. For k > n the measure of the set ∆(f, 0, r) of exactly critical values of f is zero.
This is the usual Sard theorem.
Remark. In the computations above we do not take into account the more accurate definition of the "degree of smoothness" of f , which is appropriate in the quantitative Sard theorem. See [62, 66] .
We do not give here the proof of Theorem 3.1, addressing the reader to [62, 66] . Let us only notice that the starting point is the following result for polynomials: Theorem 3.2. Let f : R n → R be a polynomial of degree d. Then for any γ ≥ 0 the set ∆(f, γ, r) can be covered by N (n, d) intervals of length γr. The constant N (n, d) here depends only on n and d.
The proof of Theorem 3.2 is based on metric bounds on real semialgebraic sets, much in the spirit of S. Łojasiewicz's results and approach. See also [8] where an accurate bound on N (n, d) is obtained.
Theorem 3.1 follows from Theorem 3.2 combined with the approximation of f by its local Taylor polynomials on an appropriate grid.
Quantitative Morse theorem.
We consider smooth functions f : B n → R, where B n is the closed unit ball in R n . Probably, the first and most basic result of "proper" singularity theory is the Morse theorem ( [49, 50, 48] ), describing typical singularities of f . It states that "generically" f has the following properties:
(i) All critical points x i of f are non-degenerate (i.e. the Hessian H(f ) is non-degenerate at each x i ). Consequently, the number of these critical points is finite. (ii) All the critical values are distinct, i.e. f (x i ) = f (x j ) for i = j. (iii) Near each point x i there is a new coordinate system y 1 , . . . , y n , centered at this point, such that
n + const. In particular, we can perturb any given f 0 by an arbitrarily small (in C ∞ -norm) addition h so that f = f 0 + h has properties (i)-(iii) as above. Now a parallel quantitative result is the following:
Let f 0 be a C k -function with all derivatives up to order k uniformly bounded by K. Then for any given ε > 0, we can find h with h C k ≤ ε such that for f = f 0 + h, (i) At each critical point x i of f , the smallest eigenvalue of the Hessian H(f ) at x i is at least ψ 1 (K, ε) > 0. (ii) The distance between any two different critical points x i and x j of f is not smaller than d(K, ε). Consequently, the number of critical points x i does not exceed N (K, ε). (iii) For any i = j, the distance between the critical values f (x i ) and f (x j ) is not smaller than ψ 2 (K, ε). (iv) For δ = ψ 3 (K, ε) > 0 and for each critical point x i of f , in a δ-neighborhood U δ of x i there is a new coordinate system y 1 , . . . , y n , centered at x i , such that
n + const. The C k−1 -norm of the coordinate transformation from the original coordinates to y 1 , . . . , y n (and of the inverse transformation) does not exceed M (K, ε).
Here ψ 1 , ψ 2 , ψ 3 , d (tending to zero as ε → 0) and N, M (tending to infinity) are explicitly given functions, depending only on k, K and ε. The neighborhoods U δ of the singular points x i play an important role in what follows. Let us call them the controlled neighborhoods of the corresponding singular points x i .
Remark. In the paper of L. Niederman ([52] ), which was already mentioned in Section 3 above, another version of the "quantitative Morse theorem" is proved (see [52, Theorems III.2.5 and III.2.6]). It implies, in particular, a stronger assertion than statement (i) of Theorem 4.1: the Hessian of f is large not only at the critical, but also at the near-critical points.
A sketch of the proof of the first three statements of Theorem 4.1 is given in [66] . We shall now prove a two-dimensional version of the last statement of this theorem. 
at each point of U . The neighborhood U of the origin in R 2 contains a disk
The Taylor coefficients b i k,l , i = 1, 2, of the coordinate functions u 1 = u 1 (x, y),
, where the constants M 1 and R 1 are given by the expressions in Theorem 2.3. (The in-put constants M and R in Theorem 2.3 are taken to be 2 and κ, respectively, while the constant δ in Theorem 2.3 is set to be equal to 1/2.)
Proof. The proof is constructive, in the sense that it provides an algorithm (and explicit expressions) for computing the Taylor series of the new coordinate functions u 1 = u 1 (x, y), u 2 = u 2 (x, y). It consists of several steps.
1. Since the function f (x, y) vanishes at the origin together with its first derivatives, the Taylor series of f starts from the terms of order two. These order two terms represent a non-degenerate quadratic formH(f ). We perform a linear coordinate transformation (x 1 , y 1 ) = L(x, y) which brings the quadratic formH(f ) to its diagonal formH(f )(x, y) = λ 1 x 2 1 + λ 2 y 2 1 . 2. So assume that the quadratic part of f (x, y) already has this form:
Let us rewrite this expression as follows:
Each term of the first sum is divisible by x 2 while each term of the second sum is divisible by y 2 . So we can write
Using the notations k+l≥3, l=0,1
respectively, we get
, where we choose the branch of the square root taking the value 1 at 1, and let u 1 (x, y) = xs 1 (x, y), u 2 (x, y) = ys 2 (x, y). Clearly, the required identity
is satisfied.
It remains to notice that s 1 (x, y) and s 2 (x, y) are analytic functions of x, y in a neighborhood V of the origin, and their Taylor expansion can be obtained by substituting the sums above into the binomial series
To conclude that u 1 , u 2 form a coordinate system and to estimate the size of the coordinate neighborhood V , as well as the Taylor coefficients of the inverse mapping, we first estimate the expressions q 1 (x, y) and q 2 (x, y). Indeed, for |x|, |y| ≤ κ, using the assumptions on a k,l , we get
In particular, taking κ = aR/4M and denoting the polydisk {|x|, |y| ≤ κ} by V we conclude that for x, y ∈ V the absolute value of q 1 (x, y) and q 2 (x, y) does not exceed 1/2. Hence for such x, y the functions s 1 (x, y) and s 2 (x, y) are analytic and bounded by 2. Therefore, the new coordinate functions u 1 (x, y) = xs 1 (x, y), u 2 (x, y) = ys 2 (x, y) are defined in a neighborhood U which contains the polydisk V . By the Cauchy formula we also get the required bound for the Taylor coefficients b i k,l of u 1 , u 2 : |b i k,l | ≤ 2(1/κ) k+l . Now we apply the inverse function theorem (Theorem 2.3 above). We have to replace R by κ and M by 2 in the bounds for the direct transformation. Notice also that the differential of our transformation u 1 (x, y) = xs 1 (x, y), u 2 (x, y) = ys 2 (x, y) is the unit 2 × 2 matrix, since s 1 (x, y) and s 2 (x, y) take the value 1 at the origin. Hence the parameter δ in Theorem 2.3 in our case is 1/2. This completes the proof of Theorem 4.2.
Proposition 4.1. The Taylor coefficients of the new coordinate system u 1 , u 2 are explicitly given through the Taylor coefficients of f (x, y) as follows: 
The Taylor coefficients of the inverse coordinate transformation x = g 1 (u 1 , u 2 ), y = g 2 (u 1 , u 2 ) can be explicitly obtained through the Taylor coefficients of f (x, y) as follows: we substitute the expressions of Proposition 4.1 into the expressions for the coefficients of the inverse function, as given in Section 2, after Theorem 2.3.
Stability of Morse functions.
Another typical result of the classical singularity theory is the "stability theorem", which in the case of Morse singularities takes the following form: if f satisfies conditions (i)-(iii) above, then any small perturbation f 1 of f is equivalent to f via the diffeomorphisms of the source and target.
(In this form the result is true for functions on compact manifolds without boundary. In the case of functions defined on the unit ball, or on any other manifold with boundary, one has to care about singularities of f restricted to the boundary.)
A parallel result of quantitative singularity theory is the following:
Theorem 5.1. Let f be a C k -function with all derivatives up to order k uniformly bounded by K. Let f satisfy:
(a) At each critical point x i of f , the smallest eigenvalue of the Hessian H(f ) at x i is at least ψ 1 > 0. (b) For any i = j, the distance between the critical values f (x i ) and f (x j ) is not smaller than ψ 2 > 0.
Then there is ε 0 > 0 (depending only on K, ψ 1 , ψ 2 ) such that for any given ε with ε 0 > ε > 0, and for any f 1 which is closer than ε to f in C knorm, f 1 is equivalent to f via diffeomorphisms G and H of the source and target, respectively. G and H differ (in C k−1 -norm) from the identical diffeomorphisms by not more than s(K, ψ 1 , ψ 2 , ε). Here s(K, ψ 1 , ψ 2 , ε) is an explicitly given function of its arguments, which tends to zero as ε → 0.
We plan to give the proof of Theorem 5.1 separately.
6. Organizing center. The next "quantitative" result has no direct analogy in the classical singularity theory. It states that for a generic mapping each of its "near-singular" points belongs to a controlled neighborhood of one of exact singular points (its "organizing center").
This result answers (for the Morse singularities) an important problem in applications of singularity theory: the problem of identification of the organizing center for near-singularities. The notion of an organizing center was introduced by R. Thom (see [57] ). One of interpretations of this notion is as follows: when we detect a "near-singularity", find its organizing center, which is a nearby exact singularity whose "controlled neighborhood" contains the original near-singular point.
Theorem 6.1 below shows that this is possible for Morse singularities. It shows that (at least in principle) we can relate to each near-singularity its organizing center. We believe that this fact (extended to a wider range of singularities and supplemented with effective and efficient estimates of the parameters involved) may be of basic importance for applications of singularity theory. One can hope that progress in this direction may transform some inspiring ideas and approaches of [57] into theorems and working algorithms. Theorem 6.1. Let f 0 : B n → R be a C k -function with all derivatives up to order k uniformly bounded by K. Then for any given ε > 0, we can find h with h C k ≤ ε such that for f = f 0 + h conditions (i)-(iv) of Theorem 4.1 are satisfied , as well as the following additional condition:
(v) There is an explicit function η(K, ε) > 0 such that any point x with the norm of grad f (x) smaller than η(K, ε) belongs to one of the controlled neighborhoods of the singular points x i of f .
Sketch of proof. Consider the mapping Df : B n → R n , where Df is the differential (or gradient) of f . The critical points x i of f are exactly the preimages of zero under Df . If zero is a regular value of Df then the Hessian H(f ) is non-degenerate at each x i (being the Jacobian of Df ). Now consider linear functions h : B n → R. Zero is a γ-near-singular value of Df for f = f 0 +h if and only if the point −Dh is a γ-near-singular value of Df 0 . The bound on the geometry of the near-critical values of Df 0 , provided by the appropriate version of the quantitative Sard theorem (see [62, 66] ) implies the following: For any r > 0 there are points v in R n , at a distance at most r from zero, such that the entire ball B in R n of radius η(K, r), centered at v, consists of γ(K, r)-regular values of Df 0 . Here γ(K, r) and η(K, r) are explicitly given functions, tending to zero as r → 0. Now for a given ε > 0 let us pick a certain γ(K, ε)-regular value v of Df 0 , at a distance at most ε from zero, with the property that the entire ball B in R n of radius η(K, ε), centered at v, consists of γ(K, ε)-regular values of Df 0 . Let h be a linear function with Dh = −v. Then any point x with the norm of grad f (x) smaller than η(K, ε) satisfies Df 0 (x) ∈ B. Hence it is a γ(K, ε)-regular point for Df 0 , i.e. the minimal eigenvalue of the Hessian H(f ) at x is bounded from below by γ(K, ε).
To complete the proof, we apply a quantitative inverse function theorem (one of its versions is Theorem 2.3 of Section 2). It shows that with our lower bound on the Hessian (and with the global bound on higher derivatives) a certain neighborhood of x is mapped by Df onto the ball of an explicitly given radius in R n . With a proper choice of the function η(K, ε) this last ball contains the origin. This means that in a neighborhood of x there is a true singular point x i of f . Once more, with a proper tuning of the inequalities, we conclude that x belongs to the "controlled neighborhood" of x i (as defined in Section 4). This completes the proof.
Remark. The results of L. Niederman in [52] provide an important information on the position of near-singular points. In particular, we can replace the first part of the proof above by an application of Theorems III.2.4 and III.2.5 of [52] .
