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Petite histoire
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salle, il m’a appelé et m’a dit qu’on allait intégrer un projet international avec des collègues de France
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bien) des termes “épuration, cinétiques biologiques, réactions biologiques, bactéries, modélisation des
écosystèmes, capteurs et observateurs pour les bioprocédés ...” Je me disais, c’est quoi tout ça ? ! Je
ne comprenais pas grande chose et parfois rien ! Mais comme la plupart des doctorants débutants, je
disais : oui, oui, ... je terminais les derniers mots des phrases qu’il avait commencées quand j’étais sûr
que c’était correct ! ! Je me montrais motivé et avoir assimilé tout ce qu’il disait (alors qu’au fond de
moi, je ne comprenais pas grande chose ! !)... J’ai pris le livre et je lui ai dit : ok, d’accord Monsieur, je
vais lire tout ça ...
Quelques mois après, ce Monsieur m’a parlé d’un autre Monsieur et il m’a dit qu’ils allaient être à
deux et j’allais être l’Unité. En fait, ce nom de “Unité” m’a été attribué bien après, quand un troisième
Monsieur nous a rejoint et me l’a donné ! Finalement, ils étaient trois Messieurs et j’étais l’Unité. Mais en
réalité, je n’étais jamais l’Unité ’seul’... Ces trois Messieurs et Moi, nous travaillions toujours ensemble,
ils m’aidaient et me guidaient dans le bon sens. Les réactions entre nous avaient des cinétiques avec ni
saturation, ni inhibition, nous avions un “fonctionnement normal”. ... Sans eux, je ne serais pas arrivé
aujourd’hui à rédiger ces lignes, tout ce qu’il me reste à rédiger de ma thèse ... !
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lui, je ne commencerais jamais ma thèse et je ne la finirais jamais, il m’a sorti pas mal de fois de
mes angoisses et m’a encouragé par ses vifs conseils quand je voyais que le chemin était encore
loin et impossible... Merci Brahim.
– Deuxième Monsieur dans mon histoire : “Monsieur Jérôme” comme je l’ai appelé lors de notre
premier contact à Tlemcen en 2006. Jérôme HARMAND, directeur de recherche au LBE, INRA
de Narbonne, sans son aide, ses conseils, ses encouragements (quand je lui montrais un travail, il
me disait toujours : super ! très bien, continue comme ça ! on va faire ça et ça, rédige en propre,
valorise ceci ...), ce travail n’aurait pu se terminer avec la qualité présente. Qu’il trouve ici le
témoignage de ma haute considération. Jérôme, je disais toujours de toi “Jérôme, le bon gérant”,
je prenais ça comme exemple pour moi... Merci Jérôme.
– Troisième Monsieur dans mon histoire : Tewfik SARI, professeur et directeur de recherche à IRS-
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exprimer mes sentiments et mes sincères gratitudes envers lui. Sans lui, rien de mes travaux n’au-
raient pu avoir lieu... Tewfik, grâce à toi que j’ai pu terminer les travaux de ma thèse et que j’ai vu
mes articles publiés. C’était un immense honneur pour moi de travailler avec quelqu’un comme
toi... Les remarques et les critiques pendant tes séances de travail m’ont été très utiles et m’ont
forgé. Tewfik, je te remercie infiniment et par-dessus tout, je te remercie aussi de ton amitié et ta
bonne humeur pendant mes séjours à Montpellier.
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soutenu pendant mes premiers jours à Narbonne. Bart HAEGEMAN, merci pour ta bonne humeur, ton
bon voisinage quand nous étions logés chez “Les Grizetis”, pour les sorties que tu nous organisais avec
Dimitri (dans ta limousine rouge) un peu partout dans la région d’Aude chaque fois que l’occasion se
présentait.
J’adresse mes sincères remerciements à l’équipe Modemic, UMR MISTEA de Montpellier pour son
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Cette thèse porte sur la modélisation des réacteurs membranaires anaérobies. Dans une première par-
tie, nous proposons une analyse mathématique générique d’un modèle de digestion anaérobie en deux
étapes appelé AM2. La principale limitation du développement des réacteurs membranaires étant le
risque de colmatage, nous proposons, dans une seconde partie, d’étendre le modèle AM2 en incorporant
une nouvelle variable d’état modélisant la dynamique des Produits Microbiens Solubles (SMP) dont le
rôle dans le colmatage des membranes a été démontré. Une étude mathématique exhaustive de ce nou-
veau modèle appelé AM2b est réalisée pour comprendre et comparer les comportements qualitatifs des
deux modèles. Dépendant des conditions de fonctionnement et des valeurs des paramètres biologiques
utilisées, nous montrons que ce nouveau modèle peut se comporter comme le modèle initial AM2, ou, au
contraire, présenter un comportement qualitatif très différent. L’étape suivante sera d’utiliser ce modèle
pour la synthèse de régulateurs. Toutefois, le manque de capteurs en-ligne nous a amené, dans une troi-
sième partie, à procéder à la synthèse d’un certain nombre d’observateurs d’état classiques. Au regard
des caractéristiques spécifiques des bioprocédés, cette dernière partie se termine par la proposition de
nouvelles pistes pour l’estimation d’état et de paramètres par des méthodes stochastiques, notamment les
filtres particulaires dont nous présentons brièvement le principe.
▼♦"# ❝❧&#
Analyses d’équilibres, BioRéacteurs Membranaires Anaérobies, Colmatage de la membrane, Diges-
tion anaérobie, Filtrage particulaire, Modélisation, Observateurs, Produits Microbiens Solubles (SMP),
Stabilité, Traitement des eaux usées.
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This thesis focuses on the modeling of anaerobic membrane reactors. In the first part, we propose a
generic mathematical analysis of a two-step model of the anaerobic digestion called AM2. The main limi-
tation in the development of membrane reactors being the risk of clogging, we propose in a second part,
to extend the AM2 model by incorporating a new state variable modeling the dynamics of the so-called
Soluble Microbial Products (SMP) whose role in the clogging of the membranes has been demonstrated.
A complete mathematical study of this new model called AM2b is realized to understand and compare
the behavior of both models. Depending on operating conditions and on the model parameters values,
we show that this new model can behave as the initial model AM2, or, conversely, have a completely
different qualitative behavior. The next step is to use this model for the synthesis of controllers. Howe-
ver, the lack of online sensors led us to a third part where we carry out the synthesis of several state
observers. In view of the specific characteristics of bioprocesses, this last part ends by proposing new
ways to estimate both state and parameters using stochastic methods, including particulate filters which
the concepts are briefly reviewed.
❑❡②✇♦%❞'
Equilibria analysis, Anaerobic membrane bioreactors, Membrane fouling, Anaerobic digestion, Par-
ticular filtering, Modeling, Observers, Soluble Microbial Products (SMP), Stability, Wastewater treat-
ment.
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α Fraction de la biomasse non retenue dans le bioréacteur
β Fraction des SMP non retenue dans le bioréacteur
BRM BioRéacteur Membranaire
BRMA BioRéacteur Membranaire Anaérobie
JP Flux membranaire
∆P Pression transmembranaire
SMP Produits Microbiens Solubles (Soluble Microbial Products)
UAP Utilization Associated Products
BAP Biomass Associated Products
EPS Matières Extracellular-Poly-Saccarides (Extra-cellular Polymeric Substances)
CSTR Continuous Stirred Tank Reactor (réacteur infiniment mélangé)
UASB Upflow Anaerobic Sludge Blanket (réacteur anaérobie à lit de boues à flux ascendant)
ADM1 Anaerobic Digestion Model No. 1
MES Matières En Suspension
ASM Activated Sludge Model
AMOCO Projet Advanced MOnitoring and COntrol System for anaerobic processes
AM2 Modèle Acidogénèse, Méthanogénèse 2 étapes
AM2b Modèle AM2 intégrant la dynamique des SMP
DCO Demande Chimique en Oxygène
AGV Acides Gras Volatiles
S1 Concentration de la Matière organique
S2 Concentration des AGV
S Concentration des SMP
S1in Concentration de S1 à l’entrée
S2in Concentration de S2 à l’entrée
X1 Concentration des bactéries acidogénèses
X2 Concentration des bactéries méthanogénèses
CH4 Méthane
CO2 Dioxyde de carbone
k1 Rendement de dégradation de S1 par X1
k2 Rendement de production de S2 par X1 à partir de S1
k3 Rendement de dégradation de S2 par X2
k4 Rendement de production de CO2 par X1 à partir de S1
k5 Rendement de production de CO2 par X2 à partir de S2
k6 Rendement de production de CH4 par X2 à partir de S2
b1 Rendement de dégradation de SMP par X1
b2 Rendement de production de S2 par X1 à partir de SMP
b3 Rendement de production de SMP par X1 à partir de S1
b4 Rendement de production de SMP par X2 à partir de S2
✐①
m1 Taux de croissance maximum de X1 sur S1
m2 Taux de croissance maximum de X2 sur S2
m Taux de croissance maximum de X1 sur SMP
K1 Constante de demi-saturation associée à S1
K2 Constante de demi-saturation associée à S2
Ki Constante d’inhibition associée à S2
K Constante de demi-saturation associée aux SMP
V Volume du bioréacteur
Qin Débit d’entrée
Qout Débit de sortie
Q1 Débit de soutirage du BRM
Qm Débit de méthane
D Taux de dilution
D0 Taux de mortalité des biomasses
D1 Taux de soutirage du BRM
µ1(S1) Taux de croissance spécifique de X1 sur S1
µ2(S2) Taux de croissance spécifique de X2 sur S2
µ(S) Taux de croissance spécifique de X1 sur SMP
ϕ1 Vitesse de réaction de l’étape Acidogénèse + Production des SMP
ϕ2 Vitesse de réaction de l’étape Méthanogénèse + Production des SMP
ϕ Vitesse de réaction de l’étape Dégradation des SMP
φ Vecteur des vitesses de réactions biologiques
ξ Vecteur d’état
ξin Vecteur d’état à l’entrée
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Les ressources en eau sont mal réparties sur la planète et les écarts entre les pays sont très impor-
tants. De nombreux pays arides et semi-arides sont soumis au stress hydrique, où plus d’un milliard de
personnes disposent d’un accès à des ressources en eau peu ou non renouvelables. Dans les années à
venir, la demande mondiale en eau pourrait augmenter de 650% pour une population mondiale estimée à
8 milliards d’habitants. En 2030, 47% de la population mondiale vivra dans des zones de stress hydrique
élevé [UNE09]. Face à ces prévisions et à la situation actuelle de ce droit universel à “l’eau”, déjà ca-
tastrophique dans les régions vulnérables, des organisations mondiales comme l’UNESCO ✶ [UNE03],
[UNE09], ont déclenché l’alarme contre les conséquences - immédiates et à long terme - de la crise de
l’eau qui touche la planète (maladies, famine, conflits entre les pays partageant des bassins versants,
souci que cette ressource naturelle devienne une marchandise, pollution, etc.). La question de l’approvi-
sionnement en eau va devenir cruciale.
Si visiblement, l’eau est abondante sur la terre, il est question de l’eau douce qui représente moins
de 1% de l’hydrosphère (totalité de l’eau contenue sur terre) et qu’il faut approvisionner pour toute l’hu-
manité. Cette petite quantité d’eau douce doit pourtant satisfaire l’ensemble des besoins de l’humanité,
son usage est réparti entre :
– Le secteur agricole : il représente environ 70% de toute la consommation d’eau douce sur la pla-
nète, qui est essentiellement due à l’irrigation.
– Le secteur industriel : il est responsable d’environ 20% de la consommation mondiale d’eau douce
qui augmente beaucoup depuis les années 50 du 20me siècle. L’eau sert en effet à refroidir, laver,
lubrifier, etc.
– L’usage domestique : il représente 8 à 10% de la consommation totale d’eau sur la planète pour
l’hygiène personnelle, la cuisine, les boissons, etc.
Évidemment, ces différentes utilisations quotidiennes produisent dans le monde entier une eau pol-
luée ou usée. Cette eau utilisée qui est plus ou moins chargée en matières nuisibles à la santé humaine
et aux écosystèmes, peut être traitée et dépolluée avant d’être rejetée, mais elle est également parfois
déversée directement dans les milieux récepteurs d’une manière illégale. Voici quelques statistiques de
l’OMS ✷ et de l’UNESCO (publiées dans son troisième rapport mondial sur la mise en valeur des res-
sources en eau intitulé “Water in a changing world” [UNE09]) :
– Plus de 80% des égouts des pays en voie de développement se déversent sans traitement, polluant
les rivières, les lacs et les zones côtières.
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✷– Globalement, le problème de qualité de l’eau le plus préoccupant est l’eutrophisation, résultat
d’une forte concentration en nutriments (principalement phosphore et nitrogène), ce qui réduit
significativement l’exploitation utile de l’eau.
– En 1998, approximativement 90% des biotopes côtiers et marins de la mer Baltique étaient mena-
cés par une réduction d’espace ou une réduction de la qualité de l’eau due à l’eutrophisation, la
contamination, les pêcheries et les constructions urbaines.
– Une étude récente sur l’eau potable en France a estimé que plus de 3 millions de personnes (5.8%
de la population) sont exposées à une qualité d’eau non conforme aux standards de l’OMS (En
ce qui concerne les nitrates, une non-conformité était relevée dans 97% des échantillons d’eau
souterraine).
– Les écosystèmes méditerranéens sont diversifiés, vulnérables et sensibles aux changements dans
les conditions hydrologiques (le Sud méditerranéen risque de perdre 60 à 80% de ses espèces).
– 80% des maladies qui affectent la population mondiale sont directement associées à l’eau.
– Souvent, ce sont les eaux polluées qui sont responsables directement ou indirectement de la trans-
mission des maladies. On estime par exemple que 50% des cas de mortalité infantile sont dus à
ces eaux.
Les conséquences - immédiates et surtout à long terme - liées à l’utilisation des eaux usées dans
l’agriculture, ou à leur rejet sans traitement dans les milieux récepteurs (bassins, mers, sol, ...) sont très
graves. Les premières séquelles sont déjà subies et signalées : autoépuration inefficace face à l’augmen-
tation des quantités rejetées, dégradation de la qualité des eaux douces à cause de la contamination par
contact, détérioration des systèmes écologiques, disparition ou modification génétique des espèces, etc.
Dans le monde entier, y compris dans les pays développés, le problème des eaux usées se pose sérieu-
sement au point que les décideurs ont adopté des politiques urgentes pour mieux gérer les ressources en
eau (la directive 2000/60/CE du 23 octobre 2000 pour l’Europe, les recommandations de l’OMS en 2007
pour le recyclage des eaux, ...). Le traitement des eaux usées dans des stations d’épuration est devenu
une obligation. C’est l’un des cinq grands thèmes retenus par les Nations Unies lors du sommet mondial
sur le développement durable comme faisant partie intégrante d’une approche internationale cohérente
du développement durable [Har04].
Si à la fin de 2002, en plus du traitement de la pollution municipale, le contrôle de la pollution
industrielle s’améliorent, où près de 50.000 entreprises dans 118 pays avaient reçu la certification ISO
14001 ✸, il reste encore un grand défi pour généraliser et améliorer les moyens de traitement des eaux
usées (stations d’épuration, bioprocédés, ...).
Après leur dépollution, ces eaux représentent “une ressource de seconde main”, qui trouve principa-
lement son utilité dans :
– L’industrie : lavage, refroidissement industriel, ...
– L’agriculture : irrigation, lutte contre les incendies, ...
Diminuer le volume des rejets pollués, réutiliser les ressources épurées et récupérer et valoriser des
molécules d’intérêt participent d’un véritable changement de paradigme.
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“Bioprocédé” est un terme utilisé pour désigner les systèmes de traitement des déchets et des eaux
usées municipales et industrielles par voie biologique. Le principe consiste à utiliser des microorga-
nismes en contact avec la matière organique afin de la dégrader et ceci, dans des bassins où les condi-
tions environnementales sont maintenues appropriées. Deux grands types de bioprocédés sont distingués
et peuvent être considérés comme des candidats potentiels pour traiter les eaux usées : les systèmes aéro-
bies fonctionnant en présence d’oxygène et les systèmes anaérobies, où les microorganismes ne peuvent
se développer qu’en absence d’oxygène. La technique utilisée dans les systèmes anaérobie s’appelle
la digestion anaérobie ou méthanisation. C’est un processus complexe impliquant plusieurs réactions
biologiques. On le décrit généralement par quatre étapes principales, impliquant quatre consortiums mi-
crobiens spécifiques interagissant les uns avec les autres (voir le détail dans [IWA01]) :
1. hydrolyse,
2. acidogénèse,
3. acétogénèse,
4. méthanogénèse.
Ces quatre étapes principales sont présentées dans le chapitre 1.
L’avantage principal de la digestion anaérobie est la possibilité de produire de l’énergie sous forme
de biogaz contenue du méthane. Mais le démarrage de ce processus est lent et son fonctionnement peut
être déstabilisé par des perturbations. Comment alors peut-on assurer la stabilité des méthaniseurs dans
le temps, améliorer leur rendement du traitement et optimiser la production de méthane et ceci, en dépit
de perturbations environnementales et de variations des paramètres clés du processus ?
Un contrôle manuel basé sur des connaissances issues de l’expertise sur le procédé peut être une
première réponse à notre question. Malheureusement, cette solution présente deux handicaps :
– Il est difficile de cette manière d’assurer un fonctionnement optimal.
– La détection de la déstabilisation suite à une éventuelle surcharge n’est pas toujours aisée. Elle
nécessite le suivi permanent des différentes grandeurs et variables par l’opérateur et dans beaucoup
de cas, les premiers signes de déstabilisation ne sont pas détectés.
Ces inconvénients qui peuvent coûter cher sur le plan économique, nous conduisent à proposer la
mise en place d’un contrôle automatique du procédé biologique. Pour cela, comme tout autre procédé in-
dustriel, les bioprocédés nécessitent d’être modélisés, supervisés, diagnostiqués et contrôlés : c’est ainsi
que l’automatique des bioprocédés est apparue dans les années 80 rendue possible par le développement
des capteurs et des systèmes informatiques.
La réussite du contrôle automatique s’appuie sur un bon modèle mathématique du procédé de di-
gestion anaérobie. Par les mots “bon modèle”, on entend un modèle qui contient la plus grande quantité
d’informations sur les variables clés du procédé et qui permette de prévoir au mieux son comportement
dynamique.
Si la découverte du processus de digestion anaérobie par A. Volta remonte à 1776, ce n’est qu’à la
fin des années 60, que le premier modèle simple pour décrire son fonctionnement est apparu. C’est un
modèle proposé par P. L. McCarty et ses collaborateurs pour un réacteur CSTR [McC64]. Depuis cette
date, les recherches dans le domaine n’ont pas cessé afin de [His] :
✹– créer de nouvelles configurations de réacteurs anaérobies (par exemple la création de l’UASB par
G. Lettinga, 1980-1985),
– développer des modèles de prédiction (les modèles de R. Moletta, 1986-1994, le modèle ADM1
de D. Bastone, 1999-2005, ...),
– optimiser et automatiser les digesteurs anaérobies (séparation des phases par F. G. Pohland, 1971-
1980, automatisation par A. Rozzi, 1985-1986).
Aujourd’hui, le modèle phénoménologique ADM1 [IWA01] est le plus complet pour décrire le pro-
cessus de la digestion anaérobie. Malheureusement, avec 32 équations différentielles, l’utilisation de ce
modèle complexe n’est pas appropriée pour le contrôle [IWA01], [Fez08].
Depuis son développement dans le cadre du projet européen AMOCO [Ber01c], c’est le modèle AM2
à deux étapes de réactions biologiques qui est souvent utilisé pour le contrôle des digesteurs anaérobies.
Cependant, ce modèle “simple” n’avait jamais été analysé mathématiquement en toute généralité, afin
d’obtenir des informations qualitatives sur ses principales variables.
La première partie de notre travail a donc consisté en une étude mathématique des modèles à deux
étapes (chapitre 2), qui jouera un rôle central dans la compréhension, voire même l’explication d’une
multitude de phénomènes et d’interactions observés dans le système réel.
Bien qu’ils soient utilisés en grand nombre depuis longtemps et qu’ils ont montré leur efficacité,
les procédés classiques de dépollution ont des limites. Le point faible principal réside dans l’étape de
séparation par décantation, qui est imparfaite et devient même parfois médiocre selon les conditions
opératoires. L’eau ainsi produite ne peut alors satisfaire de manière constante les normes de rejet fixées,
d’où la nécessité d’utiliser une solution alternative afin d’assurer une bonne épuration.
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Basés sur le principe du tamis, c’est-à-dire du passage de l’effluent à travers des pores calibrés et
sélectifs d’une membrane, les BioRéacteurs Membranaires (BRM) sont utilisés pour séparer la phase
liquide épurée et la phase solide contenant biomasses et grosses molécules organiques. Cette technique
couplée à la digestion anaérobie, apparait comme prometteuse pour atteindre le double objectif de :
“bien” épurer, pour produire de l’énergie et permettre la réutilisation d’une eau de qualité satisfaisante
pour l’agriculture.
Bien que les BRM aient un intérêt grandissant souligné par de nombreuses études [Men09], [Yan06],
certains aspects limitent leur mise en œuvre à l’échelle industrielle, notamment les risques de colmatage
de la membrane. Des études récentes ont été menées pour coupler les modèles des réactions biologiques
avec les modèles des modules membranaires. Mais, ces modèles “hybrides” ont essentiellement été pro-
posé pour les BRM aérobies.
Dans le cadre du réseau de recherche Euro-Méditerranéen TREASURE ✹ et du projet AIRES-Sud ✺,
nous nous sommes intéressés à la modélisation et au contrôle optimal des BRMs anaérobies. Afin d’étu-
dier le couplage des processus biologiques anaérobies avec les caractéristiques des membranes, il est
nécessaire de modifier les modèles existants de la digestion anaérobie pour prendre en compte de nou-
velles variables tels les Produits Microbiens Solubles (SMP pour Soluble Microbial Products) qui jouent
un rôle majeur dans le colmatage de ces systèmes [LC06].
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✺Les SMP ont d’ores et déjà été intégrés dans les modèles aérobies des BRM [Bel08], [Lu02], [Jan06],
[Jia08], [Lu01]. En revanche, en digestion anaérobie, très peu de travaux ont été publiés et aucun modèle
n’intègre les SMP pour les BRM anaérobies [Ng07], [Bar99]. De ce fait, nous proposons dans une
seconde partie de notre travail un modèle intégrant les SMP mais qui reste suffisamment simple d’un
point de vue mathématique, pour être utilisé pour contrôler la digestion anaérobie. Le modèle proposé
est basé sur la modification du modèle à deux étapes AM2 en ajoutant la nouvelle variable SMP. Le
chapitre 3 aura pour objet le développement du modèle AM2+SMP et son étude mathématique pour
caractériser ses propriétés qualitatives.
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Comme tout procédé industriel automatisé, le contrôle efficace des bioprocédés est basé sur un suivi
en ligne pertinent à l’aide de capteurs physiques mesurant les concentrations des variables biologiques
et les grandeurs environnementales. Malheureusement, les coûts importants des capteurs ne permettent
pas toujours d’installer tous les capteurs nécessaires. Une alternative pour pallier ces limitations est
l’utilisation des “capteurs logiciels” ou observateurs pour estimer les variables non mesurées.
La théorie de l’observation d’état a été introduite dans les années 60 par D. G. Luenberger pour
les systèmes linéaires déterministes et R.E. Kalman, pour les systèmes linéaires stochastiques. Pour
les systèmes non linéaires, l’observation d’état reste encore un domaine ouvert où les techniques sont
nombreuses et la recherche est très active.
La conception des observateurs pour les bioprocédés se heurte à plusieurs difficultés. Tout d’abord, ce
monde complexe fait intervenir des organismes vivants dont les caractéristiques évoluent dans le temps.
De fait, les modèles obtenus sont souvent incertains. De plus, les structures des fonctions décrivant les
vitesses de réactions biologiques sont mal connues. Enfin, certaines variables et paramètres du modèle
comme les concentrations en entrée du procédé et/ou les taux de croissance maximums sont incertains
même si leurs bornes inférieures et supérieures sont souvent connues. Pour contourner ces différents pro-
blèmes et les non linéarités des modèles, des techniques d’observations particulières ont été proposées,
comme [Bas90] :
– les observateurs asymptotiques,
– les observateurs par intervalle,
– l’estimateur basé-observateur.
Le champ reste ouvert pour tester des observateurs à grands gains si le modèle est correctement
validé, des observateurs par modes glissants ou des filtres particulaires (voir par exemple [Ben12a],
[Fea98]).
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Le travail présenté dans ce manuscrit porte sur la modélisation et l’observation des procédés membra-
naires anaérobies. L’objectif principal est de développer un modèle simple du point de vue mathématique
pour un BRM anaérobie, puis de caractériser ses propriétés qualitatives. L’idée clé de notre approche
consiste à modifier un modèle de digestion anaérobie déjà existant, afin d’inclure la dynamique de la for-
mation et la dégradation d’une nouvelle composante (SMP) dans le bioréacteur connue pour contribuer
sérieusement au colmatage de la membrane.
✻Une fois le modèle développé et analysé, un objectif secondaire consiste à synthétiser des observa-
teurs d’état afin d’estimer les variables et les paramètres inaccessibles.
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Le mémoire est composé de quatre chapitres organisés comme suit :
– Dans le chapitre 1, nous menons une étude bibliographique sur la digestion anaérobie et les BRM
et nous montrons le couplage entre les deux techniques. La présentation des SMP et leur rôle dans
le colmatage membranaire fait aussi objet de ce premier chapitre.
– Le chapitre 2 est dédié à une analyse mathématique exhaustive d’un modèle de digestion anaérobie
à deux étapes nommé AM2. L’analyse en question consiste à étudier les équilibres du modèle et
leur stabilité. Une partie de ce chapitre est consacrée à la révision d’un critère de stabilité proposé
dans la littérature pour superviser en-ligne les digesteurs anaérobies.
– Le développement d’un nouveau modèle dynamique pour un BRM anaérobie, basé sur la modifi-
cation du modèle AM2 et intégrant la nouvelle variable SMP fait l’objet du troisième chapitre. Une
caractérisation des équilibres du modèle développé et leur détermination graphique sont présentées
aussi dans ce chapitre.
– Dans le quatrième et dernier chapitre, nous abordons le problème des observateurs d’état et du fil-
trage pour le modèle développé. Le but est d’estimer la concentration des SMP, les concentrations
des biomasses et les cinétiques biologiques et ceci, à partir de mesures réalistes.
A la fin du manuscrit, une conclusion générale et des perspectives sont dressées. Ainsi, les princi-
paux résultats sont mentionnés et un certain nombre de pistes pour les futurs travaux de recherche sont
proposées.
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Guide de lecture :
Dans ce premier chapitre, nous menons une étude bibliographique de la digestion anaérobie et des
BioRéacteurs Membranaires (BRM). Après un rapide rappel des principes de ces deux technologies, nous
montrons le couplage entre elles. Ensuite, nous introduisons les produits microbiens solubles (SMP :
Soluble Microbial Products), en soulignant leur rôle dans le mécanisme du colmatage membranaire.
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Comme nous l’avons vu dans l’introduction générale, il est primordial de développer des systèmes de
traitement performants, permettant de rejeter dans les milieux naturels des eaux épurées de bonne qualité.
La technologie des BioRéacteurs Membranaires Anaérobies apparaît comme une technique prometteuse
pour relever ce défi.
Ce premier chapitre est une synthèse bibliographique et il est structuré comme suit. Dans un premier
temps, nous rappelons les principes de la digestion anaérobie, notamment ses avantages énergétiques.
Nous donnons ensuite un aperçu de la technologie des BioRéacteurs Membranaires (BRM) et leur intérêt
dans le cadre du traitement des eaux usées.
La digestion anaérobie couplée aux BRM est discutée dans une troisième partie. Au regard de leur
rôle dans le colmatage de la membrane, les produits microbiens solubles (SMP) (pour Soluble Micro-
bial Products en anglais ) sont introduits et un rappel des connaissances de base sur le phénomène de
colmatage est donné.
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La découverte de la méthanisation remonte à 1776 lorsque A.Volta, durant une de ses promenades,
observa que du gaz se libérait d’un marais. Après avoir étudié ce phénomène et fait plusieurs expériences,
il mit en évidence que le gaz des marais était inflammable. Un peu plus tard en 1787, A.L. Lavoisier
lui donna le nom de gas hidrogenium carbonatrum, mais le terme de méthane fut proposé en 1865 et
confirmé en 1892 par un congrès international de nomenclature chimique. Pendant ce temps, la présence
de ce gaz est mise en évidence dans d’autres milieux (dont le fumier) et son origine est attribuée à
l’activité microbienne. Celle-ci se développe dans des milieux anaérobies naturels :
– Le gaz des marais qui contient une forte proportion de méthane provient de la décomposition des
déchets organiques végétaux des marécages. Cette décomposition se déroule également dans les
lacs et les rizières.
– Les sols des zones humides tels que les forêts tropicales, la toundra et les tourbières participent
aussi à la production du méthane atmosphérique.
– Les processus de digestion des animaux libèrent du méthane, (Les ruminants et les termites sont
la source d’une quantité importante de gaz).
– Les phénomènes anaérobies qui se déroulent dans les sédiments marins sont responsables d’une
partie du méthane dissous dans l’eau de mer.
A la fin du 19me siècle (1895), la première installation produisant du méthane voit le jour à Exeter
en Grande-Bretagne, elle permet l’éclairage des rues de la ville. En France, les plus anciens digesteurs
sont probablement ceux de la station d’épuration de Seine-Aval, à Achères. Certains, toujours en service,
datent de 1940. Les tensions sur l’énergie liées aux chocs pétroliers des années 1975-1985 lui donnent
un nouvel essor comme toutes les formes d’énergie renouvelables qui ont reçu ces dernières années une
attention considérable.
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La digestion anaérobie (ou méthanisation), est le processus naturel par lequel la matière organique est
transformée en gaz par l’action de microorganismes en l’absence d’oxygène. La caractéristique princi-
pale de la digestion anaérobie est que la quasi totalité de la matière organique dégradée par l’écosystème
microbien, se retrouve sous forme de biogaz, composé de méthane (CH4) à plus de 50%, de dioxyde de
carbone (CO2) et dans un degré moindre d’hydrogène (H2). Le méthane présente l’avantage de pouvoir
être valorisé sous forme d’énergie. Avec ce type de traitement, on a une économie d’énergie grâce à la
production du méthane, la non utilisation d’oxygène et d’une faible production de boues excédentaires
(figure 1.1).
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La digestion anaérobie se déroule en différentes étapes (figure 1.2 à gauche) :
1. Hydrolyse
Pendant cette étape, la plupart des substrats complexes (macromolécules) sont transformés en
composés plus simples (monomères) et solubles par des bactéries hydrolytiques. Les lipides sont
transformés en acides gras et en glycérol ou en autres alcools, les polysaccharides en acides, en
aldéhydes et en alcools, après un stade intermédiaire en monosaccharides et glucides, pendant que
les protéines sont transformées en acide acétique et azote ammoniacal après un stade intermédiaire
comme les aminoacides [Rod05].
2. Acidogénèse
Au cours de cette étape, les composés organiques simples et les monomères organiques sont trans-
formés en Acides Gras Volatiles (AGV), qui sont les acides acétique, propionique, butyrique, valé-
rique et caproïque. Cette étape est réalisée par un groupe de bactéries appelé bactéries acidogènes
et fermentaires. On peut produire de l’hydrogène pendant cette étape.
3. Acétogénèse
C’est l’étape où les AGV et les substances de petite taille moléculaire (quelques alcools) sont
transformés en acétate par des bactéries acétogènes, en produisant de l’hydrogène H2 et du CO2.
✶✵ ❈❤❛♣✐%&❡ ✶
4. Méthanogénèse
L’acétate et l’hydrogène formés précédemment dans le bioréacteur sont utilisés comme substrat
par des microorganismes méthanogènes appelés archae, pour produire principalement du méthane
(CH4) et du dioxyde de carbone (CO2).
La digestion anaérobie est un processus complexe. Toutefois, si l’on considère un effluent où la
matière organique est essentiellement soluble, il peut être résumé en considérant seulement les deux
étapes principales comme synthétisé sur la figure 1.2 à droite ([McC64]) :
– Étape 1 : Acidogénèse
Dans cette première étape, il n’y a pas une production de méthane, les matières organiques com-
plexes (comme les corps gras, les protéines et les carbohydrates) sont converties par un groupe de
bactéries anaérobies dites formatrices d’acide. Elles sont hydrolysées, digérées et converties bio-
logiquement en simples matières organiques, qui sont en grande partie des Acides Gras Volatiles
(AGV).
– Étape 2 : Méthanogénèse
Pendant cette étape, les produits de l’étape précédente (AGV), sont convertis par un groupe bacté-
rien dit formatrices du méthane en produits finaux gazeux, à savoir le méthane CH4 et le dioxyde
du carbone CO2.
Malgré les avantages de la digestion anaérobie, en particulier la production de méthane (CH4), po-
tentiellement valorisable comme source d’énergie (figure 1.3), elle possède aussi des inconvénients :
– La vitesse de croissance des microorganismes est très faible, ce qui nécessite de fixer des temps de
séjour de boues élevés ;
– Il y a potentiellement production d’odeurs ;
– Elle est fortement dépendante du pH et sensible aux variations environnementales ;
– Elle possède une écologie microbienne complexe, impliquant différents types de microorganismes,
ce qui conduit à n’avoir pas les conditions optimales simultanément pour tous les organismes
[Rod05].
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Le principe de traitement des eaux usées est de transformer la matière organique en boue, via l’action
des microorganismes (Biodégradation), puis de séparer la phase liquide épurée de la phase solide (figure
1.4). Les procédés classiques de décantation présentent certains inconvénients. Leur principal point faible
réside dans la sensibilité de la séparation aux conditions opérationnelles. Ainsi, l’eau produite ne peut
pas satisfaire constamment les normes législatives de rejet.
Pour assurer une clarification plus fiable des eaux traitées, une technologie alternative est apparue
depuis quelques années. Elle consiste à substituer la séparation par décantation par une séparation mem-
branaire. Cette technologie est mise en œuvre dans les BioRéacteurs Membranaires (BRM), qui est basée
sur le principe du tamis, c’est-à-dire du passage de l’effluent à travers des pores calibrés d’une membrane
physique. Cette dernière est définie comme une couche de matière, permettant l’arrêt ou le passage sé-
lectif de substances dissoutes ou non [SBK07].
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Dans un BRM, la rétention de la biomasse par la membrane est totale, ce qui permet plusieurs avan-
tages [EB05] :
– L’eau traitée dans un BRM est de qualité supérieure à celle traitée dans un système convention-
nel, puisque la totalité des matières en suspension, des virus et des bactéries est retenue par la
membrane ;
– Généralement dans un BRM la concentration en biomasses est plus élevée (de 8 à 30 g.L−1) que
dans les systèmes classiques, ce qui permet des traitements avec des temps de séjours des liquides
plus faibles ;
– Il y a découplage total entre le temps de séjour des solides et le temps de séjour hydraulique. Il est
donc possible de contrôler indépendamment ces deux paramètres ;
– Dans un BRM la rétention membranaire absolue de tous les microorganismes permet le dévelop-
pement de bactéries lentement croissantes à des niveaux adéquats, ce qui permet la dégradation de
certaines molécules difficilement biodégradables ;
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– La production des boues en excès dans un BRM est inférieure à celle dans des procédés conven-
tionnels. En fait, dans un BRM, le temps de séjour des boues est grand, ce qui permet d’augmenter
la concentration en biomasses et de diminuer la production de boue en excès.
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La classification des membranes se fait selon la forme, le mécanisme de séparation et la structure.
La forme des membranes conditionne la manière dont elles sont assemblées pour fabriquer des modules.
Ainsi, nous trouvons sur le marché :
– Les membranes à fibres creuses : elles sont aujourd’hui les plus répandues, et également les moins
chères à la fabrication. Elles sont souples et peuvent être configurées selon plusieurs schémas
(faisceau tendu, faisceau bouclé, nappes verticales ou horizontales) ;
– Les membranes tubulaires ;
– Les membranes planes ;
– Les membranes en spirales.
Selon le mécanisme de séparation, les membranes sont utilisées pour :
– La microfiltration (10-0.1 µ m) ;
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– L’ultrafiltration (0.1-0.01 µ m) ;
– La nanofiltration (0.01-0.001 µ m).
Concernant leurs structures, les membranes peuvent être isotropes avec des diamètres de pores qui
restent constant tout au long de l’épaisseur, ou anisotropes avec des diamètres de pores qui augmentent
dans le sens de l’écoulement de l’eau. La plupart des membranes disponibles commercialement sont
faites à partir de polymères ou de matériaux inorganiques (polymères) [Sad07].
Selon la configuration du BRM, une membrane peut être soit positionnée sur une boucle externe, soit
immergée.
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Ils constituent la première génération de la technologie membranaire (figure 1.5). Le principe consiste
à faire circuler la biomasse à grande vitesse dans une boucle de façon à limiter le colmatage des mem-
branes. Malheureusement, ces procédés ont des consommations énergétiques élevées à cause de la pres-
sion de cette boucle de circulation (voir le tableau 1.1).
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Les membranes sont directement immergées dans les bassins contenant la boue (figure 1.6). Le prin-
cipe consiste à soutirer le perméat (eau clarifiée) par aspiration. Ces procédés largement utilisés aujour-
d’hui, présentent l’avantage d’une plus faible consommation d’énergie que les procédés à boucle externe.
Malheureusement, ils ont une faible capacité de traitement (voir tableau 1.1) à cause de leur fonctionne-
ment par aspiration.
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Le tableau 1.1 donne une comparaison en termes de dépense énergétique et capacité de traitement
entre les deux techniques.
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Depuis leur apparition, les BRM ont fait l’objet de nombreuses études. Un total de 339 articles
scientifiques relatifs au traitement de divers effluents par bioréacteurs membranaires ont été publiés de
1991 à 2004 [Yan06].
Bien que les BRM soient apparus depuis une trentaine d’année, peu d’articles ont été publiés avant
1995 (figure 1.7). Mais à partir de 1996, il y a une croissance linéaire du nombre des publications scien-
tifiques dans ce domaine, notamment entre 2002 et 2004 (une moyenne 60 à 80 articles). Le nombre
important des publications est un bon indicateur des recherches menées actuellement dans ce domaine.
En 2006 et 2007, un total de 400 publications sur les BRM a été atteint [Men09].
Pour plus de détails sur l’état de l’art des BRM, le lecteur peut se référer aux articles [Cic03], [Jei06],
[Men09], [Ng07] et [Yan06] qui présentent des chiffres et des études sur l’évolution chronologique de
publications scientifiques relatives aux BRM, la distribution géographique des études, les thèmes et les
aspects de recherches ainsi que quelques applications potentielles dans le domaine de traitement des eaux
usées.
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La capacité du traitement biologique des eaux usées est directement reliée à la quantité des microor-
ganismes qui sont retenus effectivement dans le bioréacteur. Pour la technologie anaérobie, une forte
concentration de la biomasse est nécessaire pour effectuer un traitement efficace.
Le développement des bioréacteurs à biomasse fixée (biofilms) sur des supports fixes (filtre anaé-
robie ou réacteur à lit fixe) ou mobiles (filtre granulaire) (figure 1.8), est considéré aujourd’hui comme
un moyen fiable pour assurer une bonne rétention de la biomasse (et donc une forte concentration), per-
mettant ainsi de grandes capacités de conversion des matières organiques. Néanmoins, les eaux usées
industrielles rejetées aujourd’hui ont des caractéristiques complexes, telle que des températures élevées,
des fortes charges organiques polluantes et des sels [Jei06]. Il faut s’attendre dans le futur à ce que la
quantité de telles eaux usées augmente. Par conséquent, l’immobilisation de la biomasse anaérobie par
la formation du biofilm ou des granules peut être difficilement réalisée.
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Selon l’étude bibliographique de [Jei06], plusieurs travaux ont montré que :
– Les hautes températures réduisent les polymères extracellulaires, un facteur clé de la formation
des flocs bactériens ou biofilm ([Qua95], [Sch94]).
– Une grande densité des eaux usées en sels réduit la vélocité de décantation des particules disper-
sées, en perturbant les liaisons entre les bio-polymères et donc l’agrégation de la biomasse.
– Les matières solides en suspension contribuent aussi aux limitations des bioréacteurs granulaires,
en empêchant la distribution du liquide, en diluant le lit de boue par des matières inactives et en
favorisant la croissance sur la surface particulaire plutôt que granulaire ([Let91]).
En raison de toutes ces contraintes opérationnelles, le besoin en procédés capables d’effectuer un
traitement efficace sera croissant. La technologie des BRM couplée à la digestion anaérobie représente un
moyen alternatif pour concentrer la biomasse dans le milieu réactionnel, et découpler les temps de séjour
hydraulique et solide. Ceci permet au système un fonctionnement à forte concentration en biomasse, en
évitant un lessivage des microorganismes et en assurant un traitement indépendant de la formation du
biofilm ou du granulaire. En plus de ces différents avantages, les BioRéacteurs Membranaires Anaérobies
(BRMA) ont la possibilité de retenir de petits microorganismes spécifiques pour le traitement anaérobie
des acides gras de longues chaines ([Hwu98], [Kle99] selon [Jei06]).
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En conclusion, les BRM apparaissent comme des procédés adéquats pour le traitement des eaux
usées fortement chargées en matières organiques et ayant de hautes densités de matières en suspension,
car les particules sont retenues dans le bioréacteur et donc seront dégradées.
La technologie des BRMAs ouvre plusieurs perspectives pour le traitement des eaux usées avec le
double objectif de récupérer de l’énergie et d’épurer pour réutiliser l’eau et des molécules d’intérêt dans
certaines filières comme l’industrie et l’agriculture.
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Dans un premier temps, le terme de Produits Microbiens Solubles (SMP pour Soluble Microbial
Products en anglais) a été utilisé par plusieurs auteurs sans définition précise. Ceci est dû à la difficulté de
l’identification expérimentale des SMP et à la complexité de la composition des effluents. Voici quelques
définitions des SMP proposées dans la littérature [Bar99] :
– Boero et al. [Boe91] énoncent que les SMP sont constitués des produits intermédiaires ou finaux
de la dégradation des substrats et de la décomposition endogène des cellules.
– Noguera et al. [Nog94] définissent les SMP comme l’ensemble des composés organiques en so-
lution provenant du métabolisme du substrat (généralement associé à la croissance bactérienne)
et de la mortalité de la biomasse durant une minéralisation complète des substrats simples. Les
auteurs précisent que lorsque la minéralisation n’est pas complète, comme dans le cas des réac-
tions fermentaires, les SMP ne doivent pas inclure les produits finaux, car ces derniers viennent
directement du substrat et non du métabolisme microbien. Ils concluent que pour les systèmes
anaérobies, les composants intermédiaires comme les AGV doivent être exclus de la définition des
SMP, car ils ne sont pas d’origine microbienne.
– Les SMP sont définis comme un nombre considérable de matières organiques solubles produites
par les bactéries dans le bioréacteur [Bel08].
– En se basant sur la définition de [Nog94] et dans le but de réaliser des études d’un système anaé-
robie alimenté en glucose, [Kuo96a] et [Kuo96b] proposent que les SMP soient modélisés par la
relation :
SMP = DCO soluble - α1∗(Acide acétique mesuré) - α2∗(Acide propénoïque mesuré) -
α3∗(acide iso- et n-butyrique mesuré) - α4∗(glucose mesuré).
Les αi sont des facteurs de conversion. Cette définition des SMP dans les systèmes anaérobies a
été adoptée par plusieurs autres auteurs.
– Aquino et Stuckey [Aqu04b] calculent la quantité de SMP produits dans un chemostat anaérobie
alimenté en glucose, par la différence entre la DCO soluble résiduelle et les AGV contribuant à la
DCO plus le glucose non dégradé :
SMP = DCO résiduelle - Glucose restant - AGV
D’autres approches ont été adoptées par plusieurs auteurs pour la définition des SMP, mais la défini-
tion de Noguera et al. [Nog94] reste la plus utilisée.
Les praticiens du génie des bioprocédés s’intéressent peu aux débats qui sont encore ouverts sur la
définition exacte des SMP. Pour eux, les SMP sont définis pratiquement comme toutes matières solubles
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présentes dans l’effluent et qui n’existaient pas dans l’influent, leur souci est de satisfaire les normes
standards de rejet.
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Les SMP sont produits à partir de trois sources majeures : la croissance bactérienne, la lyse de la
biomasse et l’hydrolyse des Substances Polymères Extra-cellulaires liées (EPSlies pour Extra-cellular
Polymeric Substances en anglais), comme l’illustre la figure 1.9.
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Tout d’abord, la dégradation partielle du substrat permet la croissance bactérienne (biomasse active),
la synthèse des EPSlies et la production des SMP (SMPC). Les EPSlies sont à leur tour soit dissous,
soit lentement hydrolysés par des enzymes libérées par les bactéries pour donner des SMP (SMPH ).
Pendant cette étape, si l’hydrolyse des EPSlies est plus lente que la lyse des cellules, alors la mort puis
la lyse de la biomasse entraînent la formation de cellules mortes résiduelles et de SMP (SMPL). A leur
tour, une partie des SMP produits peut être lentement biodégradée. Généralement, une fraction réfractaire
des boues se retrouve dans le bioréacteur et elle est composée des SMP, d’EPSlies, du substrat inerte et
de la biomasse inerte (voir figure 1.9).
La description précédente des interactions entre les différents compartiments de la boue, permet de
distinguer les mécanismes de production des SMP liés à l’utilisation de substrat accompagnée de la
croissance bactérienne et ceux liés au décès de la biomasse [Mas04].
SMP liés à l’utilisation du substrat et à la croissance bactérienne :
– L’équilibre des concentrations : les micro-organismes sécrètent des SMP pour maintenir un gra-
dient de concentration des deux côtés de la membrane cellulaire. Un stress environnemental des
micro-organismes tel qu’un changement de température ou un choc osmotique peut donc entraîner
une libération de SMP.
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– La croissance et le métabolisme microbien : au cours de la phase de croissance cellulaire, les
micro-organismes renouvellent certains composants de la paroi cellulaire et les protéines cellu-
laires. Ces composants sont donc dégradés puis excrétés dans le milieu sous forme de SMP.
SMP liés à la mortalité de la biomasse :
– Carence ou jeûne : durant une période de carence en substrat, les micro-organismes ont besoin
d’énergie de maintenance. Elle peut être fournie par la respiration endogène ou par l’oxydation des
constituants cellulaires endogènes et des produits de stockage. Lorsque ce phénomène se produit,
les micro-organismes excrètent des SMP qui peuvent à leur tour servir d’énergie de maintenance
lors de la respiration endogène ou du métabolisme autochtone.
– Mortalité et lyse cellulaire : la mort (perte de viabilité ou d’activité cellulaire) puis la lyse cellulaire
(défragmentation des cellules mortes) et enfin l’hydrolyse des particules microbiennes et EPS
mènent à la formation de SMP.
Selon leurs principales origines, les SMP sont classés en deux groupes (figure 1.10) :
– Les UAP (Utilization Associated Products), qui sont principalement composés de petites molé-
cules carbonées dérivées des substrats originaux.
– Les BAP (Biomass Associated Products), qui sont des macromolécules cellulaires contenant sur-
tout du carbone et de l’azote.
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Bien que les BRM aient trouvé leur place dans le domaine du traitement des eaux usées, certains as-
pects limitent encore leur mise en œuvre à l’échelle industrielle, notamment le colmatage des membranes.
C’est un phénomène difficile à prévoir et à maîtriser et il représente de ce fait, le principal handicap pour
des applications potentielles des BRM en épuration des eaux usées.
Le colmatage des membranes induit une diminution, parfois forte, du flux du perméat pour une
filtration à pression constante, ou une augmentation du gradient de pression pour une filtration à flux
constant. A long terme, il entraîne la diminution de la durée de vie des membranes, ce qui impose de les
laver périodiquement ( lavages physiques et/ou chimiques).
✶✳✺ ▲❡% &'♦❞✉✐,% ▼✐❝'♦❜✐❡♥% ❙♦❧✉❜❧❡% ✶✾
Si le fluide à filtrer est chargé en matières et en particules, alors le colmatage intervient dés les
premières minutes de fonctionnement du procédé, en modifiant la sélectivité et la perméabilité de la
membrane. Le colmatage se traduit par une relation non linéaire entre le flux de perméat J et la pres-
sion transmembranaire ∆P (figure 1.11), ainsi que par l’augmentation de la résistance de la membrane
(figure 1.12). Le flux d’un solvant pur varie toujours linéairement avec la pression transmembranaire. En
revanche, un fluide réel a un comportement différent, nous amenant à définir deux valeurs de flux :
– un flux critique (Jcrit) correspondant au flux au delà duquel commence à apparaître le colmatage ;
– un flux limite (Jlim) indépendant de la pression transmembranaire. C’est le flux maximal qu’il est
possible d’atteindre.
Certains auteurs considèrent que le flux critique correspond au flux à partir duquel une baisse de
la perméabilité des membranes est observée, c’est-à-dire le flux en dessous duquel le rapport J∆P reste
constant.
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Le colmatage entraîne des résistances additionnelles à celle par nature de la membrane (figure 1.12) :
Rm : Résistance de la membrane (m−1),
Rd : Résistance du dépôt en surface (m−1),
Ra : Résistance par adsorption (m−1),
Rp : Résistance due au blocage interne des pores à la filtration (m−1),
telles que :
RT = Rm +Rd +Ra +Rp
où RT est la résistance totale à la filtration (m−1).
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Le colmatage peut être classé en deux types : le colmatage réversible et le colmatage irréversible.
Le premier type peut être éliminé hydrauliquement (par rétrolavage par exemple), ou mécaniquement
par exemple par un système d’aération. Le second type correspond à une perte définitive partielle de la
perméabilité et il nécessite un lavage chimique de la membrane. Une classification du colmatage peut
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être donnée sur la base de la taille des pores de la membrane et celles des particules, ainsi que sur la base
des interactions entre les flocs et la membrane (figure 1.13).
– Le colmatage par gâteau : il se produit si la taille des particules est supérieure à celle des pores.
On a une réduction de la surface filtrante de la membrane.
– Le colmatage par bouchage des pores : si la taille des pores est largement supérieure à celle des
particules, alors ces dernières vont pénétrer dans les pores en réduisant progressivement leurs
tailles jusqu’à ce qu’elles les bouchent totalement. On a une réduction de la surface poreuse de la
membrane.
– Le colmatage par blocage des pores : il se produit si la taille des particules est semblable à celle
des pores. On a une diminution de la surface filtrante de la membrane.
– Le colmatage par adsorption : il correspond à la formation des couches dues aux interactions
physico-chimiques entre les flocs et la surface membranaire ou la paroi des pores. On a une réduc-
tion des surfaces poreuse et filtrante de la membrane.
Les trois premiers types du colmatage sont de nature réversible, tandis que le dernier est de nature
irréversible.
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La formulation mathématique utilisée pour modéliser le colmatage est basée sur la loi de Darcy
associée au modèle de résistances en série de la membrane :
J =
∆P
µ(Rm +Rd +Ra +Rp)
avec :
J : Flux du perméat [L/(h.m2)],
∆P : Pression transmembranaire [bar],
Rm, Rd, Ra et Rp : Différentes résistances [1/m],
µ : Viscosité du perméat [bar.h].
Dans ce modèle, le colmatage est traduit par les résistances supplémentaires Rd, Ra, et Rp qui
s’ajoutent à la résistance membranaire Rm au dominateur, ce qui diminue le flux du perméat à pression
transmembranaire ∆P constante.
En pratique, pour minimiser le colmatage, ou nettoyer la surface membranaire déjà colmatée, on a
souvent recours aux solutions suivantes :
– La filtration discontinue : c’est une filtration qui s’arrête et reprend par intervalles. Pendant la
phase de l’arrêt, le colmatage par gâteau réversible peut être plus facilement éliminé.
– Le rétrolavage : il consiste à faire couler le fluide (souvent c’est le perméat) en sens inverse de celui
de la filtration. Cette solution permet d’éliminer le dépôt du gâteau sur la surface membranaire et
des particules à l’intérieur des pores. Malheureusement, le rétrolavage est une méthode couteuse
(utilisation du perméat) et sa mise en œuvre, souvent empirique.
– L’aération : cette solution a un grand intérêt. L’agitation provoquée par les bulles d’air ou de
biogaz au niveau de la membrane limite le dépôt des particules ou favorise leur évacuation. Mais
ici encore, il s’agit d’un moyen de décolmatage très couteux dû à la dépense énergétique induite.
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Le concept de colmatage membranaire dû aux SMP est relativement nouveau. Les études dans ce
domaine ont commencé en 2001 [LC06]. Les SMP sont désormais reconnus comme des paramètres
majeurs à prendre en compte dans l’étude du colmatage des membranes dans les BRM [Men09]. A
cause du temps de séjour des solides important dans les BRM, les SMP s’accumulent facilement dans le
bioréacteur, entraînant un colmatage et une faible filtrabilité.
Dans leur étude bibliographique, Meng et al. [Men09], précisent que Geng et Hall [Gen07] ont ob-
servé que la quantité des SMP (considérés comme des macromolécules) dans la liqueur mixte a une
influence considérable sur le colmatage membranaire (figure 1.14).
Durant la filtration, la membrane peut adsorber les SMP sur sa surface en bloquant ainsi les pores
et/ou en formant une structure de gel, qui fournit une source possible de nutriments pour la formation
d’un biofilm et ainsi la création d’une résistance au flux du perméat [Men09].
Toujours d’après [Men09], Iritani et al. [Iri07] ont établi que la contribution relative du surnageant
au colmatage dans un système anaérobie est proche de 100%, en indiquant que les SMP est le facteur
à contrôler dans la microfiltration de la boue activée. Wisniewski et Grasmick [Wis98] ont attribué aux
SMP environ 50% de la résistance totale pendant la filtration. Lee et al. [Lee02b] ont observé que les
cellules attachées et les SMP produisent une membrane dynamique en plus de la membrane du MBR.
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Dans leur étude bibliographique, [Ng07] mentionnent que des travaux de [Hua00] et [Par05] ont bien
montré que l’accroissement des SMP peut causer une réduction dans la perméabilité de la membrane.
Beaucoup d’autres travaux de la littérature ont étudié la relation entre le phénomène du colmatage
et les SMP. Nous donnons par la suite un récapitulatif de ces travaux d’après l’étude bibliographique de
[Men09].
– Les SMP sont probablement responsables du colmatage [Spé05].
– Si la concentration des SMP diminue, alors l’index de colmatage baisse [Jan06].
– Le taux de colmatage est corrèlé avec la concentration des SMP [Tru06].
– Les SMP jouent un rôle important dans le colmatage [Zha06].
Ce grand nombre de résultats indique bien que les SMP sont des colmatants majeurs des membranes.
Ils contribuent à la formation de la couche de gâteau membranaire et ils sont responsables de bouchage
des pores. Un message fort adressé par les études précédentes, est qu’il est nécessaire de prendre en
compte ces composants de la liqueur mixte lors de la modélisation des BRM.
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Dans ce chapitre, nous avons donné un bref historique de la digestion anaérobie et nous avons rappelé
ses étapes biologiques. Par la suite, nous avons présenté la technique des BioRéacteurs Membranaires
(MBR), leurs intérêts et leur couplage avec le traitement anaérobie des eaux usées. Finalement, nous
avons introduits les produits microbiens solubles (SMP), en précisant leur origine et leur mécanisme de
formation. Ces composants de la liqueur mixte ont un rôle majeur dans le colmatage de la membrane
(blocage des pores). Il est donc primordial d’inclure leur dynamique dans les modèles de la digestion
anaérobie.
Dans le chapitre 2, nous étudions mathématiquement le modèle AM2 à deux étapes de la digestion
anaérobie. Ce modèle sera modifié dans le troisième chapitre afin de prendre en compte une nouvelle
variable modélisant la présence des SMP dans le système.
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Guide de lecture :
Nous consacrons ce chapitre à l’analyse mathématique d’un modèle de digestion anaérobie à deux
étapes obtenu par bilan de matières. Ce modèle nommé AM2 est capable de reproduire le comportement
dynamique du système. Aussi surprenant que cela paraisse, ce modèle, pourtant relativement simple,
n’a jamais été étudié en toute généralité. Dans un premier temps, nous étudions ses équilibres et leur
stabilité. Par la suite, nous révisons des critères de stabilité proposés dans la littérature pour superviser
en-ligne les digesteurs anaérobies.
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La modélisation des systèmes est une représentation particulière de la réalité. Il s’agit de la première
étape à franchir pour estimer, observer, contrôler ou diagnostiquer un procédé. C’est en effet sur la base
d’un modèle dynamique du procédé que s’effectue la conception, l’analyse et la mise en œuvre des
méthodes de surveillance et de commande. Dans le cadre des bioprocédés en général et de la digestion
anaérobie en particulier, la considération des bilans de matière des principaux composants du système
est une manière naturelle pour caractériser sa dynamique [Doc01a].
Lors du fonctionnement d’un procédé de digestion anaérobie, le problème majeur vient du fait que
les Acides Gras Volatiles (AGV) produits pendant la réaction d’acidogénèse peuvent s’accumuler dans le
bioréacteur et déstabiliser donc le processus. C’est la raison pour laquelle les outils de modélisation, de
contrôle et de supervision sont nécessaires pour optimiser le fonctionnement des digesteurs anaérobies.
Selon l’objectif pour lequel ils ont été développés, les modèles de digestion anaérobie peuvent être
classés en deux groupes : i) les modèles de grandes dimensions, développés par les praticiens pour
reproduire le comportement phénoménologique du système et ii) les modèles simplifiés développés pour
le contrôle, décrivant de manière macroscopique la digestion anaérobie en un faible nombre d’étapes
en cascade et ayant une dimension limitée. Un état de l’art sur les modèles de la digestion anaérobie
existants avant 1999 est donné dans [Lyb99].
Le modèle ADM1 ✶ est le modèle phénoménologique de digestion anaérobie le plus complet et l’un
des plus utilisés. Une première version de ce modèle a vu le jour dans un rapport scientifique et technique
en 2001 [IWA01]. C’est un modèle complexe de 32 équations différentielles modélisant les réactions et
les échanges entre les différentes espèces liquides et gazeuses. Malheureusement, du fait de sa grande
dimension, son utilisation pour l’estimation, la commande et la supervision des digesteurs anaérobies
n’est pas appropriée [Fez08], [IWA01].
Pour faire du contrôle des digesteurs anaérobies, un modèle nommé AM2 ✷ beaucoup plus approprié
est utilisé. C’est un modèle à deux étapes : l’Acidogénèse et la Méthanogénèse ✸, qui comprend six
équations différentielles. Il a été développé dans le cadre du projet européen AMOCO ✹ [Ber01c].
Dans ce chapitre, nous présentons le modèle à deux étapes AM2 et nous caractérisons ses équilibres
et leur stabilité afin d’obtenir des informations qualitatives sur les principales variables du processus
(biomasses et substrats). Aussi surprenant que cela paraisse au regard de son apparente simplicité, cette
analyse n’avait jamais été réalisée en toute généralité. Par la suite, fondant notre raisonnement sur l’ana-
lyse du modèle AM2 que nous proposons, nous révisons et nous analysons les critères de stabilité (marge
de stabilité et indice de risque de déstabilisation) d’un digesteur anaérobie proposés initialement par
Hess et Olivier [Hes08]. Des simulations numériques sont présentées et discutées pour illustrer notre
approche.
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Comme nous l’avons mentionné dans l’introduction, les modèles de digestion anaérobie à deux
étapes, ont été largement utilisés pour la supervision en-ligne des procédés. Plusieurs études plus ou
moins approfondies ont été consacrées à l’analyse de la stabilité et la bifurcation des équilibres, à l’es-
timation de la taille du bassin d’attraction de l’équilibre opérationnel, ou encore à la synthèse de lois de
commande stabilisantes. Cependant, ces études ont toutes été réalisées pour des cas particuliers et non
en toute généralité.
Shen et al. [She07] ont analysé la stabilité et la bifurcation des équilibres d’un modèle de digestion
anaérobie en fonction de certains paramètres opérationnels. Le modèle étudié de dimension deux est
dérivé d’un modèle original de dimension six proposé par [ML96], en réduisant et/ou éliminant les
dynamiques rapides et stables. Malheureusement, cette simplification ne permet pas d’analyser tous les
équilibres possibles du système original. De plus, ils ont surestimé la quantité du substrat produit par le
système rapide (la réaction acidogenèse) en régime permanent et disponible pour le système étudié en
dimension deux. Les auteurs ont déduit que le système pouvait avoir un, deux ou trois points d’équilibre
selon les valeurs de certains paramètres ’clés’ comme le bicarbonate de sodium Bic, la concentration Si
de substrat dans l’alimentation et le taux de dilution D. Les résultats obtenus montrent que l’addition
de Bic améliore la robustesse du système en élargissant le bassin d’attraction de l’équilibre intérieur
opérationnel. Pour maximiser la production du méthane CH4 (1er critère), il est nécessaire d’augmenter
Si et D, ce qui détériore la robustesse du système (2me critère). Les auteurs recommandent la synthèse
d’une loi de commande pour assurer un compromis entre les deux critères.
Hess et Bernard [Hes08] ont proposé de caractériser et d’évaluer la taille du bassin d’attraction de
l’équilibre opérationnel d’un modèle réduit à partir du modèle original AM2 à deux étapes [Ber01c] (voir
la section 2.6). Ensuite, ils ont développé des critères de stabilité nommés “marge de stabilité” et “indice
de risque de déstabilisation” pour superviser en-ligne le fonctionnement du procédé. Nous montrerons
dans la section 2.6 que ces indices de stabilité peuvent être problématiques sous certaines conditions
opérationnelles.
Les auteurs ont publié aussi un article complémentaire [Hes09], qui a pour objectif d’étudier des
situations de fonctionnement où le système peut évoluer vers l’équilibre d’acidification (déstabilisation).
L’approche proposée consiste à partager le plan de phase en plusieurs zones et de déterminer la position
des trajectoires du système par rapport à ces zones. Ils étudient l’indice de risque où le fonctionnement
du système peut basculer entre les deux points d’équilibre localement stables : l’équilibre opérationnel
et l’équilibre de lessivage.
Sbarciog et al. [Sba10b] ont proposé une méthodologie pour estimer la “séparatrice” entre les bas-
sins d’attraction de l’équilibre opérationnel désiré et l’équilibre de lessivage d’un digesteur anaérobie
décrit par le modèle AM2 [Ber01c]. Les auteurs considèrent un système d’ordre deux, réduit par une
transformation linéaire des état physiques d’un système original d’ordre quatre. Sbarciog et al. ont pré-
senté dans un autre article [Sba10a] une stratégie pour choisir les entrées du système (taux de dilution
et concentrations en entrée), afin de garantir son bon fonctionnement. Ils ont étudié aussi les équilibres
du système et leur stabilité, transformé sous une forme canonique obtenue à partir de la représentation
physique initiale. Toutefois, leurs études et simulations réalisées ne sont valables que pour un digesteur
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anaérobie parfaitement mélangé (CSTR). C’est à dire, lorsque aucune fraction de la biomasse n’est rete-
nue dans le digesteur, ce qui est un cas particulier du modèle AM2 à deux étapes (lorsque α = 1 dans le
modèle proposé dans [Ber01c]).
Dimitrova et Krastanov [Dim09] ont étudié la stabilité et la bifurcation des équilibres du modèle
AM2, (cf. Bernard et al. [Ber01c]) en dimension 4 en fonction de la variable de commande (taux de
dilution). Ils considèrent pour la méthanogénèse (la deuxième étape), le modèle réduit proposé par Hess
et Bernard [Hes08] et mettent une restriction sur la concentration du substrat dans l’alimentation. Nous
reviendrons plus tard dans le chapitre sur ce point clé de leur travail. Par la suite, Dimitrova et Krastanov
proposent une loi de commande adaptative par retour de sortie pour stabiliser asymptotiquement le sys-
tème autour de l’équilibre opérationnel choisi. Ces travaux sur la commande adaptative des digesteurs
anaérobies ont fait aussi l’objet d’autres articles de ces auteurs [Dim10], [Dim11].
Une analyse de la stabilité locale de quelques modèles de digestion anaérobie a été faite par Simenov
et Diop [Sim10]. Ils ont étudié dans un premier temps un modèle simple à une seule étape (méthanogé-
nèse) en considérant à chaque fois une des cinétiques suivantes : Monod, Contois ou Haldane. Simenov
et Diop ont considéré aussi un modèle de digestion anaérobie en dimension quatre (deux étapes de ré-
actions biologiques), dont ils analysent les équilibres et la stabilité en considérant une cinétique de type
Monod pour l’étape méthanogénèse, ce qui ne prend pas en compte l’éventuelle inhibition provoquée
par l’accumulation des acides gras volatiles dans le système. Avec ce choix, les auteurs ne trouvent que
trois équilibres pour le système de digestion anaérobie, alors qu’un tel système peut avoir jusqu’à six
équilibres comme nous le montrerons dans ce chapitre.
Récemment, Weedermann [Wee12] a introduit dans un modèle de digestion anaérobie à deux étapes
(quatre variables), une nouvelle variable modélisant une toxine externe, qui pourrait inhiber la croissance
des bactéries acidogènes et qui est dégradée par les bactéries méthanogènes. Le modèle étudié ne consi-
dère pas une concentration du substrat dans l’alimentation de la réaction méthanogénèse. Après avoir
réduit le modèle proposé à cinq variables en dimension trois, Weedermann a étudié le comportement de
ce dernier en présence de la toxine. Ainsi, il trouve que le système peut présenter en plus du lessivage et
de la bistabilité de nouveaux comportements comme l’apparition des cycles limites.
Nous soulignons que toutes les études disponibles sur le modèle de digestion anaérobie à deux étapes,
utilisent des fonctions spécifiques des taux de réaction et elles se sont restreintes aux certaines conditions
de fonctionnement.
Notre travail porte sur une étude mathématique rigoureuse de tous les équilibres possibles du modèle
AM2 à deux étapes et de leur stabilité. A l’opposé de Dimitrova et Krastanov [Dim09], nous ne mettons
aucune restriction sur la concentration du substrat disponible à l’entrée de la deuxième étape (métha-
nogénèse). Nous proposons aussi de modifier les indices de stabilité de Hess et Bernard [Hes08] et de
les caractériser sur la base de l’analyse mathématique du modèle que nous réalisons. Pour illustrer notre
approche, des simulations numériques sont réalisées et commentées à la fin.
Notons que l’analyse du modèle AM2 que nous faisons dans ce chapitre, peut être facilement étendue
à tout autre processus biologique à deux étapes comme la nitrification par exemple. Cette classe de
systèmes est décrite par deux réactions en cascade :
k1S1
ϕ1(.)−−−→ X1 + k2S2
k3S2
ϕ2(.)−−−→ X2 + k4S3
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où S1 et S2 sont des substrats dégradés respectivement par les biomasses X1 et X2, tandis que S3 est un
produit final. ϕ1(.) et ϕ2(.) sont les vitesses de réactions biologiques dépendant des variables d’état et ki
sont les coefficients stœchiométriques.
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Le modèle AM2 à deux étapes est un modèle simple à identifier, capable de reproduire le comporte-
ment dynamique et de prendre en compte le phénomène de la déstabilisation des digesteurs anaérobies
par accumulation des Acides Gras Volatiles (AGV). De tous les modèles actuels, il apparaît comme l’un
des plus adaptés pour le contrôle de ces systèmes.
Le développement du modèle AM2 est basé sur l’hypothèse que les populations bactériennes inter-
venant dans la digestion anaérobie, peuvent être divisées en deux groupes principaux de caractéristiques
homogènes et que la digestion anaérobie peut être décrite par un processus à deux étapes.
Dans la première étape appelée acidogénèse, le consortium des bactéries acidogènes (X1) transforme
la matière organique (S1) en AGV (S2) et dioxyde de carbone CO2. Dans la deuxième étape appelée
méthanogénèse, la population des méthanogènes (X2) convertit S2 en méthane CH4 et CO2 [Ber01c].
Les réactions biologiques des deux étapes sont décrites par les schémas réactionnels suivants :
1- Acidogénèse, avec une vitesse de réaction r1 = µ1(S1)X1, telle que µ1(S1) est le taux de crois-
sance spécifique de X1 sur S1 :
k1S1
r1−→ X1 + k2S2 + k4CO2. ✭✷✳✶✮
2- Méthanogénèse, avec une vitesse de réaction r2 = µ2(S2)X2, telle que µ2(S2) est le taux de
croissance spécifique de X2 sur S2 :
k3S2
r2−→ X2 + k5CO2 + k6CH4. ✭✷✳✷✮
L’état S2 est composé essentiellement d’acétate, propionate et butyrate et est supposé se comporter
comme de l’acétate. La Demande Chimique en Oxygène (DCO) totale est la somme de S1 et de S2
[Ber01c].
Comme nous l’avons souligné dans l’introduction, le problème majeur de la digestion anaérobie vient
en fait d’une éventuelle accumulation des AGV (S2) dans le bioréacteur durant la méthanogénèse, ce qui
peut déstabiliser le processus en acidifiant le bioréacteur. Pour modéliser ce phénomène d’inhibition,
nous choisissons une loi de Haldane pour le taux de croissance spécifique des méthanogènes µ2(S2), qui
s’écrit :
µ2(S2) = m2
S2
S22
Ki
+ S2 +K2
, ✭✷✳✸✮
où :
m2 est le taux de croissance maximum de X2 sur S2,
K2 est la constante de demi-saturation associée à S2,
Ki est la constante d’inhibition associée à S2.
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Le taux de croissance spécifique des acidogènes µ1(S1) est modélisé par une loi de Monod :
µ1(S1) = m1
S1
S1 +K1
. ✭✷✳✹✮
où :
m1 est le taux de croissance maximum de X1 sur S1,
K1 est la constante de demi-saturation associée à S1.
Notons que le modèle AM2 a été développé initialement pour modéliser un bioréacteur à lit fixe du
LBE ✺ à Narbonne. Pour plus de détail sur le développement de ce modèle et sur l’identification de ses
paramètres biologiques, cf. [Ber01c].
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Le modèle général AM2 à deux étpaes tel qu’il a été proposé dans la littérature [Ber01c], considère
6 variables d’état nommées :
1. S1 : La concentration de la matière organique à dégrader (DCO),
2. X1 : La concentration de la biomasse acidogène,
3. S2 : La concentration des acides gras volatiles (AGV),
4. X2 : La concentration de la biomasse méthanogène,
5. Z : La concentration de l’alcalinité,
6. C : La concentration du carbone inorganique.
Par la suite, nous ne prenons pas en compte les variablesZ etC et nous notons ξ = [S1, X1, S2, X2]T
le vecteur des variables d’état. Cela ne posera pas de problème pour l’analyse mathématique du modèle
(2.6)-(2.9) d’ordre 4, car il est indépendant des deux variables Z et C (voir le modèle original dans
[Ber01c]). Les variables Z et C peuvent être rajoutées ultérieurement si nécessaire, afin de synthétiser
des observateurs par exemple.
A partir des schémas réactionnels (2.1)-(2.2) et en utilisant la loi de bilan de masse (2.5), [Bas90] :
ξ˙ = Kφ(ξ) +D(ξin − ξ)−Q, ✭✷✳✺✮
le modèle AM2 réduit de dimension 4 s’écrit alors sous la forme : ξ˙ = f(ξ)
S˙1 = D(S1in − S1)− k1µ1(S1)X1, ✭✷✳✻✮
X˙1 = [µ1(S1)− αD]X1, ✭✷✳✼✮
S˙2 = D(S2in − S2) + k2µ1(S1)X1 − k3µ2(S2)X2, ✭✷✳✽✮
X˙2 = [µ2(S2)− αD]X2, ✭✷✳✾✮
avec :
K : la matrice contenant les coefficients de rendement (stœchiométriques),
ξin : le vecteur des éléments entrant dans le bioréacteur,
Q : les termes d’échanges gazeux entre la phase gazeuse et la phase liquide,
✺✳ ▲❛❜♦&❛'♦✐&❡ ❞❡ ❇✐♦'❡❝❤♥♦❧♦❣✐❡ ❞❡ ❧✬❊♥✈✐&♦♥♥❡♠❡♥' ✿ ✇✇✇✳♠♦♥'♣❡❧❧✐❡&✳✐♥&❛✳❢&✴♥❛&❜♦♥♥❡
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φ(ξ) : le vecteur des vitesses de réactions,
D : taux de dilution ([1/j]),
α ∈ [0, 1] : paramètre représentant la fraction de la biomasse qui n’est pas retenue dans le bioréac-
teur,
S1in : la concentration de S1 dans l’alimentation ([g/l]),
S2in : la concentration de S2 dans l’alimentation ([mmol/l]),
k1 : le rendement de dégradation de S1 par X1 ([g/g]),
k2 : le rendement de production de S2 par X1 à partir de S1 ([mmol/g]),
k3 : le rendement de dégradation de S2 par X2 ([mmol/g]).
µ1(.) et µ2(.) sont les cinétiques du système. Elles sont considérées pour notre analyse mathématique
ultérieure comme des fonctions génériques satisfaisant les hypothèses suivantes.
❍②♣♦$❤&'❡ ✷✳✶✳ ✿ µ1 ❡"# ✉♥❡ ❢♦♥❝#✐♦♥ ❞❡ S1 ❛✈❡❝ ✿
✕ µ1(0) = 0✱
✕ µ
′
1(S1) :=
dµ1(S1)
dS1
> 0 ♣♦✉0 S1 ≥ 0✱
✕ µ1(∞) = m1✳
❍②♣♦$❤&'❡ ✷✳✷✳ ✿ µ2 ❡"# ✉♥❡ ❢♦♥❝#✐♦♥ ❞❡ S2 ❛✈❡❝ ✿
✕ µ2(0) = 0✱ µ2(∞) = 0✱
✕ µ2(S2) ❛##❡✐♥# ✉♥ ♠❛①✐♠✉♠ µ
M
2 := µ2(S
M
2 ) > 0 ♣♦✉0 S2 = S
M
2 ✱
✕ µ
′
2(S2) :=
dµ2(S2)
dS2
> 0 "✐ 0 ≤ S2 < SM2 ✱
✕ µ
′
2(S2) :=
dµ2(S2)
dS2
< 0 ♣♦✉0 S2 > S
M
2 ✳
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♣❛0 ❡①❡♠♣❧❡ ❧❛ ❢♦♥❝#✐♦♥ ❞❡ ❚❡""✐❡0 µ1(S1) = m1
(
1− e
−S1
Km
)
❬❇❛#✾✵❪✱ B✉✐ ♣♦✉00❛✐# ✈80✐✜❡0 ❧✬❤②✲
♣♦#❤:"❡ ✷✳✶ ❡# ❧❛ ❢♦♥❝#✐♦♥ I ❞♦✉❜❧❡ ❡①♣♦♥❡♥#✐❡❧❧❡" µ2(S2) = K
(
e−α1S2 − e−α2S2
)
❛✈❡❝ α2 > α1✱
B✉✐ ♣♦✉00❛✐# ✈80✐✜❡0 ❧✬❤②♣♦#❤:"❡ ✷✳✷✳
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Les différents régimes permanents du système sont obtenus en annulant les dérivées (2.6)-(2.9). Nous
avons alors les implications suivantes :
(2.7) = 0 =⇒ X1 = 0 ou µ1(S1) = αD,
(2.9) = 0 =⇒ X2 = 0 ou µ2(S2) = αD.
La situation où (X1 = 0) et (X2 = 0) à la fois est toujours possible, c’est le lessivage total du
bioréacteur, faute de contrôle du système, de manque de substrat limitant ou de surcharge organique.
Nous considérons pour les solutions de (µ1(S1) = αD) et (µ2(S2) = αD) les cas suivants illustrés par
la figure 2.1.
✸✵ ❈❤❛♣✐%&❡ ✷
– Si αD < m1 : l’équation µ1(S1) = αD a une solution λ1(D).
– Si αD ≥ m1 : l’équation µ1(S1) = αD n’a pas de solution et nous posons λ1(D) = +∞.
– Si αD < µM2 : l’équation µ2(S2) = αD a deux solutions λ
1
2(D) < λ
2
2(D).
– Si αD = µM2 : l’équation µ2(S2) = αD a seulement une solution λ
1
2(D) = λ
2
2(D).
– Si αD > µM2 : l’équation µ2(S2) = αD n’a pas de solution et nous posons λ
1
2(D) = +∞.
Si λ1(D) < S1in, nous définissons la quantité :
S∗2in(D) = S2in +
k2
k1
(
S1in − λ1(D)
)
. ✭✷✳✶✵✮
C’est la concentration totale des AGV disponible pour la réaction de méthanogénèse. Elle est égale
à la somme de la concentration S2in en entrée du bioréacteur et la concentration
k2
k1
(
S1in − λ1(D)
)
produite par la réaction d’acidogénèse en régime permanent. Nous reviendrons sur ce point dans la
section 2.4.
λ1 S1
αD > m1
αD = m1m1
µ1(S1)
αD < m1
λ12 S
M
2 λ
2
2 S2
αD > µM2
µM2
µ2(S2)
αD = µM2
αD < µM2
❋✐❣✉$❡ ✷✳✶ ✕ ▲❡* *♦❧✉.✐♦♥* ♣♦**✐❜❧❡* ❞❡ αD = µ1(S1) ✭❣❛✉❝❤❡✮ ❡. ❞❡ αD = µ2(S2) ✭❞8♦✐.❡✮✳
La proposition suivante donne les équilibres possibles du système, qui sont dépendants de D à part
celui du lessivage total.
 !♦♣♦$✐&✐♦♥ ✷✳✶✳ ✿ ▲❡ #②#%&♠❡ ✭✷✳✻✮✲✭✷✳✾✮ ❛ ❛✉ ♣❧✉# #✐① ♣♦✐♥%# ❞✬9:✉✐❧✐❜<❡ ✿
✕ E01 = (S1in, 0, S2in, 0)✱ :✉✐ ❡①✐#%❡ %♦✉❥♦✉<# ❡% :✉✐ ♥❡ ❞9♣❡♥❞ ♣❛# ❞❡ D✳
✕ E11(D) =
(
S1in, 0, λ
1
2(D), X
1
2 (D)
)
♦@ X12 (D) =
1
k3α
(
S2in − λ12(D)
)
✱ :✉✐ ❡①✐#%❡ #✐ ❡% #❡✉❧❡✲
♠❡♥% #✐ S2in > λ
1
2(D)✳
✕ E21(D) =
(
S1in, 0, λ
2
2(D), X
2
2 (D)
)
♦@ X22 (D) =
1
k3α
(
S2in − λ22(D)
)
✱ :✉✐ ❡①✐#%❡ #✐ ❡% #❡✉❧❡✲
♠❡♥% #✐ S2in > λ
2
2(D)✳
✕ E02(D) = (λ1(D), X
∗
1 (D), S
∗
2in(D), 0) ♦@ X
∗
1 (D) =
1
k1α
(S1in − λ1(D))✱ :✉✐ ❡①✐#%❡ #✐ ❡%
#❡✉❧❡♠❡♥% #✐ S1in > λ1(D)✳
✕ E12(D) =
(
λ1(D), X
∗
1 (D), λ
1
2(D), X
1∗
2 (D)
)
♦@ X1∗2 (D) =
1
k3α
(
S∗2in(D)− λ12(D)
)
✱ :✉✐ ❡①✐#%❡
#✐ ❡% #❡✉❧❡♠❡♥% #✐ S1in > λ1(D) ❡% S
∗
2in(D) > λ
1
2(D)✳
✕ E22(D) =
(
λ1(D), X
∗
1 (D), λ
2
2(D), X
2∗
2 (D)
)
♦@ X2∗2 (D) =
1
k3α
(
S∗2in(D)− λ22(D)
)
✱ :✉✐ ❡①✐#%❡
#✐ ❡% #❡✉❧❡♠❡♥% #✐ S1in > λ1(D) ❡% S
∗
2in(D) > λ
2
2(D)✳
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X1 = 0 ♦✉ µ1(S1) = αD,
X2 = 0 ♦✉ µ2(S2) = αD.
◆♦✉$ ❝♦♥$✐❞%9♦♥$ ❞♦♥❝ &✉❛)9❡ ❝❛$ ♣♦$$✐❜❧❡$ ✿
✶✳ ❙✐ X1 = 0 ❡) X2 = 0✱ ♥♦✉$ ❧❡$ 9❡♠♣❧❛@♦♥$ ❞❛♥$ ✭✷✳✻✮ ❡) ✭✷✳✽✮ ❡) ♥♦✉$ ♦❜)❡♥♦♥$ S1 = S1in
❡) S2 = S2in ✿ ❝✬❡$) ❧✬%&✉✐❧✐❜9❡ E
0
1 ✳
✷✳ ❙✐ X1 = 0 ❡) X2 6= 0✱ ❛❧♦9$ ❞❡ ✭✷✳✻✮ ♥♦✉$ ❛✈♦♥$ S1 = S1in✳ ❉❡ ✭✷✳✾✮ ♥♦✉$ ❝❛❧❝✉❧♦♥$
❧❡$ ❞❡✉① $♦❧✉)✐♦♥$ λ12(D) ❡) λ
2
2(D) ❞❡ µ2(S2) = αD ❡) ❞❡ ✭✷✳✽✮ ♥♦✉$ ♦❜)❡♥♦♥$ X
i
2(D) =
1
k3α
(
S2in − λi2(D)
)
, i = 1, 2✳ ▲❡$ %&✉✐❧✐❜9❡$ ❞❛♥$ ❝❡ ❝❛$ $♦♥) Ei1(D)✱ i = 1, 2✱ &✉✐ ❡①✐$)❡♥) $✐
❡) $❡✉❧❡♠❡♥) $✐ S2in > λ
i
2(D)✳
✸✳ ❙✐X1 6= 0 ❡)X2 = 0✱ ❛❧♦9$ ❞❡ ✭✷✳✼✮ ♥♦✉$ ❛✈♦♥$ λ1(D) ❧❛ $♦❧✉)✐♦♥ ❞❡ ❧✬%&✉❛)✐♦♥ µ1(S1) = αD✱
❞❡ ✭✷✳✻✮ ♥♦✉$ ❝❛❧❝✉❧♦♥$ X∗1 (D) ❡) ❞❡ ✭✷✳✽✮ ♥♦✉$ ♦❜)❡♥♦♥$ S
∗
2(D) = S2in+
k2
k1
(S1in − λ1(D))✳
▲✬%&✉✐❧✐❜9❡ ❞❛♥$ ❝❡ ❝❛$ ❡$) E02(D)✳
✹✳ ❙✐ X1 6= 0 ❡) X2 6= 0✱ ❛❧♦9$ ❞❡ ✭✷✳✼✮ ♥♦✉$ ❛✈♦♥$ λ1(D) = µ−11 (αD)✳ ❉❡ ✭✷✳✾✮ ♥♦✉$ ❛✈♦♥$
λi2(D) = µ
−1
2 (αD), i = 1, 2 ❡) ❞❡ ✭✷✳✻✮ ❡) ✭✷✳✾✮ ♥♦✉$ ❛✈♦♥$X
∗
1 (D) ❡)X
i∗
2 (D) 9❡$♣❡❝)✐✈❡♠❡♥)✳
◆♦✉$ ❛✈♦♥$ ❧❡$ %&✉✐❧✐❜9❡$ Ei2(D)✱ i = 1, 2✱ &✉✐ ❡①✐$)❡♥) $✐ ❡) $❡✉❧❡♠❡♥) $✐ S1in > λ1(D) ❡)
S∗2in(D) > λ
i
2(D)✳
▲❡ $②$)H♠❡ ♣❡✉) ❞♦♥❝ ❛✈♦✐9 $✐① %&✉✐❧✐❜9❡$ ❡♥ )♦✉)✳
L’équilibre trivial E01 correspond au lessivage de X1 et de X2 du bioréacteur. L’équilibre trivial
Ei1(D), i = 1, 2, correspond au lessivage de la biomasse acidogène X1 mais pas de la biomasse mé-
thanogène X2. L’équilibre trivial E02(D) correspond au lessivage de la biomasse X2 mais pas de X1.
E12(D) et E
2
2(D) sont les équilibres intérieurs (X1 6= 0 et X2 6= 0), tel que E12(D) correspond au point
de fonctionnement opérationnel du bioréacteur qui est le seul souhaité du point de vue pratique.
✷✳✸✳✹ ➱%✉✐❧✐❜*❡, ❤②♣❡*❜♦❧✐%✉❡, ❡1 ♥♦♥ ❤②♣❡*❜♦❧✐%✉❡, ❞✉ ,②,14♠❡
❉!✜♥✐%✐♦♥ ✷✳✶✳ ✿ ❙♦✐& ❏ ❧❛ ♠❛&'✐❝❡ ❥❛❝♦❜✐❡♥♥❡ ❞✉ %②%&5♠❡ ❞②♥❛♠✐6✉❡ ✭✷✳✻✮✲✭✷✳✾✮✱ !✈❛❧✉!❡ ❛✉&♦✉'
❞✬✉♥ !6✉✐❧✐❜'❡ ❞♦♥♥! ❊✳
▲✬!6✉✐❧✐❜'❡ ❊ ❡%& ❞✐& ❤②♣❡'❜♦❧✐6✉❡ %✐ &♦✉&❡% ❧❡% ✈❛❧❡✉'% ♣'♦♣'❡% ❞❡ ❏ ♦♥& ❞❡% ♣❛'&✐❡% '!❡❧❧❡% ♥♦♥
♥✉❧❧❡%✳ ❙✐♥♦♥✱ ❝✬❡%&✲C✲❞✐'❡ %✐ ❛✉ ♠♦✐♥% ✉♥❡ ❞❡% ✈❛❧❡✉'% ♣'♦♣'❡% ❡%& %✉' ❧✬❛①❡ ✐♠❛❣✐♥❛✐'❡✱ ❊ ❡%& ❞✐&
♥♦♥ ❤②♣❡'❜♦❧✐6✉❡✳
Le système (2.6)-(2.9) peut posséder des équilibres hyperboliques et/ou non hyperboliques, car la
cinétique µ2(S2) est une fonction non-monotone. Plusieurs cas doivent être considérés par rapport aux
positions relatives des solutions λ12(D) et λ
2
2(D) de µ2(S2) = αD et des valeurs S2in et S
∗
2in(D).
✷✳✸✳✹✳✶ ➱-✉✐❧✐❜1❡3 ❤②♣❡1❜♦❧✐-✉❡3 ❞✉ 3②3%8♠❡
Nous distinguons deux cas selon la position de S1in par rapport à λ1(D) :
✸✷ ❈❤❛♣✐%&❡ ✷
1. S1in < λ1(D) (lessivage de X1), les positions possibles de S2in par rapport à λ12(D) et λ
2
2(D)
sont représentées par la figure 2.3, où trois cas peuvent exister :
– Cas 1.1 : S2in < λ12(D) < λ
2
2(D),
– Cas 1.2 : λ12(D) < S2in < λ
2
2(D),
– Cas 1.3 : λ12(D) < λ
2
2(D) < S2in.
Le théorème 2.1 donne le nombre et la nature des équilibres possibles dans ce cas.
2. λ1(D) < S1in (Pas de lessivage deX1), les nombres S2in et S∗2in(D) peuvent prendre six positions
différentes par rapport à λ12(D) et λ
2
2(D), comme illustré sur la figure 2.4.
– Cas 2.1 : S∗2in(D) < λ
1
2(D),
– Cas 2.2 : S2in < λ12(D) < S
∗
2in(D) < λ
2
2(D),
– Cas 2.3 : S2in < λ12(D) < λ
2
2(D) < S
∗
2in(D),
– Cas 2.4 : λ12(D) < S2in < S
∗
2in(D) < λ
2
2(D),
– Cas 2.5 : λ12(D) < S2in < λ
2
2(D) < S
∗
2in(D),
– Cas 2.6 : λ22(D) < S2in.
Le théorème 2.2 donne le nombre et la nature des équilibres possibles dans ce cas.
❚❤"♦$%♠❡ ✷✳✶✳ ✿ ❙✐ S1in < λ1✱ ❛❧♦'( ♥♦✉( ❛✈♦♥( ✸ (♦✉(✲❝❛( ♣♦((✐❜❧❡( ✿
❈❆❙ ✶ : S1in < λ1 E
0
1 E
1
1 E
2
1
❝❛0 ✶✳✶ : S2in < λ
1
2 Stable ∄ ∄
❝❛0 ✶✳✷ : λ12 < S2in < λ
2
2 Instable Stable ∄
❝❛0 ✶✳✸ : λ22 < S2in Stable Stable Instable
❚❤"♦$%♠❡ ✷✳✷✳ ✿ ❙✐ λ1 < S1in✱ ❛❧♦'( ♥♦✉( ❛✈♦♥( ✻ (♦✉(✲❝❛( ♣♦((✐❜❧❡( ✿
❈❆❙ ✷ : S1in > λ1 E
0
1 E
1
1 E
2
1 E
0
2 E
1
2 E
2
2
❝❛0 ✷✳✶ : S∗2in < λ
1
2 Instable ∄ ∄ Stable ∄ ∄
❝❛0 ✷✳✷ : S2in < λ
1
2 < S
∗
2in < λ
2
2 Instable ∄ ∄ Instable Stable ∄
❝❛0 ✷✳✸ : S2in < λ
1
2 < λ
2
2 < S
∗
2in Instable ∄ ∄ Stable Stable Instable
❝❛0 ✷✳✹ : λ12 < S2in < S
∗
2in < λ
2
2 Instable Instable ∄ Instable Stable ∄
❝❛0 ✷✳✺ : λ12 < S2in < λ
2
2 < S
∗
2in Instable Instable ∄ Stable Stable Instable
❝❛0 ✷✳✻ : λ12 < λ
2
2 < S2in Instable Instable Instable Stable Stable Instable
Dans leur article, Dimitrova et Krastanov [Dim09] ont restreint l’étude des équilibres du système (2.6)-
(2.9) au cas :
S2in ≥ SM2 .
Ils argumentent que c’est dans ce cas que le système peut avoir une bistabilité et sinon, si S2in < SM2 ,
la cinétique est monotoniquement croissante pour S2 > 0 et donc le système n’a qu’un seul équilibre.
En fait, même si S2in < SM2 , le système (2.6)-(2.9) peut fonctionner en bistabilité si S
∗
2in(D) > S
M
2
comme l’indique les cas 2.3 et 2.5 du théorème 2.2 (voir figure 2.2 et/ou figure 2.4, cas 2.3).
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❋✐❣✉$❡ ✷✳✹ ✕ ▲❡& ♣♦&✐+✐♦♥& ♣♦&&✐❜❧❡& ❞❡ S2in ❡+ S
∗
2in ♣❛4 4❛♣♣♦4+ 5 λ
1
2 ❡+ λ
2
2 .✉❛♥❞ λ1 < S1in✳
✸✹ ❈❤❛♣✐%&❡ ✷
❉!♠♦♥%&'❛&✐♦♥✳ ▲✬$%✉❞❡ ❞❡ ❧❛ +%❛❜✐❧✐%$ ❞❡+ $.✉✐❧✐❜/❡+ +✬❡♥+✉✐% +✐♠♣❧❡♠❡♥% ❞❡ ❧✬$%✉❞❡ ❞❡+ ✈❛❧❡✉/+
♣/♦♣/❡+ ❞❡ ❧❛ ♠❛%/✐❝❡ ❏❛❝♦❜✐❡♥♥❡ ❞✉ +②+%8♠❡ ✭✷✳✻✮✲✭✷✳✾✮ ✿
J =


−D − k1µ′1(S1)X1 −k1µ1(S1) 0 0
µ
′
1(S1)X1 µ1(S1)− αD 0 0
k2µ
′
1(S1)X1 k2µ1(S1) −D − k3µ
′
2(S2)X2 −k3µ2(S2)
0 0 µ
′
2(S2)X2 µ2(S2)− αD

 ≡
[
J11 0
J21 J22
]
,
♦A ✿
J11 =
[
−D − k1µ′1(S1)X1 −k1µ1(S1)
µ
′
1(S1)X1 µ1(S1)− αD
]
, ✭✷✳✶✶✮
J22 =
[
−D − k3µ′2(S2)X2 −k3µ2(S2)
µ
′
2(S2)X2 µ2(S2)− αD
]
. ✭✷✳✶✷✮
▲❡+ ✈❛❧❡✉/+ ♣/♦♣/❡+ ❞❡ J +♦♥% ❧❡+ ✈❛❧❡✉/+ ♣/♦♣/❡+ ❞❡+ ❜❧♦❝+ J11 ❡% J22✳
❆ ❧✬$.✉✐❧✐❜/❡ E01 ✱ ♥♦✉+ ❛✈♦♥+ ✿
J11 =
[
−D −k1µ1(S1in)
0 µ1(S1in)− αD
]
,
J22 =
[
−D −k3µ2(S2in)
0 µ2(S2in)− αD
]
.
▲❡+ ✈❛❧❡✉/+ ♣/♦♣/❡+ ❞❡ J11 ❡% ❞❡ J22 ♦♥% ❞❡+ ♣❛/%✐❡+ /$❡❧❧❡+ ♥$❣❛%✐✈❡+ +✐ ❡% +❡✉❧❡♠❡♥% +✐
µ1(S1in) < αD ❡% µ2(S2in) < αD /❡+♣❡❝%✐✈❡♠❡♥%✳
❉✬♦A +✐ ✿ S1in < λ1 ❡% ✭S2in < λ
1
2 ♦✉ S2in > λ
2
2✮✱ ❛❧♦/+ E
0
1 ❡+% ❧♦❝❛❧❡♠❡♥% ❛+②♠♣%♦%✐.✉❡♠❡♥%
+%❛❜❧❡✳ ❈❡% $.✉✐❧✐❜/❡ ❡+% ✐♥+%❛❜❧❡ +✐ ✭S1in < λ1 ❡% λ
1
2 < S2in < λ
2
2✮ ♦✉ S1in > λ1✳
❆✉① $.✉✐❧✐❜/❡+ Ei1, i = 1, 2✱ ♥♦✉+ ❛✈♦♥+ ✿
J11 =
[
−D −k1µ1(S1in)
0 µ1(S1in)− αD
]
,
J22 =
[
−D − k3µ′2(λi2)Xi2 −k3αD
µ
′
2(λ
i
2)X
i
2 0
]
.
▲❡+ ✈❛❧❡✉/+ ♣/♦♣/❡+ ❞❡ J11 +♦♥% /$❡❧❧❡+ ❡% ♥$❣❛%✐✈❡+ +✐ ❡% +❡✉❧❡♠❡♥% +✐ µ1(S1in) < αD✳ ◆♦✉+
❛✈♦♥+ ♣♦✉/ ❧❛ ♠❛%/✐❝❡ J22 ✿
det(J22) = αDk3µ
′
2(λ
i
2)X
i
2,
tr(J22) = −D − k3µ′2(λi2)Xi2.
▲❡+ ✈❛❧❡✉/+ ♣/♦♣/❡+ ❞❡ J22 +♦♥% /$❡❧❧❡+ ♥$❣❛%✐✈❡+ J ❧✬$.✉✐❧✐❜/❡ E
1
1 ❡% +♦♥% ❞❡ +✐❣♥❡+ ♦♣♣♦+$+
J ❧✬$.✉✐❧✐❜/❡ E21 ✳ ❉✬♦A✱ +✐ S1in < λ1 ❛❧♦/+ E
1
1 ❡+% ❧♦❝❛❧❡♠❡♥% ❛+②♠♣%♦%✐.✉❡♠❡♥% +%❛❜❧❡ ❡% E
2
1 ❡+%
✐♥+%❛❜❧❡ ❡% +✐ S1in > λ1✱ ❧❡+ ❞❡✉① $.✉✐❧✐❜/❡+ +♦♥% ✐♥+%❛❜❧❡+✳
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❆ ❧✬%&✉✐❧✐❜*❡ E02 ✱ ♥♦✉/ ❛✈♦♥/ ✿
J11 =
[
−D − k1µ′1(λ1)X∗1 −k1αD
µ
′
1(λ1)X
∗
1 0
]
,
J22 =
[
−D −k3µ2(S∗2in)
0 µ2(S
∗
2in)− αD
]
.
▲❡/ ✈❛❧❡✉*/ ♣*♦♣*❡/ ❞❡ J22 /♦♥6 *%❡❧❧❡/ ♥%❣❛6✐✈❡/ /✐ ❡6 /❡✉❧❡♠❡♥6 /✐ µ2(S
∗
2in) < αD✳ ▲❡/ ✈❛❧❡✉*/
♣*♦♣*❡/ ❞❡ J11 /♦♥6 ❞❡ ♣❛*6✐❡/ *%❡❧❧❡/ ♥%❣❛6✐✈❡/ /✐ ✿
det(J11) = αDk1µ
′
1(λ1)X
∗
1 > 0,
tr(J11) = −D − k1µ′1(λ1)X∗1 < 0.
❉✬♦;✱ /✐ S1in > λ1 ❡6 ✭S
∗
2in < λ
1
2 ♦✉ S
∗
2in > λ
2
2✮ ❛❧♦*/ E
0
2 ❡/6 ❧♦❝❛❧❡♠❡♥6 ❛/②♠♣6♦6✐&✉❡♠❡♥6
/6❛❜❧❡✳ ❙✐ S1in > λ1 ❡6 λ
1
2 < S
∗
2in < λ
2
2 ❛❧♦*/ ❝❡6 %&✉✐❧✐❜*❡ ❡/6 ✐♥/6❛❜❧❡✳
❆✉① ❧✬%&✉✐❧✐❜*❡/ Ei2✱ ♥♦✉/ ❛✈♦♥/ ✿
J11 =
[
−D − k1µ′1(λ1)X∗1 −k1αD
µ
′
1(λ1)X
∗
1 0
]
,
J22 =
[
−D − k3µ′2(λi2)Xi∗2 −k3αD
µ
′
2(λ
i
2)X
i∗
2 0
]
.
▲❡/ ✈❛❧❡✉*/ ♣*♦♣*❡/ ❞❡ J11 /♦♥6 ❞❡ ♣❛*6✐❡/ *%❡❧❧❡/ ♥%❣❛6✐✈❡/ /✐ ✿
det(J11) = αDk1µ
′
1(λ1)X
∗
1 > 0,
tr(J11) = −D − k1µ′1(λ1)X∗1 < 0,
❡6 ♦♥ ❛ ✿
det(J22) = αDk3µ
′
2(λ
i
2)X
i∗
2 ,
tr(J22) = −D − k3µ′2(λi2)Xi∗2 .
▲❡/ ✈❛❧❡✉*/ ♣*♦♣*❡/ ❞❡ J22 /♦♥6 ❞❡ ♣❛*6✐❡/ *%❡❧❧❡/ ♥%❣❛6✐✈❡/ B ❧✬%&✉✐❧✐❜*❡ E
1
2 ❡6 /♦♥6 *%❡❧❧❡/ ❞❡
/✐❣♥❡/ ♦♣♣♦/%/ B ❧✬%&✉✐❧✐❜*❡ E22 ✳ ❉♦♥❝✱ /✐ S1in > λ1 ❛❧♦*/ E
1
2 ❡/6 ▲❆❙ ❡6 E
2
2 ❡/6 ✐♥/6❛❜❧❡✳
✷✳✸✳✹✳✷ ➱%✉✐❧✐❜*❡, ♥♦♥ ❤②♣❡*❜♦❧✐%✉❡, ❞✉ ,②,34♠❡
Les équilibres non hyperboliques apparaissent si deux des quatre nombres λ12(D), λ
2
2(D), S2in et
S∗2in(D) sont égaux. Dans ce cas, deux équilibres du système coïncident et au moins une des valeurs
propres de la matrice Jacobien du système (2.6)-(2.9) est de partie réelle nulle.
Les différents cas possibles sont illustrés sur les figures 2.5 quand (S1in < λ1(D)) et 2.6 quand
(λ1(D) < S1in). La coïncidence des équilibres est résumée par le théorème 2.3 pour (S1in < λ1(D)) et
le théorème 2.4 pour (λ1(D) < S1in).
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Le système (2.6)-(2.9) a une structure en cascade, ce qui en simplifie l’étude. Nous allons utiliser
cette structure schématisée par la figure 2.7 pour discuter son comportement global.
❙♦✉,✲,②,%/♠❡ ✶ ✿ ❆❈■❉❖●❊◆❊❙❊
S˙1 = D(S1in − S1)− k1µ1(S1)X1
X˙1 = [µ1(S1)− αD]X1 k2µ1(S1)X1 S2in
❙♦✉,✲,②,%/♠❡ ✷ ✿ ▼❊❚❍❆◆❖●❊◆❊❙❊
S˙2 = D(S2in − S2) + k2µ1(S1)X1 − k3µ2(S2)X2
X˙2 = [µ2(S2)− αD]X2
❋✐❣✉$❡ ✷✳✼ ✕ ▲❛ $;3✉❝;✉3❡ ❝❛$❝❛❞❡ ❞✉ $②$;>♠❡ ✭✷✳✻✮✲✭✷✳✾✮
Remarquons que le sous-système 1 composé des équations (2.6)-(2.7)≡(2.13), peut être intégré sé-
parément. Les dynamiques des variables X1 et S1 sont indépendantes des variables X2 et S2.

S˙1 = D(S1in − S1)− k1µ1(S1)X1
X˙1 = [µ1(S1)− αD]X1
✭✷✳✶✸✮
Ce système correspond à un modèle de chémostat classique avec une cinétique µ1(S1) vérifiant
les propriétés de l’hypothèse 2.1 et un soutirage αD de la biomasse X1. Nous résumons ses régimes
permanents de la façon suivante [Smi95], en se référant à la figure 2.1 à gauche.
– Si m1 ≤ αD, l’équation αD = µ1(S1) n’a pas de solution. La biomasse X1 est soutirée plus vite
que sa croissance maximale. Le substrat S1 n’est pas dégradé et sa concentration asymptotique
est égale à S1in. Le système a un seul équilibre de lessivage E0 = (S∗1 = S1in, X
∗
1 = 0), qui est
globalement asymptotiquement stable.
– Si m1 > αD et λ1(D) > S1in, l’équation αD = µ1(S1) a une solution λ1(D) mais qui est
inacceptable, car à l’équilibre il n’y a pas suffisamment de substrat pour que la biomasse sur-
✷✳✹ ❈♦♠♣♦'(❡♠❡♥( ❣❧♦❜❛❧ ❞✉ 1②1(3♠❡ ✸✾
vive. De même, le système fonctionne autour de l’équilibre de lessivage E0, qui est globalement
asymptotiquement stable.
– Si m1 > αD et λ1(D) < S1in, l’équation αD = µ1(S1) a une solution λ1(D) acceptable. Le
système admet dans ce cas deux équilibres : l’équilibre de lessivage instable E0 et l’équilibre non
trivial E1(D) = (λ1(D), X∗1 (D)) qui est globalement asymptotiquement stable.
Sur la figure 2.8, nous représentons dans le plan de phase (S1, X1) les trajectoires et les équilibres du
système (2.13) et aussi, ses solutions temporelles. Les figures à gauche correspondent au seul équilibre
de lessivage et les figures à droite, correspondent au cas de deux équilibres.
S1E0
E1
X1
S1E0
X1
t
S1(t)
X1(t)
t
S1(t)
X1(t)
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Nous nous intéressons par la suite au cas λ1(D) < S1in (équilibre intérieur stable) et nous étudions
le comportement du sous-système 2, composé des équations (2.8)-(2.9).
L’entrée de ce système est la somme de la concentration d’alimentation en AGV S2in et la quantité
provenant du système (2.13) comme le montre la figure 2.7. Ainsi, les équations (2.8)-(2.9) peuvent se
réécrire sous la forme suivante :

S˙2 = D (f(t)− S2)− k3µ2(S2)X2
X˙2 = [µ2(S2)− αD]X2
✭✷✳✶✹✮
✹✵ ❈❤❛♣✐%&❡ ✷
avec :
f(t) = S2in +
k2
D
µ1(S1(t))X1(t). ✭✷✳✶✺✮
Nous supposons maintenant que le système (2.13) atteint son régime permanentE1(D) = (λ1(D), X∗1 (D))
et que la limite de f(t) quand t→ ∞ existe et est égale à S∗2in(D) donné par (2.10). Par conséquent, le
système (2.14) tend vers :


S˙2 = D(S
∗
2in − S2)− k3µ2(S2)X2
X˙2 = [µ2(S2)− αD]X2
✭✷✳✶✻✮
Ce dernier système correspond à un modèle de chémostat classique avec une cinétique µ2(S2) véri-
fiant les propriétés de l’hypothèse 2.2 et un soutirage αD de X2. Du fait que µ2(S2) est non-monotone,
plusieurs cas doivent être considérés par rapport à la solution de l’équation αD = µ2(S2) [Smi95] :
– Si αD > µM2 , il n’y a pas de solution de αD = µ2(S2) etX2 est soutirée plus vite qu’elle ne croît.
Le système possède un seul équilibre de lessivage E0 = (S2 = S∗2in, X2 = 0) qui est globalement
asymptotiquement stable.
– Si µM2 > αD > µ2(S
∗
2in), il y a deux solutions λ
1
2(D) < λ
2
2(D) < S
∗
2in de l’équation αD =
µ2(S2). Le système a trois équilibres possibles : l’équilibre de lessivage stable E0, l’équilibre
intérieur stable E1(D) = (λ12, X
1∗
2 ) et l’équilibre intérieur instable E2(D) = (λ
2
2, X
2∗
2 ).
– Si αD ≤ µ2(S∗2in), il y une solution acceptable λ12(D) < S∗2in(D), l’autre solution λ22(D) >
S∗2in(D) est exclue. Le système admet deux équilibres : l’équilibre de lessivage instable E0 =
(S2 = S
∗
2in, X2 = 0) et l’équilibre intérieur stable E1(D) = (λ
1
2, X
1∗
2 ).
– Si ∀ αD ∈ [µ2(S∗2in), µM2 ] tel que S∗2in(D) ≤ λ12(D) ≤ λ22(D), les deux solutions λ12(D) et
λ22(D) sont exclues et le système possède un seul équilibre de lessivage stable E0 = (S2 =
S∗2in, X2 = 0). Il n’y a pas suffisamment de substrat pour que la biomasse croisse.
Nous montrons sur la figure 2.9 les trajectoires et les équilibres dans le plan de phase (S2, X2) et les
solutions temporelles du sous système 2.
Dans le cas d’un seul équilibre (E0) ou de deux équilibres (E0, E1(D)), le système (2.16) fonctionne
en mono-stabilité (figure 2.9, gauche et droite). Dans le cas de trois équilibres (E0, E1(D), E2(D)), le
système présente une bistabilité où les bassins d’attraction des deux équilibres stables E0 et E1(D), sont
séparés par les deux séparatrices stables de E2(D) (figure 2.9, centre).
Le fonctionnement global du système (2.6)-(2.9) est résumé par le théorème suivant.
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Dans cette section, nous caractérisons les différents équilibres du système (2.6)-(2.9) en fonction
de la variables de commande D (taux de dilution). Définissons d’abord sur la figure 2.10 les valeurs
particulières de D donnant les différentes bifurcations des équilibres :
D1 =
µ1 (S1in)
α
, D2 =
µM2
α
, D3 =
µ2 (S2in)
α
.
D4 est la solution de l’équation λ22(D) = S∗2in(D).
Supposons que D1 > D2 > D3 > D4 et représentons sur la figure 2.11 les composantes des
équilibres (voir section 2.3.3) en fonction de D. Bien entendu, d’autres cas peuvent avoir lieu où les Di
ne sont pas classés dans cet ordre.
Les bifurcations des équilibres se produisent chaque fois que la valeur de D est égale à une des
valeurs D1, D2, D3, D4 (voir figure 2.11) :
1. Si D > D1, alors le système a un seul équilibre hyperbolique E01 , (voir le cas 1.1 du théorème
2.1).
✹✷ ❈❤❛♣✐%&❡ ✷
S2S2S2S1
λ22 = S
∗
2in
S2inSM2S1in
µ2(S2) µ2(S2) µ2(S2)µ1(S1)
D4
αD3
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αD1
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2. Si D = D1, alors le système a un seul équilibre non hyperbolique E01 = E
0
2(D1). Ce cas corres-
pond à S1in = λ1, qui n’est pas considéré dans les théorèmes 2.3 et 2.4.
3. Si D1 > D > D2, alors le système a deux équilibres hyperboliques E01 et E
0
2(D), (voir le cas 2.1
du théorème 2.2).
4. Si D = D2 alors le système a deux équilibres hyperboliques E01 , E
0
2(D2), et deux équilibres non
hyperboliques E11(D2) = E
2
1(D2) et E
1
2(D2) = E
2
2(D2) (voir le cas 2.14 du théorème 2.4).
5. Si D2 > D > D3, alors le système a six équilibres hyperboliques E01 , E
0
2(D), E
1
1(D), E
2
1(D),
E12(D) et E
2
2(D) (voir le cas 2.6 du théorème 2.2).
6. Si D = D3, alors le système a quatre équilibres hyperboliques E02(D3), E
1
1(D3), E
1
2(D3) et
E22(D3) et un équilibre non hyperbolique E
0
1 = E
2
1(D3) (voir le cas 2.13 du théorème 2.4).
7. Si D3 > D > D4, alors le système a cinq équilibres hyperboliques E01 , E
0
2(D), E
1
1(D), E
1
2(D)
et E22(D) (voir le cas 2.5 du théorème 2.2).
8. Si D = D4, alors le système a trois équilibres hyperboliques E01 , E
1
1(D4), E
1
2(D3) et un équilibre
non hyperbolique E02(D4) = E
2
2(D4) (voir le cas 2.12 du théorème 2.4).
9. Si D4 > D > 0, alors le système a quatre équilibres hyperboliques E01 , E
0
2(D), E
1
1(D) et E
1
2(D)
(voir le cas 2.4 du théorème 2.2).
Le système peut toujours fonctionner autour des équilibres de lessivage E01 , E
i
1 et E
0
2 sous certaines
conditions opérationnelles (déficit de substrats), ou si la valeur de D est mal choisie. Ceci n’est pas
souhaité d’un point de vue pratique, d’où la nécessité d’utiliser un contrôle adéquat pour éviter ces
phénomènes de lessivage et stabiliser le système autour de l’équilibre intérieur opérationnel E12(D).
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E12(D1) = E
1
1(D1), E
2
2(D1) = E
2
1(D1).
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Nous montrons par la suite comment l’analyse mathématique précédente du modèle, peut être utilisée
pour réviser et modifier un important outil de supervision du procédé proposé par [Hes08].
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Hess et Bernard [Hes08] considèrent un système de digestion anaérobie décrit par les équations
(2.6)-(2.9), qu’ils voient comme une cascade des deux systèmes (2.13) et (2.14).
Ils supposent que la dynamique (2.13) de la phase acidogénèse atteint son équilibre opérationnel
stable (S∗1(t) = λ1, X
∗
1 ) et démontrent l’inégalité suivante :
k1µ1(S
∗
1(t))X
∗
1 (t) = D(S1in − λ1) < DS1in.
Hess et Bernard majorent donc la quantité k2k1 (S1in − λ1) des AGV produits par le système (2.13)
en régime permanent et disponible pour le système (2.14) par k2k1S1in. Par conséquent, ils réduisent le
système (2.14) sous la forme :


S˙2 = D
(
S˜2in − S2
)
− k3µ2(S2)X2,
X˙2 = [µ2(S2)− αD]X2.
✭✷✳✶✼✮
avec :
S˜2in = S2in +
k2
k1
S1in. ✭✷✳✶✽✮
Ils notent que pour toutes les solutions (S1, X1) du système (2.13), nous avons la majoration suivante
pour la fonction (2.15) :
f(t) ≤ S˜2in,
et qu’au “pire des cas”, S˜2in est la limite supérieure de la concentration totale du substrat S2 disponible
pour le système (2.14).
Mais il faut bien noter que cette quantité est surestimée, car en réalité f(t) doit converger en régime
permanent vers la quantité (2.10) :
lim
t→+∞
f(t) = S∗2in = S2in +
k2
k1
(S1in − λ1).
Les auteurs notent que le système (2.17) peut avoir trois équilibres au maximum :
– L’équilibre trivial ξ02 = (S˜2in, 0), localement stable et correspondant au lessivage de X2,
– L’équilibre intérieur stable ξ12 = (λ
1
2, X˜
1
2 ), avec X˜
1
2 =
1
αk3
(S˜2in − λ12),
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– L’équilibre intérieur instable ξ22 = (λ
2
2, X˜
2
2 ), avec X˜
2
2 =
1
αk3
(S˜2in − λ22).
L’existence et la stabilité de ces équilibres dépendent des positions relatives des nombres λ12, λ
2
2 et
S˜2in (voir le tableau 1 et la figure 1 de [Hes08]).
Notons que l’ensemble des équilibres du système (2.13) et de ceux du système réduit (2.17) ne
constituent pas les vrais équilibres du système original (2.6)-(2.9) tels qu’ils ont été présentés et étudiés
dans les sections 2.3.3 et 2.3.4. En d’autres termes, l’étude proposée par Hess et Bernard ne correspond
pas à l’étude du système original (2.6)-(2.9).
Pour plus de détails sur leurs démarches et leurs démonstrations, nous renvoyons le lecteur aux
[Hes07] et [Hes08].
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Dans le cas où le système fonctionne en bistabilité asymptotique, il peut converger soit vers l’équi-
libre de lessivage ξ02 , soit vers l’équilibre opérationnel ξ
1
2 . Il est important donc d’évaluer la taille du
bassin d’attraction de ce dernier.
Pour se faire, Hess et bernard [Hes08] définissent pour αD ∈ [µ2(S˜2in), µM2 ] (figure 2.13 à gauche)
la marge de stabilité (MHB), comme la distance dans le plan de phase (S2, X2) entre les équilibres
intérieurs ξ12 stable et ξ
2
2 instable (figure 2.13 à droite) :
MHB(D) =‖ ξ12 − ξ22 ‖ . ✭✷✳✶✾✮
Ils définissent également la marge critique de stabilité (McHB), comme la valeur maximale de la marge
de stabilité obtenue pour αD = µ2(S˜2in). C’est la distance entre les équilibres ξ12 et ξ
0
2 .
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A partir de ces deux grandeurs, Hess et Bernard considèrent un critère de stabilité appelé marge
relative de stabilité (mrs) qui leur permet de définir un indice de risque (r), qui servira à indiquer en-
ligne à l’opérateur d’un procédé, le risque associé à son mode de gestion [Hes07].
Ces marges et critères de stabilité proposés par [Hes08] sont calculés explicitement dans le cas d’une
cinétique Haldane modélisée par (2.3) et sont donnés par :
MHB(D) = 2
√
1 +
1
α2k23
√(
Ki
2
(m2
αD
− 1
))2
−KiK2. ✭✷✳✷✵✮
✹✻ ❈❤❛♣✐%&❡ ✷
McHB
(
µ2(S˜2in)
α
)
=
√
1 +
1
α2k23
(
S˜2in − KiK2
S˜2in
)
. ✭✷✳✷✶✮
mrs =


0 pour αD > µM2 ,
MHB
McHB
pour αD ∈
[
µ2(S˜2in), µ
M
2
]
,
1 pour αD < µ2(S˜2in).
✭✷✳✷✷✮
r = 1−mrs =


1 pour αD > µM2 ,
1− MHBMcHB pour αD ∈
[
µ2(S˜2in), µ
M
2
]
,
0 pour αD < µ2(S˜2in).
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✷✳✻✳✸ ❘%✈✐(✐♦♥ ❞❡( ❝.✐/0.❡( ♣.♦♣♦(%(
Dans cette section, nous montrons que les critères proposés ne sont pas valables pour toutes les
conditions de fonctionnement.
Notons tout d’abord que nous pouvons évaluer la marge de stabilité (2.19) dans le cas général des
cinétiques µ2(S2), caractérisées par l’hypothèse (2.2) et montrer qu’elle ne dépend que des solutions λ12
et λ22 de l’équation µ2(S2) = αD et des paramètres α et k3. Pour ceci, nous donnons la proposition
suivante :
 !♦♣♦$✐&✐♦♥ ✷✳✷✳ ✿ MHB(D) ❡"# ❞♦♥♥' ♣❛* ✿
MHB = ‖ξ12(D)− ξ22(D)‖ =
√
1 +
1
k23α
2
(λ22 − λ12). ✭✷✳✷✹✮
❉'♠♦♥"#*❛#✐♦♥✳ ▲❡* +,✉✐❧✐❜1❡* ξ12(D) ❡2 ξ
2
2(D) *♦♥2 ❞♦♥♥+* ♣❛1 ✿
ξ12(D) = (λ
1
2(D), X˜
1
2 (D)), ξ
2
2(D) = (λ
2
2(D), X˜
2
2 (D)).
▲❛ ❞✐*2❛♥❝❡ MHB(D) = ξ
2
2(D)− ξ12(D) ❡*2 ❞♦♥♥+❡ ♣❛1 ✿
MHB(D) =
√
(λ22(D)− λ12(D))2 + (X˜22 (D)− X˜12 (D))2
=
√
(λ22(D)− λ12(D))2 + 1k23α2 (S˜2in − λ
2
2(D)− S˜2in + λ12(D))2.
❉✬♦< ✿ MHB(D) =
√
1 + 1
k23α
2 (λ
2
2(D)− λ12(D)).
En fait, la marge de stabilité doit être calculée pour le système original (2.6)-(2.9), comme la dis-
tance entre les équilibres E12 et E
2
2 quand αD ∈ [µ2(S∗2in), µM2 ]. Plus précisément, nous établissons la
proposition suivante :
 !♦♣♦$✐&✐♦♥ ✷✳✸✳ ✿ M(D) ❡"# ❞♦♥♥' ♣❛* ✿
M = ‖E12(D)− E22(D)‖ =
√
1 +
1
k23α
2
(λ22 − λ12). ✭✷✳✷✺✮
✷✳✻ ❙✉% ✉♥ ❝%✐)*%❡ ❞❡ -)❛❜✐❧✐)1 ♣%♦♣♦-1 ✿ %1✈✐-✐♦♥ ❡) ♠♦❞✐✜❝❛)✐♦♥ ✹✼
❉!♠♦♥%&'❛&✐♦♥✳ ▲❡$ %&✉✐❧✐❜+❡$ E12(D) ❡, E
2
2(D) $♦♥, ❞♦♥♥%$ ♣❛+ ✿
E12(D) = (λ1(D), X
∗
1 (D), λ
1
2(D), X
1∗
2 (D)), E
2
2(D) = (λ1(D), X
∗
1 (D), λ
2
2(D), X
2∗
2 (D)).
▲❛ ❞✐$,❛♥❝❡ M(D) = E22(D)− E12(D) ❡$, ❞♦♥♥%❡ ♣❛+ ✿
M(D) =
√
(λ1(D)− λ1(D))2 + (X∗1 (D)−X∗1 (D))2 + (λ22(D)− λ12(D))2 + (X2∗2 (D)−X1∗2 (D))2
=
√
(λ22(D)− λ12(D))2 + 1k23α2 (S
∗
2in − λ22(D)− S∗2in + λ12(D))2.
❉✬♦6 ✿ M(D) =
√
1 + 1
k23α
2 (λ
2
2(D)− λ12(D)).
Si αD = µ2(S∗2in), alors nous avons :
λ12 = λ
∗
2, λ
2
2 = S
∗
2in.
L’équilibre E22 coïncide avec E
0
2 et la marge critique de stabilité est égale à :
Mc(D) =
√
1 +
1
k23α
2
(S∗2in − λ∗2). ✭✷✳✷✻✮
Le calcul de la marge relative de stabilité (MRS) et de l’indice de risque (R) révisés doit être basé sur
ces nouveaux critères :
MRS =


0 pour αD > µM2 ou S
∗
2in < λ
1
2,
M
Mc
pour λ22 < S
∗
2in,
1 pour λ12 < S
∗
2in < λ
2
2.
✭✷✳✷✼✮
R = 1−MRS =


1 pour αD > µM2 ou S
∗
2in < λ
1
2,
1− MMc pour λ22 < S∗2in,
0 pour λ12 < S
∗
2in < λ
2
2.
✭✷✳✷✽✮
avec
M(D)
Mc(D)
=
λ22(D)− λ12(D)
S∗2in(D)− λ∗2(D)
.
Notons que dans le cas S∗2in < λ
1
2 < λ
2
2, nous avons une marge relative de stabilité nulle (voir 2.27)
et un indice de risque égal à 1 (voir 2.28), ce qui n’a pas été pris en compte par les critères (2.22) et (2.23)
proposés par [Hes08]. Nous représentons sur la figure 2.14 les marges de stabilité proposées et modifiées
si λ22 < S
∗
2in.
✷✳✻✳✹ ❈♦♠♣❛)❛✐+♦♥ ❞✉ ❝)✐01)❡ ♣!♦♣♦#$ ❡0 ❞✉ ❝)✐01)❡ !$✈✐#$
Nous présentons dans cette section une comparaison des comportements du système initial (2.16) et
du système réduit (2.17) selon le nombre des équilibres de chaque système dans différentes conditions
de fonctionnement.
✹✽ ❈❤❛♣✐%&❡ ✷
S2
µ2(S2)
λ22λ
1
2 S˜2inS
∗
2in
µM2
αD
µ2(S
∗
2in)
µ2(S˜2in)
▼❛"❣❡
❞❡ &'❛❜✐❧✐'+ M
▼❛"❣❡ ❝"✐'✐-✉❡ Mc ♠♦❞✐✜+❡
▼❛"❣❡ ❝"✐'✐-✉❡ McHB ♣"♦♣♦&+❡ ♣❛" ❬❍❡&✵✽❪
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Rappelons les expressions (2.10) et (2.18) de S∗2in et S˜2in respectivement.
S∗2in = S2in +
k2
k1
(S1in − λ1), S˜2in = S2in + k2
k1
S1in.
Nous allons supposer que λ1 augmente et donc que S∗2in diminue et peut même devenir inférieur à
λ12, alors que S˜2in reste constante tout le temps. Trois cas sont considérés par la suite.
Conditions de fonctionnement 1 : λ12 < λ
2
2 < S
∗
2in < S˜2in
Cette situation est illustrée par la figure 2.15. Les deux systèmes initial (2.16) et réduit (2.17) pos-
sèdent trois points d’équilibre, notés Ei2 et ξ
i
2 (i=0..2) respectivement, dont les équilibres de lessivage
(E02 , ξ
0
2) et les équilibres opérationnels (E
1
2 , ξ
1
2) sont localement stables, tandis que les équilibres (E
2
2 ,
ξ22) sont instables.
Notons que si nous considérons les équilibres ξ02 , ξ
1
2 et ξ
2
2 au lieu des équilibres actuels E
0
2 , E
1
2 et
E22 , alors la concentration S˜2in est surestimée à l’équilibre ξ
0
2 car la vraie concentration est S
∗
2in qui est
bien inférieure. De même, la biomasse X2 est surestimée aux équilibres ξ12 et ξ
2
2 car X˜
i
2 > X
i∗
2 . Nous
avons :
S˜2in − S∗2in =
k2
k1
λ1, X˜
i
2 −Xi∗2 =
S˜2in − S∗2in
αk3
=
k2λ1
αk3k1
.
Notons aussi que les distances ξ22−ξ12 etE22−E12 sont égales. Ceci confirme en plus des propositions
2.2 et 2.3, que dans ces conditions de fonctionnement, si nous considérons les équilibres du système
initial (2.16) plutôt que ceux du système réduit (2.17), alors nous obtiendrons la même marge de stabilité
(M ) :
M =‖ E22 − E12 ‖=‖ ξ22 − ξ12 ‖ .
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2
2 < S
∗
2in < S˜2in
Conditions de fonctionnement 2 : λ12 < S
∗
2in < λ
2
2 < S˜2in
Nous illustrons ce cas par la figure 2.16. Le système initial (2.16) a deux équilibres, un équilibre de
lessivage E02 instable et un équilibre opérationnel E
1
2 globalement stable, tandis que le système réduit
(2.17) possède trois équilibres dont deux (ξ02 et ξ
1
2) sont localement stables et le troisième (ξ
2
2) est instable.
Selon le critère de stabilité (2.23) proposé par [Hes08], le système réduit qui fonctionne en bistabilité
présente un indice de risque r = 1 − MMc , alors que le système réel qui fonctionne en mono-stabilité
globale a un indice de risque nul (R = 0).
Nous concluons que les critères de stabilité proposés initialement par [Hes08] ne sont pas valides
dans ce cas. En d’autres termes, un utilisateur qui baserait ses actions sur la marge de stabilité pourrait
prendre une mauvaise décision puisque cette marge de stabilité ne rend pas compte de ce qui se passe
réellement dans le système.
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∗
2in < λ
2
2 < S˜2in
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Conditions de fonctionnement 3 : S∗2in < λ
1
2 < λ
2
2 < S˜2in
Cette situation est montrée par la figure 2.17. Elle est clairement encore plus problématique. Il s’agit
d’une situation dans laquelle le substrat S2 baisserait dramatiquement dans le bioréacteur. Sa quantité
n’est alors plus suffisante pour assurer la croissance de la biomasse X2. Dans ce cas, le système initial
(2.16) a un seul équilibre de lessivage E02 qui est globalement asymptotiquement stable, alors que le
système réduit (2.17) possède toujours trois équilibres et fonctionne en bistabilité !
Selon les critères de stabilité développés initialement par [Hes08], le système est opérationnel autour
de l’équilibre positif stable ξ12 , alors qu’en réalité, la biomasse X2 est lessivée du bioréacteur. Malheu-
reusement, dans ce cas, l’utilisation de la marge de stabilité proposée ne donnera pas des informations
correctes à l’utilisateur sur le fonctionnement actuel du système réel.
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Nous résumons les cas étudiés précédemment comme suit :
– Quand le système a trois équilibres dont deux sont stables (bistabilité), l’indice de risque existe et
il donne à l’utilisateur des informations pertinentes sur le risque de déstabilisation.
– Quand le système a deux équilibres : un équilibre positif globalement stable et un équilibre de
lessivage instable, l’indice de risque est nul ce qui signifie que le processus est opérationnel autour
de l’équilibre stable.
– Quand le système a un seul équilibre de lessivage, alors l’indice de risque est important et, au pire,
égal à 1, ce qui indique qu’il y a une acidification du bioréacteur (déstabilisation).
✷✳✻✳✺ ❙✐♠✉❧❛*✐♦♥- ♥✉♠./✐0✉❡- ❞❡- ❝/✐*4/❡- ♣/♦♣♦-. ❡* /.✈✐-.
Pour illustrer notre approche, nous présentons des simulations numériques en calculant l’indice de
risque (2.23) proposé par [Hes08] et notre indice (2.28) pour le modèle original (2.6)-(2.9). Pour se faire,
nous choisissons la fonction Monod (2.4) pour la cinétique µ1(S1) et la fonction Haldane (2.3) pour la
cinétique µ2(S2).
Nous supposons que le taux de croissance maximumm1 change entre les deux valeurs 1.2 et 0.5 à un
instant donné ainsi que le montre la figure 2.18. Il est bien connu qu’un tel changement peut arriver quand
✷✳✻ ❙✉% ✉♥ ❝%✐)*%❡ ❞❡ -)❛❜✐❧✐)1 ♣%♦♣♦-1 ✿ %1✈✐-✐♦♥ ❡) ♠♦❞✐✜❝❛)✐♦♥ ✺✶
les conditions opératoires changent dans le bioréacteur, (par exemple, le changement de la température
ou du pH) ou en présence d’une toxine.
Les valeurs nominales des paramètres biologiques utilisées pour les simulations numériques sont
données par le tableau 2.1. Elles sont proches ou égales aux valeurs identifiées pour le modèle AMOCO
[Ber01c] en considérant les écarts-type. Notons que nous avons changé les valeurs de quelques para-
mètres du modèle pour que le système ait un comportement de bistabilité, car avec les valeurs par défaut
de [Ber01c] données par les tableaux II (taux de dilution et caractéristiques en entrée), III (paramètres des
cinétiques) et V (coefficients stœchiométriques), le système est toujours opérationnel autour de l’équi-
libre intérieur stable (mono-stabilité).
8❛%❛♠*)%❡- m1[
1
j
] K1[
g
l
] m2[
1
j
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l
] Ki[
mmol
l
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Nous choisissons pour les variables de commande les valeurs suivantes :
D = 0.8[1/j], S1in = 10[g/l], S2in = 5[mmol/l].
S1
µ1(S1)
αD
m1 = 0.5
m1 = 1.2
1.05 8.4
❋✐❣✉)❡ ✷✳✶✽ ✕ ▲❛ ❢♦♥❝;✐♦♥ µ1(S1) ♣♦✉2 m1 = 1.2 ✭❤❛✉;✮ ❡; m1 = 0.5 ✭❜❛3✮✳
Cas 1 : m1 = 1.2
Nous avons les valeurs suivantes :
λ1(D) = 1.05, λ
1
2(D) = 27.33, λ
2
2(D) = 48.29, S
∗
2in(D) = 94.5, S˜2in = 105.
✺✷ ❈❤❛♣✐%&❡ ✷
Les deux valeurs S2in et S˜2in sont plus grandes que λ22 (voir la figure 2.19). Ceci correspond au cas
2.3 du théorème 2.2 et est décrit par la figure 2.15. Le système (2.6)-(2.9) a quatre équilibres dont deux
sont stables :
– L’équilibre de lessivage de X1 et X2, instable : E01 = (10, 0, 5, 0).
– L’équilibre de lessivage de X2 seulement, localement stable : E02 = (1.05, 0.72, 94.5, 0).
– L’équilibre intérieur fonctionnel, localement stable : E12 = (1.05, 0.72, 27.33, 0.5).
– L’équilibre intérieur instable : E22 = (1.05, 0.72, 48.29, 0.34).
S2
µ2(S2)
αD
µ2(S
∗
2in)
µ2(S˜2in)
λ1
2
λ2
2
S∗
2in S˜2in
❋✐❣✉$❡ ✷✳✶✾ ✕ ▲❛ ❢♦♥❝,✐♦♥ µ2(S2) ♣♦✉0 m1 = 1.2 ✿ λ
1
2 < λ
2
2 < S
∗
2in < S˜2in
Dans ce cas de bistabilité, les deux indices de risque r etR donnés respectivement par (2.23) et (2.28)
existent. Nous avons alors :
r = 0.77, R = 0.74.
Les deux valeurs indiquent clairement que le risque de déstabilisation du système est présent comme
le montre la figure 2.21. L’utilisateur doit contrôler le système en le maintenant opérationnel autour de
l’équilibre intérieur E12 .
Cas 2 : m1 = 0.5
Supposons maintenant que m1 change de valeur de 1.2 à 0.5. La concentration S∗2in devient égale à
21 et donc inférieure à λ12, alors que la concentration S˜2in est toujours égale à 105 et plus grande que
λ22 comme illustré par la figure 2.20. Ceci correspond au cas 2.1 du théorème 2.2 et montré par la figure
2.17, où le système (2.6)-(2.9) n’a que deux équilibres et fonctionne en mono-stabilité autour de E02 .
– L’équilibre de lessivage de X1 et X2, instable : E01 = (10, 0, 5, 0).
– L’équilibre de lessivage de X2 seulement, stable : E02 = (8.4, 0.13, 21, 0).
Sur la figure 2.21, nous remarquons clairement que notre indice de risque R a sauté de sa valeur
initiale 0.74 à la valeur 1. Ceci indique à l’opérateur que le risque de déstabilisation est très important
(acidification du bioréacteur).
L’indice r proposé par [Hes08] a conservé sa valeur de 0.77, en indiquant que le risque existe tou-
jours, mais le système présente encore de bonnes performances et continue à fonctionner en bistabilité !
Malheureusement, ceci conduit à de fausses conclusions et peut amener l’utilisateur à prendre de mau-
vaises décisions.
Pour illustrer plus clairement l’approche proposée, nous montrons sur la figure 2.22 les réponses
temporelles du système (2.6)-(2.9), en démarrant des conditions initiales positives.
✷✳✻ ❙✉% ✉♥ ❝%✐)*%❡ ❞❡ -)❛❜✐❧✐)1 ♣%♦♣♦-1 ✿ %1✈✐-✐♦♥ ❡) ♠♦❞✐✜❝❛)✐♦♥ ✺✸
S2
µ2(S2)
αD
µ2(S
∗
2in)
µ2(S˜2in)
λ12 λ
2
2S
∗
2in S˜2in
❋✐❣✉$❡ ✷✳✷✵ ✕ ▲❛ ❢♦♥❝,✐♦♥ µ2(S2) ♣♦✉0 m1 = 0.5 ✿ S
∗
2in < λ
1
2 < λ
2
2 < S˜2in
t [j]50
■♥❞✐❝❡-
❞❡ %✐-9✉❡
1
0.77
0.74
r = 0.77 ✿ ❙②#$%♠❡ $♦✉❥♦✉+# ♦♣-+❛$✐♦♥♥❡❧ ❛✉$♦✉+ ❞❡ E1
2
R = 1 ✿ ❙②#$%♠❡ ❞-#$❛❜✐❧✐#-✱ ♦♣-+❛$✐♦♥♥❡❧ ❛✉$♦✉+ ❞❡ E0
2
▲❡ +✐#6✉❡ ❞❡
❞-#$❛❜✐❧✐#❛$✐♦♥
❡#$ ♣+-#❡♥$
❋✐❣✉$❡ ✷✳✷✶ ✕ ▲❡4 ✐♥❞✐❝❡4 ❞❡ 0✐46✉❡ R ❡, r ❡♥ ❢♦♥❝,✐♦♥ ❞❡ ,❡♠♣4✳ ❆ t = 50✱ ❧❛ ✈❛❧❡✉0 ❞❡ m1
❝❤❛♥❣❡ ❞❡ 1.2 > 0.5
✺✹ ❈❤❛♣✐%&❡ ✷
Remarquons qu’avant l’instant t = 50, quandm1 = 1.2, nous avons en régime permanent les valeurs
des variablesX1, S1,X2 et S2 toutes positives. Le système (2.6)-(2.9) fonctionne autour de son équilibre
positif opérationnel E12 . A l’instant t = 50, quand m1 change de valeur à 0.5, les solutions X2 et S2
tendent vers 0 et S∗2in respectivement. C’est le lessivage de la biomasse X2 où le système fonctionne
autour de l’équilibre E02 .
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Nous concluons d’après l’analyse de ces résultats que les marges de stabilité proposées par [Hes08]
sont valides seulement quand le système (2.6)-(2.9) fonctionne en bistabilité. Sous d’autres conditions
opérationnelles, ces critères mènent à des fausses conclusions et peuvent être même problématiques pour
le système.
Nos marges de stabilité proposées actuellement sont pertinentes. Toutefois, notre critère nécessite
d’avoir a priori beaucoup d’informations sur le système. En particulier, il faut regarder la définition de la
concentration totale de S2 en entrée, à savoir la quantité résultante de la première étape d’acidogénèse et
caractériser le domaine d’évolution du système selon ses paramètres et variables de commande, ce qui
nécessite de connaitre les cinétiques.
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Le modèle AM2 est un modèle de dimension 4, basé sur deux étapes (l’Acidogénèse et la Méthanogé-
nèse), établi via un bilan de matières. C’est le modèle le plus approprié pour superviser et commander les
digesteurs anaérobies, qui peuvent se déstabiliser facilement à cause de l’accumulation des AGV pendant
la réaction de méthanogénèse. Il est donc important d’analyser les régimes permanents de ce système et
de comprendre son comportement qualitatif, ce qui a été le premier objectif de ce chapitre. Nous avons
trouvé qu’un tel système (modèle à deux étapes en général) peut avoir au maximum six points d’équilibre
et que son comportement global présente une bistabilité lorsqu’il n’y a pas de lessivage de la biomasse
acidogène.
Le deuxième objectif du chapitre concernait la révision des critères de stabilité proposés par Hess et
Olivier [Hes08], concernant l’évaluation de la taille du bassin d’attraction de l’équilibre positif opéra-
tionnel quand le système fonctionne en bistabilité. Il s’agit de la marge de stabilité, la marge critique de
stabilité et l’indice de risque de déstabilisation qui sert à indiquer en-ligne à l’opérateur du procédé, le
risque associé à son mode de gestion. Ces grandeurs ont été calculées explicitement par [Hes08] dans le
cas d’une fonction de Haldane modélisant la cinétique de la méthanogénèse. Nous avons proposé de les
modifier et de les réévaluer dans le cas d’une fonction générique modélisant cette cinétique.
Nous avons montré ensuite que les critères proposés initialement, en particulier l’indice de risque,
sont valides seulement quand le système AM2 fonctionne en bistabilité. Sous d’autres conditions opé-
ratoires, ces critères peuvent être problématiques pour le système. Les résultats de simulations obtenus
montrent que notre indice de risque est plus adapté, mais qu’il nécessite de bonnes connaissances a
priori sur le système. En particulier, la nécessité de définir et d’évaluer la concentration en entrée du sub-
strat disponible pour la méthanogénèse (deuxième réaction), notamment la quantité produite par l’étape
d’acidogénèse (première réaction).
Dans le chapitre suivant, nous proposons de modifier le modèle AM2 à deux étapes, afin de modéliser
la production et la dégradation des produits microbiens solubles (SMP) dans un biorécateur membranaire
anaérobie. Nous analysons ensuite les équilibres possibles du modèle développé et nous étudions l’in-
fluence de la nouvelle variable sur son comportement qualitatif, selon le jeu de paramètres biologiques
choisis ou sous différentes conditions de fonctionnement.
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Guide de lecture :
L’objet de ce chapitre est de développer un modèle dynamique de traitement biologique des eaux
usées dans un bioréacteur membranaire anaérobie et d’étudier son comportement qualitatif. Il est basé
sur des bilans de matière et est décrit par des équations différentielles ordinaires. Il est suffisamment
simple d’un point de vue mathématique pour être utilisé en automatique pour la synthèse d’observateurs
et de contrôleurs. Après avoir présenté le modèle, nous proposons une procédure graphique pour déter-
miner ses équilibres dont nous étudions ensuite les propriétés de stabilité et les bifurcations en fonction
des paramètres.
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Les Produits Microbiens Solubles (SMP) sont un ensemble de molécules intervenant dans les réac-
tions biologiques de traitement des eaux usées. Plusieurs études montrent que les SMP constituent une
partie de la DCO de sortie. Ils ont des effets sur les performances des processus biologiques, à savoir
la qualité de l’effluent, la toxicité et le colmatage de la membrane dans les BRM [Bar99]. Il est donc
important d’intégrer la dynamique des SMP dans la modélisation des processus de traitement biologique
afin de mieux comprendre leur rôle dans le fonctionnement des bioprocédés.
En vue d’analyser et de comprendre le comportement d’un BRM anaérobie en présence des SMP,
nous développons un modèle mathématique basé sur la modification du modèle AM2 [Ber01c].
Nous analysons les équilibres du modèle développé et nous étudions leurs bifurcations en fonction du
taux de croissance maximum de la biomasse sur les SMP. Plusieurs cas peuvent se présenter selon le jeu
des paramètres biologiques considérés. Dans le cadre de ce chapitre, nous étudions trois cas génériques et
nous comparons le comportement du modèle original AM2 avec celui du modèle développé AM2+SMP
nommé dorénavant AM2b.
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La plupart des BRM opérationnels étant aérobies, c’est pour ces réacteurs que la plupart des efforts
pour coupler les phénomènes biotiques aux modèles membranaires ont été proposés. Les modèles dé-
veloppés sont basés sur l’ajout de la dynamique des SMP dans les modèles ASM initialement proposés
dans [Hen00]. Certains ont été validés dans des cas particuliers avec des données expérimentales. Pour
les détails sur le développement et les applications de quelques modèles intégrant les SMP en aérobie,
le lecteur peut consulter les références [Bel08], [Jan06], [Jia08], [Lu02], [Lu01]. En revanche, très peu
de travaux sont disponibles pour la digestion anaérobie [Bar99], [Ng07]. Pourtant, cette technique a
beaucoup d’avantages pour le traitement de l’eau et des déchets.
Dans leur état de l’art, Barker et Stuckey [Bar99] ont noté que le premier modèle pour caractériser
uniquement la formation des SMP dans un système de fermentation de glucose en acide lactique, a été
proposé en 1959 par Luedeking et Piret [Lue59].
Le premier modèle pour prédire la dynamique de production et de dégradation des SMP dans un
chémostat anaérobie à deux étapes a été proposé par Noguera et coll. [Nog94], en considérant les deux
groupes UAP et BAP. Le modèle proposé ne considère alors la production des UAP qu’à partir de la ma-
tière organique initiale (glucose) et leur dégradation par les bactéries acidogènes uniquement. Les BAP
sont considérés comme des produits provenant de la mortalité des bactéries acidogènes qui les dégradent.
Toutefois, le modèle ne prend pas en compte la formation des UAP à partir du produit intermédiaire (acé-
tate), ni des BAP à partir de la mortalité de la biomasse méthanogène.
Plus tard, ce modèle a été affiné par Barker et Stuckey [Bar01], en intégrant les dynamiques i) de la
production des UAP suite à la dégradation de la matière organique initiale et les produits intermédiaires
par des bactéries acidogènes et méthanogènes respectivement, ii) de la formation des BAP à partir de la
mortalité des biomasses acidogène et méthanogène, et iii) de la dégradation des BAP par les acidogènes
pour croître.
Rittmann et Laspidou [Las02b] ont proposé une théorie unifiée sur la production et la dégradation des
UAP et des BAP dans les systèmes aérobies, (mais qui pourrait être transposée en anaérobie, cf. [Aqu08]).
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Ils considèrent le couplage entre trois composantes : les Substances Polymères Extracellulaires (EPS, en
anglais Extracellular Polymeric Substance), les SMP et la biomasse inerte. Sous des hypothèses réalistes,
cette théorie décrit le flux des électrons entre les différentes composantes (Matière organique, Biomasse
active, UAP, BAP, EPS et Biomasse inerte). Les auteurs ont présenté dans un article complémentaire
[Las02a] une approche de modélisation des relations entre ces différentes composantes et ont simulé le
modèle proposé en le validant sur des données expérimentales de [Hsi94].
Récemment, Aquino et Stuckey [Aqu08], ont repris le modèle proposé dans [Bar01] et ont considéré
la formation et la dégradation des EPS en utilisant la théorie de [Las02b] pour prédire la production des
SMP dans le bioréacteur.
Il convient de souligner que les études citées ci-dessus se rapportent aux systèmes conventionnels
de digestion anaérobie et non pas aux BRM anaérobies. En outre, les modèles développés sont trop
complexes pour être utilisés en automatique.
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Le modèle que nous proposons permet de décrire par des équations différentielles ordinaires, les
réactions biologiques dans un BRMA à boucle externe. Il présente une certaine originalité par rapport
aux modèles de la littérature dont il diffère largement :
– il est développé pour les BRMA intégrant la dynamique de formation et de dégradation des SMP,
– il est suffisamment simple d’un point de vue mathématique afin qu’il soit utilisé pour superviser
et commander le système,
– les modèles mathématiques des BRMA fournis dans la littérature ne sont pas couplés avec des
modèles de colmatage : ils ne prennent donc pas en compte les caractéristiques des systèmes à
membranes. Notre modèle tente de prendre en compte le colmatage des pores membranaires dû
aux SMP et la rétention partielle de ces derniers. Il nous apparaît comme un bon candidat pour être
couplé avec des modèles de colmatage.
La figure 3.1 représente le procédé membranaire à modéliser. Les notations sont les suivantes : S1
est la concentration en matière organique caractérisée par la DCO, avec S1in la concentration en entrée,
S2 est la concentration des acides gras volatiles AGV, avec S2in la concentration dans l’entrée, X1 et X2
sont respectivement les biomasses acidogène et méthanogène et, S = UAP + BAP , sont les produits
microbiens solubles (SMP).
Le modèle est développé sous les hypothèses (H1 − H7) suivantes où l’objectif est de prendre en
compte les caractéristiques spécifiques d’un BRM.
H1- Le bioréacteur considéré est homogène et continu.
H2- Les substrats S1 et S2 traversent la membrane sans rétention (la taille des molécules est infé-
rieure au diamètre des pores).
H3- On considère une rétention totale des biomasses X1 et X2 par la membrane (la taille des bacté-
ries est supérieure au diamètre des pores). Par conséquent, il n’y a pas de solides dans l’effluent et
donc pas de terme −DX dans les équations de X˙i (voir les équations (3.6) et (3.8)).
H4- Le taux de mortalité D0 des biomasses est pris en compte.
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H5- Le soutirage de la biomasse avec un débit Q1 est pris en compte.
H6- Les SMP = UAP +BAP sont groupés en une seule variable S, dont seulement une fraction
β passe à travers la membrane. Le reste, correspondant aux macromolécules, est retenu par la
membrane (figure 3.1). Ceci est modélisé dans l’équation de bilan de matière par −βDS avec
0 ≤ β ≤ 1 (voir l’équation (3.9)).
Si β = 0, il y a rétention totale de S par la membrane.
Si β = 1, S passe librement à travers la membrane.
H7- Le modèle est valide pour un flux inférieur au flux critique (J < Jcri pas de colmatage critique).
Les hypothèses H2, H3 et H6 sont résumées par la figure 3.2 à gauche, qui représente la séparation de
la matière par la membrane. A droite, on montre la zone de fonctionnement linéaire du bioréacteur où le
flux membranaire J évolue proportionnellement à la pression transmembranaire ∆P .
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Notre modèle est basé sur une modification du modèle AM2 présenté dans le chapitre 2. Nous pro-
posons de modifier le schéma réactionnel (2.1) et (2.2) du modèle AM2 en ajoutant la variable S pour la
“composante SMP ”.
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La production des SMP est liée à la dégradation de S1, S2 et à la mortalité des biomasses X1, X2.
Ils sont aussi dégradés et transformés en S2 et CO2 par le consortium X1 [Aqu08], [Bar01], [Las02a],
[Las02b].
Le nouveau schéma réactionnel s’écrit :
1- Acidogénèse + Production des SMP, avec une vitesse de réaction r1 = µ1(S1)X1, où µ1(S1) est
le taux de croissance spécifique de X1 sur S1 :
k1S1
r1−→ X1 + k2S2 + b3S + k4CO2 ✭✸✳✶✮
2- Méthanogénèse + Production des SMP, avec une vitesse de réaction r2 = µ2(S2)X2, où µ2(S2)
est le taux de croissance spécifique de X2 sur S2 :
k3S2
r2−→ X2 + b4S + k5CO2 + k6CH4 ✭✸✳✷✮
3- Dégradation des SMP, avec une vitesse de réaction r = µ(S)X1, où µ(S) est le taux de crois-
sance spécifique de X1 sur S :
b1S
r−→ X1 + b2S2 + k7CO2 ✭✸✳✸✮
4- Production des SMP à partir de la lyse de X1 et X2 :
X1
D0−−→ S, X2 D0−−→ S ✭✸✳✹✮
Soit ξ = [S1, X1, S2, X2, S]T le vecteur des variables d’état du modèle AM2b.
Partant du schéma réactionnel (3.1)-(3.4) et en tenant compte des hypothèses (H1-H7) ci-dessus, les
bilans de masses nous permettent d’écrire :
dV S1
dt
= QinS1in −QoutS1 −Q1S1 − k1µ1(S1)V X1,
dV S2
dt
= QinS2in −QoutS2 −Q1S2 + k2µ1(S1)V X1 + b2µ(S)V X1 − k3µ2(S2)V X2,
dV X1
dt
= 0− 0−Q1X1 + µ1(S1)V X1 + µ(S)V X1 −D0V X1,
dV X2
dt
= 0− 0−Q1X2 + µ2(S2)V X2 −D0V X2,
dV S
dt
= 0−QoutβS −Q1S + b3µ1(S1)V X1 + b4µ2(S2)V X2 +D0V X1 +D0V X2 − b1µ(S)V X1,
Qin = Q1 +Qout,
dV
dt
= Qin −Q1 −Qout = 0.
Posons :
D = QinV : le taux de dilution,
D1 =
Q1
V : le taux de dilution dû au soutirage.
On appelle ici “taux de dilution", tout terme négatif sur la dynamique des bactéries.
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Le modèle AM2b est alors donné par les équations suivantes :
S˙1 = D(S1in − S1)− k1µ1(S1)X1, ✭✸✳✺✮
X˙1 = [µ1(S1) + µ(S)−D0 −D1]X1, ✭✸✳✻✮
S˙2 = D(S2in − S2)− k3µ2(S2)X2 + [k2µ1(S1) + b2µ(S)]X1, ✭✸✳✼✮
X˙2 = [µ2(S2)−D0 −D1]X2, ✭✸✳✽✮
S˙ = [b3µ1(S1) +D0 − b1µ(S)]X1 + [b4µ2(S2) +D0]X2 −MS, ✭✸✳✾✮
avec :
ki : les coefficients stœchiométriques du modèle AM2 (voir chapitre 2) ([g/g]),
b1 : coefficient de dégradation de S par X1 ([g/g]),
b2 : coefficient de production de S2 par X1 à partir de S ([g/g]),
b3 : coefficient de production de S par X1 à partir de S1 ([g/g]),
b4 : coefficient de production de S par X2 à partir de S2 ([g/g]),
β : fraction de S sortante du bioréacteur,
S1in : la concentration de S1 à l’entrée ([g/l]),
S2in : la concentration de S2 à l’entrée ([g/l]),
D1 : taux de dilution dû au soutirage du bioréacteur ([1/j]),
D : taux de dilution ([1/j]),
D0 : taux de mortalité des biomasses X1 et X2 ([1/j]),
M = [βD + (1− β)D1] : constante positive.
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❡♥ ❞✐♠❡♥&✐♦♥ ✹ ♣6)&❡♥,) ❞❛♥& ❧❡ ❝❤❛♣✐,6❡ ✷✱ ✭❛✈❡❝ αD ≡ D0 +D1✮✳
On peut réécrire les équations (3.5)-(3.9) sous la forme matricielle suivante (cf. [Bas90]) :
ξ˙ = Kφ(ξ)−Dξ −Q+Dξin.
où :
φ(ξ) est le vecteur des cinétiques,
K est la matrice des rendements de conversion,
Q est le terme d’échange gazeux entre les milieux réactionnel et extérieur,
D est la matrice des taux de dilution, de soutirage et de mortalité.


S˙1
X˙1
S˙2
X˙2
S˙


=


−k1 0 0
1 0 1
k2 −k3 b2
0 1 0
b3 b4 −b1




ϕ1
ϕ2
ϕ

−


D 0 0 0 0
0 D0 +D1 0 0 0
0 0 D 0 0
0 0 0 D0 +D1 0
0 −D0 0 −D0 M




S1
X1
S2
X2
S


+


DS1in
0
DS2in
0
0


. ✭✸✳✶✵✮
✸✳✸ ❉#✈❡❧♦♣♣❡♠❡♥+ ❞✬✉♥ ♠♦❞/❧❡ ♣♦✉0 ✉♥ ❜✐♦0#❛❝+❡✉0 ❛♥❛#0♦❜✐❡ ✭❧❡ ♠♦❞/❧❡ ❆▼✷❜✮ ✻✸
✸✳✸✳✸ "♦$✐&✐✈✐&( ❡& ❜♦+♥✐&✉❞❡ ❞❡$ ✈❛+✐❛❜❧❡$
La positivité et la bornitude sont des propriétés importantes pour les systèmes biologiques. On doit
vérifier que pour des conditions initiales nulles ou positives, les variables du modèle (3.5)-(3.9) restent
nulles ou positives et bornées pour tous les temps.
✸✳✸✳✸✳✶ #♦%✐'✐✈✐')
#*♦♣♦%✐'✐♦♥ ✸✳✶✳ ✿ ❚♦✉$❡& ❧❡& ✈❛*✐❛❜❧❡& (S1, X1, S2, X2, S) ❞✉ &②&$/♠❡ ✭✸✳✺✮✲✭✸✳✾✮ &♦♥$ ♣♦&✐$✐✈❡&✳
❉;♠♦♥&$*❛$✐♦♥✳ ◆♦✉% ❛✈♦♥% ❧❡% %♦❧✉+✐♦♥% %✉✐✈❛♥+❡% ♣♦✉. ❧❡% /0✉❛+✐♦♥% ✭✸✳✻✮ ❡+ ✭✸✳✽✮ ✿
X1(t) = X1(0)e
∫ t
0 [µ1(S1(τ))+µ(S(τ))−D0−D1]dτ ,
X2(t) = X2(0)e
∫ t
0 [µ2(S2(τ))−D0−D1]dτ .
◆♦✉% ❛✈♦♥% ❛❧♦.% ✿
✕ X1(0) = 0⇒ X1(t) = 0 ❡+ X2(0) = 0⇒ X2(t) = 0,
✕ X1(0) > 0⇒ X1(t) > 0 ❡+ X2(0) > 0⇒ X2(t) > 0.
7♦✉. ♣.♦✉✈❡. ❧❛ ♣♦%✐+✐✈✐+/ ❞❡ S1✱ S2 ❡+ S✱ ♥♦✉% ❛♥♥✉❧♦♥% ❝❡% ✈❛.✐❛❜❧❡% ❞❛♥% ❧❡% /0✉❛+✐♦♥%
✭✸✳✺✮✱ ✭✸✳✼✮ ❡+ ✭✸✳✾✮ .❡%♣❡❝+✐✈❡♠❡♥+ ❡+ ♥♦✉% ✈/.✐✜♦♥% %✐ ❧❡% ❞/.✐✈/❡% ♦❜+❡♥✉❡% %♦♥+ ♣♦%✐+✐✈❡%✳ ◆♦✉%
❛✈♦♥% ✿
✕ S˙1 = DS1in > 0,
✕ S˙2 = DS2in > 0,
✕ S˙ = D0X1 +D0X2 > 0✱ %✐ X1 > 0 ❡+ X2 > 0✳
▲❡% ❞/.✐✈/❡% S˙1✱ S˙2 ❡+ S˙ %♦♥+ ♣♦%✐+✐✈❡% ✭❧❡% ❝❤❛♠♣% ❞❡ ✈❡❝+❡✉.% ❛✉① ❧✐♠✐+❡% %♦♥+ ❞✐.✐❣/% ✈❡.%
❧✬✐♥+/.✐❡✉.✮✳ 7❛. ❝♦♥%/0✉❡♥+✱ ❧❡% ✈❛.✐❛❜❧❡% S1✱ S2 ❡+ S .❡%+❡♥+ ♣♦%✐+✐✈❡% ♣♦✉. ❞❡% ❝♦♥❞✐+✐♦♥% ✐♥✐+✐❛❧❡%
♣♦%✐+✐✈❡%✳
✸✳✸✳✸✳✷ ❇♦*♥✐'✉❞❡
#*♦♣♦%✐'✐♦♥ ✸✳✷✳ ✿ ▲❡& ✈❛*✐❛❜❧❡& (S1, X1, S2, X2, S) ❞✉ &②&$/♠❡ ✭✸✳✺✮✲✭✸✳✾✮ &♦♥$ ❜♦*♥;❡&✳
❉;♠♦♥&$*❛$✐♦♥✳ ❙♦✐+ ✿
Σ = S1 + S2 +X1 +X2 + S.
▲❛ ❞②♥❛♠✐0✉❡ ❞❡ Σ %✬/❝.✐+ ❛❧♦.% %♦✉% ❧❛ ❢♦.♠❡ ✿
Σ˙ = D(S1in + S2in)−D(S1 + S2)−D1(X1 +X2)−MS
−(k1 − 1− b3 − k2)µ1(S1)X1 − (k3 − 1− b4)µ2(S2)X2 − (b1 − 1− b2)µ(S)X1.
❈❡++❡ /0✉❛+✐♦♥ ❢❛✐+ ✐♥+❡.✈❡♥✐. +.♦✐% +❛✉① ❞❡ ❞✐❧✉+✐♦♥ ✿ D,D1 ❡+ M 0✉✐ ❡%+ ✉♥❡ ❝♦♠❜✐♥❛✐%♦♥ ❞❡
D ❡+ ❞❡ D1✳ 7♦%♦♥% Dmin = min(D,D1)✱ ❝❡ 0✉✐ ♥♦✉% ♣❡.♠❡+ ❞✬/❝.✐.❡ ✿
Σ˙ ≤ D(S1in+S2in)−DminΣ−(k1−1−b3−k2)µ1X1−(k3−1−b4)µ2X2−(b1−1−b2)µX1. ✭✸✳✶✶✮
✻✹ ❈❤❛♣✐%&❡ ✸
❘❡❧❛&✐✈❡♠❡♥& ❛✉① -❝❤0♠❛- 10❛❝&✐♦♥♥❡❧- ✭✸✳✶✮✱ ✭✸✳✷✮ ❡& ✭✸✳✸✮✱ ♦♥ ✐♥&1♦❞✉✐& ♠❛✐♥&❡♥❛♥& ❧❡-
❝♦♥&1❛✐♥&❡- ❜✐♦❧♦❣✐=✉❡- -✉✐✈❛♥&❡- ✿
✶✳ k1 > 1 + b3 + k2 ✿ ▲❛ =✉❛♥&✐&0 ❞❡ S1 ❞0❣1❛❞0❡ ❡-& -✉♣01✐❡✉1❡ ♦✉ 0❣❛❧❡ ❛✉① =✉❛♥&✐&0- ❞❡ X1
❞0✈❡❧♦♣♣0❡ ❡& ❞❡ S2 ❡& S ♣1♦❞✉✐&❡-✳
✷✳ k3 > 1 + b4 ✿ ▲❛ =✉❛♥&✐&0 ❞❡ S2 ❞0❣1❛❞0❡ ❡-& -✉♣01✐❡✉1❡ ♦✉ 0❣❛❧❡ ❛✉① =✉❛♥&✐&0- ❞❡ X2
❞0✈❡❧♦♣♣0❡ ❡& ❞❡ S ♣1♦❞✉✐&❡✳
✸✳ b1 > 1 + b2 ✿ ▲❛ =✉❛♥&✐&0 ❞❡ S ❞0❣1❛❞0❡ ❡-& -✉♣01✐❡✉1❡ ♦✉ 0❣❛❧❡ ❛✉① =✉❛♥&✐&0- ❞❡ X1
❞0✈❡❧♦♣♣0❡ ❡& ❞❡ S2 ♣1♦❞✉✐&❡✳
◆♦✉- ♣♦✉✈♦♥- ❛❧♦1- 100❝1✐1❡ ❧✬✐♥0❣❛❧✐&0 ✭✸✳✶✶✮ ❝♦♠♠❡ -✉✐& ✿
Σ˙ ≤ D(S1in + S2in)−DminΣ.
❈♦♠♠❡ ❧❛ -♦❧✉&✐♦♥ ❞❡ ❧✬0=✉❛&✐♦♥ Σ˙0 = D(S1in + S2in)−DminΣ0 ❡-& ✿
Σ0(t) =
D(S1in + S2in)
Dmin
+ Ce−Dmint, ❛✈❡❝ C ❝♦♥-&❛♥&❡.
❆❧♦1-✱ ♥♦✉- ❛✈♦♥- Σ(t) ≤ Σ0(t)✱ ❝✬❡-&✲F✲❞✐1❡ ✿
Σ(t) ≤ D(S1in + S2in)
Dmin
+ Ce−Dmint =⇒ lim
t→+∞
Σ(t) ≤ D(S1in + S2in)
Dmin
.
❉♦♥❝✱ ❧❡- ✈❛1✐❛❜❧❡- ❞✉ -②-&I♠❡ ✭✸✳✺✮✲✭✸✳✾✮ 1❡-&❡♥& ❜♦1♥0❡-✳
✸✳✸✳✹ ➱$✉✐❧✐❜)❡+ ❞✉ ♠♦❞/❧❡
Les cinétiques µ1, µ2 et µ dépendent de S1, S2 et S respectivement et vérifient les hypothèses sui-
vantes :
❍②♣♦$❤&'❡ ✸✳✶✳ ✿ ▲❡# ❢♦♥❝(✐♦♥# µ1(S1)✱ µ2(S2) ❡( µ(S) ♦♥( ❧❡# ♣-♦♣-✐.(.# #✉✐✈❛♥(❡# ✿
✕ µ1(0) = µ2(0) = µ(0) = 0✱ #✬✐❧ ♥✬② ❛ ♣❛# ❞❡ #✉❜#(-❛( ✐❧ ♥✬② ❛ ♣❛# ❞❡ ❝-♦✐##❛♥❝❡✱
✕ µ2(∞) = 0✱ ♣♦✉- S2 (-7# ❣-❛♥❞✱ ✐❧ ♥✬② ❛ ♣❛# ❞❡ ❝-♦✐##❛♥❝❡ ❞❡ X2✱
✕ µ
′
1(S1) > 0 ❡( µ
′
(S) > 0 ♣♦✉- S1 ≥ 0 ❡( S ≥ 0 -❡#♣❡❝(✐✈❡♠❡♥(✱
✕ µ1(∞) = m1 ❡( µ(∞) = m✱ m1 ❡( m #♦♥( ❧❡# (❛✉① ❞❡ ❝-♦✐##❛♥❝❡ ♠❛①✐♠✉♠ ❞❡# ❝✐♥.(✐;✉❡#
µ1(S1) ❡( µ(S) -❡#♣❡❝(✐✈❡♠❡♥(✱
✕ µ2(S2) ❛((❡✐♥( ✉♥ ♠❛①✐♠✉♠ µ
M
2 ❡♥ S2 = S
M
2 ✱
✕ µ
′
2(S2) > 0 #✐ 0 ≤ S2 < SM2 ✱
✕ µ
′
2(S2) < 0 ♣♦✉- S2 > S
M
2 ✳
❘❡♠❛/0✉❡ ✸✳✷✳ ✿ ▲✬❛♥❛❧②#❡ ❞✉ ♠♦❞7❧❡ ;✉❡ ♥♦✉# ❢❛✐#♦♥# ❞❛♥# ❝❡ ❝❤❛♣✐(-❡✱ ♥✬❡#( ♣❛# ✈❛❧❛❜❧❡
#❡✉❧❡♠❡♥( ♣♦✉- ❞❡# ❝✐♥.(✐;✉❡# ♣❛-(✐❝✉❧✐7-❡# ✭▼♦♥♦❞✱ ❍❛❧❞❛♥❡✱ ❡(❝✮✱ ♠❛✐# ♣♦✉- (♦✉(❡ ❧❛ ❝❧❛##❡ ❞❡#
❢♦♥❝(✐♦♥# ♦❜.✐##❛♥( B ❧✬❤②♣♦(❤7#❡ ✸✳✶✳
✸✳✸ ❉#✈❡❧♦♣♣❡♠❡♥+ ❞✬✉♥ ♠♦❞/❧❡ ♣♦✉0 ✉♥ ❜✐♦0#❛❝+❡✉0 ❛♥❛#0♦❜✐❡ ✭❧❡ ♠♦❞/❧❡ ❆▼✷❜✮ ✻✺
Les équilibres ou régimes permanents du système s’obtiennent lorsque les dérivées (3.5)-(3.9) s’an-
nulent. Ils sont les solutions du système algébrique suivant :
0 = D(S1in − S1)− k1µ1(S1)X1, ✭✸✳✶✷✮
0 =
(
µ1(S1) + µ(S)−D0 −D1
)
X1, ✭✸✳✶✸✮
0 = D(S2in − S2)− k3µ2(S2)X2 +
(
k2µ1(S1) + b2µ(S)
)
X1, ✭✸✳✶✹✮
0 =
(
µ2(S2)−D0 −D1
)
X2, ✭✸✳✶✺✮
0 =
(
b3µ1(S1) +D0 − b1µ(S)
)
X1 +
(
b4µ2(S2) +D0
)
X2 −MS, ✭✸✳✶✻✮
Nous considérons trois cas qui peuvent avoir lieu dans le bioréacteur.
1. Lessivage de X1 : ce cas est caractérisé par le lemme 3.1.
2. Présence de X1 et lessivage de X2 : ce cas est caractérisé par le lemme 3.2.
3. Présence des deux biomasses X1 et X2 : ce cas est caractérisé par le lemme 3.3.
▲❡♠♠❡ ✸✳✶✳ ✿ ▲❡# $%✉✐❧✐❜*❡# (S∗1 , X
∗
1 , S
∗
2 , X
∗
2 , S
∗) ❞✉ #②#-.♠❡ ✭✸✳✺✮✲✭✸✳✾✮ ♣♦✉* ❧❡#%✉❡❧# X∗1 = 0
#♦♥- ❞♦♥♥$# ♣❛* ✿
✕ ❧✬$%✉✐❧✐❜*❡ ❞❡ ❧❡##✐✈❛❣❡ ❞❡ X1 ❡- X2✱ E
0
0 = (S1in, 0, S2in, 0, 0)✱ %✉✐ ❡①✐#-❡ -♦✉❥♦✉*#✱
✕ ❧❡# $%✉✐❧✐❜*❡# ❞❡ ❧❡##✐✈❛❣❡ ❞❡ X1 ♠❛✐# ♣❛# ❞❡ X2✱ E
i
1 = (S1in, 0, S
i∗
2 , X
i∗
2 , S
i∗)✱ i = 1, 2✱ ♦B
Si∗2 #♦♥- ❧❡# #♦❧✉-✐♦♥# ❞❡ ❧✬$%✉❛-✐♦♥ ✿
µ2(S2) = D0 +D1. ✭✸✳✶✼✮
Xi∗2 ❡- S
i∗
#♦♥- ❞♦♥♥$# ♣❛* ❧❡# ❢♦*♠✉❧❡# ✿
Xi∗2 =
D(S2in − Si∗2 )
k3(D0 +D1)
, Si∗ =
b4 +
D0
D0+D1
Bk3
(S2in − Si∗2 ), i = 1, 2,
❛✈❡❝ ✿
B =
[
β + (1− β)D1
D
]
=
M
D
.
▲✬$%✉✐❧✐❜*❡ Ei1 ❡①✐#-❡ #✐ ❡- #❡✉❧❡♠❡♥- #✐ ✿
S2in > S
i∗
2 . ✭✸✳✶✽✮
❉$♠♦♥#-*❛-✐♦♥✳ ❊♥ ❡♠♣❧❛2❛♥3 X∗1 = 0 ❞❛♥5 ❧✬78✉❛3✐♦♥ ✭✸✳✶✷✮✱ ♦♥ ♦❜3✐❡♥3 S
∗
1 = S1in✳
❙✐ X∗2 = 0 ❛❧♦?5✱ ❡♥ ?❡♠♣❧❛2❛♥3 X
∗
1 = 0 ❡3 X
∗
2 = 0 ❞❛♥5 ❧❡5 78✉❛3✐♦♥5 ✭✸✳✶✹✮ ❡3 ✭✸✳✶✻✮✱ ♦♥
♦❜3✐❡♥3 S∗2 = S2in ❡3 S
∗ = 0 ?❡5♣❡❝3✐✈❡♠❡♥3✳ ❈✬❡53 ❧✬78✉✐❧✐❜?❡ E00 ✳
❙✐ X∗2 > 0 ❛❧♦?5✱ ♦♥ ❞7❞✉✐3 ❞❡ ❧✬78✉❛3✐♦♥ ✭✸✳✶✺✮ 8✉❡ µ2(S
∗
2) = D0+D1✳ ❉♦♥❝ S
∗
2 = S
i∗
2 ♦D S
i∗
2 ✱
i = 1, 2✱ 5♦♥3 5♦❧✉3✐♦♥5 ❞❡ ✭✸✳✶✼✮✳ ❖♥ ❞7❞✉✐3 ♣❛? ❧❛ 5✉✐3❡ ❞❡ ❧✬78✉❛3✐♦♥ ✭✸✳✶✹✮ ❧❡5 ✈❛❧❡✉?5 ❝♦??❡5✲
♣♦♥❞❛♥3❡5 ❞❡ Xi∗2 ✳ ❊♥ ?❡♠♣❧❛2❛♥3 ❞❛♥5 ❧✬78✉❛3✐♦♥ ✭✸✳✶✻✮ ♦♥ ♦❜3✐❡♥3 ❧❡5 ✈❛❧❡✉?5 ❝♦??❡5♣♦♥❞❛♥3❡5
❞❡ Si∗✳ ❈❡ 5♦♥3 ❧❡5 78✉✐❧✐❜?❡5 Ei1✱ i = 1, 2✳
▲❡♠♠❡ ✸✳✷✳ ✿ ❙♦✐- E∗ = (S∗1 , X
∗
1 , S
∗
2 , X
∗
2 , S
∗) ✉♥ $%✉✐❧✐❜*❡ ❞✉ #②#-.♠❡ ✭✸✳✺✮✲✭✸✳✾✮✳ ❙✐ X∗1 > 0 ❡-
X∗2 = 0 ❛❧♦*# ♦♥ ❛ 0 < S
∗
1 < S1in✱ S
∗
2 > 0 ❡- S
∗ > 0✳ ❉❡ ♣❧✉# S∗1 ❡- S
∗
#♦♥- #♦❧✉-✐♦♥# ❞✉ #②#-.♠❡
✻✻ ❈❤❛♣✐%&❡ ✸
❞✬"#✉❛&✐♦♥* ✿ {
S1 = F (S),
S = G(S1).
✭✸✳✶✾✮
♦, F (S) ❡& G(S1) *♦♥& ❞"✜♥✐❡* ♣❛0 ✿
F (S) := µ−11
(
D0 +D1 − µ(S)
)
, ✭✸✳✷✵✮
G(S1) := (S1in − S1)
(
B1 +
B2
µ1(S1)
)
, ✭✸✳✷✶✮
❛✈❡❝ ✿
B1 =
b3 + b1
k1B
, B2 =
D0 − b1(D0 +D1)
k1B
❡& B =
M
D
. ✭✸✳✷✷✮
X∗1 ❡& S
∗
2 *♦♥& ❞♦♥♥"* ♣❛0 ❧❡* ❢♦0♠✉❧❡* ✿
X∗1 = D
S1in − S∗1
k1µ1(S∗1)
, S∗2 = S2in + [k2µ1(S
∗
1) + b2µ(S
∗)]
S1in − S∗1
k1µ1(S∗1)
.
▲✬"#✉✐❧✐❜0❡ E∗ ❡①✐*&❡ *✐ ❡& *❡✉❧❡♠❡♥& *✐ ✿
S1in > S
∗
1 . ✭✸✳✷✸✮
❉"♠♦♥*&0❛&✐♦♥✳ ❙♦✐, (S∗1 , X
∗
1 , S
∗
2 , X
∗
2 , S
∗) ✉♥❡ 0♦❧✉,✐♦♥ ❞✉ 0②0,4♠❡ ✭✸✳✶✷✮✲✭✸✳✶✻✮✳
❈♦♠♠❡ X∗1 > 0✱ ❞❡ ❧✬:;✉❛,✐♦♥ ✭✸✳✶✸✮ ♦♥ ❞:❞✉✐, ;✉❡ µ1(S
∗
1) + µ(S
∗) = D0 +D1✱ ❝✬❡0,✲>✲❞✐?❡ ✿
S∗1 = µ
−1
1
(
D0 +D1 − µ(S∗)
)
= F (S∗). ✭✸✳✷✹✮
❉❡ ❧✬:;✉❛,✐♦♥ ✭✸✳✶✷✮ ♦♥ ❞:❞✉✐, ;✉❡ D [S1in − S∗1 ] = k1µ1(S∗1)X∗1 ✳ ❉♦♥❝ X∗1 ❡0, ❞♦♥♥: ♣❛? ❧❛
❢♦?♠✉❧❡ ✿
X∗1 = D
S1in − S∗1
k1µ1(S∗1)
.
E♦✉? ;✉❡ ❝❡,,❡ ✈❛?✐❛❜❧❡ 0♦✐, ♣♦0✐,✐✈❡ ❡, ❜♦?♥:❡✱ ✐❧ ❢❛✉, ;✉❡ 0 < S∗1 < S1in✳
❊♥ ✉,✐❧✐0❛♥, X∗2 = 0✱ ❧✬❡①♣?❡00✐♦♥ ❞❡ X
∗
1 ❡, ❧✬:;✉❛,✐♦♥ ✭✸✳✶✹✮✱ ♦♥ ♦❜,✐❡♥, ✿
S∗2 = S2in + [k2µ1(S
∗
1) + b2µ(S
∗)]
S1in − S∗1
k1µ1(S∗1)
.
❊♥ ?❡♠♣❧❛J❛♥, X∗2 = 0 ❡, X
∗
1 ♣❛? 0❛ ✈❛❧❡✉? ❞❛♥0 ❧❛ ❢♦?♠✉❧❡ ✭✸✳✶✻✮ ♦♥ ♦❜,✐❡♥, ✿
[b3µ1(S
∗
1) +D0 − b1µ(S∗)]D
S1in − S∗1
k1µ1(S∗1)
=MS∗.
❆ ♣❛?,✐? ❞❡ ✭✸✳✶✸✮ ♥♦✉0 ?❡♠♣❧❛J♦♥0 µ(S∗) ♣❛?D0+D1−µ1(S∗1)✱ ♥♦✉0 ♠✉❧,✐♣❧✐♦♥0 ♣❛? k1µ1(S∗1)
❡, ♥♦✉0 ❞✐✈✐0♦♥0 ♣❛? D✳ ◆♦✉0 ♦❜,❡♥♦♥0 ❛❧♦?0 ✿
S∗ = (S1in − S∗1)
(
b3 + b1
k1B
+
D0−b1(D0+D1)
k1B
µ1(S∗1)
)
= G(S∗1). ✭✸✳✷✺✮
✸✳✸ ❉#✈❡❧♦♣♣❡♠❡♥+ ❞✬✉♥ ♠♦❞/❧❡ ♣♦✉0 ✉♥ ❜✐♦0#❛❝+❡✉0 ❛♥❛#0♦❜✐❡ ✭❧❡ ♠♦❞/❧❡ ❆▼✷❜✮ ✻✼
❉❡ ✭✸✳✷✹✮ ❡* ✭✸✳✷✺✮ ♦♥ ❞/❞✉✐* 2✉❡ ✭S∗1 , S
∗
✮ ❡3* 3♦❧✉*✐♦♥ ❞❡ ✭✸✳✶✾✮✳
▲❡♠♠❡ ✸✳✸✳ ✿ ❙♦✐$ E∗ = (S∗1 , X
∗
1 , S
∗
2 , X
∗
2 , S
∗) ✉♥ '(✉✐❧✐❜+❡ ❞✉ .②.$0♠❡ ✭✸✳✺✮✲✭✸✳✾✮✳ ❙✐ X∗1 > 0 ❡$
X∗2 > 0 ❛❧♦+. ♦♥ ❛ 0 < S
∗
1 < S1in✱ S
∗
2 = S
i∗
2 ✱ i = 1, 2 .♦❧✉$✐♦♥ ❞❡ ✭✸✳✶✼✮ ❡$ S > 0✳ ❉❡ ♣❧✉. S
∗
1 ❡$
S∗ .♦♥$ .♦❧✉$✐♦♥. ❞✉ .②.$0♠❡ ❞✬'(✉❛$✐♦♥. ✿
{
S1 = F (S),
S = Hi(S1), i=1, 2,
✭✸✳✷✻✮
♦@ Hi(S1) .♦♥$ ❞'✜♥✐❡. ♣❛+ ✿
Hi(S1) := C1i + (S1in − S1)
(
C2 +
C3
µ1(S1)
)
, ✭✸✳✷✼✮
❛✈❡❝ ✿
C1i =
A
B
(S2in − Si∗2 ), C2 =
A(k2 − b2) + b3 + b1
k1B
, C3 =
(Ab2 − b1)(D0 +D1) +D0
k1B
, ✭✸✳✷✽✮
❡$ ✿
A =
b4(D0 +D1) +D0
k3(D0 +D1)
. ✭✸✳✷✾✮
X∗1 ❡$ X
i∗
2 .♦♥$ ❞♦♥♥'. ♣❛+ ❧❡. ❢♦+♠✉❧❡. ✿
X∗1 = D
S1in − S∗1
k1µ1(S∗1)
, Xi∗2 = D
[S1in − S∗1 ][k2µ1(S∗1) + b2µ(S∗)] + (S2in − Si∗2 )k1µ1(S∗1)
k1k3(D0 +D1)µ1(S∗1)
.
▲✬'(✉✐❧✐❜+❡ E∗ ❡①✐.$❡ .✐ ❡$ .❡✉❧❡♠❡♥$ .✐ ❧❛ ❝♦♥❞✐$✐♦♥ ✭✸✳✷✸✮ ❡.$ ✈'+✐✜'❡ ❡$ ❧❛ ❝♦♥❞✐$✐♦♥ .✉✐✈❛♥$❡ ✿
Hi(S
∗
1) > G(S
∗
1), i = 1, 2. ✭✸✳✸✵✮
❉'♠♦♥.$+❛$✐♦♥✳ ❙♦✐* (S∗1 , X
∗
1 , S
∗
2 , X
∗
2 , S
∗) ✉♥❡ 3♦❧✉*✐♦♥ ❞✉ 3②3*;♠❡ ✭✸✳✶✷✮✲✭✸✳✶✻✮✳
❈♦♠♠❡ X∗2 > 0✱ ❞❡ ❧✬/2✉❛*✐♦♥ ✭✸✳✶✺✮ ♦♥ ❞/❞✉✐* 2✉❡ µ2(S
∗
2) = D0 +D1✳ ❖♥ ❛ ❞♦♥❝ ✿
S∗2 = S
i∗
2 ✱ ♦E S
i∗
2 ✱ i = 1, 2✱ 3♦♥* 3♦❧✉*✐♦♥3 ❞❡ ✭✸✳✶✼✮✳
❈♦♠♠❡ X∗1 > 0✱ ❞❡ ❧✬/2✉❛*✐♦♥ ✭✸✳✶✸✮ ♦♥ ❞/❞✉✐* 2✉❡ µ1(S
∗
1)+µ(S
∗) = D0+D1✳ ◆♦✉3 ❝❛❧❝✉❧♦♥3
❞♦♥❝ S∗1 = µ
−1
1
(
D0 +D1 − µ(S∗)
)
= F (S∗)✳
❉❡ ❧✬/2✉❛*✐♦♥ ✭✸✳✶✷✮ ♦♥ ❞/❞✉✐* 2✉❡ D [S1in − S∗1 ] = k1µ1(S∗1)X∗1 ✳
■❧ ❢❛✉* 2✉❡ 0 < S∗1 < S1in ♣♦✉J ❛33✉J❡J ❧❛ ♣♦3✐*✐✈✐*/ ❡* ❧❛ ❜♦J♥✐*✉❞❡ ❞❡ X
∗
1 2✉✐ ❡3* ❞♦♥♥/❡ ♣❛J
❧❛ ❢♦J♠✉❧❡ ✿
X∗1 =
D[S1in − S∗1 ]
k1µ1(S∗1)
.
❊♥ ✉*✐❧✐3❛♥* ❧❛ ❢♦J♠✉❧❡ ✭✸✳✶✹✮ ♦♥ ♦❜*✐❡♥* ✿
D(S2in − Si∗2 )− k3(D0 +D1)X∗2 + [k2µ1(S∗1) + b2µ(S∗)]
D[S1in − S∗1 ]
k1µ1(S∗1)
= 0,
✻✽ ❈❤❛♣✐%&❡ ✸
♦♥ ❡♥ ❞&❞✉✐) ✿
Xi∗2 = D
[S1in − S∗1 ][k2µ1(S∗1) + b2µ(S∗)] + (S2in − Si∗2 )k1µ1(S∗1)
k1k3(D0 +D1)µ1(S∗1)
.
❊♥ ,❡♠♣❧❛1❛♥) ❞❛♥2 ❧❛ ❢♦,♠✉❧❡ ✭✸✳✶✻✮ ♦♥ ♦❜)✐❡♥) ✿
[b3µ1(S
∗
1) +D0 − b1µ(S∗)]D
S1in − S∗1
k1µ1(S∗1)
+[b4(D0 +D1) +D0]D
(S1in − S∗1)[k2µ1(S∗1) + b2µ(S∗)] + (S2in − Si∗2 )k1µ1(S∗1)
k1k3(D0 +D1)µ1(S∗1)
=MS∗.
❊♥ ♠✉❧)✐♣❧✐❛♥) ♣❛, k1µ1(S
∗
1) ❡) ❡♥ ❞✐✈✐2❛♥) ♣❛, D ♦♥ ♦❜)✐❡♥) ❛❧♦,2 ✿
(S1in − S∗1) [b3µ1(S∗1) +D0 − b1µ(S∗)]
+ A
[
(S1in − S∗1)[k2µ1(S∗1) + b2µ(S∗)] + (S2in − Si∗2 )k1µ1(S∗1)
]
= k1BS
∗µ1(S
∗
1).
❆♣,<2 2✐♠♣❧✐✜❝❛)✐♦♥✱ ♦♥ ),♦✉✈❡ ✿
S∗ =
A
B
(S2in − Si∗2 ) + (S1in − S∗1)
(
A(k2 − b2) + b3 + b1
k1B
+
(Ab2−b1)(D0+D1)+D0
k1B
µ1(S∗1)
)
= Hi(S
∗
1).
@❛, ❝♦♥2&A✉❡♥)✱ ✭S∗1 , S
∗
✮ ✈&,✐✜❡♥) ✭✸✳✷✻✮✳
▲❛ ❢♦♥❝)✐♦♥ Hi(S1)✱ i = 1, 2 ♣❡✉) 2✬&❝,✐,❡ 2♦✉2 ❧❛ ❢♦,♠❡ ✿
Hi(S1) = G(S1) +
A
B
[
S2in − Si∗2 + (k2µ1(S1) + b2µ(S))
S1in − S1
k1µ1(S1)
]
.
@♦✉, A✉❡ Xi∗2 ✱ i = 1, 2 2♦✐) ♣♦2✐)✐✈❡✱ ✐❧ ❢❛✉) A✉❡ ✿
S2in − Si∗2 + (k2µ1(S∗1) + b2µ(S∗))
S1in − S∗1
k1µ1(S∗1)
> 0,
❝❡ A✉✐ &A✉✐✈❛✉) E ✿
Hi(S
∗
1) > G(S
∗
1), i = 1, 2.
Les équilibres du système AM2b (3.5)-(3.9) sont résumés par le diagramme de la figure 3.3.
✸✳✹ ❉$%❡'♠✐♥❛%✐♦♥ ❣'❛♣❤✐0✉❡ ❞❡3 $0✉✐❧✐❜'❡3
✸✳✹✳✶ ❆♣♣&♦❝❤❡ ✉,✐❧✐/0❡
Dans cette section, nous proposons une approche graphique pour déterminer les équilibres du sys-
tème (3.5)-(3.9). Notre démarche consiste à :
– représenter dans le plan (S1, S) les graphes de F (S), G(S1) et Hi(S1), (i = 1, 2),
✸✳✹ ❉$%❡'♠✐♥❛%✐♦♥ ❣'❛♣❤✐0✉❡ ❞❡3 $0✉✐❧✐❜'❡3 ✻✾
➱!✉✐❧✐❜&❡( ❞✉ (②(+,♠❡ ✭✸✳✺✮✲✭✸✳✾✮
❈❛( ✶ ✿
X∗1 = 0
S∗1 = S1in
X∗1 > 0✱
X∗2 = 0
❈❛( ✷ ✿
X∗1 > 0
X∗2 > 0
S∗2 =S
i∗
2 ✱ i=1, 2
❈❛( ✸ ✿
❘!"♦✉❞&❡ ❧❡ "②"*+♠❡ ✿
S1 = F (S)
S = G(S1)
{
❘!"♦✉❞&❡ ❧❡ "②"*+♠❡ ✿
S1 = F (S)
S = Hi(S1)✱ i=1, 2
{X∗2 = 0
S∗2 =S2in
S∗=0
S∗2 =S
i∗
2
X∗2 =X
i∗
2
S∗=Si∗✱ i=1, 2
S1 = S
∗
1
S = S∗
X1 = X
∗
1
S2 = S
∗
2
S1 = S
∗
1
S = S∗
X1 = X
∗
1
X2=X
i∗
2 ✱ i=1, 2
E01 = (S1in, 0, S2in,0,0) E
i
1=(S1in,0, S
i∗
2 , X
i∗
2 , S
i∗)
i = 1, 2
E∗=(S∗1 , X
∗
1 , S
∗
2 , X
∗
2 , S
∗) E∗=(S∗1 , X
∗
1 , S
i∗
2 , X
∗
2 , S
∗)
i = 1, 2
❋✐❣✉$❡ ✸✳✸ ✕ ❉✐❛❣)❛♠♠❡ ),-✉♠❛♥0 ❧❡- ,2✉✐❧✐❜)❡- ❞✉ -②-06♠❡ ❆▼✷❜ ✭✸✳✺✮✲✭✸✳✾✮✳
– varier la valeur d’un paramètre “influent” du modèle AM2b et étudier les conséquences qualitatives
sur le comportement de ce dernier. Le paramètre choisi est le taux de croissance maximum m de
la cinétique µ(S) (voir l’hypothèse 3.1, section 3.3.4),
– calculer les valeurs des équilibres obtenus suite aux intersections du graphe F avec les graphes de
G et Hi pour un jeu de paramètres donné. Ces valeurs S∗1 et S
∗ doivent être positives, et satisfaire
les conditions (3.23) et (3.30).
– analyser d’éventuelles bifurcations des équilibres suite à la variation de m sous différentes condi-
tions de fonctionnement.
Avant de représenter les graphes F (S), G(S1) et Hi(S1), introduisons les inégalités suivantes afin
de respecter certaines contraintes biologiques des schémas réactionnels (3.1)-(3.3).
– Les quantités des biomasses produites et des produits obtenus par les réactions biologiques, sont
toujours inférieures ou égales à la quantité des substrats dégradés :
k3 ≥ 1 + b4, ✭✸✳✸✶✮
b1 ≥ 1 + b2. ✭✸✳✸✷✮
– La quantité de S2 produite par unité de temps à partir de S1 est supérieure à la quantité produite à
partir de S :
k2 > b2. ✭✸✳✸✸✮
✼✵ ❈❤❛♣✐%&❡ ✸
De plus, nous pouvons déduire les inégalités suivantes :
– De (3.31), on a :
k3(D0 +D1) ≥ (1 + b4)(D0 +D1)
> b4(D0 +D1) +D0,
d’où :
b4(D0 +D1) +D0
k3(D0 +D1)
= A < 1. ✭✸✳✸✹✮
La quantité A représente un rendement biologique. C’est la quantité des SMP produite à partir
de la dégradation de S2 et de la lyse de X2 par rapport à la quantité de S2 dégradée par X2. Ce
rendement est inférieure à 1 et respecte le principe de conservation de la matière.
– De (3.22), on remarque que :
B1 > 0. ✭✸✳✸✺✮
– Puisque b1 > 1 selon (3.32), alors on a :
D0b1 > D0 ⇒ D0 − b1D0 − b1D1 < 0.
En divisant par k1B, on obtient :
D0 − b1(D0 +D1)
k1B
= B2 < 0. ✭✸✳✸✻✮
– A partir de (3.33), on peut obtenir :
C2 =
A(k2 − b2) + b3 + b1
k1B
> 0. ✭✸✳✸✼✮
– De (3.32) on a b2 − b1 ≤ −1 et puisque A < 1 selon (3.34), alors on a :
D0(Ab2 − b1) < −D0 =⇒ (D0 +D1)(Ab2 − b1) +D0 < 0.
On divise par k1B et on obtient :
C3 =
(D0 +D1)(Ab2 − b1) +D0
k1B
< 0. ✭✸✳✸✽✮
La fonction F (S) définie par (3.20) dépend de la cinétique µ(S), en particulier du taux de croissance
maximum m. Elle change d’allure si ce paramètre change de valeur. Les fonctions G(S1) et Hi(S1), i =
1, 2 définies respectivement par (3.21) et (3.27) ne dépendent pas dem. La forme de leur graphe respectif
reste donc inchangée lorsque m varie. Toutefois, ces fonctions dépendent des valeurs des constantes
(B1, B2) et (C1, C2, C3) respectivement. Elles peuvent donc avoir plusieurs comportements selon les
valeurs des paramètres biologiques et les conditions de fonctionnement.
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On rappelle que la fonction F (S) est définie par : F (S) = µ−11
(
D0 +D1 − µ(S)
)
. Elle vérifie les
propriétés suivantes :
F (0) = µ−11 (D0 +D1) = λ1,
lim
S→+∞
F (S) = µ−11 (D0 +D1 −m) = λ2.
Si m = 0, alors pour tout S, F (S) = λ1.
La dérivée F
′
(S) = −
[(
µ−11
)′(
D0 +D1 − µ(S)
)]
µ
′
(S) est négative. Donc la fonction F (S) est
une fonction décroissante comme montré sur la figure 3.4. Son graphe est :
– une droite verticale F (S) = λ1 pour m = 0,
– une branche hyperbolique à gauche de λ1 si m 6= 0.
S1=F (S)
S
λ1λ2
F
(S
)
♣
♦
✉
#
m
=
0
F
(S
)
♣
♦
✉
#
m
6=
0
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La fonction G(S1) est définie sur R+∗. En considérant (3.35) et (3.36), ses limites aux bornes du
domaine de définition s’écrivent alors :
lim
S1→0+
G(S1) = −∞,
lim
S1→+∞
G(S1) =
{
+∞ si B2 < −m1B1,
−∞ si B2 > −m1B1.
avec : m1 = lim
S1→+∞
µ1(S1) (voir l’hypothèse 3.1).
La figure 3.5 représente le graphe de G(S1) quand B2 < −m1B1. Remarquons que, dans ce cas,
tous les équilibres S∗1 obtenus par l’intersection du graphe de F (S) avec le graphe de G(S1) ne vérifient
pas la condition (3.23). Ce cas n’est donc pas retenu pour trouver les équilibres d’intérêt.
✼✷ ❈❤❛♣✐%&❡ ✸
S1
S = G(S1)
+∞
!!✒
−∞!!✠
S1in
❋✐❣✉$❡ ✸✳✺ ✕ ▲❡ ❣)❛♣❤❡ ❞❡ ❧❛ ❢♦♥❝3✐♦♥ G(S1)  ✐ B2 < −m1B1✳ ▲❛ ③♦♥❡ ❣*✐ ❡ *❡♣*, ❡♥-❡ ❧❛ ③♦♥❡
♦/ ✭✸✳✷✸✮ ♥✬❡ - ♣❛ ✈,*✐✜,❡ ❡-✴♦✉ S < 0✳
Nous nous intéressons donc par la suite au cas où B2 > −m1B1. La fonction G est alors concave
sur R+∗ comme montré sur la figure 3.6. Deux situations peuvent être distinguées par rapport au signe
des valeurs de G(S1) :
– La fonction G(S1) a des valeurs négatives pour tout S1 ∈ R+∗ (voir figure 3.9 à gauche). Ce cas
n’est pas considéré car F (s) ne croise jamais G(S1) dans R+∗ et donc, pas d’équilibres positifs
S∗1 et S
∗.
– La fonction G(S1) a des valeurs positives sur un certain intervalle de S1 et présente un maximum
SM (voir figure 3.6). Dans ce cas et à partir de (3.21), nous remarquons que la fonction G(S1)
peut s’annuler pour les deux valeurs :
S1 = µ
−1
1
(−B2
B1
)
= λG et S1 = S1in.
Deux cas peuvent exister selon la position de S1in par rapport à λG :
– Si S1in > λG (figure 3.6, gauche), alors les valeurs positives de S∗1 obtenues par l’intersection
du graphe de F avec celui de G sont acceptées, car elles vérifient la condition (3.23).
– Si S1in < λG (figure 3.6, droite), alors toutes les valeurs positives de S∗1 obtenues par l’inter-
section des graphes de F et de G sont exclues, car elles ne vérifient pas la condition (3.23).
Pour la suite de notre étude, nous traitons le cas (S1in > λG), où la fonction G(S1) est positive
pour S ∈ [λG, S1in].
S1S1
S = G(S1) S = G(S1)
S1inλG
S1in λG
✲✛✲✛ S
M
−∞ −∞!✠ ❅❘
SM
−∞ −∞!✠ ❅❘
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Les fonctions Hi(S1) sont définies sur R+∗ et leurs limites dépendent des signes de C2 et C3 donnés
par (3.37) et (3.38). Ainsi, les limites de Hi(S1), i = 1, 2, aux bornes du domaine de définition sont :
lim
S1→0+
Hi(S1) = −∞,
lim
S1→+∞
Hi(S1) =
{
+∞ si C3 < −m1C2,
−∞ si C3 > −m1C2.
avec : m1 = lim
S1→+∞
µ1(S1) (voir l’hypothèse 3.1).
Nous présentons sur la figure 3.7 les graphes de Hi(S1), i = 1, 2, quand C3 < −m1C2. Les équi-
libres S∗1 obtenus par l’intersection de F avec Hi, peuvent ne pas respecter la condition (3.23).
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Nous nous intéressons par la suite au cas C3 > −m1C2 où les fonctions Hi sont concaves sur leur
domaine de définition R+∗ comme illustré par la figure 3.8. Deux cas peuvent se présenter par rapport
au signe des valeurs des Hi(S1) :
– Les fonctions Hi(S1) ont des valeurs négatives pour tout S1 ∈ R+∗ comme montré par la figure
3.9 à droite.
– Les fonctions Hi(S1) ont des valeurs positives pour certains intervalles de S1 (voir figure 3.8).
Dans ce cas, elles présentent respectivement des maximums SM1 et SM2.
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Selon les valeurs des paramètres biologiques et les conditions de fonctionnement du système, plu-
sieurs comportements des fonctions G(S1) et Hi(S1), i = 1, 2, sont possibles. Nous représentons à titre
d’exemple sur la figure 3.10 quelques cas possibles. Remarquons par exemple sur la figure à droite, que
le graphe de H2 peut se trouver dans la zone grise au dessous du graphe de G. Dans ce cas, tout équilibre
obtenu par l’intersection de F avec H2 ne satisfait pas la condition (3.30).
Pour l’intersection du graphe de F (S) avec les graphes de G(S1) et Hi(S1), nous pouvons aussi
envisager plusieurs cas (cf. la figure 3.11).
Les figures 3.5-3.11 sont obtenues pour les valeurs des paramètres du tableau 3.3, sauf pour les
valeurs de m1, K1, S1in, S2in, D1 et Ki, qui sont choisies comme dans le tableau 3.1 :
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Dans la section suivante, nous considérons trois cas particuliers qui présentent un intérêt pratique et
nous étudions le comportement du système vis-à-vis des variations de la valeur du taux de croissance
maximal de la biomasse acidogène sur les SMP.
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Pour illustrer notre approche, nous analysons dans cette section trois cas génériques représentés par
les figures 3.12, 3.13 et 3.14. Nous caractérisons le nombre et la nature des équilibres en fonction du
paramètre de bifurcation m. Ces figures sont obtenues avec les valeurs des paramètres biologiques du
tableau 3.3 et les fonctions µ1 et µ de loi Monod et µ2 de loi Haldane :
µ1(S1) = m1
S1
S1 +K1
, µ(S) = m
S
S +K
, µ2(S2) = m2
S2
S22
Ki
+ S2 +K2
,
qui vérifient les caractéristiques de l’hypothèse 3.1.
Les valeurs des paramètres de la partie du modèle sans SMP (le modèle initial AM2), sont égales ou
proches (en utilisant les écarts types) aux valeurs AMOCO proposées dans [Ber01c] et rapportées dans le
tableau 2.1 du chapitre 2. Les valeurs de k2, k3, K2 et KI de ce dernier tableau sont redimensionnées de
[mmol/g] en [g/g], en considérant que la composante majoritaire des AGV (S2) est l’acétate ou l’acide
acétique CH3COOH de masse molaire 60g/mol. Autrement dit, 1 mol de S2 donne 60g de S2. Les
valeurs converties sont rapportées dans le tableau 3.2.
Les autres paramètres biologiques b1, b2, b3 et b4 de la partie modélisant les SMP, ont des valeurs
satisfaisant les inégalités (3.31), (3.32) et (3.33) et sont choisies tels que :
– b1 < k1 : S est lentement dégradé par rapport à S1.
– b3 < k2 : la quantité de S1 convertie en S2 est plus grande que celle transformée en S.
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;❛+❛♠61+❡, ❱❛❧❡✉+, ❆▼❖❈❖ ❱❛❧❡✉+, ❝♦♥✈❡+1✐❡, ❂ ✻✵ ✯ ❱❛❧❡✉+, ❆▼❖❈❖
k¯2 ✷✺✵ ❬♠♠♦❧✴❣ ❪ ✶✺ ❬❣✴❣ ❪
k¯3 ✷✻✽ ❬♠♠♦❧✴❣ ❪ ✶✻✳✵✽ ❬❣✴❣ ❪
K¯2 ✺ ❬♠♠♦❧✴❧ ❪ ✵✳✸ ❬❣✴❧ ❪
K¯I ✶✺ ❬♠♠♦❧✴❧ ❪ ✵✳✾ ❬❣✴❧ ❪
– b4 < k1, k2, k3 : la quantité de S2 convertie en S est faible par rapport aux autres quantités pro-
duites ou dégradées.
On choisit les unités de :
– tous les coefficients stœchiométriques (ou rendements) en [g/g],
– toutes les concentrations et les constantes de demi-saturation et d’inhibition en [g/l],
– tous les taux de dilution, les taux de mortalité et de croissance maximale en [1/j].
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Trois cas génériques sont considérés selon les valeurs des paramètres K1, S1in, S2in et D1 :
– Cas générique 1, K1 = 10, S1in = 15, S2in = 1 et D1 = 0.4, (voir la figure 3.12) :
λ1 < S1in < λ
1
2 < λ
1
1,
avec λ11 et λ
1
2 les plus grandes valeurs de S1 telles que H1(λ
1
1) = 0 et H2(λ
1
2) = 0 respectivement.
– Cas générique 2, K1 = 16, S1in = 15, S2in = 1 et D1 = 0.4, (voir la figure 3.13) :
S1in < λ
1
2 < λ
1
1 < λ1.
– Cas générique 3, K1 = 18, S1in = 10, S2in = 0.6 et D1 = 0.25, (voir la figure 3.14) :
λ12 < S1in < λ
1
1 < λ1.
Dans les trois cas, nous varions la valeur du paramètre de bifurcation m afin d’analyser le compor-
tement du modèle AM2b et de le comparer avec le modèle AM2. Nous colorons en gris les zones où la
condition (3.23) et/ou la condition (3.30) n’est pas satisfaite. En conséquence, toute intersection de F (S)
avec H1(S1) ou H2(S1) dans ces zones n’est pas considérée.
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Remarquons que le graphe de F (S) peut croiser une fois (voir la figure 3.12), ou zéro ou deux fois
(voir les figures 3.14 et 3.13) les graphes de G(S1), H1(S1) ou H2(S1). Nous utilisons les notations
suivantes pour les équilibres possibles obtenus dans les trois cas.
– E02j : les équilibres donnés par l’intersection du graphe de F (S) avec le graphe deG(S1), j = 1, 2,
– E12j : les équilibres donnés par l’intersection du graphe de F (S) avec le graphe de H1(S1), j =
1, 2,
– E22j : les équilibres donnés par l’intersection du graphe de F (S) avec le graphe de H2(S1), j =
1, 2.
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Comme nous pouvons le noter à partir de l’examen de la figure 3.12, trois équilibres E021, E
1
21 et E
2
21
sont obtenus par l’intersection de F avec G, H1 et H2 quelle que soit la valeur de m. Ces équilibres sont
représentés par la figure 3.16, auxquels nous ajoutons les équilibres triviaux E00 , E
1
1 et E
2
1 , caractérisés
par le lemme 3.1 et représentés par la figure 3.15. Ces derniers équilibres existent si et seulement si la
condition (3.18) est vérifiée. Le système peut avoir au plus six équilibres donnés par le théorème 3.1, où
T signifie Équilibres Triviaux, F ∩H1, F ∩H2 et F ∩G signifient Équilibres obtenus par l’intersection
de F avec H1, H2 et G respectivement et S et I signifient Stable et Instable respectivement.
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Ces résultats de simulation montrent que dans les conditions opérationnels du cas générique 1, le
système AM2b possède le même nombre d’équilibres que le système original AM2. De plus, ils sont de
même nature, au nombre de six dont deux sont localement stables (fonctionnement en bistabilité). Seules
les valeurs de E021, E
1
21 et E
2
21 changent avec m comme illustré sur la figure 3.16.
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Ce cas est représenté par la figure 3.13. Si m = 0, alors il n’y a pas d’intersection du graphe de F
avec les graphes deG,H1 etH2. Par conséquent, il n’y a pas d’équilibres hors les équilibres de lessivage
E00 , E
1
1 et E
2
1 représentés déjà par la figure 3.15. Ils ne dépendent pas de m et ils existent si et seulement
si la condition (3.18) est vérifiée.
Si la valeur de m augmente continuellement, alors le graphe de F croise d’abord le graphe de H1,
puis le graphe de H2 et finalement le graphe de G comme illustré par la figure 3.18. Nous utilisons par
la suite les notations suivantes pour les valeurs de m donnant ces intersections :
– m = mc1 : la valeur de m pour laquelle F croise H1,
– m = mc2 : la valeur de m pour laquelle F croise H2,
– m = mc3 : la valeur de m pour laquelle F croise G,
– m = mc4 : la valeur de m au-delà de laquelle nous avons S1in = S∗1 pour E
1
22 (la condition (3.23)
est dorénavant non satisfaite et donc E122 passe dans la zone grisée),
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– m = mc5 : la valeur de m au-delà de laquelle nous avons S1in = S∗1 pour E
2
22 (la condition (3.23)
est dorénavant non satisfaite et donc E222 passe dans la zone grisée).
Chaque fois que la valeur de m dépasse mci, i = 1..5, nous avons une bifurcation d’équilibres.
Par conséquence, le système AM2b peut acquérir de nouveaux équilibres ou perdre des équilibres. Plus
précisément, nous donnons dans le théorème 3.2 le nombre d’équilibres et leur nature en fonction des
valeurs de m. Le symbole T signifie Équilibres Triviaux. F ∩H1, F ∩H2 et F ∩G signifient Équilibres
obtenus par l’intersection de F avec H1, H2 et G respectivement et S et I signifient Stable et Instable
respectivement. S’il n’y a pas de symbole, cela signifie que l’équilibre n’existe pas.
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Nous supposons que S1∗2 < S
2∗
2 < S2in pour avoir un comportement de bistabilité du système
AM2b s’il n’y a pas d’intersection entre F et Hi et G comme montré par le cas 2.1 du tableau 3.5. Dans
les cas 2.2, 2.3 et 2.4, le nombre d’équilibres du système augmente avec la valeur de m. Le système
peut avoir jusqu’à neuf équilibres pour mc3 < m < mc4, dont quatre sont stables (fonctionnement en
quadri-stabilité). Toutefois, pour d’autres valeurs de m, le système peut perdre des équilibres comme le
montrent les cas 2.5 et 2.6, où les équilibres E122 et E
2
22 disparaissent, car la condition (3.23) n’est pas
satisfaite. Pour m > mc4, le système continue à fonctionner en tri-stabilité.
En conclusion, sous les conditions de fonctionnement du cas générique 2, le système AM2b présente
un comportement qualitatif riche quand la valeur du paramètre de bifurcation m change comme illustré
par la figure 3.23.
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Afin de montrer la richesse du comportement qualitatif du modèle AM2b, nous analysons le troisième
cas générique représenté par la figure 3.14. Cette fois-ci, avec les valeurs utilisées des paramètres nous
avons :
S2in = 0.6, S
1∗
2 = 0.1652, S
2∗
2 = 1.6348
Comme S2∗2 > S2in, alors la condition (3.18) n’est pas respectée pour l’équilibre E
2
1 . Le système
n’a que deux équilibres triviaux E00 et E
1
1 (cf. figure 3.15).
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Pour les autres équilibres obtenus par l’intersection de F (S) avec G(S1), H1(S1) et H2(S1), nous
considérons les valeurs suivantes du paramètre de bifurcation m comme montré par la figure 3.22.
– m = mc1 : la valeur de m pour laquelle F croise H1,
– m = mc2 : la valeur de m pour laquelle F croise H2,
– m = mc3 : la valeur de m pour laquelle F croise G,
– m = mc4 : la valeur de m au-delà de laquelle nous avons H2(S∗1) < G(S
∗
1) pour E
2
22,
– m = mc5 : la valeur de m au-delà de laquelle nous avons S1in = S∗1 pour E
1
22.
Nous attirons l’attention dans ce cas sur une bifurcation importante correspondant à m = mc4, où
la fonction H2(S1) devient inférieure à la fonction G(S1). Dorénavant, la condition (3.30) n’est pas
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satisfaite et l’équilibre E222 disparaît dans la zone grise. A son tour, l’équilibre E
1
22 passe dans la zone
grisée pour m = mc5, car la condition (3.23) n’est plus vérifiée pour lui.
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Les équilibres du système et leur nature sont résumés par le théorème 3.3, où T signifie Équilibres
Triviaux. F ∩H1, F ∩H2 et F ∩G signifient Équilibres obtenus par l’intersection de F avec H1, H2 et
G respectivement et et S et I signifient Stable et Instable respectivement. S’il n’y a pas de symbole, cela
signifie que l’équilibre n’existe pas.
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Les équilibre E12j , E
2
2j et E
0
2j , j = 1, 2 sont montrés par la figure 3.23. Le système peut avoir deux
équilibres de lessivage E00 et E
1
1 pour m < mc1. Il peut par la suite gagner de nouveaux équilibres pour
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mc1 < m < mmc4. Remarquons que dans le cas 3.4 du tableau 3.6, il atteint 8 équilibres en tout et a
un comportement de tri-stabilité (E11 , E
0
21 et E
1
21 sont localement stables). Toutefois, il perd les deux
équilibres E222 et E
1
22 pour m = mc4 et m = mc5 respectivement.
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Nous avons montré dans la section précédente que les modèles AM2 et AM2b, peuvent avoir des
comportements qualitatifs différents selon les paramètres utilisés et les conditions de fonctionnement.
Dans le modèle AM2, la valeur au régime permanent S∗1 n’est pas affectée par la concentration en entrée
S1in. C’est le cas aussi dans AM2b quand m = 0.
Quand m est différent de 0, la valeur de S∗1 change avec la valeur de S1in. Plus précisément, S
∗
1 est
une fonction décroissante de S1in comme illustré par les figures 3.24 et 3.25. Sur la figure 3.24, nous
représentons l’intersection de F avec H1 pour m = 0 et m = 0.1 et pour S1in = 8, S1in = 10 et
S1in = 15. Sur la figure 3.25, nous traçons l’évolution de S∗1 en fonction de S1in.
La différence qualitative importante entre les modèles AM2 et AM2b, peut être utilisée pour la vali-
dation de ce dernier sur des données réelles de la manière suivante. Supposons que l’on dispose de me-
sures expérimentales en régime permanent et que pour différentes valeurs de S1in, nous avons différents
✽✽ ❈❤❛♣✐%&❡ ✸
équilibres S∗1 . Alors le modèle AM2b est un candidat possible pour décrire ces données contrairement
au modèle AM2.
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Nous présentons dans cette section, une synthèse de l’approche graphique utilisée pour déterminer les
équilibres dans les différents cas génériques. Par souci de simplification, nous résumons cette synthèse
aux points suivants :
1. Les équilibres du système (3.5)-(3.9) sont caractérisés par les lemmes 3.1, 3.2 et 3.3 pour (X1 = 0),
(X1 > 0, X2 = 0) et (X1 > 0, X2 > 0) respectivement.
2. Pour déterminer graphiquement les équilibres dans les deux derniers cas, nous représentons dans
le plan (S1, S) les graphes des fonctions F (S),G(S1) etHi(S1), (i = 1, 2) dans les cas génériques
1, 2 ou 3, en faisant varier la valeur du paramètre de bifurcation m, qui est le taux de croissance
maximum de X1 sur S.
3. S’il y a des intersections du graphe de F (S) avec les graphes deHi(S1) et/ou deG(S1) (∀m ≥ 0),
alors nous ne considérons que les équilibres S∗1 et S
∗ tels que S1in > S∗1 > 0 et S
∗ > 0 satisfont
la condition (3.30).
✸✳✼ ❈♦♥❝❧✉)✐♦♥ ✽✾
4. Nous calculons les valeurs des autres composantes X∗1 , X
∗
2 et S
∗
2 caractérisées par les lemmes 3.2
et 3.3 et nous étudions d’éventuelles bifurcations des équilibres.
Comme nous l’avons vu, plusieurs cas peuvent se présenter selon les conditions de fonctionnement
considérées ou les valeurs utilisées des paramètres biologiques. Nous n’avons étudié dans ce chapitre
que trois cas génériques :
1. Cas 1. Non bifurcation d’équilibres du modèle AM2b : le système a trois équilibres de lessivage
E00 , E
1
1 et E
2
1 et trois équilibres E
1
21, E
2
21 et E
0
21 obtenus respectivement par l’intersection du
graphe de F (S) avec les graphes de H1(S1), H2(S1) et G(S1). Le système garde le nombre et la
nature de ces équilibres ∀m ≥ 0.
2. Cas 2. Bifurcation d’équilibres du modèle AM2b : Pour des valeurs croissantes de m, le compor-
tement du système est riche et plusieurs bifurcations d’équilibres peuvent avoir lieu. Le système
peut avoir jusqu’à neuf points d’équilibresE00 ,E
i
1,E
1
2i,E
2
2i etE
0
2i, i = 1, 2. Pour certaines valeurs
de m, on a la condition (3.23) qui n’est pas satisfaite et donc, le système perd des équilibres.
3. Cas 3. Bifurcation d’équilibres du modèle AM2b : Le système peut avoir deux équilibres de bord
E00 et E
1
1 (E
2
1 n’existe pas car la condition (3.18) n’est pas vérifiée pour S
2∗
2 ) et six équilibres E
1
2i,
E22i et E
0
2i, i = 1, 2 obtenus par l’intersection de F (S) avec G(S1) et Hi(S1). Toutefois, il perd
des équilibres par la suite car les conditions (3.23) et (3.30) ne sont pas satisfaites.
✸✳✼ ❈♦♥❝❧✉)✐♦♥
Le modèle développé dans ce chapitre est basé sur la modification du modèle classique AM2, afin
d’intégrer la production et la dégradation des SMP dans un BRM anaérobie. A notre connaissance,
les modèles incluant les SMP en digestion anaérobie, disponibles dans la littérature se rapportent aux
systèmes conventionnels et non pas aux BRM. Par ailleurs, ces modèles ne sont pas adaptés pour le
contrôle, en raison de leur complexité. A l’inverse, notre modèle est suffisamment simple d’un point
de vue mathématique pour être utilisé comme modèle de synthèse pour des observateurs et des lois de
commande.
Après avoir développé le modèle et prouvé la positivité et la bornitude de ses variables, nous avons
étudié mathématiquement ses régimes permanents. Nous avons ensuite analysé d’éventuelles bifurca-
tions des équilibres en faisant varier la valeur du taux de croissance maximum de la biomasse par rapport
aux SMP.
Nous avons simulé le modèle avec un jeu de paramètres donné et nous avons trouvé qu’en l’absence
d’une croissance de la biomasse sur les SMP, son comportement qualitatif est exactement le même que
celui du modèle classique AM2. Lorsqu’il y a une croissance sur les SMP, le système garde le nombre et
la nature de ses équilibres, modifiant uniquement leurs valeurs lorsque le taux de croissance maximum
varie.
Toutefois, sous certaines conditions opératoires ou avec d’autres jeux de paramètres biologiques, le
comportement qualitatif du modèle développé peut changer radicalement. Des bifurcations des équilibres
peuvent avoir lieu pour certaines valeurs du taux de croissance maximum sur les SMP. Dans ce cas, le
modèle voit le nombre et la nature de ses équilibres changer. Le système peut alors fonctionner en mono-
stabilité, en bi-stabilité, en tri-stabilité ou en quadri-stabilité.
✾✵ ❈❤❛♣✐%&❡ ✸
Le chapitre suivant a pour objet la synthèse d’observateurs, afin d’estimer les biomasses, les SMP et
les cinétiques du modèle développé à partir des mesures disponibles des substrats et du biogaz.
❈❤❛♣✐%&❡ ✹
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Ce chapitre est consacré à la synthèse d’observateurs et d’estimateurs pour le modèle AM2b et à l’in-
troduction de méthodes de filtrage bayésien. Il s’agit notamment d’estimer les concentrations des SMP,
des biomasses et des cinétiques du modèle. Dans un premier temps, nous proposons un état de l’art sur
les observateurs d’état utilisés pour les bioprocédés, que nous appliquons par la suite au modèle AM2b.
Nous introduisons ensuite les filtres particulaires, en donnant un exemple d’application sur le chemostat.
Des résultats de simulation sont présentés et discutés avant de proposer quelques perspectives.
✾✶
✾✷ ❈❤❛♣✐%&❡ ✹
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Les procédés de traitement biologiques des eaux usées sont des systèmes complexes, impliquant plu-
sieurs réactions en série et/ou en parallèle entre différentes composantes biologiques. Nous avons proposé
dans les chapitres précédents des modèles suffisamment simples pour être utilisés pour le contrôle des
BRM anaérobies.
Toutefois, un contrôle efficace du système nécessite un bon suivi en-ligne de l’état du procédé à l’aide
de capteurs physiques. Cependant, ces capteurs ne permettent pas toujours de délivrer les grandeurs de
toutes les variables d’état (dont certaines sont difficiles à mesurer comme les concentrations) et certains
capteurs sont particulièrement coûteux. Une alternative pour pallier à ces limitations est l’estimation des
variables inconnues par des “observateurs d’état” ou “capteurs logiciels” [Bas90]. Il s’agit d’utiliser le
modèle du procédé et les mesures disponibles pour reconstruire asymptotiquement les états inaccessibles.
Dans ce chapitre, nous rappelons tout d’abord quelques notions élémentaires sur l’observation d’état
et nous présentons quelques observateurs classiques pour les bioprocédés. Afin d’estimer les concentra-
tions des SMP, des biomasses et des cinétiques du modèle AM2b, nous synthétisons quelques observa-
teurs et nous introduisons l’approche d’estimation par filtres particulaires. Des résultats de simulations
sont présentés et discutés. Enfin, nous proposons quelques perspectives.
✹✳✷ ❖❜/❡&✈❛%❡✉&/ ♣♦✉& ❧❡/ ❜✐♦♣&♦❝5❞5/
Les approches utilisées pour synthétiser un observateur sont groupées en deux grandes classes selon
le type de modèle considéré à savoir s’il est linéaire ou non linéaire. Pour les modèles linéaires, on fait
appel à l’observateur de Luenberger dans le domaine déterministe et au filtre de Kalman dans le domaine
stochastique. Les techniques qui permettent de développer un observateur pour un système non linéaire
comme les bioprocédés sont nombreuses : elles s’appuient sur des idées qui peuvent être assez éloignées
les unes des autres. Le choix de la méthode est intimement lié à la qualité des mesures et aux incertitudes
du modèle du bioprocédé [Doc01a] :
– Si les cinétiques biologiques sont mal connues, on peut construire des observateurs asymptotiques
basés sur un modèle de bilan de matières ;
– Si le système présente des incertitudes sur les entrées ou sur les paramètres, on peut synthétiser
des observateurs par intervalles pour encadrer les états estimés ;
– Si on dispose de modèles correctement validés, on peut utiliser des observateurs à grands gains.
En outre, on peut utiliser des estimateurs basés-observateurs, des observateurs à modes glissants ou
encore les filtres particulaires. Pour plus de détails sur les observateurs non linéaires, nous renvoyons le
lecteur à l’ouvrage [Bes07].
Un état de l’art des travaux relatifs aux observateurs appliqués aux bioprocédés en général et à la
digestion anaérobie en particulier, est présenté dans [AG01]. Nous rappelons ci-après le principe des
observateurs asymptotiques et de l’estimateur basé-observateur après avoir rappelé quelques notions sur
l’observabilité des systèmes dynamiques.
✹✳✷ ❖❜%❡'✈❛*❡✉'% ♣♦✉' ❧❡% ❜✐♦♣'♦❝1❞1% ✾✸
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L’observabilité s’intéresse au problème de reconstruction des états non accessibles x(t) d’un système
dynamique, en considérant seulement ses entrées u(t) et ses sorties ou mesures y(t) pour tout t ≥ t0. La
figure 4.1 montre le principe d’un observateur qui est vu comme le cœur du système à contrôler.
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La question qui se pose d’abord est : comment poser le problème de la reconstruction d’état, autre-
ment dit, comment définir l’observabilité ? Sous quelles conditions sommes-nous capables de recons-
truire effectivement xˆ et θˆ ? La réponse dépend en fait de la nature linéaire ou non linéaire du système
considéré, où la notion d’observabilité devient respectivement indépendante ou dépendante de l’entrée
appliquée.
Considérons d’abord le cas des systèmes linéaires décrits par le modèle (4.1).
{
x˙(t) = Ax(t) +Bu(t), x(t0) = x0,
y(t) = Cx(t),
✭✹✳✶✮
où x ∈ Rn est le vecteur d’état avec x0 le vecteur des conditions initiales, u ∈ Rm le vecteur d’entrées
et y ∈ Rp le vecteur des sorties.
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La solution du système (4.1) est donnée par :
{
x(t) = eA(t−t0) x(t0) +
∫ t
t0
eA(t−τ)Bu(τ)dτ,
y(t) = Cx(t).
✭✹✳✷✮
L’observabilité de (4.1) est équivalente à :
∀x0 6= x′0, ∃ t ≥ 0 tel que : CeAt(x0 − x′0) 6= 0 c’est-à-dire y(t) 6= y′(t).
Donc, l’observabilité des systèmes linéaires est indépendante de l’entrée appliquée au système.
✾✹ ❈❤❛♣✐%&❡ ✹
Un critère pour tester l’observabilité du système linéaire (4.1) consiste à vérifier si la matrice suivante
est de rang complet [Kal60], [Kal62] :
rang


C
CA
.
.
.
CAn−1


= n
Considérons maintenant un système non linéaire décrit par le modèle (4.3).
{
x˙(t) = f(x(t), u(t)), x(t0) = x0,
y(t) = h(x(t)),
✭✹✳✸✮
où x ∈ Rn est le vecteur d’état avec x0 le vecteur des conditions initiales, u ∈ Rm le vecteur d’entrées
et h(x) ∈ Rp le vecteur des sorties.
Dans le cas d’un système non linéaire, nous ne pouvons plus écrire explicitement la solution (4.2)
pour le système (4.3). Le raisonnement ci-dessus ne s’applique donc plus. Pour avancer sur cette question
de l’observabilité des systèmes non linéaires, on introduit alors la notion de discernabilité.
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′
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Ceci revient à dire que quelle que soit u universelle, on peut reconstruire x0 ou x′0 de manière unique à
partir de la sortie y ou y′. Donc l’observabilité des systèmes non linéaires dépend de l’entrée u : il y a des
systèmes qui sont observables pour certaines entrées et pas pour d’autres. En pratique, la notion d’entrée
universelle peut ne pas être suffisante, on utilise alors la notion d’entrée régulièrement persistante.
❉!✜♥✐%✐♦♥ ✹✳✸✳ ✿ ▲✬❡♥&2%❡ u(t) ❡(& 2%❣✉❧✐92❡♠❡♥& ♣❡2(✐(&❛♥&❡ (✐ ∃ c1 > 0✱ c2 > 0 &❡❧ >✉❡ ∀ t✱ ♦♥
❛ ✿
0 < c1 ≤
∫ t+c2
t u(τ)dτ.
Une condition d’observabilité locale du système (4.3) consiste à vérifier que [Gri71] :
rang


∂
∂x


h(x)
Lfh(x)
.
.
.
Ln−1f h(x)




= n,
où Lifh(x) est la i
me dérivée de Lie de h(x) le long de la direction de f .
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Parmi les observateurs appliqués aux bioprocédés, il y a les observateurs asymptotiques, les obser-
vateurs par intervalles et l’estimateur basé-observateur dont nous rappelons les principes respectifs dans
la section suivante. Pour d’autres techniques et davantage de détails sur ces observateurs, le lecteur peut
par exemple consulter [Bas90], [Doc01a] et [Doc01b].
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Pour les modèles bien connus, il est intéressant de développer des observateurs dont on peut régler
la vitesse de convergence (par exemple, afin de garantir une convergence exponentielle). Toutefois, les
modèles des bioprocédés sont souvent mal connus, notamment les cinétiques de réactions. Dans ce cas, il
y a une motivation à développer des observateurs à convergence asymptotique pour estimer les variables
non mesurées. Cette classe d’observateurs porte le nom d’observateurs asymptotiques et ont été introduits
la première fois par [Bas90].
Le principe de ces observateurs est de tirer partie d’un changement de variables permettant de réécrire
le système initial dans une base où le système est indépendant des cinétiques inconnues. Ceci n’est
possible que sous les hypothèses suivantes :
H1 : La matrice des coefficients de rendement est connue ;
H2 : Le nombre de mesures disponibles est supérieur ou égal au nombre de réactions biologiques.
Le détail et la généralisation de cette approche est donnée dans [Bas90] et [Doc01a]. Nous nous
contentons ici d’illustrer directement cette approche sur un exemple. Considérons le système AM2 à
deux étapes de digestion anaérobie présenté dans le chapitre 2 (avec α = 1) :
S˙1 = D(S1in − S1)− k1µ1(S1)X1, ✭✹✳✹✮
X˙1 = [µ1(S1)−D]X1, ✭✹✳✺✮
S˙2 = D(S2in − S2) + k2µ1(S1)X1 − k3µ2(S2)X2, ✭✹✳✻✮
X˙2 = [µ2(S2)−D]X2. ✭✹✳✼✮
Supposons que S1 et S2 sont mesurées, que X1 et X2 ne sont pas mesurées et que µ1 et µ2 sont
inconnues. Introduisons les combinaisons suivantes :
Z1 = S1 + k1X1,
Z2 = S2 + k3X2 +
k2
k1
S1.
Les dynamiques de Z1 et Z2 s’écrivent sous la forme suivante, qui ne dépend pas de µ1 et µ2 :
Z˙1 = −DZ1 +DS1in,
Z˙2 = −DZ2 +D(S2in + k2k1S1in),
✭✹✳✽✮
d’où on tire l’observateur :
˙ˆ
Z1 = −DZˆ1 +DS1in,
˙ˆ
Z2 = −DZˆ2 +D(S2in + k2k1S1in),
✭✹✳✾✮
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Les variables X1 et X2 peuvent être estimées par les relations suivantes :
Xˆ1 =
1
k1
(Zˆ1 − S1),
Xˆ2 =
1
k3
(Zˆ2 − S2 − k2k1S1).
✭✹✳✶✵✮
Posons e1 = Z1 − Zˆ1 et e2 = Z2 − Zˆ2, d’où :
e˙1 = −De1,
e˙2 = −De2.
✭✹✳✶✶✮
On note que la vitesse de convergence de cet observateur n’est pas réglable. Elle est fixée par le
taux de dilution du bioprocédé et n’est plus garantie si D s’annule. En fait, la convergence asymptotique
de (4.11) n’est garantie que si l’entrée D(t) est régulièrement persistante (voir la définition 4.3). Cet
observateur n’est donc pas adapté si les bioréacteurs fonctionnent en mode discontinu, où toute erreur
d’estimation initiale persiste tout au long de la procédure d’estimation, car l’entrée D(t) est presque tout
le temps nulle et donc non persistante.
Supposons maintenant que certains paramètres et/ou entrées du système ne sont connus que par leurs
bornes supérieures et inférieures, comme le cas des concentrations en entrée des stations de traitement des
eaux usées ou encore des taux de croissance maximums des cinétiques biologiques. Dans notre exemple,
l’observateur (4.9), qui nécessite S1in et S2in, ne peut plus être utilisé. Dans ce cas, nous pouvons faire
appel à l’observateur par intervalle, qui consiste à utiliser des bornes a priori sur les incertitudes et de
déduire un intervalle dynamique qui encadre un état inconnu au lieu d’estimer une valeur unique. Le
principe de l’estimation par intervalle est résumé sur la figure 4.2.
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Un observateur par intervalle pour un bioprocédé peut être construit sur la base de deux observateurs
asymptotiques, dont un donne une estimation de la borne supérieure et l’autre fournit une estimation
de la borne inférieure de la variable inconnue. Malheureusement, cette approche par intervalle présente
deux inconvénients :
– Si l’intervalle d’estimation est très large, alors peu d’informations seront données, ce qui rend
l’observateur peu utile ;
– L’encadrement de la variable inconnue n’est assuré que si la matrice Jacobienne du système dyna-
mique des erreurs est coopérative ✶. Si nous considérons deux conditions initiales x+0 et x
−
0 telles
✶✳ ❚♦✉" ❧❡" 2❧2♠❡♥' ❞❡ ❧❛ ♠❛'$✐❝❡ ❏❛❝♦❜✐❡♥♥❡ ❞✉ "②"'4♠❡ ❤♦$" ❞✐❛❣♦♥❛✉① "♦♥' ♣♦"✐'✐❢"✳
✹✳✷ ❖❜%❡'✈❛*❡✉'% ♣♦✉' ❧❡% ❜✐♦♣'♦❝1❞1% ✾✼
que x+0 ≥ x−0 , alors la coopérativité garantit que :
x+(t, x+0 ) ≥ x−(t, x−0 ), ∀ t ≥ 0.
✹✳✷✳✸ ▲✬❡'(✐♠❛(❡✉- ❜❛'/✲♦❜'❡-✈❛(❡✉-
Comme son nom l’indique, l’idée d’un estimateur basé-observateur est d’utiliser les variables obser-
vées (ou mesurées) pour actualiser l’estimation des cinétiques ou des paramètres inconnus du modèle.
L’idée clé derrière la synthèse de cet estimateur est de considérer que la dynamique des variables ou
paramètres à estimer est lente. Pour illustrer la technique, nous l’appliquons directement sur le modèle
non linéaire (4.12) des bioprocédés.
{
x˙ = F (x)ρ−Dx−Q+Dxin,
ρ˙ = 0,
✭✹✳✶✷✮
où :
x(t) est le vecteur d’état avec xin(t) le vecteur d’entrée,
ρ(t) est le vecteur des cinétiques ou paramètres inconnus,
F
(
x(t)
)
est une matrice contenant des fonctions des variables d’état x,
D(t) et Q(t) sont respectivement le taux de dilution et les termes d’échange gazeux entre la phase
gazeuse et la phase liquide.
La construction de l’estimateur basé-observateur suppose que :
– x(t) est mesuré ou estimé par un observateur asymptotique ou un autre observateur,
– D(t), Q(t) et xin(t) sont connus,
– ρ(t) est inconnu lentement variable.
Cet estimateur s’écrit comme suit [Bas90], [Per00] :
{
˙ˆx = F (x)ρˆ−Dx−Q+Dxin − Ω(x− xˆ),
˙ˆρ = [F (x)]TΓ(x− xˆ). ✭✹✳✶✸✮
Dans (4.13), le vecteur ρˆ est actualisé dans la deuxième équation afin d’être réutilisé dans la première.
Soient (e1 = x− xˆ) et (e2 = ρ− ρˆ) les erreurs d’estimation. Nous avons alors :[
e˙1
e˙2
]
=
[
Ω(t) F (x)
−[F (x)]TΓ(t) 0
][
e1
e2
]
✭✹✳✶✹✮
Le système (4.14) converge exponentiellement vers son équilibre stable (e1 = 0, e2 = 0) si :
– La matrice F (x) est régulièrement persistante, c’est-à-dire s’il existe deux constantes positives c1
et c2 telle que :
c1I ≤
∫ t+c2
t F
(
x(τ)
)
F T
(
x(τ)
)
dτ, ✭✹✳✶✺✮
ce qui garantit que les mesures disponibles sont suffisamment riches pour reconstruire les états
non accessibles à la mesure.
– La matrice Ω(t) est stable.
– La matrice Γ(t) est symétrique définie positive.
✾✽ ❈❤❛♣✐%&❡ ✹
Les matrices des gains Ω et Γ peuvent être choisies diagonales telles que :
Ω = diag{ωi} avec ωi ∈ R−, Γ = diag{γj} avec γj ∈ R+ ✭✹✳✶✻✮
Plus de détails sur l’estimateur basé observateur sont disponibles dans [Bas90].
Le réglage de cet estimateur peut s’avérer délicat, car le gain [F (x)]TΓ de la deuxième équation
de (4.14) dépend du vecteur d’état x. Autrement dit, les dynamiques des composants de ρˆ peuvent être
couplées à plusieurs variables d’état du vecteur x. Pour pallier ce problème, nous présentons ci-après la
méthode de découplage proposée dans [Per00], afin de simplifier le réglage des gains.
Réécrivons d’abord la matrice F (x) comme le produit de deux matrices :
F (x) = F1(x)F2(x),
avec F1(x) de plein rang et F2(x) diagonale (F2(x) = diag{f2,i}).
La reformulation de l’algorithme est basée sur trois étapes :
1. Une transformation d’état ζ = F−11 (x)x, où la dynamique du système peut se réécrire comme
suit :
ζ˙ = F2(x)ρ+ F
−1
1 (x) [−Dx−Q+Dxin] ✭✹✳✶✼✮
Puisque F2(x) est diagonale, alors chaque composante inconnue du vecteur ρ(x) dépendra d’une
seule variable du vecteur d’état ζ. La version découplée de l’estimateur basé-observateur (4.13)
s’écrit alors sous la forme :{
˙ˆ
ζ = F2(x)ρˆ+ F
−1
1 (x) [−Dx−Q+Dxin]− Ω(ζ − ζˆ)
˙ˆρ = Γ(ζ − ζˆ)
✭✹✳✶✽✮
2. Un réarrangement des variables d’état [ζ ρ]T dans l’ordre suivant :


ζ1
ρ1
ζ2
ρ2
.
.
.
ζp
ρp


=⇒


eζ1 = ζ1 − ζˆ1
eρ1 = ρ1 − ρˆ1
eζ2 = ζ2 − ζˆ2
eρ2 = ρ2 − ρˆ2
.
.
.
eζp = ζp − ζˆp
eρp = ρp − ρˆp


✭✹✳✶✾✮
Cet ordre facilite le réglage des gains par la suite.
✹✳✸ ❙②♥&❤()❡ ❞✬♦❜)❡/✈❛&❡✉/) ♣♦✉/ ❧❡ ♠♦❞(❧❡ ❆▼✷❜ ✾✾
3. La dynamique des erreurs (4.19) s’écrit après réarrangement comme suit :


e˙ζ1
e˙ρ1
e˙ζ2
e˙ρ2
.
.
.
e˙ζp
e˙ρp


=


ω1 f2,1 0 0 . . . 0 0
−γ1 0 0 0 . . . 0 0
0 0 ω2 f2,2 . . . 0 0
0 0 −γ2 0 . . . 0 0
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
0 0 0 0 . . . ωp f2,p
0 0 0 0 . . . −γp 0




eζ1
eρ1
eζ2
eρ2
.
.
.
eζp
eρp


✭✹✳✷✵✮
Un choix adéquat des gains scalaires ωi et γi (Ω et Γ sont choisies toujours diagonales) peut alors
être fait :
ωi ∈ R−, γj = γ¯jf2,j avec γ¯j ∈ R+. ✭✹✳✷✶✮
Plus de détails sur le réglage des gains sont donnés dans [Per00].
Dans le paragraphe suivant, nous synthétisons un observateur asymptotique et un estimateur basé-
observateur pour le modèle AM2b présenté dans le chapitre 3.
✹✳✸ ❙②♥&❤()❡ ❞✬♦❜)❡/✈❛&❡✉/) ♣♦✉/ ❧❡ ♠♦❞(❧❡ ❆▼✷❜
Rappelons la forme matricielle du modèle AM2b donnée dans le chapitre précédent :
ξ˙ = Kφ(ξ)−Dξ −Q+Dξin


S˙1
X˙1
S˙2
X˙2
S˙


=


−k1 0 0
1 0 1
k2 −k3 b2
0 1 0
b3 b4 −b1




ϕ1
ϕ2
ϕ

−


D 0 0 0 0
0 D0 +D1 0 0 0
0 0 D 0 0
0 0 0 D0 +D1 0
0 −D0 0 −D0 M




S1
X1
S2
X2
S


+


DS1in
0
DS2in
0
0


, ✭✹✳✷✷✮
avec φ(ξ) le vecteur des vitesses de réactions :
φ(ξ) =


ϕ1(ξ)
ϕ2(ξ)
ϕ(ξ)

 =


µ1(S1)X1
µ2(S2)X2
µ(S)X1

 . ✭✹✳✷✸✮
Les mesures supposées disponibles sont :
y =


y1
y2
y3

 =


S1 : la matière organique
S2 : les AGV
Qm = k6µ2(S2)X2 : le débit de méthane

 . ✭✹✳✷✹✮
✶✵✵ ❈❤❛♣✐%&❡ ✹
Nous proposons d’estimer :
1- les variables X1, X2 et S en utilisant un observateur asymptotique,
2- les cinétiques µ1(S1), µ2(S2) et µ(S) en utilisant un estimateur basé-observateur.
✹✳✸✳✶ ❖❜&❡(✈❛+❡✉( ❛&②♠♣+♦+✐2✉❡
Comme nous l’avons rappelé ci-dessus, le principe de cet observateur est de trouver une nouvelle
représentation d’état indépendante des cinétiques inconnues. Pour se faire, nous proposons les combi-
naisons suivantes :
Z1 = S2 − b2X1 + k2−b2k1 S1,
Z2 = X2,
Z3 = S2 +
b2
b1
S + 1k1 (k2 +
b3b2
b1
)
S1,
d’où, nous pouvons estimer les variables :
Xˆ1 =
1
b2
[
S2 − Zˆ1 + k2−b2k1 S1
]
,
Xˆ2 = Zˆ2,
Sˆ = b1b2
[
Zˆ3 − S2 − 1k1
(
k2 +
b3b2
b1
)
S1
]
.
Les dynamiques Z˙1, Z˙2 et Z˙3 s’écrivent dans la nouvelle base comme suit :
Z˙1 = −(D0 +D1)Z1 − (D −D0 −D1)S2 −
[
(D−D0−D1)(k2−b2)
k1
]
S1+
DS2in +
D
k1
(k2 − b2)S1in − k3ϕ2
Z˙2 = ϕ2 − (D0 +D1)Z2
Z˙3 =
−D0
b1
Z1 +
D0b2
b1
Z2 −MZ3 −
[
D − D0b1 −M
]
S2 −
[
k3 − b4b2b1
]
ϕ2 +DS2in+
D
k1
(
k2 +
b3b2
b1
)
S1in +
[
D0(k2−b2)
b1k1
+ Mk1
(
k2 +
b3b2
b1
)
− Dk1
(
k2 +
b3b2
b1
)]
S1
✭✹✳✷✺✮
❘❡♠❛$%✉❡ ✹✳✶✳ ✿ ϕ2 ❡"# ❡"#✐♠& ' ♣❛*#✐* ❞❡ ❧❛ *❡❧❛#✐♦♥ ϕ2 = µ2(S2)X2 =
Qm
k6
✭✈♦✐* ✭✹✳✷✸✮ ❡#
✭✹✳✷✹✮✮✳
Posons e1 = Z1 − Zˆ1, e2 = Z2 − Zˆ2 et e3 = Z3 − Zˆ3. La forme matricielle de la dynamique des
erreurs est donnée par :


e˙1
e˙2
e˙3

 =


−(D0 +D1) 0 0
0 −(D0 +D1) 0
−D0
b1
D0b2
b1
−M




e1
e2
e3

 ✭✹✳✷✻✮
Les solutions e1(t) et e2(t) du système (4.26) convergent asymptotiquement vers l’équilibre 0 si
(D0 +D1) est régulièrement persistante, c’est-à-dire : ∃ c1 > 0, c2 > 0 tel que ∀t on a :
0 < c1 ≤
∫ t+c2
t
(
D0(τ) +D1(τ)
)
dτ.
✹✳✸ ❙②♥&❤()❡ ❞✬♦❜)❡/✈❛&❡✉/) ♣♦✉/ ❧❡ ♠♦❞(❧❡ ❆▼✷❜ ✶✵✶
Ceci entraîne la convergence de e3(t) par la suite à condition que M soit persistante aussi. Les
résultats de simulation sont présentés sur la figure 4.3. L’observateur asymptotique est robuste vis-à-vis
d’éventuelles incertitudes sur les fonctions µ1, µ2 et µ.
X1
Xˆ1
t
X2
Xˆ2
t
S
Sˆ
t
❋✐❣✉$❡ ✹✳✸ ✕ ▲❡( ✈❛+✐❛❜❧❡( X1✱ X2 ❡0 S ❡(0✐♠2❡( ♣❛+ ❧✬♦❜(❡+✈❛0❡✉+ ❛(②♠♣0♦0✐8✉❡ ✭✹✳✷✺✮✱ ❡♥
✉0✐❧✐(❛♥0 ❧❡( ✈❛❧❡✉+( ❞❡( ♣❛+❛♠?0+❡( ❜✐♦❧♦❣✐8✉❡( ❞✉ 0❛❜❧❡❛✉ ✸✳✸✱ ❛✈❡❝ K1 = 10✱ S1in = 10✱ S2in =
10✱ k6 = 400✱ m = 0.14 ❡0 D1 = 0.25✳
Notons que la matrice d’état du système (4.26) n’est pas coopérative et donc, nous ne pouvons pas
synthétiser un observateur par intervalle à partir de (4.25). Quelquefois, le problème dans une telle situa-
tion peut être résolu en considérant d’autres combinaisons ainsi que proposé dans [Rap05].
✹✳✸✳✷ ❊%&✐♠❛&❡✉, ❜❛%.✲♦❜%❡,✈❛&❡✉, ✿ ♠.&❤♦❞❡ ❞❡ ❞.❝♦✉♣❧❛❣❡
Dans ce paragraphe nous proposons d’estimer les trois cinétiques µ1, µ2 et µ à partir des mesures
réelles S1 et S2 et de la mesure logicielle X2.
✶✵✷ ❈❤❛♣✐%&❡ ✹
Tirons du système (4.22) le sous-système suivant et mettons le sous la forme générale (4.12) suivante.




S˙1
S˙2
X˙2

=


−k1X1 0 0
k2X1 −k3X2 b2X1
0 X2 0




µ1
µ2
µ

−


D 0 0
0 D 0
0 0 (D0 +D1)




S1
S2
X2

+


DS1in
DS2in
0




µ˙1
µ˙2
µ˙

=


0
0
0


✭✹✳✷✼✮
Relativement à la forme (4.12), nous avons :
– le vecteur des mesures x = [S1, S2, X2]T .
– le vecteur des inconnues θ = [µ1, µ2, µ]T .
– la matrice F (x) = F1(x)F2(x) :
F (x) =


−k1X1 0 0
k2X1 −k3X2 b2X1
0 X2 0

=


−k1 0 0
k2 −k3 b2
0 1 0




X1 0 0
0 X2 0
0 0 X1


= F1(x)F2(x)
✭✹✳✷✽✮
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Proposons d’abord pour le système (4.27) un estimateur sans découplage donné par (4.13) :


˙ˆ
S1 = D(S1in − S1)− k1X1µˆ1 − ω1(S1 − Sˆ1)
˙ˆ
S2 = D(S2in − S2)− k3X2µˆ2 + k2X1µˆ1 + b2X1µˆ− ω2(S2 − Sˆ2)
˙ˆ
X2 = X2µˆ2 − (D0 +D1)X2 − ω3(X2 − Xˆ2)
˙ˆµ1 = −k1X1γ1(S1 − Sˆ1) + k2X1γ2(S2 − Sˆ2)
˙ˆµ2 = −k3X2γ2(S2 − Sˆ2) +X2γ3(X2 − Xˆ2)
˙ˆµ = b2X1γ2(S2 − Sˆ2)
✭✹✳✷✾✮
Avec ωi et γi, i = 1..3 des gains vérifiant (4.16).
Les résultats de simulation sont présentés sur la figure 4.4.
Nous remarquons que l’estimateur basé-observateur (4.29) ne converge pas pour la variable µ(S).
Ceci est dû à la non persistance de la matrice F (ξ) donnée par (4.28) : la condition (4.15) n’est pas
vérifiée. Autrement dit, les données de l’expérience (ici faite par simulation) ne sont pas assez riches en
information.
Pour pallier ce problème, il faut exciter davantage le système par des entrées régulièrement persis-
tantes. Nous proposons d’appliquer au système un taux de dilution D(t) variable dans le temps (voir
Figure 4.5), ce qui est souvent le cas d’un point de vue pratique et nous refaisons l’expérience, dont les
résultats de simulation sont présentés sur la figure 4.6.
Remarquons que cette fois-ci, les résultats obtenus sont meilleurs que ceux obtenus avec une entrée
D constante et que les erreurs d’estimation convergent vers 0 en régime permanent.
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Nous présentons maintenant la version découplée de cet estimateur basé observateur. Pour se faire,
nous posons :
ζ = F−11 x
✶✵✹ ❈❤❛♣✐%&❡ ✹
où F1 est donnée par (4.28).
L’observateur découplé donné par l’algorithme (4.18) s’écrit alors comme suit :


˙ˆ
ζ1 = −Dk1 (S1in − S1) +X1µˆ1 − ω1(ζ1 − ζˆ1)
˙ˆ
ζ2 = −(D0 +D1)X2 +X2µˆ2 − ω2(ζ2 − ζˆ2)
˙ˆ
ζ3 =
k2D
k1b2
(S1in − S1) + Db2 (S2in − S2) +X1µˆ−
k3(D0+D1)
b2
X2 − ω3(ζ3 − ζˆ3)
˙ˆµ1 = γ2(ζ1 − ζˆ1)
˙ˆµ1 = γ3(ζ2 − ζˆ2)
˙ˆµ1 = γ2(ζ3 − ζˆ3)
✭✹✳✸✵✮
tel que :
ω1, ω2 et ω3 sont négatifs,
γ1 =
γ¯1
X1
, γ2 =
γ¯2
X2
et γ3 =
γ¯3
X1
où γ¯i > 0.
Cet estimateur converge et les erreurs d’estimation sont nulles comme illustré par la figure 4.7. Pen-
dant le régime transitoire, les oscillations des variables estimées autour des variables réelles sont élimi-
nées contrairement aux résultats de la figure 4.4. Ceci peut être expliqué par le fait que les dynamiques
µ˙1, µ˙2 et µ˙ sont indépendantes des variables du système.
µ1
µˆ1
t
µ2
µˆ2
t
µ
µˆ
t
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Les observateurs déterministes ont prouvé leur robustesse dans beaucoup de cas pratiques vis-à-vis
les bruits. Toutefois, ils peuvent donner de mauvaises estimations si les mesures sont trop bruitées ou si le
système est stochastique. Dans ce cas, les méthodes stochastiques de filtrage apparaissent prometteuses
pour estimer les variables ou paramètres aléatoires. Dans ce cadre, nous introduisons dans la section
suivante les filtres particulaires.
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Les techniques d’estimation par observateurs d’état supposent que les mesures (observations) sont
parfaites et non bruitées. Aussi, elles sont basées sur des modèles d’état continus, supposés parfaite-
ment connus et déterministes, dont les paramètres sont estimés par exemple par moindres carrés. Pour le
chemostat, ces modèles sont à l’échelle macroscopique et reposent sur la simplification de la réalité et
sur la négligence des effets stochastiques. Ils sont considérés comme valables pour de larges tailles des
populations microbiennes et sous des conditions d’homogénéité du milieu.
En pratique, les approches par observateurs gèrent “l’écart” à ces hypothèses, en espérant de bonnes
propriétés de robustesse vis-à-vis des différentes perturbations et des incertitudes du modèle. En fait,
dans beaucoup de situations pratiques nous avons :
– Des mesures qui sont toujours en temps discret. Dans les bioprocédés, elles peuvent être partielles
(par exemple, biomasses non mesurées) et de différentes fréquences et qualités. Par exemple, le
substrat est mesuré à basse fréquence, tandis que le biogaz peut être mesuré à haute fréquence.
Aussi, ces mesures sont toujours bruitées, de nature hétérogène et nous cherchons à les exploiter
toutes.
– Des systèmes réels qui peuvent être stochastiques, dont les entrées et les paramètres sont aléa-
toires. Les modèles d’état sont obtenus par moyennisation de l’aléa, on espère alors décrire un
comportement moyen de la dynamique de la population. Par exemple dans un chemostat, le taux
de mortalité est un taux moyen et le taux de dilution peut être une valeur moyenne superposée à
un bruit blanc.
– Des modèles réduits et imparfaits, dont nous souhaiterions qu’ils soient stochastiques afin de gérer
leur méconnaissance.
– A l’échelle microscopique où de petites tailles des populations sont utilisées, les bruits démogra-
phiques ne peuvent pas être négligés et il y a souvent une accumulation de petites perturbations
dans le contexte de multi-espèces.
– Lors de la simulation, l’aléa sur le modèle d’état peut être souhaité pour des raisons algorithmiques
où nous avons besoin de faire des tirages aléatoires par exemple.
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Dans plusieurs situations, les observateurs ont prouvé leurs limites en raison des écarts cités pré-
cédemment entre les modèles déterministes utilisés et la réalité. Une alternative est d’utiliser le filtrage
bayésien séquentiel, qui consiste à déterminer des densités de probabilité des variables inconnues, sa-
chant des observations bruitées des états passés du système. Avec cette méthode, les observations sont
traitées au fur et à mesure de leur disponibilité dans le cycle prédiction-correction.
Le principe d’une approche bayésienne est résumé par la figure 4.8, où :
pik(x) = pXtk |y0...yk(x) : la densité conditionnelle à l’instant tk,
pik−(x) = pXtk |y0...yk−1(x) : la densité conditionnelle prédite à l’instant tk,
pik−1(x) : la densité conditionnelle à l’instant tk−1.
✶✵✻ ❈❤❛♣✐%&❡ ✹
La prédiction est réalisée en utilisant le modèle d’état :
xtk = f(xtk−1 , tk, tk−1, wk), ✭✹✳✸✶✮
avec wk un bruit blanc.
La correction utilise l’équation d’observation :
yk = h(xtk) + vk, ✭✹✳✸✷✮
avec vk un bruit de mesure.
tk−2 tk−1 tk tk+1
pik−2(x) pik−1(x) pik(x) pik+1(x)
pi(k−1)−(x) pik−(x) pi(k+1)−(x)
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La technique prédiction-correction du filtrage bayésien décrite par la figure 4.8 utilise deux ingré-
dients :
1. Noyau de transition Q :
Qtk−1,tk(x, x
′) = p
Xtk
|Xtk−1
=x
(x′). ✭✹✳✸✸✮
Dans la phase de prédiction, ce noyau permet d’obtenir le filtre prédit pik−(x) à partir du filtre à
l’instant précédent pik−1(x).
2. Fonction de vraisemblance utilisée dans la phase de correction :
ψk(y, x) = pyk|Xtk=x(y). ✭✹✳✸✹✮
Par exemple, si le bruit vk de l’équation (4.32) est gaussien :
vk ∼ N(0, σ2v) ✭✹✳✸✺✮
alors :
ψk(y, x) =
1√
2piσ2v
exp
(
−(y − h(x))2
2σ2v
)
. ✭✹✳✸✻✮
On écrit également :
ψk(y, x) ∝ exp
(
−(y − h(x))2
2σ2v
)
.
✹✳✹ ❋✐❧%&❛❣❡ ♣❛&%✐❝✉❧❛✐&❡ ✶✵✼
En effet, nous n’aurons pas besoin de la constante de proportionnalité dans cette dernière équation.
Le filtre bayésien prédiction-correction est donné par :
pik−(x
′) =
∫
Rn
Qtk−1,tk(x, x
′)pik−1(x) dx, ✭✹✳✸✼✮
pik(x) =
ψk(yk, x)pik−(x)∫
Rn ψk(yk, x
′)pik−(x
′) dx
. ✭✹✳✸✽✮
En pratique, il est difficile de calculer ce filtre à cause des deux intégrations sur Rn. Une première
idée consiste à déterminer des filtres de dimension finie. Ces filtres n’existent (presque) que dans le cas
linéaire et gaussien :
xk+1 = Ak xk +Bk uk + Ck wk, xk=0 = x0, ✭✹✳✸✾✮
yk = Hk xk + vk ✭✹✳✹✵✮
où wk, vk et x0 sont gaussiens et indépendants. Dans ce cas, le filtre de Kalman permet de donner :
pik−(x
′) = N
(
Xˆk, Rk
)
, ✭✹✳✹✶✮
pik(x) = N
(
Xˆk− , Rk−
)
. ✭✹✳✹✷✮
Dans (presque) tous les autres cas, les filtres sont de dimension infinie et il faut faire appel à des
approximations. Il existe deux principales approches. La première consiste à étendre la vision gaussienne
en cherchant à approcher pik(x) par une densité gaussienne de moyenne Xˆk et de variance Rk que l’on
cherche à calculer. Cela conduit par exemple au filtre de Kalman étendu. La seconde consiste à faire
appel à des méthodes empiriques de type Monte Carlo, qui consiste à échantillonner selon la densité
conditionnelle comme illustré par la figure 4.9, c’est-à-dire à (approximativement) échantillonner selon
le filtre optimal :
ξ1k, ξ
2
k, ..., ξ
N
k échantillonnés selon pik(x), notés ξ
i
k ∼ p(x).
Cette approche conduit à la notion “d’approximation particulaire” ou encore “filtre particulaire” qui
s’écrit sous la forme suivante :
pik−(x) ≃ piNk−(x) =
1
N
N∑
i=1
δξi
k−
(x), ✭✹✳✹✸✮
pik(x) ≃ piNk (x) =
1
N
N∑
i=1
δξi(x). ✭✹✳✹✹✮
L’algorithme du filtre particulaire se fait en deux étapes :
1. Prédiction :
ξik− ∼ Qtk−1,tk(ξik−1, x′), i = 1...N
Ces particules sont indépendantes les unes des autres. Par exemple on peut avoir :
ξik− = f(tk−1, tk, ξ
i
k−1, w
i
k),
où wik est un bruit d’état.
✶✵✽ ❈❤❛♣✐%&❡ ✹
2. Correction : elle comporte deux étapes,
– La pondération par des poids d’importance sur la particule ξik− en fonction de l’observation yk :
ωik = ψk(yk, ξ
i
k−),
avec ωik est grand si ξ
i
k− correspond bien à l’observation yk, ou petit sinon.
– La sélection en tirant N particules parmi ξ1k− , ξ
2
k− , ..., ξ
N
k− selon les poids ω
1
k, ω
2
k, ..., ω
N
k :
ξik ∼
N∑
i=1
wikδξi
k−
(x). ✭✹✳✹✺✮
❞❡♥#✐%& ❝♦♥❞✐%✐♦♥♥❡❧❧❡ pik(x)
&❝❤❛♥%✐❧❧♦♥♥❡, #❡❧♦♥ pik(x)
ξi
{
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Pour résumer la technique du filtrage particulaire, nous avons besoin de trois ingrédients :
– Simuler le système d’état, c’est-à-dire simuler selon Q.
– Calculer la vraisemblance en utilisant les observations.
– Utiliser un bon algorithme de ré-échantillonnage de (4.45).
Il est important de noter qu’il n’est pas nécessaire de connaître analytiquement le système d’état, il
est suffisant de savoir simuler selon ce système (dans la phase de prédiction, les particules “singent” le
système d’état).
✹✳✹✳✸ ❆♣♣❧✐❝❛)✐♦♥ ❛✉① ❜✐♦♣/♦❝0❞02
Supposons que le modèle d’observation est basé sur les mesures du substrat S aux instants tk :
Yk = Stk + σ Stk vk, avec vk = N(0, 1)
Ici, l’écart type de l’erreur d’observation est proportionnel à la quantité mesurée Stk . Ce modèle
d’observation est un peu plus élaboré que : Yk = Stk + σ vk.
Nous nous intéressons maintenant au modèle d’état. Le bruit peut avoir différents origines. Intéressons-
nous d’abord au bruit “démographique”. Le modèle d’état classique est de type équation différentielle
ordinaire, qui est en fait une approximation en “grande population” de systèmes aléatoires. Cette ap-
proximation consiste à ne considérer que des quantités “moyennes” et de supposer que l’aléa peut être
gommé par un effet de loi de grands nombres. Ainsi, on néglige l’aléa démographique ou biologique. Par
✹✳✹ ❋✐❧%&❛❣❡ ♣❛&%✐❝✉❧❛✐&❡ ✶✵✾
exemple, pour la croissance linéaire avec un taux de naissance λ et un taux de mort µ, l’EDO “moyenni-
sée” s’écrit :
x˙(t) = (λ− µ)x(t). ✭✹✳✹✻✮
Cette EDO émerge en fait de modèles aléatoires, nous en décrivons un maintenant. On considère un
processus de saut pur Nt :
Naissance : Nt −→ Nt + 1 au taux λNt,
Mort : Nt −→ Nt − 1 au taux µNt.
Il existe un algorithme de Monte Carlo dit de Gillepsie, qui permet de simuler de façon exacte ce
processus. Cet algorithme exploite les propriétés de Markov du processus. Pour des tailles de populations
importantes, la simulation de ce processus de naissance - mort s’avère lourde, car il faut simuler chaque
instant de naissance ou mort et chaque événement (naissance ou mort). Il est préférable donc de faire une
approximation de diffusion qui consiste à regarder le processus à une échelle intermédiaire. Ceci consiste
à supposer sur un intervalle de temps [t, t+ δt] que les taux de naissance et mort sont fixes et valent λNt
et µNt respectivement. Leur bilan suit une loi de Poisson qui peut à son tour être approchée par une loi
normale. Nous avons après calcul Nt ≃ ξ¯t, avec :
ξ¯t+δt = ξ¯t + (λ− µ) ξ¯t δt+ σ
√
(λ− µ) ξ¯t
√
δtwt, ✭✹✳✹✼✮
où wt est une suite de bruit blanc N(0, 1).
Cette approximation peut être comparée au schéma d’Euler associé à l’EDO (4.46) :
x¯(t+ δt) = x(t) + (λ− µ) x¯(t) δt.
Notons que pour ce dernier schéma d’Euler comme pour (4.47), il est nécessaire de prendre la partie
positive du membre de droite afin d’assurer la positivité de la solution.
L’approximation (4.47) est le schéma d’Euler associé à l’Équation Différentielle Stochastique (au
sens d’Ito) :
dξt = (λ− µ) ξt dt+ σ
√
(λ− µ) ξt dwt.
Processus de saut pur dans un chemostat : L’approche précédente s’applique aussi dans le cas du
chemostat (voir [Cam11]). Plusieurs approximations peuvent être déduites, comme dans [Ben12a] :
dXt = (µ(St)−D)Xt dt+ C1
√
Xt dW
1
t ,
dSt = D(Sin − St) dt− k µ(St)Xt dt+ C2
√
St dW
2
t .
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Ce modèle est nettement plus pertinent que :
dXt = (µ(St)−D)Xt dt+ C1 dW 1t ,
dSt = D(Sin − St) dt− k µ(St)Xt dt+ C2 dW 2t ,
✭✹✳✹✾✮
où l’on s’est contenté “d’uniformément ajouter” du bruit au chemostat classique. Le système (4.49) n’est
par exemple pas positif.
✶✶✵ ❈❤❛♣✐%&❡ ✹
Une autre origine pour le bruit peut être les conditions environnementales. Par exemple, si le débit
D est soumis à des perturbations exogènes, alors on le remplace par D + ρ βt dans l’équation (4.50) où
βt est un bruit blanc. On obtient :
X˙t = (µ(St)−D − ρ βt)Xt,
S˙t = (D + ρ βt)(Sin − St)− k µ(St)Xt,
✭✹✳✺✵✮
qui s’écrit sous forme d’une EDS :
dXt = (µ(St)−D)Xt dt+ ρXt dW˜t,
dSt = D(Sin − St) dt− k µ(St)Xt dt− St dW˜t.
Ici, on obtient des structures de covariance qui ne sont plus en racine carré. Nous conseillons le lecteur
de consulter [Cam11] et [Wil06] pour plus de détails sur la modélisation stochastique des systèmes
biologiques.
Le bruit peut enfin être utilisé pour “modifier” la méconnaissance sur le modèle d’état. Ce bruit
n’a pas d’origine réelle, il permet des méthodes d’inférence bien que la connaissance du modèle soit
importante. On peut considérer que c’est toujours le cas en filtrage particulaire.
Dans [Ben12a], on a développé un filtre particulaire pour un chemostat à un substrat mesuré et une
biomasse inconnue, en utilisant le modèle d’état stochastique (4.48) et un modèle d’observation. Les
mesures utilisées sont en basses fréquences (temps large entre deux instants), d’où l’avantage d’affiner
l’étape de prédiction entre tn et tn + δt. Nous présentons sur les figures 4.10 et 4.11 des résultats de
simulation du chemostat considéré. Les variables aléatoires ont été estimées par le filtre en dépit du bruit
et des aléas dans le système. Sur la figure 4.11, les variables estimées se trouvent dans des tubes, qui
représentent les valeurs minimale et maximale des particules x (biomasse) et s (substrat). Plus de détails
sur le développement du filtre particulaire et sur les résultats obtenu est donné dans [Ben12a]. Nous
conseillons le lecteur de se référer aussi à [Gof05].
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Nous faisons maintenant quelques remarques sur l’utilisation du filtre particulaire :
– Le filtrage particulaire permet vraiment de sortir du cadre linéaire et gaussien, ce qui n’est pas le
cas du filtre de Kalman étendu. Mais, il est beaucoup plus coûteux en temps de calcul et en place
mémoire. La place mémoire n’est plus vraiment un problème. Par ailleurs, souvent en biotechno-
logie on dispose de plages de temps de calcul relativement grandes entre deux observations.
– Un filtre particulaire résiste mieux aux non linéarités et aux forts bruits.
– Le filtre particulaire peut s’étendre à :
– l’estimation couplée des paramètres,
– la sélection de modèle (par exemple en bioprocédé, quel type de loi de croissance),
– aux tests d’hypothèses, etc.
– Le filtrage particulaire a été d’abord développé en poursuite multi-cibles, où de gros effort sont
fournis pour faire du temps réels. En biotechnologie, ce n’est pas dans le même contexte car les
bioprocédés sont des systèmes lents. Il faut donc construire des techniques de filtrage particulaire et
plus généralement des méthodes d’inférence bayésiennes par simulation adaptées au contexte des
biotechnologies. Comme nous l’avons déjà noté, ces approches sont nettement plus coûteuses que
les approches classiques et devront être utilisées lorsque ces dernières n’apportent pas satisfaction.
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Dans ce chapitre, nous avons introduit le problème d’observation du modèle AM2b. Nous avons rap-
pelé le principe de deux observateurs appliqués au bioprocédés : l’observateur asymptotique et l’estima-
teur basé observateur. Nous les avons appliqué par la suite au système AM2b pour estimer les variables
supposées non mesurées, à savoir les biomasses, les SMP et les cinétiques. Nous avons montré qu’une
propriété importante doit être vérifiée pour la convergence de l’estimateur basé observateur. C’est la
persistance de l’excitation et la richesse des mesures en information sur le comportement du système.
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Nous avons introduit par la suite la technique d’estimation par filtrage particulaire, en donnant les
motivations et le principe. Bien que cette technique ait été développée à l’origine pour la poursuite, elle
peut être adaptée au contexte des bioprocédés. Malheureusement, l’approche par filtre particulaire est
nettement plus coûteuse en temps de calcul et en place mémoire que les approches classiques et devra
être utilisée lorsque ces dernières n’apportent pas satisfaction.
Les perspectives de chapitre sont par exemple la construction d’un observateur par intervalle en cas
où le système n’est pas coopératif. Une telle solution a été proposée dans [Rap05]. Nous espérons aussi
appliquer des observateurs par modes glissants ([Mor09], [Mor11], [Mor12]), ou encore des observateurs
numériques ([Mor95], [Mor93]).
Le filtrage particulaire reste une technique prometteuse à appliquer pour les modèle AM2 et AM2b,
afin d’estimer les biomasses par exemple ou encore les cinétiques biologiques.
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Les ressources en eau conventionnelles sont de plus en plus sollicitées et les rejets des eaux usées
municipales et industrielles sont croissants. Il est nécessaire de chercher des solutions pour limiter la
consommation d’eau douce et particulièrement dans l’industrie et l’agriculture, qui sont de gros consom-
mateurs d’eau. Afin de protéger les milieux récepteurs, il faut traiter les eaux avant rejet. Réutiliser
les ressources épurées en agriculture et/ou en industrie, permettrait de faire baisser la pression sur les
ressources en eau. La dépollution par voie biologique a lieu dans un bioréacteur qui peut être aérobie
ou anaérobie. Ce dernier utilise la technique de la “digestion anaérobie”, qui couplée à la technologie
membranaire, apparaît comme prometteuse pour atteindre l’objectif de “bien” épurer, pour produire de
l’énergie et pour permettre la réutilisation d’une eau de bonne qualité pour l’agriculture et l’industrie.
La digestion anaérobie est un processus biologique complexe, qui fait intervenir des organismes vi-
vants dont les caractéristiques évoluent dans le temps et qui peut facilement être déstabilisé. Pour l’éviter,
il est nécessaire de le contrôler, ce qui peut se faire en utilisant un modèle qui contient les informations
pertinentes sur les variables clés du système et qui décrit au mieux le comportement dynamique de ces
dernières.
Plusieurs modèles ont été proposés pour la digestion anaérobie, mais du point de vue de l’auto-
matique, le modèle AM2 à deux étapes, développé dans le cadre du projet AMOCO [Ber01c], reste le
modèle le plus utilisé pour le contrôle et l’observation. Il est nécessaire de l’analyser mathématiquement
en toute généralité, afin d’obtenir des informations qualitatives sur son comportement.
Dans le cadre de cette thèse, nous avons consacré le premier chapitre à une étude bibliographique sur
la digestion anaérobie et les bioréacteurs membranaires. Bien que la technologie membranaire anaérobie
soit prometteuse, son essor est limité par un véritable handicap devant son application potentielle : le
colmatage de la membrane dû au différentes composantes de la liqueur mixte. Parmi ces composantes,
nous avons réalisé un état de l’art relativement aux produits microbiens solubles (SMP : Soluble Micro-
bial Products), en soulignant leur rôle dans le mécanisme du colmatage membranaire, notamment dans
le blocage des pores. Les SMP sont produits à partir de la croissance bactérienne et la lyse de la bio-
masse. Il est donc important d’intégrer leur dynamique dans la modélisation des processus de traitement
biologique afin de mieux comprendre leur rôle dans le fonctionnement des bioprocédés.
Dans le deuxième chapitre, nous avons mené une étude mathématique générale du modèle AM2
[Ber01c]. Nous avons analysé ses équilibres et son comportement qualitatif. Ce modèle à deux étapes de
réactions biologiques (acidogénèse et méthanogénèse), peut avoir six points d’équilibres et il présente
un comportement global de bistabilité. Il peut fonctionner autour de l’équilibre intérieur opérationnel ou
autour de l’équilibre de lessivage. Ce denier comportement n’est pas souhaité du point de vue pratique,
d’où la nécessité de superviser le processus. Dans ce cadre, Hess et Bernard ont proposé des critères
de stabilité pour évaluer la taille du basin d’attraction de l’équilibre opérationnel [Hes08]. Il s’agit de la
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marge de stabilité, la marge critique de stabilité et l’indice de risque de déstabilisation, qui sert à indiquer
en ligne à l’opérateur du procédé, le risque associé à son mode de gestion. Ces grandeurs ont été calculées
explicitement en utilisant une fonction de Haldane pour modéliser la cinétique de la méthanogénèse et en
majorant l’entrée de cette dernière réaction. Notre premier apport a été de proposer de les modifier et de
les réévaluer dans le cas d’une fonction générique modélisant cette cinétique et sans aucune restriction
sur les entrées du système. En effet, les critères proposés initialement par [Hes08], en particulier l’indice
de risque, ne sont valides que lorsque le modèle AM2 fonctionne en bistabilité. Nous avons montré que
sous d’autres conditions opératoires, ces critères peuvent être problématiques pour le système et que
notre indice de risque est plus adapté, mais qu’il nécessite davantage de connaissances a priori sur le
système.
Le second apport de cette thèse concerne le développement d’un modèle de digestion anaérobie in-
cluant la dynamique des SMP et d’analyser ce nouveau modèle appelé AM2b. Ce travail fait l’objet du
chapitre trois. L’originalité de notre modèle est qu’il est développé pour des BRM anaérobies, systèmes
encore peu étudiés dans la littérature. Le modèle est suffisamment simple d’un point de vue mathéma-
tique, pour être utilisé dans la synthèse des observateurs et des lois de commande. Le comportement des
différentes variables (biomasses et substrats) en présence de la membrane a été modélisé. Par la suite,
nous avons caractérisé les équilibres du système et nous avons proposé une approche graphique pour
les déterminer. Nous avons étudié plusieurs cas génériques de comportement du système en fonction de
ses paramètres, en particulier du taux de croissance maximum de la biomasse acidogène croissant sur
les SMP. Nous avons montré par simulations numériques qu’en l’absence de cette croissance et sous
certaines conditions de fonctionnement, le système AM2b se comporte comme le système AM2. Il a
six points d’équilibres et fonctionne en bistabilité. Toutefois, sous d’autres conditions opérationnelles
et lorsqu’il y a une croissance sur les SMP, le système AM2b présente un comportement qualitatif plus
riche que le modèle AM2. Il peut avoir jusqu’à neuf points équilibres et exhibe un comportement de
multi-stabilité (quadri-stabilité).
Comme tout système automatique, un bioprocédé nécessite un bon suivi en ligne et un contrôle ef-
ficace, basé sur des capteurs physiques. Lorsque ces derniers n’existent pas, nous avons alors recours
aux observateurs d’état ou capteurs logiciels pour estimer les variables manquantes. Dans ce cadre, nous
avons présenté dans le chapitre quatre un rappel sur la notion d’observabilité et sur quelques observa-
teurs de la littérature appliqués aux bioprocédés [Bas90]. Les techniques qui permettent de développer
un observateur pour un bioprocédé s’appuient sur des idées assez différentes selon la qualité et les in-
certitudes du modèle et des données. Par exemple, un observateur asymptotique peut être utilisé lorsque
les cinétiques sont mal connues. Lorsqu’elles sont supposées lentement variables, elles peuvent êtres
estimées par un “estimateur basé observateur”. En cas d’incertitudes sur les entrées ou les paramètres,
alors un observateur par intervalle peut être construit. Ensuite, nous avons appliqué au modèle AM2b
un observateur asymptotique et un “estimateur basé observateur” pour estimer non seulement les bio-
masses et les SMP mais également les cinétiques biologiques. Malheureusement, il n’y a pas de garantie
de convergence de “l’estimateur basé observateur’ à cause de la non persistance des entrées. Autrement
dit, les mesures ne sont pas assez riches pour être utilisées pour l’estimation. Nous avons alors proposé
d’appliquer au système une entrée (le taux de dilution) persistante afin d’exciter davantage le système et
rendre les mesures plus informatives.
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Bien que les observateurs déterministes aient prouvé leur robustesse dans beaucoup de cas pratiques,
ils donnent de mauvaises estimations, voire divergent, si les mesures sont trop bruitées ou si le système
est stochastique. Dans ce cas, il faut faire appel à des méthodes stochastiques de filtrage. Lorsque le
modèle d’état est stochastique, les filtres particulaires apparaissent comme une technique prometteuse
pour l’estimation des variables ou paramètres aléatoires inconnus. Dans ce cadre, nous avons introduit
dans le chapitre quatre cette technique de filtrage, en rappelant son principe et en laissant son application
à des modèles de bioprocédés comme une perspective de nos travaux.
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Beaucoup de perspectives relatives au contrôle et à l’observation des modèles AM2 et AM2b sont ou-
vertes à la suite des travaux de cette thèse. D’abord pour le modèle AM2, il serait important de synthétiser
des observateurs pour estimer les informations nécessaires à la mise en œuvre de la nouvelle stratégie
de supervision proposée dans le chapitre deux, en particulier, pour l’estimation du substrat disponible à
l’entrée de la réaction méthanogène.
Par ailleurs, dans la mesure où le contrôle des digesteurs anaérobies est un enjeu majeur (voir par
exemple les travaux de [Sba10a], [Dim09], [Dim10], [Dim11], [Ols05], [Ste06], [Ste99]), il serait inté-
ressant de faire une synthèse des différents objectifs et résultats disponibles et de réaliser un état de l’art
des techniques de contrôle ayant été validées sur pilotes et celles qui n’auraient pas encore été validées.
Relativement au modèle AM2b développé, il serait intéressant d’analyser davantage son comporte-
ment qualitatif et de lui développer une version des critères de stabilité proposés pour le modèle AM2
dans le chapitre deux. D’autres perspectives importantes concernant le modèle AM2b sont :
1. Sa confrontation aux données expérimentales ;
2. Le couplage avec des modèles de membranes.
Concernant l’observation et l’estimation du modèle AM2b, beaucoup de perspectives sont envisa-
gées. L’application d’une “banque” d’observateurs pour estimer les biomasses, les SMP et les cinétiques
est une piste intéressante. Dans ce cadre, des observateurs à grand gain, des observateurs par modes glis-
sants [Mor09], [Mor11], [Mor12] et des observateurs numériques [Mor95], [Mor93] peuvent être testés.
Ces derniers ont la caractéristique de converger rapidement. Toutefois, nous avons besoin de calculer des
dérivées numériques, ce qui n’est pas tout à fait évident.
Comme nous l’avons souligné dans le chapitre quatre, la persistance de l’entrée est un ingrédient très
important pour que certains observateurs convergent (comme “l’estimateur basé observateur”). Un travail
intéressant serait de mettre une entrée variable (utiliser D(t) plutôt que D constant) et de caractériser
les mauvaises entrées pour lesquelles “l’estimateur basé observateur” ne converge pas. Relativement au
filtrage particulaire, nous espérons appliquer cette technique au modèle AM2 de dimension quatre après
avoir trouvé une version stochastique pour ce modèle. Nous souhaitons aussi l’appliquer au modèle
développé AM2b, bien qu’il soit de dimension cinq et de structure plus compliquée que le modèle AM2.
Enfin, nous résumons les perspectives concernant le modèle AM2b en trois points principaux :
– Raffinement du modèle en considérant le compartiment de la membrane et validation sur des
données expérimentales,
– Étude mathématique plus approfondie afin de comprendre le comportement qualitatif,
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– Test des observateurs et des filtres et application des lois de commandes en simulation d’abord et
en pratique à plus long terme.
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