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Abstract

Network Dynamics, Synchronization, and Self-Propelled
Particles in Chemical Systems

Hua Ke

Neural networks are a class of biological networks of great importance. They are a key component of the central nervous system that coordinates body functions. The exploration of the detailed
mechanism of biological neural networks remains extremely active. Inspired by the structure of
biological neural networks, artificial neural networks have been designed to solve a variety of problems in pattern recognition, prediction, optimization and control. However, few studies have been
reported that explore the dynamics of biological neural networks using chemical systems. As part of
this thesis, an experimentally trainable network based on the photosensitive Belousov-Zhabotinsky
reaction is developed, where the individual node is a catalyst loaded micro-particle. The interactions between nodes in the network are created by arranging links with different weights, similar
to the excitable and inhibitory synapses in biological neural networks. The distribution of the
weights of the excitable links has been studied. The results indicate that a stable distribution of
the weights is exhibited.
Synchronization in coupled nonlinear oscillators is a remarkable and ubiquitous phenomenon
in nature. Application of periodic global feedback to oscillators allows the creation of new kinds of

i

wave patterns with the coexistence of stable phase states. In experiments with the photosensitive
BZ reaction, periodic global feedback is implemented by varying the illumination intensity. In
a 1:1 frequency-locked entrainment, 2π phase fronts called phase kinks have been observed in
the photosensitive BZ reaction. Generally, a phase kink represents the existence of stable phase
differences, propagating as an analog of traveling waves in 2D excitable media. By modifying the
conditions of local forcing, the experiments show that a phase kink can be trapped to form a closed
pattern.
Self-propulsion is an essential feature of many living systems. There are numerous realizations
of self-propelled particles in biological systems, such as the bacteria Listeria monocytogenes in
cells. Such biological phenomena inspire the creation of artificial self-propelled particles. Recently,
nonbiological micro- to nanoscale particles, that convert chemical energy into translational motion,
have been investigated. Studies show that Pt-coated polystyrene particles, coated on one hemisphere with Pt, exhibit self-propulsion in dilute H2 O2 solutions. Here, we experimentally study the
dynamical behavior of silica particles that are asymmetrically coated with Pt in H2 O2 solutions,
similar to Pt-coated polystyrene particles. The focus of our study is on the particle orientation
with respect to the direction of motion. This is investigated using velocity autocorrelation and
propulsion direction analyses.
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Chapter 1
The Belousov-Zhabotinsky (BZ) Reaction

The Belousov-Zhabotinsky (BZ) reaction was discovered by B. P. Belousov in 1951 and was
extensively studied by A. M. Zhabotinsky beginning in 1961 [1]. In its classical form, the BZ
reaction involves the oxidation of malonic acid by bromate catalyzed by a metal ion such as Ce3+
or a metal complex ion such as Fe(phen)2+
3 in acidic aqueous solution [2]. The overall reaction is
given by
+
2BrO−
3 + 3CH2 (COOH)2 + 2H → 2BrCH(COOH)2 + 3CO2 + 4H2 O.

(1.1)

The reaction involves many intermediates, and, as it progresses, the concentrations of the intermediates undergo oscillations.
The BZ reaction has become one of the most widely studied chemical reactions and is a model
system for more complex biological and biochemical oscillatory systems. Here, one of the most
important models for the BZ reaction, the Oregonator model, is described in detail, and the
reaction-diffusion behavior in the BZ reaction is also introduced. In Chapter 3, we will study the
dynamics of a neural network based on the BZ reaction. In Chapter 4, a type of synchronization
pattern in the BZ reaction, called phase kinks, will be illustrated.

1

1.1

The Oregonator Model

A detailed chemical mechanism of the BZ reaction, involving eleven elementary steps, was
proposed by Field, Körös and Noyes in 1972, which became known as the FKN mechanism [3].
The step that is key to the behavior of the system is the autocatalytic production of bromous
acid, HBrO2 . For each molecule of HBrO2 consumed in the step, two molecules are produced.
The rapid production of HBrO2 continues until another process involving the metal ion catalyst
regenerates bromide, which consumes bromous acid and inhibits the autocatalysis. As long as there
is sufficient bromide, the bromous acid is not available for the autocatalytic step. Since the major
reactant bromate consumes bromide, the bromide concentration eventually decreases to a critical
level. The autocatalytic step again occurs, oxidizing the metal ion catalyst, which is followed by
the process that reduces the metal ion catalyst and produces bromide [4, 5]. An oscillation cycle is
summarized by the following steps: (1) bromide concentration is high, and bromide is consumed;
(2) bromide concentration is low, and autocatalytic bromous acid production takes place, during
which the catalyst is oxidized; (3) the oxidized catalyst is reduced, producing bromide.
In 1974, Field and Noyes proposed a distillation of the FKN mechanism, a three-variable scheme
known as the Oregonator [4]. The Oregonator is typically written using the following definitions:
A = [BrO−
3 ],

P = [HOBr],

Y = [Br− ],

Z = [Ce4+ ].

2

X = [HBrO2 ],

The steps of the Oregonator are assumed to be irreversible and can be written as [6, 7]:
k

A + Y →1 X + P,

(R1)

k

X + Y →2 2P,

(R2)

k

A + X →3 2X + 2Z,

(R3)

k

2X →4 A + P,

(R4)

k

Z →5 hY.

(R5)

Tyson [8] included bromomalonic acid as a reactant in step R5; however, here its concentration
is assumed to be constant and is included in k5 . From reactions (R1)-(R5), the rate equations are
given by
dX
= k1 AY − k2 XY + k3 AX − 2k4 X 2 ,
dτ
dY
= −k1 AY − k2 XY + hk5 Z,
dτ
dZ
= 2k3 AX − k5 Z.
dτ

(1.2a)
(1.2b)
(1.2c)

The following definitions suggested by Tyson and Fife [8, 9] are used to non-dimensionalize the
rate equations:


2k4
k3 A




w=

k2
k3 A

0 =

2k4 k5
,
k2 k3 A

u=


t = k5 τ,



k4 k5
(k3 A)2

X,

v=

Y,

=

k5
,
k3 A

q=

2k1 k4
,
k2 k3

f = 2h.

3


Z,

Using these definitions, the rate equations of the Oregonator can be written as
du
= qw − uw + u − u2 ,
dt
dv
= u − v,
dt
dw
0
= −qw − uw + f v.
dt

(1.3a)



(1.3b)
(1.3c)

The three-variable model can be reduced to a two-variable model by solving for the steady state
variable w in Eq. 1.3c, since 0 <<  [9, 10]

w=

fv
,
u+q

which can be used to replace w in Eq. 1.3a:


∂u
1
u−q
2
=
u − u − (f v)
,
∂t

u+q

(1.4a)

∂v
= u − v.
∂t

(1.4b)

The two-variable model preserves the qualitative behavior of the BZ reaction and makes a simple
phase-plane description possible [8, 10, 11]. The different states in the BZ reaction described by
the two-variable Oregonator model based on three different values of f are shown in Fig. 1.1.
The curved and straight dashed lines in the figure represent the

∂u
∂t

= 0 and

∂v
∂t

= 0 nullclines,

respectively. The crossing point of the two nullclines represents the steady state of the system.
In Fig. 1.1a and 1.1c, the system will return to the steady state after a perturbation since the
intersection point lies on the left or the right branch of the

∂u
∂t

= 0 nullcline. However, the system

is unstable in Fig. 1.1b, since the intersection is on the middle branch of the u-nullcline, and a
limit cycle is formed after a small perturbation [4].

4

Figure 1.1. Three states described by the u-v phase plane from the two-variable Oregonator
model with q = 0.02 and different f values. (a) The excitable state with f = 0.25. (b) The
oscillatory state with f = 0.8. A (o) is an arbitrary initial point. After a small perturbation, the
system first approaches the u-nullcline branch and moves along the curve until it jumps horizontally
to the other branch, closing the loop. (c) The excitable state with f = 3 [4].

5

1.2

Effect of Light on the BZ Reaction

The first studies on the effect of light on the temporal oscillations of the BZ reaction were in
1968, when Vavilin et al. [12] first reported that irradiation of ultraviolet (UV) light completely
inhibited or strongly modified the oscillations in the cerium-catalyzed system. In 1973, Busse and
Hess [13] first demonstrated the initialization of a propagating wave by UV radiation in a thin
layer of cerium-ferroin catalyzed BZ solution. Gáspár et al. [14] in 1983 studied the influence of
visible light on BZ oscillating systems using different catalysts in a batch reactor. They found
that light has no effect on the Ce4+ system; however, the oscillating systems using the complexes
2+
Fe(phen)2+
3 or Ru(bpy)3 as the catalyst were affected. Not only were the amplitude and frequency

of oscillations changed by the illumination, but also the initiation and inhibition of oscillations
were observed as a response to the illumination. In 1987, Bodet et al. [15] studied inhomogeneous
perturbations of the BZ reaction catalyzed by ferroin with a focused laser beam and observed
phase waves in the oscillating medium. Kuhnert [16] studied the transformation of phase waves
into trigger waves by illuminating the Ru(bpy)2+
3 catalyzed BZ reaction system. In 1992, Weigt
[17] reported chemic luminescence oscillations in the Ru(bpy)2+
3 catalyzed BZ reaction in a flowthrough reactor, with three separate emission peaks.
In the photosensitive BZ reaction, the currently widely used catalyst is tris(2,2’-bipyridine)
ruthenium(II), Ru(bpy)2+
3 , which was first adapted as a luminescent indicator for the demonstration of the BZ oscillatory reaction by Demas and Diemente in 1973 [18]. The ruthenium catalyst
is sensitive to visible light and is photochemically excited by 452 nm light. The excited state of
the catalyst then reacts with bromomalonic acid to produce bromide ions [19], an inhibitor of
autocatalysis, in a series of reactions.

6

1.3

Modified Oregonator Model for the Photosensitive BZ
Reaction

The BZ system with the Ru(bpy)2+
3 catalyst is sensitive to visible light, and excitability decreases with an increase in light intensity. The sensitivity of this system to light allows implementation of methods of spatiotemporal control based on illumination intensity.
The essential features of the system are described by a two-variable Oregonator model [4, 8]
modified to include the photochemical pathway [9]:
1
∂u
= Du ∇2 u +
∂t




u−q
2
u − u − [φ + f v]
,
u+q

∂v
= Dv ∇2 v + u − v,
∂t

(1.5a)
(1.5b)

where the dimensionless variables u and v correspond to [HBrO2 ] and the Ru(III) catalyst concentration, respectively. The activator diffusion coefficient is Du while the corresponding diffusion
term for v is Dv = 0, since the catalyst is immobilized in the gel. The kinetic parameters , q and
f are fixed. The parameter φ corresponds to the light intensity and controls the excitability of the
medium [11].
Nullclines of

∂u
∂t

= 0 and

∂v
∂t

= 0 with different features can be obtained with different values of φ

for a fixed value of f , as shown in Fig. 1.2. The excitability of the system can be adjusted through
varying the light intensity φ. In Fig. 1.2a and 1.2b, the intersection is on the middle branch of the
u-nullcline with low φ values, generating an unstable steady state and thus the onset of oscillatory
behavior. In Fig. 1.2c and 1.2d, high φ values give intersection points lying on the left branch
of the u-nullcline, resulting in steady state behavior. It also can change the excitability of the
system, with the larger the value of φ, the lower the excitability. In the limit φ → 0, the reduced
Oregonator model with two variables is the same as the original Oregonator model, proposed by
7

Figure 1.2. The effect of light intensity on the excitability of the photosensitive BZ reaction.
The nullclines of

∂u
∂t

= 0 and

∂v
∂t

= 0 are plotted for Eqs. 1.5 with the parameters q = 0.02, f =

0.8 and different φ values. (a) φ = 0, (b) φ = 0.06, (c) φ = 0.12, and (d) φ = 0.18. An initial
condition shown by the point P (×) is above the threshold for φ = 0.0 and φ = 0.06 but is below
threshold for φ = 0.12 and φ = 0.18.
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the Field and Noyes in 1974 [20].

1.4
1.4.1

Pattern Formation in the BZ Reaction
Patterns without External Forcing

In the BZ reaction, the reactants undergo only a slight depletion during an oscillation excursion.
Thus, the propagating pulse effectively regenerates the original kinetic state, allowing for the
creation of chemical waves. In a 1D system, waves of excitation travel as a train of impulses. In
2D excitable media, the typical waves are spreading homocentric circular waves, also known as
target patterns, and rotating spiral waves. Spreading homocentric spherical waves and rotating
scroll waves are exhibited in 3D systems.
The 1D waves in the BZ reactions are formed in a confined space, as in a narrow capillary tube,
and consist of a train of fronts following each other at a distance. Measurements in such simple
geometries can be performed, for instance, to study the effect of an externally applied electrical
field on wave properties [21].
In a 2D configuration, chemical waves [22, 23] in the BZ reaction were first reported by A.
N. Zaikin and A. M. Zhabotinsky [24, 25]. They studied trigger waves, where the autocatalytic
kinetics of the reaction is coupled with diffusion, giving rise to propagating waves of chemical
activity. The waves were found to propagate with constant velocities in the range of millimeters
per minute.
The initiation of trigger waves depends crucially on triggering the reaction to the excited state;
however, it also depends on the size of the excited region. There exists a critical nucleation size
under which the outward diffusion of the autocatalyst is not able to support wave propagation
[26].
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Trigger waves in thin films of solution develop into target patterns and spiral waves [22, 27]. The
chemical waves that constitute a target pattern emanate from a pacemaker center that determines
the frequency of wave generation. When adjacent centers have different frequencies, the center
with the higher frequency grows at the expense of the center of lower frequency. In time, the entire
solution is entrained by the highest frequency pacemaker center and a single target pattern is
exhibited. Different centers can initiate waves of different frequencies, and experimental evidence
indicates that pacemaker centers are sites of heterogeneous catalysis [22, 27]. Sources of catalytic
heterogeneities include particles of dust or scratches on the glass of the petri dish [28–30]. At
such a site, the nonoscillatory reaction mixture is converted to a stable periodic oscillatory system.
Further confirmation of the existence of heterogeneous catalytic sites comes from the experimental
observation that filtering decreases the number of pacemaker centers, while adding dust increases
the number of centers. Assuming the existence of heterogeneous catalytic sites, Tyson and Fife [8]
developed a theoretical description based on a modified Oregonator model, which accounted for
the essential features of target patterns [31].
Rotating spiral waves were first observed by Winfree [32] in the nonoscillatory excitable BZ
system. While initial studies examined single armed spirals, subsequent work by Agladze and
Krinsky [33] showed the existence of multi-armed spiral waves. Spiral waves are generated by
shearing one or more waves in a target pattern. One convenient method of starting spiral waves is
to tilt the dish containing the thin film of reaction mixture [32, 34], which results in the formation
of spiral waves with opposite rotations at the ends of the unconnected segments.
If thick films of reaction mixture are used, the chemical wave can no longer be described in
terms of two spatial dimensions. In a 3D medium, a spiral wave becomes a scroll wave [22, 27]. The
tip of the spiral becomes a filament which acts as the source for the scroll waves. Using topological
arguments, Winfree [27, 35] proposed that the filament has a closed ring structure. It is therefore
10

possible that very complex structures may form as the scroll waves propagate from the filament.
This view of 3D scroll waves has been supported by experimental measurements [27, 34, 36].
Winfree and Strogatz have also suggested that exotic structures will arise from twisted [37] and
knotted [38] filaments. Target patterns become propagating concentric spherical waves in a 3D
medium [31].
During the 1990s, many more complex spatiotemporal patterns were observed in the Ru(bpy)2+
3
catalyzed BZ reaction. Jinguji et al. [39] studied the photo-induced waves in square, triangular,
star and circular shapes. Waves were initiated at the boundaries of the corresponding opaque
masks and the wave fronts propagated inward into the illuminated field, contrary to the usual
direction of wave motion. Müller and co-workers [40, 41] used an argon laser beam to produce
an unexcitable disk in a BZ medium, which erased the core structure of two adjacent spirals,
generating an autonomous pacemaker for target patterns [40], and gave rise to multi-armed spirals
[41] with spiral tips at equal distances around the disk boundary. Wave splitting following a short,
high-intensity inhibitory light pulse was observed by Krug et al. [42] and Muñuzuri et al. [43].

1.4.2

Patterns with External Forcing

The photosensitive BZ reaction is the most widely studied chemical laboratory system for
the dynamics of chemical waves, as the excitability of the medium can be efficiently controlled
by either globally or locally altering the illumination and forcing frequency. The experimental
spatiotemporal system can be prepared with the Ru(bpy)2+
3 catalyst immobilized in an external
medium, such as silica gel or acrylamide, which is bathed in a continuously refreshed catalyst-free
solution. A video projector and a video camera controlled by a computer allow real-time feedback
for perturbing the light sensitive reaction and monitoring its response.
New kinds of pattern formations have been found in the photosensitive BZ reaction with exter11

nal forcing. Petrov et al. [44] reported that a spiral wave transforms into a labyrinthine standing
wave with periodic optical forcing and they found a sequence of frequency-locked resonant patterns as the forcing frequency was varied. Vanag et al. [45] reported oscillatory cluster patterns
generated by global feedback.
Kádár et al. [46] reported stochastic resonance in a subexcitable medium, where wave propagation was made possible by imposing spatiotemporal noise on a medium unable to support sustained
wave propagation. A negative-feedback control algorithm was used to stabilize the propagating
wave segments [47]. Wave propagation in intricate patterns controlled by feedback-regulated excitability gradients in excitable media has been reported [48], which may one day lead to controlling
abnormal electrical waves in the heart or brain to ward off a heart attack or epileptic seizure.
The impact of external forcing from homogeneous illumination on spiral waves have been studied. A number of behaviors were observed, including synchronization of the movement of the spiral
tip with the external frequency, resonance drift of the spiral core, and irregular motion of the tip
[49–52]. Observation of a spiral wave perturbed by a sequence of short light pulses revealed two
new dynamic regimes for spiral tip behavior, entrainment and resonance attractors [53–56].

1.4.3

Effect on Dynamics of Trigger Waves

The velocity of a trigger wave is a characteristic property of a reaction-diffusion system. Its
systematic study provides a key to understanding the properties of the system. The velocity of
trigger wave propagation increases with increasing concentration of Ru(bpy)2+
3 and is proportional
to the square root of the product of the concentrations of H2 SO4 and NaBrO3 . This was first shown
by Field and Noyes for the ferroin catalyzed system [20]. Kuhnert and Krug [57] first quantitatively
studied the wave propagation in the non-illuminated Ru(bpy)2+
3 catalyzed systems and compared
the results with the ferroin system [20].
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Light was found to decrease the velocity and even completely inhibit the wave propagation for
the concentration conditions studied. Reddy et al. [58] systematically studied the influence of
visible light on wave velocities in the Ru(bpy)2+
3 catalyzed BZ reaction in a thin film of solution.
Krug et al. [42] studied the tris(4,4’-dimethyl-2,2’-bipyridyl) ruthenium(II) catalyzed BZ system in
a continuously fed gel reactor and also found that trigger wave velocity decreased with increasing
light intensity until the waves were completely extinguished.
The excitability of the medium affects not only the velocity of the wave but also the other characteristics of wave propagation. Sendiña-Nadal et al. [59] studied wave propagation in a medium
with disordered excitability. They found that wave speed in one dimension was smaller than that
corresponding to a homogeneous medium, while in two dimensions, wave velocity increased due
to the roughening of the front. Agladze et al. [60] studied the propagation of chemical waves in
a photosensitive BZ system at the boundary of excitable and inhibitory fields. Depending on the
degree of excitability of the two areas, waves were found to either penetrate into the inhibitory
region or collapse in the excitable zone.
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Chapter 2
Neural Network Model System

Massive and hierarchical networking of the human brain seems to be the fundamental precondition for the emergence of consciousness and complex behavior [1]. The behavior of the individual
elements in the biological neural network, neurons, are described in this Chapter. Inspired by the
structure of the biological neural networks, artificial neural networks have been designed to solve
a variety of problems in pattern recognition, prediction, optimization and control.
As the connections between the neurons, synapses in the biological neural network are widely
believed to have a contribution in memory storage. In 1949, Donald Hebb firstly proposed a important viewpoint about the dynamics of synapses [2], but it also can explain the origin of memory
storage. In past decades, an improved Hebbian rule, called spike-timing-dependent plasticity
(STDP), has attracted much attention among biologists and neurologists [3].
Here, after introducing the fundamentals of networks and biological neural networks, we will
focus on illustrating the principles of Hebb’s rule and STDP. In Chapters 3, STDP will be applied
in a BZ chemical network.

23

Figure 2.1. Three typical network structures with the number of nodes n = 20. (a) Regular
network. (b) Randomly rewiring of a small fraction of the links to new nodes produces a WattsStrogatz small-world network. (c) Random network. Figure from reference [6].

2.1
2.1.1

Introduction
Concept of Network

A network consists of a set of nodes with connections between them called links [4, 5]. These
connections may be random or exist in certain relationships. Two important measures can be
defined to characterize their structure in the network. One is the clustering coefficient C, which
is the average fraction of a node’s neighbors that are also neighbors of each other. If node A
has z neighbors, there are at most

z(z−1)
2

links between them. CA is the fraction of these links

that actually exist. The clustering coefficient C is the average value of CA over all nodes in the
network. The second important measure is the average length L, which is the average distance of
the shortest path between any two nodes in the network.
Figure 2.1 shows networks classified according to the two parameters. A regular network
typically has high values of C and L, indicating a high connectivity between neighboring nodes
but large average separation between nodes. In contrast, a random network has low C and L
24

Figure 2.2. The food web in Little Rock Lake, Wisconsin. Nodes are functionally distinct ’trophic
species’ containing all taxa that share the same set of predators and prey. Height indicates trophic
level with mostly phytoplankton at the bottom and fishes at the top. Figure from reference [7].

values, indicating a low connectivity between neighboring nodes and small average separation
between nodes [5]. A small-world network has the important property of both a high clustering
coefficient C and a low average distance L [6, 7].

2.1.2

Natural Networks

There are many examples of networks in nature. Most natural networks display substantial nontrivial topological features, with patterns of connection between their elements that are neither
purely regular nor purely random. Therefore, they can not be simply classified as one of the
networks in Fig. 2.1 and are often referred to as complex networks [4].
The study of such complex networks has received great attention in recent years [8]. Empirical
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studies have shed light on the topology of food webs, electrical power grids, cellular and metabolic
networks, the World-Wide Web (WWW), the Internet backbone, and the neural network of the
nematode worm Caenorhabditis elegans [7]. Examples of various food webs have provided clues
into ecosystem organization and its relationship with different types of ecological stability [9].
Figure 2.2 shows the currently largest food web in Little Rock Lake, Wisconsin [7, 10]. The wiring
network structure is an intricate tangle; cannibalism is shown with self-loops and omnivory (feeding
on more than one trophic level) is shown by different coloured links to the consumers.
Another example is the WWW, where nodes are web pages connected by the Internet, made
up of millions of hosts. Loaded pages and links are created and lost every minute, dynamically
changing the complexity of the WWW system. Since modern society depends strongly on this
infrastructure, it is very important to have detailed information about it in order to be able to
predict its behavior or take the correct actions during a crisis [11, 12].

2.2
2.2.1

Biological Neural Networks
Neurons and Spikes

Neural networks are a class of biological networks of considerable importance [4]. Neurons
are the individual elements in neural networks. In the human brain, there exists about 10 billion
neurons, each connected to many other neurons to form a complex network structure with various
functions including pattern reorganization and memory storage [14].
A neuron is generally covered with a semi-permeable membrane, 5 nm in thickness, which
can selectively absorb and reject ions (e.g., Na+ and K+ ) found in the intracellular fluid, which
maintains an equilibrium polarized condition with a certain resting potential. A diagram of a
typical motor neuron is shown in Fig. 2.3. It has a roughly spherical cell body called the soma
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Figure 2.3. Diagram of a typical motor neuron. Figure from reference [13].

and extensions called dendrites. A specific extension called the axon or nerve fibre, with a variant
length from a fraction of a millimeter to a meter, connects a neuron to other neurons. Myelin
with periodic gap, node of ranvier, is a dielectric (electrically insulating) material that forms a
layer around the axon. At the other end, an axon is separated into several branches to form the
synapses, responsible for transmitting signals from one neuron to another one [15].
The soma may generate signals (nerve impulses) and transmit them to other neurons. A neuron
receives signals from a large number of other neurons via its synaptic connections, causing either a
decrease or an increase in its soma potential. If the synapses cause depolarization, they are called
excitatory synapses; otherwise, they are called inhibitory synapses. If nerve impulses through
other synapses arrive at the same time, the neuron may fire, where the internal potential becomes
positive and a reversal in the potential occurs in the axon, as shown in Fig. 2.4. This is called
the action potential or spike [17], which results in an electric current flowing from the region at
the action potential to an adjacent region on the axon with the resting potential. Because the
depolarized parts of the neuron can not immediately become active again, it is incapable of being
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Figure 2.4. A schematic diagram of typical neuron spikes. (a) The action potential on the axon;
(b) transmission of an action potential along the axon; (c) the action potential trains with the
refractory period. Figure from reference [16].
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Figure 2.5. (a) A magnified picture of C. elegans (actual length is approximately 1 mm). Figure
from reference [19]. (b) A simple model to illustrate the C. elegans neural network. Red nodes
represent neurons and links show the connections between them. Spatial positions are randomly
placed. Figure from reference [20].

reexcited for a period of time called the refractory period. The refractory period is about 1 ms;
therefore, a neuron can typically fire and generate action potentials at a rate of up to 1000 pulses
per second with approximately constant amplitudes. Each neural spike is an all-or-none, selfpropagating regenerative event, as each signal has the same form and amplitude. However, the
number of pulses and the time interval between pulses are controlled by the statistics associated
with the arrival of excitatory inputs at the neuron’s synaptic junctions [18]. At any time, many
neurons are firing; even when asleep, 5 × 107 nerve impulses per second are being relayed between
the brain and other parts of the body. This rate significantly increases when awake [14].
The study of the structure and function of biological neural networks is still in its infancy
[21, 22]. Biological neurons self-assemble to form complicated neural networks. Although the
network structure of the brain at larger scales has been extensively investigated [4, 23, 24], the
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detailed topology of real neural networks is extremely difficult to measure. One example where
reconstruction has been achieved is the neural network of a small worm called Caenorhabditis
elegans by White et al., shown in Fig. 2.5 [19, 25]. Owing to its simple nervous system, all the
connections of this network have been elucidated [26]. Treating each neuron as a node and each
connection as a link, the nervous system of C. elegans consists of 282 nodes and 2,335 unique
links. Panel (b) of Fig. 2.5 shows the actual neural network of C. elegans [20].

2.2.2

Hebbian Learning

In a neural network system, each neuron is connected to many other neurons by synapses,
which act as links. The synaptic inputs may be excitatory or inhibitory to the neuron. Excitatory
links increase the activity of the neuron, while inhibitory links suppress the activity of the neuron.
The synaptic weight (usually denoted by w) is used to describe the strength and type of connection
between two neurons. If w > 0, the synaptic connection is an excitatory link; if w < 0, the synaptic
link is inhibitory.
In 1949, Donald Hebb first proposed the idea of connecting neural activity with synaptic
plasticity, which is now called Hebbian learning or Hebb’s rule [2]: “When an axon of cell A is
near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth
process or metabolic change takes place in one or both cells such that A’s efficiency, as one of the
cells firing B, is increased.”
Hebb’s rule provides a simple physiology-based model to mimic the activity dependent features
of synaptic plasticity. Hebbian learning can be summarized in a simple statement: if neurons A
and B are activated simultaneously or within a narrow time window of each other, the synapse
between them is strengthened. An algorithm in Hebb’s rule is used to update the weight of the
neuronal connections within the neural network. In the classical Hebb’s rule, there is no algorithm
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for synapses to become weaker and there is no upper bound that limits how strong the connectivity
can become [27]. Therefore, the rule gives rise to dynamical behavior that is intrinsically unstable.
Evidence for the Hebbian rule was discovered in 1973 with the observation of persistent enhancement of synaptic transmission by tetanic stimulation in the hippo-campus, a phenomenon
now generally referred to as long-term potentiation (LTP) [28]. Two features of LTP, the associativity and input specificity, match the properties of some forms of learning and memory, suggesting
that LTP may underlie these cognitive functions [29]. However, both of synaptic strengthening or
LTP and synaptic weakening, or long term depression (LTD), have been observed in experiments
[28, 30], demonstrating deficiencies in Hebb’s rule. Different versions of the Hebbian-like rules have
been proposed to give more realistic behavior.

2.2.3

Effects of Synaptic Connections on Memory Storage

The changes of the synaptic connections between neurons are widely believed to be important
for both memory storage and the activity dependent development of neuronal networks [3]. The
Hebbian rule is often summarized as “Cells that fire together, wire together” to explain “associative
learning” [2]. However, one key requirement of such changes in synaptic connections is that the
inputs of a neuron can compete with the activity-dependent development, so that strengthening
some inputs weakens others, and they should finally generate a stable distribution of synaptic
weights [3].
An implementation of an unconstrained Hebbian rule does not produce a stable weight distribution. The initially strengthened synaptic weights will grow to infinitely large values because
their correlation with the postsynaptic activity continues increasing. Some constraints can be
introduced to remedy this problem, including a constant sum of all weights, regulating neuronal
excitability by adjusting the threshold for potentiation, and scaling all of a neuron0 s synaptic
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weights. However, the choice of constraint strongly influences the neuron behavior of the Hebbian
model [3].

2.3

Artificial Neural Networks

2.3.1

Theoretical Models of Neurons

Numerous models have been proposed to simulate the dynamics of individual idealized pointlike neurons at various levels of detail, including the Hodgkin-Huxley, Morris-LeCar, FitzHughNagumo, quadratic integrate-and-fire, and integrate-and-fire models [17]. Typically, neurons are
seen as simple leaky capacitors with an internal battery to maintain them in a negative holding potential relative to the exterior. Both the excitatory and inhibitory synaptic inputs act to
temporarily connect the capacitor to depolarizing or hyperpolarizing batteries. Neurons display
approximately linear charging behavior as capacitors. Other models are simplified to resemble
nonlinear oscillators, allowing rigorous phase-space analysis of the dynamics [12].
Generally, the depolarization from only a single synapse is not sufficient to fire a neuron in
a biological neural network. In the integrate-and-fire model, the action potentials are generated
by the following simple rule [31]: “An action potential occurs whenever the membrane potential
reaches a threshold value Vth . Immediately after that, the membrane potential is reset to a value
Vreset .” This means that when the combination of all the input signals is above a certain threshold
for a neuron, the neuron fires and then relaxes to its rest state. Much effort has been spent on
trying to experimentally determine the firing thresholds of neurons. The simple concept of spike
threshold was shown in Fig. 2.6, although a clear-cut voltage value, above which the neuron fires
but below which no spikes occur, may not exist in the biological neural system [16].
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Figure 2.6. The concept of a firing threshold. Figure from reference [17].

2.3.2

Network Models Inspired by Biological Neural Networks

Artificial neural networks have been developed based on the structure of actual biological
neural networks [32]. A network is created from a large number of simple processing units, each
performing a weighted sum of its inputs and then firing a signal if the total input exceeds a certain
threshold [33]. One approach to study such artificial neural networks is as follows: construct a
general ‘trainable’ network with specific learning rules so that the weights of links between neurons
can be changed to enable the network to perform goal-directed tasks.
Hebb’s rule has been widely used in the area of artificial neural networks. For example, the
Hopfield model is an associative memory model using Hebb’s rule for all possible pairs of weights
with binary units in the network. The state variable xi of the neuron i takes on either one of the
two possible values 1 or -1, which corresponds to the firing state or not firing state, respectively.
Another important artificial neural network is the back-propagation algorithm, as shown in Fig.
2.7, which is a method for training multilayer, feedforward networks with non-linear units to
perform gradient descent on a suitably defined error function. However, these artificial neural
networks ignore many fundamental details of biological neural networks. For example, the neurons
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Figure 2.7. The back-propagation network for a linear associative memory. The units in the
first layer are linear associators. The learning task consists in finding the weight matrix W with
elements wij that produces the best mapping of o1 , o2 , . . . , om from the input vectors x1 , x2 , . .
. , xm by comparing to the target vectors y1 , y2 , . . . , ym with the computed quadratic error Ei .
Figure from reference [16].
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in the brain are extremely nonlinear with complex temporal dynamics and communicate with
spikes rather than rates of link weights.

2.3.3

Spike-Timing-Dependent Plasticity (STDP)

It has been experimentally shown that the change in synaptic plasticity depends upon the
relative spike timing between presynaptic and postsynaptic neurons. Spike timing dependence
has become an important experimental tool for elucidating change in synaptic plasticity since its
discovery [28]. Although the role of temporal order was suggested in the original statement of
Hebb’s rule, the time window requirement was not incorporated into the rule.
A variant of Hebbian learning, called spike-timing-dependent plasticity (STDP), has been proposed to explain such experimental phenomena. STDP is sensitive not only to the spatial but
also to the temporal correlations between pre- and postsynaptic neurons. In STDP, a synaptic
weight changes only if the time of the pre- and postsynaptic spikes occur sufficiently close in time
[21]. We treat the time ranges of pre- and postsynaptic spikes as synaptic windows. In a synaptic
window, the synapse will be potentiated if a presynaptic potential occurs before the postsynaptic
spike, while the synapse will be depressed if a presynaptic potential occurs after the postsynaptic
spike.
STDP has been extensively studied during the latest decade both experimentally and theoretically [3, 29, 34]. One line of computational research takes a given STDP rule and analyzes the
evolution of synaptic efficacies [30, 35, 36]. But the functional consequences of these differences
are largely unknown, as the exact time course of the STDP function varies between different types
of neurons.
Various versions of STDP rules have been implemented in modeling studies to determine the
effect on memory storage. Compared to the classical Hebb’s rule, they have the advantage that
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there is strong competition between inputs, and the postsynaptic firing rate is independent of
synaptic input rate. However, they are still unstable and finally result in a bimodal distribution
of the synaptic weights [3]. Such a distribution is unlikely to occur in a biological neural network.
A mathematical model of STDP was proposed by Rossum, Bi and Turrigiano in 2000 [3]. The
weight changes of the synapses are calculated according to the STDP rule in the model. We
use W to represent the weight of the synaptic connection, W → W + Wp for potentiation and
W → W + Wd for depression, where
Wp = Cp × e−∆t/τST DP ,

(2.1)

Wd = −Cd × W × e∆t/τST DP .

(2.2)

Here, ∆t is the time difference between the synaptic action and the postsynaptic spike, τST DP
is the time constant for depression and potentiation, Cd is the average amount of the depression
after one pairing connection, and Cp is the average amount of the potentiation after one pairing
connection. In the neuron system, the relative synaptic change is shown by the conductance change
and it decreases exponentially within the time difference ∆t [3]. Changing the synaptic weight of
neurons can cause growth or decrease of activity in the neural network [31]. Balancing the extent
of the inhibitory and excitatory links serves to maintain the network at an optimal level of activity
[37].
A stable distribution of the excitable link weights has been observed in Rossum’s STDP model.
In their calculations, each neuron receives input from 25 inhibitory and 100 excitatory synapses,
and only the excitatory synapses change according to the spike timing. The inhibitory synapses
have constant weight. Equations 2.1 and 2.2 are used for the potentiation and depression of the
excitable links, respectively.
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Chapter 3
A Trainable Chemical Neural Network:
Experiments and Simulations

Fundamentally, neurons are autonomous relaxation oscillators, and connected groups of neurons
in separated brain regions act as autonomous phase oscillators. Systems of differential equations
and cellular automata have been proposed to simulate the behavior of neurons in brain. Very popular are Fitzhugh-Nagumo dynamics and Hodgkin-Huxley [1, 2] systems of differential equations,
originally suggested to analyze a quantitative description of the membrane current in neurons.
Excitable media was first investigated in a biological context by Wiener and Rosenblueth [3], who
modeled waves rotating around obstacles in cellular automata models of excitable cardiac muscle.
Early computer simulations were performed by Farley [4], who laid out a virtual neural network
on a rectangular grid.
In these models, a number of cells in the excited state induce a resting cell to the excited state.
A weighting function of a cell’s relative contribution to the excitation decreases as a function
of distance. Gerhardt and colleagues [5, 6] used an excitation threshold that was a decreasing
function of time. Marcus and Hess [7] and Kurrer and Schulten [8] randomized the grid in circular
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or square neighborhoods. To diminish the difference between differential equation and cellular
automata approaches, continuous differential equation models began to be used in each element
of the cellular automaton grid [9–11].
However, experimental observations in excitable systems on the behavior of biological neural
networks were rarely reported. The excitable features of BZ systems suggest that a network of
BZ nodes can model a neuronal network. We have successfully developed a network in a BZ
discrete reaction system, where excitable particles are the nodes. The experimental system can
mimic synapse dynamics, and evolve (learn) by a STDP rule. In this chapter, the framework of the
network in the BZ reaction is defined, and the dynamics of the overall network is studied. Although
the behavior of an individual excitable particle in the BZ system is simple, we are interested at
how a population of particles in a network can behave together through different types of links.

3.1

Experimental Setup

A schematic representation of the experimental setup is shown in Fig. 3.1. Basically, there are
three parts: the chemical system where the BZ reaction takes place; the instrumentation setup to
control the illumination and record the dynamics of the particles in the photosensitive BZ reaction,
and the network setup.

3.1.1

Preparation of the Chemical System

The BZ reaction takes place in a glass vessel, containing the catalyst-free BZ solution: 0.166 M
NaBrO3 , 0.054 M malonic acid, 0.162 M bromomalonic acid, and 0.366 M H2 SO4 . The particles
are loaded with the catalyst [Ru(bpy)2+
3 ]. The catalyst-loaded particles are prepared according to
the recipe in Ref. [12]. Cation exchange particles, Bio-Rad analytical grade 50W-X (50 − 100
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Figure 3.1. Experimental setup for the BZ network.

mesh), were purchased from Fisher Scientific. A 3g quantity of particles are stirred in a 4 ml
solution of 25 mM [Ru(bpy)2+
3 ]. After 7 − 8 hours, particles are removed and left to dry on filter
paper. The catalyst concentration was calculated to be 1.7 × 10−5 mol g−1 .
In the experiment, particles loaded with the catalyst [Ru(bpy)2+
3 ] are randomly placed in the
bottom of the vessel with sufficient distance between them to avoid any interactions. The stock
catalyst-free BZ solution, maintained in an ice bath, was continuously pumped into the reactor
vessel at a flow rate of 0.8 mlmin−1 using a peristaltic pump (Ismatec). The reaction mixture
was also pumped out at the same rate, so the solution depth in the reactor vessel was maintained
constant during an experiment. Two manifolds are located at the inlet and the outlet to avoid
motion of particles during the experiments. The temperature of the reaction solution is controlled
at 35 o C by a water bath.
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3.1.2

The Instrumentation Setup

As shown in Fig. 3.1, an illumination profile in the experiment is produced by a modified video
projector, which is controlled by a computer coupled to a CCD video camera fitted with a macro
lens.
The light from the projector is scattered from a white membrane filter (Pall Gelman Laboratory,
Super-450, 0.45 m) positioned underneath the reactor. This also serves as the background for
observing the chemical oscillators. Light at 440 − 460 nm, corresponding to the absorption band
of ruthenium(II), is selected by a bandpass filter. Particles can be illuminated independently by
the projector according to a computed illumination intensity. The beam splitter reflects the light
onto the particles, while allowing observation with the camera. Images of the chemical state of
the beads are collected by the camera and sent to the computer for calculation of the real-time
feedback of the illumination.
Concentrations are selected so that under bright-light conditions of φhigh = 1.38 mW cm−2 ,
the system is in a steady state. Reduction of the light intensity below φlow = 0.08 mW cm−2
leads to an excitable excursion. A CCD camera records the position and intensity of the particles
[13]. With the coupling turned off, images of the reaction domain are obtained using a projected
background light intensity onto each particle of φbgd = 0.76 mW cm−2 . Images are captured every
2.0 seconds. Any oscillations are accompanied by changes in the oxidized state of the catalyst
[Ru(bpy)2+
3 ] and are monitored by the changes in the measured light intensity of a particle.

3.1.3

The Network Setup

From Chapter 2, we know that the biological neural network has three primary components
or functions: independent neurons as the nodes of the network, synapses as connections between
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Figure 3.2. Particles reacting in BZ solutions as the nodes in the chemical network. The ionexchange resin particles, with size of 50 − 100 mesh, are loaded with the catalyst [Ru(bpy)2+
3 ].

neurons to transmit the signals, and spikes generated from neurons as the signals [14]. Thus,
in order to create a chemical model system, we need these components in our network: nodes,
weighted links behavioring like synapse, and some form of firing events as spikes.
Here, as shown in Fig. 3.2, the nodes in our network are defined as the independent ion-exchange
particles (50 − 100 mesh), loaded with [Ru(bpy)2+
3 ] catalyst and reacting in a catalyst-free BZ
solution. The particles are positioned so the diffusion of active species from one particle to the
next is negligible. Each reacting particle represents a neuron in a biological neural network. The
particles can be in the excitable or oscillatory states depending on their illumination. The firing
event is defined as an oscillation of a particle in the oscillatory state.
In a biological neural network, each neuron is connected with more than 1000 other neurons.
To decrease the complexity of the analysis in our network, we set the average number of links from
a node into ∼20. There are also two types of links in our network. One is the excitatory link, with
a weight of 0.04, and the other one is the inhibitory link, a the weight of -0.08. The ratio of the
number of excitatory links to the number of inhibitory links is 4 : 1, which has been used in other
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neural network models [15, 16].
In the experiment, the locations of the particles are first determined through analyzing the
image from the camera by the computer. As shown in Fig. 3.3, typical experiments involve
49 particles, which are mapped onto virtual network, with 980 links between the particles. The
excitatory links are 80.0%, with weight of 0.04, and the inhibitory links are 20.0%, with weight
of -0.08. The probability of a connection between node i and j, given by P (ri,j ), decreases
exponentially with distance from the source node:
2

−ri,j
1
P (ri,j ) = √ e 2σ2 .
σ 2π

(3.1)

Different values of the standard deviation were used for the excitatory and inhibitory links: σe = 3,
σi = 5. The information of the nodes and the links is stored in the computer.
In the logical array set up from the network, the distance between two immediate horizontal
or vertical neighbors is set as 1. The links are then arranged according to the probability of the
distances between any two nodes according to a normal distribution. The detailed process of
arranging a link is shown in Fig. 3.3. First, a node is randomly selected as the source of the
link. Second, a value, determined by the distance of the link, is selected according to the normal
distribution function. Third, the distance is projected in both the horizontal and vertical directions
with a randomly selected angle. The destination node of the link is chosen as the one that lies
closest to this vector. The distance value is generated by the normal distribution function, so
smaller values have higher probability to be selected [17].
In our network, a computer stores the link weights of all nodes and counts the triggered firing
events from the nodes. Thus, the STDP algorithm can be implemented, with the processes of
potentiation and depression. After firing events occur, the computer updates the matrix of the
link weights according to the relationship between the pre- and post-node by the STDP rule.
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Figure 3.3. Arrangement of links in the chemical system. (a) The numbered particles in the
experiment. (b) A virtual array composed of the numbered particles as nodes in a network. (c)
The process of assigning a link in the virtual array. Here, the source node is randomly selected
and labeled as red, and the destination node is labeled as blue. The value of d is generated from
a normal distribution probability function with a random angle θ.
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Figure 3.4. Diagram of training process.

3.2

Experimental Results

In principal, an artificial neuronal network can be trainable, where the network evolves based
on specific learning rules and finally arrives at a certain stable state. The trainable process of our
network is illustrated in Fig. 3.4. Initially, some links are activated (i.e., initial activity is induced).
The network then continues with the STDP rule. The updated link weight matrix is recorded in
the computer in each step. The initial activity sets the links from 10 − 20 % of randomly selected
nodes to be active, and the life time for activated links is set. These settings are garanteed to
initially cause some particles to fire. The final status of the network is one of two states: activity
exists or has collapsed. Zero activation corresponding to a global excitable steady state, with high
illumination on all oscillators. The nature of the sustained activity state is what we investigate in
this network.
In a typical artificial neuronal network, the node integrates input and then performs a firing
event. The weights of the links on each node will be integrated at any time. As soon as the sum
of links of a node reaches a threshold value, a firing event occurs. However, no more firing events
can be activated during the refractory period.
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Figure 3.5.

Effect of links on the oscillator illumination. (a) Function of Links: integrate

illumination. If the sum of active links on a destination node, Wdes , is greater than the threshold,
Wthreshold , the illumination of the node is set at the high light intensity; otherwise, its illumination
is set as the low value. (b) Illuminations of the nodes. The light dots are the particles illuminated
with high light intensity and the dark dots are the particles illuminated with low light intensity.

In our network, links are represented in two states, active or inactive. At any time, only active
links affect the system behavior, while inactive links can be activated by firing events. As soon as
a node triggers a firing event, all of the links originating from the node are activated. The newly
activated links will become inactive again after a preset life time.
The firing events, the oscillations of the perturbed particles reacting with the BZ solution, can
not be triggered by simply counting the sum of the active link weights at any time. Thus, the
function of the links in our network is used to determine the illumination intensity on each particle,
as shown in Fig. 3.5. As expected, a firing event can occur only when a node have been exposed
to low illumination intensity for sufficient time. The occurrences of firing events in four different
conditions are described in the photosensitive Oregonator model in Fig. 3.6. Figure 3.6a shows
that there are no firing events when a node is always illuminated at high intensity (illumination
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Figure 3.6. Firing events in the photosensitive Oregonator model. (a) High illumination =
0.0133; (b) low illumination = 0.0126; (c) illumination is switched from low to high at step =
12400; (d) illumination is switched from low to high at step = 12380. Simulation conditions: dx
= 0.15, dt =0.001, q = 0.05,  =0.005, f = 0.9, Du = 1.0, and Dv = 0.
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Figure 3.7. The behaviors of nodes with different illumination patterns.

= 0.0133). An array of firing events is monitored as shown in Fig. 3.6b, during a brief period of
background intensity illumination.
Figure 3.7 shows the behavior of nodes subject to different illumination patterns. Figure 3.7a
shows the behavior of a node with low illumination intensity. A series of continuous oscillations
are observed on this node, indicating that the node is in the oscillatory state. Figure 3.7b shows
the behavior of a node with high illumination intensity. The collected signals indicate that the
node is in the steady state without oscillations. During an actual experiment, the active links
are updated based on the occurrence of new firing events; the illumination array of a node is
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switched between the low value and the high value. Some illumination sequences will favor the
occurrence of firing oscillations. Figure 3.7c and 3.7d show two such illumination arrays for nodes,
where some firing events have been observed. Most of firing events require some low illumination
intensity. However, the illumination arrays with low light intensity are rarely observed and the
illumination arrays are often separated by different segments of low intensity and high intensity.
The switch between low illumination and high illumination is favorable for producing oscillations.
Specifically, a perturbation that is a short-time low illumination intensity, as in Fig. 3.7d, also
triggers a firing event. In 2001, Wang found that an oscillation can be triggered in the BZ system
by pulse-light perturbation [18]. The situation in our work is more complicated because different
segments of low illumination intensity and high illumination intensity are combined. The combined
illumination sequences can trigger firing events but the time intervals between the oscillations may
be different. For example, the interval between the first oscillation and the second oscillation is
shorter compared with other intervals in Fig. 3.7d.
The period of oscillation in the STDP system is shown in Fig. 3.8 compared with the period
of oscillation in the system without STDP. Figure 3.8a shows the distribution of the period of
oscillation for all nodes with constant low illumination. Figure 3.8b shows the distribution of the
period of oscillation in the STDP network, which is much broader. The reason may lie in the
occurrence of firing events in the two system due to the induction of low and high illumination
intensity.
In Figure 3.9, we characterize the behavior of the oscillators during sustained firing in the
experimental system. Figure 3.9a shows typical firing patterns of the individual oscillators. The
firing events are irregular with intermittent quiescent periods and periods of regular firings. This
results in periodic oscillations in the global activity of the system. Figure 3.9b illustrates this global
behavior with the total system activity plotted as a function of time. Fourier analysis reveals the
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Figure 3.8. The period of oscillation in a network illuminated with φlow = 0.08 mW cm−2 (a)
and in an STDP network (b).

Figure 3.9. Experimental system firing pattern. (a) The firing patterns of the 49 oscillators.
Each cross indicates the time at which an individual oscillator fires. (b) Time series showing the
number of oscillators that fire in the given interval of time. The count is constructed by splitting
the entire time range into bin intervals of 20s and then determining how many oscillators fire in
each interval. (c) Power spectrum of the Fourier transform of the time series.
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Figure 3.10. The activity of the STDP system as a function of time.

presence of a dominant frequency in the time series shown in Fig. 3.9c. Each of the dominant
frequencies is associated with the value of tlink = 80 s. The reciprocal of the dominant frequency,
determined from the power spectrum, is 126 s.
The activity of the STDP network, defined as the sum of all activated links, is also analyzed.
Figure 3.10 shows the activity of the STDP system as a function of time. At the beginning of an
experiment, activity results from the activation of 20.0% randomly selected nodes used to initiate
the STDP system. A decreasing of the activity occurs after a short time from the initiation. This
is because the life time of most links has expired and the links become non-active. A small peak of
activity is then observed, indicating more firing events have occurred to activate more links. The
total activity of the network roughly oscillates, indicating an approximately global periodcity.
Only the weights of excitatory links are adjusted by the STDP rule in this study. We are
interested in the distribution of the excitatory links. In our experiments of training the STDP
network, various of distributions of link weights can be obtained by adjusting the experimental
conditions and STDP parameters.
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Figure 3.11. The distribution of weights of the excitatory links at different experimental times.
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A stable normal distribution of the weights of the excitatory links is acquired by adjusting the
experimental parameters. Figure 3.11 shows the distributions of the weights of the excitatory links
in different times. As shown, the distribution eventually reaches a stable normal distribution from
the initial value of 0.04.

3.3

Simulations

Simulations of the behavior are carried out using a two-variable Oregonator model for the
photosensitive BZ reaction to represent the chemistry on each particle:
1
∂u
= Du ∇2 u +
∂t




u−q
2
u − u − [φ + f v]
,
u+q

∂v
= Dv ∇2 v + u − v,
∂t

(3.2a)
(3.2b)

where u and v are the dimensionless concentrations of HBrO2 and Ru(bpy3 )3+ on a particle i. The
rate of bromide production is φ due to the irradiation [19].
The Euler method is used for the numerical investigation, with dt = 0.001. Typical simulations
involved virtual grids of particles up to 30 × 30 in size. The network of links is established using
the same distance dependent algorithm as for the experimental system. Model parameters are
chosen so that each oscillator is in a steady state for φbgd = 0.15. Reduction of the light intensity
below φ = 0.02 leads to an excitation excursion. Activity is initiated in the network by reducing
φ to zero on the central particle for 250 time steps.
At each time step, we determine if an oscillator has recently fired by examining the value of
the variable v. If an oscillator has fired, then all links originating at that particle are turned on for
a set period of time tlink . The illumination to each particle is updated at each time step based on
the sum of currently active links. Two illumination algorithms have been investigated: a discrete
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Figure 3.12. A patchy wave of activity propagating in the BZ network with STDP. After an
initial perturbation at the center (a), activity spreads outward through the network (b) and finally
reaches the edge of the network (c). Oppositely directed links initiate activity on particles that
did not fire in the initial pass. These particles then reinitiate other particles, leading to a complex
aperiodic activation pattern. System parameters:  = 0.01, f = 1.4, q = 0.002, particles = 30 × 30,
links = 22500, tlink = 2, σe = 2, σi = 4, lexcitatory = 0.04 (excitatory), linhibitory = -0.08 (inhibitory),
φbgd = 0.15, period of oscillation = 4.
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Figure 3.13. Blue crosses indicate constant link weight. Red circles indicate that the STDP
algorithm is applied. All parameters as in Fig. 3.12. The probabilities are based on 500 simulations,
each with a different link distribution for each link weight. The activity is determined to be
sustained if it survives to t = 1000.

state algorithm, as in the experiment system, and a continuous illumination algorithm given by
X

φ = φbgd +

l,

(3.3a)

active links

with φ prohibited from becoming negative. Both techniques produce qualitatively similar results.
Here we illustrate the behavior using the update algorithm given above.
System parameters in the simulation are initially tuned to obtain sustained behavior in the
network following a perturbation at the center. In Fig. 3.12, a patchy wave of activity propagates
from the center of the medium, reflects from the boundaries and eventually fills the network
with incoherent spatiotemporal structures, Fig. 3.12d. The possibility of the initial perturbation
propagating and then persisting is a complex function of a number of parameters associated with
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Figure 3.14. Numerical system firing pattern. (a) The firing patterns of 50 of the 900 oscillators.
(b) Time series showing the number of oscillators that fire in a given interval of time (bin interval
= 0.2). (c) Power spectrum of the Fourier transform of the time series.

the network. These include the intrinsic chemical timescale, the number of links, the lifetime of
a link, the weight of a link and the magnitudes of σe and σi . At low values of link weight and
link number, the initial perturbation to the system dies out quickly with the system returning
to its quiescent state. For large values of σe and number of links, the system becomes effectively
globally coupled, leading to a single collective oscillation. At intermediate values, activity spreads
from the center of the system, as shown in Fig. 3.12. The presence of the inhibitory links leads to
breaks in the initial spread of activity. Under appropriate choice of other system parameters, such
as tlink , reinjection into the region where activity has recently passed can occur. The possibility of
the activity then becoming sustained is also sensitive to the choices of parameters. For example,
a sharp transition to sustained behavior with increasing link weight is shown in Fig. 3.13. On the
left of this figure, the quiescent state is globally stable, whereas on the right, there is bistability
between the quiescent state and the sustained state.
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As shown in Fig. 3.14, the behavior of the oscillators during sustained behavior in the computational system is similar to that in the experiments. Here, the firing is also irregular with
intermittent quiescent periods and periods of regular firings. The noisy oscillation in the global
behavior is approximately twice the frequency of the component individual oscillators.
The longer term behavior associated with this algorithm can be explored further using the
numerical system. Starting with a system in which l = 0.04 for all excitatory links, the application
of the STDP algorithm leads to a gradual increase in the mean value of the link weights. The
resulting stable skewed distribution is shown in Fig. 3.15a. For the same set of parameters, but
with a higher initial excitatory link weight, l = 0.12, the mean link weight now slowly decreases
to eventually produce a stable skewed distribution, Fig. 3.15b. These two final distributions are
overlaid in Fig. 3.15b, and they are seen to have approximately the same mean value and overall
shape. This remarkable agreement between these distributions indicates that the distribution
behaves as an attractor of the system with the STDP algorithm.
A necessary condition for the STDP algorithm to produce a stable distribution of link weights
is that the activity on the network must be sustained. In Fig. 3.13, the probability of sustained
behavior under constant excitatory link weight conditions was shown as a function of this link
weight. A sharp transition in the probability of sustained behavior occurs on increasing link weight.
The impact of allowing link weight evolution, using the STDP algorithm, on these results is shown
in Fig. 3.13. In this case, the link weight on the x-axis now corresponds to the initial excitatory
link weight. It can be clearly seen from this graph that the STDP algorithm softens the steepness of
transition and expands the region in which sustained behavior is observed. A significant proportion
of the simulations with an initial link weights below 0.047 (the critical transition link weight for the
constant link weight simulations) have sustained behavior. The expansion of the region in which
sustained behavior is seen can be understood with the help of Fig. 3.15. We consider a situation
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Figure 3.15. The STDP rule applied to the numerical system. (a) Initial link weight = 0.05,
light blue, and link weight distribution at time 5000. (b) Initial link weight = 0.05 and link weight
distribution at time 5000. System parameters: tlink = 1.2, cd = 0.019, cp = 0.2.

in which the initial link weight is below the critical threshold for sustained behavior. Provided the
system has sufficient time to apply the STDP algorithm, the mean link weight distribution will
increase above the critical threshold value needed to sustain behavior. We demonstrate in Fig. 3.15
that this higher mean link weight distribution is an attractor of the system. The simulations that
fail to sustain activity correspond to those that collapse prior to the mean link weight exceeding
this critical value.

3.4

Summary

A chemical network is designed by using the discrete BZ oscillator system. Catalyst-loaded,
ion-exchange resin particles are used as the individual elements in the network. The interactions
between elements consist of two types of links, similar to the synapse connections in biological
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neural networks. The existence of a steady state and an oscillatory state on each particle offers
a model for the spiking process of a neuron. There are many differences between a biological
neural network and a BZ-based chemical neural network; however, the fundamental features of a
neural network, such as integrate and fire, can be captured by the excitable properties of the BZ
oscillators.
In both experiments and numerical simulations, we analyze the network behavior with different
numbers of links and develop an analysis of the activity. A learning rule, called STDP, is applied to
the training process. The excitable links are updated according the STDP rule and the inhibitory
links are maintained at a constant value. Our results show that if the STDP network exhibits
sustained activity, a stable distribution of link weights is observed. The stable distribution of link
weights is interesting because it is similar to the behavior of a biological network.
The firing events of nodes in the network are complex. The statistics of all firing events show
that there is a natural time interval, similar to the refractory period of neuron spike.
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Chapter 4
Phase Kinks in the Belousov-Zhabotinsky
Reaction

Synchronization in coupled nonlinear oscillators is a remarkable and ubiquitous phenomenon [1].
Depending on the nature and the strength of the coupling, different synchronization states have
been observed, including complete or identical synchronization [2, 3], in-phase [4], out-of-phase
[5, 6], lag synchronization [7], generalized synchronization [8], intermittent lag synchronization
[9], and mixed synchronization [10]. There has been extensive effort to explore various types of
synchronization, including phase synchronization [11].
In phase synchronization, oscillators are correlated in phase but uncorrelated in amplitude.
Phase synchronization has been widely studied in recent years, especially in nonlinear chemical
reactions, for example, the photosensitive Belousov-Zhabotinsky (BZ) reaction. In this system,
the forcing can be introduced through the sensitivity of the reaction to the illumination conditions
[12].
In this chapter, the dynamics of a special pattern in the BZ reaction, called a phase kink, is
studied under the external forcing. We explore how to trap phase kinks in the oscillatory BZ
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Figure 4.1. Profiles of the oscillation amplitude modulus (a) and of the phase (b) in traveling
phase kinks with global feedback. Figure from reference [14].

reaction.

4.1

Introduction

Application of periodic forcing and global feedback to oscillatory media allows us to create
new kinds of wave patterns and to control them by variation of the forcing or feedback parameters
[12]. Oscillating systems often respond to periodic forcing by adjusting their oscillation frequencies
to rational fractions of the forcing frequency. This so-called frequency-locking phenomenon (also
called resonance) is accompanied by another significant outcome of the periodic forcing: multiplicity of stable phase states. Each phase state has spatially uniform, frequency-locked oscillations
with a fixed oscillation phase [13].
Phase kinks (also called phase flips [14–16] or phase slips [17]) are phenomena that occur
through the coupling of nonlinear oscillators via periodic global forcing. The relative phase of
phase kinks between the coupled oscillators may jump from zero to π or 2π. However, traveling π
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Figure 4.2. In 2D media, phase kink can be created by coupling two oscillators via a third
oscillator, such as the periodic global forcing of the media. A phase difference exists between the
two coupled oscillators.

fronts under 2:1 forcing are sometimes called Bloch walls [17]. Figure 4.1 shows the phase profile
of a steadily traveling 2π phase kink.
In 2D media, kinks correspond to extended traveling patterns where the oscillation phase
changes by π or 2π at a certain line. A schematic diagram of a phase kink in 2D media is shown
in Fig. 4.2. Because the states of the medium are physically identical on both sides of such a
pattern, it can be viewed as an analog of traveling waves in 2D excitable media. The difference
with respect to traveling excitation waves is that kink patterns may be stationary and can reverse
their propagation direction [17].
Kinks in externally forced oscillatory media were first described and investigated by Coullet
and Emilsson [18, 19]. When periodic forcing acts on any dynamical system, the effect strongly
depends on the relationship between the forcing frequency f 1 and the natural oscillation frequency
f 0 of the system. When the condition mf 1 = nf 0 , with integers of n, m = 1, 2, 3, . . ., is realized,
the system becomes particularly sensitive to external forcing and resonances are expected. Such
70

resonances are conventionally classified through their respective frequency ratios n:m. When the
forcing frequency f 1 coincides with the frequency of natural oscillations f 0 (n = m = 1), a 1:1
resonance takes place. Another important parameter, affecting the dynamics of a system with
periodic external forcing is the forcing amplitude A. Sufficiently strong periodic forcing can entrain
a dynamical system even if its frequency does not exactly match a resonant condition [12]. Here,
we focus on the resonance with weak forcing. In the entrained state, the system oscillates not at
its natural frequency f 0 , but at the resonant frequency imposed by the external forcing. For any
fixed amplitude A, the entrainment with respect to a particular n:m resonance is only possible if
the detuning ν, defined as ν = f 1 − (n/m)f 0 , is not too large. This means that, for a particular
resonance and a given forcing amplitude A, an entrainment window ν− (A) < ν < ν+ (A) can be
identified, where ν− (A) and ν+ (A) are the minimum and maximum value of the existing resonance.
The entrainment windows grow with the forcing amplitude and, in the parameter plane (f , A) or
(ν, A), they form characteristic structures known as Arnold tongues [12, 20, 21]. Phase kinks have
been observed in Arnold tongues with a 1:1 resonance in the chemical reaction of the catalytic
reduction of NO with CO on a Pt(100) catalyst [12].
The complex dynamics of phase kinks has been theoretically studied in detail [23]. Three
different regimes of kink dynamics depending on the forcing parameters were observed, including
regimes for stable stationary kinks, no kink solution and kink-breeding. Figure 4.3 shows the
kink dynamics in the three regimes. The regions corresponding to these three regimes are not
symmetric inside the Arnold tongue. In regime I, the initial profile evolves toward a stationary
wave propagating with a constant velocity. The 2π phase kink disappears via the creation of a
defect in regime II. In regime III, the initial kink disappears via the occurrence of a defect, but
the residual perturbation grows and leads to two new kinks. The process then repeats itself: each
of the new kinks disappears, which leads to the creation of two new kinks, etc. The asymptotic
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Figure 4.3. The complex dynamics of phase kinks in different regions of the Arnold tongue. (a)
B is the forcing amplitude and n is the ratio of the forcing frequency to the natural oscillation
frequency. The white region represents the Arnold tongue. (b) Space-time plots showing stable
stationary kink behavior in Region I, no kink solution in Region II, and kink-breeding behavior in
Region III. Figure from reference [22].

spatiotemporal evolution is a disordered state, which is called a back-firing-like instability [22].
The phenomenon of phase kinks occurs in a wide class of systems, such as in chemistry, physics
and engineering. The dynamics of phase kinks has been seen in experiments of the catalytic
reduction of NO with CO on a Pt(100) catalyst [15] and in low frequency fluctuations in a FabryPerot semiconductor laser with optical feedback from an external mirror [15]. More interestingly, a
phenomenon called wave traps was observed in the catalytic CO oxidation on platinum [17]. Spatial
regions with modified local properties may act as traps where traveling kinks can be stored and
released in a controlled way under the 1:1 resonance. In addition, phase synchronized oscillations in
neuronal ensembles are also a topic of considerable current interest in neurobiology. For instance,
in a recent study of induced focal epilepsy, Li et al. observed both in- and out-of-phase oscillations
in spatially separate regions of a rat brain. Since the time-delay in the information transmission

72

between different brain regions will depend on their spatial separation, the phase-flip bifurcation
may prove useful in understanding the detailed mechanism of dynamical diseases such as epilepsy,
or other neurological disorders that are associated with synchronized regions in the brain such as
Parkinson’s disease [10].
Periodically forcing in time with spatially uniform light has been extensively explored in the
oscillatory photosensitive Belousov-Zhabotinsky (BZ) reaction. Specifically, a 2:1 resonance where
the system responds at exactly half the forcing frequency has been studied by Lin et al. [20, 21].
They found that the 2:1 resonance exhibits a finite-wave number instability leading to standingwave Turing-like patterns. Pattern dynamics of the oscillatory photosensitive BZ reaction with 1:1
resonance has not been as well explored.
In this chapter, the motive is to experimentally and computationally study the dynamics of
phase kinks in the photosensitive oscillatory BZ system. Specially, we are interested in trapping
traveling phase kinks in the photosensitive BZ reaction by setting up a region with appropriate
amplitude or frequency of external forcing.

4.2
4.2.1

Experimental Design
Experimental Setup

The experimental setup is shown in Fig. 4.4. It is composed of two components: the chemical reaction and the instrumentation to control and record the spatiotemporal patterns in the
photosensitive BZ reaction.
A microscope glass slide bearing a gel, in which the catalyst is immobilized, is placed faceup in
a thermostated reactor at 25o C and covered by the catalyst-free BZ solution. This is continuously
fed to maintain constant, nonequilibrium conditions [24]. In gel systems [25, 26], there are no
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Figure 4.4. The experimental setup for phase kinks in the BZ reaction.

hydrodynamic effects that perturb the spatial pattern, which is essential for the systematic study
of chemical waves and patterns. The catalyst-free BZ solution, maintained in an ice bath, is
pumped continuously using a peristaltic pump with a fixed flow rate into the reactor through a
degasser. The reaction mixture is also pumped out at the same rate so that the depth of the layer
of solution in the reactor is kept constant during the experiment.
An illumination profile produced by a computer-controlled, modified video projector is projected onto the gel medium through a 460 nm bandpass filter and a half-mirror beam splitter. The
light from the projector is scattered from a white membrane filter positioned between the glass
slide and the bottom of the reactor, and serves as background for observing the chemical patterns.
The beam splitter combines the illumination and observation optical paths by matching the illumination and observation angles. The beam from the video projector is mainly reflected down
onto the gel. A CCD video camera fitted with a macro lens is used to record the images of the
chemical patterns, which are analyzed in real time by the computer for performing the feedback
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Figure 4.5. A sketch of periodic forcing illumination as a function of time. The illumination
φ(t) is updated according to φ(t) = φ0 +Asin(2πf1 t), where φ0 is the background illumination, A
is the forcing amplitude, f1 is the periodic forcing frequency, and t = n∆t, n = 0, 1, 2 . . . The
illumination is updated by modifying the gray level of the projector. In this case, the background
illumination with gray level φ0 = 80, shown as the straight dashed line, is assumed to trigger
uniform oscillations in the photosensitive BZ reaction. The amplitude of the forcing illumination
A is 60, and the relative frequency f 1 is 0.0667 s−1 . Every point labeled by (o) represents one
forcing illumination event on the reaction medium. In the experiment, light intensities at gray
levels of 20, 80 and 140 were 0.0705, 0.0987 and 0.2683 mW cm−2 , respectively.
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profile. The video camera is located above the beam splitter so that its optical axis coincides with
the path of the light between the beam splitter and the gel.
When the catalyst Ru(bpy)3 2+ is oxidized to Ru(bpy)3 3+ , its color changes from orange-red to
blue-green. The oxidized state, Ru(bpy)3 3+ , absorbs much less light than the reduced state. The
illumination beam passes through the gel to the white membrane filter, scatters, and travels back,
to be observed by the camera. Since the distance between the gel and the diffuser is relatively
small (1.0 mm), the profile of the wave in the gel may be seen on the membrane.
Figure 4.5 shows a sketch of periodic forcing by controlling the light illumination with a sine
function. The update of periodic forcing is based on varying the gray level of the projector. The
forcing of a sine function has been theoretically studied in the reaction-diffusion system [12].

4.2.2

Preparation of the Chemical System

Stock solutions of sodium bromide (NaBr), sodium bromate (NaBrO3 ), malonic acid (MA),
and sulfuric acid (H2 SO4 ) are prepared with doubly distilled water and kept in the refrigerator at
a temperature of 3 o C. Initial concentrations of NaBr and MA are 1.0 M; initial concentration of
NaBrO3 is 2.0 M; and initial concentration of H2 SO4 is 3.0 M. In experiments, the stock solutions
were mixed with appropriate volumes to prepare reaction solutions, where [MA] = 0.188 M, [NaBr]
= 0.108 M, [H2 SO4 ] = 0.732 M, and [NaBrO3 ] = 0.606 M.
The stock solution of Ru(bpy)2+
is prepared by dissolving the sulfate salt of Ru(bpy)2+
3
3 ,
Tris(2,2’-bipyridyl)dichlororuthenium(II) hexahydrate (Sigma-Aldrich, USA) [27]. An amount of
1.0 g (1.34 mmol) of [Ru(bpy)3 ]Cl2 ·6H2 O is dissolved in 16 mL of water. Then 40.0 mL of 5.0 M
sulfuric acid is added and the sulfate precipitated. After 24 h the precipitate is filtered and shed
with 96% ethanol and ether. After drying at 50 o C for 2 days, the product [Ru(bpy)3 ]SO4 ·H2 O
is dissolved in 100.0 mL of water. The concentration of this stock solution is determined by the
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absorption at 452 and 460 nm with a UV-VIS spectrophotometer, using the extinction coefficients
452nm = 11900 cm−1 and 460nm = 11350 cm−1 at T = 23.5 o C.
The stock waterglass solution of SiO2 is prepared with solid sodium silicate, which contained
60% SiO2 . The initial concentration of 15% (w/w) sodium silicate is prepared by dissolving the
appropriate amount of sodium silicate in boiling stirred doubly distilled water. It is boiled for a few
minutes and then kept hot while vigorously stirring for about 30 minutes until it is transparent.
After cooling to room temperature, water is added to make up for evaporation and the solution
is filtered. The catalyst-free BZ solution is freshly prepared before each experiment and is kept in
an ice bath from the time of mixing until the end of the experiment [28]. Solutions of NaBrO3 ,
H2 SO4 , and MA are mixed together in the given sequence in a volumetric flask. A computercontrolled syringe pump is used to maintain the desired rate for the addition of NaBr solution.
The solution is homogenized by vigorous mechanical stirring until both the color and the smell of
bromine disappears.
An appropriate amount (2.0−5.0 ml) of 15% (w/w) sodium silicate solution, Ru(bpy)3 2+ solution, and doubly distilled water are well mixed in a clean vial, and ∼ 0.5 ml of 1.2 M H2 SO4
is added while shaking the solution. After mixing the solution vigorously for 2-3 seconds, the
mixture is rapidly removed and injected under a glass slide which is supported by two pieces of
0.3 mm pencil lead on a piece of Plexiglas, where it is allowed to cure. The gel with the glass
is removed from the Plexiglas and trimmed to the designed size. The gel is transparent, without
any inhomogeneities visible to the naked eye. This preparation of silica gel is an efficient and convenient procedure. The amounts of water and H2 SO4 control the gelation rate, and the amounts
of Na2 SiO3 solution and Ru(bpy)3 2+ correspond to their concentrations in the experiments. The
concentration of ruthenium complex in the gel was 1.80 ± 0.01 mM. The gel size is about 20×20
mm2 for the observation of oscillations in the experiment.
77

Figure 4.6. The frequency of the background oscillator in the oscillatory BZ reaction as a function
of reaction time. Here, the frequency of the background oscillator is calculated every ∼10 minutes.
Data were collected from two experiments labeled as (O) and (), respectively. The background
light intensity is φ0 = 0.0987 mW cm−2 .

4.3
4.3.1

Experimental Results
The Background Oscillation

In the experiments, the gel was illuminated with the appropriate intensity so the irradiated
gel was in an oscillatory state. After been placed in the reaction solution, the gel began to
periodically oscillate after a couple of minutes. In order to obtain a 1:1 frequency-locked resonance,
the frequency of external forcing must be reasonably selected according to the natural frequency
the oscillators. Thus, the frequency of the background oscillations in the system was monitored
first.
Figure 4.6 shows the frequencies of the background oscillations as a function of reaction time. In
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the experiments, the data of oscillations in the gel were collected approximately every ten minutes.
The frequency in each time segment was calculated as the reciprocal of the average time interval
between sequential oscillations. As shown in Fig. 4.6, the frequency of the oscillations was not
constant and increased with time. In order to obtain a frequency-locking forcing, the entrainment
of the oscillatory BZ reaction is generally implemented between 100 and 200 minutes, where the
frequency change is relatively smooth. As described previously, both frequency and amplitude
of external forcing affect the 1:1 frequency-locked entrainment, but we primarily obtained the
resonance by adjusting the frequency of the external forcing. Because the frequency of the natural
background oscillator changed with time, it was monitored before each forcing and the forcing
frequency f 1 was adjusted according to the newest natural frequency f 0 .
Figure 4.7 shows examples of 1:1 frequency-locked and frequency-unlocked entrainment, where
the green dashed lines are the forcing curves and the blue lines are the gray level monitored on
the gel surface. In Figure 4.7a, 1:1 frequency-locked behavior is observed. The external forcing
entrained the reaction to oscillate the same as its frequency with anti-phase. As shown in Fig.
4.7b, the oscillations on the gel surface became irregular, indicating resonance did not occur. The
results show that 1:1 frequency-locked entrainment is feasible by applying an external forcing of a
sine function in the oscillatory BZ reaction.

4.3.2

Creation of Phase Kinks

Phase kinks can occur with coupled oscillators. Except for the background oscillations, we need
at least one more oscillator to create phase kinks in the oscillatory BZ reaction. A pacemaker can
serve as the extra oscillator in the reaction. If a medium includes a modified small region where
the local oscillation frequency is higher than that of the uniform oscillations, this region can act as
a pacemaker which emits waves forming a target pattern [29, 30]. In the oscillatory BZ reaction,
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Figure 4.7. The entrainment of the background oscillations. (a) A 1:1 frequency-locked entrainment. The natural frequency f 0 = 0.0625 s−1 and the forcing frequency f 1 = 1.10f 0 = 0.0687 s−1 .
(b) Forcing without 1:1 frequency-locked entrainment. The natural frequency f 0 = 0.0792 s−1 and
the forcing frequency f 1 = 1.25f 0 = 0.0990 s−1 . The background light intensity φ0 = 0.0987 mW
cm−2 ; and the periodic amplitude from the projector was 60 gray levels.
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pacemakers arise from heterogeneities, such as dust or gas bubbles. They can also be created by
illuminating a specific region with low light intensity.
Pacemakers play an important role in the creation of phase kinks with external forcing. Because
the waves emitted by a pacemaker, propagating in the excitable medium, also have the 2π phase
difference between the front and back, they are the analog of phase kinks. However, phase kinks,
represent the existence of a phase difference between coupled oscillators, and their velocity can be
affected by adjusting the forcing amplitude and frequency.
In our experiment, one way to create pacemakers in the oscillatory BZ system in a 1:1 frequencylocked resonance is to shield the illumination from the projector so a region (i.e., a corner of
the gel) has a lower illumination intensity. In the photosensitive oscillatory BZ reaction, lower
illumination intensity creates oscillations with higher frequency. In this way, we can create one
more oscillator in the oscillatory BZ reaction. The new oscillator has a higher frequency than
the background oscillator. Finally, a wave with 2π phase can be observed between these two
oscillators. The shielding in the gel is then removed and the region of the pacemaker and the
background oscillator are coupled by the external forcing. A single phase kink is thus created as
an analog of a propagating wave.
If the shielding is not removed, a series of phase kinks could be created by the pacemakers.
For simplicity, only a single kink was studied in our experiments. Thus, as soon as a phase kink
occurred, the shielding was removed. Figure 4.8 shows a single phase kink in the 1:1 frequencylocked entrainment in the oscillatory BZ reaction. The phase kink is the whole wave emitted by
the pacemaker so the difference between the two sides of the phase kink is 2π. As shown in Fig.
4.9, the medium on the two sides of the phase kink oscillates with the same frequencies. The
observed speed of the phase kinks in the experiments was 0.06−0.18 cm/min.
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Figure 4.8. A phase kink propagating in the oscillatory BZ reaction. The phase kink represents
the existence of a 2π phase difference between two coupled oscillators. In the 1:1 frequency-locked
entrainment, the phase kink propagated from the original pacemaker region. The speed of the
phase kink was ∼0.085 cm/min. The natural frequency of the background oscillations was f 0 =
0.0868 s−1 . The background light intensity φ0 = 0.0987 mW cm−2 ; the periodic amplitude from
the projector was 60 gray levels; the forcing frequency f 1 is equal to the natural frequency f 0 .
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Figure 4.9. Plots (a) and (b) show the gray level at points A and B in Fig. 4.8, respectively, as
a function of time.

4.3.3

Trap of Phase Kinks

It has been theoretically verified that the velocity of a phase kink can be changed by controlling
the forcing conditions. The propagation direction of a phase kink can even be reversed for specific
parameter values. In coupled oscillatory media, kinks propagate from their origin to the periphery
of the medium, with a speed that is independent of the generation frequency, if the kink velocity V
is positive. This yields a sparse pattern of kinks, running away from a pacemaker. The situation is
different if the kink propagation is reversed with V < 0. In this case, the supercritical inhomogeneity forming the core of the pacemaker generates 2π phase kinks which, instead of propagating away
as single kinks, form a cluster surrounding the core. Since further phase kinks are continuously
produced and added to this cluster, it slowly grows with time. As a result, a pattern that can be
viewed as an aggregation of kinks is formed. This principle allows the design of a phase kink trap
in oscillatory systems. Recently, Rudzick et al. [17] have successfully trapped traveling 2π phase
kinks in the reaction of the catalytic reduction of NO with CO on a Pt(100) catalyst. Inspired by
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Figure 4.10. Schematic diagram for trapping a phase kink in the oscillatory BZ reaction. The
background oscillator and a pacemaker are coupled with the 1:1 frequency-locked entrainment.
The heterogeneous region for the trap is entrained with a different external periodic forcing.

their work, we have studied trapping phase kinks in the oscillatory BZ reaction.
Figure 4.10 shows a schematic diagram for trapping a phase kink in the oscillatory BZ reaction.
In the 1:1 frequency-locked resonance, a phase kink is created in a corner of the gel and propagates
in the medium. A specific trap region with different forcing conditions is designed in the middle
of the gel. In this design, a phase kink has the longest propagating distance before it passes out
of the medium. We expect that a trap region with appropriate settings can decrease the speed of
a phase kink and finally form a closed pattern with a constant phase difference.
Figure 4.11 shows the process of trapping a single phase kink in the oscillatory BZ reaction.
The phase kink was generated in the the top-left corner by the coupling of a pacemaker and the
background oscillator with 1:1 frequency-locked entrainment. A specific trapping region had been
induced in the middle by adjusting the forcing amplitude and frequency. Figure 4.11a-c shows
that the phase kink travels with constant speed outside the trap region. Figure 4.11d shows that
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Figure 4.11. Snapshots of trapping a phase kink in the oscillatory BZ reaction. In the 1:1
frequency-locked entrainment, a phase kink was generated in the top-left corner, and propagated
along the diagonal. The middle region was induced as a trap with the different forcing. The
natural frequency of the background oscillations was 0.0645 s−1 . Experimental conditions: the
background light intensity φ0 = 0.0987 mW cm−2 (80 gray levels); outside the trap region, the
periodic amplitude from projector was 60 gray levels and the forcing frequency f 1 = 1.03f 0 =
0.0665 s−1 ; inside the trap region, the periodic amplitude from projector was 20 gray levels and
the forcing frequency f 1 = 1.13f 0 = 0.0729 s−1 .
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the shape of the phase kink becomes curved as soon as it enters the trapping region. In Figure
4.11e-g, the speed of different segments in the phase kink are clearly different. Because the middle
segment first enters the trap region, the effect of trap region on its speed is the largest and it has
the lowest propagating speed. The two sides propagate faster than the middle so the phase kink
keeps bending. In Figure 4.11h-i, the phase kink finally forms a closed irregular rectangle. During
this process, a reversal in direction of the phase kink should occur, although reversal was very
short before forming the closed pattern with a constant phase difference. The final closed pattern
is irregular because the nonuniform medium results in the segments of the phase kink propagating
with different speeds inside and outside the trap region.
The trapping process is affected by both of the resonance parameters and the size of the trap
region. Figure 4.12 shows an unsuccessful trapping process regarding the size of the trap region.
In this setting, the decrease of speed for the segment of the phase kink in the trap region is so small
that the two sides of the phase kink can not bend completely during the process of propagating
through the trap region. Theoretical investigations show that the dynamics of phase kinks are
different depending on the position in the Arnold tongue. This means that some experiments
may favor the occurrence of trapping phenomena and others do not. Because the frequency of
the background oscillation is varying, it is difficult to entrain the gel in exactly the same dynamic
state with respect to the Arnold tongue.
Pacemakers, generated due to the natural heterogeneities in the medium, present experimental
difficulties. In fact, since such heterogeneities are present in large numbers in real systems, oscillatory media becomes naturally populated with pacemakers and, instead of uniform oscillations,
multiple target patterns are observed. Even slight heterogeneities in the oscillatory BZ reaction,
such as dust or gas bubbles, lead to the development of pacemakers. The effect of pacemakers is
shown in Fig. 4.13. The pacemakers might occur inside or outside the trap region as shown in
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Figure 4.12. An unsuccessful trapping of a phase kink in the oscillatory BZ reaction. In the
1:1 frequency-locked entrainment, a phase kink was generated in the bottom-left corner, and
propagated along the diagonal. The middle region was induced as the trap with different forcing.
The natural frequency of the background oscillations was 0.0773 s−1 . Experimental conditions:
the background light intensity φ0 = 0.0987 mW cm−2 (80 gray levels); outside the trap region, the
periodic amplitude from the projector was 60 gray levels and the forcing frequency f 1 = 1.03f 0
= 0.0797 s−1 ; inside the trap region, the periodic amplitude from the projector was 20 gray levels
and the forcing frequency f 1 = 1.196f 0 = 0.0924 s−1 .
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Figure 4.13. Disturbance of pacemakers in a process of trapping a phase kink in the oscillatory
BZ reaction. In the 1:1 frequency-locked entrainment, a phase kink was generated in the bottomleft corner, and propagated along the diagonal. The middle region was induced as a trap with a
different forcing frequency and amplitude. The natural frequency of the background oscillations
was 0.0773 s−1 . Experimental conditions: the background light intensity φ0 = 0.0987 mW cm−2
(80 gray levels); outside the trap region, the periodic amplitude from the projector was 60 gray
levels and the forcing frequency f 1 = 1.03f 0 = 0.0723 s−1 ; inside the trap region, the periodic
amplitude from the projector was 20 gray levels and the forcing frequency f 1 = 1.204f 0 = 0.0846
s−1 .
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Fig. 4.13b-e, h and i. The pacemakers might disappear during the forcing process. In addition,
different phase kinks can combine to form a pattern when encountering each other, as shown in
Fig. 4.13e-f. In Figure 4.13h-i, a closed pattern with phase differences was formed by the existence
of newly formed pacemakers.

4.4

Simulations

We can study the dynamics of phase kinks in the BZ reaction using the photosensitive Oregonator model below
1
∂u
= Du ∇2 u +
∂t




u−q
2
u − u − [φ + f v]
,
u+q

∂v
= u − v.
∂t

(4.1a)
(4.1b)

where u and v are the dimensionless concentrations of HBrO2 and Ru(bpy3 )3+ on the gel, and φ
represents the rate of bromide production due to the irradiation [31].
Figure 4.14 shows a phase kink in the photosensitive Oregonator model. The medium is set
in the oscillatory state. A pacemaker is created by lowering the parameter φ. As soon as a wave
has been emitted from the pacemaker, periodic forcing is applied to the medium. In the 1:1
frequency-locked entrainment, a phase kink is created and propagates much like a wave emitted
from a pacemaker in an excitable medium.
In the 1:1 frequency-locked medium, the region of the original pacemaker is entrained to oscillate
with the frequency of the external forcing. Figure 4.15 shows that the evolution of the oscillator
in the location of the original pacemaker. Although the local heterogeneities are removed, further
phase kinks are continuously produced from the local heterogeneities in the external forcing. As
shown in Fig. 4.15, the area of the coupled oscillator from the location of the original pacemaker
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Figure 4.14. Snapshots of a phase kink calculated using the photosensitive Oregonator model.
Simulation conditions: the numerical size = 1000×1000, dx = 0.15, dt = 0.002, q = 0.001,  =
0.005, f = 0.7, and Du = 1.0. The step number of the simulation = 1×105 . The background
illuminaition φ0 = 0.003, the forcing amplitude φ1 = 0.002, and the forcing frequency f 1 is equal
to the natural frequency f 0 = 0.1667. The pacemaker is created by initially using φ = 0.001 in a
specific small region.
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becomes larger and larger during the propagation of the phase kink.
Figure 4.16 shows the change of a phase kink amplitude during a period. The observed scale
is a segment of the diagonal beginning from the original pacemaker. Figure 4.16a corresponds to
a status similar to Fig. 4.15f, where a whole wave can be observed. The coupled oscillators then
begin to oscillate and the changes in the phase kink are shown in Fig. 4.16b-h. After a period of
resonance, a whole wave can again be observed. Figure 4.16a-i suggests that the phase kink has
propagated a distance because the location of peak in Fig. 4.16i is greater than that in Fig. 4.16a.
As shown in Fig. 4.16, at any time, the phase difference remains 2π.
An Arnold tongue represents the region in the f , A plane corresponding to the synchronized state of the oscillators. Outside the Arnold tongue, the frequency of the oscillations in
a medium can not be entrained at the forcing frequency. Figure 4.17 shows an Arnold tongue for
1:1 frequency-locked entrainment using the photosensitive Oregonator model. As shown in Fig.
4.17, the shape of the Arnold tongue is appropriately symmetric around the natural frequency
f 0 when the amplitude of the external forcing is smaller than 0.00015. When the amplitude of
external forcing increases to 0.0002, the Arnold tongue become asymmetric. A similar asymmetry
of the Arnold tongue has been observed in other systems and entrainment phenomena [12, 20, 21].
Figure 4.18 shows the effect of the amplitude and frequency of the periodic external forcing on
the speed of a phase kink. As shown in Fig. 4.18a, when the forcing amplitude is small and
the forcing frequency f 1 is the same as the natural frequency f 0 , its effect on the speed of the
phase kink is linear. The effect of forcing frequency is also studied. The dynamics of the phase
kinks generated in different regime of the Arnold tongue are different. Theoretical investigations
have shown that there are at least three regimes with different complex dynamics of phase kinks
[12, 22]. It also suggests that the reversal of the propagation direction of a phase kink only occurs
in the regime with forcing frequency f 1 greater than natural frequency f 0 [17]. Thus, we are more
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Figure 4.15. Collapse of the local heterogeneity in the photosensitive Oregonator model with
external forcing. Simulation conditions are the same as in Fig. 4.14.
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Figure 4.16. Amplitude change of phase kink during a period. Simulation conditions are the
same as in Fig. 4.15.
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Figure 4.17. Arnold tongue with 1:1 frequency-locked entrainment in the photosensitive Oregonator model. Simulation conditions: dx = 0.15, dt = 0.004, q = 0.002,  =0.05, f = 2.1, and Du
= 1.0. The background illuminaition φ0 = 0.0005, and the natural frequency f 0 = 0.1662.

interested in the effect of forcing frequency f 1 in such regimes, where it is greater than the natural
frequency f 0 . Figure 4.18b shows the effect of forcing frequency f 1 on the speed of a phase kink
with a forcing amplitude of 0.0002. The speeds of the phase kink decrease monotonically when the
forcing frequencies are a little greater than the natural frequency f 0 . Unfortunately, the negative
speed of a phase kink by adjusting the forcing frequency f 1 corresponding to the amplitude of
0.0002 has been not observed.
However, as shown in Fig. 4.19, a trap simulation using the photosensitive Oregonator model
has been observed by adjusting both the amplitude and frequency of periodic forcing in the trap
region. In the simulation, a phase kink is created from the top-left corner, and it propagates along
the diagonal. As it enters the trap region, the relative segment propagates with a smaller speed,
shown in Fig. 4.19b-c. In Figure 4.19d-e, the reversal of the propagation direction of the phase
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Figure 4.18. Effect of amplitude and frequency of external forcing on the velocities of phase
kinks in the photosensitive Oregonator model. Simulation conditions are the same as Fig. 4.17.
In addition, the forcing frequency f 1 for all simulations in (a) is equal to the natural frequency f 0
= 0.01662; the forcing amplitude for all simulations in (b) is 0.0002.
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Figure 4.19. Trap of a phase kink in the photosensitive Oregonator model. Simulation conditions:
the numerical size = 1000×1000, dx = 0.15, dt = 0.004, q = 0.002,  =0.05, f = 2.1, and Du =
1.0. The step number of the simulation = 1×105 . The background illuminaition φ0 = 0.0005, and
the natural frequency f 0 = 0.1662. The pacemaker is created by initially using φ = 0.00004 in a
specific small region. Outside the trap region, the periodic amplitude = 0.0002 and the forcing
frequency f 1 = 1.0033f 0 = 0.1668 s−1 ; inside the trap region, the periodic amplitude = 0.00008
and the forcing frequency f 1 = f 0 = 0.1662 s−1 .
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kink can be observed. Finally, a closed pattern with a constant phase difference is formed.
The setup to trap a phase kink in the photosensitive Oregonator model is the same as in the
experiments. A single phase kink generated in the corner will pass through the rectangle trapping
region with different forcing. As shown in Fig. 4.19, a closed phase kink pattern forms and it is
stationary in time. The simulation result is much better than that seen in the experiments because
the medium is completely uniform in the simulations. For example, the frequency of the background
oscillation is constant and there are no local heterogeneities, such as dust or gas bubble in the BZ
reaction, working as potential pacemakers during the process of forcing. Numerical simulations
also show that the frequency of a pacemaker and the size of trap region have an effect on trapping
a phase kink. Given the same forcing conditions, the higher frequency of a pacemaker can generate
phase kinks propagating with faster speeds, which are difficult to trap.

4.5

Summary

A phase kink is the existence of a π or 2π phase difference in the oscillatory medium. It can
be created by coupling two oscillators via a third oscillator. The dynamics of phase kinks has
been studied in the photosensitive oscillatory BZ reaction. A wave with a phase difference of 2π,
emitted from a pacemaker, is a phase kink propagating in the oscillatory BZ reaction with 1:1
frequency-locked entrainment.
Both the amplitude and frequency of the external forcing affect the speed of the phase kink in
the oscillatory BZ reaction. In the entrainment region, known as Arnold tongue, the effects have
been studied using the photosensitive Oregonator model.
In addition, a phenomenon called wave traps has also been observed in both experiments and
numerical simulations. In trapping, a region with different forcing conditions is used as the trap.
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When a phase kink propagates through the trap region, the speed changes. Finally, a closed
pattern corresponding to a phase difference is formed, indicating that a reversal of the propagation
direction of the phase kink has occurred.
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Chapter 5
Motion Analysis of Self-Propelled Pt-Silica
Particles in Hydrogen Peroxide Solutions

There are numerous realizations of self-propelled particles in biological systems, such as the
action polymerizing bacteria Listeria monocytogenes in cells and cell extracts and similarly behaving biomimetic polystyrene particles coated with the bacterial protein ActA [1–3]. Recently,
nonbiological micro- to nanoscale particles have been investigated that convert chemical energy
into translational motion [4]. These systems provide an opportunity to explore mechanisms of
chemomechanical energy transduction and offer a link to self-propelled particles in living systems.
A study of self-propelled, Pt-coated polystyrene particles has been reported by Howse et al.
[5]. This study showed that coating one hemisphere of the particle with Pt is sufficient for selfpropulsion in dilute H2 O2 solutions. The propulsion velocity obtained from the mean-squared
displacement of the asymmetrically coated microspheres, also known as “Janus particles”, was
found to increase with increasing hydrogen peroxide concentration.
In this chapter, we will carry out experiments with silica particles that are asymmetrically
coated with Pt and immersed in H2 O2 solutions, similar to the system studied by Howse et al.
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[5]. However, the focus of our study is on the particle orientation with respect to the direction of
motion, which we investigate with velocity autocorrelation and propulsion direction analyses.

5.1

Introduction

Self-propulsion is an essential feature of living systems [6]. For example, the bacteria, E. coli,
obtain propulsion towards or away from environmental stimuli by motion of long flagella and
employing a ‘run and tumble’ strategy. These biological systems have inspired the creation of
artificial self-propelled particles. In order to achieve an artificial microscale or nanoscale object
that is able to propel itself in a purposeful way, one must consider how to overcome the effects of
Brownian motion. Brownian motion refers to the random movement of particles immersed in a
fluid (liquid or gas). This random movement was discovered in 1827 by the botanist Robert Brown
while studying pollen grains in water using a microscope.
A particularly appealing strategy for propelling small objects is to take advantage of chemical reactions [7]. In early studies, Whitesides and co-workers [8] investigated the propulsion of
millimeter-scale objects by the catalytic decomposition of hydrogen peroxide on a platinum surface. More recently, Mallouk and co-workers [4, 9–11] developed and characterized self-propelled
asymmetric nanorods, prepared by the electrodeposition of Au and Pt. When the rods were suspended in dilute solutions of H2 O2 , video microscopy revealed that they were propelled generally
in the direction of the Pt end of the rod. This propulsion direction was surprising in view of
the study by Whitesides and co-workers [8] in which the motion generally occurred in a direction
away from the Pt-coated region, with the propulsion depending on the production of O2 bubbles
from the decomposition of H2 O2 . Mallouk and co-workers [4, 9–11] proposed that the nanorods,
composed of disparate metals in contact with one another, electrochemically generate a localized
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electrophoretic and proton field that induces motion of the rod through the surrounding fluid.
Extensive studies by Mallouk, Sen, and co-workers [4, 7, 11–17], Ozin and co-workers [18–20], and
Velegol and co-workers [21, 22] have identified a number of metallic nanorod systems that convert
the fuel molecules hydrogen peroxide and hydrazine into translational and rotational motion. Optical microscopy of Pt-Au nanorods has allowed directionality coefficient analysis, which suggests
that directionality is lost at low (5.0%) hydrogen peroxide concentrations [8]. The direction of motion relative to the orientation of the particle was not determined in the studies of asymmetrically
Pt-coated polystyrene particles by Howse et al. [5].
The dynamical behavior of the self-propelled particles is controlled by the rotational and translational contributions to the motion of the particles. Recent studies of self-propelled particles
have focused primarily on particle velocity as a function of the concentration of reactant, usually
H2 O2 , that fuels the propulsion. Theoretical studies of nanodimers by Ruckner and Kapral [23]
showed that the propulsion can be understood in terms of a concentration gradient established
by the catalytic production of product and a difference in the forces of molecular collisions with
the catalytic and noncatalytic surfaces. In all of the studies of self-propelled particles, a common
feature is a structural asymmetry that gives rise to a gradient of the product species. Howse et al.
[5] proposed a mechanism involving diffusiophoresis, in which spatially asymmetric production of
product molecules leads to propulsion of the particles [5, 24, 25].

5.2

Experimental Setup

Suspensions of half-coated Pt-silica particles in H2 O2 solutions are easily prepared and offer
a convenient experimental system for studies of particle self-propulsion. Our study has utilized
particles in which effectively two-dimensional motion is exhibited along the surface of a glass slide.

106

The 1 µm Pt-silica particles in our experiments have a higher density than the aqueous H2 O2
solutions and settle to the bottom of the thin layer of solution.
The particle speeds are likely affected by particle-surface interactions, as the 1 µm particles
move in the boundary layer at the glass microscope slide surface. However, such interactions do
not affect the correlation of particle motion with particle orientation, and the effectively two dimensional motion allows accurate characterization of the particle movement and orientation. In
addition, the high extinction coefficient of the thin metal coating together with the illumination
focusing by the uncoated silica allows the particle orientation to be continuously monitored during its self-propelled motion. With the location of the particle determined frame to frame, the
measurements permit a detailed analysis of the particle orientation and direction of motion. The
detailed preparation of the particles and the experimental procedures are described below.

5.2.1

Preparation of Silica Particles Half-Coated with Platinum

A dilute aqueous suspension of washed 1 µm silica particles (Bangs Laboratories, 0.96 µm,
15% coefficient of variation) was deposited on a coverslip (1.8 × 1.8 cm2 ) that had been cleaned
in Piranha solution (1 : 3 mixture of 30% H2 O2 and 18 M H2 SO4 ). After evaporation of the bead
solution, a predominantly close-packed, single layer of particles was formed on the substrate. A
layer of Pt ∼5 nm thick was subsequently deposited onto the particles using e-beam evaporation
(Temescal BJD-2000) at ∼10−6 Torr, producing particles that are approximately half-coated with
platinum metal. The half-coated particles were released from the coverslip by sonication in water.
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5.2.2

Data Collection and Particle Tracking Analysis

Small ∼2 µL aliquots of the suspended particle solution were mixed with hydrogen peroxide
solution to form particle suspensions with the desired H2 O2 concentrations. Particle motion was
captured using an Olympus IX-81 optical microscope with a 100× oil objective, which was fitted
with a Photronics Cascade 512B camera. In order to maximize frame capture rate, small regions
were selected from the field of view that contained one or more particles. The particle motion
was then captured at the highest possible frame rate. Images were background corrected and
segmented using the software ImageJ. The particle motion was tracked using Video Spot Tracker
software (v05.20), which provided the 2D position of the particle and the corresponding frame
time.

5.3

Experimental Results

We have monitored the autonomous motion of Pt-silica particles in hydrogen peroxide solutions
using high-speed, high-resolution imaging (up to 150 fps) and frame-by-frame particle tracking in
order to determine the particle orientation relative to the direction of motion. Image segmentation
allows the Pt-silica particle symmetry axis to be identified in each frame. We typically track about
20 particles, with images collected at 45-55 fps. An example of the particle motion analysis is
shown in Fig. 5.1A, in which three sequential bright-field optical micrographs of a 1 µm Pt-silica
particle are superimposed. The particle is shown at time intervals of ∼650 ms in three successive
positions during its autonomous motion in a solution of 27.3% H2 O2 . The three images were chosen
from a series of images taken at ∼55 fps, with every 36th frame selected. The bright region of the
particle is the result of a lensing effect of the Kohler illumination of the uncoated half of the silica
microbead. The dark region stems from the high extinction coefficient of the Pt-coated half of the
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Figure 5.1. (A) Overlay of three sequential optical micrographs of a half-coated Pt-silica particle
undergoing autonomous motion. Sequences of micrographs were flat-field corrected to remove
background intensities. (B) Surface plot of transmitted light intensity for a single Janus particle.
(C) Segmented and background subtracted images of particles from (A) highlighting the silica
region (bright) and the Pt-coated region (dark), along with the angles and trajectories that are
used in the motion analysis.

particle.
The surface plot in Fig. 5.1B shows the intensity of light transmitted by the particle, with the
Pt-coated and silica regions appearing as a valley and a peak, respectively. The orientation of the
particle in a particular frame can be determined by considering the extrema of the valley and peak
components to be the centers of the Pt-coated and silica regions. Using the background intensity
as the reference intensity, each raw image is segmented into two images: one for the Pt-coated
region, with intensities less than the reference intensity, and one for the uncoated silica region,
with intensities greater than the reference intensity. The two sets of images are then independently
tracked to generate an array of x−y location information at subpixel resolutions by kernel matching
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Figure 5.2. Plot of normalized occurrence distribution of δθ= |θaxis - θmotion | for half-coated
Pt-silica particle motion in 15.0% () and 27.3% (O) w/w H2 O2 solutions. Plot constructed from
approximately 2000 and 1300 frames of tracked motion, respectively.

with interpolation in ImageJ.
Fig. 5.1C shows segmented images from the raw image data in Fig. 5.1A, with superimposed
particle orientation and translation vectors for the motion analysis described below. The combined
segmented images clearly show the Pt-coated (black) and the uncoated silica (light gray) regions
of the particle. The Pt-coated region of the particle may be smaller due to the vapor deposition
procedure; however, the apparent size may also be distorted by the lensing effect of the uncoated
silica region. From the x − y position of the uncoated silica region of the particle and the time
interval between sequential images, the frame-to-frame trajectory and angle of motion θmotion can
be determined. In addition, the particle orientation angle θaxis is defined by a vector from the
intensity minimum corresponding to the Pt-coated side of the particle to the intensity maximum
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corresponding to the uncoated silica side. The trajectory vectors provide the particle velocity, and
the directional changes of the particle defined by the angle γ can be evaluated from sequential images. These quantities allow an analysis of the particle orientation with respect to its translational
motion as a function of time.
A comparison can be made between the particle orientation and the direction of motion from
the angle information given by θaxis and θmotion in Fig. 5.1C. Fig. 5.2 shows a plot of the normalized
distribution of the minimum absolute difference between the two angles, δθ = |θaxis - θmotion |. The
value of δθ gives the deviation of the translation direction from the orientation direction of the
Pt-silica particle. In the case where the particle travels in a direction exactly in line with its
orientation, with the Pt-coated region to the rear, δθ = 0. The occurrence plot in Fig. 5.2 shows
that θaxis and θmotion coincide to a remarkable degree, consistent with our video observations and
the velocity autocorrelation analysis described below. We note that there is little difference in this
analysis between the occurrence distribution for particles in 15.0% and 27.3% H2 O2 solutions.
The distribution of the directional angle γ for uncoated silica particles and Pt-silica particles
in water and Pt-silica particles in H2 O2 solutions is shown in Fig. 5.3. Here γ is defined as
positive for clockwise changes in direction, γ ∈ (0, π], and negative for counterclockwise changes
in direction, γ ∈ (- π,0], with γ = 0 corresponding to no directional change. The γ value can
be calculated with three sequential images of a particle according to the law of Cosines. We see
that there is virtually no directional preference for silica particles or Pt-silica particles in water
(Fig. 5.3a,b), reflecting the random selection of directional changes that accompanies Brownian
motion. In contrast, there is a distinct directional preference for half-coated Pt-silica particles in
15.0% and 27.3% solutions of H2 O2 (Fig. 5.3c,d), with a narrowing distribution for the solution
with the higher concentration. These distributions show that the self-propelled particle travels in
the same or nearly the same direction in the subsequent image frame, and the probability of the
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Figure 5.3.

Distribution of directional angle γ for uncoated silica and half-coated Pt-silica

particles in water and H2 O2 solutions. (a) Silica particles in water; (b) half-coated Pt-silica particles
in water; (c) half-coated Pt-silica particles in 15.0% w/w H2 O2 solution; (d-f) half-coated Pt-silica
particles in 27.3% w/w H2 O2 solution. For each solution, 3000 frames were analyzed for the particle
motion. The observation time interval ∆t = 0.021 (a), 0.022 (b), 0.019 (c), and 0.018 s (d). The
effect of observation time interval is shown in (e) with ∆t = 0.36 s and (f) with ∆t = 0.73 s for
half-coated Pt-silica particles in 27.3% w/w H2 O2 solution.
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Figure 5.4. Normalized velocity autocorrelation function for uncoated silica and half-coated Ptsilica particles in water and H2 O2 solutions. (a) Silica particles in water; (b) Pt-silica particles
in water; (c) Pt-silica particles in 15.0% w/w H2 O2 solution; (d) Pt-silica particles in 27.3% w/w
H2 O2 solution. In each case, the motion of three different particles is analyzed, as shown by the
black, blue, and green curves.

directional motion increases with increasing H2 O2 concentration. For Pt-silica particles in 27.3%
solutions of H2 O2 , the probability of continuing to travel in nearly the same direction is about
3 times as likely as for these particles in water. The probability of moving at right angles (π/2
or - π/2) is about half as likely, and the probability of moving in the opposite direction (π) is
very unlikely. Figure 5.3d-f shows the distribution of the directional angle γ for Pt-silica particles
in 27.3% solutions of H2 O2 with increasing observation time interval ∆t. The distribution of γ
broadens as ∆t is increased, indicating that the apparent motion becomes more Brownian-like as
the observation time interval becomes comparable to or larger than the rotational diffusion time
τR [5], as discussed below.
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An analysis of the velocity autocorrelation function (VACF) is consistent with the directional
angle distributions. The normalized VACF was calculated by the formula [26]

χvv

Nr
1 X
vp (i∆t) · vp (i∆t + t),
= < vp (0) · vp (t) > =
Nr i=0

(5.1)

where vp is the particle velocity and Nr is the number of realizations.
The normalized VACF for three silica particles and three Pt-silica particles in water are shown
in parts a and b of Fig. 5.4, respectively. The velocities of these particles exhibit little if any
correlation, with the VACF quickly falling to zero. The VACF for half-coated Pt-silica particles
in 15.0% and 27.3% solutions of H2 O2 is shown in parts c and d of Fig. 5.4, respectively. The
analysis is again carried out for three particles in each case. In contrast to the behavior of particles
in water, we now see very strong correlations in the particle velocities, with a general trend of the
VACF decreasing to zero at ∼0.5 s. In both cases, the VACF decreases to slightly negative values
after a falloff from large positive values, consistent with our observations of looping behavior at
long times described below. In each experiment, a particle was observed for ∼5 s, with a camera
frame rate of ∼50 fps.
The average speed of the three half-coated Pt-silica particles in water and in 15.0% and 27.3%
H2 O2 solutions is shown in Fig. 5.5. The speed is determined by the distance traveled between
image frames, which, in agreement with the studies of Howse et al. [5], increases with increasing
H2 O2 concentration. The average speed of the uncoated silica particles in water is also shown
for comparison, which is very close to the speed of the Pt-silica particles in water. Also plotted
is the average time at which the VACF falls to zero in each case. These values represent the
approximate times when the particle velocities become uncorrelated, with the Pt-silica particles
in H2 O2 solutions showing significantly longer correlation times. The corresponding time for the
uncoated silica particles in water is also shown, which is essentially the same as the time for the
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Figure 5.5. Average speed (O) of three half-coated Pt-silica particles analyzed in Fig. 5.4 and
the average times in which the velocity autocorrelation function falls to zero (∇) in water, 15.0%
w/w H2 O2 and 27.3% w/w H2 O2 solutions. The average speed of uncoated silica particles in water
(O, red) and the average time that the corresponding autocorrelation function falls to zero (∇,
red).
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Figure 5.6. Maximum projection of 120 frames of a half-coated Pt-silica particle traveling in a
10.0% w/w H2 O2 solution. The image sequence was background corrected and enlarged before
maximum projection. The light gray particle images represent the focal point of the transmitted
light through the silica particle, excluding the Pt-coated region and dark edges as seen in Fig.
5.1A, and thus appear slightly smaller than the 1 µm nominal bead size. The scale bar is 3 µm.

Pt-silica particles in water. These correlation times are very close to zero.
The interpretation of the directional angle and velocity autocorrelation analyses described
above becomes more intuitive in terms of the high-speed video images. Fig. 5.6 shows an overlay
of images of a self-propelled Pt-silica particle in 10.0% H2 O2 taken at a rate of ∼56 fps. A lower
H2 O2 concentration was utilized in this experiment in order to capture Brownian-like motion in one
frame area. The composite image shows that the particle typically travels in the same direction in
the subsequent frame and continues in the same general direction for several more and sometimes
many more frames. Large directional changes occur infrequently but give rise to major changes in
the overall particle trajectory. This behavior is in agreement with the directional angle analysis
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shown in Fig. 5.3. We also see that the particle velocity is correlated on short time scales, as
shown in the analysis of the VACF in Fig. 5.4; however, on long time scales, the particle turns in
wide angles and may travel in the opposite direction. The loss of correlation at ∼0.5 s described
in Fig. 5.4 and 5.5 can be seen in the composite image in Fig. 5.6 over sequences of approximately
25-30 frames.
We note that our measurements do not allow us to directly determine the “turning angle”
of a particle, i.e., the change in direction that accompanies reorientation of the particle. Our
measurements determine the particle position and orientation at each instant a video image is
captured, and because directional changes may occur between the moments two successive image
frames are captured, the measurements simply correlate the orientation of the particle with the
direction of motion. We note below that the observation time interval also affects the value of
the translational diffusion coefficient when the time scale of the observation is shorter than the
characteristic rotational diffusion time. This is the time for the particle to diffuse 1 rad with the
initially observed location as the origin of coordinates.[27].
The directional angle measurements shown in Fig. 5.3 offer insights into the effect of the observation time interval on the apparent motion of the particle. The distributions of the directional
angle γ for silica and Pt-silica particles in water and Pt-silica particles in 15.0% and 27.3% H2 O2
solutions demonstrate that, with an observation time interval of ∆t ≈ 0.02 s, the self-propelled
motion is highly directional compared to Brownian motion. The particles in water display virtually no motion directionality, with an almost uniform distribution of the directional angle γ (Fig.
5.3a,b). The motion directionality is random for this purely Brownian behavior. The distribution
of the directional angle γ is distinctly different for the self-propelled particles in H2 O2 solutions
(Fig. 5.3c,d), with the distribution becoming increasingly centered around small values of γ with
increasing concentration. These distributions for the self-propelled particles indicate that the ro117

tational diffusion time τR is larger than the observation time interval ∆t. The directional angle
distributions in Fig. 5.3e,f become more uniform with increasing observation time interval ∆t
for the self-propelle particles. These distributions utilize the same data set for Pt-silica particles
in 27.3% H2 O2 solutions in Fig. 5.3d, with measurements at ∼55 fps. The image sequence was
decimate by taking every 20th image for Figure 3e and every 40th image for Figure 3f. We see
that the distribution of γ becomes less centered and, at the largest ∆t, exhibits characteristics of
Brownian motion with a relatively uniform distribution. Hence, with an observation time interval
∆t that is about 40 times larger than that for observing Brownian motion of Pt-silica particles in
water (Fig. 5.3b) or propelled motion in H2 O2 solutions (Fig. 5.3d), the same particles exhibit
Brownian-like motion in H2 O2 solutions (Fig. 5.3f).
An alternative approach to the mean-squared displacement for determining the translational
diffusion constant Dtran [5] is to examine the step length distribution of a particle in the x and y
directions for a given observation time interval ∆t [28]. This approach allows us to take advantage
of frame-to-frame measurements of the particle displacement to gain insights into the effect of ∆t
on the apparent motion of the particle. The probability density for a 1D displacement ∆ is given
by
P (∆) = A exp(−∆2 /2σ 2 )

(5.2)

where σ = (2Dtran ∆t)1/2 . The value of Dtran can therefore be determined by fitting Eq. (5.2)
to a normal distribution of the step length ∆ for a particular observation time interval ∆t. We
demonstrate with this approach that the self-propelled particles exhibit a Gaussian distribution of
1D step length over a wide range of the observation time interval ∆t.
Figure 5.7 shows step length distributions for silica and Pt-silica particles in water and Pt-silica
particles in 15.0% and 27.3% H2 O2 solutions, with an observation time interval ∆t ≈ 0.02s. The
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Figure 5.7. Distribution of the step length ∆ for (a) silica and (b) Pt-silica particles in water,
and Pt-silica particles in (c) 15.0% w/w and (d) 27.3% w/w H2 O2 solutions. The distributions are
plotted for frame-to-frame step lengths in the x and y directions and normalized by dividing by the
total number of steps (3000). The bar width is 0.02 µm in each distribution, and the observation
time interval ∆t = 0.021 (a), 0.022 (b), 0.018 (c), and 0.019 s (d). The Gaussian fit is shown by
the red line, and the values of Dtran (µm2 /s) from each fit are (a) 0.42 ± 0.04, (b) 0.46 ± 0.03, (c)
0.60 ± 0.06, and (d) 0.66 ± 0.04.
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Figure 5.8. Translational diffusion coefficient Dtran as a function of the observation time interval
∆t for (a) silica and (b) Pt-silica particles in water and Pt-silica particles in (c) 15.0% w/w and
(d) 27.3% w/w H2 O2 solutions. The red line in each plot represents the effective translational
diffusion constant for Brownian motion. In (c) and (d), an approximate value of τ R is given by
the value of Dtran when it becomes constant, indicating the behavior is Brownian-like with ∆t ≥
τR . The relative values of Dtran in each plot are given in Table 5.1.

red curves show Gaussian fits for the four cases, with values of Dtran from Fig. 5.7a-d of 0.42 ±
0.04, 0.46 ± 0.03, 0.60 ± 0.06, and 0.66 ± 0.04 µm2 /s, respectively. The dependence of the value
of Dtran on the observation time interval ∆t was investigated by developing new data sets from
the data sets for Fig. 5.7 according to ∆tn = ∆t(2n + 1) for n = 1, 2, 3, etc. The probability
density for 1D displacements ∆ was plotted for each data set corresponding to the incremented
observation time interval. The Gaussian fits of these plots, similar to those in Fig. 5.7, provide
values of Dtran as a function of ∆t.
The dependence of the translational diffusion constant Dtran on the observation time interval
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Table 5.1. Values of Dtran , τR , and V from Step Length Probability Distribution
Dtran (µm2 /s)

τ R (s)

V (µm/s)

SiO2 /water

0.44 ± 0.04

Pt-SiO2 /water

0.68 ± 0.08

Pt-SiO2 /15.0% H2 O2

3.57 ± 0.13

0.51

4.78

Pt-SiO2 /27.3% H2 O2

9.97 ± 0.20

0.62

7.73

∆t is shown in Fig. 5.8 for silica and Pt-silica particles in water and Pt-silica particles in 15.0%
and 27.3% H2 O2 solutions. We see in Fig. 5.8a,b that the value of Dtran is independent of ∆t for
the purely Brownian motion of silica and Pt-silica particles in water. The leasts-quares fits of the
values, shown by the red line, give similarly small values of Dtran for the particles in water (0.44
± 0.04 and 0.68 ± 0.08 µm2 /s). Figure 5.8c,d shows that the value of Dtran for Pt-silica particles
is dependent on the observation time interval for values of ∆t ≤ 0.51 s for 15.0% H2 O2 solutions
and ∆t ≤ 0.62 s for 27.3% H2 O2 solutions. Above these values of ∆t, the value of Dtran becomes
independent of the observation time interval, much like the Brownian motion of the particles in
water but with significantly larger Dtran values (3.57 ± 0.13 and 9.97 ± 0.20 µm2 /s).
These data are consistent with the values calculated by the theoretical expressions. The translational diffusion constant for a purely Brownian particle of radius R in water is Dtran = kB T/(6πηR),
where kB T is the thermal energy and η is the viscosity of water. The particle will also undergo
rotational diffusion with a characteristic time scale of τR = (8πηR3 )/kB T [5]. Thus, the theoretical translational diffusion Dtran and rotational diffusion time τR of Brownian motion for our silica
particles in water are respectively 0.511 µm2 /s and 0.601 s, where R = 0.48 × 10−6 m, η = 0.89
cP = 0.89 × 10−3 P, T = 298.0 K, and kB =1.38 × 10−23 J K−1 .
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Howse et al. [5] demonstrated that the motion of self-propelled particles can be characterized
as directed propulsion for ∆t < τR , with an effective diffusion constant Dtran = D + 14 V 2 ∆t, and
Brownian-like for ∆t > τR , with Dtran = D + 14 V 2 τR , where V is the particle speed arising from
the propulsion. A transition in Dtran should therefore be observed as the observation time interval
∆t is increased from below to above the rotational diffusion time τR . We see this crossover in
behavior in Fig. 5.8c and 5.8d, where the value of Dtran for the motion of Pt-silica particles in
15.0% and 27.3% H2 O2 solutions is a linear function of ∆t for ∆t < τR and is independent of ∆t
for ∆t > τR . We can therefore estimate the value of τR as the point where Dtran plateaus to a
constant value in each case. The value of τR increases only slightly, from ∼0.51 to ∼0.62 s, with
increasing H2 O2 concentration.
The values of Dtran , τR , and V obtained from the analysis of the 1D step length distribution
in Fig. 5.8 are listed in Table 5.1. The value of V can be calculated from the relation Dtran
= D + 41 V 2 τR , where D is the diffusion constant for purely Brownian motion of the Pt-silica
particles in water. We see that the value of Dtran rises dramatically for the Pt-silica particles
in H2 O2 solutions compared to the value of Dtran for the particles in water, and that the value
increases with increasing H2 O2 concentration. The value of V also increases with increasing H2 O2
concentration, while the value of τR changes only slightly. For comparison, the values of Dtran , τR ,
and V obtained from measurements of the mean-squared displacement are listed in Table 5.2.
The analysis based on the step length probability distribution is consistent with the analyses of
the VACF and the directional angle distribution. We see in Fig. 5.4 that the velocity correlation
falls to zero at times that are roughly the same as the characteristic rotational diffusion time τR .
Hence, at time intervals less than τR , velocities are correlated by the effects of directed propulsion,
and at time intervals greater than τR , the correlations are lost due to rotational motion. The
directional angle distributions in Fig. 5.3c-f also provide compelling evidence for the crossover from
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Table 5.2. Values of Dtran , τR , and V from Mean-Squared Displacement
Dtran (µm2 /s)

τ R (s)

V (µm/s)

SiO2 /water

0.48 ± 0.01

Pt-SiO2 /water

0.75 ± 0.03

Pt-SiO2 /15.0% H2 O2

5.48 ± 0.10

0.53

6.14

Pt-SiO2 /27.3% H2 O2

9.80 ± 0.32

0.59

7.77

directed propulsion to Brownian-like behavior with increasing observation time interval. We see in
Fig. 5.3a,b that no directional preference is displayed in the directional angle distributions for silica
and Pt-silica particles in water. Even though the observation time interval is smaller than the value
of τR in this case, we do not expect to see any directional preference in purely Brownian motion,
and we see in Fig. 5.8a,b that the value of Dtran is independent of the observation time interval
∆t. For the same observation time interval, however, we see in Fig. 5.3c,d a strong directional
preference of the Pt-silica particles in H2 O2 solutions, characteristic of directed propulsion with
∆t < τR . As the value of ∆t is increased in Fig. 5.3e and 5.3f, we find the directional preference
is diminished, and for ∆t > τR , Brownian-like behavior is exhibited.

5.4

Summary

Self-propelled Pt-silica particles in H2 O2 solutions offer a convenient system for the characterization of chemically powered translational motion. In this study, we have found that the
observation time scale may correspond to a regime of Brownian-like motion, where the observation
occurs on a longer time scale than the rotational diffusion time, or to a regime of directed propulsion, where the observation occurs on a shorter time scale than the rotational diffusion time. This
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crossover in observed behavior with observation time interval allows important parameters to be
determined, such as the rotational diffusion time τR , the effective translational diffusion coefficient
Dtran , and the velocity derived from the chemical propulsion V.
This system also offers the potential, in future experiments, for further exploration of factors
influencing the motion of self-propelled particles, such as imposed temperature, concentration,
or viscosity gradients. In addition, the system offers an opportunity to compare the features of
nonbiological chemical propulsion to those of self-propelled particles in living systems.
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