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THE ANNULAR HULL THEOREMS FOR THE
KINEMATIC DYNAMO OPERATOR
FOR AN IDEALLY CONDUCTING FLUID
C. CHICONE, Y. LATUSHKIN, AND S. MONTGOMERY-SMITH
Abstract. The group generated by the kinematic dynamo op-
erator in the space of continuous divergence-free sections of the
tangent bundle of a smooth manifold is studied. As shown in pre-
vious work, if the underlying Eulerian flow is aperiodic, then the
spectrum of this group is obtained from the spectrum of its gen-
erator by exponentiation, but this result does not hold for flows
with an open set of periodic trajectories. In the present paper, we
consider Eulerian vector fields with periodic trajectories and prove
the following annular hull theorems: The spectrum of the group
belongs to the annular hull of the exponent of the spectrum of
the kinematic dynamo operator, that is to the union of all circles
centered at the origin and intersecting this set. Also, the annular
hull of the spectrum of the group on the space of divergence free
vector fields coincides with the smallest annulus, containing the
spectrum of the group on the space of all continuous vector fields.
As a corollary, the spectral abscissa of the generator coincides with
the growth bound for the group.
1. Introduction
In the present paper we continue the study, begun in [4], of the
spectral properties of the group generated by the kinematic dynamo
operator for an ideally conducting fluid.
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Throughout the paper X denotes a smooth compact n-dimensional,
n ≥ 3, Riemannian manifold without boundary, T X denotes the tan-
gent bundle of X, and TxX denote the tangent space at x ∈ X. Also,
C = C(X, T X) denotes the Banach space of continuous sections of T X
with sup-norm and C0 = CND(X, T X) denotes the space of divergence
free vector fields on X taken either as the closure in C of the set of
C∞-smooth vector fields B on X with div B = 0 or as the set of B ∈ C
orthogonal to all grad g for g a C∞-smooth real functions on X. The
orthogonality here is understood with respect to a Riemannian metric
and volume on X.
For an operator A on a Banach space E, we use the notation σ(A) =
σ(A,E) for the spectrum of A on E. Also, for a set S ⊂ C we define
H(S), the annular hull of S, to be the union of all circles centered at
the origin of the complex plane that intersect S.
Let u denote a smooth divergence-free vector field on X and φt the
flow generated by u. If for each x ∈ X and t ∈ R there is an operator
Φ(x, t) : TxX → TφtxX such that Φ is smoothly dependent on both its
arguments and if, for all x ∈ X and t, τ ∈ R,
Φ(x, t+ τ) = Φ(φtx, τ)Φ(x, t), Φ(x, 0) = I,
then Φ is called a smooth cocycle over φt. A cocycle Φ induces on C a
strongly continuous group {T t} defined by
T tB(x) := Φ(φ−tx, t)B(φ−tx), t ∈ R, x ∈ X, B ∈ C. (1)
We let L denote the infinitesimal generator of this group, LB = d
dt
T tB
∣∣∣
t=0
,
so that T t = etL. Also, for the remainder of the paper we will assume
that the group T t preserves C0.
Our objective is to relate the spectra of T t and L on C0. However,
before stating the precise results we will prove, we pause to explain
the relationship of L to the kinematic dynamo operator for an ideally
conducting fluid. For this, consider a steady incompressible conducting
Eulerian fluid with velocity u = u(x), for x ∈ R3, and let φt denote
the corresponding flow. The induction equation for a magnetic field
H = H(x, t) is given by
H˙ = ∇× (u×H) + ε∆H, div H = 0, (2)
where ε = Rem−1, and Rem is the magnetic Reynolds number (see,
e.g., [16, Ch. 6]). Recently, the spectral properties of the kinematic
dynamo operator Lε, defined by the right hand side of (2), have been
the subject of intensive study [6, 10, 20, 22], especially in connection
with the famous “fast” dynamo problem, see [1, 2, 3, 7, 22] and the
references therein.
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For the ideally conducting fluid, ε = 0, the system (2) given by
H˙ = −(u,∇)H + (H,∇)u, div H = 0, (3)
has [16] so-called Alfven solutions
H(x, t) = Dφt(φ−tx)B(φ−tx), H(x, 0) = B(x), (4)
where Dφt(x) denotes the differential of φt. These solutions are given
by the group of “push-forward operators” induced, as in (1), by the
cocycle Φ(x, t) = Dφt(x). The infinitesimal generator L = L0 of this
group is given by Lie differentiation in the direction of u, that is,
L : B 7→ (B,∇)u− (u,∇)B, div B = 0. (5)
For ε > 0, the operator Lε = ε∆ + L is strongly elliptic and generates
an analytic semigroup. This implies (see, e.g., [21]) that the spectrum
of the group etLε is obtained from σ(Lε) by exponentiation, in fact,
σ(etLε) = exp tσ(Lε) for t 6= 0. The operator L = L0 is not elliptic
and, as we will show later, this spectral mapping result does not hold
for L with no additional assumptions on u.
For a general flow on a compact manifold X, we note that the op-
erators in (1) belong to the class of so-called weighted composition
operators, see [8, 13, 14] for connections with dynamical system the-
ory, and [11, 12] for connections with the theory of operator semigroups
on Banach spaces. The semigroup (1) in the space of all continuous
vector fields was studied in [5, 9] where the spectral mapping theo-
rem and the annular hull theorem (see precise statements below) were
proved. However, the proofs of these results for (1) on the space of
divergence-free vector-fields requires a new technique, developed in [4]
and in the present paper. This work was inspired by the important
paper [6] which initiated recent research on the spectral properties of
the groups (1) and (4) on the space of divergence-free vector-fields.
For notational convenience, for the semigroup {T t} in (1) we define
T := T 1. Also, we let HC denote the smallest annulus, centered at the
origin of the complex plane, that contains σ(T,C).
The following Spectral Mapping Theorem was proved in [4] under the
additional assumption that u is a nonvanishing vector field.
Theorem 1. Suppose the aperiodic trajectories of the flow φt are dense
in X. If L is the infinitesimal generator of a group {T t}, T t = etL, of
weighted composition operators, then
σ(etL,C0) = exp tσ(L,C0), t 6= 0.
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Moreover, σ(T t,C0) is invariant with respect to rotations centered at
origin, and σ(L,C0) is invariant with respect to translations along the
imaginary axis. Also, σ(T t,C0) = HC.
Below (cf. also [5]), we will give an example to show the spectral
mapping theorem does not hold in general if there is an open set of
periodic points. Also, the spectra of T t and L, generally, do not have
the invariance property in this case. The main results of this paper are
the following Annular Hull Theorems.
Theorem 2. Suppose φt is the flow of a smooth divergence free vec-
tor field on X. If L is the infinitesimal generator of a group {T t} of
weighted composition operators as in (1), then
etσ(L,C0) ⊂ σ(etL,C0) ⊂ H(etσ(L,C0)).
We note that H(σ(T,C)), generally, consists of several annuli centered
at the origin. Passing to the subspace C0 radically changes the picture.
In fact, H(σ(T,C0)) is exactly one annulus: the gaps in H(σ(T,C)), if
any, are filled.
Theorem 3. If φt is the flow of a smooth divergence free vector field
on X and {T t} is a group fo weighted composition operators as in (1),
then
H(σ(T,C0)) = HC . (6)
We remark that there are nonnegative numbers r± such that HC =
{z ∈ C : r− ≤ |z| ≤ r+}. Hence, H(σ(T,C0)) can be computed via
exact Lyapunov-Oseledec exponents for the cocycle Φ with respect to
all φt-ergodic measures on X (see [4, 13] for details).
We stress that for Theorem 2–3 the flow of the vector field u is
allowed to have rest points and periodic orbits and no assumption on
the density of aperiodic trajectories is made. In the present paper we
also show that Theorem 1 holds for a flow φt with rest points. We
mention that, for a cocycle Φ in an infinite dimensional Banach space,
the annular hull theorem, generally, fails [13, 18].
Recall the spectral abscissa s and growth bound ω of the group {etL}
are defined by
s(L) := sup{Rez : z ∈ σ(L)} and ω(L) := lim
t→∞ t
−1 ln ‖etL‖.
See [19] for a detailed discussion of these concepts and for examples of
groups with s strictly less than ω. The Annular Hull Theorems imply
the following:
Corollary 4. If the hypotheses of Theorem 2 hold, then s(L) = ω(L).
ANNULAR HULL THEOREMS 5
Of course, Theorems 1–3 and Corollary 4 apply to the group {etL}.
Since the spectral mapping theorem is valid for the semigroup gen-
erated by the kinematic dynamo operator Lε with ε > 0, one has
s(Lε) = ω(Lε) for ε > 0. For L0 = L, Corollary 4 shows that this
equality is also valid for ε = 0.
This observation might be useful in connection with the so-called
“fast” dynamo problem. Recall (see, e.g., [1, 2, 3]) that the kinematic
dynamo is called fast provided the limit lim supε→0 ω(Lε) is positive.
M. Vishik [22] has shown that
lim sup
ε→0
ω(Lε) ≤ ω(L0).
Thus, by the remarks above, his theorem can be reformulated to state
lim sup
ε→0
s(Lε) ≤ s(L0).
We stress that the last assertion does not involve the construction of
the group {etLε}; it is given in the terms of generators only.
M. Vishik [22] also proved that the dynamo is not fast provided the
supremum over all Lyapunov numbers of the cocycle Dφt is nonposi-
tive (in fact, ω(L0) is equal to this supremum). We remark, that this
condition for the absence of the fast dynamo remains valid even if this
supremum is taken over all exact Lyapunov-Oseledec exponents for the
cocycle Dφt with respect to all φt-ergodic measures on X. This remark
holds with no restrictions on u (see [4, Remark 3.8] for the case when
φt has a dense set of aperiodic trajectories).
2. Annular Hull Theorems
In this section we will prove the Annular Hull Theorems on C0.
2.1. Preliminaries. Let σap(A) = σap(A,E) denote the approximate
point spectrum of the operator A on a Banach space E, that is, the set
of approximate eigenvalues λ such that for every  > 0 there exists an
approximate eigenvector B with ‖(A− λI)B‖ ≤ ‖B‖.
Since C0 is a T
t-invariant subspace of C, one has σap(T,C0) ⊂
σap(T,C). Using standard rescalings [19, p. 14], the Spectral Inclu-
sion Theorem exp tσap(L) ⊂ σap(etL), and the spectral mapping theo-
rems for point and residual spectra, see [19, pp. 84–85], Theorem 2 for
T = T 1 as in (1) can be derived from the following fact.
Theorem 5. If 1 ∈ σap(T,C), then σap(L,C0) ∩ iR 6= ∅.
The proof of Theorem 5 is based on several lemmas. The first lemma
is an adaptation of a result of R. Mane˜ [15].
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Lemma 1. For 1 ∈ σap(T,C) it is necessary and sufficient that there
is a point x¯ ∈ X and a vector v¯ ∈ Tx¯X, so that ‖v¯‖ = 1 and
sup
t∈R
‖Φ(x¯, t)v¯‖ <∞. (7)
Proof. The proof of sufficiency is in [15]. We will prove the necessity.
Since 1 ∈ σap(T,C), there is, for each natural number N (see, e.g., [4,
Lemma 2.6]) a section fN ∈ C with ‖fN‖C = 1 so that ‖T kfN‖C ≤ 2
for |k| ≤ N . Choose xN ∈ X so that ‖f(xN)‖ = ‖fN‖C = 1, and define
vN = f(xN). Then, we have
‖Φ(xN , k)vN‖ ≤ ‖T kfN‖C ≤ 2 for |k| ≤ N.
Since X and the unit sphere in Rn are compact, we may assume
that (xN , vN) → (x¯, v¯) for some x¯ ∈ X, ‖v¯‖ = 1. We claim that
(7) holds for (x¯, v¯). Indeed, for fixed k ∈ Z, one has ‖Φ(x¯, k)v¯‖ =
limN→∞ ‖Φ(xN , k)vN‖ ≤ 2 and (7) follows from the estimate
sup
t∈R
‖Φ(x¯, t)v¯‖ ≤ sup
k∈Z
sup
τ∈[0,1]
‖Φ(φkx¯, τ)Φ(x¯, k)v¯‖.

Definition 6. A point x¯, respectively a vector v¯, that satisfies (7) is
called a Mane˜ point, respectively a Mane˜ vector.
Define the prime period of a point x ∈ X by P (x) = inf{t > 0 : φtx =
x} and note that P is a lower semi-continuous function. Naturally, we
assign P (x) = ∞ for aperiodic points x ∈ X. Suppose x¯ is a Mane˜
point. There are two cases to consider:
Case 1.: Uniformly bounded periods. There is a constant P¯ ∈ R+
and a neighborhood U 3 x¯ such that P (y) ≤ P¯ for all y ∈ U .
Case 2.: Unbounded periods. For every P¯ ∈ R+ and every neigh-
borhood U 3 x¯ there is an x ∈ U such that P (x) ≥ P¯ .
These cases will be considered in subsections 2.2 and 2.3, respectively.
Our strategy in these subsections is as follows. Using the Mane˜ point
x¯ and the Mane˜ vector v¯ as in (7), we will choose an appropriate point
x0 ∈ X near x¯, and a vector v ∈ Tx0X. Then, we will define a diver-
gence free vector field w, supported in a sufficiently small neighborhood
D of x0, with values v in a smaller neighborhood B ⊂ D of x0. We will
construct a divergence-free approximate eigenvector B for L that cor-
responds to a pure imaginary approximate eigenvalue λ by integrating
T tw(x) along sufficiently long segments of the trajectories of φt through
the points x ∈ D. Finally, we will estimate ‖LB−λB‖ from above and
‖B‖ from below to show that B is indeed an approximate eigenvector
for L.
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To construct w as just described, we will use the following lemma
from [4]:
Lemma 2. Suppose x0 ∈ X is a point with P (x0) > 0, and v ∈ Tx0X.
If numbers  > 0 and δ > 0 are given, then there exist neighborhoods
B ⊂ D of x0 with diamD <  such that the following holds. There exists
a smooth “bump”-function α : X → [0, 1] with α(x) = 1 for x ∈ B and
α(x) = 0 for x 6∈ D and a continuously differentiable vector-field w0
supported in D \B, such that
(1) The vector-field w(x) = α(x)v + w0(x) is divergence-free and
has value v in B;
(2) ‖w0‖C ≤ δ.
Proof. See [4, Lemma 2.3]. The geometrical idea of the proof is as
follows. Take positive numbers a < b < . There is a thin and long
ellipsoid B centered at x0 whose longest axis directed along v has length
b/2 while all its other axes have length a/2. The ellipsoid B is contained
in a longer ellipsoid D whose two longest axes, directed, respectively,
along v and along some perpendicular to v, both have length b, while
all its other axes have length a.
For a function α as in the statement of the lemma one can compen-
sate for the nonzero divergence of α(·)v by taking an appropriate vector
field w0 whose norm satisfies the estimate ‖w0‖ ≤ Ca/b for some con-
stant C > 0 that does not depend on a or b. To see this, imagine a flow
of fluid, leaking out from the top of a thin vertical pipe B, then slowly
recirculating to the bottom of B through the much wider pipe D. At
any rate, the lemma is proved by taking a/b sufficiently small. 
To carry out the estimates for B, mentioned above, we will need to
control the sojourn time of a trajectory segment that passes through
D and B. To do this, we will use the following definitions. For an open
set U containing x ∈ X and s > 0, define
Θs,U(x) = {t ∈ R : |t| ≤ s, φtx ∈ U}, Ms,U(x) = mes Θs,U(x).
(8)
Lemma 3. Suppose n = dimX ≥ 3. There is a constant K > 0 such
that for every x0 ∈ X with P (x0) > 0, every s > 0 with s < P (x0)/8
and every neighborhood V 3 x0 there exist open sets B ⊂ D as in
Lemma 2, B ⊂ D ⊂ V , such that for every x ∈ X the following
inequality holds:
Ms,D(x) ≤ KMs,B(x0). (9)
Proof. Use the semicontinuity of P to choose a neighborhood U ⊂ V
of x0 so small, that P (y) ≥ P (x0)/2 for all y ∈ U . We will look for
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B ⊂ D ⊂ U . Since s ≤ P (y)/4, for any y ∈ U one has φty 6∈ U provided
s < |t| ≤ 2s (see [4, Lemma 2.4] for the aperiodic and Lemma 4 below
for the periodic x0). Hence, Θs,D(y) = Θ2s,D(y) for each y ∈ D. As
in [4, Lemma 2.4] this proves that (9) holds for all x ∈ X, provided
it holds for x ∈ D. The rest of the rigorous proof is exactly as in [4,
Lemma 2.5] provided s replaces N in that lemma. The geometrical
idea is as follows. For x ∈ D, denote by ls,D(x) the length of the
segment of the trajectory {φtx : |t| ≤ s} ∩D, by t′D the time between
the moment when the segment of the trajectory through x first enters
D and the moment when it last exits D, and by t′′B the time between
the moment when the segment of the trajectory through x0 first enters
B and the moment when it first exits B. Clearly, Ms,D(x) ≤ t′D and
Ms,B(x0) ≥ t′′B. By the Mean Value Theorem ls,D(x) = k1t′D and
ls,B(x0) = k2t
′′
B, where k1 ≈ k2 ≈ ‖u(x0)‖ for small U . Since B and D
are ellipsoids, described in the proof of Lemma 2 above, one can prove
that ls,D(x)/ls,B(x0) is bounded. 
2.2. Case 1. Uniformly bounded periods. Consider the Mane˜
point x¯ as in (7) and let the open set U 3 x¯ be as in Case 1. In par-
ticular, x¯ is periodic. Using the lower semicontinuity of P we can and
will choose U sufficiently small so that one of the following alternatives
holds:
Subcase 1.1.: P (x) = 0 for all x ∈ U ;
Subcase 1.2.: P (x) > 0 for all x ∈ U ;
Subcase 1.3.: P (x¯) = 0 but P (xn) > 0 for a sequence xn → x¯,
xn ∈ U .
For Subcase 1.1, every x ∈ U is a rest point: φtx = x. Also, since Φ
is a cocycle, Φ(x, t) is a group for every x ∈ U . Let A(x) denote the
matrix that generates this group: Φ(x, t) = etA(x), t ∈ R, x ∈ U and
note that the matrix-valued function A is continuous on U . Also, for
w ∈ C0 with suppw ⊂ U , we have Lw(x) = A(x)w(x). Since, by (7),
σ(etA(x¯)) ∩ T 6= ∅, the spectral mapping theorem for matrices implies
there is ξ ∈ R so that iξ ∈ σ(A(x¯)). Define x0 = x¯, choose v with
‖v‖ = 1 so that (A(x0)− iξ)v = 0, and fix N ∈ N. Also, choose  > 0
and δ > 0 so small that for every neighborhood V 3 x0 with diamV < 
the following holds:
sup{‖(A(x)−iξ)v‖ : x ∈ V } < 1/2N, V ⊂ U, δ sup{‖A(x)−iξ‖ : x ∈ U} < 1/2N.
Apply Lemma 2 for these  and δ to find B ⊂ D ⊂ U . Take w =
α(·)v + w0 as indicated in Lemma 2. Recall, that α(x) ≤ 1, x ∈ X.
ANNULAR HULL THEOREMS 9
Then, using the estimate (2) of the lemma, we find that:
‖(L− iξ)w‖C0 = sup
x∈D
‖(A(x)− iξ)w(x)‖ ≤ 1/N.
As a result, iξ ∈ σap(L), and Theorem 5 is proved.
For Subcase 1.2, the neighborhood U does not contain rest points.
By the semicontinuity of P we can and will assume that there is a
number p0 > 0 such that P (x) ≥ p0 for all x ∈ U . Moreover,
we note that σ(Φ(x¯, P (x¯))) ∩ T 6= ∅. Indeed, if φP (x¯)x¯ = x¯, then
Φ(x¯, kP (x¯)) = [Φ(x¯, P (x¯))]k for k ∈ Z. Since, by (7), the sequence
{‖[Φ(x¯, P (x¯))]kv¯‖} is bounded, the matrix Φ(x¯, P (x¯)) can not be hy-
perbolic. For a notational convenience, denote x0 = x¯. Thus, there is
some v ∈ Tx0X and ξ ∈ R, so that
Φ(x0, P (x0))v = e
iξv, ‖v‖ = 1. (10)
We will use the choice of x0 and v as in (10) in what follows.
For Subcase 1.3, the Mane˜ point x¯ is a rest point and each x ∈ U is
a periodic point. We claim that Φ(xn, P (xn)) can not be hyperbolic.
To see this, we assume that xn is hyperbolic. By the Stable Manifold
Theorem (see, e.g., [8]), the periodic orbit through xn ∈ U has a stable
or an unstable manifold, contrary to the fact that U consists entirely of
periodic orbits. For a nonhyperbolic xn we denote x0 = xn, and select
ξ ∈ R and v as in (10).
Starting from the assumption that 1 ∈ σap(T,C), we have found in
each subcase, 1.2 and 1.3, a periodic point x0 with period P (x0) > 0,
a neighborhood U of x0 consisting entirely of periodic points whose
periods are uniformly bounded and separated from zero, as well as a
number ξ ∈ R and a vector v as in (10). We will prove that λ :=
iξ/P (x0) is an approximate eigenvalue for L.
Define p = P (x0) and let µ1 > 0 be a constant such that
P (y) ≤ µ1p, y ∈ U. (11)
Fix a natural number N > µ1p + 1. In what follows we use the letter
µ (resp., ν) with subscripts to denote “big” (resp., “small”) constants
that do not depend on N . Select (small) constants νi < 1, i = 0, . . . , 5.
The required values of these constants will be determined later. Define
µ2 = 2 sup{‖Φ(x0, t)‖ : |t| ≤ µ1p}, R = N + µ1p.
Also, fix s > 0 so that s < min(p/8, 1/4) and
max
|t|≤s
∣∣∣∣e− iξtp − 1∣∣∣∣ ≤ ν4, (12)
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sup
|t|≤s
‖Φ(φ−tx0, t)v − v‖ · sup
|n|≤3N/p
‖[Φ(x0, p)]n‖ ≤ ν2. (13)
Lemma 4. There exists  > 0 such that for every open set D 3 x0
with diamD ≤  and every y ∈ D the following implication holds:
If φty ∈ D and |t| ≤ R, then t ∈ ⋃n∈Z(−s+ np, s+ np).
Proof. Suppose the lemma is false. Choose Dk 3 x0 with diamDk → 0
and yk ∈ Dk together with tk ∈ R, |tk| ≤ R, so that φtkyk ∈ Dk, but
tk 6∈ ⋃n∈Z(−s+ np, s+ np). By compactness, we may assume tk → t∗,
|t∗| ≤ R. By continuity, φtkyk → φt∗x0, and, therefore, φt∗x0 = x0.
Since t∗ = np+τ for some n ∈ Z and some τ with s < τ < p−s, one has
φτx0 = x0. Since p = P (x0) is the prime period, in contradiction. 
Fix  > 0 as in Lemma 4. Choose a neighborhood V 3 x0 with
diamV <  so small that the following inequalities hold:
sup{‖Φ(y, t)‖ : |t| ≤ µ1p, y ∈ V } ≤µ2, (14)
sup
y∈V
sup
|t|≤3N
‖Φ(φ−ty, t)− Φ(φ−tx0, t)‖ ≤ν1. (15)
We note that Φ(x, 0) = I, for x ∈ X. Fix δ so that
δ <ν3, (16)
δmax
|t|≤s
‖Φ(φ−tx0, t)‖ · sup
|n|≤3N/p
‖[Φ(x0, p)]n‖ ≤ν5. (17)
Let B ⊂ D, D ⊂ V be the open sets from Lemma 3 with the
prescribed choice of x0, s, V ,  and δ. We define m = Ms,B(x0).
Consider α and w0 as indicated in Lemma 2. Finally, choose a smooth
function γ : R → [0, 1] with supp γ ⊂ [−N,N ] so that |γ′(t)| ≤ 2/N
and
γ(t) ≥ 1
4
for |t| ≤ N
2
. (18)
For w = α(·)v + w0 as in Lemma 2, we define a vector field B as
follows:
B(x) =
∫ ∞
−∞
γ(t)e−
iξt
p (T tw)(x) dt, x ∈ X. (19)
Since w is divergence-free, B also is divergence-free. We claim there is
a constant µ > 0, independent of N , such that∥∥∥∥∥LB− iξp B
∥∥∥∥∥
C
≤ µ
N
‖B‖C. (20)
The inequality (20) guarantees σap(L)∩ iR 6= ∅, and proves Theorem 5.
We prove (20) in two steps.
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Step 1. The Upper Estimate . We will show there is a constant
µ > 0 such that, for m defined above,∥∥∥∥∥LB− iξp B
∥∥∥∥∥
C
≤ µ ·m. (21)
A direct calculation shows:
(LB)(x)− iξ
p
B(x) = −
∫ ∞
−∞
γ′(t)e−
iξt
p (T tw)(x) dt. (22)
Recall that w(x) = α(x)v + w0(x) and, for x ∈ X, define
I(x) =
∫ ∞
−∞
|γ′(t)| ‖Φ(φ−tx, t)v‖α(φ−tx) dt,
J(x) =
∫ ∞
−∞
|γ′(t)| ‖Φ(φ−tx, t)w0(φ−tx)‖ dt.
To prove (21) it suffices to show there is a constant µ > 0 such that,
for all x ∈ X,
‖I(x)‖ ≤ µ ·m, ‖J(x)‖ ≤ µ ·m. (23)
Clearly, for x 6∈ ⋃y∈D ⋃0≤t≤P (y) φt(y), since α(φ−tx) = 0 and since
w(φ−t(x)) = 0, we have I(x) = J(x) = 0. Fix x ∈ ⋃y∈D ⋃0≤t≤P (y) φt(y)
and select y ∈ D so that x = φτy. In accordance with (11) we will
assume 0 ≤ τ ≤ µ1p.
To estimate ‖I(x)‖ from above, we note first, that
‖I(x)‖ ≤
∫ ∞
−∞
|γ′(t+ τ)| ‖Φ(φ−ty, t+ τ)v‖α(φ−ty) dt.
Since τ ≤ µ1p and supp γ′ ⊂ [−N,N ], the integration is unchanged if
restricted to |t| ≤ R = µ1p+N ≤ 3N . Also, y ∈ D ⊂ V . We use (15)
and (14) to obtain the following estimate:
‖I(x)‖ ≤
∫ ∞
−∞
|γ′(t+ τ)| ‖Φ(y, τ)‖
(
‖Φ(φ−tx0, t)v‖ (24)
+ ‖Φ(φ−ty, t)v − Φ(φ−tx0, t)v‖
)
α(φ−ty) dt ≤ µ2 (I1(y) + ν1I2(y)) ,
where
I1(y) =
∫ ∞
−∞
|γ′(t+ τ)| ‖Φ(φ−tx0, t)v‖α(φ−ty) dt,
I2(y) =
∫ ∞
−∞
|γ′(t+ τ)|α(φ−ty) dt.
We use Lemma 4 to estimate I1(y) and I2(y). Since y ∈ D and
suppα ⊂ D, the integration in I1(y) and I2(y) is unchanged if re-
stricted to t ∈ ⋃n∈Z(−s+np, s+np). Also, we have Φ(φ−tx0, t+np) =
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[Φ(x0, p)]
nΦ(φ−tx0, t). As a result,
I1(y) =
∑
n∈Z
∫
|t|≤s
|γ′(t+ np+ τ)| ‖[Φ(x0, p)]nΦ(φ−tx0, t)v‖ · α(φ−t−npy) dt.
(25)
Since supp γ′ ⊂ [−N,N ], the integral in the RHS of (25) is equal to
zero for |n| > 2N/p. To see this, we recall that N ≥ µ1p + 1 and
s < 1. Since |t| ≤ s and |τ | ≤ µ1p in (25), if |n| > 2N/p, then we have
|t + τ + np| ≥ |n|p − s − µ1p ≥ |n|p − N > N . Therefore, I1(y) does
not exceed∑
|n|≤ 2N
p
∫
|t|≤s
|γ′(t+ np+ τ)|(‖[Φ(x0, p)]nv‖+
‖[Φ(x0, p)]n · [Φ(φ−tx0, t)v − v]‖)α(φ−t−npy) dt.
We use (10) and (13) to estimate the last expression to obtain
I1(y) ≤ (1 + ν2)
∑
|n|≤2N/p
∫
|t|≤s
|γ′(t+ np+ τ)|α(φ−t−npy) dt.
(26)
Similarly, for I2(y), we have:
I2(y) ≤
∑
|n|≤2N/p
∫
|t|≤s
|γ′(t+ np+ τ)|α(φ−t−npy) dt. (27)
Since suppα ⊂ D, for each integer n, the integration in (26)–(27)
can be restricted to t ∈ Θs,D(φ−npy), see (8). Recall that, for t ∈ R
and x ∈ X, we have |γ′(t)| ≤ 2/N and α(x) ≤ 1. As a result, there is
a constant µ′ > 0 such that
‖I(x)‖ ≤ µ
′
N
∑
|n|≤ 2N
p
Ms,D(φ
−npy). (28)
Finally, we use estimate (9) with x = φ−npy to obtain the first inequal-
ity in (23):
‖I(x)‖ ≤ µ
′
N
·
[
2N
p
]
·KMs,B(x0) ≤ µm, (29)
where the brackets denote the integer part.
To prove the second inequality in (23) we arrive, as in (25) above,
to the following estimate:
J(x) ≤ µ2 [J1(y) + ν1J2(y)] ,
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where
J1(y) =
∫ ∞
−∞
|γ′(t+ τ)| ‖Φ(φ−tx0, t)w0(φ−ty)‖ dt, (30)
J2(y) =
∫ ∞
−∞
|γ′(t+ τ)| ‖w0(φ−ty)‖ dt. (31)
We use the estimate ‖w0‖C ≤ δ from Lemma 2. Also, since γ′ is
supported in [−N,N ] and in view of Lemma 4, the integration in
J1(y) and J2(y) can be restricted as for I1(y) and I2(y) above, to
t ∈ ⋃|n|≤2N/p(−s + np, s + np). Since suppw0 ⊂ D, as in (25)–(27)
above, we use the estimates (17) and (16) to obtain
J1(y) ≤ ν5
∑
|n|≤2N/p
∫
|t|≤s
|γ′(t+ np+ τ)|χD(φ−t−npy) dt,
J2(y) ≤ ν3
∑
|n|≤2N/p
∫
|t|≤s
|γ′(t+ np+ τ)|χD(φ−t−npy) dt,
where χD(·) is the characteristics function of D. Using (9), as in (29),
we have for some positive constants µ′ and µ′′:
J1(y) ≤ µ′ ·m, J2(y) ≤ µ′′ ·m. (32)
As a result, we obtain the second inequality in (23). Therefore, (21) is
proved.
Step 2. The Lower Estimate. We will prove there is a constant
ν > 0 such that
‖B‖C ≥ ‖B(x0)‖ ≥ νNm.
This, together with (21), gives (20).
Define
I˜(x0) =
∥∥∥∥∫ ∞−∞ γ(t)e− iξtp Φ(φ−tx0, t)v · α(φ−tx0) dt
∥∥∥∥ ,
J˜(x0) =
∥∥∥∥∫ ∞−∞ γ(t)e− iξtp Φ(φ−tx0, t)w0(φ−tx0) dt
∥∥∥∥
and note that
‖B(x0)‖ ≥ I˜(x0)− J˜(x0). (33)
Recall that supp γ ⊂ [−N,N ] and that, for t ∈ supp γ, we have 0 ≤
γ(t) ≤ 1. Using arguments similar to those employed in (32) and
(25)–(29), only with the estimate |γ′(t)| ≤ 2/N replaced by γ(t) ≤
1, together with an estimate based on the estimate ‖w0‖C ≤ δ from
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Lemma 2 and (17), we find there is a constant µ > 0 such that
J˜(x0) ≤
∑
|n|≤2N/p
∫
|t|≤s
|γ(t+ np)| · ‖[Φ(x0, p)]n‖ · ‖Φ(φ−tx0, t)w0(φ−tx0)‖ dt
≤ ν5
∑
|n|≤2N/p
∫
|t|≤s
|γ(t+ np)|χD(φ−tx0) dt ≤ µν5Nm. (34)
We use (10) to estimate I˜(x0) from below as follows:
I˜(x0) =
∥∥∥∥∥∥
∑
n∈Z
∫
|t|≤s
γ(t+ np)e−
iξt
p [e−iξΦ(x0, p)]nΦ(φ−tx0, t)v · α(φ−tx0) dt
∥∥∥∥∥∥
≥ I˜1(x0)− I˜2(x0)− I˜3(x0),
where
I˜1(x0) =
∥∥∥∥∥∥
∑
n∈Z
∫
|t|≤s
γ(t+ np)v · α(φ−tx0) dt
∥∥∥∥∥∥ ,
I˜2(x0) =
∥∥∥∥∥∥
∑
n∈Z
∫
|t|≤s
γ(t+ np)(e−
iξt
p − 1)v · α(φ−tx0) dt
∥∥∥∥∥∥ ,
I˜3(x0) =
∥∥∥∥∥∥
∑
n∈Z
∫
|t|≤s
γ(t+ np)[e−iξΦ(x0, p)]n(Φ(φ−tx0, t)v − v) · α(φ−tx0) dt
∥∥∥∥∥∥ .
We will estimate I˜1(x0) from below. Recall (see (18)) that γ(τ) ≥ 14
provided |τ | ≤ N
2
. If |n| ≤ N−1
2p
, then |t+np| ≤ s+ N−1
2p
·p ≤ N
2
. Hence,
γ(t+ np) ≥ 1
4
for those n and |t| ≤ s. Also, ‖v‖ = 1. Therefore,
I˜1(x0) =
∑
n∈Z
∫
|t|≤s
γ(t+ np) · α(φ−tx0) dt ≥ 1
4
∑
|n|≤N−1
2p
∫
|t|≤s
α(φ−tx0) dt.
Since α(φ−tx0) = 1 for t ∈ Θs,B(x0), one has:
I˜1(x0) ≥ 1
4
∑
|n|≤N−1
2p
∫
Θs,B(x0)
dt ≥ 1
4
·m card
{
n : |n| ≤ N − 1
2p
}
≥ Nmν0
(35)
for some ν0 > 0.
As in (34), using (12), there is some µ′ > 0 such that
I˜2(x0) ≤ ν4
∑
n∈Z
∫
|t|≤s
γ(t+ np) · α(φ−tx0) dt ≤ ν4µ′Nm.
(36)
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Similarly, using (13), we have
I˜3(x0) ≤ ν2
∑
n∈Z
∫
|t|≤s
γ(t+ np) · α(φ−tx0) dt ≤ ν2µ′Nm.
(37)
Combining (33)–(37) we obtain
‖B(x0)‖ ≥ mN (ν0 − ν5µ− ν2µ′ − ν4µ′) ≥ νNm
for a constant ν = ν0 − ν5µ − ν2µ′ − ν4µ′ > 0, provided ν2, ν4, ν5 are
small enough.
We use (21) to obtain (20), and the theorem for Case 1 is proved.
2
2.3. Case 2. Unbounded periods. Assume that, for the Mane˜ point
x¯ in (7), the condition of Case 2 holds. Also, note that this condi-
tion always holds provided the set of aperiodic trajectories is dense
in X. The latter situation was considered in [4]. However, the proof
of Lemma 2.7 in [4] contains, in fact, the following assertion with no
assumption about the density of aperiodic trajectories.
Lemma 5. If for every natural number N there exist a point x0, a
vector v ∈ Tx0X with ‖v‖ ≥ 1/2, and an open set U 3 x0 such that the
following holds:
(a) sup{‖Φ(y, t)v‖ : y ∈ U, |t| ≤ 8N} < µ for a constant µ, inde-
pendent on N ;
(b) P (y) ≥ 8N for all y ∈ U ,
then iξ ∈ σap(L) for every ξ ∈ R.
Proof. We will indicate how to modify the proof of [4, Lemma 2.7] to
obtain the lemma. Fix ξ ∈ R and N . Take x0, U and v as indicated
in the statement of the lemma. As in (12) and (13), there is a number
s′ > 0, so that for |t| ≤ s′,
‖Φ(φ−tx0, t)v − v‖ and |e−iξt − 1| are small enough. (38)
The conditions (38) must replace (2.18) and (2.19) in [4]. Define γ :
R→ [0, 1] with |γ′(t)| ≤ 2/N and supp γ ⊂ [−N,N ] such that γ(t) = 1
for |t| ≤ s′. Choose δ so small that δmax|t|≤2N ‖T t‖ is small enough
(cf. (16)–(17)). As in Lemma 4, use condition (b) to find an  > 0 such
that for every V 3 x0 with diamV <  the segment of the trajectory
{φty : s′ ≤ |t| ≤ N} does not intersect V whenever y ∈ V . Choose
V 3 x0 with diamV <  so that the LHS of (15) is small enough.
Apply Lemma 3 with s = N and the prescribed choice of V . Choose
B ⊂ D, D ⊂ V as in Lemma 2 with the  and δ, selected above. For
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w = α(·)v + w0 from Lemma 2, we define (cf. (19)):
B(x) =
∞∫
−∞
e−iξtγ(t)T tw(x) dt. (39)
As in (20) we show that ‖LB − iξB‖C ≤ µN ‖B‖C for a constant µ,
independent on N . To this end, we prove, that
‖(LB)(x)−iξB(x)‖ =
∥∥∥∥∥∥
∞∫
−∞
e−iξtγ′(t)T tw(x) dt
∥∥∥∥∥∥ ≤ µNMN,B(x0), x ∈ X,
for some µ > 0, and ‖B(x0)‖ ≥ νMN,B(x0) for some ν > 0.
The arguments are similar (and easier) than the arguments in Step 1
and Step 2 above. We note that the integration in (39) is unchanged if
restricted to t ∈ ΘN,D(x). Also, B(x) = 0 provided x 6∈ ∪|t|≤2Nφt(D).
Besides, for s′ as above, the segment of the trajectory {φty : s′ ≤ |t| ≤
N}, y ∈ D does not intersect D ⊂ V . As a result, the segment of the
trajectory {φtx : |t| ≤ 2N}, x ∈ X spends not more than time 2s′ in
D, and we do not need to replace the integral in (39) by a sum as in
(25). To obtain the desired estimates, we use condition (a) similarly
to (14) above. Finally, condition (a) combined with (38) is used in the
estimates as in (13) and (15) above. 
To finish the proof of Theorem 5, it remains to show that in Case 2
conditions (a) and (b) in Lemma 5 hold. We use (7) to define µ =
2 sup{‖Φ(x¯, t)v¯‖ : t ∈ R}. Fix N ∈ N. Let P¯ = 9N , v = v¯, and use
the continuity of Φ to find U 3 x¯ such that (a) in Lemma 5 holds.
Since we are in Case 2, for this U and P¯ there is a point x0 ∈ U with
P (x0) ≥ 9N . The prime periods function P is lower semicontinuous.
Hence, we can find a smaller neighborhood U ′ ⊂ U of x0, so that (b)
in Lemma 5 holds. By Lemma 5 σap(L,C0) ∩ iR 6= ∅, and Theorem 5
for Case 2 is proved.
2.4. Proof of Theorem 3. Recall that we must prove
H(σ(T,C0)) = HC , (40)
where T = T 1 and HC = {z ∈ C : r− ≤ |z| ≤ r+} denotes the smallest
annulus containing σ(T,C). Using the notation rs(A) = rs(A,E) to
denote the spectral radius of an operator A on a Banach space E, we
clearly have
r+ = rs(T,C), r− =
(
rs(T−1,C)
)−1
= inf{|λ| : λ ∈ σ(T,C)}.
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Proof. Since σap(T,C0) ⊂ σap(T,C), obviously,H(σap(T,C0)) ⊂ H(σap(T,C)).
We will show that, in fact,
H(σap(T,C0)) = H(σap(T,C)). (41)
The hull H(σap(T,C)) consists of a union of circles centered at the
origin of the complex plane. If Γr := {z ∈ C : |z| = r} ⊂ H(σap(T,C)),
then there is a point λ := reiθ ∈ σap(T,C). Consider the group T˜ t =
r−te−iθtT t generated by L˜ = − ln r − iθ + L. Since 1 ∈ σap(T˜ ,C),
Theorem 5 applied to {T˜ t} implies there is some ξ ∈ R such that
iξ ∈ σap(L˜,C0) = − ln r − iθ + σap(L,C0).
By the Spectral Inclusion Theorem for {T t} on C0, we have rei(ξ+θ) ∈
σap(T,C0), and Γr ⊂ H(σap(T,C0)). This proves (41).
Since the boundary of σ(T,C0) belongs to σap(T,C0), the inclusion
H(σ(T,C0)) ⊂ HC in (40) follows directly from (41). To prove the
inverse inclusion, suppose Γr ⊂ HC but σ(T,C0)∩Γr = ∅. By rescaling,
we can and will assume that r = 1, that is r− < 1 < r+ and σ(T,C0)∩
T = ∅. Let P0 denote the Riesz projection for the operator T on C0
corresponding to the part of σ(T,C0) that lies inside of the unit disc D.
We claim that both σ(T,C0)∩D and σ(T,C0)∩ (C\D) are nonempty.
Indeed, since r− < 1 < r+, the set H(σap(T,C)) contains a circle with
radius greater than one and a circle with the radius less than one. By
(41), H(σap(T,C0)) also contains these circles. This proves the claim.
As in [4, Theorem 3.4], one can show that there is an extension of
P0 to the Riesz projection P for the operator T on C. It follows, see
[5, 13, 14], that this projector P has a form PB(x) = PC(x)B(x),
B ∈ C where PC : X → proj (TxX) is a continuous projection-valued
function. Since P = P0 on C0, multiplication by PC(·) preserves the
set of divergence-free vector fields. This, see [4, Theorem 3.4], leads to
the fact that PC(x) is either the identity or the zero operator, and, as
a result, the same is true for the operator P0, in contradiction to the
above claim.
To construct P on C one can use the proof of [4, Theorem 3.4]. The
idea is to define P on a dense subset of C consisting of “step-sections”
of the form B(·) = ∑ ρk(·)vk, where {ρk} is a partition of unity, and
vk are given vectors. For each k we use Lemma 2 to find wk ∈ C0 such
that wk(x) = vk for x ∈ supp ρk. We then define PB = ∑ ρkP0wk.
As in the proof of [4, Theorem 3.4], this definition does not depend
on the choice of wk and, moreover, the projection P can be extended
to a bounded linear operator on C. In fact, the Steps 1,2,4,5 of the
cited proof go through with no assumption on density of the aperiodic
trajectories of φt. To modify Step 3 of the cited proof for the case
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when this assumption does not hold, we use the sufficiency part of
Lemma 1 to conclude that 1 ∈ σap(T,C) instead of T ⊂ σap(T,C) as
in [4, Theorem 3.4, Step 3]. By (41), this contradicts the hyperbolicity
of T on C0, as required in Step 3 of [4, Theorem 3.4]. 
2.5. Example. We give an example of an Eulerian vector-field u, so
that the spectral mapping theorem for the corresponding group {T t}
does not hold. For this, consider the three dimensional torus T3, viewed
as R3/Z3 with coordinates (x, y, z) in R3 modulo 2pi, and recall Euler’s
equations are
ut + (u · ∇)u = −1
ρ
∇p, div u = 0, (42)
where ρ is the fluid density and p is the pressure. The constant vector
field u given by u(x, y, z) = (1, 0, 0) together with a constant pressure
provides a (steady state) solution for (42). Define L to be the Lie
derivative in the direction of u. We will show that the spectral mapping
theorem, considered in the space C0 of divergence-free vector fields on
T3, does not hold for the corresponding group T t = etL generated by
L, and that σ(T t) and σ(L) are not invariant with respect to arbitrary
rotations and translations.
The tangent bundle of T3 is trivial, so we consider the elements of
the Banach space C0 of divergence-free sections as maps f : T3 → C3.
With this representation, we have
(Lf)(x, y, z) = ∂
∂x
f(x, y, z), (T tf)(x) = f(x+ t, y, z)
where the operations are taken componentwise.
The spectrum of L is {ik : k ∈ Z}. To see this, note first that
F (x, y, z) := (0, eikx, 0) is a divergence-free eigenfunction of L with
eigenvalue ik. On the other hand, if λ is not of the form ik, then
L − λI is invertible. In fact, the inverse is given by
(L − λI)−1g(x, y, z) = e
2piλ
1− e2piλ
∫ 2pi
0
e−λsg(s+ x, y, z) ds.
Thus, σ(L) = iξ + σ(L) does not hold for all ξ ∈ R
Let t denote a real number that is incommensurate with 2pi. Then
σ(T t) = T. This follows from the Spectral Inclusion Theorem and the
fact that the spectrum of the bounded operator T t is closed. Since
exp tσ(L) is not the whole circle, the spectral mapping theorem fails,
as required. It is also easy to give a direct verification that σ(T t) = T.
For this, choose a point λ = eiθ ∈ T. If  > 0, then there is a integer k
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so that |eikt − eiθ| < . But, for F defined above,
‖(T tF )(x, y, z)− eiθF (x, y, z)‖ = |eikt − eiθ| < .
Thus, eiθ ∈ σap(T t).
If t/2pi is a rational number q/p, q ∈ Z, p ∈ N, then σ(T ) = {z ∈ C :
zp = 1} and, as required, is not invariant with respect to all rotations
centered at origin. However, H(σ(T t)) = T = H(exp tσ(L)).
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