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Abstract: The dynamic behavior of a continuously stirred tank reactor (CSTR) with an 
exothermic reversible reaction is studied. The balance equations of the reaction lead 
to a set of highly nonlinear differential equations. For system analysis and control 
synthesis the dynamic equations are rewritten as state space model. From this nonlinear 
model a bilinear model is derived. Then, two optimization problems are solved: The time 
optimal problem for the nonlinear model and the quadratic problem for the bilinear 
model. In case of the finite time bilinear-quadratic problem a modified Riccati ap- 
proximation algorithm for a stabilizing feedback controller is presented. 
Keywords. Chemical reactor dynamics; nonlinear and bilinear systems; deterministic 
optimalcontrol; stabilizing feedback controller; Riccati approximation. 
INTRODUCTION 
To design a chemical reactor with its associated 
control equipment, it is necessary to study the dy- 
namic behavior of the system. In this paper a con- 
tinuously stirred tank reactor (CSTR) with an 
exothermic reversible reaction A*B is studied. 
Often this chemical reaction is part of a more com- 
plex reaction scheme. However, it has received 
little attention in the literature compared to the 
irreversible reaction A-B. 
For control purposes CSTR's very extensively have 
been modelled by linear systems. Theoretical 
evidence and practical application have reenforced 
the necessity for nonlinear models. In fact, the 
nonlinear characteristics of the equations de- 
scribing the steady state for nonisothermal CSTR's 
explain this. Consequently, in this paper the 
steady state solution is discussed first. 
To provide a suitable feedback control a mathemati- 
cal model of the system is needed. For the analysis 
and control synthesis an appropriate state space 
model is very desirable. Such a model which is 
highly nonlinear is presented. Then, for the highly 
nonlinear model the problem of time optimal control 
to a desired steady state is solved and the optimal 
synthesis is shown. It turns out that a rather com- 
plicated control algorithm is necessary in order 
to implement the result of the optimal synthesis. 
Therefore, the finite time.problem is stated as op- 
timization problem with quadratic performance using 
a bilinear reactor model which is derived from the 
nonlinear model. In the design of a stabilizing 
controller for the bilinear reactor model a modi- 
fication of an approximation procedure presented 
in I'll is introduced. 
REACTOR DYNAMICS 
The equations governing the dynamics of a cooled 
continuously stirred tank reactor (CSTR) with a 
first-order reversible reaction 
klp E1 
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k2' E2 
can be derived from the mass and energy balance 
equations of the reactor 121, a schematic of which 
is shown in Fig. 1. 
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FIG. 1. Schematic of a CSTR. 
Under the assumption that the feed concentration of 
product B is zero the balance equations for an 
ideal CSTR can be written as 
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following notation is used: 
concentration of reactant A 
heat capacity, coolant heat capacity 
feed concentration of A 
activation energies of reactions 
cooling area 
heat of reaction 
velocity constants 
preexponential factors of velocity 
constants 
heat transfer coefficient 
flow rate of input and output streams to 
reactor 
coolant flow rate 
gas constant 
temperature 
coolant temperature 
coolant input, output temperatures 
feed temperature 
volume of reactor 
time 
density 
coolant density 
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For high coolant flow rates qC the assumption of a 
constant coolant temperature TC is well justified. 
In other cases a balance equation for the cooling 
jacket, namely 131, 
.- 
kuFC(T - TC) = qCpCcpCCTCe-TCO) (3) 
has to be taken into account. Approximating TC by 
the mean value TC = CTCO + TC_)/Z Eq. (3) reads as 
kuFCCT - TC) = kuFC[CRqC)/Cl + xqCj].CT - TCO) , 
(4) 
w = C2pCcpCI/CkyFCj. 
For the temperature dependance of the velocity con- 
stants kjCTj the Arrhenius formula 
kjCTI = kOjexp[-Ej/RT] , j = 1, 2 (5) 
is introduced. Then, from Eqs. Cl), (2) the highly 
nonlinear dynamic equations for the CSTR follow: 
dc 
- = +,CcO-c) - ckO,exp 
d@ 
(6) 
dT 
%T 
kuFC kqc 
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-T)-= .------CT - TCO) 
1 + xqc 
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P 
Note that the system equations (12), (13) are urit- 
ten in reverse order compared to (6j, (7). The dot 
denotes the derivative with respect to dimension- 
less time t and the abbreviations used in 1121, 
(13) are defined as follows: 
x?O = TO'TS 
-1 
' ?co 
= TCO/TS - 1 , 
(14) 
x20 
= CO/CS - 1 , 
"1 
= E,/CRTSI , "2 = (V/qjkO,expC-nlj , 
(15) 
n3 = [C-AhR)/pcp)]*CcS/TS)n2 , 
y = E2/E1 , o = Cko2 Ik jexp[Cl - YjE1/RTSj]. o, 116) 
According to the definitions of state and control 
variables the state space representation (121, (13) 
of the reactor dynamics is tailored towards control 
problems with the desire to move the system to 
steady states. Consequently, the steady state solu- 
tion is discussed next. 
STEADY STATE SOLUTION 
From dc/dO = 0 and dT/dB = 0 two algebraic equa- 
tions follow that relate the steady values TS, cS 
and US to each other. Using the dimensionless equa- 
tions (121, (13) from i2 = 0 an explicit solution 
for the steady dimensionless concentration follows. 
It reads as 
Control of the-reactor is to be achieved by con- 
trolling the coolant flow rate qCCBj in the jacket 
around the reactor. Due to the nonlinear terms in 
Eqs. (6), (7) major problems arise, especially, for 
optimal reactor control. For a mathematical treat- 
ment of the nonlinear optimization problems which 
wit1 be stated later a suitable state space 
representation of the dynamic equations is in- 
troduced. 
NONLINEAR STATE SPACE MODEL' 
Based on the set of nonlinear differential equa- 
tions (61, (7) a dimensionless state space model 
is derived. 
Introducing the dimensionless time 
t = (q/V)*0 , (8) 
the dimensionless state variables for temperature 
and concentration 
x1 
= T/TS - 1 , x2 = c/es - 1 , (9) 
respectively, and the dimensionless control vari- 
able 
u = XCQ - OS) 
where 
Q = CHqcj/C1 + HqC) 
and the subscript S 
ting from dT/dB = 0 
state equations are 
(10) 
, X = Ck,,FC)/Cqpcpj (11) 
stands for steady values resut- 
and dc/dO = 0 the dimensionless 
given by 
9 = CX,~-X~) + n3Cx2+ljexp[n,x,/C1+x,)] (12) 
-o')3Cx20-x2)exp[Yn,xl/Cl+x,)]-Cu+XQSj(x,-x,COj, 
i2 = Cx 20-x21-n2Cx2+ljexp[nlx,/Cl+x,j] (13) 
+on2Cx20-x2jexp[ynlx,/Cl+x,j] . 
where 
(17) 
glCx,s) = ev[nlx,S~(f+xlS)l, 
(18) 
g2(ys) = [q(x,s)ly * 
Setting iq = 0 the steady value for the dimension- 
less control variable turns out as 
us = 1x ,o-x1s+Cx20-x2s)n3/n2]/Cx,s-x,co)-xBs. (19) 
In Figs. Za, b, c, d the steady state solution (17) 
to 119) is drawn for the data (see also /4/j 
x1o 
= -T/a , xlco = -ita , xzo = i ; 
(20) 
n1 
= 25 , n3/n2 = 114 * 
For US = const. Eq. (19) represents straight tines 
in the CxTS, x2S)-plane with a fixed point at 
xTSF'xTC0 = -l/B, x2SF = x2O+Cx1O-xTCO)n2/n3 = 1 . 
From 119) follows that for the origin x,S = x2S = 0 
with US = 0 the dimensionless flourate AQS= 1 turns 
out. Because of qC L 0 the domain for us is 
-1 s us 5 Urnax < m . 
In order to study the influence of the reverse part 
of the reaction AZ== B the steady state solution is 
shown for various combinations of the two 
parameters o and y. As a reference Fig. 2a shows 
the case of an irreversible reaction (a = 0). The 
influence of the reverse reaction Co f 0) becomes 
more pronounced by increasing the value of o as 
outlined in Figs. Zb, c, d. Here, also the influ- 
ence of the ratio of the activation energies 
y = E2/El can be seen. Note that for given 
parameters CJ and y also the reversible reaction has 
at most three steady state solutions which are the 
points of intersection between the heat generation 
curve and the heat removal curve for a prescribed 
value of us. 
In consequence of the results shown in Fig. 2 the 
5th ICI@! 
FIG. 2. Steady state solutions for irreversible (u = 0) and reversibte Co # 0) reactions. 
question of stability of the steady state solution 
of the reversible reaction can be discussed in the 
same way as it has been discussed for the irrever- 
sible reaction 121, except that the expressions are 
somewhat more complicated. 
In this paper two optimization problems are solved. 
For both problems control strategies for control to 
a desired steady state are to be developed. Evi- 
dently, as far as control to the origin of the 
state space is concerned the state equations (121, 
(13) and the steady state solution discussed previ- 
ously are of special advantage. 
BILINEAR MODEL 
In the following a bilinear system /5/ for descri- 
bing the dynamic behavior in the vicinity of the 
origin of the state space is derived. Due to the 
choice of the nonlinear state space model (12), 
(13) from these equations the bilinear model turns 
out rather easily. The only bilinear term, namely 
-uxl, is quite naturally already part of the system 
equations. Therefore, a straight forward line- 
arization of the remaining nonlinear terms with 
respect to the state vector x = [xl x2jT in the 
neighborhood of the origin c& be carried out. This 
procedure leads to the bilinear system 
r n,l13(1-Oyr20wXPS rl3(1+0) 1 
i= 
- L J X+ -n,n2(1-oYx20) -r1+l12(l+o)l - 
+ [am] u+x,[Ju (228) 
i =&+gl+ x,'u (22b) 
where the matrices immediately follow from (22a). 
Note that the linear model is obtained from 
(22a, b) as a special case by setting E f 0. 
MINIMUM TIME PROBLEM 
The problem of time optimal control of the reactor 
to desired steady values of temperature and concen- 
tration is stated as follows: Determine the control 
u(t) such that the system (12), (13) is transferred 
from a giren initial state ~(0) into the final 
state x(t )= 0 in minimum time 
tf:min. - (23) 
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The necessary optimality conditions follou from 
the, by nom, classical approach of the maximum 
principle. Introducing the costate 9 = [Q, g21T the 
Hamiltonian of the problem reads as 
HO = eTf(x _ - I u) -i24) 
where f(x,uj is the function vector given by the 
right-FaKd_sides of Eqs. (121, (13). The costate 
equations $ = -RHO/.32 are derived.from the Hamil- 
tonian (247 and can be written as 9 = p(z+~&u). 
Candidates for optimal control u(t) follou from 
maximizing HO with respect to u(t) under the con- 
straint -1 5 u(t) S urnax. This leads to 
-1 for $J,(x,-x,CO) > 0 , 
u(t) = 
i 
(25) 
U 
max 
for $,(x,-~,~~) < 0 
which is a bang-bang control law. The control ac- 
tion has the value urnax (qC=qC,max) when the valve 
is completely open, and hence the reactor is fully 
cooled, and the value -1 (qC=O) when the valve is 
completely closed (adiabatic reactor). 
There is a possibility of singular control if 
$~T(xT-xlcO) = 0. However, in this problem 
$1(x1-xTC0) is zero only at the time of switching. 
The candidates for optimal trajectories can be cal- 
culated by inteqration of the two coupled sets of 
equations.; = f?x,uj and 4 = g(x,%,u) for u(t) = u0 
= const. FTom Th-6 two set; of curves for u(t) = umax 
and u(t) = -1 the optimal synthesis in the state 
plane follows. The results are given in Fig. 3 for 
Umax = +I and two different combinations of the 
parameters o and y. Figs. 3a, c show the optimal 
syntheses and Figs. 3b, d give a view of the corre- 
sponding isochrones. 
Although the optimal control law for the coolant 
flow rate is strictly binary a rather complicated 
algorithm is necessary to implement the switching 
curves for the optimal strategy. Therefore, for the 
finite time problem a different approach is needed. 
In turn, the time optimal solution serves as a good 
reference. 
It must be pointed out that after having reached 
the origin the control has to be switched to the 
corresponding stationary control value which is 
us = 0. In case of an unstable steady state a sta- 
bilizing controller is necessary. A method therefor 
is presented in the next section. 
BILINEAR-QUADRATIC PROBLEM 
For numerous practical applications there is the 
i 
FIG. 3. Optimal syntheses and isochrones for the nonlinear minimum time problem. 
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desire to move quickly to steady values of tem- 
perature and concentration while avoiding ex- 
cessive control action. In this case performance 
can be evaluated by means of a quadratic per- 
formance criterion : 
tf 
J = &TCtf)zCtf) + 4 [ (5Tg + bu*)dt A min. (26) 
0 
where 2 = diag [qTT,q221, 2 = diag [sT1,5223 and 
6 > 0. Control has to be achieved in fixed time tf. 
In order to move the system to the desired steady 
state 3 = 0 the weighting factors sij Ci = 1,2) 
have to be Chosen dominant compared to qii and 6. 
For the solution of the optimization problem the 
assumption is made that the system to be controlled 
is well described by the bilinear model (22). As a 
result the so-catted bilinear-quadratic problem 
turns out. 
Then, the optimization problem is stated as fot- 
tows: Determine the control u(t) such that the sys- 
tem (22) is transferred from a given initial state 
x(O) into the free final state xCtf) in fixed time 
pand the cost functional (26) 7s minimized. 
For the design of a feedback controller for this 
problem a modified version of an approximation pro- 
cedure outlined by Cebuhar and Costanza /I/ is in- 
troduced. The modification relates to tbe finite 
time case. In analogy to ill the feedback'control 
follows from a sequence of Riccati regulators I?/. 
The iterative procedure Cv=l 2 , ,-.- ) reads as: 
"" [x+,ct)l = -s-‘BJtxJthJt, (27) 
where according to 171 for this problem 
B"(t) = 
[ 
sgn(x1 co4 r Xlco-9 ,\rl q*+9 CfYl ,v-l (t) , 
0 I 
i"(t) = P +K Ct)A +ATK Ct) -S't'~"v't'b-'~~"'S't', - -v - --" 
'E"Ctf) = s -* (28) 
The sequence of trajectories (~1 2 , ,.-. 1 fottows 
from integration of the time-varying system 
s = [A - B+wa-'E&TCt~K+ct,lx+ x+,(O) = $. (29) 
The initial guess Cv=O) results from the solution of 
the associated standard Linear-quadratic problem 
J61, i.e. %0(t) = B . 
The algorithm (27) to (29) is an extension for the 
finite time case of the procedure given in Ill. 
Naturally, it involves the solution of a sequence 
of Riccati matrix differential equations. 
FIG. 4. Profiles and trajectories for the finite time bilinear-quadratic problem for o = 0.25 . 
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FIG. 5. Profiles and trajectories for the finite time bilinear-quadratic problem for o = 0.50 . 
In Figs. 4 and 5 for wo different values of o and 
y and a finite time t != 3 simulation results of 
the proposed method for designing stabilizing 
feedback controllers are shown. The data for the 
initial state are taken from 141. For y = 0.10 
(Figs. 4a, b and 5a, b) the open-loop system is un- 
stable for u = 0, while for y = 2.0 (Figs. 4c, d 
and 5c, d) the open-loop system is asymptotically 
stable for u = 0. In all cases very good convergence 
in achieved; usually only one or tuo iteration steps 
are needed. 
CONCLUSIONS 
For a chemical reactor uith highly nonlinear reac- 
tor dynamics nonlinear and bilinear state space 
models are developed in order to design closed-loop 
reactor control. The solution of the nonlinear time 
optimal control problem serves as a reference for 
the finite time bilinear-quadratic control problem. 
Based on an approximation procedure for bilinear 
control a modified Riccati approximation method for 
the solution of the finite time bilinear-quadratic 
problem has been applied. Good simulation results 
have been achieved and for the chemical process 
studied in this paper the method proved to be very 
efficient. 
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