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a b s t r a c t
Rapid development of time series models addressing volatility has recently been reported
in the financial literature. Often the standardized residuals from an RCA (Random
coefficient autoregressive) model still has fat tails, thus suggesting using a fat-tailed error
distribution instead. Kurtosis of GARCH model plays an important role in option pricing
applications with real data. This paper considers some volatility models with quadratic
GARCH innovations and derive the kurtosis of the process.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The sophisticated analysis used by the financial industry has lent increasing importance to time series modelling.
Recently, there has been growing interest in the use of non-linear time series models in finance and economics (see [1]).
Many financial series, such as returns on stocks and foreign exchange rates, exhibit leptokurtosis and volatility varying in
time. These two features have been the subject of extensive studies ever since Nicholls and Quinn [2], Engle [3] reported
them.
Recently, the literature emphasized the importance ofmoments higher than the second in several applicative contexts, as
for instance portfolio choice, asset pricing and option valuationmodels. In fact, the third and fourthmoments are connected
with skewness and kurtosis which can be thought of as further risk measures. Kurtosis measured by the moment ratio
K = µ4
µ22
, gives an estimate of the peakedness of unimodal curves. Leptokurtic curves have K > 3. Kurtosis of GARCH model
plays an important role in option pricing applications with real data (see [4] for details). Random coefficient autoregressive
(RCA) models, Nicholls and Quinn [2], the autoregressive conditional heteroscedastic (ARCH) models, Engle [3] and its
generalization, the GARCHmodel, Bollerslev [5] provide a convenient framework to study time-varying volatility in financial
markets. Financial time series models for intra-day trading are typical examples of random coefficient models with GARCH
errors. Appadoo et al. [6] derive the kurtosis of the correlated RCA model as well as the normal GARCH model under
the assumption that the errors are correlated. In particular, the Quadratic GARCH (QGARCH) models are used to model
asymmetric effects of positive and negative shocks (see [7]). TheQGARCHmodels are used to describe the negative skewness
in stock market indices. In fact, the distribution of returns can be skewed. Naturally then the symmetric GARCH models
cannot cope with skewness and hence the forecasts and forecast error variances from a GARCH model may be biased for
skewed time series. In fact, it is found that the QGARCH model is the best when the sample does not contain extreme
observations such as the stock market crash (see [8]). See also [9] for an alternative model that can generate skewed time
series patterns.
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The rest of the paper is organized as follows. Rest of Section 1 presents results on standard GARCH models and the RCA
models. In Section 2, we discuss some properties of some RCA models with quadratic GARCH innovation. We conclude the
paper in Section 3.
1.1. GARCH models
Consider the general class of GARCH(P,Q )model for the time series yt , where
εt =

htZt , (1.1)
ht = ω +
P
i=1
αiε
2
t−i +
Q
j=1
βjht−j (1.2)
where Zt is a sequence of independent, identically distributed random variables with zero mean, unit variance. Let ut =
ε2t − ht be the martingale difference and let σ 2u be the variance of ut , (1.1) and (1.2) could be written as:
ε2t − ut = ω +
P
i=1
αiε
2
t−i +
Q
j=1
βjht−j, (1.3)
1−
P
i=1
αiBi −
Q
j=1
βjBj

ε2t = ω −
Q
j=1
βjBjut , (1.4)
Φ(B)ε2t = ω + β(B)ut (1.5)
where, Φ(B) = 1 −Ri=1 ΦiBi,Φi = (αi + βi), β(B) = −Qj=1 βjBj and R = max(P,Q ). We shall make the following
stationarity assumptions for ε2t which has an ARMA(R,Q ) representation.
(A.1) All the zeros of the polynomialΦ(B) lie outside of the unit circle.
(A.2)
∞
i=0 Ψ
2
i < ∞ where the Ψi’s are obtained from the relation ψ(B)Φ(B) = β(B) with Ψ (B) = 1 +
∞
i=1 ΨiBi. The
assumptions ensure that the ut ’s are uncorrelatedwith zeromean and finite variance and that the ε2t process is weakly
stationary. In this case, the autocorrelation function of ε2t will be exactly the same as that for a stationary ARMA(R,Q )
model. For any random variable εt with finite fourth moments, the kurtosis is defined by
E(ε−µ)4
[Var(ε)]2 and if the process{Zt} is normal then the process {εt} defined by Eqs. (1.3) and (1.4) is called a normal GARCH(p, q) process. The kurtosis
of the GARCH process is denoted by K (ε) when it exists.
1.2. Random coefficient volatility models
Consider the class of random coefficient autoregressive (RCA)models defined by allowing random additive perturbations
of the autoregressive (AR) coefficients of ordinary AR models. That is, we assume that the process yt is given by
yt −
p
i=1
(φi + bi(t))yt−i = et (1.6)
where the parameters φi, i = 2, . . . , p, are assumed to be known, et and bi(t) are zero mean square integrable independent
processes and the variances are denoted by σ 2e and σ
2
b . bi(t) (i = 1, 2, . . . )’s are independent of et and yt−i and may be
thought of as incorporating structural changes. In order to motivate nonlinear forecasts for nonlinear models, we consider a
class of estimating functions of the form gn =ni=2 bt−iht as in [10], where ht = yt−E[yt |F yt−1] = yt−pi=1 φiyt−i and bt−i
is a function of y1 y2 · · · yt−i and possibly the known parameters φ1, . . . , φp. (That is, we assume that the fitted model is
available.) If we restrict ourselves to a class of estimating functions of the above form thenwe can forecast the future value of
yn+1 based on the observed values y1, y2, . . . , yn as yˆn(1) = E[yn+1 | yn, yn−1, . . . ]. That is, whetherwe have an AR(p)model
or RCA(p) model we will get the same linear predictor of yn+1. However, for the RCA model under consideration, we have
E[yt |F yt−1] =
p
i=1 φiyt−i and Var[yt |F yt−1] = σ 2ε +
p
i=1 y
2
t−iσ
2
b . Thus, the conditional variance is a nonlinear function and
hence the RCAmodelmay be viewed as a non-linear time seriesmodel. Nicholls and Quinn [2] studied linear as well as some
nonlinear (proposed) forecast by fitting a nonlinear (RCA) model for the classical lynx cycle data. Using heuristic reasoning
they proposed a nonlinear forecast yˆn+1 = sgn(φ1yˆn)[φ21 yˆ2n + σ 2ε ]
1
2 and they showed empirically that the forecast yˆn+1 is a
better predictor (having smaller forecast errors when compared with the actual observations) than the linear forecast for
the lynx data.
It is of interest to note that by defining ht = y2t − E[y2t |F yt−1], the optimal forecast for yn+1 can be obtained as
y∗n(1) = [E[y2t |F yt−1]]
1
2 = sgn(φy2n)[ψ21+σ 2n+σ 2ε ]
1
2 . That is, the estimating functionmethod can be used to obtain a nonlinear
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forecast for a nonlinear model by considering a class of elementary martingale estimating functions generated by nonlinear
functions of the observations. Using a similar argument we could also obtain forecasts for various class of GARCH models
(see [10] for details). The main message is RCA models could be used to improve the forecasting performance of stochastic
volatility models. Random coefficient autoregressive exhibiting long memory properties have been studied in [11].
1.3. RCA models
Random coefficient autoregressive time series were introduced by Nicholls and Quinn [2] and some of their properties
have been studied recently by Thavaneswaran et al. [12]. RCA models exhibiting long memory properties have been
considered in [11]. A sequence of random variables { yt} is called an RCA(1) time series if it satisfies the equations
yt = (φ + bt)yt−1 + et t ∈ Z,
where Z denotes the set of integers and
(i)

bt
et

∼

0
0

,

σ 2b 0
0 σ 2e

,
(ii) φ2 + σ 2b < 1.
The sequences {bt} and {et} respectively, are the errors in the model. Recently, for the RCA model with GARCH errors,
Thavaneswaran et al. [13] obtained the kurtosis of the process yt .Moreover, Thavaneswaran and Singh [14] andGong et al. [4]
have discussed the application of the kurtosis in option pricing with real financial data.
2. RCA model with quadratic GARCH innovation
Consider the quadratic GARCHmodel proposed by Engle andNg [15]. TheQGARCHmodel differs from the classical GARCH
model by
yt =

htZt (2.1)
ht = δ0 + δ1ht−1 + δ2 (yt−1 + δ3)2
= δ0 + δ2δ23+ δ1ht−1 + 2δ2δ3yt−1 + δ2y2t−1. (2.2)
This model reduces to the GARCH(1, 1) model when the shift parameters δ3 = 0. The QGARCH model can improve upon
the standard GARCH since they can cope with positive (or negative) skewness.
Theorem 2.1. Consider the general class of Random Coefficient autoregressive models with QGARCH(1, 1) errors for the time
series yt , where
yt = (φ + bt) yt−1 + εt (2.3)
εt =

htZt (2.4)
ht =

δ0 + δ2δ23
+ δ1ht−1 + 2δ2δ3εt−1 + δ2ε2t−1 (2.5)
where Zt ∼ N(0, σ 2Z ). Assuming stationarity,
E (ht) =

δ0 + δ2δ23

(1− δ1 − δ2σ 2Z )
(2.6)
E

h2t
 = δ0 + δ2δ23 2δ0δ1 + 6δ22δ23σ 2Z + 2δ0δ2σ 2Z + 2δ2δ23δ1+ 2δ0δ2δ23 + δ20 + δ22δ43 1− (δ1 + δ2σ 2Z )
1− (δ1 + δ2σ 2Z )

(1− δ21 − 3σ 4Z δ22 − 2δ1δ2σ 2Z )
(2.7)
K (ε) = 3

1− δ1 − δ2σ 2Z
 
5δ22δ
2
3σ
2
Z + δ2δ23δ1 + δ2δ23 + δ0δ2σ 2Z + δ0 + δ0δ1

δ0 + δ2δ23
 
1− δ21 − 3σ 4Z δ22 − 2δ1δ2σ 2Z
  (2.8)
E

y2t
 = σ 2Z δ0 + δ2δ23
(1− δ1 − δ2σ 2Z )(1− φ2 − σ 2b )
(2.9)
E

y4t
 =
 3σ
4
Z

δ0 + δ2δ23
 
2δ0δ1 + 6δ22δ23σ 2Z + 2δ0δ2σ 2Z + 2δ2δ23δ1

+ 2δ0δ2δ23 + δ20 + δ22δ43 1− (δ1 + δ2σ 2Z )


1− (δ1 + δ2σ 2Z )

(1− δ21 − 3σ 4Z δ22 − 2δ1δ2σ 2Z )

1− 6φ2σ 2b − φ4 − 3σ 4b


+ 6σ 4Z
 
δ0 + δ2δ23
 
σ 2b − σ 2b δ1 − σ 2b δ2σ 2Z + φ2δ0 + φ2δ2δ23

1− δ1 − δ2σ 2Z
 
1− 6φ2σ 2b − φ4 − 3σ 4b

(1− δ1 − δ2σ 2Z )(1− φ2 − σ 2b )

(2.10)
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K ( y) =

3

1− δ1 − δ2σ 2Z
2 1− φ2 − σ 2b 2
1− 6φ2σ 2b − φ4 − 3σ 4b
 
δ0 + δ2δ23
2

×


δ0 + δ2δ23
 
2δ0δ1 + 6δ22δ23σ 2Z + 2δ0δ2σ 2Z + 2δ2δ23δ1

+ 2δ0δ2δ23 + δ20 + δ22δ43 1− (δ1 + δ2σ 2Z )


1− (δ1 + δ2σ 2Z )

(1− δ21 − 3σ 4Z δ22 − 2δ1δ2σ 2Z )

+

6

σ 2b − σ 2b δ1 − σ 2b δ2σ 2Z + φ2δ0 + φ2δ2δ23
 
1− φ2 − σ 2b

1− 6φ2σ 2b − φ4 − 3σ 4b
 
δ0 + δ2δ23
  . (2.11)
Proof.
E (ht) = E

δ0 + δ2δ23
+ δ1ht−1 + 2δ2δ3εt−1 + δ2ε2t−1
E (ht)− δ1E (ht−1)− δ2σ 2Z E (ht−1) =

δ0 + δ2δ23

E (ht) =

δ0 + δ2δ23

(1− δ1 − δ2σ 2Z )
and
E

h2t
 = 2δ0δ1E (ht−1)+ 6δ22δ23σ 2Z E (ht−1)+ 2δ0δ2σ 2Z E (ht−1)+ 2δ0δ2δ23 + δ20 + δ22δ43
+ δ21E

h2t−1
+ δ22E h2t Z4t + 2δ2δ23δ1E (ht−1)+ 2δ1δ2E(h2t−1Z2t−1)
=

δ0 + δ2δ23
 
2δ0δ1 + 6δ22δ23σ 2Z + 2δ0δ2σ 2Z + 2δ2δ23δ1
+ 2δ0δ2δ23 + δ20 + δ22δ43 1− (δ1 + δ2σ 2Z )
1− (δ1 + δ2σ 2Z )

(1− δ21 − 3σ 4Z δ22 − 2δ1δ2σ 2Z )
K (ε) =
3
 
δ0+δ2δ23

2δ0δ1+6δ22δ23σ 2Z +2δ0δ2σ 2Z +2δ2δ23δ1

+

2δ0δ2δ23+δ20+δ22δ43

1−(δ1+δ2σ 2Z )


1−(δ1+δ2σ 2Z )

(1−δ21−3σ 4Z δ22−2δ1δ2σ 2Z )

 
δ0+δ2δ23


1−(δ1+δ2σ 2Z )
2
= 3

1− δ1 − δ2σ 2Z
 
5δ22δ
2
3σ
2
Z + δ2δ23δ1 + δ2δ23 + δ0δ2σ 2Z + δ0 + δ0δ1

δ0 + δ2δ23
 
1− δ21 − 3σ 4Z δ22 − 2δ1δ2σ 2Z
 
and
E

y2t
 = φ2E y2t−1+ σ 2b E y2t−1+ σ 2Z δ0 + δ2δ23
(1− δ1 − δ2σ 2Z )
= σ
2
Z

δ0 + δ2δ23

(1− δ1 − δ2σ 2Z )(1− φ2 − σ 2b )
.
Since,
E

y4t
 = 3σ 4Z E h2t + 6φ2σ 2b E( y4t−1)+ 6σ 2b σ 2Z E( y2t−1)+ φ4E( y4t−1)+ 3σ 4b E( y4t−1)+ 6φ2σ 2Z E(ht)E( y2t−1)
we have
E

y4t
 =  3σ 4Z
1− 6φ2σ 2b − φ4 − 3σ 4b

E

h2t
+ 6σ 2Z

σ 2b − σ 2b δ1 − σ 2b δ2σ 2Z + φ2δ0 + φ2δ2δ23
1− δ1 − δ2σ 2Z
 
1− 6φ2σ 2b − φ4 − 3σ 4b
 E( y2t−1)
= 3σ 4Z

δ20δ1 + 6δ0δ22δ23σ 2Z + δ20δ2σ 2Z + 2δ0δ2δ23δ1 + 5δ32δ43σ 2Z + δ22δ43δ1 + 2δ0δ2δ23 + δ20 + δ22δ43

1− 6φ2σ 2b − φ4 − 3σ 4b
 −1+ δ1 + δ2σ 2Z  −1+ δ21 + 3σ 4Z δ22 + 2δ1δ2σ 2Z 

+

6σ 4Z

σ 2b − σ 2b δ1 − σ 2b δ2σ 2Z + φ2δ0 + φ2δ2δ23
 
δ0 + δ2δ23

1− δ1 − δ2σ 2Z
2 1− 6φ2σ 2b − φ4 − 3σ 4b  1− φ2 − σ 2b 

.
The kurtosis of the process is K ( y) = E

y4t

E

y2t
2
K ( y) =

3σ 4Z
1−6φ2σ 2b−φ4−3σ 4b

E

h2t
+ 6σ 2Z  σ 2b−σ 2b δ1−σ 2b δ2σ 2Z +φ2δ0+φ2δ2δ231−δ1−δ2σ 2Z 1−6φ2σ 2b−φ4−3σ 4b 

E( y2t−1)
σ 2Z

δ0+δ2δ23

(1−δ1−δ2σ 2Z )(1−φ2−σ 2b )
2
and hence, the result. 
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Theorem 2.2. Consider the general class of Random Coefficient QGARCH(1, 1) Volatility Models for the time series yt , where
yt =

htZt (2.12)
ht =

δ0 + δ2δ23
+ δ1ht−1 + 2δ2δ3yt−1 + (δ2 + |at−1|) y2t−1 (2.13)
where Zt ∼ N(0, σ 2Z ) and at ∼ N(0, σ 2a ). Then, we have the following moment properties
E (ht) =

δ0 + δ2δ23

1−

δ1 + δ2σ 2Z + σ 2Z σa

2
π

E

h2t
 = 2δ0δ2δ23 + δ20 + δ22δ43
1−

6σ 4Z δ2σa

2
π
+ δ21 + 3σ 4Z δ22 + 3σ 4Z σ 2a + 2δ1σ 2Z δ2 + 2δ1σ 2Z σa

2
π

+
2

3δ22δ
2
3σ
2
Z + δ0σ 2Z σa

2
π
+ δ0δ2σ 2Z + δ0δ1 + δ2δ23δ1 + δ2δ23σ 2Z σa

2
π


1−

6σ 4Z δ2σa

2
π
+ δ21 + 3σ 4Z δ22 + 3σ 4Z σ 2a + 2δ1σ 2Z δ2 + 2δ1σ 2Z σa

2
π
E (ht−1)
K ( y) =
3

2δ0δ2δ23 + δ20 + δ22δ43
 
1−

δ1 + δ2σ 2Z + σ 2Z σa

2
π
2

1−

6σ 4Z δ2σa

2
π
+ δ21 + 3σ 4Z δ22 + 3σ 4Z σ 2a + 2δ1σ 2Z δ2 + 2δ1σ 2Z σa

2
π
 
δ0 + δ2δ23
2
+
6

3δ22δ
2
3 + δ0δ2

σ 2Z + σ 2Z

δ0 + δ2δ23

σa

2
π
+ δ0 + δ2δ23 δ1 1− δ1 + σ 2Z δ2 + σa 2π 
1−

6σ 4Z δ2σa

2
π
+ δ21 + 3σ 4Z δ22 + 3σ 4Z σ 2a + 2δ1σ 2Z δ2 + 2δ1σ 2Z σa

2
π
 
δ0 + δ2δ23
 .
The proof of Theorem 2.2 is along similar line to the proof given for Theorem 2.1 and is omitted.
Remark 2.1. Note that when σa = 0, σZ = 1, and δ3 = 0 in Theorem 2.2, the kurtosis of the process converge to the one
reported by Thavaneswaran et al. [12] as follows.
K ( y) = 3

1− δ1 + δ2σ 2Z 2
1− δ21 + 3σ 4Z δ22 + 2δ1σ 2Z δ2 + 6

δ2σ
2
Z + δ1
 
1− δ1 + δ2σ 2Z 
1− δ21 + 3σ 4Z δ22 + 2δ1σ 2Z δ2
= 3

1− δ1 + δ2σ 2Z 2 + 6 δ2σ 2Z + δ1 1− δ1 + δ2σ 2Z 
1− δ21 + 3σ 4Z δ22 + 2δ1σ 2Z δ2
= 3

1− (δ1 + δ2)2

1− δ21 − 3δ22 − 2δ1δ2
= 3

1− (δ2 + δ1)2

1− (δ2 + δ1)2
− 2δ22 > 3
where for a normal GARCH(1, 1)model δ2 = α, and δ1 = β and K ( y) = 3(1−(α+β)
2)
(1−(α+β)2)−2α2 .
3. Conclusions
In this paper some results in [16] are extended to RCA model with quadratic GARCH errors. In particular we consider
some volatility models with quadratic GARCH innovations and derive the kurtosis of the process. Kurtosis of GARCH model
plays an important role in many applications with real data. Financial time series models for intra-day trading are typical
example of random coefficient models with GARCH errors. Random coefficient model may be viewed as a special case of a
state space model for y2t and the parameter process θt , and inference on these processes may be studied as in [17].
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