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The effects of viruses on marine microbial communities are myriad. The high biodiversity
of viruses and their complex interactions with diverse hosts makes it a challenge to link
modeling work with experimental work. In various trophic groups, trait-based approaches
have helped to simplify this complexity, as traits describe organism properties in terms
of taxon-transcending units, allowing for easier identification of generic, underlying
principles. By predicting large-scale biogeography of different plankton functional types
based on key sets of traits and their associated tradeoffs, these approaches have made
major contributions to our understanding of global biogeochemistry and ecology. This
review addresses the question of how a trait-based approach can make contributions
toward understandingmarine virus ecology.We review and synthesize current knowledge
on virus traits with a focus on quantifying the associated tradeoffs. We use three case
studies—virulence, host range, and cost of resistance—to illustrate how quantification
of tradeoffs can help to explain observed patterns, generate hypotheses, and improve
our theoretical understanding of virus ecology. Using a nutrient-susceptible-infected-virus
model as a framework, we discuss tradeoffs as a link between model building (theory)
and experimental design (practice). Finally, we address how insights from virus ecology
can contribute back to the trait-based ecology community.
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1. INTRODUCTION
“We live in a dancing matrix of viruses”
– Thomas and Parker (1974).
Linking modeling and experimental work is an ongoing challenge in ecology. For marine viruses,
ecologists are beginning to model the role of viruses in shaping biogeography, biogeochemistry,
macroecology, and climate in the oceans. As bearers of life and death, viruses influence growth and
mortality rates within microbial communities, mediating biogeochemical processes, and driving
adaptation and evolution (Fuhrman, 1999; Brussaard, 2004; Suttle, 2007; Weitz and Wilhelm,
2012). Lytic viruses may account for up to 50% of bacterial mortality in the pelagic ecosystem
(Suttle, 1994; Fuhrman and Noble, 1995; Fuhrman, 1999), and they can abruptly terminate
eukaryotic algae blooms (Bratbak et al., 1993; Nagasaki et al., 1994). Lysogenic viruses, embedded in
the host genome, may on the other hand have effects on hosts ranging from parasitic to mutualistic
(Weinbauer, 2004). Viruses contribute to both top-down and bottom-up control of the microbial
community (Weitz et al., 2016). They are thus key components of ocean ecosystem models.
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Virus-mediated mortality has multiple, often contrasting, and
globally significant biogeochemical effects. For example, there
are competing hypotheses on whether viral lysis increases or
decreases carbon export from the euphotic zone. If dissolved
matter from lysis is typically remineralized, this would lead to
increased regenerate production in the euphotic zone (Fuhrman,
1999; Wilhelm and Suttle, 1999; Weinbauer, 2004) and reduce
export by shortcutting transfer to higher trophic levels and
sinking fecal pellets (De La Rocha and Passow, 2007). On the
other hand, transparent exopolymeric particles released during
lysis may actually enhance particle aggregation and sinking
(Proctor and Fuhrman, 1991). Furthermore, by stimulating
regenerate production, viruses may sustain higher microbial
biomass (Weinbauer, 2004), which may affect export. Virus
infection can also alter cell stoichiometry and uptake rates,
thereby altering biogeochemical pathways (Weitz and Wilhelm,
2012; Jover et al., 2014).
Viruses are also important drivers of microbial diversity
(Thingstad, 2000; Weinbauer, 2004; Thingstad et al., 2015).
A consequence of the strong top-down control by viruses on
the microbial community is selection for host cell structures
and functions rendering resistance. Such structural adaptations
may be physiologically costly, which allows coexistence of both
susceptible and resistant hosts. Typically, structural changes
are such that virus-host interactions become highly specific
(Lima-Mendez et al., 2015). The result is that viruses can
regulate strain diversity within species (Thingstad et al., 2014),
or species diversity within microbial communities, depending on
the specificity of the virus-host interactions. In a dynamic world,
co-evolutionary arms races—where hosts try to escape virus
infections and viruses evolve to infect resistant hosts—provide an
important mechanism to build and maintain microbial diversity
(Martiny et al., 2014).
The increasing recognition of the importance of viruses has
motivated work to incorporate them into ecosystem models—
particularly those representing biogeochemical processes (Weitz
et al., 2015; Middleton et al., in press). Virus ecology is
complex, however, and representing the diversity of processes
and interactions described above remains a challenge for
modelers. Most ecosystem models approach ecological problems
either at the species level or at the level of trophic groups.
This strategy is reasonable, given the fundamental importance
of species as a taxonomic unit and of trophic interactions.
However, this approach has limitations when it comes to
certain objectives. Challenges include: (1) connecting community
structure with ecological function, (2) drawing causal links
between organism properties and macroecological patterns, and
(3) making diversity tractable in ecosystemmodels. Each of these
challenges is key both to understanding basic ecology as well as
to predicting the ocean’s response to changing climate and other
pressures.
An alternative to species-centric models is the trait-based
approach to ecology, which has seen a recent resurgence in
marine ecology (Barton et al., 2016). The trait-based approach
to ecology has some early roots in marine systems (Sheldon
et al., 1972), but much of the foundational work comes
from terrestrial ecosystems, where global trait databases have
facilitated breakthroughs (Wright et al., 2005; Violle et al., 2007;
Kattge et al., 2011). The approach has gained traction in marine
ecosystems over the past 10 years, primarily for phytoplankton
(Follows et al., 2007; Litchman et al., 2007; Litchman and
Klausmeier, 2008; Edwards et al., 2012; Barton et al., 2013),
but also for zooplankton (Kiørboe et al., 2010; Litchman et al.,
2013; Record et al., 2013b) and fish (Claudet et al., 2010;
Marras et al., 2013; Opdal and Jørgensen, 2015; Pimentel et al.,
2016). While ecologists have not agreed upon a single rigorous
definition of “trait,” the objective is to define characteristics
of organisms that link processes at the individual level to
population-, community-, or ecosystem-level processes. Traits
are typically taxon-transcending properties that describe growth,
ontogeny, reproduction, and defense, and ultimately determine
fitness (Litchman et al., 2013). When successful, the trait-
based approach can explain mechanistically the organization and
function of an ecosystem (Hansen et al., 1994; Follows et al., 2007;
Rose et al., 2007; Banas, 2011; Record et al., 2012, 2013a; Zhang
et al., 2013; Andersen and Beyer, 2015). The notion of a trait often
goes hand-in-hand with modeling, as traits can be represented
as parameters in systems of dynamical equations. As such, they
provide a useful link between models, which require values for
these parameters, and experiments, which measure them.
Many of the parameters found in virus models have been
reviewed and described in the context of traits (Weitz et al.,
2016, Ch. 2). To link traits with the underlying ecology, we also
require an understanding of tradeoffs associated with sets of
traits. Tradeoffs occur when an increase in fitness associated
with one trait comes at a fitness cost associated with another
trait. Identification of tradeoffs has recently been proposed as a
key step toward linking the work of modelers and empiricists
(Barton et al., 2016). The concept of tradeoffs is commonly
invoked in the virus literature (Bohannan et al., 2002; De Paepe
and Taddei, 2006; Jessup and Bohannan, 2008; Pradeep Ram
and Sime-Ngando, 2010; Keen, 2014), and with the recent
reemergence of the trait-based approach in marine ecology, it is
timely to review our understanding of marine virus tradeoffs in
order to help incorporate it into the broader trait-based dialogue.
Here we provide a review of marine virus traits and attempt to
characterize and quantify the tradeoffs associated with some of
the most important traits. We include viruses that infect pelagic
bacteria, archaea, and eukaryotes, though there is considerably
more literature on bacteriophages. We use three case studies
and simple illustrative model simulations to demonstrate how
quantification of tradeoffs can help to explain observed patterns,
generate hypotheses, and link modeling work and empirical
work.
2. A FRAMEWORK FOR TRAIT-BASED
VIRUS MODELS
The first step in a trait-based approach to the ecology of a group
of organisms is to build a framework that includes the traits
involved in important tradeoffs (Litchman et al., 2013). Here we
use a dynamical systems model as the core of our framework.
A recent review of marine virus-host models (Middleton et al.,
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in press) found a wide variety in model equations and state
variables used to describe marine virus-host interactions. While
there was some commonality among models, nearly one third
did not include a state variable tracking virion abundance
(e.g., Beltrami and Carroll, 1994; Chattopadhyay and Pal, 2002;
Singh et al., 2004; Rhodes and Martin, 2010). This follows
the convention in biogeochemical models of using a linear
mortality term to capture all background mortality including
viral lysis. Other notable state variables in marine virus-host
models included a separate infected host population (Bratbak
et al., 1998), a virus population within host cells (Siekmann and
Malchow, 2008), a virus inhibitor (Thyrhaug et al., 2003), and
a resistant population (Middelboe, 2000). Model design is often
dictated by available data or by hypotheses, or, for marine virus-
host models, based on other standard forms such as susceptible-
infected-removed (SIR) models of epidemics (Kermack and
McKendrick, 1927).
Following Litchman et al. (2013), we have classified virus
traits based on ecological function and trait type (Table 1). This
exercise itself illustrates some of the challenges around building a
general trait-based framework for marine pelagic ecology. Some
of the trait categories in the Litchman classification needed to
be changed to apply to viruses. Additionally, not all of these
traits convert easily into model parameters. Some traits that have
been studied and reviewed (Weitz et al., 2016) translate directly
to model parameters (e.g., burst size). Those that do not (e.g.,
size) generally have one or more underlying relationships that
translate indirectly into model parameters. We constructed a set
of equations based on the common components in marine virus-
host models (Middleton et al., in press) designed to incorporate
the quantitative traits outlined inTable 1. The full model includes
all traits discussed in this review so that the associated tradeoffs
can be exploredmathematically. Themodel can be reduced based
on simplifying assumptions into various forms that are used
in other modeling studies (detailed in Supplementary Material).
A chemostat is simulated, where hosts are partitioned into
those that are susceptible and those that are infected. Encounter
between free living viruses and susceptible hosts creates infected
hosts. The full model is a Nutrient-Susceptible-Infected-Virus
(NSIV) model, representing virus infection of a generic host
population. The equations are written:
dN
dt
= δ(Nin − N)− µ(N)(S+ γ I) (1)
dS
dt
=
1
c
µ(N)S− φSV − ωS (2)
dI
dt
= γ
1
c
µ(N)I + φSV − (1− γ )λI − ωI (3)
dV
dt
= β(1− γ )λI − φSV − ψV (4)
where N is the nutrient concentration supplied at an input
concentration Nin and dilution rate δ, S is the population of
susceptible hosts, I is the population of infected hosts, and V is
the population of viruses (Table 2). The parameter φ represents
an interaction kernel between viruses and hosts, µ is a growth
function for hosts, and c is the host nutrient quota. Host and virus
losses,ω andψ respectively, include losses due to dilution, as well
as other forms of mortality or decay. The parameter γ determines
the virulence strategy, representing the lysogenic proportion of
the virus. Hosts are lysed at rate λ, and each lysis event results in
β free living virions. Each parameter represents a trait explicitly
or can be expressed as a function of a trait. In some contexts, a
parameter can combine multiple traits, such as the interaction
kernel, which includes processes like encounter (dependent upon
size) as well as structure or entry mechanism. In such cases,
as we understand more about these traits, we can replace the
parameter with a more refined function that captures multiple
traits. We will use this model, or its reduced versions (detailed
in Supplementary Material), to illustrate the tradeoffs associated
with the reviewed traits.
3. IDENTIFYING AND QUANTIFYING
TRADEOFFS
Each of the traits listed in Table 1 is hypothetically involved in
one or more tradeoffs. Here we focus on four traits and their
associated tradeoffs: size, virulence, host range, and resistance.
For the latter three cases, we use the NSIV model framework
(Equations 1–4) to evaluate the tradeoff associated with the trait
and compare predictions to observations. The fourth case—
resistance—illustrates the interaction between virus traits and
host traits.
3.1. Size
Ocean ecosystems are strongly size-structured. Organism size
is a first-order determinant of many aspects of ecosystem
structure and function, including production and metabolism
(López-Urrutia et al., 2006), reproduction (Sheldon et al., 1972),
predator-prey interactions (Banas, 2011; Golet et al., 2015), and
species richness (Record et al., 2012) to name a few. As a trait, it is
often viewed as a primary axis for describing marine ecosystems
(Barton et al., 2013; Litchman et al., 2013), with a strong body
of theory explaining how size structures marine ecosystems from
bacteria to whales (Andersen et al., 2016). It is unknown whether
these allometric relationships extend to the viruses.
3.1.1. Survival
Important sources of virus loss include ultraviolet light
(Murray and Jackson, 1993; Wilhelm et al., 2003), grazing
(Deng et al., 2014), adsorption, and genome size and density
(De Paepe and Taddei, 2006). These processes have strong
allometric dependencies in general, but it is an open question
whether virus loss in the marine environment is strongly size-
dependent.
3.1.2. Encounter and Infection
As non-motile entities, extracellular virus particles depend
on Brownian motion for random encounter with hosts. As
such, diffusive transport is likely to be a primary determinant
of host-virus encounter. Larger virus particles diffuse more
slowly, and are thus expected to be at a disadvantage in terms
of contact rates (Murray and Jackson, 1992). Simple physical
arguments may also be used to understand which hosts are more
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TABLE 1 | Overview of virus traits, following the classification scheme of Litchman et al. (2013).
Ecological function
Survival Replication and production (reproduction) Encounter and infection (feeding)
Morphology • Size • Size • Size
• Capsid (lipid-enveloped vs. naked protein) • Structure (icosahedral, helical, complex)
T
ra
it
ty
p
e
Physiology • UV resistance • Burst size (β) • Genome type
• Latent period (λ) • Latent period (λ) • Genome length
• Transcription control • Transcription control
Infection mechanism • Entry mechanism • Host range (ρ)
(behavior) • Release mechanism
• Replication site
• Assembly site
Infection strategy • Virulence (γ ) • Virulence (γ )
(life history) • Transcription control
Where the category names have been changed, the original Litchman category name is given in parentheses. Bold text indicates quantitative trait; plain text indicates categorical trait.
Parameter in parentheses corresponds to how the trait is represented in Equations (1–4) or (11, 12).
TABLE 2 | Parameter and variable descriptions and units.
Symbol Description Units
N Nutrient concentration mM
S Susceptible host biomass L−1
I Infected host biomass L−1
V Free living phage biomass L−1
δ Dilution rate day−1
Nin Nutrient concentration in input reservoir mM
µ Encounter rate between nutrient ions and host cells L (day)−1
c Host nutrient quota mmol
φ Interaction kernel between susceptible hosts and
free living phage
L (day)−1
γ Proportion of each phage population that are
lysogenic
-
λ Lysis rate day−1
β Burst size -
ω Host losses day−1
ψ Virus losses day−1
susceptible to encounter with virus particles. Probability of virus
attachment is greater for larger organisms with higher surface
area. Furthermore, larger organisms generally swim faster,
clearing a larger volume of water and enhancing the probability
of virus encounter (Murray and Jackson, 1992). Simple physical
controls on encounter do not necessarily manifest in clear
relations between virus particle size and the size of the host it is
able to infect. For example, coccolithoviruses with capsids∼170–
200 nm in diameter infect haptophyte Emiliania huxleyi (5–8µm
diameter) (Schroeder et al., 2002), while the significantly smaller
Rhizosolenia setigera-virus (∼30 nm diameter) infects the much
larger diatom R. setigera (2–50µm diameter and 0.1–1mm
length) (Nagasaki et al., 2004). Furthermore, the sizes of virus
and host genomes appear to be unrelated (Brown et al., 2006).
While these examples do not point toward a simple, canonical
virus:host size ratio, to the best of our knowledge, no one has
systematically addressed this question in a broad range of marine
virus-host systems.
3.1.3. Virus Production
Over sufficiently large ranges, growth rate tends to decline with
organism size in eukaryotes, while the opposite is true for
prokaryotes (Kempes et al., 2012). Very little is known about
the relation between virus particle size and production rate.
Since viruses utilize host metabolic machinery for replication,
virus production rate generally follows growth rates of the
host and varies depending on host growth conditions and
physiology (Van Etten et al., 1983; Moebus, 1996; Bratbak et al.,
1998; Middelboe, 2000; Baudoux and Brussaard, 2008). On the
other hand, replication rate may depend more directly on virus
particle size. Virus replication rate is also likely to depend on
morphological variation across diverse phylogenies. A proxy
often used to infer virus accumulation rate is burst size. There
is evidence that burst size is related to the ratio between host and
virus genome lengths (Weitz et al., 2015), and that number of
base pairs is related to capsid size (Jover et al., 2014), suggesting
that a smaller virus can make more copies of itself than a large
virus, all other factors being equal. However, burst size is not a
direct reflection of the metabolic efficiency of virus replication.
It says nothing about the time required for replication, which in
part may be reflected in the duration of latent period. Few direct
measurements of virus replication rates are available, making it
difficult to know the allometric scaling of virus production.
3.2. Virulence: Tradeoffs with Lysogeny and
Lysis
Pathogenic virulence influences microbial fitness in complex and
interesting ways. Lysogenic viruses can enhance host fitness by
increasing the growth of infected hosts (Edlin et al., 1975), and
providing protection against closely related viruses (Ptashne,
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1967). Lysogeny is associated with horizontal gene transfer
(Chiura, 1997; Lawrence and Ochman, 1998; Ochman et al.,
2000), and bacterial genomes contain a high portion of dormant
or repurposed phage genes (Casjens et al., 2000; Ochman et al.,
2000; Hayashi et al., 2001; Daubin et al., 2003). Due to its
importance for public health and epidemiology, there is a sizeable
literature on factors controlling the switch from lysogeny to lysis
(Brüssow et al., 2004; Ptashne, 2004), as well as some marine
examples (Paul and Jiang, 2001; Brum et al., 2016). The switch
may be related to molecular interactions between host and virus
(Ptashne, 2004; Zeng et al., 2010), or environmental cues that
relate, for example, to host production (Koudelka et al., 1988;
Wilson and Mann, 1997; Williamson et al., 2002; Weinbauer
et al., 2003). Relatively few studies (Levin and Lenski, 1983;
Stewart and Levin, 1984; Koudelka et al., 1988; Williamson et al.,
2002; Weinbauer et al., 2003) have explored the ecological factors
that may ultimately govern when and where lysogenic vs. lytic
replication modes are selected. Here, we briefly review observed
relationships between environmental variables and prevalence of
lysogeny. We then use Equations (1–4) to explore a tradeoff that
may govern observed trends.
3.2.1. Temperature
Wilson and Mann (1997) concluded that the only studies
relating temperature to the switch between lysogeny and lysis
were with enteric hosts (Edgar and Lielausis, 1964; Gough,
1968), and that evidence in marine systems was limited. Since
then, correlations between temperature and lysogeny have been
found in a range of environments (Cochran and Paul, 1998;
Williamson et al., 2002; Maurice et al., 2010; Payet and Suttle,
2013). The general pattern shows low temperatures favoring
lysogenic phages, and high temperatures favoring lytic phages.
Temperature has been used to provoke prophage induction in
natural seawater samples (Jiang and Paul, 1996), but laboratory
experiments testing the dependence of the switch on temperature
have been equivocal (Williamson and Paul, 2006). Early in their
experiments, Williamson and Paul (2006) observed elevated
temperature leading to higher production rates and reduced
lysogeny. Later in the experiments however, high temperature
cultures reduced overall production of free phage by both lytic
and lysogenic infections.
3.2.2. Light
Tests of the influence of light intensity on the switch between
lysogeny and lysis can be divided into those that tested effects
of UV radiation, and those that tested whether direct sunlight
could induce lysis. In general, the results evidence that induction
response to light varies among host species (possibly even at
the strain level) and specific lysogens. For example, Vibrio
lysogens could be induced by sunlight (Faruque et al., 2000)
and Synechococcus phages could be induced by continuous, high
light (McDaniel et al., 2006). In contrast, other studies failed to
induce natural assemblages with sunlight (Wilcox and Fuhrman,
1994; Jiang and Paul, 1996) while UV radiation has been proven
effective to revert lysogenic to lytic infections within natural
assemblages (Jiang and Paul, 1996; Weinbauer and Suttle, 1996).
3.2.3. Nutrients
Field and laboratory observations suggest nutrient status is
likely to influence the prevalence of lysogeny. There is ample
evidence, from a range of studies in different oceanic regions,
that the proportion of hosts in natural assemblages carrying
inducible prophages varies as a function of trophic status. The
abundance of hosts with lysogenic infections is often lower in
more productive than in less productive waters and also lower
in highly productive summer months than in low productive
winter months (Jiang and Paul, 1994; McDaniel et al., 2002;
Weinbauer et al., 2003; Lymer and Lindström, 2010; Payet and
Suttle, 2013). Additionally, it has been empirically shown that
nutrient enrichment of natural samples may induce lysogens
in some bacterial assemblages (Wilson et al., 1998; Williamson
et al., 2002), but not in others, e.g., Synechococcus populations
(McDaniel and Paul, 2005), while nutrient starvation can lead
to the establishment of lysogeny in the heterotrophic bacteria
Pseudomonas aeruginosa (Kokjohn et al., 1991). Similarly,
phosphate depletion in cultures of the photoautotrophic bacteria
Synechococcus sp. (Wilson et al., 1996) has been shown to
decrease burst size and lysis rate of infected host populations,
suggesting cyanophages entered a lysogenic state in response to
nutrient starvation.
3.2.4. The Virulence Tradeoff
There must be a tradeoff associated with the switch between
lysis and lysogeny, otherwise one would always be favored over
the other. In low productive systems, encounter between hosts
and extracellular virus particles may be low, and insufficient to
overcome losses, rendering lysogeny the favorable strategy for
production. In relatively productive systems, when encounter
is high, virus replication could be maximized by frequently
lysing hosts. This amounts to a tradeoff with the maximum
host production potential. The above literature review suggests
increases in light, temperature, and nutrients are all correlated
with diminished lysogeny, with arguably the strongest support
for nutrient related control. We can examine this hypothesized
tradeoff using the NSIV model (Equations 1–4), where the
parameter γ determines the virulence strategy of the virus.
When γ = 1, the virus is lysogenic. Infected hosts grow at
the same rate as susceptible hosts (a simplifying assumption
that can potentially be relaxed), and there is no lysis. When
γ = 0, infected hosts do not grow, and lysis proceeds at rate
λ. With the system solved in steady state (see Supplementary
Material), we can explore two scenarios exemplifying contrasting
virulence strategies. The following two expressions are the total
equilibrium virus biomass when γ = 1 and when γ = 0,
respectively.
V totlys =
βδ
cω
Nin −
βδ
µ
(5)
V totlyt =
βδµ
c(βδφ + ψµ)
Nin −
ω
φ
(6)
Note that these expressions assume the rate of lysis, λ,
is significantly greater than other parameters in the model
(Supplementary Material). The above expressions are both linear
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functions of the nutrient input concentration Nin (Figure 1A),
and give a guide to when lytic replication may be favorable over
lysogeny. Interestingly, the minimal nutrient input required for
lytic viruses to exist is always greater than the nutrient input
required for lysogenic viruses to exist:
N
lys
in =
cω
µ
(7)
N
lyt
in =
cω
µ
+
cωψ
φδβ
(8)
Since c, ω, ψ , φ, δ, and β are all positive, we have N
lys
in < N
lyt
in .
The prediction is that lytic viruses may only be present at a
nutrient input concentration that is higher than that required to
sustain host biomass. Thus, low nutrient supply may naturally
favor lysogenic viruses, since lytic viruses may not survive as
free-existing entities. If viruses are assumed to switch from
lysogeny to lysis once nutrient supply is sufficient to support a
free living population of viruses, then the overall prevalence of
lysogeny would decrease as a function of nutrient enrichment,
perhaps replaced by predominately lytic viruses (Figure 1B).
Thus, lysogeny may be favored under low nutrient conditions,
and lytic production favored under relatively high nutrient
conditions (Knowles et al., 2016; Weitz et al., 2016, cf).
The analysis presented here examines the potential for lytic
viruses to exist in a range of nutrient conditions, but says
nothing about the biological mechanisms that directly control
virus replication strategy. Host metabolic state is associated with
changes in replication strategy (Ptashne, 2004; Ghosh et al.,
2009), and is expected to improve as nutrient supply increases.
Host metabolic state may therefore provide a direct, mechanistic
link between environmental conditions and virus replication
strategy. Better understanding of the transition from lysogeny
to lysis thus depends on our mechanistic understanding of
metabolic cues, as well as the trade-offs governing feasibility
of the different strategies, shown here to include host-virus
encounter, burst, virus replication rate, host, and virus mortality
(Equations 5, 6, Figure 1).
3.3. Host Range: Tradeoffs with Specificity
and Generality
The prevalent view of high host specificity among marine
viruses has been changing recently as wide and variable host
ranges are observed among marine viruses (Holmfeldt et al.,
2007; Flores et al., 2011). Host ranges can be variable across
host strains (DePaola et al., 1998; Liu et al., 2001; Allen
et al., 2007; Holmfeldt et al., 2007; Stenholm et al., 2008;
Martínez et al., 2015) as well as across host phyla (Malki
et al., 2015). A broad host range (generalist) must come with
some cost; otherwise we would expect no host specialists.
Coexistence between generalists and specialists is a topic of
broader interest in ecology (Egas et al., 2004; Ma and Levin,
2006). In other ecological contexts, tradeoffs associated with
generalism versus specialism are associated with foraging strategy
(Wilson, 1994), scale of temporal variability in environment or
resource (Gilchrist, 1995), and habitat fragmentation (Marvier
et al., 2004) to name a few. For viruses, there has been
some analytical work examining possible tradeoffs (Jover et al.,
2013). By revisiting data in published studies, we found
evidence for possible tradeoffs with host range size, including
virus genome size, burst size, and morphology (Table 3, data
shown in Supplementary Material). There are other sources of
information that suggest possible tradeoffs but without sufficient
measurements to show statistical significance (e.g., Mojica and
Brussaard, 2014).
3.3.1. Genome Size
A broader host range could imply that the virus strain has some
increased ability to overcome a wider range of host defenses.
The hypothesized tradeoff would be that this requires a longer
genome with larger functional potential, which requires more
cell resources to assemble, ultimately slowing virus population
increase rates. In a diverse host community, access to a greater
number of hosts would outweigh this cost for a generalist, and
in less diverse host communities, the more rapid population
increase rate of specialists would be favored. There is some
evidence that host range size correlates positively with genome
size for lytic viruses (Table 3). These relationships are driven
by the extremes (i.e., generalists and specialists), with higher
variance for intermediate host ranges. The relationship is also
reversed for lysogenic viruses (Table 3) (e.g., Stenholm et al.,
2008). In some cases there is no relationship (Comeau et al.,
2006).
3.3.2. Burst Size
There is at least one example of evidence for a strong relationship
between host range and burst size, though this relationship is
based on a small sample size (Table 3) (Stenholm et al., 2008).
The relationship is also in the reverse direction from what one
would expect from a tradeoff: a higher host range is associated
with a higher burst size, so generalists would hypothetically have
an advantage over specialists in both cases. However, greater
burst size is also associated with greater latency period (Wang,
2006), and greater burst size, as with host range, is associated with
larger genomes (Brown et al., 2006; Weitz et al., 2016). A tradeoff
might therefore involve more than two traits, with a greater host
range requiring extra genetic machinery and longer latency time,
producing a cost with the potential to offset the advantages of
generalism.
3.3.3. Morphology
A number of morphological traits associated with size relate
positively with host range size, namely head length, head
diameter, and tail diameter (Table 3). Additionally, DePaola
et al. (1998) found among Vibrio phages a distinct short-tailed,
long capsid morphotype that had a markedly wider host range
than the other phages examined. Again, the tradeoff would
likely have to do with the extra resources required for larger
sizes.
3.3.4. Interaction Networks
The host range trait can be categorized into generalists,
specialists, and intermediate cases, and the overall prevalence of
these different strategies manifest in distinct network structures
(Proulx et al., 2005). Nestedness—that is, the specialist virus
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FIGURE 1 | Tradeoff between lysogenic and lytic infection. (A) Lines were generated using Equations (5) and (6) with δ, µ, c, β, φ, ω, and ψ equal to 0.1,
1×10−9, 2.3×10−12, 50, 1×10−11, 0.4, 0.1, respectively. The lysogenic and lytic populations can sustain non-negative biomass when Nin = N
lys
in , and Nin = N
lyt
in ,
respectively (Equations 7, 8). Low nutrient input enables lysogeny to survive when the lytic strategy would fail. High nutrient input can lead to survival of free-existing
lytic phage. (B) The model in (A) can be used to explain the relationship between fraction of hosts that are lysogenic (FLC), and fraction of hosts with lytic infections
(FIC). Data are of bacterial assemblages in a range of trophic conditions, ranging from the relatively oligotrophic Mediterranean Sea, to the more productive Baltic Sea
(Weinbauer et al., 2003). Total lysogenic infection was inferred by treatment with mitomycin C. The decline in FLC as a function of FIC is thought to be due to nutrient
enrichment. The jagged blue line averages total lysogenic (FIC) and lytic infection (FLC) for a community of phages, each modeled with Equations (1–4) where
parameters β and φ were drawn randomly from uniform distributions ±50% of the values in (A), and no tradeoffs were imposed between parameters. Each virus in
the community was assumed to switch from lysis to lysogeny when Nin = N
lyt
in . The jagged line arises because each community member has a unique N
lyt
in
determined by the randomly drawn β and φ. The gray shaded region is one standard deviation from the mean for FLC and FIC.
infects the host that is infected most commonly—appears to
be common among closely related host-virus groups, though
other configurations occur (Flores et al., 2011). Interestingly,
these network structures appear limited to more closely related
phylogentic host-virus networks. Broad phylogenetic groups are
characterized by a nested-modular network structure, whereby
nestedness only occurs in modules, and viruses within each
module are generally unable to infect more distantly related
hosts belonging to separate modules (Beckett and Williams,
2013). Marine viruses follow these patterns as well, though an
aggregation of the reviewed data shows a disproportionately
high number of generalists and specialists as compared to
intermediate cases (Figure 2A).
3.3.5. The Host Range Tradeoff
To examine the potential tradeoffs associated with host range,
we use a simplified version of the NSIV model (Equations 1–4),
where we consider only the lytic case without an explicit
population of infected hosts (Supplementary Material Section
1.3). If we assume a nutrient replete environment, we can
approximate host population growth rate with a constant α, and
write the system as two equations:
dS
dt
= αS− φVS−mS (9)
dV
dt
= φβVS− ψV (10)
Simplifications like this allow for focusing on a single
tradeoff. To understand the host range dimension, we include
multiple hosts and viruses, with different combinations of
infection:
dSj
dt
= αjSj −
∑
i
φijViSj
[
ρijSj∑
k ρikSk
]
−mjSj (11)
dVi
dt
=
∑
j
φijβijViSj
[
ρijSj∑
k ρikSk
]
− ψiVi (12)
where i and j subscripts represent hosts and viruses respectively,
and ρij is a binary parameter that describes whether virus j infects
host i. In this configuration, different host-virus interaction
matrices (Flores et al., 2011) can be input as binary matrices of
ρ values.
In this system, a diversity of viruses and hosts can coexist
if host range trades off with φiβi/ψi (Jover et al., 2013).
We tested a tradeoff between host range and the interaction
kernel φ, which encapsulates the above reviewed traits that
likely tradeoff with host range. We ran an ensemble of
simulations with varying numbers of hosts and viruses, nested
host range structures, and a forced tradeoff between host
range and φ (Figure 2B). The simulation reproduced the
observed bimodal pattern of higher abundance of generalists and
specialists as compared to the intermediate cases (Figure 2C)
when two conditions were met: the interaction network has a
nested structure, and the tradeoff relationship (Figure 2B) is
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TABLE 3 | Evidence for tradeoffs with host range.
Trait related to host range Direction r2 p Note References
Genome size (kb) + 0.40 0.001 Holmfeldt et al., 2007
− 0.57 0.01 Two bands Holmfeldt et al., 2007
− 0.79 0.001 Two bands Holmfeldt et al., 2007
+ 0.42 0.001 Lytic Stenholm et al., 2008
− 0.55 0.001 Lysogenic Stenholm et al., 2008
− Lytic Baudoux and Brussard, 2005
Burst size + 0.96 0.02 Stenholm et al., 2008
+ Lytic Baudoux and Brussard, 2005
Latent period + Lytic Baudoux and Brussard, 2005
Head diameter + 0.79 0.01 Lysogenic Stenholm et al., 2008
− 0.31 0.03 Lytic Comeau et al., 2006
Head length + 0.71 0.02 Lysogenic Stenholm et al., 2008
+ N/A 0.001 DePaola et al., 1998
Tail diameter + 0.58 0.05 Lysogenic Stenholm et al., 2008
The scatter plots for these correlation analyses are in the Supplement.
FIGURE 2 | (A) Smoothed histogram showing the proportion of virus strains with each host range strategy from 0 (infecting no tested hosts) to 1 (infecting all tested
hosts), averaged across 11 published experiments (Suttle and Chan, 1993; DePaola et al., 1998; Wichels et al., 1998; Sullivan et al., 2003; Comeau et al., 2005,
2006; Allen et al., 2007; Holmfeldt et al., 2007; Stenholm et al., 2008; Middelboe et al., 2009; Martínez et al., 2015). Gray shading shows variance around the mean.
(B) Input relationship between host range and interaction kernel, representing a hypothetical tradeoff. (C) Resulting output, after convergence, from simulation
examining a tradeoff associated with host range using the tradeoff depicted in (B).
concave up. If the tradeoff is concave down, then increasing
host range toward the extreme comes at a very high
cost in terms of the interaction kernel (and vice versa),
shifting the resulting distribution to a unimodal one with
an intermediate host range. This example shows how the
trait-based approach gives us a quantitative hypothesis about
the shape of a tradeoff and its ability to describe observed
patterns.
Host range is not just a function of virus traits, however.
Defense mechanisms of hosts can vary across strains as well.
Because the life histories of viruses and hosts are intimately
coupled, tradeoffs with host range can occur across the virus-
host relationship. We discuss this idea more generally in the next
section.
3.4. Resistance to Infection: Tradeoffs
Relating to Host Traits
Because viruses rely on hosts for their genetic material, tradeoffs
associated with virus traits can be intimately tied to host traits as
well. Tradeoffs around competitive and defensive traits in hosts
(in the following referred to as cost of resistance, COR) are an
intriguing example of such a link between virus and host traits.
3.4.1. COR in Natural Communities
Natural virus-host communities provide indirect evidence for
COR. The apparent paradox between laboratory experiments,
where host resistance readily evolves and eventually excludes
viruses, and the large abundance of viruses in the pelagic
environment (Weinbauer, 2004) gets resolved when considering
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COR. Specifically, resource limitation in natural environments
may render expensive defense less viable. There is ample evidence
of coexistence of susceptible and resistant hosts in natural
communities (Waterbury and Valois, 1993; Tarutani et al., 2000;
Holmfeldt et al., 2007; Middelboe et al., 2009), supporting the
idea that COR prevents resistant types to outcompete susceptible
types. Further support for COR is found in the observation that
dominant host types tend to be both resistant (Rosenzweig, 1973;
Lenski and Levin, 1985; Suttle and Chan, 1993; Waterbury and
Valois, 1993; Malmstrom et al., 2004; Suttle, 2007; Middelboe
et al., 2009; Campbell et al., 2011; Våge et al., 2013; Thingstad
et al., 2014) and slow growing (Malmstrom et al., 2004; Suttle,
2007; Campbell et al., 2011; Samo et al., 2014; Thingstad
et al., 2014). Finally, it appears that nested infection networks
are widespread in natural communities (Chao et al., 1977;
Flores et al., 2011; Jover et al., 2013; Koskella and Brockhurst,
2014; Martiny et al., 2014). In these networks, COR prevents
defense-specialized hosts infected by generalist viruses only to
outcompete competition-specialized hosts that are infected by
most viruses. Supporting this idea, there is evidence that hosts
infected by specialist viruses have faster growth rates than hosts
infected by generalist viruses (Chao et al., 1977).
3.4.2. COR in Experimental Communities
Observing COR directly in experiments can be difficult, since
COR may be small and dependent on the environment
(Bohannan et al., 2002). Nevertheless, a number of studies
have measured COR. The most prevalent expression of COR
is a reduced growth rate in resistant types, as observed
experimentally in prokaryotes including Escherichia coli (Lenski
and Levin, 1985; Lenski, 1988; Bohannan et al., 1999; Bohannan
and Lenski, 2000; Harcombe and Bull, 2005), Pseudomonas
(Lythgoe and Chao, 2003), Synechococcus (Waterbury and Valois,
1993; Lennon et al., 2007), Flavobacteria (Middelboe et al., 2009),
Prochlorococcus (Avrani et al., 2011) and eukaryotic Phaeocystis
pouchetti (Haaber and Middelboe, 2009) and Ochromonas
tauri (Thomas et al., 2011). Besides reduced growth rates,
increased susceptibility to other viruses (Avrani et al., 2011,
Prochlorococcus) and reduced abilities to form biofilms (Buckling
and Rainey, 2002; Brockhurst et al., 2005, Pseudomonas) are other
known expressions of COR.
3.4.3. Defense Mechanisms with Varying COR
Besides environmental conditions that may influence the
expression of COR (Lennon et al., 2007), different defense
mechanisms probably have varying COR, both in quality
and quantity. Changes in surface receptors that hamper virus
adsorption (Middelboe, 2000; Middelboe et al., 2001; Buckling
and Rainey, 2002; Mizoguchi et al., 2003; Stoddard et al., 2007;
Middelboe et al., 2009; Pagarete et al., 2009; Avrani et al., 2011;
Bidle and Vardi, 2011) often hamper uptake of limiting nutrients
as well, which can explain reduced growth rates in resistant hosts.
On the other hand, internal defense mechanisms such as the
CRISPR-Cas (Barrangou et al., 2007; Sorek et al., 2008; Levin,
2010; Makarova et al., 2011) and restriction enzymes (Wilson and
Murray, 1991; Labrie et al., 2010) prevent take-over of the host
by the virus after adsorption, which does not influence nutrient
uptake dynamics directly. Instead, costs for these internal defense
systems may arise from resource allocation and maintenance
of the enzymatic machinery. It is conceivable that extending
resistance to new viruses with these internal defense systems (e.g.,
by adding an additional recognition sequence in the CRISPR
system) may be relatively inexpensive, but we lack quantitative
evidence. Other mechanisms rendering resistance to various
degrees, whose specific COR are poorly understood, include
prophage incorporation (Stoddard et al., 2007; Martiny et al.,
2014), chronic infection (Fuhrman, 1999; Thomas et al., 2011),
immunization through viral lysate (Bidle and Vardi, 2011) and
quorum sensing allowing a regulated expression of surface
receptors (Høyland-Kroghsbo et al., 2013). The most drastic
defense is abortive infection leading to induced cell death (Bidle
and Vardi, 2011; Berngruber et al., 2013; Refardt et al., 2013).
3.4.4. Linking Host and Virus Traits through COR
An intriguing aspect of virus ecology is the strong link between
virus and host traits. A resistance trait in the host leads
to adaptive and evolutionary changes in the virus to sustain
infectivity. Interestingly, however, COR also affects viruses in a
more direct way. In a review on marine viruses, Suttle (2007)
hypothesized inverse rank-abundance distributions of hosts and
their associated viruses, where the most abundant hosts are
low-active and infected by rare and low virulent viruses, while
the rare hosts are active and infected by abundant and highly
virulent viruses. Findings of abundant low-active and defensive
hosts (Rosenzweig, 1973; Lenski and Levin, 1985; Suttle and
Chan, 1993; Waterbury and Valois, 1993; Malmstrom et al.,
2004; Suttle, 2007; Middelboe et al., 2009; Campbell et al., 2011;
Våge et al., 2013; Samo et al., 2014; Thingstad et al., 2014)
and inverse rank-abundance distributions emerging in virus-
host interaction models when assuming COR (Våge et al., 2013;
Thingstad et al., 2014) support Suttle’s hypothesis. The positive
correlation between host activity and virulence in this scenario
provides a direct link between COR and viral infectivity.
Inverse rank abundance distributions also impose a tradeoff
between host abundance and virulence, which becomes apparent
when considering the model for host infection rates used earlier:
R = φijViSj (13)
where R is the infection rate for Sj by Vi. Given inverse rank-
abundance distributions as described by Suttle (2007), infection
rates for highly competitive hosts should be reduced due to the
low host abundance, despite high adsorption coefficients of their
viruses, whereas infection rates for highly defensive hosts should
be reduced due to the low adsorption coefficient of their viruses,
despite the high host abundance. The consequence is that highest
infection rates may occur at intermediate virulence and host
defensiveness (Figure 3). This tradeoff between host abundance
and virulence of the virus can only be corroborated once
we overcome the major challenge of quantifying abundances
of viruses associated with defensive vs. competitive hosts
(Jover et al., 2013). A step in that direction can be made
through methods that identify single virus-host pairs in natural
communities, such as phageFish (e.g., Martiny et al., 2014).
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FIGURE 3 | Illustration of virus tradeoff in inverse rank-abundance
scenario. Defense specialized host strains are more abundant than
competition specialized host strains (blue line), whereas low-virulent viruses
(here illustrated by small interaction kernel φ) associated with defense
specialists are less abundant than high-virulent viruses (large interaction kernel
φ) associated with competition specialists (red line). Relative interaction kernel
for pairs of host and associated viruses are shown in dashed red line. Relative
infection rate R (Equation 13) is shown in black.
We also note that “host abundance” needs to be treated with
care, as analysis of SSU rRNA used to quantify host abundances
in the field resolves “species” level diversity, whereas virus-host
interactions typically take place on the more strain-specific level.
Investigations of virus-host interactions in natural communities
will therefore rely on refinements in sequence-based methods,
such as CRISPR spacer similarities and single-cell sequencing
(Roux et al., 2016).
3.5. Summary
In this section, we have reviewed different virus traits and
discussed quantification of potential tradeoffs by means of
a dynamic NSIV model framework. We have shown that
tradeoffs fundamentally influence community structure, and
we have pointed out areas where more knowledge regarding
tradeoffs would better inform our understanding. In the case
studies we have discussed, we used trait-based tradeoffs to
generate hypotheses, to explain observed patterns, and to link
empirical andmodeling work. In the virulence example, a steady-
state analysis provided a hypothesized relationship between
nutrient concentration and the fractions of hosts that are
lytic and lysogenic. This hypothesis held up well to a small
dataset of field measurements, and with additional support of
field measurements could have important implications for the
biogeography of lysogeny and lysis at basin and global scales. In
the host range example, we explored a particular tradeoff between
host range and interaction kernel. The simulation provided an
explanation for the observed pattern where host range tends
toward the extremes. Because host range can tradeoff with other
traits as well (Jover et al., 2013), this is just one candidate
explanation for the observed pattern, and it could be that the
host range tradeoff involves multiple traits. Our review of the
literature data (Table 3, SupplementaryMaterial) provides strong
evidence for host range tradeoffs, but no clear single trait involved
in this tradeoff. In this case, analysis shows how a tradeoff can
explain an observed pattern, and more experimental work is
required to resolve the specifics of tradeoff and the traits involved.
In these examples, the close interaction between virus traits and
host traits is inescapable. Both the lysis-lysogeny switch and
the host range tradeoff depend on traits such as µ-the host
growth rate. The interaction between virus traits and host traits
is perhaps most pronounced with COR, where this interaction
can drive evolutionary dynamics and shape the rank-abundance
structure of the community. Understanding these interactions
and their dynamics would have value beyond virus ecology, to
the field of trait-based ecology as a whole.
4. FUTURE DIRECTIONS
“The best theory is inspired by practice. The best practice is inspired
by theory.”
Knuth (1991).
One of the current challenges identified by the trait-based ecology
community is bridging the gap between empiricists (i.e., practice)
and modelers (i.e., theory) (Barton et al., 2016). This challenge is
a common vein that runs through much of the history of science
(Knuth, 1991), but has become particularly pronounced with the
increased specialization required in both ecological modeling and
experimentation. The quantification of ecological tradeoffs, as we
have presented in this review, is an objective that provides a useful
nexus of modeling and experimental work and an avenue that
can cut across subdisciplines. The use of traits and tradeoffs to
organize ecological information has the potential to offer a robust
theory for understanding a system. Here we briefly discuss a few
of the central questions in marine virus ecology, with an eye
toward how the study of tradeoffs can inform these questions.
We also emphasize points where the study of virus ecology can
contribute new insights to trait-based ecology in general.
4.1. What Portion of Primary and Bacterial
Production Goes to Viruses vs. to Grazers?
In some ways, viruses and grazers compete for the same
resource. Additionally, virus infection could alter grazing rates.
This question is key to understanding when and under what
conditions production is exported or recycled (Fuhrman, 1999;
Brussaard, 2004; Suttle, 2007; Weitz and Wilhelm, 2012). It is
a major challenge and one for which models are indispensable
(Weitz et al., 2015). To tackle this problem with models, traits
that control consumption of bacteria and phytoplankton must
be understood, but there is currently a lack of clarity on how
to compare zooplankton traits with virus traits. For decades,
zooplankton ecologists have evaluated grazing competitiveness
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by comparing parameters that control the shape of the curve
defining zooplankton consumption as a function of prey
concentration (Holling, 1959; Gentleman et al., 2003; Jeschke
et al., 2004; Kiørboe, 2008; Prowe et al., 2012).
Typically, zooplankton consumption increases linearly with
prey density at low prey concentrations and saturates toward a
handling time limit—for example,
gmaxH
Kg +H
(14)
where H is the total prey concentration and Kg is the prey
concentration at which predator consumption rate is half the
maximal value, gmax. The parameters that define the shape of
this curve, gmax and Kg , can be a useful guide for zooplankton
ecologists to evaluate consumption of prey biomass. This raises
the question of whether virus consumption of prey biomass can
be described in a comparable way and, if so, how do the different
rate constants compare.
If we assume that the total concentration of prey can be
approximated by the total concentration of susceptible hosts, we
can write an analogous expression in terms of virus abundance
and traits (Supplementary Material),
λH
λ
φ
+H
(15)
Evaluating the parameters that control curve shapes may be
a useful way to understand competition between viruses and
grazers. To the best of our knowledge, very little work has
been done to standardize and compare virus and zooplankton
Holling curve parameters. Most virus models that explicitly
resolve free-existing viruses assume a linear relation between
virus production and host density, where the slope of the line is
defined by adsorption and burst size (Thingstad, 2000; Beckett
and Williams, 2013; Weitz et al., 2015). Yet, it is conceivable that
at a sufficiently high host density, the burst becomes independent
of encounter, and depends instead on the duration of the latent
phase. Understanding tradeoffs among key parameters λ and φ
will help evaluate whether losses due to viral infection saturate as
a function of host cell density, with implications for transfer to
higher trophic levels.
4.2. What Regulates Virus to Host Ratios?
Virus to host ratios have been measured as a proxy for
the importance of viruses in aquatic systems for over two
decades (Ogunseitan et al., 1990; Wommack and Colwell, 2000;
Wigington et al., 2016). Numbers vary greatly (Wigington et al.,
2016), but the ratio is typically considered to be roughly 10:1.
What regulates this number still remains an important question,
as the ratio has far reaching biogeochemical consequences
(Fuhrman, 1999; Weinbauer, 2004; Suttle, 2007). A recent
analysis of an idealized microbial food web model revealed
intricate links between mechanisms within the bacterial host
community and between different plankton functional types,
providing a framework for how virus to host ratios may emerge
in the bacterial community (Våge et al., 2016). Briefly, assuming
total host abundance to be controlled by micrograzers as a
result of their quick response to bacterial production (Azam
et al., 1983) and assuming grazing to be non-selective, viral lysis
compensates for differences in growth rates of the host strains.
Virus abundance is thus positively correlated to the width of the
growth rate spectrum in the host community. Interestingly, the
width of the host growth rate spectrum and thus virus to bacteria
ratios as well as food web structure at the level of plankton
functional types are highly sensitive to COR. This suggests that
mechanistically understanding and quantifying COR will be key
to better understand aquatic microbial ecology and evolutionary
dynamics. In trait-based ecology in general, the emphasis has
been on tradeoffs within a species or trophic group, so an
understanding of how traits can tradeoff between viruses and
hosts has the potential to bring new knowledge to how traits can
tradeoff across trophic groups more generally.
4.3. How Can the Trait-Based Approach
Better Inform us on the Role of Marine
Viruses in Regulating Climate?
Understanding climate and the cycling of carbon is one of the
most pressing earth science challenges of the day. The role of
marine viruses is complex and nuanced, and answering this
question relies on incorporating knowledge of virus ecology into
climate system models. Global and ocean scale climate models
are state variable limited because of computational costs. Adding
the level of complexity required to resolve food web dynamics,
let alone virus ecology, is often too computationally burdensome
at the global scale. Particular ecological components, if they
are included at all, are typically simplified to a single state
variable with fixed parameters. As computational restrictions
are gradually overcome, tradeoffs offer one potentially useful
technique for capturing some of the ecological complexity while
minimizing state variable increases. If we relax the notion that
parameter values (or traits) are fixed for species, but rather
change and respond to other traits, we can capture some aspects
of adaptation and diversity within modeled ecosystems. For
example, virus infections can drive changes in host traits, such
as growth rate, rapidly (Avrani and Lindell, 2015). By allowing
parameter values to be flexible and depend on each other
based on tradeoffs, we can capture some of the community
dynamics without adding state variables. Virus-host dynamics
are rapid enough to allow for studying these dynamics in detail
and for revealing their underlying principles. Incorporating this
information into climate models is a promising approach both
to answer questions about the role of marine viruses in climate
and to introduce ecological processes more generally into climate
models.
5. CONCLUSION
Virus ecology and trait-based ocean ecology have new insights
to offer each other. There are some ways in which trait-based
approaches to ocean life can inform virus ecology. For example,
the strongly size structured character of the ocean ecosystem
has been explored in depth across trophic levels (cf. Andersen
et al., 2016), but there is limited work on the allometry of
marine viruses. A detailed investigation of the marine virus size
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spectrum could facilitate the incorporation of virus ecology into
models. However, as we have discussed, there are ways in which
virus allometry might deviate from pelagic food web allometry
in general. Because of differences like this, the exchange of
knowledge works in both directions: the study of virus ecology
can also provide new insights to trait-based ecology. For example,
the role of adaptation and evolution in altering traits dynamically
has been a challenge tomeasure at higher trophic levels. This type
of dynamic has been explored in models (Record et al., 2013a;
Sauterey et al., 2014), but it is difficult to link with empirical work.
The short time scales at which virus-host interactions take place
makes it possible to quantify and study these dynamics, and the
insights gained can help guide ecology at higher trophic levels.
Along a similar vein, trait-based studies typically focus on the
traits of the focal taxa, while ignoring the traits of adjacent trophic
groups. The intimate interaction between virus replication and
host reproduction at the genetic level forces us to consider both
virus and host traits together. Because of these perspectives, virus
ecology is uniquely poised to offer new insights to the broader
field of trait-based ecology.
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