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SOME REMARKS ON SEMIRINGS AND THEIR IDEALS
PEYMAN NASEHPOUR
Abstract. In this paper, we give semiring version of some classical results in
commutative algebra related to Euclidean rings, PIDs, UFDs, G-domains, and
GCD and integrally closed domains.
0. Introduction
The ideal theoretic method for studying commutative rings has a long and fruitful
history [20]. The subject of multiplicative ideal theory is, roughly speaking, the
description of multiplicative structure of a ring by means of ideals or certain systems
of ideals of that ring [17]. Multiplicative ideal theory, originated in the works of
Dedekind [5], Pru¨fer [33] and Krull [24], is a powerful tool both in commutative
algebra [9,27] and in a more general context, in commutative monoid theory [1,17].
Semirings are ring-like algebraic structures that subtraction is either impossible
or disallowed, interesting generalizations of rings and distributive lattices, and have
important applications in many different branches of science and engineering [14].
For general books on semiring theory, one may refer to the resources [10–13,16,19].
Since different authors define semirings differently, it is very important to clarify,
from the beginning, what we mean by a semiring in this paper. By a semiring,
we understand an algebraic structure, consisting of a nonempty set S with two
operations of addition and multiplication such that the following conditions are
satisfied:
(1) (S,+) is a commutative monoid with identity element 0;
(2) (S, ·) is a commutative monoid with identity element 1 6= 0;
(3) Multiplication distributes over addition, i.e., a · (b+ c) = a · b+ a · c for all
a, b, c ∈ S;
(4) The element 0 is the absorbing element of the multiplication, i.e., s · 0 = 0
for all s ∈ S.
Some of the topics in multiplicative ideal theory for commutative rings have been
generalized and investigated for semirings [8, 21, 26, 28–32]. Also see Chapter 7 of
the book [12].
The purpose of this paper is to generalize some other concepts of multiplicative
ideal theory in commutative rings and investigate them in semirings.
Let us recall that a nonempty subset I of a semiring S is said to be an ideal of
S, if a + b ∈ I for all a, b ∈ I and sa ∈ I for all s ∈ S and a ∈ I [2]. An ideal I
of a semiring S is called a proper ideal of the semiring S, if I 6= S. A proper ideal
P of a semiring S is called a prime ideal of S, if ab ∈ P implies either a ∈ P or
b ∈ P . We collect all the prime ideals of a semiring S in the set Spec(S). Note that
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a nonzero and nonunit element s of a semiring S is said to be irreducible if s = s1s2
for some s1, s2 ∈ S, then either s1 or s2 is unit (multiplicatively invertible). An
element p ∈ S is said to be a prime element, if the principal ideal (p) is a prime
ideal of S.
Also note that a semiring S is semidomain if ab = ac implies b = c for all b, c ∈ S
and all nonzero a ∈ S. A semidomain S is called to be a unique factorization
semidomain (for short UFSD) if the following conditions hold:
UF1 Each irreducible element of S is a prime element of S.
UF2 Any nonzero, nonunit element of S is a product of irreducible elements of
S.
Section 3 of the paper is devoted to unique factorization semidomains. Beside
some basic but interesting results, in Theorem 3.7, we show that a semidomain S
is a UFSD if and only if every nonzero prime ideal of S contains a prime element.
The ring version of this result is due to I. Kaplansky [22].
Similar to the concept of field of fractions in ring theory, one can define the
semifield of fractions F (S) of the semidomain S [11, p. 22].
Note that if S is a semidomain and F (S) its semifield of fractions, then by
definition [6, p. 88], an element u ∈ F (S) is said to be integral over S if there exist
a1, . . . , an and b1, . . . , bn in S such that u
n+ a1u
n−1+ · · ·+ an = b1u
n−1+ · · ·+ bn.
The semidomain S is said to be integrally closed if any integral element of F (S)
over S belongs to S.
We also mention that a nonempty subset W of a semiring S is said to be a
multiplicatively closed set (for short an MC-set) if 1 ∈ W and for all w1, w2 ∈ W ,
we have w1w2 ∈ W . Note that if U is an MC-set of a semiring S, one can define
the localization of S at U , similar to the definition of the localization in ring theory
(refer to [23] and [12, §11]). Section 4 is devoted to Integrally closed semirings
and similar to ring theory, in Theorem 4.2, for a semidomain S, we prove that the
following statements are equivalent:
(1) S is an integrally closed semidomain.
(2) ST is an integrally closed semidomain for any MC-set T of S.
(3) Sm is an integrally closed semidomain for any maximal ideal m of S.
In section 5, we generalize the concept of G-domains [22, p. 12] and define a
semidomain S to be a Goldman-Krull semidomain if its semifield of fractions F (S)
is a finitely generated semiring over S. In Corollary 5.6, we show that a semidomain
S is a Goldman-Krull semidomain if and only if
⋂
P∈Spec(S)−{0}
P 6= (0).
Let us recall that an ideal I of a semiring S is subtractive if a + b ∈ I and
a ∈ I imply that b ∈ I for all a, b ∈ S. An ideal I of a semiring S is called
principal if I = {sa : s ∈ S} for some a ∈ S. Such an ideal I of S is denoted by
(a). A semiring S is called a principal ideal semidomain (for short PISD) if S is
a semidomain and each ideal of S is principal. In Theorem 5.7, we prove that a
PISD is a Goldman-Krull semidomain if and only if it has only finitely many prime
ideals.
Sections 1 and 2 are devoted to Euclidean and principal ideal semirings. These
semirings provide some interesting examples for the other facts that we bring in
the rest of the paper.
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1. Euclidean Semirings
Let us recall that by definition, a totally ordered set (O,≤) is said to be well-
ordered, if every nonempty subset of O has a least element [3, p. 38]. In the
following, we clarify what we mean by a Euclidean semiring in this paper:
Definition 1.1. Let (O,) be a well-ordered set with no greatest element. We
annex an element +∞ to O and denote the new set by O∞ and define x  +∞
for any element x ∈ O∞. An O∞-Euclidean norm on a semiring S is a function
δ : S → O∞ with the following properties:
(1) δ(s) = +∞ if and only if s = 0 for all s ∈ S.
(2) If a, b ∈ S with b 6= 0, then there are elements q, r ∈ S such that a = bq+ r
with either r = 0, or δ(r) ≺ δ(b).
In such a case, we say that S is an O∞-Euclidean semiring.
Remark 1.2. As far as the author knows, the first resource defining some kinds
of Euclidean semirings is the paper [4]. For more on “Euclidean semirings”, one
can refer to [18] and [12, §12]. We also note that most algebra texts on rings and
semirings require an N∞-Euclidean norm to have the following additional property:
• δ(b)  δ(sb), for all b, s ∈ S.
In Proposition 1.3, which is a generalization of Proposition 12.10 in [12], we show
that this condition is superfluous.
Proposition 1.3. Let δ be an O∞-Euclidean norm on a semiring S. Then, there
exists an O∞-Euclidean norm δ
∗ on S with the following properties:
(1) δ∗(a)  δ(a), for all a ∈ S.
(2) δ∗(b)  δ(sb), for all b, s ∈ S.
Proof. Define δ∗(a) = min{δ(sa) : s ∈ S}. Clearly, δ∗ : S → O∞ satisfies the
conditions (1) and (2). Now, we prove that δ∗ is an O∞-Euclidean norm on S.
It is straightforward to see that δ(s) = +∞ if and only if s = 0 for all s ∈ S.
Let a, b ∈ S with b 6= 0. Clearly, there is an s ∈ S, such that δ∗(b) = δ(sb). Since
δ is an O∞-Euclidean norm on the semiring S, there exist elements q and r in
S such that a = qsb + r, with either r = 0, or δ(r) ≺ δ(sb). If r 6= 0, we have
δ∗(r)  δ(r) ≺ δ(sb) = δ∗(b) and the proof is complete. 
Proposition 1.4. Let S be an O∞-Euclidean semiring. Then, each subtractive
ideal of S is principal.
Proof. Let I be a nonzero subtractive ideal of S and set M = {δ(s) : s ∈ I}.
Obviously M ⊆ O and by definition M has a -least element. Let δ(b) be the
-least element ofM , where b ∈ I. It is clear that the principal ideal (b) is a subset
of I. Our claim is that I ⊆ (b). Now, take a ∈ I − {0}. So, there exist elements
q, r ∈ S such that a = bq + r with either r = 0 or δ(r) ≺ δ(b). If r 6= 0, then
r ∈ I, since I is subtractive and a, b ∈ I and this means that δ(r) is smaller than
the -least element of M , which is obviously a contradiction. Therefore, r = 0 and
a = bq and a ∈ (b) and this completes the proof. 
A semiring S is said to be a principal ideal semiring (for short PIS) if any ideal
of S is principal. A semiring S is called subtractive if each ideal of S is subtractive.
Corollary 1.5. Each subtractive O∞-Euclidean semiring is a PIS.
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Let S be a semiring and let a, b ∈ S such that b 6= 0. The element a is said to be
a multiple of b if there exists an element x ∈ S such that a = bx. In this case, we
say that b divides a or is a divisor of a and write b | a. Note that this is equivalent
to say that (b) ⊆ (a). Also, it is said that a and b are associates if a = ub for
some unit u ∈ U(S) and if S is a semidomain, then this is equivalent to say that
(a) = (b).
A greatest common divisor of a set A ⊆ S, which has at least one nonzero
element, is a nonzero element d, if d | a for any a ∈ A and if d′ | a for any a ∈ A,
then d′ | d. It is clear that this is equivalent to say that (d) is the minimal element of
all principal ideals containing the ideal generated by the set A. A greatest common
divisor of the set A, which is not necessarily unique, is denoted by gcd(A). It is
easy to see that if the ideal generated by the set A is principal, say the ideal (a),
then a is a greatest common divisor of A. If at least one of the two a, b ∈ S is
nonzero, then we write gcd(a, b) for gcd({a, b}).
Proposition 1.6. If S is a semidomain, the set A ⊆ S has at least one nonzero
element and d, d′ are greatest common divisors of A, then there exists a unit element
u of S such that d′ = ud.
Proof. Straightforward. 
Theorem 1.7. Let S be a subtractive O∞-Euclidean semiring and at least one of
the two a, b ∈ S be nonzero. Then, the greatest common divisor gcd(a, b) of {a, b}
can be computed algorithmically.
Proof. Let for the moment n ≥ 0 and the two nonzero elements rn−2, rn−1 of S
are given. Then by definition, there are elements qn, rn ∈ S such that rn−2 =
rn−1qn + rn with either rn = 0 or δ(rn) ≺ δ(rn−1). We can assume that b 6= 0
and define a = r−2 and b = r−1. If each ri for i ≥ 0 is nonzero, then we see
that δ(b) ≻ δ(r0) ≻ · · · ≻ δ(rn−1) ≻ δ(rn) ≻ · · · is a non-stop descending chain of
elements of O, contradicting this fact that O is a well-ordered set. Therefore, there
exists an n ≥ 0 such that rn = 0.
Now, let m be the greatest nonnegative number such that rm 6= 0. We claim
that rm = gcd(a, b). Clearly, rm+1 = 0 and rmqm+1 = rm−1. This means that
rm | rm−1. Also, it is obvious that rm | rm. Using mathematical induction and this
fact that rn−2 = rn−1qn + rn for all −2 ≤ n ≤ m, we get that rm | b and rm | a.
On the other hand, a = bq0 + r0. Since S is subtractive, r0 is an element of the
ideal (a, b). But again since rn−2 = rn−1qn + rn for all −2 ≤ n ≤ m and S is a
subtractive semiring, by mathematical induction, we get that rn ∈ (a, b). 
2. Principal Ideal Semidomains
We start this section by proving the following proposition for an arbitrary prin-
cipal ideal semidomain (for short PISD).
Proposition 2.1. Each nonzero prime ideal of a PISD is maximal.
Proof. Let (p) be a nonzero prime ideal of the PISD S and let I = (s) be any ideal
containing (p). Also, since p ∈ (s), p = rs for some r ∈ S. Since (p) is prime and
rs ∈ (p), either r ∈ (p) or s ∈ (p). If s ∈ (p), then (p) = (s) = I. If not, then there
is a t ∈ S such that r = pt = rst. But S is a semidomain and r 6= 0, so st = 1.
This means that I = S and the proof is complete. 
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A nonzero, nonunit element s of a semiring S is said to be irreducible if s = s1s2
for some s1, s2 ∈ S, then either s1 or s2 is a unit. This is equivalent to say that (s)
is maximal among proper principal ideals of S. An element p ∈ S is said to be a
prime element, if the principal ideal (p) is a prime ideal of S, which is equivalent
to say if p | ab, then either p | a or p | b.
Proposition 2.2. Each prime element of a semidomain is irreducible.
Proof. Straightforward. 
Proposition 2.3. Each nonzero element of a PISD is prime if and only if it is
irreducible.
Proof. Let p be an irreducible element of S. Obviously, the ideal (p) is a proper
ideal of S and therefore, it is contained in a maximal ideal I = (m) of S. So, there
is an element s ∈ S such that p = sm. Since p is irreducible, either s or m is
unit. But m cannot be a unit element of S, since I = (m) is a maximal ideal of
S. So, s is a unit and this means that (p) = (m). Finally, any maximal ideal is
prime [12, Corollary 7.13]. Therefore, (p) is prime and this finishes the proof. 
A semiring S is said to satisfy ACCP property, if any ascending chain of principal
ideals of S stops somewhere, i.e., if
(s1) ⊆ (s2) ⊆ · · · (sn) ⊆ · · · for s1, s2, . . . , sn, . . . ∈ S,
then there is an m ∈ N such that (sm) = (sm+i) for all i ≥ 1.
Proposition 2.4. Each PIS satisfies ACCP property.
Proof. Take s1, s2, . . . , sn, . . . ∈ S such that (s1) ⊆ (s2) ⊆ · · · (sn) ⊆ · · · . Set
I =
⋃
i
(si). It is easy to see that I is an ideal of S and therefore, since S is a PIS,
I = (a) for some a ∈ S. But then, there is an n ∈ N such that a ∈ (sn). Now, we
have (a) = (sn) = (sn+i) for any i ≥ 1 and this proves the proposition. 
Let us recall that if S is a semiring and f = anX
n + · · · + a1X + a0 is a
polynomial in S[X ], then the content of f , denoted by c(f), is defined to be the
finitely generated ideal (an, . . . , a1, a0) of S. Theorem 3 in [29] states that if S is a
subtractive semiring and f, g ∈ S[X ], then there is a natural number n such that
c(f)nc(g) = c(f)n−1c(fg). Also, let us recall that an ideal I of a semiring S is called
a cancellation ideal, if IJ = IK, implies J = K, for all ideals J,K of S [26, p. 31].
Clearly, if each nonzero finitely generated ideal of S is a cancellation ideal, then
the content formula c(f)nc(g) = c(f)n−1c(fg) reduces to c(fg) = c(f)c(g), for all
f, g ∈ S[X ]. Hence, similar to the definition of Gaussian rings in ring theory, it is
natural to define Gaussian semirings as follows:
Definition 2.5. A semiring S is said to be Gaussian if c(fg) = c(f)c(g), for all
f, g ∈ S[X ] ( [29, Definition 7]).
Proposition 2.6. If S is a subtractive PISD, then S is Gaussian.
Proof. By Theorem 3 in [29], if f, g ∈ S[X ], then there is a natural number n such
that
c(f)nc(g) = c(f)n−1c(fg).
On the other hand, each ideal of the semidomain S is principal. So, each nonzero
ideal of S is a cancellation ideal of S and therefore, c(fg) = c(f)c(g), for all
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f, g ∈ S[X ] and this means that the semiring S is Gaussian and the proof is
complete. 
Clearly, by Corollary 1.5, we have the following result:
Corollary 2.7. Each subtractive O∞-Euclidean semidomain is Gaussian.
3. Unique Factorization Semidomains
A semiring S is called a unique factorization semidomain (for short UFSD) or
sometimes factorial semiring, if the following conditions are satisfied:
UF1 Each irreducible element of S is a prime element of S.
UF2 Any nonzero, nonunit element of S is a product of irreducible elements of
S.
Proposition 3.1. Let S be a semidomain such that it satisfies ACCP property. Any
nonzero and nonunit element of S factors into a product of irreducible elements of
S.
Proof. Let s be a nonzero and nonunit element of the semiring S such that it cannot
be factored into irreducible elements of S. Therefore, s is not irreducible and there
are s1, t1 ∈ S such that s = s1t1 and (s) ⊂ (s1) and (s) ⊂ (t1). But one of the
two elements s1 and t1 cannot be factored into irreducible elements of S, since s
cannot be done the same. Now let, for example, s1 does not have a factorization
into irreducibles. By iterating the same argument, we may construct an ascending
chain of principals (s) ⊂ (s1) ⊂ · · · ⊂ (sn) ⊂ · · · , which does not stop anywhere.
But this contradicts the hypothesis of S having the property ACCP and finishes
the proof. 
Theorem 3.2. Each PISD is UFSD.
Proof. Let the semiring S be a PISD. By Proposition 2.3, any irreducible element
of S is a prime element of S. Also, by Proposition 2.4, S has ACCP property. Now,
let s be a nonzero, nonunit element of S. So, by Proposition 3.1, s is factored into
irreducible elements of S. Therefore, we have already proved that S is UFSD. 
Corollary 3.3. Each subtractive O∞-Euclidean semidomain is a UFSD.
A set-theoretic complementW = S−P of a prime ideal P has this property that
ab ∈W if and only if a, b ∈ W for all a, b ∈ S. We give a name to this property in
the following definition:
Definition 3.4. Let S be a semiring. An MC-set W of a semiring S is called
saturated if ab ∈ W if and only if a, b ∈W for all a, b ∈ S.
Theorem 3.5. Let S be a semiring and W a nonempty subset of S. Then, the
following statements are equivalent:
(1) W is a saturated MC-set of S.
(2) The complement of W is a union of prime ideals of S.
Proof. (2)⇒ (1): Straightforward.
(1)⇒ (2): Let s be in the complement ofW . SinceW is saturated, (s) is disjoint
from W . By Theorem 2.1 in [31], (s) is a subset of a prime ideal of S, which is also
disjoint from W . This means that any element of W is an element of a prime ideal
of S such that it is disjoint from W and this completes the proof. 
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Proposition 3.6. Let S be a semidomain and W the set of all elements of S
expressible as a finite product of a unit and some prime elements of S. Then W is
a saturated MC-set.
Proof. Since empty product is supposed to be 1, 1 ∈ W . Now it is clear that W
is an MC-set. In the next step we prove that W is saturated. Our proof is by
induction on the number of prime factors of the elements of W . Take ab ∈ W . If
ab has no factor of prime elements, then it needs to be unit. So, a and b are both
unit, which implies that a, b ∈W . If ab = p, where p is a prime element of W , then
we may suppose that p divides a, which means that a = pa1. This implies that b is
a unit and so a, b ∈W . Finally, let ab = p1 · · · pn. Obviously, p1 divides one of the
two a and b, say a. So, a = p1a1 and therefore, a1b = p2 · · · pn. By induction, both
a1 and b are in W , which implies that a is also in W and the proof is complete. 
The ring version of the following theorem is due to the Canadian mathematician
Irving Kaplansky (1917–2006).
Theorem 3.7. A semidomain S is a UFSD if and only if every nonzero prime
ideal of S contains a prime element.
Proof. (⇒): Let S be a UFSD and P a nonzero prime ideal of S. Take a ∈ P to be
nonzero and nonunit. Then obviously, a = up1 · · · pn such that u is a unit and pi
is a prime element of S for any i. Since P is a prime ideal of S, there is an i such
that pi ∈ P .
(⇐): Suppose that S is a semidomain and each nonzero prime ideal of S contains
a prime element. Take W to be the set of all elements of S expressible as a finite
product of a unit and some prime elements of S. Imagine s is nonzero and not an
element of W . Since by Proposition 3.6, W is a saturated MC-set, the principal
ideal (s) is disjoint from W . By Theorem 2.1 in [31], (s) can be expanded to a
prime ideal P of S, which is disjoint from W . By hypothesis, P contains a prime
element, a contradiction. Q.E.D. 
4. Integrally Closed Semidomains
Similar to the concept of field of fractions in ring theory, one can define the
semifield of fractions F (S) of the semidomain S [11, p. 22].
Definition 4.1. ( [6, p. 88]) Let S be a semidomain and F (S) its semifield of
fractions. The element u ∈ F (S) is said to be integral over S if there exist a1, . . . , an
and b1, . . . , bn in S such that u
n + a1u
n−1 + · · · + an = b1u
n−1 + · · · + bn. The
semidomain S is said to be integrally closed if any integral element of F (S) over S
belongs to S.
Let us recall that if U is an MC-set of a semiring S, one can define the localization
of S at U , similar to the definition of the localization in ring theory. For a good
introduction to the concept of localization of semirings, one can refer to [23] and
also [12, §11].
Theorem 4.2. Let S be a semidomain. Then the following statements are equiv-
alent:
(1) S is an integrally closed semidomain.
(2) ST is an integrally closed semidomain for any MC-set T of S.
(3) Sm is an integrally closed semidomain for any maximal ideal m of S.
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Proof. Let S be a semidomain and F (S) its semifield of fractions.
(1) ⇒ (2): Let T be an MC-set in S. Obviously, one can consider ST as a
subsemiring of F (S). Therefore, ST is a semidomain. Now, take u to be an element
in the semifield of fractions of ST . This implies that u satisfies in the following
equation:
(A) : un + a1/t1u
n−1 + · · ·+ an/tn = b1/t
′
1u
n−1 + · · ·+ bn/t
′
n,
where ai, bi ∈ S and ti, t
′
i ∈ T .
Define t = (t1 · · · tn)(t
′
1 · · · t
′
n), vi = t/ti and v
′
i = t/t
′
i. Now, if we multiply the
equation (A) by t, we have the following equation:
(B) : tun + a1v1u
n−1 + · · ·+ anvn = b1v
′
1u
n−1 + · · ·+ bnv
′
n.
Finally, if we multiply the equation (B) by tn−1, we get an equation, which says
that tu is integral over S. Since S is integrally closed, tu ∈ S, which implies that
u ∈ ST .
(2)⇒ (3): Trivial.
(3)⇒ (1): Let Sm be an integrally closed semidomain for any maximal ideal m
of S. The semidomain
⋂
m∈Max(S) Sm is also an integrally closed semidomain. Our
claim is that
⋂
m∈Max(S) Sm = S. It is obvious that S ⊆ Sm for all m ∈Max(S).
Now, we prove that
⋂
m∈Max(S) Sm ⊆ S. Take y ∈ F (S) − S. Define I := {x ∈
S : xy ∈ S}. It is easy to check that I is an ideal of S and since y /∈ S, I 6= S.
Therefore, I is a subset of a maximal ideal, say m, of S. Our claim is that y /∈ Sm.
On the contrary, assume that y ∈ Sm. This implies that sy ∈ S for some s ∈ S−m.
So, s ∈ I, a contradiction and this finishes the proof. 
In the proof of Theorem 4.2, we used the equality
⋂
m∈Max(S) Sm = S. Now,
we apply a similar technique to prove that if a semiring is locally nilpotent-free,
then it is itself nilpotent-free. We recall that a semiring S is nilpotent-free if the
assumption s ∈ S − {0} implies that sn 6= 0, for all natural numbers n.
Theorem 4.3. Let S be a semiring such that for any maximal ideal m, Sm is
nilpotent-free. Then S is nilpotent-free.
Proof. One can easily check that in order to prove that a semiring S is nilpotent-
free, it is enough to prove that if s2 = 0, then s = 0 for any s ∈ S.
Now, let s ∈ S − {0} with s2 = 0. It is clear that Ann(s) is a proper ideal of
S and is, therefore, contained in a maximal ideal m of S. Our claim is that s/1 is
nonzero in Sm. For, if s/1 is zero in Sm, then ts = 0 for some t /∈ m and this implies
that t is an annihilator of s and therefore is an element of m, a contradiction. Now,
it is obvious that (s/1)2 is zero in Sm, which means that Sm is not nilpotent-free
and the proof is complete. 
Definition 4.4. A semidomain S is said to be a GCD semidomain if gcd(a, b)
exists for any a, b ∈ S, whenever at least one of the elements a and b is nonzero.
Remark 4.5. (1) Any unique factorization semidomain is a GCD semidomain.
(2) A semiring is said to be a Be´zout semiring if any 2-generated ideal of S is
principal. It is clear that any Be´zout semidomain is a GCD semidomain.
Proposition 4.6. Let S be a GCD semidomain. Then the following statements
hold for all a, b, c, d ∈ S:
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(1) gcd(ab, ac) = a gcd(b, c).
(2) If gcd(a, b) = d then gcd(a/d, b/d) = 1.
(3) If gcd(a, b) = 1 and gcd(a, c) = 1 then gcd(a, bc) = 1.
Proof. (1): Let h = gcd(ab, ac). Since a divides both ab and ac, a divides h. So,
h = ag. But ag divides both ab and ac, which means that g divides both b and c. If
f divides b and c, then af divides ab and ac, which means that af divides h = ag.
But this implies that f divides g. This proves that g = gcd(b, c).
(2) is an immediate consequence of (1).
(3): Let d divides a and bc. So, d divides both ab and bc, which implies that d
divides gcd(ab, bc). But by (1), gcd(ab, bc) = b gcd(a, c) = b. So d divides both a
and b, which means that gcd(a, bc) = 1. 
Now we prove that many GCD semidomains are integrally closed:
Theorem 4.7. Let S be a GCD semidomain such that each principal ideal of S is
subtractive. Then, S is integrally closed.
Proof. Let S be a GCD semidomain and F (S) its semifield of fractions. Suppose
u ∈ F (S) such that it satisfies the following equation:
un + a1u
n−1 + · · ·+ an = b1u
n−1 + · · ·+ bn.
Imagine u = s/t. We can suppose from the beginning that gcd(s, t) = 1, since
if gcd(s, t) = d, then u = (s/d)/(t/d), while gcd(s/d, t/d) = 1. Now, we have the
following equation:
sn + a1s
n−1t+ · · ·+ ant
n = b1s
n−1t+ · · ·+ bnt
n.
But by assumption, any principal ideal of S is subtractive. So, sn ∈ (t), which
means that t divides sn. But by Proposition 4.6, gcd(t, sn) = 1, which implies that
t is a unit and u ∈ S, as required. 
5. Goldman-Krull Semidomains
Let us recall that if T is a semiring and S is a subset of T , then S is said to be
a subsemiring of the semiring T , if a+ b, ab ∈ S for all a, b ∈ S and 0T , 1T ∈ S.
Let S be a subsemiring of the semiring T . T is said to be a finitely generated
semiring over S, if there are a finite number of the elements t1, . . . , tn of T such
that any element x of T can be of the form x = s1x1+ · · ·+smxm, where s1, . . . , sm
belong to S and x1, . . . , xm belong to the multiplicative submonoid of T generated
by t1, . . . , tn. In such a case, we write that T = S[t1, . . . , tn].
Proposition 5.1. Let S be a semidomain and F (S) its semifield of fractions. Then
the following statements are equivalent:
(1) F (S) is a finitely generated semiring over S.
(2) F (S) can be generated by a single element of S.
Proof. (2)⇒ (1) is obvious. For (1)⇒ (2), take F (S) = S[s1/u1, . . . , sn/un]. It is
clear that if we set u = u1 · · ·un, we have F (S) = S[1/u]. 
Remark 5.2. Domains satisfying the equivalent conditions in Proposition 5.1,
are called G-domains [22, p. 12]. G-domains appeared in the works of American
mathematician Oscar Goldman (1925–1986) and German mathematician Wolfgang
Krull (1899–1971) (cf. [15] and [25]). This justifies us to give the following definition:
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Definition 5.3. We define a semidomain S to be a Goldman-Krull semidomain, if
its semifield of fractions F (S) is a finitely generated semiring over S.
Theorem 5.4. Let S be a semidomain and F (S) its semifield of fractions. Then
the following statements for a nonzero element u of S are equivalent:
(1) Any nonzero prime ideal of S contains u.
(2) Any nonzero ideal of S contains a power of u.
(3) F (S) = S[1/u].
Proof. (1) ⇒ (2): Let I be a nonzero ideal of S such that it doesn’t contain any
power of u. By Theorem 2.1 in [31], I can be expanded to a prime ideal P disjoint
from the MC-set {un}∞n=1, contradicting our assumption.
(2) ⇒ (3): Let s be a nonzero element of S. The principal ideal (s) contains a
power of u, which means that there is a nonzero t ∈ S such that un = st. This
implies that s−1 = tu−n ∈ S[1/u]. It is now clear that F (S) = S[1/u].
(3)⇒ (1): Let P be a nonzero prime ideal of S and take s ∈ P to be a nonzero
element. Since F (S) = S[1/u], s−1 = tu−n for some t ∈ S and n ∈ N. This implies
that un = st ∈ P and finally u ∈ P and the proof is complete. 
Corollary 5.5. Let S be a Goldman-Krull semidomain and T be a semidomain
such that S ⊆ T ⊆ F (S). Then, T is a Goldman-Krull semidomain.
Proof. Let S and T be semidomains such that S ⊆ T ⊆ F (S). Clearly, the semifield
of fractions F (S) of S is the same as the semifield of fractions F (T ) of T . But S is a
Goldman-Krull semidomain. So, by Theorem 5.4, there is a nonzero u ∈ S such that
F (S) = S[1/u]. This implies that F (T ) = T [1/u] and the proof is complete. 
Corollary 5.6. A semidomain S is a Goldman-Krull semidomain if and only if
⋂
P∈Spec(S)−{0}
P 6= (0).
Proof. By Theorem 5.4, S is a Goldman-Krull semidomain if and only if it has a
nonzero element u lying in every nonzero prime ideal of S. 
Theorem 5.7. A PISD is a Goldman-Krull semidomain if and only if it has only
finitely many prime ideals.
Proof. Let S be a Goldman-Krull PISD. It is clear that by Corollary 5.6,
I =
⋂
P∈Spec(S)−{0}
P 6= (0).
Suppose that S has infinitely many prime ideals, say, (p1), (p2), . . .. If a ∈ I,
then pi|a, for each i. But by Theorem 3.2, each PISD is a UFSD and therefore,
a = pe11 · · · p
en
n , a contradiction.
On the other hand, if S has finitely many nonzero prime ideals (p1), (p2), . . . , (pn),
then p1p2 · · · pn is a nonzero element of S in the intersection of all nonzero prime
ideals of S. Therefore, S is a Goldman-Krull semidomain by Corollary 5.6 and the
proof is complete. 
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