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Introduction
Cette the`se est consacre´e aux groupes quantiques certains avec leurs applications aux
syste`mes inte´grables et aux mode`les statistiques sur des re´seaux. Ces groupes quantiques
peuvent eˆtre de´crits en utilisant une solution de l’E´quation de Yang-Baxter – une matrice
R de´pendant de parame`tres appele´s les parame`tres spectraux. Les relations de commu-
tation de ces groupes quantiques sont les relations RLL avec l’ope´rateur de Lax dont
e´le´ments engendrent tout un groupe quantique donne´. Ils peuvent eˆtre de´crits en termes
des courants.
Les groupes quantiques sont apparus a` de´but des anne´es quatre-vingt dans les travails
de l’e´cole de Leningrad consacre´s a` la me´thode de dispersion inverse quantique [KulResh,
Skl82, FadTakh]. Cette dernie`re est une ge´ne´ralisation de la me´thode de dispersion inverse
(classique) au cas des syste`mes inte´grables quantiques. Ce fait explique le nom ”groupes
quantiques”. La me´thode de dispersion inverse quantique est re´duite a` la construction d’un
ope´rateur de Lax satisfaisant a` la relationRLL avec une matrice R – cette relation entraˆıne
l’inte´grabilite´ du syste`me donne´. La groupe quantique sont un re´sultat de l’abstraction
alge´brique de la relation RLL pour une matrice R donne´e.
Les premie`res matrices R sont introduites a` de´but des anne´es soixante-dix par Baxter
en the´orie des mode`les statistiques sur des re´seaux [Bax1, Bax2, Bax]. Ceux ont e´te´ des
matrices des poids de Boltzmann pour la sommet d’un re´seau. La repre´sentation de ces
poids de Boltzmann a` la forme matricielle permet d’e´crire la fonction de partition du
mode`le comme une trace d’un produis ces matrices agissant dans des espaces tensorielles
certains. La satisfaction de l’E´quation de Yang-Baxter pour ces matrices entraˆıne la dia-
gonalisation simultane´e des facteurs dans ce produit correspondant aux lignes horizontales
(ou verticales). Dans ce cas la fonction de partition est calcule´e explicitement.
Il y a trois types principaux des matrice R qui jouent le roˆle important pour les
syste`mes inte´grables et pour les mode`les statistiques sur des re´seaux : les matrices R
rationnelles, trigonome´triques et elliptiques. Elles de´pendent des parame`tres spectraux
via des fonctions rationnelles, trigonome´triques et elliptiques respectivement. Les groupes
quantiques correspondants peuvent eˆtre associe´s avec les courbes complexe (surfaces de
Riemann) du type correspondant. Les groupes quantiques lie´s aux matrices R qui ne
de´pendent pas des parame`tres spectraux ne sont pas conside´re´s ici.
Dans [Bax2] Baxter a introduit aussi un mode`le statistiques dont matrice de poids
de Boltzmann ne satisfait pas a` l’e´quation de Yang-Baxter. Elle satisfait a` une e´quation
plus ge´ne´rale – E´quation de Yang-Baxter Dynamique [F1, ABRR97]. Les solutions de
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cette e´quation ont e´te´ appele´es matrices R dynamiques et elles de´finissent aussi les objets
alge´briques appele´s groupes quantiques dynamiques [F2, BBB].
Au point de vue de l’alge`bre les groupes quantiques a une structure des bige`bres.
Celles sont des alge`bres associatives, ou` hormis la multiplication et la unite´ les ope´rations
duales (la comultiplication et la counite´) sont de´finies. D’habitude on conside`re les groupes
quantiques qui permit d’une plus ope´ration – un antipode. Elles sont appele´es alge`bre de
Hopf. Les groupes quantiques dynamiques peuvent eˆtre de´crits comme des objets plus
ge´ne´rales – les quasi-bige`bres et les quasi-alge`bres de Hopf [D90].
A la fin des anne´es quatre-vingt Drinfeld a introduit la nouvelle me´thode pour de´crire
les groupes quantiques dans le cas rationnel et trigonome´trique [D88]. Pour cela il a
introduit les courants – des se´ries formelle dont coefficients (dans la de´composition en
puissances du parame`tre spectral) engendrent l’alge`bre conside´re´e. Quelques courants
sont repre´sente´s comme une diffe´rence d’autres courants – les demi-courants. Ces derniers
peuvent eˆtre identifie´s avec les coordonne´es de Gauss pour la de´composition des ope´rateurs
de Lax [DF]. Les groupes quantiques lie´es avec une courbe d’un genre arbitraire ont e´te´
construits en termes des courants dans les travails de Enriquez et Roubtsov [ER1, ER2,
ER3].
La the`se est base´e sur quatre articles [S1, S2I, S2II, S3] joints comme des appendices.
Dans [S1] nous construisons la fonction de transition pour la chaˆıne de Toda pe´riodique
en termes de la me´thode de dispersion inverse quantique. Cette fonction re´alise une tran-
sition a` telles variables que les fonctions propres de ce syste`me sont factorise´es en produit
de fonctions d’une variable. Ces variables sont appele´es se´pare´es. Les premie`res ide´es de la
Se´paration de Variables pour chaˆıne de Toda sont propose´es par Gutzwiller [Gutz] et sont
de´veloppe´es par Sklyanin en termes de me´thode de dispersion inverse quantique [Skl85].
L’ide´e principal est l’utilisation des fonctions propres de la chaˆıne de Toda ouverte (mul-
tiplie´e a` un facteur) comme une fonction de transition pour la chaˆıne pe´riodique.
Dans [Skl85] Sklyanin a aussi propose´ chercher les fonctions propres de la chaˆıne
ouverte de N particules comme une transformation inte´grale des fonctions propres de la
chaˆıne ouverte de N − 1 particules sur les valeurs propres. La re´alisation de cette ide´e
a donne´ la repre´sentation inte´grale de ces fonctions appele´e repre´sentation de Mellin-
Barns [KL2]. Quelques autres me´thodes donnent une plus repre´sentation inte´grale pour
les fonctions propres de la chaˆıne ouverte appele´e repre´sentation de Gauss-Givental [Giv,
GKLO]. Elle permit aussi re´e´crire ces fonctions comme une transformation inte´grale des
fonctions propres de N−1 particules mais sur les arguments de fonctions – les coordonne´es
du syste`me. La sens de cette transformation et, par conse´quence, de la repre´sentation de
Gauss-Givental dans la the´orie de groupes quantiques (lie´e a` la me´thode de dispersion
inverse quantique) a e´te´ inconnu.
Le travail [S1] a e´te´ inspire´ par l’article [DKM] consacre´ a` la Se´paration de Variables
pour le mode`le XXX en termes de la me´thode de dispersion inverse quantique. Pour ce
cas les auteurs construisent re´cursivement une fonction de transition comme une transfor-
mation inte´grale sur coordonne´es. Le point principal de cette construction est une triangu-
larisation de l’ope´rateur de Lax du mode`le. En modifiant la me´thode de triangularisation
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pour le cas de la chaˆıne de Toda nous obtenons une repre´sentation de Gauss-Givental. En
suivant [DKM] nous utilisons la repre´sentation graphique de transformations inte´grales
pour simplifier les calculs. Afin d’obtenir un tableau complet de Se´paration de Variable
pour la chaˆıne pe´riodique en termes de la me´thode de dispersion inverse quantique nous
calculons aussi une mesure d’inte´gration sur variables se´pare´es et des coefficients dans
l’e´quation de Baxter.
Le travail [S2I] est consacre´ a` la comparaison de deux groupes quantiques dynamique
de´finis par la meˆme matrice R dynamique elliptique – matrice R de Felder [F2] – dans le ni-
veau classique. Le premier groupe quantique a e´te´ obtenu dans [EF] en utilisant l’approche
de Enriquez et Roubtsov [ER1, ER2, ER3]. Le second est introduit dans le travail [K98]
comme une ge´ne´ralisation de le groupe quantique connu Uq(ŝl2) au cas elliptique. Les
deux groupes quantiques peuvent eˆtre pre´sente´s par les relations RLL dynamiques avec
la meˆme matrice R et c’est pourquoi leur diffe´rence n’e´tait pas apparente.
Le premier travail sur des groupes quantiques diffe´rentes de´finies par la meˆme matrice
R a e´te´ consacre´ au cas rationnel [KLP99]. Les auteurs expliquent la diffe´rence entre
les alge`bres D̂Y (sl2) et A~(ŝl2) en mentionnant que les demi-courants de ces alge`bres
posse`dent des proprie´te´s analytiques diffe´rentes (comme des fonctions de la parame`tre
spectral). Dans le cas elliptique on a d’abord mentionne´ que les alge`bres posse`dent des
extensions centrales diffe´rentes [JKOS2]. Apre`s, on a montre´ que les demi-courants de ces
alge`bres posse`dent des proprie´te´s analytiques diffe´rentes [EPR]. Le dernier fait signifie
que ces alge`bres elliptiques sont diffe´rentes meˆme sans les extensions centrales.
Dans le travail [S2I] nous de´crivons la diffe´rence de ces groupes quantiques elliptiques
en de´tails. Pour clarifier les re´sultats nous les conside´rons au niveau classique, id est nous
conside´rons les quasi-bige`bres de Lie correspondants. Nous proposons les sche´ma de la
comparaison suivante. Nous mentions que il existe deux choix essentiellement diffe´rents
d’un contour dans la courbe elliptique et il existe deux couvertures diffe´rentes de la
courbe elliptique correspondants aux ces contours. Elles de´finissent des espaces de fonc-
tions diffe´rents dont e´le´ments sont de´finis sur ces couvertures. Nous construisons deux
quasi-bige`bres de Lie en termes de demi-courants agissant sur ces espaces comme des
distributions. Nous obtenons des crochets de Lie et un cocrochet en voyant que ces quasi-
bige`bres de Lie co¨ıncider avec les limites classiques des quasi-alge`bres de Hopf conside´re´es
dans [EF] et [K98]. Pour compacite´ des formules nous re´unissons les demi-courants a` deux
matrices de´pendent line´airement de ces demi-courants – les ope´rateurs de Lax classiques.
Nous clarifions la de´rivation des formules diffe´rentes pour les extensions centrales. Cette
diffe´rence de´coule du fait que ces extensions sont de´finies par les meˆmes formules mais avec
les contours d’inte´gration diffe´rents. Nous montrons aussi que les proprie´te´s analytiques
diffe´rentes des demi-courants entraˆınent des proprie´te´s diffe´rentes alge´briques.
Nous continuons la comparaison des limites classiques des groupes quantiques dans le
travail [S2II]. Ici nous conside´rons leurs de´ge´ne´rescences rationnelles et trigonome´triques
diffe´rentes. La premie`re quasi-bige`bre de Lie posse`de un de´ge´ne´rescence rationnelle et un
de´ge´ne´rescence trigonome´trique. Dans le second cas il existe un de´ge´ne´rescence rationnelle
et un de´ge´ne´rescence trigonome´trique avec les relations de commutations ressemblantes.
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Les diffe´rences entre des alge`bres de Hopf correspondant a` ces de´ge´ne´rescence ration-
nelles ont e´te´ constate´e dans [KLP99]. Dans le second cas il existe aussi une famille des
de´ge´ne´rescences trigonome´triques. Ce fait est explique´ par l’asyme´trie du contour corres-
pondant par rapport a` l’e´change des pe´riodes elliptiques. La diffe´rence des de´ge´ne´rescences
correspondantes et la pre´sence de la famille additionnelle de de´ge´ne´rescences trigonome´triques
prouvent de nouveau la diffe´rence des alge`bres conside´re´es et aident comprendre plus pro-
fonde´ment cette diffe´rence. Enfin nous ge´ne´ralisons la me´thode de moyennisation de la
matrice r classique au cas elliptique dynamique et a` la famille des bige`bres de Lie trigo-
nome´triques obtenue.
Le dernier article [S3] est consacre´ au calcul des projections conside´re´es dans [EF]
et a` l’application de la the´orie des projections aux mode`les statistiques elliptiques sur
des re´seaux. Les projections des (quasi-)alge`bres de Hopf sont apparues dans [ER2, ER3]
comme une me´thode de construction des groupes quantiques au genre arbitraire. Dans [EF]
cette me´thode a e´te´ applique´e au cas elliptique dynamique. Puis, en analysant les ex-
pressions de la matrice R universelle pour le cas trigonome´trique, Khoroshkin et Pa-
kuliak a propose´ une me´thode du calcul des projections des courants en termes des
demi-courants [KhP]. Ils ont mentionne´ que le noyau inte´gral dans l’expression de ces
projections co¨ıncide avec la fonction de partition pour le mode`le 6-vertex avec des condi-
tions frontie`res certaines. Nous ge´ne´ralisons cette remarque au cas elliptique. Le mode`le
statistique correspondant a` ce cas est le mode`le Solid-On-Solid (SOS). Nous conside´rons
l’alge`bre construite dans [EF] (dont la limite classique nous avons analyse´ dans [S2I, S2II])
et les projections de´crites la`. En ge´ne´ralisant la me´thode du calcul des projections propose´e
dans [KhP] nous obtenons une expression pour les projections du produit des courants et
la repre´sentons comme une inte´gral du meˆme produit. Ensuite, nous extrayons le noyau
inte´gral en calculant un produit scalaire de cette inte´gral avec le produit de courants
duales. Enfin nous montrons que l’expression obtenue satisfait les conditions analytiques
de´finissant uniquement la fonction de partition pour le mode`le SOS avec les conditions
au bord de type parois de domaines.
La the`se est organise´e comme suit. Dans le Chapitre 1 les conceptions ge´ne´rales sont
introduites. D’abord on introduit ici les notions basiques des syste`mes inte´grables clas-
siques et quantiques (sec. 1.1). Ensuite, on conside`re les relations RLL line´aires et qua-
dratiques et leur signification pour les syste`mes inte´grables (sec. 1.2, 1.3). On pre´sente
quelque exemples des syste`mes inte´grables de´crivant par les relations RLL quadratiques
qui sont lie´s a` la the`se (sec. 1.4, 1.5). Puis, on de´finit les mode`les statistiques sur des
re´seaux lie´es aux relations RLL quadratiques et explique leur relation avec des syste`mes
inte´grables (sec. 1.6). Dans la section 1.7 on de´finit les notions principales de la the´orie
des alge`bres de Hopf. Ensuite, on introduit les groupes quantiques en termes de relations
RLL quadratiques et de´finit la structures de bige`bre et d’alge`bre de Hopf sur ces groupes
quantiques (sec. 1.8). Puis, on conside`re la construction du double de Drinfeld et l’ap-
plique aux groupes quantiques introduit a` la section 1.8 en obtenant les alge`bres de Hopf
quasi-triangulaires de´crits par les relations RLL (sec. 1.9). Enfin, on introduit les rela-
tions RLL dynamiques et les quasi-alge`bres de Hopf quasi-triangulaires correspondantes
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(sec. 1.10).
Dans le Chapitre 2 on de´crit la se´paration de variables pour la chaˆıne de Toda
pe´riodique et pre´sente les re´sultats de l’article [S1]. On discute les conceptions ge´ne´rales
de la me´thode de se´paration de variables (sec. 2.1). Ensuite, on les applique a` la chaˆıne
de Toda pe´riodique (sec. 2.2). Puis, on de´crit les re´sultats principaux (sec. 2.3). La sec-
tion 2.4 contient des re´sultats comple´tant le tableau de la se´paration de variable pour la
chaˆıne de Toda pe´riodique et des remarques additionnelles.
Dans le Chapitre 3 on explique les re´sultats principaux des articles [S2I, S2II]. D’abord
on donne la notion ge´ne´rale des courants en termes des distributions (sec. 3.1). Ensuite,
on discute le roˆle des courants pour la quantification des groupes quantiques (sec. 3.2).
Puis, on explique la relation de (quasi-)alge`bres de Hopf de´crites par les courants avec les
courbes complexes (sec. 3.3). Dans les sections 3.4 et 3.5 on de´crit les re´sultats principaux
des travails [S2I] et [S2II] respectivement.
Le Chapitre 4 est base´ sur le travail [S3]. Il se de´bute de la section 4.1, ou` on introduit la
notion des projections pour les alge`bres de Hopf. Ensuite, on conside`re le mode`le 6-vertex
et sa relation avec les projections d’une alge`bre trigonome´trique correspondante (sec. 4.2).
Puis, on ge´ne´ralise sche´ma de cette relation au cas elliptique. On de´crit l’alge`bre associe´e
avec la courbe elliptique au sens de section 3.3 et introduit les projections ”dynamiques”
pour cette alge`bre (sec. 4.3 et 4.4). Enfin, on de´crit la fonction de partition pour un mode`le
statistique correspondant – le mode`le SOS (sec. 4.5). Hormis les re´sultats contenus dans
l’article [S3], dont mate´riel est focalise´ a` l’application aux mode`les statistiques, on formule
dans cette Chapitre quelques fait importants pour la me´thode de projection ”dynamique”
de´crite dans [EF]. En plus, dans la section 4.2 on pre´sente la relation des projections
avec la fonction de partition du mode`le 6-vertex en termes alge´briques sans utilisant les
proprie´te´s analytiques de la fonction de partitions.
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Chapitre 1
Groupes quantiques en the´orie des
syste`mes inte´grables et des mode`les
sur des re´seaux
Les groupes quantiques sont apparus pour la premie`re fois dans la the´orie des syste`mes
inte´grables et la the´orie des mode`les statistiques exactement solubles sur des re´seaux.
L’outil principal de la the´orie des syste`mes inte´grables est ce qu’on appelle un ope´rateur de
Lax L. Sa proprie´te´ la plus importante provient du fait que les relations de commutation
pour ses e´le´ments matriciels peuvent eˆtre e´crites comme une relation RLL, avec une
matrice R donne´e. Un groupe quantique est l’alge`bre ”la plus universelle” de´finie par
une relation RLL avec une matrice R donne´e. C’est-a`-dire, chaque alge`bre de´crite par
un ope´rateur de Lax satisfaisant a` ces relations RLL est une repre´sentation de cette
alge`bre. La structure de relation RLL permet d’introduire un produit tensoriel entre les
repre´sentations de cette alge`bre. Ce qui permet ainsi de la munir d’une structure de la
bige`bre. De plus, si notre ope´rateur de Lax est inversible, cette bige`bre est une alge`bre de
Hopf.
En the´orie des mode`les statistiques sur des re´seaux, les matrices R sont apparues
comme les matrices de poids de Boltzmann pour lesquelles le mode`le correspondant
est exactement re´soluble. L’ope´rateur de Lax du mode`le, construit par le coproduit du
groupe quantique correspondant, est un outil principal de cette the´orie. Par conse´quent,
a` tout mode`le statistique sur un re´seau, on peut associer un syste`me inte´grable de´crit par
l’ope´rateur de Lax correspondant a` ce mode`le statistique.
Nous expliquerons le roˆle des relations RLL dans la the´orie des syste`mes inte´grables
et les relations entre ces syste`mes et les mode`les statistiques sur des re´seaux et puis, nous
conside´rons les groupes quantiques. Nous verrons aussi comment le coproduit participe a`
la description des syste`mes inte´grables et des mode`les statistiques sur des re´seaux.
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1.1 Les syste`mes inte´grables
Nous rappelons tout d’abord la notion de syste`me inte´grable classique. Soit A une
alge`bre associative commutative sur C. On dit que une application line´aire {·, ·} : A ⊗
A→ A de´finit une structure de Poisson sur A si elle satisfait aux proprie´te´s suivantes :
1. la proprie´te´ d’antisyme´trie : {a, b} = −{b, a} ;
2. l’identite´ de Jacobi : {{a, b}, c}+ {{b, c}, a}+ {{c, a}, b} = 0 ;
3. la re`gle de Leibniz : {ab, c} = a{b, c}+ {a, c}b ;
pour tout a, b, c ∈ A. L’alge`bre Amunie d’une structure de Poisson est appele´e une alge`bre
de Poisson. L’application {·, ·} est appele´e crochets de Poisson de cette alge`bre de Poisson.
On dit que des e´le´ments a1, . . . , am de C sont fonctionnellement inde´pendants si
F (a1, . . . , am) = 0 entraˆıne F = const, F : C
m → C est une fonction a` plusieurs variables
telles que la substitution F (b1, . . . , bm) est de´finie pour tous b1, . . . , bm ∈ A. Supposons
que le nombre maximal d’e´le´ments fonctionnellement inde´pendants est e´gal a` 2N .
De´finition 1. Un ensemble d’e´le´ments fonctionnellement inde´pendants I1, . . . , IN ∈ A
est appele´ un syste`me inte´grable classique si ces e´le´ments sont en involution :
{Ii, Ij} = 0. (1.1.1)
Soit I une sous-alge`bre engendre´e par les e´le´ments I1, . . . , IN . Graˆce a` la re`gle de
Leibniz, la sous-alge`bre I est involutive : {a, b} = 0, ∀a, b ∈ I. On dit encore, par abus de
langage, que I est un syste`me inte´grable et les e´le´ments I1, . . . , IN sont appele´s inte´grales
de mouvement du syste`me I ∈ I.
Un proble`me principal de la me´canique classique est celui de trouver des inte´grales
de mouvement pour un e´le´ment donne´ I ∈ A – des e´le´ments satisfaisant la condition
{I, Ii} = 0 – qui comple`tent I jusqu’a` un syste`me inte´grable I. L’e´le´ment I correspond a`
l’e´nergie du syste`me me´canique correspondant et il est appele´ l’hamiltonien du syste`me.
On passe aux syste`mes quantiques. Soit A une alge`bre associative non-commutative
sur C telle que le nombre maximal d’e´le´ments fonctionnellement inde´pendants est e´gal a`
2N .
De´finition 2. Un ensemble d’e´le´ments fonctionnellement inde´pendants Q1, . . . ,QN ∈ A
est appele´ un syste`me inte´grable quantique si ces e´le´ments commutent :
[Qi, Qj ] = 0. (1.1.2)
La sous-alge`bre Q engendre´e par les e´le´ments Q1, . . . , QN est commutative et est
appele´e un syste`me inte´grable dont les inte´grales de mouvement sont Q1, . . . , QN . Les
syste`mes inte´grables quantiques sont lie´s aux syste`mes inte´grables classiques. En effet,
conside´rons A~ une famille d’alge`bres associatives a` un parame`tre telle que les A~ sont
toutes isomorphes comme espaces vectoriels, les alge`bres A0 et A1 sont isomorphes a` A et
A respectivement comme alge`bres et ϕ−1
~
([
ϕ~(a), ϕ~(b)
])
= ~{a, b}+ o(~), ∀a, b ∈ A, ou`
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nous avons fixe´ les isomorphismes ϕ~ : A → A~. L’alge`bre A~ avec ~ 6= 0, en particulier,
l’alge`bre A = A1 est appele´e une quantification de l’alge`bre de Poisson A. Un syste`me
inte´grable quantique Q1, . . . , QN est appele´ une quantification d’un syste`me inte´grable
classique I1, . . . , IN si on peut choisir les isomorphismes ϕ~ : A~→ A tels que ϕ1(Qi) = Ii.
Notons que si une alge`breA est une quantification d’une alge`bre de Poisson A et {Qi} ⊂ A
est un syste`me inte´grable quantique, alors {Ii = ϕ1(Qi)} ⊂ A est un syste`me inte´grable
classique. Le proble`me inverse – trouver une quantification {Qi} du syste`me inte´grable
classique {Ii} donne´ – est un proble`me important de la the´orie des syste`mes inte´grables.
1.2 Relations RLL line´aires
La me´thode la plus re´pandue pour de´crire les syste`mes inte´grables est le formalisme
des ope´rateurs de Lax. Nous conside´rerons deux types d’ope´rateurs de Lax. Les ope´rateurs
de Lax du premier type sont des matrices satisfaisant aux relations RLL line´aires, alors
que les ope´rateurs de Lax de second type satisfont aux relations RLL quadratiques. Nous
de´crivons tout d’abord le premier cas.
On rappelle d’abord des notations matricielles utilise´es dans le formalisme des ope´rateurs
de Lax. SoitX une matrice sur une alge`bre associativeA :X =
n∑
ij=1
Eij⊗Xij ∈ EndC
n⊗A,
ou` Xij ∈ A et Eij est une matrice avec 1 a` (i, j)-e`me place et 0 aux autres, et soit
Y =
n∑
ijkl=1
Eik ⊗Ejl ∈ A⊗ EndC
n ⊗ EndCn, ou` Yij,kl ∈ A. Alors, X
(a) et Y (bc), ou` b 6= c,
se de´signent les e´le´ments suivants de l’espace EndCn ⊗ . . .⊗ EndCn ⊗A :
X(a) =
n∑
ij=1
1⊗ . . .⊗ 1⊗ Eij ⊗ 1⊗ . . .⊗ 1⊗Xij, (1.2.1)
Y (bc) =
n∑
ijkl=1
1⊗ . . .⊗ 1⊗ Eik ⊗ 1⊗ . . .⊗ 1⊗ Ejl ⊗ . . .⊗ 1⊗ Yij,kl, (1.2.2)
ou` la matrice Eij s’installe au a-e`me espace EndC
n, la matrice Eik – au b-e`me espace
EndCn et la matrice Ejl – au c-e`me espace EndC
n. Parfois les e´le´ments X(a) et Y (bc) sont
de´signe´s par Xa et Ybc. Les notations (1.2.1), (1.2.2) restent aptes pour X ∈ EndC
n et
Y ∈ EndCn ⊗ EndCn. Formellement, c’est un cas A = C. Nous pouvons encore de´finir
de manie`re analogue un e´le´ment Z(a1,...,am) pour Z ∈
(
EndCn
)⊗m
⊗ A. Quelquefois, ces
notations sont utilise´es dans le cas plus ge´ne´ral – pour Z ∈ B⊗m⊗A, ou` B est une alge`bre
associative unitaire arbitraire.
Soit A une alge`bre de Poisson. Une matrice L(u) ∈ EndCn ⊗ A de´pendant d’une
variable u est appele´e un ope´rateur de Lax classique si elle satisfait a` la relation RLL
line´aire classique
{L(1)(u), L(2)(v)} = [r(12)(u, v), L(1)(u) + L(2)(v)], (1.2.3)
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ou` r(u, v) ∈ EndCn⊗EndCn est appele´e matrice r classique. La partie gauche de (1.2.3)
est interpre´te´e comme
{L(1)(u), L(2)(v)} =
n∑
ijkl=1
Eij ⊗ Ekl ⊗ {Lij(u), Lkl(v)}, (1.2.4)
ou` Lij(u) sont e´le´ments de la matrice L(u) = Eij ⊗ Lij(u). La variable u est appele´e un
parame`tre spectral. L’antisyme´trie des crochets de Poisson {·, ·} pre´sume que la matrice
r doit satisfaire la condition
r(12)(u, v) + r(21)(v, u) = C(u, v), (1.2.5)
ou` C(u, v) ∈ EndCn ⊗ EndCn commute avec les e´le´ments du type x ⊗ 1 + 1 ⊗ x, ∀x ∈
EndCn. La condition
[r(12)(u1, u2), r
(13)(u1, u3)] + [r
(12)(u1, u2), r
(23)(u2, u3)]+
+ [r(13)(u1, u3), r
(23)(u2, u3)] = 0, (1.2.6)
est appele´e E´quation de Yang-Baxter Classique. Elle garantit l’identite´ de Jacobi pour les
crochets de Poisson.
Il existe toujours une alge`bre de Poisson A pour une matrice r donne´e, telle qu’on
peut trouver une matrice L(u) ∈ EndCn ⊗ A satisfaisant (1.2.3). Par exemple, on peut
de´finir l’alge`bre A comme l’alge`bre associative commutative engendre´e par les coefficients
Lkij de la de´composition Lij(u) =
∑
k
Lkijφk(u), ou` φk(u) sont des fonctions line´airement
inde´pendantes 1, et munir A des crochets de Poisson, qui sont de´finis par la formule (1.2.3)
et par la re`gle de Leibniz. Si les conditions (1.2.5) et (1.2.6) sont satisfaites, les crochets
sont antisyme´triques et satisfont a` l’identite´ de Jacobi, et par conse´quent de´finissent une
structure de Poisson sur A.
La relation RLL conduit a` l’involutivite´ de traces de puissances de l’ope´rateur de Lax :
{Ii(u), Ij(v)} = 0, Ik(u) =
1
k
trL(u)k. (1.2.7)
Ainsi, I1(u), . . . , In(u) repre´sentent un syste`me inte´grable. Les me´thodes de de´monstra-
tion de comple´tude des syste`mes inte´grables occupent une place spe´ciale dans la the´orie
des syste`mes inte´grables et nous ne les concernerons pas ici.
Un exemple d’un tel syste`me est le mode`le de Gaudin rationnel. Il est de´fini par
l’ope´rateur de Lax rationnel
L(u) =
m∑
s=1
1
u− us
n∑
i,j=1
Eji ⊗ e
(s)
ij , (1.2.8)
1On peut conside´rer aussi une de´composition continuelle Lij(u) =
∫
x∈X
Lij(x)φ(u;x)dµ(x), ou` µ est
une mesure sur X.
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ou` e
(s)
ij sont des ge´ne´rateurs de A et u1, . . . , um sont des nombres complexes distincts. La
structure de Poisson sur A est de´finie par la relation RLL line´aire (1.2.3) avec la matrice
r rationnelle
r(u, v) =
1
u− v
n∑
i,j=1
Eij ⊗ Eji. (1.2.9)
Autrement dit :
{e
(s)
ij , e
(r)
kl } = δ
sr
(
δkje
(s)
il − δile
(s)
kj
)
. (1.2.10)
Pour n = 2, par exemple, nous avons
I1(u) = trL(u) =
m∑
s=1
1
u− us
∑
i=1
e
(s)
ii ∈
m∑
s=1
1
u− us
Z(A), (1.2.11)
I2(u) =
1
2
trL(u)2 =
m∑
s=1
1
u− us
∑
i=1
e
(s)
ii ∈
m∑
s=1
n∑
ij=1
1
u− us
I2,s +
1
2
m∑
s=1
1
(u− us)2
Z(A),
(1.2.12)
ou` Z(A) = {a ∈ A | {a, b} = 0, ∀b ∈ A} est le centre de Poisson et
I2,s =
∑
r 6=s
1
us − ur
n∑
ij=1
e
(s)
ij e
(r)
ji . (1.2.13)
Donc, I2,1, . . . , I2,m sont des inte´grales de mouvement pour le mode`le de Gaudin rationnel.
Pour obtenir une alge`bre de Poisson avec le nombre maximal d’e´le´ments fonctionnellement
inde´pendants ne´cessaire, il faut quotienter l’alge`bre A par l’ide´al engendre´ par x− χ(x),
pour tous x ∈ Z(A), ou` χ : Z(A)→ C est un caracte`re du centre fixe´ de Poisson Z(A).
Dans le cas quantique, l’ope´rateur de Lax L(u) ∈ EndCn ⊗A satisfait la relation
[L(1)(u), L(2)(v)] = [r(12)(u, v), L(1)(u) + L(2)(v)], (1.2.14)
avec la meˆme matrice r. La relation (1.2.14) est appele´e une relation RLL line´aire quan-
tique. L’alge`bre A correspondant a` la relation (1.2.14) quantifie l’alge`bre de Poisson A
construit par (1.2.3). La famille A~ correspondante est de´finie par la relation
[L(1)(u), L(2)(v)] = ~[r(12)(u, v), L(1)(u) + L(2)(v)]. (1.2.15)
En ge´ne´ral, les traces de puissances de l’ope´rateur de Lax ne commutent pas. Le
proble`me de quantification du syste`me (1.2.7) de´pend de la spe´cification de l’ope´rateur de
Lax et de la matrice r. Pour le mode`le de Gaudin, cas n = 2, les traces Q1(u) = trL(u),
Q2(u) =
1
2
trL(u)2 commutent et, par conse´quent, quantifient le syste`me (1.2.13). Pour le
cas n > 2, la quantification du syste`me de Gaudin a e´te´ obtenue re´cemment en utilisant
la notion de la courbe spectrale quantique [Tal].
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La relation RLL line´aire a une proprie´te´ importante. Si les matrices L1(u) ∈ EndC
n⊗
A1 et L2(u) ∈ EndC
n⊗A2 satisfont la relation RLL avec la meˆme matrice r, leur somme
L1(u)+L2(u) ∈ EndC
n⊗A1⊗A2 satisfait aussi la relation RLL avec la meˆme matrice r,
ou` nous avons de´signe´ par L1(u) et L2(u) dans cette somme les images de ces ope´rateurs
de Lax par plongements canoniques A1 → A1 ⊗ A2 et A2 → A1 ⊗ A2. Par exemple,
l’ope´rateur de Lax (1.2.8) est la somme des ope´rateurs de Lax
Ls(u) =
1
u− us
n∑
i,j=1
Eji ⊗ e
(s)
ij ∈ EndC
n ⊗As, (1.2.16)
et l’alge`bre correspondante est repre´sente´e comme A = A1 ⊗ . . . ⊗ Am, ou` As est une
sous-alge`bre engendre´e par e
(s)
ij , i, j = 1, . . . , n, car les ge´ne´rateurs e
(s)
ij commutent avec
e
(r)
kl pour s 6= r.
1.3 Relations RLL quadratiques
Le second type des ope´rateurs de Lax classiques correspond aux matrices L(u) ∈
EndCn ⊗A satisfaisant la relation RLL quadratique classique
{L(1)(u), L(2)(v)} = [r
(12)
quad(u, v), L
(1)(u)L(2)(v)], (1.3.1)
ou` rquad(u, v) est une matrice r satisfaisant l’e´quation (1.2.6) et la condition
r
(12)
quad(u, v) + r
(21)
quad(v, u) = C˜(u, v), (1.3.2)
ou` C˜(u, v) ∈ EndCn ⊗ EndCn commute avec des e´le´ments du type x⊗ x, ∀x ∈ EndCn.
L’e´quation (1.2.6) et la condition (1.3.2) assurent l’antisyme´trie des crochets et l’identite´
de Jacobi.
Les relations RLL line´aires et quadratiques sont lie´es. En effet, supposons que l’ope´ra-
teur de Lax L(u) et la matrice r rquad(u, v) de´pendent d’un parame`tre ~D comme
L(u) = 1 + ~DL(u) + o(~D), rquad(u, v) = ~Dr(u, v) + o(~D), (1.3.3)
ou` nous supposons aussi C˜(u, v) = ~DC(u, v) + o(~D). Alors, en substituant (1.3.3) a` la
relation RLL quadratique (1.3.1) on obtient la relation RLL line´aire (1.2.3). Le passage
des relations RLL line´aires aux relations RLL quadratiques correspond a` la quantification
de Drinfeld dans la the´orie des groupes quantiques. Comme la relation RLL line´aire, la
relation RLL quadratique entraˆıne l’involutivite´ des traces Ik(u) =
1
k
trL(u)k.
Une quantification des relations RLL quadratiques est plus complique´e que celle des
relations RLL line´aires. En effet, en remplac¸ant les crochets de Poisson par le commuta-
teur dans la partie gauche de (1.3.1), on obtient une alge`bre avec les ge´ne´rateurs Lij(u), qui
ne satisfont pas a` la condition de Poincare´–Birkhoff–Witt (PBW). Par conse´quent, cette
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alge`bre ne peut pas eˆtre une quantification de l’alge`bre de Poisson A de´finie par (1.3.1).
Une relation RLL quadratique quantique pour l’ope´rateur de Lax quantique correspon-
dant a` L(u) ∈ EndCn ⊗A~ est e´crite comme
R(12)(u, v)L(1)(u)L(2)(v) = L(2)(v)L(1)(u)R(12)(u, v), (1.3.4)
ou` R(u, v) ∈ EndCn ⊗ EndCn satisfait l’E´quation de Yang-Baxter (Quantique)
R(12)(u1, u2)R
(13)(u1, u3)R
(23)(u2, u3) = R
(23)(u2, u3)R
(13)(u1, u3)R
(12)(u1, u2) (1.3.5)
et est appele´ une matrice R quantique. Nous supposerons que la R-matrice R(u, v) est
inversible pour u et v ge´ne´riques. Il entraˆıne que R(u, v) = R0(u, v) + O(~), ou` R0(u, v)
est une matrice inversible ne de´pendant pas de ~ et, par conse´quence, elle peut eˆtre
choisie telle que R(u, v) = 1 + O(~). On de´signe par rquad(u, v) un premier coefficient de
de´composition a` ~ :
R(u, v) = 1 + ~rquad(u, v) + o(~). (1.3.6)
En substituant (1.3.6) a` (1.3.5), on obtient l’E´quation de Yang-Baxter Classique (1.2.6).
En plus, en substituant (1.3.6) a` (1.3.4), nous voyons que l’alge`bre de´finie par (1.3.4)
quantifie l’alge`bre commutative A munie des crochets de Poisson (1.3.1).
En pre´multipliant (1.3.4) par R(u, v)−1 et en prenant la trace, on obtient que la fonc-
tion t(u) = trL(u) commute avec elle meˆme :
[t(u), t(v)] = 0. (1.3.7)
Dans cas n > 2, les inte´grales de mouvement engendre´es par t(u) ne sont pas suffisants
pour inte´grabilite´, et alors le proble`me de quantification du syste`me classique de´fini par
la relation RLL quadratique est re´solu particulie`rement pour chaque ope´rateur de Lax.
Dans quelques cas, par exemple, on peut utiliser la me´thode de fusion.
La relation RLL quantique (1.3.4) quantifie la relation RLL quantique line´aire (1.2.14)
au sens de Drinfeld. En substituant
L(u) = 1 + ~~DL(u, v) + o(~D), R(u, v) = 1 + ~~Dr(u, v) + o(~D). (1.3.8)
a` (1.3.4), on obtient (1.2.14). La version quantique de la matrice (1.2.9) est
R(u, v) = 1 +
~~D
u− v
n∑
i,j=1
Eij ⊗Eji. (1.3.9)
La matrice (1.3.9) est appele´e une matrice R rationnelle. Par ailleurs, l’e´quation (1.3.5)
a des solutions trigonome´triques et elliptiques.
Nous pouvons construire un ope´rateur de Lax L(u) ∈ EndCn ⊗ A1 ⊗ A2 par des
ope´rateurs de Lax L1(u) ∈ EndC
n ⊗A1 et L2(u) ∈ EndC
n ⊗A2 donne´s, comme dans le
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cas de la relation RLL line´aire. En effet, si L1(u) et L2(u) satisfont a` (1.3.4), le produit
L(u) = L2(u)L1(u) ∈ EndC
n ⊗ A1 ⊗ A2 satisfait aussi (1.3.4) avec la meˆme matrice R.
Par exemple, graˆce a` (1.3.5), la matrice R(u, v) avec v fixe´e est un ope´rateur de Lax pour
l’alge`bre EndCn et, par conse´quent, le produit des matrices R
L(u) = R(0N)(u, vN) · · ·R
(02)(u, v2)R
(01)(u, v1) (1.3.10)
est un ope´rateur de Lax pour une alge`bre
(
EndCn
)⊗N
. Le cas ou` la matrice R de (1.3.10)
est la matrice R rationnelle (1.3.9), le syste`me donne´ par l’ope´rateur de Lax (1.3.10) est
une quantification du syste`me de Gaudin rationnel au sens de Drinfeld.
1.4 Chaˆıne de Toda
Dans [Toda], le physicien Morikazu Toda a propose´ un mode`le non-line´aire inte´grable
du solide. Ce mode`le ainsi que des mode`les similaires sont appele´s des chaˆınes de Toda.
Nous conside´rerons les chaˆınes finies pe´riodiques et ouvertes. La chaˆıne pe´riodique de
Toda de N particules est un syste`me a` une dimension avec l’hamiltonien
Hpe´r =
1
2
N∑
s=1
p2s +
N∑
s=1
exs−xs+1 , (1.4.1)
ou` xs est la coordonne´e de la s-e`me particule et ps est son impulsion, et ou` nous avons
pose´ xN+1 = x1. Outre la chaˆıne pe´riodique, on distingue une chaˆıne ouverte de Toda.
Cette dernie`re est donne´e par l’hamiltonien
Houv =
1
2
N∑
s=1
p2s +
N−1∑
s=1
exs−xs+1. (1.4.2)
On peut interpre´ter les chaˆınes pe´riodiques et ouvertes comme le meˆme syste`me avec
les conditions diffe´rentes a` la frontie`re. Pour la chaˆıne pe´riodique, ce sont des conditions
pe´riodiques xN+1 = x1, ou plus ge´ne´ralement xs+N = xs. La chaˆıne ouverte correspond
aux conditions ouvertes x0 → −∞, xN+1 → +∞. Ce qui explique les noms des chaˆınes.
L’alge`bre de Poisson A pour ces syste`mes est la meˆme. C’est une alge`bre de fonctions
infiniment diffe´rentiables de 2N variables ps et xs avec les crochets de Poisson standards
{f(p, x), g(p, x)} =
N∑
s=1
(∂f(p, x)
∂ps
∂g(p, x)
∂xs
−
∂f(p, x)
∂xs
∂g(p, x)
∂ps
)
, (1.4.3)
ou` p = (p1, . . . , pN) et x = (x1, . . . , xN ). Ne´anmoins, puisque les hamiltoniens (1.4.1) et
(1.4.2) ne sont pas en involution, ils de´finissent des syste`mes diffe´rents. Comme nous le
verrons, chacun de ces syste`mes posse`de un ensemble ne´cessaire d’inte´grales de mouvement
qui engendrent une sous-alge`bre involutive contenant l’hamiltonien correspondant.
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L’hamiltonien du syste`me de Toda pe´riodique/ouverte quantique est de´fini par l’ex-
pression (1.4.1)/(1.4.2), ou` ps = −i~
∂
∂xs
et xs est un ope´rateur de multiplication par
xs. Dans le cas quantique, le roˆle de l’alge`bre A~/i est joue´ par l’alge`bre engendre´e par
les ope´rateurs ps et xs. Chaque terme des expressions de ces hamiltoniens ainsi que des
inte´grales de mouvement correspondantes ne contient pas de produits d’e´le´ments non-
involutifs et, par conse´quent, les chaˆınes de Toda conside´re´es sont quantifie´es directement.
C’est pourquoi nous ne nous arreˆtons pas au cas classique.
On conside`re les matrices suivantes
Ls(u) =
(
u− ps e
−xs
−exs 0
)
. (1.4.4)
Elles satisfont la relation RLL quadratique quantique (1.3.4) avec la matrice R ration-
nelle (1.3.9), ou` ~~D = i~, n = 2. Elles sont appele´es les ope´rateurs de Lax d’une particule
de la chaˆıne de Toda. En utilisant la construction de la fin de la sous-section pre´ce´dente,
nous obtenons l’ope´rateur de Lax suivant
T[N ](u) = LN (u) · · ·L1(u) =
(
AN (u) BN(u)
CN(u) DN(u)
)
, (1.4.5)
qui est appele´ la matrice de monodromie de la chaˆıne de Toda aux N -particules. Comme
nous le savons de´ja`, la trace de l’ope´rateur de Lax, en particulier, la fonction
tˆ(u) = trT[N ](u) = AN (u) +DN (u) (1.4.6)
commute avec elle meˆme :
[tˆ(u), tˆ(v)] = 0. (1.4.7)
Cela signifie que les coefficients Qk de la de´composition
tˆ(u) =
N∑
k=0
(−1)kuN−kQk (1.4.8)
commutent :
[Qk, Qj] = 0, (1.4.9)
En plus, l’hamiltonien de la chaˆıne de Toda pe´riodique est exprime´ par les coefficient :
Hpe´r =
1
2
Q21 − Q2. Par conse´quent, Q1, . . . ,QN sont des inte´grales de mouvement pour
la chaˆıne de Toda pe´riodique et tˆ(u) est leur fonction ge´ne´ratrice. Chaque Qk est un
polynoˆme en p1, . . . , pN de degre´ k tel que Qk =
∑
i1<...<ik
pi1 · · · pik+ un polynoˆme de
degre´ k − 1, et c’est pourquoi ils sont fonctionnellement inde´pendants. En particulier,
Q0 = 1 et Q1 =
N∑
k=1
pk – ope´rateur de l’impulsion totale, Puisque le nombre des inte´grales
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de mouvement fonctionnellement inde´pendantes est e´gal a` N, la chaˆıne de Toda est un
syste`me inte´grable.
La relation RLL (1.3.4) pour la matrice de monodromie (1.4.5) avec la matrice R
rationnelle (1.3.9) pre´sume la relation
[AN(u), AN(v)] = 0, (1.4.10)
dont on peut trouver, de manie`re analogique, que AN(u) est une fonction ge´ne´ratrice pour
la chaˆıne de Toda ouverte :
AN(u) =
N∑
k=0
(−1)kuN−kHk, (1.4.11)
H0 = 1, H1 = Q1 =
N∑
k=1
pk, Houv =
1
2
H21 −H2, (1.4.12)
[Hk, Hj] = 0, (1.4.13)
et qu’elle est aussi un syste`me inte´grable.
1.5 Mode`les XXX et XXZ
Dans la sous-section pre´ce´dente, nous avons de´crit la chaˆıne de Toda en utilisant la
relation RLL quadratique pour un ope´rateur de Lax de´ge´ne´re´ (non-inversible) avec une
matrice R rationnelle. Le mode`le XXX est un syste`me qu’on peut de´crire en terme d’une
relation RLL quadratique et une matrice R rationnelle, mais avec un ope´rateur de Lax
non-de´ge´ne´re´.
Le syste`me associe´ a l’ope´rateur de Lax (1.3.10) avec la matrice R rationnelle (1.3.9)
(ou` n = 2, ~~D = 1) est appele´ un mode`le XXX a` spin
1
2
. L’ope´rateur de Lax (1.3.10)
joue le roˆle de la matrice de monodromie pour ce syste`me. Si les parame`tres vs sont e´gaux,
le mode`le est dit homoge`ne, autrement il est he´te´roge`ne. La matrice de monodromie d’un
mode`le XXX du spin quelconque est de´finie par le produit des ope´rateurs de Lax d’une
particule suivant
Ls(u) =
(
u− vs + h
(s)/2 f (s)
e(s) u− vs − h
(s)/2
)
, (1.5.1)
ou` h(s), e(s) et f (s) sont des ope´rateurs dans V1 ⊗ . . . ⊗ VN qui repre´sentent les e´le´ments
de sl2 correspondants dans les sl2-modules Vs :
[h(s), e(r)] = 2δsre(s), [h(s), f (r)] = −2δsrf (s), [e(s), f (r)] = δsrh(s), (1.5.2)
[h(s), h(r)] = 0, [e(s), e(r)] = 0, [f (s), f (r)] = 0. (1.5.3)
Les relations RLL pour les ope´rateurs de Lax (1.5.1) sont e´quivalentes aux relations de
commutation (1.5.2) pour s = r. La fonction ge´ne´ratrice des inte´grales de mouvement du
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mode`le XXX est la trace de la matrice de monodromie. Dans le cas homoge`ne (v1 =
. . . = vN) elle est de´compose´e comme
tr
(
LN (u) · · ·L1(u)
)
= uN + uN−2HXXX + . . . , (1.5.4)
ou`
HXXX =
∑
1≤s<r≤N
(1
2
h(s)h(r) + e(s)f (r) + f (s)e(r)
)
. (1.5.5)
L’ope´rateur (1.5.5) est l’hamiltonien du mode`le XXX . En termes d’ope´rateurs S
(s)
x =
1
2
(e(s) + f (s)), S
(s)
y = 12i(e
(s) − f (s)), S
(s)
z = 12h
(s), il est e´crit comme
HXXX =
∑
1≤s<r≤N
(
JxS
(s)
x S
(r)
x + JxS
(s)
y S
(r)
y + JxS
(s)
z S
(r)
z
)
, (1.5.6)
ou` Jx = 2. Ce qui explique le nom du syste`me. Puisque la trace (1.5.4) commute avec
elle meˆme, les autres coefficients dans la composition (1.5.4) nous donnent le reste des
inte´grales de mouvement. Le mode`le XXX du spin 1
2
correspond au cas ou` les Vs sont
des sl2-modules du spin
1
2
:
h(s) = H(s), e(s) = E(s), f (s) = F (s), (1.5.7)
avec
H =
(
1 0
0 −1
)
, E =
(
0 1
0 0
)
, F =
(
0 0
1 0
)
. (1.5.8)
Le mode`le XXZ homoge`ne est de´fini par l’hamiltonien suivant :
HXXZ =
∑
1≤s<r≤N
(
JxS
(s)
x S
(r)
x + JxS
(s)
y S
(r)
y + JzS
(s)
z S
(r)
z
)
. (1.5.9)
La matrice de monodromie pour le mode`le XXZ du spin 1
2
est donne´e par l’expres-
sion (1.3.10) avec la matrice R trigonome´trique
R(z, w) = (qz − q−1w)
2∑
i=1
Eii ⊗Eii + (z − w)
(
E11 ⊗ E22 + E22 ⊗ E11
)
+
+ (q − q−1)wE12 ⊗E21 + (q − q
−1)zE21 ⊗E12, (1.5.10)
ou` nous utilisons les variables multiplicatives z = eu et w = ev au lieu des variables
additives u et v. Le parame`tre q de´finit l’anisotropie du mode`le : Jx/Jz = q + q
−1 + 2.
En substituant les parame`tres w1, . . . , wN tous diffe´rents dans la formule (1.3.10), nous
obtenons un mode`le XXZ he´te´roge`ne.
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Hormis les mode`les XXX et XXZ on conside`re leur ge´ne´ralisation elliptique – mode`le
XY Z. Le hamiltonien de ce mode`le contient trois constante diffe´rentes Jx, Jy et Jz.
La matrice R correspondante consiste en fonctions elliptiques et est appele´e matrice de
Baxter-Belavin. Pour la premie`re fois, cette matrice R pour le cas sl2 est e´crit par Baxter
dans une article [Bax1] comme matrice des poids de Bolzmann d’un mode`le 8-vertex (voir
section 1.8). Apre`s, Belavin a ge´ne´ralise´ cette matrice aux cas des alge`bres de Lie de rangs
plus hauts.
1.6 Mode`les statistiques sur des re´seaux
Le mode`le statistique est un mode`le d’un syste`me qui peut se trouver dans tel ou tel
e´tat avec une probabilite´ donne´e. Les observables d’un syste`me sont repre´sente´es comme
des fonctions de l’e´tat. Un proble`me pose´ dans la the´orie des mode`les statistiques est celui
du calcul des valeurs moyennes des ces observables, leurs fluctuations et leurs corre´lations.
La loi la plus re´pandue de la distribution de la probabilite´ pour les syste`mes physiques
statistiques est la loi de Boltzmann. Elle postule que les probabilite´s d’e´tats sont pro-
portionnelles a` e−E/(kT ), ou` E est l’e´nergie de l’e´tat correspondant, k est la constante de
Boltzmann et T est la tempe´rature absolue du syste`me – une quantite´ constante pour un
syste`me en e´quilibre. La quantite´ e−E/(kT ) est appele´e le poids de Boltzmann de l’e´tat. La
probabilite´ d’un e´tat ω avec e´nergie Eω est e´gal a`
1
Z
e−Eω/(kT ), ou` le facteur de normalisa-
tion
Z =
∑
ω
e−Eω/(kT ) (1.6.1)
est appele´ une fonction de partition (ou la somme statistique) du mode`le. La somme
en (1.6.1) est prise sur tous les e´tats possibles. En prenant la de´rive´e logarithmique
de (1.6.1) par − 1
kT
on obtient la valeur moyenne de l’e´nergie comme une fonction de
la tempe´rature – la fonction thermodynamique principale. C’est pourquoi le proble`me
principal de la the´orie des mode`les statistiques revient a` calculer la fonction de partition.
On conside`re un re´seau carre´ sur un plan qui posse`de N2 sommets. Supposons que
chaque sommet peut prendre des e´tats appele´s des configurations du sommet. On nume´rote
les lignes verticales et horizontales par des nombres de 1 a` N et on conside`re le sommet
se trouvant au croisement de la i-e`me ligne verticale avec la j-e`me ligne horizontale.
De´signons l’ensemble de ses configurations par Ωij et associons a` chaque configuration
ωij ∈ Ωij un nombre Wij(ωij) appele´ le poids de Boltzmann du sommet. Les e´tats de tout
le syste`me sont appele´s configurations du re´seau et forment un ensemble Ω ⊂
N∏
ij=1
Ωij .
En ge´ne´rale, il ne co¨ıncide pas a` tout
N∏
ij=1
Ωij , puisqu’en ge´ne´ral, les configurations des
sommets ne sont pas inde´pendantes. Nous postulons qu’un poids de Boltzmann de tout
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le re´seau correspondant a` une configuration ω = (ωij) ∈ Ω est e´gal a`
W (ω) =
N∏
ij=1
Wij(ωij). (1.6.2)
En terme de l’e´nergie cela signifie que l’e´nergie du syste`me peut eˆtre repre´sente´e comme
E =
N∑
ij=1
Eij , ou` Eij est une partie de l’e´nergie ne de´pendant que de la configuration du
(i, j)-e`me sommet.
α
δ β
γ
Fig. 1.1 – Le poids de Boltzmann Rαβγδ (i, j).
Supposons que chaque areˆte – une partie d’une ligne verticale ou horizontale entre deux
sommet voisin – peut eˆtre a` deux e´tats et que la configuration de chaque sommet est de´finie
par les e´tats des areˆtes contigus. De tels mode`les sont appele´s des mode`les des sommets.
Pour des raisons de simplicite´, nous estimerons que les 16 configurations de chaque sommet
sont possibles, en supposant, s’il le faut, que les valeurs des poids de Boltzmann pour
les configurations impossibles e´galent ze´ro. Ce qui nous permet repre´senter les poids de
Boltzmann d’un sommet comme des e´le´ments d’une matrice : Wij(ωij) = R
αβ
γδ (i, j), ou` ωij
est une configuration du (i, j)-e`me sommet correspondante aux e´tats des areˆtes α, β, γ
et δ, ou` α, β, γ, δ = 1, 2 sont des valeurs des e´tats des areˆtes (voir FIG 1.1). La matrice
R(i, j) ∈ EndC2 ⊗ EndC2 est appele´e une matrice des poids de Boltzmann de (i, j)-e`me
sommet. La fonction de partition
Z =
∑
ω
W (ω) =
∑
ω
N∏
ij=1
Wij(ωij) (1.6.3)
pour un mode`le des sommets peut eˆtre pre´sente´e comme une somme des e´le´ments matri-
cielles de la matrice
R =
N∏
i=1
N∏
j=1
R(i,N+j)(i, j) ∈
(
EndC2
)2N
, (1.6.4)
ou` l’ordre de multiplication est de´fini par l’ordre de nume´ration des lignes. Les indices de
cette matrice correspondent aux e´tats des areˆtes frontie`res. Ainsi, la fonction de partition
est la somme des e´le´ments matriciels avec des indices satisfaisant les conditions a` la
frontie`re du mode`le :
Z =
∑
R
α1,...,αN ;β1,...,βN
γ1,...,γN ;δ1,...,δN
. (1.6.5)
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En particulier, pour les conditions pe´riodiques a` la frontie`re, on a αi = γi, βj = δj , et
par conse´quent la fonction de partition d’un mode`le des sommets est une trace sur tous
les 2N espaces
Z = tr1,...,2N R. (1.6.6)
On peut re´crire l’expression (1.6.6) comme
Z = tr
N∏
i=1
tˆ(i), (1.6.7)
ou` la matrice tˆ(i) ∈ EndC2 est appele´e une matrice de transfert de la i-e`me ligne hori-
zontale et est e´gale a`
tˆ(i) = tr1,...,N
N∏
j=1
R(0,j)(i, j). (1.6.8)
Le proble`me de calcul de la fonction de partition (1.6.7) se re´duit au proble`me spectral
pour les matrices tˆ(i). En effet, en diagonalisant simultane´ment ces matrices nous avons
Z = λ1,1λ2,1 · · ·λN,1 + λ1,2λ2,2 · · ·λN,2, (1.6.9)
ou` λi,1 et λi,2 sont valeurs propres des matrices tˆ(i).
Baxter a monte´ que ce proble`me est soluble si les matrices de poids de Boltzmann
sont parame´tre´es par R(i, j) = R(ui, vj) et R(u, v) satisfait l’e´quation (1.3.5). Ce qui
signifie que nous avons une correspondance entre les mode`les des sommets exactement
solubles et les syste`mes inte´grables avec la matrice de monodromie (1.3.10). Les matrices
de transfert d’un mode`le des sommets sont exprime´es par la fonction ge´ne´ratrice des
inte´grales de mouvement tˆ(u) du syste`me inte´grable correspondant comme
tˆ(i) = tˆ(ui). (1.6.10)
Par conse´quent, le proble`me consistant a` trouver la fonction de partition est re´duit au
proble`me spectral pour tˆ(u), qui est e´quivalent au proble`me spectral pour les inte´grales
de mouvement du syste`me.
L’exemple du mode`le des sommets est un mode`le 6-vertex. C’est un mode`le avec une
matrice des poids de Boltzmann R(i, j) = R(ui, vj), ou` R(u, v) est une matrice R trigo-
nome´trique (1.5.10). Le parame`tre q de´finit l’anisotropie du mode`le 6-vertex. Chaque som-
met a six configurations avec une probabilite´ non-ze´ro, id est six configurations possibles
en re´alite´. Ces configurations sont repre´sente´es en Fig. 1.2 avec les poids de Boltzmann
a(z, w) = qz − q−1w, b(z, w) = z − w, (1.6.11)
c(z, w) = (q − q−1)z, c¯(z, w) = (q − q−1)w. (1.6.12)
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a(z, w)
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✛ ✛
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❄
b(z, w)
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+
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−
+−
+
✛✲
✻
❄
−
− −
−
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✻
✻
−
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−
✛ ✛
✻
✻
+
−+
−
✲✛
✻
❄
Fig. 1.2 – La repre´sentation graphique des poids de Boltzmann pour le mode`le 6-vertex.
Pour chaque configuration possible deux fle`ches entrent a` chaque sommet et deux fle`ches
quittent chaque sommet. Le syste`me inte´grable correspondant est le mode`le XXZ de
spin 1
2
. Le mode`le 6-vertex est appele´ homoge`ne si u1 = . . . = uN et v1 = . . . = vN ,
id est si la matrice des poids est meˆme pour tous les sommets. Il correspond au mode`le
XXZ homoge`ne. Autrement, il est appele´ he´te´roge`ne et correspond au mode`le XXZ
he´te´roge`ne.
Le mode`le XY Z correspond a` un autre mode`le des sommets. Il ge´ne´ralise le mode`le 6-
vertex et il est appele´ le mode`le 8-vertex. Chaque configuration d’un sommet possible pour
ce mode`le a un nombre pair de fle`ches entrantes et un nombre pair de fle`ches sortantes. Ce
sont six configurations pre´sente´es a` Fig. 1.2 (mais avec d’autres poids de Boltzmann) et
plus deux configurations, pour lesquelles toutes les fle`ches entrent au sommet conside´re´ et
toute les fle`ches quittent ce sommet. La limite trigonome´trique du mode`le 8-vertex nous
donne le mode`le 6-vertex.
L’autre type des mode`les sur des re´seaux est les mode`les des faces. Dans les articles
initiaux ces mode`les sont de´crits comme suit. Chaque configuration du re´seau est de´finie
par des nombres associe´s a` chaque sommet et appele´s altitudes. A chaque face on associe
un poids de Boltzmann de´pendant des hauteurs autour de cette face. Exigeons que les
diffe´rences des hauteurs voisins e´galent a` ±1. Alors, nous avons six configurations pour
chaque face. Le poids de Boltzmann pour tout le re´seau est e´gal au produit des poids de
toutes les faces du re´seau.
Cependant, on peut regarder autrement les mode`les des faces. On e´change les faces et
les sommets, id est on conside`re le re´seau nouvel dont sommets se trouvent aux centres
des faces du re´seau dernier. Alors, les hauteurs sont associe´es aux faces et les poids –
aux sommets. Ainsi, nous arrivons a` des mode`les de´crits comme plus haut. En plus,
si on dit qu’une areˆte est un e´tat correspondant a` la diffe´rence entre les hauteurs des
faces contigue¨s, nous obtenons un mode`le ressemblant a` un mode`le des sommets, mais les
poids de chaque sommet pour ces mode`les de´pendent, en plus, d’une des hauteurs place´e
autour de ce sommet. Par exemple, on peut conside´rer qu’il de´pend de la hauteur de la
face gauche-haut relativement au sommet conside´re´. La matrice de poids pour ce sommet
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satisfait l’E´quation de Yang-Baxter Dynamique et elle est appele´e matrice R dynamique.
La valeur de la hauteur, dont cette matrice R de´pend, est appele´e le parame`tre dynamique.
1.7 Bige`bres et alge`bres de Hopf
Comme nous l’avons de´ja` e´crit les groupes quantiques sont des alge`bres de´crites par
les relations RLL. Les relations RLL quantiques quadratiques de´crivent des bige`bres et
des alge`bres de Hopf, les relation RLL quantiques line´aire – des bige`bre de Lie, id est
des ”groupes classiques”. Les relations RLL classiques de´finissent les alge`bres de Poisson
obtenues comme des de´ge´ne´rations de Poisson correspondantes.
On commence avec les de´finitions de bige`bres et d’alge`bre de Hopf. Sois H une alge`bre
associative unitaire sur un corps commutatif K. On dit qu’on a une structure de bige`bre
dans H si elle est munie des homomorphismes ∆: H → H⊗H et ε : H → K tels que les
diagrammes
H
∆ //
∆

H⊗H
id⊗∆

H⊗H
∆⊗id
//H⊗H⊗H
H⊗H
ε⊗id

H
∆ //∆oo
{{ww
ww
ww
ww
w
##G
GG
GG
GG
GG
H⊗H
id⊗ε

K⊗H H⊗K
(1.7.1)
sont commutatifs, ou` H → K⊗H et H → H⊗K sont les isomorphismes canoniques. Les
applications ∆ et ε sont appele´es une comultiplication (ou un coproduit) et une counite´
de la bige`bre H. Une bige`bre H est appele´e commutative si H est commutative comme
une alge`bre ; elle est appele´e cocommutative si ∆ = ∆op
df
= Pˆ ◦ ∆, ou` une application
Pˆ : H⊗H → H⊗H est de´finie comme Pˆ(a⊗ b) = b⊗ a pour tous a, b ∈ H.
Le sens de la comultiplication en the´orie des repre´sentations est le suivant. Si on a deux
repre´sentations de la bige`bre H : π1 : H → End V1 et π2 : H → EndV2, on peut construire
une repre´sentation π : H → End(V1⊗V2) dans un produit tensoriel V1⊗V2 comme la com-
position π = (π1 ⊗ π2) ◦∆. La counite´ donne la repre´sentation triviale. La repre´sentation
ε : H → K est une unite´ par rapport au ”produit tensoriel” des repre´sentations de H :
(π ⊗ ε) ◦∆ = (ε⊗ π) ◦∆ = π. (1.7.2)
De´finition 3. Une bige`breH est appele´e une alge`bre de Hopf s’il est donne´ une application
line´aire S : H → H telle que
µ ◦ (S ⊗ id) ◦∆ = µ ◦ (id⊗S) ◦∆ = 1 · ε, (1.7.3)
ou` µ : H⊗H → H est une multiplication dans H, soit µ(a⊗ b) = ab.
En fait, l’application S : H → H est un antihomomorphisme inversible et il est appele´
un antipode de l’alge`bre de Hopf H. Il permet de construire la repre´sentation duale a` la
repre´sentation donne´e.
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L’exemple de la bige`bre commutative est une alge`bre de fonctions sur un mono¨ıde
G. La multiplication pour cette alge`bre est une multiplication par points. La structure
de bige`bre est construite par la structure du mono¨ıde G, a` savoir, la comultiplication ∆
d’une fonction f : G → K est une fonction de deux variables ∆(f) : G × G → K de´finie
comme ∆(f)(x, y) = f(xy), ∀x, y ∈ G. La counite´ est de´finie comme ε(f) = f(e), ou` e
est l’unite´ du mono¨ıde G. En plus, si G est un groupe, une application de´finie comme
S(f)(x) = f(x−1) est un antipode, et, par conse´quent, nous avons une alge`bre de Hopf
commutative.
L’exemple de l’alge`bre de Hopf cocommutative est une alge`bre enveloppante universelle
U(g) d’une alge`bre de Lie g. La structure d’alge`bre de Hopf est de´finie comme
∆(x) = x⊗ 1 + 1⊗ x, ε(x) = 0, S(x) = −x, (1.7.4)
ou` x ∈ g.
De´finition 4. Une alge`bre de Hopf H est appele´e quasi-triangulaire, s’il existe un e´le´ment
inversible R appartenant a` l’espace H ⊗H ou a` une quelconque comple´tion, tel que
∆op(a) = R∆(a)R−1, (1.7.5)
(id⊗∆)R = R(13)R(12), (1.7.6)
(∆⊗ id)R = R(13)R(23). (1.7.7)
L’e´le´ment R est appele´ une matrice R universelle. Si, en plus, R−1 = R(21), l’alge`bre de
Hopf H est appele´e triangulaire.
La condition (1.7.5) est plus faible que la condition de la cocommutativite´. Le cas
cocommutatif correspond a` la matrice R universelle R = 1. Toutes alge`bres de Hopf, aux
quelles nous nous inte´ressons, peuvent eˆtre pre´sente´es comme des alge`bres de Hopf quasi-
triangulaires ou comme leurs sous-alge`bres. Les formules (1.7.5) et (1.7.6) (ou (1.7.7))
entraˆınent le fait suivant.
Proposition 1.1. Si R est une matrice R universelle pour une alge`bre de Hopf quasi-
triangulaire, elle satisfait :
R(12)R(13)R(23) = R(23)R(13)R(12), (1.7.8)
(ε⊗ id)R = (id⊗ε)R = 1, (1.7.9)
(S ⊗ id)R = (id⊗S−1)R = R−1, (1.7.10)
(S ⊗ S)R = R. (1.7.11)
En particulier, la relation (1.7.8) est appele´e E´quation de Yang-Baxter Universelle.
Dans la plupart des cas, les alge`bres de Hopf non-cocommutatives, surtout les alge`bres
de Hopf quasi-triangulaires, sont apparues comme des de´formations des alge`bres co-
commutatives – des alge`bres enveloppantes universelles. Nous ne conside´rerons que des
de´formations a` un parame`tre appele´es des quantifications de Drinfeld. Pour ces dernie`res
nous avons besoin d’une notion des bige`bres de Lie.
25
De´finition 5. Une alge`bre de Lie g (sur K) est appele´e bige`bre de Lie si elle est munie
d’une application line´aire δ : g→ g⊗ g tel que
δop = −δ, (1.7.12)
δ([x, y]) = [δ(x),∆(y)] + [∆(x), δ(y)], (1.7.13)
Alt ◦ (δ ⊗ id) ◦ δ = 0, (1.7.14)
ou` Alt est un alternateur de trois e´le´ments :
Alt(x1 ⊗ x2 ⊗ x2) =
∑
σ∈S3
(−1)σ(xσ(1) ⊗ xσ(2) ⊗ xσ(3)), (1.7.15)
les e´le´ments ∆(x) et ∆(y) sont de´finis par la formule (1.7.4). L’application δ est appele´e
cocrochet de la bige`bre de Lie g.
La condition (1.7.12) et (1.7.13) signifient une antisyme´trie du cocrochet et une compa-
tibilite´ entre les crochets et le cocrochet, la condition (1.7.14) est un analogue de l’identite´
de Jacobi pour le cocrochet.
La condition (1.7.13) peut eˆtre reformule´e en termes des complexes. Conside´rons un
complexe gradue´
0→ C0
∂
→ C1
∂
→ C2
∂
→ C3
∂
→ . . . , (1.7.16)
ou` C0 = V = HomK({0}, V ), Ck = HomK(g
∧k, V ), V est un g-module et ∂ : Ck → Ck+1
est une diffe´rentielle de´finie comme
(∂f)(x0 ∧ . . . ∧ xk) =
k∑
i=0
(−1)ixi · f(x1 ∧ . . . ∧ xˇi ∧ . . . ∧ xk)+
+
∑
i<j
(−1)i+jf([xi, xj] ∧ x1 ∧ . . . ∧ xˇi ∧ . . . ∧ xˇj ∧ . . . ∧ xk). (1.7.17)
Si V est le g-module g ⊗ g ou une comple´tion de ce module, alors δ ∈ C1 et la condi-
tion (1.7.13) est une condition de cocyclicite´. C’est pourquoi les applications δ satisfai-
sant (1.7.13), en particulier les cocrochets, sont appele´es des un-cocycles.
De´finition 6. Une alge`bre de Hopf H est appele´e une alge`bre enveloppante universelle
quantique de bige`bre (g, δ) ou quantification de Drinfeld de la bige`bre (g, δ) s’il existe une
famille d’alge`bres de Hopf H~ et le nombre ~0 ∈ C tels que
1. H~ sont isomorphes en sens des espaces vectoriels ;
2. H0 et H~0 sont isomorphes a` U(g) et a` H respectivement comme des alge`bres de
Hopf ;
3. on peut choisir des isomorphismes ϕ~ : U(g)→H~ tels que
(ϕ−1
~
⊗ ϕ−1
~
)
(
∆~
(
ϕ~(x)
)
−∆op
~
(
ϕ~(x)
))
= ~δ(x) + o(~), (1.7.18)
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∀x ∈ g, ou` ∆~ : H~→H~⊗H~ est une comultiplication dans H~.
La formule (1.7.18) et les proprie´te´s de la comultiplication (1.7.1) entraˆınent les condi-
tions (1.7.12), (1.7.13) et (1.7.14).
Revenons aux alge`bres quasi-triangulaires. Si H~ est une famille d’alge`bres de Hopf
quasi-triangulaires quantifiant une bige`bre de Lie (g, δ) et R~ sont leurs matrices R uni-
verselles, on a
R~ = 1 + ~(ϕ~⊗ ϕ~)r+ o(~), (1.7.19)
ou` r est un e´le´ment de l’espace g⊗ g ou sa comple´tion tel que
δ(x) = [∆(x), r]. (1.7.20)
En termes de la diffe´rentielle (1.7.17) la relation (1.7.20) est e´crite comme
δ = ∂(r). (1.7.21)
La relation (1.7.18) entraˆıne la contition (1.7.12), qui entraine le fait que C = r(12)+r(21)
est un invariant d’action de l’alge`bre de Lie g, id est [∆(x), C] = 0 pour tous x ∈ g. En
plus, l’e´quation (1.7.8) entraˆıne l’E´quation de Yang-Baxter Universelle Classique
[r(12), r(13)] + [r(12), r(23)] + [r(13), r(23)] = 0. (1.7.22)
De´finition 7. Une bige`bre de Lie (g, δ) est appele´e quasi-triangulaire si le un-cocyle δ est
cobord : δ = ∂(r). Si, en plus, r(12) + r(21) = 0 elle est appele´ triangulaire.
Afin que (g, δ) soit une bige`bre quasi-triangulaire, il est ne´cessaire et suffisant qu’il
existe r tel que r(12) + r(21) est un invariant de l’action de l’alge`bre de Lie g et les
e´quations (1.7.21) et (1.7.22) sont satisfaites. En particulier, l’e´quation (1.7.22) entraˆıne (1.7.14).
Une alge`bre enveloppante universelle quantique de bige`bre quasi-triangulaire (triangu-
laire) est une alge`bre de Hopf quasi-triangulaire (triangulaire).
1.8 Groupes quantiques et relation RLL
La de´finition exacte de groupes quantiques de´pend de la source. D’habitude on de´finit
les groupes quantiques comme toutes les alge`bres de Hopf ou comme tel ou tel leur
classe. Quelquefois notion de groupe quantique est utilise´e pour des bige`bres ou des quasi-
bige`bres, en particulier pour les quasi-alge`bre de Hopf, auxquelles on re´fe`re les groupes
quantiques dynamiques [F2] (voir la section 1.10).
La notion des groupes quantiques est apparue comme une alge`bration de la notion de
l’ope´rateur de Lax. SoitR(u, v) une R-matrice n2×n2 satisfaisant a` (1.3.5) et soit φˆαij(u) un
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syste`me de fonctions, ou` α = 1, . . . , Nˆij, Nˆij ∈ Z>0∪{∞}. Soit Lˆ
α
ij un syste`me d’ope´rateurs
agissant dans un espace V . On suppose que l’ope´rateur de Lax suivant satisfait (1.3.4) :
Lˆ(u) = K(u) +
n∑
ij=1
Eij ⊗
Nˆij∑
α=1
Lˆαijφˆ
α
ij(u), (1.8.1)
ou` K(u) est une matrice sur C. Si nous avons un autre ope´rateur de Lax
L˜(u) = K˜(u) +
n∑
ij=1
Eij ⊗
N˜ij∑
α=1
L˜αijφ˜
α
ij(u), (1.8.2)
ou` L˜αij agissent dans V˜ et φ˜
α
ij(u) est un autre syste`me de fonctions, alors L˜(u)Lˆ(u) =
L˜2(u)Lˆ1(u) est un ope´rateur de Lax pour l’espace V ⊗ V˜ , ou` les indices 1, 2 soulignent
que les ope´rateurs Lˆαij pre´sents dans l’expression L˜2(u)L1(u) agissent dans V et L˜
α
ij – dans
V˜ . Cet ope´rateur de Lax est de la forme (1.8.1) avec une matrice constante K˜(u)K(u),
un syste`me de fonctions et un syste`me d’ope´rateurs correspondants.
Les relations RLL permettent de construire une alge`bre Aˆ correspondant a` l’ope´rateur
de Lax (1.8.1). De´finissons l’alge`bre Aˆ comme une alge`bre engendre´e par symboles Lαij
avec des relations de commutation obtenues de la relation RLL (1.3.4) pour l’ope´rateur
de Lax L(u) ∈ EndCn ⊗ Aˆ de´fini par
L(u) = K(u) +
n∑
ij=1
Eij ⊗
Nˆij∑
α=1
Lαijφˆ
α
ij(u), (1.8.3)
Alors, l’application π : Lαij 7→ Lˆ
α
ij donne une repre´sentation de cette alge`bre Aˆ dans l’es-
pace V . On peut e´crire la de´finition de π comme π(L(u)) = Lˆ(u). L’ope´rateur de Lax
L2(u)L1(u) ∈ EndC
n⊗Aˆ⊗Aˆ satisfait aussi a` la relation RLL (1.3.4), et, ainsi, il apparaˆıt
une question naturelle : peut-on de´finir la comultiplication comme
∆L(u) = L2(u)L1(u). (1.8.4)
La formule (1.8.4) signifie
∆Lij(u) =
n∑
k=1
Lkj(u)⊗ Lik(u), (1.8.5)
ou` Lij(u) sont des e´le´ments matriciels de la matrice L(u). Cette de´finition a un sens si et
seulement si l’ope´rateur de Lax (1.8.4) est repre´sente´ a` la meˆme forme (1.8.3) (avec les
meˆmesK(u), Nˆij et φˆ
α
ij(u), mais des autres L
α
ij). Mais pourtant, en ge´ne´rale, l’ope´rateur de
Lax (1.8.4) n’est pas repre´sente´ a` la forme (1.8.3). Supposons qu’il existe une matrice B(u),
inversible sur C, telle que [R(u, v), B(u)⊗B(u)] = 0 et K(u)2 = B(u)K(u). Alors, on peut
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remplacer L(u) a` B(u)−1L(u). Donc, on obtient un ope´rateur de Lax de la forme (1.8.3),
ou` la matrice K(u) est un idempotent. Si K(u) est inversible, on peut choisir B(u) =
K(u). En suite nous supposerons toujours que K(u)2 = K(u). En particulier, pour K(u)
inversible cela signifie K(u) = 1. Alors, l’ope´rateur de Lax (1.8.4) est repre´sente´ a` la forme
L2(u)L1(u) = K(u) +
n∑
ij=1
Eij ⊗
Nˇij∑
α=1
Lˇαijφˇ
α
ij(u), (1.8.6)
ou` Lˇαij ∈ Aˆ⊗Aˆ et φˇ
α
ij(u) est un autre syste`me de fonctions. Si pour k, l, β certains Lˇ
β
kl 6= 0
et la fonction φˇβkl(u) est line´airement inde´pendante des fonctions φˆ
α
ij(u), alors, (1.8.4) nous
donne une ine´galite´ ∆(0) 6= 0, qui est contraire a` la line´arite´ de la comultiplication. Pour
que la formule (1.8.4) de´finisse une comultiplication il faut construire une alge`bre plus
universelle que l’alge`bre Aˆ.
On dit que le syste`me des fonctions φˆαij(u) est complet si un ope´rateur de Lax (1.8.3)
construit par ce syste`me est tel que le produit L2(u)L1(u) est repre´sente´ a` la meˆme forme,
id est Nˇij = Nˆij et φˇ
α
ij(u) = φˆ
α
ij(u). Dans le cas K(u) = 1 la condition de comple´tude du
syste`me φˆαij(u) peut eˆtre e´crite
φˆαik(u)φˆ
β
kj(u) =
Nˆij∑
γ=1
cαβγ (i, j; k)φˆ
γ
ij(u), (1.8.7)
ou` cαβγ (i, j; k) ∈ C sont des coefficients quelconques.
Soit un ope´rateur de Lax donne´ de la forme (1.8.1), ou` K(u)2 = K(u). Conside´rons
l’alge`bre des fonctions O engendre´e par les fonctions φˆαij(u) et les e´le´ments matriciels
Kij(u). E´largissons le syste`me de fonctions φˆ
α
ij(u) avec des fonctions de O jusqu’a` un
syste`me complet φαij(u), i, j = 1, . . . , n, α = 1, . . . , Nij . Puis, on construit une alge`bre
A engendre´e par Lαij, ou` i, j = 1, . . . , n, α = 1, . . . , Nij , avec les relations de commuta-
tion (1.3.4), ou`
L(u) = K(u) +
n∑
ij=1
Eij ⊗
Nij∑
α=1
Lαijφ
α
ij(u). (1.8.8)
C’est une alge`bre plus universelle que Aˆ et l’ope´rateur de Lax (1.8.1) de´finit aussi une
repre´sentation de A par L(u) 7→ Lˆ(u). Cette alge`bre est munie de la comultiplication
∆: A → A⊗A de´finie par (1.8.4). Si K(u) = 1 elle est munie encore de la counite´
ε
(
L(u)
)
= 1, (1.8.9)
et, par conse´quent, A est une bige`bre. Si, en plus, l’ope´rateur de Lax L(u) est anti-
inversible, id est il existe une matrice L(u)ai avec des e´le´ments matriciels Lij(u)
ai ∈ A tel
que
Lkj(u)
aiLik(u) = Lkj(u)Lik(u)
ai = δij, (1.8.10)
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alors A est une alge`bre de Hopf avec l’antipode
S
(
L(u)
)
= L(u)ai. (1.8.11)
D’habitude, Nij = ∞ pour syste`me de fonctions complet et, par conse´quent, la
somme (1.8.8) doit se comprendre comme une limite et A doit eˆtre comple´te´e par une
topologie correspondante. Ainsi, l’ope´rateur de Lax (1.8.8) est un e´le´ment de quelque
comple´tion de EndCn ⊗O ⊗ A. Quelquefois il est raisonnable conside´rer l’ope´rateur de
Lax comme un e´le´ment d’une comple´tion de End(Cn ⊗O)⊗A.
Nous avons obtenu une alge`bre de HopfA engendre´e par Lαij . Les produits ordonne´s des
ge´ne´rateurs Lαij donnent une base de PBW, si une R-matrice R(u, v) satisfait l’e´quation
de Yang-Baxter (1.3.5). L’alge`bre A n’est pas quasi-triangulaire, mais elle peut eˆtre
comple´te´e jusqu’a` une alge`bre quasi-triangulaire en utilisant la construction de double
de Drinfeld.
1.9 Double de Drinfeld et repre´sentation d’e´valuation
Soit A une bige`bre sur K avec une multiplication µ : A⊗A → A, une comultiplication
∆: A → A⊗A et une counite´ ε : A → K. On introduit une application η : K→ A par la
re`gle η(α) = α · 1, ou` 1 est l’unite´ de A. Par abus de langage, cette application η est aussi
appele´e unite´ de A. Conside´rons un espace dual A∗ et munissons-le de la multiplication
∆∗ : A∗ ⊗ A∗ → A∗, la comultiplication µ∗ : A∗ → A∗ ⊗ A∗, l’unite´ ε∗ : K → A∗ et la
counite´ µ∗ : A∗ → K, ou`
〈∆∗(x⊗ y), a〉A∗×A = 〈x⊗ y,∆(a)〉A∗⊗A∗×A⊗A, (1.9.1)
〈µ∗(x), a⊗ b〉A∗⊗A∗×A⊗A = 〈x, µ(a⊗ b)〉A∗×A, (1.9.2)
〈ε∗(α), a〉A∗×A = α · ε(a), (1.9.3)
η∗(x) = 〈x, η(1)〉A∗×A, (1.9.4)
∀x, y ∈ A∗, ∀a, b ∈ A, α ∈ K. La bige`bre obtenue est appele´e une bige`bre duale a` la
bige`bre A et elle est de´signe´e par A∗. Si A est une alge`bre de Hopf avec un antipode
S : A → A, alors A∗ posse`de l’antipode S∗ : A∗ → A∗, ou`
〈S∗(x), a〉 = 〈x, S(a)〉, (1.9.5)
∀x ∈ A∗, ∀a ∈ A.
Soit Acop une bige`bre A avec la comultiplication ∆ remplace´e par ∆op. Si A est une
alge`bre de Hopf, alors Acop est aussi une alge`bre de Hopf avec antipode S−1.
Conside´rons l’espace vectoriel H = A∗⊗Acop, ou` A est une alge`bre de Hopf. On de´crit
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une structure d’alge`bre de Hopf sur H :
µH
(
(x⊗ a)⊗ (y ⊗ b)
)
≡ (x⊗ a) · (y ⊗ b) =
= x ·
〈
(µ∗ ⊗ id) ◦ µ∗(y) ⊗, (S−1 ⊗ id⊗ id) ◦ (∆op ⊗ id) ◦∆op(a)
〉
1,3
· b, (1.9.6)
∆H(x⊗ a) = µ
∗(x)⊗∆op(a), (1.9.7)
ηH(α) = ε
∗(α)⊗ η(1), (1.9.8)
εH(x⊗ a) = η
∗(x)ε(a), (1.9.9)
ou` 〈x ⊗ y ⊗ z ⊗, a ⊗ b ⊗ c〉1,3 = 〈x, a〉A∗×A · 〈z, c〉A∗×A · yb, ∀x, y, z ∈ A
∗, ∀a, b, c ∈ A.
La bige`bre H avec la structure (1.9.6) – (1.9.9) construite par la structure de A est une
alge`bre de Hopf. Elle est appele´e double de Drinfeld d’alge`bre de Hopf Acop et de´signe´e par
D(Acop). Les alge`bres A∗ et Acop sont plonge´es dans D(Acop) par x 7→ x⊗ 1 et a 7→ 1⊗ a
respectivement. En particulier, xa = x⊗ a. Ainsi, on peut conside´rer A∗ et Acop comme
des sous-alge`bres de Hopf de Double D(Acop).
Proposition 1.2. Le double de Drinfeld D(Acop) est une alge`bre de Hopf quasi-triangu-
laire avec la matrice R universelle
R =
∑
k
ek ⊗ ek, (1.9.10)
ou` {ek} est une base de A et {e
k} est une base duale de A∗. En ge´ne´rale, la somme dans
la formule (1.9.10) est comprise comme une se´rie formelle.
Soit Ku une alge`bre associative commutative re´alise´e comme une alge`bre de fonctions
de la variable u ou sa comple´tion. Supposons que l’alge`bre Ku posse`de un produit sca-
laire non-de´ge´ne´re´ invariant 〈·, ·〉u. Soit A une alge`bre de Hopf sur C engendre´e par des
e´le´ments xi tels que les produits ordonne´s de ces e´le´ments donnent une base de PBW.
Un homomorphisme Π+u : A → End(C
n)⊗ Ku ⊂ End(C
n ⊗ Ku) est appele´ repre´sentation
d’e´valuation si Π+u (xi) sont line´airement inde´pendants et Π
+
u (xixj) = 0. On fixe une base
de PBW dans A et on de´signe par xi ∈ A∗ des e´le´ments duaux de xi. On de´finit un
homomorphisme Π−u : A
∗ → End(Cn)⊗ Ku par la formule
〈Π−u (x
i),Π+u (xj)〉End(Cn)⊗Ku = δ
i
j , (1.9.11)
ou` 〈A ⊗ s(u), B ⊗ t(u)〉End(Cn)⊗Ku = tr(AB)〈s(u), t(u)〉u. Nous supposerons que Π
−
u est
une repre´sentation d’e´valuation de l’alge`bre A∗. En particulier, Π−u (x
i) sont line´airement
inde´pendants et Π−u (x
ixj) = 0.
Conside´rons le double de Drinfeld H = D(Acop) avec la matrice R universelle (1.9.10)
et introduisons les notations
L+(u) = (Π
−
u ⊗ id)R, L−(u) = (Π
+
u ⊗ id)(R
−1)(21), (1.9.12)
R+(u, v) = (Π
−
u ⊗ Π
+
v )R, R−(u, v) = (Π
+
u ⊗ Π
−
v )(R
−1)(21). (1.9.13)
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En de´signant Xi(u) = Π
+
u (xi), X
i(u) = Π−u (x
i) et en prenant en conside´ration R−1 =
=
∑
k
S∗(ek)⊗ ek =
∑
k
ek ⊗ S(ek), ou` S est l’antipode de A, nous obtenons
L+(u) =
∑
i
X i(u)⊗ xi, L−(u) =
∑
i,j
SijXi(u)⊗ x
j , (1.9.14)
R+(u, v) =
∑
i
X i(u)⊗Xi(v), R−(u, v) =
∑
i,j
SijXi(u)⊗X
j(v), (1.9.15)
ou` les coefficients Sij de l’antipode de A :
S∗(xi) =
∑
j
Sijx
j , S(xi) =
∑
j
Sji xj . (1.9.16)
Les sommes par i et j peuvent eˆtre comprises comme des se´ries convergeant sous quelque
topologie.
L’E´quation de Yang-Baxter universelle (1.7.8) entraˆıne l’E´quation de Yang-Baxter
pour les matrices (1.9.13) et les relations RLL suivantes
R+(u, v)L
(1)
+ (u)L
(2)
+ (v) = L
(2)
+ (v)L
(1)
+ (u)R+(u, v), (1.9.17)
R+(u, v)L
(1)
− (u)L
(2)
− (v) = L
(2)
− (v)L
(1)
− (u)R+(u, v), (1.9.18)
R+(u, v)L
(1)
+ (u)L
(2)
− (v) = L
(2)
− (v)L
(1)
+ (u)R+(u, v). (1.9.19)
En agissant par Πu ⊗ id⊗ id et par id⊗ id⊗Πu a` (1.7.6) et (1.7.7) on obtient
∆HL+(u) = L
(02)
+ (u)L
(01)
+ (u), ∆HL−(u) = L
(02)
− (u)L
(01)
− (u), (1.9.20)
ou`
L
(01)
+ (u) =
∑
i
X i(u)⊗ xi ⊗ 1, L
(02)
+ (u) =
∑
i
X i(u)⊗ 1⊗ xi, (1.9.21)
L
(01)
− (u) =
∑
i,j
SijXi(u)⊗ x
j ⊗ 1, L
(02)
− (u) =
∑
i,j
SijXi(u)⊗ 1⊗ x
j . (1.9.22)
Les formules (1.9.12) signifient que les matrices L±(u) suffisent pour de´crire l’alge`bre
de Hopf H. En effet, H peut eˆtre de´finie comme l’alge`bre engendre´e par Lα±;ij avec les
relations de commutation (1.9.17)–(1.9.19), la comultiplication, la counite´ et l’antipode
de´finies sur les ge´ne´rateurs par les formules (1.9.20) et
εH
(
L±(u)
)
= 1, SH
(
L±(u)
)
= L±(u)
ai, (1.9.23)
ou`
L±(u) = 1 +
n∑
i,j=1
Eij ⊗
N±;ij∑
α=1
Lα±;ijφ
α
±;ij(u). (1.9.24)
La matrice L+(u) et L−(u) sont appele´es des ope´rateurs de Lax positif et ne´gatif. Elles
de´crivent les sous-alge`bres de Hopf Acop et A∗ respectivement.
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Remarque 1. Si les repre´sentations d’e´valuations ne satisfaisaient pas aux conditions
Π+u (xixj) = 0 et Π
−
u (x
ixj) = 0, les ope´rateurs L+(u) et L−(u) contiendraient les produits
xixj et x
ixj. Dans ce cas ne peut pas de´finie comme une alge`bre engendre´e par Lα±;ij, parce
que Lα±;ij ne sont pas alge´briquement inde´pendant.
Remarque 2. Les relations (1.9.17), (1.9.18), (1.9.19) sont e´quivalentes aux relations
R−(u, v)L
(1)
+ (u)L
(2)
+ (v) = L
(2)
+ (v)L
(1)
+ (u)R−(u, v), (1.9.25)
R−(u, v)L
(1)
− (u)L
(2)
− (v) = L
(2)
− (v)L
(1)
− (u)R−(u, v), (1.9.26)
R−(u, v)L
(1)
− (u)L
(2)
+ (v) = L
(2)
+ (v)L
(1)
− (u)R−(u, v). (1.9.27)
Soit Acop une alge`bre de Hopf conside´re´e a` la section 1.8 (et de´signe´e par A), id est une
alge`bre de Hopf ge´ne´re´e par Lαij avec les relations de commutation (1.3.4) et la structure
d’alge`bre de Hopf de´finie par (1.8.5), (1.8.9) et (1.8.11). Le double de Drinfeld de cette
alge`bre est une alge`bre de Hopf H = D(Acop) qui peut eˆtre de´crite par les ope´rateurs
de Lax (1.9.24), ou` Lα+;ij = L
α
ij , N+;ij = Nij , φ
α
+;ij(u) = φ
α
ij(u), L+(u) = L(u). On
peut choisir la R-matrice R(u, v) pour l’alge`bre Acop telle que R(u, v) = ρ+(u, v)R+(u, v)
et/ou R(u, v) = ρ−(u, v)R−(u, v), ou` ρ±(u, v) sont des fonctions complexes. Les matrices
R+(u, v) et R−(u, v) sont des matrices R avec des normalisations naturelles.
Ainsi, chaque alge`bre de Hopf e´tant de´crite par les relations RLL quadratiques peut
eˆtre plonge´e dans une alge`bre de Hopf quasi-triangulaire – le double de Drinfeld – qui
est de´crite par une paire d’ope´rateurs de Lax. En prenant la matrice R rationnelle, par
exemple, nous obtenons l’Yangien A = Y (gln) connue de travails pionniers. Son double de
Drinfeld DY (gln) est introduit et examine´ dans les travails de Khoroshkin et Tolstoy [Kh].
La matrice (1.5.10) correspond a` Uq(b+) – l’alge`bre enveloppante universelle quantique
de l’alge`bre de Borel de l’alge`bre Affine ŝl2. Son double de Drinfeld est aussi une alge`bre
connue Uq(ŝl2).
1.10 Relations RLL dynamiques
Comme nous l’avons mentionne´, les mode`les des faces sont lie´s a` l’E´quation de Yang-
Baxter Dynamique et ses solutions – des matrices R dynamiques. Dans [Bax2] Baxter
a de´crit un mode`le des faces associe´ avec le mode`le 8-vertex. Nous l’appellerons mode`le
SOS (Solid-On-Solid) ou mode`le SOS elliptique. C’est une autre ge´ne´ralisation du mode`le
6-vertex. La limite trigonome´trique du ce mode`le nous donne un mode`le des faces avec
des poids de Boltzmann trigonome´triques. Ce dernier est appele´ un mode`le SOS tri-
gonome´trique et sa limite par rapport au parame`tre dynamique e´quivalent au mode`le
6-vertex. La matrice des poids de Boltzmann pour ce mode`le a e´te´ ge´ne´ralise´e par Felder
au cas gln [F2] et cette matrice est appele´e matrice R de Felder.
L’E´quation de Yang-Baxter Dynamique est apparue en meˆme temps dans plusieurs
domaines. Pour la premie`re fois elle a e´te´ de´couverte par J. L.Gervais et A.Neveu en
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e´tudiant la the´orie de Liouville [GN]. Apre`s G. Felder a e´crit cette e´quation de´veloppant
son approche a` la quantification de l’e´quation de Knizhnik-Zamolodchikov-Bernard [F1].
Finalement, le roˆle de cette e´quation pour la quantification des mode`les de Calogero-
Moser [ABB] a e´te´ de´cele´. L’adjectif ”dynamique” a e´te´ propose´ apre`s l’article [BBB], ou`
le sens alge´brique de l’E´quation de Yang-Baxter Dynamique a e´te´ explique´.
Soit h une sous-alge`bre de Cartan d’une alge`bre de Lie semi-simple et soit {hk} sa
base, ou` k = 1, . . . , r et r = dim h. Soient Hk ∈ EndC
n des ope´rateurs repre´sentant des
e´le´ments de Cartan hk dans EndC
n. Nous utiliserons la notation
F (λk + Pk) =
∞∑
i1,...,ir=0
1
i1! · · · ir!
∂i1+...+irF (λ1, . . . , λr)
∂λi11 · · ·∂λ
ir
r
P i11 · · ·P
ir
r (1.10.1)
pour une fonction F : Cn → A et Pk ∈ A, ou` k = 1, . . . , r et A est une alge`bre associative
unitaire. La matrice R(u, v;λk) ∈ EndC
n ⊗ EndCn de´pendant de parame`tres spectraux
u et v et de parame`tres dynamiques λk est appele´e matrice R dynamique si elle satisfait
E´quation de Yang-Baxter Dynamique
R(12)(u1, u2;λk)R
(13)(u1, u3;λk + ~H
(2)
k )R
(23)(u2, u3;λk) =
= R(23)(u2, u3;λk + ~H
(1)
k )R
(13)(u1, u3;λk)R
(12)(u1, u2;λk + ~H
(3)
k ). (1.10.2)
Soit L(u;λk) une matrice sur une alge`bre non-commutative de´pendant d’un parame`tre
spectral u et des parame`tres dynamiques λk. La matrice L(u;λk) est appele´e un ope´rateur
de Lax dynamique si elle satisfait
R(12)(u− v;λk)L
(1)(u;λk + ~H
(2)
k )L
(2)(v;λk) =
= L(2)(v;λk + ~H
(1)
k )L
(1)(u;λk)R
(12)(u− v;λk + ~hk).
(1.10.3)
La relation (1.10.3) est appele´e une relation RLL dynamique.
Proposition 1.3. Si L1(u;λk) ∈ End(C
n)⊗R1 et L2(u;λk) ∈ End(C
n)⊗R2 sont deux
ope´rateurs de Lax dynamiques alors leur produit matriciel
L2(u;λk)L1(u;λk + ~hk;2) ∈ End(C
n)⊗R1 ⊗R2 (1.10.4)
est aussi un ope´rateur de Lax dynamique satisfaisant (1.10.3) avec la meˆme matrice R
dynamique, un e´le´ment de Cartan hk = hk;1+hk;2 et les meˆmes ope´rateursHk, ou` hk;i ∈ Ri
sont les e´le´ments de Cartan correspondant aux ope´rateurs de Lax Li(u;λk). Ainsi, si
L1(u;λk), . . . , Lm(u;λk) sont des ope´rateurs de Lax dynamiques avec les e´le´ments de
Cartan hk;1, . . . , hk;2, alors la matrice
←−∏
m≥j≥1
Lj
(
u;λk + ~
m∑
l=j+1
hk;l
)
(1.10.5)
est un ope´rateur de Lax avec les e´le´ments de Cartan hk =
m∑
i=1
hk;i.
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La question naturelle apparaˆıt : peut-t-on construire une alge`bre de Hopf ou une
bige`bre par un ope´rateur de Lax dynamique et la comultiplication (1.10.4) par le sche´ma
de´crit dans les sections 1.8 et 1.9 ? La comultiplication ∆¯L(u;λk) =(1.10.4) a l’air co-
associative, mais ce n’est pas un homomorphisme, parce qu’elle de´pend des parame`tres
dynamiques : ∆¯ = ∆¯(λk), et ainsi
∆¯(λk)L
(1)(u;λk + ~H
(2)
k ) 6= ∆¯(λk + ~H
(2)
k )L
(2)(u;λk + ~H
(2)
k ), (1.10.6)
et par conse´quent l’application de ∆¯ a` (1.10.3) ne donne pas une identite´. En plus, on
ne peut pas de´finir une alge`bre par la relation (1.10.3) comme a` la section 1.8. En effet,
l’ope´rateur de Lax dynamique est de la forme
L(u;λk) = 1 +
n∑
ij=1
Eij ⊗
Nij∑
α=1
Lαij(λk)φ
α
ij(u;λk). (1.10.7)
Pour construire une alge`bre qui contient les e´le´ments de cet ope´rateur il faut fixer les
parame`tres dynamiques λk, ge´ne´rer une alge`bre Aλk par coefficient L
α
ij(λk) et imposer
la relation RLL dynamique (1.10.3). Mais cette relation de´finissant une multiplication
contient toutes les de´rive´es
∂i1+...+irLαij(λk)
∂λi11 · · ·∂λ
ir
r
outre les ge´ne´rateurs Lαij(λk). Pour rendre
cette de´finition correcte il est ne´cessaire de comple´ter l’ensemble de ge´ne´rateurs par ces
de´rive´es dans les valeurs de λk fixe´es. Mais pourtant, il y a deux obstacles. Premie`rement,
l’ope´rateur de Lax (1.10.7) ne contient pas les de´rive´es de Lαij(λk) et par conse´quent il
ne peut par de´crire toute l’alge`bre construite. Deuxie`mement, ces de´rive´es ne peuvent
pas eˆtre fonctionnellement inde´pendantes et les contraintes ne´cessaires de´pendent d’une
spe´cification de la de´pendance des coefficients Lαij(λk) de λk.
Ne´anmoins, pour les matrices R dynamiques connues on construit des alge`bres H qui
sont de´crites par des paires d’ope´rateurs de Lax dynamiques. Ces alge`bres sont analogues
au double de Drinfeld regarde´ a` la section 1.9. Elles sont appele´es groupes quantiques
dynamiques et elles posse`dent des comultiplications ∆ lie´es a` la formule (1.10.4). Cepen-
dant, ces comultiplications ne satisfont pas a` la condition de coassociativite´ (∆ ⊗ id) ◦
∆ = (id⊗∆) ◦∆ (le premier diagramme (1.7.1)). Ne´anmoins, elle satisfait a` l’e´galite´
(id⊗∆) ◦∆(a) = Φ · (∆⊗ id) ◦∆(a) · Φ−1, (1.10.8)
∀a ∈ H, pour quelque e´le´ment inversible Φ ∈ H⊗H⊗H. Par conse´quence, les ope´rateurs
de Lax dynamiques de´crivent une classe d’alge`bres plus ge´ne´rale que l’alge`bre de Hopf.
La condition de coassociativite´ pour ces alge`bres est remplace´e par l’e´quation (1.10.8)
appele´e une condition de quasi-coassociativite´. Ces alge`bres ont e´te´ introduites dans un
travail de Drinfeld [D90].
De´finition 8. L’alge`bre H sur K munie des homomorphismes ∆: H → H⊗H et ε : H →
K et d’un e´le´ment inversible Φ ∈ H ⊗ H ⊗ H est appele´e quasi-bige`bre s’ils satisfont la
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condition de quasi-coassociativite´ (1.10.8) et les conditions
(id⊗ id⊗∆)(Φ) · (∆⊗ id⊗ id)(Φ) = (1⊗ Φ) · (id⊗∆⊗ id)(Φ) · (Φ⊗ 1), (1.10.9)
(ε⊗ id) ◦∆ = (id⊗ε) ◦∆ = id, (1.10.10)
(id⊗ε⊗ id)(Φ) = 1. (1.10.11)
L’e´le´ment Φ est appele´ un coassociateur pour la comultiplication ∆. Cette quasi-bige`bre
est appele´e quasi-alge`bre de Hopf, s’il existe, en plus, une application line´aire S : H → H
et des e´le´ments α, β ∈ H satisfaisant les conditions
µ ◦ (S ⊗ αˆ) ◦∆(a) =ε(a) · α, (1.10.12)
µ ◦ (βˇ ⊗ S) ◦∆(a) =ε(a) · β, (1.10.13)
(µ⊗ id) ◦ µ ◦ (βˇ ⊗ S ⊗ αˆ)(Φ) = 1, (1.10.14)
(µ⊗ id) ◦ µ ◦ (S ⊗ αˆβˇ ⊗ S)(Φ−1) = 1, (1.10.15)
∀a ∈ H, ou` µ : H ⊗ H → H est une multiplication de H et αˆ : H → H et βˇ : H → H
sont des ope´rateurs de multiplication par α a` gauche et par β a` droite. La quasi-alge`bre
de Hopf H appele´e quasi-triangulaire s’il existe un e´le´ment inversible R ∈ H⊗H tel que
∆op(a) = R∆(a)R−1, (1.10.16)
(id⊗∆)R = (Φ−1)(231)R(13)Φ(213)R(12)(Φ−1)(123), (1.10.17)
(∆⊗ id)R = Φ(312)R(13)(Φ−1)(132)R(23)Φ(123). (1.10.18)
En substituant (1.10.18) a` l’e´galite´
R(12)(∆⊗ id)R = (∆op ⊗ id)R · R(12) (1.10.19)
de´coulant de (1.10.16), nous obtenons l’e´quation
R(12)Φ(312)R(13)(Φ−1)(132)R(23)Φ(123) = Φ(321)R(23)(Φ−1)(231)R(13)Φ(213)R(12), (1.10.20)
qui ge´ne´ralise l’E´quation de Yang-Baxter Universelle pour les quasi-alge`bres de Hopf.
Si Φ = 1 et α = β = 1 alors l’alge`bre H est une alge`bre de Hopf. Parmi les exemples
plus simples non-triviaux de quasi-alge`bres de Hopf (quasi-triangulaires) il faut mention-
ner les groupes quantiques dynamiques qui peuvent eˆtre obtenus par twists dynamiques
d’alge`bre de Hopf (quasi-triangulaire). Nous conside´rons d’abord le twist ge´ne´ral sui-
vant [D90].
Soit H une quasi-bige`bre avec une comultiplication ∆, counite´ ε et coassociateur Φ et
soient
∆˜(a) = F ·∆(a) · F−1, (1.10.21)
Φ˜ = F (23) · (id⊗∆)F · Φ · (∆⊗ id)F−1 · (F−1)(12), (1.10.22)
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∀a ∈ H, ou` F ∈ A⊗A est un e´le´ment inversible tel que
(ε⊗ id)F =1, (id⊗ε)F =1. (1.10.23)
Alors H munie par ∆˜, ε et Φ˜ est aussi une quasi-bige`bre. L’e´le´ment F est appele´ un twist.
On dit que la quasi-bige`bre H˜ = (H, ∆˜, ε, Φ˜) est obtenue de la bige`bre H = (H,∆, ε,Φ)
par twist F . Si H = (H,∆, ε,Φ, S, α, β) est une alge`bre de Hopf alors la bige`bre H˜ avec
le meˆme antipode S˜ = S et les e´le´ments
α˜ = (S ⊗ αˆ)F−1, β˜ = (βˇ ⊗ S)F (1.10.24)
est aussi une alge`bre de Hopf. Si, en plus, H est une quasi-bige`bre de Hopf quasi-
triangulaire alors H˜ est aussi quasi-triangulaire avec une matrice universelle
R˜ = F (21)RF−1. (1.10.25)
Soit H une alge`bre de Hopf quasi-triangulaire, id est Φ = 1 et α = β = 1, et soit
F ∈ H ⊗H un e´le´ment inversible satisfaisant (1.10.23). Alors l’alge`bre H˜ obtenue de H
par twist F est muni du coassociateur
Φ˜ = F (23) · (id⊗∆)F · (∆⊗ id)F−1 · (F−1)(12). (1.10.26)
En particulier, si F satisfait
F (12) · (∆⊗ id)F = F (23) · (id⊗∆)F , (1.10.27)
alors l’alge`bre H˜ est aussi une alge`bre de Hopf. La condition (1.10.27) est appele´e une
e´quation d’un cocycle ou une e´quation de Drinfeld. Une ge´ne´ralisation de cette e´quation
au cas dynamique a e´te´ conside´re´e dans [BBB]. Elle permet d’obtenir une E´quation de
Yang-Baxter Dynamique en termes des quasi-alge`bres de Hopf.
Soit F(λk) = F(λ1, . . . , λr) un e´le´ment inversible de H⊗H de´pendant de r parame`tres
dynamiques et satisfaisant a` la condition (1.10.23). Soient hk ∈ H des e´le´ments commutant
deux par deux – les e´le´ments de Cartan correspondants. Si F satisfait a` la relation
F (12)(λk + ~h
(3)
k ) · (∆⊗ id)F(λk) = F
(23)(λk) · (id⊗∆)F(λk), (1.10.28)
appele´e une e´quation d’un cocycle de´place´, alors la comultiplication et le coassociateur
correspondants prennent les formes
∆(λk)(a) = F(λk) ·∆(a) · F(λk)
−1, (1.10.29)
Φ(λk) = F
(12)(λk + ~h
(3)
k ) · F
(12)(λk)
−1, (1.10.30)
R(λk) = F
(21)(λk) · R · F(λk)
−1, (1.10.31)
∀a ∈ H. (Nous pouvons omettre un tilde en indiquant explicitement la de´pendance des
parame`tres dynamiques λk, parce que la comultiplication ∆, le coassociateur Φ = 1 et
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la matrice R universelle R de l’alge`bre de Hopf initiale H ne de´pendent pas de λk). En
utilisant la formule
R(12)(λk + ~h
(3)
k ) = Φ
(213)(λk) · R(λk) · Φ
(123)(λk)
−1, (1.10.32)
de´coulant de (1.10.31), on obtient une E´quation de Yang-Baxter Universelle Dynamique
R(12)(λk)R
(13)(λk + ~h
(2)
k )R
(23)(λk) =
= R(23)(λk + ~h
(1)
k )R
(13)(λk)R
(12)(λk + ~h
(3)
k ). (1.10.33)
Appliquant une repre´sentation d’e´valuation correspondante nous arrivons a` la relation
RLL dynamique (1.10.3) et a` l’E´quation de Yang-Baxter Dynamique (1.10.2).
Enfin, notons que les formules (1.10.8), (1.10.29) et (1.10.30) entraˆıne la formule(
id⊗∆(λk)
)
◦∆(λk) =
(
∆(λk + ~h
(3))⊗ id
)
◦∆(λk), (1.10.34)
qui fonde la re`gle de coassociativite´ dynamique pour la comultiplication
∆(λk)L(u;λk) = F(λk)F(λk + ~Hk)
−1L(02)(u;λk)L
(01)(u;λk + ~h
(2)
k ). (1.10.35)
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Chapter 2
Transition function for the Toda
chain
In this chapter we present the main results of the work [S1](see Appendix A). This work
was inspired by the article [DKM] devoted to the relation of Separation of Variables (SoV)
for XXX-model and the Baxter Q-operator for this model. The main idea of SoV is to
transform the wave functions of the model such that the eigenfunctions of quantum in-
tegrals of motion become the products of functions of one variable [Skl85]. It was shown
in [DKM] that in the XXX-model case this transformation can be constructed as con-
secutive application of operators called Λ-operators and the kernels of these operators are
degenerated kernels of the Baxter Q-operators. Moreover, those functions of one variables
are eigenvalues of the Baxter operators.
The first ideas of SoV for the periodic Toda chain were proposed by Gutzwiller [Gutz].
It turned out that the transition function for the (N + 1)-particle periodic Toda chain
is constructed as an eigenfunction of the N -particle open Toda chain with a factor de-
pending on the coordinate of (N + 1)-st particle. This idea was successfully applied by
him to the few particle case. The transition function for the N -particle periodic Toda
chain was first obtained by Sklyanin using R-matrix formalism [Skl85]. The most resent
description of the SoV method for the periodic Toda chain in terms of the Lax operators
and R-matrices was done in [KL1]. The separated variables of the periodic Toda chain
parametrize the eigenvalues of the integrals of motion of the open Toda chain. Sklyanin
proposed to search the eigenfunctions of these integrals of motion as integrals transfor-
mation of eigenfunctions of the smaller chain over these variables, what was realized most
completely in [KL2] resulting the producing an integral representation for the finite open
Toda chain eigenfunctions, which was called a Mellin-Barns representation.
We apply methods of the paper [DKM] to obtain the eigenfunctions of the open Toda
chain as a product of Λ-operators. We developed the method of a triangulation of the
Lax matrices appeared in [PG] and used in [DKM] for XXX-model. The triangulation
is implemented by a gauge transformation parametrized by variables y0, . . . , yN . In the
periodic case one has to impose the condition y0 = yN [PG] and the method produces
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Baxter Q-operators for the periodic Toda chain model. Following [DKM] we impose an
open boundary conditions: y0 → −∞, yN → +∞ to construct the Λ-operator. More
exactly, the kernel of the Λ-operator corresponding to the N -particle open Toda chain
(and, consequently, to the (N + 1)-particle periodic Toda chain) can be obtained by the
limit y0 → −∞, yN → +∞ of the kernel of the Baxter Q-operator corresponding to the
(N +1)-particle periodic Toda chain. Thus the Λ-operator and the Baxter Q-operator for
the periodic Toda chain correspond to the different choices of the boundary conditions in
the method of triangulation of the Lax matrices. In particular, this explain the likeness
of the properties of these operators.
The difference in the boundary conditions used by triangulation method leads in turn
to the fact that the Λ-operator transforms a function of N − 1 variables to a function
of N variables, as the Baxter Q-operator transoms a function of N variables to a func-
tion of the same number of variables. The properties of the product of these operators
imply that the action of a Λ-operator on an (N − 1)-particle eigenfunction of open chain
gives an N -particle eigenfunction. The product of Λ-operators acting on a constant (a
function of zero number of variables) are the eigenfunctions for the open Toda chain with
eigenvalues parametrized by the spectral parameters of these Λ-operators. This also gives
the transition function for the (N + 1)-particle periodic Toda chain. This form of eigen-
functions of the open Toda chain leads to its integral representation that appeared first
in [Giv] employing a different approach. Recently this representation was interpreted from
a group-theoretical point of view using the Gauss decomposition of GL(N,R) [GKLO],
where this integral representation was called Gauss-Givental representation.
Availability of two kind of the integral representation for the open Toda chain eigen-
functions is explained in [Bab] as follows. As we shall see the eigenvalues are parametrized
by N variables γj. The corresponding eigenfunctions ψγ1,...,γN (x1, . . . , xN) can be regarded
as well as a function of xk satisfying the differential equations and in other hand as a
function of γj satisfying difference equations in γj , i.e. as a wave function of some dual
model. The duality of the same kind appears in the Representation Theory. The infinite-
dimensional Gelfand-Zetlin representation of Lie algebra gl(N) by shift operators in γj
allows to obtain the Mellin-Barns integral representation [GKL], while the Gauss represen-
tation of the same Lie algebra by differential operators in xn leads to the Gauss-Givental
representation [GKLO].
2.1 The separation of variables
First of all we introduce a general notion of the SoV method for the quantum integrable
systems following [Skl95]. Let {Q1, . . . , QN} ⊂ A be a quantum integrable systems. Sup-
pose that the algebra A can be represented as an algebra of operators acting on a space
W consisting of functions of variables y1, . . . , yN . So that the operators Qk transform a
function of y1, . . . , yN to another function of these variables. The variables y1, . . . , yN are
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called separated if there exist N relations of the form
Fj(yj, Yj, Q1, . . . , QN) = 0, j = 1, . . . , N, (2.1.1)
where yj are operators of the multiplication by the corresponding variables, Yj = −i~
∂
∂yj
are canonically dual operators and Fj are functions of N + 2 variables such that the
determinant
det
j=1,...,N
k=3,...,N+2
(∂Fj(z1, . . . , zN+2)
∂zk
)
(2.1.2)
is not identically zero. We assume that the operators in (2.1.1) are ordered exactly as
they are enlisted.
Let ΦE(y), where y = (y1, . . . , yN) and E = (E1, . . . , EN), be a common eigenfunction
of the integrals of motion Qk with the eigenvalues Ek:
QkΦE(y) = EkΦE(y). (2.1.3)
The condition (2.1.1) implies that the system of equations (2.1.3) are equivalent to the
system
Fj(yj, Yj, E1, . . . , EN)ΦE(y) = 0, (2.1.4)
which leads to the factorization of the eigenfunction Ψ(y) into the product of functions
of one variable:
ΦE(y) =
N∏
j=1
φj(yj;E), (2.1.5)
where each function φj(yj;E) satisfies the equation
Φj(yj, Yj, E1, . . . , EN)φj(yj;E) = 0. (2.1.6)
Thus the spectral problem (2.1.3) can reduced be reduced to the easier problem (2.1.6).
Suppose that an integrable system is initially defined by operators acting on a space V
consisting of functions of variables x1, . . . , xN and these variables are not separated. Then
in order to solve the spectral problem by SoV method we need to define the separated
variables via the integral transformation
φ(y) =
∫
µV (x)dx T (x; y)ψ(x), (2.1.7)
where µV (x) is a measure which define the scalar product of the state space V and
T (x; y) = T (x1, . . . , xN ; y1, . . . , yN) is a function (distribution, in general) defining the
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inclusion Tˆ : V → W such that the reduced map Tˆ ∗ : V → Tˆ (V ) is a unitary operator.
This function describes a transition from the initial set of variables x = (x1, . . . , xN) in
which the model is given to the new set variables y that factorizes the eigenfunctions.
Its complex conjugation Uy(x) = T (x; y) is called transition function. Having found the
solutions of the spectral problem (2.1.3) (belonging to Tˆ (V )) we need to present it in
terms of the variables x1,. . . ,xN applying the inverse integral transformation
ψ(x) =
∫
µW (y)dy Uy(x)φ(y), (2.1.8)
where µW (y) is a measure defining the scalar product in W .
To write the relations (2.1.1) we need to find an operators Qk in terms of the separated
variables. The linear operator A˜ : W → W correspond to a linear operator Aˆ : V → V in
separated variables if the diagram
V
Aˆ //
Tˆ

V
Tˆ

W
A˜ //W
(2.1.9)
is commutative. That is it acts on the functions φ(y) ∈ Tˆ (V ) ⊂ W (the functions pre-
senting as (2.1.7)) by the formula
(A˜φ)(y) =
∫
µV (x)dx
∫
µW (y
′)dy′Uy(x)(AˆUy′)(x)φ(y
′). (2.1.10)
Note that if Vˆ 6= W the operator A˜ is not unique because one can extend the for-
mula (2.1.10) to all the space W in different ways.
2.2 Transition to the separated variables of the peri-
odic Toda chain
In the section (1.4) we define the periodic and open Toda chains. Consider the (N + 1)-
particle periodic case and define a transition to new variables: ε, γ1, . . . , γN . This tran-
sition realizes with help of a transition function Uε,γ(~x), where γ = (γ1, . . . , γN), ~x =
(x1, . . . , xN+1) as the integral transformation
φ(ε, γ) =
∫
RN+1
d~xUε,γ(~x)ψ(~x), (2.2.1)
where d~x = dx1 · · ·dxN+1 is a standard Lebesgue measure. As we shall see, a special choice
of the function Uε,γ(~x) leads to the Separation of Variables.
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Let us define the transition function Uε,γ(~x) to be a solution of the equations [Skl85]
CN+1(u)Uε,γ(~x) = −e
xN+1
N∏
k=1
(u− γk)Uε,γ(~x), (2.2.2)
N+1∑
k=1
pk Uε,γ(~x) = εUε,γ(~x), (2.2.3)
where pk = −i~
∂
∂xk
. The relation T[N+1](u) = LN+1(u)T[N ](u), which follows directly
from (1.4.5), implies the following recurrent relations
AN+1(u) = (u− pN+1)AN(u) + e
−xN+1CN (u), (2.2.4)
CN+1(u) = −e
xN+1AN(u), (2.2.5)
AN+1(u) = (u− pN+1)AN(u)− e
xN−xN+1AN−1(u). (2.2.6)
Taking into account (2.2.5) one can see that the function Uε,γ(~x) is a common eigenfunc-
tion of the operators AN (u) and the operator of total momentum of (N+1)-particle chain
Q1 =
N+1∑
k=1
pk. (This operators commute with each other for all values of spectral parameter
u.)
We also require an additional condition
Uε,σ(γ)(~x) = Uε,γ(~x), for all σ ∈ SN , (2.2.7)
where σ(γ) = (γσ(1), . . . , γσ(N)) and SN is a permutation group. The sense of this condition
is following. Since the equations (2.2.2), (2.2.3) is invariant under permutations of the set
of variables γ, their solution is not unique. The condition (2.2.7) fix this solution and leads
to the symmetry of the functions of the form (2.2.1). It means in turn that the space W ,
on which the operators γk act is a little more than the image of the state space V under
the transformation (2.2.1). Indeed, this image consists of the functions (2.2.1), which are
symmetric under permutations of γ, while the operators of the multiplication by γk gives
a non-symmetric function, in general.
The conditions defining the transition function imply that Uε,γ(~x) satisfies the orthog-
onality condition ∫
RN+1
d~xUε,γ(~x)Uε′,γ′(~x) = µ
−1(γ)δ(ε− ε′)δSYM(γ, γ
′) (2.2.8)
and the completeness condition∫
R
dε
∫
RN
dγ µ(γ)Uε,γ(~x)Uε,γ(~x
′) = δ(~x− ~x′), (2.2.9)
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where δSYM(γ, γ
′) =
1
N !
∑
σ∈SN
δ
(
γ − σ(γ′)
)
is a symmetrized delta-function and µ(γ) is
some integration measure. In [S1] we check the condition (2.2.8) proving that µ(γ) is a
Sklyanin measure [Skl85]. The condition (2.2.9) follows from the general theory of rigged
Hilbert space [GelVel] and it is equivalent to the fact that each function ψ(x) from the
state space V can be presented as the integral
ψ(~x) =
∫
R
dε
∫
RN
dγ µ(γ)Uε,γ(~x)φ(ε, γ), (2.2.10)
for some function φ(ε, γ) from W . The formula (2.2.10) define an inverse transformation
to the transformation (2.2.1).
Consider the spectral problem for the (N + 1)-particle periodic Toda chain
QjΨE(~x) = EjΨE(~x), (2.2.11)
where E = (E1, . . . , EN+1): by virtue of (1.4.9) the integrals of motion Qk have common
eigenfunctions corresponding to the eigenvalues E = (E1, . . . , EN+1) if each Ek belongs
to the spectrum of Qk. In terms of the generating function (1.4.8) they can be defined by
the equation
tˆN+1(u)ΨE(~x) = tN+1(u;E)ΨE(~x), (2.2.12)
where
tN+1(u;E) =
N+1∑
k=0
(−1)kuN+1−kEk, (2.2.13)
and E0 = 1. The eigenfunctions in the new variables are
ΦE(ε, γ) =
∫
RN+1
d~xUε,γ(~x)ΨE(~x). (2.2.14)
The choice of the transition function as a solution of the equations (2.2.2), (2.2.3) leads
to a system of equations of the form (2.1.4) for the eigenfunctions in the new variables
ΦE(γ), and consequently to the separation of variables (2.1.5). Now we shall briefly depict
the derivation of this system of equations.
Rewriting by entries the RLL-relation (1.3.4) with the matrix of monodromy (1.4.5)
as a Lax operator and rational R-matrix (1.3.9) one obtains (in particular)
AN(u)AN(v) = AN (v)AN(u), (2.2.15)
(u− v)CN(u)AN(v) + i~AN(u)CN(v) = (u− v + i~)AN(v)CN(u), (2.2.16)
(u− v + i~)DN(u)CN(v) = (u− v)CN(v)DN(u) + i~DN(v)CN(u). (2.2.17)
This relations can be used to derive the formulae for the actions of the operators AN+1(u)
and DN+1(u) on the transition function as follows.
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Applying the relation (2.2.15) for N + 1 to Uε,γ(~x) and comparing the coefficients at
vN in both sides one derives that the function AN+1(u)Uε,γ(~x) satisfies the same equa-
tion (2.2.3) with the same eigenvalue ε. Then the recurrent relations (2.2.4), (2.2.5) imply
the relation
[AN+1(u), e
xN+1] = −[pN+1, e
xN+1 ]AN(u) = i~e
xN+1AN(u) = −i~CN+1(u), (2.2.18)
which leads in turn to
[AN+1(γk), e
xN+1 ]Uε,γ(~x) = i~e
xN+1CN+1(γk)Uε,γ(~x) = 0. (2.2.19)
Substituting v = γk to the relation (2.2.16) for N + 1 applied to Uε,γ(~x) and taking into
account (2.2.19) the relation we conclude that the function AN+1(γk)Uε,γ(~x) satisfies the
equation (2.2.2) with the parameters γ1, . . . , γk−i~, . . . , γN . By virtue of the uniqueness of
the solutions up to the factor it means that this function is proportional to the transition
function with these parameters:
AN+1(γk)Uε,γ(~x) = ak(ε, γ)Uε,γ−i~ek(~x), (2.2.20)
where γ − i~ek = (γ1, . . . , γk − i~, . . . , γN). Analogously, the relation
[tˆN+1(u), DN+1(v)] + [DN+1(u), AN+1(v)] = 0, (2.2.21)
which follows from the relations (1.4.7) and (1.4.10), the relation (2.2.17) for N + 1 and
the relation [DN+1(u), e
xN+1] = 0 imply
DN+1(γk)Uε,γ(~x) = dk(ε, γ)Uε,γ+i~ek(~x). (2.2.22)
Taking into account the fact that the action of the operator tˆN(u) on the transition
function has the form
tˆN+1(u)Uε,γ(~x) = u
N+1Uε,γ(~x)− u
Nε Uε,γ(~x) + . . . (2.2.23)
we can interpolate the formulae (2.2.20) and (2.2.22):
tˆN+1(u)Uε,γ(~x) =
(
u− ε+
N∑
k=1
γk
) N∏
j=1
(u− γj)Uε,γ(~x)+
+
N∑
k=1
∏
j 6=k
u− γj
γk − γj
(
ak(ε, γ)Uε,γ−i~ek(~x) + dk(ε, γ)Uε,γ+i~ek(~x)
)
. (2.2.24)
Let us suppose that the following functions
∆+k (ε, γ) = ak(ε, γ + i~ek)
∏
j 6=k
γk − γj
γk − γj + i~
µ(γ + i~ek)
µ(γ)
,
∆−k (ε, γ) = dk(ε, γ − i~ek)
∏
j 6=k
γk − γj
γk − γj − i~
µ(γ − i~ek)
µ(γ)
.
(2.2.25)
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depend only on the variable γk:
∆±k (ε, γ) = ∆
±(γk), (2.2.26)
(the functions ∆±(u) do not depend on k). In the section 2.4 we shall see that the func-
tions (2.2.26) are constants.
The formula (2.2.24) allows us to represent the generating functions tˆN+1(u) in the
separated variables. The operator t˜N+1(u) corresponding to tˆN+1(u) in the separated vari-
ables acts on the functions φ(ε, γ) of the form (2.2.1) as follows (see the formula (2.1.10)):
(t˜N+1(u)φ)(ε
′, γ′) =
∫
RN+1
d~x
∫
R
dε
∫
RN
dγ µ(γ)Uε′,γ′(~x)
(
tˆN+1(u)Uε,γ
)
(~x)φ(ε, γ). (2.2.27)
Substituting the formula (2.2.24) in (2.2.27), shifting the variable γk by ±i~ in the terms
containing ak and dk and integrating over ~x one yields
(t˜N+1(u)φ)(ε
′, γ′) =
∫
R
dε
∫
RN
dγ δ(ε− ε′)δSYM(γ, γ
′)
[(
u− ε+
N∑
k=1
γk
) N∏
j=1
(u− γj)φ(ε, γ)+
+
N∑
k=1
∏
j 6=k
u− γj
γk − γj
(
∆+(γk)φ(ε, γ + i~ek) + ∆
−(γk)φ(ε, γ − i~ek)
)]
. (2.2.28)
Note that the function φ(ε, γ) and, consequentely, the expression in the square brackets
are symmetric with respect to γ. So that one obtain
(t˜N+1(u)φ)(ε, γ) =
(
u− ε+
N∑
k=1
γk
) N∏
j=1
(u− γj)φ(ε, γ)+
+
N∑
k=1
∏
j 6=k
u− γj
γk − γj
(
∆+(γk)φ(ε, γ + i~ek) + ∆
−(γk)φ(ε, γ − i~ek)
)
. (2.2.29)
The operator t˜N+1(u) can be extended to all the space W by the formula (2.2.29) for
φ(ε, γ) ∈ W .
The operators Q˜k : W →W corresponding to Qk : V → V can be defined as coefficients
in powers of u:
t˜N+1(u) =
N+1∑
k=0
(−1)kuN+1−kQ˜k. (2.2.30)
In particular,
Q˜1 = ε. (2.2.31)
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Then the spectral problem (2.2.11) in the separated variables takes the form
Q˜jΦE(ε, γ) = EjΦE(ε, γ), (2.2.32)
where the functions ΦE(~x) are defined by the formula (2.2.14), or in terms of generating
function:
t˜N+1(u)ΦE(ε, γ) = tN+1(u;E)ΦE(ε, γ). (2.2.33)
Let us denote by t˜N+1(γk) the right substitution
t˜N+1(γk) =
N+1∑
j=0
(−1)jγN+1−jk Q˜j , (2.2.34)
(the operators yk do not commute with Q˜j). By virtue of the formula (2.2.29) we have
t˜N+1(γk) = ∆
+(γk)e
i~ ∂
∂γk +∆−(γk)e
−i~ ∂
∂γk . (2.2.35)
The equations (2.2.31) and (2.2.35) play the roles of the relation (2.1.1). So that the
problem (2.2.32) is equivalent to the system of equations
εΦE(ε, γ) = E1ΦE(ε, γ), (2.2.36)
tN+1(γk;E)ΦE(ε, γ) = ∆
+
k (γ)ΦE(ε, γ + i~ek) + ∆
−
k (γ)ΦE(ε, γ − i~ek). (2.2.37)
It means that the solution of (2.2.36) can be represented as follows
ΦE(ε, γ) = δ(ε− E1)
N∏
k=1
c(γk;E), (2.2.38)
where the function c(u;E) satisfies the Baxter equation
tN+1(u;E)c(u;E) = ∆
+(u)c(u+ i~;E) + ∆−(u)c(u− i~;E). (2.2.39)
Thus, in order to find the eigenfunctions of the periodic Toda chain we need to find
the transition function, the measure µ(γ), the coefficients ∆±(u) and to solve the Baxter
equation (2.2.39). If we have a transition function UE1,γ(~x), a solution c(u;E) and a
measure µ(γ), then we can present explicitly the eigenfunctions of the periodic Toda
chain by the formula
ΨE(~x) =
∫
RN
dγ µ(γ)UE1,γ(~x)
N∏
k=1
c(γk;E). (2.2.40)
In the section 2.3 we consider a method to find the transition function. Substitutiong
it to the formula (2.2.8) one can find the measure µ(γ) [S1]. In the section 2.4 we use
the expression for the measure to obtain the coefficients ∆±(γk). We do not concern the
problem to solve the Baxter equetion (2.2.39). It described in [KL1] in details.
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2.3 Transition function and Λ-operators
Now we explain main ideas of [S1] how to apply the Λ-operators method of [DKM] to
the derivation of the transition function defined in the previous section by the equa-
tions (2.2.2), (2.2.3) and the condition (2.2.7). The equation (2.2.2) is equivalent to the
equation
AN(u)Uε,γ(~x) =
N∏
k=1
(u− γk)Uε,γ(~x). (2.3.1)
The space of the solutions of this equations is invariant under multiplying by a function
of xN . The equation (2.2.3) fix the xN -depending factor up to a constant. Let us consider
the equation
AN(u)ψγ(x) =
N∏
k=1
(u− γk)ψγ(x), (2.3.2)
for a function ψγ(x) of N variables, where x = (x1, . . . , xN). If ψγ(x) is a solution of the
equation (2.3.2) satisfying the condition
ψσ(γ)(x) = ψγ(x), for all σ ∈ SN , (2.3.3)
then the function
Uε,γ(x1, . . . , xN+1) = e
i
~
(
ε−
NP
k=1
γk
)
xN+1
ψγ(x1, . . . , xN) (2.3.4)
solves the equations (2.2.2), (2.2.3) and satisfies the condition (2.2.7). Thus the derivation
of the transition function for the periodic Toda chain is reduced to the problem (2.3.2),
(2.3.3), which is, in fact, the spectral problem for the open Toda chain
Hkψγ(x) = Ekψγ(x), (2.3.5)
where Ek =
∑
j1<...<jk
γj1 · · ·γjk . The eigenfunction of the open Toda chain ψγ(x) should
satisfy the condition (2.3.3) because the eigenvalues of its integral of motion Hk depend
symmetrically on the parameters γ1, . . . , γN .
The main idea to solve the equation (2.3.2) is following. Let us first note that the
equation (2.3.2) is equivalent to the system of N equations
AN (γk)ψγ(x) = 0, k = 1, . . . , N. (2.3.6)
Consider the first equation
AN (γ1)ψγ(x) = 0 (2.3.7)
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and notice that any solution to this equation satisfying the condition (2.3.3) is a solution
of the whole system (2.3.6).
We apply the Lax operator triangulation method proposed in [PG] to solve the equa-
tion (2.3.7). Consider the following gauge transformation of the Lax operators
Lk(u)→ L˜k(u) =MkLk(u)M
−1
k−1, k = 1, . . . , N, (2.3.8)
by the invertible matrices
Mk =
(
1 0
ieyk 1
)
k = 0, . . . , N. (2.3.9)
This transformation leads to the corresponding transformation of the monodromy matrix
T[N ](u)→ T˜[N ](u) ≡
(
A˜N(u) B˜N(u)
C˜N(u) D˜N (u)
)
= L˜N (u) · · · L˜1(u) = MNT[N ](u)M
−1
0 . (2.3.10)
Let us consider the equation
C˜N(u)Wu(x; y0, . . . , yN) = 0. (2.3.11)
Its solution can be present as the product
Wu(x; y0, . . . , yN) =
N∏
k=1
wk(u; xk; yk−1, yk), (2.3.12)
where each function wk(u; xk; yk−1, yk) is a solution of the equation
L˜k(u)21wk(u; xk; yk−1, yk) = 0, (2.3.13)
where L˜k(u)21 is the corresponding entry of the matrix L˜k(u). The equation (2.3.13) is
ODE of the first order with the unique solution (up to a factor)
wk(u; xk; yk−1, yk) = exp
( i
~
u(xk − yk−1)−
1
~
eyk−1−xk −
1
~
exk−yk
)
. (2.3.14)
This means that the equation (2.3.11) has a solution
Wu(x; y0, . . . , yN) = exp
N∑
k=1
( i
~
u(xk − yk−1)−
1
~
eyk−1−xk −
1
~
exk−yk
)
. (2.3.15)
In the limit y0 → −∞, yN → +∞ the formula (2.3.10) gives us the equality
AN(u) = −i lim
y0→−∞
yN→+∞
e−yN C˜N(u). (2.3.16)
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Therefore, multiplying the equation (2.3.11) by −ie−yN e
i
~
u(y0+yN ), taking the same limit
as in (2.3.16) and setting u = γ1 we arrive to the equation (2.3.7) with the solution
ψγ(x) = Λγ1(x; y), where y = (y1, . . . , yN−1) and
Λu(x1, . . . , xN ; y1, . . . , yN−1) = lim
y0→−∞
yN→+∞
e
i
~
u(y0+yN )Wu(x; y0, . . . , yN) =
= exp
( i
~
u(
N∑
k=1
xk−
N−1∑
k=1
yk)−
1
~
N−1∑
k=1
(eyk−xk+1 + exk−yk)
)
.
(2.3.17)
Let ΛN(u) be an operator with the kernel Λu(x1, . . . , xN ; y1, . . . , yN−1), i.e.
(ΛN(u) · s)(x) =
∫
RN−1
dyΛu(x1, . . . , xN ; y1, . . . , yN−1)s(y). (2.3.18)
This operator acts from a space of functions of N−1 variables to a space of functions of N
variables and called Λ-operator. This notation is related with the graphical representation
of this operator (see [DKM, S1]). The expression (2.3.18) for an arbitrary function of N−1
variables s(y) and u = γ1 is a more general solution of the equation (2.3.7). So, we have
to select the function s(y) parametrised by γ such that the function (ΛN(λ1) ·s)(x) satisfy
the condition (2.3.3).
In [S1] we prove the following property of Λ-operators:
ΛN(u)ΛN−1(v) = ΛN(v)ΛN−1(u). (2.3.19)
This property is suggested in [DKM] as a key point of the Λ-operator method for the
XXX-model. It leads to
Theorem 2.1. The following solution of the equation (2.3.7)
ψγ(x) = (ΛN(γ1) · · ·Λ2(γN−1)Λ1(γN) · 1)(x1, . . . xN ) (2.3.20)
is invariant under the permutation of the variables γ1, . . . , γN , i.e. it satisfies the con-
dition (2.3.3). (Here 1 is a function of zero number of variables.) So that the func-
tion (2.3.20) is a solution to the equation (2.3.2) satisfying (2.3.3).
Substituting the explicit expression (2.3.17) for the kernel of the first operator ΛN(γN)
(we can exchange γ1 and γN) one obtains the recurrent formula for the function (2.3.20)
ψγ1,...,γN (x1, . . . , xN) =
∫
RN−1
dy1 . . . dyN−1 ψγ1,...,γN−1(y1, . . . , yN−1)×
× exp
( i
~
γN(
N∑
k=1
xk −
N−1∑
k=1
yk)−
1
~
N−1∑
k=1
(eyk−xk+1 + exk−yk)
)
.
(2.3.21)
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The consecutive applications of this formula allow to derive the following integral repre-
sentation for the eigenfunctions of open Toda chain
ψγ(zN1, . . . , zNN) =
∫
R
N(N−1)
2
N−1∏
k=1
k∏
j=1
dzkj exp
(
i
~
(
γN
N∑
j=1
zNj +
N−1∑
k=1
(γk − γk+1)
k∑
j=1
zkj
)
−
−
1
~
N∑
k=1
k−1∑
j=1
(
ezkj−zk−1,j + ezk−1,j−zk,j+1
))
. (2.3.22)
The corresponding representation for the Toda chain transition function is obtained via
the multiplication by the factor
e
i
~
(
E1−
NP
k=1
γk
)
xN+1
. (2.3.23)
This representation is called Gauss-Givental representation [GKLO], [Giv].
2.4 Properties of the Baxter Q-operators and Λ-op-
erators
The Baxter Q-operators, for which the Lax operator triangulation method was first in-
troduced, defined also by the kernel Wu(x; y0, . . . , yN) but with the periodic boundary
conditions y0 = yN . The Q-operator for the N -particle periodic Toda chain acts from a
space of functions of N variables to the same space by the formula
(QˆN (u) · s)(x) =
∫
RN
dy1 · · · dyN Wu(x1, . . . , xN ; yN , y1, . . . , yN)s(y1, . . . , yN). (2.4.1)
These operators satisfy the following relations
QˆN(u)QˆN(v) = QˆN(v)QˆN(u), (2.4.2)
QˆN(u)tˆN(v) = tˆN(v)QˆN(u), (2.4.3)
tˆN(u)QˆN(u) = i
NQˆN (u+ i~)(x) + i
−NQˆN (u− i~). (2.4.4)
The property (2.3.19) of the Λ-operators is analogous to the commutativity of the
Baxter Q-operators (2.4.2). The formula (2.4.3) is associated to the fact that the func-
tions (2.3.18) satisfy the equation (2.3.7). The first and second terms of the right hand side
of the Baxter equation (2.4.4) are equal to D˜N(u)QˆN(u) and A˜N (u)QˆN(u) respectively,
where y0 = yN . The corresponding equations for the Λ-operators have the form [S1]
CN(u)ΛN(u) = i
−N−1ΛN(u− i~), BN(u)ΛN(u) = i
N−1ΛN(u+ i~). (2.4.5)
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The properties (2.4.5) allow us to determine the coefficients (2.2.25). Indeed, taking
into account that the function (2.3.20) satisfies the condition (2.3.3) we obtain
CN(γk)ψγ(x) = i
−N−1ψγ−i~ek(x), BN (γk)ψγ(x) = i
N−1ψγ+i~ek(x). (2.4.6)
Substituting (2.3.4) to the left hand sides of the formulae (2.2.20), (2.2.22) and taking
into account the relations (2.2.4), (2.3.6) and DN+1(u) = −e
xNBN(u) we obtain the
formulae (2.2.20), (2.2.22) with the coefficients
ak(ε, γ) = i
−N−1, dk(ε, γ) = i
N+1. (2.4.7)
Then, substituting the formulae (2.4.7) and the Sklyanin measure
µ(γ) =
(2π~)−N
N !
∏
k<m
(
Γ
(γm − γk
i~
)
Γ
(γk − γm
i~
))−1
(2.4.8)
to the definitions (2.2.25) we obtain
∆+k (ε, γ) = ∆
+(γk) = i
N+1, ∆−k (ε, γ) = ∆
−(γk) = i
−N−1. (2.4.9)
The properties (2.4.3) implies that the functions
(QˆN+1(u) ·ΨE)(~x) =
∫
RN+1
d~yWu(x1, . . . , xN+1; yN+1, y1, . . . , yN+1)ΨE(~y), (2.4.10)
(where ~y = (y1, . . . , yN+1) and d~y =
N+1∏
k=1
dyk), also satisfy the equation (2.2.12). Let us
represent these functions in terms of the Theorem 2.1. Substituting (2.2.40) and taking
into account that the integration kernel (2.3.15) with y0 = yN+1 has the form
Wu(x1, . . . , xN+1; yN+1, y1, . . . , yN+1) =
= exp
(
−
i
~
uyN+1 −
1
~
eyN+1−x1 −
1
~
exN+1−yN+1
)
Λu(x1, . . . , xN+1; y1, . . . , yN) (2.4.11)
we derive
(QˆN+1(u) ·ΨE)(~x) =
∫
RN
dγ µ(γ)
N∏
k=1
c(γk;E)ψ(u,γ1,...,γN )(~x)ψ(0,E1−
PN
k=1 γk−u)
(xN+1, x1).
(2.4.12)
Thus using Theorem 2.1 we obtain another expression of a solution of the spectral prob-
lem (2.2.12).
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Chapitre 3
Alge`bres des courants et groupes
quantiques dynamique associe´es a` la
courbe elliptique
Ici nous pre´sentons les re´sultats des articles [S2I, S2II] (voir Appendices B, C) sur les
groupes quantiques dynamiques elliptiques de´crits par les courants. Tous d’abord nous
conside´rons les courants et leurs proprie´te´s en de´tail.
Pour explicitement de´crire des groupes quantiques plusieurs langages sont utilise´es.
Dans la section 1.8 nous avons conside´re´ le langage des ope´rateurs de Lax. Puis, dans la
section 1.9, nous avons montre´ que les paires d’ope´rateurs de Lax de´crivent les alge`bres de
Hopf quasi-triangulaires. Les exemples les plus simples d’alge`bre de Hopf quasi-triangulaire
sont des groupes quantiques sans parame`tre spectral engendre´es par un nombre fini de
ge´ne´rateurs. Ils peuvent eˆtre de´crits par des paires d’ope´rateurs de Lax (1.9.24) qui ne
de´pendent pas de u, c’est le cas de N±;ij = 1, φ
α
±;ij(u) = 1. On peut aussi conside´rer ces
alge`bres comme des quantifications des alge`bres enveloppantes universelles des alge`bres
de Lie semi-simples et il est tre`s utile d’e´crire ce type d’alge`bres par une base de Cartan-
Weyl quantique. La quantification de la base de Cartan-Weyl est facilement ge´ne´ralise´e au
cas d’alge`bres de Lie affines. Pour ces dernie`res et pour les Yangiens mentionne´s a` la fin
de la section 1.9 (page 33) des re´alisations d’un type nouveau ont e´te´ construites [D88].
Dans ce travail Drinfeld a introduit une notion de courants jouant maintenant un roˆle
important dans la the´orie des groupes quantiques et surtout pour des groupes quantiques
(dynamiques) associe´es a` la courbe elliptique.
3.1 Courants en termes des distributions
Les courants apparus dans [D88] pour la description des alge`bres affines quantiques
et Yangiens ont e´te´ de´finis comme e´le´ments de l’espace H[[z, z−1]], ou` H est une alge`bre
correspondante. Dans un cas plus ge´ne´ral ils peuvent eˆtre compris comme des distribu-
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tions avec valeurs dans H. Ce concept est convenable meˆme pour des courants qui sont
de´compose´s aux inte´grales au lieu des se´ries formelles [KLPST, KLP98].
On commence par quelques de´finitions. Soit K une alge`bre de fonctions sur une varie´te´
complexe Σ (pas toutes les fonction sur Σ) avec la multiplication par points. Suppo-
sons l’alge`bre K munie d’une topologie. Soit 〈·, ·〉 : K × K → C une forme biline´aire non-
de´ge´ne´re´e, invariante et continue. Nous appellerons une alge`bre K munie de la forme 〈·, ·〉
une alge`bre de fonction test. La non-de´ge´ne´ration de cette forme permet de continuˆment
plonger l’alge`bre K dans l’espace K′ – l’espace des fonctionnelles line´aires continues sur K.
Nous appellerons les e´le´ments de K des fonctions test, les e´le´ments de K′ des distributions.
Nous de´signons les fonctions test avec leur arguments : s(u) ∈ K ou sans leur arguments
s ∈ K. Si a ∈ K′ est une fonctionnelle nous le de´signons par a(u). L’action de a ∈ K′ sur
s ∈ K est de´signe´e par 〈a, s〉, ou par 〈a(u), s(u)〉u. Ces notations sont aussi valable dans
le cas a ∈ K. Nous munissons l’espace K′ de la topologie (la convergence) faible : on a
a(u) = lim
i→∞
ai(u) pour a, ai ∈ K
′ si et seulement si 〈a(u), s(u)〉u = lim
i→∞
〈ai(u), s(u)〉u pour
tous s(u) ∈ K. La multiplication · : K ⊗ K′ → K′ est uniquement de´finie comme une ex-
tension de la multiplication · : K⊗K→ K. On peut aussi uniquement (mais pas toujours)
de´finir un produit de deux distributions e´tendant un produit d’une fonction test avec une
distribution : si a(u) ∈ K′ est repre´sente´e comme a(u) = lim
i→∞
ai(u), ou` ai(u) ∈ K (nous
supposons que toutes les distributions peuvent eˆtre repre´sente´es comme c¸a), et b(u) ∈ K′
alors
a(u)b(u) = b(u)a(u) = lim
i→∞
ai(u)b(u). (3.1.1)
On dit que le produit de a(u) et b(u) existe si la limite (3.1.1) existe. Dans le cas ou` la
fonction 1, e´gale a` l’unite´, appartient a` K nous utiliserons aussi la notation 〈a(u)〉u =
〈a(u), 1〉u. Autrement, cette expression est de´finie comme 〈a(u)〉u = lim
i→∞
〈a(u), si(u)〉u,
ou` lim
i→∞
si(u) = 1, si cette limite existe. Puisque la forme 〈·, ·〉 est invariante nous avons
〈a(u), s(u)〉u = 〈s(u) · a(u)〉u.
Un produit tensoriel K ⊗ K peut eˆtre regarde´ comme un espace de fonction test sur
Σ× Σ
(s⊗ t)(u, v) = s(u)t(v), (3.1.2)
〈s1(u)t1(v), s2(u)t2(v)〉u,v = 〈s1(u), s2(u)〉u 〈t1(v), t2(v)〉v. (3.1.3)
Un e´le´ment a ∈ (K⊗ K)′ est appele´ distribution de deux variables et de´signe´ par a(u, v).
Pour ces distributions nous pouvons de´finir des actions partielles par une de ses variables :
〈a(u, v), s(u, v)〉u et 〈a(u, v), s(u, v)〉v. L’action partielle d’une distribution a(u, v) ∈ (K⊗
K)′ sur une fonction test s(u)t(v), ou` s, t ∈ K, par u est une distribution de variable v
de´signe´e par 〈a(u, v), s(u, v)〉u et agissant sur une fonction test t˜(v) ∈ K par la formule〈
〈a(u, v), s(u)t(v)〉u , t˜(v)
〉
v
= 〈a(u, v), s(u)t(v)t˜(v)〉u,v. (3.1.4)
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L’action partielle sur un quelconque s(u, v) ∈ K ⊗ K est de´finie par line´arite´. On peut
de´finir aussi l’action partielle par v a` la meˆme fac¸on. En particulier, nous avons
〈a(u)b(v), s(u)t(v)〉u = 〈a(u), s(u)〉u t(v)b(v), (3.1.5)
〈a(u)b(v), s(u)t(v)〉v = s(u)a(u) 〈b(v), t(v)〉v, (3.1.6)
ou` a, b ∈ K′ et s, t ∈ K. Ces notations sont utilise´es aussi pour les distributions de plusieurs
variables.
Avant de donner une de´finition du courant, nous conside´rerons un espace important.
C’est un sous-espace de (K⊗K)′ consistant des distributions a(u, v) ∈ (K⊗K)′ telles que
〈a(u, v), s(u)〉u ∈ K, 〈a(u, v), s(v)〉v ∈ K, (3.1.7)
∀s ∈ K. De´signons cet espace par K2. Il posse`de une proprie´te´ importante : pour tous les
e´le´ments a ∈ K2, b ∈ K
′ et c ∈ (K⊗ K)′ les produits a(u, v)b(u), a(u, v)b(v), a(u, v)c(v, w)
et a(v, w)c(u, v) existent toujours. L’espace K2 joue un roˆle important pour la construction
des courants. Notons que ses e´le´ments peuvent eˆtre identifie´s avec des e´le´ments de EndK
par l’action partielle : une distribution a(u, v) ∈ K2 correspond a` l’ope´rateur agissant
sur s ∈ K comme 〈a(u, v), s(u)〉u. La composition bˆ ◦ aˆ des ope´rateurs bˆ, aˆ ∈ EndK
repre´sente´s par b(u, v), a(u, v) ∈ K2 correspond a` la ”convolution” 〈a(u, v)b(v, w)〉v ∈ K2
de´finie comme〈
〈a(u, v)b(v, w)〉v, s(u)t(w)
〉
u,w
=
〈
b(v, w), 〈a(u, v), s(u)〉u t(w)
〉
v,w
. (3.1.8)
Par analogie nous de´finissons les distributions 〈a(u, v)b(u)〉u et 〈a(u, v)b(v)〉v agissant sur
s ∈ K par 〈
〈a(u, v)b(u)〉u, s(v)
〉
v
=
〈
b(u), 〈a(u, v), s(v)〉v
〉
u
, (3.1.9)〈
〈a(u, v)b(v)〉v, s(u)
〉
u
=
〈
b(v), 〈a(u, v), s(u)〉u
〉
v
, (3.1.10)
ou` a ∈ K2, b ∈ K
′.
L’exemple principal d’un e´le´ment de K2 est une distribution δ(u, v) appele´e la fonction
delta. Elle agit comme
〈δ(u, v), s(u, v)〉u,v = 〈s(u, u)〉u (3.1.11)
et peut eˆtre identifie´e avec idK, puisque ses actions partielles sont e´gales a`
〈δ(u, v), s(u)〉u = s(v), 〈δ(u, v), s(v)〉v = s(u). (3.1.12)
Soient {ǫi(u)} et {ǫi(u)} des bases duales de l’espace K : 〈ǫ
i(u), ǫj(u)〉 = δ
i
j . Alors
δ(u, z) =
∑
i
ǫi(u)ǫi(z), (3.1.13)
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ou` la somme par i converge par topologie faible de l’espace des distributions (K⊗K)′. La
fonction delta posse`de la proprie´te´ suivante :
a(u)δ(u, v) = a(v)δ(u, v), (3.1.14)
ou` les deux produits existent pour toutes distributions a ∈ K′.
Soit g un espace vectoriel sur C de dimension infinie et soit xˆ : K → g un ope´rateur
line´aire continu. Un courant est pre´sente´ d’habitude par l’expression
x(u) =
∑
i
ǫi(u)xˆ[ǫi], (3.1.15)
ou` xˆ[ǫi] signifie une action de xˆ sur ǫi. Puisque il ne de´pend pas de choix des bases duales
de K, un unique courant correspond a` l’ope´rateur xˆ. Nous comprenons le courant (3.1.15)
comme une distribution avec valeurs dans l’espace g, id est x(u) ∈ K′⊗ g ∼= Hom(K, g). Il
agit sur une fonction test s(u) par
〈x(u), s(u)〉u = xˆ[s]. (3.1.16)
Nous conside´rerons cette formule comme une de´finition universelle du courant x(u) cor-
respondant a` l’ope´rateur xˆ.
Conside´rons un nombre fini d’ope´rateurs xˆk : K → g, ou` g est un espace vectoriel
de dimension infini. Supposons que xˆk[ǫi] est une base de l’espace g et soient xk(u) des
courants correspondant a` ces ope´rateurs. Imposons aux courants xk(u) les relations de
commutation suivantes
[xk(u), xl(v)] =
∑
m
Cmklxm(u)δ(u, v) (3.1.17)
ou` Cmkl sont les constantes de structure d’une alge`bre de Lie de dimension finie a. Les
relations (3.1.17) munissent l’espace g d’une structure d’alge`bre de Lie. L’alge`bre de Lie
g peut eˆtre regarde´e comme une alge`bre de Lie a⊗ K avec les crochets
[x⊗ s(u), y ⊗ t(u)] = [x, y]a⊗ s(u)t(u), (3.1.18)
ou` x, y ∈ a et s, t ∈ K. Dans le cas K = C[u−1, u] cette alge`bre de Lie est appele´e une
alge`bre des lacets. A chaque e´le´ment x ∈ a on peut associer un courant
x(u) =
∑
i
ǫi(u) x⊗ ǫi(v) = x⊗ δ(u− v) (3.1.19)
correspondant a` l’ope´rateur
xˆ[s] = x⊗ s(v). (3.1.20)
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Si l’alge`bre de Lie a posse`de une forme biline´aire invariante (·, ·), alors l’alge`bre de Lie g
posse`de aussi une forme biline´aire invariante
〈x⊗ s, y ⊗ t〉g = (x, y)〈s(u), t(u)〉u. (3.1.21)
En termes de courants elle peut eˆtre de´finie par la formule
〈x(u), y(v)〉g = (x, y)δ(u, v), (3.1.22)
ou` x(u) et y(v) sont des courants associe´s aux e´le´ments x ∈ a et y ∈ a.
Par analogie, on peut conside´rer des courants pour une alge`bre associative A. Ce
sont des courants xk(u) ∈ K
′ ⊗ A correspondant aux ope´rateurs xˆk : K → A tels que
les e´le´ments xˆk[ǫi] = 〈xk(u), ǫi(u)〉u engendrent toute l’alge`bre A. L’alge`bre A peut eˆtre
pre´sente´e comme une quotient de l’alge`bre engendre´e librement par ces e´le´ments par les
relation de commutation entre eux. Le but principale d’utilisation des courants consiste a`
la repre´sentation de ces relations de commutation sous forme compacte. Par exemple, les
relations de commutation quadratiques (qui d’habitude de´crivent les groupes quantiques)
en termes des courants sont de la forme∑
k,l
ak,l(u, v)xk(u)xl(v) +
∑
k
bk(u, v)xk(u) +
∑
k
ck(u, v)xk(v) + d(u, v) = 0, (3.1.23)
ou` ak,l, bk, ck, d ∈ K2. Les alge`bres de´crites par des courants sont appele´es alge`bres des
courants. En particulier, des courants pour une alge`bre de Lie xk(u) ∈ K
′ ⊗ g peuvent
eˆtre conside´re´e comme des courants pour son alge`bre enveloppante universelle U(g) – une
alge`bre associative. De telles alge`bres sont appele´es alge`bres de courants classiques.
3.2 Demi-courants et quantification des alge`bres de
courants
Les courants jouent un roˆle important pour la quantification des alge`bres de courants.
Conside´rons une alge`bre de courants A0 = U(g), ou` g est une alge`bre de Lie. Les quanti-
fication de cette alge`bre conside´re´es dans la the´orie des groupes quantiques peuvent eˆtre
associe´es avec des se´parations des courants en deux ensembles {x+k (u)} et {x
−
k (u)}. Des
se´parations diffe´rentes correspondent a` des quantifications diffe´rentes. Elles sont lie´es a`
des structures diffe´rentes de bige`bre pour l’alge`bre de Lie donne´e. En particulier, si une
structure de bige`bre est de´finie par une triplet de Manin (g, g+, g−), ou` g+ et g− sont
des sous-alge`bres de g telles que g = g+ ⊕ g−, alors U(g+) et U(g−) sont les alge`bres de
courants de´crites par les courants {x+k (u)} et {x
−
k (u)} respectivement.
En pratique on doit souvent diviser un courant x(u) en deux parties :
x(u) = x+(u)− x−(u), (3.2.1)
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ou` x+(u), x−(u) ∈ K′⊗A sont des distributions appele´es demi-courants du courant x(u). Le
demi-courant x+(u) est appele´ positif et x−(u) – ne´gatif. Pour contraste le courant initial
x(u) est appele´ courant total. Les demi-courants sont aussi des courants pour la meˆme
alge`bre A. On demande que les demi-courants auraient des bonnes proprie´te´s analytiques,
qui sont spe´cifiques pour chaque cas. La division d’un courant total en demi-courants est
re´alise´e par des distributions G+(u, v), G−(u, v) ∈ K2 satisfaisant a` l’e´quation
δ(u, v) = G+(u, v)−G−(u, v). (3.2.2)
Elle sont appele´es distributions de Green. Ces distribution sont aussi suppose´es avoir des
proprie´te´s analytiques donne´es et l’e´quation (3.2.2) est appele´e un proble`me de Riemann
pour la fonction delta. Soient des distributions de Green de´compose´es comme
G+(u, v) =
∑
i
α+i (u)β
+
i (v), G
−(u, v) =
∑
i
α−i (u)β
−
i (v), (3.2.3)
ou` α±i , β
±
i ∈ K. Alors les demi-courants correspondants sont de forme
x+(u) =
∑
i
α+i (u)xˆ[β
+
i ], x
−(u) =
∑
i
α−i (u)xˆ[β
−
i ]. (3.2.4)
Cette de´finitions de demi-courants ne de´pend pas du choix des de´compositions (3.2.3) et
ils sont exprime´es a` partir du courant total par
x+(u) = 〈G+(u, v)x(v)〉v, x
−(u) = 〈G−(u, v)x(v)〉v. (3.2.5)
Les demi-courants sont les courants correspondant aux ope´rateurs
xˆ+ = xˆ ◦ P+, xˆ− = − xˆ ◦ P−, (3.2.6)
ou` les ope´rateurs P+ et −P− correspondent aux distributions de Green :
P+[s](v) = 〈G+(u, v), s(u)〉u, P
−[s](v) = −〈G−(u, v), s(u)〉u, (3.2.7)
∀s ∈ K.
Conside´rons l’exemple le plus connu. Soit K = C[[u−1, u]] un espace de fonction test
sur Σ = C\{0} avec la forme
〈s(u), t(u)〉u =
∮
|u|=1
du
(2πi)u
s(u)t(u), (3.2.8)
pour s, t ∈ K. Soit g = sl2 ⊗ K une alge`bre des lacets. Soit {h, e, f} ⊂ sl2 une base de sl2
avec les relations de commutation
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f. (3.2.9)
58
Les courants totaux h(u), e(u) et f(u) sont de´finis par
x(u) =
∑
i∈Z
ǫi(u)xi =
∑
i∈Z
u−ixi, (3.2.10)
ou` x ∈ {h, e, f}, xi = x ⊗ ǫi, ǫ
i(u) = u−i et ǫi(u) = u
i. Ils satisfont aux relations de
commutation
[e(u), f(v)] = h(u)δ(u/v), (3.2.11)
[h(u), e(v)] = 2e(u)δ(u/v), (3.2.12)
[h(u), f(v)] = −2f(u)δ(u/v), (3.2.13)
ou` δ(u/v) est une fonction delta pour K = C[[u−1, u]] :
δ(u/v) = δ(u, v) =
∑
i∈Z
u−ivi (3.2.14)
Le courant e(u) est divise´ en demi-courants par les distributions de Green
G+(e)(u, v) = G
+(u/v) =
∑
i≥0
u−ivi, G−(e)(u, v) = G
−(u/v) = −
∑
i<0
u−ivi (3.2.15)
agissant comme
〈G+(u/v), s(u)〉u =
∮
|u|>|v|
du
2πi
s(u)
u− v
, 〈G−(u/v), s(u)〉u =
∮
|u|<|v|
du
2πi
s(u)
u− v
, (3.2.16)
sur s ∈ K. Pour le courant de Cartan h(u) on introduit les distributions de Green
G+(h)(u, v) = G
+(u/v)−
1
2
, G−(h)(u, v) = G
−(u/v)−
1
2
(3.2.17)
et pour le courant f(u) –
G+(f)(u, v) = G
+(u/v)− 1, G−(f)(u, v) = G
−(u/v)− 1. (3.2.18)
Cela nous donne les demi-courants suivants
h+(u) =
1
2
h0 +
∑
i>0
u−ihi, h
−(u) = −
1
2
h0 −
∑
i<0
u−ihi, (3.2.19)
e+(u) =
∑
i≥0
u−iei, e
−(u) = −
∑
i<0
u−iei, (3.2.20)
f+(u) =
∑
i>0
u−ifi, f
−(u) = −
∑
i≤0
u−ifi, (3.2.21)
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ou` hi = h ⊗ ǫi, ei = e ⊗ ǫi, fi = f ⊗ ǫi. Puisque les distributions de Green satisfont une
condition
G+(x)(u, v)−G
−
(x)(u, v) = G
+(u/v)−G−(u/v) = δ(u/v), (3.2.22)
ou` x ∈ {h, e, f}, nous avons
h(u) = h+(u)− h−(u), e(u) = e+(u)− e−(u), f(u) = f+(u)− f−(u). (3.2.23)
L’extension centrale et cocentrale d’alge`bre de Lie sl2 ⊗ K est l’alge`bre affine ŝl2. Pour
simplicite´ nous conside´rons toutes les formules au niveau ze´ro. Elles correspondent au cas
sans charges centrale et cocentrale.
L’alge`bre Uq(ŝl2) mentionne´e a` la fin de la section (1.9) est une quantification de
l’alge`bre U(ŝl2), ou` q = e
~/2 est un parame`tre multiplicatif de quantification. Pour la
premie`re fois elle a e´te´ construite comme une quantification de U(ŝl2) en termes de la base
de Cartan-Weyl en utilisant l’analogie avec l’alge`bre de Lie semi-simple. Puis, Drinfeld
a de´crit ces alge`bres quantifie´es en termes des courants pour toutes les alge`bres de Lie
semi-simples a [D88]. A niveau ze´ro c’est une alge`bre engendre´e par hi, ei et fi, i ∈ Z.
Les courants totaux et les demi-courants pour cette alge`bre sont de´finis par (3.2.10) et
(3.2.19) – (3.2.21) et satisfont les relations de commutation
[ψ±(u), ψ±(v)] = 0, [ψ+(u), ψ−(v)] = 0, (3.2.24)
(q−1u− qv)ψ±(u)e(v) = (qu− q−1v)e(v)ψ±(u), (3.2.25)
(qu− q−1v)ψ±(u)f(v) = (q−1u− qv)f(v)ψ±(u), (3.2.26)
(q−1u− qv)e(u)e(v) = (qu− q−1v)e(v)e(u), (3.2.27)
(qu− q−1v)f(u)f(v) = (q−1u− qv)f(v)f(u), (3.2.28)
[e(u), f(v)] =
1
q − q−1
δ(u/v)
(
ψ+(u)− ψ−(v)
)
, (3.2.29)
ou` ψ+(u) = q2h
+(u) et ψ−(u) = q2h
−(u) sont les courants de Cartan multiplicatifs, qui sont
utilise´s dans le cas quantique. La comultiplication ∆ de U(ŝl2), qui a e´te´ introduite en
termes de la base de Cartan-Weyl, ne peut pas repre´sente´e en termes des courants ψ+(u),
ψ−(u), e(u) et f(u), mais Drinfeld a propose´ la comultiplication simple pour ces courants :
∆(D)ψ+(u) = ψ+(u)⊗ ψ+(u), ∆(D)ψ−(u) = ψ−(u)⊗ ψ−(u), (3.2.30)
∆(D)f(u) = f(u)⊗ ψ+(u) + 1⊗ f(u), ∆(D)e(u) = e(u)⊗ 1 + ψ−(u)⊗ e(u). (3.2.31)
Nous de´signons par U
(D)
q (ŝl2) l’alge`bre Uq(ŝl2) munie de cette comultiplication. C’est une
alge`bre de Hopf avec une counite´ ε et un antipode S donne´s par les formules
ε(ψ+(u)) = 1, ε(ψ−(u)) = 1, (3.2.32)
ε(f(u)) = 0, ε(e(u)) = 0, (3.2.33)
S(D)(ψ+(u)) = ψ+(u)−1, S(D)(ψ−(u)) = ψ−(u)−1, (3.2.34)
S(D)(f(u)) = −f(u)ψ+(u)−1, S(D)(e(u)) = −ψ−(u)−1e(u). (3.2.35)
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L’alge`bre de Hopf U
(D)
q (ŝl2) est une autre quantification de U(ŝl2). Elle correspond a` la
se´paration des courants en deux ensembles :
{h+(u), f(u)}, {h−(u), e(u)}. (3.2.36)
En effet, les formules (3.2.30), (3.2.31), (3.2.34) et (3.2.35) sont ferme´es par rapport aux
ensembles (3.2.36). La quantification standard Uq(ŝl2) correspond a` la se´paration suivant
{h+(u), e+(u), f+(u)}, {h−(u), e−(u), f−(u)}, (3.2.37)
id est en ensembles des demi-courants positifs et ne´gatifs. La comultiplication ∆ d’un
courant positif (ne´gatif) peut eˆtre exprime´e par les courants positifs (ne´gatifs), quoique
les formules correspondantes soient plus complique´es que (3.2.30), (3.2.31).
Les deux alge`bres de Hopf U
(D)
q (ŝl2) et Uq(ŝl2) peuvent eˆtre repre´sente´es comme des
produits de leurs sous-alge`bre de Hopf. Soient UF et UE les sous-alge`bres de U
(D)
q (ŝl2)
engendre´es par hi, i ≥ 0, fi, i ∈ Z, et hi, i ≤ 0, ei, i ∈ Z. Alors nous avons la dualite´ de
Hopf UE = (U
cop
F )
∗ par rapport au couple (3.1.22). L’alge`bre de Hopf U
(D)
q (ŝl2) est natu-
rellement isomorphe au double de Drinfeld D(UF ) quotiente´ par l’e´galite´ h0⊗ 1 = 1⊗ h0.
Par analogie, nous avons la dualite´ U− =
(
(U+)cop)∗ par rapport au meˆme couple, ou`
U− et U+ sont les sous-alge`bres de Hopf de l’alge`bre Uq(ŝl2) engendre´es par hi, i ≥ 0,
ei, i ≥ 0,fi, i > 0, et hi, i ≤ 0, ei, i < 0,fi, i ≥ 0. L’alge`bre de Hopf Uq(ŝl2) est natu-
rellement isomorphe au double de Drinfeld D(U+) quotiente´ par h0 ⊗ 1 = 1 ⊗ h0. Ainsi
les se´parations des courants diffe´rentes pour l’alge`bre U(ŝl2) correspondent aux factorisa-
tions diffe´rentes de la meˆme alge`bre associative U = Uq(ŝl2) quantifiant cette alge`bre. Les
ensembles (3.2.36) correspondent a` la factorisation U = UE · UF et les ensembles (3.2.37)
– a` U = U− · U+.
Pour finir la section nous expliquons la relation des courants avec les ope´rateurs de
Lax. Soit U(R) une alge`bre de Hopf de´crite par une paire des ope´rateurs de Lax L+(u),
L−(u) et une matrice R trigonome´trique (1.5.10) (voir la section 1.9). Les ope´rateurs de
Lax ont des de´compositions de Gauss uniques
L±(u) =
(
1 F±(u)
0 1
)(
k±(q−1u) 0
0 k±(qu)−1
)(
1 0
E±(u) 1
)
. (3.2.38)
Il est de´montre´ dans [DF] (pour le cas gln) que l’alge`bre de Hopf U(R) est isomorphe a`
l’alge`bre de Hopf Uq(ŝl2) et cet isomorphisme est donne´ par les formules
F±(u) = (q − q−1)f±(u), E±(u) = (q − q−1)e±(u), (3.2.39)
k±(u) = q±h0/2 exp
(
± 2 log q
∑
i>0
h±iu
∓i
qi + q−i
)
= exp
( 2 log q
qu∂u + q−u∂u
h±(u)
)
. (3.2.40)
Les courants multiplicatifs de Cartan ψ±(u) sont lie´s avec (3.2.40) comme
ψ±(u) = k±(q−1u)k±(qu). (3.2.41)
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Puis, Ding et Khoroshkin [DKh] ont montre´ que l’alge`bre U
(D)
q (ŝl2) peut eˆtre repre´sente´
en termes des ope´rateurs de Lax
LF (u) =
(
1 (q − q−1)f(u)
0 1
)(
k±(q−1u) 0
0 k±(qu)−1
)
, (3.2.42)
LE(u) =
(
k±(q−1u) 0
0 k±(qu)−1
)(
1 0
−(q − q−1)e(u) 1
)
, (3.2.43)
ou` les courants k±(u) sont aussi de´finis par les formules (3.2.40). En particulier, les for-
mules (1.8.5), (1.8.9), (1.8.11) nous donnent la comultiplication (3.2.30), (3.2.31), la co-
unite´ (3.2.32), (3.2.33) et l’antipode (3.2.34), (3.2.35).
3.3 Alge`bres associe´es aux surfaces de Riemann
Les quantifications d’une alge`bre des lacets regarde´e a` la section 3.2 correspond au
cas trigonome´trique, puisque le noyau des distributions de Green (3.2.15)
u
u− v
est
une fonction trigonome´trique des parame`tres spectraux additives uadd =
1
2πi
log u et
vadd =
1
2πi
log v. Ces distributions de Green sont associe´es a` la courbe trigonome´trique
– le cylindre infini. En choisissant autres distributions de Green on peut obtenir une
alge`bre associe´e a` une autre surface de Riemann. Soit K une alge`bre C[u−1, u] avec la
forme
〈s(u), t(u)〉u =
∮
|u|=1
du
2πi
s(u)t(u), (3.3.1)
ou` s, t ∈ K. Alors u est une variable additive. L’alge`bre quantique des courants de´finie par
les distributions de Green avec le noyau 1
u−v
est une quantification rationnelle de l’alge`bre
des lacets g = sl2 ⊗ K. Elle est isomorphe au double de Yangien DY (sl2).
Les alge`bres de Hopf peuvent eˆtre associe´es seulement aux courbes rationnelle, trigo-
nome´trique et elliptique. Elles correspondent aux solutions de l’E´quation de Yang-Baxter
Classique classifie´es par Belavin et Drinfeld [BD]. En introduisant les quasi-alge`bres de
Hopf Drinfeld a propose´ une proble`me de quantification des alge`bres des courants clas-
siques associe´es aux surfaces de Riemann du genre arbitraire au sens des quasi-alge`bres de
Hopf [D90]. Ces alge`bres classiques peuvent eˆtre de´finies comme suit. Soit X une surface
de Riemann, soit ω une forme diffe´rentielle me´romorphe sur X et soit {p1, . . . , pn} un en-
semble fini de points de X contenant tous les poˆles de la forme ω. Soit Kp un corps locale
dans le point p. C’est une comple´tion de l’espace de fonctions localement de´finies, qui sont
holomorphe dans U\{p} pour un domaine U ⊂ X quelconque contenant p : p ∈ U . La
se´quence sj ∈ Kp converge au ze´ro si les ordres des poˆles de sj dans p sont borne´s et tous
les coefficients sj,k de la de´composition de Laurent
sj(up) =
∞∑
k=−k0
sj,ku
k
p (3.3.2)
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dans le point p converge au ze´ro : lim
j→∞
sj,k = 0, ou` up est une variable complexe locale
sur X disparaˆıt au point p. Ainsi Kp est une alge`bre commutative sur C, qui peut eˆtre
repre´sente´e par C[u−1p ][[up]]. Soit K = K =
n⊕
i=1
Kpi une alge`bre commutative sur C munie
par la forme
〈(s1, . . . , sn), (t1, . . . , sn)〉 =
n∑
i=1
res
pi
(ωsiti), (3.3.3)
ou` si, ti ∈ Kpi. De´finissons une alge`bre de Lie correspondante comme g = sl2 ⊗ K. Soit
O une alge`bre de fonctions me´romorphes sur X et holomorphe sur X\{p1, . . . , pn}. Elle
est une sous-alge`bre de K avec la plonge´e O → K de´fini par s → (s, . . . , s). Conside´rons
un sous-alge`bre de Lie p = (h ⊗ O) ⊕ (f ⊗ K) ⊂ g et le proble`me suivant : construire
une quantification H de l’alge`bre U(g) (en sens des quasi-alge`bres de Hopf) telle que
l’espace A ⊂ H de´fini comme image de U(p) par l’isomorphisme U(g) ∼= H est une sous-
quasi-alge`bre de Hopf de la quasi-alge`bre de Hopf H. Si cette quantification existe, on dit
que l’alge`bre H est associe´e a` les donne´es (sl2, X, ω, {p1, . . . , pn}). Cette proble`me a e´te´
re´solue pour le cas ge´ne´ral par Enriquez et Roubtsov en termes des courants [ER1]. En
particulier, une se´rie formelle appele´e noyau de Green a e´te´ introduite. La solution de la
meˆme proble`me pour p = sl2 ⊗O est pre´sente´e dans les travails poste´rieurs [ER2, ER3].
La notion de projection, a` qui le chapitre prochain, a e´te´ introduit dans ces articles.
Dans les travails [ER2, ER3] des exemple des alge`bre associe´es aux surface de Riemann
du genre supe´rieur et, en particulier, une alge`bre nouvelle associe´e a` la courbe elliptique
a e´te´ construite. Dans le travail [EF] Enriquez et Felder ont montre´ que apre`s application
d’un twist cette alge`bre peut eˆtre repre´sente´e en termes des ope´rateur de Lax conside´re´s
par Felder dans [F2]. Ces ope´rateurs de Lax satisfont les relation RLL avec la matrice R
de Felder. Au meˆme temps une autre alge`bre de´crite en termes des ope´rateur de Lax avec
la meˆme matrice R de Felder a apparue [ABRR97, JKOS1]. Dans [K98] il a e´te´ de´signe´e
par Uq,p(ŝl2), puisque sa limite trigonome´trique est isomorphe a` l’alge`bre de Hopf Uq(ŝl2).
Pour l’alge`bre de Hopf regarde´e dans [EF] nous utilisons la notation Eτ,~(sl2).
Au niveau du ze´ro les relations de commutation pour les deux alge`bres co¨ıncident en
termes des courant et ainsi que en terme des ope´rateurs de Lax, mais les alge`bres ne
sont pas isomorphes. En particulier, les courants et les ope´rateurs de Lax posse`dent des
proprie´te´s analytiques diffe´rentes. Les ope´rateurs de Lax pre´sente´s dans [F2] conviennent
e´galement aux deux alge`bres. L’objet introduit la` n’est pas comple`tement de´fini (comme
une alge`bre) et l’auteur l’appelle ”algebra” (e´tant guillemets). La meˆme situation est dis-
cute´e dans [KLP99]. Deux alge`bres rationnelles : le double du Yangien DY (sl2) et l’alge`bre
A~(ŝl2) (obtenue comme une limite rationnelle d’une autre alge`bre elliptique Aq,p(ŝl2) cor-
respondant a` la matrice R de Baxter-Belavin) posse`dent les meˆmes relations de commu-
tation en termes des courants et en termes des ope´rateurs de Lax pour tous les niveaux
de la charge centrale. Mais leurs courants et leurs ope´rateurs de Lax posse`dent aussi des
proprie´te´s analytiques diffe´rentes et par conse´quent ils sont diffe´rement de´compose´s par
63
modes xˆ[ǫi] (au sens de (3.1.15)). Les courants de DY (sl2) sont de´compose´s en se´ries
formelles lorsque les courants de A~(ŝl2) – en inte´grales formelles. Les relations de com-
mutation en termes des modes sont diffe´rentes.
3.4 Alge`bres Eτ,~(sl2) et Uq,p(ŝl2)
Pour le cas elliptique la langue des modes est trop complique´e et elle n’est pas utilise´e.
C’est pourquoi les alge`bres Eτ,~(sl2) et Uq,p(ŝl2) peuvent eˆtre confondues. Notre but est de
de´crire la diffe´rence entre ces alge`bres en termes des courants. La premie`re remarque sur
cette diffe´rence a e´te´ e´crite dans [JKOS2]. Les auteurs ont note´ que les relations de com-
mutation pour les extensions centrales des alge`bres Eτ,~(sl2) et Uq,p(ŝl2) sont diffe´rentes.
Ils ont explique´ ce fait par des contours d’inte´gration diffe´rents entrant dans l’expression
des demi-courants via les courants totaux. Le contour d’inte´gration pour l’alge`bre Eτ,~(sl2)
est un petit cercle autour du point u = 0, lorsque le contour d’inte´gration pour l’alge`bre
Uq,p(ŝl2) est un cercle autour du point z = 0, ou` z = q
2u est une variable multiplicative.
Au niveau classique ces contours de´finissent le 2-cocycle qui de´finit l’extension centrale.
Ensuite, dans l’article [EPR] on de´veloppe les ide´es de [KLP99] pour montrer la diffe´rence
entre ces alge`bres meˆme a` niveau ze´ro, quand les relations de commutation (et ainsi les
formules pour comultiplication) co¨ıncident. L’argument principal propose´ la` vient des
de´compositions diffe´rentes des demi-courants en se´ries formelles lie´es aux de´compositions
diffe´rentes des noyaux de Green en se´ries formelles.
Soit θ(u) une fonction theˆta de´finie par les e´quations 1
θ(u+ 1) = −θ(u), θ(u+ τ) = −e−2πiu−πiτθ(u), θ′(0) = 1. (3.4.2)
Les noyaux de Green de l’alge`bre Eτ,~(sl2) sont des fonctions me´romorphes quasi-doublement
pe´riodiques de´compose´es en se´ries de Taylor autour de ze´ro :
θ′(u− v)
θ(u− v)
=
∞∑
k=0
(−1)k
k!
(θ′(u)
θ(u)
)(k)
vk, (3.4.3)
θ(u− v + λ)
θ(u− v)θ(λ)
=
∞∑
k=0
(−1)k
k!
(θ(u+ λ)
θ(u)θ(λ)
)(k)
vk, (3.4.4)
Les noyaux de Green de l’alge`bre Uq,p(ŝl2) sont les meˆmes fonctions de´compose´es aux
1La fonction θ(u) est lie´ avec la fonction
ϑ1(u) =
∑
k∈Z
epiiτ(k+
1
2
)2+2pii(k+ 1
2
)(u+ 1
2
) par la relation θ(u) =
ϑ1(u)
ϑ′1(0)
. (3.4.1)
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se´ries de Fourier :
θ′(u− v)
θ(u− v)
= πi+ 2πi
∑
n 6=0
e−2πin(u−v)
1− e2πinτ
, (3.4.5)
θ(u− v + λ)
θ(u− v)θ(λ)
= 2πi
∑
n∈Z
e−2πin(u−v)
1− e2πi(nτ−λ)
. (3.4.6)
Dans [S2I], [S2II] (voir Appendices B, C) nous combinons les ide´es des articles [JKOS2]
et [EPR] pour analyser la diffe´rence des alge`bres Eτ,~(sl2) et Uq,p(ŝl2) en de´tail. Nous
regardons les se´ries formelles (3.4.3) – (3.4.6) comme des distributions agissant sur les
espaces correspondants de fonctions test. C’est pourquoi nous les appelons distributions
de Green. L’espace de fonction test K pour l’alge`bre Eτ,~(sl2) est un corps local a` l’origine
K0 = C[u
−1][[u]] muni de la forme
〈s(u), t(u)〉u =
∮
C0
du
2πi
s(u)t(u), (3.4.7)
ou` s, t ∈ K0 et C0 est un petit contour autour de l’origine. C’est un cas particulier de la
forme (3.3.3) pour la courbe elliptique X = E = C/Γ, ou` (Γ = Z+ τZ), avec un module
τ , Im τ > 0, l’ensemble de points {x1, . . . , xn} = {0} ⊂ E et la forme diffe´rentielle ω = du.
Les distributions de Green correspondantes sont
G+(h)(u, v) = G(u, v), G
+
(e)(u, v) = G
+
λ (u, v), G
+
(f)(u, v) = G
+
−λ(u, v), (3.4.8)
G−(h)(u, v) = −G(v, u), G
−
(e)(u, v) = G
−
λ (u, v), G
−
(f)(u, v) = G
−
−λ(u, v), (3.4.9)
ou` G+λ (u, v), G
−
λ (u, v) et G(u, v) sont des e´le´ments de (K0⊗K0)
′ avec les actions partielles
par u de´finies comme
〈G+λ (u, v), s(u)〉u =
∮
|u|>|v|
du
2πi
θ(u− v + λ)
θ(u− v)θ(λ)
s(u) , (3.4.10)
〈G−λ (u, v), s(u)〉u =
∮
|u|<|v|
du
2πi
θ(u− v + λ)
θ(u− v)θ(λ)
s(u) , (3.4.11)
〈G(u, v), s(u)〉u =
∮
|u|>|v|
du
2πi
θ′(u− v)
θ(u− v)
s(u). (3.4.12)
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Ces formules de´finissent aussi les actions par v :
〈G+λ (u, v), s(v)〉v =
∮
|u|>|v|
dv
2πi
θ(u− v + λ)
θ(u− v)θ(λ)
s(v) , (3.4.13)
〈G−λ (u, v), s(v)〉v =
∮
|u|<|v|
dv
2πi
θ(u− v + λ)
θ(u− v)θ(λ)
s(v) , (3.4.14)
〈G(u, v), s(v)〉v =
∮
|u|>|v|
dv
2πi
θ′(u− v)
θ(u− v)
s(v). (3.4.15)
Les parties gauches de (3.4.10) – (3.4.12) et (3.4.13) – (3.4.15) sont des fonctions test de
v et de u respectivement. Graˆce a` l’identite´ (en particulier)
G+λ (u, v) = −G
−
−λ(v, u) (3.4.16)
les distributions de Green (3.4.8), (3.4.9) appartiennent a` l’espace K2 = (K0)2. Les dis-
tributions G(u − v), et G+λ (u − v) peuvent eˆtre repre´sente´es comme des se´ries (3.4.3),
(3.4.4).
L’alge`bre de fonctions pour Uq,p(ŝl2) est une alge`bre K. Elle consiste en fonctions
pe´riodiques s(u) sur C : s(u) = s(u+1), telles que |s(u)| ≤ Cep| Imu|, ou` C, p > 0 de´pendent
de fonctions s(u). Id est c’est un espace des se´ries de Fourier finies : K = [e−2πiu, e2πiu].
Graˆce a` pe´riodicite´, c’est un espace de fonctions sur le cylindre Cyl = C/Z : K = K(Cyl).
L’alge`bre K est munie de la forme
〈s(u), t(u)〉 =
1
2
+α∫
− 1
2
+α
du
2πi
s(u)t(u), (3.4.17)
ou` s, t ∈ K, qui ne de´pend pas de α ∈ C et est repre´sente´e comme une inte´grale autour du
point z = 0, ou` z = e2πiu est une variable multiplicative. Le roˆle du contour d’inte´gration
est joue´ par le cycle du cylindre Cyl. La convergence dans K est donne´e comme suit :
la se´quence d’e´le´ments si ∈ K tend vers ze´ro si on peut trouver des constantes C, p > 0
telles que |si(u)| ≤ Ce
p| Imu| et pour toutes les valeurs u ∈ C la se´quence si(u) → 0.
En particulier, si sn → 0 alors les fonctions si(u) tendent uniforme´ment vers ze´ro. Par
conse´quent, la forme (3.4.17) est continue par rapport aux deux arguments et de´finit
le plongement continu K → K ′. Notons que un ope´rateur Tt : s(u) 7→ s(u + t) est aussi
continu. Par conse´quent, pour chaque distribution a(u) ∈ K ′ on peut de´finir la distribution
a(u− t) agissant comme
〈a(u− t), s(u)〉u = 〈a(u), s(u+ t)〉u. (3.4.18)
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Puisque 〈a(u), s(u+ v)〉u ∈ K pour tous a(u) ∈ K
′ et s(u) ∈ K nous pouvons conside´rer
a(u− v) comme un e´le´ment de K2. Les distributions de Green pour ce cas sont
G+(h)(u, v) = G(u− v), G
+
(e)(u, v) = G
+
λ (u− v), G
+
(f)(u, v) = G
+
−λ(u− v), (3.4.19)
G−(h)(u, v) = −G(v, u), G
−
(e)(u, v) = G
−
λ (u− v), G
−
(f)(u, v) = G
−
−λ(u− v), (3.4.20)
ou` G+λ (u), G
−
λ (u) et G(u) sont des e´le´ments de K
′ agissant sur s(u) ∈ K par les formules
〈G+λ (u), s(u)〉u =
∫
− Im τ<Imu<0
du
2πi
θ(u+ λ)
θ(u)θ(λ)
s(u), (3.4.21)
〈G−λ (u), s(u)〉u =
∫
0<Im(u)<Im τ
du
2πi
θ(u+ λ)
θ(u)θ(λ)
s(u), (3.4.22)
〈G(u), s(u)〉u =
∫
− Im τ<Im(u)<0
du
2πi
θ′(u)
θ(u)
s(u), (3.4.23)
ou` les contours d’inte´gration sont des segments horizontaux [α− 1
2
, α+ 1
2
] dont les points
satisfont les conditions correspondantes. Les de´compositions des distributions de Green
G(u− v) et G+λ (u− v) par des bases duales sont les parties droites de (3.4.5) et (3.4.6).
Puisque les demi-courants ont la structure (3.2.5) avec les meˆmes distributions de
Green dans les cas classique et quantique, nous conside´rons toutes les formules au niveau
classique : ~ → 0 (q → 1). De´signons les alge`bres de Lie correspondant par eτ (sl2) et
uτ (ŝl2). Conside´rons d’abord les relations de commutation entre demi-courants e
+
λ (u) et
f+λ (u), par exemple. Pour l’alge`bre de Lie eτ (sl2) elles sont e´crites comme :
[e+λ (u), f
+
λ (v)] = G
+
λ (u, v)
(
− h+(u) + h+(v)
)
+ h
∂
∂λ
G+λ (u, v), (3.4.24)
lorsque pour uτ (ŝl2) –
[e+λ (u), f
+
λ (v)] = G
+
λ (u− v)
(
− h+(u) + h+(v)
)
+ h
∂
∂λ
G+λ (u− v), (3.4.25)
ou` h = 〈h(u), 1〉u. Les relations co¨ıncident quand on e´crit les noyaux correspondants au
lieu des distributions. Mais en termes des distributions elles sont diffe´rentes.
Les demi-courants de l’alge`bre de Lie uτ (ŝl2) posse`dent les proprie´te´s importantes
h+(u− τ) = 2πih+ h−(u), e+λ (u− τ) = e
2πiλe−λ (u), f
+
λ (u− τ) = e
−2πiλf−λ (u)
(3.4.26)
suivantes de les relations correspondantes pour les distributions de Green
G+λ (u− v − τ) = e
2πiλG−λ (u− v), G(u− v − τ) = 2πi− G(v − u). (3.4.27)
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Cela nous permet d’exprimer les demi-courants ne´gatifs par les demi-courants positifs
et vice versa, ce qui signifie qu’on peut effectivement de´crire l’alge`bre de Lie uτ(ŝl2) (et
alge`bre Uq,p(ŝl2) dans le cas quantique) par les demi-courants positifs seuls ou par les
demi-courants ne´gatifs seuls.
En meˆme temps on ne peut pas exprimer les demi-courants positifs (ne´gatifs) de
l’alge`bre eτ (sl2) par d’autres. Ce fait est lie´ d’abord au fait que les contours d’inte´gration
pour les distributions de Green positives et ne´gatives ne sont pas lie´s par une translation
paralle`le. Puis les expressions de type h+(u − τ) en ce cas ne sont pas de´finies, parce
que l’ope´rateur Tt : s(u) 7→ s(u+ t) n’est pas continu. En effet, conside´rons, par exemple,
les sommes sN(u) =
∑N
n=0(
u
α
)n. Pour chaque v on peut trouver un nombre α tel que la
se´quence sN (u+ v) diverge, lorsque N →∞.
Mais la cause principale de l’impossibilite´ de relation entre les demi-courants positifs
et ne´gatifs est lie´e a` la particularite´ suivante de l’alge`bre de Lie eτ (sl2). Conside´rons les
ope´rateurs P+, P− et P+λ , P
−
λ correspondant aux distributions de Green (3.4.8), (3.4.9).
Ils agissent sur s ∈ K0 comme
P+λ [s](v) = 〈G
+
λ (u, v), s(u)〉u, P
−
λ [s](v) = −〈G
−
λ (u, v), s(u)〉u, (3.4.28)
P+[s](v) = 〈G(u, v), s(u)〉u, P
−[s](v) = 〈G(v, u), s(u)〉u. (3.4.29)
Les ope´rateurs P+, P− et P+λ , P
−
λ sont idempotents orthogonaux :
P+ + P− = id, P± ◦ P± = P±, P− ◦ P+ = P+ ◦ P− = 0, (3.4.30)
P+λ + P
−
λ = id, P
±
λ ◦ P
±
λ = P
±
λ , P
−
λ ◦ P
+
λ = P
+
λ ◦ P
−
λ = 0. (3.4.31)
Ils de´finissent une de´composition deK0 en deux sous-espaces :K0 = O⊕Λ0 etK0 = O⊕Λλ,
ou`O = C[[u]], Λ0 est un sous-espace de K0 engendre´ par les fonctions ǫ
k;0(u) = 1
k!
(θ′(u)
θ(u)
)(k)
,
k ≥ 0, et Λλ pour λ 6∈ Γ est un sous-espace de K0 engendre´ par les fonctions ǫ
k;λ(u) =
1
k!
(
θ(u+λ)
θ(u)θ(λ)
)(k)
, k ≥ 0. Cela signifie que la de´composition des courants totaux en demi-
courants entraˆıne la repre´sentation de l’alge`bre de Lie g = eτ (sl2) en une somme directe.
Ainsi les ensembles (3.2.36) correspond a` la de´composition
g = ge ⊕ gf , (3.4.32)
ou` ge = (h ⊗ Λ0) ⊕ (e ⊗ K0) et gf = (h ⊗ O) ⊕ (f ⊗ K0) sont les sous-alge`bres de Lie
engendre´es par les courants du premier et du second ensemble respectivement. Cela nous
donne la factorisation
E
(D)
τ,~ (sl2) = AE · AF , (3.4.33)
ou` E
(D)
τ,~ (sl2) est une alge`bre Eτ,~(sl2) muni d’une comultiplication analogue a` la comul-
tiplication de Drinfeld (3.2.30), (3.2.31) de l’alge`bre Uq(ŝl2), et AE et AF sont des sous-
alge`bres de Hopf engendre´es par 〈h(u), ǫk;0(u)〉u, k ≥ 0, 〈e(u), s(u)〉u, et 〈h(u), ǫk;0(u)〉u,
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k ≥ 0, 〈f(u), s(u)〉u, respectivement, ou` s ∈ K0 et ǫk;0 = (−u)
k pour k ≥ 0. Les en-
sembles (3.2.37) correspond a` la de´composition
g = g−λ ⊕ g
+, (3.4.34)
ou` g−λ = (h⊗Λ0)⊕ (e⊗Λλ)⊕ (f ⊗Λ−λ) et g
+ = sl2⊗O sont sous-espaces de g engendre´s
par les courants correspondants (g+ est une sous-alge`bre de Lie). Nous avons aussi la
factorisation
E
(std)
τ,~ (sl2) = A
− · A+, (3.4.35)
ou` E
(sdt)
τ,~ (sl2) est une alge`bre Eτ,~(sl2) muni par une comultiplication analogique a` la co-
multiplication standard d’alge`bre Uq(ŝl2), A
+ est une sous-alge`bre de Hopf de Eτ,~(sl2) en-
gendre´e par 〈x(u), ǫk;0(u)〉u, ou` x ∈ {h, e, f} et A
− est un sous-espace comple´te´ alge´brique-
ment A+, qui est de´fini au Chapitre 4.
Ainsi nous voyons que les demi-courants (3.2.36) et (3.2.37) sont associe´s aux facto-
risations d’alge`bre de Hopf Eτ,~(sl2) a` des sous-espaces de´crits par ces courants. Cela est
aussi valable pour toutes les alge`bres de courants, qui sont obtenues par la construction
de Enriquez et Roubtsov [ER1, ER2, ER3].
Dans le cas de l’alge`bre Uq,p(ŝl2) la situation est essentiellement diffe´rente. Les en-
sembles des courants (3.2.36) et (3.2.37) ne sont pas associe´s avec des sous-espaces de
l’alge`bre de Lie uτ (ŝl2) et de l’alge`bre Uq,p(ŝl2). Au contraire, on peut de´crire toute
l’alge`bre U
(std)
q,p (ŝl2) par chaque ensemble {h
+(u), e+λ (u), f
+
λ (u)} ou {h
−(u), e−λ (u), f
−
λ (u)}.
L’alge`bre U
(D)
q,p (ŝl2) peut eˆtre comple`tement de´crite par l’ensemble {h
+(u), e(u), f(u)} ou
{h−(u), e(u), f(u)}. C’est aussi lie´ a` des proprie´te´s alge´briques des distributions de Green.
En effet, soient P+, P− et P+λ , P
−
λ les ope´rateurs correspondant aux distributions de
Green (3.4.19), (3.4.20). Ils agissent sur s ∈ K comme
P+λ [s](v) = 〈G
+
λ (u, v), s(u)〉u, P
−
λ [s](v) = −〈G
−
λ (u, v), s(u)〉u, (3.4.36)
P+[s](v) = 〈G(u, v), s(u)〉u, P
−[s](v) = 〈G(v, u), s(u)〉u. (3.4.37)
Les images de tous les ope´rateurs P+, P− et P+λ , P
−
λ co¨ıncident avec toute l’alge`bre
de fonction test K. Cela signifie, par exemple, que l’alge`bre Uq,p(ŝl2) est engendre´e par
〈h+(u), s(u)〉, 〈e+λ (u), s(u)〉 et 〈f
+
λ (u), s(u)〉, s ∈ K. Ces ope´rateurs satisfont P
+
λ +P
−
λ = id,
mais ils ne sont pas idempotents orthogonaux. En particulier, on a d’obstacle suivant
P−λ ◦ P
+
λ = P
+
λ ◦ P
−
λ =
1
2πi
∂
∂λ
P+λ = −
1
2πi
∂
∂λ
P−λ . (3.4.38)
3.5 De´ge´ne´rescences d’alge`bres elliptiques
Conside´rons des de´ge´ne´rescences rationnelles et trigonome´triques des alge`bres Eτ,~(sl2)
et Uq,p(ŝl2). Les diffe´rences entre ces alge`bres entraˆınent a` des diffe´rences entre leurs
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de´ge´ne´rescences. Ces de´ge´ne´rescences sont aussi des alge`bres des courants qui peuvent eˆtre
de´finies par une alge`bre de fonctions test et les distributions de Green correspondantes.
C’est pourquoi on peut les rechercher au niveau classique [S2II]. Nous re´sumons ici les
re´sultats.
Une de´ge´ne´rescence rationnelle est une limite ω → +∞, ω′ → +i∞ d’une alge`bre
associe´e a` la courbe elliptique C/(ωZ+ ω′Z), ou`
ω′
ω
= τ . Pour la re´aliser il faut d’abord
replacer u →
u
ω
, v →
v
ω
et λ → µ +
λ
ω
, ou` µ est un nombre complexe arbitraire. Nous
de´signons cette limite par (a) et nous montrons qu’elle ne de´pend pas de µ. On peut
conside´rer aussi deux types de limites trigonome´triques. La premie`re limite, de´signe´e
par (b), est de´finie comme τ → +i∞ (id est ω fixe´ et ω′ → +i∞). Elle n’exige pas
des renormalisations des parame`tres spectral et dynamique. La second limite ω → +∞
(lorsque ω′ est fixe´) exige les renormalisations des parame`tres spectral et dynamique et
elle est de´signe´e par (c). Dans ce cas la limite de´pend du parame`tre µ.
Pour les deux alge`bres les noyaux d’inte´gration des distributions de Green ont les
meˆmes de´ge´ne´rescences 2 :
lim
ω→+∞
ω′→+i∞
1
ω
θ′(u−v
ω
)
θ(u−v
ω
)
=
1
u− v
, lim
ω→+∞
ω′→+i∞
1
ω
θ(u−v+λ
ω
)
θ(u−v
ω
)θ( λ
ω
)
=
1
u− v
+
1
λ
, (3.5.1)
lim
τ→+i∞
θ′(u− v)
θ(u− v)
= π ctg π(u− v), lim
τ→+i∞
θ′(u− v + λ)
θ(u− v)θ(λ)
= π ctg π(u− v) + π ctg πλ,
(3.5.2)
lim
ω→+∞
ω′=const
1
ω
θ′(u−v
ω
)
θ(u−v
ω
)
= πη cth πη(u− v), lim
ω→+∞
ω′=const
1
ω
θ(µ+ u−v+λ
ω
)
θ(u−v
ω
)θ(µ+ λ
ω
)
= 2πη
e−2πηµ(u−v)
1− e−2πη(u−v)
,
(3.5.3)
lim
ω→+∞
ω′=const
1
ω
θ(u−v+λ
ω
)
θ(u−v
ω
)θ( λ
ω
)
= πη cth πη(u− v) + πη cth πηλ, (3.5.4)
ou` η =
i
ω′
, Re η > 0 et µ est un nombre arbitraire satisfaisant a` l’ine´galite´
Im η Imµ
Re η
< Reµ <
Im η Imµ
Re η
+ 1. (3.5.5)
Puisque les alge`bres Eτ,~(sl2) et Uq,p(ŝl2) sont dynamiques avec parame`tre dynamique λ,
leurs de´ge´ne´rescences peuvent donner aussi la dynamique par λ. Dans les cas (a) et (b)
c’est la dynamique ”triviale”, qui est de´finie par des termes dynamiques se´pare´s : 1
λ
et
π ctg πλ respectivement. Cette dynamique disparaˆıt a` la limite ”de´dynamisant” corres-
pondante : λ → ∞ et λ → −i∞. Cette dynamique ”triviale” me´rite l’attention se´pare´e,
2La renormalisation de parame`tre spectral u → u
ω
entraˆıne la substitution du → du
ω
dans les
formes (3.4.7) et (3.4.17) ce qui entraˆıne dans son lieu a` la renormalisation de noyaux de distributions
70
mais pour nos buts il suffis de conside´rer les de´ge´ne´rescences aux limites ”de´dynamisantes”
correspondantes. Dans le cas (c) la limite λ → +∞ dans la formule (3.5.4) correspond
a` la continuation analytique de la formule (3.5.3) au point µ = 0 (voir (3.5.4)). Pour
une valeur d’un parame`tre µ satisfaisant (3.5.5) la dynamique par λ disparaˆıt a` la limite
(c). Nous verrons sur des formules explicites que le parame`tre µ n’est pas un parame`tre
dynamique.
L’alge`bre de fonctions test pour les de´ge´ne´rescences de l’alge`bre Eτ,~(sl2) est la meˆme
alge`bre K0 (avec la meˆme forme). La de´ge´ne´rescence rationnelle (limite (a)) est de´fini par
les distribution de Green avec les noyaux (3.5.1) et les contours d’inte´grations |u| > |v|
et |u| < |v|. Cela nous donne le double de Yangien DY (sl2). Les distributions de Green
de la de´ge´ne´rescence trigonome´trique (limite (b)) correspondent aux noyaux (3.5.2) avec
les meˆmes contours. Cette alge`bre n’est pas apparue dans la litte´rature, et quelquefois on
l’appelle q-Yangien ou double de q-Yangien DYq(sl2). D’habitude son analogue plus connu
Uq(ŝl2) est utilise´e. La limite (c) de l’alge`bre Eτ,~(sl2) est e´quivalente a` la limite (b) parce
que on peut e´changer les roˆles de pe´riodes elliptiques ω et ω′.
Les roˆles des alge`bres de fonctions test pour les de´ge´ne´rescences de l’alge`bre Uq,p(ŝl2)
sont joue´s par l’alge`bre K et Z. Cette dernie`re est une alge`bre de fonctions entie`res s(u)
satisfaisant aux ine´galite´s |uns(u)| < Cne
p| Imu|, n ∈ Z+, avec des nombres Cn, p > 0
de´pendent de s(u) [GelShil]. Elle est muni de la forme
〈s(u), t(u)〉u =
+∞∫
−∞
du
2πi
s(u)t(u). (3.5.6)
L’espace des distributions K ′ peut eˆtre regarde´ comme le sous-espace de l’espace Z ′
consistant en des distributions pe´riodiques. La de´ge´ne´rescence rationnelle de Uq,p(ŝl2) (li-
mite (a)) est une alge`bre A~(sl2). Les distributions de Green correspondantes agissent sur
Z. Elles correspondent aux meˆmes noyaux (3.5.1), et aux autres contours d’inte´gration. Ce
sont les contours horizontaux au-dessous et au-dessus de l’axe re´el pour les distributions de
Green positives et ne´gatives respectivement. Ainsi la diffe´rence entre les alge`bres ration-
nelles DY (sl2) et A~(sl2) de´crites en [KLP99] en de´tail est he´rite´e de la diffe´rence entre
les alge`bres elliptiques Eτ,~(sl2) et Uq,p(ŝl2). Comme c’est de´ja` e´crit, la de´ge´ne´rescence
rationnelle de Uq,p(ŝl2) (limite (b)) est une alge`bre Uq(ŝl2). Les distributions de Green
agissent sur K, ont les noyaux (3.5.2) et les meˆmes contours d’inte´gration comme dans le
cas d’alge`bre Uq,p(ŝl2).
L’alge`bre Uq,p(ŝl2) a une autre de´ge´ne´rescence trigonome´trique – la limite (c). Elle
n’est pas e´quivalente a` la limite (b) parce que les contours d’inte´gration dans ce cas ne
sont pas syme´triques par rapport a` l’e´change ω ↔ ω′. Elle entraˆıne une se´rie d’alge`bre
A~,η(sl2;µ) parame´trise´e par η et µ. Le parame`tre η est he´rite´ du module elliptique τ
lorsque µ est un parame`tre de de´ge´ne´rescence apparu comme la partie finie d’un parame`tre
dynamique λ. Ne´anmoins, il vaut souligner que µ n’est pas un parame`tre dynamique et
l’alge`bre A~,η(sl2;µ) n’est pas une alge`bre dynamique au niveau du ze´ro. Comme une
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partie fini du parame`tre λ le parame`tre µ permet la transformation µ → µ + 1 et, par
conse´quent, on peut se restreindre a` la zone (3.5.5). En meˆme temps la formule (3.5.3)
n’a pas de pe´riode 1 par rapport de µ. C’est une spe´cificite´ de cette de´ge´ne´rescence. En
fait, la formule (3.5.3) doit eˆtre conside´re´e comme sa continuation analytique.
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Chapter 4
Elliptic projections and SOS model
with Domain Wall Boundary
Conditions
In this chapter we consider projections for the elliptic quasi-Hopf algebra Eτ,~(sl2) in-
troduced in [EF] and regarded in Chapter 3. We apply these projections to the SOS
model. These results published in [S3] (see Appendix D). We also present some algebraic
properties of the elliptic projections.
The projections of currents first appeared in the works of Enriquez and Rubtsov [ER2],
[ER3] in a purely algebraic framework. This was a method to construct current algebras
for higher genus corresponding to the sets of currents of type (3.2.37). Further, Khoroshkin
and Pakuliak applied this method for the quantum affine algebras to factorize the Uni-
versal R-matrix [DKhP] and to obtain the universal Bethe ansatz [KhP], [EKhP]. It was
observed that the projections for the algebra Uq(ŝl2) can be presented as an integral trans-
form and the kernel of this transform is proportional to the partition function of the finite
6-vertex model with Domain Wall Boundary Conditions (DWBC) [KhP]. We conjecture
that the elliptic projections described in [EF] can help to derive the partition function for
some elliptic model and the first candidate for the role of such model is an elliptic SOS
model mentioned in the section 1.10 with the corresponding boundary conditions.
In [Kor] Korepin derived recurrent relations for the partition function of the finite
6-vertex model with DWBC. Further Izergin used these relations to find the expression
for the partition function in a determinant form [I87]. The integral kernel of projections
calculated by Khoroshkin and Pakuliak satisfies the same recursive relations and it gives
another formula for the partition function.
Unfortunately, the Izergin’s determinant formula can not be generalized to the elliptic
case, but it is natural to expect that the theory of projections gives an expression for the
partition function for the SOS model. In one hand we generalize Korepin’s recurrent rela-
tions and in other hand we generalize the method of calculation of projections proposed by
Khoroshkin and Pakuliak to the elliptic case. By analogy with the trigonometric (6-vertex
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model) case we present the result of the calculation as an integral transform. We check
that the kernel extracted from this transform and multiplied by a corresponding factor
satisfies the obtained recurrent relations, which uniquely define the partition function for
SOS model with DWBC.
Recently H.Rosengren [Ros] has independently shown that this partition function can
be written as a sum of 2n determinants (where n is a range of the lattice) which generalizes
the Izergin’s determinant formula. His approach relates to a dynamical generalization of
Alternating-Sign Matrices.
4.1 Projections for the Hopf algebras
Here we introduce the notion of the projections for the Hopf algebras and discuss some
their properties. Let us consider a Hopf algebra A and its two subalgebras 1 A− and A+
satisfying the following conditions:
(i) The algebra A admits a factorisation A = A− · A+, such that the corresponding
restriction of the multiplication map
µ : A− ⊗A+ → A (4.1.1)
is an isomorphism of linear spaces;
(ii) the subalgebra A− is a left coideal:
∆(A−) ⊂ A⊗A−; (4.1.2)
(iii) the subalgebra A+ is a right coideal:
∆(A+) ⊂ A+ ⊗A. (4.1.3)
Let us define the linear operators P− : A → A and P+ : A → A by the formulae
P−(ab) = aε(b), P+(ab) = ε(a)b, a ∈ A−, b ∈ A+. (4.1.4)
Due to the condition (i) these formulae define these operators on the whole algebra A.
The operators P− and P+ are called projections: they are idempotents:
P− ◦ P− = P−, P+ ◦ P+ = P+. (4.1.5)
One also say that P− and P+ are projections onto the subalgebras A− and A+ parallel
to the A+ and A−, what is presented in the equalities
P−(a−) = a−, P+(a+) = a+, (4.1.6)
P−(a+) = ε(a+), P+(a−) = ε(a−), (4.1.7)
1In general, these are not Hopf subalgebras.
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where a− ∈ A− and a+ ∈ A+. The definition (4.1.4) implies more general properties:
P−(a−b) = a−P−(b), P+(ba+) = P+(b)a+, (4.1.8)
P−(ba+) = P−(b)ε(a+), P+(a−b) = ε(a−)P+(b), (4.1.9)
for all a− ∈ A−, a+ ∈ A+ and b ∈ A. They can be used to prove the following proposition.
Proposition 4.1. The projections P− and P+ onto subalgebras A− and A+ subjected to
the conditions (4.1.1), (4.1.2), (4.1.3) satisfy the operator equality
µ ◦ (P− ⊗ P+) ◦∆ = idA . (4.1.10)
Proof. Due to the condition (4.1.1) it is sufficient to check the equality on the products
ab of the elements a ∈ A− and b ∈ A+. Let the coproducts of these elements look as
∆(a) =
∑
i
a′i ⊗ a
′′
i , ∆(b) =
∑
i
b′i ⊗ b
′′
i . (4.1.11)
Then due to the conditions (4.1.2) and (4.1.3) we have a′′i ∈ A
−, b′i ∈ A
+. Further, taking
into account the properties (4.1.8), (4.1.9) and the definition of the counity we obtain
µ ◦ (P− ⊗ P+) ◦∆(ab) =
∑
i,j
P−(a′ib
′
j)P
+(a′′i b
′′
j ) =
=
∑
i,j
P−(a′i)ε(b
′
j)ε(a
′′
i )P
+(b′′j ) = P
−(a)P+(b). (4.1.12)
The properties (4.1.6) means in turn that the last expression is equal to ab.
The condition (4.1.1) means that each element a ∈ A can be decomposed as
a =
∑
i
a−i a
+
i , a
−
i ∈ A
−, a+i ∈ A
+. (4.1.13)
The proposition 4.1 allows us to write the explicit formula for this decomposition for each
element a ∈ A:
a =
∑
i
P−(a′i)P
+(a′′i ), where ∆(a) =
∑
i
a′i ⊗ a
′′
i , (4.1.14)
because of P±(A) = A±. Inversely, as soon as we have the decomposition (4.1.13) for
some element a ∈ A we can calculate its projections substituting this decomposition to the
definition (4.1.4). The main idea for calculation of the projections proposed by Khoroshkin
and Pakuliak [Kh] is to find the terms of the decomposition (4.1.13) not annihilated by
the corresponding projection. This idea was realized to the full in calculations of the
projections for the quantum affine algebras [KhPT], [KhP-GLN].
In the classical case the projections is defined by the decomposition of a Lie algebra
as a vector space: g = g− ⊕ g+, where g− and g+ are Lie subalgebras. This gives the
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factorisation U(g) = U(g−) · U(g+), where U(g−) and U(g+) are (cocommutative) Hopf
subalgebras of U(g) (each Hopf subalgebra is a left and right coideal) satisfying (4.1.1).
It allows us to introduce the corresponding projections. So, the notion of the projections
for the Hopf algebras generalizes the notion of the orthogonal projections for the vector
spaces applied to the Lie algebras g decomposed as g = g− ⊕ g+.
Let us discuss a quantum example. Consider the Hopf algebra Uq(ŝl2) – the quantum
universal enveloping algebra of the affine Lie algebra ŝl2. Let the Hopf subalgebra U
cop
F
defined in the section 3.2 play the role of the Hopf algebra A. This is the algebra UF
described by the currents ψ+(u) and f(u) and endowed with the comultiplication ∆(D),op,
which is opposite to the Drinfeld comultiplication:
∆(D),op ψ+(u) = ψ+(u)⊗ ψ+(u), (4.1.15)
∆(D),op f(u) = f(u)⊗ 1 + ψ+(u)⊗ f(u). (4.1.16)
Consider the subalgebras U−f = UF ∩ U
− and U+F = UF ∩ U
+ of the algebra UF , where
U− and U+ are Hopf algebras of Uq(ŝl2) also defined in the section (3.2). The algebra
U−f described by the current f
−(u) while U+F – by the currents ψ
+(u) and f+(u). The
construction of the Drinfeld double implies that the multiplication gives the isomorphism
between the spaces U = Uq(ŝl2) and U
− ⊗ U+, what in turn proves the condition (4.1.1)
for the algebra A = UF and the subalgebras A
− = U−f and A
+ = U+F . The last two
subalgebras are not Hopf subalgebras, but one can check that they are left coideal and
right coideal respectively. That is the conditions (4.1.2) and (4.1.3) for this subalgebras
are also fulfilled.
Let P− and P+ be projections onto U−f and U
+
F parallel to U
+
F and U
−
f defined by the
formulae (4.1.4). They act on the currents as
P−
(
ψ+(u)
)
= 1, P+
(
ψ+(u)
)
= ψ+(u), (4.1.17)
P−
(
f(u)
)
= −f−(u), P+
(
f(u)
)
= f+(u), (4.1.18)
P−
(
f+(u)
)
= 0, P+
(
f+(u)
)
= f+(u), (4.1.19)
P−
(
f−(u)
)
= f−(u), P+
(
f−(u)
)
= 0. (4.1.20)
In order to find the projections of an arbitrary element of UF it is sufficient to obtain the
projections of products of currents
P+
(
f(u1) · · ·f(un)
)
, P−
(
f(u1) · · ·f(un)
)
(4.1.21)
for arbitrary n ∈ Z≥0, since each element of UF can be represent as a sum of elements of
the form 〈
f(u1) · · ·f(un), s1(u1) · · · sn(un)
〉
u1,...,un
· t+ (4.1.22)
where n ∈ Z≥0, s1(u), . . . , sn(u) ∈ C[u
−1, u], t+ ∈ H+ and n ∈ Z≥0. Here H
+ is the
subalgebra generated by hˆ+[s], s(u) ∈ C[u−1, u]. It turns out that the objects (4.1.21)
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play important role in the theory of the integrable systems as well as in the Conformal
Field Theory (CFT). In the Uq(aˆ) case it has the form
P±
(
f1(u11) · · · f1(u1n1) · · · · · · fr(ur1) · · ·fr(urnr)
)
, (4.1.23)
where fi(u) is a current corresponding to the i-th simple root of a semi-simple Lie algebra
a. In the theory of the integrable systems the object (4.1.23) is called universal algebraic
(off-shell) Bethe ansatz, while from the point of view of the CFT it is called universal
weight function. The importance of this object is explained by the ‘coproduct property’
(see [EKhP]).
In [KhP-GLN] the calculation of the projections (4.1.23) is reduced to the calculation of
the projection of the product of the currents corresponding to the same root, id est to the
calculations of the projections (4.1.21). The last ones are calculated in [KhP] in terms of
the corresponding half-currents f+(u) and f−(u) using interpolation formulae and, then,
represented as integrals of the products of the total currents using the formulae (3.2.5).
For the positive projection this looks as the integral transformation
P+
(
f(un) · · · f(u1)
)
=
∮
|ui|>|vj |
dv1 · · · dvn
(2πiv1) · · · (2πivn)
K(u; v)f(vn) · · ·f(v1). (4.1.24)
with the integral kernel
K(u; v) =
n∏
m=1
vm
∏
k>j
uk − uj
quk − q−1uj
n∏
k=1
n∏
i=k+1
(qui − q
−1vk)
n∏
i=k
(ui − vk)
, (4.1.25)
u = (u1, . . . , un) and v = (v1, . . . , vn). By virtue of the commutation relation (3.2.28) the
integral kernel K(u; v) can be replaced by the integral kernel
qvi+1 − q
−1vi
q−1vi+1 − qvi
K(u; v1, . . . , vi+1, vi, . . . , vn). (4.1.26)
So, the integral kernel in the formula (4.1.24) can chosen in different ways.
One can check that the formula
πqu(σi,i+1)g(u) =
q−1ui+1 − qui
qui+1 − q−1ui
g(u1, . . . , ui+1, ui, . . . , un) (4.1.27)
define an action of the permutation group Sn on the functions of u1, . . . , un, where g(u) ∈
V [[u−1, u]], V is a vector space over C and σi,i+1 is an elementary transposition. Therefore
the integral kernel K(u; v) in the formula (4.1.24) can be also replaced by
πq
−1
v (σ)K(u; v) =
∏
i<j
σ(i)>σ(j)
qvσ(i) − q
−1vσ(j)
q−1vσ(i) − qvσ(j)
K(u; vσ), (4.1.28)
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where vσ = (vσ(1), . . . , vσ(n)), or by
1
n!
K(u; v), where
K(u, v) =
∑
σ∈Sn
πq
−1
v (σ)K(u; v) =
∑
σ∈Sn
∏
i<j
σ(i)>σ(j)
qvσ(i) − q
−1vσ(j)
q−1vσ(i) − qvσ(j)
K(u; vσ). (4.1.29)
We shall say that a function g(u) is q-symmetric with respect to the variables u if it is
invariant under the action (4.1.27):
πqu(σ)g(u) = g(u), ∀σ ∈ Sn. (4.1.30)
The function (4.1.29) is q-symmetric with respect to u and q−1-symmetric with respect to
the variables v. Let us also note that if the function g(u) is q-symmetric then the function∏
k>j
quk − q
−1uj
uk − uj
g(u) (4.1.31)
is symmetric.
4.2 Partition function of the finite 6-vertex model
with Domain Wall Boundary Conditions
n
. . .
2
1
n . . . 2 1
Figure 4.1: The square n× n lattice.
Let us consider a 6-vertex model defined in the section (1.6) on the square lattice of
the size n × n, where the columns and rows are enumerated from 1 to n from the right
to the left and upward respectively (see Fig. 4.1). Let us briefly recall it. Six possible
configurations are shown in the Fig. 1.2 and the weights of vertex is defined by (1.6.11),
(1.6.12). The sign + is associated to the upward arrows and to the arrows directed to the
left, while the sign − – to the downward arrows, to the arrows directed to the right like it
shown in the fig. 1.2. The Boltzmann weights (1.6.11), (1.6.12) are gathered to the matrix
R(z, w) =

a(z, w) 0 0 0
0 b(z, w) c¯(z, w) 0
0 c(z, w) b(z, w) 0
0 0 0 a(z, w)
 . (4.2.1)
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acting in the space C2 ⊗ C2 with the basis e++, e+−, e−+, e−−. This is the trigonometric
R-matrix (1.5.10). The entry R(z, w)αβγδ , α, β, γ, δ = ±, coincides with the Boltzmann
weight corresponding to the fig. 1.1 (the Boltzmann weight of the unavailable configuration
vanishes). We consider an inhomogeneous model: the weight matrix for the (i, j)-th vertex
is R(ui, vj), where the variables ui associated to the i-th column and the variable vj to
the j-th row (see fig. 4.2).
We choose so-called Domain Wall Boundary Conditions (DWBC) that fix the bound-
ary arrows (signs) like it shown in the fig. 4.1: the arrows are entering on the left and
right boundaries and leaving on the lower and upper ones. In terms of the section 1.6
it means that the partition function with DWBC is defined by the formula (1.6.5) with
α1 = . . . = αn = +, β1 = . . . = βn = −, γ1 = . . . = γn = − and δ1 = . . . = δn = +. That
is this partition function, denoted by Z(n)(u; v), has the form
Z(n)(u; v) = R(u; v)+,...,+;−,...,−−,...,−;+,...,+, (4.2.2)
where R(u; v) is the matrix acting in V1⊗ . . .⊗ Vn ⊗ V1′ ⊗ . . .⊗ Vn′, Vi ∼= Vj′ ∼= C
2, which
defined as
R(u; v) =
−→∏
1≤i≤n
←−∏
n≥j≥1
R(i,j
′)(ui, vj). (4.2.3)
V.Korepin [Kor] prove the following properties of the function (4.2.3):
(i) Z(n)(u; v) is a polynomial of order n− 1 in each variable ui;
(ii) Z(n)(u; v) is symmetric with respect to the set of the variables u: Z(n)(u; v) =
Z(n)(uσ; v), ∀σ ∈ Sn;
(iii) Z(n)(u; v) is a polynomial of order n in each variable vj ;
(iv) Z(n)(u; v) is symmetric with respect to the set of the variables v: Z(n)(u; v) =
Z(n)(u; vσ), ∀σ ∈ Sn;
✲ ✛v4 + −
✲ ✛v3 + −
✲ ✛v2 + −
✲ ✛v1 + −
✻
❄
−
u4
+
✻
❄
−
u3
+
✻
❄
−
u2
+
✻
❄
−
u1
+
Figure 4.2: Inhomogeneous lattice with Domain Wall Boundary Conditions.
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(v) Z(n)(u; v) satisfies the recurrent relation
Z(n)(u1, . . . , un−1, un = q
−2vn; v1, . . . , vn) =
= (1− q−2)vn
n−1∏
k=1
(uk − vn)(q
−1vn − qvk) Z
(n−1)(u1, . . . , un−1; v1, . . . , vn−1), (4.2.4)
where Z(n−1)(u1, . . . , un−1; v1, . . . , vn−1) is a partition function for the (n−1)×(n−1)
lattice with DWBC;
(vi) the partition function for 1× 1 lattice with DWBC is
Z(1)(u1; v1) = (q − q
−1)v1. (4.2.5)
Note that a polynomial of degree n−1 can be given by its values in n different points.
For a fixed polymonial Z(n−1)(u1, . . . , un−1; v1, . . . , vn−1) the conditions (iv) and (v) fix
the values of Z(n)(u1, . . . , un; v1, . . . , vn) considered as a polynomial of un in the points
un = q
−2vj , j = 1, . . . , n. Taking into account the ‘initial’ condition (vi) we conclude that
there are unique functions Z(n)(u1, . . . , un; v1, . . . , vn) satisfying the conditions (i), (iv)
– (vi). It means that if some functions satisfy these conditions then they are partition
functions for the 6-vertex model with DWBC. In the paper [I87], A.G. Izergin use this
idea obtaining the determinant representation of the partitions function with DWBC
Z(n)(u; v) = (q − q−1)n
n∏
m=1
vm×
×
n∏
i,j=1
(ui − vj)(qui − q
−1vj)∏
n≥i>j≥1
(ui − uj)(vj − vi)
det
∣∣∣∣∣∣∣∣ 1(ui − vj)(qui − q−1vj)
∣∣∣∣∣∣∣∣
i,j=1,...,n
. (4.2.6)
One can check that the functions (4.2.6) satisfy all the conditions (i) – (vi).
In the other hand it was observed that the integral kernel (4.1.29) is proportional to
the partition function Z(n)(u; v) [KhP]. Indeed, multiplying K(u; v) by
∏
k>j
quk−q
−1uj
uk−uj
and∏
k>j
q−1vk−qvj
vk−vj
we obtain the function symmetric function with respect to the both sets
of variables: u and v. Multiplying result by
∏n
i,j=1(ui− vi) we annihilate the poles of this
functions. The precise factor can be deduced by the ‘initial’ condition (iv). One can check
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that the function
Z(n)(u; v) = (q − q−1)n
n∏
i,j=1
(ui − vi)
∏
n≥k>j≥1
(quk − q
−1uj)(q
−1vk − qvj)
(uk − uj)(vk − vj)
K(u, v) =
= (q − q−1)n
n∏
m=1
vm
∏
n≥k>j≥1
q−1vk − qvj
vk − vj
×
×
∑
σ∈Sn
∏
1≤i<j≤n
σ(i)>σ(j)
qvσ(i) − q
−1vσ(j)
q−1vσ(i) − qvσ(j)
∏
n≥i>k≥1
(qui − q
−1vσk)
∏
1≤i<k≤n
(ui − vσk) (4.2.7)
satisfy the conditions (i), (iv) – (vi). Thus the theory of the projections for the Hopf
algebra Uq(ŝl2) gives another expression for the partition function. Further we explain
the fact that the purely mathematical object turned out to be a partition function for
6-vertex model with DWBC giving an alternative proof of this fact using only algebraic
approach 2.
The main relation of the 6-vertex model with the algebra Uq(ŝl2) is theR-matrix (4.2.1):
in the section (3.2) we mentioned that this algebra can be described by RLL relations with
this R-matrix. Let us also recall that the subalgebra UF generated by the currents f(z)
and K+(z) with the coproduct ∆op is dual to the subalgebra UE generated by the currents
e(z) and K−(z) with the coproduct ∆ with respect to the pairing 〈·, ·〉 : UF ⊗ UE → C
defined by
〈
f(u), e(v)
〉
= (q − q−1)−1δ(u/v),
〈
K+(u), K−(v)
〉
=
q−1u− qv
qu− q−1v
. (4.2.8)
Since the whole algebra U = Uq(ŝl2) is constructed as a Drinfeld double of U
cop
F this
pairing can be thought as a map 〈·〉 : U → C:
〈a · x〉 = 〈a, x〉, ∀a ∈ UF , x ∈ UE . (4.2.9)
Consider the Hopf subalgebra (U+)cop described by the Lax operator L+(u) with the
opposite comultiplication
∆opL+(u)
i
k =
∑
j∈{+,−}
L+(u)
i
j ⊗ L+(u)
j
k, (4.2.10)
where ∆ is a standard comultiplication, and the Hopf subalgebra U− described by the
Lax operator L−(u) with the standard comultiplication
∆L−(u)
i
k =
∑
j∈{+,−}
L−(u)
j
k ⊗ L−(u)
i
j. (4.2.11)
2This proof has not been published before
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The subalgebras (U+)cop and U− are dual to each other with respect to the same paring
〈a, b〉 = 〈a · b〉, where a ∈ U+, b ∈ U−. (4.2.12)
The formulae (1.9.14), (1.9.15), the duality of the generators 〈xi ·x
j〉 = δji , and the relation
R
(21)
− (v, u) = R+(u, v)
−1 imply the equality〈
L
(1)
+ (u) · L
(2)
− (v)
〉
= R+(u, v)
−1. (4.2.13)
Taking into account the duality of the multiplication (4.2.10) with the multiplication in
U− one yields 〈
L
(1)
+ (u) · L
(2)
− (v)
−1
〉
= R+(u, v). (4.2.14)
The matrix R+(u, v) is proportional to the matrix of Boltzmann weights R(u, v). The
straightforward calculations lead to the following formula for the pairing in terms of this
matrix: 〈
L
(1)
+ (u) · L
(2)
− (v)
−1
〉
=
〈k+2 (u), k
−
1 (v)
−1〉
u− v
R(u, v), (4.2.15)
where k±1 (u) = k
±(q−1u), k±2 (u) = k
±(qu)−1 and k±(u) is defined by (3.2.40). Using the
duality between (U+)cop and U− and the formulae for the coproducts (4.2.10) and (4.2.11)
one can generalize the formula (4.2.15) up to 3〈
L
(1)
+ (u1) · · ·L
(n)
+ (un), L
(n′)
− (vn)
−1 · · ·L
(1′)
− (v1)
−1
〉
=
=
n∏
i,j=1
〈k+2 (ui), k
−
1 (vj)
−1〉
ui − vj
−→∏
1≤i≤n
←−∏
n≥j≥1
R(i,j
′)(ui, vj). (4.2.20)
3There is an alternative derivation of this formula. The formula (1.9.10) for A = (U+)cop, A∗ = U−
and 〈ei · e
j〉 = δji imply
〈R(13)R(32)〉3 = R
(12), (4.2.16)
where the paring 〈·〉3 is taken over the 3
d tensor space. Let us consider the following representations
(instead of the evaluation representations):
Π−u1,...,un = (Π
−
u1
⊗ . . .⊗Π−un) ◦∆
n, Π+v1,...,vn = (Π
+
v1
⊗ . . .⊗Π+vn) ◦∆
n, (4.2.17)
where ∆n is defined by the formulae
∆n =
(
∆⊗ (id)⊗(n−1)
)
◦∆n−1, ∆1 = ∆. (4.2.18)
Applying the map (Π−u1,...,un ⊗Π
+
v1,...,vn
) to the formula (4.2.16) we obtain
〈
L
(1)
+ (u1) · · ·L
(n)
+ (un), L
(n′)
− (vn)
−1 · · ·L
(1′)
− (v1)
−1
〉
=
−→∏
1≤i≤n
←−∏
n≥j≥1
R
(i,j′)
+ (ui, vj). (4.2.19)
Substituting the expression (4.2.15) for R+(u, v) one yields (4.2.20).
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This is a crusial formula explaining the relation between the statistical models on the
lattices and the quantum groups.
Let P¯− : UE → UE is a linear operator defined by the formula
P¯−(ab) = ε(a)b, ∀a ∈ U+e , b ∈ U
−
E , (4.2.21)
where U+e is subalgebra generated by eˆ
+[s], s(u) ∈ C[u−1, u],and U−E is a subalgebra
generated by eˆ−[s] ans hˆ−[s], s(u) ∈ C[u−1, u]. The operator P¯− is a projection dual to
the projection P+ : UF → UF with respect to the pairing (4.2.8):
〈a, P¯−(x)〉 = 〈P+(a), x〉, ∀a ∈ UF , x ∈ UE . (4.2.22)
Let us introduce the following notations for the following entries of the matrices L+(u)
and L−(v)
−1:
B+(u) = L+(u)
+
− = (q − q
−1)f+(u)k+2 (u), (4.2.23)
C˜−(v) =
(
L−(v)
−1
)−
+
= −(q − q−1)e−(v)k−1 (v)
−1. (4.2.24)
Taking the matrix entry
(
·
)+...+;−...−
−...−;+...+
in the both hand sides of (4.2.20) and taking into
account the formulae (4.2.2) and (4.2.3) we obtain〈
B+(u1) · · ·B
+(un), C˜
−(vn) · · · C˜
−(v1)
〉
=
=
n∏
i,j=1
〈k+2 (ui), k
−
1 (vj)
−1〉
ui − vj
Z(n)(u; v), (4.2.25)
The left hand side of (4.2.25) can be expressed in terms of the projection of total currents:
B+(u1) · · ·B
+(un) = B
+(un) · · ·B
+(u1) = (4.2.26)
= (q − q−1)n
∏
n≥i>j≥1
qui − q
−1uj
ui − uj
P+
(
f(un) · · ·f(u1)
) n∏
i=1
k+2 (ui),
C˜−(vn) · · · C˜
−(v1) = (q − q
−1)n
∏
n≥i>j≥1
q−1vi − qvj
vi − vj
P¯−
(
e(vn) · · · e(v1)
) n∏
j=1
k−2 (vj)
−1,
Substituting the formulae (4.2.26) to (4.2.25) and taking into account the duality (4.2.22)
and the formulae〈
f(un) · · ·f(u1)a
+
K , e(vn) · · · e(v1)a
−
K
〉
=
〈
f(un) · · ·f(u1), e(vn) · · · e(v1)
〉
〈a+K , a
−
K〉,〈 n∏
i=1
k+2 (ui),
n∏
j=1
k−1 (vj)
〉
=
n∏
i,j=1
〈
k+2 (ui), k
−
1 (vj)
〉
,
83
(where a±K ∈ H
± and H− is the subalgebra generated by hˆ−[s], s(u) ∈ C[u−1, u]), we
derive the following formula for the partition function
Z(n)(u; v) = (q − q−1)2n
n∏
i,j=1
(ui − vj)×
×
∏
n≥i>j≥1
(qui − q
−1uj)(q
−1vi − qvj)
(ui − uj)(vi − vj)
〈
P+
(
f(un) · · ·f(u1)
)
, e(vn) · · · e(v1)
〉
. (4.2.27)
Substituting the integral formula for the projection (4.1.24) to (4.2.27) and calculating
the Hopf pairing by the formula〈
f(tn) · · ·f(t1), e(vn) · · · e(v1)
〉
= (q − q−1)−n
∑
σ∈Sn
πq
−1
v (σ)
n∏
m=1
δ(tm/vm) =
= (q − q−1)−n
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
qvσ(l) − q
−1vσ(l′)
q−1vσ(l) − qvσ(l′)
n∏
m=1
δ(tm/vσ(m)), (4.2.28)
taking into account the formulae (4.1.29) and (4.1.25) we arrive to the formula (4.2.7).
4.3 Algebra Eτ,~(sl2) with ‘Drinfeld’ comultiplication,
Hopf paring of currents
In this section we consider the currents of the algebra Eτ,~(sl2) and calculate the Hopf
paring between its two dual subalgebras in terms of currents. For these purposes we
introduce an analogue of the q-symmetrization for the elliptic case and calculate the
coproduct of the product of currents.
Let A be an algebra generated by hˆ+[s], hˆ−[s], eˆ[s], fˆ [s], s ∈ K0, where
hˆ+, hˆ−, eˆ, fˆ : K0 → A (4.3.1)
are the operators corresponding to the currents h+(u), h−(u), e(u), f(u) (defined in the
sections 3.2, 3.4) subjected to the commutation relations [EF]:
[K±(u), K±(v)] = 0, [K+(u), K−(v)] = 0, (4.3.2)
K±(u)e(v)K±(u)−1 =
θ(u− v + ~)
θ(u− v − ~)
e(v), (4.3.3)
K±(u)f(v)K±(u)−1 =
θ(u− v − ~)
θ(u− v + ~)
f(v), (4.3.4)
θ(u− v − ~)e(u)e(v) = θ(u− v + ~)e(v)e(u), (4.3.5)
θ(u− v + ~)f(u)f(v) = θ(u− v − ~)f(v)f(u), (4.3.6)
[e(u), f(v)] =
1
~
δ(u− v)
(
K+(u)−K−(v)
)
, (4.3.7)
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where K+(u) = exp
(e~∂u − e−~∂u
2∂u
h+(u)
)
, K−(u) = exp
(
~h−(u)
)
. Here and further the
meromorphic functions of u and v is understood as decomposed into formal series by
the corresponding way. The algebra A is the algebra Eτ,~(sl2) on the zero level of central
charge, which was mentioned in the section 3.3. This algebra is equipped with the following
comultiplication and counity:
∆K±(u) = K±(u)⊗K±(u), (4.3.8)
∆e(u) = e(u)⊗ 1 +K−(u)⊗ e(u), (4.3.9)
∆f(u) = f(u)⊗K+(u) + 1⊗ f(u), (4.3.10)
ε(K±(u)) = 1, ε(e(u)) = 0, ε(f(u)) = 0. (4.3.11)
This comultiplication is an analogue of the Drinfeld comultiplication (3.2.30), (3.2.31) of
the algebra Uq(ŝl2).
Let AF and AE be subalgebras of A generated by the generators hˆ
+[s], fˆ [s], and hˆ−[s],
eˆ[s], s ∈ K0, respectively. The subalgebra AF is described by the currents K
+(u), f(u),
and the subalgebra AE – by K
−(u), e(u). We also introduce the notations H+ and H−
for the subalgebras of A generated by hˆ+[s] and hˆ−[s] respectively. They are described by
the currents K+(u) and K−(u). As was stated in [EF] the bialgebras (AF )
cop and AE are
dual to each other with respect to the pairing〈
f(u), e(v)
〉
FE
= ~−1δ(u, v),
〈
K+(u), K−(v)
〉
FE
=
θ(u− v − ~)
θ(u− v + ~)
. (4.3.12)
The pairing between the other elements is defined by the formulae〈
f(u), K−(v)
〉
FE
=
〈
K+(u), e(v)
〉
FE
= 0 (4.3.13)
and the property of duality.
The algebras AF and AE is Z-graduated with respect to the number of generators fˆ [s]
and eˆ[s] respectively:
AF =
⊕
n≥0
AnF , AE =
⊕
n≥0
AnE . (4.3.14)
The spaces AnF and A
n
E are spanned by the elements fˆ [sn] · · · fˆ [s1]t
+ and eˆ[sn] · · · eˆ[s1]t
−
respectively, where si ∈ K0, t
+ ∈ H+, t− ∈ H−. These gradings are dual with respect to
the paring
〈
·, ·
〉
FE
in the following sense:
Proposition 4.2. If k 6= m then
〈
Xk, Ym
〉
FE
= 0 for all Xk ∈ A
k
F , Ym ∈ A
m
E . The paring
between the elements of AnF and A
n
E is then non-degenerated and it can be written in terms
of the currents as follows:〈
f(un) · · ·f(u1)t
+, e(vn) · · · e(v1)t
−
〉
FE
=
= ~−n
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
n∏
m=1
δ(um, vσ(m))
〈
t+, t−
〉
FE
. (4.3.15)
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Before proving this proposition we rewrite the formula (4.3.15) in terms of an elliptic
~-symmetrization analogous to the q-symmetrization introduced in the section 4.1 and
also calculate the coproduct of the product of currents in these terms.
Define first the elliptic ~-action of the permutation group Sn:
π~u(σ)g(u) =
∏
l<l′
σ(l)>σ(l′)
θ(uσ(l) − uσ(l′) − ~)
θ(uσ(l) − uσ(l′) + ~)
g(uσ), (4.3.16)
The distribution g(u) is called ~-symmetric if it is invariant under the elliptic ~-action:
π~u(σ)g(u) = g(u), ∀σ ∈ Sn. (4.3.17)
Let us remark that it is sufficient to check the condition (4.3.17) for the generators σi,i+1,
i = 1, . . . , n − 1. The main example of ~-symmetric distribution is a product of total
currents f(un) · · · f(u1). Define the elliptic ~-symmetrizator as
Sym~u g(u) =
∑
σ∈Sn
π~u(σ)g(u) =
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(uσ(l) − uσ(l′) − ~)
θ(uσ(l) − uσ(l′) + ~)
g(uσ). (4.3.18)
The ~-symmetrized distribution Sym~u a(u) is ~-symmetric:
π~u(σ) Sym
~
un,...,u0
a(u) = Sym~un,...,u0 a(z). (4.3.19)
If distribution g(u) is ~-symmetric then Sym~u g(u) = n!g(u). In particular, Sym
~
u Sym
~
u =
n! Sym~u. In these terms the formula (4.3.15) reads
〈
f(un) · · · f(u1)t
+, e(vn) · · · e(v1)t
+
〉
FE
= ~−n Sym~u(σ)
n∏
m=1
δ(um, vm)
〈
t+, t−
〉
FE
=
= ~−n Sym−~v (σ)
n∏
m=1
δ(um, vm)
〈
t+, t−
〉
FE
. (4.3.20)
Lemma 4.3. Let Ss,n and Ss are subgroups of Sn consisting of permutations of elements
{s+ 1, . . . , n} and {1, . . . , s} respectively. Consider one more subset
S(s)n = {σ ∈ Sn | σ(s+ 1) < . . . < σ(n), σ(1) < . . . < σ(s)}. (4.3.21)
Then Sn = S
(s)
n Ss,nSs = S
(s)
n SsSs,n, moreover, each element σ ∈ Sn has unique decompo-
sition
σ = σ3σ2σ1 = σ3σ1σ2, σ3 ∈ S
(s)
n , σ2 ∈ Ss,n, σ1 ∈ Ss. (4.3.22)
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Proof. Let us consider the sequence of numbers σ−1(1), . . . , σ−1(n). Write out consecu-
tively its elements belonging to the segment [s + 1;n] to the first line and its elements
belonging to the segment [1; s] to the second line:
s ≤ σ−1(is+1), . . . , σ
−1(in) ≤ n; is+1 < . . . < in;
1 ≤ σ−1(i1), . . . , σ
−1(is) ≤ s; i1 < . . . < is.
Setting σ−11 (k) = σ
−1(ik) for k = s + 1, . . . , n, σ
−1
2 (k) = σ
−1(ik) for k = 1, . . . , s (that is
σ−12 σ
−1
1 (k) = σ
−1(ik) for k = 1, . . . , n) and σ3(k) = ik for k = 1, . . . , n one obtains the
decomposition (4.3.22).
Let σ ∈ Sn have two decompositions σ = σ3σ2σ1 = σ¯3σ¯2σ¯1 of type (4.3.22), then
σ¯3 = σ3σ4, where σ4 = (σ2σ¯
−1
2 )(σ1σ¯
−1
1 ). Consider the sequence of numbers
σ3(σ4(s+ 1)), . . . , σ3(σ4(n)). (4.3.23)
Since σ3σ4 = σ¯3 ∈ S
(s)
n this sequence is increasing. Since the numbers σ4(k) = σ2σ¯
−1
2 (k)
belong to [s + 1;n] for k = s + 1, . . . , n, the sequence (4.3.23) can be obtained by a
permutation of the sequence σ3(s+1), . . . , σ3(n), but the last one is also increasing because
σ3 ∈ S
(s)
n and, consequently it coincides with (4.3.23). This implies σ2 = σ¯2. Analogously,
considering the sequences σ3(σ4(1)), . . . , σ3(σ4(s)) and σ3(1), . . . , σ3(s) one concludes σ1 =
σ¯1, and, therefore σ3 = σ¯3.
The meaning of this lemma in terms of the elliptic ~-action is reduced to the formula
Sym~u = Sym
~
(u1,...,un)
=
∑
σ∈S
(s)
n
π~u(σ) Sym
~
(us+1,...,un)
Sym~(u1,...,us) . (4.3.24)
It can be used to calculate the coproduct of the product of the total currents.
Applying the formulae (4.3.10), ∆op(xy) = ∆op(x)∆op(y) and moving all K+(u) to the
right using the relation (4.3.4) one yields
∆op
(
f(un) · · ·f(u1)
)
= (K+(un)⊗f(un)+f(un)⊗1) · · · (K
+(u1)⊗f(u1)+f(u1)⊗1) =
=
n∑
s=0
∑
σ∈S
(s)
n
∏
s+1≤k′≤n
1≤k≤s
σ(k)>σ(k′)
θ(uσ(k) − uσ(k′) − ~)
θ+(uσ(k) − uσ(k′) + ~)
×
× f(uσ(n)) · · ·f(uσ(s))K
+(uσ(s)) · · ·K
+(uσ(1))⊗ f(uσ(s)) · · · f(uσ(1)) =
=
n∑
s=0
∑
σ∈S
(s)
n
π~u(σ)f(un) · · · f(us+1)K
+(us) · · ·K
+(u1)⊗ f(us) · · · f(u1). (4.3.25)
Taking into account the ~-symmetry of the product of the total currents with respect to
the subgroups Ss,n and Ss and using (4.3.24) one can rewrite it in the form
∆op
(
f(un) · · ·f(u1)
)
=
= Sym~u
n∑
s=0
1
s!(n− s)!
f(un) · · · f(us+1)K
+(us) · · ·K
+(u1)⊗ f(us) · · · f(u1). (4.3.26)
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Proof of Proposition 4.2. For k > 1 and t+ ∈ H+ one has the formula
〈f(uk−1) · · ·f(u1)t
+, 1〉FE = ε
(
f(uk−1) · · ·f(u1)t
+
)
= 0. (4.3.27)
Using it, the duality 〈xy, a〉FE = 〈x ⊗ y,∆(a)〉FE and the formulae (4.3.9), (4.3.13) one
yields〈
f(uk)f(uk−1) · · ·f(u1)t
+, e(v)
〉
FE
=
=
〈
f(uk)⊗ f(uk−1) · · ·f(u1)t
+, e(v)⊗ 1 +K−(v1)⊗ e(v)
〉
FE
= 0. (4.3.28)
Thus we have 〈AkF , e(v)〉FE = 0, for k > 1.
Let us prove the proposition 4.2 by induction. The formulae (4.3.13) implies that
〈A1F ,A
0
E〉FE = 〈A
0
F ,A
1
E〉FE = 0. One can also check the formula (4.3.15) for n = 1: using
the formulae of the duality 〈x, ab〉FE = 〈∆
op(x), a ⊗ b〉FE , 〈xy, a〉FE = 〈x ⊗ y,∆(a)〉FE,
〈x, 1〉FE = ǫ(x) and the formula (id⊗ε) ◦∆ = id one obtains
〈f(u)t+, e(v)t−〉FE =
∑
i
〈
(K+(u)t′′i ⊗ f(u)t
′
i + f(u)t
′′
i ⊗ t
′
i), e(v)⊗ t
−
〉
FE
=
=
∑
i
〈f(u)t′′i , e(v)〉FE〈t
′
i, t
−〉FE =
∑
i
〈
f(u)⊗t′′i ,
(
e(v)⊗1+K−(v)⊗e(v)
)〉
FE
〈t′i, t
−〉FE =
= 〈f(u), e(v)〉FE
∑
i
ε(t′′i )〈t
′
i, t
−〉FE = ~
−1δ(u, v)〈t+, t−〉FE, (4.3.29)
where ∆t+ =
∑
i
t′i ⊗ t
′′
i . Suppose that if k,m < n and k 6= m then 〈A
k
F ,A
m
E 〉EF = 0 and
that the paring between An−1F and A
n−1
E is determined by formula〈
f(un−1) · · · f(u1)t
+, e(vn−1) · · · e(v1)t
−
〉
FE
=
= ~−n+1 Sym~(u1,...,un−1)
n−1∏
m=1
δ(um − vm)〈t
+, t−〉FE, (4.3.30)
where t+ ∈ H+, t− ∈ H−. Let k,m ≤ n. Using the duality 〈x, ab〉FE = 〈∆
op(x), a ⊗
b〉FE and applying the formula (4.3.26) in the following paring we see taking into ac-
count (4.3.28) that the only term s = k − 1 does not vanish:〈
f(uk) · · ·f(u1)t
+, e(vm) · · · e(v1)t
−
〉
FE
=
=
〈
∆op
(
f(uk) · · ·f(u1)t
+
)
, e(vm)⊗ e(vm−1) · · · e(v1)t
−
〉
FE
=
= Sym~(u1,...,uk)
1
(k − 1)!
∑
i
〈
f(uk)K
+(uk−1) · · ·K
+(u1)t
′′
i , e(vm)
〉
EF
×
×
〈
f(uk−1) · · ·f(u1)t
′
i, e(vm−1) · · · e(v1)t
−
〉
FE
, (4.3.31)
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By induction we have 〈Ak−1F ,A
m−1
E 〉FE = 0 for k 6= m and hence the equation (4.3.31)
implies 〈AkF ,A
m
E 〉FE = 0 for m, k ≤ n such that k 6= m. Substituting k = m = n to the
formula (4.3.31), using the formula
Sym~(u1,...,un) Sym
~
(u1,...,un−1) = (n− 1)! Sym
~
(u1,...,un)
and (4.3.30) one derives〈
f(uk) · · ·f(u1)t
+, e(vm) · · · e(v1)t
−
〉
FE
=
= ~−n Sym~(u1,...,un)
1
(n− 1)!
δ(un − vn) Sym
~
(u1,...,un−1)
n−1∏
m=1
δ(um − vm)
∑
i
ε(t′′i )〈t
′
i, t
−〉 =
= ~−n Sym~u
n∏
m=1
δ(um − vm)〈t
+, t−〉. (4.3.32)
Thus we have proved the formula (4.3.15), which is used in the section 4.5 to obtain the
exprassion for the partition function of the SOS model with DWBC.
4.4 Elliptic projections
Before introducing the projection for Eτ,~(sl2) we define the analogues of the left and right
coideals A− and A+. We generalize the property (4.1.10) for this dynamical case proving
the analogue of the coideal conditions (4.1.2), (4.1.3).
Let eˆ+, eˆ−, fˆ+, fˆ− be the operators corresponding to the currents e+(u), e−(u), f+(u),
f−(u) introducing in the section 3.4 by the formulae (3.2.5) with the Green distribu-
tions (3.4.8), (3.4.9):
fˆ−λ [s] = 〈f
−
λ (u), s(u)〉u, fˆ
+
λ [s] = 〈f
+
λ (u), s(u)〉u, (4.4.1)
eˆ−λ [s] = 〈e
−
λ (u), s(u)〉u, eˆ
+
λ [s] = 〈e
+
λ (u), s(u)〉u, (4.4.2)
where s ∈ K0. Let A
−,(n)
f,λ be a subspace of A
(n)
F spanned by the elements of the form
fˆ−λ [s1] · · · fˆ
−
λ−2(n−1)~[sn], where sk ∈ K0. Similarly we denote by A
+,(n)
F,λ the subspace of A
(n)
F
spanned by the elements of the form fˆ+λ+2(n−1)~[s1] · · · fˆ
+
λ [sn]t
+, where sk ∈ K0, t
+ ∈ H+; in
fact, the subspace A
+,(n)
F,λ is spanned by fˆ [s1] · · · fˆ [sn]t
+, where sk ∈ O = C[[z]], t
+ ∈ H+;
so it does not depend on λ: A
+,(n)
F,λ = A
+,(n)
F . The intersection of each two these subspaces
is {0}. Considering the direct sums of these subspaces over all integer n ≥ 0 we obtain
the following graduated spaces:
A−f,λ =
⊕
n∈Z+
A
−,(n)
f,λ = Span{fˆ
−
λ [s1] · · · fˆ
−
λ−2(n−1)~[sn] | n ∈ Z+, sk ∈ K0}, (4.4.3)
A+F =
⊕
n∈Z+
A
+,(n)
F = Span{fˆ [s1] · · · fˆ [sn]t
+ | n ∈ Z+, sk ∈ O, t
+ ∈ H+}. (4.4.4)
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Actually, A+F is a graduated subalgebra generated by fˆ [s], hˆ[s], s ∈ O. The subspases
A
+,(n)
F , A
−,(n)
f,λ and A
(n)
F we have introduced can be decomposed as follows
A
−,(n)
f,λ = A
−,(m)
f,λ A
−,(n−m)
f,λ−2m~, A
+,(n)
F = A
+,(m)
F A
+,(n−m)
F , A
(n)
F = A
(m)
F A
(n−m)
F , (4.4.5)
where we use the notation: for X and Y are subspaces of A we set XY = Span{xy | x ∈
X, y ∈ Y }.
The elements of the spaces A
(n)
F and A
(n)
E can be also decomposed into the products
of negative and positive parts. The existence of this decomposition are provided by the
following statement [EF]:
Proposition 4.4. The multiplication map µ : AF⊗AF → AF establishes an isomorphism
of linear spaces
n⊕
m=0
A
−,(m)
f,λ ⊗A
+,(n−m)
F
∼= A
(n)
F and therefore an isomorphism A
−
f,λ⊗A
+
F
∼=
AF .
Define the negative projections as a linear map P−λ : AF → AF acting on the elements
a ∈ AF which has the decomposition a = a
−
λ a
+ with a−λ ∈ A
−
f,λ, a
+ ∈ A+F by the rules
P−λ (a
−a+) = a−ε(a+). (4.4.6)
The positive projections is defined as a linear map P+λ : AF → AF acting on the ele-
ments a(n) ∈ A
(n)
F which has decomposition a
(n) = a
−,(m)
λ+2(n−1)~a
+,(n−m) with a
−,(m)
λ+2(n−1)~ ∈
A
−,(m)
f,λ+2(n−1)~, a
+,(n−m) ∈ A
+,(n−m)
F by the rules
P+λ (a
−,(m)
λ+2(n−1)~a
+,(n−m)) = ε(a
−,(m)
λ+2(n−1)~)a
+,(n−m). (4.4.7)
By virtue of the proposition 4.4 these rules define the projections on whole AF . These
projections are idempotents. Being restricted on the space of generators A
(1)
F they define
a decomposition of this space into direct sum A
(1)
F = A
−,(1)
f,λ ⊕A
+,(1)
F , which can be present
in terms of currents as follows
P±λ (f(z)) = ±f
±
λ (z) = ±〈G
±
−λ(z − w)f(w)〉w. (4.4.8)
Thus the projections relate total current with the half-currents. Actually the projections
on all the homogeneous components can be calculated using formulae (4.4.8) and
P−λ (at
+) = P−λ (a)ε(t
+), P+λ (at
+) = P+λ (a)t
+ (4.4.9)
P−λ (ab
+) = P−λ (a)ǫ(b
+), P+λ (c
−,(k)
λ+2(n−1)~a
(n−k)) = ǫ(c
−,(k)
λ+2(n−1)~)P
+
λ (a
(n−k)), (4.4.10)
P−λ (b
−,(k)
λ a) = b
−,(k)
λ P
−
λ−2k~(a), P
+
λ (ac
+,(k)) = P+λ+2k~(a)c
+,(k), (4.4.11)
where a ∈ AF , t
+ ∈ H+, b+ ∈ A+F , b
−,(k)
λ ∈ A
−,(k)
f,λ , c
−,(k)
λ+2(n−1)~ ∈ A
−,(k)
f,λ+2(n−1)~, a
(n−k) ∈
A
(n−k)
F , c
+,(k) ∈ A
+,(k)
F . These equalities are direct consequences of the definitions (4.4.6),
(4.4.7), proposition 4.4 and formulae (4.4.5).
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Proposition 4.5. For all a ∈ A
(n+1)
F the following formula is valid
µ ◦ (P−λ+n~⊗ P
+
λ−n~) ◦∆
op(a) = a. (4.4.12)
This proposition generalizes Proposition 4.1 for the elliptic projections 4. To prove it
we need the following lemma, which plays the role of the conditions (4.1.2) and (4.1.3)
for the dynamical case.
Lemma 4.6. The coproducts of any elements a
−,(n)
λ ∈ A
−,(n)
f,λ and a
+,(n) ∈ A
+,(n)
F have the
forms
∆op(a
−,(n)
λ ) =
∑
i
b
(mi)
i ⊗ c
−,(n−mi)
i (λ+ ~h
(1)) ≡
∑
i
∑
l≥0
(~h)l
l!
b
(mi)
i ⊗
∂l
∂λl
c
−,(n−mi)
i (λ),
(4.4.13)
∆op(a+,(n)) =
∑
j
b
+,(kj)
j ⊗ c
(n−kj)
j , (4.4.14)
where b
(mi)
i ∈ A
(mi)
F , c
−,(n−mi)
i (λ) ∈ A
−,(n−mi)
f,λ , b
+,(kj)
j ∈ A
+
F , c
(n−kj)
j ∈ A
(n−kj)
F . In other
words we have the relations
∆opA
−,(n)
f,λ ⊂
n∑
m=0
A
(m)
F ⊗A
−,(n−m)
f,λ+~h(1)
, (4.4.15)
∆opA
+,(n)
f,λ ⊂
n∑
k=0
A
+,(k)
F ⊗A
(n−k)
F . (4.4.16)
Therefore the subalgebra A+F is right coideal and subspace A
−
f,λ could be called a dynamical
left coideal:
∆opA−f,λ ⊂ AF ⊗A
−
f,λ+~h(1)
, ∆opA+F ⊂ A
+
F ⊗AF . (4.4.17)
Proof of the lemma 4.6. (This proof is based on the proof of properties of the coprod-
ucts described in [EF].) First we prove the formulae (4.4.13) on the half current f−λ (u)
thereby proving the case n = 1. Substituting (3.2.5) to the following coproduct, using the
formula (4.3.10) and substituting the decomposition f(u) = f+
λ+~h(1)
(u) − f−
λ+~h(1)
(u) we
obtain
∆opf−λ (z) = f
−
λ (z)⊗ 1−
〈
G−−λ(z, u)K
+(u)⊗ f−
λ+~h(1)
(u)
〉
u
+
+
〈
G−−λ(z, u)K
+(u)⊗ f+
λ+~h(1)
(u)
〉
u
. (4.4.18)
4The Proposition 4.5 has not been published before.
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The first and second terms in the right hand side of (4.4.18) (their actions on K0) belong
to AF ⊗ A
−
f,λ+~h(1)
. Let us show that the third term vanishes by virtue of the following
formula [EF]
K+(u) =
(θ(u+ ~)
θ(u− ~)
)h/2(
t+0 +
∑
i≥1
t+i ǫ
i;0(u)
)
, (4.4.19)
where t+i ∈ H
+ for i ≥ 0 and ǫi;0(u) = 1
i!
( θ′(u)
θ(u)
)(i)
– were defined in the section (3.4).
The function
(θ(u+~)
θ(u−~)
)h/2
belongs to L~h and therefore it can be represent in the form
〈G+
~h(u, w), s(w)〉w, for some s ∈ K0. Taking into account this fact and substituting
f+
λ+~h(1)
(u) = 〈G+
−λ−~h(1)
(u, v)f(v)〉v we can represent the third term in the right hand
side of (4.4.18) in the form〈
G+
~h(1)
(u, w)G+
−λ−~h(1)
(u, v)G−−λ(z, u), s(w)
(
t+0 +
∑
i≥1
t+i ǫ
i;0(u)
)
⊗ f(v)
〉
u,v,w
. (4.4.20)
The integral kernel of the expression (4.4.20) can be rewritten as follows
G+
~h(1)
(u, w)G+
−λ−~h(1)
(u, v)G−−λ(z, u) = G
−
−~h(1)
(w, u)G−
λ+~h(1)
(v, u)G−−λ(z, u) =
= G−
−~h(1)
(w, v)G−λ (v, u)G
−
−λ(z, u) +G
+
λ+~h(1)
(v, w)G−λ (w, u)G
−
−λ(z, u) =
= −G−
−~h(1)
(w, v)
(
G−−λ(z, v)G(u, v) +G
+
λ (v, z)G(u, z) +
∂
∂λ
G−−λ(z, v)
)
+
−G+
λ+~h(1)
(v, w)
(
G−−λ(z, w)G(u, w) +G
+
λ (w, z)G(u, z) +
∂
∂λ
G−−λ(z, w)
)
, (4.4.21)
where we used the identity
G−λ (v, u)G
−
−λ(z, u) = −G
−
−λ(z, v)G(u, v)−G
+
λ (v, z)G(u, z)−
∂
∂λ
G−−λ(z, v). (4.4.22)
The vanishing of the term containing the sum over i ≥ 1 in the expression (4.4.20) follows
from the fact that 〈G(u, v), ǫi;0(u)〉u = 0 and 〈1, ǫ
i;0(u)〉u = 0 for i ≥ 1. Considering the
second line of (4.4.21) and taking into account 〈G−λ (v, u)G
−
−λ(z, u)〉u = 0, we conclude
that the term containing t+0 in the expression (4.4.20) also vanishes.
Thus we have relation ∆opA
−,(1)
f,λ ⊂ A
(1)
F ⊗ 1 + H
+ ⊗ A
−,(1)
f,λ+~h(1)
. Using it one can
prove the relation (4.4.15) by induction. Indeed, let (4.4.15) is true for some n ≥ 0, then
using (4.4.5) and the commutation relation (h + 2m~)a(m) = a(m)h, where a(m) ∈ A
(m)
F ,
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one concludes that it is true for n + 1:
∆opA
−,(n+1)
f,λ ⊂
n∑
m=0
A
(m)
F ⊗A
−,(n−m)
f,λ+~h(1)
(
A
(1)
F ⊗ 1 +H
+ ⊗A
−,(1)
f,λ+~h(1)−2n~
)
⊂
⊂
n∑
m=0
A
(m)
F A
(1)
F ⊗A
−,(n−m)
f,λ+~h(1)
+
n∑
m=0
A
(m)
F ⊗A
−,(n−m)
f,λ+~h(1)
A
−,(1)
f,λ+~h(1)−2n~+2m~
⊂
⊂
n∑
m=0
A
(m+1)
F ⊗A
−,(n−m)
f,λ+~h(1)
+
n∑
m=0
A
(m)
F ⊗A
−,(n+1−m)
f,λ+~h(1)
⊂
n+1∑
m=0
A
(m)
F ⊗A
−,(n+1−m)
f,λ+~h(1)
.
By the same reason the formula (4.4.16) for general n follows from (4.4.16) for n = 1.
Since the coproduct ∆op is a homomorphism it is sufficient to prove the formula (4.4.14)
on the half currents K+(u), f+λ (u). For K
+(u) it immediately follows from (4.3.8). In
the second case we have the relation ∆opf+λ (u) ∈ A
+
F ⊗ 1 +H
+ ⊗AF following from the
formula
∆opf+λ (u) = f
+
λ (u)⊗ 1 +
〈
G+−λ(u, v)K
+(v)⊗ f(v)
〉
v
, (4.4.23)
which is in turn obtained in the same way as the formula (4.4.18).
Proof of the proposition 4.5. It is sufficient to prove the formula (4.4.12) on the
elements of the form a
−,(m)
λ+n~a
+,(k), with a
−,(m)
λ+n~ ∈ A
−,(m)
f,λ , a
+,(k) ∈ A
+,(k)
F , wherem+k = n+1.
Due to the lemma 4.6 the coproduct of elements a
−,(m)
λ+n~ and a
+,(k) can be represented
as (4.4.13) and (4.4.14). Then, the coproduct of the considering element a
−,(m)
λ+n~a
+,(k) is
equal to
∆op(a
−,(m)
λ+n~a
+,(k)) =
∑
i,j
∑
l≥0
(~h)l
l!
b
(mi)
i b
+,(kj)
j ⊗
∂l
∂λl
c
−,(m−mi)
i (λ+ n~)c
(k−kj)
j = (4.4.24)
=
∑
i,j
∑
l≥0
b
(mi)
i b
+,(kj)
j
(~h− 2mi~− 2kj~)
l
l!
⊗
∂l
∂λl
c
−,(m−mi)
i (λ+ n~)c
(k−kj)
j = (4.4.25)
=
∑
i,j
∑
l≥0
b
(mi)
i b
+,(kj)
j
(~h)l
l!
⊗
∂l
∂λl
c
−,(m−mi)
i (λ+ n~− 2mi~− 2kj~)c
(k−kj)
j , (4.4.26)
where b
(mi)
i ∈ A
(mi)
F , c
−,(n−mi)
i (λ) ∈ A
−,(n−mi)
f,λ , b
+,(kj)
j ∈ A
+,(kj)
F , c
(n−kj)
j ∈ A
(n−kj)
F . Using
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the formulae (4.4.10) one yields
µ ◦ (P−λ+n~⊗ P
+
λ−n~)∆
op(a
−,(m)
λ+n~a
+,(k)) =
=
∑
i,j
∑
l≥0
P−λ+n~
(
b
(mi)
i b
+,(kj)
j
(~h)l
l!
)
P+λ−n~
( ∂l
∂λl
c
−,(m−mi)
i (λ+ n~− 2mi~− 2kj~)c
(k−kj)
j
)
=
=
∑
i,j
P−λ+n~
(
b
(mi)
i
)
ε(b
+,(kj)
j )P
+
λ−n~
(
c
−,(m−mi)
i (λ+ n~− 2mi~− 2kj~)c
(k−kj)
j
)
=
=
∑
i,j
P−λ+n~
(
b
(mi)
i
)
ε(b
+,(kj)
j )ε(c
−,(m−mi)
i (λ+ n~− 2mi~− 2kj~))P
+
λ−n~
(
c
(k−kj)
j
)
.
Since ε(b
+,(kj)
j ) = 0 while kj 6= 0 we have only contribution of terms with kj = 0. Sub-
stituting kj = 0 to the argument of the function c
−,(m−mi)
i and taking into account the
properties of the counity (ε⊗ idAF )∆
op = (idAF ⊗ε)∆
op = idAF we derive
µ ◦ (P−λ+n~⊗ P
+
λ−n~)∆
op(a
−,(m)
λ+n~a
+,(k)) =
∑
i
P−λ+n~
(
b
(mi)
i
)
ε(c
−,(m−mi)
i (λ+ n~− 2mi~))×
× P+λ−n~
(
a+,(k)
)
=
∑
i
∑
l≥0
P−λ+n~
((~h + 2mi~)l
l!
b
(mi)
i
)
ε
( ∂l
∂λl
c
−,(m−mi)
i (λ+ n~− 2mi~)
)
×
× P+λ−n~
(
a+,(k)
)
= P−λ+n~(a
−,(m)
λ+n~ )P
+
λ−n~(a
+,(k)) = a
−,(m)
λ+n~a
+,(k).
Consider the expression of the form
P+λ−(n−1)~
(
f(un)f(un−1) · · ·f(u2)f(u1)
)
. (4.4.27)
This is an elliptic version of the function (4.1.21). It is called elliptic universal weight
function. The parameter λ− (n− 1)~ is chosen for the symmetry reason: as we shall see
the distribution (4.4.27) is represented as linear combinations of the terms
f+λ−(n−1)~(uin)f
+
λ−(n−3)~(uin−1) · · · f
+
λ+(n−3)~(ui2)f
+
λ+(n−1)~(ui1). (4.4.28)
The projections (4.4.27) can be calculated by the generalization of the method pro-
posed in [KhP] (see [S3]):
P+λ−(n−1)~
(
f(un) · · ·f(u2)f(u1)
)
=
←−∏
n≥m≥1
f+λ−(n−2m+1)~(um; un, . . . , um+1). (4.4.29)
where
f+λ−(n−2m+1)~(um; un, . . . , um+1) = f
+
λ−(n−2m+1)~(um)−
n∑
i=m+1
θ(ui − um + λ+ (m− 1)~)
θ(λ+ (m− 1)~)
×
×
n∏
k=m+1
θ(uk − ui + ~)
θ(uk − um + ~)
n∏
k=m+1
k 6=i
θ(uk − um)
θ(uk − ui)
f+λ−(n−2m+1)~(ui). (4.4.30)
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Representing each current (4.4.30) in (4.4.29) as integral transforms of the total currents
one yields
P+λ−(n−1)~
(
f(un) · · ·f(u2)f(u1)
)
=
∏
n≥k>m≥1
θ(uk − um)
θ(uk − um + ~)
∮
|ui|>|vj |
dvn · · · dv1
(2πi)n
∏
n≥k>m≥1
θ(uk − vm + ~)
θ(uk − vm)
n∏
m=1
θ(um − vm − λ− (m− 1)~)
θ(um − vm)θ(−λ− (m− 1)~)
f(vn) · · · f(v1). (4.4.31)
4.5 Partition function for the SOS model
We have seen in the section 4.2 that the connecting-link between the projection method
and the statistical models is the R-matrix. As it was shown in [EF], the algebra A is
described by the dynamical RLL-relations with the Felder R-matrix, as we mentioned,
the statistical model with the Felder R-matrix as a Boltzmann weight matrix is the SOS
model. Therefore it is natural to expect that the integral kernel of the projections for
the algebra A plays the same role for the SOS model as the kernel (4.1.25) plays for the
6-vertex model.
n
. . .
j = 2
1
0
n . . . 2 1 0i =
Figure 4.3: The numeration of faces.
The SOS model is a face model mentioned in the section (1.6). In order to consider
this model as a generalized 6-vertex model we present it in terms of R-matrix formalism
as in [FSch]. Consider a square n × n lattice with the vertices enumerated by index
i = 1, . . . , n like in Fig. 4.1. It has (n + 1) × (n + 1) faces enumerated by pairs (i, j),
i, j = 0, . . . , n (see Fig. 4.3). The heights dij putted to each face satisfy the conditions:
|dij − di−1,j| = 1 for i = 1, . . . , n, j = 0, . . . , n, and |dij − dij−1| = 1 for i = 0, . . . , n,
j = 1, . . . , n, where dij is a height corresponding to the face (i, j), which is placed to the
up-left from the (i, j)-th vertex.
The Boltzmann weight of the (i, j)-th vertex Wij(di,j−1, di−1,j−1, di−1,j, dij) depends on
95
− −
−
−
d− 1
d d− 1
d− 2
a(ui − vj)
+ +
+
+
d+ 1
d d+ 1
d+ 2
a(ui − vj)
+ +
−
−
d+ 1
d d− 1
d
b¯(ui − vj ; d)
− −
+
+
d− 1
d d+ 1
d
b(ui − vj ; d)
+ −
−
+
d+ 1
d d+ 1
d
c¯(ui − vj; d)
− +
+
−
d− 1
d d− 1
d
c(ui − vj; d)
Figure 4.4: The Boltzmann weights for the SOS model.
the configuration via connected heights as follows [DJKMO]
Wij(d+ 1, d+ 2, d+ 1, d) = a(ui − vj) = θ(ui − vj + ~), (4.5.1)
Wij(d− 1, d− 2, d− 1, d) = a(ui − vj) = θ(ui − vj + ~), (4.5.2)
Wij(d− 1, d, d+ 1, d) = b(ui − vj; ~d) =
θ(ui − vj)θ(~d+ ~)
θ(~d)
, (4.5.3)
Wij(d+ 1, d, d− 1, d) = b¯(ui − vj; ~d) =
θ(ui − vj)θ(~d− ~)
θ(~d)
, (4.5.4)
Wij(d− 1, d, d− 1, d) = c(ui − vj ; ~d) =
θ(ui − vj + ~d)θ(~)
θ(~d)
, (4.5.5)
Wij(d+ 1, d, d+ 1, d) = c¯(ui − vj ; ~d) =
θ(ui − vj − ~d)θ(~)
θ(−~d)
, (4.5.6)
where ui, vj are additive variables attached to the i-th vertical and j-th horizontal lines re-
spectively, and ~ is a non-zero additive anisotropy parameter. Each distribution of heights
dij (i, j = 0, . . . , n) subjected to boundary conditions defines a configuration of the model.
The partition function of this model is the sum over these configurations:
Z =
∑ n∏
i,j=1
Wij(di,j−1, di−1,j−1, di−1,j, dij), (4.5.7)
The Boltzmann weights (4.5.1) – (4.5.6) can be presented as the entries of the Felder
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R-matrix [F1, FSch]:
Wij(di,j−1, di−1,j−1, di−1,j, dij) = R(ui − vj; ~dij)
αijβij
γijδij
, (4.5.8)
R(u;λ) =

a(u) 0 0 0
0 b(u;λ) c¯(u;λ) 0
0 c(u;λ) b¯(u;λ) 0
0 0 0 a(u)
 . (4.5.9)
where the matrix indexes take the values + and − being defined through the heights as
follows
αij = di−1,j − dij, βij = di−1,j−1 − di−1,j, γij = di−1,j−1 − di,j−1, δij = di,j−1 − dij.
(4.5.10)
We attach the differences (4.5.10) to the corresponding edges as in Fig. 1.1: the signs
γi,j+1 = αij are attached to the vertical edges and the signs βi,j+1 = δij – to the horizontal
edges. The DWBC are imposed in terms of the signs on the external edges: they should
coincide with the signs in the Fig. 4.2. The configuration of the model can be considered
as a distribution of these signs on the internal edges and a value of one of the boundary
heights, for example, dnn. The partition function in terms of the Felder R-matrix can be
written as an entry
Z(n)(u; v;λ) = R(u; v;λ)+,...,+;−,...,−−,...,−;+,...,+ (4.5.11)
of the matrix 5
R(u; v) =
−→∏
1≤i≤n
←−∏
n≥j≥1
R(i,j
′)(ui, vj; Λij), (4.5.13)
where λ = ~dnn and Λij = λ + ~(n− i) + ~
n∑
l=j+1
H(l). This description of the SOS model
generalizes the description of the 6-vertex model.
Consider a group homomorphism χ : Γ → C×, where Γ = Z + τZ and C× is a group
of non-zero complex numbers with respect to the multiplication. It can be set fixing two
values χ(1) and χ(τ). The holomorphic functions on C with the translation properties
φ(u+ 1) = χ(1)φ(u), (4.5.14)
φ(u+ τ) = χ(τ)e−2πinu−πinτφ(u) (4.5.15)
5We use the notations of the section 1.10: we understand an expression of the form A(λ+ ~B), where
A(λ) and B are matrices, as the series
A(λ+ ~B) =
∞∑
k=0
~k
k!
∂k
∂λk
A(λ)Bk . (4.5.12)
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are called elliptic polynomials (or theta-functions) of degree n with the character χ. Let
Θn(χ) be a space of these functions. If n > 0 then dimΘn(χ) = n (and dimΘn(χ) = 0 if
n < 0).
In [S3] we derive the analytical properties of the function (4.5.13) analogous to the
properties found by Korepin for the 6-vertex model:
(I) Z(n)(u; v;λ) is an elliptic polynomial of order n with the character χ in each variable
ui, where the character χ are defined by the values
χ(1) = (−1)n, χ(τ) = (−1)ne
2πi(λ+
nP
j=1
vj)
. (4.5.16)
(II) Z(n)(u; v;λ) is symmetric with respect to the variables u: Z(n)(u; v;λ) = Z(n)(uσ; v;λ),
∀σ ∈ Sn;
(III) Z(n)(u; v;λ) is an elliptic polynomial of order n with the character χ˜ in each variable
vi, where
χ˜(1) = (−1)n, χ˜(τ) = (−1)ne
2πi(−λ+
nP
i=1
ui)
(4.5.17)
(IV) Z(n)(u; v;λ) is symmetric with respect to the variables v: Z(n)(u; v;λ) = Z(n)(u; vσ;λ),
∀σ ∈ Sn;
(V) Z(n)(u; v;λ) satisfies the recurrent relation
Z(n)(u1, . . . , un−1, un = vn − ~; v1, . . . , vn;λ) =
θ(λ+ n~)θ(~)
θ(λ+ (n− 1)~)
× (4.5.18)
×
n−1∏
m=1
(
θ(vn − vm − ~)θ(um − vn)
)
Z(n−1)(u1, . . . , un−1; vn−1, . . . , v1;λ);
(VI) the partition function for 1× 1 lattice with DWBC is
Z(1)(u1; v1;λ) = c¯(u1 − v1) =
θ(u1 − v1 − λ)θ(~)
θ(−λ)
. (4.5.19)
Since the space of elliptic polimonials of order n is n-dimentional there exists a unique
function having the given values in n gereric ponts (see Lemma D.7 from Appendix A
of [S3]. This implies that there is a unique functions Z(n)(u1, . . . , un; v1, . . . , vn) satisfying
the conditions (I), (IV) – (VI). These conditions are similar to conditions (i), (iv) –
(vi) for the 6-vertex case, but in the elliptic case we have an additional proviso – the
character. This was an obstacle to find a determinant formula generalizing the Izergin’s
formula (4.2.6). However we can generalize the formula (4.2.7) using the projections for
the algebra AF .
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Theorem 4.7. The functions
Z(n)(u; v;λ) =
n∏
i,j=1
θ(ui − vj)
∏
n≥k>m≥1
θ(uk − um + ~)θ(vk − vm − ~)
θ(uk − um)θ(vk − vm)
×
×
(
~θ(~)
)n〈
P+λ−(n−1)~
(
f(un) · · ·f(u1)
)
, e(vn) · · · e(v1)
〉
=
=
∏
n≥k>m≥1
θ(vk − vm − ~)
θ(vk − vm)
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
∏
1≤k<m≤n
θ(uk − vσ(m))×
×
∏
n≥k>m≥1
θ(uk − vσ(m) + ~)
n∏
m=1
θ(um − vσ(m) − λ− (m− 1)~)θ(~)
θ(−λ− (m− 1)~)
. (4.5.20)
satisfy the conditions (I), (IV) – (VI) and, consequently, the formula (4.5.20) gives the
partition functions for the SOS model with DWBC.
The second equality in the formula (4.5.20) is derived using the integral representation
of the projection (4.4.31) and the formula for the paring of the total currents (4.3.15) (for
the case t+ = t− = 1).
Let us remark that the factors in the formula (4.5.20) before the paring are not purely
fitting (maybe excepting θ(~)n). The factor
∏
n≥k>m≥1
θ(uk−um+~)θ(vk−vm−~)
θ(uk−um)θ(vk−vm)
is necessary
for the symmetry over {u} and {v}. The factor
∏n
i,j=1 θ(ui − vj) is needed to annihilate
the poles. The numerical factor θ(~)n can be changed by a renormalization of the currents
and of the pairing.
The formula (4.5.20) in the trigonometric limit τ → i∞ gives the partition function
for the trigonometric SOS model:
Z
(n)
trig(z1, . . . , zn;w1 . . . , wn;µ) =
n∏
k,j=1
(
2πieπi(uk+vj)
)
lim
τ→i∞
Z(n)(u; v;λ) =
=
∏
n≥k>m≥1
q−1wk − qwm
wk − wm
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
qwσ(l) − q
−1wσ(l′)
q−1wσ(l) − qwσ(l′)
× (4.5.21)
×
∏
n≥k>m≥1
(
qzk − q
−1wσ(m)
) ∏
1≤k<m≤n
(
zk − wσ(m)
) n∏
m=1
(
zm − q
2(m−1)wσ(m)µ
)
(q − q−1)(
1− q2(m−1)µ
) ,
where zi = e
2πiui and wj = e
2πivj are multiplicative variables, q = eπi~ is a multiplica-
tive anisotropy parameter and µ = e2πiλ is a multiplicative dynamical parameter. The
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trigonometric SOS model is defined by the matrix of Boltzmann weights
R(z, w;µ) = 2πieπi(u+v) lim
τ→i∞
R(u− v;λ) = (4.5.22)
zq − wq−1 0 0 0
0 (z−w)(µq−q
−1)
(µ−1)
(z−wµ)(q−q−1)
(1−µ)
0
0 (zµ−w)(q−q
−1)
(µ−1)
(z−w)(µq−1−q)
(µ−1)
0
0 0 0 zq − wq−1
 . (4.5.23)
The limit λ→ −i∞ implying µ→∞ (or λ→ i∞ implying µ→ 0) of the formula (4.5.21)
coincide with the formula (4.2.7) for the 6-vertex partition function corresponding to
DWBC.
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Transition function for the Toda
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Abstract
The method of Λ-operators developed by S.Derkachov, G.Korchemsky, A.Manashov is
applied to a derivation of eigenfunctions for the open Toda chain. The Sklyanin measure
is reproduced using diagram techniques developed for these Λ-operators. The properties
of the Λ-operators are studied. This approach to the open Toda chain eigenfunctions
reproduces Gauss-Givental representation for these eigenfunctions.
A. Silantyev Transition function for the Toda chain model 1
1 Introduction
This work was inspired by the article [DKM] devoted to the Separation of Variables (SoV)
method for XXX-model. The main idea of this method is to find an integral transforma-
tion such that eigenfunctions of quantum integrals of motion in new variables becomes
the product of functions of one variable [Skl85]. If everyone of these functions satisfies the
Baxter equation, then the initial multivariable function becomes an eigenfunction. The
kernel of this transform is called a transition function and can be constructed as consec-
utive application of operators Λk(u): ΛN(γ1)ΛN−1(γ2) · · ·Λ1(γN). Every operator Λk(u) is
an integral transformation, which maps a function of k − 1 variables onto function of k
variables. The properties of the transition function can be translated to the properties of
these operators (see section 5).
The transition function for the N -particle periodic Toda chain was obtained in the
works [Gutz], [Skl85], [KL1]. In this case, the transition function is proportional to the
eigenfunction of the open Toda chain, with a factor depending on the coordinate of N -th
particle. We apply methods of the paper [DKM] to obtain these eigenfunctions as a prod-
uct of Λ-operators.
This form of eigenfunctions of the open Toda chain leads to an integral representation
that appeared first in [Giv] employing a different approach. Recently it was interpreted
from a group-theoretical point of view using the Gauss decomposition ofGL(N,R) [GKLO].
Therefore, this integral representation of the eigenfunctions for the open Toda chain is
called a Gauss-Givental representation.
The method of a triangulation of the Lax matrix described in [PG] was used in [DKM].
We also use a triangulation, which is implemented by a gauge transformation parametrized
by variables y0, . . . , yN . In the periodic case one has to impose the condition y0 = yN and
the method described in [PG] produces Baxter’s Q-operators for the periodic Toda chain
model. Following [DKM] we impose a different boundary condition: y0 → −∞, yN → +∞
to construct Λ-operator. Thus Λ-operator and Baxter’s Q-operator for the periodic Toda
chain correspond to the different choice of the boundary conditions in the method of tri-
angulation of the Lax matrices.
To describe the construction of eigenfunctions for open Toda chain we develop a kind
of the Feynman diagram technique similar to one exploited in [DKM]. It allows to reduce
calculations with kernels of Λ-operators to simple manipulations with diagrams.
The article is organized as follows. In section 2 we recall a definition of the open Toda
chain model following [KL2, KL3]. Section 3 is devoted to a description of eigenfunctions
in terms of the product of Λ-operators and formulation of a diagram technique developed
in [DKM]. In section 4 we use this technique in order to prove that eigenfunctions satisfy
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an orthogonality condition. As a by-product of this calculation we obtain a Sklyanin
measure, which is necessary to prove a completeness condition. Section 5 is devoted to
algebraic properties of Λ-operators.
2 Open Toda chain model
The quantum N -particle open Toda chain is a one-dimensional model with the exponential
interaction between the nearest particles. The hamiltonian of the system is equal to
H =
1
2
N∑
n=1
p2n +
N−1∑
n=1
exn−xn+1, (2.1)
where pn = −i~
∂
∂xn
is an operator of momentum for the n-th particle. Due to the trans-
lational invariance, the total momentum
P =
N∑
n=1
pn (2.2)
commutes with the hamiltonian, i.e. it is also an integral of motion. There are N func-
tionally independent integrals of motion for this system. It is relevant to use the R-matrix
formalism to find them. First of all, introduce the Lax operator of the Toda chain
Ln(u) =
(
u− pn e
−xn
−exn 0
)
, n = 1, . . . , N, (2.3)
and monodromy matrix for the N -particle Toda chain
TN(u) = LN(u) · · ·L1(u) =
(
AN(u) BN(u)
CN(u) DN(u)
)
, (2.4)
where u is a spectral parameter.
The following recurrent relations, which are direct consequence of this definition, will
be useful below:
AN(u) = (u− pN)AN−1(u) + e
−xNCN−1(u), (2.5)
CN(u) = −e
xNAN−1(u), (2.6)
AN(u) = (u− pN)AN−1(u)− e
xN−1−xNAN−2(u). (2.7)
These relations show that AN(u) and CN(u) are polynomials in u of degree N and N − 1
respectively. Analogously, BN(u) and DN(u) have degree N − 1 and N − 2.
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The monodromy matrix satisfies to the quantum RTT -relation
R(u− v) (TN(u)⊗ I)(I ⊗ TN (v)) = (I ⊗ TN(v))(TN(u)⊗ I)R(u− v) (2.8)
with the rational R-matrix
R(u) = I ⊗ I +
i~
u
P, (2.9)
where P is a permutation matrix: Pij,kl = δilδjk.
Rewriting (2.8) by entries one obtains, in particular, the relation
AN(u)AN(v) = AN(v)AN(u). (2.10)
This means that AN (u) is a generation function of the integrals of motion of the
integrable system with N degrees of freedom. Explicit calculations of two first integrals
show that these are integrals for open Toda chain model:
AN(u) =
N∑
k=0
(−1)kuN−kHk, (2.11)
H0 = 1, H1 = P, H2 =
1
2
P 2 −H, (2.12)
[Hk, Hj] = 0. (2.13)
By virtue of (2.13) there exist common eigenfunctions of the integrals Hk correspond-
ing to the eigenvalues Ek. They are defining by the equation
AN(u)ψE(x) = aN(u;E)ψE(x), (2.14)
where
aN(u;E) =
N∑
k=0
(−1)kuN−kEk,
E0 = 1, E = (E1, . . . , EN), x = (x1, . . . , xN). Representing eigenvalues Ek as symmetric
combinations
Ek =
∑
j1<...<jk
γj1 . . . γjk (2.15)
of real variables γ = (γ1, . . . , γN), one can rewrite equation (2.14) as follows
AN(u)ψγ(x) =
N∏
j=1
(u− γj)ψγ(x). (2.16)
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3 Eigenfunctions of the open Toda chain
In this section we shall find eigenfunctions of the open Toda chain defined in the previous
section by the equation (2.16). This equation is equivalent to the system of N equations
AN(γj)ψγ(x) = 0, j = 1, . . . , N. (3.1)
The eigenvalues (2.15) are invariant under the permutations of γ1, . . . , γN . Therefore, it
is reasonably to require the invariance of eigenfunction under these permutations, which
we shall call the Weyl invariance:
ψσ(γ)(x) = ψγ(x), for all σ ∈ SN , (3.2)
where SN is a permutation group and σ(γ) = (γσ(1), . . . , γσ(N)).
It is sufficiently to find a Weyl invariant solution of the unique equation
AN(γ1)ψγ(x) = 0, (3.3)
which will be a solution for the whole system (3.1) due to its Weyl invariance.
To solve the last equation we shall consider a gauge transformation of the Lax operators
L˜n(u) = MnLn(u)M
−1
n−1, n = 1, . . . , N (3.4)
by the matrices
Mn =
(
1 0
ieyn 1
)
, n = 0, . . . , N. (3.5)
The deformed N -particle monodromy matrix is
T˜N(u) ≡
(
A˜N (u) B˜N (u)
C˜N(u) D˜N(u)
)
= L˜N(u) · · · L˜1(u) =MNTN (u)M
−1
0 . (3.6)
In particular, we have
L˜n(u)21 = ie
yn(u− pn − ie
yn−1−xn + iexn−yn), (3.7)
C˜N(u) = ie
yNAN (u) + e
yN+y0BN (u) + CN(u)− ie
y0DN(u). (3.8)
Here L˜n(u)21 is a lower off-diagonal entry of the matrix L˜n(u).
Let us consider the auxiliary equation
L˜n(u)21wn(u) = 0, (3.9)
A. Silantyev Transition function for the Toda chain model 5
which has the following solution
wn(u) = exp
{ i
~
u(xn − yn−1)−
1
~
eyn−1−xn −
1
~
exn−yn
}
. (3.10)
It is clear that the function
Wu(x; y) =
N∏
n=1
wn(u) = exp
N∑
n=1
{ i
~
u(xn − yn−1)−
1
~
eyn−1−xn −
1
~
exn−yn
}
(3.11)
is a solution to the equation
C˜N (u)Wu(x; y) = 0. (3.12)
In the limit y0 → −∞, yN → +∞ the formula (3.8) gives us the equality
AN(u) = −i lim
y0→−∞
yN→+∞
e−yN C˜N(u). (3.13)
Therefore, multiplying the equation (3.12) by −ie−yN e
i
~
u(y0+yN ), taking the same limit as
in (3.13) and setting u = γ1 we arrive to the equation (3.3) with the solution ψγ(x) =
= Λγ1(x; y), where
Λu(x1, . . . , xN ; y1, . . . , yN−1) = lim
y0→−∞
yN→+∞
e
i
~
u(y0+yN )Wu(x; y) =
= exp
{ i
~
u(
N∑
n=1
xn−
N−1∑
n=1
yn)−
1
~
N−1∑
n=1
(eyn−xn+1 + exn−yn)
}
.
(3.14)
Let ΛN(u) be an operator with the kernel Λu(x1, . . . , xN ; y1, . . . , yN−1), i.e.
(ΛN(u) · f)(x) =
∫
RN−1
dyΛu(x1, . . . , xN ; y1, . . . , yN−1)f(y). (3.15)
This operator acts from the space of functions of N −1 variables to the space of functions
of N variables. Setting u = γ1 in (3.15) we obtain a solution to (3.3) for arbitrary function
of N − 1 variables f(y).
Theorem A.1. The following solution to the equation (3.3)
ψγ(x) = (ΛN(γ1) · · ·Λ2(γN−1)Λ1(γN) · 1)(x1, . . . , xN), (3.16)
where (Λ1(γN) · 1)(x1) = e
i
~
γNx1, is Weyl invariant, i.e. satisfies to the condition (3.2),
and, therefore, is a solution to the equation (2.16).
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Proof. It is sufficient to establish the invariance under the elementary permutations, i.e.
we need to check the equality∫
RN−n+1
dyΛγn−1(x1, . . . , xN−n+2; y1, . . . , yN−n+1)Λγn(y1, . . . , yN−n+1; z1, . . . , zN−n) =
=
∫
RN−n+1
dy Λγn(x1, . . . , xN−n+2; y1, . . . , yN−n+1)Λγn−1(y1, . . . , yN−n+1; z1, . . . , zN−n),
(3.17)
for n = 2, . . . , N .
xk
yk
fig. 1a
yk
xk+1
u
fig. 1b
xk
u
fig. 1c
xk
u
fig. 1d
xk+1
zk
fig. 1e
u
To do it we shall use a diagram technique introduced in [DKM]. Let us denote the
function I(xk, yk) = exp
{
−
1
~
exk−yk
}
by a line pictured in the fig. 1a, the function
Ju(xk+1, yk) = exp
{ i
~
u(xk+1 − yk) −
1
~
eyk−xk+1
}
by a fig. 1b, the function Zu(xk) =
= exp
{ i
~
uxk
}
by a fig. 1c, the function Z−1u (xk) = exp
{
−
i
~
uxk
}
by a fig. 1d and the
function Yu(xk+1, zk) =
(
1 + exk+1−zk
) i
~
u
by a fig. 1e.
The function (3.16) can be represented in these graphical notations. For the case N = 5
it is pictured in fig. 2, where bold bullets • signify that we integrate over corresponding
variables.
Lemma A.2. The equalities represented in the figures 3a, 3b, 3c are valid.
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γ1 γ1 γ1
γ2
γ3 γ3
γ1
x1
γ1
γ2 γ2
x5
f1 f2
x4
y1 y3 y4
z3
g1
γ4
γ2
γ3
γ4
γ5
z2
x2 x3
y2
z1
fig. 2
Proof. Integration over yk in the left hand side of fig. 3a yields
+∞∫
−∞
dykI(xk, yk)Jγn−1(xk+1, yk)I(yk, zk)Jγn(yk, zk−1) = e
i
~
(γn−1xk+1−γnzk−1)×
×
+∞∫
−∞
dyk exp
{ i
~
(γn − γn−1)yk −
1
~
(e−xk+1 + e−zk)eyk −
1
~
(exk + ezk−1)e−yk
}
=
= 2e
i
~
(γn−1xk+1−γnzk−1)
(
exk + ezk−1
e−xk+1 + e−zk
) i(γn−γn−1)
2~
×
×K i
~
(γn−γn−1)
(
2
~
√
(exk + ezk−1)(e−xk+1 + e−zk)
)
,
(3.18)
where Kν(z) is a Macdonald function [BatErd2]. Interchanging γn−1 and γn in (3.18) we
obtain the expression for the integral in the right hand side of fig. 3a
2e
i
~
(γnxk+1−γn−1zk−1)
(
exk + ezk−1
e−xk+1 + e−zk
)− i(γn−γn−1)
2~
×
×K i
~
(γn−γn−1)
(
2
~
√
(exk + ezk−1)(e−xk+1 + e−zk)
)
.
(3.19)
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(γn−1−γn)
zk−1 zk
yk
xk xk+1
zk−1 zk
yk
xk xk+1
(γn−1−γn)
γn−1γn
γn−1 γn
=
fig. 3a
(γn−1−γn)
γn−1γn
γn−1 γn
zN−n zN−n
yN−n+1 yN−n+1
xN−n+1 xN−n+2xN−n+2xN−n+1
=
fig. 3b
γn
γn−1γn−1
(γn−1−γn)
γn−1
γnγn
x1 x2
y1
z1
=
x1 x2
y1
z1
fig. 3c
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The ratio of (3.18) and (3.19) is exactly equal to Yγn−1−γn(xk+1, zk)Y
−1
γn−1−γn(xk, zk−1).
The equalities shown in the fig. 3b and 3c can be proved analogously.
Let us continue the proof of the theorem A.1. It is shown in fig. 4. The left hand side
of (3.17) after application of fig. 3c is reflected in this diagram. Then, using the fig. 3a,
one can move the vertical line picturing the function Yγn−1−γn(xj , zj−1) to the right, as
shown in the figure. When this line has arrived to the right one can apply the fig. 3b. In
each step the parameters γn−1 and γn are interchanged, and, eventually, one has the right
hand side of (3.17).
γn−1γn γn
z1
γnγn−1
γn−1 γn−1
γn γn
(γn−1−γn)
y1 y2
x1 x3x2
z2
...
fig. 4
xN−n+1
yN−n yN−n+1
zN−nzN−n−1
xN−n xN−n+2
Substituting the explicit expression (3.14) for the kernel of the operator (3.15) one
obtains the recurrent formula for the function (3.16)
ψγ1,...,γN (x1, . . . , xN) =
∫
RN−1
dy1 . . . dyN−1 ψγ1,...,γN−1(y1, . . . , yN−1)×
× exp
{ i
~
γN(
N∑
n=1
xn −
N−1∑
n=1
yn)−
1
~
N−1∑
n=1
(eyn−xn+1 + exn−yn)
}
.
(3.20)
The consecutive applications of this formula allow to derive the following integral repre-
sentation for the eigenfunctions of open Toda chain model
ψγ(zN1, . . . , zNN) =
∫
R
N(N−1)
2
N−1∏
n=1
n∏
j=1
dznj exp
{
i
~
[
γN
N∑
j=1
zNj +
N−1∑
n=1
(γn − γn+1)
n∑
j=1
znj
]
−
−
1
~
N∑
n=1
n−1∑
j=1
(
eznj−zn−1,j + ezn−1,j−zn,j+1
)}
. (3.21)
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This is a Gauss-Givental representation [GKLO], [Giv] of the Toda chain transition func-
tion.
4 Integration measure
In this section we shall check the orthogonality condition using the diagram technique.
The normalization function which appears in this calculation coincides exactly with the
Sklyanin integration measure using in the SoV method for the periodic Toda chain
model [Skl85], [KL1],[KL2], [KL3].
Theorem A.3. The functions ψγ(x) defined by the formula (3.16) satisfy to the orthog-
onality condition ∫
RN
dxψγ(x)ψγ′(x) = µ
−1(γ)δSYM(γ, γ
′), (4.1)
where δSYM(γ, γ
′) =
1
N !
∑
σ∈SN
N∏
i=1
δ(γi − γ
′
σ(i)) is a symmetrized delta function and µ(γ) is
the Sklyanin measure
µ(γ) =
(2π~)−N
N !
∏
k<m
[
Γ
(γm − γk
i~
)
Γ
(γk − γm
i~
)]−1
. (4.2)
Since Hk are Hermitian operators, the set of the functions ψγ(x) is complete [GelVel].
This means that any function f(x) belonging to the Hilbert space L2(RN) can be repre-
sented as an integral
f(x) =
∫
RN
ψγ(x)g(γ)µ(γ) dγ (4.3)
for some function g(γ) with some good properties. As a consequence we have the com-
pleteness condition ∫
RN
dγ µ(γ)ψγ(x)ψγ(x
′) =
N∏
i=1
δ(xi − x
′
i), (4.4)
.
Proof of the theorem A.3. First of all, we need to obtain a diagram representation
of ψγ(x) in order to calculate the integral in the left hand side of (4.1) using the diagram
technique. Let us to consider the diagram for ψγ(x), which are shown in fig. 2 for N = 5
and in fig. 6a for N = 3, and to implement the following steps.
First step. The imaginary unit is contained only in the functions J and Z. To reduce
the conjugation of whole function ψγ(x) to the conjugation of the functions Z we decom-
pose Ju(xk+1, yk) into the product Z
−1
u (yk)I(yk, xk+1)Zu(xk+1) (fig. 5a). This corresponds
to the transition from the fig. 6a to the fig. 6b.
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Second step. We replace all Zu(xk) by Z
−1
u (xk) (fig. 5b) implementing the complex
conjugation and arrive to the fig. 6c, in which the function ψγ(x) is pictured.
xk+1 xk+1
u
u
yk
u
yk
fig. 5a
uu
fig. 5b
Third step. Since the functions Z−1u (xk) are attached to only one point, namely to xk,
one can turn these functions in the manner shown in fig. 5c and fig. 5d. It means that we
can represent ψγ(x) by the fig. 6d.
Fourth step. Now we replace the product Z−1u (xk)I(xk, yk)Zu(yk) by Ju(yk, xk) (fig. 5e)
to obtain fig. 6e.
xk xk
uu
fig. 5c
xk
fig. 5d
u u
xk
u
u
u
yk yk
xk xk
fig. 5e
Fifth step. Finally, reflecting the fig. 6e with respect to a horizontal line we obtain
the fig. 6f.
To obtain a graphical representation for the integral in (4.1) we should join the di-
agrams shown in the figs. 6a for ψγ(x) and 6f for ψγ(x) in the points x1, . . . , xN and
integrating over them. The diagram obtained like this in the case N = 4 is pictured in
fig. 8a. Further we shall simplify it using the following equalities.
Lemma A.4. The equalities represented in the figures 7a and 7b are valid.
Proof. The fig. 7a and 7b mean the following equalities, which are consequence of the
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y1
x2 x3
y2
z3
x1
fig. 6a
y1
x2 x3
y2
z1
x1
fig. 6b
y1
x2 x3
y2
z1
x1
fig. 6c
fig. 6e
x2 x3
y1 y2
z1
x1
fig. 6f
x2 x3
y1 y2
z1
x1
y1
x2 x3
y2
z1
x1
fig. 6d
integral representation of the Γ-function
+∞∫
−∞
dxZγk(x)I(x, y)Jγ′j(y
′, x) =
+∞∫
−∞
dx exp
{ i
~
[(γk − γ
′
j)x+ γ
′
jy
′]−
1
~
(ex−y + ex−y
′
)
}
=
= e
i
~
γ′jy
′
(
~
e−y + e−y′
) i
~
(γk−γ
′
j)
Γ
(γ′j − γk
i~
)
= ~
γ′j−γk
i~ Γ
(γ′j − γk
i~
)
Zγk(y
′)Yγ′j−γk(y
′, y),
+∞∫
−∞
dx Jγk(x, y)I(y
′, x)Z−1γ′j
(x) =
+∞∫
−∞
dx exp
{ i
~
[(γk − γ
′
j)x− γky]−
1
~
(ey−x + ey
′−x)
}
=
= e−
i
~
γky
(
~
ey + ey′
) i
~
(γ′j−γk)
Γ
(γk − γ′j
i~
)
= ~
γk−γ
′
j
i~ Γ
(γk − γ′j
i~
)
Yγk−γ′j (y
′, y)Zγ′j(y).
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γk
(γ′j−γk)
y
y′
γk
x
γ′j
y
y′
= ~
γ′j−γk
i~ Γ
(γ ′j − γk
i~
)
fig. 7a
= ~
γk−γ
′
j
i~ Γ
(γk − γ ′j
i~
) γ′jγk
γ′j
y
y′
x
fig. 7b
y
(γk−γ
′
j)
y′
The integral represented graphically in the fig. 8a can be calculated by induction. We
sequentially integrate over the boundary points connected with γ1, γ
′
1. First, we integrate
over the very left point and the very right point, i.e. over x1 and xN , using the fig. 7a and
7b respectively, and we obtain the fig. 8b. Like fig. 4, the vertical line arising in the left
side is moved to right, where it is annihilated by the line arising from the right side. This
process exchanges γ1 with γ
′
1. After the integration the factor
Γ
(γ′1 − γ1
i~
)
Γ
(γ1 − γ′1
i~
)
(4.5)
arises, and thus one obtains the fig. 8c, where γ1, γ
′
1 begin to be connected with another
boundary points (boundary in sense of fig. 8a), Now we integrate over these points. In
k-th integration (k = 2, . . . , N − 1) γ1 exchanges with γ
′
k and γ
′
1 exchanges with γk and
one has the factor
Γ
(γ′1 − γk
i~
)
Γ
(γk − γ′1
i~
)
Γ
(γ′k − γ1
i~
)
Γ
(γ1 − γ′k
i~
)
. (4.6)
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The N -th integration leads to the factor
(2π~)δ(γ′1 − γN) · (2π~)δ(γ
′
N − γ1). (4.7)
After this the variables γ1, γ
′
1, γN and γ
′
N disappear completely from diagram – they have
gone away to the factors (4.5), (4.6) and (4.7). The remaining diagram (the middle part
of fig. 8e) is exactly the initial diagram, but for N − 2 which is depend on γ2, . . . , γN−1,
γ′2, . . . , γ
′
N−1. Thereby we have obtained the recurrent formula∫
RN
dx1 . . . dxN ψγ1,...,γN (x1, . . . , xN )ψγ′1,...,γ′N (x1, . . . , xN) = Γ
(γ′1 − γ1
i~
)
Γ
(γ1 − γ′1
i~
)
×
×
N−1∏
k=2
Γ
(γ′1 − γk
i~
)
Γ
(γk − γ′1
i~
)
Γ
(γ′k − γ1
i~
)
Γ
(γ1 − γ′k
i~
)
· (2π~)δ(γ′1 − γN)×
× (2π~)δ(γ′N − γ1)
∫
RN−2
dx2 . . . dxN−1 ψγ2,...,γN−1(x2, . . . , xN−1)ψγ′2,...,γ′N−1(x2, . . . , xN−1).
Continuing the calculation for the integral (4.1) in the same manner we obtain the fol-
lowing result.∫
RN
dx1 . . . dxN ψγ1,...,γN (x1, . . . , xN )ψγ′1,...,γ′N (x1, . . . , xN) =
=
N−1∏
k,j=1
k+j≤N
[
Γ
(γ′j − γk
i~
)
Γ
(γk − γ′j
i~
)] N∏
j=1
(2π~)δ(γ′j − γN+1−j). (4.8)
The left and the right hand side of the equality (4.8) are not agreed with each other
because the right one is not symmetric with respect to γ1, . . . , γN . It is consequence of
the fact that the singularities of the Γ-functions were not taken into account. In order
to treat this problem we consider an equality (4.1) as an equality of distributions and
check this equality on the basic functions ϕ(γ, γ′) vanishing in some neighborhood of the
union of lines {γk = γ
′
j}k+j≤N . This restriction allow us to multiply distributions by the
Γ-functions arising in (4.8). But for these basic functions only one term in the right hand
side of (4.1) remain, which corresponds to the longest permutation σ =
(
1 2 ...N
N... 2 1
)
. This
explains that a direct computation of the integral (4.1) using diagram technique produces
only one (instead of N !) δ-function term. Other terms can be rebuilt by the reason of
symmetry. Analogous treatment of the similar calculation for XXX-model was discussed
in [DKM].
After substitution of γ′j = γN+1−j in the product of Γ-functions in right hand side
of (4.8) we derive the expression (4.2) for the Sklyanin measure.
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γ1 γ1 γ′1
γ1
γ2
γ3
γ4
fig. 8a fig. 8b
γ2
γ3
γ4
γ′1γ
′
1
γ′2 γ
′
2
γ′3
γ′4
γ′3
γ′4
fig. 8c
γ′1
γ1
fig. 8d fig. 8e
γ2
γ′2
γ′3
γ′4
γ3
γ4
γ′1
γ3
γ2
γ′2
γ1
γ′3
γ′4
γ1
γ′4
γ′2
γ′3
γ2
γ3
γ′1
γ4γ4
5 Properties of the Λ-operators
Baxter’s Q-operators QˆN(u) described in [PG] for the periodic Toda chain satisfy the
following properties.
(a) These operators commute for different values of the spectral parameters:
[QˆN (u), QˆN(v)] = 0.
(b) They commute with the transfer matrix tˆN (u) = AN(u) + DN(u) of the periodic
Toda chain model: [QˆN(u), tˆN(v)] = 0.
(c) Q-operator satisfies the Baxter equation
tˆN (u)QˆN(u) = i
N QˆN(u+ i~)(x) + i
−N QˆN(u− i~).
In this section the similar properties for the operators ΛN(u) defined in section 3 will
be established.
Proposition A.5. Λ-operator has the following properties:
(i) ΛN(u)ΛN−1(v) = ΛN(v)ΛN−1(u),
(ii) AN(u)ΛN(v) = (u− v)ΛN(v)AN−1(u),
(iii) CN(u)ΛN(u) = i
−N−1ΛN(u− i~),
(iv) BN(u)ΛN(u) = i
N−1ΛN(u+ i~).
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Proof. The equality (i) was proved in the theorem A.1. Property (ii) have been proved
in [GKLO] by the direct calculation. Below we give a simplified version of this property. Let
us notice that (ii) is valid on arbitraryN−1-particle eigenfunction ψγ1,...,γN−1(y1, . . . , yN−1).
Indeed, in according with the equation (2.16) the left hand side of (ii) is
AN(u)(ΛN(v)ψγ1,...,γN−1)(x1, . . . , xN) = AN (u)ψγ1,...,γN−1,v(x1, . . . , xN) =
= (u− v)
N−1∏
k=1
(u− γk)ψγ1,...,γN−1,v(x1, . . . , xN) (5.1)
while the right hand side is
(u− v)(ΛN(v)AN−1(u)ψγ1,...,γN−1)(x1, . . . , xN) =
= (u− v)
N−1∏
k=1
(u− γk)(ΛN(v)ψγ1,...,γN−1)(x1, . . . , xN) =
= (u− v)
N−1∏
k=1
(u− γk)ψγ1,...,γN−1,v(x1, . . . , xN). (5.2)
Comparing (5.1) and (5.2) one concludes that the equality (ii) is valid on the functions
ψγ(x). Due to the completeness of the system of these functions (4.4) any function that
belongs to the domain of definition of the operators AN−1(u) and ΛN(u) can be repre-
sented in the form (4.3). Therefore the property (ii) is valid on any function of N − 1
variables where the action of the operators AN−1(u) and ΛN(v) is well defined.
To prove (iii) we need the formula for an action of the operators Am(u) on the kernel
of the operator ΛN(u):
Am(u)Λu(x1, . . . , xN ; y1, . . . , yN−1) = (−i)
me
mP
j=1
(xj−yj)
Λu(x1, . . . , xN ; y1, . . . , yN−1) (5.3)
for m = 0, . . . , N − 1, (A0(u) = 1 is implied). In the case m = 0 and m = 1 this equality
is obvious. For m = 2, . . . , N − 1 it can be proved by induction using the relation (2.7).
Indeed
Am(u)Λu(x; y) = (u+ i~∂xm)Am−1(u)Λu(x; y)− e
xm−1−xmAm−2(u)Λu(x; y) =
=
[
(−i)me
m−1P
j=1
(xj−yj)
(exm−ym − eym−1−xm)− (−i)m−2exm−1−xme
m−2P
j=1
(xj−yj)]
Λu(x; y) =
= (−i)me
mP
j=1
(xj−yj)
Λu(x; y). (5.4)
The formula (5.3) for m = N − 1 and the relation (2.6) give
CN(u)Λu(x; y) = −e
xNAN−1(u)Λu(x; y) =
= −(−i)N−1exN+
PN−1
j=1 (xj−yj)Λu(x; y) = (−i)
N+1Λu−i~(x; y),
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what means in turn the equality (iii).
Note that if one sets m = N in (5.4) then the term containing exm−ym does not arise
and, consequently, we obtain zero in the right hand side. Thus we have proved directly
that the kernel Λu(x; y) satisfies to the equation (3.1).
Analogously, to prove (iv) we used
BN(u) = (u− pN)BN−1(u)− e
xN−1−xNBN−2(u), (5.5)
and the action of operator Bm(u) on the kernel of the operator ΛN(u)
Bm(u)Λu(x; y) = e
−x1(−i)m−1
m∑
k=1
(−1)k+1
k∏
j=2
eyj−1−xj
m∏
s=k+1
exs−ysΛu(x; y) (5.6)
which can be also proved by induction. Exploring the relation (5.5) and the formula (5.6)
for m = N − 1, N − 2 we obtain
BN(u)Λu(x; y) = e
−x1(−i)N−1
N−1∑
k=1
(−1)k+1
k∏
j=2
eyj−1−xj
N−1∏
s=k+1
exs−ys(−eyN−1−xN )Λu(x; y)−
− e−x1(−i)N−3
N−2∑
k=1
(−1)k+1
k∏
j=2
eyj−1−xj
N−2∏
s=k+1
exs−ysexN−1−xNΛu(x; y) =
= −e−x1(−i)N−1(−1)N
N∏
j=2
eyj−1−xjΛu(x; y) = i
N−1Λu+i~(x; y).
Let us note that the equality (iii), (iv) up to the factors (−i)∓N−1 can be derived
from (ii) using R-matrix formalism (see for example [KL3], [KL2], [KL1]).
6 Conclusion
As it was mentioned in the introduction the separation of variables is achieved by a special
choice of the transition function. In the case of Toda chain this function should be chosen
as follows [KL1]:
Uε,γ1,...,γN−1(x1, . . . , xN) = e
i
~
(
ε−
N−1P
j=1
γj
)
xN
ψγ1,...,γN−1(x1, . . . , xN−1). (6.1)
The function (6.1) can be calculated by induction: having an expression for the (N − 1)-
particle transition function one can yield the expression for the N -particle one. This
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method was proposed in the work [KL2]. The authors of [KL2] obtain the recurrent
formula integrating over the variables γj:
ψλ1,...,λN (x1, . . . , xN ) =
=
∫
RN−1
e
i
~
( NP
k=1
λk−
N−1P
j=1
γj
)
xN
ψγ1,...,γN−1(x1, . . . , xN−1)K(λ; γ)µ(γ)dγ,
(6.2)
where µ(γ) is a Sklyanin measure described in section 4 and K(λ; γ) is some kernel. This
formula leads to the Mellin-Barns representation for the transition function.
In the present paper it is shown that the recurrent integration can be realized in
terms of the coordinates xn
(
eq. (3.20)
)
. This leads in turn to the Gauss-Givental rep-
resentation (3.21), which was obtained in [Giv], [GKLO] from the other circle of ideas.
The integration over the coordinates in the formula (3.20) implies actually an action of
the operator ΛN(γN) on the (N − 1)-particle eigenfunction. The function (6.1) can be
rewritten then in terms of the product of Λ-operators like (3.16). This results in the fact
that the function (6.1) inherits the properties of the Λ-operators discussed in section 5.
For example, the Weyl-invariance of this function is encoded in the property (i). Due to
the properties (iii) and (iv) the eigenfunction for the periodic Toda chain in the new
variables Φε(γ) should satisfy the Baxter equation. The last fact leads to the separation
of variables, that is this function decomposes in the product of one-variable functions:
Φε(γ1, . . . , γN−1) =
N−1∏
j=1
cε(γj). See details in [KL1].
Availability of two kind of recurrent formulae – of type (6.2) and of type (3.20) – is
explained by the fact that the function ψγ(x) can be regarded as well as a function of xn
satisfying the differential equations (2.16) and in other hand as a function of γj satisfying
difference equations in γj [Bab], i.e. as a wave function of some dual model. The duality of
the same kind appears in the Representation Theory. The infinite-dimensional Gelfand-
Zetlin representation of Lie algebra gl(N) by shift operators in γj allows to obtain the
Mellin-Barns integral representation [GKL], while the Gauss representation of the same
Lie algebra by differential operators in xn leads to Gauss-Givental representation [GKLO].
We hope the method proposed for the XXX-model in [DKM] and developed here for
the Toda chain (including the use of diagram technique) can be applied to other more
complicated integrable systems.
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Abstract
In this paper we discuss classical elliptic current algebras and show that there are two
different choices of commutative test function algebras on a complex torus leading to two
different elliptic current algebras. Quantization of these classical current algebras give rise
to two classes of quantized dynamical quasi-Hopf current algebras studied by Enriquez-
Felder-Rubtsov and Arnaudon-Buffenoir-Ragoucy-Roche-Jimbo-Konno-Odake-Shiraishi.
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1 Introduction
Classical elliptic algebras are ”quasi-classical limits” of quantum algebras whose structure
is defined by an elliptic R-matrix. The first elliptic R-matrix appeared as a matrix of
Boltzmann weights for the eight-vertex model [Bax1]. This matrix satisfies the Yang-
Baxter equation using which one proves integrability of the model. An investigation of
the eight-vertex model [Bax2] uncovered its relation to the so-called generalized ice-type
model – the Solid-On-Solid (SOS) model. This is a face type model with Boltzmann
weights which form a matrix satisfying a dynamical Yang-Baxter equation.
In this paper we restrict our attention to classical current algebras (algebras which
can be described by a collection of currents) related to the classical r-matrices and which
are quasi-classical limits of SOS-type quantized elliptic current algebras. The latter were
introduced by Felder [F2] and the corresponding R-matrix is called usually a Felder R-
matrix. In loc. cit. the current algebras were defined by dynamical RLL-relations. At the
same time Enriquez and one of authors (V.R.) developed a theory of quantum current
algebras related to arbitrary genus complex curves (in particular to an elliptic curve) as
a quantization of certain (twisted) Manin pairs [ER1] using Drinfeld’s new realization of
quantized current algebras. Further, it was shown in [EF] that the Felder algebra can be
obtained by twisting of the Enriquez-Rubtsov elliptic algebra. This twisted algebra will
be denoted by Eτ,η and it is a quasi-Hopf algebra.
Originally, the dynamical Yang-Baxter equation appeared in [GN, F1]. The fact that
elliptic algebras could be obtained as quasi-Hopf deformations of Hopf algebras was noted
first in a special case in [BBB] and was discussed in [Fr97]. The full potential of this idea
was realized in papers [ABRR97] and [JKOS1]. It was explained in these papers how
to obtain the universal dynamical Yang-Baxter equation for the twisted elliptic universal
R-matrix from the Yang-Baxter equation for the universal R-matrix of the quantum
affine algebra Uq(gˆ). It was also shown that the image of the twisted R-matrix in finite-
dimensional representations coincides with SOS type R-matrix.
Konno proposed in [K98] an RSOS type elliptic current algebra (which will be denoted
by Up,q(sˆl2)) generalizing some ideas of [KLP98]. This algebra was studied in detail in
[JKOS2] where it was shown that commutation relations for Up,q(sˆl2) expressed in terms
of L-operators coincide with the commutation relations of the Enriquez-Felder-Rubtsov
algebra up to a shift of the elliptic module by the central element. It was observed in
[JKOS2] that this difference of central charges can be explained by different choices of
contours on the elliptic curve entering in these extensions. In the case of the algebra Eτ,η
the elliptic module is fixed, while in the case of Up,q(sˆl2), p = e
iπτ , it turn out to be
a dynamical parameter shifted by the central element. Commutation relations for these
algebras coincide when the central charge is zero, but the algebras themselves are differ-
ent. Furthermore, the difference between these two algebras was interpreted in [EPR] as a
difference in definitions of half-currents (or Gauss coordinates) in L-operator representa-
tion. The roots of this difference are related to different decomposition types of so-called
Green kernels introduced in [ER1] for quantization of Manin pairs: they are expanded
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into Taylor series in the case of the algebra Eτ,η and into Fourier series for Up,q(sˆl2).
Here, we continue a comparative study of different elliptic current algebras. Since the
Green kernel is the same in both the classical and the quantum case we restrict ourselves
only to the classical case for the sake of simplicity. The classical limits of quasi-Hopf alge-
bras Eτ,η and Up,q(sˆl2) are quasi-Lie bialgebras denoted by eτ (ŝl2) and uτ (ŝl2) respectively.
We will give an ”analytic” description of these algebras in terms of distributions. Then,
the different expansions of Green kernels will be interpreted as the action of distributions
on different test function algebras. We will call them Green distributions. The scalar prod-
ucts for test function algebras which define their embedding in the corresponding space
of distributions are defined by integration over different contours on the surface.
Let us describe briefly the structure of the paper. Section 2 contains some basic notions
and constructions which are used throughout the paper. Here, we remind some definitions
from [ER1]. Namely, we define test function algebras on a complex curve Σ, a continu-
ous non-degenerate scalar product, distributions on the test functions and a generalized
notion of Drinfeld currents associated with these algebras and with a (possibly infinite-
dimensional) Lie algebra g. Hence, our currents will be certain g-valued distributions.
Then we review the case when g is a loop algebra generated by a semi-simple Lie algebra
a. We also discuss a centrally and a co-centrally extended version of g and different bial-
gebra structures. The latter are based on the notion of Green distributions and related
half-currents.
We describe in detail two different classical elliptic current algebras which correspond
to two different choices of the basic test function algebras (in fact they correspond to two
different coverings of the underlying elliptic curve).
Section 3 is devoted to the construction and comparison of classical elliptic algebras
eτ (ŝl2) and uτ(ŝl2). In the first two subsections we define elliptic Green distributions for
both test function algebras. We pay special attention to their properties because they
manifest the main differences between the corresponding elliptic algebras. Further, we
describe these classical elliptic algebras in terms of the half-currents constructed using
the Green distributions. We use projections introducing in [ER2] to define these half-
currents. We see how the half-currents inherit the properties of Green distributions. In
the last subsection we show that the half-currents describe the corresponding bialgebra
structure. Namely, we recall the universal classical r-matrices for both elliptic classical
algebras eτ (ŝl2) and uτ (ŝl2) and make explicit their relation to the L-operators. Then,
the corresponding co-brackets for half-currents are expressed in a matrix form via the
L-operators.
In the next paper [S2II] we will describe different degenerations of the classical elliptic
current algebras in terms of degenerations of Green distributions. We will discuss also
the inverse problem of reconstruction of the trigonometric and elliptic classical r-matrices
from the rational and trigonometric r-matrices using approach of [FR].
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2 Currents and half-currents
Current realization of the quantum affine algebras and Yangiens was introduced by Drin-
feld in [D88]. In these cases they can be understand as elements of the space A[[z, z−1]],
where A is a corresponding algebra. Here we introduce a more general notion of currents
suitable even for the case when the currents are expressed by integrals instead of formal
series.
2.0.1. Test function algebras. Let K be a function algebra on a one-dimensional
complex manifold Σ with a point-wise multiplication and a continuous invariant (non-
degenerate) scalar product 〈·, ·〉 : K × K → C. We shall call the pair (K, 〈·, ·〉) a test
function algebra. The non-degeneracy of the scalar product implies that the algebra K
can be extended to a space K′ of linear continuous functionals on K. We use the notation
〈a(u), s(u)〉 or 〈a(u), s(u)〉u for the action of the distribution a(u) ∈ K
′ on a test function
s(u) ∈ K. Let {ǫi(u)} and {ǫi(u)} be dual bases of K. A typical example of the element
from K′ is the series δ(u, z) =
∑
i ǫ
i(u)ǫi(z). This is a delta-function distribution on K
because it satisfies 〈δ(u, z), s(u)〉u = s(z) for any test function s(u) ∈ K.
2.0.2. Currents. Consider an infinite-dimensional complex Lie algebra g and an op-
erator xˆ : K→ g. The expression x(u) =
∑
i ǫ
i(u)xˆ[ǫi] does not depend on a choice of dual
bases in K and is called a current corresponding to the operator xˆ (xˆ[ǫi] means an action
of xˆ on ǫi). We should interpret the current x(u) as a g-valued distribution such that
〈x(u), s(u)〉 = xˆ[s]. That is the current x(u) can be regarded as a kernel of the operator
xˆ and the latter formula gives its invariant definition.
2.0.3. Loop algebras Let {xˆk}, k = 1, . . . , n be a finite number of operators xˆk : K→
g, where g is an infinite-dimensional space spanned by xˆk[s], s ∈ K. Consider the corre-
sponding currents xk(u). For these currents we impose the standard commutation relations
[xk(u), xl(v)] = C
m
klxm(u)δ(u, v) (2.1)
where Cmkl are structure constants of some semi-simple Lie algebra a, dim a = n (equal-
ity (2.1) is understood in sense of distributions). These commutation relations equip g with
a Lie algebra structure. The Lie algebra g defined in such a way can be viewed as a Lie al-
gebra a⊗K with the brackets [x⊗s(z), y⊗t(z)] = [x, y]a⊗s(z)t(z), where x, y ∈ a, s, t ∈ K.
This algebra possesses an invariant scalar product 〈x⊗s, y⊗t〉 = (x, y)〈s(u), t(u)〉u , where
(·, ·) an invariant scalar product on a proportional to the Killing form.
2.0.4. Central extension. The algebra g = a⊗ K can be extended by introducing a
central element c and a co-central element d. Let us consider the space gˆ = (a⊗K)⊕C⊕C
and define an algebra structure on this space. Let the element c ≡ (0, 1, 0) commutes with
everything and the commutator of the element d ≡ (0, 0, 1) with the elements xˆ[s] ≡ (x⊗
s, 0, 0), x ∈ a, s ∈ K, is given by the formula [d, xˆ[s]] = xˆ[s′], where s′ is a derivation of
s. Define the Lie bracket between the elements of type xˆ[s] requiring the scalar product
defined by formulae
〈xˆ[s], yˆ[t]〉 = 〈x⊗ s, y ⊗ t〉, 〈c, xˆ[s]〉 = 〈d, xˆ[s]〉 = 0
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to be invariant. It gives the formula
[xˆ[s], yˆ[t]] = ([x⊗ s, y ⊗ t]0, 0, 0) + c ·B(x1 ⊗ s1, x2 ⊗ s2), (2.2)
where [·, ·]0 is the Lie bracket in the algebra g = a⊗K and B(·, ·) is a standard 1-cocycle:
B
(
x ⊗ s, y ⊗ t
)
= (x, y)〈s′(z), t(z)〉z . The expression xˆ[s] depends linearly on s ∈ K and,
therefore, can be regarded as an action of operator xˆ : K→ gˆ. The commutation relations
for the algebra gˆ in terms of currents x(u) corresponding to these operators can be written
in the standard form: [c, x(u)] = [c, d] = 0 and
[x1(u), x2(v)] = x3(u)δ(u, v)− c · (x1, x2)dδ(u, v)/du, [d, x(u)] = −dx(u)/du, (2.3)
where x1, x2 ∈ a, x3 = [x1, x2]a.
2.0.5. Half-currents. To describe different bialgebra structures in the current alge-
bras we have to decompose the currents in these algebras into difference of the currents
which have good analytical properties in certain domains: x(u) = x+(u) − x−(u). The
g-valued distributions x+(u), x−(u) are called half-currents. To perform such a decom-
position we will use so-called Green distributions [ER1]. Let Ω+,Ω− ⊂ Σ × Σ be two
domain separated by a hypersurface ∆¯ ⊂ Σ×Σ which contains the diagonal ∆ = {(u, u) |
u ∈ Σ} ⊂ ∆¯. Let there exist distributions G+(u, z) and G−(u, z) regular in Ω+ and Ω−
respectively such that δ(u, z) = G+(u, z) −G−(u, z). To define half-currents correspond-
ing to these Green distributions we decompose them as G+(u, z) =
∑
i α
+
i (u)β
+
i (z) and
G−(u, z) =
∑
i α
−
i (u)β
−
i (z). Then the half-currents are defined as x
+(u) =
∑
i α
+
i (u)xˆ[β
+
i ]
and x−(u) =
∑
i α
−
i (u)xˆ[β
−
i ]. This definition does not depend on a choice of decompo-
sitions of the Green distributions. The half-currents are currents corresponding to the
operators xˆ± = ± xˆ · P±, where P±[s](z) = ±〈G±(u, z), s(u)〉, s ∈ K. One can express
the half-currents through the current x(u), which we shall call a total current in contrast
with the half ones:
x+(u) = 〈G+(u, z)x(z)〉z , x
−(u) = 〈G−(u, z)x(z)〉z. (2.4)
Here 〈a(z)〉z ≡ 〈a(z), 1〉z.
2.0.6. Two elliptic classical current algebras. In this paper we will consider the
case when Σ is a covering of an elliptic curve and Green distributions are regularization
of certain quasi-doubly periodic meromorphic functions. We will call the corresponding
centrally extended algebras of currents by elliptic classical current algebras. The main aim
of this paper is to show the following facts:
• There are two essentially different choices of the test function algebras K in this case
corresponding to the different covering Σ.
• The same quasi-doubly periodic meromorphic functions regularized with respect to
the different test function algebras define the different quasi-Lie bialgebra structures
and, therefore, the different classical elliptic current algebras.
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• The internal structure of these two elliptic algebras is essentially different in spite
of a similarity in the commutation relations between their half-currents.
The first choice corresponds to K = K0, where K0 consists of complex-valued one-
variable functions defined in a vicinity of origin equipped with the scalar product
〈s1(u), s2(u)〉 =
∮
C0
du
2πi
s1(u)s2(u). (2.5)
Here C0 is a contour encircling zero and belonging in the intersection of domains of
functions s1(u), s2(u), such that the scalar product is a residue in zero. These functions
can be extended up to meromorphic functions on the covering Σ = C. The regularization
domain Ω+, Ω− for Green distributions in this case consist of the pairs (u, z) such that
max(1, |τ |) > |u| > |z| > 0 and 0 < |u| < |z| < max(1, |τ |) respectively, where τ is an
elliptic module, and ∆¯ = {(u, z) | |u| = |z|}.
The second choice corresponds to K = K = K(Cyl). The algebra K consists of entire
periodic functions s(u) = s(u+ 1) on C decaying exponentially at Im u→ ±∞ equipped
with an invariant scalar product
〈s(u), t(u)〉 =
1
2∫
− 1
2
du
2πi
s(u)t(u), s, t ∈ K. (2.6)
This functions can be regarded as functions on cylinder Σ = Cyl. The regularization
domain Ω+, Ω− for Green distributions consist of the pairs (u, z) such that − Im τ <
Im(u− z) < 0 and 0 < Im(u− z) < Im τ respectively and ∆¯ = {(u, z) | Im u = Im z}.
2.0.7. Integration contour. The geometric roots of the difference between these two
choices can be explained as follows. These choices of test functions on different coverings
Σ of elliptic curve correspond to the homotopically different contours on the elliptic curve.
Each test function can be considered as an analytical continuation of a function from this
contour – a real manifold – to the corresponding covering. This covering should be chosen
as a most homotopically simple covering which permits to obtain a bigger source of test
functions. In the first case, this contour is a homotopically trivial and coincides with a
small contour around fixed point on the torus. We can always choose a local coordinate
u such that u = 0 in this point. This explains the notation K0. This contour corresponds
to the covering Σ = C and it enters in the pairing (2.5). In the second case, it goes along
a cycle and it can not be represented as a closed contour on C. Hence the most simple
covering in this case is a cylinder Σ = Cyl and the contour is that one in the pairing (2.6).
This leads to essentially different properties of the current elliptic algebras based on the
test function algebras K = K0 and K = K(Cyl).
2.0.8. Restriction to the sl2 case. To make these differences more transparent we
shall consider only the simplest case of Lie algebra a = sl2 defined as a three-dimensional
complex Lie algebra with commutation relations [h, e] = 2e, [h, f ] = −2f and [e, f ] = h.
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We denote the constructed current algebra gˆ for the case K = K0 as eτ (ŝl2) and for
K = K = K(Cyl) as uτ(ŝl2). These current algebras may be identified with classical limits
of the quantized currents algebra Eτ,η(sl2) of [EF] and Up,q(ŝl2) of [JKOS2] respectively.
The Green distributions appear in the algebras eτ (ŝl2) and uτ(ŝl2) as a regularization of
the same meromorphic quasi-doubly periodic functions but in different spaces: (K0⊗K0)
′
and (K ⊗K)′ respectively. Primes mean the extension to the space of the distributions.
We call them elliptic Green distributions. We define the algebras eτ (ŝl2) and uτ(ŝl2) to
be a priori different, because the main component of our construction, elliptic Green
distributions are a priori different being understood as distributions of different types:
related to algebras K0 and K respectively. It means, in particular, that their quantum
analogs, the algebras Eτ,η(sl2) and Up,q(ŝl2) are different.
3 Half-currents and co-structures
We start with a suitable definition of theta-functions and a conventional choice of standard
bases. This choice is motivated and corresponds to definitions and notations of [EPR].
3.0.1. Theta-function. Let τ ∈ C, Im τ > 0 be a module of the elliptic curve C/Γ,
where Γ = Z + τZ is a period lattice. The odd theta function θ(u) = −θ(−u) is defined
as a holomorphic function on C with the properties
θ(u+ 1) = −θ(u), θ(u+ τ) = −e−2πiu−πiτθ(u), θ′(0) = 1. (3.1)
3.1 Elliptic Green distributions on K0
3.1.2. Dual bases. Fix a complex number λ. Consider the following bases in K0 (n ≥ 0):
ǫn;λ(u) = (−u)
n, ǫ−n−1;λ(u) = un,
ǫn;λ(u) =
1
n!
(
θ(u+ λ)
θ(u)θ(λ)
)(n)
, ǫ−n−1;λ(u) =
(−1)n
n!
(
θ(u− λ)
θ(u)θ(−λ)
)(n)
,
for λ 6∈ Γ and the bases ǫn;0(u) = (−u)
n, ǫ−n−1;0(u) = un,
ǫn;0(u) =
1
n!
(
θ′(u)
θ(u)
)(n)
, ǫ−n−1;0(u) =
(−1)n
n!
(
θ′(u)
θ(u)
)(n)
,
for λ = 0. Here (·)(n) means n-times derivation. These bases are dual: 〈ǫn;λ(u), ǫm;λ(u)〉 =
δnm and 〈ǫ
n;0(u), ǫm;0(u)〉 = δ
n
m with respect to the scalar product (2.5) which means∑
n∈Z
ǫn;λ(u)ǫn;λ(z) = δ(u, z),
∑
n∈Z
ǫn;0(u), ǫn;0(z) = δ(u, z). (3.2)
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3.1.3. Green distributions for K0 and the addition theorems. Here we follow
the ideas of [ER1] and [EPR]. We define the following distribution
G+λ (u, z) =
∑
n≥0
ǫn;λ(u)ǫn;λ(z) , G
−
λ (u, z) = −
∑
n<0
ǫn;λ(u)ǫn;λ(z) , (3.3)
G(u, z) =
∑
n≥0
ǫn;0(u)ǫn;0(z) =
∑
n<0
ǫn;0(z)ǫn;0(u) . (3.4)
One can check that these series converge in sense of distributions and, therefore, define
continuous functionals on K0 called Green distributions. Their action on a test function
s(u) reads
〈G±λ (u, z), s(u)〉u =
∮
|u|>|z|
|u|<|z|
du
2πi
θ(u− z + λ)
θ(u− z)θ(λ)
s(u) , (3.5)
〈G(u, z), s(u)〉u =
∮
|u|>|z|
du
2πi
θ′(u− z)
θ(u− z)
s(u) , (3.6)
where integrations are taken over circles around zero which are small enough such that
the corresponding inequality takes place.
One can define a ’rescaling’ of a test function s(u) as a function s
(
u
α
)
, where α ∈ C,
and therefore a ’rescaling’ of distributions by the formula 〈a(u
α
)
, s(u)〉 = 〈a(u), s(αu)〉. On
the contrary, we are unable to define a ’shift’ of test functions by a standard rule, because
the operator s(u) 7→ s(u+ z) is not a continuous one 1. Nevertheless we use distributions
’shifted’ in some sense. Namely, we say that a two-variable distribution a(u, z) (a linear
continuous functional a : K0 ⊗ K0 → C) is ’shifted’ if it possesses the properties: (i) for
any s ∈ K0 the functions s1(z) = 〈a(u, z), s(u)〉u and s2(u) = 〈a(u, z), s(z)〉z belong to K0;
(ii) ∂
∂u
a(u, z) = − ∂
∂z
a(u, z). Here the subscripts u and z mean the corresponding partial
action, for instance, 〈a(u, z), s(u, z)〉u is a distribution acting on K0 by the formula〈
〈a(u, z), s(u, z)〉u, t(z)
〉
= 〈a(u, z), s(u, z)t(z)〉.
The condition (ii) means the equality 〈a(u, z), s′(u)t(z)〉 = −〈a(u, z), s(u)t′(z)〉. The con-
dition (i) implies that for any s ∈ K0 ⊗K0 the expression
〈a(u, z), s(u, z)〉u =
∑
i
〈a(u, z), pi(u)〉uqi(z), (3.7)
where s(u, z) =
∑
i pi(u)qi(z), belongs to K0 (as a function of z).
The Green distributions (3.3) and (3.4) are examples of the ‘shifted’ distributions.
The formula (3.2) implies that
G+λ (u, z)−G
−
λ (u, z) = δ(u, z) , G(u, z) +G(z, u) = δ(u, z) . (3.8)
1Consider, for example, the sum sN (u) =
∑N
n=0(
u
α
)n. For each z there exist α such that the sum
sN (u+ z) diverges, when N →∞.
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The last formulae can be also obtained from (3.5), (3.6) taking into account that the
function s(u) has poles only in the points u = 0. As it is seen from (3.5), the oddness of
function θ(u) leads to the following connection between the λ-depending Green distribu-
tions: G+λ (u, z) = −G
−
−λ(z, u).
Now we are able to define a semidirect product of two ’shifted’ distributions a(u, z)
and b(v, z) as a linear continuous functional a(u, z)b(v, z) acting on s ∈ K0 ⊗K0 ⊗K0 by
the rule
〈a(u, z)b(v, z), s(u, v, z)〉 =
〈
a(u, z), 〈b(v, z), s(u, v, z)〉v
〉
u,z
.
Proposition B.1. The semi-direct products of Green distributions are related by the
following addition formulae
G+λ (u, z)G
−
λ (z, v) = G
+
λ (u, v)G(u, z)−G
+
λ (u, v)G(v, z)−
∂
∂λ
G+λ (u, v) , (3.9)
G+λ (u, z)G
+
λ (z, v) = G
+
λ (u, v)G(u, z) +G
+
λ (u, v)G(z, v)−
∂
∂λ
G+λ (u, v) , (3.10)
G−λ (u, z)G
−
λ (z, v) = −G
−
λ (u, v)G(z, u)−G
−
λ (u, v)G(v, z)−
∂
∂λ
G+λ (u, v) , (3.11)
G−λ (u, z)G
+
λ (z, v) = −G
+
λ (u, v)G(z, u) +G
+
λ (u, v)G(z, v)−
∂
∂λ
G+λ (u, v) . (3.12)
Proof. The actions of both hand sides of (3.9), for example, can be reduced to the
integration over the same contours with some kernels. One can check the equality of these
kernels using the degenerated Fay’s identity [Fay]
θ(u− z + λ)
θ(u− z)θ(λ)
θ(z + λ)
θ(z)θ(λ)
=
θ(u+ λ)
θ(u)θ(λ)
θ′(u− z)
θ(u− z)
+
θ(u+ λ)
θ(u)θ(λ)
θ′(z)
θ(z)
−
∂
∂λ
θ(u+ λ)
θ(u)θ(λ)
. (3.13)
The other formulae can be proved in the same way if one takes into account a(u, v)δ(u, z) =
a(z, v)δ(u, z) and (3.8).
3.1.4. Projections. Let us notice that the vectors ǫn;λ(u) and ǫ
−n−1;λ(u) span two
complementary subspaces of K0. The formulae (3.3) mean that the distributions G
+
λ (u, z)
and G−λ (u, z) define orthogonal projections P
+
λ and P
−
λ onto these subspaces. They act
as P+λ [s](z) = 〈G
+
λ (u, z), s(u)〉u and P
−
λ [s](z) = −〈G
−
λ (u, z), s(u)〉u. Similarly, the opera-
tors P+[s](z) = 〈G(u, z), s(u)〉u and P
−[s](z) = 〈G(z, u), s(u)〉u are projections onto the
lagrangian (involutive) subspaces spanned by vectors ǫn;0(u) and ǫ−n−1;0(u), respectively.
The fact that the corresponding spaces are complementary to each other is encoded in the
formulae (3.8), which can be rewritten as P+λ + P
−
λ = id, P
+ + P− = id. The idempotent
properties and orthogonality of these projection
P±λ · P
±
λ = P
±
λ , P
± · P± = P±, P+λ · P
−
λ = P
−
λ · P
+
λ = 0, P
+ · P− = P− · P+ = 0
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are encoded in the formulae
〈G+λ (u, z)G
+
λ (z, v)〉z = G
+
λ (u, v) , 〈G
+
λ (u, z)G
−
λ (z, v)〉z = 0 , (3.14)
〈G−λ (u, z)G
−
λ (z, v)〉z = −G
−
λ (u, v) , 〈G
−
λ (u, z)G
+
λ (z, v)〉z = 0 , (3.15)
〈G(u, z)G(z, v)〉z = G(u, v) , 〈G(u, z)G(v, z)〉z = 0 , (3.16)
which immediately follow from (3.3) and also can be obtained from the relations (3.9) –
(3.12) if one takes into account 〈G(u, z)〉z = 0, 〈G(z, u)〉z = 1.
3.2 Elliptic Green distributions on K
3.2.1. Green distributions and dual bases for K. The analogs of the Green distri-
butions G+λ (u, z), G
−
λ (u, z) are defined in this case by the following action on the space
K
〈G±λ (u− z), s(u)〉u =
∫
− Im τ<Im(u−z)<0
0<Im(u−z)<Im τ
du
2πi
θ(u− z + λ)
θ(u− z)θ(λ)
s(u), (3.17)
〈G(u− z), s(u)〉u =
∫
− Im τ<Im(u−z)<0
du
2πi
θ′(u− z)
θ(u− z)
s(u). (3.18)
where we integrate over line segments of unit length (cycles of cylinder) such that the
corresponding inequality takes place. The role of dual bases in the algebra K is played by
{jn(u) = e
2πinu}n∈Z and {j
n(u) = 2πie−2πinu}n∈Z, a decomposition to these bases is the
usual Fourier expansion. The Fourier expansions for the Green distributions are 2
G±λ (u− z) = ±2πi
∑
n∈Z
e−2πin(u−z)
1− e±2πi(nτ−λ)
, (3.19)
G(u− z) = πi+ 2πi
∑
n 6=0
e−2πin(u−z)
1− e2πinτ
. (3.20)
These expansions are in according with formulae
G+λ (u− z)− G
−
λ (u− z) = δ(u− z), (3.21)
G(u− z) + G(z − u) = δ(u− z), (3.22)
where δ(u− z) is a delta-function on K, given by the expansion
δ(u− z) =
∑
n∈Z
jn(u)jn(z) = 2πi
∑
n∈Z
e−2πin(u−z). (3.23)
2Fourier expansions presented in this subsection are obtained considering integration around boundary
of fundamental domain.
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3.2.2. Addition theorems. Now we obtain some properties of these Green distribu-
tions and compare them with the properties of their analogs G+λ (u, z), G
−
λ (u, z), G(u, z)
described in subsection 3.1. In particular, we shall see that some properties are essentially
different. Let us start with the properties of Green distribution which are similar to the
case of algebra K0. They satisfy the same addition theorems that was described in 3.1:
Proposition B.2. The semi-direct product of Green distributions for algebra K is related
by the formulae (3.9)–(3.12) with the distributions G±λ (u−z), G(u−z) instead of G
±
λ (u−z),
G(u− z) respectively.
Proof. The kernels of these distributions are the same and therefore the addition formula
in this case is also based on the Fay’s identity (3.13).
3.2.3. Analogs of projections. The Green distributions define the operators on K:
P+λ [s](z) = 〈G
+
λ (u− z), s(u)〉u, P
−
λ [s](z) = 〈G
−
λ (u− z), s(u)〉u,
P+[s](z) = 〈G(u− z), s(u)〉u, P
−[s](z) = 〈G(z − u), s(u)〉u
which are similar to their analogs P±λ , P
± and satisfy P+λ +P
−
λ = id, P
+ +P− = id (due
to (3.21)), but they are not projections. This fact is reflected in the following relations,
which are consequence of the formulae (3.9)–(3.11) and 〈G(u− z)〉z =
1
2
, 〈G(z−u)〉z =
1
2
,
〈G+λ (u− z)G
+
λ (z − v)〉z = G
+
λ (u− v)−
1
2πi
∂
∂λ
G+λ (u− v) , (3.24)
〈G+λ (u− z)G
−
λ (z − v)〉z = −
1
2πi
∂
∂λ
G+λ (u− v) , (3.25)
〈G−λ (u− z)G
+
λ (z − v)〉z = −
1
2πi
∂
∂λ
G+λ (u− v) ,
〈G−λ (u− z)G
−
λ (z − v)〉z = −G
−
λ (u− v)−
1
2πi
∂
∂λ
G+λ (u− v) , (3.26)
where ∂
∂λ
G+λ (u− v) =
∂
∂λ
G−λ (u− v) and
〈G(u− z)G(z − v)〉z =G(u− v)−
1
4πi
γ(u− v) , (3.27)
〈G(u− z)G(v − z)〉z =〈G(z − u)G(z − v)〉z =
1
4πi
γ(u− v) . (3.28)
γ(u− z) is a distribution which has the following action and expansion
〈γ(u− z), s(u)〉 = −
θ′′′(0) + 4π2
3
+
+ 1
2∫
− 1
2
du
2πi
θ′′(u− z)
θ(u− z)
s(u) ,
γ(u− z) = −2π2 + 8π2
∑
n 6=0
e−2πin(u−z)+2πinτ
(1− e2πinτ )2
.
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3.2.4. Comparison of the Green distributions. Contrary to (3.14), (3.15) the
formulae (3.24)–(3.28) contain some additional terms in the right hand sides obstructed
the operators P±λ , P
± to be projections. They do not decompose the space K(Cyl) in a
direct sum of subspaces as it would be in the case of projections P±λ , P
± acting on K0.
Moreover, as one can see from the Fourier expansions (3.19), (3.20) of Green distributions
the images of the operators coincide with whole algebra K: P±λ
(
K(Cyl)
)
= K(Cyl),
P±
(
K(Cyl)
)
= K(Cyl). As we shall see this fact has a deep consequence for the half-
currents of the corresponding Lie algebra uτ (ŝl2). As soon as we are aware that the positive
operators P+λ , P
+ as well as negative ones P−λ , P
− transform the algebraK to itself, we can
surmise that they can be related to each other. This is actually true. From formulae (3.19),
(3.20) we conclude that
G+λ (u− z − τ) = e
2πiλG−λ (u− z), G(u− z − τ) = 2πi− G(z − u). (3.29)
In terms of operator’s composition these properties look as
Tτ ◦ P
+
λ = P
+
λ ◦ Tτ = −e
2πiλP−λ , Tτ ◦ P
+ = P+ ◦ Tτ = 2πiI − P
−, (3.30)
where Tt is a shift operator: Tt[s](z) = s(z+ t), and I is an integration operator: I[s](z) =∫ 1
2
− 1
2
du
2πi
s(u). This property is no longer true for the case of Green distributions from
section 3.1.
3.3 Elliptic half-currents
3.3.5. Tensor subscripts. First introduce the following notation. Let U = U(g) be a
universal enveloping algebra of the considering Lie algebra g and V be a U-module. For
an element t =
∑
k a
k
1 ⊗ . . . ⊗ a
k
n ⊗ u
k
1 ⊗ . . . ⊗ u
k
m ∈ EndV
⊗n ⊗ U⊗m, where n,m ≥ 0,
ak1, . . . , a
k
n ∈ End V , u
k
1, . . . , u
k
m ∈ U we shall use the following notation for an element of
EndV ⊗N ⊗U⊗M , N ≥ n,M ≥ m,
ti1,...,in,j1,...,jm =
∑
k
idV ⊗ · · · ⊗ idV ⊗a
k
1 ⊗ idV ⊗ · · · ⊗ idV ⊗a
k
n ⊗ idV ⊗ · · · ⊗ idV ⊗
⊗ 1⊗ . . .⊗ 1⊗ uk1 ⊗ 1⊗ . . . . . .⊗ u
k
m ⊗ 1⊗ . . .⊗ 1,
where aks stays in the is-th position in the tensor product and u
k
s stays in the js-th position.
3.3.6. Half-currents. The total currents h(u), e(u) and f(u) of the algebra eτ (ŝl2)
can be divided into half-currents using the Green distributions G(u, z), −G(z, u) for h(u);
G+λ (u, z), G
−
λ (u, z) for e(u); and G
+
−λ(u, z) = −G
−
λ (z, u), G
−
−λ(u, z) = −G
+
λ (z, u). The
relations of type (2.4), then, looks as
h+(u) = 〈G(u, v)h(v)〉v, h
−(u) = −〈G(v, u)h(v)〉v, (3.31)
e+λ (u) = 〈G
+
λ (u, v)e(v)〉v, e
−
λ (u) = 〈G
−
λ (u, v)e(v)〉v, (3.32)
f+λ (u) = 〈G
+
−λ(u, v)f(v)〉v, f
−
λ (u) = 〈G
−
−λ(u, v)f(v)〉v, (3.33)
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so that h(u) = h+(u)− h−(u), e(u) = e+λ (u)− e
−
λ (u), f(u) = f
+
λ (u)− f
−
λ (u).
3.3.7. rLL-relations for eτ (ŝl2). The commutation relation between the half-currents
can be written in a matrix form. Let us introduce the matrices of L-operators:
L±λ (u) =
(
1
2
h±(u) f±λ (u)
e±λ (u) −
1
2
h±(u)
)
, (3.34)
(3.35)
as well as the r-matrices:
r+λ (u, v) =

1
2
G(u, v) 0 0 0
0 −1
2
G(u, v) G+−λ(u, v) 0
0 G+λ (u, v) −
1
2
G(u, v) 0
0 0 0 1
2
G(u, v)
 . (3.36)
Proposition B.3. The commutation relations of the algebra eτ (ŝl2) in terms of half-
currents can be written in the form:
[d, L±λ (u)] = −
∂
∂u
L±λ (u), (3.37)
[L±λ,1(u), L
±
λ,2(v)] = [L
±
λ,1(u) + L
±
λ,2(v), r
+
λ (u− v)]+
+H1
∂
∂λ
L±λ,2(v)−H2
∂
∂λ
L±λ,1(u) + h
∂
∂λ
r+λ (u− v), (3.38)
[L+λ,1(u), L
−
λ,2(v)] = [L
+
λ,1(u) + L
−
λ,2(v), r
+
λ (u− v)]+
+H1
∂
∂λ
L−λ,2(v)−H2
∂
∂λ
L+λ,1(u) + h
∂
∂λ
r+λ (u− v) + c ·
∂
∂u
r+λ (u− v), (3.39)
where H =
(
1 0
0 −1
)
and h = hˆ[ǫ0;0]. The L-operators satisfy an important relation
[H + h, L±(u)] = 0 . (3.40)
Proof. Using the formulae (3.14) – (3.16) we calculate the scalar products on the half-
currents: 〈L±λ,1(u), L
±
λ,2(v)〉 = 0, 〈L
+
λ,1(u), L
−
λ,2(v)〉 = −r
+
λ (u, v). Differentiating these for-
mulae by u we can obtain the values of the standard co-cycle on the half-currents:
B
(
L±λ,1(u), L
±
λ,2(v)
)
= 0, B
(
L+λ,1(u), L
−
λ,2(v)
)
= ∂
∂u
r+λ (u, v). Using the formulae (3.9)–(3.12)
one can calculate the brackets [·, ·]0 on the half-currents. Representing them in the matrix
form and adding the co-cycle term one can derive the relations (3.38), (3.39). Using the for-
mulae [h, L±λ (v)] = tr1〈H1[L
+
λ,1(u), L
±
λ,2(v)]〉u, tr1〈H1r
+
λ (u, v)〉u = H , tr1〈[H1, L
+
λ,1(u)]r
+
λ (u, v)〉u =
0 we obtain the relation (3.40) from (3.38), (3.39).
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3.3.8. rLL-relations for uτ (ŝl2). Now consider the case of the algebra uτ (ŝl2). The
half-currents, L-operators L±λ (u) and r-matrix r
+
λ (u−v) are defined by the same formulas
as above with distributions G(u, v) and G±λ (u, v) replaced everywhere by the distributions
G(u, v) and G±λ (u, v). We have
Proposition B.4. The commutation relations of algebra eτ (ŝl2) in terms of half-currents
can be written in the form:
[L±λ,1(u),L
±
λ,2(v)] = [L
±
λ,1(u) + L
±
λ,2(v), r
+
λ (u− v)]+
+H1
∂
∂λ
L±λ,2(v)−H2
∂
∂λ
L±λ,1(u) + h
∂
∂λ
r+λ (u− v)− c ·
∂
∂τ
r+λ (u− v) , (3.41)
[L+λ,1(u),L
−
λ,2(v)] = [L
+
λ,1(u) + L
−
λ,2(v), r
+
λ (u− v)]+
+H1
∂
∂λ
L−λ,2(v)−H2
∂
∂λ
L+λ,1(u) + h
∂
∂λ
r+λ (u− v) + c ·
(
∂
∂u
−
∂
∂τ
)
r+λ (u− v) , (3.42)
where h = hˆ[j0]. We also have in this case the relation
[H + h,L±(u)] = 0 . (3.43)
Proof. To express the standard co-cycle on the half currents through the derivatives of
the r-matrix we need the following formulae
1
2πi
∂
∂u
∂
∂λ
G+λ (u− v) =
∂
∂τ
G+λ (u− v),
1
2πi
∂
∂u
∂
∂λ
G−λ (u− v) =
∂
∂τ
G−λ (u− v) =
∂
∂τ
G+λ (u− v),
1
4πi
∂
∂u
γ(u− v) =
∂
∂τ
G(u− v).
Using these formulae we obtain
B
(
L±λ,1(u),L
±
λ,2(v)
)
= −
∂
∂τ
r+λ (u− v), B
(
L+λ,1(u),L
−
λ,2(v)
)
=
(
∂
∂u
−
∂
∂τ
)
r+λ (u− v).
Using the formulae [h,L±λ (v)] = 2 tr1〈H1[L
+
λ,1(u), L
±
λ,2(v)]〉u, tr1〈H1r
+
λ (u, v)〉u = H/2,
tr1〈[H1, L
+
λ,1(u)]r
+
λ (u, v)〉u =
i
π
∂
∂λ
L±λ (v) we get the relation (3.43) from (3.41), (3.42).
3.3.9. Peculiarities of half-currents for uτ (ŝl2). To conclude this subsection we
discuss the implication of the properties of Green distributions described in the end of
the previous section to the Lie algebra uτ (ŝl2). The fact that the images of the operators
P±λ , P
± coincide with all the space K means that the commutation relations between the
positive (or negative) half-currents are sufficient to describe all the Lie algebra uτ(ŝl2).
This is a consequence of construction of the Lie algebra uτ (ŝl2) as the central extension
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of sl2 ⊗K. To obtain all commutation relations given in Proposition B.4 from relations
between only positive (or negative) half-currents one can use, first, the connection between
positive and negative ones:
h+(u− τ) = 2πih+ h−(u), e+(u− τ) = e2πiλe−(u), f+(u− τ) = e−2πiλf−(u),
which follows from the properties of Green distributions expressed in formulae (3.29).
Second, relations (3.43), which also follow from the relations between only positive (re-
spectively negative) half-currents, and finally, one needs to use the equality ∂
∂τ
G±λ (u− z−
τ) = e2πiλ(− ∂
∂u
+ ∂
∂τ
)G−λ (u − z). At this point we see the essential difference of the Lie
algebra uτ(ŝl2) with the Lie algebra eτ (ŝl2).
3.4 Coalgebra structures of eτ (ŝl2) and uτ (ŝl2)
We describe here the structure of quasi-Lie bialgebras for our Lie algebras eτ (ŝl2) and
uτ (ŝl2). We will start with an explicit expression for universal (dynamical) r-matrices for
both Lie algebras.
Proposition B.5. The universal r-matrix for the Lie algebra eτ (ŝl2) defined as
rλ =
1
2
∑
n≥0
hˆ[ǫn;0]⊗ hˆ[ǫn;0] +
∑
n≥0
fˆ [ǫn;λ]⊗ eˆ[ǫn;λ] +
∑
n<0
eˆ[ǫn;λ]⊗ fˆ [ǫ
n;λ] + c⊗ d
satisfies the Classical Dynamical Yang-Baxter Equation (CDYBE)
[rλ,12, rλ,13] + [rλ,12, rλ,23] + [rλ,13, rλ,23] = h1
∂
∂λ
rλ,23 − h2
∂
∂λ
rλ,13 + h3
∂
∂λ
rλ,12 . (3.44)
Denote by Πu the evaluation representation Πu : eτ (ŝl2)→ EndVu, where Vu = C
2⊗K0
and the subscript u means the argument of the functions belonging to K0:
Πu : hˆ[s] 7→ s(u)H, Πu : eˆ[s] 7→ s(u)E, Πu : fˆ [s] 7→ s(u)F, (3.45)
and Πu : c 7→ 0, Πu : d 7→
∂
∂u
, where H = ( 1 00 −1 ), E = (
0 1
0 0 ), F = (
0 0
1 0 ), s ∈ K0. The
relations between L-operators and the universal r-matrix are given by the formulae
L+λ (u) = (Πu ⊗ id)rλ, L
−
λ (u)− c
∂
∂u
= −(Πu ⊗ id)rλ,21, (3.46)
and r+λ (u − v) = (Πu ⊗ Πv)rλ. Taking into account these formulae and applying (Πu ⊗
Πv⊗ id), (id⊗Πu⊗Πv), (Πu⊗ id⊗Πv) to the equation (3.44) we derive the relation (3.38)
for the sign ‘+’, the relation (3.38) for the sign ‘−’ and the relation (3.39) respectively.
Applying (Πu ⊗ id) or (id⊗Πu) to the identity [∆h, rλ] = 0 we derive the relation (3.40).
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The co-bracket δ : eτ (ŝl2)→ eτ (ŝl2)∧eτ (ŝl2) and an element ϕ ∈ eτ (ŝl2)∧eτ (ŝl2)∧eτ (ŝl2)
are defined as δx = [∆x, rλ] = [x⊗ 1 + 1⊗ x, rλ], for x ∈ eτ (ŝl2) and
ϕ = −[rλ,12, rλ,13]− [rλ,12, r23]− [rλ,13, rλ,23] = −h1
∂
∂λ
rλ,23 + h2
∂
∂λ
rλ,13 − h3
∂
∂λ
rλ,12 .
They equip the Lie algebra eτ (ŝl2) with a structure of a quasi-Lie bialgebra [D90]. This
fact follows from the equality r12 + r21 = Ω, where Ω is a tensor Casimir element of
algebra eτ (ŝl2). To calculate this co-bracket on the half-currents in the matrix form we
apply (Πu ⊗ id⊗ id), (id⊗ id⊗Πu) to the equation (3.44) and derive
δL+λ (u) = −[L
+
λ,1(u), L
+
λ,2(u)] +H
∂
∂λ
rλ − h ∧
∂
∂λ
L+λ (u) ,
δL−λ (u) = −[L
−
λ,1(u), L
−
λ,2(u)] +H
∂
∂λ
rλ − h ∧
∂
∂λ
L−λ (u)− c ∧
∂
∂u
L−λ (u) .
We can see also that δh = 0, δc = 0, δd = 0.
Proposition B.6. The universal r-matrix for the Lie algebra uτ (ŝl2) defined by formula
rλ =
1
4
hˆ[j0]⊗ hˆ[j0] +
1
2
∑
n 6=0
hˆ[jn]⊗ hˆ[jn]
1− e2πinτ
+
+
∑
n∈Z
eˆ[jn]⊗ fˆ [jn]
1− e2πi(nτ+λ)
+
∑
n∈Z
fˆ [jn]⊗ eˆ[jn]
1− e2πi(nτ−λ)
+ c⊗ d.
satisfies the equation
[rλ,12, rλ,13] + [rλ,12, rλ,23] + [rλ,13, rλ,23] =
= h1
∂
∂λ
rλ,23 − h2
∂
∂λ
rλ,13 + h3
∂
∂λ
rλ,12 − c1
∂
∂τ
rλ,23 + c2
∂
∂τ
rλ,13 − c3
∂
∂τ
rλ,12.
The relations between the universal matrix rλ and L-operators of the algebra uτ(ŝl2)
are the same as for the algebra eτ (ŝl2) with a proper modification of the evaluation rep-
resentation Πu : uτ (ŝl2) → EndVu, Vu = C
2 ⊗K defined by the same formulas (3.45) as
above for s ∈ K.
The bialgebra structure of uτ (ŝl2) is defined in analogous way as for the algebra eτ (ŝl2)
and can be presented in the form
δL+λ (u) = −[L
+
λ,1(u),L
+
λ,2(u)] +H
∂
∂λ
rλ − h ∧
∂
∂λ
L+λ (u) + c ∧
∂
∂τ
L+λ (u) ,
δL−λ (u) = −[L
−
λ,1(u),L
−
λ,2(u)] +H
∂
∂λ
rλ − h ∧
∂
∂λ
L−λ (u)− c ∧
( ∂
∂u
−
∂
∂τ
)
L−λ (u) .
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Abstract
This is a continuation of the previous paper [S2I]. We describe different degenerations of
the classical elliptic algebras. They yield different versions of rational and trigonometric
current algebras. We also review the averaging method of Faddeev-Reshetikhin, which
allows to restore elliptic algebras from the trigonometric ones.
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1 Introduction
We continue the investigation of the classical current algebras (algebras which can be
described by a collection of currents) related to the classical r-matrices and which are
quasi-classical limits of SOS-type quantized elliptic current algebras. The latter were in-
troduced by Felder [F1]. We describe shortly the results of the previous paper [S2I].
Let K be a function algebra on a one-dimensional complex manifold Σ with a point-wise
multiplication and a continuous invariant (non-degenerate) scalar product 〈·, ·〉 : K×K→
C. We shall call the pair (K, 〈·, ·〉) a test function algebra. The non-degeneracy of the scalar
product implies that the algebra K can be extended to a space K′ of linear continuous
functionals on K. We use the notation 〈a(u), s(u)〉 or 〈a(u), s(u)〉u for the action of the
distribution a(u) ∈ K′ on a test function s(u) ∈ K. Let {ǫi(u)} and {ǫi(u)} be dual bases
of K. A typical example of the element from K′ is the series δ(u, z) =
∑
i ǫ
i(u)ǫi(z). This
is a delta-function distribution on K because it satisfies 〈δ(u, z), s(u)〉u = s(z) for any test
function s(u) ∈ K.
Consider an infinite-dimensional complex Lie algebra g and an operator xˆ : K→ g. The
expression x(u) =
∑
i ǫ
i(u)xˆ[ǫi] does not depend on a choice of dual bases in K and is called
a current corresponding to the operator xˆ (xˆ[ǫi] means an action of xˆ on ǫi). We should
interpret the current x(u) as a g-valued distribution such that 〈x(u), s(u)〉 = xˆ[s]. That
is the current x(u) can be regarded as a kernel of the operator xˆ and the latter formula
gives its invariant definition.
To describe different bialgebra structures in the current algebras we have to decompose
the currents in these algebras into difference of the currents which have good analytical
properties in certain domains: x(u) = x+(u) − x−(u). The g-valued distributions x+(u),
x−(u) are called half-currents. To perform such a decomposition we will use so-called Green
distributions [ER1]. Let Ω+,Ω− ⊂ Σ × Σ be two domain separated by a hypersurface
∆¯ ⊂ Σ × Σ which contains the diagonal ∆ = {(u, u) | u ∈ Σ} ⊂ ∆¯. Let there exist
distributions G+(u, z) and G−(u, z) regular in Ω+ and Ω− respectively such that δ(u, z) =
G+(u, z) − G−(u, z). To define half-currents corresponding to these Green distributions
we decompose them as G+(u, z) =
∑
i α
+
i (u)β
+
i (z) and G
−(u, z) =
∑
i α
−
i (u)β
−
i (z). Then
the half-currents are defined as x+(u) =
∑
i α
+
i (u)xˆ[β
+
i ] and x
−(u) =
∑
i α
−
i (u)xˆ[β
−
i ].
This definition does not depend on a choice of decompositions of the Green distributions.
The half-currents are currents corresponding to the operators xˆ± = ± xˆ · P±, where
P±[s](z) = ±〈G±(u, z), s(u)〉, s ∈ K. One can express the half-currents through the
current x(u), which we shall call a total current in contrast with the half ones:
x+(u) = 〈G+(u, z)x(z)〉z , x
−(u) = 〈G−(u, z)x(z)〉z. (1.1)
Here 〈a(z)〉z ≡ 〈a(z), 1〉z.
When Σ is a covering of an elliptic curve we showed in [S2I] that:
• there are two essentially different choices of the test function algebras K in this case
corresponding to the different covering Σ;
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• the same quasi-doubly periodic meromorphic functions regularized with respect to
the different test function algebras define the different quasi-Lie bialgebra structures
and, therefore, the different classical elliptic current algebras;
• the internal structure of these two elliptic algebras is essentially different in spite of
a similarity in the commutation relations between their half-currents.
Let τ ∈ C, Im τ > 0 be a module of the elliptic curve C/Γ, where Γ = Z + τZ is a
period lattice. The odd theta function θ(u) = −θ(−u) is defined as a holomorphic function
on C with the properties
θ(u+ 1) = −θ(u), θ(u+ τ) = −e−2πiu−πiτθ(u), θ′(0) = 1. (1.2)
The first choice of the test function algebra corresponds to K = K0, where K0 consists
of complex-valued one-variable functions defined in a vicinity of origin (see details in
Appendix A) equipped with the scalar product (A.1). These functions can be extended
up to meromorphic functions on the covering Σ = C. The regularization domain Ω+,
Ω− for Green distributions in this case consist of the pairs (u, z) such that max(1, |τ |) >
|u| > |z| > 0 and 0 < |u| < |z| < max(1, |τ |) respectively, where τ is an elliptic module,
and ∆¯ = {(u, z) | |u| = |z|}. We denote the corresponding elliptic Green distributions as
G±λ (u, z) and G(u, z) and their action on a test function s(u) is defined as
〈G±λ (u, z), s(u)〉u =
∮
|u|>|z|
|u|<|z|
du
2πi
θ(u− z + λ)
θ(u− z)θ(λ)
s(u) , (1.3)
〈G(u, z), s(u)〉u =
∮
|u|>|z|
du
2πi
θ′(u− z)
θ(u− z)
s(u) , (1.4)
where integrations are taken over circles around zero which are small enough such that
the corresponding inequality takes place. The Green distributions are examples of the
‘shifted’ distributions (see Appendix A) satisfying
G+λ (u, z)−G
−
λ (u, z) = δ(u, z) , G(u, z) +G(z, u) = δ(u, z) . (1.5)
The oddness of function θ(u) leads to the following connection between the λ-depending
Green distributions: G+λ (u, z) = −G
−
−λ(z, u).
The second choice of the test function algebra corresponds to K = K = K(Cyl). The
algebra K consists of entire periodic functions s(u) = s(u+1) on C decaying exponentially
at Im u → ±∞ equipped with an invariant scalar product (A.4). This functions can be
regarded as functions on cylinder Σ = Cyl (see Appendix A). The regularization domain
Ω+, Ω− for Green distributions consist of the pairs (u, z) such that − Im τ < Im(u−z) < 0
and 0 < Im(u − z) < Im τ respectively and ∆¯ = {(u, z) | Im u = Im z}. We denote the
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corresponding distributions as G±λ (u− z) and G(u− z) and their action on the space K is
given by the formulas
〈G±λ (u− z), s(u)〉u =
∫
− Im τ<Im(u−z)<0
0<Im(u−z)<Im τ
du
2πi
θ(u− z + λ)
θ(u− z)θ(λ)
s(u), (1.6)
〈G(u− z), s(u)〉u =
∫
− Im τ<Im(u−z)<0
du
2πi
θ′(u− z)
θ(u− z)
s(u), (1.7)
where the integration goes over the line segments of unit length (cycles of cylinder) such
that the corresponding inequality takes place. The role of dual bases in the algebra K
is played by {jn(u) = e
2πinu}n∈Z and {j
n(u) = 2πie−2πinu}n∈Z (see Appendix A), a de-
composition to these bases is the usual Fourier expansion. The Fourier expansions for the
Green distributions are
G±λ (u− z) = ±2πi
∑
n∈Z
e−2πin(u−z)
1− e±2πi(nτ−λ)
, G(u− z) = πi+ 2πi
∑
n 6=0
e−2πin(u−z)
1− e2πinτ
. (1.8)
These expansions are in according with formulae
G+λ (u− z)− G
−
λ (u− z) = δ(u− z), G(u− z) + G(z − u) = δ(u− z),
where δ(u− z) is a delta-function on K, given by the expansion (A.5).
Using these two types of distributions we define in [S2I] two different quasi-Lie bial-
gebras eτ (ŝl2) and uτ (ŝl2), which are classical limits of quasi-Hopf algebras Eτ,η [EF] and
Up,q(sˆl2) [K98] respectively. The algebraic and coalgebraic structures of these quasi-Lie
bialgebras were described in terms of L-operators and classical r-matrices. In case of the
algebra eτ (ŝl2) these objects are
L±λ (u) =
(
1
2
h±(u) f±λ (u)
e±λ (u) −
1
2
h±(u)
)
, (1.9)
(1.10)
r+λ (u, v) =

1
2
G(u, v) 0 0 0
0 −1
2
G(u, v) G+−λ(u, v) 0
0 G+λ (u, v) −
1
2
G(u, v) 0
0 0 0 1
2
G(u, v)
 (1.11)
and can be obtained from the corresponding classical universal r-matrix using evaluation
map. We denote the same objects in case of the algebra uτ (ŝl2) as L
±
λ (u) and r-matrix
r+λ (u−v) with distributions G(u, v) and G
±
λ (u, v) replaced everywhere by the distributions
G(u, v) and G±λ (u, v).
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In Section 2 we describe different degenerations of the classical elliptic current algebras
eτ (ŝl2) and uτ(ŝl2) in terms of degenerations of Green distributions entering the r-matrix.
The degenerate Green functions define the rLL-relations, the bialgebra structure and the
analytic structure of half-currents. We do not write out explicitly the bialgebra structure
related to the half-currents of the second classical elliptic algebra: it can be reconstructed
along the lines of the paper [S2I].
We discuss the inverse problem in Section 3. A way to present the trigonometric and
elliptic solutions of a Classical Yang-Baxter Equation (CYBE) by averaging of the rational
ones was introduced in [FR]. Faddeev and Reshetikhin applied the averaging method to
a description of corresponding algebras. Here, we only represent the elliptic r-matrix
r+λ (u− v) and the trigonometric r-matrix r
(c)+(u− v) as an average of the trigonometric
r-matrix r(b)+(u−v) and the rational r-matrix r(a)+(u−v) respectively, for some domains
of parameters.
Finally, in the Appendix, we have collected technical and ”folklore” definitions, results
concerning the test and distribution algebras on Riemann surfaces. Although some of the
results can be extracted from standard textbooks [GelShil], [Vladim], we were not able to
find them in the literature in the form suited for our goals and we have decided to keep
them for the sake of completeness.
2 Degenerated classical elliptic algebras
We will describe a behavior of our algebras while one or both periods of the elliptic curve
become infinite. The corresponding ‘degenerated’ Green distributions, r-matrix and L-
operators give us a classical rational or a classical trigonometric ‘limit’ of corresponding
elliptic current algebras.
2.1 Degenerations of the quasi-Lie bialgebra eτ (ŝl2)
There are two different degenerations denoted (a) and (b) for eτ (ŝl2). (a) corresponds to
the case when both periods are infinite (ω →∞, ω′ →∞). This is a rational degeneration.
In the case (b) one of the periods is infinite (ω′ →∞) while another (ω) rests finite. This
is a case of trigonometric degeneration. A situation when ω → ∞ and ω′ is finite, is
equivalent to (b) due to the symmetry of integration contour and, therefore, we do not
consider it separately.
2.1.1. Case (a): ω → ∞, ω′ → ∞, (Im ω
′
ω
> 0). In order to turn to the lattice of
periods Γ = Zω + Zω′, with ω
′
ω
= τ , we need to re-scale the variables like u→ u
ω
. Let us
introduce the following notations for rational Green distributions
〈ϕ±(u, z), s(u)〉u =
∮
|u|>|z|
|u|<|z|
du
2πi
1
u− z
s(u).
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These distributions are degenerations of elliptic Green distributions:
1
ω
G
(u
ω
,
z
ω
)
→ ϕ+(u, z),
1
ω
G±λ
ω
(u
ω
,
z
ω
)
→
1
λ
+ ϕ±(u, z),
and the r-matrix tends to
r
(a)+
λ (u, v) = lim
ω,ω′→∞
1
ω
r+λ
ω
(u
ω
,
v
ω
)
=
=

1
2
ϕ+(u, v) 0 0 0
0 −1
2
ϕ+(u, v) − 1
λ
+ ϕ+(u, v) 0
0 1
λ
+ ϕ+(u, v) −1
2
ϕ+(u, v) 0
0 0 0 1
2
ϕ+(u, v)
 .
Actually the quasi-Lie bialgebras obtained as rational degenerations of eτ (ŝl2) for different
λ is related to each other by very simple twist. Therefore we shall consider only one value
of the parameter λ, namely we shall consider the limited value λ→∞. The r-matrix and
L-operators looks then as follows
L(a)±(u) = lim
λ→∞
lim
ω,ω′→∞
1
ω
L±λ
ω
(u
ω
)
=
(
1
2
h(a)±(u) f (a)±(u)
e(a)±(u) −1
2
h(a)±(u)
)
,
r(a)+(u, v) = lim
λ→∞
1
ω
r
(a)+
λ (u, v) =
=

1
2
ϕ+(u, v) 0 0 0
0 −1
2
ϕ+(u, v) ϕ+(u, v) 0
0 ϕ+(u, v) −1
2
ϕ+(u, v) 0
0 0 0 1
2
ϕ+(u, v)
 . (2.1)
Substituting u→ u
ω
, v → v
ω
, λ→ λ
ω
into commutation relations of the algebra eτ (ŝl2)
given by the formulas (3.38) and (3.39) of the paper [S2I], multiplying it by 1
ω2
and passing
to the limits we obtain
[L
(a),±
1 (u), L
(a)±
2 (v)] = [L
(a)±
1 (u) + L
(a)±
2 (v), r
(a)+(u, v)]. (2.2)
[L
(a)+
1 (u), L
(a)−
2 (v)] = [L
(a)+
1 (u) + L
(a)−
2 (v), r
(a)+(u, v)] + c ·
∂
∂u
r(a)+(u, v). (2.3)
The half-currents have decompositions
x(a)+(u) =
∑
n≥0
x(a)n u
−n−1, x(a)−(u) = −
∑
n<0
x(a)n u
−n−1,
where x
(a)
n = (x⊗ zn, 0, 0) for n ∈ Z, x ∈ {h, e, f}. This means that this algebra coincides
with a classical limit of the central extension of the Yangien double D̂Y (sl2) [Kh].
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2.1.2. Case (b): τ → i∞ (ω = 1, ω′ → ∞, τ = ω′/ω, Im τ > 0). In this case the
degenerations of elliptic Green distributions look as follows:
G(u, z)→ ψ+(u− z),
G±λ (u, z)→ π ctg πλ+ ψ
±(u, z),
where
〈ψ±(u, z), s(u)〉u =
∮
|u|>|z|
|u|<|z|
du
2πi
π ctg π(u− z)s(u).
By the same reason the degenerated algebras are isomorphic for different λ and we shall
consider this bialgebra only in the limit λ → −i∞. The r-matrix, L-operators and rLL-
relations in this case take the form
r(b)+(u, v) =

1
2
ψ+(u, v) 0 0 0
0 −1
2
ψ+(u, v) −πi+ ψ+(u, v) 0
0 πi+ ψ+(u, v) −1
2
ψ+(u, v) 0
0 0 0 1
2
ψ+(u, v)
 . (2.4)
L(b)±(u) = lim
λ→−i∞
lim
τ→i∞
L±λ (u) =
(
1
2
h(b)±(u) f (b)±(u)
e(b)±(u) −1
2
h(b)±(u)
)
,
[L
(b),±
1 (u), L
(b)±
2 (v)] = [L
(b)±
1 (u) + L
(b)±
2 (v), r
(b)+(u, v)],
[L
(b)+
1 (u), L
(b)−
2 (v)] = [L
(b)+
1 (u) + L
(b)−
2 (v), r
(b)+(u, v)] + c ·
∂
∂u
r(b)+(u, v)
The half-currents have the following decompositions
h(b)+(u) =
∑
n≥0
h(b)n
∂n
∂un
ctg πu, h(b)−(u) = −
∑
n≥0
h
(b)
−n−1u
n,
e(b)+(u) = ie
(b)
0 +
∑
n≥0
e(b)n
∂n
∂un
ctg πu, e(b)−(u) = ie
(b)
0 −
∑
n≥0
e
(b)
−n−1u
n,
f (b)+(u) = −if
(b)
0 +
∑
n≥0
f (b)n
∂n
∂un
ctg πu, f (b)−(u) = −if
(b)
0 −
∑
n≥0
f
(b)
−n−1u
n,
where x
(b)
n = (x⊗π
(−1)n
n!
zn, 0, 0), x
(b)
−n−1 = (x⊗π
(−1)n
n!
∂n
∂zn
ctg πz, 0, 0) for n ≥ 0, x ∈ sl2.
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2.2 Degeneration of the quasi-Lie bialgebra uτ(ŝl2)
In the case of algebra uτ(ŝl2) there are three cases of degenerations: (a), (b) and (c).
The rational degeneration (a) and trigonometric degeneration (b) are analogous to the
corresponding degenerations of eτ (ŝl2). Additionally there is one more trigonometric case
(c), when ω → ∞ and ω′ is finite. It is not equivalent to the case (b) because the
integration contour for uτ(ŝl2) is not symmetric in this case. In the cases (a) and (c) the
degeneration of elliptic Green distributions acts on another test function algebra Z. This
is an algebra of entire functions s(u) subjected to the inequalities |uns(u)| < Cne
p| Imu|,
n ∈ Z+, for some constants Cn, p > 0 depending on s(u) [GelShil]. The scalar product in
Z is 〈s(u), t(u)〉u =
∫ +∞
−∞
du
2πi
s(u)t(u). The distributions acting on K can be considered as
periodic distributions acting on Z.
2.2.1. Case (a): ω → ∞, ω′ → ∞, (Im ω
′
ω
> 0). The degenerating of the elliptic
Green distributions in this case reads as
1
ω
G
(u− z
ω
)
→
1
u− z − i0
= Φ+(u− z),
1
ω
G±λ
ω
(u− z
ω
)
→
u− z + λ
(u− z ∓ i0)λ
=
1
λ
+ Φ±(u− z),
where we introduced the rational Green distributions acting on the test function algebra
Z by formula
〈Φ±(u− z), s(u)〉 =
∫
Imu<Im z
Imu>Im z
du
2πi
1
u− z
s(u),
with infinite horizontal integration lines. They can be represented as integrals
Φ+(u− z) = 2πi
0∫
−∞
e2πik(u−z)dk = 2πi
+∞∫
0
e−2πik(u−z)dk,
Φ−(u− z) = −2πi
+∞∫
0
e2πik(u−z)dk = −2πi
0∫
−∞
e−2πik(u−z)dk,
These formulae are degenerations of the expansions (1.8).
As above all the algebras that are obtained from the limit ω, ω′ →∞ are isomorphic
for the different values of the parameter λ and it is sufficient to describe the limit case
λ =∞. The rLL-relations are the same as (2.2), (2.3)
[L
(a),±
1 (u),L
(a)±
2 (v)] = [L
(a)±
1 (u) + L
(a)±
2 (v), r
(a)+(u− v)],
[L
(a)+
1 (u),L
(a)−
2 (v)] = [L
(a)+
1 (u) + L
(a)−
2 (v), r
(a)+(u− v)] + c ·
∂
∂u
r(a)+(u− v)
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with similar r-matrix
r(a)+(u− v) = lim
λ→∞
lim
ω,ω′→∞
1
ω
r+λ
ω
(u− v
ω
)
=
=

1
2
Φ+(u− v) 0 0 0
0 −1
2
Φ+(u− v) Φ+(u− v) 0
0 Φ+(u− v) −1
2
Φ+(u− v) 0
0 0 0 1
2
Φ+(u− v)
 , (2.5)
but the entries of the L-matrix
L(a)±(u) = lim
λ→∞
lim
ω,ω′→∞
1
ω
L±λ
ω
(u
ω
)
=
(
1
2
h(a)±(u) f (a)±(u)
e(a)±(u) −1
2
h(a)±(u)
)
are decomposed to the integrals instead of the series:
x(a)+(u) =
+∞∫
0
x
(a)
k e
−2πikudk, x(a)−(u) = −
0∫
−∞
x
(a)
k e
−2πikudk, (2.6)
where x
(a)
k = (x⊗ 2πie
2πikz, 0, 0), x ∈ {h, e, f}. These half-currents form a quasi-classical
degeneration of the algebra A~(ŝl2) [KLP99]. The difference between algebras D̂Y (sl2)
and A~(ŝl2) is considered in details on the quantum level in this paper.
2.2.2. Case (b). τ → i∞, (ω = 1, ω′ → ∞, τ = ω′/ω, Im τ > 0). Taking the limit
τ → i∞ in the formula (1.8) we obtain
G(u− z)→ πi+ 2πi
∑
n>0
e−2πin(u−z) = ψ˜+(u− z),
G±λ (u− z)→ π ctg πλ− πi± 2πi
∑
n≥0
n<0
e−2πin(u−z) = π ctg πλ+ ψ˜±(u− z).
where
〈ψ˜±(u− z), s(u)〉 =
∫
Imu<Im z
Imu>Im z
du
2πi
π ctg π(u− z)s(u),
where s ∈ K and the integration is taken over a horizontal line segments with unit length.
In these notations the r-matrix (in the limit λ→ −i∞) can be written as
r(b)+(u− v) = lim
λ→−i∞
lim
τ→i∞
r+λ (u− v) =
=

1
2
ψ˜+(u− v) 0 0 0
0 −1
2
ψ˜+(u− v) −πi+ ψ˜+(u− v) 0
0 πi+ ψ˜+(u− v) −1
2
ψ˜+(u− v) 0
0 0 0 1
2
ψ˜+(u− v)
 . (2.7)
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Setting
L(b)±(u) = lim
λ→−i∞
lim
τ→i∞
L±λ (u) =
(
1
2
h(b)±(u) f (b)±(u)
e(b)±(u) −1
2
h(b)±(u)
)
.
one derives
[L
(b),±
1 (u),L
(b)±
2 (v)] =[L
(b)±
1 (u) + L
(b)±
2 (v), r
(b)+(u− v)],
[L
(b)+
1 (u),L
(b)−
2 (v)] =[L
(b)+
1 (u) + L
(b)−
2 (v), r
(b)+(u− v)] + c ·
∂
∂u
r(b)+(u− v),
which define some Lie algebra together with half-current decompositions
h(b)+(u) = −
1
2
h
(a)
0 +
∑
n≥0
h(a)n e
−2πinu, h(b)−(u) = −
1
2
h
(a)
0 −
∑
n<0
h(a)n e
−2πinu,
e(b)+(u) =
∑
n≥0
e(a)n e
−2πinu, e(b)−(u) = −
∑
n<0
e(a)n e
−2πinu,
f (b)+(u) =
∑
n>0
f (a)n e
−2πinu, f (b)−(u) = −
∑
n≤0
f (a)n e
−2πinu.
where x
(b)
k = (x ⊗ 2πie
2πinz, 0, 0), x ∈ {h, e, f}. This is exactly an affine Lie algebra ŝl2
with a bialgebra structure inherited from the quantum affine algebra Uq(ŝl2).
2.2.3. Case (c): ω =→ ∞, ω′ = τω = i
η
= const, (Re η > 0). Substituting u → u
ω
,
z → z
ω
to the expansion for G(u− z) we yield the following degeneration
1
ω
G
(u− z
ω
)
→ Ψ(u− z)
def
= 2πi
+∞
−
∫
−∞
e−2πik(u−z)dk
1− e−
2pik
η
. (2.8)
Here −
∫
means an integral in sense of principal value. The integral in the formula (2.8)
converges in the domain Re η−1 < Im(u− z) < 0 and is equal to πη cth πη(u− z) in this
domain. It means that the distribution Ψ(u − z) defined by formula (2.8) acts on Z as
follows
〈Ψ(u− z), s(u)〉 =
∫
−Re η−1<Im(u−z)<0
du
2πi
πη cth πη(u− z)s(u). (2.9)
The degeneration of Green distributions parametrized by λ can be performed in dif-
ferent ways. We can consider a more general substitution λ → µ + λ
ω
instead of λ → λ
ω
used above. Substituting u → u
ω
, z → z
ω
, λ → µ + λ
ω
to the formula (1.8) and taking the
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limits ω →∞ and λ→∞ we obtain
1
ω
G+
µ+ λ
ω
(u− z
ω
)
→ 2πi
∞∫
−∞
e−2πik(u−z)dk
1− e−
2pik
η
−2πiµ
, (2.10)
1
ω
G−
µ+ λ
ω
(u− z
ω
)
→ 2πi
∞∫
−∞
e−2πik(u−z)dk
e
2pik
η
+2πiµ − 1
. (2.11)
Left hand sides of (2.10) and (2.11) as well as right hand sides are invariant under µ →
µ+ 1, but the right hand side is not holomorphic with respect to µ because of integrand
poles. The complex plane split up to the following analyticity zones Im η Imµ
Re η
+n < Reµ <
Im η Imµ
Re η
+ n + 1, n ∈ Z, and due to periodicity with respect to µ one can consider only
one of these zones.
Integrals in the formulae (2.10) and (2.11) converge in the domain Re η−1 < Im(u −
z) < 0 and 0 < Im(u − z) < Re η−1 respectively and they can be calculated like the
integral in (2.8) for the chosen zone. Denote by Ψ+µ (u − z) and Ψ
−
µ (u − z) the analytic
continuation with respect to µ of the right hand sides of (2.10) and (2.11) respectively
from the zone
Im η Imµ
Re η
< Reµ <
Im η Imµ
Re η
+ 1. (2.12)
Thus, this degeneration of Green distributions can be rewritten as
lim
ω→∞
G±
µ+ λ
ω
(u− z
ω
)
= Ψ±µ (u− z),
〈Ψ±µ (u− z), s(u)〉 =
∫
−Re η−1<Im(u−z)<0
0<Im(u−z)<Re η−1
du
2πi
2πη
e−2πηµ(u−z)
1− e−2πη(u−z)
s(u) , (2.13)
where s ∈ Z and the integrals are taken over the horizontal lines.
For the values Reµ = Im η Imµ
Re η
+ n, n ∈ Z, integrands in (2.10), (2.11) have a pole on
the real axis and the distributions Ψ+µ (u− z) and Ψ
−
µ (u− z) regularize these integrals as
analytical continuation (see [GelShil]). The r-matrix obtained by another regularization
does not satisfy the CYBE.
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The degeneration of r-matrix is 1
r(c)+(u− v) = lim
λ→∞
lim
ω→∞
1
ω
r+
µ+ λ
ω
(u− v
ω
)
=
=

1
2
Ψ(u− v) 0 0 0
0 −1
2
Ψ(u− v) −Ψ−µ (v − u) 0
0 Ψ+µ (u− v) −
1
2
Ψ(u− v) 0
0 0 0 1
2
Ψ(u− v)
 . (2.14)
The L-operators
L(c)±(u) = lim
λ→∞
lim
ω→∞
1
ω
L±
µ+ λ
ω
(u
ω
)
=
(
1
2
h(c)±(u) f (c)±(u)
e(c)±(u) −1
2
h(c)±(u)
)
.
with this r-matrix satisfy the dynamical rLL-relations
[L
(c)±
1 (u),L
(c)±
2 (v)] = [L
(c)±
1 (u) + L
(c)±
2 (v), r
(c)+(u− v)]− c · iη2
∂
∂η
r(c)+(u− v) ,
[L
(c)+
1 (u),L
(c)−
2 (v)] = [L
(c)+
1 (u) + L
(c)−
2 (v), r
(c)+(u− v)]+ (2.15)
+ c ·
(
∂
∂u
− iη2
∂
∂η
)
r(c)+(u− v) .
Decompositions of the half-current in this degeneration are
h(c)+(u) =
+∞
−
∫
−∞
h
(c)
k
e−2πikudk
1− e−
2pik
η
, h(c)−(u) =
+∞
−
∫
−∞
h
(c)
k
e−2πikudk
e
2pik
η − 1
,
e(c)+(u) =
+∞
−
∫
−∞
e
(c)
k
e−2πikudk
1− e−
2pik
η
−2πiµ
, e(c)−(u) =
+∞
−
∫
−∞
e
(c)
k
e−2πikudk
e
2pik
η
+2πiµ − 1
,
f (c)+(u) =
+∞
−
∫
−∞
f
(c)
k
e−2πikudk
1− e−
2pik
η
+2πiµ
, f (c)−(u) =
+∞
−
∫
−∞
f
(c)
k
e−2πikudk
e
2pik
η
−2πiµ − 1
,
where x
(a)
k = x ⊗ 2πie
2πikz, x ∈ {h, e, f}. We do not make explicit the dependence of
the parameter µ because, contrary to λ, it is not a dynamical parameter. We also omit
dependence on the parameter η which provides the dynamics over c just as we omitted
its analogue τ in the elliptic case. The case µ = 1
2
, Im η = 0 coincides with the quasi-
classical limit of the quantum current algebra A~,η(ŝl2) [KLP98, CKP]. This algebra was
investigated in [KLPST] in detail. Other degenerations (c) seem to be unknown, though
the matrices r(c)+(u) fit the Belavin-Drinfeld classification [BD].
1Let us remark that the degeneration of the entry r+(u − v)12,21 = G
+
−λ(u − v) in the zone (2.12) is
Ψ+1−µ(u− v), but is not Ψ
+
−µ(u− v) as one could expect, because of periodicity with respect to µ and the
fact that µ belongs to the zone (2.12) if and only if 1 − µ belongs to the zone (2.12). One can also use
the relations G+
−µ− λ
ω
(u−v
ω
) = −G−
µ+ λ
ω
(v−u
ω
) −→ −Ψ−µ (v − u) = Ψ
+
1−µ(u− v).
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3 Averaging of r-matrices
Now we will use the averaging method of Faddeev-Reshetikhin [FR] and will write down
trigonometric and elliptic r-matrices starting with a rational solution of the Classical
Yang-Baxter Equation. We show that the r-matrices satisfying to a Dynamical Classical
Yang-Baxter Equation can be also obtained by this method.
3.0.1. CYBE. A meromorphic a ⊗ a-valued function X(u) (in our case a = sl2) is
called solution of the CYBE if it satisfies the equation
[X12(u1 − u2), X13(u1 − u3)] + [X12(u1 − u2), X23(u2 − u3)]+
+ [X13(u1 − u3), X23(u2 − u3)] = 0. (3.1)
The r-matrices r(a)+(u− v), r(b)+(u− v), r(c)+(u− v) defined by formulae (2.5), (2.7) and
(2.14) satisfy CYBE (3.1), what follows from the fact that they are regularization of the
corresponding rational and trigonometric solutions of CYBE in the domain Im u < Im v.
Indeed, in order to check the equation (3.1) for these r-matrices it is sufficient to check it
in the domain Im u1 < Im u2 < Im u3. The regularization of the same first two solutions
of CYBE ((a) and (b) cases) but in domain |u| > |v| are r-matrices r(a)+(u − v) and
r(b)+(u−v) (formulae (2.4) and (2.4)) respectively. Hence they also satisfy (3.1), but where
Xij(ui − uj) replaced by Xij(ui, uj). The elliptic r-matrix r
+
λ (u − v) satisfies Dynamical
CYBE, but it can be also obtained by the averaging method.
3.0.2. Basis of averaging. As it was shown in [BD] each solution of CYBE X(u)
is a rational, trigonometric or elliptic (doubly periodic) function of u, the poles of X(u)
form a lattice R ⊂ C and there is a group homomorphism A : R → Aut g such that for
each γ ∈ R one has the relation X(u + γ) = (Aγ ⊗ id)X(u). Having a rational solution
X(u), for which R = {0}, and choosing an appropriate automorphisms A = Aγ0 we can
construct the trigonometric solution with R = γ0Z in the form∑
n∈Z
(An ⊗ id)X(u− nγ0). (3.2)
Applying the same procedure for a trigonometric solution withR = γ1Z, where γ1/γ0 6∈ R,
we obtain an elliptic (doubly periodic) solution of CYBE with R = γ1Z + γ0Z. The
convergence of series in the formula (3.2) should be understood in the principal value
sense (below we will detail it).
3.0.3. Quasi-doubly periodic case. The entries of elliptic r-matrix r+λ (u) – elliptic
Green distributions – are regularizations of quasi-doubly periodic functions. This is a
direct consequence of those fact that this r-matrix satisfies DynamicalCYBE and therefore
does not belong to the Belavin-Drinfeld classification [BD]. Nevertheless, these functions
have the elliptic type of the pole lattice R = Γ = Z + Zτ and one can expect that the
r-matrix r+λ (u) can be represent by formula (3.2) with γ0 = τ and X(u) replaced by
some trigonometric r-matrix with R = Z. To pass on from the averaging of meromorphic
functions to the averaging of distributions we should choose the proper regularization.
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Actually the regularization of this trigonometric r-matrix in this formula can depend on
n (see (3.7)). The r-matrices r(a)+(u, v), r(b)+(u, v), r+λ (u, v) can be also regarded as a
regularization of the same meromorphic sl2 ⊗ sl2-valued function, but they depend on u,
v in more general way than on the difference (u − v). This makes their averaging to be
more complicated. By this reason we shall not consider these matrices in this section.
3.0.4. Dynamical elliptic r-matrix as an averaging of r(b)±(u). To represent
the r-matrix r+λ (u) as an averaging of trigonometric matrix (2.7) we need the following
formulae
θ′(u)
θ(u)
= v.p.
∑
n∈Z
π ctg π(u− nτ) , (3.3)
θ(u+ λ)
θ(u)θ(λ)
=
θ′(λ)
θ(λ)
+ v.p.
∑
n∈Z
(
πe−2nπiλ ctg π(u− nτ) + (1− δn0)πe
−2nπiλ ctg πnτ
)
, (3.4)
where | Imλ| < Im τ , λ /∈ Z and the symbol v.p. means convergence of the series in the
principal value sense:
v.p.
∑
n∈Z
xn = lim
N→∞
N∑
n=−N
xn .
The Fourier expansion of the function θ
′(λ)
θ(λ)
has the form (1.8) (with (u − z) replaced by
λ) in the domain − Im τ < Imλ < 0. Substituting this expansion to the right hand side
of (3.4) one yields
θ(u+ λ)
θ(u)θ(λ)
= v.p.
∑
n∈Z
πe−2nπiλ
(
ctg π(u− nτ) + i
)
, (3.5)
θ(u− λ)
θ(u)θ(−λ)
= v.p.
∑
n∈Z
πe2nπiλ
(
ctg π(u− nτ)− i
)
. (3.6)
The formula (3.6) is obtained from (3.5) by replacing u → −u, n → −n, hence both
formulae are valid in the domain − Im τ < Imλ < 0. Let us choose an automorphism
A = Aτ as follows
A : h 7→ h, A : e 7→ e2πiλe, A : f 7→ e−2πiλf,
and define ϑn = + for n ≥ 0 and ϑn = − for n < 0. Then the formulae (3.3), (3.5), (3.6)
imply
r+λ (u) = v.p.
∑
n∈Z
(An ⊗ id)r(b),ϑn(u− τn) , (3.7)
where − Im τ < Imλ < 0 and r(b),−(u) defined by formula (2.7) with ψ˜+(u) replaced by
ψ˜−(u). Let us notice that r-matrix r+λ (u) and r
(b)±(u) act as distributions on the same
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space K and hence belong to the same space. Thus we do not have any problem with
interpretation of the averaging formula in sense of distributions.
3.0.5. The matrix r(c)+(u) as an averaging of r(a)±(u). We restrict our attention
to the case Im η Imµ
Re η
≤ Reµ < Im η Imµ
Re η
+1. In this case Green distributions Ψ+µ (u), Ψ
−
µ (−u),
Ψ(u) entering into the r-matrix r(c)+(u) are defined by (2.9), (2.13). One has the formula
2πη
e2πηµu
e2πηu − 1
= v.p.
∑
n∈Z
e2πiµn
u− iη−1n
.
Replacing u→ −u, n→ −n in both sides one yields
2πη
e−2πηµu
1− e−2πηu
= v.p.
∑
n∈Z
e−2πiµn
u− iη−1n
.
Let us choose the automorphism A = Aiη−1 in the form
A : H 7→ H, A : E 7→ e2πiµE, A : F 7→ e−2πiµF .
Then the formulae imply the averaging r-matrix
r(c)+(u) =
∑
n∈Z
(An ⊗ id)r(a),ϑn(u− iη−1n) ,
where Im η Imµ
Re η
≤ Reµ < Im η Imµ
Re η
+ 1 and r(a),−(u) is defined by formula (2.5) with Φ+(u)
substituted by Φ−(u). These obtained averaged r-matrices r(c)+(u) and r(a)±(u) act also
on the same space – on the algebra Z from 4.2.
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Appendix
A Test function algebras K0 and K = K(Cyl)
A.0.1. Test function algebra K0. Let K0 be a set of complex-valued meromorphic
functions defined in some vicinity of origin which have an only pole in the origin. If s1(u)
and s2(u) are two such functions with domains U1 and U2 then their sum s1(u) + s2(u)
and their product s1(u) × s2(u) are also functions of this type which are defined in the
intersection U1 ∩ U2. Moreover if s(u) is a function from K0 which is not identically zero
then there exists a neighborhood U of the origin such that the domain U\{0} does not
contain zeros of function s(u) and, therefore, the function
1
s(u)
is a function from K0
with the domain U . This means that the set K0 can be endowed with a structure of a
function field. We shall consider K0 as an associative unital algebra over C equipped with
the invariant scalar product
〈s1(u), s2(u)〉 =
∮
C0
du
2πi
s1(u)s2(u), (A.1)
where C0 is a contour encircling zero and belonging in the intersection of domains of
functions s1(u), s2(u), such that the scalar product is a residue in zero. We consider the
algebra K0 as an algebra of test functions. A convergence in K0 is defined as follows: a
sequence of functions {sn(u)} converges to zero if there exists a number N such that all the
function zNsn(u) are regular in origin and all the coefficients in their Laurent expansion
tend to zero. One can consider (instead of the algebra K0 defined in this way one) the
completion K0 = C[u
−1][[u]]. Linear continuous functionals on K0 are called distributions
and form the space K′0 (which coincide with K
′
0). The scalar product (A.1) being continues
defines a continuous injection K0 → K
′
0. We use the notation 〈a(u), s(u)〉 for the action
of a distribution a(u) on a test function s(u) and also the notation 〈a(u)〉u = 〈a(u), 1〉,
where 1 is a function which identically equals to the unit.
One can define a ’rescaling’ of a test function s(u) as a function s
(
u
α
)
, where α ∈ C,
and therefore a ’rescaling’ of distributions by the formula 〈a(u
α
)
, s(u)〉 = 〈a(u), s(αu)〉. On
the contrary, we are unable to define a ’shift’ of test functions by a standard rule, because
the operator s(u) 7→ s(u+ z) is not a continuous one 2. Nevertheless we use distributions
’shifted’ in some sense. Namely, we say that a two-variable distribution a(u, z) (a linear
continuous functional a : K0 ⊗ K0 → C) is ’shifted’ if it possesses the properties: (i) for
any s ∈ K0 the functions s1(z) = 〈a(u, z), s(u)〉u and s2(u) = 〈a(u, z), s(z)〉z belong to K0;
(ii) ∂
∂u
a(u, z) = − ∂
∂z
a(u, z). Here the subscripts u and z mean the corresponding partial
action, for instance, 〈a(u, z), s(u, z)〉u is a distribution acting on K0 by the formula〈
〈a(u, z), s(u, z)〉u, t(z)
〉
= 〈a(u, z), s(u, z)t(z)〉.
2Consider, for example, the sum sN (u) =
∑N
n=0(
u
α
)n. For each z there exist α such that the sum
sN (u+ z) diverges, when N →∞.
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The condition (ii) means the equality 〈a(u, z), s′(u)t(z)〉 = −〈a(u, z), s(u)t′(z)〉. The con-
dition (i) implies that for any s ∈ K0 ⊗K0 the expression
〈a(u, z), s(u, z)〉u =
∑
i
〈a(u, z), pi(u)〉uqi(z), (A.2)
where s(u, z) =
∑
i pi(u)qi(z), belongs to K0 (as a function of z).
A.0.2. Semidirect product. Now we are able to define a semidirect product of two
’shifted’ distributions a(u, z) and b(v, z) as a linear continuous functional a(u, z)b(v, z)
acting on s ∈ K0 ⊗K0 ⊗K0 by the rule
〈a(u, z)b(v, z), s(u, v, z)〉 =
〈
a(u, z), 〈b(v, z), s(u, v, z)〉v
〉
u,z
.
The ’shifted’ distribution a(u, z) acting on K0⊗K0 can be defined by one of its partial
actions on the function of one variable. For instance, if the partial action of the type
〈a(u, v), s(u)〉u is defined for any test function s(u) then one can calculate the left hand
side of (A.2) and, then, obtain the total action of a(u, z) on the test function s(u, z). This
means that a ’shifted’ distribution (more generally, a distribution satisfying condition (i))
define a continuous operator on K0.
The main example of a ’shifted’ distribution is a delta-function δ(u, z) defined by one
of the formulae
〈δ(u, z), s(u)〉u = s(z), 〈δ(u, z), s(z)〉z = s(u), 〈δ(u, z), s(u, z)〉u,z = 〈s(z, z)〉z.
It is symmetric: δ(u, z) = δ(z, u) and one can show that any ’shifted’ distribution a(u, v)
satisfies
a(u, v)δ(u, z) = a(z, v)δ(u, z). (A.3)
The distribution δ(u, z) defines an identical operator on K0.
A.0.3. Test function algebra K. We define the algebra K as an algebra of entire
functions on C subjected to the periodicity condition s(u+1) = s(u) and to the condition
|s(u)| ≤ Cep| Imu|, where the constants C, p > 0 depend on the function s(u). The peri-
odicity of these functions means that they can be considered as functions on the cylinder
Cyl = C/Z: K = K(Cyl). We equip the algebra K with an invariant scalar product
〈s(u), t(u)〉 =
1
2
+α∫
− 1
2
+α
du
2πi
s(u)t(u), s, t ∈ K, (A.4)
which does not depend on a choice of the complex number α ∈ C. A convergence in K is
given as follows: a sequence {sn} ⊂ K tends to zero if there exist such constants C, p > 0
that |sn(u)| ≤ Ce
p| Imu| and for all u ∈ C the sequence sn(u)→ 0. In particular, if sn → 0
then the functions sn(u) tends uniformly to zero. Therefore, the scalar product (A.4)
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is continuous with respect to this topology and it defines a continuous embedding of
K = K(Cyl) to the space of distributions K ′ = K ′(Cyl).
Each function s ∈ K can be restricted to the line segment [−1
2
+α; 1
2
+α], be expanded
in this line segment to a Fourier series and, then, this expansion can be uniquely extend
to all the C by the analyticity principle. It means that {jn(u) = e
2πinu}n∈Z is a basis of
K and {jn(u) = 2πie−2πinu}n∈Z is its dual one with respect to the scalar product (A.4).
The functions belonging to the space K can be correctly shifted because for all z ∈
C the operator Tz : s(u) 7→ s(u + z) is continuous and maps a periodic function to a
periodic one. Hence we can define sifted distributions in the usual way: 〈a(u− z), s(u)〉 =
= 〈a(u), s(u + z)〉. Thereby defined shifted distributions a(u − z) can be considered as
two-variable distributions with properties (i) and (ii) as well as distributions depending
of one of variables as of an argument and of another as of a parameter. For example
the distribution δ(u) ∈ K ′ defined by the formula 〈δ(u), s(u)〉 = s(0) can be shifted by
variable z and consider as a distribution of variables u and z. This shifted distribution is
called delta-function. Their Fourier expansion looks as follows
δ(u− z) =
∑
n∈Z
jn(u)jn(z) = 2πi
∑
n∈Z
e−2πin(u−z). (A.5)
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Abstract
We generalized a recent observation [KhP] that the partition function of the 6-vertex
model with domain wall boundary conditions can be obtained from a calculation of pro-
jections of the product of total currents in the quantum affine algebra Uq(ŝl2) in its current
realization. A generalization is done for the elliptic current algebra [EF, ER1]. The pro-
jections of the product of total currents in this case are calculated explicitly and are
presented as integral transforms of a product of the total currents. It is proved that the
integral kernel of this transform is proportional to the partition function of the SOS model
with domain wall boundary conditions.
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1 Introduction
The main aim of this paper is to apply the elliptic current projection method to calculate
the universal elliptic weight functions. The projections of currents first appeared in the
works of B.Enriquez and second author [ER2], [ER3]. This was a method to construct a
higher genus analog of quantum groups in terms of Drinfeld currents [D88]. The current
(or “new”) realization supplies the quantum affine algebra with another co-product (the
“Drinfeld” co-product). The standard and Drinfeld co-products are related by a “twist”
(see [ER2]). The quantum algebra is decomposed (in two different ways) in a product
of two “Borel subalgebras”. We can consider ( for each subalgebra) its intersection with
two another Borel subalgebras and express it as their product. Thus we obtain to each
subalgebra a pair of projection operators from the subalgebra to each of these intersec-
tions. The above-mentioned twist is defined by a Hopf pairing of the subalgebras and the
projection operators (see Sect.4 where we remind an elliptic version of this construction).
Further, S.Khoroshkin and first author have applied this method for a factorization
of the universal R-matrix [DKhP] in the quantum affine algebras and to obtain a uni-
versal weight functions [KhP, EKhP] for arbitrary quantum affine algebra. The weight
functions play a fundamental role in the theory of deformed Knizhnik-Zamolodchikov and
Knizhnik-Zamolodchikov-Bernard equations. In particular, in the case of Uq(ĝln), acting
by the projections of Drinfeld currents on the highest weight vectors of irreducible finite-
dimensional representations, one obtains exactly the (trigonometric) weight functions or
off-shell Bethe vectors. In the canonical nested Bethe ansatz these objects are defined
implicitly by the recursive relations. Calculations of the projections are an effective way
to resolve the hierarchical relations of the nested Bethe ansatz.
It was observed in [KhP] that the projections for the algebra Uq(ŝl2) can be presented
as an integral transform and the integral kernel of this transform is proportional to the
partition function of the finite 6-vertex model with domain wall boundary conditions
(DWBC) [KhP]. Here we prove that the elliptic projections described in [EF] can help to
derive the partition function for the elliptic models. It was shown in this paper that the
calculation of the projections in the current elliptic algebra [EF, ER1] yields the partition
function of the Solid-On-Solid (SOS) model with domain wall boundary conditions.
In [Kor] Korepin derived recurrent relations for the partition function for the finite
6-vertex model with domain wall boundary conditions. Further Izergin used them to find
the expression for the partition function in a determinant form [I87]. The integral kernel
of projections satisfies the same recursive relations and gives another formula for the
partition function.
The problem of generalization of the Izergin’s determinant formula to the elliptic case
was extensively discussed in the last two decades. One can prove that the statistical sum
of the SOS model with DWBC cannot be presented in the form of the single determinant.
When this paper was prepared H. Rosengren [Ros] has shown that this statistical sum for
n×n lattice can be written as a sum of 2n determinant generalizing the Izergin’s determi-
nant formula. His approach relates to some (dynamical) generalization of Alternating-Sign
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Matrices and goes along with the famous Kuperberg combinatorial demonstration [Kup].
We expect that the projection method gives a universal form of the elliptic weight
function [TV] as it does in the case of the quantum affine algebras [KhPT]. When this
universal weight function is presented as an integral transform of the product of the
elliptic currents we show that the integral kernel of this transform gives an expression of
the partition function for the SOS model. In one hand we generalize Korepin’s recurrent
relations and in other hand we generalize the method proposed in [KhP] for calculating
the projections to the elliptic case. We check that the integral kernel extracted from the
universal weight function and multiplied by certain factor satisfies the obtained recurrent
relations, which uniquely define the partition function for SOS model with DWBC. Our
formula given by the projection method coincides with the Rosengren’s one.
An interesting open problem which still deserves more extensive studies is a relation of
the projection method with Elliptic Sklyanin-Odesskii-Feigin algebras. It was observed in
the pioneering paper [ER1] that the half of elliptic current generators satisfies the commu-
tation relations of W -elliptic algebras of Feigin. Another intriguing relation was observed
in [FO]: a certain subalgebra in the “λ-generalization” of Sklyanin algebra (a graded al-
gebra of meromorphic functions with “λ-twisted” (anti)symmetrization product) satisfies
the Felder R-matrix quadratic relations [FVT]. The latter paper gives a description of
the elliptic Bethe eigenvectors or the elliptic weight functions. This is a strong indication
that the projection method should be considered and interpreted in the framework of
(generalized) Sklyanin-Odesskii-Feigin algebras. We hope to discuss it elsewhere.
The main results of the paper were reported in 7-th International Workshop “Su-
persymmetry and Quantum Symmetry” in JINR, Dubna (Russia), July 30 - August 4,
2007.
The paper is organized as follows. In section 2 we briefly review the finite 6-vertex
model with DWBC and present the formulae for the partition function: the Izergin’s
determinant formula and the formula obtained by the projection method. Section 3 is
devoted to the SOS model with DWBC. We introduce the model without great details and
pose a problem how to calculate the partition function of this model. We obtain analytical
properties of the partition function and prove that they allow to reconstruct the partition
function exactly. In section 4 we introduce the projections in terms of the currents for
the elliptic algebra following [EF]. We generalize the method proposed in [KhP] to our
case to obtain the integral representation of the projections of product of currents. Then,
using a Hopf pairing we extract the integral kernel and check that it satisfies all necessary
analytical properties of the partition function of the SOS model with DWBC. In section 5
we investigate trigonometric degeneration of the elliptic model and the partition function
with DWBC. We arrive to the 6-vertex model case by two steps. The model obtained
after the first step is a trigonometric SOS model. Then we show that the degeneration of
the expression derived in the section 4 coincides with known expression for the 6-vertex
model partition function with DWBC. An appendix contains the necessary information
on the properties of the elliptic polynomials.
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2 Partition function of the finite 6-vertex model
Let us consider a statistical system on a n×n square lattice, where the columns and rows
are enumerated from 1 to n from right to left and upward respectively. This is a 6-vertex
model where vertices on the lattice are associated with Boltzmann weights which depend
on the configuration of the arrows around a given vertex. Six possible configurations
are shown in the Fig. 1 and weights are functions of two spectral parameters z, w and
anisotropy parameters q:
a(z, w) = qz − q−1w, b(z, w) = z − w, (2.1)
c(z, w) = (q − q−1)z, c¯(z, w) = (q − q−1)w. (2.2)
a(z, w)
a(z, w)
+
+ +
+
✛ ✛
❄
❄
b(z, w)
b(z, w)
+
−−
+
✲✲
❄
❄
c(z, w)
c¯(z, w)
−
+−
+
✛✲
✻
❄
−
− −
−
✲✲
✻
✻
−
++
−
✛ ✛
✻
✻
+
−+
−
✲✛
✻
❄
Figure 1: Graphical presentation of the Boltzmann weights.
Let us associate the sign ‘+’ to the upward and left directed arrows, while the sign
‘−’ is associated to the downward and right directed arrows as shown in the Fig. 1. The
Boltzmann weights (2.1) are gathered in the matrix
R(z, w) =

a(z, w) 0 0 0
0 b(z, w) c¯(z, w) 0
0 c(z, w) b(z, w) 0
0 0 0 a(z, w)
 (2.3)
acting in the space C2 ⊗ C2 with the basis eα ⊗ eβ, α, β = ±. The entry R(z, w)
αβ
γδ ,
α, β, γ, δ = ± coincides with the Boltzmann weight corresponding to the Fig. 2:
Different repartitions of the arrows on the edges form different configurations {C}. A
Boltzmann weight of the lattice is a product of the Boltzmann weights in each vertex. We
define the partition function of the model summing the Boltzmann weights of the lattice
over all possible configurations subjected to some boundary conditions:
Z({z}, {w}) =
∑
{C}
n∏
i,j=1
R(zi, wj)
αijβij
γijδij
. (2.4)
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α
δ β
γ
Figure 2: The Boltzmann weight R(z, w)αβγδ .
Here αij, βij, γij, δij are corresponding signs around (i, j)-th vertex. We consider an
inhomogeneous model when the Boltzmann weights depend on the column via the variable
zi and on the row via the variable wj (see Fig. 3).
We choose so-called domain wall boundary conditions (DWBC) that fix the boundary
arrows (signs) like it shown in the Fig. 3. In other words, the arrows are entering on the
left and right boundaries and leaving on the lower and upper ones.
In [I87], A.G. Izergin has found a determinant presentation for the partition function
of the lattice with DWBC
Z({z}, {w}) = (q − q−1)n
n∏
m=1
wm×
×
n∏
i,j=1
(zi − wj)(qzi − q
−1wj)∏
n≥i>j≥1
(zi − zj)(wj − wi)
det
∣∣∣∣∣∣∣∣ 1(zi − wj)(qzi − q−1wj)
∣∣∣∣∣∣∣∣
i,j=1,...,n
. (2.5)
The Izergin’s idea was to use a symmetry of the polynomial (2.4) and Korepin’s recurrent
relations for the quantity Z({z}, {w}) to observe that these recurrent relations allow to
reconstruct Z({z}, {w}) in unique way and that the same recurrent relations are valid for
the determinant formula (2.5).
On the other hand it was observed that the integral kernel of the projection of n
currents is a polynomial of the same degree and it satisfies the same Korepin’s recurrent
relations [KhP]. It means that this integral kernel coincides with the partition function
✲ ✛w4 + −
✲ ✛w3 + −
✲ ✛w2 + −
✲ ✛w1 + −
✻
❄
−
z4
+
✻
❄
−
z3
+
✻
❄
−
z2
+
✻
❄
−
z1
+
Figure 3: Inhomogeneous lattice with domain wall boundary conditions.
S.Pakuliak, V.Rubtsov, A. Silantyev SOS model partition function 5
n
. . .
j = 2
1
0
n . . . 2 1 0i =
Figure 4: The numeration of faces.
for n × n lattice. Moreover, the theory of projections gives another expression for the
partition function:
Z({z}, {w}) = (q − q−1)n
n∏
m=1
wm
∏
n≥i>j≥1
q−1wi − qwj
wi − wj
×
×
∑
σ∈Sn
∏
1≤i<j≤n
σ(i)>σ(j)
qwσ(i) − q
−1wσ(j)
q−1wσ(i) − qwσ(j)
∏
n≥i>k≥1
(qzi − q
−1wσ(k)
∏
1≤i<k≤n
(zi − wσ(k)), (2.6)
where Sn is a permutation group. Here the factor
qwσ(i)−q
−1wσ(j)
q−1wσ(i)−qwσ(j)
appears in the product if
the both conditions i < j and σ(i) > σ(j) are satisfied simultaneously.
3 Partition function for the SOS model
3.1 Description of the SOS model
The SOS model is a face model. We introduce it as usually in terms of heights, but
then represent it in terms of R-matrix formalism as in [FSch]. This language is more
convenient to generalize the results reviewed in the section 2 and to prove the symmetry
of the partition function.
Consider a square n×n lattice with the vertices enumerated by index i = 1, . . . , n like
in the previous case. It has (n+1)×(n+1) faces enumerated by pairs (i, j), i, j = 0, . . . , n
(see Fig. 4). To each face we put a complex number called height in such a way that the
differences of the heights corresponding to the neighbor faces are ±1. Let us denote by
dij the height corresponding to the face (i, j) placed to the up-left from the vertex (i, j).
Then the last condition can be written in the from |dij − di−1,j| = 1, for i = 1, . . . , n,
j = 0, . . . , n, and |dij − dij−1| = 1 for i = 0, . . . , n, j = 1, . . . , n. Each distribution of
heights dij (i, j = 0, . . . , n) subjected to these conditions and also to some boundary
conditions defines a configuration of the model. It means that the partition function of
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this model can be presented in the form
Z =
∑
C
n∏
i,j=1
Wij(di,j−1, di−1,j−1, di−1,j, dij), (3.1)
where Wij(di,j−1, di−1,j−1, di−1,j, dij) are Boltzmann weights of (i, j)-th vertex depending
on the configuration via connected heights as follows [DJKMO]
Wij(d+ 1, d+ 2, d+ 1, d) = a(ui − vj) = θ(ui − vj + ~), (3.2)
Wij(d− 1, d− 2, d− 1, d) = a(ui − vj) = θ(ui − vj + ~), (3.3)
Wij(d− 1, d, d+ 1, d) = b(ui − vj ; ~d) =
θ(ui − vj)θ(~d+ ~)
θ(~d)
, (3.4)
Wij(d+ 1, d, d− 1, d) = b¯(ui − vj ; ~d) =
θ(ui − vj)θ(~d− ~)
θ(~d)
, (3.5)
Wij(d− 1, d, d− 1, d) = c(ui − vj ; ~d) =
θ(ui − vj + ~d)θ(~)
θ(~d)
, (3.6)
Wij(d+ 1, d, d+ 1, d) = c¯(ui − vj; ~d) =
θ(ui − vj − ~d)θ(~)
θ(−~d)
. (3.7)
As in the 6-vertex case the variables ui, vj are attached to the i-th vertical and j-th hori-
zontal lines respectively, ~ is a nonzero anisotropy parameter 1. The weights are expressed
via the ordinary odd theta-function defined by the conditions
θ(u+ 1) = −θ(u), θ(u+ τ) = −e−2πiu−πiτθ(u), θ′(0) = 1. (3.8)
Let us introduce the notations
αij = di−1,j − dij , βij = di−1,j−1 − di−1,j, γij = di−1,j−1 − di,j−1, δij = di,j−1 − dij. (3.9)
The differences (3.9) take the values ±1 and we attach them to the corresponding edges
as in Fig. 2: γi,j+1 = αij is the sign attached to the vertical edge connecting (i, j)-th
vertex with the (i, j + 1)-st one, βi,j+1 = δij is the sign attached to the horizontal edge
connecting (i, j)-th vertex with the (i+ 1, j)-th one. The configuration can be considered
as a distribution of these signs on the internal edges which are subjected to the conditions
αij + βij = γij + δij , i, j = 1, . . . , n. In terms of signs on external edges the DWBC are
the same as shown in Fig. 3. Additionally we have to fix one of boundary heights, for
example, dnn.
1In the elliptic case we use additive variables ui, vj and an additive anisotropy parameter ~ instead
of the multiplicative variables zi = e
2piiui , wi = e
2piivi and the multiplicative parameter q = epii~.
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−
+
d+ 1
d d+ 1
d
c¯(ui − vj ; d)
− +
+
−
d− 1
d d− 1
d
c(ui − vj ; d)
Figure 5: The Boltzmann weights for the SOS model.
The Boltzmann weights (3.2) can be presented as entries of dynamical elliptic R-
matrix [FSch]:
Wij(di,j−1, di−1,j−1, di−1,j, dij) = R(ui − vj; ~dij)
αijβij
γijδij
,
R(u;λ) =

a(u) 0 0 0
0 b(u;λ) c¯(u;λ) 0
0 c(u;λ) b¯(u;λ) 0
0 0 0 a(u)
 . (3.10)
Let Tαinγi1 (ui, {v}, λi) be column transfer matrices. It is a matrix-valued functions of ui,
all spectral parameters vj , j = 1, . . . , n and the parameters λi related to the heights:
T
αin
γi1
(ui, {v}, λi)
βin...βi1
δin...δi1
= (3.11)
=
(
R(n+1,n)(ui − vn;λin)R
(n+1,n−1)(ui − vn−1;λi,n−1) · · ·R
(n+1,1)(ui − v1;λi1)
)αin;βin...βi1
γi1;δin...δi1
=
(
R(n+1,n)(ui − vn; Λin)R
(n+1,n−1)(ui − vn−1; Λi,n−1) · · ·R
(n+1,1)(ui − v1; Λi1)
)αin;βin...βi1
γi1;δin...δi1
,
where λij = ~dij = λi + ~
n∑
l=j+1
δil, λi = ~din = λ + ~
n∑
l=i+1
αln, Λij = λi + ~
n∑
l=j+1
H(l).
The matrix H(l) acts in the l-th two-dimensional space Vl ∼= C
2 as diag(1,−1) and R-
matrix R(a,b) acts nontrivially in the tensor product of Va ⊗ Vb. The superscript n + 1 in
the R-matrices is regarded to an auxiliary space Vn+1 ∼= C
2. The partition function (3.1)
corresponding to DWBC (αin = +1, β1i = −1, γi1 = −1, δni = +1, i = 1, . . . , n) can be
represented through the column transfer matrices:
Z+−−+({u}, {v};λ) =
(
T
+
−(u1, {v}, λ1) · · ·T
+
−(un, {v}, λn)
)−...−
+...+
, (3.12)
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where λi = λ+ ~(n− i). Similarly one can define the row transfer matrix.
3.2 Analytical properties of the partition function
Here we describe the analytical properties of the SOS model partition function analogical
to those used by A.G.Izergin to restore the partition function of the 6-vertex model. These
properties uniquely define this partition function.
Proposition D.1. The partition function with DWBC Z+−−+({u}, {v};λ) is a symmetric
function in both sets of the variables ui and vj.
Proof is based on the Dynamical Yang-Baxter Equation (DYBE) for the R-matrix [FSch]
R(12)(t1 − t2;λ)R
(13)(t1 − t3;λ+ ~H
(2))R(23)(t2 − t3;λ) =
= R(23)(t2 − t3;λ+ ~H
(1))R(13)(t1 − t3;λ)R
(12)(t1 − t2;λ+ ~H
(3)).
In order to prove the symmetry of partition function Z+−−+({u}, {v};λ) under permutation
vj ↔ vj−1 we rewrite DYBE in the form
R(n+1,j)(ui − vj; Λij)R
(n+1,j−1)(ui − vj−1; Λij + ~H
(j))×
× R(j,j−1)(vj − vj−1; Λij) = R
(j,j−1)(vj − vj−1; Λij + ~H
(n+1))×
× R(n+1,j−1)(ui − vj−1; Λij)R
(n+1,j)(ui − vj; Λij + ~H
(j−1)). (3.13)
Multiplying i-th the column matrix (3.11) by R(j,j−1)(vj−vj−1; Λij) from right and moving
it to the left using (3.13), the relation [H1+H2, R(u, λ)] = 0 and the equality Λij+~αin =
Λi−1,j we obtain
T
αin
γi1
(ui, {v}, λi)R
(j,j−1)(vj − vj−1; Λij) = R
(j,j−1)(vj − vj−1; Λi−1,j)×
×P(j,j−1)Tαinγi1 (ui, {vj ↔ vj−1}, λi) · · ·T
αnn
γn1
(un, {vj ↔ vj−1}, λn)P
(j,j−1), (3.14)
where P ∈ End(C2⊗C2) is a permutation matrix: P(e1⊗ e2) = e2⊗ e1 for all e1, e2 ∈ C
2
and notation {vj ↔ vj−1} means the set of the parameters {v} with vj−1 and vj are
interchanged. Multiplying the product of the column matrix by R(j,j−1)(vj − vj−1; Λnj)
from right and moving it to the left using (3.14) one yields
T
α1n
γ11
(u1, {v}, λ1) · · ·T
αnn
γn1
(un, {v}, λn)R
(j,j−1)(vj − vj−1; Λnj) = R
(j,j−1)(vj − vj−1; Λ0,j)×
× P(j,j−1)Tα1nγ11 (u1, {vj ↔ vj−1}, λ1) · · ·T
αnn
γn1
(un, {vj ↔ vj−1}, λn)P
(j,j−1), (3.15)
where Λ0,j = λ+ ~
n∑
i=1
αin + ~
n∑
l=j+1
H(l), Λnj = λn = λ. Eventually, comparing the matrix
element
(
·
)−,...,−
+,...,+
of both hand sides of (3.15), taking into account the formula (3.12) and
the identities
R(u, λ)−−γδ = a(u)δ
−
γ δ
−
δ , R(u, λ)
αβ
++ = a(u)δ
α
+δ
β
+, P
−−
γδ = δ
−
γ δ
−
δ , P
αβ
++ = δ
α
+δ
β
+,
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(where δαγ is a Kronecker’s symbol) and substituting αin = +1, γi1 = −1 one derives
Z+−−+({u}, {v};λ) = Z
+−
−+({u}, {vj ↔ vj−1};λ). (3.16)
Similarly, using the row transfer matrix one can obtain the following equality from DYBE:
Z+−−+({u}, {v};λ) = Z
+−
−+({uj ↔ uj−1}, {v};λ). (3.17)
The partition function with DWBC satisfies the relations (3.16), (3.17) for each j =
1, . . . , n, what is sufficient to establish the symmetry under an arbitrary permutation.
Proposition D.2. The partition function with DWBC (3.12) is an elliptic polynomial 2
of degree n with the character χ in each variable ui, where
χ(1) = (−1)n, χ(τ) = (−1)n exp
(
2πi
(
λ+
n∑
j=1
vj
))
. (3.18)
Due to the symmetry with respect to the variables {u} it is sufficient to prove the propo-
sition for variable un. To present explicitly a dependence of Z
+−
−+({u}, {v};λ) on un we
consider all possibilities for states of edges attached to the vertices located in the n-th col-
umn. First consider the (n, n)-th vertex. Due to the boundary conditions αnn = δnn = +1
and to the condition αnn+βnn = γnn+δnn we have two possibilities: either βnn = γnn = −1
or βnn = γnn = +1. In the first case one has a unique possibility for the whole residual part
of n-th column: γnj = −1, βnj = +1, j = 1, . . . , n−1; in the second case there are two pos-
sibilities for the (n, n− 1)-st vertex: either βn,n−1 = γn,n−1 = −1 or βn,n−1 = γn,n−1 = +1,
etc. Finally the partition function is represented in the from
Z+−−+({u}, {v};λ) =
n∑
k=1
n∏
j=k+1
a(un − vj) c¯(un − vk;λ+ (n− k)~)
×
k−1∏
j=1
b¯(un − vj ;λ+ (n− j)~)gk(un−1, . . . , u1, {v};λ),
where gk(un−1, . . . , u1, {v};λ) are functions not depending on un. Each term of this sum
is an elliptic polynomial of degree n with the same character (3.18) in the variable un.
Remark 3. Similarly one can prove that the function Z+−−+({u}, {v};λ) is an elliptic
polynomial of degree n with the character χ˜ in each variable vi, where χ˜(1) = (−1)
n,
χ˜(τ) = (−1)ne2πi(−λ+
Pn
i=1 ui).
2The notion of elliptic polynomials and their properties are given in Appendix A.
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Proposition D.3. The n-th partition function with DWBC (3.12) restricted to the con-
dition un = vn − ~ can be expressed through the (n− 1)-st partition function:
Z+−−+(un = vn − ~, un−1, . . . , u1; vn, vn−1, . . . , v1;λ) = (3.19)
=
θ(λ + n~)θ(~)
θ(λ+ (n− 1)~)
n−1∏
m=1
(
θ(vn − vm − ~)θ(um − vn)
)
Z+−−+(un−1, . . . , u1; vn−1, . . . , v1;λ).
Considering the n-th column and the n-th row and taking into account that a(un −
vn)
∣∣
un=vn−~
= a(−~) = 0 we conclude that the unique possibility to have a non-trivial
contribution is: βnn = γnn = −1, γnj = −1, βnj = +1, j = 1, . . . , n−1, βin = −1, γin = +1,
i = 1, . . . , n − 1. The last formulae impose the same DWBC for the (n − 1) × (n − 1)
sublattice: δn−1,j = βnj = +1, j = 1, . . . , n − 1, αi,n−1 = γin = +1, i = 1, . . . , n − 1,
dn−1,n−1 = dnn. Thus the substitution un = vn − ~ to the partition function for the whole
lattice gives us
Z+−−+(un = vn − ~, un−1, . . . , u1; vn, vn−1, . . . , v1;λ) =
= c¯(−~;λ)
n−1∏
j=1
b¯(vn − vj − ~;λ+ (n− j)~)
n−1∏
i=1
b(ui − vn;λ+ (n− i)~)
× Z+−−+(un−1, . . . , u1; vn−1, . . . , v1;λ). (3.20)
Using the explicit expressions for the Boltzmann weights (3.2) one can rewrite the last
formula in the form (3.19).
Remark 4. From the formula (3.20) we see that the following transformation of the
R-matrix
b(u, v;λ)→ ρ b(u, v;λ), b¯(u, v;λ)→ ρ−1 b¯(u, v;λ) (3.21)
does not change the recurrent relation (3.19), where ρ is non-zero constant not depending
on u, v and λ.
Lemma D.4. If the set of functions {Z(n)(un, . . . , u1; vn, . . . , v1;λ)}n≥1 satisfies the con-
ditions of the propositions D.1, D.2, D.3 and the initial condition
Z(1)(u1; v1;λ) = c¯(u1 − v1) =
θ(u1 − v1 − λ)θ(~)
θ(−λ)
(3.22)
then
Z+−−+(un, . . . , u1; vn, . . . , v1;λ) = Z
(n)(un, . . . , u1; vn, . . . , v1;λ). (3.23)
Due to the (3.22) this lemma can be proved by induction over n. Let the equality (3.23) be
valid for n−1. Consider the functions Z+−−+(un, . . . , u1; vn, . . . , v1;λ) and Z
(n)(un, . . . , u1; vn, . . . , v1;λ)
as functions of un. Both are elliptic polynomials of degree n with the character (3.18).
They have the same value in the point un = vn−~, and due to the symmetry of these func-
tions with respect to the parameters {vj}
n
j=1 they coincide in all the points un = vj − ~,
j = 1, . . . , n. Then, due to the Lemma D.7 (see Appendix A) these functions are identi-
cal.
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Remark 5. As we see from the proof of the lemma D.4 it is sufficient to establish the
symmetry with respect to only the variables vj.
Remark 6. The transformation (3.21) of the R-matrix does not change the partition
function with DWBC.
4 Elliptic projections of currents
Let K0 = C[u
−1][[u]] be a completed set of complex-valued meromorphic functions defined
in the neighborhood of origin which have only simple poles at this point. Let {ǫi} and
{ǫi} be two dual bases in K0
∮
du
2πi
ǫi(u) ǫj(u) = δ
i
j .
4.1 Current description of the elliptic algebra
Let A be a Hopf algebra generated by elements hˆ[s], eˆ[s], fˆ [s], s ∈ K0, which are subjected
to linear relations
xˆ[α1s1 + α2s2] = α1xˆ[s1] + α2xˆ[s2], α1, α2 ∈ C, s1, s2 ∈ K0,
where x ∈ {h, e, f} and some commutation relations. These relations will be written in
term of currents
h+(u) =
∑
i≥0
hˆ[ǫi;0]ǫ
i;0(u), h−(u) = −
∑
i≥0
hˆ[ǫi;0]ǫi;0(u),
f(u) =
∑
i
fˆ [ǫi]ǫ
i(u), e(u) =
∑
i
eˆ[ǫi]ǫ
i(u). (4.1)
The currents e(u) and f(u) are called total currents. They are defined by dual bases of K0
and their definition does not depend on the choice of these dual bases (see [ER1, S2I]).
The currents h+(u) and h−(u) are called Cartan currents and they are defined by special
basis
ǫk;0(u) =
1
k!
(
θ′(u)
θ(u)
)(k)
, k ≥ 0; ǫk;0(u) = (−u)
k, k ≥ 0.
The commutation relations read as follows [EF]:
[K±(u), K±(v)] = 0, [K+(u), K−(v)] = 0, (4.2)
K±(u)e(v)K±(u)−1 =
θ(u− v + ~)
θ(u− v − ~)
e(v), (4.3)
K±(u)f(v)K±(u)−1 =
θ(u− v − ~)
θ(u− v + ~)
f(v), (4.4)
θ(u− v − ~)e(u)e(v) = θ(u− v + ~)e(v)e(u), (4.5)
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θ(u− v + ~)f(u)f(v) = θ(u− v − ~)f(v)f(u), (4.6)
[e(u), f(v)] = ~−1δ(u, v)
(
K+(u)−K−(v)
)
, (4.7)
where K+(u) = exp
(
e~∂u−e−~∂u
2∂u
h+(u)
)
, K−(u) = exp
(
~h−(u)
)
and δ(u, v) =
∑
n∈Z
un
vn+1
is a delta-function 3 for K0. The algebra A is a non-central version of the algebra A(τ)
introduced in [ER1]. This algebra is equipped with the co-product and co-unit:
∆K±(u) = K±(u)⊗K±(u), (4.8)
∆e(u) = e(u)⊗ 1 +K−(u)⊗ e(u), (4.9)
∆f(u) = f(u)⊗K+(u) + 1⊗ f(u), (4.10)
ε(K±(u)) = 1, ε(e(u)) = 0, ε(f(u)) = 0. (4.11)
Let AF andAE be subalgebras ofA generated by the generators hˆ[ǫi;0], fˆ [s], and hˆ[ǫ
i;0],
eˆ[s], respectively, s ∈ K0. The subalgebra AF is described by currents K
+(u), f(u), and
the subalgebra AE by K
−(u), e(u). Also, we introduce notations H+ for the subalgebras
of A generated by hˆ[ǫi;0]. As it was stated in [EF] the bialgebras (AF ,∆
op) and (AE,∆)
are dual to each other with respect to the Hopf pairing 〈·, ·〉 : AF × AE → C defined in
terms of currents as follows: 〈f(u), K−(v)〉 = 〈K+(u), e(v)〉 = 0 and
〈
f(u), e(v)
〉
= ~−1δ(u, v),
〈
K+(u), K−(v)
〉
=
θ(u− v − ~)
θ(u− v + ~)
. (4.12)
These formulae uniquely defines the Hopf pairing on AF × AE . In particular, one can
derive the following formula (see Appendix B)〈
f(tn) · · ·f(t1), e(vn) · · · e(v1)
〉
=
= ~−n
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
n∏
m=1
δ(tm, vσ(m)). (4.13)
4.2 Projections of currents
We define the projections as linear maps acting in the subalgebra AF . In the subalgebra
AE dual projections act, which we do not consider here. The main tool to work with the
projections are half-currents f+λ (u) and f
−
λ (u) (defined further). By this reason we define
the projections in terms of the half-currents. The last ones are usually defined as parts of
the sum (4.1) (with the corresponding sign) such that f(u) = f+λ (u) − f
−
λ (u). Here λ is
a parameter of the decomposition of the total current into the difference of half-currents.
3One can find more details about distributions acting on K0 and their significance in the theory of
current algebras in our previous papers [S2I, S2II].
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Elliptic half-currents are investigated in details on the classical level in [S2I]. We will
introduce the half-currents by their representations via integral transforms of the total
current f(u):
f+λ (u) =
∮
|v|<|u|
dv
2πi
θ(u− v − λ)
θ(u− v)θ(−λ)
f(v), f−λ (u) =
∮
|v|>|u|
dv
2πi
θ(u− v − λ)
θ(u− v)θ(−λ)
f(v), (4.14)
where λ /∈ Γ = Z+ Zτ . The half-current f+λ (u) is called positive and f
−
λ (u) – negative.
The corresponding positive and negative projections are also parameterized by λ and
they are defined on the half-currents as follows:
P+λ
(
f+λ (u)
)
= f+λ (u), P
−
λ
(
f+λ (u)
)
= 0, (4.15)
P+λ
(
f−λ (u)
)
= 0, P−λ
(
f−λ (u)
)
= f−λ (u). (4.16)
Let first define the projections in subalgebra Af generated by currents f(u). As a linear
space this subalgebra is spanned by the products f(un)f(un−1) · · · f(u1), n = 0, 1, 2, . . .. It
means that any element of Af can be presented as a sum (maybe infinite) of the integrals
4∮
dun · · ·du1
(2πi)n
f(un) · · · f(u1) sn(un) · · · s1(u1), sn, . . . , s1 ∈ K0. (4.17)
It follows from PBW theorem proved in [EF] that any element of Af can be also repre-
sented as a sum of the integrals∮
dun · · · du1
(2πi)n
f−λ+2(n−1)~(un) · · ·f
−
λ+2m~(um+1)f
+
λ+2(m−1)~(um) · · ·f
+
λ (u1)sn(un) · · · s1(u1),
sn · · · s1 ∈ K0, 0 ≤ m ≤ n, and, therefore, it is sufficient to define the projections on these
products of half-currents:
P+λ (x
−x+) = ε(x−)x+, P−λ (y
−y+) = y−ε(y+), (4.18)
where
x− = f−λ+2(n−1)~(un) · · ·f
−
λ+2m~(um+1), y
− = f−λ (un) · · ·f
−
λ−2(n−m−1)~(um+1),
x+ = f+λ+2(m−1)~(um) · · ·f
+
λ (u1), y
+ = f+λ−2(n−m)~(um) · · ·f
+
λ−2(n−1)~(u1).
The product of zero number of currents is identified with 1 and in this case: ε(1) =
1. The counit ε of nonzero number of half-currents is always zero. So, this definition
generalizes the formulae (4.15), (4.16). We complete the definition of the projections on
all the subalgebra AF = Af ·H
+ by formulae
P+λ (at
+) = P+λ (a)t
+, P−λ (at
+) = P−λ (a)ε(t
+),
where a ∈ Af , t
+ ∈ H+.
4The integral
∮
without limits means a formal integral – a continuous extension of the integral over
the unit circle.
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4.3 The projections and the universal elliptic weight function
Consider the expressions of the form
P+λ−(n−1)~
(
f(un)f(un−1) · · ·f(u2)f(u1)
)
, (4.19)
where the parameter λ− (n−1)~ is chosen for some symmetry reasons. Let us begin with
the case n = 1. The formula (4.15) implies that the projection in this case is equal to
the positive half-current, which can be represented as an integral transform of the total
current:
P+λ
(
f(u1)
)
= f+λ (u1) =
∮
|u1|>|v1|
dv1
2πi
θ(u1 − v1−λ)
θ(u1 − v1)θ(−λ)
f(v1).
The integral kernel of this transform gives the initial condition for the partition function
with a factor:
Z(1)(u1; v1;λ) = θ(~)θ(u1 − v1)
θ(u1 − v1−λ)
θ(u1 − v1)θ(−λ)
. (4.20)
The projections (4.19) can be calculated by generalizing the method proposed in [KhP]
for the algebra Uq(sˆl2). The method use a recursion over n. Let us first present the last
total current in (4.19) as the difference of half-currents:
P+λ−(n−1)~
(
f(un) · · ·f(u2)f(u1)
)
= (4.21)
= P+λ−(n−3)~
(
f(un) · · · f(u2)
)
f+λ−(n−1)~(u1)− P
+
λ−(n−1)~
(
f(un) · · ·f(u2)f
−
λ−(n−1)~(u1)
)
.
In the first term we move out the positive half-current from the projection and, therefore,
calculation of this term reduced to the calculation of (n− 1)-st projection. In the second
term in (4.21) we move the negative half-current to the left step by step using the following
commutation relation [EF]
f(v)f−λ (u1) =
θ(v − u1 − ~)
θ(v − u1 + ~)
f−λ+2~(u1)f(v) +
θ(v − u1 + λ+ ~)
θ(v − u1 + ~)
Fλ(v),
where
Fλ(v) =
θ(~)
θ(λ+ ~)
(
f+λ+2~(v)f
+
λ (v)− f
−
λ+2~(v)f
−
λ (v)
)
.
In each step we obtain an additional term containing Fλ(u) and in the last step the
negative half-current is annihilated by the projection:
P+λ−(n−1)~
(
f(un) · · ·f(u2)f
−
λ−(n−1)~(u1)
)
=
n∑
j=2
Qj(u1)Xj, (4.22)
where
Qj(u) =
θ(uj − u+ λ− (n− 2j + 2)~)
θ(uj − u+ ~)
j−1∏
k=2
θ(uk − u− ~)
θ(uk − u+ ~)
,
Xj = P
+
λ−(n−1)~
(
f(un) · · ·f(uj+1)Fλ−(n−2j+3)~(uj)f(uj−1) · · ·f(u2)
)
.
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Putting u1 = ui in (4.22) we can substitute the negative half-current to the positive one
due to the commutation relation for the total currents f(u) and the equality f(u)f(u) = 0.
Moving out the positive half-current to left one obtains a linear system of equations for
Xi, i = 2, . . . , n:
P+λ−(n−3)~
(
f(un) · · ·f(u2)
)
f+λ−(n−1)~(ui) =
n∑
j=2
Qj(ui)Xj. (4.23)
Multiplying each equation (4.23) by
θ(ui − u+ λ)
θ(λ)
n∏
k=2
θ(uk − ui + ~)
θ(uk − u+ ~)
n∏
k=2
k 6=i
θ(uk − u)
θ(uk − ui)
,
summing it over i = 2, . . . , n and using the interpolation formula (see Appendix A)
Qj(u) =
n∑
i=2
Qj(ui)
θ(ui − u+ λ)
θ(λ)
n∏
k=2
θ(uk − ui + ~)
θ(uk − u+ ~)
n∏
k=2
k 6=i
θ(uk − u)
θ(uk − ui)
(4.24)
one yields
P+λ−(n−3)~
(
f(un) · · · f(u2)
)
× (4.25)
×
n∑
i=2
θ(ui − u+ λ)
θ(λ)
n∏
k=2
θ(uk − ui + ~)
θ(uk − u+ ~)
n∏
k=2
k 6=i
θ(uk − u)
θ(uk − ui)
f+λ−(n−1)~(ui) =
n∑
j=2
Qj(u)Xj.
Comparing (4.25) with (4.22) we conclude
P+λ−(n−1)~
(
f(un) · · · f(u2)f
−
λ−(n−1)~(u1)
)
= P+λ−(n−3)~
(
f(un) · · · f(u2)
)
×
×
n∑
i=2
θ(ui − u1 + λ)
θ(λ)
n∏
k=2
θ(uk − ui + ~)
θ(uk − u1 + ~)
n∏
k=2
k 6=i
θ(uk − u1)
θ(uk − ui)
f+λ−(n−1)~(ui). (4.26)
Eventually, returning to the formula (4.21) we derive the following expression for the
projection
P+λ−(n−1)~
(
f(un) · · ·f(u2)f(u1)
)
= P+λ−(n−3)~
(
f(un) · · · f(u2)
)
f+λ−(n−1)~(u1; un, . . . , u2),
(4.27)
where we introduce the linear combination of the currents:
f+λ−(n−2m+1)~(um; un, . . . , um+1) = f
+
λ−(n−2m+1)~(um)−
n∑
i=m+1
θ(ui − um + λ+ (m− 1)~)
θ(λ+ (m− 1)~)
×
×
n∏
k=m+1
θ(uk − ui + ~)
θ(uk − um + ~)
n∏
k=m+1
k 6=i
θ(uk − um)
θ(uk − ui)
f+λ−(n−2m+1)~(ui). (4.28)
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Continuing this calculation by the induction we obtain an expression for the projections
in terms of the half-currents (4.28):
P+λ−(n−1)~
(
f(un) · · ·f(u2)f(u1)
)
=
←−∏
n≥m≥1
f+λ−(n−2m+1)~(um; un, . . . , um+1). (4.29)
To represent the projections (4.29) in integral form we first rewrite the expression (4.28)
in the form
f+λ−(n−2m+1)~(um; un, . . . , um+1) =
n∏
k=m+1
θ(uk − um)θ(~)
θ(uk − um + ~)
( n∏
k=m+1
G~(uk − um)× (4.30)
× f+λ−(n−2m+1)~(um) +
n∑
i=m+1
G−λ−(m−1)~(um − ui)
n∏
k=m+1
k 6=i
G~(uk − ui)f
+
λ−(n−2m+1)~(ui)
)
.
where Gλ(u−v) =
θ(u−v+λ)
θ(u−v)θ(λ)
. Substituting (4.14) to (4.30) and using the addition formula 5
N∑
i=1
N∏
j=1
j 6=i
Gλj (uj − ui)Gλ0(ui − v) =
N∏
i=1
Gλi(ui − v), (4.31)
where λ0 =
N∑
i=1
λi, one can represent the half-currents (4.28) as an integral transforms of
the total current:
f+λ−(n−2m+1)~(um; un, . . . , um+1) = (4.32)
=
n∏
k=m+1
θ(uk − um)
θ(uk − um + ~)
∮
|ui|>|v|
dv
2πi
θ(um − v − λ− (m− 1)~)
θ(um − v)θ(−λ− (m− 1)~)
n∏
k=m+1
θ(uk − v + ~)
θ(uk − v)
f(v).
Replacing each combination of the half-currents (4.28) in (4.29) by their integral form we
obtain
P+λ−(n−1)~
(
f(un) · · · f(u2)f(u1)
)
=
∏
n≥k>m≥1
θ(uk − um)
θ(uk − um + ~)
∮
|ui|>|vj |
dvn · · · dv1
(2πi)n
×
×
∏
n≥k>m≥1
θ(uk − vm + ~)
θ(uk − vm)
n∏
m=1
θ(um − vm − λ− (m− 1)~)
θ(um − vm)θ(−λ− (m− 1)~)
f(vn) · · ·f(v1). (4.33)
The formulae (4.29) and (4.33) yield expressions for the universal elliptic weight func-
tions in terms of the current generators of the algebra A.
5This formula can be proved using Lemma D.7 of Appendix A.
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4.4 Universal weight function and SOS model partition function
To extract the integral kernel from the expression (4.33) and derive a formula for the
partition function we use the Hopf pairing (4.12). Let us calculate the following expression
generalizing (4.20):
Z(n)(un, . . . , u1; vn, . . . , v1;λ) =
n∏
i,j=1
θ(ui − vj)
∏
n≥k>m≥1
θ(uk − um + ~)θ(vk − vm − ~)
θ(uk − um)θ(vk − vm)
×
×
(
~θ(~)
)n〈
P+λ−(n−1)~
(
f(un) · · ·f(u1)
)
, e(vn) · · · e(v1)
〉
. (4.34)
Using the expression for the projection of the product of the total currents (4.33) and the
formula (4.13) we obtain
Z(n)(un, . . . , u1; vn, . . . , v1;λ) =
= θ(~)n
n∏
i,j=1
θ(ui − vj)
∏
k>m
θ(vk − vm − ~)
θ(vk − vm)
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
×
×
∏
k>m
θ(uk − vσ(m) + ~)
θ(uk − vσ(m))
n∏
m=1
θ(um − vσ(m) − λ− (m− 1)~)
θ(um − vσ(m))θ(−λ− (m− 1)~)
= (4.35)
=
∏
k>m
θ(vk − vm − ~)
θ(vk − vm)
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
×
×
∏
k>m
θ(uk − vσ(m) + ~)
∏
k<m
θ(uk − vσ(m))
n∏
m=1
θ(um − vσ(m) − λ− (m− 1)~)θ(~)
θ(−λ− (m− 1)~)
.
We see from this formula that the expression (4.35) defines a holomorphic functions of
the variables ui.
Theorem D.5. The set of functions
{
Z(n)(un, . . . , u1; vn, . . . , v1;λ)
}
n≥1
defined by the
formula (4.34) satisfies the conditions of the propositions D.1, D.2, D.3 and the initial
condition (3.22). Therefore, by virtue of the theorem D.4 they coincide with the partition
functions of the SOS model with DWBC:
Z+−−+(un, . . . , u1; vn, . . . , v1;λ) =
=
∏
n≥k>m≥1
θ(vk − vm − ~)
θ(vk − vm)
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
∏
1≤k<m≤n
θ(uk − vσ(m))×
×
∏
n≥k>m≥1
θ(uk − vσ(m) + ~)
n∏
m=1
θ(um − vσ(m) − λ− (m− 1)~)θ(~)
θ(−λ− (m− 1)~)
. (4.36)
S.Pakuliak, V.Rubtsov, A. Silantyev SOS model partition function 18
The initial condition (3.22) is verified by checking the formula (4.20). The first factor in
the right hand side of (4.34) is symmetric with respect to both sets of variables. Then
the symmetry with respect to the variables {u} and the variables {v} follows from the
commutation relations (4.6) and (4.5) respectively. The formula (4.35) implies that (4.34)
are elliptic polynomials of degree n with character (3.18) in variables ui, particularly in
un. Now let us substitute un = vn−~ to (4.35). The non-vanishing terms in the right hand
side correspond to the permutations σ ∈ Sn satisfying σ(n) = n. Substituting un = vn−~
into these terms one obtains the recurrent relation (3.19).
5 Trigonometric limit
In this section we investigate the trigonometric degenerations of the formulae obtained
in the elliptic case. In particular, taking the corresponding trigonometric limit in the
expression for the SOS model partition function (4.36) we reproduce the expression for
the 6-vertex partition function (2.6).
First we consider the degeneration of R-matrix – the matrix of the Boltzmann weights,
which defines the model. To do it we need the formula of the trigonometric degeneration
(τ → i∞) of the odd theta function defined by the conditions (3.4.2):
lim
τ→i∞
θ(u) =
sin πu
π
.
In terms of the multiplicative variables z = e2πiu, w = e2πiv this formula can be rewritten
as follows:
2πieπi(u+v) lim
τ→i∞
θ(u− v) = z − w.
Multiplying the R-matrix (3.10) by 2πieπi(u+v) and taking the limit we obtain the follow-
ing matrix depending rationally on the multiplicative variables z, w and multiplicative
parameters q = eπi~, µ = e2πiλ:
R(z, w;µ) = 2πieπi(u+v) lim
τ→i∞
R(u− v;λ) =
=

zq − wq−1 0 0 0
0 (z−w)(µq−q
−1)
(µ−1)
(z−wµ)(q−q−1)
(1−µ)
0
0 (zµ−w)(q−q
−1)
(µ−1)
(z−w)(µq−1−q)
(µ−1)
0
0 0 0 (zq − wq−1)
 . (5.1)
The matrix (5.1) inherits the property to satisfy the dynamical Yang-Baxter equation and
it defines statistical model which is called trigonometric SOS model.
To obtain the non-dynamical trigonometric case we need to implement the additional
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limit λ→ −i∞ implying µ→∞ (or λ→ i∞ implying µ→ 0):
R˜(z, w) = lim
µ→∞
R(z, w;µ) =

zq − wq−1 0 0 0
0 q(z − w) (q − q−1)w 0
0 (q − q−1)z q−1(z − w) 0
0 0 0 zq − wq−1
 .
(5.2)
The matrix (5.2) differs from the matrix of 6-vertex Boltzmann weights (2.3) by the
transformation (3.21). Taking into account the Remark 6 (from Subsec.3.2) we conclude
that both matrices (2.3) and (5.2) define the same partition function Z({z}, {w}) with
DWBC 6.
To obtain the partition function with DWBC for the trigonometric SOS model one
should multiply the partition function with DWBC for the elliptic SOS model by certain
factor and take the trigonometric limit:
Z+−−+({z}, {w};µ) =
n∏
k,j=1
(
2πieπi(uk+vj)
)
lim
τ→i∞
Z+−−+({u}, {v};λ) =
=
∏
n≥k>m≥1
wkq
−1 − wmq
wk − wm
∑
σ∈Sn
∏
l<l′
σ(l)>σ(l′)
wσ(l)q − wσ(l′)q
−1
wσ(l)q−1 − wσ(l′)q
× (5.3)
×
∏
n≥k>m≥1
(
zkq − wσ(m)q
−1
) ∏
1≤k<m≤n
(
zk − wσ(m)
) n∏
m=1
(
zm − wσ(m)µq
2(m−1)
)
(q − q−1)(
1− µq2(m−1)
) .
It easy to check that the formula (2.6) is obtained from the formula (5.3) by taking the
limit: Z({z}, {w}) = lim
µ→∞
Z+−−+({z}, {w};µ).
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Appendix
A Interpolation formula for the elliptic polynomials
We will call by a character a group homomorphism χ : Γ→ C×, where Γ = Z+τZ and C×
is a multiplicative group of nonzero complex numbers. Each character χ and an integer
number n define a space Θn(χ) consisting of the holomorphic functions on C with the
translation properties
φ(u+ 1) = χ(1)φ(u), φ(u+ τ) = χ(τ)e−2πinu−πinτφ(u).
If n > 0 then dimΘn(χ) = n (and dimΘn(χ) = 0 if n < 0). The elements of the space
Θn(χ) are called elliptic polynomials (or theta-functions) of degree n with the character
χ (see [FSch]).
Proposition D.6. Let {φj}
n
j=1 be a basis of Θn(χ), with the character χ(1) = (−1)
n,
χ(τ) = (−1)ne2πiα, then the determinant of the matrix ||φj(ui)||1≤i,j≤n is equal to
det ||φj(ui)|| = C · θ(
n∑
k=1
uk − α)
∏
i<j
θ(ui − uj), (A.1)
where C is nonzero constant.
Consider the ratio
det ||φj(ui)||
θ(
∑n
k=1 uk − α)
∏
i<j θ(ui − uj)
. (A.2)
This is an elliptic function of each ui with only simple pole in any fundamental domain
(the points ui satisfying
∑n
k=1 uk−α ∈ Γ). Therefore, it is a constant function of each ui.
Thus this ratio does not depend on each ui and we have to prove that it does not vanish,
that is to prove that the determinant det ||φj(ui)|| is not identically zero. Let us denote by
∆i1,...,ikj1,...,jk the minor of this determinant corresponding to the i1-th, . . ., ik-th rows and the
j1-th, . . ., jk-th columns. Suppose that this determinant is identically zero and consider
the following decomposition
det ||φj(ui)|| =
n∑
k=1
(−1)k+1φk(y1)∆
2,...,n
1,...,k−1,k+1,...,n. (A.3)
Since the functions φk(y1) are linearly independent the minors ∆
2,...,n
1,...,k−1,k+1,...,n are iden-
tically zero. Decomposing the minor ∆2,...,n2,...,n we conclude that the minors ∆
3,...,n
2,...,k−1,k+1,...,n
are identically zero, and so on. Finally, we obtain that ∆nn = φn(yn) is identically zero
what can not be true.
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Lemma D.7. Let us consider two elliptic polynomials P1, P2 ∈ Θn(χ), where χ(1) =
(−1)n, χ(τ) = (−1)neα, and n points ui, i = 1, . . . , n, such that ui − uj 6∈ Γ, i 6= j, and∑n
k=1 uk − α 6∈ Γ. If the values of these polynomials coincide at these points, P1(ui) =
P2(ui), then these polynomials coincide identically: P1(u) = P2(u).
Decomposing the considering polynomials as Pa(u) =
∑n
i=1 p
i
aφi(u), a = 1, 2, we have the
system of equations
n∑
i=1
pi12φi(u) = 0,
with respect to the variables pi12 = p
i
1 − p
i
2. As we have proved, the determinant of this
system is equal to (A.1) and therefore is not zero. Hence, this system has only trivial
solution pi12 = 0, but this implies P1(u) = P2(u).
Let P ∈ Θn(χ) be an elliptic polynomial, where χ(1) = (−1)
n, χ(τ) = (−1)ne2πiα,
and ui, i = 1, . . . , n, be n points such that ui− uj 6∈ Γ, i 6= j, and
∑n
k=1 uk − α 6∈ Γ. This
polynomial can be restored by the values at these points:
P (u) =
n∑
i=1
P (ui)
θ(ui − u+ α−
∑n
m=1 um)
θ(α−
∑n
m=1 um)
n∏
k=1
k 6=i
θ(uk − u)
θ(uk − ui)
. (A.4)
Indeed, the right hand side belongs to Θn(χ), this equality holds at points u = ui. Using
the lemma D.7 we conclude that (A.4) holds at all u ∈ C.
Consider the meromorphic functions
Qj(u) =
θ(uj − u+ λ− (n− 2j + 2)~)
θ(uj − u+ ~)
j−1∏
k=2
θ(uk − u− ~)
θ(uk − u+ ~)
.
It is easy to check that the functions
Pj(u) =
n∏
k=2
θ(uk − u+ ~)Qj(u) =
= θ(uj − u+ λ− (n− 2j + 2)~)
j−1∏
k=2
θ(uk − u− ~)
n∏
k=j+1
θ(uk − u+ ~)
belong to Θn−1(χ), where χ(1) = (−1)
n−1, χ(τ) = (−1)n−1e2πiα, α = λ+
∑n
k=2 uk. Since
λ 6∈ Γ, the polynomials Pj(u) can be restored by its values Pj(ui) via the interpolation
formula (A.4). Taking into account the relation between Qj(u) and Pj(u) we obtain the
formula (4.24). 7
7We can suppose the condition ui − uj 6∈ Γ, because ui in the formula (4.24) are formal variables.
S.Pakuliak, V.Rubtsov, A. Silantyev SOS model partition function 22
B Proof of the formula (4.13)
Let Anf be a subspace spanned by fˆ [sn] · · · fˆ [s1] (that is by (4.17)), where sn, . . . , s1 ∈ K0.
Notice first that due to the Hopfness of the pairing (4.12) the current e(u) annihilates the
spaces AkfH
+ for k ≥ 2. Indeed, using the formulae 〈xy, z〉 = 〈x⊗ y,∆(z)〉, 〈x, 1〉 = ε(x)
and (4.9) we obtain 〈AkfH
+, e(u)〉 ⊂ 〈A1f ⊗ A
k−1
f H
+, e(u)⊗ 1 +K−(u)⊗ e(u)〉 = {0}. It
follows from the formula (4.10) that the opposite coproduct on Anf has the form
∆op
(
f(tn) · · ·f(t1)
)
∈ H+ ⊗Anf +
n∑
k=2
AkfH
+ ⊗An−kf +
+
n∑
j=1
n∏
i=j+1
K+(ti)f(tj)
j−1∏
i=1
K+(ti)⊗ f(tn) · · ·f(tj+1)f(tj−1) · · ·f(t1). (B.1)
Now let us prove the formula (4.13) by induction. For n = 1 it coincides with the definition
of the pairing. Suppose the it holds for n−1. Then using the formulae 〈x, yz〉 = 〈∆op(x), y⊗
z〉, 〈1, x〉 = ε(x) and the commutation relation (4.4) we obtain〈
f(tn) · · ·f(t1), e(vn) · · · e(v1)
〉
=
〈
∆op
(
f(tn) · · ·f(t1)
)
, e(vn)⊗ e(vn−1) · · · e(v1)
〉
=
= ~−n
n∑
j=1
n∏
l′=j+1
θ(vn − vσ(l′−1) + ~)
θ(vn − vσ(l′−1) − ~)
δ(tj, vn)× (B.2)
×
∑
σ∈Sn−1
∏
1≤l<l′≤n−1
σ(l)>σ(l′)
θ(vσ(l) − vσ(l′) + ~)
θ(vσ(l) − vσ(l′) − ~)
j−1∏
m=1
δ(tm, vσ(m))
n∏
m=j+1
δ(tm, vσ(m−1)).
Taking into account the identity
∑
σ∈Sn
X(σ) =
n∑
j=1
∑
σ∈Sn−1
X
(
1 ... j−1 j j+1 ... n
σ(1) ... σ(j−1) n σ(j) ... σ(n−1)
)
one yields the formula (4.13).
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currents and vertex operators. Commun. Math. Phys. 199 (1999) 605–647.
[KLPST] S. Khoroshkin, D. Lebedev, S. Pakuliak, A. Stolin, V. Tolstoy. Classical limit
of the scaled eliptic algebra. Compositio Mathematica 115 (1999), no. 2, 205–230.
[KLP98] S. Khoroshkin, D. Lebedev, S. Pakuliak. Elliptic algebra in the scaling limit.
Commun. Math. Phys. 190 (1998), no. 3, 597–627.
[KLP99] S. Khoroshkin, D. Lebedev, S. Pakuliak. Yangien algebras and classical Riemann
problem. ”Moscow Seminar in Mathematical Physics”, 163–198, Amer. Math. Soc.
Transl. Ser. 2, 191, Amer. Math. Soc., Providence, RI, 1999.
[CKP] A. LeClair, S. Khoroshkin, S. Pakuliak. Angular quantization of the Sine-Gordon
model at the free fermion point. Adv. Theor. Math. Phys. 3 (1999), no. 5, 1227-1287.
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