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RESUMO 
O trabalho analisa um modelo simplificado para as equações de Navier-
Stokes que governam o escoamento de um fluido viscoso incompressível, com 
densidade variável e difusão de massa. Estas equações são estudadas em 
um domínios tridimensionais finos sob condições de contorno periódicas. O 
comportamento das soluções de tais equações é analisado quando a espessura 
dos domínios tendem a zero. Mostra-se que estas soluções convergem para 
soluções correspondentes de um específico problema limite bidimensional cu-
jas equações associadas chamamos de sistema reduzido. Analisamos também 
a família de atratores dos sistemas correspondentes aos domínios tridimen-
sionais finos e a sua relação com o atrator do sistema reduzido, mostrando que 
uma propriedade de semicontinuidade superior para esta família de atratores 
vale numa bacia de atração limitada. 
ABSTRACT 
In this work we analyze a siiDplified model for the Navier-Stokes equations 
governing the fiow of an incompressible viscous fluid with variable density 
and mass diffusion. These equations are studied. in thin thr~dimensionaJ 
domains under periodic boundary conditions. The behavior of the solutions 
of such equations is analyze when the thickness of the domains tend to zero. 
It is shown that these solutions converge to corresponding solutions of a spe-
cific limit bidimensional problem whose associate equations we call reduced 
system. We also analyze the attractors of the systems corresponding to the 
thin three-dimensional domains and their relationship with the attractor of 
the reduced system, by showing that a uppersemicontinuity property holds 
in a bounded attraction basin. 
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Introdução 
Problemas envolvendo domínios finos se fazem presentes em várias situações 
físicas, tais como no estudo da dinâmica de marés, em vários aspectos da 
meteorologia, em questões relativas à lubrificação, e outros; e, pela sua im-
portância têm merecido a atenção de muitos pesquisadores. 
Do ponto de vista matemático, tal domínio pode ser caracterizado como se 
segue: fixado um domínio limitado n c F, um domínio fino correspondente 
a n é um conjunto da forma: 
fl, ={(X, Y) E JR"+1; O< Y < g(X,e), X E fl} 
para é E [O, êo] com e o um número positivo e g ; n X [0, E"o] ---+ IR função de 
classe C3 tal que: 
g(x,O) =O 
ôg 
g0(X) o= ôe (X, O) > O para X E fl 
g(X, e) >O para X E n, e E (0, e0). 
O caso mais simples é aquele de domínios com espessura constante, isto 
é, aqueles que g(X,c) = ê, e, portanto, n,. = n X (O,ê). Por simplicidade, 
este será o caso que consideraremos em todo este trabalho. 
Como foi dito acima, a importância do tema tem feito que muitos au-
tores o tenham estudado sob vários aspectos. Em particular, Hale e Rangel 
consideraram casos envolvendo domínios finos em problemas com equções 
de reação-difusão e equações hiperbólicas com amortecimento (veja por ex-
emplo, [17) e [18)). Também Oliva estudou sistemas de reação-difusão em 
domínios com canais finos em [27]. Já Rangel e Sell estudaram as equações 
clássicas de Navier-Stokes em domínias finos em [29), [30), [31) e [32). Prob-
lemas relacionados também podem ser encontrados em Teman e Ziane em 
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[38] e [39], Moise, Teman e Ziane em [25], Avrin em [2] e [3], Zhimin em [40] 
e Montgomery Smith em [26]. 
Abordaram ainda estes assuntos Maurer em [24], Saint Raymond em [33], 
Bresch, Lemoine e Simon em [9] e [10], Carvalho e Ruas Filho em [12], Mars-
den e Rangel em [23], Besson, Laydi e Touzani em [5], Laydi e Lenczner em 
[21], Bayada, Chambat e Ciuperca em [4], entre outros. 
Observamos que a grande maioria das investigações sobre comportamen-
tos de fluidos em domínios finos tem sido realizada supondo que o fluido 
envolvido é governado pelas equações clássicas de Navier-Stokes, isto é, que 
o fluido é viscoso e incompressível, Newtoniana e de densidade constantes. 
Entretanto, há situações em que estas suposições não são adequadas e mod-
elos mais complexos de fluidos deveriam ser utilizados. 
Uma situação deste tipo é aquela em que o fluido de interesse ainda pode 
ser considerado viscoso, incompressível e newtoniana, mas a densidade não 
pode mais ser assumida constante, como acontece por exemplo em vários 
casos de misturas de fluidos miscíveis. Outro fenômeno que pode ocorrer é 
aquele em que não é desprezível a difusão de massa. Neste casos, o escoa-
mento do fluido é governado pelas chamadas equações de Navier-Stokes com 
densidade variável e difusão massa, que são as seguintes: 
(1) 
em um domínio aberto limitado de JR3 de fronteira regular com condições de 
contorno de Dirichlet para U e de Neumann para (, U lt=o= U0 e ( lt=o= 
( 0 . Nas equações acima, (, U e P denotam respectivamente a densidade, a 
velocidade e a pressão do fluido. F é a força externa por unidade de massa 
e À > O é o coeficiente de difusão de massa. 
Beirão da Veiga analisou tais equações em [7] para o caso de domínios 
limitados (não finos) e mostrou a existência de soluções locais, bem como a 
existência de soluções globais para dados pequenos. 
Um modelo mais simples que o acima, estudado anteriormente, também 
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em domínios limitados e com condições de contorno como antes, por Kazhik.ov 
e Smagulov ([19]), pode ser obtido quando o coeficiente de difusão À é pe-
queno, desprezando-se o termo que está multiplicado por À 2 na primeira das 
equações acima. Neste caso, as equações simplificadas se tornam: 
( [~ +(U·V)U] -!Li>U-A[(U·V)V(+(V(·V)U)=VP+(F 
divU =O 
d( + U ·V(= AI>( 
dt (2) 
Observamos que se o campo de forças externas F for dado por unidade 
de volume, ao invés de ser dado por unidade de massa, como nos casos 
anteriores, as equações (2) se tornam: 
( [~ +(U·V)U] -!Li>U-A[(U·V)V(+(V(·V)U) =V'P+F 
divU =O 
d( 
-+U · V(=M( dt (3) 
No presente trabalho, estudaremos os sistemas (2) e (3), porém com 
condições de contorno periódicas e em um domínio fino ne = n X (O, ê) 
com n c JR2 (que é, como dissemos anteriomente, o caso ma-is simples de 
domínio fino). 
Portanto, estaremos interessados não apenas em questões de existência 
de soluções, mas também no seu comportamento quando e-+ O+. Para isto, 
devido às fortes não linearidades presentes nas equações, necessitaremos de 
estimativas de ordens relativamente altas, para as quais as técnicas utilizadas 
por Beirão da Veiga em [7] são mais adequadas do que aquelas utilizadas por 
Kazhikov e Smagulov em [19). A situação é bastante diferente daquela do 
caso do problema análogo para as equações clássicas de Navier-Stokes, para 
as quais estimativas de ordem relativamente baixas são suficientes para se 
controlar a dependência das componentes verticais das soluções e assim obter 
o comportamento limite. 
É importante ressaltar que, embora o padrão de argumentação a ser uti-
lizado na demonstração da existência de soluções de (2) (ou (3)) tenha certa 
similaridade com aquele de [7], teremos que apresentar-lo com detalhes por 
duas razões: 
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A primeira razão é que, como as condições de contorno que estamos con-
siderando são diferentes daquelas de [7], não poderemos utilizar em geral 
uma certa equivalência de normas que era válida e importante no caso de 
[7]. Neste aspecto, os argumentos se complicam e teremos que adapta-los os 
para conseguir os resultados. 
A segunda razão é que, como nos capítulos finais deste trabalho estaremos 
interessados no comportamento das soluções quando e -+ 0+, necessitaremos 
ter um controle adequado das dependências das estimativas com respeito a 
e. 
Uma observação importante é que, a rigor, todos os resultados apresenta,.. 
dos neste trabalho são válidos apenas para o sistema (3) (exceto o resultado 
sobre a existência local de soluções que é também rigorosamente válido para 
( 2)). O ponto fundamental é que uma certa equivalência de normas para 
as soluções envolvidas também se torna crucial na obtenção dos resultados, 
o que somente conseguimos provar no caso de soluções do sistema (3). No 
entanto, os resultados se tornariam imediatamente válidos caso se prove que 
a equivalência de normas aludida acima é verdadeira (talvez de forma adap-
tada) para as soluções de (2), o que conjecturamos ser verdade, sob certas 
condições. Portanto, já que considerar apenas o caso (3) não simplificaria 
significativamente nem a argumentação nem o cálculo das estimativas, decidi-
mos apresentar no capítulo referente ao controle das componentes verticais, 
tanto a argumentação quanto as computações para o caso ligeiramente mais 
complexo de (2). Isto facilitará a extensão dos resultados no caso de ser 
provada a equivalência mencionada. Assim, nos lugares adequados haverá 
referência a ambos os sistemas, com as ressalvas convenientes. 
Finalmente, descreveremos de forma breve a organização do trabalho: 
No primeiro capítulo, fixaremos a notação e, para facilidade de referência, 
apresentaremos alguns resultados que serão utilizados no decorrer do tra,.. 
balho. Também prepararemos o problema para a abordagem posterior, através 
de uma mudança de variável conveniente que tira a dependência do parâmetro 
e do domínio, passando-o às equações. 
No segundo capítulo, mostraremos a existência e a unicidade de soluções 
locais para o problema, utilizando o Teorema do Ponto Fixo de Schauder, 
assim como Beirão da Veiga fez em [7). Mediante algumas hipóteses adi-
cionais, necessárias para garantir a equivalência adequada de certas normas 
das soluções, mostraremos também a existência de soluções globais para da,.. 
dos pequenos. 
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No terceiro capítulo, definiremos as componentes horizontal e vertical de 
uma solução e mostraremos que para certas normas das componentes ver· 
ticais valem estimativas de ordem et. Isto garante seu decréscimo a zero à 
medida em que o domínio tende a se tornar bidimensional (e --+ O+). Para 
tal, usaremos fortemente o fato do problema ter condições periódicas para po-
dermos obter uma certa desigualdade do tipo de Poincaré, com dependência 
de " adequada que será fundamental na demonstração da estimativa. Obte-
mos também o sistema reduzido bidim.ensional que corresponderá caso limite 
de"= O 
No quarto capítulo, os resultado obtidos no capítulo anterior serão uti-
lizados para estabelecer a existência de atratores (em um sentido fraco a 
ser explicado no capítulo) para os problemas em domínios tridimensionais 
finos (tais atratores serão também conjuntos finos em normas adequadas) 
e a sua a relação com o atrator correspondente para o problema reduzido 
bidimensional. Estes atratores serão comparados através da noção de semi-
continuidade superior. Abordaremos em primeiro lugar o caso autônomo, 
isto é, consideraremos inicialmente o termo forçante (campo de forças exter-
nas) independente de t. Depois, utilizando a noção de Skew-Product Semi-
ftow , estabeleceremos a comparação entre os atratores para problemas não 
autônomos. 
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Capítulo 1: Preliminares 
Neste trabalho estaremos estudando o seguinte sistema de equações difer-
enciais parciais não lineares que governam o escoamento de um fluido incom-
pressfvel, Newtoniana, com densidade variável e difusão de massa em um 
domínio fino descrito abaixo sob condições de contorno periódicas. 
( ['::: + (U · V)U]- Jlb.U- >.[(U ·V) V(+ (V(· V)U] = VP+G em nó 
divU= O emOE; 
~ +U·V(=Ãb.( em nó 
U [t=oo= Uo(X, Y) para (X, Y) E nó 
( [t=oo= (o(X, Y) para (X, Y) E nó 
U((X,Y)+l;e,,t)=U((X,Y),t) para i=l,2,3 
U((X, Y) + ee3, t) = U((X, Y), t) 
(((X, Y) + l,e,, t) =(((X, Y), t) para i= 1, 2, 
(((X, Y) +ee3, t) =(((X, Y), t), 
(1.1) 
com condições iniciais adequadas para U e(. Nestas equações temos l3 = 1, 
(X,Y) E nó= n x (O, c) para n = (O,l,) x (O, h) e {e,, e,, e,} é a base 
canônica de JR.3 . Portanto, X e Y denotam respectivamente as componentes 
horizontal e vertical da variável independente espacial; h e l2 são os períodos 
dados nas dire-ções horizontais. 
Como na Introdução, (, U e P denotam respectivamente a densidade, 
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a velocidade e a pressão no :fluido e G denota respectivamente (F ou F 
dependendo de ser o campo de forças externas F dado por unidade de massa 
ou unidade de volume (isto é, (1.1) corresponde respectivamente ao sistema 
(2) ou (3) da Introdução). 
Sem perda de generalidade para o que nos interessa, em todo este trabalho 
estaremos supondo que O < c:; < 1. 
Este primeiro capítulo é dividido em duas seções: a primeira dedica-se 
a recordar alguns resultados que serão utilizados no decorrer do trabalho; a 
segunda seção estabelece uma mudança de variável que transforma o prob-
lema acima em um problema com domínio fixo e equações com parâmetro 
variável, preparando-o para a abordagem que será feita nos demais capítulos. 
1.1 Notações e Resultados Preliminares 
Para facilidade de referência, apresentaremos a seguir uma série de resul-
tados que serão úteis no decorrer do trabalho. 
Usaremos as notações padrões para os espaços de Sobolev usuais: sendo 
n c IR!' um conjunto aberto não vazio, wm,P(f!) denota a classe das funções 
que possuem derivadas no sentido de distribuições até ordem m que sejam 
funções de V(fl). Como é usual, quando p = 2, denotaremos H"'(fl) = 
wm·2 (!1); Hõ(!l) denota o subconjunto de Hm(n) em que se anulam em an 
no sentido de traços (para 00 suficientemente regular). 
Maiores informações sobre espaços de Sobolev podem ser encontradas, 
por exemplo, em Adams [!]. 
Devido às condições de contorno do problema que estaremos analisando, 
utilizaremos também espaços de Sobolev de funções periódicas. Assim, uti-
lizaremos as seguintes notações: 
Dados números estritamente positivos h, ... , l,.,, chamamos o conjunto 
D = {x = (x, ... ,xn) E IR!', O< X;< l;, i= 1, ... ,n} {1.2) 
de célula básica de períodos h, ... , ln-
A cada ponto z E F associamos uma célula de períodos h, ... , ln, Dz 
obtida transladando dez a célula básica D: Dz = z + D. 
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Dizemos que uma função u : IR!' --+ IR é D-periódica se u(x1, ••. , xi + 
liei,···,xn) = u(xt, ... ,xi,···,xn) para i= l, ... ,n e todo (x1, ... ,xn) E 
IR?, onde { e1 , ... , en} é a base canônica de F. 
Com as notações anteriores, denotamos por W;:t(D) a classe das funções 
D-periódicas tais que as suas restrições a qualquer célula periódica Dz com 
z E lEF pertence a Wm,P(Dz). Devido à periodicidade, pode-se tomar como 
norma em W;,:;"(D) o seguinte: llullw;;:;"(D) = llulnllwm·•(D)· 
Quando p = 2 denotaremos H;:_r(D) = WP~;2 (D). Como é usual, é 
possÍvel neste caso trabalhar com uma norma equivalente, utilizando os co-
eficientes das séries de Fourier das funções envolvidas, via o Teorema de 
Parseval 
Maiores informações sobre os espaços de Sobolev de funções periódicas 
podem ser encontrados, por exemplo, em Temam [37]. 
A seguir enunciamos um lema que fornece uma desigualdade de inter-
polação que nos será muito útil no decorrer de todo o trabalho. A primeira 
parte do enunciado do lema, referente a espaços de Sobolev usuais, pode ser 
encontrada em Tanabe [35L página 13; quanto à parte referente a espaços de 
Sobolev de funções perÍodicas, comentaremos logo a seguir. 
1.1.1 Lema Seja n uma região em lEF a qual é uniformemente regular de 
classe em. Sejam j um inteiro não negativo e p, r E (1, oo ). 
Se O~ j ~ m e p-1 - (m- j)n-1 ~ r-1 ~ p-', então wm·•(D) c W'J(D) 
e existe uma constante C tal que para À= nm-1(p-1 - r-1 + jn-1) vale 
O mesmo resultado vale para os correspondentes espaços de Sobolev para 
classes de funções periódicas, w~;(D), onde D é a célula básica do período. 
Prova: Como a prova da primeira parte pode ser encontrada em outros 
textos, faremos apenas os comentários suficientes para provar a segunda. 
De fato, a última afirmação do lema é consequência da anterior; basta tomar 
uma domínio adequado D c Õ suficientemente regular; aplicar o resultado da 
afirmação anterior com n no lugar de n e utilizar a periodicidade das funções 
envolvidas para obter a desigualdade correspondente com uma constante que 
é a constante obtida com n multiplicada pelo número de células imediatar 
mente vizinhas à célula D (número que depende apenas da dimensão). O 
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A seguir enunciaremos os princípios de máximo para equações parabólicas 
que nos auxiliarão na limitação da densidade no Capítulo 2. Estaremos 
baseados em Friedman [15], página 34 e seguintes. 
Considere o operador diferencial parcial linear cuja expressão é: 
em um domínio (n + 1)-dimensional A. Suponhamos que L satisfaça as 
seguintes hipótese: 
(A) L é um operador parabolico em A, isto é, para todo (x, t) E A e para 
todo vetor real (~O se tem que E~J~l a.;(x, t)(;(; >O. 
(B) Os coeficientes de L são funções contínuas em A. 
(C) c(x, t) :o; O em A. 
Dado um ponto (x0 , t 0) E A, definamos também o subconjunto S(Xo, t 0) C 
A formado pelos pontos (x, t) E A que possam ser conectados a (xo, to) por 
uma curva continua totalmente contida em A e tal que se a percorrermos 
partindo do ponto (x, t) até ponto (xo, to), a coordenada t é não decrescente. 
Nestas condições, vale o seguinte princípio do máximo forte: 
1.1.2 Teorema Suponhamos que para o operador {1.3) valham as condições 
(A), (B) e (C) anteriores. Então, se L(u) >O (L(u) :S O) em D e seu tem 
em D um máximo positivo {mínimo negativo}, o qual é assumido em um 
ponto (x0 , to) E A, então u(x, t) = u(xo, to) para todo (x, t) E S(xo, to), onde 
S(x0 , t0) é o subconjunto definido acima. 
Enunciemos agora alguns resultados sobre um problema que é um caso 
especial do operador (1.3), mas que nos será muito útil nos capítulos futuros. 
Sendo D definido como em (1.2), no lema abaixo, C~(D) denotará a 
classe das funções em c=(JR!') que são D-periódicas; c~,(D X [0, T]) deno-
tará a classe das funções em C=(JR!' x [0, TJ) tais que para cada tE [0, TJ se 
tem que u(., t) E c;;,.(D). 
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1.1.3 Lema Considere aij, i,j = l, ... ,n constantes reais tais que para 
todo vetor real (#o vale que BiJ~la;;(;(; >o e funções b; E c;,.(D X [0, T]), 
i= 1, ... , n e ua E C~(D). Então, o seguinte problema de Cauchy: 
{ 
au n ( ) au n Ei'u !l.J_+~i=lbix,t~-L:iJ=lllija a =0 
V!, VXi Xi Xj 
u(x,O) = u0 . 
tem uma única solução clássica u E C~(D x [O, T]). Além disso, se O < 
m S uo(x) s M paro todo x, então também para todo (x, t) vale que 
m :'0 u(x, t) :'0 M. (1.4) 
A solução aludida acima é a solução do problema de contorno periódico: 
Prova A existência de uma solução D-periódica fraca pode ser facilmente 
obtida utilizando-se, por exemplo, o método de Faed~Galerkin. A unicidade 
de tal solução pode ser obtida facilmente de forma usual: supondo que ex-
istam duas soluções, basta subtrair as equações correspondentes, multiplicar 
pela a diferença das soluções e então integrar em D, utilizando o fato de 
as soluções serem periódicas e fazendo as compensações usuais. Resultados 
clássicos de regularidade parabólica fornecem então que esta solução tem a 
regularidade enunciada. A última afirmação é óbvia das definições. 
Assim, resta apenas provar que m ::; u ::; M. Para isto suponhamos por 
contradição que (1.4) não seja verdadeira. Então, se 
M = ma.x{u(x, t), (x,t) E R"x[o, T]} = ma.x{u(x, t), (x, t) E Dx[O, T]} > M >O, 
temos que u(xo, to) = M para algum (x0 , t0 ), com to > O. Porém, podemos 
aplicar o Princípio de Máximo Forte (Lema 1.1.2) e nestas condições o con-
junto S(x0 , to) a que se refere o lema é o conjunto R? x (0, to]. Portanto, 
o lema implica que u(x, t) = M para todo (x, t) E R" x (0, t0]. Por con-
tinuidade temos então que Uo(x) = M > M, o que contradiz a hipótese sobre 
uo e, portanto, u(x, t) $ M. 
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Se por outro lado tivermos: 
m = min{u(x, t), (x, t) E R" x [0, T]} = min{ u(x, t), (x, t) E D x [O, T]} < m, 
consideremos a função ü(x, t) = u(x, t)- m. Então, ü também é D-periódica 
e satisfaz exatamente a mesma equação que u, com condição inicial ü(x, O) = 
uo(x)- m :2: O. Neste caso, temos que 
min{ü(x,t), (x,t) E R"x[O, T]} = min{ü(x, t), (x, t) E D x [O, T]} = m-m <O, 
e, portanto, ü(xt, tt) = ih- m para algum (x1, tt), com t1 > O. Outra vez 
podemos aplicar o Princípio de Máximo Forte (Lema 1.1.2) e S(x1 , t1) é o 
conjnnto ll"x (0, t 1]. Portanto, o lema implica que u(x, t) = m-m para todo 
(x, t) E R" x {0, t,]. Por continuidade temos entãú que u(x, O) = m- m < O, 
o que contradiz a hipótese sobre u0 e, portanto, m:::; u(x, t). O 
Um resultado análogo ao anterior vale com menos regularidade nos dados 
do problema. De fato, temos: 
1.1.4 Lema Considere aij, i,j = l, ... ,n constantes reais tais que para 
todo vetor real (#O vale que E~J~1 a;;(;(; >O e funções b, E L2 (0, T; Hi,.,(D)), 
i= 1, ... , n e u0 E L~.,(D). Suponhamos além disso que div {b,, ... , bn) =O. 
Então, o seguinte problema de Cauchy: 
{ 
àu ~· b( )àu ~· à'u 0 n..._ + 4./i=l i x, t -8 - Lii,j=laii{) {) = Ut, Xi Xi Xj 
u(x,O) = u,. 
(1.5) 
tem uma única solução generalizada u E L2 (0, T; Hin,r(D)). Além disso, se 
O< m :S u0(x) :S M para todo x, então também para todo (x,t) vole que 
m :S u(x, t) :S M. (1.6) 
A solução aludida acima é a solução generalizada do problema de contorno 
periódico: 
{ 
àu ~· b( )àu ~· à'u 
j;U_ + Lii=l i X, t -{) - Lii,j=l 0-ij {) {) = 0 
UL Xi Xi Xj 
u(x + l;e;, t) = u(x, t), i= 1, ... , n, Vx E R". 
u(x, O) = uo(x) 
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Prova: A existência e unicidade de soluções generalizadas se faz analoga-
mente ao caso anterior. Provaremos apenas (1.6). 
Considere E > o e funções b~ E c;r(D X [O, T]) eu~ E 0 00r(D) tais que, 
quando E -+ O+ temos bt -+ bi em L2 (0, T; Hier(D)); div {bt, ... , b~) = O; 
uõ -+ Uo em L;er(D); O < mf ::; uQ(x) ::; M(. (para € > O suficientemente 
pequeno) e mf--+ me Mt--+ M. Tais funções podem ser obtidas por exem-
plo tomando a convolução de b; e UiJ com um núcleo regularizante (mollifier) 
adequado. 
Considere agora, conforme o Lema (1.1.3), as soluções uf E c;;rCD X 
[0, T]) do problema seguinte: 
{ 
au, ~· b'( ) au, ~· a'u, &t + .l..<i=l i x, t 8xz - ""iJ=l aij 8xi8Xj = O 
ut:(x, O) = uQ. 
{1.7) 
Do resultado do Lema {1.1.3), sabemos que para todo E suficientemente pe-
queno O < me < ue(x, t) 5 Mf. Portanto, das informações sobre mf e Me, 
concluímos que para obtermos o resultado desejado basta mostrarmos que ao 
longo de alguma sequência f-k-+ 0+ teremos Uek --+ u q.t.p. em D x (O, T). 
Para isto, su btraimos a equação {1.5) da equação {1.7); multiplicamos ( u-
ue)i integramos em D e fazemos algumas integrações por partes, utilizando 
o fato de que div (bt, ... , bn) =O e div (bi, ... , b~) =O e que as soluções são 
D-periódica.s. Fazendo as compensações usuais, obtemos finalmente: 
llu-u,Jil-(o,T;L'(D)) +~tiiVu-Vu,Jil'(O,T;L'(D)) < ~'Ej~,JJb, -b:Jii'(O,T;L'(D)) · 
Isto implica em particular que quando €-+ 0+, temos que llu-u~IIP(Dx(o,T)) -+ 
O, e, portanto, ao longo de uma subsequência €k -t 0+ teremos Ue~.: -+ u q.t.p. 
em D x (O,T) e portanto m :5 u(x, t) :5 M q.t.p. em D x (0, T). O 
Enunciamos a seguir uma versão o Teorema do Ponto Fixo de Schauder, 
cuja demonstração pode ser encontrada por exemplo em [14], página 171. 
Este resultado será utilizado no Capítulo 2, na prova da existência de soluções 
locais do nosso problema. 
1.1.5 Teorema 
Sejam S um conjunto convexo fechado num espaço de Banach Y e T um 
operador contínuo de S em Y tal que T S está contido em S e o fecho de T S 
é compacto em Y. Então T possui um ponto fixo em S. 
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O teorema apresentado a seguir está demonstrado em [6], página 331, ele 
fornece condições para a existência de atrator para um semigrupo contínuo 
e será utilizado no Capítulo 4. 
1.1.6 Teorema 
Seja {S(t) : t ~ O : E} um semigrupo de operadores cont{nuos em E, 
espaço métrico. Vamos supor que existe um aberto U C E e um conjunto 
limitado B0 absoNJente em U. Se S(t) for uniformemente compacto para 
t grande então o conjunto w-limite de Bo é o atrator global que atrai os 
limitados de U. 
Apresentamos agora uma versão do Lema de Gronwall que será utilizado 
repetidas vezes no decorrer do trabalho. Extraímos tal lema de [37], página 
18. 
1.1.7 Lema Sejam funções y, ~;, a. e f) E Lfoc(to, oo) satisfazendo ~~ ::; 
a+ fJy. Então, para t 2: to tem-se que 
1.2 Preparação do Problema 
Nesta seção prepararemos o problema para a análise propriamente dita proce-
dendo de forma análoga a, por exemplo, [29]. O objetivo é o de, através 
uma adequada mudança de variáveis independentes, transferir a influência 
do parâmetro e do domínio original para a novas equações. Tal mudança de 
variáveis é a seguinte: 
xi = xi, i= 1, 2 
y = é"-ly 
Observemos que esta mudança transforma o domínio fle- em 
ii = n x (o, 1). 
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(1.8) 
Explicitemos agora como ela atua sobre as funções(, F e P, e sobre suas 
derivadas, introduzindo também as correspondentes funções u, (l, p e f, e 
também as notações V e, !::.e e dive. 
U(X1, X2 , Y) = u(X, X2 , e-1Y) = u(x,x2 , y) 
((X, X2, Y) = º(X, X2 , e-1Y) = º(x, x2 , y) 
P(X, X2 , Y) = p(X, X2 , e-1Y) = p(x1, x2 , y) 
F(X,,X,, Y) = f(X,X,,C1Y) = f(x,,x,,y) 
au au ax, au . 
-=--=-, t=1,2, 
axi 8xi axi 8xi 
ff'U 8 (8U) 8 (1 au) 1 ff'u 
aY2 = aY ay = ay eay = e2 8y2 . 
Portanto, temos 
( 8u 8u _1au) = 8x1'ôx2'e ôy 
au au 18u 
divU ='V ·U = 'V,·u= -+-+--
ax1 8x, e ay 
ff'U ff'U ff'U ff'u ff'u a 1 au 
L.U = ax'[ + ax? + 8Y' = ax; + axj + ay (-;;a) 
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l:l'u l:l'u 1 (J'u 
= ~ 2 + ~ 2 + 2 !>...2. 
vx1 vx2 e vy 
Como estas expressões serão muito utilizadas, para facilidade de referência, 
destacamos abaixo as seguintes notações. 
. {)u àu 18u 
diVeU=-+-+--OX! 8x2 ê ày 
l:l'u l:l'u 1 l:l'u 
ó,u = -8 2 + 8 2 + 2 !>,,2 
xl x2 é vy 
. 1 l:l'u l:l'u l:l'u 
Ou seJa, l:lr. u = D..g; u + 2 8 2 onde D..rr: u = 0 2 + 8 2 c y x1 x2 
(1.9) 
(1.10) 
(1.11) 
Utilizando estes resultados, (1.1) se transforma nos seguintes problemas 
que serão os objetos das nossas considerações matemáticas a partir de agora. 
Quando G =(F, o problema (1.1) se transforma no problema 
divtu=O 
u((x, y) + l, e;, t) = u((x, y), t) i= 1, 2, 3 
e((x,y)+l,e;,t) = e((x,y),t) i= 1,2,3 
u((x,y),O) = u0 (x,y), 
e((x,y),O) = eo(x,y). 
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(1.12) 
Quando G = F, temos o problema 
a [ ~~ + (u · V',u)J- À [(u · V',)V',a+ (V',a ·V',) u] = p.D.,u + V',p+ f 
u((x,y)+l;e;,t) =u((x,y),t) i=1,2,3 
a((x, y) + l; e;, t) = a((x, y), t) i= 1, 2, 3 
u((x, y), O) = uo(x, y), 
a((x, y), O) = !lo(x, y). 
(1.13) 
Aqui, como antes, l3 = 1 e { e1 , e2, e3} é a base canônica de JR3 e V, , fl., 
e div, são as expressões definidas em (1.9), (1.11) e (1.10). Explicitanoos 
também as condições iniciais adequadas aos problemas. 
Mais uma vez observamos que passamos de um problema com equações 
fixas em um domínio dependente de um parâmetro para problemas em um 
domínio fixo (em Õ), mas com equações dependentes de um parâmetro . 
Como em [29], devido à presença nas equações do parâmetro e e à neces-
sidade de um controle adequado das normas das soluções quando e --+ 0+ e 
também porque ocorre uma modificação no operador divergente natural ao 
problema, os espaços funcionais convenientes no nosso caso devem ser difer-
entes daqueles usualmente utilizados coro as clássicas de Navier-Stokes. Em 
particular, os espaços de Sobolev subjacentes também devem ter suas normas 
alteradas, levando em conta a dependência com respeito a c. 
Para introduzir tais espaços, definamos antes os operadores diferenciais 
básicos D~u adequados à mudança de variáveis anterior. Neles, cada derivada 
em relação a terceira variável será multiplicada pelo fator c-1 : 
(1.14) 
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Além disso, como estaremos sempre com o mesmo Ü e sempre com funções 
Õ-periódicas, por simplicidade omitiremos nas notações dos espaços fun~ 
cionais que se seguem tanto a sua dependência com respeito a este conjunto 
quanto o subíndice per que estávamos utilizando anteriormente para espaços 
de funções periódicas. 
1.2.1 Definição 
Sendo Õ a célula periódica básica definida em (1.8), definimos o espa.;o 
funcional 
w;n•• = {u: IR" ->IR, ué O-periódica e D~u E L'(Õ,),O :õl <> l:õ m}, 
onde n,.. = z + õ, com a norma 
' 
llullw;>·' = { L IID~ull~(ií)}' para 1 < P < oo. 
D$.1al$m 
Quando p = 2, denotamos 
Hm=wm,2 
' ' , 
o qual é um espaço de Hilbert com produto interno dado para u, v E fr:' por 
(u, v)H:> = Elal::;m(D:u, D:v)p(fi)· 
Também necessitaremos do seguinte subespaço de n:, formado por funções 
com média zero: 
H:,,= {u E H;; k u(x, y) dxdy = 0}. (1.15) 
A extensão para funções com valores vetoriais é obviamente a seguinte: 
1.2.2 Definição 
(Wm")' - wm,p X wm,p X wm,p E - E E E l 
com norma de u = ( u1, u2, u3) dada por 
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Para simplificar a notação, já que do contexto ficará claro a que estaremos 
nos referindo, no texto que se segue, vamos denotar esta norma simplesmente 
por li · llw;"• · 
1.2.3 Observação 
A equru;ão da densidade (que é a mesma tanto para o problema (1.12) 
quanto para o problema (1.13) formalmente implica que a média da densidade 
sobre a célula básica é constante. 
De fato, da equação da densidade, das definições de div Eu, V' Eu e D.Eu e 
do fato de que div Eu = O, temos que 
~ = -u · V',e+.\.6., e= div, (-u· e+ .\V, e). 
Integrando sobre fi, utilizando o teorema da divergência e utilizando as 
condiçes de contorno periódicas, concluímos que ! Jn e( s) ds = O. Portanto, 
a média de e no instante t é sempre igual a: 
m,(t) = ~ Z e(x, y, t) dxdy = (1-) Z 11o(x, y) dxdy = iio 
m(íl) ln m n in 
É natural impor, como faremos no próximo capítulo, que para cada tE [0, T] 
e(., t) - iio E H-;:0 (o espru;o definido em (1.15)). 
Como em capítulos futuros estaremos fazendo e -+ 0+, será importante 
notar como as constantes correspondentes às imersões de espaços de Sobolev 
dependem de c. Neste sentido a observação abaixo será bastante útil. 
1.2.4 Observação 
Como O< E s 1, das definições, temos que IID"ull:',ci\J s IID:'ull:',ciiJ. 
Portanto, temos sempre que llullwm.,(i\) s llullw;"·' e, quando valer uma 
imersão de wm,P(Õ) em Lq(fi), também teremos que We-m,p estará imerso em 
Lq(fi). Além disso, a desigualdade correspondente entre as normas respecti-
vas valerá com uma constante C= C(Õ) de imersão que é independente de 
e, pois 
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Na observação seguinte, são indicadas algumas equivalências de norma 
que valem em H~,o e serão importantes no decorrer do trabalho. 
1.2.5 Observação 
11 · li H;,, é equivalente a 116, · IIL'(ii) em H;,,, 
11 · IIH;,, é equivalente a lf'V,l'., · IIL'(ii) em H:,,. 
De fato, seja a E H~0 , com m = 2 ou m = 3. Como a tem média zero em 
ií, podemos aplicar~ desigualdade de Poincaré ([13], página 275) e concluir 
que: 
(1.16) 
onde K = K(ií) é independente de c, como em (1.2.4). 
Além disso, lembramos que podemos expressar a E H7;0 por sua série de 
Fourier. Denotando ai = li1 , 1 :::; i :::; 3, onde li é o período na direção ei 
(lembramos que no nosso caso temos la = a 3 = 1), para z E Õ temos que 
a(z) = E ak e21fika·z 
kE:E3 
(1.17) 
onde denotamos também ka = (k1a1, k2a2, k3a3). Lembramos que os coefi-
cíentes de Fourier são dados por ak = a1a2a3 fn a(() e-21rika·(d( e que quando 
a E H:"o temos que aCo,o,o) = O, pois a média de a é nula. 
U tiÚzando a Identidade de Parseval, temos então 
onde, como observamos acima, o termo referente a k = (O, O, O) é nulo. 
Assim, podemos obter a equivalência desejada, pois 
llulllr• = (a1a2aa)-1 Llai9LkEZ'(211')21"1(k1a1 + k,a, + ~k3aa)'lallu•l 2 
'·' 
:S (a1a,a,)-1(27T)4 Ew.,,(k1a1 + k,a, + ~k,a,)4 lu•l' 
:S (a1a,a,)-1 (211') 416 LkE2<' (k!a! + kl"ª + ,~ kialJ'Iu•l' 
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e também 
llo-llli:,, = (a, a,a,) _, Llal9 LW"' (211" )'l"l(k, a, + k,a, + ~k,aa)'l"ljo-•1 2 
S: (a,a,a,)-1(211")6 LkEZ'(k,a, + k,a, + ~k,a,)'lo-•12 
= 16\IV', L'vll~'cnr 
Como as desigualdades opostas são triviais, temos as equivalências enunci-
adas. 
Definiremos a seguir os espaços funcionais que serão associados à veloci-
dade como em Raugel e Sell [29]. 
1.2.6 Definição 
(i) Seja c;,.,0 (Õ) a classe das funções fi-periódicas coo e tais que suas re-
strições ao fecho de fi tenham suporte contido em fi, definimos 
iJ,_,, = {u E (C~.0(D))3 ; dív,u =O em D}. 
(ii) H, é definido como o fecho de iJ,a,, em (L2(D))3. 
(ii) V, é definido como o fecho de iJ,~,, em (H,i(D))'. 
Como no caso das equações de Navier-Stokes clássicas (veja, por exemplo, 
Temam [37], para o caso periódico, ou Temam [36], para outro casos), neces-
sitaremos também do correspondente projetor de Helmholtz e do operador 
de Stokes: 
1.2. 7 Definição 
Denotaremos por F e o projetor de Helmholtz associado a Hc. isto é, 
Pc: é definido como a projeção ortogonal de L2(Õ) sobre Hc:· 
Como em Rangel e Sell [29], vale a importante propriedade que H/· = 
{VeP : p E H"1} e, portanto, 
P,(V',p) =O para p E Hi (1.18) 
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1.2.B Definição 
Denotaremos por Ae o operador de Stokes definido por 
A, = -P,D., : D(A,) c H, -->H" 
com domínio D(A,) =H, n (H:J'. 
Uma propriedade importante, que é válida para condições de contorno 
periódicas, como é o nosso caso, e que pode ser verificada facilmente uti-
lizando série de Fourier, é que 
A,u = -Ll.,u paxa u E D(A,) (1.19) 
1.2.9 Observação 
Observamos que, tanto na situação das equações de Navier-Stokes clássicas 
(densidade constante) com condições de contorno periódicas para a veloci-
dade, como é o caso de Rangel e Sell [29) e no qual pode-se trabalhar com 
espaços de velocidade de média zero, quanto na situação das equações de 
Navier-Stokes com densidade variável e difusão de massa, mas em domínios 
límitados e condição de contorno do tipo Dirichlet homogênea para a veloci-
dade e do tipo Neumann homogênea para a densidade, como é o caso de 
Beirão da Veiga em [7], pode-se aplicar a desigualdade de Poincaré e se uti-
lizar então da equivalência entre JJuJJv, e IJV,uJJL'(n) para a velocidade u E V,, 
onde Y;; é o correspondente espaço das velocidades naqueles trabalhos. 
No caso dos problemas deste trabalho, não temos condições de fronteira 
do tipo Dirichlet para a velocidade e, embora estejamos com condições de 
contorno periódicas, devido às não linearidades decorrentes do acoplamento 
com a densidade, não podemos garantir em geral que, com algum ajust<V 
mente, a velocidade terá média zero. Assim, não é possível trabalhar desde o 
início com um espaço de velocidades com média zero como em Rangel e Sell 
[29], e não dispomos a priori de uma desigualdade do tipo Poincare. Por-
tanto, temos que trabalhar com um espaço de velocidades sem média zero, 
como na Definição 1.2.61 e neles não temos a equivalência de normas descrita 
anteriormente. 
Assim, na Seção 2.1, deveremos mostrar a existência de soluções locais 
utilizando para o espaço Ve a norma usual de HJ, isto é, 
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Por outro lado, em s; ou (H;)S, poderemos trabalhar com a norma 
onde u é um elemento desses espaços, uma vez que as condições periódicas 
permitem limitar ll'i7, u\IL'(fi) e IID~u\IL'(fi)' onde a = (a,, a,, a,) E (JN)3 
tal que lal =a, +a,+ a,= 2, em função de llt..,uiiP(fi)· 
Isto será provado a seguir. Antes queremos observar que como con-
sequência deste fato e devido à propriedade descrita em (1.19), em D(A,) = 
H e n (H;)3 , podemos trabalhar com a norma 
Para provar a afirmação, tomamos u E (H~)3 e consideremos a sua série 
de Fourier. Usando a mesma notação que em (1.17), para z E Õ, temos 
Assim, 
e, portanto, 
u(z) = L uk e2wika-z. 
kE.Z3 
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Agora, sendo a= (a1,a,,a3) E (N)3 tal que la I= a 1 + a 2 + a3 = 2, 
temos 
Para finalizar este capítulo, gostaríamos de comentar que a falta da 
equivalência entre as normas indicadas na Observação 1.2.9 implica que 
teremos maiores dificuldades em provar um teorema de existência local de 
soluções para os nossos problemas. Além disso, somente conseguiremos obter 
um teorema de existência global assumindo certas restriçõs, a serem descritas 
no próximo capítulo, sobre o campo de forças f e sobre os dados iniciais. A 
demonstração do resultado de existência global no tempo será possível porque 
sob tais condições seremos capazes de provar que para as soluções locais, cuja 
existência já está garantida, valerá a equivalência requerida de normas, emb-
ora tal equivalência continue sem valer em geral para funções arbitrárias no 
nosso espaço funcional das velocidades. 
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Capítulo 2: Existência de 
Soluções 
Este capítulo é composto de duas seções. Na primeira delas estabelecemos 
a existência de solução local para o problema (1.12) e (1.13), bem como a 
prova da unicidade de tais soluções. A segunda seção será dedicada à prova 
da existência de solução global para dados iniciais suficientemente pequenos, 
mediante hipóteses adicionais. Como já foi mencionado no capítulo anterior, 
tais hipóteses nos permitirão estabelecer a equivalência entre !I· 1\Hi e \IV" · 
l!vl(fi) para a soluções locais, permitindo que obtenhamos o resultado de 
existência global. 
2.1 Existência de Soluções Locais 
Esta seção será dedicada a mostrar a existência de solução local no tempo 
para o problema (1.12) (bem como para o problema (1.13)) 
Como já foi observado anteriormente, Beirão da Veiga mostrou em [7] 
a existência de soluções locais de um problema semelhante ao abordado 
neste trabalho, mas com condições de contorno do tipo de Dirichlet ho-
mogênea para a velocidade e do tipo de Neumann homogênea para a densi-
dade (convém observar que Beirão da Veiga não estuda o caso de domínios 
finos). 
Como não temos em geral no nosso caso a equivalência entre \1 • 1\HJ e 
I IV', ·IIL'(Õ) em V,, teremos que usar para este espaço a norma II·IIHi tal que 
II·IIJ.1 = ll·lli,(n) +I IV', ·lli'(Õ)" Portanto, teremos a preocupação de controlar 
\lui\P(fi), o que não era necessário na situação abordada por Beirão da Veiga. 
Além disso, para uso nos capítulos seguintes, nos quais queremos obter o 
comportamento das soluções quando e -+ 0+, ao obtermos as estimativas 
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para as normas, teremos que controlar suas dependências com respeito a ê. 
Para mostrarmos a existência de soluções locais, utilizaremos argumentos 
de pontos fixos, construindo adequadamente um conjunto K em um certo 
espaço de funções e um operador 4t : K -+ K, para intervalos de tempo 
suficientemente pequenos, para qual poderemos aplicar o Teorema do Ponto 
Fixo de Schauder (1.1.5), e cujos pontos fixos correspondem às soluções de 
(1.12) (ou (1.13)) 
O operador til atuará em um subconjunto adequado do produto cartesiano 
do espaço funcional das velocidades pelo espaço funcional da densidade e 
será definido através de linearizações adequadas de cada uma das equações 
presentes em (1.12). 
Formalmente, ele será definido como se segue: 
2.1.1 Definição Considere fixados dados iniciais u0 , {lo, e um campo de 
forças f(t) definido em [O,T], com regularidades a serem explicitadas poste-
riorente, e suponhamos que sejam fornecidos uma velocidade U e uma densi-
dade &. Definiremos então o operador 
onde o par (u, e) será a solução do sistema: 
ôe -ôt +u·Y',e=AL\.,e em f! 
e((x,y)+l;e;,t)=e((x,y),t), i=1,2,3 
e(x, y, O) = en(x, y) 
ôu 
e ôt -!'L'.,u=-e(u·V',)u+A[(u·V',)V',e 
+(Y',e· V', )u]- V',p+ ef em i'l 
divéu=O em n 
u((x,y)+l;e;,t)=u((x,y),t), i=1,2,3 
u(x, y, O)= Uo(X, y). 
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Lembramos que, neste caso, pela definição de fi, temos l 3 = 1. 
Observe que a primeira das equações diferenciais parciais acima é d&-
sacoplada da segunda. Uma vez que ela seja resolvida, obteremos º' que 
será então usado como um dado na segunda equação, que fornecerá então 
u. Isto separa as dificuldades em dois blocos e sugere que devemos estudar 
separadamente cada um dos problemas correspondentes às equações acima. 
Isto será feito mais adiante nesta seção. 
Também é óbvio que um ponto fixo de ~' isto é, um par (u, 12) tal que 
<P(u, e)= (u, e), será uma solução do nosso problema. 
Adiantamos que o conjunto K no qual o ponto fixo será procurado será 
da forma K = K 1(T•) x K 2(T•), onde 
K,(T•) = { u; u(., O)= uo, llullioo(o.r. V.)+ llulll.'(o,r•,H;) + ll~~lli'(o,r·,H,) <Ri} 
(2.1) 
K2 (T•) = { º; º(.,O)= º"' 11º- ê'ollioo(O,T',H;,,J +liº- ffolli'(O,T',H:,oJ 
+li :t (º- êO)IIi'(O,T•,H~.oJ 5: ~} 
(2.2) 
com constantes estritamente positivas T*, R1 e ~ independentes de e a 
serem precisadas no decorrer do argumento. Destacamos em particular na 
notação acima a variável T*, que deverá ser escolhida tal que T* < T e 
suficientemente pequeno para garantir que 41 : K -+ K. 
Em K,, êO = m~n) fnllo(x, y) dxdy é a média de l}o na célula básica. Além 
disso, como veremos, este K terá as propriedades desejadas desde que T > O 
seja suficientemente pequeno. 
Iniciemos demonstrando um lema que fornece resultados sobre a primeira 
das equações anteriores. 
2.1.2 Lema Sejam dados 
eo E H; tal que O < m ~ flo ~ M, 
u E L00 (0, T,H':) nL2 (0, T,H;) 
e consideremos o problema 
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{ 
~ +u·'V,g=Ài:1,g 
g((x,y) + l,e,,t) = g((x,y),t), i= 1,2,3 
g(x, y, O)= ~~o(x, y). 
Então existe uma única solução (! deste problema tal que 
(2.3) 
g- ilo E L"'(O, T, H;,,) n L2 (0, T, H:,o) e ! (g- ilo) E L2 (0, T, H~.0), 
onde ilo = m/n) fnf!o(x,y)dxdy é a média de l!o na célula básica. De jato, se 
tem que g- iio E C(O, T, H1 0) • 
• 
Além disso, temos também que 
(2.4) 
e, seU E K 1, onde K 1 é o conjunto definido em (2.1), vale a estimativa 
li e- ê'oll~(o,r,H;,,)+II g-i!o lll'(o,r,H;,,) +li! (e-ê'ollll'(o,r,H;,,) S: A(l + Ri)(l +e8 Rl) 
(2.5) 
onde A e B são constantes positivas dependendo apenas de i'!, À e ll6,~~oiiL'(!Í)' 
Em particular, para O < T' S: T, se u E K, (T•) e se R, da definição 
(2.2} do conjunto K 2 (T') for tomado tal que A(l +m)(l+e8 Rl) S: ~, então 
teremos g E K,(T'). · 
Prova: 
A existência de solução deste problema linear com as regularidades in-
dicadas pode ser obtida de forma padrão tal como indicamos em (1.1.3) ou 
(1.1.4). Além disso, o fato de que m ::;: g ::; M é consequência imediata do 
Lema 1.1.4. 
Assim, nos concentraremos na prova da estimativa (2.5). Para isto, seja 
Observamos que se g satisfaz o problema (2.3) então u satisfaz o seguinte: 
ôt +U·Véa=ÀÂ.:a 
{ 
ôa 
a((x,y)+l,e,,t)=a((x,y),t), i=1,2,3 
a(x, y, O) = ao(x, y) = ~~o(x, y)- ilo 
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(2.6) 
Aplicando D..f; à primeira equação de (2.6) e tomando o produto interno da 
equação resultante com D..f; a, obtemos 
du (4 dt'4cr) +(L'., [ü· V,cr],L'.,cr) = À(L'.,L'.,u,L'.,u). 
Como (L'., [À L'., u - (ü · V, cr)], L'., u) = -(V, [À4 cr - (ü · V, u)], V, L'., u ), 
obtemos: 
~ !IIL'.,cr\\~,Cii)+À\\V,L'.,cr!l~,cii) :":\ (V,[u·V,u],V,L'.,) I 
::; (\\V, ü\\L'(Õ) \\V, cr\bcn) + llü!IL-(Õ) \\L'., cr\\L'(ii)J !IV, L'., u!IL'(ii) · 
Agora, pelas imersões H};(fl) em L'(fl) e JI;(fl) em L00 (fl) (veja a Ob-
servação 1.2.4), e usando a desigualdade de Hõlder, temos: 
:t 114 r:rl\f,cn) +À !IV, L'., cr\\f,cn) ::; 2~ \\uli~;I\L'., u\\~'Cõ) (2.7) 
Assim, usando o Lema de Gronwall (Lema 1.1.7), obtemos que para O::; 
t::; T 
\\L'., u(t)\\~'(ii) ::; !I L., cr(O)\\~,(ii) exp {I~ 'f \\ü( T)ll~dT} 
:,; \\f'., cr(O) \\~'(ii) exp c~ \\ü\\~'(O,T,H1)}, 
e, portanto, temos 
\\cr\\~co,r,H;,,) ::; I\ L'., cr(O)\\f,cn) exp { 2~ \lüll~'(o,T,Jf1)}. (2.8) 
Integrando (2. 7) no tempo e utilizando esta última estimativa, obtemos 
também que 
À { \\V, L'., u\l~'(ii)dt ::; !I L'., u(O) 1\~'(Õ) + 2~ llu\\~co,T,Hi.o) llu\l~'(o,T,H/)• 
1\u\\~'(o,r,H!.,)::; ~ \14cr(O)\If,cn) + ~~ 1\cr\\~co,T,H/.o) 1\u\l~'(o,T,H/) (2.9) 
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Tomando agora '\7, aplicado à equação (2.3), temos: 
da 
'\7, ( dt) + '\7, (ü· '\7,a) =À '\7,6,a. 
Assim, usando as imersões de H~(fl) em L~(fl) e Hi(fl) em L 4 (fl) (veja 
a Observação 1.2.4), obtemos: 
onde C é a constante decorrente das imersões. 
Logo, temos 
(2.10) 
Portanto, usando (2.8),(2.9) e(2.10), usando o fato de que u E K 1(T') e 
simplificando, obtemos (2.5). O 
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No lema a seguir obteremos estimativas para a velocidade. 
2.1.3 Lema Sejam U e {!como no Lema (2.1.2} e consideremos o problema 
au 
e 8t -f1ll,u+V,p=-e(ü·V,)u 
+.l.[(ü· v, )V, e+ (V, e· v, )u] +e! 
u((x, y) + 4e;, t) = u((x, y), t), i= 1, 2, 3 
u(x, y, O)= uo(x, y). 
(2.11) 
Então existe solução u E L00 (0, T, V,)nL2 (0, T, D(A,)), : E L2(0, T, H,) 
para este problema. De fato, nestas condições se tem que u E C(01 T, ~) 
Além disso, para O< T* ::; min{T, 1}1 vale o seguinte: fixemos R1 >O 
na definição (2.1} do conjunto K 1 (T') e tomemos R. na definição (2.2} do 
conjunto K 2 (T') tal que A(l +Rf)(l +eBRl) :5 Jlâ, onde A e B são constantes 
positivas dependendo apenas de !1, À e llt.,i!OibcõJ e definidas no Lema 2.1.2. 
Então, se ü E K 1 (T*) vale a estimativa seguinte 
< C [I lu 112 + (D4 + "') T"i' + 11!112 - ] e2C (R:+!<l)T•'I' O V. ~'1. ~"2 P(o,T•;P(n)) ' 
Prova: 
Observamos que (2.11) corresponde a um problema de Stokes com den-
sidade varíável. A existência e unicidade de soluções de tal problema com a 
regularidade indicada pode ser feita exatamente como o problema de Stokes 
correspondente em Ladyzenskay e Solonnikov [20]. 
Assim, vamos nos concentrar na obtenção das estimativas enunciadas. 
Inicíemos observando que, nas condições enunciadas, o Lema 2.1.2 garante 
que {!E K2 (T*), e portanto valem as limitações para as normas indicadas em 
(2.2), fato que utilizaremos no que se segue. 
Façamos agora o produto interno da equação diferencial em (2.11) por 
2u. Multipliquemos então a equação diferencial em (2.3) por u e tomemos o 
produto interno da equação resultante com u. Somemos as duas identidades 
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resultantes para obter: 
+À [((u ·V, )V, e, 2u) +((V, e· V, )u, 2u)] +(e!, 2u) 
- (u· V,g)u,u) + >. ((t\,g)u,u). 
Usando a desigualdade de Hõlder, 2.4, imersões de espaços de Sobolev 
, o fato de u E K, e e E K,, bem como a observação de que lluiiL'(Õ) = 
lle-112 g1i'uliL'(i'l) < m-1/'lle'i'uiiL'(i\J podemos estimar cada um dos termos 
do lado direito como se segue: 
I ( -e(u · V, )u, 2u) I ~ 2M]IuiiL'(i'lJ IIV, uiiL'(i\J ilulb,n1 
~C lluiiHi lluiiHi lluib(n) 
~C R111uiiH111º'1'uiiL'(i\J 
]>. ((u · V, )V ,e, 2u)i ~ 2>.]]uiiL•(iiJ li V, 'ºIIL•(ii) lluiiP(ii) 
~ C ]ju]]Hi li e- g.IIH;,j]ujjL'(ii) 
~C R1llº- iioiiH;,ilº'i'uiiL'(il) 
]>.((V,º· V, )ü, 2u)l ~ 2Aj]V, ºIIL'(i'l) I IV, uiiL•(i'l) lluiiL'(il) 
~C 11º- Mffi.ollüll'4,oiluiiL'(i\) 
~ C R,jju]]Hi.o lle11'uiiL'(n) 
l(ef, 2u)l ~ 2MIIJIIL'(n)lluiiL'(ÕJ ~ Cllflb,n11ie'1'uib(n) 
Os dois últimos termos são tratados analogamente, mas necessitam de 
uma manipulação prévia e também do uso de desigualdes de interpolação. 
j(u·'\l,e)u,u)j =IIõ(u·V,e)u·ul 
= I In div ,(u · º) u ·ui 
= I -In u · e 2u ·V, ui 
~ 2jjuj]Loo(fi) 11 ºIILoo(il) ]juj]L'(il) li V' uj iL'(n) 
~ C lluiiH;1• lluiiL'(il) li V, uiiP(il) 
~C lluii~;J•iiullhn1 + (1'/4)IIV,ulll.,n1 
~ C (lluii;lliiull~;)'ilulll.,n1 + (I'/4)IIV, uill.,õ) ~C Ri1'ilull~/lle'i'ulli,,õ) + (1'/4)IIV, ulli_,(ÕJ 
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IA (L;, g)u, u) I = IAfn div ,(V, g)) u ·ui 
= 1- Àf0(V, g) 2u· V,uj 
< 2AIIV, (g- iio) IILoo(ii) lluiiL'(Õ) IJV, uiiL'(ii) 
:e; C lle- iioiiHn;•lluiiL'(ii)IIV,uiiL'(ii) 
'·' <c li e- iioll;,:ii' llull~,<nJ + (~t/4)IIV, ull~'<iil 
<;;C (li e- M~t,,lle- M~t,,l'llull~,(ii) + (~t/4)IIV, ull~'(ii) 
<;; c RY'IIe- iio u~;,, li e'1'ull~'(ii) + (!'/ 4) IIV' ull~,(ii) 
Substituindo estas estimativas, vem: 
Ou seja, 
:tlle'1'ulli_,(ii) +I' I IV, ulli,'(ii) 
<C R,lluiiH;IIg112uiiL'(ii) 
+C .R,jjg- i1oiiH;,IIe'1'uliL'(ii) 
+C .R,jJulls;., llg'l'uiiL'(ii) 
+C li! 11 L'(ii) 11 g'i'uiiL'(ii) 
+C Ri1'11ull:f]llg'i'ulli_,<!ll + (!l/4)IIV, ull~'<iil 
+C R;1'11 º- iioll~f, 11º'1'ull~,<!ll + (~t/ 4)IIV, ull~'<iir 
:t lle'1'ull~'(ii) + ~li V, ull~'(ii) <;; C ( RdluiiHi + .R,jjg- iioiiH;:, +R,JiuiiH~.o +llflb(ii)) IJg'1'• 
+C ( Ri1'11ull:f] + R;1'llg- M~t,,) llg'1'ull~,<nr 
Denotando agora 
a desigualdade anterior implica que 
d</>1:)' <;; Ch(t)<f>(t) + Cg(t)<f>(t)2. 
Como o nosso objetivo é obter uma limitação para cj>(t), se ela for nula, já 
teremos trivialmente a limitação. Assim, podemos assumir que t:P(t) > O e 
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então a última desigualdade implica que 
d~;t) :S ~ h(t) + ~ g(t).P(t), 
o que, pela Lema de Gronwall, implica que para t E [O, TJ vale 
.P(t) :<;[<!>{O)+~ J,' h(s)ds] eH;•<•l" 
Agora, utilizando a desigualdade de Holder e lembrando que u E K, e 
e E K 2 (veja (2.1) e (2.2)), obtemos: 
/,' h(s)ds =f~ (R,Ifu//H1 + R,]]e- 0J//H;., + R2//u//~.o + ///1/v(ilJ) ds 
:S C (Ri+~) t'12 + 1/!llu(o.t;L'(il)J 
e, analogamente, 
Jo' g(s)ds = J,' Rl12 //u//;{ff + Jli12 lle- M;fJ, :S C [Ri+ Ri] t'i' 
Lembrando a definição de if;, das desigualdades acima, concluímos que 
para t E [0, T] vale que 
[ ( 2 2) 1/2 I l c [R'+J<l]t''' ]]u(t)/iv(il) <C lfuolfv(il) + R,+~ t + /1/b(o,t;L<il)) e ' 
E portanto, para O < T' :S T temos 
[ li ( 2 ') •'i' li l c [Rl+J<l]:r-'1' lfulfv(o,T•;L'(i\)) <C ]]uo L'(i\) + R,+~ T +li/ P(o.r-;L<fi)) e 
(2.12) 
Obtivemos assim uma limitação para llu!li,2(Õ)' o que se faz necessário pelo 
fato de não termos a equivalência entre a norma de Ye, II·!IH~, e IIV o: • !IP(Õ)· 
Partimos agora para a limitação das normas das derivadas. 
Tomamos o produto entre a primeira equação de (2.11) e :, para u E Ye, 
isto é, 
v;:.:) -!L ( L'l,u,:) + ( V,p,:) =- ( e(ü ·V, )u,:) 
+A [((u·V,)V,u, :) + ((V,e·V,)u, :)] +(e!,:) 
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Observando que o terceiro termo do lado esquerdo se anula pois 7;: E Ve 
e que 
e 
(º 8u, 8u) = (e'/2 8u, º1; 2 8u) = llel/2 8u 11 2 _ 2: m 18u 2 _ 8t 8t 8t 8t 8t L'(O) 8t L'(O) 
(~,u.:) =-(v,u,V, (:)) =-~!IIV,ulli,(õ)• 
após utilizar adequadamente a desigualdade de Holder e fazer algumas com-
pensações, concluímos que 
Utilizando agora a imersão de H':(fi) em L4 (Õ) e desigualdades de inter-
polação na desigualdade anterior, obtemos: 
+ llull),1 (11v;e11;!,~õJ IIV;ell~i) 2 
+ IIV,elll,;,, (IIV,ulli,~õJIIV,ull':ft) 2 + llflli,<õJ] 
Utilizando agora o fato deU E K 1 e (}E K2, desta desigualdade vem 
+~Ri12 iiuii':fff + llflli,<nJ] 
(2.13) 
Tomamos agora o produto entre a equação de (2.11) e ~u, para obter: 
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(º ;,A,u)- Jt(L'.,u,A,u) + (V,p,A,u) =- (º(u· V, )u,A,u) 
+À [((u · V, )V, º' A,u) + (º(V, º · V, )u, A.u)] + (º/, A,u). 
O terceiro termo do primeiro membro da identidade acima é nulo pois 
Ae:u E V::. Utilizando a desigualdade de Hõlder adequadamente, temos então: 
Como antes, utilizando a imersão de H};(D) em L4(D) e desigualdades de 
interpolação, obtemos: 
+llufli,1 (11v;ºll~~iiliiV;ºII~;,) 2 
+I IV, ºlli.:., (fiV, ull~~n)IIV,ufl~i) 2 + flflli,(n)] 
Lembrando que U E K1 e {}E K2, da desigualdade anterior, vem 
2 
Multiplicando esta última desigualdade por :l:2 , somando com a de-
sigualdade de (2.13) e simplificando, vem 
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8u' 
se 
&t L'(ii) 
Integrando esta última desigualdade no tempo de O a O < T* ~ T, obte-
mos 
Utilizando a desigualdade de Hõlder nas duas primeiras integrais e lembrando 
que u E K,(T') e ºE K 2 (T'), esta última desigualdade implica que 
!IV, ull~~co,r•;L'(ii)) + 2:2 IIA,ull~'(o,r•;L'(ii)) + : 11 '::li' . S I IV, uolli_,(ii) /) L2(0,T*;L2(fl)) 
C [( "'1' "''R'1'JII-11'1' T''1' R 20112 ll - 11'1' T''1' 11!11' ] + ft1 + -"L2 1 U L<O,T*;Hn + l..rt-2 º- go L2(0,T•iH:,o) + L2(0,T";L2{11)) 
< IIV u li' - + c [CR'1' + ,, R'1'Jlé1'T•'1' +R' "'1' n3i'r•'1' + 11!11' - J & O P(n) 1 ""<-2 1 1 1-'"2 Ll.2 L2(0,T-;L2(fl)) 
Em resumo, 
!IV,ulli~co,T·;L'(ii)) + 2Mm ,IIA.ullho,T•;L'(<'i)) +: lliJ&tull' . J1. L2(0,T*;L2 (fl)) 
(2.14) 
Agora, elevando a estimativa (2.12) ao quadrado e somando com (2.14) e 
simplificando, obtemos 
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2 
lfullioo(o,T";V.) + llulfi'(O,T";H1) + <;;: _ 
L2(0,T*;L2(0)) 
< C [lfu,lfl, +(Ri+ Ri) y<~/4 + llflli,co,T•;L'(ií))J e'c (Rl+~)r''', 
que é a estimativa enunciada. o 
Com as informações dos dois lemas anteriores, podemos agora provar o 
seguinte: 
2.1.4 Lema Seja K = K 1(T') x K 2(T'), com K1 e K 2 definidos em 
(2.1),(2.2), e a operador <P definido em (2.1.1). Então, para R1 e R 2 ade-
quadamente escolhidos e para T* suficientemente pequeno, vale que W(K) C 
K. Além disso, cJl : K ~ K é contínua quando consideramos em K = 
K1(T') x K 2(T') a topologia de L2 (0,T',L2 (fl)) x L2(0,T',L2(i'i)). 
Prova: As escolhas de R1 e R2 serão baseadas nas estimativas dos dois lemas 
anteriores. 
De fato, basta inicialmente tomar R1 grande o suficiente para que 
R' 
3CIIuoi1Hi S T' 
onde C é a constante que aparece na estimativa do Lema 2.1.3. 
Uma vez fixado tal R1, escolhemos R2 grande o suficiente pai' a que 
A(l + R)){l + e8~) S ~' 
onde A e B são as constantes dadas no Lema 2.1.2. Com esta escolha, aquele 
lema garante que u E K 2 (T'). 
A seguir, escolhemos T* >O tão pequeno que satisfaça ao mesmo tempo 
o seguinte: 
o< T' s 1, 
3C (RI + "') r•'/4 < R1 1 ..L~ - 3' 
' Ri 3CII!IIL'(o,T·PCií)) < 3' 
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onde outra vez C é constante que aparece na estimativa do Lema 2.1.3. 
Com tais escolhaB, podemos provar que ii>(K) C K. De fato, seja (ü, {i) E 
K = K 1 (T*) x K 2 (T*) com estes conjuntos definidos nas condições anteriores. 
Denotando (u, e) = «ll'(U, g), vemos que a estimativa do Lema 2.1.3 implica 
que 
< C [lluoll?; + (llt +Ri) T"i• + llfll~,(o,r·;L'(n))] e'c (Rl+Rl)r•'i' 
< C [lluoll~, + (llt + Jli) P'14 + llfll~,(o.r-;L'(n))]3 
R' "' "' < _1 + _."1 + _."1 = "' 
- 3 3 3 •"J. 
Portanto, temos também que u E K 1(T*). 
Assim, il>(ü, Ii) = (u, e) E K,(T•) x K 2 (T•) = K e, portanto, ii>(K) C K. 
Passemos à prova da continuidade da {f.!. 
Sejam (ü, g), (Un, 1?n) E K, para n = 1, ... , oo e tais que U,. -tU e 1?n-+ {j 
em L2 (0, T, L2(Õ)) quando n--> oo. 
Denotemos (u, rl) = {f.l(u,e) e (Un, ºn) = cf>(Umºn), e passemos a provar 
que u,. --> u e en--> e em L2 (0, T, L2 (Õ)) quando n--> oo . 
Para isto, observando que da definição de q,, tomando a diferença entre 
as equações que {! e {j satisfazem, obtemos: 
(2.15) 
Agora, efetuamos o produto interno entre (2.15) e fln - {!, fazemos in-
tegrações por partes usuais, observando que o terceiro termo se anula, uti-
lizamos a desigualdade de Holder e imersões em espaços de Sobolev para 
obter: 
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~ : 11/l!n- elli'<fi> +À /IV, (e.- e)i/l,(n) =-In (u.- u) · V,e (e.- e) 
:<O; 1/U.- uiiL'(n)I/V, eiiL•(n)lle.- eiiL•(i'!) 
:<0; C 1/un- ui/L'(i'!)l/e/IH;_,//V, (e.- e)//L'(i'!) 
:<O; C /lu.- ul/i,(n)lle/1~;., +~/IV, (e.- e)l/i,(n) 
Utilizando o fato de e E K 2 (T') e simplificando, a desigualdade acima 
implica que 
d 
dtl/e.- elli'(ii) +À /IV, (l!n- e)lli'(Õ) :<O; C Rl/lun- ul/i'(ii) 
Integrando no tempo e lembrando que e(., O) = l!n(., O), obtemos para 
tE [O, T']: 
1/e.(t)-e(t)//l,(n)+À J,' /IV, (e.(s)-e(s))l/i'(fi)ds <C Ri J,' 1/U.-u/li'<fi>ds 
Portanto, 
Em particular, temos para n --+ oo que 
1/l!n- ei/L'(O,T';L'(Õ)) -f 0 
e 
e que implicam o seguinte 
(2.16) 
Observamos agora que Un- u satisfaz a seguinte equação: 
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{} 
e {}t(u.- u) -r L., (u.- u)- V,(p.- p) 
=(e- e.)~+ (e- e.)(u. ·v, )u. 
-e ((u.- u) ·V,);;;.- e (ü ·'V, )(u.- u) 
+À((;;;.- ü). 'V, )'V, e+ À ('V, e. v,)(;;;.- ü) 
+>-(;;;.·v, )V, (e.- e)+ .X('V, (e.- e)· v, )ü. 
+!(e.- e). 
(2.17) 
Tomamos agora o produto interno entre a expressão (2.17) e Un- u e 
notamos que 
k e !cu.- u) · (u. -u) = ~:t k e lu.- ui'- H;: lu.- ui', 
= .!:~ r o 1"- -ui' 2dtJr,- ~· 
-~ k L., e lu.- ui'+~ Jn ü ·V ,i/lu.- ul2 , 
onde na última passagem utilizamos a equação para (!. Também temos: 
e 
-r Jn L., (un- u) · (u.- u) =I' Jn IV, (u.- u)l' 
-In 'V,(p.-p)·(u.-u)=O, 
Com estas observações, obtemos de (2.17) o seguinte: 
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+ /n<u- Un)~" · (u,.- u) + Jn<u- u.)(u. ·'V, )ün · (un- u) 
-Jnu<(u.-u)·'V,)U.·(u.-u)-Jnu(u·'V,)(u.-ü)·(u,.-u) 
+À k ((ün- ü) ·'V, )'V, U · (u,.- u) +À k ('V,u ·'V, )(U.- ü) · (u.- u) 
+À Jn<u. ·'V, )'V, (un- u)(u,.- u) +À Jncv, (Un- u) ·'V, )U. · (u.- u) 
+ Jn<u.- u)f · (u.- u) 
(2.18) 
Agora, usando a desigualdade de Hõlder, desigualdades de interpolação e 
o fato de (u, u), (ü, e), (u., u.) e (U., e.) E K, cada um dos termos à direita 
desta identidade pode ser estimado como se segue: 
O primeiro termo do lado direito de (2.18) estima-se da seguinte maneira: 
1~ 1n .6., u ru.- ur·l si~ 1n di v, ('V, u)(u,. _ u) . (u,. _ u)l 
si-À In 'V,u. ((un- u). 'V, )(u,.- u)l 
S À fi 'V, uiiL~(ii)lfu.- ulfL'(ii)lf'V, (u.- u)lfL'(ii) 
S C llu- iio[[H1[[u.- ulfL'(n)lf'V, (u,.- u)lfL'(ii) 
S C, fie- iioll~1llu.- uff~'(ii) + Jff'V, (un- u)fl~'(ii) 
para d > o que será feito suficientemente pequeno e c6 > o adequada. 
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O segundo termo do lado direito de (2.18) estima--se da seguinte maneira: 
j~Jn u·V,alu.-ul'j s; j~Jndiv, (ua) (u.-u)·(u.-u)j 
s; 1- Jn eU· ((u.- u) ·V, )(un- u)j 
:'ó llaiiL-(n)lluiiL-(n)llun- uiiP(n)IIV, (u.- u)IIL'(fi) 
:'ó MC llui1H111un- uiiL'(n)IIV, (un- u)llv(ii) 
s; c, llullm llun- ull~'(ii) + óiiV, (un- u)lli'(fi)• 
onde outra vez 6 > O que será feito suficientemente pequeno e C6 > O é uma 
constante adequada. 
O terceiro termo do lado direito de (2.18) estima-se da seguinte maneira: 
eu. 
:'ó C lia- aniiHc.o ât R1 
P(fi) 
O quarto termo do lado direito de (2.18) estima-se da seguinte maneira: 
lln (a- an)(u. ·V, )U. · (un- u)l :'ó lia- aniiL'(n)lluniiL'(ii)IIV,U.IIL'(n)llun- ulb(ii) 
<C lia- aniiH;)IuniiHillunliHIIIun- uliHI 
:'ó C lia- aniiH;)Iu.IIHIIIU.IIHI (lluniiHI + lluiiHI) 
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O quinto termo do lado direito de (2.18) estima-se da seguinte maneira: 
//n u((u,- u) ·V', )u, · (u,- u)/ ~ lluiiL-(ii)[ll'u.- uiiL•(n)IIV',U,IIL'(iilllu.- uiiL'Ciil 
~ MCIIun- uiiH;IIU.IIH;IIun- uiiL'(ii) 
~ Cllu.lll.;llun- ulll.'(ii) + llun- ulll.1 
O sexto termo do lado direito de (2.18) estima-se da seguinte maneira: 
//nu (u · V',) (u.- u.) · ( u.- u)/ ~ MlluiiL-(ii)IIV', (u, - u) 11 L'(ii) I lu. - uiiP(fl) 
~ ClluiiHillu. - uiiP(ii) llun -ui IH; 
~ Cllulll,;llun- ulll_'(ii) + llun- ulll.1 
O sétimo termo do lado direito de (2.18) estima-se da seguinte maneira: 
/>. /n ((u. - u) · V', )V', u · ( u, - u)/ ~ >. I lU. - uiiL•(n)IIV';uiiL'(n)llu.- ull L'(n) 
~C llu- i>oiiH1,ollun- uiiL'(n)llun- uiiHi 
S C llu- i>olll.;.ollu.- ulll.'(n) + IIU..- ulll,i 
O oitavo termo do lado direito de (2.18) estima-se da seguinte maneira: 
/>. /n (V', u · V'') (u. - u) · ( U. - u) / ~ AI IV', uiiL-(fl) li V', (un- u) li L'(ii)llun- uiiL'(ii) 
< Cllu- i>ollm.ollu.- ulln1 llu.- ulbcnJ 
~ Cllu- iiollbllu.- ulll.'(ii) + IIU.- uiiJ., 
O nono termo do lado direito de (2.18) estima-se da seguinte maneira: 
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UNICAMP 
,j!BL!n·rr:c J .. J. '· ~ 
A , -
IA k (u,. · \1, )'V, (lln- e)· (u,.- u)l ~IA k div ,(u, · \1, (e.- e))· (un- u)l 
~ 1-A Jncu,·V,(e.-e)) ·\l,(u.-u)l 
~ AlluniiL•(nJIIV, (e.- e)IIL•(n)IIV, (u.- u)IIL'(fiJ 
~ C,llu.ll~•cn1 11V, (e.- e)ll~•cnJ + 611\1, (u.- u)II~'Cfil 
~ c,11u.11;,1 (11v, (e.- e)ll~~n1 11V, (e.- e)ll~t,)' 
+611V, (u.- u)lli'cnJ 
~ C,llu.II;,111V, (e.- e)ll~~n1 11V, (e.- e)ll~t,, 
+611\1, (un- u)lli'(fi) 
~ C,llu,ll;,1 (li e.- iíolln;., + lle- Mn;.,)'12 
·li V, (lln- e)ll~~fi) + 611\1, (u.- u)ll~'(i\J 
~ C,R!~12 II\I, (en- e)ll~~fi) + 611\1, (u,.- u)lli'(fi) 
O décimo termo do lado direito de (2.18) estima-se da seguinte maneira: 
IA In(\/' (e. - e) . \1' )u • . ( u,. - u )I ~ Ali V, (e. - e) IIL'(fi) li V' Un IIL•(fi) I lu. - uiiL'(fi) 
~Gil V, (e.- e)IIL'Cfil (li V, u.II~~111 11V, ~Znll;/t) I lu..-
~ CIIV, (e.- e)IIPcnJIIu.lli/tllu.ll~i (llu.llnl + llullm 
~ clt,1'11~Znii~IIV, (e.- e)IIPcflJ 
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O décimo primeiro termo do lado direito de (2.18) estima-se da seguinte 
maneira: 
1/n(l'n- g)f · (u,.- u)l :S llen- ellL•(ii)llfllL'(ii)llun- ullL•(ii) 
:S Gllen- ellH;)l!IIL'cnJllu,.- ullH! 
s; Gllen- ellH;)lfllL'(ii) (llunllHi + llullHi) 
:S 2GR,llen- ellH;)IJIIL'(iiJ· 
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Substituindo estas estimativas em (2.18), temos 
:tllQ112(un- u)!I~'(Õ) +~ti! V, (un- u)!l~'(!'i) 
<C, IIQ- êolli.lllun- ulli'(fi) + ói!V, (un- u)l!i'(Õ) 
+C, l!ull~qllu.- ull~'Cfi) + ó!!V, (u.- u)ll~'(ii) 
+CIIU.Ili.-1llu. - ui!~'CÕ) + I lu. - ulli<i 
+CIIull~llun- ulll,cn) + IIU.- ulli.-1 
+C I!Qili,;,ollu.- u!li'(Õ) + llun- u!!i.-1 
+C!!Qllk1,ollun- u!!l'Cfi) +!lU.- ullk; 
+C,Ri~1'1!V, (Qn- Q)!l~~fil + ói!V, (u.- u)l!~cnJ 
+CR;14 1lunll~tllV, (Qn- Q)IIL'Cfil 
+2CRdlº"- ºIIH;,ii!IIL'cnJ· 
Tomando 8 = f.J/ 4 na desigualdade acima e coletando adequadamente os 
termos, obtemos: 
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~tlli12 (Un- u)ll~'(ii) + ~IIY', (un- u)ll~'(ii) 
:0: C (llull~ + 11º- i>ollho) llun- ull~'(ii) 
+CRl 11J12 IIY', (º" - º)ll;(,~iil + CRl14 IIU..II~/IIY', (ºn- º)IIL'(nJ 
+4llun- ullli•· 
" 
Aplicando o Lema de Gronwall a esta desigualdade, lembrando que os 
dados iniciais para u e Un coincidem, e que ( u, e)' (u, e)' ( Un, enL (Un, l!n) 
E K obtemos para t E [0, T*] a seguinte estimativa: 
lli12 (t)(u.(t)- u(t))ll~'(fi) :0: Bn(T')exp{c {' (llu(s)llii1 + llº(s)- Mhods)} 
(2.19) 
onde 
{T" 2 n3/2 {T' I /2 
+2CR, lo llf(s)IIL'(n)llºn(s)- º(s)IIH;,,ds + CR,n, lo IIY', (ºn(s)- e)(s)IIL'(ii) 
+CRl14 {'llu.(s)ll~tiiY',(ºn(s)- º)(s)IIL'(fi)ds+4 {'lju,.(s) -u(s)llli;· 
Utilizando a<lequadamente a desigualdade de Hõlder, da definição de 
Bn(T'), obtemos: 
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+2C Rtii!IIL2(o,r•;L'(iiJJ lll'n - eiiL'(o,r·;H;_,J +c Ri ~12 11'17, (e. - e) ll:(,~o,r·P<fiJJT': 
+CR;14IIü.(s)ll:,l,(o,r•;H11 11'17, (e.(s)- e)(s)IIL'(o,T";L'(ÕJJT'71' 
+4llu.- ulll.'(o,r·;H1J· 
Lembrando que (u, {!), (U, (}), (un, en), (ün, 1?n) E K, concluímos que 
B.(T') :s; C (Ri+ R'/T''12 + R,llflb(o,r•;L'(ÕJJ + Ri~12T'314 + RlT'11') li e- eniiL'(o;T';Hi, 
+4llun- ulll.'(O,T';HiJ· 
(2.20) 
Observamos agora que as condições de contorno periódicas implicam que 
11'17, (U. -u)IIL'(ÕJ = -(u. -u, ~' (u. -u)) :s; IIU. -uiiL'(nJII~, (-u. -u)IIL'(fiJ 
Como Un- u E K,(T'), temos 11~, (u.- u)lli_'(O,T';L'(Õ)) uniformemente 
limitada com respeito a n e, portanto, a desigualdade anterior juntamente 
com o fato de 
\\Un- U\\L2(o,r;L2(fi) -7 O implicam que quando n--+ oo 
IIU.- ulll'(o,r·;H1J -->o 
Portanto, este último resultado, (2.16), (2.20) e (2.19), juntamente com 
a observação que mll(u.- u)lli-(o,Y.;L'(n) :s; lle112(u.- u)lli-(o,r•;L'(Õ) im-
plicam em particular que 
llu.- uiiL'(O,T';L'(Õ) -->O. 
Isto e os resultados anteriores mostram a continuidade de ~, completando 
a~~ D 
Estamos agora em condições de estabelecer o seguinte resultado. 
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2.1.5 Teorema 
Dados uo E H1 e !!o E H'; e f E L2 (0,r,L2 (Õ)), existe O< r• S r tal 
que {1.12) (ou {1.13)) admite solução (u, e) tal que 
uEL00 (0,r, V.)nL'(o,r,H;) e~ E L2(0,r,H,), 
eEL00 (0,r,H;,0)nL2 (0,r,H;} e:: EL2(0,r,Hi). 
Além disso, tal solução é única. 
Prova: Consideremos o conjunto K construído como no lema anterior. Este 
fornece O < r• S r e garante que a aplicação i!> definida em (2.1.1) sat-
isfaz «P : K -+ K e é contínua quando se considera em K a topología de 
L'(O,T',L2 (ií)) x L2 (0,T',L2(Õ)). 
Além disso, temos que K é convexo e compacto em L2(0,T*,L2(Õ)) x 
L2 (0,T',L2 (ií)), pelo Lema de Aubin-Lions (veja [22]). Portanto, podemos 
utilizar o Teorema do Ponto Fixo de Scbauder (veja 1.1.5), o qual garante a 
existência de um ponto fixo para a função «P, isto é, garante a existência de 
um par (u, e) que é solução para o problema (1.12) (ou (1.13)). Pela definição 
de K, temos automaticamente a regularidade enunciada da solução. 
Basta provar então que tal solução é única. Para isto, suponhamos que 
(u, e) e (il, ii) sejam duas soluções. Assim, como tanto (u, e) quanto (ü, ii) sat-
isfazem o Problema (1.12) (o argumento para (1.13 é obviaroente ligeiramente 
mais simples), subtraindo as equações correspondentes para as velocidades e 
tomando o produto interno com u- U e procedendo como o usual, obtemos: 
(e';; -l;:,u- u) +J.ti/V',(u-il)lli,(n) = (-e(u. V', )u+ ii(il· V', )ü,u- ü) 
+À[(u ·V', )V', e- (ü ·V', )V', li+ (V', e· V', )u- (V', ii ·V', )uj,u- il). 
Observamos agora que 
( fJu J)ij -) ( â ( -) -) (( _)âü -) (}éJt -(}ôt,u-u = ºat u-u ,u-u + (}-(} ât'u-u 
1 d ( ( _) _) 1 (aº ( _) -) (( _) âu -) 
=2dt(}u-u,u-u -2 ât. u-u,u-u + g-g ât,u-u 
= ~ i(e(u- u),u- il)- ~(().f>., e-u· V', e)(u- ü),u- ü) +((e- !i)ôâtu,u- u), 
2 dt 2 
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onde na última igualdade utilizamos a equação da densidade para (!. Substi~ 
tuindo na identidade anterior~ temos 
onde 
z,(u, e, ü, ii) =-(e- ii): +~!I (ll., e-u· V' .e)- e(u ·V', )u+ ii(ü ·V', )ü 
+A [(u ·V', )V', e- (ü ·V', )V', ií+ (V' .e· V', )u- (V', ii ·V', )u] 
Portanto~ temos 
onde 
+1 (>. 11.6.. ellL'(ií) + llullL~(ií) li V' .ellL•(Õ)) I lu- üiiL•(Õ) 
+M liuiiL~{õJ [[V', (u- ií)[[L'(ilJ + M [[u- ullL•cõJIIY', uliL•(ilJ 
+li e - iillL~cõJ lluilL•cilJ I IV', üllL•<õJ + >. [l[u - ü[[L'CilJ [[ll., ellL'(ÕJ 
+lliillL~cnJllll., (e- ii)IIP(ilJ + IIY', ellL~(nJIIY', (u- ü)iiL'CnJ 
+[[V', (e- ii)[[L•(ii)IIV', e[[L'{fi) 
Usando as imersões de Hl(D) em L'(D) e de H;(n) em L=(D), podemos 
estimar Z2 (t) como 
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+IIA..uiiL'(fi) 11~, ºll<>ci\J 11'17, ( u - il) li L'( i\) + IIA,uiiL'(fi) 11'17, ( u- il)IIL'(i\) 
+11'17, (u- il)IIL'cnJIIA,illl<>cnJ + 11~, (º- iillbcnJIIV, illl~'cnJIIA,iliiL'cnJ 
+11'17, ( u- il) IIL'(fi) 11'17' ~. ºIIL'(fi) + IIA,iliiL'(fi) 11~, (º - ii)IIL'(i\) 
+I IV,~. ºIIL'cnJIIV, ( u- il)IIL'cnJ + 11~, (e- ii) IIL'CfiJ 11~, eiiL'cnJ) · 
Agrupando os termos que têm o termo 11'17, (u- il)IIL'(i\J em comum e 
também aqueles que têm o termo 11~, (e- ii)IIL'(fi) em comum, obtemos 
Z,(t) S CZ,(t) I IV, (u- il)lbcnJ + CZ,(t) 11~, (e- ii)IIPcnJ' (2.22) 
onde 
dil 
Z,(t) = dt _ +IIV,illlpcnJIIA,iliiL'cnJ+IIA,iliiL'(nJ+II~, eiiL'(ilJ (2.24) 
L2(fl) 
Substituindo a estimativa (2.22) na desigualdade (2.21), obtemos 
~ :t (e(u- il), u- il) +i' 11'17, (u- ~tlll~'(il) 
S CZ,(t) 11'17, (u- il)IIL'(nJIIu- illl<'ci\J + CZ,(t) 11~, (e- ii)IIL'(nJIIu- illl<'cfiJ 
S c.z,(t)'llu- uii~'Cill + iiiV, (u- u)II~'CilJ 
+c, Z,(t)'llu- ilii~'CfiJ +~~~~'(e- ii)II~'Cfi)' 
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com c5 > O a ser escolhido posteriormente (a escolha será c5 = J+./4) e con-
stantes positivas CJ.' e Có adequadas. Isto implica o seguinte: 
: 1(e(u- u),u- u) +!' IIV', (u- u)IIL'(ii):Õ: CH(t) llu- üll~'(ii) + Jllb., (e- i?)ll~'(ii) (2.25) 
onde 
H(t) = IIV',b.eell~,<iiJ + IIA,ull~,<iiJ + IIA.üll~,<iiJ + IIV',ull~,(iiJIIA,üll~,(ii) 
(2.26) 
Por outro lado, como (u, e) e (u, i?) sâD soluções do Problema (1.12), sub-
traindo as equações correspondentes para a densidade e tomando o produto 
interno do resultado com !:::.é((!- º), obtemos: 
Aplicando a desigualdade de Hõlder com constante .À, temos: 
: 111V, (e- iilll~'(fi) +À li L\., (e- i?)ll~'(ii) 
:": ~ {llu- ull~'<oJIIV, ell~oo<iiJ + llull~oo<nJIIV, (e- i?lll~'<iiJ}. 
Usando a imersâD de HJ(fl) em L00 (fl), temos: 
! li", (e- i?lll~'<oJ +À IIV, (e- e) ll~'<iiJ 
:o:~' {I lu- üll~'<iiJIIV,b., ell~'<iiJ + IIA,ull~'<oJIIV, (e- i?lll~'<iiJ} 
(2.27) 
Tomando 6 = A/4 em (2.25), utilizando a observaçâD que 
llu- üll~'(ii) = ~ (m(u- ü), u- u) < ~ (e(u- ü), u- ü) (2.28) 
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e somando com (2.27), após alguma simplific~ão, obtemos 
~ [(e(u- u), u- u) +!IV, (g- íilll~,(iiJ] +/.L !IV, (u- ii)ll~'<iil +; 116, (g- íi)lli.,(iiJ 
<c [H(t) +!IV, 6, ell~'(nJ]· [(e(u- ü), u- u) +!IV, (e- íi)ll~,<fiJ] 
onde H(t) é dada em (2.26) e C é uma constante positiva adequada depen-
dendo apenas dos dados do problema. 
Utilizando o Lema de Gronwall (1.1.7) nesta última desigualdade e lem-
brando as regularidades que as soluções satisfazem (o que garante 1; H(s)ds < 
+oo para O :::; t $. T*), bem como o fato de terem os mesmos dados iniciais, 
obtemos: 
e, portanto, 
solução . 
(e(u- u), u- ü) + I IV, (e- íi)ll~'<iiJ S o, 
(2.28) implica que u = ü e fl = U, isto é, a unicidade de 
D 
2.2 Existência de Soluções Globais 
Nesta seção, estabelecemos a existência de soluções globais para o problema 
(1.13), mediante hipóteses adicionais. Lembramos que, até então, trabal~ 
hamos com o esp~o V, (veja a Definição 1.2.6) munido da norma de H1(D), 
isto é, 11u11:., = llull~,(ii) + I IV, ull~'(ii) e esta é a dificuldade para se obter 
solução global. A seguir, estabelecemos hipóteses que nos permitirão obter a 
equivalência de normas desejada. Desta forma, poderemos munir o espaço ~ 
com a norma Jlu//v., = IIVsuJIL2(fl:)· Subseqüentemente, observamos as con-
seqüências de tal equivalência sobre as desigualdades estabelecidas em 1.1.1 
e demonstramos uma proposição que estabelece a existência propriamente 
dita. 
Observamos que praticamente a mesma demonstração valeria para o caso 
do problema (1.12) se fosse possível provar a equivalência de normas referida 
acima para as soluções de (1.12). 
Comecemos observando que, sendo (u, g) solução (local) de (1.13), se mul-
tiplicarmos a equação da densidade por u e somarmos o resultado à equação 
da velocidade, resulta: 
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d 
dt(f!U)= p,6,e-e(u·V,)u-u(u·V,e) 
(2.29) 
+.\ [(u ·V, )V, e+ (V, e· V, )u+uL,e]- V,p+ f. 
Por outro lado, observamos que 
!:::.<: u = div" V o: u, 
e( u · V, )u - u( u · V, )e= ( div, (f!Uu,), div, (f!Uu,), div, (f!Uu3 ) ), 
pois para cada i temos div, (f!Uu;) =V, (f!U;) ·U+f!U;(div, u) = e(u· v' )u;+ 
ui(u·'Yeº), e também 
e 
(V, e· V, )u + uL, e= (div, (u1V, e), div, (u2V, e), div, (u,V, e)). 
Assim, integrando (2.29) sobre fi, utilizando as informações anteriores, o 
teorema da divergência e o fato de as condições de contorno serem periódicas, 
obtemos: 
:t i e(t)u(t) dx dy = i f dx dy, 
Portanto, se tivermos a hipótese adicional para f de que 
it=O, (2.30) 
teremos :ti f!U dx dy = O, portaoto 
i e(t)u(t) dx dy =i eoUo dx dy. 
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Assim, acrescentando também a hip6tese de que eou0 tem média zero, 
isto é, 
Jn 1/oUo =O, (2.31) 
teremos In e(t)u(t) =O. Como O < m s e(x, t) < M, e com a regularidade 
que temos g(t) e u(t) são funções contínuas para quase todo t, concluímos 
que u(., t) se auula em algum ponto de Õ. Para esta classe de funções vale a 
designaldade de Poincare: 
com uma constante positiva K independente de u. 
2.2.1 Observação Para o problema (1.13) não há perda de generalidade 
ao se assumir a hipótese de que In f = O. 
De fato, se o campo de forças dado não tiver esta propriedade, no prob-
lema (1.13) pode-se sempre incorporar o valor médio deste campo na pressão 
e se trabalhar com um novo campo de forças de média zero. 
Assim, a partir de agora, assumiremos sempre que o campo de forças tem 
sempre média zero e concluímos da argumentação anterior que na classe de 
soluções do problema (1.13), podemos utilizar a desigualdade de Poincare 
acima e a partir de agora adotaremos a norma IIV~> ·IIP(fi) para o espaço 
V~>. Também, para n;(fí), passamos a utilizar a norma liA~> : IILz(fiJ para 
funções pertencentes a D(A.,;:). Como já foi observado no início desta seção, 
tal alteração nas normas é fundamental para a obtenção de soluções globais. 
Observamos também que as alterações de normas efetuadas acima acar-
retam mudanças às desigualdades decorrentes de 1.1.1, enunciado na seção 
1.1. As desigualdades então obtidas são muito convenientes para a obtenção 
de soluções globais, bem como para o decréscimo da "componente vertical" 
da solução, assunto abordado no pr6ximo capítulo. 
Vejamos tais desigualdades. 
De 1.1.1, temos: 
' . lluiiL'(fiJ s Lllulli,(nJ11ull1,cnr 
Pela Desigualdade de Poincaré observada acima, temos 
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' ' lluiiL'(ií) :S Lllull~,(ií)IIV',ull~,(ií) para u E V.. (2.32) 
Também 
e 
e 
Utilizando estas desigualdades, podemos obter estimativas para (u, º), 
solução do Problema 1.12, a fim de obtermos soluções globais, dadas pela 
Proposição a seguir. 
2.2.2 Observação 
No decorrer do trabalho utilizaremos as equivalências entre as normas 
II·IIHi e IIV', ·lb(n) em Y.,II·IIH1 e IIA,·Ib(nJ em D(A,), II·IIH;,, e 11.0., ·IIL'(fi) 
e II·IIH' e 
'·' I\ V" e b..e · IIL2(!Í)' todas com a mesma constante de equivalência, C (inde-
pendente de c). Lembramos que C já estava sendo usada como constante 
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decorrente das imersões (veja 1.2.4) e das estimativas usadas para provar 
a existência de soluções locais, o que não nos impede de usá,..la novamente 
tomando o cuidado de esclarecer que C será escolhida como a maior entre 
as constantes decorrentes das imersões, das equivalências de normas ou das 
estimativas. 
2.2.3 Teorema Sejam Uo E n; e (!o E n; tais que In eouo = o e f E 
L00(0, oo; L'(ií). 
Então se li V', uoii~'(Õ)' IJLi, 1?oll~,(ii) e IIJIIL-{O,oo;L'(il)) forem sufiente-
mente pequenos, existe solução global no tempo para o problema ( 1.13) 
Prova: Como foi feito na prova do Lema 2.1.2, tomemos o produto interno 
entre 6.<: e e a equação resultante de se aplicar Ó.g à segunda equação de 
(1.12). Obtemos assim: 
(Li,~, Li, u) +(Li, (u ·V', u), Li, u) =.>.(Li, Li,u, Li, u). 
Logo, como na Proposição 2.1.2, temos 
= I(V',u ·V', u+u ·V', V', u, V',Li, uJI 
S: 2~ IJV',ull~'(iíJIIV', ull~-rn1 + 2~ llull~·rn1 11Li, ull~•riíl +~!IV', Li, ull~'(nr 
Assim, usando as desigualdades (2.32),(2.35) e (2.37), temos: 
~ IILi.ull~'rn1 +À I IV', Li, ull1'rn1 
S: 2~ ( L'IIV', ull~'(iil li V', ulll,rn11JV', Li, ulll,rn1 
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Considerando as equivalências entre a norma de V, e I!'V, · IIL'(n) e a 
norma de H';,0 e \\10., · IIL'(ÕJ (espaços apresentados em 1.15 e 1.2.6), temos: 
2 C 2(L' + L2) 4 
Tomando õ, < 3>. e C2 = 32 >.'õ~ , temos: 
Agora, procuramos estimativas para u de maneira semelhante àquela da 
prova do Lema 2.1.4, mas sem a preocupação com a limitação de \lui\L2(fl)' 
já que podemos usar IIV ~: u\ILz{fl) como a norma de v;. 
Tomamos o produto entre a primeira equação de (1.12) e :, isto é, 
Também corno na demonstração do 2.1.4, temos: 
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Usando (2.32), (2.34), (2.35) e (2.36) e a desigualdade de Hõlder com 
m 6s < 3 , temos: 
Usando agora as equivalências de normas envolvidas e novamente a de-
sigualdade de Hõlder, temos: 
1 (M' L'c" I li'' >.'C' ( 2 4 ) 4 11 li' li li' ) :s; 46t 6t IV eU L2(Õ) + T L +L l:J.e {} L2(fl) V' eU L2(fi) 
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ou ' dI 11' m ê)t - + p, dt IV, u L'(i\) 
L2(0) 
<C, [llflli'(ii) + IIV,ulll~(ii) + llll..ell1'(ii)IIV,ulll,(n)] + ~6tiiAulll'(ii) 
(2.39) 
Até agora estabelecemos estimativas envolvendo fl e a derivada da norma 
deu. Mas, como podemos observar na expressão acima, \IAeullo:(fl) aparece 
no lado direito desta, assim, devemos obter uma estimativa para tal norma 
para então somarmos com a anterior. 
Novamente, como na demonstração do Lema 2.1.4, tomamos o produto 
entre a primeira equw;ão de (1.12) e A,u, temos: 
( º;, A,u) - p, (t>.,u, A,u) +(V, p, A,u) = -(º(u ·V, )u, A,u) 
+À [((u ·V, )V, º,A,u) +((V,º· V, )u, A,)]+(!, A,u) 
Assim, podemos obter 
Aplicando a desigualdade de Hõlder, (2.32), (2.33), (2.34) e (2.36), temos: 
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>.8 L' >.8 L 16 
+ 86~ llullr,cn>ll"'' ull~'cnJ + 86~ li V, ull~cn>IIL'>, ullt'cn>II'V,ullr,cn> 
;,llfllr,(n) + (6, + 281õf) IIA.ullr,cn> 
Tomando 67 + ~1 6/ < ~~ observando as equivalências de normas com 
constante C e considerando 
_ { M 2 M8 L 16C2 >.8 L'C" >.' L16C 2 _1_} 
c4- max J: ' 4 ,, , 4 ,, , 4·"~8 ' J: ' J.LU7 J.Lu1 J.Lu1 f-"U1 JLU7 
temos: 
Efetuando a soma entre {2.38), {2.39) e {2.40) multiplicada pelo fator 
m 
-,temos: 
2C4 
+; [ll!llr'(Ó) + 11: L(n) + IIV,ulli.~(Õ) + I IV, ullr'(Ó) li L'>, uii~'(Õ)l 
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. ( m) t 1 { m} . { m À m } Asstm, para 156 < 604 e Cs = l max C2, C3 + "'2 com l = mm 2' 1, 2' 2C4 , J.L , 
temos: 
(2.41) 
Procuramos agora uma limitação para IIV,u(t)IIL'(fi) e llé., u(t)IIL'(fi)• 
Para tal, definamos 
(2.42) 
e busquemos uma desigualdade diferencial para r.p. 
Como, devido às equivalências de normas, temos 
IIA,ulli.'cnJ + IIV, é., ulli,cnJ > ~ (I IV, ulli'cnJ + li é., ulli,cnJ), 
então 
- 1 para c,= c, (min{1, c-1 } )- . 
Denotemos agora C1 >O uma constante que limita Õsllfll~2(fip isto é, 
Deste modo, temos: 
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e, portanto, (f'(t) satisfaz 
{ 
~~ s c,- [1- 6,104 )10, 
10(0) = IOo, 
onde 10o = li V, Uo lli,cnJ + li L':., iiollhnr 
Mostremos agora que se 
10(0) < 2(2~,)'/4 
e 
1 
c!< - , !6(2C5)'/4 
teremos, para I E [O,+oo), 
1 
10(1) < (26,)'/4 
(2.43) 
(2.44) 
(2.45) 
De fato, por contradição suponha que isto não seja verdade. Como 
10(0) < ! 
1 
, exile I' > O tal que 10(1) < ( _I no intervalo [0, t') 
2(2C5) 1 4 2C5)'/4 
e 10(1') = (26~)1/4 
Mas isto significa que para tE [O, 1'], a designaldade diferencial para 10(1) 
pode ser reescrita como 
{ 
diO 1 
- <Cr- _," dt - 2 r• 
10(0) = IOo, 
o que implica que para t E [O, t') vale 
't ' I"( I) S e-:; 1"(0) + 2Cr(l- e-•'). 
Em particular, vale que 
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(2.46) 
contradizendo a hipótese sobre t*. 
Portanto, cp(t) é limitada para todo t e portanto pela definição de <p, 
(2.42), temos que I\ V', u(t)IIL'(ií) e IIL>, º(t)IIL'(ii) são limitadas para qualquer 
t positivo, desde que observadas as condições impostas dos dados iniciais. As 
outras estimativas são consequências destas se voltarmos às desigualdades 
originais, e, portanto, a solução é global no tempo. O 
2.2.4 Observação Para uso no último capítulo, observamos que nas condições 
expostas no enunciado do Teorema 2.2.3, (2.46) vale para todo tE [0, +oo) 
e, portanto, temos 
2.2.5 Observação Retornando à expressão (2.41), observamos que para 
IIA,u(O)II~,(ii) + !IV', l>â(O)IIi,(ii) S (2~,)t' 
tem-se a limitação de IIZI' _ + IIA,ulli'(il) +!IV', L>, ºlli'(ii) para todo t 2: 
L2(n) 
o. 
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Capítulo 3: Análise das 
Componentes Vertical e 
Horizontal das Soluções 
Neste capítulo, definiremos as componentes vertical e horizontal de uma de-
terminada soluçâD (u, º) do problema (1.13) e obteremos estimativas que 
garantirão o decréscimo a zero das componentes verticais de u e f! , quando 
e -+ O+. Isto será essencial para a determinação do problema bídimensional 
reduzido correspondente e também para as propriedades e relacionamento 
dos respectivos atratores a serem descritos no próximo capítulo. 
3.1 Componentes Horizontal e Vertical 
Como mencionado acima, nesta seção identificaremos as componentes hori-
zontais e verticais de u e f!· Também expressaremos as componentes verticais 
por meio de Séries de Fourier, com a finalidade de obtermos uma certa de-
sigualdade do tipo Poincaré que será crucial para a obtenção dos resultados 
principais deste trabalho. 
Iniciemos observando que (u, º), soluçâD global do Problema (1.13) dada 
pelo Teorema 2.2.3, pode ser expressa através de séries de Fourier como 
u(x) = L uk e21rika·z 
kE763 
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Analogamente, temos 
onde 
e(x) = 2: r! e27rika·x,, 
ke.za 
A condição div.r u =O é escrita em termos de séries de Fourier como: 
Vk E ~3 
pois 
e 
Lembramos ainda que no nosso caso la = ag = 1. 
Passemos agora à definição das partes horizontais e verticais de u e g. 
3.1.1 Definição 
Para (u, º) solução do problema (1.13), definimos o seguinte operador: 
para (x, y) E !:l x [O, 1], onde !:l = [0, h] X [0, Z,], seja 
Mu(x) = J,' u(x, y) dy. (3.1) 
Denominaremos 
v=Mu e <>=Mº (3.2) 
as componentes horizontais de u e (l, respectivamente, e 
w = (I- M)u e /3 = (I-M)º (3.3) 
as componentes verticais de u e (}, respectivamente. 
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Das definições facilmente obtemos: 
o Mw=O 
• Mv=v 
• Mv =v para qualquer V independente da terceira variável. 
• (Mu, (I -M)u2) =O para u1 e u2 correspondendo a soluções de (1.13) 
o M ({)u) = _!__ (Mu) para i= 1,2 
8xi axi 
De fato, 
8
8 (Mu) = 
8
8 ( {1 u(x, y)dy) = f' {){)u (x, y)dy = M{){)u. 
xt x~ lo lo x, x, 
•M(~)=:y(Mu)=O 
8(Mu) 8u [1 8u 
De fato, {)y =O e M {)y =lo {)y (x, s)ds = u(x, 1) - u(x, O) =O 
pois u é periódica. 
• V e (Mu) = M(Veu) como podemos concluir pelos ítens anteriores. 
• Também I I 'V, viiL'(nl = li 'V, (Mu)iiL'(nl s I I 'V, uib<iil e li 'V, wlb<iil 
= II'V, (I- M)uiiP<iil s II'V,wib<nJ· . 
o A,(Mu) = M(A,u) 
De fato, 
( 8
2 Mu 82 Mu Ui' Mu) A,(Mu) = P,(6., (Mu)) = P, &;f , &;~ , -; {)y' 
o que pode ser concluído via Séries de Fourier. 
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Observamos que também para"= Mº e para (3 = (I-M)º siW válidos 
os análogos aos ítens acima, em particular, 
e 
3.1.2 Observação 
ô, (Mº) = M(ô, º), 
llô, (Mº)IIL'(i\) $ llôdiiP(i\J 
No decorrer do texto, utilizaremos v, w, a e /3 sempre com o sentido 
acima, isto é, nos referindo às componentes horizontal e vertical de (u, e), 
soluçlW do problema (1.13). 
Para uso posterior, observamos apenas que substituindo u por v+ w nas 
equações do problema (1.13), obtemos; 
º[~~ + ':; +((v+w)·V',)(v+w)]-tt(ô,v+ô,w)+V',p= 
+>.[((v+ w) ·V', )V',º+ (V',º· V',) (v+ w)] +f 
div, (v+ w) =O 
fiº 8t +((v+w)·Y',)º=ÀÔd 
As correspondentes equações no caso do problema (1.12) são: 
[
dv dw l 
º dt + dt +((v+w)·V',)(v+w) -tt(ô,v+ô,w)+V',p= 
(3.4) 
+Ã[((v + w) ·V', )V',º+ (V',º" V',) (v+ w)] +ºf 
div,(v+w) =0 
fiº 8t +((v+ w) ·V',)º= ÀÔ, º 
(3.5) 
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Vamos agora expressar as componentes verticais w e /3 por suas expansões 
em Séries de Fourier: 
e 
W (X) = "' w•e21rika·:x , k ( k k k) ~ w = w1 ,w2 ,w3 
kE.ZS 
f3(x) = L f3•e'•ik•·•. 
kE.ZS 
3.1.3 Observação 
É fácil ver das definições das componentes verticais que nas séries de 
Fourier anteriores, temos wk = O e j3k = O para todo k = (k1, k2, k3 ) E .X3 
tais que lk1l + /k,! + lkal =O. 
Isto é de crucial importância pois, através dela, podemos obter desigual-
dades tipo Poincaré especificas para as partes verticais. Tais desigualdades 
apresentam uma dependência de e que nos permite obter mais tarde o decéscimo 
de w e (3 a medida em que e tende a zero. 
Passemos agora à obtenção de tais desigualdades: 
Lembramos que a norma de w em L 2(0) é: 
llw(xJII~'(n) = j_ L: !w•/'dxdy= (a1a,a,)-1 L: lw"l' 
0 kEzts keza 
e que 
Portanto, temos 
1/V',wll~'(ilJ = 4rr'(a1a,a,)-1 L (k~ai,kial, 1,klal)lw•l2 
kEZ3 e 
4
rr'( l-1 "' I •1' ' -'11 11' 2: - 2 a1U2aa .4.... w = 47r e w P(!'i) 
f: kEztS 
já que pela observação anterior temos wk =O para todo k = (k1, ~~ ka) E .X3 
tais que lk1l + lk2l + lkal =O. 
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Assim obtemos a desigualdade 
(3.6) 
Com o mesmo raciocínio, obtemos também: 
IIV',wllL'{fi) :S 2: IID;wiiL'{i\) :S ~: IIA,wiiL'(i\J· (3.7) 
onde C é a constante decorrente da equivalência entre 11 · ilH1 e liA,· IIL'{i\J 
em D(A,). 
Analogamente, valem: 
(3.8) 
e 
(3.9) 
Assim, as desigualdades (2.32) até (2.37) podem ser reforrnuladas, uti-
lizando (3.6), (3. 7), (3.8) e (3.9), da seguinte forma: 
Para w = (I- M)u, u E Ve temos 
1 ~ 1 llwiiL•(i\J :S L llwllf-,cnJ ll\7, wllf-,cnJ < BE< ll\7, wiiL'{fiJ· (3.10) 
Para w = (I- M)u, u E D(A,), temos 
1 -ª 1 IIV',wllL'{il) :S LIIV',wllf_,(i\JIIA.wllf_,ci\J :S Bc< IIA,wiiL'(ilJ· (3.11) 
Para (3 = (I - M) e, com e E H;, vale 
1 -ª 1 I IV', f31bci1J ::: L il\7, f311i,cnJ 116, f311f-,cnJ ::: &• 116, f311L'CflJ· (3.12) 
Para (3 = (I - M)e, com e E H;, vale 
1 l 1 116, f311L•cnJ < L 116, f311i,cnJ I IV', 6, f31li_,cnJ&• I IV', 6, f311L'(i'!J· (3.13) 
Para w = (I- M)u, com u E D(A,), vale 
1 l 1 llwiiL~(fi) :S L llwlll,(n)IIA,wllj_,(i\J < BE• IIA,wiiL'{fi) (3.14) 
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Para (3 = (I- M)e, com e E H;,, temos 
! ª 1 li 'V, f311Loo(ii) :'0 L 116, f3111'Ciilii'V, 6, f3111,ciil :'0 &• li 'V, 6, f311L'ciiJ· (3.15) 
Ainda, para (3 = (I - M) e, com e E H;,, vale 
(3.16) 
3.2 Limitação da Componente Vertical 
Nesta seção, procuramos estimativas que controlem as componentes verticais 
w e /3 da solução (u, º). Antes, colocamos uma observação importante que 
será utilizada nas demonstrações dos lemas subsequentes. 
3.2.1 Observação A solução (u, e)= (v+w, <>+(3) é limitada no sentido do 
Teorema 2.2.3, isto é, II'V,u(t)ill,cnl + ll6,e(t)ill,cnJ < (2ê,)-1/ 4 para todo 
t?: o. 
Entretanto, os lemas seguintes exigem uma condição de limitação menos 
restritiva do que a que realmente temos conforme o Teorema 2.2.3. De fato, 
para a validade dos lemas a seguir basta que, para alguma constante positiva 
fixa b menor que 1/25, tenhamos II'V, lll'(ill + 116, elll'(ii) < ,-•, para e> O 
suficientemente pequeno, o que é implicado pelo resultado acima. 
Pelas observações da seção anterior, v, w, a e f3 também são limitadas no 
mesmo sentido. 
O objetivo de trabalhar com este tipo menos restritivo de limitação é o 
de termos a possibilidade de generalizar os resultados a serem apresentados, 
no caso de se obter existência de solução global com condições de limitação 
de dados iniciais menos restritivas do que a obtida no capítulo anterior. 
Outra observação importante é, como já alertamos anteriormente, embora 
não tenha ainda sido possível obter um resultado de existência global para o 
problema (1.12), a partir deste momento, trabalharemos com este problema 
como se houvesse um tal resultado, e fornecesse informações similares àquelas 
do Teorema 2.2.3. 
Com ligeiras simplificações nas provas, os resultados obtidos serão imedi-
atamente válidos para o problema (1.13). 
Repetimos que adotamos este procedimento apenas para mostrar que se 
tivéssemos tal informação de existência global, os mesmos resultados valeriam 
para (1.12). 
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Iniciamos pelo seguinte lema, que nos fornece uma estimativa para 1\A&wll: 
3.2.2 Lema Seja (u, o) solução global de (1.13}, dada pelo Teorema 2.2.3, 
a qual satisfaz 
para & > O suficientemente pequeno, (ou uma possível solução similar de 
(1.12}). 
Sejam também v = Mu, w = (I- M)u, a = Mo e (3 = (I- M)o, as 
quais satisfazem (3.5} com as condições de contorno periódicas: 
v((x, y) + l; e;, t) = v((x, y), t) i= 1, 2, 3 
w((x, y) + l; e;, t) = w((x, y), t) i= 1, 2, 3 
a((x, y) + l; e;, t) = a((x, y), t) i= 1, 2, 3 
/3((x,y) + 4 e;, t) = f3((x,y), t) i= 1, 2, 3. 
(3.17) 
Então, para qualquer constante positiva b, e O < é < 1, existe C6 > O, C6 
independente de é e de b tal que 
Prova: Tomando o produto interno entre a primeira equação de (3.5) e A&w, 
temos: 
+(e( v· V,) w, A,w) + (º(w ·V,) v,A,w) + (º (w ·V,) w,A,w) 
-À [((v· V, )V, º,A,w) + ((w ·V, )V,º' A.w)+ 
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Usando que v = Mu, w = (I - M)u, a = Mg e f3 = (I - M)g, 
observamos que: 
• (ll.,v,A.,w) =O pois M(A.,w) =O, já que A.,w =(I- M)A,u, o que 
pode ser comprovado via Séries de Fourier, logo M(A~>w) = M(I-
M)A.,u =O; e 4 v= M(ll.,v); 
• (V,p,A,w) =O; 
• (g :,A,w) = ({3:,A,w )já queM (a:)= a: e assim (a :,A,w) =O; 
• Da mesma forma (e( v· V,) v, A,w) = (!3 (v· V,) v, A,w); 
• ((v· V,)V, g,A,w) =((v· V,)V,{3,A.,w); 
• (V,e·V,v,A.,w)=(V,f3·V,v,A,w); 
• (gf, A,w) = (aMJ,A,w) +(a (I-M) f, A,w) + (/3/,A,w), mas como 
(aMf, A,w) =O, então (gf, A,w) = (a (I-M) f, A,w) + ({3!, A,w). 
Após tais observações, obtemos que: 
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~-----· 
Aplicando as desigualdades (2.32) a (2.37) e (3.10) a (3.16) à expressão 
acima, temos: 
1 1 'ª 2 HBLe< li V', elli,cn111L', elli,cn111A,w11L'(i\J 
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Levando em consideração as limitações observadas em 3.2.1, obtemos: 
+ (MB(2L + 3)eH) IIA,wllr,cnJ 
Aplicando a desigualdade de Hõlder com constante Ó9, temos 
av 2 
&t L'(fi) 
+ M2 11 awa 
2 
_ + B 2 L2d-'IIL>, ,BIIr'cnJ IIA,vllr•cnJ + 4A2 B2 L2et-'IIV, Li, Pllr'cnJ) 
t L2(0) . 
+ ( "; + MB(2L + 3)<>-~) IIA,wllr'cnJ 
Escolhendo agora 
~ ~!-~ 1 
Ó9 <-,é< t 1 eC6 = -.r-max{M2,B2,B2L2,4>.2B 2L2}, temos: 4 (4MB(2L + 3))' • uo 
av 2 
éJt L2(Õ) 
ll awll
2 
'-• 2 2 ,_., 2 } + m L'(fi) +c' li L>, ,BIIL'(n)IIA,viiL'(fi) +E:' I IV, Li, ,BIIL'(fi) 
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o que demonstra o lema. 
Agora demonstramos um lema a que nos fornece uma estimativa para 
;tiiV,wlli'<til (Definiçoo 3.1.1). 
3.2.3 Lema Seja (u, e) solução global de {1.13}, dada pelo Teorema 2.2.3 
(ou uma possível solução similar de (1.12)}. Sejam também v= Mu, w = 
(I -M)u, a= Me e (3 =(I -M)e, as quais satisfazem {3.5) com condições 
de contorno {3.17}. 
Então, para o < é < 1 e b qualquer constante positiva, existe c1 > o, 
independente de e: ou b tal que 
ôvll' 
ât P(Õ) 
Prova: 
ôw 
Tomando o produto interno entre a primeira equação de (3.5) e ât , 
temos: 
+((w·'V,)'V,e, ';;) + (cv,e·V,)v, ';;) + (cv,e·V,)w, ';;)] 
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Observando que v = Mu, w = (I- M)u, a = Me e f3 = (I- M)e, 
obtemos: 
• (L>, v, Z) =O 
• (\7,p, :) =0 
• ((v·\7,)\7,e, :) = (rv·\7,)\7,{3, :) 
• (\7,g·\7,v,:) = (\7,f3·\7,v,:} 
• (e!,'Z)=(a(I-M)f,:)+(f3f,:) 
Por exemplo, ( ev · \7, v,;) = ( av · \7, v, ; ) + ({Jv · \7, v, ; } mBB 
a parcela ( av · Vê v, a;) é nula, visto que o primeiro termo independe da 
terceira variável, logo av · \7,v = M(av · \7,v) e: =(I-M):. 
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, : •.' ,.R. ', 1 : r• .,_ 
ç;ECAO \~i\CULANr 
Levando em consideração as observações acima, temos: 
:,; M II(I- M)JIIL'(Õ) 
Aplicando as desigualdades (2.32) a (2.37) e (3.10) a (3.16) à expressão 
acima, obtemos: 
{)w 
2 
'"d 2 ll{)wll m ât _ + 2 tiiY', wiiL'(ÕJ :S M II(I- M)/IIL'(n) fit _ 
L"2(fl) L2(fl:) 
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2 111 11 dw +MB" V, wllpcnJ A,wlbcnJ d _ 
t P(n) 
+A&iiiA,wiiPcnJIIL>, ºIIL'C!'!J ':;;I _ 
L2(!1) 
' ôw 
+A&•IIY', L>.;~IIL'(nJIIY', vlbcnJ ôt 
P(Õ) 
Usando alimitru;ã<JIIY',ulli,(ii) + IJL>,ºIIi'(ii) <e-' (Observação 3.2.1) e 
a desigualdade de Hõlder com constante 810 ) temos: 
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m 
Tomando ó10 < 11 e 
aw 2 
fJt L'(Õ) 
C1 = -8
1 
max{M2 ,B2 , B2L2 , B2 (2M2 + M2L2 + >.2 + >.2L2 ), Ã2B2 (1 + L2)}, 
10 
podemos concluir a demonstração, ou seja, 
2 
1 2 av L•b 2 I 11! +'' llb.c lllb(n) &t _ + "' ' llb.c llv(ii) I Acv L'( O) 
L2(n) 
+ é~-biiAcwii~'(Õ) + E:~-b li V c b.c /lii~'(Õ)} · 
Escrevemos agora g = a+ !l com a = M g e !l = (I-M) g e substituímos 
na terceira equação de (3.5). Desta maneira, vamos separar esta equação em 
duas, uma para a e outra para {3, a fim de obtermos uma estimativa específica 
para a parte vertical {3. Vejamos: 
d 
d/ a+ !l) +((v +w) ·V c) (a+ !l) = >.b.,(a+ ;'l). 
Como M (~ +u ·V c g- >.L'.,g) =O, temos: 
aa &t +M(u·V,g)=ÀL'.ca 
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(3.18) 
D 
Também, como (I-M)(:+ u ·V,º- >.L.,º) =O, temos: 
0(3 
iJt +(I-M)(u·V,º)=.\l:.,/3 (3.19) 
Aplicando ~e: a (3.19) e tomando o produto interno com 6.e (3, temos: 
Observamos que: 
e 
Logo, temos: 
S li V, (I- M)(u ·V, º)IIL'(ii) li V, 6, f311L'(ii) 
S 2
1
>. IIV, (I-M) (u ·V, º)ll~'(ii) +%li V, L., f311~'(ii)" 
Assim: 
A partir desta estimativa, obtemos o seguinte lema: 
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3.2.4 Lema Seja (u, e) solução global de (1.13}, dada pelo Teorema 2.2.3 
(ou uma possível solução similar de (1.12)). Sejam também v= Mu, w = 
(I -M)u, a= Me e /3 =(I -M)e, as quais satisfazem (3.5} com condições 
de contorno(3.17}. 
Então, para O < e suficientemente pequeno, existe C8 > O independente 
de E tal que: 
Prova: Trabalhamos com o lado direito da estimativa (3.20). 
(I-M) (u· V, e)= (I-M) (v· V,a+v · V,{3+w · V,a+w · V,/3) 
=(I-M) (v· V,/3 +w · V,a+w · V,/3). 
jáquev·V,a=M(v·V,a). Portanto: 
=I I (I-M) (V,v · V,/3 +(v· V, )V,/3+ V,w · V,a 
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Aplicando as desigualdades (2.32) a (2.37) e (3.10) a (3.16) à expressão 
acima1 temos: 
Usando a desigualdade I IV', ulli'(ii) + li L., elli'(ii) < e~•, (3.2.1) obtemos: 
( 
À )'~i B Escolhendo e< 4B e C8 = Amax{L + 1, B + 1}, concluímos que: 
:t li L., filli'<iiJ +À li V', L., filli'<iiJ < C,ei~'IIA,wlli'<iir 
As estimativas obtidas pelos Lemas 3.2.2 e 3.2.3 não são suficientes pois 
apresentam dependência em relação à parte horizontal v. Também o lema 
anterior nos remete ao mesmo problema já que limita f3 em função de Aew· 
Procuramos agora contornar tais dificuldades, estabelecendo novas estimati-
vas para a componente horizontal v. Iniciamos com o seguinte lema: 
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3.2.5 Lema Seja (u, g) solução global de {1.13}, dada pelo Teorema 2.2.3 
{ou uma possível solução similar de (1.12)}. Sejam também v = Mu,w = 
(I -M)u, a= Mg e (3 =(I -M)g, as quais satisfazem {3.5} com condições 
de contorno {3.11). 
Então, para c suficientemente pequeno e b constante positiva, existe Cg > 
O independente de c ou b tal que: 
aw 2 
at L'(ií) 
Prova: Tomando o produto interno entre a primeira equação de (3.5) e A.; v, 
temos: 
+(e (w·V', v), A,v)+(g (w·V', w), A,v)-À [((v· V', )V', g, A, v)+ ((w ·V', )V', g, A, v) 
+ (V' d! ·V', v, A, v)+ ((V', g ·V', w).A,v)] = -I' (L>, v, A, v) 
-Jt(b.,w,A,v)- (V'.p,A,v) + (gj,A,v). 
Observamos que: 
• (L'., w, A,v) =O 
• (V',p,A,v) =0 
o (g:,A,v) = (:,gA,v) = (:,(3A,v) = ((3:,A,v),jáque (:,aA,v) =O 
pois : =(I-M)';;: e aA,v = M(aA,v). 
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Assim, obtemos: 
Utilizando as desigualdades (2.32) a (2.37) e (3.10) a (3.16), obtemos: 
1 1 ! 
+MBE:< 11'1, wiiP(nJIIA,wiiP(nJ IIA,vlb(nJ+AL 11'1, vllt'(nJII.6, eiiL'(nJ IIA,vllt'(nJ 
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Reordenendo as parcelas acima, temos: 
Aplicando a Desigualdade de Hõlder com constante 811 , temos: 
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Ón 7 ~ p, 
Escolhendo Ou tal que 2 + 8611 < 2 e 
{
M' B2 1 C9 = max -, -,- (M2B 2 + >.2B 2 +L2 +B2) ón Ón Ón 
M 8 L' 1 ( s s s s ') >.'L' ( s } 46ft ' of, M L + M B L , 46f, 1 +L ) ' 
concluímos, utilizando alimit~ão ( Observ~ão 3.2.1) I IV, uii~'(ÕJ+IIL'., eii~'(ÕJ < 
c-b que 
I'IIA,vlli'cõJ :o; c, [11/lli,cõJ + : 11' . 
L2(n) 
+etiiL., .BII~cn1 11 ~ 11' . + ,,t-• IIA,wlli'ciiJ + IIV ,vlll~cn1 L2(n) 
+li V, vlli'cõJ IIV, wl!~'cnJ + I IV, vlli,cnJ li L., ell~'cn1l 
Substituimos agora tal resultado na expressão dada pelo Lema 3.2.2, ob-
tendo: 
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De onde, podemos obter: 
âw I' 
ât L'(ii) 
+d-• ( 1+ ~'lll>.. fill~'(iiJ) llfll~'(iiJ +e~-' ( 1 + ~9 ) lll>.. fiii~'(ÕJ 
+e'-'lll>., Plli'(i\J I ~ 11' _ + ,i-'lll>., filli'(iiJ (4e-") 
L 2 (n) 
+e'-"IIA,wll~'<iiJ + e'-"IIY', l>., filli'<iiJ} · 
1-3B 409 ; , r ) Escolhendo é < ( ~) e 0 10 = 2C6 \1 + ---,;: , conclmmos que 
(3.21) 
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A estimativa obtida para IIA,vll2 pelo Lema 3.2.5 também pode ser usada 
para me-lhorar a expressão dada pelo Lema 3.2.3, como monstramos no lema 
a seguir. 
3.2.6 Lema Seja (u, e) solução global de {1.13), dada pelo Teorema 2.2.3 
(ou uma possível solução similar de {1.12}). Sejam também v = Mu,w = 
(I -M)u, a= Me e fi= (I -M)e, as quais satisfazem {3.5} com condições 
de contorno {3.17}. 
Então, para e; suficientemente pequeno e b constante positiva, existe Cn > 
O independente de c ou b tal que: 
Prova: 
Substituindo a estimativa para IIA,vll' obtida pelo Lema 3.2.5 na ex-
pressão dada pelo Lema 3.2.3, temos: 
"-''11 11' c, +e z 4 ~f: /3 L2(fi)-
J], 
+ollll>,filli'<n) 11:11' _ +cl-'IIA,wlli,<n) + IIV',vlll~<n) 
L2(fl:) 
+ I IV', vlli'<ií) I IV', wllt'<n) + li V', v lli'<n) li L>, elli'<nJ 
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m1-b 4C9 
' ( ) Escolhendo e < ( 2 ) ;:Jfi e C11 = C, 1 + ----;;- , temos: 
+et-~'11/lli'(ii) + et-~'IIL., i>ll;'_,(ii) : 11' _ 
L'(O) 
+et-'IIA,wlli'<fiJ +el-'i'IIV', L., i>lli'<"J}. 
Combinando agora os resultados obtidos por (3.21) e pelos Lemas 3.2.6 e 
3.2.4, obtemos o lema abaixo: 
3.2.7 Lema Seja (u,u) solução global de (1.13}, dada pelo Teorema 2.2.3 
{ou uma possível solução similar de (1.12}}. Sejam também v = Mu,w = 
(I -M)u, a= Mu e !1 =(I -M)q, as quais satisfazem (3.15) com condições 
de contorno (3.17}. 
Então, para b constante positiva e c > O suficientemente pequeno , existe 
c12 independente de ê ou b, c12 > o tal que: 
: IIZII' _ +I' :tiiV',wlli'(n) + !IIL'>,iJII;'_,(ii) 
L2(0) 
+~ I I 'V' L'>, i>lli'(Õ) + :;,, IIA,wll;'_,(ii) 
:0: c,, { II(I- M) !lli_,<nJ + ,t-"ll!lli'<nJ + ,H'IIL., filli,<nJ ôv 2 } 
8t L2(fi) 
(3.22) 
Prova: Somando as estimativas dadas pelos Lemas 3.2.6 e 3.2.4 com a ex-
m m 
o 
pressiW dada em (3.21) multiplicada pelo fator -C e escolhendo C12 = 1 + 4C 
{ 
, } 4w 10 
_ À 2-25b p,m 2 
e c< mzn ( 2 ) , ( 801008 ) , obtemos: 
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m aw 2 d 
81 _ + dt (JLIIV, wll~'cn) + 116, tJIIhn)l L2(0) 4 
+ :;,
0 
IIA,wii~'(Õ) +~li V, 6, tJII~'(Õ) 
{)v 
2 
} 
{)t L'(Õ) . 
Ainda com o objetivo de melhorar as estimativas já obtidas para as partes 8v 2 
verticais w e /3, procuramos controlar o termo horizontal ât ~ que figura 
em tais estimativas. Iniciamos com o seguinte lema: 
L2(0) 
3.2.8 Lema Seja (u, e) solução global de {1.19), dada pelo Teorema 2.2.3 
(ou uma possível solução similar de (1.12}). Sejam também v= Mu,w = 
(I -M)u, <>=Me e tJ =(I -M)e, as quais satisfa>em {3.5) com condições 
de contorno (3.17}. 
Então, para e suficientemente pequeno e b constante positiva, existe C14 > 
o, cl4 independente de f; ou b, tal que 
s c14 {llfii~'(Õ) +e~-· 11~1 :'(Õ) +e-" +e~-· IIA,wlli'(Õ)} 
Prova: Efetuando o produto interno entre a primeira equação de (1.12) e 
{)v 
ât' temos: 
D 
( 8v 8v) ( 8w 8v) ( 8v) ( {)v) ( {)v) e {)t' 8t +e {)t' 8t + e(v·V',)v, {)t + e(w·V',)v, 8t + dv·V',)w, {)t 
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. ( 8w 8v) ( 8w 8v) Asstm, observando que e &t , &t = /3 fJt , &t , temos: 
Aplicando à expressiW acima as desigualdades de Hõlder, (2.32) a (2.37) 
e (3.10) a (3.16), temos: 
m 118v&t I' . +~:til V', vlli'(ii) < 2: {M'IIflli'(ii) P(n) n 
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&v' 
ât L'(Õ) 
ou, reordenando as parcelas e escolhendo b'u < m, 
mll:ll' _ +l';tiiY',vii~'(Õ) 
P(n) 
:'> 2L { M'IIJII~'(ÕJ + B'eliiL>, !ill~,(ilJ aw 2 ât L'(Õ) 
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Escolhendo também 
C = - 1-max{M' B2 L'(M2L2 + M 2B 2 +À2 +À2L2) 13 26n '' ' 
B 2(M 2L2 + M 2 + À2 + Ã2L 2)}, 
observando novamente que !IV'.u!ll,,(n) + IIL>. ºlli,(n) < c' (veja a Ob-
servação 3.2.1) e aplicando mais uma vez a desigualdade de Hõlder com 
constante 612 , temos: 
Substituindo IIA"vllill(fi) pela limitação obtida no Lema 3.2.5, obtemos: 
m :11' _ +I'!IIV'.vlll_,(nJ 
P(n) 
::; C,, { llflli'(fl) + ,!-• 11: L(n) + 2:,, ,-sb 
812C9 [ 2 118" 11' , , 118w 11' +~ li!IIL'(i\J + IJt L'(nJ + •'!li> • .BIIL'(i\J 1ft L'(nJ 
+c!-•IIA.w!li_,(fl) + I IV'. vlli~(i\) + I IV' • vlli,(n) !IV' • wlli'(fi) 
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Como m e p, são dados e C9 já foi escolhido, podemos escolher 612 tal que 
ml' , { o12Co 1 4o"C9 } . 
6'12 < 
09 e tambem C14 = C13 max 1 + ~' 2812 + 2,_, , conclumdo 
que 
Combinamos agora o resultado recém obtido com aquele dada pelo Lema 
2 
3.2.7 a fim de estabelecer uma estimativa para a integral de : _ . Tal 
P{n) 
estimativa será muito útil para a demonstração do decréscimo das partes 
verticais de w e ;3 ,assunto abordado ainda nesta seção. 
3.2.9 Lema Para t: suficientemente pequeno, e:&iste C16 > O tal que 
para O ~ -r < t. 
Prova: Somando as estimativas obtidas nos Lemas 3.2.7 e 3.2.8, temos: 
mfJw 2 m 
- +-
8 iJt L'(Õ) 4 
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D 
~ C"{II!II~'Cill + ,-5'} 
desde que e seja escolhido de modo que 
. { (m) ,!,. (...!':!!'__) ,!,. (m) ,_:,.} 
e< mtn 8 , BC , , 1 10 4 
1 
C1s = 2C12 + C14 e b < 7· 
Integrando tal expressão entre r e t para O $ r < t, temos: 
Assim, como IIY',uii~'Cil) + IIL>, Qll~'(il) <c' (veja a Observação 3.2.1) 
e, SUpondo llflli2 (fi) <C f< E-b < c-5b, temos: 
Escolhendo C16 = i max{2JL + 1, 2C15}, concluímos que 
m 
lll{)&tv(s)ll' _ ds<Clo{e-'+e-5'(t-7)}. 
" P(n) 
Agora temos condições de demonstrar a seguinte proposição, que estab-
elece uma dependência da parte vertical da solução com relação a c. 
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3.2.10 Proposição Seja (u, e) solução global de {1.13} , dada pelo Teo-
rema 2.2.3 (ou uma possível solução similar de (1.12)). Sejam também 
v = Mu,w = (I- M)u, a = Me e f3 = (I- M)e, as quais sati.>fazem 
(3.5) com condições de contorno {3.17). 
Supondo c> O suficientementepel)ueno, 11/lli,cõl <c', 11(!-M)/IIi,cõ) < 
- 1 -c,, para b constante positiva, b < 25 , e C constante e IIV',w(O)IIi,cõ) + 
llô, f3(0)IIi,cn) <à, temos: 
11'17, w(t)lli'(Õ) + 11.0., f3(t)lli'(Õ) < et Vt <:O. 
Prova: Voltando à estimativa obtida pelo Lema 3.2.7, temos: 
2 
m ilw d li' d li 2 
4 &I _ + JL dtiiV', w L'Cíl> + dt L:>, f31bcõ> L2(fl) 
À 2 pm I 11' +2IIV', ô, f311L'(ii) + BCw IA,w L'(il) 
~ c,, { II(I- M) /lli'cn> + ,t-"11/lli'cn> + eH'IIL:>, f311i'cn> iJv 2 } ilt L'(n) . 
Supondo 11/lli,(n) < ,-•, II(I- M)/lli'(ii) < êf> utilizando llll desigual-
dades 
27r 21!" . ' I IV'' .0., f311L'(Õ) > cC 11.0., f311L'(Õ) e IIAwiiL'(ií) <: cC 11'17, wiiL'(ií)da mostradas 
em (3.7) e (3.9) e 
. { m 2Arr2 J..Lm7r2 } 
escolhendo l = mtn 4 , J.L, ()2 , 2C1002 , obtemos: 
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Tomando r/>(t) = IIV',w(t)llb(ii) + IILO.,J>(t)ll~,(i\)' temos: 
drf> + _," < c,, {c- + L"+ L''" av ' } 
- c 'I'- - f f2 ê2 4 o/ -
dt l 8t L'(fi) 
ou 
Pelo Lema de Gronwall(veja 1.1.7), vemos que 
Assim, 
{ 
2 } C12 1 5 t 8v rf>(t) ::; rf>(O)exp -c't + -1-cr<' 1 at _ dT O L2(!1) 
Usando a limitação para it : 12 ~ ds obtida pelo Lema 3.2.9, temos: 
-r L2(fl) 
rf>(t) ::; rj>(O)exp { -c-2t + ~12 ,t-~'C16{c-• + ,-"(t- r)}} 
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Assim 
( ) ( {( -2 "-"') } { c12c16 "-''} r/J t 5, r/J O)exp -e +e' • t exp l ê' • 
+c12(c- + "-3') {c12c16 "-''} {c12c1,( "-"• -2lt} - 1 € 2 exp e2 4 exp e2 4 -e l l l 
r' { ( 2 c12C1, , "'') } 
·lo exp e- - l e;2- 4 T dT 
+c"(c- + L3') {c12C1, L''} {(c12C1, L"' _2) t} - 1 e2 exp e2 4 exp c2 " -c l l l 
exp { (e-2 - ~e!-1fb)} -1 
e 2 _ fllllie~ 1}b 
I 
1 
Escolhendo b < 
25
, temos 
ei-~b <e~ e ei-ab <e i. 
1 25 1 
-- -b>-2 4 4' Também 
A. d c1zc16 1.-~b e-
2 
m a e 2 • < - para e suficientemente pequeno e também l 2 
c12c16 1. l E:4 < 2 , logo: 
( {c'} {C12C1, '} r/J t) 5, r/J(O) exp 2 t exp l e' 
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c,, - , { c,,c,. '} 2 ( {-c' }) +-1-(c1 +e<) exp l e' 2e I- exp - 2-t . 
ou 
-E: - l { -2} c ,P(t) < <f>(O) 2 exp - 2-t + z'' (C1 + 4e<)ê2 
Logo </>(t) < e! para qualquer t ~ 2e2log4. 
Assim, garantimos a limitação das partes verticais II'V,wll e lll>d'lll por 
o 
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Capítulo 4: Atratores e 
Semicontinuidade Superior 
Neste capítulo mostraremos a existência de atrator em um sentido fraco 
para (1.13). Tal sentido será fraco porque o conjunto a ser construdo terá a 
garantia de ser atrator apenas de soluções correspondentes a dados iniciais 
para os quais conseguimos provar a existência de soluções globais. Como este 
subconjunto de dados iniciais possíveis é pequeno, e definido em termos de 
normas fortes, a existência de tal atrator de sentido fraco não será de difícil 
demonstração com as informações que temos até este ponto do trabalho. 
A principal contribuição, no entanto, é a obtenção da informação de que 
este atrator é um subconjunto fino na terceira dimensão, isto é, ele terá 
espessura que tende a zero quando E tende a zero, uma vez que ele será 
obtido como o conjunto w-limite de um conjunto absorvente com estas car-
acterísticas. Isto permite que se relacionem as soluções desteS problemas 
quando c tende a zero, com as soluções correspondentes de um problema 
reduzido bidimensional a ser explicitado neste capítulo. 
A busca do atrator para o problema (1.13) é feita da seguinte forma: por 
simplicidade de exposio, primeiramente consideraremos o problema como 
autônomo, isto é, assumiremos que f é independente de t e buscaremos 
o atrator para o processo autônomo associado às soluções deste problema. 
Também buscaremos atrator para o problema reduzido bidimensional asso-
ciado a (1.13). A seguir gene-ra-lizaremos o resultado para problemas não 
autônomos, utilizando a noção de Skew-Product Semiflow e procuraremos 
atratores para os Skew-Produts Semiflows correspondentes ao problema (1.13) 
e ao seu problema reduzido. 
É necessário comentar também que, devido à forma das limitações dos da-
dos exigidas nos nossos resultados de existência global no tempo, obteremos 
atratores dentro de uma bacia de atração respeitando tais limitações. Dessa 
101 
forma, e infelizmente, não teremos o crescimento da bacia de atração a me-
dida em que ê decresce, como ocorre no caso das equações de Navier-Stokes 
clássicas. 
4.1 Atratores para o Problema Autônomo 
Nesta seção assumiremos que o campo de forças f é independente do 
tempo, e, portanto, o problema (1.13) será autônomo. 
Para cada e > O, denotamos a variedade 
(4.1) 
e denotemos por {S.:(t)}:,0 , o processo autônomo contínuo correspondente 
às soluções de (1.13), S,(t) : D(S,) c V, --+ V,, o qual pelo Teorema 2.2.3 
sabemos estar bem definido para dados iniciais pequenos em normas ad-
equadas se f satisfizer a condição de pequenez (2.44). Devemos lembrar 
também os argumentos do início do seção sobre existência global no tempo, 
no Capítulo 2, na qual está o argumento que mostra que SE(t)(u, º) E v€ 
para (u, g) E D(S,). 
Mais propriaruente, pelo Teorema 2.2.3, (veja (2.43)) para cada e > O, 
D(SE) contém o seguinte conjunto limitado: 
U, = { (u, g) E V,; 11"17,ul!i,(n) + IILI.,ulli,(n) :S 2 (2~,):} (4-2) 
Definamos também o seguinte subconjunto de UE: 
E,= {(u, i>) E V, e I!LI., ulli'(n) + 11"17, ulli'(n) < 4 (2~5)! 
I! LI., (I- MJulli,(nJ + 11"17, (I- M)ulli'(ii) < e'i'} 
(4.3) 
Definimos o conjunto w-limite de Br:: por 
w(E,) = n U S,(t)E, 
s;:::ot;:::s 
onde o fecho é tomado em relação a VE. 
Demonstramos agora a seguinte proposição, que nos garante a existência 
de atrator para S,(t): 
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4.1.1 Proposição Seja {Se(t)}, processo autônomo continuo associado ao 
Problema (1.13} definido acima. Então A,= w(B,) é atrator para o processo 
contínuo {S,(t)} com bacia de atração U,. 
Prova: Utilizamos o Teorema 1.1.6, recordado na seção 1.1, e que vale para 
processos autônomos. Segundo este teorema, temos que mostrar que: 
• a) BIS é absorvente em Ue; 
o b) {S,(t)} é uniformemente compacto para t grande. 
Demonstremos primeiro o ítem a. 
a) BIS é absorvente em Ue· 
Seja B um conjunto limitado em Ué, temos que mostrar que existe te= 
t,(B) tal que S,(t) B c B, V te: t,. 
Sejaro (u0 , !?o) E B e (u, e) = S,(t) (u0 , !?o), assim u = v+ w e e = 
a+ {3, com v e a, partes horizontais e w e {3, partes verticais de u e e 
respectivamente. 
Agora, a Observação 2.2.4 feita ao final do Teorema 2.2.3, garante que: 
IIV,u(t)ll~'<ii) + jjL;, e(t)ll~'<ii) S (li V, uoii~'(Õ) + jjL;, !.>oll~'<õ) e-t< + 2CJ· 
1 
onde c1 < _ , , de acordo com (2.44). 
- 16(2Cs)' 
Portanto, a desigualdade anterior implica que se t for tal que e-t/2 ::; 1/2, 
isto é, se t 2:: 2ln 2, teremos 
Temos ainda que mostrar a existência de te(B) tal que 
para t ~ te(B). Para isto, lembramos que pela demonstração da Proposição 
3.2.10, temos: 
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11'17.w(t)lli,(ii) + ll.6..;3(t)lli,(ii) :S 
(11'17, w(O) lli'(ii) + 11.6.. P(O) lli'(ii))2 exp {- ê~2 t} + 4 °t' ( 61 Hi)ê2 . 
Portanto, para termos 11'17, w(t) lli'(ii) +11.6., /l(t)lli_,(ii) < ê 1/ 2 , basta tomar-
mos c > O tão pequeno que 
e então tomar t ~ 2e2log4 = te:(B). 
Portanto, existe t,(B) tal que para t > t,(B) temos S,(t)B C B, e assim 
Be é um conjunto absorvente em Uo:· 
Mostremos agora o ítem b. 
h) {S,(t)} é uniformemente compacto para t grande. 
Temos que mostrar que dado B C Ue limitado) existe t,. = t .. (B) ~ O tal 
que U S,(t)B seja compacto. 
t~tl 
Dado B c U, (u0 , !?o) E B e (u, e) = S,(t) (u0 , !?o), temos, pela demon-
stração do Teorema 2.2.3: 
Logo 1 para cada c considerado, temos U Se(t) B limitado em ~ x H';, o 
t;::o 
qual é compactamente imerso em He X L:er(Õ), logo U Se(t) B é compacto 
t;::o 
em He x L~(Õ)(na verdade a atração acontece em uma norma ainda meis 
forte) e {S,(t)} é uniformemente compacto para t grande. 
Pelos ítens a e h, demonstramos que Ae 
{S,(t)}t~0 que atrai os limitados deU,. 
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= w(B,:) é o atrator para 
o 
4.2 O Problema Autônomo Reduzido e Seu 
Atrator 
Nesta seção, estudamos o que acontece com o problema (1.13) quando tomamos 
os dados iniciais com partes verticais nulas, isto é, wo = O, /3o = O e 
(I-M) f= O (f= Mf) e o domínio como 0 0 = n x {0}. 
Pela demonstração da Proposição 3.2.10, temos 
!IV', w(tlll~'<iil +li L>, /3(t) ll~'<iil ~ CIIV', woll~'<iil +li L>, /3oll~,<õJ )2 exp {-2~, t} +4 ~12 C ã,+,t)e', 
logo w = O e /3 = O. 
Assim, para estes dados iniciais, temos o problema reduzido: 
divx v= O 
80! 
8t +v·V',a=>.L>,a 
v((x, y) + l, e,, t) = v((x, y), t) i= 1, 2 
a((x, y) + l; e;, t) = a((x, y), t) i= 1, 2 
em rlo = [2 X {0}, isto é, tomamos é= 0 no problema (1.12). 
(4.4) 
Também V x, 6.x e divx são, respectivamente, os operadores V e , 6.e 
e di v e aplicados com relação às duas primeiras variáveis, x1 e x2, já que 
as funções independem da terceira variável. Também denotamos por Ax, o 
operador As aplicado às funções independentes de y. 
Observamos que tal problema engloba o problema problema bidimen-
sional, visto que, sendo (ii,ã) seja solução do problema bidimensional, pode-
mos tomar v = (V, O) e a= õ:, com (v, a) satisfazendo o problema reduzido 
acima, para f= (/, 0), f termo forçante do problema bidimensional. 
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Também tomaremos, para a e v, os espaços funcionais: 
H;,,= {a E H 2 (rlo); k, a(x) dx =O} 
V,,o = {v E C::0,p~(rlo); dívx v= O em rlo} 
para v e a tais que v((x, O)+ l;e;) = v(x, O) e a((x, O)+ l;e;) = a(x, O) e H0 
e Vo, respectivamente, os fechos de Ve,o em L2 (rlo) e H 1 (00 ). 
Podemos aplicar ao problema reduzido, a desigualdade decorrente da 
demonstração da Proposição 2.2.3, obtendo: 
IIVxv(t)lli,(n) + lll>.xa(t)lli,(n) 
5 e-it (!IV x v(O)IIi,(fl) + lll>.x a(O)IIi'(i'l)) + 2 Ct (1- .-tt) 
(4.5) 
Passamos agora a estudar a existência de atrator para o problema re-
duzido. Assim como nos casos anteriores, consideramos inicialmente o prob-
lema autônomo, isto é, f independente de t. Neste caso, seja {S0 (t)}t>o, o 
semigrupo contínuo associado ao problema reduzido (4.4), 
Bo = {(v,a) E M(K1 X K,) C Vo x H;,; IIV'xv(t)ll' + lll>.xa(t)ll' < mín{l, ! , }} . 
' (2Cs)' 
e 
Uo = {(v, a) E M(K, x K,) C Vo x H;,,; !IV x v(t)ll' + lll>.x a(t)ll' < (2~s)t} 
(4.6) 
Consideramos também o conjunto w-limite de 8 0 : 
w(Bo) = n U So(t) B,. 
onde o fecho é tomado em relação a Vo X H;,o. 
Mostremos agora a seguinte proposição que estabelece a existência de 
atrator global para o problema reduzido: 
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4.2.1 Proposição Ao = w(Bo) é o atrator com bacia de atração U0 para 
o processo autônomo contínuo {So(t)}t>o 1 associado ao problema reduzido 
(4.4). com 11!11 convenientemente limitada. 
Prova: Para demonstrarmos esta proposição, faremos uso novamente do 
Teorema 1.1.6. Segundo este, basta mostrarmos que: 
• a) 8 0 é absorvente em Uo; 
o b) {S0(t)} é uniformemente compacto para t grande. 
Demonstremos primeiro o ítem a: 
a) 8 0 é absorvente em Uo. 
Seja B, um limitado em U0 , temos que mostrar que existe t 0 = t0 (B) ;?: O 
tal que S0 (t) BC Bo V t > to. 
Seja ( vo, ao) E B e (v, a) = So(t) ( Vo, ao). Por ( 4.5), temos: 
IIV',v(t)ll~'(il) + IIL>,a(t)ll~,(fi) :S e-~t (IIV',voll' + IIL>,aoll') + 2CJ· 
1 
Tomando C1 < 4' temos So(t) B c Bo para 
t > 2jlog ( 2 (I IV' x vo ll~'(il) + IJL>, aolli_,(n)l) I = to(B). 
Mostremos agora o ítem h: 
b) {S0(t)} é uniformemente compacto para t grande. 
'Thmos que mostrar que existe t0 tal que U S0(t) B é compacto em H0 x 
L2 (r!0 ) para B limitado. 
Novamente, utilizamos, para (vo,ao) E B e (v, a)= So(t)(vo,ao), a de-
sigualdade 
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Assim, para t0 = O, temos, como B é limitado, U So(t) B limitado em 
t>O 
Vo X s;,o imerso compactamente em Ho X L2 (11o) (na ;erdade, temos atração 
em uma norma ainda mais forte que esta). Logo U So(t) 8 é compacto em 
t;?:O 
Ho x L 2 (flo). 
Pelas Proposições 4.1.1 e 4.2.1, estabelecemos, no caso autônomo, a ex-
istência dos atratores Ae- e Ao para os semigrupos {Se(t)} e {S0(t)} associa-
dos, respectivamente, ao problema (1.12) e ao problema reduzido associado, 
(4.4). 
4.3 Semicontinuidade Superior 
Nesta seção, nosso objetivo é relacionar os atratores Ae e A, encontrados na 
seção precedente. Obteremos uma Proposição garantindo semicontinuidade 
superior para a família de atratores. 
Iniciamos demonstrando a seguinte proposição: 
4.3.1 Proposição 
Seja (u, º) a solução do problema {1.13} e (v, a)) a solução do problema 
reduzido associado (4.4). Denotemos u =v+ w e fl =a+ (3, onde v= Mu, 
w = (I- M)u, "= Mº, fJ = (I-M)º, Vo = vo e <>o= <>o. 
Considerando as demais hipóteses da Proposição 3.2.1 O, temos: 
ll'i7, (v- v)ll~'(i"lJ + IIL'., (<>- <>)ll~'(i"lJ < cel 
Prova: Como (u,º) é soluçã<> de (1.13) e (v, a)) é solução de (4.4), v-v 
e a - a satisfazem às equações: 
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D 
av a (a - a) {Jt +a {Jt (v -v) + (v -v) ·V, v+ v· V, (v -v) 
->.[((v- v)· V, )V,a + (vV, )V, (a- a)+ V,a ·V, (v- v)+ V, (a- a)· V,v] 
= JL6, (v- v)+ JL6,w +V, (I- M)p+ (I- M)f 
-a aw - (3aw - v · v w - w · v u éit8t E E 
e 
a {Jt(a- a)+ v· V, (a- a)+ (v- v)· V,a- >.6, (a- a) 
Tomando o produto interno entre (4.7) e !(v- v), tem-se: 
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(4.7) 
(4.8) 
S :112 _ llll, (a- a)lli,ci'!J 
LZ(n) 
+IIV, (v- v)II~'CÕJ IIA,vii~'CõJ + IIA,vii~'CÕJ I IV, (v- v)II~'(ÕJ 
+2ÀIIV, (v -v) lli'(ÕJ IIV, Ll, aii~'(ÕJ + 2ÀIIA,vlli'CÕJ li L'>, (a - a) lli'cnJ 
+11Ll,f3111'(fi) ':: 1
2 
-
L2(fl) 
+IIA,vlli,cnJIIV, wlli'c"J +li V, wlli'cõJIIA,ulli,cnJ 
+2ÀIIA,vlli'c"J llll, filli,cõJ + 2ÀIIV, L'>, alli,cõJIIV, wlli,cõJ 
Assim, obtemos a seguinte estimativa: 
S C, {(I : [cnJ + IIA.vlli'ciiJ) 114 (a -ã)lli'ci'!J 
+CIIA,vlli'ci'!J+ IIA,vlli'ci'lJ +I IV, Ll, alli,cn/IIV, (v- v)lli,cnJ 
etl ( ~l'CÕJ + IIA.ulli,cnJ + IIV,Ll,alli,cnJ)} 
(4.9) 
Dando continuidade à limitação de v - V, tomamos o produto interno 
entre (4.7) e A,(v- v), obtendo assim: 
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{ 
8 2 C, -(v-v) 
()t P(fi) 
+( IIA,vlll,cn1 + IIA.vlli,cnJ + IIV, L\, <>lll'cn1l I IV, (v -v) lll,cnJ 
+e~ ( : 2 _ + IIA,ulll'(Õ) +I IV, L\, <>lll,cnJ)} 
P(n) 
(4.10) 
Somando convenientemente (4.9) e (4.10), obtemos a estimativa abaixo 
para a norma de v -V: 
:::: { (ll:[cnJ + IIA.vlll'cn1) li L\, (a- o:JII~'cn1 
+(IIA,vii~'CÕI + IIA,vlll,cn1 + li V, L\, <>ll~'cn1 l I! V, (v - v) ll~'cnJ 
+,t ( : 
2 
_ + IIA,ull~'cnJ + IIV,L.\,o:ll~'cnJ)} 
L2 (0) 
(4.11) 
Para obtermos uma estimativa semelhante para a-'ã, tomamos o produto 
interno entre (4.8) e L.\,D., (o:- o:), de onde obtemos: 
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d dtiiL>, (a- a)llr'(Õ) +I IV', L>, (a- a)llr'(Õ) ~ C{IIA,vllr'(Õ)IIL>, (a- a)llr'(Õ) 
+I IV', (v -v) llr'(nJ I IV', L>, allr'(n) 
+IIA,vllr'(nJ li L>, !3llr,(nJ 
+I IV', wllr'(n) I IV', L>, allr'(n) 
+IIAcwlli.,(n) liA !311i_,(nJ} 
(4.12) 
Somando as estimativas (4.11) e (4.12), obtemos a seguinte relação: 
+liA,( v- vJII~'(nJ + IIY',L>, (a- aJIIr'(nJ 
~ c { ( : 2 _ + IIAcvllf,(nJ + IIAcvllf,(n) + I IV', L>, allf,(n) +I IV', L>, allr'(n)) 
vz(n) 
· (IIL>, (a- a)llf,(n) +I IV', (v- v)ll~'(n)) 
+ <t (li Z[,(nJ + IIAcullr,(nJ +I IV', L>, <>lli.,(nJ)} 
Utilizando o Lema de Gronwall e o fato de u E K1 e (}E K2, tem-se: 
Assim 
li V', (v- v)llr'(nJ +li L>, (a- ãJIIr'(n) ~c<~ 
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Para estabelecermos a relação propriamente dita entre os atratores A e 
Ao, definimos a semidistância abaixo segundo a qual poderemos comparar 
tais atratores. 
4.3.2 Definição 
(i) Dado um espru;o de Banach Z e dois subconjuntos C e D deZ, define-se 
a semidistância: 
Oz(C,D) =sup inf llc-dllz. 
cEC dED 
(ii) Dados A,, O < e .$ e0 , subconjuntos de z. Tais conjuntos são ditos 
semicontínuos superiormente em e = O se: 
Oz(A., Ao) --+O ao c--+ O 
Sejam agora, no nosso caso, os subconjuntos de K1 x K2 C Ye x H;,,, A, = 
w(B,), com B, dado em (4.3), atrator para {S,(t)} e Ao= w(Bo), com Bo dado 
em ( 4.6), atrator para {S0 (t)}. Seja também, o(A,, Ao) = 6v. xH' (A,, .A,). ~ p,~ 
Estamos agora em condições de provar a seguinte proposição: 
4.3.3 Proposição Os atratores A. e Ao para os processos {S,(t)} e {So(t)}, 
respectivamente, são semicontínuos superiormente, isto é, 
o(A., Ao) --+ o ao c --+ o. 
Prova: 
A semidistância entre os atratores A e .Ao é dada por: 
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D 
Observamos que u =v+ w e {!=a+ (3 para v= Mu , w = (I- M)u, 
a= Mº e /3 = (I-M)º e, considerando (v, a) solução de (4.4) com Uo = vo 
e a:o = a:o, utilizando a Proposição 4.3.1, temos: 
_ \nf (li V', (u- ii)llv(ii) + 11.6., (º- &)llv(n)l (v,a)E.Ao 
Assim 6(S,(t) B, So(t) Bo) --+O BD c--+ O. 
Com esta proposição, solucionamos o problema no caso autônomo. Pas-
samos agora a tratar do problema na sua forma ,mais geral, isto é, con-
siderando f como dependente de t. 
4.4 Atratores no Caso Não Autônomo 
Para encontrar atratores para o problema (1.13) e para o problema reduzido 
associado, (4.4), com a função f dependendo de t, isto é, para o caso não 
autônomo, utilizaremos a teoria de Skew-Produt Semifiow. 
4.4.1 Definição 
Considerando f E W(Õ) := C0 (IR, L2 (Õ)) n L00 (1R, L2(Õ)), definimos a 
convergência sequencial de f n a f por: 
fn--+ f= sup llfn(t)- f(t)lb(ii)--+ O BD n--+ oo 
tE/C 
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o 
para K. compacto, JC C IR. 
Definimos também, para f E W(Õ), a translaçiW ou fluxo translacional: 
fr(t) := f(T + t). 
Observamos que fr E W(Õ), se f E W(Õ) e que a funçiW 
é contínua. 
4.4.2 Definição 
Definimos: 
W(Õ) x IR --+ W(Õ) 
(f, T) --+ fr 
H+(!)= {!7 ; T?. O} 
H (f)= {!7 ;7 E IR} 
onde o fecho é tomado em W(Õ), e o conjunto w-limite de f por: 
w(f) = n H+(fr) 
r;::o 
Observamos que: 
• H+(!) e H (f) pertencem a W(Õ) para f E W(Õ); 
• w(f) é invariante pelo fluxo translacional; 
• se H+(!) for compacto, entiW H+(i7 ) é compacto e w(f) I 0. 
Sejam agora, H um espaço de Banach com norma II·IIH, F C W(Õ), tal 
que fr(FJ C F, O C H x F x [O,oo), aberto tal que {(u,j, O); (u, f) E H x 
F} c O e 1r : O--+ H x :F, uma funçiW da forma 1r(u, f; t) = (S(f, t)u, ft) 
para (u,j;t) E O. 
Para cada (u,f) E H x :F, seja Icu,t) = [O, r), r= r(u,f), o intervalo 
maximal para o qual (u, /, t) E O para O :S t < T. 
115 
4.4.3 Definição Dizemos que 1r é Skew-Produt Semiflow em H x :F se: 
o (1) S(f,O)u=u V(u,j) EHx:F; 
o (2} tE l(u,f)• sE l(s(f,t)u,f,) implicaquet+s E l(u,f) e S(f,, s) S(f, t) u = 
S(f,t + s) u; 
o (3} a função (u,j,t)---+ 1r(u,j,t) for contínua em (u,f) E Hx:Fpara 
t fixo e também em t para ( u,f) fixo; 
o (4) Se (u, f) E H X :F e r(u, f)< oo, entfu:> 
lim sup IIS(f, t) ui IH= oo. 
t-1-T-
Dado agora um conjunto/( c H x :F e O:<; t < r(u,f), V(u,f) E/(, 
definimos .-(K; t) como o conjunto de todos os 1r(u, f; t) com (u, f) E/(. 
Dizemos também que um conjunto ](, c H x F é invariante por 1r se 
r(u,f)= oo V(u,f) E/( e 1r(K;t) =/(para t ~O. 
Definimos, para /( C H x :F com r( u, f) = oo V ( u, t) E /(, o conjunto 
w-limite de JÇ, como: 
w(K) = n ( U 1r(K, t)) , 
r;::o t;::r 
onde o fecho é tomado em relação a H x F. 
Apresentamos agora, a definição de atrator no sentido de Skew-Produt 
Semifiow. 
4.4.4 Definição 
Um subconjunto U c H x :F é um atrator para 7r se U for compacto, 
invariante por 1r e U = w(Ú) onde Ú é uma vizinhança limitada de U em 
Hx:F. 
A bacia de atraçfu:> B(U) é a coleçfu:> de todos ( u, f) E H x :F com a 
propriedade: 
dHx:F(7r(u,f;t),U)--+ o ao t--+ oo. 
Se B(U) = H x :F, dizemos que U é atrator global para"· 
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Aplicamos agora estas noções aso nosso problema, assim podemos gen-
eralizar a semicontinuidade e para o caso não autônomo. Iniciamos con-
siderando 
f E :F= W1•00 ((0, oo), Hi(i'l)) n W(!'i), o que garante, segundo [29], H+(!) 
compacto, logo w(f) ;< 0. 
Tomamos Se(!, t), o processo associado ao problema autônomo com termo 
forçante ft, considerado como constante em relação a t. 
Assim, temos o Skew-Produt Semiftow associado ao problema (3.5) como 
sendo o par formado pelo processo { S,(f, t)} e pelo fluxo translacional f,. 
Isto é, a cada instante t, temos a evolução do semigrupo Se(!, t) com dados 
iniciais u, º e ft junto à evolução do fluxo ft· Mais precisamente: 
"' (( u, e), f; t) = (S,(f, t) ( u, e), f,). 
De fato, 'Ire satisfaz as condições de definição de Skew-Product Semiflow 
pois (1), (2) e (4) são satisfeitas pelo fato de S,(f, t) ser processo. 
No caso do ítem (3), a função: 
((u, e), f;t) >---+ 1r,((u, e), f; t) 
para cada t fixo é contínua pois Se(!, t) é processo contínuo. 
Para ((u, e), f) fixos, temos, para O:<;: t1 :<;: t2 , t2 = t1 + (t2 ~ t,) e 
S,(f, t,)(u, e)= S,(f, t, + (t,- tt))(u, e)= S,(f,, t, - tt) S,(f, tt) (u, e). 
Logo, ao t2 ----+ t 1 , temos: 
S,(f, t2) (u, e) --4 S,(f,, O) S,(f, tt) (u, e)= S,(f, t1) (u, g). 
Também f(t,) -+ f(t,) ao t, -+ t, pois f E W(i'l). 
Obtemos agora um atrator para o Skew-Produt Semifl.ow associado ao 
problema (3.5). 
4.4.5 Proposição 
Ue = (Ae,w(f)) é atrator para 7re com bacia de atração Ue X F, onde Be 
é definido em (4.3) e F= W(Õ)nW1•00 ((0,oo),Hi(!'i)). 
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Prova: 
Pela Proposição 4.1.1, temos: 
dv.x"' (S,(f, t) (u, g), A,)--+ O aD t--+ co ,,. 
para (u, g) E B. Também: 
d:F(ft, w(f)) --+O aD t--+ co 
pela definição de w(f). 
Para o problema reduzido, (4.4) 1 temos S0(f, t) processo associado a este 
problema para o termo forçante, (M!)t considerado como constante em 
relação a t. 
Assim, o Skew-Produt Semiflow associado a (4.4) é: 
7ro((v, a), Mf; t) = (S,(Mf, t) (v, a), (Mf)t). 
Como no caso de 'll"e, temos que 7ro satisfaz as condições de definição de 
Skew-Product Semiflow e obtemos, para 1r0 , uma proposição semelhante a 
anterior. 
4.4.6 Proposição 
U. = (Ao, w(Mf)) é atrator para 7l"o com bacia de atração U0 X :F. 
Prova: De fato, pela Proposiçàü 4.2.1, temos: 
dv,xH' (So(MJ, t) (v, a), Ao) --+O ao t--+ co. 
N,O 
Também, pela definição de w-limite, d:F((Mj),,w(Mf))--+ O ao t--+ 
oo pela definiçâD de w(J). 
Podemos agora obter um resultado de semicontinuidade superior para 
os atratores Ué e Uo dos Skew-Products Semiflows associados, respectiva-
mente, aos problemas (1.12) e reduzido (4.4). Para tal, seja fe(x 1,x2 ,y) = 
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D 
F(X1, X2, Y) para (Xb X2, Y) E Oe, isto é, para cada problema associado a 
€ > O, temos termo forçante f.,. Assim, obtemos a proposição a seguir: 
4.4. 7 Proposição 
Os atratores U, e U0 para os Skew-Produts Semijlows 7r,((u,g),f,;t) e 
n0(( v, a), f 0 ; t) são semicontínuos superiormente, isto é, 
6vexHE.~x:F(Ue,Uo)-+ O ao é-+ O 
para v e a, partes horizontais deu e{}, respectivamente, e também fo =Mie 
' com f, tal que 11(1- M) f,(t)IIL'(il) < "' 'lt ~O. 
Prova: 
Pela Proposição 4.3.3, temos que Jv~xH;,~ (A, Ao) :5 2 d. 
Por outro lado, 
11(!,),- Uo)tll.,, = sup ll(f,),(T)- (fo)t(T)IIL'(il) com /C C IR compacto. 
rEto 
Logo: 
11(!,),- (fo)tll-" = sup IIMt + T)- fo(t + T)IIL'(il) 
rEto 
' 
= sup llf,(t+T)-Mf,(t+T)IIL'(il) = sup I I (I -M)f,(t+T)IIL'(il) ,; "'· 
rEX: rEK 
Assim: 
Obtemos assim, um resultado de semicontinuidade superior para os atra-
tores associado aos problemas (1.12) e reduzido associado, (4.4). 
119 
D 
Conclusão 
No presente trabalho, obtivemos um resultado de semicontinuidade supe-
rior para os atratores U& e U0 dos problemas (3.5) e reduzido associado (4.4) 
respectivamente, em uma bacia de atração limitada. 
Evidentemente, gostaríamos de ter obtido tal resultado dentro de uma 
bacia de atração com uma limitação dependente de e, de modo que esta 
tendesse a se tornar ilimitada a medida em que e decrescesse. Ou seja, 
gostaríamos de ter, para o problema reduzido, um atrator global, Uo, para 
o qual o atrator Uc: se aproximasse quando e tende a zero, como no caso da 
equação clássica de Navier-Stokes. 
Isto não foi possível devido à limitação exigida dos dados iniciais para a 
existência de solução global para o problema. 
Caso seja possível obter existência de solução para dados iniciais limitados 
por c-b, com b uma constante positiva menor que ..!.._, o resultado obtido no 25 . 
Capítulo 3 permite a generalização da semicontinuidade superior para esta 
situação. Assim, teríamos o atrator para o problema (3.5) em uma bacia de 
atração limitada na ordem de ê-b, ou seja, aumentando a medida em que c 
decresce e tornand<rse ilimitada para o problema reduzido. 
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