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Abstract
Presently there are quite a few projects in various stages of planning and construction which aim
at placing wind turbines offshore for electricity generation. There the usually higher wind speeds
can be exploited, but the turbines are also additionally subjected to the offshore environment,
i.e. especially wave loading. Fatigue calculations of wind turbine structures usually involve
Monte Carlo Simulations of their operation in turbulent wind. In the offshore environment, we
have to consider a coupled system, consisting of the structure, foundation, surrounding soil, the
aerodynamic system for the wind model and the hydrodynamic system for the wave model.
In this work, the models have been developed initially separately and are consistently coupled
here to give the whole system. They consist of:
 The structural subsystem, which is a nonlinear large displacement finite element model
(FEM).
 The aerodynamic subsystem, with prescribed stochastic wind characteristics and an insta-
tionary dynamic stall model for the aeroelastic blade loading
 The hydrodynamic subsystem, modelled mainly as potential flow and coupled to the
stochastic wave field to describe the real sea state and take the far–field into account.
The computations on this part is based on the boundary element method (BEM), to make
the computations faster in this part the fast multipole method is used.
 The soil dynamic subsystem, modelled as near-field soil near the underground structure
and discretized by the FEM and the far-field effects is included by the scaled boundary
finite element method (SBFEM).
All of these models are coupled in time domain, and the consistent simulation of the offshore
wind turbine can be performed based on the concept idea of partitioned method. The results of
simulation show at least a very good performance of partitioned method, also show the reasonable
results as we can find at the end of this dissertation.
i
Kurzfassung
Derzeit gibt es nur wenige unterschiedlich weit fortgeschrittene Projekte, die die Planung
und Konstruktion von Offshore-Windkraftanlagen fu¨r die Stromerzeugung behandeln. Die im
Offshore-Bereich gegebenen ho¨heren Windgeschwindigeiten ko¨nnen geratzt werden, jedoch sind
die Anlagen dort anderen Belastungen ausgesetzt, wie bsp. durchwellen. Die Simulation der
Material-ermu¨dung durch turbulente Winde basiert u¨berlicherweise auf die Monte Carlo Meth-
ode. In der Offshore-Umgebung muss ein gekoppeltes System, bestehent aus der Struktur, dem
Fundament, dem Untergrund, dem aerodynamischen Windsystem und dem hydrodynamischen
Wellenmodell betrachted werden. In dieser Arbeit werden zuna¨chst diese Teilmodelle einzeln
entwickelt und werden dann konsistent zum Gesamtsystem gekoppelt. Die Teilsysteme werden
beschrieben durch :
 das Struktur-Teilsystem, das mit einer nichtlinearen Finit Elemente Methode fu¨r grosse
verschiebungen simuliert wird,
 das aerodynamische Teilsystem mit vorgechriebener stochastischer Windcharacteristik und
unserem instationa¨ren dynamischen Stall-Modell fr die aeroelastische Belastung der Flu¨gel,
 das hydrodynamische Teilsystem, das hauptsa¨chlich als Potentialfluss modelliert wird und
mit dem stochastischen Wellenfeld gekoppelt ist, welches auch das Fermfeld beru¨ctsichtigt,
um realistische Wellen zu beschreiben. Die Berechnungen dieses Teilsystems basieren auf
der Randelemente Methode und nutzt zur schnellen lo¨sung die Fast Multipole Methode,
 das dynamische Teilsystem fu¨r den Untergrund. Es wird im Nahfeld der Struktur durch
die FE-Methode und im Fernfeld durch die SBFE-Methode bechrieben.
All diese Modelle werden im Zeitgebiet verbunden, und die konsistente Gesamtsimulation der
Offshore-Windkraftanlage kann durchgefu¨hrt werden; gru¨ndete auf der Konzeptidee der verteil-
ten Methode. Die Resultate der Simulation zeigen mindestens eine sehr gute Leistung der verteil-
ten Methode, zeigen aber auch die angemessenen Resultate, die am Ende dieser dissertation zu
finden sind.
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Notation and Symbols
In this research work, we used many mathematical formulations, so in this part we
describe here the mathematical notations. The abbreviations which we frequently used
here in this research are also described. The symbols and theirs meaning are in this part
too.
Mathematical Notation
Rd d-dimensional space
∂t partial differential with respect to time t
∂2t second partial differential with respect to time t
∂x partial differential with respect to x
dx differential with respect to x
〈x, y〉 inner product of x and y
||x|| Norm of x
XT ,xT Transposition of Matrix or Vectors
∂f (x)
∂x
∣∣∣
x∗
differential of f respect to x at the point x∗
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Abbreviations and Symbols
FE Finite Element
FEM Finite Element Method
BE Boundary Element
BEM Boundary Element Method
BIE Boundary Integral Equation
SBFEM Scaled Boundary Finite Element Method
FMM Fast Multipole Method
V OF Volume of Fluid
MAC Marker and Cell
LS Level Set
KFSBC Kinematic Free Surface Boundary Condition
DFSBC Dynamic Free Surface Boundary Condition
FSIBC Fluid-Structure Interface Boundary Condition
fsi fluid-structure interface coupling
ssi soil-structure interface coupling
jr initial basis vector
er current basis vector
R rotation operator
v initial vector
w current vector
n unit normal vector
n˜ skew-symmetric matrix of unit vector
Ψ rotation vector
Ψ˜ skew symmetric matrix of rotation vector
µ mass per unit length
ρ density of material
T angular velocity
T˜ skew symmetric matrix of angular velocity
J inertia tensor
ca, cw, cm aerodynamic coefficients
cn, ct aerodynamic coefficients for normal force and tangential force
C elasticity of material
de vector of displacement in element
a vector of acceleration
v vector of velocity
d vector of displacement
N interpolation function
σ stress vector
 strain vector
E Elasticity of the soil media
P differential operator
fk vector of inertial force and moment
f in vector of internal force and moment
f ext vector of external force and moment
viii
Abbreviation and Symbols
fa vector of aerodynamics force and moment
iq coupling variable with index i = 1,2,3
N˜ transformation matrix for the blade system
K stiffness matrix
C damping matrix
M mass matrix
Keff effective stiffness matrix
fn, ft,mae local aerodynamics forces per unit length
g system of differential equation
fd, fl,mae aerodynamics forces per unit length
cd, cl, cm aerodynamics coefficients
vw wind velocity
vp rotation movement velocity
vi velocity due to vibration
f rot forces on rotor disc
f s forces per unit length
mr torque per unit length
Cf correction factor
η wave elevation
a wave amplitude
θ phase of the wave
Cd, Cm coefficient in Morison’s formulation
Φ potential velocity
Ψ position vector of the interface
κ position vector at rest
ρ density of the fluid
τ stress vector at fluid-structure interface
G Green’s function
Φi incident of potential velocity
Φd diffraction of potential velocity
ν damping function
ix
Abbreviation and Symbols
Ep potential energy
Ek kinematic energy
W work done
σ stress vector
 strain vector
E Elasticity of the soil media
P differential operator
g system of differential equation
M c coupling mass matrix
Kc coupling stiffness matrix
f c coupling forces
rb interaction forces vector
f t forces at the surface traction
f b body forces
S∞ dynamics stiffness at the infinity domain
M∞ impulse matrix
ds displacement for structure subsystem
∂tds velocity for structure subsystem
∂2t ds acceleration for structure subsystem
db displacement for soil subsystem
∂tdb velocity for soil subsystem
∂2t db acceleration for soil subsystem
x
1 Introduction
1.1 Motivation
Due to the increased requirement of energy for human all over the world, humans al-
ways seek new sources of energy which also have no impact on the environment. The
wind energy technology is a renewable energy technology, which has less impact on the
environment.
In history, the wind turbine was used only for agriculture. People concerning and search-
ing for new sources of energy began to apply the wind turbine for running the electrical
power generator. In the long period of research and development, the wind turbine was
small in the past as compared to the present day turbine. In the past there were turbines
with rotor diameter of 10 meters. Presently they are very large and more flexible. The
diameter of rotor became 120 meters and 100 meters hight for the tower.
The wind farms are generally located on the area of strong wind speed such as on moun-
tain areas. They are usually called land-based wind turbine farms.
Due to the higher expected energy, wind farms are moved from land to offshore as the
wind speed is higher there. In the past few years, many projects were installed especially
in the European Union countries.
In order to analyze the wind turbine system in offshore environments, the appropriate
modellings are required. There are not only the appropriate modelling of the structure,
but we have to include the set of appropriate modellings of the external physical domain
around the structure, such as aerodynamics of the wind, hydrodynamics of the wave and
soil surrounding the structure. All of this model should be appropriated for physical be-
haviour, also it should be possible to make computations.
In this research, our expectation is to describe the physical behaviour of offshore wind
turbines which includes the appropriate method of computation and could be utilised
for long time of computation. As the fatigue analysis of wind turbine structure is al-
most done in frequency domain with the linear solution of such kind of structure. This
coupling multi-physics model will increase the accuracy of the solution as the nonlinear
and interaction effect are included. The computation may possibly proceed in the long
time computation and it will be replaced for the fatigue analysis.
In the Institute of Scientific Computing at Technical University of Braunschweig, we
have developed the modelling of wind turbines [82, 80]. The structure is modelled based
on the geometrical nonlinear structure and discretized by the finite element method.
For the aerodynamics of wind, the blade element momentum theory is used to describe
the wind flow through the turbine. The instationary effect is increased by using the
dynamics stall model [81]. The performance of computation is included by using the
1
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reduction method [80].
This research is extended by developing the appropriate hydrodynamic modelling for the
ocean wave and including the effect of sea bed vibration. It is not so easy to make the
appropriate model for the ocean wave as in the real sea state. There are many factors
influencing the wave, for example the random wind can generate a wave and it could
be one of many complicated problems, or the current of the wave which in reality is a
random field as well. This problem is called wave–current interaction problem. Further-
more the breaking wave may occur as well. There are quite clear that the computation
is possible if we include everything in the model, but long time computation may proove
to be difficult.
Here we start to model the ocean wave with the potential flow [126, 121]. The free surface
wave gives the appropriate kinematic boundary condition and dynamic boundary condi-
tion, while the fluid domain is described by Laplace’s equation [126, 121]. The same idea
for free surface boundary condition, we can derive the kinematic and the dynamics for
fluid-structure interface boundary condition [108, 126, 121]. Inside that equation some
terms are linear and some terms are nonlinear. If we ignore the nonlinear terms and
complete the boundary value problem, then the solutions give the linear gravitational
wave which is obtained by Airy [121]. This wave is known as Airy wave.
Later the nonlinear part of free surface has been included by taking the higher order
of nonlinearity based on the perturbation expansion [93]. The computation can be per-
formed based on the same idea of linear wave, but only if we expected the higher order
nonlinearities can we then solve the higher order of such a boundary value problem. This
wave is so–called Stokes wave or some call it weakly nonlinear wave [7, 90].
After that, the nonlinearity of free surface can be automatically included by solving
the fluid with the moving domain of computation. It means that every time we solve
Laplace’s equation, the domain is moved to the real position of the free surface. This
idea was initially given by [74] and most of the research followed this idea with the dif-
ferent numerical algorithm [35, 90, 76, 34, 36, 93, 129, 100, 56, 8]. This wave is known
as fully nonlinear wave.
On another side of the research of the free surface wave, the viscous fluid flow is gen-
erally modelled based on the Navier-Stokes equation. The fluid can be solved by the
finite element method [12] or finite volume method [8]. The free surface can be tackled
with the numerical techniques, such as Lagrangian grid method [12], marker and cell
method (MAC) [72, 3], volume of fluid (VOF) [8] or level set method [61, 62].
For the seabed vibration, it is possibly use the spring and dashpot modelling as it may be
the simplest model and do not difficult to make the computation, but the wave radiation
is not satisfied. The elastic modelling gives a reasonable solution and it could include
the infinite effect in the computation as well.
1.2 The entire modelling of an offshore wind turbine
The modelling of an offshore wind turbine consist of four sub-model, the aerodynamics
of wind, the structure dynamics of turbine components, the hydrodynamics of the ocean
wave and the soil dynamics of unbounded soil. All sub-models are developed initially
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Figure 1.1 Offshore Wind Turbine modelling
separately and finally coupled via the partitioned method [78, 64, 65].
For each sub-model, we do not expect only the sufficient modelling which describe the
physical behaviour but it should also be possible to make the computation as well. The
descriptions of each sub-model are as follow:
The structural dynamics sub-modelling
In this part we follow the work from Marcus Meyer [80, 82], all the structure component
is modelled as a nonlinear beam. The nonlinear dynamics equation is used to describe
the vibration of structure and it is discretized by the finite element method (FEM). In
order to describe the free rotation of the rotor blade, the substructure method is used
for separating the structure of turbine into two subsystem. One is the rotor and another
is the tower (including foundation).
The aerodynamics sub-modelling
It describes the random wind field. The blade element momentum theory is implemented
for computing the acting forces along the blade. There is a simple flow model which
includes the global flow, describing wake behind the turbine and the local flow describing
the flow through the turbine. The coupling variable between local and global flow repre-
sents the interaction model of the aerodynamics and structure [80, 82]. The aerodynamic
forces are part of the external force for dynamics equation of the structure. On the other
hand the displacement and velocity of the structure also influence the aerodynamics.
The hydrodynamics sub-modelling
The hydrodynamics describes the random finite depth wave of the ocean. The fluid is
assumed to be inviscid with irrotational flow, and surface tension is ignored. The fluid
flow is described by potential theory and it satisfies Laplace’s equation. The free surface
boundary condition and fluid–structure interface boundary condition are included. The
Laplace equation is rewritten in the integral form, so-called boundary integral equation.
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It is discretized by boundary element method (BEM). In order to make the Laplace
solver faster, the fast multipole method [63] is used.
The soil dynamics sub-modelling
The soil dynamics sub-modelling describes the behaviour of soil surrounding foundation.
The soil is devided into two regions, one is near the structure which is finite domain and
another is considered far from the structure which is represented by the infinite do-
main. For the finite domain we used finite element method for its discretization. For
the infinite domain we used the scaled boundary finite element method (SBFEM). All
sub-modelling is coupled via the partitioned method. The overview of coupling model
is shown in Fig.(1.1).
1.3 The plan of the dissertation
In chapter 2, the details of structure modelling of an offshore wind turbine is explained.
The dynamics equation of such a kind of structure can be constructed based on the
nonlinear assumption of the beam element. The dynamics equation is written in the
integral form and, then the finite element method is used for space discretization. In
order to proceed in time domain, different time integration schemes are presented. At
the end the Newmark’s scheme is implemented combined with the iterative algorithm of
Newton-Raphson method.
The complete system of rotor blade structure is modelled based on the substructure
method. There are also descriptions of how to couple the rotor blade to the tower and
other components, in which numerical techniques are required to avoid the numerical
instability.
In chapter 3, the descriptions of random wind field are presented. The aerodynamics
modelling was proposed based on the blade element momentum method theory [40, 48,
80]. The global flow of the turbulent wind is modelled based on the empirical formula-
tion. So the wake behind turbine can be included in this model. The local flow describes
the flow that passes through the rotor blade element.
The interaction of aerodynamics and structure can be included by coupling the variables
of both systems as the wake is influenced by the structural vibration. On the other hand,
the structure vibration is also influenced by the wind velocity and wake effect behind
the turbine.
In chapter 4, the hydrodynamics of ocean wave is described based on the potential
theory. The formulation of Laplace’s equation is used for the fluid domain. The free sur-
face boundary condition and fluid-structure interface boundary condition are included
to complete the boundary value problem. The boundary element method is used for
boundary discretization and different time integration methods are also described in
this chapter. The idea to avoid the wave reflection is also presented, in which the formu-
lation of free surface is modified. The formulations of the free surface are fully nonlinear,
and the fluid domain is changed during the computation. So the algorithm to move the
free surface is also proposed here.
In chapter 5, the numerical modelling of offshore foundation is presented based on the
soil-structure interaction modelling. The formulation of three-dimensional soil dynamics
modelling is prescribed, including the idea of substructure method. The reviews of mod-
4
1.3 The plan of the dissertation
Figure 1.2 System of multi-physics model for offshore wind turbine
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elling unbounded domain are also included here. The scaled boundary finite element
method (SBFEM) is used for discretization of unbounded domain. The formulations of
SBFEM are described here in this chapter. We require the computation in time domain,
so the algorithm to proceed SBFEM in time domain is proposed; and at the end, the
procedure to speed up the computation in time is also presented leading to the so-called
recursive algorithm.
In chapter 6, the coupled model of an offshore wind turbine is described based on the dif-
ferential algebraic equation (DAEs). The multi-physical interaction and the discretized
coupling system are also shown here.
In chapter 7, we present the numerical examples. Begining with the nonlinear study of
the free surface, the perturbation expansion is explained for solving Laplace’s equation in
the different order of nonlinearity. We extend again to the fully nonlinear case, in which
the fluid domain is moved during the computation. Furthermore the numerical testing
has been done also for the coupling of soil and structure including the unbounded soil ef-
fect. The two-dimensional monopile is tested and again extend to the three-dimensional
case. Both cases show the effect of unbounded soil as it damps the energy from the
dynamic system. Finally the entire modelling of an offshore wind turbine is simulated
and shown the result of a coupled multi-physics model.
In chapter 8, the conclusion of this research is presented combined with the outlook for
further development from this research.
6
2 Structural Dynamics Modelling of
Wind Turbines
We follow [80] for this chapter. The structures of wind turbines are slender and more
flexible, the appropriate physical modelling is based on the nonlinear beam. The fi-
nite element discretization is used for nonlinear beam element. Each component of the
structure is modelled initially seperately, then coupling all of them with the appropriate
coupling condition based on the concept of substructure method. The formulations of
the substructure method is described in this chapter. Also the formulations of nonlinear
beam and its discretization are explained, the FEM is used for space discretization. For
the time discretization, some methods are described here also including the nonlinear
procedure for solving the noninear dynamic equation.
2.1 Substructure System of Wind Turbine
The rotor blades of turbines can rotate freely in order to produce the energy. It could
be a difficult problem to solve the dynamics of such systems. Here using the advantages
of the substructure method. The components of a wind turbine are separated into two
substructure systems, namely the rotor system and the tower system. The rotor system
represents the three elements of the rotor blade. The tower system includes the under
ground structure (the monopile is used in this research). As we have mentioned before,
all structures are modelled as three-dimensional nonlinear beam [103, 104, 105, 17]. Each
node has six degrees of freedom, three translations and three rotations.
Now we focus on the rotor system. The rotor has three blades. Each blade has the
variable iq associated with it, where (i = 1, 2, 3) denoting the three blades. The variable
iq is represented by a coupling variable (subscript c) and the free variables (subscript
f) as shown below
iq =
[
iqc
iqf
]
. (2.1)
Similarly, the tangential stiffness iD and the force vector ig for each blade is represented
as shown below
iD =
[
iDc
iDf
]
, (2.2)
ig =
[
igc
igf
]
. (2.3)
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The blades are rigidly coupled to each other, each blade has its own coordinate system.
We choose one blade (i = 1) as the reference coordinate system for the rotor system.
The transformation of this reference system into the other two blades (i=2,3) can be
performed with the transformation matrix 1N˜2 and 1N˜3. The variables are written as:
1q =1 N˜2 2q , 1q =1 N˜3 3q, (2.4)
where
1N˜3 =
[
exp(ψ˜1) 0
0 exp(ψ˜1)
]
,
1N˜2 =
[
exp(ψ˜2) 0
0 exp(ψ˜2)
]
,
and ψ1, ψ2 are 2pi/3 and 4pi/3 respectively.
After substituting 2qc =1 N˜
T
2
1qc and 3qc =1 N˜
T
3
1qc, the equations can be assembled
into the system of equation representing the rotor system:
rDrq =r g, (2.5)
where
rq =

1qc
1qf
2qf
3qf
 , rg =

1gc +1 N˜2 2gc +1 N˜3 3gc
1gf
2gf
3gf
 .
Now the rotor system has to be coupled to the tower system (numbered i = 0) according
to the assumption that the rotor blade can freely rotate about the axis (normally the axis
of wind direction). The axis of the wind direction may be defined as the X-direction of
the coordinate system (i = 0) of the tower. During the computation, the transformation
from the rotor coordinate system (system i = 1) to the tower coordinate system (system
i = 0) is required. This transformation can be done in two steps: the first is to transform
from the rotor system to the intermediate reference system (index a) at the coupling
node and the second is to transform from the intermediate reference to the tower system
(system i = 0).
0N1 =0 Na aN1 (2.6)
where
aN1 = exp(ψ˜), 0Na = exp(ψ˜a)
and ψ = [ϕ, 0, 0]T . The angle ϕ denotes the rotation of the rotor blade which is the
prescribed function in time.
At the coupling node, the transformation can be defined by the following matrix:
0N˜1 =
 0N1 0 00 0N1(2,2) 0N1(2,3)
0 0N1(3,2) 0N1(3,3)
 , (2.7)
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with coupled variable qc = [u1 u2 u3 ψ2 ψ3]T
1qc =
0 N˜
T
1
0qc, (2.8)
Finally the coupled system of structures can be achieved by substituting and coupling
the variables as shown below 0Dff 0Dfc 00Dcf 0Dcc +0 N˜1 rD0ccN˜T1 0N˜1 rDcf
0 rDfc 0N˜T1
rDff
 ·
 0qf0qc
rqf
 =
 0gf0gc +0 N˜1 rgc
rgf
 (2.9)
This system of equation shows the coupled structure components. The same procedure
is performed to complete the dynamics equation. Therefore we can have the dynamics
equation, which includes the effect of rigid body rotation of the wind turbine.
2.2 Formulations of Nonlinear Three-Dimensional Beam
The formulations of a nonlinear three-dimensional beam model, including the kinemat-
ics of a three-dimensional beam and the algorithms to illustrate the rotational effect.
The structure is presented in the form of nonlinear dynamics equation. The substruc-
ture method is used to model the different components of the structures, after which a
coupling algorithm is used to combine the individual components. The finite element
method is used to implement the space discretization of such a beam formulation. As the
system proceeds in time, we explore different time discretization method such as New-
mark method, Hilber-Hughes-Taylor-α method, etc. Finally using the Newton-Raphson
method for solving nonlinear equation.
2.2.1 Nonlinear Three-Dimensional Beam
The references [103, 104, 105, 17, 39] show how a beam can be modelled. Here using
the same model but with the inclusion of the rotational effect. This three-dimensional
beam is based on the following assumptions:
 the beam is prismatic and initially straight,
 the beam cross section is always remain plane and do not deform with the elastic
deformation,
 the shear deformation is taken into account,
 the kinetic energy corresponding to the rotation of the cross section is taken into
account.
As shown in the Fig.(2.1), the centroid of the beam is laid along the X-axis of the
coordinate system. The configuration of the beam can be described by this centroid line
laid along the X-axis.
ro(l, t) = [l + u1(l, t)]j1 + u2(l, t)j2 + u3(l, t)j3, (2.10)
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Figure 2.1 The configuration of three-dimensional beam element
where l denotes the length from the original point to the concerned point, t denotes the
time and (j1, j2, j3) = jr is the initial basis vector. Now we consider another orthogonal
basis vector given by:
er = (e1(l, t), e2(l, t), e3(l, t)), (2.11)
the relation between the initial basis vector jr and basis vector er is given by the following
equation
er = R(l, t)jr, (2.12)
where subscript r denotes the index (1,2,3) and R is the rotation operator. The details
of the rotation operator can be found in the next subsection and reference therein.
Consider the vector v in Fig.(2.2), This vector is rotated with the angle ϕ to new position.
Thus resulting in a new vector w. The relation between the two vectors can be written
as
w = Rv, (2.13)
where R is the rotation operator matrix. During the rotation of the vector v some
properties are preserved such as vTv = wTw and RTR = I. This mean that R is an
orthogonal matrix.
Generally the operation matrix R is 3× 3 matrix given by
R =
 R11 R12 R13R21 R22 R23
R31 R32 R33
 . (2.14)
When the unit vector n of the axis about which the rotation occurs and the angle
of rotation ϕ are prescribed, the rotation operator matrix R can be expressed by the
following equation
R = I + (1− cos(ϕ))n˜n˜+ sin(ϕ)n˜, (2.15)
10
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Figure 2.2 The configuration of rotation vector
where n˜ is the skew-symmetric matrix given by
n˜ =
 0 −n3 n2n3 0 −n1
−n2 n1 0
 (2.16)
and the unit vector n given by
n = [n1, n2, n3]T .
The rotational operator is an orthogonal matrix, which clearly shows that RTR = I
and det|R| = 1. As shown in Fig.(2.2), the rotation vector Ψ is defined by
Ψ = [ψ1, ψ2, ψ3]T = nϕ, (2.17)
where ϕ is the angle of rotation about the axis. The relation between rotation vector
and the angle of rotation is given by
ϕ =
√
ψ21 + ψ
2
2 + ψ
2
3 = ‖Ψ‖. (2.18)
We have already described the rotation operator R in terms of the skew-symmetric
matrix n˜ and the angle of rotation ϕ.
We can now write the rotation operator R in terms of rotation vector Ψ
R = I +
1
ϕ
sin(ϕ)Ψ˜+
2
ϕ2
sin2(ϕ/2)Ψ˜
2
, (2.19)
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where ϕ is the angle of rotation defined by Eq.(2.18) and Ψ˜ is the skew-symmetric matrix
of the rotation vector given by
Ψ˜ =
 0 −ψ3 ψ2ψ3 0 −ψ1
−ψ2 ψ1 0
 . (2.20)
Alternatively, Eq.(2.19) could be written as the exponential fuction as:
R(Ψ) = I + Ψ˜+
1
2!
Ψ˜
2
+ ... = exp(Ψ˜). (2.21)
2.2.2 Formulations of Dynamics Equation
As in Newton’s second law, the balance of forces and moments can be used here in order
to construct the dynamics equation in time. The corresponding differential equation can
be written here, one for a summation of forces and another for a summation of moments.
The dynamics equations can be written in strong form as shown below:
The summation of forces is
∂l(Rne) + next = µ∂2t u, (2.22)
where µ denotes mass per unit length of the beam given by
µ =
∫
Ac
ρdAc,
with ρ is the density of material and Ac is the area of the cross section of the beam.
The summation of moments
∂l(Rme) + ∂lr × (Rne) +mext = R(T˜ JT ) + J∂tT , (2.23)
where T˜ is the skew-symmetric matrix of the angular velocity T and J is the inertia
tensor.
Due to the strong form of dynamics equation in Eq.(2.22) and Eq.(2.23), we continually
applied the test functions of virtual translation δr and virtual rotation δθ. After the
test functions have implemented, then the variations of translation and the rotation can
be written in the matrix form as shown below [103, 39]
[
δγ
δκ
]
=
[
RT 0 0 R˜T∂lr
0 T 0 K˜T + ∂lT
]
δ(∂lr)
δ(∂lψ)
δr
δψ
 = V [ δ(∂lϕ)δϕ
]
, (2.24)
where V is given by
V =
[
RT 0 0 R˜T∂lr
0 T 0 K˜T + ∂lT
]
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and
δϕ =

δ(∂lr)
δ(∂lψ)
δr
δψ

Furthermore, the weak form of dynamics equation can also be written in the variational
form, which is given by∫ L
0
[
δ(∂lϕ)
δϕ
]T
VT
[
Cnγ
Cmκ
]
+ δϕT
[
µ∂2t u− next
T T (J∂tT + ∂tT JT )− T TRTmext
]
dx = 0,
(2.25)
where ∂t stands for ∂/∂t the partial derivative with respect to time t and ∂2t is ∂
2/∂t2
the second partial derivative respect to time t. The Cn and Cm represent the properties
of the material, and are defined by
Cn =
 EA 0 00 GA2 0
0 0 GA3
 , (2.26)
Cm =
 GJt 0 00 EI2 0
0 0 EI3
 . (2.27)
Both these matrices are a part of elasticity matrix C which is defined below
C =
[
Cn 0
0 Cm
]
, (2.28)
In this section we have described the formulations for the dynamics equation. From
Eq.(2.25) we can continue with the discretization process. In this research we used the
finite element method and the details will be described in the next section.
2.3 Space Discretization of the Beam with FEM
According to the weak form of the dynamics equation in Eq.(2.25), we can rewrite this
variational equation, in which the external application terms next and mext may be
rearranged into the right hand side of the equation and all the other terms in the left
hand side. When we consider the length O = [0, L], then we have the solutions located
in the space S = H1(O). This procedure yields the variational equation:
K(q; δϕ) = L(δϕ) ∀δϕ ∈ S, (2.29)
where
K(q; δϕ) =
∫ L
0
(
[
δ(∂lϕ)
δϕ
]T
VT
[
Cnγ
Cmκ
]
+ δϕT
[
µ∂2t u
T T (J∂tT + ∂tT JT )
]
)dx,
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and
L(δϕ) =
∫ L
0
[
δϕTnext
δϕTT TRTmext
]
dx.
Considering the finite-dimension in space Sh ⊂ S, the solutions could be approximated
with qh ∈ Sh, where q denotes the vector of displacements and subscript h denotes the
solution in finite-dimension space. So that Eq.(2.29) becomes
K(qh; δϕh) = L(δϕh) ∀δϕh ∈ Sh, (2.30)
The modelling of the beam, it has two nodes (node i and node j) per element. Each
node has six degrees of freedom (three translations and three rotations). In each element
the vector of displacements can be defined as
de =
[
ui1 u
i
2 u
i
3 ψ
i
1 ψ
i
2 ψ
i
3 u
j
1 u
j
2 u
j
3 ψ
j
1 ψ
j
2 ψ
j
3
]T
. (2.31)
The displacement vector for any point along the beam element is shown below
d(x) =
[
u1(x) u2(x) u3(x) ψ1(x) ψ2(x) ψ3(x)
]T
. (2.32)
Of course the interpolation function could be nonlinear function as well, see more details
in FEM books [131, 5]. The displacement vector for any point in the beam element
can be approximated by using the interpolation functions such as a linear interpolation
function given by
Ni(x) = 1− x
Lk
, Nj(x) =
x
Lk
(2.33)
From Eq.(2.31)–Eq.(2.33) we can write a matrix representation as shown below
d(x) =N(x)de (2.34)
where the matrix N(x) for the interpolation function is given by
N(x) =
[
Ni(x)I 0 Nj(x)I 0
0 Ni(x)I 0 Nj(x)I
]
, (2.35)
with the 3× 3 identity matrix I and the 3× 3 zero matrix 0.
As in Eq.(2.30), after implementing the finite element procedure for every sub-element.
The assembly of all sub-elements can be done and thus yields the dynamics equation
f(∂2t d, ∂td,d, t) = fk(∂
2
t d, ∂td,d) + f in(d)− f ext(t) = 0, (2.36)
where fk denotes the inertia forces.
In each element the inertia forces are given by
f ek =
∫ lk+1
lk
[
µ∂2t d
T T (J∂tT + ∂tT JT )
]
dx, (2.37)
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and the internal forces for one element can be computed by
f ein =
∫ lk+1
lk
[
∂lN
N
]T
VT
[
Cnγ
Cmκ
]
dx, (2.38)
Furthermore, the element is also coupled to the external forces. The external forces can
be written as:
f eext =
∫ lk+1
lk
NT
[
next
T TRTmext
]
dx. (2.39)
Until now, the procedure of constructing the dynamics equation has been described,
one in variational form and another in discretized form. However to solve the structure
dynamics of a wind turbine, the time discretization must be included. Therefore some
extra numerical algorithms are required in this case, the details of which are described
in the next section.
2.4 Time Discretization of Dynamics Equation
In this section the time discretization is presented for numerical solution of the dynamic
equation. The time integration method is generally a group of classical method which has
been developed by many research groups, such as Newmark’s method, HHT-α method,
Generalized-α method. Here we briefly described them and at the end of this section
the nonlinear solution procedure is described for the solution of dynamics equation of
wind turbines.
2.4.1 Time Integration Method
The concept of time integration method is to use the step-by-step procedure to balance
the dynamics equation at each time step (t = tn). In order to make symbolic, let
us introduce ∂2t dn, ∂tdn and dn denote the approximation of acceleration, velocity and
displacement at the present time step respectively, the subscript(n+ 1) may denote the
next time step. So the dynamics equation in Eq.(2.36) can be rewritten as:
f(∂2t dn+1, ∂tdn+1,dn+1, tn+1) = fk(∂
2
t dn+1, ∂tdn+1,dn+1)+f in(dn+1)−f ext(tn+1) = 0,
(2.40)
the time derivative can be computed based on the finite difference method, the initial
displacement and velocities are known at the time t = 0 and the computation proceed
with the time step size ∆t = tn+1 − tn. In order to control the numerical accuracy, the
adaptive time step size is also possible. To compute the solution with time integration
method, the explicit and implicit methods are both possible. The explicit method may
be cheaper because only one solving system of equation is required, but the numerical
accuracy should be seriously concerned as it may run through the whole simulation
without any difficult, the computation may give a nonreasonable result in some cases.
The implicit method requires more times of solving the system of equation, however it
may be unconditionally stable.
Newmark’s Method
Newmark presented his algorithm [87] for solving the structural dynamics problems
15
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which now is very famous for research and development. This method uses the step-by-
step procedure, only the way to approximate the solutions are different. The solutions
d and ∂td are approximated by using the Taylor’s series expansion, given by
∂tdn+1 = ∂tdn +∆t(∂2t dn + (∂
2
t dn+1 − ∂2t dn)), (2.41)
∂2t dn+1 = ∂
2
t dn +∆t∂tdn +
∆t2
2
(∂2t dn+1 + 2β(∂
2
t dn+1 − ∂2t dn)), (2.42)
where the parameter γ and β could be used with the difference values, such as γ = 1/4
and β = 1/2 is for the average acceleration, γ = 1/6 and β = 1/2 is for the linear
acceleration or γ = 0 and β = 1/2 is the central difference. This method is normally
stable for the linear case, but the nonlinear case is unconditionally stable in some cases.
The Hilber-Hughes-Taylor-α Method (HHT-α)
The HHT-α [53] is developed from the same concept of Newmark’s method only the
parameter α is introduced, as shown in the dynamics equation
fk(∂
2
t dn+1, ∂tdn+1+α,dn+1+α) + f in(dn+1+α)− f ext(tn+1+α) = 0, (2.43)
dn+1+α = (1 + α)dn+1 − αdn (2.44)
∂tdn+1+α = (1 + α)∂tdn+1 − α∂tdn (2.45)
tn+1+α = (1 + α)tn+1 − αtn, (2.46)
where the parameter α is the range −1/3 ≤ α ≤ 0 [55], the parameters β and γ are
defined by
β =
(1− α)2
4
(2.47)
γ =
(1− 2α)
2
,
when the parameter α −→ 0, then it becomes Newmark’s method.
The Generalized-α Method
There is an extended method from HHT-α by using αm, αf instead of α [19]. The
dynamics equilibrium can be written as
fk(∂
2
t dn+1+αm , ∂tdn+1+αf ,dn+1+αf ) + f in(dn+1+αf )− f ext(tn+1+αf ) = 0, (2.48)
with the acceleration approximated by
∂2t dn+1+αm = ∂
2
t dn+1 + αm(∂
2
t dn+1 − ∂2t dn), (2.49)
combined with the parameter
γ =
1
2
+ αm − αf . (2.50)
Usually the stability depends on the parameters
−αm ≤ −αf ≤ 12 , (2.51)
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−β ≥ 1
4
+
1
2
(−αf + αm). (2.52)
More details of this method can be found in [19], also the application to the nonlinear
problem [66].
2.4.2 Nonlinear Solutions Procedure
In order to solve for nonlinear solutions of Eq.(2.36), the implicit method is used here.
The Newmark’s algorithm [87] combine with the Newton-Raphson method [57, 99]. In
each time step Eq.(2.36) must be satisfied with the minimum residual ϑ
ϑ = fk(∂
2
t dn+1, ∂tdn+1,dn+1) + f in(dn+1)− f ext(tn+1) = 0, (2.53)
by means of an iterative solution procedure.
The nonlinear solutions can be obtained based on the following algorithm. First, the new
solutions are predicted from the previous time solution , the forces are complete and the
residual can be computed. The convergence criteria has to be checked. If it is satisfied
then the computation gives a good solution, Oppositely the correction factor must be
computed and then corrects the solution. After that go back to check the residual again,
the process runs similarly iteratively until the residual is satisfied then we are allowed
to go to the next time step. To make it clearer, we can describe this algorithm as the
itemized form. Before the step begins, the initial displacements and velocities have to
be known values at the current time tn with the time step size ∆t
 Update the current time
tn+1 = tn +∆t
 Predict the new solutions
dn+1 = dn,
∂tdn+1 = ∂tdn +∆t(∂2t dn + (∂
2
t dn+1 − ∂2t dn)),
 Compute the forces fk, f in, f ext
 Check the residual in Eq.(2.53)
ϑ = fk(∂
2
t dn+1, ∂tdn+1,dn+1) + f in(dn+1)− f ext(tn+1+),
when the residual does not satisfy the convergence criteria
 Compute the iterative matrix
Keff =K +
γ
β∆t
C +
1
β∆t2
M
 Compute the correction value
∆d = −(Kieff )−1ϑ.
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 Correct the solution
dn+1 = dn+1 +∆d
∂tdn+1 = ∂tdn+1 +
γ
β∆t
∆d
∂2t dn+1 = ∂
2
t dn+1 +
1
β∆t2
∆d
 Compute the forces again fk, f in, f ext
 Check again the residual in Eq.(2.53)
ϑ = fk(∂
2
t dn+1, ∂tdn+1,dn+1) + f in(dn+1)− f ext(tn+1),
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In order to compute forces along the rotor blades, we follow the idea of previous work [80]
from our institute, the blade element theory [38, 50, 107, 48] can be used efficiently. The
fluid flow through the rotor can be described by modelling one as the local fluid flow,
which represents the flow through the profile of cross section of the rotor blade, the
global fluid flow is required in order to describe the wake effect behind the rotor (see
Fig.(3.1)). In local flow, drag force, lift force and moment can be obtained as a function
of velocity (it means the relation between velocity of wind and rotor blade). Taking the
advantages of finite element method, the forces can be integrated along the blade and
completes the dynamics equation. The modelling includes the wake effect and viscous
effect of the fluid, which in practice and has no difficult computation such as solving the
Navier-Stokes equation. The instationary effect can be included based on the dynamic
stall model [28], by which the lift, drag and moment are approximated.
3.1 Local Fluid Flow for Wind Turbine
The local fluid flow in this case focuses on the 2D-profile of the rotor blade, see Fig.(3.2),
the relative velocity vres applied to the profile with an angle α. Aerodynamic flow
produces the lift force fl, the drag force fd and moment mae. The drag force is parallel
to the velocity direction while the lift force is perpendicular. The lift force, drag force
and moment are given by
fd =
ρair
2
v2rescdc (3.1)
fl =
ρair
2
v2resclc (3.2)
mae =
ρair
2
v2rescmc
2, (3.3)
where ρair denotes air density, c is cord length of the profile and cd, cl, cm are drag
coefficient, lift coefficient and moment coefficient respectively. vres is the result from
wind velocity vw, the velocity due to the rotation movement vp and the velocity due to
the profile vibration vi
vres = vw + vp + vi (3.4)
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Figure 3.1 The configuration of global flow for wind turbine
Figure 3.2 The 2D ideal flow for wind turbine
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Figure 3.3 Two dimensional profile of the rotor
3.2 Global Fluid Flow for Wind Turbine
As the flow system of wind turbine is more complex due to the turbulence and vortex
system behind the rotor, it is useful to model the system of the flow as in ideal—the
rotor is assumed to be the permeable disc, this disc is considered ideal—there is no
radial velocity component in the wake and the flow is frictionless. The rotor acts as
a drag device, the wind speed slows down from the far upstream with velocity v0 to
down stream with the velocity v1. Therefore the stream lines diverge [48] as shown in
Fig.(3.2). The pressure is temporarily changed at the rotor disc position and produces
drag force to the rotor blade. If we closely consider the rotor position, the pressure
increase from the atmospheric pressure to pressure p before it is immediately dropped
by pressure ∆p by the rotor. Again at the down stream, the pressure increases to the
atmospheric pressure level. The velocity decreases continuously from v0 to v1, when
air density is constant and Mach’s number is small. The characteristic of pressure and
velocity are presented in the Fig.(3.2).
Due to the assumption of ideal flow of wind turbine [48], when the velocity decreases
from upstream to downstream and pressure drops over the rotor, there is simply derived
the force in streamwise direction.
frot = ∆pArot, (3.5)
where Arot denotes the area of rotor.
In assumption, the flow is incompressible, stationary and no external forces acting on
the fluid. Therefore, it allowed us to implement Bernoulli’s equation for the upstream
to downstream
p0 +
1
2
ρv20 = p+
1
2
ρv2, (3.6)
and
p+∆p+
1
2
ρv2 = p0 +
1
2
ρv21, (3.7)
from above Eq.(3.6) and Eq.(3.7), yield
∆p =
1
2
ρ(v20 − v21). (3.8)
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Now concerning the circular control volume of the fluid Vc (see in Fig.(3.4)), the axial
momentum applied to this volume, the equilibrium equation given by
ρv21A1 + ρv
2
0(Ac −A1) + ∂tmv0 − ρv20Ac = −F, (3.9)
where ∂tm can be given by the conservation of mass
ρA1v1 + ρ(Ac −A1)v0 + ∂tm = ρAcv0, (3.10)
with
∂tm = ρA1(v0 − v1), (3.11)
and
∂tm = ρvA = ρv1A1. (3.12)
From Eq.(3.9) to Eq.(3.12), yields the force
F = ∂tm(v0 − v1) = ρvA(v0 − v1), (3.13)
As the force F came from the pressure drop over the rotor, therefore they give the
interesting observation
v =
1
2
(v0 + v1). (3.14)
This means the velocity at the rotor is the mean of the velocity from upstream and
downstream.
3.3 Blade Element Momentum Theory
The blade element momentum method couples the momentum theory with the local
characteristic flow of the rotor [38, 50, 107, 48]. The one-dimensional momentum theory
is introduced in the streamtube. It is discretized into N annular elements with thickness
∆r in the radial direction, see in Fig.(3.4). There is no flow across the elements which
is not difficult when we implement this model. The blade element momentum method
is performed based on the following assumptions [107, 48]:
 there is no flow in the radial direction, which means an element of fluid behaves
independently from other element,
 in each element the acting force due to the blade is constant, which is based on
the concept of an infinite number of blades,
in order to handle the finite number of the blades in the second assumption, the so-called
Prandtl’s tip-loss factor [48] can be used. According to the momentum theory [48, 107],
it was clear that the pressure distribution along the streamline does not produce any
forces in the axial direction. Consider again the control volume in Fig.(3.4), the force fs
per unit length can be computed as
fs = 2pirρairv(v0 − v1), (3.15)
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Figure 3.4 The control volume for wind flow
also the torque mr per unit length in the annular element is given by
mr = 2pir2ρairw, (3.16)
where w is radial velocity.
3.4 Aerodynamic Forces
As we have described, the space discretization for wind turbine structure proceeds with
the finite element method. In dynamics equation, the external forces are required. They
could be computed based on the two-dimensional profile theory in local flow including
the global flow as we have mentioned before. Concerning the two-dimensional profile in
Fig.(3.3), the drag force and lift are parallel and perpendicular to the relative velocity
direction vres respectively. But here we require the forces in normal and tangential
direction, where only the transformation is necessary. Let us define two coefficients, cn
for the normal force and ct for the tangential force.
cn = cl cosα+ cd sinα (3.17)
ct = cl sinα− cd cosα (3.18)
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Therefore, the aerodynamics force can be obtained as
fn =
ρair
2
v2rescnc (3.19)
ft =
ρair
2
v2resctc (3.20)
mae =
ρair
2
v2rescmc
2, (3.21)
It is convenient to compute the forces in Eq.(3.19) to Eq.(3.21) at the Gauss point
because at the end the force can be easily numerically integrated along the beam element.
As in the blade element momentum method, we may end up with the assumption that
the flow is adequate only for the infinite number of the blades and the vortex system in
wake is also different between the flow of finite number of blades and infinite number
of the blades [48]. However Prandtl’s tip loss factor can be used in order to adjust the
force from infinite number of blades to finite number of blades. The correction factor
given by
cf =
2
pi
cos−1
(
exp
(
−B(R− r)
2r sin(θ)
))
, (3.22)
where B denotes the number of blades, θ is the angle between the relative velocity vres
and the rotor plane. After correcting the number of the blades, the external aerodynamic
forces can be obtained as
f ea =
∫ lk+1
lk
NT
[
Rnext
T TRTmext
]
, (3.23)
where the external forces next = [0, −cff t, −cffn]T and the external moment mext =
[cfmae, 0, 0]
T . As we have mentioned, the two-dimensional profile forces are computed
at the Gauss point, therefore it is convenient to integrate them numerically over the beam
element to obtain the aerodynamics forces of the rotor blade. The strong interaction of
wind and structure is included automatically here, as we compute the external aerody-
namic forces (next,mext) the functions of relative velocity (vres) and two-dimensional
profile coefficients (cn, ct, cm) are required. The (vres) is definitely a function of d, ∂td
and time t, also the cn, ct, cm from dynamics stall model are the function of d, ∂td, ∂2t d
and time t. It means that when the vibration of the structure is changed, it will influence
the wind flow and vortex system. Oppositely when the wind flow is changed then it also
influences the vibration of the structure as well.
3.5 Instationary Effect of Aerodynamics
In order to analyze the dynamic behaviour of the offshore wind turbine, the wind is tur-
bulent which makes it necessary and important to include the instationary effect of the
local two-dimensional flow, the so–called dynamics stall model, is widely implemented.
Profile is shown in Fig.(3.5) the stationary coefficient versus instationary profile coeffi-
cient for two-dimensional aerodynamic forces. It can be visually observed that the large
amount of difference and clearly understood importance of addition to the instationary
effect. The dynamic stall model is usually developed to analyze the behaviour of blade
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Figure 3.5 The stationary versus instationary normal coefficient [116]
structure such as helicopter dynamic analysis [69, 70, 113, 112, 116, 43] or wind turbine
applications [89, 92].
For the instationary aerodynamics of offshore wind turbine we follow the work from
[80, 81]. There are also requirements of the following assumptions in order to achieve
the dynamic stall model [81].
 The derivative of the model should be based on the flow physics, since interpola-
tion between different profile geometries is necessary and should yield meaningful
results.
 In the limit of zero reduced frequency the stationary curves of the profile coefficients
have to be reproduced.
 The hysteresis curves in the critical regime have to be reproduced not only qual-
itatively, but also quantitatively, and the adaptation to measurements must be
possible.
 To be able to perform sensitivity and stability analysis, the model should be casted
in state-space form.
For the stationary model of the two-dimensional profile, the coefficients (cn, ct, cm) are
modelled as the set of superposition of analytical functions which describe the contribu-
tions of the attached and separated flow regions [81]. It is given by
ck(vx, vy, p) =
3∑
i=1
ck,i, k ∈ [t, n,m], (3.24)
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where p denotes the parameter for fitting the measured coefficient curves based on the
parameter optimization algorithms, see more in [81] and references therein.
Following [116] the function ck,i are given as:
 The first function is based on the Newton’s flow theory in the completely separated
flow region at large angles of attack
ct,1 = 0 (3.25)
cn,1 = pn1
vz|vz|
v2
(3.26)
cm,1 = −pm1 vz|vz|
v2
. (3.27)
 The second is based on the Kirchhoff potential flow theory [111] for the large angle
of attack
ct,2 = 0 (3.28)
cn,2 = pn2
(vz − pn3v2x
v3
(3.29)
cm,2 = −pm2 (vz − pm3)v
2
x
v3
. (3.30)
 The third function describes the contribution at small angle of attack [116]
ck,3 = (T hk+ + chk−k ) + (c
vk+
k + c
vk−
k ), (3.31)
with the first term and the second term on the right hand side are the tailing edge
separations and the leading edge separations respectively separately for the positive and
negative angle of attack. The following functions are defined
chk+k =
|vx|
v2
p+k4p
+
5 Γ
hk+
k (3.32)
cvk+k =
|vx|
v2
p+k7p
+
5 Γ
vk+
k , (3.33)
combine with the circulation function defined by
Γhk+k =
p+k6
p+k6 + (vz − p+5 )2
(3.34)
Γvk+k =
p+k8
|p+k9 − p+k9|
p+k10
p+k9 + (vz − p+k9)2
. (3.35)
Similarly for the negative angle of attack, but again with the difference parameter, if it
is necessary. More details of the calculation with the stationary dynamic stall model can
be found in [81] and references therein.
Now extend to the instationary model, there are quite simply computation by modified
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the velocities vx, vz to the so-called effective velocity values v
eff
x , v
eff
z . Also the pa-
rameter p+/−5 becomes p
+/−,eff
5 = p
+/−
5 +∆p. In order to change the velocity vx to v
eff
x
the below function is used
W (τ) = 1− 0.165e−0.0455τ − 0.335e−0.3τ , (3.36)
while changing velocity vz to become v
eff
z can be done with the Kuessner function
K(τ) = 1− 0.5e−0.13τ − 0.5e−τ , (3.37)
where τ denotes the non-dimensional time defined by τ = 2vt/c and c is the cord length.
Thus above two equations describe the hysteresis curves of the instationary coefficient
in the linear regime for the small angle of attack. In stall regime the following function
is defined
S(τ) = 1− e−0.26τ , (3.38)
As in [116], the Duhamel integral is used for addition of the instationary effect to the
calculation of wind turbine blades. But here a state-space transform of dynamics stall
model is preferable. The transformation into state-space form follows the work from
Macus Meyer [81], Leishman [69] and Poirel [96]. It is described here briefly and more
information can be found in [81, 69, 96] and references therein.
The functions W (τ),K(τ) and S(τ) are similar and can be thought of as a step response
function [37]. The transformation into state-space form is done by transforming the
generic step response in the time domain.
W (t) = 1−A1e−t/T1 −A2e−t/T2 , (3.39)
above function is valid for t ≥ 0 but for the case t < 0 this function is nun. Next
Eq.(3.39) is transform into the frequency domain given by
W (s) =
1
s
− A1
s+ 1/T1
− A2
1 + 1/T2
. (3.40)
During the procedure the transfer function is required
H(s) = sW (s) = 1− A1T1s
1 + sT1
− A2T2s
1 + sT2
, (3.41)
where the H(s) is defined as the
H(s) =
b0 + b1s+ ...bnsn
a0 + a1s+ ...ansn
, (3.42)
the corresponding state-space form is given by
∂tx = A0x+ b0u, (3.43)
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with the output function can be given by
y = (b0 − a0 bn
an
, ..., bn−1 − an−1 bn
an
)x+
bn
an
u, (3.44)
Thus the Wagner function in Eq.(3.36) can be written in state-space form given by
∂txw = Awxw + bwvz (3.45)
vz,eff = cTwxw + dwvz (3.46)
where
Aw =
[
0 1
−b1wb2w(2v/c)2 −(b1w + b2w)(2v/c)
]
, bw =
[
0
1
]
, (3.47)
cTw =
[
1
2b1wb
2
2w(2v/c) (A1wb1w +A2wb2w)2v/c
]
(3.48)
dw = 1−A1w −A2w, (3.49)
Similarly implemented forK(τ) and S(τ) (see more in [81])which finally the stall function
in state-space form can be given by
∂txs = Asxs + bsus (3.50)
∆p5 = csxs + dsus, (3.51)
or we can easily simplify the notation for all three systems with the block-diagonal form
of ordinary differential equation, representing the instationary aerodynamics loading for
the two-dimensional profile,
∂tx = SAx+ SBua = g(x, t) (3.52)
y = SCx+ SDua (3.53)
where
SA =
 Aw 0 00 Ak 0
0 0 As
 , SB =
 bw 0 00 bk 0
0 0 bs
 , ua =

vz
vz
vx
vx
us
 , (3.54)
and
SC =
 cTw 0 00 cTk 0
0 0 cTs
 , SD =
 dw 0 00 dk 0
0 0 ds
 , ua =
 veffzveffx
∆p5
 . (3.55)
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Figure 3.6 Approximation of air load at the Gauss point of beam element
3.6 Time Discretization of the Aerodynamics
As we have described, the aerodynamics system of the wind turbine can be modelled
with coupling between local flow and global flow modeling. The global flow is de-
scribed based on the blade element momentum method, the local flow is described by the
two-dimensional airfoil including the instationary effect with the dynamic stall model.
The aerodynamic system is written down with the differential equation as shown in
Eq.(3.52). In order to include aerodynamic system into the system of offshore wind
turbine, Eq.(3.52) has to be solved in time domain. For the solution of next time step.
The discretized form of Eq.(3.52) can be written as
xn+1 = xn +
∆t
2
(g(xn, tn) + g(xn+1, tn+1)), (3.56)
therefore the computation can be done iteratively
(I − ∆t
2
SA,n+1)xn+1 = (I +
∆t
2
SA,n)xn + SB,nua,n + SB,n+1ua,n+1, (3.57)
at the expected Gauss point for the solutions (see in Fig.(3.6)). Finally, the aerodynamic
forces are obtained at the expected Gauss point of the beam element. They are used to
complete the dynamics equation of the wind turbine system.
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4 Hydrodynamics of Nonlinear Finite
Depth Wave
In this chapter, we describe the hydrodynamics of nonlinear finite depth wave. Firstly,
the stochastic wave of the ocean is described with the wave spectrum. The method
of computing hydrodynamics force is explained based on the empirical formulation and
theoretical formulation. After that we describe the mathematical formulation of non-
linear finite depth wave. The boundary integral equation is used for describing fluid in
space, also the different time integrations are described in order to compute the fluid in
time. The idea of coupling multi-domain of the fluid is also presented in this chapter.
The numerical procedures of the free surface flow are described, i.e. the generation of
incoming wave, absorbing wave.
4.1 Ocean Wave
As our aim is to simulate offshore wind turbines, the characteristic of ocean waves are
important. The ocean wave prescribes random free surface wave in reality. It is not easy
to describe such kind of a physical problem, however we can use the stochastic process
combined with the wave spectrum to reproduce the random waves.
4.1.1 Stochastic Wave of the Ocean
In the real sea state [84], it is not simple to reproduce ocean waves which are nonlinear
and random. The results of generating waves can be obtained by the stochastic process
of wave spectra—generally the wave spectras are available in deep water but the offshore
wind farms are usually located in the shallow water zone. The physical wave train will
be developed from deep water (observable point) by the bounded sea bottom. The wave
height and wave period will be changed during the propagation to shallow water zone.
Typically, due to the effect of the sea bed slope—the wave period will be decreased from
deep water pass into shallow water [51]. Furthermore for the problem of steep waves,
especially those in shallow water, the wave train is not symmetric about the still water
line and in the random wave. This mean that the stochastic process is no longer Gaussian
[79]. After completing the process of random wave generation with the information of
spectrum and distribution, there still remains a problem of how we can compute the
particle velocities and acceleration of such a wave. To answer this question, the wave
theories were developed. One for linear wave, such as Airy’s wave and for nonlinearity
of water waves such as the Stokes wave, Dean’s stream function, Cnoidal wave, Solitary
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wave. However there are only the regular waves.
Presently, the practical application is usually implemented by the linear superposition of
Airy waves combined with the knowledge of wave amplitude and wave frequency from the
spectra, i.e. JONSWAP spectrum [49] for north sea or Pierson–Moskowitz spectrum [94]
for Atlantic ocean. In application of Airy wave formulations, the series of waves with
different frequencies and amplitudes will be added in order to generate irregular waves.
The wave elevation based on superposition of Airy waves is written as
η(t) =
n∑
i=1
ai cos(ωit+ θi), (4.1)
where θi is the phase and the amplitude components ai can be obtained by equation
ai =
√
2Si(ωi)(∆ωi), (4.2)
where Si(ωi) is the corresponding spectral density at ωi and (∆ωi) is the width of interval
of the frequency.
4.1.2 Wave Spectrum
In this part, the wave spectrum will be described in order to generate ocean wave. The
formulations are available for noth atlantic ocean and noth sea, given by
The Pierson-Moskowitz Spectrum
The Pierson-Moskowitz spectrum [86, 94] is proposed in order to describe wind generated
ocean wave, that could be found in the North Atlantic ocean. The formulation can be
written in terms of frequency
S(f) = αpmg2(2pi)−4f−5 exp
(
−β
(
fo
f
)4)
, (4.3)
where αPM = 0.0081 denotes the coefficient f denotes the frequency in Hz, β = 0.74,
and fo = g2piU19.5 where U19.5 denotes mean wind speed in m/s at 19.5 m. above mean
sea level.
Let us introduce the following abbrevation for the relation between the frequency and
the peak frequency fp (
fp
fo
)4
=
4
5
β (4.4)
Therefore the Eq. (4.3) yields as
S(f) = αPMg2(2pi)−4f−5 exp
(
−5
4
(
fp
f
)4)
, (4.5)
The formula may be modified for different parameter in engineering approach, such as
prescribed period Tz (The mean zero–upcross period) and significant wave height Hmo.
This formulation is called modified Pierson–Moskowitz spectrum or generalized Pierson–
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Moskowitz spectrum.
S(f) = Af−5 exp(−Bf4), (4.6)
where
Tz = 0.751B−
1
4 , (4.7)
and
Hmo = 2
(
A
B
) 1
2
. (4.8)
The JONSWAP Spectrum
The JONSWAP Spectrum [49] is the formulation which is conveniently introduced by
adding the term G(f) in the pierson–moskowitz spectrum, the formulation shows wind–
generated wave in the north sea, it is given as
S(f) = G(f)αjg2(2pi)−4f−5 exp
(
−
(
5
4
)(
f
fp
)−4)
, (4.9)
where
G(f) = γ
exp
[
− (f−fp)
2
2σ2f2p
]
σ = 0.07 for f ≤ fp
σ = 0.09 for f > fp
The dependent non-dimensional fetch parameter is given by
x =
gX
U210
where X is fetch in meters and the peak frequency is computed by
fm = fp = 3.5x0.33
g
U10
and
αj = 0.076x−0.22
In order to describe waves in the real sea state, the waves are quite nonlinear and
random. The simulation of waves can be generated by the stochastic process associated
with wave spectra (JONSWAP or Pierson–Moskowitz) as we have mentioned before. The
irregular waves are generated by including Airy waves and their summation of different
wave amplitudes and their frequencies. There are possibilities to produce irregular wave
fields but the linearity still remains with harmonic waves. The particle velocities and
accelerations can also be computed by Airy waves which is only linear approximation
with no moving free surface. The nonlinearity of the free surface may be taken into
account by using the stretching techniques [73], which have linear or nonlinear stretching
functions.
Another possibility is to include the nonlinear free surface and use the wave theories
such as Stokes waves, but these are only suitable for regular waves (i.e. mono-frequent
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Figure 4.1 Forces on circular structure with Morison’s formulation
wave). There is little information on irregular wave with nonlinear free surface at the
present, however this subject is now being developed.
4.2 Hydrodynamic Force
The hydrodynamic force is important to analyze offshore structure. The tower is acted
by wave loading which is very random and fluctuated. In order to compute wave forces,
they are available in both kind of formulations—empirical formulations and theoretical
formulations.
4.2.1 Empirical Formulation
The formulations that are typically used to compute the hydrodynamic loading, are
prescribing the velocity profile and adjusting the force with the corrected coefficients
empirically. One popular method for calculating wave loading acting on the pile is known
as Morison’s formulation [85]. It is suitable in the case of small structure compared with
the wave length (D/λ < 0.2)—the wave propagates without the knowledge of structure,
so it is a hydrodynamically transparent structure. The Morison’s formulation describes
the horizontal force (df) on an interval of vertical length (dz) as shown in Fig.(4.1).
A drag force term is computed with the prescribed velocity while the inertia force is
computed with the acceleration as show as
df =
1
2
ρCdD|u|udz + ρCmpiD
2
4
∂tudz (4.10)
where Cd is the drag coefficient, Cm is the inertia coefficient, u is the horizontal velocity
of fluid particle, ρ is the density of water, ∂tu is the acceleration of wave particle.
The advantages of Morison’s formula are that the effect of viscosity and the downstream
wake are included in the formulation. Also it is simply applied in engineering. However
the Morison’s formula requires the knowledge of both coefficient (Cd and Cm) correctly.
According to the [79], the drag coefficient is Cd = 1.25 and the inertia coefficient Cm = 2.
The values of Cd and Cm corresponding to the different conditions can be found in [91].
The Morison’s formula can be applied for the mono pile and tripod structure. There
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is better approximation in the Morison’s formula, if the velocity (u) is replaced by the
velocity difference of the water wave particle and the velocity of the structure.
4.2.2 Theoretical Formulation
To calculate the hydrodynamics force without the Morison’s formula, one possibility is
to use the theoretical formulation by integrating the pressure along the surface directly.
The pressure can be obtained by using the solution of potential theory. The force acting
on the structure is
f =
∫
A
p · ndA (4.11)
where p denotes the pressure and n denotes the normal vector of structural surface.
The external force acting on the tower due to the hydrodynamics, are significant forces
that are fluctuated according to the wave field. The Morison’s formulation is adopted
by combining the prescribing velocity profile and corrected coefficient empirical. The
Morison’s formulation is an efficient approximation for the hydrodynamic force. However
this method is only one way acting fluid to structure. If the effect of structure to the
fluid is required, then Morison’s formulation is useless. However the direct integration
of pressure could be adopted in this case combined with the solution of fluid flow like
CFD.
4.3 Mathematical Formulations for Nonlinear Finite
Depth Wave
Basically hydrodynamic problems are mainly related to water engineering, ocean en-
gineering, offshore and ship engineering, which is typically developed for free surface
flow [127] with and without interacting structure in both theoretical and computational
approaches. Here we are concerned with the free surface problem at the finite depth
region—the sea bottom influence to the free surface flow. The nonlinearity is included
for describing free surface movement. The descriptions of the nonlinear of free surface
is described in the next section.
4.3.1 Nonlinear of Free Surface
The free surface wave is mathematically defined in three classes of the problems, linear,
weakly nonlinear and strongly nonlinear (or fully nonlinear), depending on the wave
steepness. In linear case, wave steepness is very small (wave height is very small com-
pared to wave length). Therefore the higher order terms in the free surface boundary
conditions can be neglected. The domain of computation is assumed on the mean water
level such as the concept of Airy’s wave model [130]. By increasing the wave steepness,
there is an increasing degree of nonlinear in the system. The weakly solution may be
sufficient in computation depending on the degree of higher order terms. Stokes pertur-
bation is introduced for the nonlinear free surface elevation (η) and velocity potential (Φ)
by expressing both variables into a perturbation series of expansion up to the expected
order. More details will be described in the section of perturbation expansion. The con-
cept of weakly nonlinear free surface waves was implemented by many researchers such as
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P.Ferrant [93] in the simulation of wave diffraction on the offshore structure and Khaled
Ben-Nasr et al [7] on the radiation wave problem. In steep waves, strongly nonlinear
is more appropriate than weakly nonlinear because in such a case, the surface elevation
may not be a single value function,i.e. overturning wave or breaking wave behaviour,
also the expected higher order of nonlinear is required. Therefore the real movement of
the free surface should be used. It requires the updated real boundary position of the
domain during computation. The regridding or some smoothing technique are necessary
on the cross position of structural surface and free surface elevation. The pioneer work
was proposed in 1976 by M.S. Longuet Higgin et al [74] in the computation of breaking
wave with movement of free surface boundary based on the Lagrangian formulation.
After that, Hongboo Xu¨ has implemented fully nonlinear for three-dimensional breaking
wave simulation [126]. Pierre Ferrant et al [93] used fully nonlinear free surface in the
irregular wave diffraction model. Furthermore, Pierre Ferrant et al [36] used fully non-
linear free surface for the coupling model of spectral and BEM in NWT. S.Y. Boo [11]
simulated irregular nonlinear wave with fully nonlinear of the free surface and solved the
Laplace’s equation with higher order Boundary Element Method (HBEM).
4.3.2 Formulations for Fluid Domain
Due to the large scale of describing ocean waves, an efficient modelling is based on the
potential theory [118]. The formulation describes the fluid domain and is based on the
assumption that the fluid is incompressible, inviscid flow, surface tension is neglected
and that the fluid flow is irrotational. The fully nonlinear formulations are implemented
here for three dimensional fluid domain Ωf .
Based on the potential theory [118] the fluid can be described by one velocity potential
Φ. It is clear that the velocity field of the fluid can be easily computed with v(r, t) = ∇Φ
at any position (r) and time (t) in fluid domain Ωf , where ∇ denotes the spatial gradient
reference to the corresponding coordinate system. Also the fluid domain must be satisfied
by the so–called Laplace’s equation [118, 114].
∆Φ(r, t) := ∇2Φ(r, t) = 0. (4.12)
This equation acts as the constrained equation for the time evolution of potential and
fluid velocity. The surface of fluid domain may be defined with a level set function F (r, t).
The normal velocity of the free surface can be evaluated with ∂tF (r, t)/|F (r, t)|. Also
the assumption that the particles of the fluid at the free surface are allowed to move
together with the surface. It could easily be imagined as we have a film which is the
surface of the fluid and the fluid particle can move with this film but it does not move
out of it. Based on this assumption, the normal velocity of the fluid can be computed
by:
v · n = ∇Φ · n =: ∂nΦ = −v · ∇F|∇F | , (4.13)
where n is the normal velocity of the fluid and ∂t = ∂/∂t is partial derivative with
respect to time.
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Figure 4.2 The domain of water wave interaction to the column
4.3.3 Free Surface Boundary Conditions
At the free surface (see in Fig.(4.2)), it is easier to introduce the coordinate system. As
z–direction is opposite from gravitational direction, it points upward from undisturbed
x–y plane, which z is zero on this plane. The level set function of free surface is written
as [121]:
F (r, t) ≡ F (x, y, z, t) ≡ η(x, y, t)− z = 0, (4.14)
where η denotes the wave elevation.
From Eq.(4.14), it can derive the kinematic free surface boundary condition which rep-
resent no flow through the surface, given by
DtF = ∂tF −∇Φ · ∇F = 0, (4.15)
where Dt denotes the total derivative.
Considering on the x–y plane (z = 0), the free surface elevation (η) which satisfied the
kinematic free surface boundary condition (KFSBC)
∂tη = ∂zΦ−∇hΦ · ∇hη, (4.16)
where ∇h denotes the spatial gradient of horizontal x–y plane.
The dynamic free surface boundary condition (DFBC) can be satisfied, it is resonably
given by Bernoulli’s equation
∂tΦ+ gη +
1
2
|∇Φ|2 − pa
ρw
= 0, (4.17)
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where pa denotes atmospheric pressure and ρw denotes the density of fluid.
Eq.(4.16) and Eq.(4.17) are the system of partial differential equation which represent
the movement of fluid domain, They are constrained with Eq.(4.12).
4.3.4 Fluid-Structure Interface Boundary Conditions
The surfaces of fluid domain are not only free surface, but may be bounded with the
structure at the interface, so–called fluid-structure interface. In order to complete bound-
ary value problem, the kinematic and dynamic boundary condition of the fluid-structure
interface are also required.
Similar to the case of free surface, the formulations of kinematic and dynamic can be
written as in Eq.(4.16). Only the particular coordinate system is introduced—the ζ−axis
is normal to the plane (ξ, υ). The movement of fluid-structure interface can be described
with χ(ξ, υ, ζ, t) = χo(ξ, υ, ζ) + u(ξ, υ, ζ, t) where χo(ξ, υ, ζ) denotes the position of in-
terface at rest and u(ξ, υ, ζ, t) denotes the displacement of the interface.
Let ψ := χζ denote the movement of the interface in ζ–direction with the rest γ = κζ
and displacement ω := uζ . Similar to Eq.(4.16) the kinematic boundary condition which
represent no flow through the interface
∂tω = ∂nΦ
√
1 + |∇sχ|2 = ∂ζΦ−∇sψ · ∇sΦ = ∂ζΦ−∇sγ · ∇sΦ−∇sω · ∇sΦ, (4.18)
where now ∇s denotes the surface gradient of the (ξ, υ)-plane.
On the boundary of sea bottom there is easily defined the boundary condition by setting
term ∂tω = 0 in Eq.(4.18), also the same idea can be done for the rigid structure [108].
The dynamic boundary condition at the interface can be done by using again Bernoulli
equation [108]. Only the iteraction force between fluid and structure must be included.
It is given by stress vector τ ζ .
∂tΦ = −g (z + η + uz)− 12 |∇Φ|
2 +
τ ζ + pa
ρw
, (4.19)
where uz is the vertical or z-component of the displacement in the global (x, y, z)-
coordinate system introduced for the surface above that point, and τ ζ the ζ-component
of the surface stress vector of the structure.
4.3.5 Random nonlinear finite depth waves
The ocean waves are very random and may behave linearly at the deep ocean which the
wave sprectrum may be available [49]. They propagate from depth ocean to the shallow
water zone which the effect of sea bed is influenced. These waves act as higher nonlinear
until they reach the shallow water zone. At this zone, the structures of wind turbines
are located and interaction to nonlinear waves in this area as well. It is not possible to
compute the whole ocean, because it seems to be very large in scale compared to the
size of structure. So we only use a finite domain at the area of location of structure.
Also we added the two domains (Ω1,Ω2) connecting the area of location of structure in
order to include the random waves from deep water and to have some area to develope
nonlinear waves until they reach the area of the location of structure (Ω3). Actually,
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Figure 4.3 Coupling multi-domain of the fluid [108] (not to scaled)
after the waves reached the Ω3 and propagate through the structure, they should be
dissipated somewhere such as on the beach and do not reflect back again to the Ω3 (see
in Fig.(4.3,4.4)). But in computation, the waves frequently reflect due to the effect of
bounded domain. Therefore at the end of domain, the damping zone is located. In
this zone the waves will be dissipated and finally disappear. The formulations of multi-
domain coupling of the fluid can be described as follows:
The far-field domain Ω1:
In this domain the fluid is considered far from the structure and without any influence
from structure vibration. Assume here the waves behave only as linear waves. The
KFSBC and DFSBC can be written here again but the nonlinear terms are ignored:
∂tη1 = ∂nΦ1, (4.20)
∂tΦ1 = −g η1 + pa
ρw
; (4.21)
where η1 and Φ1 are wave elevation and velocity potential respectively, both are variable
in this domain. The other equation may act as a constraint for Eqs.(4.20,4.21). The
whole fluid in domain Ω1 must be satisfied by Laplace’s equation
∆Φ1 := ∇2Φ1 = 0. (4.22)
The sea bed and side wall of the fluid domain Ω1 can be described by the kinematic of
the fluid–structure interface, ignoring the movement of structural surfaces. The formula
is given by
∂nΦ1 = 0. (4.23)
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Also, at the interface Γ12 = Ω1 ∩Ω2 the constraint may give the continuity, and equilib-
rium between domain Ω1 and Ω2
Φ1 = Φ2i, ∂nΦ1 = ∂nΦ2i, η1 = η2i. (4.24)
The intermediate domain Ω2:
The domain Ω2 is an intermediate domain which describes the incoming waves from Ω1
and transfer waves passed into Ω3. At the same time, the waves from Ω3 may reflect
back to the Ω2. The waves in Ω2 is based on the assumption that the waves are not so
steep (the ratio of wave hight and wave length is not large). This allows one to describe
waves as a summation of incoming wave (from Ω1) and scattered wave (diffracted and
radiated waves from Ω3). Similar to Eqs.(4.20,4.21) but adding all nonlinear terms, the
KFSBC and DFSBC can be written for the incoming wave
∂tη2i = ∂zΦ2i −∇hη2i · ∇hΦ2i, (4.25)
∂tΦ2i = −g η2i − 12 |∇Φ2i|
2 +
pa
ρw
; (4.26)
including the constrained equation
∆(Φ2i) := ∇2(Φ2i) = 0; (4.27)
while the KFSBC and DFSBC for the scattered wave can be written as
∂tη2s = ∂zΦ2s −∇hη2s · ∇hΦ2i −∇hη2i · ∇hΦ2s, (4.28)
∂tΦ2s = −g η2s −∇hΦ2i · ∇hΦ2s; (4.29)
where subscript i and s denote the incoming and scattered wave respectively.
As the scaterred waves have to be dissipated in this domain, then Eqs.(4.28,4.29) are
modified as
∂tη2s = ∂zΦ2s −∇hη2s · ∇hΦ2i −∇hη2i · ∇hΦ2s + ν(η2s), (4.30)
∂tΦ2s = −g η2s −∇hΦ2i · ∇hΦ2s + ν(Φ2s), (4.31)
where ν denotes the decay function.
Again Laplace’s equation may act as the constrained equation, given by
∆(Φ2s) := ∇2(Φ2s) = 0. (4.32)
On the sea bottom and side wall of the fluid Ω2 the kinematic no penetraton is used
similarly in Eq.(4.23)
∂nΦ2i = ∂nΦ2s = 0. (4.33)
At the fluid interface Γ23 = Ω2 ∩ Ω3 the boundary condition are given by
Φ3 = Φ2i +Φ2s, ∂nΦ3 = ∂n(Φ2i +Φ2s), η3 = η2i + η2s. (4.34)
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Figure 4.4 Cross section of coupling multi-domain of the fluid (not to scaled)
Near-field domain Ω3:
This domain is considered near the structure, and the effect of fluid–structure interaction
is influenced here. The formulations of the fluid are written based on the fully nonlinear
assumption—the domain of the fluid moves in time. The free surface movement is based
on the kinematic boundary condition given by
∂tη3 = ∂zΦ3 −∇hΦ3 · ∇hη3, (4.35)
∂tΦ3 = −g η3 − 12 |∇Φ3|
2 +
pa
ρw
. (4.36)
As we have mentioned, the wave will be dissipated in the damping zone in order to avoid
the reflected wave from the end of domain Ω3. Only modification of Eqs.(4.35,4.36) have
to be done by adding the decay function, the formulations are given by
∂tη3 = ∂zΦ3 −∇hΦ3 · ∇hη3 + ν(η3), (4.37)
∂tΦ3 = −g η3 − 12 |∇Φ3|
2 +
pa
ρw
+ ν(Φ3), (4.38)
where ν denotes the decay function.
Similar to the free surface boundary condition in Eqs.(4.35,4.35), the fluid–structure
interface boundary condition can be written as
∂tω3 = ∂ζΦ3 −∇sΨ3 · ∇sΦ3 (4.39)
∂tΦ3 = −g (z + η3 + uz)− 12 |∇Φ3|
2 +
τ ζ + pa
ρw
; (4.40)
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where τ ζ denotes the stress vector at the fluid–structure interface.
Again the whole fluid domain is described by Laplace’s equation
∆Φ3 := ∇2Φ3 = 0, (4.41)
4.4 Numerical Procedure
4.4.1 Boundary Approximation in the Fluid Domain
As the solution for the fluid domains is not required in the interior but only on the bound-
aries, where the evolution equations are formulated, a transformation to the boundary
seems favorable.
Boundary Integral Equation for Laplace’s equation
In the three fluid domains described in section 4.3.5, Laplace’s equation in three dimen-
sion has to be solved at every time step. The Eq. (4.12) is transformed by Green’s second
identity, and yields the Boundary Integral Equation (BIE) [13]:
C(xr)Φ(xr) +
∫
Γx
Φ(x) ∂nG(x,xr) dΓ(x) =
∫
Γx
∂nΦ(x)G(x,xr) dΓ(x) (4.42)
where xr ≡ (xr, yr, zr) denotes the reference point and x ≡ (x, y, z) denotes the point
on the boundary. The factor C(xr) is given by:
C(xr) =
α
4pi
, (4.43)
where α in this case is the solid angle at the boundary; to determine the solid angle α
please refer to [115]. The corresponding Green’s function for three dimensional space is
defined as
G(x,xr) =
1
4pi|x− xr| . (4.44)
Discretized Boundary Integral Equation
The BIE in Eq. (4.42) is discretized by the Boundary Element Method (BEM; see
e.g. [13]). The variables on the boundary are Φ and ∂Φ/∂n, and we have to include
the required boundary geometry as it is always changing during the computation. The
boundary will be discretized into the finite numbers of element. In each element, the
boundary geometry and the variables are discretized, and the standard shape function is
used for approximating them in the reference coordinate. The corresponding discretized
quantities of variables will be denoted by Φ and q. At each node, the information of
either the value of Φ or q must be specified to complete the boundary value problem.
The discrete form of Eq. (4.42) is
AΦ = Bq. (4.45)
By rearrangement of the system Eq. (4.45), such that known values pk are on the right
hand side and unknown values pu are on the left hand side, Eq. (4.45) can be rewritten
as
Hpu = Gpk. (4.46)
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Figure 4.5 Free surface mesh with cubic and piecewise constant element
The above matrix system is solved by using Krylov-type iterative solvers. As the matrix
H is normally unsymmetrical, the GMRES procedure is used [18, 6, 60]. As the matrix
is in addition not sparse, the fast multipole method [45] is applied when multiplying
with the matrices in Eq. (4.46). Here the package [63] is used with piecewise constant
elements.
4.4.2 Free Surface Interpolation
The fluid domain is described by the boundary integral equation. It is also discretized by
the BEM as we mentioned before. The meshes are required only on the boundary. The
fully nonlinear Eqs. (4.16, 4.17) for the free surface require continuously differentiable
elements on the boundary, e.g. Boo [11] used a quadratic element for the free surface,
while Grilli et al. [46] recommended the use of a cubic element. Here, the free surface
is represented by a cubic boundary element, e.g. [131, 5]. This cubic element is used
to approximate the gradient of the variables on the boundary as shown in Fig.(4.5).
However this cubic element is not directly applied for the solution of the BIE, but each
element is divided into nine sub-elements, on which the approximation is assumed as
constant. These constant sub-elements are used for solving the BIE via the BEM.
The cubic elements just mentioned from a regular grid on the fluid surface. They are
evenly divided into nine smaller piecewise constant patches for the BEM computation.
Therefore the BEM is solved also on a regular mesh. Naturally, it would be possible
to adapt the mesh to the evolving water surface, but this was not included here in this
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study.
For other boundary element meshes, we also used the structure meshes type for the so-
lution procedure of BEM and time marching scheme of the free surface. As in BEM, the
meshes are required only on the boundary and they are reduced from three-dimensional
mesh to two-dimensional mesh. However the two-dimensional mesh is not directly lo-
cated on the two-dimensional plane but it is located in the three-dimensional space.
Then some extra numerical procedures are necessary [14, 13] when we computed the
solution of the BEM and approximated the gradient of the free surface variables.
4.4.3 Moving Free Surface Meshes
During the computation procedure, the mesh of fluid domain has to be moved. As we
have mentioned, the fluid is described by the BIE of Laplace’s equation and discretized
by BEM, so the meshes of fluid domain are required only on the boundary. The free
surface meshes move due to: one, the movement of the fluid particle on the free surface
and two, the movement due to the strucutre movement.
For the free surface movement due to the fluid particle, the level set function which
describes the position of the free surface is based on Eq.(4.14). The moving meshes can
be obtained from the solutions of PDE of the free surface (KSFBC and DFSBC) and it
moves vertically according to the x− y plane.
For the moving meshes due to the structure vibration, it can be done only on the
boundary of the free surface. The displacement of the meshes at the fluid–structure
interface are known and the meshes are moved based on the so–called in-plane elastic.
The new position of the geometrical node can be computed based on the relation of the
forces and displacement of the 2D plane given by
Kgxh = Td (4.47)
where Kg denotes the elastic of the free surface meshes, xh denotes the displacement
of the meshes (here only on the horizontal plane), T denotes the transformation matrix
and d denotes the displacement of the structure surface.
4.4.4 Time Integration for Free Surface Movement
In the simulation of finite depth waves, several time stepping procedures can be im-
plemented for updating the boundary condition of the boundary value problem. Let us
consider the general form of differential equations for the free surface boundary condition
and fluid-structure interface boundary condition.
∂ty = f(t, y), (4.48)
where f denotes the differential equation, y denotes the variables on the boundary of
the fluid domain, and t denotes time.
Explicit forward Euler scheme
The simple time discretization of Eq. (4.48) only gives the previous time step. The
formulations based on linear approximation in time are so–called explicit forward Euler
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schemes. The formulations can be written in general a form as:
y(t+∆t) = y(t) + ∆t · f(y(t), t), (4.49)
This scheme is not difficult, however the accuracy has to be concerned precisely. The
conditions of time interval must be specified for either specific problem. O.Mahrenholtz
et al [76] implemented the explicit forward Euler scheme in the simulation of wave-
structure interaction for KFSBC and DFSBC, which can be simply written as
η(t+∆t) = η(t) + ∆t · f(η(t), t), (4.50)
Φ(η(t+∆t), t+∆t) = Φ(η(t), t) + ∆t · f(η(t), t), (4.51)
where Φ denotes the velocity potential and η denotes the wave elevation.
Taylor’s series expansion
In [47], the implementation of the Taylor’s Series expansion in time for predicting
the boundary value of the next time step in their computation was presented. From
Eq. (4.48), the general form of Taylor’s series expansion in time can be written as
y(t+∆t) = y(t) +
n∑
k=1
(∆t)k
k!
∂ky(t)
∂tk
+O[(∆t)n+1]. (4.52)
S.T.Grilli et al,[47] wrote Eq. (4.52) in the Lagrangian formulation for the free surface
elevation and the velocity potential as shown below
η(t+∆t) = η(t) +
n∑
k=1
(∆t)k
k!
Dkη(t)
Dtk
+O[(∆t)n+1], (4.53)
Φ(η(t+∆t), t+∆t) = Φ(η(t), t) +
n∑
k=1
(∆t)k
k!
DkΦ(η(t), t)
Dtk
+O[(∆t)n+1]. (4.54)
They used Eqs. (4.53) and (4.54) up to second order(n = 2) for their computation,
however these formulation can also be extended to higher order of the nonlinearity in
time domain, but the time consumed will be increased as well.
Explicit Leapfrog scheme
The time discretization in Leapflog scheme—the informations of middle time step are
required. Corresponding to Eq. (4.48), the formulation of solution can be written as:
y(t+∆t) = y(t) + ∆t · f(y(t+ ∆t
2
), t+
∆t
2
), (4.55)
Sangsoo Ryu and M.H. Kim [100] used the Leapfrog scheme in the simulation of wave-
current interaction and cross checking with 4thRunge-Kutta method. They predicted
the free surface elevation (η) at the middle time step of velocity potential (Φ).
η(t+
∆t
2
) = η(t− ∆t
2
) + ∆t · f(η(t),Φ(t), t), (4.56)
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Φ(t+∆t),= Φ(t) + ∆t · f(η(t+ ∆t
2
),Φ(t), t). (4.57)
From the KFSBC f(η(t),Φ(t), t) in Eq. (4.56) is equal to ∂zΦ(x, y, η, t) +∇hΦ.∇hη and
similarly on the DFSBC f(η(t + ∆t2 ),Φ(t), t) in Eq. (4.57) is equal to −gη(t + ∆t2 ) +
1
2 |∇hΦ|2.
The fourth order Adams-Bashforth-Moulton Method (ABM4)
This method is the scheme which use four points in two time stepping procedures, then
the three initial starting points are required. The formulation of the fourth order Adams-
Bashforth-Moulton Method can be written as
yp(t+∆t) = y(t) +
∆t
24
(55f(t)− 59f(t−∆t) + 37f(t− 2∆t)− 9f(t− 3∆t)), (4.58)
yc(t+∆t) = y(t) +
∆t
24
(9fp(t+∆t) + 19f(t)− 5f(t−∆t)− f(t− 2∆t)), (4.59)
where fp(t+∆t) = f(t+∆t, yp(t+∆t))
M.S. Longuet–Higgins et al [74] used the ABM4 combined with three starting values
from the fourth order Runge-Kutta Method in the simulation of breaking waves. They
claim that this method is cheaper than the use of all simulation by the fourth order
Runge-Kutta Method.
The fourth order Runge-Kutta Method (RK4)
The higher accuracy scheme which is normally implemented in the NWT is the so–called
4th order Runge-Kutta method (RK4). This method requires four sub-time stepping
procedures. The previous time step does not require as in ABM4, however the solving of
Laplace’s equation is still required in each sub time stepping procedure. Then the CPU
time will be increased compared with the other scheme. From Eq. (4.48), the RK4 can
be written as follow
y(t+∆t) = y(t) +
1
6
(∆y1 + 2∆y2 + 2∆y3 +∆y4), (4.60)
where
∆y1 = ∆tf(t, y(t))
∆y2 = ∆tf(t+
∆t
2
, y(t) +
∆y1
2
)
∆y3 = ∆tf(t+
∆t
2
, y(t) +
∆y2
2
)
∆y4 = ∆tf(t+∆t, y(t) + ∆y3).
Joseph Y.T. Ng and Michael Isaacson [88] used the RK4 to simulate a 2–D floating body,
and Giorgio Contento implemented 4th order Rung-Kutta method in the simulation of a
floating body. P.Ferrant [34], P.Ferrant et al [36] implemented RK4 in the simulation of
a irregular nonlinear wave diffraction model. Also the other researcher in this field has
frequently implemented RK4 in the computation [59].
Untill now, the time integration of free surface movement has been brieftly described.
The partial differential equation of the free surface must be involved in order to get
the information of surface elevation and potential in time. The discretization in time
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domain can be applied by the linear approximation such as the explicit Euler scheme—
the accumulation error will be increased during the time step, while an amount of error
in Leapfrog scheme seems to be limited at some value because the use of half time step
for wave elevation and potential have an error but do not accumulate during the time
step. The higher order approximations in time are also possible with the application of
Taylor’s series expansion, ABM4 or RK4. The RK4 seems to be the method that takes a
lot of CPU time, because it requires four sub-time steps for fourth order approximation,
while the ABM4 need only two sub-time steps.
4.4.5 Generation of Incoming Wave
In order to reproduce waves based on the nonlinear finite depth waves, the incoming
waves are required at the beginning. It is important to correct the incoming wave ap-
propriately, the different characteristics of the wave will occur along the fluid domain
which are influenced by the characteristics of the incoming wave. Presently the genera-
tion of the incoming wave is defined in the five method, but either is suitable for different
simulation. The details will be described as follows:
The Space Periodic Waves
In this method, the wave is assumed to be periodic in space, so the boundary condi-
tion can be prescribed necessarily as an open boundary condition. The information of
incoming boundary values are always known from the outgoing boundary as we have
described in the section of open boundary condition. M.S. Longuet Higgin, F.R.S. and
E.D. Cokelet [74] applied this method for the simulation of plunging breaker, and Hongbo
Xu¨ [126] used the same periodic wave in three dimensional plunging breaker. The space
periodic wave is not difficult to implement; however there could only be the periodic
problem, which describes the steep wave until reaching the plunging breaker (it is only
the local wave description), but in the global waves as the real sea state may not be
possibly adopted this periodic assumption, because it is absolutely not a periodic wave.
The Wave Maker
This method is applied by the same concept of wave makers in experimental wave
tanks [76], where the waves are generated by the movement of the tank wall. The
velocity and position of the tank wall can be substituted into the fluid-structure inter-
face boundary condition. In each time stepping procedure, the normal velocity at inflow
boundary are known values and complete the boundary value problem. In this method,
the problems at the intersection of structural surface and the free surface must be sup-
pressed [76].
However, the numerical wave maker could be possibly a different type, and not only the
moving tank wall, such as a floating structure can generate waves through the tank. For
any type of numerical wave maker the concept of generating wave is the same as prescrib-
ing the movement of structure (displacement and velocity) and substituting these both
values into the fluid-structure interface boundary condition, thus the normal velocity of
the fluid domain can be obtained automatically.
In order to generate the irregular wave including the multi–directional propagation, pre-
scribing the different velocities and phases is required. This is the so–called snakelike
wave maker, and it may be suitably adopted like in the article of Kim et al [83].
Feeding Velocity on Inflow Boundary Condition
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In this method, the potential or normal velocity at the inflow boundary will be prescribed
in any time stepping procedure. The potential and normal velocity can be computed
by the solution of wave model as Stokes wave, solitary wave, or the other wave models.
For example, in the article of Boo [11], he has proposed the incoming wave at the inflow
boundary as the following equations:
Φ = Φo
cos k(z + d)
sin kd
, (4.61)
∂nΦ = ∂nΦo
cos k(z + d)
sin kd
(4.62)
where Φo and ∂nΦo are the potential and normal velocities on the free surface at upper
edge boundary respectively.
In the case of feeding potential and normal velocity at the mean water level, both values
may only be a linear solution of stoke wave. We can extend this solution to closely
nonlinear by application of stretching technique [73]—substituting ze into z of Eq. (4.61)
and Eq.(4.62). The value of ze can be computed by
ze =
z + d
ηo
d− d, (4.63)
where ηo is an incident wave elevation and d is water depth.
If we adopt the moving grid at the inflow boundary and take the real position of the
instantaneous free surface into account, then the potential and normal velocity can be
extended to nonlinearity automatically without any stretching technique.
The Prescription of Incident Wave
It is assumed that the potential wave field is linear and can be subtracted into both
fields—incident wave field and diffraction wave field (in the case of no radiation wave
field). The incident wave field is normally prescribed as a known value in the fluid
domain, and time marching solution will be progressed by the knowledge of incident
wave field.
Φ = Φi +Φd, (4.64)
η = ηi + ηd, (4.65)
where Φi and ηi are the potential and wave elevation of incident wave field, Φd and ηd
are the potential and wave elevation of diffraction wave field. The incident wave field
and diffraction wave field are independent of each other, so that only the diffraction
wave field has to satisfy Laplace’s equation. P. Ferrant et al. [34] has implemented this
concept by prescribing incident wave as stream function which is valid for both deep
water and shallow water.
As we have mentioned above, only the diffraction wave field must satisfy Laplace’s equa-
tion. In the process of solving Laplace’s equation, the informations of Φi and ηi will be
substituted into the KFSBC and the DFSBC to complete boundary condition.
The Discrete Internal Singularities Method
The discrete set of singularities points is proposed in the fluid domain. The characteris-
tics of the wave depend on the strength and the position of singularity point. Cle´ment [20]
introduced the ’spinning dipole’ which can generate waves from one side of the domain
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to the opposite site with no wave backward from the domain end. P. Ferrant et al [36, 93]
used the spinning dipole to generate the irregular waves for the diffraction model, and
they supposed that the spinning dipole can offer two main advantages: first their flux
is null, and the second, is the resulting wave can be generated unidirectionally (either
forward the right or the left). For more details on this method, please refer to the papers
of Cle´ment [20] and P. Ferrant, [93].
Given the informations of incoming wave, the physical waves can be reproduced along
the fluid domain. The space periodic wave is suitable for studying wave locally such
as the wave deformation of wave breaker. According to the experimental wave tank,
the wave maker can also generate incoming waves by moving the tank wall—the dis-
placements and velocities will be substituted in the fluid–structure interface boundary
condition, but the problem of no–marching point at the free surface and the surface
of tank wall still remain. This no–marching point problem may be suppressed by the
method of feeding velocity on the inflow boundary condition—the node can move only
in the vertical direction which is no longer a no–marching problem. Specific problems
as diffraction wave are possible in the case of specific generation of an incoming wave
such as the prescribing incident wave field. In order to make the irregular wave field,
the discrete internal singularities method is one possibility by the spinning dipole in the
fluid domain.
4.4.6 Absorbing Beach
One of the serious problems in the nonlinear finite depth wave is the energy reflection
of out-going waves at the fluid domain end. Actually, the energy of out-going waves
should be going away from the domain in reality, but in the simulation such energy is
frequently reflected at the domain end. Weak accuracy may occur for this reason. It is
possible to apply the well known Sommerfeld’s condition as the following equation.
∂tΦ+ C∂nΦ = 0. (4.66)
S.T. Grilli et al [47] applied the Sommerfeld’s condition in the simulation of periodic
waves and breaking, solitary wave, run up and radiation, and transient waves. Giorgio
Contento [21] applied the Sommerfeld’s condition in the simulation of a floating body.
However the wave speed C has to be given which sometimes is difficult to difine exactly,
such as the case for random waves. Another possibility to avoid the energy reflection
is to adopted the numerical damping zone (sometimes is called sponge layer). The
numerical damping zone was developed in the similar idea of absorbing wave zone in the
Experimental Wave Tank. The KFSBC in Eq.(4.16) and the DFSBC in Eq.(4.17) will
be modified by adding a damping term in order to dissipate energy at the domain end.
∂tη = ∂zΦ−∇hη · ∇hΦ− ν(η), (4.67)
∂tΦ = −gη − 12 |∇hΦ|
2 − ν(Φ). (4.68)
In this technique, a strength of damping term should be defined carefully. If the damping
term is defined as weakly damping, then the energy reflection still remains from the
incident wave. Inversely, if the damping term is defined as strongly damping, then
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the energy will reflect from the damping zone itself. The appropriate damping term is
required in the simulation [59].
4.4.7 GMRES for Matrix Equation Solver
In order to solve Laplace’s equation, discretization requires that it is approximated
for the fluid, but only on the boundary. The matrix of the linear equation system is
assembled at the end of a numerical procedure, given by
Hu = b, (4.69)
where u denotes the unknown vector and b denotes the known vector. Matrix H may
give some difference characteristics, it may be a symmetric matrix or may be nonsym-
metric.
Then the different linear equation solver could be implemented depending on the chara-
teristics of such a matrix as H. The method of solving the linear equation system
can be found in two methods as: the direct solver is the systematic procedure based
on the algebraic elimination, and the solution can be obtained with a fixed number of
operations, i.e. inverse matrix, Gauss-elimination, Gauss-Jordan elimination and LU
decomposition [54]. The iterative solver is based on iterative procedure to obtain the
solution asymptotically. The predicted solution is assumed in general and then substi-
tuted into the system equation to determine the residual and improve the solution with
this residual until the solution is satisfactory. This method is generally suitable for the
large linear algebraic equation, and the matrix H is sparse with most of the coefficients
being zeros. The Generalized Minimum Residual (GMRES) [101] is an iterative solver
for nonsymmetric matrices of linear algebraic systems. As we have mentioned, the BEM
is used for solving Laplace’s equation and it normally gives the nonsymmetric matrix at
the end. The algorithm of GMRES requires the computation of an orthogonal basis of
the Krylov subspace [101]. The algorithm of GMRES is sequentially progressed as,
u0 = initial guess
r0 = b−Hu0
h10 = ‖r0‖2
k = 0
while (hk+1,k > 0)
qk+1 = rk/hk+1,k
rk = Hqk
k = k + 1
for i = 1 : k
hik = qTi rk
rk = rk − hikqi
end
hk+1,k = ‖rk‖2
uk = u0 +Qkvk
end
u = uk
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Also the GMRES can be modified with preconditioning similar to the CG method.
Due to the advantages of the GMRES for solving nonsymmetric matrix, generally we
can find the nonsymmetric matrix in the process of BEM. So the GMRES algorithm
is preferred and frequently found in the literature of BEM [2, 10], however the other
methods are also possible for nonsymmetric matrix as well,i.e. the Bi-conjugate Gradient
method (BiCG) and the quasi–minimum residual (QMR) which are based on Lanczos
process instead of Arnoldi like GMRES [42].
Here we used the GMRES for solving the matrix equation. We want to couple the fluid
to multi-physics model at the final, so the fast computation for fluid is required. Mostly,
the part of solving Laplace’s equation takes more CPU time, therefore here we used the
fast multipole method (FMM) to speed it up. The details can be found in Appendix (A).
4.4.8 Check of Accuracy
In the computation of nonlinear finite depth waves, the check of accuracy is also impor-
tant. Longuet-Higgins et al [74] proposed some methods in order to check the accuracy in
the simulation of breaking waves. After that, many papers followed in the same concept
for checking accuracy. The concept of checking accuracy can be described as follows:
 the total outflow and inflow have to balance for each time step which is clearly
understood from the Green’s theorem or due to the continuity considerations of
the flux flow. The formulation can be written as:∫
Γ
∂nΦdΓ = , (4.70)
 the summation of surface elevation must be the mean water level which is generally
defined as z = 0, thus these values should vanish. Normally, we found this check
of accuracy in the simulation of periodic wave.∫
Γs
ηdΓs = , (4.71)
where Γs is the free surface boundary.
 The total energy Et and work done W have to balance in the whole fluid domain
at any time step simulation.
Et = Ep + Ek −W = 0, (4.72)
where
Ep =
1
2
∑
e
∫
e
z2nxdΓ
Ek =
∑
e
∫
e
Φ∂nΦdΓ
W =
∑
e
∫ t
0
∫
e
p∂nΦdΓ
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 The total volume of the fluid should be the same in each time step of simulation.
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This part of model was done in cooperation with the Institute of Applied Mechanics,
Technical University of Braunschweig, where the model was developed. We have to do
all the coupling procedures and coupling it in the software frame work. The modelling
of offshore foundation is described based on the continua of elastic media. The structure
modelling of wind turbines is connected to the offshore foundation (here we used the
mono pile), and it is coupled to the unbounded soil via the iterative method. Here we
begin with the dynamics of three-dimensional soil media, the formulations are described
in frequency and time domain. After that, the discretization of dynamics equation is
also explained which includes the infinite domain effect. The infinite effect is involved
based on the so–called scaled boundary finite element method (SBFEM) [123, 122]. The
SBFEM is written, first in frequency domain and then extended to time domain. As in
time domain, the solution requires a lot of time. Therefore the approximation in time
domain is used via the recursive method [123, 122].
5.1 Three-dimensional Soil Dynamics
In this section, we will describe the equation of three-dimensional soil in frequency and
time domain. The last of this section shows the development of numerical modelling of
the unbounded domain, beginning with simple modelling until the modelling based on
SBFEM.
5.1.1 Mathematical Formulations
The formulations of soil dynamics begin with the classical linear theory of elastic con-
tinua, the constitutive relations are reviewed here again briefly. For further explanation
please refer, e.g. in the books [44], and [30]. The stress field represented by the vector
σT = [σx σy σz τxy τxz τyz], is based on the Hooke’s law, and the strain field is repre-
sented by the vector, T = [x y z 2xy 2xz 2yz]. The constitutive relationship can be
written as
σ = E, (5.1)
where E denotes the matrix of elasticity. Based on the linear theory, the strain tensor
can be obtained based on the strain-displacement relationship [44]
 = Pd, (5.2)
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with the differential operator P given in the cartesian coordinate system form as:
P T =
 ∂x 0 0 ∂y ∂z 00 ∂y 0 ∂x 0 ∂z
0 0 ∂z 0 ∂x ∂y
 (5.3)
Substitute this operator (5.3) for σ and derive the formulations based on the Newton’s
second law in the frequency domain. The dynamics equilibrium equation yields as [44]:
P Tσ + b = −ω2ρd, (5.4)
where σ, b and d denote a spatial-dependent and amplitude of stress, the body forces,
and displacements, respectively, and ρ means the material density, while the equation of
motion in the time domain is given by:
P Tσ(t) + b(t) = ρ∂2t d(t), (5.5)
where, now, the state variables, i.e., the stress σ(t), the body load b(t) and the dis-
placement d(t) are in time domain. Eq.(5.5) can be extended for the solution by the
numerical procedure, e.g. the finite element method [131, 5].
5.1.2 Discretized with FEM
As in Eq. (5.5), a typical equation of motion in time domain is represented. We consider
the soil-structure interaction including the unbounded soil. The domain of the problem
is suitably divided into a finite region (near-field) and an infinite region (far-field), as
shown in Fig. 5.1. Conveniently introduce a time-dependent interaction force vector
rb(t) at the near-field/far-field interface [123, 122], which represents the influence of the
infinite domain. This equation can be rewritten down as [22].
M c∂
2
t dc(t) +Kcdc(t) = f c(t), (5.6)
where subscript c denotes the coupling of the near-field and far-field and the coupling
terms is written in the matrix form as, e.g. the coupling mass matrixM c and coupling
stiffness matrix Kc are given by
M c =
[
M ss M sb
M bs M bb − γ∆tM∞0
]
, Kc =
[
Kss Ksb
Kbs Kbb
]
, (5.7)
and the coupling force f c, displacement dc and acceleration ∂2t dc are given by
f c(t) =
[
f s(t)
f b(t)− rb(t)
]
, dc(t) =
[
ds(t)
db(t)
]
, ∂2t dc(t) =
[
∂2t ds(t)
∂2t db(t)
]
, (5.8)
where the mass matrix M , the stiffness matrix K, and the node value vectors of the
displacements d and accelerations ∂2t d, respectively, are subdivided corresponding to
the location of the nodes, i.e., the subscript b denotes the nodes on the soil-structure
interface (boundary) and the subscript s the remaining nodes of the soil. On the right
hand side of Eq.(5.6), f(t) denotes the vector of external forces.
54
5.1 Three-dimensional Soil Dynamics
Figure 5.1 Finite and infinite domain of the soil
The dynamic response of the structure (including some portion of the soil) can be ob-
tained from Eq.(5.6) by using the dynamics time integration schemes. But before we do
that, the interaction force vector rb(t) must be obtained, i.e. with the boundary element
method (BEM) [14, 13, 26] or the scaled finite element method (SBFEM) [122].
5.1.3 Modelling of Unbounded Soil
Unbounded soil normally effects the energy dissipation from the dynamics system of the
soil-structure interaction problem. The numerical modelling has been developed, the
structure and bounded soil are considered as finite domain, and are typically modelled
by the Finite Element Method (FEM). The effect of surrounding unbounded soil can be
included by imposing transmitting boundaries at the finite/infinite interface. The vis-
cous boundaries [75] is the simple viscous dashpot. In this simple model, the energy can
be dissipated out of the dynamics systems. After that, the non-consistent boundaries
have been proposed [29, 71]. The ideas of transmitting boundary were continually de-
veloped, such as the boundaries based on rational transformations [120]. All the models
above are based on the so–called direct method.
The opposite way, is based on the so-called substructure method. The domain soil-
structure interaction is divided into two parts; one is the structure and some portion
of the soil, it is called near-field (which is more influenced by the interacting effect and
the nonlinear soil could be addressed), another is the surrounding unbounded soil which
may be considered as far from the structure, the so–called far-field.
The modelling of near-field soil is usually discretized by Finite Element Method. While
the far-field effect is represented by the boundary condition in the form of a force-
displacement relationship, which is possible in space and time. The boundary element
method (BEM) [14, 13] is very powerful for unbounded soil modelling since the spatial
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dimension is reduced by one, also the infinite boundary condition is automatically sat-
isfied by using the fundamental solution.
According to the substructure method, the coupling algorithm has been developed
where the finite region is modelled by FEM and the unbounded soil is modelled by
BEM [31, 68, 98]. It is inconvenient in some cases due to the difficulty of deriving the
required fundamental solution [97, 2, 14, 13]. Because of such kind of difficulty of de-
riving the fundamental solution in BEM, the another research direction for modelling
unbounded domain has been developed based on the concept of finite element method
and similarity of the unbounded domain. The idea was proposed [102] with the develop-
ment of unbounded modelling of Laplace’s equation for electrostatics and magnitostatics
problems, so-called ballooning—outer boundary of the finite region can be moved out-
wards by using the recursive algorithm combined with the similarity of the geometries
with respect to the properly corrected center of the domain. After that the thin layer
method was introduced [119], while the similar procedure for unbounded domain was
proposed again [110, 109] with the useful infinite grid refinement technique, no a pri-
ori knowledge of the singularities is possible. The similar procedure was adopted for
calculating the stress singularities in elastostatics with the expression of the number of
infinite elements, and it is called infinite element method [128]. The next development is
the so–called cloning algorithm [23]. This model is developed for the dynamics analysis
of unbounded domain.
A bounded finite element cell, adjacent to the outer boundary with another similar
boundary is proposed, and the dynamic-stiffness matrix of the unbounded domain can
be performed. After that the variational form of the dimensionless was proposed [125],
using the Taylor’s expansion for the average value of the dimensionless frequency, and
the infinitesimal cell width can be limited analytically.
Wolf and Song [124] developed the multi-cell cloning for modelling of the unbounded
soil. Later they presented the consistent infinitesimal finite element method [123]. The
development was extended again by performing the limit of infinitesimal width of the
finite element cell analytically in elastodynamics of unbounded domain, which leads to
the nonlinear first-order ordinary differential equation in the dynamics stiffness with the
independent variable of the frequency. The significant progress was achieved by the red-
eriving the formulation based on the scaled boundary coordinate transformation. The
linear ordinary differential equation was derived based on the displacement variable [123].
The procedure is possible for dynamics analysis of unbounded and bounded domain but
the variable in radial direction is obtained analytically. This method is the so-called
scaled boundary finite element method (SBFEM) [122]. Recently, the SBFEM was ap-
plied for analysis of stress recovery and error estimations for unbounded domain [25] and
the h-hierarchical adaptive procedure was also developed for a prescribed error through
the domain [24]. Again SBFEM was extended for modelling the unbounded soil in time
domain [67].
With the advantages of SBFEM, we decided to implement SBFEM for analysis of un-
bounded soil for a coupling model of an offshore wind turbine. Also, the reduction of
computational effort [67] for the unbounded soil analysis was also proposed by the idea of
approximation of the infinite influence in time domain. The explained details of SBFEM
is shown in the next section.
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Figure 5.2 Scaled boundary transformation for three dimensional problems
5.2 The Scaled Boundary Finite Element Method (SBFEM)
As we have mentioned in (5.1.3) the Scaled Boundary Finite Element Method (SBFEM)—
the concept of geometric similarity is used in conjunction with the standard approach
of assembling finite elements. The modelling of structure is based on the finite element
formulation, also the local soil near the structure is included as some portion of the
structure. The far-field lies on the outside of finite element mesh representing the influ-
ence of unbounded domain.
5.2.1 Scaled Boundary Coordinate and Transformation
Before implementing the SBFEM, the geometry is discretized by a finite element mesh
in the local coordinates system η, ζ on the boundary (two dimensional finite elements)
and a radial coordinate ξ containing also a scaling factor. This is the scaled boundary
coordinate system which is related to the Cartesian coordinate system (x, y, z) by the
so-called scaled boundary transformation, which actually describes similarity in radial
direction.
The axis η, ζ describe in the circumferential directions only on the boundary while the
third coordinate ξ measures the distance from the scaling center O, being defined as
ξ = 1 when crossing the boundary (see Fig. 5.2). This scaled boundary coordinate
system permits a numerical treatment in the circumferential directions η, ξ is based on a
weighted residual technique, as in the theory of finite elements. The partial differential
equations will be transformed into ordinary differential equations in the radial coordi-
nate ξ, where their coefficients are determined by the finite element approximation in
the circumferential directions.
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Considering the unbounded soil, the similarity boundary point out from the scaling cen-
ter in the radial direction toward infinity as shown in Fig. (5.2), the boundary condition
at the infinity (radiation boundary condition) can also be obtained in the analytical
solution [122].
5.2.2 Formulations in the Scaled Boundary coordinate system
In order to implement the SBFEM, the formulations in Eqs. (5.1) to (5.5) must be
transformed into the scaled boundary coordinated system. Actually this is not difficult
as only the operator P has to be changed [122]
Pˆ = B1∂ξ +B2
∂η
ξ
+B3
∂ζ
ξ
, (5.9)
where Pˆ denotes the differential operator for the scaled boundary coordinate system,
the operators B1,B2,B3 can be obtained based on the FEM [122].
After replacing P with the operator Pˆ , we can have the formulations in the scaled
boundary coordinated system which are the partial differential equations and could be
written in the strong form [122]. Next step is to use the weighted residual technique to
obtain the solution which will be described in the next subsection.
5.2.3 The Numerical Weighted Residual Techniques
In order to derive the scaled boundary finite element formulation in displacements, one
possibility is to use the well-known weighted residuals technique. So that the differential
equation (5.4), becomes [123]:
E0
(
ξ2∂2ξξd+ 2ξ∂ξd
)−E1ξ∂ξd+ET1 (ξ∂ξd+ d)−E2d+ ω2M0ξ2d+ f = 0 (5.10)
with coefficient matrices E0,E1,E2,M0 (which are independent of ξ) assembled by
standard FE procedures [123]. f denotes the force vector given by
f = ξf t + ξ
2f b (5.11)
where f t corresponds to the amplitudes of the nodal forces resulting from the surface
traction acting on those surfaces which pass through the scaling center, and f b results
from body force.
The three-dimensional elastodynamics is described with Eq. (5.10). The scaled bound-
ary finite element equation is proposed in displacements and the formulations are for-
mulated in the frequency domain. It is valid for bounded (0 ≤ ξ ≤ 1) and unbounded
(1 ≤ ξ ≤ ∞) domains. The next step is to formulate this equation in the dynamic stiff-
ness matrix S∞ for an unbounded medium. This step is done by applying the principle
of virtual work, it is in the next subsection.
5.2.4 Method of Virtual Work
As in the computation, the acting forces from the infinite domain are required. The
dynamic stiffness S∞ has to be preformed. One possibility is to derive the SBFEM
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equation via the virtual work method, given by
w(ξ)Tq(ξ) =
∫
Aξ
wT tξdAξ (5.12)
where the variable w(ξ) denotes the weight function, defined by
w(ξ, η, ζ) = w(ξ)N(η, ξ), (5.13)
and q(ξ) and tξ are the internal force, and surface traction on the surface Aξ. The
relationship between forces and displacement can be given in the frequency domain
r(ξ) = Sd(ξ)− rf (ξ). (5.14)
Now concerning the node of near-field and far-field interface, it is clearly understood
that the equilibrium at this interface gives the follwing relationship
r(ξ) + q(ξ) = 0. (5.15)
Finally the SBFEM equation can be derived in terms of dynamic stiffness of unbounded
domain S∞. The details of deriving the following equation have been described in the
books of Wolf and Song [123]):(
ξ−1S∞ +E1
)
E−10
(
ξ−1S∞ +ET1
)− ξ−1S∞ − ξ¯∂ξ¯ (ξ−1S∞)−E2 + ξ¯2M0 = 0 (5.16)
where, now, the S∞ = S∞(ω) denotes the unknown dynamic stiffness matrix for an
unbounded medium and ξ¯ = ξω is introduced as an independent variable.
The next step is to transform Eq.(5.16) into the time domain. In such a case, the
acceleration of unit impulse matrix M∞ is required. In order to obtain M∞, it is
necessary to calculate the convolution integrals in time domain. The Eq. (5.16) can be
transferred into the time domain, which is described in the next section.
5.2.5 SBFEM in Time Domain
As our aims of computation are in time domain. The scaled boundary finite element
formulations are derived in time domain by obtaining the inverse Fourier transformation
of Eq. (5.16), [123]: ∫ t
0
Mˆ∞(t− τ)Mˆ∞(τ)dτ + Eˆ1
∫ t
0
∫ τ
0
Mˆ∞(τ ′)dτ ′dτ
+
∫ t
0
∫ τ
0
Mˆ∞(τ ′)dτ ′dτ Eˆ1
T
+ t
∫ t
0
Mˆ∞(τ)dτ
− t
3
6
Eˆ2H(t)− tMˆ0H(t) = 0 (5.17)
with the unknown matrix
Mˆ∞(t) = U−1TM∞(t)U−1 (5.18)
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and the coefficient matrices
Eˆ1 = U−1TE1U−1 − 2I (5.19)
Eˆ2 = U−1T
(
E2 −E1E−10 ET1
)
U−1 (5.20)
Mˆ0 = U−1TM0U−1 (5.21)
where U results from decomposition given by
Eˆ0 = UTU , (5.22)
and H(t) means the Heaviside step function. After a discretization with respect to time,
one can determine an approximation of Mˆ∞(t) from Eq. (5.17). Finally, the required
acceleration unit impulse response matrix M∞(t) is given by
M∞(t) = UTMˆ∞(t)U . (5.23)
5.2.6 Limitation of Infinite Boundary
In Eq.(5.16) with unknown dynamic stiffness matrix S∞, the independent variable is
ξ¯ = ξω. Infinity corresponds to the dimensionless radial coordinate ξ → ∞ which
results in ξ¯ → ∞. This limit can also be achieved with ω → ∞. Thus, to model the
behavior at infinity, the high frequency limit ω →∞ should be addressed.
For this purpose, the dynamic stiffness matrix S∞ is expanded in a power series of iω
in descending order starting at order one:
S∞(ω) ≈ iωC∞ +K∞ +
m∑
j=1
1
(iω)j
Aj (5.24)
The first two terms on the right-hand side represent the constant dash-pot matrix C∞
and the constant spring matrix K∞, respectively, while the third term contains the
asymptotic expansion with the unknown coefficient matrices Aj .
5.2.7 Interacting Forces on the nearfield/farfield Interface
As we have described, the dynamics equation in Eq. (5.5) requires the interacting forces
rb(t) from the infinite domain. According to the substructure technique, the interaction
forces on the near-field/far-field interface rb(t) can be given by the convolution integral
rb(t) =
t∫
0
M∞(t− τ)∂2t db(τ) dτ , (5.25)
whereM∞(t) is the acceleration unit-impulse response matrix from the infinite domain.
The convolution integral in Eq. (5.25) has to be solved numerically in time. The time
discretization is required, in the simplest case using a piecewise constant approximation
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of the acceleration unit impulse response matrix, Eq. (5.25) yields as
M∞(t) =

M∞0 t ∈ [0;∆t]
M∞1 t ∈ [∆t; 2∆t]
...
M∞n−1 t ∈ [(n− 1)∆t;n∆t]
(5.26)
the discrete form of Eq. (5.25) becomes:
rn =
n∑
j=1
M∞n−j
∫ j∆t
(j−1)∆t
∂2t d(τ) dτ (5.27)
=
n∑
j=1
M∞n−j(∂tdj − ∂tdj−1). (5.28)
Using the γ-parameter of the Hilber-Hughes-Taylor implicit time integration scheme, and
separating the unknown acceleration vector ∂2t dn, the calculation of rn can be performed
with the following equation:
rn = γ∆tM∞0 ∂
2
t dn +
n−1∑
j=1
M∞n−j (∂tdj − ∂tdj−1) = γ∆tM∞0 ∂2t dn + r˜n. (5.29)
For large n (i.e., long simulation time) the direct solution of Eq. (5.29) is very time
consuming [22]. Therefore, the approximation in time is necessary and it is presented in
the next subsection which leads to a recursive procedure.
5.2.8 The recursive Procedure
Now concerning the acceleration unit impulse matrix M∞, it increases with time. At
the starting point of computation, it behaves nonlinearly until some certain time step
tm it behaves linearly and seems to be linear for the entire step [67], see in Fig.(5.3).
Therefore from the time step tm, it is resonable to make the decomposition for the
acceleration unit impulse matrix as given by
M∞(ti) = T∞ti +C∞ (5.30)
where the matrix T∞ denotes the gradients given by
T∞ =
∆M∞
∆t
, (5.31)
and C∞ is the constant matrix . In the case of constant time interval step ti = i∆t, the
calculation of T∞ can be reduced to
∆tT∞ =
(
M∞m+1 −M∞m
)
with M∞m =M
∞(tm) . (5.32)
When the linear behavior of matrix entries of M∞ is assumed, we can split r˜n of
Eq. (5.29) into two parts, one is in a nonlinear term for the time steps ti, 0 ≤ i ≤ m
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Figure 5.3 Development of a matrix entry on main diagonal of unit impulse matrix over time
step [67]
and the another is a linear term for the time steps ti, i > m. Therefore the term r˜n in
Eq.(5.29) yields as:
r˜n = r˜linn + r˜
nonlin
n
=
n+1−m∑
j=1
M∞n−j+1(∂tdj − ∂dj−1) +
n−1∑
j=n+2−m
M∞n−j+1(∂tdj − ∂tdj−1) (5.33)
With Eq.(5.30), the linear part of Eq.(5.33) can be written as
r˜linn =
n+1−m∑
j=1
[T∞ (n− j + 1)∆t+C∞] (∂tdj − ∂tdj−1)
= [T∞ m∆t+C∞] (∂tdn+1−m − ∂tdn−m)
+
n−m∑
j=1
[T∞ (n− j + 1)∆t+C∞] (∂tdj − ∂tdj−1)
= M∞m (∂tdn+1−m − ∂tdn−m)
+
n−m∑
j=1
[T∞ (n− j + 1)∆t+C∞] (∂tdj − ∂tdj−1) (5.34)
For a recursive algorithm, r˜linn−1 is needed:
r˜linn−1 =
n−m∑
j=1
[T∞ (n− j)∆t+C∞] (∂tdj − ∂tdj−1). (5.35)
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From Eq.(5.35), we can rewrite the difference r˜linn − r˜linn−1 and yield the final form of the
recursive formulation:
r˜linn = r˜
lin
n−1 +M
∞
m (∂tdn+1−m − ∂tdn−m) + T∞ ∆t(∂tdn−m − ∂tdn−m−1). (5.36)
This recursive procedure can reduce the computational cost significantly [67], therefore it
is useful for our computation of coupling multi-physics model. Furthermore the presented
SBFEM approach is convenient for coupling with the FEM codes without any difficulties.
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6 A Coupled Multi-Physics Model
As the subsystem modelling of offshore wind turbine, structure dynamics modelling,
aerodynamics modelling of random wind, hydrodynamics of random wave and soil dy-
namics modelling of sea bed have been described before. In this chapter we will talk
about how to couple all the subsystem modelling together. Starting with the general
abstract of coupled system, the subsystem modellings are normally written in differential
form of equation. So the method of coupled system is described in the two ways—one is
a coupling of differential equations and another is coupling of differential algebraic equa-
tions. After that the equations of coupled system are shown including the discretized
form of coupled system.
6.1 Method of Coupled Systems
In this section, a method of coupled system is described in the general form of coupled
subsystem. As we have mentioned before, the coupling model for offshore wind turbines
consist of four subsystem—structure, wind, wave and soil. The coupling between wind
and wave is ignored based on the assumption that the wind–wave interaction is relatively
small. Also the coupling between wave and soil are also ignored. Thus these coupled
systems become Bi–coupling systems, as the structure coupled to other external subsys-
tems (wind, wave, soil). The picture of a coupled system now may be simply considered
as the coupling of two subsystems, let now introduce index 1 for one subsystem and
index 2 for other external groups of subsystem. The abstract of the coupling subsystem
may consider as, one a coupling of differential equations and another is the coupling of
differential algebraic equations, which both methods will be described as follow.
Consider now the time evolution of the first subsystem, it can be described in the general
form of the differential equation given by
∂ts1 = f1(s1, s2) (6.1)
where s1 and s2 are the element in space which may represent the variable of the both
subsystem, f1 could be a partial differential operator. Thus Eq.(6.1) can describe the
modelling of a partial differential equation such as the motion of structure. The variable
s1 is normally specified or at least known in the first subsystem but the variable s2 is
unspecified which may know from the coupling second subsystem. The second subsystem
may be described in the same form as in Eq.(6.1) only change the index, given by
∂ts2 = f2(s2, s1) (6.2)
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The coupling of both subsystems in Eqs.(6.1,6.2) is only the general form of coupling in
a partial differential equation. The large system comes from the cross of the vector of
variable s1 and s2 which may split into the smaller ones for parallelization.
When the coupled system in Eqs.(6.1,6.2) is already discretized with some appropriate
method, both subsystems are solved by explicit method normally, the coupled subsystem
will be solved with the explicit method. In a simplest case, both subsystems may be
discretized in the time interval ∆t and the solution of the coupled system in Eqs.(6.1,6.2)
at the current time step (n) given by s(n)i , (i = 1,2), the explicit time integration is
computed from the previous time step (n− 1) which Eqs.(6.1,6.2) give the solution as
s
(n)
1 = φ1(s
(n−1)
1 , a2) (6.3)
s
(n)
2 = φ2(s
(n−1)
2 , a1), (6.4)
where now ai, (i = 1,2) denotes the function of known variable which normally given
from the another side of the coupling. On the explicit method, the solution of the
current time step is approximated from the solution of the previous time step. So the
solution may be extrapolated as some function ψi(sn−1i ), which this function can be
given by ψi(sn−1i ) = s
n−1
i , (i = 1,2) if the time interval ∆t is constant for each time step.
This solution leads to the so–called weak coupling or loose coupling solution [33, 95].
Finally the solution of coupled systems with the explicit method can be obtained with
the following equations
s
(n)
1 = φ1(s
(n−1)
1 , ψ(s
(n−1)
2 )) = φ1(s
(n−1)
1 , s
(n−1)
2 ) (6.5)
s
(n)
2 = φ2(s
(n−1)
2 , ψ(s
(n−1)
1 )) = φ2(s
(n−1)
2 , s
(n−1)
1 ), (6.6)
Until now the explicit method for coupling system is completely specified, however from
this method the critical of time interval should be concerned carefully. The solution of
the coupling system in Eqs.(6.5,6.6) is also possibly performed in parallel. From this
coupling method, the strongly coupled system may not be covered but here we require
the strongly coupled. So the implicit method is necessary.
Extended to the implicit case but still partly with performing Eq.(6.6) in the following
way
s
(n)
2 = φ2(s
(n−1)
2 , ψ(s
(n−1)
1 )) = φ2(s
(n−1)
2 , s
(n)
1 ), (6.7)
combine with the informations at the current step
s
(n)
1 = ψ(s
(n−1)
1 ) = φ1(s
(n−1)
2 , s
(n−1)
1 ), (6.8)
Of course the method is explicit but partly implicit can also be involved [95].
In the case of implicit, one may formulate the whole step in the implicit procedure, the
solution may be again extrapolated as ai = ψ(s
(n−1)
i ) ≡ s(n)i , (i = 1,2). The coupling
system of equation can be written down as
s
(n)
1 = φ1(s
(n)
1 , s
(n−1)
1 , ψ2(s
(n−1)
2 )) = φ1(s
(n)
1 , s
(n−1)
1 , s
(n)
2 ) (6.9)
s
(n)
2 = φ2(s
(n)
2 , s
(n−1)
2 , ψ1(s
(n−1)
1 )) = φ2(s
(n)
2 , s
(n−1)
2 , s
(n)
1 ), (6.10)
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the Eqs.(6.9,6.10) are the case of strong coupling, the solution can be completed with
the so–called monolithic method [9]—all the subsystem formulation is set up as one big
system and then solve it with some appropriated algorithm. However the partitioned
but strongly coupled [77] is also possible to solve such a coupled system. The subsystem
solver can be used for solving each side of a coupled system separately. The system
in Eqs.(6.9,6.10) are coupled system of equation, then only solving subsystem is not
enough the global iterative is required to across subsystems, So this method some time
is so–called iterative method [77].
Until now the formulations of coupled systems have already been described in Eq.(6.1)
to Eq.(6.10). These subsystem formulations have to be solved in each time step, here we
consider again the coupled system as the coupled differential algebraic equations (DAEs).
Similar to Eq.(6.1) the first subsystem can be defined as a general form of DEAs
∂ts1 = f1(s1, s2, a1, a2, b) (6.11)
0 = g1(s1, s2, a1, a2, b). (6.12)
with added the local algebraic a1 and the global b, again similar to Eq.(6.11), the for-
mulation for second subsystem can be written as
∂ts2 = f2(s2, s1, a2, a1, b) (6.13)
0 = g2(s2, s1, a2, a1, b). (6.14)
where a2 is the local algebraic for second subsystem. Now we added the global algebraic
coupling given by
0 = h(s2, s1, a2, a1, b). (6.15)
Generally algebraic equations are solved with implicit methods. After discretization
Eq.(6.11) and Eq.(6.13) in time with implicit methods, both subsystem must be solved
including the global algebraic coupling in Eq.(6.15)
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This global system has to be solved in each time step, which only subsystem solvers are
available.
6.2 Multi-Physics Interaction
Before describing how to solve the coupled multi-physic system for offshore wind tur-
bines. The formulations of corresponding multi-physic model are described here again in
order to overview the whole picture of multi-physics system as shown in Fig.(6.1). As we
have described before, the multi-physics model consist of four subsystem modellings—
the aerodynamics subsystem for turbulence wind, the structure dynamics subsystem
describe the structure component of wind turbine, the hydrodynamics subsystem repre-
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Figure 6.1 The coupling of subsystem
senting the ocean waves and the soil dynamics subsystem which represent the effect of
unbounded soil. Now again we summarize either subsystems which are shown as follows:
The structure is modelled as nonlinear beam combined with the finite element discretiza-
tion as we mentioned before. The geometrical nonlinear is taken into account. The for-
mulations of dynamics of structure can be performed as in Eq.(2.22) and Eq.(2.23). As
for the beam element, the computation is performed only at the center line of the beam.
The coupled between this line and the fluid domain (as in fluid–structure interaction)
seem to be inadequate. Here we presented the new idea [108] as when the structure
is computed, all variables will be done at the center line of the beam. But when the
coupled is performed we used the real boundary surface of the beam as the coupled
interface. The transformation between them is done every iterative loop [108].
Again with the aerodynamic subsystem, which represent turbulence wind field, the aero-
dynamic model is based on the blade element momentum theory [106], with global and
the local wind flow are required. The global wind flow described the system of tur-
bulence wind and vortex system. It must be coupled to the local wind flow which
defined as two-dimensional profile aerodynamics [58, 107, 81]. It is quite clear that in
the two-dimensional profile all the force coefficients (cn, ct, cm) should include the in-
stationary [43, 117]. Thus the dynamics stall model is used here and the aerodynamic
subsystem can be written in the differential form as in Eq.(3.52) combine with the forces
from two-dimensional profile given by Eq.(3.19) and the global wind flow based on the
blade element momentum theory given by Eq.(3.15). When the aerodynamics forces are
obtained, the function of relative velocity vres and two-dimensional profile coefficient
are required. with the vres is the function of d, ∂td and time t and (cn, ct, cm) can be
obtained from Eq.(3.52). The hydrodynamics subsystem represent the random ocean
wave, which is modelled based on the potential fluid flow—the fluid is incompressible,
inviscid, irrotational and free surface tension is ignored. The domain of fluid can be
described by Laplace’s equation in Eq.(4.12) combine with the dynamics of free surface,
which can be written down as the partial differential form. First, the kinematic condi-
tion is confirmed with the satisfactions that the free surface moved with same velocities
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Figure 6.2 The coupling of aerodynamics and structure
of the fluid particle at the free surface, defined by Eq.(4.16). Second, the dynamics
equilibrium for the free surface which is satisfied with Bernoulli’s equation in Eq.(4.17)
The partial differential equations in Eq.(4.16) and Eq.(4.17) need to be solved combine
with the constraint equation in Eq.(4.17). In this subsystem we take the advantages of
the boundary element method, as the computation can be done only on the boundary
and very efficient in the case of large system of computation.
In the soil dynamics subsystem, it is modelled based on the elastic continua of the un-
bounded domain. The dynamics equation of soil can be written again as in Eq.(5.5). In
order to include the effect of infinity domain, first we have to discretize Eq.(5.5) with
a finite element method. The effect of infinite domain can be included by using the
so–called scaled boundary finite element method [25], which is the combination of the
two methods, boundary element method and finite element method.
6.3 Coupling subsystem
The multi-physics model consist of aerodynamic, structure hydrodynamic and soil dy-
namic. In this model, we proposed the structure subsystem as the reference system
and other subsystems are directly coupled to the structure, but themselves coupling
are ignored, e.g. the hydro-soil coupling or aero-hydro coupling. There are only some
coupling interfaces necessary such as the aero-structure coupling, the hydro-structure
coupling and soil-structure coupling.
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Figure 6.3 The coupling of hydrodynamics and structure
6.3.1 Aero-Structure Variable Coupling
The aerodynamic of random wind is coupled to the rotor blade structure of turbine as
shown in Fig.(6.2). As the blade element momentum theory is used combine with the
two-dimensional aerodynamic profile, the dynamics stall model is included for added the
instationary effect. As this aerodynamics modelling is based on the empirical formu-
lation, the coupled can be done with setting aerodynamics force acting to the blade is
equal to the force from the blade acting to the wind field. When we obtained the ex-
ternal aerodynamics forces into the structure subsystem, the relative velocity (vres) and
the coefficient (cn, ct, cm) are required. The relation velocity is the function of d, ∂td
and time t, and the coefficient (cn, ct, cm) are the function of d, ∂td, ∂2t d and time t.
Thus, the wind field and structure are coupled with the same d, ∂td, ∂2t d at each time
t. More details on this subsystem can be founded in [81] and reference therein.
6.3.2 Hydro-Structure Coupling
On the coupling boundary of hydro-structure, let us consider in the local coordinate (ξ, υ, ζ)
which interface is at the coordinate surface ζ = 0 when at rest. ζ is positive point out
from the fluid domain. The interface coupling boundary for hydro-structure is defined
as follow, first for kinematic no-penetration condition.
∂tw = ∂ζΦ−∇sψ · ∇sΦ = ∂ζΦ−∇sγ · ∇sΦ−∇sw · ∇sΦ, (6.19)
where ∇s denotes the gradient in tangential plane in the (ξ, υ)−system. There are quite
simple to model the rigid sea bottom, only setting the term ∂tw = 0 as it is absolutely
no movement. Again for the dynamic equilibrium, the force at the interface is given by
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Figure 6.4 The coupling of soil and structure subsystem
the stress vector τ . As the fluid is assumed to be inviscid, only the ζ− component is
nonzero and the dynamics equilibrium is again given by Bernoulli’s equation
∂tΦ = −g(z + η + uz)− 12 |∇Φ|
2 +
τ ζ + pa
ρw
. (6.20)
In Eq.(6.20), τ ζ is the stress vector at the fluid-structure interface. However during the
iterative coupling process, the force approximation is required. By mean of the BEM
solution all the terms in Eq.(6.20)are given, except the time derivative of Φ. Obviously it
could be fixed with the time integration as we have described before, the higher order,e.g.
RK4 or ABM4 are possible but the CPU time is expensive. Also, we must solve the fluid
domain iteratively, therefore here the explicit Euler forward is used for approximation
of ∂tΦ given by
∂tΦ =
Φ(η(t+∆t), t+∆t)− Φ(η(t), t)
∆t
. (6.21)
6.3.3 Soil-Structure Coupling
In soil-structure coupling, both of them are elastic continua. The different is only the
structure is modelled as beam element but the soil is modelled as solid element. The
idea to couple soil and structure is based on the assumption that the structure and soil
can be moved together at the soil–structure interface and have no any gaps between two
domains, which is satisfied the compatibility condition at the interface ds∂tds
∂2t ds
 =
 db∂tdb
∂2t db
 , (6.22)
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where the subscript s and b denote structure subsystem and soil subsystem. In addition
at the interface, the equilibrium condition of the forces should be taken into account
f s = f b (6.23)
As the structure is the beam element, we compute all the variables at the center line
of the beam. When do the coupling process we used the real surface of the beam as
the coupling interface to the soil. The transformation between center line and the real
surface have to be done in every time of doing coupling process.
6.4 Discretized Coupled System
Now all components of the coupling model have been described, the emphasis being on
the fully nonlinear wave fluid motion and its interaction with the structure combine with
the aerodynamics of the wind and unbounded soil. The formulation have the general
structure of a differential algebraic system of equations (DAEs), cf. [4, 78, 77]. This is
a common occurrence for such coupled problems [78, 77], and numerical procedures are
being developed in many place to deal with similar type of situations [16, 8]. The fluid
dynamics is given by Eqs. (4.12–4.17), the structural dynamics equations are Eq. (2.36)
and they are coupled to the fluid by Eqs. (4.18, 4.19). To this the soil, control, and
aerodynamic model are adjoined, as described in [15, 80]. They are additional evolution
equations, for the soil similar to Eq. (2.36) of the structure, coupled with the structural
model through common forces and displacements on the contact area as we have de-
scribed before.
The general pattern that emerges is that in each subsystem the dynamics are described
by either pure differential equations (abstract ODES), such as for example for the struc-
ture Eq. (2.36), or by differential algebraic equations (abstract DAEs), The total coupled
system, as described before by the space-discretized version, may be written as
∂tΦ = φΦ(Φ,η, τ ,d), (6.24)
∂tη = φη(Φ,η, τ ,d), (6.25)
0 = ψΦ,η(Φ,η, τ ,d), (6.26)
M(d)∂2t d+ f int(∂td,d) = φs(∂td,d,Φ,η), (6.27)
0 = Ψfsi(Φ,η, τ ,d), (6.28)
M(d)∂2t d+ f int(∂td,d) = φb(∂td,d), (6.29)
0 = Ψssi(τ s,d). (6.30)
Here the bold-faced entities stand for the space-discrete versions of the continuous quan-
tities. The vector Φ contains all unknown discrete potentials, η the unknown elevations
in all domains, d is the discrete vector of structural displacements, τ the discrete ver-
sion of the coupling stress vector, and M the mass matrix. The right-hand-sides of
Eqs. (6.24–6.30) are the discretized form of the equation.
This now is a finite dimensional DAEs, as is common in such coupling problems [78, 77].
Such equations are commonly solved with implicit procedures, and in [78, 77] we have
developed procedures for partitioned but strongly (implicitly) coupled computations.
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Therefore the numerical time marching schemes and especially the iterations involved
using the solvers of the respective subsystems can be done for the solution.
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In this chapter, the numerical examples are illustrated. We begin with the example of
moving wall interaction to water. In this example, we want to study the development
of nonlinearity of the wave due to the moving structure. The nonlinearity of the free
surface wave is approximated by using the perturbation expansion. We can observed
the development of the nonlinear of the free surface which is shown in the results of
section (7.1), in which the computation can be done only on the fixed fluid domain.
After that, we extend to the case of fully nonlinear finite depth, the fluid domain moves
during the computation. The nonlinearity can be taken into account automatically with
the movement of the fluid domain, also some results are shown in the section (7.2)
From the fluid domain, we came to the under ground. The modelling of unbounded soil
were computed in order to confirm that it dampens the energy from the dynamics system
of the structure. The dynamics of two-dimensional monopile is used as the example. The
results shown the decay of movement of the monopile in the section (7.3). Thus again
we extend to the dynamics of three-dimensional monopile which the results shown also
in the same section. At the end, the dynamics of offshore wind turbines is illustrated
and shown some results in the section (7.4). Now we begin with the first example shown
in the following section.
7.1 Moving Wall Interaction to Water
In this example, the fluid is in finite depth domain, as shown in Fig.(7.1) with the
parameter, length l = 10 m., water depth h = 1 m. and width w = 1 m.. The left side
of the domain is a moving wall, which in this case move with the curtain function, given
by
dx = Aw sin(ωt); (7.1)
where dx denotes the displacement of the moving wall in x-direction, Aw is the amplitude
of the displacement.
This problem is actually fluid-structure interaction, but it is simplified as the structural
movement is prescribed. Now taking the fluid-structure interface boundary condition in
Eq.(4.18), defined by
∂tw = ∂ζΦ−∇sψ · ∇sΦ, (7.2)
as the wall is flat and move like a rigid body movement, no-deformation is assummed.
So the second term of the right hand side could be zero, only the terms in the normal
direction of the wall are remain. Substituting Eq.(7.1) in Eq.(7.2) yields the inflow
boundary condition for the fluid domain.
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Figure 7.1 The domain of fluid
In the moving free surface, it is assumed that the amplitude (Ao) of the movement is
small compared to the wave length λ of the fluid waves, so we may assume the ratio
ε = Ao/λ  1 as a small parameter. Then the values of potential Φ, surface potential
Φs, surface elevation η, and structural movement u (and hence w and uz) are O(ε)
quantities. Therefore, we assume that the potential can be expressed in a perturbation
series up to order M [27]:
Φ(x, y, z, t) =
M∑
m=1
Φ(m)(x, y, z, t), (7.3)
and similarly for the surface potential
Φs(x, y, t) =
M∑
m=1
Φ(m)s (x, y, t), (7.4)
where (·)(m) denotes a quantity of O(εm).
We also assume that each term Φ(m) in the expansion Eq.(7.3) satisfies the Laplace’s
equation
∇2Φ(m) = 0, ∀m, (7.5)
but — and this is the computationally significant simplification — now in the fixed
domain of the fluid at rest.
Using additionally a Taylor series expansion of Φ(m) about the mean water level (z = 0)
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to evaluate the potential on the free surface (z = η), we obtain:
M∑
m=1
Φ(m)s (x, y, t) = Φs(x, y, t) = Φ(x, y, η, t) =
M∑
m=1
M−m∑
k=0
ηk
k!
∂k
∂kz
Φ(m)(x, y,0, t). (7.6)
An analogous equation can be written for the fluid-structure interface, with an obvious
replacement of x, y, z and η by ξ, υ, ζ and w. This gives — by matching terms of equal
order in ε — a relation between the expansions of Φ and Φs. For the first two orders [7]
these are:
Φ(1)(x, y,0, t) = Φ(1)s (x, y, t) for m = 1, (7.7)
and
Φ(2)(x, y,0, t) = Φ(2)s (x, y, t)− η∂zΦ(1)(x, y,0, t) for m = 2. (7.8)
Substituting all this into the KFSBC and DFSBC equation, and again matching terms
of equal order in ε, we obtain at the free surface for m = 1:
∂tη = ∂zΦ(1)(x, y,0, t), (7.9)
∂tΦ(1)s (x, y, t) = −gη; (7.10)
and for m = 2:
∂zΦ(2)(x, y,0, t) = ∇hη · ∇hΦ(1)s − η∂2zΦ(1)(x, y,0, t) (7.11)
∂tΦ(2)s (x, y, t) = −
1
2
∣∣∣∇hΦ(1)s ∣∣∣2 + 12(∂zΦ(1)(x, y,0, t))2 (7.12)
If we perform the same substitution and matching procedure at the fluid-structure in-
terface, we obtain in a completely analogous manner corresponding to Eq.(7.9,7.10) for
m = 1
∂tw = (1 + |∇hγ|2)∂ζΦ(1) −∇hγ · ∇hΦ(1)s , (7.13)
∂tΦ(1)s (x, y, t) = −guz. (7.14)
In a similar manner, corresponding to equation (7.11,7.12) we obtain for m = 2:
(1 + |∇hγ|2)∂ζΦ(2) = ∇hγ · ∇hΦ(2)s − 2∇hγ · ∇hw∂ζΦ(1) +∇sw · ∇sΦ(1)s , (7.15)
∂tΦ(2)s (ξ, υ, t) = −
1
2
∣∣∣∇hΦ(1)s ∣∣∣2 + 12(1 + |∇hγ|2)(∂ζΦ(1)(ξ, υ,0, t))2 , (7.16)
During the computation, we used the time interval ∆t = 0.01 sec.. The incoming wave
is generated by the movement of the wall (see Fig.(7.1)), in order to make it simply the
displacement of the wall is assumed to be in O().
At the beginning of the computation, the wave elevation in both order one and order
two are in fluctuation. We can observed in Fig.(7.5) and Fig.(7.6), this fluctuation occur
only the beginning part of the simulation, actually the amplitude of the wave elevation
in each order should be constant because of the wall move with the constant amplitude.
However, when the computation proceeds in long time, this fluctuation is invisible and
remain almost constant amplitude as shown in Fig.(7.5) and Fig.(7.6).
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Figure 7.2 The comparison of first order (star symbole) and second order (circle symbole) wave
elevation
The amplitude of the second order is smaller than the amplitude (see Fig.(7.2)) of the
first order as we expected, because the perturbation expansion technique can get the
solution when the higher nonlinearity is minor and the solution is basically based on
the lower order of nonlinearity. If the higher order is dominated, then the computation
could be break down. Considering again the frequency of the wave elevation, the second
order has the higher frequency which shown very clearly in Fig.(7.2). At the end of the
domain shows the wave elevation is close to zero as shown in Fig.(7.3)
In Fig.(7.7) shown the development of free surface wave for the first order and the second
order, which there are clear that the two waves propagate with the different amplitudes
and different frequencies. The results also shown the waves runup to the rigid wall—the
waves run up with the diffrent phase as we can clearly observed in Fig.(7.7). The wave
elevation of the lower order run down along the wall surface, while the higher order wave
run up along the wall.
They are now clearly understand, the nonlinearity of the free surface waves develop from
the lower frequency to higher frequency (lower order to higher order) and normally the
higher frequency wave gives the lower amplitude as shown in Fig.(7.2)—the star symbol
shown the result of lower order wave (order 1) and the ciercle symbol shown the results
of the higher order wave (order 2) From this perturbation technique, the waves can
be explicitly described in each order of nonlinearity—the different order waves give the
different amplitude and different frequencies. The computation can be done only on the
fixed fluid domain, which is an advantage.
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Figure 7.3 The first order wave elevation at the end of fluid domain
Figure 7.4 The second order wave elevation at the end of fluid domain
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Figure 7.5 The first order wave elevation run up at the wall
Figure 7.6 The first order wave elevation run up at the wall
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Figure 7.7 The visualization of moving wall interaction to water
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Figure 7.8 The fluid domain
7.2 Random Finite Depth Wave
In this example, we want to compute the fully nonlinear wave of the free surface. The
domain of computation is moved in time. In Fig.(7.8) shows the domain of computation,
in which at the right side of the figure is domain two (Ω2), it is coupled to the domain
one (Ω1).
The domain Ω1 is modelled based on the assumptions of linear waves, the free surface of
the fluid domain is described by the partial differential equation of KFSBC and DFSBC
only the nonlinear terms are ignored as the waves in this domain are not steep.
∂tη1 = ∂zΦ1, (7.17)
∂tΦ1 = −gη1. (7.18)
They are also constrained with Laplace’s equations
∆Φ1 := ∇2Φ1 = 0, (7.19)
For the domain two (Ω2), the fluid formulations are based on the fully nonlinear waves.
The moving fluid domain is used for computation, the nonlinearity can be included
automatically. Similar to the Ω1, again the free surface is described by KFSBC and
DFSBC but in this case all the nonlinear terms are included. The formulations are as
follow:
∂tη2 = ∂zΦ2 −∇hη2∇hΦ2, (7.20)
∂tΦ2 = −gη2 + 12 |∇Φ|
2. (7.21)
82
7.2 Random Finite Depth Wave
Again they are constrained with Laplace’s equations
∆Φ2 := ∇2Φ2 = 0, (7.22)
At the interface Γ = Ω1 ∩ Ω2 the boundary conditions is given by
Φ1 = Φ2, η1 = η2, ∂nΦ1 = ∂nΦ2. (7.23)
The solutions of the Eqs.(7.17,7.18,7.19) can be obtained with analytical solution [121].
At the interface Γ the informations from Ω1 will be tranformed to the Ω2 based on the
coupling condition of Eq.(7.23).
The solution of domain Ω1 give the potential velocity Φ or the normal potential ∂nΦ at
the interface, as the following equation:
Φ = Φo
cos k(z + d)
sin kd
, ∂nΦ = ∂nΦo
cos k(z + d)
sin kd
, (7.24)
where Φo denotes the velocity potential at the top of the free surface. In this case, we
used z = η at the inflow boundary. This means that we have to move the mesh at
the inflow boundary. The nonlinearity is included automatically when we move the free
surface.
The inflow boundary of fluid domain Ω2 can be included by Eq.(7.24). In order to proceed
in time, here we use the ABM4 which is actually the prediction-correction method (for
the beginning the RK4 is used). The Laplace’s equation has to be solved two times per
one time step. Here we used ∆t = 0.01 sec. combine with the water depth h = 10 m.,
width of domain w = 5 m. and the length of domain l = 50 m..
At the end of the domain, that the wave should propagate out from the domain in reality.
But in computation, the wave is frequently reflected back to the domain. Here we used
the absorbing layer as we have described before. Of course, it has no physical meaning
as we only decrease the potential Φ and the wave elevation η when they pass through
the damping zone. However at least presently it is a suitable way to avoid the problem
of reflected wave at the end of domain. The algorithm to avoid the reflected wave is still
an open question and interesting for futher research.
The waves propagate from the inflow to the outflow with fully nonlinear wave compu-
tation. The results shown in Fig.(7.9) the wave elevation is smooth along with the time
series and it has not any discontinuity of the free surface. The characteristic of the
waves are very fluctuated as the incoming waves are random. The waves come to the
domain with the diffrent amplitude and different wave speed, so the results in Fig.(7.9)
are the additional waves which include all the wave components together. But they do
not combine with the linear assumption, they combine with the fully nonlinear of the
free surface.
There are also shown the fluctuated waves at the middle point of the domain in Fig.(7.10)
and at the point X=3l/4 in Fig.(7.11). The waves shown also the smooth aspect of the
wave elevation. There are quite clear that the pattern of the waves are really different
when we consider at the different point, because of the different wave speed of different
wave component.
As we mentioned at the end of the domain, the waves are dissipated by the absorbing
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Figure 7.9 The wave elevation at the point x = l/4 in domain 2
layer. The results shown in Fig.(7.12), the wave elevation is dissipated and it is close to
zero just only some small discontinuity at the time step 370. However, it does not create
a problem in the computation and the computation can proceed until the end of com-
putation (2000 time steps). In Fig.(7.13) shown the visualization of propagation of the
waves along the domain. The waves at Ω1 move with the data from stochastic process,
so it already included the random waves. They are the solutions of linear wave. How-
ever, when the waves come to the computational domain Ω2, the waves are developed to
nonlinear wave automatically as the free surface move during the computation, the real
fluid domain can be concerned and taken into account. As we know, the nonlinearity of
the free surface is not complete,in which only including the nonlinear terms in KFSBC
and DFSBC, but it should include the real geometry of the fluid domain. Rationale: the
geometry of the fluid domain gives the nonlinear effect automatically by itself.
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Figure 7.10 The wave elevation at the point x = l/2 in domain 2
Figure 7.11 The wave elevation at the point x = 3l/4 in domain 2
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Figure 7.12 The wave elevation at the end of the domain 2
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Figure 7.13 The visualization the fully nonlinear wave
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Figure 7.14 The domain of the problem
7.3 Dynamics of Monopile
In this example, we firstly set up the soil-structure interaction problems in two-dimensional
of offshore tower coupled to monopile. The coupling of unbounded soil has to be tested
before we coupling the entire model. The monopile is located at the depth d2 = 20 m.
into the two-dimensional finite domain of the soil, in which the depth of the soil do-
main h = 30 m. and domain width w = 20 m.. The length of the tower measure from
the surface of the soil d1 = 80 m.. The dynamics equation of the soil is solved with
the HHT-α method combine with the constant time interval ∆t = 0.005 sec.. In the
finite domain of the soil, we used the finite element method for discretization. For the
infinite domain we used the scaled boundary finite element (SBFEM) in order to added
the effect of infinity domain.
Extension from the two-dimensional case: the soil-structure interaction problem of three-
dimensional monopile is considered. The monopile is located into the soil media at the
depth d2 = 20 m.. The soil is again separated into two part—one is finite soil media
and another is infinite media. The finite domain has the depth h = 30 m., the length
w = 20 m.. As we used finite element method to discretised this part, the domain is
represented by the solid element. For the infinite domain, we used the scaled boundary
finite element method and the dimension is reduced by one. So we require only the
two-dimension plane at the boundary.
The result of two-dimensional case shown the effect of infinite domain as it damp the
energy from the dynamics system of the structure. In Fig.(7.15), it shows the time his-
tory of displacement at the top of the tower. It decays during the time step and it is
clear that the energy is dissipated by the unbounded domain.
The result again similarly present the decay of the tower vibration in three-dimensional
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Figure 7.15 The time history of the displacement at the top of the tower (2D case)
case. The displacement at the top of the tower is decay during the time step as shown in
Fig.(7.16). The visualization of deformation of monopile is also presented in Fig.(7.17).
The SBFEM—the concept of geometrical similarity is used in the conjuction with the
conventional approach of assembling finite element method. The structure and some
portion of the soil are considered as near-field structure. It is typically discretized by
finite element method. The inifinite domain of the soil is considered as far-field, it lies
outside the FE mesh. We can imagine that the finite element exist outside the local
soil region during the computation. This idea is very useful for modelling the radiation
damping effect. As shown very clearly in the results of 2D and 3D cases, that the radi-
ation damping effect gives the dissipation of vibration system and it is one more step to
model the soil-structure interaction close to the reality. The SBFEM is also not difficult
for implementation as it can couple to the FEM code without the difficulty.
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Figure 7.16 The time history of the displacement at the top of the tower (3D case)
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Figure 7.17 The visualization of deformation of monopile
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Figure 7.18 The discretization of part of soil and water
7.4 Dynamics of Offshore Wind Turbines
7.4.1 The Entire Modelling
As we have described, the dynamics of offshore wind turbines consist of the four physi-
cal subsystems—structural dynamics of the turbine machine, aerodynamics of the wind,
hydrodynamics of the wave, and the soil dynamics of sea bottom.
The structural system is devided into two substructure systems, one is the rotor system
and another is tower system. The rotor is the three blade type and in each blade the
beam element is modelled. The tower system include the underground structure. In this
case we used monopile. The tower is connected to the monopile and we consider them
as one system. The dynamics of the structure has already described in chapter(2).
The aerodynamics of the random wind is modelled based on the concept of blade element
momentum theory, which include the global flow and local flow of the wind. The global
flow describe the wake behind the rotor while the local flow describe how to compute
the aerodynamics force for the rotor blade. The formulations in this part of modelling
have already described in chapter(3)
The fluid dynamics of ocean wave is modelled as fully nonlinear wave as we have men-
tioned before (see more details in chapter(4). The fluid can be solved with the moving
fluid domain also coupled to the structure by using the fluid–structure interface bound-
ary condition. Furthermore, the random wave could be involved far from structure. At
the location near the structure the fully nonlinear is used to describe the nonlinear char-
acteristic of the wave and the interaction. The modelling of this is already described
before in chapter(4)
In the foundation (in this case is monopile), we separate the soil into two part, one the
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Figure 7.19 The coupling scheme of the systems (D:Dirichlet,N:Neuman)
finite soil media which is discretised by finite element method (FEM) and the unbounded
soil which used the scaled boundary finite element (SBFEM). In the finite domain we
used the solid element and at the coupling interface of the finite soil to the infinite soil
media we used the boundary element (which in this case, can reduce the dimension by
one). The dynamics equation of the soil and other formulations have been described in
chapter(5).
We tested the example with the three blade type of wind turbines, with the length of
the rotor at 22 meters and tower height 66 meters. The turbine is located at the shallow
water zone, at the 10 meter depth. The underground structure is drilled into the soil
about 20 meters.
In Fig.(7.18) shown the meshes of coupling domain, in which the fluid domain is the
cubic shape at the middle of the figure and below is the meshes of the soil media which
is the circular tube shape. The different subsystems require the different minimum time
interval. As we observed during the simulation the soil subsystem required the smallest
time interval compare to the other subsystem. Therefore, we used this time interval
for the whole subsystem. In the soil subsystem, we used the recrusive procedure to
approximated the mass matrix form the infinity domain (M∞). This (M∞) has to be
computed with the constant time interval before the simulation start. Therefore, we
used ∆T = 0.005 sec. for approximated this (M∞) at the infinity field and used this
time for every subsystem.
7.4.2 Coupling Computation Procedure
In order to proceed in time domain, the entire modelling have to be solved based on
the concept of iterative coupling (partitioned method). The coupled algorithms are
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described here with the general flow of information. The subsystems are separated
softwares, so–called software components, coupled via the Component Template Library
(CTL) [64, 65] used as the middle-ware in order to communicate with all the different
software components.
The coupled algorithms are described in the following simple way, see also Fig. 7.19:
 At the current time step, the hydrodynamics quantities are computed with the
PC-algorithm, termed predicted values. This involves two solutions of Laplace’s
equation for each of the fluid domains.
 Now the hydrodynamic forces can be computed at the fluid-structure interface,
and they are passed to the structure at the current time (Neumann data, labelled
N in Fig. 7.19).
 The structure system is integrated with these forces. The computed displacements
change the fluid domain, the structural velocities are Dirichlet data for the fluid
domains (labelled D in Fig. 7.19) when passed back to the fluid.
The iteration then goes back to the first step. This describes the fluid-structure coupling.
A similar coupling exists between structure and soil.
 The structure passes displacements (Dirichlet data) to the soil through the soil-
structure interface. The dynamics of soil are solved with the HHT-α method [131],
and forces (Neumann data) are returned to the structure.
 The structure gets the corresponding forces from the coupling interface from soil
and fluid. A new Newmark trial-step can be computed.
Also similarly coupled with the aerodynamics and structure, the dirichlet data is given
from the structure part at the coupling area (here it is on the blade). The aerodynamics
are again to solve the system and compute the aerodynamics forces. It returns the
aerodynamic forces as the Nuemann data to the structure component to complete the
structure dynamics.
This again is iterated. The iteration loops can continue in parallel until the residuum is
sufficiently small.
7.4.3 Software Implementation
As in the coupling multi-physic model, there are many physical domains that have to
be coupled. In each model the corresponding software has to be used as the component
of coupled systems. They are implemented in the different ways:
 The structural dynamics subsystem, the nonlinear large displacement modelling is
used and discretized with FEM. The main code of this component is implemented
in MatLab and some part which consume more CPU time are embeded with C-
functions. It works as the normal command line in MatLab, but it run on C
code.
 The aerodynamics subsystem, the blade element momentum theory is used com-
bine the stochatic wind field. This part is implemented in MatLab and comunica-
tion with the structural part with the matlab function.
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Figure 7.20 Code coupling diagram
 The hydrodynamics subsystem as the potential flow with the stochastic wave field,
the main code of this is implemented in MatLab. Just only the part of solving
Laplace’s equation, we implemented the fast multipole-code FastLap [63] (it is writ-
ten in fortran). To communicated to the Matlab code, the embedded C-functions
is also used here.
 The soil dynamic subsystem is modelled as the near-field and far-field model. The
near-field is discretized by FEM, while the far-field is discretized with the so–called
scaled boundary finite element method (SBFEM). The FEM is implemented with
the codes Felt [41](it is written in C) and the SBFEM is implemented with the
code Similar [123](it is written in fortran)
For the realization of this coupled simulation, graphically depicted in Fig. 7.20, we have
chosen the concept of software-components. Here a component is a set of software which
consists of a well defined interface and an implementation. Interface and implementation
are connected through a communication channel. In this way, the usage of a component
is independent of its location.
The middle-ware used to implement the component technology is the Component Tem-
plate Library (CTL) [64, 65] based on C++ generic template programming [1]. Similar
to CORBA [52] it can be used to realise distributed component-based software systems.
This library serves as an easy-to-use programming environment for distributed appli-
cations in an abstract manner, but its main focus is to transform existing C/C++ or
FORTRAN libraries to remotely accessible software components. As underlying com-
munication protocols MPI, PVM, or directly sockets, as well as dynamic linkage and
threading are supported [64, 65].
In this coupling, the structural and the aerodynamic parts are directly connected by
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Figure 7.21 The initial (circle symbol) and deformation (star symbol) of surface node of
structure(one ring of the surface)
a MatLab program, the hydrodynamic solver component is dynamically linked to the
MatLab implementation, whereas the soil-system is used as a remote component.
In order to use soil programme as a component we had to transform the code into a
library, so that the needed functions such as initializing the simulation, and performing
a one time-step, became accessible separately.
7.4.4 Fitting Structure Meshes
Fitting the structure mesh to the external mesh (meshes of the hydrodynamic, aero-
dynamics and soil dynamics) requires substantial, as the structure is modelled as a
nonlinear beam. The nodes are laid on the center of the beam. In order to couple
structure to external domain, the transformations for variables between two domain are
required. The structure is discretized by beam elements, and the nodes are located at
the center-line of the beam. From the movement of the beam axis the movement of
the outer boundary of the beam is computed, using both displacements and rotations.
Then the coupling computation can be done with the real boundary at the surface of
the beam. The current coordinate of node at the surface can be computed as:
x = xo + utrans + urot, (7.25)
where xo denotes the initial coordinate, utrans denotes the displacement due to the
translation of the center-node and urot denotes the displacement due to the rotation of
the center-node. In Fig.(7.21) shown the meshes at the surface of the beam, they are
moved with the function of displacements and rotations of the center-node. The relation
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Figure 7.22 The initial and deformation of the surface mesh of three dimensional structure
between two locations of node can be computed. The initial and deformation of the
mesh of three dimensional structure is shown also in Fig.(7.22). In every iterative step,
the displacement and rotations of the center-nodes are know value. The formulation in
Eq.(7.21) predicts the coordinate of the real surface. So that the informations of the
surface node are now given, they are used for coupling to the external domains (e.g. fluid
and soil). Similarly, the external domains have to be coupled to the structure by using
these surface node firstly and then transform to the center-node. Because the coupling
system is solved by the partitioned method, the transformation has to be done in every
step iteratively.
7.4.5 Some Results
On the part of hydrodynamics, the wave formulations are written based on the fully
nonlinear assumption as we have described in the chapter (4). The random wave fields
are included by the stochastic process at the far from the structure (far-field waves).
These waves are actually linear and the irregular wave charateristics are allowed to be
involved as the summation of many differrent waves. The waves propagate and develop
itself with the fully nonlinear formulation. The waves became nonlinear and its steepness
increase during the propagation. The irregular waves also remain during the propagation.
In the wave reach the so–called near-field waves, the waves propagate with the nonlinear
and irregular. The wave formulations are based on the fully nonlinear assumption and
includes the effect of structural vibration. The waves run through the structure and
pass away, while some waves are reflected by the effect of structure and its vibration.
On the Fig.(7.23) and Fig.(7.24) shown the nonlinear wave interacting the tower, we can
observe the reflected wave due to the structure vibration at the area next the structure.
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Figure 7.23 Time history of irregular wave near the structure
Figure 7.24 The visualization of irregular wave near the structure
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Figure 7.25 The visualization of rotor blade deformation
Normally when the incident waves have the long wave length compared to the diameter
of the column (more than about seven time of the diameter) the structural vibration
may not dominate and it is difficult to observe the reflected wave in such a case. The
waves and structure in this case are actually in the interaction phenomena, the waves
propagation with the effect of the structural vibration. Because the structure is also
vibrated by the waves, it is difficult to decide that the waves make more vibration or try
to disipate the energy because both wave and structure are coupling simultanously. Some
time it make more vibration, such as when the wave velocities go in the same direction
of the structural velocities, the wave force will make higher amplitude of the structural
vibration. Oppositely the waves may act as the damping agent for the structure vibration
if both velocities go in the opposite direction. The better idea to analyze both structure
and waves, is to remain analysis in the coupling phenomena as they can automatically
simultanously interact each other and propose the physical behaviour in the proper way.
As in the part of structural dynamics of the turbine machine, it is modelled based on
the substructure method. The structure is divided into two subsystem modelling, one is
the rotor system and another is the tower system (including the underground structure).
The rotor blade is mainly coupling to the aerodynamics system of the wind while the
tower is coupled to the hydrodynamics of the water wave and the underground structure
is coupled to the soil.
Concerning the blade structure, we used three blade type for this example. As we have
mentioned before, the blade has to be modelled either separately or coupling them at
the end. First, we selected one blade for the refference, its coordinate frame is used
as the refference coodinate system for the rotor system and coupling other blade to
this refference blade. The corresponding informations are tranformed to this referrence
coordinate system.
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Figure 7.26 Visualization of the deformation of soil and structue
The rotor blade is acted by the aerodynamics force of the random wind field, it moves
with the deformation and the rotation. The vibration of this rotor blade is coupled to the
modelling of aerodynamics, and will influence the global flow and local flow of the wind
field. The results shown on the Fig.(7.27) to Fig.(7.34) , the large deformation of the
blades can be observed as the blades are more flexible (see in Fig.(7.25)). For the tower,
it does not present the large deformation as much as the blade. But it can tranform
the vibration from the rotor blade to the undergroud structure. This underground
structure is connected to the unbounded soil of the sea bottom. This unbounded soil is
modelled based on the substructure method, the soil is considered one for the far-field
soil and another is near-field soil. The near-field is located near the structure and the
soil-structure interaction effect is dominated in this area. The far-field is considered
from the domain next to the near-field soil until the infinite domain. The near-field soil
modellig is dicretized by FEM while the far-field is taken into account with the so–called
scaled boundary finite element method (SBFEM). The unbounded soil is connected to
the under ground structure (in this case is monopile) and it actually act as a damping
agent to the dynamics system as we have confirmed with the previous example. The
vibration of the structure come from the convergence of aerodynamics of the wind and
hydrodynamics of the waves. It is transformed from the top of structure to underground
structure. At the underground, the soil will make dissipation and the vibration radiate
from the center(structure location) pass to the near-field soil and then go to disappear
at some location at the infinity as shown in Fig.7.26. Of course, this vibration may be
dissipated by both arodynamics of the wind and hydrodynamics of the wave as well, as
they are coupled simultanously.
Untill now the whole coupled modelling of offshore wind turbines is simulated, based
on the partitioned method. The visualization of an offshore wind turbine is shown in
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Figure 7.27 Time history of displacement of tower
Fig.(7.35). The wind turbines are moving due to the effect of coupling external fields.
The random wind field is shown in front of the wind turbine. the random finite depth
wave is also shown on below of the picture. The small reflected wave due to the structure
vibration can be observed (see in Fig.(7.35)).
As in the solution of coupled multi-physic model of offshore wind turbine, it can make
the fatigue calculation of such kind of the wind turbine, which currently performed by
the extensive Monte Carlo simulations in time domain. This coupled modelling has the
advantages that the essential offshore enviromental are regarded simultanously, as the
linear superpossition does not use any more.
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Figure 7.28 Time history of rotation of tower
Figure 7.29 Time history of displacement of blade No.1
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Figure 7.30 Time history of rotation of blade No.1
Figure 7.31 Time history of displacement of blade No.2
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Figure 7.32 Time history of rotation of blade No.2
Figure 7.33 Time history of displacement of blade No.3
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Figure 7.34 Time history of rotation of blade No.3
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Figure 7.35 The visualization of an offshore wind turbines
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8 Conclusions and Outlook
The modelling of an offshore wind turbine consists of the aerodynamics of the wind,
structure dynamics of the turbine component, the hydrodynamics of the ocean wave
and the soil dynamics of the sea bed. A concept of modelling of offshore wind turbines
is developed by sub-modelling initially separately, and then coupling the entire model
by using the partitioned method.
The structure modelling of offshore wind turbines is modelled by the nonlinear beam
element, as it has to be coupled to the fluid domain such as water wave. We coupled
them with the real surface of the beam element. When the structure is computed the
center node is used. But when the coupling procedure proceeds the real surface of the
beam is used. The transformation of two locations of the node has to be done in every
iterative loop. This technique can save the CPU time compared to the case of using
solid element or shell element.
The random nature of the wind field is included based on the blade element momentum
theory and dynamics stall model. This model has the advantages that the flow satisfies
the wake behind turbine, also influencing the local wind flow when coupling the rotation
and vibration of the blade. This is suitable for engineering applications, without any
difficulties in computation.
The hydrodynamics of the ocean wave is modelled as the finite depth wave. The ran-
dom wave field can be included by using wave spectrum, e.g. JONSWAP or Pierson-
Moskowick. The fluid domain is moved during the computation. The fully nonlinear
aspect of the free surface is taken into account automatically. The wave interaction
within the structure can be calculated by using the appropriated fluid-structure bound-
ary condition. The free surface wave is influenced by the structural vibration while the
structural vibration is influenced by the fluid as well. The fluid dynamics is described by
the BIE of Laplace’s equation and discretised by BEM, so that we need the information
only on the boundary. The computation cost can be reduced. Furthermore, the FMM
is used to speed up the Laplace solver as well.
In reality, the structural vibration of an offshore wind turbine is normally influenced
by the soil. The soil can be modelled by the finite domain and infinite domain. The
finite domain is discretized by finite element method, and the infinite domain can be
included by the scaled boundary finite element method. The uses for this model are: it
is easily extended to the nonlinear case at the area of finite domain, and the unbounded
boundary at the infinite domain is satisfied during the computation. Also the SBFEM
code is conveniently coupled to the FEM code without any difficulty.
The subsystem modellings have already been developed initially separately, and cou-
pling the entire model is done based on the partitioned method. The simulation of the
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offshore wind turbine has been performed. The flexible structure of wind turbine can be
analyzed in time domain, which includes the effect of random wind field, random wave
field and the unbounded soil domain. After simulating this modelling, it may possible
to conduct fatigue analysis if the simulation proceeds for a long enough in time.
During the period of the research, we observed that there are some interesting parts that
can be developed and extended from this research. The following outlooks are possible:
 In the structural modelling, the rotation of the rotor can be developed by including
the effect of producing energy which includes the system of the gear in generator.
The rotation is fluctuated in time with the random wind field.
 In the aerodynamics of wind field, the turbulence model of the wind flow behind the
rotor can be included by coupling the blade element momentum method with the
real fluid flow—first predict the force along the blade by using the blade element
momentum method, then use this force as the acting force for the fluid flow. After
solving fluid domain, the turbulence wind flow can be obtained. Then come back
again to the blade element momentum method and compute the force. Now the
force can predict close to the real situation as the turbulence of the wind flow is
included.
 Include the local viscous fluid for potential flow into the model and taking the
balance of the interaction of both parts fluid and structure.
 The interaction between ocean wave and soil is unimportant in this research. The
rigid seabed is used. However in some cases the interaction between ocean wave
and soil is important, e.g. in the area of soft soil, the interaction between wave-soil
is important or in the case of an earthquake. In such a case, the same algorithm can
be used, only the elastic model of the soil may be replaced by the other appropriate
model such as poroelastic model.
 In the partitioned method, the application to a more complex coupled system is
still an open question.
 The reduction method of the coupling multi–physics is also an interesting topic at
this moment.
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A Fast Multipole Method
Due to the matrix equation solver that we have mentioned before, the iterative solver
may reduce the computation time less than O(N), but the memory and computation
time of O(N2) are still required to perform the dense matrix vector multiplication for
each iteration. So one prefer to reduce it in order to perform the higher speed during
the computation, the fast multipole method (FMM) is suitable for this case.
A.1 Basic Concepts of Fast Multipole Method
The fast multipole method was developed in 1987 for solving the potential field problem
by Greengard [45]. The FMM provided the possibility to compute all pairwise interac-
tions in large amount of particles. The main concept of FMM will be described here
briefly, however more detail of FMM can be found in [45] and references therein. Let us
consider the general integration of BIE which may be given by:
f(x) =
∫
Γ
K(x,y)ϕ(y)dΓ, (A.1)
where x and y are in R3, f denotes the function on Γ and K denotes the interaction
kernel. The direct evaluations of Eq.(A.1) may require large O(N2) operations. FMM is
utilized to reduce the computational complexity for multiplication of matrix and vector,
it can actually reduce this complexity from O(N2) operations close to O(N). The FMM
first deal with the interaction kernel K, it is expressed in the serie expansion form in
which the influence of the source points and evaluation points (collocation point in BEM)
are considered separately. The interaction kernel K may be written in a sum form as:
K(x,y) =
n∑
i=1
φi(Ox)ψi(Oy), (A.2)
where ψi is regular near the origin O, φi is regular at the infinity and O is a certain point,
such a case it is valid for the point O close to y and far from x. In order to evaluate
the function f in Eq.(A.1), first the so–called multipole moment must be computed. Let
Γk ⊂ Γ and Γk is a union of the boundary element, where k = 1...N denotes the number
of boundary element. The multipole moment can be compute via the formula
Mi(O) =
N∑
k=1
∫
Γk
ψi(Oy)ϕ(y)dΓ, (A.3)
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Figure A.1 Configulation of boundary points and considered regions
where Mi(O) is the multipole moment centered at the point O. Then the function f in
Eq.(A.1) can be evaluated as
f(x) =
∫
Γ
K(x,y)ϕ(y)dΓ ≈
n∑
i=1
φi(Ox)Mi(O). (A.4)
In Eq.(A.4) the evaluation is done by using the multipole moment at the pointO, however
in FMM there it is also possible to compute Eq.(A.4) with another point (O′) locally
close to the point O. The function ψi in Eq.(A.3) can be expanded as
ψj(O′y) =
n∑
i=1
ψi(Oy)α
j
i (OO
′), (A.5)
where ψj(O′y) denotes the function at the point O′ and α
j
i (O
′y) denotes the coefficient
of expansion. So the multipole moment centered at point O′ is given by
Mi(O′) =
N∑
k=1
∫
Γk
ψi(O′y)ϕ(y)dΓ, (A.6)
From Eq.(A.5) and Eq.(A.6) the following formulation can be obtained
Mj(O′) =
n∑
i=1
Mi(O)α
j
i (OO
′), (A.7)
Eq.(A.7) can be used for the translation of multipole moment which the center of ex-
pansion is shifted from certain point O to point O′. This translation is the so–called
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multipole moment to multipole moment translation or frequently called M2M transla-
tion. It is also possible to compute the function in Eq.(A.4) with M2M translation
f(x) =
∫
Γ
K(x,y)ϕ(y)dΓ ≈
n∑
i=1
φi(O′x)Mi(O′). (A.8)
The evaluation of Eq.(A.1) can be efficiently done only using the multipole moment as
in Eq.(A.8) or Eq.(A.4). In order to reduce the complexity even further, the so–called
local expansion can be used by, first considering the point Q close to the point x so that
one can give the local expansion as:
φi(Ox) =
m∑
l=1
Ψl(Qx)βil (OQ). (A.9)
where βil denotes the coefficient of expansion and Ψl is the function. Therefore the
function f in Eq.(A.4) can be evaluated with the local expansion L given by
f(x) =
∫
Γ
K(x,y)ϕ(y)dΓ ≈
m∑
l=1
Ψl(Qx)Ll(Q), (A.10)
where Ll(Q) denotes the local expansion given by
Ll(Q) =
n∑
i=1
βil (OQ)Mi(Q). (A.11)
The formula in Eq.(A.11) describe the translation of multipole moments at O to the
coefficients of the local expansion centered at the point Q. It is the so–called multipole
moment to local expansion translation or we call M2L translation. Similar to the case of
M2M translation, the local expansion can also be further investigated with the expansion
of Ψj in Eq.(A.1) given by
Ψl(Qx) =
n∑
i=1
Ψi(Q′x)γli(QQ′), (A.12)
where γli denotes the coefficient of expansion. Substituting Eq.(A.12) into Eq.(A.1), 0ne
can obtain the following formula
f(x) =
∫
Γ
K(x,y)ϕ(y)dΓ ≈
n∑
i=1
Ψi(Q′x)Li(Q′), (A.13)
where Li(Q′) denotes the local expansion at the point Q′ given by
Li(Q′) =
m∑
l=1
Ll(Q)γli(QQ
′) (A.14)
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Eq.(A.14) is used for translation of the coeffiecient of the local expansion at the point
Q shifted to the point Q′. This is the so–called local expansion to the local expansion
translation or we call L2L translation.
A.2 Applied FMM to BEM
As we have described in chapter(4), the solving of Laplace’s equation is required in
such a case. To applied FMM for solving Laplace’s equation, actually it can solve
Laplace’s equation by itself. But here the BEM are used for discretization the BIE of
Laplace’s equation, the FMM is used for additional approximation that can make the
computation more efficient. Generally the complexities of the BEM computation are
mainly come from the discretization of BIE involving Green’s function and the process
of assembling matrix for the solution. As we have mentioned before, we used the GMRES
for solving the system of equation after we discretized the problem. There it is quite
CPU time consumming in order to multiply the matrix and vector during the itertive
loop of the GMRES algorithm. To avoid this complexity the FMM is used and reduce
the multiplication close to O(N), where N denotes the number of nodes on the boundary
in BEM.
In the BIE of Laplace’s equation, the application of FMM can be done with the expansion
of Green’s function into the spherical harmonics. Let us give certain point O which is
concerned as origin. The Green’s function can be expanded as the following formula:
G(x,xr) ≈ 14pi
n∑
k=0
k∑
m=−k
ρkY −mk (α, β)
Y mk (θ, φ)
rk+1
(A.15)
where Y mk is the spherical harmonic polynomials. Similar expansion can be done for
∂nG(x,xr) and complete the BIE of Laplace’s equation in Eq.(4.42), the formula yields
C(xr)Φ(xr) +
∫
Γx
Φ(x)
1
4pi
n∑
k=0
k∑
m=−k
∂n(ρkY −mk (α, β))
Y mk (θ, φ)
rk+1
,xr) dΓ(x)
=
∫
Γx
∂nΦ(x)
1
4pi
n∑
k=0
k∑
m=−k
ρkY −mk (α, β)
Y mk (θ, φ)
rk+1
dΓ(x). (A.16)
Rearanging Eq.(A.16) and taking the sum out of integration, so the formular may be
easily seen as:
C(xr)Φ(xr) ≈ 14pi
n∑
k=0
k∑
m=−k
Mmk (O)
Y mk (θ, φ)
rk+1
, (A.17)
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where in this case Mmk (O) denotes the multipole moment centered at point O, given by
Mmk (O) = −
∫
Γx
Φ(x) ∂n(ρkY −mk (α, β))
Y mk (θ, φ)
rk+1
dΓ(x)
+
∫
Γx
∂nΦ(x) ρkY −mk (α, β)
Y mk (θ, φ)
rk+1
dΓ(x). (A.18)
The validations of expansion can be done at the point O, which are normally at the center
of the cell. For the close interaction point such as the singularity point, the classical
BEM algorithm has to be used because the spherical harmonics are not singular and
can not obtain the validation at that point. There it is better to used BEM and include
the FMM for accerating matrix and vector to make the computation efficient. For more
details of FMM the reader may refer to [63, 45, 32]
A.3 Algorithm of FMM
To implement FMM to the BEM, it is not so easy as many steps of numerical imple-
mentation have to be done. In order to make it simple, the two-dimensional problem is
used for example. The same algorithm can be used for the three dimensional case. The
algorithms are as follow:
 Discretization of the boundary Γ with the same manner as in the classical BEM
as shown in Fig.(A.2).
 Construction of cell and quad-tree structure, we begin with covering boundary
with the square cell Θ and may call this square cell as the cell in level 0. This cell
is taken as the parent cell, it is devided into 4 equal sub square cell. Either sub cell
has the half length edge of the parent cell, they are the so–called child cell (see in
Fig.(A.2)). The cell subdivision is stop in the condition that of collocation point
are only one in the cell (a cell which is childless, is called a leaf ), if not then the
deviding cell must continue as shown in Fig.(A.2).
 Evaluation of the multipole moment by computing the multipole moments in
Eq.(A.3) associated with the leaves as shown in Fig.(A.3). The multipole moments
compute at the cell Θ associated with the original point O, which is normally the
center of that cell (Θ). For the case of non-leaf cell, the multipole moment can be
computed after shifting the original point O from the child cell to the parent cell
by using Eq.(A.7). The procedure can be done from the small cell to the bigger
cell.
 Evaluation of the coefiecients of the local expansion by using Eq.(A.9) and then
translate them with the formula in Eq.(A.14), see in Fig.(A.4).
 Evaluation of the value of integration in Eq.(A.1) as shown in Fig.(A.5).
 Updating the candidate vector and then going back to compute the multipole
moment and repeat the algorithm.
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Figure A.2 Discretization of boundary and contruction of tree structure
We described the FMM some in more and some in less details. Now the summary idea of
FMM are shown agian as (the reader may refer to [63, 45, 32]): The FMM is applied for
accelerating the evaluation of N potentials due to the N sources [63, 45, 32]. They are
typically based on the hierarchical panel clustering, the potential due to the cluster of
panel could be evaluated at some distant point by accumulating the panel influence into
a multipole expansion. The cluster arrangement requires the N logN algorithm but the
multipole algorithm can reduce the computation cost, to order N by a complementary
arrangement of the evaluation points. The accumulated multipole expansions could be
transformed to the local expansions centered in the clusters of evaluation points and
these are evaluated instead. Furthermore the use of multipole and local expansion are
based on the tree-structured hierarchy of sources cluster and evaluation point cluster.
The multipole expansions for clusters of the sources are accumulated for the leaves of
tree to the root, while the local expansion are distributed from the root to leaves of tree
for evaluation at the collocation points. This algorithm is in order N which maintain
the uniform precision.
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A.3 Algorithm of FMM
Figure A.3 Evaluation of multipole moment and M2M translation
Figure A.4 Evaluation of M2L translation and L2L translation
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Figure A.5 Evaluation of the total contribution
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