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Abstract
Comparison of competing statistical models is an essential part of psychological
research. From a Bayesian perspective, various approaches to model comparison
and selection have been proposed in the literature. However, the applicability of
these approaches strongly depends on the assumptions about the model space
M, the so-called model view. Furthermore, traditional methods like leave-one-
out cross-validation (LOO-CV) estimate the expected log predictive density
(ELPD) of a model to investigate how the model generalises out-of-sample,
which quickly becomes computationally inefficient when sample size becomes
large. Here, we provide a tutorial on approximate Pareto-smoothed importance
sampling leave-one-out cross-validation (PSIS-LOO), a computationally efficient
method for Bayesian model comparison. First, we discuss several model views
and the available Bayesian model comparison methods in each. We then use
Bayesian logistic regression as a running example how to apply the method in
practice, and show that it outperforms other methods like LOO-CV or informa-
tion criteria in terms of computational effort while providing similarly accurate
ELPD estimates. In a second step, we show how even large-scale models can
be compared efficiently by using posterior approximations in combination with
probability-proportional-to-size subsampling. We show how to compare com-
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peting models based on the ELPD estimates provided, and how to conduct
posterior predictive checks to safeguard against overconfidence in one of the
models under consideration. We conclude that the method is attractive for
mathematical psychologists who aim at comparing several competing statistical
models, which are possibly high-dimensional and in the big-data regime.
Keywords: Bayesian model comparison, Pareto-smoothed importance
sampling LOO-CV, approximate LOO-CV, M-open model view
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1. Introduction
Bayesian statistics has become increasingly popular among mathematical
psychologists (Wagenmakers et al., 2010; Ly et al., 2016a; Bayarri et al., 2016;
Rouder et al., 2009; Wang & Liu, 2016). The benefits of the Bayesian approach
are the accordance with the likelihood principle (Birnbaum, 1962; Berger &
Wolpert, 1988), conceptual simplicity (Edwards et al., 1963), ease of interpreta-
tion and the possibility to obtain inference even for highly complex models due
to the advent of modern computational methods (Kelter, 2020a,b; Makowski
et al., 2019; Kruschke & Liddell, 2018). A particular strength of the Bayesian
approach is given by the freedom to use optional stopping (that is, stop sampling
participants when the data show already overwhelming evidence), independence
of the researcher’s intentions (Kruschke & Liddell, 2018), and the interpreta-
tion of censored data, all of which are consequences of the accordance of the
Bayesian paradigm with the likelihood principle (Birnbaum, 1962; Berger &
Wolpert, 1988). Next to hypothesis testing and parameter estimation, Bayesian
model comparison is one of the major applications of the Bayesian approach,
and the comparison of statistical models is an essential part of psychological
research (Edwards et al., 1963; Wagenmakers et al., 2010; Kruschke, 2015; Ly
et al., 2016a,b; Gronau et al., 2019). However, the range of techniques proposed
to compare competing statistical models in the Bayesian literature is vast, which
makes it difficult to select the appropriate method for model comparison and
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selection based on (i) the assumptions made about the structure of the model
space M and (ii) the computational complexity of the procedure. The latter
aspect becomes important in particular when the dimensionality of the model
and the sample size becomes large, a situation which is becoming the norm
rather the exception in a variety of psychological research (Harlow & Oswald,
2016; Kang et al., 2019).
Established methods to compare competing Bayesian models in psychologi-
cal research include the Bayes factor (Jeffreys, 1961; Kass et al., 1995; Robert
et al., 2008; Held & Ott, 2018), posterior model probabilities, in particular
maximum a posteriori (MAP) model selection (Marin & Robert, 2014; Held
& Sabane´s Bove´, 2014; Piironen & Vehtari, 2017) and Bayesian model aver-
aging (BMA) (Hoeting et al., 1999; Raftery et al., 2003; Barbieri & Berger,
2004; Claeskens & Hjort, 2008). The second category of approaches consists
of cross-validation methods. These include K-fold cross-validation Geisser &
Eddy (1979), which is a biased estimate of precise leave-one-out cross-validation
(LOO-CV) (Burman, 1989), which itself often is referred to as the gold standard
for Bayesian model comparison (Vehtari & Ojanen, 2012; Piironen & Vehtari,
2017). As precise LOO-CV is computationally very costly, analytical approx-
imations (for some specific models) and numerical approximations (in more
generality) have been developed (Vehtari et al., 2014, 2015, 2017). Addition-
ally, approximations to precise LOO-CV have been developed, which reduce the
computational effort both when the sample size is large and the model is po-
tentially high-dimensional, making posterior inference costly (Magnusson et al.,
2019).
Another branch of Bayesian model selection approaches is given by various
information criteria like the Akaike information criterion (AIC) (Akaike, 1974),
the Bayesian information criterion (BIC) (Schwarz, 1978), the deviance infor-
mation criterion (DIC) (Spiegelhalter et al., 2002) and the widely applicable
information criterion (WAIC) (Watanabe, 2009, 2010). For an overview and re-
lationships between these see Stone (1977), Konishi & Kitagawa (2008), Vrieze
(2012) and McElreath (2020), where Vrieze (2012) places emphasis in particu-
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lar on the comparison of the AIC and BIC for model selection in psychological
research.
Approaches to Bayesian model comparison which are efficient in settings with
a large number of predictors and a large number of candidate models include
the reference predictive method which minimises the Kullback-Leibler diver-
gence between a prespecified reference model and a candidate model (Martini
& Spezzaferri, 1984; Piironen & Vehtari, 2017), and the projection predictive
inference approach of Goutis & Robert (1998), which was extended by Dupuis
& Robert (2003) and Piironen et al. (2018).
An often overlooked fact is that the applicability of existing model compar-
ison and selection techniques strongly depends on the assumptions made about
the model spaceM (Bernardo & Smith, 1994; Vehtari & Ojanen, 2012; Piironen
& Vehtari, 2017). This complicates the selection of an appropriate and compu-
tationally efficient model comparison method in practice. Additionally, some of
the above-mentioned techniques are approximations or biased estimators of each
other, complicating the situation even further. For example, it is well-known
that K-fold cross-validation is a biased estimator of LOO-CV (Burman, 1989)
which is computationally more efficient. However, if computational efficiency is
not needed because the model’s complexity and the sample size are only mod-
erate, introducing bias to reduce the variance is superfluous. Also, LOO-CV
itself is asymptotically equal to the AIC for ordinary regression models (Stone,
1977), but in the massive-data setting with a huge sample size, it may be much
more efficient to compute AIC instead of precise LOO-CV. Additionally, AIC
and BIC can be derived in the same Bayesian framework just by using different
prior probabilities (Burnham & Anderson, 2004), but the optimality of AIC or
BIC depends again (for example, in linear regression) on specific assumptions
on the model space M (the “true“ model must be in the candidate set) as
shown by Yang (2005). As these examples highlight, the fact that the various
methods are often intertwined complicates the selection of the appropriate tech-
nique in practice. Model comparison is, therefore, an important technique in
psychological research – see also Wasserman (2000), Zucchini (2000) and Vrieze
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(2012) – and the appropriateness of a specific model selection method depends
strongly on the assumptions made about the model spaceM and the method’s
computational efficiency.
The plan of the paper is as follows: Section 2 briefly introduces Bayesian
model comparison from a decision-theoretic perspective, which strives to max-
imise an expected utility. It is shown that in general, Bayesian model comparison
techniques can be unified under this paradigm by selecting the logarithmic score
as the utility function, thereby judging the out-of-sample predictive ability of a
statistical model under consideration. Section 3 then discusses different perspec-
tives on the model space M, and the possible model selection methods which
are available in each model view. Section 4 introduces Pareto-smoothed im-
portance sampling leave-one-out cross-validation (PSIS-LOO-CV) as a general
method in the M-open model view, and relates the underlying theory to stan-
dard LOO-CV and importance sampling LOO-CV (IS-LOO-CV). Additionally,
the theory behind approximate LOO-CV as proposed by Magnusson et al. (2019)
is detailed, which makes the method applicable even in large-scale models with
huge sample sizes and a potentially large number of model parameters. Section
5 then provides a case study in which logistic regression is used as a running
example in the tutorial to showcase how to use approximate PSIS-LOO-CV in
practice. It is shown that PSIS-LOO significantly reduces the computational ef-
fort needed for Bayesian model comparison, while retaining high accuracy of the
ELPD estimates. Section 6 concludes by discussing the benefits and limitations
of the method.
2. Bayesian model comparison from a decision-theoretic perspective:
Maximising the expected utility and predictive ability
Before the different model space views are discussed, this section briefly
explains how Bayesian model comparison methods can be united under the
decision-theoretic umbrella of the model’s expected utility. This perspective
enables to quantify the predictive ability of a model by using a specific utility
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function (the log-score) and to judge how well it generalises beyond the observed
sample data.
From a Bayesian perspective, model comparison is interpreted as a decision-
theoretic approach which has the goal of maximising the expected utility for a
utility function u(M, ·) when selecting a model M ⊂ M from the model space
M, which consists of all models under consideration. The expected utility u¯(M)
of selecting a model M is given as
u¯(M) =
∫
u(M, y˜)pt(y˜)dy˜ (1)
where the true but unknown probability distribution generating an observation
y˜ is pt(y˜). A common approach for model comparison is to analyse how well a
model predicts new data (Vehtari & Ojanen, 2012; Piironen & Vehtari, 2017).
If a model does not generalise well to new data, it may be argued that the
model is inappropriate or at least lacks some important features so that it does
not capture the nature of the true underlying data generating process pt(y˜). A
natural candidate for the utility function u which is therefore commonly used is
the log score u(M, y˜) = log pM (y˜|y), which leads to the expected log predictive
density (ELPD):
elpd(M) =
∫
log pM (y˜|y)pt(y˜)dy˜ (2)
The ELPD for model M can be interpreted as the weighted average of the log
predictive density log pM (y˜i|y) for a new observation for the model M , where
the weights stem from the true data generating process pt(y˜). Large values of
elpd(M) indicate that the model predicts new observations y˜ well, while small
values of elpd(M) show that the model does not generalise well to new data.
However, in practice the true probability density pt(y˜) of course is unknown,
which is why leave-one-out cross-validation (LOO-CV) has established itself as
a general method for estimating the ELPD for a model M (Vehtari et al., 2017).
The idea of LOO-CV is to interpret the already observed data D = {xi, yi}ni=1,
in particular y := (y1, ..., yn) as pseudo Monte-Carlo draws from the true data
generating process pt(y˜) and to estimate the integral in equation (2) via the
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Monte-Carlo average
elpdLOO(M) =
1
n
n∑
i=1
log pM (yi|y−i) (3)
=
1
n
n∑
i=1
log
∫
pM (yi|θ)pM (θ|y−i)dθ (4)
=
1
n
elpdLOO(M) (5)
where pM (·|y−i) denotes conditioning on all observations y1, ..., yi−1, yi+1, ..., yn
except for observation yi, and pM (θ|y−i) is the leave-one-out (LOO) posterior,
henceforth only called the LOO posterior. pM (θ|y) is the full posterior distri-
bution conditioned on all data y1, ..., yn and pM (yi|θ) is the model likelihood.
For Bayesian model selection, the quantities elpdLOO(M) and elpdLOO(M) are
relevant to judge the out-of-sample predictive performance of competing models
under consideration.
From a theoretical perspective, LOO-CV has several properties which makes
the procedure attractive for Bayesian model comparisons: First, LOO-CV as
given in equation (3) is a consistent estimate of elpd(M), while other approaches
like K-fold cross-validation (where the data is divided in K chunks and each
chunk is left out successively, instead of leaving out each single observation suc-
cessively) are biased estimators of the expected log predictive density elpd(M)
(Burman, 1989). Unbiased estimators for the elpd(M) like the widely appli-
cable information criterion (WAIC) (Watanabe, 2009, 2010) are an alternative
to LOO-CV, but recent research hints in the direction that LOO-CV is more
robust than WAIC in the finite data setting (Vehtari et al., 2017).
Second, as stressed by Magnusson et al. (2019), LOO-CV has the appeal-
ing property that different utility functions u(M, ·) can easily be used in the
procedure. Third, hierarchical data structures like leave-one-group-out cross-
validation can be taken into account by LOO-CV as shown by Merkle et al.
(2019). Together, these benefits are in particular appealing for psychological
research, where different utility functions (for example based on treatment or
intervention costs or the expected treatment utility or outcome) could be used,
7
and hierarchical data is often employed in study designs, for example from
patients located at different hospital sites, geographic regions or other group-
related structures.
However, psychological research also faces massive amounts of data, and
model comparison techniques like LOO-CV need to scale in such situations,
which are becoming the norm rather than the exception nowadays (Harlow &
Oswald, 2016; Kang et al., 2019).
The computational costs of Bayesian model comparison via LOO-CV prob-
lematically strongly depend on two quantities as shown in table 1.
Computational costs of LOO-CV
Small p Large p
Small n Moderate Large
Large n Large Very large
Table 1: Computational costs of Bayesian LOO-CV depending on the number of parameters
p and the sample size n
If the number of parameters p is small, the computational costs of obtaining the
LOO posterior pM (θ|y−i) – which in realistic settings most often is obtained
via Markov-Chain-Monte-Carlo (MCMC) or Hamiltonian Monte Carlo (HMC)
sampling (Wagenmakers et al., 2010) – are only moderate. In small-dimensional
posterior distributions HMC algorithms like the No-U-Turn sampler of Hoffman
& Gelman (2014) work efficiently in exploring the posterior. If additionally the
sample size n is small, the number of LOO posteriors pM (θ|y−i) which need to
be computed for the calculation of elpdLOO(M) is small, too.
When the number of parameters p grows, but sample size n stays small, the
computational costs grow by the increased computational needs of the MCMC
or HMC algorithms to obtain the LOO posteriors pM (θ|y−i), but the model still
needs to be refit only n times. However, the increased computational effort of
obtaining the posterior for large p can be substantial. The reason is given by
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the fact that very high-dimensional posteriors typically have a complex posterior
geometry, which makes it hard for traditional MCMC and HMC algorithms to
explore the distribution efficiently (Neal, 2011; Betancourt, 2017).
In the other case when the sample size n grows, but the number of parame-
ters p stays small, MCMC or HMC algorithms can obtain the LOO posteriors
pM (θ|y−i) quickly, but now n of these LOO posteriors needs to be computed,
and n is large.
The worst-case scenario happens in the regime of massive high-dimensional
data, which amounts to both p and n being large. In this case, fitting a single
LOO posterior pM (θ|y−i) via MCMC or HMC is already costly, and the model
needs to be fitted a large number of n times. Unfortunately, this data-rich
regime is often faced in psychological research, for example when a substantial
number of covariates (e.g. biomarkers) are recorded, and the number of study
participants is large, too. Also, the situation in which n is small and p is large
is often faced, too. For example, when studying rare disorders the sample size
n is typically much smaller than p, and the computational costs remain large
(see upper right cell of table 1).
Before we introduce approximate PSIS-LOO-CV as a potential solution to
these problems, the following section briefly discusses multiple model views, each
of which makes specific assumptions about the model space M of all models
under consideration.
3. Model views and their corresponding Bayesian approaches to model
comparison and selection
This section discusses multiple model views and the corresponding model
comparison and selection methods available in each of these views. A compre-
hensive review of Bayesian model selection perspectives is given by Bernardo &
Smith (1994) and Vehtari & Ojanen (2012). Here, we briefly summarise the dif-
ferent perspectives on Bayesian model selection to clarify the assumptions made
by the different model views and discuss the implied restrictions and suitability
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for psychological research.
The three usually separated model perspectives are shown in table 2. Note
that some authors additionally list theM-mixed view (Vehtari & Ojanen, 2012;
Piironen & Vehtari, 2017). We refrain from doing so because the approaches in
the M-mixed view conceptually produce biased estimates of the expected log
predictive density (or for the expected utility based on some utility function
different from the log-likelihood), and strongly resemble the M-closed or M-
completed view.
Bayesian model selection approaches and model perspectives
Perspective Interpretation Model selection approaches
M-open No candidate model is correct
and there exists no reference
model
Cross-validation, information
criteria
M-
completed
Existence of a full encompass-
ing reference model which is
treated as the best description
of future data
Reference predictive method,
projection predictive inference
M-closed Collection of models {Ml}Ll=1
under consideration, where one
assumes that one model Ml is
correct
Maximum a posteriori (MAP)
model selection, Bayesian
model averaging (BMA)
Table 2: Bayesian model selection approaches and model perspectives
3.1. The M-closed view
The simplest perspective is theM-closed view, in which the true model Mt is
assumed to be among the candidate models {Ml}Ll=1 under consideration. In this
case, the model spaceM is closed and the natural Bayesian approach of selecting
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among the models {Ml}Ll=1 is to calculate the posterior model probabilities
p(M |D) ∝ p(D|M)p(M) (6)
after observing the data D = {(xi, yi)}ni=1. The usual practice is to select
the model with maximum a posteriori (MAP) probability in equation (6) from
a model selection perspective (Held & Sabane´s Bove´, 2014; Marin & Robert,
2014). Predictions for new data y˜ are usually obtained via Bayesian model
averaging (BMA) (Hoeting et al., 1999):
p(y˜|D) =
L∑
l=1
pMl(y˜|D)pMl(D)
which is simply a model-weighted average of the posterior predictive distribu-
tions pMl(y˜|D) of each model Ml for the new data y˜1. The average is built
from the posterior predictive distributions of all models {Ml}Ll=1 under con-
sideration, and the weight of each individual posterior predictive contribution
pMl(y˜|D) is given by the posterior model probability pMl(D). For details about
BMA see also Hoeting et al. (1999) and Raftery et al. (2003). While concep-
tually straightforward, theM-closed assumption is often strongly unrealistic in
practice, because (1) it remains entirely unclear if the true model Mt is indeed
among the set of candidate models and (2) in a large number of settings the
number of models to be considered is infinite (for example in a standard nor-
mal model where data is assumed to follow a N (µ, σ2) distribution with known
σ2 > 0 and unknown mean µ, so that the number of models to be consid-
ered is not countable anymore), which makes the calculation of Bayesian model
averages difficult.
3.2. The M-completed view
TheM-completed view weakens the unrealistic assumption of theM-closed
view by assuming only the existence of a reference model Mref. This reference
1For notational simplicity, we write the posterior distribution p(y˜|D,Ml) as pMl (y˜|D),
where the subscript M indicates the model the posterior distribution is conditioned on.
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model Mref is defined as a full encompassing model over the other candidate
models and is believed to represent the underlying reality best among all models
under consideration. However, it is not believed to be the true data generating
model Mt, and also the assumption that the model space M of models under
considerations contains the true data generating modelMt is not made in theM-
completed view. There are two distinct approaches to the M-completed view:
(1) The reference predictive method (Martini & Spezzaferri, 1984; Piironen &
Vehtari, 2017) and (2) projection predictive inference (Goutis & Robert, 1998;
Dupuis & Robert, 2003; Piironen et al., 2018).
Reference predictive method
The reference predictive method proceeds by (1) constructing the reference
model Mref, and (2) estimating the utilities of the candidate models M under
consideration. Notice that in most settings the reference model may be best in
terms of predictive ability, but simultaneously difficult to interpret because it
has a much larger number of parameters. The goal of the reference predictive
method therefore is to treat the reference model Mref as the true underlying
data generating distribution pt(y˜) in equation (2). While it is not believed to be
the true data generating model, interpreting it as if it were the true model then
enables to use it as a benchmark to compare the other candidate models with
it in terms of predictive ability. These other candidate models are in general
easier to interpret than the reference model Mref, and if a candidate model M
can be found which yields a similar predictive ability as the reference model
Mref, this simplifies model interpretation.
The expected utility using the reference model Mref is obtained by replacing
the true distribution pt(y˜) in equation (2) with the reference model’s predictive
distribution: pt(y˜) = pMref(y˜|D). Computing the average over the covariate
inputs {xi}ni=1 of the training data D yields the reference utility u¯ref(M):
u¯ref(M) =
1
n
n∑
i=1
∫
log pMref(y˜|xi, D)pM (y˜|xi, D)dy˜ (7)
The maximisation of this expected utility is equivalent to minimisation of the
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predictive Kullback-Leibler divergence between the candidate model M and the
reference model Mref at the data:
δ(Mref||M) = 1
n
n∑
i=1
KL(pMref(y˜|xi, D)||pM (y˜|xi, D)) (8)
However, while the model selection can be based on selecting the model Ms
which minimises δ(Mref||M), that is Ms := arg min
M
δ(Mref||M), there are mul-
tiple challenges to this approach. First, the computation of the expected utility
in equation (7) can become difficult, in particular when y˜ is high-dimensional.
Second, the construction of the reference model Mref is problematic in practice,
as in most situations it simply is “not obvious how it should be done.” (Piironen
& Vehtari, 2017, p. 715). While Martini & Spezzaferri (1984) used the Bayesian
model average as a default reference model Mref, computing the BMA may be
difficult in practice, too. Even worse, the BMA assumes the M-closed view,
which is an unrealistic assumption in most situations.
Projection predictive inference
The second option in the M-completed view is the projection predictive
inference approach. The approach goes back to Goutis & Robert (1998) and
Dupuis & Robert (2003), and the general idea is that the information contained
in the reference model Mref is projected onto the candidate models M to cause
the predictive distribution of the reference and candidate model to be as sim-
ilar as possible. The proposal of Goutis & Robert (1998) was to project the
parameter θ∗ in the parameter space ΘMref of the reference model Mref onto a
parameter θM in the parameter space ΘM of the candidate model M . The pro-
jection is then defined as the minimisation of the Kullback-Leibler divergence
between the predictive model densities over the parameters θ:
θM = arg min
θ
1
n
n∑
i=1
KL(pMref(y˜|xi, θ∗)||pM (y˜|xi, θ)) (9)
After identifying the parameter θM which minimises the Kullback-Leibler diver-
gence between the predictive model densities, the KL-divergence is then used a
second time to measure the discrepancy between the reference model Mref and
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the candidate model M . Now, the parameters in the posterior predictive distri-
bution pM (y˜|xi, θ) of the candidate model M are set to the (optimal) projected
parameter θM , and the KL-divergence is calculated:
δ(Mref||M) = 1
n
n∑
i=1
E [KL(pMref(y˜|xi, θ∗)||pM (y˜|xi, θM ))] (10)
Dupuis & Robert (2003) sampled the posterior of the reference model Mref
and calculated (9) for each posterior draw θs∗, s = 1, ..., S, yielding correspond-
ing projected parameters θsM , s = 1, ..., S. Equation (10) was then estimated
via simple Monte-Carlo integration. Finally, the Monte Carlo estimator of
δ(Mref||M) in (10) can then be used for model selection.
However, the approach has several drawbacks: First, the term (10) needs to
be obtained numerically in most settings. Second, the optimisation in (9) also
needs to be carried out by numerical methods. Third, Dupuis & Robert (2003)
used a measure called relative explanatory power for model selection, which is
not without problems as (1) it uses an arbitrary threshold for deciding between
models and (2) interpretation of differences in explanatory power between mod-
els is complicated. Details are omitted here due to space limitations but more
information can be found in Nott & Leng (2009) Piironen & Vehtari (2017). Pi-
ironen et al. Piironen et al. (2018) recently improved the approach by mapping
posterior draws of the reference model onto clusters of parameter values in the
candidate model space ΘM , and highlighted how to use this method for variable
selection in the generalised linear model (McCullagh & Nelder, 1989). However,
while promising, the construction of the reference model Mref remains largely
unanswered as simply a reference model is selected in their approach which is
best in predictive ability. While this uncouples model selection from variable
selection and parameter estimation, in practice a reference model (if one exists)
would be based on domain-specific knowledge or prior information, and rarely
be justified on purely quantitative arguments.
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3.3. The M-open view
The most general view is theM-open view, which assumes that none of the
models under consideration is true. Also, one assumes that there is no reference
model available, which is a full encompassing model for all other models and
is assumed to model the underlying reality best. This is the most realistic
assumption in most psychological research, and the predictive performance of a
model in theM-open view is estimated via cross-validation (CV) or information
criteria.
Cross-validation
As already stressed in section 2, the true data generating distribution p(y˜)
is unknown, so that one needs to estimate it to obtain the expected log pre-
dictive density in equation (2). While it would be possible to use the already
observed data y as a proxy for the true data generating distribution p(y˜), us-
ing the same data which was used to fit the model itself also to estimate the
expected log predictive density will lead to an overly optimistic estimate of the
generalisation performance of the model. Therefore, the already observed data
D = {(xi, yi)}ni=1 is divided into K subsets D1, ..., DK , and each of these sets
is used for validation of the model which is trained on the remaining subsets.
This is the idea of Bayesian K-fold cross-validation, which is computed as
elpdK-fold(M) =
1
n
n∑
i=1
log pM (yi|xi, D−yi) (11)
Here, D−yi is the training set which includes all partitions Di, i = 1, ...,K, ex-
cept for the partition with yi ⊆ Di in which the observation yi is located. When
setting K = n, K-fold cross-validation equals leave-one-out cross-validation as
detailed in equation (3). While K-fold CV is a biased estimator of precise
LOO-CV (Burman, 1989), it is computationally much more efficient than pre-
cise LOO-CV when K << n. In these cases, refitting the model needs only to be
done K instead of n times. Also, due to the well-known bias-variance-tradeoff
(Held & Sabane´s Bove´, 2014), introducing bias may decrease the mean squared
error (MSE) and out-of-sample predictive accuracy. This is why K-fold CV, in
15
general, is quite robust and precise LOO-CV – which is an unbiased estimate of
the expected log predictive density, see Watanabe (2010) – may tend to over-
fitting if the number of considered models becomes large (Vehtari et al., 2017;
Piironen et al., 2018).
Information criteria
Information criteria are the second option when adopting the M-open per-
spective. The most popular Bayesian information criterion is the widely appli-
cable information criterion (WAIC) which was introduced by Watanabe (2009,
2010). WAIC is given as
WAIC(M) =
1
n
n∑
i=1
log pM (yi|xi, D)− V
n
(12)
where the first term is the expected log predictive density and the latter term is
the functional variance V scaled by the sample size n. V itself can be calculated
as
V =
n∑
i=1
(E
[
(log pM (yi|xi, θ))2
]− E [(log pM (yi|xi, θ))]2) (13)
In the above, the expectation E is taken over the posterior pM (θ|D). Watanabe
Watanabe (2010) showed that the WAIC is asymptotically identical to Bayesian
LOO-CV and therefore an unbiased estimator of the expected log predictive
density elpd(M) in equation (2). The deviance information criterion (DIC)
proposed by Spiegelhalter et al. (2002) is another popular information criterion:
DIC(M) =
1
n
n∑
i=1
log pM (yi|xi, D, θ¯)− pe
n
(14)
Here, pe is an estimate of the effective number of parameters and θ¯ = E[θ|M,D]
is the posterior mean of the parameters. In particular, this latter assumption
can hardly be justified, as it is unclear why the model fit should be computed
only for the parameters fixed at the posterior mean. Also, this makes DIC a
biased estimate of the expected log predictive density elpd(M). Together, these
aspects make DIC a less attractive option compared to WAIC (although the
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first criticism plays a much more important role; for example, K-fold CV is also
a biased estimator but enjoys very desirable robustness (Piironen & Vehtari,
2017)). For a discussion why to prefer WAIC instead of the AIC (Akaike, 1974)
or BIC (Schwarz, 1978), see McElreath (2020).
3.4. Model views in psychological research
Based on the three model views given in table 2, the question is which model
view seems most reasonable in psychological research. The most reductionist
model view is the M-closed view, which assumes that one of the models Ml
in the set of considered models {Ml}Ll=1 is true. While the M-completed view
seems more restrictive, in many situations it remains unclear how to select
the reference model Mref. This fact holds in particular when the number of
predictors p becomes large, and there is no causal model relating the predictors
to each other. The model view posing the fewest restrictions is the M-open
view. In a variety of psychological research, it is entirely unrealistic that one
of the models considered precisely reflects the true data generating mechanism
and most statistical models can at best be interpreted only as approximations
to reality in these cases. Additionally, in most of these settings, there is no
full encompassing reference model as it is not clear that the reference model
needs to be encompassing. For example, when only two predictors are studied
on a response variable, the full encompassing model would be the model which
includes both predictors (and the interaction effect between them). However,
there is no reason to assume in general that the encompassing model using both
predictors (and the interaction effect between them) is preferable to the models
including only one of both predictors in terms of predictive accuracy. One of
the predictors could be pure noise without any effect on the response variable.
Clearly, the reference model in such a case would not be the full encompassing
model, but the model which includes only the relevant predictor(s).
In summary, the M-open view assumes the most realistic structure about
the model space M and the models under consideration. In situations where a
meaningful reference modelMref can be constructed, theM-completed approach
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may be suitable. However, in these cases, the application of the reference pre-
dictive method or the projection predictive method remains complicated. There
are multiple proposals on how to project from the reference model parameter
space onto the candidate model parameter space Piironen et al. (2018), and
both numerical optimisation and integration is needed. Also, there are multiple
proposals for the measure which is used how to decide between the projected
models (Piironen & Vehtari, 2017). In contrast, when adopting the M-open
view, cross-validation and information criteria for model comparison and selec-
tion are more straightforward to compute. Additionally, cross-validation enables
to use customised utility functions u(M, ·), which is particularly useful in psy-
chological research. Also, as shown by Merkle et al. (2019), generalisations of
LOO-CV such as leave-one-cluster-out or leave-one-group-out are suitable for
studies conducted at several hospital sites or institutions. While there has no
equivalent theory been developed for information criteria, this is a substantial
benefit of cross-validation and the M-open view.
4. Pareto-smoothed importance samling leave-one-out cross-validation
This section now introduces approximate Pareto-smoothed importance sam-
pling LOO-CV (approximate PSIS-LOO-CV) as an improvement over standard
LOO-CV, importance sampling LOO-CV (IS-LOO-CV), and Pareto-smoothed
importance sampling LOO-CV (PSIS-LOO-CV). Standard LOO-CV was de-
tailed in section 2, and here, IS-LOO-CV is detailed first. Then, PSIS-LOO-CV
is discussed which improves upon IS-LOO-CV, and subsequently, approxima-
tions to PSIS-LOO-CV are introduced. These enable the application of PSIS-
LOO-CV even in large-scale models.
4.1. Importance sampling and Pareto-smoothed importance sampling LOO-CV
As discussed in section 2, naively implementing LOO-CV would imply that
inference needs to be repeated n times for each model under consideration.
This quickly becomes costly, and Gelfand (1996) originally proposed to use
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importance sampling to solve this problem as follows: He estimated pM (yi|y−i)
in equation (3) using the importance sampling approximation
log pˆ(yi|y−i) = log
(
1
S
∑S
s=1 pM (yi|θs)w(θs)
1
S
∑S
s=1 w(θs)
)
(15)
where w(θs) are the importance weights (or ratios) which are given as
w(θs) =
pM (θs|y−i)
pM (θs|y) ∝
1
pM (yi|θs) (16)
and θs, s = 1, ..., S are draws from the full posterior distribution pM (θ|y). Us-
ing importance sampling as proposed by Gelfand (1996), only the full posterior
distribution needs to be computed to conduct LOO-CV. In contrast, using stan-
dard LOO-CV, obtaining the n LOO posteriors in general is much more costly.
Problematically, the variance of the importance ratios w(θs) can become infinite,
invalidating the procedure.
Therefore, Vehtari et al. (2015) introduced Pareto-smoothed importance
sampling (PSIS) where a generalised Pareto distribution is fit to the largest
weights w(θs) and these importance sampling ratios are replaced with order
statistics from the fitted generalised Pareto distribution. This method reduces
the variance of the importance ratios by introducing a small bias. Also, the
shape parameter kˆ from the generalised Pareto distribution can be used as an in-
dicator how reliable the estimate of pˆ(yi|y−i) is, and empirical results show that
data-points yi yielding kˆ > .7 signal that the estimate of log pˆ(yi|y−i) can be un-
reliable (Vehtari et al., 2015). In such cases, standard cross-validation should be
used for the problematic observation yi, so that log pM (yi|y−i) is not estimated
via log pˆ(yi|y−i), but is calculated (numerically) as
∫
pM (yi|θ)pM (θ|y−i)dθ. Of
course, when the number of observations with kˆ-values larger than .7 grows,
PSIS-LOO-CV becomes quickly inefficient. In the worst case, all observations
yield values of kˆ > .7, and in this situation, PSIS-LOO-CV becomes LOO-CV,
as all LOO posteriors need to be obtained in the standard way. In cases where
PSIS-LOO-CV faces a lot of problematic kˆ-values, using K-fold CV is recom-
mended instead. An appealing feature of the procedure is that it is able to signal
problems when it does not work properly through the Pareto kˆ diagnostic values.
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4.2. Scalable approximate PSIS-LOO-CV
Magnusson et al. (2019) recently proposed to improve on naive Bayesian
LOO-CV by targeting the two problems discussed in section 2: (1) Obtaining
the posterior when p is large is costly. (2) In the domain where the sample size
n is large, refitting each model under consideration n times is costly.
4.2.1. Using posterior approximations instead of precise MCMC inference
To solve (1), Magnusson et al. (2019) proposed to use a posterior approxi-
mation qM (θ|y) for a model M as the proposal distribution in an importance
sampling scheme, where the target distribution is the approximate LOO poste-
rior pM (θ|y−i) of interest. To ensure that the importance sampling scheme still
works, it needs to be corrected for using such a posterior approximation instead
of the precise posterior. They adapted the importance ratios w(θs) in equation
(16) to
w(θs) =
pM (θs|y−i)
qM (θs|y) =
pM (θs|y−i)
pM (θs|y)︸ ︷︷ ︸
=:A
pM (θs|y)
qM (θs|y)︸ ︷︷ ︸
=:B
(17)
∝ 1
pM (yi|θs)
pM (θs|y)
qM (θs|y) (18)
The idea behind this is intuitive: The importance weights are the product the
two terms A and B. The quantity A is the correction from the approximate
full posterior pM (θs|y) to the approximate LOO posterior pM (θs|y−i), while the
quantity B can be interpreted as the correction from the posterior approximation
qM (θs|y) to the approximate full posterior pM (θs|y). To reduce the computa-
tional effort, first, only an approximate full posterior distribution pM (θ|y) is
computed, for example via Laplace approximation or variational inference.
In Laplace approximation, the posterior is approximated where qM (θ|y) is a
multivariate normal distribution and the posterior mode is used as its mean and
the inverse Hessian is used as the covariance matrix (Azevedo-Filho & Shachter,
1994).
In variational inference, the Kullback-Leibler (KL) divergence is minimised
between an approximate family of densities F and the posterior distribution
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p(θ|y), yielding an approximation which is closest to the true posterior where
the distance is measured by the KL divergence (Jordan et al., 1999; Kucukelbir
et al., 2015; Blei et al., 2017). Often, the family of distributions considered is
also multivariate normal distributions with either diagonal covariance structure
(mean-field) or a full covariance structure (full-rank) (Kucukelbir et al., 2015).
No matter which posterior approximation technique is used, the approximate
full posterior distribution pM (θ|y) is evaluated at θs, for s = 1, ...., S different
draws, yielding pM (θs|y). For Laplace approximation or variational inference,
qM (θs|y) is also known and can be evaluated at the posterior draws θs, and the
same is true for the likelihood pM (yi|θs).
In summary, the calculation of w(θs) via equation (18) is therefore possible
based only on a posterior approximation instead of full MCMC inference.
Now, plugging the importance weights w(θs) into equation (15) then yields
an importance sampling approximation log pˆ(yi|y−i) of pM (yi|y−i) in equa-
tion (3), where equation (3) itself the standard pseudo Monte-Carlo estimate
elpdLOO(M) for the expected log predictive density elpd(M), which quantifies
how well the model generalises beyond the sample.
Like in regular importance sampling, the importance ratios w(θs) here can
become unstable due to a long right tail (Gelfand, 1996). Therefore, Magnusson
et al. (2019) proposed to use PSIS to stabilise the importance ratios and to
evaluate the reliability of the posterior approximation using kˆ as a diagnostic.
This is possible because in cases where the posterior approximation is bad (and
qM (θs|y) in turn becomes small), the ratios w(θs) will become inflated quickly,
leading to large kˆ values.
While the original proposal of Gelfand (1996) required to compute the full
posterior to obtain the importance sampling approximation log pˆ(yi|y−i) for
pM (yi|y−i) in equation (3), now only a posterior approximation is needed. This
decreases the computational burden in the setting when the number of predic-
tors p is large, as Markov-Chain-Monte-Carlo (MCMC) and Hamiltonian Monte
Carlo (HMC) algorithms then often encounter problems in efficiently exploring
the posterior or the exploration takes quite long (Betancourt, 2017).
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4.2.2. Using probability-proportional-to-size subsampling
When n is large, the estimation of pM (yi|y−i) by log pˆ(yi|y−i) with the
adapted importance sampling scheme for each term in elpdLOO(M) can still be
costly, as n LOO posteriors need to be derived via importance sampling. Mag-
nusson et al. (2019) therefore additionally proposed to make use of probability-
proportional-to-size subsampling, which reduces the cost of computing the ex-
pected log predictive density elpdLOO(M) additionally . Instead of estimat-
ing pM (yi|y−i) by log pˆ(yi|y−i) with the adapted importance sampling scheme
for each yi, one samples m < n observations proportional to p˜ii ∝ pii =
− log pM (yi|y) = − log
∫
pM (yi|θ)pM (θ|y)dθ. Often, the full posterior log pre-
dictive density log pM (yi|y) can be computed easily when evaluating models.
Even if the computation is costly or complicated, one can make use of the
Laplace (or variational inference) approximation in regular models: For large
sample size n, log pM (yi|y) ≈ log pM (yi|θˆ), where θˆ is the posterior mean ob-
tained via Laplace approximation (or variational inference). Finally, the ex-
pected log predictive density then can be estimated as
ˆelpdLOO(M) =
1
n
1
m
m∑
i=1
1
p˜ii
log pˆ(yi|y−i) (19)
where each log pˆ(yi|y−i) is computed via the importance sampling approxima-
tion in equation (15), and the ratios are calculated from the adapted importance
sampling scheme shown in equation (18). Each log pˆ(yi|y−i) is an estimate
for the corresponding pM (yi|y−i) in equation (3). The Monte-Carlo estimator
elpdLOO(M) in equation (3) itself estimates the expected log predictive density
elpd(M) given in equation (2). In equation (19), m is the subsample size used
and p˜ii is the probability of subsampling observation yi. In summary, the esti-
mator in equation (19) benefits from the adapted importance sampling, so that
only a posterior approximation is required, and also needs only m < n sum-
mands for estimating elpd(M). If n is large, this can reduce the computational
burden to perform PSIS-LOO-CV substantially.
Magnusson et al. (2019) also derived a closed form expression for the variance
of the estimator ˆelpdLOO(M), so that using the already obtained quantities, the
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variance V( ˆelpdLOO(M)) of the estimator
ˆelpdLOO(M) can be calculated as
follows:
V( ˆelpdLOO(M) =
1
n2m(1−m)
m∑
i=1
(
log pˆ(yi|y−i)
p˜ii
− n · ˆelpdLOO(M)
)2
(20)
Henceforth, this variance will be called the subsampling error. (Magnusson
et al., 2019, Proposition 1) showed under quite general assumptions that the
subsampling error V( ˆelpdLOO(M)) converges in probability to zero for fixed
subsampling size m and posterior draw size S when n→∞, for any consistent
posterior approximation technique.2
However, to compare competing models the variance V[elpdLOO(M)] of
elpdLOO(M) as given in equation (3) is required, henceforth denoted as σ
2
LOO(M)
(that is, σ2LOO(M) := V[elpdLOO(M)]). Based on the derivations in (Magnusson
et al., 2019), one can use the same observations as sampled before to estimate
this variance as follows:
σˆ2LOO(M) =
1
nm
m∑
i=1
[log pˆ(yi|y−i)]2
p˜ii
(21)
+
1
n2m(m− 1)
m∑
i=1
(
log pˆ(yi|y−i)
p˜ii
− 1
m
m∑
i=1
log pˆ(yi|y−i)
p˜ii
)2
−
(
1
nm
m∑
i=1
log pˆ(yi|y−i)
p˜ii
)2
For a proof of the unbiasedness of the estimator σˆ2LOO(M) for σ
2
LOO(M) see the
supplementary material in Magnusson et al. (2019).
5. Case study
This section now shows how to apply different LOO-CV methods in practice,
in particular approximate PSIS-LOO-CV. An R script including all code to
2Notice that in the limit, a subsample of size m = 1 in combination with a single posterior
draw S = 1 suffices when n → ∞ to let the subsampling error decrease to zero. However, in
practice increasing m and S will be much easier than increasing sample size n.
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reproduce all results and figures can be found at the Open Science Foundation
under https://osf.io/qus6j/.3
Model
As a running example, we use the standard logistic regression model in which
the likelihood of a single observation is given as
f(yi|p) =
(
n
yi
)
pyi(1− p)n−yi (22)
where p = l−1(η) is the probability of a success, η = α + xTβ is the linear
predictor and n is the number of trials conducted. For the complete sample,
the likelihood becomes the product of the single likelihood contributions of each
observation. The standard choice to map the predictor η which typically is
∈ R onto the probability scale [0, 1] is to use the logit function l(p) = ln( p1−p ),
because then p = l−1(η) = e
η
1+eη . The likelihood of a single observation thus
becomes
f(yi|p) =
(
n
yi
)(
eη
1 + eη
)yi (
1− e
η
1 + eη
)n−yi
(23)
and the sample likelihood is again the product of the individual likelihood contri-
butions of each observation. For details, see also Faraway (2016) and McCullagh
& Nelder (1989). For a full Bayesian analysis, we need to specify priors p(α)
and p(β) on both the intercept α and the regression coefficient vector β. In the
following we use weakly informative priors, which are also the recommended
default priors used in the rstanarm package (Goodrich et al., 2020). The rstan
(Stan Development Team, 2020) and rstanarm packages will be used for poste-
rior inference via the No-U-Turn Hamiltonian Monte Carlo sampler of Hoffman
& Gelman (2014) in Stan (Carpenter et al., 2017). Unless otherwise stated, we
use α ∼ N (0, 2.5) and βk ∼ N (0, 2.5) for all k = 1, ...,K regression coefficients
(Gabry & Goodrich, 2020).
3However, we do not encourage the reader to execute code parallel to reading, as calculation
of several results may vary from seconds to multiple hours.
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The posterior distribution is then obtained via MCMC sampling as
f(α,β|X, y) ∝ p(α)×
K∏
k=1
p(βk)×
n∏
i=1
(
eηi
1 + eηi
)yi ( 1
1 + eηi
)n−yi
(24)
Four chains with n = 4000 iterations are used for posterior inference in all
models, where n = 2000 iterations are used as a burn-in. Convergence to the
posterior distribution is checked visually (Gabry et al., 2019) and numerically
using the Gelman-Rubin shrink factor Rˆ (Gelman & Rubin, 1992).
Data set
In the running example, we use data from the Western Collaborative Group
Study (WCGS) on chronic heart disease (Rosenman et al., 1975), see also Far-
away (2016). The WCGS began in 1960 with n = 3524 male volunteers who
were employed by 11 California companies. Subjects were 39 to 59 years old and
free of heart disease as determined by an electrocardiogram. After the initial
screening, the study population dropped to 3154 and the number of compa-
nies to 10 because of various exclusions. At baseline the following information
was collected: socio-demographic including age, education, marital status, in-
come, occupation; physical and physiological measurements including height,
weight, blood pressure, electrocardiogram, and corneal arcus; biochemical mea-
surements including cholesterol and lipoprotein fractions; medical and family
history and use of medications; behavioural data based on interviews, smoking,
exercise, and alcohol use. Later surveys added data on anthropometry, triglyc-
erides, Jenkins Activity Survey, and caffeine use. Average follow-up continued
for 8.5 years with repeat examinations.
For the running example, a subset of n = 3140 participants was selected
based on the exclusion criterion of any missing values for a predictor. While
the size of this dataset is not huge and for illustration purposes only a small
subset of the available predictors for the outcome coronary heart disease (ab-
sent/present) is used, it is clear that precise LOO-CV means refitting any model
under consideration 3140 times. Even for a moderate-dimensional posterior dis-
tribution, this computational effort becomes massive, so that when comparing a
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moderate number of models, the benefits of approximate LOO-CV in particular
with subsampling are substantial.
Models used for illustration purposes with the WCGS data set
Model Predictors
M1 age, height, weight
M2 age, height, weight, systolic blood pressure, diastolic blood pressure,
fasting serum cholesterol
M3 age, height, weight, systolic blood pressure, diastolic blood pressure,
fasting serum cholesterol, number of cigarettes smoked per day, arcus
senilis factor
Table 3: Models used for illustration purposes with the WCGS data set
For illustration purposes, we use three competing models in the example, which
are shown in table 3. The first model M1 includes the age in years, the weight
in pounds and the height in inches of study participants. The second model
M2 additionally includes systolic and diastolic blood pressure in mm Hg of each
participant, and the fasting serum cholesterol in mm %. The third model M3
additionally includes the number of cigarettes smoked per day as well as the
arcus senilis factor (absent or present). The arcus senilis factor is true if a
depositing of phospholipid and cholesterol in the peripheral cornea in patients
is visible which appears as an opaque ring.
Schematic execution of approximate PSIS-LOO-CV with subsampling
To obtain the approximate PSIS-LOO-CV estimate of the expected log pre-
dictive density in equation (2), we follow these steps:
1. We approximate the posterior distribution via Laplace approximation in
Stan (Blei et al., 2017; Carpenter et al., 2017).4
4This is done via the optimising function in the rstan package (Stan Development Team,
2020). Steps 2. to 5. can be carried out using the loo package in R (Vehtari et al., 2020).
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2. We approximate p˜ii ∝ log p(yi|y) for all n observations using the posterior
mean θL of the Laplace approximation as p˜i ∝ − log p(yi|θL). We assume
that n is large enough for the approximation to hold.
3. We sample m < n observations using probability-proportional-to-size sub-
sampling and compute pˆ(yi|y−i) in equation (15) as an estimate of the
leave-one-out log posterior log pM (yi|y−i) in equation (3).
4. The Pareto kˆ diagnostic values are used to diagnose if the Pareto-smoothed
importance sampling of each term pˆ(yi|y−i) is reliable. For the problem-
atic observations with kˆ > .7, precise calculation of log pM (yi|y−i) is con-
ducted. The Pareto-kˆ diagnostic values additionally assess the reliability
of the posterior approximation: If there are too many observations yi with
kˆ > .7, the adapted importance sampling scheme which uses the posterior
approximation is not reliable (Magnusson et al., 2019).
5. We calculate ˆelpdLOO(M) in equation (19) based on the results of step 3.
We calculate the subsampling error V[ ˆelpdLOO(M)] as given in equation
(20) to check if the precision based on m subsamples is high enough. For
model comparison, we calculate σˆ2LOO(M) as an estimate for V[elpdLOO(M)]
as given in equation (21).
Notice that if the variance V[ ˆelpdLOO(M)] is too large, repeating step 4 with
increased m and then running steps 5 and 6 again is possible until the variance
is small enough. However, increasing subsample size m in turn causes higher
computational effort, so interest lies in using the smallest subsample size m
which yields a precise enough estimator ˆelpdLOO(M). If m = n, then the
subsampling procedure defaults to PSIS-LOO-CV which uses the full sample
size n, and the only difference is that the posterior is obtained faster via Laplace
approximation instead of precise MCMC inference.
In the data set at hand, approximating the posterior will speed up compu-
tations, but for illustration purposes, we first obtain the posterior distribution
via full MCMC in step one. Later, we will use Laplace approximation instead
and show that the differences in ELPD estimates are only subtle between both
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methods. Notice that the approximation method and the use of subsampling
are not dependent on each other, that is one can easily use subsampling with
full MCMC inference or approximate posterior inference (Laplace or variational
inference) without subsampling.5 In situations where obtaining a posterior dis-
tribution is not that costly (the number of model parameters p is only moderate)
and the sample size n is huge (compare table 1, lower left cell), using full MCMC
inference with subsampling is recommended. In settings where the number of
parameters p is large, but sample size n is small, using posterior approximations
without subsampling is recommended (compare table 1, upper right cell), and
in situations in which both p and n are large (compare table 1, lower right cell),
using both approximate posterior inference and subsampling with m << n is
recommended.6
Inference via precise MCMC and no subsampling
In this section, all model posteriors were obtained with precise MCMC infer-
ence and no subsampling. The next section then shows how to use subsampling
in combination with precise MCMC inference, of which precise MCMC inference
without subsampling is just a special case when m = n. The section thereafter
then shows how to combine subsampling with approximate posterior inference.
Using only approximate posterior inference without subsampling again is just a
special case of the above when m = n.
Models were fitted via the rstanarm and rstan packages (Goodrich et al.,
2020; Stan Development Team, 2020) using the logit model and priors as spec-
ified above. K-fold CV and precise LOO-CV were also conducted via the
5However, using the posterior mean θˆ of the Laplace approximation is much more efficient
when probability-proportional-to-size subsampling is used compared to using the posterior
mean θˆ based on full MCMC inference to compute y˜i ∝ − log p(yi|θˆ).
6When both n and p are moderate, using full MCMC inference and no subsampling is al-
ways recommended, as no approximation error and no subsampling error is induced. However,
in most realistic psychological models the number of parameters quickly becomes large (e.g.
multilevel models), and in times of big data the sample size n often is huge.
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rstanarm package, and IS-LOO-CV, PSIS-LOO-CV and approximate PSIS-
LOO-CV (with subsampling) were carried out using the loo package (Vehtari
et al., 2020) in R (R Core Team, 2020).
ELPD estimates of different model selection methods in the M-open setting for
the Western Collaborative Heart Study (Rosenman et al., 1975)
Model LOO-CV 10-fold CV IS-LOO-CV PSIS-LOO-CV WAIC
M1 -859.5 -857.9 -859.5 -859.5 -859.5
M2 -817.8 -816.8 -817.7 -817.7 -817.7
M3 -804.4 -806.0 -804.4 -804.4 -804.4
Table 4: ELPD estimates of different model selection methods in the M-open setting for the
WCGS data set; all posteriors were obtained via precise MCMC inference
Table 4 and figure 1 show the results of the various model comparison techniques
for the three models M1,M2 and M3 given in table 3. LOO-CV is the gold
standard, as all other methods try to estimate elpdLOO(M) while reducing the
computational effort. To make comparisons easy, for all methods the expected
log predictive density (ELPD) estimate is reported. For precise LOO-CV, this
is given in equation (3) (analogue for K-fold CV). For IS-LOO-CV equation
(15) is used to estimate the terms in equation (3), and for PSIS-LOO-CV the
importance sampling ratios are adapted as described in section 4. The WAIC
estimate is computed as given in equation (12).
Based on the results in table 4, model M3 yields the best out-of-sample
predictive ability. While precise LOO-CV is the gold standard, the computation
for each model means refitting the logistic regression model 3140 times, so that
for the three models, ≈ 10000 posteriors need to be fitted. On a regular machine,
this takes about 15 hours of CPU time. In contrast, using K-fold CV already
reduces the computation time substantially and estimating the ELPD only takes
a few minutes for each model. IS-LOO-CV is even more efficient and takes only
a few seconds, but can be highly unstable when the variance of the importance
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Figure 1: Model comparison and selection based on the expected log predictive density es-
timates using different model selection methods for models M1,M2,M3 for the WCGS data
set; all posterior distributions were obtained via full MCMC and no subsampling was used
ratios becomes infinite (for details about the relationship between the magnitude
of kˆ and the variance of the importance ratios see (Vehtari et al., 2015)). PSIS-
LOO-CV solves this problem and is more reliable as it indicates problems with
the importance ratios via the Pareto kˆ diagnostic values. However, PSIS-LOO-
CV also takes longer to compute (about 2 minutes for the WCGS data set for
each model). While for this dataset, both K-fold CV and PSIS-LOO-CV only
take moderate amounts of time to estimate the ELPD, for increasing sample size
n and number of parameters p both methods become quickly inefficient. Note
that WAIC is computationally less costly, but (1) computing the expected log
predictive densities required for computation becomes costly for large n, too,
and (2) based on the results of Piironen & Vehtari (2017); Vehtari et al. (2017),
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WAIC is much less robust for model comparison than PSIS-LOO-CV.
Notice that WAIC, IS-LOO-CV and PSIS-LOO-CV yield identical results
based on one-digit precision, and are extremely close to the precise LOO-CV
estimates, compare figure 1.
Model comparison and selection
To compare and select among the competing models, the difference in ELPD
is computed for each of the models using the corresponding ELPD estimators
(LOO-CV, 10-fold CV, IS-LOO-CV, PSIS-LOO-CV or WAIC). Standard errors
are obtained as the empirical standard deviation from the posterior draws of
differences in ELPD subsequently, and figure 2 shows the differences in ELPD
between models M3 and M1 (M3-M1) and M3 and M2 (M3-M2) as well as the
standard errors of the ELPD differences. Based on the results, it becomes clear
that all methods provide similar results, and the error bars indicate that model
M3 has a larger expected log predictive density (and thereby a better predic-
tive ability) than model M2 or model M1 after taking the standard errors into
account. While all methods show similar results and favour model M3, notice
that the computational effort to obtain the ELPD estimate differs substantially
between each of the techniques.
Investigating the Pareto kˆ-values
Investigating the Pareto kˆ-values for diagnosing if PSIS-LOO-CV works as
expected is mandatory when using the method. Figure 3 shows the correspond-
ing Pareto kˆ diagnostic plots produced via the loo package (Vehtari et al., 2020).
For each observation yi, the corresponding kˆ value used in the generalised Pareto
distribution which is fit to the largest importance ratios w(θs) is shown, and
values with kˆ > .7 indicate that the variance of the importance ratios w(θs) may
be too large for PSIS-LOO-CV to work reliably. If the number of observations
for which kˆ > .7 is moderate, the corresponding LOO posteriors can be refitted
manually without causing a substantial increase in the computation time. How-
ever, if the number of observations with problematic Pareto kˆ-values becomes
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Figure 2: Model comparison and selection based on the expected log predictive density es-
timates using different model selection methods for models M1,M2,M3 for the WCGS data
set; all posterior distributions were obtained via full MCMC and no subsampling was used
large, both the reliability of the importance sampling scheme and the compu-
tational efficiency of the method are lost and K-fold CV may be more efficient.
As can be seen from the plots in figure 3, all kˆ-values are smaller than 0.7 for
all three models, indicating that the variance of the importance ratios w(θs) is
not inflated and the method worked reliably. However, this does not imply that
the model for which the ELPD estimate is obtained via PSIS-LOO-CV has a
good out-of-sample predictive ability. It only ensures the proper working of the
PSIS-LOO-CV method itself.
Inference via precise MCMC with subsampling
Figure 4 shows the results of refitting the models, and this time ELPD es-
timates were obtained via PSIS-LOO-CV with subsampling. On the x-axis,
subsample percentages ranging from 5% to 100% are given, where 100% means
m = n so that the methods becomes PSIS-LOO-CV and has no computational
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Figure 3: Pareto kˆ diagnostic plot for models M1, M2 and M3
advantages anymore. The horizontal dashed lines are the corresponding PSIS-
LOO-CV estimates given in table 4, and for increasing m the subsample ELPD
estimates ˆelpdLOO(M) estimates approach the PSIS-LOO-CV estimate as ex-
pected.
From figure 4 it becomes clear that even when only a very small fraction
of the original samples are used, the ELPD estimates based only on a subsam-
ple of size m of the original full sample of size n are already quite accurate.
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Figure 4: Model comparison and selection based on the expected log predictive density es-
timates using different model selection methods for models M1,M2,M3 for the WCGS data
set; all posterior distributions were obtained via full MCMC and subsample sizes range from
5% to 100% of the sample size n; horizontal dashed lines are ELPD estimates based on PSIS-
LOO-CV using the full sample. Points on the vertical dashed line are estimates based on the
full sample size.
For example, using 5 per cent of the sample size for subsampling (that is, only
m = n/20 = 3140/20 = 157 samples), the ELPD estimates are already signifi-
cantly different for the three models M1,M2,M3, and the subsampling error bars
already include the PSIS-LOO-CV estimate which is based on the full sample
size.
Figure 5 shows the relationship between ELPD differences and subsample
sizes used. The ELPD differences between models M3 and M1 and between
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models M3 and M2 are shown. The standard error SEdiff has been computed
from equation (21), and the error bars show the subsampling error as given in
equation (20), which decreases to zero. Taking into account both the standard
error and subsampling error, even for m = n/10 = 314 subsamples the differ-
ence in expected log predictive density between models M3 and M2 is ≈ 8.2,
and between models M3 and M1 is ≈ 42.4, indicating that M3 yields the best
predictive ability of the three models (compare also figure 4). Notice that in
both cases, the subsampling error bars include the PSIS-LOO-CV value based
on the full sample (the dashed red line in figures 5a and 5b). This indicates
that even for about m = 10%, the ELPD estimates between PSIS-LOO-CV
with subsampling and PSIS-LOO-CV based on the full sample are highly sim-
ilar. However, while conclusions remain identical to the conclusions based on
the ELPD when the full sample is used, the computational effort was reduced
substantially by using such a small subsample. Notice also that in all subsample
computations, identical subsamples were used in all steps for the three models,
because otherwise the calculated expected log predictive density estimates may
vary substantially depending on which subsamples have been selected in the
subsampling procedure.
Inference via Laplace approximation and subsampling
By now, precise MCMC inference was used for obtaining the posterior of
all models. Using subsampling in combination with PSIS-LOO-CV significantly
improved the computation time already while the posterior was still obtained
via full MCMC. However, in large-dimensional posterior distributions, the differ-
ences in computation time between precise MCMC and approximate posterior
inference become substantial. Therefore, in this section, we use Laplace approx-
imation instead of precise posterior inference via MCMC in combination with
subsampling. This reduces computation times even when the sample size n and
the number of predictors p are large.
Figure 6 shows the results when using subsampling in combination with
Laplace approximation for posterior inference instead of precise MCMC infer-
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Figure 5: ELPD differences between models M3 and M1 and M3 and M2; Error bars show
the subsampling error, which decreases for increasing subsample size m; Posteriors are based
on full MCMC inference and subsamples used are identical for each subsample percentage for
all models
ence. The differences in the ELPD estimates between full MCMC and the
Laplace approximation are subtle, compare figures 4 and 6. Based on the
Laplace approximation, using m = 314 subsamples the same conclusions are
drawn as when using full MCMC inference and using m = 314 subsamples.
Notice that the conclusion drawn also is the same when using Laplace approxi-
mation and m = 314 subsamples in contrast to full MCMC inference using all
n = 3140 samples.
These results are also confirmed when analysing figure 7a and 7b, which
again shows the normalised differences in estimated ELPD between models M3
and M2 and M3 and M1 when using Laplace approximation in combination with
subsampling. For m = n/10 = 314, the difference in ELPD between models M3
and M2 is ≈ 7.2, and between models M3 and M1 is ≈ 42. For full MCMC
36
-8
60
-8
50
-8
40
-8
30
-8
20
-8
10
Subsample percentage
5 15 25 35 45 55 65 75 85 95
elp
d^
LO
O(
M
)
Model 3
Model 2
Model 1
Figure 6: Model comparison and selection based on the expected log predictive density es-
timates using different model selection methods for models M1,M2,M3 for the WCGS data
set; all posterior distributions were obtained via Laplace approximation and subsample sizes
range from 5% to 100% of the sample size n; horizontal dashed lines are the ELPD estimates
based on PSIS-LOO-CV and were obtained via precise MCMC inference using the full sample;
Points on the vertical dashed line are estimates based on the full sample size.
inference, the corresponding differences in ELPD between models M3 and M2
were ≈ 8.2, and between models M3 and M1 were ≈ 42.4. Notice again, that
the PSIS-LOO-CV estimate based on the full sample size n and precise MCMC
inference (dashed red line in figures 7a and 7b) is within the subsample error bars
of the subsampled ELPD estimate when using m = n/10 = 314 subsamples for
both model differences. The conclusions drawn are identical, but the reduction
of the computational effort when using Laplace approximation instead of full
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Figure 7: ELPD differences between models M3 and M1 and M3 and M2; Error bars show
the subsampling error, which decreases for increasing subsample size m; Posteriors are based
on Laplace approximation and subsamples used are identical for each subsample percentage
for all models
MCMC is substantial. Notice that the difference between MCMC and Laplace
approximation in ELPD estimates based on full sample size is given by the
distance between the black point at m = 100% and the height of the red dashed
line. This difference is quite small, indicating that the Laplace approximation
worked well.
Posterior predictive checks using probability integral transformations
The preceding section showed how Bayesian model comparison and selec-
tion can be substantially fastened by using both approximate posterior inference
in combination with probability-proportional-to-size subsampling. However, as
mentioned above, although the kˆ-values signal no problems with the importance
sampling ratios for the three models M1,M2,M3, this does not necessarily in-
dicate that any model has a good predictive ability (McElreath, 2020). The
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ELPD is a quantitative estimate of a model’s predictive ability, but the fact
that model M3 has a larger ELPD estimate does only imply that among the
three models M1, M2 and M3, model M3 yields the best out-of-sample predic-
tions. The predictive ability of all models can still be bad, which we show in
the following. It is, therefore, crucial to perform marginal posterior predictive
checks additionally in a fully Bayesian workflow when comparing competing
models based on the expected log predictive density (Gabry et al., 2019; Gel-
man et al., 2013). In addition to the sole comparison of the ELPD estimates and
their differences, such marginal posterior predictive checks allow investigating
if the models capture enough complexity or not.
The idea behind posterior predictive checks is simple: If a model is a good
fit, it should be able to generate data that resemble the actually observed data.
To generate data for posterior predictive checks one usually simulates from the
posterior predictive distribution
pM (y˜|y) =
∫
pM (y˜|θ)pM (θ|y)dθ (25)
However, such posterior predictive checks (PPCs) make use of the observed data
y twice: Once for fitting the model M and obtaining the posterior pM (θ|y), and
once for checking the posterior predictive fit based on pM (y˜|y). This can in-
fluence the ability of posterior predictive checks to detect problems between a
model and its ability to predict new data y˜, in particular, if the model param-
eter and the posterior predictive check are related to each other. For example,
comparing the mean of the observed data with the mean of the posterior predic-
tive p(y˜|y) when the model was a Gaussian model with unknown location and
known standard deviation, the posterior mean parameter θM = E[θ|y] is influ-
enced by the observed data y. Therefore, the mean of the posterior predictive
p(y˜|y) distribution will also be close to the posterior mean parameter θM and
it will be difficult to detect differences between the posterior predictive and the
observed data y.
While Gabry et al. (2019) proposes to use orthogonal statistics to the model
parameters to evaluate the posterior predictive p(y˜|y), a better solution is to
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Figure 8: Marginal posterior predictive checks for models M1, M2 and M3
use leave-one-out cross-validation posterior predictive distributions pM (yi|y−i)
instead for posterior predictive checks. In practice, one looks at the LOO-CV
predictive cumulative density function values, which are asymptotically uniform
(for continuous data) when the model is calibrated (for details see Gelfand et al.
(1992) and Gelman et al. (2013)). If a model M is a good fit, the leave-one-out
predictive values pM (yi|y−i) should be equal for each observation yi because
then the model does not predict some observations better or worse depending
on which observation yi has been left out. Phrased differently, when the model
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predicts all observations yi equally well based on the LOO posterior predictive
distributions pM (yi|y−i), the model is not surprised by any observation yi and
the distribution of the values pM (yi|y−i) should be uniform. Marginal posterior
predictive checks can be conducted easily using these so-called LOO-PIT values,
and additionally, data is used only once compared to traditional PPCs. If
the model is a good fit, the distribution of these LOO-PIT values should be
uniform (Gabry et al., 2019; Gelman et al., 2013; Gelfand et al., 1992). A
simple but powerful method is therefore to compare the smoothed density of the
LOO-PIT values with many independently generated samples from the uniform
distribution. Figure 8 shows these marginal posterior predictive checks for the
models M1, M2, and M3, where the thick black line is the smoothed density
estimate of the LOO-PIT values and the thin lines are smoothed densities of
many independently generated random samples of the uniform distribution.
Although model M3 has a slightly better (that is, less peaked) distribution
than model M1 and M2, all three models are inadequate based on the results of
the marginal posterior predictive checks. The reason is simple: All models are
too simple, and they do not capture enough complexity to explain the risk of
coronary heart disease based on such a small number of predictors (note that
only a small subset of the predictors actually recorded in the study was used in
each model). Incorporating additional relevant predictors will improve the PPC.
Notice that such situations are to be expected often in the assumed M-open
view, and relying only on ELPD estimates is therefore not guarding against
misinterpretations. However, the ELPD estimates provide a concise way to de-
cide between a moderate number of competing models. Additionally conducted
PPCs then provide a safeguard against overconfidence in one of the models, and
guarantee that not all models under consideration are bad descriptions of the
underlying data generating process p(y˜) (compare equation (2)).
Even when all models are bad descriptions, adding more predictors (and
thereby also increasing the complexity of the model) may yield better PPCs,
and this is when approximating the posterior via Laplace (or variational) infer-
ence and probability-proportional-to-size subsampling become highly efficient
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in contrast to traditional full MCMC inference based on the full sample size n.
Estimating the ELPD even in large-scale models becomes therefore feasible by
employing the approximate leave-one-out cross-validation methods discussed.
6. Discussion
Comparison of competing statistical models is an essential part of psycholog-
ical research. From a Bayesian perspective, various approaches to model com-
parison and selection have been proposed in the literature. However, the model
view strongly influences the applicability of these approaches in practice. This
paper provided a tutorial on approximate leave-one-out cross-validation meth-
ods for Bayesian model comparison and selection in theM-open view based on
the expected log predictive density.
First, several perspectives on the model space M were discussed and the
corresponding Bayesian model comparison methods in each view were analysed.
Based on this discussion, the M-open view seems to be the least restrictive
and most realistic model view for a variety of psychological research. Often, no
model under consideration is considered to be true, and there is also no reference
model available.
Traditional methods in the M-open view are various leave-one-out cross-
validation (LOO-CV) techniques and a variety of information criteria. However,
while these methods estimate the expected log predictive density of a model to
judge the model’s out-of-sample predictive ability, they become computationally
inefficient when sample size n or the number of model parameters p becomes
large. Therefore, this paper showed how to apply approximate LOO-CV, which
is a recently developed computationally much more efficient method for Bayesian
model comparison.
The Bayesian logistic regression model was used as a running example to
compare three competing models using data from the Western Collaborative
Group Study on chronic heart disease (Rosenman et al., 1975; Faraway, 2016).
Precise LOO-CV and WAIC were compared with standard importance sampling
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LOO-CV and Pareto-smoothed importance sampling LOO-CV, and both impor-
tance sampling-based approaches already improve upon LOO-CV and WAIC.
While recent research has shown that WAIC is less robust for model selection
than PSIS-LOO-CV (see Vehtari et al. (2017) for details; we omit these due
to space reasons here), PSIS-LOO-CV does not scale when sample size n and
the number of predictors p becomes large. Using posterior approximations in
combination with probability-proportional-to-size subsampling as proposed by
Magnusson et al. (2019), we showed how computations can be sped up sub-
stantially. It was shown that even small subsample sizes m of ≈ 10% suffice
to yield identical conclusions to full sample inference. Additionally, we show-
cased how Laplace approximation can be used to approximate the full posterior
distribution and correct the importance sampling scheme for using a posterior
approximation instead of full MCMC inference. This fastens the computation
of the ELPD estimate even further. Here too, it was shown that already small
subsample sizes m of about 10% of the original sample size n suffice to yield iden-
tical conclusions to full sample Laplace inference, and even full sample MCMC
inference.
Additionally, we showed how to perform marginal posterior predictive checks
to safeguard against solely relying on the ELPD estimates provided by the
method. These are substantial to prevent choosing the best model among a set
of models which are all bad descriptions of the true data generating process.
It should be noticed that the method also has some limitations: First, poste-
rior approximations may encounter trouble in approximating large-dimensional
model posteriors, too. This is true in particular when predictors are correlated,
an assumption which is often true in practical research. For example, Magnus-
son et al. (2019) showed that variational inference behaves badly already when
p = 100 and predictors are moderately correlated. However, the method pro-
vides convenient feedback in form of the Pareto kˆ diagnostic values and marginal
posterior predictive checks to indicate if the reliability of the provided ELPD
estimates needs to be doubted. Second, the assumptions for the convergence
of the estimator ˆelpdLOO(M) to elpdLOO(M) need to hold. However, these are
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not very restrictive (for details, see Magnusson et al. (2019)).
Together, using probability-proportional-to-size subsampling and approxi-
mate posterior inference, a variety of statistical models frequently used in psy-
chological research can be compared via estimation of the expected log predic-
tive density. At the time of writing, approximate PSIS-LOO-CV using Laplace
approximation (or variational inference) and subsampling is available for any
rstan model (Stan Development Team, 2020), making the method widely ap-
plicable for psychological research. Due to the flexibility of the probabilistic
programming language Stan, models can be customised easily to researcher’s
needs (Carpenter et al., 2017; Kelter, 2020c).
In summary, approximate LOO-CV based on posterior approximation and
subsampling is an attractive method for mathematical psychologists who aim at
comparing several competing statistical models under theM-open assumption,
when the number of model parameters and the sample size is large.
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