Multidimensional nonlinear systems with periodically nonstationary linear part are considered. It is supposed that nonlinear blocks satisfy some integral quadratic constraint. The necessary and sufficient condition of absolute stability with respect to output for such systems are established in terms of certain properties of solutions of a linear Hamiltonian system with periodic coefficients. In the case of constant coefficients this condition transforms into a well-known frequency criterion of absolute stability. Key Words: Nonlinear system, quadratic integral constraint, absolute stability, frequency criteria, Hamiltonian system, nonoscilativity, quadratic functional, positive definiteness. AMS Classification: 34 L) 99,44 C 99,93 D 25 Introduction Frequency domain absolute stability criteria for nonlinear systems with stationary linear part have been known for a long time, -see, for example, [1, 3, 5, 8, 9] and references there. First sufficient criteria of absolute stability for systems with periodically nonstationary linear part were obtained, as it seems, in [6, 7] . These criteria have the form of positive definiteness of an infinite Hermitian matrix depending on a frequency parameter. In [10], the absolute stability criterion was obtained in another form characterized by the properties of the solutions of a linear Hamiltonian system. Unlike [10] this paper presents the absolute stability criterion for arbitrary given output. As it is known. [3-9 and others], this makes possible a more detailed study of the nonlinear system. The obtained criterion has a form similar to [101, and in contrast to 16, 71 it is shown to be not only sufficient but necessary for absolute stability. If the "complete output" (state and output of nonlinear blocks) is taken as the system's output, then this criterion coincides with the criterion [10]. In the case of stationary linear part it reduces to the frequency "quadratic" criterion [3, 9, 16] .
Introduction
Frequency domain absolute stability criteria for nonlinear systems with stationary linear part have been known for a long time, -see, for example, [1, 3, 5, 8, 9] and references there. First sufficient criteria of absolute stability for systems with periodically nonstationary linear part were obtained, as it seems, in [6, 7] . These criteria have the form of positive definiteness of an infinite Hermitian matrix depending on a frequency parameter. In [10] , the absolute stability criterion was obtained in another form characterized by the properties of the solutions of a linear Hamiltonian system. Unlike [10] this paper presents the absolute stability criterion for arbitrary given output. As it is known. [3-9 and others], this makes possible a more detailed study of the nonlinear system. The obtained criterion has a form similar to [101, and in contrast to 16, 71 it is shown to be not only sufficient but necessary for absolute stability. If the "complete output" (state and output of nonlinear blocks) is taken as the system's output, then this criterion coincides with the criterion [10] . In the case of stationary linear part it reduces to the frequency "quadratic" criterion [3, 9, 16 ]. with T-periodic (measurable, bounded) coefficients
G(t + T) = G(t) = G(t), g(t -i-T) = g(t), r(t + T) = r(t) = r(t)*.
The numbers kj and ')' in (1.2) may depeid on the process z(), u( . ) and usually 7 = 7[z(0)] -. 0 as
Various examples of nonlinearities and corresponding quadratic constraints (1.2) can be found in (1, (3) (4) (5) (6) (7) (8) (9) . Often instead of (1.2) the stronger "local" quadratic constraint f (t, z(t), u(t)) ^! 0 is satisfied (then obviously (1.2) holds). If, for example, m = 1, u = ,(t,a) is a scalar nonlinearity satisfying the usual "sector condition" p, < (t,a)/a < p 2 and a = c(t)x,c(t + T) = c(t), then the quadratic constraint tj(t,z,u) = (020 -u)(u -Al a) 0 is valid.
If m = 1, u = (a) and the same sector condition is valid, then (1.2) holds with the form G(t,:
], to1 = a 2 , u = a 3 and as above a = c(t)"x, c(t+T) c(t), e > 0, then the integral constraint (1.2) with the form f(t,z,u) = (au2 -u) + øuzcr is fulfilled.
Special kinds of hysteresis functions, pulse modulators with various types of modulation satisfy the constraints (1.2) with some forms (see (3, 9] ) As a matter of fact all papers on absolute stability use the constraints (1.2), although often this is not formulated explicitely.
Consider the system (1.1), (1.2) . In this system the processes z( . ), u(-) are determined on (0,00) and are locally quadratically summable (then the integral in (1.2) makes sense), z(t) is absolutely continuous and (1.1) is valid almost everywhere.
Let d(i + T) = d(t), d0 (t + T) = d0 (t) be real (bounded, measurable) n x I and I x m matrix functions, d(t)I + Ido(t)I 0 0 and
The system (1.1), (1.2) is called absolutely stable with respect to the output r7 if there exists a constant C > 0 such that 'i()I E L2 (0, 00) for any of its solutions x(), u( . ) and
is fullfilled. If the system (1.1), (1.2) is absolutely stable with respect to the complete output 'PC (and consequently to any output (1.4)) it will be called absolutely stable. For an absolutely stable system it follows from (1.1) that z()I E L 2 (0, 00) and, therefore z(t)I -0 as t -. 00. Let 91 {(i, z(.)) 1 0 } be a set of nonlinear blocks. If for any solution of (1.1) with is = ip(t,z(.))l:, € 91 (1.5) holds with a common constant C = C.,1 , then we say that the system (1.1) is absolutely stable in class 91 with respect to the output ip. If ip = r7c = col [z,u],then we shall speak of absolute stability in class 91.
The system (1.1). (1.2) is called strongly minimally stable if there exists a feedback u(t) = c(tz(t) (I c ( • )I € L,,,,, c(t + T) = c(t)) such that )(t,z,c(t)z) ^ 0 for any 1, z and Iz(t)I -0 as -00 for any solution of (1.1) with u(t) = c(t)x(t). La,, such that the system (1.1) with u = c 1 (i)z is asymptotically stable as t -. ooand the system (11) with u = c 2 ( 0 0 z is asymptotically stable as t --oo. The criteria for this condition can be found, for example, in 121.
It will be shown below that for absolute stability with respect to an output 7 7 it is necessary that
( 1.6) Hence it follows that F(i) = r(tr < 0 in (1.3). The essential difference from 1101 is that here we consider the cases when the matrix r(t) may be singular. (In (10] it was assumed that r(t) < --yo I_ < 0; in view of (1.6) this is a necessary condition for the absolute stability with respect to the complete output.) There are many practically important examples with the singular matrix r(t) [9) . 
Formulation of the result Consider the odjoznt Hamiltonian system
From (1.6) we have r0 (t) < -6!,,. < 0, therefore iri E L if e >0 is sufficiently small. Let Z(t) be the evolution matrix of (2.
4) (i. e. dZ/dt = )''HZ, Z(0) = I,.). Z(T)
is the monodromy matrix of (24). The system (2.4) (the system (2.1) and (2.3)) is called completely unstable if it has no solution that is bounded on (-ce,00), i. e. (see [11, Ch. II]) if the following frequency condition is satisfied:
Let (2.7) be satisfied. Then n linear independent solutions z(t) = col [z, (t), (t)) of (2.4) may be constructed such that Iz,(t)I -. 0 as t -.cio. Consider n x n matrices
The completely unstable equation (24) 
Other equivalent nonoscillatory criteria may be found in [12] . 
holds.
We note that in (2.10) and below if z,u are complex, then 9= + 2Re(x'gu) + u , ru) is the Hermitian extension of the real form (1.3).
Corollaries. Let the system (1. 1), (1.2) be minimally stable. Proof of the corollaries. 1. Since (2.7) and (2.9) hold for 6 = 0, these conditions will alsohold for small 6 > 0. (Matrices Z(t) and X(t) are continuous with respect to 6.) 2.The sufficiency follows from (i) and from the continuity with respect to c, 6 of the matrices Z(i),X(t). By Theorem 1 the necessity is equivalent to r(t) < -'Vo l ,,5 < 0 and (ii) with 1 1 71' = '7d 2 = 1 z 1 2 +Jul'. According to Theorem 2 of [14], the last condition is equivalent to (2.7) and (2.9) with b=0,e=0 U The condition (ii) is close to the criterion of SHILMAN [6, 7] ; efficient methods of its verification may be found in [7] . In many cases (i) seems to be more convenient to apply. In general cases both conditions are used only together with computer devices. Note however that conditions (2.7), (2.9) refer to a certain linear system (2.3) and they characterize behaviour of all solutions of nonlinear systems belonging to an infinite set.
If r(t)+ cdo(t)'do(t) < -'yoI
To be the class of functions a) satisfying the inequality p i (t) :5 (t, a)/a < 02 (t), where ,u,(t-4-T) = jAi (1) are fixed functions from L,,,,. Let us find the absolute stability conditions in the class T O with respect to the complete output. In our case the local quadratic constraint
is satisfied; hence r = -1. According to Corollary 2 we set S = e = 0 in (2.2), therefore
The system (2.1) in our case reduces to (2.4) with the matrix Hamiltonian 
), (1.2) is strongly minimally stable (the corresponding feedback is is = 0). As G = x(rc + ec +
eAc)u+ebc in our case we have C = 0, F(t) = eb(tyc(t). According to Theorem 1, (i) the inequality r(t) <0 must hold. Assume at first for simplicity that a(t) = -6(t)c(t) 2 6 > 0. Without loss of generality we can put 0 = 1. Consequently g(t) = 1/2(rc + c + Ac). Using formulae (2.5), (2.6) from Theoerem 1, (i) we have that system (1.1) is absolutely stable in class 91 if (2.7), (2.9) are fulfilled for the system (2.1) with the Hamiltonian
I gg • /a (A + bg/o) 1 H(t) = [A + bg7a b6/o j

Now suppose that a(t) = -b(t)c(t) 0. Consider the absolute stability problem with respect to an output t = z. We have d = 1,,, 4 = 0, C0 = (c-S)!,, g = g, I'o = -(a(t)+5), 5>0. According to Theorem 1, (i) the system (1.1) is absolutely stable with respect to the output 17 in the class ¶lI if (2.7)
, (2.9) are fulfilled for the system (2.1) with the Hamiltonian
H(i) = [(c -5)1,, -gg 7( a + 5) (A + bg/a) * 1
A + b g ' / ( a + S )
bb/(a+5) j for some c > 0 and for all S > 0.
Return to the general case. The proof of Theorem 1 (given later in Section 4) uses essentially the following proposition which is itself of considerable interest and is an "integral" variant of the frequency theorem for periodic systems [14, 15] . 
Theorem 2. Let equation (1.1) be stabilizable (in the sense mentioned above) and Q be the form (1.5). The following conditions are equivalent: (i) There exists a real n x n matrix H = H such that for any x( . ) € W2' [ ( 0,T) lv."), u( . ) E L 2 [(0,T) -. iP:] satisfying (1.1) on 0< t < T, the inequality <z(T)Hz(t) -z(0)'Hx(0)
(
holds. Any of these conditions being satisfied, there exist a real n x n matrix H H, a real n x in matrixfunction h(t) with entries from L 2 (0. T) and a bounded linear operator c = L2 110, T) -. lP: } -. L2 {(0,71 -. IF; tm ) such that for any functions x(), u() satisfying (1.1) on (0, T), the identity J c[t, x(t), u(t)) dt = x(T)' Hz(T) -
x(0) H x(0) - f jK u -hx(0)1 2 dt (2.16)
holds.
Remark. The theorem remains valid if the stabilizabthty condition of equation (1.1) is replaced by the following less strong (but less effective) condition: the pair {A(), b( . )} is exponentially stabihzable as t -. m and for any a E F" the functional
4'[x( . ), u( . )) = /it, :(t), u(t)] dl
is bounded from below on the set of processes x() € W2 j(0,00) -. 
Proof of Theorem 2
Obviously, (i)u ' (ii). (Indeed (2.14) for real x(), u( . ) implies (2.14) for complex x(), u(); if z(T) = Qz(0), = 1, then (2.14) implies (2.15).) Thus it is necessary to prove that (I) and (2.16) follow from (ii).
Let (ii) hold. Apply Theorem 2 of [4] . For this let
UJ L 2 {10,T)-. C") = {u( . )}, X = C', = W2' {[0,T] -ic") = {y(.)}
be the spaces of controls, states and outputs [4] . Define linear bounded operators assuming that for z 0 E Z. u( . ) E lii the relations
Yo =Axcj-4-k()EZ, z()=Cxo+Du()E (3.1)
are equivalent to
Define the Hermitian form
where ç is a form (1. 
(t) = c i (t)x(t), c i (t + T) = c 1 (t) as
t -. +co, Therefore, all '\,( K 1 )) < 1,
where K1 is the operator defined by dx(t)/dt = [A(t) + b(t)c1(t)]x(t),
(t) = c 2 (i)x(t), c 2 (t + T) = c2 (t) such that the equation dz(t)/dt = [A(t) + b(t)c2(t)']z is asymptotically stable as t -. -oo means that a bounded operator
=J
1(t)g(t)ü(i)dt 0(62). (4.3)
On the other side, Here k, -. +. Hence H u h < no, (1.5) holds, and the system (1.1), (1.2) is absolutely stable with respect to the output?? I
