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INTRODUCTION
In the analysis of data transmission networks, computer networks and modern communication networks researchers often use models of queueing systems and networks (Anisimov and Lebedev 1992) , (Anisimov 2008) , (Basharin et al. 1989) , (Korolyuk and Korolyuk 1999) , (Massey and Witt 1994) , etc. Their structure is determined by the probabilistic characteristics of the input flows, data processing algorithms. It is necessary to find their characteristics, to optimize them, and to develop the corresponding control algorithms. In practice, the rate of an input flow often depends on time. This aspect motivates using nonhomogeneous in time processes for the simulation of real networks. Research of queueing systems and networks with variable in time parameters is a complex mathematical problem. The dependence of the rate on time brings additional difficulties in studying of appropriate models. At the same time, still there are no common research methodologies for such models in spite of the fact that a lot of published materials contain the studies of them. Thus there is a need to develop such methods, at least for certain classes of systems. The main approach to studying of queueing networks is based upon the direct method of finding expressions for the network state probabilities. It allows us to find the exact solution for multiplicative or, as they are often called, locally-balanced networks, stationary probabilities of states of which have multiplicative form. An alternative approach is to use the method of the asymptotic analysis for the researching of complex systems and networks. Many variants of asymptotic conditions are considered (Anisimov and Lebedev 1992) , (Anisimov 2002) , (Anisimov 2008) , (Basharin et al. 1989) , (Lebedev and Chechelnitsky 1989) , (Lebedev 2003) , (Nazarov and Moiseeva 2006) . Typically, a service process in queueing networks is a multidimensional vector with interconnected components and the complex system of stochastic relations defining the process. The principal problem is to apply multidimensional and large-size queueing models to improve efficiency of networks. Therefore, asymptotic methods are particularly effective in the study of queueing networks. They allow to detect the regularities which underlie the service process of queueing networks of the given type. An approximate process and the associated functionals provide a possibility to calculate the basic parameters of the service process in order to solve optimization problems. The present work develops the direction connected with functional limit theorems in the class of multi-channel queueing networks. The main objective of the paper is to study a service process in such networks with nodes in a heavy traffic regime. We consider the models of multichannel queueing networks in which an input flow for each node is a non-homogeneous Poisson flow with its rate depending on time. Service times of calls are independent random values with distribution functions of exponential type, Erlang type and the most general -type. GI In section 2 we consider the networks with exponentially distributed service times in each node. For such a Markov multi-channel network we formulate a functional limit theorem on convergence in uniform topology for the service process and construct the limit Markov Gaussian approximate process with its characteristics in explicit form. In section 3 the scheme of the proof is given. In section 4 the networks with service times of Erlang type are studied. It has been shown that in this case the approximative process may be represented as a Markov Gaussian process. In the last section we investigate the [ | -models in a heavy traffic regime and construct a corresponding limit non-Markov process.
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GAUSSIAN APPROXIMATION OF MARKOV MULTICHANNEL NETWORKS
The basic Markov model under consideration in the paper is a queueing network consisting of " " processing nodes.
r
We consider a non-homogeneous Poisson input flow of calls with a leading function as an input flow arriving at the i -th node, . Each of " " nodes operates as a multi-channel stochastic system. If a call arrives at such a system then its service immediately begins. The distribution of the service time depends on the node number. In the -th node service time is exponential distributed with the rate
After service in the -th node the call arrives in theth node with probability and leaves the network with probability .
is a switching matrix of the network. An additional node numbered " " is interpreted as an "output" from the network. 1 r + According to a notation system adopted in the theory of queueing networks such a model will be marked by a
, be the number of calls in the ith node of the network at moment of time. The rdimensional process will be defined as the service process of calls in the network of the [ | -type.
The heavy traffic regime is determined by following behavior of network parameters. Condition 1. Input flows depend on " " (series number) so that in any finite interval [0 This follows from the estimates:
Now let be a periodic function with a period :
for both and 0 . 1, 2,...
Then Condition 1 is held with .
is the set of non-negative integer numbers. Condition 2. A service rate in each node depends on the " " (series number) so that n
Together Conditions 1 and 2 mean that the [ | | ]
r t M M ∞ -network operates in a heavy traffic regime. In the context of Conditions 1, 2 we consider the sequence of stochastic processes:
n n n t n Q nt q nt To describe the limit of the sequence of stochastic processes , , we introduce two independent Gaussian processes , i .
is determined by the mean values:
and by the correlation matrixes: 
It is easy observed that the limit is a Markov Gaussian process.
The proof of the Theorem 1 follows from some auxiliary results. Idea of the proof is contained in the section 3 and additional comments appear at the end of this section.
SCHEME OF THE PROOF OF THEOREM 1
In the process of the proof we met some local problems which received the special attention in this section.
To begin analysis of the service process we must know asymptotic behavior of the input flow. 
n n n W t n nt nt
Proof. Convergence of finite-dimensional distributions of the process to follows from the fact that for any natural number and time moments the joint characteristic function of
0 0 t = Now in order to prove convergence in uniform topology it is sufficient to check the following condition:
from (Gikhman and Skorohod 1971, p. 493) .
Basing on the Chebyshev inequality we obtain
t T n n t h n nt
Condition 1 implies that for any 0 T
Hence we find 
This result is a partial case of Lemma 1 from (Lebedev 2003 
where is an -dimensional vector with the -th component equal to 1, while others are zero, is a zero -dimensional vector. 
The proof of Lemma 3 can be obtained by mathematical induction on the parameter . N Returning to the Theorem 1 we note that its proof can be obtained from the lemmas 1-3. Arguments of the proof use the method of characteristic functions and representation of the service process under fixed input flow path as the sum of indicator processes with necessary calculations.
GAUSSIAN APPROXIMATION OF NETWORK WITH SERVICE TIMES OF PHASE TYPE
In real queues and networks of queues there is a typical situation when service time of a call consists of the certain number of exponential phases with the same parameters. It means that the total service time of a call is distributed by Erlang law. We will designate such networks by a symbol Let us renumber all the nodes so that functioning of the -th node will be simulated by the "new" nodes with numbers The block for has a size and it is the matrix of this type: 
The block for , is the rectangular matrix of size : 
i is an -dimensional column-vector whose components with the numbers into account the Lemma 1, we can write for the process : 
n n n t n Q nt q nt In order to describe a limit for the sequence of random processes , as , we introduce two independent Gaussian processes , , by the same way as it has been done in the previous section.
and by correlation matrices For the process we have (2) ( ) t 
1, 2 i = The limit is, of course, a non-Markov Gaussian process provided that there exists a node in which the Erlang distribution of service time does not coincide with exponential one. In this case components of the limit is the sum of some components of the many-dimensional Markov process.
GAUSSIAN APPROXIMATION OF NETWORKS WITH GENERAL DISTRIBUTED SERVICE TIME
At last we study the most general case of multi-channel networks discussed in the paper. In this section we will suppose that a service time in the i-th node is distributed in accordance with the distribution function of general type , . ( ) i G t 1, 2,..., i r = As above, after service in the i -th node a call arrives in the -th node with probability and leaves the network with probability . the switching matrix of the network. We will assume , , which is always realized in practice. Such a model will be marked by a symbol [ | . In order to make further analysis the following functions are required:
