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Abstract
Perovskite oxides such as manganites are considered to be strong candidates for appli-
cations in magnetic refrigeration technology, due to their remarkable magnetocaloric
properties, in addition to low processing costs. Manganites with the general formula
R1−xAxMnO3, particularly for A=Ca and 0.2 < x < 0.5, undergo a ﬁeld driven tran-
sition from a paramagnetic to ferromagnetic state, which is accompanied by changes
in the lattice and electronic structure. Therefore, one may anticipate a large entropy
change across the phase transition due to the ﬁrst order nature. Despite many ex-
perimental eﬀorts to enhance the isothermal entropy change in manganites, the max-
imum obtained value merely reaches a modest value in the ﬁeld of a permanent mag-
net. The present work aims to achieve an understanding of the relevant structural,
magnetic, and electronic energy contributions to the stability of the doped compound
La0.75Ca0.25MnO3. A combination of thermodynamics and ﬁrst principles theory is
applied to determine individual contributions to the total entropy change of the system
by treating the electronic, lattice and magnetic components independently. For this
purpose, hybrid-exchange density functional (B3LYP) calculations are performed for
LaMnO3, CaMnO3 and La0.75Ca0.25MnO3. The most stable phases for the end-point
compounds are described correctly. Computed results for the doped compound predict
an anti-Jahn-Teller polaron in the localised hole state, which is inﬂuenced by long-
range cooperative Jahn-Teller distortions. The analysis of the energy scales related
to the magnetocaloric eﬀect suggests that the charge, orbital, spin and lattice degrees
of freedom are strongly coupled, since they are of a similar magnitude. Through the
analysis of individual entropy contributions, it is identiﬁed that the electronic and lat-
tice entropy changes oppose the magnetic entropy change. Therefore, the electronic
and vibrational terms have a deleterious eﬀect on the total entropy change. The results
highlighted in the present work may provide a useful framework for the interpretation of
experimental observations as well as valuable guidelines for tuning the magnetocaloric
properties of oxides, such as manganites.
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1Introduction
The Magnetocaloric Effect (MCE) is deﬁned as the change in temperature of a mag-
netic material, upon the application and removal of an external magnetic ﬁeld under
adiabatic conditions. The eﬀect was ﬁrst discovered, in iron, by Emil Warburg in
1881 [1]. In the past two decades, there has been a surge of interest in magnetocaloric
materials which could potentially be used in cooling devices, such as heat pumps and
magnetic refrigerators. Currently, the focus of this research ﬁeld is on the possibility
of employing the MCE for magnetic refrigeration close to room-temperature (RT).
Although the MCE was discovered in 1881, the ﬁrst major advance occurred in
the late 1920s, when Giauque [2] and Debye [3] independently proposed cooling via
adiabatic demagnetisation. This process was then demonstrated by Giauque et al.
in the late 1930s, where the paramagnetic salt Gd2(SO4)3.8H2O was used to reach
temperatures below 1K [4]. Giauque was later awarded the Nobel Prize in Chemistry for
this work. In 1976, Brown constructed the ﬁrst RT magnetic refrigeration system using
gadolinium as a magnetic refrigerant [5]. However, in 1997, Pecharsky and Gschneidner
discovered the so-called Giant Magnetocaloric Effect (GMCE) [6]. At the time, the
discovery of materials exhibiting an MCE of up to three times higher than the most
promising magnetic refrigerants gave a tremendous boost to magnetocalorics research.
Room temperature magnetic refrigeration provides numerous beneﬁts and is there-
fore, a promising alternative to conventional refrigeration. Generally, refrigeration oc-
curs due to the Elastocaloric Effect (ECE), which is deﬁned as the compression and
decompression of a ﬂuid working in a thermodynamic cycle. Although, Conventional
Gas Compression (CGC) refrigeration, which utilises the ECE, is a reliable and low-
cost technology, possible improvements are limited. Moreover, it has detrimental eﬀects
on the environment due to the use of chloroﬂuorocarbons (CFCs) and hydrochloroﬂu-
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orocarbons (HCFCs) as working ﬂuids. In contrast, refrigerant gases are not required
for magnetic cooling technology and therefore, concerns related to ozone depletion or
the greenhouse eﬀect are eliminated. Moreover, magnetic refrigeration technology em-
ploys a solid refrigerant (usually in the form of spheres or thin sheets) instead of gases.
Hence, solid refrigerants are advantageous since they allow refrigerators to be built
more compactly.
It has been predicted that around 15% of the worldwide energy usage is for some
form of cooling, and in the USA, this ﬁgure could increase up to 50% during summer [7].
In recent years, due to increasing energy demands, scientists and engineers have be-
gun to explore new technologies for cooling. The key objective in the research ﬁeld of
magnetic refrigeration is therefore, to reduce energy consumption using magnetocaloric
materials, through improvements of the cooling eﬃciency. With current magnetocaloric
materials, considerable eﬃciency is only possible with high magnetic ﬁeld, which are
inaccessible in devices based on permanent magnets. Therefore, further research for
magnetocaloric materials exhibiting a large MCE in modest ﬁelds of permanent mag-
nets is of signiﬁcant interest for magnetic refrigeration technology. Furthermore, many
of the materials investigated contain either very expensive or toxic elements, or are dif-
ﬁcult to synthesise. The search for high performance magnetic refrigerants has resulted
in a number of prototypes and generally, Gd or Gd based alloys have been employed
as regenerator materials. However, since the focus of this work is speciﬁcally on mate-
rial properties, rather than actual refrigeration devices, technical details and thorough
reviews of prototypes can be found in references [8–10].
More recently, an economically viable class of materials, namely manganites, have
attracted much attention due to their remarkable structural and electronic properties,
which are strongly dependent on the doping concentration x as well as external vari-
ables, such as temperature, pressure, and electric or magnetic ﬁelds. Manganites are
perovskites, which have the general formula R1−xAxMnO3, where R is a trivalent rare
earth metal and A is a divalent alkaline earth element. Such perovskites exhibit a rich
variety of crytallographic, magnetic and electronic phases, which are attributed to a
strong interplay between spin, charge, orbital and lattice degrees of freedom [11–13].
As a consequence of the eﬀects of strong electron correlation, a complete microscopic
understanding of the physics underlying the properties of manganites has not yet been
achieved.
Since the discovery of the Collosal Magnetoresistance (CMR) in manganites [14–
16], experimental studies on manganites doped with divalent alkaline earth elements,
such as Ca, Ba and Sr, have been the subject of intense study. In particular, the
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La1−xCaxMnO3 series of interest undergoes a phase transition from a low temperature
(low T) ferromagnetic metallic (FM-M) to a high temperature (high T) paramagnetic
insulating (PM-I) phase for 0.2 < x < 0.5 [17]. The x = 1/3 composition has received
considerable attention, because for this material the Curie temperature Tc is maximised
and also because the observed MCE is the largest for the Ca-doped manganites [18,19].
The optimisation of the MCE in manganites has beneﬁted from this experience and
the vast amount of literature documenting their properties, but has not been guided
by a predictive theory. The development of such a theory has been inhibited by the
complexity of the full many body problem and therefore, theoretical studies have been
conﬁned to simpliﬁed models and approximations.
This thesis reports on the development of a ﬁrst principles understanding of the
MCE in the low hole density region of the La1−xCaxMnO3 phase diagram. The in-
vestigation focuses on the La0.75Ca0.25MnO3 composition, which undergoes a phase
transition from a ferromagnetic-metal (FM-M) at low T, to a paramagnetic-insulator
(PM-I) at high T. In particular, a theoretical eﬀort is made to quantify the electronic,
lattice and magnetic entropy contributions to the MCE at this phase boundary. The
resulting insights are intended as the basis for the optimisation of the MCE in mangan-
ites. Hybrid-exchange density functional theory (DFT) calculations are carried out to
determine the eﬀects of A-site doping on the electronic and magnetic properties. The
ﬁrst principles energetics are used to parameterise the Ising Hamiltonian, which allows
ﬁnite temperature calculations of the FM-PM phase transition, where the Hamilto-
nian is solved within the Monte Carlo approach through the implementation of the
Metropolis algorithm.
Materials physics underpins much of the work required to design better magne-
tocaloric materials with improved performance. Therefore, a fundamental understand-
ing of the underlying physics associated with the magnetocaloric properties of mate-
rials is a necessary starting point, from a theoretical perspective. In particular, ﬁrst
principles calculations based on DFT currently play a signiﬁcant role in determining
the electronic structure of magnetocaloric materials. A theoretical description of the
competing magnetic and structural phases can also be obtained. Subsequently, the ex-
change coupling energies and magnetic moments obtained from the DFT calculations
can be used in conjunction with the Monte Carlo approach, to explore the phase di-
agram of magnetocaloric materials and determine their magnetocaloric properties at
ﬁnite temperature. In comparison to other ﬁrst principle electronic structure methods,
the DFT approach can yield results of comparable accuracy at relatively low compu-
tational costs. Moreover, due to the combination of semi-local and non-local terms in
21
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the exchange functional, and the inclusion of an eﬀective self interaction correction,
the hybrid B3LYP [20–22] approach provides an accurate description of optical band
gaps, magnetic moments and coupling constants and M-I transitions [23–27] in strongly
correlated systems such as manganites. The CRYSTAL code, used in this work, pro-
vides a general purpose, all-electron implementation of DFT approximations in periodic
boundary conditions and is therefore, ideally suited to studying the electronic structure
of the compositions of interest.
The general outline of this thesis is as follows. In Chapter 2, a brief theoretical
background of magnetism and phase transitions is presented, this serves as an intro-
duction to the physical eﬀects that are important to develop an understanding of the
MCE. Following this, in Chapter 3, thermodynamic aspects of the MCE are described
and a review of magnetocaloric materials, particularly manganites, is given. Chapter 4
outlines the theoretical framework of the computations. Calculations on the end-point
compounds, LaMnO3 and CaMnO3, are performed in Chapter 5, where the reliabil-
ity of hybrid-DFT in describing manganite systems is investigated. In Chapter 6, the
structural and electronic properties of La1−xCaxMnO3 at x = 0.25 are studied. The
competing interactions are disentangled to determine their implications on the MCE
for this composition. The electronic, vibrational and magnetic entropy contributions to
the entropy change across the FM-M to PM-I phase transition in La0.75Ca0.25MnO3 are
quantiﬁed in Chapter 7. Finally, Chapter 8 summaries the main outcome of this work
and its impact in the research ﬁelds of perovskite manganites and magnetocalorics.
A Note on Units
In atomic units, a.u.: e = ~ = me = 1.
Energy: Hartee (a.u.) = 27.2138 eV.
Mulliken spin populations: 1 µB = e~/2me = 1|e| in atomic units.
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2Magnetism and Phase
Transitions
In this chapter, a brief overview of the theory of magnetism will be given. Since the
MCE occurs at a magnetic phase transition, this chapter will provide the necessary
background required to understand such phase transitions and the MCE in general.
One interesting aspect of some magnetocaloric materials is the observation of a mag-
netic phase transition that coincides with a structural transition. Thus producing large
discontinuities in the spin, charge and lattice related properties, which are character-
istics of a ﬁrst order phase transition. Consequently, a theoretical understanding of
the order and nature of a transition is of paramount importance when considering the
magnetocaloric properties of a material. Therefore, a brief description of the relevant
theoretical models developed to study phase transitions is also provided. The macro-
scopic phenomenology of magnetism is discussed before introducing microscopic models
of the underlying interactions, such as the Heisenberg, Ising and Hubbard model.
2.1 Macroscopic Magnetic Order
If all the magnetic moments of a material lie along a single unique direction in the
absence of a magnetic ﬁeld, the material is magnetised spontaneously. This form of
magnetic ordering in a material is referred to as ferromagnetism. Magnetic materials
can generally be characterised by their response to an external magnetic ﬁeld, H. A
net magnetisation, M is induced in the solid, which is proportional to the applied ﬁeld,
M = χH (2.1)
23
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where χ, the proportionality constant, is referred to as the magnetic susceptibilty
and is deﬁned as the change of the magnetisation with respect to the applied ﬁeld dMdH .
The magnetic moments may also align antiparallel to each other, in which case there
is no net magnetic moment and the ordering is antiferromagnetic. If the magnetic
moments are not equal in magnitude but the alignment is antiparallel, the material is
known as a ferrimagnet, which possesses a net magnetic moment. However, if the
interactions between the unpaired electrons are weak relative to thermal ﬂuctuations,
the magnetic moments will be orientated in random directions. Thus, when the mag-
netic ﬁeld is removed, the material is described as paramagnetic. The diﬀerent types
of magnetic ordering described here are depicted in Figure. 2.1.
Figure 2.1: The orientation of the magnetic moments in a: a) ferromagnetic (FM),
b) antiferromagnetic (AFM), c) ferrimagnetic and d) paramagnetic (PM) solid, in the
absence of a magnetic ﬁeld. The direction and length of the arrows indicate the direction
and magnitude of the moments, respectively.
If we consider the typical response of a paramagnet to an external ﬁeld, the M
increases with H. The spin moments align with the external ﬁeld, resisting thermal
disorder, until the saturation point where the magnetic moments are all aligned. The
corresponding magnetisation is referred to as the saturation magnetisation,Ms. Since
there is strong magnetic coupling in the ferromagnetic state, the rate of change in M
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with H is higher than that of the paramagnetic state. However, M also converges
to a saturation point. In the antiferromagnetic case, the magnetisation also increases
linearly with H but at a decreased rate when compared to the ferromagnet. This is
due to the antiferromagnetic coupling, which resists parallel alignment of the mag-
netic moments. The strength of the magnetic interactions is characterised by the Curie
temperature, TC for a ferromagnet and the Ne´el temperature, TN for an antiferromag-
net. TC and TN are critical temperatures (points), above which, their corresponding
magnetic ordering disappears.
2.2 Magnetic Interactions
Long range magnetic ordering, as discussed in the previous section, is commonly re-
ferred to as cooperative phenomena, since it results from the interactions between mag-
netic dipole moments at the microscopic scale. Such interactions determine the relative
alignment of the localised and/or itinerant moments. Themagnetic dipolar interaction
is expected to have a role in long range magnetic order. Two magnetic dipoles µ1 and
µ2 separated by r have an energy equal to
E =
µ0
4πr3
[
µ1·µ2 − 3
r2
(µ1·r)(µ2·r)
]
(2.2)
which evidently depends on their separation and degree of mutual alignment [28].
If we consider two moments µ ≈ 1µB , which are separated by r ≈ 1A˚ then the order
of magnitude of the energy is approximately µ2/4πr3 ∼ 10−23J. This is around 1K in
temperature and therefore, the magnetic dipolar interaction is too weak to account for
ordering in most magnetic materials at higher temperatures. It can, however, be signif-
icant in materials that order at milli-Kelvin temperatures. Exchange interactions, on
the other hand, are vital to the understanding of long range magnetic order. The ex-
change interaction is a type of magnetic interaction arising due to the balance between
potential and kinetic energies. In this section we discuss diﬀerent types of exchange
interactions which occur, particularly in manganites.
Unpaired electrons localised on neighbouring atoms interact via the direct exchange
mechanism. This particular exchange interaction proceeds directly without the need for
an intermediary. It produces a short-range coupling and the strength is dependent on
the overlap between the magnetic orbitals, which decays rapidly with increasing inter-
atomic distance. If there is insuﬃcient overlap between neigbouring magnetic orbitals
i.e. for systems with strongly localised electrons, the magnetic atoms may not interact
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via the direct exchange interaction. Therefore, a correct description of the exchange
interaction needs to take into account the localised and band character of electrons. Di-
rect exchange in orthogonal orbitals favours the parallel (positive exchange) alignment
of spins and in the non-orthogonal scenario, either parallel and antiparallel (negative
exchange) alignment of spins may be favoured depending on the interatomic distance.
Figure 2.2: Schematic illustration of the Goodenough-Kanamori-Anderson (GKA) rules
and the indirect superexchange interaction in LaMnO3. The 3dx2−y2 orbital of Mn
3+
is shaded in grey. The core spin S=3/2 of three t2g orbitals of the Mn
3+ is represented
by the three arrows. The resulting interaction, which is dependent on the orbital
occupation, could either be AFM (a) or FM (b) or (c). Taken from Ref. [29]. c© IOP
Publishing. Reproduced by permission of IOP Publishing. All rights reserved
There also exists an indirect exchange interaction, which may be responsible for the
magnetic behaviour in a number of ionic solids, particularly transition metal oxides.
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The superexchange interaction can be deﬁned as an indirect exchange interaction
between magnetic ions, mediated by a non-magnetic ion. The most prominent example
for this particular exchange mechanism is of transition-metal (TM) ions, which are
separated by O−2 in between. Here, the strength of the interaction is inﬂuenced through
the overlap between the TM-3d and O-2p orbitals. Further, the sign of the interaction
is determined via the degeneracy and occupancy of the TM-3d orbitals. A prediction
of the spin alignment due to superexchange can be made through the implementation
of a set of rules deﬁned by Goodenough, Kanamori and Anderson (GKA) [30–32]. An
example of the GKA rules is illustrated for LaMnO3, along the z-direction, in Fig. 2.2.
The magnetic exchange interaction between the 3dz2 orbital of two Mn
3+ ions via the
2pz of the O
2− ion is depicted. Virtual hopping of the O-2p electrons to the overlapping
Mn-3d orbitals reduces the overall energy of the system, depending on the direction of
the core Mn spins, leading to virtual excited states.
In some oxides, particularly manganites, it is also possible to have a ferromagnetic
exchange interaction which occurs due to a mixed valency (i.e. exist in more than one
oxidation state) of the magnetic ions in the system. The ferromagnetic alignment of
spins can be explained by Zener’s model of double exchange [33, 34]. If we consider
a mixed valence system consisting of Mn3+ and Mn4+ ions where the conﬁgurations
are d4 and d3, respectively, the electron occupying the eg orbital for Mn
3+ can hop
to a neighbouring site only if there is a vacancy of the same spin. Therefore, if the
neighboring ion is Mn4+, this is a possible scenario. The exchange interaction between
the eg and t2g electrons keeps the spin moments aligned. It is, however, not possible
for the eg from the Mn
3+ to hop onto a neighbouring ion in which the t2g spins are
antiparallel to that of the eg electron. The hopping of the electron provides a kinetic
energy saving, thus reducing the overall energy and becoming metallic.
Generally, superexchange occurs in insulators, while the Ruderman−Kittel−
Kasuya−Y osida (RKKY) exchange mechanism is dominant in metals; where the inter-
action between the magnetic ions is mediated by the conduction electrons. A localised
spin moment polarises the conduction electrons and this polarisation, in turn, cou-
ples to a neighbouring localised spin moment a distance r away, ﬂuctuating in sign
(FM/AFM) on a length scale of 1/kF , where kF is the Fermi wave vector. In contrast
to the direct exchange interaction, this type of exchange mechanism is considered to be
long−range. The RKKY interaction is not described in detail herein, since the work
in this thesis is concerned primarily with oxide materials.
The exchange mechanisms described in this section are models that are able to ac-
count for the magnetic behaviour in many magnetic materials and deﬁne the electronic
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properties, as well as the degree of localisation of the magnetic moments. Some of the
exchange mechanisms can coexist in a system and therefore, the macroscopic behaviour
can be attributed to more than one magnetic interaction.
2.3 Models of Phase Transitions
In statistical mechanics, a connection is made between the macroscopic phase of a
system and its microscopic properties. A phase transition is associated with broken
symmetry in a system and in order to understand some of the consequences of symmetry
breaking and phenomena, such as the MCE, it is important to consider simpliﬁed
models of magnetism. Such models are brieﬂy discussed in this section.
2.3.1 Landau Theory of Ferromagnetism
A basic thermodynamic discussion of phase transitions can be presented on the basis of
the Landau theory, which is also a mean-ﬁeld model. In such models, it is assumed that
a magnetic moment senses an average internal ﬁeld, which is produced by neighbouring
magnetic moments. The Landau theory, in particular, describes the free energy at the
ferromagnetic to paramagnetic critical point and highlights the importance of symmetry
when considering a phase transition. The macroscopic free energy expansion for a
ferromagnet, with magnetisation M can be written as a power series in M [28]; where
the polynomial only contains even powers to maintain global symmetry of the spin
Hamiltonian. Subsequently, the free energy, F (M) can be written as,
F (M) = F0 + a(T )M
2 + bM4 (2.3)
where F0 and b are constants (it is assumed that b > 0) and the coeﬃcient a is
dependent on temperature. If the free energy is minimised to ﬁnd the ground state by
looking for solutions of ∂F/∂M=0, we ﬁnd
2M[a0(T − TC) + 2bM2] = 0. (2.4)
Since the left side of the equation is a product of two terms, either of them could
be zero and therefore, M=0 or,
M = ±
[
a0(TC − T )
2b
]1/2
(2.5)
where a0 is a positive constant and this expression is valid when T < TC . Free
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energy terms up to the sixth order of the magnetisation are required to describe a ﬁrst
order phase transition, where it follows that δM/δH can only be maximised if b <
0 [35, 36]. However, it must be noted that the Landau theory and mean-ﬁeld theories
in general, fail to describe the critical region correctly.
2.3.2 The Bean-Rodbell Model
The FM-PM transition is a second-order phase transition, which as an initial ap-
proximation can be described by the rigid lattice, Ising (or Heisenberg) model (see
sections 2.3.3 and 2.3.4). Since the lattice is ﬁxed, it is implicitly assumed that the
exchange interaction and lattice spacing are independent parameters. However, in phys-
ical systems, the lattice can distort at the phase transition and the associated entropy
change may enhance or reduce the MCE. Despite the complexity of the magneto-elastic
coupling between the magnetic and lattice degrees of freedom, ﬁrst order phase tran-
sitions can be described in terms of the phenomenological macroscopic Bean-Rodbell
model [37], which is an extension to the Weiss classical molecular mean-ﬁeld model 1.
The intricacy of magneto-elastic coupling is simpliﬁed by focusing merely on the vol-
ume variation across the phase transition. This model was used by Blois and Rodbell
in 1963, to describe the ﬁrst order phase transition in MnAs [38].
The basic assumption of this model is that the Curie temperature TC is strongly
dependent upon the interatomic spacing. Thus, TC depends on a volumetric lattice
deformation and is given by:
TC = To
[
1 + β
(
V − Vo
Vo
)]
(2.6)
where To is the Curie temperature corresponding to an incompressible lattice, Vo is
the initial volume i.e. the volume prior to the application of an external magnetic ﬁeld
and β is a coeﬃcient, which corresponds to the dependence of the ordering temperature
on the volume and could either be positive or negative. If the volume remains constant
i.e. an increase in one lattice parameter is compensated by a decrease in the other; then
TC can be written in terms of lattice parameter changes.
The behaviour of a system is analysed on the basis of the Gibbs free energy, which
consists of the following contributions:
G = Gexchange +GZeeman +Gelastic +Gentropy +Gpressure (2.7)
1An effective internal molecular field is defined in the Weiss mean-field model, which is proportional
to the magnetisation of a magnetic material.
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where Gexchange, GZeeman, Gelastic, Gentropy, and Gpressure correspond to the ex-
change interaction energy, Zeeman energy, elastic energy, entropy and pressure terms,
respectively. The exchange interaction is expressed in terms of the mean-ﬁeld approx-
imation and the Gibbs free energy has the form [39]:
G = −3
2
(
J
J + 1
)
NkB
(
To
[
1 + β
(
V − Vo
Vo
)])
σ2 − gµBHJNσ + 1
2K
ω2
+ Pω − T (Smag + Slat) (2.8)
where N is the number of magnetic ions per unit volume, kB is the Boltzmann
constant and σ is the normalized magnetization. In the Zeeman energy term, g is the
Lande factor and H is the external magnetic ﬁeld. In the elastic energy term K is the
volume compressibility. The fourth term is a correction due to applied pressure, where
ω is the volume change. The ﬁnal term is a correction due to the magnetic and lattice
entropies of the system.
2.3.3 Heisenberg Model
In this subsection and subsequent subsections, microscopic models are considered to
understand phase transitions in solids. In the Heisenberg model, the magnetic moment
at a magnetic site (ith atom or a group of atoms), µi has a spin angular momentum,
Si and is deﬁned through the relation,
µi = gµBSi (2.9)
where g is the Lande´ factor and µB is the Bohr magneton. The value of Si is deter-
mined by the electronic conﬁguration of the magnetic site. The fundamental physics of
a magnetic system is often attributed to the quantum mechanical interactions between
spin angular momenta. However, the theoretical aspect of such interactions in a three
dimensional solid is a non-trivial problem, which requires many approximations. In the
Heisenberg model, the spin Hamiltonian has been approximated by considering only
two-body nearest-neighbor interactions. This approximation relies on the assumption
that the magnetic interactions decay rapidly with increasing distance between the spin
moments. The Heisenberg Hamiltonian has the form:
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HˆHeisenberg = −1
2
∑
〈i,j〉
JijSiSj (2.10)
where Jij is the magnetic coupling constant between the i
th and jth magnetic sites
and S is the spin state. The sign and magnitude of the Jij constant deﬁne the nature
(ferromagnetic for Jij>0 and antiferromagnetic for Jij<0) and strength of the inter-
action between the magnetic moments. Solving the Heisenberg model is a complex
process and there is no analytical solution for three-dimensional periodic systems.
2.3.4 Ising Model
The Ising model is a lattice model, which was developed in the 1920s to study phase
transitions in ferromagnetic materials, in particular. It is one of the simplest and
best studied models in statistical mechanics and can be solved analytically for a few
simpliﬁed cases, such as in one-dimension (with and without an external magnetic ﬁeld)
and in two-dimensions (without an external magnetic ﬁeld). We consider a simple cubic
lattice with periodic boundary conditions and propose that interactions occur only
between nearest neighbouring spin states. The dimensionality of the moment is one
and therefore, only the z component of the spin variable is considered. Consequently,
the spin is only allowed to point along the ±z direction. The Ising Hamiltonian, Hmag
is deﬁned as:
HˆIsing = −1
2
∑
〈i,j〉
JijSi
zSj
z −
∑
i
HextSi
z (2.11)
where Hext is an external magnetic ﬁeld, Jij is the exchange parameter and S is
the spin state, which can only take on the value -1 (spin down) or 1 (spin up). A spin
degree of freedom is placed on each site of the lattice, where it is subject to simple
interaction energies. Exact solutions for ﬁnite systems can be determined by summing
over all possible spin conﬁgurations. However, since the number of conﬁgurations is 2n,
this approach becomes infeasible.
2.3.5 Hubbard Model
TheHubbard Model is a highly simpliﬁed model of electron correlation, which describes
both metallic and localised behaviour, thus describing the transition between conduct-
ing and insulating systems. The model was initially introduced in the early 1960’s
and applied to understand the behaviour of strongly correlated transition metal oxides,
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which were antiferromagnetic insulators. Metallic behaviour in solids is attributed to
the kinetic energy of electrons, which leads to delocalisation. The kinetic energy is
parameterised by the transfer integrals in the tight-binding model t (also referred to as
the hopping integrals). However, the Coulomb energy, which is required to remove an
electron from a site and add it to another site is parameterised by U , also known as the
Hubbard U . If the Coulomb energy parameter, U , is large but not inﬁnite, each lattice
site will be singly occupied and the electron could visit a neighbouring site, provided
the spins are antiparallel (in accordance with Pauli’s exclusion principle). This leads to
insulating behaviour and such systems are commonly referred to as Mott insulators.
The Hubbard Hamiltonian consists of two components for a system with one orbital
per site, and takes the form,
HˆHubbard = −t
∑
〈i,j〉
∑
σ
(c†iσcjσ + c
†
jσciσ) + U
∑
i
nˆi↑ nˆi↓ (2.12)
where c†iσ and ciσ are the creation and annihilation operators of an electron with spin
σ=↑,↓ at lattice site i. The occupation number operator, nˆiσ is deﬁned as nˆiσ=c†iσciσ
and t is the transfer integral. The ﬁrst term is the kinetic energy term, which deﬁnes
the energy contribution arising from electrons hopping between nearest-neighbouring
lattice sites. The second term represents the Coulomb repulsion between two electrons
that occupy the same orbital.
A deﬁnition of the low-energy spectrum of a magnetic system is derived from the
competing transfer integral t and on-site Coloumb repulsion U terms. Thus, the abso-
lute zero behaviour of the Hubbard model is controlled by two parameters: the relative
interaction strength, U/t, and the average electron density per electron site, n/L, where
n is the total number of electrons, L is the number of lattice sites. When U/t → 0,
the Hubbard Hamiltonian corresponds to the tight-binding Hamiltonian derived from
band theory. In the other limiting case, U/t→∞, the electrons minimise the Coulomb
repulsive energy by occupying diﬀerent lattice sites. In the large U/t regime (in the
half-ﬁlled limit), the low energy states of the Hubbard model can be mapped onto an
antiferromagnetic Heisenberg Hamiltonian (with an exchange constant, J = 4t2/U).
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This chapter introduces the MCE, particularly the theory and thermodynamics asso-
ciated with the eﬀect. Initially, the basic thermodynamic concepts behind the MCE
are outlined and the Gibbs free energy for a magnetic system is described. Following
this, details of magnetic refrigeration are given. Various classes of materials suitable
for magnetocaloric applications are then presented and the magnetocaloric properties
of manganites are discussed comprehensively. The ﬁnal section brieﬂy introduces theo-
retical concepts associated with the MCE and also highlights studies in which the MCE
has been considered from a theoretical perspective.
3.1 Thermodynamics
As described in the introduction, the MCE is eﬀectively the heating or cooling of
a magnetic material, in response to the application and removal of a magnetic ﬁeld
adiabatically. It is an intrinsic property of all magnetic materials. In order to quantify
the MCE exhibited by a material, and understand the nature of a magnetic phase
transition, one must consider the thermodynamic properties of a system which are
determined by the free energy. In the presence of an external magnetic ﬁeld H , the
Gibbs free energy G, is given by:
G = U − TS + PV −MH (3.1)
where U is the internal energy, T is the absolute temperature, H is the applied
magnetic ﬁeld and P is the pressure. The entropy S, volume V and, magnetization
M are given by the ﬁrst derivatives of the Gibbs free energy in Equations, 3.2, 3.3
and 3.4, respectively.
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S(T, P,H) = −
(
∂G
∂T
)
P,H
(3.2)
V (T, P,H) =
(
∂G
∂P
)
T,H
(3.3)
M(T, P,H) = −
(
∂G
∂H
)
T,P
(3.4)
In accordance with the second law of thermodynamics, the speciﬁc heat C of a
system can be deﬁned as the second derivative of the Gibbs free energy with respect to
temperature,
C(T,H) = T
(
∂S
∂T
)
P
= −T
(
∂2G
∂T 2
)
P
(3.5)
Phase transitions are generally classiﬁed as either first-order or second-order. The
general characteristic of a transition is an abrupt change in one or more physical prop-
erties. By deﬁnition, if the ﬁrst derivatives of the Gibbs free energy are discontinuous
at the phase transition, the transition is of ﬁrst order. If, however, the ﬁrst derivative
is continuous and the second derivative is discontinuous, then the phase transition is
of second order.
As seen in Equation. 3.2, the entropy S, of a magnetocaloric material is dependent
upon the temperature T , magnetic ﬁeld H and pressure P . When a suﬃciently high
external magnetic ﬁeld is applied adiabatically to a material, the spin moments align,
and the magnetic part of the entropy decreases due to the coupling of the magnetic
ﬁeld and the magnetic moments. In order to keep the total entropy (spin and lattice
contributions) in an adiabatic process constant, the crystalline lattice part of the en-
tropy increases and the material heats up. This heat is then transferred to the ambient
atmosphere and the material returns to its initial temperature. Subsequently, when the
magnetic ﬁeld is removed adiabatically, the crystalline lattice entropy decreases and the
material cools down. This adiabatic cycle of magnetic cooling is depicted in Figure. 3.1.
The cycle is reversible, if we assume that thermal hysteresis loss is negligible.
34
3.2 Measuring the Magnetocaloric Effect
Figure 3.1: A magnetic material is converted reversibly between diﬀerent magnetic
states ((1)-(4)) due to the application and removal of an external magnetic ﬁeld, and
changes temperature as result.
3.2 Measuring the Magnetocaloric Effect
The MCE can be determined by the entropy change in an isothermal process via in-
tegration of the thermodynamic Maxwell relation (Equation 3.6) and the temperature
change in an adiabatic process (Equation 3.7) [39], where C(T,H) is the speciﬁc heat
capacity of a material.
∆Siso(T,∆H) =
∫ H1
H0
(
∂M(T,H)
∂T
)
H
dH (3.6)
∆Tad(T,∆H) = −
∫ H1
H0
T
C(T,H)
(
∂M(T,H)
∂T
)
H
dH (3.7)
Values of ∆Siso and ∆Tad are commonly used as a basis to compare the magne-
tocaloric properties of materials. These two quantitative characteristics are shown in
Figure. 3.2 - a graphical representation of a magnetic refrigeration cycle. The total en-
tropy Stot of a magnetic material at constant pressure is dependent on both the applied
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magnetic ﬁeld (H) and temperature (T ). Further, contributions to Stot arise from the
lattice, electronic and magnetic entropies, which is deﬁned as
Stot = Slat + Selec + Smag. (3.8)
at constant pressure. Experimentally, the MCE is usually determined indirectly,
through magnetization and speciﬁc heat measurements. However, the adiabatic tem-
perature change can be calculated directly from measurements of the sample temper-
ature (T0 and T1) in magnetic ﬁelds H0 and H1, where the subscripts 0 and 1 denote
the initial and ﬁnal temperature/magnetic ﬁeld, respectively. The correct evaluation
of the MCE is, however, a controversial issue. It is worth noting that indirect methods
of determining the MCE require extensive processing of numerical data which could
result in signiﬁcant experimental errors, yielding inaccurate results. Limitations of such
numerical procedures have been studied extensively by Pecharsky and Gschneidner [40].
Figure 3.2: Total entropy versus temperature diagram for two values of the applied
magnetic ﬁeld, H1>0. The horizontal and vertical arrows show the adiabatic tempera-
ture change (∆Tad) and the isothermal magnetic entropy change (∆SM), respectively.
This ﬁgure is taken from ref. [41] with permission.
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3.3 Materials Research
There are several promising classes of materials which exhibit a considerable MCE
and have tunable transition temperatures. Current research aims to discover magnetic
materials that display a large MCE at or near RT, are economically viable and operate
in ﬁelds generated by permanent magnets. Subsequently, continual eﬀorts are being
made to search for magnetocaloric materials that exhibit a ﬁrst order phase transition
in a narrow temperature range, since this is expected to maximise the MCE [19,42–44].
However, there are large thermal and magnetic hystereses associated with ﬁrst order
behaviour. Such hystereses have a detrimental eﬀect on the refrigerant capacity q,
which is expressed as
q =
∫ Thot
Tcold
∆S(T,H)dT (3.9)
and is eﬀectively a measure of how much heat can be transferred between a hot
and cold sink in an ideal refrigeration cycle. It is therefore unclear whether materials
exhibiting a ﬁrst, or second order phase transition should be used for applications in
magnetocalorics. Hence, the properties, which deﬁne the ideal magnetic refrigerant,
may vary with the refrigeration system and the desired temperature interval. In terms
of an explicit criteria for selecting magnetic refrigerants, there are some prerequisites
such as a high saturation magnetisation (i.e. magnetic ions with large spin moments),
which is proportional to the MCE. Further, a small speciﬁc heat and a large thermal
conductivity are also desirable, since the temperature change and heat exchange rate
are optimised [19]. Considering a signiﬁcant range of materials display magnetocaloric
properties, a discussion of all such materials would clearly be beyond the scope of this
thesis. Therefore, the main classes of materials are brieﬂy discussed in this section;
the maximum entropy change ∆SMAX exhibited by such magnetocaloric materials is
shown in Fig. 3.3.
The laves phases are intermetallic compounds with stoichiometry AB2, where A is
rare-earth metal (including Sc and Y) and B is mainly a transition metal but could also
be other elements such as Al, Ga and Ge [41,44]. Amongst the RCo2-based compounds,
ErCo2, HoCo2 and DyCo2 exhibit ﬁrst order magnetic transitions and a large MCE is
observed [41]. In such materials an itinerant metamagnetic transition occurs upon the
application of a magnetic ﬁeld, which is described as a transition from a paramagnet to
an ordered structure of itinerant electrons [45]. Although the ﬁrst order magnetic phase
transition laves phases exhibit a ∆SMAX ≈ 30Jkg−1K−1 at a Tpeak ≈ 50K for a ∆H =
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Figure 3.3: The maximum entropy change ∆SMAX for ∆H = 5T versus the peak
temperature for diﬀerent classes of magnetocaloric material. This ﬁgure has been taken
from Reference [44] with permission.
5T, a general parabolic decrease is observed with an increasing transition temperature,
as can be seen in Fig. 3.3. This is attributed to the second order character of phase
transitions at higher temperatures [41]. Therefore, the laves phases are generally of
interest for applications at low temperatures.
The rare-earth metal, Gd has a large magnetic moment and exhibits a considerable
MCE near room temperature; it has therefore been the focus of research for magne-
tocaloric applications in recent years. Subsequently, Gd has been used in prototype
room temperature regenerator designs [8, 46], and has been considered to be the most
active magnetic refrigerant thus far. The ∆SM , determined from magnetisation mea-
surements, is -9.8JK−1kg−1 for a magnetic ﬁeld variation from 0T to 5T, and the ∆Tad
value is 11.6K near Tc = 294K [47]. Since rare-earth metals are acutely expensive, the
usage of Gd as a solid refrigerant is commercially limited. For this reason, transition
metal based alloys have an advantage since they are much cheaper than rare-earth
metals.
Materials undergoing a magnetostructural phase transition with large values of
∆SM are often referred to as giant magnetocaloric materials. Remarkably in the late
1990s, Pecharsky and Gschneidner coined the term, Giant Magnetocaloric Effect
(the ﬁrst order magnetic transition laves phases discussed previously also exhibit this
eﬀect) after it was discovered that the MCE in the alloy, Gd5Si2Ge2 was around 50%
larger than that determined for Gd [6]. Despite the fact that the transition temperature
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(of 276K) is much lower than that of Gd, Gd5Si2Ge2 is considered to be a potential
candidate to improve the eﬃciency of large scale magnetocaloric refrigeration since the
following MCE parameters have been determined: ∆SM = -18Jkg
−1K−1 and ∆Tad =
15K for a ∆H = 5T [6]. Subsequent studies on the substitution of Gd with other
rare-earth metals have provided evidence for a consequent reduction in the MCE [44].
The GMCE has also been observed in itinerant-electron compounds such as
LaFe13−xSix, and in general, a signiﬁcant amount of research has been conducted on
the magnetocaloric properties of the La[Fe(Si,Al)]13 family (a comprehensive review
can be found in reference [48]). The possibility of tuning the transition temperature
with composition in such systems has been explored by Gutﬂeisch et al., through the
variation of x and/or hydrogenation [49, 50]. LaFe13−xSix is a strong candidate for
cooling devices, since it undergoes a ﬁrst order ﬁeld-induced itinerant-electron metam-
agnetic phase transition (FM-PM) [51, 52]. Jia et al. have determined that a decrease
in x results in a depression of the TC and an increase in x causes a decrease in the vol-
ume contraction, which results from the phase transition [53]. Although the magnetic
entropy change in LaFe13−xSix is dominant, the lattice entropy change is comparably
large and counteracts most of the magnetic one. Hence, a more detailed, theoretical
understanding of magneto-elastic/structural transitions is required to understand the
MCE of such materials.
In 2004, Gama et al. [54] reported on the existence of a pressure-induced colossal
MCE in MnAs. The reported values for MnAs exceeded those of many active refrigerant
materials, hence the term colossal. MnAs undergoes a ﬁrst order magneto-structural
transition from a FM-hexagonal structure to a PM-orthorhomic structure, at a transi-
tion temperature Tt (not exactly a conventional type Curie temperature) of 318K. It is
considered to be a good candidate, since the ∆SM value is -30JK
−1kg−1 and the ∆Tad
for ∆H = 5T is 13K [55]. Unfortunately, its usage is limited due to a considerably large
thermal hysteresis and also due to arsenic being a poisonous constituent. This has led
to a strong eﬀort to develop arsenic-free alloys with comparable, or even improved,
magnetocaloric properties. Substitution of As by Sb in the compound, Mn(AsxSb1−x)
reduces the thermal hysteresis and also decreases the transition temperature to 230K
at x=0.3, whilst maintaining ﬁrst-order magneto-structural properties. The MCE is re-
duced slightly such that, ∆SM is in the range of -25 to -30JK
−1kg−1 and ∆Tad for ∆H =
5T is 10K [55,56]. Moreover, through the addition of Fe and P, the alloy MnFePxAs1−x
maintains ﬁrst order transition properties near room temperature for 0.26≤x≤0.66 [57].
The Mn-Fe-P-Si compounds with a hexagonal Fe2P-type structure are also promising
candidates, since the GMCE exhibited can be tuned by varying the Mn:Fe, P:Si ratio.
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In addition, the thermal hysteresis can be reduced simultaneously [58].
Ferromagnetic Heusler alloys such as Ni-Mn-Z (Z = Ga,In,Sn,Sb), which exhibit
either a positive or negative MCE, depending on their stoichiometry, have attracted
much attention in recent years. In non-stoichiometric Ni2+xMn1−xGa alloys, a coupled
magneto-structural transition from FM-martensite to PM-austenite takes place [59–
61]. A positive MCE is displayed in the composition range of 0.18≤ x ≤0.27. The
reasoning behind the large MCE exhibited by such materials is related to the sum of
entropy changes associated with the transition. Such ﬁeld-induced magneto-structural
transitions resulting from the coupling of magnetic and structural degrees of freedom
are promising features for magnetocaloric applications.
3.4 Manganites as Magnetocaloric Materials
A class of materials for which the ∆SMAX is shown in Fig. 3.3 but is not discussed
in the previous section are the La-based manganites (or manganese oxides), which are
transition metal oxides. This particular class of materials, displays a rich diveristy of
crystallographic, magnetic and electronic phases, attributed to a strong interplay be-
tween spin, charge, orbital and lattice degrees of freedom. Manganites are promising
candidates for magnetocaloric applications, since they are cheap, non-toxic, resistant
to corrosion, easy to manufacture and have easily tunable transition temperatures [19].
In transition metal oxides, Mn can exhibit a magnetic moment as large as 5µB . This
is one of the factors contributing to the considerable MCE exhibited by manganites.
As a consequence of the eﬀects of strong electron correlation, a complete microscopic
understanding of the physics underlying the properties of manganites has not yet been
achieved. A thorough understanding of the magnetocaloric properties of functional ox-
ides has been an important issue for magnetic refrigeration technology. In this research,
the primary focus is the characterisation of the strong interplay between the electronic
and geometrical structure of La1−xCaxMnO3 manganites, as well as a quantitative the-
oretical description of the MCE in doped manganites, for the implementation of such
materials in magnetic refrigeration technology.
3.4.1 Structure and Properties
In this section, the perovskite manganite structure will be discussed since it is directly
related to its magnetocaloric behaviour and properties. Manganites belong to a class
of distorted perovskites, which have the chemical formula, ABO3. Fig. 3.4 shows the
ideal cubic perovskite structure.
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Figure 3.4: The ABO3 cubic perovskite structure packed with BO6 octahedra, which
are connected at the vertices.
LaMnO3 is the parent compound for La-based manganites and crystallises in the or-
thorhombic structure, which is a modiﬁcation from the cubic perovskite structure. One
of the possible origins in lattice distortion is the deformation of the MnO6 octahedra
arising from the Jahn-Teller (JT) eﬀect. In LaMnO3, the Mn ions have a formal charge
of 3+ with a 3d4 (t2g
3eg
1) electronic conﬁguration. The electronic structure is however
more complicated than this simpliﬁed ionic model. Nevertheless, this approach is use-
ful to outline the following important interactions, which are depicted in Fig. 3.5: The
crystal ﬁeld, caused by the MnO6 octahedron of surrounding negative charges, splits
the ﬁvefold degenerate 3d orbital into higher energy doubly degenerate eg (dx2−y2 , dz2)
states and lower energy triply degenerate t2g (dxy, dxz, dyz) states. There is a strong
on-site ferromagnetic coupling, UH between the eg and t2g electron spin, which is a con-
sequence of Hund’s rule. The eg degeneracy is lifted by a JT distortion of the MnO6
octahedra.
Another lattice distortion comes from the ionic radii mismatch, which aﬀects the
connective pattern of the MnO6 octahedra. This distortion is governed by the tolerance
factor t (characteristic parameter commonly used to describe manganites), which is
deﬁned as,
t =
rA + rO√
2(rB + rO)
(3.10)
where rA, rB and rO represent the average ionic radii of each element. For t=1,
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Figure 3.5: The crystal-ﬁeld splitting of the ﬁve-fold degenerate atomic 3d levels into
lower energy (triply degenerate) t2g and higher energy (doubly degenerate) eg levels.
The JT distortion of MnO6 octahedron further lifts each degeneracy. (This ﬁgure is
modiﬁed from Ref. [62].)
the cubic structure in Fig. 3.4 is realised. However, for 0.96<t<1, the lattice structure
becomes rhombohedral and for t<0.96, the structure is transformed into orthorhom-
bic [63].
3.4.2 Doped Perovskite Manganites
An important feature of perovskites is that the structure is very robust against chemi-
cal modiﬁcations at the A-site. Doping at the La-site is of interest since the exchange
interaction could be modiﬁed, potentially changing the magnetic and hence, the mag-
netocaloric properties. Manganites with the general formula R1−xAxMnO3 (R being
a trivalent rare earth and A a divalent earth alkaline metal) are perovskite structured
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oxides, which display a range of interesting phenomena, such as high temperature su-
perconductivity [64,65], colossal magnetoresistance (CMR) [16,66–68] and the magne-
tocaloric eﬀect (MCE) [19,69,70]. The properties of manganites are stongly dependent
on the doping concentration x as well as external variables, such as temperature, pres-
sure and electric or magnetic ﬁelds.
Experimental studies on manganites doped with earth alkaline elements, such as
Ca, Ba and Sr, have been the subject of intense study since the discovery of CMR [15,
16]. A number of stable magnetic phases exist in various doped perovskite manganite
systems. Substition of La with ions of a larger radius (i.e. Sr, Ba and Pb) could
possibly allow tuning of TC without reducing the MCE. The R1−xAxMnO3 series,
and the La0.67Ca0.33MnO3 composition in particular, has been considered a potential
candidate for magnetic refrigeration. The experimentally determined ∆Siso value and
Curie temperatures of a range of compositions of this manganite series are given in
Table. 3.1. Generally, the temperature at which the change in magnetic entropy peaks
normally coincides with the Curie temperature in magnetocaloric manganites. However,
it is evident from Table. 3.1 that there is a large dispersion in the MCE data. It is
worth noting that complexities such as chemical disorder [71,72], nonstoichiometry and
inhomogeneities [12] are expected to aﬀect the magnetocaloric properties [73–75] and
could explain the large variation, but this is not known.
The MCE in La1−xMxMnO3 ﬁlms (where, M=Ca, Sr, Ba) was ﬁrst reported by
Morelli et al. [15]. Later, Guo et al. reported that the magnetic entropy change, ∆SM ,
in La0.75Ca0.25MnO3 polycrystalline samples was of the same order of magnitude as
that displayed by Gadolinium (for the same ﬁeld change) [18, 76]. However, poly-
crystalline manganites have been found to display non-uniform MCE curves, when
compared to single crystalline materials [19]. The La2/3Ca1/3MnO3 compound exhibits
the largest MCE amongst the compositions investigated for this series of mangan-
ites, as can be seen in Table. 3.1. However, the TC is 267K which is quite below
room temperature [18, 76–79]. Although this could potentially limit the usage of this
composition as an active magnetic refrigerant at RT, Hueso et al. acknowledged the
possibilty of tuning the transition temperature without suppressing the large MCE
values of La0.67Ca0.33MnO3 nanopaticles, synthesized by sol-gel techniques [80]. Later
studies reported that the magnitude of the magnetic entropy change ∆SM is inversely
proportional to the grain size. Experimentally, in La0.75Ca0.25MnO3, an anomalous
thermal expansion is observed at the transition [81]. These studies also conﬁrm that
strong structural and magnetic coupling at TC can greatly inﬂuence ∆SM . When com-
pared to the intermetallic compounds and alloys of rare earths, the tunability of TC
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via doping, lower cost, higher electrical resistivity and chemical stability implies that
the manganites are strong candidates for magnetic refrigeration at RT.
Composition TC (K) ∆H (T) -∆Siso (Jkg
−1K−1) Reference
La0.80Ca0.20MnO3 230 1.5 5.50 [18]
La0.80Ca0.20MnO3 176 1.5 3.67 [82]
La0.75Ca0.25MnO3 224 1.5 4.70 [76]
La0.70Ca0.30MnO3 256 1.0 1.38 [83]
La0.70Ca0.30MnO3 227 1.0 1.95 [84]
La0.67Ca0.33MnO3 260 1.5 4.30 [18]
La0.67Ca0.33MnO3 259 3.0 2.60 [85]
La0.67Ca0.33MnO3 252 5.0 2.06 [15]
La0.67Ca0.33MnO3 267 3.0 6.04 [77]
La0.60Ca0.40MnO3 263 3.0 5.00 [86]
La0.55Ca0.45MnO3 238 1.5 1.90 [18]
Table 3.1: The Curie temperature TC and magnetocaloric potential ∆Siso for compo-
sitions of the La1−xCaxMnO3 manganite series [19].
Since manganites are characterized by rich phase diagrams, many phases compete
at low temperatures. Consequently, phase separation (PS) can occur leading to in-
homogeneous states [12]. PS between hole undoped antiferromagnetic and hole-rich
ferromagnetic regions in manganites has been reported using scanning tunneling spec-
troscopy (STS) [87], neutron scattering [88,89] and x-ray absorption [12,90–92]. More
recently, it has been found that multiple-phase transitions occur in PS manganites such
as La5/8yPryCa3/8MnO3 where the MCE peaks with both positive and negative values
in a wide temperature range [93, 94]. Hence, PS manganites can be used to broaden
the temperature range and improve regenerative magnetic refrigerator designs. The oc-
curence of PS could be atrributed to strain [95] as well as local chemical disorder [71,72].
However, the exact origins of such inhomogeneities and the key mechanisms involving
PS are unclear.
3.5 Modelling of the Magnetocaloric Effect
The MCE has been studied in many materials, largely due to experimental eﬀorts, as
described in the previous sections. A theoretical understanding of the magnetocaloric
properties of materials is, however, an essential step towards designing materials with
improved performance. Accurate theoretical models of the MCE could notably simplify
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the design process. However, an evident shortcoming of the theoretical aspect of mag-
netocaloric materials is the scarcity of studies carried out to disentangle and quantify
the separate contributions to the entropy change across a phase boundary, particu-
larly from an ab initio perspective. Nevertheless, this section reviews some signicant
theoretical works in the ﬁeld of magnetocaloric materials.
First principles calculations have commonly been carried out to investigate the elec-
tronic and magnetic properties of magnetocaloric materials [96–105]. In a number of
such studies, the exchange coupling constants and magnetic moments have been ex-
tracted and subsequently used as parameters in thermodynamic models, which allow
one to compute ﬁnite temperature macroscopic variables. Electron correlation eﬀects
on the electronic structure of Gd5Si2Ge2, which exhibits a magnetostructural transition
close to RT, have been studied by Harmon et al. and Paudyal et al., using the tight
binding linear muﬃn-tin orbital method, within the framework of the local spin density
approximation [96,98]. The combination of ﬁrst principle calculations and magnetother-
modynamic models, such as the Bean-Rodbell model [37], provides a useful analysis of
the magnetostructural transition since, in this case, the predicted transition tempera-
ture and associated magnetic entropy change were in good agreement with experimental
values [98]. Although such studies have enabled a more in-depth understanding of al-
loys such as Gd5Si2Ge2, the ability to predict candidate materials, without synthesising
and measuring the MCE, has been relatively limited.
Theoretically, metamagnetic transitions have also been of interest for the MCE,
which are in eﬀect, order-order transitions. For example, there has been a recent
growth in studies related to the origin and tunability of metamagnetism in Fe2P.
DFT calculations conducted by Delczeg-Czirjak et al. to disentagle entropic contri-
butions, determined that the vibrational component stablises the hexagonal phase
of Fe2P, whereas the electronic and magnetic contributions favour the orthorhombic
structure in Si-substituted Fe2P1−xSix alloys [106]. Further, Gercsi et al. were able
to determine preferential sites for the dopants and the consequent increase in the Fe
moment [107]. Such studies indicate the potential of ﬁrst principle calculations in opti-
mising the magnetocaloric properties of metamagnetic materials. However, it must be
noted that ﬁnite temperature eﬀects are not incorporated explicitly. First principles
calculation techniques have also been developed and implemented for chemically disor-
dered materials, i.e., the Korringa-Kohn-Rostoker (KKR) method with the coherent
potential approximation (CPA) [108]. More recently, Staunton et al. have adopted the
disordered local moment (DLM) theory, which has been used in conjunction with the
statistical mechanics of local moments to predict the temperature dependence of the
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metamagnetic critical ﬁelds in CoMnSi-based alloys [105].
The Monte Carlo Approach has also been used to study the MCE in several ma-
terials. For example, No`brega et al. [109] used this approach to study the MCE in
R5Si4 (R=Gd,Tb), where a model Hamiltonian consisting of three terms was devel-
oped. These terms describe the spin-spin interaction, the single ion anisotropy and
the Zeeman interaction of the total angular momentum with an external ﬁeld. The
determined ∆SM and ∆Tad were found to be in good agreement with experimen-
tal data. Moreover, a smooth increase in the magnetic entropy around the ordering
temperature was observed, which was absent in corresponding theoretical calculations
within the mean ﬁeld approach. Similarly, Buchelnikov et al. also implemented the
Monte Carlo method to determine the magnetocaloric properties of the Heusler alloy
Ni-Mn-Ga [59, 99], which undergoes a magnetostructural phase transition, as men-
tioned previously. Ab initio calculations of the the magnetic exchange parameters were
carried out to determine the magnetic energy scales, which allowed a ﬁrst principles
calculation of TC. The model Hamiltonian implemented to describe the coupling of
magnetic and structural degrees of freedom consisted of the q-state Potts [110] and the
Blume-Emery-Griﬃths (BEG) [111] model, which described the martensitic transfor-
mations in Ni2+xMn1xGa accurately. Further, Monte Carlo studies by Restrepo-Parra
et al. reported the variable-temperature magnetic properties of the manganite series
La1−xCaxMnO3 through the implementation of the Heisenberg Hamiltonian with an
additional term corresponding to the magnetocrystalline anisotropy, which is dependent
upon the stoichiometry [112, 113]. Subsequently, the determined critical temperatures
for the compositions considered were found to be in good agreement with experimental
reports.
An alternative to ﬁrst principles modelling is the implementation of thermodynamic
models. In such models, the system can be described using macroscopic quantities,
which are typically obtained from experimental data. Thermodynamic models, gen-
erally, allow one to gain an understanding of critical behaviour in ﬁrst [114, 115] and
second order phase transition materials [116–118]. Such models have contributed to-
wards an understanding of the physics behind the MCE (a succinct review can be found
in reference [44]).
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In this chapter, the level of theory and background of the quantum mechanical ap-
proaches used to model manganites will be detailed. Foremost, the electronic struc-
ture methods, which form the basis of our simulations, will be discussed. This will
be followed by a description of the approximations that are made to carry out such
simulations. Details of the computational code used and the procedure of geometry op-
timisation will then be outlined. Subsequently, the Monte Carlo approach implemented
to determine macroscopic thermodynamic quantities will be described.
4.1 Electronic Structure Methods
The use of reliable ab initio electronic structure methods, combined with experiments,
is key to providing a detailed insight into the structural and electronic properties of
matter. Due to the availability of increasingly powerful computational tools in the last
few decades, many theoretical methods have been developed to study such properties
of materials. A ﬁrst principles description of matter is based on the determination of
the ground state, which is dependent on the atomic constituents, such as the electrons
and nuclei. The total energy of the ground state is determined through minimisation
of the energy with respect to the electronic and nuclear coordinates. This implies
a complex many-body problem of interacting particles. Diﬀerent methods, in which
various approximations are made, have been employed to improve the accuracy of the
many-body Schro¨dinger Equation (SE) solution at lower computational costs. The
suitability of a particular method is dependent on several criteria, which are inﬂuenced
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by the structure and electronic features of the system being studied.
In this thesis, quantum mechanical simulations have been carried out in the frame-
work of the Density Functional Theory (DFT). This commonly employed electronic
structure method has been known to provide a reasonably accurate description of the
structural and electronic properties of a wide range of materials. The purpose of adapt-
ing this method in particular is to interpret existing experimental data and develop a
ﬁrst principles description of the MCE in manganites, as well as, parameterisation of the
Ising Hamiltonian, in order to direct experimental eﬀorts towards designing new and im-
proved magnetocaloric materials. Further clariﬁcation and a detailed description of the
electronic structure methods mentioned herein could be found in References [119–121].
4.1.1 The Schro¨dinger Equation
In principle, the ground state energy, electronic structure and properties of a non-
relativistic many-body system can be determined from the time-independent non-
relativistic SE, which is arguably the most fundamental equation in ab initio electronic
structure methods and is given by,
HˆΨ = EΨ (4.1)
where Hˆ is the electronic Hamiltonian operator, E is the energy of the many-body
system and Ψ is the many-body wavefunction.
The SE can be solved analytically for the hydrogen atom, which gives us an expres-
sion for single electron orbitals. However, in order to describe the quantum mechanical
behaviour of a many electron system, it is necessary to calculate the many-body wave-
function for the system. Solving the Schro¨dinger equation for the interaction of many
electrons is, however, a complex problem, which can be considered to be beyond the
capability of quantum chemists and solid state physicists. Due to the complexity of the
many-body problem, the following approximations are made to solve the Schro¨dinger
equation:
1. Born-Oppenheimer Approximation
2. The Variational Principle
3. Hartree Approximation
Such approximations are discussed in the following paragraphs. To begin with, if
one considers the Born-Oppenheimer Approximation, which is central to quantum
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chemistry and is based on the assumption that the mass of the nuclei is considerably
larger than the mass of an electron (by a factor of ∼2000). It then follows that the
velocity of the nuclei must be very low and is therefore negligible relative to the velocity
of the electron. The Hamiltonian operator, given in Equation. 4.2 [119], is a sum of
three terms: the kinetic energy (operator), the interaction of the electrons N with
an external potential generated by M nuclei, and the electron-electron interaction,
respectively.
Hˆ = −
N∑
i=1
1
2
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
i>j
1
rij
(4.2)
In addition, the total wavefunction can be expressed as a product of the electronic
wavefunction Ψe (function of the electron coordinates but has a parametric depen-
dence on the nuclear coordinates) and nuclear wavefunction Ψn (function of the nuclei
coordinates only) 4.3.
Ψ = ΨeΨn (4.3)
Secondly, a core component of many quantum mechanical codes that determine the
ground state of a system is the variational principle which states that the approxi-
mated energy of a state is higher than that of the ground state unless Ψ corresponds
to Ψ0. This can be written quantitatively as
E [Ψ]≥E0 (4.4)
where the ground state energy E0 can be determined by searching all possible
wavefunctions and identifying the wavefunction Ψ0, which minimises the total energy.
Such approximations simplify the problem of solving the SE greatly.
Further attempts to solve the quantum many-body problem were made by
Hartree [122] and Fock [123]. The Hartree-Fock Method is the simplest parameter-
free, wavefunction-based electronic structure method, which describes electrons under
the inﬂuence of a mean ﬁeld potential. In the Hartree-Fock approximation, electron
correlation is not implemented. The many-body wavefunction is the Slater determi-
nant, which is expressed as a product of one-electron wavefunctions. More details on
Hartree-Fock theory can be found in Ref. [124].
Although the Hartree-Fock approach yields a good description of materials with
well localised electrons, the computation of the non-local exchange potential yields
unsatisfactory results for metallic systems. This method also tends to underestimate
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bond lengths and overestimates binding energies compared to experimental results,
due to the neglect of electron-electron correlation eﬀects. Moreover, a large basis set is
required to retrieve an adequate level of accuracy.
The Hartree Approximation is a common starting point for a number of more recent
improved approaches, which are able to accurately predict the chemical properties of
molecular and crystalline systems. However, the use of improved methods where the
absence of electron correlation is addressed, such as Conﬁguration Interaction (CI),
Møller-Plesset Perturbation Theory (MP), Coupled Cluster (CC) and Quantum Monte
Carlo (QMC), is limited due to their rather extensive demand of computational re-
sources [120].
4.1.2 Density Functional Theory (DFT)
An alternative approach to go beyond wavefunction-based electronic structure tech-
niques, namely Density Functional Theory, can be applied to compute the ground
state energetics of a system. In comparison to other quantum mechanical methods,
DFT can provide useful results at a reasonable computational cost for a wide range of
materials. The basis for this theory is the proof by Hohenberg and Kohn [120] that
the ground state energy is determined completely by the electron density ρ(r). Conse-
quently, the number of variables is reduced to three (spatial variables of the electron
density), as opposed to 3N in the Hartree-Fock method. The theorems of DFT ﬁrst
proposed by Hohenberg and Kohn [125] in 1964 may be stated as follows:
1. The electron density determines the external potential Vext. For a given ground
state charge density ρ0(r) it is possible to calculate the corresponding ground
state wavefunction Ψ0(r1,r2,.....rN ).
2. The ground state wavefunction must minimize the energy. In accordance with
the variational principle, the minimum approximated energy is greater than or
equal to the ground state energy. Consequently, the density functional theory is
restricted to studies of the ground state.
The proof of this theorem has been given by Hohenberg and Kohn, as well as Levy
in 1979 [126]. It was argued that the local maxima (which are also referred to as cusps)
in the electron density deﬁne the position of the nuclei. In addition, the height of the
cusps deﬁnes the corresponding nuclear charges and integration of the electron density
over all space gives the total number of electrons N . Hence, the Hamiltonian operator,
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which depends only on the positions and atomic numbers of the nuclei and the total
number of electrons, can be expressed trivially in terms of the electron density.
The theorems above lead to the underpinning statement of DFT, which is given
by Equation. 4.5, where E[ρ] is a universal functional and µ is the electronic chemical
potential.
δ
[
E [ρ]− µ
(∫
ρ(r)dr−N
)]
= 0 (4.5)
The energy functional E[ρ] can be used to determine the ground state energy,
E0 as well as the charge density ρ(r). This functional is divided into the following
components, which are explicitly dependent upon the charge density only:
E [ρ] = T [ρ] + Vext [ρ] + Vee [ρ] (4.6)
where T [ρ] is the kinetic energy, V ext[ρ] is the electron-nucleus interaction and
V ee[ρ] corresponds to the electron-electron interaction.
In principle, if the exact functionals are known, the exact ground-state energy may
be determined. While the second term is deﬁned entirely by Vext, the exact dependence
of the kinetic and electron-electron interaction energies on the density is unknown. In a
key breakthrough, Kohn and Sham realized that things would be considerably simpler
if the Hamiltonian were one for a non-interacting system of electrons moving in an
eﬀective ﬁeld. A ﬁctitious system of N (non-interacting) electrons is considered, which
is described by a single determinant wavefunction in N orbitals (called Kohn-Sham
orbitals). The overall ground state density of the fictitious system is the same as that
of the real system, in which the electrons do interact. The energy functional is divided
into the following components,
E [ρ] = Tni [ρ] + Vext [ρ] + VH [ρ] + ∆T [ρ] + ∆Vee [ρ] (4.7)
where the terms on the r.h.s. refer, respectively, to the kinetic energy of the non-
interacting electrons, the electron-nucleus interaction, the classical electron-electron
interaction, the correction to the kinetic energy due to the non-interacting nature of
electrons assumed and all corrections to the classical treatment of the electron-electron
interaction energy. The problematic terms ∆T [ρ] and ∆Vee[ρ] are then summed to form
a term Exc, typically referred to as the exchange-correlation energy, which includes the
eﬀects of quantum mechanical exchange and correlation. The exchange-correlation
energy is therefore the only unknown functional in the calculation of the energy and a
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precise description of the functional becomes the most important factor in inﬂuencing
the accuracy of DFT calculations.
4.1.3 Exchange-Correlation Functionals
The development of exchange-correlation functionals has been a key research area in
quantum chemistry and material science for the last few decades. A general classiﬁca-
tion of the diﬀerent DFT methods is based on the degree of locality of the exchange-
correlation functional (local, semi-local, or gradient-dependent, and non-local) adopted.
Such functionals and their performance are discussed in this section.
The functional dependence of Exc on the electron density is commonly expressed as
Exc[ρ] ≈
∫
ρ(r)εxc(ρ(r))dr (4.8)
where the energy density ǫxc is treated as a sum of the individual exchange and cor-
relation contributions. In the Local Density Approximation (LDA) [127], the value of
ǫxc at some point r could be computed exclusively from the ‘local’ value of the electron
density ρ at that particular point. However, the only functionals, which conform to this
deﬁnition and have seen much application, are those that derive from the analysis of a
uniform electron gas (jellium), as in the case of the Thomas-Fermi-Dirac approxima-
tion. The spin has been ignored up to to this point, but has easily been incorporated
in the LSDA (Local Spin Density Approximation), a natural extension to the LDA,
by considering functionals of the individual α and β electron densities.
The electronic properties of systems with delocalised electrons such as metallic
conductors (i.e. those whose electronic structure closely resembles the uniform electron
gas) are also described correctly within the LDA, which is partly due to the systematic
self-cancellation of errors in the exchange and correlation energies. However, studies
have shown that LDA tends to underestimate lattice constants by 2-3% for metals
and insulators [128–130]. Since the local exchange potential does not consider the
electronic redistribution in bonds, the computed binding energies of various systems
are inaccurate. Bond strengths are generally overestimated by 20-30% [131] as the
the exchange contribution (to the bond strengths) is usually much larger than the
correlation contribution. Moreover, electronic band gaps are typically underestimated,
which is more signiﬁcant for strongly correlated systems.
It was realised very early that the local uniform density at each given point is not
a reasonable approximation for the varying electron densities of many systems. The
LDA has been improved by adding a functional that also depends on the gradient of the
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electron density ∇ρ. Such adaptations of the LDA are commonly known as semi-local
Generalised Gradient Approximations (GGAs) methods and have the form:
EGGAxc ≈
∫
ρ(r)εxc(ρ, |∇ρ|)dr (4.9)
In general, GGAs give a reliable description of chemical bonds (such as, covalent,
metallic and hydrogen bonds) [132,133] and a reasonably accurate estimate of binding
energies of small molecules and solids [131], when compared to LDA functionals. How-
ever, GGAs fail to describe insulating (localised electron) systems accurately and also
provide a rather inaccurate description of weak interactions, such as dispersion forces.
Logically, the next step in the development of GGAs is to include a dependence on the
second derivative of the electron density. Such functionals are known as meta-GGAs
and provide a further improvement in the binding energies when compared to GGAs.
However, higher-order corrections are exceedingly diﬃcult to calculate. Furthermore,
the issue with self-interaction in heavily localised systems, such as ionic solids, still
remains [21,134,135].
Hybrid functionals include a portion of the exact Hartree-Fock exchange en-
ergy. Consequently, they require more computational eﬀort when compared to non-
hybrids. The B3LYP (Becke, three-parameter, Lee-Yang-Parr) functional, developed
by Becke [136] is a hybrid of the exact, Hartree-Fock exchange with local and gra-
dient corrected exchange terms. B3LYP is a commonly used functional and has the
form [22,137,138]:
EB3LY Pxc = (1− a0)ELSDAx + a0EHFx + ax∆EBx 88+ ac∆ELY Pc + (1− ac)EVWNc (4.10)
The coeﬃcients (a0=0.2, ax=0.72, and ac=0.81) are determined by ﬁtting predicted
values to a set of atomization energies, proton aﬃnities, ionization potentials and total
atomic energies. ∆EB88x is Becke’s correction to the exchange functional. E
LY P
c is
the Lee-Yang-Parr correlation functional and EVWNc is used to provide the diﬀerent
coeﬃcients of the local and gradient corrected correlation functionals.
The hybrid exchange B3LYP functional has been proven to be accurate in com-
puting the binding energies, geometries and vibrational frequencies of a broad range
of molecules and solid-state materials, when compared to GGA methods [120, 131,
134, 135]. Typically, such properties of systems with strong correlation eﬀects [139]
are described signiﬁcantly well, since the incorporation of 20% Fock exchange cor-
rects the self-interaction error. Furthermore, the combination of a non-local and a
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semi-local exchange potential increases the ﬂexibility of the functional and, thus, its
ability to provide accurate results for a range of systems, from strongly-localised to
itinerant-electron. B3LYP also provides an accurate description of magnetic moments
and values of magnetic coupling constants, close to experimental values, in strongly
correlated systems [23–27, 139]. In contrast, LSDA is known to overestimate, and HF
to underestimate, the magnetic couplings [23]. Therefore, the B3LYP functional is an
appropriate functional for describing the electronic and magnetic properties of magnetic
materials.
4.2 The Basis Set Approximation
In this section, the basis set approximation is introduced, which is essentially a method
of choosing mathematical functions to construct a trial wavefunction. The unknown
one-electron HF/KS wavefunctions ψi are expanded in a linear combination of atomic
orbitals (LCAO), χµ,
ψi(r) =
∑
µ
aiµχµ(r) (4.11)
where aiµ are the expansion coeﬃcients. The basis functions are commonly approxi-
mated using plane-wave or local orbitals. Each atomic orbital χµ can be expanded into
another set of known functions, Gj :
χµ(r) =
∑
j
cjGj(r) (4.12)
In principle, an exact mathematical representation of the orbitals would require an
inﬁnite set of basis functions. This is, nonetheless, impossible in real calculations and,
in practice, a ﬁnite set of basis functions are used. A larger basis set gives an improved
representation of the orbitals. However, the basis set is generally a compromise between
the computational cost and accuracy.
Atomic orbital basis sets (also referred to as Gaussian basis sets herein) have been
used in this research, and are discussed in the following subsection 4.2.1. The plane
wave approach, which is widely used amongst the solid state community will also be
described brieﬂy (in subsection 4.2.2) for comparison purposes. The choice of whether
to use a plane wave or Gaussian basis set is often dependent on the system being
investigated.
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4.2.1 Atomic Orbital (Gaussian) Basis Sets
Molecules can be described as an assembly of slightly perturbed atoms. This is the
fundamental idea behind using localised atomic orbitals in a periodic system. Further,
an atomic-like basis set allows easier population analysis and computation of properties
such as the projected densities of state.
Historically, in quantum chemistry , Slater Type Orbitals (STOs) have been used to
describe basis functions, which are similar to the eigenfunctions of the hydrogen atom.
Slater type orbitals exhibit an exponential dependence on distance and the atomic
orbitals have a cusp at the nucleus. However, STOs suﬀer from a fairly signiﬁcant
limitation. Some of the integrals, speciﬁcally the three- and four- center bielectronic
integrals have no analytical form. Moreover, the evaluation of the integrals is time
consuming and computationally ineﬃcient.
In 1950, Boys [140] determined that the requirement to have an analytical solution
of the four-index integral is to change the radial decay of STOs from e−r to e−r
2
. Thus,
the atomic orbitals have the form of a Gaussian function. This improves the calculation
of integrals greatly, when compared to STOs. Hence, the all-electron Gaussian Type
Orbitals (GTO) are used widely as basis functions and have the general Cartesian form:
Gα,lx,ly,lz(x, y, z) = ζx
lxylyzlze−αr
2
(4.13)
where xlxylyzlz is the angular part of the orbital and e−αr
2
is the radial (Gaussian)
part; the α exponent controls the width of the GTO. ζ is a normalisation constant and
the sum of lx, ly and lz speciﬁes the type of orbital for e.g. lx+ly+lz=0 is an s-type
GTO (and has spherical symmetry). In order to describe the orbitals accurately and
increase computational eﬃciency, a minimum number of basis sets is used, where only
an s single function is used for each occupied orbital. The Gaussian type basis functions
are expanded as a linear combination of individually normalised primitive Gaussians.
The size of the basis set can vary from the minimum basis set to more complicated
basis sets, for example, the split valence double zeta (SVDZ) where two functions are
used for each minimal basis function. Certain orbitals are often grouped together, such
as sp shells (which are essentially s and p functions with the same set of exponents).
Thus, the number of electronic integrals, are reduced and eﬀectively, the speed of the
calculations increases.
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4.2.2 Plane-Wave (PW) Basis Sets
Basis sets composed of sets of PWs form a complete orthonormal basis set and can be
applied universally to any system. In PW calculations, the electron density is described
as a linear combination of functions, which have the form:
Ψ(r) =
∑
G
cGk e
i(k+G)·r (4.14)
where k is the reciprocal wave vector restricted to the ﬁrst Brillouin zone (BZ), G is
the reciprocal lattice vector and
∑
G
over the Fourier components cGk of the one-electron
orbitals.
Generally, PWs up to a certain kinetic energy, which is referred to as a plane wave
cutoﬀ, are used. The PW cutoﬀ could be increased, which corresponds to the addition
of more PWs to the basis set, until convergence with respect to a particular property
is achieved. A limitation of PWs, when compared to GTO basis sets, is that a pro-
hibitively large number of basis functions are required to accurately represent valence
wavefunctions in proximity of the nuclei. In addition, great diﬃculties are encountered
in describing semi-core and core electron densities. In order to reduce computational
requirements and to describe core electrons more practically, pseudopotentials are more
commonly used. Thus, all-electron calculations cannot be performed with PW basis
sets. The main advantage of PW codes is the easier development and implementation
of new functionalities, when compared to the localised basis functions. It must also be
noted that the B3LYP-PW scheme does not provide results at the same level of accu-
racy as the all-electron B3LYP approach in the study of magnetic systems, particularly
strongly localised electron systems [141].
4.3 Periodic Model
In DFT, an eﬀective treatment of ideal crystal systems is to consider an inﬁnite periodic
system of unit cells (basis units), in either one dimension (polymers), two dimensions
(surfaces or slabs) or three dimensions (bulk). We are interested in solving the SE
for a periodic system. Therefore, it follows that the total potential V(r) must also be
periodic.
V (r) = V (r+R) (4.15)
R is the primitive lattice translational vector, R=n1a1+n2a2+n3a3, where n1, n2
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and n3 are integers and a1, a2 and a3 are the real space lattice vectors. Inherently,
the reciprocal lattice is deﬁned using the vectors: b1, b2 and b3, which obey the
orthogonality rule with respect to the real space lattice:
ai · bj = 2πδij (4.16)
The reciprocal lattice points are described using the wavevector, k (| k |= 2π/λ).
In the presence of a periodic potential, the wavefunction, ψ(r) is given as:
ψ(r+R) = ψ(r)eik·R (4.17)
where |ψ(r)|2 is the charge density. Any ψ(r) diﬀers only by a phase factor, eik·R
between equivalent positions in the lattice. Equation 4.17 is more commonly known as
Bloch′s theorem [142] and its more general form is (a Bloch function): ψ(r)=u(r)eik·r,
where u(r) is a periodic function with the periodicity of the lattice. The Bloch function
allows one to exploit the translational symmetry of the periodic system. Hence, the SE
can be solved for all the electrons in the unit cell at an inﬁnite number of k points in
the Brillioun zone. However, more practically, the total energy is converged to within
the required accuracy with respect to the sampling of a ﬁnite number of equally spaced
k points.
4.4 The CRYSTAL Code
The simulations of LaMnO3 and the doped compounds: La0.75Ca0.25MnO3 and
CaMnO3 are performed using the CRYSTAL09 [143] software package. The code is
based on the expansion of the crystalline orbitals as a linear combination of a lo-
cal basis set (BS) consisting of atom centered Gaussian orbitals. Calculations of the
ground state energetics and properties of systems with three-dimensional (crystals),
two-dimensional (slabs), one-dimensional (polymers) and zero-dimensional (atoms or
molecules) periodicity can be performed using HF and DFT treatments of the exchange
and correlation. The periodic model, which was discussed in section 4.3 has been im-
plemented in CRYSTAL09.
The basis set for each atom must be deﬁned in the CRYSTAL09 input. In this work,
the Mn, O and Ca ions are described by a triple valence all-electron BS (Appendix A):
an 86-411d(41) contraction (one s, four sp, and two d shells), an 8-411d(1) contraction
(one s, three sp, and one d shells) and an 8-65111(21) contraction (one s, three sp, and
two d shells), respectively; the most diﬀuse sp(d) exponents are αMn=0.4986(0.249),
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αO= 0.1843(0.6) and αCa= 0.295(0.2891) Bohr−2. The La basis set (Appendix A)
includes a relativistic pseudopotential to describe the core electrons, while the valence
part consists of a 411p(411)d(311) contraction scheme (with three s, three p and three
d shells); the most diﬀuse exponent is αLa=0.15 Bohr−2 for each s, p and d [144].
4.4.1 Geometry Optimisation
The equilibrium structure of a system is determined through the exploration of the
total energy minima and saddle points on the potential energy surface (PES). The
determination of the most stable structure is of primary importance in the modeling
of systems and several techniques have been proposed for the geometry optimisation
of chemical systems [145]. Basic tools to describe the PES are the ﬁrst- and second-
derivatives. The number of local minima typically increases exponentially with the
number of variables and therefore, exploring the entire PES is unfeasible. Consequently,
the diﬃculty in determining the global minimum (which is usually desired) increases.
Finding the optimal geometry of a given structure is not a trivial task. The
gradient-based algorithms have commonly been employed for geometry optimisation
techniques [146]. The simplest is the steepest descent method, where a series of func-
tion evaluations are performed in the negative gradient direction. An approximate
minimum may then be determined once the function starts to increase. The advan-
tage of this algorithm is that it is simple and requires computational storage of the
gradient vector only. If the minimisation is carried out accurately, the function value
will always be lowered and, therefore, this method guarantees to approach a minimum
(steepest descent never actually reaches the minimum). However, as the minimum is
approached, the rate of convergence is rather slow (signiﬁcantly slow if there is strong
coupling between various degrees of freedom).
The Conjugate Gradientmethod is an improvement to the steepest descent method
such that, each line search is not along the current gradient but along a line that is
constructed. Therefore, it is ‘conjugate’ to the previous search direction(s). The ﬁrst
step is equivalent to a steepest descent step, however, successive searches are performed
along a line, which is a mixture of the current gradient and previous search direction.
This method requires slightly more computer storage when compared to the steepest
descent method. However, Conjugate gradient methods have improved convergence
characteristics when compared to the steepest gradient.
The more robust method is the Newton Raphson, which is implemented in most
modern atomistic simulation software packages (including CRYSTAL). All diagonal
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elements of the second derivative matrix , the Hessian, must be positive for a minimum.
This method allows one to predict the distance that the current conﬁguration is from
the stationary point, as well as the nature of the stationary point. In comparison to the
steepest descent and conjugate gradient methods, the Newton-Raphson method is only
able to locate local minima. The construction and inversion of the Hessian matrix can
also be expensive. Numerous updating schemes exist, where an approximation to the
Hessian is made prior to the optimisation procedure and is updated every few steps,
to obtain a better approximation and reduce computational costs (since the Hessian is
not updated at every step). Such a scheme is the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) [147], which has been adopted for geometry optimisation in the CRYSTAL
code.
4.5 Monte Carlo Methods
Monte Carlo Simulations are an important technique implemented in computational
physics to study systems with a large number of coupled degrees of freedom, particularly
in statistical mechanics. Such systems change in a stochastic manner and depend on
random number sequences, generated during the simulation. Monte Carlo techniques
use a class of computational algorithms and allow calculations of thermal averages for
(interacting) many-particle systems, taking into account statistical ﬂuctuations and
their eﬀects.
4.5.1 Metropolis Algorithm
A Monte Carlo code has been written, which applies the standard Metropolis Algorithm
and has been used to generate lattice conﬁgurations of variables distributed with the
correct Boltzmann weight. This algorithm has been implemented to calculate the mean
energy for a Monte Carlo cycle in the following way. The energy of an initial lattice
conﬁguration is calculated. A random lattice site (i, j, k) is then selected and the spin
state is ﬂipped. The diﬀerence between the initial conﬁguration, E1 and the new,
conﬁguration, E2 is determined by, ∆E=E2-E1. If ∆E<0, the new conﬁguration is
accepted. The transition probabilty is unity, since this is an importance sampling
method. If however, ∆E>0, then, the transition probability factor is the Boltzmann
factor:
p = e−∆E/kBT (4.18)
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In this case, a random number r is generated such that, 0< r <1. If r < p, the new
conﬁguration is accepted otherwise, the spin is ﬂipped to preserve the old conﬁguration.
In ﬁgure 4.1 a two-dimensional square lattice is depicted in which the nearest-neighbour
spin states of a random lattice site are shown. The Metropolis algorithm uses single-
spin-ﬂip dynamics, the new state will have an energy E2 diﬀering from the previous
energy E1 by at most 2J for each bond between the spin ﬂip and its neighbours.
Figure 4.1: Two-dimensional 5x4 lattice (trial conﬁguration).
4.5.2 Outline of Monte Carlo Code
The Monte Carlo code, which has been written in Fortran95 for the purpose of this
thesis, allows one to investigate phase transitions in a two-dimensional square and
three-dimensional cubic lattice. The Ising Hamiltonian has been implemented within
the code.
Upon equilibration of the lattice, the code calculates thermal averages of macro-
scopic variables for an interacting lattice site system. The lattice conﬁguration consists
of +1 spin states also described as the FM configuration. This conﬁguration is then
randomized using the random number generator implemented within the code, which
allows the program to randomly select a lattice site and perform the Metropolis algo-
rithm.
Given the energy and magnetization of the Ising lattice at a selection of times during
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the simulation, macroscopic variables such as the magnetic entropy Smag, speciﬁc heat
Cmag and susceptibilty χmag associated with the order parameter(s) can be obtained
(see Appendix B for the relevant derivations).
A random number generator is a procedure that returns a diﬀerent and appar-
ently random number (pseudo-random number) each time it is called [148]. In such
a procedure, the numbers are generated by a deterministic algorithm which must be
reasonably complex to ensure that the numbers generated are random enough. The
string of pseudo-random numbers produced is generally determined by a ﬁxed number
called a seed . It is vitally important to use implementations of a good standard random
number generator, applicable to the system in question. In this work, the random num-
ber generator used produced a ﬂoating point number, which was uniformly distributed
between 0 and 1.
Monte Carlo cycles are performed over a particular temperature range-speciﬁed in
a user input ﬁle. This allows one to determine critical behaviour and identify disconti-
nuities in the energy and its derivatives.
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Start
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Figure 4.2: Flow chart showing the main components of the 3D Ising model Monte
Carlo code. The input parameters correspond to the lattice size, number of Monte
Carlo steps, number of equilibration steps, the initial and ﬁnal temperature, and the
temperature interval.
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Compounds: LaMnO3 and
CaMnO3
In this chapter, the end-point compounds of the manganites series La1−xCaxMnO3,
LaMnO3 and CaMnO3 are studied. A thorough understanding of the parent com-
pound, LaMnO3 is eﬀectively a prerequisite to achieve a better understanding of the
doped compounds. Since the ionic radii of La3+ (1.032A˚) is larger than that of Ca2+
(1.000A˚) [149], and the valency of the two ions diﬀers, it is of primary importance
to understand how their structural, bonding and electronic properties vary. In addi-
tion, this study is necessary to verify the accuracy of our computational methods with
respect to available experimental data.
Previous calculations based on DFT within the local density approximation (LDA)
for the cubic phase of LaMnO3 fail to describe the insulating state, since the LDA exces-
sively delocalises the electrons due to electronic self-interaction [150]. This approxima-
tion also underestimates the band gap for the ground state orthorhombic phase [151]
and a qualitatively correct description of the orbitally ordered ground state is diﬃ-
cult to obtain [152]. Further, studies based on the generalised gradient approxima-
tion (GGA) of the exchange-correlation fail to predict the correct magnetic ground
state [153,154]. The band structure and insulating character of LaMnO3 are described
correctly qualitatively through the use of the Hartree-Fock (HF) method in its spin
polarised (unrestricted Hartree Fock (UHF)) implementation [144,155,156]. However,
the band gap is signiﬁcantly overestimated due to the neglect of electron correlation.
Moreover, physical properties such as the exchange constants are underestimated [156].
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Other ﬁrst principle studies [157, 158], for the end-point compounds, have focused
on the LDA+U method. This approach treats the on-site Coulomb interactions in a
mean-ﬁeld approximation using semiempirical parameters and has been implemented
as a correction to the local spin density approximation (LSDA) [159, 160]. Although
this method signiﬁcantly improves the description of the end-point compounds, it is not
ideal since the electronic structure and energetics are highly dependent on the choice of
the U parameter. Therefore, it is necessary to go beyond standard exchange-correlation
potentials, which are limited in describing localised electronic states. This chapter of
the thesis is, therefore, also concerned with providing a basis for validating the theory
and numerical approximations, which are later used to study the eﬀects of doping in
LaMnO3.
5.1 Orthorhombic LaMnO3
At low temperatures, LaMnO3 crystallises in the orthorhombic Pnma space group.
The corresponding crystallographic cell is shown in Fig. 5.1, where each Mn ion is
sixfold coordinated with O ions, forming octahedral cages that are linked by O ions.
The orthorhombic structure comprises four formula units (20 atoms) where the MnO6
octahedra are rotated and tilted. This is attributed to the relative sizes of the con-
stituents and the facilitation of a more eﬃcient space ﬁlling. The framework structure
is susceptible to distortions, which may lower the symmetry of the structure.
5.1.1 Experimental Structure
Initially, single-point energy calculations were carried out at the Pnma experimental
geometries determined by Dyakonov et al. [162] and Hauback et al. [163], which are
given in Table 5.1. This is a necessary step to disentangle the eﬀect of the geometry and
the Hamiltonian. In the experimental studies considered, bulk polycrystalline samples
were prepared using a standard solid-state reaction technique. Further, the crystal-
lographic and magnetic structures were determined using neutron power diﬀraction
measurements. The discrepancy between the geometries considered may be related to
the synthesis conditions, as well as the oxygen content.
The energetics for the FM and A-AFM spin conﬁgurations (see Fig. 5.2) were com-
puted and are reported in Table 5.1. Although the ground state for orthorhombic
LaMnO3 is AFM, B3LYP predicts that the FM state is 8.81meV/FU lower in energy.
However, the prediction for the low temperature (9K) geometry is in agreement with
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Figure 5.1: Crystallographic cell of Pnma LaMnO3 for the optimized B3LYP geometry
(left), where b is the longest lattice vector. The tilted and rotated MnO6 octahedra
(right). Large (grey), medium (red) and small (black) spheres correspond to the La, O
and Mn atoms, respectively. Reproduced from Reference [161].
experiment. This provides strong evidence for a strong coupling between the struc-
ture and magnetism. The orthorhombic unit cell for the Dyakonov et al. geometry is
2.1% smaller than that of the Hauback et al. unit cell. Previous calculations using
the GGA+U method have predicted that the FM and A-AFM states compete at low
values of strain, particularly when the cell is compressed [164]. This may explain the
FM ground state predicted for the Dyakonov et al. geometry in this work.
a(A˚) b (A˚) c(A˚) V (A˚3) T(K) AFM ∆E (meV) FM ∆E (meV)
Dyakonov et al. [162] 5.505 7.807 5.544 238.3 190 28.3 0.00
Hauback et al. [163] 5.730 7.672 5.536 243.4 9 0.00 8.81
Table 5.1: Experimental lattice parameters for LaMnO3 (Dyakonov et al. and Hauback
et al. geometries). The calculated energy diﬀerence with respect to the ground state
for each geometry, ∆E is reported in meV per formula unit.
5.1.2 Optimized Structure
A full structure optimisation of the lattice parameters and internal coordinates was
performed. The optimised and experimental lattice parameters of the ground state
65
5. THE END-POINT STOICHIOMETRIC COMPOUNDS: LAMNO3 AND CAMNO3
(AFM (A)) and metastable magnetic structures are reported in Table 5.2. The collinear
magnetic spin conﬁgurations, which are shown in Fig. 5.2, were generated by varying
the initial conditions of the SCF solutions to the DFT equations. The calculated lattice
parameters b and c are in good agreement with the experimental values; the percentage
errors are 0.82% and 1.41%, respectively. The a lattice parameter is overestimated by
4.89%. However, there is no experimental certainty for this parameter, since values
between 5.472A˚ and 5.748A˚ are reported [165]. In addition, LaMnO3 shows oxidative
nonstochiometry, which structurally implies excess oxygen/cation vacancies [166,167].
Preceding experimental works have also reported on the sensitivity of the lattice vectors
to the stoichiometry of the sample, which decrease with increasing oxygen content [163,
168]. Previous structural optimisations with diﬀerent levels of theory (UHF and GGA)
(given in Table 5.2) indicate a range of a values, which are inclined to the upper
limit. The estimated thermal expansion of the experimental lattice parameters is 0.08%,
between 9K and room temperature (RT) based on the data provided in Table 5.2.
Therefore, the variation of the lattice parameters with temperature is considered to be
negligible.
Figure 5.2: The A-, C-, F- and G- type collinear spin conﬁgurations considered, where
the arrows indicate the ordering of Mn spin moments. Reproduced from Reference [161].
The general phenomenology of the LaMnO3 electronic structure is provided by the
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MS SC a(A˚) b (A˚) c(A˚) V (A˚3) ∆E (meV) T(K)
Opt.
B3LYP AFM (C) ↑↓↓↑ 6.055 7.739 5.598 262.3 27.2
B3LYP AFM (G) ↑↓↑↓ 6.076 7.713 5.600 262.4 22.7
B3LYP FM (F) ↑↑↑↑ 5.995 7.758 5.613 261.1 5.1
B3LYP AFM (A) ↑↑↓↓ 6.010 7.735 5.614 261.0 0.0
4 .89% 0 .82% 1 .41% 6 .74%
UHF [156] AFM (A) ↑↑↓↓ 5.740 7.754 5.620 249.3
GGA [153] AFM (A) ↑↑↓↓ 5.753 7.721 5.559 246.9
Exp.
[169] AFM (A) ↑↑↓↓ 5.699 7.718 5.539 243.6 RT
[162] AFM (A) ↑↑↓↓ 5.505 7.807 5.544 238.3 190
[163] AFM (A) ↑↑↓↓ 5.730 7.672 5.536 243.4 9
Table 5.2: Optimized and experimental lattice parameters for LaMnO3 for various mag-
netic structures (MS). In the fourth column, the arrows refer to the spin conﬁguration
(SC) of the four Mn atoms shown in Fig 5.1a). The percentage diﬀerence between the
ground state magnetic structure and the corresponding low temperature experimental
one (AFM (A) for LaMnO3) is given in italics. The energy diﬀerence with respect to
the ground state, ∆E is also reported in meV per formula unit.
ionic model. The Mn ions have a formal charge of 3+ and a 3d4 conﬁguration. In
the MnO6 octahedron the Mn d-orbitals are split into triply degenerate t2g and doubly
degenerate eg manifolds. The eg degeneracy is lifted by a JT distortion of the MnO6
octahedra, as is evident from the Mn-O bond lengths of LaMnO3, reported in Table 5.3.
There are two long (apical) and two pairs of shorter (equatorial) Mn-O bond lengths,
due to the presence of JT distorted 3+ sites. The two longer equatorial bond lengths are
directed along the b lattice vector. The optimized B3LYP bond lengths are comparable
to the experimental bond lengths, determined from diﬀraction studies [170]. The apical
bond lengths are over estimated by 6%, which is primarily attributed to the cooperative
JT distortion in the simulated, perfectly stoichiometric and defect-free, structure.
Starting from the optimised structure, the eﬀects of uniaxial strain have also been
investigated to determine the implications of the overestimated a lattice vector on the
Mn-O bond lengths. A full optimization (cell parameter(s) and atomic coordinates) was
run in the presence of a constraint on the lattice parameters (a, b or c, respectively).
The eﬀect of a compressive and tensile uniaxial strain for a, b and c, on the apical
and equatorial bond lengths, is shown in Fig. 5.3. The bond lengths are labelled in
accordance with the optimised unstrained structure.
The apical bond lengths are in the plane deﬁned by a and c and have a large com-
ponent along a. The most signiﬁcant eﬀect on the apical bond lengths is due to a con-
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Optimized Mn-O (A˚) Experimental Mn-O (A˚) N % diﬀerence
1.919 1.91 2 0.47
1.986 1.96 2 1.32
2.310 2.18 2 5.96
Table 5.3: Optimized and experimental Mn-O bond lengths for the LaMnO3, where
N is the number of neighbours. The experimental bond lengths have been calculated
based on unit cell dimensions and atomic coordinates determined from powder neu-
tron diﬀraction studies at 9K [163, 171]. The lattice vectors corresponding to the low
temperature structure considered here are given in Table 5.2.
traction and expansion of the a lattice parameter, which is evident in Fig. 5.3. Hence,
the discrepancy in the calculated apical bond lengths is related to the overestimated a
lattice vector, for which there is also a considerable uncertainty in the measurement.
In comparison, the two longer equatorial bond lengths are directed along the b lat-
tice vector and therefore, the largest variation in these bond lengths is primarily due
to a contraction and expansion of b. Since the calculated b lattice vector is in good
agreement with the experimental b, there is not a discrepancy in the equatorial bond
lengths as expected. The shorter equatorial bond lengths increase upon an expansion
of c and a contraction of b (of up to 6%). Consequently, the initial short equatorial
bond length becomes the longer one. There is a linear variation for a contraction of a
and c, which have a relatively reduced eﬀect when expanded.
5.1.3 Electronic Structure
The total spin polarised electronic density of states (DOS) for the LaMnO3 ground
state and metastable spin states are shown in Figure 5.4 with projections onto the La,
Ca, Mn and O atoms. Zero energy corresponds to the Fermi level, so occupied and
unoccupied states are characterised by negative and positive energies, respectively.
The observed A-type magnetic structure is 5.1meV below the FM case, as can be
seen in Table 5.2. UHF calculations have predicted that the latter is the most stable
phase for the cubic LaMnO3 structure [156]. LaMnO3 is predicted to be an insulator
with a fundamental direct band gap of 3.22eV, which is larger than the reported exper-
imental value of 1.1eV [172, 173] from optical measurements. The calculated indirect
band gap of 2.66eV is evident in Figure 5.4a). Due to the AFM ordering of spins and
the fact that optical transitions are spin conserving, it is diﬃcult to assign an indirect
gap from optical studies. However, a transport gap of 0.24eV has been estimated from
resistivity measurements [174]. B3LYP typically overestimates optical band gaps in
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Figure 5.3: The apical (a)) and equatorial optimised bond lengths (b) and c)), as a
function of compressive and tensile uniaxial strain (a, b and c).
ionic systems due to inadequacy of the theory and also the neglect of excitonic bind-
ing. This discrepancy is, however, somewhat larger than expected and may be due to
the eﬀects of defects [166–168] on the optical spectrum. In previous theoretical work,
the calculated band gap has been found to be sensitive to treatment of exchange and
correlation [144].
The lower valence band DOS corresponding to the A-AFM electronic ground state
is mainly attributed to the O 2p and Mn 3d bands, which hybridize, indicating partial
covalency. The O 2p and Mn 3d bands have contributions of a similar magnitude to
the DOS near the Fermi energy. These particular states also dominate the conduction
band. The exchange splitting of the Mn 3d states is evident. In comparison, the FM
state is metallic and the DOS states at the Fermi level are primarily attributed to the O
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2p and Mn 3d bands. In this case, hybridisation is found to be strongly spin dependent,
since the majority Mn d and O p bands overlap, whilst the minority Mn d and O p
bands are separated by a gap. The G- and C-type states are both insulators, and
the former exhibits the largest indirect band gap amongst the ground and metastable
state(s).
The calculated net atomic charges and magnetic moments for the C-, G- and F-
type magnetic structures are given in Table 5.4. Since the the eg orbital is singly
occupied, the Mn magnetic moment is expected to be 4µB in accordance with Hund’s
rule. However, due to the hybridisation of the O 2p and Mn 3d bands (shown in
Fig.5.4a)), the magnetic moment is 3.81µB/FU for the ground state. This is comparable
to 3.42µB , which has been determined from neutron diﬀraction measurements [163].
MS qMn qO(9−12) qO(13−20) µMn
AFM (A) 1.824 -1.281 -1.303 3.812
AFM (C) 1.824 -1.282 -1.303 3.778
AFM (G) 1.822 -1.279 -1.303 3.757
FM 1.826 -1.284 -1.302 3.832
Table 5.4: The net atomic charges q=Z(nα+nβ) in units of electrons and spin moments
µ=(nα+nβ) in units of µB/FU obtained from the Mulliken population analysis for the
optimised LaMnO3 structure.
5.1.4 Magnetic Ordering and Phases
The determined ground state magnetic structure is the A-type antiferromagnet, as can
be seen in Table 5.2. This is in agreement with previous studies [162, 163, 169]. The
A-type ordering of spins consists of ferromagnetic MnO2 planes coupled antiferromag-
netically along the b axis. Antiferromagnetic coupling is observed when adjacent Mn
eg orbitals have the same orientation. In Fig. 5.5, the spin density plot for the ground
state A-AFM phase is shown. The in-plane polarisation of the O-2p orbitals by the
Mn-3d is evident, this is expected to aﬀect exchange coupling mechanism. In contrast,
the polarisation along b is signiﬁcantly reduced. An asymmetry in the oxygen spin
density is clear.
The broken symmetry Kohn-Sham approach is used [175, 176] to study the mag-
netic order and to determine the nearest-neighbour superexchange coupling constant
J , which is positive for FM and negative for AFM interactions. The coupling constant
has been obtained from ∆E = EAFM − EFM , the diﬀerence of total energies of the
FM and AFM structures (given in Table 5.2), which is proportional to J and is given
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Figure 5.4: Total density of states for LaMnO3 with projections on the La, Mn and O
atoms; the Fermi level is at 0eV. Reproduced from Reference [161].
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by ∆E = N · Z · J · SzS′z where N is the number of symmetric Mn atoms in the fer-
romagnetic cell, Z is the number of the next nearest (Mn) neighbours to each of the
N Mn with opposite spin, SzS
′
z is the product of the z component of neighbouring
Mn spin moments, according to the Ising Hamiltonian. One of the assumptions of the
nearest-neighbour Ising model is that the magnitude of the spin does not depend on the
magnetic order. These calculations assume a homogeneous MnO6 octahedron, Jeq and
Jap are calculated, where Jeq is the magnetic coupling along the direction deﬁned by the
equatorial Mn-O bond and Jap is the magnetic coupling constant along the direction
deﬁned by the apical Mn-O bond. Since a 3d4 conﬁguration is considered, the value of
Sz is 4µB/Mn. The mapping of the DFT energetics to the superexchange model and
the detailed derivations for Jeq and Jap are given in Appendix C.
The calculated Jeq and Jap coupling constants are 1.38mev and -0.64meV, respec-
tively. Thus, the magnetic ordering in the plane, in which the apical bond lengths
lie, is AFM but weak. The magnitude of exchange coupling constants obtained from
these calculations are larger than those obtained from neutron-scattering measure-
ments, where the spin wave modes have been calculated using an anisotropic three-
dimensional Heisenberg Hamiltonian including a single ion anisotropy term. The values
for J1 and J2 were determined to be 0.83meV and -0.58meV, where J1 is deﬁned as
a distinct exchange constant in the basal plane ab (FM exchange integral) and J2 an
exchange constant in the adjacent MnO2 planes along c (AFM exchange integral) [177].
The Jeq calculated here is larger by a factor of 2 than Jap. In comparison, this factor is
around 1.4 for the FM and AFM coupling constants determined from neutron-scattering
measurements.
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Figure 5.5: Isovalue surfaces of the calculated spin density for A-AFM LaMnO3 where,
the spin isosurface values are as follows: green is 0.005 (spin up) and blue is -0.005 (spin
down) in units of |e|/bohr3. Reproduced from Reference [161].
5.2 Orthorhombic CaMnO3
CaMnO3 has essentially the same structure as the parent compound, LaMnO3 and
therefore, also forms in the Pnma orthorhombic perovskite structure. However, the
ionic radius mismatch between La3+ and Ca2+ leads to a contraction in all lattice
dimensions (a, b and c) for CaMnO3. The corresponding crystallographic cell for
the optimsed B3LYP geometry is shown in Fig. 5.6. The Mn ions are also sixfold
coordinated with oxygen ions to form a MnO6 octahedron. The Ca ion is situated
within the gaps between the corner sharing MnO6 octahedra and is surrounded by 12
O ions.
5.2.1 Optimized Structure
The optimized cell parameters for CaMnO3 are given in Table 5.5, and are in good
agreement with the cited low temperature (10K) Pnma experimental phase deter-
mined by neutron powder diﬀraction. The percentage errors are all within 1% of the
experimental values. In the previous section, it has been established that the eﬀect of
temperature on the lattice parameters of LaMnO3 is insigniﬁcant. In comparison, the
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Figure 5.6: Crystallographic cell of Pnma CaMnO3 for the optimised B3LYP geome-
try, where b is the longest lattice vector (left). Large (red), medium (yellow) and small
(black) spheres correspond to the O, Ca and Mn atoms, respectively. Reproduced from
Reference [161].
thermal expansion of CaMnO3 in the temperature range 10K to RT, is estimated to be
0.34% from the data listed in Table 5.5.
In CaMnO3, the Mn ions have a formal charge of 4+ with a 3d
3 conﬁguration,
which is also provided by the ionic model. The Mn-O bond lengths are homogeneous,
when compared to those of LaMnO3, since the octahedra are not JT distorted. There
is a good agreement with the experimental bond lengths obtained from diﬀraction
studies [163], which are shown in Table 5.6. The percentage errors are all within 1% of
the experimental values.
5.2.2 Electronic Structure
The electronic density of states for the CaMnO3 ground state (AFM (G)) and
metastable states, with projections on the Ca, Mn and O atoms are shown in Fig. 5.7.
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MS SC a(A˚) b (A˚) c(A˚) V (A˚3) ∆E (meV) T(K)
Opt.
B3LYP FM (F) ↑↑↑↑ 5.319 7.515 5.328 213.0 31.3
B3LYP AFM (A) ↑↑↓↓ 5.318 7.495 5.332 212.5 11.7
B3LYP AFM (C) ↑↓↓↑ 5.298 7.519 5.328 212.2 3.4
B3LYP AFM (G) ↑↓↑↓ 5.302 7.505 5.330 212.1 0.0
Exp.
[171] AFM (G) ↑↓↑↓ 5.279 7.448 5.264 207.0 RT
[178] AFM (G) ↑↓↑↓ 5.276 7.440 5.256 206.3 10
Table 5.5: Optimized and experimental lattice parameters for CaMnO3 for various mag-
netic structures (MS). In the fourth column, the arrows refer to the spin conﬁguration
(SC) of the four Mn atoms shown in Fig 5.6a). The percentage diﬀerence between the
ground state magnetic structure and the corresponding low temperature experimental
one (AFM (G) for CaMnO3) is given in italics. The energy diﬀerence with respect to
the ground state, ∆E is also reported in meV per formula unit.
Optimized Mn-O (A˚) Experimental Mn-O (A˚) N % diﬀerence
1.916 1.90 2 0.84
1.917 1.90 2 0.89
1.919 1.90 2 0.99
Table 5.6: Optimized and experimental Mn-O bond lengths for CaMnO3, where N is
the number of neighbors. The experimental bond lengths have been calculated based on
unit cell dimensions and atomic coordinates determined from powder neutron diﬀrac-
tion studies at 9K [163,171]. The lattice vectors corresponding to the low temperature
structure considered here are given in Table 5.5.
The calculated band gap for CaMnO3 of 2.35eV is comparable with the value of
3.1eV [173] deduced from frequency dependent optical-conductivity spectra. The
ground state (Fig. 5.7a)) lower valence band DOS is attributed to the O 2p bands
with minor contributions from other Mn and Ca states. The conduction band is dom-
inated by O 2p and Mn 3d bands. CaMnO3 is also an insulator, since the JT-split
Mn(3d)eg
1 is depleted for x=1. Further, the bonding has a signiﬁcant ionic compo-
nent, since the hybridization of the O 2p and Mn 3d states is less signiﬁcant when
compared to LaMnO3. The FM state is also insulating, as can be seen in Fig. 5.7b).
If we then analyse the spin quantities, the spin moment on the Mn for the G-type
spin conﬁguration is 2.85µB . This value is close to the d
3 conﬁguration expected for a
completely ionic system.
75
5. THE END-POINT STOICHIOMETRIC COMPOUNDS: LAMNO3 AND CAMNO3
a) G-AFM
-200
-150
-100
-50
 0
 50
 100
 150
 200
-6 -3  0  3
-0.20 -0.10 0.00 0.10 0.20
D
O
S 
(S
tat
es
/E
ne
rgy
/C
ell
)
Energy (eV)
Energy (Hartree)
Total
Ca
Mn
O
b) C-AFM
-200
-150
-100
-50
 0
 50
 100
 150
 200
-6 -3  0  3
-0.20 -0.10 0.00 0.10 0.20
D
O
S 
(S
tat
es
/E
ne
rgy
/C
ell
)
Energy (eV)
Energy (Hartree)
Total
Ca
Mn
O
c) A-AFM
-200
-150
-100
-50
 0
 50
 100
 150
 200
-6 -3  0  3
-0.20 -0.10 0.00 0.10 0.20
D
O
S 
(S
tat
es
/E
ne
rgy
/C
ell
)
Energy (eV)
Energy (Hartree)
Total
Ca
Mn
O
d) FM
-200
-150
-100
-50
 0
 50
 100
 150
 200
-6 -3  0  3
-0.20 -0.10 0.00 0.10 0.20
D
O
S 
(S
tat
es
/E
ne
rgy
/C
ell
)
Energy (eV)
Energy (Hartree)
Total
Ca
Mn
O
Figure 5.7: Total density of states for CaMnO3 with projections on the Ca, Mn and O
atoms; the Fermi level is at 0eV. Reproduced from Reference [161].
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5.2.3 Magnetic Ordering and Phases
At the optimised CaMnO3 geometry, the ground state is AFM, Table 5.5 indicates
that the lowest energy magnetic structure is G-type, where the Mn are coupled anti-
ferromagnetically in all crystallographic directions. Thus, B3LYP predicts the correct
ground state [179]. The diﬀerence between the C- and G-type magnetic structures is
3.5meV, which is particularly small.
The isovalue surface of the spin density for the ground state G-AFM phase is shown
in Fig. 5.8. It can be see that the polarisation of the O-2p orbitals is signiﬁcantly
reduced, when compared to LaMnO3. However, the in-plane polarisation and the
polarisation along b is of a similar magnitude. Hence, the exchange coupling mechanism
is expected to be the same in both directions. The energy diﬀerences between the
ground and metastable states in Table 5.5 have been used to compute Jeq and Jap
coupling constants. The methodology implemented in section 5.1 to compute such
quantities is also used here. Subsequently, the calculated values for Jeq and Jap are
-3.09meV and -4.36meV, respectively.
Figure 5.8: Isovalue surfaces of the calculated spin density for G-AFM CaMnO3 where,
the spin isosurface values are as follows: green is 0.005 (spin up) and blue is -0.005 (spin
down); in units of |e|/bohr3. Reproduced from Reference [161].
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5.3 Summary
In this chapter a detailed investigation into the the very diﬀerent structural and mag-
netic symmetries of the orthorhombic end-point compounds, LaMnO3 and CaMnO3,
using hybrid-exchange density functional theory has been presented. The most stable
phases, A-AFM for LaMnO3 and G-AFM for CaMnO3, have been predicted correctly.
The existence of Mn3+ JT ions in LaMnO3, results in strongly distorted MnO6 octa-
hedra, which are not present in CaMnO3. The O 2p and Mn 3d states are responsible
for the energy bands near the Fermi level, which contribute to the electronic properties
for LaMnO3 and CaMnO3. There is a strong hybridization of the O 2p and Mn 3d
bands in LaMnO3, indicating semi-covalency. Moreover, this investigation indicates
that the coupling between the Mn ions plays an active role in the resultant magnetic
behaviour. A strong interplay between the crystalline distortions, electronic structure
and magnetic orderings is evident. This chapter demonstrates the reliability of the
description of the hybrid B3LYP functional for an investigation of the eﬀects of doping
in the manganite series, La1−xCaxMnO3.
78
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La1−xCaxMnO3, where x=1/4
The rich diversity in crystallographic, magnetic and electronic phases [11–13] dis-
played by Ca-doped manganites can be seen in Fig. 6.1. Early attempts to explain
the electronic structure and magnetic properties of mixed-valency manganites were
made by Zener [33, 34], who proposed that the low temperature FM-M phase for the
La1−xCaxMnO3 series is attributed to the double-exchange (DE) mechanism. Zener’s
DE model involves spin coupling between Mn3+ and Mn4+ next-nearest-neighbour ions
with the conduction electrons mediating the interaction. However, the DE model yields
a TC higher, by an order of magnitude, than that determined experimentally [67,180].
It has been proposed [180, 181] that this discrepancy is due to the neglect of electron-
lattice interactions in the DE model. The eﬀective Debye-Waller factors of Mn-O pairs
and the pair distribution function of local bond lengths (determined experimentally us-
ing extended X-ray ﬁne absorption structure (EXAFS) and neutron powder-diﬀraction
data) indicate distortions of the MnO6 octahedron [88, 182–185]. Such experiments
support the view that strong hole-lattice coupling is important. Understanding the
transition from a low temperature, metallic, magnetically ordered regime to a high-
temperature polaron-dominated and magnetically disordered regime requires a theory
capable of describing the localised electronic state polaron and the strongly correlated
metal. This is a major challenge for the theory of electronic structure in condensed
matter.
The reliability of the hybrid-exchange functional B3LYP in describing the structural
and electronic properties of manganites has been established in the previous chapter.
An insight into the relevant energy scales, which contribute to the stability of the doped
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compound, La0.75Ca0.25MnO3 is provided in this chapter. We focus our attention on
the interplay between a hole and local lattice distortion, to understand the relationship
between the transport and structural properties. The competing interactions are dis-
entangled and quantiﬁed to determine their implications on the magnetocaloric eﬀect
for this composition.
Figure 6.1: The La1−xCaxMnO3 phase diagram, where CAF=canted antiferromagnet,
CO=charge ordered insulator, FI=ferromagnetic insulator, FM=ferromagnetic metal,
AF=antiferromagnet, O∗=paramagnetic insulating phase with no long-range JT or-
der, from Ref. [186] with permission. c© IOP Publishing & Deutsche Physikalische
Gesellschaft. CC BY-NC-SA
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6.1 Optimized Structure of La0.75Ca0.25MnO3
The reﬁned structural parameters from neutron-powder diﬀraction data for
La0.75Ca0.25MnO3 at 20K are shown in Table 6.1. Since the data has been ﬁtted with
structure factors based on a partial occupation of Ca sites, it is evident that the dis-
tribution of Ca is substitutionally disordered [187]. In our calculations, the disordered
structure of La0.75Ca0.25MnO3 has been approximated by an ordered Ca distribution;
where a La atom has been replaced by a Ca atom in the unit cell of LaMnO3, which
contains four formula units. The optimised orthorhombic Pnma perovskite structure
of La0.75Ca0.25MnO3 is shown Fig. 6.2.
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Figure 6.2: Crystallographic cell for the ordered lattice approximation to the substitu-
tionally disordered La3/4Ca1/4MnO3, where La-grey, O-red, Mn-black Ca-yellow and b
is the longest lattice vector.
6.2 Where does the hole go?
When a La3+ is replaced by a Ca2+, the unit cell is essentially doped with a hole. In
an ionic model, the nominal hole concentration in the O p-band for La0.75Ca0.25MnO3
is n=1/4. The doped hole may delocalize in the O 2p-band or localize on an O site. On
the other hand, a solution in which the hole delocalises in the Mn bands, or localises on
a particular Mn is also viable. If the DOS for LaMnO3 is considered, the upper valence
band is a mixture of O and Mn states. Consequently, even in a rigid band model, the
ground state for La0.75Ca0.25MnO3 is not clear a priori.
Generally, by varying the initial density matrix, it is possible to converge various
solutions in strongly correlated systems. The calculations with a delocalised hole in the
O 2p-band do not converge to a stable solution herein. Thus, the electronic structures
and energetics of the following stable solutions, which were found (depicted in Fig. 6.3),
are compared: (1) the localization of the hole on a particular Mn ion with a consequent
change in the oxidation state (from Mn3+ to Mn4+) and (2) the delocalisation of the
hole over two Mn ions.
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a (A˚) 5.47057(3)
b (A˚) 7.73374(4)
c (A˚) 5.48853(3)
V (A˚3) 232.208(2)
µz (µB) 3.51(1)
Mn uiso(A˚
2) 0.0003(2)
La/Ca x 0.0213(1)
z -0.0043(1)
uiso(A˚
2) 0.0023(1)
O(1) x 0.4918(2)
z 0.0640(1)
u11(A˚
2) 0.0063(5)
u22(A˚
2) 0.0012(4)
u33(A˚
2) 0.0031(3)
u13(A˚
2) 0.0004(3)
O(2) x 0.2760(1)
y 0.03323(6)
z 0.72543(9)
u11(A˚
2) 0.0035(2)
u22(A˚
2) 0.0039(2)
u33(A˚
2) 0.0032(2)
u12(A˚
2) 0.00006(3)
u13(A˚
2) -0.0009(2)
u23(A˚
2) 0.0007(3)
Table 6.1: Reﬁned structural parameters from neutron powder-diﬀraction data for
La0.75Ca0.25MnO3 at 20K [187]. The space group symmetry is Pnma (No. 62) and the
numbers in parenthesis are statistical errors of the last signiﬁcant digit.
The lattice parameters for the calculated ground state, metastable state and the
experimental geometry are given in Table 6.2. In the predicted ground state, a hole
localises on a particular Mn. However, a deviation from the orthorhombic symmetry
is evident, particularly in the angle β. This deviation is attributed to the ordered
distribution of Ca imposed in the calculation, which leads to a cooperative distortion
in the periodic structure. Such a distortion is not favoured in the observed material,
which is substitutionally disordered.
83
6. THE EFFECTS OF DOPING IN LA1−XCAXMNO3, WHERE X=1/4
a) Localised b) Delocalised
Figure 6.3: The stable states for La0.75Ca0.25MnO3, where a) represents the localisation
of the hole on a particular Mn and b) shows the delocalisation of the hole over two Mn
in the unit cell.
∆E (meV) a(A˚) b (A˚) c(A˚) α (◦) β (◦) γ (◦) V (A˚3)
D 45.8 5.635 7.812 5.569 90.0 87.8 90.0 244.8
L 0.00 5.622 7.842 5.559 90.3 89.4 90.0 245.1
Exp. [187] 5.470 7.734 5.489 90.0 90.0 90.0 232.2
2.70% 1.38% 1.26%
Table 6.2: Optimized and experimental [187] lattice parameters for the
La0.75Ca0.25MnO3 delocalised (L) and localised (D) hole solutions. The relative energy
of the metastable state (delocalised hole) with respect to the ground state (localised
hole) is also given. The percentage diﬀerence between the calculated ground state
lattice vectors and the corresponding experimental ones is given in italics.
6.3 Formation of an Anti-JT Polaron
The electronic structure of La1−xCaxMnO3 is analysed with reference to the DOS for
the metastable and ground state, which are shown in Fig. 6.4. Zero energy corresponds
to the Fermi level, so occupied and unoccupied states are characterised by negative
and positive energies, respectively. The minimum energy magnetic ordering for both
states is FM. It is clear that there is a ﬁnite density of states at the Fermi level for the
majority spin states and a gap in the minority spin states, in Fig. 6.4a). Hence, the
delocalisation of the hole leads to a half-metallic state. The hybridization of the Mn
d and O p majority spin states, above and below Ef , is evident. In comparison, the
localisation of the hole on a particular Mn results in an insulating state, with a spin
resolved band gap of 2.02eV in the majority and 4.22eV in the minority spin states (see
Fig. 6.4b)). Therefore, the ground state comprises a FM insulator (FM-I) and the FM
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metal (FM-M) is a metastable state.
a) FM La0.75Ca0.25MnO3 delocalised
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b) FM La0.75Ca0.25MnO3 localised
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Figure 6.4: Total density of states with projections on the Ca, La, Mn and O atoms;
the Fermi level is at 0eV.
A local distortion of the lattice is expected due to the diﬀerence in ionic radii
between La3+ (1.032A˚) and Ca2+ (1.000A˚) [149] but also due to the diﬀerence between
Mn3+ (0.645A˚) and Mn4+ (0.530A˚) [149]. The latter is attributed to the localisation
of the hole on a particular Mn.
The optimised nearest neighbour bond lengths for the FM-M and FM-I are given in
Table 6.3. It is evident that a distortion of the geometry occurs when the hole localizes.
In the insulating state, it can be seen that the JT distortion of the MnO6 octahedron
associated with Mn(3) is lifted, since the bond lengths are more homogeneous when
compared to those of the Mn(1), Mn(2) and Mn(4) centered octahedra in the unit cell.
This is attributed to the localised hole, which induces an anti-polaronic distortion.
The local ‘undoing’ of the JT distortion, lowers the electron-phonon energy and traps
the hole in a small polaron state, thus restoring higher symmetry around the hole. In
particular, this observation is in agreement with neutron diﬀraction experiments, where
the local JT distortion in the insulating phase for LaMnO3 decreases continuously
with increasing Ca content [188]. The formation of an anti-JT polaron, in which the
degenerate eg orbital is not occupied provides direct evidence of a very strong charge-
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lattice interaction.
Mn Metal Mn-O (A˚) Insulator Mn-O (A˚)
1 1.933 1.885
1.954 1.903
1.954 2.043
2.018 2.114
2.172 2.125
2.209 2.146
2 1.914 1.907
1.929 1.919
1.967 2.042
2.006 2.091
2.026 2.103
2.027 2.122
3 1.914 1.914
1.929 1.928
1.967 1.939
2.006 1.940
2.026 1.962
2.027 1.973
4 1.933 1.880
1.954 1.938
1.954 2.047
2.018 2.071
2.172 2.114
2.209 2.141
Table 6.3: Optimized Mn-O bond lengths for the La0.75Ca0.25MnO3 unit cell in the FM-
I and FM-M states. The Mn-O bond lengths corresponding to the Mn4+ are highlighted
in bold.
6.4 Magnetic Ordering
The isovalue surface of the calculated spin density for the ground state
La0.75Ca0.25MnO3 phase is shown in Fig. 6.5. It is evident that there is a transi-
tion from the A-AFM structure in LaMnO3, which is shown in the previous chapter,
to FM ordering in La0.75Ca0.25MnO3. This is attributed to the ionic radii of Ca
2+
being 3.1% smaller than that of La3+ but also due to the lattice-hole interaction, which
modiﬁes the MnO6 octahedra. A signiﬁcant polarisation of the O-2p orbitals by the
Mn-3d states is clear, which is expected to modify the exchange coupling mechanism.
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The orbitally ordered structure is evident and the spin density distribution of the O
atoms has the distinct shape of a dz2 atomic orbital.
Figure 6.5: Isovalue surfaces of the calculated spin density for FM La0.75Ca0.25MnO3
where, the spin isosurface values are as follows: green is 0.005 (spin up) and blue is
-0.005 (spin down); in units of |e|/bohr3.
6.5 Energetics
The energetics related to the hole conductivity, doping site, spin ordering and also the
exchange coupling mechanism are disentangled and quantiﬁed in this section.
6.5.1 Hopping Barrier
If a conductivity model is considered where a localised hole is thermally activated to a
conducting state over an energy barrier, which is also referred to as the hopping barrier
herein, then a ∆Ehopping of 46meV (per formula unit) is required to delocalise the hole
with respect to the FM-I ground state. Since ∆Ehopping > kT(∼26meV), it is expected
that the hole would not delocalise at RT.
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6.5.2 Doping Site Dependence
In LaMnO3, the La sites are all equivalent. However, the localisation of the hole in
La0.75Ca0.25MnO3 removes the symmetry between the La sites. Consequently, there
is a dependence of the energetics on the dopant site, which is shown in Fig. 6.6. In
addition to this energy scale, there is also a dependence on the hopping barrier, which
can be deduced from Fig. 6.6. The hopping barrier is much larger than the energy
variation with the site of the dopant, which is ∼6-12meV.
It is evident that the energetically more favourable state is the one in which the Ca
is doped at site 2 and the hole localises. This could be understood by analysing the
Ca-Mn bond distances, which are given in Table 6.4. The spin resolved band gap for
each state is also given, which increases by 0.02eV from the lower energy (Ca sites (2)
and (3)) to the higher energy (Ca sites (1) and (4)) states. The Ca-Mn bond distances
are longer for the lower energy solutions, when compared to the metastable states. This
is consistent with a simple electrostatic picture in which the Ca ion and hole repel each
other.
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Figure 6.6: Energy diﬀerence (∆E) per formula unit (FU) with respect to the ground
state (FM with hole localised at Ca site 2) as a function of doping site for both the
localised and delocalised hole solutions in the optimized ground state geometry. In the
case of the delocalised hole solution, site 1 is equivalent to 4, and 2 to 3 by symmetry.
6.5.3 Disordered Ca Distribution
In Table 6.2, a deviation from the orthorhombic symmetry due to an ordered distribu-
tion of Ca is observed. An approximation to the disordered structure is made by ﬁxing
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Site ∆E (meV) Ca-Mn (A˚) Eg ↑ (eV) Eg ↓ (eV)
1 12.0 3.214 2.00 4.22
2 0.0 3.325 2.02 4.22
3 6.1 3.328 2.02 4.22
4 14.5 3.223 1.99 4.22
Table 6.4: The energetics for Ca doping sites 1-4 in La0.75Ca0.25MnO3, relative to the
ground state (Ca site (2)). The calculated Ca-Mn bond distances are also shown, where
the hole is localised on a Mn ion. The band gaps for the majority (↑) and minority (↓)
spin states are given.
the angle β and optimising the lattice parameters and internal coordinates. The lattice
parameters for the Pnma orthorhombic structure (α=β=γ=90◦) are given in Table 6.5,
where the relative energies of the metastable states with respect to the ground state are
given. The energy diﬀerence between the monoclinic and orthorhombic localised hole
solutions is of the order of 6meV. This is an approximation to the energy scale required
to modify the Ca distribution, which suggests that at RT, a disordered distribution is
expected, as observed experimentally [187].
∆E (meV) a(A˚) b (A˚) c(A˚) α (◦) β (◦) γ (◦) V (A˚3)
D 65.8 5.652 7.791 5.556 90.0 90.0 90.0 244.7
L 5.56 5.631 7.843 5.548 90.0 90.0 90.0 245.0
Exp. [187] 5.470 7.734 5.489 90.0 90.0 90.0 232.2
Table 6.5: Optimized and experimental [187] lattice parameters for the Pnma or-
thorhombic La0.75Ca0.25MnO3 delocalised (L) and localised (D) hole solutions. The
relative energy of these states is calculated with respect to the ground state given in
Table 6.2.
6.5.4 Magnetic Stability
The change in energy ∆E for spin conﬁguration types - F, A, C and G - (for the most
stable doping site, Ca site 2) is also shown in Fig. 6.7. As determined previously from
the DOS and spin density plot, the ferromagnetic spin conﬁguration is the ground state
for both the localised and delocalised hole solutions. The G-type magnetic structure is
the highest in energy, since AFM coupling along each crystallographic axis is energeti-
cally unfavourable for the low hole doping region of the phase diagram. The diﬀerence
between the FM and A-AFM spin conﬁgurations is 20meV and 67meV for the localised
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and delocalised hole solutions, respectively.
To understand the anti-JT polaronic distortion of the lattice, the spin moment of
the Mn atoms for the ground and metastable states is indicated in Table 6.6. In the
localised case, all the Mn atoms in the unit cell are inequivalent. Consequently, the
possible number of spin conﬁgurations is larger than the delocalised case where two
Mn atoms are inequivalent. The average magnetic moment for the delocalised state is
3.7µB/Mn. This is in good agreement with the experimental ferromagnetic moment of
3.4µB/Mn [179]. The magnetic moment for the ground state is 3.2µB , this is very close
to the value of 3µB , which is expected for a completely localised hole. The ↑↓↑↑ and
↑↓↑↓ spin conﬁgurations result in a localised hole. However, the initial state is that of
a delocalised hole. Thus providing evidence of a strong spin-charge coupling.
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Figure 6.7: Energy diﬀerence (∆E) per formula unit (FU) with respect to the ground
state (FM with hole localised at Ca site 2) as a function of the spin conﬁgurations (types:
F, A, C, G) for both the localised and delocalised hole solutions at the optimised ground
state geometry.
6.5.5 Magnetic Coupling Constants
In the previous section, the nature and distribution of the spin density of
La0.75Ca0.25MnO3 was analysed. This section focuses on the analysis of the magnetic
interactions between the Mn spins, which determine the observed magnetic phase. To
achieve this, the energies of the F-, A-, C- and G-type spin conﬁgurations are employed,
which are shown in Table. 6.6. The low-lying magnetic states are mapped onto the anti-
ferromagnetic Ising model, which is represented by the Ising Hamiltonian. As described
previously, this eﬀective Hamiltonian describes the pairwise nearest-neighbour interac-
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SC ∆E/FU (meV) Mn1 (µB) Mn2 (µB) Mn3 (µB) Mn4 (µB)
D ↑↑↑↑ 0.0 3.86 3.52 3.52 3.86
↓↑↑↑ 45.0 -3.73 3.36 3.55 3.82
↑↓↓↑ 67.3 3.77 -3.40 -3.40 3.77
↑↑↓↓ 73.8 3.87 3.41 -3.45 -3.88
↑↓↑↑ 102.5 3.73 -3.63 3.12 3.82
↑↓↑↓ 130.4 3.73 -3.68 2.81 -3.75
L ↑↑↑↑ 0.0 3.82 3.81 3.15 3.80
↑↑↓↓ 19.7 3.83 3.82 -3.05 -3.71
↑↑↑↓ 34.3 3.82 3.81 2.94 -3.73
↑↓↓↓ 34.8 3.74 -3.73 -3.14 -3.71
↑↑↓↑ 35.0 3.82 3.81 -2.82 3.82
↑↓↑↑ 36.2 3.73 -3.74 3.05 3.80
↑↓↓↑ 50.4 3.73 -3.73 -2.94 3.82
↑↓↑↓ 71.3 3.74 -3.74 2.83 -3.73
Table 6.6: Relative energies of various spin conﬁgurations per formula unit (FU) with
respect to the ground state in the delocalised (D) and localised (L) hole optimised
geometries. The expected total spin and calculated Mn spin moments are also shown.
tions of the Mn spin moments. The assumptions described to compute Jap and Jeq
for the end-point compounds have also been used for the doped compound. In the
case of the delocalised hole, the spin values were taken to be S=3.75/2, and for the
localised hole S=3/2 (see Appendix C). The determined Jap and Jeq are given in Ta-
ble 6.7. Since the in-plane and out-of-plane magnetic coupling is FM, the calculated
exchange constants are positive. It is also evident that the FM coupling along Jap is
almost a factor of 2 larger than the Jeq for the metal. In comparison, Jap and Jeq
for the localised hole solution are smaller than those for the delocalised hole. This
is attributed to the polaron ordered and insulating nature of the ground state. The
computed values are comparable to the nearest neigbour exchange coupling constant
of 7.83±0.06meV determined from inelastic neutron scattering measurements, where a
Heisenberg model has been implemented to describe the magnon dispersion relation of
La0.75Ca0.25MnO3 [189].
Jap (meV) Jeq (meV)
Delocalised 10.5 4.78
Localised 2.62 3.36
Table 6.7: Calculated Jeq and Jap in meV for the delocalised and localised hole solutions.
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6.6 Summary
Hybrid-exchange DFT calculations have been used to study the structural and elec-
tronic properties of La0.75Ca0.25MnO3, which adequately reproduce major experimen-
tal features. The evolution of the structural properties as a function of doping, from
LaMnO3, have been investigated. The predicted most stable phase for an ordered Ca
distribution in La0.75Ca0.25MnO3 is the orthorhombic ferromagnetic-insulating (pola-
ronic) state. An anti-JT polaron forms and the localised state is inﬂuenced by long
range cooperative anti-JT distortions. The computed results for the delocalised hole
are, in fact, fully consistent with the half-metallic behaviour displayed by the ma-
terial [190]. Further, the calculated magnetic moment of 3.7µB/Mn is in agreement
with the observed magnetic behaviour [179]. The magnetic coupling constants for the
metastable and ground state were obtained from the total-energy diﬀerences computed
for a set spin conﬁgurations within a simple nearest-neighbour Ising model. The mag-
nitude (and the sign) of these constants indicates that the parallel arrangement of
the magnetic moments is due to a strong ferromagnetic coupling between the Mn ions
in all crystallographic directions, particularly for the metal. Competing interactions
(summarised in Table 6.8), such as the hole conductivity, doping site, spin ordering
and the magnetic coupling were disentangled and quantiﬁed. It has been deduced
that the relative energy scales are of a similar magnitude, which indicate strong cou-
pling between charge, orbital, spin and lattice degrees of freedom. This implies that
there is not a dominant energy contribution, which may have signiﬁcant implications
on the MCE in the low hole density region of the La1−xCaxMnO3 phase diagram.
This chapter completes a microscopic description of the lightly-doped insulator with
an antiferromagnetic-to-ferromagnetic and metal-to-insulator transition.
Energy (meV)
Hopping barrier 46
Disordered Ca distribution 6
Doping site dependence 6-12
Magnetic stability 0-130
Magnetic coupling 3-11
Table 6.8: Summary of the energetics determined (in meV) for competing interactions
in La0.75Ca0.25MnO3.
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In this chapter, a combination of thermodynamics and ﬁrst principles theory is applied
to describe the MCE in La0.75Ca0.25MnO3, which undergoes a phase transition from a
FM-M to PM-I. Despite many experimental eﬀorts to enhance the entropy change in
manganites, the maximum ∆Siso determined merely reaches modest values in the ﬁeld
of a permanent magnet [15,18,19,76,77,80,82–86,191]. In the previous chapter, it has
been demonstrated that the spin, orbital, lattice and electronic degrees of freedom are
strongly intertwined. One may anticipate a large entropy change across the phase tran-
sition, in such strongly coupled systems, since a signiﬁcant structural or volume change
may occur at the magnetic transition. In this work, a preliminary approximation to
the total entropy change ∆S for La0.75Ca0.25MnO3 is made by quantifying the separate
electronic, vibrational, elastic and magnetic contributions for a simple model with long
range translational order. Thus, the charge, lattice and spin degrees of freedom are
treated independently.
Through the implementation of ﬁrst principles thermodynamic theory and the
molecular ﬁeld approximation, the Gibbs free energy can be expressed as [53]:
G(T, P,H) = Uvib + Uelas + Uelec + Uex −MH + PV − TS (7.1)
where the ﬁrst four terms correspond to the internal energy (vibrational, elastic,
electronic and magnetic, respectively). The fundamental assumption that the entropy
change can be expressed as,
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∆Stotal = ∆Svib +∆Selas +∆Selec +∆Smag (7.2)
where ∆Svib, ∆Selas, ∆Selec and ∆Smag are the vibrational, elastic, electronic and
magnetic contributions, respectively, is made. Equation 7.2 corresponds to the total
isothermal change of the entropy (∆Siso) when a magnetic ﬁeld is applied, which can
also be determined using the Maxwell relations. We test the assumption of independent
contributions by computing each and comparing to available experimental data.
Electronic structure and lattice dynamics of the spin disordered PM-I phase are
approximated by that of the FM-I from the hybrid-exchange density functional calcu-
lations. The temperature dependence of the magnetisation and the ∆Smag is studied
using the Ising model for a cubic lattice, which is implemented within the MC approach
(a MC code has been written and developed speciﬁcally for this purpose). Here, the
magnetic coupling constants Jap and Jeq determined from the DFT calculations have
been used to parameterise the Ising Hamiltonian with an average of the two constants
Jave. Furthermore, the Mn
3.75+ is described by a classical Ising spin, and the La, Ca
and O ions are considered to be non-magnetic in the MC simulations.
In Figure. 7.1, the change in the lattice parameters and cell volume of
La0.75Ca0.25MnO3, as a function of temperature, as obtained from high-resolution syn-
chrotron x-ray powder diﬀraction data by Radaelli et al. is shown. An isotropic expan-
sion of the cell occurs, without aﬀecting the orthorhombic symmetry. The ∆V /V across
the phase transition, as the system transits from a FM-M to a PM-I, has been deter-
mined to be ∼ 0.13% [81]. This provides evidence for a lattice change accompanied with
the FM-M to PM-I transition in La0.75Ca0.25MnO3. It is expected that the ∆Siso for
this particular composition would be considerable, since the electronic and lattice con-
tributions may play a signiﬁcant role in enhancing the entropy change [81,192]. Further,
the expected maximum theoretical entropy due to independent spins is 12.5Jmol−1K−1
which is calculated using the following expression (for a mole of magnetic atoms) [193],
Smag = NAkBln(2J + 1)≡Rln(2J + 1) (7.3)
where J is the quantum number of the total angular momentum and is consid-
ered to be equal to the spin number, since the orbital angular momentum is com-
pletely quenched. However, the ∆Siso determined from magnetization measurements
of La0.75Ca0.25MnO3 nanoparticles is -4.70Jkg
−1K−1 (under an applied magnetic ﬁeld
of H=1.5T) [18]. It is not clear whether the entropy contributions counteract each other
and therefore, in this chapter, the individual components of the entropy change occur-
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ring due to the FM-M to PM-I phase transition in La0.75Ca0.25MnO3 are separated and
quantiﬁed.
Figure 7.1: Lattice parameters and cell volume of orthorhombic La0.75Ca0.25MnO3
as a function of temperature. Data obtained from high-resolution synchrotron X-ray
powder diﬀraction data. The error bars are smaller than the symbols. Reprinted ﬁgure
with permission from Ref. [81]. Copyright 1995 by the American Physical Society, see
http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.75.4488
7.1 Electronic Entropy
The M-I transition in La0.75Ca0.25MnO3 modiﬁes the density of states at the Fermi
level, and strong evidence for this has been provided in the previous chapter. Con-
sequently, the electronic entropy for the metallic and insulating phases is expected to
diﬀer signiﬁcantly. The electronic entropy contribution to ∆S is computed using the
ﬁnite temperature DFT approach [194], which allows one to express the free energy in
terms of the Fermi function (given in Equation. 7.5),
F = E(T )− kBTS(T ) (7.4)
fi = (1 + e
(ǫi−ǫF )
kbT )−1 (7.5)
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S =
Nstates∑
i
filnfi + (1− fi)ln(1− fi) (7.6)
where N and f are the density of electronic states and Fermi distribution function,
respectively. The Fermi function describes the probability of occupation at a certain
temperature, which can be summed over all the k-points in the Brillouin zone for
each band to determine the occupation levels. The computed values of the electronic
entropy, ∆Selec at 10K, 100K and 224K (TC) are given in Table. 7.1. The values are
positive, since Selec for the insulator is zero and the transition is from a M to an I. As
the temperature is increased from 10-224K, the magnitude of ∆Selec increases.
∆Selec (Jmol
−1K−1) Temperature (K)
0.01 10
0.19 100
0.45 224
Table 7.1: The electronic entropy contribution ∆Selec to ∆S for the FM-M (LCMO at
x=1/4) at 10K, 100K and 224K (TC=224K), where Selec for the FM-I is considered to
be zero.
The entropy per charge carrier is accessible experimentally via the Seebeck
coefficient, which is determined through measurements of the induced thermoelec-
tric voltage in response to a temperature diﬀerence across the material [195]. This is
based on the idea that diﬀerent temperatures generate diﬀerent carrier densities and
the resulting carrier diﬀusion causes a thermal electromotive force. The Seebeck coef-
ﬁcient Q has been measured for La0.75Ca0.25MnO3 and an evident peak occurs at TC
which is indicative of a considerable ∆Selec, as can be seen in Figure. 7.2.
Subsequently, we can estimate the experimental electronic contribution to the en-
tropy change, which has been determined to be ∼0.17Jmol−1K−1 (0.8Jkg−1K−1) for a
∆H of 1T, from the following expression,
∆Selec(T,∆H) = −∆QNxe, (7.7)
where Nx is the carrier concentration and e is the charge of an electron. This is
a similar order of magnitude when compared to the theoretical value obtained in this
investigation using the ﬁnite temperature DFT approach.
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Figure 7.2: Seebeck coeﬃcient Q obtained by Turcaud et al (with permission and this
work is to be published) for La1−xCaxMnO3 at x=0.2, 0.25 and 0.3.
7.2 Vibrational Entropy
In order to sample the vibrational modes, the vibrational frequencies for the primi-
tive (Γ-point, k=0) and isotropic supercell (80 atom) were computed to determine the
vibrational contribution Svib to ∆S. The mass-weighted Hessian (or dynamical) ma-
trix [196] is calculated by numerical evaluation of the ﬁrst derivative of the analytical
atomic gradients; the eigenvalues of the Hessian matrix correspond to the vibrational
frequencies. Consequently, the vibrational speciﬁc heat (Equation. 7.8) and entropy
(Equation. 7.10) have been calculated in the harmonic approximation, which are given
in Table. 7.2.
Cvib =
(
∂E
∂T
)
V
=
∑
k,j
kB
(
~ω
kBT
)2
=
exp(~ω/kBT )
[exp(~ω/kBT )− 1]2
(7.8)
Fvib = E0 +
1
2
∑
k,j
~ω + kBT
∑
k,j
ln [1− exp(−~ω/kBT )] (7.9)
Svib = −∂Fvib
∂T
(7.10)
An increase in the vibational entropy, for the metal and insulator, is apparent
when the cell is doubled. The Svib for the metallic state is higher than that of the
insulator as expected, and is evident in Table. 7.10. This is attributed to the softening
of the vibrational modes in the metallic state. Further, the calculated ∆Svib is 4.64
Jmol−1K−1 and is also positive (as is ∆Selec).
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Cell Matrix elements M/I Cvib (Jmol
−1K−1) Svib (Jmol
−1K−1)
Primitive

1 0 00 1 0
0 0 1

 M 80.69 68.27
I 78.02 58.65
9 .62
Double

 1 0 10 1 0
−1 0 1

 M 96.38 92.97
I 94.59 88.33
4 .64
Table 7.2: The vibrational speciﬁc heat and entropy for LCMO at x=1/4, in the FM-M
and FM-I states for the primitive cell and supercell, for which the matrix elements are
deﬁned in the second column. The ∆Svib is given in italics in units of Jmol
−1K−1.
7.3 Elastic Entropy
The elastic contribution to the total entropy change has been calculated from the
following [53]:
∆Selas =
1
TC
B
2
(
∆V
V
)2
(7.11)
where the value for the bulk elastic modulus B is taken to be 100GPa, which has
been determined from the ultrasonic properties of La0.67Ca0.33MnO3 [197]. The ∆V in
this particular calculation corresponds to the diﬀerence in volume between the FM-M
(244.8A˚3) and FM-I (245.1A˚3) state from the DFT calculations, which is 0.3A˚3. If we
then assume the experimental TC of 224K [18], the ∆Selas is 1.81×10−4Jmol−1K−1.
The elastic contribution to ∆S is therefore, considered to be a negligible term. If,
however, we assume the ∆V reported by Radaelli et.al. which is determined from
high-resolution synchrotron x-ray powder diﬀraction data [81], then the ∆Selas is
2.03×10−4Jmol−1K−1, which is also based on the bulk modulus value of 100GPa.
Therefore, the theoretical ∆Selas is reasonable, since the experimental value is also
negligibly small.
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7.4 Magnetic Entropy
The FM-PM phase transition has been investigated through the implementation of
the Ising model in a Monte Carlo approach. Initially, in section 7.4.1, the 2D model
is considered and macroscopic quantities such as the internal energy, magnetisation,
magnetic speciﬁc heat and succeptibility have been calculated as a function of tem-
perature (at constant volume) for systems of ﬁnite size in the absence of a magnetic
ﬁeld. The eﬀect of the lattice size on the thermodynamic properties is investigated and
the obtained TC value is compared to Onsager’s analytical solution for the 2D Ising
model. The developed code is validated by considering limiting cases (low and high
temperatures), which are given in Appendix E. The 3D Ising model is then implemented
in section 7.4.2 to determine the magnetocaloric properties of La0.75Ca0.25MnO3 as a
function of temperature. Furthermore, the ∆Smag is quantiﬁed for a varying magnetic
ﬁeld of ∆H=2 and 4T, which is compared to available experimental data.
7.4.1 2D Ising Model
The systems considered were square lattices of spin sites ranging in size (where N
corresponds to a single spin site) from 16x16 to 32x32. Periodic boundary conditions
were implemented by calculating all quantities within an array size smaller than that
allocated in the code. This ensured that all sites outlining the lattice had an equal
number of neighbouring sites within the lattice. The exchange constant J and Boltz-
mann constant kB were set to 1, such that the inverse temperature T
−1 was equal to
β. Consequently, the relevant temperature is referred to as the reduced temperature
TR, and the units are dimensionless. The internal energy was calculated from the ﬁrst
term in the Ising Hamiltonian since the external magnetic ﬁeld H was set to zero. Each
lattice site was assigned a spin variable S = ±1. The average magnetisation per lattice
site <M> has been determined by summing S over all sites and dividing by the number
of lattice sites N .
In order to obtain accurate results, it is important to establish that the lattice has
thermalised. This is a process by which the system is brought to equilibrium at a
given temperature. The magnetisation is changing up until thermalisation, after which
it ﬂuctuates around a steady average value. In this investigation, thermalisation was
achieved by taking the initial conﬁguration of the lattice and applying the Metropolis
algorithm until equilibrium had been reached. The magnetisation at each Monte Carlo
step was then computed to determine the number of steps required for equillibriation.
When the magnetisation stabilised, it was assumed that the system had equilibrated.
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At this point, measurements of quantities such as energy, magnetisation, susceptibility
and speciﬁc heat were initiated. Such quantities were summed and then averaged
from the point of equilibrium to a point at which the system was in a signiﬁcantly
diﬀering state, this interval is also commonly referred to as the correlation time. The
assumption that the equillibriation time is equal to the correlation time was made 1 in
order to determine an estimate for the expectations values of all quantities.
Since there exists an analytical solution for the two dimensional (2D) Ising model in
the absence of an external magnetic ﬁeld, the reliability and accuracy of the developed
code has been examined through a comparison of the calculated TC and the theoretical
value. The average energy, magnetisation, speciﬁc heat and susceptibility per spin
has been determined for a system of 16x16 and 32x32 sites. The results are shown
in Figs 7.3 and 7.4, which also indicate Onsager’s analytical solution for the critical
temperature. The computed energy is still signiﬁcantly below zero for the maximum
temperature considered in the simulation. This suggests that the neighbouring spins are
still correlated, despite the fact that the bulk magnetisation averages to zero. Although
the energy and magnetisation remain relatively unaﬀected by the lattice size, it can be
seen that the primary features of the phase transition in the speciﬁc heat capacity and
susceptibility became more rounded in signiﬁcantly smaller lattice sizes, leading to an
ambiguity in determining the critical point. This observation is also referred to as a
finite size effect [198,199].
Spontaneous magnetization exists for all temperatures below TC=2.269 [200] for the
2D Ising model (at zero ﬁeld). The Curie temperature obtained from the Monte Carlo
code is in good agreement with the theoretical value, since a value of TC=2.4 is obtained.
The sharp change in the energy and magnetisation per spin at T≈2 is evident in Fig. 7.3.
Further, the ﬂuctuations in <E> and <M> at the phase transition are associated with
the Cv and χ, consequently a sharp divergence is observed in these quantities. Such
features are typical characteristics of a phase transition. The results for the <M>
per spin above the transition temperature indicate that the magnetisation is small,
whereas below this point, it is non-zero, and close to 1 for very low temperatures. This
behaviour is sensible and in agreement with expectations of a FM-PM phase transition,
since the change from one phase to the other is inﬁnitely sharp in the thermodynamic
limit.
Qualitative information about the phase transition has been obtained using DL
Visualize. A snapshot of the system spin conﬁguration has been taken at diﬀerent
1In particular, this assumption worked fine for the Metropolis simulation of the Ising model consid-
ered herein [198].
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temperature intervals to visualize the phase transition and is shown in Figure. 7.5.
There are regions of coexistence of two phases in the lattice, at T=2.0 and 2.5, which is
indicative of the FM-PM phase transition that occurs between these temperatures. The
diﬀerences between the MC simulation results and the exact analytical results arises
due to the fact that a ﬁnite number of spins are considered.
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Figure 7.3: The average (a) Energy and (b) Magnetization per spin as a function
of temperature calculated by Monte Carlo simulation for various lattice sizes. The
vertical line at TR=2.269 corresponds to Onsager’s analytical value for the transition
temperature TC.
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Figure 7.4: (a) Speciﬁc heat and (b) Magnetic susceptibility per spin as a function
of temperature calculated by Monte Carlo simulation for various lattice sizes. The
vertical line at TR=2.269 corresponds to Onsager’s analytical value for the transition
temperature TC.
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Figure 7.5: Conﬁguration snapshots of a 50x50 square lattice at a ﬁnite temperature
T (where J and kB are equal to 1). The FM-PM magnetic phase transition is shown,
where blue=spin up and red=spin down.
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7.4.2 3D Ising Model
In this section, results corresponding to the 3D Ising model are reported. The Ising
Hamiltonian has been parameterised with the exchange coupling constant Jave calcu-
lated by averaging Jap and Jeq determined from the hybrid-exchange DFT calculations
for the FM-M (delocalised hole solution), which are given in Table 7.3. There are two
independent model parameters in the MC simulations, the exchange coupling constant
Jave and the applied ﬁeld H, which have been deﬁned in units of meV. The Lande
factor g has been taken as g=2. Further, the number of sites used in the simulations
is N=103, and for a given temperature, the number of Monte Carlo steps to calculate
equillibrium averages was taken as 106. The magnetic entropy has been computed using
the following expression:
Smag =
∫ T2
T1
Cmag
T
dT (7.12)
where the change in magnetic entropy corresponds to the diﬀerence in entropy in
the presence (SH) and absence (S0) of a ﬁeld, ∆Smag=SH - S0. Since the results are
compared to experimental data, particularly for ∆Smag, the Boltzmann constant kB
has been set equal to 8.62×10−2meV/K (in contrast to the 2D Ising model results in
the previous section, where kB=1).
J (meV)
Apical 10.5
Equatorial 4.78
Average 6.69
Table 7.3: Calculated Jap, Jeq and Jave in meV for the FM-M (delocalised hole)
La0.75Ca0.25MnO3 from hybrid-exchange DFT calculations, where Jave is an input pa-
rameter for the MC simulations.
Fig. 7.6 shows the temperature dependence of the internal energy and speciﬁc heat
capacity for Jave in the absence of a magnetic ﬁeld. The discontinuity in the energy at
TC is evident, however, it does not diverge sharply at the transition, which could be
attributed to strongly correlated regions such as clusters in large systems that are some-
what unaﬀected by single spin ﬂips at the transition point. Consequently, the decrease
in energy occurs over a broader temperature range in the critical region. Characteristic
features of the order-disorder transition are also observed in the speciﬁc heat. The crit-
ical temperature TC ∼ 320K has been determined from the peak in the cv curve, which
occurs at 0.17mevK−1. The calculated TC has been overestimated by 30-44% when
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compared to the TC values of 177K and 224K determined from magnetisation measure-
ments (deﬁned as the maximum slope in dM/dT) of La0.75Ca0.25MnO3 nanoparticles
of diﬀerent sizes [76].
The magnetic entropy Smag and the change in magnetic entropy ∆Smag for ∆H
of 2 and 4T is shown in Fig. 7.7. The entropy is a continuous function of tempera-
ture and exhibits a discontinuity at TC. At high temperatures, the magnetic entropy
saturates since the system is in a completely disordered state. The saturation value
corresponds to 0.69meV/K in Fig. 7.7. The maxima of the ﬁeld-induced magnetic en-
tropy change ∆Smag occurs in the vicinity of TC and the determined values are -3.75
and -6.60 Jmol−1K−1 (which correspond to -17 and 30 Jkg−1K−1, respectively). When
compared to experimental data for ∆Siso, the computed values are signiﬁcantly larger
than -1.03Jmol−1K−1 (4.7Jkg−1K−1), which has been calculated from magnetisation
measurements of La0.75Ca0.25MnO3 for an applied magnetic ﬁeld of H=1.5T [18].
7.5 Summary
In this chapter, the electronic, lattice and magnetic contributions to the total entropy
change, for La0.75Ca0.25MnO3, have been studied by means of a combined DFT and
Monte Carlo approach and are given in Table 7.5. In principle, the entropy change
determined from experiments is not entirely a magnetic entropy change, but a total
one due to the simultaneous variation of the magnetic order and phase volume at the
transition. The results obtained from this investigation indicate that both the electronic
and lattice entropy terms undergo a reduction at the FM-M to PM-I transition, and
are therefore expected to counteract the magnetic one.
Term Entropy (Jmol−1K−1)
Electronic 0.45
Vibrational 4.64
Elastic 2.03×10−4
Magnetic -6.60
Table 7.4: The calculated electronic, lattice and magnetic entropy contributions to ∆S
for La0.75Ca0.25MnO3.
The ﬁnite temperature DFT approach has been implemented to determine the elec-
tronic contribution, which is in good agreement with measurements of the Seebeck
coeﬃcient for La0.75Ca0.25MnO3. The ∆Svib term, which has been calculated in the
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Figure 7.6: (a) energy and (b) speciﬁc heat capacity per spin calculated by the MC
simulation for Jave in a 10×10×10 lattice.
simple harmonic approximation, is the dominant positive term contributing to the to-
tal entropy change and is signiﬁcant enough to have a deleterious eﬀect. Further, the
elastic contribution to the lattice entropy has been determined using ∆V/V for the
metallic and insulating phases, and is negligibly small relative to the entropy contri-
butions considered herein. The magnetic entropy and the TC for La0.75Ca0.25MnO3
have been computed through the implementation of a Monte Carlo code and the Ising
Hamiltonian, which has been parameterised with the average nearest-neighbour cou-
pling constant Jave determined from hybrid-exchange DFT calculations. Further, the
determined TC value has been overestimated when compared to available experimen-
tal data. The ﬁeld-induced magnetic entropy change has been quantiﬁed, and is of a
similar magnitude to the vibrational term, but contributes negatively to ∆S.
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Figure 7.7: The magnetic entropy in zero ﬁeld and the change in magnetic entropy -
∆Smag due to an applied ﬁeld ∆H of 2T and 4T, as a function of temperature calculated
for Jave in a 10×10×10 lattice.
It must be noted, however, that numerous approximations have been made in quan-
tifying individual contributions to ∆S. Primarily, both the vibrational and elastic
entropy terms are actually implicit functions of the magnetisation due to the mag-
netolattice coupling in La0.75Ca0.25MnO3, which could be taken into consideration to
progress further towards a complete predictive theory. In addition, for ∆Smag, in the
vicinity of a magnetoelastic transition, an extreme sensitivity of the J parameter with
respect to small abrupt changes in the volume at the the transition is expected and
could, therefore, be taken into account in the calculation of J . Hence, an explicit in-
clusion of a magnetoelastic coupling term in the Monte Carlo simulations may lead to
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an improved estimation of TC and ∆Smag. Finally, one of the limitations that the Ising
Model confronts us with is the ﬁnite size of the lattice considered. It is thus necessary
to use a ﬁnite scaling methods in order to determine thermodynamic properties with
greater accuracy.
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8Final Conclusions
In this work, periodic hybrid-exchange density functional calculations were performed
to develop a ﬁrst principles understanding of the MCE in the low hole density region
of the manganite series La1−xCaxMnO3. Initially, the endpoint compounds, LaMnO3
and CaMnO3, were studied to determine the reliability of the B3LYP hybrid density
functional in describing the structural and electronic properties of manganite systems.
Studying the parent compound was also considered to be a prerequisite to achieve a
better understanding of the doped compounds. Following this, the eﬀects of Ca doping
on the properties of LaMnO3 were determined, and the relevant structural, magnetic,
and electronic contributions to the stability of the doped compound La0.75Ca0.25MnO3
were quantiﬁed. Further, through the implementation of fundamental thermodynamics
and ﬁrst principles theory, a preliminary description of the MCE in the doped com-
pound was developed, where the separate electronic, vibrational, elastic and magnetic
contributions to the entropy change ∆S, across the FM-M to PM-I phase transition,
were quantiﬁed.
In Chapter 5, the study was focused on the endpoint compounds, where hybrid-DFT
calculations predicted the very diﬀerent structural and magnetic symmetries of LaMnO3
and CaMnO3 correctly. The most stable phases were found to be A-AFM and G-
AFM for LaMnO3 and CaMnO3, respectively. The analysis of the structural properties
showed that the MnO6 octahedra in LaMnO3 were strongly distorted due to the JT
eﬀect, however, this distortion was absent in CaMnO3 due to the existence of Mn
4+
ions. Furthermore, it was found that the O 2p and Mn 3d states were responsible for
the energy bands near the Fermi level, which deﬁned the electronic properties of both,
LaMnO3 and CaMnO3. The semi-covalency in LaMnO3 was attributed to a strong
hybridization of the O 2p and Mn 3d bands. Further conﬁrmation was provided by
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the spin density analysis, in which the in-plane polarisation of the O-2p orbitals by the
Mn-3d was qualitatively evident. The overall investigation of the endpoint compounds
provided a fundamental insight into their low temperature structural and electronic
properties. More importantly, valuable information about the exchange interaction in
LaMnO3 and CaMnO3 was provided.
In Chapter 6, hybrid-exchange density functional calculations were performed to
predict the most stable phase for an ordered Ca distribution in La0.75Ca0.25MnO3. The
ground state was determined to be the ferromagnetic-insulating state, where the doped
hole localised on a particular Mn. An anti-Jahn-Teller polaron was observed and the
localised hole state was inﬂuenced by long-range cooperative Jahn-Teller distortions.
The delocalised hole state displayed half-metallic behaviour, which was fully consistent
with experiment. The nearest neighbour magnetic coupling constants Jap and Jeq were
also determined for the FM-M and FM-I, since the MnO6 octahedron was aﬀected by a
distortion which evidently led to a variation in Mn-O bond distances. The magnitude
and sign of Jap and Jeq indicated that parallel arrangement of the magnetic moments
was favourable due to a strong ferromagnetic coupling between the Mn ions, particularly
for the metal. In addition, the calculated magnetic moment of 3.7µB/Mn was also found
to be in good agreement with experiment. The relative energy scales associated with
the MCE were quantiﬁed and found to be of a similar magnitude. Consequently, this
result provided strong evidence of strong coupling between the charge, orbital, spin,
and lattice degrees of freedom.
Finally, in Chapter 7, the charge, lattice and spin degrees of freedom were treated
independently and a preliminary approximation to ∆S was made. Although a pre-
dictive theory was not expected, highly accurate calculations were performed to test
our hypothesis. The results obtained from the electronic structure calculations for the
FM-I and FM-M states were used to determine the electronic, elastic and vibrational
contributions. The ﬁnite temperature DFT approach was implemented to compute the
electronic contribution. A ∆Selec of 0.45Jmol
−1K−1 was obtained, which was found to
be in good agreement with experimental data obtained from the Seebeck coeﬃcient.
However, in order to make an explicit comparison to experiment, a rigorous calculation
could be carried to determine the Seebeck coeﬃcient through the implementation of
the Boltzmann transport equations and DFT calculations. The vibrational contribution
Svib was computed in the simple harmonic approximation and was found to be higher
for the metal when compared to the insulator, due to the softening of the vibrational
modes in the former phase. However, improvements to ∆Svib could be made through the
implementation of a disordered lattice, as well as calculating ∆Svib in the anharmonic
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approximation. The elastic entropy change was found to be negligibly small. A Monte
Carlo code implementing the Metropolis algorithm was developed to simulate the spin
degrees of freedom in accordance with the Ising model. The 3D Ising Hamiltonian was
parameterised using the average nearest-neighbour exchange coupling constant Jave
determined from the hybrid-exchange density functional calculations. Subsequently,
the magnetic entropy was determined as a function of the temperature and magnetic
ﬁeld. Conclusively, from the analysis of individual entropy contributions, it was evident
that the electronic and lattice entropy changes opposed the magnetic entropy change.
Therefore, the former terms have a deleterious eﬀect on the total entropy change. In
light of the understanding gained from this study, a suppression of the M-I transition
may result in an increase in ∆S. Therefore, further theoretical studies on the low-hole
density region of the Ca-doped manganites, which undergo a FM-I to PM-I, may be of
interest.
This work demonstrates the reliability of the description of the hybrid B3LYP func-
tional for strongly correlated systems, such as the La1−xCaxMnO3 manganite series
and also provides a basis for further much more computationally demanding investiga-
tions, aimed at determining the eﬀect of a disordered Ca distribution on the structural
and electronic properties of La1−xCaxMnO3. The formalism adopted herein to deter-
mine individual contributions to the total entropy change of a system has provided a
valuable insight into the competing components for La0.75Ca0.25MnO3. However, the
assumption that the entropy change in magnetocaloric materials is due to individual
contributions from the electronic, lattice and magnetic contributions may be invalid in
systems, in which there is strong coupling between various degrees of freedom. The
hybrid-exchange density functional calculation results clearly verify the striking inter-
play between the spin, charge and lattice degrees of freedom in the system. Therefore,
the eﬀects of more complex interactions, such as spin-lattice and spin-orbit interactions
on the entropy change should also be considered. In conclusion, the theoretical results
and methodologies highlighted in the present work may not only provide a useful step
towards the prediction of potential magnetocaloric materials, but also oﬀer valuable
guidance to experimental eﬀorts for tuning the magnetocaloric properties of materials,
particularly oxides.
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Appendix A
Basis Sets
The basis sets used in this work are given in the Tables below. The exponents, αj,
and the coeﬃcients, cj , of the Gaussian type orbitals (GTOs) below were found to be
optimal for the manganite compositions studied.
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A. BASIS SETS
A.1 Oxygen
The basis set for O atoms was denoted as a 8-411d(1) contraction, corresponding to
one s, three sp and one d shells.
Shell-type αj cj
1s s
8020 0.00108
1338 0.00804
255.4 0.05324
69.22 0.1681
23.90 0.3581
9.264 0.3855
3.851 0.1468
1.212 0.0728
2sp s p
49.43 -0.00883 0.00958
10.47 -0.0915 0.0696
3.235 -0.0402 0.2065
1.217 0.379 0.347
3sp s p
0.4567 1.0 1.0
4sp s p
0.1843 1.0 1.0
3d d
0.6 1.0
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A.2 Manganese
A.2 Manganese
The basis set for Mn atoms was denoted as an 86-411d(41) contraction, corresponding
to one s, four sp and two d shells.
Shell-type αj cj
1s s
292601.0 0.000227
42265.0 0.0019
8947.29 0.0111
2330.32 0.0501
702.047 0.1705
242.907 0.3691
94.955 0.4035
39.5777 0.1437
2sp s p
732.14 -0.0053 0.0086
175.551 -0.0673 0.0612
58.5093 -0.1293 0.2135
23.129 0.2535 0.4018
9.7536 0.6345 0.4012
3.4545 0.2714 0.2222
3sp s p
38.389 0.0157 -0.0311
15.4367 -0.2535 -0.0969
6.1781 -0.8648 0.2563
2.8235 0.9337 1.6552
4sp s p
1.2086 1.0 1.0
5sp s p
0.4986 1.0 1.0
3d d
22.5929 0.0708
6.1674 0.3044
2.0638 0.5469
0.7401 0.5102
4d d
0.249 1.0
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A. BASIS SETS
A.3 Calcium
The basis set for Ca atom was denoted as an 8-65111(21) contraction, corresponding
to one s, three sp and two d shells.
Shell-type αj cj
1s s
191300.0 0.0002204
26970.0 0.001925
5696.0 0.0109
1489.0 0.04995
448.3 0.1701
154.6 0.3685
60.37 0.4034
25.09 0.1452
2sp s p
448.6 -0.00575 0.00847
105.7 -0.0767 0.0602
34.69 -0.1122 0.2124
13.50 0.2537 0.3771
5.820 0.6880 0.4010
1.819 0.3490 0.1980
3sp s p
20.75 0.0020 -0.0365
8.400 -0.1255 -0.0685
3.597 -0.6960 0.1570
1.408 1.029 1.482
0.7260 0.9440 1.025
4sp s p
0.4530 1.0 1.0
5sp s p
0.2950 1.0 1.0
3d d
3.191 -0.1600
0.8683 -0.3130
4d d
0.2891 -0.4060
116
A.4 Lanthanum
A.4 Lanthanum
The basis set of the valence electrons for the La atoms was denoted as a 411p(411)d(311)
contraction corresponding to one s, three sp and one d shells. The core electrons are
described by a pseudopotential designed by Dolg et al. and adapted for usage in
CRYSTAL09 [201,202].
Shell-type αj cj
5s s
6.3238774 -0.086529557
3.7199279 0.61078587
2.1881929 -1.0956970
0.51247125 0.80819274
6s s
0.27290268 1.0
7s s
0.15 1.0
5p p
6.5427184 -0.0094583546
3.8486579 0.11792823
2.2639164 -0.33256926
0.63548358 0.49511706
6p p
0.31351355 1.0
7p p
0.15 1.0
5d d
3.1281946 0.017184007
1.7836083 -0.10742130
1.0491814 0.090724362
6d d
0.41219354 1.0
7d d
0.15 1.0
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Appendix B
The Fluctuation Dissipation
Theorem
The derivation of the speciﬁc heat, CV and susceptibilty, χ using the ﬂuctuation dis-
sipation theorem is given below. Firstly, the canonical ensemble describes a system
in which the energy is not ﬁxed and can ﬂuctuate around the thermal average of the
energy 〈E〉, which is given by,
〈E〉 = − 1
Z
∂Z
∂β
(B.1)
where Z is the partition function. The speciﬁc heat, CV can be derived in the
following steps:
CV =
∂〈E〉
∂T
= −β
T
∂〈E〉
∂β
= −β
T
∂2lnZ
∂β2
=
β
T
∂
∂β
(
1
Z
∂Z
∂β
)
=
β
T
[
1
Z
∂2Z
∂β2
− 1
Z2
(
∂Z
∂β
)2]
=
β
T
[〈
E2
〉− 〈E〉2] (B.2)
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Similarly, the magnetic susceptibility, χ can be written in terms of the variance in
the magnetization:
χ =
∂〈M〉
∂H
= β
[〈
M2
〉− 〈M〉2] (B.3)
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Appendix C
The Exchange Coupling
Constants
LaMnO3
∆E = EAFM↑↑↓↓ − EFM = N · Z · Jap · Sˆ2z = 4 · 2 · Jap · (4×
1
2
)2
∆E = EAFM↑↓↓↑ − EFM = N · Z · Jeq · Sˆ2z = 4 · 4 · Jeq · (4×
1
2
)2
∆E = EAFM↑↓↑↓ −EFM = N ·Z ·Jap ·Sˆ2z+N ·Z ·Jeq ·Sˆ2z = 4·2·Jap ·(4×
1
2
)2+4·4·Jeq ·(4× 1
2
)2
meV
E↑↑↓↓
AFM - EFM -20.5
E↑↓↓↑
AFM - EFM 88.4
E↑↓↑↓
AFM - EFM 70.3
CaMnO3
∆E = EAFM↑↑↓↓ − EFM = N · Z · Jap · Sˆ2z = 4 · 2 · Jap · (3×
1
2
)2
∆E = EAFM↑↓↓↑ − EFM = N · Z · Jeq · Sˆ2z = 4 · 4 · Jeq · (3×
1
2
)2
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∆E = EAFM↑↓↑↓ −EFM = N ·Z ·Jap ·Sˆ2z+N ·Z ·Jeq ·Sˆ2z = 4·2·Jap ·(3×
1
2
)2+4·4·Jeq ·(3× 1
2
)2
meV
E↑↑↓↓
AFM - EFM -78.4
E↑↓↓↑
AFM - EFM -111.3
E↑↓↑↓
AFM - EFM -125.1
La1−xCaxMnO3: Delocalised hole
∆E = EAFM↑↑↓↓ − EFM = N · Z · Jap · Sˆ2z = 4 · 2 · Jap · (3.75 ×
1
2
)2
∆E = EAFM↑↓↓↑ − EFM = N · Z · Jeq · Sˆ2z = 4 · 4 · Jeq · (3.75 ×
1
2
)2
∆E = EAFM↑↓↑↓ −EFM = N ·Z·Jap·Sˆ2z+N ·Z·Jeq·Sˆ2z = 4·2·Jap·(3.75×
1
2
)2+4·4·Jeq·(3.75×1
2
)2
meV
E↑↑↓↓
AFM - EFM 295.2
E↑↓↓↑
AFM - EFM 269.0
E↑↓↑↓
AFM - EFM 521.5
La1−xCaxMnO3: Localised hole
∆E = EAFM↑↑↓↓ − EFM = N · Z · Jap · Sˆ2z = 2 · 2 · Jap · ((4×
1
2
· 4× 1
2
) + (3× 1
2
· 4× 1
2
))
∆E = EAFM↑↓↓↑ − EFM = N · Z · Jeq · Sˆ2z = 2 · 4 · Jeq · ((4×
1
2
· 4× 1
2
) + (4× 1
2
· 3× 1
2
))
∆E = EAFM↑↓↑↓ −EFM = N ·Z ·(Jap+2 ·Jeq) · Sˆ2z = 2 ·2(Jap((4×
1
2
·4× 1
2
)+(4× 1
2
·4× 1
2
))
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+(2 · Jeq((4× 1
2
· 4× 1
2
) + (4× 1
2
· 3× 1
2
))))
meV
E↑↑↓↓
AFM - EFM 78.7
E↑↓↓↑
AFM - EFM 201.4
E↑↓↑↓
AFM - EFM 285.4
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Appendix D
Electronic entropy of a 1D chain
of hydrogen atoms
The Crystal keyword SMEAR allows ﬁnite temperature smearing of the Fermi surface,
which modiﬁes the occupancy of the eigenvalues (ǫi) used in constructing the density
matrix from the step function, to the Fermi function:
fi = (1 + e
(ǫi−ǫF )
kbT )−1 (D.1)
where, ǫF is the Fermi energy and kbT is input as WIDTH in Hartree. The free
energy of the system may be computed as:
F = E(T )− kBTS(T ) (D.2)
The electronic entropy is given as:
Selectronic = 2
Nstates∑
i,k
(filnfi + (1− fi)ln(1− fi))ki,weight (D.3)
where N is the number of (occupied and unoccupied) states, fi is the Fermi
distribution function and ki,weight is the ki point geometrical weight, respectively.
Selectronic=0.00463 for a 1D chain of hydrogen atoms. Since the calculation is for a
closed shell, the sum must be multiplied by two, to account for the contribution from
the β electrons, as well as the α. The entropy given in the Crystal code is a constant
and therefore, to convert the entropy to Jmol−1K−1, it must be multiplied by the real
gas constant, R (given by kB×NA).
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Appendix E
Validation of Monte Carlo Code:
Limiting Case
The Metropolis algorithm works by choosing an acceptance probability for a transition
from one state to another. The algorithm repeatedly chooses a new state, and then
accepts or rejects it at random with the chosen acceptance probability. Two limiting
cases were chosen for validation: T→0 and T→∞. In such cases, the limits of the prob-
ability for a transition from one spin state to another are p→0 and p→1, respectively.
The initial spin conﬁguration for a system was chosen to be ferromagnetic, for which
S=+1 (spin up) at each lattice site. Table. E.1 shows the results of validation for the
two limiting cases.
The phase transition in the Ising model is that from an ordered state to a disordered
state. It is evident from these results that the algorithm is sampling the Boltmann
distribution correctly, since the initial and ﬁnal average magnetization per lattice site
at T=0 and ∞ is equal to 1 and 0 (on average), respectively. As expected, all the
attempts made to ﬂip a spin state at T=0 have been rejected and at T→∞, all attempts
have been accepted.
The main Monte Carlo loop containing the algorithm was performed for one of two
cases (selected by the user in the input ﬁle), which are described as follows:
1. Random selection of lattice site: A lattice site was selected at random using
a random number generator.
2. Sweep of lattice site: A lattice site was selected in a predeﬁned way (all sites
were swept).
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E. VALIDATION OF MONTE CARLO CODE: LIMITING CASE
The eﬀects of randomly selecting a lattice site (case 1) and sweeping all the lattice
sites (case 2), on the average spin and magnetization has also been investigated. As
can be seen in Table. E.1, S and M have been obtained for various lattice sizes, over
a T=0-6 temperature range. The obtained values are in good agreement for both,
case 1 and case 2. At T=0, the system is in an ordered state, therefore the average
magnetization is equal to 1 per lattice site. As the temperature increases, the system
undergoes a phase transition and the magnetization reduces to 0. It can be understood
that the way in which the lattice site is selected (either case 1 or case 2) does not result
in largely diﬀering values of S and M . The computation of quantities as such as S and
M by averaging over the output count reduces errors signiﬁcantly, which arise due to
the stochastic nature of the simulation.
NxN Tlimit Mi Mf S Accepted Rejected
10x10 0.0 1.00 1.00 100 0 All
∞ 1.00 0.00 0.00 All 0
50x50 0.00 1.00 1.00 2500 0 All
∞ 1.00 0.00 0.00 All 0
100x100 0.00 1.00 1.00 10000 0 All
∞ 1.00 0.00 0.00 All 0
Table E.1: The average magnetization per lattice site at temperatures, T=0J/kB and
T=∞, for a 10x10, 50x50 and 100x100 lattice size. S corresponds to the average spin
moment and is given by the sum of S over all lattice sites, divided by the output count.
These preliminary results agree with theoretical limits and therefore calculations
for the macroscopic variables in question proceeded.
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Below are copies of documents giving permission to reproduce third party content in
this thesis; for Figs. 2.2, 3.2, 3.3, 6.1, 7.1 and 7.2 respectively.
129
F. PERMISSIONS
130
131
F. PERMISSIONS
132
133
F. PERMISSIONS
134
135
F. PERMISSIONS
136
137
F. PERMISSIONS
138
List of Figures
2.1 The orientation of the magnetic moments in a: a) ferromagnetic (FM),
b) antiferromagnetic (AFM), c) ferrimagnetic and d) paramagnetic (PM)
solid, in the absence of a magnetic ﬁeld. The direction and length of the
arrows indicate the direction and magnitude of the moments, respectively. 24
2.2 Schematic illustration of the Goodenough-Kanamori-Anderson (GKA)
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