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Polynomial Pass Lower Bounds for Graph Streaming Algorithms
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Abstract
We present new lower bounds that show that a polynomial number of passes are necessary for
solving some fundamental graph problems in the streaming model of computation. For instance,
we show that any streaming algorithm that finds a weighted minimum s-t cut in an n-vertex
undirected graph requires n2−o(1) space unless it makes nΩ(1) passes over the stream.
To prove our lower bounds, we introduce and analyze a new four-player communication
problem that we refer to as the hidden-pointer chasing problem. This is a problem in spirit of
the standard pointer chasing problem with the key difference that the pointers in this problem
are hidden to players and finding each one of them requires solving another communication
problem, namely the set intersection problem. Our lower bounds for graph problems are then
obtained by reductions from the hidden-pointer chasing problem.
Our hidden-pointer chasing problem appears flexible enough to find other applications and
is therefore interesting in its own right. To showcase this, we further present an interesting
application of this problem beyond streaming algorithms. Using a reduction from hidden-pointer
chasing, we prove that any algorithm for submodular function minimization needs to make
n2−o(1) value queries to the function unless it has a polynomial degree of adaptivity.
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1 Introduction
Graph streaming algorithms are algorithms that solve computational problems on graphs, say,
finding a maximum matching, when the input is presented as a sequence of edges, under the usual
constraints of the streaming model, namely sequential access to the stream and limited memory.
Formally, in the graph streaming model, the edges of a graph G(V,E) are presented one by one in
an arbitrary order. The algorithm can make one or a limited number of sequential passes over this
stream, while using a limited memory to process the graph, preferably O(n · polylog(n)) memory,
referred to as semi-streaming restriction [59]; here n is the number of vertices in G.
It turns out allowing for multiple passes over the stream greatly enhances the capability of graph
streaming algorithms. A striking example is the (global) minimum cut problem: While Ω(n2) space
is needed for computing an exact minimum cut in a single pass [119], a recent result of [109] implies
that a minimum cut of an undirected unweighted graph can be computed in O˜(n) space in only
two passes over the stream1. Table 1 presents several other examples of this phenomenon.
Problem
Multi-Pass Single-Pass
Space Apx Passes Ref Space Apx Ref
Unweighted Min-Cut O˜(n) 1 2 [109] Ω(n2) 1 [119]
Unweighted s-t Min-Cut O˜(n5/3) 1 2 [109] Ω(n2) 1 [119]
Triangle Counting O˜(m
3/2
T ) 1 + ε 4 [28] Ω(
m3
T 2 ) Θ(1) [90]
Maximum Matching O˜(n) 1 + ε O(1) [98] n1+Ω(
1
log log n ) e
e−1 [84]
Single Source Shortest Path O˜(n) 1 + ε O(1) [27] Ω(n2) 53 [60]
Maximal Independent Set O˜(n) − O(log logn) [62] Ω(n2) − [10]
Minimum Dominating Set O˜(n) O(log n) O(log n) [71] n2−o(1) no(1) [12]
Table 1: A sample of multi-pass graph streaming algorithms and corresponding single-pass lower
bounds. All results are for graphs G(V,E) with n vertices and m edges (and T triangles).
Multi-pass graph streaming algorithms have been gaining increasing attention in recent years
and for many well-studied graph problems, space efficient algorithms have been designed that use at
most a logarithmic number of passes (see, e.g. [3,4,27,28,41,53,59,67,71,75,82,84–86,98,100,111]).
But for many other problems, such results have proved elusive. Examples include shortest path and
diameter computation [94], random walks [95], and directed reachability and maximum flow [99]
(see also [96]). At the same time, known techniques for proving streaming lower bounds are unable
to prove essentially any lower bounds beyond logarithmic number of passes (but see Section 1.1 for
an exception to this rule and the inherent limitation behind it). For example, the best known lower
bounds for several key problems such as shortest path, directed reachability, and perfect matchings,
only imply Ω( lognlog logn) passes for semi-streaming algorithms [60, 67], while none of these problems
currently admit an algorithm with n2−Ω(1) space and no(1) passes.
Our goal in this paper is to remedy this situation by presenting new tools for proving
stronger multi-pass graph streaming lower bounds. To better understand the challenges
along the way, we first briefly revisit the current state-of-affairs.
1 The result of [109] is not stated as a streaming algorithm. However, the algorithm in [109] combined with the
known graph streaming algorithms for cut sparsifiers (see, e.g. [99]) immediately imply the claimed result.
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1.1 Landscape of Graph Streaming Lower Bounds
A vast body of work in graph streaming lower bounds concerns algorithms that make only one or a
few passes over the stream. Examples of single-pass lower bounds include the ones for diameter [60],
approximate matchings [13,14,63,84], exact minimum/maximum cuts [119], and maximal indepen-
dent sets [10,46]. Examples of multi-pass lower bounds include the ones for BFS trees [60], perfect
matchings [67], shortest path [67], and minimum vertex cover and dominating set [71]. These lower
bounds are almost always obtained by considering communication complexity of the problem with
limited number of rounds of communication which gives a lower bound on the space complexity of
streaming algorithms with proportional number of passes to the limits on rounds of communication
(see e.g. [6, 66]). The communication lower bounds are then typically proved via reductions from
(variants of) the pointer chasing problem [38,105,106] for multi-pass lower bounds and the indexing
problem [2,87] and boolean hidden (hyper-)matching problem [61,114] for single-pass lower bounds.
In the pointer chasing problem, Alice and Bob are given functions f, g : [n]→ [n] and the goal is
to compute f(g(· · · f(g(0)))) for k iterations. Computing this function in less than k rounds requires
Ω˜(n/k) communication [118] (see also [52,105–107]). The reductions from pointer chasing to graph
streaming lower bounds are based on using vertices of the graph to encode [n] and each edge to
encode a pointer [60,67]. Directly using pointer chasing does not imply lower bounds stronger than
Ω(n) and hence variants of pointer chasing with multiple pointers such as multi-valued pointer
chasing [60,79] and set pointer chasing [67], were considered. Using multiple pointers however has
the undesired side effect that the lower bound deteriorates exponentially with number of rounds.
As such, these lower bounds do not go beyond O(log n) passes even for algorithms with O(n) space.
There are however a number of results that prove lower bounds for a very large number of passes
(even close to n). Examples include lower bounds for approximating clique and independent set [70],
approximating dominating set [9], computing girth [60], estimating the number of triangles [24,28,
47,81], and finding minimum vertex cover or coloring [1]. These results are all proven by considering
the communication complexity of the problem with no limits on rounds of communication. Such
bounds then imply lower bounds on the product of space and number of passes of streaming
algorithms (see, e.g. [6]). The communication lower bounds themselves are proven by reductions
from a handful of communication problems, mainly the set disjointness problem [15,23,83,108].
This approach suffers from two main drawbacks. Firstly, these lower bounds only exhibit space
bounds that scale with the reciprocal of the number of passes and are hence unable to capture more
nuanced space/pass trade-offs. More importantly, there is an inherit limitation to this approach
since the computational model considered here is much stronger than the streaming model. This
means that many problems of interest admit efficient communication protocols in this model and
hence one simply cannot prove interesting lower bounds for them. An illustrating example is the
directed s-t reachability problem which admits an O(n) communication protocol, ruling out the
possibility of essentially any non-trivial lower bound using this approach (even “harder” problems
such as maximum matching admit non-trivial protocols with O˜(n3/2) communication [51,76]).
1.2 Our Contributions
We introduce and analyze a new communication problem similar in spirit to standard pointer
chasing, which we refer to as the hidden-pointer chasing (HPC) problem. What differentiate HPC
from previous variants of pointer chasing is that the pointers are “hidden” from players and finding
each one of them requires solving another communication problem, namely the set intersection
problem, in which the goal is to find the unique element in the intersection of players input. We
limit ourselves to the following informal definition of HPC here and postpone the formal definition
to Section 3.1. There are four players in HPC paired into groups of size two each. Each pair
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of players inside a group shares n instances of the set intersection problem on n elements. The
intersecting element in each instance of each group “points” to an instance in the other group. The
goal is to start from a fixed instance and follow these pointers for a fixed number of steps. We
prove the following communication complexity lower bound for HPC.
Result 1. Any r-round protocol that with constant probability finds the (r + 1)-th pointer in
the hidden-pointer chasing problem requires Ω(n2/r2) communication.
Result 1 implies a new approach towards proving graph streaming lower bounds that sits
squarely in the middle of previous methods: HPC is a problem that admits an “efficient” pro-
tocol when there is no limit on rounds of communication and yet is “hard” with even a polynomial
limitation on number of rounds. We use this result to prove strong pass lower bounds for some
fundamental problems in graph streams via reductions from HPC.
Cut and Flow Problems. One of the main applications of Result 1 is the following result.
Result 2. Any p-pass streaming algorithm that with a constant probability outputs the minimum
s-t cut value in a weighted graph (undirected or directed) requires Ω(n2/p5) space.
Prior to our work, the best lower bound known for this problem was an n1+Ω(1/p) space lower
bound for p-pass algorithms [67] (for weighted undirected graphs and unweighted directed graphs).
Result 2 significantly improves upon this. In particular, it implies that Ω˜(n1/5) passes are necessary
for semi-streaming algorithms, exponentially improving upon the Ω( lognlog logn) lower bound of [67].
At the same time, Result 2 also shows that any streaming algorithm for this problem with a small
number of passes, namely polylog(n) passes, requires Ω˜(n2) space, almost the same space as the
trivial single-pass algorithm that stores the input graph entirely.
Our Result 2 should be contrasted with the results of [109] that imply an O˜(n5/3) space algorithm
for unweighted minimum s-t cut on undirected graphs in only two passes (see Footnote 1).
By max-flow min-cut theorem, Result 2 also implies identical bounds for computing the value
of maximum s-t flow in capacitated graphs, making progress on a question raised in [99] regarding
the streaming complexity of maximum flow in directed graphs.
Lexicographically-First Maximal Independent Set. A maximal independent set (MIS) re-
turned by the sequential greedy algorithm that visits the vertices of the graph in their lexicograph-
ical order is called the lexicographically-first MIS. We prove the following result for this problem.
Result 3. Any p-pass streaming algorithm that with constant probability finds a lexicographically
first maximal independent set of in a graph requires Ω(n2/p5) space.
The lexicographically-first MIS has a rich history in computer science and in particular parallel
algorithms [5, 29, 44, 97]. However, even though multiple variants of the independent set problem
have been studied in the streaming model [10,45,46,62,68–70], we are not aware of any work on this
particular problem (we remark that standard MIS problem admits an O˜(n) space O(log log n) pass
algorithm [62]). Besides being a fundamental problem in its own right, what makes this problem
appealing for us is that it nicely illustrates the power of our techniques compared to previous
approaches. The lexicographically-first MIS can be computed with O(n) communication in the two-
player communication model (or for any constant number of players) with no restriction on number
of rounds by a direct simulation of the sequential algorithm. Hence, this problem perfectly fits
the class of problems for which previous techniques cannot prove lower bounds beyond logarithmic
passes. To our knowledge, this is the first super-logarithmic pass lower bound for any graph problem
that admits an efficient protocol with no restriction on number of rounds.
3
Beyond Graph Streams: An Application to Submodular Minimization
We also use Result 1 to prove query/adaptivity tradeoffs for the submodular function minimization
(SFM) problem. In SFM, we have a submodular function f : 2[n] → [M ] and our goal is to find a set
S∗ ⊆ [n] that minimizes f(S∗) by making value queries to f . SFM has been studied extensively over
the years [42,49,64,77,78,91,112], culminating in the currently best algorithms of [91] and [42] with
O˜(n2) and O˜(n ·M3) queries, respectively. The best lower bound for SFM is Ω(n) queries [73,74]
and determining the query complexity of this problem remains a fascinating open question [74,109].
Another question in this area that has received a significant attention in recent years is to
understand the query/adaptivity tradeoffs in submodular optimization [16–21,55–58]. An algorithm
for SFM is called k-adaptive iff it makes at most k rounds of adaptive queries, where the queries
in each round are performed in parallel. We prove that any k-round adaptive algorithm for SFM
requires Ω˜(n2/k5) queries (see Theorem 8). This in particular implies that if there is an algorithm
with truly sub-quadratic query complexity, then it must have a polynomial degree of adaptivity.
The only other adaptivity lower bound for SFM that we are aware of is an exponential lower bound
on query complexity of non-adaptive algorithms (even for approximation) [20]. However, once we
allow even two rounds of adaptivity, no lower bounds better than Ω(n) queries were known.
1.3 Our Techniques
Our reductions in this paper take a different path than previous pointer chasing based reductions
that used edges of the graph to directly encode pointers. In particular, our hidden-pointer chasing
problem allows us encode a single pointer among Θ(n) edges and thus work with graphs with density
Ω(n2) and still keep a polynomial dependence on number of rounds in the communication lower
bound. This results in space lower bounds of the form n2/pO(1) for p-pass streaming algorithms.
The main technical contribution of our paper is the communication complexity lower bound for
HPC in Result 1. This result is proved by combining inductive arguments for round/communication
tradeoffs (see, e.g. [105, 118]) with direct-sum arguments for information complexity (see, e.g. [23,
25,30,35]) to account for the role of set intersection inside HPC. To make this argument work, we
also need to prove a stronger lower bound for set intersection than currently known results (see,
e.g. [36]). In particular, we prove that any protocol that can even slightly reduce the “uncertainty”
about the intersecting element must have a “large” communication and information complexity.
Our new lower bound for set intersection is also proved using tools from information complexity
to reduce this problem to a primitive problem, namely set intersection itself on a universe of size
two. This requires a novel argument to handle the protocols for set intersection that reduce the
uncertainty about the intersecting element without necessarily making much “progress” on finding
this element. Another challenge is that unlike typical direct-sum results in this context, say reducing
disjointness to the AND problem; see, e.g. [23,31,33,115], set intersection cannot be decomposed into
independent instances of the primitive problem (this is similar-in-spirit to challenges in analyzing
information complexity of set disjointness on intersecting distributions [43,80] as opposed to (more
standard) non-intersecting ones). Finally, we prove a lower bound for the primitive problem using
the product structure of Hellinger distance for communication protocols (see, e.g. [23, 115]).
Organization
The rest of the paper is organized as follows. We set up our notation in Section 2. Section 3 contains
a detailed technical overview of our approach. We present the proof of our new communication
lower bound for set intersection that is needed for establishing Result 1 in Section 4. Section 5
then uses this to finalize the proof of Result 1. We present our lower bounds for graph streaming
algorithms and for submodular minimization in Sections 6 and 7, respectively. Appendix A presents
further discussion on related work and Appendix B contains the backgrounds and preliminaries.
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2 Preliminaries
Notation. For any integer a, we define [a] := {1, . . . , a}. For a tuple (X1, . . . ,Xn) and integer
i ∈ [n], X<i := (X1, . . . ,Xi−1) and X−i := (X1, . . . ,Xi−1,Xi+1, . . . ,Xn). We use capital ‘san-serif’
font to denote the random variables, e.g. X. US denotes the uniform distribution over S.
For random variables X,Y, H(X) denotes the Shannon entropy of X and I(X ;Y) denotes the
mutual information. For distributions µ, ν, D(µ || ν) denotes the KL-divergence, ∆TV(µ, ν) denotes
the total variation distance, and h(µ, ν) denotes the Hellinger distance. Necessary background on
information theory, including the definitions and basic tools, is provided in Appendix B.1.
Communication Complexity and Information Complexity. We consider the standard com-
munication model of Yao [116]. We use π to denote the protocol used by players and use CC(π) to
denote the communication cost of π defined as the worst-case bit-length of the messages communi-
cated between the players. We further use internal information cost [25] for protocols that measures
the average amount of information each player learns about the input of the other in the protocol,
defined formally as follows. Consider an input distribution D and a protocol π. Let (X,Y) ∼ D and
Π denote the random variables for the inputs and the transcript of the protocol (including the public
randomness). The information cost of π with respect to D is ICD(π) := ID(Π ;X | Y)+ID(Π ;Y | X).
As one bit of communication can only reveal one bit of information, information cost of a protocol
lower bounds its communication cost (see Proposition B.12).
Appendix B.2 contains the relevant background and definitions on communication complexity
and information complexity that we use in this paper.
Set Intersection Problem. We use the set intersection problem in construction of our HPC
problem. Set intersection (Set-Int) is a two-player communication problem in which Alice and Bob
are given sets A and B from [n], respectively, with the promise that there exists a unique element t
such that {t} = A∩B. The goal is for players to find the target element t. An Ω(n) communication
lower bound for Set-Int follows directly from lower bounds for set disjointness [23, 31, 33, 83, 108];
see, e.g. [36] (this lower bound by itself is however not useful for our application).
3 Technical Overview
We start with defining the hidden-pointer chasing (HPC) problem and briefly discuss a reduction
from HPC that establishes the lower bound for minimum cut problem in Result 2. We then sketch
the proof of the communication lower bound for HPC in Result 1. Along the way, we also present
a new lower bound for set intersection that is needed for establishing Result 1. We emphasize that
this section oversimplifies many details and the discussions will be informal for the sake of intuition.
3.1 The Hidden-Pointer Chasing Problem
The hidden-pointer chasing (HPC) problem is a four-party communication problem with players
PA, PB , PC , and PD. Let X := {x1, . . . , xn} and Y := {y1, . . . , yn} be two disjoint universes.
1. For any x ∈ X , PA and PB are given an instance (Ax, Bx) of Set-Int over the universe Y where
Ax ∩Bx = {tx} for tx ∈ Y.
2. Similarly, for any y ∈ Y, PC and PD are given an instance (Cy,Dy) of Set-Int over the universe
X where Cy ∩Dy = {ty} for ty ∈ X .
3. We define two mappings fAB : X → Y and fCD : Y → X such that:
(a) for any x ∈ X , fAB(x) = tx ∈ Y in the instance (Ax, Bx) of Set-Int.
(b) for any y ∈ Y, fCD(y) = ty ∈ X in the instance (Cy,Dy) of Set-Int.
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4. Let x1 ∈ X be an arbitrary fixed element of X known to all players. The pointers z0, z1, z2, z3, . . .
are defined inductively as follows: z0 := x1, z1 := fAB(z0), z2 := fCD(z1), z3 := fAB(z2), · · · .
The k-step hidden-pointer chasing problem (HPCk) is defined as the communication problem of
finding the pointer zk. See Figure 1 for an illustration.
X : x1 xi xn
Y : y1 yj yn
Axi Bxi
Cy1 Dy1
(a) The sets Axi , Bxi ⊆ Y of PA and PB for xi ∈
X , and Cy1 , Dy1 ⊆ X of PC and PD for y1 ∈ Y.
X : x1 xi xn
Y : y1 yj yn
(1)
(2)
(3)
(b) z0 = x1, z1 = y1, z2 = xi, z3 = yj , implying
that the answer to HPC3 in this example is yj.
Figure 1: Illustration of the HPC problem.
We define a phase (similar to a round) for protocols that solve HPC. In an odd (resp. even)
phase, only PC and PD (resp. PA and PB) are allowed to communicate with each other, and the
phase ends once a message is sent to PA or PB (resp. PC or PD). A protocol is called a k-phase
protocol iff it uses at most k phases. See Appendix C for more details.
It is easy to see that in k+1 phases, we can compute HPCk with O(k · n) total communication
by solving the Set-Int instances corresponding to z0, z1, . . . , zk one at a time in each phase. We
prove that if we only have k phases however, solving HPCk requires a large communication.
Theorem 1 (Informal). Any k-phase protocol that outputs the correct solution to HPCk with con-
stant probability requires Ω(n2/k2 + n) bits of communication.
We give a proof sketch of the Ω(n2/k2) term in Theorem 1 in Section 3.3 (the Ω(n) term follows
immediately from set intersection lower bound). Before that, we show an application of this result
in proving graph streaming lower bounds to illustrate our general approach.
3.2 A Streaming Lower Bound for Minimum Weighted s-t Cut Problem
We sketch the proof of Result 2 for directed graphs in this section. The proof is by a reduction from
HPC. We show how to turn any instance of HPCk for k ≥ 1 into a weighted directed graph G such
that the minimum s-t cut weight in G determines the pointer zk in HPCk. The rest of the proof
then follows by standard arguments that relate communication complexity to space complexity of
streaming algorithms. For the purpose of this proof, it would be more convenient to consider the
maximum s-t flow problem instead and then use min-cut max-flow duality.
The high level construction of G is as follows. The vertices in graph G consists of k + 1 layers
each of size n plus source and sink vertices s and t. The even layers of this graph correspond to
elements in X while the odd layers correspond to Y. The edges between the layers are then created
by using the sets in the instances of Set-Int inside the HPCk problem. The idea is to place the edges
such that each vertex corresponding to xi (resp. yi) in an even layer (resp. odd layer) can send
a “larger” flow to the vertex corresponding to the target element of the instance (Axi , Bxi) (resp.
target element of (Cyi ,Dyi)) than any other vertex in the next layer. By choosing the weight of
edges carefully and adding some extra gadgets, we ensure that the maximum s-t flow should route
the flow from s along the path that corresponds to pointers z0, z1, . . . , zk. The vertices in the last
layer have capacities that encode their identity and hence the maximum s-t flow value in this graph
reveals the identity of zk, thus solving HPCk. See Figure 2 for an illustration.
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V0 V1 V2 V3
s t
Figure 2: Illustration of the graph in the reduction for minimum s-t cut from HPC3 with n = 5.
The black (thin) edges form input-independent gadgets while blue, red , brown, and green (thick)
edges depend on the inputs of PA, PB , PC , and PD, respectively. Marked nodes denote the vertices
corresponding to pointers z0, . . . , z3. The input-dependent edges incident on “non-pointer” vertices
are omitted. This construction has parallel edges but Remark 6.5 shows how to remove them.
It is now easy to show that any (k/3)-pass streaming algorithm for minimum weighted s-t cut
with space S can be turned into a k-phase protocol for HPCk with communication cost O(k · S)
using this reduction. As the graph G constructed above has O(k ·n) vertices, we obtain the desired
lower bound in Result 2 by the communication complexity lower bound for HPC in Theorem 1.
3.3 Communication Complexity of Hidden-Pointer Chasing
We now sketch the proof of Theorem 1 which is the main technical contribution of this paper. Let
DSI be a hard distribution on instances (A,B) for Set-Int. In this distribution A and B are each
sets of size almost n/3 such that they intersect in a unique element in the universe chosen uniformly
at random. We define the distribution DHPC over inputs of HPC as the distribution in which all
instances (Ax, Bx) and (Cy,Dy) for x ∈ X and y ∈ Y are sampled independently from DSI (note
that DHPC is not a product distribution as DSI is not a product distribution).
Fix any k-phase deterministic protocol πHPC for HPCk throughout this section and suppose
towards a contradiction that CC(πHPC) = o(n
2/k2) (the lower bound extends to randomized pro-
tocols by Yao’s minimax principle [117]). For any j ∈ [k], we define Πj as the set of all messages
communicated by πHPC in phase j and Π := (Π1, . . . ,Πk) as the transcript of the protocol πHPC.
We further define Z = (z1, . . . , zk), Ej := (Π
<j , Z<j) for any j > 1, and E1 = z0. We think of Ej
as the information “easily known” to players at the beginning of phase j. The main step of the
proof of Theorem 1 is the following key lemma which we prove inductively.
Lemma 3.1 (Informal). For all j ∈ [k]: E(Ej ,Πj)
[
∆TV(dist(Zj | Ej ,Πj),dist(Zj))
]
= o(1).
Lemma 3.1 states that if the communication cost of a protocol is “small”, i.e., is o(n2/k2), then
even after communicating the messages in the first j phases of the protocol, distribution of zj is
still “close” to being uniform. This in particular implies that at the end of the protocol, i.e., at the
end of phase k, the target pointer zk is essentially distributed as in its original distribution (which
is uniform over Y or X depending on whether k is odd or even). Hence πHPC should not be able to
find zk at the end of phase k. The proof of Theorem 1 follows easily from this intuition.
Proof Sketch of Lemma 3.1. The first step of proof is to show that finding the target element
of a uniformly at random chosen instance of Set-Int (as opposed to an instance corresponding to any
particular pointer) in HPC is not possible with low communication. For any x ∈ X and any y ∈ Y,
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define the random variables Tx ∈ Y and Ty ∈ X , which correspond to the target elements of Set-Int
on (Ax, Bx) and (Cy,Dy), respectively. The following lemma formalizes the above statement. For
simplicity, we only state it for Tx for x ∼ UX ; an identical bound also hold for Ty for y ∼ UY .
Lemma 3.2 (Informal). For j ∈ [k]: E(Ej ,Πj) Ex∼UX [∆TV(dist(Tx | Ej,Πj),dist(Tx))] = o(1).
Let us first see why Lemma 3.2 implies Lemma 3.1. The proof is by induction. Consider
some phase j ∈ [k] and suppose j is odd by symmetry. The goal is to prove that distribution
of Zj conditioned on (Ej ,Πj) = (z1, . . . , zj−1,Π1, . . . ,Πj−1,Πj) is close to original distribution of
Zj (on average over choices of (Ej ,Πj)). Notice that since we assumed j is odd, Zj is a function
of the inputs to PA and PB . On the other hand, in an odd phase, only the players PC and PD
communicate and hence Πj is a function of the inputs to these players. Conditioning on Ej and
using the rectangle property of deterministic protocols (see Fact B.13), together with the fact that
inputs to PA, PB are independent of inputs to PC , PD, implies that Zj ⊥ Πj | Ej . We now have:
(i) Conditioned on zj−1, Zj is the target element of the instance (Azj−1 , Bzj−1), i.e., Zj = Tzj−1 .
(ii) zj−1 itself is distributed according to dist(Zj−1 | Ej−1,Πj−1) (because we removed the condi-
tioning on Πj by the above argument).
(iii) dist(Zj−1 | Ej−1,Πj−1) is close to the uniform distribution by induction.
As such we can now simply apply Lemma 3.2 (by replacing x with zj−1 since they essentially have
the same distribution) and obtain that distribution of Zj = Tzj−1 with and without conditioning
on (Ej ,Πj) is almost the same (averaged over choices of (Ej ,Πj)), proving the lemma.
Proof Sketch of Lemma 3.2 The proof of this lemma is based on a direct-sum style argument
combined with a new result that we prove for Set-Int. The direct-sum argument implies that since
x is chosen uniformly at random from n elements in X , and protocol πHPC is communicating o(n2)
bits in total, then it can only reveal o(n) bits of information about the instance (Ax, Bx). This
part follows the standard direct-sum arguments for information complexity (see, e.g. [25, 35]) but
we also need to take into account that if x is one of the pointers we conditioned on in Ej, then
πHPC may reveal more information about (Ax, Bx); fortunately, this event happens with negligible
probability for k ≪ n and so the argument continues to hold.
By above argument, proving Lemma 3.2 reduces to showing that if a protocol reveals o(n) bits
of information about an instance of Set-Int, then the distribution of the target element varies from
the uniform distribution in total variation distance by only o(1). This is the main part of the proof
of Lemma 3.2 and is precisely the content of our next technical result in the following section.
3.4 A New Communication Lower Bound for Set Intersection
We say that a protocol πSI ε-solves Set-Int on the distribution DSI iff it can alter the distribution
of the target element from its original distribution by at least ε in total variation distance, i.e.,
EΠSI∼ΠSI
[
∆TV(dist(T | ΠSI),dist(T))
]
≥ ε; here ΠSI and T are the random variables for the transcript
of the protocol (including public randomness) and the target element, respectively.
To finish the proof of Lemma 3.2, we need to prove that a protocol that Ω(1)-solves Set-Int
has Ω(n) communication cost (even information cost). Note that ε-solving is an algorithmically
simpler task than finding the target element. For example, a protocol may change the distribution
of T to having (1 + ε)/n probability on n/2 elements and (1 − ε)/n probability on the remaining
n/2. This ε-solves Set-Int yet the target element can only be found with probability (1 + ε)/n in
this distribution. On the other hand, any protocol that finds the target element with probability
p ∈ (0, 1) also p-solves Set-Int. Because of this, the lower bounds mentioned in Section 2 for set
intersection do not suffice for our purpose. Instead, we prove the following theorem in this paper.
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Theorem 2 (Informal). Any protocol πSI that ε-solves Set-Int on distribution DSI has internal
information cost ICDSI(πSI) = Ω(ε
2 · n).
As information cost lower bounds communication cost (see Proposition B.12), Theorem 2 also
proves a communication lower bound for Set-Int (although we need the stronger result for informa-
tion cost in our proofs). By our discussion earlier, Theorem 2 can be used to finalize the proof of
Lemma 3.2 (and hence Theorem 1). We now give an overview of the proof of Theorem 2.
For an instance (A,B) of Set-Int, with a slight abuse of notation, we write A := (a1, . . . , an) and
B := (b1, . . . , bn) for ai, bi ∈ {0, 1} as characteristic vector of the sets given to Alice and Bob. Under
this notation, the target element corresponds to the unique index t ∈ [n] such that (at, bt) = (1, 1).
The proof of Theorem 2 is based on reducing Set-Int to a special case of this problem on only 2
coordinates, which we define as the Pair-Int problem. In Pair-Int, Alice and Bob are given (x1, x2)
and (y1, y2) in {0, 1}2 and their goal is to find the unique index k ∈ {1, 2} such that (xk, yk) = (1, 1).
We use DPI to denote the hard distribution for this problem which is equivalent to DSI for n = 2.
Given a protocol πSI for ε-solving Set-Int on DSI, we design a protocol πPI for finding the index
k in instances of Pair-Int sampled from DPI with probability 1/2+Ω(ε). The reduction is as follows.
Reduction: Alice and Bob publicly sample i, j ∈ [n] uniformly at random without replacement.
Then, Alice sets ai = x1 and aj = x2 and Bob sets bi = y1 and bj = y2, using their given inputs in
Pair-Int. The players sample the remaining coordinates of (A,B) in [n] \ {i, j} using a combination
of public and private randomness that we explain later in the proof sketch of Lemma 3.4. This
sampling ensures that the resulting instance (A,B) of Set-Int is sampled from DSI such that its
target element is i when k = 1 and is j when k = 2. After this, the players run the protocol πSI
on (A,B) and let ΠSI be the transcript of this protocol. Using this, Bob computes the distribution
dist(T | ΠSI) = (p1, . . . , pn) which assigns probabilities to elements in [n] as being the target element.
Finally, Bob checks the value of pi and pj and return k = 1 if pi > pj and k = 2 otherwise (breaking
the ties consistently when pi = pj). The remainder of the proof consists of three main steps:
(i) Proving the correctness of protocol πPI:
Lemma 3.3 (Informal). Protocol πPI outputs the correct answer with probability
1
2 +Ω(ε).
(ii) Proving an upper bound on “information cost” of πPI (the reason for quotations is that strictly
speaking this quantity is not the information cost of πPI but rather a lower bound for it).
Lemma 3.4 (Informal). Let ΠPI denote the random variable for the transcript of the protocol
πPI and K be the random variable for the index k in distribution DPI. We have,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) ≤
1
n− 1 · ICDSI(πSI).
(iii) Proving a lower bound on “information cost” (as used in Part (ii)) of protocols for Pair-Int:
Lemma 3.5. If πPI outputs the correct answer on DPI with probability at least 12+Ω(ε), then,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) = Ω(ε2).
By Lemma 3.4, ICDSI(πSI) is Ω(n) times larger than LHS of Lemma 3.5, and this, combined with
Lemma 3.3, implies that information cost of πSI needs to be Ω(ε
2) · Ω(n), proving Theorem 2.
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Proof Sketch of Lemma 3.3. Let us again consider a protocol πSI such that dist(T | ΠSI) is
putting (1+ ε)/n mass over n/2 elements and (1− ε)/n mass on the remaining ones. Suppose that
the correct answer to the instance of Pair-Int is index 1. We know that in this case, the index i
chosen by πPI will be the target index t in the instance (A,B). A key observation here is that the
index j however can be any of the coordinates in instance (A,B) other than the target element with
the same probability. As such, parameters pi and pj used to decide the answer in πPI are distributed
as follows: pi is sampled from dist(T | ΠSI) and hence has value (1+ε)/n with probability (1+ε)/2
and (1−ε)/n with probability (1−ε)/2. On the other hand, pj is chosen uniformly at random from
(p1, . . . , pn) and hence is (1 + ε)/n or (1 − ε)/n with the same probability of half. Thus pi > pj
with probability 1/2 + Ω(ε) and hence πPI has Ω(ε) advantage over random guessing.
The proof of Lemma 3.3 then formalizes the observations above and extend this argument to
any protocol πSI that ε-solves Set-Int no matter how it alters the distribution of the target element.
Proof Sketch of Lemma 3.4. We first note that the LHS in Lemma 3.4 is not the internal infor-
mation cost of πPI due to further conditioning on K (this term can only be smaller than ICDPI(πPI)).
Hence, Lemma 3.4 is proving a “weaker” statement than a direct-sum result for information cost
of πPI based on πSI. The reason for settling for this weaker statement has to do with the fact that
the coordinates in distribution DSI are not chosen independently (see Section 5.1 for more detail).
The intuition behind the proof is as follows. The LHS in Lemma 3.5 is the information revealed
about the input of players (in Pair-Int) averaged over choices of k = 1 and k = 2. Let us assume
k = 1 by symmetry. In this case, this quantity is simply the information revealed about (x2, y2)
by the protocol as (x1, y1) = (1, 1) and hence has no entropy. However, when k = 1, (x2, y2) is
embedded in index j, i.e., (x2, y2) = (aj , bj) and has the same distribution as all other coordinates
in A−i, B−i. As such, since the protocol πSI called inside πPI is oblivious to the choice of j, the
information revealed about (aj , bj) in average is smaller than the information revealed by πSI about
A−i, B−i (which itself is at most the information cost of πSI) by a factor of n− 1.
This outline oversimplifies many details. One such detail is the way of ensuring a “symmetric
treatment” of both indices i and j. This is crucial for the above argument to work for both
k = 1 and k = 2 cases simultaneously, without the players knowing which index the “averaging”
of information is being done for (index j in the context of the discussion above). The key step in
making this information-theoretic argument work is the following public-private sampling: Alice
and Bob use public randomness to pick an integer ℓ ∈ [n− 2] uniformly at random and then pick a
set S of size ℓ uniformly at random from [n] \ {i, j}. Next, the players sample ai′ and bj′ for i′ ∈ S
and j′ ∈ ([n] \ {i, j}) \S from DSI again using public randomness. Finally, each player samples the
remaining coordinates in the input using private randomness from DSI. Figure 3 gives an example.
Proof Sketch of Lemma 3.5. Let Π[x1x2, y1y2] denote the transcript of the protocol condition
on the inputs (x1, x2) and (y1, y2) to Alice and Bob. Suppose towards a contradiction that the
LHS of Lemma 3.5 is o(ε2). By focusing on the conditional terms when k = 1, we can show
that distribution of Π[1x′
2
, 1y′
2
] and Π[1x′′
2
, 1y′′
2
] for all choices of (x
′
2, y
′
2) and (x
′′
2 , y
′′
2 ) in the support
of DPI are quite close. This is intuitively because the information revealed about (x2, y2) by πPI
conditioned on k = 1 is small (the same result holds for Π[x′
2
1, y′
2
1] and Π[x′′
2
1, y′′
2
1] by k = 2 terms).
Up until this point, there is no contradiction as the answer to inputs (1, ∗),(1, ∗) to Alice and
Bob is always 1 and hence there is no problem with the corresponding transcripts in Π[1∗, 1∗] to
be similar (similarly for Π[∗1, ∗1] separately). However, we combine this with the cut-and-paste
property of randomized protocols based on Hellinger distance (see Fact B.14) to argue that in fact
the distribution of Π[10, 10] and Π[01, 01] are also similar. This then implies that Π[1∗, 1∗] essentially
has the same distribution as Π[∗1, ∗1]; but then this is a contradiction as the answer to the protocol
(which is only a function of the transcript) needs to be different between these two types of inputs.
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a1 a2 x1 a4 a5 a6 x2 a8
b1 b2 y1 b4 b5 b6 y2 b8
i j
(a) An example with ℓ = 3 and S = {1, 4, 5}:
{a1, a4, a5, b2, b6, b8} is sampled publicly.
{a2, a6, a8} and {b1, b4, b5} are sampled privately.
a1 a2 x1 a4 a5 a6 x2 a8
b1 b2 y1 b4 b5 b6 y2 b8
i j
(b) An example with ℓ = 1 and S = {6}:
{a6, b1, b2, b4, b5, b8} is sampled publicly.
{a1, a2, a4, a5, a8} and {b6} are sampled privately.
Figure 3: Illustration of the process of sampling of instances of Set-Int in πPI for n = 8. In these
examples, i = 3 and j = 7 and hence (a3, a7) = (x1, x2) and (b3, b7) = (y1, y2). of ℓ and S.
4 The Set Intersection Problem
Starting from this section, we delve into the formal proofs of our results. This section contains our
new lower bound for the set intersection problem (stated informally in Theorem 2). Recall that
Set-Int is a two-player communication problem in which Alice and Bob are given sets A and B from
[n], respectively, with the promise that there exists a unique element t such that {t} = A∩B. The
goal is for Alice and Bob to find t, referred to as the target element. It is sometimes more convenient
to consider the characteristic vector of sets A and B rather than the sets directly. Hence, with a
slight abuse of notation, we write A := (a1, . . . , an) ∈ {0, 1}n and B := (b1, . . . , bn) ∈ {0, 1}n where
ai = 1 (resp. bi = 1) iff the element i belongs to the set A (resp. to B). In this notation, the target
element t corresponds to the unique index where (at, bt) = (1, 1).
The Set-Int problem is closely related to the well-known set disjointness problem. It is in fact
straightforward to prove an Ω(n) lower bound on the communication complexity of Set-Int using a
simple reduction from the set disjointness problem. However, in this paper, we are interested in an
algorithmically simpler variant of this problem which we define below.
4.1 Problem Statement
Consider the following distribution DSI for Set-Int.
Distribution DSI on sets (A,B) from the universe [n]:
1. Define µ as the uniform distribution over the set {(0, 0), (0, 1), (1, 0)}.
2. For i ∈ [n], choose (ai, bi) independently from distribution µ.
3. Sample an element t ∈ [n] uniformly at random and change (at, bt) = (1, 1).
Rather than finding the target element t, we are only interested in slightly reducing the “un-
certainty” about its identity as formalized below.
Definition 1. We say that a protocol πSI ε-solves the Set-Int problem on the distribution DSI iff
E
ΠSI∼ΠSI
[
∆TV(dist(T | ΠSI),U[n])
]
≥ ε, (1)
where T is the random variable for the target element and U[n] is the uniform distribution on [n].
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Let us first consider two “extreme examples” of a protocol that ε-solves Set-Int and see how
much communication is needed to realize each one.
Example 4.1. One way of ensuring Eq (1) is to have protocols that after communication can rule
out Θ(ε · n) elements as candidates for t and leave the target element to be uniformly distributed
on the remaining n−Θ(ε · n) elements.
Intuitively, such a protocol should require a large communication as it is making a significant
“progress” towards finding the target element. Indeed, if the communication cost of this protocol is
small, we can run this protocol again on the remaining candidates and shrink their number further,
and continue doing this until we find the target element t, without making a large communication.
This contradicts the Ω(n) communication lower bound for finding the element t exactly.
Example 4.2. Another way of satisfying Eq (1) is to have protocols that simply change the
probability mass of the target element t on half of the elements from 1/n to (1 + ε)/n, and on the
remaining half from 1/n to (1− ε)/n.
Analyzing the communication cost of such protocols is distinctly more delicate. On the surface,
it does not seem that the protocol has made much “progress” towards finding the target element
t as nearly all elements are still quite likely candidates for being the target. Hence, to show such
protocols require large communication, we now need to go beyond reducing this problem to finding
the target element t exactly. Roughly speaking, we show that to be able to make such a change
in distribution of t, the protocol needs to communicate non-trivial information for every potential
element, hence requiring a large communication again.
In the following, we show that no matter how a protocol decides to change the variation distance
of t from its original distribution, it needs a large communication. However, we also encourage the
reader to consider our arguments in the context of the above two examples for concreteness.
4.2 Communication Complexity of ε-solving Set-Int
We prove the following lower bound on the information cost of protocols for ε-solving Set-Int.
Theorem 3. Suppose πSI is a protocol for Set-Int on instances (A,B) sampled from DSI. Let ΠSI
denote the transcript of the protocol πSI. If EΠSI∼ΠSI
[
∆TV(dist(T | ΠSI),U[n])
]
≥ ε, i.e., πSI ε-solves
Set-Int, then the internal information cost of πSI on DSI is ICDSI(πSI) = Ω(ε2 · n).
We shall remark that for our purpose, we crucially use the fact that the lower bound in The-
orem 3 is for the internal information cost and for the distribution DSI. However, as information
cost lower bounds communication cost by Proposition B.12, this immediately implies that commu-
nication complexity of Set-Int is also large, which is of independent interest.
Corollary 4. Any protocol πSI for ε-solving Set-Int on distribution DSI needs to communicate
Ω(ε2 · n) bits of communication, i.e., CCD(π) = Ω(ε2 · n).
One standard approach to proving the lower bound in Theorem 3 is to reduce the Set-Int
problem—via a direct-sum type argument—to many instances of a simpler problem, and then
prove the lower bound for the simpler problem directly. To do so, we reduce Set-Int to the same
problem on only two coordinates, which we refer to as the pair intersection problem, denoted
by Pair-Int. In Pair-Int, Alice and Bob are given tuples (x1, x2) ∈ {0, 1}2 and (y1, y2) ∈ {0, 1}2,
respectively (we also use the concise notation [x1x2, y1y2] to denote the joint inputs to the players),
with the promise that there exists a unique index k ∈ {1, 2} such that (xk, yk) = (1, 1). The goal
is to output the index k. Note that this problem is equivalent to Set-Int when n = 2 modulo the
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fact that here we actually care about finding k as opposed to ε-solving (to avoid ambiguity, we use
k to denote the target element for Pair-Int and t for Set-Int). Consider the following distribution
which is equivalent to DSI for n = 2.
Distribution DPI on tuples (x1, x2) and (y1, y2) from {0, 1}2.
1. For i ∈ {1, 2}, choose (xi, yi) uniformly at random from distribution µ (defined in DSI).
2. Pick k ∈ {1, 2} uniformly at random and change (xk, yk) to (1, 1).
We prove that any protocol that ε-solves Set-Int on DSI with internal information cost o(ε2 · n)
bits can be used to obtain a protocol for Pair-Int that only reveals o(ε2) bits of information about
the input (with respect to distribution DPI) but is able to solve this problem with probability at
least 1/2 + ε on distribution DPI. We then prove that such a protocol cannot exist for Pair-Int. We
should note that the notion of information revealed for Pair-Int that we use is rather non-standard (it
neither corresponds to internal information cost nor to external information cost that are typically
studied). We elaborate more on this later in Lemma 4.6.
Proof of Theorem 3
In the following, let πSI be any protocol for Set-Int that satisfies Eq (1), i.e., ε-solves Set-Int on DSI.
We use this protocol to obtain a protocol πPI for Pair-Int.
Protocol πPI: The protocol for Pair-Int using a protocol πSI for Set-Int.
Input: An instance [x1x2, y1y2] ∼ DPI.
Output: k ∈ {1, 2} as the answer to Pair-Int.
1. Sampling the instance. The players create an instance (A,B) of Set-Int as follows (see
Figure 3 on page 11 for an illustration):
(a) Using public coins, Alice and Bob sample i, j ∈ [n] uniformly without replacement.
(b) Alice sets ai = x1 and aj = x2 and Bob sets bi = y1 and bj = y2, using their given
inputs in Pair-Int.
(c) Using public coins, Alice and Bob sample ℓ ∈ {0, 1, . . . , n− 2} uniformly at random
and then pick an ℓ-subset S of [n]\{i, j} uniformly at random. Let S := ([n]\{i, j})\S.
(d) Using public coins, Alice and Bob sample AS , BS independently from distribution µ
(defined in DSI).
(e) Using private coins, Alice samples the remaining coordinates in AS so that joint dis-
tribution of each coordinate is µ. Similarly, Bob samples the coordinates in BS.
2. Computing the answer. Alice and Bob run the protocol πSI on (A,B) and let ΠSI be
the transcript of the protocol. They compute the answer to Pair-Int as follows:
(a) The players compute the distribution dist(T | ΠSI) = (p1, . . . , pn) where T denotes the
random variable for the target element of Set-Int.
(b) Fix a total ordering ≻ΠSI on [n] such that for x 6= y ∈ [n], x ≻ΠSI y iff px > py or
px = py and x > y. We use x ≺ΠSI y to mean y ≻ΠSI x.
(c) Return 1 if i ≻ΠSI j and 2 otherwise.
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The following observations are in order. Firstly, we note that the rather peculiar way of sampling
the instances (A,B) in πPI via public and private randomness is only for the purpose of making
the information-theoretic arguments needed to reduce Set-Int to Pair-Int work; for the purpose of
correctness of the reduction, we only need the fact that these instances are sampled from DSI as
captured by the following observation.
Observation 4.3. For an input [x1x2, y1y2] ∼ DPI, the distribution of the instances (A,B) con-
structed in πPI is DSI, where target t = i when x1 ∧ y1 = 1 and target t = j when x2 ∧ y2 = 1.
The following observation states a key property of the “non-target” index in DPI.
Observation 4.4. Conditioned on x1 ∧ y1 = 0 and any fixed choice of (A,B), the index i in πPI is
uniformly distributed on [n] \ {j} (similarly for index j if x2 ∧ y2 = 0).
Proof. Conditioned on x1 ∧ y1 = 0, the distribution of (ai, bi) in (A,B) is µ, the same as all other
indices except for j.
The proof of Theorem 3 consists of three main steps: bounding the error probability of protocol
πPI, analyzing the information cost of πPI in terms of information cost of πSI, and proving a lower
bound on the information cost of πPI based on its error probability. Formally, in the first step we
prove that:
Lemma 4.5 (Correctness of πPI). For instances sampled from DPI, πPI outputs the correct answer
with probability at least 12 +Ω(ε) (over the randomness of the distribution and the protocol).
In the second step, we show that:
Lemma 4.6 (Information cost of πPI). Let ΠPI denote the random variable for the transcript of
the protocol πPI and K be the random variable for the index k in distribution DPI. We have,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) ≤
1
n− 1 · ICDSI(πSI).
The LHS in Lemma 4.6 is not the internal information cost of πPI due to further conditioning on K.
In fact, it is not hard to show that this quantity can only be smaller than the internal information
cost of πPI. Hence, Lemma 4.6 is proving a “weaker” statement than a direct-sum result for internal
information cost of πPI based on πSI. The reason for settling for this weaker statement has to do
with the fact that the coordinates in distribution DSI are not chosen independently and so the
stronger bound does not seem to be true for our reduction2. Nevertheless, we show in the third
part of the argument that this weaker statement suffices for our purpose.
In the final step of the proof, we prove that any protocol for Pair-Int that has a small error
probability should have a large information cost with respect to the measure in Lemma 4.6.
Lemma 4.7 (Information complexity of Pair-Int). Suppose πPI outputs the correct answer on DPI
with probability at least 12 +Ω(ε). Then,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) = Ω(ε2).
We prove each of these three lemmas in the following sections. Before that, we show Theorem 3
follows easily from these lemmas.
2Similar issues arise when analyzing information complexity of set disjointness on intersecting distributions [80]
as opposed to the more standard case of non-intersecting distributions (e.g. [23,31,33,115]).
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Proof of Theorem 3 (assuming Lemmas 4.5, 4.6, and 4.7). Suppose towards a contradiction that
πSI is a protocol that ε-solves Set-Int on DSI and has information cost ICDSI(πSI) = o(ε2 ·n). Create
the protocol πPI using πSI as described in the reduction above. We have,
• By Lemma 4.5, πPI outputs the correct answer on DPI w.p. at least 12 +Ω(ε).
• By Lemma 4.6, IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) = o(ε2).
However, these two properties contradict Lemma 4.7. As such, the internal information cost of πSI
on DSI should be Ω(ε2 · n), finalizing the proof. Theorem 3
Proof of Lemma 4.5: Correctness of Protocol piPI
The following is a re-statement of Lemma 4.5 that we prove in this section.
Lemma (Restatement of Lemma 4.5). For an instance [x1x2, y1y2] ∼ DPI, πPI outputs the correct
answer with probability at least 12 +Ω(ε) (over the randomness of the distribution and the protocol).
To give some intuition about this lemma, let us consider the Examples 4.1 and 4.2. Suppose
the correct answer to the instance of Pair-Int is index 1 and protocol πSI that we use in reduction is
of the type described in Example 4.1. We know that the set of n−Θ(ε · n) elements computed by
DSI definitely contains element i. What can be said about element j here? By Observation 4.4, the
element j is chosen uniformly at random from all elements [n]\{i}, even conditioned on a choice of
A and B. As such, with probability Θ(ε), element j does not belong to the set of candidates for the
target element computed by πSI. In this case, protocol πPI outputs the correct answer. This allows
us to infer that πPI is able to get Θ(ε) advantage over random guessing, exactly what is asserted
by Lemma 4.5. A similar argument also works if protocol πSI is of the type in Example 4.2. We
now prove this lemma for general protocols.
Proof of Lemma 4.5. Assume x1 ∧ y1 = 1, i.e., index 1 is the correct answer to Pair-Int (the other
case is symmetric). Let (A,B) be the instance of Set-Int constructed by πPI and let ΠSI be the
transcript of the protocol πSI on (A,B) which is communicated inside πPI. Recall that dist(T |
ΠSI) = (p1, . . . , pn) is defined in πPI. Also, define I and J as the random variables for indices i and
j in πPI. We claim,
Pr (πPI errs | x1 ∧ y1 = 1) = E
ΠSI∼ΠSI|T=I
[Pr (I ≺ΠSI J | ΠSI = ΠSI,T = I)] . (2)
This is by construction of the protocol as x1 ∧ y1 = 1 and T = I are equivalent, and conditioned on
x1 ∧ y1 = 1, the correct answer is the index 1 which would be output by the protocol iff i ≻ΠSI j.
For any fixed transcript ΠSI, the bound in RHS of Eq (2) is only a function of the distribution
of (I, J). Hence, let us examine dist(I, J | ΠSI,T = I) = dist(I | ΠSI,T = I) · dist(J | ΠSI,T = I = i).
For any ℓ ∈ [n], we have,
Pr
DPI
(I = ℓ | ΠSI,T = I) = Pr
DSI
(target element is ℓ | ΠSI) = pℓ. (3)
This is simply by Observation 4.3 that implies instances created in πPI are sampled from DSI and
because we conditioned on T = I. On the other hand, conditioned on T = I = i, for any ℓ ∈ [n]\{i},
Pr
DPI
(J = ℓ | ΠSI,T = I = i) = Pr
DPI
(J = ℓ | T = I = i) = 1
n− 1 . (4)
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This is by Observation 4.4 as ΠSI is only a function of (A,B), while J is independent of (A,B)
(conditioned on J 6= T) and is uniform on any index which is not the target element.
Now that we have determined the distribution of (I, J) (conditioned on ΠSI and T = I), our goal
is to simply bound the RHS of Eq (2) (for any fixed choice of ΠSI). Intuitively, we should expect
this quantity to be small as we are picking I by gravitating towards higher rank numbers according
to ≻ΠSI , while PJ is chosen independent of ≻ΠSI . We formalize this intuition in the following.
Claim 4.8. Let δ := ∆TV(dist(I | ΠSI,T = I),U[n]); then Pr (I ≺ΠSI J | ΠSI,T = I) ≤ 12 − Ω(δ).
Proof of Claim 4.8. In the following, all random variables are conditioned on (ΠSI,T = I) and
hence with a slight abuse of notation we drop this conditioning throughout the proof. Recall that
dist(I) = (p1, . . . , pn) (by Eq (3)) and without loss of generality assume p1 ≤ p2 ≤ . . . ≤ pn as we can
always rename the indices to obtain this property (and breaking the ties as in the protocol πPI by the
original index). As for the distribution of J, note that for any ℓ ∈ [n], Pr (J ∈ [ℓ+ 1, n] | I = ℓ) = n−ℓn−1
by Eq (4). Note that after this renaming, I ≺ΠSI J iff I < J. Hence, we have,
Pr (I ≺ΠSI J) = Pr (I < J) =
n∑
ℓ=1
Pr (I = ℓ) Pr(J ∈ [ℓ+ 1, n] | I = ℓ) =
n∑
ℓ=1
pℓ · n− ℓ
n− 1 .
Let k ∈ [n] be the largest index such that pk < 1/n. Define q :=
∑k
ℓ=1 pℓ as the total probability
mass of indices with probability less than 1/n. We have,
δ = ∆TV(I,U[n]) =
1
2
·
n∑
ℓ=1
∣∣∣∣pℓ − 1n
∣∣∣∣ = 12 · ((kn − q) + ((1 − q)− n− kn )) = kn − q (5)
which implies that q = kn − δ. By the equation above for Pr (I < J), we have,
Pr (I < J) =
k∑
ℓ=1
pℓ · n− ℓ
n− 1 +
n∑
ℓ=k+1
pℓ · n− ℓ
n− 1 .
Now, using the assumption that p1 ≤ p2 ≤ · · · ≤ pn and by the inequality of Proposition B.1,
Pr (I < J) ≤ 1
k
k∑
ℓ=1
pℓ
k∑
ℓ=1
n− ℓ
n− 1 +
1
n− k
n∑
ℓ=k+1
pl
n∑
ℓ=k+1
n− ℓ
n− 1
=
q
k
· k · (2n − k − 1)
2n− 2 +
1− q
n− k ·
(n− k − 1)(n − k)
2n− 2
= q · 2n − k − 1
2n− 2 + (1− q) ·
n− k − 1
2n− 2 =
n− k − 1
2n − 2 + q ·
n
2n− 2
=
1
2
− k − n · q
2n− 2 =Eq (5)
1
2
− nδ
2n− 2 < 1/2 − δ/2,
completing the proof. Claim 4.8
We are now ready to finalize the proof of Lemma 4.5.
Pr (πPI errs | x1 ∧ y1 = 1) =
Eq (2)
E
ΠSI∼ΠSI|T=I
[Pr (I ≺ΠSI J | ΠSI = ΠSI,T = I)]
≤
Claim 4.8
E
ΠSI∼ΠSI|T=I
[
1
2
− Ω (∆TV(dist(I | ΠSI = ΠSI,T = I),U[n]))]
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= E
ΠSI∼ΠSI
[
1
2
− Ω (∆TV(dist(T | ΠSI = ΠSI),U[n]))]
(distribution of I = T and ΠSI ⊥ T = I)
≤ 1
2
− Ω(ε),
where the last inequality is because πSI ε-solves Set-Int. We can also do the same exact analysis for
the case when x2 ∧ y2 = 1, hence obtaining that Pr (πPI errs) = 12 − Ω(ε). Lemma 4.5
Proof of Lemma 4.6: Information Cost of Protocol piPI
We prove this lemma by a direct-sum type argument that shows if the (internal) information
cost of πSI is small, then protocol πPI is revealing a small information about its input assuming
conditioning on the target element. We emphasize that this information revealed is not equivalent
with the internal information cost as we are conditioning on some information not known to neither
Alice nor Bob. The following is a restatement of Lemma 4.6 that we prove in this section.
Lemma (Restatement of Lemma 4.6). Let ΠPI denote the random variable for the transcript of the
protocol πPI and K be the random variable for index k in distribution DPI. We have,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) ≤
1
n− 1 · ICDSI(πSI).
The intuition behind the proof is as follows. The LHS in Lemma 4.6 is the information revealed
about the input of players (in Pair-Int) averaged over choices of k = 1 and k = 2. Let us assume
k = 1, as the other case is symmetric. In this case, this quantity is simply the information revealed
about (x2, y2) by the protocol as (x1, y1) = (1, 1) and hence has 0 information (once we have
conditioned on the event k = 1). However, when k = 1, (x2, y2) is embedded in index j, i.e.,
(x2, y2) = (aj , bj) and have the same distribution as all other coordinates in A−i, B−i. As such,
since the protocol πSI called inside πPI is oblivious to the choice of j, the information revealed about
(aj , bj) in average is smaller than the information revealed by πSI about A−i, B−i (which itself is
at most the internal information cost of πSI), by a factor of n− 1 (i.e., the number of coordinates
in [n] \ {i} we are averaging over).
The outline above oversimplifies many details. One such detail is the way of ensuring a “sym-
metric treatment” of both indices i and j through the rather peculiar choice of public-private
sampling in πPI (via the choices of ℓ and S). This is crucial for the above argument to work
for both k = 1 and k = 2 cases simultaneously, without the players knowing which index the
“averaging” of information is being done for (index j in the context of the discussion above).
Proof of Lemma 4.6. For simplicity of exposition, we drop the subscript DPI from all mutual infor-
mation terms with the understanding that all random variables are distributed according to DPI
(and the randomness of protocol πPI on DPI) unless explicitly stated otherwise.
We bound the first term in LHS above (the second term can be bounded the same way). By
expanding the conditional mutual information term we have,
I(X1,X2 ;ΠPI | Y1,Y2,K) = 1
2
· I(X1,X2 ;ΠPI | Y1,Y2,K = 1)
+
1
2
· I(X1,X2 ;ΠPI | Y1,Y2,K = 2). (6)
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We now focus on the first term in the LHS of Eq (6). We have,
I(X1,X2 ;ΠPI | Y1,Y2,K = 1) = I(X2 ;ΠPI | Y2,K = 1)
((X1,Y1) is always equal to (1, 1) in DPI conditioned on K = 1)
= I(X2 ;ΠSI | Y2, I, J,S, L,AS,BS,K = 1)
(πPI runs πSI with public randomness I, J,S, L,AS,BS (L is for ℓ) and by Proposition B.11)
=
∑
i 6=j
1
n(n− 1) · I(Aj ;ΠSI | Bj, L,S,AS,BS, I = i, J = j,K = 1).
((X2,Y2) is embedded in (Aj ,Bj) conditioned on J = j)
Recall that T denotes the unique index in [n] in instances (A,B) ∼ DSI which is equal to (1, 1).
Note that T = i conditioned on I = i and K = 1, and that conditioning on the event T = i has the
same effect on all random variables above as conditioning on the joint event I = i,K = 1. Hence,
we can write the RHS above as,
I(X1,X2 ;ΠPI | Y1,Y2,K = 1) = 1
n(n− 1)
∑
i 6=j
I(Aj ;ΠSI | Bj, L,S,AS,BS,T = i, J = j)
≤ 1
n(n− 1)
∑
i 6=j
I(Aj ;ΠSI | L,S,AS,B−i,T = i, J = j).
(as Aj ⊥ B−i | Bj (and other variables above) and hence we can apply Proposition B.3)
By further expanding the conditional mutual information term in RHS over L and S,
I(X1,X2 ;ΠPI | Y1,Y2,K = 1)
≤ 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
n−2∑
ℓ=0
∑
S⊆[n]\{i,j}
|S|=ℓ
1
n− 1
(
n− 2
ℓ
)−1
· I(Aj ;ΠSI | AS,B−i, L = ℓ,S = S,T = i, J = j)
=
1
n(n− 1) · (n− 1)!
n∑
i=1
n∑
j=1
j 6=i
n−2∑
ℓ=0
∑
S⊆[n]\{i,j}
|S|=ℓ
((n− 2− ℓ)!ℓ!) · I(Aj ;ΠSI | AS ,B−i,T = i), (7)
by reorganization of the terms and dropping the conditioning on events L = ℓ,S = S, J = j as
the distribution of remaining random variables are independent of these events. We now have the
following auxiliary claim.
Claim 4.9. For any choice of i ∈ [n],
n∑
j=1
j 6=i
n−2∑
ℓ=0
∑
S⊆[n]\{i,j}
|S|=ℓ
((n− 2− ℓ)!ℓ!) · I(Aj ;ΠSI | AS ,B−i,T = i)
=
∑
σ∈S−i
n−2∑
ℓ=0
I(Aσ(ℓ+1) ;ΠSI | Aσ(<ℓ+1),B−i,T = i),
where S−i is the set of all permutations of [n] \ {i}.
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Proof. Fix any (j, S) in the LHS. For integer ℓ = |S|, there are exactly ((n− 2− ℓ)!ℓ!) permutations
σ ∈ S−i such that (i) σ(ℓ+ 1) = j and (ii) {σ(1), . . . , σ(ℓ)} = S. Hence, I(Aj ;ΠSI | AS ,B−i,T = i)
for (j, S) appears exactly ((n− 2− ℓ)!ℓ!) times in RHS as I(Aσ(ℓ+1) ;ΠSI | Aσ(<ℓ+1),B−i,T = i) (for
appropriate choices of σ as described above), proving the claim. Claim 4.9
By applying Claim 4.9 to the RHS of Eq (7), we obtain that,
I(X1,X2 ;ΠPI | Y1,Y2,K = 1) ≤ 1
n(n− 1)(n − 1)!
n∑
i=1
∑
σ∈S−i
n−2∑
ℓ=0
I(Aσ(ℓ+1) ;ΠSI | Aσ(<ℓ+1),B−i,T = i)
=
1
n(n− 1)(n − 1)!
n∑
i=1
∑
σ∈S−i
I(A−i ;ΠSI | B−i,T = i)
(by chain rule of mutual information in Fact B.2-(6))
=
1
n(n− 1)
n∑
i=1
I(A−i ;ΠSI | B−i,T = i) (as |S−i| = (n− 1)!)
=
1
n− 1 · I(A ;ΠSI | B,T)
(as (AT,BT) = (1, 1) in DPI and hence we can add them to the information term)
≤ 1
n− 1 · I(A ;ΠSI | B) =
1
n− 1 · IDSI(A ;ΠSI | B),
where the last inequality is because ΠSI ⊥ T | A,B (as the transcript is only a function of the inputs)
and hence we can apply Proposition B.4, and the last equality is because by Observation 4.3, joint
distribution of DPI and randomness of the protocol πPI is the same as distribution DSI. Using
the same exact analysis (by switching the role of indices i and j and noting that the rest is all
symmetric), we also obtain the following bound for the second term of Eq (6),
I(X1,X2 ;ΠPI | Y1,Y2,K = 2) ≤ 1
n− 1 · IDSI(A ;ΠSI | B).
Plugging in these bounds in Eq (6), we obtain that,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) ≤
1
n− 1 · IDSI(A ;ΠSI | B). (8)
Similarly, the second term in the LHS of Lemma 4.6 can be upper bounded using a similar
analysis (by switching the role of A and B, and S and S and noting that the rest is all symmetric),
implying the following bound:
IDPI(Y1,Y2 ;ΠPI | X1,X2,K) ≤
1
n− 1 · IDSI(B ;ΠSI | A). (9)
Summing up the LHS and RHS in Eq (8) and Eq (9), finalizes the proof. Lemma 4.6
Proof of Lemma 4.7: Information Complexity of Pair-Int
We now prove the final step of the proof of Theorem 3. The following is a restatement of Lemma 4.7.
Lemma (Restatement of Lemma 4.7). Suppose πPI outputs the correct answer on DPI with proba-
bility at least 12 +Ω(ε). Then,
IDPI(X1,X2 ;ΠPI | Y1,Y2,K) + IDPI(Y1,Y2 ;ΠPI | X1,X2,K) = Ω(ε2).
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The idea behind the proof of Lemma 4.7 is as follows. Recall that Π[x1x2, y1y2] denotes the tran-
script of the protocol condition on the input being [x1x2, y1y2]. Suppose towards the contradiction
that the LHS of Lemma 4.7 is o(ε2) instead. By focusing on the conditional terms when k = 1, we
can show that distribution of Π[1x′2, 1y′2] and Π[1x′′2 , 1y′′2 ] for all choices of (x
′
2, y
′
2) and (x
′′
2 , y
′′
2 ) in the
support of DPI (basically everything except for (1, 1)) are quite close. This is intuitively because
the information revealed about (x2, y2) by πPI conditioned on k = 1 is small. Similarly, by focusing
on the k = 2 terms, we obtain the same result for Π[x′21, y′21] and Π[x′′21, y′′2 1].
Up until this point, there is no contradiction as the answer to [1∗, 1∗] is always 1 and hence
there is no problem with the corresponding transcripts in Π[1∗, 1∗] to be similar (similarly for Π[∗1, ∗1]
separately). However, we combine the previous part with the cut-and-paste property of randomized
protocols (Fact B.14) to argue that in fact the distribution of Π[10, 10] and Π[01, 01] are also similar.
This then basically implies that Π[1∗, 1∗] essentially has the same distribution as Π[∗1, ∗1]; but then
this is a contradiction as the answer to the protocol (which is only a function of the transcript)
needs to be different between these two types of inputs. We now formalize the proof (a schematic
organization of the proof is provided in Appendix D).
Proof of Lemma 4.7. The distribution of random variables below is always DPI (and the randomness
of the protocol πPI on DPI) and hence we drop the subscript DPI from all mutual information terms.
Suppose towards a contradiction that the LHS in the lemma statement is o(ε2). As we showed in
Eq (6) and the subsequent equation in the proof of Lemma 4.6, the LHS can be written as
1
2
· (I(X2 ;ΠPI | Y2,K = 1) + I(Y2 ;ΠPI | X2,K = 1))
+
1
2
· (I(X2 ;ΠPI | Y2,K = 1) + I(Y2 ;ΠPI | X2,K = 1)) = o(ε2). (10)
By bounding each of the above term above separately by o(ε2) and expanding the mutual informa-
tion terms, we prove the following claim.
Claim 4.10. Assuming Eq (10),
(1) I(X2 ;ΠPI | Y2 = 0,K = 1) = o(ε2), (2) I(Y2 ;ΠPI | X2 = 0,K = 1) = o(ε2),
(3) I(X1 ;ΠPI | Y1 = 0,K = 2) = o(ε2), (4) I(Y1 ;ΠPI | X1 = 0,K = 2) = o(ε2).
Proof. To prove the first equation, we write the first term in Eq (10) as follows:
I(X2 ;ΠPI | Y2,K = 1) = 2
3
· I(X2 ;ΠPI | Y2 = 0,K = 1) + 1
3
· I(X2 ;ΠPI | Y2 = 1,K = 1)
=
2
3
· I(X2 ;ΠPI | Y2 = 0,K = 1),
since for (X2,Y2) ∼ DPI | K = 1, if Y2 = 1, then X2 is always equal to 0 and hence the second
term above is zero. As the LHS of above equation is o(ε2) by Eq (10) (and non-negativity of
mutual information in Fact B.2-(2)), we obtain the first equation in the statement of the claim.
The remaining equations can be proven exactly the same. Claim 4.10
We now use Claim 4.10, to bound the distance between different transcripts of the protocol.
Recall that Π[x1x2, y1y2] denotes the transcript of the protocol conditioned on the input (x1, x2) to
Alice, and (y1, y2) to Bob.
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Claim 4.11. Assuming Eq (10),
(1) h2(Π[11, 10],Π[10, 10]) = o(ε
2), (2) h2(Π[10, 11],Π[10, 10]) = o(ε
2),
(3) h2(Π[11, 01],Π[01, 01]) = o(ε
2), (4) h2(Π[01, 11],Π[01, 01]) = o(ε
2).
Proof. We write the LHS of the first equation in Claim 4.10 in terms of the KL-divergence using
Fact B.6. Define Π[1∗, 10] as the distribution of Π conditioned on the given value for x1, y1, y2 (leaving
out the assignment for x2). We have,
I(X2 ;ΠPI | Y2 = 0,K = 1) =
Fact B.6
E
x2∼X2|Y2=0,K=1
[D(Π[1x2, 10] || Π[1∗, 10])]
=
1
2
· D(Π[10, 10] || Π[1∗, 10]) +
1
2
· D(Π[11, 10] || Π[1∗, 10])
≥
Fact B.10
h2(Π[10, 10],Π[11, 10]).
The distribution of X2 conditioned on Y2 = 0,K = 1 in DPI is uniform over {0, 1} (hence the second
equality). As such, Π[1∗, 10] =
1
2 ·
(
Π[10, 10] + Π[11, 10]
)
and so we can apply Fact B.10 to obtain the
last inequality. As I(X2 ;ΠPI | Y2 = 0,K = 1) = o(ε2) by Claim 4.10, we obtain the first equation
(note that h is symmetric). The remaining equations can be proven similarly. Claim 4.11
The next step is to use the cut-and-paste property (Fact B.14) of randomized protocols to prove
the following claim.
Claim 4.12. Assuming Eq (10), h2(Π[10, 10],Π[01, 01]) = o(ε
2).
Proof. We start with proving the following two equations first:
(1) h2(Π[11, 11],Π[10, 10]) = o(ε
2), (2) h2(Π[11, 11],Π[01, 01]) = o(ε
2).
For the first equation,
h2(Π[11, 11],Π[10, 10]) = h
2(Π[11, 10],Π[10, 11]) (by the cut-and-paste property in Fact B.14)
≤ (h(Π[11, 10],Π[10, 10]) + h(Π[10, 10],Π[10, 11]))2 (by triangle inequality)
≤ 2 · (h2(Π[11, 10],Π[10, 10]) + h2(Π[10, 10],Π[10, 11])) (by Cauchy-Schwartz)
= o(ε2). (by parts (1) and (2) of Claim 4.11)
The second equation can be proven similarly using parts (3) and (4) of Claim 4.11. We can now
prove the claim as follows:
h2(Π[10, 10],Π[01, 01]) ≤
(
h(Π[10, 10],Π[11, 11]) + h(Π[11, 11],Π[01, 01])
)2
(by triangle inequality)
≤ 2 · (h2(Π[10, 10],Π[11, 11]) + h2(Π[11, 11],Π[01, 01])) (by Cauchy-Schwartz)
= o(ε2). (by part (1) and (2) of the equation above)
This concludes the proof. Claim 4.12
Define I1 := {[10, 10], [11, 10], [10, 11]} and I2 := {[01, 01], [11, 01], [01, 11]} . The tuples in I1∪I2
partition all the input tuples in the support of DPI and moreover, for every tuple in I1, the correct
answer to Pair-Int is the first index, while for every tuple in I2, the correct answer is the second
index. We now bound the total variation distance between every pair of tuples in I1 and I2.
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Claim 4.13. Assuming Eq (10), for every (T1, T2) ∈ I1 × I2, ∆TV(ΠT1 ,ΠT2) = o(ε).
Proof. Proving the claim amounts to proving the following nine equations:
(1) ∆TV(Π[10, 10],Π[01, 01]) = o(ε), (2) ∆TV(Π[10, 10],Π[11, 01]) = o(ε), (3) ∆TV(Π[10, 10],Π[01, 11]) = o(ε),
(4) ∆TV(Π[11, 10],Π[01, 01]) = o(ε), (5) ∆TV(Π[11, 10],Π[11, 01]) = o(ε), (6) ∆TV(Π[11, 10],Π[01, 11]) = o(ε),
(7) ∆TV(Π[10, 11],Π[01, 01]) = o(ε), (8) ∆TV(Π[10, 11],Π[11, 01]) = o(ε), (9) ∆TV(Π[10, 11],Π[01, 11]) = o(ε),
The first equation can be proven as follows:
∆TV(Π[10, 10],Π[01, 01]) ≤
√
2 · h(Π[10, 10],Π[01, 01]) = o(ε),
where the inequality is by Fact B.9 and the equality is by Claim 4.12. This proves the equation (1)
above. Now note that,
∆TV(Π[10, 10],Π[11, 01]) ≤ ∆TV(Π[10, 10],Π[01, 01]) + ∆TV(Π[01, 01],Π[11, 01]) (by triangle inequality)
≤ o(ε) +
√
2 · h(Π[01, 01],Π[11, 01])
(by equation (1) above for the first term and Fact B.9 for the second)
= o(ε). (by part (3) of Claim 4.11)
This proves the equation (2). All the remaining equations can now be proven using a similar
argument as above by first relating the distance between the two variables to the distance between
∆TV(Π[10, 10],Π[11, 01]) (which we know is o(ε) by equation (1)) using triangle inequality, and then use
Fact B.9 combined with Claim 4.11 to bound each of the remaining terms with o(ε). Claim 4.13
We are now almost done. By Claim 4.13, if we assume Eq (10), then for every (T1, T2) ∈ I1×I2,
∆TV(ΠT1 ,ΠT2) = o(ε). On the other hand, for πPI to be able to output the correct answer with
probability 1/2 + Ω(ε) (over the randomness of the protocol and the distribution), for at least
one pair (T1, T2) ∈ I1 × I2, we should have ∆TV(ΠT1 ,ΠT2) = Ω(ε) as the output of the protocol
on T1 (resp. T2) is only a function of ΠT1 (resp. ΠT2), and hence otherwise would be the same
with probability 1 − o(ε) by Fact B.7. This implies that assuming Eq (10), the protocol errs with
probability at least 1/2− o(ε), which is a contradiction. Hence Eq (10) cannot hold Lemma 4.7
5 The Hidden-Pointer Chasing Problem
Recall that the hidden-pointer chasing (HPC) problem is a four-party communication problem with
players PA, PB , PC , and PD defined as follows. Let X := {x1, . . . , xn} and Y := {y1, . . . , yn} be two
disjoint universes of size n each. We define HPC as follows:
1. For any x ∈ X , PA and PB are given an instance (Ax, Bx) of Set-Int over the universe Y
where Ax ∩Bx = {tx} for a single target element tx ∈ Y. We define A := {Ax1 , . . . , Axn} and
B := {Bx1 , . . . , Bxn} as the whole input to PA and PB , respectively.
2. For any y ∈ Y, PC and PD are given an instance (Cy,Dy) of Set-Int over the universe X
where Cy ∩Dy = {ty} for a single target element ty ∈ X . We define C := {Cy1 , . . . , Cyn} and
D := {Dy1 , . . . ,Dyn} as the whole input to PC and PD, respectively.
3. We define two mappings fAB : X → Y and fCD : Y → X such that:
(a) for any x ∈ X , fAB(x) = tx ∈ Y in the instance (Ax, Bx) of Set-Int.
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(b) for any y ∈ Y, fCD(y) = ty ∈ X in the instance (Cy,Dy) of Set-Int.
4. Let x1 ∈ X be an arbitrary fixed element of X known to all players. The pointers z0, z1, z2, z3, . . .
are defined inductively as follows:
z0 := x1, z1 := fAB(z0), z2 := fCD(z1), z3 := fAB(z2), . . . .
For any integer k ≥ 1, the k-step hidden-pointer chasing problem, denoted by HPCk is defined
as the communication problem of finding the pointer zk. See Figure 1 on page 6 for an illustration.
5.1 Communication Complexity of HPCk
It is easy to see that in k+1 phases, we can compute HPCk with O(k ·n) total communication: we
simply skip the first phase; in the second phase, PA and PB solve the Set-Int instance (Az0 , Bz0)
with O(n) communication to compute z1 = fAB(z0) and send this pointer to PC and PD; PC and
PD in the next phase compute fCD(z1) and the players continue like this to find the pointer zk,
which takes k + 1 phases in total.
In the following, we prove that if we only have k phases however, solving HPCk requires
Ω(n2/k2 + n) bits of communication.
Theorem 5. For any integer k ≥ 1, any k-phase protocol that outputs the correct solution to HPCk
with constant probability requires Ω(n2/k2 + n) bits of communication.
The rest of this section is devoted to the proof of Theorem 5. We start with defining our hard
distribution of instances for HPCk and then use this distribution to prove the lower bound.
A Hard Distribution for HPC
The hard distribution for HPC is simply the product of distribution DSI for every x ∈ X and y ∈ Y.
Distribution DHPC on tuples (A,B,C,D) from the universes X and Y:
1. For any x ∈ X , sample (Ax, Bx) ∼ DSI from the universe Y independently.
2. For any y ∈ Y, sample (Cy,Dy) ∼ DSI from the universe X independently.
The following simple observation is in order.
Observation 5.1. Distribution DHPC is not a product distribution. However, in this distribution:
(i) The inputs to PA and PB are independent of the inputs to PC and PD, i.e., (A,B) ⊥ (C,D).
(ii) For any x ∈ X , (Ax, Bx) is independent of all other (Ax′ , Bx′) for x′ 6= x ∈ X . Similarly for
all y, y′ ∈ Y and (Cy,Dy) and (Cy′ ,Dy′).
Based on this observation, we also have the following simple property.
Proposition 5.2. Let πHPC be any deterministic protocol for HPCk on DHPC. Then, for any
transcript Π of πHPC, (A,B) ⊥ (C,D) | Π = Π.
Proof. Follows from the rectangle property of the protocol πHPC (Fact B.13). In particular, the same
exact argument as in the two-player case implies that if [(A1,B1), (C1,D1)] and [(A2,B2), (C2,D2)]
are mapped to the same transcript Π, then [(A1,B1), (C2,D2)] and [(A2,B2), (C1,D1)] are mapped
to Π as well. Hence, since (A,B) ⊥ (C,D) by Observation 5.1, the inputs corresponding to the
same protocol would also be independent of each other, namely, (A,B) ⊥ (C,D) | Π = Π.
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Proof of Theorem 5: A Communication Lower Bound for HPCk
We prove the lower bound for any arbitrary deterministic protocol πHPC and then apply Yao’s
minimax principle [117] to extend it to randomized protocols as well. We first setup some notation.
Notation. Fix any k-phase deterministic protocol πHPC for HPCk throughout the proof. We use
j = 1 to k to index the phases of this protocol, as well as the pointers z1, . . . , zk. For any j ∈ [k],
we define Πj as the set of all messages communicated by πHPC in phase j and Π := (Π1, . . . ,Πk) as
the transcript of the protocol πHPC.
For any x ∈ X and any y ∈ Y, we define the random variables Tx ∈ Y and Ty ∈ X , which
correspond to the target elements of the Set-Int problem on (Ax, Bx) and (Cy,Dy), respectively.
We further define Ej := (Π
<j ,Z<j) for any j > 1 and E1 = z0, i.e., the first pointer. We can
think of Ej as the information “easily known” to all players at the beginning of phase j.
The main step of the proof of Theorem 5 is the following key lemma which we prove inductively.
Lemma 5.3. Let CC(πHPC) := CCDHPC(πHPC). There exists an absolute constant c > 0 such that
for all j ∈ [k]:
E
(Ej ,Πj)
[
∆TV(dist(Zj | Ej ,Πj),dist(Zj))
]
≤ j · c ·
(√
CC(πHPC) + k · log n+ k
n
)
.
Recall that distribution of each pointer zj is uniform over its support, i.e., over X if j is even,
and over Y if j is odd. Intuitively speaking, Lemma 5.3 states that if communication cost of a
protocol is “small”, i.e., is o(n2/k2), then even after communicating the messages in the first j
phases of the protocol, distribution of zj is still “close” to being uniform. In other words, the first
j phases of the protocol do not reveal “any useful information” about zj . This in particular implies
that at the end of the protocol, i.e., at the end of phase k, the target pointer zk is still uniform and
πHPC should not be able to find it. We first formalize this inution and use it to prove Theorem 5
and then present a proof of Lemma 5.3 which is the heart of the argument.
Proof of Theorem 5 (assuming Lemma 5.3). The Ω(n) term in the lower bound trivially follows
from the Ω(n) lower bound for set intersection (e.g. Theorem 3 with constant ε). In the following
we prove the first (and the main) term. Note that for this purpose, we can assume k = o(
√
n) as
otherwise the dominant term would already be the second term.
Let πHPC be any deterministic protocol for HPCk for k = o(
√
n) with communication cost
CCDHPC(πHPC) = o(n
2/k2). Recall that dist(Zk) = UX if k is even and dist(Zk) = UY if k is odd.
Let us assume by symmetry that k is even. By Lemma 5.3, we have,
E
(Ek,Πk)
[
∆TV(dist(Zk | Ek,Πk),UX )
]
≤ k · c ·
(√
CC(πHPC) + k · log n+ k
n
)
= k · c ·
(
o(
1
k
) + o(
√
log n
n3/4
) + o(
k
n
)
)
= o(
k
k
) + o(
k · √log n
n3/4
) + o(
k2
n
) = o(1), (11)
as c is an absolute constant.
On the other hand, (Ek,Πk) contains the whole transcript Π of the protocol and hence the
output of the protocol πHPC is fixed conditioned on (Ek,Πk). We use O(Ek,Πk) to denote this
output. We have,
Pr
(Ek ,Πk)
(πHPC is correct) = E
(Ek,Πk)
Pr
Zk|(Ek,Πk)
(Zk = O(Ek,Πk))
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≤
Fact B.7
E
(Ek ,Πk)
[
Pr
Zk∼UX
(Zk = O(Ek,Πk)) + ∆TV(dist(Zk | Ek,Πk),UX )
]
≤ 1
n
+ E
(Ek ,Πk)
[
∆TV(dist(Zk | Ek,Πk),UX )
]
≤
Eq (11)
1
n
+ o(1).
Hence, πHPC cannot output the correct solution with at least a constant probability of success,
proving the lower bound for deterministic algorithms.
To finalize, we can extend this (distributional) lower bound to randomized protocols by the
easy direction of Yao’s minimax principle [117], namely by an averaging argument that picks the
“best” choice for randomness of the protocol. This concludes the proof. Theorem 5
Proof of Lemma 5.3
The following is a restatement of Lemma 5.3.
Lemma (Restatement of Lemma 5.3). Let CC(πHPC) := CCDHPC(πHPC). There exists an absolute
constant c > 0 such that for all j ∈ [k]:
E
(Ej ,Πj)
[
∆TV(dist(Zj | Ej ,Πj),dist(Zj))
]
≤ j · c ·
(√
CC(πHPC) + k · log n+ k
n
)
.
The proof of Lemma 5.3 consists of two main steps. We first show that finding the target element
of a uniformly at random chosen instance of Set-Int (as opposed to the instance corresponding to any
particular pointer) in HPC is not possible unless we make a large communication. Then, we prove
inductively that in each phase j, the distribution of the pointer zj is close to uniform and hence by
the argument in the first step, we should not be able to find the target element tzj associated with
zj and use this to finalize the proof. The following lemma captures the first part.
Lemma 5.4. There exists an absolute constant c > 0 such that for any j ∈ [k],
E
(Ej ,Πj)
E
x∼UX
[∆TV(dist(Tx | Ej ,Πj),dist(Tx))] ≤ c ·
(√
CC(πHPC) + j · log n+ j
n
)
,
E
(Ej ,Πj)
E
y∼UY
[∆TV(dist(Ty | Ej ,Πj),dist(Ty))] ≤ c ·
(√
CC(πHPC) + j · log n+ j
n
)
.
The proof of this lemma is based on a direct-sum style argument combined with Theorem 3. For
intuition, consider a protocol that uses o(n2) communication in its first j phases and assume by
way of contradiction that it can reduce the LHS of one of the equations in Lemma 5.4 by Ω(1).
Using a direct-sum style argument, we can then argue that the transcript of the first j phases of
this protocol only reveal o(n) bits of information about a uniformly at random chosen instance
(Ax, Bx) of Set-Int but is enough to Ω(1)-solve the instance (Ax, Bx) (according to Definition 1),
which is in contradiction with our bounds in Theorem 3. Note that in this discussion, for the sake
of simplicity, we neglected the role of extra conditioning on Z<j in Ej in the LHS of equations;
handling this extra conditioning results in the extra additive factor in RHS.
Proof of Lemma 5.4. We only prove the first equation; the second one can be proven analogously.
Suppose towards a contradiction that this equation does not hold. We use πHPC to design a protocol
πSI that can ε-solve the Set-Int problem (Ax, Bx) for a uniformly at random chosen x ∈ X and
appropriately chosen ε ∈ (0, 1) to be determined later (see Definition 1 for the notion of ε-solve).
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Protocol πSI: The protocol for ε-solving Set-Int using a protocol πHPC for HPCk.
Input: An instance (A,B) ∼ DSI over the universe Y.
1. Sampling the instance. Alice and Bob create an instance (A,B,C,D) of HPCk as
follows (see Figure 4 below for an illustration):
(a) Using public coins, Alice and Bob sample an index i ∈ [n] uniformly at random, and
Alice sets Axi = A and Bob sets Bxi = B using their given inputs in Set-Int.
(b) Using public coins, Alice and Bob sample Axj and Bxk from DSI for all j < i < k.
(c) Using private coins, Alice samples Axk for k > i such that (Axk , Bxk) ∼ DSI. Similarly
Bob samples Bxj for j < i. This completes construction of (A,B).
(d) Using public coins, Alice and Bob sample (C,D) completely from DHPC (this is pos-
sible by Observation 5.1 as (A,B) ⊥ (C,D)).
2. Computing the answer. Alice and Bob first check whether xi belongs to z0, z1, . . . , zj−1
or not. To do so, they start computing these pointers using the fact that for any underlying
instance (Ax, Bx) ∈ (A,B)\(Axi , Bxi) either Alice or Bob knows the entire instance. They
terminate the protocol if ever xi belongs to one of the pointers computed so far. We use
Π∗ to denote the transcript of the protocol in this step (which is either z1, . . . , zj−1 or some
prefix of it ending in xi).
3. Next, Alice and Bob run the protocol πHPC on the instance (A,B,C,D) until its j-th
phase by Alice playing PA, Bob playing PB , and both Alice and Bob simulating PC and
PD with no communication (this is possible as both Alice and Bob know (C,D) entirely).
4. The players return ΠSI := (Π1, . . . ,Πj ,Π
∗).
Ax1 Ax2 Ax3 A Ax5 Ax6 Ax7 Ax8
Bx1 Bx2 Bx3 B Bx5 Bx6 Bx7 Bx8
i
Cy1 Cy2 Cy3 Cy4 Cy5 Cy6 Cy7 Cy8
Dy1 Dy2 Dy3 Dy4 Dy5 Dy6 Dy7 Dy8
Figure 4: Illustration of the process of sampling of instances of HPC in πSI for n = 8. In this example,
i = 4 and hence (Ax4 , Bx4) = (A,B) and the players sample {Ax1 , Ax2 , Ax3 , Bx5 , Bx6 , Bx7 , Bx8} as
well as the entire C and D using public randomness. Then, Alice samples {Ax5 , Ax6 , Ax7 , Ax8} and
Bob samples {Bx1 , Bx2 , Bx3} using private randomness, respectively.
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Similar to the case of the sampling in protocol πPI in Section 4, here also the public-private
randomness sampling of the instance of HPC inside πSI is only for the sake of the information
theoretic arguments; for the rest of the analysis, we only care that the distribution of the instances
of HPC sampled in πSI is DHPC. We first determine the parameter ε for which πSI ε-solves Set-Int.
Claim 5.5. πSI ε-solves Set-Int on DSI for
ε ≥ E
(Ej ,Πj)
E
x∼UX
[
∆TV(dist(Tx | Ej,Πj),dist(Tx))
]
− j
n
,
where (Ej ,Πj ,Tx) are distributed according to DHPC.
Proof. By Definition 1, πSI ε-solves Set-Int for ε := EΠSI
[
∆TV(dist(T | ΠSI),dist(T))
]
. We thus
bound the RHS of this equation. We have,
E
ΠSI
[
∆TV(dist(T | ΠSI),dist(T))
]
= E
(Ej ,Πj ,ΠSI,i)
[
∆TV(dist(Txi | ΠSI),dist(Txi))
]
(as T = Txi for I = i)
= E
(Ej ,Πj)
E
i
E
ΠSI|(Ej ,Πj ,i)
[
∆TV(dist(Txi | ΠSI),dist(Txi))
]
(as (Ej ,Πj) ⊥ I)
= E
(Ej ,Πj)
[ n∑
i=1
1
n
E
ΠSI|(Ej ,Πj ,i)
[
∆TV(dist(Txi | ΠSI),dist(Txi))
]]
(distribution of i is uniform over [n])
= E
(Ej ,Πj)
[ ∑
xi∈Z<j
1
n
·∆TV(dist(Txi | Z<j
′
),dist(Txi))
+
∑
xi /∈Z<j
1
n
·∆TV(dist(Txi | Ej ,Πj),dist(Txi))
]
(Π∗ := Z<j
′
for some j′ < j − 1 when xi ∈ Z<j and is otherwise equal to Ej,Πj))
= E
(Ej ,Πj)
 ∑
xi /∈Z<j
1
n
·∆TV(dist(Txi | Ej,Πj),dist(Txi))

(Txi ⊥ Π∗ and so ∆TV(dist(Txi | Z<j
′
),dist(Txi)) = ∆TV(dist(Txi),dist(Txi)) = 0)
≥ E
(Ej ,Πj)
E
i
[
∆TV(dist(Txi | Ej ,Πj),dist(Txi))
]
− j
n
.
(as total variation distance is bounded by one
∣∣Z<j∣∣ = j)
Replacing xi for i chosen randomly from [n] above by x ∼ UX concludes the proof. Claim 5.5
The RHS in Claim 5.5 is the quantity we aim to bound in this lemma (minus the extra additive j/n
term). To do so, we are going to bound the internal information cost of πSI by the communication
cost of πHPC in the following claim and then use Theorem 3 to relate this quantity to ε.
Claim 5.6. ICDSI(πSI) = O
(
CC(πHPC)
n +
j·logn
n
)
.
Proof. For any i ∈ [n], define A<i := {Ax1 , . . . , Axi−1}, B>i := {Bxi+1 , . . . , Bxn}. Recall that the
internal information cost of πSI is ICDSI(πSI) := I(A ;ΠSI | B) + I(B ;ΠSI | A). In the following, we
focus on bounding the first term. The second term can be bounded exactly the same by symmetry.
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As (I,A<I,B>I,C,D) is sampled via public randomness in πSI, by Proposition B.11,
I(A ;ΠSI | B) = I(A ;ΠSI | B, I,A<I,B>I,C,D) ≤ I(A ;ΠSI | B, I,A<I,B>I).
The inequality is by Proposition B.4 as we now show A ⊥ (C,D) | ΠSI,B, I,A<I,B>I (and hence
conditioning on (C,D) can only decrease the mutual information). This is because A ⊥ (C,D) |
B, I,A<I,B>I by Observation 5.1 and ΠSI is transcript of a deterministic protocol plus z1, . . . , zj
obtained deterministically and hence we can apply Proposition 5.2.
Define a random variable Θ ∈ {0, 1} where Θ = 1 iff in Line (2) of protocol πSI, we terminate
the protocol. In other words Θ = 1 iff xi ∈ Z<j. Since A ⊥ Θ | B, I,A<I,B>I, further conditioning
on Θ can only increase the mutual information term above by Proposition B.3, hence,
I(A ;ΠSI | B) ≤ I(A ;ΠSI | B, I,A<I,B>I,Θ)
=
n− j
n
· I(A ;ΠSI | B, I,A<I,B>I,Θ = 0) + j
n
· I(A ;ΠSI | B, I,A<I,B>I,Θ = 1)
≤ n− j
n
· I(A ;ΠSI | B, I,A<I,B>I,Θ = 0), (12)
since conditioned on Θ = 1, the protocol ΠSI is simple some prefix of Z
<j and is hence independent
of the input (A,B) and carries no information about A (see Fact B.2-(2)). We now further bound
the RHS of Eq (12). When Θ = 0, ΠSI = (Z
<j,Π1, . . . ,Πj) = (E
<j ,Πj). Hence, we can write,
I(A ;ΠSI | B, I,A<I,B>I,Θ = 0) ≤ I(A ;Ej ,Πj | B, I,A<I,B>I,Θ = 0)
= I(A ;Z<j | B, I,A<I,B>I,Θ = 0)
+ I(A ;Π<j ,Πj | Z<j,B, I,A<I,B>I,Θ = 0)
(by chain rule in Fact B.2-(6) and since Ej = (Π
<j ,Z<j))
≤ I(A ;Π | Z<j,B, I,A<I,B>I,Θ = 0),
as A ⊥ Z<j | Θ = 0 (and other variables) and hence the first term is zero, and in the second term
Π contains Π<j ,Πj (plus potentially other terms) and so having Π in instead can only increase the
information. By further expanding the conditional information term above,
I(A ;ΠSI | B, I,A<I,B>I,Θ = 0)
≤ E
(Z<j ,i)|Θ=0
[
I(A ;Π | B,A<i,B>i, I = i,Z<j = Z<j,Θ = 0)]
= E
Z<j |Θ=0
 n∑
i=1
i/∈Z<j
1
n− j I(Axi ;Π | Bxi ,A
<i,B>i, I = i,Z<j = Z<j,Θ = 0)

(conditioned on Θ = 0, i is chosen uniformly at random from Z<j; also (A,B) = (Axi ,Bxi))
= E
Z<j |Θ=0
 ∑
i/∈Z<j
1
n− j · I(Axi ;Π | Bxi,A
<i,B>i,Z<j = Z<j,Θ = 0)

(we dropped the conditioning on I = i as all remaining variables are independent of this event)
= E
Z<j |Θ=0
 ∑
i/∈Z<j
1
n− j · I(Axi ;Π | A
<i,B,Z<j = Z<j,Θ = 0)

(as Axi ⊥ B<i | Bxi,A<i by Observation 5.1 and hence we can apply Proposition B.3)
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≤ E
Z<j |Θ=0
[
n∑
i=1
1
n− j · I(Axi ;Π | A
<i,B,Z<j = Z<j,Θ = 0)
]
(mutual information is non-negative by Fact B.2-(2) and so we can add the terms in Z<j as well)
= E
Z<j |Θ=0
[
n∑
i=1
1
n− j · I(Axi ;Π | A
<i,B,Z<j = Z<j,Θ = 0)
]
=
1
n− j · EZ<j |Θ=0
[
I(A ;Π | B,Z<j = Z<j,Θ = 0)] (by chain rule in Fact B.2-(6))
=
1
n− j · I(A ;Π | B,Z
<j ,Θ = 0) (by Proposition B.5)
≤ 1
n− j ·
(
I(A ;Π | B,Θ = 0) +H(Z<j))
=
1
n− j ·
(
I(A ;Π | B) +H(Z<j))
(transcript of the protocol πHPC (namely Π) on input (A,B) is independent of Θ)
≤ 1
n− j ·
(
H(Π) +H(Z<j)
) ≤ CC(πHPC)
n− j +
j · log n
n− j .
(by sub-additivity of entropy (Fact B.2-(4)) and Fact B.2-(1))
By plugging in this bound in Eq (12), we have that,
I(A ;ΠSI | B) ≤ n− j
n
·
(
CC(πHPC)
n− j +
j · log n
n− j
)
=
CC(πHPC)
n
+
j · log n
n
.
By symmetry, we can also prove the same bound on I(B ;ΠSI | A). As such, we have,
I(A ;ΠSI | B) + I(B ;ΠSI | A) ≤ 2 ·
(
CC(πHPC)
n
+
j · log n
n
)
.
We shall note that strictly speaking the factor 2 above is not needed (similar to the proof of
Proposition B.12) but as this factor is anyway suppressed through O-notation later in the proof,
the above bound suffices for our purpose. Claim 5.6
Now by Claim 5.6, we have that
ICDSI(πSI) = O
(
CC(πHPC)
n
+
j · log n
n
)
.
Combined with Theorem 3, this implies that πSI can only ε-solves Set-Int for parameter ε such that
ε2 · n = O
(
CC(πHPC)
n
+
j · log n
n
)
=⇒ ε = O
(√
CC(πHPC) + j · log n
n
)
.
On the other hand, by Claim 5.5, we know that
ε ≥ E
(Ej ,Πj)
E
x∼UX
[
∆TV(dist(Tx | Ej,Πj),dist(Tx))
]
− j
n
.
which implies
E
x∼UX
[
∆TV(dist(Tx | Ej ,Πj),dist(Tx))
]
= O
(√
CC(πHPC) + j · log n+ j
n
)
.
This concludes the proof. Lemma 5.4
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Before getting to the proof of Lemma 5.3, we also need the following simple claim based on the
rectangle property of the protocol πHPC.
Claim 5.7. For any j ∈ [k] and choice of (Ej ,Πj), dist(Zj | Ej ,Πj) = dist(Zj | Ej).
Proof. This is because for any j ∈ [k], Zj ⊥ Πj | Ej : Conditioned on Ej = Ej = (Z<j,Π<j),
Πj is only a function of (A,B) if j is even and a function of (C,D) if j is odd. On the other
hand, Zj is only a function of (A,B) if j is odd and a function of (C,D) if j is even. Finally, by
Observation 5.1, (A,B) ⊥ (C,D) and this continues to hold even when we condition on Ej by the
rectangle property of the protocol πHPC; hence the claim follows. Claim 5.7
We are now finally ready to prove Lemma 5.3.
Proof of Lemma 5.3. Let c be the constant in Lemma 5.4. We prove Lemma 5.3 by induction. We
start with the proof of the base case for j = 1 and then prove the inductive step.
Base case. Recall that we defined E1 = z0 which is deterministically fixed. This, together with
Claim 5.7, implies that dist(Z1 | E1,Π1) = dist(Z1), which finalizes proof of the base case.
Induction step. Let us now prove the lemma inductively for j > 1. We have,
E
(Ej ,Πj)
[
∆TV(dist(Zj | Ej ,Πj),dist(Zj))
]
=
Claim 5.7
E
Ej
[
∆TV(dist(Zj | Ej),dist(Zj))
]
= E
(Z<j ,Π<j)
[
∆TV(dist(Zj | Z<j,Π<j),dist(Zj))
]
(by definition of Ej := (Z
<j,Π<j))
= E
(Z<j ,Π<j)
[
∆TV(dist(Tzj−1 | Z<j−1, zj−1,Π<j),dist(Zj))
]
.
(by definition, the pointer Zj = Tzj−1)
We can write the RHS above as:
E
(Ej ,Πj)
[
∆TV(dist(Zj | Ej ,Πj),dist(Zj))
]
= E
(Z<j−1,Π<j)
E
zj−1∼Zj−1|(Z<j−1,Π<j)
[
∆TV(dist(Tzj−1 | Z<j−1,Π<j),dist(Zj))
]
.
This is because Tzj−1 ⊥ (Zj−1 = zj−1) | Z<j−1,Π<j : if j − 1 is odd, Tzj−1 is a function of (C,D)
and if j − 1 is even, Tzj−1 is a function of (A,B). On the other hand, if j − 1 is odd, then Zj−1
is a function of (A,B) and if even, then Zj−1 is a function of (C,D). Finally, by Proposition 5.2,
(A,B) ⊥ (B,D) | Π<j, proving the conditional independence.
Now notice that distribution of zj−1 in the expectation-term above is dist(Zj−1 | Ej−1,Πj−1).
By symmetry, let us assume j − 1 is odd and hence zj−1 ∈ Y. Using Fact B.7 and since total
variation distance is bounded by 1 always, we can upper bound RHS above with:
E
(Ej ,Πj)
[
∆TV(dist(Zj | Ej,Mj),dist(Zj))
]
≤ E
(Z<j−1,Π<j)
[
E
(zj−1∼UY)
[
∆TV(dist(Tzj−1 | Z<j−1,Π<j),dist(Zj))
]]
+ E
(Z<j−1,Π<j)
[∆TV(dist(Zj−1 | Ej−1,Πj−1),UY)]
= E
(Ej−1,Πj−1)
E
y∼UY
[
∆TV(dist(Ty | Ej−1,Πj−1),dist(Zj))
]
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+ E
(Ej−1,Πj−1)
[∆TV(dist(Zj−1 | Ej−1,Πj−1),dist(Zj−1))] ,
where in the first term above we only changed the name of variable zj−1 to y and in the second
term we used dist(Zj−1) = UY . By Lemma 5.4, we can bound the first term and by induction, we
can bound the second one. Hence,
E
(Ej ,Πj)
[
∆TV(dist(Zj | Ej ,Πj),dist(Zj))
]
≤ c ·
(√
CC(πHPC) + j · log n+ j
n
)
+ (j − 1) · c ·
(√
CC(πHPC) + k · log n+ k
n
)
≤ j · c ·
(√
CC(πHPC) + k · log n+ k
n
)
.
(where we replaced j ≤ k by k in the first term)
This concludes the proof. Lemma 5.3
6 Graph Streaming Lower Bounds
We now present our graph streaming lower bounds using reductions from the hidden-pointer chasing
problem. In particular, we prove the following two results in this section.
Theorem 6 (Formalizing Result 2). For any integer p ≥ 1, any p-pass streaming algorithm that
with a constant probability outputs the minimum s-t cut value in a weighted directed or undirected
graph G(V,E,w) requires Ω(n2/p5) bits of space.
By max-flow min-cut theorem, Theorem 6 also holds for streaming algorithms that can compute
the value of maximum s-t flow in a capacitated graph (directed or undirected).
Theorem 7 (Formalizing Result 3). For any integer p ≥ 1, any p-pass streaming algorithm that
with a constant probability outputs the lexicographically-first maximal independent set of an undi-
rected graph G(V,E) requires Ω(n2/p5) bits of space.
We prove Theorems 6 and 7 in Sections 6.1 and 6.2, respectively.
6.1 Weighted Minimum s-t Cut Problem
We prove Theorem 6 by a reduction from our hidden-pointer chasing (HPC) problem. We first give
the lower bound for directed graphs and then show how to extend it using standard techniques to
undirected graphs.
We turn an instance (A,B,C,D) of HPCk over universes X and Y of n elements, into a weighted
directed graph G(V,E,w). The reduction is as follows (see Figure 2 on page 7 for an example):
• The vertex-set V of G is partitioned into k+1 layers V0, . . . , Vk each of size n plus the source
and sink vertices s and t. We denote the i-th vertex in layer Vj by v
j
i .
• Define the following sequence of weights w0, w1, . . . , wk where wj := (n + 1)k+1−j for all
j ∈ [k]. Hence, wk = (n+ 1) and wj = (n+ 1) · wj+1 for all j < k.
• The edge-set E of G contains the following input-independent edges.
– source s is connected to v01 with weight w(s, v
0
1) = w0.
– for 0 < j ≤ k, every vertex vji in layer Vj is connected to sink t with weight w(vji , t) = wj .
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– any vertex vki in layer Vk is connected to sink t with weight w(v
k
i , t) = i− 1 (notice that
vki also has another edge of weight wk to t by the previous part).
• The edge-set E also contains the following input-dependent edges.
– for all i ∈ [n], if Axi ∈ A (resp. Bxi ∈ B) contains yi′ ∈ Y, we connect vji in layer Vj to
vj+1i′ in layer Vj+1 with weight w(v
j
i , v
j+1
i′ ) = wj+1 for every even 0 ≤ j < k.3
– for all i ∈ [n], if Cyi ∈ C (resp. Dyi ∈D) contains xi′ ∈ X , we connect vji in layer Vj to
vj+1i′ in layer Vj+1 with weight w(v
j
i , v
j+1
i′ ) = wj+1 for every odd 0 < j < k.
This concludes the description of the weighted graph G(V,E,w) in the reduction. It is straight-
forward to verify that this graph can be constructed from an instance (A,B,C,D) with no com-
munication between the players. We now prove the following key lemma which establishes the
correctness of the reduction.
Lemma 6.1. Let w∗ be the weight of a minimum s-t cut in graph G in the reduction. Let the
pointer zk be xi∗ (resp. yi∗) if k is even (resp. odd). Then i
∗ = (w∗ mod (n+ 1)) + 1.
Proof. We prove this lemma by considering the maximum s-t flow in G and then use the duality
of maximum flow and minimum cut to conclude the proof. For the flow problem, we assume that
the capacity c(e) of an edge e = (u, v) in G is equal to the total weight of the edges (in w) that
connect u to v (recall that G may have parallel edges; see Footnote 3).
We start with some definitions. Define uj in layer Vj to be the vertex corresponding to the
pointer zj , namely, for all even (resp. odd) values of j, uj = v
j
i where xi = zj (resp. yi = zj).
Furthermore, let P := P1 ∪ . . . ∪ Pk ∪ {P ∗} be a collection of flow paths defined as follows: For
any j ∈ [k], the set of paths Pj :=
{
(s, u0, u1, . . . , uj−1, v
j
i , t) | (uj−1, vji ) ∈ E
}
and each path in Pj
carries wj units of flow; moreover, P
∗ = (s, u0, u1, . . . , uk, t) and carries i
∗ − 1 units of flow. See
Figure 5 for an illustration.
V0 V1 V2 V3
s t
(5 + 1)4 (5 + 1)3
(5 + 1)3
(5 + 1)2
(5 + 1)2
(5 + 1)3
(5 + 1)1
(5 + 1)1
(5 + 1)2
(3− 1)
(5 + 1)
Figure 5: Illustration of the flow paths in P in the proof of Lemma 6.1 for n = 5 and k = 3. The
green edges belong to P ∗ while red and blue edges are the edges that belong to a path in some
Pj but not P ∗. The numbers denote the value of the flow sent over each outgoing edge in the
corresponding layer with the same color. The value of this flow mod (n+1) is (i∗−1) where i∗ = 3.
We have the following auxiliary claim.
3 Note that we will add two edges between vji and v
j+1
i′ iff yi′ ∈ Axi ∩ Bxi and we will keep both copies of these
edges in G (see also Remark 6.5 on how to remove the parallel edges).
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Claim 6.2. For any j ∈ [k], capacity of the edge e = (uj−1, uj) is c(e) = 2wj .
Proof. Suppose uj−1 = v
j−1
i and uj = v
j
i′ and assume that j is odd; the even j case is symmetric.
Since j is odd, yi′ is contained in both Axi and Bxi . Hence, there are two parallel edges from uj−1
to uj each of weight wj . So the capacity of (uj−1, uj) is 2wj . Claim 6.2
We claim that P gives a maximum flow in graph G. This proves the lemma as for all j ∈ [k],
the contribution of each path in Pj to the flow mod (n + 1) is 0. Hence P ∗ determines the value
of the flow mod (n + 1) which is (i∗ − 1) and i∗ encodes the pointer zk. The proof consists of the
following two claims that ensure feasibility and optimality of P, respectively.
Claim 6.3. P induces a feasible flow in G(V,E,w) with capacity we on every edge e ∈ E.
Proof. Since all the paths in P are s-t paths, for any vertex in V \ {s, t}, the amount of flow going
in that vertex is equal to the amount of flow going out of it. Hence, the flow is preserved on all
vertices in V \{s, t}. It thus remains to prove that no edge is assigned a flow more than its capacity.
Any edge e not in P ∗ is contained in at most one path in P. For paths in Pj , these are edges
(uj−1, v
j
i ) and (v
j
i , t) for some j ∈ [k] and i ∈ [n]. The amount of flow on these paths is then equal
to wj = w(v
j
i , t) by construction and hence the flow on these edges does not exceed their capacity.
We now prove the result for edges in P ∗. First consider the edge (uk, t). There are two paths in
P that contain (uk, t): the path P ∗ that carries i∗ − 1 units of flow and the path in Pk that carries
wk units of flow. As uk = v
k
i∗ , the capacity of the edge (uk, t) is also wk + (i
∗− 1) (as there are two
edges connecting vki∗ to t with weights wk and (i
∗ − 1)). Hence the flow on these edges also does
not exceed their capacity.
We next prove that for every j ∈ [k], there are at most 2wj units of flow passing through
(uj−1, uj). By Claim 6.2, this implies that the flow on these edges does not exceed capacity. The
proof is by induction for j = k down to j = 0 in this order, where the base case is (uk−1, uk). All
the paths that contain this edge also contain (uk, t), so there are wk + i
∗ − 1 < 2wk units of flow
passing through this edge by the previous part of the argument.
For the induction step, consider the flow paths that contain (uj−1, uj). There is exactly one
path in Pj that contains this edge and that path carries wj units of flow by definition. There are
also at most n − 1 paths in Pj+1 that contain (uj−1, uj) but do not contain (uj , uj+1). The total
flow these paths are carrying is at most (n− 1) ·wj+1. All other paths in P that contain (uj−1, uj)
also contain (uj , uj+1) and hence by the induction hypothesis, these paths carry at most 2wj+1
units of flow. So the total flow going through (uj−1, uj) is at most wj+(n−1)wj+1+2wj+1 ≤ 2wj ,
proving the induction hypothesis.
Finally, consider the edge (s, u0). There are at most n− 1 paths in P1 that contain (s, u0) but
not (u0, u1). The total flow passing through these paths is at most (n− 1) ·w1. All other paths in
P contain (u0, u1); these paths carry at most 2w1 units of flow as we proved above by induction.
So the total flow passing through (s, u0) is at most (n − 1) · w1 + 2w1 = w0 which is equal to the
capacity of (s, u0). Claim 6.3
Claim 6.4. There is no s-t path in the residual graph of G with respect to the flow paths in P.
Proof. We prove by induction that in the residual graph, s can only reach uj in layer Vj (strictly
speaking, we will prove that if some other vertex in Vj is reachable from s, then the path can only
go through t, but in the end we will prove that t is not reachable from s).
The base case trivially holds as s only has an outgoing edge to a single vertex in V0, namely,
the vertex v01 = u0. Furthermore, the outgoing edges of vertices in V0 do not belong to any flow
path in P. For the induction step, consider the layer Vj+1. By the induction hypothesis, s can only
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reach uj in Vj . For any vertex v
j+1
i which is not uj+1, if the edge (uj, v
j+1
i ) exists in G, then it is
contained in a path in Pj+1 which carries wj+1 units of flow. As the capacity of this edge is also
wj+1, the direction of this edge in the residual graph is from v
j+1
i to uj. Moreover, no outgoing
edge of vj+1i (except for the one going to t) is contained in any path in P. This means that in the
residual graph, vj+1i is not reachable from s, proving the induction hypothesis.
By the above argument, the only vertex reachable from s in Vk is uk. Now consider the sink t.
For any j ∈ [k], (uj , t) is contained in a path in Pj and thus its flow matches its capacity. For edge
(uk, t), there are two paths in P that contain this edge, the first one is in Pk which carries wk units
of flow and the other is P ∗ which carries i∗ − 1 units of flow. So (uk, t) = (vki∗ , t) is also full. Thus
t is not reachable from s. Claim 6.4
Claims 6.3 and 6.4 prove that P induces a maximum s-t flow in G. We are now done as the
amount of flow carried by all flow paths in P is divisible by n + 1 except for P ∗. This is because
the flow carried by each path in Pj for j ∈ [k] is of weight wj and (n+ 1) is a factor of wj . As the
flow carried by P ∗ is i∗− 1, the total flow in P is K · (n+1) + (i∗ − 1) for some integer K ≥ 1. By
max-flow min-cut duality, w∗ mod (n+ 1) = i∗ − 1. Lemma 6.1
We can now prove Theorem 6 using this reduction, the standard connection between space
complexity of streaming algorithms and communication complexity, and our communication lower
bound for hidden-pointer chasing in Theorem 5.
Proof of Theorem 6. Let A be a p-pass streaming algorithm for computing the value of a minimum
s-t cut in weighted directed graphs. To avoid confusion, in the following, we use N to denote the
number of vertices in the graph G and n for the size of universes in HPC. Hence, our goal is to
prove a lower bound of Ω(N2/p5) on the space complexity of A.
We give a reduction from HPCk for k = 2p + 1. Given an instance of HPCk, the players
first construct the graph G(V,E,w) in the reduction of this section based on their inputs with no
communication. Next, they create a stream σ of edges of E such that edges depending on input
to PD appear first, then PC , PB and PA in this order and input-independent edges appear last.
The players run A on σ and communicate the state of A between each other whenever necessary
to compute the value of a minimum weighted s-t cut in G.
By Lemma 6.1, the value of the minimum s-t cut in G immediately determines the pointer zk,
hence proving the correctness of the protocol. The number of phases and communication cost of
this protocol can be determined as follows. Each pass of the streaming algorithm translates into at
most two phases in the protocol and hence the resulting protocol has strictly smaller than k phases.
The total communication by players in this protocol is at most O(k · S) where S denotes the space
complexity of A. As such, by Theorem 5, we have, k · S = Ω(n2/k2) which implies S = Ω(n2/k3).
Since the total number of vertices in the graph is N = O(k · n) and k = Θ(p), we obtain a lower
bound of Ω(N2/p5) on the space complexity of A, finalizing the proof for the directed graphs.
To extend the results to undirected graphs, we can simply use the standard reduction of finding
a maximum flow in directed graphs to finding a maximum flow in undirected graphs described in,
for example [92] (see also Appendix C.2 in [113]). This reduction works by turning each directed
edge e = (u, v) with capacity ce in the graph to three undirected edges {s, v}, {u, v} and {t, u} each
with capacity ce. It is then easy to see that after pushing an initial flow of (s, v, u, t) with ce units of
flow on every edge (u, v), the residual graph obtained would be equivalent to the original directed
graph. Hence, solving s-t maximum flow on this undirected graph would also solve the problem
for the original directed graph (see [92, 113] for the formal proof). As thus reduction can be done
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on the graph G(V,E,w) constructed in this section with no further communication between the
players, the results in this proof extend to undirected graphs as well, finalizing the proof.
Remark 6.5. The reduction in this section creates a multi-graph G. However, we can easily
transform this graph to a simple graph without changing the minimum cut value, while increasing
the number of vertices by only a constant factor. The transformation is as follows: turn any vertex
vji in layer Vj of the graph G into three vertices w
j
i , a
j
i and b
j
i . Connect w
j
i to a
j
i and b
j
i with edges
of weight w0 (which is effectively infinity). The input-independent edges going out of v
j
i to t now
goes out of wji to t instead. For any odd j, any edge (v
j
i , v
j+1
i′ ) is now turned into an edge (a
j
i , w
j+1
i′ )
if the edge was added because of Axi and (b
j
i , w
j+1
i′ ) if it was added because of Bxi . We do the same
for even values of j by using Cyi and Dyi instead. It is easy to see that the weight of minimum s-t
is the same in this new graph and that this graph does not have any parallel edges anymore.
6.2 The Lexicographically-First MIS Problem
Proof of Theorem 7 is also by a reduction from the hidden-pointer chasing (HPC) problem. We
turn an instance (A,B,C,D) of HPCk over universes X and Y, into an undirected graph G(V,E).
The reduction is as follows (see Figure 6 for an example):
• The vertex-set V of G is partitioned into k + 1 layers V0, . . . , Vk each of size n plus a single
vertex s (hence G has (k + 1)n+ 1 vertices). We denote the i-th vertex in layer Vj by v
j
i . In
the lexicographic order, the vertices in layer V0 appear first, followed by vertices in V1, . . . , Vk
in this order. Inside each layer Vj , the ordering is by the index, i.e., in the order v
j
1, . . . , v
j
n.
• The edge-set E contains the following edges:
– vertex v01 is connected to all other vertices in V
0.
– for all i ∈ [n], if Axi ∈ A (resp. Bxi ∈ B) does not contain yi′ ∈ Y, we connect vji in
layer Vj to v
j+1
i′ in layer Vj+1 for every even 0 ≤ j < k.
– for all i ∈ [n], if Cyi ∈ C (resp. Dyi ∈ D) does not contain xi′ ∈ X , we connect vji in
layer Vj to v
j+1
i′ in layer Vj+1 for every odd 0 < j < k.
This concludes the description of the graph G(V,E) in the reduction. It is straightforward to verify
that this graph can be constructed from an instance (A,B,C,D) with no communication between
the players. We now establish the correctness of the reduction.
Lemma 6.6. In the reduction above, the pointer zk = xi (resp. zk = yi) when k is even (resp.
odd) iff vki belongs to the lexicographically-first MIS of G.
Proof. Let M be the lexicographically-first MIS of G. We prove by induction that for any even
(resp. odd) j ∈ {0, 1, . . . , k}, there is a unique vertex vji from layer Vj that belongs to M and that
vertex corresponds to the pointer zj, namely, xi = zj (resp. yi = zj).
The base case is trivial since z0 = x1, v
0
1 appears first in the lexicographical ordering of vertices,
and v01 is connected to all vertices in layer V0. We now prove the induction step. Suppose j is
even; the other case is symmetric. By induction hypothesis, vji is the unique vertex in layer Vj that
belongs to M where xi = zj . By construction of G, vji is connected to all vertices in layer j + 1
except for the vertex vj+1i′ , where {yi′} = Axi ∩ Bxi . Hence, vj+1i′ is the unique index in Vj+1 that
belongs to M. The proof is concluded by noting that zj+1 = yi′ by definition.
Proof of Theorem 7 now follows from Lemma 6.6 and Theorem 5 the same exact way as in proof
of Theorem 6 in the last section. For completeness, we present this proof here.
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V0 V1 V2 V3
Figure 6: Illustration of the graph in reducing lexicographically-first MIS from HPC3 with n = 5.
The black (thin) edges incident on s are input-independent while blue, red , brown, and green
(thick) edges depend on the inputs of PA, PB , PC , and PD, respectively. The marked nodes denote
the vertices corresponding to pointers z0, . . . , z3. The edges incident on “non-pointer” vertices are
omitted. This construction has parallel edges but similar to Remark 6.5, we can remove them.
Proof of Theorem 7. Let A be a p-pass streaming algorithm for finding the lexicographically-first
MIS of an undirected graph. To avoid confusion, in the following, we use N to denote the number
of vertices in the graph G and n for the size of universes in HPC. Hence, our goal is to prove a
lower bound of Ω(N2/p5) on the space complexity of A.
We give a reduction from HPCk for k = 2p + 1. Given an instance of HPCk, the players
first construct the graph G(V,E) in the reduction of this section based on their inputs with no
communication. Next, they create a stream σ of edges of E such that edges depending on input to
PD appear first, then PC , PB and PA in this order and input-independent edges appear last. The
players then run A on σ and communicate the state of A between each other whenever necessary
to find the lexicographically-first MIS M of G.
By Lemma 6.6, the vertex in layer Vk of G that belongs to M determines the pointer zk,
hence proving the correctness of the protocol. The number of phases and communication cost of
this protocol can be determined as follows. Each pass of the streaming algorithm translates into at
most two phases in the protocol and hence the resulting protocol has strictly smaller than k phases.
The total communication by players in this protocol is at most O(k · S) where S denotes the space
complexity of A. As such, by Theorem 5, we have, k · S = Ω(n2/k2) which implies S = Ω(n2/k3).
Since the total number of vertices in the graph is N = O(k · n) and k = Θ(p), we obtain a lower
bound of Ω(N2/p5) on the space complexity of A, finalizing the proof.
We also note that similar to the previous section, we can also turn the graph G in the reduction
of this section to a simple graph with no parallel edges using essentially the same gadget. We omit
the details.
7 A Lower Bound for Submodular Function Minimization
A non-monotone set-function f : U → [M ] is called submodular iff for every A ⊆ B ⊆ U and
for every element i /∈ B, f(A ∪ {i}) − f(A) ≥ f(B ∪ {i}) − f(B). In the submodular function
minimization (SFM) problem, we assume access to an evaluation oracle for f that given any set
S ⊆ [n] returns f(S); the goal is to return a set S∗ that minimizes f(S∗). We say that an algorithm
for SFM is k-adaptive iff it makes its queries to the evaluation oracle in at most k rounds of adaptive
queries where the queries in each round are performed in parallel. We prove the following theorem
on the query complexity of k-adaptive algorithms for SFM.
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Theorem 8. For any k ≥ 1, any k-round adaptive algorithm for submodular function minimization
that with constant probability outputs the minimum value of a non-monotone submodular function
f : U → [M ] for |U | = N and M = O(Nk+1) requires Ω( N2
k5·logN
) queries to the evaluation oracle.
Proof. The proof is by a reduction from HPC3k similar to the proof of Theorem 6 using the fact
that cut functions are submodular.
Given an instance of HPC3k problem, we construct the weighted graph G(V,E,w) in the re-
duction of Theorem 6. Let U := V \ {s, t}. We define a set-function f : U → [M ] where for
any S ⊆ U , f(S) is defined to be the value of the cut ({s} ∪ S, {t} ∪ U \ S) in G, i.e., the total
weight of the edges going from {s} ∪ S to V \ (S ∪ {s}). We set M =∑e∈E we and hence clearly
f(S) ≤ M . Note that by construction of G, M = O(nk+1) and N = |U | = O(n · k). The function
f is a well-known submodular function. Also, it is easy to see that minimizing f corresponds to
computing the minimum weighted s-t cut in G.
Now let A be a k-adaptive algorithm for minimizing f . We turn A into a protocol for HPC3k
with strictly smaller than 3k phases. We first argue that any query asked by A can be answered
by the players in HPC3k using O(logM) communication. Indeed, if A asks for a query S, then
each player needs to look at her input and determine the weights of the edges crossing the cut
{s} ∪ S, and communicate it to other players with O(logM) bits of communication. The players
can on their own also add the weights of the input-independent edges and hence each player knows
the answer to f(S). Using this, the players can simulate running A on f and by Lemma 6.1 solve
HPC3k using O(Q · logM) communication where Q denotes the query complexity of A (the players
use public randomness to simulate randomness of A). Moreover, each round of adaptive queries
translates into at most two phases in the protocol. As such, the protocol has < 3k phases and
hence by Theorem 5, we have that
Q · logM = Ω(n
2
k2
) =⇒ Q = Ω( N
2
k5 · log n),
finalizing the proof.
We conclude with the following immediate corollary of Theorem 8.
Corollary 9. For any constant δ ∈ (0, 1), there exists an ε := ε(δ) in (0, 1) such that any algorithm
for submodular function minimization on a universe of size N with query complexity N2−δ requires
at least N ε rounds of adaptive queries to succeed with constant probability.
The proof of this corollary is by simply setting ε := δ/6, and then applying Theorem 8 with
k = N ε to obtain the desired bounds.
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A Further Related Work
Understanding space/pass tradeoffs for streaming algorithms dates all the way back to the early
results on median-finding [103] more than four decades ago and has remained a focus of attention
since; we refer the interested reader to [37,38,65,66] and references therein.
A closely related line of work to graph streaming algorithms that have received a significant
attention in recent years is on streaming algorithms for submodular optimization and in particular
set cover and maximum coverage [9, 11, 12, 26, 39, 41, 50, 54, 71, 88, 101, 110]. Particularly relevant
to our work, [41] uses a reduction from the multi-party tree pointer chasing problem [38] to prove
an Ω( lognlog logn) pass lower bound for approximating set cover with m sets and n elements using
O(n · poly {log n, logm}) space (this can also be interpreted as a lower bound for the edge-cover
problem on hyper-graphs with n vertices and m hyper-edges in the graph streaming model). For
the set cover problem, a lower bound of Ω(m·n
1/α
p ) space for p-pass streaming α-approximation
algorithms is established in [9] using a reduction from the set disjointness problem (this can also
be interpreted as a lower bound for the dominating set problem on graphs with n = m vertices in
the graph streaming model).
Similar-in-spirit round/communication tradeoffs for distributed computation of many graph
and related problems have also been studied in the literature [7, 8, 11,32,34,51]. For example, [34]
proves an Ω( lognlog logn) round lower bound for protocols with low communication that can approximate
matchings in a communication model in which players correspond to vertices of an n-vertex graph.
Similarly, [11] proves an Ω( lognlog logn) round lower bound for constrained submodular maximization
in a communication model where n elements of a universe are partitioned between the players.
Adaptivity lower bounds for submodular optimization [16–21, 55–58] is another topic related
to our work. For example, [21] proves that Ω( lognlog logn) rounds of adaptivity are necessary for con-
strained submodular maximization with polynomial query complexity. Additionally, [20] proved
that no non-adaptive algorithm can obtain a better than 1/2 approximation to submodular min-
imization with polynomially many queries. Finally, if one goes (way) beyond submodular opti-
mization and considers minimizing a non-smooth convex function, then an Ω˜(n1/3) lower bound on
rounds of adaptivity is known for any algorithm that makes polynomially many queries [22,104].
The appearance of the same logarithmic term in these lower bounds is not merely a coincidence.
The core idea behind all these results (with the exception of [34]) is a round-elimination type
argument (see, e.g. [102]) that is a reminiscent of the lower bounds for the tree pointer chasing
problem [38] (see [7, 11] and [20] for the details on, respectively, the communication lower bounds
and the adaptivity lower bounds). As such, these results also inherit the shortcoming of the tree
pointer chasing problem in having an exponential dependence on number of rounds, leading to at
most logarithmic bound in the round/adaptivity lower bound.
However, we shall also emphasize that most lower bounds mentioned above hold even for “sim-
pler” variants of the problem, say by allowing approximation and/or considering simpler constraints
such as cardinality constraint for submodular maximization. For these simpler variants, these
bounds are essentially tight as there do exist approximation algorithms with round/adaptivity
complexity that almost match these bounds. Nevertheless, once we consider “harder” variants of
these problems, say, by switching to the exact solution in case of maximum matching or more
general constraints such as p-systems in submodular maximization, no such efficient algorithms are
known. At the same time, no better lower bounds are also known for these harder variants (see,
e.g. [51] that posed the question of round/communication tradeoffs for finding perfect matchings
in the communication model). We hope that our approach in this paper can also pave the path for
obtaining stronger lower bounds in these settings.
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B Background and Preliminaries
We use the following basic inequality in our proofs.
Proposition B.1. For any two lists of numbers a1 ≤ a2 ≤ · · · ≤ an and b1 ≥ b2 ≥ · · · ≥ bn,∑n
i=1 aibi ≤ 1n
∑n
i=1 ai ·
∑n
i=1 bi.
Proof. The rearrangement inequality [72] states that for any list of numbers x1 ≤ · · · ≤ xn and
y1 ≤ · · · ≤ yn and any permutation σ of [n],
x1 · yn + · · ·+ xn · y1 ≤ x1 · yσ(1) + · · ·+ xn · yσ(n) ≤ x1 · y1 + · · ·+ xn · yn.
By rearrangement inequality, for any 0 ≤ j < n,
n∑
i=1
aibi ≤
n∑
i=1
aibi+j,
where, with a slight abuse of notation, we use bi+j for i+ j > n to denote bi+j−n. As such,
n∑
i=1
aibi ≤ 1
n
n−1∑
j=0
n∑
i=1
aibi+j =
1
n
n∑
i=1
(ai
n−1∑
j=0
bi+j) =
1
n
n∑
i=1
ai ·
n∑
i=1
bi
B.1 Background on Information Theory
We briefly introduce some definitions and facts from information theory that are needed. We refer
the interested reader to [48] for an excellent introduction to this field.
For a random variable A, we use supp(A) to denote the support of A and dist(A) to denote
its distribution. When it is clear from the context, we may abuse the notation and use A directly
instead of dist(A), for example, write A ∼ A to mean A ∼ dist(A), i.e., A is sampled from the
distribution of random variable A. We denote the Shannon Entropy of a random variable A by
H(A), which is defined as:
H(A) :=
∑
A∈supp(A)
Pr (A = A) · log (1/Pr (A = A)) (13)
The conditional entropy of A conditioned on B is denoted by H(A | B) and defined as:
H(A | B) := E
B∼B
[H(A | B = B)] , (14)
where H(A | B = B) is defined in a standard way by using the distribution of A conditioned on the
event B = B in Eq (13). The mutual information of two random variables A and B is denoted by
I(A ;B) and is defined as:
I(A ;B) := H(A)−H(A | B) = H(B)−H(B | A) = I(B ;A). (15)
The conditional mutual information I(A ;B | C) is H(A | C)−H(A | B,C) and hence by linearity of
expectation:
I(A ;B | C) = E
C∼C
[I(A ;B | C = C)] . (16)
When it may lead to confusion, we use the subscript D in HD and ID to mean that the random
variables in these terms are distributed according to the distribution D.
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B.1.1 Useful Properties of Entropy and Mutual Information
We shall use the following basic properties of entropy and mutual information throughout.
Fact B.2 (cf. [48]; Chapter 2). Let A, B, C, and D be four (possibly correlated) random variables.
1. 0 ≤ H(A) ≤ log |supp(A)|. The right equality holds iff dist(A) is uniform.
2. I(A ;B) ≥ 0. The equality holds iff A and B are independent.
3. Conditioning on a random variable can only reduce the entropy: H(A | B,C) ≤ H(A | B).
The equality holds iff A ⊥ C | B.
4. Subadditivity of entropy: H(A,B | C) ≤ H(A | C) +H(B | C).
5. Chain rule for entropy: H(A,B | C) = H(A | C) +H(B | C,A).
6. Chain rule for mutual information: I(A,B ;C | D) = I(A ;C | D) + I(B ;C | A,D).
We also use the following two standard propositions regarding the effect of conditioning on mutual
information.
Proposition B.3. For random variables A,B,C,D, if A ⊥ D | C, then,
I(A ;B | C) ≤ I(A ;B | C,D).
Proof. Since A and D are independent conditioned on C, by Fact B.2-(3), H(A | C) = H(A | C,D)
and H(A | C,B) ≥ H(A | C,B,D). We have,
I(A ;B | C) = H(A | C)−H(A | C,B) = H(A | C,D)−H(A | C,B)
≤ H(A | C,D)−H(A | C,B,D) = I(A ;B | C,D).
Proposition B.4. For random variables A,B,C,D, if A ⊥ D | B,C, then,
I(A ;B | C) ≥ I(A ;B | C,D).
Proof. Since A ⊥ D | B,C, by Fact B.2-(3), H(A | B,C) = H(A | B,C,D). Moreover, since
conditioning can only reduce the entropy (again by Fact B.2-(3)),
I(A ;B | C) = H(A | C)−H(A | B,C) ≥ H(A | D,C)−H(A | B,C)
= H(A | D,C)−H(A | B,C,D) = I(A ;B | C,D).
Finally, we also use the following simple inequality that states that conditioning on a random
variable can only increase the mutual information by the entropy of the conditioned variable.
Proposition B.5. For random variables A,B and C, I(A ;B | C) ≤ I(A ;B) +H(C).
Proof. By chain rule for mutual information (Fact B.2-(6)), we can write:
I(A ;B | C) = I(A ;B,C)− I(A ;C) = I(A ;B) + I(A ;C | B)− I(A ;C)
≤ I(A ;B) +H(C | B) ≤ I(A ;B) +H(C),
where the first two equalities are by chain rule (Fact B.2-(6)), the second inequality is by definition
of mutual information and its positivity (Fact B.2-(2)), and the last one is because conditioning
can only reduce the entropy (Fact B.2-(3)).
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B.1.2 Measures of Distance Between Distributions
We shall make use of several measures of distance (or divergence) between distributions in our
proofs. We define these measures here and present their main properties that we use in this paper.
KL-divergence. For two distributions µ and ν, the Kullback-Leibler divergence between µ and
ν is denoted by D(µ || ν) and defined as:
D(µ || ν) := E
a∼µ
[
log
Prµ(a)
Prν(a)
]
. (17)
We have the following relation between mutual information and KL-divergence.
Fact B.6. For random variables A,B,C,
I(A ;B | C) = E
(b,c)∼(B,C)
[
D(dist(A | C = c) || dist(A | B = b,C = c))
]
.
Total variation distance. We denote the total variation distance between two distributions µ
and ν on the same support Ω by ∆TV(µ, ν), defined as:
∆TV(µ, ν) := max
Ω′⊆Ω
(
µ(Ω′)− ν(Ω′)) = 1
2
·
∑
x∈Ω
|µ(x)− ν(x)| . (18)
We use the following basic properties of total variation distance.
Fact B.7. Suppose µ and ν are two distributions for E, then, Prµ(E) ≤ Prν(E) + ∆TV(µ, ν).
The following Pinskers’ inequality bounds the total variation distance between two distributions
based on their KL-divergence,
Fact B.8 (Pinsker’s inequality). For any distributions µ and ν, ∆TV(µ, ν) ≤
√
1
2 · D(µ || ν).
Hellinger distance. For two distributions µ and ν, the Hellinger distance between µ and ν is
denoted by h(µ, ν) and is defined as:
h(µ, ν) :=
√
1
2
∑
x∈Ω
(
√
µ(x)−
√
ν(x))2 =
√
1−
∑
x∈Ω
√
µ(x)ν(x). (19)
The following inequalities relate Hellinger distance and total variation distance (the proof follows
from Cauchy-Schwartz).
Fact B.9. For any distributions µ and ν, h2(µ, ν) ≤ ∆TV(µ, ν) ≤
√
2 · h(µ, ν).
One can also relate Hellinger distance to the KL-divergence as follows.
Fact B.10 (cf. [93]). For any distributions µ and ν, h2(µ, ν) ≤ 12 ·
(
D(µ || µ+ν2 ) + D(ν || µ+ν2 )
)
.
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B.2 Background on Communication and Information Complexity
Communication complexity. We briefly review the standard definitions of the two-party com-
munication model of Yao [116]. See the text by Kushilevitz and Nisan [89] for an extensive overview
of communication complexity. In Section 5, we also use a standard generalization of this model to
allow for more than two players, but we defer the necessary definitions to that section.
Let P : X × Y → Z be a relation. Alice receives an input X ∈ X and Bob receives Y ∈ Y,
where (X,Y ) are chosen from a joint distribution D over X ×Y. We allow players to have access to
both public and private randomness. They communicate with each other by exchanging messages
such that each message depends only on the private input and random bits of the player sending
the message, and the already communicated messages plus the public randomness. At the end, one
of the players need to output an answer Z such that Z ∈ P (X,Y ).
We use π to denote a protocol used by the players. We always assume that the protocol π
can be randomized (using both public and private randomness), even against a prior distribution
D of inputs. For any 0 < δ < 1, we say π is a δ-error protocol for P over a distribution D, if
the probability that for an input (X,Y ), π outputs some Z where Z /∈ P (X,Y ) is at most δ (the
probability is taken over the randomness of both the distribution and the protocol).
Definition 2 (Communication cost). The communication cost of a protocol π on an input distri-
bution D, denoted by CCD(π), is the worst-case bit-length of the transcript communicated between
Alice and Bob in the protocol π, when the inputs are chosen from D.
Communication complexity of a problem P is defined as the minimum communication cost of
a protocol π that solves P on every distribution D with probability at least 2/3.
Information complexity. There are several possible definitions of information cost of a commu-
nication prtocol that have been considered depending on the application (see, e.g., [23,25,30,35,40]).
We use the notion of internal information cost [25] that measures the average amount of information
each player learns about the input of the other player by observing the transcript of the protocol.
Definition 3 (Information cost). Consider an input distribution D and a protocol π. Let (X,Y) ∼ D
denote the random variables for the input of Alice and Bob and Π be the the random variable for
the transcript of the protocol concatenated with the public randomness R used by π. The (internal)
information cost of π with respect to D is ICD(π) := ID(Π ;X | Y) + ID(Π ;Y | X).
One can also define information complexity of a problem P similar to communication complexity
with respect to the information cost. However, we avoid presenting this definition formally due
to some subtle technical issues that need to be addressed which lead to multiple different but
similar-in-spirit definitions. As such, we state our results directly in terms of information cost.
Note that any public coin protocol is a distribution over private coins protocols, run by first
using public randomness to sample a random string R = R and then running the corresponding
private coin protocol πR. We also use ΠR to denote the transcript of the protocol πR. We have the
following standard proposition.
Proposition B.11. For any distribution D and any protocol π with public randomness R,
ICD(π) = ID(Π ;X | Y,R) + ID(Π ;Y | X,R) = E
R∼R
[
ICD(π
R)
]
.
Proof. By definition of internal information cost,
ICD(π) = ID(Π ;X | Y) + ID(Π ;Y | X) = I(Π,R ;X | Y) + I(Π,R ;Y | X)
(Π denotes the transcript and the public randomness)
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= I(R ;X | Y) + I(Π ;X | Y,R) + I(R ;Y | X) + I(Π ;Y | X,R)
(chain rule of mutual information, Fact B.2-(6))
= I(Π ;X | Y,R) + I(Π ;Y | X,R)
(I(R ;X | Y) = I(R ;Y | X) = 0 since R ⊥ X,Y and Fact B.2-(2))
= E
R∼R
[I(Π ;X | Y,R = R) + I(Π ;Y | X,R = R)] = E
R∼R
[
ICD(π
R)
]
,
concluding the proof.
The following well-known proposition relates communication cost and information cost.
Proposition B.12 (cf. [35]). For any distribution D and any protocol π: ICD(π) ≤ CCD(π).
Proof. Let us assume first that π only uses private randomness and thus Π only contain the tran-
script. For any b ∈ [CCD(π)], we define Πb to be the b-th bit of the transcript. We have,
ICD(π) = I(Π ;X | Y) + I(Π ;Y | X)
=
CCD(π)∑
b=1
I(Πb ;X | Π<b,Y) + I(Πb ;Y | Π<b,X)
(by chain rule of mutual information in Fact B.2-(6))
=
CCD(π)∑
b=1
E
Π<b
[
I(Πb ;X | Π<b = Π<b,Y) + I(Πb ;Y | Π<b = Π<b,X)
]
.
Consider each term in the RHS above. By conditioning on Π<b, the player that transmit Πb would
become fix. If this player is Alice, then I(Πb ;Y | Π<b = Π<b,X) = 0, because Πb is only a function
of (Π<b,X) in this case; similarly, if this player is Bob, then I(Πb ;X | Π<b = Π<b,Y) = 0. Moreover,
I(Πb ;X | Π<b = Π<b,Y) ≤ H(Πb) ≤ 1 and similarly I(Πb ;Y | Π<b = Π<b,X) ≤ 1. As such, the
above term can be upper bounded by CCD(π). To finalize the proof, note that by Proposition B.11,
for any public-coin protocol π, ICD(π) = ER∼R
[
ICD(π
R)
] ≤ ER∼R [CCD(πR)] ≤ CCD(π), where the
first inequality is by the first part of the argument.
Proposition B.12 provides a convinent way of proving communication complexity lower bounds
by lower bounding information cost of any protocol.
Rectangle Property of Communication Protocols
We conclude this section by mentioning some basic properties of communication protocols. For any
protocol π and inputs x ∈ X and y ∈ Y, we define Πx,y as the transcript of the protocol conditioned
on the input x to Alice and input y to Bob. Note that for randomized protocols, Πx,y is a random
variable which we denote by Πx,y.
The following is referred to as the rectangle property of deterministic protocols.
Fact B.13 (Rectangle property). For any deterministic protocol π and inputs x, x′ ∈ X to Alice
and y, y′ ∈ Y to Bob, if Πx,y = Πx′,y′ , then Πx,y′ = Πx′,y.
Fact B.13 implies that the set of inputs consistent with any transcript Πx,y of a deterministic pro-
tocol forms a combinatorial rectangle. One can also extend the rectangle property of deterministic
protocols to randomized protocols using the following fact.
Fact B.14 (Cut-and-paste property; cf. [23]). For any randomized protocol π and inputs x, x′ ∈ X
to Alice and y, y′ ∈ Y to Bob, h(Πx,y,Πx′,y′) = h(Πx,y′ ,Πx′,y).
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C Communication Phases in HPC
An important notion in computing HPC is a communication phase defined as follows: Let π be
any protocol for HPC. We partition the communication steps of π into multiple phases starting
from phase one. In an odd phase in π, the players PC and PD can communicate back and forth
with each other (without restriction on the number of rounds of interaction), but once one of them
sends a single message (possibly more than one bit) to either PA or PB this phase is concluded. In
an even phase of π, PA and PB are allowed to communicate back and forth and then again once
one of them sends a single message to either PC or PD this phase is concluded. One can always
uniquely partition the communication steps of any protocol into multiple phases. We refer to a
protocol π as a k-phase protocol iff its communication steps consists of k phases. See Figure 7 for
an illustration.
PA PB
PC PD
(a) In phase one, PC and
PD communicate back
and forth.
PA PB
PC PD
(b) Phase one ends
when PC or PD sends a
message to PA or PB.
PA PB
PC PD
(c) In phase two, PA
and PB communicate
back and forth with
each other.
PA PB
PC PD
(d) Phase two ends
when PA or PB sends a
message to PC or PD.
Figure 7: Illustration of a two-phase communication protocol for the HPC problem.
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D A Schematic Organization of Proof of Lemma 4.7
We have
Π[10, 10]
Π[11, 10]
Π[10, 11]
Π[11, 11]
Π[01, 01]
Π[01, 11]
Π[11, 01]
target element = 1 target element = 2
(1
)
(1)
(1)
(1
)
(2
) (2)
(3
) (3)
(4)
Figure 8: Organization of the proof of Lemma 4.7. Each box denotes the transcript of the protocol
for a specific input to players. The boxes in the left are for inputs with target element k = 1, while
the ones on the right are for k = 2. The middle box is the transcript obtained by running the
protocol on [11, 11] which is not a valid input to Pair-Int. The strategy in the proof is to show that
distribution of all these transcript are close to each other. Each edge between two boxes shows the
step for establishing the distance between the distribution of the transcripts on its endpoints. The
steps are as follows:
1 Step (1): Follows from the contradicting assumption on the information revealed by
the protocol (in Claim 4.10 and Claim 4.11).
1 Step (2): Follows from the triangle inequality between the distances (in Claim 4.12).
1 Step (3): Follows from the cut-and-paste property (Fact B.14), applied to the two left
most boxes and the two right most ones, respectively.
1 Step (4): Follows from the cut-and-paste property (Fact B.14), applied to the two left
most boxes and the two right most ones, respectively (in Claim 4.12).
The proof then is finalized by applying the triangle inequality to all pairs of boxes with no
edge in the figure (in Claim 4.13). At this point, we obtain that the transcript of the protocol
is essentially distributed the same regardless of the input, hence the protocol cannot possibly
distinguish between the cases when target element is 1 versus the ones when it is 2 with a
non-negligible advantage over random guessing.
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