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Abstract
We study the volume growth of hyperka¨hler manifolds of type A∞ constructed
by Anderson-Kronheimer-LeBrun [1] and Goto [10]. These are noncompact com-
plete 4-dimensional hyperka¨hler manifolds of infinite topological type. These man-
ifolds have the same topology but the hyperka¨hler metrics are depends on the
choice of parameters. By taking a certain parameter, we show that there exists a
hyperka¨hler manifold of type A∞ whose volume growth is rα for each 3 < α < 4.
1 Introduction
A hyperka¨hler manifold is, by definition, a Riemannian manifold (X, g) of
real dimension 4n equipped with three complex structures I1, I2, I3 satisfying
the quaternionic relations I21 = I
2
2 = I
2
3 = I1I2I3 = −id with respect to all of
which the metric g is Ka¨hlerian. Then the holonomy group of g is a subgroup
of Sp(n) and g is Ricci-flat.
In this paper we focus on the volume growth of hyperka¨hler metrics. The
notion of the volume growth are considered for a Riemannian manifold (X, g).
We denote by Vg(p0, r) the volume of the ball Bg(p0, r) ⊂ X of radius r
centered at p0 ∈ X . Then we say that the volume growth of g is f(r) if the
condition
0 < lim inf
r→+∞
Vg(p0, r)
f(r)
≤ lim sup
r→+∞
Vg(p0, r)
f(r)
< +∞.
holds for some p0 ∈ X . From Bishop-Gromov comparison theorem [6][12],
the above condition is independent of p0 ∈ X if g has the nonnegative Ricci
1
curvature.
For instance, the volume growth of Euclidean space R4 is r4 and the volume
growth of R3 × S1 with the flat metric is r3. These are trivial examples
and there are also nontrivial examples such as ALE hyperka¨hler metrics
constructed in [8][9][15] whose volume growth is r4, and multi-Taub-NUT
metrics [13][16][18] whose volume growth is r3.
Thus there are several examples of complete hyperka¨hler manifolds whose
volume growth is rk for positive integers k. On the other hand, there exist
complete Ricci-flat Ka¨hler manifolds of complex dimension n whose volume
growth are r(2n)/(n+1) [2][3][19].
In this paper we will show that there is a family of complete hyperka¨hler
manifolds of real dimension 4 whose volume growth is less than r4 and more
than r3.
Anderson, Kronheimer and LeBrun constructed the hyperka¨hler manifolds
of type A∞ by Gibbons Hawking ansatz in [1], which are 4-dimensional non-
compact complete hyperka¨hler manifolds of infinite topological type. Here
infinite topological type means that the homology groups are infinitely gen-
erated. The same metrics were constructed by hyperka¨hler quotinet method
due to Goto in [10]. Each of the metrics in [1] is constructed from an element
of
(ImH)Z0 := {λ = (λn)n∈Z ∈ (ImH)Z;
∑
n∈Z
1
1 + |λn| < +∞},
where H is the quaternions and ImH the 3-dimensional subspace formed by
the purely imaginary quaternions. We denote by (Xλ, gλ) the hyperka¨hler
metric of type A∞ constructed from λ = (λn)n∈Z ∈ (ImH)Z0 . The purpose of
this paper is studying the asymptotic behavior of Vgλ(p0, r) for some p0 ∈ Xλ,
and observe how the volume growth of gλ depends on the choice of λ. The
main result is described as follows.
Theorem 1.1. For each λ ∈ (ImH)Z0 and p0 ∈ Xλ, the function Vgλ(p0, r)
satisfies
0 < lim inf
r→+∞
Vgλ(p0, r)
r2τ−1λ (r
2)
≤ lim sup
r→+∞
Vgλ(p0, r)
r2τ−1λ (r
2)
< +∞,
where the fuction τλ : R≥0 → R≥0 is defined by
τλ(R) :=
∑
n∈Z
R2
R + |λn|
for R ≥ 0.
2
Applying Theorem 1.1 to some λ ∈ (ImH)Z0 , we can find hyperka¨ler man-
ifolds whose volume growth is given as follows.
Theorem 1.2. (1) There is a hyperka¨hler manifold (Xλ, gλ) for each 3 <
α < 4 which satisfies
0 < lim inf
r→+∞
Vgλ(p0, r)
rα
≤ lim sup
r→+∞
Vgλ(p0, r)
rα
< +∞.
(2) There is a hyperka¨hler manifold (Xλ, gλ) which satisfies
lim
r→+∞
Vgλ(r)
r4
= 0, lim
r→+∞
Vgλ(r)
rα
= +∞
for any α < 4.
Next we denote by g
(s)
λ the Taub-NUT deformation of gλ where s > 0 is
the parameter of deformations. Then the volume growth of g
(s)
λ is given by
the following.
Theorem 1.3. Let λ ∈ (ImH)Z0 and s > 0. Then the volume growth of
hyperka¨hler metric g
(s)
λ satisfies
lim
r→+∞
V
g
(s)
λ
(r)
r3
=
8π2
3
√
s
.
In Section 2, we review the construction and the basic properties of hy-
perka¨hler manifolds of type A∞. Although there are two constructions by
Gibbons-Hawking ansatz and hyperka¨hler quotient method, we adopt the
latter way according to [10] since the argument in Section 3 is due to Goto’s
construction. Then we obtain the hyperka¨hler manifold (Xλ, gλ) as a hy-
perka¨hler quotient, and there are an S1-action on Xλ preserving the hy-
perka¨hler structure and the hyperka¨hler moment map µλ : Xλ → ImH.
For the proof of Theorem 1.1, we need upper and lower bounds for the func-
tion Vgλ(p0, r), which are discussed in Sections 3 and 4, respectively. In
Section 3 the upper bound for Vgλ(p0, r) will be obtained as follows. We fix
p0 ∈ Xλ to be µλ(p0) = 0 ∈ ImH. Then we obtain two inequalities
volgλ(µ
−1
λ (BR)) ≤ P+R2ϕλ(R),
dgλ(p0, p)
2 ≥ Q−|µλ(p)| · ϕλ(|µλ(p)|),
for each p ∈ Xλ, where volgλ is the Riemannian measure, dgλ is the Rieman-
nian distance, BR := {ζ ∈ ImH; |ζ | < R}, and P+, Q− are positive constants.
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The former inequality is obtained from the hyperka¨hler construction, and the
latter one is obtained from Gibbons Hawking ansatz. By combining these
inequalities we have the upper bound for Vgλ(p0, r).
Next we discuss the lower bound for Vgλ(p0, r) in Section 4. If we try to
bound the function Vgλ(p0, r) from below in a similar method as in Section
3, then we need to show the inequality
dgλ(p0, p)
2 ≤ Q+|µλ(p)| · ϕλ(|µλ(p)|),
which seems to be hard to show for any p ∈ Xλ. But it does not mean that
the author can give a counterexample to the inequality. In Section 4, we take
an open subset of Bgλ(p0, r) which consists of points p ∈ Bgλ(p0, r) satisfying
the inequality dgλ(p0, p)
2 ≤ Q+|µλ(p)| ·ϕλ(|µλ(p)|), and compute the volume
of the subset, which is the lower bound for Vgλ(p0, r).
From two types of estimates obtained in Sections 3 and 4, we prove Theorem
1.1 in Section 5.
We compute the volume growth of some examples concretely in Section 6,
and obtain Theorem 1.2. Section 7 is devoted to studying the volume growth
of the Taub-NUT deformations of (Xλ, gλ).
Acknowledgment. The author would like to thank Professor Hiroshi Konno
for several advice on this paper. The author was supported by Grant-in-Aid
for JSPS Fellows (20 · 7215).
2 Hyperka¨hler manifolds of type A∞
In this section, we review the construction of hyperka¨hler manifolds of
type A∞ according to [10]. Although they can be constructed by Gibbons-
Hawking ansatz [1], we need hyperka¨hler quotient construction in [10] for
arguments in Section 3. Before the construction, we start with some basic
definitions.
Definition 2.1. Let (X, g) be a Riemannian manifold of dimension 4n and
I1, I2, I3 be complex structures onX compatible with g. Then (X, g, I1, I2, I3)
is a hyperka¨hler manifold if (I1, I2, I3) satisfies the quaternionic relations
I21 = I
2
2 = I
2
3 = I1I2I3 = −id and each ωi := g(Ii·, ·) is closed for i = 1, 2, 3.
Let H = R ⊕ Ri ⊕ Rj ⊕ Rk = C ⊕ Cj be the quaternions and ImH =
Ri ⊕ Rj ⊕ Rk the 3-dimensional subspace formed by the purely imaginary
quaternions. We can combine three fundamental 2-forms into a single ImH-
valued 2-form ω := ω1i + ω2j + ω3k. Then it turns out that three complex
4
structures and the metric are determined by the 2-form ω. Hence we call ω
the hyperka¨hler structure on X instead of (g, I1, I2, I3).
Let G be a Lie group acting on a manifold X . Then each element ξ of
the Lie algebra of G generates a vector field ξ∗ ∈ X (X) defined by ξ∗x :=
d
dt
|t=0x exp(tξ) ∈ TxX for x ∈ X .
Definition 2.2. Suppose that the n-dimensional torus T n with Lie algebra tn
acts smoothly on a hyperka¨hler manifold (X,ω) preserving the hyperka¨hler
structure ω. Then the hyperka¨hler moment map µ : X → ImH ⊗ (tn)∗ for
the action of T n on X is defined by two properties (i) µ is T n-invariant,
(ii) 〈dµx(V ), ξ〉 = ω(ξ∗x, Vx) ∈ ImH for all x ∈ X and V ∈ TxX . Here
〈, 〉 : ImH ⊗ (tn)∗ ⊗ tn → ImH is the natural pairing induced from the
contraction.
Next we review the construction of hyperka¨hler manifolds of type A∞.
Let SZ be the set of maps from the integers Z to a set S. Then each x ∈ SZ
is expressed in the sequence x = (xn)n∈Z where xn ∈ S. Then we define a
Hilbert space M in the infinite sequences of the quaternions by
M := {v ∈ HZ; ‖v‖2M < +∞},
where the Hilbert metric is given by
〈u, v〉M :=
∑
n∈Z
unv¯n, ‖v‖2M := 〈v, v〉M
for u, v ∈ HZ.
Put HZ0 := {Λ ∈ HZ;
∑
n∈Z(1 + |Λn|2)−1 < +∞}. Then for each Λ ∈ HZ0 , we
have the following Hilbert manifolds
MΛ := Λ +M = {Λ + v; v ∈M},
UΛ := {g = (gn)n∈Z ∈ (S1)Z; ‖1Z − g‖2Λ < +∞},
uΛ := {ξ = (ξn)n∈Z ∈ RZ; ‖ξ‖2Λ < +∞},
GΛ := {g = (gn)n∈Z ∈ UΛ;
∏
n∈Z
gn = 1},
gΛ := {ξ = (ξn)n∈Z ∈ uΛ;
∑
n∈Z
ξn = 0},
where
〈ξ, η〉Λ :=
∑
n∈Z
(1 + |Λn|2)ξnη¯n, ‖ξ‖2Λ := 〈ξ, ξ〉Λ
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for ξ, η ∈ CZ. Here, 1Z ∈ (S1)Z is the constant map (1Z)n := 1. The
convergence of
∏
n∈Z gn and
∑
n∈Z ξn follows from the condition
∑
n∈Z(1 +
‖Λn‖2)−1 < +∞. Then GΛ is a Hilbert Lie group whose Lie algebra is gΛ.
We can define a right action of GΛ on MΛ by xg := (xngn)n∈Z for x ∈ MΛ,
g ∈ GΛ. Here the product of xn and gn is given by regarding S1 as the subset
of H by the natural injections S1 ⊂ C ⊂ H.
Since M is a left H-module defined by hv := (hvn)n∈Z for v ∈ M and h ∈
H, M has a hyperka¨hler structure given by the left multiplication of i, j, k
and inner product 〈, 〉M on M . We denote by I1, I2, I3 ∈ End(M) complex
structures induced by the left multiplication by i, j, k, respectively. Thus
MΛ is an infinite dimensional hyperka¨hler manifold and the action of GΛ on
MΛ preserves the hyperka¨hler structure. Then we define a map µˆΛ : MΛ →
ImH⊗ g∗Λ by
〈µˆΛ(x), ξ〉 :=
∑
n∈Z
(xnix¯n − ΛniΛ¯n)ξn ∈ ImH
for x ∈ MΛ, ξ ∈ gΛ. This µˆΛ is the hyperka¨hler moment map for the action
of infinite dimensional torus GΛ on MΛ.
Since µˆΛ is GΛ-invariant, then GΛ acts on the inverse image µˆ
−1
Λ (0). Hence we
obtain the quotient space µˆ−1Λ (0)/GΛ which is called hyperka¨hler quotient. In
general, there is no guarantee that µˆ−1Λ (0)/GΛ is a smooth manifold for every
Λ ∈ HZ0 . For the smoothness of µˆ−1Λ (0)/GΛ we need the following condition.
Definition 2.3. An element Λ ∈ HZ0 is generic if ΛniΛ¯n−ΛmiΛ¯m 6= 0 for all
distinct n,m ∈ Z.
Proposition 2.4. For a generic Λ ∈ HZ0 , the Lie group GΛ acts freely on
µˆ−1Λ (0).
Proof. Let el ∈ gΛ be defined by el := (el,n)n∈Z, where
el,n =
{
1 (n = l),
0 (n 6= l).
Since gΛ is generated by elements el − em, then x ∈ MΛ satisfies µˆΛ(x) = 0
if and only if 〈µˆΛ(x), el − em〉 = 0 for all l, m ∈ Z. Hence the value of
xnix¯n − ΛniΛ¯n is independent of n ∈ Z for x ∈ µˆ−1Λ (0).
Assume that there is a pair of x ∈ µˆ−1Λ (0) and g ∈ GΛ satisfies xg = x. If
xn 6= 0 for any n ∈ Z, then g = 1. Therefore we may assume xs = 0 for some
s ∈ Z. Then we have xnix¯n − ΛniΛ¯n = −ΛsiΛ¯s for all n ∈ Z, which implies
xnix¯n = ΛniΛ¯n − ΛsiΛ¯s 6= 0
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for n 6= s. Since xn = 0 if and only if xnix¯n = 0, we have xn 6= 0 if n 6= s.
Thus we have shown gn = 1 if n 6= s, and also gs should be 1 from the
condition
∏
n∈Z gn = 1.
Theorem 2.5 ([10]). If Λ ∈ HZ0 is generic, then µˆ−1Λ (0)/GΛ is a smooth
manifold of dimension 4, and the hyperka¨hler structure on MΛ induces a
hyperka¨hler structure ωˆΛ on µˆ
−1
Λ (0)/GΛ.
Remark 2.1. In [10], the above theorem is proved in the case of
Λn =
{
ni (n ≥ 0),
nk (n < 0).
But it is easy to show the theorem for the case of any generic Λ ∈ HZ0 .
Take Λ ∈ HZ0 and (eiθn)n∈Z ∈ (S1)Z and put Λ′ = (Λneiθn)n∈Z. Then there
is a canonical isomorphism of hyperka¨hler structure between µˆ−1Λ (0)/GΛ and
µˆ−1Λ′ (0)/GΛ′ as follows. Define a map Fˆ : µˆ
−1
Λ (0)→ µˆ−1Λ′ (0) by
Fˆ ((xn)n∈Z) := (xneiθn)n∈Z.
Since Fˆ is equivariant with respect to GΛ and GΛ′-actions, we obtain F :
µˆ−1Λ (0)/GΛ → µˆ−1Λ′ (0)/GΛ′, which preserves hyperka¨hler structures ωˆΛ and
ωˆΛ′ . In this case we have ΛniΛ¯n = Λ
′
niΛ¯
′
n for all n ∈ Z. Converesely, if we take
Λ,Λ′ ∈ HZ0 to be (ΛniΛ¯n)n∈Z = (Λ′niΛ¯′n)n∈Z, then there is (eiθn)n∈Z ∈ (S1)Z
such that Λ′n = Λne
iθn. Thus µˆ−1Λ (0)/GΛ and µˆ
−1
Λ′ (0)/GΛ′ are isomorphic as
hyperka¨hler manifolds if (ΛniΛ¯n)n∈Z = (Λ′niΛ¯
′
n)n∈Z. Therefore we may put
(Xλ, ωλ) := (µˆ
−1
Λ (0)/GΛ, ωˆΛ) for
λ ∈ (ImH)Z0 := {(ΛniΛ¯n)n∈Z ∈ (ImH)Z; Λ ∈ HZ0}
= {λ ∈ (ImH)Z;
∑
n∈Z
1
1 + |λn| < +∞}
and Λ ∈ νˆ−1(λ). Then the condition for Xλ to be smooth is written as
follows.
Definition 2.6. An element λ ∈ (ImH)Z0 is generic if λn − λm 6= 0 for all
distinct n,m ∈ Z.
Then Theorem 2.5 implies that (Xλ, ωλ) is a smooth hyperka¨hler manifold
for each generic λ ∈ (ImH)Z0 .
We denote by gλ the hyperka¨hler metric induced from ωλ.
Theorem 2.7 ([10]). Let (Xλ, gλ) be as above. Then the Riemannian metric
gλ is complete.
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We denote by [x] ∈ µˆ−1Λ (0)/GΛ the equivalence class represented by x ∈
µˆ−1Λ (0). Then by putting
[x]g := [(· · · , x−1, x0g, x1, · · · , xn, · · ·)]
for x = (xn)n∈Z = (· · · , x−1, x0, x1, · · · , xn, · · ·) ∈ µˆ−1Λ (0) and g ∈ S1, we have
the action of S1 on Xλ. Then the hyperka¨hler moment map µλ : Xλ →
ImH = R3 is given by
µλ([x]) := x0ix¯0 − λ0 ∈ ImH.
Since x ∈ µˆ−1Λ (0), we have x0ix¯0 − λ0 = xnix¯n − λn, where we identify (t1)∗
with R by taking a generator of t1.
If we put Stab([x]) := {g ∈ S1; [x]g = [x]} for [x] ∈ Xλ, then it is obvi-
ous that Stab([x]) = {1} if and only if xn 6= 0 for any n ∈ Z, otherwise
Stab([x]) = S1. Hence we have a principal S1-bundle µλ|X∗
λ
: X∗λ → Yλ where
X∗λ := {[x] ∈ Xλ; xn 6= 0 for all n ∈ Z},
Yλ := ImH\{−λn; n ∈ Z}.
Definition 2.8. An S1-action on a 4-dimensional hyperka¨hler manifold
(X,ω) is tri-Hamiltonian if the action preserves ω and there exists a hy-
perka¨hler moment map µ : X → ImH for the action of S1.
Theorem 2.9 ([9]). There exists a canonical one-to-one correspondence be-
tween the followings; (i) a hyperka¨hler manifold of real dimension 4 with free
tri-Hamiltonian S1-action, (ii) a principal S1-bundle µ : X → Y where Y is
an open subset of R3, and an S1-connection A on X and a positive valued
harmonic function Φ on Y such that dA
2
√−1 = µ
∗(∗dΦ). Here ∗ is the Hodge
star operator with respect to the Euclidean metric on R3.
Here we see a sketch of the proof, and the details can be seen in [10].
Let (X,ω) be a hyperka¨hler manifold of dimension 4 with a free S1-action pre-
serving ω, and µ : X → ImH the hyperka¨hler moment map. Then (Y,Φ, A)
is given by the followings. Let Y be the image µ(X). Then the function
Φ : Y → R is defined by
1
Φ(µ(x))
:= 4gx(ξ
∗
x, ξ
∗
x)
for x ∈ X , where g is the hyperka¨hler metric and ξ := √−1 is a generator
of Lie algebre of the Lie group S1. For each x ∈ X , we denote by Vx ⊂ TxX
the subspace spanned by ξ∗x. Then the S
1-connection A on X is defined
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by the horizontal distribution (Hx)x∈X where Hx ⊂ TxX is the orthogonal
complement of Vx.
Conversely, let µ = (µ1, µ2, µ3) : X → Y ⊂ ImH be a principal S1-bundle and
(Φ, A) a pair consisting a positive valued harmonic function and a connection
of the S1-bundle with dA
2
√−1 = µ
∗(∗dΦ). Then the hyperka¨hler structure
ω = (ω1, ω2, ω3) ∈ Ω2(X)⊗ ImH is defined by
ω1 := dµ1 ∧ A
2
√−1 + µ
∗Φdµ2 ∧ dµ3,
ω2 := dµ2 ∧ A
2
√−1 + µ
∗Φdµ3 ∧ dµ1,
ω3 := dµ3 ∧ A
2
√−1 + µ
∗Φdµ1 ∧ dµ2.
Then it follows from the condition dA
2
√−1 = µ
∗(∗dΦ) that ω is closed.
Theorem 2.9 gives the positive valued harmonic function Φλ on Yλ and S
1-
connection Aλ on X
∗
λ. It is known in [10] that Φλ is given by
Φλ(ζ) =
1
4
∑
n∈Z
1
|ζ + λn|
for ζ ∈ Yλ.
Let (X,ω) be a hyperka¨hler manifold satisfying the condition (i) of Theorem
2.9, and (Y,Φ, A) be what corresponds to (X,ω) satisfying the condition (ii).
Denote by g the hyperka¨hler metric of ω and let volg(B) be the volume of a
subset B ⊂ X .
Lemma 2.10. Let U ⊂ ImH be an open set. Then we have the following
formula
volg(µ
−1(U)) = π
∫
ζ∈U
Φ(ζ)dζ1dζ2dζ3,
where ζ = (ζ1, ζ2, ζ3) ∈ ImH is the Cartesian coordinate.
Proof. It suffices to show the assertion for all open set U ⊂ Y .
First of all we suppose that the principal S1-bundle µ : µ−1(U) → U is
trivial. Then we can take a C∞ trivialization σ : U → µ−1(U) and define
C∞ map t : µ−1(U) → R/2πZ by t(σ(ζ)eiθ) := θ for ζ ∈ U and θ ∈ R/2πZ
and obtain a local coordinate (t, µ1, µ2, µ3) on µ
−1(U). Since we may write
dt = −√−1A +∑3l=1 aldµl for some a1, a2, a3 ∈ C∞(µ−1(U)), the volume
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form volg is given by
volg =
µ∗Φ
2
(−√−1)dµ1 ∧ dµ2 ∧ dµ3 ∧ A
=
µ∗Φ
2
dµ1 ∧ dµ2 ∧ dµ3 ∧ dt.
Thus we have
volg(µ
−1(U)) =
∫
µ−1(U)
volg
=
∫
µ−1(U)
µ∗Φ
2
dµ1 ∧ dµ2 ∧ dµ3 ∧ dt
= π
∫
ζ∈U
Φ(ζ)dζ1dζ2dζ3.
For a general U ⊂ Y , we take open sets U1, U2, · · · , Um ⊂ Y such that each
principal S1-bundle µ−1(Uα) → Uα is trivial and
∐m
α=1 Uα ⊂ U ⊂
∐m
α=1 Uα.
Then we have
volg(µ
−1(U)) =
m∑
α=1
volg(µ
−1(Uα))
=
m∑
α=1
π
∫
ζ∈Uα
Φ(ζ)dζ1dζ2dζ3
= π
∫
ζ∈U
Φ(ζ)dζ1dζ2dζ3.
3 The upper bound for the volume growth
For a Riemannian manifold (X, g) and a point p0 ∈ X , we denote by
Vg(p0, r) the volume of a ball Bg(p0, r) := {p ∈ X ; dg(p0, p) < r} with re-
spect to the Riemannian distance dg. In this section, we will evaluate the
upper bound for Vgλ(p0, r) for the hyperka¨hler manifold (Xλ, gλ).
In Section 2, we supposed λ ∈ (ImH)Z0 to be generic for the smoothness of
(Xλ, gλ). But the function Vgλ(p0, r) is determined only by the Riemannian
measure volgλ and the Riemannian distance dgλ. Even if λ ∈ (ImH)Z0 is taken
not to be generic, volgλ and dgλ can be extended to Xλ naturally. Hence we
take λ ∈ (ImH)Z0 not necessary to be generic from now on.
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Fix p0 ∈ Xλ to be µλ(p0) = −λ0. We may assume λ0 = 0 since the hy-
perka¨hler quotient constructed from (λn − λ0)n∈Z is isometric to (Xλ, gλ).
For each R > 0, put
ϕλ(R) :=
∑
n∈Z
R
R + |λn| ,
and ϕλ(0) := limR→+0 ϕλ(R).
Proposition 3.1. We have the following inequality
dgλ(p0, p)
2 ≥ Q−|µλ(p)| · ϕλ(|µλ(p)|)
for any p ∈ Xλ, where Q− = 1/8.
Proof. Take Λ = (Λn)n∈Z ∈ HZ0 to be ΛniΛ¯n = λn for all n ∈ Z. We fix
x ∈ µˆ−1Λ (0) such that [x] = p. If we regard µˆ−1Λ (0) as the infinite dimensional
Riemannian submanifold of MΛ, then the quotient map µˆ
−1
Λ (0) → Xλ =
µˆ−1Λ (0)/GΛ is a Riemannian submersion andGΛ acts on µˆ
−1
Λ (0) as an isometry.
Then the horizontal lift of the geodesic from p0 to p has the same length as
dgλ(p0, p). Since the Riemannian distance between Λ and x
′ ∈ µˆ−1Λ (0) is
larger than ‖Λ− x′‖M , then we have
dgλ(p0, p) ≥ inf
σ∈GΛ
‖Λ− xσ‖M .
If we put Λ = (αn + βnj)n∈Z, x = (zn + wnj)n∈Z and σ = (eiθn)n∈Z, then
‖Λ− xσ‖2M =
∑
n∈Z
(|αn − zneiθn |2 + |βn − wne−iθn |2).
If the function fn(t) := |αn−zneit|2+|βn−wne−it|2 attains its minimum at θn
for each n ∈ Z, then σ = (eiθn)n∈Z satisfies‖Λ− xσ‖M ≤ infτ∈GΛ ‖Λ− xτ‖M .
From the equations
λn = ΛniΛn = i(|αn|2 − |βn|2)− 2αnβnk,
ζ + λn = xnixn = i(|zn|2 − |wn|2)− 2znwnk,
we have
fn(t) = |λn|+ |ζ + λn| − 2Re{(αnz¯n + β¯nwn)e−it},
|αnz¯n + β¯nwn|2 = 1
2
(|λn||ζ + λn|+ 〈λn, ζ + λn〉R3),
where 〈, 〉R3 is the standard inner product on ImH = R3.
Suppose n 6= 0. If αnz¯n + β¯nwn 6= 0, then we put eiθn := αnz¯n+β¯nwn|αnz¯n+β¯nwn| . If
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αnz¯n + β¯nwn = 0, we may put θn := 0 since fn(t) is constant.
Let S := {n ∈ Z; αnz¯n + β¯nwn = 0}. For each n /∈ S, we have
|αn − zneiθn |2 + |βn − wne−iθn |2 = |ζ |
2
|λn|+ |ζ + λn|+ 2|αnz¯n + β¯nwn|
≤ |ζ |
2
|λn| .
Hence we deduce
∑
n∈Z
|Λn − xneiθn |2 ≤
∑
n∈S
|Λn − xn|2 +
∑
n/∈S
|ζ |2
|λn| < +∞.
Thus we obtain
∑
n∈Z\{0} |Λn|2|1 − eiθn |2 < +∞, which ensures the conver-
gence of Πn∈Z\{0}eiθn.
It follows from λ0 = 0 that α0 = β0 = 0. Then f0(t) is constant. Since f0(t)
attains its minimum at any θ0, then we may put e
iθ0 := Πn∈Z\{0}e−iθn. Thus
the function ‖Λ−xτ‖M attains its minimum at τ = σ = (eiθn)n∈Z ∈ GΛ. For
this σ, we have
‖Λ− xσ‖2M =
∑
n∈Z
(|λn|+ |ζ + λn| −
√
2
√
|λn||ζ + λn|+ 〈λn, ζ + λn〉R3)
=
∑
n∈Z
|ζ |2
|λn|+ |ζ + λn|+
√
2
√
|λn||ζ + λn|+ 〈λn, ζ + λn〉R3
≥
∑
n∈Z
|ζ |2
8|λn|+ 2|ζ | ≥
1
8
|ζ | · ϕλ(|ζ |).
Then the assertion is obtained by putting Q− = 18 .
Put BR := {ζ ∈ ImH; |ζ | < R}. Next we discuss the upper bound for
the volume of µ−1λ (BR).
Lemma 3.2. We define two functions Nλ(R) and ψλ(R) by
Nλ(R) := {n ∈ Z; |λn| ≤ R},
ψλ(R) := ♯Nλ(R) +
∑
n/∈Nλ(R)
1
|λn|R
for R ≥ 0. Then we have
ϕλ(R) ≤ ψλ(R) ≤ 2ϕλ(R).
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Proof. We define two functions p(x) and q(x) by
p(x) :=
x
1 + x
, q(x) := min{1, x}
for x ≥ 0. Then the inequalities
p(x) ≤ q(x) ≤ 2p(x)
hold for each x ≥ 0. Therefore the assertion follows from
ϕλ(R) =
∑
n∈Z
p
( R
|λn|
)
, ψλ(R) =
∑
n∈Z
q
( R
|λn|
)
.
Lemma 3.3. For α ≥ 1 and R ≥ 0, we have ϕλ(αR) ≤ αϕλ(R) and
ψλ(αR) ≤ αψλ(R).
Proof. Since ϕλ(R)
R
is strictly decreasing for R, we have
ϕλ(αR) =
ϕλ(αR)
αR
αR ≤ ϕλ(R)
R
αR = αϕλ(R)
for α ≥ 1 and R ≥ 0. It follows from the same argument that ψλ(αR) ≤
αψλ(R).
Proposition 3.4. There is a constant P+ > 0 independent of λ and R such
that
volgλ(µ
−1
λ (BR)) ≤ P+R2ϕλ(R)
for all R ≥ 0.
Proof. From Lemma 2.10, the volume of µ−1λ (BR) is given by
volgλ(µ
−1
λ (BR)) = π
∫
ζ∈BR
Φλ(ζ)dζ1dζ2dζ3
=
π
4
∑
n∈Z
∫
ζ∈BR
1
|ζ + λn|dζ1dζ2dζ3.
Let (r ≥ 0,Θ) be the polar coordinate over ImH = R3, where Θ is a coordi-
nate on S2 = ∂B1. If n ∈ Nλ(R), then the change of variables ζ ′ = ζ + λn
gives ∫
ζ∈BR
1
|ζ + λn|dζ1dζ2dζ3 ≤
∫
ζ′∈BR+|λn|
1
|ζ ′|dζ
′
1dζ
′
2dζ
′
3
= 4π
∫ R+|λn|
0
rdr
= 2π(R + |λn|)2 ≤ 8πR2.
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If n /∈ Nλ(R), the mean value property of harmonic functions gives∫
ζ∈BR
1
|ζ + λn|dζ1dζ2dζ3 =
4πR3
3
1
|λn| ,
since 1|ζ+λn| is harmonic on BR. Hence the upper bound for volgλ(µ
−1
λ (BR))
is given by
volgλ(µ
−1
λ (BR)) ≤ 2π2♯Nλ(R) · R2 +
π2
3
∑
n/∈Nλ(R)
R
|λn| · R
2
≤ 2π2ψλ(R)R2 ≤ 4π2ϕλ(R)R2.
Then we have the assertion by putting P+ := 4π
2.
Let θλ,C(R) := Cϕλ(R)R
2, τλ,C(R) := Cϕλ(R)R for C > 0, and τ
−1
λ,C :
R≥0 → R≥0 be the inverse function of τλ,C .
Proposition 3.5. Let P+ and Q− be as in Proposition 3.1 and 3.4. Then
the inequality
Vgλ(p0, r) ≤ θλ,P+ ◦ τ−1λ,Q−(r2)
holds for all r ≥ 0.
Proof. Since p ∈ Bgλ(p0,
√
τλ,Q−(R)) satisfies dgλ(p0, p)
2 ≤ τλ,Q−(R), then
from Proposition 3.1 we obtain
τλ,Q−(|µλ(p)|) = Q−|µλ(p)|ϕ(|µλ(p)|) ≤ τλ,Q−(R).
Since the function τλ,Q−(R) is strictly increasing, we have |µλ(p)| ≤ R. Then
we have Bgλ(p0,
√
τλ,Q−(R)) ⊂ µ−1λ (BR). Then it follows from Proposition
3.4 that we have
volgλ(Bgλ(p0,
√
τλ,Q−(R))) ≤ volgλ(µ−1λ (BR)) ≤ P+R2ϕ(R) = θλ,P+(R).
Set r =
√
τλ,Q−(R). Then substituting for R the inverse function τ
−1
λ,Q−
(r2),
we obtain the result.
4 The lower bound for the volume growth
In the previous section we obtained the upper bound for Vgλ(p0, r). The
purpose of this section is to obtain the inequality
θλ,P− ◦ τ−1λ,Q+(r2) ≤ Vgλ(p0, r),
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where P−, Q+ > 0 are constants independent of λ and r. In similar consider-
ation as in Section 3, it seems that the following two inequalities should be
shown,
volgλ(µ
−1
λ (BR)) ≥ P−R2ϕλ(R), (1)
dgλ(p0, p)
2 ≤ Q+|µλ(p)| · ϕλ(|µλ(p)|). (2)
But it seems to be hard to show the inequality (2) for the author. Accordingly
we shall show two modified inequalities; one is a stronger inequality than (1),
and the other is weaker than (2). First of all we consider the former estimate.
Let U ⊂ S2 be a measurable set and put
BR,U := {tζ ∈ ImH; 0 ≤ t ≤ R, ζ ∈ U}.
We denote by mS2 the measure induced from the Riemannian metric with
constant curvature over S2 whose total measure is given by mS2(S
2) = 4π.
First of all we consider the lower bound for volgλ(µ
−1
λ (BR,U)).
Proposition 4.1. There is a constant C− > 0 independent of λ, R and
U ⊂ S2, which satisfies
volgλ(µ
−1
λ (BR,U)) ≥ C−mS2(U)R2 · ϕλ(R).
Proof. From the triangle inequality, we have
volgλ(µ
−1
λ (BR,U )) ≥
π
4
∑
n∈Z
∫
ζ∈BR,U
1
|ζ |+ |λn|dζ1dζ2dζ3
=
π
4
∑
n∈Z
∫
r∈[0,R]
∫
Θ∈U
1
r + |λn|r
2drdmS2
=
πmS2(U)
4
∑
n∈Z
∫
r∈[0,R]
1
r + |λn|r
2dr.
If n ∈ Nλ(R), then∫
r∈[0,R]
1
r + |λn|r
2dr ≥
∫
r∈[0,R]
1
r +R
r2dr = (log 2− 1
2
)R2.
If n /∈ Nλ(R), then∫
r∈[0,R]
1
r + |λn|r
2dr =
∫
r∈[0,R]
1
r + |λn|r
2dr
= |λn|2
{
− R|λn| +
1
2
( R
|λn|
)2
+ log
(
1 +
R
|λn|
)}
.
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Since the inequality
log(1 + x) ≥ x− 1
2
x2 +
1
3
x3 − 1
4
x4
holds for x ≥ 0, then we have∫
r∈[0,R]
1
r + |λn|r
2dr ≥ |λn|2
{1
3
( R
|λn|
)3
− 1
4
( R
|λn|
)4}
≥ 1
12
R3
|λn| .
By taking 4C−
pi
:= min{log 2− 1
2
, 1
12
} > 0, we have
volgλ(µ
−1
λ (BR,U)) ≥ C−mS2(U)R2 · ψλ(R) ≥ C−mS2(U)R2 · ϕλ(R).
Next we need the upper bound for dgλ(p0, p). If we can calculate the
length of a piecewise smooth path from p0 to p, then the length is larger
than dgλ(p0, p). Here we take the path as follows.
Put ζ = µλ(p). For |ζ | ≤ 1, we define γp to be the geodesic from p0 to p.
If |ζ | > 1, we define a function δ : [1, |ζ |] → ImH by δ(t) := t ζ|ζ| and take
the horizontal lift δ˜ : [1, |ζ |] → Xλ of δ with respect to the connection Aλ
such that δ˜(|ζ |) = p. If there exists a point t ∈ [1, |ζ |] such that δ(t) = −λn
for some n ∈ Z, then δ˜ is not always smooth but continuous and piecewise
smooth. Then we obtain a path γp by connecting the geodesic from p0 to
δ˜(1) and δ˜.
The length of γp is given by dgλ(p0, δ˜(1)) + lλ(µλ(p)) where lλ : ImH → R is
defined by
lλ(ζ) :=
∫ |ζ|
1
√
Φλ
(
t
ζ
|ζ |
)
dt
for |ζ | ≥ 1, and lλ(ζ) := 0 for |ζ | ≤ 1.
If there exists a point t ∈ [1, |ζ |] such that δ(t) = −λn, then
√
Φλ
(
t ζ|ζ|
)
is
not continuous at t = |λn|. But the integral
∫ |ζ|
1
√
Φλ
(
t ζ|ζ|
)
dt is well-defined
since the integral
∫ b+ε
b−ε
√
1
a|t− b| + h(t)dt
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is a finite value for any constant a > 0, b ∈ R and smooth function h(t).
Now we have dgλ(p0, p) ≤ Lλ + lλ(µλ(p)), where
Lλ := sup
p∈µ−1
λ
(B¯1)
dgλ(p0, p) < +∞.
Proposition 4.2. There is a constant C+ > 0 independent of λ and R which
satisfies ∫
Θ∈∂B1
lλ(RΘ)dmS2 ≤ 4π
√
C+Rϕλ(R).
Proof. We may suppose R ≥ 1, since the left hand side of the assertion is
equal to 0 if R < 1. The definition of lλ gives∫
Θ∈∂B1
lλ(RΘ)dmS2 ≤
∫
Θ∈∂B1
∫ R
1
√
Φλ(tΘ)dtdmS2
=
∫
ζ∈BR\B1
√
Φλ(ζ)
|ζ |2 dζ, (3)
where dζ = dζ1dζ2dζ3.
Take m ∈ Z≥0 to be 2m ≤ R < 2m+1. Then the Cauchy-Schwarz inequality
gives
(3) =
m−1∑
l=0
∫
ζ∈B
2l+1
\B
2l
√
Φλ(ζ)
|ζ |2 dζ +
∫
ζ∈BR\B2m
√
Φλ(ζ)
|ζ |2 dζ
≤
m−1∑
l=0
√∫
(r,Θ)∈B
2l+1
\B
2l
r2drdΘ
r4
√∫
ζ∈B
2l+1
\B
2l
Φλ(ζ)dζ
+
√∫
(r,Θ)∈BR\B2m
r2drdΘ
r4
√∫
ζ∈BR\B2m
Φλ(ζ)dζ.
From Proposition 3.4, the inequalities∫
ζ∈Bt\Bt′
Φλ(ζ)dζ ≤
∫
ζ∈Bt
Φλ(ζ)dζ ≤ P+
π
t2ϕλ(t)
hold for any 0 ≤ t′ ≤ t. Therefore the assertion follows from
(3) ≤
√
4π
m−1∑
l=0
√
1
2l
− 1
2l+1
√
P+
π
22(l+1)ϕλ(2l+1)
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+
√
4π
√
1
2m
− 1
R
√
P+
π
R2ϕλ(R)
≤ 2
m−1∑
l=0
√
2
l+1√
P+ϕλ(R) + 2
√
P+Rϕλ(R)
≤ 2(3 +
√
2)
√
P+Rϕλ(R)
by putting C+ = (
3+
√
2
2pi
)2P+.
Since Rϕλ(R) diverges to +∞ for R → +∞, there is a constant R0 > 0
which satisfies
4πLλ +
∫
Θ∈S2
lλ(RΘ)dmS2 ≤ 4π
√
2C+Rϕλ(R) (4)
for all R ≥ R0. Now we put
UR,T := {Θ ∈ S2; Lλ + lλ(RΘ) ≤
√
TRϕλ(R)}
for R, T > 0. For a fixed R > 0, we introduce a function F (Θ) on S2 by
F (Θ) := Lλ + lλ(RΘ).
Then UR,T is the inverse image F
−1([0,
√
TRϕλ(R)]), hence UR,T is a mea-
surable set.
Lemma 4.3. There exists a sufficiently large R0 > 0 and we have
mS2(UR,T ) ≥ 4π
√
T −√2C+√
T −√Q−
for R ≥ R0 and T > 2C+.
Proof. From (4), we have the upper bound
4π
√
2C+Rϕλ(R) ≥
∫
Θ∈S2
F (Θ)dmS2. (5)
Since F (Θ) := Lλ + lλ(RΘ) ≥ dgλ(p0, p) and µλ(p) = ζ = RΘ, Lemma 3.1
yields the lower bound for F (Θ),
F (Θ) ≥
√
Q−Rϕλ(R).
18
On the complement U cR,T of UR,T in S
2, we have F (Θ) ≥√TRϕλ(R). Then
we have∫
Θ∈S2
F (Θ)dmS2 =
∫
Θ∈UR,T
F (Θ)dmS2 +
∫
Θ∈Uc
R,T
F (Θ)dmS2
≥ mS2(UR,T )
√
Q−Rϕλ(R)
+(4π −mS2(UR,T ))
√
TRϕλ(R). (6)
From inequalities (5) and (6), we have
4π
√
2C+Rϕλ(R) ≥ mS2(UR,T )
√
Q−Rϕλ(R)
+(4π −mS2(UR,T ))
√
TRϕλ(R).
Thus we have
(
√
T −
√
Q−)mS2(UR,T )
√
Rϕλ(R) ≥ 4π(
√
T −
√
2C+)
√
Rϕλ(R).
Since T > 2C+ > Q−, we obtain
mS2(UR,T ) ≥ 4π
√
T −√2C+√
T −√Q−
.
Lemma 4.4. For each R ≥ 0 and T > 0, µ−1λ (BR,UR,T ) is a subset of
Bgλ(p0,
√
τλ,T (R)).
Proof. First of all we take p ∈ µ−1λ (BR,UR,T ) such that |µλ(p)| > 1. Since
µλ(p)
|µλ(p)| is an element of UR,T , we have
Lλ + lλ(µλ(p)) ≤ Lλ + lλ
(
R
µλ(p)
|µλ(p)|
)
≤
√
TRϕλ(R).
from R ≥ |µλ(p)| > 1. Then we obtain dgλ(p0, p) ≤
√
TRϕλ(R) from
dgλ(p0, p) ≤ Lλ + lλ(µλ(p)).
If p ∈ µ−1λ (BR,UR,T ) is taken to be |µλ(p)| ≤ 1, then we have the same con-
clusion as above since lλ(µλ(p)) = 0 in this case.
Now we fix a constant Q+ to be Q+ > 2C+ and put m0 := 4π
√
Q+−
√
2C+√
Q+−
√
Q−
and P− := m0C−.
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Proposition 4.5. Let P−, Q+ > 0 be as above. Then we have
lim inf
r→∞
Vgλ(p0, r)
θλ,P− ◦ τ−1λ,Q+(r2)
> 0.
Proof. Let R ≥ 0. From Lemma 4.4, we have
Vgλ(p0,
√
τλ,Q+(R)) ≥ volgλ(µ−1λ (BR,UR,Q+ )).
Then Proposition 4.1 gives
Vgλ(p0,
√
τλ,Q+(R)) ≥ mS2(UR,Q+)C−R2ϕλ(R)
≥ m0C−R2ϕλ(R) = θλ,P−(R)
for R ≥ R0. Thus we have the assertion by putting R = τ−1λ,Q+(r2).
5 The volume growth
In Sections 3 and 4, we estimate Vgλ(p0, r) from the above by θλ,P+ ◦
τ−1λ,Q−(r
2) and from the bottom by θλ,P− ◦ τ−1λ,Q+(r2). In this section we
show that the asymptotic behavior of the functions θλ,P+ ◦ τ−1λ,Q−(r2) and
θλ,P− ◦ τ−1λ,Q+(r2) are equal up to constant, and prove the main results.
The asymptotic behavior of Vgλ(p, r) is independent of the choice of p ∈ Xλ
from the next well-known fact.
Proposition 5.1. Let (X, g) be a connected Riemannian manifold of dimen-
sion n, whose Ricci curvature is nonnegative. Then we have
lim
r→+∞
Vg(p1, r)
Vg(p0, r)
= 1
for any p0, p1 ∈ X.
Proof. From the Bishop-Gromov comparison inequality Vg(p1,r)
rn
is nonincreas-
ing with respect to r. If we put r0 := dg(p0, p1), then we have
Vg(p1, r)
Vg(p0, r)
≤ Vg(p0, r + r0)
Vg(p0, r)
=
rn
Vg(p0, r)
Vg(p0, r + r0)
(r + r0)n
(r + r0)
n
rn
≤ r
n
Vg(p0, r)
Vg(p0, r)
rn
(r + r0)
n
rn
=
(r + r0)
n
rn
→ 1 (r → +∞).
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By considering the same argument after exchanging p0 and p1, we have the
assertion.
We denote by C0+ the set of the nondecreasing continuous functions from
R≥0 to R≥0.
Definition 5.2. For f0, f1 ∈ C0+, we define f0(r) r f1(r) if
lim sup
r→+∞
f0(r)
f1(r)
< +∞.
Definition 5.3. For f0, f1 ∈ C0+, we define f0(r) ≃r f1(r) if f0(r) r f1(r)
and f1(r) r f0(r).
For a Riemannian manifold (X, g) and a point p0 ∈ X , the function
Vg(p0, r) is an element of C
0
+. If (X, g) satisfies the assumption of Proposition
5.1, then the equivalence class of Vg(p0, r) with respect to ≃r is independent
of the choice of p0 ∈ X . Therefore we denoted by Vg(r) the equivalence class
of Vg(p0, r). For example, if we write Vg(r) r rn, then it implies that
lim sup
r→+∞
Vg(p0, r)
rn
< +∞
for some (hence all) p0 ∈ X .
The main purpose of this section is to look for the function in C0+ which is
equivalent to Vgλ(r).
Lemma 5.4. Let S+, S−, T+, T− > 0. Then θλ,S+ ◦ τ−1λ,T− and θλ,S− ◦ τ−1λ,T+ are
elements of C0+ and we have θλ,S+ ◦ τ−1λ,T−(r2) ≃r θλ,S− ◦ τ−1λ,T+(r2).
Proof. We may suppose T− ≤ T+ without loss of generality. Since τλ,T+ and
τλ,T− are continuous, strictly increasing and satisfy τλ,T+(0) = τλ,T−(0) =
0, then τ−1λ,T+ and τ
−1
λ,T−
are also the elements of C0+. Hence the composite
functions θλ,S+ ◦ τ−1λ,T− and θλ,S− ◦ τ−1λ,T+ are also the elements of C0+.
Next we show (i) θλ,S−◦τ−1λ,T+(r2) r θλ,S+◦τ−1λ,T−(r2) and (ii) θλ,S+◦τ−1λ,T−(r2) r
θλ,S− ◦ τ−1λ,T+(r2).
(i) From τλ,T+(R) ≥ τλ,T−(R) and strictly increasingness of τλ,T± , then we
have τ−1λ,T+(r
2) ≤ τ−1λ,T−(r2). Hence we obtain
θλ,S− ◦ τ−1λ,T+(r2)
θλ,S+ ◦ τ−1λ,T−(r2)
≤ θλ,S− ◦ τ
−1
λ,T−
(r2)
θλ,S+ ◦ τ−1λ,T−(r2)
≤ S−
S+
.
(ii) Put R± := τ−1λ,T±(r
2). Then we have
r2 = T+R+ϕλ(R+) = T−R−ϕλ(R−).
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Since ϕλ is nondecreasing, it holds
R−ϕλ(R−) =
T+
T−
R+ϕλ(R+) ≤ T+
T−
R+ϕλ
(T+
T−
R+
)
(7)
Since the function Rϕλ(R) is strictly increasing with respect to R, the ex-
pression (7) gives R− ≤ T+T−R+. Recall that ϕλ satisfies ϕλ(αR) ≤ αϕλ(R)
for α ≥ 1, which implies θλ,S+(αR) ≤ α3θλ,S+(R). Thus we have
θλ,S+ ◦ τ−1λ,T−(r2)
θλ,S− ◦ τ−1λ,T+(r2)
=
θλ,S+(R−)
θλ,S−(R+)
≤
θλ,S+
(
T+
T−
R+
)
θλ,S−(R+)
≤
(T+
T−
)3 θλ,S+(R+)
θλ,S−(R+)
=
(T+
T−
)3S+
S−
.
Put θλ := θλ,1, τλ := τλ,1. Then the main result in this paper is described
as follows.
Theorem 5.5. For each λ ∈ (ImH)Z0 and p ∈ Xλ, the function Vgλ(p, r)
satisfies
0 < lim inf
r→+∞
Vgλ(p, r)
r2τ−1λ (r2)
≤ lim sup
r→+∞
Vgλ(p, r)
r2τ−1λ (r2)
< +∞.
Proof. We have shown that
θλ,P− ◦ τ−1λ,Q+(r2) r Vgλ(r) r θλ,P+ ◦ τ−1λ,Q−(r2)
in Sections 3 and 4, and
θλ,P− ◦ τ−1λ,Q+(r2) ≃r θλ,P+ ◦ τ−1λ,Q−(r2) ≃r θλ ◦ τ−1λ (r2)
in Lemma 5.4. Thus we have the assertion from
θλ ◦ τ−1λ (r2) = τ−1λ (r2) · τλ(τ−1λ (r2)) = r2τ−1λ (r2).
Corollary 5.6. For λ, λ′ ∈ (ImH)Z0 , the condition Vgλ(r) r Vgλ′ (r) is equiv-
alent to ϕλ(R) R ϕλ′(R).
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Proof. The condition Vgλ(r) r Vgλ′(r) is equivalent to τ−1λ (r2) r τ−1λ′ (r2)
from Theorem 5.5.
If we assume τ−1λ (r
2) r τ−1λ′ (r2) then there are constants r0 ≥ 0 and C ≥ 1
which satisfy
τ−1
λ
(r2)
τ−1
λ′
(r2)
≤ C for all r ≥ r0. Now we put r2 := τλ(R) and
(r′)2 := τλ′(R) for R ≥ τ−1λ (r20). Since we have
R = τ−1λ′ ((r
′)2) = τ−1λ (r
2) ≤ Cτ−1λ′ (r2),
then
(r′)2 ≤ τλ′(Cτ−1λ′ (r2)) ≤ C2τλ′(τ−1λ′ (r2)) = C2r2
is given by the monotonicity of τλ′ . Thus we obtain
τλ′ (R)
τλ(R)
≤ C2 for all
R ≥ τ−1λ′ (r20), which implies τλ′(R) R τλ(R).
On the other hand, if we assume τλ′(R) R τλ(R) then τ−1λ (r2) r τ−1λ′ (r2)
is obtained in the same way. Thus we have the assertion since the condition
τλ′(R) R τλ(R) is equivalent to ϕλ′(R) R ϕλ(R).
Lemma 5.7. For all λ ∈ (ImH)Z0 , we have
lim
R→+∞
ϕλ(R) = +∞.
Proof. From Lemma 3.2, it is enough to show limR→+∞ ψλ(R) = +∞, which
follows directly from limR→+∞ ♯Nλ(R) = +∞.
Lemma 5.8. For all λ ∈ (ImH)Z0 , we have
lim
R→+∞
ϕλ(R)
R
= 0.
Proof. For each ε > 0 there exists a sufficiently large nε ∈ Z>0 such that∑
|n|>nε
1
|λn| <
ε
2
. Hence we have
ϕλ(R)
R
=
∑
|n|≤nε
1
R + |λn| +
∑
|n|>nε
1
R + |λn|
≤
∑
|n|≤nε
1
R
+
∑
|n|>nε
1
|λn|
≤ 2nε + 1
R
+
ε
2
.
Then the inequality ϕλ(R)
R
≤ ε holds for any R ≥ 2(2nε+1)
ε
, which implies
limR→+∞
ϕλ(R)
R
≤ ε. The assertion follows by taking ε→ 0.
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Corollary 5.9. For all λ ∈ (ImH)Z0 , we have
lim
r→+∞
Vgλ(r)
r4
= 0, lim
r→+∞
Vgλ(r)
r3
= +∞.
Proof. It suffices to show that
lim
r→+∞
θλ ◦ τ−1λ (r2)
r4
= 0, lim
r→+∞
θλ ◦ τ−1λ (r2)
r3
= +∞.
We put R = τ−1λ (r
2) and consider the limit of R→ +∞. Then we have
θλ ◦ τ−1λ (r2)
r4
=
θλ(R)
τλ(R)2
=
1
ϕλ(R)
,
and
θλ ◦ τ−1λ (r2)
r3
=
θλ(R)
τλ(R)
3
2
=
√
R
ϕλ(R)
.
Hence we obtain
lim
r→+∞
θλ ◦ τ−1λ (r2)
r4
= lim
R→+∞
1
ϕλ(R)
= 0,
lim
r→+∞
θλ ◦ τ−1λ (r2)
r3
= lim
R→+∞
√
R
ϕλ(R)
= +∞.
from Lemmas 5.7 and 5.8.
The condition ϕλ(R) R ϕλ′(R) is rather difficult to check. But we can
describe the sufficient condition for ϕλ(R) R ϕλ′(R) easier as follows.
Proposition 5.10. Let λ, λ′ ∈ (ImH)Z0 . Suppose that there are some α >
0 and R0 > 0 such that ♯Nλ(R) ≤ ♯Nαλ′(R) for R ≥ R0, where αλ′ :=
(αλ′n)n∈Z. Then we have ϕλ(R) R ϕλ′(R).
Proof. Take bijections a, b : Z>0 → Z to be |λa(n)| ≤ |λa(n+1)|, |λ′b(n)| ≤
|λ′b(n+1)| for each n ∈ Z>0. Then the condition ♯Nλ(R) ≤ ♯Nαλ′(R) is equiv-
alent to a−1(Nλ(R)) ⊂ b−1(Nαλ′(R)).
Take n0 ∈ Z>0 sufficiently large such that |λa(n0)| ≥ R0. Then we have
|αλ′b(n)| ≤ |λa(n)| for each n ≥ n0 from
a−1(Nλ(|λa(n)|)) ⊂ b−1(Nαλ′(|λa(n)|)).
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If n is an element of b−1(Nαλ′(R))\a−1(Nλ(R)) for R ≥ R0, then we have
1
|λa(n)| ≤
1
R
,
1
|λa(n)| ≤
1
α|λ′b(n)|
.
Thus we have
ψλ(R) = ♯Nλ(R) +
∑
n/∈a−1(Nλ(R))
R
|λa(n)|
= ♯Nλ(R) +
∑
n∈b−1(Nαλ′(R))\a−1(Nλ(R)c)
R
|λa(n)| +
∑
n/∈b−1(Nαλ′(R))
R
|λa(n)|
≤ ♯Nλ(R) + (♯Nαλ′(R)− ♯Nλ(R)) +
∑
n/∈b−1(Nαλ′(R))
R
α|λ′b(n)|
= ψαλ′(R)
for R ≥ R0. From ψλ′(R) ≃R ψαλ′(R), we have ψλ(R) R ψλ′(R) which is
equivalent to ϕλ(R) R ϕλ′(R).
6 Examples
In this section we evaluate Vgλ(r) concretely for some λ ∈ (ImH)Z0 . We fix
a bijection a : Z>0 → Z and identify Z with Z>0 throughout this section.
Now we fix λ ∈ (ImH)Z0 . Assume that |λa(n)| is nondecreasing with respect
to n ∈ Z>0 and there exists a continuous nondecreasing function λR : R≥0 →
R≥0 which satisfies |λa(n)| = λR(n). Then a function ϕˆλR(R) :=
∫∞
0
Rdx
R+λR(x)
is strictly increasing and satisfies ϕˆλR(R) ≃R ϕλ(R). In this case we have
Vgλ(r) ≃r r2τˆ−1λR (r2) where τˆλR is defined by τˆλR(R) := RϕˆλR(R). Now we
compute the volume growth of gλ in the following two cases.
1. Fix α > 1 and put λR(x) = x
α, λa(n) = λR(n)i. Then ϕˆλR is given
by
ϕˆλR(R) =
∫ ∞
0
Rdx
R + xα
= R
1
α
∫ ∞
0
dy
1 + yα
,
where we put y = x
R
1
α
. Since
∫∞
0
dy
1+yα
is a constant, we have ϕˆλR(R) ≃R R
1
α ,
which gives τˆλR(R) ≃R R1+
1
α and τˆ−1λR (r
2) ≃r r
2α
α+1 . Hence the volume growth
is given by
Vgλ(r) ≃r r4−
2
α+1 .
Thus we obtain the following result.
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Theorem 6.1. There exists a complete 4-dimensional hyperka¨hler manifold
(Xλ, gλ) for each 3 < α < 4 whose volume growth is given by
Vgλ(r) ≃r rα.
2. Fix α > 0 and put λR(x) = e
αx, λa(n) = λR(n)i. Then ϕˆλR is given by
ϕˆλR(R) =
∫ ∞
0
Rdx
R + eαx
.
By putting y = eαx, we have
ϕˆλR(R) =
∫ ∞
1
Rdy
αy(y +R)
=
1
α
log(R + 1).
Hence we have ϕˆλR(R) =
1
α
log(R + 1) and τˆλR(R) =
1
α
R log(R + 1).
Proposition 6.2. Let λ ∈ (ImH)Z0 be as above. Then the volume growth of
gλ satisfies Vgλ(r) ≃r r
4
log r
.
Proof. It is enough to see the behavior of
r2τˆ−1
λR
(r2) log r
r4
at r → +∞. Put
R = τˆ−1λR (r
2). Then we have r2 = 1
α
R log(R + 1) and log r = 1
2
(logR +
log log(R + 1)− logα). Thus we have
lim
r→+∞
r2τˆ−1λR (r
2) log r
r4
= lim
R→+∞
α
2
R(logR + log log(R + 1)− logα)
R log(R + 1)
=
α
2
.
Thus we have the following theorem.
Theorem 6.3. There exists a complete 4-dimensional hyperka¨hler manifold
(Xλ, gλ) whose volume growth satisfies
lim
r→+∞
Vgλ(r)
r4
= 0, lim
r→+∞
Vgλ(r)
rα
= +∞
for any α < 4.
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7 Taub-NUT deformations
We consider the volume growth of the Taub-NUT deformations of (Xλ, gλ)
in this section.
First of all, we define the Taub-NUT deformations of hyperka¨hler manifolds
with tri-Hamiltonian S1-actions. Let (X,ω) be a hyperka¨hler manifold of
dimension 4 with tri-Hamiltonian S1-action, and µ : X → ImH be the hy-
perka¨hler moment map. An action of R on H is defined by x 7→ x+√s−1t for
x ∈ H and t ∈ R by fixing a constant s > 0. This action preserves the stan-
dard hyperka¨hler structure on H and the hyperka¨hler moment map is given
by
√
s
−1 · Im : H → ImH. Then we obtain the hyperka¨hler quotient with
respect to the action of R on X × H, that is, the quotient (µ(s))−1(ζ)/R
where ζ is an element of ImH and µ(s) : X × H → ImH is defined by
µ(s)(x, y) := µ(x)+2
√
s
−1
Im(y). The hyperka¨hler structure on (µ(s))−1(ζ)/R
is independent of ζ .
For each ζ ∈ ImH we have an imbedding ι˜s,ζ : X → (µ(s))−1(ζ) defined by
ι˜s,ζ(x) := (x,
√
s
2
(−µ(x) + ζ)) which induces a diffeomorphism ιs,ζ : X →
(µ(s))−1(ζ)/R. Then we have another hyperka¨hler structure on X indepen-
dent of ζ by the pull-back, which is called Taub-NUT deformation of ω
denoted by ω(s). If we denote by g the hyperka¨hler metric of (X,ω), then we
denote by g(s) the hyperka¨hler metric of (X,ω(s)).
There is the pair of a harmonic function and an S1-connection (Φ, A) corre-
sponding to the hyperka¨hler structure ω by Theorem 2.9. Then the corre-
sponding pair to ω(s) is given by (Φ + s
4
, A).
The S1-action on X also preserves ω(s) and µ : X → ImH is also the hy-
perka¨hler moment map with respect to ω(s).
Lemma 7.1. Let (X, g) be as above and take p0, p ∈ X. We suppose that p0
is a fixed point by the S1-action. Then we have the inequality
dg(s)(p0, p)
2 ≥ dg(p0, p)2 + s
4
|µ(p)− µ(p0)|2.
Proof. We apply the same argument as Proposition 3.1. Then the assertion
follows from
dg(s)(p0, p)
2 ≥ inf
t∈R
dg×gH(ι˜s,ζ(p0) · t, ι˜s,ζ(p))2
= inf
t∈R
(dg(p0e
it, p)2 + |
√
s
2
(µ(p0)− µ(p)) + 1√
s
t|2)
= inf
t∈R
(
dg(p0, p)
2 +
s
4
|µ(p0)− µ(p)|2 + t
2
s
)
= dg(p0, p)
2 +
s
4
|µ(p0)− µ(p)|2,
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where gH is the Euclidean metric on H and g × gH is the direct product
metric.
Lemma 7.2. Let (X, g) be as above and B ⊂ ImH be a measurable set. Then
we have
volg(s)(µ
−1(B)) = volg(µ−1(B)) +
πs
4
mImH(B),
where mImH is the Lebesgue measure of ImH.
Proof. It follows directly from Lemma 2.10 and that ω(s) corresponds to
(Φ + s
4
, A).
For s, C > 0 and λ ∈ (ImH)Z0 , put
θ
(s)
λ,C(R) := CR
2ϕλ(R) +
π2s
3
R3, τ
(s)
λ,C(R) := CRϕλ(R) +
s
4
R2.
Proposition 7.3. For λ ∈ (ImH)Z0 and s > 0, we have
lim sup
r→+∞
V
g
(s)
λ
(p0, r)
r3
≤ 8π
2
3
√
s
.
Proof. From Lemma 7.1 and 7.2, we have
V
g
(s)
λ
(p0, r) ≤ θ(s)λ,P+ ◦ (τ
(s)
λ,Q−
)−1(r2)
for r > 0. Then it suffices to show
lim sup
r→+∞
θ
(s)
λ,P+
◦ (τ (s)λ,Q−)−1(r2)
r3
≤ 8π
2
3
√
s
.
Put R = (τ
(s)
λ,Q−
)−1(r2). Then we have
r2 = Q−Rϕλ(R) +
s
4
R2 ≥ s
4
R2.
Therefore Lemma 5.8 gives
lim sup
r→+∞
θ
(s)
λ,P+
◦ (τ (s)λ,Q−)−1(r2)
r3
≤ lim sup
R→+∞
8(P+R
2ϕλ(R) +
pi2s
3
R3)
√
s
3
R3
=
8π2
3
√
s
.
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Next we consider the lower bound for V
g
(s)
λ
(r). We apply the same way
as Section 4. Put l
(s)
λ : ImH→ R as
l
(s)
λ (ζ) :=
∫ |ζ|
1
√
Φλ
(
t
ζ
|ζ |
)
+
s
4
dt
on |ζ | > 1, and l(s)λ (ζ) := 0 on |ζ | ≤ 1. Then the inequality dg(s)
λ
(p0, p) ≤
L
(s)
λ + l
(s)
λ (µλ(p)) holds where p0 ∈ X is taken as in Sections 3 and 4, and we
put L
(s)
λ := supp∈µ−1
λ
(B¯1)
d
g
(s)
λ
(p0, p).
Lemma 7.4. Let C+ > 0 be as in Proposotion 4.2. Then we have∫
Θ∈S2
l
(s)
λ (RΘ)dmS2 ≤ 4π(
√
τλ,C+(R) +
√
sR2
4
).
Proof. The assertion follows from∫
Θ∈S2
( ∫ R
1
√
Φλ(tΘ) +
s
4
dt
)
dmS2 ≤
∫
Θ∈S2
(∫ R
1
√
s
4
dt
)
dmS2
+
∫
Θ∈S2
lλ(RΘ)dmS2
≤ 4π
√
sR2
4
+ 4π
√
τλ,C+(R).
Put U
(s)
R,T := {Θ ∈ S2;L(s)λ + l(s)λ (RΘ) ≤
√
τλ,T (R) +
√
sR2
4
}.
Lemma 7.5. There is a constant R0 > 0 such that
mS2(U
(s)
R,T ) ≥
4π(
√
T −√2C+)√
T
for any R ≥ R0 and T > 2C+.
Proof. We consider the same argument as in Lemma 4.3. First of all we
remark that there exists sufficiently large R0 > 0 such that∫
Θ∈S2
(L
(s)
λ + l
(s)
λ (RΘ))dmS2 ≤ 4π(
√
τλ,2C+(R) +
√
sR2
4
)
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for any R ≥ R0. Then we have∫
Θ∈S2
(L
(s)
λ + l
(s)
λ (RΘ))dmS2 =
∫
Θ∈U (s)
R,T
(L
(s)
λ + l
(s)
λ (RΘ))dmS2
+
∫
Θ∈S2\U (s)
R,T
(L
(s)
λ + l
(s)
λ (RΘ))dmS2
≥ mS2(U (s)R,T )
√
τλ,Q−(R) +
sR2
4
+(4π −mS2(U (s)R,T ))(
√
τλ,T (R) +
√
sR2
4
),
where the constant Q− > 0 is as in Proposition 3.1. Then an inequality√
τλ,Q−(R) +
sR2
4
≥
√
sR2
4
gives
∫
Θ∈S2
(L
(s)
λ + l
(s)
λ (RΘ))dmS2 ≥ 4π
√
sR2
4
+(4π −mS2(U (s)R,T ))
√
τλ,T (R).
Thus we have the conclusion.
Lemma 7.6. For each R ≥ 0 and T > 0, µ−1λ (BR,U (s)
R,T
) is a subset of
B
g
(s)
λ
(
p0,
√
τλ,T (R) +
√
sR2
4
)
.
Proof. It is shown by the same argument as Lemma 4.4.
Proposition 7.7. For each λ ∈ (ImH)Z0 and s > 0 we have
lim inf
r→+∞
V
g
(s)
λ
(p0, r)
r3
≥ 8π
2
3
√
s
.
Proof. For each sufficiently small ε > 0 there exists Tε > 0 such that
mS2(U
(s)
R,Tε
) > 4π(1− ε)
from Lemma 7.5. Since ϕλ(R)
R
converges to 0, there exists Rε > 0 such that
Tεϕλ(R) < ε
2R for any R > Rε. Then it holds
vol
g
(s)
λ
(
µ−1λ
(
B
R,U
(s)
R,Tε
))
≤ V
g
(s)
λ
(
p0,
√
τλ,Tε(R) +
√
sR2
4
)
≤ V
g
(s)
λ
(
p0, (ε+
√
s
4
)
R
)
(8)
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for R > Rε. On the other hand, we have the following inequality
vol
g
(s)
λ
(µ−1λ (BR,U)) ≥ C−mS2(U)R2 · ϕλ(R) +
πmS2(U)
12
sR3 (9)
for U ⊂ ImH from Proposition 4.1. Thus we obtain
V
g
(s)
λ
(
p0,
(
ε+
√
s
4
)
R
)
≥ C−mS2(U (s)R,Tε)R2 · ϕλ(R) +
πmS2(U
(s)
R,Tε
)
12
sR3
≥ π
2
3
(1− ε)sR3
from (8) and (9). Hence substituting r = (ε+
√
s
4
)R gives
lim inf
r→+∞
V
g
(s)
λ
(p0, r)
r3
= lim inf
R→+∞
V
g
(s)
λ
(p0, (ε+
√
s
4
)R)
(ε+
√
s
4
)3R3
≥ 1
3
π2(1− ε)s
(ε+
√
s
4
)3
for any sufficiently small ε > 0. Therefore the conclusion follows by taking
the limit for ε→ 0.
From Proposition 7.3 and 7.7, we obtain the followings.
Theorem 7.8. Let λ ∈ (ImH)Z0 and s > 0. Then the volume growth of
hyperka¨hler metric g
(s)
λ is given by
lim
r→+∞
V
g
(s)
λ
(r)
r3
=
8π2
3
√
s
.
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