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Propositions  
1. Sensitivity analysis is a necessity for drawing general conclusions from 
simulation models.  
(this thesis) 
 
2. Global sensitivity indices yield little insight into emergent behaviour of 
agent-based models.  
(this thesis) 
 
3. Scientific publication of simulation models without complete 
documentation leads to a lack of replicability, and is therefore 
detrimental to scientific progress. 
 
4. Metaphors about complex systems are usually more misleading than 
helpful. 
 
5. To promote creative thinking, failure should be more appreciated than 
is presently the case in education and science. 
 
6. The KISS (keep it simple, stupid) design principle (Axelrod, R. M. The 
complexity of cooperation: Agent-based models of competition and 
collaboration. Princeton University Press, 1997) applies as much to life 
as to modelling. 
 
7. To fulfil a job optimally, it is best to spend your free time doing other 
things.                                                                                                                           
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General Introduction
2 General Introduction
1.1 Complex adaptive systems
Human and natural systems usually show complex behaviour that cannot be un-
derstood by studying in isolation the constituent components. Examples include
economic markets (Tesfatsion 2003), ecosystems (Levin 1998), supply networks (Nair
et al. 2009), and land-use systems (Parker et al. 2003). All these systems are com-
posed of a large number of components, which are influenced both by mutual inter-
actions and by interactions with the environment. The components are autonomous
in the sense that they have their own objectives, and make their own decisions in
order to achieve these objectives. The system-level behaviour emerges from interac-
tions between these components. Ecosystems, for example, contain large numbers
of autonomous and interacting organisms. These individual organisms are aimed at
achieving individual-level goals, rather than system-level goals. At the system-level,
these interactions form a balance that leads to more or less stable patterns over time,
such as distributions of nutrient patterns and trace elements, or characteristic abun-
dance distributions of species (Levin 2003). These patterns, which are important
for sustaining life, emerge from mutual interactions between organisms, as well from
interactions with their physical and chemical environment. The system as a whole
appears to possess a great degree of coordination. Understanding this coordination
is not possible by studying only the characteristics of the individual organisms or
species, but requires studying the interactions within the system.
The framework of complex adaptive systems (CAS) is eminently appropriate for
studying how complex behaviour at system level may emerge from interactions be-
tween lower-level components. A central idea behind CAS is that the mechanisms
underlying this emergence share similarities across a wide range of systems. Thus,
even though economies, ecosystems, and immune systems are entirely different sys-
tems, lessons from studying one of these types of systems, may be generalised to the
other types.
There exists no universally accepted definition of CAS, but some essential prop-
erties are generally agreed upon (Railsback 2001, Holland 2002, Levin 2003).
• Autonomous agents. CAS are composed of autonomous units, or agents that
act according to their individual objectives. Depending on the system, these
agents may for example represent people, animals, or companies.
• Observation. Agents observe their environment, i.e., the state of their physical
surroundings and the state of other agents.
• Observation-based actions. The observations of agents influence their decision-
making process.
• Interactions. Agents have the capacity to make changes to their environment,
and to influence other agents.
• Agent adaptation. As a result of interactions the characteristics of agent popula-
tions may change over time, for example through a process of natural selection.
• Learning. Agents can change their decision rules based on previous experiences,
for example through trial-and-error, or imitation of other agents. Learning dif-
fers from adaptation, in that adaptation refers to changes in the distribution of
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characteristics across a population, whereas learning is based on the experience
of individual agents.
• Emergence. The system-level properties of CAS cannot be a priori predicted
from the properties of the agents, but are emergent.
Essential is that CAS is a bottom-up approach, in which system-level properties
emerge from lower-level components. Some examples of this emergence are discussed
in the following paragraphs, and it will remain a central concept throughout this
thesis.
1.2 CAS models
Since the system-level behaviour of CAS emerges from lower-level interactions, it is
typically difficult to analyse CAS using direct observations or experiments (Railsback
and Grimm 2011). Whereas in physics, interactions between individual particles can
be statistically aggregated to derive system-level properties, such an approach has
proven to be of little use in the social sciences due to the complexity and diversity
of interactions and heterogeneity of agents (Lansing 2003). For example, interactions
in human societies are local, strongly non-linear, and dependent on individual differ-
ences between agents. Furthermore, keeping track of all the individual agents and
interactions between agents in a system is typically not feasible in a practical situa-
tion (Gilbert 2004). Thus, understanding of the emergence of patterns in society has
long remained out of reach.
Thanks to the development of computers, the field of social simulation has pro-
vided us with a tool for gaining insight into CAS. Simulation models are simplified
representations of real-life systems in which interactions between agents can be mod-
elled to investigate their effects at system level. The role of simulation models for
studying CAS is comparable to that of thought experiments in physics (Holland
2002). They can be used to formalise assumptions about interactions between system
components, and to systematically explore the consequences of these assumptions. In
this way, simulation models allow us to perform ’experiments’ that cannot be per-
formed in real-life systems. Such experiments are of great help to develop theories on
social processes and to generate new hypotheses.
It should of course be tested whether the assumptions behind any simulation model
are appropriate, given the context of the study. Together with the conceptualisation
and development of the simulation model, this testing is part of an iterative process.
This process is commonly represented in terms of a modelling cycle (Fig 1.1). Based
on the real-life system, a conceptual model is developed. Crucial to this development
is the research question that the model is intended to answer, as well as the formulated
hypotheses regarding this research question. The model should have the right level of
detail to test these hypotheses (Grimm et al. 2005). A model is too simple if it does not
take into account mechanisms that are essential to test the formulated hypotheses. If,
in contrast, the model contains many unessential details, it may become impossible to
analyse it in the context of these hypotheses. Once a conceptual model with the right
level of detail has been developed, it is represented in terms of computer code. The
model is then analysed to see what can be learned from it about the real world. Of
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Figure 1.1: Modelling cycle (simplified from Refsgaard and Henriksen (2004), van Voorn
et al. (2016)). Modelling often involves going back and forth between these
steps, as denoted by the inner arrows. The cycle as a whole proceeds clockwise,
as denoted by the arrows on the outer curve.
course, this cycle is a simplified representation of the modelling process. In practice,
modelling often involves going back and forth between different steps, rather than
going once through the cycle.
Various modelling methods have been used to describe CAS. In this thesis, we fo-
cus on two types of models, namely ordinary differential equation (ODE) models and
agent-based models (ABM). These modelling methods are discussed below, including
their strengths and weaknesses for modelling CAS.
1.2.1 Ordinary differential equation models
Differential equation models are used in a wide range of fields, such as physics, chem-
istry, engineering, biology, and economics. Fig 1.2a shows a graphical representation
of differential equation models. A differential equation relates a function to its own
derivative(s). In this thesis, only models with a single derivative with respect to
time will be considered. Differential equations with a single independent variable
(i.e. time) are referred to as ordinary differential equations (ODE)s. The vector field
dY (t, θ, Y0)/dt = g(Y (t, θ, Y0), θ) quantifies the change of the state variables Y with
respect to time, depending on the values of the parameters θ and initial conditions
Y0. Usually, Y , Y0, and θ are vectors. Thus an ODE model may contain multiple
state variables and parameters. The vector field of one state variable may depend
on the values of other state variables. Such dependencies can be used to describe in-
teractions between state variables. The model output Y (t, θ, Y0) can be obtained by
integrating the vector field over time. For some simple ODE models this integration
can be done analytically, which then yields an explicit solution for the values of the
state variables as function of time. For most models, no exact solution is available.
Numerical methods may then be used to approximate the solution.
An example of an ODE model from ecology is the Lotka-Volterra model of
predator-prey interaction. This example will be discussed here because ODE models
of predator-prey interaction are extensively used in the second and third chapter of
this thesis. The model reads as
dY1
dt
= αY1 − βY1Y2 (1.1a)
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dY2
dt
= βδY1Y2 − γY2 (1.1b)
with initial conditions
Y1(0) = Y1,0 (1.1c)
Y2(0) = Y2,0. (1.1d)
Here Y1 is the prey density, Y2 the predator density, and t time. The population den-
sities Y1 and Y2 are functions of time, the initial conditions, and the model parameters
so Y1 = Y1(t, Y1,0, Y2,0, α, β, γ, δ), and likewise for Y2. The parameter α describes the
intrinsic growth rate of the prey population, γ the predator mortality rate, β the pre-
dation rate coefficient, and δ the efficiency of biomass conversion. All symbols used
in this chapter are listed in Table 1.1. Eqs (1.1a,1.1b) express the change in time of
both populations as function of the population densities and model parameters. From
these equations the population densities can be obtained as function of time, given
values for the initial conditions Y1,0 and Y2,0.
Predator-prey ODE models like the Lotka-Volterra model are based on several
assumptions that are important to consider in the context of CAS. Note that in
Eq 1.1a the predator and prey populations, each of which consist of a large number
of individual animals, are described by a single variable representing the population
density. So, it is assumed that the population consists of identical individuals that
do not adapt over time. Furthermore, the interactions between species are defined at
the population level. It is thus assumed that each individual has an equal effect on
each other individual (Huston et al. 1988). Although there are some possibilities for
representing more detailed interactions or individual differences, ODE models are not
suitable for representing local interactions between large numbers of heterogeneous
agents. In many physical and social systems, however, it is important to consider
locality of interactions and heterogeneity of agents. For example, in social systems
people are influenced mostly by specific people in their surroundings, rather than
being influenced equally by every member of the population. For systems in which
local interactions between heterogeneous agents are expected to be important, ODE
may not be the most suitable modelling method.
Even thoughODEmodels may not be suitable for modelling local interactions and
heterogeneous agents, such models are used extensively in the second of third chapters
of this thesis. The reason is that some ODE models share important characteristics
with CAS models, and the comparison with ODE models can yield valuable insights
that are applicable to CAS models. One such property, central in chapters 3 and 4
of this thesis, is that the model may display various long-term behaviours depending
on the initial conditions and parameter values. As an example, we again consider
the Lotka-Volterra model 1.1a. It can be shown that for positive initial populations
(Y1,0 > 0 and Y2,0 > 0) the model converges to a long-term solution in which both
populations oscillate periodically. Alternative solutions are found when Y1,0 = 0 or
Y2,0 = 0. When Y2,0 = 0, the system contains no predators, and the prey popula-
tion will continue to grow exponentially. When Y1,0 = 0, there is no prey, leading
to extinction of the predator population. This example might seem trivial due to
its simplicity, but in general ODE models can display various types of long-term
behaviour and analysing this behaviour is usually no straightforward task. The tran-
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sitions between these types of behaviour in parameter space are referred to as tipping
points.
An advantage of ODE models is the availability of well-developed tools for model
analysis. Methods of bifurcation analysis (Kuznetsov 2004) are available to detect
tipping points. Tipping points may also be an important property for other types
of CAS models, as will be discussed in Section 1.3.1. But for these models bifur-
cation analysis is not applicable. In this thesis, methods to detect tipping points in
CAS models will be proposed. ODE models will be used to test these methods by
comparing their outcomes to those of existing bifurcation analysis methodologies.
Table 1.1: Symbols used in Chapter 1.
Symbol Description Units
Y Model output -
Y1 Prey population density kg m−2
Y2 Predator population density kg m−2
Y1,0 Initial prey population density kg m−2
Y2,0 Initial predator population density kg m−2
t Time s
θ Vector of model parameters -
α Prey growth rate s−1
β Ingestion rate s−1
γ Predator mortality rate s−1
δ Yield over ingested biomass -
φ Potential J
1.2.2 Agent-based models
Agent-based modelling (ABM) is popular to study CAS. ABMs represent individual
agents explicitly, and are thus ideally suited for including agent diversity and inter-
actions between individual agents (Railsback and Grimm 2011, Gilbert 2008). As a
result, ABM has become a preferred modelling tool across a range of fields, such as
ecology, economics, and sociology (Macal 2016).
Definitions of what constitutes an agent strongly vary between authors (Macal
2016). Several necessary characteristics are considered here, summarised in Fig 1.2b.
They directly correspond to some of the CAS characteristics listed in Section 1.1.
Table 1.2 gives a comparison of CAS characteristics versus those of ABMs and ODE
models. The most basic characteristic of ABMs is that an agent is an individual
unit, with its own behavioural rules (Macal and North 2009). Secondly, an agent is
autonomous (Macal 2016). This means that it has its own objectives, and can select
behaviour based on its observations in order to fulfil these objectives. Thirdly, agents
interact with other agents, and with their environment. These interactions may for
example represent social interactions or exchange of goods or information. The CAS
characteristics of agent adaptation and learning are not present in all ABMs, but are
included in some. A useful categorisation of ABMs based on their characteristics, in
particular adaptation and learning, has been given by Macal (2016).
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(a)
(b)
Figure 1.2: (a): A basic representation of an ODE model. To obtain the model output the
vector field is integrated for given initial condition and parameter values. Note
that the output variable Y , initial conditions Y0, and parameters θ are vectors
and can contain multiple values. (b): A basic representation of an ABM. The
agents are autonomous entities that interact with the environment and with
other agents. As model output we can choose any state variables of agents or
the environment, the values of which emerge from the interactions in the model.
Adapted from Macal and North (2009).
A demonstration of the advantages of ABMs over other modelling methods has
been provided in a study on the immune system by Louzoun and Solomon (2004). In
this study, the results from a differential equation model of an immune system were
compared to those of an ABM in which the agents correspond to basic elements of
the immune system. Since agent densities in the system are low and the interactions
between agents are localised, it was found that the results of the differential equation
model differ strongly from those of the ABM. Specifically, the ABM showed that the
agents spontaneously formed ’macroscopic objects, which can move around, act in
complex ways, and display adaptive behaviour’ (Louzoun and Solomon 2004). The
differential equation model, in contrast, predicted decay of the system.
1.3 Challenges
Although ABM provides a powerful tool for studying CAS, its utility is limited by
difficulties in model analysis (Macal 2016, Crooks et al. 2008, Filatova et al. 2013).
Most ABMs contain a number of parameters, which represent assumptions regarding
various aspects of the modelled system. In practice, we may have some estimates
for realistic parameter values, but most of the time these estimates are not very pre-
cise. Therefore, it is important to know how various parameters influence the model
behaviour. This requires exploring the model behaviour under different parameter
settings. Running a model only for some specific setting of parameter values yields
information about its behaviour for only that setting. For other settings, however,
the behaviour may be entirely different. However, running a model for all possible
parameter combinations is usually not practically feasible.
If relationships between model parameters and output are not too complex, statis-
tical tools may be used to gain understanding of model behaviour for various param-
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Table 1.2: Comparison between ODE models and ABM, based on utility for modelling
various CAS properties. Since in ABMs agents are represented individually,
ABMs are more suitable for modelling CAS characteristics like heterogeneous
agents, agent adaptation, and learning.
CAS property ODE ABM
Large numbers of agents Represented as densities Represented individually
Heterogeneity of agents − +
Interactions At population-level At individual-level
Observation-based actions − +
Agent adaptation ± (Geritz et al. (1997),
Diekmann (2003))
+
Learning − +
eter settings, based on a limited number of model runs. For CAS models, however,
it may be particularly difficult to study the relationships between the model’s pa-
rameters and its behaviour. CAS models are aimed at investigating the emergence of
different types of model behaviour from lower-level interactions. It is often not known
in advance what kind of model behaviour should be expected. Furthermore, a num-
ber of specific CAS characteristics complicate the analysis of CAS models. In the
following, a distinction will be made between characteristics related to complexity and
those related to adaptivity, as summarised in Table 1.3. This distinction may seem
simplifying, but will be shown to be useful because different types of characteristics
complicate model analysis in different ways.
Complexity of a model refers to the number of agents, the number and type of
agent behavioural rules, the number and non-linearity of interactions, the number of
variables describing the physical environment, and rules for updating these variables.
The high complexity of ABMs describing CAS ensures that these ABMs are likely to
be strongly non-linear and involve many parameters and interactions. Furthermore,
both the model parameters and the outputs may relate to different levels (i.e., the
system-level, or the agent-level). Thus, there are multiple steps in between the model
inputs and its outputs, and each of those steps can be strongly non-linear. Therefore,
during model analysis it should not be assumed that the parameters affect the model
output linearly, or that the output conforms to any specific statistical distribution,
such as the normal distribution. Instead, methods are needed that are aimed at
extracting as much information as possible on how each parameter affects the model
behaviour, based on a limited number of model runs.
Adaptivity refers to changes in model behaviour over time. This includes agent
adaptation, for example through natural selection, agent learning based on previous
experiences, and the presence of feedback loops from the environment to the agents.
Due to adaptivity, it is not sufficient to analyse what kind of state the model converges
to, but it is necessary to consider how this state, and the model itself, change over
time.
Chapter 1 9
(a) (b)
Figure 1.3: Snapshots of simulation runs of the Schelling model of social segregation. (a):
For a small value of the tolerance parameter (0.05) the model converges to a
mixed state in which there is no strong spatial clustering of the two colours. (b):
For a larger value of the tolerance parameter the model converges to a segregated
state in which both colours are clustered into separate neighbourhoods. The
snapshots were made using the Netlogo implementation of the model (Wilensky
1997, 1999).
1.3.1 Detection of tipping points and resilience
ABMs may contain tipping points in parameter space where the model behaviour
changes drastically. For example, predator-prey models like the one in Eq (1.1) often
feature tipping points where one or both of the populations go extinct. An ABM
example is the Schelling model of racial segregation (Schelling 1971). In this model
agents of two colours live on a spatial grid, and may choose to change location based
on the proportion of neighbouring agents of the same colour. A ’tolerance’ parameter
describes the minimum proportion of agents of the same colour each agent finds
acceptable. Increasing the value of this parameter causes a transition from a non-
segregated state to a segregated state where agents of the same colour form spatial
clusters (Fig 1.3). Whereas in the original model version this transition is gradual,
in some model versions the state switches suddenly at a precisely determined critical
parameter value (Stauffer and Solomon 2007). Sudden, qualitative switches in model
behaviour, such as in the latter case, are typical for tipping points.
Since the Schelling model has only few parameters, the parameter value of the
tipping point may be estimated by running the model for various parameter values.
In contrast, many other ABMs have a large number of parameters, each of which
may be relevant for detecting the tipping point. Since we have no explicit expressions
that describe how the model output changes as a function of parameter values, we
cannot detect tipping points using bifurcation analysis, as is possible forODEmodels.
Adaptivity further complicates tipping point detection in ABMs, because the model
behaviour may continue to change over time rather than to converge to an unchanging
steady state. Also, path dependence ensures that the model may evolve in different
directions depending on initial conditions or stochastic effects. Currently, there are
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no reliable methodologies for detecting tipping points in ABMs.
A related challenge is the assessment of resilience. Resilience is a system property
that is considered to be important for the management of social-ecological systems
(SES), such as fisheries, land-use systems, and irrigation systems. Many SES are
currently under pressure due to over-exploitation and changing conditions. Resilience
refers to the capacity of a system to cope with such pressures or shocks while main-
taining its identity and avoiding drastic consequences, such as as tipping points that
push the system to an entirely different system state Walker et al. (2004), Scheffer
(2009). Resilience is commonly illustrated in terms of potential landscapes, such as in
Fig 1.4. The ball represents the current state of the system. For most CAS, this state
is under constant influence of small disturbances, most of which do not have drastic
consequences. Some disturbances, however, may cause the state to cross a tipping
point and enter a different domain of attraction, leading to a qualitatively different
system state. In a resilient system, the stability domain is wide and deep, so that
only strong disturbances can cause the system to pass a tipping point. Adaptivity is
considered to be an important component for the resilience of CAS, because due to
adaptivity the shape of the stability landscape may change over time. Since tipping
points in ABMs are difficult to detect, and the stability domains may change due to
adaptivity, assessing the resilience of ABMs is challenging.
Table 1.3: Characteristics of complexity and adaptivity of CAS models.
Complexity Adaptivity
Number of agents Adaptivity of agent characteristics
Heterogeneity of agents Agent learning
Number of agent state variables Strength of feedback loops
Number and type of agent
behavioural rules
Number of equations for
environment
Nonlinearity of equations for
environment
1.4 Sensitivity analysis
Sensitivity analysis is a commonly applied tool in the context of ABMs. It is aimed
at examining how changes or uncertainties in the model parameters affect the model
output. A number of standardised methods for sensitivity analysis exist (Saltelli et al.
2004a, 2008, Hamby 1994, Cariboni et al. 2007, Thiele et al. 2014). Most traditional
methods focus on ranking the model parameters in terms of their influence on the
model outcomes. Given assigned uncertainties to the input parameters, the resulting
variation of the model output is quantified. In local methods of sensitivity analysis,
only small parameter uncertainties around a reference point in parameter space are
considered. By linearising the model output around the reference point, the sensitivity
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Figure 1.4: Hypothetical potential landscape φ(Y ) as function of a state variable Y . The
black ball represents the current system state, and the two valleys correspond to
two separate stability domains. (a): In classical resilience studies, such as many
engineering applications, the landscape is static. Resilience may be measured in
terms of the width and height of the stability domain. (b): In CAS the stability
landscape may change over time. In this example, the landscape is identical to
(a) at t = 0. Over time, the leftmost stability domain becomes less resilient and
eventually disappears.
of a parameter may then be expressed in terms of the partial derivative of the model
output with respect to that parameter. Global methods of sensitivity analysis consider
large uncertainties across a wide range of parameter space. The variation of the model
output across this region is typically quantified in terms of statistical measures, such
as the variance. Sensitivities are expressed by decomposing this variation into terms
attributed to (combinations of) parameters.
For CAS models the above approach may not yield insightful outcomes. Due to
the complexity and adaptivity of these models, the model output and its sensitivities
to the various parameter vary strongly across the parameter space and across time.
By aggregating model output across parameter space, crucial information on the
model behaviour may therefore be lost, as will be shown in Chapters 2 and 3 of
this thesis. Specifically, the aggregated output will be of little value for detecting
tipping points, or evaluating resilience. Furthermore, ABMs often produce results
that could not easily have been predicted in advance. We cannot know in advance
which output measures we should focus on to find these properties. Focussing only
on a single output measure, and aggregating that measure across parameter space,
would likely cause us to miss results that might be of interest (Nelson 2016). Thus,
existing methods of sensitivity analysis are not sufficient for analysing ABMs and
new methods are needed.
1.5 Objectives
Although traditional sensitivity analysis methods are not well-suited for ABM anal-
ysis, the topic of sensitivity analysis for ABMs has received relatively little attention
and has therefore remained a stumbling block for applying ABM in practice (Macal
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2016, Crooks et al. 2008, Filatova et al. 2013). So, there is a need for new sensitivity
analysis methods that are capable of dealing with the complexity of ABMs. The
main aim of this thesis is to develop such methods. Specific issues that we will focus
on are,
• The detection of tipping points in ABMs. Detecting tipping points is an im-
portant part of ABM analysis. In this thesis, we will examine the possibilities
of using sensitivity analysis for this purpose. To validate our work, we will also
apply sensitivity analysis methods to ODE models, where the outcomes can be
compared directly to those of bifurcation analysis.
• Analysing adaptivity in ABMs. Adaptivity is an essential component of CAS.
The sensitivity analysis methods to be developed in this thesis should allow to
analyse the effects of adaptivity in ABMs.
• Analysing resilience of ABMs. Resilience is considered to be an important
property of CAS. Adaptive agents may adjust their behaviour in response to
pressures, and as such increase the resilience of the system in response to these
pressures. The methods of sensitivity analysis in this thesis should be able to
assess the resilience of the system.
1.6 Approach
Many ABMs are developed for specific case studies. In most practices, sensitivity
analysis is performed after the model has been developed. It is then often impossible
to fully analyse the model. This thesis will instead take a stepwise approach (Fig 1.5).
A simple yet illustrative test-case ABM will be developed. The utility of various
sensitivity analysis methodologies will be assessed by applying them to this test-case.
Starting off with a simple test-case will help to pinpoint challenges in analysingABMs,
and to deal with these challenges in isolation. Once this test-case has been properly
analysed, its complexity and adaptivity will be increased following the different paths
shown in Fig 1.5. After each increase in complexity or adaptivity it will be assessed
what kind of methods are needed to analyse the new model version. If available
methods are found to be insufficient, new methods will be developed. In this way, the
extensions of the test-case will guide the development of analysis methods that are
suitable for dealing with specific CAS properties of ABMs.
In addition to the ABM test-case, we will also use ODE models as testing case for
methods to detect tipping points. Since for ODE models methodologies of bifurca-
tion analysis are available to detect tipping points, the results from newly developed
methods can be compared to analytical bifurcation analysis results before applying
them to ABMs.
1.7 Thesis outline
The thesis has the following structure. Chapter 2 will serve as an introduction to
classical methods of local sensitivity analysis. The application of these methods is
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Figure 1.5: The approach in this thesis starts with the analysis of a ’minimal’ CAS. Then,
different paths will be followed, increasing (1) its complexity, (2) its adaptivity
(2), and (3) both its adaptivity and its complexity.
demonstrated by using them to identify the most influential parameters of an ODE
model for predator-prey interaction.
Chapter 3 describes the analysis of an ODE predator-prey model that contains
several tipping points. At these tipping points, the asymptotic behaviour changes
between stable coexistence, limit cycles, and extinction. It is shown how the presence
of tipping points complicates the interpretation of sensitivity analysis results, and
the use of sensitivity analysis methods for tipping point detection is explored. The
sensitivity analysis results are verified through comparison with analytical results
from bifurcation analysis.
In Chapter 4, an ABM is introduced in which agents compete for a common-
pool resource. This ABM serves as a test-case for sensitivity analysis, and although
it is simple, it still possesses most of the characteristics that complicate sensitivity
analysis of ABMs. Adaptivity is still left out. The model is analysed using three
standard methodologies of sensitivity analysis, and the strengths and weaknesses of
these methods for analysing ABMs are evaluated.
In Chapter 5, the ABM that was introduced in Chapter 4 is expanded by the
inclusion of a mechanism for agent adaptation through a process of natural selection.
A sensitivity analysis method to quantify the effects of adaptation over time is devel-
oped. Furthermore, it is shown how adaptation affects the resilience of the system
against pressures.
In Chapter 6 an extension of the ABM discussed in Chapters 4 and 5 is analysed.
In this extension direct interactions are added in the form of cooperation between
agents. Furthermore, a learning process for individual agents is included for making
decisions regarding cooperation. It is investigated how various mechanisms affect the
level of cooperation within the system. Furthermore, it is investigated how coopera-
tion affects the resilience of the system.
Chapter 7 concludes with a general discussion. The achievements of this thesis
are summarised and discussed. Furthermore, opportunities for further progress are
indicated.
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Automated sensitivity analysis
for ecological dynamical models
G.A. ten Broeke, E.H. van Nes, L. Hemerik, G.A.K. van Voorn.
To be submitted.
16 Automated sensitivity analysis for ecological dynamical models
Ecological systems are often studied using dynamical models. These models have to
be properly validated in order to be useful. Validation entails the use of data, which
is usually available only for a limited number of variables and short ecological time
scales. Such analysis therefore has a strong focus on transient model behaviour.
Sensitivity analysis can therefore be a key tool to help this type of model analysis:
it quantifies the effects of changes in model parameters and inputs on the model
predictions, and thus allows for pinpointing influential parameters and inputs as
possible targets for validation experiments. Performing a sensitivity analysis can,
however, be costly and cumbersome. In this paper we present a tool in Matlab
for automated sensitivity analysis as an aid for ecological modellers and experi-
mentalists. We demonstrate the tool’s performance by comparing its results with
semi-analytical results for two examples. Our study shows that the user-friendly
tool quickly yields accurate sensitivities that help in model parametrisation and
analysis.
2.1 Introduction
Dynamic models are a commonly applied tool to describe key ecological pro-
cesses (Gurney and Nisbet 1998). For dynamic models to be of use in ecological
studies they should be validated (Augusiak et al. 2014, Rykiel 1996), i.e. it should be
evaluated whether the model provides a credible description of the ecological system
it is applied to and whether it is useful for its intended purpose. Validation entails the
use of objective functions (either implicitly through expert judgement, or explicitly
through statistical measures) to match data to model output. For instance, match-
ing model predictions to experimental results is a powerful way to validate models
(e.g., McCauley et al. (1999)). Validation is not a one-shot exercise, but a continu-
ous process of model evaluation, adaptation, and re-evaluation (Vemer et al. 2013).
The ideal modelling cycle therefore entails an iterative loop of matching the model
to (experimental) data, and using the model to generate predictions that steer new
experiments for re-evaluation of the model (Fig 2.1). Usually the modelling cycle
includes parameter estimation, i.e. the setting of model parameter values based on
model calibration.
A common approach in analysing ecological models is by applying methods for
structural stability analysis. In this approach the focus is on the asymptotic behaviour
of the system, i.e. determining the asymptotic system states and their stability under
different conditions (Van Nes and Scheffer 2005). Tools are available that can be used
in this approach, such as matcont (Dhooge et al. 2003) and auto07p (Doedel and
Oldeman 2009) for what is commonly referred to as bifurcation analysis. Structural
stability or bifurcation analysis is for instance useful to assess whether models exhibit
tipping points. However, for validation it is less suitable, as there is usually a large
discrepancy between the time-scale for the modelled ecological system to evolve to
an asymptotic state and the time-scale of validation experiments. Moreover, ecolog-
ical systems seldom remain undisturbed for very long. It is therefore important for
model evaluation and validation to consider the transient dynamics, i.e. the ‘model
behaviour that is not its final behaviour’ (Hastings 2004).
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Figure 2.1: Cycle of modelling and experiment in ecology. Sensitivity analysis is important
in setting up experiments to reduce a model’s prediction uncertainty and in
comparing model dynamics and experimental dynamics. Note that experimental
dynamics should come from other experiments than those used for parameter
estimation.
Methods of sensitivity analysis are well-suited to include a focus on transient dy-
namics. Sensitivity analysis methods have been developed and commonly applied in
fields like chemistry, in which experimental circumstances are relatively well-controlled
(Varma et al. 1999). In ecology it is typically more difficult to control experimental
circumstances, but nevertheless the use of sensitivity analysis methods has been pro-
moted by Cariboni et al. (2007) and Caswell (2007). Sensitivity analysis is aimed
at quantifying the effects of changes or uncertainties of parameters and initial con-
ditions on model outputs, possibly at different points in time (Saltelli et al. 2008).
Typically not all model parameters contribute equally to model outputs. In other
words, the model is not equally ‘sensitive’ to each of its parameters. If the model
predictions are strongly sensitive to a certain parameter, then that parameter is a
likely candidate for improved estimation. Validation efforts will then quickly reveal
differences between experimental data and model predictions, and changes in these
differences under parameter change. If, in contrast, the parameter has little effect on
the model outcomes, then an improved estimate of that parameter will not improve
the predictive power of the model. Differences between experimental data and model
predictions will then not be altered strongly if the parameter is changed. In this way
model parameters can be ranked in terms of sensitivity. In addition, the sensitivity
of model outputs to the model parameters may vary over time. Sensitivity analysis
can thus reveal what parameters and initial conditions have a considerable influence
on the transient dynamics of the model, i.e. at the time-scale that is in line with that
of a typical validation experiment. Sensitivity analysis can thus help ecological mod-
ellers in setting research directions and designing validation experiments, by focusing
efforts on the most sensitive parameters.
Although sensitivity analysis can provide valuable information for the development
of validation experiments, it depends on the selected method what kind of informa-
tion is obtained. It also depends on the model analysis objective what method is
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best (Ten Broeke, Van Voorn and Ligtenberg 2016). In general, a crude distinction is
made between local and global methods (Cariboni et al. 2007). Local methods target
specific points in state and parameter space and thus reveal detailed information that
is valid only in the neighbourhood of the targeted point. Global methods attempt
to reveal statistical information that is valid over a larger region, by sampling from
the full state and parameter space. The latter approach comes at a cost, namely of
losing detailed information on the behaviour of the model that may be of relevance
for validation.
Methods of sensitivity analysis quickly become cumbersome and time-consuming
when larger models are concerned. For people for whom (statistical) model analysis is
not the primary aim, or who want quick results, this is an undesirable situation that
hampers the application of sensitivity analysis. The application range of sensitivity
analysis methodologies is likely to be much broader if automated tools are available.
In addition, automated tools are less prone to errors (assuming that the provided input
is according to desired quality standards). Here we present such a tool for performing
sensitivity analysis for difference equation (DE) and ordinary differential equation
(ODE) models, namely grind for Matlab (http://www.sparcs-center.org/grind).
We demonstrate its potential by applying it to two well-known examples, namely
a simple difference equation (Ricker 1954) and a classic algae-zooplankton ODE
model (Rosenzweig and MacArthur 1963), and comparing its results to results ob-
tained through semi-analytical methods.
2.2 Local sensitivity analysis
Here we offer a conceptual description of local sensitivity analysis. The mathematical
details are given in Appendix 2.A. For the purpose of sensitivity analysis we assume
that the model is a good representation of the modelled system, and there are only
uncertainties regarding the parameter values, and measurement errors. Local sensi-
tivity analysis quantifies the effect of changes in the parameters and initial conditions
on the state variables. To perform local sensitivity analysis we first need to establish
a default parameter set that functions as a reference point. Ideally, the default set
would be the ‘true’ set of parameter and initial condition values, but in practice this
is usually not the case. Typically we are looking for an improved parameter set and
wish to know what parameters should be the focal points of further study.
Starting from the default parameter set, we consider a small change in one of the
parameter values. The resulting change in the model outcomes measures the local
parameter sensitivity. A large change in outcomes indicates that the parameter is
influential. To rank the sensitivities, we repeat the same procedure for all model
parameters and initial conditions. Note that usually not all of the model parameters
have the same dimensions. To compare the sensitivities of parameters with different
dimensions, they first need to be normalised, for instance by converting them to elas-
ticities. Elasticities are dimensionless and straightforward to interpret. For instance,
an elasticity of 0.24 means that a 1% change in the input parameter causes a 0.24%
change in the output variable.
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Table 2.1: Symbols used throughout the text. The upper part contains general symbols, the
middle part symbols for the Ricker model Eq (2.1) and the lower part for the
Rosenzweig-MacArthur model Eq (2.2).
Symbol Description Units Default
value
ei,j Elasticity of yi to φj
f/F Set of odes/des
i Index for state variable
j Index for parameters and initial conditions
µ Total number of parameters
ν Total number of state variables
p/P Vector of ode/de parameters
si,j Local sensitivity of yi to φj
t/T Time (continuous/discrete)
y/Y Vector of state variables of ode/de model
y0/Y0 Vector of initial conditions of ode/de model
yi/Yi State variable (i = 1, 2, ..., ν) of ode/de model
φ/Φ Parameters and initial conditions (ode/de)
φ˜/Φ˜ Default values of φ/Φ
c Carrying capacity mg l−1 10
N Population density mg l−1 [0,→〉
n0 Initial population density mg l−1 0.1
q Intraspecific growth rate day−1 0.1
A Density of algae mg l−1 [0,→〉
a0 Initial density of algae mg l−1 3
b Efficiency of food conversion to growth - 0.6
g Maximum grazing rate of algae by zooplankton day−1 0.4
h Half-saturation algal concentration mg l−1 0.6
k Carrying capacity mg l−1 10
m Zooplankton background mortality rate day−1 0.15
r Relative growth rate day−1 0.5
Z Density of zooplankton mg l−1 [0,→〉
z0 Initial density of zooplankton mg l−1 3
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2.2.1 Numerical approximation of local sensitivities
Sensitivities are estimated numerically using the finite differences method. To obtain
this estimate, we first run the model in the default parameter setting. We then
introduce a small change in one of the parameters, and again run the model. The
difference between the two runs, relative to the parameter difference, estimates the
local sensitivity.
The finite differences method requires only one additional model run per param-
eter to estimate all of the sensitivities. The method is thus computationally rather
cheap and straightforward to apply. grind uses the finite differences method to au-
tomatically compute all of the parameter sensitivities or elasticities.
2.2.2 Semi-analytical calculation of local sensitivities
To test the performance of grind in calculating sensitivities we use the semi-analytical
method, which can be applied to DE or ODE models. In the semi-analytical method
we manually, or using symbolic math software (e.g. Matlab Symbolic Math Toolbox
or Maple), calculate implicit derivatives of the DEs or ODEs with respect to the
model parameters. These derivatives are expressed as additional difference or dif-
ferential equations, to be numerically solved alongside the original model equations.
Thus, although only a single model run is needed, the semi-analytic method does
require solving additional equations besides the original model equations. Since the
semi-analytic method uses infinitesimal parameter differences, it yields more accurate
results than the numerical method. In practice, however, it is cumbersome and prone
to mistakes, especially for models with many state variables and parameters. In this
paper we use the semi-analytical method to check the numerical results obtained by
grind. Note that it is possible in grind to automatically perform the semi-analytic
method using the Matlab Symbolic Toolbox. To illustrate the principles, we perform
the method manually in this paper.
2.3 Examples
Below we discuss the outcomes of the sensitivity analysis for the Ricker model and
for the Rosenzweig-MacArthur model. All of the results were computed in grind
and checked semi-analytically. For both models, the results of the two methods
matched closely. A step-by-step approach for the computations in grind and de-
tails of the semi-analytic check are given in Appendix 2.B for the Ricker model and
Appendix 2.C.1 for the Rosenzweig-MacArthur model.
2.3.1 Ricker model
The Ricker model of population growth is given as
N(T + 1, n0, q, c) = N(T, n0, q, c)e
q
(
1−N(T,n0,q,c)c
)
(2.1a)
N(T = 0) = n0, (2.1b)
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Figure 2.2: Eq (2.1a) and its elasticities in the default parameter set as a function of time,
obtained with the ‘timesens’ command in grind. The elasticities show that on
long time scales, c is the only influential parameter. On shorter time scales q
and n0 are more influential.
where N(T, n0, q, c) is the population density at time-step T , q is the intraspecific
growth factor, and c is the carrying capacity. In the following we will drop the
parameters from the notation and write N(T ) = N(T, n0, q, c). A sensitivity analysis
of the continuous version of the Ricker model, also known as the Pearl-Verhulst or
logistic equation, has been discussed by Banks et al. (2007) and Downing et al. (2013).
The population density is estimated by N(T ) in the default parameter set (Fig 2.2a).
This population grows towards a steady state value, as is verified by setting N(T ) =
N(T + 1) in Eq (2.1a) to determine the steady state solutions: N = 0 and N = c.
Analysis using grind shows that N = 0 is unstable and N = c is stable for any q > 0.
The model thus converges asymptotically to c for any n0 > 0 and q > 0.
Initially, the solution is not sensitive to c, but this elasticity gradually goes to 1 as
the steady state is approached (Fig 2.2). In the steady state, c is the only influential
parameter. In contrast, q does not influence the steady state, but influences strongly
the transient dynamics, especially at intermediate population sizes. The initial con-
dition n0 is initially the most influential parameter, but becomes less influential over
time and does not affect the steady state. In experiments it may prove impossible in
practical terms to monitor the ecological system up to steady state. It is therefore
important to determine not only which parameters affect the asymptotic behaviour,
but also which parameters are influential on short and intermediate simulation times.
The sensitivity analysis shows that at different times, different parameters are the
most influential ones (Fig 2.3).
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(a) (b)
Figure 2.3: Ranking of the elasticities of Eq (2.1a) in the default parameter set at T = 20
(a) and T = 100 (b). The results were computed in grind and the graphs were
made in excel. At T = 20 q is the most influential parameter, followed by n0.
At T = 100, c is the most influential and the other elasticities are close to zero.
2.3.2 Rosenzweig-MacArthur model
As a second example we consider the well-known Rosenzweig-MacArthur model, de-
scribing the interaction between algae and zooplankton (Rosenzweig and MacArthur
1963, Scheffer et al. 1997). The population densities depend on the initial conditions,
the parameter values, and on time. To simplify the notation we will hereafter write
A = A(a0, z0, r, k, g, h, b,m, t) and similar for Z.
dA
dt
= rA
(
1− A
k
)
− gA
A+ h
Z (2.2a)
dZ
dt
= b
gA
A+ h
Z −mZ (2.2b)
A(0) = a0; Z(0) = z0 (2.2c)
We first consider the case where z0 = 0. The model then reduces to a logistic growth
equation for the algae population, which has previously been discussed by Banks et al.
(2007) and Downing et al. (2013). The sensitivity analysis results (Fig 2.4) are similar
to those of the Ricker model (Fig 2.2). On short time scales r is the most influential
parameter. The initial condition a0 is mostly influential on smaller time scales. The
carrying capacity k has little influence on smaller time scales, but its elasticity grows
asymptotically towards 1, whereas the elasticities of r and a0 go to zero. Thus, the
steady state is fully determined by k.
For z0 > 0, setting dAdt = 0 and
dZ
dt = 0 and solving for A and Z yields three steady
state solutions
(A∗1, Z
∗
1 ) = (0, 0) (2.3a)
(A∗2, Z
∗
2 ) = (k, 0) (2.3b)
(A∗3, Z
∗
3 ) =
(
mh
bg −m,
brh
bg −m
(
k(bg −m)−mh
k(bg −m)
))
. (2.3c)
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Figure 2.4: Eq (2.2a) and its local elasticities as functions of time, with z0 = 0. The figures
were obtained with the ‘timesens’ command in grind. In the steady state, k
is the only influential parameter, but for shorter simulation times r and a0 are
influential.
The stability of these states is determined in grind by a bifurcation analysis with k as
bifurcation parameter and all other parameters at the default value. For small values
of k the zooplankton population cannot persist and goes extinct (Fig 2.5). The steady
state of Eq (2.3b) is then stable. As k increases a transcritical bifurcation is crossed,
after which Eq (2.3c) is stable and the zooplankton and algae populations coexist.
For even larger k a Hopf bifurcation is crossed, after which both populations display
limit cycles. As k increases, the amplitude of the oscillations increases such that
extinction of one or both populations is likely. This effect is known as the Paradox of
Enrichment (Rosenzweig 1971).
In the default parameter setting the system exhibits limit cycle behaviour. Periods
of relatively slow change are interrupted by periods of rapid change. Note that the
sensitivities were not rescaled into elasticities because the state variables go close to
zero, leading to large values for the elasticities. All of the sensitivities show peaks that
follow the oscillations of the state variables (Fig 2.7). For a0 and z0, the amplitude
of the peaks gradually decreases over time. For all other parameters the amplitude
gradually increases. The peaks in the sensitivities coincide with rapid increases and
decreases in A and Z. During periods where A and Z change only slowly the sen-
sitivities are much smaller. This is the case when A or Z is close to zero, and in
the peaks where A is close to carrying capacity. During these peaks, the sensitivity
coefficient ∂A∂k is close to 1 and the other sensitivities are close to zero. Thus, small
parameter changes do not drive the peaks significantly away from carrying capacity,
or the minima away from zero. During the periods where the state variables change
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Figure 2.5: One parameter bifurcation diagram of Eq (2.2), with k as bifurcation parameter.
For small values of k the zooplankton population goes extinct. At k = 1 there
is a transcritical bifurcation where Z becomes positive. At k = 2.6, there is a
Hopf bifurcation where the steady state destabilizes and the system starts to
show limit cycles. The figure was obtained with the grind command ‘paranal’
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Figure 2.6: Eq (2.2) as functions of time in the default parameter set. Both state variables
display limit cycles. The figure was obtained with the ‘time’ command in grind.
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Figure 2.7: The local sensitivities of Eq (2.2) as functions of time in the default parame-
ter set. All the sensitivities show peaks that follow the oscillations in the state
variables (Fig 2.6). These figures were obtained with the grind command ‘time-
sens’.
rapidly, parameter changes have a larger effect.
In this example, the ranking of influential parameters depends on the phase in the
simulation. Fig 2.8 shows a ranking based on the range of the elasticities over time.
Fig 2.7 shows sensitivity peaks where the parameters g, b, h, and k are relatively
influential on both A and Z, whereas the other parameters and initial conditions are
less influential. Experiments that focus on the parameters g, b, h, and k are thus likely
to yield useful information for model validation if measured at the time point where
the elasticities are highest. It can be concluded that the parameters that are part of
the functional response are strongly influential. For this conclusion we assume that
the timing of the limit cycles is of interest. If this timing is not of interest, we may for
example perform a sensitivity analysis to assess which parameters are influential on
the maximum of the cycle. Furthermore, note that the ranges for the sensitivities are
wide, and at other time points other parameters may be more influential. At t = 200,
for example, the ranking of influential parameters is different (Fig 2.9). The initial
conditions a0 and z0 are still strongly influential on A. These elasticities become lower
for larger values of t. For z, m seems to be relatively influential even though it is the
least influential parameter in Fig 2.8.
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(a) (b)
Figure 2.8: Range of the elasticities of A (a) and Z (b) between t = 0 and t = 400. The
parameters are ordered by the wideness of the range of the elasticity, from widest
at the top to narrowest at the bottom. Based on this ordering g can be considered
the most influential parameter. The maxima and minima correspond to the
peaks in Fig 2.7. At other time points the sensitivity ranking may be different
(e.g. Fig 2.9). The results were obtained in grind and displayed using Excel.
(a) (b)
Figure 2.9: Absolute values of the elasticities of A (a) and Z (b) at t = 200. This ordering
shows which parameters are the most influential at t = 200. The ordering differs
from Fig 2.8. The results were obtained in grind and displayed using Excel.
2.4 Discussion
In this paper we have shown how to carry out local sensitivity analysis for ecological
models with the tool grind for Matlab. We illustrate the functionality and perfor-
mance of the tool by two examples that are based on well-known ecological models,
namely the Ricker model and the Rosenzweig-MacArthur model. The performance of
the tool is demonstrated by a comparison of results obtained with the tool to results
obtained with a semi-analytical method. We find that the results obtained by using
the two methods are in close agreement. The tool can hence be used for a fast and
user-friendly local sensitivity analysis of ecological models. This provide an attrac-
tive means for ecologists who want to use sensitivity analysis in the process of model
validation.
Local sensitivity analysis considers only small parameter changes relative to the
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default point. Some authors therefore recommend to use global methods (e.g. Cari-
boni et al. (2007)), which quantify sensitivities over a larger region of the parameter
space. The aggregation of model outcomes from various samples across a region of
state and/or parameter space into sample statistics can, however, obscure character-
istics of the underlying model behaviour that are relevant for model validation ex-
periments (Rakovec et al. 2014), such as the existence of tipping points (van Nes and
Scheffer 2003, Ten Broeke, Van Voorn and Ligtenberg 2016, Ten Broeke, Van Voorn,
Kooi and Molenaar 2016). For example, local sensitivity analysis of the Rosenzweig-
MacArthur model gives different outcomes for a parameter setting in which the state
variables converge asymptotically to a positive steady state (Fig 2.7), or to a state
where the predator is extinct (Fig 2.4). To understand the model behaviour, these
cases should be treated separately, rather than aggregated into a single global sensi-
tivity measure.
By identifying which parameters are influential at certain time points during the
simulation, local sensitivity analysis can yield information that is useful for guiding
the design of experiments for model parametrization and validation. For instance, for
the Rosenzweig-MacArthur model our results show that the parameters g, b, h, and k
strongly influence both state variables during peaks in the sensitivities, whereas other
parameters have a much smaller effect. Thus, experiments that focus on these four
parameters and that measure the system during those peaks are likely to yield valuable
information for model validation. Experiments that focus on other parameters or on
different time points do not reveal the same level of detailed information, because
less influential parameters do not affect the outcomes as much and hence less can
be concluded about (mis)matches between experimental data and model predictions.
Our study thus shows that grind helps to obtain useful information for the design of
validation experiments in a user-friendly way.
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2.A Local sensitivity analysis
We will consider local sensitivity analysis for two types of dynamic equations that are
commonly used to describe rates of change in ecological processes. These are ordinary
differential equations (ODEs) and difference equations (DEs). ODEs are given as
dy(t)
dt
= f(y(t),p, t) , (2.4)
and DEs as
Y(T + 1) = F(Y(T ),P, T ) , (2.5)
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where t denotes continuous time, and T denotes discrete time. The vector y re-
spectively Y contains state variables, for instance population densities or substance
concentrations. The vector p respectively P contains parameter values (e.g. in-
traspecific growth rate, or carrying capacity). To solve these equations algebraically
or numerically initial conditions are required (e.g. the population density at the start
time of the experiment), given for ODEs as
y(0) = y0 , (2.6)
and for DEs as
Y(0) = Y0 . (2.7)
For sensitivity analysis we want to express the response of the model to variations
in its parameters or initial conditions. We denote the vector containing parameters
and initial conditions as φ = (p,y0) for ODEs and as Φ = (P,Y0) for DEs. A small
change in any of the parameters or initial conditions to φ˜j + ∆φj corresponds to a
new solution yi(φ˜j + ∆φj , t), where the unchanged parameters were omitted from the
notation. The index i (i = 1, 2, ..., ν) can denote any of the state variables, with ν the
total number of state variables, while index j (j = 1, 2, ..., µ+ν) can denote any of the
parameters or initial conditions, with µ the number of parameters. Assuming ∆φj to
be sufficiently small, we estimate the solution with a first order Taylor approximation
around the default solution
yi(φ˜j + ∆φj , t)− yi(φ˜j , t)
∆φj
≈ ∂yi(t)
∂φj
. (2.8)
Replacing the small letters with capitals, the same expression holds for difference
equations. The right hand side of Eq (2.8) is the local sensitivity coefficient si,j (Varma
et al. 1999)
si,j(t) =
∂yi(t)
∂φj
(2.9)
which can be evaluated at any time t. If the value of si,j(t) is large, the parameter
change strongly affects the solution. If the value is small, the parameter change has
little effect.
A drawback of the above local sensitivity coefficient for experimental purposes
is that it is not dimensionless. Hence, it is not straightforward to compare local
sensitivities of parameters with different dimensions. A dimensionless alternative is
the elasticity, which is obtained by rescaling Eq (2.9)
ei,j(t) =
∂yi(t)
∂φj
φj
yi(t)
. (2.10)
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Elasticities may be used to rank parameters in terms of how strongly a relative change
in the parameter value affects the model outcomes. For instance, an elasticity of 5
means that a 1% change in the input parameter causes a 5% change in the output
variable. Note that the state variable that is used to scale the elasticity is a function of
time. When comparing elasticities that were computed at different simulation times,
it should thus be considered that the scaling factors are different.
2.A.1 Numerical approximation of local sensitivities
grind uses the finite differences method to approximate local sensitivities, based
on Eq (2.8). This method has the advantage of not having to solve any additional
equations. If the default solution has been computed, the finite differences method
requires only one additional model run per sensitivity in order to determine yi(φj +
∆φj , t). The sensitivity is then directly computed from the difference between the
two solutions, as in Eq (2.8).
To accurately estimate the local sensitivity, a small value for ∆φi should be used.
To achieve a sufficient level of accuracy grind makes use of the Runge Kutta solver of
Matlab (ode45, with a absolute and relative error of 10−11, Shampine and Reichelt
(1997)). By default grind uses for ∆φi a relative disturbance of 10−8 times the
original value.
2.A.2 Semi-analytical calculation of local sensitivities
To test the performance of grind in calculating sensitivities we use of the semi-
analytical method. Consider the partial derivative of Eq (2.4) or Eq (2.5) to parameter
φj
d
dt
(
∂yi(t, φj)
∂φj
)
=
∂f(y(t, φj), φj)
∂φj
, (2.11)
or for difference equations,
∂Yi(T + 1,Φj)
∂Φj
=
∂F (Y(T,Φj),Φj)
∂Φj
. (2.12)
The state variables y(t) respectively Y (T ) depend not only on time but also on the
parameter values. Manually computing the partial derivatives gives an additional
dynamic equation for every state variable. The resulting set of equations is expressed
as
d
dt
(si,j) =
∂fi
∂φj
+
ν∑
m=1
∂fi
∂ym
sm,j , (2.13)
and equivalent for difference equations. At t = 0 or T = 0, the state variables are
fully given by the initial conditions and do not depend on the parameters. The initial
conditions are thus
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si,j(0) =
{
1 if φj is the initial condition of yi
0 else, (2.14)
and equivalent for difference equations. The equations for the sensitivities are then
solved alongside the original model equations. This amounts to a total number of
ν × (µ + ν) additional equations for all of the sensitivities. The resulting coupled
non-linear model can be solved numerically, hence why we refer to this approach as
semi-analytical.
2.B Ricker model
2.B.1 Numerical sensitivity analysis in grind
We perform a local sensitivity analysis of the Ricker model in grind. The model
consists of the difference equation
N(t+ 1, n0, q, c) = N(t, n0, q, c)e
q
(
1−N(t,n0,q,c)c
)
, (2.15)
with initial condition
N(0) = n0, (2.16)
with N(t, n0, q, c) the population density at time-step t, q the intraspecific growth
factor, and c the carrying capacity (Table 2.1). From now on we write N(t) =
N(t, n0, q, c) and drop the parameters from the notation. After installing grind, it
is opened by typing ‘model’ in the command window in Matlab. A window is opened
containing two text boxes. The model equation is typed in the upper box (Fig 2.10).
The lower box contains the values for the initial condition and the parameters. Click-
ing ‘ok’ loads the model and returns to the command window, where we can now use
grind commands.
The ‘time’ command displays the population density N(t) as a function of time
(Fig 2.11). The solution converges asymptotically towards c. This is confirmed by an
iteration map in which the population size at the next time step N(t+1) is plotted as
function of the current population size N(t). To draw the iteration map we first type
‘ax x n [0,20]’ to set the state variable and its range on the horizontal axis. We then
use the ‘null’ command to display the iteration map (Fig 2.12). The intersections in
the iteration map correspond to the steady states of the model N1 = 0 and N2 = 10.
Clicking anywhere in the figure and choosing the option ’Run forward’ displays a
model run starting from the corresponding population density. Fig 2.12 shows one
run starting from a low population density and a run starting from a high population
density. Both runs converge towards the positive steady state N2. Thus, N2 is stable
and N1 is unstable at the default parameter values.
The parameter sensitivities are obtained using the ‘timesens’ command. We choose
to compute the elasticity coefficients instead of the sensitivities by typing ‘Y’ under
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Figure 2.10: The grind model window is opened by typing ’model’ in the Matlab command
window. The upper text box contains the model equations. The lower text box
contains the values of the parameters and initial conditions.
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Figure 2.11: N(t) (Eq (2.15)) as a function of time in the default parameter set. The popu-
lation grows towards the carrying capacity c. The figure was obtained with the
grind command ‘time’.
the option ‘Elasticity’. We leave all other options on default. The elasticities are
computed after clicking ‘ok’. Using the ‘time’ command now displays the elasticities
as a function of time (Fig 2.13). On shorter time scales, the growth rate q and the
initial condition n0 are influential. On longer time scales the elasticity coefficients of
q and n0 decrease, whereas the elasticity coefficient of c asymptotically grows to 1.
Thus, the final model behaviour is completely determined by c, but q and n0 are more
important on shorter time scales.
2.B.2 Semi-analytical sensitivity analysis
We check the results of the local sensitivity analysis in grind semi-analytically. We
manually calculate the derivatives of N(t+1) (Eq (2.15)) to the parameters and initial
condition. Since N is also a function of the parameters and initial condition as well
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Figure 2.12: Iteration map of Eq (2.15) in the default parameter set.The intersections in the
origin and at N(t) = c correspond to steady states. The figure was obtained
with the grind command ‘null’. Single runs are shown by clicking a starting
point and choosing the ‘run forward’ command. Two model runs with different
initial conditions converge to c. Thus, the steady state at N(t) = c is stable
and the steady state at N(t) = 0 is not stable.
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Figure 2.13: The elasticities of Eq (2.15) as functions of time in the default parameter set.
The figures were obtained with the grind command ‘timesens’ to compute the
results, and the command ‘time’ to display the figures. The elasticity of c (a)
goes to 1 for large t. Thus, the parameter c fully determines the long-term
model outcome. For shorter simulation times, however, the other parameters
are more influential.
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Table 2.2: Differences between the sensitivities that were computed in grind and the semi-
analytical results, relative to the value of the state variable N .
parameter q c n0
relative difference [%] 7.2 · 10−5 8.0 · 10−4 1.1 · 10−3
as time, we apply the method of implicit differentiation to obtain
∂N
∂q
(t+ 1) =
∂N
∂q
(t)eq(1−
N(t)
c ) +N(t)
∂
∂q
(
eq(1−
N(t)
c )
)
(2.17a)
∂N
∂c
(t+ 1) =
∂N
∂c
(t)eq(1−
N(t)
c ) +N(t)
∂
∂c
(
eq(1−
N(t)
c )
)
(2.17b)
∂N
∂n0
(t+ 1) =
∂N
∂n0
(t)eq(1−
N(t)
c ) +N(t)
∂
∂n0
(
eq(1−
N(t)
c )
)
. (2.17c)
The derivatives of the exponentials are further worked out using the chain rule
∂N
∂q
(t+ 1) =
[(
1− q
c
N(t)
) ∂N
∂q
(t) +N(t)
(
1− N(t)
c
)]
eq(1−
N(t)
c ) (2.18a)
∂N
∂c
(t+ 1) =
[
∂N
∂c
(t) +
q
c2
N2(t)− q
c
N(t)
∂N
∂c
(t)
]
eq(1−
N(t)
c ) (2.18b)
∂N
∂n0
(t+ 1) =
(
1− q
c
N(t)
) ∂N
∂n0
(t)eq(1−
N(t)
c ). (2.18c)
At t = 0, we have N(0) = n0. The initial conditions are thus
∂N
∂q
(0) = 0;
∂N
∂c
(0) = 0;
∂N
∂n0
(0) = 1. (2.19)
This set of differential equations was solved in grind alongside Eq (2.1a). The
resulting sensitivities were rescaled to elasticities (Eq (2.10)) and compared to the
results obtained in grind. The differences between the two methods are acceptably
small (Table (2.2)). Note that the semi-analytical results may also be obtained in
grind using the command ‘timesens -sym par1 par2’, where for par1and par2 param-
eter names are inserted. The results using this command are in agreement with those
reported here.
2.C Rosenzweig-MacArthur model
2.C.1 Numerical sensitivity analysis in grind
We perform a numerical sensitivity analysis in grind for the well-known Rosenzweig-
MacArthur model, describing the interaction between algae and zooplankton (Rosen-
zweig and MacArthur 1963, Scheffer et al. 1997).
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dA
dt
= rA
(
1− A
k
)
− gA
A+ h
Z (2.20a)
dZ
dt
= b
gA
A+ h
Z −mZ (2.20b)
A(0) = a0; Z(0) = z0 (2.20c)
Setting dAdt = 0 and
dZ
dt = 0 and solving for A and Z yields three steady states
(A,Z) = (0, 0) (2.21a)
(A,Z) = (k, 0) (2.21b)
(A,Z) =
(
mh
bg −m,
brh
bg −m
(
k(bg −m)−mh
k(bg −m)
))
. (2.21c)
The stability of these states is shown in grind by a bifurcation analysis with k as
bifurcation parameter. We first write the model equations in grind (Fig 2.14) and
then type ‘paranal’ in the Matlab command window. We then select k as bifurcation
parameter and leave all other options on default (Fig 2.15). The resulting plot shows
that for small k the second equilibrium of Eq (2.21) is stable and the zooplankton
population thus goes extinct. As k is increased a transcritical bifurcation is crossed,
after which the zooplankton and algae coexist. For even larger k a Hopf bifurcation is
crossed, after which the two populations display periodic behaviour. As k increases,
the amplitude of the oscillations increases such that extinction of one or both pop-
ulations is likely. This effect is known as the Paradox of Enrichment (Rosenzweig
1971).
All the sensitivities were computed in grind. We first consider the case where
z0 = 0. The model then reduces to a logistic growth equation for the algae population.
A sensitivity analysis for the logistic growth model was discussed by Banks et al.
(2007) and Downing et al. (2013). To perform the analysis in grind, we first type
’model’ and set z0 = 0. We type ’simtime 0 20’ to set the time interval for the
computations from t = 0 to t = 20. Typing ‘time’ in the Matlab command window
shows A as a function of time (Fig 2.17a) and Z = 0. A grows logistically towards
k. The ’timesens’ command computes the sensitivity coefficients. We type ’Y’ under
the option to compute the elasticity and leave all other options on default. Under
‘parameters’, we list k, r and A (in grind this refers to the initial condition a0). Since
Z = 0, the other parameters have no effect. The ‘time’ command now displays the
elasticity coefficients as functions of time (Fig 2.17). On shorter time scales r is the
most influential parameter. The initial condition a0 is influential mostly on smaller
time scales. The carrying capacity k has little influence on smaller time scales. On
longer time scales, however, the elasticity coefficient of k grows towards 1, whereas the
elasticities of r and a0 go to zero. Thus, the asymptotic behaviour is fully determined
by k.
To show how the sensitivities are affected by limit cycles, we carry out the sensitiv-
ity analysis both for k = 1.5, where the model evolves to a steady state of coexistence,
and for the default value k = 10, where the model displays limit cycles. Note that we
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Figure 2.14: The differential equations for the model (Eq 2.20). The lower text box contains
the initial conditions and parameter values.
Figure 2.15: To perform a bifurcation analysis of the Rosenzweig-MacArthur model in
grind, we select k as bifurcation parameter and leave all other option on de-
fault.
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Figure 2.16: One parameter bifurcation diagram of Eq (2.20), with k as bifurcation param-
eter. There is a transcritical bifurcation at k = 1 where Z becomes positive.
At k = 2.6, there is a Hopf bifurcation where the steady state destabilizes and
the system starts showing limit cycles. The figure was obtained with the grind
command ‘paranal’
Table 2.3: The differences between the numerical and the semi-analytical results for the
sensitivity coefficients were computed at every time-step. We show the maximum
value over time for all the combinations of state variables and parameters. The
results in grind closely match the semi-analytical results.
Deviation
A Z
r 2.1 · 10−3 2.1 · 10−4
k 3.6 · 10−3 3.4 · 10−3
g 1.5 · 10−2 5.8 · 10−4
h 1.2 · 10−3 1.0 · 10−4
b 1.1 · 10−3 4.4 · 10−2
m 1.1 · 10−3 1.1 · 10−4
a0 1.2 · 10−3 1.5 · 10−4
z0 3.7 · 10−3 2.2 · 10−4
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Figure 2.17: Eq (2.20a) and its local elasticities as functions of time, with z0 = 0. The
figures were obtained with the ‘timesens’ command in grind, followed by the
‘time’ command to display the figures.
have not rescaled the resulting sensitivities into elasticities because A and Z in some
cases go close to zero, leading to large values for the elasticities. We type ’model’ and
set k = 1.5. We set the time interval from t = 0 to t = 400 by typing ’simtime 0 400
4000’. The 4000 indicates the number of output points and ensures that there is a set
time-step for the output values. Manually setting a time-step that is sufficiently small
can improve the accuracy of sensitivity estimates in grind. We then compute the
sensitivities using the ’timesens’ command, including all of the parameters and initial
conditions. The sensitivities are shown in Fig 2.19. As A and Z reach the steady
state values, the parameter sensitivities also converge towards constant values. The
sensitivities to the initial conditions go to zero. Furthermore, the sensitivities ∂A∂r and
∂A
∂k also go to zero. That
∂A
∂k = 0 may seem surprising given the results for the Ricker
model. However, Eq (2.3c) shows that the steady state value of A does not depend
on k or r. All other sensitivities have nonzero steady state values and thus affect the
asymptotic behaviour.
On short time scales both state variables are to some extent sensitive to all param-
eters and initial conditions. There is a peak in the sensitivities of A around t = 30,
which coincides with a strong increase in the value of A. Another peak follows some-
what before t = 200, where A is converging to its steady state value, but this is
not as clear for all of the parameters. For Z, a first peak in the sensitivities occurs
close t = 0, coinciding with a strong decrease of Z. A second peak occurs around
t = 180, while Z gradually increases towards the steady state. These results thus
show peaks where the output is strongly sensitive to some parameters. Measurements
made during the peaks of the sensitivity of that parameter would help to reduce the
38 Automated sensitivity analysis for ecological dynamical models
0 100 200 300 400
0
0.5
1
1.5
2
2.5
3
3.5
Time [days]
 
 
A
Z
Figure 2.18: Eq (2.20) as a function of time with k = 1.5 and all other parameters at their
default values. The figure was obtained with the grind command ‘time’.
uncertainty of A and Z by estimating the parameter more accurately.
For k = 10, the model shows limit cycles (Fig 2.20). Times where the state
variables remain approximately constant are interrupted by times of rapid change.
The sensitivities are computed in the same way as for k = 1.5. All of the sensitivities
show peaks that follow the oscillations of the state variables (Fig 2.21). It was checked
that for a0 and z0, the amplitude of the peaks decreases gradually over time. The
amplitudes for all other sensitivities gradually increase. When A is close to zero,
its sensitivities are also close to zero. Small parameter changes thus do not prevent
the population from being driven close to extinction. The peaks of A reach close to
carrying capacity k. During those peaks, the sensitivity coefficient ∂A∂k lies close to 1
and the other sensitivities are close to zero. This means that small parameter changes
do not drive the peaks significantly away from carrying capacity. When Z is close to
zero, its sensitivities are also close to zero. For both A and Z, the timing of the peaks
in the sensitivities coincides with increases and decreases in A and Z.
2.C.2 Semi-analytical sensitivity analysis
We verify the computation of the sensitivity coefficients in grind using the semi-
analytic method. Manually taking the derivatives of Eq (2.20) to model parameters
and initial conditions yields analytical expressions for the 16 sensitivity coefficients.
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Figure 2.19: The local sensitivities of Eq (2.20) as a function of time with k = 1.5 and all
other parameters at their default values. These figures were obtained with the
grind command ‘timesens’ to compute the results, and the command ‘time’ to
display the figures. Note that by default grind returns a separate plot for each
elasticity. The graphs were manually combined to display the information in a
more condensed form.
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Figure 2.20: Eq (2.20) as functions of time in the default parameter set. The figure was
obtained with the ‘time’ command in grind.
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Figure 2.21: The local sensitivities of Eq (2.20) as functions of time in the default param-
eter set. These figures were obtained with the grind command ‘timesens’ to
compute the results, and the command ‘time’ to display the figures. Note that
by default grind returns a separate plot for each elasticity. The graphs were
manually combined to display the information in a more condensed form.
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−m
)
∂Z
∂h
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d
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∂b
)
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)
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∂b
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∂b
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)
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(
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K
)
∂A
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(A+ h)2
∂A
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∂Z
∂m
(2.22k)
d
dt
(
∂Z
∂m
)
=
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∂A
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(
bgA
A+ h
−m
)
∂Z
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− Z (2.22l)
d
dt
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)
= r
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K
)
∂A
∂a0
− ghZ
(A+ h)2
∂A
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− gA
A+ h
∂Z
∂a0
(2.22m)
d
dt
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∂a0
)
=
bghZ
(A+ h)2
∂A
∂a0
+
(
bgA
A+ h
−m
)
∂Z
∂a0
(2.22n)
d
dt
(
∂A
∂z0
)
= r
(
1− 2A
K
)
∂A
∂z0
− ghZ
(A+ h)2
∂A
∂z0
− gA
A+ h
∂Z
∂z0
(2.22o)
d
dt
(
∂Z
∂z0
)
=
bghZ
(A+ h)2
∂A
∂z0
+
(
bgA
A+ h
−m
)
∂Z
∂z0
. (2.22p)
The initial conditions for Eq (2.22) are given by Eq (2.14). The set of equations was
solved in grind. The results of this computation match closely with the results that
were obtained using the grind ‘timesens’ command (Table 2.3).
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Simulation models are commonly used to understand and predict the development
of ecological systems, for instance to study the occurrence of tipping points and
their possible ecological effects. Sensitivity analysis is a key tool in the study of
model responses to changes in conditions. The applicability of available method-
ologies for sensitivity analysis can be problematic if tipping points are involved.
In this paper we demonstrate that not considering these tipping points may result
in misleading statistics on model behaviour. In turn, this limits the applicabil-
ity of simulation models in ecological research. Tipping points are best revealed
when asymptotic model behaviour is considered, i.e. by applying bifurcation anal-
ysis. Bifurcation analysis, however, is limited to deterministic dynamic models,
whereas many ecological simulation models are nondeterministic and can only be
analysed using sensitivity analysis methodologies. In this paper we explore the
possibilities for applying methodologies of sensitivity analysis to analyse models
with tipping points. The Bazykin-Berezovskaya model, a deterministic ecological
model of which the structure regarding tipping points is known a priori, is used
as case study. We conclude that important clues about the occurrence of tippings
points can be revealed from different sensitivity analysis methodologies, if proper
statistical and graphical measures are used. The results raise awareness about how
tipping points affect temporal model responses in ecological simulation models, and
may also be more generally applicable for nondeterministic models that cannot be
analysed using bifurcation analysis.
3.1 Introduction
Ecological researchers and managers of natural systems commonly use simula-
tion models to understand and predict the effects of drivers on ecological systems
(Schmolke et al. 2010). Most ecological systems are Complex Adaptive Systems with
many interacting, biotic components, and feedbacks (Schlueter et al. 2012). The ap-
plicability of simulation models is determined not only by the validity of these models
(i.e. whether the models are a proper and useful simplified representation of the
modelled system), but also by our ability to analyse them. Model analysis is vital
during all steps in the development and use of ecological models (Jakeman et al. 2006,
Schmolke et al. 2010), including model testing, calibration, validation, uncertainty
estimation, and gaining a better understanding of model behaviour. Reflecting the
complexity of the modelled system, many simulation models are also of considerable
complexity. This generates a demand for the development and application of model
analysis methodologies. Without the right methodologies a proper model analysis is
not possible, and simulation models are of limited use.
We consider two important tools for model analysis, namely sensitivity analysis
and bifurcation analysis. Sensitivity analysis quantifies the effects of changes in the
parameters (including initial conditions) on the model output (Hamby 1994, Saltelli
et al. 2004a, Cariboni et al. 2007, Campolongo et al. 2011). Its main use is to es-
timate which parameters are the most influential on certain model outputs. This
information is useful for instance to quantify the information content of data for a
given model, or to establish what parameters to focus on in validation experiments.
Bifurcation analysis, on the other hand, considers changes in the topology of the phase
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space (i.e. qualitative changes) of the model with changes in parameters (including
initial conditions). A lack of change in the topology with parameter changes may
indicate resilience, i.e. the capacity of the modelled system to withstand pressures
without undergoing drastic changes (Walker et al. 2004). Changes in topology may
indicate tipping points that can lead to catastrophic shifts – fast, large-scale, and ir-
reversible changes from one system state to another under relatively small changes in
drivers (Folke et al. 2004, Scheffer and Carpenter 2003, Scheffer et al. 2009, Boettiger
et al. 2013). Tipping points are either bifurcations or separatrices (Guckenheimer
and Holmes 2013, Wiggins 1990, Kuznetsov 2004, Seydel 2010). A bifurcation is a
specific parameter setting at which a qualitative change in model behaviour occurs.
A separatrix is a manifold in state space that separates two domains of attraction of
neighbouring attractors. In the latter case there are at least two alternative types of
asymptotic model behaviour, and the initial conditions determine to which attractor
the model will eventually evolve if no further manipulations of the system occur.
For many ecological management applications there is an interest in tipping points
(Folke et al. 2004) and resilience, i.e. the asymptotic model behavioural features. For
those applications bifurcation analysis would be the preferred method for analysing
models. However, the application of bifurcation analysis is restricted by the complex-
ity, as well as the type of many ecological models. Bifurcation analysis is well-suited
for the analysis of deterministic dynamic models (DAEs or differential and algebraic
equations) with a limited number of model variables and parameters, for which semi-
automated tools are available, such as matcont (Dhooge et al. 2003) and auto07p
(Doedel and Oldeman 2009). For complex models with a large number of parame-
ters it is often not feasible to analyse the model that way. Furthermore, many types
of models cannot at all be analysed using bifurcation analysis. The reason is that
for differential equation (ode) models, bifurcation analysis methods rely on the use
of derivatives of the model equations, but these are not available for models with
stochastic terms, or models where we have no explicit model equations available, such
as agent-based models. Features like tipping points and resilience can nevertheless
be expected in complex ecological simulation models. Therefore there is a dire need
for methodologies that can analyse these models (Crooks et al. 2008, Filatova et al.
2013, Levin et al. 2013).
Methodologies of sensitivity analysis may be useful as an alternative for analysing
more complex and nondeterministic ecological models. Sensitivity analysis method-
ologies are broadly categorised as being either local or global (Cariboni et al. 2007).
Local methodologies quantify the sensitivity at a specific point in parameter space,
whereas global quantify it across a range of parameter space. In addition, there are
hybrid methodologies (Rakovec et al. 2014, Sobol’ and Kucherenko 2009) that apply
local methodologies at different points in parameter space to obtain a distribution
of local sensitivity indices across a range of parameter space. Local methodologies
linearise the output around the point at which they are applied to reveal detailed
information limited to the neighbourhood of this point, omitting nonlocal interac-
tion effects. This linearisation involves the determination of partial derivatives and
thus meets the same limitation as bifurcation analysis. Global methodologies, on
the other hand, reveal information that is valid over the full parameter range under
investigation, by sampling from this range, and thus include nonlocal interaction ef-
fects. Model output is typically aggregated into statistical measures across the sample
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range, which results in the loss of more detailed information about model behaviour,
including resilience and tipping points. The issue is demonstrated by Fig 3.1, which
contains the bifurcation diagram of the one-dimensional Allee model,
dY
dt
= Y (Y − ζ) (κ− Y )−HY , (3.1)
where Y is the population density, κ the carrying capacity, ζ the Allee threshold,
and H a harvest rate constant. In the bifurcation diagram κ = 1, ζ = 0.2, and H is
varied. For H > 0.16 the population goes extinct for all initial conditions, whereas
for H < 0.16 there are two alternative attractors, namely a stable positive steady
state and the stable zero state, each with their own domain of attraction. Global
sensitivity analysis methodologies typically aggregate samples (output) from the two
domains of attraction into the same statistics. As a result, the qualitative difference
in model behaviour between the domains of attraction is obscured. The analysis may
correctly show that H, on average, is an influential parameter, but it will not show
that H is crucial in determining whether the model evolves to a positive stable state
or that a tipping point exists.
Figure 3.1: Bifurcation diagram of a model with tipping points Eq (3.1), with κ = 1 and ζ =
0.2. A bifurcation occurs at H = 0.16. For H < 0.16 there is bistability. Initial
conditions Y (0) in the green domain of attraction (samples 1, 2, and 3) evolve
to the positive stable attractor indicated by the solid curve. Initial conditions in
the white domain of attraction (samples 4 and 5) evolve to extinction. Statistics
that are generated without distinction between these domains of attraction will
be poor on information that is useful for tipping point analysis.
As it is, there are no standardised sensitivity analysis methodologies that are par-
ticularly suited to reveal or deal with tipping points. Ten Broeke, Van Voorn and
Ligtenberg (2016) concluded that a one-factor-at-a-time approach is the best method-
ology for locating tipping points in ABMs. It is however a brute force method (i.e.
based on performing many simulation runs), and hence it has obvious limitations
in terms of computational costs. Because of the nondeterministic (i.e. stochastic)
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nature of many complex ecological models (including ABMs) many repetitive sim-
ulation runs have to be performed at different values of a single parameter before a
distinction can be made between effects of tipping points and those of model stochas-
ticity. This limits the application value of such sensitivity analysis methodologies for
locating tipping points.
In this paper, we deal with the question of whether methodologies for sensitiv-
ity analysis can have a practical use for studying asymptotic features like tipping
points and resilience in ecological models. By means of an example for which all the
asymptotic features can be analysed using bifurcation analysis, we show how much
information on tipping points and resilience can be obtained using methodologies for
sensitivity analysis. The paper is organised as follows. In Section 3.2 three (groups
of) methodologies for performing sensitivity analysis are discussed. In Section 3.3 the
well-known Bazykin-Berezovskaya predator-prey model is introduced as a case study.
The results of the analysis of the test case using sensitivity analysis methodologies
are given in Section 3.4. Section 3.5 contains the discussion and conclusions.
3.2 Sensitivity analysis methodologies
In this section we provide a general overview of the sensitivity analysis methodologies
that are applied in this paper. This section can be skipped without loss of readability
by readers who have extensive knowledge of methodologies for sensitivity analysis, or
who wish to skip the technical details.
3.2.1 Local sensitivity analysis
Local parameter sensitivities are typically expressed as the partial derivative of the
model output with respect to a selected parameter (including initial conditions)
si,j(t) =
∂Yj(t)
∂θi
, (3.2)
where t is time (i.e. these sensitivities may vary over time), Yj are the output vari-
ables, θi the parameters (including initial conditions), i = 1, 2, ..., Np with Np the
number of parameters, and j = 1, 2, ..., Nv with Nv the number of variables or model
outputs (see Table 3.1 for an overview of the used symbols). Eq (3.2) may be esti-
mated for ode models using the direct differential method (Dickinson and Gelinas
1976) (Appendix 3.A). Sensitivity indices are expressed in this method as additional
differential equations to be solved alongside the original ode model. Alternatively,
finite differences methods can be used to estimate Eq (3.2) based on e.g. the difference
between a model run in the nominal point and a model run with a slightly different
value for the parameter for which the sensitivity is estimated.
In a one-at-a-time sensitivity analysis the local partial derivatives of model out-
puts with respect to any number of (preferably all) parameters are determined around
a single point. Local sensitivity indices Eq (3.2) cannot be directly compared because
parameters may have different units. Therefore, in addition to local sensitivity in-
dices one usually reports elasticities, which have been normalised using the nominal
parameter values
48 Detecting Tipping points with Sensitivity Analysis
Table 3.1: List of all general symbols used in the paper.
Symbol Meaning
A Sampling matrix (used only in Appendix)
AB Recombinant sampling matrix (used only in Appendix)
B Alternative sampling matrix (used only in Appendix)
BA Recombinant sampling matrix (used only in Appendix)
E(·) Expected value
ei,j Elasticity
f Function; model output
G Curve corresponding to global bifurcation
g(Y, θ, t) Vector field of ODE model (used only in Appendix)
H Curve corresponding to Hopf bifurcation
i Index for model parameters
J Jacobian matrix
INp Np−dimensional unit hypercube (used only in Appendix)
j Index for model outputs
l Index for model parameters
m Index for model outputs
Np Total number of parameters
Ns Sample size in sampling method by Saltelli et al. (2010)
Nv Total number of outputs
n Number of samples per parameter in the factorial design
P Probability density function (used only in Appendix)
Si,j Global first order variance-based sensitivity
S˜i,j Global total effect variance-based sensitivity
si,j Local sensitivity
s˜i,j delsa local sensitivity
t Time
U(·) Uniform probability density
V (·) Variance
Vi Partial variance attributed to parameter i
W s Stable manifold in state space
Wu Unstable manifold in state space
Y Model output vector with elements Yj
Θ All parameters θi
θi Model parameter or initial condition
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ei,j(t) =
θi
Yj(t)
∂Yj(t)
∂θi
. (3.3)
Elasticities have a straightforward interpretation. For example, an elasticity of 5
indicates that a 1 % change in the parameter causes a 5 % change in the output
with respect to the nominal point. Elasticities are not well-defined when the output
variable Yj goes to zero. For negative parameter values, a positive elasticity would
indicate that a positive parameter change causes a negative change in the output. It
is therefore common to report the absolute value of the elasticity, which expresses the
magnitude of the output change that is caused by a parameter change.
Local sensitivity analysis is a useful methodology for assessing which parameters
in ecological models are the most influential around a nominal point. It has the added
advantage of being computationally cheap. Since local sensitivity analysis involves
linearisation of the output response around the nominal point, it omits nonlocal in-
teraction effects. Some care should be taken when applying local sensitivity analysis
to models with tipping points, because at a tipping point there is a discontinuity in
the output and the partial derivatives are thus not well-defined.
Besides local sensitivity analysis methodologies based on partial derivatives, one
can also perform one-factor-at-a-time (OFAT) sensitivity analysis. Similar to other
local sensitivity analysis methodologies, OFAT considers only changes in a single pa-
rameter with respect to a nominal point, while keeping all other parameters constant.
Instead of linearising the output around the nominal point, in OFAT the parameter
is varied stepwise over a larger range. The model output is plotted as a function of
the varied parameter. OFAT is not directly aimed at quantifying sensitivities, but is
useful for revealing qualitative relations between individual parameters and the model
output. OFAT can reveal whether the output changes linearly or non-linearly as a
function of changes in a single model parameter, and thus can help to reveal whether
tipping points are crossed as the parameter is changed (Ten Broeke, Van Voorn and
Ligtenberg 2016).
3.2.2 Global sensitivity analysis
Global sensitivity analysis considers parameter changes over a larger range of param-
eter space and may thus include nonlocal interaction effects. The range is defined by
assigning uniform probability density functions to the parameters that are included in
the analysis. The variation in the output variables over the range is then attributed to
the variations in the different parameters. The Sobol’ method (Sobol’ 2001) is one of
the most commonly used methodologies for global sensitivity analysis. This method
is based on a decomposition of the output variance under the assumption that all
parameters are independent (Jansen 1999, Saltelli et al. 2010)
V (Yj(t)) =
∑
i
Vi(t) +
∑
l>i
Vi,l(t) + ...+ V1,2,...,Np(t), (3.4)
where V (Yj(t)) is the total output variance over the considered region of parameter
space at time t, Vi(t) is the part of the variance that is attributed to the parameter θi,
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and Vi,l(t) is the part that is attributed to the interaction between θi and θl. Higher
order terms represent higher order interaction effects. Sensitivity indices are defined
by normalising the terms of Eq (3.4) through division by the total variance. The
most commonly reported sensitivity indices are the first-order index and the total-
order index (Saltelli et al. 2008). The first-order index estimates the variance that is
explained by a single parameter excluding interaction effects,
Si,j(t) =
Vi(t)
V (Yj(t))
. (3.5)
The total-order sensitivity includes all the interaction effects with other parameters,
S˜i,j(t) =
1
V (Yj(t))
(
Vi(t) +
∑
l
Vi,l(t) + ...+ V1,2,...,Np(t)
)
. (3.6)
First- and total-order indices always attain values between 0 and 1. However, the
sum of the total-order indices exceeds 1 if the model has interaction effects. A large
difference between Eq (3.5) and Eq (3.6) indicates that interaction effects are influ-
ential.
The first-order sensitivity Eq (3.5) can be expressed in terms of conditional vari-
ances and expectations of the model output (Sobol’ 2001) (Appendix 3.D)
Si,j(t) =
Vθi(Eθ∼i(Yj(t)|θi))
V (Yj(t))
, (3.7)
where E(·) is the expectation value, V (·) the variance (see also Table 3.1), and ∼
indicates ‘all except’, i.e. all parameters are varied except parameter θi.
To evaluate Eq (3.7), we first compute the expectation value of the model output
over all other parameters, keeping θi fixed. We then compute the variance of the
resulting expectation value over the possible values of θi. Similarly, the total-order
sensitivity indices may be expressed as
S˜i,j(t) =
Eθ∼i(Vθi(Yj(t)|θ∼i))
V (Yj(t))
= 1− Vθ∼i(Eθi(Yj(t)|θ∼i))
V (Yj(t))
, (3.8)
where the law of total variance is used to obtain the rightmost expression.
If forODEmodels explicit expressions for the steady states are available, Eqs (3.7-
3.8) are evaluated analytically by inserting the steady state values to which the model
evolves given the choice of parameters and initial conditions, and performing integra-
tions over the parameters to calculate the means and variances. If explicit expressions
are not available, a number of methodologies are available to estimate Eqs (3.7-3.8)
based on samples from the parameter space (i.e. brute force approach) (Saltelli et al.
2010). The most direct sampling method is a factorial design, in which the considered
parameter space is divided into (possibly equidistant) steps, obtaining a chessboard-
like grid. The intersection points of this grid are used as sample points. A grid
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of five points for four parameters thus gives 54 = 625 possible parameter combina-
tions and the same number of model simulations (excluding replicates to account for
stochasticity).
The factorial design provides a straightforward way to evaluate Eqs (3.7-3.8),
but since the number of sample points increases exponentially with the number of
parameters, it is impractical for models with a large number of parameters. For
models with many parameters, more cost efficient sampling methodologies have been
proposed. One such method is aimed at the estimation of the partial variances based
on covariances (Saltelli et al. 2010) (explained in detail in Appendix 3.F). This method
has limitations in that it can yield negative estimates for the partial variances. In this
paper we will use both the factorial design and the method by Saltelli et al. (2010) to
estimate global sensitivities. Note that the Sobol’ method in general is not applicable
if the parameters are dependent, because the variance decomposition Eq (3.4) holds
only for independent parameters.
3.2.3 Hybrid sensitivity analysis
Hybrid methodologies of sensitivity analysis compute local sensitivity indices at var-
ious points in parameter space, thus combining local and global sensitivity analysis.
The local sensitivity index in each point measures the local sensitivity around that
point. The distribution of sensitivity indices across a range of parameter space mea-
sures the global sensitivity over the region. The delsa methodology (Rakovec et al.
2014) converts local sensitivity indices into variance-based sensitivity indices, enabling
direct comparison with the Sobol’ methodology. Computing the variance of a Taylor
expansion of the model output around the point where the local sensitivity index is
evaluated yields, (Rakovec et al. 2014, Mood et al. 1974)
V (Yj(t)) ≈
Np∑
i=1
∣∣∣∣∂Yj(t)∂θi
∣∣∣∣2
Θ
V (θi) , (3.9)
where the summation runs over all parameters, Θ = (θ1, θ2, · · · , θNp) ∈ RNp denotes
the point in parameter space where the local sensitivity index is evaluated. V (θi)
is the variance of the parameters around this point, given the (uniform) probability
distribution that is assigned to the parameters. Each term in the sum denotes the
output variance that is attributed to the corresponding parameter. Sensitivity indices
are obtained by normalising these terms with respect to the total output variance
around the points
s˜i,j =
1
V (Yj(t))
∣∣∣∣∂Yj(t)∂θi
∣∣∣∣2
Θ
V (θi), i = 1, 2, · · · , Np. (3.10)
Note that this sensitivity index s˜i,j is a local sensitivity measure that estimates the
sensitivity around the point where Eq (3.10) is evaluated. Information on global
sensitivities is obtained by considering the probability density of Eq (3.10) across a
range of parameter space. The delsa methodology has the advantage of measuring
not only global sensitivities over such a range, but also giving more detailed results
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for points within this range. For example, a parameter may be shown to be influential
in certain parts of parameter space, but not in other parts. Unlike the Sobol’ method,
which is properly normalised only for independent parameters, delsa does not assume
that the model parameters are independent. In addition, the computational costs have
been reported to be lower than the costs of the Sobol’ method (Rakovec et al. 2014),
but nevertheless are still much higher than the costs of local sensitivity analysis.
3.3 Case description
3.3.1 Model
Our case study involves the analysis of the Bazykin-Berezovskaya predator-prey model
with an Allee effect for the prey species (Bazykin 1998). The Allee effect refers to
the observation that many populations of species do not only suffer from detrimental
effects when densities are high, i.e. because of intraspecific competition, but also when
densities are low (Allee 1931, Kramer et al. 2009). This may result, for instance,
from difficulties in finding mates or cooperative feeding (Kramer et al. 2009), or a
positive relationship between a component of individual fitness and the number of
conspecifics (Stephens et al. 1999). A distinction is commonly made between weak
and strong Allee effects (Taylor and Hastings 2005). A weak Allee effect indicates
there are negative effects but not such that the population will go extinct. A strong
Allee effect, as occurs in the Bazykin-Berezovskaya model, indicates there is a certain
threshold density below which the population will go extinct.
The Bazykin-Berezovskaya model is well-known and mathematically tractable, and
has been extensively analysed. The model is well-suited to demonstrate the issues we
address in this paper, because all relevant types of tipping points occur in the model,
namely separatrices (and hence alternative attractors), local bifurcations, and also
global bifurcations that involve the (dis)appearance of separatrices. This makes it an
ideal test case to study what information about tipping points can be found based on
the application of methodologies for sensitivity analysis.
The nondimensional Bazykin-Berezovskaya model reads
dY1
dt
= Y1 (Y1 − ζ) (κ− Y1)− Y1Y2 , (3.11a)
dY2
dt
= γ (Y1 − h)Y2 , (3.11b)
where Y1 is the prey density, Y2 the predator density, κ the carrying capacity (the
positive monoculture steady state density of the prey species), γ the conversion factor
from prey to predator, and h the predator mortality rate, scaled to the conversion
factor γ. Parameter ζ represents the Allee threshold. A concise overview of the model
variables and parameters is given in Table 3.2.
3.3.2 Bifurcation analysis
The Bazykin-Berezovskaya model has been analysed thoroughly in the literature. In
particular numerical techniques based on defining boundary value problems have been
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Table 3.2: List of the variables, parameters and initial conditions used in the Allee model.
Also indicated are the nominal values (if applicable) and whether they are fixed
or not in the sensitivity analysis.
Symbol Nominal
value
Fixed/Free Meaning
Y1 - - Prey population density
Y2 - - Predator population density
Y1(0) 0.9 Fixed Initial condition of Y1
Y2(0) 0.1 Free Initial condition of Y2
γ 1. Fixed Conversion factor
κ 1. Fixed Prey carrying capacity
h 0.9 Free Predator mortality rate
ζ 0.5 Free Allee threshold (prey) density
H - - Prey harvesting rate (Eq 3.1)
(a) (b) (c)
Figure 3.2: a: Two-parameter bifurcation diagram of the Bazykin-Berezovskaya model for
ζ and h, with other parameters at their nominal values. H indicates the Hopf
bifurcation curve. G indicates the global bifurcation curve. In the green region
there are two alternative attractors, namely Y ∗ (Eq 3.12) and Y 0 = [0, 0]. In
the blue region the nontrivial positive steady state has turned into a periodic
attractor. In the white region the community always goes extinct. The dotted
line indicates a transcritical bifurcation curve. b: The vector field for Y1 and Y2
with all parameters in the nominal point (marked as (b) in Fig 3.2a) shows that
there is bistability. The black line is the null-cline where the time-derivative of
Y1 is zero. The red line W s is the stable manifold that terminates at (Y z1 , 0)
and acts as a separatrix. c: At h ≈ 0.735442 and all other parameters at their
nominal value (marked as (c) in Fig 3.2a), the stable manifold W s and the
unstable manifold Wu connect the steady states (Y z1 , 0) and (Y k1 , 0) and act as
a separatrix. Inside the manifold, the solution is a stable limit cycle, whereas
outside the manifold the solution goes to extinction.
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used to localize a heteroclinic point-to-point connection (Van Voorn et al. 2007).
This connection is not structurally stable, and has a biological interpretation as over-
exploitation. We summarise these results for convenience before proceeding to the
sensitivity analysis.
Eq (3.11) has four steady state solutions, three trivial ones (Y 0 = [0, 0], Y z = [ζ, 0],
Y k = [κ, 0]), and a nontrivial one
Y ∗ = [h , hζ − κ ζ − h2 + hκ] . (3.12)
The Jacobian matrix for the nontrivial steady state is
J|Y=Y ∗ =
(
h (ζ + κ− 2h) −h
γ (h− κ) (ζ − h) 0
)
. (3.13)
The determinant of J is used to determine the transcritical bifurcation of the
nontrivial steady state, i.e. the point where the predator species can enter the system
and sustain itself. The trace is used to determine the Hopf bifurcation, i.e. the point
where the nontrivial stable steady state becomes unstable and periodic behaviour
appears, giving rise to (in this case stable) limit cycles.
The bifurcation diagram displayed in Fig 3.2a shows the asymptotic behaviour of
the model as function of ζ and h (γ = 1, κ = 1). Three transcritical bifurcations are
found at h0 = 0, hz = ζ, and hk = κ, and the Hopf bifurcation occurs at
hH = 12 (κ+ ζ) , (3.14)
which is indicated by the curve H in Fig 3.2a. The model displays bistability for
a significant part of parameter space. When the nontrivial steady state is positive,
there exists a unique manifold that terminates at the trivial steady state Y z and acts
as a separatrix (Fig 3.2b). Initial conditions on the right hand side of the separatrix
converge to Y ∗ and on the left hand side to the trivial steady state Y 0. Thus, in the
green parameter region in Fig 3.2a the model may converge to the nontrivial steady
state Y ∗, or to the trivial steady state Y 0, depending on the initial conditions. In the
blue parameter region the model may converge either to the limit cycle around Y ∗,
or to Y 0.
The heteroclinic point-to-point connection links the saddle steady state Y k to the
saddle steady state Y z, as the stable manifold Ws belonging to Y z overlaps with
the unstable manifold Wu belonging to Y k (see Fig 3.2c for the connection at the
parameter set ζ = 0.5, hG ≈ 0.735442). The two-parameter continuation of this
curve, indicated by G in Fig 3.2a, is obtained by using auto(Doedel and Oldeman
2009) with a set of boundary conditions (Van Voorn et al. 2007, 2010). For values of
h > hG (green and blue parameter regions) the system displays bistability. For values
h < hG the separatrix has disappeared, and Y 0 is the sole attractor (white parameter
region).
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3.4 Results of sensitivity analysis
In this section we apply the sensitivity analysis methodologies that are presented
in Section 3.2 to the Bazykin-Berezovskaya model and discuss the obtained results.
We consider only the predator density Y2 as model output and parameters h and
ζ as inputs to demonstrate the principles. The parameters γ and κ are fixed at
the nominal values, and Y1(0) is fixed such that its value lies between κ = 1 and
the highest sampled value of ζ. Note, that for the sensitivity analysis we assume a
researcher who is aware that tipping points may exist, but who is not able for whatever
reason to perform bifurcation analysis. The aim is to evaluate which of the sensitivity
analysis methodologies can be useful in detecting, or revealing clues about, tipping
points such as the transcritical bifurcation, the Hopf bifurcation, the separatrix and
the heteroclinic connection.
3.4.1 Results of local sensitivity analysis
A classical starting point of a sensitivity analysis is to quantify the local sensitivities
Eq (3.2) as given in subsection 3.2.1. For finite values of t we use the direct differential
method (Appendix 3.A) to determine these local sensitivities (details of the calculation
are given in Appendix 3.B). The results show that the predator density initially is
most sensitive to the initial condition Y2(0), which is an obvious result (Fig 3.3). As
the simulation proceeds, the sensitivity to Y2(0) decreases to zero, while the sensitivity
to h becomes the largest. The elasticities show the same outcome: the sensitivity of
the model for Y2(0) decreases to zero, while the sensitivity for h becomes the largest.
For long simulation times (effectively t→∞) the model and its parameter sensi-
tivities evolve to steady state values. The steady state sensitivities can also be deter-
mined analytically by taking the derivative in the positive steady state Y ∗ Eq (3.12),
s∗ζ =
∂Y ∗2
∂ζ
= h− κ , (3.15)
s∗h =
∂Y ∗2
∂h
= κ+ ζ − 2h , (3.16)
and
s∗Y2(0) = 0, (3.17)
where the index j in Eq (3.2) is dropped from the notation, and for the index i we
write ζ, h, or Y2(0). Table 3.3 gives these steady state sensitivities, along with the
associated elasticities Eq (3.3). The outcomes show a close match with those in Fig 3.3
for sufficiently large values of t.
Note that the above results estimate the effects of small parameter changes around
the nominal point. For larger parameter changes with respect to the nominal set,
tipping points and other nonlinearities may become important, in which case these
results are no longer valid. For example, whereas sY2(0) = 0 in the nominal setting, Fig
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(a) (b)
Figure 3.3: a : The local sensitivities of Y2(t) of the Bazykin-Berezovskaya model with re-
spect to parameters ζ (in blue), h (in green), and the initial condition Y2(0) (in
red). Other parameters are set at their nominal values. Over time the sensitivity
to Y2(0) decreases to around zero, while that of h seems to be the largest. b:
The respective elasticities, i.e. dimensionless sensitivities. Also in this case the
sensitivity to h is found to be the largest.
3.2b shows that for larger parameter changes the value of Y2(0) determines whether
the model evolves to the positive steady state, or to extinction. Thus, anywhere away
from the separatrix W s the sensitivity sY2(0) asymptotically goes to zero, but at the
separatrix the sensitivity is not well-defined.
Table 3.3: Local and global sensitivities in the steady state (Y ∗1 , Y ∗2 ) for the output variable
Y2. The local sensitivities and elasticities are computed at the nominal point (Ta-
ble 3.2). The first-and total-order global sensitivities Eqs (3.7-3.8) are computed
over the stable steady state region (green) in Fig 3.2a, assuming that the initial
conditions are such that the model converges to the positive steady state Y ∗. The
computation of these global sensitivity indices is given in Appendix 3.E. We have
dropped the index j in Eq 3.2 from the notation.
ζ h Description
s∗i -0.1 -0.3 Local sensitivity Eq (3.2) in nominal point
|e∗i | 1.25 6.75 Local elasticity Eq (3.3) in nominal point
S∗i .593 1.25 First-order global sensitivity Eq (3.7)
S˜∗i 0.267 0.167 Total-order global sensitivity Eq (3.8)
To explore how the output responds to larger changes of individual model parame-
ters, we perform an OFAT sensitivity analysis. The results reveal tipping points where
the output goes to zero for all three parameters (Fig 3.4). For h and ζ this indicates
the presence of a transcritical bifurcation, and for Y2(0) it indicates the presence of a
separatrix. This shows that OFAT can function as an appropriate starting point for
detecting tipping points when methods of bifurcation analysis are not available. Note,
however, that OFAT considers only changes in individual parameters and does not
scan the full parameter space. As a result, tipping points in other parts of parameter
space will not be detected.
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(a) (b) (c)
Figure 3.4: In the OFAT analysis each parameter was varied individually, starting from the
nominal parameter and initial condition settings. The output is plotted as a
function of the parameter, and the nominal parameter value is indicated by the
red dashed line. The results at t = 500 clearly reveal the presence of tipping
points. a: For small values of h, Y2 converges to zero, until a tipping point is
crossed where the output converges to the positive steady state. b: For small
values of ζ the model converges to the positive steady state. As ζ increases, a
tipping point is crossed after which the population goes extinct. c: For low values
of Y2(0) the output converges to the positive steady state. Changes in Y2(0) do
not change the value of this steady state, but as Y2(0) increases a separatrix is
crossed after which the output goes to zero.
3.4.2 Results of global sensitivity analysis
Here we apply the two methodologies to determine variance-based sensitivities
Eqs (3.7-3.8) that were introduced in Section 3.2.2. The sampling of the first method-
ology is based on a factorial design, with n=10, 20, and 40 equidistant values for each
parameter under investigation (ζ, h and Y2(0)), giving 103 = 1000, 203 = 8000
and 403 = 64, 000 parameter combinations, respectively. The sampling of the sec-
ond methodology by Saltelli et al. (2010) is based on Monte Carlo sampling, with
base sample size Ns = 500, 1000 and 2000, giving 4000, 8000, and 16,000 parameter
combinations, respectively. As both methodologies use brute force simulation, the
computational costs of both methodologies can be considered to be proportional to
the number of investigated parameter combinations. For both methodologies, h and
ζ were varied between 0 and 1, and Y2(0) between 0 and 0.2.
The resulting first-order Eq (3.5) and total-order Eq (3.8) global sensitivities for
Y2(t = 10), Y2(t = 50), and Y2(t = 200) are given in Table 3.4 in Appendix 3.E, for
time points t = 10, t = 50, and t = 200, respectively. Fig 3.5 shows the time evolution
of the first-order and total-order sensitivities determined by using the factorial design.
The sensitivities show no long-term changes after t = 100. The fluctuations after
t = 100 are most likely caused by the fact that in some runs the system evolves
to a limit cycle. The most influential parameter on shorter simulation times is h,
whereas ζ is more influential for longer simulation times. Note that this latter result
contrasts with the results of the local sensitivity analysis, which indicate that h is the
most influential parameter for long simulation times. We will return to this finding in
Section 3.4.3. The large differences between the first-order and total-order sensitivities
indicate that interaction effects are important.
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(a) (b)
Figure 3.5: First-order (a) and total-order (b) sensitivity indices as a function of time. On
shorter time-scales h is the most influential parameter, whereas on longer time-
scales ζ is more influential. The difference between the first- and total-order
indices shows that interaction effects are important. A large portion of the
variance is attributed to the interaction between h and ζ.
Overall there is a rather good match between the results of the factorial design
and the method by Saltelli et al. (2010) for t = 10 and t = 50. For t = 200, however,
the outcomes differ considerably. The factorial design indicates that ζ is the most
influential parameter, whereas the method by Saltelli et al. (2010) indicates that h is
the most influential. The difference between the methodologies is caused by a small
number of sample points with values of h close to zero. The convergence of Y2 to the
steady state value Y 0 requires a very long simulation time for small values of h. In
the factorial design, the lowest value of h in the sample grid is sufficiently large for
the sample runs to have converged around t = 200. In the method by Saltelli et al.
(2010), however, the sampling is random and very small values of h can thus occur,
at which convergence has not yet occurred around t = 200. This explanation was
checked by performing some extended simulations for these small values of h. After
inclusion of the results of these extended simulations the method by Saltelli et al.
(2010) also indicates ζ to be the most influential parameter.
The aggregated statistics presented by Eq (3.5) and Eq (3.8) are not informative in
terms of the detection of possible tipping points. As an alternative, non-aggregated
statistics may be used, preferably in a graphical representation. Fig 3.6 displays
the results obtained using the factorial design for t = 50 (left panels) and t = 500
(right panels). Samples from the three parameter regions with qualitatively different
behaviour are indicated by colour and shape, where green dots indicate samples from
the region with bistability where Y ∗ is stable, blue diamonds are from the region with
bistability where limit cycles occur, and black crosses are from the region in which
there is always extinction (see also Fig 3.6a). The values of Y2(t) are aggregated
according to the parameter that is investigated while all other parameters are ‘free’.
For example in Fig 3.6c all samples are clustered per value of ζ, while the other
parameter values (for h and Y2(0)) are considered to be unknown. We refer to this
as all-but-one-simultaneously (ABOS) as compared to one-factor-at-a-time (OFAT)
sensitivity analysis. The red squares indicate the mean values of Y2(t) of the samples
clustered per value of the investigated parameter. The variance of these means is
the estimation of the first-order sensitivity index Eq (3.7). Since we are interested in
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revealing tipping points where the model evolves to extinction, we plot the minimum
value of the limit cycle for samples that show limit cycles.
Based on the graphical ABOS results in Fig 3.6c parameter ζ can be considered
to be the most influential at t = 50. The decreasing mean (i.e. red squares) with
increasing value of ζ corresponds to the decreasing green parameter region on which
bistability occurs (compare to Fig 3.2a and Fig 3.6a). The cloud of black crosses is due
to the fact that at t = 50 the model still displays considerable transient behaviour. For
t = 500 the transient behaviour has disappeared and the means are near zero for ζ >
0.5 (Fig 3.6d), while also the diversity in values of Y2(t) decreases for increasing values
of ζ. It can be concluded from this figure that the region of bistability decreases for
increasing values of ζ, i.e. ζ is an influential parameter in determining the bistability
in the model.
In Fig 3.6e the ABOS of parameter h at t = 50 is displayed. The samples from
the green parameter region are limited to h > 0.5, and furthermore the nonzero values
of Y2(t) increase for decreasing values of h. This is in accordance with the bifurcation
diagram in Fig 3.6a. Starting from the right, the means increase then decrease, until
around h = 0.5 the means become zero. This is a strong indication of a tipping
point around this value of h. Indeed, in Fig 3.6b the one-parameter continuation
curve of Y ∗ as function of h is displayed (obtained using auto (Doedel and Oldeman
2009)), where ζ = 0.5. Within the range 0.75 < h < 1 the positive steady state is
stable, while within 0.5 < h < 0.75 it is unstable. After the destabilization at the
Hopf bifurcation at h = 0.75 the heteroclinic bifurcation occurs at h ≈ 0.735442, and
then the transcritical bifurcation at h = 0.5. The means in Fig 3.6f seem to follow
the one-parameter continuation curve of Y ∗ rather faithfully. In addition, nearing
the transcritical bifurcation there is a marked increase in variance. The nonzero
transient behaviour is limited to very low values of h. This is explained by the long
simulation time that is required for the system to evolve to Y 0 for small values of
h. When t = 500 the increase in variance is less pronounced, while the ‘spike’ of
black crosses has disappeared. One may suspect the existence of bistability based on
the existence of two separate clouds (namely the green and the blue ones) and the
divergence between the green cloud and the red means for decreasing h. Although
for 0.5 < h < 0.75 the values of the positive samples increase with decreasing h, the
means decrease because a larger number of samples converges to extinction.
The sensitivity of the model to the initial condition Y2(0) is shown in Fig 3.6g at
t = 50 and Fig 3.6h at t = 500. From both figures it can be concluded that Y2(0)
does not contribute considerably to the model output. While for t = 50 there is still
a cloud of black crosses, at t = 500 this has disappeared. The means however do not
vary considerably as function of Y2(0), which corresponds to the earlier findings that
Y2(0) is not an influential parameter.
3.4.3 Results of hybrid sensitivity analysis
The delsa methodology combines aspects of local and global sensitivity analysis and
is aimed at obtaining more detailed information on the distribution of the sensitivity
indices at specific point. In this case, we would like to include points from the three
parameter regions in which qualitatively different behaviour occurs (see Fig 3.2a). For
each point in the factorial design, the local sensitivity is estimated using the direct
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(g) (h)
Figure 3.6: ABOS results displaying Y2(50) and Y2(500) for different parameter values. A
full explanation is given in section 3.4.2. The parameters Y1(0) = 0.9875, γ = 1.,
and κ = 1. are fixed, whereas ζ and h are sampled at equidistant steps. The
colours correspond to the regions in the bifurcation diagram Fig 3.2a.
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differential method (see also Appendix 3.A). Variance-based sensitivity indices are
computed around each point using Eq (3.10). The results are shown in Fig 3.7.
For the parameter region with bistability where Y ∗ is stable (green), h has a large
peak around 1 and ζ around zero. From this it can be concluded that although
in some points ζ is more influential, overall h is the most influential parameter in
this parameter region. This is a contrasting result compared to the results that
are obtained using the Sobol’ method, which indicates that ζ is overall the most
influential parameter. The reason that the Sobol’ method indicates h as less influential
is that larger values of h have a negative effect on the output through lowering the
steady state value (Fig 3.6f), but also has a positive effect because fewer model runs
evolve to extinction. These two effects partly cancel each other out, resulting in
a lower global sensitivity. Even though the aggregated sensitivity may be lower, h
is actually the most influential parameter in determining whether the steady state
Y is stable (Fig 3.6a), and it is also the most influential parameter in the steady
state (Fig 3.7). The delsa method allows us to discriminate between sensitivities in
parameter regions with qualitatively different behaviour, and shows that indeed the
ranking of sensitivities may differ between these regions. These results could not have
been obtained through the Sobol’ methodology, because this method assumes that the
input parameters are independent. For the green region of bistability in Fig 3.2a, this
is clearly not the case. Naive application of the Sobol’ methodology to this parameter
region leads to sensitivities that are not properly normalised as is shown in Appendix
3.E. Although the delsa method is useful for showing how sensitivities vary between
regions of the parameter space, it cannot show the effects of a tipping point directly
because the local sensitivities are not well-defined in a tipping point. Thus, for this
example we had to assume that information on the tipping points is already known.
The sampling was done such that none of the sample points were in a tipping points,
where the local sensitivities are not well-defined. For long simulation times the delsa
sensitivity indices may be computed analytically by using the derivatives of the steady
state value (Appendix 3.C).
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Figure 3.7: Histogram of delsa sensitivity indices s˜i Eq (3.10) for ζ a, h b and Y2(0) c at
t = 500, after all model runs have converged almost to their final behaviour.
Parameters Y1(0) = 0.9875, γ = 1., and κ = 1. are fixed, whereas ζ, h, and Y2(0)
were varied using the factorial design. The different colours correspond to the
regions in Fig 3.2a. To compare the different regions, each histogram was divided
by the number of samples within the region. The results show that h is overall
the most influential parameter in the green region where the nontrivial steady
state is stable. However, in some parts of these region ζ is more influential. In
the blue region that corresponds to limit cycles, the spread in the sensitivity
indices is large.
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3.5 Discussion & Conclusions
The usefulness of simulation models for studying tipping points and resilience in eco-
logical systems is limited by the availability of suitable methodologies for model anal-
ysis. Bifurcation analysis is the preferred methodology for detecting tipping points in
deterministic models, but cannot be applied to other types of simulation models. The
results in this paper show that sensitivity analysis methodologies can be useful to ob-
tain information on tipping points in ecological models. Furthermore, it is shown that
a combination of different methodologies for sensitivity analysis increases the amount
of information on possible tipping points in ecological models. Below we discuss the
possibilities and limitations of each of the applied methodologies in more detail.
Local sensitivity analysis is a useful methodology for assessing which parameters in
ecological models are the most influential around a nominal point. This methodology
considers only the linear response of the output. It is thus not well-suited for detecting
tipping points. A local analysis can be extended as a one-factor-at-a-time (OFAT)
analysis (Ten Broeke, Van Voorn and Ligtenberg 2016), in which the sensitivity of
the model to a certain parameter is investigated by going stepwise through parameter
space, where at each parameter value simulation is used to determine the model out-
put. In effect this methodology can be considered as a discrete, brute force analogue
to bifurcation analysis. Note, that since OFAT does not scan the full parameter
space, it may not detect all tipping points. By including more than one parameter
in the OFAT analysis the probability of detecting other tipping points (if there are
any) increases. The costs of OFAT are typically not such that the inclusion of other
parameters becomes prohibitively computationally expensive. In this paper, we show
that OFAT can reveal separatrices and transcritical bifurcations. In Ten Broeke,
Van Voorn and Ligtenberg (2016) it was shown that OFAT can be applied to detect
tipping points in non-ODE models with a comparable level of success.
Global sensitivity analysis evaluates parameter sensitivities by aggregating model
output across parameter space. Time-dependent global sensitivity analysis can be
used to gain insight into the dynamics of a model and to suggest parameters for more
detailed investigation. In our example, time-dependent global sensitivity analysis
shows that the global sensitivities continue to show oscillations on long simulation
times, which indicates that some samples display limit cycles. Given that other sam-
ples evolve to a stable steady state, this indicates the existence of a Hopf bifurcation.
However, standard global sensitivity analysis methodologies do not consider qualita-
tive changes of the underlying model behaviour. As a result, these methodologies
can give misleading outcomes in the presence of tipping points (van Nes and Scheffer
2003). In our test-case the Sobol’ indices indicate ζ as the most influential param-
eter. However, h is more influential in determining whether the model converges to
the positive steady state (Figs 3.2a and 3.6), and also on the value of the steady state
(Fig 3.7). The reason that the Sobol’ approach leads to a misleading conclusion is
that an increase in h has a positive effect on the mean output because fewer sam-
ple points converge to extinction, but also has a negative effect because value of the
positive steady state is lowered. This information is revealed by applying a sampling
design that allows for the calculation of (discrete) conditional means and that has suf-
ficient coverage, e.g. the factorial design we use in this paper, combined with a proper
graphical representation (Fig 3.6). Sparser sampling designs, such as the design in
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Saltelli et al. (2008) have the negative side-effect that critical information about tip-
ping points is lost. If the goal is to locate tipping points, we thus recommend to adopt
a proper sampling design and data representation. Ideally such a design would scan
the entire parameter space, like the factorial design, but this is often not possible
in practice due to the computational expense. For larger parameter spaces, a good
sampling design may retain the characteristic of the ABOS method that the model
output is evaluated at a number of values for certain (combinations) of parameters,
while keeping all other parameters constant. Such an approach allows to (graphically)
isolate the effects of the investigated parameters as in Fig 3.6 and gives better insight
into how these combinations of parameters affect the output, including the possible
presence of tipping points. A further limitation of the Sobol’ method is its reliance on
the assumption that the model parameters are independent. This assumption is not
always reasonable for ecological models, where certain parameter combinations may
not make sense in terms of the ecological assumptions behind the model, or when we
want to quantify sensitivities separately for subregions of parameter space.
Hybrid methodologies of sensitivity analysis give a good overview of the global
parameter sensitivities (Rakovec et al. 2014). Furthermore, these methodologies are
well-suited for the computation of parameter sensitivities for subregions within the
parameter space. Thus, if the approximate location of tipping points in parameter
space is known, hybrid methodologies of sensitivity analysis can be used to identify
influential parameters for separate types of model behaviour, as was done in Fig 3.7
for the Bazykin-Berezovskaya model. A limitation of hybrid methodologies is that
they do not seem to reveal information about the location of tipping points. For that
task a different approach should be followed.
The results in this paper show that global methodologies of sensitivity analysis
may yield misleading results when naively applied across the full parameter space of
a model that contains tipping points. When methods of bifurcation analysis are ap-
plicable, these can be used to detect bifurcations before global sensitivity analysis is
applied. Should tipping points be found, then we suggest to separate parameter space
(and possibly state space) based on the location(s) of the tipping point(s) and perform
separate sensitivity analysis for the different regions. This way the obtained results
are more informative regarding the sensitivity of the model to the different inputs.
For models that cannot be analysed using bifurcation analysis, sensitivity analysis
methodologies can yield some information on the possible existence of tipping points.
Specifically, we suggest the use of OFAT as a starting point to gain information about
(the location of) tipping points. Since OFAT does not scan the full parameter space,
ideally it is supplemented by a global method of sensitivity analysis to investigate
interaction effects. Here we used a factorial design, which scans the full parameter
space, and combined with a graphical representation as in Fig 3.6, can also be used
gain information about tipping points. We have shown that well-known methodology
can still be applied to systems with tipping points - which are in fact the most inter-
esting ones in ecology -, provided that they are combined with a thorough insight in
the bifurcation structure of the system. In line with the ’curse of dimensionality’ we
also admit that a complete analysis of systems with a high number of dimensions still
meets with some practical limitations and can be considered an open problem. This
open issue is part of ongoing research.
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3.A Direct differential method
Local sensitivity indices Eq (3.2) for ODEs can be estimated using the direct differen-
tial method (Dickinson and Gelinas 1976, Richard et al. 2015). This method expresses
each sensitivity index as an additional differential equation to be solved alongside the
original ode model. These equations are obtained by taking the time-derivative of
the sensitivity index,
d
dt
(si,j) =
d
dt
(
∂Yj
∂θi
)
=
∂
∂θi
(
dYj
dt
)
, (3.18)
with i = 1, 2, ..., Np and j = 1, 2, ..., Nv.
For ODE models we have analytical expressions for the model equations dYjdt =
gj(Y, θ, t), which are inserted in Eq (3.18). Considering that Yj = Yj(θ, t), we use the
chain rule for differentiation to rewrite Eq (3.18),
d
dt
(si,j) =
∂gj
∂θi
+
Nv∑
m=1
∂gj
∂Ym
∂Ym
∂θi
(3.19)
=
∂gj
∂θi
+
Nv∑
m=1
∂gj
∂Ym
si,m, (3.20)
with the summation running over all state variables. Since at t = 0 the state variables
are given by their initial conditions, we have si,j(0) = 1 for the sensitivity to the initial
condition of Yj , and si,j(0) = 0 for other parameters. Eq (3.20) is solved numerically
alongside the original ODE model to obtain the local sensitivity indices as a function
of time.
It can be shown that in the case the original ODE model is stable, the extended
system Eq (3.20) is also stable. This was shown in Fig 3.3a, for the nominal point.
However, when the original system is unstable and possesses a periodic attractor (in
the blue region in Fig 3.2a) the sensitivity index to the initial condition of Yj shows,
just as the original state variables, a periodic behaviour while the other sensitivity
indices grow in time oscillatory without bounds when time goes to infinity. Note that
the effects of these oscillations are not visible in Fig 3.4b because none of the grid
points was in the blue region in Fig 3.2a.
3.B Local sensitivity analysis of the Bazykin-
Berezovskaya model
The local sensitivity indices of the Bazykin-Berezovskaya model Eq (3.11) are obtained
as a function of time using the direct differential method (Appendix 3.A). Taking the
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derivative of the model equations Eq (3.11) with respect to the parameter ζ, while
noting that the state variables are functions of the parameters, yields
d
dt
(
∂Y1
∂ζ
)
=
∂Y1
∂ζ
(Y1 − ζ) (κ− Y1) + Y1
(
∂Y1
∂ζ
− 1
)
(κ− Y1)−
Y1 (Y1 − ζ) ∂Y1
∂ζ
− ∂Y1
∂ζ
Y2 − Y1 ∂Y2
∂ζ
(3.21)
d
dt
(
∂Y2
∂ζ
)
= γ
∂Y1
∂ζ
Y2 + γ (Y1 − h) ∂Y2
∂ζ
(3.22)
Similarly, for h
d
dt
(
∂Y1
∂h
)
=
∂Y1
∂h
(Y1 − ζ) (κ− Y1) + Y1 ∂Y1
∂h
(κ− Y1)−
Y1 (Y1 − ζ) ∂Y1
∂h
− ∂Y1
∂h
Y2 − Y1 ∂Y2
∂h
(3.23)
d
dt
(
∂Y2
∂h
)
= γ
(
∂Y1
∂h
− 1
)
Y2 + γ (Y1 − h) ∂Y2
∂h
, (3.24)
and for Y2(0)
d
dt
(
∂Y1
∂Y2(0)
)
=
∂Y1
∂Y2(0)
(Y1 − ζ) (κ− Y1) + Y1 ∂Y1
∂Y2(0)
(κ− Y1)−
Y1 (Y1 − ζ) ∂Y1
∂Y2(0)
− ∂Y1
∂Y2(0)
Y2 − Y1 ∂Y2
∂Y2(0)
(3.25)
d
dt
(
∂Y2
∂Y2(0)
)
= γ
∂Y1
∂Y2(0)
Y2 + γ (Y1 − h) ∂Y2
∂Y2(0)
. (3.26)
Since the state variables at t = 0 are given by their initial conditions, the initial
conditions of Eqs (3.21-3.25) are equal to zero. For Eq (3.26) we have ∂Y2(0)∂Y2(0) = 1.
Eqs (3.21-3.26) are then solved numerically alongside the model equations to obtain
the sensitivity indices as a function of time for any given set of parameter values.
3.C Distribution of local sensitivity indices
The local sensitivity of steady state value Y ∗2 Eq (3.12) with respect to model param-
eter h reads
s∗h =
∂Y ∗2
∂h
= 1 + ζ − 2h . (3.27)
Here we have set all parameters at their nominal values except for ζ and h. Eq (3.27)
measures the sensitivity around a point in parameter space. To measure the sensitivity
over a larger region of parameter space we use the expectation value and variance of
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Eq (3.27) over this region. For the stable steady state region (green) in Fig 3.2a we
have for the expectation value E(s∗h)
E(s∗h) =
∫ h=1
h=1/2
∫ ζ=2h−1
ζ=0
4s∗h dζ dh , (3.28)
where the factor 4 is a normalisation factor to ensure that the total probability is
equal to one. This normalisation factor is equal to one divided by the area of the
surface over which we integrate. For the variance V (s∗h) we have
V (s∗h) =
∫ h=1
h=1/2
∫ ζ=2h−1
ζ=0
4(s∗h − E(s∗h))2 dζ dh . (3.29)
The local sensitivity of the steady state value Y ∗2 with respect to model parameter ζ
reads
s∗ζ =
∂Y ∗2
∂ζ
= h− κ . (3.30)
We have for the expectation value E(s∗ζ)
E(s∗ζ) =
∫ h=1
h=1/2
∫ ζ=2h−1
ζ=0
4s∗ζ dζ dh , (3.31)
and for the variance V (s∗ζ)
V (s∗ζ) =
∫ h=1
h=1/2
∫ ζ=2h−1
ζ=0
4(s∗ζ − E(s∗ζ))2 dζ dh . (3.32)
Instead of the local sensitivity index of Eq (3.27), the expectation value and variance
may be computed for the delsa sensitivity indices, by normalising the partial deriva-
tive according to Eq (3.10). The calculation of the expectation value and the variance
then proceeds in the same way.
3.D Variance decomposition in Sobol’ method
The variance decomposition Eq (3.4) follows from a decomposition of the model in
terms of the different model parameters (Sobol’ 2001, Saltelli et al. 2008). We write
the model as
Y = f(θ), (3.33)
where θ = (θ1, ..., θNp) ∈ INp and INp the Np−dimensional unit hypercube. We
assume uniform distributions between 0 and 1 for all parameters (θi ∼ U(0, 1)) and
decompose the model output as
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f(θ1, θ2, ..., θNp) = f0 +
∑
i
fi(θi) +
∑
i<l
fi,l(θi, θl) + ...+ f1,2,...Np(θ1, θ2, ..., θNp)
(3.34)
The decomposition of Eq (3.34) is not unique (Saltelli et al. 2008). If the decomposi-
tion is chosen such that all the terms have zero mean,
∫
fi(θi)dθi = 0 (3.35)
then it follows (Sobol’ 2001) that all the pairs are orthogonal,
∫
fi(θi)fl(θl)dθidθl = 0. (3.36)
Squaring and integrating Eq (3.34) then yields the variance decomposition,
∫
f(θ)2dθ − f20 =
∑
i
∫
f2i dθi +
∑
i<l
∫
f2i,ldθidθl +
∫
f21,2,...,Npdθ1dθ2...dθNp ,
(3.37)
or
V (Yj) =
∑
i
Vi +
∑
i<l
Vi,l + ...+ V1,2,...,Np . (3.38)
Thus, the total variance is decomposed into terms that can be attributed to (combi-
nations of) model parameters. It follows from Eq (3.35) that the terms of Eq (3.34)
have an interpretation as conditional expectations of the model output,
f0 = E(Y ), (3.39)
fi = E(Y |θi)− f0, (3.40)
fi,l = E(Y |θi, θl)− fi − fl − f0. (3.41)
The terms of the variance decomposition Eq (3.38) can therefore be expressed as
Vi = Vθi(Eθ∼i(Yj |θi)) (3.42)
which gives the commonly used measure for the first-order sensitivity index Eq (3.7).
Expressions for the higher order sensitivity indices are derived in the same way.
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3.E Sobol’ indices in the steady state
To illustrate the computation of the Sobol’ indices and show the limitations of the
methodology in case of parameter dependencies, we calculate here the first- and total-
order sensitivity indices Eqs (3.7-3.8) for the steady state Eq (3.12) of the Bazykin-
Berezovskaya model. As parameter range for h and ζ we use the green region of
bistability in Fig 3.2a. We assume that the initial conditions are chosen such that
the model evolves to the positive steady state Y ∗ and keep all other parameters fixed
at the nominal values. Note that the chosen parameter range imposes a dependency
between the parameters h and ζ. As a result the normalisation of the sensitivity
indices Eq (3.4) does not hold for this example.
The steady state value of Y2 is given by Eq (3.12). Since the global sensitivity
indices are normalised with respect to the total variance, we first calculate the mean
and variance of Y ∗2 over the stable steady state region (green) in Fig 3.2a,
E(Y ∗2 ) =
∫ ζ=1
ζ=0
∫ h=1
h=(ζ+1)/2
Y ∗2 Ph(h)Pζ(ζ) dh dζ (3.43)
V (Y ∗2 ) =
∫ ζ=1
ζ=0
∫ h=1
h=(ζ+1)/2
(Y ∗2 − E(Y ∗2 ))2Ph(h)Pζ(ζ) dh dζ (3.44)
where the probability density functions Ph = 21−ζ and Pζ = 1 describe a uniform
probability density over the region. To obtain the expression for Ph, note that for any
given value of ζ, the length of the interval of h within the stable steady state region
is equal to 1−ζ2 . The corresponding uniform probability density is given by 1 divided
by this length.
To obtain the first-order sensitivity index of ζ we first compute the expectation
value of Y ∗2 while keeping ζ fixed,
Eh(Y
∗
2 |ζ) =
∫ h=1
h=(ζ+1)/2
Y ∗2 Ph(h) dh , (3.45)
with a subscript to denote the variable over which the expectation value is evalu-
ated. Observe that the expectation Eh(Y ∗2 |ζ) is still a function of ζ. The variance
Vζ(Eh(Y
∗
2 |ζ)) is computed over the range of ζ. We first calculate the mean
Eζ(Eh(Y
∗
2 |ζ)) =
∫ ζ=1
ζ=0
Eh(Y
∗
2 |ζ)Pζ(ζ) dζ, (3.46)
and then the variance
Vζ(Eh(Y
∗
2 |ζ)) =
∫ ζ=1
ζ=0
(Eh(Y
∗
2 |ζ)− Eζ(Eh(Y ∗2 |ζ)))2Pζ(ζ) dζ. (3.47)
This expression is normalised with respect to the total variance to obtain the first-
order sensitivity index.
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Similarly, for the first-order sensitivity of h, we have
Eζ(Y
∗
2 |h) =
∫ ζ=2h−1
ζ=0
Y ∗2 Pˆζ(ζ) dζ , (3.48)
with Pˆζ = 12h−1 to ensure a uniform distribution over the region. For the variance of
this expectation value we then have
Eh(Eζ(Y
∗
2 |h)) =
∫ h=1
h= 12
Eζ(Y
∗
2 |h)Pˆh(h) dh (3.49)
Vh(Eζ(Y
∗
2 |h)) =
∫ h=1
h= 12
(Eζ(Y
∗
2 |h)− Eh(Eζ(Y ∗2 |h)))2Pˆh(h) dh (3.50)
where Pˆh = 2 is a uniform probability distribution between h = 12 and h = 1. This
expression is inserted into Eq (3.7). The derivation of the total-order indices Eq (3.8)
is not given here, but is similar to the first-order indices.
The resulting values for the first- and total-order sensitivities are given in Table 3.3.
The outcomes are difficult to interpret because Eq (3.4) holds only for independent
parameters. For dependent parameters, the sensitivity indices are thus not properly
normalised, and are not bound between 0 and 1. In the present case, we find that h
has the largest first-order sensitivity index, but the value is larger than one, which is
normally not possible since the sensitivity indices are expressed as proportions of the
total variance that are explained by a certain parameter. Furthermore, both of the
total-order sensitivities are smaller than the corresponding sensitivities, which does
not make sense given that the total-order sensitivity includes higher-order effects in
addition to first-order effects.
To apply the Sobol’ method to the stable steady state region (green) of Fig 3.2a
without violating the assumption of independent parameters, we might perform a
parameter transformation that transforms the triangular region into a square region
(Mara and Tarantola 2012). However, since the sensitivity indices are then computed
for the transformed independent parameters instead of the original parameters, it is
difficult to interpret the outcomes in terms of the original model parameters. This
approach therefore does not really remedy the limitations of the Sobol’ method.
Instead of considering only the steady state region, the Sobol’ method can be
applied to the entire parameter range shown in Fig 3.2a. The parameters h and ζ are
then independent and ranging between 0 and 1, thus ensuring proper normalisation
of the sensitivity indices. These sensitivity indices cannot be calculated analytically
because we have no analytical expression for the model output for the blue region
in Fig 3.2a. This calculation was therefore done numerically using both the factorial
design and the design by Saltelli et al. (2010). The results at t = 10, t = 50, and
t = 200 are given in Table 3.4 and are discussed in Section 3.4.2.
3.F Sampling method for the Sobol’ indices
The methodology described by Saltelli et al. (2010) is a numerical method to estimate
Eqs (3.7-3.8), based on the generation of two sample matrices, A and B. Each contains
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the same number of sample points Ns, drawn independently from the probability
density functions of the parameters. Then Np recombination matrices AB(i) (BA(i))
are generated from the two sampling matrices, where AB(i) (BA(i)) is identical to A
(B) except for its ith column, that is taken from B (A). The model is then run for
each sample point in the sample matrices and the recombination matrices, generating
a vector of output values. The computational costs of generating these data is thus
2Ns(Np + 1) model runs.
Writing YA for the vector that contains the output values of sample matrix A, the
first-order index can be estimated as (Saltelli et al. 2010)
Si ≈ SAi =
1
V (Y )
(
1
Ns
YA · YBA − E(Y )2
)
, (3.51)
where · denotes the inner product and the index j is dropped for convenience. One
may also use the alternative
Si ≈ SBi =
1
V (Y )
(
1
Ns
YB · YAB − E(Y )2
)
, (3.52)
or the sum of Eqs (3.51-3.52) divided by two (Glen and Isaacs 2012)
Si ≈ 12
(
SAi + S
B
i
)
. (3.53)
The total-order sensitivity indices Eq (3.8) are estimated as (Saltelli et al. 2010),
S˜i ≈ S˜Ai = 1−
1
V (Y )
(
1
Ns
YA · YAB − E(Y )2
)
. (3.54)
or alternatively
S˜i ≈ S˜Bi = 1−
1
V (Y )
(
1
Ns
YB · YBA − E(Y )2
)
. (3.55)
Also here we follow the line of Glen and Isaacs (2012) and combine
S˜i ≈ 12
(
S˜Ai + S˜
B
i
)
. (3.56)
The sample mean E(Yj) and variance V (Yj) can be approximated in different ways.
In the limit case
E(Y ) ≈ E(YA) , (3.57)
which is a commonly used estimator (Sobol’ 2001). One can also use the alternative
(Saltelli et al. 2010)
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E(Y ) ≈ E(YB) . (3.58)
However, for limited sample sizes a better estimator of the sample mean is considered
to be (Saltelli et al. 2010) the square root of
E(Y )2 ≈ 1
Ns
YA · YB . (3.59)
In line with Eq (3.53) proposed by Glen and Isaacs (2012) we use the sum of Eqs (3.57-
3.58)
E(Y ) ≈ 12 (E(YA) + E(YB)) , (3.60)
and for the variance
V (Y ) ≈ 1
2
(V (YA) + V (YB)) . (3.61)
The choice of estimator for sample mean, variance, first and total order sensitivity can
lead to different results, as can the selected sampling method. Alternative estimators
for Si,j and S˜i,j are discussed by Saltelli et al. (2010), Glen and Isaacs (2012), while
alternative methods are evaluated by Saltelli et al. (2010).
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Table 3.4: Sample mean, variance, first-order Si and total order S˜i variance-based sensitiv-
ities of Y2 at t = 10 a, t = 50 (b), and t = 200 (c), expressed as percentages.
Parameters Y1(0), γ = 1., and κ = 1. are fixed. Parameters ζ and h are sampled
uniformly between 0 and 1., and Y2(0) between 0 and 0.2. First columns: sam-
pling from a n × n × n grid, with n indicated. Last columns: using estimators
Eq (3.53), Eq (3.56), Eq (3.60), and Eq (3.61) for different Ns. CC indicates
computational costs measured by number of performed model runs.
(a) t = 10
n = 10 n = 20 n = 40 Ns = 500 Ns = 10
3 Ns = 2 · 103
CC 1000 8000 64000 4000 8000 16000
E(Yj) 0.189 0.191 0.192 0.217 0.218 0.227
V (Yj) 0.053 0.057 0.059 0.055 0.049 0.047
Sζ 10.72 9.395 8.874 4.307 7.301 10.08
Sh 92.66 88.66 86.77 68.28 74.88 88.10
Sy2(0) 2.207 1.936 1.796 1.816 2.646 3.974
S˜ζ 12.29 12.04 11.86 26.96 17.53 4.828
S˜h 87.84 88.84 89.24 88.43 88.31 85.70
S˜y2(0) 3.666 4.295 4.410 22.05 13.82 1.589
(b) t = 50
n = 10 n = 20 n = 40 Ns = 500 Ns = 10
3 Ns = 2 · 103
CC 1000 8000 64000 4000 8000 16000
E(Yj) .0323 .0412 .0450 .034 .031 .034
V (Yj) .0030 .0076 .0120 .0053 .0048 .0050
Sζ 29.73 14.74 9.960 24.45 18.33 16.62
Sh 39.10 68.45 77.92 42.75 37.55 39.23
Sy2(0) .102 .016 .002 -.275 -.247 -3.084
S˜ζ 64.12 34.64 23.86 60.53 62.76 59.72
S˜h 72.55 85.87 90.25 74.27 81.65 82.38
S˜y2(0) 2.993 1.553 1.197 7.221 5.209 3.431
(c) t = 200
n = 10 n = 20 n = 40 Ns = 500 Ns = 10
3 Ns = 2 · 103
CC 1000 8000 64000 4000 8000 16000
E(Yj) .0288 .0313 .0345 .0276 .310 .0292
V (Yj) .005 .0006 .0006 .00558 .00669 .0625
Sζ 33.90 33.90 31.37 19.8 17.4 15.2
Sh 14.05 10.58 17.33 58.2 57.5 49.2
Sy2(0) .047 .121 .036 -1.93 -1.40 -1.01
S˜ζ 87.04 89.56 82.93 40.7 42.2 49.0
S˜h 69.00 67.37 64.07 78.9 84.4 83.9
S˜y2(0) .928 6.407 4.442 3.25 -3.66 2.25
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Existing methodologies of sensitivity analysis may be insufficient for a proper analy-
sis of Agent-based Models (ABMs). Most ABMs consist of multiple levels, contain
various nonlinear interactions, and display emergent behaviour. This limits the in-
formation content that follows from the classical sensitivity analysis methodologies
that link model output to model input. In this paper we evaluate the performance
of three well-known methodologies for sensitivity analysis of ABMs. The three
methodologies are OFAT (one-factor-at-a-time), and proportional assigning of out-
put variance by means of model fitting and by means of Sobol’ decomposition. The
methodologies are applied to an ABM case study of limited complexity consisting
of free-roaming and procreating agents that make harvest decisions with regard to
a diffusing renewable resource. We find that each methodology has its own merits
and yields useful information, yet none of them provide a complete picture of model
behaviour. We recommend OFAT as the starting point for sensitivity analysis of
an ABM, for its use in uncovering the mechanisms and patterns that the ABM
produces.
4.1 Introduction
During the last decade Agent Based Models (ABMs) have become a standard tech-
nique in the toolbox of scholars interested in simulating and understanding complex
adaptive systems such as land use systems (Parker et al. 2003, Bousquet and Le Page
2004, Matthews et al. 2007). Still missing are solid methods to explore the behaviour
of an ABM and assess its relation with the empirical world (Crooks et al. 2008, Fi-
latova et al. 2013). For ABMs to be useful as tools to learn about and understand
complex adaptive systems it is essential to know the effects of different configurations
of system components on global and emergent outcomes. These insights are especially
crucial when one is interested in studying the conditions under which systems can be-
come critical, i.e. when resilience and when tipping points can occur, for instance,
when one wants to obtain early warning signals.
In order to explore the behaviour of models sensitivity analysis is a commonly
used tool, at least in the field of traditional modelling. There exists a plethora of
standardized methodologies for performing sensitivity analysis (Saltelli et al. 2004b,
2008, Hamby 1994, Cariboni et al. 2007, Thiele et al. 2014). However it is unclear
to what extent these methodologies are suitable for the type of systems commonly
represented by ABMs. It is important to observe though that all sensitivity analysis
methodologies have a statistical underpinning. It is because of the statistical approach
there is no mechanistic focus, and results obtained via sensitivity analysis always
require an interpretation by model users in the context of the model application.
ABMs are characterized by several properties that make the application of any
statistical approach, and thus most standard sensitivity analysis methods, a nontrivial
matter. These properties are (Windrum et al. 2007, Gilbert 2008, Macal and North
2010)
• The existence of multiple levels. There is at least a micro-level consisting of in-
dividual and autonomous agents, and a macro-level environment that influences
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and is influenced by the agents. This implies there are also at least two distinct
steps going from input to output;
• The existence of many and often nonlinear interactions. This suggests that
relations between input and output may be nonlinear as well;
• The existence of emergent properties, i.e. patterns that are not predicted a
priori based on the individual rules describing either the agent or the envi-
ronment. Such patterns are for example path dependencies, adaptation, and
tipping points. This also suggests that the relations between input and output
may be nonlinear, and, additionally, may change over time.
It is for this reason that a straightforward application of classical methodologies for
sensitivity analysis to ABMs will not always yield sufficient information required by
the model user for model evaluation. The main complicating factor is that for most,
if not all, complex adaptive systems the interactions and relations between system
components are self-organizing processes. Relations between global system states
(i.e., the outputs) and the states of the individual system components (i.e., the inputs)
are not pre-defined like in traditional linear models. Different system states might
be possible under similar parameter regimes, while completely different parameter
regimes might yield similar system behaviour. This means that a standard sensitivity
analysis performed on an ABM has only limited explanatory power. Developing
targeted methods of sensitivity analysis has therefore rightly been identified as a key
challenge for Agent-based Modelling (Crooks et al. 2008, Filatova et al. 2013, Thiele
et al. 2014). In turn, the analysis, calibration, and validation of ABMs also remain
pivotal issues (Brown et al. 2005, Fagiolo et al. 2007, Windrum et al. 2007, Crooks
et al. 2008, Filatova et al. 2013).
In this paper we explore the potential of three well-known methodologies for sensi-
tivity analysis to obtain information that is useful for a) assessing the implementation
of an ABM and b) understanding the behaviour of the represented system. The three
methodologies are described in Section 4.3. To have a measure of quantification of
the potential of the elected methodologies, three goals have been selected which are
typical for ABM applications. These goals are explained in 4.2. In 4.4 we present a
case study model to apply the sensitivity analysis methodologies to. The details of
the model are given in 4.A in ODD format. The choice of the case study is justified
by the relatively low complexity of the model, which limits computational costs, while
the model contains all the essential ingredients of an ABM. 4.5 gives an overview of
the main results. 4.6 finalizes with the discussion.
4.2 Selected goals for performing sensitivity analysis
We have selected three application goals for sensitivity analysis which are common
for ABM research. These are
• To gain insight in how patterns and emergent properties are generated in the
ABM;
• To examine the robustness of emergent properties;
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• To quantify the variability in ABM outcomes resulting from model parameters.
To better understand dynamics and emergent patterns found in the real-world systems
that are described by ABMs it is crucial to first understand how they are generated in
the model. Given the complexity of many ABMs, understanding the model dynamics
is typically not a straightforward task. Sensitivity analysis can help in this task
because the effects of parameter changes on the model outcomes contain clues about
the model dynamics underlying these outcomes (Ligmann-Zielinska et al. 2014). For
example, revealing whether these effects are linear, non-linear, or push the system
into an entirely different state by causing a tipping point yields valuable information
on how a parameter affects the dynamics of the system.
A second motivation for performing sensitivity analysis is to examine the robust-
ness of the model outcomes with respect to changes of the parameter values (Leamer
1983, 2010, Axtell 1999). A range of model parameter values corresponds to a range
of assumptions that leads to certain inferences (i.e. model outcomes). For these in-
ferences to be credible, however, they should not depend on a narrow and uncertain
set of assumptions. It is therefore important to show that the inferences are robust
to parameter changes. This is particularly relevant if the model attempts to explain
a phenomenon that occurs under a wide range of circumstances in reality. For ex-
ample, the well-known Schelling model (Schelling 1971) examines the emergence of
patterns of ethnic segregation. The model shows that patterns of segregation emerge
from a few simple assumptions on the movement of agents in a spatial environment.
Furthermore, this emergence is robust to changes in the parameter values and move-
ment rules of the agents (Gilbert 2002). This robustness adds to the credibility of the
model, given the observation that segregation in reality occurs in different places and
under various circumstances. A third and more traditional use of sensitivity analysis
is to quantify the uncertainty of the model outcomes that is caused by parameter
uncertainties (Hamby 1994, Saltelli et al. 2008). There are various sources that con-
tribute to uncertainty of the model outcomes. One of these sources is uncertainty
in the parameter set. We typically assign values to the model parameters based on
measurements or expert judgements, but there is uncertainty in these values. The
uncertainty of the parameter set causes uncertainty in the model outcomes. Sensi-
tivity analysis quantifies this output variability and decomposes it into terms that
are attributed to different parameters. This allows the user to rank the input uncer-
tainties in terms of their contribution to output uncertainty. This ranking can for
example be used to decrease the output uncertainty by decreasing the uncertainty of
the parameter set.
4.3 Selected methodologies for sensitivity analysis
Many methodologies have been developed to perform sensitivity analysis (for an
overview see for instance (Saltelli et al. 2004b, 2008, Cariboni et al. 2007)). Here
we have selected three methodologies. These are
• Sensitivities based on one-factor-at-a-time (OFAT);
• Sensitivities based on model-free output variance decomposition;
• Sensitivities based on model-based output variance decomposition.
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These methodologies have been selected because they are commonly available in sta-
tistical packages (e.g. Thiele et al. (2014)), while they have proven to be very popular
since they can be applied rather straightforwardly with limited statistical and com-
putational efforts. We discuss the three methodologies in more detail below.
4.3.1 One-factor-at-a-time (OFAT)
OFAT sensitivity analysis essentially consists of selecting a base parameter setting
(nominal set) and varying one parameter at a time while keeping all other parameters
fixed (hence it is referred to as a local method). An important use of OFAT is to reveal
the form of the relationship between the varied parameter and the output, given that
all other parameters have their nominal values. For example, it shows whether the
response is linear or nonlinear, or whether there are tipping points where the output
responds drastically to a small parameter change. By showing these relationships,
OFAT can yield understanding of model mechanisms. For this purpose, we vary each
parameter over a number of points within a wide range and plot the resulting output.
Note that One-at-a-time (OAT) is traditionally used to estimate sensitivity mea-
sures in the form of partial derivatives of the model outcomes with respect to input
parameters (e.g. Cariboni et al. (2007)). This estimation is based on the effect of
small deviations from the nominal parameter values on the model outcomes. OFAT
differs from OAT in that we examine the model response over a wide range for each
parameter. The slope of the output graph at some parameter value roughly estimates
the partial derivative at that point. A more accurate estimate would require a smaller
step size in the parameter values and a large number of replicate runs to account for
stochastic effects. However, such an estimate does not directly contribute towards our
aim of showing the form of the relationship between the parameter and the output.
We therefore do not explicitly compute these partial derivatives.
4.3.2 Global sensitivity analysis
Global sensitivity analysis (Saltelli et al. 2008) aims to ascertain interaction effects
by sampling the model output over a wide range of parameter values. Many samples
(i.e. specific parameter settings, usually determined randomly) are drawn from the
parameter space, and the corresponding model outcomes are combined in a statistical
measure, namely the variance of the output of the model. The sensitivity to a param-
eter is then measured as the proportion of the model variance that can be explained
by changes in that parameter. Since the total model variance is used to normalise the
sensitivities, the sensitivities of different parameters can be compared directly. There
are two common ways to decompose the output variance:
• By using a regression model to fit the model output to model parameters, in a
similar fashion as regular regression is done, for instance by means of ordinary
least squares (OLS);
• By using the decomposition of Sobol’ (Sobol’ 2001), which does not involve the
use of a regression model, but estimates the contributions of different combina-
tions of parameters to the output variance while making the assumption that
all parameters are independent.
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Based on the decomposition, sensitivity measures are defined that express the
explained variance for different combinations of parameters. The two most commonly
reported measures are the first and total-order indices (Saltelli et al. 2008). The first-
order index of a parameter is defined as the reduction of the model variance that
would occur, on average, if the parameter became exactly known. The total-order
index is defined as the proportion of the variance that would remain, on average, when
all other parameters are exactly known. If the input distributions of the parameters
are independent, the difference between the first- and total-order index of a parameter
measures the explained variance by all of the interactions with other parameters.
Regression-based
Regression-based methods decompose the variance of the ABM outcomes by fitting
a regression function of the input parameters to these outcomes (e.g. Downing et al.
(1985)). An advantage of such an approach is that the output of the complex ABM
is condensed into descriptive relationships, which can be validated against data using
common statistical measures (such as R2) and which help thinking about influential
processes.
However, these relationships are good descriptions of the ABM output only if the
regression function is a good fit to the output. If the fit does not explain most of
the variance (e.g. > 90%) then other regression functions may be tried until a better
fit is obtained. Finding a good regression function is thus an iterative process and is
a main challenge for regression-based sensitivity analysis, especially for models with
complex relations between the input and output.
Various regression methods are available (Draper and Smith 2014). Here we use
ordinary least squares (OLS) regression because this method is the most commonly
used. It optimises the R2 measure for linear regression,
R2 = 1−
∑(
yj − yrj
)2∑
(yj − yav)2
. (4.1)
The summation runs over a number of sample points with different parameter values,
yj is the vector of model outcomes, yrj is vector of predicted outcomes by the regression
model and yav is the mean of the model outcomes. The value of R2 is interpreted as
the explained variance by the regression model. Thus, OLS straightforwardly yields a
variance decomposition. The first-order sensitivity index of parameter i is computed
as the value of R2 when excluding that parameter from the fit,
Sr,i = 1−
∑(
yj − yrj
)2∑
(yj − yav)2
. (4.2)
where yrj is the predicted outcome by the regression function excluding parameter
i. Similarly, the total-order sensitivity index is computed as the explained variance
when keeping parameter i, but leaving out all other parameters,
Stot,r,i = 1−
∑(
yj − yrj
)2∑
(yj − yav)2
. (4.3)
where yr
′
j is the predicted outcome by the regression function including only parameter
i.
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Sobol’ method
In contrast to regression-based methods, the Sobol’ method is model-free, i.e. no
fitting functions are used to decompose the output variance (Saltelli et al. 2008). The
method is based on a decomposition of the model variance V (y) that holds if the
input parameters are independent,
V (Y ) =
∑
i
Vi +
∑
i,j
Vi,j + ...+ Vi,j,...,m (4.4)
where the partial variance is defined as
Vi = Vxi(Ex i(y|x)) (4.5)
with x i denoting all parameters except for xi. The expectation value of the model
output is computed while keeping the parameter fixed and varying all other parame-
ters. The variance of this expectation value is then computed over the possible values
of xi. Thus, if Vi is large, the expected model outcome strongly varies depending
on xi, indicating the parameter to be sensitive. Sensitivity indices are defined by
considering the partial variance relative to the total variance,
Ss,i =
Vi
V (y)
. (4.6)
Higher-order sensitivity indices are defined by computing the partial variance over two
or more parameters instead of a single parameter. The total and partial variances are
usually estimated from a Monte Carlo sample.
The estimated sensitivity indices by themselves are not meaningful unless we know
the accuracy of the estimate. We therefore use a bootstrap method (Archer et al.
1997) to assess this accuracy. We create a number of bootstrap samples by drawing
independent points from the original Monte Carlo sample. Each bootstrap sample
is equal in size to the original Monte Carlo sample. We then compute the first- and
total-order sensitivity indices based on each bootstrap sample. The distribution of
these sensitivity indices estimates the accuracy of the sensitivity indices based on the
original sample. If the bootstrap sensitivity indices are normally distributed, then
we can construct a confidence interval based on the standard error of the bootstrap
sensitivity indices.
4.4 Model test case: agents harvesting a diffusing
renewable resource
The case study concerns an ABM coded in NetLogo (Wilensky 1999) that describes
individual agents in a spatially explicit environment. The model flowchart for a single
time-step is shown in Fig 4.1. The environment is updated by growth and diffusion of
a renewable resource (‘food’). The agents observe their local surroundings and decide
whether to harvest or not and to move or not, based on their own (decreasing) internal
energy state that needs to be replenished, as well as the state of the outside world,
which includes the local presence of resource (‘food availability’) and other agents
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(‘crowding’). More energy is spent on harvesting or moving than on staying inactive
(in which case only basic maintenance processes consume energy). Eventually harvests
have to be made in order for agents to survive and reproduce. Upon reproduction,
agents pass on individual agent characteristics wharvest and wmove to their offspring
with a small random deviation. These characteristics affect the probabilities that an
agent will harvest or move respectively. A detailed description of the model in ODD
format is given in Appendix 4.A. The model parameters are listed in Table 4.1. For
the purpose of sensitivity analysis, we consider the number of agents n as the output
of interest.
Figure 4.1: Model flowchart for a single time-step
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4.4.1 Choice of inputs and output
As output of interest for the sensitivity analysis we choose the number of agents n.
In general it is possible to consider any number of outputs that are of interest. The
methods that we discuss here, however, consider only a single output at a time. Thus,
the analysis is then performed separately for each output.
We include all of the model parameters and initial conditions in Table 1 as inputs
for the sensitivity analysis. For those parameters that are limited to a set range
we sample uniformly from this full range. For parameters that do not have a set
range we choose a wide range. By testing all parameters uniformly over wide input
ranges, we explore the model behaviour without imposing strong assumptions on the
input parameters. We thus ensure that we do not ignore interesting model behaviour
because it falls outside of the chosen input range. Since we do not a priori know
how the model responds to changes in any of the parameters, it is recommended
to include all model parameters in the sensitivity analysis. The initial analysis can
always be supplemented with more detailed investigations of selected parameters or
input ranges. The computational costs, however, can be a limiting factor to the
inclusion of model parameters in the sensitivity analysis. The costs for OFAT are
lower than for global sensitivity analysis, so an OFAT analysis can be used to select
parameters of interest for global sensitivity analysis. Specific interests or hypotheses
of the researcher can also guide the choice of inputs.
4.5 Model results
4.5.1 Operational details
The whole analysis was carried out in R (R Core Team (2012)). The sample points
for the sensitivity analysis were also generated in R. The sample points were exported
to perform the model runs in Netlogo.
We conduct a pre-test to determine whether the model converges to a steady state
behaviour. The pre-test consists of 1000 model runs at parameter values drawn from
uniform distributions within the range for global sensitivity analysis listed in Table
1. We record the output at every time-step. The output initially changes strongly
in time, but from t = 500 to t = 1000 it seems to have stabilised and consist of
random fluctuations around a mean (Fig 4.2). We conclude that 500 time-steps is a
reasonable time period for the sensitivity analysis, since the model output does not
strongly change between t = 500 to t = 1000. There are, however, random fluctuations
around the mean. Furthermore, runs at the nominal set show that the number of
agents oscillates in time. To prevent the output from being strongly dependent on
the random fluctuations and the phase of the oscillations, we average n from t = 500
to t = 1000.
Even though the output does not change strongly between t = 500 to t = 1000,
there seems to be a small and gradual increase in the mean value. This increase
is caused by a gradual shift in the distribution of the agent characteristics wharvest
and wmove, which affect the probabilities of harvesting or moving. This shift results
from the inheritance of these characteristics during reproduction. On average, values
that increase the chances of an agent to survive and reproduce are passed on more
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Figure 4.2: Plotted is the average n for 1000 model runs with parameter values randomly
drawn from uniform distributions in the range for global sensitivity analysis
listed in Table 4.1. There are strong changes in n over the first few hundred
time-steps. From t = 500 to t = 1000, n seems to have converged to random
fluctuations around a mean.
frequently. On the long-term, this causes a change in the distributions of those char-
acteristics and this affects the number of agents supported by the environment. For
the sensitivity analysis, however, we do not examine this long-term adaptivity. The
chosen time-scale from t = 500 to t = 1000 is sufficiently short not to be strongly
affected by the adaptivity, and sufficiently long not to depend strongly on random
fluctuations and oscillations.
We perform 10,000 replicate runs in the default parameter set to estimate the
distribution of the output. The stabilization of the coefficient of variation,
cv =
σ(n)
µ(n)
, (4.7)
where σ(n) is the standard deviation of the output and µ(n) is the mean of the
output, indicates the required number of replicates to obtain a proper estimate of the
distribution of the model output (Lorscheid et al. (2012)). Fig 4.3 shows that the
coefficient of variation is largely stabilised after a few hundred replicates. The form
of the distribution of n depends strongly on the parameter values. In the nominal set,
the distribution over 10,000 replicates (Fig 4.4a) has a heavy tail on the right side.
At D = 0.05, however, the distribution resembles a normal distribution (Fig 4.4b),
whereas at D = 0.15 it shows a large peak at n = 0 (Fig 4.4c). This peak is caused
by extinction of the agent population that occurs stochastically in a region of the
parameter space. We will return to this finding when we discuss the results of the
OFAT sensitivity analysis.
For the OFAT sensitivity analysis, we use 10 replicates per parameter setting
in order to roughly estimate the spread of the output. For the regression-based
sensitivity analysis, 5 replicates are used in order to estimate the proportion of the
variance of the output that is explained by variations in the input parameters. For the
Sobol’ method, we follow the usual procedure of sampling as many different points
as possible to accurately estimate the sensitivity indices (Saltelli et al. 2008). We
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Figure 4.3: Coefficient of variation of the average number of agents for increasing number of
replicates in the nominal parameter set. The coefficient of variation has largely
stabilised after a few hundred model runs, indicating this number is sufficient
for estimation of the distribution of n.
therefore do not use any replicates. A number of sampling designs are available
to minimise the computational costs of the estimation (e.g. Cukier et al. (1978),
Tarantola et al. (2006), Saltelli (2002)). Here we use the design by (Saltelli 2002),
with a total sample size of 17,000 model runs. This design is relatively easy to use
and it estimates all of the first- and total-order sensitivity indices. A more detailed
description of the design is given in Appendix 4.C.
(a) (b) (c)
Figure 4.4: (a): Histogram of 10,000 samples in the nominal set (D = 0.1) displaying the
average number of agents between t = 500 and t = 1000. The distribution has a
long tail for large values of n. (b): Same as (a), but for D = 0.05. The resulting
distribution resembles a normal distribution. (c): Same as (a), but for D = 0.15.
The resulting distribution is split between a peak at n = 0 and a distribution
around n = 100. The peak is caused by stochastic extinction that occurs for
some values of D (see OFAT results)
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4.5.2 One-factor-at-a-time sensitivity analysis
We perform OFAT sensitivity analysis for all of the model parameters. The default
values and ranges of variation of all parameters are listed in Table 4.1. We run
the model for the extreme values of this range and 9 equidistant points in between.
The resulting graph for the diffusivity (Fig 4.5) shows two tipping points where the
number of agents goes to zero. When D = 0, sites without resource cannot be
replenished through diffusion from neighbouring sites, eventually leading to collapse
of the system. Inspection of the time-series of a number of model runs reveals that
the number of agents oscillates with increasing amplitude for increasing values of D.
Between D = 0.10 and D = 0.15 this amplitude becomes so large that n crosses zero,
causing the system to collapse. Because the model is stochastic, this collapse occurs
in some but not all of the replicates. Tests with longer simulation times than 1000
time-steps show that between D = 0.10 and D = 0.15 extinction occurs mostly during
the first 1000 time-steps. If extinction does not occur during this initial period, then
n remains positive on the long term. The model thus has multiple equilibria for these
parameter values. For D ≤ 0.175 the population always goes to extinction, but for
D = 0.175 it sometimes takes more than 1000 time-steps before this equilibrium is
reached. One of the model runs in Fig 4.5 therefore still has a positive population
after 1000 time-steps.
The graphs for the other parameters are shown in Appendix 4.B. Out of a total
of 15 model parameters, 11 parameters show a tipping point where the number of
agents goes to zero. Furthermore, most parameters show a nonlinear response when
the number of agents is positive. The graphs yield mechanistic understanding of the
model. We pick a few parameters for a brief discussion. For higher values of r, the
resource replenishes faster and the system supports a larger number of agents. The
carrying capacity K also has a positive effect on the number of agents, but higher
values destabilise the system and cause collapse of the population. Low values for
the energy costs required for maintenance Em and for harvesting Eharvest also lead
to collapse by causing an increase in the amplitude of the oscillations of the number
of agents. High values of Em and Eharvest lead to lower agent numbers because the
system is able to support fewer agents if those agents require more energy. A high
energy cost for moving Emove, however, does not lead to low agent numbers. For high
move costs, the agents will simply move less often and instead decide to harvest at
their current position. The initial conditions n0 and R0 can affect the final state of
the system by causing an early collapse, but have no effect on the final state if the
number of agents remains positive.
4.5.3 Regression-based sensitivity analysis
The regression-based global sensitivity analysis is based on Nr = 1000 sample points
drawn from uniform probability distributions over the range given in Table 4.1. The
range for the initial number of agents for global sensitivity analysis is smaller than
for OFAT. Using the same range as the OFAT, the number of agents reaches zero in
almost 90% of the model runs. Extinction of the agent population is an important
model outcome and we are therefore interested in understanding the conditions under
which extinction takes place. However, to assess the parameter sensitivity indices we
need a sufficient number of runs with nonzero outcome. We therefore reduce the range
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Figure 4.5: Results of the OFAT analysis for D. Displayed are the mean (green circle),
minimum (red triangle) and maximum (blue cross) of the number of agents
among 10 replicates. The dashed line represents the nominal value.
for n0 for the global sensitivity analysis. The reduced range has a larger number of
runs with positive outcomes, but also contains runs where the population goes extinct.
For each sample point, we use 5 replicate runs to estimate the variation of the
model output due to stochasticity. To limit the computational expense this number
of replicates is smaller than the 10 replicates for theOFAT. The mean output variance
over replicates is 0.88% of the output variance over all samples. The variance due to
stochasticity is thus negligible compared to the variance due to parameter variations
and unexplained variance cannot be attributed to the stochasticity inherent in the
model. Since the variance due to stochasticity is so small, we do not need a more
accurate estimate of this variance, which gives us confidence that we do not need to
increase the number of replicate runs per parameter setting.
We fit a first-degree polynomial (Eq 4.8) of the model parameters xi to the output
using ordinary least squares regression (OLS),
n = b0 +
m∑
i
bixi. (4.8)
The outcomes show that the total number of 5000 model runs was sufficient to obtain
reasonably accurate estimates of the explained variance and the first-order sensitivity
indices (Table 4.2). However, the coefficient of determination R2 = 43.9 ± 4.1%
(Table 4.3) shows that more than half of the model variance is unexplained. We
attempt to increase the explained variance by adding higher order terms to Eq 4.8. We
distinguish between terms that are nonlinear in a single parameter xixi and interaction
terms x∼ixj . Table 4.3 lists the values of R2 for a number of functions that are
obtained by adding such terms. The increase in explained variance should be weighed
against the increase in the complexity of the regression model. Functions with a large
number of terms will generally yield high values of R2 simply due to the larger number
of degrees of freedom. Table 4.3 shows that even with a very large number of terms
a large part of the model variance still remains unaccounted for. Furthermore, such
a large number of terms is not useful in terms of gaining insight into the influential
model processes. A common alternative to fitting a first-degree polynomial (Eq 4.8)
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is fitting the logarithm of the parameter instead of the parameter itself. Doing this
for some of the model parameters increases the value of R2 (R2 = 48.1%). However,
the increase is only small compared to a polynomial fit and still leaves a large part of
the variance unexplained.
Figs 4.4a-4.4c show that the form of distribution of n depends on the parameter
values. The distribution over the Nr = 1000 samples used for the regression-based
sensitivity analysis (Fig 4.6) contains a large peak at n = 0 and a long tail with a
number of outliers for large values of n. For these kind of asymmetric distributions,
OLS, which assumes normally distributed residuals, does not generally produce good
fits (Draper and Smith 2014). Specifically, outlying values relative to the normal
distribution tend to destabilize the regression function. The explained variance R2 is
then no longer a good measure. This presents a possible explanation for the failure
to obtain a good fit. Moreover, the outliers that destabilize the OLS regression weigh
heavily in the variance itself. This is illustrated by Fig 4.7, which visualizes the
contributions of different sample points to the variance. On the horizontal axis, the
sample points are sorted by increasing value of the output n. For each point we plot
the partial sum of the squared deviations from the mean, where the mean is computed
over all sample points. The slope of the graph in a point measures the contribution
of that sample point to the variance. The slope is initially straight, because a large
number of sample points with outcome n = 0 contribute equally to the variance. Each
coloured area corresponds to 25% of the total variance. Outlying values represent
a large amount of the total variance. Out of Nr = 1000 samples, the 14 highest
values represent 25% of the variance, and the 61 highest values represent 50% of
the variance. The dashed line represents the explained variance by the regression
model (Eq 4.8). The regression model does not adequately capture the contribution
of outliers to the variance. The outliers give valuable information on the extreme cases
of model behaviour and the conditions under which such extreme behaviour occurs.
It is therefore important to consider these outliers as part of sensitivity analysis.
However, since these outliers represent a major part of the variance, any sensitivity
analysis method based on variance decomposition will assign them a disproportionate
weight.
Figure 4.6: Histogram of the number of agents, for the Nr = 1000 sample points used for
the regression-based sensitivity analysis. The histogram shows a large peak at
n = 0 and contains a number of outliers between n = 1000 and n = 3000.
90 Which sensitivity analysis method should I use for my ABM?
Table 4.2: First-order indices according to Eq 4.8. The confidence intervals are based on a
bootstrap sample of size 10,000. Only parameters with at least 1.0% explained
variance are included. We also report the standardized regression coefficients
βi = bi
σ(n)
σ(xi)
. Here the standard deviation σ(n) is computed from the output
sample of the sensitivity analysis and the standard deviation σ(xi) is given by
the input distribution of the parameter xi (see e.g. Cariboni et al. (2007)). The
standardized regression coefficients measure the strength as well as the direction
of the effect of the parameter on the output.
Par. k r Em Rmax Eh c D Total
Sr 20.0%
±
3.8%
9.1%
±
3.0%
5.7%
±
2.6%
4.1%
±
2.2%
3.3%
±
1.9%
1.6%
±
1.4%
1.0%
±
1.2%
45.5%
±
4.1%
β 0.43 0.29 -0.24 0.23 -0.18 0.23 0.10 -
Table 4.3: R2 for various polynomial regression models with increasing number of terms. A
significant increase in the explained variance is obtained by adding terms to the
regression model, but this should be weighed against the increased complexity
of the regression model. The table shows a large number of terms is needed to
significantly increase the explained variance.
order of
nonlinearities 1st 2nd 3rd 1st 2nd 1st 2nd 3rd
order of
interactions - - - 2nd 2nd 3rd 3rd 3rd
number of
coefficients 16 31 46 121 136 576 591 606
R2 45.5% 49.9% 51.2% 63.7% 67.7% 65.5% 69.0% 70.0%
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Figure 4.7: Contribution to the variance of each sample for the regression-based sensitivity
analysis. The sample points are sorted by increasing output n. The variance
contributions are then computed as the partial sum of squared deviations from
the mean, assuming the mean to be constant. The values are normalised by
the total variance. Each colour represents 25% of the total variance. For the
dashed line, the output for each sample is replaced by the predicted output of the
regression model (Eq 4.8). A small number of outliers on the right contributes
strongly to the total variance, but this contribution is not adequately captured
by the regression model.
4.5.4 Sobol’ method
The computation of the Sobol’ main and total-order sensitivity indices was carried out
using the sampling scheme by Saltelli (2002) with a total sample size of 17,000 model
runs. We used uniform distributions in the range given in Table 4.1. The resulting
first- and total-order indices are shown in Fig 4.8. We assess the accuracy of the
estimated sensitivities using bootstrap confidence intervals, based on 10,000 bootstrap
samples (Archer et al. 1997). Some of the intervals are wide, showing that the estimate
is not accurate. Furthermore, a number of the confidence intervals contain negative
values. These negative ranges have no valid interpretation because the sensitivity
represents a portion of the model variance, which is bound between 0% and 100%.
The sensitivity estimates, however, can be negative due to numerical inaccuracy of
the method (Saltelli et al. 2008). Thiele et al. (2014) report the same finding, but
discard the negative ranges by setting them to zero. However, this introduces a bias
in the bootstrap confidence interval. For example, in our results the sensitivity of the
parameter Eb has a wide confidence interval that spans mostly negative values. If we
discard these negative values, then the sensitivity would appear to be estimated at
zero with a very high precision. We therefore report the negative values. Appendix
4.C provides a more detailed explanation of these negative outcomes.
The sum of all first-order indices equals 0.46. This includes both linear and non-
linear contributions of individual parameters, but no interaction effects. More than
half of the model variance is thus explained by interaction effects according to the
variance decomposition of Eq 4.4. The total-order indices show that a number of
parameters explain little variance even including interaction effects. Additionally, the
more influential parameters have wide confidence intervals for the total-order sensitiv-
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ities. We thus have only rough estimates of the amount of variance those parameters
can explain including their interactions. However, a few parameters, such as K and
Rmax are clearly influential, because even the lower ends of the confidence intervals
of the total-order sensitivities are large compared to the sensitivity estimates of other
parameters.
Figure 4.8: First-order (a) and total-order (b) Sobol’ indices for all parameters. The colours
categorize the parameters from most influential (green) to averagely influential
(blue) and least influential (red).
4.6 Discussion
We have applied three commonly employed methods of sensitivity analysis to a typ-
ical but low-complexity ABM. Here we evaluate each method in terms of our three
selected aims (1/ understanding the emergence of patterns, 2/ evaluating robustness,
and 3/ evaluating outcome uncertainty). Table 4.4 summarizes the outcomes of this
evaluation. We will discuss the Table in more detail below.
The OFAT method yields insight into qualitative aspects of model behaviour
and the patterns that emerge from the model. It gives important information about
the functional form of the relationships between parameters and output variables.
Furthermore, it shows the existence of tipping points and other strong nonlinearities.
Exposing such qualitative aspects can lead to a better mechanistic understanding
of the behaviour of the model and thus the modelled system. OFAT can also be
used to show the robustness of model behaviour with respect to changes in single
parameters, thus revealing whether emergent patterns depend on strong assumptions.
Interaction effects are not considered, and therefore OFAT is not suitable for further
quantification of sensitivity indices. OFAT should therefore be supplemented by some
global method of sensitivity analysis to examine interaction effects and to quantify
model variability that results from parameter variations. For our case, for example,
global sampling from the parameter space revealed that interaction effects lead to the
existence of outliers for which the output takes extreme values. Since each parameter
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is only varied individually and not in combination with other parameters, OFAT is
relatively cheap in terms of computational costs. At 10 replicates for 11 parameter
values, we need 110 model runs per parameter, or 1650 runs in total. This cost could
still be lowered by decreasing the number of replicates.
Regression-based sensitivity analysis is a global method based on variance decom-
position. A major limitation for application to sensitivity analysis of ABMs is that it
depends on the structure of the model whether a good decomposition can be obtained
by regression. In our case a good fit (with R2 > 0.9) was not obtained even using
a third-order polynomial function because of the existence of outlying values as well
as regions of parameter space where the output goes to zero. This corresponds to
previous reporting difficulties by Burgers et al. (2010) on finding a well-fitted func-
tion for an ABM of trading agents. They attributed these difficulties to the inherent
complexity of the model. We agree with this assessment, where we explicitly add that
in our case the lack of fit is better understood by considering the results we obtained
by first performing the OFAT. The lack of fit resulting from the inherent complexity
of ABMs limits the usefulness of regression-based sensitivity analysis for these mod-
els, as the systems which they are used to model are complex adaptive systems that
are characterized by the existence of nonlinear interactions and feedbacks, multiple
levels of model behaviour, and emergent properties. These characteristics compli-
cate and obscure the relations between the model inputs and outputs and are thus
not straightforwardly captured by a regression function. Even though the regression
function does not yield a good fit, however, regression-based sensitivity analysis might
prove useful in selecting influential parameters for further analysis based on the sen-
sitivity indices or regression coefficients. The computational costs of regression-based
sensitivity analysis lie somewhere in between OFAT and the Sobol’ method. For
our test-case 1000 parameter settings with 5 replicates each were sufficient to obtain
reasonably accurate estimates of the first-order indices.
The Sobol’ method does not use fitted functions, but instead decomposes the
variance based directly on a sample from the parameter space (Saltelli et al. 2008).
The method aims to quantify the output variability based on this variance decom-
position. Whereas the variance has a clear interpretation for normal distributions,
it is not a good measure of variability for distributions that are skewed or contain
outliers (Swinscow 1997). This problem is illustrated by Fig 4.7, which shows that
the output variance of our test case is inflated by a few outlying sample points. The
method is therefore not suitable for quantifying outcome variability of ABMs with
output distributions that have outliers, are skewed, or strongly deviate in other ways
from the normal distribution (Liu et al. 2006). Another drawback of the method is
that the method does not allow for the possibility to distinguish between mechanistic
explanations on why a parameter is influential. For example, in our test case the
harvesting cost shows up as an influential parameter (Fig 4.8b), but it is unclear
whether it has some effect on outlying values, or causes collapse of the population,
or affects the number of agents for positive population sizes. In contrast, the OFAT
results show that it causes population collapse and affects the number of agents for
positive populations, but such specific findings are lost in the Sobol’ method because
sensitivities are aggregated over the full parameter space (Rakovec et al. 2014). As
such, the method also does not reveal the robustness of model patterns to parameter
changes within this space. Out of the methods we tested, the Sobol’ method has the
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largest computational costs. With a total of 17.000 model runs, the estimates of the
sensitivity indices have wide confidence intervals. For a number of parameters these
intervals included negative values, which have no valid interpretation.
In light of these results we recommend OFAT as the starting point for any sen-
sitivity analysis of an ABM, in particular when one wants to gain insight into the
mechanisms and patterns that ABMs produce, which is a typical goal of many social
simulation studies. This recommendation seemingly contradicts the one by Saltelli
et al. (2008) and Ligmann-Zielinska et al. (2014), who suggest the use of the Sobol’
method for model analysis. However, our study suggests that standard methods of
global sensitivity analysis do not adequately address the issues that are relevant for the
analysis of ABMs, such as the existence of multiple levels, nonlinear interactions and
feedbacks, and emergent properties, as effectively as OFAT. Obviously any OFAT
can be supplemented with a global method to investigate interaction effects, given
that certain conditions are met, namely that the output distribution is and remains
sufficiently similar to a normal distribution, regression fits have a high R2, and con-
fidence intervals have positive bounds. Some promising advancements in other fields
might prove useful for ABM applications. These include a hybrid local-global sensi-
tivity method that examines the distribution of explained variances over portions of
the parameter space (Rakovec et al. 2014) and alternative sensitivity measures based
on entropy instead of variance (Liu et al. 2006, Auder and Iooss 2008).
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Table 4.5: State variables. The upper part of the table contains the site state variables. The
lower part contains the agent state variables.
Symbol Description Dimensions Range
i, j Position indices - 0,1,...,L; 0,1,...,L
Ri,j Resource kg [0,→〉
Rai,j Estimated resource kg [0,→〉
xa Position - (0,1,...,L;0,1,...,L)
a Agent index - 0,1,2,...
wah Harvest coefficient - [0,→〉
wam Move coefficient - [0,→〉
4.A Model description
The model description follows the ODD (Overview, Design concepts, Details) protocol
for describing individual- and agent-based models (Grimm et al. 2006, 2010).
4.A.1 Purpose
The basic topic of the model is how individual agents in a spatial environment make
trade-offs between conserving energy by remaining inactive and becoming active to
gather energy. Energy is gathered from the environment and spent on a daily main-
tenance that represents the physiological processes of the agent and on the actions of
moving and harvesting.
4.A.2 Entities, state variables, and scales
The state variables are listed in Table 4.5. The landscape is represented by a square
lattice of length L. Each site i, j(i, j = 1, 2, ..., L) has a length of ∆x = 1km. Since the
model was not fitted to realistic data, this choice is to some extent arbitrary. Setting
∆x = 1, is convenient for computations with parameters that have length-units in
their dimensions. Periodic boundary conditions are imposed, so that i + L = i and
j + L = j. Each site has a resource level Ri,j .
Agents move over the lattice and harvest resource. An agent is identified by the
index a = 1, 2, .... Each agents has an energy level Ea and a location xa. Agents
estimate the resource levels at their site and at the four Von Neumann nearest neigh-
bour sites every time-step. Thus, an agent with location xa = i, j has estimates for
Ri,j , Ri±1,j and Ri,j±1. Agents also have harvest and move coefficients, wah and w
a
m.
Agents with a high value for wah or w
a
m are less likely to harvest resource or move to a
neighbouring site respectively. The values of wah and w
a
m are constant for each agent.
Time is modelled in discrete time steps of ∆t = 1 day. Like the distance scale of
∆x = 1, this was chosen to make computations convenient.
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Figure 4.9: Flowchart for a single time-step.
4.A.3 Process overview and scheduling
The model flow chart for a single time-step is shown in Fig 4.9. The submodels in
the boxes are described in detail in the submodel section. Each submodel is run for
all of the patches/agents before the start of the next submodel.
The time-step starts with the updating of the sites. The ‘grow’ submodel grows
resource on each site following a logistic growth equation. The ‘diffuse’ submodel
diffuses the resource between sites following Fick’s second law (Fick 1855).
The updating of sites is followed by the agent actions. Each agent first ‘observes’
the resource level and the number of agents on neighbouring sites. The agents then
decide whether to harvest, based on their internal energy state, the estimated resource
level on their location, and the presence of other agents. If an agent does not harvest,
it may decide to move based on the number of agents and estimated resource level on
neighbouring sites. Alternatively, an agent may decide to neither harvest nor move,
thus conserving energy. After all the agents have decided, the actions of harvesting
and moving are carried out in random order. Each agent then pays a fixed energy
maintenance. The internal energy state of each agent affects the probabilities of dying
and breeding. The model then proceeds to the next time-step.
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4.A.4 Design concepts
Basic principles
The model considers agents that move and harvest in a spatial environment. Based
on their internal state and the state of the environment agents may decide to move
to a new location, to harvest from the present location, or to wait for a better op-
portunity. Harvested resource is converted to internal energy, which is used to pay
daily maintenance. The energy for maintenance The acts of moving and harvesting
also cost energy. The decisions to move and harvest are based on both the internal
energy state of the agent and the state of the environment.
Emergence
We consider the total population size ntot and the values of the harvest and move
coefficients wah and w
a
m averaged over the population as emerging variables at the
macro-level.
Adaptation
Agents adapt their behaviour to changes in their internal state or in their environment.
Agents with low levels of internal energy tend to harvest resource with a higher
probability. Agents also tend to harvest if the resource level on their site is high and
the number of other agents on the site is low.
Agents consider the state of the sites in the Von Neumann neighbourhood in their
decisions to move to neighbouring sites. Agents are more likely to harvest if the
resource level on their current site is high and there are few other agents on this site.
Agents are more likely to move to sites with high resource levels and few other agents.
Objectives
The first objective of each agent is to gather sufficient resource to ensure its own
survival. The second objective is to accumulate sufficient energy to breed.
Learning
Individual agents do not change their adaptive traits over time. However, the distri-
bution of these traits over the population may change due to selection. When agents
breed, their offspring inherit the parents’ values of wah and w
a
m with some random
variation. If, for example, agents with a low value wam reproduce more frequently
often on average, then low values will become increasingly common over time.
Prediction
Agents tend to move less often to sites that are occupied by one or more other agents,
based on the prediction that those other agents may harvest resource from the site.
Agents tend to harvest more often at their present location if neighbouring locations
are occupied by other agents that might move to the resource. Agents also tend to
move to sites with high resource levels, predicting that the resource level will remain
high and can be harvested. If an agent finds the present conditions unsuitable for
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harvesting, that agent may decide to wait before taking action, expecting that the
conditions will improve in the future.
Sensing
Agents sense their own internal energy. Each time step, agents assess the amount of
resource on their current location and the four sites that compose the Von Neumann
neighbourhood. However, agents do not sense the exact amount of resource because
there is some random error. Agents also sense the presence of any other agents within
the Von Neumann neighbourhood, without any error.
Interaction
Indirect interactions between agents occur through the competition for resource. In
addition, agents are less likely to move to or harvest at sites that contain other agents.
This is a form of direct interaction. Agents are also more likely to harvest on their
present site if neighbours are occupying the neighbouring sites. The basic model
formulation does not include further direct interactions between agents in order for
the model to function as a benchmark.
Stochasticity
The decisions of agents to harvest at the present location or to move to a neighbouring
site are based on smooth probability functions. The functions take as input the
number of agents and the perceived amount of resource within the Von Neumann
neighbourhood. The perceived amount of resource differs from the actual amount by
an amount that is drawn from a normal distribution. Birth and death of agents are
also stochastic, but based on the internal energies of agents. If an agents breeds, the
offspring inherit the values of wah and w
a
m with a small random variation. Furthermore,
the agents’ initial locations, energies and values of wah and w
a
m are also stochastic.
Observation
Three output variables are collected: the total number of agents n and the averages
of wah and w
a
m over all agents. All output variables are recorded at each time-step.
4.A.5 Initialization
All sites are initialized with resource levels equal to R0 times carrying capacity. The
initial number of agents is specified as a parameter, n0. Each agent is placed on a
random site with an internal energy that is drawn from a uniform distribution between
0 and the minimum energy that is needed for procreation. The initial values of wah and
wam are drawn from a uniform distribution between 0 and 1. The default parameter
values of the model are listed in Table 4.6.
4.A.6 Input data
The model does not use input data to represent time-varying processes.
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Table 4.6: List of used symbols in the model description. The upper part contains general
notation, the middle part model variables and the lower part model parameters
Symbol Description Units/range Default
value
i, j Site indices 1,2,...,L -
L Lattice size - 33
T Time index day -
a Agent index - -
∆t Time-step size day 1
∆x Site length km 1
Ea Initial energy J -
N Total number of agents 0,1,2, ... -
ni,j Number of agents on site i, j 0,1,2, ... -
Rh Harvested resource kg -
Ri,j Resource on site i, j kg -
Rai,j Observed resource by agent a kg -
wah Harvest coefficient - -
wam Move coefficient - -
xa Location of agent a (0, 1, ...L; 0, 1, ...L) -
c Efficiency J kg−1 0.9
D Diffusion coefficient km2day−1 0.1
Eb Birth energy J 5
Eh Harvest cost J 0.1
Em Cost of energy maintenance J 0.1
Emove Move cost J 0.5
K Carrying capacity kg 2
n0 Initial number of agents 0,1,2, ... 100
r Growth rate s−1 0.1
R0 Initial resource 0-1 (proportion of
K)
1
Rmax Maximum harvest kg 0.5
Runc Uncertainty of resource estimations kg 0.1
vb Birth coefficient J−1 10
vd Mortality coefficient J−1 10
z Variation in offspring traits [0,→〉 0.2
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4.A.7 Submodels
Grow resource
Resource grows on sites according to a logistic growth equation,
dRi,j
dt
= Ri,jr
(
1− Ri,j
K
)
. (4.9)
Each time-step the sites are updated using the analytical solution of this equation,
Ri,j =
R∗i,jKe
r∆t
K +R∗i,jer∆t
. (4.10)
Note that several processes can change the resource on a site during the same time-
step. In order to keep the notation simple, we use R∗i,j to denote the resource before
the update in each of these processes, instead of having different symbols for the
resource before and after each of the separate processes.
Diffuse resource
The resource diffuses following Fick’s second law (Fick 1855),
dRi,j
dt
= D∇2Ri,j (4.11)
with ∇ = ( ∂∂x , ∂∂y ). The equation is discretised in space using the central difference
and discretised in time using a forward Euler algorithm. This yields,
Ri,j = (1− 4∆t
∆x2
D)R∗i,j +
∆t
(∆x2)
D
∑
<nn>
R∗i′,j′ (4.12)
where the sum runs over the 4 nearest neighbours. It is shown by von Neumann
stability analysis that the solution is stable for ∆t∆x2D <
1
4 .
Observe
Agents estimate the resource levels on their present location and the 4 Von Neumann
nearest neighbours. The difference between the estimated and the actual amount is
drawn from a normal distribution with mean 0 and standard deviation equal to the
parameter Runc.
Rai,j = Ri,j + ∆R (4.13)
with Rai,j the estimated amount, Ri,j the actual amount and the difference ∆R ∼
N(0, Runc). The result of the observation is stored by the agent until it is replaced
by the next observation.
102 Which sensitivity analysis method should I use for my ABM?
Harvest?
The decision of whether to harvest is based on the current internal energy of the agent
and the amount of resource that the agent estimates to be present on the site. The
current internal energy is compared with the energy maintenance per time-step,
H(Ea) =
Ea
Em
− 1. (4.14)
A small value of H indicates that the agent has a low internal energy and needs to
harvest soon (i.e. the agent is hungry). If H is negative, then the agent must harvest
to survive for another time-step. An agent compares perceived resource on its present
site to the maximum possible harvest Rmax, which is constant,
G(R∗ai,j , ni,j) = 1−
R∗ai,j
ni,jRmax
. (4.15)
The resource that the agent expects to harvest is given by the estimated amount of
resource on the patch divided by the total number of agents on the patch. If G is
close to 1, then the expected harvest is small. If G is close to zero, then the agent
expects to harvest close to the maximum possible amount. The final probability to
harvest is computed based on the functions H and G,
P aharvest = e
−wahHG (4.16)
where wah represents the internal tendency of the individual agent to harvest. Thus
an agent is likely to harvest if it is hungry, if it sees a good opportunity for making
a harvest, and if it has a high internal tendency. Since the functions h and g are
dimensionless, the state variable wah is also dimensionless. Note that the probability
of harvesting goes to one if the agent is very hungry, or if the expected harvest is
equal to the maximum possible harvest.
Move?
When deciding whether or not to move, an agent predicts how much resource it
expects to obtain at its current site and at the four nearest neighbouring sites. For
its current site i, j the agent expects that the resource will be shared evenly among
the agents on that site,
Eaexp,i,j =
cRi,j
ni,j
. (4.17)
For a neighbouring site, the agent expects that it will share the resource with the
agents already present at the site. The agent also considers that it will first have to
spend energy to move to a neighbouring site before harvesting there. Thus, the net
expected energy gain for the neighbouring site is equal to the expected harvest minus
the cost of moving to the site,
Eaexp,k,l =
cRk,l
nk,l
− Emove. (4.18)
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The expected energy gain of the current site is then compared with that of the nearest
neighbour with the highest expected gain. Based on this comparison, the probability
of moving is computed
Pmove = e
−wamEi,j/Ek,l . (4.19)
Thus, an agent is likely to move if the expected energy gain is higher on a neigh-
bouring site than on the present location. Since both the expected harvests have the
dimensions of energy, the variable wam is dimensionless. This variable represents the
differences between agents in their likeliness to move.
Harvest
The harvest is carried out by updating the amount of resource on the harvested site
i, j and the internal energy level of the harvesting agent. The agent harvests any
resource present on the site up to a maximum of Rmax. The new amount of resource
is thus Ri,j = R∗i,j−Rh, with R∗i,j the amount before harvesting and Rh the harvested
amount,
Rh =
{
R∗i,j if R∗i,j < Rmax
Rmax if R∗i,j > Rmax
(4.20)
. The cost of harvesting Eh is deducted from the internal energy of the agent and the
harvested resource is converted with efficiency c and added to the internal energy,
Ea = E∗a + cRh − Eh. (4.21)
Move
The agent moves to the nearest neighbour with the highest value of R
a
i,j
ni,j
. The location
of the agent is updated to the new site.
Maintenance
For each agent, the daily energy cost of maintenance is deducted from the internal
energy,
Ea = E∗a − Em. (4.22)
If the internal energy of the agent is lower than the maintenance costs, it will become
negative after paying maintenance. Because the ‘pay maintenance’ submodel is im-
mediately followed by the ‘die?’ submodel, the agent will then die without taking any
further actions.
Die?
Every time-step, agents have a probability of dying or breeding, based on their internal
energy. The probability of dying is
Pdie(E
a) = e−vdE
a
. (4.23)
Thus, the probability of dying goes to one as Ea goes to zero.
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Die
If an agent dies it is removed from the simulation.
Breed?
If an agent does not die, it has a probability of breeding,
Pbreed(E
a) = 1− e−vb(Ea−Eb) (4.24)
If Ea < Eb then the probability is set to zero. The submodel determines whether the
agent will breed based on this probability.
Breed
If an agent breeds, it is replaced by two new agents. The energy of the parent is
split evenly among the two offspring. The values of wah and w
a
m are inherited by
the offspring with some random deviation. The deviation is drawn from a uniform
distribution between −z and z. In some cases, the resulting value of wah and wam can
be negative. It is then set to zero instead.
4.B OFAT results
The results of the OFAT analysis are shown in Fig 4.10.
4.C Consequences of the choice of sampling design
In the Sobol’ method, the computation of the sensitivity
Vi = Vxi (Ex∼i (y|xi)) (4.25)
consists of the evaluation of two integrals over the parameter space. Firstly, we keep
the parameter xi fixed and compute the expectation value over all other parameters,
Ex∼i (y|xi) =
∫
f(x1, x2, ..., xk)
k∏
j 6=i
pxj (xj)dxj (4.26)
where the function y = f(x1, x2, ..., xk) gives the model output as a function of the
parameters and pxj (xj) is the probability distribution of the parameter xj . Secondly,
we compute the variance of Eq 4.26 over all values of
Vxi (Ex∼i (y|xi)) =
∫ (
E2x∼i (y|xi)
)
pxi(xi)dxi − E(y)2 (4.27)
where ∼ i indicates ‘not i’. Here we have used the law of total expectation to write∫
(Ex∼i (y|xi)) pxi(xi)dxi = E(y)2. (4.28)
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Figure 4.10: Results of the OFAT analysis for all model parameters. Displayed are the
mean (green circle), minimum (red triangle) and maximum (blue cross) of the
number of agents among 10 replicates. The dashed line represents the nominal
value.
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For ABMs we usually have no analytic expression for f(x1, x2, ..., xk). Instead we
obtain the function value for a given set of parameter values by running the ABM.
Eq 4.25 therefore cannot be evaluated analytically, but is estimated using sampling
methods. The most straightforward method to compute these integrals uses a full-
factorial design (Fig 4.11). Every parameter then takes a number of set values and
all the possible combinations of parameter values are sampled. The expectation value
(Eq 4.26) is then computed for each value of xi by summing over all values for the
other parameters. The variance (Eq 4.27) is computed over the possible values of xi.
The required number of models runs is equal to N = nmi , where ni is the number
of values for each parameter and m the number of parameters. This is feasible only
for models with a small number of parameters. For the test case discussed in this
paper, we have m = 15. For ni = 5, this would require N ≈ 3.05 ∗ 1010 model
runs, which is outside the range that we can realistically perform. This problem is
not straightforwardly solved by using a Latin Hypercube sample (Fig 4.11), because
we then have only a single sample point for any value of xi and cannot compute the
expectation value over different values of xi. A number of designs have therefore been
suggested to estimate Eq 4.25 based on fewer model runs (e.g. Cukier et al. (1978),
Tarantola et al. (2006), Saltelli (2002)). We use the design by Saltelli (2002). For this
design, we rewrite the first term on the right side of Eq 4.27 (see Saltelli (2002) for
proof).∫ (
E2x∼i (y|xi)
)
pxi(xi)dxi = (4.29)∫
f(x1, x2, ..., xk)f(x
′
1, x
′
2, ..., x
′
i−1, xi, x
′
i+1, ...x
′
k)
k∏
j=1
pxj (xj)
k∏
j 6=i
pxj (x
′
j)dx
′
j (4.30)
Observe that all xj have an alternative value x′j except the one for which we compute
the sensitivity (indicated by xi). The integral computes the expectation value of
f(x1, x2, ..., xk)f(x
′
1, x
′
2, ..., x
′
i−1, xi, x
′
i+1.., x
′
k) and is evaluated using a single Monte
Carlo sample. We randomly draw a number of sample points from the parameter
distributions (Fig 4.11) and run the model for each point to obtain a number of
model outcomes
yj = f(xj1, x
j
2, ..., x
j
k), y
′j = f(x′j1 , x
′j
2 , ..., x
′j
i−1, x
j
i , x
′j
i+1, ...x
′j
k ) for j = 1, 2, ..., Ns
(4.31)
with Ns the chosen sample size. The integral is then estimated by averaging the prod-
uct yjy′j over all sample points. Eq 4.30 implies that the partial variance of Eq 4.25 is
equal to the covariance between f(x1, x2, ..., xk) and f(x′1, x′2, ..., x′i−1, xi, xi+ 1
′.., x′k),
where the primed parameter values are sampled independently from the values with-
out a prime. However, the estimates for the covariance can yield negative values
because of this independent sampling. In contrast, the partial variance can never be
negative because it consists of squared deviations. Thus, the appearance of negative
values for the estimates of the sensitivity indices results from the inaccuracy of the
covariance estimate. This inaccuracy is often substantial, as we illustrate below for
a simple example. This may be because the integral of Eq 4.30 is computed over
a parameter space of dimension 2k − 1. The introduction of the primed parameter
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values increases the dimension of the parameter space from which we sample, and
therefore makes the coverage of the parameter space thinner.
Figure 4.11: Different designs to sample from the parameter space. The full-factorial design
(a) samples all combinations of a number of set values for each parameter (here
we show only two parameters) and therefore allows for the computation of the
sensitivity index for any of those parameters. The LHS design (b) samples only
one value for each parameter. It does not allow for straightforward computation
of the Sobol’ indices, because Eq 4.25 asks for the computation of the expecta-
tion value of the model outcome while keeping one parameter fixed. In the full
factorial design this would correspond to evaluation the sum of outcomes over
a row or column, but in the LHS design we have only a single value per row or
column and therefore cannot evaluate this sum. The design by Saltelli (2002)
(c) samples pairs of points keeping one parameter fixed between each pair. The
sensitivity index is estimated by the covariance between two vectors, each of
which contains the model outcome that corresponds to one sample point out
of every pair. The samples in the figure would allow for the computation of
the sensitivity to x1. More points would have to be sampled to compute the
sensitivity to x2.
A simple test case illustrates the above discussion. We apply the sampling scheme
to the model
y = x2 + x3 (4.32)
With x1, x2, x3 ∼ U(0, 1). The parameter x1 does not affect the outcome and thus
Sx1 = 0. The parameters x2, x3 both affect the outcome equally and there are no in-
teraction effects. Thus, Sx2 = Sx3 = 0.5. These values for the sensitivities are verified
by analytic evaluation of Eq 4.27. We apply the sampling design by Saltelli (2002)
(Fig 4.11) for increasing sample size and compare the outcomes to the analytical val-
ues. Besides the sensitivities we also compare the outcomes for the total mean and
variance. The relative deviations from the exact mean (i.e. the deviations from the
exact mean as a percentage of the exact mean) are below 10% even for base sample
sizes below 100 and below 2% for larger sample sizes (Fig 4.12a). For the variance,
the relative deviations from the exact value are below 10% for a sample size of the
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order and are within a few percent for larger sample sizes (Fig 4.12b). The sensitivity
estimates, however, are less accurate (Fig 4.12c). We encounter deviations from the
exact values between 10-20% even for base sample sizes close to 5000. We cannot
plot the relative deviation for Sx1 because the analytic value is zero. The absolute
estimates for the sensitivity reveal that the distribution is centred around the true
value zero; The number of negative outcomes is approximately equal to the number
of positive outcomes.
The example model of Eq 4.32 shows that even for a very simple test model, a
large sample size is needed to accurately estimate sensitivities following the design
by Saltelli (Saltelli 2002). This matches the finding that the sensitivity estimates for
our ABM have wide confidence intervals (Fig 4.7). Furthermore, negative sensitivity
estimates are not unlikely, especially for parameters that have little effect on the model
outcomes. These negative estimates indicate the inaccuracy of the sampling design
for estimating the sensitivities. We therefore suggest to report negative sensitivity
estimates explicitly. For example, some of the sensitivity indices that we report in
Fig 4.7 for our ABM test case have confidence intervals that are largely negative.
Discarding these negative ranges by setting them to zero might give the reader an
unrealistic confidence in the accuracy of the estimates.
110 Which sensitivity analysis method should I use for my ABM?
(a) (b)
(c) (d)
Figure 4.12: (a):Relative absolute deviation of the estimate of the mean of the model out-
comes from the true mean for increasing sample size. For large sample sizes,
the estimate lies within 2% of the true value. (b): Relative deviation of the esti-
mate of the variance of the model outcomes from the true variance for increasing
sample size. For large sample sizes, the estimate lies with a few percent of the
true value. (c): Relative deviation of the estimate of the sensitivity of x2 from
the analytic value. Even for large sample sizes the deviations are significant.
(d): Estimate of the sensitivity to x1 for increasing sample size. The estimates
are centred around the (correct) analytic value 0, but deviate significantly from
this value.
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112 Resilience through adaptation
Adaptation of agents through learning or evolution is an important component
of the resilience of Complex Adaptive Systems (CAS). Without adaptation, the
flexibility of such systems to cope with outside pressures would be much lower. To
study the capabilities of CAS to adapt, social simulations with agent-based models
(ABMs) provide a helpful tool. However, the value of ABMs for studying adapta-
tion depends on the availability of methodologies for sensitivity analysis that can
quantify resilience and adaptation in ABMs. In this paper we propose a sensitiv-
ity analysis methodology that is based on comparing time-dependent probability
density functions of output of ABMs with and without agent adaptation. The
differences between the probability density functions are quantified by the so-called
earth-mover’s distance. We use this sensitivity analysis methodology to quantify
the probability of occurrence of critical transitions and other long-term effects of
agent adaptation. To test the potential of this new approach, it is used to analyse
the resilience of an ABM of adaptive agents competing for a common-pool resource.
Adaptation is shown to contribute positively to the resilience of this ABM. If adap-
tation proceeds sufficiently fast, it may delay or avert the collapse of this system.
5.1 Introduction
Many social-ecological systems, which provide important ecosystem services, are un-
der increasing pressure from human activities and environmental changes Folke (2006),
Rammel et al. (2007). To predict how these systems will respond to pressures, we
need to describe their Complex Adaptive System (CAS) characteristics. CAS are
systems with many autonomous agents that interact with each other and with their
environment Holland (2006). The system-level behaviour of CAS ‘emerges’ from
lower-level interactions and cannot a priori be predicted from the properties of its
agents. To properly manage CAS that are under pressure, it is important to under-
stand which properties affect resilience, i.e., the capacity of the system to cope with
pressures while maintaining its identity and avoiding drastic changes Walker et al.
(2004). It has been shown that some CAS show an initial resilience against pressure,
until a tipping point is reached where the system undergoes a drastic transition to
an entirely different system state Scheffer (2009). In order to predict the occurrence
of such transitions, we need to understand the origin and extent of the resilience of
CAS Levin (1998).
Real-world CAS constantly experience the influence of small disturbances, chang-
ing conditions, and random events. This means that CAS are never in a static
equilibrium situation and their state is continuously changing Walker et al. (2004).
Most of these changes are small, and do not affect the organisation of the system
fundamentally. Such small changes are commonly described as movements within
a ‘domain of attraction’. Within a domain of attraction, the system maintains the
same qualitative structure and organisation. Often these domains of attraction are
illustrated metaphorically as valleys in a potential landscape that describes the state
of the system. For example, Fig 5.1a shows a hypothetical potential landscape with
two domains of attraction. The ball represents the current state of the system, and
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Figure 5.1: Hypothetical potential landscape φ(Y ) as function of a state variable Y . The
black ball represents the current system state, and the two valleys correspond to
two separate stability domains. (a): In classical resilience studies, such as many
engineering applications, the landscape is static. Resilience may be measured in
terms of the width and height of the stability domain. (b): In CAS the stability
landscape may change over time. In this example, the landscape is identical to
(a) at t = 0. Over time, the leftmost stability domain becomes less resilient and
eventually disappears.
is naturally attracted towards the bottom of the domain of attraction. Pressures
and shocks of limited strength and duration continuously shake the system within
the boundaries of the current domain of attraction, but rarely push the system past
those boundaries. Pressures and shocks that are strong and/or frequent, in contrast,
are more likely to push the system outside its domain of attraction. Such a tipping
point leads to a qualitatively different kind of system state, and may have drastic
consequences for the development of the system. The resilience of the system against
the occurrence of tipping points is, of course, determined by the shape of the current
stability domain. If this stability domain is wide and deep, external pressures are
unlikely to cause a tipping point, and the system is said to be resilient. Since tipping
points in ABMs are difficult to detect, and the stability domains may change due to
adaptation, assessing the resilience of ABMs is a difficult challenge.
5.2 Materials and Methods
5.2.1 Stochastic output
Since most ABMs are stochastic, each single simulation run of an ABM yields its
own output. We use a large number of replicate runs to estimate the range of possible
output values. Most sensitivity analysis methods use these replicate runs only to
estimate the mean and variance of the model output under various parameter settings
(e.g., Cariboni et al. (2007)). If the model output is normally distributed, then the
mean and variance indeed fully describe its variation. For ABMs, however, both the
underlying model behaviour and the corresponding shape of the output distribution
are usually not known a priori. This shape contains information that is important for
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Figure 5.2: Time-dependent histogram that estimates the probability P (n, t) of obtaining
some model output n at time t. The figure was generated using 10.000 replicate
runs. In this example, the output seems to stabilise as a normal distribution
around of mean value of n = 90.
understanding the model behaviour. For example, if a number of model runs undergo
a transition into another domain of attraction, this will lead to a bimodal output
distribution.
In this paper, we use replicate runs to estimate the output distribution. These
estimates will be visualised as histograms. Since the output distributions are time-
dependent, they are estimated as functions of time. Plots of the time-dependent
estimated pdfs visualise the change of the model output over time. For example, the
pdf Fig 5.2 initially shows fluctuations over time, after which it converges to a domain
of attraction. After this convergence it seems to stabilise as a normal distribution.
Since adaptation is a process that takes place over time, its effects are contained
in the time-dependent pdf. Critical transitions where the model is pushed into an
alternative domain of attraction appear as sudden changes in the pdf.
5.2.2 Statistical tests
To assess the characteristics of the estimated output pdfs, we use statistical tests for
stationarity and ergodicity. Details of these tests are given in 5.A. Stationarity tests
use a number of replicate runs to verify whether an ABM becomes ‘stationary’, i.e.
reaches a state in which its output pdf shows no long-term changes over time Grazzini
(2012). For example, in Fig 5.2 the model appears to converge to a stationary state,
after some initial fluctuations. If the ABM becomes stationary, the corresponding
pdf represents the long-term behaviour of the ABM and there is no adaptation over
the considered time-span.
Ergodicity tests compare an output sample of a single model run, which is obtained
by recording the model output every time-step, to output samples of a number of
replicate runs measured at a set time van Lith (2001), Grazzini (2012). The model is
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Table 5.1: Description of used symbols.
Symbol Description Units
D Diffusion coefficient km2day−1
de Earth mover’s distance -
dJ Jensen-Shannon distance between histograms -
du Euclidian distance between histograms -
d(j, k) Distance between bins of histograms (5.B) -
Eh Energy cost for an agent to harvest J
Em Energy cost for an agent to move J
g(j, k) Flow between bins of histograms (5.B) -
Ht Vector used in runs test (5.A) -
j, k, l Indices for output values -
N Number (observations, model runs,... ) #
n Number of agents #
Pa(n, t) Normalised histogram of ABM with adaptation -
Pb(n, t) Normalised histogram of ABM without adaptation -
Qi(t) Adaptation measure for parameter i at time t -
Q′i(t) Rate of adaptation over time t−1
T Length of time-series -
t Time index day
V Variance -
W Statistic used in trend test (5.A) -
wharvest Agent’s harvest parameter -
wmove Agent’s move parameter -
Y Model output variable -
z Inheritance parameter -
λ Extinction parameter day−1
µ Mean -
ρ Increase in pressure -
φ Potential J
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considered to be ergodic if the null-hypothesis that the output samples are identical is
not rejected. In other words, the stochastic variation between replicates is then equal
to the stochastic variation over time of a single model run. A difference between
the output samples indicates that the model output contains variation over time
that cannot be attributed to stochasticity, and may indicate that adaptation has
taken place over the considered time-scale. Since only a single model run is used to
estimate the time-averaged pdf, ergodicity is a highly attractive property if we want
to explore the model behaviour on very long time-scales. In the following, we will
refer to histograms that are obtained by recording a single model run over successive
times-steps as time-averaged histograms. We refer to histograms that are recorded
over replicate runs as function of time as time-dependent histograms.
Sensitivity measures
In order to assess how adaptation influences the model output, we need to measure
the sensitivity of the output pdf to the presence of adaptation. We measure this
sensitivity by comparing the estimated time-dependent pdfs of the output of model
versions with adaptation Pa(n, t) and without adaptation Pb(n, t). Here n denotes the
number of agents, which is used throughout this paper as the central model output.
To quantify the comparison we use the earth-mover’s distance de Rubner et al. (1998).
For an intuitive interpretation of the earth mover’s distance, consider two pdfs
Pa(n, t) and Pb(n, t) as amounts of mass that are spread over a distance specified
by the model output n. The earth-mover’s distance de(Pa(n, t), Pb(n, t)) is then the
work required to transform Pa(n, t) into Pb(n, t). Several properties follow from this
interpretation. Firstly, for all Pa(n, t) and Pb(n, t), de(Pa, Pb) ≥ 0, and de(Pa, Pb) = 0
implies that Pa = Pb. Any positive value of de(Pa, Pb) thus indicates a difference
between the pdfs. Small values indicate that the pdfs are quite similar, and large
values indicate strong differences between the pdfs. We denote by
Q(t) = de(Pa(n, t), Pb(n, t)) (5.1)
the effects of adaptation at time t. Note that all the used symbols are described in
Table 5.1. Q(t) measures the effect of a parameter change, namely the enabling or
disabling of adaptation. Other sensitivity measures based on a comparison between
output pdfs have been previously suggested (e.g. Liu et al. (2006), Auder and Iooss
(2008), Borgonovo (2007)). All of these measures are based on the (lack of) overlap
between those pdfs. For our purposes, these measures are not suitable, because
we want to measure the effects of adaptation even when there is little or no overlap
between the pdfs. The earth-mover’s distance allows us to do this, because an increase
in the distance between pdfs will result in an increase of the earth-mover’s distance,
even when the pdfs do not overlap.
In addition to the effects of adaptation at a specific time, we are also interested
in the rate of adaptation. We calculate the rate of change of Q(t) by computing the
difference between time-steps,
Q′(t) = de(Pa(t), Pb(t))− de(Pa(t−∆t), Pb(t−∆t)), (5.2)
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with ∆t small compared to the time-scale of the process. This measure for the rate
of adaptation helps to identify periods in time where adaptation proceeds relatively
fast, or where there is little adaptation. For example, adaptation may be influential
on short simulation times, but have little effect on longer simulation times, or the
other way around.
5.2.3 Computation of the earth mover’s distance
Computing the earth-mover’s distance between a pair of distributions amounts to
finding the minimal ’work’ needed to change one distribution into the other. We write
g(j, k) for the matrix element that contains the flow between output values j and k,
d(j, k) for the distance between the output values, and we consider g(j, k)d(j, k) as the
work required to transport g(j, k) from j to k. There are many possible choices for the
matrix g to transform one distribution into the other. To compute the earth-mover’s
distance, we minimise g(j, k)d(j, k) over these possible choices Ling and Okada (2007),
de = min
∑
(j,k)
g(j, k)d(j, k)
 (5.3)
with the constraints
∑
k
g(j, k) = Pa(j) ∀j (5.4)∑
j
g(j, k) = Pb(k) ∀k (5.5)
g(j, k) ≥ 0 ∀j, k (5.6)
with d(j, k) the distance between j and k, and the indices j and k running over
their domains. Eq 5.4 and Eq 5.5 ensure that the flow is such that the distribution
Pa(j) is transformed into Pb(k). Eq 5.6 ensures that mass is moved from Pa(j) to
Pb(k), and not the other way around. Eq 5.3 ensures that the flow is chosen such to
minimise the required ’work’ g(j, k)d(j, k). For two pdfs of a single output variable,
this minimisation is accomplished by going through all consecutive pairs of output
values, and keeping track of the amount of mass that needs to be transported. 5.C
contains a sample pseudo-code for this computation. For the computation of de
for continuous, or multi-dimensional distributions, we refer to Venkatasubramanian
(2013). Packages to compute de are available for various statistical software and
programming languages.
5.2.4 Method to measure adaptation
In Fig 5.3 we present the scheme of our method to measure adaptation of ABMs.
The first step is to prepare an ABM with adaptation, and a version of the same
ABM in which this adaptation is disabled. Agent adaptation in our test-case consists
of the selection of agent characteristics for replication or modification Levin (1998).
Disabling this selection ensures that there is no adaptation and that the distribution of
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agent properties does not change over time. In the ABM with adaptation, the agent
properties may change over time, for example through natural selection, or through
individual agents learning from past experience or imitation of other agents Holland
(2006), Macal (2016). To measure the effects of such adaptations, we compare the
output of the ABM with adaptation to that of the ABM without adaptation. The
rest of the method is composed of steps for analysing the model output and comparing
the estimated output pdfs using Eq 5.1 and Eq 5.2.
Based on a large number of replicate runs, we generate histograms of the output
to estimate the time-dependent output pdfs of the ABM without adaptation Pb and
of the adaptive ABM Pa. To measure adaptation, we need to examine how the pdfs
change with time. Thus, for each ABM we estimate the pdf at multiple points in
time. Based on these data, we use stationarity tests to verify whether theABMs reach
an equilibrium, or continue to change over the considered time-scale. Furthermore,
for each ABM we also perform a single model run with a very long simulation time to
test the ergodicity. If the stationarity test reveals that the ABM reaches a stationary
state, then the time after which this state is reached is used as a starting point for
the ergodicity test, but the ergodicity test explores longer simulation times than the
stationarity test. If the model is ergodic, then we may conclude that no adaptation
takes place.
Once the pdfs of the ABMs with adaptation and without adaptation have been
analysed, we proceed by comparing them to quantify the effects of adaptation. The
difference between the pdfs is quantified using Q (Eq 5.1). In addition to measuring
the effects of adaptation over a specified time-span, we also measure the rate of
adaptation using Q′ (Eq 5.2). This rate of adaptation is especially relevant in the
context of resilience. For the resilience of the system to be influenced by adaptation,
the rate of adaptation must be sufficiently fast to respond to pressures. For example,
if a pressure to the system increases very fast, then adaptation must also be able to
occur fast in order to affect the consequences of the pressure.
5.2.5 Model description
We consider a previously published test-case, in which adaptation emerges through
a process of natural selection. An overview of all model parameters and their de-
fault values is given in 5.D. For a full model description we refer to Ten Broeke,
Van Voorn and Ligtenberg (2016). Here we focus mainly on the mechanism for adap-
tation. Fig 5.4 presents a flow chart of the model. The test-case is a resource-agent
system, in which the agents compete for a renewable common-pool resource in a spa-
tial environment. The spatial environment is composed of a grid of square sites, on
which resource grows and diffuses, and on which agents live (Fig 5.5). Every time-
step, each agent estimates the amounts of resource and observes the number of agents
on its present location and the four neighbouring sites. Based on this information,
it decides whether to harvest on its present site, to move to a neighbouring site, or
to stay inactive. These decisions are stochastic, but the probabilities are influenced
by the agent’s own (decreasing) internal energy state (‘hunger’) as well as the state
of the local surroundings, including the presence of resources (‘food availability’) and
other agents (‘crowding’). Harvesting or moving costs energy, in addition to the
energy consumed by basic maintenance every time-step. There are thus trade-offs be-
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Figure 5.3: Flow chart of the proposed method to measure adaptation. The method is based
on a comparison between versions of an ABM with and without adaptation. See
the main text for further explanation.
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tween harvesting, moving, and remaining inactive, which form the basis of the agent’s
decision-making process. At the end of each time-step, all agents have a probability
of dying and of reproducing, based on their internal energy state. Low values for the
internal energy increase the probability of dying, whereas high values increase the
probability of reproducing.
Each agent has two agent parameters that affect its decisions to harvest or move:
wharvest and wmove. Besides these parameters, the probabilities of harvesting or
moving also depend on the weighted average of a few factors, including the agent’s
internal energy, the resource on its site and the resource on its neighbouring sites.
This average, multiplied by wharvest or wmove, is input to a function that determines
the probability. If wharvest = 0 the agent will choose to harvest with probability
1. Similarly, if wmove = 0 the agent will choose to move with probability 1. Larger
parameter values decrease the probabilities. For the initial agent population, the
values of these parameters are drawn from a uniform probability distribution. The
values remain constant over the lifetime of an agent. Upon reproduction, an agent
passes on its values of wharvest and wmove to its offspring, with a small random
deviation. The distribution of the parameter values across the population may thus
change over time through a process of natural selection. Since the probability of
reproducing is higher for agents with a high internal energy, agents that are successful
at gathering energy are also more likely to reproduce and pass on their characteristics.
Agents that are not successful at gathering energy, in contrast, are more likely to die
without reproducing. Parameter values that increase an agent’s success at gathering
energy are thus passed on more frequently, whereas parameter values that decrease
its success tend to disappear from the population. Over time, the distribution across
the population of the parameters values will thus move towards values that increase
success at gathering energy. This change in the distribution represents the process of
the population adapting to its environment.
To obtain a non-adaptive version of the ABM, we disable the inheritance of agent
characteristics. In the non-adaptive version, when a new agent is added to the sys-
tem, its values of wharvest and wmove are chosen according to the same probability
distribution that is used for the initial agent population. Thus, in this version there
are no long-term changes in the distribution of wharvest and wmove across the agent
population.
5.3 Results
Non-adaptive ABM
In the following sections, we will consider the agent population size n as the central
model output. Following the scheme in Fig 5.3, we estimate the output histogram of
the ABM without adaptation in the default parameter setting. Detailed results of the
statistical tests are given in 5.C. Model runs in the default parameter setting show
that the output initially oscillates, but stabilises around t = 1000. Between t = 1000
and t = 2000, the mean of the output across replicates is nearly constant on average,
with short-term fluctuations. Due to these fluctuations, stationarity tests show that
the output is not stationary. To test whether there are any long-term trends, we
average the output over short time-windows and test whether the series of window
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Figure 5.4: Model flow chart. The dashed boxes indicate loops over all sites or all agents.
For detailed explanation we refer to Ten Broeke, Van Voorn and Ligtenberg
(2016).
122 Resilience through adaptation
Figure 5.5: Snapshot of a typical simulation run of the ABM test-case. The ABM is com-
posed of a square grid of sites. Dark colours indicate sites with high resource
densities, while light colours indicate low densities. The red arrows show the
current locations of agents.
means is stationary Bendat and Piersol (2011). These tests indicate that between
t = 1000 and t = 2000 the window means are stationary.
To test the ergodicity we compare the histogram Pb of the output over replicate
runs at t = 1000, to the histogram of a single model run, ranging from t = 1000 to t =
100, 000. The test confirms that the ABM without adaptation is ergodic, indicating
that it shows no long-term change even on simulation times up to 100,000 time-steps
(Fig 5.6a). The histogram over replicate runs at t = 1000 and the time-averaged
histogram thus both estimate the stationary pdf of the ABM without adaptation,
and describe the behaviour of this ABM on long time-scales.
5.3.1 Adaptive ABM
The stationarity test for the adaptiveABM shows similar results as theABM without
adaptation. The model output has stabilised around t = 1000 and appears to be
stationary between t = 1000 and t = 2000. The output histogram corresponding to
the stationary state is approximately equal to the histogram of the ABM without
adaptation.
Although the stationarity test does not reveal any effects of adaptation, it is
possible that adaptation proceeds so slowly that the time period between t = 1000
and t = 2000 is too short to observe its effects. We use an ergodicity test to explore
the behaviour of the ABM with adaptation on longer time-scales. The results reveal
that the model output is indeed affected by adaptation on simulation times between
t = 1000 and t = 100, 000. The time-averaged histogram of a model run with a
long simulation time differs significantly (5.C) from the histogram over replicate runs
at t = 1000 (Fig 5.6b). Over time the agent population gradually adapts, causing
a significant increase in the population size. So we observe that, while the system
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Figure 5.6: Time-averaged histograms of the number of agents (n). The blue histograms
are measured over 10,000 replicate runs at t = 1000, and the green histograms
over the time-steps of a single model run between t = 1000 and t = 100, 000. All
parameters are at their default values. Fig 5.6a indicates that the ABM without
adaptation is ergodic, and Fig 5.6b indicates that the ABM with adaptation is
not ergodic.
remains in the same stability domain on long time-scales, adaptation causes the shape
of this stability domain to gradually change over time, whereas without adaptation
the shape of the stability domain remains constant.
5.3.2 Effects of adaptation
To estimate the effects of adaptation we compute Q between the estimated time-
dependent pdfs Pa and Pb. We use a total simulation time of 100,000 time-steps,
and record the output every ∆t = 100 time-steps. Fig 5.7a shows that the dis-
tance between the pdfs increases on long time-scales. The corresponding values of
Q (Fig 5.7b) show that the distance between the pdfs initially increases, but then
decreases approximately between t = 5, 000 and t = 15, 000, after which it increases
again. The initial increase of Q is caused by a small decrease in the output of the
ABM with adaptation. After this initial decrease in the output, the output starts
to increase, first moving towards the ABM without adaptation, and then becoming
larger. The initial decrease of the number of agents in the adaptive ABM is caused
by increased competition between the agents, which tend to harvest more often. On
longer time-scales, the agents adapt to move less often, and wait at the same location
to let the resource grow before harvesting. Since agents mostly stay in their location,
there is a decreased competition between the agents, which leads to an increase in
the number of agents on longer time-scales. This learning process continues until the
simulation is stopped at t = 100, 000 as is shown by the values of Q and Q′.
To demonstrate why we prefer the earth-mover’s distance over some other mea-
sures, we have reproduced Fig 5.7b using two other commonly used measures for the
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Figure 5.7: (a): Means of the pdfs Pa(green) and Pb (blue) at the default parameter set-
tings. The thinner lines show the mean plus or minus one standard deviation.
Both the mean and standard deviation were estimated based on 1000 repli-
cate runs. (b): Plot of Q between the pdfs Pa and Pb, as functions of time.
The plot shows that on long time-scales the effects of adaptation increase. (c):
Comparison between the earth-mover’s distance de (black), the Jensen-Shannon
divergence dJ (red), and the Euclidian distance dE (orange). To fit in the same
graph, we plot de divided by its maximimum value. For large values of t, dJ and
du become insensitive to changes in the pdfs when there is no longer overlap
between the pdfs. In contrast, de continues to increase.
difference between pdfs, namely the Euclidian distance
du =
√∑
j
|Pa(j)Pb(j)|2 (5.7)
and the Jensen-Shannon divergence
dJ =
1
2
∑
j
[
Pa(j)ln
(
2Pa(j)
Pa(j) + Pb(j)
)
+ Pb(j)ln
(
2Pb(j)
Pa(j) + Pb(j)
)]
. (5.8)
Similar to de both measures initially measure an increasing difference between the
pdfs (Fig 5.7c). For larger values of t this increase flattens off because the measures
reach a maximum when there is no overlap between the pdfs. The earth mover’s
distance de, in contrast, continues to increase because the distance between the means
of the pdfs is still increasing.
5.3.3 Resilience
As shown in Ten Broeke, Van Voorn and Ligtenberg (2016), the model contains tip-
ping points where the population collapses and goes extinct. For example, Fig 5.8
shows that a tipping point is crossed by decreasing the harvest parameter Eh. Low
values of Eh enable agents to obtain more energy within the same time interval and
procreate faster. This leads to oscillations in the population size, as the population
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rapidly increases beyond what the environment can support. As Eh decreases, the
amplitude of these oscillations increases, eventually destabilising the system and caus-
ing extinction. In the following we consider a parameter change in the value of Eh
as a pressure to the system and we consider the resilience of the system against this
pressure, and how this resilience is affected by adaptation.
To examine the long-term model behaviour for various values of Eh, we approx-
imate time-averaged pdfs based on a single run of both versions of the ABM. The
results for a few selected values of Eh are shown in Fig 5.8. For Eh = 0.1, both
pdfs are bimodal, with the peaks corresponding to the extrema of the oscillations
(Fig 5.8a). The distance between the peaks is smaller in the adaptive ABM than in
the ABM without adaptation. For Eh = 0.05, both ABMs converge to extinction,
as indicated by the peaks at n = 0 (Fig 5.8c). For Eh = 0.07, extinction has oc-
curred only in the ABM without adaptation. The adaptive ABM still has a positive
population at the end of the run (Fig 5.8b).
We use 1000 replicate runs of both ABMs to approximate the pdfs as a function
of time. The resulting histogram of the ABM without adaptation has a peak at n = 0
and the height of the peak increases over time (Fig 5.9a). Thus, the probability that a
population goes extinct remains positive over time, resulting in an increasing number
of extinct runs as time progresses. The ABM with adaptation also has a peak at
n = 0, but the height of this peak is smaller and does not increase after the first
few-hundred time-steps (Fig 5.9b). Thus, initially there is a positive probability of
going extinct, but this probability decreases to zero over time. After some time, no
more runs go to extinction. The adaptation measure Q increases, since the number
of runs resulting in extinction increases in the ABM without adaptation (Fig 5.9c).
Around t = 50, 000, all the model runs of the ABM without adaptation have gone to
extinction, after which the adaptation measure no longer varies.
The variation between replicates in the time until the model goes to extinction
is caused by stochasticity. To estimate the spread of this timing, we perform 100
model runs for each value of Eh and record the value of t where extinction occurs.
For Eh = 0.07, the number of runs of the ABM without adaptation with a positive
population decreases approximately exponentially over time, whereas for the adaptive
ABM extinction occurs only in the first few-hundred time-steps (Fig 5.10a). If the
population does not go extinct during this initial period, then the population will
adapt to harvest more often (Fig 5.10b), and move less often (Fig 5.10c). These
adaptations ensure the long-term survival of the population.
To quantify the timing of the tipping point, we fit an exponential decay function
to the number of model runs with a positive population at time t,
Npos(t) = Npos,0e
−λt. (5.9)
HereNpos(t) is the number of model runs with a positive population at time t, Npos,0 is
the total number of model runs and λ represents the rate of extinction. High values of
λ indicate that model runs rapidly go extinct, whereas λ = 0 indicates that extinction
does not occur at all. We estimate λ by fitting Eq 5.9 to the simulation output using
ordinary least squares. The values of the mean squared error of the fits show that
Eq 5.9 gives a good approximation of the simulation output (Table 5.2). Fig 5.11
shows that λ decreases as Eh increases. Thus, extinction occurs faster for lower
values of Eh. For all values of Eh, the fitted value of λ is higher in the ABM without
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Figure 5.8: Time-averaged histograms of the number of agents n, for selected values of Eh.
The peaks at n = 0 correspond to the population going extinct.
Figure 5.9: Time-dependent histograms at Eh = 0.07. (a): Histogram of the ABM without
adaptation. (b): Histogram of the ABM with adaptation. (c): The value of
Q as a function of time. The value of Q increases as without adaptation an
increasing number of runs goes to extinction.
adaptation compared to the ABM with adaptation, indicating that adaptation slows
down extinction. We consistently observe that the tipping point where λ goes to zero
occurs at a lower value of Eh for theABM with adaptation than for theABM without
adaptation. For example, at Eh = 0.07, the ABM without adaptation has a positive
value of λ, indicating that all model runs eventually go extinct. On the other hand, in
the ABM with adaptation populations survive on long time-scales. Our results thus
show that the capacity of the agent population to adapt to its surroundings increases
its resilience to circumstances that put pressure on the population.
Table 5.2: Values of the mean squared error (MSE) of the exponential fits to the number of
replicate runs with surviving populations (Eq 5.9).
Eh 0.0 .01 .02 .03 .04 .05 .06 .07 .08 .09 .10
Adaptation 2.2 2.0 2.9 2.4 4.9 3.2 3.2 1.9 1.3 4.6 3.5
No adaptation 5.7 3.3 1.6 1.8 2.1 5.8 5.2 9.5 3.2 7.5 3.5
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Figure 5.10: (a): Plot of the percentage of model runs with a positive population Npos(t)
as a function of time. We used 100 replicate runs at Eh = 0.07, for both
versions of the ABM. The dashed lines correspond to exponential fits (Eq 5.9).
Without adaptation, an increasing number of runs go to extinction, whereas
with adaptation there is extinction only on short time-scales. (b): Mean value
of wharvest over the agents of all the 100 replicate runs of the ABMs with
adaptation and without adaptation. The upper and lower lines show the mean
plus or minus one standard deviation. (c): The mean value of wmove over the
agents of all the 100 replicate runs of the ABMs with and without adaptation.
The upper and lower lines show the mean plus or minus one standard deviation.
5.3.4 Increasing pressure over time
So far, we have considered the effect of adaptation on the ability of the population to
cope with a pressure that is constant over time. In the following we will consider a
pressure that increases over time, in the form of a gradual decrease in the diffusion-
coefficient D. For high values of D the resource spreads quickly from high density
areas to low density areas, whereas for low values this spread is slow. Decreasing
values of D put pressure on the agent population, because agents need to search more
actively for resource. Thus, we introduce a change in the value of D over time,
ρ = −dD
dt
. (5.10)
For positive values of ρ, the diffusion of the resource gradually slows down during a
simulation run, putting pressure on the population. The value of ρ determines the
rate at which the pressure increases. We expect that if the pressure increases at a
high rate, then adaptation must also occur at a high rate for the system to remain
resilient. In the model, this rate of adaptation is determined by the random deviation
of the agent characteristics upon reproduction. If these deviations are small, then
offspring will be very similar to their parents and adaptation will be slow. If the
deviations are larger, the differences between offspring and their parents are larger,
which enables faster adaptation. The model parameter z controls the size of these
deviations. We examine the interaction between the rate of pressure increase and
the rate of adaptation by running the model for different combinations of ρ and z.
Each run is initiated with parameter values of D = 0.1, the energy cost of moving
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Figure 5.11: The extinction parameter λ (Eq 5.9) as function of the harvest cost Eh. The
values were estimated by fitting Eq 5.9 to the output of 100 replicate runs of
the ABMs with adaptation and without adaptation. The value of Eh where λ
reaches zero corresponds to the tipping point where there is no extinction on
long time-scales.
Em = 0.1 and wharvest = wmove = 10 for all agents. All other parameters are at the
nominal setting. During each run, the pressure is increased by lowering the value of
D from D = 0.1 to until D = 0.05. Lower values of D lead to extinction regardless
of adaptations in the population. If adaptation is slow, then the pressure that results
from the decrease of D leads to collapse of the population, but if the adaptation is
sufficiently fast then a positive population is maintained (Fig 5.12a). The mean value
of wmove across this population shows that agents adapt to move more frequently in
search of resource, but that this adaptation is not fast enough for low values of z
(Fig 5.12b). Runs for various values of z and ρ show that there is a critical transition
where the pressure on the population increases too fast for adaptations to keep up
(Fig 5.12c). To better understand the resilience of the system to pressure, it is thus
important to weigh the rate at which the population is able to adapt against the rate
of changes that put pressure on the system.
5.4 Conclusions & Discussion
For ABMs to be a useful tool for the assessment of the resilience of social-ecological
systems, suitable methodologies for analysing these ABMs are needed. In this paper,
we have proposed a methodology for analysing effects of agent adaptation in ABMs,
and showed how this adaptation affects resilience. We have illustrated the use of this
methodology by applying it to an ABM of consumers competing for a common-pool
resource. The method is based on a comparison between the time-averaged pdfs of
an adaptive ABM and version of this ABM for which adaptation has been disabled.
We consider the difference between these two pdfs as a measure for the effects of
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Figure 5.12: (a): Number of agents n as function of time for a rate of adaptation z = 1
(blue) and z = 5 (green). In both plots ρ = 5 × 10−5 Eq (5.10). (b): Average
value of wmove across agents, for the same model runs as in (a). (c): Each point
in the figure corresponds to a run of 60,000 time-steps. Red points indicate that
the population has gone extinct, whereas for the green points the population
has remained positive until the end of the simulation. Extinction occurs if the
rate of adaptation z is insufficient to cope with the pressure increase ρ.
adaptation on the model output. This difference is quantified using the earth-mover’s
distance Rubner et al. (1998) as a measure for the adaptation of the system. This
measure differs from previously used sensitivity measures based on pdfs (e.g. Liu
et al. (2006), Auder and Iooss (2008), Borgonovo (2007)) in that even when different
model runs do not overlap in terms of output the earth-mover’s distance is still able to
quantify the sensitivity. Note that sensitivity measures quantify the output change or
variation as a function of changes or variations in parameter values. Although Eq 5.1
measures the ’sensitivity’ of the output to adaptation, it is not a sensitivity measure in
the conventional sense because it does not take into account the size of the parameter
change. When considering the sensitivity to a continuous parameter, the derivative
of Eq 5.1 with respect to the parameter could be considered as a sensitivity measure.
An advantage of the described method over most sensitivity analysis methods is that
we explicitly consider the presence of tipping points, and how these tipping points
are affected by adaptation. Existing sensitivity analysis methods do not take into
account that the model behaviour may be qualitatively different in different regions
of parameter space.
To test the potential of the methodology, we have applied it to a test-case ABM
of agents competing for a common-pool resource. For this test-case, the methodology
shows that adaptation increases the resilience of the system to pressures. This re-
silience is defined in terms of the amount of pressure the system can cope with before
it jumps to an alternative domain of attraction. In our case, this jump corresponds
to the tipping point where the agent population goes extinct. Without adaptation,
this tipping points always occurs at certain parameter values. Agent adaptation is
added in the form of a process of natural selection. As a result of this adaptation, the
location of the tipping point shifts, and the boundaries of the domain of attraction
become wider. This positive contribution of adaptation to the resilience of the test-
case depends on the rate at which adaptation takes place. The analysis of the ABM
130 Resilience through adaptation
shows that for a system to be resilient, the rate of adaptation needs to be sufficiently
fast to cope with increasing pressures or changing conditions.
Other authors have discussed ABMs similar to our test-case Burtsev and Turchin
(2006), Aubert-Kato et al. (2015), Colon et al. (2015) In Burtsev and Turchin (2006),
Aubert-Kato et al. (2015) the focus is mostly on the evolution of behavioural strategies
for the agents, which are characterised by a neural net. Both studies find that various
strategies evolve, ranging from greedy to cooperative. In our ABM the range of
possible strategies is smaller, because the ABM contains only two agents parameters
that are affected by natural selection. For any given parameter setting the model
seems to converge to a dominant strategy, but it depends on the parameter setting
what this strategy is. For some settings it corresponds to ’greedy’ agents that harvest
as often as possible, whereas for other settings it corresponds to agents that harvest
less frequently in order to let the resource grow. A possible extension to our model
would be to include more agent parameters, possibly involving direct interactions
between agents such as in Burtsev and Turchin (2006). For the present study, our
main aim is to examine how agent behaviour affects the resilience of the system as a
whole. In Colon et al. (2015) the resilience of different stability domains of an ABM
is considered, but here the agent behaviour is completely pre-defined, and the system
does not contain adaptation.
In this paper we have considered only adaptation through a process of natural
selection. Adaptation through natural selection typically takes place on long time-
scales relative to other types of adaptation. Furthermore, adaptation through natural
selection is reactive in the sense that it that responds to changes in the environment,
but cannot respond to changes that agents might foresee in the future. In many CAS,
individual agents have the ability to learn from past experiences and to adjust their
behaviour according to expected future developments. These types of adaptation can
be expected to operate on much shorter time-scales than natural selection Gell-Mann
(1994). Future work will include investigating types of adaptation that operate on
faster time-scales, or in which agents adapt proactively based on foreseen changes.
Such fast adaptations might lead to an increase in the resilience of the system as
agents are able to quickly adapt to situations and respond to pressures. Alternatively,
however, they might also destabilise the system, for example when agents mispredict
trends or overspecialise Nelson (2011)).
In this paper, we have analysed the effects of adaptation in a simulated CAS. The
analysis is based on a comparison between a non-adaptive and an adaptive ABM. In
order to apply this methodology to a real-life CAS, one thus needs to develop model
versions with and without adaptation. To this end, one needs to assess whether
the system is adaptive, and what system components and interactions are relevant
to understanding this adaptation. Qualitative tools for this kind of assessment are
available (e.g. Alliance (2010)). The methodology in this paper complements such
resilience assessments by quantifying the resilience of the system using ABMs.
Our results imply that for studies that aim to assess or to enhance the resilience of
social-ecological systems, it is relevant to consider the ability of the system to adapt.
When combined with suitable methodologies for sensitivity analysis, ABMs can be
a helpful tool to test hypotheses on which factors may contribute to the resilience of
social-ecological systems (e.g., Heckbert et al. (2014), Janssen and Carpenter (1999),
Schlüter and Pahl-Wostl (2007), Schouten et al. (2013)).
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5.A Stationarity and ergodicity tests
Stationarity and ergodicity tests.
For some ABMs stationarity and ergodicity can be proven analytically, without
the use of simulation runs (Izquierdo et al. 2009). For many ABMs, however, such
a formal proof is not possible because we do not have an analytical description of
the processes that generate the output (Grazzini 2012). We then have to rely instead
on statistical tests for stationarity and ergodicity of the output of simulation runs.
Such tests cannot formally prove stationarity or ergodicity, but may statistically verify
these properties. A number of statistical tests are available for this purpose (Phillips
and Xiao 1998). Most of these tests are parametric tests that require assumptions
on the shape of the output pdf, such as the assumption that the output is normally
distributed. For ABMs analysis, however, the complexity of the model often makes it
difficult to predict the shape of the output pdf (Grazzini 2012). Furthermore, since
an investigation of the stationarity is often one of the first steps in model analysis,
we may not have investigated the properties of the output pdf before we test the
stationarity. In this paper we therefore use only non-parametric tests, which impose
no assumptions on the output pdf. The downside of using parametric tests is that
they are relatively conservative, i.e. using these tests it is difficult to reject the null-
hypothesis that the series is stationary. In the context of analysing data from ABMs,
this limitation may be partially addressed by increasing the amount of data that
is recorded from the ABM, or by adapting the used significance level. To test the
stationarity we first divide the time-series into a number of short-term time-windows
and compute the average of the model output over each window (Grazzini 2012). By
averaging over time-windows we aim to remove short-term fluctuations from the time-
series. Removing these fluctuations ensures that the window-means can be considered
as independent observations of the stochastic process. The stationarity test then
tests for the presence of trends in this series of observations. Two commonly used
non-parametric tests are the Runs Test (Wald and Wolfowitz 1940, Grazzini 2012,
Organization 2006) and the Mann-Kendall trend test (Mann 1945, Kendall 1938,
Bendat and Piersol 2011, Yue et al. 2002, Organization 2006). The trend test is
relatively powerful for the detection of monotonic trends, whereas the runs test is
typically more powerful for the detection of fluctuating trends (Bendat and Piersol
2011). We therefore use both tests to verify and supplement each other. The details of
both tests will follow below. To verify ergodicity of the model output we use the same
tests, but applied to different samples (Grazzini 2012). The first sample is composed
of a single model run, divided into a number of equal length subseries. The second
sample is composed of a number of model runs, with the length of each run equal to
the length of a subseries of the first sample. We now use the runs test or trend test
to compare the means of the subseries of the first sample to the means of the model
runs of the second sample. If the model is ergodic, then the two sets of means come
from the same pdf. Thus, with the ergodicity test we test the null-hypothesis that
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the underlying pdfs are equal.
5.A.1 Runs Test
To test stationarity to of a time-series, we apply the Runs test with the null-hypothesis
that the series is stationary, i.e. the underlying distribution does not change over
time. The Runs test considers for each observation in the time-series whether the
observation is smaller than, or larger than the mean E(nt) over the entire time-series.
Based on this comparison, we compute the vector Ht so that
Ht =
{
0 if nt < E(nt)
1 if nt > E(nt)
(5.11)
where we ignore observations that are equal to the mean. If the output is stationary
we expect the deviations from the mean to be randomly distributed over time. If,
however, there is a trend then the deviations are not randomly distributed. For
example, for an upwards trend Ht will have more 0’s for smaller t and more 1’s for
larger t. Such irregularities in Ht are expressed in terms of the number of “runs”
R. A run is defined as a consecutive series of identical symbols in the vector Ht.
For example, the series 0, 1, 0, 0, 0, 1, 1, 0 contains 5 runs (0, 1, 0, 0, 0, 1, 1, 0). If the
time-series is stationary, then the expectation value and the variance of the random
variable R are known (Wald and Wolfowitz 1940). For the mean we have
E(R) =
2N+N−
N+ +N−
+ 1 (5.12)
with N+ the number of observations above the total mean and N− the number of
observations below the total mean. The variance is
V (R) =
2N+N− (2N+N− −N+ −N−)
(N+ +N−)
2
(N+ +N− − 1)
(5.13)
We can thus test for non-stationarity by comparing the value of R measured from a
time-series to these equations, which give our null-hypothesis. If the number of runs
differs significantly then we reject the null hypothesis that the output is stationary.
The value of R can be affected by dependency between observations that are close
in time. For example, if an observation at time t lies above the mean, then the
observation at time t+ 1 may also tend to lie above the mean. The resulting number
of runs would then be smaller than would be expected based on the above equations.
The dependency between observations is removed by averaging the observations over
time-windows. A single observation then corresponds to the mean of a window and
the vector Ht is computed over these window means.
5.A.2 Trend Test
The trend test is a commonly used alternative to the runs test for establishing station-
arity of a stochastic process (Bendat and Piersol 2011, Organization 2006). The trend
test is more powerful for finding monotonic (upwards or downwards) trends, whereas
the runs test is better at finding fluctuating trends (Bendat and Piersol 2011). We
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will thus use both tests to verify and complement each other. As in the runs test, the
null-hypothesis is that the underlying distribution of a time-series is stationary. The
trend test is based on the value of,
W =
Nm−1∑
t=1
Nm∑
t′=t+1
sgn(nt − n′t) (5.14)
where T is the number of observations and
sgn(n) =
 −1 if n < 00 if n = 0
1 if n > 0
(5.15)
For a sufficiently long time-series, W is normally distributed with mean and variance,
E(W ) = 0 (5.16)
V (W ) =
1
18
Nm(Nm − 1)(2Nm + 5)−
∑
g
g(g − 1)(2g + 5) (5.17)
Here the summation
∑
g runs over all groups of observations that have tied output
values n and g is the number of measurements in each of these groups. These equations
for the mean and variance describe the null-hypothesis that the actual values of W
are tested against. Similar to the runs Test, the trend is affected when there is a
dependency between observations that are close in time. We may divide the series
into time windows and treat the window averages as individual observations to remove
such dependencies.
5.B Computation of the earth mover’s distance.
Computing the earth-mover’s distance between a pair of distributions amounts to
finding the minimal ’work’ needed to change on distribution into the other. In this
paper, we will deal with pairs of one-dimensional discrete output distributions, Pa(n)
and Pb(n), where we have dropped the time-dependency for convenience. The earth-
mover’s distance is then written as (Ling and Okada 2007),
de = min
∑
(j,k)
g(j, k)d(j, k)
 (5.18)
with the constraints, ∑
k
g(j, k) = Pa(j)∀j (5.19)∑
j
g(j, k) = Pb(k)∀k (5.20)
g(j, k) ≥ 0∀j, k (5.21)
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with g(j, k) the flow between output values, d(j, k) the distance between output val-
ues, and the indices j and k running over all possible output values. The first two
constraints ensure that the flow is such that the distribution Pa(j) is transformed
into Pb(k). The third constraint ensures that mass is moved from Pa(j) to Pb(k), and
not the other way around. The first equation ensures that the flow is chosen such to
minimise the required ’work’ g(j, k)d(j, k). For two pdfs of a single output variable,
this minimisation is accomplished by going through all consecutive pairs of output
values, and keeping track of the amount of mass that needs to be transported, such
as in the following piece of pseudo-code.
u(0) = 0
for(i = 1 : Nb)
u(i) = u(i− 1) + Pa(i)− Pb(i)
end
de =
∑
i
|u(i)|
Here the vector u(i) stores the amount of mass that needs to be transported between
consecutive bins, and Nb is the total number of bins.
5.C Results of stationarity and ergodicity tests.
5.C.1 ABM without adaptation
We investigate the convergence of the output of the ABM without adaptation to a
stationary state in the nominal setting. The mean of the model output n over 10,000
replicates as a function of time (Figure 5.13a) shows that the output initially oscillates,
but stabilizes before t = 1000, after which it shows minor fluctuations around a mean
value. The estimated output pdfs at t = 1000 and t = 2000 are approximately
equal (Figure 5.13b) and the model thus seems to be stationary. We further verify
stationarity by performing a runs test (Grazzini 2012) and a trend test (Bendat and
Piersol 2011, Organization 2006) between t = 1000 and t = 2000 on each of the
separate 1000 model runs. We use a 5% significance level. If the model is stationary
we thus expect that the null-hypothesis will be rejected for 5% of the model runs.
If we treat each time-step as an independent observation, then the null-hypothesis
is rejected for most model runs. These rejections occur because the observations at
times t and t− 1 are not independent, but related through the processes of birth and
death. This dependence is revealed by plots of the autocorrelation function (ACF)
and the partial autocorrelation function (PACF). The ACF is the correlation of the
time series with itself at different lags in time. Figure 5.14a shows that the ACF
decreases only slowly as the lag is increased. Even at a lag of 100 time-steps, there
is a significant autocorrelation. The PACF is the correlation of the time series with
itself at different lags in time, that is not explained by correlations at smaller lags.
The PACF shows a strong peak at a lag of 1 time-step, but is not significant at a lag of
two time-steps (Figure 5.14b). From this finding we can conclude that the correlation
between larger lags is caused by the correlation at lag 1. To test the stationarity, we
remove the dependence between observations by dividing the series into a number of
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(a) (b)
Figure 5.13: (a): The model output n of the ABM without adaptation, averaged over 1000
replicate runs in the nominal parameter setting as function of time. (b): His-
tograms of the ABM without adaptation at t = 1000 (blue) and at t = 2000
(green).
equal length windows. If the windows are sufficiently long, then the window means
of the output can be considered as independent observations of the output. The
rejection rate then converges to around 5%, indicating that the model is stationary
(Figure 5.15). The trend test requires a shorter window length for this convergence
than the runs test. This is consistent with the finding of Bendat and Piersol (2011)
that the trend test tends to be less sensitive to fluctuating trends than the runs test.
We conclude from Figures 5.13 amd 5.15 that the model output is stationary between
t = 1000 and t = 2000.
For the ergodicity test we compare the output of a single run measured over a
long time to the output of a large number of replicate runs, measured at a set time.
The pdf of a single model run of 100,000 time-steps is approximately equal to the
pdf of 10,000 model runs at t = 1000 (Figure5.16a). This indicates that the model
is ergodic. To further verify ergodicity we follow the procedure of (Grazzini 2012).
We divide the long model run into 100 subseries of 1000 time-steps. The means of
these subseries compose the first sample of the ergodicity test. The second sample
consists of 1000 model runs, each averaged between t = 1000 and t = 2000. A visual
comparison between the two samples is shown in Figure 5.16b. A runs test does
not reject the null-hypothesis that the two samples come from the same distribution.
Based on this test and the visual comparison of the pdfs, we conclude that the model
is ergodic.
5.C.2 Adaptive ABM
For the adaptive ABM, the results of the stationarity test are similar to the case
without adaptation. The model output stabilises before t = 1000 and does not seem
to significantly change between t = 1000 and t = 2000 (Figure 5.17). A runs test
and trend test for stationarity confirm that the output is stationary, as long as the
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(a) (b)
Figure 5.14: (a): Plot of the ACF as function of the lag. The dashed blue lines show the 5%
confidence interval. (b): Plot of the PACF as function of the lag. The dashed
blue lines show the 5% confidence interval.
(a) (b)
Figure 5.15: (a): Percentage of replicate runs for which the runs test rejects the null-
hypothesis of stationarity for the ABM without adaptation. On the horizontal
axis is the window length, i.e. the number of time-steps over which the output
is averaged. The dashed line indicates the 5% significance level. (b): Same as
(a), but using the trend test instead of the runs test.
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Figure 5.16: (a): Histograms of the model output of the ABM without adaptation. The
blue histogram is measured over 10,000 replicate runs at t = 1000, and the
green histogram over the time-steps of a single model run between t = 1000
and t = 100, 000. (b): Samples used for the runs test for ergodicity of the
ABM without adaptation. The green sample points are the averaged output of
a single model run over a window of 50 time-steps. The blue sample points each
correspond to a different model run, averaged between t = 1000 and t = 2000.
window length is sufficiently long to remove short term fluctuations from the output
(Figure 5.18). The model thus appears to be stationary between t = 1000 and t =
2000.
We use an ergodicity test to explore the long-term model behaviour. The adaptive
ABM is not ergodic. The pdf of a long model run measured over time clearly differs
from the pdf at t = 1000 (Figure 5.19). Over time, the population gradually adapts,
which leads to an increase in the population size. The trend test shows that there
is a positive trend in the adaptive ABM. Based on the series of window means in
Figure 5.19b, we used the Theil Sen method to estimate the slope. This yields a slope
of 1.20 ∗ 10−4 agents per time-step.
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(a) (b)
Figure 5.17: (a): The model output n of the ABM with adaptation, averaged over 1000
replicate runs in the nominal parameter setting as function of time. (b): His-
tograms of the ABM with adaptation at t = 1000 (blue) and at t = 2000
(green).
(a) (b)
Figure 5.18: (a): Percentage of replicate runs for which the runs test rejects the null-
hypothesis of stationarity for the ABM without adaptation. On the horizontal
axis is the window length, i.e. the number of time-steps over which the output
is averaged. The dashed line indicates the 5% significance level. (b): Same as
(a), but using the trend test instead of the runs test.
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Figure 5.19: (a): Histograms of the model output of the ABM with adaptation. The blue
histogram is measured over 10,000 replicate runs at t = 1000, and the green
histogram over the time-steps of a single model run between t = 1000 and
t = 100, 000. (b): Samples used for the runs test for ergodicity of the ABM
with adaptation. The green sample points are the averaged output of a single
model run over a window of 50 time-steps. The green sample points each
correspond to a different model run, averaged between t = 1000 and t = 2000.
5.D Default parameter setting
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Table 5.3: Default setting of model parameters
Symbol Description Dimensions/range Default value
c Efficiency J kg−1 0.9
D Diffusion coefficient km2day−1 0.1
Eb Birth energy J 5
Eh Harvest cost J 0.3
Em Cost of energy maintenance J 0.1
Emove Move cost J 0.5
K Carrying capacity kg 2
n0 Initial number of agents 0,1,2, ... 100
r Growth rate s−1 0.1
R0 Initial resource 0-1 (proportion of K) 1
Rmax Maximum harvest kg 0.5
Runc Uncertainty of resource estimations kg 0.1
vb Birth coefficient J−1 10
vd Mortality coefficient J−1 10
z Variation in offspring traits [0,→〉 0.2
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Currently common-pool resource systems world-wide are under pressure due to
overexploitation and environmental change. To ensure that these systems continue
to provide vital ecosystem services it may be necessary to increase their resilience
against such pressure. One way of doing this may be to improve cooperation among
agents who are heavily involved in common-pool resource systems, such as farmers,
fishers, managers, and companies. Historical examples suggest that the persistence
or collapse of common-pool resource systems may hinge on agents collaborating or
not, but cooperation as a mechanism to improve resilience is not commonly included
in existing models for studying resilience. Cooperation may be sustained through
indirect reciprocity, i.e., cooperative behaviour by one agent may be repaid by other
agents. In this paper we develop a suite of models to understand how cooperation
can evolve, and how it affects the resilience of common-pool resource systems.
This suite of models contains various mechanisms for indirect reciprocity. These
mechanism are modelled as agent-based models (ABMs), which represent a generic
spatial common-pool resource system. The results show that although indirect
reciprocity positively affects the level of cooperation in the system, cooperation is
common even without indirect reciprocity. Moreover, the presence of cooperation
increases the resilience of the system against shocks that make it more difficult to
gather resource. This resilience is assessed by applying various shocks in the form
of changes to state variable or parameter values, and measuring whether the agent
population can recover from these shocks, and how much time is needed for this
recovery.
6.1 Introduction
The continuing increase in the world population and its associated increase in human
activity and environmental effects puts severe pressure on many social-ecological sys-
tems (SES) (Cabell and Oelofse 2012). A particular risk seems to be a sudden loss of
ecosystem services delivered by these SES through a breakdown in resilience followed
by random shocks, for example, a climate event or large price fluctuation (Scheffer
et al. 2012). Resilience is then defined as “the capacity of a system to absorb dis-
turbance and reorganize while undergoing change so as to still retain essentially the
same function, structure, identity, and feedbacks” (Walker et al. 2004); in this con-
text esilience is the ability of SES to absorb shocks while maintaining the provision of
ecosystem services (Folke et al. 2010). This resilience depends not only on biophysical
factors, but also on social factors (Janssen 2015). Many SES, suh as fisheries (Ba-
surto et al. 2013), irrigation systems (Cifdaloz et al. 2010), and grasslands (Crépin
and Lindahl 2009), involve common-pool resources that are shared between multiple
actors. In such common-pool resource systems, social norms and cooperation between
actors may be important factors for the management of the resources (Janssen 2015,
Ostrom et al. 1999, Ostrom 2015, Libre et al. 2015).
In economic theory, interactions between individuals in common-pool resource
systems are commonly studied using game theory dilemmas, such as the well-known
prisoner’s dilemma (Kreps et al. 1982, Mao et al. 2017). These studies predict that
under the assumption of economic rationality, individuals will over-exploit a resource
to maximise their short-term personal profits. Eventually such over-exploitation will
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lead to a collapse of the system. This outcome is commonly known as the tragedy of
the commons (Hardin 2009, Milinski et al. 2002). One well-known example of this is
the collapse of the North-Atlantic cod fishery due to over-harvesting (Milich 1999).
Historical examples as well as more current studies suggest that cooperation may
be an important mechanism through which a tragedy of the commons may be avoided,
and the resilience of common-pool resource systems may be promoted (Ostrom et al.
1999). For example, in grasslands, which often are owned by several farmers, coopera-
tion between farmers may be needed to avoid degradation due to over-grazing (Crépin
and Lindahl 2009). Another example is the Dutch water control system, which has
been developed and maintained through cooperation between large numbers of ac-
tors (Kaijser 2002). Yet, it has also been reported that under some circumstances
cooperation may lead to such an efficient exploitation of resources, that it may cause
over-harvesting (Crépin and Lindahl 2009). High levels of cooperation may lead to
more efficient harvesting and an increased population size, which in turn may put
pressure on resource availability. These kinds of feedbacks are especially important
for common-pool resource problems, in which the collective actions of agents can
change the entire system, for example through the creation of pollution, or the de-
pletion of a finite resource (Gotts et al. 2003). Thus, whereas cooperation appears to
be an important factor in the resilience of common-pool resource systems, its effects
may be subtle and context-dependent. More cooperation will not always lead to a
higher resilience.
In this paper we aim to study the effects of cooperation between agents on the
resilience of common-pools resource systems against random shocks against a back-
ground of increased harvesting. In order to do so, we introduce a suite of models. In
these models agents may harvest resource individually or cooperatively. The incen-
tive to cooperate rather than defect is given by indirect reciprocity, which is based on
reputation (Nowak and Sigmund 1998, Nowak 2006). An individual that cooperates
will gain a good reputation, and in turn receive cooperation from others. Interacting
agents however can also defect. Defection directly increases the gain for an agent at
the cost of the other individual, but it also means that the reputation of the defecting
agent may decrease, incurring a future cost.
A common way of modelling trade-off dynamics between direct benefits and indi-
rect costs is by using game theory models. These models typically assume a constant
population size and play out until some steady state value is obtained (Doebeli and
Hauert 2005). The main assumption in game theory models is that agents are capa-
ble of decisions based on ‘perfect’ information and decision-making, i.e. they know
exactly what options exist and what the expected costs and benefits associated with
each of these options are because they are pre-defined (so-called ‘utility’ functions).
This assumption may hold under certain conditions, but agents involved in many
SES have limited information available and are subject to social rules and behaviour
‘outside’ economic rational theory. This is the case for instance in fisheries, a typ-
ical example of common-pool resource systems, where social norms affect decisions
surrounding fishing and when to exit the fishery business (Libre et al. 2015). It is
increasingly argued that social behaviour of agents should be considered when mod-
elling SES (Schlueter et al. 2012). Hence, in this paper we use Agent-based Models
(ABMs). These models are composed of autonomous agents that have behavioural
rules for interacting with each other and their environment. In addition, these be-
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havioural rules may change over time as agents learn from previous experiences. The
models also include dynamic interactions between the resource and the agents.
The remainder of the paper is set up as follows. Section 6.2 provides an overview
of the models. In our ABMs the costs and rewards depend on resource availability.
Several mechanisms for cooperation are distinguished between the models, namely
reputation may 1/ influence the decision of which individuals to interact with, 2/
influence the decision of whether to accept an interaction or harvest individually, or
3/ influence the decision of whether to defect or cooperate. In Section 6.3 we discuss
the output measures that are collected from the model, and the methodologies that
are used to analyse the model results. For the analysis of the ABM results we will use
methodologies of sensitivity analysis to assess the resilience of the population against
extinction (Ten Broeke, Van Voorn and Ligtenberg 2016). Section 6.4 contains the
results of this analysis. In Section 6.5 we conclude with the discussion.
6.2 Model Description
To assess the effects of cooperation, we will use five different versions of an ABM in
which alternative mechanisms for cooperation are implemented. A full description
of the model mechanisms is given in the ODD format (Grimm et al. 2006, 2010)
provided in 6.A. Here a summary is given, while the agent decision rules regarding
cooperation and defection are discussed in more detail.
In the different model versions agents may harvest the common-pool resource
either cooperatively, or individually. By harvesting cooperatively, agents may gain a
higher yield. Different model version contain different mechanisms that can lead to
cooperation. These mechanisms are shown in Fig. 6.1 (adapted from (Ostrom and
Walker 2004)). Central to all of these mechanisms is trust between agents. Trust is
then based on two factors, namely reputation and the memory of agents of previous
interactions. Cooperation carries a risk, because interaction partners have the option
to ‘defect’. Defection gives a higher yield for the defector, at the cost of its interaction
partner. In absence of any mechanisms to promote cooperation, selfish agents would
maximise their profits by always defecting. The reputation of an agent is based on
all its previous interactions. Agents that often cooperate will gain a good reputation,
whereas agents that often defect will gain a bad reputation.
The five model versions used in the study are:
1. The basic model. It does not contain any mechanism to promote cooperation.
Although agents have the option to cooperate, there is no incentive to do so. We
use the basic model as a benchmark for comparison to the other model versions.
2. The reciprocity model. It is based on reciprocity. Agents tend to reciprocate
previous behaviour of interaction partners. If an interaction partner is trusted, it
is inferred that the partner gained this trust by cooperating in the past. There-
fore, trusted agents are more likely to receive cooperation in return, whereas
untrusted agents are more likely to suffer defection.
3. The partner choice model. Agents consider trust in their choice of which other
agents to interact with. Trusted interaction partners are preferred over un-
Chapter 6 145
trusted ones. As a result, agents may lose future opportunities for interaction
after defection.
4. The voluntary interaction model. Agents consider trust in their decision to
harvest individually or cooperatively. If potential interaction partners are not
trusted, agents are more likely to harvest individually instead of cooperatively.
Again, this means that untrusted agents lose interaction opportunities.
5. The full model. In this version all three mechanisms are included. Thus, each
agent considers trust in its decisions of whether to harvest individually or co-
operatively, and which other agents to interact with. Furthermore, agents also
vary in the extend to which they tend to reciprocate previous behaviour of other
agents.
Figure 6.1: This flowchart shows the factors that affect the level of cooperation in the system.
It has been adapted from Ostrom and Walker (2004), the most important change
being that in our version cooperation is not only affected by trust, but also affects
trust. A detailed explanation is given in the main text.
In the model it is assumed that recent interactions weigh more heavily than pre-
vious ones, and reputation is updated using an exponential decay function. The
reputation of agents is observable for other agents, with a random observation error.
Memories of previous interactions differ from reputation, because these memories are
accessible only to the agents that participated in the interaction. Memory scores are
assigned to each pair of agents that previously interacted. A high memory score in-
dicates that the other agent often cooperated, whereas a low score indicates that it
often defected. Like reputation, this memory score is updated using a decay func-
tion. Trust is computed as a weighted average of reputation, and the memory score.
The relative weight between both factors is given by a parameter that varies between
agents. If no memories of previous interactions are available, then the trust is instead
fully determined by the reputation.
The final degree of cooperation within the system may not be affected only by
the selected mechanism for cooperation, but amy also be affected by physical condi-
tions. For example, if resource is difficult to collect then cooperation may be needed
in order to survive, whereas if resource is easily available agents can survive with-
out cooperation. For this reason also the dynamics of the physical environment are
described.
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The agents live in a spatial environment, which is composed of a square grid
of patches. Resource grows on these patches following a logistic growth equation,
and diffuses between patches. Agents can move between and harvest from patches.
All agent decisions are stochastic. The probabilities that govern decision-making are
determined by the state of the agent (e.g., whether it is ‘hungry’), and the state of the
surroundings (e.g., availability of resource, presence of other agents). All agent actions
cost energy, which is replenished by harvesting resource. When an agent chooses to
harvest, it may do so individually or in cooperation with a neighbouring agent. An
individual harvester takes resource from its own patch only. Cooperating harvesters
take resource from the two involved patches, and share this resource equally. Energy
costs for harvesting are proportional to the amount of resource harvested, but the cost
is higher for individual harvesters than for cooperating harvesters. Defecting agents
do not invest in harvesting their own patch and thus does not take any resource from
its patch; instead, they claim half of the total harvest. Defection gives a high net
yield for a defector, at the cost of the yield of its interaction partner.
In terms of studying resilience it is relevant to also consider the possibilities of
agents changing their behaviour, which may result in changes in the ‘social’ resilience
of SES. In the model it is assumed that agents can change their behaviour in two
ways, namely due to learning and due to adaptation. Learning typically takes place
on shorter time-scales, and is based on the memories that individual agents have of
previous interactions. Agents may learn to cooperate with agents that cooperated
in previous interactions. Adaptation occurs through natural selection that operates
on the agent population level, and typically works through a hereditary mechanism
that take place on longer time-scales. This mechanism was considered earlier by
Ten Broeke et al. (2017). The values of hereditary parameters remain constant over
the lifetime of an individual agent, although there is diversity in the values they have
for different agents. When new agents are born, they ‘inherit’ the parameter values
of their parents with some random deviation. As not all agents are equally successful,
bias in parameter distributions may appear over time, i.e. evolution occurs. Heredi-
tary parameters in the model are waharvest and w
a
move, which affect the probabilities
to harvest or move of agent a. The parameter warep represents the relative weight
of reputation versus memory in computing trust values. The parameter wadefect can
make an agent more likely to defect rather than cooperate, or vice versa. Finally, the
parameter wareciprocity determines whether the agent is likely to reciprocate previous
behaviour of its interaction partner when deciding on whether to defect or cooperate.
6.3 Model analysis methodology
6.3.1 Output measures
InABMs data is generated not only on the system-level, but also on the level of agents
and patches. A single model run generates very large amounts of data. To gain a
good understanding of model behaviour, proper output measures need to be selected.
Basic system-level output measures are the total population size n(t), and the total
amount of resource
∑
Ri,j . These measures reveal how efficient the agent population
is at gathering resource, and to what extent the resource is (over-)exploited. Since
the model is composed of locally interacting agents, additional measures, both on the
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agent-level and on the system-level, are needed to understand the model behaviour.
In the following subsections we discuss other output measures that will be used as
part of the analysis.
Level of cooperation
Two measures will be used to assess the level of cooperation in the system. Firstly,
we consider the proportion of interactions that lead to cooperation
ncoop(t)/nint(t). (6.1)
This measure may give a good indication of the level of cooperation in the system, but
normalising based on the total number of interactions can give misleading outcomes
especially if this number is very small. For example, a very small number of cooper-
ations could look like a high level of cooperation if the total number of interactions
is comparatively small. We therefore use a second measure
ncoop(t)/n(t), (6.2)
with n(t) the total population size. Normalising with respect to n(t) prevents mis-
leading outcomes if the number of interactions is small, but gives no information on
the number of defections relative to the number of cooperative interactions. We will
therefore use both measures complementary.
To gain insight into how agent behaviour develops we record all hereditary pa-
rameters, namely waharvest, w
a
move, warep, wadefect, and w
a
reciprocity. Histograms of
these parameters will be recorded for each time-step.
Clustering measure
All interactions between agents are based on spatial proximity. As part of model
analysis we therefore want to measure not only the size of the agent population, but
also its spatial distribution. To this end we will use the following measure for spatial
clustering of agents,
γ(t) =
L2
n(t)− 1
n(t)∑
a=1
na<nn>(t)
5
(6.3)
with n(t) the total number of agents at time t, and L2 the total number of sites on
the square field. The sum runs over all agents and na<nn>(t) denotes the number of
agents on the same patch as agent a, or one of the four neighbouring patches. Note
that Table 6.1 lists all the used symbols in the main text. Eq. 6.3 measures the mean
density of agents on the same or neighbouring patches as other agents, divided by
the mean density of agents across all patches. The mean density of agents on the
same and neighbouring patches is given by the sum in Eq. 6.3. The mean density of
agents across all patches is calculated as (n(t) − 1)L−2. A value of γ(t) = 1 means
that both densities are equal, i.e. there is no spatial clustering. A value larger than 1
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means that agents tend to be located at patches with more neighbouring agents than
average. A value smaller than 1 means that agents tend to be located at patches with
fewer neighbouring agents than average.
6.3.2 Resilience
The main aim of this paper is to analyse the effect of cooperation on resilience. It
is not straightforward to specify resilience, since many definitions are in use (Grimm
and Wissel 1997, Brand and Jax 2007, Folke et al. 2010). We distinguish here between
resilience to changes in the model hereditary parameters and resilience to shocks, i.e.
resilience in terms of long-term and short-term time-scales respectively.
Resilience to parameter changes
The resilience of the population also depends on biophysical parameters. In partic-
ular, the carrying capacity K represents the maximal amount of resource that can
be present on a site. The analysis of an earlier version of the basic model version
without cooperation shows that a number of tipping points exist where the popula-
tion collapses (Ten Broeke, Van Voorn and Ligtenberg 2016), i.e. if the value of K is
decreased, the available resource may become insufficient to support a stable popu-
lation of agents. The presence of a hereditary mechanism that allows for adaptation
improves the resilience against such tipping points (Ten Broeke et al. 2017). Here we
will analyse whether these tipping points are affected by the presence of cooperation.
For quantification, we will measure the location of tipping points in parameter space
and then verify whether this location is affected by the presence of cooperation by
comparing the base model to model versions with mechanisms for cooperation.
Resilience to shocks
Resilience is not only relevant regarding long-term time-scales, but also in terms of
shocks with a short-term time-scale, as adaptation through hereditary mechanisms is
not fast enough to operate on shocks. The measure for resilience to shocks is based
on return time (Gunderson 2000). First, the model is run for a large number of time-
steps until the output has stabilised. Note that, due to stochasticity, the model output
will always show fluctuations after this stabilisation. Once the model has stabilised a
shock is introduced. The strength of the shock is measured as the sudden decrease in
resource Ri,j(t) on all sites i, j. Alternatively, a shock can be a temporary change in
r (the resource growth rate) or Rmax (the maximum harvest size), the latter which
represents a higher difficulty for agents to gather resource. The effects on the various
output measures are recorded, specifically
• the decrease in population size caused by the shock (this can be complete ex-
tinction of the population), and
• the time required for the population to recover from the shock.
The decrease in population size caused by the shock (i.e., the effect of the shock)
is quantified by measuring the difference between population size at the time of the
shock and its minimum value before the population starts to recover
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Figure 6.2: A typical response of the model to a shock. Here tshock denotes the time of the
shock, nmin the minimum population reached after the shock, and tshock the
time at which the population has recovered.
∆nshock = n(tshock)− nmin (6.4)
with tshock the time at which the shock is applied, and nmin the minimum value of
n that is reached following the shock. Fig. 6.2 shows tshock, nmin, and other relevant
measures for a typical response to a shock in the model. If the resource level is low after
the shock, a number of time-steps may pass before the resource level is high enough for
the population size to start increasing. To determine the time when the population
starts to increase, consecutive values of n will be compared, each averaged over a
short time-window. This averaging is done to remove short-term random fluctuations
of n. Whether the shock causes extinction is measured by verifying whether n reaches
zero before the population starts to recover. The recovery time is measured as the
time between the start of the recovery, and the moment where the population stops
to increase
∆trecovery = trecovery − tnmin . (6.5)
Again, trecovery is determined by comparing consecutive time-windows.
6.3.3 Sensitivity analysis
To analyse the model, we use a variety of sensitivity analysis methodologies. Sensitiv-
ity analysis quantifies the effects of parameter variations on model output (Cariboni
et al. 2007, Ten Broeke, Van Voorn and Ligtenberg 2016). In this paper both global
and one-factor-at-a-time sensitivity analysis will be used.
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Global sensitivity analysis
In global sensitivity analysis all parameters are varied simultaneously across a region
of parameter space (Cariboni et al. 2007). The variation of the model output across
this range is quantified by calculating the variance and decomposed the variance into
terms that are attributed to the various model parameters (i.e., conditional variances).
The model parameters can then be ranked based on how strongly they influence
the model output. Since parameters are varied simultaneously interaction effects
may be taken into account. However, aggregating the model output across a region
of parameter space makes it difficult to infer causal relationships between specific
parameters and model outputs (Ten Broeke, Van Voorn and Ligtenberg 2016). We
therefore supplement global sensitivity analysis with one-factor-at-a-time sensitivity
analysis.
One-factor-at-a-time sensitivity analysis (OFAT)
OFAT examines the effect of an individual parameter on the model output while
keeping the other parameter values constant. Model outputs are plotted as a function
of the varied parameter. The main advantage of OFAT is that it shows clearly the
relationship between individual parameters and the model output, including whether
this relationship is linear or non-linear. Furthermore, OFAT is a better tool for
detecting tipping points than global sensitivity measures (Ten Broeke, Van Voorn
and Ligtenberg 2016, Ten Broeke et al. 2017).
Table 6.1: List of used symbols.
Symbol Description Units/range
a Index for agents 0,1,2, ...
i, j Indices for patches [1, L]
K Carrying capacity mass
L Lattice size distance
n(t) Number of agents 0,1,2, . . .
na<nn>(t) Number of nearest neighbours for agent a 0,1,2, . . .
ncoop(t) Number of cooperations 0,1,2, . . .
nint(t) Number of interactions 0,1,2, . . .
r Resource growth rate time−1
Rij(t) Resource at patch i, j at time t mass
Rmax Maximum harvest size mass
Rshock Resource level after shock mass
t Time time
wadefect Parameter representing probability to defect [0, 1]
waharvest Harvest coefficient [0,→〉
wamove Move coefficient [0,→〉
wareciprocity Weight assigned to reciprocity in interactions [0, 1]
warep Weight assigned to reputation in interactions [0, 1]
z Variation in offspring traits [0, 1]
γ(t) Clustering measure [0,→〉
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6.4 Results
6.4.1 Default parameter setting
For benchmarking the different model versions are first studied at default parameter
settings. In the full model version, which contains all mechanisms for cooperation, a
stable high level of cooperation is maintained (Fig. 6.3), while the trajectories of the
agent parameters are also stable, as is shown for wdefect in Fig. 6.3.
In Fig. 6.4a it can be seen that any mechanism promoting cooperation leads to
more or less the same (high) level of n(t), whereas absence of such a mechanism gives
rise to very low values of n(t). Lack of a mechanism to support cooperation makes
the population as a whole less efficient in using the available resources. The decreased
population size is accompanied by a decrease in the level of cooperation between agents
(Fig. 6.4b). In the base model (black), around 40% of interactions end in cooperation,
and the remaining interactions lead to defection. In the reciprocity model (blue) and
the partner choice model (green) the level of cooperation is clearly higher than in
the base model. In the voluntary interaction model (red), the level of cooperation
is lower, but the total number of interactions is also much lower (Fig. 6.4c). Thus,
even though most interactions end in defection, the number of defections is lower
than in the base model. These results suggest that cooperation is better promoted
by mechanisms other than a mechanism for voluntary cooperation.
Even though mechanisms for reciprocity positively affect the level of cooperation,
the finding that cooperation in the base model is common even without reciprocity
may seem surprising. In absence of any mechanism to support cooperation, it might be
expected that agents would never cooperate. Yet the results in Fig. 6.4b,c show that
cooperation in the base model is common. To understand this finding, note that the
base model shows a strong degree of spatial clustering of agents. For example, Fig. 6.5
shows a typical spatial arrangement of agents in the base model. Fig. 6.6 shows the
amount of clustering as function of time for each of the model versions. Clearly spatial
clustering is very strong in the base model, whereas the other model versions show
little clustering on long time-scales. The presence of these clusters leads to an increase
in the level of cooperation. Clusters with high defection rates disappear quickly
from the simulation, because defections hinder the survival of interaction partners.
Clusters with a high level of cooperation, in contrast, can survive for extended periods.
However, such clusters are susceptible to exploitation by agents that defect often.
This susceptibility limits the growth of these clusters. As a result, some regions of
the lattice remain completely empty, which explains the large difference in population
size between the model versions (Fig. 6.4a).
6.4.2 Sensitivity analysis
The qualitative effects of cooperation on model output are evaluated using the OFAT
analysis for all of the model parameters. Given the large number of parameters, we
limit the discussion to only a few parameters that affect the model behaviour strongly.
To further quantify the effects of cooperation sensitivity analysis is performed for
both the base and the full model. Details of the global sensitivity analysis are given
in 6.C. The main outcome of the global sensitivity analysis is that both model versions
contain tipping points where the population goes extinct. Out of 1000 sample points,
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Figure 6.3: Proportion of interactions that end in cooperation, as function of time, in the
full model (black). Mean value of wdefect as function of time, in the full model
(orange).
in the basic model 790 runs converged to extinction, while in the model version with
cooperation 722 runs converged to extinction. In the following paragraphs we will
discuss the transition towards extinction in more detail.
Maximum harvest size
In the selection of the default parameter setting, we have assumed conditions for the
interactions between agents and the environment. Given that a decrease in the level
of cooperation leads to a strong decrease in population size, the conditions have been
chosen such that it is known to be difficult to survive without cooperation (Ten Broeke
et al. 2017). We change the value of the maximum harvest size Rmax to modify these
assumptions. Low values of Rmax mean that resource can only be gathered slowly,
whereas high values mean that it can be gathered more quickly. Fig. 6.7a shows that
increasing Rmax initially leads to an increase in n for the base model. This increase
is followed by a decrease when Rmax is further increased. The full model, shows a
similar pattern, but the peak in n is located at a lower value of Rmax. The decrease
in population size is caused by over-exploitation of the resource. Due to the higher
harvest size, agents are collectively able to gather large amounts of resource, which
causes resource scarcity. In turn, this scarcity leads to a decline in population size.
Fig. 6.7c shows that scarcity increases as Rmax increases. For small values of Rmax,
scarcity is higher in the full model, but for larger values the two models are similar.
As Rmax is increased, the level of cooperation in the full model decreases. In
the base model the level of cooperation also shows a strong decrease. Since resource
can be harvested more quickly, groups of agents can be sustained with lower levels
of cooperation. Thus, the pressure on individual agents to maximise resource gains
through defection becomes stronger than the pressure on groups of agents to coop-
erate. In contrast, further increasing Rmax leads to a gradual increase in the level
of cooperation in the base model. This increase, however, is caused by the presence
of increasing fluctuations in the population size n(t) and the resource level Rij(t).
These fluctuations lead to variations in the value of wdefect. Since wdefect is close to
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(a) (b) (c)
Figure 6.4: (a): Number of agents n as function of time with all parameters at the default
values. The colours correspond to different mechanisms to support cooperation.
(b): Proportion of interactions that end in cooperation, as function of time. (c):
Number of interactions that end in cooperation as function of time, relative to
the population size n.
its maximum value of 1 for Rmax = 0.3, these variations lead to an average decrease
in wdefect and an increase in the level of cooperation.
Resource availability
The previous section has shown that resource availability and scarcity may be impor-
tant factors in determining the effects of cooperation on the system. Here we explore
the effects of varying levels of resource availability more directly by varying the car-
rying capacity K. Increasing K leads to an increase in the resource availability, since
each site can contain a larger amount of resource. In Appendix 6.B we show that
increasing resource availability through changing the resource growth rate r yields
similar results to increasing K. Increased resource availability is expected to lead to
an increase in population size n. Fig. 6.8a shows that for K ≤ 0.5 the resource avail-
ability is insufficient to maintain a population. In the full model n increases as K is
increased, as expected. Individual time series show that for increasing values of K the
population size n shows cyclic behaviour. This result is known in ecology as the para-
dox of enrichment (Rosenzweig 1971). The basic model also shows that n increases
with K, but only for small values of K. For larger values of K the population starts
to decrease. This decrease is caused by a decrease in the level of cooperation 6.8b.
The basic model shows no cyclic behaviour.
In Fig. 6.9 we show the distribution of wadefect across agents, for different values of
K. Large values of wadefect indicate that agents defect often, while low values indicate
that they cooperate often. The distribution clearly shows that agents in the base
model defect more often than in the full model. Furthermore, in the full model wdefect
is on average smaller for high values of K. This indicates that agents cooperate even
more often for large values of K. In the base model, wdefect is on average higher for
large values ofK. Thus, agents in the base model cooperate less if resource availability
is high. Thus, whereas in the full model more favourable environmental conditions
support a larger population, in the base model such conditions lead to increased
competition between agents, which in turn causes a decrease in the population size.
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Figure 6.5: Snapshot of a typical spatial configuration of agents in the base model, with all
parameters at their default values. The background colour of sites shows the
resource density, with dark sites having large densities, and light sites having
low densities. The red circles correspond to agents. Note that most agents are
spatially clustered into groups.
6.4.3 Resilience to shocks
For quantification of the resilience of the model to shocks the model is first run for
10.000 time-steps without manipulations before applying the shock. Each measure-
ment is performed both for the base model and the full model, and for each version
we perform 10 replicates. We consider three types of shocks, namely shocks to the
resource level Rij(t), to the resource growth rate r, and to the maximum harvest size
Rmax. Shocks to Rij(t) are instantaneous. Shocks to r and Rmax are applied for a
duration of time. This duration is varied between 50 and 500 time-steps.
Resource level
Firstly, we consider shocks in the resource level Rij(t) by setting the resource level
Rij(t) of each site equal to a pre-defined value Rshock, at t = 10.000. The value of
Rshock is varied between 5% of carrying capacity and 0.5% of carrying capacity. On
sites for which Rij(10.000) < Rshock the resource level remains unchanged. A low
value of Rshock thus corresponds to a strong shock. Strong decreases in the resource
level, as modelled here, can occur in real-life cases, for instance in the case when
natural disasters occur.
The results show that both model versions are strongly resilient to shocks in
Rij(t). In the full model version the shock is followed by a strong decrease in n(t),
but recovery follows quickly (Fig. 6.10). Even when the resource level is set close
to zero, a positive population is maintained. In the base model the population size
before the shock is smaller than in the full model. The shock is followed by a further
decrease in population size, but a positive population is maintained. The recovery
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Figure 6.6: Clustering measure γ(t) as function of time. The base model shows an increasing
amount of clustering.
time is longer in the full model than in the base model, but this is likely because the
full model returns to a larger population size than the base model. Thus, regardless of
the level of cooperation, the model is resilient to instantaneous shocks in the resource
level. This resilience may be due to the internal energy that agents have stored at the
time of the shock. Following the shock, this energy allows agents to survive for some
time while the resource replenishes.
Resource growth rate
To quantify the effects of shocks with an extended duration we lower the resource
growth rate to r = 0.01 for various durations. In real-life cases such a decreased
growth rate may occur as a result of degradation of the environment. For exam-
ple, in grasslands drought or overgrazing can cause a transition into such a degraded
state (Crépin and Lindahl 2009). In the model, the decreased growth rate is insuffi-
cient to support a stable population on long time-scales. The results show that for
the full model the population size after the shock decreases as the shock duration in-
creases (Fig. 6.11). In contrast, in the base model the population size is not strongly
affected by the duration of the shock. The difference is likely caused by the difference
in n(t) before the shock. In absence of shocks the full model has a larger popula-
tion size, and lower resource levels. For strong shocks, both populations decrease to
approximately the same level. However, compared to the population size before the
shock, the decrease in population is small for the base model, and much larger for the
full model. Thus, whereas the base model is less affected by the shocks than the full
model, there is little difference between the resulting population sizes following the
shock. Since the full model is closer to the point of over-exploitation, shocks to the
growth rate have a relatively strong effect.
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(a) (b) (c)
Figure 6.7: (a): Number of agents n as function the parameter Rmax. (b): Proportion of
interactions that lead to cooperation, as function of the parameter Rmax. (c):
Average amount of resource per patch, as function of Rmax. In all three graphs
the output was averaged over time between t = 10.000 and t = 20.000.
(a) (b)
Figure 6.8: (a): Number of agents n(t) as function the parameter K. (b): Proportion of
interactions that lead to cooperation, as function of the parameter K. In both
graphs the output was averaged over time between t = 10000 and t = 20000.
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Figure 6.9: (a): Mean value of wadefect as function of K, for the basic model and the model
with cooperation, averaged over time between t = 10000 and t = 20000. The
horizontal lines show the mean plus or minus one standard deviation. (b): His-
togram of wadefect for the basic model, for K = 0.75 and K = 2.5, averaged over
time between t = 10000 and t = 20000. (c): Histogram of wadefect for the full
model, for K = 0.75 and K = 2.5, averaged over time between t = 10000 and
t = 20000.
Maximum harvest size
The comparison between the base model and the full model in the above paragraphs is
somewhat obscured by the difference in population size between both versions. Since
the population size in the base model is lower than in the full model, the population
requires less resource. Due to this difference in population size, shocks to the resource
level or the resource growth rate may have a stronger effect in the full model. Lowering
the maximum harvest size Rmax does not directly affect resource levels, but does make
it more difficult for agents to gather resource. In real-life cases such a decrease might
correspond to a situation where the resource has become more difficult to harvest
because more remote areas need to be accessed. Alternatively, it might refer to an
agreement to limit the amounts of harvested resource.
The maximum harvest size in simulations is lowered to Rmax = 0.15, while the
duration of the shock is varied. In the base model the shock causes a strong decrease
in n(t) (Fig. 6.12). As the duration of the shock is increased, n(t) decreases further.
If the duration is 300 time-steps or longer, the population goes extinct. In the full
model, there is a decrease in n(t) following the shock, but the size of this decrease
hardly depends on the duration of the shock. Due to evolution of the population
recovery starts even before the end of the shock. Fig. 6.12b shows an example run
with a shock duration of 500 time-steps. In response to the shock, agents adapt
to cooperate more frequently. This increase in cooperation leads to an increase in
n(t). Thus cooperation promotes the resilience of this system against shocks to the
maximum harvest size.
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(a) (b) (c)
Figure 6.10: (a): Time series of the number of agents. The dashed line indicates a shock,
where the resource on each site is lowered to Rij(t) = 0.005. (b): Number
of agents n(t) following a shock to the resource level Rij(t), as function of
the strength of the shock. The strength on the horizontal axis is defined as
1 − Rshock/K, and the vertical axis was measured as the minimum value of
n(t) that is reached before recovery starts. (c): Time until recovery from the
shock. This was measured as the number of time-steps until the output stops to
increase after recovery from the shock has started. In each run, the population
size returned to the original level.
(a) (b)
Figure 6.11: (a): Number of agents n(t) following a shock to the resource growth rate r,
as function of the duration of the shock. This number was measured as the
minimum value of n(t) that is reached before recovery starts. (b): Time until
recovery from the shock. This was measured as the number of time-steps until
the output stops to increase after recovery from the shock has started. In each
run, the population size returned to the level from before the shock following
this recovery.
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Figure 6.12: (a): Number of agents n(t) following a shock to the maximum harvest size
Rmax, as function of the duration of the shock. This number was measured as
the minimum value of n(t) that is reached before recovery starts. (b): Time
series of one of the replicate runs in the full model. The start and end of the
shock are indicated by the dashed lines. Note that n(t) decreases following the
shock, but recovery starts before the end of the shock.
6.5 Conclusions & Discussion
To understand the resilience of common-pool resource systems, we need to consider
the presence of cooperation in these systems. Existing game theory models have
shown indirect reciprocity to be a powerful mechanism for maintaining a high level of
cooperation (e.g. (Nowak and Sigmund 2005, Nowak 2006, Gotts et al. 2003, Bear and
Rand 2016)). Most of these models, however, do not consider dynamic interactions
between agents and their environment. In this study we have explicitly included
such interactions by modelling them as part of an ABM. The results show that these
interactions strongly influence the level of cooperation. Even in absence of reciprocity
between agents, feedbacks from the environment are sufficient to maintain a positive
level of cooperation. Including reciprocity further increases the level of cooperation.
The results show that feedbacks from the environment influence cooperation in
multiple ways. When resources are difficult to collect, cooperation is needed to sur-
vive. Even without indirect reciprocity, cooperation is common under such circum-
stances. Although on the individual level agents might be expected to maximise their
own gains by defecting from cooperation, the model shows the emergence of spatial
clusters that maintain a relatively high level of cooperation. The stability of these
clusters is increased by the limitation that agents cannot harvest and move in the
same time-step. This limitation implies that cooperation prevents dispersal, and a
group of cooperating agents will thus stay together. Furthermore, offspring are cre-
ated next to the parent agent. This further limits the dispersal of agents. The effects
of limited dispersal on the evolution of cooperation has previously received much at-
tention (Kümmerli et al. 2009, West et al. 2007). Limited dispersal tends to keep
relatives close. This could lead to higher levels of cooperation due to kin selection,
since cooperation would tend to be directed towards relatives. Alternatively, when
local resource availability is low, limited dispersal might lead to kin competition, thus
lowering the level of cooperation. Experimental evidence for both of these effects has
been found in experiments on bacteria (Griffin et al. 2004). While kin selection is not
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included in our model, it might be an interesting area for future research.
The trajectories of the agent parameters in the model appear to be stable, as is
shown for wdefect in the default setting in Fig. 6.3. Each of the parameters gradually
converges, after which it shows only small random fluctuations around a constant
mean. In the full model, this convergence leads to a stable and high level of co-
operation. This contrasts with results from previous studies (Nowak and Sigmund
1998, Lindgren 1992). In Nowak and Sigmund (1998) it was found that periods with
many agents that tend to cooperate were interrupted by periods with many defectors.
The relative stability of the agent parameters in our study may be due to adaptation
through evolution occurring relatively slowly. This adaptation occurs slowly because
agents on average participate in a number of interactions before creating offspring,
and the differences between offspring and parents are small. Thus, for defection to
spread, on average defectors need to be successful over a large number of interactions.
In contrast, in Nowak and Sigmund (1998) a much lower number of interactions per
generation was used. In our model, learning occurs on similarly short time-scales. In
the model, if learning is more important than cooperation, the fluctuations in the level
of cooperation are larger (results not shown). This difference in time-scales over which
learning and adaptation occur was not present in previous models of cooperation, and
may be an interesting topic for further study.
Although our results show that reciprocity is not needed to maintain a positive of
cooperation, reciprocity does further increase the level of cooperation, and increases
the range of environmental conditions for which cooperation can evolve. The increased
level of cooperation leads to an increased population size. The increased level of
cooperation may affect the resilience of the system in different ways, depending on
the type of shock. Thus, to assess the resilience it is crucial to specify both the type
of shock that is applied, and the component of the system that needs to be resilient,
i.e. ‘resilience of what to what’ (Carpenter et al. 2001). Systems with a higher level
of cooperation use resources more efficiently, but also may be closer to the point of
over-exploitation. As a result, shocks to the resource level can have a strong impact
when they lead to sudden over-exploitation. Shocks to the maximum harvest size
have little effect, because due to cooperation the agents still manage to gain sufficient
energy from the harvests. In systems with little cooperation, in contrast, competition
between agents makes it more difficult to obtain sufficient energy from harvests. As a
result, the population size is decreased, and the system is far from over-exploitation.
Therefore, shocks to the resource level hardly have any effect, whereas shocks to the
maximum harvest size quickly lead to extinction.
Our study shows that the resilience of the model depends strongly on coopera-
tion. But it depends on the circumstances whether this cooperation has a positive
or a negative on the resilience. These results show that in real-life cases cooperation
is a relevant factor to consider when assessing the resilience of SES. However, pre-
cisely how cooperation affects the resilience may depend on the specific case. More
cooperation may lead to a higher resilience in some contexts, but in other contexts it
might lead to over-harvesting. Thus, the case-specific context should be considered
carefully when assessing the effects of cooperation on resilience in a real-life system.
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6.A Model Description
The model description follows the ODD (Overview, Design concepts, Details) protocol
for describing individual- and agent-based models (Grimm et al. 2006, 2010).
6.A.1 Purpose
The suite of five models is used to investigate the effects of cooperation between agents
that compete for a common-pool resource in a spatial environment on the resilience
of this system.
6.A.2 Entities, state variables, and scales
The state variables are listed in Table 6.2. The landscape is represented by a square
lattice of length L. Each site i, j(i, j = 1, 2, ..., L) has a length of ∆x = 1km. Since the
model was not fitted to data, this choice was made only for computational convenience.
Periodic boundary conditions are imposed, so that i+L = i and j+L = j. Each site
has a resource level Ri,j .
Agents move over the lattice and harvest resource. An agent is identified by the
index a = 1, 2, .... Each agent has an energy level Ea and a location xa. Agents have
a number of state variables, all of which are listed in Table 6.2. A precise description
of the function of each state variable is provided in section 6.A.7.
Time is modelled in discrete time steps of ∆t = 1 day. Like the distance scale of
∆x = 1, this was chosen for convenience.
6.A.3 Process overview and scheduling
The model flow chart for a single time-step is shown in Fig. 6.13. Each box corresponds
to a submodel that is described in detail in the submodel section. The ‘harvest’
submodel consists of several other submodels, as show in Fig. 6.14. Each submodel is
run for all of the patches or agents before the start of the next submodel, except where
the loops in the flowchart indicate otherwise. The time-step starts with the updating
of the sites. The ‘grow’ submodel grows resource on each site following a logistic
growth equation. The ‘diffuse’ submodel diffuses the resource between sites following
Fick’s second law (Fick 1855). The updating of sites is followed by the agent actions.
Each agent first ‘observes’ the resource level and the number of agents on neighbouring
sites. The agents then decide whether to harvest, based on their internal energy level,
the estimated amount of resource on their location, and the presence of other agents.
If an agent does harvest, it will try to select a potential interaction partner from any
agents in the von Neumann neighbourhood (Fig. 6.14). If there are no other agents
within this neighbourhood, the harvester will immediately collect resource from its
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site. If a partner is found, then it will decide whether or not to interact with that
agent, based on the trust it has towards the agent and the available resource on that
agent’s site. If it chooses not to interact, it will proceed to collect resource from
its own site. If it chooses to interact, then the interaction partner decides whether
to defect or cooperate before resource is collected. If an agent does not harvest, it
may decide to move based on the number of agents and estimated resource level on
neighbouring sites. Alternatively, an agent may decide to neither harvest nor move,
thus conserving energy. After all the actions of harvesting and moving have been
carried out, each agent pays a fixed energy maintenance. There is a possibility that
an agent will then die or breed, depending on its internal energy. The model then
proceeds to the next time-step.
6.A.4 Design concepts
Basic principles
The model describes agents that move and harvest in a spatial environment. Based
on their internal state (i.e., internal energy) and the state of the environment (i.e.,
available resource, presence of other agents) agents may decide to move to a new lo-
cation, harvest from the present location, or wait for a better opportunity. Harvested
resource is converted to internal energy, which is used to pay for daily maintenance
and the actions of moving and harvesting. Harvesting may be done either individually,
or in cooperation with an agent on a neighbouring site. When cooperating, agents
need less energy to harvest the same amount of resource. Cooperation is thus more
efficient that harvesting individually, but it puts agents at risk of ‘defecting’ interac-
tion partners. A defecting agent does not invest energy in the harvest, but still claims
half of the resource. As a result, the net energy gain for a defecting agent is larger
than for a cooperating agent. However, defection damages the reputation of an agent
and the trust it receives from other agents. In the short-term, defection will help the
agent to accumulate a larger amount of resource. On the long term, however, the
lowered reputation and trust may make other agents less likely to enter interactions
with the agent. Thus, although defection yields an advantage on the short term, on
the long term such behaviour might be punished.
Emergence
We consider the total population size ntot and the distribution of wah, w
a
m, warep,
wadefect, ρ
a, and τa,a
′
across the population as emerging variables at the macro-level.
In addition, the level of cooperation in the system is also considered emergent. This
level of cooperation is measured by keeping track of how often agents choose to defect,
or to cooperate, and of the trust values of the agents.
Adaptation
Agents adapt their behaviour to changes in their internal state or in their environment.
Agents with low levels of internal energy tend to harvest resource with a higher
probability. Agents also tend to harvest if the resource level on their site is high and
the number of other agents on the site is low. Agents consider the state of the sites
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Figure 6.13: Model flowchart. The boxes correspond to the submodels explained in sec-
tion 6.A.7. Each submodel is executed by all the agents or patches before the
next submodel is started, except where indicated by the dashed boxes. These
boxes indicate loops over agents, where each agent that enters the loop com-
pletes all the submodels within the loop before the next agent becomes active.
in the Von Neumann neighbourhood in their decisions to move to neighbouring sites.
Agents are more likely to move to sites with high resource levels and few other agents.
In the decision to cooperate, agents consider trust towards each other.
Objectives
The first objective of each agent is to gather sufficient resource for its own survival.
The second objective is to accumulate sufficient energy to breed.
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Figure 6.14: Flowchart of the harvest submodel (see Fig. 6.13). The boxes corre-
spond to the submodels explained in section 6.A.7.
Learning
Agents learn from the outcomes of previous interactions with other agents. Agents
that defect gain a lower reputation, making other agents more likely to defect in
the future when the agent itself is harvesting. Furthermore, agents remember the
outcomes of interactions with other agents. Unlike reputation, which is observed by
all agents, these memories are only formed by the agents that were involved in the
interaction. Thus, over time an agent builds a network of connections to other agents
with memories of previous interactions. Through the updating of these memories and
of reputation, agents learn to adjust their interactions with other agents.
Learning also occurs through the evolution of a number of adaptive agent traits.
Although individual agents do not change their adaptive traits over time, the dis-
tribution of these traits over the population may change due to natural selection.
When agents breed, their offspring inherit the parents’ values of wah and w
a
m with
some random variation. If, for example, agents with a low value wam reproduce more
frequently often on average, then low values will become increasingly common over
time. Similarly, the agent parameters warep, wadefect, and wreciprocity are also inherited
and may thus change due to natural selection.
Prediction
Agents tend to move less often to sites that are occupied by one or more other agents,
based on the prediction that those other agents may harvest resource from the site.
Agents tend to harvest more often at their present location if neighbouring locations
are occupied by other agents that might move to the resource. Agents also tend to
move to sites with high resource levels, predicting that the resource level will remain
high and can be harvested. If an agent finds the present conditions unsuitable for
harvesting, that agent may decide to wait before taking action, expecting that the
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conditions will improve in the future. Agents choose interaction partners with high
trust values, based on the prediction that these agents will be less likely to defect.
Sensing
Agents sense their own internal energy. Each time step, agents assess the amount of
resource on their current location and the four sites that compose the Von Neumann
neighbourhood. However, agents do not sense the exact amount of resource because
there is some random error. Agents also sense the presence of any other agents within
the Von Neumann neighbourhood, and the reputation of those agents. There is no
error in sensing which agents are present, but there is a random error in the sensing of
the reputation of those agents. Agents also sense their own memory of the outcomes of
previous interactions with other agents. There is no error in sensing these memories.
Interaction
Indirect interactions between agents occur through the competition for resource. In
addition, agents are less likely to move to sites that contain other agents. This is a
form of direct interaction. Agents are also more likely to harvest on their present site
if neighbours are occupying the neighbouring sites. When an agent decides to harvest,
it may ask a neighbouring agent to cooperate. Only neighbouring agents that have not
yet harvested during the time-step are eligible for this interaction. The neighbouring
agent then has the option of defecting, cooperating, or refusing the interaction. If
the agent either defects or cooperates, it will not be able to harvest or move for the
remainder of the time-step. If it refuses the interaction, it can still perform these
actions.
If the interaction partner cooperates, both agents invest equally in the harvest,
and equally share the harvested resource. Cooperating agents need less resource
than individual harvesters to obtain the same harvest. If an agent defects, it will
claim half the harvest at no investment, but this will lower its reputation, and the
trust it receives from the harvester. This decrease in reputation and trust will make
other agents more likely to defect during future harvests of the agent. Compared to
defection, cooperation requires a larger investment, and therefore has a smaller net
yield. However, cooperation increases the trust and reputation of the agent and may
therefore be a more successful long-term strategy.
Stochasticity
The decisions of agents to harvest at the present location or to move to a neighbouring
site are based on probability functions. The functions take as input the number of
agents and the estimated amount of resource within the Von Neumann neighbourhood.
This estimated amount of resource differs from the actual amount. The difference is
drawn from a normal probability distribution. The decision of whether to interact
is stochastic, and the probability is determined by the trust towards the interaction
partner. The decision of whether to defect is also determined by a probability.
Birth and death of agents are also stochastic, but based on the internal energies
of agents. If an agents breeds, the offspring inherit the values of wah, w
a
m, wadefect,
and warep with a small random variation. Furthermore, the agents’ initial locations,
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energies, reputations, and values of wah, w
a
m, wadefect, w
a
rep, and wreciprocity are also
stochastic.
Collectives
The model contains no predefined collectives, but collectives may emerge from the
agent interactions. Agents remember what other agents they have interacted with,
and develop trust based on the outcomes of those interactions. Agents are more likely
to cooperate with another agent if they trust that agent. As a result collectives might
emerge of agents that repeatedly cooperate out of trust.
Since interactions are based on spatial proximity, collectives may also emerge based
on the spatial location of agents. Agents that are spatially close may have multiple
interactions over time. Agents that often defect will have a low reputation, which
may provoke further defections from surrounding agents. Thus collectives may form
of agents with low reputation and little cooperation. Alternatively, agents that do
not defect will get a higher reputation, creating a positive feedback towards more
cooperation. Note that whereas on the short term it is beneficial for individual agents
to defect, a group of agents will on average gather the most energy if all group members
cooperate. Thus, it is possible in principle for such a group to outcompete groups
with less cooperation.
Observation
Output variables may be recorded every time-step, but the model contains an option
to record the output only at set intervals. For model runs over a large number of time-
steps, the output is recorded every 100 time-steps. The collected output variables are
the total number of agents n, the averages and standard deviations of the agent
parameters wah, w
a
m, warep, wadefect over all agents, and the averages and standard
deviations of the agent state variables ρa and τa,a
′
.
6.A.5 Initialization
All sites are initialized with resource levels equal to R0 times carrying capacity. The
initial number of agents is specified as a parameter, n0. Each agent is placed on a
random site with an internal energy that is drawn from a uniform distribution between
0 and the minimum energy that is needed for procreation. The initial reputation
is drawn from a uniform distribution between 0 and 1. The initial values of the
agent parameters wah, w
a
m, warep, wadefect, and w
a
reciprocity are drawn from normal
distributions. The mean and standard deviation of these distributions are given as
parameter values. The default parameter values of the model are listed in Table 6.2.
Note that the tails of the normal distributions lie outside of the possible range of
values for the parameters. If a value is drawn outside this range, the agent is instead
given the extreme value that lies within the range.
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Table 6.2: List of used symbols in the model description. The first part contains patch state
variables, the second part agent state variables, the third part parameters and
initial conditions and the fourth part other symbols. Note that by state variables
we refer only to basic variables that cannot be computed from other variables.
Symbol Description Dim./range Value
Patch state variables
i, j Position indices 0, 1, ..., L -
Ri,j Resource on patch mass -
Agent state variables
a Agent index 0, 1, ...
Ea Internal energy energy -
ha,a
′
Time since last interaction time -
Rai,j Resource estimate by agent mass -
wadefect Defection coefficient [0, 1] -
wah Harvest coefficient [0,→〉 -
wam Move coefficient [0,→〉 -
wreciprocity Weight of reciprocity for defection [0,1] -
warep Weight of memory [0, 1] -
xa Position patch -
ρa Reputation [0, 1] -
τa,a
′
Memory score [0, 1] -
Parameters and initial conditions
c Efficiency (yield) energy mass−1 0.9
D Diffusion coefficient length2time−1 0.1
Eb Birth energy energy 5
Em Energy cost of maintenance energy 0.1
Emove Move cost energy 0.5
hmax Maximum memory time time 10
K Carrying capacity mass 2
L Lattice size distance 33
n0 Initial number of agents 0,1,2, ... 100
r Growth rate time−1 0.1
R0 Initial resource prop. of K 1
Rmax Maximum harvest mass 0.5
Runc Uncertainty of resource estimates mass 0.1
vb Birth coefficient energy−1 10
vd Mortality coefficient energy−1 10
wdefect,µ Mean of initial values of wadefect [0,1] 0.5
wdefect,σ Sd. of initial values of wadefect [0,1/4] 0.1
wh,µ Mean of initial values of wah [0,→〉 0.5
wh,σ Sd. of initial values of wah [0,→〉 0.1
wm,µ Mean of initial values of wam [0,→> 0.5
wm,sσ Sd. of initial values of wam [0,→〉 0.1
wreciprocity,µ Mean of initial values of wareciprocity [0,1] 0.5
wreciprocity,σ Sd. of initial values of wareciprocity [0,1/4] 0.1
Continued on next page
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Table 6.2 – continued from previous page
wrep,mean Mean of initial values of warep [0,1] 0.5
wrep,sd Sd. of initial values of warep [0,1/4] 0.1
z Variation in offspring traits [0,→〉 0.2
ηcoop Energy to harvest cooperatively energy mass−1 1.6
ηind Energy to harvest individually energy mass−1 1.2
ζ Weight of most recent memory [0, 1] 0.8
ρunc Uncertainty of reputation estimates mass 0.1
Other symbols
Eaexp Expected energy gains from moving energy -
F Function to compare Ea and Em [0,→〉 -
G Function to compare Rai,j and Rmax [0, 1] -
H Function to compare Ran and Rai,j [0,→〉 -
N Total number of agents 0,1,2, ... -
nh Number of harvesting agents 0,1,2, ... -
ni,j Number of agents on patch i, j 0,1,2, ... -
nn Number of neighbouring agents 0,1,2, ... -
P Probability - -
Rexp Expected gains from defection mass -
Rh Harvested resource mass -
R∗i,j Resource on patch before update mass -
Rn Resource on neighbouring site mass -
t Time time -
∆t Time-step size time -
∆x Site length distance -
θa,a
′
Trust of agent a towards agent a′ [0, 1] -
6.A.6 Input data
The model does not use input data to represent time-varying processes.
6.A.7 Submodels
Grow resource
Resource grows on sites according to a logistic growth equation
dRi,j
dt
= Kr
(
1− Ri,j
K
)
(6.6)
Each time-step the sites are updated using the analytical solution of this equation
Ri,j =
R∗i,jKe
r∆t
K +R∗i,jer∆t
(6.7)
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Note that several processes can change the resource on a site during the same time-
step. In order to keep the notation simple, we use R∗i,j to denote the resource before
the update in each of these processes, instead of having different symbols for the
resource before and after each of the separate processes.
Diffuse resource
The resource diffuses following Fick’s second law (Fick 1855)
dRi,j
dt
= D∇2Ri,j (6.8)
with ∇ = ( ∂∂x , ∂∂y ). The equation is discretised in space using the central difference
and discretised in time using a forward Euler algorithm. This yields
Ri,j =
(
1− 4∆t
∆x2
D
)
R∗i,j +
∆t
(∆x2)
D
∑
〈nn〉
R∗i′,j′ (6.9)
where the sum runs over the 4 nearest neighbours. It is shown by Von Neumann
stability analysis that the solution is stable for ∆t∆x2D <
1
4 .
Observe
Agents estimate the resource levels on their present location and the 4 Von Neumann
nearest neighbours. The difference between the estimated and the actual amount is
drawn from a normal distribution with mean 0 and standard deviation equal to the
parameter Runc
Rai,j = Ri,j +N(0, Runc) (6.10)
with Rai,j the estimated amount, Ri,j the actual amount and N(0, Runc) a random
number drawn from a uniform distribution between 0 and Runc. The result of the
observation is stored by the agent until it is replaced by the next observation.
Harvest?
The decision of an agent on whether to harvest from its current location is based
on the current internal energy of the agent, the amount of resource that the agent
estimates to be present on the site, and the amount of resource it estimates to be
present on neighbouring sites. The current internal energy is compared with the
energy maintenance per time-step
H(Ea) =
{
0 if Ea < Em
Ea
Em
− 1 if Ea ≥ Em (6.11)
H ranges between 0 and infinity. A small value of H indicates that the agent has a
low internal energy and needs to harvest soon (i.e. the agent is hungry). If H = 0,
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then the agent must harvest to survive for another time-step. An agent compares
perceived resource on its present site to the maximum possible harvest Rmax, which
is constant
G(Rai,j , ni,j) =
{
0 if Rai,j/ni,j < Rmax
1− R
a
i,j
ni,jRmax
if Rai,j/ni,j ≥ Rmax
(6.12)
The resource that the agent expects to harvest is given by the estimated amount of
resource on the patch divided by the total number of agents on the patch. G ranges
between 0 and 1. If G is close to 1, then the expected harvest is small. If G is close
to zero, then the agent expects to harvest close to the maximum possible amount.
The resource on neighbouring sites is taken into account using the following func-
tion
F (Rn) =
Rn
Ri,j
ni,j
nn + 1
(6.13)
with Rn the resource at the neighbour, and nn the number of agents on the neigh-
bouring site. This function estimates the amount of resource that may be harvested
from the neighbouring site, relative to the amount that may be harvested from the
present location. The function ranges between zero and infinity. Small values imply
that more resource could be harvested from the present location, whereas large values
imply that more could be harvested from the neighbouring location. The estimate
is based on the assumption that the available resource will be shared with any other
agents present on the respective site. The estimate is made for all of the neighbours in
the Von Neumann neighbourhood. The highest value of F (Rn) from these neighbours
is used for the computation of the probability to harvest.
The final probability to harvest is computed based on the functions H, G, and F
P aharvest = e
−wahHGF (6.14)
where wah represents the internal tendency of the individual agent to harvest. Thus
an agent is likely to harvest if it is hungry, if it sees a good opportunity for making a
harvest, and if it has a high internal tendency. Since the functions H, G, and F are
dimensionless, the state variable wah is also dimensionless. Note that the probability
of harvesting goes to one if the agent is very hungry, or if the expected harvest is
equal to the maximum possible harvest.
Harvest
The harvest submodel is composed of several other submodels that carry out the
action of the agent to harvest. The flowchart of the harvest submodel is in Fig. 6.14,
and the submodels in this flowchart are explained below.
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Select partner
A harvesting agent checks the Von Neumann neighbourhood for the presence of any
other agents that have not yet harvested. If no agents are present, the harvester cannot
choose any interaction partner. If one or more agents are present, the harvester will
consider its trust θa,a
′
towards those agents. This trust is computed as
θa,a
′
=
{
wrep(ρ
a′ + U(−ρunc, ρunc)) + (1− wrep)τa,a′ if interactions remembered
ρa
′
if no interactions remembered
(6.15)
Here τa,a
′
is the memory of past interactions between the agents, ρa
′
is the reputation
of the agent a′, and U(−ρunc, ρunc) represents the uncertainty in the observation of
this reputation by agent a, which is drawn from a uniform distribution between −ρunc
and ρunc. The size of this deviation is drawn from a uniform probability distribution
∆ρa
′ ∼ U(−ρunc, ρunc). The value of τa,a′ can take values between 0 and 1. A value
τa,a
′
= 0 means that the agent has always defected in previous interactions, and
τa,a
′
= 1 means that it has always cooperated.
Besides the trust towards potential interaction partners, the harvester also con-
siders the estimated resource Rai,j on their sites. The agent with the highest product
θa,a
′
Rai,j is chosen as interaction partner. Note that considering trust in the decision
to select a partner is an optional feature of the model. If this feature is disabled, a
partner is selected randomly without considering trust.
Interact?
If an potential cooperation partner a′ has been chosen by the harvester a, then both
agents decide whether to enter an interaction with each other. The probability of
entering an interaction depends on the trust towards the agent θa,a
′
(Eq. 6.15), and
on the estimated available resource on its patchRai,j . For the harvester, the probability
is
Pinteract =
{
θa,a
′ Rai,j
Rmax
if Rai,j < Rmax
θa,a
′
if Rai,j ≥ Rmax
(6.16)
For the interaction partner, the probability is determined in the same way, switching
the indices a and a′. If both agents decide to interact, then the interaction will
proceed. The interaction will count as a harvest for both agents, and neither agent
will thus be able to harvest later during the same time-step. If either or both agents
decide not to interact, then the harvester will harvest individually. In this case, the
interaction partner may still harvest or move later during the time-step.
Note that considering trust in the decision to interact is an optional model feature.
If this feature is disabled, agents will choose to interact if Rai,j ≥ Rmax, and will decline
the interaction otherwise.
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Defect?
If both the interaction partner a and the harvester a′ have decided to interact, then
the interaction partner will decide whether to cooperate or defect. The probability of
defection is a weighted average of the trust the interaction partner has towards the
harvester, as well as the internal tendency of the interaction partner to defect wdefect
Pdefect = w
a
reciprocityθ
a,a′ + (1− wareciprocity)wadefect (6.17)
The value of the agent parameter wreciprocity thus determines the relative weight of
trust in the decision to defect.
Considering trust in the decision to defect is an optional feature of the model.
If this feature is disabled, then the probability to defect will be given solely by the
internal tendency of the interaction partner Pdefect = wadefect.
Collect resource
The harvest is carried out by updating the amount of resource on the harvested site
i, j and the internal energy level of the harvesting agent. If there is an interaction
partner that decided to cooperate, the resource on its site is also updated. Each
agent can harvest up to a maximum of Rmax. If the amount of resource of the site is
insufficient to let an agent gather this maximum amount, then the available resource
is harvested. The updated amount of resource is Ri,j = R∗i,j − nhRh, with R∗i,j the
amount before harvesting, nh the number of agents that are harvesting on a site, and
Rh the harvested amount per agent
Rh =
{
R∗i,j if R∗i,j < nhRmax
Rmax if R∗i,j > nhRmax
(6.18)
Harvesting costs energy per unit of resource collected. If agents are cooperating
on a harvest, then this additional cost is lowered when making the harvest. Thus
ηind > ηcoop, with ηind the energy cost per unit of resource for individual agents, and
ηcoop the cost for cooperating agents. If there is only a single harvesting agent, and
no interaction partner, all of the collected resource is converted with efficiency c and
added to the internal energy
Ea = E∗a + cRh − ηindcRh. (6.19)
If there is an agent cooperating with the harvest, then both agents harvest from
their own location following Eq. 6.18, and share the total harvest equally
Ea = E∗a + c
(
Rah +R
a′
h
2
)
− ηcoopcRah (6.20)
Ea
′
= E∗a
′
+ c
(
Rah +R
a′
h
2
)
− ηcoopcRa′h (6.21)
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with Rah the amount collected by the harvester and R
a′
h by the cooperating partner.
Interaction partners that defect do not harvest anything, and spend only the initial
harvest cost Eh. The total harvest is still equally shared, so that
Ea = E∗a +
cRah
2
− ηindcRah (6.22)
Ea
′
= E∗a
′
+
cRah
2
(6.23)
Note that the harvester a pays the energy cost ηind per unit of harvest, and thus does
not receive any benefits from the interaction.
Update reputation and memory
After each harvest in which the harvester interacted with an interaction partner,
the reputation of the interaction partner is lowered if it defected, and increased if it
cooperated
ρa =
{
(ρ∗,a − 1)ζ + 1 if the agent cooperated
ρ∗,aζ if the agent defected (6.24)
This update ensures that all the previous decisions of an agent on whether or not to in-
terfere are implicitly represented in its reputation score. The parameter ζ determines
how quick the reputation changes as a result of recent decisions. The most recent
action has a weight of 1− ζ. The old value, which contains all previous interactions,
has a weight of ζ. If an agent does not interfere with harvests, then its reputation
score will move towards the maximum value of 1. If the agent does interfere, the score
will move towards the minimum of zero.
The memories of the harvester about the interaction partner are updated in the
same way as the reputation
τa,a
′
=
{
(τ∗,a,a
′ − 1)ζ + 1 if the agent cooperated
τ∗,a,a
′
ζ if the agent defected
(6.25)
Here τa,a
′
is the memory score of the harvester a regarding the interaction partner
a′, and τ∗,a,a
′
is the memory score before the update.
Move?
When deciding whether or not to move, an agent predicts how much resource it
expects to obtain at its current site and at the four nearest neighbouring sites. For
this decision, the estimated resource present on the neighbouring sites is updated to
take into account any changes in the resource amounts due to harvests. For its current
site i, j the agent expects that the resource will be shared evenly among the agents
on that site
Eaexp,i,j =
cRai,j
ni,j
. (6.26)
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For a neighbouring site, the agent expects that it will share the resource with the
agents already present at the site. The agent also considers that it will first have to
spend energy to move to a neighbouring site before harvesting there. Thus, the net
expected energy gain for the neighbouring site is equal to the expected harvest minus
the cost of moving to the site
Eaexp,k,l =
cRak,l
nk,l
− Emove. (6.27)
The expected energy gain of the current site is then compared with that of the nearest
neighbour with the highest expected gain. Based on this comparison, the probability
of moving is computed
Pmove = e
−wamEexp,i,j/Eexp,k,l . (6.28)
Thus, an agent is likely to move if the expected energy gain is higher on a neigh-
bouring site than on the present location. Since both the expected harvests have the
dimensions of energy, the variable wam is dimensionless. This variable represents the
differences between agents in their likeliness to move.
Move
The agent moves to the nearest neighbour with the highest value of R
a
i,j
ni,j
. The location
of the agent is updated to the new site.
Maintenance
For each agent, the daily energy cost of maintenance is deducted from the internal
energy
Ea =
{
0 if E∗a < Em
E∗a − Em if E∗a ≥ Em (6.29)
If the internal energy of the agent is lower than the maintenance costs, it will become
zero after paying maintenance. Because the ‘pay maintenance’ submodel is imme-
diately followed by the ‘die?’ submodel, the agent will then die without taking any
further actions.
Die?
Every time-step, agents have a probability of dying or breeding, based on their internal
energy. The probability of dying is
Pdie(E
a) = e−vdE
a
(6.30)
Thus, the probability of dying goes to one as Ea goes to zero.
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Die
If an agent dies it is removed from the simulation.
Breed?
If an agent does not die, it has a probability of breeding
Pbreed(E
a) =
{
0 if Ea < Eb
1− e−vb(Ea−Eb) if Ea ≥ Eb (6.31)
The submodel determines whether the agent will breed based on this probability.
Breed
If an agent breeds, it is replaced by two new agents. The energy of the parent is
split evenly among the two offspring. The values of wah and w
a
m are inherited by
the offspring with some random deviation. The deviation is drawn from a uniform
distribution between ˘z and z. In some cases, the resulting value of wah and w
a
m can
be negative. It is then set to zero instead. In the same way, the values of the weights
watrust and warep are also inherited.
6.A.8 Memory update
Agents remember previous interactions only for a limited number of time-steps. The
time since the interaction between agents a and a′ is tracked as a state variable ha,a
′
.
In the submodel, this age is increased by one. After this increase, if the time since
the latest interaction exceeds the maximum memory length ha,a
′
, then the memory
score is erased.
6.B One-factor-at-a-time results for growth rate r
In section 6.4.2 we have demonstrated the effects of increasing resource availability
by increasing the carrying capacity K. For comparison, we offer here the effects of
increasing the growth rate r. Similar to K, increasing values of r should cause an
increase in the availability of resource. Thus, we would expect similar results to those
shown in section 6.4.2. Fig. B1 shows that for increasing r the population size n
increases approximately linearly in the model with mechanisms for cooperation. In
the base model, in contrast, the population size increases for small values of r, but
for values of r ≥ 0.3, n starts to decrease. For values around r = 0.8 and larger, the
population collapses and almost goes to zero. Thus, the one-factor-at-a-time analysis
for r shows similar results to the one for K.
6.C Global sensitivity analysis
To explore the model behaviour under a wide range of parameter settings, we perform
a global sensitivity analysis, varying all model parameters simultaneously across the
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(a) (b)
Figure B1: (a): Number of agents n as function the parameter r. (b): Proportion of inter-
actions that lead to cooperation, as function of the parameter r. In both graphs
the output was averaged over time between t = 10000 and t = 20000.
range specified in Table 6.2. For each parameter, we sample the extremes of this
range and 9 equidistant points in between these extremes. Given the large number
of parameters, it is practically impossible to sample all the possible combinations of
parameter values. Instead we draw 100 Latin hypercube samples, which allows us to
sample a wide range of parameter values at lower computational costs. For each of
the drawn sample points, model runs were performed for both the basic model, and
the model with all mechanisms for cooperation enabled.
The analysis shows that the population goes extinct in a number of parameter
settings (Fig. C1a). Similar tipping points, where the model behaviour switches from
a positive population to extinction, are also present in a more simple version of the
model (Ten Broeke, Van Voorn and Ligtenberg 2016). Given the large number of
parameters, we cannot locate the tipping point in parameter space based on global
sensitivity analysis. Out of 1000 sample points, in the basic model 790 runs converged
to extinction, while in the model version with cooperation 722 runs converged to
extinction.
Fig. C1b shows that the amount of cooperation strongly depends on the parameter
settings. As would be expected, cooperation is generally less common in the base
model than in the model with mechanisms to support cooperation. However, for both
model versions the range of output values is wide. Even in the base model certain
parameter settings lead to more than 80% of interactions ending in cooperation.
It is common practice in global sensitivity analysis to decompose the output vari-
ance into sensitivity indices attributed to the various model parameters. In our case,
however, the output is far from normally distributed (Fig. C1). Thus, the variance
would not be a good measure to describe the variation of the outcomes and it would
not be insightful to report global sensitivity indices. In the following paragraphs, we
offer more detailed investigations into the effects of specific model parameters.
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(a) (b)
Figure C1: (a): Histogram of n over all runs from the global sensitivity analysis. (b): His-
togram of the proportion of interactions that lead to cooperation. The histogram
was computed over all runs from the global sensitivity analysis with n > 0. Since
the total number of runs with n > 0 is not equal for both model versions, the
histogram was normalised to have a total area of 1.

Chapter 7
General Discussion
Agent-based models (ABMs) are popular for modelling complex adaptive systems
(CAS). However, the credibility and utility of ABMs for studying CAS is hampered
by a lack of available methodologies for analysing these models. It is partly due
to this lack of methodologies that many studies employing ABMs do not include a
systematic sensitivity analysis (Thiele et al. 2014). Thus, there is a need for sensitivity
analysis methodologies that are suitable for ABMs. The main aim of this thesis is to
contribute to the development of such methodologies. To this end we have evaluated
the strengths and limitations of existing sensitivity analysis methods. Furthermore,
we have developed new methods to deal with challenges for which existing methods
were found to be insufficient.
7.1 Aims of sensitivity analysis
Before evaluating sensitivity analysis methodologies, it is crucial to discuss the aims
that those methodologies are intended to serve. Although sensitivity analysis can
serve a wide range of aims, most standard sensitivity analysis methods are designed
to evaluate which parameters cause the most uncertainty in the model output. In
this approach it is recommended to limit the analysis to a small number of output
variables (Saltelli et al. 2008). The model parameters are then ranked according to
their influence on the output variables. This approach is demonstrated in Chapters 2
(local sensitivity analysis) and 3 (global sensitivity analysis), and is commonly applied
in fields like engineering or chemistry. In these fields there is usually a relatively
high level of understanding of the modelled system, and a relatively low degree of
uncertainty. Therefore, accurate predictions are possible. Sensitivity analysis may
then help to further improve this accuracy by suggesting parameters for improved
measurements.
In most ABM applications, however, improving the accuracy of model predic-
tions is not the main aim of sensitivity analysis. ABMs are typically used to model
open systems with many uncertain factors. Although prediction in these systems
is not generally impossible (Helbing 2012, Troitzsch 2009), detailed predictions like
in engineering systems are usually out of reach. A survey of a wide range of ABM
studies has concluded that not a single one of these studies was aimed at making
180 General Discussion
direct predictions (Heath et al. 2009). The number of ABM studies with this aim
may have increased since this survey, but still appears to be relatively low. Instead,
many ABMs are used to explore whether a certain conceptual model can reproduce
observed behaviour of the real system (Heath et al. 2009, Macal 2016). Such an aim
places entirely different demands on sensitivity analysis methodologies. Rather than
to identify influential parameters, sensitivity analysis is used to answer questions such
as the following:
• What kind of emergent behaviour may the model generate?
• Which model mechanisms are essential for generating this behaviour?
• To what extent is the emergent behaviour robust to parameter changes?
• What kind of behaviour is possible under different parameter regimes?
These kind of questions ask for a more qualitative kind of model assessment, which
traditional sensitivity analysis methods are not designed to provide. This may explain
to a large extent the short-comings of these methods for analysing ABMs.
7.2 Evaluation of sensitivity analysis methodologies
In this thesis a few traditional methods of sensitivity analysis have been evaluated
based on their application to test-cases. Given the complexity of ABMs, and their
wide range of applications, any single sensitivity analysis methodology should not
be expected to be suitable for all ABM studies. As shown in Table 7.1, different
sensitivity analysis methodologies have different strengths and weaknesses. Thus, the
choice of sensitivity analysis methodology should depend on the types of interactions
in the model, as well as the aims of the analysis. In the following paragraphs we
discuss the strengths and weaknesses of each of the methods discussed in this thesis.
7.2.1 Local sensitivity analysis
Local sensitivity analysis was originally developed for ODE models, and has impor-
tant applications for these models. For ABMs, however, its utility is limited. Local
sensitivity analysis is based on partial derivatives of the model output with respect to
the model parameters. For ABMs, however, there are no equations available that re-
late the parameters to the model outputs. As a result, the direct differential method,
which is used to compute local sensitivities for ODE models, cannot be applied to
ABMs. Furthermore, most ABMs contain stochastic effects. For stochastic models,
the partial derivatives are not well-defined. So, local sensitivity analysis cannot be
applied to ABMs without modifications. Apart from these limitations, for sensitivity
analysis of ABMs it is necessary to explore a wide range of parameter changes, for
example to assess the effects of interactions between parameters, or to detect tipping
points. Local sensitivity analysis, in contrast, considers only small parameter changes
around a single point in parameter space. Therefore, local sensitivity analysis is not
suitable for assessing interaction effects or detecting tipping points in ABMs.
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7.2.2 Model-free global sensitivity analysis
Model-free sensitivity analysis is a form of global sensitivity analysis that is aimed
at ranking model parameters based on the proportion of output variance explained
by each (combination of) parameters. The method is called model-free because no
regression model is used in estimating these explained variances, in contrast with
regression-based sensitivity analysis (Section 7.2.3). The output variance is esti-
mated using Monte Carlo sampling. The use of the method has been advocated
for ABMs by various authors (e.g. Cariboni et al. (2007), Ligmann-Zielinska et al.
(2014), Fonoberova et al. (2013)). However, our results in Chapters 3 and 4 have re-
vealed a number of practical and conceptual issues that limit the utility of model-free
sensitivity analysis for ABMs.
A practical limitation is the relatively high computational cost of the method. In
Chapter 3, the method was applied to estimate sensitivity indices for 3 parameters
of an ODE model describing predator-prey interaction. With a sample size of the
order of 104 model runs, significant uncertainties in the sensitivity estimates remained.
Most ABMs contain a much larger number of parameters. For the relatively simple
ABM discussed in Chapter 4, which contains 15 parameters, the sensitivities could
not be accurately estimated even with a sample size of 17.000 model runs. Due to
this inaccuracy, some sensitivity indices were estimated to be negative, which has no
realistic interpretation. For these results, the sampling design suggested by Saltelli
(2002) was used. Other sampling designs have been explored in Chapter 3. Some of
these other designs might yield more accurate estimates, but the computational costs
are expected to be extremely high.
A second issue is that whereas model-free global sensitivity analysis expresses the
sensitivity indices in terms of explained variance, for many ABMs the variance is
not a good measure to describe the variation in the model output. If the model
output is normally distributed, then its variation is fully described by the variance.
For many ABMs, such as the one discussed in Chapter 4, the output distribution
is far from normal. The variance is then insufficient to describe the variation of the
output. Thus, before applying model-free global sensitivity analysis, it should always
be verified whether the model output is normally distributed.
A more conceptual issue is that the aggregation of model output across a region of
parameter space leads to a loss of detailed information that is crucial for understanding
model behaviour. ABMs generate large amounts of output data, both on the agent-
level and on the system-level. Considering only aggregated output on the system-
level does not yield insight in the emergence of system-level properties from lower-
level agent interactions. It may show that some parameter is influential, but not
why it it influential. Therefore, considering only aggregated system-level outputs
seems contradictory to the CAS approach, since CAS is a bottom-up approach in
which system-level properties emerge from lower-level interactions. Given the issues
described above, model-free global sensitivity analysis appears to be only of limited
use for most ABM studies.
7.2.3 Regression-based sensitivity analysis
Similar to model-free global sensitivity analysis, regression-based sensitivity analysis
expresses parameter sensitivities in terms of explained output variance. The main
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difference between both methods is that in regression-based sensitivity analysis a
regression model is fitted to the ABM output. The explained output variance for
each parameter is then computed based on the regression model. Thanks to the use
of a regression model, regression-based sensitivity analysis is computationally cheaper
than model-free sensitivity analysis. However, the method requires a regression model
that yields a good fit to the model output. For ABMs finding such a regression
model is typically not a straightforward task, because the relationships between the
parameters and the model outputs may be complex and may change over time. For the
test-case in Chapter 4, the difficulty of finding an acceptable fit proved to be a major
limitation. The method also suffers from most of the limitations that were discussed
above for model-free sensitivity global sensitivity analysis. Thus, if the aim is to rank
the model parameters in terms of their explained variance, then regression-based
sensitivity analysis may serve as a computationally cheaper alternative for model-free
global sensitivity analysis, if a suitable regression model is found. Otherwise, the use
of other methods is recommended.
7.2.4 One-factor-at-a-time sensitivity analysis
One-factor-at-a-time (OFAT) sensitivity analysis evaluates the output for a range of
values for one of the parameters, while keeping all other parameters constant. The
main advantage of OFAT is that it isolates the effect of individual parameters. For
each parameter, OFAT shows how changes in that parameter affect the output, for
example whether the output is increased or decreased, whether this relationship is
linear or non-linear, and whether parameter changes may cause a tipping point. In
Chapter 3, OFAT was applied to an ODE model for the purpose of tipping point
detection. The results revealed the same tipping points that may be detected using
bifurcation analysis. For the ABM in Chapter 4, for which bifurcation analysis is not
applicable, OFAT also revealed a number of tipping points. The main limitation of
OFAT is that since it considers only variations in individual parameters, it cannot
be used to explore interaction effects. As a result, it may fail to detect tipping
points that are only found if multiple parameters are simultaneously changed. It
is therefore recommended to supplement OFAT with a global method of sensitivity
analysis. Nevertheless, OFAT serves as a good starting point for analysing ABMs
and detecting tipping points. Furthermore, the computational costs of OFAT are
relatively low.
7.2.5 All-but-one-at-a-time sensitivity analysis
All-but-one-at-a-time sensitivity analysis (ABOS) is a graphical method of global
sensitivity analysis that has been discussed in Chapter 3. Application of ABOS may
be based on the same samples that are used for model-free global sensitivity analysis
or regression-based global sensitivity analysis. In ABOS the output of those samples
is plotted as a function of one parameter, while all other parameters are varied.
ABOS can help to reveal the effects of individual parameters, but unlike OFAT it
also explores interaction effects. A limitation of ABOS is that it is computationally
expensive. This limitation becomes irrelevant if ABOS is performed in addition to
regression-based global sensitivity analysis or model-free global sensitivity analysis, in
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which case it uses the same samples and thus does not impose addition computational
costs. A disadvantage of ABOS is that in case of a large number of parameters it
may become difficult to graphically identify the effects of individual parameters.
7.2.6 Earth-mover’s distance
Sensitivity analysis using the earth-mover’s distance is discussed in Chapter 5. In this
method, probability density functions (PDF)s of the model output are compared for
different model versions or settings. The earth-mover’s distance is used to quantify the
difference between PDFs. Using the full PDF, rather than summarising measures like
the mean or variance ensures that no information is lost due to aggregating output.
The PDF may be composed either of repeated model runs each measured at the
same time, or of a single model run repeatedly measured over time. By comparing
these two for adaptive and non-adaptive model versions, the method may be used
to measure the effects of adaptation. Although in this thesis the method was used
exclusively for the purpose of measuring adaptation, it could also be used as a more
general sensitivity measure for the effects of other factors on the model output.
7.3 Lessons from applying sensitivity analysis to
ABMs
An important use of the ABM test-cases in this thesis has been to explore the effects
of loosening simplifying assumptions imposed by other modelling methods. For exam-
ple, ODE predator-prey models assume that individuals are identical and influence
each other equally. Or, game models assume that agents follow economic rationality.
In some cases, such simplifying assumptions may help to reveal core mechanics of the
system. In other cases, however, they are over-simplifications. ABMs generally re-
quire a lower level of simplification than other modelling methods. Therefore ABMs
can be used to verify whether relevant characteristics of the system are neglected
through the simplifications of other methods. For example, in economic systems fac-
tors such as emotional attachment to a business can be strongly influential (Libre
et al. 2015). ABMs are suitable for modelling such factors, that are neglected in
traditional economic models. Thus, ABMs can contribute to a greater understanding
of the system by showing that factors that are neglected by traditional modelling
methods can have a significant impact on the system.
The downside of using ABMs compared to most other modelling methods is a
loss of analytic tractability. The sensitivity analysis methodologies proposed in this
thesis are intended to help mitigate this downside, and increase the utility of ABMs.
The ABMs discussed in this thesis serve as examples of how sensitivity analysis may
be used to obtain more information from ABMs. The main topics that have been
investigated using these ABMs are adaptation and resilience, and the evolution of
cooperation.
184 General Discussion
7.3.1 Adaptation and resilience
Resilience is currently a widely discussed topic in the context of SES. However, def-
initions of resilience vary strongly across the scientific literature (Grimm and Wissel
1997). Often resilience is explained in terms of a metaphorical potential landscape.
Potential landscapes have been commonly used in physics, for example in classical
mechanics, electrodynamics, or quantum physics. In these applications, the potential
energy has a clear meaning in terms of the motion of bodies under influence from a
force. For example, bodies under influence from the gravitational force are naturally
attracted to each other, and tend to minimise their potential energy by moving to-
wards each other. While the concept of potential is frequently used as a metaphor to
describe the resilience of SES, it is unclear to what extent this way of thinking trans-
lates to real-life SES. For example, it is usually unclear what aspect(s) of the real-life
system the potential energy would correspond to. As a result, definitions of resilience
are often vague and vary strongly between applications. Furthermore, when applied
to SES, thinking in terms of potential landscapes might lead to misleading insights.
For example, it is implied that there exist (local) minima in terms of potential energy
that the system is naturally attracted towards. For most real-life SES, however, it is
not known whether there exist stable states that the system is attracted towards, or
whether the system would continuously keep moving towards new states.
Thus, to apply the concept of resilience in real-life cases, there is a need to be
very specific about precisely what is meant by resilience. For example, it is crucial to
specify what aspects of the system should be resilient, and what kind of pressures or
shocks it should be resilient to (Carpenter et al. 2001). Furthermore, it needs to be
specified how the resilience of these aspects is operationalised, for example in terms
of return time, or stability of some system state. Simulation models can be helpful in
ensuring that the concept of resilience in SES, as well as the mechanisms underlying
this resilience are properly formalised. Furthermore, it helps the user to test the logi-
cal consistence of these mechanisms. For example, adaptation is commonly suggested
to be an important source of resilience in SES (Walker et al. 2004), but few studies
have verified this. In Chapter 5 an ABM was used to examine the effects of agent
adaptation on the resilience of a population of agents competing for a renewable re-
source. Using OFAT sensitivity analysis it was shown that the model contains tipping
points that lead to extinction of the population when crossed. To examine how adap-
tation affects the resilience of the population against this extinction, a model version
with adaptation was compared to a version that includes adaptation through natural
selection. It it shown that adaptation leads to a larger population size, and makes
the population more resilient to extinction. While extinction still occurs for certain
parameter settings, the parameter range for which the population remains positive is
increased. Although the model discussed in this thesis may be relatively abstract, it
shows how simulation modelling can be used to give a measurable interpretation to
the concept of resilience that may be used for real-life applications.
7.3.2 Cooperation
The evolution of cooperation has been studied extensively using game theory models.
Such models show that indirect reciprocity may be an important mechanism to sup-
port cooperation Nowak and Sigmund (2005). However, game theory models impose
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strict assumptions. For example, benefits from cooperation are pre-defined and con-
stant throughout the simulation. Furthermore, ecological dynamics such as changes
in population size due to cooperation are usually not taken into account (Doebeli and
Hauert 2005, Gotts et al. 2003). For common-pool resource systems, however, such
dynamics may be crucial. For example, a high level of cooperation might lead to an
increasing population size, which in turn can decrease resource availability.
ABMs provide a useful tool for including ecological dynamics, and loosening some
of the assumptions of game theory models. To this end, the ABM of Chapter 5
was extended to include cooperation between agents. Using OFAT, it was shown
that ecological dynamics strongly influence cooperation. For instance, in absence of
indirect reciprocity, both the level of cooperation and the population size decrease.
The decreased population size, however, leads to the formation of small groups. These
small groups show an increased level of cooperation. Thus, due to population size
effects and group formation, cooperation is maintained even in absence of any explicit
mechanisms to support it. This shows that it is important to consider ecological
factors in studies on evolution of cooperation. That these factors are omitted in most
studies may be largely because they quickly lead to highly complex models. ABMs,
when combined with suitable analysis methodologies, may be of great value to study
the effect of ecological factors on the evolution of cooperation.
7.4 Future work
The utility of sensitivity analysis methodologies for ABMs would be further improved
by the development of software to automate their application to ABMs. Currently
most software forABMs features only limited possibilities for performing a systematic
sensitivity analysis. For example, whereas Netlogo (Wilensky 1999) contains some
support for sensitivity analysis, it does not contain support for most designs of global
sensitivity analysis. As a result, performing such an analysis is time-consuming. An
important requirement for software to automate sensitivity analysis for ABMs is
that a wide range of options for storing and visualising output are offered. Whereas
traditional sensitivity analysis usually focuses on a small number of outputs, ABMs
can generate large amounts of data each time-step, both on the system-level and on
the level of individual agents. Therefore, ensuring that the different types of output
data are easily stored, accessed, and visualised is even more important for ABMs
than for other modelling methods. Steps towards more practical and user-friendly
application of sensitivity analysis have already been made in the form of tools like
MEME (Ivanyi et al. 2007) and RNetlogo (Thiele et al. 2014).
Traditional sensitivity analysis methodologies focus on examining a small number
of outputs, and creating high-level summaries of the effects of each model parame-
ter on these outputs. Agent-based models generate large amounts of output because
each individual agent possesses its own values for state variables. Thus, focussing
only on a few global outputs means that a lot of information is discarded before the
analysis takes place (Macal 2016, Nelson 2016). Progress may be made by collecting
more information on agent-level variables as part of model analysis. For example, in
Chapter 6 distributions of agent-level variables were used to better understand results
from OFAT sensitivity analysis. However, relationships between agent variables, or
between agent variables and system-level output, were not yet examined. The de-
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velopment of methodologies to detect such relationships may help to better analyse
ABMs. Standard sensitivity analysis methods that are currently available for ABMs
essentially consider all the intermediate processes as a ’black box’. Including examina-
tion of these processes as part of sensitivity analysis will require a different approach
towards sensitivity analysis. Tools for finding relationships in large amounts of data
have become available in other fields (Nelson 2016). Although the analysis of ABMs
poses its own challenges, application of methods from these fields may be a good step
towards a better use of sensitivity analysis to examine causal relationships contained
in ABM output.
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Summary
Many human and natural systems are highly complex, because they consist of many
interacting parts. Such systems are known as complex adaptive systems (CAS). Un-
derstanding CAS is possible only by studying the interactions between constituent
parts, rather than focussing only on the properties of the parts in isolation. Often,
the possibilities for systematically studying these interactions in real-life systems are
limited. Simulation models can then be an important tool for testing what properties
may emerge, given various assumptions on the interactions in the system. Agent-based
models (ABMs) are particularly useful for studying CAS, because ABMs explicitly
model interactions between autonomous agents and their environment.
Currently, the utility of ABMs is limited by a lack of available methodologies
for analysing their results. The main tool for analysing CAS models is sensitivity
analysis. Yet, standard methods of sensitivity analysis are not well-suited to deal
with the the complexity of ABMs. Thus, there is a need for sensitivity analysis
methodologies that are specifically developed for analysing ABMs. The objective of
this thesis is to contribute such methodologies. Specifically, we propose methodologies
for (1) detecting tipping points, (2) analysing the effects of agent adaptation, and (3)
analysing resilience of ABMs.
Chapter 2 introduces traditional methods of sensitivity analysis. These methods
are demonstrated by applying them to rank the most influential parameters of an
ODE model of predator-prey interaction. Furthermore, the role of sensitivity analysis
in model validation is discussed.
In Chapter 3 we investigate the use of sensitivity analysis for detecting tipping
points. Whereas bifurcation analysis methods are available for detecting tipping
points in ODE models, these methods are not applicable to ABMs. Therefore, we use
an ODE model to verify the results from sensitivity analysis against those of bifur-
cation analysis. We conclude that one-factor-at-a-time sensitivity analysis (OFAT)
is a helpful method for detecting tipping points. However, OFAT is a local method
that considers only changes in individual parameters. It is therefore recommended
to supplement OFAT with a global method to investigate interaction effects. For
this purpose, we recommend all-but-one-at-a-time sensitivity analysis (ABOS) as a
graphical sensitivity analysis method that takes into account parameter interactions
and can help with the detection of tipping points.
In Chapter 4 we introduce a basic ABM model of agents competing in a spatial
environment for a renewable resource. This basic model will be extended in the
subsequent chapters, and will serve as a testing case for various sensitivity analysis
methods. In Chapter 4, it is used to assess the utility of existing sensitivity analysis
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methods for ABMs. The results show that traditional methods of sensitivity are not
sufficient to analyse the ABM, due to the presence of tipping points and other strong
non-linearities in the model output. In contrast, OFAT is found to be helpful for
detecting tipping points, as was suggested in Chapter 3. Based on these outcomes,
OFAT is recommended as a starting point for sensitivity analyis of ABMs, preferably
supplemented by a global method to investigate interaction effects.
In Chapter 5 we extend the ABM of Chapter 4 by adding agent adaptation in the
form of a mechanism of natural selection. On short time-scales, the model behaviour
appears to be similar to the non-adaptive model version. On longer time-scales,
the agent adaptation causes the state of the model to gradually change as agents
continue to adapt to their surroundings. We propose a sensitivity analysis method to
measure the effects of this adaptation. This method is based on a quantification of the
difference between probability density functions of model version with and without
adaptation. Using this method, we show that this adaptation increases the resilience
of the system by giving it the flexibility needed to respond to pressures.
In Chapter 6 we further extend the test-case by giving agents the option to harvest
either cooperatively or individually. Cooperation increases the potential yields, but
introduces the risk of defection of the interaction partner. It is shown that ecological
factors, which are usually not considered in models on cooperation, strongly affect
the level of cooperation in the system. For example, low levels of cooperation lead
to a decreased population size, and causes the formation of small groups of agents
with a higher level of cooperation. As a result, cooperation persists even without any
mechanisms to promote it. Nevertheless, the inclusion of such mechanisms in the form
of indirect reciprocity does further increase the level of cooperation. Furthermore, we
show that the resulting high levels of cooperation, depending on the circumstances,
can increase the resilience of the agent population against shocks.
To conclude, in this thesis several methodologies have been proposed to help with
ABM analysis. Specifically, OFAT and ABOS are recommended for detecting tip-
ping points in ABMs, and in Chapter 5 a protocol is introduced for quantifying the
effects of adaptation. By suggesting these methodologies, this thesis aims to con-
tribute to the utility of ABMs, especially for studying CAS.
Samenvatting
Veel menselijke en natuurlijke systemen zijn complex door de aanwezigheid van een
groot aantal interacterende componenten. Zulke systemen staan bekend als complex
adaptieve systemen (CAS). Het begrijpen van CAS vereist studie van de interacties
tussen de componenten. Vaak zijn de mogelijkheden om deze interacties in echte
systemen te bestuderen gelimiteerd. Simulatiemodellen zijn dan een belangrijk hulp-
middel om het systeem beter te begrijpen. Vooral agent-gebaseerde modellen (ABMs)
zijn geschikt om CAS te bestuderen, omdat in ABMs expliciet de interacties tussen
autonome agenten en hun omgeving wordt gemodelleerd.
Momenteel wordt de bruikbaarheid van ABMs beperkt door een gebrek aan
beschikbare methodes om de resultaten van deze modellen te analyseren. De be-
langrijkste methode voor de analyse van ABMs is gevoeligheidsanalyse. Standaard
methodes van gevoeligheidsanalyse kunnen echter niet goed omgaan met de com-
plexiteit van ABMs. Daarom zijn methodes van gevoeligheidsanalyse nodig die zijn
ontwikkeld voor de analyse van ABMs. Het doel van deze these is het leveren van
zulke methodes. In de these worden methodes voorgesteld voor (1) detectie van kan-
telpunten, (2) analyse van de effecten van adaptatie, en (3) analyse van de veerkracht
van ABMs.
In Hoofdstuk 2 worden bestaande methodes van gevoeligheidsanalyse geintro-
duceerd. Deze methodes worden gedemonstreerd door ze te gebruiken om de meest
invloedrijke parameters te bepalen van een ODE predator-prooi model. Daarnaast
wordt de rol van gevoeligheidsanalyse voor modelvalidatie besproken.
In Hoofdstuk 3 wordt het gebruik van gevoeligheidsanalyse voor detectie van kan-
telpunten onderzocht. Bifurcatie-analyse wordt gebruikt voor de detectie van kan-
telpunten in ODE modellen, maar is niet toepasbaar op ABMs. Daarom gebruiken
we een ODE model om de resultaten van gevoeligheidsanalyse te vergelijken met die
van bifurcatieanalyse. We concluderen dat one-factor-at-a-time gevoeligheidsanalyse
(OFAT) een bruikbare methode is voor detectie van kantelpunten. Maar, OFAT is
een lokale methode die alleen veranderingen in afzonderlijke parameters beschouwt.
Het wordt daarom aangeraden om OFAT aan te vullen met een globale methode om
interactie-effecten te onderzoeken. Voor dit doeleinde raden we all-but-one-at-a-time
gevoeligheidsanalyse (ABOS) aan. ABOS is een visuele methode die interacties in
beschouwing neemt, en die kan helpen bij de detectie van kantelpunten.
In Hoofdstuk 4 introduceren we een ABM waarin agenten in een ruimtelijke
omgeving concurreren om een hernieuwbare grondstof te verzamelen. Dit model wordt
in de daaropvolgende hoofdstukken uitgebreid, en wordt gebruikt als een testmodel
voor methodes van gevoeligheidsanalyse. In Hoofdstuk 4 wordt het model gebruikt
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om de bruikbaarheid van bestaande methodes van gevoeligheidsanalyse voor de anal-
yse van ABMs te demonstreren. De resultaten tonen aan dat de bestaande methodes
niet voldoen voor de analyse van ABMs, omdat deze niet goed omgaan met kan-
telpunten en andere sterke niet-lineariteiten. OFAT blijkt wel bruikbaar voor de
detectie van kantelpunten, zoals eerder in Hoofdstuk 3 werd voorgesteld. Daarom
wordt OFAT aangeraden als startpunt voor de gevoeligheidsanalyse van ABMs, bij
voorkeur aangevuld door een globale methode van gevoeligheidsanalyse om interactie-
effecten te onderzoeken.
In Hoofdstuk 5 wordt aan het ABM van Hoofdstuk 4 adaptatie toegevoegd. Deze
adaptie vindt plaats via natuurlijke selectie. Op korte tijdschalen lijkt het modelge-
drag vergelijkbaar met de niet-adaptieve versie. Op langere tijdschalen veroorzaakt
de adaptie een geleidelijke verandering in de toestand van het model. We stellen
een methode van gevoeligheidsanalyse voor om dit effect van adaptatie te meten.
De methode is gebaseerd op een kwantificatie van het verschil tussen de waarschi-
jnlijkheidsverdelingen van beide modelversies. Met deze methode laten we zien dat
de adaptatie de veerkracht van het systeem positief beïnvloedt. Dit komt omdat
adaptatie het systeem de benodigde flexibiliteit geeft om te reageren op verschillende
soorten druk.
In Hoofdstuk 6 breiden we het testmodel verder uit door agenten de keuze te geven
om individueel of in samenwerking te oogsten. Samenwerking vergroot de potentiele
opbrengst, maar leidt tot een risico van defectie. Het wordt aangetoond dat ecolo-
gische factoren, die meestal niet worden beschouwd in modellen over samenwerking,
het niveau van samenwerking sterk beïnvloeden. Een laag niveau van samenwerking
leidt bijvoorbeeld tot een afname in de omvang van de populatie, en tot het ontstaan
van kleine groepen van agenten met een verhoogd niveau van samenwerking. Dit
leidt ertoe dat samenwerking blijft bestaan, zelfs zonder mechanisme om het te pro-
moten. Wel leidt de toevoeging van zulke mechanismen tot een verdere toename van
samenwerking. Daarnaast laten we zien dat een hoog niveau van samenwerking de
veerkracht van de populatie tegen schokken kan verhogen.
Ter conclusie, in deze these worden enkele methodes van gevoeligheidsanalyse
voorgesteld voor de analyse van ABMs. OFAT en ABOS worden aangeraden voor
de detectie van kantelpunten in ABMs. In Hoofdstuk 5 wordt een protocol geïntro-
duceerd om adaptatie te kwantificeren. Deze methoden hebben als doel om bij te
dragen aan de bruikbaarheid van ABMs voor de studie van CAS.
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