Abstract. This paper is concerned with the approximation of the Hindmarsh and Rose neuron model, which is able to reproduce the main neuronal behaviours, in view of its circuit implementation. The method is based on two main tools: a piecewise-linear approximation technique and bifurcation analysis. The piecewise-linear approximation of the Hindmarsh and Rose model is obtained by solving a mixed-integer optimization problem by a genetic algorithm. The result obtained exhibits a good degree of similarity to the original model, both from a qualitative and a quantitative standpoint.
Introduction
In the last few years, there has been a growing interest in the study, simulation and hardware implementation of large networks of interacting neurons. Although the number of mathematical models that mimic, with different degrees of plausibility, the behaviours of cortical neurons is high [1] , hardware and software implementations of large neuron networks have been so far limited to relatively simple neuron models, such as integrate-and-fire models [2; 3] . The simulation of large networks of more plausible neural models such as the one developed by Hindmarsh and Rose [4] or similar others is still unrealistic if not hardware implemented.
In this paper, we apply a method for the approximation and circuit implementation of dynamical systems to the Hindmarsh-Rose (HR) neuron model, which is able to reproduce the main neuronal behaviours. The method is based on the following tools: a piecewise-linear (PWL) approximation technique [5; 6] , a variational approach for the PWL approximation of nonlinear dynamical systems [7] , optimization algorithms for the minimization of cost functions [8] , and theoretical and numerical methods for the bifurcation analysis of nonlinear dynamical systems [9] [10] [11] . The circuit implementation aspects [12] [13] [14] [15] are completely neglected here and will be considered elsewhere.
The main novel element of this paper is the use of a genetic algorithm for the minimization of a cost function (depending on both real and integer variables) derived from a functional tailored on the HR model. In other words, we merge here the variational approach developed in [7] with the optimization algorithm proposed in [8] . The result is a PWL approximation of the HR model which is reasonably accurate and, at the same time, quite simple, in order to make the subsequent circuit implementation easier. The asymptotic dynamical behaviours of the approximating model can be selected by acting on two control parameters. The accuracy of the approximation is validated through bifurcation analysis, carried out by resorting to both brute-force and continuation methods. Finally, it is worth noticing that, even though our approximation procedure takes into account specific dynamical properties of the HindmarshRose model, the overall technique could be applied, mutatis mutandis, to other, possibly more complex, models, such as the Hodgkin and Huxley model [16] .
The rest of this paper is organized as follows: in Sec. 2 we give a general overview of our approximation procedure, which is composed of a PWL approximation technique and of a genetic algorithm, described in detail in Sec. 3. Section 4 presents the details of the twolevel optimization algorithm that we used to obtain the approximation. Sections 5 and 6 give a brief description of the Hindmarsh-Rose neuron model and of the bifurcation analysis that we performed. The results and validation of the approximation are presented in Secs. 7 and 8, respectively. Finally, Sec. 9 contains some concluding remarks and observations.
Approximation procedure
In [7] a method was proposed to find continuous PWL approximations of known nonlinear autonomous dynamical systems characterized by the presence of a small number of stable equilibria and/or limit cycles. These systems are described by continuous-time state-space models dependent on parameters, i.e., by systems governed by the following set of ordinary differential equations:
where [5] . By adding the northeast diagonals to the configuration obtained, each hyperrectangle is in turn partitioned into (n + q)! non-overlapping simplices, thus obtaining the simplicial partition S H . The class of continuous PWL functions that are linear over each simplex constitutes an N -dimensional Hilbert space P W L[S H ], which is defined by the domain S, its simplicial partition S H , and a proper inner product (see [6] for details). As an example, Figure 1 shows two finite-dimensional Hilbert spaces associated with simplicial partitions S Ha and S H b . These spaces are subsets of the ∞-dimensional Hilbert space L 2 (S). Since we deal with continuous real functions, we refer to the usual inner product for L 2 spaces of real functions, i.e.,
inducing the norm
where · denotes the Euclidean norm in R n+q , and dS = dy 1 · · · dy n+q . The j-th component of a vector field function f PWL belonging to P W L[S H ] can be represented as i.e., as a sum of N basis functions (organized into a vector by using a given criterion), weighted by an N -length coefficient vector w j . Then, N can be used as an index of the PWL model complexity. For a fixed m, the coefficients w determine the shape of f PWL . Obviously, the coefficients w depend not only on the partition, but also on (a set of samples of) the function to be approximated. For the sake of compactness, this dependence is not explicitly specified. According to the method described in [7] , to derive the vector field f PWL aiming to preserve the dynamical properties of the original system, a proper functional F can be defined whose minimization yields an optimum set of coefficients w * to be used in the approximation. Of course, the minimization is based on the assumption that either the analytical expression of f or a sufficiently large set of samples of f is avalaible.
The functional F can be defined as follows:
where λ is a positive constant. As has been discussed in detail in [7] , the term F 1 usually coincides with the functional adopted in [6] to find ("static") PWL approximations of functions. This term measures the distance between f and f PWL over the domain S in terms of the Euclidean norm (see Eq. (3)). The term F 2 is tailored to the original system and takes into account its salient dynamical features [7] . In other words, the minimization of F 1 tends to provide approximations of the vector field almost uniformly accurate all over the domain, whereas the minimization of F 2 forces the approximating vector field to be particularly accurate over some significant subsets of the domain. The regularization parameter λ balances the effects of the two terms.
It should be noticed that, according to Eq. (4), the functional F (f PWL ; λ) is a cost function E(w(m); λ) dependent on the real vector w of the PWL approximation coefficients, the scalar real parameter λ, and the integer vector m defining the simplicial partition of the domain. Moreover, by fixing the domain partition m and the weighting coefficient λ, the cost function E depends on w only, and the optimal weight vector w * can be obtained by solving a linear algebraic system of N equations obtained by imposing ∂E ∂w = 0 [7] . In other words, we can say that the weights are the parameters of the optimization, while the number of subdivisions and the coefficient λ are hyperparameters, since for every set (m; λ) there is a corresponding optimal set of weights w * . Then, in order to estimate the optimal values also for the hyperparameters, we resort to a second cost function (henceforth called quality factor) Q(w * (m; λ)) to be minimized with respect to m and λ. The quality factor must be defined to fit the original system and to take into account some of its main features.
To summarise, the minimization of E(w(m); λ) which is intrinsically a mixed-integer problem, can be split into two subproblems, one concerning only real variables (to minimize E(w(m); λ) for fixed values of m and λ) and a mixed-integer one (to minimize Q(w * (m; λ)) for a fixed (optimal) value of w * ). In other words, a mixed-integer optimization algorithm is the outer layer of the whole estimation procedure and its purpose is to choose the optimal hyperparameters (i.e., m * and λ * ), with respect to the quality factor. The inner layer calculates the optimal parameters w * by solving a linear system of algebraic equations.
The former mixed-integer problem cannot be solved with standard algorithms such as branchand-bound or cutting-plane, since the components of the vector m must be integers during the whole optimization process. We have chosen to use a genetic algorithm, that is described in the next Section, since its classical binary representation of solutions allows one to codify mixedinteger problems.
Once one has obtained the PWL approximation of the original vector field, it is necessary to carry out an "a posteriori" validation of the approximating dynamical system. To this end, we compare the bifurcation diagrams of the original and approximating systems. Since the PWL system cannot be analysed by resorting to standard continuation techniques, we "smooth" the PWL vector field, obtaining a piecewise-smooth (PWS) vector field. The bifurcation analysis of the PWS system is carried out, thus allowing the final validation. Figure 2 summarises the complete approximation procedure. 
Genetic algorithm
Genetic algorithms (GAs) are numerical optimization algorithms inspired by both natural selection and natural genetics. The method is a general one, capable of being applied to an extremely wide range of problems. The basic idea behind GAs is to simulate the evolution of a population of possible solutions: similar to what happens in nature, fitter individuals (i.e., better solutions to a given problem), will survive and breed, thus improving the global fitness of the population, which will eventually converge to a (sub)optimal solution. It is important to point out that GAs are a heuristic technique, and therefore their convergence to the global minimum of a cost function cannot be guaranteed. When using genetic algorithms, three crucial terms have to be specified: the cost function, the genetic representation and the genetic operators. These are described in detail in the following. 
Cost function
The cost function that we use is the quality factor Q which will be defined in Sec. 5 according to the characteristics of the dynamical system to be approximated; since genetic algorithms are a class of optimization algorithms that maximize positive functions, the values of the quality factor are normalized in the range [0, 1] through the relationship
where Q p,q is the quality factor associated with the p-th gene at the q-th generation, Q max,q and Q min,q are the maximum and the minimum, respectively, of the quality factor, for the whole population at the q-th generation, and f itness p,q is the fitness of the p-th gene at the q-th generation.
Genetic representation
As previously stated, we are dealing with a mixed-integer optimization problem: this suggests the use of the classical binary representation, since it makes it easier to codify mixed-integer problems. The representation is shown in Fig. 3 . The first M bits codify the vector m, where M is given by
n is the number of variables the function to be approximated depends on, and [m min , m max ] is the range of possible values for the numbers of subdivisions m i . With this encoding, not only can we treat mixed-integer problems, but we can also impose an upper limit to the values of m, thus fixing the maximum complexity of the approximation. The importance of imposing an upper limit is due to the fact that a higher number of subdivisions implies a higher value of N , i.e., a higher number of basis functions: obviously, as the number of basis functions increases, the approximation becomes more accurate and that would lead to lower values of the cost function. This means that if we didn't impose a constraint on the maximum number of subdivisions, this would grow indefinitely, leading to a very complex approximation which would be unsuitable for a hardware implementation. The remaining L bits of the gene codify the coefficient λ; L is given by
where [λ min , λ max ] is the range for λ and a is the required precision (accuracy) (e.g., 10 −6 , corresponding to a 6-digit decimal representation) for the variable λ. As an example, by assuming that (i ) the function to be approximated depends on three variables, (i.e., f (y) = f (y 1 , y 2 , y 3 )), (ii ) the maximum number of subdivisions is 16 along each dimension, and (iii ) we want a 6-digit precision for λ over the domain [1, 100] , the gene contains 3 · log 2 (15) + log 2 (99 · 10 6 ) = 39 bits. 
Genetic operators
The genetic operators we use are those typical of genetic algorithms: selection, mutation and crossover. In the following we shall use the terms popsize and numparents to indicate respectively the population size and the number of chromosomes chosen as parents for the following generation.
Selection We have implemented two different selection techniques:
• the first selection technique (which we shall call S1) is a variation of the well-known roulette wheel selection, which is the simplest form of selection used in genetic algorithms. This kind of selection starts by choosing numparents genes (the ones with the higher fitness values) that will be copied, unaltered, in the new population; then, a roulette wheel selection is performed popsize − numparents times on the whole population, in order to choose the remaining chromosomes. This procedure assures that the fittest individuals at every iteration will propagate into the subsequent generation.
• the second selection technique (which we shall call S2) is conceptually different from a roulette wheel type of selection. To perform this selection we first build three (not necessarily disjoint) sets: (i) the parents set, containing numparents (not necessarily distinct) chromosomes that will be allowed to breed, (ii) the unfit set, containing numparents distinct chromosomes that will perish, and (iii) the neutral set, which contains the remaining chromosomes. The new population is thus composed by the popsize − numparents chromosomes contained in sets (i) and (iii), plus numparents offsprings generated by the chromosomes in set (i). The chromosomes in set (i) are chosen with a roulette wheel technique, while those in set (ii) are those which have lower values of fitness.
The interested reader may find a more precise description of these and other selection procedures in [17] .
Crossover
We have implemented both single-and double-point crossover, but we found no significant differences between the two techniques. The probability of crossover is p c = 0.6, and the cut-points are chosen randomly, using a uniform probability density function in the interval [0, 1].
Mutation
The simplest form of mutation consists in choosing random bits in a gene and changing their values: obviously, changing the value of one of the least significant bits in the gene does not affect the optimization procedure as much as changing one of the most significant bits. To cope with this problem and to reduce the population diversity in order for the algorithm to converge as the number of generations grows, we use an adaptive form of mutation. To this end, we first choose, with a probability of mutation p m (p m = 0.1 in all our tests), a certain set of bits. Then, for every chosen bit, we calculate a further probability of mutation
where t is the number of the current generation, T is the total number of iterations, r is a random number drawn from a uniform distribution on the interval [0, 1], l is the relative position of the bit in the string starting from the least significant bit, 1 and B is the total number of bits contained in the gene. In this way, only if P is less than a second random number, drawn from the same uniform distribution as r, is the bit actually mutated. Figure 4 shows a flow diagram of the proposed algorithm, which is made up of two separate nested optimization procedures. In the light grey block the cost function E(w(m); λ) is minimized by solving a linear system of algebraic equations, while in the dark grey blocks a genetic algorithm minimizes the quality factor Q(w * (m; λ) ).
The optimization algorithm
In principle, it would have been possible to use a genetic algorithm to find the optimal values not only for the hyperparameters m and λ, but also for the weights w; in practice, such a strategy is extremely unlikely to converge to a global optimum, for two reasons: first of all, the genes would need to be variable in length and even though some papers have been proposed that deal with variable length representation (see Refs. [18] [19] [20] [21] ), no proof of convergence has been given. 
The Hindmarsh-Rose neuron model
The HR model [4] is described by the following set of ODEs:
The HR model is able to reproduce the most important dynamical behaviours exhibited by real neurons:
• quiescence; the input to the neuron is below a certain threshold and the output reaches stationary regime; • spiking: the output is made up of a regular series of equally spaced spikes (no adaptation);
• bursting: the output is made up of groups of two or more spikes separated by periods of inactivity; • irregular spiking: the output is made up of an aperiodic series of spikes;
The roles played by the system parameters are the following: I mimics the membrane input current for biological neurons; b allows one to switch between bursting and spiking behaviours and to control the spiking frequency; μ controls the speed of variation of the slow variable x 3 in (10) (i.e., the efficiency of the slow channels to exchange ions) and, in the presence of spiking behaviours, it governs the spiking frequency, whereas in case of bursting, it affects the number of spikes per burst; s governs adaptation: a unitary value of s determines spiking behaviour without accommodation and subthreshold adaptation, whereas values around s = 4 give strong accommodation and subthreshold overshoot, or even oscillations; x rest sets the resting potential of the system. In the following b and I will be considered as free parameters while the fixed values for the remaining parameters are: s = 4, μ = 0.01, and x rest = −1.6. In Figure 5 a brute-force bifurcation diagram of the HR model is shown for I ∈ [1, 6] and b ∈ [2.5, 3.5]. This basic bifurcation diagram has been obtained by numerically integrating system (10) on the parameter plane (b, I) and by looking at the one-directional intersections of the asymptotic trajectories with the Poincaré section x 2 − x 3 1 + bx 2 1 + I − x 3 = 0, that correspond to the maxima of x 1 . This choice is due to the fact that, under certain assumptions, this Poincaré section is always transverse to the flux. The classification is based on the number of different values of x 3 corresponding to these intersection points. In synthesis, when the x 3 value is unique, the neuron is spiking, whereas multiple values of x 3 may correspond to bursting or chaotic behaviours. Quiescence is checked during the transient evolution. The diagram in Fig. 5 points out the ability of the HR model to exhibit all the above mentioned dynamical behaviours. In particular, cyan represents quiescence, green is for spiking, yellow is for bursting and black is for chaos. Moreover, yellow changes to red as the number of spikes per burst increases, while green tends to become darker as the spiking frequency increases.
Bifurcation analysis of the original HR model
The overall bifurcation structure of the HR model is very complex and beyond the scope of this paper. In this section we shall give a brief description of some bifurcation curves and codimension-two points, in order to introduce the reader to the bifurcation scenario. A more detailed analysis can be found in [22] [23] [24] [25] . The bifurcation curves and codimension-two points have been obtained by numerical continuation using MatCont [26] and AUTO2000 [10] ; HomCont [10] has been used to continue homoclinic bifurcations and detect codimension-two points associated with homoclinic bifurcation curves.
The bifurcation curves considered have been superimposed on the brute-force bifurcation diagram in the parameter plane (b, I), shown in Fig. 5 . We have used capital letters to indicate bifurcations of equilibria, whereas lower case letters label bifurcations of cycles; moreover, dots indicate codimension-two bifurcation points. The green curve, labelled as H, is a Hopf bifurcation curve, and we shall denote by E the equilibrium involved in this bifurcation; the curve H is split into a subcritical and a supercritical part by a codimension-two point, labelled as GH, which is a Generalized Hopf bifurcation. Consequently, as is well known from normal form theory, a fold of cycles bifurcation originates at GH, which appears as the blue curve labelled as t. The cyan curve, labelled by f , is a period doubling bifurcation: this curve is the first one of a series of bifurcations that lead to chaotic behaviour through the mechanism known as period doubling cascade. The peculiarity of the curve f is that it separates the spiking and bursting regions, i.e., the green and yellow-orange regions in Fig. 5 .
The black curve, labelled as p, is a homoclinic bifurcation curve: in fact, we have been able to numerically detect the presence of a family of homoclinic bifurcations, which are so close to each other to appear indistinguishable on the scale of Fig. 5 . Moreover, each homoclinic curve is U-shaped, as qualitatively sketched in lower part of the homoclinic curve, where the Belyakov point B is located, but analogue results hold for the upper part of the homoclinic curve p. The U-turn is so sharp that it can be detected only on a very small scale. This phenomenon is well known [27; 28] and is characterized by cycles with a different number of turns on the two branches of the homoclinic curve: what is shown in Fig. 6 for 1-and 2-turns cycles could be shown for 2-and 3-turns cycles, for 3-and 4-turns cycles and so on. One further remark about this homoclinic bifurcation curve is the presence of the point labelled as B, which is a Belyakov point: theory predicts the presence of several families (of infinite cardinality) of bifurcation curves originating at this point and accumulating exponentially on the homoclinic curve. [29] [30] [31] [32] The curve f is one of such curves. Another interesting phenomenon is the so-called period-adding: this mechanism leads to the gradually darker tones in the left part of the diagram, which correspond to an increasing number of turns of the cycles. Figure 7 shows what happens when the parameter b is decreased from 3.3 to 2.5, with I = 2: the norm of the cycle, shown on the y-axis, increases in a staircase fashion, with every "step" corresponding to a higher number of turns. In addition, the red dots in Fig. 7 correspond to folds of cycles bifurcations, which constitute the organizing structure of the period-adding mechanism. This mechanism changes the behaviour of the system from regular spiking to bursting, smoothly increasing the number of spikes per burst. The cycles in Fig. 7 have been obtained with AUTO, by continuing, for decreasing b, the stable 1-turn limit cycle located at the coordinates (b, I) = (3.3, 2). We decided to display on the y-axis of Fig. 7 the L 2 norm of the limit cycle, since this measure gives a better idea of the staircase period-adding mechanism: other measures, such as the period of the cycle or the maxima of one component, would have provided similar quantitative information. Finally, it is worth noticing that every fold of cycles bifurcation corresponding to one of the red dots of Fig. 7 originates from the curve p, thus making the homoclinic bifurcation curve the organizing centre of the whole bifurcation scenario. 
PWL approximation of the HR neuron model
As can be easily seen from Eqs. (10), the nonlinearities of the model are polynomial and are confined to the first and second equations. In vector notation, by denoting with x = [x 1 , x 2 , x 3 ] T the state variables and with p = [b, I] T the bifurcation parameters, we may rewrite the vector field f as the sum of a linear and a nonlinear part:
where s(x;p) is the vector containing the linear part of the model, and u(x 1 ; b) is the vector containing the nonlinear part. As a consequence, to obtain a PWL approximation of the model it is sufficient to approximate the nonlinear vector field u with a piecewise-linear vector field u PWL over a two-dimensional simplicial domain S, with respect to the variables x 1 and b. 2 To this end, the functional F can be written as the weighted sum of two terms:
The first term measures the closeness of u and u PWL over the whole approximation domain S. The second term measures the distance between f and f PWL over the Hopf bifurcation curve H of the original system (see Figure 5 ) involving the equilibrium point E, i.e., the equilibrium
International Figure 7 : The series of fold of cycle bifurcations that organize the period-adding mechanism. In this diagram I = 2. which undergoes the Hopf bifurcation H. The weighting coefficient λ controls the trade-off between the two terms. It should be noticed that all the components of the original vector field evaluated in E are zero over H. As an alternative, one may choose to approximate accurately the most significant stable (or unstable) equilibria and limit cycles over some parameter plane regions of interest.
Then, in order to also estimate the optimal values for the hyperparameters, we define the following quality factor, which measures the distance between the Jacobian matrices J and J PWL of the vectors u and u PWL , respectively, over a set of N p × N x points uniformly distributed over the domain S, N p for the parameter b and N x for the state variable x 1 :
where · 1 indicates the 1-norm, 3 J(x; p) k and J PWL (x; p) k indicate the Jacobian matrices calculated at the k-th point (x; p) k in the set of points distributed over S; note that J PWL (x; p)
is also a function of w(m; λ), hence the expression Q(w * (m; λ)). Roughly speaking, such a function tends to its minimum when the solution -which for a fixed λ has been determined to be close to u in the C 0 distance, particularly around the curve H 1 -tends to remain close to u in the C 1 distance as well.
Results of the PWL approximation
Some significant results obtained by performing different runs of our optimization procedure are shown in Table 1 : the optimal values for the number of subdivisions and for the coefficient λ are highlighted. It is worth noticing that, after a transient of some generations, the population converges to the optimal vector of m = [7, 1] for the number of subdivisions, whereas the coefficient λ evolves more smoothly during the whole evolution procedure. The diagrams in Fig. 8 give an idea of the mean and standard deviation of the cost function over the whole population as the number of generations increases, i.e., as the optimization procedure converges to the optimal value. This kind of behaviour is typical of genetic algorithms: in fact, it shows that population increases its fitness while at the same time decreasing the diversity, which is the hoped for behaviour in optimization algorithms that contain populations of feasible solutions.
Approximation validation
To verify the quality of our optimization procedure, we have carried out for the approximating model the same bifurcation analysis described in Sec. 6: it should be noticed, however, that the extent of the bifurcation analysis that we have been able to carry out is restricted, particularly concerning the numerical continuation of bifurcations curves. This is due to numerical problems that arise when smoothing the PWL basis functions [11] to make them suitable for numerical continuation, which requires the vector field of the dynamical system to be smooth "enough". In order to meet the smoothness requirements imposed by the continuation methods, we used a smoothed version of the N PWL basis functions by simply replacing the absolute value function, which is the building block of the such functions, with the following function:
where the parameter a controls the degree of smoothness. The smoothed (PWS) versions of the PWL basis functions still form a basis, provided that the parameter a is not too small (in our continuations, we fixed a = 40). Figure 9 shows y(x, a) for different values of a. Figure 10 shows a brute-force bifurcation diagram on which the numerically obtained bifurcation curves have been superimposed. The similarity to the bifurcation diagram presented in Fig. 5 is evident and gives us a confirmation of the quality of the approximation that we have obtained. Unfortunately, by numerical continuation we haven't been able neither to detect a Belyakov point on the PWL homoclinic curve, nor to verify the presence of an analogous of the sharp U-turn that are the distinguishing features of the original homoclinic curve. Nevertheless, both the brute-force diagram and the bifurcation curves that we were able to continue point out the good matching, in terms of bifurcation structure, between the two models: for instance, it is evident that the mechanism that regulates the period-adding mechanism in the two models is the same, i.e., a series of limit point of cycles bifurcations that gradually increase the number of turns per cycle. Finally, it is necessary to point out that in some cases (e.g., the period doubling bifurcation curve f in Fig. 10 ) the bifurcation curves of the approximating model do not border exactly the corresponding regions of the brute-force diagram: the PWS basis functions, in fact, are slightly different from the PWL functions and this introduces an additional level of approximation in the model, since both the optimization procedure and the brute-force diagram use the original PWL basis functions. We show in Fig. 11 the birth of an unstable limit cycle from the Hopf bifurcation H in both the original (left panel) and PWS (right panel) models, along the vertical line b = 3.45 in the parameter plane: the unstable cycle (red trajectories) collides with a stable cycle (green trajectories) in a fold of cycles bifurcation. For the sake of completeness, also the equilibrium undergoing the Hopf bifurcation is displayed. The similarity between the two models is clear both in terms of cycle shape and parameters' correspondence. Figure 12 shows one-dimensional bifurcation diagrams of the original (upper panel) and approximating model: the diagrams were obtained for b = 2.96 and I ∈ [2, 5] . On the vertical axis we have the coordinate x 3 of the points corresponding to the intersections of the asymptotic trajectories with the Poincaré section, i.e., the points which are maxima for x 1 . The two panels show a high level of similarity, especially in the spiking and bursting regions; there are significative differences in the chaotic region, but, from a neuronal modeling point of view, that is of minor importance, since chaotic behaviour is less important than others.
Even though bifurcation diagrams such as those in Figs. 5 and 12 give us good insight in the similarity of the approximating model to the original one, our final goal is to obtain an approximating model with stable invariant sets which also qualitatively resemble the original 
Concluding remarks
In this paper we have presented a method to obtain a PWL approximation of the Hindmarsh and Rose neuron model. The low number of basis functions required for the approximation (N = 16) make it suitable for analogue implementations [14] . The novel optimization procedure that we used to obtain the approximation is made up of two nested algorithms: the inner is a standard least squares technique and is used to obtain the optimal weights, whereas the outer is a genetic algorithm, whose purpose is finding the optimal number of subdivisions and the optimal scaling coefficient λ. The quality of the approximation has been verified by resorting both to one-and two-dimensional brute-force bifurcation diagrams and continuation techniques, which showed that not only the qualitative behaviours of the original model are preserved, but also the overall bifurcation scenario is reproduced faithfully. The approximating model is a good starting point for the development and subsequent hardware realisation of a network of interacting neurons: from this perspective, even though various architectures have been proposed that implement neuronal networks [33] [34] [35] [36] , we must point out that the Hindmarsh-Rose model displays more complex behaviours, such as bursting and irregular spiking, which would allow the construction of a more biologically plausible neuronal network.
