Abstract-In this paper we study the learning of affordances through self-experimentation. We study the learning of local visual descriptors that anticipate the success of a given action executed upon an object. Consider, for instance, the case of grasping. Although graspable is a property of the whole object, the grasp action will only succeed if applied in the right part of the object. We propose an algorithm to learn local visual descriptors of good grasping points based on a set of trials performed by the robot. The method estimates the probability of a successful action (grasp) based on simple local features. Experimental results on a humanoid robot illustrate how our method is able to learn descriptors of good grasping points and to generalize to novel objects based on prior experience.
I. INTRODUCTION
Manipulation skills result from the combination of different motor and perception processes. Developing such skills is an intricate process that happens at many different levels, from sensory-motor coordination to more abstract reasoning processes. Neuroscience studies have provided insights to develop computational models on infant grasp learning [1] and generally on how humans deal with grasping [2] . In particular, there is evidence suggesting that humans easily determine, from their prior experience, what is the better way of grasping and the appropriate grasping point -i.e. the relative location of the hand and the object and the way to close the fingers around it -and can perform a grasp without any visual control, but using only visual planning [3] .
In this context, affordances [4] have recently received a lot of attention from cognitive robotics as a way to encode information about the object behavior under robot actions. This type of information has been fruitfully used at different levels of abstraction including affordance based control schemes [5] , tool usage [6] and imitation learning [7] .
A key point of this type of knowledge is that it is based on the robot experience. This is important since it guarantees that the robot morphology is implicitly embedded in the learning process and, therefore, the resulting models depend on it. Examples of this dependency are abundant in the affordance literature in ecological psychology. Studies show how the perception of affordances varies between subjects when asked Luis Montesano and Manuel Lopes are with the Instituto de Sistemas e Robotica, Instituto Superior Técnico, Lisboa, Portugal. E-mail: lmontesano,macl@isr.ist.utl.pt.
Work partially supported by the Information and Communications Technologies Institute, the Portuguese Fundação para a Ciência e a Tecnologia under the Programa Operacional Sociedade de Conhecimento (POS C) that includes FEDER funds and the project PTDC/EEA-ACR/70174/2006, and by the EU Project (IST-004370) RobotCub. Fig. 1 . Examples of graspable objects. Each object has a different point, or set of points, that allow grasping the object, e.g. the handle of the steam iron or the coffee cup. Learning grasping affordances involves discovering visual descriptors that allow to recognize and perform successfull grasps using experience even in unknown objects.
about what is a stair [8] , if a particular hole in the ground is traversable or about heaviness perception [9] . This also clearly applies to grasping tasks where the object size and weight will change human perceptions. Also, in the case of a robot the hand morphology is a crucial aspect of whether an object can be grasped or not.
This paper address the problem of learning visual descriptors for affordance properties such as graspable (see Figure 1) . Learning is done through experimentation with the objects. Local visual descriptors of graspable objects are learned based on the return signal (successfull or failure) of the grasping action. Our method combines a Bayesian model of the probability of the action success based on Binomial-Beta distributions with a non-parametric kernel based approach. From a set of examples, it provides an estimate of the successfull completion of an action upon the different parts of an object. It also provides information about the confidence of this estimate. In other words, the agent is also aware of how certain his knowledge about this object is which allows to implement active approaches such as intrinsic reward [10] .
We illustrate the performance of our method using Balthazar [11] , a humanoid torso with an anthropomorphic hand. We recorded a set of of trials where the robot tried to grasp different objects at several points. Based on this training set, the robot successfully predicted grasping points for new objects based on prior experience.
The remainder of this paper is organized as follows. After discussing related work in the next section, section III presents our approach to grasp and grasping point learning algorithm. In Section IV, we present the experimental setup and a set of experiments that illustrates the performance of the method. Finally, in section V we discuss draw our conclusions and comment on future developments. Affordance models have been widely studied in psychology and provide evidence about the existence of this knowledge in humans [8] , [9] . However, there is still some ongoing discussion on the specific characteristics of this knowledge (see [12] for a review). Unfortunately, there is little evidence on how humans learn this type of knowledge.
Computational models of affordances link actions and objects, mainly in the context of manipulation tasks. They have been used to model infant grasp learning [13] where they provide context information about the possibility of executing a specific action. They have also been used to selectively focus attention during obstacle avoidance e.g. [14] or, in a Bayesian framework, as prior distributions for social interaction e.g. [7] .
Discovering affordances is, inherently, a learning through experience task. Several authors have used maps to predefined input features to the desired output of an specific task. In [15] , geometric features such as orientation are mapped into the motion direction resulting after poking. Self organized maps were used in [16] to associate object invariants descriptors to the successful or failure of an action. The work in [7] proposed a general model to learn multiple affordances using Bayesian networks. Other approaches use low level features such as SIFT descriptors [17] and learn tables with invariant configurations.
Since our experimental results focus on grasping, it is worth to provide some references to identify similar approaches done in the robotics literature. Most of early work used geometry to design stable grasps [18] . After this initial research the focus shifted to the relation between perception and action and several approaches tried to extract visual information to plan grasping actions: based on 2D information [19] , [20] , approximating to known geometric shapes [21] or using range information [22] . Other works considered learning approaches to control the manipulator to the desired grasping position based on visual servoing techniques [23] or imitation [24] . Some approaches tried to learn a mixture of perception and action. For instance, [25] learns to grasp simplified superquadric shape approximations of objects. The work in [26] learns an object classifier based on the 2D appearance and the camerarobot calibration using Gaussian basis functions.
Related to our approach, two previous works have learned visual descriptors for grasping called grasping points. [27] defines a reward function based on simple geometrical features of the object and some heuristics. Based on it, reinforcement learning techniques were used to learn a grasp controller with a PUMA robot and simple planar objects. The graspable affordance of the object at a particular point is in the Qfunction. The work in [28] proposed to learn correct grasping points for a precision grip (i.e. a gripper) directly from visual features using supervised learning techniques. A good 3D grasping point is selected by fusing several 2D points and 3D planning algorithms used to reac it. Point features define the graspable affordance of an object at a particular point. Each point has different features that are mapped to the successfull grasp probability. The network shows the dependency for a particular point. Our algorithm uses kernels to locally extrapolate information from previous trials.
III. LEARNING VISUAL DESCRIPTORS FOR AFFORDANCES
This section describes our approach to learn visual descriptors for affordances. We adopt a learning through experience framework where the robot tries the action, e.g. a grasp on an object, and is able to distinguish between failures and successes. The robot perceives the object using vision and extracts a (large) set of visual descriptors. Our objective is two-fold. First, we want to learn a function to predict the probability of success of a particular action on a specific object point. Second, the learning process should also produce confidence based measures of this knowledge. This confidence is important to guide exploration for grasping points in new objects.
As a way to clarify our purpose, let us consider the case of grasping (see Fig. 1 ). A graspable object cannot be grasped in any way. Indeed, a particular type of grasp, e.g. a power grasp, will only succeed in some parts of the objects. Our purpose is to identify these particular points that are suitable to perform a grasp. Figure 2 illustrates the process for the coffee cup. As mentioned above, each potential grasping point is described by a set of features. Our objective is to estimate the function that maps these features to the probability of succesfully grasping the object.
In the remainder of this section, we describe our Bayesian approach to learn visual descriptors from low level features.
A. Binomial-Beta model
For the time being, let us consider a single grasping point described by the feature vector x i . The robot tries m times to grasp the object at this location and obtains a set of positive and negative results, S i and U i respectively. Each of this trials is a Bernoulli experiment. Let p i be the probability of a successful grasp. Then, p(S i | p i , m) is given by a Binomial distribution of parameters p i and m. Our objective is to estimate the posterior distribution of p i given the examples,
1 . The standard Bayesian approach to compute the posterior uses the Beta distribution, Be (p; α, β)
as a prior, where B(α, β) is the Beta function. α and β are shape parameters that can be interpreted as the number of success and failed trials encoding our prior knowledge The Binomial and Beta distributions form a conjugate pair [29] and, therefore, the posterior is also a Beta distribution with updated parameters α + S i and β + U i .
B. Non-parametric smoothed beta distributions
We are now ready to introduce our algorithm to predict the grasp probability using samples taken at different places of the input space X . We assume that the input space X ⊆ R d and denote input vectors as x. The observations at a particular input vector x i are the number of successful and total trials 2 ,
We denote a set of input vectors as X n = {x 1 , ..., x n } and the corresponding observations as Y n = {y 1 , ..., y n }. The objective is to estimate the posterior p(p * | x * , X n , Y n ) at an arbitrary point x * . Formally, we are looking for a map f : X → B αβ where B αβ is the space of Beta distributions parametrized by α and β.
To predict the posterior probability at point x * , we apply the Bayes rule,
The last expression assumes that, given the parameter p * at x * , the observed grasp results are independent of each other. The prior distribution p(p * | x * , X n ) is just a Beta with parameters α 0 and β 0 independent of the training data. For instance, if we set both parameters to one, the prior becomes a uniform distribution.
The likelihood term p(y i | p * , x * , x i ) represents the likelihood of the observations y i given the input features x i and x * and the success rate p * . To model this dependency, we have to add some structure to the model, in particular, we assume that the grasping probability is smooth given the feature space. Based on this extra structure, we take a kernel based non parametric approach [30] to extrapolate from the training dataset to unseen features. We define a kernel based diffusion for the parameters of the beta distribution between two input points x 1 and x 2
where K : X × X ⇒ [0, 1]. Intuitively, when the kernel is a decreasing function of the distance between x 1 and x 2 , the diffusion process keeps the same beta parameters for the same point and decreases as the point is further in the feature space. As a result, when all the kernels vanish the prediction converges to the prior Be(α 0 , β 0 ). The likelihood function of each individual observation is modeled as
where the variables S * i = K(x * , x i )S i and U * i = K(x * , x i )U i are the number of successful and failed grasps at point x * given the grasp results observed at x i .
Finally, the predicted posterior probability at point x * can be computed as
= Be p * ; and the predicted mean grasp probabilitȳ
. Figure 3 shows an example of the algorithm predictions for a one dimensional feature space. The p i is a sinusoidal function of the input x. The 1-0 observations are generated through a binomial distribution based on the true p i at that point. Figure 3(a) shows the true function and the predicted mean. An important feature of our algorithm is that it estimates the full posterior distribution at each feature (see Figure 3(b) ). This is important because it provides an associated notion of confidence, or uncertainty, about the predicted grasping probability. The figure also illustrates how the algorithm tends to the prior distribution in the absence of measurements. In the figure, this occurs for x < −1 where the predicted mean value of 0.5 is due to the uniform prior.
C. Kernel parameter selection
Besides the prior Beta distribution encoding our prior knowledge about the problem, the algorithm requires to set the parameters θ that define the kernel K(·, ·). We estimate this parameters from the training data using a cross-validation approach. For each point, we compute the posterior distribution p(p i | x i , X n,−i , Y n,−i ), where X n,−i , Y n,−i represent the input features and observations of the dataset except x i and y i respectively. Then, we use a minimum least square criterion between the predicted meanp at each point and the observed empirical one 3 ,
In our case, we used a diagonal Gaussian kernel with independent bandwidths for each dimension of the features. The function was minimized using the active set method [31] and positive constraints for the kernel bandwidths. In any case, other constrained optimization methods such as the interior point provide similar results.
IV. EXPERIMENTAL RESULTS
This section describes the experiments performed to evaluate our method and the corresponding results. First, the experimental setup, the visual features and the robot are described. Then, we show the grasping point learning results and how to use them to grasp novel objects. 3 We also minimized the pseudo-likelihood cross validation function, but the results where worse than using the least square one. 
A. Robot
We used Baltazar, a humanoid torso composed by a binocular head and an arm-hand [11] . The arm and the anthropomorphic robot hand have 6 and 4 degrees of freedom, respectively. For our experiments, we implemented a grasp action to pick objects from a table. It consists of two different steps. First, the robot reaches a selected grasping point using a visual servoing technique. The object is always approached from the top until until contact with the object is made. Then, the hand performs a pre-programed closure phase.
B. Computer Vision features
Recall that each potential grasping point is described by a set of features. The features need to capture enough, object, information so as to allow a smooth estimation of p. In our case, the selected features are generic filters applied directly to the saturation channel of the image. In this way, features are general, do not include any a priori object knowledge and are robust to different illumination conditions. In addition to this, they are robust, fast and easy to extract. We use the bank of 151 filters shown in Table I and Fig. 6 . 
C. Results
To evaluate the algorithm, we recorded a dataset using the 6 objects of Fig.4 . The robot tried to grasp each object at several different points. The total number of actions was 550. For each of these trials we recorded the selected point, the actual point where the grasp was performed, the result of the grasp (success or failure) and the visual features of the grasped point.
First, we estimated the optimum kernel parameters for this dataset. We initialized the kernel bandwiths with random values. The number of iterations until convergence was around one hundred. Very similar results were obtained from different initializations. With slight variations, the number of kernel bandwiths different from zero was in average 12. Thus, the optimization selected a small set of the filters from the initial 151. The set of filters was stable with small variations in the weights computed for each feature.
It is important to note that there is no ground truth for our dataset. A realistic simulation is also difficult due to the hand morphology and the interactions with the objects. We present two types of evaluation. First, we computed the predicted grasp probability for each pixel of every image in the training dataset. Note that each image provided only a small set of labeled feature points to the training dataset. Since we tried the same object several times, the same object is present many times in different images. The idea is to compare the results among images from the same object and check if the method is able to generalize to the unlabeled feature points across images. Figure 7 shows the predicted grasp probability for some images of the training dataset. The images show that predictions between different images of the same object are consistent, i.e. are similar for the same object parts in different images. Moreover, the approximation is smooth and consistent despite the fact that different images have slightly different perspectives of the objects and illumination conditions vary. The figure also shows the variance of the posterior distribution of p as a confidence measure of the prediction.
The second way to evaluate our method is to try new objects and let the robot decide where to grasp. Figure 5 shows the objects used for testing. The objects are rather different from the training ones in terms of texture, color, shape and size.
The robot tried to grasp at the point with the highest grasping probability. We repeated each experience five times for each object in Fig. 5 . Table II summarizes the results. For each object, it shows the average of the grasp probability of the selected point (which is different at each trial) and the percentage of successful grasps. The comparison of these two values is not a good indicator for the performance of the algorithm. This is because the posterior is computed based on the number of trials predicted by the kernels which may be very different from the number of trials of the empirical p. Moreover, the method computes the posterior, which may be correct even if the observed p differs from the predicted one. Nevertheless, a p close to 0.5 is usually an indicator of an Table II . The predicted point for the first five objects was always located in a similar part of the object and was a good location to perform the grasp (see Fig. 8(a) for the ball). The same happened with the bat which is a much bigger object, but whose grasping point was correctly predicted where the hand best fits it (see Fig. 8(b) ).
The prediction for the next two objects was worse, since the robot could not grasp the objects at the selected points. For the salt shaker (Fig. 8b) , the variance of the posterior was low which indicates it is close to some objects in the training dataset. However, the features were not able to reflect two important differences that affected the grasp: the rigidity of the material and the conic shape which make the object slide from the hand. This was true also for the can, but here the posterior was much more uncertain reflecting the fact that the object is not very well represented in the database. Finally, the basket was marked as an almost unknown object with the posterior of the best grasping point being basically the prior (see Fig. 8b ). However, the method was able to reject many negative points based on prior experience which allow the robot to grasp in a point which, in this particular case, allowed to grasp the basket.
V. CONCLUSIONS
We have presented a new algorithm to learn grasping affordances from experience. The method maps local features to the probability of success of a specific action. This map includes implicitly information about the morphology of the robot hand and represent the object graspable affordance. The proposed method was able to select among a set of general low level descriptors those who were relevant for the particular task. Furthermore, this is done automatically by adjusting the kernel bandwiths (i.e. the importance of the different features) based on the robot experience.
