III. A GENERAL FORM OF THE MAP EQUATION
Rosvall's original Map Equation favours community partitions. Here we generalise the equation to allow different types of meso-structure to be identified. For a given partition M , the actual sequence of modules that are visited by the random walk is a Markov Chain with transition matrix:
and stationary probability p i . Consider another ergodic between-module model flow, defined as a random walk over the modules of the graph with transition matrix w mod ij and stationary distribution p mod i . Write p(i, j) = p i w ij as the joint distribution of visiting module i followed by module j in the random walk. We seek a module partitioning M , such that p(i, j) ≈ p mod (i, j) and measure the closeness of the distributions using the Kullback-Leibler divergence. Furthermore, we compare the distance between p(i, j) and p mod (i, j), with the distance of p(i, j) to a null model, p null (i, j), specifically taken as the stationary distribution of the random walk. Thus, we define the generalised Map Equation objective as:
A. Blockmodelling Flow
One obvious choice for the model flow is w mod ij = w ij which results in an objective of the form:
While this objective attains a minimum when each node is placed in a separate module, it can be minimised for a given input number of m modules. It is minimised when w ij ≈ 1 or w ij ≈ 0, resulting in sparse and dense block structures in the adjacency matrix i.e. a blockmodel.
B. Generalised Blockmodelling
In generalised blockmodelling, we take an image matrix as input and seek structure that matches the input image. We construct a model flow transition matrix with high transition values in the non-zero blocks of the image matrix e.g. for the image matrix of figure 1 , where a two-module partitioning is required in order to identify core-periphery structure, we may choose the model transition matrix as e.g. 
IV. EXPERIMENTS
A. London Underground
To demonstrate the use of the Generalised Map Equation to target non-community structure, we use the London underground network 1 We firstly seek the best blockmodelling partition of the network for m = 4, we obtain the adjacency matrix shown in fig. 2(a) . Now stations are clustered more so by their common connections than by the fact that they connect to each other. This is illustrated in figure 2(b) , where we plot the stations based on their geographical location and colour them based on their module assignment. We also run the map equation for generalised blockmodelling using (1) and we expect to recover a core-periphery structure from this network. Figure  3(a) shows the resulting reorganised adjacency matrix of the London underground network based on the solution returned from our algorithm. Based on the matrix, we can conclude that our algorithm performed well since the matrix structure is very close to the input image matrix. However figure 3(b) shows that the sparse block is largely obtained by alternating the module assignment of stations along the different rail lines.
V. CONCLUSION
In this paper, we have reformulated and extended the Infomap method, so that the meso-scale structure extracted by the method can be controlled by the analyst. We have sketched how generalised blockmodelling can be carried out using this reformulation. We believe that a further examination of our method can provide a powerful means of querying the network for other types of structure.
