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 CHAPTER 1: CHAOTICS 
 
 
The human brain lies at the zenith of æons of evolved biological complexity on Earth. 
However, despite this, the brain is ignorant of any postulated “objective reality” and merely 
intercepts and processes all incoming signals with the aim of recognizing and responding to 
differences. In this way the brain self-referentially governs further human evolution in the 
ongoing competition for existence by enforcing the two basic imperatives of competition 
removal and of genetic propagation. Yet the physical structures of the brain also generate 
the processes of human personhood and thinking. In this way, ethereal awareness (or 
consciousness, psyche, spirit, or soul) appears to wander freely through the virtual spaces of 
the mind, oblivious and unresponsive to the processes and substrata which support and 
sustain it. And whilst empirical evidence, enlightened science, and logical rationality have 
enabled humanity to tame the external environment, they have not granted us dominion over 
our own internal metaphorical “psychescapes.” For human beings are fundamentally 
motivated and driven not by knowledge but rather by belief and by emotion. Thus whilst 
evolutionary theory can be seen as providing a map of humanity‟s past developmental 
history, this theory cannot be used as a tool with which to elucidate humanity‟s future 
trajectory. The human brain has controlled human history in the past. In the present, the 
human brain controls the fate of all living things on the Earth. The human brain will, in the 
future, control the destiny of the very Earth itself. It is vital, therefore, that we learn to 
understand the brain.  
 
After Geoffrey Raisman, “What is the Brain For? [0] 
 
1.0 Introduction 
 
A dynamical system moves along trajectories defined by initial states, proceeding from one state to 
the next, as governed by its defining system equations, which include important modulating 
parameters. The collection of all states for a given system is called the state space and the collection 
of all the trajectories for a given system equation is called the phase portrait. The portraits are 
described in terms of qualitative topological features such as stationary points, maxima and minima. 
The modulating parameters for a particular dynamical system described by particular system 
equations can have a critical effect on the system‟s behaviour. Bifurcations occur when these features 
change suddenly, or undergo large changes in magnitude. In particular, deterministic-chaotic systems 
show behaviour which is highly complex and essentially unpredictable. Moreover, different dynamical 
systems can couple together to exert mutual influence, bifurcations, and differing behaviours. Or, a 
single system can couple with itself, leading to self-organization. 
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Perception and cognition proceed by filtering processes (through mathematical “transforms”) and 
mapping processes (through the generation of “holographs”). These always-ongoing filtering and 
mapping processes of produce “states,” which represent attractors in the embodied mind-brain‟s 
phase space. The union of the linear dynamical systems used in perception and the nonlinear 
dynamical systems necessary for self-organization produces the mind-brain‟s overall “landscape” of 
far-from-equilibrium chaotic attractors. Development occurs in a cascade of bifurcations towards 
increasing system complexity. The penultimate stage of this cascade is the imaginistic self-
organization of mental models. These models allow “meta-awareness” and orientation with respect to 
temporal consciousness-development, from memory of the past, through perception of the present, 
and forward to projections into the future. In the final stage “outer speech” becomes internalized as 
“inner speech” allowing languaged self-organization of the image-models. Consciousness arises as a 
flux of information through a holographic, massively-overlayered, deterministic-chaotic neural network 
system. Chaotic human psyches, combined with chaotic environments, produce chaotically 
indeterminate behaviours, although this can be a positive existential feature. Language inefficiently 
implements a linear-processing “operating system” on the massively-parallel, neural-network 
“architecture” of the mind-brain. This means that conscious, superficial, logical, linear reasoning, 
using entrenched language-patterns, tends to become “stuck” when applied to problems originating in 
the unconscious, deep, metaphorical, nonlinear domain of filtered-transformed data. 
 
However, the “self” can exhibit surprising creativity through the combination of predictable, linear, 
stability together with unpredictable, nonlinear, adaptability. This chaotic nonlinearity means that slight 
changes in language-patterns can cause large changes in internal imagery; and that small changes in 
internal imagery can cause large changes in mental models and meta-awareness. Successful 
therapeutic interventions seek to help us to “navigate” through a chaotic and potentially highly creative 
“psychescape” using “magical” confusion, symbolic patterns, and metaphor in order to find and to 
create novel resources and solutions. 
 
 
1.1 Dynamical Systems 
 
Let us start by defining a “dynamical system” as being composed of a set of “variables” each of which 
represents one “dimension” in a “phase space” [1], [2], [3], [4], [5]. Each of the variables can take on 
different values along its dimension at different times. The ensemble of all the variable-values at any 
particular time defines the “state” of the system at that time, and the state can be pictured as a point 
in a multi-dimensional “phase space.” The “evolution” of the system between subsequent states is 
described mathematically by a “vector field.” This vector field is defined by a fixed equation or 
equations (usually containing variable “modulating parameters”). The equations embody the tendency 
of the system to change from one particular state into another particular state as time progresses, and 
the mathematical description of the system‟s evolution between states may be continuous (using 
differential equations), or discrete (using difference equations). Having defined an initial state, the 
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system is said to move along a “trajectory” from one state to the next, as governed by the defining 
system equations. If the initial state is different, then the succeeding sates will be different, and the 
system will follow a different trajectory, still governed by the system equations. The collection of all 
states for a given system equation is called the system‟s “state space,” and the collection of all the 
trajectories for a given system equation is called the system‟s “phase portrait.” Phase portraits can be 
classified according to a variety of quite general features in the vicinity of particular points in phase 
space called “nodes.” If all trajectories “sufficiently near” to a given point approach and finally end up 
at that point then it is a node called a “stable (or attracting) fixed point.” If all trajectories “sufficiently 
near” to a given point start at that point but finally move away from it then it is a node called an 
“unstable (or repelling) fixed point.” If all trajectories “sufficiently near” to a given point move inwards 
towards that point along spirals of decreasing radius, then the point is a node called a “stable (or 
attracting) spiral center;” conversely, if they move outwards away from that point along spirals with 
increasing radius, then the point is a node called an “unstable (or repelling) spiral center.” If all 
trajectories “sufficiently near” to a given point cycle around that point in fixed closed loops without 
ever reaching it, then the point is a node called a “center.” If, in the vicinity of a center, all “sufficiently 
near” trajectories approach the fixed loop, and then cycle around center, then the loop is called a 
“stable (or attracting) limit cycle.” There are also “saddle points” which are nodes that “attract” along 
some dimensions, and which “repel” along other dimensions. Figure 1.1 shows a picture of the phase 
portrait for the (relatively complicated) continuous, 2-dimensional van-der-Pol dynamical system, 
which is often used in the description of psychobiological and mind-brain phenomena [6], [7], [8], [9], 
and which clearly exhibits a stable (or attracting) limit cycle. 
 
The simplest possible models of any features of “reality” are given in terms of so-called “linear 
dynamical systems,” for which input is directly proportional to output. Even when the systems under 
consideration are known to be nonlinear, they are often “linearized” or approximated as a linear, so 
that they can be described by simple discrete equations such as: 
 
𝑢𝑛+1 = 𝜔 𝑢𝑛                       𝑢0    =   𝑎               ⟹              𝑢𝑛 = 𝜔 𝑎
𝑛     .          
 
Here, the “initial state” is  𝑢0 = 𝑎 ≥ 0, determines the sequence of subsequent “output states” is  𝑢𝑛  
(for 𝑛 = 1, 2,…), and 𝜔 > 0 is a “modulating parameter” which controls the qualitative behaviour of the 
system. If the initial state  𝑢0 = 𝑎 =  0, then 𝑢𝑛 = 0 (for all 𝑛 = 1, 2,…), and 𝑢 = 0 is described as a 
“fixed point” of the dynamical system since the system is “fixed” at the value of the initial state for all 
values of 𝜔. For the case  𝜔 > 1, and 𝑢0 > 0, then 𝑢𝑛  grows to infinity as 𝑛 increases. For the case 
𝜔 < 1, and 𝑢0 > 0, then 𝑢𝑛  decreases to zero as 𝑛 increases. For the case  𝜔 = 1, and  𝑢0 = 𝑎 > 0, 
then 𝑢𝑛 = 𝑎 remains constant as 𝑛 increases, and 𝑢 = 𝑎 is a “fixed point” of the dynamical system for 
the particular value of the initial state 𝑢0 = 𝑎. 
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FIGURE 1.1: The general van der Pol Generator dynamical system, with parameter 𝑎, is given in 
terms of dynamical variable 𝑥(𝑡) by the system differential equation 
d2𝑥
d𝑡2
− 𝑎 1 − 𝑥2 
d𝑥
d𝑡
+ 𝑥 = 0      . 
This is analyzed by introducing the new dynamical variable 𝑦(𝑡) as well as 𝑥(𝑡), and rewriting the 
governing system differential equation as the two separate system equations 
d𝑥
d𝑡
= 𝑎  𝑥 −
𝑥3
3
− 𝑦    and   
d𝑦
d𝑡
=
𝑥
𝑎
      . 
The Phase Diagram for such a 2-dimensional van der Pol Generator (here in the specific case where 
the parameter 𝑎 = 1) clearly indicates the presence of a stable (or attracting) limit cycle (SALC), 
located at position (+). Trajectories begin at positions labelled (x) as 𝑡 → −∞, and are “entrained” to 
end up on the so-called “limit cycle” as 𝑡 → +∞, either from outside, or from inside, the SALC. 
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However, even complex linear systems (described by many variables and many corresponding linear 
equations) can be shown to lack most of the richness and fundamental complexity of even the 
simplest nonlinear systems (which are those containing at least one nonlinear equation). The 
introduction of “nonlinearity” introduces a critical element of “self-interaction” or “feedback,” either 
within a single system, or between different systems. One of the simplest nonlinear dynamical 
systems is described mathematically by the so-called “discrete logistic equation” [10], [11], 
 
𝑢𝑛+1  =  𝜔 𝑢𝑛 1 − 𝑢𝑛                           𝑢0    =   𝑎  . 
 
This logistic formulation naturally includes the interaction between the state of the system (through the 
“increasing” term 𝑢𝑛 ) and itself (through the “decreasing” term 1 − 𝑢𝑛 ). It also naturally incorporates 
competing tendencies to cause the growth, or the decay, of subsequent states. For small 𝑢𝑛  (and thus 
for large 1 − 𝑢𝑛 ), the tendency is to cause the growth of the next state linearly as 𝜔 𝑢𝑛 . For large 𝑢𝑛  
(and thus for small 1 − 𝑢𝑛 ), the tendency is to cause the decay of the next state quadratically as 
−𝜔 𝑢𝑛
2  . The amount of “coupling” between the “increasing” and the “decreasing” tendencies is 
represented by the modulation parameter 𝜔.  
 
For nonlinear systems such as those described by the logistic equation (and only for nonlinear 
systems), in addition to the nodes already described, there also exist so-called “chaotic (or strange) 
attractors.” These are neither stable fixed points, nor stable spirals, nor centers, and their behaviour is 
a subtle and complex balance of both attractive and repelling forces. The trajectories of chaotic 
attractors can range from those which appear almost-periodic, to those which appear almost-random. 
The modulating parameter(s) for a particular dynamical system described by particular system 
equation(s) can have a critical effect on the system‟s behaviour. In some cases, the modulating 
parameter(s) can be varied over a large range of values with only “small (or gradual)” qualitative 
changes in the resulting phase portrait. However, in other cases, a small change in the modulating 
parameter(s) results in a “bifurcation.” This is a “large (or sudden)” qualitative change in the resulting 
phase portrait at a point of degeneracy where equilibrium between the “increasing” and the 
“decreasing” components of the system is extremely sensitive to perturbations [12]. Once again, 
bifurcations can only occur in nonlinear systems, due to the hugely subtle and complex nonlinear 
interactions between the simple components. 
 
There are various ways of classifying bifurcations, using a plethora of confusing terminologies, 
depending on the particular features of interest. For example we might be more concerned with the 
general way in which the bifurcation happens than with the nature of the nodes involved, and 
Abraham suggests the following descriptions [1]. In a “subtle bifurcation,” one class of node changes 
into a different class of node. In a “catastrophic bifurcation” a node appears or disappears entirely. In 
a “plosive bifurcation” there is a sudden change in the magnitude of the effect of the node on the 
nearby trajectories. If we are more concerned with the way in which the type of node changes, then 
Rassband [13] identifies four basic types of bifurcation. In a “flip bifurcation” a stable fixed point 
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changes into an unstable fixed point and a center. In a “fold bifurcation” a “nodal pair” comprising a 
stable fixed point and an unstable fixed point are created. In a “pitchfork bifurcation” a single stable 
fixed point changes into an unstable fixed point, and two new stable fixed points are created (or, 
conversely, the same thing can happen with the roles of “stable” and “unstable” fixed points reversed). 
In a “transcritical bifurcation” a “nodal par” of a stable fixed point and an unstable fixed point “swap 
stability” to give a “nodal par” of an unstable fixed point and a stable fixed point. 
 
 
1.2 Nonlinearity, Chaos, and Complexity 
 
The field of “chaotics” (of which “nonlinear dynamics,” “chaos theory,” and “complexity” can be seen 
as subsets) seeks to model the “real world” of nonlinear systems at the “edge of chaos” [14] 
appropriately [2], [3], [4], [5]. Indeed, Lewin states that complexity theory is a “theory of everything” 
able to describe the gamut of processes and phenomena ranging from those observed in embryology, 
evolution, ecosystems, sociology, right up to the “unified-world-dynamics” of “Gaia” [14]. Colloquially, 
the term “chaos” is synonymous with “disorder,” and “chaotic” with “disordered,” but the mathematical 
definition is much more precise, and actually appears to contradict the generally-understood meaning. 
In fact, chaos does not in a technical sense represent “disorder” or “randomness,” and chaos arises 
from (or can be described by) often very simple and exactly deterministic rules or equations. Let us 
start by defining deterministic systems (as exemplified by the mechanism of a “perfect” grandfather 
clock, or by the dynamics of a hypothetical “frictionless” snooker table) to be those which are totally 
stable, knowable, and predictable [14]. These simple deterministic systems are governed by “linear” 
equations, which can in general be solved in mathematically straightforward ways. This means that 
given what happens “now” you can say exactly what will happen “next” and so on ad infinitum. 
Systems which are described as “chaotic” are still governed by deterministic equations. However, in 
the chaotic systems the equations are always “nonlinear,” and in general these cannot be solved in 
mathematically straightforward ways. Often this nonlinearity results from “feedback” or “self-
interaction” whereby the properties of a system affect the system itself. For example in a frictionless 
system, the quantity of energy needed to accelerate a mass is independent of the velocity with which 
the mass is moving, and the system is thus governed by simple linear equations of motion which are 
straightforwardly soluble. Prediction of future behavior is easy in the linear (although unrealistic) 
frictionless case. However, in a frictional system, the quantity of energy needed to accelerate a mass 
depends upon the velocity with which the mass is moving, and the velocity in turn depends on the 
acceleration due to the energy input. This system is thus governed by complex nonlinear equations of 
motion which are harder to solve. Prediction of future behavior is now harder in the nonlinear 
(although realistic) frictional case. 
 
There are various technical complexities and disagreements in formulating a unified definition of a 
“chaotic system,” or of “chaos,” but the following set of properties is often used in classifying a 
dynamical system as chaotic [2], [3], [4], [5]: 1. The system must be “sensitive to initial conditions,” 
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which means that points which are close now, may eventually lead to points which are very far apart 
(this is called the “signature of chaos” [14]); 2. Sensitive dependence on initial conditions alone does 
not give chaos since sensitive systems can still be regular or predictable. Chaos, though, implies 
“topological mixing,” which means that the system‟s behaviour can always eventually move from one 
type of solution, to a qualitatively different type of solution (in other words, regions of the phase 
portrait can change being a picture from containing one class of node to being a picture containing 
different class of node); 3. Chaos always shows “dense orbits” so that the solutions in the vicinity of a 
chaotic attractor eventually evolve to cover all possible points in solution-space of that attractor. 
Technically, the highly complex behavior of deterministic-chaotic systems (such as the flow of water 
down the plug-hole of a sink) is characterized as being “unstably aperiodic” [14]. In this case none of 
the state-variables ever shows an exact repetition of its values; and, even the smallest perturbation to 
any of the state-variables persists as the system evolves in time. Thus, a chaotic system‟s future 
behaviour is not at all “random” (although it probably appears so superficially) and is in fact fully 
determined by its initial conditions. However, despite this, such a system‟s long-term behaviour 
cannot be predicted without explicit stepwise calculation. There exists no general analytic “solution” to 
the generating nonlinear equations, despite their usually apparent simplicity. Moreover, the observed 
sensitivity to initial conditions can propagate exponentially with each step of the calculation and can 
render correct future predictions impossible in practice. Thus, qualitatively, “order” and “chaos” are 
foundationally and inextricably linked, such that order can arise from chaos, and vice-versa. In fact, it 
is just these features that act as a crucial driving-force towards natural development, diversity, 
evolution, growth, and novelty. The use of the now-popular term “Butterfly Effect” to describe the 
“sensitivity to initial conditions” which is often cited as the defining characteristic of chaos is ascribed 
to the meteorologist Lorenz [15]. In an initial report of his work given to the New York Academy of 
Sciences in 1963 he commented that if one assumed his theories to be valid, then a single flap of a 
seagull‟s wings could change the whole world‟s weather patterns thereafter. By the time of his later 
talk at the December 1972 meeting of the American Association for the Advancement of Science in 
Washington DC, the rough-and-ready seagull had undergone a sudden and discontinuous bifurcation 
into a more poetic butterfly – and the title of the published talk was: “Predictability: Does the Flap of a 
Butterfly’s Wings in Brazil Set off a Tornado in Texas?” [16].  
 
Here, DeLillo reminds us that deterministic chaos is constantly with us as a nonlinear, intangible 
“basic, closely-woven, deep, fine-grained” feature of reality [17], [18]. We must be careful here to 
define “chaos” technically, not as a synonym of “random” or “stochastic,” or “irrational,” but rather as a 
term which implies “hidden, underlying, very complex, deterministic order” [17]. It is suggested that 
most, but not all, randomness is underpinned by chaotic complexity [19]. We may well ask whether 
“pure, unadulterated” randomness does in fact ever occur in “reality,” or if it is restricted only to 
“mathematical” situations, such as, for example, the decimal expansion of the number “π” [17], [19]. 
Chaos produces patterns which are “determined albeit unpredictable” and are thus not “pure 
randomness” at all but rather “pseudo-randomness” [19]. We may well ask whether there is actually 
beyond this a “theoretical horizonless horizon” of “pure randomness” [19]. Between randomness and 
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chaos lies the “grey no man‟s land” of “Falk‟s Pale,” the terrain of apparent, although not actual, 
randomness, which might be called “fool‟s randomness” or the “footprint of chaos” [19]. Even 
sequences of purely random events or numbers exhibit some apparently ordered patterns of “random 
repetition” inside themselves [19]. 
 
In terms of the quantification and classification of “chaos,” we note that in fact all measurements are 
subject to “noise” or “error” so that no measured dataset ever represents pure “signal.” This 
observation is true even in the case “numerical experiments” (such as Lorenz‟ weather-calculations) 
which always contain round-off or truncation error. Thus even measured data produced according to 
truly deterministic (including chaotic) underlying rules or processes, in general contain an element of 
randomness or “stochasticity” through the measurement errors. It is therefore problematic to deduce 
whether empirical or calculated datasets represent processes that are chaotic, rather than being truly 
stochastic. However, by definition, the behaviour of deterministic systems (including chaotic ones) 
always evolves identically over time from a given initial state; the behaviour of stochastic systems 
always evolves randomly over time from a given initial state. 
 
 
1.3 The Fractal Mind-Brain 
 
The “self-similar” patterns known as “fractals” arise naturally from the chaotic processes which very 
frequently underpin organic growth [20], [21], [22]. On “zooming in” on a fractal system‟s large-scale 
structure, the same patterns are found to be repeated in subsystems at smaller and smaller scales. 
Biologically, fractal subsystems are useful as they introduce flexibility and durability into the parent 
system, since parts of them can be damaged or removed without compromising overall function [23]. 
Furthermore, self-similarity aids information storage and retrieval, since a potentially huge volume of 
data about the whole structure can be encoded much more efficiently as the much smaller volume of 
data describing a single subunit, together with data describing the distribution of these subunits. The 
“fractal dimension” 𝐷S  is a measure of the “self-similarity” of a particular structure S. If 𝑁(𝜀) is the 
number of self-similar structures of linear size 𝜀 needed to cover the whole of structure S, then 𝐷S   is 
defined as: 
𝐷S  = −lim
𝜖→0
log   𝑁(𝜖) 
log   𝜖 
          . 
We can think of this as the efficiency with which the structure “packs” or “fills space.” Integral fractal 
dimensions indicate non-fractal structures: we are, of course familiar in Euclidean space with 
𝐷volume = 3, 𝐷line = 2, and 𝐷point  = 1. Non-integral fractal dimensions indicate fractal structures Good 
examples of these are: snowflake architecture, the fronds on a fern leaf, the florets on a cabbage 
head, the pulmono-circulatory system, the lymphatic system, the kidney‟s calyx filters, and the folds of 
the small intestine. On the macroscopic scale, the “packing” of the brain‟s crenulated cerebral cortex 
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within the confines of the skull is of considerable interest from the viewpoint of complexity theory, 
since it, too, represents a biological “fractal” structure. Recent accurate, non-invasive brain-imaging 
experiments by Kiselev, Hahn and Auer [24] show that the brain cortex itself exhibits fractal structure, 
with 𝐷cortex = 2.75 ± 0.75 , showing “self-similarity” down to a scale of 2.5 mm. Fractals do not just 
occur in the description of static physical structures, and Dilts points out that “many behaviours could 
be considered to be types of „neurolinguistic‟ fractals” [25]. In this sense, dance might be described as 
a “somatic fractal,” and musical compositions as “auditory fractals” [25]. We might venture further and 
say that paintings are “visual fractals” and that poetry, or trance-inductions are “psychosemiotic 
fractals.” For Lacan, immersion in the unrepresentable, non-symbolic “real register” [26], [27], might 
be thought of as the all-encompassing synæsthetic fractal experience, as comprehended by Adam 
and Eve before the curse of language drove them from Eden [28], [29], [30]. These ideas lies at the 
heart of the use of metaphors and representational submodalities in accessing creative “altered 
states” of consciousness in hypnotherapeutic interventions [31]. 
 
 
1.4 Holographic Data-Transformations 
 
The brain‟s fractal physiological composition is reflected in Pribram‟s “holographic” (or “holonomic”) 
description of brain-function in terms of information storage and retrieval, which is different in many 
important respects from conventionally accepted ideas [32]. The holographic model offers a totally 
holistic and integrated description of data representation. In this context a hologram can be thought of 
as a particular type of “image” of an “object.” However, in the hologram, image-information about each 
object-point is distributed throughout the whole storage-medium, such that each discrete image-point 
within the medium contains some information about the entire image, and thus about the whole 
object. Moreover, each discrete image-point within the medium can and does simultaneously contain 
some information about many different images, and thus about many different objects. The distributed 
image or hologram is produced by recording the interference pattern between a reference beam, and 
an identical beam reflected by the object [33]. Changing the reference beam‟s angle, intensity, 
polarization, or wavelength, for example, changes the resulting hologram. The formal, symmetric 
inverse relationship between “internal” or “virtual” or representation 𝐹 (𝒌) in so-called “reciprocal 
space” or “k-space,” and “external” or “physical” reality 𝑓(𝒓) in “real space” or “r-space,” is given in 
mathematically in terms of “Fourier Transform” (FT) pairs [34]. 
 
"internal representation" "external reality"
⟸⟹
𝐹 (𝒌)  =  𝑓(𝒓) exp −2𝜋𝑖 𝒓 ∙ 𝒌 d3𝒓 𝑓(𝒓)   =  𝐹 (𝒌) exp +2𝜋𝑖 𝒓 ∙ 𝒌 d3𝒌
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If we think of objects in “external” reality 𝑓(𝒓) as being represented by a superposition of simple 
sinusoidal waves of different frequencies, then the “virtual” FT 𝐹 (𝒌) measures the extent of the 
contribution of each individual frequency to a particular object-representation. Some simple examples 
of “r-space” and “k-space” pairs are shown in Figure 1.2 and Figure 1.3. More realistic examples 
showing images and FTs of printed text, and of the human brain, are to be found in [35], [36], [37], 
[38]. We note here some simple relationships between the “r-space” and “k-space” pairs. Figure 1.2 
shows a real-space function which is a Damped Gaussian that oscillates repeatedly with diminishing 
amplitude at a constant frequency of 3 Hz. For this extended real-space function the corresponding 
reciprocal-space function is highly localized as a single peak at 3 Hz. Figure 1.3 shows a real-space 
function which is a rectangular Unit Impulse that is constant with sharp discontinuities when it is 
“switched on” and “switched off.” It has a height of 10 unit and a width of 0.1 unit so that its area is 1 
unit
2
. This localized real-space function corresponds to a highly-extended and oscillating reciprocal-
space function. In general the more localized is a particular 𝑓(𝒓), the more extended is the 
corresponding 𝐹 (𝒌). This idea can be developed further since if one squeezes / stretches 𝑓(𝒓), then 
one simultaneously stretches / squeezes 𝐹 (𝒌), and it is not possible arbitrarily to compact both 𝑓(𝒓) 
and 𝐹 (𝒌), at the same time. There is thus an inherent “uncertainty” or “indeterminacy” in the precision 
of any attempted simultaneous specification of both 𝑓(𝒓) and 𝐹 (𝒌) [39]. This symmetric reciprocal 
relationship allows all of “external reality” to be “filtered” by the senses, and “mapped” onto a “virtual 
representation” within the mind-brain [40]. Furthermore, (discrete) Fourier-transformation changes the 
sets of (difference or) differential equations which are the natural mathematical descriptions of 
dynamical physical processes into sets of algebraic equations which are naturally represented and 
solved by the mind-brain‟s massively parallel neural networks [41], [42]. 
 
Of course in practice the FT data are not infinite and continuous: rather a “sampling” or “filtering” 
process picks out the “most important features” for discrete representation. The fractal-holographic 
brain model proposes that this reflects the way in which information is encoded in the brain: “k-space” 
is represented by the “strengths” of the “connections” between the billions of elements comprising the 
mind-brain‟s massively-parallel, vastly interconnected, and self-similar neural networks, as described 
in more detail below. Cognition is guided by a matrix of neurological interference patterns as waves of 
electrical and chemical signals sweep through the brain. The experience of each and every new 
sense-impression, thought, memory-activation, or imagination, potentially ramifies through the entirety 
of the mind-brain. The mind-brain‟s biophysical neural network structure (to be described below) 
together with its holographic data-encoding, means that all of our internal virtual representations are 
massively overlayered, inescapably interpenetrating, and ineluctably interdependent. In fact, the 
Fourier Transform introduced here is mathematically “simple” in that it uses linear combinations only 
of periodic so-called “sinusoidal” waveforms in its representations. However, generalizations of the 
Fourier Transform, such as the Wavelet Transform [43], use differently-shaped waveforms of different 
frequencies to represent different parts of the input signal. 
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FIGURE 1.2: Fourier Transform pair. The real-space function is a “Damped Gaussian” which 
oscillates repeatedly with diminishing amplitude at a constant frequency of 3 Hz. Note that this 
extended real-space function corresponds to a highly-localized reciprocal-space “Peak” function. 
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FIGURE 1.3: Fourier Transform pair. The real-space function is a “Unit Impulse” which is constant 
with sharp discontinuities when it is “switched on” and “switched off.” Note that this localized real-
space function corresponds to a highly-extended and oscillating virtual-space function often referred 
to as a “Mexican Hat.” 
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Chapter 2 introduces “neurological positivism” as a dynamical-systems meta-description of human 
beings based on the idea that the mind-brain, body, environment, phenomenology, psychology, and 
behaviour form a single, hugely complex, holistic unity. Within this picture humans are far-from-
equilibrium, open, and self-organizing systems which are naturally creative. The natural chaotic 
background of neural activity is considered essential for healthy mind-brain functioning and creativity. 
Consciousness exists as a virtual serial machine running inefficiently on the parallel-hardwired mind-
brain-strata. Linear linguaform input to the mind-brain results in high-level cognitive “re-programming” 
of the parallel mind-brain hardware. Part 2 goes on to integrate these ideas to investigate 
“rhizomatics” as a philosophical-mathematical complexity-theory approach to understanding, 
explaining, and changing the mind-brain‟s dynamical functioning and thus human behaviour. 
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CHAPTER 2: RHIZOMATICS 
 
 
2.0 Introduction 
 
Neurological positivism is a dynamical-systems meta-description of human beings based on the idea 
that the mind-brain, body, environment, phenomenology, psychology, and behaviour form a single, 
hugely complex, holistic unity. Humans are far-from-equilibrium, open, and self-organizing systems 
which are naturally creative. Within the mind-bran a combination of neurones, with possibly multiple 
mutual connections over many layers, is imagined to form a neural network. The functions of the 
mind-brain are organized around neural network modules which have evolved to perform fundamental 
tasks such as pattern matching and prototype fitting. The natural chaotic background of neural activity 
is considered essential for healthy mind-brain functioning and creativity. Consciousness exists as a 
virtual serial machine running inefficiently on the parallel-hardwired mind-brain-strata. Linear 
linguaform input to the mind-brain results in high-level cognitive “re-programming” of the parallel mind-
brain hardware. The linear figure of the “arbor” represents the mathematical function as a directional, 
hierarchical, temporal mapping which binarily separates its source domain from its target domain. In 
contrast the nonlinear “rhizome” exhibits no such segregation of state automata into logic and 
memory components. The rhizome thus naturally represents “fuzzy relationships” since it is 
connected and heterogeneous, and it also naturally encodes semiotics since the process of “rupture” 
is able to create new semantic and pragmatic meaning through the (re)(inter)connection of diverse 
and parallel heterogeneous fuzzy networks. This process of “psycho-chaotic semiosis” leads to 
bifurcations and to creative self-organization throughout the holistic organism. 
 
 
2.1 Neural Networks and the Mind-Brain 
 
On a microscopic scale, it is estimated that the adult human brain is composed of about 1011  “brain 
cells” or “neurones” [0], [1], [2], [3]. These pass electrical signals along the length of their “axons” 
which act like electrical wires. At the end of each axon is its “cell body” or “soma” which extrudes 
“connections” or “dendrites.” Connected neurones signal chemically across a “gap” or “synapse” 
between their dendrites. It is estimated that an adult human brain has about 5 × 1014 synapses. A 
simple mathematical model of a single neurone postulates a number (𝑁) of “inputs” (𝑦𝑖 ) to the 
neurone labelled (𝑗). These inputs are then “weighted” numerically by “weights” (𝑤𝑗𝑖 ) and the weighted 
inputs (𝑤𝑗𝑖  𝑦𝑖) are then summed. This combination of weighted inputs is then passed through an 
“activation function” (𝑔) and if the result of this “activation” is bigger than a stipulated threshold (𝜏𝑗 ), 
then the neurone is deemed to “fire,” producing an “output” (𝑦𝑗 ). The relationship between these 
quantities is given mathematically by the equation: 
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𝑦𝑗   =  𝑔  𝑤𝑗𝑖  𝑦𝑖
𝑁
𝑖=1
;      𝜏𝑗    
 
In general, neurones are modelled on the basis of an “all-or-none” response such that higher levels of 
input electrical stimulation do not produce correspondingly stronger output signals, although they may 
result in a higher output frequency. Thus each neurone is said either to be “active” or to be 
“quiescent” depending on whether or not it “fires” a chemical signal at any particular, discrete instant 
of time. A combination of single neurones, modelled as described, with possibly multiple mutual 
connections over many “layers,” is called a “neural network.” Data enter a network through its “input 
layer” and the results of the network‟s processes are fed outward through its “output layer,” each of 
which may consist of a single neurone. Of course, coordination of a collection of neurones in a 
“module” can produce variable signal strengths, and there may be many inputs or outputs. 
Furthermore, the role of analogue, continuous, “fuzzy” chemical signalling across synapses is not 
accounted for in such simple mathematical models. These biological networks act as learning 
systems that “discover” strategies for solving problems by an iterative process of “training.” This 
involves exposure to data which arrive through the input layer of neurones followed by “error-
correction,” whereby the output data are compared with the input data, and the differences used to 
modify the weightings between individual neurones in the network in order to reduce the error. We 
can thus think of neural networks as “learning” from their “mistakes”. As a result of this process they 
produce often highly non-linear models for solving complex problems represented by the interactions 
between many variables, which are intrinsically open to chaos [4].  
 
Elman proposed the first, simple mathematical models of neural structure in terms of “recurrent, 
partially-connected” networks [5]. Whilst these are of great use in modelling large classes of both 
linear and nonlinear dynamical-system behaviour [6], their incorporation of a monotonic sigmoidal 
activation function (𝑔) means that they possess only fixed points and periodic orbits; it is not possible 
for them to exhibit determined but practically unpredictable “chaotic” behaviour [7]. However, 
experiments show that biological neural systems exhibit a very rich variety of dynamical behaviours, 
including chaos [8]. A complexity theory approach suggests that simple, non-random processes 
involving nonlinearity and feedback, balanced at the “edge of chaos” between stability and turbulence, 
undoubtedly provide a sufficiently rich and diverse toolkit for packing and unpacking, encoding and 
decoding, and folding, unfolding, and refolding biological information, structures, and processes from 
the simplest right up to those with the complexity of the human brain [9]. The natural chaotic “buzz” of 
neural activity is in fact considered essential for healthy mind-brain functioning [9]. Moreover, overly 
periodic order and loss of chaos in the mind-brain is the signature of epilepsy [10]. Such behaviours 
can be modelled using neural-network theory with different assumptions and degrees of complexity in 
terms of asymmetric weightings, coupled oscillations, dynamic thresholds, and temporal damping, for 
example [11], [12], [13], [14], [15], [16]. Li et al. [17] propose a particularly simple nonlinear-activation 
Elman model which produces chaotic behaviour and can be analyzed analytically. They do, however, 
point out that “rigorous analysis” of more complex systems “seems to be rather difficult, but certainly is 
an interesting topic for future research” [17]. 
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2.2 Rhizomatic Thinking 
 
Deleuze can be seen as extending these mathematical insights by his insistence that it is the 
experiencing of “difference” rather than of “sameness” by “equivocal” human individuals that 
constantly spawns new and unexpected conceptualizations [18]. Such “thought without image” (in 
transform-space) recursively and chaotically evolves in a neverending, alogical (logically-
unconstrained), problem-solving dynamic [19]. This is expressed metaphorically in terms of the 
“rhizome” which describes the “burrow” in terms of its functions in the processes of breakout, evasion, 
movement, shelter, and supply [20]; and which also describes the both the “best and worst” things 
[20] -- bulbs and tubers; crabgrass, potatoes, and weeds; and the “antics” of ants, children, and 
wolfpacks [21]. The rhizome satisfies the following “principles” [20]. The rhizome represents a “fuzzy 
relationship” since it is “connected” and “heterogeneous” such that any node “can and must” be 
connected to any other node in a fuzzy way. The rhizome‟s multiple nodes are taken as a “multiplicity” 
so that any link with the concept of “the one” is severed [20]. Such a “multiplicity” is an “exact, fuzzy, 
many-many relation” between “fuzzy sets” [22]. The “fuzzy sets”, each containing different magnitudes 
of different “fuzzy vectors,” exist in different “plateaus” or “dimensions” since they represent qualitative 
as well as quantitative descriptions. The rhizome is “asignifying” and represents “fault-tolerant, 
distributed memory,” since it may be “ruptured” but will always regrow, but in general in a new and 
randomly different configuration. The rhizome corresponds to an astructural “cartograph” and not to a 
structure-generating “decalcomania” [20]. This is a conceptual statement of the rhizome‟s “fuzziness,” 
which derails the application of Ockham‟s Razor, and calls for constant Nietzschean attempts at self-
overcoming through encounters with new obstacles, dilemmas, and uncertainties [22]. 
 
Horizontal, non-hierarchical, inter-species rhizomatic growths have multiple possible input and output 
points for pluralist-multiplex data; they thus naturally apprehend “multiplicity” as “multiple-unities” [18]. 
They stand in opposition to vertical, hierarchical, intra-species arborescent growth which has single 
well-defined input and output points for dualist-binary data, and is strictly unitary [18]. Formally, the 
“tree” represents the “mathematical function” of the ontological threading of “is” as a directional, 
hierarchical, temporal mapping which binarily separates its source domain from its target domain. 
Syntactic structure is encoded in the binary dichotomies of linguistic trees, which are insufficiently 
abstract to represent semiotics or meaning. Conversely, the rhizome is a non-rooted, directed, fuzzy-
weighted graph that contains the algebraic superposition of all potential meanings [22], and that 
represents the conjunctive alliance of “and … and … and” [20]. In the rhizome, there is no von-
Neumann segregation of state automata into logic and memory components [22]. It is thus an exact 
model of the “weave” of the pristine, acentered, neural networks of the human brain, upon which 
training imposes arborescent structures for meaning-judgement [22]. The rhizome encodes semiotics, 
since the process of “rupture” is able to create new semantic and pragmatic meaning through the 
(re)(inter)connection of diverse and parallel heterogeneous fuzzy networks. Rhizomatic thinking is 
hence a form of self-referential “soft computing” that tolerates and indeed exploits the ambiguity, 
imprecision, uncertainty, and partiality inherent in real-world problems in order to make them tractable 
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[22], [23]. The rhizome can be seen at work in anti-literature, and in anti-philosophy. In the first case, 
Joyce‟s “multiply-rooted,” nonlinear texts fragment the “linear unity” of language, instead asserting the 
circular completion of the knowable. In the latter case, Nietzsche‟s works fragment the “linear unity” of 
the knowable, instead asserting the circular completion of “eternal recurrence.” 
 
 
2.3 Modularity and the Mind-Brain 
 
The foundational understanding of “neurological positivism” as a dynamical-systems meta-description 
of human psychology and behaviour [24], [25], [26] is that human mind-brain, body, environment, 
phenomenology, and behaviour form a single, hugely complex, holistic unity [27]. Prigogine would 
describe human beings as examples of the general class of “self-organizing systems” [28], [29]. 
These are vastly intricate “open systems” which exchange energy and information with their 
environments, and thus represent “dissipative structures” which are “far from equilibrium,” and which 
require energy to form and to maintain their complex structures in globally unstable equilibria [9]. Thus 
mind-brain, body, environment, phenomenology, stimuli, responses, and behaviour are inextricably 
intertwined so that any proposed distinctions between them are essentially arbitrary [27]. This is 
exemplified by the difficulties encountered in trying to produce abstract model descriptions of 
biological process management systems (such as those proposed for cognitive attribution, internal 
environment stabilization, nervous system mediated centrifugal control, proprioception, 
psychoimmunological activity, and stimulus-response), in conceptual isolation from other, interrelated 
systems. If the all-important external energy input is naïvely ignored, “open systems” appear to 
contradict the Second Law of Thermodynamics by decreasing entropy and increasing order [30]. The 
particular complexity of open systems arises from two separate but related effects. The first is that 
there are so many basic components that no causal relationships can be straightforwardly imputed 
between any subset of elements; secondly, there is also a vast amount of feedback which 
interconnects all the components in extremely complicated ways. Open systems cannot therefore be 
described simply in the same terms as stable mechanical systems, since they are inherently dynamic 
and internally subject to reordering and to evolution. Prigogine showed that such far-from-equilibrium 
open systems are naturally “creative” [9]. When they become chaotic, the energy-flows already 
present allow them spontaneously to undergo “self-organization” (including “self-bifurcation”) as a 
result of which totally novel, complex “emergent” behaviours and structures can appear irreversibly, 
independently of any external causes, through the interaction of simpler parts [28], [29], [31]. A prime 
example of this is seen in the biological phenomenon of morphogenesis whereby organs 
spontaneously emerge during an embryo‟s development [32], [33]. Complex systems are also actively 
“adaptive” in response to external stimuli [9]. The networks in the brain, for example, show amazing 
“neuroplasticity” incessantly readjusting the weightings of their connections in order to capture novel 
features learned from the interaction of new experiences with imagination and memory. Farber [34] 
here comments that novel neural connectivity continues to develop throughout life [35], and claims 
that it is “imprinted” through the active invocation of memetic entities [36], [37], [38], [39], [40]. He 
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contrasts this with normal behaviour conditioning in which information flow is changed but the already-
existing neural networks through which the flow is channelled remain unchanged. The difference 
between these two types of learning is that memetic imprinting can be totally transformative – allowing 
the death of outmoded internal construct(s), and the emergence of new consciousness(es). He allies 
this with increases in understanding, by which experience, wherever this may lie amongst the 
“macrocosmic fractal swirl” of information is meaningfully expressed. 
 
Given the simplicity of individual neurone architecture, coupled with the astronomical number of 
neurones, it is useful to propose a simple mathematical model of cognitive function in terms of a vast 
array of highly specialised “modules” or “ensembles” in the brain, each constructed from a 
coordinated subset of neurons or tissue-areas. One might speak of language modules, vision 
modules, and so on. For example, human primates have especially large cerebral cortices, distributed 
across the two brain-hemispheres, and these cortices are considered to be the location of advanced 
mentation. This involves coordination of sense-data and synthesis of these data with thoughts and 
memories in order to “make sense of” and to “operate upon” the environment. However, the whole 
mind-brain acts as a holistic, integrated unity of highly interconnected modules. The ascending and 
descending fibre-tracts, for instance, connect higher and lower centres and facilitate communication 
between the hindbrain, the midbrain and the forebrain. Thus the postulated mind-brain modules are 
not necessarily contiguous regions of brain tissue, and the functions of any particular module might 
well be considered to be distributed “holographically” throughout the mind-brain. Any one module 
might require coordination of different brain regions such as the corpus callosum, the temporal lobe, 
and the cerebellum, for example. The particular neurones or areas involved in the coordinated 
activity, and the degree of coordination, may well change on different occasions [41]. For example, 
“conscious” cortical awareness is involved in the process of acquiring a new skill through learning, but 
“unconscious” sub-cortical control is observed when an individual executes a previously-learnt and 
well-practised activity [41]. 
 
Churchland discusses in detail the fundamental evolutionary importance of such neural network 
modules in “pattern matching” and “prototype fitting” [42], [43]. It is postulated that the brain‟s 
massively-parallel, multiply-connected, and vastly-overlayerd nets and modules developed to meet 
real-time challenges in the analysis of real-world situations, for example, in the interpretation of visual 
images. Dennett [44] goes on to discuss human consciousness as a “virtual serial machine” running 
inefficiently on parallel-hardwired brain-strata. “Linguaform” (language-based) input to the mind 
results in high-level cognitive “re-programming” of the parallel brain-hardware. This allows simulation 
of serial logic engines by the brain, in a fashion akin to literal computer re-reprogramming by the 
introduction of new software. Clark [45] extends these ideas in discussing the “supra-communicative” 
functions of language which make it much more than a device for conveying information. The 
apparently “magical” effects of language arise from its ability to reconfigure “internal” neural 
computational spaces to solve whole new classes of problem, in the same way that physical tools 
enable manipulation of physical world. We might say that the human mind-brain operates 
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simultaneously in two quite distinct and yet parallel modes. The first mode is innate or instinctive 
“biological processing” which has evolved “naturally” with the species to preserve life, maintain 
homœostasis, propagate genes, and so on. The second mode is “cultural processing” which is 
learned “unnaturally” through a process of socialization, and which deals with “invented” tasks such 
as computer-programming, election-voting, music-making, painting, reading, theorem-proving, and so 
on [41]. And whereas biological processing can be thought of as linear and “non-reflexive” since it 
depends on essentially fixed species-properties, cultural processing is nonlinear and “reflexive” since 
it constantly allows and undergoes both subtle and gross self-modifications. Moreover, as human 
beings we inhabit two quite distinct worlds [41]. The first is the external, physical, perceptible and 
“inter-(re)active” realm of self-other, where information is accessed by sensory-investigation and 
where communication is mediated by language and actions. The second is the internal, psychic (or 
mental), imperceptible and “intra-(re)active” realm of self-self, where thoughts, intentions, and desires 
are accessed by introspection and where communication is mediated by metaphor. We extend this 
idea even further in our discussions of the “metaphoric psychescape” to be introduced below. 
 
 
2.4 The Mathematics of Mind-Brain Modularity 
 
In the light of these studies we therefore propose for any one of the postulated brain modules, a 
mathematical model based on a nonlinear “Brain Module Function” (BMF). This is based on the 
discrete logistic equation discussed previously, and is described in terms of a “modulating parameter” 
(𝜇 > 0) and a “saturation threshold” (𝜃 > 0). Within this model, modules of the fractal mind-brain can 
exist in different discrete “excitation levels,” given by values of the quantity 0 ≤ 𝑋𝑛 ≤ 𝜃, which depend 
on the stimulation levels of their constituent neurones. First, a brain module receives an initial input 
0 ≤ 𝑋0 ≤ 𝜃, perhaps from a different module. The BMF then recursively describes the level of the 
module‟s subsequent excitation in state  𝑛 + 1, in terms of its current excitation in state 𝑛 , for states 
labelled by  𝑛 = 0, 1, 2,… , as follows: 
 
𝑋𝑛+1  =  𝐹 𝑋𝑛                         𝐹 𝑋 =  𝜇 𝑋 (1 − 𝑋/𝜃) (∗) 
 
This model represents modulated feedback interaction between a signal of strength 𝑋 and the 
fractional difference in the strength of that signal with respect to the threshold, namely (𝜃 − 𝑋)/𝜃 =
 (1 − 𝑋/𝜃). It is characterized as a deterministic, 1-dimensional, quadratic, discrete, unimodal, first-
order, recurrence mapping. This discrete logistic formulation naturally includes competing tendencies 
to increase or decrease a module‟s excitation. For small signal strength, the tendency is to increase 
the signal linearly as 𝜇 𝑋; for large signal, the tendency is to decrease it quadratically as −𝜇 𝑋2/ 𝜃. For 
convenience, this mathematical formulation is often non-dimensionalized by means of the substitution 
𝑥 = 𝑋/𝜃, which results in inputs and outputs always between zero and one, namely 0 ≤  𝑥0 = 𝑎  ≤ 1 
and  0 ≤   𝑥𝑛  ≤  1. This mapping leads to stable excitations which are always within the stated range, 
provided that  0 ≤ 𝜇 ≤ 𝜇 = 4. If we introduce a scaled modulation parameter 0 ≤ 𝜆 = 𝜇 /𝜇  ≤ 1, which 
measures the fractional extent of modulation between zero and the maximum, then the “scaled” BMF 
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derived from (*) is defined mathematically as: 
 
𝑥𝑛+1  =  𝑓 𝑥𝑛                         𝑓 𝑥 =  𝜆 𝜇 𝑥 1 − 𝑥         .       (‡) 
 
We can imagine the BMF as representing the modulated coupling between signal-presence 𝑥 and 
signal-absence (1 − 𝑥) measured on a scale whose maximum is 𝜇 = 4, and for which the coupling 
strength is measured fractionally by 𝜆. Moreover, a further “sigmoidal” (or “S-shaped”) “Feedback 
Damping Function” (FDF) given in terms of a “switch variable” 𝑠  can also be introduced, defined by: 
 
 
  
  
Figure 2.1 shows a schematic flow diagram for the scaled BMF with the FDF. The point about the 
nonlinear logistic mapping used in the BMF is that its output is exceedingly sensitive to the values of 
the scaled modulating parameter λ, as will be discussed in detail below [46], [47], [48], [49]. 
 
 
The following discussion relates to the behaviour of a brain module in the absence of any signal-
damping, that is, with 𝑠 = 0 in the model presented here. The Bifurcation Diagram shows the 
behaviour of “long-term solutions” (that is, of fixed points) as the scaled modulating parameter 𝜆 
varies. The general structure of the Bifurcation Diagram shows changes of stability and the creation or 
destruction of new states. The simply analytically calculated branches are indicated in Figure 2.2. 
Brouwer‟s Fixed Point Theorem states that any continuous function 𝑓(𝑥) defined on a closed interval 
such that 0 ≤ 𝑥 ≤ 1, and taking values in the same interval, possesses a period-1 fixed point 𝑥 𝑘  such 
that 𝑓( 𝑥 𝑘) =  𝑥 𝑘   [50]. For the logistic map,  𝑥 1 = 0 is stable for the range 0 < 𝜆 < 1/4, and 𝑥 2 = 1 −
1/(𝜆𝜇 ) is stable for the range 1/4 < 𝜆 < 3/4. For 0 < 𝜆 < 1/4 the signal is eventually extinguished, 
reaching zero monotonically; for 1/4 < 𝜆 < 1/2 the signal reaches non-zero saturation, sometimes 
after undergoing damped oscillations; and for  1/2 < 𝜆 < 3/4 the signal reaches saturation whilst 
undergoing damped oscillations. A transcritical bifurcation of the period-1 fixed points occurs at the 
critical value 𝜆1
crit = 1/4, when the stability of the fixed points 𝑥 1 and 𝑥 2 swaps, as shown on the 
Bifurcation Diagram. A general period-2 pair ( 𝑥 𝑘 ,  𝑥 𝑘+1 ) is defined as two points such that  𝑥 𝑘+1 =
𝑓( 𝑥 𝑘) and  𝑥 𝑘+2 = 𝑓(𝑓( 𝑥 𝑘)) (or alternatively such that 𝑥 𝑘+2 = 𝑥 𝑘 ), and the system‟s behaviour 
oscillates between these two values. The onset of period doubling occurs when the first period-2 cycle 
of (‡) appears, when 𝑥3 = 𝑥5. The period-2 pair is created discontinuously at 𝜆2crit = 3/4, together with 
exchange of stability of the period-1 fixed point, in a supercritical pitchfork period-doubling flip 
bifurcation. 
𝑠 = 0 without damping: 𝑔(𝑦)  =  𝑦 
𝑠 = 1 including damping: 𝑔 𝑦 =   1 + 𝑒−𝑦 −1   . 
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FIGURE 2.1: Schematic diagram depicting the operation of a putative “Brain Module.” The initial state 
input value is  0 ≤ 𝑎 ≤ 1, and the output 0 ≤ 𝑦 ≤ 1 is repeatedly fed back through the Feedback 
Function which involves either damping (if 𝑠 = 1) or no damping (if 𝑠 = 0). 
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FIGURE 2.2: Bifurcation Diagram for the scaled logistic equation, showing the simply, analytically-
calculated features in a plot of the position of fixed points 𝑥 𝑛  against the scaled modulating parameter 
𝜆. Stable “branches” are indicated by solid lines, and unstable “branches,” by dashed lines. The first 
few bifurcations and the corresponding critical values of 𝜆𝑛
crit  are indicated. 
 
 
The period-2 fixed points are given by: 
 
( 𝑥 3 ,  𝑥 4 )  =
(𝜆𝜇 + 1) ±  (𝜆𝜇 + 1)(𝜆𝜇 − 3)
2𝜆𝜇 
 
 
With some algebraic manipulation, the period-2 pair can be shown to be stable for the range of values 
3/4 <  𝜆 < (1 +  6)/4. Further calculation of bifurcation values 𝜆𝑛
crit  and the corresponding fixed 
points involves the solution of very high-degree polynomials, and requires numerical methods. The 
supercritical pitchfork flip bifurcation at 𝜆2
crit = 3 is repeated again and again for higher-order periods 
(period-4, period-8, and so on) at increasingly close values of 𝜆𝑛
crit , in what is described as the “period 
doubling cascade.” Figure 2.3 shows the Phase Diagram of the next output value 𝑥𝑛+1 against the 
current value 𝑥𝑛  for the scaled logistic in the period-doubling-cascade region for 𝜆 = 0.891, for a 
starting value 𝑥0  = 0.5. Figure 2.3 clearly shows the structure of a period-8 stable attractor. 
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FIGURE 2.3: A Phase Diagram for the scaled logistic mapping with 𝜇 = 4, in the period-doubling-
cascade region for 𝜆 = 0.891, for a starting value 𝑥0 = 0.5. The picture clearly shows the structure of a 
period-8 stable attractor. 
 
 
Thus the logistic mapping shows the fractal behaviour which is characteristic of systems in which 
chaos can appear, as “zooming in” on each successively bifurcating branch reveals exactly self-
similar structure. In terms of this brain-module activity we thus clearly see Prigogine‟s “self-organizing 
criticality” and “emergent behaviour” [28], [29]. Feigenbaum proved that, for all unimodal maps, the 
ratio of the differences between the critical parameters for successive and current pairs of bifurcations 
is a constant,  𝛿 [51]. It is found that  
 
𝛿 =  log 𝑛→∞  (𝜆𝑛+2
crit − 𝜆𝑛+1
crit ) / (𝜆𝑛+1
crit − 𝜆𝑛
crit )  = 0.2141…       . 
At  𝜆 ≈ 0.8924  a “crisis” occurs, and the system‟s behaviour enters the Pomeau-Manneville scenario 
and becomes “chaotic” (as defined and discussed in detail above) until 𝜆 ≈ 0.9571  [49]. Figure 2.4 
shows the Phase Diagram for the scaled logistic mapping in the chaotic region for 𝜆 = 0.925, for 
various starting values 𝑥0 = 0.1, 0.5, 0.85, 0.9. The picture clearly shows the structure of a “harp-
shape” (effectively “period-∞”) chaotic attractor. For various values of 𝜆 within the chaotic region, 
however, “intermittent periodicity” is observed [52]. This means that amidst the chaos, stable-unstable 
pairs of “ghost” oscillations (beginning with those of period-3) “encounter and annihilate” each other in 
tangent bifurcations [53].  
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FIGURE 2.4: Phase Diagram for the scaled logistic mapping with 𝜇 = 4, in the chaotic region for 
𝜆 = 0.925, for various starting values 𝑥0 =  0.1, 0.5, 0.85, 0.9. The picture clearly shows the structure 
of a “harp-shape” (effectively “period-∞”) chaotic attractor. 
 
 
 
This transient behaviour presages the “islands of stability” (based on cascades of cycles of period-3, 
period-6, period-12, and so on) that arise at a value of  𝜆 = (1 +  8)/4 ≈ 0.9571 [54]. In fact, by 
Sharkov‟skiĭ‟s Theorem [55], since period-3 cycles exist for this mapping, cycles of all periods exist 
(as well as does chaos, as proved by Li and Yorke [56]. For 𝜆 > 1, the behaviour is catastrophically 
divergent. Metropolis [57] showed that for all mappings of the form 𝑥𝑛+1 =  𝜆𝜇 𝑓(𝑥𝑛) with the boundary 
conditions 𝑓(0) = 𝑓(1) = 0, the ordering of qualitative features such as period-doubling and the onset 
of chaos is universal with respect to 𝜆, and is invariant with respect to the particular form of the 
mapping 𝑓(𝑥). Figure 2.5 shows the overall Bifurcation Diagram for the scaled logistic equation, 
indicating the numerically-calculated features in a plot of the position of fixed points 𝑥 𝑛  against the 
scaled modulating parameter 𝜆. The highly complex structure is characteristic of topological transitivity 
and density of periodic orbits. This behaviour is summarized in Table 2.1. In the presence of damping 
(that is, with 𝑠 = 1 in the model presented here), none of these rich chaotic features is seen. 
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FIGURE 2.5: Bifurcation Diagram for the scaled logistic equation, showing the numerically-calculated 
features in a plot of the position of fixed points 𝑥 𝑛  against the scaled modulating parameter 𝜆. Only the 
positions of stable fixed points are indicated. The onset and continuation of period-doubling and 
chaos, and the intrusion of stability islands can be seen on the far right-hand side of the Bifurcation 
Diagram. The highly complex structure is characteristic of topological transitivity and density of 
periodic orbits. 
 
 
Having discussed the very varied types of behaviour exhibited by the simple, nonlinear logistic model 
as represented by the values of its output 𝑥𝑛 , we can return to a more quantitative discussion of the 
relationship between deterministic chaos and statistical randomness or stochasticity. Let us first 
consider a deterministic continuous-time system as described mathematically (without loss of 
generality) by a differential equation with velocity function 𝜑(𝑥) = 𝑑𝑥/𝑑𝑡, initial condition 𝑥(0), and 
fixed point(s) 𝑥  such that 𝜑(𝑥 ) = 0. The system‟s state at time 𝑡 is given by 𝑥(𝑡). In order to 
distinguish a deterministic dataset from a stochastic dataset, one first chooses a suitable “test” initial 
state from the data, and secondly chooses another, “neighbour” initial state. The time-evolutions of 
the succeeding states arising from the “test” and from the “neighbour” states are then observed. We 
define the “error” as the difference between the time evolution of the “test” state and the time 
evolution of the “nearby” state. The initial error at time 𝑡 = 0  between the states is measured by 
(𝛿𝑥)(0) = 𝑥(0) − 𝑥 , and the error at time 𝑡 > 0, by (𝛿𝑥)(𝑡) = 𝑥(𝑡) − 𝑥 . Any system‟s behaviour can be 
described in terms of the mean exponential rate of divergence of two initially close orbits, and one 
finds, to first order in 𝛿𝑥(𝑡), that:  (𝛿𝑥)(𝑡) ≈  (𝛿𝑥)(0) e𝛽𝑡    . 
Number 2 Enflame Newcastle 37 
 
 
 
TABLE 2.1: Approximate ranges of the scaled modulating parameter 𝜆 = 𝜇/𝜇  together with definition 
of the qualitative régime and qualitative descriptions of the system‟s behaviour. 
 
 
 
The Maximal Lyapunov Exponent (MLE) 𝛽 ≡ 𝑑𝜑(𝑥 )/𝑑𝑡 dominates the evolution of the error with time, 
and can be approximated from the limit: 
 
𝛽 = lim   𝛿𝑥   0  →0  lim 𝑡→∞    
1
t
 ln     
(𝛿𝑥)(𝑡) 
(𝛿𝑥)(0)
              . 
 
A deterministic system will have an “error” that either remains small (this is a “stable, regular” solution) 
or increases exponentially with time (a “chaotic” solution). Values of 𝛽 < 0 characterize dissipative or 
non-conservative systems and which are represented by deterministic solutions with asymptotic 
stability. 
  
 
range of  𝝀 = 𝝁/𝝁  
 
qualitative regime 
 
system behaviour 
0 < 𝜆 < 1/4 signal extinction monotonic 
1/4 < 𝜆 < 1/2 period-1 stability jump then monotonic 
1/2 < 𝜆 < 3/4 period-1 stability damped oscillation 
3/4 <  𝜆 < (1 +  6)/4 period-2  stability stable oscillation 
0.8623…  <  𝜆 < 0.8860… period-4 stability stable oscillation 
0.8860… <  𝜆 < 0.8924... stable period-doubling cascade stable oscillation 
0.8924. . . <  𝜆 < 0.9571… Pomeau-Manneville crisis chaos 
𝜆 = (1 +  8)/4 ≈ 0.9571… stable island (period-3) cascade stable oscillation 
1 < 𝜆 catastrophe divergence 
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These solutions converge to a stable fixed point or stable periodic orbit, such that small initial 
perturbations decay. The more negative are the values of 𝛽 < 0, the greater is the stability. 
Superstable fixed points and superstable periodic points have 𝛽 → −∞, and tend towards equilibrium 
as fast as possible. Values of 𝛽 > 0 indicate conservative, deterministic-chaotic systems which are 
represented by unstable aperiodic solutions. These solutions are highly sensitive since small initial 
perturbations grow exponentially. The value 𝛽 = 0 is indicative of conservative, marginally stable 
“steady-state” systems. The solutions here are “neutral fixed points,” and bifurcations occur for values 
of 𝜆crit  at which (𝛽 < 0) → (𝛽 = 0). In reality, since there are generally many different choices for the 
test state, and thus many different orientations of the initial error (𝛿𝑥)(0), there generally exists a 
spectrum of Lyapunov Exponents. The dimension of this spectrum is equal to the dimension of the 
phase-space, and it can be used to measure the system‟s rate of entropy production and its fractal 
dimension. For a discrete data-sample generated by the mapping 𝑥𝑛+1 = 𝑓(𝑥𝑛) with iterations labelled 
by the index 𝑛 = 0, 1,… ,𝑁, initial value 𝑥0, fixed points  𝑥 = 𝑓(𝑥 ), initial error (𝛿𝑥)0 = 𝑥0 − 𝑥  and 
subsequent errors (𝛿𝑥)𝑛 = 𝑥𝑛 − 𝑥  , the MLE can be estimated by calculating: 
𝛽 ≈  lim 𝑁→∞       
1
𝑁
  ln     
(𝛿𝑥)𝑛+1
(𝛿𝑥)𝑛
       
𝑁
𝑛=0
       , 
which for analytically-defined mappings such as the logistic function discussed here can be expressed 
explicitly as: 
𝛽 ≈  lim 𝑁→∞       
1
𝑁
  ln     
𝑑𝑓(𝑥𝑛)
𝑑𝑥
       
𝑁
𝑛=0
       . 
Figure 2.6 shows the evolution of the error (𝛿𝑥)𝑛 = 𝑥𝑛(𝑥0) − 𝑥𝑛(𝑥0
′ ) in the chaotic region (with 
𝜆 = 0.925) for two signals with starting values 𝑥0 = 0.4, and 𝑥0
′ = 𝑥0 + (𝛿𝑥)0, where the starting error 
is (𝛿𝑥)0 = 10
−10. Figure 2.7 further illustrates the evolution of the maximal Lyapunov Exponent 𝛽 for 
various values of 𝜆, for a starting value 𝑥0 = 0.4. Figure 2.8 completes the picture by demonstrating 
the variation in Lyapunov Exponent 𝛽 as a function of 𝜆 for a starting value 𝑥0 = 0.4. Similar 
information is yielded in Figure 2.9 which shows the variation in mean module excitation  𝑥𝑛   (after 
𝑁 = 2 × 104 iterations) as a function of modulating parameter 𝜆. In this case there is very little 
sensitivity to starting value 𝑥0. In contrast to the situation for chaotic systems, “truly random” or 
stochastic systems will have a randomly distributed error with a mean of zero. Skarda and Freeeman 
[58] put forward the idea that a chaotic background “buzz” of neuro-electric activity is essential for 
perception, thus displacing more mechanistic models based on the identification “brain = computer” 
[58]. These conjectures are supported by experimental observations of chaotic brain activity in 
wakefulness, as well as in rapid-eye-movement sleep [59], [60], [61]. 
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FIGURE 2.6: Diagram showing the evolution of the error 𝛿𝑥𝑛  for the scaled logistic mapping with 
𝜇 = 4, in the chaotic region for 𝜆 = 0.925, for a starting error 𝛿𝑥0 = 10
−10. 
 
 
 
FIGURE 2.7: Diagram showing the evolution of the maximal Lyapunov Exponent 𝛽 for the scaled 
logistic mapping with 𝜇 = 4, for various values of 𝜆, for a starting value 𝑥0 = 0.4. 
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FIGURE 2.8: Diagram showing the variation in Lyapunov Exponent 𝛽 as a function of modulating 
parameter 𝜆 for the scaled logistic mapping with 𝜇 = 4, for a starting value 𝑥0 = 0.4. In regions where 
the Lyapunov exponent is negative, the solutions will eventually converge to stable solutions. 
Bifurcations occur when the Lyapunov exponent is zero. Chaos occurs in regions where the Lyapunov 
exponent is positive. 
 
FIGURE 2.9: Diagram showing the variation in mean module excitation  𝑥𝑛   (after 2 × 10
4 iterations) 
as a function of modulating parameter 𝜆 for the scaled logistic mapping with 𝜇 = 4. In this case there 
is very little sensitivity to starting value 𝑥0. 
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Chapter 3 goes on to extend these ideas to investigate “dialetheialectics” as the mechanism of 
“psycho(a)logical autopoiesis” by which the mind-brain‟s dynamical systems form, self-organize, grow, 
develop, and through which we can learn to change behaviours. We find that first first, neural 
networks self-organize to produce a coherent conscious self. Then, the union of the linear dynamical 
systems used in perception and the nonlinear dynamical systems necessary for self-organization 
produces the mind-brain‟s overall “landscape” of far-from-equilibrium chaotic attractors. Different 
dynamical systems can “couple” together to cause mutual influence, bifurcations, and differing 
behaviours. Self-coupling within a single system, whereby the modulating parameters of the system 
are functions of the state of the system itself, leads to “self-control” and “self-organization” within that 
system. The depth of particular attractors controls degrees of awareness, and awareness can thus 
change gradually or bifurcate suddenly. Thus the bifurcating, chaotic dynamical systems picture 
readily suggests a “continuum of awareness” in which we can learn to “destabilize” from one attractor 
and “restabilize" onto another attractor at will 
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CHAPTER 3: DIALETHEIALECTICS 
 
 
 
 
3.0 Introduction 
 
The union of the linear dynamical systems used in perception and the nonlinear dynamical systems 
necessary for self-organization produces the mind-brain‟s overall “landscape” of far-from-equilibrium 
chaotic attractors. First, neural networks self-organize to produce a coherent conscious self. Within 
this landscape ordered behaviours or “mind-brain-processes” (such as awareness and memory) 
evolve from low-level chaos. Different dynamical systems can “couple” together to cause mutual 
influence, bifurcations, and differing behaviours. Self-coupling within a single system, whereby the 
modulating parameters of the system are functions of the state of the system itself, leads to “self-
control” and “self-organization” within that system. Process-changes occur when the dynamical 
system undergoes either a reversible subtle bifurcation from chaotic to subtle attraction; or when a 
plosive bifurcation causes sudden expansion or sudden contraction of a periodic attractor embedded 
within the chaotic matrix of the dynamical system. The depth of particular attractors controls degrees 
of awareness, and awareness can thus change gradually or bifurcate suddenly. Thus the bifurcating, 
chaotic dynamical systems picture readily suggests a “continuum of awareness.” Many trajectories, 
each starting from a quite different initial state, approach any given chaotic attractor, resulting in the 
paradoxical and counterintuitive feature of “mind-brain-process initial-condition-insensitivity.” This 
means that with a conscious input of psychic energy individuals can learn to destabilize from one 
attractor and to restabilize on another, so changing behaviours and states at will. 
 
 
3.1 Dialectical Logistics: “Dialetheialectics” 
 
Krippner [0] explains that the potentially large chaotic amplification of small fluctuations is a means of 
accessing novelty [1] in situations ranging from the quantum explosion of the cosmos to human 
thinking, and perceived freewill [2], [3]. In some cases there is a bifurcating “transition to chaos” such 
that the chaotic behaviour is present for some values of the parameters which describe the system, 
and not for others, as we have seen. This is particularly evident in simple dialectic or holistic 
“ecological” models described using equations related to the discrete logistic mapping discussed 
above, but it is also the case in both gross and subtle features of much more complex models [4]. 
Rosser interprets the simple logistic mapping as an excellent example of the rhizomatic 
“interpenetration of opposites,” since the same variable occurs in both a positive (or increasing) sense 
(as 𝑥 or “the one”), and in a negative (or decreasing) sense (through 1 − 𝑥 or “the other”), meaning 
that these are inextricably coupled together, as Deleuze observed [5]. It is the interaction between 
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these self-opposing forces which generates the ongoing “dialectical” movement [6]. As the strength of 
the interaction intensifies, bifurcations push the system into qualitatively new régimes. This is the 
mechanism proposed by Naser [7] for the complex organization evident in evolutionary scenarios. 
Levins and Lewontin refute Popper‟s view on the incompatibility of dialectic and science [8] with their 
maxim that “Part makes whole, and whole makes part” [9]. They put forward “reductionist” science as 
the vehicle for a dynamic, self-reflexive dialectic between the heterogeneous “parts” which combine to 
give an “emergent” independent and homogeneous “whole” [9]. Finkelstein goes on to discuss the 
use of “Game Theory” [10] to answer related dialectical questions such as “How should you behave, 
given that your behavior produces a reaction from others?” [11]. The central dialectical dilemma here 
is that “The outcome results from an interaction between your choice and the response of others” [11]. 
 
Andreev‟s [12] implementation of “computational evolution” to mimic independent development and 
self-organization produced interesting counter-intuitive results. The synthetic dialectical process of 
“iterative averaging,” rather than homogenizing the system under study, as one might expect, instead 
produced sharp analytic dichotomization into two non-overlapping groups which could be labeled 
“one” and “other” [12]. Kreidik [13], [14] extends these ideas to generalize a formal “qualitative” 
dialectical mathematics which includes “quantitative” Aristotelian logic as a special case. He shows 
how this mathematics can be used to solve previously intractable problems in physics and 
technology, as well as to provide significant insight into computer hardware and software 
development, and into cognitive processes. Petersen [15] goes further in formally synthesizing 
dialectical logic and Gödel‟s methods in an appropriately restricted way. Várdy [16] points out that one 
way to avoid Gödel‟s mathematical “incompleteness” is to prohibit self-reference, and thus to rule out 
the road to chaos described in the simple models presented here. However, he sees this severe 
limitation as necessarily abandoning “mathematical objectivation” and admitting that there is a 
“spiritual region” in which concepts such as “freedom – justice – life – person” are defined. Hoffman 
[17] utilizes the idea of dialectic expressed through the idea of the “symmetric difference” (“one or the 
other, but not both”) to produce a model of consciousness. In terms of brain structure and function, 
this model includes the facets of basic awareness, self-awareness, perception and cognition (along 
with attention and emotion); and it allows descriptions of knowledge and learning, long- and short-
term memory, negotiation and dialogue, and problem-solving. Non-dialectical and dialectical logics 
can be synthesized to combine knowledge-structuring, information-retrieval, and reasoning [18]. 
Furthermore, Wells and Reed [19] show how “computational dialectic” is used in practice for inter-
agent communication in multi-agent systems in order to enable information-seeking, and conflict-
resolution. Dialectic methods can also be implemented efficiently for many other highly complex 
computational problems such as optimization [20]. In terms of modern theoretical physics, it is 
conjectured that Bohm‟s Marxist political leanings were integral in his application of dialectical 
reasoning in proposing the “Pilot Wave” theory of quantum mechanics [21]. Moreover, these 
dialectical ideas can be shown to be at the heart of ideas such as “hyperspace – parallel universes – 
time warps” and the “tenth dimension” [22]. 
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3.2 Chaotics and Fuzziness 
 
Rosser goes on to extend complexity theory into a new, “continuous” way of understanding the 
dialectical law of the “unity of opposites” and of rebutting the “excluded middle” of bimodal or discrete 
logic [5]. Georgescu-Roegen takes these ides to their limits in suggesting that a “fuzzy” area can, and 
must, always exist as a result of the interaction between interdependent polarities, or superficial 
binary oppositions, in the way quantified by Zimmermann [23]. Terminologically, some care should be 
exercized in talking of “fuzziness” and “probability” [24]. This is because both alike are different 
aspects of Generalized Information Theory, but whereas probability describes likelihood of each of an 
event‟s definite possible outcomes, fuzziness describes the extent of a single event‟s occurrence. 
However, since fuzzy sets (and fuzzy logic) generalize Boolean sets (and Booolean logic), fuzzy 
theory also generalizes probability theory. Thus all probability distributions are in fact fuzzy sets, but 
not all fuzzy functions represent probabilities. The words “fuzzy” and “fuzziness” are used only in a 
descriptive sense here.  
 
Now, using the continuous variables 0 ≤ 𝑥 ≤ 1, and 0 ≤ 𝑡 < ∞, the “fuzzy state” labelled “A” is 
represented by the function 𝜓 𝑥 = 𝑥(𝑡), and the fuzzy state labelled “not-A” is represented by 
𝜓  𝑥 = 1 − 𝑥(𝑡). The “mixing” of states “A” and “not-A” can be represented by the linear combination 
𝛹(𝑥) = 𝑁{ 1 − 𝑕 𝜓 𝑥 + 𝑕𝜓  𝑥 }, where the extent of mixing is represented by 0 ≤ 𝑕 ≤ 1. Average 
quantities are given by integration over 𝑥 from 𝑥 = 0 to 𝑥 = 1, and are represented by diamond “bra-
kets” so that the normalization constant for  𝛹𝛹 = 1 is 𝑁 =  3/(1 − 𝑕 + 𝑕2) [25]. The average values 
of the fuzzy states are  𝜓 =  𝜓  = 1/2. We can also work out the average “overlaps” contributing to 
 𝛹𝛹 , representing the average interactions “A with A” / “not-A with not-A” / “A with not-A” and we find 
that these are  𝜓𝜓 =  𝜓 𝜓  = 1/3, and  𝜓𝜓  = 1/6, whence the total overlap is  𝛹𝛹 = 1. We are 
interested specifically in the “dialetheiality” 𝜓𝜓   which is the overlap representing the interaction “A 
with not-A” [26]. We have so far been dealing with discrete complexity-theory representations of 
different phenomena, and the relationship between discrete and continuous mathematical models is 
developed in detail in [27]. The simplest model of the continuous time-evolution of such a 
“dialetheialectic” system is given by what we might call the continuous “dialetheiagistic equation” 
whose “velocity function” 𝜙(𝑥) is proportional to the dialetheiality [26]: 
 
  𝜙(𝑥)    =   d𝜓(𝑡)/d𝑡   =   − d𝜓  (𝑡)/d𝑡    =    𝜇 𝜓(𝑥) 𝜓  (𝑥)     =    𝜇 𝑥 (1 − 𝑥)      =    d𝑥(𝑡)/d𝑡 . 
 
This has the “sigmoidal” or S-shaped time-solution, starting from 𝜓 0 = 𝑥(0) = 𝑘 when 𝑡 = 0, 
 
𝜓 𝑡 = 𝑘 ( 𝑘   +    1 − 𝑘 e−𝜇𝑡   )−1     .  
 
The modulation parameter 𝜇 > 0 influences the rate of change of 𝜓 by scaling the interaction between 
𝜓 and  𝜓 . This continuous logistic formulation naturally includes competing tendencies to increase or 
decrease the value of 𝜓. For small 𝜓 (or large 𝜓 ), the tendency is to increase 𝜓 linearly as 𝜇𝑥; for 
large 𝜓 (or small  𝜓 ), the tendency is to decrease it quadratically as −𝜇𝑥2. How does the smooth, 
continuous, monotonic evolution of 𝜓 occur? 
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FIGURE 3.1: This shows 𝜑(𝑥), 𝐾(𝑥), 𝑃(𝑥) and 𝑇(𝑥) as functions of 0 ≤ 𝑥 ≤ 1. Without loss of 
generality, the parameters are taken to be 𝜇 = 2.5, 𝑞 = 2.1 and  𝑃0 = 0.5. The solutions evolve with 
time from the unstable, repelling fixed point at 𝑥 1 = 0 (the open circle at the bottom left), ending up at 
the stable, attracting fixed point 𝑥 2 = 1 (indicated by the closed circle at the bottom right), as 𝑡 → ∞. 
This corresponds to movement in the direction of decreasing potential from the “hill” at 𝑃(𝑥 1 = 0) 
down to the “valley” at 𝑃(𝑥 2 = 1), as shown by the circles jopined by the oblique downwarde arrow. 
The maximum kinetic energy in this case, 𝐾(𝑥 = 1/2) occurs exactly midway in the motion from the 
fixed points 𝑥 1 = 0 to the fixed point 𝑥 2 = 1. 
 
In terms of the evolution of 𝜓, the average velocity is given by   𝜙 = 𝜇  𝜓 𝜓  = 𝜇/6. The kinetic 
energy is 𝐾(𝑥) = 𝑞𝜙(𝑥)2, with “inertia” 𝑞 > 0, so that the average is  𝐾 = 𝑞𝜇2/30 = 6𝑞  𝜙 2/5. The 
kinetic energy is related to the momentum 𝑤 𝑥  through the equation 𝐾(𝑥) = 𝑤 𝑥 2/𝑞. Since the force 
𝐹 𝑥  is defined as 𝐹 𝑥 = d𝑤 𝑥 /d𝑡  we can see that d𝐾 𝑥 /d𝑥 = 2 𝐹 𝑥 . The potential energy 𝑃(𝑥) is 
defined through d𝑃(𝑥)/d𝑥 = −𝜙(𝑥), with 𝑃(0) = 𝑃0, 𝑃(1) = 𝑃1, and  𝑃0 = 𝑃1 + 𝜇/6 so that we always 
have 𝑃0 > 𝑃1. From this we find that 𝑃(𝑥) = 𝑃0 + 𝜇(2𝑥 − 3)𝑥
2/6, and that the average is given by 
 𝑃 = (𝑃0 + 𝑃1)/2. The kinetic and potential energies are related differentially through the equation 
𝐾(𝑥) = 𝑞(d𝑃(𝑥)/d𝑥)2. The kinetic energy varies between minima of 𝐾 0 = 𝐾 1 = 0 and has a 
maximum of 𝐾(1/2) = 𝑞𝜇2/16. The potential d𝑃(𝑥)/d𝑡 = −(d𝑃(𝑥)/d𝑥)2 ≥ 0 so that potential energy 
decreases along trajectories such that the system evolves towards states of lower potential. The total 
energy is given by 𝑇(𝑥) = 𝐾(𝑥) + 𝑃(𝑥), and we introduce the important quantity 𝑚 = 𝑞𝜇 in 
investigating the motion of the dynamical system along trajectories determined by the gradient of the 
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total energy d𝑇(𝑥(𝑡))/d𝑡 = 𝜙 𝑥 (d𝑇(𝑥)/d𝑥). The condition that this total-energy-gradient be 
stationary only for values 𝑥 1 = 0 < 𝑥 < 𝑥 1 = 1, enforces the constraint that 𝑚 > 1/2. The particular 
value of the stationary point is given by 𝑥 = (2𝑚 − 1)/(4𝑚) which varies from 𝑥 = 0 (exactly when 
𝑚 = 1/2), asymptotically approaching 𝑥 = 1/2 (as 𝑚 → ∞). Under these circumstances the total 
energy first increases, reaches a maximum (the so-called “potential barrier” at 𝑥 ), and then decreases 
to a minimum, as the system progresses along its trajectory, defined by d𝑇(𝑥(𝑡))/d𝑡. In order to move 
“uphill” or “against” an energy gradient, external work must be done upon the system, and external 
forces must be applied. Conversely, in order to move “downhill” or “along” an energy gradient, work is 
done by the system as the external forces acting upon it are relaxed. The relationships between 𝜑(𝑥), 
𝐾(𝑥), 𝑃(𝑥), and 𝑇(𝑥) are pictured and explained in Figure 3.1. 
 
 
FIGURE 3.2: Schematic diagram of the phase-space (notionally projected from 𝑁-dimensions into 3-
dimensions) of the dynamical system representing a brain-module neural network. The several local 
minima and the single global minimum represent attractors of the dynamical system and can be 
though of as “solution states” to which “consciousness fluxes” converge in attempting to resolve 
problems. In so-doing these fluxes may have to surmount local or global maxima in the phase-space. 
 
Continuous dialetheialectic systems have a smooth, continuous, monotonic, analytically-
representable time-evolution as discussed above. In contrast, discrete dialetheialectic systems are 
governed by the discrete dialetheiagistic equation: 
 
𝜓𝑛+1   =   𝜇 𝜓𝑛  𝜓 𝑛      =    𝜇 𝜓𝑛 1 −  𝜓𝑛   =   𝜇 𝑥𝑛 1 −  𝑥𝑛    =     𝑥𝑛+1     ,  
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starting from 𝜓0 = 𝑥0 = 𝑘, which does not have an analytic solution. However, as analyzed and 
discussed in detail in Chapter 2, the phenomenon of “overlap” or “indeterminacy” or “uncertainty” or 
“fuzziness” in such discrete dialetheialectic systems once again allows nonlinear interactions between 
the otherwise simple linear components. In the discrete case, these interactions can give rise to 
chaotic features such as “bifurcations” or sudden qualitative changes in behaviour at points of 
degeneracy in regions of interaction between “A” and “not-A” in which equilibrium is extremely 
sensitive to perturbations [28]. A very simple physical instance of this is the co-existence of solid ice 
and liquid water in “slush” [29]. In fact, we find that “complex chaos” or “chaotics” is present as a 
dynamical driving force in almost all systems, whether biological or physical, ranging from deserts, to 
economies, to electronics, to jungles, to space stations, to stock markets [30]. In the words of Adams‟ 
fictional “holistic detective” Dirk Gently, we must therefore learn to embrace the “fundamental 
interconnectedness of all things” [31], since nothing is isolated, and all things are intertwined: oceans 
and weather-patterns, populations and environments, societies with societies, technologies with 
economies, economies with oceans – and so the cycle continues, recursively, unstably, and 
chaotically [30]. It is the chaotics of fuzzy complexity in combination with chaotic dynamical behaviour 
that creates the metaphorical psychic “landscape” with its maximum-energy “hills” and minimum-
energy “valleys” illustrated in Figure 3.2. And it is within this landscape that the extraordinary richness 
of bifurcating and self-organizing human psychobiological development takes place through the ever-
ramifying processing of transformed input data in the mind-brain‟s massively parallel neural networks. 
 
 
3.3 Cognitive Chaotics 
 
The very structure of the mind-brain‟s neural networks can be understood as having evolved such as 
to provide the environment necessary for learning, neuroplasticity, consciousness, and creativity. If 
each neurone is considered to represent one “variable” (each with its own “dimension”) in the 
astronomically complex dynamical system that represents human consciousness, personality, and 
cognitive function, then this corresponds to a “phase space” of 1011  dimensions. Despite the vast but 
finite number of neurones, the density of points in the phase space is nevertheless infinite. Given the 
massively complex interactional nature of the “dynamical organism,” the choice of variables (whether 
representing “measured” or “hypothetical” features and interactions [32]) included in any particular 
mathematical model is essentially arbitrary [33]. Nevertheless, even with less than optimal variable-
choices, important and useful predictions can often be made regarding the overall behaviour of the 
dynamical organism under study, if the “meaning” of individual variables is not necessarily 
overemphasized. With respect to this phase space, ordered behaviours or “mind-brain-processes” 
(such as the process of memory) emerging from low-level chaos are organized around chaotic 
attractors that are far from equilibrium [30], [33]. The chaotic attractors represent the virtual 
landscape” of local (or global) minima in the phase space of the neural networks and brain modules, 
as shown in Figure 3.2 [34]. In order to help us visualize the concept of attractors we can imagine a 
ball being rolled around inside a bowl due to some outside manipulation. When the external source of 
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energy maintaining the rolling motion is removed, then the ball is “attracted” to a stable equilibrium 
position at the very bottom of the bowl, where it gradually comes to rest [30]. Skinner et al. [35] 
emphasize the implication of chaotic dynamical systems and the associated bifurcations in packaging 
information into, storing it as, and retrieving it from, “compressed representations,” in mind-brain 
processes such as awareness and memory [33]. It is postulated that these chaotic, bifurcating 
dynamical systems produce effects similar to the recursive affine mapping algorithms devised for use 
in computational data storage and retrieval [36]. Indeed it is suggested that such dynamical systems 
provide the best, most general models for all continuously-evolving mind-brain process [37]. Process-
changes occur when the dynamical system undergoes either a reversible subtle bifurcation from 
chaotic to subtle attraction; or when a plosive bifurcation causes sudden expansion or sudden 
contraction of a periodic attractor embedded within the chaotic matrix of the dynamical system. 
 
Thus the bifurcating, chaotic dynamical systems picture readily suggests a “continuum of awareness” 
[33]. On this continuum, important process-tasks can be occurring subliminally, below the threshold of 
consciousness; and conversely, process-changes can appear to consciousness as if they occur 
spontaneously as catastrophic bifurcations. In these terms, attractor activation (or excitation, or 
expansion), is an endothermic process, as energy is input into the system to enable forces to work 
against the system‟s energy gradient in deepening the system‟s potential basin. Conversely, attractor 
deactivation (or relaxation, or contraction), is an exothermic process, as energy is released by the 
system as forces working against the system‟s energy gradient to maintain the system‟s potential 
basin are relaxed. In terms of stimulus–response, for example, a specific stimulus activates the “input 
basin” of the associated receptor which is “linked” to an array of learned attractors, each 
characterized by different spatial-amplitude-modulation response-patterns [37]. Prior to stimulus, each 
of these periodic attractors is maintained far-from-equilibrium in a chaotic “basal state,” which allows 
easy “random access” to the attractor, and thus easy “activation” of the appropriate corresponding 
response. On receipt of a particular stimulus the corresponding attractor is quickly accessed and 
moved in its periodic “equilibrium state,” thus activating the matched response. As another example 
we can consider the dynamical system responsible for internal approach-avoidance conflict 
behaviour, modulated by fear-sensitivity wither respect to the desired/feared goal [33]. As fear-
sensitivity increases, the system goes through a series of subtle bifurcations. The system‟s initial 
fixed-point attractor (present at low fear-sensitivity) undergoes a Hopf bifurcation to become a periodic 
attractor (at medium fear-sensitivity), and this undergoes chaotic excitation to become a chaotic 
attractor (at high fear-sensitivity). Indeed, chaotic attractors are believed to be responsible for 
organisms‟ multifunctionality, behavioural blending, and response selection, through their mediation of 
scale-independent interactions between single neurones, neuronal clusters, brain modules, and the 
organism and its environment [38]. Consciousness emerges as fluxes of electro-chemical energy 
traverse neurones and activate brain-modules: either as new transform-information is filtered and 
processed; as learning occurs and new connections and pathways are created; or as the mind-brain‟s 
vast phase space is explored in the search for minima that represent the solution of problems. This 
gives weight to James‟ observation that human thinking proceeds by a “stream of consciousness” in 
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which there are “transitive” or fast “thoughts” which are very difficult, if not impossible, to monitor 
introspectively, and “intransitive” or slow “conclusions” of which we are more readily aware [39]. 
During all parts of this search, holographically-encoded neuronal connections are altered according to 
the “Hebb Rule” [40], as generalized mathematically by Singer [41]. This expresses the fact that if two 
linked neurones in similar states are excited simultaneously, then the connection strength between 
them is increased. Electroencephalogram (EEG) recordings of brain activity are used to attribute large 
numbers of identifiable attractors for different functionalities such as solving mathematical problems 
[30]. The consciousness-fluxes arise and flow through a holographic, massively-overlayered, 
deterministic-chaotic neural network system. Thus their evolution is not random, although it is in 
theory predictable only by stepwise calculation in the vicinity of the particular attractors they approach, 
and in practice it is not precisely predictable at all. This is why it is crucial to remember always that we 
are discussing dynamical, ongoing mind-brain-processes rather than instantaneously-observable 
states [33]. It thus also takes a finite time to “integrate over a trajectory” for a given mind-brain 
process, and thus, for example, a mind-brain-process such as memory-access is not instantaneous. 
 
A particular mind-brain-process is neither uniquely restricted to, nor is it uniquely described by, any 
fixed, local, spatiotemporal configuration of the underlying neural network. Many trajectories, each 
starting from a quite different initial state, approach any given chaotic attractor [33]. Moreover, for any 
given chaotic attractor, all the attracted trajectories eventually flow through any arbitrarily small 
volume in the attractor‟s phase space. Indeed, a specified mind-brain process is governed not by the 
ensemble of approaching trajectories, but rather by the general, invariant, multi-dimensional geometry 
in the vicinity of the associated attractor. In chaotic systems, large-scale, invariant patterns are of 
much more significance than instantaneous, highly-variable ones. A corollary of this is that putative 
“projection backwards along a trajectory” from the basin of attraction of an activated mind-brain 
process (“now”) to discern information about “past times” in general is very limited, and the possibility 
of finding a particular initial state is essentially impossible. Following Abraham we might refer to these 
paradoxical and counterintuitive chaotic-attractor properties as “mind-brain-process initial-condition-
insensitivity” [33]. However, the Poincaré Section and the Lorenz Section [42], [43], which investigate 
the multiple crossings of trajectories through the phase space of an attractor, can yield useful general 
information regarding the attractor‟s fractal complexity, and its generalized invariant properties. We 
can this envisage the mind-brain as functioning in two, quite different “temporal modes” [33], [44], 
[45], [46]. The first mode is operation in linear, reversible “chronos time,” when the mind-brain surveys 
holonomic functional relationships between the values of variables representing different states along 
a trajectory, in a process which does not change the system‟s state. The second mode is operation in 
nonlinear, irreversible “chairos time,” when the mind-brain time-integrates nonholonomic, internal, 
cognitive models of agents, environments, and behaviours, in a process which leads to saltatory 
jumps in the system‟s state. 
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3.4 Psychic Self-Organization 
 
Here we should note Abraham‟s “First proto-Platitude” [33], namely that depending on the particular 
mind-brain-process considered, any type of attractor may be either desirable or undesirable; and any 
type of attractor may be normal or abnormal. Thus in psychobiological processes the fixed-point 
attractors of classical homœostasis are not the only permitted type, and periodic attractors, and 
chaotic attractors, are natural, and can actaully be desirable. This strongly suggests a “fluid and 
flexible” model of “consciousness” and of “personality” that is non-algorithmic, non-sequential, and 
essentially unpredictable [30]. The depth of the attractor controls the degree of awareness, and 
awareness can thus change gradually, or suddenly as bifurcations in the dynamical system occur. For 
any given dynamical mind-brain-system there may well be several attractors active simultaneously at 
different “depths of awareness,” ranging from the subliminal to the fully conscious, and these 
attractors can exert mutual influence [47]. Moreover, different dynamical systems can “couple” 
together to cause mutual influence, bifurcations, and differing behaviours. In coupling, the modulating 
parameters of one member of the coupled system are functions of the state variables of the second 
member of the coupled system. It is well recognized that the actual conceptual “compartmentalizing” 
of a highly complex system into subsystems for analytical purposes is essentially trivially arbitrary in 
terms of the predicted overall behaviour of the system [33]. However, the identification of the 
minimum level of overall bifurcation-control by the most significant modulating parameters has been 
found to be desirable in constructing dynamical-systems “networks” to model a wide range of complex 
mind-brain processes [47], [48], [49], [50], [51], [52], [53], [54], [55], [56]. For example, a subliminal 
message causes anxiety by changing the magnitudes of affector-variables within the affective system; 
these affector-variables then go on to modulate bifurcations in the magnitudes of response-variables 
within the cognitive recall-recognition system [47]. 
 
Abraham extends the idea of coupling between different systems to define the concept of “self-
coupling” within a single system, whereby the modulating parameters of the self-coupled system are 
functions of the state variables of the self-coupled system itself. This self-coupling behaviour leads to 
“self-control” and “self-organization” within a system, which Abraham sees as the most agiential, 
humanistic, teleological and transcendental features to arise from any nonlinear dynamical system 
[33]. Furthermore, by definition, chaotic systems have dense orbits and are topologically transitive, 
and thus can (and eventually, will) explore all points in their phase space. This implies that in some 
sense the potential of consciousness to explore new ideas, to experience novel states, and to form 
new concepts, is unbounded [30]. However, in order to move (or “stabilize”) from attractor A to 
attractor B, one must “destabilize” or “unfixate” the focus on A, and then “restabilize” or “fixate” the 
focus on B [34]. This mind-brain stabilizing process initially requires an input of energy for its 
“activation,” even when the final attractor B is “more stable” or “energetically lower” than initial 
attractor A [33]. Such “change of focus” is ideally suited to control by processes occurring in a 
chaotically-ordered, fractal phase space. Studies of both ontogeny and phylogeny indicate that 
developmental processes generally involve irreversible sequences of endothermic bifurcations which 
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lead to ever increasing complexity [33]. Bifurcations are endothermic due both to the topologically 
instability of the bifurcation point, and to the local stability of the competing attractor basins. At a 
bifurcation point much energy is required simply to maintain awareness at that particular unstable 
point in linear time. Much energy is also required to integrate along trajectories in nonlinear time in 
order to detect, contrast, evaluate, and select new features of the available competing attractor 
landscapes. However, it appears that with the conscious expenditure of energy, control can be 
exercised over such self-organizational development processes in order to find new solutions to 
problems and to generate new resources by blending past experiences and present perceptions. 
 
Furthermore, novel stable emergent processes can be engendered within a dynamical system by 
externally supplying appropriate new modulating parameters [57]. Thus new, stable, global 
psychobiological structures and new variable, adaptable, local psychobiological structures can co-
emerge [58]. We note here that the direct control of time-perception as time appears to undergo 
dilation and contraction whilst an individual performs different psychic tasks can itself act as a 
modulating parameter in further self-organizing bifurcations [33]. Within this picture, development is 
thus seen as a series of irreversible, potentially deterministic (but not predetermined) bifurcations 
along a sequence of quasi-stable, and increasingly topologically complex, task-assembled attractors 
[45], [59], [60]. Abraham [33] claims that these views have previously produced a “quiet revolution” in 
developmental psychology [50], [61], and could produce a radical meta-paradigm shift for psychology 
in general, and for personal development psychology in particular.  
 
 
3.5 Psycho(a)logical Autopoiesis 
 
Pribram [62] suggests that the union of the linear dynamical systems used in perception and the 
nonlinear dynamical systems necessary for self-organization produces the mind-brain‟s overall 
“landscape” of far-from-equilibrium chaotic attractors. We thus move beyond the continuous linear 
differential-equation systems of Drive Reduction Theory, and beyond the discrete linear difference-
equation systems of Statistical Learning Theory [63], [64], [65]. Such a landscape exhibits a 
paradoxical “stability” in that perturbation from one far-from-equilibrium attractor (as during reinforced 
learning) does not necessitate return to the same far-from-equilibrium attractor, but instead can 
potentially result in the accessing of quite different, novel, far-from-equilibrium attractors (which we 
can identify with “learned behaviours”) [66], [67], [68]. We are thus able to bypasses normal, linear, 
logical, constrained conscious-perception functions, and more readily to access a host of unusual, 
nonlinear, “alogical,” unconstrained unconscious-creative ones. Schwalbe [69] reports that, in terms of 
development and maturing, the result is a sequence of anti-entropic, self-organizing bifurcations 
towards increased order and complexity through the creation of new information. First, neural 
networks self-organize to produce a coherent conscious self. Secondly, the body selectively mediates 
between the internal, mind-brain environment and the external, physical environment in the 
acquisition of information, leading to self-organization geared towards physical survival and growth. 
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Thirdly, the imaginistic self-organization of mental models generates “meta-awareness” and 
orientation with respect to temporal consciousness-development, from memory of the past, through 
perception of the present, and forward to projections into the future. Fourthly, “outer speech” becomes 
internalized as “inner speech” allowing languaged self-organization of images. For Schwalbe, the 
“self” can exhibit surprising creativity through the combination of predictable, linear, stability together 
with unpredictable, nonlinear, adaptability. This chaotic nonlinearity means that slight changes in 
language-patterns can cause large changes in internal imagery; and that small changes in internal 
imagery can cause large changes in mental models and meta-awareness. Indeed Kurzban denies the 
existence of a stable and unitary “I” and rather sees the self as a fluid and interactional “we” 
comprised from separate but inter(re)acting subsystems [70]. The ongoing disputes, mediations, 
alliances, and resolutions within and between members of this unstable constellation of parts and 
processes govern all self-self, self-other, and self-world interactions.  
 
This approach provides a framework for choice-behaviour which foregrounds the undecidability of the 
question of (in)determinism, and gives support for the conceptualization of “constrained freewill” [3], 
[33]. Within this conceptualization, for any intentional individual, the distribution of goal-state attractors 
gives rise to an internal “field” which constrains the number and type of degrees of freedom available 
to that individual. Similarly, for any effective individual, the possession of particular action-capabilities 
gives rise to an internal field which constrains the courses of action available to that individual. The 
individual‟s intentionality and effectivity are exercised within an ever-changing external, ecological 
field. However, it is not the individual fields in isolation, but rather the coupling between the internal 
intentional-effective field and the external ecological field, which governs complex, global, goal-driven 
behaviour. Human beings are thus seen as massively complex self-organizing systems, sensitive to 
the determinate local effects of nonlocal constraints [44]. They are capable of intending (as well as 
simply perceiving and moving) by selecting initial states appropriate to the attainment of particular, 
final, goal states. However, the choice-behaviour is governed by a chaotic attractor whose topology is 
fractal [71]; and, we are in any case restricted by physically imperfect knowledge regarding both the 
initial state and the goal state [33]. Thus on both counts, exact (or reproducible) prediction of the 
outcome of any choice is impossible, and the choice is psychologically free, whatever the unknowable 
(in)determinate state of “reality” [33]. Choice is here seen as involving two coupled factors. The first is 
the nonlinear-time exploration of alternate attractors within the dynamical “model self” in order to 
choose modulating parameters which result in appropriate self-organizing bifurcations. The second is 
the selection of and navigation towards a new initial state in the phase space of the dynamical “model 
self” in order to instigate motion along a novel trajectory in the basin of a different attractor. The 
imaginative, intentional exploration of novel behavioural territories can lead to the construction, or to 
the discovery, of new selves [70].  
 
The implication is that an individual (whether this be a friend, parent, teacher, therapist, or the 
individual herself or himself), can become familiar with various stable, repeating psychobehavioural 
patterns in that individual, together with their modulating parameters. Sometimes such a 
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psychobiological state is stable and secure, but nevertheless be deleterious in a cognitive-behavioural 
sense, to that individual, who can feel trapped and frustrated, or may even be self-harming [53]. By 
changing the modulating parameters in different ways it is possible to stimulate bifurcation into either 
more (or, potentially, less), desirable psychobiological states. In social systems an individual can learn 
to exercise self-organizational control over the modulating parameters implicitly and subliminally; 
therapeutic work can lead to a conscious “personalization” of this control [33]. Abraham here uses 
“therapy” in a liberalized sense to describe people as seeking such control-personalization through 
altered states of consciousness, biofeedback, consciousness-raising groups, meditation, peak 
experiences, and self-help workshops, for example [33]. All of these ideas are readily accommodated 
into the framework provided for creative growth through psycho(a)logical autopoiesis (PAA) provided 
by neuro-linguistic programming (NLP), in conjunction with psycho-chaotic semiotics (PCS), each of 
which we consider in turn [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83]. 
 
 
3.6 Creative Dialetheialectics 
 
The question then arises as to how we might reach the “deepest” mind-brain representations of in 
order to instigate psycho-chaotic dialetheialectic in order to restructure meanings creatively, 
congruently, ecologically, and lastingly, by manipulation of Schwalbe‟s third developmental level (the 
imaginistic self-organization of mental models) and his fourth level (the languaged self-organization of 
images). First, we note that in terms of standard electroencephalograph measurements of electrical 
activity in the brain, Beta-state (13Hz – 40Hz) [84] is normal for subjects who are highly alert and well 
focused, with their eyes open, although it can point to anxiety. Alpha-state (8Hz – 13Hz) is described 
as one of relaxed alertness, as observed routinely in unstressed adults over the age of 13 years. It 
appears to be enhanced by physical relaxation with the eyes closed, and conversely, to be reduced 
by mental concentration with the eyes open. Delta-state (0.5Hz – 4Hz) is the usual state in children of 
up to 1 year of age, in “background” rumination, and in deep, dreamless sleep. It has the largest 
amplitude of the four states described here, is described as being akin to “bass sound.” The difficulty 
here is that conscious thinking in any of these three states is tied inextricably to surface structures 
and behaviours. It is linear and logical, and can only access previously tried-and-tested solutions and 
often-explored neural pathways. In so-doing it ignores the creative and the emotional, and passes 
over potentially fruitful but “crazy” explorations, even at the expense of trapping the mind in self-
destructive modes of behaviour and response. We might say that in conscious problem-solving the 
available “search space” is highly constrained. The conscious mind is unable to access any of the 
underlying deep structure. Bandler sums this up with his statement that “I don‟t trust the conscious 
mind; it‟s a dick head; it will only mess things up” [85]. 
 
However, Theta-state (4Hz – 8Hz) can be observed as normal in mentally alert children below the age 
of 13 years. It is uncommon in awake adults over the age of 13 years other than when they are doing 
“indirect thinking” or “imagining,” particularly in a state of daydreaming or drowsiness. It is common in 
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both adults and children in the hypnagogic stage prior to full sleep. This specific altered state of deep 
physical relaxation coupled with heightened awareness, commonly called “trance.” It is noted here 
that more coherent and homogeneous electroencephalogram activity is observed bilaterally 
throughout much of the brain-cortex during meditation practice [86]. Similarly coordinated brain-
activity is also seen during the growth of cortical networks in gender development, and also during the 
in stimulation of hypothalamic feeding systems, and of cortical-behavioural systems [87], [88], [89], 
[90], [91]. Abraham proposes that this provides evidence of the mind-brain‟s ability whilst in “altered 
states of consciousness” to use perturbations and the resulting bifurcations in order to self-organize 
towards the attractors for of increased awareness, task-focus, growth, and development [33]. In order 
to overcome the problems with conscious awareness and to access creative “alternative states,” 
people often resort to “sex, drugs, and rock „n‟ roll,” or, more generically, to “exertion, stimulants or 
depressants, and music.”  However, there are much less harmful, more predictable, and more useful, 
ways to achieve and to manipulate creative altered states using hypnotherapy. 
 
Chapter 4 starts from the idea that the filtering and mapping processes of human information-
processing produce states which represent attractors in the embodied mind-brain‟s phase space. 
Each human reality is then played out primarily in an individual‟s unique, internal metaphoric 
psychescape in which the particular topology depends on the individual‟s personal developmental 
history. Chaotic psyches, combined with chaotic environments, produce chaotically indeterminate 
behaviours. Emotion, experience, memory, and reason act as strange attractors which define the 
chaotic psychescape. The experience of creative confusion by individuals stuck in the attractor basin 
of a deleterious process can push them into regions of highly unstable chaotic activity. In general, 
strategies are designed to Deep-changes (using neuro-linguistic and psycho-chaotic techniques) 
actually modify the attractor topology by iteratively destabilizing links between destructive attractors, 
and stabilizing links between creative attractors. Part 4 goes on to investigate the ingenious “magical” 
paycho(a)logical linguistic patterns of neuro-linguistic programming under psycho-semiotic semiosis 
[92]. These methodologies allows the mind-brain to wander much more freely (and yet safely) across 
the metaphoric psychescape [93], [94] in executing its highly unconstrained psycho-chaotic trans-
derivational search [95]. The overall process engenders a fundamentally novel symbolic way of 
thinking allowing novel creative self-discovery through psycho(a)logical autopoiess [70].  
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CHAPTER 4: PSYCH(A)OLOGY 
 
 
4.0 Introduction 
 
The filtering and mapping processes of human information-processing produce states which 
represent attractors in the embodied mind-brain‟s phase space. First, experiences and processes are 
represented as signs and signways and then further linguistic symbolizations aid us in describing and 
manipulating these modelled aspects of reality. Linguistic representation using metaphor is ubiquitous 
and involves the use concrete and physical experiential descriptions to express abstract concepts. 
Each human reality is played out primarily in an individual‟s unique, internal metaphoric psychescape 
in which the particular topology depends on the individual‟s personal developmental history. Human 
beings are seen as complex open systems, subject to multiple initial conditions, whose behaviour is 
thus inherently chaotic. Chaotic psyches, combined with chaotic environments, produce chaotically 
indeterminate behaviours. Emotion, experience, memory, and reason act as strange attractors which 
define the chaotic psychescape. Modern individuals‟ internal anxiety interacts with their external 
chaotic environments to instigate a process of psychic shattering which can help to precipitate them 
despairingly towards self-annihilation. The crucial educational and therapeutic understanding is that 
individuals can learn to change their states, at will, to become creative and empowered. The 
experience of creative confusion by individuals stuck in the attractor basin of a deleterious process 
can push them into regions of highly unstable chaotic activity. In general, strategies are designed to 
Deep-changes (using neuro-linguistic and psycho-chaotic techniques) actually modify the attractor 
topology by iteratively destabilizing links between destructive attractors, and stabilizing links between 
creative attractors. The therapist‟s role is retrospectively to read and direct fundamentally hidden, 
chaotic patterns in the client‟s presenting behaviour. The overall process engenders a fundamentally 
novel symbolic way of thinking. 
 
 
4.1 Neuro-Linguistic Pragmagic 
 
Now, we turn to NLP, which unites the three elements “neuro” (dealing with properties of mind and 
brain), “linguistics” (the use of “language” in its most general sense of the theory of communicative 
modalities), and “programming” (the postulation that behaviour is regulated by neural and linguistic 
patterns). NLP suggests that we think of all incoming human sense-data as being pre-processed by 
the senses, which act as “filters,” as do beliefs, values, interests, occupations, and preoccupations. 
This initial “filtering” or “pre-processing” prevents the organism from being consciously overwhelmed 
by the magnitude of the information contained in the sense-data. The filtering produces a “map” of the 
“most important” features of “external reality,” encoded as “internal representations” accessible to 
“consciousness,” which then proceeds to respond to the “map” and not to “reality” itself. Particularly in 
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the meta-mapping process of forming linguistic descriptions of our own “maps,” the initial “real” 
information can be fundamentally modified as it undergoes deletion (we are selective); distortion (we 
change our imagined views of our experiences); and generalization (we extrapolate from particular 
cases). We thus arrive at the important admonitions of Korzybski and Watts, namely, that “The map is 
not the territory” – and that “The menu is not the meal” [0], [1]. In the NLP picture, the hugely creative 
“subconscious” still retains silent and consciously unaware access to (or indeed “is”) all of the sense-
data, memories, thoughts, and imaginings, massively-overlayered and vastly-distributed as the 
transform-connection-weights throughout the mind-brain‟s neural networks. 
 
Over time, the always-ongoing filtering and mapping processes produce “states,” which represent 
attractors in the embodied mind-brain‟s phase space. O‟Connor and McDermott define a “state” as 
the totality of emotion, feeling, imagining, libido, memory, energy, and thought, constellated around a 
particular cognitive-behavioural modality [2]. Hayes goes on to comment on the state-based learning 
of patterns, skills, or knowledge, in terms of the evolution of neural pathways based on the filtered 
transform-information encoded in the mind-brain as neural network connection-weights [3]. He notes 
in particular the variation in the speed of acquisition, and the stability, of different cognitive-
behavioural pathways whilst in different states, ranging from those which are practically 
instantaneously-learned, easily-triggered, and exactly-repeatable, to those which need considerable 
practice to master, significant repetition to memorize, and a great expenditure of time energy to 
execute successfully. He gives as examples (which might in fact fall into either of the previous 
categories), the cognitive-bevavioural processes involved in having an orgasm, “doing” a phobia, 
solving quantum-mechanics problems, and tying one‟s shoelaces. We can also imagine the existence 
of identity-level and cultural-level attractors such as chiefs, classes, tribes, states, religions, and 
worldviews [4]. SOT combines elements of Cybernetics and Gestalt Psychology to offer a “new 
paradigm for perception and change” [5]. In this paradigm, states as considered as self-organized 
mind-brain patterns organized around attractors called “anchors” which are “fired” to access the state. 
The attractive “strength” of an anchor is defined in terms of its “width” (which measures ease of 
access to the state) and its “depth” (the intensity of the state accessed). For example, “inspirational” 
or “phobic” states are generally very intense but very uncommon (with a “narrow and deep” attractor); 
whereas states of doubt, or of irritation, are common but weak in their affect (with “wide and shallow” 
attractors). We could also imagine “wide and deep” attractors as well as “narrow and shallow” ones. 
Individual‟s particular “attractor topology” depends on their personal developmental history. The 
crucial educational and therapeutic understanding is that individuals can learn to change both their 
present state, and other learned sates, at will [2]. 
 
In order to do this we must first establish a cognitive “meta-perspective” in order to be able to survey 
the attractor topology and take steps to change it [5]. In this context, cognitive change can be 
described as occurring either at a “surface” or at a “deep” level. The relationship between deep- and 
surface-structure is “fractal” in that simple underlying deep-structures can manifest as very complex 
surface-structures. Surface-changes (such as “ignoring negative emotions” or “remaining optimistic”) 
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move cognitive functioning to a different part of the already-existing attractor topology. Deep-changes 
(such as those brought about by NLP techniques) actually modify the attractor topology. Deep-change 
iteratively destabilizes existing attractors and introduces new ones in their place, thus “unveiling,” or 
allowing access to, new states. The processes is cyclical, self-referential, and “fractal,” and akin to 
Freudian “associative correction,” since the outcome of each iteration impacts on the process that is 
causing the change itself, and thus shifts the nature and the location of the incipient attractor. Dilts 
here defines “pragmagraphics” as a methodology for “describing the structure of meaning” [6]. It 
encompasses the pragmatic effects of extra-linguistic factors such as beliefs, context, and personal 
history that effect the interpretation of communication in terms of the way in which experienced 
information is represented in an individual‟s internal map. The pragmagraphic strategy is applied to an 
individual‟s representation of a given action, image, memory, thought, or dialogue as follows. First, 
one isolates the most important experiential characteristics associated with the representation; then, 
one determines the defining submodalities used in the storage, punctuation, and recall of the 
representation; and finally, one explores the way in which changing the submodalities of the 
representation changes the individual‟s repertoire of cognitive, behavioural, and emotional responses 
and reactions [6]. In NLP terminology, the “submodalities” of a particular representation are crucially 
implicated in the description of attractor topology. The particular submodalities of a given 
representation are seen as acting like the holographic “reference beam” such that altering this 
reference (changing the submodalities of the representation) changes the hologram‟s resulting 
“interference pattern,” thereby concealing, revealing, emphasizing, or modifying various aspects of the 
image (state) [6]. We might, for example, be very attracted by the image of a luscious, newly-baked, 
brown, wonderful-smelling chocolate cake covered in fresh cream; but repulsed by the image of an 
old, green, furry, decaying cake covered in mould [5]. In recovering from the destabilization of an 
attractor on changing its submodalities, psycho-chaotic trans-derivational search (PC-TDS) across the 
phase space of available attractors can occur, and this can lead to new anchoring. In this context the 
phase space is thought of as comprised from a vast array of mutually, chaotically self-interacting 
fractal “aleostates” [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18]. The role of the therapist is 
to guide clients‟ PC-TDS through the metaphoric psychescape, in order that they anchor in more 
resourceful and ecological aleostates. This general pragmagraphic strategy is utilized explicitly in a 
variety of contexts in NLP, as described next. 
 
For example, the NLP “Fast Phobia / Trauma” treatment (NLP-FFTC) seeks actively to destabilize the 
initial sensitizing images in order to allow subsequent associative correction to equilibrium around a 
new, and more positive, attractor. “Eye-movement Desensitization and Repatterning” (EMDR) uses 
rapid eye movements to “scramble” the “frozen” patterns of post-traumatic stress in a similar fashion. 
Similar comments are apposite for the NLP techniques of “Submodality Chaining,” ”Swish Pattern,” 
and “Threshold Pattern,” for example [5]. Pragmagraphics is also concerned with the representation 
of “minimal pairs” or “similar opposites” such as anxiety / excitement, anger / determination, and 
appreciation / flattery [5]. It seeks to delineate the difference that makes the difference” between the 
members of the pairs, in order to facilitate creative change, for example, from a state of anxiety to one 
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of excitement, both of which are experienced kinæsthetically in the “midline” chest-stomach region [5]. 
In general, Pragmagraphics strategies are designed to destabilize and weaken links between 
destructive attractors, and to stabilize and strengthen links between creative attractors [5]. In general, 
this is achieved using a “Swish,” which de-intensifies one submodality set, whilst at the same time 
intensifying another, thus altering the magnitude and direction of the flux between different internal 
representations, and hence changing the behavioural response [5]. Maguire describes, from an NLP 
perspective, the simple steps required to determine and to install lasting deep-change in terms of the 
mantra “goal – sensitivity – flexibility” as follows [19]. First, we must have a very clear and detailed 
representation of a clearly-defined and easily distinguished goal or outcome-state using all the 
available modalities and submodalities. Next, it is important to exercise considerable sensory acuity 
and mental alertness in order to calibrate the initial state and to gauge responses as modalities are 
changed and submodalities are tweaked. And finally, there must be sufficient behavioural flexibility 
and availability of responses to allow the therapist to experiment widely until the exact desired results 
are obtained for the client. The actual process of determining and to installing lasting deep-change is 
enshrined in the NLP “Test-Operate-Test-Exit” (TOTE) strategy-generation meta-strategy [6]. At the 
heart of creative communication is “rapport,” based on the extension of the neural-network Hebb Rule 
to the idea of “mirroring” another person‟s physiology and behaviour [5]. Dilts describes the ability 
accurately to model the deep structure attractor topology that generates the fractal surface structure 
behaviour patterns as an example of “code congruence” [6]. Such congruence is an example of 
“universality” whereby the solution of a simple problem allows the solution of a congruent but much 
harder problem; this overcomes the problems inherent in attempting to account for the surface 
behaviours in all their complexity [4]. Deep-structure modelling also overcomes the problems of 
accounting for the vagaries of context, conditions, and circumstances that attend attempts to model 
surface structures [6]. 
 
 
4.2 Psycho-Chaotic Semiorcery 
 
Next, we consider PCS, which unites the three elements “psycho” (dealing with the psyche as seat of 
human individuality and creativity), “chaotic” (using “chaotics” in its most general sense of the theory 
of fundamental natural complexity-from-simplicity), and “semiotics” (the process of “making meaning” 
through the generation, interaction, and manipulation of symbols of any kind). The motivation for 
emphasizing the interplay between these three particular features is the recognition that the human 
life-experience is at least as accidental, contingent, and mutable, as it is meaningful, essential, and 
fixed [20], [21], [22]. Singer [23] reminds us that all human individuals constantly and unfailingly face 
a world that more often appears to be incomprehensible and unpredictable, than it appears to be an 
ordered and rule-governed system. The progress of life appears in general far more magical, artistic 
and symbol-governed than it does rational, scientific, and logic-governed. Duke [24] and Mandel [25] 
explain that humans are subject to deterministic chaos through their sensitivity to initial conditions 
coupled with their embodiment of recursive symmetry. Michaels [26] sees people as complex open 
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systems, subject to multiple initial conditions, whose behaviour is thus inherently chaotic. Chaotic 
human psyches, combined with chaotic environments, produce chaotically indeterminate behaviours 
[27]. Indeed chaos is so basic to human life that its effects extend from control of mundane 
“supermarket dynamics” on the one hand [28] to the complex psychobehavioural nexuses which can 
cause people on occasion to writhe on the ground, speaking in tongues, on the other [29]. The 
babbling babe is born into chaos; it eats and grows to create complex order and to decrease entropy; 
and when its life ends and it collapses back to chaos we symbolize its passing with a precise, 
symbolic ritual [29], [30]. We can thus either choose to ignore the prevailing chaos, or to embrace it 
as fundamental to existence. 
 
The fundamental chaos of human existence is figured psychologically by the emergence of the 
seamless, irreducible unconscious, which underlines constant, syncretic psychic self-generation and 
self-organization within an unfixed and dynamic milieu, embodied by the figure of the anti-
genealogical rhizome, as discussed in depth above. Emotion, experience, memory, and reason act as 
“strange attractors” which define the chaotic dynamical landscape of human behavioural functioning. 
Such behaviours are “meta-stable” in that they can persist in quasi-stable “norm” states for varying 
periods of time, before bifurcating suddenly to “abnormal” states when perturbed [24]. Bütz [31] points 
out that the extreme sensitivity to initial conditions and to perturbations means that apparently 
unimportant “sensitizing events” can magnify or “self-organize” in the psyche to reach catastrophic 
proportions. He gives a depressing psychological reading of modern-day life which might be summed 
up in the equation “psychic chaos = anxiety” [31], [32]. Modern individuals‟ internal anxiety interacts 
with their external chaotic environments to instigate a process of psychic shattering which helps to 
precipitate them despairingly towards self-annihilation [30]. This Baudrillardian [33] shattering is 
particularly potentiated by the “White Noise” [29] of the modern information society [34] which serves 
as the ever-present background for the “chaotically determined psychology of death” [30].  
 
The mental symbol-space in which this constant self-(re)(dis)organization occurs is called the 
phaneron or psychescape, which consists of the entire holistically-interacting ensemble of internal 
mental representations, constructed and experienced in any possible symbolic fashion [35], [36]. The 
phaneron therefore includes all representations of “real” external phenomenal perceptions [35], as 
well as all representations of “constructed” internal constellations (such as emotions, imaginings, 
memories, or thoughts) [36]. In the broadest possible sense, then, the phaneron is composed of 
“signs” [37], expressed in representational modalities called “signways” [38]. These mirror closely the 
functioning of the “submodalities” and “modalities” used in NLP to describe representational systems. 
The processes of successive, self-recursive abstraction, symbolization, and re-symbolization involved 
in forming these signs and signways mean that all language, perception, thought, and knowledge is 
fundamentally analogical or metaphorical [39]. Metaphors work by comparing entities which differ in 
most respects by highlighting a particular crucial similarity in a way which can often be suite startling. 
Metaphors are ubiquitous and often use concrete and physical experiential descriptions to express 
abstract concepts, ideas, and processes [40]. For Grove, metaphors “carry” valuable, hidden and 
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highly abstract symbolic information embedded within apparently simple superficial physical and 
conceptual representations. Moreover the psycholinguists Lakoff and Johnson stress that metaphor 
transcends rhetoric and poetry, motivates the human conceptual system, frames all of human 
“reality,” and controls human acting, perceiving, and thinking [41]. Indeed the anthropologist Bateson 
goes so far as to make the equation “metaphor = life” since integrated human psychic functioning 
would unravel without metaphor [42]. Grove would claim that each human reality is played out 
primarily in an individual‟s unique, internal magical metaphoric psychescape [43], [44]. The features of 
ubiquity and startling communicative efficacy inherent in metaphors, coupled with their potential for 
self-referentiality and alogicality, offer an obvious route towards creative PC-TDS. 
 
However, we conjecture that language inefficiently implements a linear-processing “operating system” 
on the massively-parallel, rhizomatic neural-network “architecture” of the mind-brain [7], [8], [9], [10], 
[11], [12]. In particular, linguistic representations of the signs and signways aid us in describing and 
manipulating experiences and processes. Nevertheless we must always remember that our raw 
experience is non-linguistic and that “reality leaves a lot to the imagination” as we unconsciously and 
consciously “talk to ourselves” and make languaged representations of “reality” [45]. First, 
experiences are represented as signs and signways. Then the signs undergo a further process of 
abstraction as we attach linguistic “labels” in order to describe and to manipulate them, and this 
distances us even further from the experiences themselves [2]. Over time the labels become so 
strongly representative of the initial experiences that we tend forget these entirely (along with other, 
non-linguistic symbolic representations) and remember only the labels. It is the linguistic 
representations, the “words,” which we mistakenly take to be the actual experiences themselves, and 
which we allow to influence our thinking, emotions, and behaviours. This means that our conscious, 
superficial, logical, linear reasoning, using entrenched language-patterns, tends to become “stuck” 
when applied to problems originating in the unconscious, deep, metaphorical, nonlinear domain of 
phaneronic representation [46], [47], [48], [49], [50]. 
 
Psychosemiotics links psychology and semiolgy in its study of the ways in which humans consciously 
create, comprehend, change, learn, manipulate and utilize these signs and signways [37]. It also 
addresses the hugely important and yet mostly unconscious and emotional influence of signs and 
signways on processes such as learning, memory, and motivation, which are estimated to comprise 
at least 90% of the mind-brain‟s cognitive load [38]. Fundamental to psychosemiotics is the 
understanding that human meaning is made metaphorically through a dense and elastic, open and 
nonlinear alogical web of rhizaleosemiotic connotations in the chaotic neural nets of the language-
brain [30]. This is a dynamic, evolving semiotic process, subject to various biological and cultural 
constraints [38]. Rhizaleosemiotic conceptualization within the phaneron is thus constantly balanced 
on a knife-edge between order and disorder, since when viewed at a certain resolution all ideas 
appear relationally embedded in a single conceptual matrix; and yet when viewed at a different 
resolution they appear unattached, free-floating, and fragmented. The disordered, analogical psycho-
chaotic-semiotic “diagram” contains the seeds of potential emergent order. This order is described as 
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“rhythm” and it arises spontaneously as the overarching dynamic modulation of the “in-between” 
spaces of both the ordered and the disordered states. This rhythm is expressed as the “figure” of the 
“organless body” which is an objectively indeterminate zone, subject to the processes of deformation, 
dissipation, and isolation. Within this zone, sensation-conceptualization is rhizaleosemiotic and leads 
to a “haptic vision” in which the place of the figure and the ground coalesce. The rhizome, as the 
phaneronic “image of thought,” enables continuous, creative and non-judgemental differentiation of 
otherwise frozen and static individual identities [51].  
 
We come to ask, therefore, how it might be possible to use these ideas therapeutically in order to 
create and access lasting creative states of self-organizing growth, not through wilful “illogicality” and 
a denial of linear logic, but rather through the empowering “magical” utilization of alogical, nonlinear 
metaphor. We might follow Monk in summing up the philosophical foundations of psychosemiotic 
therapy as a paradoxical attempt to “show the unsayable” [52]. It is not possible to “demonstrate the 
unutterable” scientifically using the direct, literal language of explanatory and predictive theory. 
Instead, this must be done using indirect, poetic metaphor. Wittgenstein described the “something 
more analogous to poetry” necessary to impart therapeutic insight as “Übersicht” [53]. This term is 
glossed as meaning a “perspicuous representation” which aids understanding by allowing one to 
create and to discover “intermediate cases” and thus to “see connections” [53]. Such understandings 
are commonly experienced through art, music, or poetry, but their importance has become 
marginalized in “scientistic” culture, even though they are grasped more immediately and personally 
that scientific evidence and proof [52]. The cognitive-conceptual space of the Übersicht is the 
overarching symbolic totality of the phaneron. Psycho-chaotic semiosis leading to Übersicht begins, in 
Peirce‟s view, when we become conscious of previously-unconscious “erroneous expectations” based 
in our current representations and models [54]. Here, Bühler [55] emphasizes the need to overcome 
homœostasis, in order to engender creativity, whether this be artistic, cultural, scientific, social, 
spiritual, or technological. For her, this is the way that humans individually and collectively generate 
values and meaning, and therefore stasis is a sign of stagnation, illness, and death. This idea is 
confirmed by modern experiments which indicate chaotic variability in the biophysical systems of all 
healthy individuals [56], [57], [58]. 
 
This sudden realization of error sets in motion Peirce‟s “experimental learning cycle” within the 
phaneron as discussed in detail in Jemmer [59]. In summary, psycho(a)logical creativity arises from 
interplay of three effects within this cycle -- the “principle of fallibilism,” namely that “knowledge is 
never fixed or finite” [37]; the “principle of surprise,” whereby “experience is our only teacher” [38]; and 
the application of “abductive reasoning” which generates novel ideas in response to the surprise, to 
which inductive and deductive reasoning can then be applied [38], [60] in an “everwidening cyclical 
process” [37]. In terms of the experimental learning cycle, the initial step in achieving a new and truly 
creative perspective is to utilize “neuro-linguistic fractals” to engender psychosemiosis through which 
self-referential, and therefore potentially chaotic, (language) patterns gain “magical” transformative 
power in making new, empowering mental meanings [6], [13], [14], [15], [16], [17], [18]. Dimitrov, for 
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example, explains that certain correctly-chosen linguistic patterns can act as “dynamical signs” which 
stimulate several simultaneous “creative crises” in the psychescape, setting of a “chain reaction” of 
“emergent meanings” [61]. From the perspective of natural cognitive semiotics, signs and their 
signways grow dynamically in an “ongoing dialectic of development” [37]. Gough describes the 
process of learning about the unknown through spontaneous generation of new symbolic ideas and 
associations [62] as “rhizosemiotic play” [63]. This is a mode of intellectual discovery which can in fact 
investigate the “immanence-plane” that supports the “preconceptual-fields” in which growing concepts 
are embedded [63]. New ideas are born as a result of “diffracting” old concepts through a 
rhizaleosemiotic “cat‟s cradle” [64], [65]. These novel thinkings are used in the construction of 
knowingly artefactual “meta-fictions” which allow the interrogation of multiplex, chaotically-evolving 
interpretations of “reality” [66] in a narrative of unfolding knowledge [67]. These creative “antics” 
engendered by art, humour, and paradox result in the formation of dynamic, experiential networks, 
rather than static tracings [63].  
 
Let us now turn to a discussion of the utilization of chaos (through Parr‟s paradoxical “creative 
confusion”) in bringing about therapeutic psychosemiotic change [68]. We find for example that 
various mystico-philosophical traditions see “self-looping contradictory statements” and unusual 
physical movements as containing an occult “orgasmic power” [61]. Exposure to this power suddenly 
displaces the mind from its conventional, limiting meaning-attractor state towards the “boiling zone” at 
the edge of chaos, from which it might be able to self-organize into a revelatory state with the 
“explosion” of utterly new meaning-attractors [4], [61], [69]. For instance, Zen Buddhist Masters use 
carefully-chosen words and expressions to engender “satori” (a climactic state of spiritual 
enlightenment) [61]. As an example of this, we might observe the exchange “What is Buddha?” – “The 
mind Buddha is” – “What is the mind?” – “Is not Buddha the mind” ([4], slightly modified). This alogical 
interrupt of the conventional question-response feedback loop sets up a quite distinct, unconventional, 
self-referential semiotic-chaotic “movement” in the conceptualization of truth and falsehood [4]. In 
general, the experience of creative confusion by individuals “stuck” in the attractor basin of a 
deleterious process can push them into regions of highly unstable chaotic activity. This potentially 
opens up unfamiliar and ostensively unrelated phase portraits for exploration (with the expenditure of 
conscious effort), thus allowing bifurcations to new attractors to occur [70]. Hyatt reminds us that the 
importance of absurdity, chaos, nonsense, and paradox lies is in their ability to derail and to 
complement, but not to replace, linearity [71]. The mechanisms of creative confusion bypass rational 
predictability, bring to mind novel features, and engender exciting new understandings. In the 
therapeutic milieu we find that at a particular point in the utilization of creative confusion the process 
itself “takes over” as both the therapist and the client are guided by the forthcoming unconscious 
information towards significant and discoveries and lasting changes [44]. The end-result of such 
creative confusion, coupled with conscious effort, might well be the surprising, transformative, and 
liberating discovery of novel, mature, and fulfilling psychobehavioural processes [44]. However, 
depending on the nature of the therapeutic milieu and of the therapeutic alliance, psycho-chaotic 
semiosis might also result in the pathological substitution of debilitating and destructive cognitive-
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behavioural patterns. Further outcomes might also be the experience of hope in anticipation of 
possible positive results; of discomfort whilst expending energy in executing the search; or of fear on 
acknowledging potentially less favourable results. An ideal therapeutic way to “steer” the individual 
toward the exploration of potentially positive, but as-yet unknown, outcomes is to use the non-invasive 
and content-free tools of NLP such as those described above, in conjunction with “clean language,” in 
order to trigger highly unconstrained and yet safe and ecological PC-TDS [44]. Tompkins and Lawley 
explain that such favourable therapeutic conditions can engender a deeply transformative and almost 
sacred process whereby limitation and fear are miraculously resymbolized into resourcefulness and 
joy [44].  
 
 
4.3 Rhizaleosemiotics 
 
Let us now go on to investigate the Psycho-chaotic Semiorcery and Neuro-linguistic Pragmagic which 
can be used creatively to guide the Psycho(a)logical Autopoiesis of human thinking and personality. 
First, we recognize that symbolic communicative messages are ambiguous: they are part of creative, 
changeable codes. This is true both of the means of articulation, and the form of the content. 
Secondly, such messages can be highly self-referential, both in form and in content, and this feature 
leads to chaotic evolution in personal psychic individuation. This playful chaos is seen, for example, in 
the fact that the elements of psycho-linguistic tautologies arising in one particular context, at one 
stage of development, may well be extrapolated along different connotative chains as development 
progresses, resulting in quite different conceptual structures (and even contradictions), in the different 
contexts experienced at later developmental stages. Changes in content relate functionally to, and are 
influenced by, changes in basic modes of expression and vice-versa. The field of “Aleolinguistics” 
aims to investigate and describe how changes in the conceptual model of the world, and changes in 
modes of expression, express mutual influence as an individual‟s imposed and self-subcreated 
language grows “chaotorganically” (as discussed in detail in: Jemmer, P (2011) 
(Re)(De)(Con)structing Lacan: Mathemegenesis for a Rhizaleosemiotic Calculus. Swansea UK: 
NewPhilSoc Publishing; Published June 2011; ISBN 978-1-907926-13-6). Here, the prefix “aleo–” is 
derived from the Latin verb “alēre,” which signifies continuous interactive growth, coupled with 
mutation, in a system; it seems to fit well a process of long-term psycho-linguistic maturation. There 
are also echoes of the Latin noun “āleæ” which means “dice” or “chance-games,” although we 
remember here that in the proper technical sense, “chaotic” events are not at all random, but rather 
are fully deterministic as discussed in detail in Chapter 2. Aleolinguistics, together with Rhizomatics 
and Semiotics provides a “Rhizaleosemiotic” framework in which to investigate and develop chaotic 
human creativity and individuation. 
 
Once initiated, the process of subconscious, rhizaleosemiotic evolution sees to enliven and multiply 
into a nexus of interdependent events. At various crucial stages, or cusps, remarkable bifurcations in 
the psychic system are seen to occur, whereby divergent and often conflicting forms or “gnomes” 
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arise and branch off. These may die off, or they may go on to coexist in harmonious or conflicting 
juxtapositions, either of which may be helpful or deleterious in different circumstances. These multiple 
psychic representational structures constantly (re)(inter)connect, forming a rhizomatic Gestalt 
workingsystem, the Ego-state eclectic, which is far more complex than the sum of its parts, and we 
then see the move towards integration and Ego-state individuation. The Ego-state eclectic may be 
thought of as being multiplex in a series of historically discernible time phases or aleostates and 
multiplex in all of its gnomes. The initial formative stages are glossolalial: that is, all the subconscious 
rhizomatic nexal, or deep-level interconnectivity develops quite naturally, without the necessity of the 
individual‟s consciously interacting with the system. 
 
Generally, in rhizaleosemiotic evolution meanings (re)(de)(con)structively blend and interweave 
between aleostates and gnomes revealing an underlying levelling process or “synapsis.” Sometimes 
previously dormant modes are awakened to emerge again in a self-reordering process of “taxis.” Yet 
again, surprisingly novel and inconsistent modes can be generated through “ekplesis.” Here once 
again we emphasize the tensions between cooperating and competing transformative processes 
which simultaneously “construct – destroy – restructure – reconstruct – deconstruct – redestroy – 
redeconstruct” in the neverending chaotic-semiotic dialetheialectic of meaning-making. It is important 
that the psycho(a)logical self-subcreational system is appropriately open to receive new semantic 
modes without unduly disturbing those already existing. Yet it must in some senses also be closed to 
modes thrown out during its development which would otherwise thereafter be left as blocks, blind-
spots, fixations, and split-off aspects that are disjointed from the Gestalt, as in neuroses and 
psychoses. It is through this creative, chaotic “open closure” that internal inconsistencies are 
reconciled, their redundancies pruned, and saliencies retained, whilst the system still remains 
generative and does not become static. The relative degrees of openness or closedness give different 
degrees of “friction” in rhizaleosemiotic individuation through Neuro-linguistic Pragmagic and Psycho-
semiotic Semiorcery, the mechanisms of which have been explored in detail above. 
 
 
4.4 Psych(a)ological Mathemagic 
 
Baudrillard [72] and Moses [73] note that the closer humanity appears to approach the overthrow of 
death through the utilization of science, the more frightful are the anomalous repercussions it seems 
to visit on itself through technology. And the repercussions are “psychic” rather than “material” [73], in 
accord with Heidegger‟s theorizations [74], [75]. First, the modern tendency to scientific reductionism 
can easily lead us to fall into to an existential “interpretative trap” when faced with life‟s chaos [76]. 
Once ensnared, we then expect that an “unbearably beautiful” ordered “answer” is always guaranteed 
to emerge from the chaotic labyrinth of lived experience upon sufficient critical reflection. And of 
course, in general, such answers are not “magically” forthcoming, no matter how hard we contrive to 
find them. We can thus come to seek “protection” from “psychological anxiety” in unending riddling 
whose cyclical “symbolic exchanges” one believes will vitiate one‟s death-paranoia [76]. The second, 
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unexpected, consequence of the ascendency of reductionism is the reactive emergence of a need to 
“re-orient” and to “re-ground” beliefs, ideologies, and values [77]. This goes hand-in-hand with a 
tendency to “re-mythologize” [77] and to project the human lack of coping-ability onto a “sense of 
awe” in the “elemental and wilful rhythms” of “cosmic force” [29]. 
 
However, Postmodernism has given us a gift of “sublime incomprehensibility,” namely the 
understanding that “being exceeds knowledge” [78]. This recognition acknowledges that both future-
telling and even present-explicating are made impossible to any level of specificity in the measure 
that the “plurality of details” implicit in the onset of any event is unknowable [79]. The ambiguous and 
apparently fortuitous unfolding of historical narrative can thus be described in terms of a “sublime” 
causal web too massive and intricate to be comprehended by the “unitary subjective mind” [79]. 
Lyotard reads this “sublimity” as meaning that reason is circumscribed, that knowledge is part ial, that 
control is limited, and that ungovernable “difference” and “otherness” are fundamental to human life 
[80], [81]. The human lifeworld of absurdity, accident, ambiguity, and death is not at all fully factual 
and lawful, but rather it is catastrophic and viral [76]. Indeed we come to learn that life can only be 
properly described “fractally” through satirical irony which takes in contradictions, fissures, 
oppositions, revisions, and disorganization [72]. The predicted perpetual perfection of comedy and 
romance, and the tragic ideal of submission to overarching cosmic laws, both give way to the 
understanding that existence is doomed to eventual entropic heat-death and frozen-in chaos [78]. 
Important art attempts to address these issues by “presenting the unrepresentable” [82]. The only 
appropriate dramatic register for this tale of human imperfection and of cosmic dissolution is farce. 
However, within this dramaturgical framework the characterization of behaviours or events as 
embodying either complex order or catastrophic disorder depends critically on one‟s point of view. It is 
left to the actors and spectators [83] to discern their own “Rules of the Game” [84] and so to become 
co-creators of reality in determining the “meaning” of what they perform and observe. If they do not 
exercise this self-determination, then a magical play of apparently lucid ideologies and fabricated 
cultural conventions can conspire to provide inescapable reasons which oblige them to act against 
their own deepest beliefs [85]. In this context we note that disasters (both real and imagined) cause 
psychologically equivalent effects on their victims through the (dis)information that they unleash [86], 
[87]. Both the actual, and the constructed, act as bifurcation points for the breakdown of old 
psychological states and the emergence of new ones [30]. Indeed, such catastrophes are necessary 
to disrupt the “brain fade” caused by the unending modern information-flux [29], and when viewed 
from a distance they serve to allow access to “jouissance” on the part of the viewer [88].  
 
We must also always bear in mind that human phenomenological and experimental perception of 
“reality” is intrinsically finite and limited [70]. It thus automatically falls short of the infinitesimal 
spatiotemporal resolution implicit in the deterministic mathematical models of the calculus. We are 
further forced to acknowledge the relativity of reference-frames, the historiological openness 
demanded by chaology, and the interactional indeterminacy required by quantum mechanics [89]. 
Human psychology and psychic growth can only therefore be fully comprehended and appropriately 
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encouraged by adopting an attitude of openness to the contextualized (re)(de)(con)struction of the 
particular individual rather than by enforcing decontextualized, generalized, and impersonal 
psychological models [90]. The blend of psychology and chaology in psych(a)ology is able to build 
models of experience and behaviour in terms of complex, nonlinear dynamical systems, and to 
provide a framework within which to attempt to model, to comprehend, and to predict the influence 
and outcome of apparently erratic, emergent, causal interactions [91], [92]. The modern motivation 
towards psych(a)ology is explained by Ward [30] as arising from a desire to explain and interpret 
accident, chance, and coincidence in human life. Psych(a)ology is seen as providing a coherent 
epistemological basis for psychology [93] by furnishing a mathematical methodology well-suited to 
modelling complex processes, and a universal language sufficiently simple to explain and 
communicate modelled predictions [70]. Iwakabe, however, urges some caution as to the usefulness 
of “mathematical analogies” in therapy, pointing out that their over-extension may in fact result in 
misleading “erroneous metaphors” [94]. Lonie investigates the possible role of psych(a)ology in 
providing a new paradigm for psychotherapy with respect to several factors [95]. She cites the 
importance of perceptual schemata [96], of representational “moments” [97], of computational 
infotheory models [78], and of the identification of changeable repeat-behaviour patterns [98]. All of 
these are accommodated naturally within the framework of psych(a)ology. From this viewpoint “das 
Unheimliche” (German – “the {chaotically} uncanny”) of the Freudian unconscious [99] is not 
hallucinatory but rather represents occult information that exhibits a chaotic metaphorical and 
“mathemagical” structure whose context and meaning await discovery [30]. Lonie conjectures that the 
therapist‟s role is retrospectively to “read” fundamentally hidden, chaotic patterns in the client‟s 
presenting behaviour. Together, client and therapist can interpret these structurally and thematically, 
in order to help map out the otherwise unfeasibly complex mytho-philosophical metaphoric 
psychescape [95]. Furthermore, the humorous interpretation of chaotic psychology allows new 
understandings of psychic inadequacies and restrictions to emerge. 
 
 
4.5 “Lingwiz’ds of Being” and “Shamans of Becoming” 
 
Bearing all of this in mind, we come to ask how we might site neurolinguistic / psychosemiotic therapy 
on a continuum ranging from art, through philosophy, to science. Here, we can imagine that art, 
philosophy, and science offer three different but equi-potent creative organizational modalities whose 
pragmatic worth is in providing tools to answer “how?” and “why?” questions [100]. Art deals in 
qualitative “percepts” (sensations) and “affects” (emotions); philosophy creates “concepts;” and 
science quantifies with respect to “functives” (fixed reference-points). The true task of psychosemiotic 
therapeutic dialogue is not to arrive at immutable, “true” and “scientific” interpretations [100] merely by 
chipping away at what is already explicit and obvious, and by regurgitating old ideas [20]. Instead, its 
real purpose is the “philosophical” unearthing of novel ideas with which to understand our current 
thought-processes, and the generation of “artistic” skills through which to refine and to change these 
concepts where necessary, through a consideration of implicit and overlooked details. Tompkins and 
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Lawley summarize the whole process of psycho-chaotic semiosis and the attendant psycho(a)logical 
creativity as engendering a fundamentally novel “symbolic” way of thinking which differs as 
significantly from process thinking, as process thinking differs from content thinking [44]. 
Psych(a)ology (following the lead of postmodern chaos-spirituality) acts on these symbolist 
understandings to “re-enchant nature” by reintroducing the magic and mystery previously banished by 
mechanistic and reductionist science [101], [102]. In fact, the “emergent behaviour” and “self-
organization” seen in complex open systems is now often described creatively in metaphorical, 
animistic terms by various authors [103], [104], [105]. This “mysticism,” together with what is seen as 
the over-liberal, inaccurate, and “corrupted” use of restricted scientific vocabulary by the uninitiated, 
has sparked “science wars” [106], [107] between the “rationalist” Scientists on the one hand [108] and 
their enemies the “superstitious” [109] and “nonsensical” [110] Romantics on the other. And yet here 
we should recall the science itself, and psychology in particular, exists as a chaotic attractor of 
meanings, subject to the self-reflective and self-organizing bifurcations of “paradigm shifts” [70], [111]. 
It is such shifts which often reveal the hidden, unifying, deep-level commonalities that underlie the 
multifarious, ostensive, surface-level differences within and between ideas, models, and disciplines. 
Thus the dialectical interplay of opposing ideas leads not to the hegemonic dominance of a single 
ideology, but rather to the establishment of an ever-evolving, gylanic matrix of concepts [112]. 
 
Therapists, as “Lingwiz’ds of Being” – “Shamans of Becoming” – “Mages of Meaning” – “Knack-smiths 
of Reality” – “Essendi Incantatores” – “Šamánes Faciendi” – “Techneglossists” – “Μάγοι της 
Σημείωσης” – “Dewiniaid o'r Ystyr” – thus seek to bridge the gulf between the exegesis of languaged 
“textus receptus” and the celebration of experiential “joie de vivre” by finding the hidden narrative 
code or subtext in apparent psychic randomness [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], 
[18]. In framing such speculations, they assert their (and their clients‟) creative independence from the 
dominant controlling cultural, political, religious, and scientific discourses, although not necessarily 
with the intent of bringing about their violent downfall [30]. Such persons seek to discover the 
“courage to be” [70], [113] through self-affirmation and self-creation [114] and by the generation of 
future-projections designed to enhance choice [115]. This allows them to discover an attitude of 
compassion, empathy, and sensitivity which percolates from the individual, through interlinked socio-
cultural networks, and eventually influences the very “complex contextual reality” at the heart of 
comprehended existence itself [70]. Societies comprised of people who make these discoveries will 
be more complex, fulfilling, and interesting on both the individual and on the collective scale. These 
understandings are of crucial importance in therapy in general, and particularly in providing 
appropriate liberating metaphors for the magical psycho(a)logical creative changes brought about 
through hypnosis. 
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4.6 Summary 
 
The union of the linear dynamical systems used in perception and the nonlinear dynamical systems 
necessary for self-organization produces the mind-brain‟s overall landscape of far-from-equilibrium 
chaotic attractors. Over time, the always-ongoing filtering and mapping processes of human 
information-processing produce states which represent attractors in the embodied mind-brain‟s phase 
space. Such deterministic-chaotic systems show behaviour which is highly complex and essentially 
unpredictable. The modulating parameters for a particular dynamical system in general have a critical 
effect on the system‟s behaviour. Chaotic human psyches, combined with chaotic environments, 
produce chaotically indeterminate behaviours, although this can be a positive existential feature. 
Metaphor transcends rhetoric and poetry, motivates the human conceptual system, frames all of 
human reality, and controls human acting, perceiving, and thinking. This chaotic nonlinearity of the 
human mind-brain means that slight changes in language-patterns can cause large changes in 
internal imagery; and that small changes in internal imagery can cause large changes in mental 
models and meta-awareness. The overall process of neuro-linguistic programming under psycho-
chaotic semiosis, and the attendant psycho(a)logical creativity engender a fundamentally novel 
symbolic way of thinking which differs as significantly from process thinking, as process thinking 
differs from content thinking. 
 
First, we recognize that symbolic communicative messages are ambiguous: they are part of creative, 
changeable codes. Secondly, such messages can be highly self-referential, both in form and in 
content, and this feature leads to chaotic evolution in personal psychic individuation. Changes in 
content relate functionally to, and are influenced by, changes in basic modes of expression and vice-
versa. At various crucial stages, or cusps, remarkable bifurcations in the psychic system are seen to 
occur, whereby divergent and often conflicting forms or “gnomes” arise and branch off. The Ego-state 
eclectic may be thought of as being multiplex in a series of historically discernible time phases or 
aleostates and multiplex in all of its gnomes. The initial formative stages are glossolalial: that is, all the 
subconscious rhizaleosemiotic nexal, or deep-level interconnectivity develops quite naturally, without 
the necessity of the individual‟s consciously interacting with the system. Generally, in rhizaleosemiotic 
evolution meanings (re)(de)(con)structively blend and interweave between aleostates and gnomes 
revealing an underlying levelling process or “synapsis.” Sometimes previously dormant modes are 
awakened to emerge again in a self-reordering process of “taxis.” Yet again, surprisingly novel and 
inconsistent modes can be generated through “ekplesis.” Here once again we emphasize the tensions 
between cooperating and competing transformative processes which simultaneously 
“(re)(de)(con)struct” in the neverending chaotic-semiotic dialetheialectic of meaning-making. The 
relative degrees of openness or closedness of the rhizaleosemiotic system give different degrees of 
“friction” in individuation, change, and growth. 
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