Growth is confined within a size that is normal for each species, revealing that somehow an organism 'knows' when this size has been reached. Within a species, growth is also variable, but despite this, proportion and structure are maintained. Perhaps, the key element in the control of size is the control of cell number. Here we review current knowledge on the mechanisms controlling cell number in the nervous system of vertebrates and flies. During growth, clonal expansion is confined, the number of progeny cells is balanced through the control of cell survival and cell proliferation and excess cells are eliminated by apoptosis. Simultaneously, organ architecture emerges and as neurons become active they also influence growth. The interactive control of cell number provides developmental plasticity to nervous system development. Many findings are common between flies and mice, other aspects have been studied more in one organism than the other and there are also aspects that are unique to either organism. Although cell number control has long been studied in the nervous system, analogous mechanisms are likely to operate during the growth of other organs and organisms. q
Introduction
"The nerve cell of the elephant is about twice that of the mouse in linear dimensions and therefore about eight times greater in volume or mass. But the bulk of the elephant is about 125,000 times that of the mouse. It follows that in corresponding parts of the nervous system there are more than 15,000 times as many individual cells in the elephant as in the mouse. It may be laid down as a general law that among animals, large or small, the ganglion cells vary in size within narrow limits; and it is always found that the smaller species have ganglia containing a smaller number of cellular elements than the larger" (Thompson, 1917) . So, how do ganglia know what is the optimum number of cells for each species and when this has been reached?
Organ growth reaches 'entelechia', meaning completion, when the number of cells normal for that species is attained causing cell division to stop (García-Bellido and García--Bellido, 1998) . Accordingly, organ size is the result of cell proliferation control by local cell-interactions-which enable cells to compare themselves to their neighbours and either divide or stop dividing-and this differs depending both on cell type and on the local cellular environment.
Cell fate determines how many times a cell divides. Cells are generated from a population of stem cells able to undergo self-renewing divisions and to generate precursor cells of different types. The number of precursors generated is a result of the number of stem cells and the extent to which a daughter cell retains stem cell properties or becomes a precursor. The final number of cell divisions is restricted by cell cycle exit and apoptosis (programmed cell death) of stem cells or precursor cells. Clonal analysis both in Drosophila and in mice has shown that the progeny size of neural precursors can vary enormously between lineages, from 1 to 234 cells upon injection of a stage E14 mouse (Cepko et al., 1997) , and from 2 to over 40 in the Drosophila embryo (Bossing et al., 1996; Schmid et al., 1999; Schmidt et al., 1997) . Clonal identity is specified by cell fate determining genes, such as the Hox genes, that can regulate cell-autonomously cell proliferation (Duboule, 1995) and/or apoptosis (Bello et al., 2003) . Both cell survival and cell proliferation are also regulated non-autonomously, through interactions between cells.
Cell cycle exit has a great influence in brain size and complexity. An extra round of cell division can turn a smooth cerebral cortex of the mouse into an expanded, convoluted cortex akin to that of higher mammals (Rakic, 1995; Chenn and Walsh, 2002; Chenn, 2002) . The analogous increase in cortex surface area during evolution corresponds to an increase in the size of the progenitor cell pool, rather than an increase within cell lineages. An increase in the rounds of cell division that progenitor cells go through may be the key mechanism that enlarged brain size during evolution (Rakic, 1995) . As well as controlling organ size, cell cycle exit defines when cells complete differentiation.
Cell-autonomous and non-autonomous mechanisms regulating cell death reveal that apoptosis can either be a pre-determined cell fate or the consequence of failed cellinteractions that normally promote cell survival. The progenitor as well as the post-mitotic progeny cells can undergo cell-autonomous programmed cell death, limiting cell number expansion. On the other hand, cell-interactions maintain normal cell number, and breaking the interactions between axons and their environment leads to cell death (Ramón-y-Cajal, 1923) . In fact, all cells in an organism are fated to die unless their survival is maintained by trophic factors produced from neighbouring cells (Raff, 1992; Raff et al., 1993) . About 50% of cells in both the Drosophila (White et al., 1994) and vertebrate (Raff et al., 1993) nervous systems undergo apoptosis, and this increases if interactions between cells are disrupted. This means that trophic factors normally maintain cells alive, both in vertebrates and in flies. In vertebrates, the most prominent of these are the neurotrophins.
It has been proposed that perhaps neurotrophins emerged only in the chordate lineages during evolution allowing the emergence of brain complexity (Barde, 1994; Chao, 2000; Jaaro et al., 2001 ). According to this hypothesis, if cells are produced in excess, and excess cells are eliminated by apoptosis, this provides the brain with a naturally occurring variable number of cells, allowing, during evolution, for cell number to increase (Jaaro et al., 2001 ). This hypothesis predicts that neurotrophins and other trophic factors would only be present in chordates, and not in simpler organisms such as arthropods. However, despite its appeal, EGFR ligands promote glial survival in Drosophila (Bergmann et al., 2002; Hidalgo et al., 2001) , and multiple evidence has demonstrated the non-autonomous control of neuronal survival in flies (Booth et al., 2000; Campos et al., 1992) , thus the existence of neuronal trophic factors in insects is anticipated. This suggests that the non-autonomous control of cell survival is a universal mechanism to regulate cell number during nervous system development.
The non-autonomous control of cell survival is a mechanism for adjusting cell populations, which enables the emergence of architecture within an organ or tissue. Neurons are produced in excess and the target tissue is a source of trophic factors, thus neurons that innervate the target survive whereas misrouted neurons will die (Hamburger and Levi-Montalcini, 1949) . Thus, the nonautonomous control of cell survival enables correct innervation. In an extended version of 'the neurotrophic theory', the non-autonomous control of cell survival adjusts neurons and glial cells during development, ensuring correct myelination (Barres and Raff, 1994; Raff, 1996) ; it enables axon guidance, as neurons whose axons misroute either search for alternative routes that maintain their survival, or die (Hidalgo, 2002 (Hidalgo, , 2003 ; and it enables the generation of complex structures, such as the retina (Baker, 2001) . Consequently, the regularity of cellular patterning that we observe in the nervous system does not obey pre-determined cell lineages, but instead it reflects the reliability of nonautonomous cell interactions.
The influence of cell survival control during nervous system development goes beyond matching cell populations and wiring. In fact, ultimately, the control of CNS growth depends on a balance between cell proliferation and cell survival, both of which are modulated at multiple developmental stages. The control of cell number links organ size with the generation of nervous system structure and function. The nervous system is divided into different areas, and not all areas expand equally between species, between individuals, nor during evolution (Rakic, 1988) . As these areas grow, they become subdivided, with enclosed domains and neuropiles (i.e. where neurons communicate), which as they become functional they in turn influence further growth and cell survival. Understanding what genetic and environmental factors (including functional activity) control the growth and maintenance of the different areas is key to explaining brain function, the evolution of human creativity and mental disorders (Rakic, 1988) .
Here we compare the control of cell number in Drosophila and the mouse, to distil the lessons that help us understand fundamental principles of nervous system growth.
The mechanisms

Comparative anatomy of the nervous system during growth
The origin of neurons and glia is similar in vertebrates and flies (Arendt and Nübler-Jung, 1999 ). We will refer here primarily to the vertebrate cortex and spinal cord, compared to the Drosophila ventral nerve cord (VNC, which is equivalent to the spinal cord) and occasionally the fly brain. In the vertebrate, CNS neurons and glial precursor cells are born from the divisions of stem cells present in the ventricular and subventricular zones (Committee, 1970; Smart, 1972) . Newly born daughter cells either remain as stem cells within the ventricular/subventricular zones or migrate as committed precursor cells to different layers, where they differentiate and from where they extend their axons or glial processes. Thus, the region containing stem and newly generated precursor cells is physically separated from those with migrating neurons, glial precursors and differentiated cells (Fig. 1A) .
In the Drosophila embryonic nerve cord, neuroblasts (NB, i.e. stem cells) delaminate from the neuroepithelium and each neuroblast divides to produce one neuroblast and one ganglion mother cell, which divides symmetrically to produce two post-mitotic neurons. As the neuroblasts divide, they push the earlier born cells deeper into the embryo (Bossing et al., 1996; Schmid et al., 1999; Schmidt et al., 1997; Goodman and Doe, 1993) . Thus, older neurons and glia are found in more dorsal locations of the VNC (i.e. towards the body cavity), older neurons extend axons first and the neuropile forms deep into the embryo (Fig. 1A) . However, despite the passive separation between progenitors and post-mitotic neurons in Drosophila, there is not much neuronal migration, NB are still dividing while neurons are already projecting axons and neuroblasts also persist until larval life, when they start dividing again. The organisation of the larval brain is also layered, with neuroblasts being physically separated from differentiated neurons and from the neuropile (Drumsdrei et al., 2003) . In vertebrates, stem cell numbers expand through symmetrical divisions prior to the asymmetric divisions that assign distinct cell fates (Rakic, 1988) (Fig. 1B) . Asymmetric divisions then produce one stem cell and one committed precursor, which can divide further to ultimately produce progeny cells that exit the cell cycle and differentiate. Interestingly, cortical surface area (which increases with brain complexity) is given by the symmetric divisions whereas cortical thickness (which does not vary so much between animals) depends on the progeny cells produced through the asymmetric divisions. Not much is known of what controls the transition from symmetric to asymmetric divisions, but one of the genes involved is Pax6 (Estivill--Torrus et al., 2002) . It is thought that the regulation of cleavage orientation is one of the potential mechanisms controlling the rate of stem cell renewal in vertebrates (Chenn et al., 1997) .
In Drosophila, the cell cycle machinery is linked to the asymmetric segregation of cell fate determinants (Chia and Yang, 2002) (Fig. 1C) . Firstly, cdc2 mutations mislocalise cell fate determinants, they misorient the mitotic spindle and they can turn asymmetric divisions into symmetric (Tio et al., 2001) . Secondly, asymmetric divisions require the apical distribution of two complexes (Baz/Par6/DaPKC/(Insc) and Pins/Gai) and loss of both complexes also turns asymmetric divisions into symmetric (Cai et al., 2003) . Thirdly, mutations in cell fate determinants such as bazooka and prospero cause increases in cell proliferation (Li and Vaessin, 2000) . Remarkably, the vertebrate Pros homologue Prox1 also negatively regulates cell proliferation (Dyer et al., 2003) . Finally, in planar divisions within an epithelium, the polarity of division is maintained by Cadherin -Catenin dependent cell -cell contact between sibling cells (Le Borgne et al., 2002) . Expression of dominant negative DE-Cadherin changes the spindle orientation from horizontal to vertical and it reduces the mitotic activity of larval neuroblasts (Drumsdrei et al., 2003) . Thus, in Drosophila like in vertebrates, cleavage orientation controls the mitotic potential of progenitor cells. In Drosophila, neuroblasts do not expand by symmetric divisions in the embryo (but they do in the larval brain) (Campos-Ortega, 1993; Truman et al., 1993) . The initial number of CNS embryonic neuroblasts is fixed, and they are distributed in regular rows and columns along the neuroepithelium. Therefore, there is no expansion of the progenitor pool and the control of cell division affects only the stem cell divisions. The number of times a neuroblast divides depends on the time of birth of the neuroblast, earlier born neuroblasts generally producing more progeny cells than later born neuroblasts (Bossing et al., 1996; Schmid et al., 1999; Schmidt et al., 1997) . The pioneer neurons are an exception, since their early-born progenitor neuroblasts produce only two daughter cells. These short lineages are necessary to enable the establishment of the pioneering axonal scaffold before all the other neurons start projecting axons. The progeny cells produced by each individual neuroblast have been described up to the end of embryogenesis (Bossing et al., 1996; Schmid et al., 1999; Schmidt et al., 1997) , and some lineages have been studied in detail.
At least four genes are responsible for maintaining the stem-cell state ( Fig. 2A) . The Notch signalling pathway promotes stem cell maintenance in vertebrates. In fact,
Notch 1
2/2 mice show reduced numbers of neural stem cells, downregulation of Notch 1 using anti-sense oligonucleotides reduces stem cell maintenance in cultured neurospheres (Chojnacki et al., 2003; Hitoshi et al., 2002) and expression of activated Notch 1 in vivo increases the number of neural stem cells (Hitoshi et al., 2002) . Similarly, the growth factor CNTF, which also increases neural stem cell maintenance (Shimazaki et al., 2001) , acts via gp130 to increase Notch 1 expression (Chojnacki et al., 2003) . In Drosophila, Notch promotes epidermoblast fate as opposed to neuroblast fate, and hyperplasia and excess of neuroblasts are found in loss of function Notch mutants (Artavanis-Tsakonas et al., 2002). However, the ultimate consequences of Notch function on cell fate are dependent on cellular context.
Mice progenitor cells express both Notch and Numb, which are inherited by both daughter cells in the symmetric divisions and differentially in the asymmetric divisions (Lin and Schagat, 1997) (Figs. 1B,2A ). In mice, lacking both numb and a second numb gene, numblike, within the neuroepithelial cells, stem cell maintenance is reduced and the generation of neurones prematurely depletes the stem cell population (Petersen et al., 2002) . Mouse Numb can substitute for Drosophila Numb in asymmetric segregation of cell fate determinants (Zhong et al., 1996) , thus perhaps in the mouse stem cells are reduced in the absence of Numb due to the failure of asymmetric division. However, whereas Numb and Notch antagonise each other in Drosophila to regulate cell fate (Spana et al., 1996) , this is not so clear in the mouse.
Two intracellular signalling molecules have been implicated in neural stem cell maintenance: PTEN and Musashi ( Fig. 2A) . First, mice lacking PTEN have enlarged and histologically abnormal brains. Whilst PTEN does affect neural cell size, proliferation and cell death (all of which could contribute to the phenotype) neural stem cell cultures show that PTEN deficient cells undergo more selfrenewing divisions than wild type cells so increasing the size of the stem/precursor cell pool (Groszer et al., 2001) . Mutations in PTEN in Drosophila cause an enlargement of cell size in the eye (Goberdham et al., 1999) , but overexpression of PTEN inhibits precursor cell mitosis and it promotes apoptosis of differentiated photoreceptors (Huang et al., 1999) , causing a different effect from that seen in the mouse. Second, the RNA binding proteins Musashi 1 and 2, are both expressed at high levels in the cellcontaining regions of the CNS. Genetic removal of both in neural stem/precursor cells (by using anti-sense oligonucleotides for msi2 in msi1 2=2 cells) reveals a reduction in maintenance and in the division rate of neural stem cells (Sakakibara et al., 2002) . Interestingly, Drosophila Musashi participates in cell fate decisions requiring Numb and antagonising Notch function (Hirota et al., 1999; Nakamura et al., 1994) .
It should be noted that interpretation of the experiments such as those examining the roles of PTEN and Musashi in the vertebrate CNS is complicated by the lack of markers for neural stem cells. Stem cell numbers and maintenance were determined by the number of new neurospheres that form in cell culture from cell dissociates. Neurospheres are threedimensional aggregates of stem and precursor cells that grow from single cells in the presence of either FGF-2 or EGF when neural cells are dissociated and grown in suspension Weiss, 1992, 1996) . It is generally assumed that only stem cells can form neurospheres, but this may not be the case and committed precursor cells may also have the capacity to form spheres. Secondary neurosphere assays (where neurospheres are dissociated and new neurospheres regrown from the single cells) are ideally required to confirm the assumption that spheres only form from the stem cells. Without these further assays sphere numbers are likely to give a guide to stem cell numbers rather than providing an accurate degree of quantification. Furthermore, epigenetic modifications can revert apparently committed precursor cells back to a stem cell phenotype, such as oligodendrocyte precursor cells that grown under specific conditions can revert to neurosphere forming cells that can then give rise to neurones (Kondo and Raff, 2000) . Thus, any cell may have a degree of 'stemness' subject to the environment (Blau et al., 2001) . Neurosphere formation may therefore exaggerate the number of cells able to behave as stem cells in vivo.
Stem cell number is also regulated by the rate of cell division. In the vertebrate CNS, renewing stem cell divisions decrease with time. The rate of cell division falls gradually, as the cell cycle increases from 8.1 to 18.4 h over the course of 11 cell divisions through a lengthening of the G1 phase (Takahashi et al., 1995) . Whether this is under cell-autonomous or non-autonomous control is at present unclear.
Non-autonomous mechanisms can regulate the timing of stem cell proliferation ( Fig. 2A) . In vertebrates, experiments infusing growth factors into the ventricle increases the number of stem cells in the subependymal region, the remnant of the subventricular zone in the adult (Craig et al., 1996) , and FGF, EGF, and TGFa all act as stem cell mitogens in cell culture and in vivo (Gritti et al., 1996 (Gritti et al., , 1999 Kilpatrick and Bartlett, 1993; Richards et al., 1992) . A role for Integrins in neurosphere proliferation in cell culture suggests that extracellular matrix molecules can also regulate proliferation (Jacques et al., 1998) . The extent to which these different cues contribute to the control of stem cell numbers in vivo remains unclear. In Drosophila, neuroblasts remain quiescent after embryogenesis for some time and they start dividing again to give rise to the adult nervous system. The glial-specific gene anachronism maintains neuroblasts in cell cycle arrest via a nonautonomous mechanism thus preventing the premature proliferation of neuroblasts (Ebens et al., 1993) . Eventually, this is overcome by the Drosophila homologue of the extracellular matrix proteoglycan Perlecan (encoded by the trol gene) (Voigt et al., 2002) and by DE-Cadherin in the glia, both of which promote neuroblast proliferation (Drumsdrei et al., 2003) . Thus, neuroblast proliferation is regulated non-autonomously both in the mouse and the fly.
Regulation of precursor cell division
A committed cell generally divides a given number of times depending on its lineage and species. Oligodendrocyte precursors (oligodendrocytes are the CNS glial cells that produce myelin and ensheath CNS axons providing insulation) have an intrinsic timer that establishes that they can only divide in cell culture a finite number of times regardless of the availability of growth factors. When the daughter cells of the first division are replated into separate wells, they divide and differentiate more or less synchronously (Temple and Raff, 1986) . The timer does not appear to count number of cell divisions but instead time elapsed, although how cells measure time is not understood (Durand and Raff, 2000) .
One component of the oligodendrocyte timer is p27, which promotes cell cycle exit. Whereas oligodendrocytes normally divide a fixed number of times before differentiation, those from p27 2/2 mice go through extra rounds of division in cell culture. An intermediate effect is seen in heterozygous mice, confirming that the absolute levels of p27 can regulate the timing mechanism (Temple and Raff, 1986; Durand and Raff, 2000; Casaccia-Bonnefil et al., 1997) . In the adult SVZ, the progenitor cells for the neurons that migrate along the rostral migratory stream to the olfactory bulb (termed type C cells) increase in number in p27 2/2 mice. At the same time, cells generated by the next differentiation step, neuronal precursors, show a decrease attributed to a delay in cell cycle exit by their type C precursors (Doetsch et al., 2002) . These results suggest a general role for p27 in the regulation of cell number, which is also supported by the fact that p27 2/2 mice also show an increase in overall size (by about one third) (Fero et al., 1996; Kiyokawa et al., 1996; Nakayama et al., 1996) (Fig. 2A) .
Accordingly, genes that regulate p27 will regulate proliferation timing. For instance, Six6 expressed in the developing retina and pituitary, promotes cell division and it prevents cell cycle exit by suppressing p27 . Mice lacking six6 show reduced size of these organs. Thus, Six6 could act by increasing the number of precursor cell divisions allowing number expansion and growth to occur normally. In Drosophila, embryonic neuroblasts divide into one stem cell and one ganglion mother cell (i.e. neural precursor), which divides symmetrically to produce two differentiated neurons. Prospero (Pros) is segregated to the ganglion mother cells upon the division of neuroblasts and consequently this also restricts the mitotic potential of the daughter cell with Pros (Li and Vaessin, 2000) . Pros regulates negatively cyclinsE and A and positively regulates dacapo, the p27/p21 homologue . Dacapo induces cell cycle exit and in dacapo mutants cells divide in excess (de Nooij et al., 1996; Lane et al., 1996) . Remarkably, the vertebrate homologue Prox1 also restricts cell proliferation and promotes cell differentiation in the retina (Dyer et al., 2003) . Surprisingly, however, Pros can also repress dacapo expression . Nevertheless, it appears that both homologous genes induce cell cycle exit and promote cell differentiation.
Another described regulator of precursor cell cycle exit is b-catenin. In mice expressing a form of b-Catenin resistant to breakdown, cells within the ventricular zone at the time of neurogenesis re-enter the cell cycle abnormally (i.e. complete an extra round of division). This increases the size of the precursor pool within the brain and results in marked horizontal expansion of the cortex whilst the thickness remains unchanged (Chenn and Walsh, 2002) . This phenotype contrasts with that of p27 2/2 mice, where the brain is uniformly enlarged, and this may reflect a role for each molecule at different stages. b-catenin is strongly expressed in the ventricular zone at a time when many of the cells are stem cells, and it may therefore regulate the number of stem, rather than precursor (using the definitions above) cell divisions. An expansion of the stem cell pool would also increase final cell numbers and the horizontal size of the CNS, retaining normal cortical thickness.
The generation of glia in Drosophila is different from that of neurons. Glia originates either from mixed lineages (i.e. a neuroblast can produce both neurons and glia) or from glioblasts. In both cases, once a precursor cell is committed to the glial fate it produces glial only progeny. Glial precursor divisions have been proposed to be symmetrical at least in some lineages (Badenhorst, 2001; Jacobs, 2000; van de Bor et al., 2000) , but this has not been demonstrated in all cases. The proliferation profile of glial lineages has not been described, therefore, it is as yet unknown whether glial precursor proliferation is under cell-autonomous control or whether it can be modulated by interactions with neighbouring cells. Both neuroblasts and glioblasts give rise to variable numbers of progeny cells for a given lineage (Bossing et al., 1996; Schmid et al., 1999; Schmidt et al., 1997) , suggesting that either cell division or cell survival or both are modulated non-autonomously.
In vertebrates, oligodendrocyte precursor proliferation is controlled non-autonomously by interactions with axons (Barres, 1997) . Some of the factors promoting oligodendrocyte precursor proliferation in vitro are PDGF, bFGF, NT-3 and IGF-1. These factors are also present in vivo in the optic nerve, and are produced by astrocytes or neurons. The control of oligodendrocyte proliferation by axons ensures that the axons to be myelinated have enough myelinating cells to allow normal neuronal function. In fact, when electrical activity is blocked in optic nerve axons, oligodendrocyte proliferation goes down by 80% (Barres and Raff, 1992) . In the Drosophila brain olfactory bulb, glial proliferation coincides with the time of arrival of axons from the antenna and the organisation of distinct neuropilar domains by glia also requires functional input (Jhaveri et al., 2000) . Thus, electrical activity drives the adjustment of neuron-glia cell number that will guarantee further neuronal function.
Neuronal precursor cell proliferation is also modulated by neuronal activity. In vertebrates, it has been proposed that neurotransmitters such as GABA and glutamate from differentiated neurons may regulate precursor proliferation, providing feed-back on the ventricular zone to instruct precursor cells to differentiate (Antonopoulos et al., 1997; LoTurco et al., 1995) (Fig. 2A) . However, given the lack of markers to distinguish stem cells from precursor cells in vivo, it is possible that neuronal activity regulates mainly or also stem cell divisions. Conversely, in Drosophila, lack of photoreceptor innervation decreases mitosis in the visual centre in the brain, whereas innervation at ectopic locations increases the number of brain lamina neurons (Selleck and Steller, 1991) . Furthermore, eyeless mutants have severely reduced optic ganglia in the brain. One signalling molecule produced by photoreceptor axons that promotes cell cycle progression and differentiation in the brain is Hedgehog (Huang and Kunes, 1996) (Fig. 2B) . Thus, as the visual and olfactory centres in the brain grow they acquire structural complexity in which both neurons and glia take part. Such complexity is triggered by incoming neuronal function, meaning that the growth of the brain centres that enable an animal to respond to the environment is in turn modulated by the environment.
Control of cell death and cell survival
Cell-autonomous programmed cell death
It may appear that survival and death are two sides of the same thing, but the fact is that they can operate with rather distinct mechanisms and ultimately they have very different consequences, to the cell, of course, but also in the generation of complex structures.
Apoptosis can be a kind of cell fate. That is, the cellautonomous promotion of cell death can be inherited within a cell lineage like any other cell fate determinant. In the Drosophila peripheral nervous system, the mechanosensory organ develops from one precursor that produces five progeny cells, of which the presumptive glial cell is fated to die shortly after birth (Fichelson and Gho, 2003) . Cell death is determined by the asymmetric segregation of Numb at mitosis, which prevents the expression of pro-apoptotic genes in the cell inheriting Numb (Orgogozo et al., 2002) . Induction of apoptosis can also be a part of morphogenetic processes that, however, do not involve the adjustment of cell populations during growth, for example, the generation of holes in the leafs of some plants. During Drosophila metamorphosis, the embryonic nervous system is destroyed before the adult nervous system is made (Truman et al., 1993) . These destructive events are triggered by a hormone, Ecdysone, that upon a systemic burst induces the death of cells expressing the Ecdysone receptor. (Subsequently, the adult nervous system is re-built and the number of new neurons and glia is regulated then, although not much is known of the underlying mechanisms). In the vertebrate neural tube, some neural cells are fated to die during the morphogenetic events driving neural tube closure (Geelen and Langman, 1977; Kuan et al., 1999; Weil et al., 1997) . These types of programmed cell death are not part of the cellular mechanisms that adjust cell populations and organ size during growth control, and they will not be discussed further here.
There is at least one case where the cell-autonomous control of apoptosis limits clonal expansion and therefore, has a relevant impact on CNS size. This is the elimination of a stem cell through lineage dependent programmed cell death (Fig. 3A) . In Drosophila, larval neuroblasts divide a finite number of times and then the progenitor neuroblast is eliminated by apoptosis (Bello et al., 2003) . Stem cell death is triggered by the switching-on of abd-A expression. Abd-A is a homeobox gene that determines regional identity and it had long been anticipated that homeotic genes would control cell number. Remarkably, abd-A is expressed throughout the larval abdomen, but it is switched off in this neuroblast while it divides and it is subsequently switched on prior to neuroblast death. Neuroblasts lacking pro-apoptotic genes produce a threefold excess of neurones in this region of the larva. Abd-A may directly regulate the cell killing genes, such as reaper, hid or grim, but this has not been demonstrated. This lineage-induced apoptosis eliminates the potential for expansion of the progenitor pool. It will be interesting to find out if stem cells in vertebrates follow the same ultimate fate.
Non-autonomous regulation of cell survival
The fact that the survival of cells is maintained nonautonomously means that in many cases, the apoptotic cells that we observe are not those that were pre-determined to die, but those that escaped survival support from neighbouring cells. The death of these cells is not necessarily stereotypic but can be stochastic, variable between individuals or segments and can be difficult to observe. And it happens that trophic factors are found in limiting amounts (Raff et al., 1993) , and it is precisely this constraint that exerts a pressure on cells that is instructive for cell number and patterning control.
Cell survival control regulates cell number in two ways: firstly, the number of cells that differentiate is given by balancing influences on precursor cell proliferation and survival (Barres, 1997) . Secondly, precursor cells produce progeny cells in excess and once cells differentiate the excess cells are eliminated by apoptosis (Oppenheim, 1991) . Both of these mechanisms have the ultimate consequence of adjusting the number of cells in interacting cell populations and they are reviewed separately below.
Cell number adjustment through the balance of cell proliferation and cell survival
DiI labelling of each individual neuroblast and glioblast lineage in Drosophila has shown that the final number of progeny cells within most lineages is variable and that apoptosis occurs within multiple lineages in normal embryos (Bossing et al., 1996; Schmid et al., 1999; Schmidt et al., 1997) . This means that the final number of cells produced by a lineage is subject to non-autonomous cell interactions that regulate cell proliferation and/or cell survival. In fact, there is extensive apoptosis in the Drosophila embryonic nerve cord, where it is estimated that around 50% of the cells normally die (White et al., 1994), not unlike the vertebrate counterpart. It is not known whether the cells that die in the VNC are precursors or differentiated neurons or glia. It is however known that cell survival is controlled non-autonomously, since disrupting the interactions between neurons and glia induces both glial and neuronal death (Bergmann et al., 2002; Hidalgo et al., 2001; Booth et al., 2000; Jacobs, 2000; Kinrade et al., 2001; Sonnenfeld and Jacobs, 1995) .
Cell population adjustment takes place amongst a field of undifferentiated precursor cells in the Drosophila retina (Baker, 2001; Baker and Yu, 2001) (Fig. 4A) . The retina forms from the eye imaginal disc, which increases in mass to achieve a certain size before any cell differentiation begins (Wolff and Ready, 1993) . Thus genes involved in eye disc growth, such as Notch (Dominguez and de Celis, 1998; Papayannopoulos et al., 1998) are responsible for the generation of the eye cell precursor pool. Some of these precursor cells differentiate first as photoreceptors, and they recruit other cells to differentiate to form the unit called ommatidium. As they do this, they regulate non-autonomously whether the neighbouring precursor cells should divide further, remain in cell cycle arrest or die (Baker, 2001; Baker and Yu, 2001) (Fig. 4A ). In the normal retina, only about 0.2-0.3 cells die per ommatidium at this stage, but this number increases dramatically if interactions between cells are disrupted for instance upon cell ablation, or in mutations where no ommatidia differentiate which causes all cells to die. Similarly, cells may remain arrested in G2 and may only divide if they receive mitotic signalling from differentiating cells-so, some of these cells never divide. The signalling pathway responsible for promoting both cell survival and cell proliferation is the Ras/ MAPkinase pathway triggered by the EGFR with its ligand Spitz (Baker and Yu, 2001) . The different outcomes of the Ras pathway can be independent, but it is not known how this is achieved. One possible linker is salvador, the Drosophila ortholog of hWW45, which is mutated in cancer lines and it promotes both cell cycle exit and cell death in the eye by regulating both CycE and DIAP1 (Tapon et al., 2002) . However, it is unclear whether Salvador acts downstream of the Ras/MAP Kinase pathway.
The consequence of the non-autonomous regulation is that the number of cells that reach differentiation depends on how many cells differentiate initially. Furthermore, the fact that cells may remain undifferentiated in G2 arrest means that cells can retain mitotic potential, which allows them to divide further only if and when required.
It is possible that the survival as well as the proliferation of immature precursor cells may be regulated nonautonomously also in vertebrates. In the vertebrate CNS, significant numbers of dying cells are seen in the subventricular zones in embryogenesis; at birth, 37% of the newly formed cells in the SVZ die and in the adult most post-mitotic cells in this region die. The majority of cell death occurs soon after mitosis in the G1 phase of the cell cycle, i.e. in newly formed cells (Thomaidou et al., 1997) . However, reduced apoptosis in Capsase 3 and 9 knock out mice in regions of the CNS containing stem precursor cell populations causes hyperplasia (Hakem et al., 1998; Kuida et al., 1996 Kuida et al., , 1998 , confirming the requirement of this type of cell death in normal development. The mechanisms regulating the death or survival of these cells are however unknown.
Elimination of excess cells by apoptosis
Matching of neurons to targets during innervation.
The concept that cells are produced in excess and then trimmed by apoptosis arose from classic experiments by Hamburger and Levi-Montalcini showing that neuron numbers are regulated by target availability during development (Hamburger and Levi-Montalcini, 1949; LeviMontalcini, 1987) . The identification of target-derived factors that prevent neuronal apoptosis led to the neurotrophic theory by which neurones compete for a limiting supply of a target derived survival factor and this ensures that only the neurons that establish appropriate contact survive (see Purves, 1988) (Fig. 3B) . The currently recognised neurotrophins comprise NGF, BDNF, NT3 and Fig. 4 . Control of cell number in the Drosophila retina through time. (A) In the larva, photoreceptors produce Spitz (blue) and they induce the proliferation, survival and differentiation of cells expressing the EGFR (pink) into cone cells and pigment cells. Some cells never divide and remain arrested in G2 (white) and some do not receive trophic support and die (black). (B) Later, in the pupa, the pigment and cone cells express Spitz, which promotes the survival of surrounding lattice cells. All lattice cells express EGFR, but they also express Notch. Notch promotes apoptosis and whether lattice cells survive and die depends on a balance between EGFR and Notch signalling. (C) Apoptosis amongst lattice cells is highly stereotypic, resulting in the precise final hexagonal structure of ommatidia. NT4/5, with different classes of neurones responsive to each of the different neurotrophins (Barde, 1990) . Interestingly, neurons respond to different neurotrophins at different developmental stages, suggesting further roles of neurotrophins in the spatial organisation or maintenance of neurons. In fact, additional functions for neurotrophins including process outgrowth, synaptic transmission, promotion of glial survival and the promotion of apoptosis have been identified (Bibel and Barde, 2000) . Apoptosis can also be induced through the binding of neurotrophins to the p75 neurotrophin receptor, in association also with the TrakA-C receptors (Bamji et al., 1998; Casaccia-Bonnefil et al., 1996; Frade et al., 1996; Yoon et al., 1998) . Furthermore, the p75 receptor binds forms of NGF still containing their prodomain (Lee et al., 2001 ). Thus, p75/Trk receptor association and neurotrophin processing can alter the balance between cell survival and cell death (Chao and Bothwell, 2002) .
The Trk receptors can activate both the PI3K and MAPK signalling pathways, and p75 can activate the NF-kB pathway all of which promote cell survival (Yuan and Yanker, 2000) . Additionally, both loss of neurotrophins and binding of neurotrophins to p75 can activate the proapoptotic JNK/cJun pathway (Ham et al., 1995 (Ham et al., , 2000 Xia et al., 1995) . Thus, by modulating cell survival and cell death neurotrophin signalling plays a fundamental role in the regulation of cell number.
The importance of neuronal number matching to target size is well established in the vertebrate CNS (Oppenheim, 1991) , and will not be reviewed here. It is important to note, however, that matching of neuronal numbers to target sizes is also seen in Drosophila eye development. If the normal connection of the retinal photoreceptors to the brain optic lobe is prevented as when function of the disconnected gene is removed from the optic lobes in otherwise wild-type animals with normal retinae, photoreceptors degenerate (Campos et al., 1992) . The underlying molecular mechanism is unknown, and at the present time no Drosophila neurotrophin homologues have been identified.
4.2.2.2.
Matching of neurons and glia during ensheathment and myelination. Mature axon bundles are ensheathed by the cytoplasmic projections of glial cells providing the insulation needed for neuronal electrical function. In vertebrates, oligodendrocytes produce CNS myelin that is essential for rapid impulse conduction. Demyelinating diseases cause a dramatic loss of neuronal function, as seen in multiple sclerosis. Correct myelination requires that the number of ensheathing glial cells be adjusted to the number of mature axonal bundles to be ensheathed. Oligodendrocytes are produced in excessive numbers by precursor proliferation and migration. Once these precursor cells drop out of division they either differentiate or undergo apoptosis. Cell number matching is regulated by apoptosis, and cell survival depends on whether cells establish contact with their target axons (Barres and Raff, 1994) (Fig. 3C) .
Increasing the number of axons in the optic nerve by reducing retinal ganglion neurone cell death increases the number of oligodendrocytes (Burne et al., 1996) , while apoptosis is seen in those cells that fail to establish contact (Trapp et al., 1997) . As a result, as many as 20 -50% of all newly formed oligodendrocytes die during normal development (Barres and Raff, 1994) , resulting in a significant potential for compensation so as to ensure correct final numbers. The potential for these compensatory mechanisms to correct earlier developmental abnormalities is illustrated by studies on mice lacking the extracellular matrix molecule tenascin-C. These mice show an approximately 25% reduction in BrdU incorporation in oligodendrocyte precursor cells, suggesting a reduction in cell proliferation (Garcion et al., 2001) . Final oligodendrocyte numbers are, however, normal (Kiernan et al., 1999) and this most likely reflects a compensatory reduction in the extent of oligodendrocyte cell death seen in the developing myelinating tracks in these mice. Such mechanisms, in which over-or underproduction of precursor cells available for terminal differentiation can be corrected by subsequent changes in apoptosis as a result of cell matching, highlight the compensatory nature of development. They may explain the apparent redundancy of many developmentally significant molecules when analysed using knock-out transgenic strategies.
At least three survival signals for oligodendrocytes are known (Fig. 3C) . Oligodendrocytes cultured in the absence of growth factors or serum would normally die in cell culture at the time of differentiation (Barres and Raff, 1992) and this can be partially rescued by increasing concentrations of Neuregulin. Administration of soluble extracellular domains of the ErbB neuregulin receptors (which inhibit Neuregulin signalling by competing for the transmembrane forms of the receptor) or Neuregulin itself will reduce or promote, respectively, oligodendrocyte survival in vivo (Fernandez et al., 2000) . The soluble growth factor PDGF also mediates survival in vitro and PDGFR is expressed in oligodendrocytes. The administration of exogenous PDGF (by transplantation of PDGF secreting cells) will reduce the extent of oligodendrocyte cell death in vivo (Barres and Raff, 1992) . This experiment demonstrates that PDGF is present in limiting concentrations in the normal developing nervous system. Finally, integrin/ extracellular matrix interactions facilitate survival signalling. In a6 2 /2 mice that lack the a6b1 Laminin receptor, there is increased oligodendrocyte apoptosis at the time of myelination (Colognato et al., 2002) . The a6b1 ligand Laminin-2 is expressed on at least some axons at this time (Colognato et al., 2002; Powell et al., 1998) . Integrin signalling amplifies the survival response to growth factors by increasing PI3K activity and, in the case of neuregulin, also activating the MAPK signalling pathway (Colognato et al., 2002; Baron et al., 2003; Frost et al., 1999) . Analogous roles of Drosophila neuregulin, Vein, the TGFa Spitz and the MAPKinase pathway in the control of glial survival are summarised next.
4.2.2.3. Matching of neurons and glia in Drosophila during axon guidance. Axon guidance is the process by which an axon, as it grows, navigates through its environment tracing the route that leads it to its target. Navigation proceeds stepwise, as axons establish subsequent contacts with intermediate targets, which are often glial cells (Bate, 1976) (Fig. 5) . Once a scaffold of primary axons (i.e. pioneers) is laid down, many more neurons (i.e. followers) join them, form major bundles, which are enwrapped by glial cells, constituting a mature neuropile. Communication between neurons takes place within the neuropiles.
Decisions taken by the axon during guidance on whether to turn away or not, or to join or separate from other axons are triggered by glial cells (Hidalgo, 2003) (Fig. 5A,B) . For example, CNS axons of all bilateral organisms cross the midline once, never to cross it again. The midline glia in Drosophila, and the floorplate in vertebrates, are sources of evolutionary conserved attractants and repellants that control midline crossing (Fig. 5B ). In the longitudinal pathways, glial cells dictate the trajectories of the pioneering axons (Fig. 5A) . And in the eye, glia aid the entry of axons into the optic stalk and targeting to different domains of the brain. Thus, glia need to be located in the right number, as well as location, to aid axon guidance.
Glial number is controlled non-autonomously by the axons, which maintain their survival. Before axon guidance, there are around 5-6 midline glia progenitors, that produce around 12 progeny cells, out of which only three will survive as axons cross the midline (Jacobs, 2000) . Midline glial survival depends on axonal contact (Fig. 5B) . Most midline glia die in embryos lacking commissural axons, and the glia that do remain migrate over the displaced longitudinal axons (Sonnenfeld and Jacobs, 1995) . Amongst the longitudinal glia, only about 1-3 apoptotic cells out of a lineage of 10 -12 (per hemi-segment) can be normally observed ). However, this number increases if neurons are ablated Kinrade et al., 2001) . When targeted neuronal ablation is carried out in reaper mutant embryos lacking programmed cell death, longitudinal glial number is rescued, indicating that in the absence of axonal contact longitudinal glia die of apoptosis. Interestingly, rescue of glial survival does not rescue glial migration patterns . This means that the dependence of glia on axons for survival constrains glial positions to the proximity of the axons that require them for guidance. As axon guidance terminates, the resulting number of glial cells is also optimal for ensheathment of commissural and longitudinal axons.
The signals that promote glial survival are the neuregulin-like Vein and the TGFa Spitz, both ligands of the EGFR (Bergmann et al., 2002; Hidalgo et al., 2001; Dong and Jacobs, 1997) . Interestingly, two different neuronal ligands regulate the survival of different glial classes: Spitz regulates the survival of midline glia (Fig. 5B) , whereas Vein regulates the survival of a subset of the longitudinal glia (Fig. 5B ). The fact that two different ligands are used for two different glial classes may be important for the segmental structure of the insect nervous system. That is, the vertebrate spinal cord does not have analogous distinct commissures, and therefore the distinction between midline and longitudinal sub-types presumably does not apply to oligodendrocytes. Both Spitz and Vein regulate glial number by activating the Ras/MAPKinase pathway (Bergmann et al., 2002; Hidalgo et al., 2001 ) also involved in oligodendrocyte survival in vertebrates as discussed above. Interestingly, the control of cell survival does not involve the inhibition of the same cell death pathway in all cells. In fact, some cells inhibit reaper-mediated cell death, whereas others inhibit hid-mediated apoptosis (Bergmann et al., 2002) . Whereas this is reminiscent of the situation in vertebrates (Kuan et al., 2000) , the relevance of these cell type differences in the mechanism of apoptosis is not understood. The survival of the pioneer neurons does not depend on glial cells, and this is important to enable axon guidance. However, once the pioneering scaffold is made, the survival of follower neurons does depend on glia (Fig. 5C ). In fact, whereas there is neuronal death in the normal embryo, the number of apoptotic neurons increases dramatically if glial cells are ablated (Booth et al., 2000) . This is analogous to targeting, and it suggests that during axon guidance those neurons whose axons fail to establish contact with glial intermediate targets are eliminated by apoptosis. The pressure for survival is so influencing in the trajectory of axons that when normal axon -glia interactions are disrupted, axons misroute to search for alternative sources of trophic support overriding midline repulsive signalling . In the vertebrate spinal cord, spinal commissural axons are first attracted by the floorplate, an intermediate target, which provides trophic support to the approaching axons (Wang and Tessier-Lavigne, 1999) . It seems very likely that other growing axons in the vertebrate CNS also need survival signals from intermediate targets, and the documented evidence for switching in neurotrophin sensitivity in sensory neurones during their development may represent such a mechanism (Pinon et al., 1997) . However, the molecules responsible for the control of neuronal survival during guidance in vivo are not known.
It is not known whether apoptosis during axon guidance affects differentiated neurons and glia or their committed precursors. It is possible that it affects both (for instance, the number of midline glia before the onset of apoptosis is variable, implying modulated cell proliferation (Jacobs, 2000) ), since the observed apoptosis occurs very early. If it affects precursor cells, it is possible that cell death is balanced with cell proliferation, also regulated by axonglia interactions. This, however, is at present not known. The adjustment of neuronal and glial cell number by the balance of both cell proliferation and cell survival would provide the formation of neuropiles with developmental plasticity. This plasticity would explain the redundancy of gene functions and the low penetrance of mutant phenotypes.
Elimination of excess cells in the Drosophila retina.
Days after the earlier stages of retinal development discussed above, in the pupa, the retina is sculpted to acquire its extremely reproducible and precisely hexagonal arrangement of ommatidia (Fig. 4B,C) . This final sculpting process requires the elimination of one third of the lattice cells-which surround the clusters of photoreceptor, cone cells and primary pigment cells-through the induction of apoptosis. Some of the lattice cells survive, though, and whether they die or survive depends on cell-interactions. Whereas laser ablation of photoreceptors had no effect on lattice cell number, ablation of cone cells and primary pigment cells caused an increase in apoptosis amongst the surrounding lattice cells (Miller and Cagan, 1998) . The decision of whether lattice cells will survive or die depends on a balance of signals from the EGFR pathway and Notch (Miller and Cagan, 1998; Brachmann and Cagan, 2003; Yu, 2002) . Once again, the EGFR ligand Spitz, which is expressed in cone cells and primary pigment cells, promotes cell survival, whereas in this context Notch is required in the lattice cells to promote apoptosis. However, given that all lattice cells express both Notch and EGFR, if is not yet known what provides the spatial specificity for survival and death. It is remarkable that such precision by which, invariably, exactly the same number of lattice cells dies in the same locations is not determined by cell-autonomous, lineage dependent cell fate, but instead it is achieved through non-autonomous cell-interactions. Once again, the reproducibility of cellular patterns reflects the robustness conferred by the interactive nature of development.
Conclusions
The current evidence indicates that, within the constraints given by each cell lineage and species, cellinteractions regulate both cell proliferation and cell survival to modulate final cell number, both in the fly and in the mouse. Furthermore, the regulation of cell number and the emergence of structural complexity during growth are not only coordinated, but also co-dependent. Finally, the signalling pathways involved in the control of cell number are conserved and so far remarkably few, used in multiple contexts. Many questions still remain unanswered. For instance, if the same pathways are used to promote cell proliferation and cell survival at the same time point, where does the balance come from? And what gives a lineage that timer that pre-determines how many times it will divide, or in other words, what times cell cycle exit or apoptosis, and how does this vary with different species? Is cellautonomous apoptosis a mechanism of restricting stem cell expansion in vertebrates? Are all committed precursor cells subject to non-autonomous cell survival regulation? And is cell cycle arrest of undifferentiated, immature precursors a general mechanism to allow cell number adjustment? Previous deterministic views of Drosophila nervous system development would hold that cell lineage defined the final number of both neurons and glial cells. We have presented here abundant evidence demonstrating that fly nervous system growth is regulative, just as that of vertebrates. The compensatory nature of cell number regulation provides plasticity and robustness to nervous system development. Furthermore, this plasticity enables cells to respond to injury by promoting repair. Understanding the mechanisms of developmental plasticity is key for the therapeutic implementation of CNS repair.
