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CHAPTER - 1 
INTRODUCTION 
CHAPTER - 1 
INTRODUCTION 
In development of any communication system used for transmitting information from one 
place to other, the focus is on circuit economy and efficient utilization of channel 
bandwidth. In hostile environment, where there is a chance that the transmitted signal is 
detected or recognized by unwanted users, there is a need of secrecy, which may also be 
obtained by sacrificing the feature of smaller bandwidth. Often the secrecy of information 
in communication systems is required for military and government communications, 
political campaigns, discussions regarding tax savings and marketing strategies, planning 
of hostile or competitive business, doing some legal / illegal job, etc. Thus secure 
communication is not only required by military or government but also by ordinary 
persons and organizations using multichannel environment. The basic threats to message 
security are passive threats such as interception or eavesdropping (illegal extraction of 
information) and active threats such as jamming, tampering, etc. Communicated 
information needs to be protected from all such threats [1-4]. 
There are two distinct techniques for secure communication: (a) Spread spectrum 
technique and (b) Cryptographic / Encryption technique. 
Spread spectrum techniques are: (i) Direct sequence (DSSS) (ii) Frequency hopping 
(FHSS) and (iii) Time hopping (THSS) (iv) Chirp and (v) Hybrid. 
In SS techniques the bandwidth of message is increased to a very high frequency (several 
MHz, ~ B), which is much in excess of that needed to transmit the message. The power 
spectral density (Ps / B) becomes much less after spectrum spreading; the requisite 
spectral density (Ps / W) where W is the minimum bandwidth required to transmit 
message with no spreading, is much larger. The spectral density of SS signal (SSS) may 
even become less than the noise level. One way to obtain SSS is multiplying the message 
signal of bandwidth W by a code, a pseudo noise sequence of larger bit rate signal, 
independent to message signal and of bandwidth much larger compared to W. This 
message signal buried in noise is retrieved back at the receiving end by multiplying the 
transmitted SSS by the same code, the one used at the transmitting end. Similarly in 
FHSS different carrier frequencies in different time segments are obtained by using a 
pseudo noise (PN) sequence code, which is held secret. In THSS, time is divided into a 
requisite varying number of frames and each frame is divided into a fixed number of time 
slots. The signal / data is transmitted in different slots of different time frames selected 
using the PN sequence code [5]. 
The chirp technique utilizes linear frequency modulation of the carrier to spread the 
bandwidth. The signals used are simple and do not employ coding as the other forms do. 
The technique is very common in radar systems but is also used in communication 
systems [2]. 
The hybrid combinations offer certain advantages over the others. The most often-used 
hybrid combinations are simultaneous (i) FHSS and DSSS, (ii) THSS and FHSS. and (iii) 
THSS and DSSS. 
The advantage in combining two spread spectrum modulation methods is usually that 
characteristics can be provided which are not available from a single modulation method. 
The hybrid methods attractive involve added sophistication: yet these are becoming 
increasingly popular. 
The major advantages of using spread spectrum [1, 2, 4, 6] are: 
1. Selective addressing, 2. Interference Rejection, 3. Code Division MuUiple Access, 4. 
Low Probability of Intercept, 5. Inherent message privacy / security, 6. High resolution 
ranging, 7. Multipath suppression, 8. Link Reliability, 9. Wide Coverage at lower costs, 
10. High Data rates, 11. Ease of Licensing, 12. Low Power Density. 
The major disadvantages are that larger bandwidth is required, and that the SS becomes 
quite complicated for implementation of high data bit rates. 
The Cryptographic / Encryption technique is a science of writing to keep information 
secret from all undesired persons [7]. Here an intelligible form of information, called 
"plaintext ", is transformed into an unintelligible form known as "ciphertext" or 
cryptogram. The process of transformation is called Encipherment or Encryption the 
reverse process being called Decipherment or Decryption. A secret code, called key. is 
used in both processes. Cryptography is implemented using one of the two basic 
algorithms (methods): block ciphers and stream ciphers. 
Block ciphers are algorithms that operate normally using 64 bit of plaintext or ciphertext 
blocks at a time. The method is implemented using computer. However, it is cumbersome 
and sophisticated: hardware implementation is difficult. Stream ciphers on the other hand 
consist of an aJgorithm, which operates on stream of bits of plaintext, one bit at a time. 
The details of these techniques are described later. 
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USING CRYPTOGRAPHY 
Message security is the science and study of methods for protecting message signals from 
disclosure to and modification by unauthorized persons [8]. The message signals include 
digital data from computers and other communication systems, as well as analogue 
messages including audio, video and other instrumentation signals. 
Cryptography is the science and study of secret writing. Cryptographic techniques are 
particularly important and indispensable components of the electronic governance 
because these not only provide information confidentiality and prevent information 
falsification, but also assure electronic authentication [9]. 
To most people, cryptography is concerned with keeping communication private. Indeed, 
the protection of sensitive communications has been the emphasis of cryptography 
throughout much of its history. However this is only a part of today's cryptograph). 
Cryptography allows people to carry over the confidence found in the physical w orld to 
the electronics world thus allowing people to do business electronically without worries 
of deceit and deception. Every day hundreds of thousands of people interact 
electronically, whether it is through e-mail, e-commerce (business conducted over the 
Internet), ATM machines, or cellular phones. The perpetual increase of information 
transmitted electronically has lead to an increased reliance on cryptography. 
Today's cryptography is more than encryption and decryption. Authentication is as 
fundamentally a part of our lives as privacy. We use authentication throughout our 
everyday lives. When we assign our name to a document for instance and as we move to 
a world where our decisions and agreements are communicated electronically, we need to 
have electronic techniques for providing authentication. Cryptography provides 
mechanism for such procedures. A digital signature binds a document to the processor of 
a particular person while a digital time stamp binds a document to its creation at a 
pEirticular time. These cryptographic mechanisms can be used to control access to a 
shared disk drive, and a high security installation. 
Cryptology is an umbrella term used to describe the science of secret communications 
[8]. It is derived from the Greek kryptos, which means "hidden" and logos, which means 
"word". The subject matter of Cryptology is further partitioned neatly into cryptography 
and cryptanalysis. Cryptography deals with the transformations of a message into coded 
form by encryption. A message is known as plaintext / cleartext. An encrypted message is 
ciphertext or cryptogram. The process of turning ciphertext back into plaintext is 
decryption. Cryptanalysis deals with how to undo cryptographic communications by 
breaking a cipher or forging coded signals that may be accepted as genuine. Encr> ption 
and Decryption process is shown in Fig. 2.1. 
Plaintext is denoted by M for message or P for plaintext [7]. It can be a stream of bits, a 
text file, a bitmap, a stream of digitized voice, a digital video image and so on. As far as a 
computer is concerned, M is simply a binary data. Ciphertext is denoted by C. It is also a 
binary data; sometimes it has the same size as M, sometimes larger. Let, 
Encryption function = E 
The encryption function E operates on M to produce C. 
E(M) = C. 
In the reverse process, the decryption function D operates on C to produce M. 
D(C) = M, 
or 
D(E(M)) = M. 
Encryption and Decryption with a Single Key 
A key is used in modem cryptography to provide secure communication. This key might 
be any one of a large number of possible keys. The range of possible values of the key is 
called the keyspace. All of the security in these algorithms is based in the key and none is 
based in the details of the algorithms. It does not matter if an eavesdropper knows an 
algorithm; he can not read messages without the knowledge of the particular key. 
Encryption and Decryption is done [7] with the help of this single key (Fig. 2.2). 
Now Ek(M) = C 
and Dk(C)-M 
So Dk((Ek(M)) = M. 
Encryption and Decryption with Two Different Keys 
Some algorithms use different encryption and decryption keys (Fig. 2.3). 
If, Encryption key = ki, 
and Decryption key = k2, 
then Eki (M) = C, 
Dk2(C) = M, 
Dk2(Eki(M)) = M. 
In addition to providing confidentiality, cryptographic systems offer three other important 
services: 
1- Authentication 
It should be possible for the receiver of a message to ascertain its origin; an intruder 
should not be able to masquerade as someone else. 
2- Integrity 
It should be possible for the receiver of a message to verify that it has not been modified 
in transit. An intruder should not be able to substitute a false message for a legitimate 
one. 
3- Nonrepudiation 
A sender should not be able to falsely deny later that he sent a message. 
Together these are vital requirements for social interaction on computers, and are 
analogous to face to face interactions. That someone is who he says he is, that someone's 
credentials - whether a driver's license, a medical degree or a passport—are valid, that a 
document purporting to come from a person actually came from that person. These are 
the things that authentication, integrity and non- repudiation provide. 
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Fig. 2.3 Encryption and Decryption withTwo different Keys. 
Algorithms and Keys 
A cryptographic algorithm (cipher) is the mathematical function used for encryption and 
decryption. A conventional cryptographic system relies on the use of a single piece of 
private and necessarily secret information known as the key. It is therefore that 
conventional cryptography is referred to as single key cryptography or secret key 
cryptography. This form of cryptography operates on the premise that the key is known 
to the encrypter (sender) and to the decrypter (receiver) but to no one else. The 
assumption is that once the message is encrypted it is (probably) impossible to do the 
decryption without the knowledge of the key. Two types of key based algorithms are (1) 
Symmetric key and (2) Public key. 
Symmetric key algorithm, which uses a single key at both ends of a system, is a 
conventional algorithm. As long as the communication needs to remain secret, the key 
must remain secret. 
Encryption and decryption with a symmetric algorithm are expressed by 
Ek(M) = C, 
Dk(C) = M. 
Symmetric algorithm is further divided into two categories: (i) Stream algorithms or 
stream ciphers, and (ii) Block algorithms or block ciphers. 
Public key, an asymmetric system, allows two parties to exchange data privately without 
previously agreeing on a "shared secret". It is considered as an improvement over the 
symmetric cryptographic systems. 
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1. Symmetric Key Cryptography 
In the symmetric key cryptography the message source generates a plaintext message, 
which is encrypted into an encrypted message at the transmitting end and is sent to an 
authorized user at the receiving end over an "insecure" channel. In the course of the 
transmission the encrypted message may be intercepted by an enemy cryptanalyst, (an 
intentional intruder), and it got to be taken care of. 
The security of the system resides in the secret nature of the key, which requires that the 
key must be delivered to the receiver over a 'secure channel'. Block diagram of secret-key 
cryptography is shown in Fig. 2.4. 
The cryptography also provides a solution to the authentication problem, preventing an 
enemy cryptanalyst from impersonating the message sender. 
In Fig. 2.5 the enemy cryptanalyst originates a "fraudulent" encrypted message C , that is 
delivered to the receiver. The receiver may be able to recognize C as fraudulent by 
decrypting it with the correct key k. 
Symmetric cryptography has several drawbacks. Exchanging secret keys is very difficult 
in large networks. It further requires both senders and recipients to trust and therefore be 
familiar with each other and so also require a secure channel to distribute the "secret 
keys". Thus symmetric key based systems are not very practical. However the method 
may be used to design low cost systems for private communication [10]. 
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Message 
source 
M Encrypter 
i 
k 
K .ey 
• c 
— • 
Enemy 
Cryptanalyst 
C 
—• 
Decrypter 
i k 
Fig. 2.5 Illustrating the intrusion of an enemy Cryptanalyst. 
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Block cipher 
Block ciphers (Fig. 2.6) operate in a purely combinatorial fashion on large blocks of 
plaintext, each being made up of a fixed number of bits. In computer algorithms, a typical 
block size is 64 bits. Successive blocks of the plaintext are enciphered (encrypted) using 
the s£ime secret key or otherwise independently; the resulting enciphered blocks are 
finally converted into serial form. Thus a particular plaintext block identical to a previous 
block gives rise to an identical ciphertext block. Each bit of a particular ciphered block is 
chosen to be a function of all the bits of the associated plaintext block and the key; the 
goal is to have no specific bit of the plaintext ever appear in the ciphertext directly. Block 
ciphers operate with a fixed transformation applied to large blocks of plaintext data, on a 
block-by-block basis [8]. 
Stream cipher 
A stream cipher (Fig. 2.7) operates on individual bits of the plaintext. The most popular 
stream ciphers are binary additive stream ciphers, where a secret key is used to control a 
key stream generator that emits a binary sequence called the key stream. The length of 
this data sequence may be much larger than that of the key. 
If Mn, Cn and Kn represent the plaintext, ciphertext and key stream bits respectively at 
time n, we have 
Cn = Mn e Kn, whcrc n= 1,2, 3,4 N, 
N being the length of the key stream. 
Also M n - C n ® Kn. 
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In binary additive stream ciphers identical devices are used to perform encryption and 
decryption. To provide secure encryption, the key stream should be a random sequence. 
Stream cipher circuit is easy to fabricate and less complex but provides less security than 
the block ciphers. A binary additive stream cipher has no error propagation; the 
decryption of a distorted bit in the ciphertext affects only the corresponding bit of the 
resulting output, and thus it is better suited for secure transmission of data over error 
prone communication channels; it is used in applications where high data rates are a 
requirement. 
On the other hand block ciphers are designed in such a way that a small change in an 
input block of plaintext produces a major change in the resulting output. This error 
propagation property of block ciphers is valuable in authentication in that it makes it 
improbable for an enemy cryptanalyst to modify encrypted data, unless the knowledge of 
the key is available. Block ciphers have complicated hardware circuits and are used for 
very high security in computers. 
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2. Public key cryptography 
Today's public key cryptography system is also called "asymmetric" because it is based 
on the idea of a matched cryptographic key pair in which a cryptographic key is no longer 
a simple "shared secret" but rather is split into two subkeys, the private key and public 
key [10]. 
Public key algorithms are designed in such a way that the key used for encryption is 
different from the key used for decryption. Besides, the decryption key can not be 
calculated from the encryption key. The algorithms are called "public key" because the 
encryption key can be made public. A complete stranger can use the encryption key to 
encrypt a message, but only a specific person with the corresponding decryption key can 
decrypt the message. The encryption key is called the public key and the decryption key 
is often called private key. 
The Secrecy System 
A conventional secrecy system (Fig. 2.8) consists of a message source and a key source 
at the transmitting end [11]. 
The message M is encrypted by an invertible transformation Eki that produces a 
Ciphertext. 
C = Ek,(M). 
Ciphertext is transmitted over a public channel, and therefore, can be received by 
everyone. An authorized receiver decodes the message by using the transformations D|<2, 
which are the inverse to Eki such that, 
Dk2 (C) = Ekf' [Ek, (M)] = M. 
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Fig. 2.8 Conventional Secrecy System. 
Any attempt, for illegal extraction of the information M from the encrypted text C, by an 
unauthorized receiver is termed as cryptanalytic attack and the process is called 
cryptanalysis. The parameter ki called the encryption key belongs to a finite set, which 
specifies the used encryption transformation. In similar maimer the parameter k2, called 
the decryption key, specifies the used decryption transformation Dk2- In some systems, 
the key has to be sent over a secret channel or a courier. 
If ki = ka, the encryption transformation, Eki may be publicly known because it is a one 
way fiinction. 
The key used for encryption / decryption in a cryptographic system should obviously be a 
random binary sequence, with noise like characteristics. We have numerous techniques 
for generation and management of the key. 
PN Sequences 
A random or a noise like code is necessary for both cryptographic as well as spread 
spectrum techniques. Because of the practical constraints and the necessity of perfect 
replica of a random code (with perfect time synchronism) at the receiver, PN sequences 
are used in practice as the key or the code. 
Typical PN sequences are usually maximal length sequences or m-sequences. These 
m-sequences are attractive to be used for many secure message communication circuits 
because of their less cost and complexity. A PN sequence is defined as a binary sequence 
of 1 's and O's with a noise like waveform. Thus PN sequence is a coded sequence with 
certain autocorrelation properties. Also PN sequences are periodic in the sense that a 
18 
sequence of I's and O's repeats itself exactly with a known period. A PN sequence 
generator is given in Fig. 2.9. 
Among the several sequences maximal length sequences are the most used ones. A 
maximal length PN sequence may be generated using linear feedback shift register. A 
shift register of length m consists of m flip-flops regulated by a single timing clock. At 
each pulse of the clock, the state of each flip-flop is shifted to the next one down the line. 
The feedback fimction is obtained using modulo-2 addition of the output of the various 
flip- flops. A maximum length sequence so generated is always periodic with a period of 
N = 2*" — 1, where m is the length of the shift register. A random binary sequence is a 
sequence in which the presence of binary symbols 1 or 0 is equally probable. 
Properties of PN sequences 
Some properties are: 
1. In each period of a maximum length sequence, the number of I's is always one more 
than the number of O's. This property is called the balance property. 
2. Among the runs of I's and O's in each period of a maximum length sequence, one half 
the runs of each kind are of length one, one-fourth are of length two, one-eighth are of 
length three, and so on as long as these fiinctions represent meaningful numbers of runs. 
This property is called the run property. "Run" means a subsequence of identical 
symbols (I's or O's), with in one period of the sequence. The length of this subsequence is 
the length of the run. For a maximum length sequence generated by a feedback shift 
register of length m, the total number of runs is (N+1) / 2. 
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3. The autocorrelation flinction of a maximum length sequence is periodic and binary 
valued. This property is called the correlation property. 
4. A modulo-2 addition of a maximal linear code sequence with a phase shifted 
sequence of itself results in a new sequence, which has a phase shift different from that 
of either of the originals [1]. 
Weakness of PN sequences 
PN sequences are generated by using linear feedback shift register with proper feedback 
tappings. Feedback taps can be known with the known continuous 2n+l bits. So code 
breaking is done with the help of 2n+l bits. Suppose LFSR has 5 stages, so in order to 
find out the feedback tapping 2n+l = 2*5+1 = 11 bit continuous sequence of the last 
stage i.e. Q5 should be known. This is a tabular technique that produces code tap 
connections for an equivalent simple register code sequence generator. 
Suppose the known 11 bit continuous sequence is: 
011111001001 
First of all we arrange this subsequence in a column with the last detected chip at the top. 
Then shifting the same subsequence down by one row per column, we generate columns 
until the number of column equals one more than the number of stages. 
Table. 2.1 is a listing of the state of shift register stages 1 through 5, and the feedback (k) 
necessary to feed into stage one, to produce the 11 chips that were received using five 
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stage shift register generator. This equivalent simple shift register generator is shown in 
Fig. 2.10. 
Table. 2.1 Possible feedback tappings of 5-bit shift register. The tappings marked * 
are invalid taps. 
Qs 
1 
0 
0 
1 
0 
0 
1 
1 
1 
1 
1 
Q4 
1 
0 
0 
1 
0 
0 
1 
1 
1 
1 
Q3 
I 
0 
0 
1 
0 
0 
1 
1 
1 
Q2 
1 
0 
0 
1 
0 
0 
1 
1 
Qi 
1 
0 
0 
1 
0 
0 
1 
X 
1 
0 
0 
1 
0 
0 
Possible feedback tap 
3 
2 
4,1 * 
2,1 * 
4,3,2 
4,3,2,1 * 
In X column first entry is obtained by XORing Qs with Q3, second entry by Q5 0 Q2 
Similarly the last entry is obtained by modulo-2-addition of Q5 with Q4, Q3, Q2. Since no 
code is possible with an odd number of feedback taps and the stage 5 is always a member 
of the tap set. So there are three rows, in the possible feedback column, that are invalid. 
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The rules used [1] for evaluating possible feedback sets are: 
Step 1. Examine the possible feedback column for single member sets. Any single 
member is a feedback tap. 
Step 2. Determine if any one possible tap is found in all sets in the possible feedback 
column. If so, that tap is the only one used. 
Step 3, If step 2 does not show that a single-tap generator is correct, then examine the 
possible feedback column for sets which contain two members one of which is the tap 
found in stepl. Any two-member set that the tap already identified contains a second 
member, which is not a valid tap, and that tap can be eliminated from further 
consideration. 
Step 4. Proceed to higher-order tap sets, eliminating invalid tap possibilities in higher-
order sets through the same process as was used in step 3. 
Step 5. Assemble the results. All possible taps not eliminated by the process described 
are valid, and necessary to generating the desired code sequence. 
The two properties of shift register sequence generators that are previously listed are all 
which are required to derive the taps used. A sequence generator can readily be 
constructed to simulate an unknown generator, if only its length is known. 
So the possible feedback tap is [5, 4, 3, 2]. With the help of these feedback-tapping code 
breaking can be done and we can get the whole sequence. 
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Fig. 2.10 Five-Stage Simple Shift Register Generator. 
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Gold Code Sequence Generator 
Generation of proper Gold codes requires that the codes need be properly chosen. The 
"preferred" pairs of codes, as selected by Gold-derived algorithms, always give undesired 
correlation that is bounded at 
2("+')'2 + 1^  when n is odd, and 
2("^ 2)/2 _ 1^  when n is even. 
Gold code sequence generators (Fig. 2.11) are useful because of the large number of 
codes they supply, although they require only one pair of feedback tap sets [1]. The basis 
of use of these codes is that few sets of feedback taps are needed. Thus the possibility of 
using a pair of single tap feedback, simple shift registers (SRs) while retaining the 
capacity to generate a large number of codes is present. The single tap simple SR is the 
fastest configuration possible. Thus the Gold code sequences are potentially available at 
rates equal to the capability of the fastest simple SR. 
Spreading codes used in SS systems are either maximal length sequence codes or Gold 
codes. Gold codes are combinations of maximal-length codes invented by Magnavox 
Corporation in 1967 especially for multiple access CDMA application [12]. The Gold 
codes are generated by modulo-2 addition of a pair of maximal linear sequences. 
The code sequences are added chip by chip by synchronous clocking. The codes 
themselves are of the same length. Thus the two code generators maintain the same phase 
relationship, and the codes generated are the same length as the two base codes, which 
are added together, but are nonmaximal. 
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The shift-and-add property of maximal sequences tells us that any maximal sequences 
added to a phase-shifted replica of itself produces a different phase shift as an output. 
Now the same operation is performed with the new sequence having the same length as 
those being added and nonmaximal. Furthermore every change in phase position between 
the two generators causes a new sequence to be generated. 
Both linear feedback shift registers (LFSRs) in Fig. 2.12 are of 5 bits. The modulo-2-
combined Gold codes are produced by combining the two output maximal codes with 
initial conditions offsets. The two code generators are started with initial conditions offset 
by various amounts to give different output codes. The all-ones vector is set into both 
registers as an initial. 
Any shift in initial conditions from zero to 30 chips can be used. Thus, from this Gold 
sequence generator, 33 maximal length codes are available. Any two register Gold code 
generator of length n can generate 2"—1 maximal length sequence (length 2"—1) plus the 
two maximal base sequences. A multiple register Gold code generator can generate 
(2"-l)^ non maximal sequences of length 2"-l plus r maximal sequences of the same 
length, where r is the number of registers and n is the register length. 
In addition to their advantage in generating large numbers of codes, the Gold codes may 
be chosen so that over a set of codes available from a given generator, the cross-
correlation between the codes is uniform and bounded. Thus the Gold codes are attractive 
for applications in which a number of code-division multiplexed signals are to be used. 
25 
In Gold code generators linear feedback shift registers are used. Two properties of shift 
register generators are: 
1. Code length is a function of the number of stages in the register and the last stage, 
which determines the number, is always a member of the set in the feedback. 
2. Stable recurrent sequences do not exist for odd numbers of feedback taps. 
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Clock 
V 
SR2 
• . 
Code 1 
Code 3 
+ \ •(code 1 ffi code 2 ) 
Code 2 
Fig. 2.11 Gold Code Sequence Generator Configuration. 
[5, 3]s generator 
[5, 4, 3, 2]s generator 
[5,3]s© [5,4,3,2]s-
Fig. 2.12 Illustration of Gold Code Generation. 
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CIRCUITS FOR TRANSMITTER AND RECEIVER TO 
ENCRYPT AND DECRYPT THE MESSAGE 
In encryption of the data, the most important part of the circuit is key, which is kept 
confidential and is generally generated using PN sequences. The PN sequence is a binary 
sequence, which roughly resembles the band-limited white noise. PN sequences are 
generated using sequential logic circuits of shift registers with feedback. 
A feedback shift register, shown in Fig. 3.1 consists of a group of flip-flops connected in a 
certain fashion with feedback logic. Binary sequences are shifted through flip-flops of shift 
registers in response to clock pulses, and the output of various stages are logically combined 
and fed back as the input to the first stage. When the feedback logic consists of XOR gates, 
which is usually the case, the shift register is called a linear PN sequence generator. 1 bus PN 
sequences are random, depending on initial number loaded in register, but are deterministic 
and have a periodicity of a number equal to 2"—1, where n is the number of flip-flop stages in 
shift register. 
It is usual to design practical stream ciphers around linear feedback shift registers (LFSRs). 
The LFSRs are made up of two parts -(i) a shift register and (ii) a feedback circuit. The new 
left most bit of shift register is computed as a ftinction of the feedback circuit and other bits / 
bit in the register (Fig. 3.2). The period of shift register is the length of output sequence, 
before it starts repeating. Cryptographers have liked stream ciphers made up of shift registers, 
as they are easily implemented in digital hardware. 
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Fig. 3.2 Generation of mother code using [5, 3] feedback tapping. 
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Table 3.1 Internal states of Linear Feedback Shift Register I 
Clock 
O 
1 
1 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
Q3 ^ Q , 
O 
o 
o 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0 
1 
0 
0 
1 
0 
1 
1 
0 
0 
1 
1 
0 
Q. 
1 
v ^ 0 
^ 0 
0 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0 
1 
0 
1 
1 
0 
1 
I 
1 
0 
1 
" ^ ^ 1 
^^^ 1 
• ^ 1 
> * . • 
Q2 
1 
1 
0 
0 
0 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0 
1 
0 
0 
1 
0 
1 
I 
0 
0 
1 
1 
1 
1 
Q. 
1 
1 
1 
0 
0 
0 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
1 
1 
1 
Q4 
1 
1 
1 
1 
0 
0 
0 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
1 
1 
0 
0 
1 
1 
1 
1 
0 
0 
1 
1 
Q-
1 
1 
1 
1 
1 
0 
0 
0 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0 
1 
0 
0 
0 
0 
I 
1 
0 
0 
1 
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An n-bit LFSR connected in certain fashion with feedback circuit generates 2"—1 bit long 
PN sequence before repeating. A shift register filled with all zeroes will cause the LFSR to 
output a never-ending stream of zeroes and as such this shall be of no use. Only an LFSR 
with certain tap sequences [Dixon, page93, and table 3.7] will cycle through all 2"-l 
internal states resulting in maximal output sequence (m-sequence). 
A 5-bit LFSR tapped at 3'^ '' and 5^ bit (Fig. 3.2) may be loaded by any 5-bit number except 
all zeroes. In our case we have chosen to load it by number 11111 with the sole 
consideration of ease: it produces 31 distinct sequences of internal states shown in Table 
3.L We have used 7496 5-bit shift registers with XOR gates throughout our designs of 
various circuits. 
Encryption Circuit (Encrypter) 
We have used LFSRs in order to get maximal periodic PN sequences. In our circuit (Fig. 
3.3) Gold codes were generated by using feedback tappings [5, 3] and [5, 4, 3, 2]. The 
serial output of register with [5, 3] tapping is giving the PN sequences which we shall call 
mother code hereafter. All the registers were clocked with the same clock. All LFSRs are 
loaded by a data other than all zeroes with the help of preset enable. Gold codes are 
generated by serial modulo-2 addition of the mother code bits and the output bits of other 
LFSR of the same length with an arbitrary bit shifting. Thus in the case of 5-bit shift 
registers used in LFSRs, PN sequences of 31- bit length are generated and 31 Gold codes 
can be generated with serial modulo-2 addition of the mother code and the shifted versions 
of the code of LFSR II. Therefore in total 33 different maximal sequences can be 
generated using two PN sequences. The details are shown in Fig. 3.3, in which only 10 
31 
shifted versions of LFSR II are considered, to avoid the complexity of the circuit. Fig. 3.4 
shows the arrangement used for the generation of the Icey using some of these codes. Key 
code is fabricated by using a 5-bit shift register as 2-bit register. Two 7400 NAND gates 
are used in the encrypter circuit, as shown in Fig. 3.4. 
One input of the XOR gate is the key and the other is any data. Output of the XOR gate is 
the encrypted data b't. In order to make key dependent on encrypted data, b k is fed to the 
serial input of the shift register. This encrypted data is transmitted over a communication 
channel. 
At the receiving end, clock is, in principle, recovered from the transmitted signal, which 
will be in synchronization with the clock of the transmitter. The key circuit is also 
synchronized with the clock recovered at the receiving end from the transmitted signal: the 
initial data loaded in registers at the two ends are the same. We have, however, in our 
experimental set-up used the same clock at both ends to avoid the circuit from being 
complex. 
As shown in Fig. 3.5 the key code at the receiving end is akin to that at the transmitter 
end. The encrypted data received from the charmel is also fedback to the serial input of the 
2-bit shift register. The key so generated is XORed with the incoming encrypted data to 
obtain the decrypted data. The Gold codes generated at the receiving end follow the same 
circuits and sequences followed at the transmitter end. 
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Fig. 3.3 Gold code generator using 5-bit shift registers 7496. Inputs X and Y are 
obtained from LFSR II or / and SR III drawn arbitrarily. (The clock is same for all 
SRs and similarly all Preset enables are obtained from a common implement). 
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Transmitted 
data 
Fig. 3.4 Encrypter,' GCi and GC2 are the Gold Codes shown in Fig. 3.3. 
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-> 
'Serial I / P 
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Keyk 
Dccrypter 
Fig. 3.5 Decrypter Circuit; GCi and GC2 are generated at the receiving end 
and have one to one correspondence with Gold Codes at the Transmitter. 
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Clock Generator 
The clock generator used a bipolar pulse from a square wave generator by converting it to 
a unipolar pulse. This unipolar pulse was given to a bounceless circuit to generate the 
clock (see Fig. 3.6). We could vary the frequency of this clock from 20 to 80 kHz. 
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Vcc 
+5V 
Bipolar square wave 
Generator 
/////// 
Fig. 3.6 The Clock Generator Circuit. 
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Table 3.2 A Representative Gold Code Sequence. 
Clock 
O 
' 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
Qs. 1 (Mother code) 
0 
0 
0 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0 
1 
0 
0 
1 
0 
1 
I 
0 
0 
Qi.iii (PN sequence) 
0 
1 
1 
1 
1 
1 
0 
0 
1 
0 
0 
1 
1 
0 
0 
0 
0 
1 
0 
1 
1 
0 
1 
0 
1 
0 
0 
0 
1 
1 
I 
Gold code (Qs,, © 0,.,„) 
1 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
1 
0 
1 
0 
0 
0 
1 
1 
0 
0 
0 
1 
1 
0 
1 
0 
1 
1 
38 
Transmission and Reception in Multichannel Environment 
The experiment was performed on single channel and based on that a multichannel system 
is being proposed. The block diagramsof the muUichannel transmitter and receiver are 
shown in Fig. 3.7. 
xMaximal PN binary sequences using 5-bit LFSR I and LFSR II are generated and by 
XORing these sequences different gold codes (Gi, G2, G3, G4, G5) are generated as shown 
in Fig. 3.8; the shift registers used are 7496. In key code generator (Fig. 3.9) a third shift 
register SR III is used and its different outputs are connected to one input of NAND gates 
(7400) the other input being the Gold code. In order that the keys could depend on data, 
the encrypted data is also connected to serial input of SR III. The outputs Ai, A2...A5 of 
NAND gates in pair are cormected to XOR gate to generate keys ki, k2,.k5. With the 
connection shown, 10 different keys may be generated which depend not only on Gold 
codes and initial states of SR III, but also on the data. The different data outputs Xi. X2, 
X3, X4 with the keys ki k4are connected to encypter (XOR gates).The corresponding 
encrypted data [= X ® k] are connected to different channels of multiplexer (MUX), as 
shown in Fig. 3.9. 
Similar Gold / key codes generators synchronized with the generators at transmitting end 
are used at the receiving end to obtain the requisite keys (Fig. 3.10). At this end encrypted 
signal is connected to demultiplexer (DEMUX). The output lines of the DEMUX are 
connected to different XOR gates. The other inputs to the XOR gates are keys k; k4 
corresponding to the key at transmitter and thus decrypted data are obtained at the 
different outputs of XOR gates. 
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Decrypted data = [X0 k = X ® k 0 k = X 0 O = X] 
The decrypted data will be available on any one of the channels selected with the address 
lines in synchronization with the MUX. The output of other channels will be k or k 
depending on the output lines of DEMUX, equal to logic 0 or logic 1 respectively. Thus 
there is signal / data k or k (and hence noise) at the output of decrypter even if a line has 
not been selected. To remove these difficulties, these decrypted data are connected to 
AND gates and other inputs of AND gate are obtained from the output lines of the decoder 
working in synchronization with the MUX and the DEMUX. The output line of decoder is 
logic 1 if selected and logic 0 if not selected (presumed in our case). Thus the output of 
AND gate corresponding to selected line will be decrypted data and the other outputs will 
be zero. Thus we eliminate in the output, any sort of irrelevant data or noise. 
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Fig. 3.7 (b) Block diagram of Multichannel Decrypter. 
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Fig. 3.8 Generator of Gold Codes (G1-G5). 
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Gold codes [1] are generated by taking modulo-2 addition of two maximal PN sequences; 
one, called mother code, is fixed and the other is varied. Gold codes are used to generate 
key code because of the advantage of low cross correlation and hence low interference 
between two different signals. In the present experiment we used two 5-bit linear feedback 
shift registers as LFSRI and LFSR II, and a third 5-bit shift register (SR III) was used to 
implement shifting of bits. LFSR I with feedback tappings from bits [5, 3] provides 2^-1 
= 31 sequences and its output from last bit Qs, i is used as mother code. One of the 10 
outputs of two other registers (LFSR II and SR III) is XORed with mother code to obtain 
Gold code. It is thus possible to generate 10 Gold codes. Plots of PN sequences — one 
mother code and the other from output bit 1 of LFSR II have been shown in Fig. 4.1. The 
two sequences of Fig. 4.1 were compared with the truth table generated from Fig. 3.3 by 
carrying out requisite arithmetic and logic functions bit by bit, at each step. They were 
found to match with pattern obtained in Fig. 4.1, exactly. Fig. 4.2 represents plots of 
mother code Qs, i derived from LFSRI and the first bit output Qs, m of SR III, which was 
determined by shifting the 5^ bit from LFSR II to SR III on each clock. The results are 
tabulated in Table 3.2. The Gold code (Qs, i Q QI, m ) obtained bit by bit is also shown 
alongside. We found that these Gold codes are in full agreement with that of the plot 
shown in Fig. 4.2. 
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Key is dependent not only on Gold codes and the two PN sequences of LFSR but also on 
data as the encrypted data is serially fed back to 2-bit shift register of key code generator. 
Binary sequence of this key is added (modulo-2 addition) with the data / message bk to get 
encrypted data b\. The encryption process makes data more noise-like to an unauthorized 
user or eavesdropper, bk is obtained by XORing bk with key. This encrypted data, which is 
a noise-like signal, is transmitted over a public charmel. The binary sequences of key 
noted from Fig. 4.3 along with data Qi, n (bk) and encrypted data (bk = bk ® k) are 
presented in Table 4.1. The encrypted data obtained by XORing the key was compared 
with that presented in the computer plot and a one to one correspondence was found to be 
established beyond doubt. 
A plot of the message and the encrypted data is shown together in Fig. 4.4. When we 
compared these two sequences we found that both are totally different. The message can 
not be received and thus, in this way one can secure the message from £m eavesdropper or 
intentional interceptor. 
At the receiving end decryption process takes place in order to get the original message, 
which is being transmitted through encryption process. A circuit identical to the key 
circuit at the transmitting end is fabricated at the receiving end to get the key. In general 
the key circuit is synchronized with the clock recovered at the receiving end from the 
transmitted signal. We have, however, used the same clock at both the transmitter and the 
receiver, hereby satisfying the requisite condition. 
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Fig. 4.5 represents the plot of a representative transmitted message along with the 
decrypted message. The one to one correspondence is too obvious and there is no 
ambiguity, whatsoever. 
If the data is decrypted with a key at receiver different from the key at the transmitter it is 
not found to match with the data at the transmitter (Fig. 4.6). 
47 
Table 4,1 Encrypted data sequence. 
Clock 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
Key (K) 
O 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
1 
0 
1 
I 
0 
0 
0 
1 
0 
Data (bk) 
! 
0 
0 
1 
0 
0 
1 
1 
0 
0 
0 
0 
1 
0 
1 
1 
0 
1 
0 
I 
0 
0 
0 
1 
1 
1 
0 
I 
1 
1 
1 
bk =(K 0 b k ) 
1 
0 
0 
1 
0 
1 
1 
1 
1 
1 
1 
1 
0 
1 
1 
0 
1 
0 
0 
1 
0 
1 
1 
1 
0 
0 
0 
1 
I 
0 
1 
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The Secure Voice Communication Arrangement 
The stream cipher circuit was also tested for voice communication with the system shown 
in Fig. 4.7. The circuit (encrypter / decrypter) was cormected in between the kit [13] 
transmitter (voice encoder) and receiver (voice decoder). The voice received at the output 
of the kit receiver was intelligible when the same key was used for the encrypter and 
decrypter. If the key for the decrypter was different from that of the encrypter, the output 
of the receiver was nothing but noise. 
'^•^ '^^:^r ' i ' 
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Voice 
^ 
I / P 
Transmitter Encrypter Decrypter 
Digital 
data 
I 
Receiver Voice 
• 
0 / P 
Decrypted 
. J 
data 
Transmitter and Receiver of stream cipher 
Fig. 4.7 Block diagram of Arrangement for Voice Communication. 
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CONCLUSION 
This dissertation is a study of line encryption technique for single as well as time division 
multiplexed multichannel systems. In digital communications using optical fibers, wave 
division multiplexing as well as time division multiplexing are frequently used to exploit 
the fiill bandwidth of optical fibers. The scheme presented and studied is quite interesting 
for time division multiplexing systems. It increases the data secrecy as well as the data 
rate in the communication channels. Gold codes are used in the encrypter for experimental 
studies,- also they are simple in implementation. Other complex code generators can also 
be used, which can be generated making use of the Gold code sequences. Experimental 
results are found satisfactory. 
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