We present a new unbiased algorithm that estimates the expected value of f (U ) via Monte Carlo simulation, where U is a vector of d independent random variables, and f is a function of d variables. We assume that f does not depend equally on all its arguments. Under certain conditions we prove that, for the same computational cost, the variance of our estimator is lower than the variance of the standard Monte Carlo estimator by a factor of order d. Our method can be used to obtain a low-variance unbiased estimator for the expectation of a function of the state of a Markov chain at a given time-step. We study applications to volatility forecasting and time-varying queues. Numerical experiments show that our algorithm dramatically improves upon the standard Monte Carlo method for large values of d, and is highly resilient to discontinuities.
Introduction
Markov chains arise in a variety of fields such as finance, queuing theory, and social networks. While much research has been devoted to the study of steady-states of Markov chains, several practical applications rely on the transient behavior of Markov chains. For example, the volatility of an index can be modelled as a Markov chain using the GARCH model (Hull 2014, Ch. 23) . Financial institutions conducting stress tests may need to estimate the probability that the volatility exceeds a given level in a few years from now. Also, due to the nature of human activity, queuing systems in areas such as health-care, manufacturing, telecommunication and transportation networks, have often time-varying features and do not have a steadystate. For instance, empirical data show significant daily variation in traffic in wide-area networks (Paxson 1994, Thompson, Miller and Wilder 1997) and vehicular flow on roads (Nagel, Wagner and Woesler 2003) . Estimating the expected delay of packets in a wide-area network at a specific time of the day (12pm, say) could be used to dimension such networks. Similarly, estimating the velocity of cars in a region at 6pm could be used to design transportation networks. In the same vein, consider the problem of estimating the queue-length at the end of a business day in a call center that operates with fixed hours. In such call centers, knowing how many calls would still need to be answered at 5pm could be an important metric that would be needed in estimating their staffing requirements. Methods to determine appropriate staffing levels in call centers and other many-server queueing systems with time-varying arrival rates have been designed in (Feldman, Mandelbaum, Massey and Whitt 2008) . Also, approximation tools have been developed to study time-varying queues (see (Whitt 2017 ) and references therein). However, in many situations, there are no analytical tools, except Monte Carlo simulation, to study accurately systems modeled by a Markov chain. A drawback of Monte Carlo simulation is its high computation cost. This motivates the need to design efficient simulation tools to study the transient behavior of Markov chains, with or without time-varying features.
This paper gives a new unbiased algorithm to estimate E(f (U )), where U = (U 1 , . . . , U d ) is a vector of d independent random variables U 1 , . . . , U d taking values in a measurable space F , and f is a real-valued Borel-measurable function on F d such that f (U ) is square-integrable. For instance, F can be equal to R or to any vector space over R. Under certain conditions, we show that our algorithm yields substantial lower variance than the standard Monte Carlo method for the same computational effort. Our techniques can be used to efficiently estimate the expected value of a function of the state of a Markov chain at a given time-step d, for a class of Markov chains driven by independent random variables. An alternative algorithm for Markov chains estimation, based on Quasi-Monte Carlo sequences, that substantially improves upon standard Monte Carlo in certain numerical examples, is given in (L'Ecuyer, Lécot and Tuffin 2008) , with bounds on the variance proven for special situations where the state space of the chain is a subset of the real numbers.
In a standard Monte Carlo scheme, E(f (U )) is estimated by simulating n independent vectors in F d having the same distribution as U , and taking the average of f over the n vectors. In the related Quasi-Monte Carlo method (see (Glasserman 2004, Ch. 5) ), f is evaluated at a predetermined deterministic sequence of points. In several applications, the efficiency of Quasi-Monte Carlo algorithms can be improved by reordering the U i 's and/or making a change of variables, so that the value of f (U ) depends mainly on the first few U i 's. For instance, the Brownian bridge construction and principal components analysis have been used (Caflisch, Morokoff and Owen 1997 , Acworth, Broadie and Glasserman 1998 ,Åkesson and Lehoczky 2000 to reduce the error in the valuation of financial derivatives via Quasi-Monte Carlo methods (see (Caflisch 1998) for related results). The relative importance of the first variables can formally be measured by calculating the effective dimension in the truncation sense, a concept defined in (Caflisch, Morokoff and Owen 1997) : when the first variables are important, the effective dimension in the truncation sense is low in comparison to the nominal dimension. It is proven in (Sloan and Woniakowski 1998 ) that Quasi-Monte Carlo methods are effective for a class of functions where the importance of U i decreases with i. The truncation dimension and a related notion, the effective dimension in the superposition sense, are studied in (Sobol 2001 , Owen 2003 , Liu and Owen 2006 . It is shown in (Wang and Fang 2003 , Wang and Sloan 2005 , Wang 2006 ) that the Brownian bridge and/or principal components analysis algorithms substantially reduce the truncation dimension of certain financial instruments. Alternative linear transformations have been proposed in (Imai and Tan 2006 , Wang and Sloan 2011 , Wang and Tan 2013 to reduce the effective dimension of financial derivatives and improve the performance of Quasi-Monte Carlo methods.
It is well known that the previously mentioned change of variables techniques do not modify the variance of the standard Monte Carlo estimator, even though they decrease the error in Quasi-Monte Carlo schemes. On the other hand, the multilevel Monte Carlo (MLMC) method introduced in (Giles 2008) , which relies on strong, low dimensional approximations of the function to be estimated, dramatically reduces the computational complexity of estimating an expected value arising from a stochastic differential equation. Related randomized multilevel methods that produce unbiased estimators for equilibrium expectations of functionals defined on homogeneous Markov chains have been provided in (Glynn and Rhee 2014) . These methods apply to the class of positive Harris recurrent Markov chains, and to chains that are contracting on average. It is shown in (Rhee and Glynn 2015) that similar randomized multilevel methods can be used to efficiently compute unbiased estimators for expectations of functionals of solutions to stochastic differential equations. The MLMC method has had numerous other applications (e.g., (Rosenbaum and Staum 2017) ).
The basic idea behind our algorithm is that, if f does not depend equally on all its arguments, the standard Monte Carlo method can be inefficient because it simulates all d arguments of f at each iteration. In contrast, our algorithm simulates at each iteration a random subset of arguments of f , and reuses the remaining arguments from the previous iteration. Under certain conditions, we show that E(f (U )) can be estimated with variance ǫ 2 in O(d + ǫ −2 ) expected time. In comparison, assuming that the expected time needed to simulate f (U ) is of order d and that the variance of f (U ) is upper and lower-bounded by constants, the time needed to achieve variance ǫ 2 by standard Monte Carlo simulation is Θ(dǫ −2 ).
In order to optimize the tradeoff between the statistical error and the running time, we use a new geometric algorithm that solves in O(d) time a d-dimensional optimisation problem. Our geometric algorithm is of independent interest and can be used to solve an optimization problem of the same type that was solved in (Rhee and Glynn 2015, Section 3) 
We are not aware of other previous algorithms that solve this problem. This work extends the research in (Kahalé 2016) .
The rest of the paper is organized as follows. §2 presents our generic randomized dimension reduction algorithm and analyses its performance. §3 describes the aforementioned geometric algorithm and gives a numerical implementation of the randomized dimension reduction algorithm. §4 provides applications to Markov chains. §5 presents numerical simulations. §6 compares our algorithm to a class of MLMC algorithms. Concluding remarks are given in §7. Most proofs are contained in the appendix.
2 The generic randomized dimension reduction algorithm
The algorithm description
We assume that all random variables in this paper are defined on the same probability space. Our algorithm estimates E(f (U )) by performing n iterations, where n is an arbitrary positive integer. The algorithm samples more often the first arguments of f than the last ones. It implicitly assumes that, roughly speaking, the importance of the i-th argument of f decreases with i. In many Markov chain examples, the last random variables are more important than the first ones, but our algorithm can still be used efficiently after re-ordering the random variables, as described in detail in §4.
Throughout the paper, q = (q 0 , . . . , q d−1 ) denotes an element of A. Our generic algorithm takes such a vector q as parameter. Let (N k ), k ≥ 1, be a sequence of independent random integers in [1, d] such that Pr(N k > i) = q i for 0 ≤ i ≤ d − 1 and k ≥ 1. The algorithm simulates n copies V (1) , . . . , V (n) of U and consists of the following steps:
1. First iteration. Simulate a vector V (1) that has the same distribution as U and calculate f (V (1) ).
2. Loop. In iteration k + 1, where 1 ≤ k ≤ n − 1, let V (k+1) be the vector obtained from V (k) by redrawing the first N k components of V (k) , and keeping the remaining components unchanged. Calculate f (V (k+1) ).
3. Output the average of f (V (1) ), . . . , f (V (n) ).
More formally, consider a sequence (U (k) ), k ≥ 1, of independent copies of U such that the two sequences (N k ), k ≥ 1, and (U (k) ), k ≥ 1, are independent. Define the sequence (V (k) ), k ≥ 1, in F d as follows: V (1) = U (1) and, for k ≥ 1, the first N k components of V (k+1) are the same as the corresponding components of U (k+1) , and the remaining components of V (k+1) are the same as the corresponding components of V (k) . The algorithm then outputs
Performance analysis
For ease of presentation, we ignore the time needed to generate N k and the running time of the third step of the algorithm. For 1 ≤ i ≤ d, let t i be an upper bound on the expected time needed to generate V (k+1) and calculate f (V (k+1) ) when N k = i. Equivalently, t i is an upper-bound on the expected time needed to perform Step 2 of the algorithm when N k = i. Thus, t i is an upper bound on the expected time needed to re-draw the first i components of U and recalculate f (U ), and t d is an upper bound on the expected time needed to simulate f (U ). By convention, t 0 = 0. We will assume for simplicity that t i is a strictly increasing function of i.
In many examples (see §2.4 and §4), it can be shown that
, where q d = 0, the expected running time of a single iteration of our algorithm, excluding the first one, is upper bounded by T , where
Thus, C(0) = Var(f (U )), while C(d) = 0, and we can interpret C(i) as the variance captured by the last d − i components of U . Roughly speaking, if the last d − i arguments of f are not important, the variance C(i) of the conditional expectation E(f (U )|U i+1 , . . . , U d ) should be small. Proposition 2.1 below shows that (C(i)), 0 ≤ i ≤ d, is always a decreasing sequence, and gives an alternative expression for C(i), which can be viewed as a variant of Theorem 2 of (Sobol 2001) .
Theorem 2.1 below establishes a formal relationship between the variance of f n and the C(i)'s. Let ν * be the vector of R d+1 with ν * 0 = C(0) and
Furthermore, the LHS of (2.3) converges to its RHS as n goes to infinity.
the RHS of (2.3) is a weighted combination of the C(i) ′ s, with positive weights. Thus, the smaller the C(i)'s, the smaller the RHS of (2.3). Furthermore, as C(i) is the variance of the conditional expectation E(f (U )|U i+1 , . . . , U d ), which can be considered as a smoothed version of f (U ), we expect our algorithm to be resilient to discontinuities of f . We use R + to denote the set of nonnegative real numbers.
The expected time needed to perform n iterations of the algorithm, including the first one, is at most T n , where T n (n − 1)T + t d . Theorem 2.1 and (2.1) imply that T n Var(f n ) converges to R(q; ν * ) as n goes to infinity. By (2.4), R(q; ν) is an increasing function with respect to ν, i.e. R(q; ν) ≤ R(q; ν ′ ) for ν ≤ ν ′ , where the symbol ≤ between vectors represents componentwise inequality. Let T tot (q, ǫ) be the total expected time it takes for our algorithm to guarantee that Std(f n ) ≤ ǫ. Corollary 2.1 below gives an upper bound on T tot (q, ǫ) in terms of R(q; ν * ). It also implies that, if R(q; ν * ) is upper bounded by a constant independent of d, and if the expected time needed to simulate f (U ) is Θ(t d ), with Var(f (U )) = Θ(1), then our algorithm outperforms the standard Monte Carlo algorithm by a factor of order t d . More precisely, running our algorithm for n = ⌈t d T −1 ⌉ iterations has the same expected cost, up to a constant, as a single iteration of the standard Monte Carlo method, but produces an unbiased estimator of
Furthermore, if n = ⌈t d T −1 ⌉, the expected running time of n iterations of the algorithm is at most 2t d , and
Proof. Theorem 2.1 and (2.1) imply that nVar(f n )T ≤ R(q; ν * ). Thus, Std(f n ) ≤ ǫ for n = ⌈R(q; ν * )T −1 ǫ −2 ⌉. The expected time needed to calculate f n is at most T n , which is upperbounded by
In light of above, we will use R(q; ν * ) to measure the performance of our algorithm. The smaller the C(i)'s and t i 's, the smaller R(q; ν * ), and the higher the performance of our algorithm. Proposition 2.2 below shows that C(i) is small if f is well-approximated by a function of its first i arguments.
Explicit and semi-explicit distributions
An optimal choice for q is a one that minimizes R(q; ν * ). A numerical algorithm that performs such minimization is presented in §3. This subsection gives explicit or semi-explicit choices for q, with corresponding upper-bounds on R(q; ν * ). Proposition 2.3 below gives upper bounds on R(q; ν * ) if t i = O(i) and (C(i)) decreases at a sufficiently high rate. It implies in particular that, if 
(2.8)
When upper-bounds on the C(i)'s satisfying a convexity condition are known, Proposition 2.4 below gives a vector q which can be shown to be optimal (see Theorem 3.1). 
Proof. We first observe that
Thus q is well-defined and belongs to A. As ν * ≤ 2ν and R(q; .) is increasing with respect to its second argument, it follows that R(q; ν * ) ≤ R(q; 2ν). This concludes the proof.
Proposition 2.5 below yields an upper bound on R(q; ν * ) in terms of a weighted sum of the square roots of the C(i)'s, for a semi-explicit vector q.
Proposition 2.6 below gives an explicit distribution which is optimal up to a logarithmic factor, without requiring any prior knowledge on the C(i)'s.
A Lipschitz function example
Assume that F = R and that U 1 , . . . , U d are square-integrable real-valued random variables, with
, where K is a constant, satisfies this condition. Assume further that each U i can be simulated in constant time. For 1 ≤ k ≤ n, let S k be the sum of all components of V (k) . Thus S k+1 can be calculated recursively in O(N k ) time by adding to S k the first N k components of V (k+1) and subtracting the first N k components of V (k) . Hence, we can set t i = ci, for some constant c.
In order to bound the C(i)'s, we show that f (U ) can be approximated by
for a real-valued random variable Z. By Proposition 2.2,
The second equation follows from the assumption that g is 1-Lipschitz. By applying Proposition 2.4, with ν i = d j=i+1 σ 2 j , and setting
The optimal distribution
We now seek to calculate a vector q that minimizes R(q; ν * ), in the same spirit as stratified sampling (see (Glasserman 2004 , Section 4.3)), MLMC (Giles 2008) , and related methods (Rhee and Glynn 2015) . Given a vector ν in R d × {0} whose first d components are positive, Theorem 3.1 below gives a geometric algorithm that finds in O(d) time a vector q * that minimizes R(q; ν) under the constraint that q ∈ A. In (Rhee and Glynn 2015, Section 3), a dynamic programming algorithm that calculates such a vector q * in O(d 3 ) time has been described.
In other words, ν ′ is the supremum of all sequences in R d+1 such that ν ′ ≤ ν and the sequence (θ i ) is increasing, where (20, 21, 13, 8, 7, 2, 0) , then ν ′ = (20, 16, 12, 8, 5, 2, 0) , as illustrated in Fig. 1 .
, where θ i is given by (3.1), and let q * = (q * 0 , . . . , q * d−1 ). Then q * = arg min q∈A R(q; ν), and
Lower hull calculation
Given ν, the following algorithm, due to (Andrew 1979) , calculates 
Estimating the C(i)'s
The calculation of q * requires the knowledge of the C(i) ′ s. Proposition 3.1 below can be used to estimate C(i) via Monte Carlo simulation. Assuming that f (U ) is strongly approximated by a function of its first i arguments, we expect that both components of the product in the RHS of (3.3) to be small, on average. Thus, (3.3) can be considered as a "control variate" version of (2.2), and should yield a more accurate estimate of C(i) via Monte Carlo simulation for large values of i.
Numerical algorithm
Building upon the previously discussed elements, the algorithm that we have used for our numerical experiments is as follows. It constructs a vector (ν 0 , . . . , ν d ) and uses it as a proxy for ν * .
1. For i = 0 to d − 1, if i + 1 is a power of 2, estimate C(i) by Monte Carlo simulation with 1000 samples via Proposition 3.1.
2. Set ν 0 = C(0), and
, where j is the largest index in [0, i] such that j + 1 is a power of 2.
3.
where θ i is given by (3.1).
Calculate T via (2.1). For 0
6. Run steps 1 through 3 of the generic randomized dimension reduction algorithm of §2.1 using q.
The purpose of Steps 3 and 5 is to reduce the impact on q of statistical errors that arise in
Step 1. Using (2.1) and the proof of Proposition 2.6, and assuming that t d ≥ 2t 1 , it can be shown that
Step 5 increases T by at most a constant multiplicative factor. An alternative way to implement our algorithm is to skip Steps 1 through 5 and run the generic algorithm with
By Proposition 2.6, the resulting vector q is optimal up to a logarithmic factor.
Applications to Markov chains
In queueing systems, the performance metrics at a specific time instant are heavily dependent on the last busy cycle, i.e., the events that occurred after the queue was empty for the last time. Thus, the performance metrics depend a lot more on the last random variables driving the system than on the initial ones. Nevertheless, we can apply our algorithm to queueing systems by using a time-reversal transformation inspired from (Glynn and Rhee 2014) . More generally, using such a time-reversal transformation, this section shows that our algorithm can efficiently estimate the expected value of a function of the state of a Markov chain at time-step d, for a class of Markov chains driven by independent random variables. Let (X m ), 0 ≤ m ≤ d, be a Markov chain with state-space F ′ and deterministic initial value X 0 . Assume that there are independent random variables
We can thus use our randomized dimension reduction algorithm to estimate E(g(X d )). Recall that, in iteration k + 1 in Step 2 of the generic algorithm of §2.1, conditioning on N k = i, the first i arguments of f are re-drawn, and the remaining arguments are unchanged. This is equivalent to re-drawing the last i random variables driving the Markov chain, and keeping the first d − i variables unchanged. In light of above, the generic randomized dimension reduction algorithm for Markov chains estimation takes as parameter a vector q ∈ A and consists of the following steps:
3. Output the average of g over the n copies of X d generated in the first two steps.
We assume that g and the g i 's can be calculated in constant time, and that the expected time needed to simulate each Y i is upper-bounded by a constant independent of d. Thus, given N k , the expected time needed to perform iteration k + 1 is O(N k ). Hence, we can set t i = ci, for some constant c independent of d. Proposition 4.1 below shows that, roughly speaking, C(i) is small if X d−i and X d are weakly dependent.
By Proposition 2.3, if there are constants c ′ > 0 and γ < −1 independent of d such that For x ∈ F ′ , and 0 ≤ i ≤ d, let
In other words, X i,x is the state of the chain at time-step d if the chain is at state x at time-step d − i. Intuitively, we expect X i,x to be close to X d for large i if X d depends mainly on the last Y j 's. By Proposition 2.2, if g(X i,x ) is square-integrable,
In the following examples, we prove that under certain conditions, R(q, ν * ) is upper-bounded by a constant independent of d for an explicit vector q ∈ A, and so
GARCH volatility model
In the GARCH(1,1) volatility model (see (Hull 2014, Ch. 23 )), the variance X i of an index return between day i and day i + 1, as estimated at the end of day i, satisfies the following recursion:
where ω, α and β are positive constants with α + β < 1, and Y i , i ≥ 0, are independent standard Gaussian random variables. The variable Y i is known at the end of day i + 1. At the end of day 0, given X 0 ≥ 0, a positive integer d and a real number z, we want to estimate Pr(X d > z). In this example, F = F ′ = R, and g i (x, y) = ω + αxy 2 + βx, with g(u) = 1{u > z} for u ∈ R. Proposition 4.2 below shows that C(i) decreases exponentially with i.
By applying Proposition 2.4 with ν i = κ(α+β) i/2 and setting q i = (α+β) i/4 for 0 ≤ i ≤ d−1, we infer that R(q; ν * ) is upper-bounded by a constant independent of d.
G t /D/1 queue
Consider a queue where customers arrive at time-step i, 1 ≤ i ≤ d, and are served by a single server in order of arrival. Service times are all equal to 1. Assume the system starts empty at time-step 0, and that A i customers arrive at time-step i, 0 ≤ i ≤ d, where A 0 = 0 and the A i 's are independent square-integrable random variables. Let X i be the number of customers waiting in the queue at time-step i. Then X 0 = 0 and (X i ) satisfies the Lindley equation
In this example, g is the identity function, F = F ′ = R, and g i (x, y) = (x + y) + . Proposition 4.3 below shows that C(i) decreases exponentially with i under certain conditions on the service times.
Proposition 4.3. If there are constants γ > 0 and κ < 1 independent of d such that 
M t /GI/1 queue
Consider a M t /GI/1 queue where customers are served by a single server in order of arrival. We assume that customers arrive according to a Poisson process with positive and continuous time-varying rate λ t ≤ λ * , where λ * is a fixed positive real number. The service times are assumed to be i.i.d. and independent of the arrival times. Assume that the system starts empty at time 0. For simplicity, we assume that the number of customers that arrive in any bounded time interval is finite (rather than finite with probability 1). Consider a customer present in the system at a given time s. If the customer has been served for a period of length τ , its remaining service time is equal to its service time minus τ , and if the customer is in the queue, its remaining service time is equal to its service time. The residual work W s at time s is defined as the sum of remaining service times of customers present in the system at s. We want to estimate the expectation of W θ , where θ is a fixed time. Let d = ⌈λ * θ⌉, and assume that d ≥ 2. In this example, g is the identity function, F is equal to the set of real-valued sequences with finite support, and
On the other hand, if no costumers arrive in (t, t ′ ) and a customer with service time S arrives at t ′ , then W t ′ = S + (W t − t ′ + t) + . Thus, given the set of arrival and service times of customers that arrive in (t, t ′ ], we can calculate iteratively W t ′ from W t . This implies that X i+1 is a deterministic measurable function of X i and Y i , for 0 ≤ i ≤ d − 1. Proposition 4.4 below shows that C(i) decreases exponentially with i under certain conditions on the arrival and service times. 
By applying Proposition 2.4 with ν i = γ ′ κ i/2 and q i = κ i/4 for 0 ≤ i ≤ d−1, we conclude that, under the assumption of Proposition 4.4, R(q; ν * ) is upper-bounded by a constant independent of d. The assumption in Proposition 4.4 can be justified as follows. For 0 ≤ t ≤ t ′ ≤ θ and t ′ − t ≤ 1/λ * , the cumulative service times of customers that arrive in [t,
) is bounded on a neighborhood of 0, then h ′ (0) < 0. Thus h(γ) < 1 for some γ > 0 and (4.3) holds for κ = h(γ). The assumption in Proposition 4.4 says that γ and κ can be chosen independently of d, t and t ′ .
Numerical experiments
Our simulation experiments, using the examples in §4, were implemented in the C++ programming language. In the RDR algorithm, described in §3.3, n was chosen so that the expected total number of simulations of the U i 's in iterations 2 through n is approximately 10d. The actual total number of simulations of the U i 's, denoted by "Cost" in our computer experiments, is about 11d because it includes the d simulations of the first iteration.
We have also implemented the multilevel algorithm (MLMC) described in §6.1, with L = ⌊log 2 (d)⌋ + 1, and
were estimated by Monte Carlo simulation with 1000 samples, and the n l 's were scaled up so that the actual total number of simulations of the U i 's is about 11d. In Tables 1 through 5 , the variable Std refers to the standard deviation of f n for the RDR algorithm, and to the standard deviation ofφ for the MLMC algorithm. The variable Std and a 90% confidence interval for E(f (U )) were estimated using 1000 independent runs of these two algorithms. The variance reduction factor VRF is defined as
We estimated Var(f (U )) by using 10000 independent samples of U . The standard deviation of the running time of the RDR algorithm is not reported because it is negligible in comparison to the running time. Table 1 shows results of our simulations of the GARCH volatility model for estimating Pr(X d > z), with z = 4.4×10 −5 , X 0 = 10 −4 , α = 0.06, β = 0.9, and ω = 1.76×10 −6 . The 90% confidence intervals for the RDR and MLMC algorithms are consistent with each other. As expected, the variable Cost is about 11d for the RDR and MLMC algorithms. For both algorithms, the variable Cost × Std 2 is roughly independent of d, and the variance reduction factors are roughly proportional to d. The RDR algorithm outperforms the MLMC algorithm by about a factor of 10.
GARCH volatility model

G t /D/1 queue
Assume that A i has a Poisson distribution with time-varying rate λ i = 0.75 + 0.5 cos(πi/50), for 1 ≤ i ≤ d, (recall that A 0 = 0). These parameters are taken from (Whitt and You 2016) . Table 2 estimates E(X d ), and Table 3 gives VRFs in the estimation of Pr(X d > z), for selected values of z. Once again, for both the RDR and MLMC algorithms, the variable Cost × Std 2 is roughly independent of d, and the variance reduction factors are roughly proportional to d. The VRFs of the RDR algorithm in Table 3 are greater than or equal to the corresponding VRFs in Table 2 , which confirms the resiliency of the RDR algorithm to discontinuities of g. In contrast, the VRFs of the MLMC algorithm in Table 3 are lower than the corresponding VRFs in Table 2 . The RDR algorithm outperforms the MLMC algorithm by a factor ranging from 1 to 2 in Table 2 , and a factor ranging from 2 to 17 in Table 3 .
M t /GI/1 queue
Assume that λ t = 0.75 + 0.5 cos(πt/50) for t ≥ 0. These parameters are taken from (Whitt and You 2016) . Assume further that, for j ≥ 1, the service time S j for the j-th customer has a Pareto distribution with Pr(S j ≥ z) = (1 + z/α) −3 for z ≥ 0, for some constant α > 0. A simple calculation shows that E(S j ) = α/2. In our simulations, we have set d = ⌈θ⌉. Table 4 gives our simulation results for estimating Pr(W θ > 1) when α = 2, and Table 5 lists VRFs for estimating Pr(W θ > 1) for selected values of α. Here again, for both the RDR and MLMC algorithms, the variable Cost × Std 2 is roughly independent of d, and the VRFs are roughly proportional to d. The RDR algorithm outperforms the MLMC algorithm by a factor ranging from 1 to 10, depending on the value of α. In Table 5 , the RDR and MLMC algorithms become less efficient as α increases. This can be explained by noting that, as α increases, the length of the last busy cycle increases as well, which renders W θ more dependent on the first Y i 's.
Comparison with a class of multilevel algorithms
We compare our method to a class of MLMC algorithms, adapted from (Giles 2008) , that efficiently estimate E(f (U )) under the assumption that f is strongly approximated, in the L 2 sense, by functions of its first arguments. Under conditions described in §6.1, we prove that, up to a constant, the randomized dimension reduction algorithm is at least as efficient as this class of MLMC algorithms. §6.2 gives an example where the randomized dimension reduction algorithm improves upon this class of MLMC algorithms by a factor of order d.
The MLMC algorithms description and analysis
Let L be a positive integer and let (m l ), 0 ≤ l ≤ L, be a strictly increasing integral sequence, with m 0 = 0 and m L = d. For 1 ≤ l ≤ L, let φ l be a square-integrable random variable equal to a deterministic measurable function of U 1 , . . . , U m l , with φ L = f (U ). The φ l 's are chosen so that, as l increases, φ l gets closer to f (U ), in the L 2 sense. For instance, L can be proportional for some x ∈ F . For 1 ≤ l ≤ L, letφ l be the average of n l independent copies of φ l − φ l−1 (with φ 0 0), where n l is an integer to be specified later. Assume that the estimatorsφ 1 , . . . ,φ L are independent. As
l is an unbiased estimator of E(f (U )). Following the analysis in (Giles 2008) ,
where
The expected time needed to simulateφ is T ML L l=1 n ltl , wheret l is the expected time needed to simulate φ l − φ l−1 . As shown in (Giles 2008) , the time-variance product T ML Var(φ) is minimized when the n l 's are proportional to V l /t l (ignoring the integrality constraints on the n l 's), in which case
(6.1)
As the variance of the average of n i.i.d. square-integrable random variables is proportional to 1/n, for ǫ > 0, the number of independent samples ofφ needed to achieve an estimator variance ǫ 2 is ⌈Var(φ)ǫ −2 ⌉. Thus the total expected time T MLMC (ǫ) needed for the MLMC algorithm to estimate E(f (U )) with variance ǫ 2 satisfies the relation
In line with (Giles 2008 , Theorem 3.1), ift l = O(2 l ) and ||φ l − φ L || 2 = O(2 βl ), with β < −1, where the constants behind the O-notation do not depend on d, then T ML Var(φ) is upperbounded by a constant independent of d. This can be shown by observing that
Theorem 6.1 below shows that, under certain conditions, the randomized dimension reduction method is, up to a multiplicative constant, at least as efficient as the class of MLMC methods described above. Indeed, under the assumptions of Theorem 6.1, by (2.6),
Theorem 6.1. Assume that there are constants c andĉ independent of d such that
Example
We describe an academic example where the randomized dimension reduction algorithm outperforms the class of MLMC methods described in §6.1 by a factor of order d. Let U 1 , . . . , U d be independent centered random variables with variance 1 that can be simulated in constant time. Set
Let L be a positive integer and let (m l ), 0 ≤ l ≤ L, be a strictly increasing integral sequence, with m 0 = 0 and m L = d. For 1 ≤ l ≤ L, let φ l be a square-integrable random variable equal to a deterministic measurable function of U 1 , . . . , U m l , with φ L = f (U ). Under the assumptions of Proposition 6.1, for 0 < ǫ < 1, we infer that T tot (q, ǫ) = O(dǫ −2 ) via (2.6), and that
Proposition 6.1. If we set q 0 = 1 and
Conclusion
We have described a randomized dimension reduction algorithm that estimates E(f (U )) via Monte Carlo simulation, assuming that f does not depend equally on all its arguments. We formally prove that under some conditions, in order to achieve an estimator variance ǫ 2 , our algorithm requires O(d + ǫ −2 ) computations as opposed to O(dǫ −2 ) under the standard Monte Carlo methods. Our algorithm can be used to efficiently estimate the expected value of a function of the state of a Markov chain at time-step d, for a class of Markov chains driven by random variables. The numerical implementation of our algorithm uses a new geometric procedure of independent interest that solves in O(d) time a d-dimensional optimisation problem that was previously solved in O(d 3 ) time. We have argued intuitively that our method is resilient to discontinuities of f . Our numerical experiments confirm that our method highly outperforms the standard Monte Carlo method for large values of d, and show its high resilience to discontinuities.
A Proof of Proposition 2.1
Thus, C(i) = Var(f (i) ). By the tower law, for 0
and so
As the variance decreases by taking the conditional expectation, it follows that C(i + 1) ≤ C(i), as desired. We now prove (2.2). Let W = (U ′ 1 , . . . , U ′ i , U i+1 , . . . , U d ). Since U and W are conditionally independent given U i+1 , . . . , U d , and
Hence, by the tower law,
On the other hand, using the tower law once again,
and so the RHS of (2.2) is equal to Var(f (i) ), as required.
B Proof of Theorem 2.1
We first prove Lemma B.1 below, which follows by classical calculations (see e.g. (Asmussen and Glynn 2007 , Section IV.6a)). 
Furthermore, the LHS of (B.1) converges to its RHS as n goes to infinity.
Proof. Since (Z k ), k ≥ 1, is homogeneous and stationary, Cov(g(Z m )g(Z m+j )) = a j for m ≥ 1 and j ≥ 0. Thus,
which implies (B.1). Using Lebesgue's dominated convergence theorem concludes the proof.
We now prove Theorem 2.1. Since the C(i)'s and the variance of f n remain unchanged if we add a constant to f , we can assume without loss of generality that E(f (U )) = 0. For
, conditional on the event max m≤j<k N j = i, the first i components of V (m) and V (k) are independent, and the last d − i components of V (m) and V (k) are the same. This is because, if N j = i, with m ≤ j < k, the vector V (m) and the first i components of V (j+1) are independent. Thus, by Proposition 2.1,
As C(d) = 0, it follows from Bayes' formula that
Let a j = Cov(f (V (1) ), f (V (1+j) )). Thus, for j > 0,
is non-negative, and
is finite. Since a 0 = C(0), it follows that
We conclude the proof using Lemma B.1.
C Proof of Proposition 2.2
Let U ′ 1 , . . . , U ′ i be random variables satisfying the conditions of Proposition 2.1, and
Thus, by Proposition 2.1 and bilinearity of the covariance,
The last equation follows by observing that
D Proofs of Propositions 2.3 and 2.5
We first prove the following.
are positive, and that the sequence
Proof. Applying the inequality x − y ≤ 2 √ x( √ x − √ y), which holds for x ≥ 0 and y ≥ 0, to
Taking the product completes the proof.
We now prove Proposition 2.3. Let ν = (ν 0 , . . . , ν d−1 , 0),
The inequality
We conclude that there is a constant c 1 such that (2.8) holds. This concludes the proof of Proposition 2.3. We now prove Proposition 2.5. By applying Proposition D.1 to ν = (2C (0), . . . , 2C(d−1), 0), it follows that R(q; ν) is upper-bounded by the RHS of (2.9). Since R(q; ν * ) ≤ R(q; ν), this implies (2.9).
E Proof of Proposition 2.6
Since R(q; ν) is increasing with respect to ν,
But, as and since (C(i) ) is a decreasing sequence,
This implies (2.10) since
Using (E.1) once again yields (2.11).
F Proof of Theorem 3.1
We use the following proposition, whose proof follows immediately from (2.4).
By definition of the lower hull, (θ i ), 0 ≤ i ≤ d − 1, is an increasing sequence. Furthermore, θ d−1 < 0 since it is equal to the slope of a segment joining (t i , ν i ) to (t d , 0), for some i ∈ [0, d−1]. Hence θ i < 0 for 0 ≤ i ≤ d − 1, and so q * is well defined and belongs to A. Furthermore, (ν ′ i ), 0 ≤ i ≤ d, is a decreasing sequence, and ν ′ d = ν d = 0. On the other hand, by (2.5),
Since, by the Cauchy-Schwartz inequality, for all non-negative sequences (x i ) and (y i ),
it follows that R(q * ; ν ′ ) ≤ R(q, ν ′ ) for q ∈ A. Furthermore, by Proposition F.1, R(q; ν ′ ) ≤ R(q; ν), and so R(q * ; ν ′ ) ≤ R(q, ν). On the other hand,
, then the point (t i , ν i ) does not belong to the lower hull of the set {(t j , ν j ) : 0 ≤ i ≤ d}. Hence (t i , ν ′ i ) belongs to the segment ((t i−1 , ν ′ i−1 ), (t i+1 , ν ′ i+1 ), which implies that θ i−1 = θ i and q * i−1 = q * i . Thus, as ν 0 = ν ′ 0 , Proposition F.1 shows that R(q * ; ν) = R(q * ; ν ′ ). This implies (3.2) and that R(q * ; ν) ≤ R(q; ν) for q ∈ A, as desired.
G Proof of Proposition 3.1
The random vectors
As W (1) and W (2) are independent,
By bilinearity of the covariance, it follows that
We conclude the proof using Proposition 2.1.
H Proof of Proposition 4.1
We first prove the following Markov property.
If H is a bounded random variable which is measurable with respect to the σ-algebra generated by
Proof. Let H be the vector space of bounded real-valued random variables H satisfying (H.1). Clearly, the constant random variables belong to H. Let (H m ), m ≥ 0, be an increasing sequence of positive elements of H such that H = sup m≥0 H m is bounded. For m ≥ 0,
By the conditional Lebesgue dominated convergence theorem (Shiryaev 1996 , Theorem 2, p. 218), the LHS (resp. RHS) of (H.2) converges to E(H|Y 0 , . . . , Y i−1 ) (resp. E(H|X i )) as m goes to infinity, and so H ∈ H. Let G (resp. G ′ ) be the set of bounded real-valued random variables which are measurable with respect to the σ-algebra generated by X i (resp. (Y i , . . . , Y d−1 )), and let C be the set of random variables of the form GG ′ , with G ∈ G and 
Thus, GG ′ ∈ H, and so C ⊆ H. As C is closed under pointwise multiplication, by the monotone class theorem (Revuz and Yor 1999, Theorem 2.2, p. 3) , H contains all bounded random variables which are measurable with respect to the σ-algebra generated by the elements of C. Since Y i , . . . , Y d−1 and X i belong to C, it follows that H contains all bounded random variables which are measurable with respect to the σ-algebra generated by X i , Y i , . . . , Y d−1 . This completes the proof.
, for any integer m, the random variable min(m, g + (X d )) belongs to H. By the conditional Lebesgue dominated convergence theorem, taking the limit as m goes to infinity implies that
A similarly equation holds for g − (X d ). Thus,
Taking the variance of both sides concludes the proof.
I Proof of Proposition 4.2
By convention, the product over an empty set is equal to 1. Since X i,0 is equal to the state of the Markov chain at step (Hull 2014, Eq. 23.13) 
Since the density of Y d−1 is upper-bounded by 1/2, for γ ≤ γ ′ ,
The last equation follows from the inequality
On the other hand, as
Thus, by (4.1),
where κ is a constant that depends only on ω, X 0 , α and β. 
On the other hand, since the Y i 's are independent, E(e γS j ) ≤ κ j for 0 ≤ j ≤ d. Furthermore, as (x + ) 2 ≤ 2e x for x ∈ R, γ 2 (S + j ) 2 ≤ 2e γS j . Taking expectations implies that γ 2 ||S j + || 2 ≤ 2κ j , and so C(i) ≤ γ ′ κ i , where γ ′ = 2γ −2 /(1 − κ).
K Proof of Proposition 4.4
It can be shown by induction on the number of arrivals in (θ ′ , θ] (see also (Whitt and Ma 2017) ) that, if the system is empty at time θ ′ ∈ [0, θ],
{Z θ (t) − (θ − t)}. {Z θ (t) − (θ − t)}.
Hence
Thus, by a calculation similar to the proof of Proposition 4.3,
For non-negative integer j, set
, and let j = ⌈(θ − t)λ * ⌉. As θ − j/λ * ≤ t and Z θ is a decreasing function,
Since θ − t ≥ (j − 1)/λ * , this implies that Z θ (t) − (θ − t) ≤ S j . But 2j ≥ i as j ≥ iλ * θ/d and
By calculations similar to the proof of Proposition 4.3, it follows that
On the other hand, (4.3) implies that E(e γ(S j+1 −S j ) ) ≤ κ for j ≥ 0, and so E(e γS j ) ≤ e γ/λ * κ j . We conclude the proof in a way similar to the proof of Proposition 4.3.
L Proof of Theorem 6.1
We first prove the following lemma. 
Proof. Since the sequence (ν i ) is decreasing and (i + 1) −1/2 ≤ 2(
where the last equation follows by sub-linearity of the standard deviation.
We now prove Theorem 6.1. Since φ l is square-integrable and is a measurable function of U 1 , . . . , U m l , by Proposition 2.2, C(m l ) ≤ Var(φ L − φ l ) for 0 ≤ l ≤ L. By Proposition 2.1, the sequence (C(i)), 0 ≤ i ≤ d, is decreasing, and so it satisfies the conditions of Lemma L.1. Thus,
Furthermore, by Proposition 2.5, R(q; ν * ) ≤ 8c M Proof of Proposition 6.1
We assume that d ≥ 2. By standard properties of conditional expectations (Borovkov 2013, p. 98, Property 9) , the minimum of ||φ L − Z|| over all real-valued random variables Z which are measurable with respect to the σ-algebra generated by U 1 , . . . , U m l is attained at Z = E(φ L |U 1 , . . . , U m l ). Thus, for any real-valued random variable Z which is a deterministic measurable function of U 1 , . . . , U m l ,
In particular, when Z = φ l + E(φ L − φ l ), it follows that 
