Abstract. In this paper, we prove the Schiffer conjecture for n ≥ 3 that if there exists a function u which is an eigenfunction for the Laplacian with Neumann boundary conditions, and if u is constant on the boundary of Ω, then Ω is a ball in R n . The conjecture has been proved in dimension 2 by the author [L 2 ]. Therefore, we completely solve the well-known Pompeiu problem in all dimension n ≥ 2, which says that among bounded open sets of R n , each of which has a connected Lipschitz boundary, only the balls fail to have the Pompeiu property.
Introduction
Let Ω be a nonempty bounded open subset of R n with n ≥ 2, and let M denote the set of rigid motions of R n onto itself (each σ ∈ M can be thought of as a rotation followed by a translation). Ω is said to have the Pompeiu property if the only continuous function f on R n satisfying (1.1)
f ( then Ω is a ball, and u is symmetric about the center of the ball. Here ν denotes the unit interior normal to ∂Ω.
It was proved in [W 1 ] (also see [B] ) that for a bounded domain Ω ⊂ R n with boundary of class C 2 , the failure of the Pompeiu property is equivalent to the existence of a nontrivial solution of (1.2).
For details about the Pompeiu problem (or equivalently, the Schiffer conjecture), we refer the reader to Zalcman [Z 1 , Z 2 ], (or see [B] , [Y] , [L 2 ]).
The Schiffer conjecture has been proved in dimension 2 by the author [L 2 ]. In this paper, we prove the Schiffer conjecture in R n (n ≥ 3), or equivalently, we obtain that among bounded open sets of R n , each of which has a connected Lipschitz boundary, only the balls fail to have the Pompeiu property. Therefore the Pompeiu problem is completely solved in all dimensions.
Spherical Harmonics
For each integer m ≥ 0, let H m (S n−1 ) = {ψ ψ = u S n−1 for some u ∈ P m (R n ) with △u=0 on R n }, where P m (R n ) is the set of homogeneous polynomials of degree m in n variables. An element of H m (S n−1 ) is called a surface spherical harmonic of degree m. In particular, H 0 (S n−1 ) consists of just the constant functions on S n−1 .
For m ≥ 0, we define the Legendre polynomial of degree m for the dimension n ≥ 2, by
It is well-known (see [Mc, p.339] ) that (2.2)
, a result known as the Rodrigues formula. Also, one has the explicit representation
where the coefficients d k = d k (n, m) are determined by the recurrence relation
with the starting values d 0 = 1 and d 1 = 0.
Let n ≥ 3 and 0 ≤ j ≤ m, the function R mj (n, t) is called an associated Legendre function of degree m and order j for the dimension n:
The following Lemma gives us how to construct an orthogonal basis for H m (S n−1 ) by recursion on the dimension n.
Lemma 2.1 see [Mc, p.337] ). If {ψ jp : 1 ≤ p ≤ N (n − 1, j)} is an orthogonal basis for H j (S n−2 ), and if
, where ω = 1 − t 2 η + te n and η ∈ S n−2 ,
where N (n, m) = dim H m (S n−1 ) for n ≥ 2 and m ≥ 0.
Lemma 2.2 (see [Mc, p.336] ). Let θ be the polar angle in the usual parametric representation of the unit circle S 1 , ω = (cos θ, sin θ).
If m ≥ 1, then N (2, m) = 2 and the functions
Lemma 2.3 (see [Mc, p.338] . Use the standard parametric representation for the unit sphere S 2 , ω = (sin φ cos θ, sin φ sin θ, cos θ) for 0 ≤ θ ≤ 2π and 0 ≤ φ ≤ π.
If m ≥ 1, then N (3, m) = 2m + 1 and the functions
From Lemma 2.1, Lemma 2.2 and Lemma 2.3, we have Lemma 2.4. Use the standard parametric representation for the unit sphere S n−1 ,
be the spherical Bessel functions, where
and
Lemma 2.5 (see [Mc, Lemma 9.3] ). Let u have the form
where ξ = rω and r = |ξ|,
Proof of the Schiffer conjecture
Theorem 3.1. Let Ω be a bounded domain in R n with connected Lipschitz boundary. Assume that there exists an α > 0 and a function u = 0 satisfying (1.2). Then Ω is a ball. Moreover, u has the form
where x 0 is the center of the ball Ω.
Proof. Since u is a solution of the over-determined Neumann problem (1.2), it follows from [W 2 ] that the boundary ∂Ω of the bounded domain Ω is actually real analytic. Let D be the biggest inscribed ball that is contained in Ω. Let D have the radius r 0 and the center at ξ 0 ∈ R n . If D = Ω, then the theorem has been proved. Suppose by contradiction that D = Ω. Let ζ 0 ∈ (∂D)∩(∂Ω) be a tangent point. Then there exists an (1-dimensional) arc ℓ 0 of a big-circle on ∂D passing through ζ 0 , which is the intersection set of ∂D and the 2-dimensional plane Π 0 passing through the the origin and the arc ℓ 0 , such that Π 0 ∩ (∂Ω) does not coincide with ℓ 0 in a sufficient small neighborhood of ζ 0 (If this is not true, then ∂Ω coincides with ∂D in some neighborhood of ζ 0 , and hence, by the real analytic of ∂Ω we get that ∂Ω is a sphere and it is just the ∂D). Thus, by a rigid motion of the rectangular coordinate frame, we may choose a new rectangular coordinate frame such that ξ 0 is at the origin, the x n−1 x n -coordinate plane is the two-dimensional plane Π 0 and the line segment Oζ 0 lies on the positive x n−1 -axis. As in the usual way, we have
where r(θ n−1 ) is a strictly increasing function in [0, θ * n−1 ] with r 0 = r(0) and θ * n−1 > 0 (If this part curve lies on ∂D, we can alternatively consider the case that θ n−1 < 0 and r(θ n−1 ) is strictly decreasing in [θ * * n−1 , 0] for (3.2)). The real analyticity of ∂Ω implies that the function r(θ n−1 ) is also real analytic in [0, θ * n−1 ]; hence r(θ n−1 ) has the Taylor series expansion:
From the real analyticity of the solutions for elliptic equations (see [MS] , [MN] , [M] or [Mo] ), we have that the solution u of (1.2) is real analytic onΩ and can be analytically extended across the boundary ∂Ω. Thus there exists an open domain G ⊃Ω such that u can be analytically extended to G. Let us denote it byũ. It follows from [Jo, p.65 ] that u = u onΩ. Therefore, there is a ball D ǫ of radius r 0 + ǫ with the center at the origin satisfying D ǫ ⊂ G, where ǫ > 0 is a real number. We may choose θ * n−1 sufficiently close to 0 such thatΩ∩{(r, π/2,
consists of just the constant functions on S n−1 . Since T m (β r) possesses singularity at r = 0, and sinceũ belongs to 
This follows from the following fact that
and that the basis {Ψ mj (ω) m = 0, 1, 2, · · · ; 1 ≤ j ≤ N (n, m)} is a complete orthogonal system on L 2 (S n−1 ). Let us denote
F m ( √ α r), respectively. Then,ũ has the following expression in D ǫ :
Note that the convergence of (3.4) is in the sense of L 2 (D ǫ ). We shall prove that the above convergence is uniform in D ǫ . Let △ S n−1 be the Beltrami operator on the unit sphere S n−1 defined by
Thus,ψ is the extension of ψ to a homogeneous function of degree 0. Since △ S n−1 rψ (x) is homogeneous of degree −2, it follows from [Mc, line -2 of p.277] that
From [Mc, Lemma 9 .2], one has that if ψ ∈ H m (S n−1 ), then −△ S n−1 ψ = m(m + n − 2)ψ, Hence we have △ S n−1 rψ
By applying Green's formula and by noticing that
we have 
where A ′ mj are the corresponding coefficients for r 2(n−1) △ n S n−1 rũ in expansion (3.4). Bessel's inequality implies
where M is a positive constant. We now estimate the |F m ( √ α r)Ψ mj (ω)|. It is easy to see from the definition of the Legendre polynomial P m (n, t) that
Using the standard large-argument approximations [AS, p.365] ,
we find after some calculation that
Noticing that
we can easily verify that for sufficiently large m,
By (3.6), (3.7) and (3.11), we conclude that the right-hand side of (3.4) uniformly converges toũ in D ǫ .
On the other hand, from Lemma 2.4, the basis on H m (S n−1 ) can be written as
× P m−m 1 (n + 2m 1 , cos θ 1 )P m 1 −m 2 (n − 1 + 2m 2 , cos θ 2 ) · · · × P m n−4 −m n−3 (4 + 2m n−3 , cos θ n−3 )P m n−3 (3, cos θ n−2 ),
Thus, we can rewrite the expression (3.4) as:
a mm 1 ···m n−3 0 υ mm 1 ···m n−3 0 (ω)
where
Obviously,ũ still satisfies the Helmholtz equation △ũ + αũ = 0 in D ǫ because each term of the right-hand side in (3.12) satisfies the same equation. In particular, the representation (3.12) remains valid whenũ is replaced by u inΩ ∩ D ǫ . Differentiating (3.12) with respect to θ n−1 , we get that for all (r,
(3.13)
On the other hand, we have
From the boundary conditions of (1.2), we get (see
(3.14)
Since the curve r(θ n−1 ) (0 ≤ θ n−1 ≤ θ * n−1 ) is real analytic, and since the function u is real analytic onΩ, we see that the left-hand side of (3.14) is a real analytic function of one variable θ n−1 in the interval [0, θ * Thus, we find by this and (3.12) that the solutionũ has the following form u(x 1 , · · · , x n ) =ũ(r, θ 1 , · · · n−1 )) = A 0 Q 0 ( √ αr)
m 1 ···m n−3 a mm 1 ···m n−3 0 υ mm 1 ···m n−3 0 (ω) for all (r, θ 1 , · · · , θ n−1 ) ∈ D ǫ . (3.15) Note that the the coefficients A 0 , a mm 1 ···m n−3 , b mm 1 ···m n−2 and c mm 1 ···m n−2 ofũ in (3.12) are uniquely determined since they are uniquely determined by the Fourier coefficients of u under the basis {F m ( √ α r)Ψ mj (ω)} in L 2 (D ǫ ). Thusũ(r, θ 1 , · · · , θ n−1 ) only has form (3.15), so that u(x 1 , · · · , x n ) = u(r, θ 1 , · · · , θ n−1 ) = A 0 Q 0 ( √ αr)
m 1 ···m n−3 a mm 1 ···m n−3 0 υ mm 1 ···m n−3 0 (ω) inΩ.
