In this paper, we present an optimal parallel randomized algorithm for the Voronoi diagram of a set of n non-intersecting (except possibly at endpoints) line seg-
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for the Voronoi diagram of points in the plane). can afford to use, for all 1 s i < d log n, the whole set S, to determine the goodness of R; (1~j < a log n) because (d log n).(a log n).11 is o(n) as long as q > 3.
We know that each of the Vor(Si ) can be constructed The idea of using fractional independent sets2
to build a subdivision hierarchy was first proposed by done in O(log r) time using r processors).
In the remainder of this paper, we use VR(S) to denote the Voronoi region of s E R in the Voronoi diagram Vor(R). Also, as in [16], we will assume that every node of a fractional independent set is an internall node DV(R), and the degree of each such node is less than or equal to r, where r is a fixed constant (for our purposes, it suffices to assume that r = 6). Let R1 = .R. It is now easy to construct Vor(R2) from Vor(R1).
First, we know from [9, 22] that with very high probability, we can find such an independent set W in constant time using r processors (the idea is to use randomized 
