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Cílem této práce je vytvoření 3D virtuální prohlídky za použití nového standardu WebGL v kombinaci 
s javascriptovým  frameworkem  O3D.  Výsledkem  je  volně  dostupná  webová  aplikace  pro 
vygenerování virtuální prohlídky ze série zaslaných fotografií.  Tyto fotografie jsou zpracovány na  
serveru, který na základě nalezených korespondujících bodů sestavuje 3D scénu. Práce staví na volně  
dostupné aplikaci Bundler [40], která je použita pro nalezení 3D bodů v zaslaných fotografiích a jim 
příslušných  kamer  (místa  odkud  byla  fotografie  získána).  Výstupy  aplikace  Bundler  jsou 
zpracovávány pomocí webového serveru Jetty za použití jazyka Java, kde dochází k získání všech 
informací jenž jsou potřeba pro vytvoření prohlídky. Zobrazení výsledku je potom dosaženo pomocí 
HTML5, CSS, WebGL a Javascriptu s užitím O3D.
Abstract
The thesis deals with the creation of a three-dimensional virtual view with the use of the new WebGL 
standard  in  combination  with  O3D  javascript  framework.  The  result  is  freely  available  web 
application which generates a virtual tour of sent series of photographs. Afterwards, the photographs 
are processed by the server, which on the basis of found corresponding points creates 3D scene. The 
application is based on a freeware application Bundler [40] which is used for identifying 3D points in 
uploaded photographs  and related  cameras  (the  places  from which  the  photographs  were  taken). 
Bundler outputs are processed by Jetty web server with the use of Java script. At this point, all data 
required for the creation of a view are gathered. The display of the final result is then realized via  
HTML5, CSS, WebGL and Javascript using O3D.
Klíčová slova
WebGL, OpenGL, 3D grafika, webový prohlížeč, O3D, JavaScript, CSS, virtuální prohlídka, Bundler, 
PMVS, CMVS, Graclus, Jetty
Keywords
WebGL, OpenGL, 3D graphics, web browser, O3D, JavaScript, CSS, virtual tour, Bundler, PMVS, 
CMVS, Graclus, Jetty
Citace
Bc. Ludmila Kuželová: Zobrazení 3D scény ve webovém prohlížeči,  diplomová práce, Brno, FIT 
VUT v Brně, rok 2012
Zobrazení 3D scény ve webovém prohlížeči
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracovala samostatně pod vedením pana Ing. Michala 
Španěla, Ph.D.





Chtěla  bych  poděkovat  svému  vedoucímu  Ing.  Michalu  Španělovi  Ph.  D.,  který  mi  v průběhu 
poskytoval rady a povzbuzoval mě k práci. Také bych chtěla poděkovat své rodině a svému příteli za 
jejich trpělivost, se kterou snášeli mou náladovost při tvorbě tohoto díla.
© Bc. Ludmila Kuželová, 2012.
Tato  práce  vznikla  jako  školní  dílo  na  Vysokém učení  technickém v Brně,  Fakultě  informačních 
technologií.  Práce je  chráněna autorským zákonem a její  užití  bez  udělení  oprávnění  autorem je  




2 Zobrazení 3D prohlídky ve webovém prohlížeči................................................................................5
2.1 Google Maps se Street View.......................................................................................................5
2.2 Google Art View.........................................................................................................................6
2.3 Komerční prohlídky....................................................................................................................7
3 Možnosti zobrazení 3D scény ve webovém prohlížeči.......................................................................9
3.1 Adobe Flash................................................................................................................................9
3.2 VRML.........................................................................................................................................9
3.3 HTML5 + WebGL.....................................................................................................................10
3.4 Native Client SDK....................................................................................................................12
4 Javascriptové frameworky  pro práci s WebGL................................................................................14
5 3D Rekonstrukce scény....................................................................................................................18
5.1 Epipolární geometrie.................................................................................................................18
5.2 Structure from motion...............................................................................................................20

























Jedním z jasně  viditelných  pokroků  v oblasti  informačních  technologiích  je  posun  v možnostech 
zobrazovacích  schopností  webových  prohlížečů.  Renderování  2D grafiky je  dnes  považováno  za 
samozřejmost, stejně tak se počítá s podporou 3D scén. 
Prohlížeče  byly  schopny  zobrazovat  pouze  obrázky.  Aby  bylo  možné  se  vypořádat  se 
zobrazením  složitější  grafiky,  bylo  nutné  využít  různých  nástrojů  a  rozšíření  jako  jsou  Flash 
a Javascript. Díky snahám komunity kolem webových aplikací a samotného konsorcia W3C vznikla a 
je  stále  vylepšována  nová  specifikace  HTML5,  která  myslí  i na  podporu  grafických  objektů. 
S přichodem nového elementu canvas dochází k přenesení zodpovědnosti za správné vykreslování na 
prohlížeč a je možné se tak oprostit od rozšíření třetích stran.
Díky tomuto kroku mohou prohlížeče, jakožto systémové aplikace, přistupovat ke grafickým 
kartám a využívat jejich potenciál pro renderování 3D grafiky.
Na trhu se objevila nová specifikace WebGL, vydána pod hlavičkou Khronos Group,  která 
sjednotila přístup webových prohlížečů k 3D. Moderní trend je psát kódy snadno, rychle a přehledně 
a proto vznikají v návaznosti na WebGL také různé javascriptové frameworky pro snadné vytváření  
grafických prvků bez nutnosti hlubších znalostí celkové problematiky.
Tato  práce  si  klade  za  cíl  prozkoumat  současný  stav  možností  práce  s 3D  grafikou 
a prohlížečem, vytvořit  aplikaci pro virtuální prohlídku (3D) a porovnat ji s existujícími řešeními. 
Výstupem je webová aplikace pro vytvoření  virtuální  prohlídky prostoru ze  série fotografií.  Tato 
práce  demonstruje využití technologií teprve nedávno uvedených na trh a poskytuje volně dostupnou, 
jednoduše  ovladatelnou  aplikaci.  Práce  se  rovněž  snaží  vyhnout  některým nedostatkům aplikací 
existujících (viz kap. 2).
V práci je využito již výše zmíněné WebGL, jako základ pro grafické zobrazení prvků na 
webových  stránkách.  Pro  jednodušší  vytváření  objektů  slouží  Javascriptový  framework  O3D, 
poskytující  základní  primitiva,  efekty,  možnost  práce s materiálem, matematické operace a mnohé 
další. S použitím WebGL souvisí volba HTML verze 5, neboť je potřeba použít webový prvek canvas 
do nějž se bude veškerý grafický obsah vytvořený v O3D vykreslovat. Pro stylování stránek slouží 
CSS  a  také  Javascriptový  framework  Dojo,  který  poskytuje  již  připravené  nastylované  widgety 
společně se základními funkcemi pro jejich obsluhu.
Pro tvorbu serverové části byl zvolen jazyk Java a jako webový server Jetty. Server poslouží 
jak pro samotné spuštění běhu aplikací Bundler, PMVS a CMVS, které získávají potřebné informace 
o korespondujících si bodech v obraze a místech z nichž byly tyto body získány, tak i pro zpracování 
jeho výstupu, potřebné výpočty a zaslání emailu uživateli.
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V druhé kapitole je popsána současná situace na webu. Věnuje se představení některých 3D 
virtuálních prohlídek, jenž se již na internetu vyskytují. Je zaměřena také na popis výhod, nevýhod 
a využitelnost jednotlivých aplikací.
Další  kapitola  slouží  k popisu  technologií,  které  jsou  použitelné  pro  tvorbu  takovýchto 
prohlídek.  Společně  s bližším  popisem  technologií  vybraných  pro  tvorbu  této  práce  (WebGL 
a HTML5).
Čtvrtá kapitola uvádí některé již existující Javascriptové frameworky, které slouží pro snadnější 
práci s WebGL. V další části je poté uveden kratší úvod do kroků, které provádí 3D rekonstrukce. 
Kapitola  šestá  blíže  popisuje  nástroje,  které  jsou  použitelné  pro  rekonstrukci  3D scény ze  sady 
fotografií.
Následující kapitola už se věnuje samotnému návrhu celé aplikace pro zobrazení 3D virtuální  
prohlídky ve webovém prohlížeči. Osmá kapitola obsahuje popis implementace výsledné aplikace. 
Uvádí zde změny oproti původnímu návrhu a upřesňuje použité nástroje.
V kapitole deváté jsou shrnuty výsledky celé práce. Obsahuje ukázku aplikace a také výsledky,  
které  jsou  spjaty  se  zpracováním  uživatelských  dat,  doplněné  o obrázky  znázorňující  výsledná 
zobrazení. Poslední část tvoří závěr, který je celkovým shrnutím.
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2 Zobrazení 3D prohlídky ve webovém 
prohlížeči
V této kapitole se budu věnovat popisu vybraných 3D virtuálních webových prohlídek. Na webu se 
vyskytuje široká škála těchto aplikací, avšak jen málo z nich je dostupných zdarma. Některé z nich 
jsou téměř dokonalé, zatímco jiné splňují jen základní předpoklad otočení pohledu ve scéně o 360°.
2.1 Google Maps se Street View
– volně dostupný
– možnost  pohybu v 3D prostoru skrze přesun po předurčených bodech (kliknutím myši  na 
graficky znázorněný kruh či obdélník nebo pomocí šipek na klávesnici)
– lze přibližovat vybrané fotografie (kliknutím myši na obdélník označený lupou nebo skrze 
tlačítka označená plus a mínus)
– otáčení  se  v jednom  (aktuálním)  bodu  scény  (klávesy  A,  S,W,  D  nebo  myší  využitím 
orientačního objektu v levém horním rohu aplikace)
– zobrazení více fotografií na nichž se vyskytuje určitý objekt ve scéně
– pokud se jedná o prohlídku města, zobrazuje také názvy ulic
– umožňuje přesun na aktuální polohu v Google maps
Street View [20] v mapách Google,  vydán společností  Google,  umožňuje prohlížení  nejrůznějších 
míst na světě skrze panoramatické snímky pořízené po celé zeměkouli. K pořizování snímků Google 
používá čtyři technologie, kterými jsou Auto Street View, tříkolka Street View, sněžný skútr Street  
View a vozík Street View. Každé toto zařízení obsahuje fotoaparát, lasery pro zjištění vzdálenosti od 
objektů a GPS.
Street View [21] se stal součástí Google Maps v roce 2007, kdy bylo možné prohlížet si jen 
vybraná místa v USA. Teprve od roku 2009 jsou součástí Google Maps i místa nasnímaná v České 
republice.
Od posledního zkoumání této aplikace (5.12.2011), se vývoj posunul ještě kousek dopředu, 
a proto jediné, co mohu vytknout, je  nepříjemné rozmazání zobrazené scény při přesunu z jednoho 
místa na jiné.
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2.2 Google Art View
– volně dostupný
– postaven na Google Street View, ten je využit k procházce po muzeu
– umožňuje prohlídky galerií  a muzeí,  prohlídka je doplněna o možnost zobrazení fotografií 
jednotlivých děl ve vysokém rozlišení
– vytváření vlastních kolekcí oblíbených výtvarných prací a jejich sdílení s přáteli
– ovládání aplikace je stejné jako u výše zmíněného Google Street View
– lze přecházet mezi jednotlivými galeriemi
Další  úspěšnou  a  jednou  z nejpovedenějších  3D  prohlídek  je  opět  výsledek  pracovního  úsilí 
společnosti Google, Google Art View [22]. Hlavním účelem projektu je zpřístupnit lidem celého světa 
více než tisíc výtvarných děl s možností jejich detailního přiblížení. Tato aplikace obsahuje prohlídky 
nejznámějších muzeí po celém světě.
Celá aplikace se skládá ze dvou různých zobrazení.  Tím prvním je již výše zmíněné Street  
View, které poskytuje možnost  procházet  galerie muzeí,  vybírat  díla,  navigovat  skrze interaktivní  
plánky podlaží, zkrátka poznat detailně celé muzeum. Druhým zobrazením je Art View, které slouží 
pro zobrazování výtvarných děl ve vysokém rozlišení a používá prohlížeč pro přibližování fotografií  
s detaily maleb. Současně s výběrem malby je zobrazen postranní panel, který obsahuje nejen více 
informací o malbě a autorovi, ale také umožňuje sledování YouTube videí.
Google  Art  View  obsahuje  ještě  jednu  speciální  vlastnost,  kterou  je  „Create  an  Artwork 
Collection“.  Ta  umožňuje  uložit  si  specifické  zobrazení  kterékoliv  malby  poskytované  aplikací  
a následné  vytvoření  vlastní  kolekce  složené  z takto  označených  maleb.  Ty  je  potom  možné 
okomentovat a sdílet se svými přáteli.
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Obrázek 1: Ukázka Street View v Praze na Václavském náměstí [51]
Prohlídka je propracována velmi důkladně a je jistě velkým přínosem nejen pro milovníky 
umění. Mínusy, které jsem v této aplikaci našla, jsou nesrovnalosti v pohybu ve scéně. Tyto problémy 
jsou však spjaty s již výše uvedeným Street View, na němž je Art View postaveno. Líbí se mi možnost 
přiblížení malby, ale domnívám se, že rozdílnost mezi funkcemi přiblížení obrazu versus otevření 
obrazu v Art View není dostatečně rozlišena. Tak jako není výrazně znát rozdíl mezi posunem ve 
scéně a přiblížením fotografie (jediným znakem je malinká lupa v rohu příslušného rámu, pro lidi 
s horším zrakem nepostřehnutelná).
2.3 Komerční prohlídky
– placené
– povětšinou umožněno otáčení se jen v jednom bodě
– některé mají doplněny i přechody mezi stanovenými body, přesun z jednotlivých místností
      (většinou vyznačený bod na fotografii)
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Obrázek 4: Ukázka Google Art View prohlídky v muzeu moderního umění [52]
Obrázek 2: Posun ve scéně Obrázek 3: Přiblížení scény
– přibližování scény kolečkem myši a tlačítky aplikace
– otáčení ve scéně skrze tah myší nebo aplikačními tlačítky
– implementováno nevyžádané samovolné otáčení scény
Další prohlídky na webu je možné shrnout pod tuto podkapitolu. Jelikož se jedná o nabídku tvorby 
3D  virtuálních  prohlídek  pro  zájemce  za  určitý  finanční  obnos.  Jedná  se  například  o produkty 
společností Panoramas s.r.o. či  Alfacentrum. Většinou jsou však bohužel v nabídce pouze prohlídky 
se scénou zobrazenou z jednoho jediného bodu. Tedy pouhou otočku o 360° kolem dokola a 290° ve 
směru nahoru a dolů, bez možnosti přesunu do jiného bodu. Tyto prohlídky povětšinou ani nenabízí  
možnost zobrazení detailu scén, který by byl tvořen jinou fotografií. Jediné, co uživateli zbývá, je 
nechat  scénu  plynule  otáčet,  využít  šipek  k jejímu  natočení  nebo  přiblížení  fotografie  až  do 
rozmazání. Co se mi u těchto prohlídek nelíbí, je, že za relativně velký finanční obnos je umožněno 
tak málo. Osobně mi nejvíce vadí vynucená akce samovolného otáčení scény, které je sice možné 
zastavit, avšak po určitém čase se scéna dá opět sama do pohybu.
Velká nevýhoda je omezená možnost přechodu z jednoho bodu v prohlídce do druhého což je 
viditelné například u [23] v [24], která je také typickým představitelem scény vytvořené ve Flashi.
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Obrázek 5: Ukázka prohlídky vytvořené společností Virtual Travel [24]
3 Možnosti zobrazení 3D scény ve 
webovém prohlížeči
Tato kapitola se věnuje popisu technologií pro tvorbu 3D grafiky na webu. V dnešní době existuje 
celá řada nástrojů pro zobrazování 3D scén ve webovém prohlížeči. Jako první uvádím technologie 
používané již řadu let, jejich nevýhodou je nutnost užití pluginů pro samotný běh. 
V dnešní době lze volit také z několika nezávislých technologií jako Native Client SDK či WebGL.
3.1 Adobe Flash
Adobe Flash [25] je grafický vektorový program, který je v současné době ve vlastnictví společnosti 
Adobe. Obsahuje objektově orientovaný programovací jazyk ActionScript, který umožňuje vytváření 
robustních  aplikací.  Používá  se  převážně  pro  vytváření  interaktivních  animací,  her,  prezentací  
a některé firmy jej využili i pro tvorbu 3D prohlídek na webu [23][26][27].
Tento program zaujal svoji význačnou pozici hlavně díky malé velikosti výsledných souborů.
V současnosti  však  Adobe  oficiálně  ohlásilo  ukončení  dalšího  vývoje  Flash  Playeru  pro  mobilní 
zařízení s tím, že se jejich vývojářský tým začne zaměřovat na aktuální a rozvíjející se HTML5, které 
zabralo  většinu  současného  trhu.  A s tím,  že  se  v nové  specifikaci  HTML5  pokusí  o odstranění 
nutnosti používat pluginy, kterým je i Flash, tak se uvidí jaká bude jeho budoucnost.
3.2 VRML
VRML neboli  Virtual  Reality  Modeling  Language,  jak  je  popsáno  v [9],  byl  vytvořen  VRML 
Architecture Group (VAP) zejména pro popis trojrozměrných scén, obsahujících 3D objekty. Scény 
v něm vytvořené je možné distribuovat na web.
VRML ve své podstatě  není  programovacím jazykem,  jako je tomu například u C či  Javy, 
nepodobá se ani značkovacímu jazyku jakým je HTML. Jedná se o modelovací jazyk, sloužící pro 
popis  3D  scén,  který  je  svou  obtížností  zařaditelný  na  úroveň  mezi  výše  zmíněné  značkovací 
a programovací jazyky.
Aplikace vytvořené v tomto jazyce se nacházejí ve všech sférách. Od důležitých jakými mohou 
být molekulární modelování,  inženýrství,  design nebo architektura, přes zábavné jako jsou hry,  či 
virtuální parky, až po běžné záležitosti obyčejného života, kdy aplikace slouží například pro výběr 
nábytku.  Ostatně je také hojně využit i pro zobrazování prohlídek, kde místo obyčejného statického 
2D obrázku poskytuje možnost pohybovat se ve scéně.
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Ať  už  slouží  zaměření  scény  vytvořené  ve  VRML k jakémukoliv  účelu,  to  hlavní  mají 
společné,  jedná  se  o systém,  který  umožňuje  prolnutí  2D  i 3D  objektů,  animací  a  také 
multimediálních  efektů  do  jednoho  interaktivního  média,  které  je  díky  možnosti  umístění  do 
webového prohlížeče ovladatelné uživatelem, dle jeho vlastní představivosti.
3.3 HTML5 + WebGL
Další  možností,  jak  vytvořit  3D  scénu  ve  webovém  prohlížeči,  je  využití  stále  se  vyvíjejícího  
značkovacího jazyka HTML5 v kombinaci s nedávno vydaným standardem pro tvorbu 3D grafiky ve 
webových prohlížečích WebGL.
HTML5
Jak  zdroje  [28][29]  uvádějí,  HTML5  je  další  generací  značkovacího  jazyka  HTML.  Od  vydání 
předchozí verze v roce 1999 požadavky na tvorbu webu opět zvedly své hranice. HTML5 je vyvíjen 
pod záštitou World Wide Web Consorcia (W3C) společně s Web Hypertext Application Technology 
Working Group (WHATWG) a stane se novým standardem pro HTML, XHTML a také HTML DOM.
Vývoj  byl  započat  v roce  2004 a v současné  době  se  na  něm stále  pracuje,  avšak  některé 
z moderních webových prohlížečů (Safari,  Chrome,  Firefox,  Opera,  Internet  Explorer)  se na jeho 
příchod připravuje a poskytuje již nyní podporu pro stránky vytvořené v tomto jazyce.
Hlavním cílem nového standardu se stalo sjednocení některých pravidel:
– nové vlastnosti by měly být založeny na HTML, CSS, DOM a JavaScriptu
– redukce potřebných pluginů (například Flash)
– lepší odchytávání errorů
– náhrada skriptování zavedením více značek
– nezávislé na zařízení, kde je zobrazen výstup
– sledování vývojového procesu zpřístupněno široké veřejnosti
Dále bude obohacen o nové vlastnosti, kdy mezi nejzajímavější patří následující:
– element kreslící plochy pro umožnění malování
– audio a video elementy
– lepší podpora lokálního offline úložiště
– nové elementy specifické podle obsahu jako jsou article, footer, header, nav, section




WebGL je, jak uvádí zdroje [30][31],  platformově nezávislý webový standard vydaný společností 
Khronos Group, který je poskytován zdarma. Jedná se o standard pro vytváření 3D grafických API, 
který je založený na OpenGL ES 2.0 a umožňuje vytváření 3D akcelerované grafiky běžící v okně 
webového prohlížeče. Pro tvorbu scény používá podobné renderovací techniky jako OpenGL ES 2.0,  
pro možnost použití shaderů byl použit jazyk GLSL (OpenGL Shading Language). Dalším aspektem 
je  využití  webového  elementu  canvas  (kreslící  plátno)  jenž  poskytuje  HTML5,  k němuž  lze 
přistupovat pomocí rozhraní Document Object Modelu.
Důležitým aspektem pro WebGL je integrace s rozhraním DOM. Tedy ač jsou frameworky, 
které jsou nyní  k dispozici  pro kombinaci  s WebGL, založeny převážně na JavaScriptu, lze s ním 
pracovat v kombinaci s jakýmkoliv programovacím jazykem, který podporuje DOM.
Velkým přínosem WebGL je  tvorba  3D  grafiky  na  webu,  která  je  oproštěna  od  nutnosti  
používat pluginy. Mezi prohlížeči by mělo být podporováno v Safari, Chrome, Firefoxu a Opeře, viz 
níže.
Podporované prohlížeče
Od března 2011,  kdy byla  vydána první  verze standardu WebGL, začala s jeho podporou většina 
moderních prohlížečů. V současnosti je situace následující [33].
Mozilla Firefox
WebGL bylo povoleno pro všechny platformy v závislosti na ovladačích grafické karty již od verze 
4.0. Pokud není WebGL dostupné, potom je třeba zadat v nastavení prohlížeče „webgl.force-enabled“ 
na hodnotu true.
Google Chrome
WebGL bylo povoleno za stejných podmínek, tak jako u Mozilly od své verze 9. Zatímco dříve bylo 
potřeba nejdříve povolit WebGL pomocí atributu „--enable-webgl“, mělo by být nyní automaticky 
podporováno u všech nových verzí prohlížeče.
Opera
Standard nebyl podporován v žádné z předešlých verzí. Avšak od verze 12 bude možné si webovou 
prohlídku zobrazit i zde.
Safari
Na Mac OS X 10.6 začalo být WebGL také podporováno v takzvaných „WebKit nightly builds“.
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U Safari zůstává primárně WebGL zakázáno, proto je potřeba po stažení a instalaci prohlížeče otevřít 
terminál a spustit následující příkaz:
defaults write com.apple.Safari WebKitWebGLEnabled -bool YES
Tento příkaz stačí napsat pouze jednou, poté je prohlížeč již vždy spouštěn s podporou WebGL.
Jediným,  kdo tedy z nejznámějších  prohlížečů  zůstává  imunní  vůči  příchozí  novince,  je  Internet 
Explorer, který prozatím ani nemá v plánu WebGL podporovat.
3.4 Native Client SDK
Native  Client  [32][19]  je  open  source  technologie  vydána  Googlem,  která  umožňuje  spouštění 
nativního kódu přímo z webové aplikace.  Což v praxi  znamená,  že  je  možné napsat  si  knihovnu 
v programovacím jazyce C či C++ a její zkompilovaný kód je poté spustitelný v prohlížeči aniž by 
byla  ohrožena  bezpečnost.  Webová  aplikace,  která  Native  Client  používá,  se  obvykle  skládá 
z kombinace  JavaScriptu,  HTML,  CSS  a Native  Client  modulu,  který  je  napsán  v jazyce 
podporovaném Native Client kompilátorem. Kdy díky jeho použití se webové aplikace dostaly na 
úroveň aplikací desktopových, zejména díky rychlosti využitelné pro tvorbu 3D a 2D grafiky. Pro 
vývojáře webu poskytuje bezpečnost, výkon, grafiku, audio, jednoduchou migraci na web a mnohé 
další. Jediné nevýhody, které jsou o Native Clientu zmíněny, jsou omezení v přístupu k hardwaru a 
výzva pro podporu jazyka Java.
Cílem  se  stala  hlavně  přenositelnost  mezi  operačními  systémy  a bezpečnost,  která  je 
vyžadována a očekávána uživateli webových aplikací.
Native Client SDK neboli Native Client Software development Kit potom umožňuje vytváření 
webových aplikací,  které  používají  Native Client  a umožňují  multiplatformní  běh těchto aplikací  
v prohlížeči Google.
Struktura aplikace
Native Client aplikace je rozdělena do tří hlavních částí, kterými jsou:
– HTML/JavaScript aplikace – poskytuje uživatelské rozhraní a mechanismy pro zpracování 
událostí
– Pepper API – umožňuje zasílání zpráv mezi JavaScriptovým kódem a Native Client modulem (je 
mostem mezi nimi)
– Native Client module – provádí výpočty a také obsluhuje API události pro aplikace, jako jsou 
hry, které mají uživatelské rozhraní integrováno do nativního kódu
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Obrázek 6: Struktura Native Client aplikace[32]
4 Javascriptové frameworky  pro práci 
s WebGL
Pro práci  s WebGL bylo  vytvořeno několik  javascriptových frameworků,  které  by měly usnadnit 






V této kapitole se však budu věnovat bližšímu popisu jen některých z nich.
O3D
O3D [34]  je  open  source  JavaScriptové  API  pro  tvorbu  bohatých  interaktivních  3D aplikací  ve 
webových prohlížečích.  Ve  svém počátku  bylo  vytvořeno jako plugin  do  prohlížeče,  ale  později  
s příchodem WebGL z něj  byla  vytvořena  JavaScriptová  knihovna na  WebGL založená.  Hlavním 
rozdílem  mezi  těmito  implementacemi  O3D  je  použití  GLSL  shaderů  ve  WebGL  verzi.  Tato 
kombinace pro tvorbu grafiky je funkční ve všech prohlížečích, které mají zapnutou podporu WebGL.
Jsou  dvě  možnosti  jak  vytvořit  3D scénu  pomocí  O3D.  První  z nich  je  ruční  psaní  kódu 
v JavaScriptu, druhou je pak využití možnosti importovat již hotový model.
Pokud  uživatel  ví,  jakou  scénu  chce  vymodelovat,  je  rozhodně  lepší  zvolit  si  možnost 
vyrenderování  scény  v některém  editoru.  Mezi  takovéto  editory  [35]  patří  například  Google 
SketchUp, Autodesk 3ds Max 2008 nebo Autodesk Maya 2008. Kdy pro exportování COLLADA 
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Tabulka 1: Srovnání některých javascriptových frameworků
O3D Copperlicht OpenSpace3D GLGE
Dostupnost
Nutnost pluginů bez bez bez bez
Vývoj aktivní Pomalý (1 člověk) neuvádí rozsáhlý vývoj
Operační systém multiplatformní Windows, Mac Windows neuvádí
Napsáno v Javascript Javascript SCOL Javascript
open source – 
BSD License
open source jen 
komprimovana verze jinak 
Copperlicht License
open source – LGPL 
version 3.0 license 
Open source – 3 
point BSD Licence 
souborů,  které  jsou  výstupem  těchto  editorů,  je  pro  O3D  poskytován  ukázkový  COLLADA 
Converter. Tento Converter může být použit tak jak je nabízen, nebo může být brán jako inspirace pro 
vytvoření vlastního converteru.
Scéna  takto  vytvořená  je  uložena  ve  formátu  JSON  a  s použitím  O3D  funkce 
o3djs.scene.loadScene(),  které je přiřazen vygenerovaný soubor, je všechna práce s umístěním 3D 
scény hotova.
Copperlicht
Copperlicht,  jak  jej  popisuje  samotný  vydavatel  Ambiera  [36],  je  komerční  WebGL knihovna 
společně  s 3D JavaScriptovým enginem pro vytváření  her  a 3D aplikací  ve  webovém prohlížeči. 
Využívá  canvas,  jenž  poskytuje  WebGL,  pro  jeho  širokou  podporu  mezi  moderními  webovými 
prohlížeči a je schopen renderovat akcelerovanou grafiku bez použití pluginů.
Copperlicht je možno používat zdarma, avšak v tomto případě je zájemcům poskytnuta pouze 
komprimovaná  verze.  Zatímco  při  zakoupení  komerční  verze  je  možné  využít  nabízené  široké 
podpory, společně s přístupem ke všem nekomprimovaným zdrojům.
Společnost Ambiera poskytuje také 3D editor CopperCube pro usnadnění vytváření aplikací a 
her. Jeho nespornou výhodou je možnost zkompilovat 3D meshe do malých binárních souborů, tento 
přínos  je  nejvíce  pozorovatelný  při  jejich  rychlém stahování.  Navíc  umožňuje  tvorbu scén  i pro 
uživatele  neznalé  programování,  kdy  lze  vytvořit  scénu  bez  nutnosti  napsat  jediný  řádek  kódu 
s pouhým využitím nabízených funkcí.
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Obrázek 7: O3D runtime software stack [53]
Mezi další důležité vlastnosti patří také detekce kolizí, podpora realtime animací 3D postav 
a široká podpora formátů, mezi něž patří 3ds, obj, x, lwo, b3d, csm, dae, dmf, oct, irrmesh, ms3d,  
my3D, mesh, lmts, bsp, md2, stl, ase, ply, dxf, cob, scn a další.
OpenSpace3D
OpenSpace3D [37] je open source platforma vyvinutá na základě technologie SCOL [38], využívající 
Ogre  [39]  pro  renderování  scény.  Slouží  pro  vytváření  3D  interaktivních  scén  s bohatým  3D 
renderováním, aniž by uživatel musel být znalý programování. Celá platforma je koncipována tak,  
aby vyhovovala různým stupňům znalostí uživatelů.
Základní  rozdělení,  které  vývojářský  tým  uvádí,  jsou  3D  počítačoví  grafici,  kterým  je 
umožněno  integrování  vlastní  scény  do  OpenSpace3D  a její  včlenění  do  real-time  pomocí 
poskytnutých  funkcí  a interakcí.  Dalším typem jsou „integrátoři“,  jenž mohou sestavit  výslednou 
aplikaci také pomocí základních prvků z knihoven. Nejnáročnější jsou potom vývojáři, kteří mohou 
vytvářet nové vlastnosti díky využití programovacího jazyka SCOL.
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Obrázek 8: Ukázka aplikace CopperCube [54]
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Obrázek 9: Ukázka OpenSpace3D editoru [50]
5 3D Rekonstrukce scény
Tato kapitola obsahuje stručný popis principu rekonstrukce 3D scény. Jejím cílem je vytvoření 3D 
scény z několika snímků, které byly získány z různých míst.
Rekonstrukce provádí následující kroky pro získání odpovídajících si bodů [7]:
– významné body (feature points) jsou extrahovány odděleně ze dvou obrázků
–  pro každý významný bod z prvního obrázku je použita epipolární geometrie pro získání 
epipolárních přímek do obrázku druhého (Korespondující bod by měl být na nebo velmi 
blízko epipolární přímky. Pokud tomu tak není, potom se nejedná o shodný bod.)
– tyto body jsou popsány deskriptory, jakým je například SIFT [16][17]
– významný  bod  a  všechny  body  náležící  epipolární  přímce  je  popsán  zvoleným 
deskriptorem
– nakonec jsou meřeny podobnosti mezi významnými body rozdílných obrázků
– měření  podobnosti  mezi  deskriptory  (např.  Euklidovskou  vzdáleností)  vede  k zisku 
nejbližšího bodu na epipolární přímce ve druhém obrázku k významnému bodu obrázku 
prvního (získáme tak shodné body)
Projektivní geometrie
Základním matematickým aparátem,  který je  potřebný pro 3D rekonstrukci  obrazu je  projektivní 
geometrie.
5.1 Epipolární geometrie
Epipolární  geometrie  [14][15] je vnitřní  projektivní  geometrie,  která  se  zabývá nalezením vztahu 
mezi  dvěma  fotografiemi  patřícími  do  jedné  scény  [1][3][4][5].  Je  závislá  pouze  na  vnitřních 
parametrech, relativních pozicích a orientacích kamer. Ulehčuje následné nalezení korespondujících 
bodů.
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Na  obrázku  je  základ  epipolární  geometrie.  Jsou  zde  zobrazeny dvě  kamery,  které  jsou  určeny 
projektivními  rovinami  společně se  středy promítání  C a C'.  X je  bod v prostoru a s C a C' tvoří 
takzvanou  epipolární  rovinu  Π.  Tato  rovina  je  kolmá  na  obě  projektivní  roviny  kamer  a  jejím 
průmětem je epipolární přímka  l (epipolára) procházející bodem  x a epipólem  e  (průmětem první 
kamery do druhé). Toto platí analogicky i pro druhou kameru.
Epipolární  geometrie  [6]  je  kompletně  charakterizovaná  fundamentální  maticí  F,  která  může  být 
spočítána ze sedmi korespondujících si bodů ve dvou obrazech (standardně se používá algoritmus 
RANSAC, který obsahuje metodu nejmenších čtverců pro testování všech korespondujících bodů).  
Tato matice má rozměry 3x3 a hodnost 2. Je definována vztahem:
x = Fx´ (1).
Kde x je 2D bod v jedné kameře, F je fundamentální matice 3x3 a x´ je odpovídající 2D bod v kameře 
druhé. Tento vztah platí pro všechny 3D body X. Znamená to, že pokud by jakýkoliv bod v druhé 
kameře byl vynásoben fundamentální maticí, namapoval by se na odpovídající bod v kameře první.
Fundamentální matice má tvar [1][5]:
F=( f11 f12 f13f21 f22 f23f31 f32 f33)
(2).
Pro každé dva korespondující body x=x , y ,1T a x '=x ' , y ' , 1T platí rovnice:
x ' xf 11x ' yf 12x ' f 13 y ' xf 21 y ' yf 22 y ' f 23xf 31 yf 32 f 33 (3).
Pro n-početnou skupinu korespondujících dvojic je získána soustava lineárních rovnic, které mají 
podobu Af =0
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Obrázek 10: Epipolární geometrie [1]
Af =x ' 1 x1 x ' 1 y1 x ' 1 y ' 1 x1 y ' 1 y1 y ' 1 x1 y1 1. . . . . . . . .. . . . . . . . .. . . . . . . . .













Úspěšnou  technikou  pro  odhad  F  z dvojic  pohledů  má  dva  klíčové  kroky.  Prvním  je 
extrahování  korespondencí  bodů z obrázků.  Jelikož v tomto kroku ještě není  epipolární  geometrie 
známá, obsahují tyto korespondence vždy velké množství falešných korespondencí nebo extrémních 
hodnot (outliers). Ve druhém kroku jsou tyto extrémní hodnoty (outliers) identifikovány robustním 
odhadem parametrického modelu (například parametry fundamentální  matice).  Nakonec,  použitím 
tohoto odhadu epipolární  geometrie,  je  získána sada mnohem přesnějších korespondencí neboť je 
omezena oblast, ve které musí korespondující body ležet na úzké pásmo kolem epipolárních přímek. 
Opakování těchto dvou kroků zvyšuje přesnost odhadu [12].
Fundamentální matici lze získat dvěma způsoby. Ať už se jedná o určení projekčních matic 
kamer (je nutné znát vnitřní parametry kamer) nebo využití homografie kamer, je nutné určit si model  
kamery, který co nejpřesněji vystihuje kameru reálnou.
Nejjednodušší  model kamery,  který je používán,  je takzvaná pinole camera nebo-li  dírková 
komora.  Kamery  založené  na  jiných  principech  vyžadují  obvykle  mnohem  větší  množství 
korespondujících si  bodů a  tím značně zvyšují  náročnost  algoritmů určených pro získání  odhadu 
epipolární geometrie [6]. Tento model musí být zahrnut z důvodu určení způsobu jak mapovat 3D bod 
X scény do 2D obrazového bodu x kamery [5].
5.2 Structure from motion
Structure from motion je základní metoda, která umožňuje rekonstrukci trojrozměrné scény a pohybu 
kamer ze sekvence dvojrozměrných snímků zachycených kamerou pohybující se okolo scény[10]. 
K tomu se detekují významné body v obraze (mohou to být naříklad geometrické podobnosti objektů) 
a následně je sledován pohyb těchto bodů v sekvenci několika snímků. Použitím získaných informací 
jako vstupu, polohy těchto bodů mohou být odhadnuty a renderovány jako řídké trojrozměrné mračno 
bodů  (point  cloud).  Jelikož  hodně  závisí  na  přesnosti  pozic  kamer,  jsou  tyto  odhady  jednou 
z důležitých komponent SFM[10][1][11].
Jednotlivými kroky SFM jsou [13]:
– detekce významných bodů a jejich deskripce
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– nalezení shod deskriptorem mezi páry obrazů
– robustní estimace dvojic epipolární geometrií
– 3D triangulace bodů a transformace na základě relativních pozic kamer ke společnému 
souřadnému systému
1. Detekce významných bodů a nalezení shod
Prvním krokem 3D rekonstrukce je detekce významných bodů a nalezení shod (matchování), kdy je 
kladen  důraz  na  množství  bodů  společných  pro  oba  zkoumané  snímky.  Platí  zde,  že  čím  více  
společných bodů, tím lépe. Při tomto hledání se využívá jasových hodnot okolí jednotlivých bodů.  
Pro jejich nalezení se používá například Harrisův kombinovaný rohový a hranový detektor či jeho 
vylepšené verze. Dále je potřeba určení korespondencí mezi nalezenými významnými body [12]. 
2. Estimace epipolární geometrií
Obecné  postupy  pro  vytvoření  projektivní  rekonstrukce  zahrnuje  dva  hlavní  kroky.  Prvním  je  
budování  prvotní  projektivní  rekonstrukce  z páru  obrazů.  A dále  opakované  přidávání  nových 
pohledů do předchozí rekonstrukce scény, nutné pro její aktualizaci a zpřesnění [12].
a) Omezení epipolární geometrií
Cílem tohoto  kroku  je  vytvoření  prvotní  projektivní  rekonstrukce.  K popisu  vztahu  mezi  dvěma 
obrázky slouží epipolární geometrie [12], která je blíže popsána výše.
3. Triangulace
Jakmile je určena fundamentální matice, mohou z ní být odhadnuty matice kamer. Poté je na řadě 
lineární  triangulační  angoritmus  k výpočtu souřadnic  v prostoru.  Je  nutné  triangulaci  spočítat  pro 
zjištění pozic kamer ve scéně a souřadnic bodů v každém obrázku [7][8]. Většinou se, jak je zmíňeno 
již výše, pro kalibraci kamer používá pinhole model kamery. Z tohoto důvodu musí být spočítány 
takzvané vnitřní a vnější parametry kamer (intrinsic and the extrinsic parameters). Vnější parametry 
kamery umožňují získání transformace mezi skutečným bodem v reálném světě a jeho odpovídající 
bod v kamerovém systému. Zatímco transformace mezi obrazovou rovinou a kamerovým systémem 
je poskytována vnitřními parametry. Vnitřní i vnější parametry musí být spočítány pro každou kameru 
[8]. 
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Na obrázku je znázorněn model pinhole kamery, kde C je střed kamery a p je hlavní bod (principal 
point). Střed je umístěn do počátku souřadného systému a obrazová rovina je umístěna před střed 
kamery. Pro danou kameru je matice vnitřních parametrů získána následující rovnicí:
[ p]=[ I c] [P ] (5).
[susvs ]=[αu 0 u0 00 α v v0 00 0 1 0][ xyzs]
(6).
Kde (u, v) jsou souřadnice 2D bodu p v obrazové rovině, (x, y, z) jsu souřadnice 3D bodu P objektu 
v kamerovém systému, s je scale faktor (obecně je roven jedné) a (u0, v0) jsou souřadnice optického 
středu v obrazové rovině.




Kde ku   (resp. kv.) je vertikální (resp. horizontální) scale faktor kamery a  f  je vzdálenost nazývaná 
ohnisková vzdálenost (focal length).
Vnitřními prametry matice Ic jsou tedy u0, v0, αu a αv..
Vnější parametry kamery se spočítají následující formule:
[A]=[R T0 1 ]=[r11 r 12 r 13 t xr 21 r 22 r 23 t yr31 r 32 r 33 t z
0 0 0 1
]
(8).
Matice A obsahuje již známé elementy rotaci R a translaci T mezi světovým a kamerovým systémem. 
Z matic Ic  a A je získána matice M sloužící k výpočtu 2D souřadnic reálného bodu v obraze.
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Obrázek 11: Geometrie pinhole kamery. Převzato z [1]
[M ]=[ I c] [A] (9).
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6 3D rekonstrukce z fotografií pomocí 
nástroje Bundler
Tato kapitola se věnuje popisu aplikací, které umožňují 3D rekonstrukci obrazu z fotografií. K tomuto 
účelu slouží nástroj Bundler [40]. Na jím získaný výsledek je potom, pro rozšíření výsledku, možné 
navázat další aplikace, kterými jsou PMVS [56] a CMVS [57].
6.1 Bundler
Jedná se o takzvaný structure-from-motion (SfM) software vydán pod GNU licencí, napsaný v jazyce 
C a C++, pro nesetřízené kolekce obrázků [40][2]. Jeho vstupem je sada obrázků, jejich vlastností 
a shod mezi nimi. Výsledkem se pak stává 3D rekonstrukce scény společně s rekonstrukcí kamer.
Je použitelný jak na linux tak i windows platformách.  Jeho omezením je kvalita a velikost 
použitých fotografií, pokud je fotografie větší než 1800 pixelů na jedné ze stran, potom nedochází  
k získání výsledků. Dalším nutným předpokladem pro relevantní výsledek je vlastnost fotoaparátu 
ukládat ohniskové vzdálenosti do exif informací nafocených fotografií. V případě, že fotografie tyto 
údaje neobsahuje, použije Bundler list statických hodnot k různým typům fotoaparátů.
6.2 PMVS
Je multi-view stereo (MVS) software [56]. Jeho vstupem je sada obrázků a parametry kamer. Jako 
výstup potom vytváří  ply (polygon file) soubor popisující 3D rekonstrukci obrazu formou množiny 
orientovaných bodů.  3D souřadnice  a  normála  jsou  odhadnuty v každém orientovaném bodu.  Je 
vydáván  pod  licencí  GPL.  Používá  se  jako  navazující  program po  zpracování  Bundlerem.  Jeho 
zavedením se dosahuje lepších výsledků při rekonstrukci scény,  neboť navyšuje počet nalezených 
bodů, které se při následné rekonstrukci vykreslují.
6.3 CMVS
Software  vydaný  pod  GPL licencí  [57].  Sloužící  ke  zpracování  výstupu  z structure-from-motion 
(SfM)  softwaru.  Rozkládá  vstupní  obrázky  na  menší  části  a  tyto  části  jsou  potom  samostatně 
zpracovatelné pomocí MVS. Používá se pro urychlení zpracování PMVS, a proto je doporučeno jej  




Obrázek 12: Ukázka aplikace Photo Tourism vytvořené použitím aplikací  Bundler, CMVS a PMVS  
[18]
7 Návrh aplikace
Tématem této kapitoly je návrh celé aplikace. Úplným zadáním, jak zmiňuji již v úvodu, je vytvoření 
webové aplikace,  která  umožní  zobrazení  3D virtuální  prohlídky ve webovém prohlížeči.  Hlavní 
technologii, kterou jsem si zvolila pro vykreslení 3D scény je WebGL. Jedná se o relativně nový  
standard  založený  na  OpenGL,  který  přináší  řadu  rozšiřujících  možností  pro  zobrazení  grafiky 
v prohlížeči. Díky podpoře v HTML5 je tak horkým kandidátem pro budoucí trh. Navržený vzhled 
aplikace je znázorněn na obrázku 13.
Důležitými body, které by měla aplikace splňovat jsou:
– vytvoření přehledného webového uživatelského rozhraní
– možnost zobrazení a funkčnost ve všech prohlížečích podporujících WebGL
– umožnění uživateli zaslání fotografií spolu se zbytkem potřebných informací z webových 
    stránek na server
– vytvoření serverové části, která zpracuje veškerá data a zašle uživateli email o  dokončení 
    prohlídky, případně ho již při zaslání dat informuje o chybě
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Obrázek 13: Návrh výsledné aplikace. Základ obrázku viz [55]
7.1 Předpokládaná zobrazení scény
V průběhu tvorby zvolené 3D virtuální  prohlídky bude má práce rozdělena do několika možností  
zobrazení,  od nejjednoduššího po složitější.  Teprve v konečné fázi bude rozhodnuto, zda zůstanou 
uživateli přístupná všechna zobrazení nebo jen některé z nich.
Point Cloud prohlídka
K tomuto zobrazení budou použity přímo body získané pomocí Bundleru. Ve výsledném souboru je 
známa  3D  pozice  bodu  v prostoru  a  jeho  barva.  Scéna  bude  tedy  poskládána  z jednotlivých 
významných bodů, kterým bude přiřazena jejich barva. Do scény budou navíc vloženy také kamery,  
které byly vyhodnoceny jako použitelné. V tomto případě je za kameru považován bod v 3D prostoru, 
z jehož pozice byla získána fotografie. Daný mesh by mělo být možné přiblížit, oddálit a také otáčet.
Jednoduché zobrazení jednotlivých fotek
Scéna bude složena ze dvou oken,  jedno bude představovat  prostor  pro zobrazení  zvolené fotky,  
zatímco  druhé  bude  znázorňovat  point  cloud a  pozice  kamer  v 3D prostoru.  Při  zvolení  kamery 
(kliknutím myši) bude v příslušném okně zobrazena fotografie odpovídající dané kameře.
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Obrázek 14: Návrh zobrazení první fáze. Obrázek viz [55]
Obrázek 15: Návrh zobrazení druhé fáze. Obrázek viz [55]
Zobrazení možného přechodu na další fotografii
Tato  scéna  bude  rozvíjet  předcházející  zobrazení,  kdy  na  fotce  bude  při  najetí  myši,  graficky 
znázorněna možnost přejít  na jinou fotografii.  Toto zvýraznění možného přechodu se projeví také 
označením příslušné kamery a bude se zakládat na viditelnosti  společných významných bodů pro 
zvolené fotografie.
Kompletní virtuální prohlídka
Poslední fází bude vytvoření prohlídky, tak jako je plánována. Bude možno se otáčet a pohybovat 
v 3D prostoru,  kde uživatel  bude moci  přiblížit  detaily scény,  pro něž byla  vytvořena fotografie.  
Znamená to,  že scéna bude obohacena o ovládací  prvky pro tyto akce.  Celkově by měla být  pro 
interakci ve scéně použita funkcionalita myši, klávesnice a přidaných ovládacích prvků vytvořených 
jako HTML elementy.
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Obrázek 16: Návrh zobrazení třetí fáze. Základ obrázku viz [55]
Obrázek 17: Návrh výsledné aplikace. Základ obrázku viz [55]
7.2 Rozvržení aplikace
Vzhled aplikace je navržen tak, aby se na jednotlivých stránkách vyskytovaly jen potřebné elementy,  
a tím se omezila možnost zbytečného zmatení uživatele. Pro zvýšení přehlednosti jsou interaktivní  
prvky podle trendu poslední doby zvětšeny.
Webová část aplikace se bude skládat z několika stránek. Hlavní stránka, která bude zobrazena 
při načtení webového odkazu, bude sloužit jako informační rozcestník. Její obsah je tvořen pouze  
uvítacím textem, který současně obsahuje všechny potřebné informace pro uživatele. Dále se na ní  
vyskytují pouze tlačítka pro vytvoření zcela nové prohlídky a pro zobrazení již zpracované prohlídky. 
Odkazy těchto  tlačítek  povedou na  stránky,  které  budou poskytovat  formuláře,  kdy údaje  v nich 
uvedené budou poslány na server.
Nejdůležitější částí je potom stránka, která umožní vykreslení WebGL scény, jejíž předběžný 
vzhled je na obrázku 18. Okno je rozděleno na dvě části, kde levá část slouží k zobrazení fotografií, 
zatímco pravá obsahuje barevný point cloud společně s kamerami. Obě tyto části tvoří canvas, do 
nějž se bude vykreslovat WebGL scéna pomocí O3D.
K levé části  přísluší  navíc lišta,  která obsahuje náhledy fotografií.  V pravé části  je potom 
možno nalézt tlačítka, jenž slouží k obsluze okna point cloudu.
7.3 Vlastnosti aplikace
V této  podkapitole  se  budu  věnovat  bližšímu  popisu  vlastností,  které  bude  aplikace  poskytovat 
v rámci  samotné  virtuální  prohlídky.  Jedná  se  o ovládání  aplikace  a  možnosti  interakce  uživatele 
s aplikací.
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Obrázek 18: Návrh stránky s WebGL scénou
Ovládání
Ve scéně by měl být umožněn pohyb, ať už se jedná o otáčení zleva doprava, nahoru a dolů nebo 
posun  z místa  na  místo.  Tyto  akce,  tak  jako  přibližování  fotografií,  budou  dostupné  jak  pomocí 
zvolených  tlačítek  klávesnice,  tak  i skrz  tlačítka  a  pohyb  myši.  Navíc  budou  přímo  do  scény 
zabudována tlačítka, která budou obsluhovat veškerou interakci s prohlídkou.
Interakce uživatele
V předchozí části je zobrazeno rozvržení aplikace na dvě okna, kde s oběma bude uživateli umožněno 
pracovat.  Hlavní  propojení  mezi  těmito  částmi  bude  tvořit  přepínání  fotografií,  s čímž  je  spjato 
přepínání kamer, které se nacházejí ve 3D scéně. Této akce bude možné dosáhnout několika způsoby:
– kliknutím myši při jejím najetí na naznačený překryv v levém okně
– kliknutím myší na náhled
– použití tlačítek určených pro tuto akci
– kliknutím na 3D kameru přímo v okně zobrazujícím 3D scénu
Přepnutím je myšlena změna aktuálního obrázku a vyznačení právě aktivní kamery,  která k němu 
patří ve 3D scéně.
Přepínání  kamer a obrázků skrze nalezení  překryvu fotografií  znamená,  že bude umožněno 
najet myší na aktuálně zobrazenou fotografii a pokud dojde k nalezení překryvu, bude zde vyznačen a 
bude možné kliknutím změnit současnou fotografii i aktivní kameru ve 3D scéně.
K vytvoření  tohoto  chování  by  měla  posloužit  Fundamentální  matice,  pro  kterou  platí 
následující rovnice [1]:
x = Fx´ (10).
Kde x je 2D bod v jedné kameře,  F je fundamentální matice 3x3 a x´ je odpovídající 2D bod 
v kameře druhé. Pokud by tedy jakýkoliv bod v druhé kameře byl vynásoben fundamentální maticí, 
namapoval  by  se  na  odpovídající  bod  v kameře  první.  Fundamentální  matice  je  získávána  již 
v Bundleru, pokud by bylo možné ji využít, stačilo by, použitím vzorce, přenést do právě zobrazeného 
obrazu rohové body fotografie tvořící překryv. Následným vykreslením obdélníku s takto získanými 
pozicemi rohů by bylo dosaženo požadovaného zobrazení.  Požadovaná akce by měla být  přidána 
skrze O3D jako událost (event) reagující na kliknutí na příslušný element.
Vytvoření  akce  pro  kliknutí  na  náhled  bude  vytvořeno stejně  tak  jako  pro  tlačítka  k tomu 
určená.  Jelikož  budou  tyto  prvky  vytvořeny v HTML,  bude  jim  přiřazena  funkce  onclick,  jejíž 
obsluha bude napsána v Javascriptu.
Změna kamery posledním způsobem bude zavedena s použitím O3D. Jelikož bude vytvořena 
kamera jako grafický prvek, bude jí přiřazen také její index, který se bude odkazovat na příslušný  
obrázek. Při vyběru kamery myší dojde k přepnutí zvolené kamery a také aktuální fotografie.
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Plánované rozdíly aplikace
Základním rozdílem mezi dnes dostupnými prohlídkami bude zvolená technologie pro její vytvoření. 
Prozatím jsem se nesetkala s virtuální prohlídkou vytvořenou ve WebGL. Při tvorbě bych se chtěla  
vyvarovat některým funkčním nedokonalostem, které jsem zpozorovala při průzkumu trhu uvedeném 
v kapitole 2.
Implementace  počítá  nejen  s možností  zobrazení  jediné  scény,  ale  také  přesunu  mezi 
jednotlivými místy ve scéně. Samovolné otáčení scény nebude implementováno.
Dále  bych  chtěla  vytvořit  ovládání,  které  bude  intuitivní  a  nebude  zavádějící,  s těmito 
problémy se  ještě  donedávna  potýkal  Google  StreetView.  Nebude  tedy docházet  k situacím,  kdy 
funkčnost kláves bude změněna na jinou.
Když jsem poprvé zkoumala aplikace jakými jsou Google StreetView a Google ArtView nebyla 
zde možnost návratu zpět do scény poté, co byla fotografie přiblížena nebo byl zobrazen určitý detail.  
Dnes již mají tuto akci plně funkční, avšak chtěla bych zdůraznit potřebu této části implementace také 
v mé prohlídce.
7.4 Popis aplikace
Celková  vize  aplikace  spočívá  v umožnění  vytvoření  virtuální  prohlídky,  kterémukoliv  uživateli, 
který poskytne sadu fotografií společně se svou emailovou adresou.
Základem  se  tedy  stane  jednoduchá  webová  aplikace,  ve  které  se  uživatel  bude  moci 
rozhodnout, zda chce vytvořit novou prohlídku nebo zobrazit prohlídku již vytvořenou. Budeme-li 
nyní předpokládat, že uživatel navštívil stránky poprvé, celková funkčnost aplikace bude následující.
Jak již bylo zmíněno, bude vyžadován email,  který bude sloužit  jako identifikace uživatele  
a archivovaný soubor fotografií. Poté, co budou fotografie zaslány serverové části, bude vše již v plné 
moci  serveru.  Ten  se  postará  o uložení  fotografií,  jejich  rozbalení  a  zpracování.  Pro  zpracování 
fotografií  bude použito některých aplikací,  jež jsou pro nekomerční  použití  poskytovány zdarma. 
Z fotografií  je  třeba  získat  pozice  kamer  a význačné  body  společně  s jejich  3D  souřadnicemi 
v prostoru, pro něž slouží aplikace Bundler [40]. Jejím výstupem je soubor bundle.out, který server 
rozparsuje a hodnoty z něj  získané použije k sestavení  webové prohlídky.  Mým předpokladem je, 
vytvoření fragmentu webové stránky s vytvořenou prohlídkou, který bude po zadání emailu a indexu 
zobrazen  na  mnou  vytvořených  webových  stránkách.  Poté,  co  bude  kompletně  vytvořena  celá  
prohlídka,  vše potřebné bude v databázi  a webový fragment bude vygenerován,  bude uživateli  na 





Cílem je  vytvoření  aplikace,  která  by byla  pro uživatele  přehledná a jednoduchá.  Ve výsledku to 
znamená, že se nemusí zabývat tím co všechno je potřeba udělat před samotným použitím a o zbytku 
jej bude informovat sama aplikace. Proto bylo třeba zvážit možnosti, které nevyžadují od uživatele 
žádnou interakci navíc, jako je doinstalování pluginů a podobně.
Práce staví na standardu WebGL, který splňuje všechny potřebné předpoklady. Pro usnadnění 
tvorby  ve  WebGL,  jak  se  zmiňuji  již  v kapitole  4,  je  možné  využít  některý  z JavaScriptových 
frameworků. Příkladem by mohly být O3D, Copperlicht, GLSE, OpenSpace3D a další.  Já jsem si 
zvolila framework O3D, který je jedním z nejznámějších jelikož existoval ještě před WebGL. Dříve 
se s ním však muselo pracovat jako s pluginem, což již v současnosti není aktuální. Framework je 
volně  dostupný  v nekomprimované  podobě,  což  je  velkou  výhodou  oproti  např.  frameworku 
Copperlicht.  Lze sice využít  i jeho bezplatnou verzi,  ta je však poskytována jen v komprimované 
podobě. Komprimované soubory jsou z mých zkušeností dobrou volbou pro rychlejší běh aplikace, 
avšak při  tvorbě  se  jedná  o poměrně  velký blok pro vývojáře.  Není  totiž  možné sledovat  chyby 
v JavaScriptu a navíc nemožnost vidět celý kód znesnadňuje pochopení celku.
Co s aplikací WebGL souvisí je samozřejmě použití HTML5 pro tvorbu stránek obsahujících 
3D scénu. Pro stylování bude použito standardně CSS [41]. Avšak v případě využitelnosti by mohl 
být  použít  samotný  LESS [42],  jenž  slouží  pro  rozšíření  CSS o dynamické  chování,  jakým jsou 
funkce, proměnné a další.
Koncepce  celého  modelu  je  vlastně  webová  stránka,  která  obsahuje  webový  element  
<textarea>, do nějž je vepsán veškerý potřebný kód týkající se shaderů obsluhovaných pomocí O3D 
s WebGL. Logika zpracování scény a celého jejího zobrazení je potom tvořena v JavaScriptu.
V této  části  bych  chtěla  využít  také  dalších  možností,  které  poskytují  jiné  Javascriptové 
frameworky jakými jsou DOJO [43], jQuery [44], GWT [45] či YUI [46]. Tyto frameworky umožňují 
použití  widgetů,  které  jsou  již  nastylovány  a jsou  jim přiřazeny funkce.  Pro  svou  práci  použiji 
framework DOJO, který je též poskytován zdarma a podle mých zkušeností s ním usnadňuje správu 
akcí, které jsou posílány z webové stránky na server a naopak. Tohoto budu chtít využít zejména při  




Na začátku je potřeba zvolit si správný jazyk a server, na kterém bude aplikace běžet. Serverová část 
bude založena na Javě, jelikož s tímto programovacím jazykem mám doposud nejvíce zkušeností. 
Jako webový server  jsem si  vybrala  server  Jetty [47].  Bude  samozřejmě nutné  ukládat  si  někde 
odkazy na poslané soubory,  indexy prohlídek a emaily uživatelů, pročež bude vytvořena databáze 
PostgreSQL [48], která všechna tato data bude uchovávat.
Komunikace mezi webovou a serverovou částí budou obstarávat servlety, kdy data mezi nimi 
budou přenášena pomocí formátu pro přenos dat JSONu [49].
Server bude obsluhovat veškeré akce, které bude vyžadovat webová část. Navíc bude v jeho 
kompetenci celé vytvoření virtuální prohlídky. Bude potřeba vymyslet logickou adresářovou strukturu 
pro ukládání prohlídek všech uživatelů. Postup bude následující:
– přijetí souborů serverem
– rozbalení a uložení přijatých souborů
– spuštění Bundleru nad uloženými soubory
– zpracování dat poskytnutých Bundlerem
– vytvoření požadovaných scén obsahujících virtuální prohlídky
– uložení příslušných informací do databáze (id, email, odkazy na soubory s prohlídkami)
– poslání emailu uživateli o vytvoření prohlídky
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Obrázek 19: Předpokládané schéma propojení technologií
8 Implementace aplikace
Tato kapitola pojednává o reálné implementaci aplikace. Součástí implementace se stalo také použití 
PMVS[56] a CMVS[57] softwaru pro navýšení počtu bodů získaných Bundlerem. S použitím těchto 
dvou softwarů  souvisí  navíc  zavedení  aplikace  Graclus[58][59][60][61],  která  je  nutná  pro  práci 
CMVS.
8.1 Použité technologie
Nejprve budou shrnuty veškeré implementační a vývojářské technologie, které byly použity.
– Java
Zvažovanými možnostmi použitého jazyka byla Java a  C++. Avšak jelikož jsem jej nepotřebovala na 
tvorbu grafických prvků, ale pouze na správu serveru a výpočty, zvolila jsem si jazyk podle vlastních 
zkušeností.
– Jetty
Jako  webový  server  jsem si  zvolila  server  Jetty.  Hlavními  důvody je  jeho  open  source  licence 
(dokonce  pro  komerční  použití),  dobrá  dokumentace  a  také  integrace  s vývojovým  prostředím 
Eclipse.
– Bundler
Structure-from-motion(SfM)  systém pro  nesetříděné  kolekce  fotografií  napsaný  v C  a C++.  Jeho 
vstupem je sada obrázků, jejich rysy a odpovídající si body, kdy jako výstup vytváří 3D rekonstrukci 
kamer a geometrie scény. Tyto údaje jsou zpracovány v serverové části implementace.
– PMVS
Je multi-view stereo (MVS) software, který si na vstup bere sadu obrázků a parametry kamer a  jako 
výstup  dává  ply soubor  s 3D rekonstrukcí  obrazu.  Je  vydáván po  licencí  GPL.  Použila  jsem ho 
z důvodu navýšení počtu bodů ve výsledné 3D scéně, protože výstup Bundleru nebyl dostačující.
– CMVS
Software vydaný pod GPL licencí.  Sloužící ke zpracování  výstupu z structure-from-motion (SfM) 




WebGL používám pro vytvoření grafické scény v prohlížeči. Zvolila jsem si WebGL, protože se jedná 
o nový standard sloužící k vytváření 3D akcelerované grafiky běžící v okně webového prohlížeče, 
který považuji osobně za budoucnost grafiky na webu. Navíc na rozdíl od Native Clienta nemusím 
díky Javascriptovým frameworkům psát celou aplikaci v C či C++.
– O3D
Javascriptový framework. Z nabízených možností jsem si vybrala právě O3D hlavně z důvodu open 
source  licence,  kdy na  rozdíl  od některých frameworků,  jsou  veškeré  kódy poskytovány zdarma 
v nekomprimované verzi. Také se neustále vyvíjí a díky tomu, že existoval ještě před WebGL, má už 
delší dobu funkční základ.
– DOJO
Tento javascriptový framework jsem si zvolila pro usnadnění stylování a obsluhy jednotlivých prvků 
napříč dostupnými prohlížeči,  kdy je možné si  kterýkoliv prvek upravit  podle vlastních představ. 
I když  nakonec  nebyly  jeho  widgety použity pro  komunikaci  se  serverem přes  JSON,  jak  bylo 
plánováno,  posloužily  pro  rozdělení  prostoru  na  stránce  a  využila jsem  nejen  běžné,  ale 
i komplexnější prvky.
– HTML5
Volba verze HTML byla jasná, jelikož pro uplatnění WebGL je nutné mít na stránce element canvas, 
který poskytuje až HTML5.
8.2 Realizace
Následující  sekce  slouží  k bližšímu  popisu  přesné  implementace  všech  částí  aplikace  a  jejich 
vzájemnému propojení.
– zprovoznění webových stránek vytvořených v HTML5
– upravení widgetu ThumbnailPicker, pro zobrazení lišty s náhledy
– tvorba formulářů propojených na příslušné servlety
– vytvoření  HTML  stránky  a obslužného  Javascriptu  za  pomoci  O3D  a WebGL  
jednotných pro všechny budoucí prohlídky
– vytvoření obsluhy pro zaslání fotografií
– Servlet FileUpload zkontroluje formát a velikost poslaných dat
– FileManager rozbalí fotografie a zavolá resize
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– nastavení cest potřebných pro Bundler a jeho spuštění
– spuštění PMVS a CMVS
– uložení dat získaných skrze Bundler a jejich předzpracování do tříd
– vytvoření příslušných dat, které budou použity v O3D
– při zobrazení prohlídky
– Server LoadTour zkontroluje údaje, které mu byly zaslány ve formuláři
– pokud  pro  zadaná  data  existuje  vytvořená  prohlídka,  zobrazí  ji  jinak,  informuje 
o tom, že taková prohlídka neexistuje
– vytvoření O3D části
– vytvoření jednoho JS souboru, který obsluhuje obě vytvořená grafická okna
– zpracování dat získaných serverem a vykreslení grafických prvků na jejich základě
– zavedení obslužných funkcí a událostí pro ovládání scény vykreslené v okně
Webová část
Tato část téměř odpovídá návrhu jak zpracováním tak i rozvržením přiblíženém na obrázku 13 a 14. 
Jediným rozdílem oproti  návrhu  se  stalo  přidání  tlačítka  „home“,  pro  návrat  na  hlavní  stránku 
aplikace. Koncept spočívá v rozdělení celé funkcionality mezi několik webových stránek.
Pro  rozvržení  layoutu  na  stránce  posloužily  DOJO  widgety.  Zvolila  jsem 
dijit.layout.BorderContainer,  jehož  obsah  jsem  potom  rozvrhla  za  pomoci  užití 
dijit.layout.ContentPane widgetů.  Těmto  jde  přiřadit  jejich  umístění  na  stránce  díky  základním 
parametrům top, bottom, left a right. Pro mé stránky jsem zvolila pouze dva tyto panely, jeden pro 
zobrazení hlavních informací na stránce společně s názvem stránky (top pozice) a druhý, jehož obsah 
se mění na základě akce uživatele.
Celkově se v aplikaci nachází pět rozdílných stránek. Hlavní stránka, která slouží jako úvod 
a zároveň rozcestník.  Dvě podobné stránky,  jenž obsahují  formuláře,  které  posílají  svůj  obsah na 
server.  Jedná  se  o možnost  vytvoření  a  zobrazení  již  vytvořené  prohlídky.  Nedílnou  součástí  je 
stručná nápověda popisující přehled základních bodů, které by měl uživatel při použití aplikace znát.  
Poslední nejdůležitější stránkou je my-photo-tour.html, která obsahuje výslednou prohlídku. Hlavním 
prvkem, který zde nesmí chybět je element canvas, který umožňuje veškeré použití WebGL a O3D. 
Stránka  má  nalinkovány  všechny  potřebné  soubory,  které  obsahují  data  získána  zpracováním 
dodaných fotografií  na  serveru,  a knihovny O3D.  Uplatnila jsem zde další  důležitý  DOJO prvek 
dojox.image.ThumbnailPicker. Tento widget umožňující zobrazování náhledů fotografií poskytovaný 
frameworkem jsem si trochu pozměnila. Jeho základem je dojo.data.ItemFileReadStore, který slouží 
jako úložiště dat v Json formátu, tato struktura je popsána u jeho vytváření serverem.
Změna, kterou jsem potřebovala zavést do kódu, bylo přidání indexu daného obrázku a jeho 
napojení  na  funkci,  která  obsluhuje  kliknutí  na  jednotlivé  náhledy.  Tato  funkce  je  vytvořena 
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v hlavním javascriptu a při kliknutí dochází ke změně zobrazené fotky společně s přepnutím kamery 
(tímto  je  myšleno  označení  kamery  vykreslené  u 3D  modelu  jako  aktivní).  Nutností  bylo  také 
opravení některých chyb, které doposud nejsou v tomto widgetu eliminovány.
Serverová část
Základem pro funkcionalitu aplikace se stala nutnost  propojit  webovou část  se serverovou, 
k čemuž posloužily servlety. Pro projekt vznikly pouze dva servlety  FileUpload a  LoadTour, které 
byly pro celý běh aplikace nezbytně nutné.
Servlet FileUpload se, jak je již z názvu zřejmé, stará o nahrání souborů zaslaných uživatelem. 
Mezi jeho úkoly patří kontrola typu příchozího souboru, pokud se jedná o .zip provede také kontrolu 
velikosti  příchozích dat.  Je-li  velikost  balíku menší  než nastavená mez (aktuálně 380 511 633b), 
zobrazí uživateli stránku s informací o úspěšném uploadu a pokračuje ve zpracovávání,  které volá 
v samostatném vlákně. Došlo-li v nějaké fázi kontroly k chybě, je uživateli na web vrácena webová 
stránka popisující nastalý problém.
Zpracování dat serverem
Nejprve je spuštěn listener  SymlinkContextListener,  který zajišťuje vytvoření takzvaného  symlinku 
(alternativního odkazu). Ten směřuje z místa kam odkazuje server na místo kde je uložen projekt. 
Tato  cesta  je  nastavitelná  v souboru  project.properties.  Správné  určení  cesty je  důležité  jak  pro 
zpracování dat, tak pro jejich ukládání. Nejdůležitější třídou se po úspěšném uložení přenesených dat 
na server stává třída FileManager. Jako první je volána funkce processData. Ta nejprve rozbalí balík 
fotografií do určené cesty (/email_tour/tour_name), pustí zpracování dále a nakonec zašle uživateli 
email.  Zasílání  emailů  je  umožněno  díky  správnému  nastavení  poštovního  serveru  SendMail  a  
implementací  funkce  postMail(String  recipient,  String  subject,  String 
message, String from).  Nedílnou součástí  této sekce je nutnost  změnit  velikost  fotografií. 
Jedná se o nevýhodu Bundleru,  v němž  je maximální  velikost kterou je schopen zpracovat 1800 
pixelů na jedné straně. Jelikož však větší fotografie vyžadují také delší zpracování rozhodla jsem se 
omezit  velikost  fotografií  na  800x600 pixelů.  Pro  tuto  část  je  volán  skript,  který  se  stará  nejen 
o změnu velikosti  fotografií,  ale současně je také přejmenovává.  Jméno je přetvořeno do formátu  
0000000x.jpg, kde  x je pořadové číslo fotografie. Nutnost přejmenování vyvstala z použití PMVS, 
které vyžaduje tento specifický formát.
Veškerá interakce s Bundlerem, PMVS a CMVS probíhá ve funkci  callBundler.  V ní je 
vytvářen terminál, který slouží pro spuštění všeho potřebného pro zpracování dat. Nastavuje se zde 
cesta pro  LD_LIBRARY_PATH,  která je potřebná k určení  správné cesty ke knihovnám Bundleru. 
Jelikož při běhu všech tří aplikací je nutné mít tuto cestu nastavenou po celou dobu zpracování, nelze 
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použít  běžné  volání  příkazů  v terminálu  skrze  „Runtime.getRuntime().exec(command)“. 
Proto zde využívám  BufferReader a  PrintWriter,  které se uzavřou až po dokončení všech 
aplikací určených ke zpracování vstupu.
Pro propojení akcí Bundleru, PMVS a CMVS je stanoveno přesné pořadí volání příkazů:
– spuštění Bundleru:
– ./RunBundler.sh 
– ./Bundle2PMVS list.txt bundle/bundle.out
– vim pmvs/prep_pmvs.sh





– je potřeba nastavit cestu k /pmvs-2/cmvs/program/main/pmvs2
– ./pmvs/pmvs.sh
Výsledek Bundleru je ukládán do souboru bundle.out, kdy jeho formát je blíže popsán v příloze C.
Mým jediným zásahem do kódu samotného Bundleru spočíval v přidání výpisu pro získání pozic 
kamer ve 3D prostoru. Tuto část si jeho algoritmus zpracovává tím způsobem, že si určí 3D pozici  
kamery a k ní příslušného bodu, který symbolizuje směr, kterým byla kamera natočena při získávání 
fotografie.
Mírnou nepřehlednost a navýšení složitosti způsobuje samotný Bundler. Ten se při zpracování 
dat odkazuje na indexy kamer a také obrázků, které jsou však dány jen pořadím ve výše zmíněném 
souboru. Z tohoto důvodu jsem si pro zpracování a práci s jednotlivými kamerami a body zavedla 
několik pomocných tříd, které usnadňují finální získání dat pro webovou část vytvořenou v O3D.
Do těchto tříd patří  Camera,  Point a  Reference. Zde jsem však narazila na pravděpodobnou 
chybu aplikace Bundler. Při podrobném zkoumání jsem zjistila, že mi indexy kamer, jim přiřazené 
obrázky a jejich souřadnice získané zpracováním sedí, ale při kliknutí na příslušnou kameru nejsou 
zobrazovány  fotografie,  které  by  danému  pohledu  měly  odpovídat.  Také  při  využití  některého 
z programů,  umožňujících  zobrazení  mnou  neměněného  výsledku  zpracování,  je  patrná  tato 
nesrovnalost. Proto v mé práci bohužel ne všechny kamery odkazují na správné fotografie.
Třída Camera – Udržuje pro jednotlivé objekty kamer údaje o jejich indexu, 3D pozici v prostoru 
a barvu, jak pro kameru samotnou tak i pro bod sloužící jako ukazatel směru, informaci o tom zda 
byla  použita  a  všechny informace,  které  jí  náleží  a  jsou  pro  ni  uloženy ve  výstupním souboru 
bundle.out.  Dalším přidaným prvkem je zde HashMapa, ta slouží pro získání korespondencí mezi 
jednotlivými  fotografiemi.  Pokud  splňuje  stanovenou  podmínku,  potom je  zde  přidán  odkaz  na 
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příslušnou fotografii.  Této korespondence je využito při  zobrazování  překryvů při  najetí  myši  na 
fotku ve scéně.
Třída Point – Je použita pro uchovávání informací o bodu v 3D prostoru. Obsahuje jednak barvu a 
pozici bodu, dále pak odkaz na všechny reference (list všech kamer, které zobrazují daný bod).
Třída Reference – Je využita pro zachycení view listu, popsaného ve struktuře programu. Ukládá si 
tedy pro každou referenci index kamery, klíčový bod a souřadnice x, y na které se bod nachází na 
fotografii.
Jako  poslední  je  zpracováván  výsledek  volání  PMVS a CMVS.  Získané  hodnoty se  ukládají  do 
souboru ve formátu  ply.  Jeho struktura je tvořena údaji  o obsahu dokumentu a dále jsou vždy na 
každém jednom řádku uvedeny všechny informace o nalezeném bodu ve tvaru:
x  y  z normálaX  normálaY  normálaZ  R  G  B
Výsledek je tedy zpracováván postupným načítáním jednotlivých řádků a pozice společně s barvou je 
vždy přidána do pole obsahujícího pozice a barvy získané Bundlerem.
Poté, co jsou všechny potřebné údaje zpracovány (body, barvy, kamery a reference), dochází 
k uložení dat. Jelikož se jedná pouze o statická data, která jsou jednou získána a již nikdy se nemění, 
ustoupila jsem od tvorby databáze. Ta by byla využita pouze pro načtení dat podle indexu prohlídky, 
které by uživatel  zadal společně se svým emailem, aby docházelo alespoň k částečné autentizaci. 
Jelikož jsem od začátku  nepočítala  s použitím hesla,  tak  bylo  možné  docílit  zobrazení  prohlídky 
jednodušším způsobem a proto jsem zvolila následující cestu. Pro načtení prohlídky, kterou si uživatel 
nechal  zpracovat  již  dříve  je  využit  servlet  LoadTour.  Tomu  přichází  na  vstup  email  a  jméno 
prohlídky.  Poté  prochází  složku  do  nějž  jsou  ukládány všechny prohlídky,  pokud  existuje  takto 
pojmenovaná prohlídka pro příslušného uživatele, zobrazí ji. V opačném případě zobrazí webovou 
stránku s informací o neexistenci hledaného záznamu.
Získaná a zpracovaná data jsou proto uložena pouze jako javascriptová pole a jsou ukládána 
přímo do javascriptových souborů. Tyto soubory jsou poté nalinkovány do hlavní webové stránky 
uživatelské  prohlídky.  Jediným rozdílem jsou  informace  pro  správné  načítání  náhledů.  Pro  ty  je 





Důležitou  součást  zpracování  tvoří  výpočet  centra  3D  modelu,  tedy  získání  bodu  v 3D 
prostoru,  který  je  středem objektu.  Tato  informace  je  důležitá  pro  správné  umístění  výsledného 
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objektu.  Díky tomuto  výpočtu  lze  posunout  objekt  do  počátku souřadného systému tak,  aby byl  
v bodě (0,0,0) umístěn tento střed. Tímto získávám správnou pozici pro pozdější rotaci 3D modelu. 
Protože při vynechání této části  zpracování,  případně použití  pouhého výpočtu středu vzdálenosti  
minimálních  a  maximálních  bodů  ve  všech  souřadných  osách,  docházelo  ke  zkresleným 
výsledkům(v některých případech bylo rotované těleso umístěno zcela mimo obrazovku). Zejména 
z důvodu  existence  některých  bodů,  jenž  jsou  vzdálenostně  mimo  nejhustší  část  objektu(část 
obsahující velké množství zobrazených bodů), bylo potřeba zvolit jiné řešení. Tím se stal výpočet 
střední hodnoty a rozptylu. Takto jsou body ležící mimo ignorovány.
Další  neméně  důležitou  částí  zpracování,  je  získávání  korespondencí  jednotlivých  kamer, 
kterých  je  využito  při  zobrazování  překryvů  fotografií. Původním  záměrem  bylo  získání 
fundamentální matice a její využití pro vykreslení přesného překryvu fotografií. S použitím matice 
získané Bundlerem se mi však dostávalo jen nesmyslných výsledků. 
Nakonec jsem tedy zvolila  alespoň možnost  popsanou dále,  aby nebyla  aplikace ochuzena 
o tuto akci a aby bylo možné vidět, že překrytí prvků je v O3D možné. Jelikož se vykresluje střed 
fotografie do počátku souřadného systému, má souřadnice (0, 0, 0).  To samé platí samozřejmě pro 
každou fotografii, pro niž Bundler vygeneroval list referencí (tedy seznam 2D bodů každé fotografie,  
odpovídající  nalezenému  bodu  ve  3D).  Proto  vytvářím  pro  každou  kameru  scény  HashMapu, 
obsahující informace o nalezených korespondencích se zbytkem kamer ve scéně. Vzhledem k tomu, 
že k jejich ukládání dochází při procházení seznamu všech bodů, je postup následující:
- načti řádek ze seznamu
- vezmi si index první kamery, pro kterou byl nalezen tento bod
- vezmi si postupně všechny další kamery, pro něž byl nalezen tento bod a pro každou
o zjisti zda-li má kamera již uložený střed pro kameru s tímto indexem
 není-li takováto kamera v HashMapě, potom ji ulož
 v opačném případě bez uložení pokračuj dál
- takto pokračuj pro všechny kamery navzájem
- načti další řádek, pro který bude postup opakován
Kdy střed obrázku získávám tak,  že vezmu bod v 2D prostoru pro druhý obrázek s nímž má být 
vytvořena reference. Jeho souřadnice x a y odpovídají  posunu bodu od středu umístěném v (0, 0) 
a tento posun se tedy rovná jeho posunu v osách x a y pro korespondující bod v příslušném obrázku.
Bylo nutné zvolit si nějakou variantu pro omezení množství fotografií, které bude možné při akci 
„onmousehover“  vykreslit.  Proto  jsem zvolila  dvě  omezení,  kdy zde  popíši  jen  část  týkající  se 
serverové části.
Při  prvotním  průchodu  a  zapisování  korespondencí  do  výsledného  pole  se  kontroluje 
vzdálenost  středu  překrývající  se  fotografie  od  středu  fotografie,  která  by  byla  zobrazena.  Tato 
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korespondence je však uložena pouze v případě, že je vzdálenost středů menší než 500 pixelů. Další 
omezení jsem potom implementovala přímo v javascriptu, to se řídí aktuální polohou kurzoru myši.
Tato část je implementována s ohledem na možnost dalšího vývoje, pokud by došlo k získávání 
správné fundamentální matice, nebude nutné měnit celý algoritmus.
Vytvoření prohlídky pomocí O3D
Jak bylo zmíněno již dříve, je celá tato část psaná v Javascriptu. Vše je vytvářeno pouze v jedné třídě, 
neboť spolu jednotlivé kousky kódu úzce souvisí, a také nebylo přímo nutné rozdělovat funkce do 
jednotlivých tříd. Rozdělením by vznikla jen spousta souborů s malým počtem řádků kódu, i když by 
možná  o něco  málo  zpřehlednil  tento  přístup  výsledek.  Nejdůležitějšími  částmi  je  zde  vytváření 
objektů a jejich ovládání.
Inicializace aplikace a zpracování
O3D api je implementováno v knihovnách o3djs a o3d-webgl. Tyto knihovny jsou nalinkovány do 
aplikace ve webové stránce zobrazující výslednou prohlídku. Inicializace je volána jako reakce na 
načtení webové stránky pomocí window.onload = init;.
Při vytváření O3D obsahu stránky nesmí být opomenuto přidání unload funkce, která slouží 
pro uvolnění zdrojů, která je zajištěna použitím příkazu window.onunload = unload;. Na úvod 
je také potřeba informovat utility knihovnu nové O3D knihovny, čehož jsem dosáhla přidáním 
o3djs.base.o3d = o3d;.
Pro možnost použití jednotlivých komponent o3d je nutné si je na začátku jmenovitě načíst, k této 
akci  slouží  příkaz  o3djs.require('jménoKnihovny').  Já  jsem  využila  pro  aplikaci 
komponenty  o3djs.webgl,  o3djs.math,  o3djs.material,  o3djs.rendergraph,  o3djs.primitives, 
o3djs.event, o3djs.picking, o3djs.arcball, o3djs.quaternions, o3djs.debug a o3djs.util.
Samozřejmě,  jak  již  bylo  zmíněno  dříve,  nedílnou  součástí  napojení  O3D  a  WebGL do 
webových stránek je přidání elementu canvas se zvoleným indexem.   S tím souvisí přidání shaderů 
použitých pro vykreslení prohlídky, kdy jsem využila vertex a pixel shadery. Jelikož vytvářím dvě 
okna, kdy každé vykresluje rozdílný obsah využila jsem trochu odlišnou definici jejich vytvoření. 
Takto jsem implementovala shadery pro okno s fotografií.
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Po načtení stránky je tedy volána funkce  init(), která slouží k inicializaci obou kreslících pláten 
o3d takzvaným klientským objektem.  Tyto  objekty vytvářím až zde,  abych mohla  přizpůsobovat 
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<!-- Start of effect -->
<textarea id="vshader">
  attribute vec4 position;
  attribute vec4 color;
  varying vec4 pcolor;
  uniform mat4 world;
  uniform mat4 view;
  uniform mat4 projection;
  /**
   * The vertex shader simply transforms 
   * the input vertices to screen space.
   */
  void main() {
 // Multiply the vertex positions 
// by the worldViewProjection matrix to
    // transform them to screen space.
   gl_Position = projection * view * world * 
position;
    // Make points larger, so they can been seen.
    gl_PointSize = 5.0;




   // Color to draw with.
varying vec4 pcolor;
  void main() {
    gl_FragColor = pcolor;
  }
</textarea>
velikost oken aktuální velikosti obrazovky. Rozdílem při jejich vytváření od dob použití pluginu O3D 
se stalo to, že se klient inicializuje voláním o3djs.webgl.createClient(elem).
Následně ve funkci setup() nastavuji postupné přetváření dat získaných serverovým zpracováním 
na grafický výstup.
Hlavními funkcemi jsou createPhotoWindow(id) a createPointCloudWindow(id).
Okno  zobrazující  aktuální  fotografii  vytvářím  jako  ortografickou  projekci  a  vyplňuji  jej  
jediným  primitivem,  kterým  je  plane.  Poté,  co  jsou  všechny  jeho  součásti  vytvořeny  volám 
changeImage(false), kde je primitivum otexturováno využitím 
 o3djs.io.loadTexture(g_packs[photoId], url, function(texture, exception).
Druhé okno obsahuje 3D scénu tvořenou jednotlivými barevnými body, které nalezl Bundler případně 
PMVS v kombinaci  s CMVS při  dalším zpracování,  a  pak kamery,  které  slouží  k zobrazení  míst 
odkud  byly  obrázky  získány.  Jejich  zpracování  je  rozděleno  do  dvou  samostatných  funkcí 
createShapes() a createCameraShapesLined(cameraPosition).
Funkce  createShapes  je  použita  pro vytvoření  POINTLISTu pro vykreslení  3D objektu do 
scény.  Znamená  to  načtení  pole  pozic  bodů a  následně  pole  barev  do  VertexBufferu.  Důležitým 
bodem, který nesmí být opomenut je uvedení přesného počtu primitiv, které budou vykresleny (jedná 
se o počet bodů). V příadě, že zde nebyl uveden správný počet bodů, vykreslila se jen určitá část,  
případně nic. Aby nebyl objekt příliš malý při zobrazení volám pro něj ještě změnu měřítka skrze  
g_cubeTransform.scale(2,2,2).
Posledním bodem je výpočet středu z hodnot, které předpočítal server a přesun objektu na tuto 
pozici  voláním  g_cubeTransform.translate(-middlePoint[0],-middlePoint[1],-
middlePoint[2]).
Kamery jsou vytvářeny v cyklu,  kdy je v každém průchodu přiřazena pozice pro první  bod 
z pole všech pozic určená ke zpracování. Po klasickém postupu vytvoření o3d objektu je vytvořena 
koule, která nese veškeré informace důležité k dalšímu zpracování. Kdy nejpodstatnějším je index 
kamery určen pro pozdější změnu záběru. Pro kameru je dále vykreslován směr pohledu, jeho vzhled 
tvarově  odpovídá  takzvanému  view  frustum.  Jedná  se  o použití  pěti  bodů,  které  se  za  pomoci 
vertexBufferu vykreslují jako LINELIST jednotné barvy. Kameře je potom stejně jako 3D objektu 
změněno měřítko zobrazení, aby si tyto části scény velikostně odpovídaly.
Ovládání
Ovládání aplikace je rozděleno na několik částí. Základ tvoří tlačítka přidaná na stránku aplikace, zde 
je využito HTML DOM událostí onclick. Tyto společně se zvolenými klávesami slouží manipulaci  
s 3D modelem scény.
Celé  otáčení  je  koncipováno  na  základě  použití  prvků  o3djs.arcball,  rotačních  matic 
o3djs.math.matrix4 a o3djs.quaternions.
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Události (eventy), které jsou přidávány do scény se musí zaregistrovat jako listenery. Příkladem 
by mohlo být napojení funkce rotace pro stisky kláves:
  o3djs.event.addEventListener(o3dElement, 'keypress', rotateScene);
V této funkci  jsou pak rozděleny akce podle  typu klávesy,  která  byla  stisknuta.  Je  možné  otáčet  
scénou a také posunovat bod pozorovatele po příslušných osách x,y nebo z v kladném či záporném 
směru. Bližší popis ovládání aplikace je uveden v příloze D.
Myši je však využito nejen k otáčení se scénou, je také využita pro okno zobrazující fotografie. Zde je 
implementován event onmousehover, kdy při nalezení vhodné korespondence, je zvýrazněna možnost 
přechodu na jinou fotografii s níž má fotografie právě zobrazená dostatečně velký překryv.
Jedná se tedy o to, že v javascriptu se nachází pole korespondencí, které bylo získáno na serveru. Při 
pohybu myší po fotografii je volána funkce, která získává souřadnice aktuální polohy ukazatele myši  
v canvasu. Při každém posunu myši tedy dochází k přepočítání vzdálenosti středů každé z fotografií 
vzhledem ke středu fotografie zobrazené. Pokud je menší než nastavený práh, kterým je v současnosti 
300px, vykreslí  se přes fotografii  objekt  „plane“,  jenž je transparentní a obsahuje funkci  onclick, 
která přepne aktuální obrázek a kameru, která jej zobrazuje.
Kdy příslušnému elementu je přiřazena událost a funkce, která se má na jejím základě provést.
Výběr kamery zachycující fotografii
Jak bylo popsáno v návrhu, existuje několik možností jak v aplikaci změnit kameru, která je právě 
aktivní. Blíže popíši pouze implementaci výběru kamery kliknutím na ni ve 3D scéně, neboť je spjata 
s implementací  pomocí  O3D.  Zbylé  možnosti  využívají  pouze  událostí,  poskytovaných  DOM 
modelem. 
Pro změnu kamery ve 3D scéně využívám takzvaný Pickmanager, který je vytvářen použitím 
o3djs.picking.createPickManager(g_clients[pointCloudId].root). Při  každém 
kliknutí do scény je pro něj volána funkce pick(event), v níž je převáděna aktuální pozice x, y na 
paprsek v prostoru použitím: 
var worldRay = o3djs.picking.clientPositionToWorldRay(
     e.x,
      e.y,
      g_viewInfos[pointCloudId].drawContext,
      g_clients[pointCloudId].width,
      g_clients[pointCloudId].height);.
Informace o objektu, na který bylo klinuto poté získávám za pomocí paprsku  var pickInfo = 
g_pickManagers[pointCloudId].pick(worldRay);. Samozřejmostí  je  to,  že  je  vracen 
objekt pokud je vybrán jakýkoliv objekt, nejen kamera(ať už na například vykreslený bod). Proto 




Sama aplikace Bundler skýtá jistá omezení týkající se maximální velikostí použitelných fotografií. 
Její detektor klíčových bodů SIFT není schopen momentálně zpracovat obrázky větší než 1800 pixelů 
na jedné straně. Jelikož nebylo úkolem práce optimalizovat průběh jejího zpracování, omezila jsem 
velikost fotografií učených pro vytvoření prohlídky, s ohledem na rychlost získání výsledků, pro svou 
aplikaci na 800x600 pixelů.
Jediným menším problémem se stalo zjištění, že fotografie které jsou získány ve velmi nízké 
kvalitě (například vyfocené mobilním telefonem) nejsou použitelné.
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9 Výsledky
Výsledkem mé  diplomové  práce  je  použitelná  aplikace,  která  umožňuje  uživateli  interakci  s 3D 
modelem scény, pro který zaslal soubor fotografií.
Aplikace poskytuje možnost vytvoření i zobrazení již dříve vyhotovené prohlídky. Ta se skládá 
ze dvou částí.  Jednou je 3D model scény v němž jsou zobrazeny také kamery představující místa 
odkud byly fotografie získány.  Druhá slouží k zobrazení fotografií, které byly použity k vytvoření 
scény, náhledu všech fotografií a také poskytuje možnost zobrazení přechodu mezi dvěma různými  
fotografiemi. Současně je zde umožněno otáčet či přibližovat model scény a přepínat aktivní kameru,  
ať  už  použitím  myši  přímo  ve  scéně  či  kliknutím  na  DOM  prvky  v aplikaci,  tak  i za  použití 
příslušných kláves.
Hlavními  aspekty  se  při  zpracování  stal  počet  obrázků  a dále  počet  bodů,  které  byly 
v obrázcích nalezeny. Vzhled výsledné aplikace je zobrazen na obrázku 20.
9.1 Výsledky testování na sadách obrázků
Aplikaci jsem vyvíjela a testovala na 32-bitovém systému Debian (705 MB RAM), pro který jsem si 
vytvořila virtuální mechaniku za použití aplikace VirtualBox. Pro tento systém jsem zvolila základní 
parametry, pod nimiž byly prováděny všechny uvedené testy. Tento systém běžel na stroji s 2GB 
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Obrázek 20: Výsledný vzhled aplikace
RAM a systémem Windows XP. Výsledná scéna byla testována v prohlížečích Google Chrome 
18.0.1025.162 a Firefox 8.0.1 na systémech Windows XP a Windows 7.
Dále následují výsledky po zpracování různých souborů zaslaných fotografií mou aplikací. 
Jedná se o několik různých vstupních sad, které byly zpracovány nejdříve pouze aplikací Bundler 
a pro porovnání je přidán také výsledný obraz po zapojení PMVS a CMVS do běhu aplikace. Všem 
fotografiím je na serveru změněna velikost na rozměry 800x600, jednak pro urychlení zpracování, ale 
také pro jednotnost výsledků, kdy jejich velikost nebude rozlišujícím faktorem.
Časový údaj v následujícím přehledu provedených testů, je doba značící délku zpracování, tedy 
čas nutný ke zpracování od kliknutí na tlačítko „Submit“ po doručení emailu o vytvoření prohlídky. 
Jedná se tedy o dobu počítající s uploadem fotografií, jejich zpracování Bundlerem, PMVS a CMVS 
a také celý běh serveru nutný pro upravení výsledků pro WebGL. Celkově zde uvádím, kromě výše  
uvedeného času, počet fotografií, které byly zaslány, jejich rozměry při zpracování, počet získaných 
bodů při použití Bundleru a počet bodů, které nalezlo PMVS v kombinaci s CMVS.
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Focení na kraví hoře
– počet fotografií: 16
– čas zpracování: 01:14:00
– počet bodů Bundler: 379
– počet bodů PMVS + CMVS: 10918
– rozměry: 800x600 pixelů
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Obrázek 21: Výsledek po zpracování Bundlerem
Obrázek 22: Výsledek po zpracování Bundlerem, PMVS a CMVS
Focení ulice Horní
– počet fotografií: 136
– čas zpracování: 02:00:00
– počet bodů Bundler: 8915
– počet bodů PMVS + CMVS: 50391
– rozměry: 800x600 pixelů
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Obrázek 23: Výsledek po zpracování Bundlerem
Obrázek 24: Výsledek po zpracování Bundlerem, PMVS a CMVS
Focení sídliště
– počet fotografií: 138
– čas zpracování: 03:59:00
– počet bodů Bundler: 680
– počet bodů PMVS + CMVS: 7527
– rozměry: 800x600 pixelů
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Obrázek 25: Výsledek po zpracování Bundlerem
Obrázek 26: Výsledek po zpracování Bundlerem, PMVS a CMVS
Focení pokoje
– počet fotografií: 56
– čas zpracování: 02:07:00
– počet bodů Bundler: 12412
– počet bodů PMVS + CMVS: 52021
– rozměry: 800x600 pixelů
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Obrázek 27: Výsledek po zpracování Bundlerem
Obrázek 28: Výsledek po zpracování Bundlerem, PMVS a CMVS
Shrnutí výsledků
Jako výsledky zahrnuji tabulku  2, která obsahuje všechny parametry shrující výsledky zpracování 
fotografií  aplikací.  Jedná  se  hlavně  o srovnání  času  potřebného  ke  zpracování  na  základě  počtu 
použitelných fotografií. Velikost všech fotografií je pro tyto testy stejná (800x600 pixelů). Tabulka je 
rozšířena o bližší popis dvou etap zpracování. První je čas, který je potřebný k nalezení významných 
bodů na fotografiích použitím aplikací Bundler, PMVS a CMVS. Druhý čas určuje délku následného 
zpracování takto získaných výsledků a zpřístupnění výsledného zobrazení uživateli.
Dále  zde  uvádím  tabulku  3,  která  demonstruje  rozdílnost  výsledků  pro  stejnou  sadu  fotografií 
o různých  rozměrech.  Fotografie  byly  zasílány  v různých  velikostech,  které  jsou  pro  každý  test 
přidány do tabulky.
9.2 Možnosti rozšíření
Existuje spousta možností jak by se výsledná aplikace dala vylepšit. Úplně prvotní změnou by bylo 
vylepšení vzhledu webových stránek, kdy by vzniklo několik šablon pro různě velké obrazovky. Dále  
by na řadu přišlo vylepšení zobrazení fotografií. Zprvu by byla vykreslena koule na kterou by byla  
nanesena textura,  získána správným spojením fotografií.  Byl  by v ní  jeden bod určený jako úhel 
pohledu pozorovatele, který bylo by možné otáčet kolem dokola. Rozšířením tohoto zobrazení by 
byla scéna vytvořená formou image renderingu, kdy by byl vytvořen ze získaných bodů polygonální 
model s nanesenou texturou. Vznikl by tak prostor, v němž by se uživatel mohl procházet krok po 
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Tabulka 2: Souhrn výsledků testování
Tabulka 3: Výsledky pro stejnou sadu různých rozměrů
16 320x240 00:00:43 00:00:56 305 1667
16 800x600 00:03:36 00:03:52 843 10326
16 640x480 00:03:06 00:04:59 424 9611
16 1024x768 00:06:41 00:30:20 528 18982
16 1200x900 00:09:43 00:31:31 751 25700





Doba zpracování        
Bundler, PMVS, CMVS
doba zpracování    
aplikací
počet bodů     
Bundler
počet bodů         
PMVS + CMVS
16 800x600 00:03:36 00:03:52 843 10326
56 800x600 00:43:27 01:54:53 13268 62516
9 800x600 00:01:24 00:05:18 519 6154
11 800x600 00:02:15 00:03:59 759 10497
138 800x600 00:36:16 00:27:24 3351 20712
10 800x600 00:01:17 00:00:02 280 0





Doba zpracování        
Bundler, PMVS, CMVS
doba zpracování    
aplikací
počet bodů     
Bundler
počet bodů         
PMVS + CMVS
kroku a nedocházelo by k rozmazávání fotografií při přesunu mezi předdefinovanými body, tak jak je 
to zřetelné například v Google Street View. 
Nachází se zde také několik bodů, které by se daly vylepšit, i když jsou v aplikaci přítomny. 
Jedná se například o zobrazení  kamer. Jsou vytvářeny s určitou velikostí,  kdy se nebere ohled na 
velikost vygenerované scény, proto potom dochází v některých prohlídkách k jejich zobrazení v příliš 
malém nebo právě naopak příliš velkém rozlišení. Také by bylo vhodné poupravit jejich vzhled, kdy 
by byl vytvořen objekt kamery tak, aby byla možnost interakce s celým objektem a také by tím byla 
odstraněna nedokonalost jejich současného vzhledu.
Podobná vlastnost by se hodila i k celému zobrazení 3D scény, kde v závislosti na získaných 
datech je různá velikost výsledného objektu. Proto by bylo vhodné mít možnost nastavovat v dané 
závislosti  vzdálenost  kamery a  sledovaného objektu tak,  aby nemusel  uživatel  používat  zoom na 
přiblížení případně oddálení prohlídky ihned po jejím načtení.
V neposlední řadě by byla vhodná optimalizace aplikace tak, aby zpracování probíhalo rychleji neboť 
současné  zpracování  fotografií  trvá  poměrně  dlouho.  Z  toho  plyne  volba  vhodnějšího  detektoru 
klíčových bodů než-li je Sift a vytvoření aplikace zpracovávanou více jádry.
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10 Závěr
Cílem diplomové práce bylo vytvoření aplikace, která by ukazovala možnost zobrazení 3D scény ve 
webovém prohlížeči. Součástí práce byla také nutnost prozkoumat současné možnosti, které tvorbu 
takovéto aplikace podporují.
Z nalezených možností  jsem si  zvolila  WebGL v kombinaci  s javascriptovým frameworkem 
O3D. Jako konkrétní téma jsem si vybrala vytvoření webové aplikace, která umožní lidem vytvářet si  
své 3D virtuální prohlídky, aniž by museli sami něco programovat nebo obstarávat.
Výsledkem mé práce je funkční aplikace, která umožňuje uživateli přístup na webové stránky,  
které  nabízejí  možnost  vytvoření  vlastní  prohlídky a  také  formulář  pro  přístup  k prohlídkám již 
vytvořeným. Po zaslání příslušných informací skrze tyto stránky, jsou poskytnutá data zpracována 
a uživatel  je  o dokončení  informován.  Kromě  již  zmíněného  O3D byl  použit  ještě  javascriptový 
framework Dojo, který poskytnul některé widgety pro lepší vzhled webových elementů. Jeho hlavním 
účelem  se  však  stalo  použití  widgetu  Thumbnailpicker,  který  jsem  si  upravila  tak,  aby  sloužil 
k přepínání příslušných prvků.
Hlavní částí aplikace, která využívá 3D prostoru je 3D model scény, který je zobrazen formou 
obarveného point  cloudu (mračna bodů)  a je  vytvořen na základě dat  získaných pomocí  aplikací  
Bundler, PMVS a CMVS ze zaslaných fotografií. Uživateli je umožněna interakce s  tímto modelem a 
to pomocí myši,  kláves nebo tlačítek umístěných přímo na stránce aplikace.  Akce,  kterých může  
uživatel  dosáhnout  je  natáčení  a zoom scény,  přepínání  kamer  a obrázků či  změna pozorovacího 
bodu. Dále obsahuje aplikace ještě druhou část, která slouží k zobrazení fotografií, které byly použity 
pro  vytvoření  point  cloudu.  V tomto  okně  je  možné  najetím  myši  zobrazit  překryv  s dalšími 
fotografiemi a kliknutím se lze přepnout z aktuální fotografie na další.
Cíl práce byl tedy splněn. Nabízí se zde celá řada možností jak tuto aplikaci dále vylepšovat 
případnou změnou vzhledu kamer, zrychlením zpracování nebo například využitím jiného detektoru.  
Výsledná  aplikace  je  funkční  a  použitelná  tak  jako  bylo  její  záměrem.  Splnila  jsem  všechny 
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1. /aplikace - zdrojové soubory
2. /plakat - plakát
3. /navody - manuály
4. /priklady - ukázkový příklad zpracovaných fotografií
5. /testy - balík fotografií, který je možný poslat ke zpracování


















<kamera X> - každá kamera je tvořena několika hodnotami, tyto hodnoty jsou odhadované vnitřní a  
vnější parametry kamer a mají následující formu:
<f> <k1> <k2> [ohnisková vzdálenost, následovaná dvěma radiálními koeficienty zakřivení]
<R> [3x3 matice reprezentující otáčení kamery]
<t> [3-vector popisující posun kamery]
<bod X> - každý bod v 3D prostou, který Bundler našel má svoji formu:
<position> [3-vector popisující 3D pozici bodu]
<color> [3-vector popisující RGB barvu bodu]
<view list> [list pohledů, z nichž je bod viditelný]
View list má též svoji stanovenou srukturu:
1. číslo na řádku odpovídá počtu kamer, ze kterých je bod viděn (které jej mají společný)
2. čtveřice čísel pro každou kameru:
<kamera> [index kamery]
<key> [index klíčového bodu, který byl nalezen pomocí sift]





– klávesy A, S, D, W (doleva, dolů, doprava, nahoru)
– kliknutí a tah myší
– využití příslušného webového tlačítka patřícího ke scéně
Zoom
– otáčení kolečkem myši
– kliknutí na příslušné webové tlačítko patřící scéně
Posun bodu pozorovatele
– osa x: 4, 6
– osa y: 8, 5
– osa z: + , - 
Změna zobrazeného obrázku
– nalezení překryvu najetím myši na aktuálně zobrazený obrázek
– kliknutím na náhled
– kliknutím na kameru ve 3D scéně
– kliknutí na příslušné webové tlačítko patřící scéně
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