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ABSTRACT
This contribution presents a methodology to efficiently obtain the numerical and computer solution of dynamic power sys-
tems with high penetration of wind turbines. Due to the excessive computational load required to solve the abc models that
represent the behavior of the wind turbines, a parallel processing scheme is proposed to enhance the solution of the overall
system. Case studies are presented which demonstrate the effectiveness and applications of the proposed methodology.
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1. INTRODUCTION
Power systems are under continuous evolution and demand for enhanced numerical techniques to effectively address the
analysis and development of control strategies of modern power networks with increasingly large number of embedded
generators. In recent years, the installation of wind turbines in power networks has increased considerably. Now the trend
has moved from installations with a few wind turbines to the planning of large wind farms with several hundred megawatt
of capacity.1 This increase in wind power penetration makes the power network more dependent on, and vulnerable to,
wind energy production. This situation leads to the necessity of developing mathematical models that represent adequately
the electric and dynamic behavior of modern wind turbines.2 In this way, simulation of the wind turbine interaction with
the grid may thus provide valuable information and may even lower the overall grid operation and connection costs.3
Phase-domain models of the wind turbine have been used to model its dynamic behavior,4 but these models represent an
excessive computational load. For this problem to be addressed, two alternatives have been lately used. The first is the use of
equivalent models that represent a group of turbines;5 this alternative has the disadvantage that is not possible to study the
particular behavior of each individual turbine. The second alternative is the use of models in the fictitious reference frame
dq0,6 which in principle assumes perfectly balanced operating conditions in the machine. However, the models based on
this assumption may not accurately describe the transient and steady-state unbalanced operation of the wind turbine. In this
research, a parallel processing scheme is proposed to reduce the simulation time taken in the simulation of wind parks with
a large number of wind turbines.
State-of-the-art power system digital simulators such as ElectroMagnetic Transients Program (EMTP),7 Alternative
Transients Program (ATP),8 and ElectroMagnetic Transients including Direct Current (EMTDC)9 are based on the concept
of discrete linearization and the use of Norton equivalents, whose overall formulation is in addition tied to the implicit
trapezoidal rule of integration for the numerical solution of the entire system. In this paper, a methodology is presented to
obtain the numerical solution of the ordinary differential equations (ODEs) that represent the dynamic behavior of wind
Copyright © 2012 John Wiley & Sons, Ltd.
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turbines using a specialized power systems software developed by the authors, namely ‘DGIS’, which stand for Distributed
Generation Interactive Simulator.10 DGIS solves the automatically generated set of ODEs directly in the time domain in
a unified state-space representation. This representation based on the state-space formulation has the advantage that the
trapezoidal rule of integration does not need to be applied to transform the equations that describe the behavior of the
components of a power system, and also it avoids the need to define an impedance value, or a discretized Norton equivalent
at the terminals of each network component.
The proposed methodology is illustrated using phase-domain models of the wind turbine to emphasize the benefits of
the methodology as the number of generators increases. The rest of this paper is organized as follows: Section 2 explains
the general structure and stages of the proposed methodology based on object-oriented programming (OOP) and parallel
programming (PP); Section 3 presents a description about the software used and how the software takes advantage of the
OOP to represent the power system elements as objects and then are connected using a numerical technique; Section 4
shows the abc model of a fixed-speed wind turbine used in this contribution; Section 5 presents a case study to show the
benefits of the proposed methodology to wind energy applications; finally, Section 6 draws the main conclusions of this
research work.
2. STRUCTURE OF THE METHODOLOGY
2.1. Overview
The simulation process of a power system using the proposed methodology is based on the following stages:
 Graphical representation of the power system to be simulated. The power system is built by connecting functional
blocks that represent each component of the system. These functional blocks may be assembled to build an electric
power system of any complexity.
 In these functional blocks, the information is stored about the equations and parameters that represent a particu-
lar component of a power system. These functional blocks are then classified and stored in linked lists, one different
linked list for each different component in the power system, e.g. they are classified into transformers, loads, machines,
transmission lines, etc.
 When all the equations and parameters that model the behavior of the system are known, a numerical solver is applied.
 Since the numerical solvers used in this paper require evaluations of the ODEs in the time domain, this evaluation
process is efficiently carried out using PP techniques.
 After a simulation has been carried out, the user can select the results to be plotted as graphs in new windows, which
can be saved as graphic elements or printed out; the numerical data can also be displayed in tables, which can be
saved into text or Excel® files.
The flowchart in Figure 1 shows the process of simulating a power system using the proposed methodology. On each
stage of the solution process, a different programming technique is applied (e.g. OOP, PP, etc), such that the solution
process is carried out in an orderly and efficient way, as explained next.
2.2. Object-oriented programming techniques
The OOP technique is used in this paper to represent the power system elements as objects.11 These objects contain the
parameters, definitions, algorithms, algebraic and differential equations that model the dynamic behavior of the represented
power system elements (e.g. electrical machines, transmission lines, loads, etc). The use of this computational technique
also allows the creation of functional blocks, which are associated with a graphical element (icon); thus, these functional
blocks can be used in a graphical user interface.
The power system can be built graphically by connecting these functional blocks; in computational terms, the elements
of the power system are represented as objects, which are then classified and stored in linked lists.11 Figure 2 shows the
graphic representation of the elements of an electrical power system following the OOP technique.
Basic to the computer modeling of power system transients is the numerical integration of the ODEs involved. Consider
the equation12
Px D f .t ; x/ (1)
with x.t0/ D x0; there is a differentiable function x D x.t/ and an interval [t0, b], such that x.t0/ D x0 and
Px.t/ D f .t ; x.t// (2)
Wind Energ. (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/we
R. Peña, A. Medina and O. Anaya-Lara Simulation of dynamic power systems: Application to wind parks
Figure 1. Simulation process of a power system using the proposed methodology.
Figure 2. Graphic representation of the objects in the object-oriented programming technique.
for all t 2 [t0; b]. This means that the process of numerical integration is based on evaluations of the ODEs. An initial
conditions vector x0 with the same size as the number of states that describe the dynamics of the power system under
analysis is required. The vector x0 is the solution to the non-linear system of equations defined by f .t0, x0/ D 0. Once the
linked lists have been formed and the initial conditions vector is known, the evaluation process is carried out by iterating
through the elements of the list (see Figure 2). These evaluations are then stored in a vector xeval.13
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2.3. Parallel programming techniques
Almost every modern operating system or programming environment provides support for concurrent programming. The
most popular mechanism for this is some provision for allowing multiple lightweight ‘threads’ within a single address
space that are used from within a single program. A thread is a straightforward concept: a single sequential flow of control.
Having ‘multiple threads’ in a program means that at any instant the program has multiple points of execution, one in each
of its threads.14
Although the application of PP using threads can be relatively simple, its application to solve a set of ODEs is not that
straightforward. Since the numerical solvers are, by nature, ideal to be programmed in a sequential way, this means that
one part of the algorithm is strongly connected to another part; in consequence, it is very difficult to split it up into several
points of execution.15
For the maximum benefit from the use of PP techniques to be achieved,16,17 in the proposed methodology, the evaluation
process of the ODEs is separated from the main numerical solver using threads, since this is an expensive task in terms of
computational effort.
Figure 3 illustrates the application of threads to solve a set of ODEs; this is carried out in the following way: the linked
lists (which contain the objects with their equations and definitions) are splitted up into several linked lists that are evaluated
in separate threads, i.e. one linked list for each available thread. This division depends on the number of different linked
lists available and the number of elements inside each linked list, e.g. if the system is only composed by wind turbines, then
there will be only one linked list with several wind turbines inside; this means that it is necessary to split it up into several
linked lists to be able to use threads.
When all the new linked lists have been formed, these are assigned to each available processor, then the evaluation pro-
cess is carried out in parallel on the basis of an initial conditions vector x0 (which is splitted up too), and the evaluations
recollected in this process are stored in the vector xeval; this vector is passed to the main numerical solver used to calculate
the new state of the variables; this new state forms the new initial conditions vector for the next step. The numerical solver
is applied in a sequential way (see Figure 3). This process is continued until the convergence condition is satisfied.
3. SOFTWARE DESCRIPTION
An interactive digital simulator named ‘DGIS’ developed by the authors has been used to conduct the studies. DGIS was
developed in Visual C#, known as C sharp; it is a programming language designed for building a wide range of applications
that run on the .NET Framework®. The main characteristics of C# are as follows: it is a simple general purpose program-
ming language, type safe and object oriented, and it has the clarity, elegance and computational characteristics of C-style
languages.
The software developed allows the modeling of generation and distribution system components and provides the neces-
sary analysis tools to perform standard engineering calculations such as load flow and transient stability analysis, all in a
user-friendly graphical interface.
Figure 3. Structure of the parallel evaluation scheme.
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The software has the same characteristics that are offered in similar simulation packages, i.e. it is based on a graphic
platform, and the options of the software are accessed via windows, menus, icons and bars. Additional useful options are
also included such as creation, saving and opening of existent projects, and printing and editing functions (e.g. redo, undo,
delete, copy, cut and paste).
Distributed Generation Interactive Simulator software includes mathematical models for three-phase and single-phase
elements. The included models are as follows:
 Loads:18 resistive, inductive and capacitive.
 Electrical sources:18 ideal and voltage sources modeled as a sinusoidal source behind an impedance.
 Electrical machines:19,20 synchronous and induction machines modeled in the abc and dq0 reference frames.
 Transformers:9 three-phase models that include non-linear characteristics of the core, such as saturation and
hysteresis.
 Transmission lines:18 pi-nominal and frequency-dependent models.
 Wind turbines:6,21–23 wind models, fixed-speed wind turbine with squirrel-cage induction generator, variable-speed
turbine with double fed induction generator and variable-speed wind turbine with fully rated converter.
 Photovoltaic panels:24 series–parallel arrays, including the semiconductor characteristics.
 Other models: ground, electrical nodes, meters and fault modules.
The icons for these models are shown in Figure 4. With these icons, an electric system can be built, and then a
computational technique can be applied to analyze and study the electromechanical behavior of the system.
The methodology described in this work has been included as a kernel of the software, and it incorporates all the
necessary functions and classes to be able to create, simulate and save the case studies.
3.1. Connection of functional blocks
The equations inside the functional blocks are modeled as voltage causal. This means that the input to any block is voltage
and the output is current. Currents are then added at connection nodes, giving voltage as the output. The required voltage
input to the connected blocks is given on the basis of the idea of the voltage equation of a fictitious small capacitor placed
at the connection nodes.
Consider the voltage equation of a capacitor placed between n functional blocks. The voltage v of this capacitor is given
by equation 3.19
v D  1
C
Z
.i1 C i2 C : : : C in/dt (3)
Figure 4. Main screen of the Distributed Generation Interactive Simulator software developed by the authors.
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where C is the capacitance of the capacitor and i1, i2 and in are the currents flowing into the connection node. If the
trapezoidal integration rule is used to relate voltage and current at the connection node, the following equations is obtained:
v.t/ D ˛
 
nX
iD1
in.t/ C
nX
iD1
in.t  t/
!
C v.t  t/ (4)
where t is the simulation time step and
˛ D  t
2C
(5)
4. FIXED-SPEED WIND TURBINE MODEL
The abc model of a fixed-speed wind turbine used in this contribution is composed by a two-mass model of the wind
turbine, equipped with an electromechanical model of a squirrel-cage induction generator.
4.1. Mechanical model
The torque equations describing the mechanical behavior of the wind turbine can be written based on a two-mass model as
follows:21
d!wr
dt
D Twr  Ks
Jwr
(6)
d!m
dt
D Ks  Te
Jm
(7)
d
dt
D .!wr  !m/ (8)
where Twr is the average aerodynamic torque (Nm), Te is the electromagnetic torque (Nm), Jwr and Jm are the inertia
constants of the wind turbine and the generator, respectively (kgm2/,  is the angular displacement between the two ends
of the shaft, !wr and !m are the frequency of the wind turbine and the generator rotor, respectively, and Ks is the shaft
stiffness (Nm rad1).
4.2. Induction generator model
The voltage equations in machine variables of a conventional squirrel-cage induction generator can be expressed as
follows:20
vabcs D rs iabcs C
dabcs
dt
(9)
vabcr D rr iabcr C
dabcr
dt
(10)
where v are the voltages, r are the resistances, i are the currents and  are the flux linkages. The s subscript denotes vari-
ables and parameters associated with the stator circuits, r subscript denotes variables and parameters associated with the
rotor circuits, and the abc subscript stands for variables and parameters in the phase-domain.
With the utilization of matrix notation, the machine currents can be written in terms of the winding inductances and flux
linkages as follows: 
abcs
abcr

D

Ls Lsr
.Lsr/
T Lr
 
iabcs
iabcr

(11)
where Ls, Lr, Lm and Ll are the stator, rotor, magnetizing and leakage inductances of the induction machine, respectively,
and they are defined as follows:
Ls D
2
64
Lls C Lms 12Lms 12Lms
12Lms Lls C Lms 12Lms
12Lms 12Lms Lls C Lms
3
75 (12)
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Lr D
2
664
Llr C Lmr 12Lmr 12Lmr
12Lmr Llr C Lmr 12Lmr
12Lmr 12Lmr Llr C Lmr
3
775 (13)
Lsr D Lsr
2
6664
cos r cos

r C 23

cos

r  23

cos

r  23

cos r cos

r C 23

cos

r C 23

cos

r  23

cos r
3
7775 (14)
For a p-pole induction generator, the electromagnetic torque Te developed by the machine can be evaluated as follows:
Te D p

2
3
p
3

Œa.ib  ic/ C b.ic  ia/ C c.ia  ib/ (15)
5. CASE STUDIES
5.1. Connection nodes
The value selection of the constants in equation 5 for the calculation of voltages at the connection nodes is an important
aspect to be considered. If the value of the capacitance C or the simulation time step t is not small enough, then significant
numerical noise may be introduced in the solution process.
Figure 5 shows the configuration of the wind farm used in this paper and its implementation in DGIS. It consists of
20 fixed-speed wind turbines of 180 kW (which corresponds to the wind turbines installed in the Alsvik wind farm in
the Island of Gotland).25 This type of machine was selected because of the availability of the required data to model the
fixed-speed wind turbine described in Section 4.25 The wind farm is connected to an infinite bus through a transformer; a
capacitor bank is included to compensate the reactive power requirements of the wind turbines.
For the effect of the capacitance selection and the simulation time step to be illustrated, a wind farm with 10 fixed-speed
wind turbines was simulated. Table I shows a comparison of percentages of the maximum absolute error in the voltage
calculation at the connection nodes, keeping ˛ at a constant value of 0:05 and using different values of C and t . For the
maximum absolute error in the voltage calculation at the connection nodes in comparison with the ideal case (i.e. without
the need of this numerical technique) to be obtained, a model that represents the system under study was implemented.
From Table I, note that if small simulation time steps of the order of 10 s are considered, then it is possible to define
a small value of C that will result in a minimized error in the calculation of the voltages at the connection nodes. For
example, if C D 100 F and ˛ D 0:05, the maximum absolute error introduced in the system is around 8:11  104
%, and the time taken to complete the simulation will be acceptable (just a few seconds). Also, using this value of C
(or smaller) prevents having to solve a stiff system.
Figure 5. Configuration of a wind farm with fixed-speed wind turbines connected to an infinite bus.
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Table I. Percentages of the error introduced
in the calculation of voltage at the
connection nodes.
C (F) t (s) Absolute error (%)
10  105 1  105 8:11  104
10  106 1  106 6:45  105
10  107 1  107 7:88  106
10  108 1  108 5:09  107
On the other hand, if we assume t D 10 ˜s, with C D 100 ˜F, the error introduced in the system will be approximately
5:09  107%, which improves the accuracy of the proposed technique, but at the expense of a longer simulation time, a
couple of minutes or even more, depending on the period of time being simulated.
It should also be noted that the use of this technique adds three additional algebraic equations for each existent node
in the system. However, with the utilization of this technique, the involved computational effort added for the wind farm
simulation increases in only 0.2%; with modern processors, this computational effort increment may not be relevant.
5.2. Parallel numerical methods
Many of the new modern processors have support for the execution of multiple processes in parallel; hence, it is important
when implementing new algorithms to take advantage of these facilities. In the proposed methodology, as the evaluation of
the ODEs is carried out on a separate thread, it is possible to implement any numerical integration algorithm without the
need to re-write all the necessary functions for the evaluation process, and the election of the numerical algorithm to solve
the ODEs can be switched from one method to another in an easy way. The modified Euler, fourth-order Runge–Kutta and
Runge–Kutta–Fehlberg methods were implemented to test the proposed methodology. The equations for these numerical
methods are given in Appendix A.
Since the implementation of the PP has been designed for personal computers, the wind farms were simulated using
an Intel® Core™ i7 CPU (2.67 GHz), 6.00 GB RAM PC. The initial conditions of the system were calculated using a
conventional load flow method. The simulation time was 10 s with a step size of 1 s for the three methods and a tolerance
error of 1E05 for the Runge–Kutta–Fehlberg method. For the case of the developed software, the proposed evaluation
scheme to be executed in parallel was tested using 10, 20, 40, 80, 160, 320 and 640 wind turbines, respectively. The wind
turbines configuration is illustrated in Figure 5.
The percentages of reduction (PR) in the computational time required for the overall simulation using two threads com-
pared with one thread for the three methods used is given in Table II. These percentages are calculated on the basis of the
equation 16:
PR D

TS  TP
TS

 100% (16)
where TS is the sequential time (i.e. using one thread) and TP is the parallel time, i.e. using several threads.
Note that the proposed parallel scheme achieves a better performance in larger systems with more components, e.g. the
maximum reduction in the computational time was achieved with the use of the modified Euler method for the simulation
of a wind park with 640 wind turbines; this reduction was 47.09%. On the other hand, the minimum percentage in the
computational time reduction (24.85%) was achieved with the same method for the simulation of a wind park containing
10 wind turbines.
The same simulations were carried out using more than two threads; the maximum number of threads used was eight.
Figure 6 shows the simulation time reduction achieved with the use from one thread and up to eight threads with the appli-
cation of the modified Euler method. From this figure, it can be seen that for the wind park with 640 wind turbines, it
took 539.64 s for the overall simulation using one thread, and using two threads, the computational time required for the
overall simulation was reduced to 285.49 s; in percentage, this reduction is around 47.09%. This reduction is more evident
Table II. Percentages of the reduction of the time required to complete the simulation using two threads.
Number of wind turbines 10 20 40 80 160 320 640
Modified Euler 24.85 % 37.51 % 39.21 % 43.25 % 45.63 % 46.35 % 47.09 %
Fourth-order Runge–Kutta 25.15 % 34.50 % 39.99 % 44.53 % 45.93 % 46.37 % 46.63 %
Runge–Kutta–Fehlberg 27.68 % 37.53 % 39.26 % 40.10 % 45.28 % 46.12 % 46.71 %
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Figure 6. Simulation time reduction using the modified Euler method.
if a comparison is performed for the overall simulation using eight threads. That is, using eight threads, it takes 99.24 s to
complete the simulation; this represents a reduction of 81.60% in the overall simulation time.
The PR of the time required to complete the simulation using eight threads for the three methods are shown in Table III.
For this case, the results achieved using the three methods were quite similar, e.g. for the wind park with 10 wind turbines,
the difference in percentage of the reduction in the simulation time with the three methods was around 2%; 3.5% for the
case of 20 wind turbines and less than 1 % for the case of 40 wind turbines; the same happens for the case of 80, 320 and
640 wind turbines.
Comparing the results obtained with the three numerical methods, it can be observed that the proposed parallel scheme
works well regardless of what numerical method is used; the results on the percentage of reduction of the simulation time
are in every case very similar.
Another way to measure the speed gained by the use of a parallel technique is by means of the Speedup, defined as
follows:14
Speedup D TB
TC
(17)
where TB is the execution time of the base method and TC is the execution time of the method being compared. Generally,
TB is measured using one thread, and TC is measured using any number of threads.
Figure 7 shows the speedup achieved by the modified Euler method for the wind park with 10 wind turbines, using from
two to eight threads, respectively. It can be observed that for these eight case studies, the speedup is bigger than one, which
means that the use of two or more threads significantly reduces the computational time required to complete a simulation.
It can also be noticed that for this case, since there are a few components in the system, the higher speedup achieved is
with the use of four threads; with the use of more than four threads, the speedup decreases; this means that the creation
and synchronizations of threads take a significant time, in comparison with the time spent in the evaluation process of the
ODEs.
Figure 8 shows the speedup achieved for the wind park with 20 wind turbines using from two to eight threads. For this
case, the modified Euler numerical method was used. It can be observed that the speedup of the proposed parallel scheme
has been increased, in comparison with the results obtained for the wind park with 10 turbines, e.g. using two threads, the
speedup for a wind park of 10 wind turbines was 1.33, and now for the wind park with 20 wind turbines, the speedup is
1.60; the same can be observed if a comparison is made for the results obtained with the use of more threads. Besides, it
is noticed that for this case, five threads are needed to obtain the highest possible speedup; this is a consequence of the
increase in the number of system elements.
The speedup achieved for the simulation of a wind site of six 640 wind turbines is shown in Figure 9. It can be observed
how the speedup is higher when the number of threads used in the simulation is increased, which means that the parallel
implementation is working appropriately.
Table III. Percentages of the reduction of the time required to complete the simulation using eight threads.
Number of wind turbines 10 20 40 80 160 320 640
Modified Euler 39.00% 54.99% 70.57% 72.75% 74.27% 79.85% 81.60%
Fourth-order Runge–Kutta 40.99% 57.14% 70.58% 75.71% 79.06% 80.22% 80.89%
Runge–Kutta–Fehlberg 39.24% 58.28% 70.30% 75.12% 78.25% 80.06% 81.42%
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Figure 7. Speedup of the modified Euler method for the wind park with 10 wind turbines.
Figure 8. Speedup of the Modified Euler method for the wind park with 20 wind turbines.
Figure 9. Speedup of the modified Euler method for the wind park with 640 wind turbines.
A comparison between the speedup obtained for the wind site of 640 wind turbines using two and eight threads, for the
three different numerical methods used is shown in Figure 10. It can be seen from this bar graph that the results obtained
with the three methods are identical. It is possible to conclude that with the use of the proposed scheme, the time needed
to complete a simulation is substantially reduced and new numerical algorithms can be added without the necessity of
re-writing the numerical algorithm or modifying the parallel implementation.
Wind Energ. (2012) © 2012 John Wiley & Sons, Ltd.
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Figure 10. Speedup of the methods using two and eight threads.
6. CONCLUSIONS
A methodology for the efficient numerical and computer representation of dynamic power systems with special reference
to wind parks dynamics has been proposed. For the computational time required to complete a simulation to be reduced,
object-oriented and PP techniques have been applied. The results obtained show the effectiveness of the proposed method
for the analysis and study of wind parks with a large number of units, without the need for equivalent models to represent
a group of turbines.
It was found that when the system under analysis has more components, a better speedup is achieved, e.g. up to 81.60 %
of reduction in the time required to complete a simulation for a wind park with 640 wind turbines, using eight threads and
the modified Euler method. One of the reasons for this behavior is that in simulations with a small number of elements, the
computational time required by the creation and synchronization of threads becomes an expensive aspect of the numerical
algorithm. It has also been shown that numerical methods used for the solution of the ODE’s can be easily adapted to the
parallel scheme proposed without the need of any algorithm modification.
In addition, the DGIS software used in this research and some of its main characteristic have been presented. Also, a
numerical technique has been applied within the software so that different components of the power system can be con-
nected as functional blocks; thus, facilitating the representation of a power system of any complexity. Hence, this software
and the parallel implementation proposed in this paper will assist in simulating the dynamic behavior of more complex
wind parks.
APPENDIX A: NUMERICAL ALGORITHMS
Consider the problem
Px D f .t ; x/ (18)
with initial condition x.0/ D x0. Suppose that xn is the value of the variable at time tn. The numerical differential solvers
used in this contribution take xn and tn and calculate an approximation for xnC1 at a short time later, tnCh, where t is
the simulation time step.
The numerical methods used are given by the following equations:
 Modified Euler13
xnC1 D xn C t
2
h
f .tn; xn/ C f .tnC1; x0nC1/
i
(19)
where
x
0
nC1 D xn C t  f .tn; xn/ (20)
 Fourth-order Runge–Kutta13
xnC1 D xn C t
6
.k1 C 2k2 C 2k3 C k4/ (21)
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where
k1 D f .tn; xn/ (22)
k2 D f

tn C t
2
; xn C t
2
k1

(23)
k3 D f

tn C t
2
; xn C t
2
k2

(24)
k4 D f .tn C t; xn C t  k3/ (25)
 Runge–Kutta–Fehlberg26
In this method, the approximation to the ODE’s solution is made using a fourth-order Runge–Kutta method:
xnC1 D xn C a1k1 C a2k3 C a3k4  a4k5 (26)
And a better value for the solution is determined using a fifth-order Runge–Kutta method:
ynC1 D xn C a5k1 C a6k3 C a7k4  a8k5 C a9k6 (27)
The optimal step size can be determined by multiplying the scalar s times the current step size t . The scalar s is
defined by equation 27.
s D

e  t
2jynC1  xnC1j
1=4
(28)
where e is the specified error control tolerance and
k1 D t  f .tn; xn/ (29)
k2 D t  f .tn C b1t; xn C b1k1/ (30)
k3 D t  f .tn C b2t; xn C b3k1 C b4k2/ (31)
k4 D t  f .tn C b5t; xn C b6k1  b7k2 C b8k3/ (32)
k5 D t  f .tn C t; xn C b9k1  b10k2 C b11k3  b12k4/ (33)
k6 D t  f .tn C b13t; xn  b14k1 C b15k2  b16k3 C b17k4  b18k5/ (34)
and the Runge–Kutta–Fehberg constants are as follows:
a1 = 25/216; a2 = 1408/2564; a3 = 2197/4104; a4 = 1/4; a5 = 16/135; a6 = 6656/12,825; a7 = 28,561/56,430;
a8 = 9/50; a9 = 2/55; b1 = 1/4; b2 = 3/8; b3 = 3/32; b4 = 9/32; b5 = 12/13; b6 = 1932/2197; b7 = 7200/2197; b8 =
7296/2197; b9 = 439/216; b10 = 8; b11 = 3680/513; b12 = 845/4104; b13 = 1/2; b14 = 8/27; b15 = 2; b16 = 3544/2565;
b17 = 1859/4104; b18 = 11/40
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