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Abstract
We give a simple probabilistic derivation of a special case of a
noncommutative version of Varadhan’s theorem, first proved by Petz,
Raggio and Verbeure. It is based on a Feynman-Kac representation
combined with a standard large deviation argument. In the final sec-
tion, this theorem is then extended to a more difficult situation with
Bose-symmetry.
1 Introduction
Inspired by the work of Ceg la, Lewis and Raggio [1] in which they use a
combination of large deviation theory and group representation theory to
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derive a variational formula for the free energy of mean-field quantum spin
systems, Petz, Raggio and Verbeure [2] derived a noncommutative version
of Varadhan’s theorem [3, 4] using C∗-algebraic methods. Their theorem
was subsequently generalised to include inhomogeneous mean-field models
by Raggio and Werner [5]. Here I present a probabilistic proof of a special
case of the theorem of Petz, Raggio and Verbeure using a Feynman-Kac
representation together with the standard Varadhan’s theorem. This work
is based on earlier work by the author on limit theorems and Feynman-Kac
representations for bosons [6, 7]. Even though this proof applies only to a
special case, it may nevertheless be of interest, especially as it may be easier
to generalise to other situations. Indeed, one particular generalisation is
considered here in Section 4. This concerns the case of two sets of creation
and annihilation operators considered in [6], where there is Bose-symmetry
and the unperturbed state is not a product state.
The setting for the theorem of Petz, Raggio and Verbeure is as follows.
Let M be the algebra of all complex m × m matrices and let ρ be a state
on M with density matrix Dρ, i.e. ρ(A) = Trace(DρA) and in particular,
TraceDρ = 1. (They consider a more general setting, where M is a more
general unital C∗-algebra, but this simplest case is most relevant for quantum
spin models.) Let A = ⊗k∈NM be the infinite tensor product, and denote
ωρ the infinite tensor product state ⊗ρ on A. Let x ∈ M be a fixed self-
adjoint element, and suppose that f is a continuous, real-valued function on
[−||x||, ||x||]. Denote by x(n) the element of A given by
x(n) =
1
n
(x1 + . . . + xn),
where xk is a copy of x in the k-th factor of A. Let (ωρ)nf(x(n)) denote the
(unnormalised) perturbed state on A with relative Hamiltonian nf(x(n)).
This state can be defined using the GNS representation of A associated with
the product state ωρ: see [8].
In this setting we have:
Theorem 1.1 The following holds:
lim
n→∞
1
n
ln(ωρ)
nf(x(n))(1) = − inf
u∈[−||x||,||x||]
{f(u) + I(u)}, (1.1)
where I(u) is the Legendre transform of the function
C(u) = ln Trace exp(lnDρ + ux). (1.2)
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The special case we will be considering is the following. Let e1, . . . , em be
an orthonormal basis of Cm for which x is diagonal, and let λ1 ≤ . . . ≤ λm be
the corresponding eigenvalues. With respect to this basis, let (hi,j)i,j=1,...,m
be the matrix of h, where Dρ = e
−h. We now assume that all off-diagonal
matrix elements of h are negative or zero.
To prove this theorem using large deviation theory, we first derive a
Feynman-Kac representation for the left-hand side expression.
We can define a Markov process with transition probabilities
P(ξ(t + δt) = k′|ξ(t) = k) =
{ −hk′,kδt if k′ 6= k,
1 +
∑
k′′ 6=k hk′′,kδt if k′ = k.
(1.3)
Equivalently,
pt′−t(k, k′) = P (ξ(t′) = k′ | ξ(t) = k) =
(
e−(t
′−t)h˜)
k′,k
, (1.4)
where h˜ is defined by h˜k′,k = hk′,k for k
′ 6= k and h˜k,k = −∑k′′ 6=k hk′′,k. Using
the Trotter product formula we then find
< k′ | exp[−h + f(x)] | k >=
E
{
exp
[∫ 1
0
(f(λ(ξ(t))) + hD(ξ(t))) dt
]
1{ξ(1)=k′} | ξ(0) = k
}
.
(1.5)
Here λ(u) is a continuous function such that λ(k) = λk for k = 1, . . . ,m and
similarly, hD(u) is a continuous function such that hD(k) = h˜k,k − hk,k.
More generally, we have for a continuous function F of n variables,
< k′1, . . . , k
′
n | exp[−h(n) + F (x1, . . . , xn)] | k1, . . . , kn >=
E
{
exp
[∫ 1
0
(
F (λ(ξ1(t)), . . . , λ(ξn(t))) +
n∑
i=1
hD(ξi(t))
)
dt
]
×
n∏
i=1
1{ξi(1)=k′i}
∣∣∣∣ ξi(0) = ki ∀i
}
.
(1.6)
In particular we can apply this formula to the function F (u1, . . . , un) =
nf
(
1
n
∑n
i=1 ui
)
.
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We now give a short outline of the proof of the PRV theorem in our
special case. As we have a product measure on the product of path spaces,
it satisfies the large deviation property with rate function I[η] given by the
Legendre transform of the cumulant generating function C[φ] given by
C[φ] = ln
m∑
k=1
E
{
exp
[∫ 1
0
(λ(ξ(t))φ(t) + hD(ξ(t)))dt
]
1ξ(1)=k
∣∣∣∣ ξ(0) = k} .
(1.7)
We conclude that the following variational formula holds for the left hand
side in the PRV theorem:
lim
n→∞
1
n
ln(ωρ)
nf(x(n))(1) = − inf
η∈L2[0,1]
{∫ 1
0
f(η(t)) dt + I[η]
}
. (1.8)
(Here η stands for λ◦ξ.) We shall prove that the supremum is in fact attained
for a constant function
eta(t) = u. Moreover, we show that in that case I is the Legendre transform
of a function of a single real variable, namely C[φ] where φ is a constant
function. This can be evaluated using (1.5) and yields simply
C(a) = ln Trace e−h+ax = ln ρ−ax(1). (1.9)
The above is an outline of the main ideas of the proof. In the following
section the Feynman-Kac formula and the large deviation property are proved
and in section 3 the above statements about the maximiser will be proved.
2 The Feynman-Kac formula and the large
deviation property
The Markov process with transition probabilities given by (1.4) is well-
defined, and there exist measures Pk on the Skorohod space D[0, 1] with
finite-dimensional marginals given by
Pk (ξ(t1) ∈ B1, . . . , ξ(tp) ∈ Bp) =∑
k1∈{1,...,m}∩B1 . . .
∑
kp∈{1,...,m}∩Bp
∏p
i=1 p (ξ(ti) = ki | ξ(ti−1) = ki−1)
(2.1)
for t1 < . . . < tp, writing t0 = 0 and k0 = k. (For a proof see [9] or [6].) The
Feynman-Kac formula (1.5) then follows from the Trotter product formula
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(with ti = i/M):
< k′ | e−h+f(x) | k >=
= lim
M→∞
m∑
k1,...,kM=1
M∏
i=1
< ki | exp[−h˜/M ] | ki−1 > e(hD(ki)+f(λki ))/M
= lim
M→∞
m∑
k1,...,kM=1
M∏
i=1
p (ξ(ti) = ki | ξ(ti−1) = ki−1)e(hD(ki)+f(λki ))/M
= lim
M→∞
Ek
{
exp
[
1
M
M∑
i=1
hD(ξ(ti)) + f(λ(ξ(ti)))
]
1{ξ: ξ(1)=k′}
}
.
(2.2)
The limit yields (1.5) by the continuity of
∫ 1
0 f(ξ(t))dt as a function of ξ ∈
D[0, 1]. In [6] it was shown that the inclusion D[0, 1] → L2[0, 1] is continuous,
so we also have a measure on L2[0, 1]. This derivation easily generalises to
(1.6). We now a have a strong large deviation result by the Donsker-Varadhan
theorem [10] (see also [11], Theorem (3.34)).
Theorem 2.1 Consider the random variable X with values in L2[0, 1] given
by the measures ν defined by∫
F [η] ν[dη] =
m∑
k=1
Ek
(
F (λ ◦ ξ) exp
[∫ 1
0
hD(ξ(t)) dt
]
1{ξ: ξ(1)=k}
)
, (2.3)
for any bounded continuous function F on L2[0, 1]. Define Xn =
1
n
∑n
i=1Xi,
where Xi is a copy of X. Then the sequence (Xn)
∞
n=1 satisfies the large
deviation principle with rate function given by
I[η] = sup
φ∈L2[0,1]
{< η , φ > −C[φ]} , (2.4)
where
C[φ] = ln
m∑
k=1
Ek
{
exp
[∫ 1
0
(λ(ξ(t))φ(t) + hD(ξ(t))) dt
]
1{ξ: ξ(1)=k}
}
. (2.5)
3 The variational formula
The perturbed state ωnf(x
(n))
ρ is defined by
ωnf(x
(n))
ρ (A) =< Ω
nf(x(n))
ρ |AΩnf(x
(n))
ρ >, (3.1)
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where Ωnf(x
(n))
ρ is a vector in the Hilbert space of the GNS representation of
the product state ωρ(A) =< Ω |AΩ > given by
Ωnf(x
(n))
ρ = e
−(h(n)+nf(x(n)))/2eh
(n)/2Ω. (3.2)
Using the fact that ωρ(A) = TraceAe
−h(n) , we get
ωnf(x
(n))
ρ (A) = 〈e−(h
(n)+nf(x(n)))/2eh
(n)/2Ω |Ae−(h(n)+nf(x(n)))/2eh(n)/2Ω〉
= ωρ
(
eh
(n)/2e−(h
(n)+nf(x(n)))/2Ae−(h
(n)+nf(x(n)))/2eh
(n)/2
)
= TraceAe−(h
(n)+nf(x(n))). (3.3)
Inserting the representation (1.6) we get
ωnf(x
(n))
ρ (1) = νn
{
exp
[
−n
∫ 1
0
f(η(t))dt
]}
, (3.4)
where νn is the distribution of Xn. Applying Varadhan’s theorem then yields
lim
n→∞
1
n
lnωnf(x
(n))
ρ (1) = sup
η∈L2[0,1]
{
−
∫ 1
0
f(η(t)))dt− I[η]
}
. (3.5)
We now want to show that the supremum is attained at a constant func-
tion. However, first of all we prove that if η is constant then the maximiser
φ in (2.4) is also constant:
Theorem 3.1 If η is a constant function then the supremum in
I[η] = sup
φ∈L2
{< η, φ > −C[φ]}
is attained at a constant function φ.
Proof. We first remark that C is continuous as a function of φ ∈ L2[0, 1]:
Lemma 3.1 The generating functional C[φ] defined by (2.5) is convex and
continuous as a function of φ ∈ L2[0, 1].
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Proof. The continuity follows immediately from the inequality
|C[φ′]− C[φ]| =
∣∣∣∣ln ∫ e〈φ′,η〉ν[dη]− ln ∫ e〈φ,η〉ν[dη]∣∣∣∣ ≤ ||x|| ||φ′ − φ||1
which follows from the fact that |λ(ξ(t))| ≤ ||x|| with probability 1 (See e.g.
[12]). The convexity follows from Ho¨lder’s inequality. QED
Let us introduce the Haar basis {hp| p = 0, 1, . . .} for L2[0, 1] consisting
of the functions hp defined by h0(t) = 1 and if 2
m ≤ p ≤ 2m+1 − 1,
hp(t) =

2m/2, if p2−m − 1 ≤ t < (p + 1
2
)2−m − 1;
−2m/2, if (p + 1
2
)2−m − 1 ≤ t ≤ (p + 1)2−m − 1;
0, otherwise.
(3.6)
It follows from the lemma that for every  > 0, there exists a φ in the
space Hm spanned by h0, h1, . . . , h2m−1 such that I[ξ] < 〈φ, ξ〉 − C[φ] + .
Let ξ(t) = u be constant and put ap = 〈φ, hp〉 (p = 0, 1, . . . , 2m − 1). The
Euler-Lagrange equations for the variational problem (2.4) are then
u =
ν
[
〈h0, η〉e〈φ,η〉
]
ν [e〈φ,η〉]
and 0 =
ν
[
〈hp, η〉e〈φ,η〉
]
ν [e〈φ,η〉]
. (3.7)
But the equations for p > 0 have the trivial solution ap = 0 by the symmetry
of the measure ν[ • e〈φ,η〉]/ν[e〈φ,η〉] if φ = a0 is constant, and the first equation
has a solution a0 ∈ R provided λ− < u < λ+ where λ+ and λ− are the
upper and lower bounds of the spectrum of x. If u > λ+ or u < λ− then the
maximum is zero as follows upon taking a0 to ±∞. (See the lemma below.)
Finally, if u = λ− or u = λ+ then for any fixed a0 the maximum is still
obtained for a1 = . . . = a2m−1 = 0 by convexity of C. This completes the
proof of Theorem 3.1. QED
Theorem 3.2 The supremum in (3.5) is attained at a constant function
η(t) = u.
Proof. We first prove the following lemma.
Lemma 3.2 If ess supt∈[0,1] η(t) > λ+ = supλ∈σ(x) λ or ess inft∈[0,1] η(t) <
λ− = infλ∈σ(x) λ then I(η) = +∞.
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Proof. Suppose ess sup(η) > λ+. Then there exists  > 0 and a measurable
subset A ⊂ [0, 1] with Lebesgue measure |A| > 0 such that η ≥ λ+ +  for all
t ∈ A. Then put φ = c 1A so that 〈φ, η〉 ≥ (λ+ + )c|A| and
C[φ] = ln
∫
e〈φ,η〉ν[dη]
= ln
m∑
k=1
Ek
[
e〈φ,λ◦ξ〉e
∫ 1
0
hD(ξ(t))dt1{ξ(1)=k}
]
≤ λ+c|A|. (3.8)
Hence 〈φ, η〉 − C[φ] ≥ c|A| → +∞ as c→ +∞. The case ess inf(η) < λ− is
similar. QED
We now continue with the proof of the theorem. Let η ∈ L2[0, 1]. We
want to prove that
I[η] ≥
∫ 1
0
I(η(t)) dt, (3.9)
where I(u) denotes I[ξ] for the constant function ξ(t) = u. The theorem
then follows immediately since this would imply that∫ 1
0
f(η(t))dt + I[η] ≥
∫ 1
0
(f(η(t)) + I(η(t))) dt
≥ inf
u∈R
{f(u) + I(u)}. (3.10)
By the lemma, we may clearly assume that η(t) ∈ [λ−, λ+] for a.e. t. By
Theorem 3.1, I(u) is given by
I(u) = sup
a∈R
{au− C(a)}, (3.11)
where C(a) is given by
C(a) = ln
∫
ea
∫ 1
0
η(t)dtν[dη] = ln Trace e−h+ax. (3.12)
This is formula (1.9). The function C(a) is clearly convex and infinitely
differentiable. Its derivative increases from λ− to λ+ as a runs from −∞
to +∞. Therefore, if η(t) ∈ (λ−, λ+) there is a φ(t) such that I(η(t)) =
φ(t) η(t) − C(φ(t)) On the other hand, if η(t) = λ± then the supremum is
attained as φ(t) → ±∞. In that case we truncate φ(t) to ±n. An impor-
tant technical point here is that since C ′(a) is increasing, it maps intervals
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to intervals, which implies that the function φ(t) (and also the truncated
function φn(t)) is measurable as it is determined by C
′(φ(t)) = η(t). We
conclude that there exists, for any given  > 0, a function φn ∈ L∞[0, 1]
such that I(η(t)) < φn(t) η(t) − C(φn(t)) +  for a.e. t. Clearly, I[η] ≥
〈φn, η〉 − C[φn] so it remains to show that C[φn] ≤ ∫ 10 C(φn(t)) dt. By con-
tinuity, we may assume that φn ∈ Hm for some m ∈ N. Then φn can be
written in the form φn =
∑2m
k=1 ak 1[(k−1)2−m,k2−m] and we need to prove that
C[φn] ≤ 2−m∑2mk=1C(ak). This is a consequence of the Ho¨lder inequality for
trace norms: see [13]. Indeed, we can write C[φn] as follows:
C
[
2m∑
k=1
ak1[(k−1)2−m,k2−m]
]
= ln Trace
2m∏
k=1
e−2
−m(h−akx). (3.13)
Writing
Ak = e
−2−m(h−akx) (3.14)
we therefore need to prove that
Trace
(
2m∏
k=1
Ak
)
≤
2m∏
k=1
||Ak||2m . (3.15)
This follows by repeated application of the Ho¨lder inequality [13], Prop. 5
of Appendix IX.4. In fact, a more elementary proof is obtained by repeated
application of the Cauchy-Schwarz inequality as in the proof of the Golden-
Thompson inequality [14], [15].
We repeat the Golden-Thompson proof here for convenience:
Lemma 3.3 For positive definite matrices A and B, the following holds:
Trace(AB)2
m ≤ Trace(A2B2)2m−1 (3.16)
for all integers m ≥ 1.
Proof. For m = 1 the result follows directly from the Cauchy-Schwarz in-
equality:
Trace(AB)2 ≤ Trace(AB)∗(AB) = TraceA2B2. (3.17)
Now suppose the inequality is proved for all positive definite matrices A and
B and all integers ≤ m−1. We introduce the matrices Xn and Yn as follows:
Xn = (AB)
2n(BA)2
n
and Yn = (BA)
2n(AB)2
n
. (3.18)
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Clearly, Xn and Yn are also positive definite. Moreover, the following identi-
ties hold:
Trace(Xn)
p = Trace(Yn)
p = Trace(Xn−1Yn−1)p (3.19)
for all integers p ≥ 1. Now, Trace(AB)2m ≤ TraceXm−1 by the Cauchy-
Schwarz inequality as in (3.17). We now prove that
Trace(Xm−k)2
k−1 ≤ Trace(Xm−k−1)2k (3.20)
for k = 1, . . . ,m− 1. By the above identities,
Trace(Xm−k)2
k−1
= Trace(Xm−k−1Ym−k−1)2
k−1
(3.21)
and applying the induction hypothesis repeatedly with A replaced by Xm−k−1
and B by Ym−k−1 and m by k − 1, k − 2, . . . , 1, we have
Trace(Xm−k−1Ym−k−1)2
k−1 ≤ Trace
(
X2
k−1
m−k−1Y
2k−1
m−k−1
)
. (3.22)
Another application of the Cauchy-Schwarz inequality shows that this is
bounded by(
TraceX2
k
m−k−1
)1/2 (
TraceY 2
k
m−k−1
)1/2
= TraceX2
k
m−k−1. (3.23)
The proof of the lemma is now complete since we can iterate (3.20), and
TraceX2
m−1
0 = Trace(A
2B2)2
m−1
. QED
We then have:
Lemma 3.4 For all matrices A and B and all k ≥ 1,
||AB||2k ≤ ||A||2k+1||B||2k+1 . (3.24)
Proof. We have, using the iterated version of the above lemma,
Trace((AB)∗(AB))2
k−1
= Trace(B∗A∗AB)2
k−1
= Trace(BB∗A∗A)2
k−1
≤ Trace
(
(BB∗)2
k−1
(A∗A)2
k−1)
≤
[
Trace(BB∗)2
k
Trace(A∗A)2
k
]1/2
(3.25)
The lemma follows by taking the 2k-th root. QED
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Iterating this lemma we obtain
Trace(A1 . . . A2m) ≤ ||A1 . . . A2m−1 ||2||A2m−1+1 . . . A2m||2
≤
2m−1∏
k=1
||Ak||2m
 2m∏
k=2m−1+1
||Ak||2m
 , (3.26)
which proves (3.19). QED
Corollary Theorem 1.1 holds in the special case that Dρ = e
−h where h
has a matrix (hi,j)
m
i,j=1 with respect to an orthonormal basis {e1, . . . , em} of
eigenvectors of x, satisfying hi,j ≤ 0 for i 6= j.
4 Bose-Einstein Statistics
As an example of a more complicated case, we now prove a large deviation
result for the measure considered in [6]. A physically more interesting case
will be analysed in [17].
Let a∗± and a± be creation and annihilation operators satisfying the com-
mutation relations [a±, a∗±] = 1 and [a±, a
∗
∓] = 0. Define
c± =
1√
2
(a+ + a−) and ∆ = a∗+a+ − a∗−a−. (4.1)
It was shown in [6] that the following Feynman-Kac formula holds:
Tracen e
−βc∗−c−+f(∆/n)
Tracen e
−βc∗−c− = K
(n)
β
[
exp
(∫ 1
0
f(ξ(t))dt
)]
, (4.2)
where K(n)β is the measure on L
2[0, 1] given by
K(n)β [F ] =
1
Zn(β)
n∑
k=0
∑
x′
1
,...,x′n=±1
#{i: x′
i
=1}=k
E(n)(x1,...,xn)
[
F
(
1
n
n∑
i=1
ξi
)
n∏
i=1
1{ξ: ξi(1)=x′i}
]
(4.3)
for any continuous function F : L2[0, 1] → R, where E(n)(x1,...,xn) is the expecta-
tion w.r.t. the n-fold product measure over paths ξi : [0, 1] → R with values
±1 and with hopping probabilities given by
Pβ[ξ(t + δt) = x
′ | ξ(t) = x] =
{
1− β
2
δt, if x′ = x;
β
2
δt, if x′ 6= x. (4.4)
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In (4.3), xi = +1 for i ≤ k and xi = −1 for k < i ≤ n. We now want to
show that the measure (4.3) satisfies a large deviation principle. A trivial
modification of Theorem 3.2 yields a formula for the generating function:
K(n)β
[
exp
(
n
∫ 1
0
u(t)ξ(t)dt
)]
=
1
Zn(β)
(λ+[u])
n+1 − (λ−[u])n+1
λ+[u]− λ−[u] , (4.5)
where λ±[u] are the maximal and minimal eigenvalues of the 2 × 2-matrix
A[u] given by
〈x′ |A[u] |x〉 = Ex
[
exp
(∫ 1
0
u(t)ξ(t)dt
)
1{ξ: ξ(1)=x′}
]
. (4.6)
Taking limits we obtain
C[u] = lnλ+[u]. (4.7)
Theorem 4.1 The measures K(n)β on L
2[0, 1] satisfy a large deviation prin-
ciple with rate function given by the Legendre transform of the function C[u]
given by (4.7).
Proof. We follow the procedure as in [16]. We first prove the upper bound for
compact sets K ⊂ L2[0, 1]. This is straightforward: using Ga¨rtner’s lemma
there exists, given γ < infφ∈K I[φ], a finite set u1, . . . , ur ∈ L2[0, 1] such that
K ⊂ ∪rj=1{φ ∈ L2[0, 1] : 〈φ, uj〉 − C[uj] ≥ γ} . But then,
K(n)β (K) ≤
r∑
j=1
K(n)β
(
{φ ∈ L2[0, 1] : 〈φ, uj〉 − C[uj] ≥ γ}
)
≤
r∑
j=1
e−n(C[uj ]+γ)
∫
L2[0,1]
en〈φ,uj〉K(n)β [dφ]
= e−nγ
r∑
j=1
en{Cn[uj ]−C[uj ]}. (4.8)
It follows that
lim sup
n→∞
1
n
lnK(n)β [K] ≤ −γ, (4.9)
which implies the large deviation upper bound since γ < infφ∈K I(φ) is ar-
bitrary. To extend this result to arbitrary closed sets, we use the Donsker-
Varadhan theorem. Introducing the auxiliary measure
µ[A] =
1
4
∑
x,x′
Pβ,x [A | ξ(1) = x′] , (4.10)
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we have that if Xi are independent random variables with distribution given
by µ, 1
n
∑n
i=1Xi satisfies the large deviation principle. In particular, there
exists, for all L > 0, a compact set K ⊂ L2[0, 1] such that
lim sup
n→∞
1
n
lnµn
[
1
n
n∑
i=1
Xi ∈ Kc
]
< −L. (4.11)
It follows that
P(n)β,(x1,...,xn)
[
1
n
n∑
i=1
ξi ∈ Kc | ξi(1) = x′i ∀i = 1, . . . , n
]
< e−nL4n = e−nL
′
.
(4.12)
The same bound therefore also holds for K(n)β . Now, if F is a general closed
set, we can write
lim sup
n→∞
1
n
lnK(n)β [F ] = lim sup
n→∞
1
n
lnK(n)β [F ∩K]
∨ lim sup
n→∞
1
n
lnK(n)β [F ∩Kc]
≤ − inf
ξ∈F∩K
I[ξ] ∨ (−L′)
≤ − inf
ξ∈F
I[ξ] (4.13)
if L is large enough.
To prove the lower bound, we again emulate the strategy of [16] and
define a shifted measure. Let O be a given open subset of L2[0, 1] and  > 0.
There exists ξ0 ∈ O such that I[ξ] ≥ I[ξ0]−  for all ξ ∈ O. Let δ > 0 be so
small that B(ξ0, 2δ) ⊂ O. By (4.12) there exists a compact set K such that
K(n)β [K
c] < e−nL
′
given L′ > I[ξ0] + . By compactness there exists m ∈ N so
that
∑
p≥2m |ξ(p)|2 < δ2 for all ξ ∈ K and also for ξ = ξ0. We now claim that
there exists u0 ∈ Hm such that
∂C[u]
∂u(p)
∣∣∣∣
u=u0
= ξ
(p)
0 (4.14)
for p = 0, 1, . . . , 2m− 1. To see this, we compute the derivatives of Cn. Since
Cn[u] =
1
n
ln
n∑
k=0
(
n
k
)−1 (k)∑
x1,...,xn
x′
1
,...,x′n
n∏
i=1
Exi
[
e〈ξi,t〉χx′i(ξi)
]
, (4.15)
13
where the symbol (k) above the sum indicates that #{i : xi = +1} = #{i :
x′i = +1} = k, and χx′(ξ) = 1{ξ: ξ(1)=x′}, we have
∂Cn[u]
∂u(p)
= e−nCn[u]
n∑
k=0
(
n
k
)−1 (k)∑
x1,...,xn
x′
1
,...,x′n
E(x1,...,xn)
 1
n
n∑
j=1
ξ
(p)
j
 n∏
i=1
e〈ξi,u〉χx′i(ξi)
 .
(4.16)
In this formula we can interpret ξ
(p)
i and u
(p) as the components w.r.t. the
basis {hp} or, alternatively, as the constant values on the intervals [p2−m, (p+
1)2−m]. With the latter interpretation, we now have that these derivatives
converge to ±1 as u(p) → ±∞, uniformly w.r.t. the other components. (This
does not hold with the former interpretation!) To prove this, it suffices to
show that
Ex
[
ξ(p)e〈ξ,u〉χx′(ξ)
]
Ex [e〈ξ,u〉χx′(ξ)]
→ 1 as u(p) →∞ (4.17)
uniformly in the other components of u. This can be written as
Ex
[
ξ(p)e〈ξ,u〉χx′(ξ)
]
Ex [e〈ξ,u〉χx′(ξ)]
=
∑
x1,...,x2m−1
∏2m−1
i=0 ρ¯i(xi, xi+1)Γp(xp, xp+1)∑
x1,...,x2m−1
∏2m−1
i=0 ρ¯i(xi−1, xi)
, (4.18)
where ρ¯i(xi, xi+1) = Exi
[
eu
(i)
∫ (i+1)2−m
i2−m ξ(t)dtχxi+1(ξ)
]
and
Γp(x, x
′) =
Ex
[
2m
(∫ (p+1)2−m
p2−m ξ(t)dt
)
e
u(p)
∫ (p+1)2−m
p2−m ξ(t)dtχx′(ξ)
]
ρ¯p(x, x′)
. (4.19)
Thus it suffices if Γp(x, x
′) → ±1. But this expression can be written as
〈x′|σze2−m(u(p)σz−β(1−σx)/2) |x〉
〈x′| e2−m(u(p)σz−β(1−σx)/2) |x〉 , (4.20)
which converges to ±1 as u(p) → ±∞ by explicit computation.
We now shift Kn over u0 and define
K˜(n)β [dξ] = e
n(〈ξ,u0〉−Cn[u0])K(n)β [dξ]. (4.21)
Denote u
(p)
0 = 〈u0, hp〉. It follows from (4.16) and the fact that ||ξ||2 ≤
||ξ||∞ ≤ 1 for a.e. ξ w.r.t. the measure Px, that
∞∑
p=0
∣∣∣∣∣∂Cn[u]∂u(p)
∣∣∣∣∣
2
< +∞. (4.22)
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This means that there is a maximiser ξ1 for the expression 〈ξ, u0〉 − C[u0]
and it satisfies
ξ
(p)
1 =
∂Cn[u0]
∂u(p)
(4.23)
for all p = 0, 1, . . .. We now show that K˜(n)β converges to δξ1 in L
2[0, 1]. To
this end we first compute the Laplace transform:∫
e〈ξ,u〉K˜(n)β [dξ] =
∫
e〈ξ,u〉+n〈ξ,u0〉−nCn[u0]K(n)β [dξ]
= en(Cn[u0+
1
n
u]−Cn[u0]). (4.24)
By Griffiths’ lemma we have
n(Cn[u0 +
1
n
u]− Cn[u0]) → ∇uCn[u0] =
∞∑
p=0
u(p)
∂Cn[u0]
∂u(p)
= 〈ξ1, u〉. (4.25)
This proves that K˜(n)β → δξ1 provided there exists, for any  > 0, a compact
set K˜ ⊂ L2[0, 1] such that K˜(n)β [K˜c] <  for all n. (Cf. Lemma 4.2 of [6].)
For this we can use again the Donsker-Varadhan theorem, this time with the
shifted measure
µ˜[A] =
∑
x,x′ Ex
[
e〈ξ,u0〉1A∩{ξ: ξ(1)=x′}
]
∑
x,x′ Ex
[
e〈ξ,u0〉1{ξ: ξ(1)=x′}
] . (4.26)
We in fact deduce more than we need, namely that there exists a compact
set K˜ such that (4.11) holds with µ replaced by µ˜, i.e.
µ˜n
[
1
n
n∑
i=1
ξi ∈ K˜c
]
< e−nL. (4.27)
This implies as above that K˜(n)β [K˜
c] < e−nL
′
.
We can now complete the proof of the lower bound. Suppose ξ1 ∈ Kc.
Define N = {ξ : |〈ξ − ξ1, u0〉| < }. Then K˜n[Kc ∩ N] → 1, and it follows
that
lim inf
n→∞
1
n
lnK(n)β [K
c ∩N] > −〈ξ1, u0〉+ C[u0]− 
= −〈ξ0, u0〉+ C[u0]− 
≥ −I[ξ0]− , (4.28)
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where we used the fact that u ∈ Hm. On the other hand,
lim sup
n→∞
1
n
lnK(n)β [K
c ∩N] < −L′ < −I[ξ0]− . (4.29)
This is obviously a contradiction so that ξ1 ∈ K. This implies that ||ξ1 −
ξ0||2 ≤ 2δ and therefore ξ1 ∈ O. It then follows that
lim inf
n→∞
1
n
lnK(n)β [O ∩N] > −I[ξ0]− , (4.30)
which proves the lower bound since  is arbitrary. QED
Applying Varadhan’s theorem now yields immediately
Corollary. For any real-valued continuous function f on [−1, 1] the fol-
lowing holds:
lim
n→∞
1
n
ln
Tracen e
−βc∗−c−+n f(∆/n)
Tracen e
−βc∗−c− = supξ∈L2[0,1]
{
∫ 1
0
f(ξ(t))dt− Iβ[ξ]}, (4.31)
where the rate function Iβ is given by
Iβ[ξ] = sup
u∈L2[0,1]
{〈ξ, u〉 − C[u]} (4.32)
and C[u] is given by (4.7).
The analogues of Theorems 3.1 and 3.2 are
Theorem 4.2 The supremum in the right-hand side of (4.31) is attained at
a constant function ξ, and if ξ is a constant function then the supremum in
(4.32) is attained at a constant function u.
Proof. The proof of the second part is a carbon copy of the proof of Theo-
rems 3.1. The proof of the first part is along the same lines as Theorem 3.2
but the formula (3.12) has to be replaced with
C(a) = lim
n→∞
1
n
ln
∫
ena
∫ 1
0
ξ(t)dtK(n)β [dξ] = lnλ+(a), (4.33)
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where λ+(a) is the maximal eigenvalue of the matrix A given by
Ax,x′ = Ex
[
ea
∫ 1
0
ξ(t)dt1{ξ(1)=x′}
]
= 〈x′| eaσz− 12β(1−σx) |x〉. (4.34)
Obviously λ±(a) = exp
[
1
2
(±√β2 + 4a2 − β)
]
so that
C(a) =
1
2
(
√
β2 + 4a2 − β). (4.35)
Similarly, (3.13) has to be replaced by
C
[
2m∑
k=1
ak1[(k−1)2−m,k2−m]
]
= lnλ+(A[u]), (4.36)
where A[u] for u =
∑2m
k=1 ak1[(k−1)2−m,k2−m] is given by
A[u] = Ex
[
exp
(
2−m
2m∑
k=1
ak
∫ k2−m
(k−1)2−m
ξ(t)dt
)
1{ξ(1)=x′}
]
= 〈x′ |
2m∏
k=1
e2
−m(akσz− 12β(1−σx))|x〉, (4.37)
that is, A[u] =
∏2m
k=1Ak where
Ak = e
2−m(akσz− 12β(1−σx)). (4.38)
The inequality (3.15) now has to be replaced by∣∣∣∣∣∣∣∣ 2
m∏
k=1
Ak
∣∣∣∣∣∣∣∣ ≤ 2
m∏
k=1
||A2mk ||2
−m
=
2m∏
k=1
||Ak|| (4.39)
for positive definite matrices. QED
Corollary For any real-valued continuous function f on [−1, 1] the fol-
lowing holds:
lim
n→∞
1
n
ln
Tracen e
−βc∗−c−+f(∆/n)
Tracen e
−βc∗−c− = supx∈[−1,1]
{f(x)− I˜β(x)}, (4.40)
where the rate function I˜β is given by
I˜β(x) =
1
2
β(1−
√
1− x2). (4.41)
Proof. We simply compute the Legendre transform of the function C(a) given
by (4.35). QED
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