ABSTRACT Nuclear-norm-based matrix regression (NMR) methods have been successfully applied for the recognition of corrupted images. However, most of these methods do not consider the label information and are classified as unsupervised learning methods. In this paper, we propose a new regression-based algorithm, named bilateral two-dimensional matrix regression preserving discriminant embedding (B2DMRPDE). The proposed algorithm constructs the within-reconstruction graph and between-reconstruction graph using NMR. Then, B2DMRPDE aims to seek a subspace in which the within-class reconstructive residual is minimized and the between-class reconstructive residual is maximized based on Fisher's criterion. Hence, B2DMRPDE can capture the potential discriminative information for classification. To enhance the classification effectiveness, we present a new NMR-based classifier to determine the class label of the testing sample. Extensive experiments on face image databases were performed, and the results validate the effectiveness of the proposed method.
I. INTRODUCTION
Face recognition (FR) has drawn extensive attention in the computer vision and pattern recognition community. In the past two decades, numerous FR methods have been proposed with the aim of improving the recognition performance. In recent years, methods based on regression analysis have become a popular tool and have attracted much interest. The representative methods are linear regression based classification (LRC) [1] , sparse representation based classification (SRC) [2] and collaborative representation based classification (CRC) [3] . Based on the assumption that samples from the same class lie in a linear subspace, LRC represents a test sample as a linear combination of training samples of each class and classifies it by verifying which class can obtain an improved representation compared to other classes. With the l 1 -norm minimization problem, SRC calculates the sparse coding coefficients of the test input instead of the linear combination coefficients in LRC. Yang et al. [4] provide insight into SRC and present reasonable support for its effectiveness. Albeit effective, SRC is slowed down by the l 1 -norm optimization. By analyzing the working mechanism of SRC, Zhang et al. [3] argued that it was the collaborative representation that helped classification instead of the sparse representation and proposed a CRC algorithm based on ridge regression. The above-mentioned methods use the l 1 -norm or l 2 -norm to measure the representation fidelity, and are based on the assumption that the distribution of the coding residual is modeled with a Laplacian or Gaussian function [4] . However, the assumption might be unreasonable in some situations in which occlusion or illumination variations occur [5] . Researchers attempted to solve this problem by proposing a number of improved methods to more accurately characterize the corrupted images.
Yang et al. [4] proposed the robust sparse coding (RSC) method, which models the sparse coding as a sparsity constrained robust regression problem and seeks for the maximum likelihood estimation solution of the sparse coding problem via an efficient iteratively reweighed sparse coding algorithm. He et al. [6] unified the algorithms for error correction and detection by using the additive and multiplicative forms, respectively, and presented a half-quadratic framework to measure the corrupted images.
Yang et al. [7] developed CRC and proposed a collaborative representation based projection (CRP) algorithm. This algorithm constructs an l 2 -norm based graph to characterize the intrinsic structure of data and preserves the collaborative representation relationships between samples. Although these methods succeeded in enhancing the performance of these methods, they stretched the image into a vector before feature extraction, and overlooked the entire geometrical structure and relationship of the error image and resulted in spatial information being lost.
These problems led researchers to propose various matrix-based methods. Yang et al. [8] proposed twodimensional principal component analysis (2DPCA), which is based on 2D image matrices rather than 1D vectors and can be seen as the 2D version of the PCA [9] . Similar to 2DPCA, two-dimensional linear discriminant analysis (2DLDA) was proposed for face recognition [10] , which compacts the image matrix in the horizontal direction and can be viewed as a 2D version of the LDA [9] . Since 2DLDA disregards the data compression in the vertical direction, Yang et al. [11] proposed a new form of 2DLDA, which compacts the discriminant information into the upper-left corner of the image (UL-2DLDA) for face recognition. Other forms of 2DLDA methods, e.g., image-based linear discriminant analysis (IBLDA), can be found in [12] . Similar to PCA and LDA, both 2DPCA and 2DLDA also suppose the sample images to be distributed in a linear space. However, it is unreasonable because facial images are affected by expression, occlusion, or illumination and should be distributed in a nonlinear space. Thus, a number of 2D nonlinear feature extraction methods were proposed on the basis of the 1D nonlinear versions of these methods. For example, Hu et al. [13] proposed two-dimensional locality preserving projections (2DLPP) which is the 2D extension of LPP [14] , for palm print recognition. Du et al. [16] extended neighborhood preserving embedding (NPE) [15] and proposed two-dimensional NPE (2DNPE) to extract the features for face recognition. Jing et al. [17] proposed two-dimensional sparse preserving projection (2DSPP) for face recognition, which is the 2D version of SPP [18] . Although these methods improved the recognition performance, they can only reduce the dimensionality of either the rows or columns of the data matrix.
Bilateral 2D-based methods were proposed to overcome the aforementioned limitation. Song et al. [19] proposed a bilateral two-dimensional locality preserving projections (B2DLPP) algorithm, which effectively reduces the dimensionality from the horizontal and vertical directions of the data matrix. Other work related to B2DLPP can be seen in [20] and [21] . Similar to B2DLPP, Zhang et al. [22] proposed a bilateral two-dimensional neighborhood preserving embedding (B2DNPE) algorithm. Based on B2DNPE, Liang et al. [23] took the global discriminant information into account and constructed a within-neighboring graph and a between-neighboring graph, and then proposed a bilateral two-dimensional neighborhood preserving discriminant embedding (B2DNPDE) algorithm, which can further improve the classification performance. Unfortunately, the performance of these methods is sensitive to data noise such as occlusion or illumination.
More recently, low-rank minimization problems have been extensively researched, and successfully utilized in matrix recovery [24] - [27] , data clustering [28] , [29] , image denoising [30] and recognition [5] , [31] - [41] . It has been proven that the nuclear-norm (NN) can be an effective convex surrogate of the rank term in the low-rank minimization problem [42] . Thus, several NN-based matrix regression (NMR) algorithms were proposed to characterize the low-rank structural information of sample data. Yang et al. [32] presented an NMR-based projection (NMRP) method for corrupted image recognition. Xie et al. [5] introduced the robust nuclear-norm (RNN) to describe an erroneous image with occlusion and illumination variation using the characteristic of its low-rank structure, and proposed an RNN-based matrix regression algorithm for face recognition. Xie et al. [40] proposed matrix regression preserving projections (MRPP), which constructs the weight matrix of the samples in high-dimensional space based on NN, and preserves the low-rank information of samples by minimizing the weight matrix, for face recognition. Another method of solving the low-rank minimization problem is based on nonconvex relaxations (NR) of the rank function, such as the truncated nuclear norm [26] , Schatten-p norm (0 < p < 1) [27] , and weighted nuclear norm [30] . Further, NR-based matrix regression (NRMR) algorithms have been deeply researched in face recognition [37] - [39] . These methods achieved superior performance on data containing various types of noises, e.g., occlusion, illumination, pixel corruption, or mixed noise. To further exploit the 2D structure of the image, Deng et al. [41] proposed nuclear-normbased bilateral two-dimensional matrix regression preserving embedding (NN-MRPE) for face recognition. However, NN-MRPE is an unsupervised learning method and does not take the label information into account.
In this paper, inspired by the motivation of constructing the within-neighboring and between-neighboring graphs in B2DNPDE [23] , we propose a new regression-based learning method, named bilateral two-dimensional matrix regression preserving discriminant embedding (B2DMRPDE), to process the corrupted 2D images. Different from state-of-the-art methods, B2DMRPDE constructs the within-reconstruction and between-reconstruction graphs using the nuclear-normbased matrix regression method. Then, by minimizing the within-class reconstructive residual and maximizing the between-class reconstructive residual based on Fisher's criterion, B2DMRPDE aims to find a subspace in which the potential discriminative information can be captured for classification. In B2DMRPDE, the similarity of the samples is measured by using the nuclear-norm (NN). We enhance the classification effectiveness at the classification stage by adopting the NN-based matrix regression classifier (NMRC) to determine the class label of the samples being tested, which is similar to SRC and CRC based on the l 1 -norm and l 2 -norm, respectively. Extensive experiments were carried out on images in databases containing facial images, and the results validate the effectiveness of the proposed method.
The contributions of this paper are summarized as follows: 1) We introduce two novel nuclear-norm-based matrix regression graphs, i.e., within-reconstruction and between-reconstruction graphs, to eliminate the effect of corruption for the matrix graph-embedding framework. The graphs are not only able to capture the reconstruction relationships of the corrupted images but can also enhance the discriminant of the samples. 2) We provide a new classifier named the NN-based matrix regression classifier (NMRC). Similar to the classifiers of SRC [2] and CRC [3] , NMRC adopts a nuclear-norm-based method to calculate the reconstruction coefficients to linearly represent the test sample by all training samples, and classifies it into the class with minimal reconstructive error. 3) A generalized framework, named matrix regression preserving discriminant embedding, which can be seen as an extension of B2DNPDE [23] , is proposed. The remainder of this paper is organized as follows: Section II introduces related work about the low-rank minimization problem. The proposed B2DMRPDE is specified in Section III. We analyze the proposed algorithm in Section IV. The experimental evaluations of B2DMRPDE are provided in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
In this section, we briefly introduce the low-rank minimization problem. Given a set of n training image matrices X =
and a query image matrix Y ∈ R p×q . We use a linear combination of matrices in X to represent Y approximately as follows
where α = [α 1 , α 2 , . . . , α n ] is a vector of coefficients and E ∈ R p×q is the residual matrix. For convenience, we denote
Here, (1) or (2) gives a general form of a linear matrix regression model which can be seen as an extension of the classical linear vector regression model.
In practice (e.g., face recognition), the residual matrix E = Y −X (α) might be low rank or approximately low rank. Thus, to estimate the regression coefficients, we need to solve the following optimal problem
Recent works [42] have demonstrated that the regression coefficients in (3) can also be evaluated via solving the following nuclear-norm approximation problem
In order to avoid over-fitting, a regularization term should be added to (4) as in [31] 
where λ is a balance parameter. To solve (5), we first rewrite it as
after which we define the augmented Lagrangian function of (6) as
where µ is a penalty parameter, Z is the array of Lagrange multipliers.
The alternating direction method of multipliers (ADMM) [43] - [45] can be used to solve the above nuclear-norm matrix regression (NMR) problem, and the detailed algorithm can be seen in [31] .
III. METHODOLOGY
In this section, we present our proposed bilateral twodimensional matrix regression preserving discriminant embedding (B2DMRPDE). As discussed above, 2DPCA, 2DSPP, 2DLPP, B2DLPP, 2DNPE, B2DNPE, and NN-MRPE are unsupervised learning methods and the relationship between samples in the same class or from different classes is not considered. Although 2DLDA is supervised, it only considers the global information of the samples. B2DNPDE is also supervised and considers the local information, however, it is based on l 2 -norm which is sensitive to data noise.
Motivated by B2DNPDE, B2DMRPDE constructs the within-reconstruction graph and between-reconstruction graph using nuclear-norm; then, by minimizing the within-class reconstructive residual and maximizing the between-class residual, B2DMRPDE aims to seek a subspace in which the potential discriminative information of samples can be captured. Based on this idea, we present an NMR-based classifier (NMRC) to determine the testing sample's class label.
A. THE WITHIN-RECONSTRUCTION AND BETWEEN-RECONSTRUCTION GRAPHS
Denoting X k as the kth class, based on the assumption that each image X k i ∈ X k can be represented as a linear combination of other images from the same class, the nuclearnorm based within-reconstruction graph W k of samples from the kth class can be calculated through the following matrix regression model:
where
, and n k is the number of samples in kth class. Repeating (8) for each i, the W k can constructed as
Then, the within-reconstruction graph W can be expressed as
where c is the number of classes, and n = c k=1 n k . Next, we construct the between-reconstruction graph B via the following optimal problem:
where 
Repeating the optimization problem (11) for all samples in X enables the between-reconstruction graph B to be constructed as:
]. (12) B. THE OBJECTIVE FUNCTION After the within-reconstruction matrix W and the betweenreconstruction matrix B are formed, we expect that, after projection, the reconstruction relationship of the samples from the same class in the original space can be preserved, whereas samples from different classes are far apart from each other. Therefore, the following two objective functions are defined as
where U and V are the projection matrices which project the image matrix into low-dimensional space from the left and right sides, respectively, · F is the Frobenius-norm. Here, we use Frobenius-norm representation (FNR) instead of nuclear-norm representation (NNR) and the reason is that FNR is exactly NNR when the objective function is with the exact constraint even though the sample data are corrupted [46] . By some algebraic operations [see Appendix], J 1 (U , V ) and J 2 (U , V ) can be rewritten as
and
where d i is ith column vector of n-order identity matrix, w i and b i are ith column vectors of W and B respectively, X (·) represents the linear combination of X i ∈ X and X T (·) represents the linear combination of X T i . Therefore, the objective functions may be formulated using Fisher's criterion as follows:
The objective functions in (21) and (22) indicate that the proposed B2DMRPDE is a supervised learning method because it takes the class label information into consideration and constructs the within-reconstruction and the between-reconstruction graphs.
The optimal solutions of (21) and (22) can be obtained by solving the following two generalized eigenvalue decomposition problems as
Note that the four matrices S V , S U , T V and T U are symmetric and semi-definite. Then U and V can be calculated as
where u i (i = 1, . . . , r) and v j (j = 1, . . . , s) are the eigenvectors of (23) and (24) corresponding to the r and s smallest eigenvalues, respectively. However, U and V cannot be solved independently because they are depend on each other. Thus, an iterative scheme is developed to estimate the optimal U and V . The main steps of B2DMRPDE can be summarized as Algorithm 1.
Algorithm 1 B2DMRPDE Algorithm
Input: Training data set X = {X 1 , X 2 , . . . , X n } and the corresponding labels C = {l 1 , l 2 , . . . , l n }, the maximum number of iterative cycles T . Output: The projection matrices U and V . 1 Solve the optimal problem (8) for each i and k, and construct the within-reconstruction matrix W using (10); 2 Solve the optimal problem (11) for each i and k, and construct the between-reconstruction matrix B using (12); 3 Initialize projection matrix V with an identity matrix; 4 t ← 0; 5 repeat 6 Update S V and T V using (17) 
C. NMR-BASED CLASSIFICATION
Similar to previous approaches SRC [2] and CRC [3] which are based on l 1 -norm and l 2 -norm respectively, we present the nuclear-norm based classifier in this subsection. Supposing a given testing sample Y can be approximated by a linear span Y = α 1 X 1 +α 2 X 2 +· · ·+α n X n = X (α * ), and the coefficients α * = [α 1 , α 2 , . . . , α n ] are obtained by solving the optimal problem (7). Let δ k : R n → R n be the characteristic function that selects the coefficients associated with the kth class. Then, the kth constructed image of Y can be calculated aŝ Y k = X (δ k (α * )), and the corresponding class reconstruction error is
Therefore, the decision rule is
IV. ALGORITHM ANALYSIS
In this section, we first give the proof of the convergence of projection matrices U and V in Algorithm 1, then analyze the computational complexity of Algorithm 1, and finally present a generalized framework of matrix regression preserving discriminant embedding.
A. CONVERGENCE ANALYSIS
In Algorithm 1, the optimal problems are (21) and (22) . Denote
Furthermore, H 1 (U , V ) = H 2 (U , V ) according to (15) and (16). Then we have the following Theorem.
Theorem 1:
The iterative procedure in Algorithm 1 monotonically decreases the values of H 1 (U , V ) and H 2 (U , V ) in each iterative cycle.
Proof: Suppose in the tth iterative step, we have H 1 (U t , V t ) and H 2 (U t , V t ).
For given V t , we can obtain U t+1 by solving the generalized eigenvalue decomposition problem (23) , which may further decrease the value of objective function H 1 (U , V ), i.e.
Similarly, fix U t+1 , V t+1 can be obtained via (24) , and
From inequalities (31) and (32), we can see that
Therefore, the objective function values of H 1 (U , V ) and H 2 (U , V ) monotonically decrease in each iteration.
B. COMPUTATIONAL COMPLEXITY
Given sample size n and image size p × q. Suppose p ≤ q, then the computational complexity of ADMM to solve (7) is O(t 1 (pq 2 + pqn)) according to [31] , where t 1 is the number of iterative cycles in the ADMM algorithm. In Algorithm 1, the computational complexity is determined by steps 1, 2, 7, and 9. In Step 1, for each i in class k, the computational complexity of solving problem (8) is O(t 1 (pq 2 n k + pqn 2 k )), then the total computational complexity to obtain W is O(t 1 (pq 2 n + pq( c k=1 n 2 k ))). Similarly, in Step 2, the total computational complexity is O(t 1 (pq 2 n + pq( c k=1 (n − n k ) 2 ))) ≤ O(t 1 (pq 2 n + pqcn 2 )). Steps 7 and 9 involve two generalized eigenvalue decomposition with different sizes and their computational complexities are O(p 3 ) and O(q 3 ), respectively. Therefore, the total computational complexity of Algorithm 1 is O(t 1 (pq 2 n + pqcn 2 ) + t 2 (p 3 + q 3 )), where t 2 is the number of iterative cycles in Algorithm 1.
C. A GENERALIZED FRAMEWORK: MRPDE
In this subsection, we extend the proposed method and develop a generalized framework, named the matrix regression preserving discriminant embedding (MRPDE).
First, we extend (5) as
where dist(·, ·) denotes a distance metric that can be the l 2 -norm, l 1 -norm, F-norm, or nuclear-norm, etc. p can be set as 1 or 2, and λ is the balance parameter. A constraint α ii = 0 is added because one sample is not permitted to represent itself. Then, (8) and (11), optimal problems (13) and (14) and the class reconstruction error of the tested sample (27) can also be changed accordingly.
Obviously, B2DNPDE and our proposed B2DMRPDE are l 2 -norm based and nuclear-norm based MRPDE, respectively, and the value of p is set as 2 in both algorithms.
V. EXPERIMENTS
In this section, we demonstrate the effectiveness of the proposed B2DMRPDE method on five datasets: Yale [47] , Extended Yale B [48] , CMU-PIE [49] , AR [50] and LFW [51] . To evaluate the performance, we compare our proposed method with several state-of-the-art dimensionality reduction algorithms such as 2DPCA [8] , 2DLDA [10] , 2DNPE [16] , 2DSPP [17] , B2DLPP [19] , B2DNPE [22] , B2DNPDE [23] and NN-MRPE [41] .
A. DATABASE DESCRIPTION
The Yale database contains 165 face images of 15 persons and each person has 11 images captured under various conditions including facial expression and lighting. Before the experiments, each image is resized to 32 × 32.
The Extended Yale B database contains 2432 facial images of 38 subjects. A total of 64 images were captured for each subject under different illuminations and with variations in their head pose. All images were resized to 32 × 32 before experiments.
The CMU-PIE database contains over 41,368 images of the faces of 68 individuals. These images were acquired under various illumination conditions and with different expressions. In the experiments, subset C29, which contains 1,632 images of 68 individuals, was used to evaluate the proposed algorithm. Before the experiment, all images were cropped and resized to 32 × 32.
The AR database contains over 4,000 facial images of 70 men and 56 women, i.e., 126 persons in total. Our experiments were confined to a popular subset containing 50 men and 50 women with changes in the illumination, occlusion, and expression to test the performance of the proposed algorithm. Before the experiments, each image is cropped and resized to 55 × 40.
The LFW database is a large, real-world dataset of faces consisting of 13,233 images of 5,749 people from the web for unconstrained face recognition. In our experiments, a subset containing 2,257 images of 110 persons was selected to test the performance of the proposed algorithm. Before the experiments, each image was cropped and resized to 40 × 40. 
B. EXPERIMENTAL SETUP
We tested the robustness of the proposed method by manually corrupting the images in Yale, Extended Yale B and CMU-PIE in three ways: random pixel noise, contiguous block occlusion noise and the mixed noise. The random pixel noise was at two different probability levels: 0.1 and 0.2, as shown in Fig. 1(a) . The block occlusion noise had two different sizes: 6 × 6 and 10 × 10, as shown in Fig. 1(b) . The mixed noise includes both the random pixel noise with 0.1 probability level and the block occlusion noise with the size of 6 × 6, as shown in Fig. 1(c) . We use AR and LFW databases to test the robustness of the proposed algorithm on the original image data. Fig. 2 and 3 show example images from AR and LFW, respectively. We randomly selected 5, 15, 10, and 8 images per person from the Yale, Extended Yale B, PIE, and LFW databases as training samples and the remainder as testing samples, respectively, and repeated the experiments 15 times. As for the AR database, fixed training and testing sets were used in the experiments. Details are provided in Fig. 2 .
For all the algorithms, when solving a generalized eigenvalue decomposition problem, e.g., (23) and (24) of the proposed algorithm, we disregard the eigenvectors with the corresponding eigenvalues less then 10 −3 . Note that 2DNPE, B2DLPP, B2DNPE, and B2DNPDE involve a neighboring parameter k, and we set k as z − 1 in our experiments, where z is the number of images selected from each individual to construct the training set. Suppose the size of the original image matrices is p × q, and p ≥ q without loss of generality, for 2DPCA, 2DLDA, 2DNPE and 2DSPP, the size of feature matrices in reduced subspace is p × d where d is the desired dimensionality number of subspace; for B2DLPP, B2DNPE, B2DNPDE, NN-MRPE and the proposed B2DMRPDE, the size of feature matrices in subspace is
In addition, we specify a value of 1 for parameters λ and µ in Lagrangian function (7) for simplicity.
C. EXPERIMENTAL RESULTS AND ANALYSIS
For the Yale, Extended Yale B, and CMU-PIE databases, Tables 1, 2 , and 3 list the average optimal recognition accuracy and the corresponding standard deviation VOLUME 7, 2019 and dimensionality with each type of noise, respectively. Similarly, Tables 4 and 5 list the experimental results obtained for the AR and LFW databases, respectively. In general, the recognition rate varies with the dimensionality number of the feature matrices in the subspace. Therefore, we plot the relationships between the recognition rate and From the results, we can find that the proposed B2DMRPDE is superior to other approaches. This is probably because: 1) B2DMRPDE adopts the nuclear-norm-based matrix regression method to characterize the low-rank structural information of sample data, which is robust to data noise. 2) B2DMRPDE takes the class label information into account, and constructs the within-reconstruction graph and between-reconstruction graph, which may preserve the reconstruction relationships of the samples, and simultaneously enhance the discriminant of the samples. 3) B2DMRPDE adopts the NN-based matrix regression classifier to determine the testing sample's class label at the classification stage, which may enhance the effectiveness of classification.
VI. CONCLUSIONS
In this paper, we propose a new matrix-regressionbased dimensionality reduction algorithm named bilateral two-dimensional matrix regression preserving discriminant embedding (B2DMRPDE). Contrary to state-of-the-art algorithms, B2DMRPDE takes the class label information into consideration and constructs the within-reconstruction and between-reconstruction graphs using the nuclear-norm, which is an effective convex surrogate of the low-rank minimization problem and is robust to data noise. By minimizing and maximizing the within-reconstruction and between-reconstruction errors, respectively, B2DMRPDE aims to seek a subspace in which the potential discriminative information of the samples can be preserved. Moreover, we mathematically proved the convergence and analyzed the main computational complexity of the proposed algorithm. In addition, we presented a new nuclear-norm-based matrix regression classifier to determine the class label of the tested sample, with the ultimate aim of enhancing the classification effectiveness. Finally, we conducted experiments on five popular databases containing faces with different types of corruption and the results validated the effectiveness of the proposed method.
can be rewritten as:
i is ith column vector of n-order identity matrix, w i is ith column vectors of W , X (·) represents the linear combination of X i ∈ X and X T (·) represents the linear combination of X T i .
Because A 2 F = tr(AA T ) = tr(A T A), then J 1 (U , V ) can also be rewritten as: 
