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Abstract 
Numerical comparisons are carried out by the most prominent methods, both second and higher order, for solving 
secular equations. These equations arise in several matrix problems and numerical linear algebra pplications. In addition 
to the comparisons, we propose a new starting point. Our results show a clear advantage to higher-order methods. 
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I. Introduction 
Consider a real symmetric matrix A E R "x" with known eigenvalues, to which a symmetric rank- 
one perturbation is added. The eigenvalues of the new matrix A+azz w (z E R") are then given by the 
solutions of a spectral function, the so-called secular equation (see [10]). This and similar problems 
appear in several applications in numerical linear algebra, such as the singular-value decomposition 
of a matrix and eigenvalue problems, to name but a few. The following list is a small sample of 
the many related references: [1, 2, 4, 5, 7-13]. The secular function 9(2) we will consider is a real 
function of the form: 
n 
g(2)=lq-~r~--~ ~---~J2' -0 .  (1) 
j=l ds -2  
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All quantities are assumed real. If the (j's are all nonzero and the dj's are distinct, then this equation 
in 2 has n solutions, separated by the n values dj. We assume w.l.o.g, that a > 0. Should this not 
be the case, then we have 
j=l  d j~ j=l  (--dj) • (-2)' 
which gives a function of the same form as the one appearing in Eq. (1) if we relabel -d j  as 
d,-j+l. The problem then consists of solving 9(2)= 0 for each of its roots. This function belongs 
to a class of functions called Pick  funct ions (see [6]). 
In the aforementioned applications, ecular equations typically have to be solved to high accuracy 
many times as a subproblem of a larger one, which requires fast and stable methods. An important 
instance is the Divide and Conquer method [4]. 
Several methods, usually based on rational interpolations, have been devised for the solution of 
Eq. (1). The purpose of this paper is to present a numerical comparison of the most important 
methods for solving this secular equation, which can be found in [1, 3, 12, 14-17]. In addition, we 
investigate a new starting point, which in our numerical results is superior to the one commonly 
used. 
In Section 2 we briefly describe each of the methods, while starting points are considered in 
Section 3 and the actual numerical comparisons are carried out in Section 4. 
2. The methods 
We now consider numerical methods for the solution of Eq. (1) in the introduction, which is the 
secular equation appearing in [3]. To compute the ith root (1 <<. i <n) ,  the transformation f variables 
2 = di + at is carried out, which, with 6j = (dj - di)/a, yields the following root-finding problem on 
(0,  ~5i+ 1 ): 
~ j  n 2 
A 1 - -  0, 
f ( t )  + 6]-- t 
j=l  j=i+l 
where 
61<--"  <6 i=0<6~+1< ""  <6,. 
On the interval (0, ~5i+1 ), f is monotonically increasing and has simple poles at t = 0 and 6i+1. In 
what follows, 6~+1 will be denoted by 6. Note that i is fixed and 1 <. i<n.  We define, as in [3]: 
0(t)= ; j -  t' 
When i = n, the interval containing the root becomes (0, +oo) and f ( t )  has a single pole at t- -0.  
The methods are then adapted accordingly. 
For some of the methods, the transformation of variables t = 1/~ is carried out, which transforms 
the interval (0, 6) to (1/6, +cx~). We denote F (? )= f(1/~). Furthermore we define 
c~(7) =_ (? - 1/6)F(y) .  
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Notation. Throughout the remainder of this section we will consider i fixed, the solution on (0, 3) 
of the resulting problem f ( t )=  0 will be denoted by t* and the solution of F (7 )= 0 or q5(7 ) = 0 
on (1/6,+oc) by 7"= 1/t*. 
2.1. The BNS1 and BNS2 methods 
The method by Bunch et al. in [3], which will henceforth be called the "BNS1 method", is based 
on local nonlinear approximations, where ~(t) is interpolated up to first order by p(q - t) -~ and 
q~(t) by r+s(6 -  t) -1. The constants p, q, r and s are determined by the interpolation requirements 
at some point ? E (0,t*], where f has a negative function value• The new iterate is then obtained 
by solving 
1+ P +r+ s --0. 
q- t  6 - t  
The method converges from any point in (0,t*] and the order of convergence is quadratic 
(see [3, 16]). 
An analogous method can be devised (see [14]) by interpolating q5 with a rational function of 
the type that was used to interpolate ~b and vice versa, i.e., the interpolant becomes 
1 + ? + - +  _ 
t q - t  
The method based on this approximation will be called the "BNS2 method". It converges from any 
point in [t*, 3) and the order of convergence is quadratic (see [16]). 
2.2. The middle way 
The BNS1 and BNS2 methods are called in [14] "approaching from the left" and "approaching 
from the right", respectively. In [14], a method based on the BNS methods, "the middle way", 
is also considered. It is based on interpolation of ~k(t) and q~(t) by a + bt -1 and c + d(3 - t) -1, 
respectively. For this method, convergence cannot be guaranteed unless the starting point lies close 
enough to the root. In case of convergence, the order is quadratic. 
2.3. Fixed weight methods 
The terminology for these methods was taken from [14]• 
(1) The fixed weight 1 method: The function f ( t )  is interpolated up to first order at a point ? by 
an expression of the form 
s r+ I 
3 - - t  t 
The next iterate is then found, as usual, by computing the root of the interpolant. We abbreviate 
this method as the "FW1 method"• 
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(2) The fixed weight 2 method: Here, the interpolant is given by a function of the form 
t 6 - t "  
We abbreviate this method as the "FW2 method"• 
Both fixed weight methods converge from any point in (0, 6) with a quadratic order of conver- 
gence. 
2.4. Gragg's method 
This method [1, 12] is based on a third-order approximation of the form 
b c 
a+ t + 6-~tt ' (2) 
with a, b and c chosen such that it agrees with f ,  f '  and f "  at successive iterates, which are the 
roots of the successive approximations. The method converges from any point in [0, 6] with a cubic 
order of convergence. 
2.5. The quasi-Gragg method 
With the transformation t = l/y, Gragg's approximation i y can be written as (see [17]) 
F 
P + q7 + - -  ,- F(y), y - 1/6 
which is equivalent to 
P (y -~)F (y ) .  qYZ+(P-~)Y+r - -~ ~ 
We observe that the approximating function is quadratic with independent coefficients, which means 
that we have obtained Euler's approximation for the function q~(y). Eulers's method for solving 
~(7) = 0 is, therefore, equivalent to Gragg's zerofinder. We will call the quasi-Gragg method, the 
method obtained by approximating the second derivative in Euler's method by finite differences of 
the first, i.e., 
~2 - -  ~1 
As was proved in [17], it has the same convergence properties as Gragg's method, except that the 
order of convergence is now l+x/2. 
2.6. The modified Halley method 
Halley's method is based on an approximation to ~(7) of the form (see, e.g., [18, 20]) 
b 
a+ I 
y+c 
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However, Halley's method oes not globally converge for the transformed problem, and even when 
it does, it is slower than Gragg's zerofinder (see [17]). We, therefore, look at a modified version 
of the method. In [17], it was shown that q5 is of the form ~b(y)= Q(y)+ 0(y), where Q(7) is a 
quadratic function and ~(7) is of the form 
q J ,  
- '7"  v - r, 
where for all i: qi, re E R and r~ < 1/b. Instead of approximating ~b by Halley's approximation, we 
leave Q(7) as it is and approximate only ~h. As in Gragg's method, f ,  f '  and f "  have to be 
computed at every iterate. We have called the method based on this approximation, the modified 
Halley method. It converges globally for the transformed problem and exhibits a cubic order of 
convergence. 
2.7. The quasi-modified Halley method 
Analogously to the quasi-Gragg method, we will call the quasi-modified Halley method, the 
method obtained from the modified Halley method by approximating the second derivative of 0 by 
finite differences of the first derivative, in this case 
t --1/2 0.(72) ~ _2((0,(72))3/2 (1~ (72)) - -  ( I / t t (~ l ) )  -1 /2  
72 - -  71 
This method converges globally on [1/6,+ec) as was proved in [17] with l+v~ as the order of 
convergence. 
3. Starting points 
Finding a decent starting point is of crucial importance in any iterative method. The starting 
points we propose are obtained by computing the root of an approximation to tf(t). In this section 
we consider a slightly more general form of the function f ,  which takes the form 
f(t)=o~ + flt + ~-~ ~2 
j= l  6j--t j= i+ l  6j - -  t' 
with a > 0, fl ~> 0. Defining 
j~ i , i+ l  6 j  - -  t' 
we have 
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With 
t~ 6j~ 2 
4 _ ¢2 + 
t f ( t )  can be written as 
t f ( t )  = f i t  2 + at - ((2 + (2+1) 2r - (~ __ t + th(t), 
which clearly shows that t f ( t )  is a convex function, well defined at t=O and going to +c~ for 
t---+ 6-. In what follows, we will write h(t) as h i ( t )+ h2(t), where 
i-1 ~2 and ~ '  ~2 
h i ( t )= ~ fij _ t h2(t) = 
j= l  j=i+l  ~ ¢~J - -  t" 
In [14], the initial point is found by carrying out an interpolation of f at the midpoint of the 
interval (0, 6). The value of f at the midpoint determines to which endpoint of the interval the root 
will be closer. This in turn determines to which endpoint he origin should be translated in order to 
maximize the number of significant digits in the solution. 
Since the right endpoint of every interval corresponds to the left endpoint of the next one, the 
cost of computing h(0) and h(6) together for every interval is basically equivalent to one function 
evaluation, and, therefore, equivalent to the cost of computing an initial point as in [14]. In addition, 
in the case of the modified Halley method, which needs h(0) for every root, we are practically forced 
to use the function value at t = 0 to avoid wasting valuable computing time. We will therefore 
base our approximations of t f ( t )  on an interpolation of hi(t)  and hz(t) by rational functions at 
the endpoints t = 0 and 6. The decision to which endpoint he origin should be translated will be 
determined by the iterates themselves, as it is not important when the correct ranslation of the origin 
is carried out (as long as it happens before convergence). We will always start out translating to the 
left endpoint. Since the convergence of all our methods, with the exception of "the middle way", 
is monotonic, only one change of translation will have to be carried out, if at all. This involves 
no significant extra computations. Because we interpolate at two points and our interpolants are 
rational, we can expect a better initial point when compared to [14]. 
Let us now turn to the details of computing the starting point. As we mentioned earlier, we 
always initially translate to the left endpoint of the interval of interest. We define the vectors V~ and 
V2 by defining their components as 
k -/~11 ~2 for k=2,3  
(v , )k= : dj-4 ,n, 
(142), =0,  (V2)k = ~ ~f for k= 1,2 . . . . .  n - 1. 
j :k+2 dj - 4 
The cost of computing those two vectors is basically equivalent o the computational cost of n 
evaluations of f or one evaluation per interval. For the ith root, we then have (recalling that 6 = ai) 
hi(O) = (gl)i, hi(a) = (VI)i+I - 
di - di+l' 
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/2+2 
+ 
d +2 - di+l" 
This clearly shows that it is sufficient o compute the vectors V1 and V2 in order to compute hi and 
h2 at both t = 0 and (5. 
We approximate t f(t)  by interpolating only hl and h2 and by leaving all other terms as they are. 
Since the functions involved are rational, it would seem appropriate to use rational interpolation 
functions as well. The two possible interpolants are given by 
q' 
P or p' + ~-~,  
q -  t (st - 
where the parameters p, q, p'  and q' are determined by the interpolation requirements at t - -0  and 
(5 and l = i -  1 or l = i + 2, depending on whether we are interpolating h~ or h2, respectively. 
As in [16], we label the first approximation "BNS" (for Bunch, Nielsen and Sorensen) and the 
second "FW" (for fixed weight). The four approximations of h(t) are then obtained by combining the 
approximations of hl and ha: BNS-BNS, BNS-FW, FW-BNS, FW-FW. For example, the BNS-FW 
approximation to h(t) yields 
S t 
h(t)~ P + r' + - -  
q - t (5i+2 - t" 
For our starting point in the numerical experiments, we have chosen the BNS-BNS approximation. 
Theorem 3.1. The aforementioned approximations all have their poles outside the interval ((5~-1, 
Proof. The theorem is clearly true for both FW approximations. That it is equally true for the BNS 
approximations follows from the expression for their poles. We consider hi, the treatment of h2 
being analogous. In this case, we have that p/ (q -  t) interpolates hi(t) up to first order at t = 0, f. 
However, we will prove our claim for an interpolation at any ? C (6~-1, (5i+1). From the interpolation 
requirements, we obtain for the pole q of this approximation 
h i (? )  
q = { + h~ (?-----)" (3) 
Since we have 
expression (3) for q becomes 
q---- ]~-'<~ \ F_ , j~(&]  ---t )2 ) (52 " 
As the right-hand side represents a weighted average of the (sj's (0~<j<i),  this clearly means that 
q lies between (51 and (5i-1. Analogously, one obtains that the pole of the approximation for h2 lies 
between (5i+1 and (5,. [] 
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4. Numerical comparisons 
We now compare all of the aforementioned methods on two sets of test problems. As was 
mentioned before, in [14], the initial point is found by carrying out an interpolation of f at the 
midpoint of the interval (0, ~), which determines from the start to which endpoint he origin should 
be translated. Computing this initial point requires roughly the same amount of numerical operations 
as our starting point. We will label our starting point "1" (see Section 3) and the starting point in 
[14] "2". 
The first set of test problems are randomly generated and are presented in Table 1. All quantities 
refer to Eq. (1) and Aj and A are uniformly distributed random numbers in (0, 1 ) (having a different 
value at each occurrence). For all test problems, we have taken n = 50. The different problems exhibit 
varying magnitudes of the (}'s and various degrees of separation of the roots. The methods were 
tested on 50 random problems of each type, and the results presented are averaged over these 50 
problems. 
The second set of test problems are taken from [19], in which n = 4, d t= 1, d2 = 2-/~, d3 --2 +/~ 
and d4 = ~, where /3 is a parameter chosen to make 21 close to d2 and 23 close to d3. Defining 
v T = [2 /~ fl 2], we, furthermore, set a = [Ivll 2 and [~1 ~2 (3 (4] = vT/IIvlI. We have considered this 
problem for fl = 10 -3, 10 -6, 10 -1°. 
For the first set of problems, we used the following simple stopping rule: 
r/kl < 10- 'l kl, 
for the sequence {r/k} of approximates to the solution, whereas for the second set of problems 
Ir/k+l - r/kl < 10-81r/k[ 
was used. We do not discuss other possible stopping rules as it is our purpose merely to compare 
the different methods (see [14] for a thorough study of this subject). We also point out that all 
experiments were performed without deflation. 
The numerical results for the first problem set are listed in Tables 2-5 for each problem type, 
the method, starting point ( 'T' ,  our starting point, or "2", the starting point from [14]), the average 
number of iterations per root, the average peak number of iterations (the maximum number of 
iterations encountered for a particular problem type, averaged over all problems of that type) and, 
in the last column, the maximum peak number of iterations encountered in the computation of a 
root for a particular type of problem. 
The numerical results for the second problem set are listed in Tables 6-8, for each method and 
starting point, the number of iterations necessary to satisfy the stopping criterion for the two most 
Table 1 
Problem types 
Type a ~} dj 
I 0.1 A -2  10 -15 + A 4 
II 0.1 A -2  10 -15 + A 3 
III 1 + 50A 10 -15 + A 2 
IV 1 + 50A 10 -15 + A 2 
d l= -50A;  dj+l =dj ~- [10-15dj[ + A 4 
dl=-50A; dy+l =dj + [10-1Sdjl-4-A 
at = -25; dj+l =dj + 110-1%1 + a 
dj-  51~j 
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Table 2 
Problem I in problem set 1 
Method Starting point Iterations Peak value Max peak value 
Modified Halley 1 3.4 5.0 6 
2 3.7 6.4 9 
Gragg 1 3.5 5.4 7 
2 4.1 7.9 12 
Quasi-mod. Halley 1 3.4 5.5 7 
2 3.8 7.1 10 
Quasi-Gragg 1 3.6 5.9 8 
2 4.3 9.4 15 
QMHFW 1 3.8 5.7 7 
QGFW 1 3.9 6.1 8 
Middle way 1 3.9 6.4 9 
2 4.9 8.5 11 
Fixed weight 1 1 4.1 10.6 28 
2 4.9 14.1 32 
Fixed weight 2 1 4.1 6.9 9 
2 5.1 13.4 25 
FW 1 4.0 6.7 9 
2 4.9 14.1 32 
BNS 1 4.1 6.4 9 
2 5.2 8.8 13 
245 
problematic roots, the first and third ones. The second and fourth roots are computed by all methods 
in 2-4 iterations. 
All second-order methods evaluate the function and first derivative at each iteration, the modified 
Halley and Gragg's methods evaluate the function, first and second derivatives at each iteration, 
while the "quasi" versions of these methods take one step as in the "pure" methods, after which the 
second derivatives are approximated, so that only function and first derivative values are evaluated 
in subsequent iterations. The method designated by "FW" is a method that uses the Fixed Weight 1 
method if the starting point lies to the left of the root and the Fixed Weight 2 method if it lies 
to the right. Analogously, "BNS" designates a method using the BNS1 method if the starting point 
lies to the left of the root and the BNS2 method if it lies to the right. The method abbreviated 
by "QMHFW" takes its first step as in the "FW-method", starting from starting point "1" and then 
continues with the quasi-modified Halley method. Analogously, "QGFW" also takes its first step, 
starting from starting point "1", as in the "FW-method" and then continues with the quasi-Gragg 
method. Both of these methods compute only function and first derivative values and it seemed 
natural to compare the other methods to such a combination. 
All computer runs were carried out in double precision on an IBM RS/6000/550 workstation. 
Let us first consider the results for the first set of problems. From the numerical results for 
all problem types we conclude that our starting point (starting point "1") saves an average of 0.9 
iterations per root for the second-order methods and 0.4 iterations per root for the higher-order ones. 
The advantage of this starting point is even more pronounced in the peak values, where savings 
of two iterations per root are common across all problem types, while in some cases more than 
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Table 3 
Problem I in problem set 1 
Method Starting point Iterations Peak value Max peak value 
Modified Halley 1 3.3 4.4 5 
2 3.6 4.7 5 
Gragg 1 3.5 4.9 6 
2 4.0 6.0 7 
Quasi-mod. Halley 1 3.3 4.8 5 
2 3.7 5.1 6 
Quasi-Gragg 1 3.5 5.2 6 
2 4.1 6.7 8 
QMHFW 1 3.8 5.1 6 
QGFW 1 3.8 5.6 7 
Middle way 1 3.9 5.9 7 
2 4.8 7.8 10 
Fixed weight 1 1 3.9 6.6 10 
2 4.4 7.7 11 
Fixed weight 2 l 4.0 6.2 7 
2 4.8 8.7 15 
FW 1 3.9 6.1 7 
2 4.4 7.7 11 
BNS 1 4.1 6.0 7 
2 5.3 7.8 11 
Table 4 
Problem III in problem set 1 
Method Starting point Iterations Peak value Max peak value 
Modified Halley 1 3.5 4.5 5 
2 3.9 5.0 6 
Gragg 1 3.7 4.9 5 
2 4.2 6.0 7 
Quasi-mod. Halley 1 3.6 4.8 6 
2 3.9 5.3 6 
Quasi-Gragg 1 3.8 5.1 6 
2 4.4 6.8 8 
QMHFW 1 4.0 5.2 6 
QGFW 1 4.1 5.5 7 
Middle way 1 4.2 5.7 7 
2 5.2 7.8 9 
Fixed weight 1 1 4.2 6.2 9 
2 4.8 7.6 10 
Fixed weight 2 1 4.4 6.2 8 
2 5.2 9.7 13 
FW 1 4.3 5.9 7 
2 4.8 7.6 10 
BNS 1 4.4 5.9 7 
2 5.5 8.2 11 
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Table 5 
Problem IV in problem set 1 
Method Starting point Iterations Peak value Max peak value 
Modified Halley 1 3.4 4.0 4 
2 3.9 4.4 5 
Gragg 1 3.6 4.0 4 
2 4.1 5.3 6 
Quasi-rood. Halley 1 3.4 4.0 4 
2 3.9 4.9 5 
Quasi-Gragg 1 3.6 4.1 5 
2 4.3 5.8 7 
QMHFW 1 3.9 4.5 5 
QGFW 1 3.9 5.0 5 
Middle way 1 4.0 5.0 6 
2 5.4 7.6 10 
Fixed weight 1 1 4.0 5.0 5 
2 4.7 6.3 7 
Fixed weight 2 1 4.1 5.0 6 
2 5.1 8.1 11 
FW 1 4.0 5.0 6 
2 4.7 6.3 7 
BNS 1 4.1 5.0 6 
2 5.4 7.8 12 
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Table 6 
Problem set 2 with ~ = 10 -3 
Method Starting point 1 Starting point 2 
Modified Halley 5/5 4/5 
Gragg 5/5 5/6 
Quasi-mod. Halley 5/5 4/5 
Quasi-Gragg 6/6 6/7 
QMHFW 6/6 5/6 
QGFW 6/6 6/7 
Middle way 7/7 8/8 
Fixed weight 1 7/6 7/8 
Fixed weight 2 7/7 7/8 
FW 7/7 7/8 
BNS 7/7 8/9 
half the iterations are saved. There do not seem to be large differences among the second-order 
methods for the same initial point, even though, on average, the "FW" method seems to be at a 
slight advantage, together with the "middle way". However, while this never happened in any of 
our experiments, the latter does not necessarily converge. The higher-order methods are clearly less 
sensitive to the choice of initial point and vary much less in the number of iterations for different 
roots, in addition to having substantially lower peak values than the second-order methods, which 
is very important when solving for the roots in parallel, since in this case the root that requires 
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Table 7 
Problem set 2 with/~ = 10 -6 
Method Starting point 1 Starting point 2 
Modified Halley 5/5 4/5 
Gragg 6/5 6/7 
Quasi-mod. Halley 6/6 4/5 
Quasi-Gragg 7/6 6/8 
QMHFW 6/6 4/6 
QGFW 8/6 7/8 
Middle way 8/7 10/9 
Fixed weight 1 7/6 7/9 
Fixed weight 2 8/7 6/9 
FW 8/7 7/9 
BNS 8/7 9/9 
Table 8 
Problem set 2 with fl = 10 -1° 
Method Starting point 1 Starting point 2 
Modified Halley 6/5 4/6 
Gragg 7/5 6/8 
Quasi-mod. Halley 7/6 4/6 
Quasi-Gragg 8/6 6/9 
QMHFW 7/6 4/6 
QGFW 8/6 7/9 
Middle way 9/7 l 1/9 
Fixed weight 1 7/6 8/10 
Fixed weight 2 9/7 6/9 
FW 9/7 9/10 
BNS 9/7 9/10 
the largest number of iterations roughly determines the computation time. Taking into account he 
amount of work per iteration, the quasi-Gragg and the quasi-modified Halley methods with starting 
point "1", and the QMHFW and QGFW methods clearly stand out as the most successful. 
In the second set of problems, there seems to be an advantage to starting point "2" for the first 
root. However, this is no longer true for the third root. Here too, we discern a clear advantage 
of the higher-order methods over the second-order ones, with once again the quasi-methods with 
starting point "1" and the QMHFW and QGFW methods being the most successful. 
We conclude from our numerical results that third-order methods with finite difference approxi- 
mations to the second derivative are superior to any second-order method, while requiring the same 
amount of work per iteration. They converge globally, need less iterations, are relatively insensitive 
to the initial point and are reasonably uniform in the required number of iterations per root, making 
them more suitable for parallel computations. 
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