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Abstract An accelerated block coordinate descent (ABCD) method in Hilbert space is analyzed to solve the
sparse optimal control problem via its dual. The finite element approximation of this method is investigated
and convergence results are presents. Based on the second order growth condition of the dual objective func-
tion, we show that iteration sequence of dual variables has the iteration complexity of O(1/k). Moreover, we
also prove iteration complexity for the primal problem. Two types of mesh-independence for ABCD method
are proved, which asserts that asymptotically the infinite dimensional ABCD method and finite dimensional
discretizations have the same convergence property, and the iterations of ABCD method remain nearly constant
as the discretization is refined.
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1 Introduction
In this paper, we study the following linear-quadratic elliptic PDE-constrained optimal control problem with
L1-control cost and piecewise box constraints on the control:
min
(y,u)∈Y×U
J(y, u) =
1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω) + β‖u‖L1(Ω)
s.t. Ly = u+ yr in Ω,
y = 0 on ∂Ω,
u ∈ Uad = {v(x)|a ≤ v(x) ≤ b, a.e. on Ω} ⊆ U,
(P)
where Y := H10 (Ω), U := L
2(Ω), Ω ⊆ Rn (n = 2 or 3) is a convex, open and bounded domain with C1,1- or
polygonal boundary Γ ; yd ∈ L2(Ω) is a given desired state; yr ∈ L2(Ω) present the source term; and a ≤ 0 ≤ b
and α, β > 0. Moreover the operator L is a second-order linear elliptic differential operator. It is well-known
that L1-norm could lead to sparse optimal control, i.e. the optimal control with small support. Such an optimal
control problem (P) plays an important role for the placement of control devices [1]. In some cases, it is difficult
Xiaoliang Song
E-mail: songxiaoliang@mail.dlut.edu.cn
Bo Chen
E-mail: chenbo@u.nus.edu
Bo Yu
E-mail: yubo@dlut.edu.cn
1 School of Mathematical Sciences, Dalian University of Technology, Dalian, Liaoning, 116025, China
2 Department of Mathematics, National University of Singapore, 10 Lower Kent Ridge Road, 119076, Singapore
2 Xiaoliang Song1 et al.
or undesirable to place control devices all over the control domain and one hopes to localize controllers in small
and effective regions, the L1-solution gives information about the optimal location of the control devices.
Through this paper, let us suppose the elliptic PDEs involved in (P) which are of the form
Ly = u+ yr in Ω,
y = 0 on ∂Ω,
(1)
satisfy the following assumption:
Assumption 1 The linear second-order differential operator L is defined by
(Ly)(x) := −
n∑
i,j=1
∂xj (aij(x)yxi) + c0(x)y(x), (2)
where functions aij(x), c0(x) ∈ L∞(Ω), c0 ≥ 0, and it is uniformly elliptic, i.e. aij(x) = aji(x) and there is a
constant θ > 0 such that
n∑
i,j=1
aij(x)ξiξj ≥ θ‖ξ‖2, for a.a. x ∈ Ω and ∀ξ ∈ Rn. (3)
The weak formulation of (1) is given by
Find y ∈ H10 (Ω) : a(y, v) = (u+ yr, v)L2(Ω), ∀v ∈ H10 (Ω), (4)
with the bilinear form
a(y, v) =
∫
Ω
(
n∑
i,j=1
ajiyxivxi + c0yv)dx, (5)
or in short Ay = B(u+yr), where A ∈ L(Y, Y ∗) is the operator induced by the bilinear form a, i.e., Ay = a(y, ·)
and B ∈ L(U, Y ∗) is defined by Bu = (u, ·)L2(Ω). Since the bilinear form a(·, ·) is symmetric and U, Y are Hilbert
spaces, we have A∗ ∈ L(Y, Y ∗) = A, and B∗ ∈ L(Y, U) with B∗v = v, ∀v ∈ Y .
Remark 1 Although we assume that the Dirichlet boundary condition y = 0 holds, it should be noted that
the assumption is not a restriction and our considerations can also carry over to the more general boundary
conditions of Robin type
∂y
∂ν
+ γy = g on ∂Ω,
where g ∈ L2(∂Ω) is given and γ ∈ L∞(∂Ω) is nonnegative coefficient.
For the the study of optimal control problems with sparsity promoting terms, as far as we know, the first
paper devoted to this study is published by Stadler [1], in which structural properties of the control variables were
analyzed in the case of the linear-quadratic elliptic optimal control problem. In 2011, a priori and a posteriori
error estimates were first given by Wachsmuth and Wachsmuth in [2] for piecewise linear control discretizations,
in which the convergence rate is obtained to be of order O(h) under the L2 norm. However, from an algorithmic
point of view, the resulting discrete L1-norm:
‖uh‖L1(Ωh) :=
∫
Ωh
∣∣ n∑
i=1
uiφi(x)
∣∣dx, (6)
does not have a decoupled form with respect to the coefficients {ui}, where φi(x) are the piecewise linear nodal
basis functions. Hence, the authors introduced an alternative discretization of the L1-norm which relies on a
nodal quadrature formula:
‖uh‖L1
h
(Ω) :=
n∑
i=1
|ui|
∫
Ωh
φi(x)dx. (7)
Obviously, this quadrature incurs an additional error, although the authors proved that this approximation does
not change the order of error estimates.
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Next, let us mention some existing numerical methods for solving the optimal control problem (P). Since
the problem (P) is nonsmooth, thus applying semismooth Newton (SSN) methods is used to be a priority in
consideration of their locally superlinear convergence. A special semismooth Newton method with the active set
strategy, called the primal-dual active set (PDAS) method is introduced in [3] for control constrained elliptic
optimal control problems. It is proved to have the locally superlinear convergence (see [4,5,6] for more details).
Furthermore, mesh-independence results for SSN methods were established in [7]. It is generally known that the
total error of utilizing numerical methods to solve PDE constrained problem consists of two parts: discretization
error and the iteration error resulted from algorithm to solve the discretized problem. However, the error order
of piecewise linear finite element method is O(h) which accounts for the main part. Thus, algorithms of high
precision do not reduce the order of the total error but waste computations. Taking the precision of discretization
error into account, employing fast and efficient first-order algorithms with the aim of solving discretized problems
to moderate accuracy is sufficient.
As one may know, for finite dimensional large scale optimization problems, some efficient first-order algo-
rithms, such as iterative soft thresholding algorithms (ISTA) [8], accelerated proximal gradient (APG)-based
method [9,10,11], ADMM [12,13,14], etc, have become the state of the art algorithms. Motivated by the success
of these finite dimensional optimization algorithms, Song et al. [15] proposed an inexact heterogeneous ADMM
(ihADMM) for problem (P). Different from the classical ADMM, the ihADMM adopts two different weighted
norms for the augmented term in two subproblems, respectively. Furthermore, the authors also gave theoretical
results on the global convergence as well as the iteration complexity results O(1/k). Recently, thanks to the
iteration complexity O(1/k2), an APG method in function space (called Fast Inexact Proximal (FIP) method)
was proposed to solve (P) in [16]. As we know, the efficiency of the FIP depends on how close the step-length
is to the Lipschitz constant. However, in general, choosing an appropriate step-length is difficult since the Lip-
schitz constant is usually not available analytically. Moreover, for the discretization of (P), the authors only
considered using the second-order finite differences method, which is a further disadvantage for improving the
discretization error.
As far as we know, most of the aforementioned papers are devoted to solve the primal problem. However,
when the primal problem (P) is discretized by the piecewise linear finite element and directly solved by some
algorithms, e.g., SSN, PDAS, ihADMM and APG, as we mentioned above, the resulting discretized L1-norm
does not have a decoupled form. Thus the same technique to (7) should be used, which however will inevitably
cause additional error. In order to avoid the additional error, in [17], Song et al. considered using the duality-
based approach for (P). Taking advantage of the structure of the dual problem, the authors employed an
majorized accelerated block coordinate descent (mABCD) method, which proposed by Cui in her PhD thesis
[18, Chapter 3], to solve the dual problem. More importantly, the design of this method combines an inexact
2-block majorized ABCD and the recent advances in the inexact symmetric Gauss-Seidel (sGS) decomposition
technique developed in [14,19].
Owing to the important convergence results of mABCD method which is given in [18, Chapter 3], in [17],
it builds a sequence of iterations {zk} := {(λk, pk, µk)} for which Φh(zk) − Φh(z∗) = O(1/k2), where Φh is the
dual objective function. However the convergence of the sequence {zk} is not obvious. To accomplish this goal,
in this paper, we shall discuss the second order growth condition of Φh. Thanking to the second order growth
condition of Φh, we can prove that
dist(zk, (∂Φh)
−1(0)) = O(1/k).
Furthermore, although we have shown the convergence behavior and the iteration complexity of the dual prob-
lem, our ultimate goal is look for optimal control solution. Thus, this can become a driving force for analyzing the
primal problem. For primal problems, based on the relationship between the primal problem and dual problem,
we can prove that
Ĵh(uˆ
k)− Ĵh(u∗) = O(1/k),
‖uˆk − u∗‖ = O(1/
√
k),
where Ĵh is the objective function of the reduced primal problem and u
∗ is the unique optimal solution of
reduced primal problem.
More importantly, another key issue should be considered is how measures of the convergence behavior
of the iteration sequence vary with the level of approximation. Such questions come under the category of
mesh-independence results. Mesh independence allows us to predict the convergence of the method applied to
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the discretized problem when the method has been analyzed for the infinite dimensional problem. Further, it
can be used to improve the performance of the method. Since we are interested in the solution of an infinite
dimensional problem, it is usually necessary to choose reasonably fine discretizations. This leads to a large
number of variables in the discrete minimization problem and therefore to a large amount of work per iteration.
If the method is fixed, the only possibility for reducing the total amount of work consists of a good choice in the
starting value. For these problems it is obvious that we must use information from the coarse grids to obtain
good starting values for the finer discretizations, which leads to mesh-refinement strategies. Mesh-independence
is a theoretical justification for mesh-refinement strategies and, moreover, it can be used to design the refinement
process and to predict the overall performance of the algorithm.
In [17], the numerical results in terms of iteration numbers of mABCD method show that their method is
robust with respect to the mesh size h. In consideration of this phenomenon, in this paper, we will establish
the mesh independence of majorized accelerate block coordinate descent (mABCD) method for optimal control
problems. As show below, based on the above convergence results, finally, we will give two types of mesh
independence for mABCD method. The first one show that the iteration number k after which the difference
Φh(z
k) − inf Φh(z) has been identified up to less than ǫ is independent of the mesh size h. In other words, we
will show that the “discretized” convergence factor τh defined in the convergence theorem can be bounded by
the “continuous” convergence factor τ . Second, we will prove that the iteration number k after which the size
of ‖ukh − u∗h‖L2(Ω) is less than ǫ is independent of the mesh size h.
The remainder of the paper is organized as follows. In Section 2 the finite element approximation is intro-
duced. In Section 3, we give a majorized accelerate block coordinate descent (mABCD) method in Hilbert space.
In Section 4, for the purpose of numerical implementation, we should give the finite element discretizations of
the mABCD method. And thanks to second order growth condition of dual objective function, we will present
convergence results which include for the dual problem and primal problem. In Section 5, we show the mesh
independence results of mABCD method for optimal control problems. Finally, we conclude our paper in Section
6.
2 Finite element discretization
To numerically solve problem (P), we consider the finite element method, in which the state y and the control
u are all discretized by the piecewise linear, globally continuous finite elements.
To this aim, let us fix the assumptions on the discretization by finite elements. We first consider a family of
regular and quasi-uniform triangulations {Th}h>0 of Ω¯. For each cell T ∈ Th, let us define the diameter of the
set T by ρT := diam T and define σT to be the diameter of the largest ball contained in T . The mesh size of the
grid is defined by h = maxT∈Th ρT . We suppose that the following regularity assumptions on the triangulation
are satisfied which are standard in the context of error estimates.
Assumption 2 (regular and quasi-uniform triangulations) There exist two positive constants κ and τ
such that
ρT
σT
≤ κ, h
ρT
≤ τ,
hold for all T ∈ Th and all h > 0. Moreover, let us define Ω¯h =
⋃
T∈Th
T , and let Ωh ⊂ Ω and Γh denote its
interior and its boundary, respectively. In the case that Ω is a convex polyhedral domain, we have Ω = Ωh. In
the case Ω has a C1,1- boundary Γ , we assumed that Ω¯h is convex and that all boundary vertices of Ω¯h are
contained in Γ , such that
|Ω\Ωh| ≤ ch2,
where | · | denotes the measure of the set and c > 0 is a constant.
2.1 Piecewise Linear finite elements discretization
On account of the homogeneous boundary condition of the state equation, we use
Yh =
{
yh ∈ C(Ω¯)
∣∣ yh|T ∈ P1 for all T ∈ Th and yh = 0 in Ω¯\Ωh} (8)
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as the discrete state space, where P1 denotes the space of polynomials of degree less than or equal to 1. As
mentioned above, we also use the same discrete space to discretize control u, thus we define
Uh =
{
uh ∈ C(Ω¯)
∣∣ uh|T ∈ P1 for all T ∈ Th and uh = 0 in Ω¯\Ωh} . (9)
For a given regular and quasi-uniform triangulation Th with nodes {xi}Nhi=1, let {φi}Nhi=1 be a set of nodal basis
functions, which span Yh as well as Uh and satisfy the following properties:
φi ≥ 0, ‖φi‖∞ = 1 ∀i = 1, 2, ..., Nh,
Nh∑
i=1
φi = 1. (10)
The elements uh ∈ Uh and yh ∈ Yh can be represented in the following forms, respectively,
uh =
Nh∑
i=1
uiφi, yh =
Nh∑
i=1
yiφi,
where uh(xi) = ui and yh(xi) = yi. Let Uad,h denotes the discrete feasible set, which is defined by
Uad,h : = Uh ∩ Uad
=
{
zh =
Nh∑
i=1
ziφi
∣∣ a ≤ zi ≤ b, ∀i = 1, ..., Nh} ⊂ Uad.
Now, a discrete version of the problem (P) is formulated as follows:
min
(yh,uh)∈Yh×Uh
Jh(yh, uh) =
1
2
‖yh − yd‖2L2(Ωh) +
α
2
‖uh‖2L2(Ωh) + β‖uh‖L1(Ωh)
s.t. a(yh, vh) =
∫
Ω
(uh + yr)vhdx, ∀vh ∈ Yh,
uh ∈ Uad,h.
(11)
For the error estimates, we have the following result:
Theorem 3 [2, Proposition 4.3] Let us assume that u∗ and u∗h be the optimal control solutions of (P) and
(11), respectively. Then for every α0 > 0, h0 > 0 there exists a constant C > 0, such that for all α ≤ α0, h ≤ h0
the following inequality holds
‖u∗ − u∗h‖L2(Ω) ≤ C(hα−1 + h2α−3/2),
where C is independent of α, h.
From the perspective of numerical implementation, we introduce the following stiffness and mass matrices:
Kh = (a(φi, φj))
Nh
i,j=1 , Mh =
(∫
Ωh
φi(x)φj(x)dx
)Nh
i,j=1
,
and let yc,h, yd,h be the L
2-projections of yr and yd onto Yh, respectively,
yc,h =
Nh∑
i=1
yirφi, yd,h =
Nh∑
i=1
yidφi.
Then, identifying discrete functions with their coefficient vectors, we can rewrite the problem (11) in the following
way: 
min
y,u
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + β
∫
Ωh
|
Nh∑
i=1
uiφi(x)| dx
s.t. Khy = Mhu+Mhyr,
a ≤ u ≤ b.
(Ph)
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2.2 An approximation discretization approach
To numerically solve problem (P), a traditional approach is directly solving the primal problem (Ph). However,
it is clear that the discretized L1-norm
∫
Ωh
|∑Nhi=1 uiφi(x)|dx can not be written as a matrix-vector form and is
a coupled form with respect to ui and the subgradient νh ∈ ∂‖uh‖L1(Ωh) will not belong to a finite-dimensional
subspace. Hence, if directly solving (Ph), it is inevitable to bring some difficulties into numerical calculation.
To overcome these difficulties, in [2], the authors introduced the lumped mass matrix Wh which is a diagonal
matrix as:
Wh := diag
(∫
Ωh
φi(x)dx
)Nh
i=1
,
and defined an alternative discretization of the L1-norm:
‖uh‖L1
h
(Ω) :=
Nh∑
i=1
|ui|
∫
Ωh
φi(x)dx = ‖Wu‖1, (12)
which is a weighted l1-norm of the coefficients of uh. More importantly, the following results about the mass
matrix Mh and the lumped mass matrix Wh hold.
Proposition 1 [20, Table 1] ∀ z ∈ RNh , the following inequalities hold:
‖z‖2Mh ≤ ‖z‖2Wh ≤ c‖z‖2Mh, where c =
{
4 if n = 2,
5 if n = 3.∫
Ωh
|
n∑
i=1
ziφi(x)| dx ≤ ‖Whz‖1.
Proposition 2 ∀ z ∈ RNh , the following inequalities hold:
‖z‖2Wh − ‖z‖2Mh = O(h2)
‖Whz‖1 −
∫
Ωh
|
n∑
i=1
ziφi(x)| dx = O(h).
Proof First we have
‖z‖2Wh =
∫
Ωh
Nh∑
i=1
(zi)
2φi(x)dx =
∫
Ωh
Ih(zh)
2dx,
where Ih is the nodal interpolation operator. Since zh ∈ P1 ⊂W 1,2(Ω), we have (zh)2 ∈ W 2,2(Ω). Thus by [21,
Theorem 3.1.6], we get
∫
Ωh
Ih(zh)
2dx−
∫
Ωh
(zh)
2dx = ‖Ih(zh)2 − (zh)2‖L1(Ω) ≤ C(Ω)‖Ih(zh)2 − (zh)2‖L2(Ω) = O(h2).
Similarly, we have
‖Whz‖1 −
∫
Ωh
|
n∑
i=1
ziφi(x)| dx =
∫
Ωh
Ih|zh|dx−
∫
Ωh
|zh|dx ≤ C(Ω)‖Ih|zh| − |zh|‖L2(Ω) = O(h),
where the last equation is due to |zh| ∈W 1,2(Ω).
Thus, we provide a discretization of problem (P):
min
y,u
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + β‖Whu‖1
s.t. Khy = Mh(u+ yr),
a ≤ u ≤ b.
(13)
Clearly, the approximation of L1-norm (12) inevitably brings additional error, although it can be proven that
this additional error not disturb the order of error estimates. (see [2, Corollary 4.6] for more details)
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3 Duality-based approach
In this paper, we consider using the duality-based approach for (P).
3.1 Dual problem of (P)
The dual of problem (P) can be written, in its equivalent minimization form, as
min Φ(λ, p, µ) :=
1
2
‖A∗p− yd‖2L2(Ω) +
1
2α
‖ − p+ λ+ µ‖2L2(Ω) + 〈p, yr〉L2(Ω)
+ δβB∞(0)(λ) + δ
∗
Uad(µ)−
1
2
‖yd‖2L2(Ω),
(D)
where p ∈ H10 (Ω), λ, µ ∈ L2(Ω), B∞(0) := {λ ∈ L2(Ω) : ‖λ‖L∞(Ω) ≤ 1}, and for any given nonempty, closed
convex subset C of L2(Ω), δC(·) is the indicator function of C. Based on the L2-inner product, we define the
conjugate of δC(·) as follows:
δ∗C(w
∗) = sup
w∈C
〈w∗, w〉L2(Ω).
Obviously, the objective of problem (D) is the sum of a coupled quadratic function involving three blocks of
variables and two separable non-smooth functions involving only the first and second block, respectively. Thus
taking advantage of the structure of the dual problem, in this section we aim to present an algorithm which
could efficiently and fast solve problem (D).
3.2 ABCD method in Hilbert Space for (D)
By choosing and v = (λ, p) and w = µ taking
f(v) = δβB∞(0)(λ) +
1
2
‖A∗p− yd‖2L2(Ω) + 〈p, yr〉L2(Ω) −
1
2
‖yd‖2L2(Ω), (14)
g(w) = δ∗Uad(µ), (15)
φ(v, w) =
1
2α
‖ − p+ λ+ µ‖2L2(Ω), (16)
it is quite clear that our dual problem (D) belongs to a general class of unconstrained, multi-block convex
optimization problems with coupled objective function, that is
min
v,w
θ(v, w) := f(v) + g(w) + φ(v, w), (17)
where f : V → (−∞,+∞] and g : W → (−∞,+∞] are two convex functions (possibly nonsmooth), φ :
V ×W → (−∞,+∞] is a smooth convex function, and V , W are real finite dimensional Hilbert spaces. Thanks
to the structure of (17), Cui in [18, Chapter 3] propose a majorized accelerate block coordinate descent (called
mABCD) method which is proposed by for the case φ being a general smooth function is proposed. Thus, let
us give a brief sketch of mABCD method. To deal with the general model (17), we need some more conditions
and assumptions on φ.
Assumption 4 The convex functions φ : V × W → (−∞,+∞] is continuously differentiable with Lipschitz
continuous gradients.
Let us denote z := (v, w) ∈ V × W . In [22], the authors provide a second order Mean-Value Theorem for
φ, which states that for any z′ and z in V ×W , there exists z′′ ∈ [z′, z] and a self-adjoint positive semidefinite
operator G ∈ ∂2φ(z′′) such that
φ(z) = φ(z′) + 〈∇φ(z′), z − z′〉+ 1
2
‖z′ − z‖2G ,
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where ∂2φ(z′′) denotes the Clarke’s generalized Hessian at given z′′ and [z′, z] denotes the the line segment
connecting z′ and z. Under Assumption 4, it is obvious that there exist two self-adjoint positive semidefinite
linear operators Q and Q̂ : V ×W → V ×W such that for any z ∈ V ×W ,
Q  G  Q̂.
Thus, for any z, z′ ∈ V ×W , it holds
φ(z) ≥ φ(z′) + 〈∇φ(z′), z − z′〉+ 1
2
‖z′ − z‖2Q,
and
φ(z) ≤ φˆ(z; z′) := φ(z′) + 〈∇φ(z′), z − z′〉+ 1
2
‖z′ − z‖2
Q̂
.
Furthermore, we decompose the operators Q and Q̂ into the following block structures:
Qz :=
(Q11 Q12
Q∗12 Q22
)(
v
w
)
, Q̂z :=
(
Q̂11 Q̂12
Q̂∗12 Q̂22
)(
v
w
)
, ∀z = (v, w) ∈ U × V ,
and assume Q and Q̂ satisfy the following conditions.
Assumption 5 [18, Assumption 3.1] There exist two self-adjoint positive semidefinite linear operators D1 :
U → U and D2 : V → V such that
Q̂ := Q+Diag(D1,D2).
Furthermore, Q̂ satisfies that Q̂11 ≻ 0 and Q̂22 ≻ 0.
We can now present the majorized ABCD algorithm for (17) as follow.
Algorithm 1: (A majorized ABCD algorithm for (17))
Input: (v˜1, w˜1) = (v0, w0) ∈ dom(f)× dom(g). Set t1 = 1, k = 1.
Output: (vk, wk)
Iterate until convergence:
Step 1 Compute 
vk = argmin
v∈V
{f(v) + φˆ(v, w˜k; z˜k)},
wk = arg min
w∈W
{g(w) + φˆ(vk, w; z˜k)}.
where z˜k = (v˜k, w˜k)
Step 2 Set tk+1 =
1+
√
1+4t2
k
2 and βk =
tk−1
tk+1
∀ k. Compute
v˜k+1 = vk + βk(v
k − vk−1), w˜k+1 = wk + βk(wk − wk−1).
Now, we can apply Algorithm 1 to (D), where (λ, p) are taken as one block, and µ is taken as the other one.
Let us denote z = (λ, p, µ). Since φ defined in (16) for (D) is quadratic, we can take
Q := 1
α
 I −I I−I I −I
I −I I
 .
where
Q11 := 1
α
( I −I
−I I
)
, Q22 := 1
α
I.
Additionally, we assume that there exists two self-adjoint positive semidefinite operators D1 and D2, such that
Assumation 5 holds. Thus, it implies that we should majorize φ(λ, p, µ) at z′ = (λ′, p′, µ′) as
φ(z) ≤ φˆ(z; z′) := 1
2α
‖ − p+ λ+ µ‖2L2(Ω) +
1
2
〈
(
λ− λ′
p− p′
)
,D1
(
λ− λ′
p− p′
)
〉L2(Ω) +
1
2
〈µ− µ′,D2(µ− µ′)〉L2(Ω).
(18)
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Thus, the framework of mABCD for (D) is given below:
Algorithm 2: (mABCD algorithm for (D))
Input: (λ˜1, p˜1, µ˜1) = (λ0, p0, µ0) ∈ [−β, β]×H10 (Ω)× L2(Ω). T  0. Set k = 1, t1 = 1.
Output: (λk, pk, µk)
Iterate until convergence
Step 1 Compute
(λk, pk) = argmin δ[−β,β](λ) +
1
2
‖A∗p− yd‖2L2(Ω) + 〈p, yr〉L2(Ω) +
1
2α
‖ − p+ λ+ µ˜k‖2L2(Ω)
+
1
2
〈
(
λ− λ˜k
p− p˜k
)
,D1
(
λ− λ˜k
p− p˜k
)
〉
µk = argmin
1
2α
‖µ− (pk − λk)‖2L2(Ω) + δ∗[a,b](µ) +
1
2
〈µ− µ˜k,D2(µ− µ˜k)〉
Step 2 Set tk+1 =
1+
√
1+4t2
k
2 and βk =
tk−1
tk+1
, Compute
λ˜k+1 = λk + βk(λ
k − λk−1), p˜k+1 = pk + βk(pk − pk−1), µ˜k+1 = µk + βk(µk − µk−1).
We now can discuss the issue on how to choose two operators D1 and D2. As we know, choosing two
appropriate and effective operators D1 and D2 is an important thing from the perspective of both theory
analysis and numerical implementation. Note that for numerical efficiency, the general principle is that both D1
and D2 should be chosen as small as possible such that (λk, pk) and µk could take larger step-lengths while the
corresponding subproblems still could be solved relatively easily.
Firstly, for the proximal term 12‖µ− µ˜k‖2D2, since Q22 = 1αI ≻ 0, we can choose D2 = 0. Then, it is obvious
that the optimal solution to the µ-subproblem at k-th iteration is unique and also has a closed form:
µk = pk − λk − αΠ[a,b]( 1
α
(pk − λk)). (19)
Next, we will focus on how to choose D1. If we ignore the proximal term
1
2 〈
(
λ− λ˜k
p− p˜k
)
,D1
(
λ− λ˜k
p− p˜k
)
〉, it is
obvious that the subproblem of the block (λ, p) at k-th iteration could be equivalently rewritten as:
min δ[−β,β](λ) +
1
2
〈
(
λ
p
)
,H
(
λ
p
)
〉 − 〈r,
(
λ
p
)
〉, (20)
where H = 1α
(
1
αI − 1αI− 1αI A∗A+ 1αI
)
and r =
(
1
α µ˜
k
yr −Ayd − 1α µ˜k
)
. whose objective function of (20) is the sum
of a two-block quadratic function and a non-smooth function involving only the first block, thus the symmetric
Gauss-Seidel (sGS) technique proposed recently by Li, Sun and Toh [14,19], could be used to solve it. For later
discussions, we consider a splitting of any given self-adjoint positive semidefinite linear operator Q
Q = D + U + U∗, (21)
where U denotes the strict upper triangular part of Q and D is the diagonal of Q. Moreover, we assume that
D ≻ 0 and define the following self-adjoint positive semidefinite linear operator
sGS(Q) := UD−1U∗. (22)
Thus, to achieve our goal, we choose
D1 : = sGS (H) =
(
1
α (αA
∗A+ I)−1 0
0 0
)
.
Then according to [19, Theorem 2.1], solving the (λ, p)-subproblem
min
λ,p
δ[−β,β](λ) +
1
2
‖A∗p− yd‖2L2(Ω) + 〈p, yr〉L2(Ω) +
1
2α
‖ − p+ λ+ µ˜k‖2L2(Ω) +
1
2
〈
(
λ− λ˜k
p− p˜k
)
,D1
(
λ− λ˜k
p− p˜k
)
〉,
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is equivalently computing exactly via the following procedure:
pˆk = argmin
1
2
‖A∗p− yd‖2L2(Ω) +
1
2α
‖p− λ˜k − µk‖2L2(Ω) + 〈p, yr〉L2(Ω),
λk = argmin
1
2α
‖λ− (pˆk − µk)‖2L2(Ω) + δ[−β,β](λ),
pk = argmin
1
2
‖A∗p− yd‖2L2(Ω) +
1
2α
‖p− λk − µk‖2L2(Ω) + 〈p, yr〉L2(Ω).
At last, combining a 2-block majorized ABCD and the recent advances in the sGS technique, a sGS based
majorized ABCD (sGS-mABCD) algorithm for (D) is presented as follow.
Algorithm 3: (sGS-mABCD algorithm for (D))
Input: (λ˜1, p˜1, µ˜1) = (λ0, p0, µ0) ∈ [−β, β]×H10 (Ω)× L2(Ω). Set k = 1, t1 = 1.
Output: (λk, pk, µk)
Iterate until convergence
Step 1 Compute
pˆk = argmin
1
2
‖A∗p− yd‖2L2(Ω) +
1
2α
‖p− λ˜k − µ˜k‖2L2(Ω) + 〈p, yr〉L2(Ω),
λk = argmin
1
2α
‖λ− (pˆk − µ˜k)‖2L2(Ω) + δ[−β,β](λ),
pk = argmin
1
2
‖A∗p− yd‖2L2(Ω) +
1
2α
‖p− λk − µ˜k‖2L2(Ω) + 〈p, yr〉L2(Ω),
µk = argmin
1
2α
‖µ− (pk − λk)‖2L2(Ω) + δ∗[a,b](µ),
Step 2 Set tk+1 =
1+
√
1+4t2
k
2 and βk =
tk−1
tk+1
, Compute
λ˜k+1 = λk + βk(λ
k − λk−1), p˜k+1 = pk + βk(pk − pk−1), µ˜k+1 = µk + βk(µk − µk−1).
Here we state the convergence result without proving. For the detailed proof, one could see [18, Theorem
3.1] and [18, Theorem 3.2].
Theorem 6 Suppose that the solution set Ω of the problem (17) is non-empty. Let (λ∗, p∗, µ∗) ∈ Ω. Then the
sequence {(λk, pk, µk)} generated by the Algorithm 3 satisfies that
Φ(λk, pk, µk)− Φ(λ∗, p∗, µ∗) ≤ 4τ
(k + 1)2
, (23)
where τ = 12 〈
λ∗ − λ0p∗ − p0
µ∗ − µ0
 ,S
λ∗ − λ0p∗ − p0
µ∗ − µ0
〉 and S = Diag(D1,D2 +Q22) =
 1α (αA∗A+ I)−1 0 00 0 0
0 0 1αI
.
4 A discretized form of mABCD algorithm for (Dh)
Although an efficient ABCD algorithm in Hilbert space is presented in Section 3, for the purpose of numerical
implementation, we should give the finite element discretizations of the ABCD method. As we have said, a
duality-based approach is considered to solve problem (P), thus we first give the finite element discretizations
of (D) as follows:
min
λ,p,µ∈RNh
Φh(λ, p, µ) :=
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2α
‖λ+ µ− p‖2Mh + 〈Mhyr, p〉
+ δ[−β,β](λ) + δ
∗
[a,b](Mhµ)−
1
2
‖yd‖2Mh .
(Dh)
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4.1 A majorized ABCD method for (Dh)
Obviously, by choosing v = (λ, p) and w = µ and taking
fh(v) = δ[−β,β](λ) +
1
2
‖Khp−Mhyd‖2M−1
h
+ 〈Mhyr, p〉 − 1
2
‖yd‖2Mh , (24)
gh(w) = δ
∗
[a,b](Mhµ), (25)
φh(v, w) =
1
2α
‖λ+ µ− p‖2Mh , (26)
(Dh) belongs to also belongs to the problem of form (17). Thus, Algorithm 1, namely the majorized ABCD
algorithm, can be applied to (Dh). Let us denote z = (λ, p, µ). As shown in Section 3.2, we should first majorize
the coupled function φ defined in (26) for (Dh). Since φ is quadratic, we can take
Qh := 1
α
 Mh Mh −MhMh Mh −Mh
−Mh −Mh Mh
 . (27)
where
Q11h :=
1
α
(
Mh −Mh
−Mh Mh
)
Q22h :=
1
α
Mh.
Moreover, we assume that there exists two self-adjoint positive semidefinite operators D1h and D2h, which
satisfy Assumation 5. Then, we majorize φ(µ, λ, p) at z′ = (µ′, λ′, p′) as
φ(z) ≤ φˆ(z; z′) = 1
2α
‖λ+ µ− p‖2Mh +
1
2
∥∥∥∥(λp
)
−
(
λ′
p′
)∥∥∥∥2
D1h
+
1
2
‖µ− µ′‖2D2h . (28)
Thus, the framework of mABCD for (Dh) is given below:
Algorithm 4: (mABCD algorithm for (Dh))
Input: (λ˜1, p˜1, µ˜1) = (λ0, p0, µ0) ∈ dom(δ∗[a,b])× [−β, β]× RNh . Set k = 1, t1 = 1.
Output: (λk, pk, µk)
Iterate until convergence
Step 1 Compute
(λk, pk) = argmin δ[−β,β](λ) +
1
2
‖Khp−Mhyd‖2M−1
h
+ 〈Mhyr, p〉+ 1
2α
‖λ− p+ µ˜k‖2Mh
+
1
2
∥∥∥∥(λp
)
−
(
λ˜k
p˜k
)∥∥∥∥2
D1h
.
µk = argmin δ∗[a,b](Mhµ) +
1
2α
‖µ− (pk − λk)‖2Mh +
1
2
‖µ− µ˜k‖2D2h ,
Step 2 Set tk+1 =
1+
√
1+4t2
k
2 and βk =
tk−1
tk+1
, Compute
λ˜k+1 = λk + βk(λ
k − λk−1), p˜k+1 = pk + βk(pk − pk−1), µ˜k+1 = µk + βk(µk − µk−1).
As we know, how to choose two appropriate and effective operators D1h and D2h is a key issue. Firstly,
different from the mABCD algorithm in Hilbert space for (D), if we choose D2h = 0, there is no a closed form
solution for the µ-subproblem since the mass matrix Mh is not diagonal. In order to make the subproblem of
the block µ having a analytical solution, we choose
D2h :=
1
α
γMhW
−1
h Mh −
1
α
Mh, where γ =
{
4 if n = 2,
5 if n = 3.
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From Proposition 2, it is easy to see that D2h ≻ 0. Let us denote ξ = Mhµ, then solving the subproblem about
the variable µ can be translate to solving the following subproblem:
ξk = argmin
1
2α
‖ξ −Mh(pk − λk)‖2M−1
h
+ δ∗[a,b](ξ) +
1
2α
‖ξ − ξ˜k‖2
γW−1
h
−M−1
h
= argmin
1
2α
‖ξ − (ξk + 1
γ
Wh(Mh(p
k − λk)−M−1h ξ˜k))‖2γW−1
h
+ δ∗[a,b](ξ).
(29)
To solve (29), we first introduce the proximal mapping proxfM(·) with respect to a self-adjoint positive definite
linear operator M, which is defined as:
proxfM (x) = argmin{f(z) +
1
2
‖z − x‖2M}, ∀x ∈ X , (30)
where f is a closed proper convex function f and X is a finite-dimensional real Euclidean space. For the proximal
mapping, we have the following Moreau identity which is shown in [23, Proposition 2.4]:
x = proxfM (x) +M−1proxf
∗
M−1(Mx), (31)
where f∗ is the conjugate function of f . Thus, making use of the Moreau identity (31), we can derive
ξ˜k = vk − α
γ
WhΠ[a,b](
γ
α
W−1h v
k). (32)
where
vk =Mhµ˜
k +
1
γ
Wh(Mh(p
k − λk)− µ˜k).
Then we can compute µk by µk =M−1h ξ
k.
Next, we will consider how to choose the operatorD1h. Similarly, the (λ, p)-subproblem can also be rewritten
as the following form:
min δ[−β,β](λ) +
1
2
〈
(
λ
p
)
,H
(
λ
p
)
〉 − 〈r,
(
λ
p
)
〉, (33)
where H = 1α
(
Mh −Mh
−Mh Mh + αKhM−1h Kh
)
and r =
(
1
αMhµ˜
k
Mhyr −Khyd − 1αMhµ˜k
)
. Based on the structure of
the (λ, p)-subproblem, we also use the block sGS decomposition technique to solve it. Thus, we choose
D˜1h = sGS(H) = 1
α
(
Mh(Mh + αKhM
−1
h Kh)
−1Mh 0
0 0
)
.
And once again, according to [19, Theorem 2.1], we can solve the (λ, p)-subproblem by the following steps:
pˆk = argmin
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2α
‖p− λ˜k − µ˜k‖2Mh + 〈Mhyr, p〉,
λk = argmin
1
2α
‖λ− (pˆk − µ˜k)‖2Mh + δ[−β,β](λ),
pk = argmin
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2α
‖p− λk − µ˜k‖2Mh + 〈Mhyr, p〉.
However, it is easy to see the λ-subproblem is coupled about the variable λ since the mass matrix Mh is not
diagonal, thus there is no a closed form solution for λ. To overcome this difficulty, we can take advantage
of the relationship between the mass matrix Mh and the lumped mass matrix Wh and add a proximal term
1
2α‖λ− λ˜k‖2Wh−Mh to the λ-subproblem. Fortunately, we have
sGS(H) = sGS
(
H+ 1
α
[
Wh −Mh 0
0 0
])
,
Thus, we can choose D1h as follows
D1h = sGS(H) + 1
α
(
Wh −Mh 0
0 0
)
=
1
α
(
Mh(Mh + αKhM
−1
h Kh)
−1Mh +Wh −Mh 0
0 0
)
.
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Then, according to the choice of D1h and D2h, we give the detailed framework of our inexact sGS based majorized
ABCD method for (Dh) as follows:
Algorithm 5: (sGS-mABCD algorithm for (Dh))
Input: (λ˜1, p˜1, µ˜1) = (λ0, p0, µ0) ∈ dom(δ∗[a,b])× [−β, β]× RNh . Set k = 1, t1 = 1.
Output: (λk, pk, µk)
Iterate until convergence
Step 1 Compute
pˆk = argmin
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2α
‖p− λ˜k − µ˜k‖2Mh + 〈Mhyr, p〉,
λk = argmin δ[−β,β](λ) +
1
2α
‖λ− (pˆk − µ˜k)‖2Mh +
1
2α
‖λ− λ˜k‖2Wh−Mh ,
pk = argmin
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2α
‖p− λk − µ˜k‖2Mh + 〈Mhyr, p〉,
µk = argmin δ∗[a,b](Mhµ) +
1
2α
‖µ− (pk − λk)‖2Mh +
1
2α
‖µ− µ˜k‖2
γMhW
−1
h
Mh−Mh
.
Step 2 Set tk+1 =
1+
√
1+4t2
k
2 and βk =
tk−1
tk+1
, Compute
λ˜k+1 = λk + βk(λ
k − λk−1), p˜k+1 = pk + βk(pk − pk−1), µ˜k+1 = µk + βk(µk − µk−1).
Based on [18, Theorem 3.1], we can show Algorithm 5 also has the following O(1/k2) iteration complexity.
Theorem 7 Suppose that the solution set Ω of the problem (Dh) is non-empty. Let z
∗ = (λ∗, p∗, µ∗) ∈ Ω. Let
{zk} := {(λk, pk, µk)} be the sequence generated by the Algorithm 5. Then we have
Φh(z
k)− Φh(z∗) ≤ 4τh
(k + 1)2
, ∀k ≥ 1, (34)
where τh =
1
2‖z0 − z∗‖2Sh ,
Sh := Diag(D1h, D2h + Q22h ) = 1α
Mh(Mh + αKhM−1h Kh)−1Mh +Wh −Mh 0 00 0 0
0 0 γMhW
−1
h Mh
 , and
Φ(·) is the objective function of the dual problem (Dh). Moreover, the sequence {(λk, pk, µk)} generated by the
Algorithm 5 is bounded.
Proof Here, we just prove the boundness of the the sequence {(λk, pk, µk)}. By the definition of Φh, we have
Φh(λ, p, µ) =
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2α
‖λ+ µ− p‖2Mh + 〈Mhyr, p〉+ δ[−β,β](λ) + δ∗[a,b](Mhµ)−
1
2
‖yd‖2Mh
=
1
2
‖Khp−Mhyd +MhK−1h Mhyr‖2M−1
h
+
1
2α
‖λ+ µ− p‖2Mh + δ[−β,β](λ) + δ∗[a,b](Mhµ)− const
where const = 12‖yd −K−1h Mhyr‖2Mh . Thus, from (34), we have
1
2
‖Khpk −Mhyd +MhK−1h Mhyr‖2M−1
h
+
1
2α
‖λk + µk − pk‖2Mh + δ[−β,β](λk) + δ∗[a,b](Mhµk) ≤
1
2
‖Khp∗ −Mhyd +MhK−1h Mhyr‖2M−1
h
+
1
2α
‖λ∗ + µ∗ − pk‖2Mh + δ[−β,β](λ∗) + δ∗[a,b](Mhµ∗) +
4τh
(k + 1)2
(35)
Based on the iterative scheme of λk in Algorithm 5, we have λk ∈ [−β, β]Nh which implies the boundness of λk
and δ[−β,β](λ
k) = 0. In addition, due to a < 0 < b, we have
0 ≤ δ∗[a,b](Mhµk) = sup
z∈[a,b]
〈z,Mhµk〉 =
{
b(Mhµ
k)i, if (Mhµ
k)i ≥ 0,
a(Mhµ
k)i, if (Mhµ
k)i < 0.
Similarly, we get δ∗[a,b](Mhµ
k) ≥ 0. Hence, each term on both sides of (35) is nonnegative. Then we can get that
there exists a constant r such that (p, λ, µ) ∈ Br(0), where Br(0) stands for the closed ball of radius r centered
at 0.
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4.2 Second order growth condition of Φh
Clearly, in Algorithm 5, it builds a sequence of iterates {zk} := {(λk, pk, µk)} for which Φh(zk) − Φh(z∗) =
O(1/(k + 1)2). However the convergence of the sequence {zk} is not obvious. To accomplish this goal, in this
section, we shall discuss the of the second order growth condition of Φh. The second order growth conditions
play a important role in the study of convergence analysis for the optimization algorithms.
Let F be a set-valued mapping from X into the subsets of Y , indicated by F : X ⇒ Y. Here gph(F ) =
{(x, y) ∈ X × Y | y ∈ F (x)} is the graph of F and the range of F is the set rge(F ) = {y ∈ Y | ∃x, F (x) ∋ y}.
The inverse of F , denoted by F−1, is defined as x ∈ F−1(y)⇔ y ∈ F (x).
Definition 1 For any proper, closed convex function f , (x¯, w¯) ∈ gph(∂f), and any given bounded set U we say
that a local second order growth conditions is said to be satisfied for f , if there exists κ > 0 such that
f(x) ≥ f(x¯) + 〈w¯, x− x¯〉+ κdist2(x, (∂f)−1(w¯)), ∀x ∈ U
where κ depends on U and (x¯, w¯).
To further characterize Φh, we need introduce the concept of bounded linear regularity of a collection of
closed convex sets, which can be found from, e.g., [24, Definition 5.6].
Definition 2 Let D1, D2, ..., Dn ⊆ Rm be closed convex sets for some positive integer n. Suppose that D :=
D1 ∩D2 ∩ ... ∩Dn is non-empty. Then the collection {D1, D2, ..., Dn} is said to be boundedly linearly regular
if for every bounded set B ⊆ Rm, there exists a constant κ > 0 such that
dist(x,D) ≤ κmax{dist(x,D1), dist(x,D2), ..., dist(x,Dn)}, ∀x ∈ B
A sufficient condition to guarantee the property of bounded linear regularity is established in [25, Corollary
3].
Proposition 3 Let D0, D1, ..., Dn ⊆ Rm be closed convex sets for some positive integer n. Suppose that
D0, D1, ..., Dr are polyhedral for some r ∈ {0, 1, ..., n}. Then a sufficient condition for D0, D1, ..., Dn to be
boundedly linearly regular is ⋂
i=0,...,r
Di ∩
⋂
i=r+1,...,n
ri(Di) 6= ∅
where ri(Di) denotes the relative interior of Di
For convenience, we rewrite Φh as
Φh(λ, p, µ) = f1(λ) + f2(p) + f3(µ) + g(λ, p, µ)
where
f1(λ) = δ[−β,β](λ), (36)
f2(p) =
1
2
‖Khp−Mhyd‖2M−1
h
+ 〈Mhyr, p〉 − 1
2
‖yd‖2Mh , (37)
f3(µ) = δ
∗
[a,b](Mhµ), (38)
g(λ, p, µ) =
1
2α
‖λ+ µ− p‖2Mh . (39)
Then, about the set-valued mapping (∂Φh)
−1, we have the following results.
Proposition 4 For any z¯ = (λ¯, p¯, µ¯) and ν¯ = ( 1αMh(λ¯− p¯+ µ¯)+ ν¯1, 1αMh(p¯− λ¯− µ¯)+ ν¯2, 1αMh(µ¯+ λ¯− p¯)+ ν¯3)
such that (z¯, ν¯) ∈ ghp(∂Φh), namely, ν¯ ∈ ∂Φh(z¯), ν¯1 ∈ ∂f1(λ¯), ν¯2 = ∇f2(p¯) and ν¯3 ∈ ∂f3(µ¯). Then (∂Φh)−1(ν¯)
can be characterized as
(∂Φh)
−1(ν¯) = {z = (λ, p, µ) | ν¯ ∈ ∂Φh(z)}
⊃ {z = (λ, p, µ) | Qhz = Qhz¯, ν¯1 ∈ ∂f1(λ), ν¯2 = ∇f2(p), ν¯3 ∈ ∂f3(µ)}
= D0 ∩ (D1 ⊕D2 ⊕D3)
(40)
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where Qh is defined in (27) and
D0 = {z = (λ, p, µ) | Qhz = Qhz¯}, (41)
D1 = ∂f
−1
1 (ν¯1) = {λ | ν¯1 ∈ ∂f1(λ)} = {λ ∈ [−β, β] | 〈ν¯1, λ− λ′〉 ≥ 0, ∀λ′ ∈ [−β, β]}, (42)
D2 = {p | ∇f2(p) = ν¯2} = {p¯}, (43)
D3 = ∂f
−1
3 (ν¯3) = {µ | ν¯3 ∈ ∂f3(µ)} = {µ | 〈µ,Mhν′3 − ν¯3〉 ≤ 0, ∀ν′3 ∈ [a, b]}. (44)
Additionally, for D0, D1, D2, D3, we have the following results to ensure that the collection {D0, D1, ..., Dn} is
boundedly linearly regular.
Proposition 5 Let D0, D1, D2, D3 be defined as in Proposition 4. Then, they are all polyhedral convex sets,
and so is D1 ⊕D2 ⊕D3. In addition, for any (z¯, ν¯) ∈ ghp ∂Φh, we have
z¯ = (λ¯, p¯, µ¯) ∈ D0 ∩ (D1 ⊕D2 ⊕D3) 6= ∅,
namely, the collection {D0, D1, ..., Dn} is boundedly linearly regular. Moreover, we have the invariant property
of ‖z‖Qh over D0. That is, for any z = (λ, p, µ) ∈ R3Nh and zˆ = (λˆ, pˆ, µˆ) ∈ D0, the following equality holds:
‖z − zˆ‖2Qh = ‖z − z¯‖2Qh
Next, we shall present that the second order growth condition holds for the objective function Φh of dual
problem (Dh). Firstly, for the functions f1(λ), f2(p) and f3(µ) which defined in (36), (37), (38), we will prove
that the second order growth conditions hold for them, which is one of the key components in our subsequent
analysis.
Lemma 1 For any (λ¯, ν¯1) ∈ ghp ∂δ[−β,β](·), then the second order growth condition holds for δ[−β,β](λ).
Namely, there exists a constant κ1, such that the following inequality holds:
δ[−β,β](λ) ≥ δ[−β,β](λ¯) + 〈ν¯1, λ− λ¯〉+ κ1dist2(λ, (∂δ[−β,β])−1(ν¯1)), ∀λ ∈ [−β, β]. (45)
where κ1 depends on ν¯1 and β.
Proof Since λ¯ ∈ [−β, β], there are three cases for λ¯: λ¯i ∈ (−β, β), λ¯i = β and λ¯i = −β. If λ¯i ∈ (−β, β), we
have (ν¯1)i = 0, which implies (∂δ[−β,β])
−1((ν¯1)i) = {λ | λ ∈ [−β, β]}. Hence, dist2(λi, (∂δ[−β,β])−1((ν¯1)i)) = 0.
In this case,, since 0− 0 ≥ 0 + κ10, the inequality (45) holds automatically for any κ1 > 0.
If λ¯i = β, we can obtain (ν¯1)i ∈ R+ and (∂δ[−β,β])−1((ν¯1)i) = {β}. Thus, in order to prove the second order
growth condition holds, it suffices to show that there exist a constant κ1 > 0, such that
0 ≥ (ν¯1)i(λi − β) + κ1(λi − β)2, ∀λi ∈ [−β, β]. (46)
Thus, let κ1 =
(ν¯1)i
2β , the inequality (46) holds for any λ ∈ [−β, β].
Similarly, for the case of λ¯i = −β, we can also choose κ1 = |(ν¯1)i|2β such that the inequality (45) holds. In
conclusion, we can choose κ1 = minν¯1{ |(ν¯1)i|2β }, such that the inequality (45) holds for all case and the proof is
completed.
Lemma 2 For any (p¯, ν¯2) ∈ ghp ∇f2(·), then the second order growth conditions holds for f2(p). That is, there
exists a constant κ2, such that the following inequality holds:
f2(p) ≥ f2(p¯) + 〈ν¯2, p− p¯〉+ κ2‖p− p¯‖2, ∀p ∈ RNh (47)
where f2(p) is defined in (37)
Proof Since the stiffness matrix Kh and the mass matrix Mh are both symmetric positive definite matrix, we
know that the function f2 is strongly convex. Thus, we can say there exists a constant κ2 = λmin(KhM
−1
h Kh)
in which λmin(·) represents the smallest eigenvalue of a given matrix, such that the inequality (47) holds.
The next result, which provides a convenient way to prove that the second order growth condition hold for
δ∗[a,b](Mh·).
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Lemma 3 For any bounded set X and (x¯, ω¯) ∈ ghp(∂δ∗[a,b]), then the second order growth conditions holds for
δ∗[a,b](·). Namely, there exists a constant κˆ > 0, such that the following inequality holds:
δ∗[a,b](x) ≥ δ∗[a,b](x¯) + 〈ω¯, x− x¯〉+ κˆdist2(x, (∂δ∗[a,b])−1(ω¯)), ∀x ∈ X (48)
where κˆ depends on ω¯, the upper and lower bound a, b and the bounded set Z.
Proof It is well known that ω¯ ∈ ∂δ∗[a,b](z¯) is equivalent to z¯ ∈ ∂δ[a,b](ω¯), thus similar to the proof scheme in
Lemma 1, we can prove this lemma.
Lemma 4 For any bounded set U3 and (µ¯, ν¯3) ∈ ghp(∂f3), then the second order growth conditions holds for
δ∗[a,b](Mhµ). Namely, there exists a constant κ2, such that the following inequality holds:
δ∗[a,b](Mhµ) ≥ δ∗[a,b](Mhµ¯) + 〈ν¯3, µ− µ¯〉+ κ3dist2(µ, ∂f−13 (ν¯3)), ∀µ ∈ U3 (49)
where f3(·) = δ∗[a,b](Mh·) and κ3 depends on ν¯3, the upper and lower bound a, b, the bounded set U3 and the
mass matrix Mh.
Proof From ν¯3 ∈ ∂f3(µ¯) = Mh(∂δ∗[a,b])(Mhµ¯), we obtain that there exists ω¯ ∈ (∂δ∗[a,b])(Mhµ¯) such that ν¯3 =
Mhω¯. This implies (Mhµ¯, ω¯) ∈ ghp(∂δ∗[a,b]). Hence, by Lemma 3, we have
δ∗[a,b](Mhµ) ≥ δ∗[a,b](Mhµ¯) + 〈ω¯,Mhµ−Mhµ¯〉+ κˆdist2(Mhµ, (∂δ∗[a,b])−1(ω¯))
= δ∗[a,b](Mhµ¯) + 〈Mhω¯, µ− µ¯〉+ κˆdist2(Mhµ,Mh(∂f3)−1(ν¯3))
≥ δ∗[a,b](Mhµ¯) + 〈Mhω¯, µ− µ¯〉+ λ2min(Mh)κˆdist2(µ, (∂f3)−1(ν¯3)) ∀µ ∈ U3,
which guarantee the inequality (49) holds.
Thus, based the above results, we have the following theorem to show that the second order growth condition
holds for Φh.
Theorem 8 For any bounded set Z and (z¯, ν¯) ∈ ghp(∂Φh) where z¯ = (λ¯, p¯, µ¯), then the second order growth
conditions holds for Φh(·). Namely, there exists a constant κ > 0, such that the following inequality holds:
Φh(z) ≥ Φh(z¯) + 〈ν¯, z − z¯〉+ κdist2(z, (∂Φh)−1(ν¯)), ∀z ∈ Z (50)
Proof For convenience, we rewrite Φh as
Φh(λ, p, µ) = g(λ, p, µ) + f1(λ) + f2(p) + f3(µ)
where the functions f1(λ), f2(p) and f3(µ) is defined in (36), (37), (38) and g(λ, p, µ) is defined as
g(λ, p, µ) =
1
2α
‖λ+ µ− p‖2Mh .
For any z ∈ Z, it is obvious that there exists zˆ such that
dist(z,D0) = ‖z − zˆ‖.
where D0 is defined in (41). Then, by Proposition 5, we have
g(z) = g(z¯) + 〈∇g(z¯), z − z¯〉+ 1
2
‖z − z¯‖2Qh
= g(z¯) + 〈∇g(z¯), z − z¯〉+ 1
2
‖z − zˆ‖2Qh
≥ g(z¯) + 〈∇g(z¯), z − z¯〉+ λ
+
min(Qh)
2
‖z − zˆ‖2
= g(z¯) + 〈∇g(z¯), z − z¯〉+ λmin(Mh)
2
‖z − zˆ‖2
= g(z¯) + 〈∇g(z¯), z − z¯〉+ κ0dist2(z,D0).
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where λ+min(Qh) denotes the smallest positive eigenvalue of Qh and κ0 =
λmin(Mh)
2 .
Furthermore, by ν¯ ∈ ∂Φh(z¯), we have ν¯ = ∇g(z¯)+
 ν¯1ν¯2
ν¯3
, where ν¯1 ∈ ∂f1(λ¯), ν¯2 = ∇f2(p¯) and ν¯3 ∈ ∂f3(µ¯).
Thus, employing Lemma 1, Lemma 2 and Lemma 4, for any z ∈ Z, we obtain
Φh(z)− Φh(z¯) = g(z)− g(z¯) + f1(λ) − f1(λ¯) + f2(p)− f2(p¯) + f3(µ)− f3(µ¯)
≥ 〈∇g(z¯), z − z¯〉+ 〈ν¯1, λ− λ¯〉+ 〈ν¯2, p− p¯〉+ 〈ν¯3, µ− µ¯〉
+κ0dist
2(z,D0) + κ1dist
2(λ,D1) + κ2dist
2(p,D2) + κ3dist
2(µ,D3)
≥ 〈ν¯, z − z¯〉+ κ4(dist2(z,D0) + dist2(z,D1 ⊕D2 ⊕D3))
≥ 〈ν¯, z − z¯〉+ κ4max{dist2(z,D0), dist2(z,D1 ⊕D2 ⊕D3)}
≥ 〈ν¯, z − z¯〉+ cκ4dist2(z,D0 ∩D1 ⊕D2 ⊕D3)
≥ 〈ν¯, z − z¯〉+ κdist2(z, (∂Φh)−1(ν¯))
where κ4 = min{κ0, κ1, κ2, κ3} and the last inequality is due to Proposition 3, Proposition 4 and Proposition 5.
Thus, the proof is completed.
4.3 Primal problem of (Dh)
Although we have shown the convergence behavior and the iteration complexity of the dual problem (Dh), our
ultimate goal is look for optimal control solution and optimal state solution. Thus, this can become a driving
force for analysing the primal problem of (Dh). About the primal problem of (Dh), we have the following
proposition.
Proposition 6 Problem (Dh) could be regards as the dual problem of problem (P̂h). In other words, problem
(P̂h) is the primal problem of problem (Dh).
min
y,u
Jh(y, u) =
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + β‖Mhu‖1
s.t. Khy =Mh(u+ yr),
a ≤ u ≤ b.
(P̂h)
Proof Firstly, by introducing two artificial variables, we can rewrite (P̂h) as:
min
y,u,v,w
J¯h(y, u, v, w) =
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + β‖Mhv‖1 + δ[a,b](w)
s.t. Khy = Mh(u + yr),
M(u− v) = 0,
M(u− w) = 0.
(P˜h)
Considering the Lagrangian function associated with (P˜h), we have
L(y, u, v, w; p, λ, µ) =
1
2
‖y − yd‖2Mh +
α
2
‖u‖2Mh + β‖Mhv‖1 + δ[a,b](w)
+ 〈p,Khy −Mh(u+ yr)〉+ 〈λ,Mh(u− v)〉+ 〈µ,Mh(u− w)〉.
(51)
Now, we can derive
inf
y
L(y, u, v, w; p, λ, µ) = inf
y
1
2
‖y − yd‖2Mh + 〈p,Khy〉 = −
1
2
‖Khp−Mhyd‖2M−1
h
+
1
2
‖yd‖2Mh ,
inf
u
L(y, u, v, w; p, λ, µ) = inf
u
α
2
‖u‖2Mh + 〈p,Mhu〉+ 〈λ,Mhu〉+ 〈µ,Mhu〉 = −
1
2α
‖λ+ µ− p‖2Mh ,
inf
z
L(y, u, v, w; p, λ, µ) = inf
v
−〈λ,Mhv〉+ β‖Mv‖1 = −δ[−β,β](λ),
inf
w
L(y, u, v, w; p, λ, µ) = inf
w
−〈µ,Mhw〉 + δ[a,b](w) = −δ∗[a,b](Mhµ).
(52)
18 Xiaoliang Song1 et al.
Thus,
min
y,u,v,w
L(y, u, v, w; p, λ, µ) = − 12‖Khp−Mhyd‖2M−1
h
− 12α‖λ+ µ− p‖2Mh − 〈Mhyr, p〉
−δ[−β,β](λ)− δ∗[a,b](Mhµ) + 12‖yd‖2Mh ,
and maxp,λ,µminy,u,v,w L(y, u, v, w; p, λ, µ) is an equivalent maximization form of the dual problem (Dh). Moveover,
there is no gap between (P̂h) and (Dh) due to the strong convexity of problem (P̂h). From here, we complete the
proof.
Since ‖Mhu‖1 can be regarded as an approximation of
∫
Ωh
|∑Nhi=1 uiφi(x)| dx, it is necessarily required to
analysis the relationship between them.
For the analysis further below, let us first introduce a quasi-interpolation operator Πh : L
1(Ωh)→ Uh which
provides interpolation estimates. For an arbitrary w ∈ L1(Ω), the operator Πh is constructed as follows:
Πhw =
Nh∑
i=1
πi(w)φi(x), πi(w) =
∫
Ωh
w(x)φi(x)dx∫
Ωh
φi(x)dx
. (53)
Based on the assumption on the mesh and the control discretization , we extend Πhw to Ω by taking Πhw = w
for every x ∈ Ω\Ωh, and have the following estimates of the interpolation error. For the detailed proofs, we
refer to [27].
Lemma 5 There is a constant c2 independent of h such that
h‖z −Πhz‖L2(Ω) + ‖z −Πhz‖H−1(Ω) ≤ c2h2‖z‖H1(Ω),
holds for all z ∈ H1(Ω).
Then, from the definition of Πh and Lemma 5, we have the following results.
Proposition 7 ∀ z ∈ RNh and zh(x) =
Nh∑
i=1
ziφi, the following inequalities hold:
‖Πzh(x)‖L1(Ω) ≤ ‖Mhz‖1 ≤
∫
Ωh
|
Nh∑
i=1
ziφi(x)| dx.∫
Ωh
|
n∑
i=1
ziφi(x)| dx− ‖Mhz‖1 = O(h2).
Proof Since
‖Mhz‖1 =
Nh∑
i=1
|
Nh∑
j=1
∫
Ωh
φi(x)φj(x)zj dx| ≤
Nh∑
i=1
∫
Ωh
|
Nh∑
j=1
φj(x)zj |φi(x) dx =
∫
Ωh
|
Nh∑
i=1
ziφi(x)| dx,
where the last equality is due to
Nh∑
i=1
φi = 1. Furthermore,
‖Πzh(x)‖L1(Ω) =
∫
Ωh
|
Nh∑
j=1
∫
Ωh
Nh∑
i=1
ziφiφj(x)dx∫
Ωh
φj(x)dx
φj(x)|dx ≤
Nh∑
j=1
| ∫Ωh Nh∑
i=1
ziφiφj(x)dx|∫
Ωh
φj(x)dx
∫
Ωh
φj(x)dx = ‖Mhz‖1.
At last, according to Lemma 53, we have∫
Ωh
|
n∑
i=1
ziφi(x)| dx− ‖Mz‖1 ≤
∫
Ωh
|
n∑
i=1
ziφi(x)| dx− ‖Πzh‖L1(Ω)
= ‖zh‖L1(Ω) − ‖Πzh‖L1(Ω) ≤ ‖Πzh − zh‖L1(Ω)
≤ C(Ω)‖Πzh − zh‖H−1(Ω) = O(h2)
Thus, based on Proposition 7, it is reasonable to consider (P̂h) as a discretization of problem (P).
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4.4 Convergence analysis
In this section, we will prove the convergence of the sequence {zk = (λk, pk, µk)}k generated by Algorithm 5
and the iteration complexity of the primal problem (P̂h) of (Dh). In our subsequent discussions, as we will see,
Theorem 7 and Theorem 8 play a will play a vital role in our convergence analysis.
Theorem 9 Assume that the solution set Ω to problem (Dh) is non-empty. Let {zk} := {(λk, pk, µk)} be the
sequence generated by the Algorithm 5. Then, the sequence {zk} satisfy
dist(zk, (∂Φh)
−1(0)) ≤ C
k + 1
, ∀k ≥ 1 (54)
where C is a constant.
Proof From Ω = (∂Φh)
−1(0) and Proposition 4, we know (∂Φh)
−1(0) is a closed convex set. And for any z∗ ∈ Ω,
we have (z∗, 0) ∈ gph(∂Φh). Moreover, from Theorem 7, we know the sequence {zk}k are bounded. Thus, by
Theorem 8 and Theorem 7, we obtain
〈0, zk − z∗〉+ κdist2(zk, (∂Φh)−1(0)) ≤ Φh(zk)− Φh(z∗) ≤ 4τh
(k + 1)2
, ∀k ≥ 1
Therefore,
dist(zk, (∂Φh)
−1(0)) ≤ C
(k + 1)
, ∀k ≥ 1
Next, we will force on the iteration complexity of the primal problem of (Dh). Since the stiffness matrix Kh
is a symmetric positive definite matrix, problem (P̂h) can be rewritten as the following reduced form:
min
u
Ĵh(u) =
1
2
‖K−1h Mh(u+ yr)− yd‖2Mh +
α
2
‖u‖2Mh + β‖Mhu‖1 + δ[a,b](u) (R̂Ph)
Thus, we will study the iteration complexity of problem (R̂Ph) based on the Algorithm 5.
By the definition of ∂Φ−1h (0), we know it is the set of all points z = (λ, p, µ) satisfying the following equations
KhM
−1
h (Khp−Mhyd) +Mhyr +Mh(p− λ− µ)/α = 0,
Mh(p− λ− µ)/α ∈ ∂f1(λ),
Mh(p− λ− µ)/α ∈ ∂f3(µ).
(55)
where f1(λ) and f3(µ) are defined in (36) and (38). In addition, from Theorem 9, we know there exists z
∗ =
(λ∗, p∗, µ∗) ∈ ∂Φ−1h (0), such that ‖zk− z∗‖ ≤ Ck+1 . Let δk = (δkp , δkλ, δkµ) = z∗− zk. For simplicity, we also denote
δ¯k = (δkp − δkλ − δkµ)/α, uk = (pk − λk − µk)/α, we have
KhM
−1
h (Kh(p
k + δkp )−Mhyd) +Mhyr +Mh(uk + δ¯k) = 0,
Mh(u
k + δ¯k) ∈ ∂f1(λk + δkλ),
Mh(u
k + δ¯k) ∈ ∂f3(µk + δkµ).
(56)
which is equivalent to 
KhM
−1
h (Kh(p
k + δkp )−Mhyd) +Mhyr +Mh(uk + δ¯k) = 0,
〈Mh(uk + δ¯k), λk + δkλ〉 = f1(λk + δkλ) + f∗1 (Mh(uk + δ¯k)),
〈Mh(uk + δ¯k), µk + δkµ〉 = f3(µk + δkµ) + f∗3 (Mh(uk + δ¯k)).
(57)
According to Algorithm 5, it is obvious that λk ∈ domf1, µk ∈ domf3. And from above equation (56), we have
λk + δkλ ∈ domf1, µk + δkµ ∈ domf3.
Before we show our another important convergence result for primal problem, let us give an important
property for closed convex polyhedral function.
Proposition 8 If f is a closed convex polyhedral function, then f is globally Lipschitz continuous on domf .
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Proof If f is polyhedral, then its effective domain domf is polyhedral convex set. By [26, Theorem 20.5], it is
therefore a locally simplicial set. Thus, by [26, Theorem 10.2], we obtain that f is continuous on domf . Hence,
on domf , f is globally Lipschitz continuous.
Now we shall prove the iteration complexity results of the primal problem (R̂Ph) as below.
Theorem 10 Let {zk} := {(pk, λk, µk)} be the sequence generated by the Algorithm 5, uk = (pk − λk − µk)/α
, and denote uˆk = ΠK(u
k), where K = domf∗1 (Mh·) ∩ domf∗3 (Mh·), then
Ĵh(uˆ
k)− Ĵh(u∗) ≤ C1
1 + k
, ∀k ≥ 1 (58)
where Ĵh is the objective function of problem (R̂Ph) and u
∗ is the unique optimal solution of problem (R̂Ph),
moreover, we have
‖uˆk − u∗‖ ≤ C2√
k + 1
, ∀k ≥ 1 (59)
where C1 and C2 are two constants.
Proof From Proposition 6, we know
− Φh(zk) = inf
y,u,v,w
L(y, u, v, w; zk) = L(yk, uk, vk, wk; zk). (60)
where Lagrangian function L(y, u, v, w; z) is defined in (51) and (yk, uk, vk, wk) satisfying the following condi-
tions, 
Mh(y
k − yd) +Khpk = 0,
αMhu
k −Mhpk +Mhλk +Mhµk = 0,
Mhλ
k ∈Mh(∂f1)(Mhvk),
Mhµ
k ∈Mh(∂f3)(Mhwk).
(61)
which is equivalent to 
Mh(y
k − yd) +Khpk = 0,
αMhu
k −Mhpk +Mhλk +Mhµk = 0,
f∗1 (Mhv
k) + f1(λk) = 〈λk,Mhvk〉
f∗3 (Mhw
k) + f3(µk) = 〈µk,Mhwk〉
(62)
where f∗1 and f
∗
3 represent the conjugate functions of f1 and f3, respectively. Then
Ĵh(uˆ
k) + Φh(z
k) = Ĵh(uˆ
k)− L(yk, uk, vk, wk; zk)
=
1
2
‖K−1h Mh(uˆk + yr)− yd‖2Mh −
1
2
‖yk − yd‖2Mh − 〈pk,Khyk −Mh(uk + yr)〉︸ ︷︷ ︸
I1
+
α
2
‖uˆk‖2Mh −
α
2
‖uk‖2Mh︸ ︷︷ ︸
I2
+ f∗1 (Mhuˆ
k)− f∗1 (Mhvk)− 〈λk,Mh(uk − vk)〉︸ ︷︷ ︸
I3
+ f∗3 (Mhuˆ
k)− f∗3 (Mhwk)− 〈µk,Mh(uk − wk)〉︸ ︷︷ ︸
I4
.
(63)
Next, we will estimate the four terms I1, I2, I3 and I4, respectively. Firstly, from (57), we could have u
k+δ¯k ∈ K.
Thus, we can obtain an important inequality,
‖uˆk − uk‖ = ‖ΠK(uk)− uk‖ = dist(uk,K) ≤ ‖δ¯k‖ ≤ 1
α
(‖δkλ‖+ ‖δkp‖+ ‖δkµ‖) ≤
√
3C
α
1
k + 1
. (64)
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Then, by (57), (61) and (64), we have
I1 =
1
2
‖K−1h Mh(uˆk + yr)− yd‖2Mh −
1
2
‖yk − yd‖2Mh − 〈pk,Khyk −Mh(uk + yr)〉
=
1
2
〈Mh(uˆk − uk), dk)〉+ 1
2
〈Mh(uk + yr)−Khyk, dk + pk)〉
=
1
2
〈Mh(uˆk − uk), dk)〉+ 1
2
〈Mh(uk + yr)−Kh(yd −M−1h Khpk), dk + pk)〉
≤ K1‖δ¯k‖+K2(‖δkp‖+ ‖δ¯k‖) ≤
Ĉ1
k + 1
.
(65)
where dk = K
−1
h Mh(K
−1
h Mh(uˆ
k + yr) + y
k − 2yd) and three constants K1, K2 and Ĉ1 are C depends on the
boundedness of zk, uˆk.
For the term I2, we get
I2 =
α
2
‖uˆk‖2Mh −
α
2
‖uk‖2Mh =
α
2
〈uˆk − uk,Mh(uˆk + uk)〉 ≤ K3‖δ¯k‖ ≤ Ĉ2
k + 1
. (66)
where two constants K3 and Ĉ2 depend on the boundedness of u
k, uˆk.
Furthermore, since the functions f1, f
∗
1 , f3, and f
∗
3 are all closed convex polyhedral function, by Proposition
8, we know the functions f1, f
∗
1 , f3, and f
∗
3 are all Lipschitz continuous on the corresponding compact subsets
of their effective domains. Thus, for the term I3, we have
I3 =f
∗
1 (Mhuˆ
k)− f∗1 (Mhvk)− 〈λk,Mh(uk − vk)〉
=f∗1 (Mhuˆ
k)− f∗1 (Mh(uk + δ¯k)) + f∗1 (Mh(uk + δ¯k)− 〈Mh(uk + δ¯k), λk + δkλ〉
− (f∗1 (Mhvk)− 〈λk,Mhvk〉) + 〈Mhλk, δ¯k〉+ 〈MhMhuk, δkλ〉
=f∗1 (Mhuˆ
k)− f∗1 (Mh(uk + δ¯k)) + f1(λk)− f1(λk + δkλ) + 〈Mhλk, δ¯k〉+ 〈MhMhuk, δkλ〉
≤K4‖δ¯k‖+K5‖δkλ‖ ≤
Ĉ3
k + 1
.
(67)
where three constants K4 and K5 and Ĉ3 depend on both the boundedness of λ
k, uk, and the Lipschitz constant
of f1 and f
∗
1 on the corresponding compact subsets. Similarly, there exists three constant K6, K7 and Ĉ4, such
that
I4 ≤ K6‖δ¯k‖+K7‖δkµ‖ ≤
Ĉ4
k + 1
. (68)
Hence, substituting (65), (66), (67) and (68) into (63), and from Theorem 7, we get
|Ĵh(uˆk)− Ĵh(u∗)| = |Ĵh(uˆk) + Φh(zk) + inf Φh(z)− Φh(zk)|
≤ |Ĵh(uˆk) + Φh(zk)|+ |Φh(zk)− inf Φh(z)|
≤ C1
k + 1
(69)
where C1 = max{Ĉ1, Ĉ2, Ĉ3, Ĉ4, 2τh}.
At last, for the convergence of the primal sequence {u˜k}, employing the strongly convexity of Ĵh and (63),
we could easily deduce that there exists a constant C2, such that
‖uˆk − u∗‖ ≤ C2√
k + 1
. (70)
Thus, the proof is completed.
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5 Mesh independence
In this section, the issue is how measures of the convergence behavior of the iteration sequence vary with the
level of approximation. Such questions come under the category of mesh-independence results. In this section,
we will establish the mesh independence of majorized accelerate block coordinate descent (mABCD) method
for optimal control problems.
In what follows we will consider the mesh independence of mABCD method along two lines. The first is
the assertion in Theorem 12. It says that the iterate k after which the difference Φh(z
k) − inf Φh(z) has been
identified up to less than ǫ is independent of the mesh size h. Second, we will prove that the iterate k after
which the size of ‖ukh− u∗h‖L2(Ω) is less than ǫ is independent of the mesh size h which is presented in Theorem
13. In order to show these results, let us first present some bounds on the Rayleigh quotients of Kh and Mh,
one can see Proposition 1.29 and Theorem 1.32 in [28] for more details.
Theorem 11 For P1 approximation on a regular and quasi-uniform subdivision of Rn which satisfies Assump-
tion 2, and for any x ∈ RNh , the mass matrix Mh approximates the scaled identity matrix in the sense that
c1h
2 ≤ x
TMhx
xTx
≤ c2h2, if n = 2, and c1h3 ≤ x
TMhx
xTx
≤ c2h3, if n = 3.
The stiffness matrix Kh satisfies
d1h
2 ≤ x
TKhx
xTx
≤ d2, if n = 2, and d1h3 ≤ x
TKhx
xTx
≤ d2h, if n = 3.
where the constants c1, c2, d1 and d2 are independent of the mesh size h.
Based on Theorem 11 and Proposition 2, it is easy to see that the largest eigenvalue of the matrix Sh:
Sh = 1
α
Mh(Mh + αKhM−1h Kh)−1Mh +Wh −Mh 0 00 0 0
0 0 Mh
 (71)
which defined in Theorem 7, is equal to O(h2). This implies that the largest eigenvalue of the matrix Sh can
be bounded by a constant C which is independent of the mesh size h. Hence, this conclusion prompts us to
consider analysing the mesh independence of mABCD method. We present our first mesh independence result
for our mABCD method, in which we prove that the ”discretized” convergence factor τh defined in Theorem 7
approach the ”continuous” convergence factor τ defined in Theorem 6 in the limits h→ 0 and the distance can
be bounded in terms of the mesh size.
Theorem 12 Let Algorithm 3 for continuous problem (D) start from z0 = (λ0, p0, µ0) and Algorithm 5 for
discretized problem (Dh) start from z
0
h = (λ
0
h, p
0
h, µ
0
h), respectively. And we take z(x)
∗ ∈ (∂Φ)−1(0) and z∗h(x) =
Nh∑
i=1
z∗i φ(x) where the coefficients (z
∗
1 , z
∗
2 , ..., z
∗
Nh
) ∈ (∂Φh)−1(0). Assume that z0h = Ihz0 where Ih is the nodal
interpolation operator, and ‖z∗ − z∗h‖L2(Ω) = O(h). Then there exist h∗ ∈ (0, hˆ] and a constant C, such that
τh ≤ τ + Ch (72)
for all h ∈ (0, h∗].
Proof From the definition of τ in Theorem 6, we have
τ =
1
2α
‖µ∗ − µ0‖2L2(Ω) +
1
2α
〈λ∗ − λ0, (αA∗A+ I)−1(λ∗ − λ0)〉L2(Ω)
=
1
2α
‖µ∗ − µ0‖2L2(Ω) +
1
2α
∫
Ω
(λ∗ − λ0)q1 dx,
(73)
where q1 is the weak solution of the following problem:
Find (q1, q2) ∈ (H10 (Ω))2, such that{
a(q1, v) = 〈q2, v〉L2(Ω),
αa(q2, v) + 〈q1, v〉L2(Ω) = 〈λ∗ − λ0, v〉L2(Ω), ∀v ∈ H10 (Ω)
(74)
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where the bilinear form a(·, ·) is defined in (5). Similarly, according to the definition of τh and Proposition 2,
we obtain
τh =
1
2α
‖µ∗h − µ0h‖2L2(Ω) +
1
2α
∫
Ω
(λ∗h − λ0h)q1h dx +
1
2α
‖Ih(λ∗h − λ0h)2 − (λ∗h − λ0h)2‖L1(Ω), (75)
where q1h is the solution of the following discretized problem which is discretized by piecewise linear finite elements:
Find (q1h, q
2
h), such that{
a(q1h, vh) = 〈q2h, vh〉L2(Ω),
αa(q2h, vh) + 〈q1h, vh〉L2(Ω) = 〈λ∗h − λ0h, vh〉L2(Ω), ∀vh ∈ Yh
(76)
where Yh is defined in (8). In order to estimate the value of τh, we define q˜
1
h is the solution of the following
discretized problem
Find (q˜1h, q˜
2
h), such that{
a(q˜1h, vh) = 〈q˜2h, vh〉L2(Ω),
αa(q˜2h, vh) + 〈q˜1h, vh〉L2(Ω) = 〈λ∗ − λ0, vh〉L2(Ω), ∀vh ∈ Yh.
(77)
Obviously, there exists h∗ ∈ (0, hˆ] and four constants C1 and C2, C3 and C4 which independent to h, such that
for all for all h ∈ (0, h∗],the following inequalities hold:
‖q1 − q1h‖L2(Ω) ≤ ‖q1 − q˜1h‖L2(Ω) + ‖q1h − q˜1h‖L2(Ω)
≤ C1h2‖λ∗ − λ0‖L2(Ω) + C2h2‖λ∗h − λ0h‖L2(Ω)
≤ C1h2‖λ∗ − λ0‖L2(Ω) + C2h2(‖λ∗h − λ∗‖L2(Ω) + ‖λ0h − λ0‖L2(Ω) + ‖λ∗ − λ0‖L2(Ω))
≤ C3h2‖λ∗ − λ0‖L2(Ω) + C4h3(‖λ∗‖L2(Ω) + ‖λ0‖L2(Ω)).
(78)
Thus, we now can estimate τ and get
τh =
1
2α
‖µ∗h − µ∗ + µ0 − µ0h + µ∗ − µ0‖2L2(Ω) +
1
2α
∫
Ω
(λ∗ − λ0)q1 dx + 1
2α
∫
Ω
(λ∗h − λ∗)(q1h − q1) dx
+
1
2α
∫
Ω
(λ0 − λ0h)(q1h − q1) dx +
1
2α
∫
Ω
(λ∗ − λ0)(q1h − q1) dx +
1
2α
∫
Ω
(λ0 − λ0h)q1 dx
+
1
2α
∫
Ω
(λ∗h − λ∗)q1 dx +
1
2α
‖Ih(λ∗h − λ0h)2 − (λ∗h − λ0h)2‖L1(Ω),
≤ 1
2α
‖µ∗ − µ0‖2L2(Ω) +
1
2α
∫
Ω
(λ∗ − λ0)q1 dx + 1
2α
‖µ∗h − µ∗‖2L2(Ω) +
1
2α
‖µ0 − µ0h‖2L2(Ω)
+
1
2α
∫
Ω
(λ∗h − λ∗)(q1h − q1) dx +
1
2α
∫
Ω
(λ0 − λ0h)(q1h − q1) dx +
1
2α
∫
Ω
(λ∗ − λ0)(q1h − q1) dx
+
1
2α
∫
Ω
(λ0 − λ0h)q1 dx +
1
2α
∫
Ω
(λ∗h − λ∗)q1 dx +
1
2α
‖Ih(λ∗h − λ0h)2 − (λ∗h − λ0h)2‖L1(Ω)
≤τ + C5h(‖λ0‖L2(Ω) + ‖λ∗‖L2(Ω)) + C6h2(‖µ∗‖L2(Ω) + ‖µ0‖L2(Ω) + ‖λ0‖L2(Ω) + ‖λ∗‖L2(Ω)) + O(h3)
≤τ + Ch
(79)
Another concept of mesh independence that we use here was first defined in [29] and [30] in the context
of nonlinear equations F (x) = 0, in which it prove that the iterate k after which ‖Fh(xkh)‖ is less than ǫ is
independent of h. To state a result of this type, we first give a kind of asymptotic mesh independence about
the iteration sequence {zkh}k∈N generated by Algorithm 5. In other words, when Algorithm 5 and Algorithm 3
are stopped after the k-th step, the difference between the iteration sequences of the finite dimensional and the
infinite dimensional methods can be bounded in terms of the mesh size. This is the assertion of the following
lemma.
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Lemma 6 Suppose that Algorithm 3 for continuous problem (D) start from z0 = (λ0, p0, µ0) and Algorithm
5 for discretized problem (Dh) start from z
0
h = (λ
0
h, p
0
h, µ
0
h), respectively. By {zk}k∈N = {(λk, pk, µk)}k∈N we
denote the sequence generated by Algorithm 3 and {uk}k∈N = {(pk − λk − µk)/α}k∈N is the control sequence.
Let {zkh}k∈N = {(λkh, pkh, µkh)}k∈N be the discretized sequence whose coefficients are generated by Algorithm 5.
And the control variable denote by {ukh}k∈N = {(pkh − λkh − µkh)/α}k∈N. Then there exists h∗ ∈ (0, hˆ], such that
for all h ∈ (0, h∗] and for all k ∈ N, it has
‖λkh − λk‖ = O(h), (80)
‖pkh − pk‖ = O(h), (81)
‖µkh − µk‖ = O(h), (82)
‖ukh − uk‖ = O(h). (83)
Proof Without loss of generality, here we just prove the equality (80). The rest part (81), (82) and (83) can be
proved through some similar techniques. Obviously, for k = 0 this is trivial. Suppose therefore that (80) holds
for k = 0, 1, ..., i− 1. For simplicity, we denote λi is the optimal solution of the following problem
min
1
2α
‖λ− bi‖2L2(Ω) + δ[−β,β](λ). (84)
where bi = (pˆk − µ˜k). Thus λi can be characterized by the variational inequality
〈λi − bi, λ− λi〉 ≥ 0, ∀λ ∈ {λ ∈ L2(Ω) : −β ≤ λ ≤ λ} (85)
Moreover, for the analysis further below, we define λ̂ih is the optimal solution of the following problem
min
1
2α
‖λh − bih‖2L2(Ω) + δ[−β,β](λ). (86)
where bih = (pˆ
k
h − µ˜kh). Similarly, λ̂ih satisfies
〈λ̂ih − bi, λ− λ̂ih〉 ≥ 0, ∀λ ∈ {λ ∈ L2(Ω) : −β ≤ λ ≤ λ} ∩ P1 (87)
So let us test (85) with λ̂ih, and (87) with Πh(λ
i) where Πh is the quasi-interpolation operator defined in (53), and
then add the resulting variational inequalities. This leads to there exists h∗ ∈ (0, hˆ], such that for all h ∈ (0, h∗],
it has
‖λ̂ih − λi‖2L2(Ω) ≤ 〈λi − λ̂ih, bi − bih〉+ 〈λ̂ih − bih, Πh(λi)− λi〉
≤ 1
2
‖λ̂ih − λi‖2L2(Ω) +
1
2
‖bi − bih‖2L2(Ω) + ‖λ̂ih − bih‖H1(Ω)‖Πh(λi)− λi‖H−1(Ω)
≤ 1
2
‖λ̂ih − λi‖2L2(Ω) +O(h2) + c1h2
(88)
where the last inequality is due to Lemma 5. So that we have ‖λ̂ih −λi‖L2(Ω) = O(h). Finally, λih is the optimal
solution of the following problem
min
1
2α
‖λh − bih‖2L2(Ω) + ‖Ih(λh − λ˜ih)2 − (λh − λ˜ih)‖L1(Ω) + δ[−β,β](λ). (89)
Since ‖λih − λi‖L2(Ω) ≤ ‖λ̂i − λi‖L2(Ω) + ‖λ̂ih − λih‖L2(Ω), in order to complete our proof, the equality ‖λ̂ih −
λih‖L2(Ω) = O(h) should be proved. According to the first-order necessary optimality conditions for (86) and
(89), we obtain the following variational inequalities for the coefficients λ̂i and λ¯i of λ̂ih and λ
i
h, respectively,
〈Mh(λ̂i − b¯i), λ¯i − λ̂i〉 ≥ 0, (90)
〈Mh(λ¯i − b¯i) + (Wh −Mh)(λ¯i − λ˜i), λ̂i − λ¯i〉 ≥ 0, (91)
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where b¯i and λ˜i denote the coefficients of bih and λ˜
i
h, respectively. Adding (90) and (91) and rearranging, we
have
‖λ̂i − λ¯i‖2Mh ≤ 〈(Wh −Mh)(λ¯i − λ˜i), λ̂i − λ¯i〉
≤ 1
5
‖λ̂i − λ¯i‖2Wh−Mh + 5‖λ¯i − λ˜i‖2Wh−Mh .
(92)
From Proposition 1 and 2, we get
1
5
‖λ̂ih − λih‖2L2(Ω) =
1
5
‖λ̂i − λ¯i‖2Mh ≤ ‖λ̂i − λ¯i‖2Mh −
1
5
‖λ̂i − λ¯i‖2Wh−Mh
≤ 5‖λ¯i − λ˜i‖2Wh−Mh = O(h2)
(93)
This completes the induction and hence the proof of (80) for all k ∈ N.
Let ǫ > 0, we define
k(ǫ) = min{k : ‖uk − u∗‖L2(Ω) < ǫ}, (94)
kh(ǫ) = min{k : ‖ukh − u∗h‖L2(Ω) < ǫ}. (95)
where u∗ and u∗h are the optimal control solutions of problem (P) and problem (P̂h), respectively. By Theorem
3 and Proposition 7, it is easy to see that ‖u∗h − u∗‖ = O(h). Thus, according the convergence property of the
control variable in Theorem 10, the definitions of (94) and (95) is well-defined. Then, based on Lemma 6, the
final part of the mesh-independence principle is the content of the following result.
Theorem 13 Suppose that the hypotheses of Lemma 6 hold. Then for all ǫ > 0 and ρ > 0, there exists
h∗ ∈ (0, hˆ], such that for all h ∈ (0, h∗], it has
k(ǫ+ ρ) ≤ kh(ǫ) ≤ k(ǫ) (96)
Proof From the definition of k(ǫ), we denote
ϑ(ǫ) = ǫ− ‖uk(ǫ) − u∗‖L2(Ω) > 0. (97)
The equality (83) in Lemma 6 yields that for any η > 0, there exists h(η, k) and for all h ∈ (0, h(η, k)], such
that
‖ukh − uk‖L2(Ω) < η.
Similarly, due to ‖u∗h − u∗‖ = O(h), for any η > 0, there exists h(η, u∗) and for all h ∈ (0, h(η, u∗)], such that
‖u∗h − u∗‖L2(Ω) < η.
In particular, by choosing η = ϑ(ǫ)2 , then for any h satisfies that
0 < h ≤ h1 := min{h(ϑ(ǫ)/2, k(ǫ)), h(ϑ(ǫ)/2, u∗)},
we have
‖uk(ǫ)h − u∗h‖L2(Ω) ≤ ‖uk(ǫ) − u∗‖L2(Ω) + ‖uk(ǫ)h − uk(ǫ)‖L2(Ω) + ‖u∗ − u∗h‖L2(Ω)
≤ ǫ− ϑ(ǫ) + ϑ(ǫ)
2
+
ϑ(ǫ)
2
= ǫ,
(98)
which implies kh(ǫ) ≤ k(ǫ).
On the other hand, for any ǫ > 0 and ρ > 0, we have
‖uj − u∗‖L2(Ω) ≥ ǫ+ ρ, ∀j < k(ǫ+ ρ). (99)
Similarly, by taking η = ρ2 , then for any h satisfies that
0 < h ≤ h2 := min{h(ρ/2, j), h(ρ/2, u∗) : j = 0, 1, ..., k(ǫ+ ρ)− 1},
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and ∀j < k(ǫ+ ρ), we have
‖ujh − u∗h‖L2(Ω) ≥ ‖uj − u∗‖L2(Ω) − ‖ujh − uj‖L2(Ω) − ‖u∗h − u∗‖L2(Ω)
≥ ǫ+ ρ− ρ
2
− ρ
2
= ǫ
(100)
which implies k(ǫ+ρ) ≤ kh(ǫ). In conclusion, by choosing h∗ = min{h1, h2}, we could complete the whole proof.
6 Concluding remarks
In this paper, instead of solving the optimal control problem with L1 control cost, we directly solve the dual
problem which is an unconstrained multi-block minimization problem. By taking advantage of the structure of
dual problem, and combining the majorized ABCD (mABCD) method and the recent advances in the inexact
symmetric Gauss-Seidel (sGS) technique, we introduce the mABCD method to solve the dual problem. Based
on the second order growth condition of dual objective function, we not only show the convergence of the
sequence of dual objective functions {Φh(zk)}, but also for the iteration sequence {zk}. Furthermore, in terms
of the relationship between the dual problem and primal problem, we also present the convergence results for
the primal problem. More importantly, two type of mesh independence for mABCD method are proved, which
asserts that asymptotically the infinite dimensional ABCD method and finite dimensional discretizations have
the same convergence property, and the iterations of ABCD method remain nearly constant as the discretization
is refined.
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