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ABSTRACT 
This thesis research focuses on developing a single-cell gene expression analysis 
method for marine diatom Thalassiosira pseudonana and constructing a chip level tool to 
realize the single cell RT-qPCR analysis. This chip will serve as a conceptual foundation 
for future deployable ocean monitoring systems. T. pseudonana, which is a common 
surface water microorganism, was detected in the deep ocean as confirmed by 
phylogenetic and microbial community functional studies. Six-fold copy number 
differences between 23S rRNA and 23S rDNA were observed by RT-qPCR, 
demonstrating the moderate functional activity of detected photosynthetic microbes in the 
deep ocean including T. pseudonana. Because of the ubiquity of T. pseudonana, it is a 
good candidate for an early warning system for ocean environmental perturbation 
monitoring. This early warning system will depend on identifying outlier gene expression 
at the single-cell level. An early warning system based on single-cell analysis is expected 
to detect environmental perturbations earlier than population level analysis which can 
only be observed after a whole community has reacted. Preliminary work using tube-
based, two-step RT-qPCR revealed for the first time, gene expression heterogeneity of T. 
pseudonana under different nutrient conditions. Heterogeneity was revealed by different 
gene expression activity for individual cells under the same conditions. This single cell 
analysis showed a skewed, lognormal distribution and helped to find outlier cells. The 
results indicate that the geometric average becomes more important and representative of 
the whole population than the arithmetic average. This is in contrast with population level 
analysis which is limited to arithmetic averages only and highlights the value of single 
cell analysis. In order to develop a deployable sensor in the ocean, a chip level device 
ii 
 
was constructed. The chip contains surface-adhering droplets, defined by hydrophilic 
patterning, that serve as real-time PCR reaction chambers when they are immersed in oil. 
The chip had demonstrated sensitivities at the single cell level for both DNA and RNA. 
The successful rate of these chip-based reactions was around 85%. The sensitivity of the 
chip was equivalent to published microfluidic devices with complicated designs and 
protocols, but the production process of the chip was simple and the materials were all 
easily accessible in conventional environmental and/or biology laboratories. On-chip tests 
provided heterogeneity information about the whole population and were validated by 
comparing with conventional tube based methods and by p-values analysis. The power of 
chip-based single-cell analyses were mainly between 65-90% which were acceptable and 
can be further increased by higher throughput devices. With this chip and single-cell 
analysis approaches, a new paradigm for robust early warning systems of ocean 
environmental perturbation is possible. 
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1. OBJECTIVES AND CONTRIBUTION 
1.1 Objectives 
Ocean environments may be monitored by analyzing a well-suited native microorganism 
at the single-cell level. A biological tool for environmental monitoring will be 
constructed and gene expression at the single cell level will be adopted as the detection 
method. The objectives of the project include: i) Identifying a widely spread ocean 
microorganism to be monitored in both surface and deep ocean waters; thereby, the 
application will not be constrained to locations where the target microorganism exists. 
The target microorganism will be determined by clone library and phylogenetic analysis 
of deep ocean water samples since surface water samples have been intensively studied 
by other researchers and enough information about the species information has been 
collected; ii) For the first time, tube based two-step RT-qPCR analysis for single cell 
gene expression will be performed for the target species without preamplification of the 
single-cell mRNA. This method will help to illuminate the heterogeneity of gene 
expression and at the same time provide information about stress responses for different 
nutrient-limited conditions; iii) A chip level device will be developed to realize one-step 
RT-qPCR at the single-cell level for the target species. The chip should be robust with no 
off-chip operations. Further, the chip must be produced with a simple procedure and 
materials that are readily accessible in conventional laboratories. With the help of this 
biological tool, future deployable sensors could be built. Ideally, the chip needs to be 
compatible with commercially available real-time PCR stations with minor 
modification/optimization so that more laboratories can run single-cell analyses using this 
tool. 
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 The ultimate goal of this project can be described by Figure 1. Heterogeneous 
environmental samples will be collected and properly distributed on a single cell gene 
expression analysis chip. Single-cell RT-qPCR will be performed on chip and the results 
will be sent back to the laboratory and compared with baseline information to identify 
possible environmental perturbation. This thesis will focus on the later portion of the 
process which mainly focuses on biological tool development and concept validation. 
 
Figure 1. Schematic description of analysis process. 
1.2. Scientific contributions 
Based on the results of my project, all objectives have been successfully achieved. The 
scientific contributions of my work include: firstly, phylogenetic and gene expression 
analysis of photosynthetic cyanobacteria and diatoms in deep ocean samples. Marine 
surface water photosynthesis microorganisms were observed in the deep ocean samples 
with moderate activities which were confirmed by RT-qPCR results. The results 
suggested that our previous understanding of the species distribution in the ocean may 
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not be accurate. Secondly, tube based two-step RT-qPCR analysis at the single cell level 
has been applied to model eukaryotic phytoplankton, Thalassiosira pseudonana 
CCMP1335, for the first time. Lognormal distribution which indicated that the geometric 
average becomes more representative of the whole population than arithmetic average 
was observed for single cell gene expression. The results confirmed that population level 
analysis will provide biased information of a population (Lidstrom and Meldrum 2003; 
Strovas and Lidstrom 2009). At the same time, the results showed T. pseudonana stress 
response pattern to no iron, no nitrogen and no phosphate conditions. This information 
validates the concept and will be helpful for future sensor system construction. Thirdly, a 
simple chip level device that can perform robust single cell gene expression analysis by 
using one-step RT-qPCR has been constructed. The chip can provide new information 
about environmental stress responses of microbes but can also be used to monitor the 
effects of unknown environmental perturbations on native ocean species. The 
significances of this chip are: a) supplying a streamlined protocol which realizes direct 
cell-to-data processing without cell lysing and nucleic acid purification; b) no special 
requirement or expertise is required to construct/use this chip, so this device can be used 
as long as a compatible real time PCR machine is available. Compared with other 
methods/devices, this device is extremely simple to construct and all the required 
instruments and materials are easily accessible in conventional laboratories; c) the chip 
has the same statistical power as other single cell analysis devices, which have higher 
sensitivity than conventional (population-based) methods. The accuracy of the chip at the 
single cell level has been proven by single cell results from a tube-based method; d) the 
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device itself is versatile and can be compatible with different upstream or downstream 
operations such as cell loading via micromanipulator or dilution-to-extinction, and 
genetic and/or transcription analysis. This chip not only provides a solid background for 
future deployable sensors but also provides opportunities for conventional biological and 
environmental laboratories to perform single cell analysis. 
 With the results and technologies I learned in the past five years, I have published 
four peer-reviewed journal papers and one MicroTAS conference paper. One review 
manuscript is under review and two more manuscripts are under preparation. 
1. Gao, Weimin; Shi, Xu; Wu, Jieying; Jin, Yuguang; Zhang, Weiwen; Meldrum, 
Deirdre R., 2011. Phylogenetic and Gene Expression Analysis of Cyanobacteria 
and Diatoms in the Twilight Waters of the Temperate Northeast Pacific Ocean. 
Microb Ecol 62(4), 765-775. 
2. Shi, Xu; Lin, Liang-I; Chen, Szu-yu; Chao, Shih-hui; Zhang, Weiwen; Meldrum, 
Deirdre R., 2011. Real-time PCR of single bacterial cells on an array of adhering 
droplets. Lab Chip 11(13), 2276-2281. 
3. Shi, Xu; Lin, Liang-I; Gao, Weimin; Chao, Shih-hui; Zhang, Weiwen; Meldrum, 
Deirdre R., 2011. Single-cell Real-time PCR: direct process from cells to data. 
15th International Conference on Miniaturized Systems for Chemistry and Life 
Sciences, 362-354. 
4. Shi, Xu; Gao, Weimin; Chao, Shih-hui; Zhang, Weiwen; Meldrum, Deirdre R., 
2013. Monitoring the Single-Cell Stress Response of the Diatom Thalassiosira 
pseudonana by Quantitative Real-Time Reverse Transcription-PCR. Applied 
Environmental Microbiology, 79 (6), 1850-1858. 
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5. Shi, Xu; Gao, Weimin; Wang, Jiangxin; Chao, Shih-hui; Zhang, Weiwen, 
Meldrum, Deirdre R., 2013. Measuring gene expression in single bacterial cells: 
Recent Advances in methods and micro-devices. Critical review in biotechnology 
(under review). 
6. Wang, Jiangxin; Shi, Xu; Johnson, Roger H.; Kelbauskas Laimonas; Weiwen 
Zhang and Meldrum Deirdre R., Single-cell analysis reveals differential hypoxia 
response in two human Barrett’s esophageal cell lines, PloS one 8 (10), e75365. 
7. Shi, Xu; Gao, Weimin; Chao, Shih-hui; Zhang, Weiwen; Meldrum, Deirdre R., 
2013. Novel Single-Cell Droplet Chip to monitor gene expression under iron 
limitation condition, in preparation. 
8. Chun-Hong Chen; Shi, Xu; Gao, Weimin; Chao, Shih-hui; Meldrum, Deirdre R., 
2013. Parallel RNA extraction using magnetic beads and a droplet array, in 
preparation. 
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2. INTRODUCTION 
Ocean environments provide about 50% of the global primary production (Field et al. 
1998), but we know little about it even though we have already explored outer space 
(Edward F. DeLong et al. 2006). Over the past 2 decades, due to the application of more 
advanced technologies and tools, such as phylogenetic identification (Pace 1997) and 
metagenomics analysis (Tyson et al. 2004; Hallam et al. 2006; E. E. Allen et al. 2007; 
Edward F. DeLong et al. 2006), researchers attained more and more data which enlarged 
our understanding of the importance and functions of planktonic microorganisms. 
Meanwhile, due to fossil-fuel combustion (C. Le Quéré et al. 2009), human activities 
induced hydrodynamic currents (Q. Wang et al. 2004), fertilizer usage (Galloway et al. 
2004), industrial activity, (Doney 2010) and so on, the coastal and open-ocean 
environment have been negatively altered. All these perturbations may impact the normal 
function of ocean microbes. An efficient way to measure this perturbation at an early 
stage is urgently required. 
Using gene expression tools to measure the environment perturbation will propel 
the environmental monitoring field forward quickly. Environmental variations would first 
change the gene expression of organisms, then may cause alteration at the community 
level (Edward F. DeLong 2009). Normally in the field of microbiology, microbiologists 
believe that microbial cells growing under the same conditions are a uniform population 
(Brehm-Stecher and Johnson 2004). However, more recent evidence suggests that even 
isogenic cells exhibit notable diversity that is an order of magnitude greater than 
previously thought (Kelly and Rahn 1932; Maloney and Rotman 1973; Siegele and Hu 
1997; Lidstrom and Meldrum 2003; Kuang, Biran, and Walt 2004; Becskei, Kaufmann, 
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and van Oudenaarden 2005; Colman-Lerner et al. 2005; Golding et al. 2005; Le et al. 
2005; Pedraza and van Oudenaarden 2005; Rosenfeld et al. 2005; Strovas et al. 2007; 
Strovas and Lidstrom 2009). Therefore, a surge of researchers have focused on single cell 
analysis (Walling and Shepard 2011). An unprecedented increase of knowledge about 
single cells has already altered people’s point of view when facing microbiology related 
issues. 
Another important reason to pursue single cell analysis stems from the fact that 
the majority (>99%) of environmental microbial species cannot be cultured under 
laboratory conditions (Rajilić-Stojanović, Smidt, and De Vos 2007; S. Giovannoni and 
Stingl 2007). Therefore, they are not accessible to conventional cultured based gene 
expression analysis methods. 
Single cell level analysis requires higher sensitivity and much more careful 
sample preparation which is more difficult to perform than population level analysis. 
Nevertheless, it provides information that population level analysis cannot provide. For 
example, gene expression patterns among a population (Shi et al. 2013; Bengtsson et al. 
2005) can help to identify rare gene expression. In order to monitor the stress conditions 
that exist in the environment, one microbe that can be widely found and has large 
representation should be chosen as a target. Based on these considerations, diatom, which 
is a major group of unicellular phytoplankton (Falkowski et al. 2004; Thamatrakoln et al. 
2012) is selected as the target microbe. It has been reported that diatoms contribute up to 
40% of the primary productivity in the ocean (Maheswari et al. 2010; Nelson et al. 1995). 
Using single diatom cells, which are natural inhabitants of the ocean, for monitoring is in 
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contrast to other approaches which require introducing engineered foreign species to 
achieve a similar objective (Ripp et al. 2000). 
Although single cell level analysis can provide more information than population 
level analysis, there are still some technical hurdles, such as how to isolate single cells in 
an effective and efficient way. With the help of advances in microfluidics, single cell 
level analyses have become more accessible (D. Wang and Bodovitz 2010). 
Microfluidics technology is especially advantageous to the single cell level analyses for 
the following reasons: i) Individual cells can be precisely trapped, moved, and distributed 
individually in microscale channels, minimizing contamination (Dorfman et al. 2005) and 
at the same time decreasing the consumption of chemicals and enzymes (Zare and Kim 
2010); ii) Isolated individual cells can be easily monitored in microchambers. When a 
cell is lysed in a sealed microchamber, dilution of the cellular contents is minimized thus 
increasing the sensitivity of a downstream nucleic acid or protein analysis (Sims and 
Allbritton 2007); iii) Highly parallel, fully automated multi-step operations can be 
implemented for high-throughput analyses resulting in significant time and cost savings 
due to fast and highly efficient sample processing. Next is a summary of some single cell 
isolation technologies and downstream gene expression analysis methods. 
2.1. Single cell isolation 
Although manipulating single eukaryotic cells has become more and more common for 
single cell analysis, manipulating small cells like diatoms which are about 5 µm in 
diameter is significantly more challenging due to the facts that the total volume of one 
cell is 100−1000 times smaller than that of a typical eukaryotic cell (1-10 fL versus 1 pL) 
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and hence contains a fewer amounts of analytes. Several methods that can be used to 
manipulate small cells are summarized below. 
2.1.1. Dilution-to-extinction 
The conventional dilution-to-extinction method utilizes serial dilution to isolate single 
cells into test tubes or wells on microtiter plates (Button et al. 1993; Schut et al. 1993; 
Rappé et al. 2002). Microfluidic devices can apply the same principle to load single cells 
into microscale reaction chambers (Boedicker et al. 2008). Cell occupancy of the wells 
follows the Poisson distribution and can be manipulated by controlling cell concentration 
in the bulk media before loading. Because the microchamber volumes are several orders 
of magnitude smaller than those of conventional analysis vials, the required initial 
concentration is close to typical cell culture’s concentration thus sample dilution is 
accordingly minimized. For example, if one loads single cells in an array of 1-picoliter 
chambers, the resulting concentration in the microwells is on the order of 1 cell/pL or 109 
cell/mL, which is within the range of typical concentrations for bulk cell cultures 
(Sezonov, Joseleau-Petit, and D’Ari 2007). 
Two microfluidic applications have utilized the dilution-to-extinction approach to 
isolate single cells, either by seeding cells in microfabricated chambers or encapsulating 
cells in emulsion. An example for the former application was a device developed by 
Ottesen et al. (2006) who isolated bacterial cells randomly from a complex 
environmental sample and then performed digital PCR to identify new species. They 
randomly seeded cells from a diluted environmental sample on their device and obtained 
single-cell occupancy in ~28% of the reaction chambers, while the rest of the chambers 
contained either multiple cells (6%) or were empty. The other approach is based on the 
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encapsulation of individual cells in aqueous droplets (Shim et al. 2009; Eun et al. 2011; 
Guo et al. 2012). Eun et al. (2011) used a microfluidic flow-focusing nozzle to generate 
Escherichia coli-containing agarose microdroplets. After the agarose microdroplets 
solidified, E. coli cells were encapsulated in agarose microparticles for downstream 
incubation and analysis. Zeng et al. (2010) randomly seeded E. coli cells into droplets 
containing primer-adhered microspheres and real-time PCR reagents. Lin et al. (2009) 
introduced a new method by generating stationary droplets as reaction chambers. They 
loaded a diluted suspension of E. coli onto an array of oil-covered surface-adhering 
droplets that were spatially confined by oil through hydrophilic/hydrophobic patterns on 
the substrate. The number of randomly seeded E. coli cells in droplets followed the 
Poisson distribution. 
This dilution-to-extinction method does not require complicated single-cell 
manipulation technologies or devices. As long as the cell concentration in the bulk 
medium is properly diluted, fast and relatively easy seeding of single cells in 
microfabricated chambers or droplets can be achieved in a high throughput. Due to its 
simplicity, this technology has received increasing attention. The major drawbacks of this 
method are the random nature of the cell occupancy and the low efficiency of obtaining 
single cell occupancy while reducing the number of wells containing multiple and zero 
cells. Large numbers of empty compartments result in a waste of chemical reagents, 
reduced overall throughput, and the need to determine the number of cells in each well to 
discern reaction chambers containing single cell, multiple cells or empty. 
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2.1.2. Cell trapping 
In contrast to the dilution-to-extinction method, single cell trapping is a deterministic 
method to isolate single cells. Multiple traps can be implemented in a device, facilitating 
parallel measurements at a given time. Three types of single-cell trapping methods have 
been used to isolate small single cells from populations: mechanical, hydrodynamic, and 
dielectrophoretic. Following is a discussion of the details of these trapping methods. 
Mechanical trap: Mechanical cell trapping is achieved by physical obstacles, 
barriers or side channels/chambers to hold or catch individual cells flowing through 
microfluidic channels. Microscale U-shaped barriers (D. Di Carlo, Wu, and Lee 2006) 
have been applied to trap mammalian cells. However, these barriers are inefficient for 
trapping cells like diatoms due to their small dimensions. Huang et al. (2007) used a 
complicated microfluidic network to trap Synechococcus PCC 7942 cells between 
pneumatic valves and observed significant cell-to-cell heterogeneity in populations under 
nitrogen-depleted growth condition. Furutani et al. (2010) isolated single Salmonella 
enterica cells using an array of microchambers distributed along microchannels. Utilizing 
the amplification of the DNA of the invA gene obtained from single cells trapped in the 
microchambers, a detection level of <200 cells µL−1 of S. enterica were achieved with the 
device.  
Hydrodynamic trap: Hydrodynamic trapping is a non-contact cell trapping 
method. It relies on flow stagnation or microeddies (Lutz, Chen, and Schwartz 2006) to 
capture cells in flow fields. Compared to eukaryotic cells, applying hydrodynamic traps 
to small cells poses significant challenges since hydrodynamic forces are typically 
proportional to the surface areas of cells. However, Tanyeri et al. (2010) have 
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demonstrated hydrodynamic trapping of 100 nm particles which is even smaller than 
normal bacterial cells. They used hydrodynamic traps to achieve high accuracy of 
trapping and manipulation of single bacterial cells in a microfluidic device. To trap single 
cells, their device produced a flow stagnation point in the center of two perpendicularly 
crossed channels. Indispensable of precise control over the flow to create flow stagnation 
and eddies is the major constraint of this method. The feedback-based flow control may 
alleviate this problem albeit at the cost of increased complexity of the system. 
Dielectrophoretic trap: A dielectric particle experiences the dielectrophoretic 
(DEP) force when it is exposed to a non-uniform electric alternative-current (AC) field. 
Applying DEP forces on small cells can be traced back to the 1980s (Pohl, Kaler, and 
Pollock 1981). Peitz and Leeuwen first used the DEP force to trap single bacterial cells 
(Peitz and van Leeuwen 2010). They reported using DEP traps between parallel 10-µm 
electrodes to capture living E. coli K12 cells in a microfluidic channel. Arumugam et al. 
(2007) demonstrated the generation of DEP traps using vertically aligned carbon 
nanofibers as nanoelectrodes. These nanoscale electrodes generated large DEP forces in a 
small region, ideal for trapping small single cells. They successfully demonstrated a 
cheap and convenient way to produce DEP trap arrays with high-throughput. Although 
DEP can reliably and precisely trap single cells, it requires a tight integration of 
micro/nanoscale electrodes and driving circuits which increases the complexity of this 
method. 
2.1.3. Micromanipulation 
Micromanipulation is a precise method to isolate and manipulate single cells with a 
relatively low throughput, typically one cell at a time. There have been two types of 
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micromanipulation devices for cells: mechanical and optical micromanipulation (also 
known as optical tweezers). Micromanipulation has been applied to single cells since the 
1960s (Nossal et al. 1964; Wood 1967). In mechanical micromanipulation, single cells 
are individually captured from a population and transferred using a micropipette (Anis et 
al. 2011; Anis, Holl, and Meldrum 2010; Ashida et al. 2010; Gao, Zhang, and Meldrum 
2011; Roeder, Wagner, and Rossmanith 2010; Shi et al. 2011; Teramoto et al. 2010; 
Tsang et al. 2006). The isolated single cells can be subsequently used for different 
applications such as cultivation or gene expression analysis. In optical micromanipulation 
(Mirsaidov et al. 2008; H. Zhang and Liu 2008; Altindal, Chattopadhyay, and Wu 2011; 
Carmon and Feingold 2011), single cells are trapped and manipulated using highly 
focused laser beams. The foundation of optical traps, also known as optical tweezers, was 
developed by Ashkin et al. in the 1980s (Ashkin and Dziedzic 1987; Ashkin, Dziedzic, 
and Yamane 1987). They demonstrated optical tweezers for trapping and manipulating 
single E. coli cells in media (Ashkin and Dziedzic 1987; Ashkin, Dziedzic, and Yamane 
1987). Block et al. (Block, Blair, and Berg 1989, 1) used optical tweezers to measure the 
mechanical properties of single E. coli and Streptococcus cells. This method is amenable 
to the integration with transparent microfluidic devices as long as the device design is 
compatible with high numerical aperture optics to achieve steep intensity gradients 
around the target cells in the microchannels (Kühn et al. 2009; Min et al. 2009). Early 
reports on the integration of optical tweezers and microfluidic devices date back to 2004 
(Enger et al. 2004; Munce et al. 2004). In these studies, trapped individual cells were 
transported by the laser beam to a compartment for subsequent culturing and/or analyses. 
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Because the trapped cells are not exposed to the ambient environments during optical 
micromanipulation, sample contamination issues can be minimized. 
However, the application of micromanipulation is perhaps subjected to undesired 
stresses introduced either by mechanical forces or light/thermal damage to the cells 
(Rasmussen, Oddershede, and Siegumfeldt 2008). In addition, micromanipulation is 
usually labor-intensive and time consuming with the low throughput representing the 
major limitation to the method’s widespread usage in the research field. 
2.1.4. Cell sorting 
The purpose of cell sorting is to separate a heterogeneous mixture of biological cells into 
corresponding sub-populations, typically one cell at a time. In order to distinguish 
between the sub-populations of cells the use of specific markers or stains and a sensitive 
detection method are required. Laser Induced Fluorescence (LIF) is recognized as one of 
the most sensitive and reliable detection methods. Fluorescence-Activated Cell Sorting 
(FACS) is based upon the detection of laser-induced scattered light and/or fluorescence 
signals emanating from the cell or fluorescent markers, respectively, and sorting of 
individual cells according to their scatter/fluorescence signatures. It provides fast, 
accurate and quantitative recording of fluorescence signals of individual cells as well as 
physical separation of cell populations of particular interest.  
 FACS can be used as a very efficient way to separate individual cells. Its 
application to sort small cells like bacteria started in late 1990s (Fuchs et al. 1996; Yi et 
al. 1998; Baptista et al. 1999). This technology requires sophisticated devices and trained 
operators. Potentially inexpensive, chip-level FACS systems have been produced to 
circumvent these shortcomings. Fu et al. (Fu et al. 1999) developed a microfabricated 
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FACS device and demonstrated its effectiveness in sorting micrometer-sized latex beads 
and bacterial cells. Compared with the conventional FACS, chip-level FACS devices 
offer the advantages of: i) integration with other chip-level analytical technologies, such 
as PCR or microarrays, ii) incorporation of multiple cell sorters on a single chip for 
parallel processing, allowing further increased throughput, and iii) markedly lower 
reagent consumption and thus cost-effectiveness. One example is the microfluidic 
cytometer featuring 384 channels for parallel operation developed by Mckenna et al. 
(Mckenna et al. 2009) for rare-cell screening. Their device was able to perform a 
genome-wide cDNA screening assay with statistically significant results on positive 
counts of only several dozen cells in a background of several million negatives. Although 
this device was not designed for bacterial cells, the principle should be the same for 
bacterial cell sorting and can potentially be extended to bacterial cell sorting in the near 
future. 
Figure 2 depicts schematic representations of these methods. In general, the 
selection of these techniques depends on the purpose, available resource and technical 
requirements of a study. The dilution-to-extinction method is easy to use and is more 
suitable for cell isolation from a pure culture or of most abundant microbes. The 
microdevice for this method is simple to design and construct, and it does not require a 
precise control of liquid manipulation. In the literature, the common loading efficiency of 
the dilution-to-extinction is about 30% and the capacity depends on the number of 
chambers. Dilution-to-extinction cell loading can be completed within one minute.  
Devices that use flowing microdroplets can generate more than 103 droplets per second. 
Therefore, the number of chambers (e.g., microdroplets) is determined by the duration of 
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droplet generation. Mechanical trapping shares the low level of complexity with the 
dilution-to-extinction method, while hydrodynamic trapping and DEP trapping require a 
precise liquid control to achieve accurate and reliable isolation of single cells thus 
increasing the overall cost and complexity of both techniques. The most reliable 
techniques for single-cell isolation are micromanipulation and FACS. However, the 
throughput of the mechanical micromanipulation-based approaches is relatively low, 
typically about one cell per a few minutes. The major limitation for using a mechanical 
micromanipulator in combination with a microfluidic device is that microchannels are 
usually sealed from the ambient environment preventing the pipette tip of the 
micromanipulator from accessing the samples. A key feature of the micromanipulation 
method is that it provides researchers with a means to precisely control the cell selection 
procedure. FACS is typically capable of single-cell separation with throughputs of up to 
~104 cells/second. Although the principle of separating eukaryotic and prokaryotic cells 
in FACS is not much different, most of the commercial instruments available currently 
are not designed for separation of small cells, and therefore would need further 
optimization (Lomas, Bronk, and van den Engh 2011). 
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Figure 2. Principle of operation of different methods for small single cell 
manipulation.
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2.2. Single cell gene expression 
With the ability to isolate single cells, gene expression at the single cell level is a new 
avenue of research. Several approaches have been utilized to evaluate gene expression 
heterogeneity at the single cell level (Stewart and Franklin 2008). The first method is to 
utilize reporter genes (Chalfie et al. 1994). The simple and sensitive enzymatic assays of 
e.g. β-galactosidase and luciferase have allowed detailed investigations of gene 
transcription regulation mechanisms. These reporter systems can be obtained through the 
construction of the relevant fusions between promoters of interest and the respective 
reporter genes. However, the main challenge of this approach is that not all species, 
especially the ones found in natural environments, are amenable to genetic manipulation. 
The second method is fluorescence in situ hybridization (FISH). FISH has been used 
effectively for assessing the diversity of species in nature. FISH targeting rRNA is a 
highly useful method for the phylogenetic identification of bacteria (Amann, Ludwig, and 
Schleifer 1995). However, its accuracy as a quantitative method for determining the 
expression levels of lowly expressed genes is still questionable. The third method is in 
situ PCR combined with in situ reverse transcription (in situ RT-qPCR) (Aoi 2002). RT-
qPCR was developed to amplify and detect functional genes and their expression levels 
inside a single cell. This is a very useful approach to characterize the genetic and 
phylogenetic properties of natural communities at the single-cell level. In the field of 
environmental microbiology, Hodson et al. (1995) developed an in situ PCR method for 
prokaryotic cells (bacteria) and gave examples of its use for the detection of a specific 
gene (nahA) and its transcripts in a single Pseudomonas cell within a model microbial 
community. Since then, the in situ RT-qPCR approach has been successfully applied to 
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detect gene expression in many species, such as Zac mRNA in Salmonella typhimurium 
(Tolker-Nielsen, Holmstrøm, and Molin 1997), and dnaK in Methanosarcina mazei S-6 
cells (Lange et al. 2000).  
2.2.1. RT-qPCR based gene expression measurements in single cells 
Reverse-transcriptase quantitative PCR (RT-qPCR) is the most reliable approach for gene 
expression analysis in single cells (Kubista et al. 2006; Nolan, Hands, and Bustin 2006). 
The technology is the same as conventional RT-qPCR for bulk cells except slight 
modifications are necessary to optimize the performance at the single cell level. Several 
protocols have already been published for gene expression analysis by RT-qPCR for 
single mammalian cells (Lindqvist, Vidal-Sanz, and Hallböök 2002; Wacker, Tehel, and 
Gallagher 2008; K. Taniguchi, Kajiyama, and Kambara 2009). The most advanced 
protocol was published recently by Taniguchi et al. (2009) who used a quantitative PCR 
method featuring a reusable single-cell cDNA library immobilized on beads for 
measuring the expression of multiple cDNA targets (from several copies to several 
hundred thousand copies) in a single mammalian cell.  
Advances in gene expression profiling of a small number of cells was witnessed 
in recent years. For instance, combined with micro-dissection, Lenz et al. (2008) captured 
subsets of cells from the vertical strata within P. aeruginosa biofilms and quantified 
transcripts of mRNA and 16S rRNA using RT-qPCR. So far, few publications have been 
reported for gene expression measurements in small single cells using the RT-qPCR 
based method. This is probably due to the technical challenges specific to the analysis of 
small cells (2-5 µm) as compared with mammalian cells (10-20 µm) and, as a result, 
lower amounts of any given mRNA molecule. Attempts were made in my laboratory to 
20 
 
overcome these issues by developing two methods based on a combination of SYBR 
Green and RT-qPCR to directly determine the gene expression levels in small cells like 
bacterium (Gao, Zhang, and Meldrum 2011). The first method is a single-tube approach 
which allows the analysis of only one gene from each bacterial cell. The procedure 
includes single cell picking using a micromanipulator, followed by thermal cell lysing 
and one-step RT-qPCR. We have optimized the PCR primer design and thermal cycling 
conditions to avoid the interference from primer dimers during qPCR. Using this 
procedure, expression levels of the gadA gene, a lowly expressed gene that encodes for a 
glutamate decarboxylase isozyme in single E. coli cells, was determined. In addition, an 
increased expression of gadA was observed in all cells exposed to acidic conditions (pH 
5), which is consistent with the expected response of the gene reported in the bulk-cell 
study (Tucker, Tucker, and Conway 2002). The second method features a two-stage 
protocol that consists of RNA isolation from a single bacterial cell and cDNA synthesis 
in the first stage, and qPCR in the second stage. After evaluation of different commercial 
kits for RNA isolation, total RNA isolation and purification from single bacterial cells 
was achieved for the first time. With optimized conditions for both reverse transcription 
and qPCR, it is possible to simultaneously determine the expression levels of multiple 
genes in single bacterial cells. This procedure was applied to study the response to 
thermal shock in E. coli populations with single cell resolution. The reproducible results 
demonstrated that the method is sensitive enough not only for measuring cellular 
responses at the single-cell level, but also for revealing gene expression heterogeneity 
among bacterial cells. Furthermore, our results showed that the two-stage method can 
reproducibly measure multiple highly expressed genes from a single E. coli cell. This 
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finding provides a foundation for the future development of a high–throughput, lab-on-
chip methodology for whole-genome RT-qPCR of single bacterial cells.  
2.2.2. Whole-transcriptome based gene expression measurements in single cells 
Gene expression profiling for complicated biological traits on a genomic scale depends 
on recent advances in high-throughput gene expression analysis technologies, such as 
DNA microarrays, Serial Analysis of Gene Expression (SAGE) or Next Generation 
Sequencing (NGS). With these techniques we now can quantitatively investigate complex 
cellular processes systematically (Kitano 2002). Although these fast growing 
technologies help us to understand the cellular processes from a different point of view, 
understanding the complexity of cellular processes remain tethered to some technical 
hurdles, sure as requirement of relatively large quantities of the initial RNA in order to 
obtain reliable data. For instance, several hundred nanograms to micrograms of total 
RNA is needed for transcriptome profiling, which is equivalent to a sample size of more 
than 10,000 eukaryotic cells. To address this issue, several successful attempts have been 
made in recent years to develop a total transcript amplification (TTA) method for single 
eukaryotic cells and use either DNA microarray (Kurimoto et al. 2007) or mRNA 
sequencing (mRNA-Seq) (Tang et al. 2009) technologies to analyze the gene expression 
levels.  
TTA techniques can be divided into four classes based on amplification strategies: 
i) linear amplification methods using T7-mediated transcription (E. Wang et al. 2000; 
Schneider et al. 2004); ii) exponential amplification methods using PCR techniques 
(Brady and Iscove 1993; Iscove et al. 2002); iii) NuGen RiboSPIA amplification 
processes (Singh et al. 2005); iv) SMART-Seq (Ramsköld et al. 2012); and v) φ29 
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polymerase multiple displacement amplification (MDA) of circularized cDNA (Kang et 
al. 2011). Most of these technologies mentioned above focus on larger eukaryotic cells, 
but their possible extension to single bacterial cells is discussed below.  
DNA microarray researchers have intensively applied the T7-mediated methods 
and have generated highly reproducible results due to the fact that they are theoretically 
linear and independent of template sequences (E. Wang et al. 2000). However, the major 
drawbacks of this method include overlong sample preparation times (1.5-2 days for a 
single round of TTA), limited sensitivity, and less stable RNA-based products. This 
method becomes more unreliable when working with less than 10 ng of total RNA, 
probably because of increased bias and noise arising from multiple rounds of 
amplification (Wilson et al. 2004; Subkhankulova and Livesey 2006). As a result, T7-
mediated methods have not been widely applied for single cell TTA. Meanwhile, most 
T7-mediated methods require polyA structures for mRNAs then unsuitable for single 
bacterial global gene expression profiling.   
PCR-based TTA strategies were another solution to conduct whole-transcriptome 
analysis of single cell. Global gene expression profiling of eukaryotic cells has been 
achieved by using PCR-based approaches with very low total RNA amounts (several 
picogram range) (Brady and Iscove 1993). The PCR-based methods offer some 
advantages such as speed, detection sensitivity, and cost. DNA-based PCR products are 
much more stable than RNA products of T7-mediated methods. The relatively high 
amount of PCR products allows for multiple-time analysis and the remaining PCR 
products are stable at low temperature for long time for possible further verification or 
investigation (Iscove et al. 2002). PCR-based TTA approaches have not yet been widely 
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adopted, albeit these advantages, for global gene expression analysis. The major reasons 
are GC-content bias, double stranded products, and the non-linear amplification of the 
PCR methods (Glanzer and Eberwine 2004). Several research groups developed 
techniques combining both PCR and T7-mediated approaches to utilize the advantages of 
both technologies, however, it could not be widely used for bacterial TTA since primer 
poly(dT) was required for both PCR and T7-mediated methods (Kurimoto et al. 2007).  
NuGen Technologies developed an emergence TTA technique named RiboSPIA 
by applying a chimeric RNA/DNA primer and RNase H and DNA polymerase to produce 
amplification of several thousand-fold from single-stranded DNA-based amplifiers. This 
technique is relatively fast (typically 6 h per TTA round), can be cooperated with as low 
as a picogram starting total RNA, and is much more robust because it uses DNA 
synthesized from RNA (Singh et al. 2005). In principle, there are no technical hurdles to 
transfer this technique for whole transcriptome studies of single prokaryotic cells. 
In a recent editorial highlighted article in nature biotechnology, a new single cell 
transcriptome technology, SMART-Seq, was claimed as a robust and reproducible 
method for full length of mRNAs (Ramsköld et al. 2012). However, due to poly(dT) 
primer is required for this methods, SMART-Seq would not be helpful for single bacteria 
transcriptome analysis. 
The φ29 polymerase multiple displacement amplification (MDA) technique is a 
versatility technique which can be used for both eukaryotic and prokaryotic cells. The 
first available single bacterial transcriptome analysis was reported by Kang et al. (2011) 
who used Burkholderia thailandensis cells exposed to 0.01% (w/v) of glyphosate, an 
antibacterial agent, for single-bacterium TTA. The amplified whole transcriptome out of 
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a single B. thailandensis cell was analyzed by means of a DNA microarray. The results 
showed lower fold-change bias (less than two-fold difference and Pearson correlation 
coefficient R ~ 0.87–0.89) and drop-outs (4%–6% of 2842 detectable genes) as compared 
with the data obtained from non-amplified RNA samples. In addition, Sanger sequencing 
of 192 clones generated from the TTA product obtained from a single cell, with and 
without enrichment by eliminating rRNA and tRNA, detected only B. thailandensis 
sequences without contamination. Although the sensitivity and accuracy of the whole 
transcriptome analysis are in general lower than that of RT-qPCR, it can measure 
expression levels of several thousand genes simultaneously, a remarkable advantage that 
has not be replicated by other existing methods. However, the approach is time 
consuming (about 3 days for a round of TTA). Also, we noted that the estimated total 
RNA in a single B. thailandensis cell is about two picograms, which is several orders of 
magnitude higher than the estimated total RNA amount of a typical bacterial cell, such as 
E. coli (Gao, Zhang, and Meldrum 2011; Schmid et al. 2010). Therefore, a further 
evaluation of the method is needed to assess its feasibility for single cell studies. 
2.2.3. Imaging-based gene expression measurements in single cells  
Powerful methodologies based on reported probes and imaging allow for achieving the 
spatiotemporal information about expression of specific mRNAs in both intact eukaryotic 
and prokaryotic cells (Sanjay Tyagi 2009). Because no intrinsically fluorescent RNA 
motifs exist, in vivo imaging of mRNA transcripts is less common than proteins. Instead, 
fluorescent proteins binding to specific RNA motifs (Bertrand et al. 1998; Calapez et al. 
2002; Golding and Cox 2004; Rackham and Brown 2004; Kerppola 2006; Daigle and 
Ellenberg 2007; Valencia-Burton et al. 2007), sequence-specific oligonucleotide probes 
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(Cardullo et al. 1988; Morrison, Halder, and Stols 1989; Sixou et al. 1994; Q. Li et al. 
2002; Sando and Kool 2002), aptamer tagging (Babendure, Adams, and Tsien 2003; 
Sando, Narita, and Aoyama 2007), rapid detection of miRNA by a silver nanocluster 
DNA probe (Yang and Vosch 2011) and RNA mimics of green fluorescent protein (Paige, 
Wu, and Jaffrey 2011) have been adopted for mRNA imaging. Such efforts, although still 
in their infancy, have already shed light on the RNA distribution and dynamics in living 
cells. 
The most established method for imaging of the intracellular RNA in live cells is 
tagging mRNA with a fluorescent protein (i.e., GFP, YFP, and RFP) (Bertrand et al. 1998; 
Calapez et al. 2002; Golding and Cox 2004; Rackham and Brown 2004; Kerppola 2006; 
Daigle and Ellenberg 2007; Valencia-Burton et al. 2007). To tag a specific target mRNA, 
an RNA-binding protein must be fused to GFP and at the same time the 3’-untranslated 
region of the target mRNA must be tagged with an RNA motif recognized by the RNA-
binding protein. Bertrand et al. (1998) first introduced the MS2 coat protein-GFP 
approach for imaging mRNA dynamics in live cells. There were two components of this 
method. The first is the MS2 coat protein, a phage RNA-binding protein, expressed as a 
fusion with intact GFP. The second is the target ASH1 mRNA, which is tagged with 
multiple copies of MS2-binding motifs. When these two components are co-transformed 
and co-expressed in cells, MS2–GFP fusion proteins bind to their cognate motif on the 
mRNA and render it fluorescent.  
Since then, imaging using GFP as a reporter protein has been applied to different 
mRNAs in diverse organisms (Golding and Cox 2004). Recently, other RNA motifs, such 
as λN from bacteriophage λ (Daigle and Ellenberg 2007) and even poly(A)-binding 
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protein have also been employed to image the dynamics of mRNAs in eukaryotic cells 
(Calapez et al. 2002). The major challenge in tagging with intact GFP is the need to 
distinguish bound GFP from unbound GFP, since GFP constructs are always fluorescent. 
This was recently overcome by adopting the reconstruction of GFP, by splitting GFP into 
two nonfluorescent fragments. The two fragments are non-fluorescent until a pair of tags 
attached to each fragment recognize the target mRNA and assemble the two split GFP 
fragments into a correctly folded and functional protein (Kerppola 2006). MS2 coat 
protein and zip code-binding protein fused with split GFP fragments (Rackham and 
Brown 2004), split eIF1A domains fused with N- and C-terminal of GFP fragments 
(Valencia-Burton et al. 2007), and PUMILIO1 (a unique sequence-specific RNA binding 
protein) have successfully been demonstrated as applications of the split GFP approach. 
However, a drawback of the split GFP tagging method is the high affinity of the two 
protein fragments to each other, making the binding difficult to reverse. This prevents the 
method from being utilized for imaging of fast dynamic processes (Magliery et al. 2005).  
The second approach is based on imaging of endogenous mRNAs using 
fluorescence resonance energy transfer (FRET) and contact-mediated quenching 
(Cardullo et al. 1988; Morrison, Halder, and Stols 1989; Sixou et al. 1994; S Tyagi and 
Kramer 1996; Q. Li et al. 2002; Sando and Kool 2002; Santangelo et al. 2004). Several 
different probes whose fluorescent properties change upon sequence-specific 
hybridization have been explored, including competitive hybridization probes (Morrison, 
Halder, and Stols 1989; Sixou et al. 1994; Q. Li et al. 2002), side-by-side probes 
(Cardullo et al. 1988), quenched autoligation probes (Sando and Kool 2002), molecular 
beacon probes (S Tyagi and Kramer 1996), and dual molecular FRET probes (Santangelo 
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et al. 2004). Probe-based imaging features several distinct advantages: probes detect 
mRNA in cells directly without the need to engineer target genes and GFP constructs; in 
addition, the approach can be multiplexed by using spectrally distinguishable 
fluorophores, and the possibility to sort cells based on gene expression levels but not the 
only “positive” or “negative” signals (Sanjay Tyagi 2009). The limitation of this method 
includes lower sensitivity due to these probes have only one fluorophore in each 
molecule resulting in lower overall signals compared to GFP tags, the need of delivering 
probes into cells and degradation of probes (Sanjay Tyagi 2009).  
The third approach employs tagging of artificial RNA motifs (aptamers) with 
small nonfluorescent dyes to render fluorescence when combined with specified aptamers 
(Babendure, Adams, and Tsien 2003; Sando, Narita, and Aoyama 2007). The free dye 
molecules are nonfluorescent because of the strong dissipation of the excitation energy 
through vibrational (radiationless) relaxation. Once a selected aptamer binds to the dye 
molecule restricting its vibrational freedom, the dyes become fluorescent resulting in an 
increase of the fluorescence signal by more than 2,000 fold (Babendure, Adams, and 
Tsien 2003). Examples include Hoechst dye variants that are non-fluorescent in the 
unbound form but show strong fluorescence when bound to pre-selected effective RNA 
aptamers (Sando, Narita, and Aoyama 2007). The availability of many aptamer-dye 
combinations allows imaging of multiple mRNA simultaneously. However, the free 
radicals created by the irradiated dye can destroy the RNA motifs (Grate and Wilson 
1999). Taniguchi et al. (2010) used a DNA oligomer probe labeled with a single 
fluorophore to successfully hybridize it with the mRNA on a microfluidic device. No 
further applications using this method in combination with microfluidic devices have 
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been reported, and no high-throughput, automated systems are currently available for this 
methodology. 
Other recent methods, such as the silver nanocluster DNA probe for miRNA 
(Yang and Vosch 2011) and RNA-based variants of green fluorescent protein (Paige, Wu, 
and Jaffrey 2011), are also expected to contribute to quantitative imaging of multiple 
mRNAs and small RNAs simultaneously in single cells in the near future.  
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3. DEEP SEA COMMUNITY STRUCTURE IDENTIFICATION 
3.1. Introduction 
This section of work has been published in Microbial Ecology (Gao et al. 2011). I would 
like to thank the first author Dr. Gao and my co-worker Dr. Wu. Only with their help, this 
portion of work could be achieved.  
 Photosynthetic microbes (both prokaryotes and eukaryotes) are the most 
accessible samples in the ocean and intensive work has been done on these surface water 
species. These tiny microbes have significant effects on the global carbon cycle through 
photosynthetic fixation of CO2. Due to the flux of particulate organic carbon (POC), also 
known as marine ‘snow’ (Alldredge and Cohen 1987), into the deep sea (Eppley and 
Peterson 1979), the ocean becomes a natural sink of CO2 (Dore et al. 2003; C. L. Quéré 
et al. 2007). It has been reported that global oceanic CO2 sink may have increased to 118 
± 19 × 109 tons of carbon from 1800 to 1994 which is equivalent to about 48% of the 
total fossil-fuel and cement manufacturing emissions (Sabine et al. 2004). Photosynthetic 
microbes in the ocean may hold the key solution to address this problem.  
The average depth of the ocean is about 3,682 meters (Charette and Smith 2010) 
and can be divided into several zones based on depth, light abundance, and physical and 
biological conditions. The top 200 meters consists of the epipelagic zone where there is 
enough light for photosynthesis and thus plants and animals are concentrated in this zone 
(Gao et al. 2011). While at the bottom of the ocean (from 4000 meters down to the ocean 
floor), which is called abyssopelagic zone (Ikeda et al. 2007), it is almost entirely dark 
and no sunlight can reach this depth. Theoretically, no photosynthesis is expected at this 
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depth since photosynthesis needs enough light energy to initiate O2 production 
(Mcallister, Shah, and Strickland 1964). 
Recently, more evidence showed that some photosynthetic microbes can also 
exist in the deeper ocean. For instance, photoautotroph cyanobacteria Synechococcus was 
found in the 800 m deep Adriatic waters during the spring of 2006 using a flow cytometer 
by Vilibić and Šantić (2008). Zubkov and Burkill (2006) also detected the presence of 
both Synechococcus and Prochlorococcus cyanobacteria (10-20 cells per mL) in the 
aphotic zone down to 300 m depths. Similarly, it was found that diatoms, a major group 
of eukaryotic algae, possibly exist at about 3,000 meters depth (López-García et al. 2001). 
Nevertheless, no direct evidence shows those photoautotrophic microbes are actively 
functioning in that depth. In order to find one ubiquitous species that can be used as a 
sensor to sense the environmental perturbation, this species cannot be in a dormant status. 
Gene expression analysis needs to be performed to rule out the dormant status. 
The difficulty of deep sea research is those samples cannot be easily cultured in 
laboratory conditions since the deep sea conditions are hard to regenerate. Because of the 
vastly improved molecular biology technologies, cultivation independent phylogenetic 
analysis using ribosomal RNA (rRNA) sequencing has been applied to decipher the 
community structure of microbes in the ocean (S. J. Giovannoni et al. 1990; López-
García et al. 2001; Gao et al. 2011; Stahl et al. 1984). More recently, RT-qPCR (Reverse 
transcription - quantitative polymerase chain reaction) technology is also used to detect 
changes at transcription level that correspond to alterations in the environment and to 
collect information about stress induced response. The RT-qPCR technology has 
excellent sensitivity, dynamic range, and reproducibility and has become a routine and 
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robust approach for measuring the expression of genes of interest (Stephen A Bustin et al. 
2009; VanGuilder, Vrana, and Freeman 2008). 
In this study, community structure and gene expression analyses was performed 
on the sea water samples collected from sites of 765-790 meters in depth in the northeast 
Pacific Ocean. The initial 16S rRNA based clone libraries analyses showed that the 
majority of the archaeal OTUs (Operational Taxonomic Unit) belongs to the uncultured 
group I Crenarchaeota, whereas most of the bacterial OTUs belongs to alpha-, gamma- 
and delta-proteobacteria, consistent with previous analysis of deep sea microbes. In order 
to further explore the community structure of the deep sea samples, a 23S-rRNA plastid 
gene cloning library was constructed. The results showed that the majority of this cloning 
library was occupied by oxygenic photoautotrophic organisms, such as diatoms 
Thalassiosira spp. In addition, RT-qPCR was applied to determine the gene expression 
for the 23S rRNA plastid gene, which is involved in protein synthesis in both eukaryotic 
algae and cyanobacteria. The results showed that the microbes here were not in dormant 
status. The evidence provided by this work has implied that some highly adaptive 
photoautotrophic organisms could be metabolically functional in the deep ocean so as to 
be used as a sensor candidate to monitor the environment perturbation in that 
environment. 
3.2. Experiments 
3.2.1. Cell recovery and microscopy analysis 
Ocean microbes which were retained on a 0.22 µm filter (Millipore, Billerica, MA) were 
collected from the Pacific Ocean. Microbes were recovered from the filter in the 
laboratory. A 5 mL syringe mounted with an 18G 1 ½ needle (BD, Franklin Lakes, NJ) 
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was used to wash the filter. The cells were carefully washed off from the filter membrane 
using 3 x 5.0 mL of RNALater (Ambion, Austin, TX), which can protect RNA from 
degradation. The 2.0 mL concentrated cells were equally divided into two 
microcentrifuge tubes and stored at -20°C. For cell counting, 4 µL of 5 µg/µL 4, 6-
diamidino-2-phenylindole (DAPI) (Sigma) and 100 µL of 50% glutaraldehyde was added 
into the 5 ml cell suspension in phosphate buffer (5 mL), then the stained cells were 
filtered through an isopore membrane filter (0.22 µm). The isopore membrane was then 
put on a glass slide, immersion oil added and covered with a cover slip. The slide was 
observed under epifluorescence microscope (Nikon Eclipse Ti System) using 60× and 
40× objectives.   
3.2.2. Cloning library construction 
The total DNA was extracted and purified from 1.0 mL collected cells using a DNeasy 
Blood & Tissue Kit (Qiagen, Valencia, CA). Based on the isolated DNA, three DNA 
fragments were amplified for cloning library construction: 1,400 bp16S rRNA gene from 
bacteria (FD1, forward primer: AGAGTTTGATCCTGGCTCAG, 1540R, reverse primer: 
AAGGAGGTGATCCAGCC) (Hwang et al. 2009), 700 bp 16S rRNA gene from 
Archaea (Ar20F, forward primer: TTCCGGTTGATCCYGCCRG, Arch958R, reverse 
primer: TCCGGCGTTGAMTCCAATT) (E. F. DeLong 1992) and 500 bp 23S rRNA 
gene from cyanobacteria and eukaryotic algal chloroplasts (p23SrV-f1, forward primer: 
GGACAGAAAGACCCTATGAA, p23SrV-r1, reverse primer: TCAGCCTGTTA-
TCCCTAGAG) (Sherwood and Presting 2007). The conditions for PCR amplification 
was initially set up as: (a) bacteria (Hwang et al. 2009): 94°C for 2 min; 30 cycles of 30 s 
at 94°C, 1 min at 58°C, and 1 min at 72°C; and final cycle at 72°C for 7 min; (b) Archaea 
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(E. F. DeLong 1992): 94°C for 2 min; 30 cycles of 1.5 min at 95°C, 1.5 min at 55°C, and 
1.5 min at 72°C; and final cycle at 72°C for 7 min; and (c) algae and cyanobacteria: 94°C 
for 2 min; 30 cycles of 1.5 min at 95°C for, 1.5 min at 55°C , and 1.5 min at 72°C; and 
final cycle at 72°C for 7 min. The expected PCR products were recovered by using a 
QIAquick Gel DNA Extraction Kit (Qiagen, Valencia, CA). 
 The PCR products were cloned into a pGEM-T easy vector following the protocol 
provided by the manufacturer (Promega, Madison, WI). Randomly chosen white clones 
were cultivated in 96-well plates and used for plasmid isolation and sequenced with an 
ABI 373 Sequencer using PCR primers. The resultant DNA sequences were subjected to 
manual editing using Sequence Scanner Software 2.0 (Applied Biosystems, Foster, CA). 
Sequences were compared with those in GenBank through the NCBI internet service 
using BLAST 2.2.10 (Altschul et al. 1997). Alignment of sequences was done with 
online Clustal W (Thompson, Higgins, and Gibson 1994). OTUs were determined based 
on a 3% divergence cutoff for individual “species” OTU.  
3.2.3. Gene expression analysis 
Total RNA were extracted from 1.0 mL collected cells using the Trizol Max Bacterial 
RNA Isolation Kit (Invitrogen, Carlsbad, CA) and purified with RNeasy Mini Kit 
(Qiagen, Valencia, CA). To determine the gene expression involved in protein synthesis 
in photoautotrophic microbes, a set of 23S based primers specific to eukaryotic algae and 
cyanobacteria was adopted from the literature (Sherwood and Presting 2007) and 
synthesized by Invitrogen Corporation (Carlsbad, CA). Using genomic DNA of 
Synechocystis sp. PCC6803 as template, this 500 bp 23S rRNA gene was amplified for 
the purpose of generating a standard curve in RT-qPCR. With SYBR Green One-Step 
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reagents (BioRad, Hercules, CA), RT-qPCR was performed on a Rotor-Gene 6000 
(Corbett Life Science, now Qiagen, Valencia, CA). The 20 µL PCR reaction set up was 
as follows: 10 µL of 2x SYBR Green Rxn mix (BioRad, Hercules, CA), 1.5 µL of 
forward primer (4 µM), 1.5 µL of reverse primer (4 µM), 4.5 µL of nuclease free-water, 
0.5 µL of iScript RT enzyme for One-Step (BioRad, Hercules, CA), and 2 µL of RNA or 
DNA template. The cDNA synthesis was performed at 50°C for 15 min followed by 
95°C for 5 min for inactivation of reverse transcriptase. The PCR cycling program was: 
40 cycles of 10 s at 95°C, 56 s at 56°C, 30 s at 72°C.  Data analysis was carried out using 
the software provided by Corbett Life Science (now Qiagen, Valencia, CA). 
3.3. Results 
3.3.1. Microscopy analysis 
These ocean samples were collected at 2-3 m above the sea floor. The epifluorescence 
microscopic images of the cells after DAPI staining are shown in Figure 3. A large 
number of microbial cells with size around 1-2 µm was observed, suggesting prokaryotic 
or small eukaryotic microbes were the dominant species in this environment. To seek 
evidence for possible photosynthetic microbes in this community, the auto-fluorescence 
without any dye staining was also checked. Although microbes with auto-fluorescence 
are rare in the samples, several auto-fluoresced microbes were found out of several 
hundreds of microscopic image fields examined. The results in Figure 3C show one of 
the auto-fluorescence images from the possible phototrophic microbes. 
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Figure 3. Epifluorescence microscopic images. 
3.3.2. Phylogenetic analysis 
Total DNA was extracted from 1.0 mL collected cells and a total of around 2600 ng 
chromosomal DNA was obtained. DNA isolated from the deep-sea water was used to 
construct three clone libraries for microbial community structure analyses: i) 16S rRNA 
for bacteria, ii) 16S rRNA for archaea and iii) algae and cyanobacteria specific 23S 
rRNA libraries. 
Archaea: Sequence analysis of 156 random clones revealed 21 different phylotypes 
based upon 97% sequence similarity. The majority of clones (150 in total) are 
phylogenetically similar to the uncultured marine group I Crenarchaeota (Figure 4), In 
addition, a small number of clones (6 in total) are phylogenetically affiliated to the 
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uncultured marine group II euryarchaeote, and they represented two previously identified 
OTUs, sequenced clone UEU78206 from the Santa Barbara Channel (Massana et al. 1997) 
and DQ300553 from the North Pacific Subtropical Gyre (Edward F. DeLong et al. 2006), 
respectively.  
Bacteria (Figure 5): A preliminary sequencing analysis of 250 random clones revealed 
significant bacterial diversity present in this site after comparison with the 16S rDNA 
database from the Ribosomal Database Project (Cole et al. 2005). In general, a majority 
of the clones (168 in total) from the clone library are phylogenetically associated with the 
phylum Proteobacteria. In addition, forty-two clones (13 OTUs) are phylogenetically 
affiliated with phylum Bacteroidetes. Nineteen clones (4 OTUs) belong to Actinobacteria.  
Eukaryotic algae and cyanobacteria (Figure 6): Sequencing of 94 random clones 
revealed that a majority of them are divided between diatoms (61 clones) and 
cyanobacteria solely belonging to Synechococcus sp. (16 clones). Among the diatom 
group, 45 clones (7 OTUs) are similar to Thalassiosira spp. Other closely related diatoms 
include: Nitzschia spp. (11 clones, 7 OTUs), Odontella spp. (2 clones, 2 OTUs), and 
Phaeodactylum spp. (3 clones, 2 OTUs). Also, a few clones phylogenetically affiliated to 
other algae commonly found in the oceans such as Chlorella sp. and Emiliania sp. 
(Cattolico et al. 2008) were also identified based on sequence similarity searching. 
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Figure 4. Phylogenetic analysis of archaea belonging to the uncultured marine 
group I Crenarchaeota. 
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Figure 5. Phylogenetic analysis of bacteria found in the deep ocean water. 
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Figure 6. Phylogenetic analysis of the deep ocean photosynthetic eukaryotic algae. 
and cyanobacteria 
The results were interesting since some photoautotrophic species were identified 
in the deep sea, but the deep sea photoautotrophic community was limited to two 
dominant species, Synechococcus sp. and Thalassiosira spp. Surface water contamination 
was not an issue in this work since no other surface water species was observed in any of 
the clone libraries. Since those photoautotrophic species also exist in surface water, they 
may be a good candidate to monitor the environmental perturbation. 
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3.3.3. Gene expression analysis 
In order to use these microbes as sensors, they should not be in a dormant status 
otherwise they will not response to the environmental change. An immediate question 
that was raised was whether these photoautotrophic microbes are in a state of active 
metabolism or not. To seek the answer to this question, gene expression analysis was 
performed using total RNA isolated from the deep sea samples. The 23S rRNA gene 
which is involved in protein synthesis was analyzed by RT-qPCR. Figure 7 shows the 
real-time PCR analysis of the copy number of 23S rRNA gene. The analysis was done 
separately using DNA or cDNA as a template. The calculated average copy number of 
the algae and cyanobacteria specific 23S rRNA gene is 5.63 x 104 and 2.04 x 105 per 
reaction for DNA and cDNA templates, respectively. Considering the dilution factors of 
each template, the normalized copy number for 23S rRNA from cDNA (or RNA) and 
DNA is 2.44 x 107 and 4.25 x 106, respectively. Thus, the copy number of 23S rRNA is 
about 6 times higher than that of 23S rDNA (Figure 7). Meanwhile, considering that the 
efficiency of reverse transcription cannot be 100%, definitely, the ratio between 23S 
rRNA and 23S rDNA was underestimated and could be greater than 6. The results 
demonstrated that the 23S rRNA gene has activity in the deep sea which may indicate 
that the cells were not in a dormant status. 
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Figure 7. Quantitative RT-PCR analysis of algae and cyanobacteria specific 23S 
rRNA gene. 
3.4. Discussion 
It still remains unclear why photoautotrophic microbes, Synechococcus sp. and 
Thalassiosira spp., exist in the deep mesopelagic zone. One plausible explanation is that 
they sank to this depth either by themselves or sank as a microbial assemblage with larger 
particles (Alldredge and Cohen 1987). The second possibility is because of the ocean 
current. However, in order to support those hypotheses, more evidence is still needed to 
demonstrate that RNA molecules (especially messenger RNA) can be stable through the 
time period of days or months during the sinking process. Normally the life time of RNA 
is hours (Gill et al. 2002) which is much shorter than the sinking process. Based on this 
fact, the RNA should all degrade at this depth; however, RNA was successfully detected 
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in our samples which may indicate there is another explanation about the existence of 
these photoautotrophic microbes at this depth. 
My assumption is that these photoautotrophic microbes are natural inhabitants at 
this depth. If these photoautotrophic microorganisms were brought down by force or 
microbial assemblages associated with large sinking particles as discussed above, other 
photoautotrophic microorganisms that exist in surface water should also be observed in 
our samples, but only two dominant species were found. In addition, RT-qPCR results 
also supported my assumption by showing the activity of RNA at this depth.  
Based on my assumption, I selected diatom Thalassiosira spp. as my future target, 
since it is a eukaryotic photosynthetic microorganism which may decrease the potential 
problems for this single-cell based work. The diameter of this microorganism is around 4-
6 µm and it also exists in surface water which makes it an excellent sensor candidate. 
Meanwhile, diatoms contribute up to 40% of the primary productivity of the ocean 
(Maheswari et al. 2010; Nelson et al. 1995), if we can understand them better, it will also 
be very useful for regulating the primary productivity of ocean. 
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4. CHIP DEVELOPMENT 
4.1. Introduction 
This section of work has been published in Lab on a Chip (Shi et al. 2011). I would like 
to thank my co-worker Dr. Gao and my advisors Dr. Chao, Dr. Zhang and Dr. Meldrum. 
With their suggestions and helpful discussions, this portion of work has been successfully 
achieved.  
 Rapid development of microfabrication and microfluidic technologies have 
enabled development of more and more miniaturized analytical chips capable of 
performing analysis down to single-cell levels (Zare and Kim 2010; Schmid et al. 2010). 
The advantages of microfluidic devices for single cell analysis have been addressed in 
Chapter 2. A lot of researchers have taken advantage of these technologies, for instance, 
Zhang et al. (2011) demonstrated parallel real-time PCR with a sensitivity of about 1000 
cDNA copies per 500-nL droplet produced using conventional photolithography. In one 
recent study, Marcy and colleagues (2007) developed a microfluidic device that 
performed isolation, amplification and sequencing of individual TM7 cells from a mixed 
microbial community that inhabits human mouths. The results showed low abundance 
species which would be easily neglected under traditional approaches. Parallel PCR at the 
single copy level is another good example of application of microfluidic devices 
(Musyanovych, Mailänder, and Landfester 2005; Beer et al. 2007; Diehl et al. 2006; 
Matsubara et al. 2004; Kojima et al. 2005; Nakano et al. 2003). These analyses are highly 
sensitive, but their analytes which typically are purified DNA are much simpler than 
analyzing the raw lysate of actual cell. In addition, the process does not involve cell 
lysing which usually results in more complicated chemical composition and/or fluidic 
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manipulation. These factors limit direct single-cell PCR at single copy resolution. This 
research strives to construct a chip that is capable of performing single cell analysis of 
small phytoplankton which is more challenging than that for mammalian cells due to the 
small size and their tough cell-wall structure. Recent progress on using microfluidic 
devices on single-cell PCR have focused on mammalian cells. Applications to other types 
of single cells are rare. Ottesen et al. (2006) used microfluidic digital PCR to amplify and 
analyze different genes obtained from single bacterial cells gathered from the 
environment. They used this device to identify bacteria in complex ecosystems and 
successfully reached the single molecular level resolution based on serial dilution and 
Poisson distribution. Zeng et al. (2010) designed an emulsion generating microfluidic 
device that used small droplets in oil as the reaction chambers. In this experiment, E. 
coli cells or isolated DNA were randomly seeded into the droplets with primer-adhered 
microspheres and real-time PCR reagents. By measuring the fluorescent emission of the 
PCR product in droplets using flow cytometry, they demonstrated that single-bacteria-
resolution analysis can be achieved. However, all of these devices need complicated 
microfabrication or/and designs which required specific instruments. Very often these 
instruments or expertise for fabrication are not readily available for most biological 
laboratories, which has limited the application of these devices for single cell studies. 
In order to finally develop a chip-level device to achieve single cell RT-qPCR, 
this research developed a chip-level device which involves only inexpensive and easily 
accessible equipment that is capable of performing single cell qPCR as the first step. This 
device contains an array of stationary, surface-adhering droplets immersed in oil as real-
time PCR chambers. Mineral oil is used to isolate the droplets and prevents the aqueous 
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solution from evaporating during thermal cycling. The dimensions and locations of the 
droplets are controlled by hydrophilic patterning on the glass substrate. The volume of 
each chamber is 5 µL on the current design, but can be smaller and the density of the 
droplets can be higher if using a customized thermal cycler that can scan dense PCR 
chamber arrays. In addition, the operation does not require off-chip DNA extraction or 
purification steps which will diminish the potential effectiveness of downstream real-time 
PCR analysis, such as inhibition from lysis buffer which is used for off-chip DNA 
extraction. Although single-cell loading can also be easily achieved by serial dilution 
(Lin, Chao, and Meldrum 2009), we used a micromanipulator to precisely load one 
bacterial cell per droplet to validate the sensitivity. Leveraged with a commercially 
available real-time PCR thermal cycler, it was demonstrated that the device is capable of 
genetic analysis at the single cell level. 
4.2. Experiments 
4.2.1. Experiment setup 
The current chip is designed to be compatible with an off-the-shelf real-
time PCR thermal cycler originally designed to work with conventional PCR tubes/plates. 
The chip contains an array of surface-adhering droplets on a microscope cover slip, and 
all droplets are submerged under an open pool of mineral oil confined by a PDMS frame 
(Figure 8a). Each droplet is isolated by mineral oil as a PCR reaction chamber and to 
prevent the droplets from evaporation and cross contamination. The chip is optically 
compatible with the thermal cycler since all components such as mineral oil and droplets 
are transparent. The locations of the droplets are aligned with the wells of the heating 
block designed to hold PCR tubes, and the area of a droplet is of the same order as the 
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top-view area of a PCR tube (Figure 8b). Therefore, the existing fluorescence detection 
configuration can be directly applied to the use of the chip. A 0.42-mm-thick brass plate 
was placed under the cover slip during thermal cycling as a mediator to enhance heat 
transfer for better temperature uniformity on the chip. The cross view of the chip in a 
typical real-time PCR thermal cycler is shown in Figure 8b. 
 
Figure 8. (a) The chip contains an array of surface-adhering droplets submerged in oil. (b) 
The cross section view of the chip placed on a thermal cycler, showing that the droplets 
are aligned with the wells of the heating block of the thermal cycler (not to scale). 
In order to implement single cell analysis, the reaction volume of each chamber 
was designed to be 5 µL, in contrast to the typical 10-20 µL reaction volume using 
conventional PCR tubes. Droplets which are smaller than 5 µL tended to be too small for 
the real-time PCR thermal cycler to detect. The smaller reaction volume increases the 
local concentration of the template so that the competition with contaminants or 
endogenously generated background such as primer dimers will be reduced thus 
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providing more DNA polymerase molecules per template (Musyanovych, Mailänder, and 
Landfester 2005; Marcy, Ishoey, et al. 2007; Schaerli and Hollfelder 2009). 
4.2.2. Chip fabrication 
The procedure of producing a droplet array is derived from previous work that isolates 
single bacteria in a droplet array (Lin, Chao, and Meldrum 2009). The key fabrication 
process is to make a hydrophilic pattern that confines the aqueous droplets. In this study, 
I generated such patterns using Microscale Plasma Activated Templating (µPLAT), a 
technique that employs a stencil to expose air plasma only to designed areas to increase 
the hydrophilicity of the surface (Chao, Carlson, and Meldrum 2007). The process of 
making this chip is illustrated in Figure 9. In order to minimize contamination, all 
components and material used in this study were autoclaved and exposure to UV light for 
15 minutes before the experiment. 
First, a µPLAT stencil made of a 2-mm-thick PDMS sheet was adhered on a 
cover slip (Figure 9a). A 3×4 array of 1/8-inch diameter holes was punched, with a 9-
mm pitch between centers to align with the real-time PCR thermal cycler.  Hence, twelve 
droplets can fit in a 35mm×50mm cover slip (Fisher Scientific, Pittsburgh, PA). The soft 
PDMS stencil was then adhered on the cover slip. The assembly was placed in plasma 
cleaner (Harrick Plasma, Ithaca, NY) for plasma exposure with 6.8 W RF-power for one 
minute (Figure 9b). The areas exposed to the plasma became more hydrophilic, while the 
unexposed areas remained unchanged.  Then the stencil was removed, leaving an array of 
hydrophilic circular areas on a more hydrophobic background (Figure 9c). A 2-mm-thick 
PDMS frame was placed to surround the hydrophilic array to confine a pool of oil 
(Figure 9d). 800 µL of mineral oil (Sigma M8410) was loaded inside the PDMS frame 
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(Figure 9e). Finally, twelve 5 µL droplets of PCR mixture were pipetted on each 
hydrophilic area (Figure 9f). Oil was loaded before the droplets to prevent contamination 
during the loading process.  
 
Figure 9. Chip fabrication process. 
4.2.3. Strain and Cell culture 
In order to prove the single cell sensitivity of the chip, initially the Synechocystis PCC 
6803 strain was used as a target. The Synechocystis PCC 6803 cells were grown at room 
temperature in BG-11 media (Richaud et al. 2001). The cell density of Synechocystis 
PCC 6803 was measured by a spectrophotometer (Beckman Coulter, Brea, CA), and 
counted under light microscopy (Nikon, Japan). In general, OD730 1.0 represents 
approximately 108 cells/mL. 
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4.2.4. Cell loading 
Two cell loading strategies were used in this study. The first was serial dilution to load, 
on average, 1000, 100, and 10 cells per droplet. The second strategy was single-cell 
loading using a micromanipulator developed in our center (Anis et al. 2011; Anis, Holl, 
and Meldrum 2010). This micromanipulator uses a piezoelectric actuated diaphragm to 
dispense/aspirate liquid through a 30-µm capillary at the picoliter level. This device can 
precisely manipulate cells with small flow rates and therefore gentle shear stresses. The 
entire loading process was monitored on a microscope, so the loading of single bacteria 
cell can be visually confirmed. 
4.2.5. Real-time PCR 
Primers were designed using Primer3 software (Untergasser et al. 2007) and 
manufactured by Invitrogen (Carlsbad, CA). One set of primers was designed to amplify 
a 152 bp of 16S rRNA gene of Synechocystis PCC 6803: forward primer 
(CCACGCCTAGTATCCATCGT) and reverse primer (TGTAGCGGTGAAATGC-
GTAG). The SYBR GreenER qPCR SuperMix Kit (Invitrogen, Carlsbad, CA) was used 
for real-time PCR. The PCR reaction mixture contained 2.5 µL qPCR SuperMix, 0.5 µL 
of each primer with the final concentration of 4 µM, 0.5 µL of 5×BSA, 0.45 µL of DEPC 
treated water (Ambion, Austin, TX), 0.05 µL of ROX and 0.5 µL of sample in a total 
volume of 5 µL for each droplet. For a single cell droplet, 0.5 µL of DEPC treated water 
was loaded and then one single cell was put into the droplet using the micromanipulator. 
Considering the low fluorescent signal due to the low amount of target, photo bleaching 
was prevented by blocking the ambient light. The experiments were performed on a 
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commercially available thermal cycler (StepOne real-time PCR system, Applied 
Biosystems, Foster, CA).   
4.2.6. PCR validation 
After real-time PCR, the PCR products were pipetted out one by one and loaded on 1.5% 
agarose gels (EMD Chemical, Gibbstown, NJ) for electrophoresis analysis. The gels were 
run under 130 volts for 35 min. The DNA fragments with the expected size were then 
isolated using QIAquick Gel Extraction Kit (Qiagen, Valencia, CA) and analyzed by 
sequencing on ABI 3700.  In order to confirm the right sequence, online nucleotide blast 
tools (http://blast.ncbi.nlm.nih.gov/) were used. Over 98% identity was recognized as 
right amplification. Validation is not necessary for regular utility of the device.  
4.3. Results  
4.3.1. PCR temperature profile  
The efficiency and specificity of PCR are affected by several factors, including cell 
lysing efficiency, chemical constitution of the PCR system (i.e. primer concentration, 
Mg2+ concentration, and SYBR Green concentration, etc.) and annealing temperature 
(Sipos et al. 2007; Markoulatos, Siafakas, and Moncany 2002). For real-time PCR, the 
temperature at which fluorescence detection is performed is also a crucial factor. 
Thermal lysing was selected over chemical lysing to avoid possible interference 
with PCR due to chemical lysing (Lu, Schmidt, and Jensen 2005; Lee et al. 2005; Waters 
et al. 1998). In this study, we found that heating at 94 °C for 10 minutes was enough to 
fully lyse the Synechocystis PCC 6803 cells in the droplets. Based on the sequence 
analysis and initial tests, 60 °C was found as the optimized annealing temperature, and 
was selected for rest of the study.  
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SYBR green dye only binds to double-stranded DNA in a specific temperature 
range, so the fluorescence emission that indicates the quantity of double-stranded DNA 
can be detected. The proper detection temperature can be determined through the melt 
curve analysis. After testing multiple temperatures ranging from 70 °C to 80 °C on chips, 
the optimized signal detection temperature was determined to be 72 °C, and was selected 
for the rest of the study. 
As shown in Figure 8, the heat from the heating block of the thermal cycler 
transferred to the droplet through the air in the heating block, the brass plate and the 
cover slip. Since the droplets did not directly contact the thermal cycler, the temperature 
of the droplets experienced hysteresis and delay to the setting temperature of the thermal 
cycler. To solve the issue, initially I put my efforts on minimizing the difference of 
temperature related to each steps (i.e. cell lysing, annealing and signal detection) between 
the ideal temperatures and the real temperatures in droplets. The ideal temperature 
protocol for this study was 15 s at 95 °C for denaturing, 15 s at 60 °C for annealing, 30 s 
at 72 °C for extension, and 10 s at 72 °C for signal detection. In order to compensate for 
the offset and hysteresis of the real temperature in the droplets, a calibration was 
performed by inserting a 0.076 mm-diameter K-type thermocouple (5SC-TT-K-40-36, 
OMEGA, Stamford, CT) into the center of a droplet to empirically adjust the setting 
temperatures and corresponding durations of the thermal cycler to fit the actual 
temperatures in the droplets. A thermocouple reader (50 Series II, Fluke, Everett, WA) 
was used to record the temperature every five seconds during thermal cycling. Figure 10 
shows the temperature profile set on the thermal cycler (black circles) and the 
compensated temperature profile in the droplets (line with rectangular dots). The 
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heating/cooling rates were longer than those for conventional in-tube PCR, so the 
droplets required a longer time to reach a steady-state temperature. To shorten the total 
duration, we selected not to wait for the temperature to reach steady state of each stage. 
Instead, the thermal cycling profile was selected such that the droplet temperature was 
maintained within a ±1 °C range from the desire temperature during each stage. 
 
Figure 10. Temperature profile for PCR. 
4.3.2. Single bacterial cell analysis  
In order to accomplish real-time PCR with single digit template copy in single cells, in 
addition to the temperature profile, primer design is also a crucial factor (X. Wang and 
Seed 2003; Pattyn et al. 2003). The criteria for the primer design used in this study is that 
the size of the amplicon should be around 200 bp, Tm value of the primers should be 
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around 60 °C and several sets of primer need to be tested before choosing the right 
primers. Based on these requirements, the primers used in this study were designed by 
Primer3 (http://frodo.wi.mit.edu/primer3/). BSA was added in the solution to prevent 
undesired binding of DNA and polymerase to glass surface (Höss and Pääbo 1993; Höss 
et al. 1992; Kreader 1996; Prakash, Amrein, and Kaler 2007). 
The real-time amplification curves of an on-chip PCR experiment with various 
cell numbers are shown in Figure 11. Four levels of cell numbers on the chip were tested. 
1000, 100 and 10 cells per droplet were achieved by serial dilution from bulk cells, while 
single cells were picked and loaded directly with the micromanipulator. The average Cq 
values were also shown in the insert of Figure 11. The curves are well clustered for each 
cell number levels. The differences of the average Cq values between the cell number 
clusters were 4.2, 2.7 and 2.3, respectively. All amplified DNA was confirmed by 
sequencing to be the expected products. Although the negative controls were frequently 
amplified in the experiments, they appeared significantly later than the reactions from 
single cells. In addition, the Tm values of negative controls are different from that of the 
template. We also sequenced the amplification products from the negative control, and 
the BLAST search showed that the products were different, which could be a result of 
random amplification (data not shown). The possible causes for the amplification of 
negative controls are: 1) the contamination carried in commercial kits, enzyme and buffer. 
This contamination has been reported in many studies (Zhou et al. 2007; Panicker, Myers, 
and Bej 2004); 2) random amplification when the cycle number is high. 
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Figure 11. Real-time PCR result at 1000, 100, 10, and single cell levels. 
4.3.3. Performance evaluation 
In order to evaluate the performance of the chip, we first determined the successful rate 
of the chip operation. The melt curves were analyzed to define whether the reactions 
were successful. Briefly, each amplicon should have a specific Tm value, then melt curves 
with dominant signal at the right Tm value were recognized as a successful amplification. 
In addition, PCR products were validated through gel analysis and sequencing analysis. 
Based on these criteria, the overall success rate for the experiments shown in Figure 11 
and Figure 12 was over 85% and the single cell level success rate is in the same range. 
The means and standard deviations of the Cq values of different 16S rRNA 
template concentrations are summarized in Figure 12. In these experiments, four different 
concentrations of template were loaded on four chips respectively. Each 
PCC 6803 cell contains femtogram
is equivalent to 1000 Synechocystis
concentrations, indicating that the reproducibility of the chip
decreased as the template concentration d
reproducibility could be due to signal detection for 
Unexpected DNA binding to glass surface
decreased reproducibility. 
Figure 12. Template concentrations and C
Between each 10x serial dilution, the ideal C
log210) cycles. Our experimental results showed that the difference between each 
level is 4.6 and 2.1 cycles between 10 pg 
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Synechocystis 
-level DNA per cell (Hahn et al. 2000), so 10 pg DNA 
 cells. The error bars of the Cq are larger for lower 
-based real
ecreased. One possible reason of the decreased 
the low amount of amplified DNA. 
s may be another possible reason for the 
q values for on-chip PCR experiments.
q value difference is around 3.324 (i.e. 
to 1.0 pg and 1.0 pg to 0.1 pg dilutions, 
-time PCR 
 
 
dilution 
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respectively, and 6.7 cycles between 10 pg to 0.1 pg dilutions. This result showed that 
although variations existed for individual experiments, the global trend of the relation 
between Cq value and template concentration was close to the estimation with the ideal 
efficiency. We also designed another set of primers to amplify a 198 bp fragment of rbcL 
gene of Synechocystis PCC 6803. The Cq difference between 10 pg and 1 pg was 3.2. The 
result confirmed that the PCR efficiency of our device was robust. 
In addition to successful rate and efficiency, sensitivity is another crucial factor 
for single cell studies since the analyte amount is extremely low (Zare and Kim 2010; 
Borland et al. 2008; Schmid et al. 2010). One Synechocystis PCC 6803 cell has only 2 
copies of 16S rRNA gene, according to the NCBI and CyanoBase database 
(http://www.ncbi.nlm.nih.gov/gene; http://genome.kazusa.or.jp/cyanobase). Therefore, 
the sensitivity of the presented work approached the single copy level, similar to the 
sensitivities achieved with 6.25-nL microchambers (Ottesen et al. 2006) and 70-pL 
droplets (Beer et al. 2007) in previous work. However, because the droplet volume in our 
device was in the µL-scale, our sensitivity in terms of initial template concentration is 
much higher. We assert that the one-step operation conserved the small number of 
templates in the confined droplet volume, and the reduction in liquid transportation also 
minimized possible contamination which allowed for high thermal circle numbers with 
acceptable negative control expression. The elimination of DNA extraction and 
purification did not prevent quantitative analyses at low template concentration. 
4.4. Conclusion 
In this study, a new design of an easily fabricated multi-chamber real-time PCR chip was 
demonstrated. The chip was robust and cost-efficient, and the one-step operation does not 
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require DNA purification. The current chip can analyze twelve single cells in one 
experiment, constrained only by the commercial thermal cycler. Using this new device, 
we successfully extended qPCR analysis of gene targets toward the single copy level. 
Through serial dilution at low template concentration, statistics of Cq values results in the 
ideal estimation. With a specifically designed thermal cycler for this chip, it will have the 
capability to further decrease the reaction volume to nL volumes, similar to the other 
PCR microdevices that use non-adhering droplets as reaction chambers. The application 
of this device in biological laboratories will provide the needed and convenient tools to 
perform genetic analysis for single cells and reveal heterogeneity in complex microbial 
communities. Meanwhile, these results also build a strong foundation for the single cell 
environmental monitoring device construction in this thesis. 
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5. TWO-STEP SINGLE-CELL RT-QPCR PROTOCOL DEVELOPMENT 
5.1. Introduction 
This portion of work has been published in Applied Environmental Microbiology (Shi et 
al. 2013). I would like to thank Dr. Gao, Dr. Chao, Dr. Zhang and Dr. Meldrum. With 
their patient supervision and suggestions, I could successfully design the experiment and 
achieved good results for this research.  
 For isogenic cell populations, gene expression heterogeneity could arise from the 
intrinsically stochastic processes of the expression of individual genes. The amplitude of 
such stochasticity, or noise, in gene expression is controlled by many factors, including 
transcription rate, regulatory dynamics, and other genetic factors of the cells (e.g. 
microRNA, transposon etc.) (Banerjee et al. 2004; Colman-Lerner et al. 2005; Pedraza 
and van Oudenaarden 2005; Rosenfeld et al. 2005; Newman et al. 2006; Strovas et al. 
2007). As a result, individual cells in genetically homogeneous populations can contain 
different copy numbers of messenger RNA (mRNA) molecules, which eventually leads 
to different numbers of functioning protein molecules. This transcriptional noise, once 
amplified, could offer the opportunity to generate and sustain heterogeneity at the cellular 
level in a clonal population. The gene expression heterogeneity suggests that by simply 
averaging mRNA or proteins from whole populations, crucial information about unique 
patterns of the gene expression related to specific regions or distinct functional 
subpopulations may be lost. To gain a deeper insight into the intricacies of cellular 
diversity and its functional relevance, single cell level analysis needs to be performed. 
For the purpose of deciphering interesting biology puzzles, conventional tube-based 
single cell level gene expression analysis was performed targeting T. pseudonana, a 
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typical centric diatom (Armbrust et al. 2004), using single cell RT-qPCR on the basis of  
previous efforts (J. Zeng et al. 2011; Gao, Zhang, and Meldrum 2011). 
It is well known that under adverse conditions such as nutrient-limited or other 
environmental stresses, microorganisms can trigger protective response mechanisms for 
survival. Concurrently, many regular physiological activities such as photosynthesis may 
be repressed under these stresses. Directly monitoring the stress response of 
microorganisms to their environments could be one way to inspect the health of 
microorganisms themselves, as well as the environments in which they live. Under such 
situations, pursuing analysis methods targeting a few or single microbial cells, which are 
directly recovered from environments without further cultivation, is necessary. Diatoms 
are a group of unicellular phytoplankton (Falkowski et al. 2004; Thamatrakoln et al. 
2012) that are present in wide spread niches, from inland lakes to open oceans (Bennett et 
al. 2010; Mann and Droop 1996). Because of this, there is no need for introducing foreign 
species (Ripp et al. 2000) to monitor the environment. Other than using T. pseudonana as 
a sensor, they play significant roles in the global carbon cycle (Maheswari et al. 2010; 
Nelson et al. 1995) that makes it essential to understand what environmental stresses they 
are susceptible to and how they respond, in order to maintain the primary productivity in 
oceans. 
Nitrogen is an essential element for living organisms and is required for the 
biosynthesis of macromolecules such as amino acids. It has been reported that the 
availability of nitrogen in oceans varies drastically on spatial and temporal scales due to 
physical and biological processes, and nitrogen has been considered as a major limiting 
nutrient for primary production in the oceans (Falkowski et al. 2004; Hockin et al. 2012). 
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Phosphate is another important element involved in many aspects of cellular metabolism, 
like ATP synthesis. It was reported that photosynthesis was disrupted by low level 
phosphorus (Bucciarelli and Sunda 2003; Rao, Arulanantham, and Terry 1989). Iron is a 
key component of Ferredoxin, an iron-sulfur proteins that control electron transfer 
(Abdel-Ghany et al. 2005), and its limitation and restriction of primary productivity have 
been reported for some ocean regions (Boyd et al. 2007; Lewandowska and Kosakowska 
2004). Because of the short residence time of bioavailable iron (Martin et al. 1994) and 
the extremely low concentration of iron in the surface water which is only 0.07 nM/kg 
(Johnson, Gordon, and Coale 1997), phytoplankton growth and primary productivity are 
restricted in vast high-nutrient, low-chlorophyll (HNLC) regions of the Southern Ocean, 
the equatorial Pacific and the North Pacific (Boyd et al. 2007; Marchetti et al. 2012).  
In this study, in contrast to previously published single-cell analyses on 
mammalian cells, working with diatoms has its own particular challenges due to their 
small size (~5 µm diameter) and protective frustules. In this research, the expression of 
six genes in single T. pseudonana cells was quantitatively measured, each with three 
technical replicates. The single-cell results revealed significant heterogeneity in terms of 
stress responses within T. pseudonana population. This work demonstrated the possibility 
of applying native habitants as sensors to monitor the environmental stress conditions. 
Meantime, this study provided the first quantitative gene expression evidence for the 
response heterogeneity of diatom T. pseudonana to environmental stresses. 
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5.2. Experiments 
5.2.1. Cell culture 
T. pseudonana (CCMP1335) cells were obtained from the National Center for Marine 
Algae and Microbiota (NCAM), and were grown in f/2 medium at 24 ± 1°C (Guillard 
1975; Guillard 1962) under a constant light condition (30 µmol photons m-2 s-1 irradiance 
measured using LiCor (Lincoln, NE)). Cells at middle exponential phase were harvested 
by centrifugation at 1,500 × g, for 5 min at 4°C, and used to inoculate f/2 medium with or 
without nitrogen (NaNO3, 8.82 × 10-4 M), phosphate (NaH2PO4, 3.62 x 10-5 M) and iron 
(FeCl3·6H2O, 1.17 × 10-5 M) depending on the condition of starvation. Artificial seawater 
was prepared using chemicals of analytical purity and used instead of filtered nature sea 
water for f/2 medium and prepared based on the formula of Kester et al. (1967). 
5.2.2. Sampling and RNA extraction 
For bulk-cell based analysis, 1 mL cell culture was collected by centrifugation at 1,500 × 
g for 5 min at 4°C. Hemocytometer 3900 (Hausser Scientific, Horsham, PA) was used to 
count the cell number directly. RNeasy Mini kit (Qiagen, Valencia, CA) was used to 
extract RNA from the bulk cells. For single-cell based analysis, a micromanipulator 
developed in our center (Anis, Holl, and Meldrum 2010; Anis et al. 2011) was used to 
pick cells from a diluted cell population and load them into individual Eppendorf 
microtubes. This micromanipulator uses a piezoelectric actuated diaphragm to 
dispense/aspirate picoliter level liquid through a 30-µm capillary. Owing to its small flow 
rates, single cells suffer very little shear stress, which minimizes the effects on their gene 
expression profile. Thirty individual cells from each growth condition were picked. ZR 
Fungal/Bacterial RNA MicroPrep kit (Zymo Research, Irvine, CA) was used to extract 
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RNA from single cells and the total RNA was eluted into a final volume of 6 µL in 
Eppendorf microtubes. 
5.2.3. cDNA synthesis 
SuperScript VILO cDNA Synthesis kit (Invitrogen, Carlsbad, CA) was used to synthesize 
cDNA. For cDNA synthesis from bulk-cell RNA, total reaction volume was 20 µL 
containing 2 µL 10 X SuperScript Enzyme Mix, 4 µL 5 × VILO Reaction Mix and 14 µL 
of eluted RNA. To increase the relative concentration of single-cell mRNA for cDNA 
synthesis preparation, total reaction volume was decreased to 10 µL which contains 1 µL 
of specific primer mixture, 1 µL 10 × SuperScript Enzyme Mix, 2 µL 5 × VILO Reaction 
Mix and 6 µL of eluted RNA. After cDNA synthesis, 10 µL DEPC treated water 
(Ambion, Austin, TX) was added to make the final volume of 20 µL before they were 
used as template for quantitative PCR analysis. 
5.2.4. Quantitative PCR 
Primers for RT-qPCR were designed using Primer-BLAST (http://www.ncbi.nlm.nih.gov 
/tools/primer-blast/index.cgi?LINK_LOC=BlastHome). To differentiate PCR products 
from primer dimers, we selected primers which will generate amplicons with sizes 
around 170-220 bp (Gao, Zhang, and Meldrum 2011). qPCR was performed using 
Express SYBR GreenER qPCR SuperMixes Kits (Invitrogen, Carlsbad, CA) on a ABI 
StepOne Real-Time PCR System for bulk-cell analysis and ABI 7900HT Real-Time PCR 
System for single cell analysis (Applied Biosystems, Foster, CA), respectively. The 
temperature of qPCR was 10 min at 95°C for initial hot start, and 40 cycles with 
conditions as: 15 sec at 95°C for denature, 50 sec at 60°C for annealing and extension 
and 10 sec at 75°C for signal detection. There was also another melting curve analysis 
63 
 
step which was set to be the default condition based on the real time PCR system. For 
PCR reactions, 1 µL each primer with the concentration of 4 µM, 5 µL of master mixture, 
0.1 µL ROX, 0.9 µL DEPC treated water and 2 µL cDNA were combined. Technical 
triplicates of PCR analysis were performed for each gene. Reactions without cDNA 
templates served as negative controls. Expression levels of target genes were normalized 
against internal control actin gene. 
5.2.5. Data analysis 
To describe the distribution variation of single-cell gene expression levels among cells, 
nonparametric statistic tests which do not require normal distribution of datasets were 
applied (Siegel 1957). Kolmogorov-Smirnov and Kruskal-Wallis analysis of variance 
(ANOVA) tests were used to analyze the relationship between four different groups of 
RT-qPCR measurements using the OriginPro 8.1 software (OriginLab Corporation, 
Northampton, MA). Principle component analysis (PCA) was conducted using the SPSS 
Statistics 20 package (IBM, Armonk, NY) to determine the possible control variances. 
5.3. Results 
5.3.1. Growth of T. pseudonana under stress conditions  
T. pseudonana growth was determined by counting the cell number with a 
hemocytometer directly. Figure 13 showed the growth-time curves of T. pseudonana 
under control and three stress conditions. The results showed that the initial increase in 
cell numbers over days 1 to 4 were roughly exponential for all conditions although the 
growth under the no nitrogen and no phosphate conditions were at a relatively low rate. 
After day 4, the cultures under control and no iron conditions still maintained exponential 
growth for another 24 h. After day 5, both cultures of the control and no iron conditions 
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reached their stationary phase, while the cell numbers under the no nitrogen and no 
phosphate conditions declined. The results showed that all three nutrient-limited 
conditions caused significant decrease in cell growth, with phosphate and nitrogen 
affected the most. In these cases, cell number only reached 10-28% of that of the peak 
cell numbers. The slow growth of T. pseudonana under these stress conditions was 
consistent with previous reports (Bucciarelli and Sunda 2003; Lewandowska and 
Kosakowska 2004). Cells at the middle exponential phase were collected for RT-qPCR 
analysis (Figure 13). 
 
Figure 13. Growth of T. pseudonana cells under various conditions. Arrow indicates 
the sampling time for gene expression analysis. 
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5.3.2. Primer evaluation 
A total of 82 pairs of PCR primers were designed and evaluated for 39 different target 
genes. Since the major goals of this study were to i) evaluate the possibility to use single 
cells as biosensors, ii) to determine the response heterogeneity of T. pseudonana to 
various important environmental factors (i.e. nitrogen, phosphate and iron limitation), and 
iii) also to compare the results with those previously obtained at bulk-cell level, the 
targets genes included some of the genes with demonstrated functions in photosynthesis, 
iron transportation and stress responses. Although most of the primers (78 out of 82) 
functioned well with bulk-cell RNA, only one pair of primers each was obtained for nine 
genes after the evaluation process (Figure 14). A relatively low success rate of primer 
selection reflected the different performance between bulk-cell based and single-cell 
based RT-qPCR analyses, and also the difficulty of measuring gene expression at the 
single-cell level. The successful primer sets and their corresponding gene targets were 
psaA, photosystem I P700 chlorophyll a apoprotein A1 (forward primer: 
CGGTTCTGCATCTTCAGCATACGGC , reverse primer: GTGCTAAACCAACGGC-
ACGACCT); psaF, photosystem I reaction center subunit (forward primer: 
TGTGGCGCAGATGGCTTACCTC, reverse primer: TGCACTCGTACTTACTGCGC-
GTA); psbA, photosystem II protein D1 (forward primer: CCACATGGCTGGTGTT-
GCTGGT, reverse primer: CGACCAAAGTAACCGTGTGCAGCT); psbC (forward 
primer: TCATCTGCACAAGGTCCAACTGGT, reverse primer: AGCAGCACGACG-
TTCTTGCCA); psbC, photosystem II reaction center protein (forward primer: 
TCATCTGCACAAGGTCCAACTGGT, reverse primer: AGCAGCACGACGTTCTTG-
CCA); hsp90, heat shock protein (forward primer: AGGCTCTTACGGCCGGGGCGGA, 
66 
 
reverse primer: AAGACCCGCCAGCCTCGGA-AGCC); rbcL, ribulose-bisphosphate 
carboxylase (forward primer: AGGCTCTTACGGCCGGGGCGGA, reverse primer: 
TGTAGATAACTTGACGACCTGCGCC); Actin (forward primer: CCGTAGTGAA-
CGCCTATCGTGGC, reverse primer: CCATCGTCTCGCTGCGGCTG); Tubulin 
(forward primer:  GGACGCTACGTTCCTCGTGCC, reverse primer: GCTCTCGGCC-
TCCTTCCTCACA); 18S (forward primer: TGCCAGTAGTCATACGCTCGTCTCA, 
reverse primer: CCTTCCGCGAACAGTCGGGTAT). The primers that functioned well 
at the bulk-cell level but not at the single-cell level are also provided in the Table 1. 
 
Figure 14. Two rounds of primer selection. 
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Table 1. Sequences of primers evaluated 
Name Sequence (5’ to 3’) 
futA_forward ACCTCTATGAGCGCTTCACC 
futA_reverse GTCGACCGTCTGGAACAGAT 
ftrC_forward TGACCTCTGTGGTGCTGAAG 
ftrC_reverse GGTTGTCTTCGGTGAGGAAA 
phd-forward CACGACCACACCTCATTCTG 
phd-reverse AAGGTCCGGTGTCAAAAGTG 
zep-forward AGGACGACCCAGAGGAGAAT 
zep-reverse ACCAATGAGGACGACGTTTC 
twcaTP2-forward ACGGTGACGGTCCCCACGGTAACATC 
twcaTP2-reverse ACCCACAGCAGAGGCGATATCCTGA 
hsp20A_forward GCCTGGCGGTAGATGTGCCCGGA 
hsp20A_reverse ACCCCATCAGCGAGATGGGCTGTG 
p23_forward CGGTGCAGATGCATGTGATGAAGGCGA 
p23_reverse CCATTCCGCCCATTCCTCCCATTCCCA 
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hsp70A_forward GGCCACCAAGGATGCCGGAGCCA 
hsp70A_reverse TGGGTGTCTCCAGCGGTGGCCT 
dnaJ1_forward AGCGTGGGTGGCTGCGTCCGA 
dnaJ1_reverse TGCACACACCAATGGTCCCCCTAGTCC 
dnaJ2_forward ACCCGCCGCCCCAAAGACGGC 
dnaJ2_reverse TCGCCACGCCCGTCGCCAGC 
pdz_forward AGCCTTCGTCTGCGTCTCACCAGCCT 
pdz_reverse AGCGTCGGGAGATCGTCTGATGGGCG 
pre_forward AGGTCTCGTTGCCGCGGTTGCCG 
pre_reverse CGAATCCAGTTCCAACCGCACCCTTCG 
smp1_forward TGCCTCAGGGCGGTCTCGCCA 
smp1_reverse AGCCCTCCACCAGCCTTCAACTCCCT 
cat_forward TGGGGGTGACTGCAGGGGCGA 
cat_reverse AGCCGCCATCGATACCCCACCAGC 
Actin 235F ACCAACTGGGACGACATGGAGAAA 
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Actin 490R TGTGGGTAACACCATCTCCCGAAT 
Tubulin For TTCGACCGGATAACTTTG 
Tubulin Rev CGACTAGTCAAAGGAGC 
18S rRNA 1F CTGCCCTATCAGCTTTGG 
18S rRNA 1R CGGCCATGCACCACC 
18S rRNA 2F TTGACTCAACACGGGAAAAC 
18S rRNA 2R ATCCAAAGCTGATAGGGCAG 
FRE4F AAAGTAGGCGACCGCACGGC 
FRE4R GGTGCGAGGGTGAGAGAAGCG 
zupT For TCCTCCTCGTGGTAGCCGCC 
zupT Rev CCTCCCCCAACTCAGCAGCCT 
HMA1F TGGCTTGAGGCACGAGCGAC 
HMA1R CTACCAACCCGTCTGCGGGC 
CDF1F TTCAGGTGGCGAGGTTGCCC 
CDF1R CAGCCGCTGCAATCCCCTGA 
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CDF2F TGCAGCCAGCTGGTTTGGGG 
CDF2R TGCTGAAACGGCACAGTGGGT 
HemeF AGTGGGGGCAAGGTGCTGTCT 
HemeR GCCTCGGCTACCAAACGACCA 
IscA1F CGGTGGATGCTCCGGTCTTTCC 
IscA1R ACCCACAGCTCTCCTCGGCA 
2Fe-2SF AGGCATCGGTGAATCAGCCACA 
2Fe-2SR CGGTCGGTACAACGTCTACGCA 
CytoF AACGCAGCCTCCACACTGGC 
CytoR TCGTTCGTTCGCTGCCGTGG 
RieF TTCGCCACTCTTGCCTGCGG 
RieR AGGGCGGTGGTGGATCGCTA 
Ctyob5F ACACTGCAGACTCAGCGTGGA 
Ctyob5R ACGACGACCGTGAACATCGCC 
HaemF TCACGGTGCCAATGCCGGTC 
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HaemR ACTGCTCGGGGGAAGTGGCA 
SOD1F AGTGAGCAAGTCGGCAGCGG 
SOD1R TAGCGTGCGGTGCGAGGTTG 
SOD2F GCCACCACCATCGCTACACCC 
SOD2R GCCCGGCCTCCAAAGCATTCA 
ChrAF CGGCGTGTACTGGCACCTCG 
ChrAR GGCGATGCTGCCTCCCAACA 
FlavLF CCGAAGCAGCCGCCGAAGAA 
FlavLR TCGTGCACCTAGAGGAGCTTGTCC 
FlavF GCGGTGGCGACGAGCTACAT 
FlavR CGTGTCGTCCCTGGCTGCAT 
psbW_forward ATCCCACTCCTCCGGACTCTGCATA 
psbW_reverse GGATCCTCCGGCATTGCCACATT 
psbC_forward GCCCAAAGGCCACCAATTTGACAC 
psbC_reverse GCTGCAGGTGGGTGGTTTACTGG 
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LhcA-forward GACCTCCCTTGACGCCATGCC 
LhcA-reverse GACCGTTGGTCTCCTCCCACGAT 
psaF-forward GGATGGACGATGGAGTCATGCAGC 
psaF-reverse TCTTGCCACGCTGAAATTGGCCAA 
rbcL-forward ACGGTAGCGCTCACAAGCTGT 
rbcL-reverse TGGGTTACTGGGATGCTGCATACAC 
rbL-forward CGTGCATCTGCTGCAACTGGTG 
rbL-reverse TCGTTTTCACGAGCCCAGTAAGCAA 
PPC1_forward CCGTACCGCCCTTTCCGTGG 
PPC1_reverse CCGGCATACGTCGGAAGCTTGG 
ACT1_forward AAGCGGCTGAGGCTACGTCGAT 
ACT1_reverse GAGGCCATTCCGTCCAATCCACCA 
rbcL2_forward TCATGCGCTGCTGGTTACATCCG 
rbcL2_reverse GTAGATAACTTGACGACCTGCGCCT 
ACT1_forward GATTGTGGCTCCCCCGGAGAGG 
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ACT1_reverse TCGAGTCTCCTCAAACCACGAGCC 
ACT2_forward AAGATTGTGGCTCCCCCGGAGAG 
ACT2_reverse TCGAGTCTCCTCAAACCACGAGC 
psaF1_forward GTGGCGCAGATGGCTTACCTCA 
psaF1_reverse TTGCACTCGTACTTACTGCGCGT 
psbC2_forward ATTCGTTCGTGGATGGCTGCACA 
psbC2_reverse CGAGCGTTTCCACTCCACCAAGC 
tubulin11_forward CTGCCGTGCAGGAGACCTGG 
tubulin11_reverse CCTTCCTCGTCGGCAGTTGCAT 
tubulin21_forward CGCCAAGCGTGCCTTTGTGC 
tubulin21_reverse CGCCAACAGCGCGACAGAGT 
tubulin22_forward TGGGCCAGGCCGGTATCCAA 
tubulin22_reverse CGCACACGGTGGGCTCCAAA 
actin12_forward TGGGCCGATCGATCATCCACTGTT 
actin12_reverse CAGGGCAGTTTGCCTCCCGT 
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actin21_forward GGCGTCCAACGAGGAAGGCA 
actin21_reverse CGCTGTCGTAATGGCGGGGG 
actin22_forward GGTCTAGCTCCGCCAACCGGA 
actin22_reverse GCATGCTGCCACTGCATCCCT 
5.3.3. Enhanced cDNA synthesis by adding target-specific primers  
cDNA synthesis typically employs random primers which generate the least bias in the 
resulting cDNA (Stephen A Bustin and Nolan 2004). However, since we were using total 
RNA rather than purified mRNA as the starting template, most of the cDNA synthesized 
through the random primers will be ribosomal RNA-derived cDNA, which could further 
complicate the single-cell gene expression (Stephen A Bustin and Nolan 2004). To 
address this issue and to enhance the yield of cDNA derived from target mRNA, primers 
specific to the target genes were added into the reverse transcription reaction mixture so 
that more mRNA of the target genes would be converted to cDNA (Ståhlberg et al. 2004). 
To ensure detection sensitivity and reproducibility of single-cell qPCR, cDNA from each 
T. pseudonana cell was used to detect a maximum of three different genes, each with 
three technical replicates. In the cDNA synthesis step, 1 µL of primer mixture containing 
three target gene-specific primers (reverse primers which are complimentary to the 
mRNA sequence) was added. The final concentration of each target-specific reverse 
primer in the qPCR reaction is 4 nM. To demonstrate the effects of adding target gene-
specific primers on single-cell analysis, we evaluated the single-cell RT-qPCR analysis of 
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three genes, psbC, actin and 18S rRNA genes. In this experiment, we diluted the RNA 
isolated from bulk cells (~106 cell/mL) to the level of a single cell which is 
approximately 50 fg/µL (Schmid et al. 2010). During cDNA synthesis, a primer mixture 
containing target gene-specific primers was added into 6 replicates, while another 6 
replicates contain only random cDNA synthesis primers. The results showed that except 
for the 18S rRNA gene, addition of the target-specific primers can significantly decrease 
the Cq values by 2-4 cycles, which is 4-16 times higher yield of target cDNA when 
compared with control samples for psbC and actin genes, suggesting the target-specific 
primers in the cDNA synthesis reaction were able to improve the yield of target cDNA 
significantly (Figure 15). No effect was observed for the 18S rRNA gene, probably 
because that it is one of the most abundant genes in the total RNA (Valente et al. 2009). 
However, even for the 18S rRNA gene, our results showed that addition of target-specific 
primers can improve the qPCR reproducibility by decreasing the standard deviation of Cq 
values from 0.2 to 0.1 cycles (Figure 15). The results demonstrated that adding target-
specific primers into the cDNA synthesis reaction mixture was a useful approach which 
can improve the performance of qPCR, especially for the genes with larger Cq values. 
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Figure 15. Effects of adding target-specific primers. Cq is quantification cycle, the 
fractional cycle number where fluorescence increases above the threshold. 
5.3.4. Selection of internal reference gene 
In order to ensure the gene expression across different conditions or analytical platforms 
quantitatively comparable, expression measurements need to be normalized against an 
internal reference gene (Heid et al. 1996). While several internal reference genes have 
been demonstrated in bulk-cell based RT-qPCR analysis, so far limited information is 
available regarding the constant expression of these internal reference genes across 
individual cells (Stephen A Bustin 2002; Stephen A Bustin et al. 2009; Huggett et al. 
2005). For single-cell based analysis, relative activities of each target gene against 
reference gene were acquired by the ∆∆Cq method (Livak and Schmittgen 2001; Pfaffl 
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2001). Based on previous studies, we selected three genes, tubulin gene, 18S rRNA gene 
and actin gene (Goidin et al. 2001; Kim et al. 2003; Nailis et al. 2006) as candidate 
reference genes for further evaluation. To simplify the selection process, only control and 
no iron growth conditions were used. A total of 12 cells of control and no iron conditions 
were picked and subjected to expression determination of the tubulin gene, 18S rRNA 
gene and actin gene. The Cq measurements of a total of 24 cells (i.e. 12 control and 12 no 
iron conditions) are presented in Figure 16. The results showed that the standard 
deviation (StDev) of the Cq values for tubulin gene, 18S rRNA gene and actin gene 
among all 24 cells were 0.89, 2.9 and 0.39 cycles, respectively. The actin gene had the 
smallest variance among cells, and was thus selected as an internal control for our further 
analysis. The result was also consistent with that of Kustka et al. (2007) that the 
expression of the actin gene was constitutive under all iron concentrations (Kustka, 
Allen, and Morel 2007). The results also showed that even for 18S rRNA and tubulin 
genes which were widely used as internal controls in various bulk-cell based RT-qPCR 
analysis, significant cell-to-cell heterogeneity existed. 
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Figure 16. Evaluation of three internal control candidates under control and no iron 
conditions. 
79 
 
5.3.5. Gene expression under stress conditions 
 
Figure 17. Relative gene expression activity normalized by control growth condition 
at bulk cell level. (The activity of each gene under control growth condition is equal to 
one.) 
To establish a baseline for single-cell based analysis, we first performed a bulk-
cell based RT-qPCR for the selected target genes under three stress conditions. The 
relative activity of each gene was derived from Cq value which normalized by cell 
number first and then by the activity of control growth condition. The results showed that 
except for the hsp90 gene under no iron condition, all other genes were down-regulated 
by the stresses (Figure 17). Up-regulation of the hsp90 gene under no iron condition was 
also reported by Thamatrakoln et al. (2012) who applied a combined genome-wide and 
targeted comparative transcriptomic analysis with diagnostic biochemistry and in vivo 
cell staining as a platform to identify the suite of genes involved in acclimation to iron 
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and associated oxidative stress in T. pseudonana (Thamatrakoln et al. 2012). In another 
study, Allen et al. (2008) also found that hsp90 gene was up-regulated under an iron 
starvation stress condition in a pennate diatom Phaeodactylum tricornutum. Both the 
psaA gene encoding photosystem I P700 chlorophyll II apoprotein A1 and the psaF gene 
encoding photosystem I reaction center subunit were down-regulated under three 
nutrient-limited conditions. Similar results of PS I decrease under iron limitation were 
also reported by Allen et al. (2008). When compared with the psaA gene and the psaF 
gene of PS I, the psbA gene and the psbC gene of PS II were down-regulated more under 
all nutrient-limited conditions suggesting that photosystem II may be more vulnerable to 
nutrient-limited conditions than photosystem I, consistent with the results of Mock et al. 
(2008) who analyzed whole-genome expression profiling under several different growth 
conditions such as no Fe, no N, no Si and high temperature. The rbcL gene was down-
regulated significantly under nitrogen starvation and no phosphate conditions, but only 
down-regulated slightly under no iron condition. In a recent study, Allen et al. (2008) 
reported that down-regulation of several proteins, such as phosphoribulokinase (PRK) 
and two enzymes supplying substrate for RuBisCO will lead to decrease of carbon fluxes 
toward RuBisCO under Fe stress in P. tricornutum (A. E. Allen et al. 2008). In addition, 
comparison of gene expression patterns showed that although T. pseudonana and P. 
tricornutum was divergent ~ 90 million years ago and had vast differences in genome 
structure (Bowler et al. 2008), but they may still share a similar fundamental response 
mechanism to iron starvation. Other than these results, Pearson correlation coefficients 
under different conditions (Tables 2-5) indicated that the psaA and psaF genes were 
always negative correlated under different nutrient-limited conditions, suggesting that the 
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two genes were regulated by a similar mechanism but opposite direction under different 
nutrient-limited conditions which was rational since both of them belong to photosystem 
I. However, for the genes psbA and psbC, no such correlation was found, which possibly 
suggests that the regulation mechanisms were different between photosystem II and 
photosystem I. 
Table 2. Pearson correlation coefficients of no Fe condition 
 
psaA psaF psbA psbC rbcL hsp90 
psaA 1 
     
psaF -0.15283 1 
    
psbA 0.6348* -0.1411 1 
   
psbC -0.01904 0.24029 -0.11868 1 
  
rbcL 0.23488 -0.32449 0.38733 0.47839 1 
 
hsp90 0.38389 -0.52269 0.6432 -0.18774 0.32095 1 
* Red number indicated significant correlation 
Table 3. Pearson correlation coefficients of no N condition 
 
psaA psaF psbA psbC rbcL hsp90 
psaA 1 
     
psaF -0.59133* 1 
    
psbA 0.24673 -0.32845 1 
   
psbC 0.06086 -0.08748 0.06207 1 
  
rbcL 0.51667 -0.36102 0.10702 0.05714 1 
 
hsp90 0.69475 -0.63123 0.42323 0.20161 0.48914 1 
* Red number indicated significant correlation 
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Table 4. Pearson correlation coefficients of no P condition 
psaA psaF psbA psbC rbcL hsp90 
psaA 1 
     
psaF -0.46653 1 
    
psbA 0.3934 0.04633 1 
   
psbC -0.18947 0.21417 0.13337 1 
  
rbcL 0.09046 -0.3235 0.05951 -0.05743 1 
 
hsp90 0.21243 0.36844 0.18594 -0.29835 0.47688 1 
* Red number indicated significant correlation 
Table 5. Pearson correlation coefficients of control condition 
 
psaA psaF psbA psbC rbcL hsp90 
psaA 1 
     
psaF 0.31514 1 
    
psbA 0.8602 0.38443 1 
   
psbC -0.35067 -0.05957 -0.28209 1 
  
rbcL 0.30129 0.28349 0.47 -0.36159 1 
 
hsp90 -0.23108 -0.11722 -0.22576 -0.09846 0.35078 1 
* Red number indicated significant correlation 
 For single-cell level analysis, ∆∆Cq method was adopted to calculate the relative 
expression of each gene against the reference actin gene. Figure 18 and Figure 19 showed 
the result of qPCR analysis of 6 genes under control and three stress conditions. For each 
condition, 30 individual cells were picked and analyzed. Reactions with large variation 
between technical replicates and/or with multiple peaks observed in the melting curves 
were considered as failed reactions and were excluded from further analysis. Overall the 
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success rate of qPCR reactions was approximately 93%. The reproducibility of the qPCR 
was derived from the StDev of the technical replicates of each cell. Based on our results, 
hsp90, psbA, psbC and actin genes were all with small average StDev values among all 
samples which were 0.2041 cycles (0.75% of average Cq values), 0.2109 (0.75%), 0.2116 
(0.72%) and 0.2148 (0.74%), respectively. For the genes with larger Cq values, although 
the average StDev values were almost doubled to 0.3847 (1.2%), 0.4048 (1.2%) and 
0.422 (1.3%) for psaF, psaA and rbcL genes, respectively, they were still in the relatively 
low variation rangers. In general, our single-cell level qPCR protocol was robust and able 
to generate reproducible data.  
 
Figure 18. Box chart of expression level of selective genes under different growth 
conditions. 
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Figure 19. Gene expression distributions of selective genes under four different 
growth conditions. (p-values achieved by using nonparametric two sample Kolmogorov-
Smirnov Test between each nutrient-limited and control conditions, α = 0.05. X-axis is 
the relative activity.) 
The RT-qPCR results showed that gene expression varied significantly between 
individual cells, suggesting significant cell-cell heterogeneity existing in the T. 
pseudonana population (Figure 19), consistent with the previous conclusions that 
stochasticity of transcription contributed significantly to the level of heterogeneity within 
a clonal population and this heterogeneity cannot be revealed by snap-shot measurements 
of bulk cells (Bengtsson et al. 2008; Bengtsson et al. 2005; Blake et al. 2003). 
Comparison of the distribution patterns between conditions can be achieved by Kruskal-
Wallis ANOVA test (Schmelz et al. 2003). The results showed that except for the psaF 
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gene, four other genes exhibited independent expression distribution patterns under four 
growth conditions (Table 6.). The p-value of the psaF gene was 0.06841 which was close 
to the cutoff (i.e. < 0.05), indicating that there were still some differences for the psaF 
gene under four conditions. 
Table 6. p-values of Kruskal-Wallis tests at 95% confidence level 
Gene p-value 
psaA 8.23229E-15 
psaF 0.06841 
psbA 0.00255 
psbC 9.47652E-5 
hsp90 7.70247E-4 
rbcL 4.40972E-8 
Bulk-cell based analysis showed that the psaA gene had a higher expression level 
in the no phosphate condition than that in the no nitrogen condition (Figure 17). 
However, a reverse pattern was observed from the single-cell based analysis. A similar 
pattern between bulk- and single-cell analyses was also observed for the psaF gene. For 
psbA genes, the nitrogen depleted condition had the lowest activity among four growth 
conditions which was only 10% of the control condition. This may be due to the  
insufficient supply of inorganic nitrogen as found by Kolber et al. (1988) that nitrogen 
limitation could lead to substantial decreases in photosynthetic energy conversion 
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efficiency and loss of PS II protein D1 which encoded by psbA gene. For psbC genes, the 
results from the single cell level were consistent with the results from bulk-cell analysis. 
Although the bulk cell results indicated that no phosphate had about two times higher 
activity than the no nitrogen condition for the hsp90 gene, the single cell level results 
indicated that the activities were similar to each other. While the up-regulation of the 
hsp90 gene under the no iron condition at bulk cell level was confirmed by single cell 
level results which indicated that low Fe availability indeed triggered stress on T. 
pseudonana. For the rbcL gene, the results showed that no iron issued no effect on the 
rbcL expression while no nitrogen affected rbcL expression based on both single-cell and 
bulk-cell based analyses, consistent with previous work in marine diatom P. tricornutum 
(Greene, Geider, and Falkowski 1991). 
5.3.6. Principal Components Analysis (PCA) of single cell RT-qPCR data 
With the aid of powerful statistical tools, more intrinsic information can be extracted 
from single-cell based datasets. For instance, besides the independence test based on 
results of response distributions, principle component analysis (PCA) also can be applied 
to analyze the relationship between different growth conditions (Figure 20). PCA can 
provide a simple plot that shows the most important two factors that affect the samples of 
each growth condition. PCA analysis of psaF showed that no nitrogen condition had no 
significant affect on gene expression in single cells when compared with the control 
condition since it was close to the control condition in the figure. For psbA and rbcL, 
PCA results showed they were separated from each other which meant four growth 
conditions were distinguished from each other. These results agreed well with the 
distribution analysis. While for psaA and hsp90 genes, the p-value generated from 
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Kolmogorov-Smirnov Test suggested that there were no significant differences between 
no iron and control conditions (Figure 19). However, based on the PCA analysis, they 
had a similar score of component 1 but slightly different score of component 2 of 
different nutrient-limited conditions, which indicated that expressions of these two genes 
under nutrient-limited conditions were similar to each other but distinct to the control 
condition. In addition, for psbC, the distribution analysis showed that no iron and control 
conditions were similar to each other but the PCA results showed that expression of psbC 
gene under no iron and control conditions were not controlled in the same way. Although 
PCA analysis cannot determine which factors were the most important two factors, it was 
a good method to visualize the data for larger sample size and to extract the most 
important properties of the whole sample. 
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Figure 20. Principle Component Analysis (PCA) of single-cell based analysis of 
selective genes. 
5.4. Discussion 
The responses of diatoms to various nutrient-limited conditions have been evaluated at 
the population level (Mock et al. 2008; Thamatrakoln et al. 2012). However, as 
planktonic microorganisms, the cell-cell heterogeneity of diatoms in terms of responses 
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to environmental factors could be significant, and have never been documented.  In this 
study, we made the first attempt to measure the expression of selected genes out of model 
diatom T. pseudonana when they were subject to no nitrogen, no phosphate and no iron 
conditions. The results showed that significant heterogeneity was found which shed light 
on potential environmental problems. Opposite expression patterns were found for psaA, 
psaF, psbA and hsp90 genes between single-cell based and bulk-cell based analyses. The 
abnormal cells identified in single cell analysis may be an indicator of potential 
environmental problems and suggest further investigations would be possibly buried 
under the average value of bulk cell population analyses. 
In order to apply T. pseudonana as a sensor by using single cell RT-qPCR, several 
issues need to be addressed. The first is the sensitivity of the sensor which is equivalent 
to single cell RT-qPCR sensitivity. Since the sensitivity of our technology can go down 
to a single cell level, it has the capability to analyze some precious and/or uncultured 
environmental samples.  
The results show that as the copy number of transcripts of a gene decreased, the 
StDev of RT-qPCR technical replicates increased accordingly. To overcome the issue, 
small reaction volumes which increase the local template concentration are preferred. In 
the study, we used 10 µL reaction volumes instead of conventional 20 µL reaction 
volumes for qPCR. Currently, 10 µL was the smallest volume that we could get 
consistent and reliable results in the tube/microtiter plate-based qPCR reaction. In order 
to further decrease the reaction volume, chip-level devices which can decrease the 
volume to several µL (Shi et al. 2011) even pL level (Beer et al. 2007; Kiss et al. 2008; 
Lindström and Andersson-Svahn 2010) will be more attractive. In addition, we also 
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addressed the low starting material issue by increasing the cDNA yield of specific targets 
through adding target-specific primers. Ståhlberg et al. (2004) evaluated 4 different 
primer strategies which were random hexamers, oligo (dT), gene specific primers and 
gene-specific primers mixture on five different genes, and the results showed that gene 
specific primer mixtures had an overall advantage based on the yield and StDev of qPCR 
results of several different genes (Ståhlberg et al. 2004). In order to simplify the whole 
process, considering the reverse primer of qPCR is complementary to the mRNA 
sequence, it may bind to specific mRNA during the cDNA synthesis step which will 
increase the cDNA yield of specific targets, we added the reverse primer directly rather 
than using the specially designed specific primers that are complementary to the mRNA 
sequence as described by Ståhlberg et al. (2004). The results showed that adding target-
specific primers in the cDNA synthesis step could increase the quality and yield of target 
cDNA by about 10 fold on average. 
The second issue is how to interpret RT-qPCR results in a quantitative way so that 
the result can be used as an indicator of environmental stress conditions. The use of 
reference genes is important in order to normalize qPCR results, and much research has 
been done on the selection of reference genes for various bulk-cell based analyses 
(Czechowski et al. 2005; Huggett et al. 2005). However, considering gene expression 
stochasticity in single cells, the reliability of employing these genes for single-cell gene 
expression is still unclear. In this study, we selected and validated the actin gene as an 
internal reference based on its better performance than other candidate genes, and the 
expression heterogeneity of the actin gene was still observed between individual T. 
pseudonana cells.  To fully address the heterogeneity issue, an alternative internal control 
91 
 
strategy, such as using a molecule that is artificially incorporated into the sample as an 
RNA spike (Bower et al. 2007; Stephen A Bustin and Nolan 2004; Huggett et al. 2005), 
may be necessary and worth further development. 
 There are still technical challenges for using microbial gene expression at the 
small-number-of-cells level as environmental sensors. For example, the targeted microbe 
is in the mixture with other microbes, yet further manipulation such as cell sorting or 
cultivation will alter gene expression levels.  How to successfully find out the atypical 
gene expression patterns from a few cells among a larger number of background normal 
cells is another big challenge. To overcome this, a feasible approach is to perform high-
throughput single-cell level analysis to the microbiota, then extract the targeted 
information using post processing on the acquired data.  
 Finally, our results demonstrated that with proper selection of gene targets and 
optimization of RT-qPCR conditions, gene expression measurements at single cell 
resolution will allow monitoring of the ocean environmental health, possibly at an early 
stage of potential environmental problems to minimize the cost of environmental 
remediation. However, currently the technology works well only with highly expressed 
genes, which limits the selection of gene targets. In the future, further development and 
optimization of the molecular biology protocol, and integration with a chip-level real-
time PCR device (Shi et al. 2011) will generate a chip level sensor instrument for 
monitoring marine environmental health in a fast and effective way to overcome the 
remaining technical challenges. At the same time, fundamental microbiology questions 
about heterogeneity within an isogenic population will be answered as well.  
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6. ONE-STEP ON-CHIP SINGLE-CELL RT-QPCR 
6.1. Introduction 
Satellite in situ blended ocean chlorophyll records indicate ocean annual primary 
production declined about 6% from 1980’s to 2000’s (Gregg et al. 2003). Without further 
sacrificing the primary production of the ocean, an efficient way to monitor this negative 
perturbation in the ocean at an early stage which takes advantage of the recent 
improvement of technologies is urgently required. 
Currently, there are several different kinds of sensors that can be used to monitor 
the ocean environment. For instance, satellite remote monitoring can provide large-scale 
or even global information (Field et al. 1998; Behrenfeld et al. 2001; Gregg et al. 2003). 
However, the accessibility of this source is limited and the large-scale imaging typically 
has an inherent lack of sensitivity. Electrochemical based sensing is another widely used 
tool (J. Wang 2002). For example, a BOD (biochemical oxygen demand) sensor (Karube 
et al. 1977; Y. R. Li and Chu 1991; Strand and Carlson 1984; Liu and Mattiasson 2002) 
has an immobilized biofilm inside the electrode which detects the BOD in a short time 
which is typically 15-20 mins (BODST) instead of conventional BOD5 which takes five 
days.  The potential problem is the BOD5 can only be derived from BODST under high 
concentration of fast and easily assimilable compounds which is not the case for ocean 
environment. There are also other electrochemical based sensors, such as copper sensors 
(J. Wang et al. 1995), phenolic sensors (J. Wang and Chen 1995) and okadaic acid 
sensors (Campàs and Marty 2007). All of these sensors are target specific, very sensitive 
and able to be minimized (J. Wang 2002). Due to these properties, they are good 
candidates for deployment in ocean. However, there are still challenges that need to be 
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faced such as long-term stability, related baseline drift and hazardous materials required 
for the electrodes (J. Wang 2002). Other than that, the electrochemical based sensors 
normally only target one type/group of substance which decreases the cost-effect of this 
type of sensors. There is also other type of sensor to monitor the environment in situ, 
such as engineered microorganisms (Ripp et al. 2000). Although the process of 
constructing an engineered microorganism requires special expertise and is time 
consuming which limits the application of this method, this method is able to provide the 
information about the biological impacts which are missing in the aforementioned 
sensing methods.  
Here I introduce a new technology on which a novel environmental sensor 
network can be built. This real time in situ monitoring technology will minimize errors 
and costs associated with sample transportation and laboratory analyses (J. Wang 2002), 
will use native inhabitants of the ocean, and will be able to be deployed in the ocean to 
monitor biological impacts in the environment.  
This technology will take advantage of the well known facts that gene expression 
will be altered when the environmental condition changes (Gasch et al. 2000) and 
environmental variations will first change the gene expression before altering the whole 
community (Edward F. DeLong 2009). In order to develop an early warning system, I 
hypothesize that individual cell gene expression analysis provides a richer reference than 
the average of a bulk cell population. Our previously developed inexpensive chip level 
device (Shi et al. 2011) will be combined with tube-based single cell analysis (Shi et al. 
2013). In order to monitor the environment of the ocean, one microbe that can be widely 
found and has broad representation should be chosen as a target. Based on these 
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considerations, diatom T. pseudonana, which belongs to a major group of unicellular 
phytoplankton, is selected as the target microbe (Falkowski et al. 2004; Thamatrakoln et 
al. 2012; Shi et al. 2013).  
6.2. Experiments 
6.2.1. Cell culture 
Thalassiosira pseudonana (CCMP1335) cells which belong to diatoms were obtained 
from the National Center for Marine Algae and Microbiota (NCMA), and were grown in 
f/2 medium at 24 ± 1°C (Guillard 1975; Guillard 1962) under a constant lighting 
condition (30 µmol photons m-2 s-1 irradiance measured using LiCor (Lincoln, NE)). 
Cells were cultured in normal conditions with no iron. Artificial seawater was prepared 
using chemicals of analytical purity and prepared based on the formula of Kester et al. 
(1967). 
6.2.2. Chip fabrication 
The droplet format is based on the thermal cycler used. In this research, the thermal 
cycler used is ABI StepOne Real-Time PCR System (Applied Biosystems, Foster, CA). 
Based on the thermal cycler structure of StepOne Real-Time PCR system, a 48 droplet 
format was applied. The chip fabrication process was the same as described in Section 
4.2.2. 
6.2.3. One Step reverse transcriptase quantitative PCR (RT-qPCR) 
Primers for RT-qPCR were designed using Primer-BLAST. The primer design standard 
can be found in our previous single cell technologies development paper (Gao, Zhang, 
and Meldrum 2011; Shi et al. 2013). RT-qPCR was performed using Express One-Step 
SYBR GreenER Universal Kit (Invitrogen, Carlsbad, CA) on an ABI StepOne Real-Time 
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PCR System (Applied Biosystems, Foster, CA). PCR reactions contained 0.4 µL of each 
primer with a concentration of 4 µM, 2 µL of master mixture, 0.04 µL ROX, 0.04 µL 
SUPERase In, 0.4 µL 5X BSA and 0.08 µL SuperScript III Reverse Transcriptase and 
0.64 µL of DEPC treated water (Ambion, Austin, TX). Reactions without cells served as 
negative controls.  
6.2.4. Single cell isolation 
Single cells were isolated using the micromanipulator as described in Sections 4.2.4. and 
5.2.2. 
6.2.5. Data analysis 
To describe the distribution variation of single-cell gene expression levels among cells, 
nonparametric statistic tests which do not require normal distribution of datasets were 
applied (Siegel 1957). Kolmogorov-Smirnov test was used to analyze the relationship 
between two different growth conditions of RT-qPCR measurements using the OriginPro 
8.1 software (OriginLab Corporation, Northampton, MA).  
6.3. Results 
6.3.1. On chip one step RT-qPCR optimization 
In order to achieve the best performance of the chip, first, three different commercially 
available one-step RT-qPCR kits were compared: Express One-Step SYBR GreenER 
Universal Kit (Invitrogen, Carlsbad, CA), SuperScript III Platinum® One-Step qRT-PCR 
Kit w/ROX (Invitrogen, Carlsbad, CA) and One Step PrimeScrip RT-PCR Kit (Perfect 
Real Time) (Clontech, Mountain View, CA). Series dilutions of purified RNA were used 
to test the performance of each kit. Based on the results of Figure 21, SuperScript III 
Platinum® One-Step qRT-PCR Kit cannot differentiate the difference between negative 
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control and the lowest concentration of RNA. The PrimeScrip RT-PCR Kit had even 
worse performance and cannot differentiate between concentrations smaller than 16 
pg/µL of RNA.   
 
Figure 21. Commercial kits performance comparison. 
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Secondly, cDNA synthesis time was tested. For the tube-based method, the cDNA 
synthesis time is about two hours for single cell reactions. Two hours is too long for 
applying the one-step RT-qPCR technique; hence, the cDNA synthesis time was 
decreased from 2 hours to 40 mins. Two genes were tested at different concentrations of 
purified RNA and both of them showed linear response of different concentrations of 
purified RNA with 40 mins cDNA synthesis time. The results indicated that 40 mins 
cDNA synthesis time was robust for the one-step RT-qPCR reaction (Figure 22). Further 
decreasing the cDNA synthesis time decreased the quality of the qPCR results. 
 
Figure 22. 40 mins cDNA synthesis time test. 
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Thirdly, in order to directly run reactions in droplets without RNA 
extraction/purification, the cell lysing method in the droplet needs to be selected carefully. 
Some methods are compatible with the droplet based format, such as heat lysing (Clark et 
al. 1993; Hirakata et al. 1998) and Triton X-100 surfactant lysing (Werf, Hartmans, and 
Tweel 1995; Ren and Schwartz 2000). I tested different temperatures of cell lysing by 
using heat and found that 49 °C was strong enough to lyse the cell. Two different lysing 
methods are compared in Figure 23. The results show that heat lysing has significant 
advantage over Triton X-100 methods of both genes. The possible reason of bad 
performance of Triton X-100 may be due to the PCR compatibility of this chemical.  
 
Figure 23. Cell lysing methods comparison. (NRTC stands for no reverse transcriptase 
control) 
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6.3.2. Temperature calibration 
To perform RT-qPCR in the designed chip level device, a thermal cycler was needed. A 
customized miniature thermal cycler is the best choice for future sensors which are 
deployed in the ocean, but at this moment, broadening the potential application scope of 
this chip is also important. For general use of this single cell sensitivity chip, any thermal 
cycler can be used. For different thermal cyclers, temperature calibration steps will be 
needed. The process for temperature calibration was inserting a 0.076 mm-diameter K-
type thermocouple (5SC-TT-K-40-36, OMEGA, CT) into the center of a droplet to adjust 
the setting temperatures and corresponding durations of the StepOne machine to achieve 
the required temperatures of the droplets. A thermocouple reader (50 Series II, Fluke, 
WA) was used to read the temperature during thermal cycling. Figure 24 shows the 
temperature profile set on the thermal cycler (black rectangular dots) and the 
compensated temperature profile in the droplets (dots). The heating/cooling rates were 
longer than those for conventional in-tube PCR, but this issue can be solved by using a 
customized thermal cycler. However, with this temperature calibration step, more 
biological laboratories can take advantage of this single cell analysis chip as long as a 
real-time PCR machine with a flat top thermal cycler is available. To further demonstrate 
that this chip can be widely used in conventional biological laboratories, no customized 
signal detection part is applied. The signal detection part is solely from the StepOne real 
time PCR machine. 
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Figure 24. Temperature setting of the thermal cycler. 
6.3.3. Chip performance evaluation 
Before executing the experiments, the performance of the chip needs to be evaluated. 
First, different amounts of purified RNA were loaded on the same chip. The results in 
Figure 25 show clearly that different concentrations of RNA clustered well and only 6 out 
of 12 negative controls showed amplification signals.  Additionally, the signal from the 
amplified negative controls can be differentiated with the 2 pg reactions. The R2 is 0.99 
which further demonstrated good performance of the chip.  
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Figure 25. Standard curve analysis. 
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Other than the standard curve experiment, a good design should have minimized 
variance over the same chip. This was tested by loading different amounts of purified 
RNA on the chip. The results in Figure 26 show that the standard deviation over the chip 
was well controlled. The standard deviation at a 10 pg level was only about 0.3 cycles. 
 
Figure 26. Chip variance test. 
Based on the results from Figure 25 and Figure 26, the chips run robustly. Since 
single-cell resolution is needed, the next question is if single cell analysis can be 
performed on the chip. First, an estimation of total RNA in a single T. pseudonana cell 
needed to be made. Table 7 provides some general information about T. pseudonana. The 
total RNA in a single S. cerevisiae is about 1 pg and in a single mammalian cell is about 
20 pg (Schmid et al. 2010). Based on this information, the estimation of total RNA in T. 
pseudonana should be at the several pg level. Considering the results of the performance 
tests, they were solid demonstrations that single cell resolution can be achieved. 
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Table 7. General size and genome information 
 
S. cerevisiae 
(Schmid et al. 2010) Thalassiosira pseudonana 
size 5 µm 5 µm 
Genome size 12 Mb 34 Mb 
Gene number 5,770 11,242 
6.3.4. Single cell gene expression 
Single cell gene expression results are shown in Figure 27. For single cell analysis the Cq 
value is used directly as a representation of the activity of individual cells. No reference 
gene was used since in each droplet there was only one cell which was visually 
confirmed. The results showed that variance between two growth conditions cannot be 
negligible for the genes tested. Single cell reactions with no detected Cq value, Cq value 
larger than the negative control, or wrong melting curve were removed from the data 
analysis to ensure the reliability of analysis. Those reactions with no detected Cq value 
were not necessarily failed and it is highly possible that the transcription number in those 
reactions were between the detection limit of the chip and zero (Ståhlberg, Kubista, and 
Åman 2011). Since it was difficult and time consuming to determine the detection limit 
of an individual gene (Ståhlberg, Kubista, and Åman 2011), those results were removed 
for convenience. All the negative control reactions either were undetected or can be 
differentiated by melting curve analysis. After removing all the unreliable reactions, the 
overall successful reaction rate was over 82%. 
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Figure 27. Box chart of single cell gene expression analysis. 
The genes selected for this research were based on our previous tube-based single 
cell analysis results. One more gene PETC2 was selected to replace the rbcL gene since 
PETC2 gene codes a b6-f complex iron-sulfur subunit (Maiwald et al. 2003) and is more 
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closely related to iron transportation. All of the six genes showed lower expression under 
no Fe conditions except hsp90. Up-regulation of hsp90 indicated that the no iron 
condition caused a stress on the population which results in higher expression. As 
aforementioned, PETC2 codes an iron-sulfur subunit which belongs to a Rieske protein 
(Yan and Cramer 2003). Down regulation of the Rieske-type protein subunit under iron 
limitation condition was reported by Allen et al. (2008) using microarray data which was 
a powerful support of our chip. All single cell results showed larger variance among 
populations and those results were frequently overlooked by population level analysis.  
Further investigation of the single cell results reveal that a bimodal distribution 
can be observed under no iron conditions for psbA (Figure 28). This may suggest that the 
existence of two subpopulations: one with enhanced transcription level and one opposite, 
resulting in a bimodal distribution (Choi et al. 2008; Longo and Hasty 2006; Adam K 
White et al. 2011; Bengtsson et al. 2005). The bimodal gene expression has been well 
documented before. Bengtsson et al. (2005) found a bimodal model (Ko 1992) in mouse 
insulinoma MIN6-cells where one subpopulation has increased activity characterized by a 
high mean value and another subpopulation has a relatively lower mean value. White et 
al. (2011) also observed such distributions when they analyzed the coregulation of miR-
145 and OCT4 in single cells. This expression pattern was not noticed in other genes 
which indicated that the cell may involve different strategies to regulate gene expression.  
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Figure 28. Violin plot of single cell gene expression analysis. 
 Since single cell level analysis revealed distributions among populations, 
statistical tools can be involved to analyze the distribution of each sample. Skewness 
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(Ståhlberg, Kubista, and Åman 2011) is an index that indicates the asymmetry of 
distribution. A distribution with a longer left tail has negative skewness, and the opposite 
has positive skewness. If a sample is highly skewed, more cells with expression level far 
away from the mean value exist which may mean that those so called “outlier” cells are 
functionally important (Hebenstreit 2012). Those outlier cells cannot be detected by 
traditional population level analysis. Kurtosis is another index which represents the 
“peakedness” of a distribution. Sharper and higher peaks will have larger kurtosis and 
vice versa. Larger kurtosis means the samples are more concentrated. Table 8 shows the 
skewness and kurtosis of different samples. 
Table 8. Skewness and Kurtosis 
  psaA psaF psbA psbC hsp90 PETC2 
skewness 
No iron 0.34891 -0.59842 0.00673 0.03252 -0.5463 0.435 
control 0.00618 -0.44573 0.50014 0.16243 -1.5329 -0.531 
kurtosis 
No iron -1.2102 -0.41157 -1.78328 -0.7040 -0.8943 0.75557 
control -0.76336 -1.04537 0.5353 -0.5078 4.03544 0.63393 
The results indicate that psaF and hsp90 under no iron condition and psbA, 
PETC2 under control condition were moderately skewed (skewness within -1 to -0.5 or 
0.5 to 1) (Bulmer 1979), and hsp90 under control condition were highly skewed 
(skewness less than -1 or larger than 1) (Bulmer 1979). These skewed results demonstrate 
the importance of single cell analysis since more outlier cells may be found for those 
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samples and the mean value is less representative of the whole population. For genes 
psaA, psbA, psbC and hsp90, 4 out of 6 kurtoses under control condition had larger 
values indicating relatively concentrated distributions under these conditions. That means 
under no iron conditions those genes had broader distribution and the whole population 
may take advantage of those properties to adapt to the stress condition. No unifying 
model exists to represent all 6 genes expressions at the single cell level, confirming that 
gene expression was regulated by multiple elements. 
A fit test was also performed at the single cell level for all 6 genes under two 
growth conditions (Figure 29). The results showed that a lognormal distribution had a 
good fit for all conditions. This skewed lognormal distribution was consistent with 
previous reported results (Ståhlberg, Kubista, and Aman 2011; Bengtsson et al. 2005; 
Shalek et al. 2013; Ståhlberg, Rusnakova, and Kubista 2013). A significant impact of 
lognormal distribution is that the geometric average becomes more important and more 
representative of the whole population than arithmetic average (Ståhlberg, Rusnakova, 
and Kubista 2013). While the population level analysis can only achieve arithmetic 
average, it again raises the necessity of single cell analysis. 
The advantages of our methods are streamlined processing which minimized 
anthropogenic error and eliminated the possible bias introduced by pre-amplification. The 
chip design is pretty flexible and can be determined based on the thermal cycler and 
signal detection module of an existing qPCR system which allows the chip to be widely 
used by conventional microbiology laboratories. Based on the existing StepOne Real-
Time PCR system, the current throughput was limited to 48 reactions per chip, although 
there is no technical hurdle to increase the throughput significantly with a customized 
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thermal cycler and signal detection module. However, one limitation of the chip is whole 
transcriptome analysis cannot be achieved on the chip. Multiplex qPCR can be used to 
alleviate this problem but still only a limited number of genes can be detected at a time 
due to spectral overlap of classical fluorophores.  
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Figure 29. Lognormal distribution fitting. 
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6.3.5. Power evaluation and sample size estimation 
The power of single cell results can be achieved by using OriginPro 8.1 and the formula 
is: 
Power = Prob(t > t(1-α,ν), ν, λ)  
The results n is sample size, degree of freedom ν = 2(n-1).  
λ  
 ⁄
 and δ  |µµ|

 
µ and µ = mean value of control condition and no iron condition. s = standard 
deviation of the combined samples. The results can be determined based on probability 
table. 
The calculated power for individual genes is: psaA: 69%; psaF: 89%; psbA: 87%; 
psbC: 12%; hsp90: 66%; PETC2: 71%. The power was calculated by a 1-side test due to 
the skewed distribution and at a 0.10 level. The power analysis showed good results 
which demonstrated that the chip performance was strong enough to represent the 
information of the population. The lower power for psbC was because of the small 
variance between two populations. In order to distinguish the variance between two 
populations with small variance, larger sample size is required. Currently, due to some 
technique issues and biological hurdles, only around 20 cells of each condition can be 
achieved.  A detailed discussion is provided in Appendix A. In order to achieve better 
power, larger sample sizes need to be accomplished. The required sample size can be 
evaluated based on the preliminary test of each experiment and it depends on the mean 
value of each population and standard deviation of the combined population. For my 
analysis, in order to achieve 90% power, the sample size for each gene will be: psaA: 42; 
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psaF: 21; psbA: 25; psbC: 6183; hsp90: 44; PETC2: 23. The results were calculated by 
OriginPro 8.1 and the formulas are same as power calculation. The exceptional larger 
sample size for psbC was due to the close mean value of two populations under no iron 
and control conditions. If higher power was needed, larger sample size was needed which 
can be solved by increasing the throughput. Running of multiple chips for each condition 
was not a feasible solution because of RNA preservation and chip to chip variance (see 
Appendix A).  
6.3.6. Comparison with conventional in-tube single-cell qPCR results 
Tube-based single-cell qPCR has been achieved by us before (Shi et al. 2013) and the 
results will be used to compare with the chip-based results. Table 9 lists the results of the 
p-value of two growth conditions from two different methods. The p-value results have 
100% correspondence to each other which indicated the power and reliability of the chip-
based experiment. 
Table 9. p-value of two different methods at 95% confidence level 
 
tube-based method chip based method 
psaA 0.07 0.37 
psaF 0.03 0.03 
psbA 0.02 0.02 
psbC 0.29 0.98 
hsp90 0.37 0.08 
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 Other than the p-value, Pearson correlation analysis (Lee Rodgers and 
Nicewander 1988) which calculates the linear correlation between two samples was also 
applied to the chip-based results. The results are shown in Tables 10a and b. 
Table 10a. Pearson correlation analysis of no iron condition at the 0.10 level 
 psaA psaF psbA psbC hsp90 PETC2 
psaA 1      
psaF -0.29735 1     
psbA 0.01336 -0.0553 1    
psbC 0.17019 0.3241 0.30327 1   
hsp90 0.46153* -0.21957 -0.03133 -0.20126 1  
PETC2 -0.12301 0.30403 -0.10091 -0.19848 0.18193 1 
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Table 10b. Pearson correlation analysis of control condition at the 0.10 level 
 psaA psaF psbA psbC hsp90 PETC2 
psaA 1      
psaF 0.24948 1     
psbA 0.21327 0.12527 1    
psbC 0.01059 0.4479 0.0488 1   
hsp90 0.6084* 0.08453 0.06102 -0.12517 1  
PETC2 -0.03567 0.34246 -0.48679* 0.32337 -0.19856 1 
* significant correlation 
The correlation analysis showed that the significant negative correlation under 
control condition between psbA and PETC2 became less significant under no iron 
condition while the positive correlation between psaA and hsp90 was maintained under 
both conditions. Compared with previous tube-based results (Tables 2 and 5), there was 
no correlation between those two methods. Considering that Pearson correlation analysis 
is a statistical analysis tool, the results may influenced by a lot of factors, such as sample 
size, data normalization method used and so on. The inconsistency of those two results 
may be reasonable. Although the single cell analysis is becoming more prevalent, how to 
interpret the results in a reliable and accurate way is far away from mature, so more effort 
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needs to be put on this topic. This work also provides some possible tools that can be 
used to analyze single cell results. 
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7. CONCLUSION AND FUTURE WORK 
7.1. Conclusion 
The major findings and contributions of my thesis are: 
1. The deep sea microbial community structure was analyzed by using culture-free 
biological tools including clone library construction and phylogenetic analysis. A 
surface water microorganism, T. pseudonana, was found in the deep ocean with 
moderate activity which was confirmed by RT-qPCR analysis of the ratio of 23S 
rRNA to 23S rDNA abundance. My assertion is that these photoautotrophic 
microbes are natural habitants at this depth. If these photoautotrophic 
microorganisms were brought down by convective forces or microbial 
assemblages associated with large sinking particles, other photoautotrophic 
microorganisms extant in surface water should also be observed in the samples. 
However, only two such species were found. These results provide evidence to 
indicate that previous information about microorganism distribution in the ocean 
may not be correct. Because of the natural presence of T. pseudonana in diverse 
marine environments, it is proposed as a candidate organism to serve as a 
bioreporter in monitoring environmental perturbations in the ocean.  
2. For the first time, single cell gene expression for T. pseudonana was achieved by 
tube-based two-step RT-qPCR and a lognormal distribution of single-cell gene 
expression was observed. The lognormal distribution indicates that the geometric 
average becomes more important and more representative of the whole population 
than the arithmetic average. This highly skewed distribution again emphasizes the 
necessity of single cell gene expression analysis. The single cell analysis also 
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helped to elucidate the stress response of T. pseudonana to different nutrient-
limited conditions. Those different responses suggest a solid biological foundation 
for using single cell gene expression as a detection tool for environmental 
perturbation.  
3. In order to achieve in situ monitoring, a chip level device was built. This chip 
consisted of surface-adhesive droplets covered by oil to prevent evaporation and 
cross contamination during thermal cycling. The chip was built with materials 
which are commonly available to conventional laboratories. In particular, the chip 
production process does not require any specialty in microfabrication. More 
importantly, no off-chip work, such as cell lysing or RNA/DNA purification, was 
needed for the chip and it could achieve cell-to-data analysis which minimizes 
user error. With this chip, single cell one-step RT-qPCR analysis was achieved for 
T. pseudonana. The overall success rate of the on-chip reactions at the single cell 
level was about 85%. The results of the chip-level single cell analysis were 
confirmed by previous tube-based two-step single cell analysis results. This chip 
not only makes it possible to develop a future deployable sensor system in the 
ocean but it also extends single cell analysis methods to conventional biological 
and environmental laboratories which commonly lack facilities for or expertise in 
microfabrication.  
4. Although single cell gene expression analysis has been achieved, how to interpret 
single cell RT-qPCR results in a quantitative and effective way is far from mature. 
My work tried to use some non-parametric statistical tools to analyze expression 
data. Such tools may provide more accurate results compared with parametric 
118 
 
statistical tools which are based on normal distribution. The only drawback of 
non-parametric statistical tools is sample size. Non-parametric statistical tools 
require larger sample sizes than parametric statistical tools to achieve the same 
power.    
7.2. Future work 
Although my research built a solid foundation for developing a deployable environmental 
sensing device, there are still other problems that need to be solved before application in 
the field. For instance, sampling is a challenging step for a future deployable device. 
Since environmental samples contain a large number of other species, a sample sorting 
step will be needed to reject non-target species. After sorting, the concentration of the 
targeted species will increase and the specificity of the single cell analyses will depend on 
the specific primer for RT-qPCR. In addition to this, the current version of chip cannot 
work well in the ocean environment, since oil may spill out due to ocean waves. Sealing 
of the whole chip in a chamber may be necessary to prevent the oil spill.  
As previously mentioned, non-parametric tools require larger sample sizes in 
order to analyze the results in a reliable way. A larger sample size requires a larger 
throughput. Currently, due to some technical hurdles and biological issues, including 
RNA preservation difficulty and chip-to-chip variance, throughput at the single cell level 
was limited to 48 reactions per chip in this work. Detailed information can be found in 
Appendix A. Because of the throughput limitation, currently the power of single cell 
analysis did not reach more than 90%. But, with those results, I could make better 
estimation about the sample size for future applications. Based on the sample size test 
results, most of the genes only required a few more samples to reach 90% power. The 
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results demonstrated that despite the sample size limitations, the chip still performed with 
acceptable power. To achieve more reliable results, for example over 95% power, around 
2-3 times higher sample size which equivalent to 30-60 cells are needed. In order to 
overcome those technical hurdles to reach larger sample size, a customized thermal 
cycler and signal detection module needs to be developed. The thermal cycler should be a 
miniature system and energy-efficient so it can be directly adopted by the deployable 
sensor system. For the signal detection module, the sensitivity is the most important 
factor. In order to achieve single cell resolution, high sensitivity is required. All the 
customized parts are expected to enable higher throughput which will significantly 
improve the power of the chip. However, increasing the throughput is not necessarily 
equivalent to increasing the chip size. The throughput of the chip can be increased by 
decreasing the reaction volume and maintaining the size of the chip. Decreasing the 
reaction volume may cause potential issues such as PCR inhibition since no purification 
step was used in this work. Tests will need to be performed to evaluate the most suitable 
reaction volume. However, with higher throughput, more reliable single cell level gene 
expression data can be generated and provide better support for environmental 
monitoring. 
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APPENDIX A 
SAMPLE SIZE ISSUE  
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Multiple approaches had been explored to increase the sample size of each nutrition 
condition. Because the chip created in this research has only 48 reactions per chip, 
increasing sample sizes requires the use of multiple chips. The relatively small reaction 
number cannot provide higher than 90% power of single cell level analyses. Running 
multiple chips for each condition can alleviate the low throughput issue. However, 
running multiple chips for each condition was not feasible under current experimental 
conditions. The reasons are summarized below. 
 The first reason was that there was not a method for preserving the state of the 
RNA of each cell while waiting for the chip to be available for another run. Due to the 
difficulty of single cell loading, the whole processing time for each chip is between 2 to 3 
hours. The experiment run time is about 4 hours. The whole process adds up to 6 to 7 
hours per chip during which time the RNA of cells waiting to be analyzed has changed. 
The RNA preservation effectiveness was evaluated for RNAprotect (Table 11). 
Table 11. RNAprotect RNA preservation effectiveness 
18S Actin 
Control 14.06 30.42719 
RNAprotect 17.38 31.46477 
 The results showed that the RNA profile changed after a couple hours’ storage in 
RNAprotect solution. RNALater had similar performance and RNALater is a high salt 
solution without purification which may cause inhibition of downstream qPCR. 
 The second reason is the chip-to-chip variance. Although much effort has been 
spent on optimization of the performance, chip-to-chip variance was still observed 
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(Figure 30). A lot of factors can affect the results of RT-qPCR reactions, for example, 
temperature and reverse transcription efficiency. Most of these factors cannot be easily 
controlled. As shown in Figure 30, a variance exists for the same concentration run on a 
different chip. The largest difference was about 2.2 cycles for the mean value. 
 
Figure 30. Chip-to-chip variance at pg level 
 If a known droplet volume is used to normalize the results, the chip-to-chip 
variance can be minimized (Figure 31). The variance is smaller but cannot be totally 
removed. In this case, the minimum variance is about one cycle. A one cycle difference is 
equivalent to about two times difference of the activity which is not good enough for 
single cell analysis. Combining different chips in an experiment may produce biased 
results. 
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Figure 31. Normalized results at pg level. 
 In general, there was no reliable method to overcome the RNA preservation issue 
and chip-to-chip variance. Based on these limitations, only reactions run on the same chip 
can be used to achieve consistent results at the single cell level. The most reliable 
solution to increase the power of the chip is to increase the throughput of the chip and to 
build customized parts for the thermal cycling and signal detection. 
