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DYNAMICS OF SUBCRITICAL THRESHOLD SOLUTIONS FOR
ENERGY-CRITICAL NLS
QINGTANG SU AND ZEHUA ZHAO
Abstract. In this paper, we study the dynamics of subcritical threshold solutions for focusing
energy critical NLS on Rd (d ≥ 5) with nonradial data. This problem with radial assumption
was studied by T. Duyckaerts and F. Merle in [19] for d = 3, 4, 5 and later by D. Li and X.
Zhang in [25] for d ≥ 6. We generalize the conclusion for the subcritical threshold solutions by
removing the radial assumption for d ≥ 5. A key step is to show exponential convergence to the
ground state W (x) up to symmetries if the scattering phenomenon does not occur. Remarkably,
an interaction Morawetz-type estimate are applied.
Keywords: focusing NLS, energy-critical, ground state, threshold solution, interaction Morawetz
estimate.
1. Introduction
We consider the following focusing energy-critical nonlinear Schro¨dinger initial value problem:
(1.1)
(i∂t +∆Rd)u = F (u) = λ|u|
pu, (t, x) ∈ I × Rd
u(0, x) = u0 ∈ H˙
1(Rd), where p =
4
d− 2
, d ≥ 5, λ = −1.
If λ = 1, the equation would be defocusing (see [9, 27, 35] for some results regarding defocusing
case). Cauchy problem (1.1) has been studied in [7]. Locally, there exists a unique solution defined
on a maximal interval I such that for strictly smaller subinterval J of I,
(1.2) ||u||S(J) <∞,
where S(J) := L
2(d+2)
d−2 (J×Rd) (scattering norm). Moreover, the initial value problem (1.1) is called
energy-critical problem since the energy of the solution is invariant under the scaling symmetry in
the following sense. First, the energy of the solution
(1.3) E(u(t)) =
1
2
∫
|∇u(t, x)|2dx−
1
2∗
∫
|u(t, x)|2
∗
dx where 2∗ =
2d
d− 2
is a conserved quantity. Furthermore, the solutions of (1.1) are invariant under the following
transformation: for a solution u(t, x),
(1.4)
eiθ0
λ
(d−2)/2
0
u(
t0 + t
λ20
,
x0 + x
λ0
) where (θ0, λ0, t0, x0) ∈ (R× (0,∞)× R× R
d)
is also a solution. The transformation group is generated by translations, rotations and scalings
according to the symmetric structure of the equation (1.1). It is straightforward to verify that
these transformations preserve the S(R)-norm, as well as the H˙1-norm, the L2
∗
-norm and thus the
energy.
Generally speaking, (1.1) is a special case (when critical index sc = 1) of the following critical
initial value problem:
(1.5)
(i∂t +∆)u = F (u) = −|u|
pu, (t, x) ∈ I × Rd
u(0, x) = u0 ∈ H˙
sc(Rd), where p :=
4
d− 2sc
.
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For focusing energy-critical NLS, there is an important radial stationary solution W (see [1, 29]
for more information) satisfying the following elliptic equation:
(1.6) ∆RdW = −|W |
4
d−2W,
and the explicit expression of W is
(1.7) W (x) =
1
(1 + |x|
2
d(d−2))
d−2
2
.
We are interested in the dynamics of the solutions to Cauchy problem (1.1). First, for the defocusing
case (when λ = 1 in (1.1)), there is a scattering result as follows:
Theorem 1.1 (Scattering for defocusing energy-critical NLS). For d ≥ 3, assume u0 ∈ H˙1(R
d),
then there exists a unique global solution u ∈ C(R : H˙1(R4)) of the initial-value problem
(1.8) (i∂t +∆Rd)u = u|u|
4
d−2 , u(0) = u0.
Moreover, this solution scatters in the sense that there exists ψ±∞ ∈ H˙1(Rd) such that
(1.9) ‖u(t)− eit∆ψ±∞‖H˙1(Rd) → 0
as t→ ±∞.
Remark. Theorem 1.1 is proved in [10] for d = 3, in [27] for d = 4 and in [35] for d ≥ 5.
However, different from the defocusing case, the dynamics of the solutions of focusing energy-
critical NLS are much richer and tightly dependent on the sizes of initial data. Compared with
the ground state W , we may roughly consider three scenarios, i.e. the initial data is ‘below’, ‘at’
and ‘above’ the ground state W in the sense of energy.
First, if the initial data is ‘below’ the ground state in the sense of E(u0) < E(W ), there is a
famous conjecture as follows:
Conjecture 1.2 (Ground state conjecture for energy-critical NLS). When d ≥ 3, we consider the
initial value problem (1.1), assuming initial data u0 ∈ H˙
1(Rd), under the assumption that the
solution u(t) satisfies
(1.10) sup
t∈I
||u(t)||H˙1(Rd) < ||W ||H˙1(Rd),
where I is the lifespan of the solution u(t), then there exists a unique global solution u ∈ C(R :
H˙1(Rd)) of the energy critical initial-value problem,
(1.11) (i∂t +∆Rd)u = −u|u|
4
d−2 , u(0) = u0.
Moreover, this solution scatters in the sense that there exists φ± ∈ H˙1(Rd), such that
(1.12) ||u(t)− eit∆Rdφ±||H˙1 → 0, as t→ ±∞.
Remark. In Conjecture 1.2, according to energy trapping theorem (see [20]), we can replace the
priori assumption (1.10) by the following assumption regarding the initial data,
(1.13) ||u0||H˙1 < ||u0||W˙ 1 , E(u0) < E(W ).
Remark. The main idea of Conjecture 1.2 is, if the initial data is below the ground state, then
the dynamics of the solutions would be similar to the defocusing case, i.e. the behavior of the
solutions resemble linear solutions. Conjecture 1.2 was proved with radial assumption by C. Kenig
and F. Merle for d = 3, 4, 5 (see [20]). Later, Conjecture 1.2 was proved for d ≥ 5 by R. Killip and
M. Visan (see [24]) and for d = 4 by B. Dodson (see [14]). The case when d = 3 is still open.
Remark. We refer to [15] for the analogue of Conjecture 1.2 regarding the mass-critical case.
Also, we are interested in the situation when the solutions are ‘at’ the ground state in the sense
of E(u0) = E(W ). We call these solutions “energy threshold solutions”. Our ultimate goal is to
give a classification of the threshold solutions of (1.1) with critical energy E(W ). The following
theorem is the main theorem of [19] and [25].
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Theorem 1.3. For d ≥ 3, let u be the solution of (1.1) with radial initial data u0 satisfying
(1.14) E(u0) = E(W ) =
1
dCdd
and I its maximal interval of definition. Then the following conclusions hold:
(a) If
∫
|∇u0|
2 <
∫
|∇W |2 = 1
dCd
d
then I = R. Moreover, either u =W− up to the symmetry of
the equation, or u scatters in both time directions.
(b) If
∫
|∇u0|
2 =
∫
|∇W |2 then u =W up to symmetry of the equation.
(c) If
∫
|∇u0|
2 >
∫
|∇W |2 and u0 ∈ L
2 then either u =W+ up to symmetry of the equation or
I is finite.
Remark. Theorem 1.3 is proved for d = 3, 4, 5 in [19] (by T. Duyckaerts and F. Merle) and in
[25] for d ≥ 6 (by D. Li and X. Zhang).
Remark. Cd is the best constant in the Sobolev inequality for d-dimensional case (see [1, 29]).
Remark. We refer to [18, 26] for the analogues of this result for nonlinear wave equations.
Remark. In Theorem 1.3, stationary, radial functions W− and W+ satisfy following properties
(see [19, 25] for more information):
Theorem 1.4. For d ≥ 3, there exists radial solutions W− and W+ of (1.1) such that
(1.15) E(W ) = E(W−) = E(W+),
(1.16) T+(W
−) = T+(W
+) = +∞, W±(t) =W in H˙1,
(1.17) ||W−||H˙1 < ||W ||H˙1 , T−(W
−) = +∞, ||W−||S((−∞,0]) < +∞,
(1.18) ||W+||H˙1 > ||W ||H˙1 .
Remark. In this paper, we use the same W−. Regarding the construction of W−, we refer to
[19] for d = 5 and [25] for d ≥ 6.
It is natural to consider the nonradial case by removing the radial assumption in Theorem 1.3.
When the energy of the solution equals the energy of the ground state W , as discussed above,
there are three cases dependent on the kinetic energy (H˙1-norm) of the initial data.
First, for case (b) (kinetic energy critical), similar conclusion still holds for the nonradial case.
We recall the following result (see [1, 29]):
Theorem 1.5. Let C(d) denote the sharp constant in Sobolev inequality,
(1.19) ||f(x)||
L
2d
d−2
x (Rd)
≤ C(d)||∇f ||L2(Rd).
Then the equality holds if and only if f =W up to symmetries in the following sense,
(1.20) f(x) = eiθ0λ
− d−22
0 W (
x− x0
λ0
)
for (θ0, λ0, x0) ∈ R× R
+ × Rd. Thus, in particular, if u is a solution of (1.1) satisfying
(1.21) E(u0) = E(W ),
∫
|∇u0|
2 =
∫
|∇W |2 =
1
dCdd
.
Then u0 coincides with W up to symmetries, so does the corresponding solution u(t).
For the other two cases, the conclusion is nontrivial. The full resolution of case (c) (kinetic
supercritical case) seems to require some new techniques and it is very different from case (a)
(kinetic subcritical case), so we leave it for a future work. In this paper, we consider the dynamics
of subcritical threshold solutions (case (a)) and the main result is as follows:
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Theorem 1.6. When d ≥ 5, let u be the solution of (1.1) with initial data u0 satisfying
(1.22) E(u0) = E(W ) =
1
dCdd
,
∫
|∇u0|
2 <
∫
|∇W |2 =
1
dCdd
,
and I its maximal interval of definition. Then u is global, i.e. I = R. Moreover, either u = W−
up to the symmetry of the equation, or u scatters in both time directions.
Remark. Theorem 1.6 gives a classification of the subcritical threshold solutions. As for the
dynamics of the subcritical threshold solutions, there are exact two situations: the solution scatters
in two directions or the solution equals to W− up to symmetries.
The road map of approaching Theorem 1.6 is briefly explained as follows. First, we show the
subcritical threshold solution is global. Moreover, if the solution does not scatter, the solution
is almost periodic in the sense of satisfying the compactness condition. At last, we show the
exponential convergence to the ground state W (x) and use it to obtain the main theorem.
One main difference from the radial case is the appearance of the translation parameter x(t)
in the nonradial setting. We need to deal with x(t) carefully which arises from the compactness
argument (Theorem 2.10). For the radial case, the translation parameter is trivially 0. This differ-
ence causes changes in subsequent arguments since we need to control the translation parameter.
Thus we need to establish a compactness result (Theorem 2.10) and an orthogonal decomposition
(Theorem 4.5) in the nonradial setting and apply an interaction Morawetz estimate to obtain the
exponential convergence (Theorem 4.1).
At last, we refer to [20] for the situation when the solutions are ‘above’ the ground state in the
sense of E(u0) > E(W ).
Organization of this paper: In Section 1, we introduce the background, existing results and
the main result of this paper; in Section 2, we discuss preliminaries, basic tools and the compact-
ness result; in Section 3, we prove that the scaling function λ(t) in the compactness argument has a
lower bound and use it to obtain some important properties regarding the almost periodic solution;
in Section 4, we prove the exponential convergence to ground state W for subcritical threshold
solutions if the scattering phenomenon does not occur; in Section 5, we use the exponential con-
vergence result established in Section 4 and the results in [19, 25] to prove the main theorem; in
Section 6 (Appendix), we give the proofs of Lemma 4.5 and Lemma 4.6.
2. Preliminaries and compactness result
In this section, we discuss preliminaries, basic tools and the compactness result (Theorem 2.10).
We write X . Y or Y & X whenever X ≤ CY for some constant C > 0. Moreover, we use
O(Y ) to denote any quantity X such that |X | . Y and use x(t) = o(t) to denote a time-dependent
quantity x(t) such that x(t)/t → 0 as t → ∞. If X . Y and Y . X hold simultaneously, we
abbreviate that by X ∼ Y. Without special clarification, the implicit constant C can vary from
line to line. We use Japanese bracket 〈x〉 to denote (1 + |x|2)
1
2 .
Define the Fourier transform on Rd by
ˆf(ξ) := (2π)−
d
2
∫
Rd
e−ixξf(x)dx,
and the homogeneous Sobolev norm as
‖f‖H˙s(Rd) := ‖|∇|
sf‖L2x(Rd)
where
|̂∇|sf(ξ) := |ξ|sfˆ(ξ).
Now we recall Littlewood-Pelay theory which is an important tool in the area of partial differential
equations. Let φ(ξ) be a radial bump function supported in the ball {ξ ∈ Rd : |ξ| ≤ 1110} and equals
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1 on the ball {ξ ∈ Rd : |ξ| ≤ 1}. For each dyadic number N > 0, we define
P̂≤Nf(ξ) :=ϕ
( ξ
N
)
fˆ(ξ),
P̂>Nf(ξ) :=
(
1− ϕ(
ξ
N
)
)
fˆ(ξ),
P̂Nf(ξ) :=
(
ϕ(
ξ
N
)− ϕ(
2ξ
N
)
)
fˆ(ξ),
with similar definitions for P<N and P≥N . Also, we define
PM<·≤N := P≤N − P≤M ,
wheneverM < N . We state two useful results regarding the Littlewood-Paley operators as follows:
Lemma 2.1 (Bernstein’s inequalities). For 1 ≤ r ≤ q ≤ ∞, s ≥ 0, we have
(2.1) |||∇|±sPNf ||Lr(Rd) ∼ N
±s||PNf ||Lr(Rd),
(2.2) |||∇|sP≤Nf ||Lr(Rd) . N
s||P≤Nf ||Lr(Rd),
(2.3) ||P≥Nf ||Lr(Rd) . N
−s|||∇|sP≥Nf ||Lr(Rd),
(2.4) ||P≤Nf ||Lq(Rd) . N
d
r
− d
q ||P≤Nf ||Lr(Rd).
Lemma 2.2 (Littlewood-Pelay square function estimate). For 1 < r <∞,
(2.5) ||(
∑
|PNf(x)|
2)1/2||Lrx(Rd) ∼ ||f ||Lrx(Rd),
(2.6) ||(
∑
N2s|PNf(x)|
2)1/2||Lrx(Rd) ∼ |||∇|
sf ||Lrx(Rd) for any s,
(2.7) ||(
∑
N2s|P>Nf(x)|
2)1/2||Lrx(Rd) ∼ |||∇|
sf ||Lrx(Rd) for any s > 0.
Then we recall dispersive estimate, Strichartz estimate and fractional product rule as follows.
Lemma 2.3 (Dispersive estimate).
(2.8) ||eit∆f ||L∞x (Rd) . |t|
− d2 ||f ||L1(Rd).
Remark. When the dimension of the function is higher, the decay is faster. Moreover, if we
interpolate (2.8) with ||eit∆f ||L2(Rd) = ||f ||L2(Rd) (Plancherel formula), we can obtain
(2.9) ||eit∆f ||Lrx(Rd) . |t|
−( d2−
d
r
)||f ||
Lr
′
(Rd)
.
where 2 ≤ r ≤ ∞, 1r +
1
r′
= 1 and t 6= 0.
Definition 2.4 (Admissible pair). Let d ≥ 5, we call a pair of exponent (q, r) admissible if
2
q
= d(
1
2
−
1
r
) with 2 ≤ q ≤ ∞.(2.10)
For a time interval I, we define
‖u‖S(I) := sup{‖u‖LqtLrx(I×Rd) : (q, r) admissible}.(2.11)
We also define the dual of S(I) by N(I). Note that
‖u‖N(I) . ‖u‖Lq′t Lr
′
x (I×R
d)
for any admissible pair (q, r).(2.12)
Lemma 2.5 (Strichartz estimate). Let u : I × Rd → C be a solution to
(i∂t +∆)u = F(2.13)
and let s ≥ 0, then
‖|∇|su‖S(I) . ‖u(t0)‖H˙sx
+ ‖|∇|sF‖N(I),(2.14)
for any t0 ∈ I.
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Lemma 2.6 (Fractional chain rule). Suppose G ∈ C1(C) and s ∈ (0, 1]. Let 1 < r < r2 <
∞ and 1 < r1 ≤ ∞ be such that
1
r =
1
r1
+ 1r2 , then
‖|∇|sG(u)‖Lrx . ‖G
′(u)‖Lr1x ‖|∇|
su‖Lr2x .(2.15)
For the purpose of completeness, we recall some preliminaries on the Cauchy problem (1.1) as
follows. (See [7] and section 2 of [19] for more details.)
Lemma 2.7. (a)[Uniqueness] Let u and u˜ be two solutions of (1.1) on an interval I containing 0
with the same initial data u0, then u = u˜.
(b)[Existence] For initial data u0 ∈ H˙
1, there exists a unique solution u of (1.1) on a maximal
interval (−T−(u0), T+(u0)).
(c)[Finite blow-up criterion] Assume T+(u0) < ∞, then ||u||S(0,T+) = +∞. Similar statement
holds for T−(u0).
(d)[Scattering] If T+(u0) =∞ and ||u||S(0,T+) <∞, then u(t) scatters forward in the sense that
there exists u+ ∈ H˙
1 such that
lim
t→+∞
||u(t)− eit∆u+||H˙1 = 0.
Similar statement holds for T−(u0).
(e)[Continuity] Let u˜ be a solution of (1.1) on I containing 0. Assume that for some constant
A > 0,
sup
t∈I
||u˜||H˙1 + ||u||S(I) ≤ A.
Then there exists ǫ0 = ǫ0(A) > 0 and C0 = C0(A) such that for any u0 ∈ H˙
1 with ||u0 − u˜0||H˙1 =
ǫ < ǫ0, the solution u of (1.1) with initial data u0 is defined on I and satisfies ||u||S(I) ≤ C0 and
sup
t∈I
||u(t)− u˜(t)||H˙1 .C0 ǫ.
Lemma 2.8 (Uniform boundedness of H˙1-norm). If u is a subcritical threshold solution to (1.1)
in the sense of (1.22), then there exists C > 0 such that,
(2.16) C−1||u||2
H˙1
≤ E(u(t)) ≤ C||u||2
H˙1
.
According to the conservation law,
(2.17) ||u||L∞t H˙1x(I×Rd)
<∞,
where I is the maximal interval of definition.
The proof of Lemma 2.8 is based on the following lemma (see Lemma 3.4 of [20] for the proof
of Lemma 2.9):
Lemma 2.9. Let f ∈ H˙1 and ||f ||H˙1 ≤ ||W ||H˙1 . Then
(2.18)
||f ||2
H˙1
||W ||2
H˙1
≤
E(f)
E(W )
.
In particular, E(f) is positive.
Proof of Lemma 2.8: It is as same as Remark 2.7 of [19] so we omit it.
As for transformations, if v is a function defined on Rd, as a convention, we write
(2.19) v[λ0,x0](x) =
1
λ
d−2
2
0
v(
x − x0
λ0
), and v[θ0,λ0,x0](x) = e
iθ0
1
λ
d−2
2
0
v(
x − x0
λ0
).
Now we are ready to state the important compactness result as follows, which can be approached
by a useful lemma (Lemma 2.11) which is based on profile decomposition. The difference of these
results from the radial case is not big and we refer to section 2 of [19] for the radial case.
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Theorem 2.10 (Compactness and global existence). Let u be a subcritical solution to (1.1) in
the sense of (1.22) with initial data u(0) = u0 and I its maximal interval of existence. Then u is
global, i.e. I = R. If SR(u) =∞, then there exists λ(t) ∈ (0,∞), x(t) ∈ R
d such that the set
K := {λ(t)−
d−2
2 u(t,
x− x(t)
λ(t)
) : t ∈ I}
is precompact in H˙1.
Remark. Solutions that satisfy the compactness condition in Theorem 2.10 are known as ‘almost
periodic solutions’.
Theorem 2.10 is the nonradial analogue of Theorem 2.1 of [19] and the proof consists of three
steps. First, we study the properties of sequences of subcritical threshold solutions (Lemma 2.11).
Second, we use the result obtained in the first step to show compactness property. At last, we use
the mass concentration phenomenon to prove the global existence. Compared to the radial case,
once the first step is established, then the last two steps are almost same.
Lemma 2.11. Let {u0n}n∈N be a sequence of functions in H˙
1 satisfying
(2.20) E(u0n) ≤ E(W ), ||u
0
n||H˙1 ≤ ||W ||H˙1 .
Let un be the solution to (1.1) with initial condition u
0
n. Then up to the extraction of a subsequence
of {u0n}n∈N, at least one of the following statements holds:
(a)[Compactness] There exists sequences xn and λn such that {(u
0
n)[λn,xn]}n converges in H˙
1.
(b)[Vanishing for positive direction] For every n, un is defined on [0,∞) and lim
n→∞
||un||S([0,∞)) =
0.
(c)[Vanishing for negative direction] For every n, un is defined on (−∞, 0] and lim
n→∞
||un||S((−∞,0]) =
0.
(d)[Uniform scattering] For every n, un is defined on all R and there is a constant C independent
of n such that
||un||S(R) ≤ C.
Remark. To overcome the gap from radial case to nonradial case, we can use a profile decom-
position for nonradial case. Then the proof of Lemma 2.11 follows as in Lemma 2.5 of [19] and we
omit it.
3. No high-to-low cascade and properties of the almost periodic solution
In this section, we prove some important properties of the almost periodic solution in Theorem
2.10. First, we show that there is no high-to-low frequency cascade scenario in the sense of Theorem
3.1. Theorem 3.1 is essential for us to obtain the the negative regularity of the almost periodic
solution. Then we apply the negative regularity to obtain some other properties, including the
L2-finiteness property following the arguments in [24].
3.1. No high-to-low frequency cascade.
Theorem 3.1. Let u be as in Theorem 2.10. Thus u is global. Then there exists λ0 > 0 such that
inf
t∈R
λ(t) ≥ λ0.
Theorem 3.1 is important for us to study the almost periodic solutions in Theorem 2.10. More-
over, Theorem 3.1 can be obtained by using the following lemma.
Lemma 3.2. In Theorem 3.1, if u ∈ L∞t H˙
s(R × Rd) for some s < 1, then the conclusion of
Theorem 3.1 holds.
Proof of Lemma 3.2: If not, without loss of generality, we assume that there exists tn → ∞
such that λ(tn)→ 0. By compactness of K, given η > 0, there exists R = R(η) > 0 such that
(3.1)
∫
|ξ|≥Rλ(t)
|ξ|2|uˆ(t, ξ)|2dξ < η.
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Then we have
||u(tn, ·)||
2
H˙1
=
∫
|ξ|≤Rλ(tn)
+
∫
|ξ|≥Rλ(tn)
|ξ|2|uˆ(tn, ξ)|
2dξ
≤(Rλ(tn))
2−2s||u||2
H˙s
+ η.
Since η > 0 is arbitrary, we obtain
lim
n→∞
||u(tn, ·)||
2
H˙1
= 0,
which a contradiction. The proof of Lemma 3.2 is complete.
So now it suffices to show that u ∈ L∞t H˙
s
x for some s < 1. This can be verified if we can show
that there exists 2 < p < 2dd−2 such that
(3.2) ||u(t, ·)||Lp . 1 + λ(t)
−c, for some sufficiently small c > 0.
Let N be a dyadic number. Let a > 0 be sufficiently small which will be determined later. Let
q > 2dd−2 . First, we let a satisfies 0 < a < d(1−
2
q )− 2. Then we define
(3.3) A(N) := N−d(
1
q
− d−22d ) sup
t∈R
α(t)a||uN(t)||Lqx ,
where α(t) := min{1, λ(t)}. We choose q = 5 for the case d = 5 and q = 2(d−2)d−4 for the case d ≥ 6.
Clearly, by Bernstein’s inequality, we have A(N) . 1.
Lemma 3.3. Let u be as in Theorem 2.10. Let η > 0 be small, a > 0, then there exists N0(η, a) > 0
such that
(3.4) sup
t∈R
α(t)a
∫
|ξ|≤N0
|ξ|2|uˆ(t, ξ)|2dξ < η.
Proof: By the compactness property of K, there exists c1 > 0 such that
(3.5) sup
t∈R
∫
|ξ|≤c1λ(t)
|ξ|2|uˆ(t, ξ)|2dξ < η.
Let ǫ be a small constant to be decided. Let N0 be the largest dyadic number that is no larger
than c1ǫ. Then for λ(t) ≥ ǫ, we have
(3.6) sup
t∈R,λ(t)≥ǫ
α(t)a
∫
|ξ|≤N0
|ξ|2|uˆ(t, ξ)|2dξ < η.
For λ(t) ≤ ǫ, we have
sup
t∈R,λ(t)≤ǫ
α(t)a
∫
|ξ|≤N0
|ξ|2|uˆ(t, ξ)|2dξ ≤ ǫa||W ||2
H˙1
< η,
provided that we choose ǫ small enough such that ǫa||W ||2
H˙1
≤ η.
Lemma 3.4. Let u be as in Theorem 2.10, then there exists a constant C such that
(3.7) λ(t) ≥ Ct−1/2.
Lemma 3.4 follows as in [20] and we omit the proof. Using the similar proof as Lemma 6.2 of
[24], we have the following recurrence lemma.
Lemma 3.5. Let η and N0 be as in Lemma 3.3. For all N ≤ 10N0, we have
(3.8) A(N) .
( N
N0
)α
+ η
4
d−2
∑
N
10≤N1≤N0
( N
N1
)α
A(N1) + η
4
d−2
∑
N1<
N
10
(N1
N
)α
A(N1),
where α = min { 3d2 − 3− a−
3d
q ,
3
2 − a}.
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Proof of Lemma 3.5: According to time-translation symmetry, it suffices to prove
(3.9)
N−d(
1
q
− d−22d )||uN(0)||Lqx .
( N
N0
)α
+ η
4
d−2
∑
N
10≤N1≤N0
( N
N1
)α
A(N1) + η
4
d−2
∑
N1<
N
10
(N1
N
)α
A(N1).
We consider the case when d ≥ 6, the case when d = 5 is similar. Using the following no waste
Duhamel formula (see [33]),
u(t)
weakly
−−−−→ i
∫ ∞
t
ei(t−τ)∆F (u(τ))dτ,
we have
N−d(
1
q
−d−22d )||uN (0)||Lq .N
−d( 1
q
− d−22d )
∫ ∞
0
||e−it∆PNF (u(τ))||Lqdτ
=N−d(
1
q
− d−22d )
{∫ N−2
0
+
∫ ∞
N−2
||e−it∆PNF (u(τ))||Lqdτ
}
.
We estimate the above two terms respectively. On one hand, by dispersive estimate,
N−d(
1
q
− d−22d )
∫ ∞
N−2
||e−it∆PNF (u(τ))||Lqdτ
.N−d(
1
q
− d−22d )
∫ ∞
N−2
τ−
d
2 (1−
2
q
)||PNF (u(τ))||
L
q
q−1
dτ
.N−d(
1
q
− d−22d )
∫ ∞
N−2
α(τ)−aτ−
d
2 (1−
2
q
)α(τ)a||PNF (u(τ))||
L
q
q−1
dτ
.N−d(
1
q
− d−22d ) sup
t
(α(t)a||PNF (u(t))||
L
q
q−1
)
∫ ∞
N−2
τ
a
2−
d
2 (1−
2
q
)dτ
.N−d(
1
q
− d−22d )Nd(1−
2
q
)−2−a sup
t
(α(t)a||PNF (u(t))||
L
q
q−1
)
=N
3d
2 −3−a−
3d
q sup
t
(α(t)a||PNF (u(t))||
L
q
q−1
).
On the other hand, by Bernstein’s inequality,
N−d(
1
q
− d−22d )
∫ N−2
0
||e−it∆PNF (u(τ))||Lqdτ
.N−d(
1
q
− d−22d )+d(
q−1
q
− 1
q
)
∫ N−2
0
α(t)−aα(t)a||PNF (u(τ))||
L
q
q−1
dτ
.N−d(
1
q
− d−22d )+d(
q−1
q
− 1
q
)
∫ N−2
0
τa/2dτ · sup
t
(α(t)a||PNF (u(t))||
L
q
q−1
)
.N
3d
2 −3−a−
3d
q sup
t
(α(t)a||PNF (u(t))||
L
q
q−1
).
The rest of the proof follows as in Lemma 6.2 of [24] and we omit it.
With the above lemma, following Proposition 6.3 of [24], using Lemma 2.14 of [24] and Lemma
3.4, we obtain:
Theorem 3.6. Let u be as in Theorem 2.10. Then
(3.10) ||u(t)||Lpx . 1 + λ(t)
−c,
for some constant c(d, p) = a(d− 2)(12 −
1
p ) > 0 and for p <
2d
d−2 sufficiently close to
2d
d−2 .
At last, using Theorem 3.6, we can have
Theorem 3.7. Let u be as in Theorem 2.10. Let d ≥ 5, then there exists s < 1 such that
u ∈ L∞t H˙
s(Rd).
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Proof of Theorem 3.7: Using the same argument as in [24] (double Duhamel formula), we obtain
||∇uN (0)||
2
L2x
.
∫ ∞
0
∫ 0
−∞
min{|t− τ |−1, N2}
d
r
− d2 ||∇F (u(t))||Lrx ||∇F (u(τ))||Lrxdtdτ,
where r = 2p(d−2)p(d−2)+8 . Using Theorem 3.6, Lemma 2.6, and (3.7), we obtain
(3.11) ||∇F (u(t))||Lrx . 1 + t
ǫ,
where ǫ(d, p) = 12a(d− 2)(
1
2 −
1
p ) > 0. We note that ǫ can be arbitrarily small if we choose a small
enough. Moreover, using (3.11), we have
||∇uN (0)||L2x .
∫ ∞
0
∫ 0
−∞
min{|t− τ |−1, N2}
d
r
− d2 tǫτ ǫdtdτ
.
∫ N−2
0
∫ 0
−N−2
N2(
d
r
− d2 )tǫτ ǫdtdτ
+
∫ N−2
0
∫ −N−2
−∞
|t− τ |−(
d
r
− d2 )tǫτ ǫdtdτ
+
∫ ∞
N−2
∫ 0
−N−2
|t− τ |−(
d
r
− d2 )tǫτ ǫdtdτ
+
∫ ∞
N−2
∫ −N−2
−∞
|t− τ |−(
d
r
− d2 )tǫτ ǫdtdτ.
Note that for t > 0, τ < 0, we have |t − τ | > t and |t − τ | > |τ |. Choosing p sufficiently close to
2d
d−2 and a small enough, we can obtain
||∇uN (0)||L2x . N
2s0 ,
for some s0(d, p) > 0. This completes the proof of Theorem 3.7. Thus the proof of Theorem 3.1 is
now complete as well, noticing Lemma 3.2.
3.2. Properties of almost periodic solutions. We now investigate the properties of the almost
periodic solution in the sense of Theorem 2.10 based on Theorem 3.1. We need the mass finiteness
theorem (u ∈ L∞t L
2
x) and the control for the translation x(t) = o(t) (o(t)/t → 0 as t → ∞) for
d ≥ 5. These results are tightly dependent on the result λ(t) ≥ λ0 and will be used in next section
and their proofs are similar to the results in [24]. We will discuss them below. The most crucial
step is to obtain the negative regularity for the almost periodic solutions.
Lemma 3.8 (Negative Regularity). Let u be a subcritical threshold solution to (1.1) and satisfying
the compactness property in Theorem 2.10. Then u ∈ L∞t H
−ǫ
x (R× R
d) for some ǫ = ǫ(d) > 0.
Remark. In particular, negative regularity implies finiteness of mass according to interpolation
with H˙1-norm (see Lemma 2.8). The proof of Lemma 3.8 is tightly dependent on Theorem 3.1 (no
high-to-low frequency cascade) and the rest of proof follows as in Theorem 6.1 in [24], so we omit
it.
Lemma 3.9 (Compactness in L2). Let u be a subcritical threshold solution to (1.1) and satisfying
the compactness property in Theorem 2.10. Then for any η > 0, there exists C(η) > 0 such that
(3.12) sup
t∈R
∫
|x−x(t)|≥C(η)
|u(t, x)|2dx . η.
The proof is based on Lemma 3.8, which is same as Lemma 8.3 in [24]. So we omit it.
Lemma 3.10 (The control of translation x(t)). Let u be a subcritical threshold solution to (1.1)
and satisfying the compactness property in Theorem 2.10. Then we have the following control for
scaling function x(t):
(3.13) x(t) = o(t) as t→∞.
Proof. The proof is based on Lemma 3.8 and Lemma 3.9, which is as same as Lemma 8.3 in
[24]. So we omit it.
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4. Exponential convergence to W
In this section, we consider a subcritical threshold solution u in Theorem 1.6, satisfying
(4.1) E(u0) = E(W ), ||u0||H˙1 < ||W ||H˙1 ,
and
(4.2) ||u||S(0,∞) = +∞.
The next exponential convergence theorem is very crucial for proving the main theorem (Theorem
1.6). We will use it to prove the main theorem in Section 5.
Theorem 4.1. Let u be a solution of (1.1) satisfying (4.1) and (4.2). Then there exist θ0 ∈ R,
µ0 > 0, x0 ∈ R
d and c, C > 0 such that
∀t ≥ 0, ||u(t)−W[θ0,µ0,x0]||H˙1 ≤ Ce
−ct.
Corollary 4.2. There is no solution u of (1.1) satisfying (4.1) and
(4.3) ||u||S(−∞,0) = ||u||S(0,∞) = +∞.
Remark. Corollary 4.2 shows that subcritical threshold solutions can not blow up in two direc-
tions.
We define
(4.4) d(f) :=
∣∣||f ||2
H˙1
− ||W ||2
H˙1
∣∣ ,
which measures the ‘distance’ of f from W . The key to proving Theorem 4.1 is to show that
(4.5) lim
t→+∞
d(u(t)) = 0.
However, it is not easy to prove (4.5) directly so we consider a weaker statement (Lemma 4.3) by
showing the ‘average’ of distance d(f) converge to 0 in the sense of (4.6).
Lemma 4.3. Let u be a solution of (1.1) satisfying (4.1), (4.2). Thus, u is defined on R according
to Theorem 2.10. Then
(4.6) lim
T→+∞
1
T
∫ T
0
d(u(t))dt = 0.
Moreover, it is obvious that Lemma 4.3 implies:
Corollary 4.4. Under the assumptions of Lemma 4.3, there exists a sequence tn → +∞ such that
d(u(tn)) converges to 0.
Proof of Lemma 4.3: Let u be such a solution. By Theorem 2.10, there exists functions λ(t)
and x(t) such that K+ := {u[λ(t),x(t)](t), t ≥ 0} is relatively compact in H˙
1.
Let φ be a smooth, radial function such that
(4.7) φ(r) =
{
r r ≤ 1
0 r ≥ 2
and we define VR(t) =
∫
Rd
ψ(x)|u(x, t)|2dx, where ψ(x) = R2φ( |x|
2
R2 ) for some R > 0. Then, we
have
∂tVR(t) = 4Im
∫
Rd
φ
′
(
|x|2
R2
)u¯x · ∇udx.
Since u(t, x) ∈ L∞t L
2
x (according to Lemma 3.8), we have
(4.8) |∂tVR(t)| . R||∇u(t)||L2 ||u(t)||L2 . R.
∂ttVR(t) = 4Re
∫
Rd
ψijuiu¯jdx−
4
d
∫
Rd
(∆ψ)(x)|u|
2d
d−2 dx−
∫
Rd
(∆∆ψ)(x)|u|2dx
=
16
d− 2
d(u(t)) +O(
∫
|x|≥R
(|∇u|2 + |u|
2d
d−2 )dx) +O(
∫
R≤|x|≤2R
|u|
2d
d−2 )
d−2
2 .
Here we denote AR(u(t)) = O(
∫
|x|≥R
(|∇u|2 + |u|
2d
d−2 )dx) +O(
∫
R≤|x|≤2R
|u|
2d
d−2 )
d−2
2 .
12 QINGTANG SU AND ZEHUA ZHAO
Now we want to show the following statement:
For ∀ǫ > 0, ∃ρǫ > 0, such that for ∀R > 0, ∀t ≥ 0, Rλ(t) ≥ ρǫ + x(t), then
(4.9) ∂ttVR(t) ≥
16
d− 2
d(u(t))− ǫ.
Statement (4.9) can be justified by using the fact that K+ is precompact in H˙
1 and noticing that:∫
|x|≥R
(|∇u|2 + |u|
2d
d−2 )dx =
∫
|y−x(t)|≥Rλ(t)
(|∇u[λ(t),x(t)]|
2 + |u[λ(t),x(t)]|
2d
d−2 )dy.
The next claim is
(4.10) lim
t→+∞
tλ(t) − x(t) = +∞,
which can be verified by invoking Theorem 3.1 and Lemma 3.10 (x(t) = o(t)).
We fix ǫ > 0 and we use the estimates (4.8) and (4.9) with an appropriate choice of R. Consider
the positive number ρǫ given by (4.9). Take ǫ0 and M0 such that
Cǫ0 = ǫ, M0ǫ0 = ρǫ
where C is the corresponding constant of inequality (4.8).
According to (4.10), we know that there exists t0 such that for t ≥ t0,
tλ(t)− x(t) ≥ ρǫ.
We consider, for T ≥ t0
R := ǫ0T.
If t ∈ [t0, T ], then the definitions of R, M0 and t0 imply Rλ(t) − x(t) ≥ ǫ0Tλ(t) − x(t) ≥ ρǫ.
Integrating (4.9) between t0 and T and using estimate (4.10), we get, by the choice of ǫ0 and R
16
d− 2
∫ T
t0
|d(u(t))|dt ≤ CR+ ǫ(T − t0) ≤ CR+ ǫT ≤
ǫ
ǫ0
ǫ0T + ǫT ≤ 2ǫT.
Letting T tends to +∞, we obtain
lim sup
T→+∞
1
T
∫ T
0
|d(u(t))|dt ≤
d− 2
8
ǫ,
which concludes the proof of Lemma 4.3.
We now work on the gap from (4.6) to (4.5). First, we introduce the orthogonal decomposition
near the ground state W (x). This technique was used to treat the radial case in [19]. For the
nonradial case, in addition, we need to consider the partial derivative of W (x), i.e. Wj , (j =
1, 2...d), which will appear in the orthogonal set.
Lemma 4.5. There exists δ0 > 0 such that for all f in H˙
1 with E(f) = E(W ), d(f) < δ0, there
uniquely exists parameters (θ, µ, x) in R/2πZ× (0,+∞)× Rd with
f[θ,µ,x] ⊥ iW,W1, ∂jW, j = 1, ..., d,
where W1 :=
d−2
2 W + x · ∇W . The mapping f → (θ, µ, x) is C
1.
Let u be a solution of (1.1) on an interval I such that E(u0) = E(W ), and on I, d(u(t)) < δ0.
According to Lemma 4.5, there exists parameter functions θ(t), µ(t), x(t) such that
(4.11) u[θ(t),µ(t),x(t)](t) = (1 + α(t))W + u˜(t)
where
1 + α(t) =
1
||W ||2
H˙1
(u[θ(t),µ(t),x(t)],W )H˙1 , u˜(t) ∈ A
⊥
and A :=
{
W, iW,W1, ∂jW, j = 1, ..., d
}
. Moreover, we define v(t) by
v(t) := α(t)W + u˜(t) = u[θ(t),µ(t),x(t)](t)−W.
Furthermore, we can obtain the estimates regarding the parameter functions as follows:
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Lemma 4.6. We consider a subcritical threshold solution u defined on I satisfying d(u(t)) < δ0
on I. Taking a smaller δ0 in Theorem 4.5 if necessary, we have estimates on I as follows:
(4.12) |α(t)| ≈ ||v(t)||H˙1 ≈ ||u˜(t)||H˙1 ≈ d(u(t)),
(4.13)
∣∣∣∣∣x
′
(t)
µ(t)
∣∣∣∣∣+ |α′(t)|+ |θ′(t)|+
∣∣∣∣∣µ
′
(t)
µ(t)
∣∣∣∣∣ ≤ Cµ(t)2d(u(t)).
Also, α(t) and ||u(t)||2
H˙1
− ||W ||2
H˙1
have the same sign.
The proofs of Lemma 4.5 and Lemma 4.6 will be discussed explicitly in the Appendix (Section
6). Next, we study the non-oscillatory behavior near the ground state W (x), which is significant
for us to obtain (4.5).
Lemma 4.7. Let {t0n}n and {t1n}n be two real sequences, {un}n a sequence of solutions of (1.1)
on [t0n, t1n] such that un(t0n) satisfies assumptions (4.1) and (4.2), {xn}n a sequence of functions,
and {λn}n a sequence of positive functions such that the set:
K˜ = {(un(t))[λn(t),xn(t)], n ∈ N, t ∈ (t0n, t1n)}
is relatively compact in H˙1. Assuming
(4.14) lim
n→+∞
d(un(t0n)) + d(un(t1n)) = 0,
then,
(4.15) lim
n→+∞
{ sup
t∈(t0n,t1n)
d(u(tn))} = 0.
Remark. As for the application of Lemma 4.7, we often consider the following setting. Let u be a
solution to (1.1) satisfying (4.1) and (4.2) and parameter functions x(t) and λ(t) given by Theorem
2.10. Moreover, let tn be a sequence given by Corollary 4.4. Then obviously the assumptions of
Lemma 4.7 are well satisfied. Under this assumptions, if n is large enough so that d(un(t)) < δ0
on the interval (t0n, t1n), according to Lemma 4.5, we can write
(un(t))[θn(t),µn(t),xn(t)](t) = (1 + αn(t))W + u˜n(t).
Lemma 4.8. Under the assumptions of Lemma 4.7, we have
(4.16) lim
n→+∞
sup
t∈(t0n,t1n)
µn(t)
inf
t∈(t0n,t1n)
µn(t)
= 1.
Remark. According to the scaling invariance, it is sufficient to prove the preceding lemmas
assuming
(4.17) ∀n, inf
t∈[t0n,t1n]
λn(t) = 1.
Remark. Under the assumptions of Lemma 4.7, the translation functions xn(t) in the compact-
ness argument (Theorem 2.10) and the orthogonal decomposition (Lemma 4.5) are ‘comparable’ in
the sense that the difference between them is uniformly bounded. So we will not distinguish them.
Also, we will show the scalings (µ(t) and λ(t)) are also ‘comparable’. They will be explained in
the proof of Lemma 4.7.
Next, we have,
Lemma 4.9. If tn ∈ (t0n, t1n) and the sequence λn(tn) is bounded, then
(4.18) lim
n→+∞
d(un(tn)) = 0.
Lemma 4.10. Let {un}n be a sequence satisfying the assumptions of Lemma 4.7 and
∀n, inf
t∈[t0n,t1n]
λn(t) = 1,
then,
(4.19) ∀n,
∫ t1n
t0n
d(un(t))dt ≤ C[d(un(t0n)) + d(un(t1n))].
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Lemma 4.10 is a key step for us to build up the exponential convergence result. Before proving
Lemma 4.10, we first show that it implies the above lemmas. A brief road map for the rest of this
section is as follows. First, assuming that Lemma 4.10 holds, we prove Lemma 4.9 and then use
Lemma 4.9 to prove Lemma 4.7. Moreover, we show Lemma 4.8. Furthermore, we give the proof
of Lemma 4.10. At last, we prove Theorem 4.1 and Corollary 4.2.
Proof of Lemma 4.9: We may assume 1 ≤ λn(tn) ≤ C, for some C > 1. We consider vn(t) =
un(t, x − xn(t)). So the sequence vn(tn) is relatively compact in H˙
1. Assuming that (4.18) does
not hold, then up to a subsequence, noticing that the distance d(u) is spatial translation invariant,
we have
(4.20) lim
n→+∞
vn(tn) = v
0 in H˙1(Rd), d(v0) > 0, E(v0) = E(W ) and ||v0||H˙1 < ||W ||H˙1 .
Let v be the solution of (1.1) with initial condition v0 at time t = 0, which is defined for t ≥ 0. We
claim that for large enough n, 1+ tn ≤ t1n. If not, t1n ∈ (tn, tn+1) for an infinite number of n, so
that extracting a subsequence, t1n− tn has a limit τ ∈ [0, 1]. By the continuity of the flow of (1.1)
in H˙1, vn(t1n) converges to v(τ) with E(v(τ)) = E(W ) and, by (4.14), d(v(τ)) = 0. According
to Theorem 1.5, this implies v = W[θ0,λ0,x0] for some θ0, λ0, x0, which contradicts (4.20). Thus,
(tn, tn + 1) ⊂ (t0n, t1n) holds. By (4.20) and the continuity of the flow of (1.1),
(4.21) lim
n→+∞
∫ 1+tn
tn
d(vn(t))dt =
∫ 1
0
d(v(t))dt > 0.
However, by Lemma 4.10, lim
n→+∞
∫ t1n
t0n
d(un(t))dt = 0, which contradicts (4.21). The proof of
Lemma 4.9 is complete.
Proof of Lemma 4.7: One may assume, for every n, bn ∈ (t0n, t1n) such that
(4.22) lim
n→+∞
λn(bn) = 1.
According to Lemma 4.9,
(4.23) lim
n→+∞
d(un(bn)) = 0.
We will use contradiction argument to show (4.15). Without loss of generality, we assume that for
some δ1 > 0,
∀n, sup
t∈(t0n,bn)
d(un(t)) ≥ δ1 > 0.
(The case for interval (bn, t1n) is similar, so we omit it). Fix δ2 > 0 smaller than δ1 and the
constant δ0 given by Lemma 4.5. We see that there exists an ∈ (t0n, bn) such that
(4.24) d(un(an)) = δ2 and ∀t ∈ (an, bn), d(un(t)) < δ2.
On (an, bn), the modulation parameter µn is well defined. Moreover, noticing the relatively com-
pactness of K˜ and orthogonal decomposition (to distinguish the two translation parameters, we
use x
′
n(t) for the translation parameter in the compactness argument and xn(t) for the translation
parameter in the orthogonal decomposition.), the set ∪n{W[λn(tn)
µn(tn)
,xn(tn)−x
′
n(tn)]
(t), t ∈ [an, bn]}
must be relatively compact, which implies
(4.25) ∃C > 0, ∀t ∈ (an, bn), C
−1λn(t) ≤ µn(t) ≤ Cλn(t) and |xn(t)− x
′
n(t)| ≤ C.
Using (4.22), up to a subsequence, we assume that
µn(bn)→ µ∞ ∈ (0,∞), as n→ +∞.
Now we can show by contradiction that
(4.26) sup
n,t∈(an,bn)
µn(t) <∞.
If (4.26) does not hold, for large enough n, there exists cn ∈ (an, bn) such that
(4.27) µn(cn) = 2µ∞, µn(t) < 2µ∞, t ∈ (cn, bn).
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By Lemma 4.9, lim
n
d(un(cn)) = 0. Then by Lemma 4.6, we get
∣∣∣∣µ′n(t)µ3n(t)
∣∣∣∣ ≤ Cd(un(t)). Integrating
between cn and bn, we get, by Lemma 4.10,
(4.28)
∣∣∣∣ 1µ2n(cn) − 1µ2n(bn)
∣∣∣∣ ≤ C ∫ bn
cn
d(un(s))ds→ 0, as n→ +∞.
It is a contradiction. Thus (4.26) holds.
By (4.26), µn(an) is bounded. Lemma 4.9 shows that d(un(an)) converges to 0, contradicting
(4.24). The proof of Lemma 4.7 is now complete.
Proof of Lemma 4.8: In view of (4.17) and (4.25), we may assume that
∃C > 0, ∀n, C−1 < inf
t∈[t0n,t1n]
µn(t) < C.
Since µn are continuous, there exists an, bn ∈ [t0n, t1n] such that
µn(an) = inf
t∈[t0n,t1n]
µn(t), µn(an) = sup
t∈[t0n,t1n]
µn(t).
Using the bound |
µ
′
n(t)
µ3n(t)
| ≤ Cd(un(t)), Lemma 4.10 and Lemma 4.7, we obtain
lim
n→+∞
∣∣∣∣ 1µ2n(an) − 1µ2n(bn)
∣∣∣∣ = 0.
Multiplying the preceding limit by µ2n(bn) yields the conclusion of Lemma 4.8, noticing that µn(bn)
is bounded.
Now we are ready to prove Lemma 4.10 which is a key step in this section.
Proof of Lemma 4.10: The key elements of the proof are orthogonal decomposition and interac-
tion Morawetz estimate. Orthogonal decomposition is very useful when we analyze functions close
to the ground state W (x). Interaction Morawetz estimate was first used in [9] by J. Colliander, M.
Keel, G. Staffilani, H. Takaoka and T. Tao. Later, there are some modified versions of interaction
Morawetz estimate used in many papers (see [10, 13, 14] as examples). In particular, we apply the
version of the interaction Morawetz estimate used in [14] by B. Dodson.
We define a function ψ ∈ C∞0 (R), ψ even, ψ(x) = 1 for |x| ≤ 1 and ψ(x) = 0 for |x| > 2. We let
φ(x− y) =
∫
ψ2(|x− s|)ψ2(|y − s|)ds.
We note that φ is supported on |x| ≤ 4 and we define the interaction Morawetz action as follows
MR,n(t) =
∫
|un(t, y)|
2φ(
x − y
R
)(x− y)j · Im[u¯n∂jun](t, x)dxdy.
The main idea of proving Lemma 4.10 is to prove an upper bound for MR,n(t) and a lower
bound for ∂tMR,n(t). Then we can integrate ∂tMR,n(t) to obtain the conclusion (4.19).
Step 1: a bound from above for MR,n. In this step, we show that there exists some constant
C > 0 such that
(4.29) ∀R > 0, ∀n, ∀t ∈ (t0n, t1n), |MR,n(t)| ≤ CR
2d(un(t)).
When d(un(t)) is big, (4.29) can be verified by showing |MR,n(t)| ≤ CR
2||un(t)||H˙1 which can be
proved by using Ho¨lder’s inequality. When d(un(t)) is small, we apply the orthogonal decomposition
to write (un(t))[θn(t),µn(t),xn(t)] = W + vn(t), with ||vn(t)||H˙1 ≤ Cd(un(t)). Using the change of
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variable x = x
′
−xn(t)
µn(t)
, y = y
′
−xn(t)
µn(t)
,
MR,n(t) = µn(t)
−2d
∫
|un(t,
y
′
− xn(t)
µn(t)
)|2φ(
x
′
− y
′
Rµn(t)
)(
x
′
− y
′
µn(t)
) · Im[u¯n∂jun](t,
x
′
− xn(t)
µn(t)
)dx
′
dy
′
= R2µn(t)
∫
µn(t)
−d|un(t,
y
′
− xn(t)
µn(t)
)|2
1
(Rµn(t))2
φ(
x
′
− y
′
Rµn(t)
)(
x
′
− y
′
µn(t)
)
· Im[
1
µn(t)
d−2
2
u¯n
1
µn(t)
d
2
∂jun](t,
x
′
− xn(t)
µn(t)
)dx
′
dy
′
.
For the quantity above, we write:
Im[(W + v¯n)∇(W + vn)] = Im(W∇vn + v¯n∇W + v¯n∇vn).
And by using the boundedness of µn(t), the mass finiteness of un(t) and Cauchy-Schwarz inequality,
we get the bound |MR,n(t)| ≤ CR
2(|vn(t)|H˙1 + |vn(t)|
2
H˙1
) which yields (4.29), for d(un(t)) ≤ δ1, δ1
small. Then the proof of (4.29) is complete.
Step 2: a bound from below for ∂tMR,n(t). We want to show that there exists some constant
C
′
,
(4.30) ∃R0, ∀R ≥ R0, ∀n, ∀t ∈ (t0n, t1n), ∂tMR,n(t) ≥ C
′
d(un(t)).
We can use (4.29) and (4.30) to prove Lemma 4.10. Indeed, integrating (4.30) between t0n and t1n
we get
C
′
∫ t1n
t0n
d(un(t))dt ≤MR0,n(t0n) +MR0,n(t1n)
which implies Lemma 4.10 in view of (4.29). Thus, it suffices to prove (4.30). First, we calculate
∂tMR,n(t). For convenience, we use MR(t) instead of MR,n(t) by considering u(t) instead of un(t).
The estimates will work for all un with same constants since they are solutions to the same initial
value problem (1.1). A direct calculation shows that
(4.31)
∂tMR(t) = (d− 2)
∫
φ(
x− y
R
)|u(t, y)|2[|∇u(t, x)|2 − |u(t, x)|
2d
d−2 ]dxdy
− (d− 2)
∫
Im[u¯∂ju](t, y)φ(
x− y
R
)Im[u¯∂ju](t, x)dxdy
+ 2
∫
(φ
′
(
x− y
R
)
(x− y)k(x− y)j
R|x− y|
)[Re(∂j u¯∂ku)(t, x)−
1
d
δjk|u(t, x)|
2d
d−2 ]|u(t, y)|2dxdy
− 2
∫
(φ
′
(
x− y
R
)
(x− y)k(x− y)j
R|x− y|
)Im(u¯∂ju)(t, x)Im(u¯∂ku)(t, y)dxdy
−
1
2
∫
(∆[dφ(
x − y
R
) + φ
′
(
x− y
R
)
|x− y|
R
])|u(t, x)|2|u(t, y)|2dxdy
= A+B + C +D + E.
For the first term we can take d(un(t)) out by noticing∫
|∇u|2 − |u|2
∗
=
2
d− 2
d(u(t)).
Furthermore, we can use the L2-finiteness of un to write ∂tMR,n(t) to be the sum of a main term
and a remainder term as follows,
(4.32) ∂tMR,n(t) = C
′′
d(un(t)) +AR(un(t)),
where C
′′
depends on the dimension d and the initial data u0 in (1.1).
The next step is to control the remainder term AR(un(t)) depending on the distance d(un(t)).
We claim the following two estimates for the remainder term AR(un(t)):
(4.33) ∀ǫ > 0, ∃ρǫ > 0 such that ∀n, ∀t ∈ (t0n, t1n), ∀R ≥
ρǫ
λn(t)
, |AR(un(t))| ≤ ǫ.
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(4.34)
∃δ2, ∀n, ∀t ∈ (t0n, t1n), ∀R ≥
1
µn(t)
,
d(un(t)) ≤ δ2 implies |AR(un(t))| . d(un(t)) + d(un(t))
2,
where c is a positive constant.
We prove (4.33) first. For any ǫ > 0, we can choose R big enough to ensure that the terms
C,D,E in (4.31) are arbitrarily small. For term B, we can write it as
B =− (d− 2)
∫
Im[u¯∂ju](t, y)Im[u¯∂ju](t, x)dxdy
− (d− 2)
∫
Im[u¯∂ju](t, y)(φ(
x− y
R
)− 1)Im[u¯∂ju](t, x)dxdy
:=B1 +B2.
B2 is obvious small when R is big enough. Note that
B1 = −(d− 2)P (u(t))
2 = −(d− 2)(
d∑
j=1
Pj(u(0)))
2,
where Pj(u) :=
∫
Im[u¯∂ju] is the j-th component of the momentum. Because u ∈ L
2(Rd), by
conservation of momentum, we have Pj(u(t)) = Pj(u(0)). As a consequence, unless Pj(u) = 0, we
cannot expect B˜1 to have any decay in time. So we need to use A to beat B. We write A as
A =(d− 2)
∫
|u(t, y)|2[|∇u(t, x)|2 − |u(t, x)|
2d
d−2 ]dxdy
+ (d− 2)
∫
(φ(
x − y
R
)− 1)|u(t, y)|2[|∇u(t, x)|2 − |u(t, x)|
2d
d−2 ]dxdy
:=A1 +A2.
It’s obvious that A2 is small when R is big enough. We consider the quantity
F (u(t)) =
∫
|∇u(t, x)|2|u(t, y)|2 − Im[u¯∂ju](t, x)Im[u¯∂ju](t, y)dxdy.
It’s straightforward to see that for any given ξ = (ξ1, ..., ξd) ∈ R
d, we have F (eix·ξu(t)) = F (u(t)).
Note that ∫
Im[e−ix·ξu¯∂j(e
ix·ξu)] = ξj ||u(t)||
2
L2 +
∫
Im[u¯∂ju].
Since ||u0||
2
L2 6= 0, we choose
ξj := −
∫
Im[u¯∂ju]
||u(t)||2L2
.
So we have ∫
Im[e−ix·ξu¯∂j(e
ix·ξu)] = 0.
By conservation of momentum and mass, ξj is independent of t. So we have
F (u(t)) =
∫
|∇(eix·ξu(t, x))|2|u(t, y)|2dxdy.
And
A1 +B1 =(d− 2)F − (d− 2)
∫
|u(t, y)|2|u(t, x)|
2d
d−2 dxdy
=(d− 2)
∫
[|∇(eix·ξu(t, x))|2 − |u(t, x)|
2d
d−2 ]|u(t, y)|2dxdy.
Recall the following lemma (which is a consequence of Lemma 3.4 of [20]),
Lemma 4.11. Assume that
||∇u||2L2 ≤ (1− δ)||∇W ||
2
L2 ,
where δ > 0. Then there exists δ¯ = δ¯(δ, d) such that∫
|∇u|2 − |u|
2d
d−2 ≥ δ¯
∫
|∇u|2.
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Then we have,
Corollary 4.12. Assume
(4.35)
∫
|∇u|2dx ≤ (1 − δ)||∇W ||2L2 ,
then ∫
|∇(eix·ξu(t, x))|2 − |u(t, x)|
2d
d−2 dx ≥ δ¯
∫
|∇u|2.
Proof of Corollary 4.12: If
∫
|∇(eix·ξu(t, x))|2dx <
∫
|∇u|2dx, then∫
|∇(eix·ξu(t, x))|2 < (1− δ)||∇W ||2L2 .
By Lemma 4.11, we have
(4.36)
∫
|∇(eix·ξu(t, x))|2 − |u(t, x)|
2d
d−2 dx ≥ δ¯
∫
|∇(eix·ξu(t, x))|2dx.
If
∫
|∇(eix·ξu(t, x))|2dx ≥
∫
|∇u|2dx, then∫
|∇(eix·ξu(t, x))|2 − |u(t, x)|
2d
d−2 dx ≥
∫
|∇u|2 − |u|
2d
d−2 dx
=
2
d− 2
d(u(t)) =
2
d− 2
∣∣∣||∇u||2L2 − ||∇W ||2L2∣∣∣ ≥ δ||∇W ||2L2 ≥ δ¯||∇u||2L2 ,
where the last inequality is by (4.35). The proof of Corollary 4.12 is complete.
Using Corollary 4.12, we have
(4.37) A1 +B1 ≥ δ¯||u0||
2
L2 ||∇u||
2
L2 ≥ C
′′
d(u(t)).
Thus the proof of (4.33) is complete.
Now we turn to (4.34). According to Lemma 4.5, when the distance d(u(t)) is small enough, we
decompose u as
u(t)[θ(t),µ(t),x(t)] =W + v(t),
with ||v(t)||H˙1 ≤ Cd(u(t)). We use the change of variables x =
x
′
−x(t)
µ(t) , y =
y
′
−x(t)
µ(t) . In new
variables, we write A as
A =(d− 2)µ(t)d−2
∫
φ(
x′ − y′
Rµ(t)
)|
1
µ(t)(d−2)/2
u(t,
y′ − x(t)
µ(t)
)|2
× [|∇u[θ,µ,x](t, x
′)|2 − |u[θ,µ,x](t, x
′)|
2d
d−2 ]dx′d
y′
µ
=
d− 2
µ(t)2
∫
φ(
x′ − y′
Rµ(t)
)|u[θ,µ,x](t, y
′)|2[|∇u[θ,µ,x](t, x
′)|2 − |u[θ,µ,x](t, x
′)|
2d
d−2 ]dx′dy′
=
d− 2
µ(t)2
∫
φ(
x′ − y′
Rµ(t)
)|(W + v(t, y′)|2[|∇(W + v)(t, x′)|2 − |(W + v)(t, x′)|
2d
d−2 ]dx′dy′
:=A(W + v).
We denote A(W ) by replacing W + v by W . We do the same for the terms B,C,D,E. We have
B =−
d− 2
µ(t)2
∫
Im[(W + v)∂j(W + v)](t, y
′)φ(
x′ − y′
Rµ(t)
Im[W + v∂j(W + v)](t, x
′)dx′dy′
:=B(W + v).
C =
2
µ(t)2
∫
(φ′(
x′ − y′
Rµ(t)
)
(x′ − y′)k(x
′ − y′)j
R|x′ − y′|µ(t)
)[Re(∂jW + v∂k(W + v))(t, x
′)
−
1
d
δjk|(W + v)(t, x)|
2d
d−2 ]|(W + v)(t, y)|2dx′dy′
:=C(W + v).
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D =−
2
µ(t)2
∫
(φ′(
x′ − y′
Rµ(t)
)
(x′ − y′)k(x
′ − y′)j
R|x′ − y′|µ(t)
)
× Im[(W + v)∂j(W + v)](t, y)Im[W + v∂j(W + v)](t, x
′)dx′dy′
:=D(W + v).
E =−
1
2µ(t)2
∫
(∆[dφ(
x′ − y′
Rµ(t)
) + φ′(
x′ − y′
Rµ(t)
)
|x′ − y′|
Rµ(t)
])|(W + v)(t, y)|2|(W + v)(t, x)|2dx′dy′
:=E(W + v).
We also write MR(t) as MR(W + v), and we denote MR(W ) by replacing W + v by W . Note that
A(W ) +B(W ) + C(W ) +D(W ) + E(W ) = 0.
So we have
d
dt
MR(t) =(A(W + v)−A(W )) + (B(W + v)−B(W )) + (C(W + v)− C(W ))
+ (D(W + v)−D(W )) + (E(W + v)− E(W )).
We will estimate the above terms respectively.
4.1. Estimate A(W + v)−A(W ). Note that
A(W + v) =
d− 2
µ(t)2
∫
|(W + v)(t, y′)|2[|∇(W + v)(t, x′)|2 − |(W + v)(t, x′)|
2d
d−2 ]dx′dy′
+
d− 2
µ(t)2
∫
(φ(
x′ − y′
Rµ(t)
)− 1)|(W + v)(t, y′)|2[|∇(W + v)(t, x′)|2 − |(W + v)(t, x′)|
2d
d−2 ]dx′dy′
:=A1(W + v) +A2(W + v).
Using the fact that ∫
|∇W |2 − |W |
2d
d−2 = d(W ) = 0,
we have
A(W ) =
d− 2
µ(t)2
∫
|W (t, y′)|2[|∇W (x′)|2 − |W (t, x′)|
2d
d−2 dx′dy′
+
d− 2
µ(t)2
∫
(φ(
x′ − y′
Rµ(t)
)− 1)|W (t, y′)|2[|∇W (x′)|2 − |W (t, x′)|
2d
d−2 ]dx′dy′
:=A1(W ) +A2(W ).
We have A1(W ) = 0. Making change of variables back, we have
A1(W + v) =(d− 2)
∫
|u(t, y)|2[|∇u(t, x)|2 − |u(t, x)|
2d
d−2 ]dx′dy′
=(d− 2)
∫
|u(t, y)|2dyd(u(t))
≥ (d− 2)||u0||
2
L2d(u(t)).
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For A2(W + v)−A2(W ), exploring the cancellations, we have
A2(W + v)−A2(W )
=
d− 2
µ(t)2
∫
(φ(
x′ − y′
Rµ(t)
)− 1)
{
|(W + v)(t, y′)|2[|∇(W + v)(t, x′)|2 − |(W + v)(t, x′)|
2d
d−2 ]
− |W (y′)|2[|∇W (x′)|2 − |W (t, x′)|
2d
d−2 ]
}
dx′dy′
=
d− 2
µ(t)2
∫
(φ(
x′ − y′
Rµ(t)
)− 1)
{
(|(W + v)|2 − |W |2)[|∇(W + v)(t, x′)|2 − |(W + v)(t, x′)|
2d
d−2 ]dx′dy′
+
d− 2
µ(t)2
∫
(φ(
x′ − y′
Rµ(t)
)− 1)|W (y′)|2
{
[|∇(W + v)(t, x′)|2 − |(W + v)(t, x′)|
2d
d−2 ]
− [|∇W (x′)|2 − |W (t, x′)|
2d
d−2 ]
}
dx′dy′
:=A˜1 + A˜2.
Note that
|W + v|2 − |W |2 = 2Re[Wv¯] + |v|2.
Also, if we denote
µ0 := inf
t∈R
µ(t),
then
supp(φ(
x′ − y′
Rµ(t)
)− 1) ⊂
{
(x′, y′) | |x′| ≥
Rµ0
2
, or |y′| ≥
Rµ0
2
}
.
Note that the energy center ofW+v is zero. Given ǫ sufficiently small, we can choose R sufficiently
large such that ∫
|x|≥Rµ0/2
|W (x)|2dx ≤ ǫ2,
and ∫
|x|≥Rµ0/2
|∇(W + v)|2 + |W + v|
2d
d−2 dx ≤ ǫ2.
So we have
A˜1 ≤2
d− 2
µ20
∫
|x|≥Rµ0/2
[|vW (t, y′)|+ |v(t, y′)|2dy′
×
∫
|∇(W + v)(t, x′)|2 + |(W + v)(t, x′)|
2d
d−2 dx′
+2
d− 2
µ20
∫
[|vW (t, y′)|+ |v(t, y′)|2dy′
×
∫
|x|≥Rµ0/2
|∇(W + v)(t, x′)|2 + |(W + v)(t, x′)|
2d
d−2 dx′
≤c||W ||L2(|x|≥Rµ0/2)||v||L2(|x|≥Rµ0/2) + c||v||
2
L2
≤cǫ||v||H˙1 + c||v||
2
H˙1
≤cǫd(u(t)) + cd(u(t))2.
The estimate for A˜2 is similar and we omit it. So we obtain
(4.38) A(W + v)−A(W ) ≥
||u0||
2
L2
2
d(u(t))− cǫd(u(t))− cd(u(t))2.
4.2. Estimate B(W + v)−B(W ). Since W is real, we have
Im[(W + v)∂j(W + v)]
=Im[v∂jW ] + Im[v∂jv] + Im[W∂jv].
(4.39)
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Integrating by parts, if the derivative is taken on W , we move the derivative to take on v, and
obtain
|B(W + v)−B(W )| ≤C||∇v||2L2(||W ||
2
L2 + ||W ||L2 ||v||L2 + ||v||
2
L2)
≤Cd(u(t))2.
(4.40)
4.3. Estimate for C(W + v)−C(W ). Similar to the case of A2(W + v)−A2(W ), we can obtain
(4.41) |C(W + v)− C(W ) ≤ Cǫd(u(t)) + Cd(u(t))2.
4.4. Estimate for D(W + v)−D(W ). This is similar to that of B(W + v)−B(W ). We have
(4.42) |D(W + v)−D(W )| ≤ Cd(u(t))2.
4.5. Estimate for E(W + v) − E(W ). This can be estimated in a way similar to the previous
cases. The worst part in this case is
E1 :=
∫
(∆[dφ(
x′ − y′
Rµ(t)
) + φ′(
x′ − y′
Rµ(t)
)
|x′ − y′|
Rµ(t)
])|(W + v)(t, y)|2|v(t, x)|2dx′dy′,
because we don’t know whether ||v||L2 . d(u(t)). This is not a problem, because we have
(∆[dφ(
x′ − y′
Rµ(t)
) + φ′(
x′ − y′
Rµ(t)
)
|x′ − y′|
Rµ(t)
]) .
1
1 + |x′ − y′|2
.
By Hardy’s inequality, we obtain
E1 . Cd(u(t))
2.
A careful analysis gives
(4.43) |E(W + v)− E(W )| . ǫd(u(t)) + d(u(t))2.
To sum up, by (4.38), (4.40), (4.41), (4.42), (4.43), we obtain
(4.44)
d
dt
MR(t) ≥ (d+ 2)||u0||
2
L2d(u(t))− ǫd(u(t))− d(u(t))
2.
Then take R sufficiently large so take ǫ is sufficiently small such that ǫ≪ 12 ||u0||
2
L2 . We obtain
(4.45)
d
dt
MR(t) ≥
1
4
||u0||
2
L2d(u(t))− d(u(t))
2.
This completes the estimate for (4.30).
At last, we use the estimates (4.33) and (4.34) to prove (4.30). According to (4.34), there exists
some δ3 > 0, R1 > 0 such that for d(un(t)) ≤ δ3, R ≥ R1,
(4.46) |AR(un(t))| ≤
C
′′
2
d(un(t)).
Now we use (4.33) with ǫ = C
′′
δ3
2 , we obtain |AR(un(t))| ≤
C
′′
2 d(un(t)) for d(un(t)) ≥ δ3, R ≥ R2.
Estimate (4.30) holds with R0 := max{R1, R2} and C
′
= C
′′
2 in view of (4.32). The proof of
Lemma 4.10 is complete.
Now we will show Theorem 4.1 and Corollary 4.2. The proof of Theorem 4.1 consists of three
steps. We consider u be a solution of (1.1) satisfying (4.1) and (4.2).
Step 1 (convergence of d(u(t)) to 0): First, we prove (4.5). By Corollary 4.4, there exists a
strictly increasing sequence {tn}n∈N such that:
lim
n→+∞
tn = +∞, lim
n→+∞
d(u(tn)) = 0.
We let t0n = tn, t1n = tn+1, and λn(t) = λ(t), where λ(t) is given by Theorem 2.10 (compactness
argument). Then the assumptions of Lemma 4.7 are satisfied by the sequences {un}n∈N, {t0n}n∈N,
{t1n}n∈N and {λn}n∈N. Thus,
lim
n→+∞
( sup
t∈[tn,tn+1]
d(u(t))) = 0,
which implies (4.5).
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According to Lemma 4.5 (orthogonal decomposition), we decompose u for large t as follows,
u[θ(t),µ(t),x(t)](t) = (1 + α(t))W + u˜(t), u˜(t) ∈ A
⊥.
The conclusion of Theorem 4.1 is equivalent to the existence of µ∞ > 0, θ∞ ∈ R, x∞ ∈ R
d and
C, c > 0 such that
(4.47) d(u(t)) + |α(t)|+ ||u˜(t)||H˙1 + |x(t) − x∞|+ |θ(t) − θ∞|+ |µ(t) − µ∞| ≤ Ce
−ct.
Step 2 (convergence of µ(t)) : In this step, we show by contradiction that µ(t) has a limit
µ∞ ∈ (0,+∞) as t → +∞. This step is essential for us to control other parameter functions. If
not, log(µ(t)) does not satisfy the Cauchy criterion as t → +∞, which implies that there exists
two sequences {Tn}, {T
′
n} → +∞ such that
(4.48) lim
n→+∞
|µ(Tn)|
|µ(T ′n)|
= L 6= 1.
Without loss of generality, we assume Tn < T
′
n. The Step 1 shows that d(u(Tn)) and d(u(T
′
n))
tend to 0. Now we let un = u, t0n = Tn, t1n = T
′
n and λn(t) = λ(t), where λ(t) is again given by
Theorem 2.10. Then the assumptions of Lemma 4.8 are satisfied, which shows
lim
n→+∞
infTn≤t≤T ′nµ(t)
supTn≤t≤T ′nµ(t)
= 1.
This contradicts (4.48). Thus
(4.49) lim
t→+∞
µ(t) = µ∞ ∈ (0,∞).
Step 3 (Proof of Theorem 4.1) : We are now ready to prove (4.47). First, we show that d(u(t))
converges exponentially to 0. We claim the following inequality
(4.50) ∃C > 0, ∀t ≥ 0,
∫ +∞
t
d(u(τ))dτ ≤ Cd(u(t)).
If (4.50) does not hold, there exists a sequence Tn → +∞ such that
(4.51)
∫ +∞
Tn
d(u(τ))dτ ≥ nd(u(Tn)).
As shown in Step 2, µ(t) is bounded from below. This implies that the parameter λ(t) of Theorem
2.10 is also bounded from below. By Step 1, the assumptions of Lemma 4.10 are satisfied for the
sequence {uk}k, with k = (n, n
′
), and uk = u(t), λk(t) = λ(t), t0k = Tn and t1k = Tn′ . Thus
∀n, n
′
, n < n
′
,
∫ T
n
′
Tn
d(u(t))dt ≤ C[d(u(Tn)) + d(u(Tn′ ))].
We see
∫ +∞
Tn
d(u(t))dt ≤ Cd(Tn), which contradicts (4.51). So we know (4.50) holds.
Now by (4.50) we have, for some constants C, c > 0∫ +∞
t
d(u(τ)dτ ≤ Ce−ct.
Together with the estimate |α
′
(t)| ≤ Cd(u(t)) of Lemma 4.6, we obtain
|α(t)| =
∣∣∣∣∫ +∞
t
α
′
(τ)dτ
∣∣∣∣ ≤ Ce−ct.
By Lemma 4.6, we know |α
′
(t)| ≈ d(u(t)) which gives us the bound on d(u(t)) in (4.47). Moreover,
using Lemma 4.6 again, we can obtain the bounds on |α
′
(t)| and ||u˜(t)||H˙1 in (4.47). Now it is left
to show the exponential convergence of θ(t), µ(t) and x(t) in (4.47).
Actually, it suffices to prove the exponential convergence for θ
′
(t), µ
′
(t) and x
′
(t) respectively
according to fundamental theorem of Calculus and Cauchy criterion. Eventually, using the estimate
(4.13)
∣∣∣∣x′ (t)µ(t) ∣∣∣∣+ |α′(t)|+ |θ′(t)|+ ∣∣∣∣µ′ (t)µ(t) ∣∣∣∣ ≤ Cµ(t)2d(u(t)) of Lemma 4.6 and the boundedness of µ(t),
we can obtain (4.47). Now the proof of Theorem 4.1 is complete.
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At last, we prove Corollary 4.2.
Proof of Corollary 4.2: It suffices to show that there is no solution u of (1.1) satisfying (4.1)
and (4.3). Let u be such a solution. By applying Theorem 4.1 forward and backward, the set
{u(t), t ∈ R} is relatively compact in H˙1. Moreover, we have
lim
t→+∞
d(u(t)) = lim
t→−∞
d(u(t)) = 0.
According to Lemma 4.10 with un(t) = u(t), t0n = −n, t1n = n and λn(t) = 1, we have∫ +∞
−∞
d(u(t))dt = lim
n→+∞
∫ n
−n
d(u(t))dt = 0. This implies d(u0) = 0, which clearly contradicts
(4.1). The proof of Corollary 4.2 is complete.
5. Proof of main result
In this section, we prove the main theorem of this paper, i.e. Theorem 1.6. The following
proposition will be applied.
Proposition 5.1. Let C, c > 0. Assume u is the solution of (1.1) satisfying E(u) = E(W ),
||u0||H˙1 < ||W ||H˙1 and
(5.1) ||u(t)−W ||H˙1 ≤ Ce
−ct, ∀t ≥ 0.
Then there exists T ∈ R such that
(5.2) u(t) =W−(t+ T ).
Remark. The proof of Proposition 5.1 can be found in Lemma 6.5 (and Corollary 6.6) of [19]
for d = 5 and Theorem 4.1 (and Corollary 4.2) of [25] for d ≥ 6. Regarding the construction of
W−, we refer to section 6 of [19] for d = 5 and section 4 of [25] for d ≥ 6.
Now we prove the main theorem of this paper based on Proposition 5.1 and Theorem 4.1 as
follows.
Proof of Theorem 1.6: Let u be a maximal-lifespan solution to (1.1) on I satisfying E(u) = E(W )
and ||u0||H˙1 < ||W ||H˙1 . Then according to Theorem 2.10, we have I = R. If u scatters in both
time directions, that is one case. If not, without loss of generality, assuming u blows up forward
in time, using Theorem 4.1, we conclude that there exists θ0, µ0, x0, C > 0, c > 0 such that
(5.3) ||u(t)−W[θ0,µ0,x0]||H˙1 ≤ Ce
−ct, ∀t ≥ 0.
This implies
(5.4) ||u[−θ0,µ−10 ,−x0]
(t)−W ||H˙1 ≤ Ce
−cµ−20 t.
By Proposition 5.1, we conclude that there exists T ∈ R such that u[−θ0,µ−10 ,−x0]
=W−(t+ T ).
Thus, we get u(t, x) = eiθ0µ
− d−22
0 W
−(µ−20 t+ T, µ
−1
0 (x− x0)).
This shows that u =W− up to symmetries. The proof of the main theorem is complete.
6. Appendix
In this section, we give proofs for Lemma 4.5 and Lemma 4.6 in Section 4. We refer to Lemma
3.6 and Lemma 3.7 of [19] for the analogues of these two lemmas in the radial setting. The main
idea of the proofs are similar to the radial case and the difference is to deal with and control the
translation parameter function x(t). First, we use implicit function theorem to prove the orthogonal
decomposition near ground state W (x) based on the properties of radial functions. And then we
prove the estimates regarding parameter functions.
Lemma 6.1. Let f ∈ L1(Rd) be a radial function. Then
∫
xi
|x|f(x)dx = 0.
Proof: This follows from the observation that xi|x|f(x) is an odd function in xi-direction.
Lemma 6.2. The set
A :=
{
W, iW,W1, ∂jW, j = 1, ..., d
}
is an orthogonal set in H˙1(Rd).
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Proof of Lemma 6.2: It’s clear that ∂jW is orthogonal to iW . Note that W,W1 are radial. So
∆W,∆W1 are also radial. Then ∂jW∆W is odd in xj direction. So we have
(W,∂jW )H˙1 =
∫
∂jW∆W = 0.
Similarly, we have (W1, ∂jW )H˙1 = 0 and (∂jW,∂kW )H˙1 = 0, for j 6= k.
Now we give the proof of Lemma 4.5 as follows:
Proof of Lemma 4.5: The proof is almost the same as the proof of Lemma 3.6 in [20] (radial
case). Define for x = (x1, ...., xd),
J0 : (θ, µ, x1, ..., xd, f) 7→ (f[θ,µ,x], iW )H˙1 , J1 : (θ, µ, x1, ..., xd, f) 7→ (f[θ,µ,x],W1)H˙1 ,
Gj : (θ, µ, x1, ..., xd, f) 7→ (f[θ,µ,x], ∂jW )H˙1 , j = 1, ..., d.
We have
∂J0
∂θ
(0, 1, 0,W ) =
∫
|∇W |2,
∂J0
∂µ
(0, 1, 0,W ) = 0,
∂J0
∂xj
(0, 1, 0,W ) = 0,
∂J1
∂θ
(0, 1, 0,W ) = 0,
∂J1
∂µ
(0, 1, 0,W ) = −
∫
|∇W1|
2,
∂J1
∂xj
(0, 1, 0,W ) = 0,
∂Gk
∂θ
(0, 1, 0,W ) = 0,
∂Gk
∂µ
(0, 1, 0,W ) = 0,
∂Gk
∂xj
(0, 1, 0,W ) = −δjk
∫
|∂jW |
2.
Also, we have
J0(0, 1, 0,W ) = J1(0, 1, 0,W ) = Gj(0, 1, 0,W ) = 0, j = 1, ..., d.
By implicit function theorem, there exists ǫ0, η0 > 0 such that for h ∈ H˙
1, if ||h−W ||H˙1 < ǫ0,
then there exists unique (θ, µ, x),
|θ|+ |µ− 1|+ |x| ≤ η0,
and
(h[θ,µ,x], iW )H˙1 = (h[θ,µ,x],W1)H˙1 = (h[θ,µ,x], ∂jW )H˙1 = 0.
Thus, the proof of Lemma 4.5 is complete.
As a result, given f ∈ H˙1 such that E(f) = E(W ), by variational characterization of W , if d(f)
is sufficiently small, there exist parameters (θ, µ, x) and g such that
f[θ,µ,x] =W + g.
Moreover, we consider u be a subcritical threshold solution to (1.1) on I such that d(u(t)) < δ0
where δ0 is given in Lemma 4.5. Then there exists time-dependent parameter functions α(t), µ(t), x(t)
and u˜(t) ∈ A⊥ such that
u[θ(t),µ(t),x(t)] = (1 + α(t))W + u˜(t),
where we denote
v(t) = α(t)W + u˜(t).
Additionally, we have estimates for the parameter functions. We give proof of Lemma 4.6 as
follows.
Proof of Lemma 4.6: The proof of (4.12) is almost same as the radial case and we refer to
section 7 of [19] for the details. For simplicity, we recall and use the notation U := u[θ(t),µ(t),x(t)]
which means
U(t, x) =
eiθ(t)
µ(t)(d−2)/2
u(t,
x− x(t)
µ(t)
).
We apply change of variables t = t(s) such that
dt
ds
=
1
µ(t)2
.
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In order to prove (4.13), it suffices to prove
(6.1)
∣∣∣∣xsµ (s)
∣∣∣∣+ |αs(s)|+ |θs(s)|+ ∣∣∣∣µsµ (s)
∣∣∣∣ ≤ Cd(u(s)).
By straight calculations, we have
∂sU(t, x) =e
iθ
{
−
d− 2
2
µs
µd/2
u(t,
x− x(t)
µ
) +
1
µ(d−2)/2
dt
ds
ut(t,
x− x(t)
µ
)
+
1
µ(d−2)/2
∂s(
x− x(t)
µ(t)
) · ∇u(t,
x− x(t)
µ
)
}
+ iθsU
=−
d− 2
2
µs
µ
U(t, x) +
eiθ
µ(d+2)/2
ut(t,
x− x(t)
µ
)− eiθ
µs
µ(d+2)/2
(x− x(t)) · ∇u(t,
x− x(t)
µ
) + iθsU
− eiθ
∂sx(t(s))
µd/2
· ∇u(t,
x− x(t)
µ
)
=−
µs
µ
(d− 2
2
U(t, x) + (x− x(t)) · ∇U(t, x)
)
+
eiθ
µ(d+2)/2
ut(t,
x− x(t)
µ
)−
xs
µ
· ∇U(t, x) + iθsU.
Also, we have
∆U(t, x) =
eiθ
µ(d+2)/2
∆u(t,
x− x(t)
µ
).
So we obtain
i∂sU +∆U
=− i
µs
µ
(d− 2
2
U(t, x) + (x− x(t)) · ∇U(t, x)
)
+
eiθ
µ(d+2)/2
(iut +∆u)(t,
x− x(t)
µ
)− i
xs
µ
· ∇U(t, x)− θsU
=− i
µs
µ
(d− 2
2
U(t, x) + (x− x(t)) · ∇U(t, x)
)
+
eiθ
µ(d+2)/2
|u|
4
d−2u(t,
x− x(t)
µ
)− i
xs
µ
· ∇U(t, x)− θsU
=− i
µs
µ
(d− 2
2
U(t, x) + (x− x(t)) · ∇U(t, x)
)
+ |U |
4
d−2U − i
xs
µ
· ∇U(t, x) − θsU.
(6.2)
Now we decompose U as
(6.3) U =W + α(t)W + u˜ :=W + v, u˜ := g1 + ig2 ∈ A
⊥,
where g1, g2 are real. Similar as the radial case, we rewrite (6.2) as
∂sv+Lv +R(v)− θsiW − iθsv − iθsv +
µs
µ
(W1 − x(t) · ∇W )
+
µs
µ
(
d− 2
2
v + (x− x(t)) · ∇v)−
xs
µ
· ∇W −
xs
µ
· ∇v = 0,
(6.4)
where L and R are defined in section 5 and section 7 of [19]. We denote pc :=
d+2
d−2 and (6.4) can
be further written as
∂sg1 + i∂sg2 + αsW + (∆ +W
pc−1)g2 − i(∆ + pcW
pc−1)g1 − iα(pc − 1)W
pc
− θsiW +
µs
µ
W1 − (
µs
µ
x(t) +
xs
µ
) · ∇W
=−R(v) + iθsv −
µs
µ
(d− 2
2
v + x · ∇v
)
+ (
µs
µ
x(t) +
xs
µ
) · ∇v := E .
(6.5)
Denote
ǫ(s) := |d|(|d| + |θs(s)|+
∣∣∣∣µsµ (s)
∣∣∣∣+ ∣∣∣∣µsµ x(t) + xsµ
∣∣∣∣), d := d(u(s))
and
c = ||W ||2
H˙1
, c1 = ||W1||
2
H˙1
.
We multiply by ∆W on both sides of (6.5), integrate and then take real parts, using the facts that
(6.6) (g1,W )H˙1 = (W,W1)H˙1 = (W,∂jW )H˙1 = 0,
we obtain
(6.7) cαs = −(∆g2,W )H˙1 − (W
pc−1g2,W )H˙1 +O(ǫ(s)).
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Multiplying by ∆iW on both sides of (6.5), integrating and taking imaginary part, we obtain
(6.8) cθs = −(∆g1,W )H˙1 − pc(W
pc−1g1,W )H˙1 − α(pc − 1)(W
pc ,W )H˙1 +O(ǫ(s)).
Multiplying by ∆W1 on both sides of (6.5), integrating and then taking real part, we obtain
(6.9) c1
µs
µ
= −(∆g2,W1)H˙1 − (W
pc−1g2,W1)H˙1 +O(ǫ(s)).
Multiplying by ∆∂jW on both sides of (6.5), integrating and then taking real part, denoting
λj := ||∂jW ||
2
H˙1
, βj :=
µs
µ
xj(t) +
∂sxj(t)
µ
,
and recalling (6.6), we obtain
(6.10) λjβj(s) = −((∆ +W
pc−1)g2, ∂jW )H˙1 +O(ǫ(s)).
Putting (6.7), (6.8), (6.9), (6.10) together, we obtain
(6.11) |αs|+ |θs|+
∣∣∣∣µsµ
∣∣∣∣+∑
j
|βj(s)| ≤ C(||g||H˙1 +O(ǫ(s))) ≤ Cd(u) +O(ǫ(s)).
Let δ0 be small enough, we obtain
(6.12) |αs|+ |θs|+
∣∣∣∣µsµ
∣∣∣∣+∑
j
|βj(s)| ≤ Cd(u),
which implies (6.1).
In particular, as shown in the proof of Theorem 4.1, we can obtain exponential estimate for
d(u) and the convergence of µ. Based on these, according to (6.12), we can obtain the exponential
estimates for all the parameter functions as follows
(6.13) |αs|+ |θs|+ |µs|+ d(u(t)) ≤ Ce
−δt.
Also, noticing that x(t) . t, in (6.11), we can obtain
(6.14)
∣∣∣∣xsµ
∣∣∣∣ . d(u(t)) + ∣∣∣∣µsµ x(t)
∣∣∣∣ . e−δt + te−δt . e− 12 δt.
The proof of Lemma 6.6 is complete.
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