We consider the bicriteria scheduling problem of minimizing the number of tardy jobs and average flowtime on a single machine. This problem, which is known to be NP-hard, is important in practice, as the former criterion conveys the customer's position, and the latter reflects the manufacturer's perspective in the supply chain. We propose four new heuristics to solve this multiobjective scheduling problem. Two of these heuristics are constructive algorithms based on beam search methodology. The other two are metaheuristic approaches using a genetic algorithm and tabu-search. Our computational experiments indicate that the proposed beam search heuristics find efficient schedules optimally in most cases and perform better than the existing heuristics in the literature.
Introduction
Many existing studies on scheduling consider the optimization of a single objective. In practice, however, there are situations in which a decision maker evaluates schedules with respect to more than one measure. Several recent multicriteria scheduling papers address single machine bicriteria scheduling problems. In the vein of this literature, the current study considers the minimization of mean flowtime ( F ) and the number of tardy jobs (n T ) on a single machine. Our contribution lies in developing new heuristics that outperform the current approximate solution methodologies and in characterizing the effectiveness of these proposed heuristics in terms of various problem parameters.
The number of tardy jobs and average flowtime are significant criteria for characterizing the behavior of manufacturers who want to meet the due dates of their customers while minimizing their own inventory holding costs. To achieve this purpose, the solution to the single machine problem can be used as an aggregate schedule for the manufacturer, or for generating a more detailed schedule for a factory based on a bottleneck resource. We propose four heuristics to find approximately the efficient schedules that minimize n T and F on a single machine. Efficient schedules are the set of schedules that cannot be dominated by any other feasible schedule, according to the considered criteria.
All other schedules that are not in this set are dominated by at least one of these efficient schedules. Although optimizing either of the objectives, n T or F , on a single machine is polynomially solvable, Chen and Bulfin (1993) show that finding efficient schedules that account for the two objectives simultaneously is NP-hard.
In the literature, most studies on bicriteria scheduling consider a single machine and the minimization of couples of criteria, such as the following: maximum tardiness and flowtime (Smith, 1956; Heck and Robert, 1972; Sen and Gupta, 1983; Köksalan, 1999; Lee et al., 2004; Haral et al., 2007) , maximum earliness and flowtime (Köksalan et al., 1998; Köktener and Köksalan, 2000; Köksalan and Keha, 2003) , maximum earliness and number of tardy jobs (Güner et al., 1998; Kondakci et al., 2003) , total weighted completion time and maximum lateness (Steiner and Stephenson, 2007) , and total earliness and tardiness (M'Hallah, 2007) . Extensive surveys of bicriteria single machine scheduling studies are provided by Dileepan and Sen (1988) , Fry et al. (1989) , and Wan and Yen (2003) . Several recent papers investigate bicriteria scheduling problems in other machining environments (Allahverdi, 2004; Toktaş et al., 2004; Arroyo and Armentano, 2005; Gupta and Ruiz-Torres, 2005; Varangharajan and Rejendran, 2005; Vilcot and Billaut, 2008) . Nagar et al. (1995) , T'kindt and Billaut (1999) , and Hoogeveen (2005) review the multicriteria scheduling literature, including papers that consider more than two criteria and more complex settings.
Other notable studies on multicriteria scheduling investigate the complexity of several problems (e.g., Chen and Bulfin, 1993; T'kindt et al., 2007) .
There are three modeling approaches to multicriteria scheduling problems: hierarchical optimization, weighted sum optimization, and pareto optimization (Wan and Yen, 2003) . A hierarchical optimization approach tries to minimize some of the criteria while keeping the others at their optimal value. In a weighted sum optimization approach, the decision makers assign weights to the criteria; thus, the multiple criteria are reduced to a single performance measure. The last category, pareto optimization, minimizes corresponding criteria simultaneously to find efficient schedules. Note that, given the efficient schedules for the bicriteria problem and the corresponding weights w 1 and w 2 , the solution to the minimization of w 1 F + w 2 n T can be found by evaluating all this finite number of efficient schedules. Chen and Bulfin (1993) report that the problem of minimizing n T while F is optimum, on a single machine, can be optimally solved by a polynomial time algorithm, a.k.a. the adjusted SPT order. This algorithm uses Moore's Algorithm on the SPT order to break ties among jobs with equal processing times; we refer to the sequence generated according to this algorithm as the SPT order. In another study, Emmons (1975) develops an algorithm for the problem of minimizing F while n T is optimum, which is shown to be NP-Hard by Huo et al. (2007) .
In the current paper, we seek efficient schedules, i.e., we use a pareto optimization approach to minimize the number of tardy jobs and average flowtime on a single machine.
The first study on this problem was by Nelson et al. (1986) , who proposed a constructive heuristic and an optimal solution based on a branch and bound procedure. In another study, Kiran and Unal (1991) define several characteristics of the efficient solutions. Kondakci and Bekiroglu (1997) present some dominancy rules, which they use to improve the efficiency of the optimal solution procedure by Nelson et al. (1986) . Recent studies on the problem propose some general-purpose procedures. Köktener and Köksalan (2000) and Köksalan and Keha (2003) developed heuristic methods based on simulated annealing and a genetic algorithm, respectively. The latter study reports that a genetic algorithm generally outperforms simulated annealing in terms of solution quality, however, a simulated annealing approach is faster than a genetic algorithm.
After reviewing these studies, we observe that only a few solution methodologies (one exact and three heuristics) were proposed for the problem considered in this paper.
Moreover, these solution methods are not compared with each other in detail. Thus, their relative strengths are unknown. The only exception is a study by Köksalan and Keha (2003) , in which the authors test the performance of their proposed genetic algorithm, relative to the simulated annealing approach of Köktener and Köksalan (2000) . A comparison of these two iterative methods with respect to the optimum solution was also made, however, it was limited to a problem size of 20 jobs. In this study, we present four new algorithms: two are constructive algorithms, based on the beam search method, and the other two work iteratively utilizing a genetic algorithm (GA) and tabu-search (TS). We compare these proposed heuristics with each other and with the exact and heuristic solution methods available in the literature. Hence, we also illustrate the relative strengths of each solution method under different problem parameters.
The organization of this paper is as follows. In Section 2, we present an explicit mathematical formulation for the problem of minimizing the number of tardy jobs and average flowtime on a single machine. In Section 3, we describe Nelson et al.'s (1986) optimal solution method for this problem. The proposed beam search algorithms are presented in Section 4, and GA and TS algorithms are described in Section 5. We discuss the findings of our extensive numerical study in Section 6. Finally, we present general conclusions and future research directions in Section 7.
Problem Formulation
We consider a single-machine environment in which N jobs are to be scheduled with the objective of minimizing the number of tardy jobs and average flowtime. In this environment, jobs have due dates and deterministic processing times. We assume that preemption is not allowed and that there exists no precedence relationship between jobs. The delays that occur in the machining process due to maintenance and unexpected failures are ignored. P j and d j are the processing time and the due date of job j, respectively. Denoting S as a feasible schedule, F (S) represents the average flowtime of schedule S, and n T (S) refers to the number of tardy jobs resulting from schedule S.
As discussed earlier, our approach aims at finding efficient schedules for minimizing F and n T . More formally, we are interested in finding a set of schedules where, if S is an element of this set, then there exists no schedule S′ satisfying the following constraints, while at least one of these constraints is strict:
Our solution approach builds on the fact that optimizing either one of the objectives, n T or F , on a single machine is polynomially solvable. It is well known in the scheduling literature that the shortest processing time (SPT) rule minimizes the average flowtime and that Moore's Algorithm (Moore, 1968) minimizes the number of tardy jobs. In the rest of the manuscript, we will denote n T (SPT) and n T (Moore) as the number of tardy jobs when all jobs are sequenced using the SPT rule and Moore's Algorithm, respectively. Kiran and Unal (1991) showed that for each number of tardy jobs between n T (SPT) and n T (Moore) , there exists at least one corresponding efficient schedule. The range between n T (SPT) and n T (Moore) is referred to as the efficient range of the number of tardy jobs. Any schedule having a number value of tardy jobs that is outside the efficient range is dominated by some efficient schedule.
Since there exists at least one efficient schedule for every n T value in this range, the total number of efficient schedules for a given problem is at least n T (SPT) -n T (Moore) + 1.
Therefore, for a problem with N jobs, we solve the following model for all n such that
To present a more detailed formulation of the above problem, let us define X ij and Y j as follows.
Also, let M and ξ denote a very large and very small number, respectively. We next present an explicit mathematical model for our problem. Recall that this model should be solved for
In the above formulation, Equation (1) assures that only one job can be assigned to each position in the schedule. Equation (2) makes sure that there is no unassigned job. Expressions (3) and (4) jointly identify whether job j is tardy or not, i.e., Y j = 0 or Y j = 1. Finally, Equation (5) states that only n jobs are tardy. As seen in the model, Inequalities (3) and (4) are nonlinear, due to the multiplication of X rj and X ik . Since both variables are binary, however, it is possible to linearize these inequalities by replacing X rj X ik with Z rjik and adding the following three constraints to the model for all i, j, k, r
Observe that for any problem, the efficient schedule that has n T (SPT) tardy jobs is the schedule that is formed according to the SPT order. Therefore, the remaining n T (SPT) -n T (Moore) efficient schedules need to be found. Nelson et al. (1986) proposed an efficient branch and bound algorithm to find all these schedules optimally. Yet this algorithm is not computationally efficient for large size problems. Since the heuristics that we propose will take from Nelson et al.'s branch and bound algorithm (B&B Algorithm) and will be compared with it, we next present a brief summary of this algorithm.
Optimal Solution Methodology for Minimizing T n and F
The B&B Algorithm developed by Nelson et al. (1986) depends on two key points. First is the fact that, given N jobs and a subset of these N jobs, the schedule that gives a minimum value for F while keeping the jobs in the given subset non-tardy is found using Smith's Algorithm (see Smith, 1956; Kiran and Unal, 1991) . The second point is presented in the following theorem.
Theorem 1 (Nelson et al., 1986) : The jobs that are early in the SPT order are also early in at least one of the efficient schedules with n T = n for all n s.t. n T (SPT) ≥ ≥ n n T (Moore) .
This theorem implies that in order to find an efficient schedule with n T = n, it is necessary to determine which other n T (SPT) -n jobs will be early, besides the early jobs of the SPT order. Therefore, to minimize F subject to having n tardy jobs, all subsets with cardinality n T (SPT) -n that are composed of the tardy jobs in the SPT order should be evaluated using Smith's Algorithm. The schedule that is obtained through this evaluation is the efficient schedule for n T = n.
The B&B method is designed to determine one efficient schedule at every level of the branch and bound tree. More specifically, at the k th level, an efficient schedule for n T = n T (SPT) -k is found, where k=0,…, n T (SPT)-n T (Moore) . In this tree, each node stores a set of jobs that need to be kept non-tardy. We will refer to this set as the early job set. An early job set at level k is a subset of N jobs with cardinality N -n T (SPT) + k. The nodes at level k cover all possible subsets that have the specified cardinality. Of these jobs, N -n T (SPT) in each early job set are the early jobs of the SPT order, and the remaining k are among the tardy jobs of the SPT order. Smith's Algorithm is run for each node in level k, and the schedule that has the minimum F while keeping the corresponding N -n T (SPT) + k jobs non-tardy is found. The schedule that gives the least F considering all the nodes at level k, is the efficient schedule for n T = n T (SPT) -k. The procedure is repeated for each level of the branch and bound tree. The tree starts with the node that stores the early jobs of the SPT order at the level 0 and ends at the level n T (SPT)-n T (Moore), after finding the efficient schedule for n T (Moore).
As stated above, we use Smith's Algorithm to evaluate the nodes of Nelson et al.'s B&B tree. In fact, Smith's Algorithm minimizes F given T max is zero, where T max is the maximum tardiness. Equivalently, it finds the schedule that minimizes F given n T = 0. Therefore, in order to utilize this algorithm at a node, we first set the due dates of the jobs not included in the corresponding early job set to infinity. That is, for each node k, we solve the following problem using Smith's Algorithm:
where E k is the early job set of node k.
Proposed Beam Search Algorithms
Beam search is a fast and approximate branch and bound algorithm, where instead of expanding every node to the next level, as in the classical branch and bound tree, only a limited number of promising nodes are expanded. Thus, rather than performing all branch and bound tree operations, beam search efficiently operates on only a small portion of the tree. Beam search is successfully applied to a variety of scheduling problems, such as FMS scheduling (Sabuncuoglu and Karabuk, 1998) , job-shop scheduling (Sabuncuoglu and Bayiz, 1999; Duarte et al., 2004) , open shop scheduling (Blum, 2002) , mixed-model assembly line scheduling (McMullen and Tarasewich, 2000) , and unrelated parallel machine scheduling (Ghirardi and Potts, 2005) . There are two types of beam search implementations with respect to the branching procedure: dependent and independent beam search. We applied both of these branching procedures to the problem under consideration. 
Independent Beam Search (BS-I)

Dependent Beam Search (BS-D)
The dependent beam search algorithm is a slightly modified version of the independent beam search algorithm. In the independent beam search tree, after the second level, only one node is expanded to the next level, among the nodes from the same parent. In the dependent beam search, however, all the nodes at a level are evaluated together, without considering their parent nodes, and b nodes with the smallest F values are expanded to the next level. This implies that more than one node that has the same parent node can be expanded to the next level.
Note that the heuristic proposed by Nelson et al. (1986) is based on expanding the node with the minimum flowtime at each level of a given B&B tree. It can be observed that this heuristic is nothing but a special version of our proposed beam search algorithms, with a beam width of 1. In the rest of the text, we refer to this heuristic as Nelson's Heuristic.
Next, we illustrate the proposed beam search algorithms over a numerical example.
Example: Consider a single machine scheduling problem with six jobs having the following processing time and due-date information. In order to find the heuristic-efficient schedules for the above problem instance, we first need to determine the efficient range. It turns out that we have n T (Moore) = 1, F (Moore) = 19.83 , n T (SPT) = 4, and F (SPT) = 13, and, therefore, the efficient range contains four values.
Recall that SPT order is the efficient schedule corresponding to n T = 4 and that it has job 1 and job 2 as early and the remaining jobs as tardy. 
Proposed Iterative Algorithms
In this section, we propose two iterative algorithms based on tabu-search and genetic algorithm approaches. Such approaches, in general, are generic metaheuristics for locating a good approximation to the global optimum of a given function, in a large search space. Tabu search belongs to the class of local search techniques and is based on avoiding local optima by using memory structures called tabu lists. These lists temporarily record visited solutions and prevent the algorithm from cycling around these solutions. Genetic algorithms, on the other hand, are among global search heuristics. Solutions are represented as chromosomes with varying gene structures. A typical genetic algorithm is based on changing an initially generated set of solutions using techniques such as mutation and crossover, until a terminating condition is satisfied.
Proposed Tabu-search Approach
The proposed TS Algorithm utilizes Theorem 1 and Smith's Algorithm. To find a heuristic efficient schedule with n T = n, subsets of cardinality n T (SPT) -n that include the tardy jobs of the SPT order are searched. First, a subset with cardinality n T (SPT) -n is randomly selected and taken as the current subset. Then, some neighbors of this current subset with cardinality n T (SPT) -n are generated. Next, these neighbors are evaluated using
Smith's Algorithm. The neighbor for which Smith's Algorithm gives the least F is accepted as the new current subset. After 100 iterations, or if every neighbor appears to be infeasible, the schedule that Smith's Algorithm finds for the current subset is accepted as the heuristic efficient schedule with n T = n.
The procedure described above is a forward search starting from n T = n T (SPT) -1 and continuing towards n T = n T (Moore) . Our initial runs indicate, however, that the forward search cannot find a heuristic efficient schedule for some n T = n, where n T (SPT) ≥ ≥ n n T (Moore) . Thus, a backward search is also performed starting from n T = n T (Moore) . In this backward search, the jobs that are tardy in Moore's Algorithm are allowed to be tardy at every iteration. For each n T = n, which other n -n T (Moore) jobs will be allowed to be tardy is searched in the same manner as in the forward search. After backward and forward searches are completed, among the schedules that these searches find for n T = n, the one with the smallest F is selected as the heuristic efficient schedule. Detailed descriptions of the forward and backward search mechanisms are provided in Appendix A.
Neighborhood Generation
The neighbors of the current subset are generated by selecting a specific job from the current subset and replacing it with another job that is not an element of the current subset. In fact, the selected job is replaced with every possible job, one by one, to generate all possible neighbors. A job is selected to be replaced with a probability that is inversely proportional to the number of times the job has been selected before. That is, denoting N j as the number of times that job j has been selected, the probability of selecting job j is given by 
Tabu List and Aspiration Criterion
The jobs from the current subset that are selected to be replaced are added to the tabu list.
Once a job is added to the tabu list, it is kept there for the next five iterations. The aspiration criterion is to override the tabu status of a move if this move yields the best solution so far.
Stopping Criteria
As discussed above, the TS Algorithm terminates after a forward search and a backward search are completed. Both of these searches are based on evaluating 100 consecutive neighbors for n T = n where n T (SPT) ≥ ≥ n n T (Moore).
Proposed Genetic Algorithm
The proposed genetic algorithm (GA) tries to find the jobs to be tardy in the efficient schedule with n T = n, for all n, such that n T (SPT) ≥ ≥ n n T (Moore) . It searches on the subset of the N jobs with cardinality n. The proposed algorithm uses binary representation, that is, each of these subsets is represented with chromosomes of N genes having a value 1 or 0.
Each gene represents the tardiness state of the corresponding job. For example, if the j th gene has value 1, then the j th job is allowed to be tardy, otherwise the j th job should be non-tardy.
Recall that the schedule that gives minimum F while keeping the jobs with gene value zero as non-tardy can be found using Smith's Algorithm. Therefore, finding the right chromosome is equivalent to finding the efficient schedule. The steps of the proposed genetic algorithm can be found in Appendix B.
The Fitness Function
The fitness function is used to determine the worst two chromosomes in the current population and to determine the second parent chromosome for crossover operations via tournaments. We define the fitness function as
This function is quite similar to the one used by Köksalan and Keha (2003) . The only difference is that n T (C) and ) (C F are obtained by evaluating chromosome C using Smith's Algorithm. Köksalan and Keha (2003) present an algorithm to find the initial schedule with n T = n. Their genetic algorithm starts the search for the efficient schedule with n T = n at this initial schedule. They refer to this algorithm as the initial heuristic. We propose another initialization heuristic. For a given problem having n T ≤ n, we assign a job to each position starting from the first position. Job j is eligible to be assigned to the current position if scheduling the remaining unassigned jobs according to Moore's Algorithm yields at most n tardy jobs in total. Among the eligible jobs, the one with the shortest processing time will be placed in the current location in the schedule.
Initial Population
The population size is constant and is equal to 30. In forming an initial population of chromosomes, for each n T value in {n, n -1, n +1, n +2}, one schedule is generated using Köksalan and Keha (2003) 's initial heuristic, and one schedule is found using our proposed initial heuristic. A total of eight chromosomes are created representing the tardy jobs in these schedules. Similarly, three other chromosomes are generated for the EDD order, the SPT order, and the sequence that results from Moore's Algorithm. The latter two chromosomes are used to form the neighbors. That is, by changing the values of some genes from 1 to 0, five neighbor chromosomes are produced from the chromosome representing the SPT order.
Another five are generated by changing the values of some genes from 0 to 1 in the chromosome corresponding to Moore's Algorithm. In both cases, the total gene values of the neighbor chromosomes will be equal to n. Lastly, nine solutions are generated randomly. The initial population consists of all these listed chromosomes.
Crossover and Mutation Operators
In order to update the population, two chromosomes, called parents, are chosen for crossover.
The first parent is generated with a tournament and the second parent is selected randomly.
The tournament for the first parent involves determining the chromosome that has the best fitness function value, among five randomly selected ones. Two-point crossover operation was used in the proposed algorithm. Here, two genes on the parent chromosomes are selected randomly, and the parts of the chromosomes between these genes are interchanged. As a result, two new chromosomes are generated. These two chromosomes are added to the population, and the two worst chromosomes according to the fitness function are extracted from the population. This crossover mechanism is similar to the one presented by Köksalan and Keha (2003) . Mutation is applied to a randomly selected chromosome in the current population. The selected chromosome's two genes, one with value 1 and the other with value 0, are selected randomly, and their gene values are interchanged.
Stopping Criteria
In order to find a heuristic efficient schedule for n T = n where n T (SPT) ≥ ≥ n n T (Moore) , varying values of the weight w are used in the fitness function (see Step 7 of the algorithm in Appendix B). For a given w value, the search is complete after 100 crossovers or if the best chromosome does not change for 20 consecutive crossovers.
Computational Results
In order to evaluate the performances of the proposed heuristics, we conducted experiments on several randomly generated problems with sizes of 20, 30, 40, 60, 80, 100, and 150 jobs.
The processing times are taken as uniformly distributed in the ranges [0,25] and [0,100], representing low and high processing time variability, respectively. The due dates are also uniformly distributed on the four different ranges, as summarized in Table 2 . Here, SP denotes the sum of the processing times of the N jobs. Note that the same due date and processing time distributions are used by Köksalan and Keha (2003) . Before performing an extensive numerical study, we conducted a preliminary analysis to decide on a beam width value for our beam search algorithms. In our initial experimentation, we observed that the quality of the solution for a problem is very sensitive to a marginal increase in the beam width at its smaller values. As the beam width increases, however, its impact on the solution quality diminishes. We also observed that the range of the beam width values that improve the solution is smaller for small size problems. Therefore, we focused on the largest sized problems within our consideration to decide on a single value for the beam width and used it for all problems. Namely, for each processing time and due-date combination, we generated five sample problems with 150 jobs (i.e., 40 problems overall). 
Beam Width Number Cases that Deviation
Occurs
Recall that the total number of efficient schedules for a given problem is at least n T (SPT) -n T (Moore) + 1. Our sample problems yielded 756 efficient schedules, each corresponding to a different n T value for an instance. In order to measure the impact of increasing beam width, we considered the number of heuristic efficient schedules that had a better solution quality at the new beam width value, compared to that at b=1. Figure 2 , the performance of the beam search does not change much after b=20; therefore, we took b=20 in our experimentation with BS-I and BS-D.
Comparison with the Optimal Solution
Since the B&B Algorithm developed by Nelson et al. (1986) requires long computational times (e.g., up to four days for a problem with 60 jobs), the performance of the proposed heuristics, relative to the optimum solution, was tested only for small size problems (i.e., 60 jobs or less). A detailed comparison of all the heuristics among themselves was made over large size problems (with more than 60 jobs), and the results will be presented in the next section.
Comparison of the heuristics with the optimal solution was made over 320 small size problems, resulting from 10 randomly generated instances for each combination of job size, due date, and processing time distribution. These 320 problems were solved using the seven heuristics (i.e., Nelson's Heuristic, BS-I, BS-D, Köksalan and Keha (2003) 's genetic algorithm (GA(K&K)), Köktener and Köksalan (2000) 's simulated annealing (SA(K&K)), the proposed tabu-search (TS), and the proposed genetic algorithm (GA)), and were compared with Nelson's optimal solution procedure. Köksalan and Keha (2003) state that tournament size does not affect the performance of GA(K&K) considerably. Therefore, we took the tournament size as 5 for all genetic algorithm applications.
The following four measures were considered in our experiments. schedules for a test problem, using a Pentium 3.00 GHz processor. Tables 4 and 5 further indicate that the problems generated using Type IV due date distribution are solved quite effectively by the beam search heuristics and by Nelson's Heuristic. Recall that this distribution type represents problems with loose due dates.
Although these algorithms also work well for problems with tighter due dates (i.e., due date distribution types I, II, or III), most deviation instances occur in these problem types.
Processing time variability, on the other hand, does not affect the solution quality of BS-I and BS-D. For Nelson's Heuristic, deviation from optimality mostly occurs in the problems with low processing time variability combined with Type I due dates and in problems with high processing time variability combined with Type II due dates. It can also be observed that GA performs better in problems with high processing time variability. It is important to note that, as the problem size increases, Nelson's Heuristic, BS-I, BS-D, SA(K&K), and TS may fail to find a solution for some of the efficient schedules. As stated before, for a given problem, there are n T (SPT) -n T (Moore) + 1 efficient schedules. In some of the 320 test problems, however, these heuristics cannot find an approximate solution specifically for the efficient schedule with n T (Moore) number of tardy jobs (see Table 6 ). The number of such problems is very small, and most of the cases that cannot be solved by
Nelson's Heuristic are solved by BS-I and BS-D. Nevertheless, the number of these instances seems to increase as the problem size increases. In order to see whether this trend will continue for larger problem sizes and to better observe the performance of our heuristics, we performed experiments on problems with 80, 100, and 150 jobs. 
Experiments on Larger Problem Sizes
We generated larger size problems with 80, 100, and 150 jobs using the same processing time and due date distributions discussed earlier. For each job size, processing time, and due date distribution type, we generated 10 problems and obtained 240 problems in total. In our experiments with larger problems, the first measure that we consider is the average We also observe that BS-D performs slightly better than BS-I on larger size problems. In most cases, however, their solution qualities are almost the same. As seen in Table 7, for problems with 150 jobs, BS-D outperforms Nelson's Heuristic in a few more instances than does BS-I.
GA and TS perform better than GA(K&K) and SA(K&K) for almost all measures presented in Table 7 . The performances of TS and GA are nearly the same for the cases in which they both find a solution. In these cases, the overall average difference from Nelson's Heuristic is nearly the same. The best-case and worst-case performances of GA, as measured by the maximum and minimum percentage differences, respectively, are better than those of TS. The real handicap of TS is that there is a considerable number of efficient schedules for which it cannot find a heuristic solution (see Table 8 ). GA, on the other hand, finds heuristic efficient schedules for every instance. While the number of no solution cases is quite high for SA(K&K) and TS, GA and GA(K&K) find a solution for every n T value for the problems considered in our experiments.
As seen in Table 9 , however, the computation time requirements for GA and GA(K&K) are much longer than those of the beam search based algorithms. Therefore, for large size problems, if decision makers desire to find heuristic efficient schedules for all n T values in the efficient range, they should first use BS-D or BS-I algorithms in order to minimize the number of instances in which no solution is found. Then, a genetic algorithm should be used to solve the remaining instances. 
Conclusions
As a result of our experiments, we conclude that BS-D and BS-I perform quite well for the multicriteria scheduling problem of minimizing the average flowtime and number of tardy jobs. In most cases, these two algorithms find the efficient schedules optimally. The only disadvantage of our beam search algorithms is that, although rarely, they fail to find heuristic efficient solutions for some n T values in the efficient range. For such cases, we propose that GA or GA(K&K) be used. The proposed GA and TS algorithms also yield better results than GA(K&K) and SA(K&K), even though they are poor, relative to BS-D and BS-I.
With the insights gained from this study, we propose to extend our current research to solve other multicriteria scheduling problems. This work can be extended to more complex settings, such as parallel machine environments. It would also be interesting to study robustness and stability measures in dynamic and stochastic manufacturing settings.
Appendix A. Forward and Backward Searches of the TS Algorithm Forward Search
Step 0: Find the tardy jobs in the SPT sequence, and define E 0 as the set of these jobs. Set n = 1, Iteration = 0. Let the initial tabu list be empty.
Step 1: Take a random subset of E 0 with cardinality n, and set E current to this subset. Find the schedule that minimizes the average flowtime while keeping the jobs in E current non-tardy (in addition to the non-tardy jobs of the SPT order) using Smith's Algorithm. Set F current to the F value that corresponds to this schedule.
Step 2: Find the neighbors of E current . Evaluate the neighbors that are not prohibited by the tabu list using Smith's Algorithm, and record the corresponding F value for each neighbor.
Step 3: If all neighbors are either infeasible according to Smith's Algorithm or prohibited by the tabu list, go to Step 6. Otherwise, go to Step 4.
Step 4: Among the evaluated neighbors of E current , select the one with the minimum F value as the new E current , and set F current to its mean flow time. Set Iteration = Iteration + 1. Update the tabu list by adding the job removed from the previous E current and by removing the job that was in the tabu list for the last five iterations.
Step 5: If Iteration <100, go to Step 2. Otherwise, go to Step 6.
Step 6: The schedule that is found by evaluating E current with Smith's Algorithm is the heuristic efficient schedule for n T = n T (SPT)-n.
Step 7: Set n = n+1. If n T (SPT) -n < n T (Moore), go to Step 8. Otherwise, go to Step 1.
Step 8: Terminate the algorithm.
Backward Search
Step 0: Find the non-tardy jobs in the sequence that are ordered according to Moore's Algorithm, and define E 0 as the set of these jobs. Set n = N-n T (Moore), Iteration = 0. Let the initial tabu list be empty.
Step 1: Take a random subset of E 0 with cardinality n and set E current to this subset. Find the schedule that minimizes the average flowtime, while keeping the jobs in E current non-tardy using Smith's Algorithm. Set F current to the F value that corresponds to this schedule.
Step 2: Find the neighbors of E current . Evaluate neighbors that are not prohibited by the tabu list using Smith's Algorithm, and record the corresponding F value for each neighbor.
Step 6: The schedule that is found by evaluating E current with Smith's Algorithm is the heuristic efficient schedule for n T = N-n.
Step 7: Set n = n-1. If N-n =n T (SPT) go to Step 8. Otherwise, go to Step 1.
Note that in the forward search, E current represents the jobs to be non-tardy in addition to the early jobs of the SPT order. In the backward search, however, E current represents the jobs to be tardy in addition to the tardy jobs of the sequence formed using Moore's Algorithm.
Appendix B. The Proposed Genetic Algorithm
Step 0: Initialization of the parameters; n = n T (SPT) -1, w = 0.
Step 1: Establish the initial chromosome population for the efficient schedule with n T = n.
Step 2: Select two chromosomes from the current chromosome population. One of the chromosomes will be chosen randomly, while the other one will be determined according to a tournament.
Step 3: Apply crossover to the selected chromosomes and generate two new chromosomes.
The new chromosomes are added to the population, whereas the worst two existing chromosomes according to the evaluation function will be removed from the population.
Step 4: Apply mutation to the current population. Then, evaluate the population with Smith's Algorithm and record the schedule with the least fitness function value as the best schedule.
Step 5: If the best chromosome of the population does not change for 20 consecutive crossovers or 100 mutations, go to Step 6. Otherwise, repeat Steps 2, 3, and 4.
Step 6: Take the best schedule that is recorded in Step 4 as the heuristic efficient schedule for n T = n.
Step 7 Otherwise, initialize the statistics considered in
Step 5, and go to Step 2.
Step 8: If n = n T (Moore) go to Step 9. Otherwise, set n = n -1, w = 0 and go to Step 1.
Step 9: Terminate the algorithm.
