The decentralized coded caching scheme of Maddah-Ali and Niesen for the shared link network achieves an order-optimal memory-load tradeoff when the file size goes to infinity. It is then successively shown by Shanmugam et al. that, in the practical operating regime where the file size is finite, such a scheme yields a much less attractive coded caching gain. In this paper, we focus on designing decentralized coded caching schemes that can achieve low worst case loads of the shared link when the file size is finite and maintain order-optimal memory-load tradeoffs when the file size grows to infinity. First, we propose a decentralized coded caching design framework for designing decentralized coded caching schemes that can achieve significantly lower worst case loads than Maddah-Ali-Niesen's decentralized coded caching scheme in the finite file size regime while maintaining order-optimal memory-load tradeoffs when the file size grows to infinity. Then, within the proposed framework, we propose a decentralized coded caching scheme, which is simple and tractable, and can achieve a low worst case load in both the finite and infinite file size regimes. We analyze the worst case load of the proposed scheme and show that it outperforms Maddah-Ali-Niesen's and Shanmugam et al.'s decentralized schemes in the finite file size regime when the number of users is not too small. We also analyze the asymptotic worst case load of the proposed scheme when the file size goes to infinity and show that the proposed scheme achieves an order-optimal memoryload tradeoff. Finally, we analytically characterize the behavior of the worst case coded caching gain of the proposed scheme as a function of the required file size when the file size is large.
I. INTRODUCTION
T HE rapid proliferation of smart mobile devices has triggered an unprecedented growth of the global mobile data traffic, with a predicted nearly seven-fold increase between 2016 and 2021 [2] . In order to support such dramatic growth of wireless data traffic, caching and multicasting have been recently proposed as two promising approaches for massive content delivery in wireless networks. By proactively placing content closer to or even at end users during the off-peak time, network congestion during the demand peaks can be greatly reduced [3] , [4] . On the other hand, leveraging the broadcast nature of the wireless medium by multicast transmission, popular content can be delivered to multiple requesters simultaneously [5] .
In [3] - [5] , caching and multicasting are considered separately. In view of the benefits of caching and multicasting, joint design of the two promising techniques is expected to achieve superior performance for massive content delivery in wireless networks. For example, in [6] , the optimization of caching and multicasting, which is NP-hard, is considered in a small cell network, and a simplified solution with approximation guarantee is proposed. In [7] , the authors propose a joint throughputoptimal caching and multicasting algorithm to maximize the service rate in a multi-cell network. In [8] , [9] , the authors consider the analysis and optimization of caching and multicasting in large-scale wireless networks modeled using stochastic geometry. However, [6] - [9] consider joint design of traditional (uncoded) caching and multicasting, the gain of which mainly derives from making content available locally and serving multiple requests of the same content concurrently.
Recently, a new class of caching schemes, referred to as coded caching, have received significant interest, as they can achieve a nearly information theoretically optimal memoryload tradeoff within a factor of 2 in the worst-case load [10] and the exactly information theoretically optimal memory-load tradeoff under the constraint of uncoded prefetching [11] . The main novelty of such schemes with respect to conventional approaches is that the information stored in the user caches is treated as "receiver side information" in order to enable network-coded multicasting via index-coding [12] , [13] , such that a single multicast codeword is useful to a large number of users, even though they are not requesting the same content. In [14] , Maddah-Ali and Niesen consider a system with one server connected through a shared error-free link to L users. The server has a database of N files, and each user has 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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an isolated cache memory containing up to M files. The caching problem consists of two phases, namely, a content placement phase and a content delivery phase. The content placement is performed once, before operating the network, and independently of user requests. Then, the users place requests in rounds, and at each round the server responds with a multicast message constructed by coded multicast XOR operations that satisfies all user requests simultaneously. The performance of the scheme is quantified by the length of the multicast message, i.e., the load of the shared link, normalized by the length of a single file. This scheme and variations thereof have been investigated in a very large number of subsequent works (e.g., see [14] - [27] ). Giving an account of this, we focus only on the works that are directly relevant to ours, and a large body of recent research would be out of the scope of this paper.
In [14] - [18] , to reduce the worst-case (over all possible requests) load of the shared link in the delivery phase, centralized coded caching schemes, defined as coded caching schemes where the content placement at users depends on the number of users L in the system and is coordinated by a central controller, are proposed. Specifically, Maddah-Ali-Niesen's centralized scheme (referred to as the MAN centralized scheme from the initials of its authors' names) in [14] achieves an order-optimal memory-load tradeoff with the required file size (i.e., the number of subpackets per file, also referred to as the subpacketization order) greater than or equal to L LM N . The schemes in [15] - [18] can achieve smaller required file sizes than the MAN centralized scheme, at the sacrifice of worst-case loads increase. The centralized coded caching schemes in [15] - [17] are based on combinatorial designs. Shanmugam et al.' s centralized scheme (referred to as the SJTLD centralized scheme from the initials of its authors' names) in [18] divides the L users into groups of size K, and applies the MAN centralized scheme for each user group separately. The centralized schemes in [14] - [18] have limited practical applicability, as the number of active users in the delivery phase is not known in the placement phase and central coordination yields higher implementation complexity.
In [18] - [20] , to reduce the worst-case load of the shared link in the delivery phase, decentralized coded caching schemes, defined as coded caching schemes where each user can independently determine its own cache content from the database, without any knowledge of other users, are proposed. Specifically, Maddah-Ali-Niesen's decentralized scheme (referred to as the MAN decentralized scheme) [19] considers a placement phase where each user randomly and independently caches a fraction γ = M N of data units from each file. In the delivery phase, files are partitioned into subpackets of random lengths based on the cached contents of all active users, and coded messages that are useful to all subsets of active users are formed based on these subpackets in a certain manner and then multicasted by the server. It is shown that this scheme achieves an order-optimal memory-load tradeoff in the asymptotic regime of large file size. However, it is successively shown in [18] that this decentralized coded caching scheme can achieve at most a worst-case coded caching gain of 2 over conventional uncoded caching, if the file size is less than or equal to N LM exp (LM/N ). 1 This degradation of the coded caching gain in the finite file size regime is referred to as the finite file size problem in coded caching, and it is one of the most important problems that need to be addressed in order to make the coded caching paradigm fully viable in practice. The main reason for this negative result is that the random placement procedure in the MAN decentralized scheme generates subpackets of random lengths and causes large variance of the lengths of subpackets in each coded multicast message, leading to the "bit waste" effect [21] in XOR operations of the delivery procedure and a drastic reduction of coded-multicasting opportunities. To address the finite file size problem in decentralized coded caching, the authors in [20] propose two delivery procedures under the random placement procedure of the MAN decentralized scheme [19] . Specifically, the first procedure in [20] is based on heterogeneous coded delivery (HCD) [21] , i.e., all subpackets of the same type 2 in one coded multicast message are padded with data removed from some subpackets of higher types to achieve the same length as the longest subpacket in the coded multicast message. The second procedure in [20] is based on cross-type coded delivery, i.e., subpackets of different types are coded together, to increase the overall coded-multicasting opportunities. Note that the two delivery procedures could not fundamentally avoid the "bit waste" effect stemming from the random placement procedure of the MAN decentralized scheme [19] . In [18] , a decentralized coded caching scheme (referred to as the SJTLD decentralized scheme) is proposed to reduce the "bit waste" effect when the file size is limited. The placement procedure of the SJTLD decentralized scheme is the same as that of the MAN decentralized scheme. In the delivery phase, active users are partitioned into multiple groups of the same size, and different groups of users are served seperately. Within each group, files are partitioned into subpackets of random lengths based on the cached contents of the active users in this group, and then a "pull down phase" (i.e., a procedure where all subpackets of a selected type are randomly padded with data of higher types) is adopted. Finally, the coded multicasting mechanism in the MAN decentralized scheme is applied in each group. As the user grouping method reduces the variance of lengths of subpackets caused by the random placement procedure, it is able to alleviate (although cannot fully avoid) the "bit waste" effect. Furthermore, the "pull down phase" increases coded-multicasting opportunities in coding subpackets of the selected type at the expense of reducing coded-multicasting opportunities in coding subpackets of higher types.
In [22] - [28] , the authors design decentralized coded caching schemes to reduce the average (over random requests) load of the shared link in the delivery phase under an arbitrary file popularity. Specifically, in [24] - [26] , the MAN decentral- 1 For future reference, in this paper, we refer to "worst-case coded caching gain" of a particular coded caching scheme as the ratio between the worstcase load achieved by conventional uncoded caching and the worst-case load achieved by that particular scheme. Since coding should provide a lower load, the gain is some number larger than 1.
2 If a subpacket is stored in p user caches, then the subpacket is said to be of type p [21] .
ized scheme [19] is extended in order to reduce the average load for an arbitrary but known in advance file popularity distribution. In [28] , the MAN decentralized scheme [19] is extended to the case of an unknown popularity distribution by placing contents on the fly. Note that the decentralized coded caching schemes in [24] - [26] , [28] suffer from the same drawback as the MAN decentralized scheme in [19] when the file size is limited. In [27] , the authors propose a decentralized random coded caching scheme based on a greedy constrained coloring (GCC) delivery procedure. Compared with the delivery procedure of the MAN decentralized scheme [19] , the GCC delivery procedure has low computational complexity, but achieves the same average load. The scheme based on the GCC delivery procedure in [27] can achieve an orderoptimal memory-load tradeoff in the asymptotic regime of infinite file size with manageable complexity, but again suffers from the finite file size problem [29] . In [22] , [23] , the authors propose decentralized coded caching schemes based on crosstype coded delivery. Compared with the delivery procedure of the MAN decentralized scheme [19] , the cross-type coded delivery procedures can increase the overall codedmulticasting opportunities. The two schemes in [22] , [23] are shown to achieve lower average loads when the file size is finite, but cannot fundamentally avoid the "bit waste" effect stemming from their random placement procedures.
In this paper, we focus on designing decentralized coded caching schemes that can achieve low worst-case loads of the shared link when the file size is finite, and maintain orderoptimal memory-load tradeoffs when the file size grows to infinity. Our main contributions are summarized below.
• We propose a decentralized coded caching design framework for designing decentralized coded caching schemes. This framework creates a cache content base with K cache contents that can be constructed by the placement procedure of a centralized coded caching scheme based on uncoded prefetching for K users. In the placement phase, each user randomly and independently chooses a cache content from the cache content base and stores it in its cache. In the delivery phase, all users are partitioned into groups, and the users in each group are served separately using coded-multicasting. • Within the proposed framework, we propose a new decentralized coded caching scheme that is simple and tractable, and can achieve a low worst-case load in both the finite and infinite file size regimes. Specifically, we construct the cache content base using the placement procedure of the MAN centralized scheme [14] . This ensures zero variance of the lengths of packets involved in coded multicast XOR operations, hence fundamentally avoiding the "bit waste" effect and increasing codedmulticasting opportunities in the finite file size regime. We also propose a low-complexity delivery procedure for each group that is well adaptive to the number of users in the group and their cache contents. We show that the proposed scheme can easily adapt to the changes of the number of files and the cache size. • We analyze the worst-case load of the proposed scheme and show that the proposed scheme outperforms the MAN and SJTLD decentralized schemes in the finite file size regime, when the number of users is not too small. Furthermore, we analyze the asymptotic worstcase load of the proposed scheme when the file size goes to infinity and show that the proposed scheme achieves the same asymptotic memory-load tradeoff as the MAN decentralized scheme, and hence is also order-optimal in the memory-load tradeoff. • We analyze the worst-case coded caching gain of the proposed scheme in the finite file size regime. We show that when the number of users is large, the proposed scheme achieves the same tradeoff between the required file size and the coded caching gain as the SJTLD centralized scheme [18] . We derive an upper bound on the required file size for given target worst-case coded caching gain. We also analyze the growth of the worstcase coded caching gain with respect to the required file size of the proposed scheme, when the file size is large. • Numerical results confirm the theoretic results and show that the proposed scheme outperforms the MAN and SJTLD decentralized schemes in the finite file size regime provided that the number of users is not too small.
II. PROBLEM SETTING
As in [19] , we consider a system with one server connected through a shared, error-free link to L ∈ N users, where N denotes the set of natural numbers. The server has access to a database of N ∈ N files, denoted by W 1 , . . . , W N . In this paper, we focus on the case of N ≥ L. Each file consists of F ∈ N indivisible data units. 3 Thus, F represents the file size. Let N {1, 2, . . . , N} and L {1, 2, . . . , L} denote the set of file indices and the set of user indices, respectively. Each user has an isolated cache memory of M F data units, for some M ∈ [0, N]. We refer to γ M N as the normalized local cache size.
The system operates in two phases, namely, a placement phase and a delivery phase [19] . In the placement phase, the users are given access to the entire database of N files. Each user fills its cache by using the database. Let φ l denote the (possibly random) caching function for user l, which maps the files W 1 , . . . , W N into the cache content Z l φ l (W 1 , . . . , W N ) for user l ∈ L. Let φ (φ 1 , . . . , φ L ) denote the caching functions of all the L users. Note that Z l is of size M F data units. Let Z (Z 1 , · · · , Z L ) denote the collection of cache contents of the L users. In the delivery phase, each user requests one file in the database. Let d l ∈ N denote the index of the file requested by user l ∈ L, and let d (d 1 , · · · , d L ) ∈ N L denote the vector of requests of the L users. The server replies to these L requests by sending a multicast message over the shared link, received by all L users. Let ψ denote the server encoding function, which maps the files W 1 , . . . , W N , the cache contents Z, and the requests d into the multicast message Y ψ(W 1 , . . . , W N , Z, d) sent by the server over the shared link. Let μ l denote the decoding function at user l, which maps the received multicast message Y , the cache content Z l , and the request d l , to an estimateŴ d l μ l (Y, Z l , d l ) of the requested file W d l of user l ∈ L, and let μ (μ 1 , . . . , μ L ) denote the collection of all decoding functions. A coded caching scheme defined by the triple F (ψ, φ, μ) is said to be admissible if Pr l∈L {Ŵ d l = W d l } = 0 for all realizations of the file database {W n : n ∈ N } and of the request vector d.
Given an admissible coded caching scheme F and the request vector d, let R(M, L, F, d)F be the length (expressed in data units) of the multicast message Y , where R(M, L, F, d) represents the normalized load of the shared link and let R(M, L, F) max d∈N L R(M, L, F, d) denote the worst-case load. The worst-case load for uncoded caching is L(1 − γ), since each user can cache a fraction 1 − γ of each file [14] . When M = 0, the trivially optimal scheme consists of transmitting the union of all requested files over the shared link in the delivery phase, resulting in R(0, L, F) = L for N ≥ L. When M = N , the obviously optimal scheme consists of caching the whole database at each user, resulting in R(N, L, F) = 0. In general, for any given M ∈ (0, N), we wish to minimize the worst-case load R(M, L, F) over all admissible coded caching schemes F. The minimization is with respect to the caching functions φ, the server encoding function ψ, and the decoding functions μ.
A large and well-studied class of coded caching schemes [11] , [12] , [14] , [16] , [16] - [29] are based on uncoded prefetching, meaning that the cache contents are formed by uncoded subpackets of the original files. In full generality, a family of uncoded prefetching caching functions are defined as follows. First, divide each file intoF ∈ N subpackets of equal size. The number of subpackets per filê F =F (M, L, F) is referred to as the subpacketization order of the scheme F. Notice thatF divides F andF also indicates the minimum required file size (i.e.,F ≤ F ). Then, each caching function φ l is identified by a cache-subpacket association matrix A l ∈ {0, 1} N ×F of dimension N ×F , with a "1" in position (n, b) if the b-th subpacket of file n is cached, and "0" elsewhere. In order to satisfy the cache size constraint, the sum of the elements of matrix A l must be no greater than MF .
In this work, we focus on a class of decentralized coded caching schemes, defined as coded caching schemes where cache-subpacket association matrices A l , l ∈ L specifying caching functions φ are random and are independent of each other. In other words, a decentralized scheme in this work is a scheme where each user can independently determine its own random caching function (i.e., cache content from the files in the file database), without any knowledge of other users. The decentralized coded caching schemes in [18] - [20] , [24] - [26] , [28] all belong to this class.
Coded caching achieves a smaller worst-case load than uncoded caching [14] , [18] , [19] , at the cost of a higher computational complexity and a higher subpacketization order. caching scheme, indicating the reduction factor of the worstcase load of F with respect to uncoded caching. It is interesting to consider the worst-case coded caching gain G(M, L, F) as a function of the subpacketization orderF (M, L, F).
III. DECENTRALIZED CODED CACHING

A. Motivating Example
We use the SJTLD centralized scheme in [18, Section V.A] as a motivating example of the proposed framework. This scheme is applied when L is divisible by some integer K, i.e., L K ∈ N, as illustrated in Fig. 1 (a) . The key idea is to divide the L users into L/K groups of size K with the j-th group consisting of users (j − 1)K + 1, . . . , jK and apply the MAN centralized scheme [14] to each group separately. Such scheme is reviewed briefly here for completeness. For given N, M, K, assume t Kγ to be an integer in the set {1, 2, . . . , K − 1}. In the placement phase, each file W n is partitioned into K t distinct subpackets of equal size, i.e., F ( K t ) data units. Each subpacket is indexed by a distinct subset of K {1, . . . , K} of size t. The collection of subpackets for file W n is given by {W n,T : T ⊂ K, |T | = t}. K cache contents, denoted by C 1 , C 2 , . . . , C K , are constructed as
In words, cache content C k contains all subpackets of all files whose associated user subset T contains index k. In the placement phase, for each group j, user (j − 1)K + k stores cache content C k . In the delivery phase, for each group j, the server transmits one coded multicast message k∈S W d k ,S\{k} , for each subset S ⊆ {(j − 1)K + 1, . . . , jK} of cardinality |S| = t + 1, where denotes bitwise XOR. By Theorem 1 in [14] , each user is able to decode the requested file based on the received coded multicast messages and its cache content. The MAN and SJTLD centralized schemes achieve different tradeoffs between the subpacketization order and the worstcase coded caching gain. In particular, the MAN centralized scheme requires partitioning each file intoF MC (M, L) L Lγ ≈ 2 LH(γ) subpackets and achieves worst-case coded
denotes the binary entropy function. Thus,F MC (M, L) grows exponentially with L and G MC (M, L, K) grows as Θ(L). The SJTLD centralized scheme requires partitioning of each file intô
subpackets and achieves worst-case coded caching
Then, a flexible tradeoff between F SC (M, K) and G SC (M, L, K) can be obtained by letting K to be a function of L. The two extreme behaviors are obtained by letting K = Θ(L) and K = Θ(1). In the case of
As illustrated in Section I, the decentralized coded caching schemes in [18] - [20] , [24] - [26] , [28] have the finite file size problem, i.e., cannot achieve desirable worstcase coded caching gains when the file size is limited. In addition, the decentralized coded caching schemes in [18] , [20] , [24] , [28] do not achieve order-optimal memory-load tradeoffs when the file size grows to infinity. It is therefore challenging to design decentralized coded caching schemes that can achieve good worst-case coded caching gains when the file size is limited, while maintaining order-optimal memory-load tradeoffs when the file size becomes sufficently large.
B. Proposed Decentralized Coded Caching Design Framework
In this part, motivated by the SJTLD centralized scheme reviewed in Section III-A, we propose a new decentralized coded caching design framework. This framework creates a cache content base with K cache contents that can be constructed by the placement procedure of a centralized coded caching scheme based on uncoded prefetching for K users. Specifically, define a cache content base parameterized by K ∈ N consisting of a collection of K cache contents, i.e., C {C 1 , C 2 , . . . , C K }, where C k is chosen as user k's cache content specified by the placement procedure of a centralized coded caching scheme for K users. 5 The cache content base is carefully chosen to ensure abundant coded-multicasting opportunities in both the finite and infinite file size regimes.
In the placement phase, each user l ∈ L independently chooses a cache content from the cache content base C uniformly at random and stores it in its cache. As each user can independently determine its own cache content, without any knowledge of other users, the proposed framework can be used for designing decentralized coded caching schemes. In the delivery phase, we define the occupancy number X k as the number of users storing cache content C k , and let X max max k∈K X k . We define a user delivery matrix U (u k,j ) k∈K,j=1,...,Xmax of dimension K × X max to describe the cache contents of all the users. Specifically, for all k ∈ K, let u k,j ∈ L denote the index of the j-th user who stores
Notice that for all j = 1, . . . , X max , the entries in the j-th column of U are not all-zero and the non-zero entries define a setK j {u k,j : k ∈ K, u k,j = 0} of users having distinct cache contents. By construction, {K j : j = 1, . . . , X max } forms a partition of L, and we refer to the users with indices inK j as the j-th group. Note that the number of users in the j-th group isK j |K j | ≤ K and is a random variable with randomness induced by the random placement procedure. The users in each group are served separately using a coded-multicasting based delivery procedure that is well adaptive to the number of users in the group and their cache contents to increase coded-multicasting opportunities for the group.
Example 1 (User Delivery Matrix): As illustrated in Fig. 1 (b) , consider L = 10 and K = 5. Suppose the cache contents of these users are as follows: (2)
C. Proposed Decentralized Coded Caching Scheme
In this part, we propose a decentralized coded caching scheme within the proposed framework, which is simple and tractable. For the time being, we have restricted to the case that, for given K ∈ {2, 3, · · · }, the cache size M is in
can be handled by a quantized version of memory-sharing which will be discussed in Section III-D4. We use the placement procedure of the MAN centralized scheme for K users to construct the cache content base with K cache contents, i.e., C = {C 1 , C 2 , . . . , C K }. 6 That is, C k is chosen as the one given in (1) . Thus, the subpacketization order of the proposed scheme isF r (M, K)
where k is chosen uniformly at random from K 4: end for 1: Delivery Procedure 2: for j = 1, · · · , X max do 3: for all S ⊆ K, |S| = t + 1, {u s,j : s ∈ S} = {0} do 4: server sends ⊕ s∈S:us,j =0 W du s,j ,S\{s} 5: end for 6: end for
In the placement phase, each user l ∈ L independently chooses a cache content, uniformly at random over C, as stated in the proposed framework. In the delivery phase, partition the L users into groups, as described in the proposed framework. Then, consider the j-th group. For all subsets S ⊆ K of size |S| = t + 1 such that {u s,j : s ∈ S} = {0}, the server transmits coded multicast message
Notice that as {u s,j : s ∈ S} = {0}, coded multicast message Y S,j in (3) is useful to at least one user. Furthermore, by construction, for u s,j = 0, the subpacket W du s,j ,S\{s} is known to all users inK j except u s,j who requests such subpacket. Then, each user in {u s,j : u s,j = 0, s ∈ S} can recover its requested subpacket W du s,j ,S\{s} from Y S,j and its own cache content. Finally, the multicast message for the j-th group Y j is given by the concatenation of Y S,j for all subsets S ⊆ K of size |S| = t+1 such that {u s,j : s ∈ S} = {0}. Note that whenK j = K, Y j reduces to the one in MAN centralized scheme [14] . The overall multicast message Y is given by the concatenation of Y j , j = 1, . . . , X max . The overall scheme is formally summarized in Algorithm 1.
D. Discussion of Proposed Decentralized Caching Scheme
1) Equivalence to Shared Caches Problem: It is immediate to see that a realization of the random association between users and cache contents in C generates an instance of the proposed decentralized scheme, which is completely isomorphic to the shared caches problem recently studied in [30] . In fact, all the users in the same k-th row of U have the same cache content C k , i.e., it is as if C k was stored in a shared cache that is common to all these users. In [30] , it is shown that the proposed delivery procedure illustrated in Algorithm 1 7 achieves the exactly information theoretically optimal memory-load tradeoff for the case of N ≥ L and uncoded prefetching, for any given realization of the occupancy numbers X 1 , . . . , X K . Hence, this yields also the optimal worst-case load at any memory size when averaged over the random occupancy numbers, as generated by the proposed decentralized scheme. 7 Notice that this delivery procedure has been proposed in the conference version [1] of this work, which predates [30] by about two years.
2) Comparison
With Existing Schemes:
The placement procedures of the decentralized schemes in [18] , [20] , [22] , [23] , [25] - [28] are based on the random placement procedure of the MAN decentralized scheme [19] , which generates subpackets of random lengths and causes large variance of the lengths of subpackets in each coded multicast message, leading to the "bit waste" effect in coded multicast XOR operations of the delivery procedure [21] and a drastic reduction of coded-multicasting opportunities. In contrast, in the random placement procedure of the proposed scheme, each user randomly and independently selects its cache content from a carefully designed cache content base, ensuring that the subpackets involved in each coded multicast XOR operation have the same length, hence fundamentally avoiding the "bit waste" effect and increasing coded-multicasting opportunities in the finite file size regime.
The computational complexity of the delivery procedures in [19] , [20] , [22] , [23] , [25] - [28] is O(2 L ). The computational complexity of the proposed delivery procedure is O( L2 K K ). Thus, the computational complexity of the proposed delivery procedure is much lower than that of the delivery procedures in [19] , [20] , [22] , [23] , [25] - [28] .
3) Adaptation to Changes of Number of Files and Cache Size: One advantage of the decentralized coded caching schemes in [18] , [19] , [24] - [28] is that when the cache size or the number of files changes, the cache content of each user can be updated based on its previous cached content. In the following, we show that the proposed decentralized scheme also has this advantage.
Let M and N denote the cache size and the number of files after the changes. Here, we only consider the values of M and N that satisfy t K M N ∈ N, since other values of M and N can be handled by a quantized version of memory sharing, which will be introduced in Section III-D4. Let {W n,T : n ∈ N {1, 2, . . . , N }, T ⊂ K, |T | = t } and C k W n,T : n ∈ N , k ∈ T , T ⊂ K, |T | = t denote the subpackets of file n and the k-th cache content after the changes, respectively. We now illustrate how to construct cache content C k based on C k in different cases.
W n,T ∈ C k by W n,T = T \S=T W T n,T \S ; obtain W n,T : n ∈ N \ N , k ∈ T , T ⊂ K, |T | = t from the server.
Case 5 (N = N and M = M ): The construction of cache content C k based on C k can be done in two steps by first considering the change from M to M , and then considering the change from N to N using the methods for Cases 1-4.
4) Extension to General Cache Sizes:
The proposed scheme is for M ∈ M K . As the MAN centralized scheme [14] , for M ∈ [0, N] \ M K , the proposed scheme can be applied based on memory-sharing introduced in [14] . However, using memory-sharing may significantly increase the required file size, as illustrated below. Suppose M 1 = tN K , and M 2 = (t+1)N K , where t ∈ {1, 2, . . . , K − 1}. Let F 1 ∈ N and F 2 ∈ N denote the required file sizes for M 1 and M 2 , separately. Under the proposed scheme,
Using memory sharing, we first split each file of size F 3 into two parts of size αF 3 and (1 − α)F 3 , respectively. Then, apply the proposed scheme to the case with cache size M 1 and the first parts of the files, and the case with cache size M 2 and the second parts of the files, respectively. So, we require F 3 to satisfy αF3
denotes the set of rational numbers, F 3 does not exist. When α ∈ [0, 1] ∩ Q, say α = h m , with h ∈ N, m ∈ N and the greatest common divisor of h and m being 1, F 3 should be the least common multiple of m K t and m K t+1 , implying that F 3 is large when m is large. Thus, F 3 can be arbitrarily large.
To address the above issue of memory sharing, we propose a quantized version of memory-sharing. Specifically, consider a quantization level q ∈ N and q + 1 quantized memory sizes in [M 1 , M 2 ], i.e., r
. . , q}} that is less than or equal to M 3 , denoted by M 3 , as a substitute of M 3 , and then apply memory sharing introduced in [14] . It can be easily shown that the memory waste is no greater than M2−M1 q and the required file size is no greater than the least common multiple of q K t and q K t+1 . Therefore, under the proposed quantized version of memory-sharing, F 3 is independent of M 3 and can be controlled by q.
5) Extension to Cases With Common Requests:
Note that in this paper, we focus on the worst-case for N ≥ L, where all users' requests are different. When considering the worst-case for N < L, or other cases, users can have common requests. We briefly illustrate how to extend our proposed scheme to the cases of common requests. First, for users choosing the same cache content and sending the same request, select an arbitrary one of them as a representative user; consider representative users only, and apply the proposed delivery procedure. It is obvious that each user can successfully recover its requested file. Next, for each group of size K, if there are common requests, apply the delivery procedure of Yu et al.'s coded caching scheme [11] to reduce load. Finally, for each group of size smaller than K, if there are common requests, we may borrow the idea from the delivery procedure of Yu et al.'s coded caching scheme [11] to reduce load.
IV. WORST-CASE LOAD ANALYSIS
In this section, we first analyze the worst-case load of the proposed scheme in the finite file size regime. Then, we analyze the asymptotic worst-case load of the proposed scheme in the infinite file size regime.
A. Worst-Case Load 1) Worst-Case Load of Proposed Scheme: Consider a cache configuration with occupancy numbers X (X 1 , . . . , X K ). The worst-case load to serve the users in the j-th group is given by the largest possible normalized length of Y j where the maximum is over the user requests. This is given by the following simple result.
Lemma 1 (Per-Group Worst-Case Load): The per-group worst-case load for servingK j users in group j is given by
Proof: WhenK j + 1 > K(1 − γ), r(M, K,K j ) is equal to the worst-case load of the MAN centralized scheme [14] for serving K users. WhenK j + 1 ≤ K(1 − γ), the first term of r(M, K,K j ) is equal to the worst-case load of the MAN centralized scheme for serving K users, and the second term is the number of subsets S ⊆ K \K j of size Kγ + 1 (i.e., K−Kj Kγ+1 ) divided by K Kγ , which is due to the worst-case load reduction enabled by the proposed delivery procedure.
Based on Lemma 1, we now obtain the worst-case load for serving all L users. Let R(M, L, K, X) denote the worst-case load for serving all the users for given X. It is clear that R(M, L, K, X) = Xmax j=1 r(M, K,K j ). Note that the joint distribution of random variablesK j , j ∈ {1, 2, . . . , X max } is hard to derive. In contrast, X follows a multinomial distribution. Thus, to facilitate the calculation of the average 8 worstcase load over the random occupancy numbers X, we first express R(M, L, K, X) as a function of X, as shown in the following lemma. 9 Lemma 2 (Worst-Case Load for Given Occupancy Numbers): The worst-case load for serving all the users for given X is given by
where X (1) ≤ · · · ≤ X (K) = X max are the occupancy numbers sorted in non-decreasing order.
where (a) is due to the fact that for all j ∈ N,K j = K − k + 1 with k satisfying X (k−1) < j ≤ X (k) , (b) is due to Lemma 1, and (c) is due to Pascal's identity, i.e., k+1 t = k t + k t−1 . Let R r (M, L, K) denote the (average) worst-case load, where the average is over the random occupancy numbers X. Based on Lemma 2 and the multinomial distribution of X, we have:
Theorem 1 (Load of Proposed Scheme): For a cache content base of cardinality K ∈ {2, 3, · · · } and L ∈ N users each with cache size M ∈ M K ,
where X K,L (x 1 , x 2 , . . . , x K ) ∈ N K : K k=1 x k = L and where x (1) ≤ . . . ≤ x (K) are x 1 , . . . , x K sorted in nondecreasing order.
Theorem 1 shows the worst-case load of the proposed scheme for finite K. Based on Theorem 1, we also provide an upper bound on R r (M, L, K), which is more tractable and will be used for later analysis.
Lemma 3 (Upper Bound on Load of Proposed Scheme):
For a cache content base of cardinality K ∈ {2, 3, · · · } and L ∈ N users each with cache size M ∈ M K ,
Proof: Please refer to Appendix A.
2) Worst-Case Load Comparison With MAN and SJTLD
Decentralized Schemes: First, we compare the worst-case load of the proposed scheme with that of the MAN decentralized scheme [19] . LetF MD (M, L) denote the subpacketization order of the MAN decentralized scheme. Let R MD M, L,F MD (M, L) denote the worst-case load of the MAN decentralized scheme. As the exact worst-case load of the MAN decentralized scheme in the finite file size regime is not easily tractable, we shall use the lower bound given in the proof of Theorem 5 in [18] , summarized in the following lemma.
Lemma 4 (Lower Bound on Load of MAN Decentralized Scheme [18] ): GivenF MD (M, L) ∈ N, L ∈ N users, and cache size M ∈ (0, N), the average load of the MAN decentralized scheme is lower bounded as
By comparing the upper bound on the worst-case load of the proposed scheme in (7) with the lower bound on the worstcase load of the MAN decentralized scheme in (8), we have: = Ω(K). Proof: Please refer to Appendix B. Theorem 2 indicates that, when the number of users is above a threshold, given the same subpacketization order, the worst-case load of the proposed scheme is smaller than that of the MAN decentralized scheme. This demonstrates that the proposed scheme outperforms the MAN decentralized scheme in the finite file size regime, when the number of users is not too small. Furthermore, when the number of users grows faster than linear with K, given the same subpacketization order, the ratio between the worst-case load of the MAN decentralized scheme and that of our proposed scheme grows polynomially with K.
Next, we compare the worst-case load of the proposed scheme with that of the SJTLD decentralized scheme [18] , LetF SD (M, L, g) and R SD M, L,F SD (M, L, g), g denote the subpacketization order and the worst-case load of the SJTLD decentralized scheme, respectively, where the system parameter g ∈ N satisfies [18] . For purpose of comparison, we need a lower bound on the worst-case load and a lower bound on the required file size of the SJTLD decentralized scheme, given by the following lemma.
Lemma 5 (Lower Bounds on SJTLD Decentralized Scheme): For L ∈ N users each with cache size M ∈ (0, N), if γ < 1 8 , then Fig. 2 . Worst-case load versus the logarithm of the subpacketization order at N = 60 and M = 20. For the SJTLD decentralized scheme [18] , we choose g = 2, as it is the only choice for g so that
∈ N is satisfied for the considered parameters, i.e., N = 60, M = 20 and L = 20, 60, in Fig.2 (b) and (c). The SJTLD decentralized scheme is not shown in Fig. 2 (a) , as
∈ N is not satisfied for L = 9. The red curve indicates the worst-case load of the MAN decentralized scheme [19] when the file size goes to infinity.
where
γ . Proof: Please refer to Appendix C. Now we are ready to compare the proposed scheme with the SJTLD decentralized scheme [18] . . Proof: Please refer to Appendix D. Theorem 3 indicates that, when the number of users is above a threshold and the normalized local cache size is below a threshold, to achieve the same worst-case load, the subpacketization order of the SJTLD decentralized scheme is larger than that of the proposed scheme. This demonstrates that the proposed scheme outperforms the SJTLD decentralized scheme in the finite file size regime, when the number of users is not too small and the normalized local cache size is not too large. Furthermore, when the number of users grows faster than quadratic with K and the normalized local cache size is smaller than 1 8 , to achieve the same worst-case load, the ratio between the subpacketization order of the SJTLD decentralized scheme and that of our proposed scheme grows exponentially with K.
3) Numerical Results: Fig. 2 illustrates the worst-case loads of the proposed scheme, of the MAN decentralized scheme as well as of the SJTLD decentralized scheme versus the subpacketization order K Kγ when N = 60 and M = 20. Note that for the MAN decentralized scheme and the SJTLD decentralized scheme, each file is split into K Kγ nonoverlapping subpackets of equal size, i.e., F ( K Kγ )
data units and each user randomly caches a fraction γ = M/N of the K Kγ subpackets of each file. In addition, in Fig. 2 , we also plot the worst-case load of the MAN centralized scheme, where each file is split into L Lγ nonoverlapping subpackets of equal size. Some observations can be made from Fig. 2 .
• MAN centralized coded caching scheme: The MAN centralized scheme [14] achieves the minimum worst-case load among all the schemes. This is because assuming the number of users L in the delivery phase is known in the placement phase, the centralized scheme carefully designs the content placement to maximize codedmulticasting opportunities among all users in the delivery phase. • Proposed decentralized coded caching scheme: As predicted by our analysis, when L is moderate or large, the proposed scheme achieves a smaller worst-case load than the MAN [19] decentralized scheme and the SJTLD [18] decentralized scheme, as illustrated in Theorem 2 and Theorem 3. In addition, when the subpacketization order is small, the proposed scheme achieves a smaller worstcase load than the MAN decentralized scheme. • MAN and SJTLD decentralized coded caching schemes:
When the subpacketization order is small, the SJTLD decentralized scheme [18] achieves a larger worst-case load than the MAN decentralized scheme [19] . This is because the drawback of the "pull down phase" in the SJTLD decentralized scheme (i.e., causing cache memory waste) is significant when the subpacketization order is small. When the subpacketization order is large, the SJTLD decentralized scheme achieves a smaller worstcase load than the MAN decentralized scheme. This is because the advantage of "pull down phase" in the SJTLD decentralized scheme (i.e., increasing coded-multicasting opportunities in coding subpackets of lower types via alleviating the "bit waste" effect) is significant when the subpacketization order is large.
Next, we explain the decrease of the worst-case load for each decentralized coded caching scheme. • Proposed decentralized coded caching scheme: When the subpacketization order increases, more users may lie in one group, and hence more users can make use of codedmulticasting opportunities. When the subpacketization order further increases, the waste of coded-multicasting opportunities increases due to lack of users. Overall, when the subpacketization order increases, codedmulticasting opportunities among all users increase, and hence the worst-case load decreases. • MAN and SJTLD decentralized coded caching schemes:
When the subpacketization order increases, the variance of the lengths of subpackets involved in each coded multicast XOR operation decreases, and hence codedmulticasting opportunities among all users increase. Thus, when the subpacketization order increases, the worst-case loads of the two schemes decrease.
B. Asymptotic Worst-Case Load
The worst-case load of the MAN decentralized scheme in the limit of large subpacketization order is given by [19] 
In the following, we study the asymptotic load of the proposed scheme. Lemma 6 (Asymptotic Worst-Case Load): For L ∈ N users each with cache size M ∈ (0, N),
where R ∞ (M, L) is given by (11) . Furthermore, for L ∈ {2, 3, · · · } users each with cache size M ∈ (0, N),
(Lγ − 1)) ≥ 0 Proof: Please refer to Appendix E. Lemma 6 shows that as K → ∞, the worst-case load of the proposed scheme converges to the same limiting worstcase load as that of the MAN decentralized scheme [19] , i.e., R r,∞ (M, L) = R ∞ (M, L). By Corollary 2 of [11] , we know that no decentralized scheme can further reduce the worst-case load when K → ∞ and N ≥ L. In other words, Lemma 6 implies that the proposed scheme attains an exact order-optimal memory-load tradeoff when K → ∞ and N ≥ L. Furthermore, Lemma 6 indicates that the upper bound on R r (M, L, K) decreases with K for large K (due to A(M, L) ≥ 0), and R r (M,
The observations from Fig. 3 are in accordance with Lemma 6.
V. WORST-CASE CODED CACHING GAIN ANALYSIS
In this section, we first analyze the worst-case coded caching gain of the proposed scheme, defined in Section II, as a function of the subpacketization order, in the regime of practical moderate file size. Then, we analyze the growth of the worstcase coded caching gain with respect to the subpacketization order, in the regime of large file size. Proof: Please refer to Appendix F. Notice that the worst-case coded caching gain of the SJTLD centralized scheme (see Section III-A) is G SC (M, L, K) = 1 + Kγ. In addition, the proposed scheme and the SJTLD centralized scheme have the same subpacketization order. Thus, our proposed decentralized scheme achieves the same performance of the SJTLD centralized scheme in the limit of large number of users L.
A. Worst-Case Coded Caching
Note thatF r (M, K) increases with K. In addition, from Fig. 2 , we can observe that R r (M, L, K) decreases with K. Thus, we know thatF r (M, K) increases with G r (M, L, K). We can easily verify that the lower bound and the upper bound onF r (M, K) given in Theorem 4 also increase with G r (M, L, K), as L ∈
The observations from Fig. 4 are in accordance with Theorem 4.
2) Worst-Case Coded Caching Gain Comparison With MAN and SJTLD Decentralized Schemes: First, we compare the worst-case coded caching gain of the proposed scheme with that of the MAN decentralized scheme [19] . Theorem 5 of [18] shows that to achieve a constant worst-case coded caching gain larger than 2, the subpacketization order under the MAN decentralized scheme is Ω 1 L e 2Lγ(1−γ) as L → ∞, and hence the required file size goes to infinity as L → ∞. In contrast, Theorem 4 indicates that, to achieve the same constant worst-case coded caching gain, the subpacketization order is O(1) as L → ∞. Therefore, to achieve the same constant worst-case coded caching gain, the required file size of the proposed scheme is much smaller than that of the MAN decentralized scheme, when the number of users is large.
Next, we compare the worst-case coded caching gain of the proposed scheme with that of the SJTLD decentralized scheme [18] . By Theorem 3, we know that to achieve the same worst-case coded caching gain, the subpacketization order of the proposed scheme is smaller than that of the SJTLD decentralized scheme, when the number of users is not too small and the normalized local cache size is not too large.
B. Asymptotic Worst-Case Coded Caching Gain
The worst-case coded caching gain of the MAN decentralized scheme in the limit of large subpacketization order is given by G ∞ (M, L)
In the following, we study the asymptotic worst-case coded caching gain of the proposed scheme.
Lemma 7 (Asymptotic Worst-Case Coded Caching Gain): For L ∈ N users each with cache size M ∈ (0, N),
Furthermore, for L ∈ {2, 3, · · · } users each with cache size M ∈ (0, N),
where R ∞ (M, L) is given by (11) . Proof: Please refer to Appendix G. 
VI. CONCLUSION
In this paper, we focused on designing decentralized coded caching schemes that can achieve low worst-case loads of the shared link when the file size is finite, and maintain orderoptimal memory-load tradeoffs when the file size grows to infinity. First, we proposed a decentralized coded caching design framework for designing promising decentralized coded caching schemes in both the finite and infinite file size regimes. Within the proposed framework, we also proposed a decentralized coded caching scheme which is simple and tractable. We characterized the worst-case load of the proposed scheme and showed that the proposed scheme outperforms the MAN and SJTLD decentralized schemes in the finite file size regime, when the number of users is not too small. Then, we showed that the proposed scheme achieves an order-optimal memoryload tradeoff in the infinite file size regime. Next, we analyzed the worst-case coded caching gain of the proposed scheme, and characterized the corresponding subpacketization order. We also analyzed the growth of the worst-case coded caching gain of the proposed scheme with respect to the subpacketization order when the file size is large. Numerical results show that the proposed scheme also outperforms the MAN decentralized scheme and the SJTLD decentralized scheme when the file size is limited. This paper opens up several directions for future research. For instance, more decentralized coded caching schemes can be designed by constructing cache content bases using the placement procedures of new advanced centralized coded caching schemes to reduce the subpacketization order. 
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APPENDIX B PROOF OF THEOREM 2
First, we show that whenF MD (M, L) =F r (M, K) and L is above a threshold, . = Ω(K).
APPENDIX C PROOF OF LEMMA 5
Let R SDj (M, L,F SD (M, L, g), g) denote the worst-case load for serving the K = 1 γ 3g ln 1 γ users in the jth group. The worst-case load under the SJTLD decentralized scheme is given by
Let V k,S\{k} denote the set of subpackets of file d k stored in the cache of the users in set S \ {k}, after the "pull down phase" in the SJTLD decentralized scheme. As the "pull down phase" brings the subpackets above type g to type g, all the subpackets are present on type g or below [18] . Thus, we have
Thus, to derive a lower bound on E R SDj (M, L,F SD (M, L, g), g) , we can derive a lower bound on E max k∈S |V k,S/k | . Let Z n,i denote the number of users who store subpacket i of file n before the "pull down phase". Denote B n,g {i ∈ {1, 2, · · · ,F SD (M, L, g)} :
Then, for any b ∈ {0, 1, · · · ,F SD (M, L, g)}, by [32, Corollary 1], we have
. (16), (17), when 1 γ > 8, we have (9) .
To prove (10), we first derive another lower bound on E R tj (M, L,F SD (M, L, g), g) . By (17) and (18) We consider S ∈ Ŝ ⊆ K j |Ŝ| = g + 1, k ∈Ŝ . By conditional Markov's inequality and Bonferroni inequality, we have
.
By this equation and (16), (17), (18) , we can obtain inequality (10) .
APPENDIX D PROOF OF THEOREM 3
First, we show that when γ is below a threshold and L is above a threshold,F SD (M, L, g) > F r (M, K) by using (9), (10) . By (10), when R SD (M, L,F SD (M, L, g), g) = R r (M, L, K), we havê .
By (9) and (19), we have lim (L,γ)→(∞,0)F SD (M,L,g) Fr(M,K) → ∞. Thus, we know that, at the same given worst-case load, there exists q r > 0 and L r (M, K) > 0, such that for γ < q r and L > L r (M, K), we haveF SD (M, L, g) >F r (M, K).
Next, for large K, L = Ω(K 2 ), γ < 1 8 and R SD (M, L,F SD (M, L, g), g) = R r (M, L, K), we obtain the order ofF SD (M,L,g) Fr(M,K) . We first analyze the order of g under the above conditions. When γ < 1 8 , by (7) , (9) if L = Ω(K 2 ). Then, by (19) , g = Ω(Kγ) and ln n k = (1 + o(1))k ln n k for all n ≥ k, we haveF SD (M,L,g)
Fr(M,K)
= Ω e Kγ ln(3γ 1 γ ln( 1 γ )) .
APPENDIX E PROOF OF LEMMA 6
First, we show that Pr(K 1 = L) → 1, as K → ∞. Define X Ld (x 1 , . . . , x K ) : 
x ∈ X Ld . Thus, we have [32] . Thus, we can obtain (13) .
Finally, we show A(M, L) ≥ 0. Denote g(z, L) (1 − z) (L−1) (1+ (L+2)(L−1)z 2 )−1+ L(L−1) 2 z(Lz−1) and h(z, L)
. Note that A(M, L) = 1 γ ( 1 γ − 1)g(γ, L), g(γ, 2) = 0, g(γ, L + 1) − g(γ, L) = γh(γ, L) and ∂h(z,L) ∂z > 0 for all z ∈ (0, 1) and L ∈ {2, 3, · · · }. Thus, when L ∈ {2, 3, · · · }, we have g(γ, L+ 1)−g(γ, L) > γh(0, L) = 0, implying that A(M, L) ≥ 1 γ ( 1 γ − 1)g(γ, 2) = 0.
APPENDIX F PROOF OF THEOREM 4
A. Proof of Statement (i)
First, we prove 1 ≤ G r (M, L, K) < 1 + Kγ. As 
B. Proof of Statement (ii)
First, we proveF r (M, K) ≥ ( 1 γ ) Gr(M,L,K)−1 . By previous statement, we have K > 1 γ (G r (M, L, K) − 1). By noting that n k ≥ ( n k ) k for all n, k ∈ N and n ≥ k, we haveF r (M, K) = K Kγ ≥ 1 APPENDIX G PROOF OF LEMMA 7
By (12), we can easily obtain (14) . It remains to prove (15) . By asymptotic analysis, we can show that
By Stirling's approximation, when K is large, we have (20) , we can obtain (15) .
