Introduction
In most electronic imaging applications, images with high spatial resolution are desired and often required. A high spatial resolution means that the pixel density in an image is high, and hence there are more details and subtle gray level transitions, which may be critical in various applications. Be it remote sensing, medical imaging, robot vision, industrial inspection or video enhancement (to name a few), operating on high-resolution images leads to a better analysis in the form of lesser misclassification, better fault detection, more true-positives, etc.
However, acquisition of high-resolution images is severely constrained by the drawbacks of the limited density sensors. The images acquired through such sensors suffer from aliasing and blurring. The most direct solution to increase the spatial resolution is to reduce the pixel size (i.e., to increase the number of pixels per unit area) by the sensor manufacturing techniques.
But due to the decrease in pixel size, the light available also decreases causing more shot noise [1, 2] which degrades the image quality. Thus, there exists limitations on the pixel size and the optimal size is estimated to be about 40µm 2 . The current image sensor technology has almost reached this level. Another approach to increase the resolution is to increase the wafer size which leads to an increase in the capacitance [3] . This approach is not effective since an increase in the capacitance causes a decrease in charge transfer rate. Hence, a promising approach is to use image processing methods to construct a high-resolution image from one or more available low-resolution observations.
Resolution enhancement from a single observation using image interpolation techniques is of limited application because of the aliasing present in the low-resolution image. Superresolution refers to the process of producing a high spatial resolution image from several lowresolution observations. It includes upsampling the image thereby increasing the maximum spatial frequency and removing degradations that arise during image capture, viz., aliasing and blurring. The amount of aliasing differs with zooming. This is because, when one captures the images with different zoom settings, the least zoomed entire area of the scene is represented by a very limited number of pixels, i.e., it is sampled with a very low sampling rate and the most zoomed scene with a higher sampling frequency. Therefore, the larger the scene (the lesser zoomed area captured), the lower will be the resolution with more aliasing effect. By varying the zoom level, one observes the scene at different levels of aliasing and blurring.
Thus one can use zoom as a cue for generating high-resolution images at the lesser zoomed area of a scene.
As discussed in the next chapter, researchers traditionally use the motion cue to superresolve the image. However this method being a 2-D dense feature matching technique, requires an accurate registration or preprocessing. This is disadvantageous as the problem of finding the same set of feature points in successive images to establish the correspondence between them is a very difficult task. Errors in registration are reflected on the quality of the super-resolved image. Further, the methods based on the motion cue cannot handle observations at varying levels of spatial resolution. It assumes that all the frames are captured at the same spatial resolution. Previous research work with zoom as a cue to solve computer vision problems include determination of depth [4, 5, 6] , minimization of view degeneracies [7] , and zoom tracking [8] . We show in this paper that even the super-resolution problem can be solved using zoom as an effective cue by using a simple MAP-MRF formulation. The basic problem can be defined as follows: One continuously zooms in to a scene while capturing its images.
The most zoomed-in observation has the highest spatial resolution. We are interested in generating an image of the entire scene (as observed by the most wide angle or the least zoomed view) at the same resolution as the most zoomed-in observation. The details of the method are presented in this thesis. We also discuss various issues and limitations of the proposed technique.
The remainder of this thesis is organized as follows. In chapter 2 we review some of the prior work in super-resolution imaging. We discuss how one can model the formation of low-resolution images using the zoom as a cue in chapter 3. The zoom estimation, parameter learning and the MAP-MRF approach to derive a cost function for the super-resolution estimation is the subject matter for chapter 4. We present typical experimental results in chapter 5
and chapter 6 provides a brief summary, along with the future research issues to be explored.
Chapter 2

Related Work
Many researchers have tackled the super-resolution problem for both still and video images, e.g., [9, 10, 11, 12] (see [13, 14] for details). The super-resolution idea was first proposed by Tsai and Huang [12] . They used the frequency domain approach to demonstrate the ability to reconstruct a single improved resolution image from several down-sampled noise free versions of it. A frequency domain observation model was defined for this problem which considered only globally shifted versions of the same scene. Kim et al. discuss a recursive algorithm, also in the frequency domain, for the restoration of super-resolution images from noisy and blurred observations [15] . They considered the same blur and noise characteristics for all the low-resolution observations. Kim and Su [16] considered different blurs for each lowresolution image and used Tikhonov regularization. A minimum mean squared error approach for multiple image restoration, followed by interpolation of the restored images into a single high-resolution image is presented in [17] . Ur and Gross use the Papoulis and Brown [18] , [19] generalized sampling theorem to obtain an improved resolution picture from an ensemble of spatially shifted observations [20] . These shifts are assumed to be known by the authors.
All the above super-resolution restoration methods are restricted either to a global uniform translational displacement between the measured images, or a linear space invariant (LSI) blur, and a homogeneous additive noise.
A different approach to the super-resolution restoration problem was suggested by Peleg et al. [10, 21, 22] , based on the iterative back projection (IBP) method adapted from computer aided tomography. This method starts with an initial guess of the output image, projects the temporary result to the measurements (simulating them), and updates the temporary guess according to this simulation error. A set theoretic approach to the super-resolution restoration problem was suggested in [23] . The main result there is the ability to define convex sets which represent tight constraints on the image to be restored. Having defined such constraints it is straightforward to apply the projections onto convex sets (POCS) method. These methods are not restricted to a specific motion charactarictics. They use arbitrary smooth motion, linear space variant blur, and non-homogeneous additive noise. Authors in [24] describe a complete model of video acquisition with an arbitrary input sampling lattice and a nonzero exposure time. They use the theory of POCS to reconstruct super-resolution still images or video frames from a low-resolution time sequence of images. They restrict both the sensor blur and the focus blur to be constant during the exposure. Ng et al. develop a regularized constrained total least square (RCTLS) solution to obtain a high-resolution image in [25] . They consider the presence of ubiquitous perturbation errors of displacements around the ideal sub-pixel locations in addition to noisy observations. In [26] the authors use a maximum a posteriori (MAP) framework for jointly estimating the registration parameters and the high-resolution image for severely aliased observations. They use iterative, cyclic coordinate-descent optimization to update the registration parameters. A MAP estimator with Huber-MRF prior is described by Schultz and Stevenson in [27] .
Other approaches include an MAP-MRF based super-resolution technique proposed by Rajan et al [28] . Here authors consider an availability of decimated, blurred and noisy versions of a high-resolution image which are used to generate a super-resolved image. A known blur acts as a cue in generating the super-resolution image. They model the super-resolved image as an MRF. In [29] the authors relax the assumption of the known blur and extend it to deal with an arbitrary space-varying defocus blur. They recover both the scene intensity and the depth fields simultaneously. For super-resolution applications they also propose a generalized interpolation method [30] . Here a space containing the original function is decomposed into appropriate subspaces. These subspaces are chosen so that the rescaling operation preserves properties of the original function. On combining these rescaled sub-functions, they get back the original space containing the scaled or zoomed function. Nguyen et al [31] proposed a technique for parametric blur identification and regularization based on the generalized cross-validation (GCV) theory. They solve a multivariate nonlinear minimization problem for these unknown parameters. They have also proposed circulant block preconditioners to accelerate the conjugate gradient descent method while solving the Tikhonov-regularized super-resolution problem [32] . Elad and Feuer [33] proposed a unified methodology for superresolution restoration from several geometrically warped, blurred, noisy and down-sampled measured images by combining maximum likelihood (ML), MAP and POCS approaches. An adaptive filtering approach to super-resolution restoration is described by the same authors in [34] . They exploit the properties of the operations involved in their previous work [33] and develop a fast super-resolution algorithm in [35] for pure translational motion and space invariant blur. In [36] authors use a series of short-exposure images taken concurrently with a corresponding set of images of a guidestar and obtain a maximum-likelihood estimate of the undistorted image. The potential of the algorithm is tested for super-resolved astronomic imaging. Chiang and Boult [37] use edge models and a local blur estimate to develop an edgebased super-resolution algorithm. They also applied warping to reconstruct a high-resolution image [38] which is based on a concept called integrating resampler [39] that warps the image subject to some constraints.
Altunbasak et al. [40] proposed a motion-compensated, transform domain super-resolution procedure for creating high quality video or still images that directly incorporates the transform domain quantization information by working in the compressed bit stream. They apply this new formulation to MPEG-compressed video. In [41] a method for simultaneously estimating the high-resolution frames and the corresponding motion field from a compressed low-resolution video sequence is presented. The algorithm incorporates knowledge of the spatio-temporal correlation between low and high-resolution images to estimate the original high-resolution sequence from the degraded low-resolution observation. In [42] authors propose to enhance the resolution using a wavelet domain approach. They assume that the wavelet coefficients scale up proportionately across the resolution pyramid and use this property to go down the pyramid. Shechtman et al. [43] construct a video sequence of high space-time res-olution by combining information from multiple low-resolution video sequences of the same dynamic scene. They used video cameras with complementary properties like low-frame rate but high spatial resolution and high frame rate but low spatial resolution. They show that by increasing the temporal resolution using the information from multiple video sequences spatial artifacts such as motion blur can be handled without the need to separate static and dynamic scene components or to estimate their motion. Authors in [44] propose a high-speed super-resolution algorithm using the generalization of Papoulis' sampling theorem for multichannel data with applications to super-resolving video sequences. They estimate the point spread function (PSF) for each frame and use the same for super-resolution.
Capel and Zisserman [45] have proposed a technique for automated mosaicing with superresolution zoom in which a region of the mosaic can be viewed at a resolution higher than any of the original frames by fusing information from several views of a planar surface in order to estimate its texture. They have also proposed a super-resolution technique from multiple views using learnt image models [46] . Their method uses learnt image models either to directly constrain the ML estimate or as a prior for a MAP estimate. Authors in [47] describe image interpolation algorithms which use a database of training images to create plausible high frequency details in zoomed images. In [48] authors develop a super-resolution algorithm by modifying the prior term in the cost to include the results of a set of recognition decisions, and call it as recognition based super-resolution or hallucination. Their prior enforces the condition that the gradient of the super-resolved image should be equal to the gradient of the best matching training image.
We now discuss in brief the previous work on MRF parameter estimation. In [49] authors use Metroplis-Hastings algorithm and gradient method to estimate the MRF parameters.
Laxshmanan and Derin [50] have developed a iterative algorithm for MAP segmentation using the ML estimates of the MRF parameters. Nadabar and Jain [51] estimate the MRF line process parameters using geometric CAD models of the objects in the scene. A multiresolution approach to color image restoration and parameter estimation using homotopy continuation method was described by [52] As discussed in [47] , the richness of the real world images would be difficult to capture analytically. This motivates us to use a learning based approach, where the MRF parameters of the super-resolved image can be learnt from the most zoomed observation and hence can be used to estimate the super-resolution image for the least zoomed entire scene.
In [53] , Joshi et al proposed an approach for super-resolution based on MRF modeling of the intensity field in which MRF parameters were chosen on an adhoc basis. However, a more practical situation is one in which these parameters are to be estimated. In this thesis, we simultaneously estimate the these uknown parameters and obtain the super-resolution in- 
Chapter 3 Low Resolution Image Model
The zooming based super-resolution problem is cast in a restoration framework. There are figure) has the highest resolution. A zoom lens camera system has complex optical properties and thus it is difficult to model it. As Lavest et al. [5] point out, the pinhole model is inadequate for a zoom lens, and a thick-lens model has to be used; however, the pinhole model can be used if the object is virtually shifted along the optical axis by the distance equal to the distance between the primary and secondary principal planes of the zoom lens. Since we capture the images with a large distance between the object and the camera and if the depth variation in the scene is not very significant compared to its distance from the lens, it is reasonable to assume that the paraxial shift about the optical axis as the zoom varies is negligible. Thus, we can make a reasonable assumption of a pinhole model and neglect the depth related perspective distortion due to the thick-lens behavior. We are also assuming that there is no rotation about the optical axis between the observed images taken at different zooms. However we do allow lateral shift of the optical center as explained in section 4.4. Since different zoom settings give rise to different resolutions, the least zoomed scene corresponding to entire scene needs to be upsampled to the size of the zoom factors between observed images of the scene
Given Y p , the remaining 
Here p is the number of observations, n m is the M 1 M 2 ¤ 1 noise vector. We assume noise to be zero mean i.i.d, and hence the multivariate noise probability density is given by
where σ 2 n denotes the variance of noise process. Our problem now reduces to estimating z given y m 's, which is clearly an ill-posed, inverse problem.
Chapter 4 Super-Resolution Restoration
In order to obtain a regularized estimate of the high resolution image z, we must define an appropriate prior term. An MRF modeling of the field z provides the necessary prior.
Image Field Modeling
The MRF provides a convenient and consistent way of modeling context dependent entities such as pixel intensities, depth of the object and other spatially correlated features. This is achieved through characterizing mutual influence among such entities using conditional probabilities for a given neighborhood. The practical use of MRF models is largely ascribed to the equivalence between the MRF and the Gibbs distributions (GRF). We assume that the high resolution image can be represented by an MRF. Let Z be a random field over an arbitrary 
denotes the potential function associated with a clique c and C is the set of all cliques.
The clique c consists of either a single pixel or a group of pixels belonging to a particular neighborhood system. In this paper we consider only the symmetric first order neighborhoods consisting of the four nearest neighbors of each pixel and the second order neighborhoods consisting of the eight nearest neighbors of each pixel. In particular, we use the following two 
Depending on whether we choose a first order or a second order neighborhood to model the field, the overall energy function for the image can be given as
. Thus θ 
Parameter Learning
We realize that in order to enforce the MRF priors while estimating the high resolution image z, we must know the values of the field parameters θ. Thus the parameters must be learnt from the given observations themselves. However, we notice that a major part of the scene is available only at a low resolution. The parameters of the MRF can not be learnt from these low resolution observations as the field property is not preserved across the scale or the resolution pyramid [54] . There is only one observation Y p where a part of the scene is available at the high resolution. Hence, we use the observation Y p to estimate the field parameters. The inherent assumption is that the entire scene is statistically homogeneous and it does not matter which part of the scene is used to learn the model parameters.
The estimation of the model parameters is, however, a non-trivial task. As discussed in chapter 2, a large body of literature exists on how to estimate these parameters. Most of these methods are computationally very expensive. We adopt a relatively faster learning algorithm, known as the maximum pseudo-likelihood (MPL) estimator [49] to estimate the model parameters. The estimation procedure is briefly explained here.
The parameter estimation formulation for the prior model is based on the following ML optimality criterionθ
The probability in equation (4.2) can be expressed as
In equation ( We maximize the log likelihood of the above probability by using Metropolis-Hastings algorithm as discussed in [49] and obtain the parameters.
MAP Restoration
Having learnt the model parameters, we now try to super-resolve the entire scene. We use the MAP estimator to restore the high resolution field z. Given the ensemble of images at different resolutions the MAP estimate of z is given bŷ
From Bayes' rule this is equivalent tô
Taking the log of posterior probability, and using the fact that n m 's are independent, one can show that the high resolution field z can be obtained aŝ
Since the model parameter θ has already been estimated, a solution to the above equation In order to preserve discontinuities we modify the cost for prior probability term as discussed in section 4.1. The cost function to be minimized then becomeŝ
where
On inclusion of binary line fields in the cost function, the gradient descent technique cannot be used since it involves a differentiation of the cost function. Hence, we minimize the cost by using simulated annealing which leads to a global minima. However, in order to provide a good initial guess and to speed up the computation, the result obtained using the gradient descent method is used as the initial estimate for simulated annealing. The computational time is greatly reduced upon using mean-field annealing, which leads to a near optimal solution.
Zoom Estimation
We now extend the proposed algorithm to a more realistic situation in which the successive observations vary by an unknown rational valued zoom factor. Further, considering a real lens system for the imaging process, the numerical image center can no longer be assumed to be fixed. The zoom factor between the successive observations needs to be estimated during the process of forming an initial guess (as discussed in the chapter 3) for the proposed superresolution algorithm. We, however, assume that there is no rotation about the optical axis between the successive observations though we allow a small amount of lateral shift in the optical axis. The image centers move as lens parameters such as focus or zoom are varied [55, 56] . Naturally, the accuracy of the image center estimation is an important factor in obtaining the initial guess for our super resolution algorithm. Generally, the rotation of a lens system will cause a rotational drift in the position of the optical axis, while sliding action of a lens group in the process of zooming will cause a translation motion of the image center [55] . These rotational and translational shifts in the position of the optical axis cause a corresponding shifting of the camera's field of view. In variable focal length zoom lenses, the focal length is changed by moving groups of lens elements relative to one another. Typically this is done by using a translational type of mechanism on one or more internal groups. These arguments validate our assumption that there is no rotation of the optical axis in the zooming process and at the same time stress the necessity of accounting for the lateral shift in the image centers of the input observations obtained at different zoom settings.
We estimate the relative zoom and shift parameters between two observations by minimizing the mean squared distance between an appropriate portion of the digitally zoomed image of the wide angle view and the narrower view observation. The method searches for the zoom factor and the lateral shift that minimizes the distance. We do this by heirarchially searching for the global minima by first zooming the wide angle observation and then searching for the shift that corresponds to a local minima of the cost function. The lower and upper bounds for the zooming process needs to be appropriately defined. Naturally, the efficiency of the algorithm is constrained by the closeness of the bounds to the solution. It can be greatly enhanced by first searching for a rough estimate of the zoom factor and slowly approaching the exact zoom factor by redefining the lower and upper bounds as the factors that correspond to the least cost and the next higher cost. We do this by first searching for a discrete zoom factor (say 1.4 to 2.3 in steps of 0.1) At this point, we need to note that the digital zooming of an image by a rational zoom factor q ¥ m n (m and n are integers) is obtained by upsampling the lattice by m and then downsampling it by a factor n. We have carried out this using MATLAB routines. We then redefine the increment and the bounds that correspond to the two of the nearest estimates (say 1.6 to 1.7 in steps of 0.01) This procedure is continued till the zoom factor is estimated to a desired level of accuracy. Naturally, a greater accuracy in the zoom estimation would result in a refined initial guess. However, it has been observed that an accuracy upto two digits in the decimal place of the zoom factor would be sufficient for accurately aligning the two observations. Further, the efficiency of the algorithm is greatly enhanced by constraining the search for the alignment position of the image center of the wide angle view image to a small neighborhood of the image center of the narrower view image as the lateral 
Chapter 5 Experimental Results
In this chapter, we present the efficacy of the proposed technique to recover the super-resolved image from observations at different zooms through examples on real data. We start by presenting the results corresponding to the known integer zoom factors and slowly lead to a more realistic situation in which the zoom factors also need to be estimated along with the lateral shift in the optical center.
Experimentations with Known, Integer Zoom Factors
For this experiment, we have considered three low-resolution observations with the zoom factor of q The above results have been obtained with input observations at known, integer zoom factors. It is also assumed that the lateral shift in the center of the image during the zoom process is known. Now we relax these assumptions. 
Experiments with unknown zoom factors
Now we present the results of the more general case in which the zoom factors need to be estimated. We do this using the algorithm described in the section 4.4. Super-resolved Flower image using the gradient descent method.
There is no apparent distortion in Figure 5 .9 due to the merging process. We follow the same procedure and align the image obtained in the above process and the other observation (a). A zoom factor of 2.14 and a lateral shift of (3,-2) pixels was estimated in this case. We follow the same procedure to align all the observations (see Figure 5 .10(a)). We again observe that the input images have been accurately aligned. These results prove the efficacy of the proposed alignment and zoom estimation algorithm.
The image thus obtained is used as an initial guess of the high resolution intensity field, Z. Starting from this initial estimate, we try to reduce the cost given in equation 4.9 using the gradient descent algorithm and obtain the super-resolved image. We use the MATLAB routine 'imresize' for decimation process. The choice of decimation in the gradient descent algorithm has to be made considering the computational burden and the quality of the output.
A bicubic decimation would lead us to a better quality of the result and a nearest neighborhood algorithm would result in a blockiness effect in the image. It has been observed that bilinear sampling would be the best choice for decimation considering the computational time and the quality of the result obtained. The step size for the gradient descent algorithm needs to be adjusted appropriately to obtain a good quality output. It has been experimentally found that the gradient descent was quite satisfactory, no further attempt is made to improve the accuracy through the use of simulated annealing algorithm.
Experimental Results when parameters are estimated
In this section, we demonstrate the efficacy of the proposed technique to recover the superresolved image from observations at different zooms through learning of model parameters.
Initially we experimented on simulated data. A number of images were chosen from the Brodatz's album. We observe an image at three levels of zoom q 1
shows one such set of observation, where Figure 5 .13(a) shows the entire image at a very low resolution. Figure 5 .13(b) shows one-fourth of the region at double the resolution and Figure   5 .13(c) shows only a small part of Figure 5 .13(a) at the highest resolution.
We use a first order MRF to model the intensity process in Figure 5 . It may be noted that we have assumed the image texture to be homogeneous over the entire scene. The above assumption is, however, not strictly valid for the current example.
Nonetheless, we were able to obtain an improved result using the proposed technique.
Next we consider an example of real data acquisition when the zoom levels are totally arbitrary. Figures 5.22(a-c) show the corresponding observations. Since the zoom levels were unknown, they were estimated using a hierarchical cross-correlation technique across the scale, and were found to be 1.33 between the observations (a) and (b) and 2.89 between the observations (a) and (c). A lateral shift of (3,-2) and (6,-10) pixels in the optical centers, respectively, 
Chapter 6 Conclusion
We have presented a technique to recover the super-resolution intensity field from a sequence of zoomed observations. The resolution of the entire scene is obtained at the resolution of the most zoomed observed image which consists of only a portion of the actual scene. The super-resolved image is modeled as an MRF and a MAP estimate is used to derive the cost function to be minimized. We demonstrated that it is indeed possible to obtain high resolution image of the scene using zoom as a cue. It is also quite clear that the quality of reconstruction depends on how far a point is from the optical axis -the quality degrades as one moves away from the axis since a very little information is available for super-resolving the region.
It is interesting to note that elegant solutions to a variety of problems in computer vision such as shape from shading, depth from defocus, optical flow, etc., can all be obtained by a similar approach in a MAP-MRF framework. The current work is no exception. Our future work involves an implementation in real time and solving the problem by using a more realistic thick lens model, considering the effects of perspective distortions, thus extracting the depth field simultaneously.
