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Strong Data Processing Constant is Achieved
by Binary Inputs
Or Ordentlich and Yury Polyanskiy
Abstract—For any channel PY |X the strong data process-
ing constant is defined as the smallest number ηKL ∈ [0, 1]
such that I(U ;Y ) ≤ ηKLI(U ;X) holds for any Markov
chain U − X − Y . It is shown that the value of ηKL is
given by that of the best binary-input subchannel of PY |X .
The same result holds for any f -divergence, verifying a
conjecture of Cohen, Kemperman and Zbaganu (1998).
Consider an arbitrary channel PY |X : X → Y
with countable X . We define the strong data processing
inequality (SDPI) constant [1]
ηKL = sup
D(PY |X ◦ P‖PY |X ◦Q)
D(P‖Q)
, (1)
where optimization is over all pairs of distributions on
X , denoted P,Q ∈ P(X ), such that 0 < D(P‖Q) <∞,
and PY |X ◦ P is the distribution of the output Y when
the input X is distributed according to P ∈ P(X ). We
refer to [2] for a survey of the properties and importance
of the SDPI, in particular for showing equivalence to the
definition in the abstract, and advertise [3] as a recent
application in statistics.
When input alphabet X is binary, the value of ηKL is
relatively easy to compute, cf. [2, Appendix B]. Here
we prove that for general X determination of ηKL can
be reduced to the binary case.
Theorem 1: Optimization in (1) can be restricted to
pairs P,Q supported on two points in X (same for both).
Proof. For two distributions P and Q on X and λ ∈
(0, 1) define
Lλ(P,Q) , D(PY |X ◦ P‖PY |X ◦Q)− λD(P‖Q).
We assume that 0 < D(P‖Q) < ∞ as required by
the definition of ηKL. We will show that we can find
two distributions Pˆ and Qˆ where Qˆ is supported on
two letters in supp(Q) , {x ∈ X : Q(x) > 0},
and Lλ(Pˆ , Qˆ) ≥ Lλ(P,Q). This clearly implies the
statement.
To that end define the set of distributions
S ,
{
Qˆ :supp(Qˆ) ⊆ supp(Q),
∑
x∈supp(Q)
P (x)
Q(x)
· Qˆ(x) = 1
}
.
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Consider the function g : S → R defined as g(Qˆ) =
Lλ
(
P
Q
Qˆ, Qˆ
)
. Note that Q ∈ S and g(Q) = Lλ(P,Q).
Consequently, max
Qˆ∈S g(Qˆ) ≥ Lλ(P,Q). Note that
Qˆ 7→ D
(
PY |X ◦
P
Q
Qˆ
∥∥∥∥PY |X ◦ Qˆ
)
is convex by convexity of (P,Q) 7→ D(P‖Q), and that
Qˆ 7→ D
(
P
Q
Qˆ
∥∥∥∥Qˆ
)
=
∑
x
Qˆ(x)
P (x)
Q(x)
log
P (x)
Q(x)
is linear. Thus, Qˆ 7→ g(Qˆ) is convex on S. It therefore
follows that max
Qˆ∈S g(Qˆ) is obtained at an extreme
point of S. Since S is the intersection of the simplex
with an hyperplane, its extreme points are supported on
at most two atoms.
Note that the only property of divergence that we have
used is convexity (P,Q) 7→ D(P,Q). This property is
shared by all f -divergences, cf. [4]. In other words we
proved a more general
Theorem 2: Let ηf = sup
Df (PY |X◦P‖PY |X◦Q)
Df (P‖Q)
opti-
mized over all P,Q ∈ P(X ) with 0 < Df(P,Q) <∞.
Then the optimization can be restricted to pairs P,Q
supported on two common points in X .
We remark that this was conjectured in [5, Open Problem
7.4].
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