Monte Carlo simulations are a powerful tool to investigate the thermodynamic properties of atomic systems. In practice however, sampling of the complete configuration space is often hindered by high energy barriers between different regions of configuration space which can make ergodic sampling completely infeasible within accessible simulation times. Although several extensions to the conventional Monte Carlo scheme have been developed, that enable the treatment of such systems, these extensions often entail substantial computational cost or rely on the harmonic approximation. In this work we propose an exact method called Funnel Hopping Monte Carlo (FHMC) that is inspired by the the ideas of smart darting but is more efficient. Gaussian mixtures are used to approximate the Boltzmann distribution around local energy minima which are then used to propose high quality Monte Carlo moves that enable the Monte Carlo simulation to directly jump between different funnels. To fit the Gaussian mixtures we developed an extended version of the expectationmaximization algorithm that is able to take advantage of the high symmetry present in many low energy configurations.
INTRODUCTION
In the investigation of many molecules and materials, the observed quantities are not the result of the instantaneous state of the system but rather thermodynamic averages over an ensemble consisting of many configurations. The theoretical calculation of such thermodynamic quantities is not a trivial task, because a large variety of different configurations has to be taken into account. Although some fast approximate methods exist, such as for example the Harmonic superposition approximation [1, 2] , their applicability is often very limited.
Monte Carlo integration is therefore often the only way in which these thermodynamic quantities can be computed. The increasing speed of modern computers has enabled the application of these methods to larger and more complex systems, making Monte Carlo simulations one of the most popular and widely used tools in the field of statistical mechanics. Nevertheless most Monte Carlo simulations are based on force fields since performing them at the more accurate density functional level wold be too expensive.
A Monte Carlo simulation consists of a random walk over configuration space that generates random samples from a target distribution. These samples can then be used to calculate expectation values over the target dis- * jonas.finkler@unibas.ch † stefan.goedecker@unibas.ch tribution. Starting from an initial configuration, consecutive configurations are selected by repeated application of a proposal and an acceptance/rejection step. The new proposed configuration r is accepted or rejected by the Metropolis-Hastings criterion [3] , which is given below. P (r → r ) = min 1, P (r ) P (r) g(r|r ) g(r |r)
In the above equation P (r) represents the target distribution from which one wants to generate samples, while g(r |r) represents the probability to propose a move from r to r .
Throughout the whole text boldface characters will be used to represent a whole configuration with its 3N coordinates. (r = ( r 1,x , r 1,y , r 1,z , r 2,x , . . . , r N,z ) ) If the same character is used in non-boldface with a vector arrow on top the 3 coordinates of a single atom belonging to the same configuration are meant. r i represents therefore the x,y and z coordinates of the ith atom of configuration r.
In this work the distribution of interest is always the Boltzmann distribution which is given by the equation below.
Here k B is the Boltzmann constant, T the temperature, E(r) the energy of configuration r, and Z(T ) the partition function.
The Markovian nature of the Monte Carlo method dictates that the proposal of the next configuration must arXiv:2002.05931v1 [cond-mat.stat-mech] 14 Feb 2020 only depend on the current state of the simulation. Usually a new configuration is proposed by adding a small random atomic displacements to the current configuration. In the case of rejection the old configuration has to be included into the average again. It is important to note here that a trade-off has to be made in the design of the proposal step. If the displacements are chosen too big the proposed configuration will almost always be very high in energy, resulting in a small Boltzmann probability which will prevent the move from being accepted. If, on the other hand, the steps are chosen to be small, many of them will be accepted, but the correlation time between subsequent samples will be increased, reducing the efficiency of the simulation. There is therefore an inherent trade-off between the size of the moves and the resulting acceptance rate.
A very useful way to characterize an energy landscape is based on its local minima. By assigning every configuration to the local minimum that one obtains by performing a local energy minimisation, the energy landscape can be partitioned into so-called catchment basins. Usually these catchment basins are arranged in a cascading manner. The basins of very low energy minima are surrounded by basins with increasing energy. In many systems several of these cascades, also called funnels, exist. Understanding the energy landscape in therms of its funnels, basins and how they are connected can provide great insight into the dynamics of many systems [4, 5] .
In systems where multiple funnels are present the energy barriers between these funnels are much higher than the barriers between local minima in the same funnel. This can pose a great problem to Monte Carlo simulations because crossings of the high inter-funnel barriers occurs rarely and may not be observed during the available simulation time. This is known as the problem of broken ergodicity. Ergodicity means that the simulation must be able to reach any point of the configuration space where the probability is non zero. In theory this property is satisfied for the Boltzmann distribution as its probability is non zero everywhere. In practice however we are limited by computational power to some finite amount of Monte Carlo steps.
As many systems exist that have high energy barriers solving the problem of broken ergodicity has been of high interest and several algorithms have been proposed [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
One of the most popular methods is parallel tempering [6] . With parallel tempering multiple simulations with different temperatures are run in parallel. Configurations are then exchanged between simulations with neighbouring temperatures. At the higher temperatures the simulations are able to cross the barriers. By the exchange step the information about configurations on the other side of the barriers is then propagated down to the low temperature simulations. While this method will give exact results it has the obvious disadvantage of the additional computational cost for the higher temperature simulations. Because the Boltzmann distributions at the different temperatures are required to have significant overlap, the individual temperatures cannot be spaced too far apart and a large number of simulations at different temperatures can be necessary. This is especially the case when the temperature of interest is low compared to the temperature required for the crossing of the highest energy barriers. Then a large number of replicas has to be inserted between the temperature of interest and the temperature required for the crossing of the barrier. Hence the propagation of configurations between those temperature ranges can become quite inefficient. Due to the large volume of available configuration space at high temperatures the rate at which a Monte Carlo simulation jumps between different funnels is further reduced with higher temperatures, diminishing the efficiency of parallel tempering simulations. It is therefore advantageous to combine parallel tempering with other methods that enable the jumping between different funnels at lower temperatures [7, 16] .
In contrast to Monte Carlo simulations some modern optimization methods such as minima hopping [17] are much more efficient at exploring the energy landscape as they employ mechanisms to avoid getting trapped in a single funnel. Integrating these schemes into a sampling procedure however is not a trivial matter. The difficulty arises from the need to preserve the detailed balance condition during the Monte Carlo simulation. This difficulty was overcome by Andricioaei et al. [9] who came up with a clever way of using a set of local minima obtained prior to the Monte Carlo simulation to construct moves that directly connect the low energy regions around the local minima.
A different approach was taken by Sharapov et al. [11] who used a set of local minima to construct an auxiliary harmonic superposition system which was then coupled to the Monte Carlo simulation. Although the number of local minima increases exponentially with the system size [18, 19] so that in most cases it is not possible to obtain a complete set of all local minima, it is generally sufficient to only use a small subset of low energy local minima for these methods. If low energy minima from all major funnels are included the newly defined move helps the Monte Carlo simulation to cross the higher energy barriers between the funnels while the lower energy barriers in the system can be overcome by regular Monte Carlo moves. Even for small model systems interacting with the Lennard-Jones potential, which is computationally very cheap to evaluate, the application of Monte Carlo simulations has only become tractable by using improved sampling methods [20] . Although more accurate force field such as for examples machine learning force fields [21] are becoming available the high number of energy and force evaluations required by Monte Carlo simulations still limits their applicability.
Efficient sampling methods will therefore play an important role in enabling the application of Monte Carlo simulations to larger systems with computationally more demanding and accurate energy calculations.
In this work we propose a novel method called Funnel Hopping Monte Carlo (FHMC) that also uses information about the energy landscape generated prior to the simulation to introduce a new kind of move into the Monte Carlo procedure. By using Gaussian mixtures to approximate the Boltzmann distribution around local minima our method can achieve acceptance rates an order of magnitude higher than previous methods while still being exact up to the stochastic uncertainty inherent to Monte Carlo simulations.
II. METHOD

A. Smart Darting
The main idea behind smart darting is to construct new Monte Carlo moves using information about the local minima of the energy landscape. In the original approach [9] this is achieved in the following way. Given a set of M local minima {R i } i=1,2,...,M the so called darting vectors D ij are defined as the pairwise differences between the R i .
Additionally epsilon regions are placed around each local minimum. A configuration is considered to be inside such a region if the Euclidean distance to the local minimum R i is smaller than ε.
ε should be chosen such that none of the regions overlap.
The darting moves will then replace a certain fraction of the standard Monte Carlo moves. In each iteration of the algorithm a random number is drawn to decide which kind of move will be performed. In the case that a darting move is chosen it will first be checked if the current configuration r is inside one of the epsilon regions. If not the move is considered rejected. If r lies inside one of the epsilon regions corresponding to minimum R i a darting move will be proposed. First a darting vector starting at minimum i is chosen randomly. A new configuration is then proposed by adding this darting vector to the current configuration.
The final step is then the the acceptance or rejection of the proposed configuration by the standard Metropolis criterion (eq. 1). While this method of proposing darting moves works well in some cases there are several shortcomings. The first problem arises when we try to apply the method to systems that are invariant under rotations and translations such as for example clusters. Defining the epsilon regions for these systems is not trivial as each minimum of the system does not correspond to a single point in our coordinate space but rather a hypersurface, induced by rotation and translation of the atoms. Although the translational ambiguity can be removed by fixing the center of mass, the solution to the rotational problem is not so obvious. Things get even worse when we start considering systems that have multiple atoms of the same kind. Because these atoms are indistinguishable the system will be invariant under permutation of these atoms.
This means that in our current Cartesian coordinate space, there are 2N !/h α hypersurfaces that correspond to the same configuration, with N being the number of atoms in our system (if all of them are equivalent) and h α is the point group order of the configuration.
Having whole hypersurfaces that correspond to one single configuration makes it impossible to define the epsilon regions as described above. Also the darting vectors can only be defined using a single orientation and permutation of the system. As soon as atoms exchange places or the system rotates these darting vectors would not connect the epsilon regions any more.
Another problem with smart darting is that it uses spherical epsilon regions. In reality the regions of low energy, and therefore high probability, which should be targeted by the darting moves, are often rather elipsoidal due to the presence of soft and hard modes. Because the axies of these elipsoidal regions are in general not parallel, darting by addition of a darting vector will often miss the low energy regions around the local minima. We therefore set out to develop a method that is able to directly target these high probability regions, without making any prior assumptions about their shape.
B. Eckart space and the RMSD
To implement such a method it is necessary that we are able to identify similar configurations to decide if a configuration is inside one of the high probability regions. As systems consisting of identical atoms are invariant under rotations and translations it is not trivial to identify equivalent configurations in the 3N dimensional coordinate space. To assign a set of coordinates to a given configuration r that is invariant under rotation and permutation we first select a reference configuration R which will be one of the local minima in our case. We then determine the optimal rotation R and permutation P of r so that the root mean squared deviation (RMSD) to R is minimal. The algorithm used to minimize the RMSD is described in section II C The RMSD is defined as follows.
It should be noted here that superimposing the centers of mass always results in the minimal RMSD with respect to translation. We therefore assume without loss of generality that the center of mass for all configurations is set to the coordinate origin.
It can be shown that the RMSD between two configurations is minimal if the so called Eckart conditions [22] are met [23] . The Eckart conditions are the following.
We now define the displacement d as the difference between the aligned structure and the reference.
With these we can now write the Eckart conditions as follows.
From these six linear equations it follows that all displacement vectors d, obtained from a minimal RMSD alignment, are orthogonal to the following six vectors.
(12) Here the vectors V 1 , V 2 and V 3 are obtained from equation 10 and V 4 , V 5 and V 6 are obtained from equation 11.
We now construct 3N − 6 basis vectors B i which are orthogonal to each other as well as to the vectors V j
The B i can be obtained using an orthogonalization algorithm such as for example the modified Gram-Schmidt process.
Using the B i as a basis we can remove 6 coordinates from our displacement vectors d. These six coordinates become redundant because we fixed the rotation and translation of the configuration. This allows us to assign a unique set of 3N −6 coordinates to every configuration.
The 3N dimensional vector d is transformed to the 3N − 6 dimensional vector d , using the basis spanned by the B i , as follows.
Here d i denotes the ith component of vector d . To obtain the original configuration d is simply transformed back to the 3N dimensional space and added to the reference configuration R.
C. Minimizing the root mean squared deviation
In systems of distinguishable atoms the RMSD can be considered a function of the rotation of the system as the optimal translation can be found trivially by superimposing the mean atom positions of the two systems. In systems consisting of indistinguishable atoms however we are confronted with some kind of chicken and egg problem as the optimal rotation on one hand depends on the the permutation indicating which atoms from each systems we pair together while the optimal permutation on the other hand depends on the rotation. Each problem by itself can be solved by known algorithms. To find the optimal rotation to a given permutation we can use an algorithm based on quaternions [24] . To determine the optimal permutation for a given rotation we can use the Hungarian algorithm [25] . To solve the combined problems we use both algorithms in alternation until a converged solution is found. As each of the two algorithms will only decrease the RMSD, repeated application of them will lead to a local optimum of the RMSD. To find the globally optimal RMSD we initialized the local optimization with different initial rotations. The initial rotations were evenly spread over the space of rotations to increase the chances of finding the globally minimal RMSD within a limited number of steps.
To test our algorithm we generated random configurations with an RMSD of 0.1 to the local minimum of the 38 atom Lennard-Jones cluster with the third lowest energy. We chose this configuration because it is the lowest local minimum, that has no rotational symmetry.
The RMSD of 0.1 was chosen because it is large enough so that the alignment is not trivial, but small enough to ensure no other permutation than the original one can result in a smaller RMSD. In our experiments we found that by using 400 evenly spread initial rotations the globally minimal RMSD solution was found in 100% of the 10000 test alignments performed.
D. Funnel Hopping Monte Carlo
Using the methods described in the previous section, we are able to uniquely map structures into a 3N − 6 dimensional coordinate space. This capability is the foundation of our novel algorithm called Funnel Hopping Monte Carlo (FHMC) as it allows us to generate Monte Carlo moves that directly target regions of low energy.
By using some metric, which may be the RMSD or fingerprints [26] , we assign each point in configuration space to its nearest minimum. Thus each minimum is assigned a part of the configuration space. In our implementation we used fingerprints because they are computationally cheaper. For each minimum R i we will then define a probability distribution q i (r) which will live in the 3N − 6 dimensional fixed frame coordinate space, and sample the low energy region around this minimum.
These q i should cover the high probability regions as exhaustively as possible. This can be done for example by using the harmonic approximation which would result in an algorithm similar to the one proposed by Sharapov et al. [11] or by a Gaussian mixture as we will propose in the following section. It is important to note here that these distributions do not carry any physical meaning. How well these resemble the Boltzmann distribution does not influence the accuracy of the final algorithm as detailed balance is always satisfied. The q i (r)'s just allow the Funnel Hopping Monte Carlo algorithm to propose better moves that are more likely to be accepted which results in a more efficient sampling.
To propose a Funnel Hopping move we first determine the minimum R i that is closest to the current configuration. We then randomly choose one of the other minima and draw a configuration from the corresponding q j . The choice of the target minimum can be done completely random or one can include a transition matrix T with T ij being the probability to choose minimum j when the current configuration is closest to minimum i. Such a transition matrix can be used for example to avoid proposing moves to minima that are too different in energy. The proposed move is then accepted with probability α according to the Metropolis criterion.
Here h αi is the point group order of the ith minimum. If a minimum has a rotational symmetry, h αi alignments with the same RMSD exist. All these alignments will result in different coordinates if transformed to the basis vectors B i while they describe exactly the same configuration. It is therefore h αi as likely to pick a configuration as q i (r) indicates, because h αi points in the space of the hessian basis exist that correspond to that configuration and are equally likely.
The distributions q i play two important roles. First we can see from the above equation that the acceptance probability is proportional to q i (r) which means that the better the q i cover the high probability regions the higher is the expected acceptance rate. The other function of the q i is that they are used to generate the proposed configurations. Again one can see that if the q i cover the high probability regions well we will propose configurations with a low energy which will result in a high acceptance probability.
Although the Gaussian mixtures are usually quite localized they do in principle have infinite support. This means that it is possible that the proposed configuration r lies outside of the part of configuration space that is assigned to the minimum j. This would result in a move where detailed balance is not satisfied, as the inverse move is not possible. Rejecting moves to configurations outside the region of configuration space assigned to minimum j ensures that the detailed balance condition is met and no errors are introduced.
E. Gaussian mixtures
A rather straight forward approach to define the q i is to use the harmonic approximation of the energy. As the harmonic approximation is a quadratic function, the Boltzmann distribution of this energy will be a Gaussian distribution of the following form. It should be noted that at every local minimum of the energy the Hessian matrix will have 6 eigenvalues that are zero. These corresponding eigenvectors coincide with the V i defined above. The Hessian matrix is therefore not singular in the basis spanned by the B i .
Although this approximation becomes exact in the limit of the temperature going to zero we found that at finite temperatures acceptance rates of our algorithm were very low using the harmonic approximation. For the 38 and 75 atom Lennard-Jones clusters the acceptances rates were around 0.2% and 0.04% respectively. Similar behaviour was also observed in the context of the auxiliary harmonic superposition system Sharapov and Mandelshtam [16] . Using the harmonic approximation in Funnel Hopping Monte Carlo results in an algorithm which is very similar to the auxiliary harmonic superposition system. We therefore include calculations using the harmonic approximation in the following chapters for comparison.
To overcome the deficiencies of the harmonic approximation we propose a different approach to find suitable q i by using a mixture of Gaussians which is defined as follows. Once the a k i and N k i are determined we can generate samples from the Gaussian mixture by picking a random k with probability a k i and then drawing a random sample from N k i . To generate samples from N k i we first generate a set of random numbers drawn from a standard-normal distribution using the Box-Müller algorithm. We then use the Cholesky decomposition of Σ k i as well as µ k i to transform the random numbers to the desired distribution [27] .
The parameters a k i , µ k i and Σ k i are determined by fitting the Gaussian mixture to samples drawn from the Boltzmann distribution using the expectationmaximization (EM) algorithm [28] [29] [30] . We also developed a modified version of the EM algorithm which takes advantage of the high symmetry present in many low energy configurations. An outline of the modified algorithm is given in appendix A.
The samples were collected from a standard Monte Carlo run initialized at the local minimum R i after a short equilibration phase. During the Monte Carlo run we repeatedly check if the current configuration is still inside the region assigned to the local minimum R i . If the region was left the simulation is reinitialized at R i and some equilibration steps are performed. This ensures that the samples are all drawn from a single peak in the Boltzmann distribution that belongs to the corresponding minimum.
III. APPLICATION
We tested our algorithm on clusters consisting of 38 (LJ 38 ) and 75 (LJ 75 ) atoms interacting with the Lennard-Jones potential which is given below.
Here r ij are the pairwise distances between atoms i and j. During each step of the simulation we decided randomly with a ten percent probability to perform a Funnel Hopping move. All other moves were performed using a Hamiltonian Monte Carlo approach (HMC) also known as hybrid Monte Carlo [31, 32] .
To avoid evaporation events, where atoms detach from the cluster a confining potential was added to the systems. We used the same soft potential as Nigra et al. [7] which is given as follows.
With r cm being the center of mass and r c the radius of the confining potential. We experimentally found r c = 3.5σ to be a good choice for LJ 38 and r c = 4σ for LJ 75 . A good choice of r c has to prevent atoms from escaping without influencing the energy of the cluster too much. A soft potential was used because the derivatives/forces were needed for the Hamiltonian dynamics. We compared the results of our method to parallel tempering [6, 33, 34] . We used a geometric distribution of the temperatures as proposed by Kofke [35] . In our simulation swaps were attempted every 10 Monte Carlo steps between adjacent temperatures. They were accepted with a rate of 16-19 percent for LJ 38 and between 13 and 17 percent for LJ 75 which is close to the optimal acceptance rate of 20% proposed by Rathore et al. [36] . Swaps were performed in an alternating manner between pairs of subsequent temperatures e.g. after the first ten steps swaps were attempted between pairs 1-2, 3-4, 5-6, ... and then after ten more steps pairs 2-3, 4-5, 6-7, etc. were used.
The heat capacity was calculated using the following equation.
With · T representing expectation values over the Boltzmann distribution at temperature T . To obtain smooth plots of the heat capacity we used the re-weighting scheme proposed by Sharapov and Mandelshtam [16] to interpolate between the different temperatures.
A. Lennard-Jones 38
The most studied Lennard-Jones cluster is presumably the one consisting of 38 atoms (LJ 38 ) which is 0.06 0.08 0. known for its two funnel energy landscape that almost completely prevents ergodic sampling using conventional Monte Carlo methods. One funnel ends in the global minimum which is a facecentered-cubic truncated octahedral structure. The other funnel ends in the second lowest minimum, which is an incomplete Mackay icosahedron. These two funnels are separated by a high energy barrier with a transition state energy of 4.219 above the ground state energy [37] which is almost impossible to overcome at low temperatures.
Gaussian mixtures were fit for the ten lowest local minima (stereoisomers were counted as one) using 2 × 10 5 samples. The acceptance rates achieved are shown in Fig. 1 .
As one can see in Fig. 1 going from 5 to 10 Gaussians did not increase the acceptance rate. We suspect that this is due to the number of samples not being sufficient for the high numbers of parameters that have to be fitted. In this case we have 5995 free parameters per Gaussian. n(n + 1)/2 from the covariance matrix, n from the mean and one a k i with n being the dimensionality of the Gaussian which is 3 · 38 − 6 in this case.
To further increase the quality of the fit without having to generate more samples we developed a method to incorporate the high symmetry of the local minima into the fitting procedure. In appendix A an outline of the algorithm can be found. The acceptance rate for the Monte Carlo run using a symmetric Gaussian Mixture is labeled sym-4 in Fig. 1 . The Gaussian Mixture for this fit consists of 4 Gaussians per symmetry of the local minima.
This fit was then used to calculate the heat capacity of ing. The result is shown in Fig. 2 where it is compared to a reference calculation using parallel tempering with 10 9 steps. In our implementation of both the simple parallel tempering and the FHMC method one step of the Hamiltonian Monte Carlo algorithm required 25 energy and force evaluations. The curve using both methods in combination was obtained after 10 7 steps. While this result is in agreement with the reference the result obtained with parallel tempering alone using the same number of steps is clearly not converged.
To assess the convergence properties of our method we repeated the calculation of the heat capacity ten times with both methods individually and combined using 10 7 steps. We then calculated the root mean squared error (RMSE) with respect to the reference obtained with 10 9 parallel tempering steps. The resulting RMSEs are shown in Fig. 3 .
The results show that our method alone, outperforms parallel tempering at the lower temperature range up to T = 0.11 /k B . In this range the number of accessible minima is low enough so that they are well covered by the darting sites. In this special case Funnel Hopping Monte Carlo can be used to perform ergodic sampling using only one simulation at a single temperature, reducing the computational effort by several orders of magnitude compared to parallel tempering simulations where a whole range of temperatures has to be simulated.
At higher temperatures additional minima become relevant that are not included into the FHMC scheme and have to be reached by standard Monte Carlo moves which can slow down convergence [33] .
One major drawback of parallel tempering is that a large range of temperatures has to be simulated with the maximum temperature being high enough so that the highest energy barriers can be crossed by the Monte Carlo simulation. In our experiments we chose a maximum temperature of 0.4 /k B for parallel tempering while the maximum temperature for the FHMC simulations can be chosen arbitrarily because each simulation is performed independently of the others. For our FHMC simulations we chose a maximum temperature of 0.18 /k B . Parallel tempering simulations with this maximum temperature did not converge to the correct result. When we combined parallel tempering with our method however convergence could be achieved. In this case the Funnel Hopping moves allow the simulation to cross the highest barriers while parallel tempering enables the crossing of the lower barriers between basins within a funnel that are not included into the FHMC scheme. Using both methods in combination allows therfore to use a significantly lower cutoff temperature than with standalone parallel tempering. It combines the best of both methods by using parallel tempering to skip barriers inside funnels and Funnel Hopping Monte Carlo to move between different funnels, leading to improved sampling capabilities across the whole temperature range which can also be seen in Fig. 3 .
B. Lennard-Jones 75
As a final test we applied Funnel Hopping Monte Carlo to an even more challenging system. namely the 75 atom Lennard-Jones cluster (LJ 75 ). Similar to the 38 atom cluster, its energy landscape also consists of two major funnels, one ending in the global optimum which has a decahedral structure and the other one ending in the second lowest local minimum which has an icosahedral structure. These two minima are separated by a barrier that lies 8.69 above the ground state energy. This barrier is over 3 higher than any other barrier between the 250 lowest minima [19] . Unlike in the case of LJ 38 the peak in the heat capacity caused by the solid-solid transition is well separated from the melting peak.
The very high barrier between the two funnels makes ergodic sampling of this system particularly difficult. It seems that parallel tempering alone is not enough to obtain converged results for LJ 75 [7, 16] . Our own calculation using parallel tempering with Hamiltonian Monte Carlo did not converge after 5 × 10 8 steps per temperature (5 × 10 11 energy and force evaluations in total). Because of the high energy barrier between the two funnels transitions are limited to the very high temperature range of the parallel tempering simulation. At these temperatures the accessible configuration space is extremely large causing the transition between the funnels to be particularly rare.
By combining parallel tempering with Funnel Hopping Monte Carlo transitions between the two funnels become possible already at low temperature.
We used Funnel Hopping Monte Carlo in combination with parallel tempering to calculate the heat capacity of LJ 75 . The two lowest minima were included into the FHMC scheme to facilitate the crossing of the high inter funnel barrier. We used our version of the EM algorithm to fit Gaussian mixtures of three Gaussians per symmetry using 200000 samples per local minimum.
FHMC moves were included with a probability of 0.1 up to a temperature of 0.119 /k B above which the acceptance rate of the moves decays to almost zero. The resulting acceptance rates are shown in figure 4 . The fitted Gaussian mixtures outperform the harmonic approximation in terms of the acceptance rate of the proposed moves by about a factor of 20.
Parallel tempering swaps were again included after every 10 steps. Samples were collected after an equilibration period of 10 5 steps.
The obtained heat capacity after 1.4 × 10 7 steps is shown in Fig. 5 . We identified the peak of the heat capacity corresponding to the solid-solid transition at a temperature of 0.085 /k B . This is slightly higher than the result of 0.083 /k B reported by Sharapov and Mandelshtam [16] . To explain this minor discrepancy we ran several simulation, initialized with the second lowest instead of the lowest minimum, with a larger confining radius as well as with a longer equilibration period. However the results of all these calculations gave the same numerical value for the peak.
In Fig. 6 the peak corresponding to the low temperature solid-solid transition is shown again and compared to the results obtained with our method and with a run where the harmonic approximation was used instead of fitted Gaussians, both after 10 5 and 10 6 steps. After 10 6 steps the FHMC calculation is converged to the final result after 1.4 × 10 7 steps up to a very high precision while the result from the harmonic approximation is still significantly shifted towards the right. Even after only a result where the heat capacity peak is in good qualitative agreement with the converged result. These results clearly indicate that the rate at which the simulation jumps between the two funnels is the limiting factor for the convergence of the Monte Carlo simulation.
Hence, using Funnel Hopping Monte Carlowe were able to obtain a converged result after only 10 6 steps (3.25 × 10 7 energy and force evaluations per temperature or 1.3 × 10 9 in total, including sample generation for the Gaussian mixtures as well as the equilibration part). This is almost 100 times less than the 3 × 10 9 energy evaluations per temperature reported by Sharapov et al. [11] where an auxiliary harmonic superposition systems was used and more than 100 times less then the 4 × 10 11 energy evaluations in total reported by Martiniani et al. [13] where the approximate SENS method was employed.
IV. CONCLUSION
With Funnel Hopping Monte Carlo we developed a new tool to overcome broken ergodicity by exploiting precomputed knowledge about the energy landscape into the Monte Carlo simulation. Our method generates an accurate approximation to the Boltzmann distribution even for anharmonic systems. This allows us to propose good moves between different funnels that have a high chance of being accepted by the Monte Carlo algorithm. Using Gaussian mixtures allows for a systematic improvement of the proposed moves by increasing the number of samples used for fitting and the number of Gaussians in the Gaussian mixture. With our newly developed variant of the expectation-maximization algorithm we are able to take advantage of the high symmetry present in many local minima which results in an even better fit of the Gaussian mixtures. With our fits we were able to achieve acceptance rates about twenty times higher than with the harmonic approximation. We observed that the convergence of the Monte Carlo simulation is limited by the rate at which the simulation is able to transition between the different funnels and therefore directly dependent on the acceptance rate of the inter funnel moves.
If the temperature of interest is low enough so that only a limited number of basins are accessible and if it is possible to include all of them into the algorithm, Funnel Hopping Monte Carlo can be performed at a single temperature whereas parallel tempering requires many auxiliary simulations at higher temperatures.
We also showed that by combining our method within the parallel tempering scheme the maximum simulation temperature, can be significantly reduced which allows to avoid unnecessary calculations resulting in a reduced computational cost. Also the convergence of the simulation is sped up massively as the Funnel Hopping Monte Carlo moves help the simulation to cross the highest barriers between different funnels very efficiently.
Using Funnel Hopping Monte Carlo we were able to obtain the heat capacity of the 75 atom Lennard-Jones, a notoriously difficult system, known to suffer from a particularly strong broken ergodicity. Nevertheless, using only 1.3 × 10 9 energy and force evaluations in total we could obtain converged results. This number of evaluations is two orders of magnitude less than the number for existing state of the art methods. We also observed that the results were already in good qualitative agreement after only about 10 8 energy and force evaluations. This significant increase in efficiency is a milestone achievement which will open the door to high accuracy Monte Carlo simulations at the level of density functional theory.
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Appendix A: Fitting symmetric Gaussian mixtures
Low energy configurations of clusters often exhibit a high degree of symmetry. This is especially the case for the Lennard-Jones 38 cluster where the ground state has 24 rotational symmetries as well as an inversion symmetry resulting in a total of 48 symmetries.
These symmetries will also be present in the Boltzmann distribution which we approximate using the Gaussian mixtures. By constraining the Gaussian mixtures to have the same symmetries as the local minima, the number of free parameters can be reduced, which results in an increased quality of fit with the same number of training samples used. We therefore developed the following variant of the expectation-maximization algorithm.
In a first step we determine all rotation and inversion symmetries of the configuration. For that the configuration is first rotated randomly, then the alignment algorithm described in section II C is used to align the rotated structure to the original configuration. All distinct assignments with an RMSD of zero correspond to a symmetry operation. The procedure is then repeated with the structure being inverted so that all symmetries that include an inversion can be found. Alternatively the symmetries can also be detected using a more efficient code, such as for example libmsym Johansson and Veryazov [38] .
We then define a symmetric Gaussian mixture by replicating a normal Gaussian mixture for each of the symmetry operations. 
Here N sym is the number of symmetries, m is the number of Gaussians per symmetry and N k j is the kth Gaussian under the jth symmetry transformation. Similar to the non symmetric Gaussian mixture the a k s are weights for the individual Gaussians. Because each Gaussian is replicated N sym times the a k have to sum up to 1/N sym .
Each symmetry operation consists of a rotation represented by a rotation matrix R, a permutation represented by a permutation matrix P, and optionally an inversion. To apply a symmetry transformation to the 3N − 6 dimensional vectors we first have to transform them back to the 3N dimensional space. Then the rotation, permutation and inversion are applied before transforming back to the 3N − 6 dimensional coordinates. Combining all of these operations yields the matrix M M = B PQIB (A2)
With B being a 3N × 3N − 6 matrix with its columns consisting of the 3N −6 basis vectors B i , Q being a block diagonal matrix with the rotation matrix R repeated N times along its diagonal and I being the identity matrix 1, or −1 if an inversion is applied. The Gaussian N k j is hence defined by the mean µ k j = M j µ k and the covariance Σ k j = M j Σ k Mj . The symmetric Gaussian mixture model is therefore parametrized by m weights a k , m mean vectors, and m covariance matrices.
To fit this symmetric Gaussian mixture we modified the original expectation-maximization algorithm in the following way. During the expectation part of each iteration we first construct the full symmetric Gaussian mixture as it is given by equation A1. We then calculate the weights y jk i for each sample x i in the same way as in the original algorithm. 
As in the original version of the algorithm the expectation and maximization steps are repeated alternately until convergence is achieved.
With this modified version of the expectationmaximization algorithm we were able to achieve significantly better fits and hence in higher performance of our Funnel Hopping Monte Carloalgorithm whenever symmetries were present in any of the local minima used.
