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Abstract: Transformation of spatial distributions of species is a key element for
understanding global and regional impact of climate change on environment in the future.
Yet little is known about current distributions of species, especially in relation with
physical parameters of environment. This is primarily due to limited availability of data on
species occurrences, which prevents reconstruction of their geographical distribution with
standard methods of spatial statistics. To address this problem, specialized applications
called distributional models, based on the hypothesis of fundamental niche, are being
developed. We have built a new tool for predicting species’ geographical distributions
based on presence-only data. The tool is developed around an Artificial Neural Network
(ANN) simulation engine, which employs the Stuttgart Neural Network Simulator (SNNS).
Our tool is capable of using multiple environmental layers as predictors to generate the
patterns at the species’ presence and pseudo-absence localities, selecting and training an
ANN using these patterns, selecting the optimal ANN, testing the selected ANNs on
independent sets of data, applying the selected model to project species distribution at
current or modified climate conditions, and porting the resultant presence probability maps
to ESRI ArcGis. One of the frequent criticisms with ANN-based computer applications is
connected with their generalization ability, demonstrated through “model overtraining”.
When the pre-selected number of training steps for the model is too high, the modelgenerated predictive surface looses its smoothness, becoming too tightly locked at the
training dataset. To reduce the generalization abilities of ANN predictions of insect species’
occurrences, we employed model ensembles. The redundant ensemble of ANN models was
used to simulate spatially distributed probabilities of species presence from the train
presence data set; the results of modeling with each individual network were then pooled
together using their linear combination. Such modeling based on employing redundant
model ensembles yielded a significant improvement in overall model performance and
reduced model-related uncertainty.
Keywords: Artificial Neural Networks, NeuroNiche, Model Ensembles, Ecological Niche,
Model Uncertainty.

1.

INTRODUCTION

Modeling the impact of environmental change on a species’ geographical location is
frequently an attempt to estimate the transformations of the species’ ecological niche. The
concept of the ecological niche, introduced by Hutchinson (1958) suggests that a species
needs a certain combination of the environmental factors, such as the temperature,
precipitation, soil, etc., for its successful survival and reproduction. Mathematically, the
concept of the fundamental species’ niche can be formalized by considering a mapping μ
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from 2-dimensional geographical space X into a multidimensional space of physical factors
important for the species’ existence P, i.e. μ: X Æ P. The projection of the species’ known
localities then constitutes the species’ fundamental niche. Once the fundamental niche is
found, the impact of the changed environmental conditions on geographical distribution of
the species can be found from the inverse mapping μ-1: P Æ X, assuming it exists.
Practically, however, the number of known species’ localities (i.e., the species’ presence
points) is never large enough to make an inference about the fundamental niche without of
making additional assumptions. To address this problem, specialized applications called
distributional models, based on the hypothesis of fundamental niche, are being developed.
First, a set of spatially distributed data layers believed to determine species geographical
distribution is defined based on biological considerations. Then, model parameters are
being computed to provide the best match between the predicted and observed species
presence data. Finally, the model is applied to the entire set of original or modified
environmental layers to project species distribution in the areas with missing presence data
and/or under the impact of environmental change.
A number of statistical and Artificial Intelligence methods, such as Maximum Entropy
(MaxEnt, by Phillips et al., 2006), Bioclimate Prediction System (BIOCLIM, by Nix,
1986), and Genetic Algorithm for Rule-set Prediction (GARP, by Stockwell & Peters,
1999) have been used for estimating the species’ fundamental niche and prediction of the
the geographical transformations of the species’ localities under the environmental change.
Each of these methods has its own limitations. The recently developed Bayesian
probabilistic method MaxEnt has probably become the most frequently used approach for
modeling species spatial predictions. The rationale for this popularity is MaxEnt’s ability to
produce compact predictive distribution for probabilities of species’ occurrence with
performance tests presumably superior to other modeling techniques. However, with one
method clearly dominating the predictions, modeling uncertainty of predicted species
distribution is becoming harder to estimate.
We introduce a new tool for modeling predicting the species’ geographical distributions,
which is based on the Artificial Neural Networks (ANNs). The ANNs, originally designed
to mimic signal processing in a brain, nowadays are increasingly used in a multitude of
different applications. Essentially, an ANN presents a system for parallel information
processing that consists of a large number of simple adaptive elements. The large degree of
interconnection between the elements in the ANN leads to its complex, non-linear
behaviors, and the ability of the elements (neurons) to adapt permits the “learning by
example” type of behavior, as the system re-builds itself so that the processed input
information would closely match the provided training data.
The ANNs are capable of approximating a measurable function with any arbitrary set
degree of accuracy (Hornik et al., 1989). As a consequence, an ANN-based model has an
extremely good predictive ability, yet the downside is loosing the model generalization
ability, the process, which is commonly referred to as “overtraining”. A widely used
method of finding an acceptable balance between underfitting and overtraining of the
ANN-based model (Poulton 2001) requires a small separate set of the testing data. Then,
after a pre-set number of training epoch, the ANN is validated on this testing data set, and
the training is allowed to continue as long as the error of validation is decreasing. However,
for the insect presence data, the limited number of recorded locations for rare species make
this method of overtraining control less useful.
Additionally to overfitting, the stochastic nature of the ANN training process leads to the
substantially different results returned by the ANNs, even when they are train on identical
data. To reduce the structural uncertainty of the model and to increase its generalization
ability, we take an advantage of using an ensemble of the ANN models, post-processing the
model results. We further illustrate our approach on modeling the geographical distribution
of the bumblebee Bombus pennsylvanicus (Degeer).
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2.

NEURONICHE: A NEW TOOL BASED ON THE ARTIFICIAL NEURAL
NETWORKS

2. 1 Neuroniche
We have developed a new tool for predicting species’ geographical distributions based on
the species presence data we call NeuroNiche. The tool is built around an Artificial Neural
Network (ANN) simulation engine Stuttgart Neural Network Simulator (SNNS, 2007).
NeuroNiche is capable of using multiple environmental layers as predictors to generate the
patterns at the species’ presence and pseudo-absence localities, selecting and training an
ANN using these patterns, selecting the optimal ANN, testing the selected ANNs on
independent sets of data, applying the selected model to project species distribution at
current or modified climate conditions, and porting the resultant presence probability maps
to ESRI ArcGis. The NeuroNiche uses a feedforward neural network with one hidden layer,
which is the most popular type of ANN in the majority of applications. Further, we set the
number of the elements (neurons) in the hidden layer N equal to the number of inputs to the
ANN. For the learning function, we used the Std_Backpropagation function of SNNS with
the weights set to random. The number of training cycles can be arbitrary, however after
experimenting with multiple sets of the species location data we found the optimal number
of training cycles to be between 2000 and 10000.
The data on insect occurrences tend to contain only the presence records. The so-called
“profile methods” (Pearce and Boyce, 2006) of computing the species geographical
distribution that require only the species presence data are common. The most popular in
this category is the “climatic envelope” ANUCLIM method (McMahon et al., 1996) as
implemented in the widely used BIOCLIM (Busby, 1991) software. The presence-only data
distributional models successfully employ a variety of methods to envelope the projections
of the known presence locations to the multidimensional space of environmental
parameters. Yet the common criticism of the profile-based models is that the resultant
distribution is “too wide” as the models tend to over-predict the species occurrence and
may be highly sensitive to outliers (e.g., BIOCLIM - Pearce, Boyce, 2006).
Alternative to the profile methods are the methods the contrast the environmental
conditions in the known species presence locations with the environmental conditions in a
random sample of geographical locations, called the “pseudo-absence” locations.
Neuroniche is able of generating a sample of uniformly distributed pseudo-absences or it
can generate the sample using a custom probability density function. In our study, we
generated the pseudo-absence samples using the inverse of the normalized density of the
presence locations, generated in the ESRI ArcMap software.
2. 2 Case study: geographical distribution of bumblebee Bombus pennsylvanicus
To illustrate the application of NeuroNiche to
finding the fundamental niche of a species, we apply
the model to mapping the geographical distribution
of Bombus pennsylvanicus. Bumblebees in general
represent an ideal group for the analysis because
their distributional data is more-or-less abundant,
their taxonomy in North America is well understood,
they play a critical ecological role across the
continent as pollinators, and they are highly sensitive
to the well-mapped environmental factors, e.g. to
climate. The distributional data of the bumblebees
examined were obtained from the Global Figure 1. The data on the
Biodiversity
Information
Facility bumblebee Bombus
(http://www.gbif.org/), and included 107 unique pennsylvanicus presence.
occurrence points collected throughout the continent
for the three species (figure 1).
We divided the location data into the training and testing sets of equal size. Further, we
followed the methodology described above to generate ten sets of pseudo-absence data,
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1000 points each, with distribution determined by the normalized density of presence points
(figure 2). These redundant sets of the presence-absence data were used for model training
and testing.

Figure 2. The species location database, divided into the training (left) and testing (right)
sets, with random pseudo-absence points added. Presence points are shown in red; pseudoabsence – with green.
2. 3 Environmental data
As a base climate, we used the 1961-1990 monthly values for temperature and precipitation
(Mitchell et al., 2004). These values were further processed using stochastic weather
generator (Friend, 1988) to obtain the following seven climate layers for the North
America: mean annual temperature and precipitation for the reference period, summer
temperature, winter temperature, mean values of the highest and lowest temperatures
through a year, and the length of frost period. All modeling in this study require that
distributional points be placed within a continuous, gridded ecological context. To do this,
we used topographical data (elevation, slope, aspect, flow accumulation, flow direction, and
compound topographical index) from the US. Geological Survey’s (2008) HYDRO-1k data
set. All data were gridded at 0.1 degree spatial resolution for analysis. In total, the
following 12 environmental layers were used:

Annual mean temperature

Total annual precipitation

DJF temperature

JJA temperature

Length of thaw free period

Highest temperature (expectation)

Lowest temperature (expectation)

Elevation

Slope

Aspect

Flow accumulation

Compound topographical index
2. 4 Model ensembles
One of the frequent criticisms with ANN-based computer applications is connected with
their generalization ability, demonstrated through “model overtraining” (Sharkey, 1999).
When the pre-selected number of training steps for the model is too high, the modelgenerated predictive surface looses its smoothness, becoming too tightly locked at the
training dataset. The apparent result of model overtraining is a “grainy” structure of
simulated spatial distribution of the probability of species occurrence. Paradoxically, the
more time is spent for training the model, the poorer results will it demonstrate on testing
data. The traditional method to increase model generalization ability is early termination of
model training, which however increases model-related uncertainty of prediction. To
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reduce the generalization abilities of ANN predictions of insect species’ occurrences, we
employed model ensembles (Sharkey, 1999). We used randomly generated seed values to
create a set of ten ANN models, which we then trained on the same insect presence data.
This redundant ensemble of ANN models was then used to simulate spatially distributed
probabilities of species presence from the test presence data set. Finally, the results of
modeling with each individual network were pooled together using their linear
combination.

3. RESULTS
NeuroNiche performance has demonstrated a satisfactory model performance as estimated
from receiver operating characteristic (ROC) sensitivity vs. 1-specifisity plots (table 1). As
a single estimator for model quality, we used the area under the ROC curve (AUC), a
measure, which is traditionally used in signal detecting (Swets, Pickett, 1982), and shown
to be equivalent to Mann-Whitney U test. We found ROC to vary between 0.95 and 0.98
(mean value 0.97) for training data, and between 0.72 and 0.87 (mean value 0.83) for
testing data set when the models with randomly selected input parameters were trained
using backpropagation algorithm for an arbitrary pre-selected 5000 steps each. When the
number of model training steps was selected based on the best performance demonstrated
by the model during the test, AUC would increase to 0.85-0.87. These results are similar to
the ones we received when using MaxEnt method with same dataset.
Table 1. The area under the ROC curve (AUC), computed to estimate the overall
performance of the model trained for 5000 and 10000 cycles. Notice that using the
redundant model ensembles considerable improves model performance on testing data.
Experiment Train 5000 Test 5000 Test 10000
1
0.95
0.74
0.77
2
0.97
0.75
0.71
3
0.96
0.81
0.69
4
0.97
0.87
0.7
5
0.96
0.79
0.69
6
0.96
0.72
0.71
7
0.94
0.87
0.75
8
0.96
0.75
0.78
9
0.96
0.74
0.64
10
0.96
0.8
0.72
Mean
0.959
0.784
0.716
Ensemble
0.98
0.83
0.82
Despite the satisfactory performance of each of the generated ANN – based models, the
projections of the individual models demonstrated similar, yet different in details, results
(figure 3). For demonstration purposes, model training was interrupted early, after 2000
cycles. The projected probability of species occurrence exhibit two peaks with the highest
possibility of locating the species. The maps also demonstrate a considerable noise, which
is the evidence of the average generalization ability of each of the ANNs.
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High : 1

Low : 0

Figure 3. An example of variability in projections of ANN models, trained for 2000 cycles
with difference seed values and using different sets of pseudo-absence data.
The results of each of the individual models was be significantly improved by employing
redundant model ensembles. The AUC value for a model trained for 5000 steps has
increase from 0.78 on average up to 0.83. The performance for slightly overtrained models
increased even further: e.g., the AUC of the models trained for 10000 steps vary from 0.64
to 0.77 (mean 0.72) when model results were compared to test data. Same set of models,
taken as a model ensemble, has increased AUC up to 0.82.

Figure 4. A projection of Bombus pennsylvanicus geographical distribution, obtained as a
linear combination of the projections of ten ANN models (see figure 3 to compare with the
projections of individual models).
4.

CONCLUSIONS

We introduced a new approach to model insect species’ spatial distributions based on the
hypothesis of the fundamental ecological niche. The approach employs species presenceonly data and pseudo-absence data to train an ANN using the backpropagation algorithm.
We used the model to predict the continental-scale distribution of Bombus pennsylvanicus
using a medium-size training dataset of 53 locality records. Model performance was
measured using ROC estimator with a testing dataset containing 54 locality points and was
found to be satisfactory. We also tested the model with a reduced volume of training dataset
to 20 points with equally satisfactory results.
To improve model generalization ability and further reduce the prediction error, we utilized
a redundant ensemble of ANN models. The projection of each individual ensemble member
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was different from the others due to the variations in both the input data for model training
and in the model seed values. Between multiple methods for combining the ensemble
members (Ahmad, Zhang, 2002; Shu and Burn, 2004) we selected the most frequently used
linear combination approach. The previous studies (Hansen, Salamon, 1990; Opitz, Maclin,
1999) has demonstrated that a model ensemble with as few as ten ANNs yields a significant
improvement in the overall model performance. Following these studies, we employed an
ensemble of ten ANNs, and found both model generalization and model error significantly
improved.
Several complications to our analysis should be mentioned. First, we used simplified
approaches for both creating and combining the results of the ensemble members; more
elaborate methods such as ANN boosting and model stacking should further improve
NeuroNiche performance. Second, relatively small volume of the presence locality dataset
was one of the reasons for the significant variability between the projections of the
individual models. Finally, the selection of bumblebees for the analysis sets a considerable
restriction on the predictive ability of a species distribution model. The bumblebees are
closely associated with particular flowering plants as a source of nectar. This analysis did
not examine the distributions of those plant species, which almost certainly are limiting
factors in determining the distributions of bumblebees. These considerations suggest that
substantial work remains to be done in improving the projections of the ecological niche
models using ANN ensembles.
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