We study a class of tenable irreducible nondegenerate zero-balanced Pólya urn schemes. We give a full characterization of the class by sufficient and necessary conditions. Only forms with a certain cyclic structure in their replacement matrix are admissible. The scheme has a steady state into proportions governed by the principal left eigenvector of the average replacement matrix. We study the gradual change for any such urn containing n → ∞ balls from the initial condition to the steady state. We look at the status of the urn after jn draws. We identify three phases of jn: The growing sublinear, the linear, and the superlinear. In the growing sublinear phase the number of balls of different colors has an asymptotic joint multivariate normal distribution, with mean and covariance structure that are influenced by the initial conditions. In the linear phase a different multivariate normal distribution kicks in, in which the influence of the initial conditions is attenuated. The steady state is not a good approximation until a certain superlinear amount of time has elapsed. These Gaussian phases are all manifestations of one master theorem. The results are obtained via multivariate martingale theory.
Introduction
A k-color Pólya urn is an urn containing balls of up to k different colors and some rules of evolution in discrete time units. At each stage a ball is drawn uniformly at random from among all the balls in the urn and its color is noted. If a ball of color r, r = 1, . . ., k, is drawn at a stage, it is returned to * Department of Statistics, The George Washington University, Washington The replacement matrix together with the initial conditions will be referred to as the Pólya urn scheme, or simply as the "scheme." In an urn starting with n balls, let X (n) j,r be the number of balls in the urn of color r, for r = 1, . . ., k, after j draws, and set For growing urns [1] , [9] , [6] , [4] and [2] give the broadest theories up to date. For Textbook discussions see [7] and [8] .
We wish to deal with the class of zero-balance (i.e. constant row sum) tenable urns. These must have negative entries. Urns in this class are not growing, and thus not covered in the afore-mentioned ref-
erences. An instance of this class is the classic Ehrenfest Scheme [3] . A class of urn schemes is tenable, if we can perpetuate the drawing following any stochastic path whatsoever. Tenability is a proper combination of certain matrix structure and initial conditions.
In a zero-balanced urn scheme the number of balls in the urn does not change after any number of draws. When n is large, we describe the initial conditions in terms of proportions: X (n) 0 vector of proportions is α = (α 1 α 2 . . . α k ), with each α r ∈ [0, 1], for r = 1, . . ., k, and k r=1 α r = 1. The interest is in characterization of the class of zero-balanced tenable urns, and in the short and long term behavior. We shall see that there is a steady state with a multinomial distribution, which for large urns (n → ∞) can be approximated by a multivariate normal distribution. We also explore the transition of Gaussian phases along the way to that multivariate normal state.
Matrix notation
The matrix E[A] of a k-color scheme (A, X (n) 0 ) has eigenvalues λ 1 , λ 2 , . . . , λ k , which we order according to their decreasing real parts, that is, 
The results
We shall first characterize the class C k of tenable irreducible nondegenerate zero-balanced k−color Pólya urn schemes by sufficient and necessary conditions. When the number of balls n is very large, the multinomial distribution of Theorem 2 becomes asymptotically multivariate normal. We shall further identify rates of convergence. Let j n be the number of draws. There are three phases of j n : (a) The growing sublinear phase, when j n → ∞, and
Theorem 1 An urn scheme
(A, X (n) 0 ) is in the class C k ,
if and only if
(b) The linear phase, when j n ∼ θ n n, for some θ n > 0 of a magnitude bounded from above and below;
(c) The superlinear phase, when n = o(j n ). 
Furthermore, after j n draws from the urn with n → ∞ balls, where j n → ∞, in a sublinear (when no color is initially dominant), linear or superlinear fashion,
where ξ n = √ j n in the sublinear phase, and ξ n = √ n in the linear and superlinear phases, and Σ This theorem has the following manifestations in various phases. When j n grows sublinearly to ∞, one sees normal behavior. For the growing sublinear phase, the initial conditions persist. The Gaussian law in Theorem 3 takes the form
we specify Σ 2 1 in the sequel. Deep in the linear phase (with large linearity coefficient), when j n ∼ θ n n, the Gaussian law in Theorem 3 takes the form
we specify µ n and Σ 2 2 in the sequel. The vector µ n contains a fixed component and an exponentially decaying part.
In the superlinear phase, when n = o(j n ), the Gaussian law in Theorem 3 takes the form
we specify Σ 2 3 in the sequel.
Note how the effect of any initial conditions is eventually obliterated. Though we have one master theorem for all the phases, certain aspects of the proof are different in each phase. Basically, a different approximation technique is used in each of the three phases.
Basic stochastic recurrence
In a tenable scheme a stochastic path of j steps corresponds to a history of nonhalting replacements up to j − 1 steps, a determination of the color of the jth drawn ball and an independent realization of A. Let 1 j,r be an indicator of the event that a ball of color r is sampled in the jth draw. (The indicators 1 j,1 , 1 j,2 , . . . , 1 j,k are mutually exclusive.) By tenability X (n) j−1 is a vector with nonnegative components. Let A j be a realization of A in the jth step. Let J (n) j be the vector of indicators. We can write
Characterization
In this section we prove Theorem 1. It is helpful to get rid of redundant situations. We go over the concepts of irreducibility and nondegeneracy first. At the core of these concepts is the idea that every color is essential in some nonartificial way.
Irreducibility
Color r is said to be essential, if there is probability 1 of finding balls of that color after some number of draws from an urn for every monochromatic starting condition void of that color. A scheme is irreducible, if all its colors are essential. If a scheme is not irreducible it is said to be reducible. An example of reducible schemes is the following:
Here are simple facts about tenable irreducible zerobalanced schemes.
Lemma 1
In the replacement matrix A of a tenable irreducible zero-balanced scheme, entry A i,i , for i = 1, . . . , k, is nonpositive, and cannot be identically 0.
Proof . Assume the diagonal element A r,r of A has a positive realization. The zero-balance condition necessitates that some entry on the same row, say A r,s realizes a negative value. The irreducibility condition assures that, sooner or later, a ball of color r appears (with probability 1), and subsequent draws from color r will deplete color s, while increasing balls of color r. So, we can follow one such stochastic path, then realize a positive value of A r,r and a negative value for A r,s , and the scheme comes to a halt after one extra draw from color r, contradicting its tenability. Entry A r,r is nonpositive. Next, assume that, A r,r ≡ 0, and we start with a monochromatic urn, in which all the balls are of color r. The entire rth row must be 0, otherwise, by the zero balance condition we have positive and negative entries. Then we can deplete some other color by repeatedly drawing from color r (while not changing the number of balls of color r), and drive the process into a halt, contradicting tenability. However, if the entire rth row is 0, no other color will ever appear, contradicting irreducibility.
Nondegeneracy
When two colors, say r and r , are tied together (that is, when one color is always the same multiple of the other), we consider the situation a degeneracy. More precisely, we say that an urn scheme is degenerate, if for a positive constant m ≥ 1, X j,r = mX j,r , for all j ≥ 0. In this case, we can reduce the dimensionality of the problem from k to k − 1 by combining the two colors.
Lemma 2 A tenable irreducible zero-balanced scheme is degenerate, if and only if there is one column of its replacement matrix that is proportional (in all its components) to another.
Proof . For brevity, we give only one direction of the proof. Suppose the scheme is degenerate. There are two distinct colors, say r and s (with r = s) that are tied together-for some integer m ≥ 1, and for all j ≥ 0, X (n) j,r = mX (n) j,s . A draw from any color keeps this proportionality. Thus, if we draw from color i, for any i = 1, . . ., k, we get
i,s ; column s of the replacement matrix is proportional (in all its components) to column r. The converse can be proved by combinatorial arguments.
Sufficient conditions for the class
We shall show that a Pólya urn scheme is in the class C k , if its replacement matrix has the form (1), provided that the components of the initial vector X (n) 0 are nonnegative multiples of c (which we call the initial divisibility condition), with at least c initial number of balls.
By virtue of its construction, the form (1) is zero balanced and by Lemma 2, it is nondegenerate, too. Tenability means that the starting conditions and the replacements never demand on any stochastic path to draw balls that are not in the urn. Equivalently, we can indefinitely perpetuate the drawing and, for all j = 0, 1, . . ., each component of X (n) j is nonnegative.
Lemma 3 Under the form (1) and the initial divisibility condition, each component of X (n) j is a nonnegative multiple of c (that is, the scheme is tenable).
Proof . We prove the lemma by induction on j. The choice of the initial conditions guarantees this for j = 0, providing a basis of induction. Assume the hypothesis is true for X Hence X j,r is a multiple of c, for s = r. As for the component X j,s we have
Lemma 4 A scheme with replacement matrix in the form (1) and starting values satisfying the initial divisibility condition is irreducible.
Proof . A scheme in the form (1) has a positive probability to possess a realization with all the diagonal elements being −c. When A k,k = −cB k,k = −c, only one other entry on the same row is +c. Thus, there is a positive probability, say p, that each row has exactly two nonzero entries: one on the diagonal (of value −c), and one off the diagonal of value +c, so that the cyclic structure is present.
Let E j,si be the event that, starting at the jth draw, we successively go through the permutation of all colors starting with a jth draw of color s i . That is, E j,si is the event that 1 j,si = 1, 1 j+1,si+1 = 1, . . ., 1 j+k−1,si+k−1 = 1 (interpret the index of s to wrap around into 1). Thus Prob(E j,si ) = p > 0. (By Lemma 3 drawing forever is ensured, and E j,si is well defined.)
The sequence {E jk,si } ∞ j=1 comprises independent events, and
By the Borel-Cantelli lemma, Prob(E jk+1,si infinitely often) = 1, and consequently Prob(E j,si infinitely often) = 1. So, any color has probability 1 of appearing infinitely often, if we start monochromatically with balls of color s i . This being true for s i , for i = 1, 2, . . ., k, shows that all colors are essential; an urn scheme with replacement matrix in the form (1) and starting values satisfying the initial divisibility is irreducible.
The zero-balance nature and nondegeneracy of (1) and Lemmas 3-4 assert that this choice of replacement matrix with the initial divisibility condition are sufficient conditions for a scheme to be in the class C k . This proves the sufficiency part of Theorem 1.
Necessary conditions for the class
We sketch here that the form (1) and the initial divisibility condition are necessary for a Pólya urn scheme to qualify in C k . We highlight (without proof) the key lemmas and their corollaries. The proofs run alongside parallel lines to those in the sufficiency arguments. Throughout this section we assume that the scheme (A, X (n) 0 ) is in C k . It was shown in Lemma 1 that the diagonal entries of A are nonpositive. It remains to determine the ranges of these entries.
Lemma 5 For some positive integer c r and some p r ∈ (0, 1],
A r,r = −c r Ber(p r ).
Hence forth we assume A r,r = −c r Ber(p r ), for p r ∈ (0, 1].
Corollary 1 The off-diagonal entries of A are nonnegative random variables.

Lemma 6
The positive values c 1 , c 2 , . . . , c k are all the same.
Corollary 2 The off-diagonal entries of A are nonnegative random variables that are multiples of c.
Corollary 3 The initial value X
(n) 0,r is a nonnegative multiple of c. Lemmas 5-6 and their corollaries demonstrate that, indeed, replacement matrices in the form (1) in addition to the initial divisibility conditions, are the only admissible schemes for the class C k .
Corollary 4
The Markov chain and its stationary distribution
For a k-color scheme in the class C k , the vector X (n) j alternates in value between vectors of the form x = c(x 1 x 2 . . . x k ), where the components of x are solutions in nonnegative integers to the equation
we call such a solution a feasible partition. Given any particular feasible partition of colors in the urn, the change of composition after one drawing depends only on the color of the ball sampled from the given feasible partition. The process X (n) j is therefore a Markov chain on
states, each of which corresponds to one feasible partition. The irreducibility aspect of the scheme makes at least k states of the Markov chain nontransient.
Let p r,s be the conditional probability that A s,r = 1, given A s,s = 1. Let π(x 1 , . . . , x k ) be the stationary probability that the process is in state (x 1 , . . . , x k ), and π be the Proof . Writing the relation π = πQ component by component we get the (3), if the numbers a 1 , ..., a k satisfy the equations
for every feasible partition of x. There are
such partitions. So, as equations in the k variables a 1 , . . . , a k , this is an over determined system. We need also to satisfy k j=1 a j = 1. We can solve any k linearly independent equations in this combined system and verify that such a solution is unique, and consistent with the rest of the equations in the over determined system. Let us solve the k − 1 equations where only one x r is N and all the rest of the shares in the partition are 0, together with k j=1 a j = 1. This gives us a linear system of equations yielding a as the left eigenvector corresponding to the eigenvalue 0.
Exact and asymptotic mean and variance
In this section, we obtain explicit expressions for the mean and the covariance matrix of X (n) j , and describe the asymptotic behavior of this random vector after j = j n draws, for functions j n of various growth rates. In what follows F j is the sigma-field generated by the first j draws.
Lemma 8
The mean and covariance of a Pólya urn scheme in C k after j draws are
Proof . The expectation of (2) is
0 . A recurrence for the covariance follows from (2) and its transpose:
We need only to evaluate the first term E[X
This ensues from a rather lengthy computation starting from the basic recurrence (2) . Plugging the result of this computation in (4), the covariance follows in the form stated.
The following corollaries provide the mean and covariance asymptotics for the growing sublinear, linear and superlinear phases.
Corollary 6 E[X
HDiag(e βn λ1 , . . . , e βnλk )H −1 αn +o(n), for j n ∼ β n n;
Proof . From lemma 8, we have
where H is a modal matrix of E[A]. We have
Thus, in the sublinear phase (5) asymptotically becomes
The argument for the linear phase is similar.
The nondegeneracy of C k renders all the eigenvalues distinct; the real parts of the eigenvalues form a decreasing sequence, with λ 1 = 0. Whence, in the superlinear phase
In the superlinear phase (5) asymptotically becomes
The covariance matrix for the three phases of j n can be obtained in a like manner from asymptotic analysis of the exact covariance.
The underlying multivariate martingale
Conditioning the recurrence (2) on the content of the sigma field F j−1 , one gets
So, it is evident that
is a martingale. This martingale structure is quite helpful in proving Gaussian limits in all the phases. It is sufficient for our purpose to check conditional Lindeberg's condition and the conditional variance condition (see [5] , Page 58). The former requires that for all ε > 0,
where 1 E is the indicator of E, . is the usual norm of a matrix, and ∇ is the backward difference operator.
A Γ-conditional variance condition requires that
for a positive definite matrix Γ, where the convergence takes place component by component.
When both conditions hold, ξ
jn ]) converges to the multinormally distributed random vector N (0, Γ). In the sublinear phase, we take ξ n = √ j n and in linear and superlinear phases, we take ξ n = √ n. For calculations involved in conditional Lindeberg's condition the following uniform bound is helpful in all the phases.
Lemma 9
Proof . In view of (2) we have
The lemma follows from these inequalities and a calculation of the matrix norms.
Lemma 10
Proof . In all the growing phases ξ n grows with n. Therefore, for any given ε > 0, the uniform bound in Lemma 9 asserts that the sets { ξ
> ε} are all empty, for all n greater than some positive integer n 0 (ε). For n ≥ n 0 we can truncate the sum in U n at n 0 . According to Lemma 9 , in all the growing phases we get
For calculations involved in conditional variance condition we need to determine Cov ∇Ỹ
We can obtain this in exact form then substitute in (6) to obtain the explicit formula
Gaussian phases
Suppose the drawing process is carried on indefinitely. We shall see that as the ball drawing continues from a Pólya scheme in the class C k , the urn experiences different phases.
The growing sublinear phase
Let j n be in the growing sublinear phase (j n grows to ∞, and j n = o(n)). In this phase we have for r = 1, . . . , k (as n → ∞) the bounds
In other words, we have:
Proof of Theorem 3 in the sublinear phase. In Lemma 10 conditional Lindeberg's condition has been verified throughout the growing sublinear phase. We complete the proof by showing that V n converges to a constant positive definite matrix in probability.
In (7) replace X (n) j−1 by the asymptotic equivalent in (8) . It follows from the eigenvalue structure that V n P −→ Γ sub , with positive definite Γ sub . The Γ sub -conditional variance condition has been verified in the growing sublinear phase. With both conditions checked, the martingale central limit theorem gives
The linear phase
In the linear phase j n ∼ β n n, for some β n > 0 of a magnitude uniformly bounded from above and below, that is, for two positive constants, S 1 and S 2 , and for all n,
In Lemma 10 conditional Lindeberg's condition has been verified throughout the linear phase. The proof will be complete if we show that V n converges to a constant matrix in probability. The calculation involves summing random variables. To carry out these calculations we approximate X (n) j . The simple bound X (n) jn,r ≤ n always holds. As we sum from 1 to j n ∼ β n n, we can use this bound throughout the sublinear phase and for a small portion of the linear phase. As we advance in the linear phase, we need a sharper bound for V n to converge. More precisely, for some small 0 < ε ≤ S 1 ≤ β n , we break up the sum from 1 to j n into a sum from 1 to j n = εn (in which we apply the bound X (n) jn ,r ≤ n), and a sum from j n + 1 to n (in which we apply a sharper bound, valid for the linear phase). = o(n 2 ).
Lemma 11
So, by Jensen's inequality
implying the result Proof of Theorem 3 in the linear phase. For some small 0 < ε ≤ S 1 ≤ β n , we break up V n at j n = εn , to get. .
Recall that in this phase ξ n = √ n. In the first sum, replace X The term O(ε) vanishes when we take the limit as ε → 0. We recognize by an asymptotic analysis that what is left is V n P −→ Γ lin , where Γ lin is given by a formula (not shown here) that involves the eigenvalues.
The Γ lin -conditional variance condition has been verified in the growing linear phase. With both conditions checked, the martingale central limit theorem gives 
The superlinear phase
Suppose that the drawing continued for a superlinearly long period of time; namely, when n = o(j n ). As we did in the linear phase, for the sum in the conditional variance condition we apply the bound X (n) j,r ≤ n until the superlinear phase. After that we apply sharper estimates.
The proof structure is very similar to the linear phase, and we only highlight it. We approximate X (n) jn with its average:
This statement is the equivalent to Lemma 11, and the proof is essentially the same. The rest of the proof is technically similar to that in the linear phase. After similar calculation, we get V n P −→ Γ sup , where Γ sup is a positive definite matrix given by a formula (not shown here) that involves the eigenvalues, and Theorem 3 follows in the superlinear phase.
