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ABSTRACT
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The interaction between earthquakes and crustal fluids is a very complex topic
due to several mechanisms that are involved and which influence each other.
Some phenomena, like the alterations of springs discharge rates and fluid
flow, liquefaction and changing of the water levels in phreatic wells are largely
documented in the literature, but their explanation is not yet fully clear.
Furthermore, these phenomena can greatly change with the rock type, the
earthquake magnitude and the observation distance from the fault. Within a
distance of a few fault lengths from the epicenter, an earthquake can alter both
the regional stress field and the hydraulic properties of the rocks, influencing
the underground fluid distribution. In this thesis, I apply the numerical
simulator TOUGH2 to represent the changes in water level of some wells after
the ML5.9 earthquake that took place in Italy in 2012. The model shows that
the wells response to the seismic event can be represented imposing a static
stress change and highlights the role of the soil stratigraphy. This zone is also
well known for localized methane seepages associated with anomalous soil
temperatures. I simulate the process and draw some conclusions on the nature
of this phenomenon and on the possible interactions with the local seismicity.
Finally, I study the earthquake-fluid interaction from the opposite point of
view: looking at how fluids can promote seismicity. I present the results
obtained by coupling the TOUGH2 geothermal simulator with a stochastic
iii
seed model of seismicity. The coupled simulation could capture the main
characteristics of the seismicity induced by the fluid injection in a seismically
active area.
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INTRODUCTION
In this thesis different methods are presented to model the interaction between
earthquakes and fluids. The modelling approach is based on the numerical
simulator of multiphase fluid flow through porous media TOUGH2 (Transport
Of Unsaturated Groundwater and Heat). Chapter 1 describes the simulator
and its main equations. Earthquakes are well known to affect shallow and
deep groundwater, but modelling this phenomenon is quite complex, due to
the several mechanisms that contribute to the interaction. The effect of an
earthquake on fluids depends to a first approximation on the magnitude of
the earthquake, the geometry of the fault and the faulting mechanism and
therefore requires a thorough knowledge of the seismic source. An accurate
knowledge of the fault model, however is not sufficient by itself to reproduce the
effect of the earthquake on fluids, which heavily depends also on mechanical
and hydrological characteristics of the soil. A model adequately capable
of representing this phenomenon must be able to consider with sufficient
realism both the mechanical response of the soil to the earthquake, and the
fluid dynamics. Chapter 2 reports the main theory background on the basis
of the physics used in this thesis and a brief discussion of the literature
about eartquake-fluid interaction. Chapter 3 presents an application of the
TOUGH2 simulator to describe the groundwater flow associated with the
ML5.9 mainshock of the 2012 seismic sequence in Emilia (Italy). The results
of the simulations are compared with the water level evolution in both deep
and shallow water wells in the area. In some cases the earthquake can instead
1
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change a phenomenon that already occurs, such as the gas seepage through
the soil, modifying the hydrological characteristics of the rocks. Chapter
4 illustrates the case of the Terre Calde di Medolla, literally "hot lands of
Medolla" (Italy), close to the epicenter of 2012 mainshock. This area has been
known since ancient times for the anomalous ground heating that prevents the
accumulation of snow during the winter and for the diffuse methane seepage.
The interest in this phenomenon has increased after the Emilia earthquake:
I show that the heating mechanism can be unrelated to the seismicity of
the area, although the earthquake may have enhanced it. In Chapter 5, I
study the fluid-earthquake interaction the other way around, to model how
fluids can affect the seismic activity. This chapter results from the coupling
between the geothermal simulator TOUGH2 and an improved version of a
stochastic seed model. A three-dimensional model is used to represent the
stimulation of a deep geothermal reservoir with sufficient accuracy to grasp
the main features of seismicity induced by human activity. In particular the
accurate representation of the dynamics and thermodynamics of fluids of
the TOUGH2 simulator, coupled with the representation of the stress field
through the seed model, accurately reproduce both the temporal and spatial
distribution of the events. In Chapter 6 I show the result of an application of
the coupled model presented in the previous chapter. This chapter shows how
to represent a real case of induced seismicity due to the geothermal activity
in Basel (Switzerland). Starting from the data of the injection flow rates and
from the stress field computed in literature I catch the temporal evolution
of induced seismicity (magnitude and events occurrence) and the wellhead
pressure.
2
CHAPTER 1
THE FLUID FLOW EQUATIONS
Contents
1.0.1 TOUGH2 applications and alternatives . . . . . . 4
1.1 The Darcy law . . . . . . . . . . . . . . . . . . . . 5
1.2 Mass conservation . . . . . . . . . . . . . . . . . . 6
1.3 The heat equation . . . . . . . . . . . . . . . . . . . 7
All simulations performed in this thesis were performed with the TOUGH2
geothermal simulator (Pruess et al., 1999). The simulator allows to represent
the coupled flow of heat and fluid through porous media. The model accounts
for the presence of different fluid components (water + non condensable
gas(es)) and different fluid phases (gas and liquid), describing water phase
changes and the dissolution/exsolution of non-condensible gas components
in liquid water. The time is implicitly discretized with a finite difference
method at first order and mass and energy are spatially discretized with the
integral finite difference procedure. The computation follows the iterative
method of Newton-Raphson. The simulator is able to represents with a good
approximation most of the thermodynamic properties of a multiphase fluid,
considering the effects of capillary pressure and the relative permeabilities of
fluid phases. At each Newton-Raphson iteration the new phase conditions are
computed in each grid blocks (or cell) and the primary variables are updated
3
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accordingly. The fluid advection follows a multiphase Darcy law described
in the following sections, while the heat flow depends on both conduction
and convection, also accounting for latent heat in case of phase changes. The
TOUGH2 simulator could be used with several equations of state (EOS), also
called modules, which describe the properties of different fluid component(s).
In the simulations presented in this thesis we used two different equations
of state: the module EOS3 describes the transport of heat and two fluid
components, air and water. We used this equation of state to simulate the
eartquake-groundwater interaction in Chapter 3 and an improved version of
this module was used in the THM coupling model presented in Chapter 5.
To simulate the heating due to methane oxidation (Chapter 4), we used the
EOS7C module (Oldenburg et al., 2004). This equation of state simulates
multicomponent fluid mixtures with methane and another non condensible
gas (carbon dioxide or nitrogen), water in aqueos and vapor phases and heat.
The partitioning of non condensible gasses between aqueos and gas phases is
computed with a chemical equilibrium approach, while the gaseous transport
depends on advection and molecular diffusion.
1.0.1 TOUGH2 applications and alternatives
Thanks to the large number of equations of state, the TOUGH2 simulator
offers a wide range of applications both in industry and in research, for
example for studying geothermal energy (Borgia et al., 2011; Kim et al.,
2015), natural gas reservoirs (Oldenburg et al., 2001), nuclear waste (Esha
and Benedicta, 1996) and it is also used for simulations of hydrothermal
circulation and volcanology (Todesco et al., 2010; Saibi, 2011; Rinaldi et al.,
2010; Fournier and Chardot, 2012; Jasim et al., 2015). A powerful application
of the TOUGH2 simulator was obtained coupling its source code with the
geomechanical simulator FLAC. The TOUGH/FLAC simulator (Rutqvist,
2011) is suitable for studying the mechanical interaction between fluid and
the porous matrix that in the normal version of TOUGH is assumed non
deformable. In several works, the coupled model is used to simulate the CO2
sequestration effects on fault reactivation (Rinaldi et al., 2015). Finally, the
iTOUGH2 code (Finsterle, 1999) provides inverse modeling capabilities for
the TOUGH2 simulator. The most used multiphase simulators, other than
the TOUGH family, are SHAFT (Simultaneous Heat And Fluid Transport),
4
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MULKOM (Multicomponent Model) (Pruess, 1982), FEHM (Finite Element
Heat and Mass Transfer) (Kelkar et al., 2014) and HYDROTHERM (Kipp
et al., 2008), but up to now TOUGH2 and FEHM simulators are the most
widely used.
1.1 The Darcy law
The fluid flow in a porous medium is mainly driven by the pore pressure
gradient and for an incompressible fluid it can be expressed by the Darcy
equation, (Brown, 2002):
q = −KH
ρg
(∇p− ρg) (1.1)
which relates the volumetric fluid flow q to the pressure gradient in excess of
the hydrostatic value. In this equation, KH is the hydraulic conductivity that
can be expressed as a function of permeability k and fluid viscosity µ:
q = −k
µ
(∇p− ρg) (1.2)
Dimensionally, the vector q is a velocity, also called "Darcy velocity" and
represents the volume of fluid that passes an area of one square meter in
one second. This velocity differs from the fluid’s particles speed v = q/φ,
where φ is the porosity. In a multiphase system, the Darcy law must consider
the different behaviour of the gas and liquid as well as phase interference:
the generalized equation (1.5) in this case depends on properties of the two
phases (Pinder and Gray, 2008).
qgas = −
kgas
µgas
(∇pgas − ρgasg) (1.3)
qliq = −
kliq
µliq
(∇pliq − ρliqg) (1.4)
5
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To obtain a general form we can express equations 1.3 and 1.4 as
qβ = −
kβ
µβ
(∇pβ − ρβg) (1.5)
where the subscript β indicates the fluid phase, while kβ is the effective
permeability of phase β. To compute the multiphase fluid flow we can
introduce the relative permeability of the fluid phase β, krβ defined as the
ratio between the effective permeability of the phase, kβ and the absolute
permeability (the permeability of a single fluid phase flow). The relative
permeability depends on the volumetric fraction occupied by the fluid phase.
krβ =
kβ
k
(1.6)
1.2 Mass conservation
Considering an arbitrary volume Vn and its surface area Γn we can represent
the integral form of the mass conservation equation as:
d
dt
∫
Vn
φ∑
β
SβρβX
c
β
 dVn =
∫
Γn
∑
β
Xcβ
[
-kkrβρβ
µβ
(∇pβ − ρβg)
]
−∑
β
ρβF∇Xcβ
·ndΓn+
∫
Vn
qcdVn
(1.7)
For a easier discussion, can be useful to group some terms of this equation.
We can define the mass accumulation term M c as
M c = φ
∑
β
SβρβX
c
β (1.8)
where Sβ represents the saturation (i.e. the volumetric fraction) of the fluid
phase β and Xcβ is the mass fraction of component c in phase β. We can also
introduce the mass flux term Fβ of phase β, computed as the Darcy velocity
multiplied by the density as
Fβ = ρβqβ = −k
krβρβ
µβ
(∇pβ − ρβg) (1.9)
6
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To obtain the total advective flux we have to sum the mass fluxes of each
phase as
Fcadv =
∑
β
XcβFβ =
∑
β
Xcβ
[
-kkrβρβ
µβ
(∇pβ − ρβg)
]
(1.10)
Now can be useful to isolate the term Fcdif that represents the molecular
diffusion (Gennes, 1983; Marsily, 1986).
Fcdif = −
∑
β
ρβF∇Xcβ (1.11)
The diffusion F in our notation can be written as (Pruess et al., 1999).
F = φτ0τβdcβ (1.12)
dcβ is the molecular diffusion coefficient, τ0 is the factor of tortuosity, dependent
on the properties of porous medium, while τβ depends on phase saturation.
The whole fluid flux can be expressed as
Fc = Fcadv + Fcdif (1.13)
At this point we can rewrite equation 1.7 as
d
dt
∫
Vn
M cdVn =
∫
Γn
Fc · ndΓn +
∫
Vn
qcdVn (1.14)
This means that the time derivative of the integration of M c over the volume
must equal the integration of mass flux M c over the surface Γn. If we want to
simulate sink or sources we should add another terms qc integrated over the
volume. In the end the mass balance for each component can be written as:
∂M c
∂t
= −∇ · (Fc) + qc (1.15)
1.3 The heat equation
The general heat equation for a multiphase and multicomponent fluid can be
found starting from the general heat equation of fluid in a permeable media
7
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(1.16).
ρfcf
(
∂Tf
∂t
+ v · ∇Tf
)
= λf∇2Tf (1.16)
T is the temperature, c is the specific heat and λ is the thermal conductivity.
The pedix "f" indicates the fluid phase. Instead, the heat equation for the
solid phase can be expressed as
ρscs
(
∂Ts
∂t
)
= λs∇2Ts (1.17)
where subscript "s" indicates the solid matrix. Now we can compute the density
ρm and the thermal conductivity λm of the rock-fluid mixture (subscript m)
as
ρm = φρf + (1− φ)ρs (1.18)
λm = (1− φ)λs + φλf (1.19)
The rock-fluid mixture specific heat for one volume unit is
ρmcm = φρfcf + (1− φ)ρscs (1.20)
Multiplying equation 1.16 by φ and equation 1.17 by (1− φ) and assuming
the thermal equilibrium between the fluid and the porous rock we obtain
ρmcm
∂T
∂t
+ ρfcfφv · ∇T = λm∇2T (1.21)
Finally, using v = q/φ we can rewrite (1.16) as
ρmcm
∂T
∂t
+ ρfcf (q · ∇)T = λm∇2T (1.22)
The heat equation generalized for multiphase system that consider avvection
8
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and conduction could be written as (Todesco, 2008):
(1− φ) ρscs∂T
∂t
+φ
∑
β
∂ (uβρβSβ)
∂t
+∇·
∑
β
qβρβhβ
−∇·(λm∇T )−RE = 0
(1.23)
where uβ and hβ respectively are the internal energy and the enthalpy of phase
β, Sβ is the phase saturation, while RE is the energy sink (if it is negative) or
source (if it is positive). Also in this case can be useful to group some terms
of the equation and considering the heat as the last (NC+1) "component" of
the fluid simulation we can define the energy accumulation term as
MNC+1 = (1− φ)ρscsT + φ
∑
β
Sβρβuβ (1.24)
Instead, the heat flux can be written in it’s short form as
FNC+1 = −λm∇T +
∑
β
hβFβ (1.25)
In Appendix 1 are reported further information about the discretization of
these fluid flow equations in the TOUGH2 numerical simulator.
9
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The seismicity is closely linked to underground fluids. On one hand, the
earthquakes can act on the saturated porous medium, mainly by changing
the stress field in the rock; on the other hand, the increasing pressure of fluids
11
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can facilitate the sliding of faults, triggering earthquakes in a seismic area.
The influence of fluids in the subsoil in several cases can have a significant
importance in the study of the seismicity of the area. The hydrological
phenomena associated with an earthquake can very different:
• changing the stream flow and its direction
• generating or removing fluid springs
• producing shallow soil liquefaction
• changing the water level in wells
The full understanding of the earthquake-fluid interaction is not trivial be-
cause of the large number of processes that can act together to generate
these phenomena like strain variations and changes of the stress field. An
earthquake can also alter the hydraulic properties of the saturated rock, such
as the permeability and the porosity, irreversibly changing the hydraulic
characteristics of the subsoil. Changes in the stress field can easily lead to
a pore pressure variation of the interstitial fluid and in first approximation
the static stress variations induced by an earthquake have the greatest effects
on the hydrology of the area surrounding the fault. The next sections report
background information on static and dynamic effects of earthquakes on fluids,
paying particular attention to the effects on the water level of wells.
2.1 Static and dynamic effects
2.1.1 Static stress: hints of poroelasticity
The theory of poroelasticity (Biot, 1941; Rice and Cleary, 1976) allows to
compute the effects of the permanent stress changes on the porous medium.
The theory of poroelasticity uses the following assumptions:
• Linearity of the constitutive equations
• Isotropy
12
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• At equilibrium the relation between stress and strain are reversible
• The fluid flow follows the Darcy law
The drained conditions
For an elastic medium with no (or constant) pore pressure ( p = 0) the strain
tensor ij can be written as function of stress tensor σij as:
ij =
1
2G
[
σij − ν1 + ν σkkδij
]
(2.1)
G is the rigidity of the porous medium while ν is the drained Poisson modulus.
With the adjective "drained" we are assuming that the fluid contained in the
pores can freely move from the volume element during the deformation. The
opposite situation, in which the fluid cannot move from the volume element is
called "undrained". To obtain a complete draining the porous matrix requires
some time to equilibrate the pore pressure to the initial one. The water
volume change v could be expressed thanks to the linearity as v = σkk/3H1.
In the linear approximation the effect of a pore pressure variation on the
strain tensor can be written in a tensorial form as ij = bijp (where the
tensor bij is a multiple of the identity matrix I), or in a simpler way as
ij = pδij/3H2 (assuming no stress changes). 1/H1 and 1/H2 respectively
represent the volume change of fluid (i) due to stress variation with a constant
pore pressure and (ii) due to pore pressure variation with a constant stress.
From the conservation of energy derives that H1 = H2 = H, and H is called
Biot’s constant. In a general situation where both stress and pore pressure
change, we can obtain the final equations combining the deformation with
constant pore pressure and the constant stress variations:
ij =
1
2G
(
σij − ν1 + ν σkkδij
)
+ 13Hpδij (2.2)
v = 13Hσkk +
1
R
p (2.3)
1/R is the fluid volume change in the matrix due to the rock dilatation for a
unit pore pressure increase. Following these equations the deviatoric strain
13
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′ij = ij − kkδij/3 does not depend on pore pressure so it is not necessary
to discriminate between a drained/undrained rigidity. The drained Poisson
modulus (p = 0) can be expressed as the following equation.
ν = −
[
22
11
]
p=0
in uniassial tension with σ11 6= 0 (2.4)
As in the field of elasticity we can define a drained compressibility and a
drained Young modulus as
K = 2G(1 + ν)3(1− 2ν) (2.5)
E =
[
σ11
11
]
p=0
= 2G(1 + ν) (uniassial stress σ11 6= 0) (2.6)
Defining a incompressibility of the solid phase Ks (the incompressibility of
the rock matrix without pores), or the more general K ′s that considers the
presence of isolated pores, we can obtain the Equation 2.7 directly from the
Equation 2.2.
1
H
= 1
K
− 1
K ′ s
(2.7)
The parameter 1/R (fluid volume change in the matrix due to the rock
dilatation for a pore pressure increase of one unit), can be expressed as
Equation 2.8, where v0 is the initial fluid content.
1
R
= 1
H
− v0
K ′′s
(2.8)
The parameter K ′′s contains also the possibility of incomplete filling of the
pores. Generally a reasonable approximation in geophysics is K ′s = Ks = K ′′s
(all pores are saturated ad interconnected).
The effective stress
Now we can introduce the effective stress definition starting from a general
configuration of stress and pore pressure. Thanks to the linearity of the
14
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equations we can represent a general configuration of stress following two
steps. Firstly we can impose that the confining pressure is equal to the pore
pressure, as
σp 6=0ij = −pδij (2.9)
Then we need to increase the stress value until it reaches the final value, as
σp=0ij = σij − σp 6=0ij = σij + pδij (2.10)
Also the total deformations can be found following two step, so
p 6=0ij =
−p
3K ′s
δij (2.11)
p=0ij =
1
2G
(
σp=0ij −
ν
1 + ν σ
p=0
kk δij
)
(2.12)
The final expression of deformation can be expressed with few passages as
ij =
1
2G
(
σij − ν1 + ν σkkδij
)
+
(
1
3K +
1
3K ′s
)
pδij (2.13)
Isolating the isotropic and the deviatoric terms, we can rewrite the deformation
as
ij =
1
2G
(
σij − 13σkkδij
)
+ 19K
(
σkk + 3
K
H
p
)
δij (2.14)
At this point can be very useful to define the "effective stress" as
σeffij = σij +
K
H
pδij (2.15)
Thanks to this assumption we can finally rewrite the deformation in a similar
way of elastic unsaturated material equation as
effij =
1
2G
(
σeffij −
1
3σ
eff
ij δij
)
+ 19K
eff
ij δij (2.16)
15
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The undrained conditions
The undrained conditions are obtained on short time scales: in that period
the fluid flow has not yet been able to change the initial mass m0 of the fluid
in the rock but only it’s volume. Of course this assumption implies that the
fluid is compressible. The mass variation can be expressed as:
∆m = m−m0 = (ρ0 + ∆ρ)(v0 + ∆v)− ρ0v0 ≈ ρ0∆v + v0∆ρ (2.17)
In this case we need to insert also a fluid compressibility Kf = pρ/∆ρ and
the fluid volume change is computed from Equations 2.3 and 2.8.
∆v = 13H (σkk + 3p)−
v0
K ′′s
p (2.18)
Substituting Equation 2.18 into Equation 2.17 we obtain the equation for the
mass variation.
∆m = ρ0
v0
Kf
p+ ρ03H (σkk + 3p)− ρ0
v0
K ′′s
p (2.19)
Imposing the undrained conditions means that ∆m = 0. At this stage can
be advantageus to define a new quantity B, called Skempton’s coefficient
(Equation 2.20.
B =
1
H
v0
Kf
+ 1
H
− v0
K ′′s
(2.20)
With the Skempton’s coefficient we can express the pore pressure in a very
elegant way (Equation 2.21).
p = −13Bσkk (2.21)
Usually the Skempton’s coefficient is closer to 0 when the rock and the fluid
are very compressible, while in the sedimentary rocks filled with liquid water
B ≈ 1 (Makhnenko and Labuz, 2013). Also the strain equation (2.2) can be
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rewritten using the Skempton’s coefficient (2.22) .
2Gij = σijδij
[
3ν +B(1− 2ν)(1−K/K ′s)
3(1 + ν)
]
(2.22)
Now, defining a new quantity called undrained Poisson’s ratio, νu (Equation
2.23) we obtain the final and shorter expression (Equation 2.24).
νu =
3ν +B(1− 2ν)(1−K/K ′s)
3−B(1− 2ν)(1−K/K ′s)
(2.23)
ij =
1
2G
(
σij − νu1 + νuσkkδij
)
(2.24)
When B ≈ 1, νu ≈ 1/2, while with B ≈ 0, νu ≈ ν.
2.1.2 Dynamic strain
With "dynamic strain" we refer to the strain variations due to the passage
of seismic waves. The effects of the dynamic strain cannot lead permanent
poro-elastic changes but they can be sufficient to change the permeability and
the porosity of the shallow crust rocks leading to a pore pressure redistribution
(Wang and Manga, 2014). Several authors indicate the dynamic strains as
the responsible for changes of water level in water wells, increasing stream
discharge and hot spring temperature (Roeloffs, 1998; Brodsky et al., 2003;
Wang and Chia, 2008; Rojstaczer et al., 1995; Wang et al., 2004). In all
cases the seismic energy can dislodge or break the obstacles that prevent the
fluid flow. The dynamic strain is strictly dependent on wave propagation
and attenuation in the porous medium, and in saturated rocks the wave
speed is frequency dependent (Manga and Wang, 2007). For a plane seismic
wave the strain is the ratio between amplitude of particle velocity and the
wave propagation speed (phase velocity) vparticle/vphase. For a given wave
with frequency f , vparticle = A/(2pif) and the seismic strain amplitude is
A/(2pifvphase), where A is the acceleration (Manga et al., 2012).
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2.1.3 The deformations
A deformation that occurs in undrained conditions can lead great pore pressure
changes. Permanent deformation of soil and sediments already occur between
static strains of 10−4-10−3 (Manga and Wang, 2007), while with strains of
10−2 usually failure occurs. The effects of static strain on the rocks is different
in loose or dense deposits. In the loose deposit, usually shear deformation
cause rearrangement of grains into the pre-existing pores and this process lead
to a soil volume reduction, called "consolidation". Viceversa, in denser soils
the shear strain tends to move the grains increasing the porosity ("dilatancy").
When strain occurs in brittle rocks, it can lead to microcracks, shear zone
and rupture. The deformation due to dynamic strain is affected by inertial
forces and depends on loading rates and number of loading cycles (Manga and
Wang, 2007). In this case the permanent deformations are not only dependent
on earthquake magnitude but also on the frequencies and even small dynamic
strain (10−6) could be important.
2.1.4 Permeability and porosity changes
The permeability is a fundamental parameter that influences the fluid flow,
according to the Darcy law (Equation 1.2). In a low permeability soil the
overpressure generated by an earthquake can remain for a long period and
the effects on deformations and on fluid flow could be visible after several
days or months. The static stress variations induced by the earthquakes can
act on the hydraulic properties of the soil changing both the permeability
and the porosity. In David et al. (1994) a confining pressure was applied to
several rock samples of sandstones saturated with distilled water. They found
that the permeability-pressure relation can be suitably represented with an
exponential function (Equation 2.25).
k = k0e−γ(peff−p0) (2.25)
peff is the effective pressure (the difference between confining and pore
pressure) and p0 is the reference effective pressure, 0.1 MPa (about the
atmospheric pressure). A large pressure sensitivity parameter γ indicates a
fast decrease of permeability with the pressure. This equation was used by
several authors like Evans (1997); Wibberley and Shimamoto (2003). However,
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for our purpose it can be convenient to introduce also the relation between
permeability and porosity (Equation 2.27), where φ and φ0 are the porosity
corresponding to permeabilities k and k0.
k = k0(φ/φ0)αs (2.26)
The exponent αs is called porosity sensitivity and its value for a given material
represents the overlap of two main mechanism of permeability enhancement
with opposite effects David et al. (1994):
• Grain crushing
• Cracking
The grain crushing leads to a loss of rock cohesion and to a collapse of pore
spaces and in this case there is a lowering of permeability. The extensive
cracking can instead increase the pore space and reduce the tortuosity of
flow paths, leading to an increase of permeability. In sedimentary rocks, the
importance of a mechanism with respect to the other one greatly depends
on the clay content of the rock (the permeability decrease is smaller in rocks
containing clay). Dynamic strain can also lead to permeability variations, its
effects are more difficult to measure, primarly because of the high sampling
rate required to measure them, so there is a smaller quantity of literature
about this topic. However Elkhoury et al. (2006) proposes the following
equation that linearly depend on the peak ground velocity.
∆k = Qvparticle
vphase
(2.27)
The parameter Q represents the characteristics of aquifer. This equation can
be used also for an estimation of the dynamic strain effects in water wells level
changes (in this case Q reflects the property of the whole well and aquifer
system).
2.1.5 Distance from the source
Generally the hydrologic responses to the earthquakes depend on the distance
of the seismic source (Manga and Wang, 2007). To distinguish the effects of the
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earthquake on the basis of the distance from the hypocenter, could be useful
to indicate as nearfield the area within 1 fault length, intermediatefield as
the area within a radius of few fault lengths and farfield the zone at many
fault lengths.
Table 2.1: Hydrologic influences in the near, intermediate and far field.
Field Distance Main mechanisms
Near Field r ≈ 1 Fault length Static and dynamic strains
permeability changes
Intermediate field Few Fault lengths Static and dynamic strains
permeability changes due to dynamic strain
Far Field Many fault lengths Dynamic strains
Only in the near field the permeability variations are so effective to produce
great changes of fluid path due to the combination of the static and dynamic
strain. The static strain could be also important on the intermediate field
but in the far field the dynamic strain prevails and it is the only mechanism
that can lead to hydrologic responses.
2.1.6 Seismic energy density
The type and distribution of hydrologic responses could be roughly scaled
with the earthquake magnitude M and the distance from the hypocenter r
(Mogi et al., 1989; Roeloffs, 1998; Manga and Wang, 2007; Wang and Manga,
2010). Another useful parameter is the maximum seismic energy e contained
in a unit volume, called "seismic energy density". This parameter is much
easier to be compared with the laboratory measures. The expression of e is
reported in Equation 2.28 (Wang and Manga, 2010; Lay and Wallace, 1995).
e = 12
∑
i
ρ
Ti
∫
vi(t)2dt (2.28)
The i is the i− th mode and Ti and vi are the period and the particle velocity
of each mode. The seismic energy density is proportional to the square of the
PGV, Peak Ground Velocity (i.e. proportional to the dynamic strain) and
can be estimated from the empirical Equation 2.29 (Wang and Manga, 2010;
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Lay and Wallace, 1995).
log r = 0.48M − 0.33 log e− 1.4 (2.29)
The dependence of hydrological effects on the magnitude M and on the
distance from hypocenter, r is not a general law because the rock properies
can be very different and the hydrological response to an earthquake also
depends on the sensitivity of the rocks. The seismic energy density, instead is
a more efficient parameter that allows a precise discrimination between the
different hydrologic phenomena as reported in Table 2.2.
Table 2.2: Seismic energy density thresholds for earthquakes hydrologic
responses.
e (Jm−3) Hydrologic phenomenon
10−4 Water-level changes; Triggered seismicity
10−3 Groundwater changes
10−2 Temperature changes in hot springs
10−1 Streamflow increases; mud volcanoes; liquefation
Water level changes require a quite low energy density (from 10−4(Jm−3)),
while the liquefaction and the mud volcanoes formation require an energy
density greater than 10−1(Jm−3).
2.2 Water level changes
The level of water wells reflects the pore pressure of the bottom holes. Ob-
serving the influence of the earthquakes on the wells can be useful to catch
information about the groundwater system, the properties of the soil and the
effects of the fault slip on the surrounding area. Several different kinds of
response to the earthquakes were observed but we can distinguish between
two different types:
• Level oscillations
• Poroelastic effects
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2.2.1 Level oscillations
The passage of the seismic waves leads to oscillatory strain on the rocks. In
case of fluid saturated rocks the pore pressure changes are proportional to the
dilatational strain (Brodsky et al., 2003), that is mostly due to the Rayleigh
waves. The pore pressure oscillations can be amplified from the water wells
so their water level can also follow an oscillatory behaviour. Several cases of
oscillatory water levels are reported by Brodsky et al. (2003). The Mw = 7.1
earthquake of 16 October 1999 (ground shaking of 1 mm/s) that hit the
Hector Mine (California, USA) (Oglesby et al., 2003) caused water well level
oscillations of about 10 cm (Figure 2.1). Another case of an oscillatory
response was obtained after the Oaxaca (Mexico) Mw = 7.4 earthquake in 30
September 1999 (Singh et al., 2000). In that case the earthquake produced
an instantaneous water level drop of 11 cm anticipated by small oscillations
due to surface waves and followed by other oscillations. In this case the well
is 3850 km far from the epicenter (very far field) and the static stress change
could not have been the cause of the water level drop. A similar behaviour
was obtained also in the Mw = 7.9 Denali (Alaska) earthquake, 3 November
2002 (Gomberg et al., 2004) with a great ground shaking of 4 mm/s where
the earthquake led a water level drop of 12 cm followed by an oscillatory
response. In this case the drop happened in correspondence of the passage
of the Rayleigh wave. Another case of evident oscillatory behaviour was the
Mw = 8.4 earthquake in Peru, the 2 June 2001 (Bilek and Ruff, 2002) that
with a shaking of only 0.7 mm/s led to an oscillation with about 19 cm of
amplitude. All of these cases show that wells can amplify the ground motions,
particulary the long-period Rayleigh waves (Manga and Wang, 2007). A
theoretical study of well amplification to the seismic waves was presented by
Cooper et al. (1965).
2.2.2 Poroelastic effects
The coseismic step changes are the most frequent type of water level changes
and several works focused on the importance of the coseismic static strain
as the main mechanism to justify the well behaviour in the near and in the
intermediate field. A perfect case to study coseismic changes is provided
by the Mw = 6.6 Lushan earthquake on 20 April 2013 in Sichuan (China)
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Figure 2.1: Hector Mine earthquake. (a) Water level response (b) z-component
of seismogram. The figure is taken from Brodsky et al. (2003).
(Hao et al., 2013) and Mw = 7.9 Wenchuan (China) earthquake on 12 May
2008 (Lin et al., 2008). Several water well responses are provided by Shi
et al. (2014) (Figure 2.2). Most of the water levels of the 12 wells had larger
coseismic responses for the Wenchuan earthquake, up to 9.2 m and lower for
the Lushan earthquake, up to 0.75 m. In the case of Wenchuan eartquake,
the authors found a general pattern for water level changes: most of the
wells along the fault strike generally had a fast increase, while wells placed
in the fault sides had a level drop. They did not find a relationship between
water level changes, magnitude and distance. Computing the coseismic strain
field they found that generally there was a water level rise in contraction
zone and a drop in dilated zone. This evidence is in agreement with the
hypothesis that the static stress transfer in this case was the main mechanism
that influenced the hydrologic response in the near field. In the case of the
Lushan earthquake, there was no clear correlation between magnitude of
static strain and water level change, so probably in that case the static strain
was not the dominant mechanism. Other cases of strong correlation between
poroelasticity and water level changes are reported by Akita and Matsumoto
(2004) in connection with the M = 8.0 Tokachi-oki earthquake in Japan
and by Lee et al. (2000) for the M = 7.6, 1999 Chi-Chi Taiwan earthquake.
Finally Jónsson et al. (2003) found a strong co-seismic and also post-seismic
correlation between water level and poroelasticity (Figure 2.3) for the two
M = 6.5 earthquakes in the South Iceland on 2000. Using InSAR data they
have shown that also the post seismic water level behaviour could be explained
by the pore pressure recovery. In Chapter 3 I will show the water level
evolution of some water wells in a time lapse around the 20 and 29 May 2012
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Figure 2.2: Water level evolution of 6 water wells in correspondence of
Wenchuan earthquake. In the red curves tidal signals have been removed.
Image modified from Shi et al. (2014).
Figure 2.3: Coseismic water level changes in geothermal wells. The color
represent the normalized pore pressure computed with the poroelasticity.
Image taken from Jónsson et al. (2003).
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earthquakes (M=5.9 and M=5.8) that struck Emilia Romagna (Italy). I shall
show that also in this case the static stress change computed according to
the theory of poroelasticity can explain the co-seismic hydrological response.
We will see that the presence of several aquifers with different hydraulic
properties can strongly influence the evolution of the pore pressure induced
by the earthquake and a complete study of the water well behaviour must
consider the soil stratigraphy.
2.3 The Mohr-Coulomb criterion
The Mohr-Coulomb criterion is a simple method to define the failure conditions
of an isotropic material and therefore it is well suited to the study of induced
seismicity. This method was applied in several physical and engineering works
(Shuangyang et al., 2009; Cao and Zhang, 2005; Paterson and Wong, 2005;
Palchik, 2006). The MC criterion uses the maximum σM and the minimum σm
stress component that can be expressed in therms of normal (σn) and tangent
(τ) stress component to the fault plane. The criterion can be expressed as
Equation 2.30 (Labuz and Zang, 2012).
|τ | = C + µf |σn| (2.30)
C is the "cohesion" acting as a shear strength, while µf is the "friction"
that can be expressed as function of the friction angle, µf = tan Γ. Both
parameters depend on the characteristics of the material. A geometric scheme
of the Mohr-Coulomb criterion is shown in Figure 2.4. Equation 2.30 can be
expressed as function of principal stresses as
τ = σM − σm2 , σn =
σM + σm
2 (2.31)
σM − σm = (σM + σm) sin Γ + 2C cos Γ (2.32)
The failure occurs when the circle is tangent to the failure line, so in the MC
criterion the medium stress component is not needed.
25
Chapter 2. Earthquakes and fluids
Figure 2.4: Scheme of the Mohr Circle.
2.3.1 Mohr Coulomb criterion in saturated material
The Mohr Coulomb criterion expressed in the previous paragraph must be
modified to include the presence of fluids in the rocks pores. Starting from
Equation (2.2), to express the failure condition for a saturated material, we
must find a strain state with pore pressure that equals the critical strain state
of the MC criterion without pore pressure, so:
1
2G
(
σij − ν1 + ν σkkδij
)
+ 13Hpδij =
1
2G
(
σp=0ij −
ν
1 + ν σ
p=0
kk δij
)
(2.33)
By equating the deviatorics components we get:
σij − 13σkkδij = σ
0
ij −
1
3σ
0
kkδij (2.34)
Instead, by equating the isotropic components:
σkk +
3K
H
p = σ0kk (2.35)
Substituting these results in Equation 2.33 we obtain that in the failure
condition τ p=0 = τ p 6=0 (here τ represents the tangential component of stress,
not the stress tensor) and σp 6=0n = σp=0n −
K
H
p. The MC criterion in a saturated
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rock can be written as Equation 2.36.
|τ p 6=0| = C + µf
(
|σp 6=0n | −
K
H
p
)
(2.36)
The ratio K/H is about 1 when the material has several deformable pores
and the Mohr-Coulomb criterion for a saturated material assumes its most
widely used expression, Equation 2.37.
|τ | = C + µf (|σn| − p) (2.37)
from Equation 2.37 we can derive that larger pore pressure facilitate the
attainment of the failure.
2.3.2 The 3D formulation of MC criterion
In an arbitrarily oriented 3D stress field, the shear and the normal stress
components to the fault can be found with several geometry passages (Zoback,
2010). Assuming that the stress field can be expressed as the following matrix:
S =

S1 0 0
0 S2 0
0 0 S3

To express this stress field in a arbitrary oriented geographic coordinate
system we need to perform an Euler rotation as follows:
Sgeo = RT1 SR1 (2.38)
R1 =

cos a cos b sin a sin b − sin b
cos a sin b sin c− sin a cos c sin a sin b sin c+ cos a cos c cos b sin c
cos a sin b cos c+ sin a sin c sin a sin b cos c− cos a sin c cos bcosc

The three rotation angles are defined in the Table 2.3. To find the τ and σn
components the stress tensor must be projected into the fault plane defined
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Table 2.3: Three rotation angled for horizontal (strike dip) or vertical S1 (dip
slip)
Angle Horizontal S1 Vertical S1
a trend of S1 trend of SHmax - pi/2
b - plunge S1 - trend of S1
c rake S2 0
by strike and dip angles.
R2 =

cos(Strike) sin(Strike) 0
sin(Strike) cos(Dip) − cos(Strike) cos(Dip) − sin(Dip)
− sin(Strike) sin(Dip) cos(Strike) sin(Dip) −cos(Dip)

Sfault = R2SgeoRT2 (2.39)
The shear and the normal stress component can be easily found as follow:
Sn = Sfault(3, 3) (2.40)
To find the shear stress we need to perform another rotation around the rake
angle.
R3 =

cos(Rake) sin(Rake) 0
− sin(Rake) cos(Rake) 0
0 0 1

Sfinal = R3SfinalRT3 (2.41)
τ = Sfinal(3, 1) (2.42)
The rake of the slip vector can be found following the Table 2.4. I applied
this 3D Mohr-Coulomb criterion in our model of induced seismicity discussed
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in Chapter 5.
Table 2.4: Three rotation angled for horizontal (strike dip) or vertical S1 (dip
slip)
Conditions Rake
Sfault(3, 2) > 0 ∧ Sfault(3, 1) > 0
∨ arctan
(
Sf (3, 2)
Sf (3, 1)
)
Sfault(3, 2) > 0 ∧ Sfault(3, 1) < 0
Sfault(3, 2) < 0 ∧ Sfault(3, 1) > 0 180 °− arctan
(
Sf (3, 2)
−Sf (3, 1)
)
Sfault(3, 2) < 0 ∧ Sfault(3, 1) < 0 arctan
(−Sf (3, 2)
−Sf (3, 1)
)
− 180 °
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The results shown in this chapter are published in Nespoli et al. (2015b).
Changes in water level are commonly reported in regions struck by a seismic
event. The sign and amplitude of such changes depend on the relative position
of measuring points with respect to the hypocenter, and on the poroelastic
properties of the rock. I apply a porous media flow model (TOUGH2) to
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describe groundwater flow and water level changes associated with the first
ML5.9 mainshock of the 2012 seismic sequence in Emilia (Italy). I represent
the earthquake as an instantaneous pressure step, whose amplitude was
inferred from the properties of the seismic source inverted from geodetic
data. The results are consistent with the evolution recorded in both deep and
shallow water wells in the area, and suggest that our description of the seismic
event is suitable to capture both timing and magnitude of water level changes.
I draw some conclusions about the influence of material heterogeneity on the
pore pressure evolution and I show that to reproduce the observed maximum
amplitude it is necessary to take into account compaction in the shallow layer.
3.1 Introduction
Earthquakes are known to affect groundwater: this occurs when seismicity
acts on saturated porous rocks, and the stress change is transferred from
the solid grain to the interstitial fluids (Roeloffs, 1998; Ge and Stover, 2000;
Manga and Wang, 2007). The seismic event then alters the distribution
of the pore pressure within the aquifer, causing changes in water level and
changes in the discharge of streams, springs or geysers. Co-seismic stress
changes affect both the magnitude and the sign of the water level changes:
here I assume that a negative stress change leads to rock compression, and
hence to pore pressure increase, whereas positive stress changes, and the
related rock expansion, lead to a pore pressure drop. When the seismically
induced pressure gradients cause the mixing of different water bodies, changes
of aquifer composition and temperature may also be recorded (Wang and
Manga, 2010, and references therein). The aquifer poroelastic response
to seismicity can extend to the post-seismic phase as shown in Iceland,
where fluid set in motion by the earthquake drove transient deformation that
was recorded by geodetic measurements and lasted a few months (Jónsson
et al., 2003). Long-term effects can also be associated with permanent or
transient changes in the properties of the rock, which may undergo undrained
contraction, liquefaction or changes (both positive or negative) in porosity
and permeability (Elkhoury et al., 2006; Manga and Brodsky, 2006; Manga
et al., 2009, 2012; Shi et al., 2014). The observed hydrological changes
reflect the coupling between mechanical and fluid-dynamic processes within
the crust. Such coupling operates in both ways, as the presence of fluids
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within the crust may itself trigger seismicity (Ellsworth, 2013; Grünthal,
2013, and references therein) and drive the evolution of aftershock sequences
(Miller et al., 2004): the fluid pressure modifies the effective normal stress,
therefore a pore pressure increase may favor the onset of seismicity, whereas
a pressure drop may hinder it. Understanding the extent and functioning of
this hydro-mechanical coupling is therefore useful for a proper assessment
of seismic hazard, and has implications for all the industrial activities that
involve massive fluid injection or withdrawal and the related growing concerns
about the risk of induced seismicity. Several authors have focused on the
co-seismic well response to static strain (Roeloffs, 1996; Roeloffs and Quilty,
1996; Grecksch et al., 1999; Ge and Stover, 2000; Jónsson et al., 2003; Shi et al.,
2014) and explored dynamic effects associated with the passage of seismic
waves (Roeloffs, 1998; Brodsky et al., 2003; Elkhoury et al., 2006; Wang and
Chia, 2008; Wang et al., 2009; Weingarten and Ge, 2014; Shi et al., 2014).
The hydrological effects of both static and dynamic stress changes are known
to depend on magnitude and distance of the triggering earthquake (Wang
and Manga, 2010, and references therein): in the near field (i.e., within a
distance comparable to the size of the rupture along the fault) static and peak
dynamic stress changes have a comparable magnitude, whereas in the far field
(more than several times the size of the ruptured fault) permeability changes
due to dynamic strain seem to control hydrological effects (Wang and Manga,
2010). Focusing on the near-field, some studies describe observed changes in
water level and its temporal evolution based on the co-seismic static stress
field (Ge and Stover, 2000; Jónsson et al., 2003). In this approach, the static
stress change is used to compute the co-seismic pore pressure variation; its
temporal evolution is then computed according to a diffusion equation over a
homogeneous and uniform half-space (Ge and Stover, 2000). These results
provided interesting insights on the hydro-mechanical coupling, although
the details of the groundwater response cannot be entirely captured. In the
present work, I take into account the effects of heterogeneous rock properties
and the presence of an unsaturated region. The use of a multi-phase, multi-
component porous flow model (TOUGH2, Pruess et al., 2012) allows us to
track the groundwater flow and its temporal evolution within both confined
and unconfined aquifers, accounting for the local geothermal gradient and
for potential temperature changes associated with fluid migration. Following
the approach described above, the effect of seismicity is represented as an
instantaneous pore pressure change estimated from the static, coseismic,
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strain field. The simulated effects on water level were tested against field data.
Our case history is the seismic sequence that struck the plain of the Po river
(northern Italy) in 2012 (Figure 3.1), for which hourly data on water level in
monitored wells are available and display remarkable changes in the near-field
(Figure 3.2). Here I provide information on both the seismic sequence and the
observed water level changes, and present the results of numerical simulations.
Figure 3.1: Map of the study area. White dots represent 5 water wells
considered in this work; stars represent epicenters of two mainshocks of the
2012 Emilia seismic sequence; black lines represent the fault traces for the
May 20 (north-east) and May 29 (to the west) events (Pezzo et al., 2013).
The first set of simulations focuses on the role of heterogeneity in controlling
the aquifer response. I then evaluate the effects of compaction. The results
show that:
• our representation of seismicity (i.e., the co-seismic deformation) within
the groundwater model is adequate and provides a satisfactory descrip-
tion of the observed water level changes;
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Figure 3.2: (a, e) Observed water level changes at different wells. Gray arrows
indicate the events of May 20 and May 29, 2012. Note minor water level rise
(“r” in figures 3.2 a,b) shortly after the first mainshock, in the shallow wells
only. 35
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• heterogeneous rock properties control the different response observed at
different wells;
• the details of the post-seismic water level evolution in shallow wells are
better captured if the effects of rain fall and compaction are included.
3.2 The 2012 Emilia Seismic sequence
The seismic sequence that struck the Po Plain, Northern Italy, in 2012 (Figure
3.1), featured two main events: the first, on May 20 (4:04 AM, local time)
with a magnitude ML=5.9, occurred near Finale Emilia at a depth of 6.3 km;
the second took place on May 29 (9:00 AM, local time), 15 km southwest
of the first event, near Mirandola, at a depth of 10.2 km and a magnitude
ML=5.8 (Scognamiglio et al., 2012). Here I focus on the aquifer response to
the May 20 event. The co-seismic slip associated with this event was inferred
by various authors based on seismic and geodetic data (Cesca et al., 2013;
Pezzo et al., 2013; Serpelloni et al., 2012). Here I consider the results by Pezzo
et al. (2013), who performed a non-linear inversion of InSAR and GPS data,
assuming dislocation in an elastic half-space, and a fault geometry constrained
by geological and geophysical data. The resulting co-seismic slip is distributed
along a fault model that has a surface trace of 34 km, a strike of 114 °and
a rake of 90 °(Figure 3.3). According to Pezzo et al. (2013), the dip of the
fault changes with depth, with a shallow and steeper portion (dipping 40
°SSW) that extends 11 km along dip, and a deeper and more gently dipping
sector (20 °SSW) that extends 12 km along dip. The co-seismic slip, however,
mostly occur on the upper portion of the fault, reaching a maximum value of
120 cm near its center (Figure 3.3).
3.3 Water wells response
The groundwater response to the seismic sequence was captured by the moni-
toring network of the regional agency for environmental protection (ARPA).
The network consists of 40 instrumented water wells (Figure 3.4, Appendix
C), evenly distributed across the region, that probe aquifers at different
depths and provide hourly data on temperature, electrical conductivity and
water level (Marcaccio and Martinelli (2012)). Only five wells, close to the
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(a)
(b)
Figure 3.3: (a) Fault model of the May 20 earthquake, based on the inversion
of GPS and InSAR data (after Pezzo et al. (2013)). Color represents the
slip, which varies from 0 (blue) to a maximum of 1.2 m (red). (b) Volumetric
strain at the surface computed for the May 20 earthquake. Computed strain
ranges from ˘6 · 10−6 to 24 · 10−6. Red dots represent the wells, and the yellow
star represents the epicenter of the May 20, 2012 event. (c) Spatial relations
between the inferred fault, slip distribution and water wells in the area. Panel
(c) also highlights the different depths at which volumetric strain and fluid
flow are computed.
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Figure 3.4: Maps of the Emilia-Romagna region. Diamonds represent the
water wells of the monitoring network of the regional agency for environmental
protection (ARPA)
epicentral area (Figure 3.1), recorded significant water level changes after the
earthquake, suggesting that the seismic effects on the groundwater system
are local. I cannot exclude far-field effects, sometimes associated with dy-
namic strain, owing to the low sampling rate (1 h−1) in these wells . In this
area, the Po Plain is characterized by fine deposits that form superimposed,
confined aquifers, while phreatic aquifers, sensitive to meteoric recharge, are
only present at shallow depths (tens of m). The five wells that responded
to the seismic events reach different depths (from -40 to -300 m) and all
experienced a water level rise (Figure 3.2). No well in the entire network
recorded a water level drop or a change in water temperature or salinity
(Marcaccio and Martinelli, 2012). The temporal evolution of water level
changes is shown in Figure 3.2 for the period from May 13 to June 17, 2012.
The first measurement after the earthquake on May 20, took place about
one hour after the event (5:00 AM, local time). The northernmost wells
(FE80-00 and FE81-00) are both shallow (-40 m) and less than 3 km apart;
their evolution is similar: water level undergoes an instantaneous increment
(0.2 and 0.5 m, respectively) after the first earthquake. Then the water level
38
3.3. Water wells response
quickly drops, but doesn’t recover its pre-earthquake elevation in the time
span considered in this work (about a month). After the peak, both these
wells feature a second water level rise (labeled r in Figure 3.2 A,B), lasting a
couple of days, unrelated to seismicity, and that is not recorded in the other,
deeper wells. Finally a second peak, equally sharp but of lower magnitude,
corresponds to the second mainshock, on May 29, and is again followed by a
slow decay. Greater changes are observed in the deepest well (MO80-00, 300
m), where the May 20 earthquake caused an instantaneous water level rise of
1.6 m, followed by a slow, partial recovery (Figure 3.2 C). A similar behavior
is observed after the May 29 event, when the peak is followed by a slightly
slower decline. More than three months were necessary in this case to restore
the original water level. A response to the seismic activity can be identified
also at wells MO43-01 and BOF9-00 (Figure 3.2 D,E). However, both these
wells undergo heavy withdrawal associated with nearby industrial activities
that were disrupted by the earthquake. The level rise observed after the
earthquake is delayed more than one day and its amplitude is small compared
to the extraction-related fluctuations and much larger than expected coseismic
effects. As precise information on water withdrawal is not available, data
from these wells are not considered hereafter. In the following, I focus on
some specific features of the observed water level evolution :
1. the differences in water level changes between the shallow and deep
wells;
2. the change in the decay rate during the post-seismic stage;
3. the residual level rise that characterizes the shallow wells after the May
20 earthquake;
4. the minor water level change observed in the shallow wells two days
after the earthquake.
At this time, I limit my study to the effects associated with the mainshock of
May 20, 2012.
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3.4 Modeling the water response
3.4.1 The earthquake
In this work, I assume that the water level change is triggered by stress
transfer from the rock to the pore fluid caused by the deformation of the
matrix skeleton (Ge and Stover, 2000; Jónsson et al., 2003). Such stress
transfer translates into a pressure change that can drive fluid motion. To
describe this effect for the May 20 mainshock, I consider the fault model (in
terms of coseismic slip distibution and fault geometry) described by Pezzo
et al. (2013) and calculate the volumetric strain change induced by the seismic
event in a homogeneous, elastic half-space (Okada, 1992; Nostro et al., 1998).
The volumetric strain change is computed at different locations (every 2 km)
within a radius of 110 km from the epicentral area and from the ground
surface to a maximum depth of 10 km (Figure 3.3C). At the well location,
the distribution of volumetric strain was computed along intersecting vertical
planes, to gain a detailed picture of the spatial distribution of the deformation.
Figure 3.3 shows that positive volumetric strain is induced at hypocentral
depth while above a depth of about 2 km negative strain is induced, driving
the observed pore pressure increase. I choose an average Poisson ratio ν=0.3,
typical of sandstone in undrained conditions (Rice and Cleary, 1976), to
represent the rock properties of the shallow crust. The resulting volumetric
strain change (∆kk) at the surface is shown in Figure 3.3B and ranges from
−6 · 106 (contraction, in blue) to 24 · 106 (expansion, in red). The largest
changes occur within a few km from the epicenter. All the wells are located
in an area of contraction, with the exception of well BOF9-00, located where
strain is positive (expansion). This volumetric strain change is considered
as approximately constant within the fluid flow domain (Figure 3.3C). The
computed volumetric strain was used to calculate the corresponding isotropic
stress change, in the undrained limit, as equation 3.1.
∆σkk = 3Ku ·∆kk (3.1)
∆σkk is the trace of the stress tensor change and Ku is the undrained bulk
modulus. Seismic tomography and stratigraphic data (Cocco et al., 2001, and
references therein) for this region show an important structural discontinuity
at a depth of 130 m, where shear wave velocity changes by a factor of 5
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(from 400 to 2000 m/s). Based on this evidence, I considered different elastic
properties above and below this depth, computing the rigidity as equation 3.2
where Vs is the shear wave velocity and ρ is the rock density (see Table 3.1).
G = V 2s ρ (3.2)
From the expression (3.3), where G is the rigidity and νu is the undrained
Poisson modulus (Table 3.1), I obtained different values of Ku above and
below 130 m depth.
Ku =
2
3G
1 + νu
1− 2νu (3.3)
Table 3.1: Elastic parameters used to calculate the two stress maps, above
and below the depth of 130 m. G = rock rigidity; Vs = shear wave velocity;
νu = undrained Poisson modulus; ρ = rock density. Poisson ratios are taken
from Mavko et al. (1998)
Parameter Shallow layers Deep layers
G(GPa) 0.4 9.6
Vs(m/s) 400 2000
νu 0.4 0.37
ρ(kg/m3) 2300 2400
Accordingly isotropic stress changes, unlike volumetric strain changes, can
be considered as depth dependent, basically due to rigidity variations with
depth. Then, two maps of isotropic stress change were considered above and
below the depth of 130 m. To evaluate the groundwater response, these stress
changes are translated into pore pressure variations. The linear theory of
poroelasticity describes how the stress change is transferred from the solid
skeleton to the pore fluid, according to a simple relation (3.4) (Skempton,
1954; Grecksch et al., 1999; Roeloffs, 1996; Roeloffs and Quilty, 1996; Ge and
Stover, 2000):
∆p = −B∆σkk3 (3.4)
where p is the pore pressure and B is the Skempton’s coefficient (I assumed
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B = 1 to represent sediments of the Po Plain). Equation (3.4) is valid
in undrained conditions. In our case, the pressure change caused by the
earthquake can be considered instantaneous compared to the time required
by the water to flow through the porous rocks, hence the assumption of
undrained conditions is justified. Equation (3.4) was applied to compute
the perturbation caused by the May 20 earthquake in all the grid blocks
of the computational domain below the water table (i.e., water saturated).
Figure 3.5 shows the resulting pressure changes that I applied to all the
computational grid blocks above -130 m (a), and below such depth (b). The
resulting pressure distributions were applied as initial conditions in the porous
media flow model described below. The locations of the shallow and deep well
considered in the transient evolution are also indicated in Figure 3.5 (black
squares).
(a) (b)
Figure 3.5: Distribution of pore pressure change (Pa) due to the May 20
earthquake along a horizontal section of the computational domain (100x100
km). (a) Values assigned at depth less than 130 m. The same pressure change
is applied along the vertical direction for grid blocks of layers 1 and 2. (b)
Values assigned at depths greater than 130 m. The same pressure change
is applied along the vertical direction for all the grid block of layers 3 and
4. Squares represent the computational grid block elements. Black squares
highlight the grid block corresponding to the shallow (a) and deep wells (b).
Note the change in color scale.
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3.4.2 The aquifer response
The aquifer response to the computed pressure perturbation is studied with
the TOUGH2 simulator, which can describe flow of water through saturated
and unsaturated porous media (Pruess et al., 2012). The model is based on
an integrated finite difference approach with a first-order, fully implicit time
discretization. Our application describes the coupled flow of heat, water, and
air through a heterogeneous porous matrix, accounting for the interference
between gas and liquid phases (through appropriate relative permeabilities
and capillary pressure functions). In our application, the flow model does not
account for chemical reactions or for deformation of the porous medium. Our
study area is represented with a three dimensional computational domain
discretized with 41600 elements (20x20x104) for a total length and width
of 100 km, and 0.5 km depth. The computational mesh is particularly fine
in the vertical dimension, to capture small changes in water level: element
thickness ranges from 1 to 80 m, with greater resolution near the surface. To
keep the number of grid blocks to a manageable level, the mesh is coarser in
the horizontal dimensions, where elements size ranges from 4x4 km, near the
fault location, to a maximum area of 12 x 12 km. I performed several grid
tests (Appendix B) to ensure that the extreme aspect ratio of the elements
does not introduce a significant bias in the estimate of water level change.
The stratigraphy of the region is well constrained because of the availability
of a large number of data derived from deep and shallow drilling and from
geophysical prospecting (Cocco et al., 2001). The shallower portion of the Po
Plain is characterized by several superimposed aquifers that are interspersed
with impervious units, resulting from the alternating sedimentation of clay
and sand (Regione-Emilia-Romagna and ENI-AGIP, 1998; Marcaccio and
Martinelli, 2012). To represent this general setting, I implement a general
shallow stratigraphy where two aquifers are separated by less permeable
layers, that I will consider here as confining units (Figure 3.6). In this
stratigraphy, an upper aquifer (1) overlies a low-permeability layer (2). The
deep aquifer (3) is confined by two confining units (2 and 4). To represent
the hydraulic properties of such a stratigraphic setting I choose reasonable
parameter ranges that represent the average response of laterally extensive
aquifers and impervious layers. I tested several combinations of porosity and
permeability in the four layers I present here a set of results (Table 3.2). All
the considered values are within the characteristic range of fine sands and
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layered clays that compose the shallow sequence of the Po plain (Priolo et al.,
2012; Bordoni et al., 2012). The unsaturated layer is 5 m thick, while below
this depth the porous medium is fully water saturated. I apply a geothermal
gradient of 40 °C/km and let the model compute the hydrostatic pressure
distribution at steady state. The upper and lateral boundaries are open to
heat and fluid flow. This condition is implemented in TOUGH2 by imposing
fixed conditions to all the elements along the boundaries. The upper boundary
is therefore at atmospheric condition (air saturated, 0.1 MPa and 20 °C) and
the elements along vertical boundaries are set at the temperature, pressure
and water saturation corresponding to their depth in hydrostatic conditions.
Figure 3.6: Layering assigned to the porous media flow model. Layers 1 and 3
represent two aquifers, layers 2 and 4 are two confining layers. The domain is
entirely water saturated from the bottom to the elevation of the water table
(5 m below the surface). The shallow and deep wells, representing FE-81-00
and MO80-00 water wells, respectively, are shown.
The bottom boundary is closed to heat and fluid flow. This condition cor-
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responds to a shallow system that is effectively insulated by the presence
of an impervious layer. The presence of such a layer is consistent with the
geological setting of the area, characterized by multiple superimposed aquifers
associated with alternating layers of sand and clay (Ori, 1993; Amorosi et al.,
1996; Regione-Emilia-Romagna and ENI-AGIP, 1998). The observed lack
of temperature and/or salinity changes in monitored wells, also confirms
the relative insulation of the shallow aquifer with respect to warm saline
fluids from greater depths (Marcaccio and Martinelli, 2012). Due to the
lack of observational constraints at great depths, the imposition of a very
shallow impervious bottom boundary stems from the plausible assumption
that permeability steadily decreases with depth; this imposition allows us
to use a reasonable number of elements in the computational domain, while
keeping high resolution. Furthermore the use of a shallow computational
domain is appropriate in our case, as I am interested in the short-term evo-
lution (weeks) of shallow wells. Taking into account the diffusion equation
governing pore pressure, the time scales needed to detect effects related to
pore pressure changes near the hypocenter (6 km depth) are expected to
be much longer than weeks, due to the long distance L (> 6km) and the
lower hydraulic diffusivity D expected at increasing depths (the diffusion
time scales as L2/D). To make sure that the imposition of such a shallow
boundary does not significantly affect the results, I performed a test with a
deeper domain (700 m) that shows no significant differences in the pressure
evolution. The seismically-induced pressure changes (Figure 3.5) are then
applied at the beginning of each simulation, and the model is run to describe
the system evolution during the following 20 days.
3.5 Simulation results
Four permeability structures are considered in detail (Table 3.2). Case 1
assumes a large permeability contrast between the aquifers and the confining
layers and a relatively high permeability for the aquifers. Figure 3.7 shows
the pressure distribution at different depths (-40 and -300 m, corresponding
to the depths of the wells) and at different times (initially and after 1 day).
The shallow aquifer is characterized by lower pore pressure perturbations
and by a faster evolution than the deep aquifer: after one day of simulation,
pore pressure has almost returned to its initial unperturbed value, whereas
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Figure 3.7: Case 1. Simulated pressure distribution (MPa) on a horizontal
section, at different depths and times: shallow wells depth (-40 m), at the
beginning of the simulation (a) and after 1 day (b). Deep well depth (-400
m), at the beginning of the simulation (c) and after 1 day (d). White dots
represent the water wells. Note the change in color scale.
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Table 3.2: Rock porosity and permeability values assigned to the layers in
the four cases. Permeability is isotropic.
Layer Porosity Permeability (m2)
All cases Case 1 Case 2 Case 3 Case 4
1 0.4 1.5 · 10−13 1.5 · 10−13 1.5 · 10−14 3.0 · 10−14
2 0.4 1.5 · 10−15 1.5 · 10−14 1.5 · 10−16 3.0 · 10−15
3 0.3 1.5 · 10−13 1.5 · 10−13 1.5 · 10−14 3.0 · 10−13
4 0.4 1.5 · 10−15 1.5 · 10−14 1.5 · 10−16 3.0 · 10−15
the deep aquifer is still perturbed. The temporal evolution of pore pressure
in the deep and shallow wells is shown Figure 3.8, which compares results
obtained with different permeability distributions (Table 3.2). In the shallow
wells (Figure 3.8A), when the earthquake strikes, the pressure undergoes an
instantaneous increase of about 3 kPa from the initial, unperturbed value.
The corresponding piezometric head variation (equation 3.5) is of the order
of 30 cm, in good agreement with the observations.
∆h = ∆p/ρg (3.5)
Subsequent evolution is characterized by a quick pressure drop, followed by a
second and lower pressure increment. This second pressure fluctuation reflects
the arrival of fluids from the deeper region of the domain that were set into
motion by the earthquake, at the beginning of the simulation. The rate and
amplitude of this second pressure fluctuation depends on the permeability
assigned to both the aquifers and the confining layers. In Case 1 and 3 this
pressure rise occurs after about 1 day of simulation, while the strongest and
fastest response is obtained in Case 2, where all layers are rather permeable
and the second pressure pulse occurs right after the co-seismic one. This is the
only simulation where pressure fully recovers its initial, unperturbed value in
the simulated 20 days. In all other cases, the pressure in the shallow aquifer
remains above its initial value. In Case 3 the water level drop that occurs
soon after the earthquake is slower than in Case 1 and Case 2, mainly due to
the lower permeability of the shallow aquifer. In this case, the arrival of fluids
from the deep aquifer has little influence on the well pressure and occurs
after 5 days. The pressure evolutions obtained in Case 4 better resembles the
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(a) (b)
Figure 3.8: Bottom hole pore pressure transient evolution (MPa) for (a) the
shallow wells (FE80-00 and FE81-00), and (b) the deep well MO80-00, for
the four different permeability distributions given in Table 3.2.
observed well behavior, with a second, minor level rise after the co-seismic
peak, followed by a very slow recovery to pre-earthquake values. Pressure
evolution in the deep, confined well is characterized by greater changes and
by a slower post-seismic evolution (Figure 3.8B). In our calculation, the
earthquake causes a pore pressure increase of about 14 kPa. This corresponds
to a water level change of 1.4 m, similar to the actual observation (1.6 m).
In this case, the impervious bottom boundary prevents outflow of fluids
towards deeper layers, and post-seismic pressure evolution is characterized by
a monotonic decay, whose rate depends on the permeability structure. As
with the shallow wells, the more permeable system (Case 2) is the only one
where pressure returns to its initial value within the 20 days of our simulation.
In this case, the pressure evolution obtained in Cases 1 and 4 better reflect
the rate of water level decay observed in the deep wells. Notwithstanding the
applied geothermal gradient (40°C/km), and even though the two aquifers
are separated by a rather permeable confining layer, the upward component
of fluid flow does not provide a measurable increase of water temperature, as
observed.
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3.6 Compaction and meteoric recharge
Numerical simulations provide information on pressure evolution that can
be easily converted into water level changes, allowing for comparison with
observations from deep and shallow wells (Figure 3.9). The observed water
level changes are compared with Case 4, which provides the best match
with the data. Figure 3.9 also shows results obtained accounting for two
different effects that may have affected the observed water level: meteoric
recharge and compaction. The May 20 event was followed by two rainy days.
The weather monitoring stations in the area measured 30 to 45 mm of rain
accumulated from May 20 to May 22 (Table 3.3. Informations avaiable from:
http://www.arpa.emr.it/). The effects of rain may appear with a large time
delay in deep aquifers (Roeloffs, 1998), but groundwater bodies at shallow
depths are quickly influenced by meteoric recharge (Marcaccio and Martinelli,
2012). The effect of rain was incorporated into our simulations by placing
Table 3.3: Cumulative rainfall over three days, measured by weather stations
in the area.
Station mm
Opera Po 30.4
Malborghetto di Boara 41.2
Finale Emilia 45.0
water sources along the top of the domain. The water sources inject water at
ambient temperature (20 °C) and at constant rate of 2.6 · 10−4 kg/m2s, from
May 20 (12:00 a.m.) to May 22 (12:00 a.m.), corresponding to about 45 mm
of cumulative rainfall. Meteoric recharge makes the second peak sharper and
higher, but does not affect the rate of water level decline in the long term
(Figure 3.9A). The second effect I introduced is related to co-seismic changes
of hydraulic properties. Seismic shaking can affect the size, distribution and
connectivity of pores and thus change both porosity and permeability (Wang
et al., 2001; Manga and Wang, 2007; Convertito et al., 2013). In an alluvial
plain, like the Po Plain, ground shaking may cause the re-arrangement of
solid grains (especially where unconsolidated sediments are present under
low confining pressures), favoring compaction and associated porosity and
permeability decreases. In our case, the shallow layer is made of alternating
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silt and clay, and is expected to be highly susceptible to compaction. I assume
that earthquake shaking instantaneously caused a permanent reduction of
the porosity in the shallow aquifer only, from the initial, unperturbed value
φ0, to a new, lower value φ1 (Equation 3.6).
φ1 = φ0 −∆φ (3.6)
I tested different values of ∆Φ and here present results obtained with ∆φ =
2 · 10−3. The porosity loss causes an increase (∆h1) of the initial water level
h0 corresponding to:
∆h1 = h0
∆φ
φ1
(3.7)
A corresponding pressure change ∆p = ρg∆h1 is assigned to all computational
cells in the shallow aquifer. For a porosity loss of 2 · 10−3, the resulting water
level change is of the order of 30 cm and corresponds to a pore pressure
increment of about 3 kPa. Compaction also affects permeability and the
expected change is computed as a function of the porosity changes, according
to the equation 3.8 (David et al., 1994; Chin et al., 2001; Rinaldi et al.,
2014), where k1 is the new permeability after compaction, k0 is the initial
permeability (Table 3.2, Case 4), and α is the so-called “porosity sensitivity”,
whose value ranges from 1.86 to 25.4 in sandstones (David et al., 1994; Yale,
1984).
k1 = k0
(
φ1
φ0
)α
(3.8)
Again I performed several tests and the best results were achieved using α =
15. The simulations that include meteoric recharge and compaction better
capture some details of the shallow wells evolution: accounting for compaction
doubles the initial water level rise, leading to a maximum value of 0.59 m.
Once the pressure drops, both simulations, with and without compaction,
exhibit similar behavior in the long-term (Figure 3.9A). Introduction of
meteoric recharge results in a second pressure peak that nicely matches the
water level rise observed 2 days after the seismic events. Long term evolution
is not affected by the rainy days. Rain and compaction do not affect the
water level in the deep well (Figure 3.9B). The simulated rain event is too
small to affect the deep aquifer, which is effectively confined by layer 2. This
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(a) (b)
Figure 3.9: Water level changes (m) for (a) the shallow wells (FE80-00 and
FE81-00), and (b) the deep well (MO80-00) for case 4. Simulations results
obtained with and without compaction and rain are compared with observed
evolution.
is consistent with available data, suggesting that the recharge area of the
deep aquifer is located more than 30 km south of the study area, on the edge
of the Apennines chain (Regione-Emilia-Romagna and ENI-AGIP, 1998).
3.7 Discussion and conclusions
The May 20, 2012 Emilia earthquake caused an increase in water level recorded
both in deep and shallow water wells. The deep and shallow wells display
remarkable differences both in the magnitude of the observed changes and
in the rate of recovery. Our approach combines a description of the seismic
source, in terms of fault geometry and coseismic slip distribution, based on
the inversion of GPS and InSAR co-seismic displacements, with a specific
porous-media flow model that enables us to account for the complexities of a
heterogeneous stratigraphy. Our results show that the effects of the earthquake
can be suitably represented in the fluid flow model as an instantaneous
variation of pore pressure, whose magnitude and location depend on the slip
distribution along the fault. The pore pressure change experienced in each
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well depends on well depth and position with respect to the epicenter. The
properties of the hydrogeologic units control the post-seismic dissipation of
this pressure pulse: the shallow, unconfined aquifer is characterized by a very
fast evolution that dissipates most of the co-seismic pressure pulse within a
few days, while the deep, confined aquifer requires a longer recovery time.
Our simulations capture the different orders of magnitude that characterizes
the response of deep and shallow wells to the same seismic event. The results
presented above suggest that the observed water level changes depend not
only on the magnitude and location of the seismic event, but also on the
presence and properties of heterogeneous materials. The observed evolution is
well represented assuming a very permeable (1.5 · 10−13m2) aquifer at depth,
well-confined by two low-permeability (1.5 · 10−15m2) layers. At the top of the
sequence I simulate the presence of a less permeable (3 ·10−14m2) unsaturated
layer. The absence of full recovery of previous water levels in the shallow
wells (FE80-00 and FE81-00) is well explained by pressure evolution in a
groundwater system with a deep aquifer confined between low permeability
layers. Co-seismic compaction and two rainy days explain the details of
the water level changes. Different degrees of compaction could explain the
different water levels recorded by the two wells that are very close in space.
Episodes of liquefaction and spontaneous fluid emissions have been reported
in the aftermath of the earthquake, and suggest that significant changes in
the rock properties (including compaction) occurred at very shallow depth
(Emergeo-Working-Group, 2012, http://emergeo.ingv.it). The occurrence of
shallow compaction is also consistent with the observed response of these
wells to the second earthquake, on May 29 (Figure 3.2A,B). Although I did
not simulate this second event, I highlight the smaller water-level changes
associated with this event and the slower (and complete) recovery to pre-
earthquake levels. If the lower amplitude of the water level rise is due to
a greater distance from the epicenter, the slower recovery suggests a lower
aquifer permeability, consistent with compaction. The deep well (MO80-00)
is characterized by simpler evolution that is not affected by rain or shallow
compaction. Its response to the May 29 event equals the water level rise
observed on May 20 (although the epicenter of the second event is closer),
and is followed by a slightly slower recovery. Numerical simulations provide a
good description of the overall behavior, but fail to reproduce details of the
co-seismic water level change. This lack of correspondence may be due to a
poor choice of local rock properties (both elastic and hydraulic), in a geological
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setting characterized by strong lateral heterogeneites. Short-term pressure
changes inside the well are very sensitive to the local ground properties. On
the contrary, the long-term evolution depends on larger spatial scales, and a
general description with average material properties is better suited to obtain
a good match with data. Future development should extend the study to
hypocentral depths to account for the fluid migration within seismogenic
areas and investigate the role of fluid flow in the evolution of the seismic
sequence.
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The results shown in this chapter are published in Nespoli et al. (2015c).
The area known as Terre Calde (literally “hot lands”) in the plain of the
Po River (Italy) is well known for unusual ground temperatures, and up to
now, the cause of the heating was never fully investigated. These higher-than-
average temperatures are commonly associated with diffuse methane seepage.
A detailed study of shallow stratigraphy, temperature profile, and associated
gas concentrations and flow rates recently suggested that the observed anomaly
could be related to the exothermic oxidation of biogenic methane, possibly
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Figure 4.1: Map of the area around the “Terre Calde-hot lands.” Field survey
(yellow circle) was performed near Medolla (Modena). The figure is created
with GMT software (Wessel and Smith, 1998).
rising from a shallow peat layer. In this work, the porous media flow simulator,
TOUGH2, was applied to verify a conceptual model of this phenomenon
devised on the base of available data. The model describes a layered system,
with a shallow unsaturated zone, where methane is continuously supplied
along the base and heat is generated as a result of its oxidation above the
water table. To mimic the oxidation process, heat sources are placed within
the layer where oxidation takes place, and the heat generation is computed
as a function of methane flux entering the layer. Numerical simulations were
carried out imposing different methane flow rates along the base of the model.
The simulations also explored the efficiency of methane oxidation, considering
different heat generation rates and accounting for seasonal effects. The good
match between observed and simulated temperature profiles suggests that
the main features of the process are captured by the model and that the
conceptual model is plausible from a physical point of view.
4.1 The Terre Calde area
The name Terre Calde (literally “hot lands”) indicates an area in the plain
of the Po River (near the town of Modena, Italy; Figure 4.1), where the
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ground temperature significantly exceeds the local average values, sometimes
reaching up to 50 °C. The very existence of the toponym testifies for a long-
known feature of these lands, whose most evident manifestation is the lack
of snow accumulation on the ground during winter (Floodgate and Judd,
1992). Available measurements suggest that these temperature anomalies
are often accompanied by a diffuse seepage of methane. Seismic reflection
profiles in this area highlight the widespread presence of rising gas, which is
commonly interpreted as biogenic methane generated by bacterial degradation
of organic matter at depth (Bonori et al., 2000; Cremonini, 2010). The
presence of water wells may act as a drainage system for the rising gas, which
eventually produces a visible bubbling of well water. The occurrence of
such a phenomenon is commonly reported in the aftermath of earthquakes,
possibly because of the greater public awareness that follows seismic events.
In 1996, several cases of bubbling wells were reported near the town of
San Felice sul Panaro, after the Reggio Emilia earthquake (M 5.4) (Bonori
et al., 2000). More recently, interest in these phenomena was renewed after
the seismic sequence that struck the region in 2012, when the largest event
reached magnitude 5.9. While no temperature changes were detected by
the regional network that probes well waters every hour (Marcaccio and
Martinelli, 2012), several cases of heated and bubbling waters were reported
during and after the sequence. Although many cases remained anecdotal, the
anomalous temperatures reported near Medolla were verified by a survey of
the Camposanto well, where temperature up to 50 °C were measured shortly
after the 2012 earthquakes. The observation of anomalous water temperatures
within the same time window of seismic activity seems to reinforce a common
assumption that the two phenomena are somehow related. Seismicity may
facilitate the migration of warm gases toward the surface by increasing the
pore pressure and/or by enhancing permeability, and this, in theory, could
explain the anomalous heating. Unfortunately, a comprehensive account
of all temperature anomalies, with their exact timing and location, is not
available, and the existence of a causal link between seismicity, gas ascent,
and anomalous ground heating was never proven. Capaccioni et al. (2015)
propose an alternative mechanism to explain the hot lands near Medolla.
On the basis of geochemical data, the authors suggest that the observed
surface thermal anomalies are not linked with local ascents of hot fluids from
depth, but could rather be the result of heat production at very shallow
depths, thanks to oxidative conditions and bacterial activity, promoting the
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exothermic oxidation of methane. The methane loss within the soil due to
oxidation is a well established phenomenon (Romanak et al., 2012), but it
is not clear whether the heat generated in this way is enough to produce
the observed temperature anomalies. To test this hypothesis, I simulate
the generation and propagation of heat within a shallow porous medium.
The simulations describe a layered system, with a 2 m thick unsaturated
zone at the top and water saturated at depth. The system is fed by a
constant flux of methane along the base, to mimic the natural gas ascent.
Heat generation takes place within a thin layer (the oxidation zone) in the
unsaturated region. Although I do not simulate the actual oxidation process,
the heat generation rate is computed as a function of methane flux entering
the oxidation zone. Numerical simulations were carried out to explore the
effects of different methane fluxes at the bottom boundary, the role of the
efficiency of methane oxidation and of seasonal fluctuation of atmospheric
temperature. A comparison between simulated and observed temperature
distribution suggests that the model captures the main features of the process
and that shallow methane oxidation is a viable mechanism to explain the
origin of the hot lands near Medolla.
4.2 Field data and conceptual model
The data used in this work were collected during the field survey described in
(Capaccioni et al., 2015).
Data on temperature, gas composition,and flow rate were obtained during
manual drilling down to a depth of 4.5 m. To perform the measurements, a
plastic pipe (4.2 cm in diameter) was introduced into the drill hole to perform
measurements as drilling reached different sampling depths. The temperature
map at 0.3 m is shown in Figure 4.2. The measurements were all carried out
at the surface (upper end of the pipe) after adequate purging of the sampling
device. Data were collected during drilling every 0.1 m, from the surface to a
depth of 1 m, then every 0.5 m in the interval of 1–2.5 m. Further details on
the sampling procedure are provided in Capaccioni et al. (2015). Drilling also
allowed to reconstruct the shallow stratigraphy (Figure 4.3), which consists
of alternating clay, silt, and fine sand. The distribution of temperature and
gas composition with depth are described in Figure 4.4.
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Figure 4.2: Map of the temperatures measured in the area at 0.3 m of depth.
The figure is taken from (Capaccioni et al., 2015).
Figure 4.3: Stratigraphy obtained by visual inspection of granulometry. The
water table was at a depth of about 2 m.
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(a) (b)
(c)
Figure 4.4: (a) Temperature profile. (b) Concentration (vol %) of five different
gas species along profile (shallowest 2.5 m) obtained with thermal conductivity
detector. (c) O2/N2 ratio along profile..
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These data show shallow temperatures well above a normal geothermal
gradient, with a maximum value of 42.2°C at 0.6 m depth, and the soil
temperature at the surface (36.4°C) that exceeds the atmospheric value
(32°C). The warmest zone (T>40°C) corresponds to the coarse, permeable
silt layer (0.5–0.75 m; Figure 4.3) and has a peculiar gas composition (Figures
4.4b and 4.4c), characterized by the minimum concentration of O2 and CH4
(0.75 and 0.33 vol %, respectively) and the maximum of CO2 content (14%).
The O2/N2 ratio reaches here a minimum value (0.01), well below the typical
value of lower atmosphere (0.264) (Rannaud et al., 2008), suggesting oxygen
consumption. The methane flux was measured at the top of the sampling
device. The maximum recorded value during the survey is 2 · 10−6kg/(m2s),
while the measured CH4 fluxes in the whole Terre Calde di Medolla (TCM)
area (≈ 2.6 · 105m2) on 2013 (see (Capaccioni et al., 2015)) range from 0 to
2.8 · 10−5kg/(m2s), with a mean measured CH4 flux of 4.3 · 10−7kg/(m2s).
According to Capaccioni et al. (2015), this combination of chemical parameters
together with the measured carbon isotopic compositions of CO2 and CH4 are
reasonably related to the bacterial oxidation of methane, in which O2 and CH4
are converted into CO2 and H2O. The presence of methanotrophic bacteria
was detected by Fedi (personal communication). A similar conclusion was
drawn by Dunfield et al. (2007), who report a survey carried out in Tikitere
(New Zealand), a geothermal area where diffuse gas emissions are rich in CH4.
They found that methane concentration reaches a minimum near the surface
(10–20cm depth) and ascribed the loss of CH4 to oxidative consumption due
to methanotrophic bacteria. Figure 4.5 shows the resulting conceptual model
that I have assumed to describe Terre Calde. The generation of methane can
occur mainly in two different ways: thermogenic and biogenic (Floodgate and
Judd, 1992). The thermogenic production of methane consists of a thermal
decomposition of organic matter in sediments, or thermal-induced reduction
of larger organic molecule into lighter hydrocarbons and therefore requires
relatively high temperatures, commonly found in geothermal areas or at
depths largely greater than 5000 m. The biogenic production of methane can
occur in a few meters of sediment by bacterial degradation of organic matter.
Unlike thermogenesis, this process is characterized by heat production and
not consumption. I can trace the origin of methane by measuring the ratio
(R) between the two stable carbon isotopes 12C (most abundant) and 13C, in
relation to the international standard ratio (Rs) of Vienna Peedee belemnite
(VPDB), which defines δ13C = (R/Rs−1)1000. Isotopic composition between
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-110 % and -50 % are closely related to methane of biogenic origin, while
thermogenic methane is generally richer in 13C and the PDB ranges from -50
% to -20 % (Whiticar, 1999; Paull et al., 2000). According to Capaccioni
et al. (2015), the measured values range between -62.5 % and -72.3 %
VPDB, indicating that methane is probably due to bacterial activity. In
this context, the diffuse CO2 seep is mainly the product of CH4 oxidation at
very shallow levels. Significant levels of peat are present in the Po Valley at
shallow depths ( 50 m) (Bonori et al., 2000); therefore, methane production
could occur at these depths. Pressure gradients then drive the gas toward
the surface, through aerated layers where oxidation can take place according
to the reaction:
CH4 + 2O2 = CO2 + 2H2O (4.1)
Oxidation takes place preferably in an aerobic environment (Mer and Pierre,
2001), and it is highly exothermic, producing about 800 kJ/mol(CH4) (Ioan-
nides and Verykios, 1997). The biomass of methanotrophic bacteria depends
on the availability of both CH4 and O2 and controls the amount of gas that
is oxidized (Sundh et al., 1995; Hanson and Hanson, 1996). According to the
prevailing local conditions, some fraction of methane may escape oxidation
and eventually reach the surface (Figure 4.5). The strong depletion of 13C in
CO2 (δ 13C down to -65 %) is consistent with a 13C/12C kinetic fractionation
due to a partial CH4 conversion. According to this conceptual model, the
shallow, unsaturated layer where the oxidation takes place is the source of
the observed ground heating.
4.3 Numerical Modeling
To verify whether the proposed heating mechanism is consistent with the
observed temperature profile, we performed some numerical simulations based
on this conceptual model. I used the TOUGH2 geothermal simulator (Pruess
et al., 1999), which describes the coupled flow of heat and fluids through
heterogeneous porous media and is based on a multiphase version of Darcy’s
law. Heat is transferred by both convection and conduction through the
porous matrix. Given the moderate temperatures involved (<50 °C), I neglect
the effects of evaporation. The code can handle the simultaneous presence
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Figure 4.5: Conceptual model (not to scale) illustrating the production and
oxidation of CH4. The arrows represent methane (green) and heat (red).
of different fluid components (water and incondensable gases), in different
phases (gas and liquid), with explicit description of gas dissolution in the liquid
phase. Phase interference is accounted for by specific relative permeability
and capillary pressure functions. Our simulations were performed with the
EOS7C module that features the presence of water, with CH4 and N2 as
gas components and include binary diffusion in the gas phase (Oldenburg
et al., 2004). Although we cannot represent all the gaseous species that
are present in the soil (CO2, Ar, and O2 are not simulated), our purpose
is to check our conceptual model from a physical point of view, neglecting
those gases whose presence does not affect the energy balance of the model,
while representing the thermal and hydraulic discontinuities. I generated a
radial 2-D axisymmetric mesh 25 m wide and 20 m deep subdivided into 1520
elements with radial size ranging from 0.1 m to 5 m. The element thickness
varies from 0.01 m to 0.4 m for a total of 80 layers. The simulated porous
medium is heterogeneous, with the shallow stratigraphy (down to a depth of
4.5 m) that corresponds to the layering retrieved during drilling (Figure 4.3).
At greater depths, I considered a single rock type (fine silt) that extends to
the bottom of the domain (Figure 4.6).
The thermal and hydraulic properties assigned to the different soil types are
reported in Table 4.1. The domain is initially set at ambient temperature
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Figure 4.6: The 2-D axisymmetric computational domain. The left boundary
is a symmetry axis. The domain is water saturated (blue shade) from the
bottom to a depth of 2 m. The observed stratigraphy was included to a
depth of 4.2 m (inset). At greater depths, I have assumed uniform properties
corresponding to the fine silt.
(13°C). The upper portion of the domain, down to a depth of 2 m, is saturated
by nitrogen at atmospheric pressure. In this zone, liquid saturation (i.e., the
volumetric fraction of pore space occupied by liquid) is below 0.2 (residual
saturation). At greater depths, the pores are water saturated and at hydro-
static pressure (Figure 4.7a). Unless otherwise specified, these conditions are
held constant along the boundaries, which are open to heat and fluid flow. To
simulate the ascent of methane, generated at greater depths, methane sources
are placed along the bottom boundary (Figure 4.7b), discharging methane at
the constant flow rate of 1 · 10−7 kg/(m2s).
This arbitrary value is 1 order of magnitude lower than the maximum observed
methane flux and was chosen to obtain a steady initial condition for our
simulation, while ensuring numerical stability. The rising methane dissolves
into the aquifer: the mass fraction of methane in the liquid phase is maximum
near the lower boundary (8 · 10−5) and progressively declines toward the
surface, where it reaches the minimum value of 3 · 10−5 (Figure 4.7b). Some
fraction of methane exsolves in the upper portion of the aquifer, where the
maximum liquid saturation is approximately 0.9, and tends to concentrate in
the low-permeability layers of fine silt, where the liquid saturation drops to
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(a) (b)
Figure 4.7: Initial conditions for numerical simulations. (a) Liquid saturation
(color) and pressure (MPa, contours). (b) Dissolved methane (CH4 mass
fraction in liquid phase, color) and methane flow (arrows), ranging from 0 to
0.1 · 10−6 kg/(m2s).
0.8 (Figure 4.7a). At steady state, the rising methane displaces almost all of
the nitrogen from the unsaturated layer, even if gas diffusion is included in
the simulation (not shown). This does not occur in the real system, where
significant fractions of air are always present in the shallow soil. This implies
that I am not capturing all the complexities of gas flow in the unsaturated
zone and of the interaction with the residual water. I am focusing on a heat
generation process that is driven by methane flow rate, and the values that I
obtain along the surface are generally lower than the observed maximum flux
and always within the range of observed values. Our results should therefore
provide a reasonable estimate of the heat flow that results from the oxidation
reaction, even if the unsaturated zone is fully saturated by methane. The
conditions shown in Figure 4.7 are taken as initial conditions for the following
simulations.
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4.4 The Simulated Methane Cycle
Starting from the steady state described above, I performed four simulations
lasting 2 years with output every month. Heat sources representing the effect
of methane oxidation are placed in the computational cells within the fine
sand layer, at depths between 0.6 and 0.7 m, where the highest temperature
was measured (Figure 4.6). The bacterial activity could spread over a wider
depth range, and the thickness and depth of the oxidation zone could change
through time. In our case, however, the temperature profile indicates that
most of the heat is produced in a well-confined area, as in other cases reported
in the literature (Whiticar and Faber, 1986; Whiticar, 1999; Dunfield et al.,
2007).
Table 4.1: Rock Properties for the Four Materials Considered in Our Simula-
tions. Heat generation takes place within the fine sand layer. All layers have
the same porosity (0.1) and specific heat (1000 J/(kg K)).
Material Density Permeability () Wet Heat Conductivity
/ (kg/m3 ) m2 (W/(mK))
Medium silt 2300 5 · 10−15 2
Coarse silt 2300 1 · 10−14 1
Fine sand 2200 5 · 10−14 0.5
Fine silt 2300 5 · 10−15 0.5
For each source, the heat generation rate is computed dynamically every
month (simulation time tn) as a function of the methane flux that enters the
cell in the previous month, according to the relation
H(tn) = ΦCH4(tn − 1) ·Ox · S(tn) (4.2)
where H is the heat generation rate (J/(m2s)), ΦCH4 is the methane flux
in kg/(s · m2), and Ox (J/kg) is the heat generated by the oxidation of 1
kg of methane (corresponding to 5 · 107 J/kg or 800 kJ/mol); the coefficient
S(tn) reflects the efficiency of the oxidation process and it ranges from 0 (no
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oxidation) to 1, when all the methane is completely oxidized. According to
(Whalen et al., 1990) and references therein, the optimum temperature for
methanotrophic bacteria in different regions worldwide ranges from 30 to 37°C.
In our study area, atmospheric temperatures exceed 30°C in summer and
easily drop below zero during the winter, so the bacterial activity is expected
to be enhanced during the summer times with respect to the colder periods of
the year. To explore seasonal effects that may arise as the methane oxidation
rate changes with temperature, the value of S(tn) may follow a periodic
behavior (period = 1 year), with a minimum in winter and a maximum in
summer, according to the following relationship:
S(tn) = Rs +
Rs −Rw
2
[
cos
(
2pin− 112
)
− 1
]
n=1,2,..,24
(4.3)
Rs and Rw represent the ratios of oxidized methane with respect to total
methane coming into the cell during the hottest month in summer and the
coldest one in winter and vary from 0 to 1. Because of the small size of the
system, atmospheric temperature fluctuations can affect the heat balance of
the model. To account for seasonal effects, I imposed a transient temperature
along the upper boundary of the domain. The temperature is updated every
month according to the following expression:
Tatm(tn) = Ts +
Ts − Tw
2
[
cos
(
2pin− 112
)
− 1
]
n=1,2,..,24
(4.4)
where Ts is the maximum temperature reached during summer time (36 °C)
while Tw is the maximum temperature reached during winter (13 °C).
Four simulations were performed considering different values of methane basal
inflow along the bottom and different efficiencies of methane oxidation during
summer and winter times (Table 4.2). Simulations 1 and 2 are run with a
constant bacterial activity and explore the role of basal methane flux. In
simulation 1, the methane flux coming from the lower boundary is 0.4 · 10−6
kg/(m2s), i.e., 20 % of the maximum flux measured at the surface (compatible
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Table 4.2: Simulation Parameters. ΦCH4 = Methane flux at the base of the
domain; S(tn) = Oxidation efficiency; Rw and Rs = Fraction of oxidized
methane during winter and summer, respectively; and CH4 Sink Refers to
the Placement of a Methane Sinks in the Oxidation Level
Simulation ΦCH4 (kg/(m2s)) S(tn) Rw Rs CH4 Sink
1 4 · 10−7 1 1 1 no
2 8 · 10−7 1 1 1 no
3 4 · 10−7 Periodic 0 1 no
4 4 · 10−7 Periodic 0 1 yes
with the average measured CH4 flow in the TCM area, 0.43 · 10−6 kg/(m2s)),
while in simulation 2, the basal methane flux (0.8·10−6 kg/(m2s)) corresponds
to 40 % of the observed maximum.
The effect of the different methane flow rates on heat generation is shown
in Figure 4.8a. The generation rate in simulation 2 is almost double than
the rate computed for simulation 1. In both cases, the heat generation rate
shows seasonal fluctuations, which are more pronounced in simulation 2 that
ranges from 39 J/(m2s) in the winter period up to 43 J/(m2s) in summer. In
simulation 1, the seasonal variations are smaller and the heat generation rate
ranges from 20 to 21 J/(m2s). In these simulations, the oxidation efficiency
does not change through time; therefore, these fluctuations are entirely due
to seasonal temperature changes (Figure 4.7b), which cause small variation
in methane flux near the surface. Simulations 3 and 4 are both run with the
same methane basal flux of simulation 1, but bacterial activity in these cases
changes through time (Figure 4.8b), influencing the heat generation rate that
stops during the winter (no oxidation) and reaches 21 J/(m2s) during summer
(Figure 4.8a). Simulation 4 also accounts for the removal of methane caused
by the oxidation reaction, allowing for a comparison between simulated and
observed methane fluxes. Simulating this process, I do not claim to accurately
represent the stoichiometry of the substances involved in the oxidation, but I
want to understand how the partial transformation of CH4 might affect the
model and whether it has detectable effects on the surface. The methane
loss is simulated by placing methane sinks right above the heat sources. Gas
removal rate ΨCH4 (kg/m2s) at a given month (tn) is proportional to the
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(a)
(b)
Figure 4.8: (a) Heat generation rate H (J/(m2 s)) through time near the
axis of symmetry. (b) Efficiency of oxidation S(tn) and the temperature (°C)
imposed along the upper boundary for the four simulations. All simulations
start in summer.
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efficiency of the oxidation process S(tn), and to the methane flow rate ΦCH4,
according to the relation
ΨCH4(tn) = ΦCH4(tn−1) · S(tn) (4.5)
The oxidation reaction implies the transformation of methane and oxygen
into water and carbon dioxide. As I cannot simulate the production of carbon
dioxide, I substitute methane with a corresponding quantity of nitrogen to
avoid an unreal pressure drop associated with the methane removal. This
little trick affects the gas density in the shallowest portion of the domain but
is expected to have only a minor effect on the overall methane mass balance.
4.5 Simulation Results
All simulations start from the initial conditions illustrated in Figure 4.7,
obtained with a methane flow along the boundary of 1 · 10−7 kg/(m2s). At
the beginning of the simulation, heat generation starts in the oxidation zone,
based on the amount of gas that enters the zone. Figure 4.9 shows the
distribution of liquid saturation and temperature for simulation 1, after 7
and 13 months, which are, respectively, the coldest months of the first winter
and the hottest of the second summer. The basal methane flux is higher here
than in the simulation run to achieve the initial steady condition. As a result,
the liquid saturation in the aquifer decreases from the initial 0.9 (Figure 4.7
a) to 0.85 (Figure 4.9 a) in 7 months.
Similarly, the methane flow increases uniformly throughout the domain reach-
ing 0.40 · 10−6 kg/(m2s). The new value of liquid saturation is rather stable,
and there are no significant changes after 13 months, while methane flow
has a small increment during the summer period, when it reaches 0.42 · 10−6
kg/(m2s). (Figure 4.9 b). The temperature, on the contrary, undergoes
significant changes over a larger time frame. During the first winter, at 7
months, the upper portion of the domain is slightly warmer than initially
(13°C), and the maximum temperature, at the depth of the heat sources, is
21°C (Figure 4.9c). This value reflects the heating history of this layer, with
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(a) (b)
(c) (d)
Figure 4.9: (a) Simulation 1. (a and b) Liquid saturation (color) and methane
flux (white arrows) after 7 and 13 months, respectively. Methane fluxes range
from 0 to 0.6 · 10−6kg/(m2s). (c and d) Temperature (°C) distribution after
7 and 13 months, respectively.
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a larger contribution during the summer and a minor effect during the winter.
After 13 months (Figure 4.9d), the summer heating raises the temperature to
a maximum of 41°C, where the oxidation takes place, while at 10 m depth,
the temperature is 15°C (2°C higher than at the initial steady state). Figure
4.10 shows the simulated and measured temperature profiles along the axis
of symmetry from 0 to 10 m depth. The profiles are obtained for all the
simulations after 2 months of simulation and then at 2 times during winter (7
and 19 months), 2 times during summer (13 and 25 months). The summer
and winter profiles represent the upper and lower limits for the tempera-
ture distribution obtained in the intermediate periods (not shown). In all
simulations, the surface temperature ranges from 13°C in winter to 36°C in
summer, following the periodic trend imposed along the upper boundary of
the model. The maximum temperature is always reached within the oxidation
zone during the summer, while at 10 m depth, the temperature never exceeds
19°C in all simulations. In simulation 1 (Figure 4.10a), after 2 months, the
temperature profile has a good fit with the observations, while after 7 months
(first winter), the maximum temperature is 21°C at 1.6 m depth, while the
peak where oxidation takes place is smoother. After 13 months, during the
following summer, the temperature profile reaches the maximum value of
41°C at 0.6 m, then the temperature declines gradually to a minimum of 15°C
at 10 m depth. The temperature profiles of the following winter (19 months)
and summer (25 months) are very similar to the previous ones, although in
both cases, the temperatures are slightly warmer: the second winter reaches a
maximum of 23°C, while the second summer is 3°C warmer than the previous
one at depths greater than 4 m. In simulation 2 (Figure 4.10b), the basal
methane flux is higher and the heat generation is larger (Figure 4.7b). As
a result, the temperatures are always 2 to 7°C higher than those obtained
in simulation 1. The peak temperatures reached during the two summers is
about 47°C, while in winter (19 months), the highest temperature is 29°C
(at a depth of 1.5 m). In the simulation 3 (Figure 4.10c), where the bacterial
activity is periodic, the temperature profiles in summer are similar to those
of simulation 1 (maximum temperature is 41°C at 13 months). The major
difference occurs during winter times when the bacterial activity is very low
(zero during the twelfth and eighteenth month): the temperatures tend to
return to the initial value of 13°C, and the maximum value is only 20°C at
19 months (-3.0 m). The temperature profiles of simulation 4 are the same
as obtained with simulation 3, showing that the applied methane sinks do
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(a) (b)
(c) (d)
Figure 4.10: Temperature profiles in the four simulations at different times
(shallowest 10 m). The I and II winter correspond to 7 and 19 months,
respectively, while the II and III summer correspond to 13 and 25 months.
The blue squares represent the temperatures measured in the survey.
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Figure 4.11: Simulation 4. Profile of CH4 and N2 vertical fluxes near the axis
of symmetry.
not affect the temperature distribution. The methane flow in simulations 1
(Figures 4.9a and 4.9b), 2, and 3 (not shown) is almost constant throughout
the profile and in time, while in simulation 4, it changes seasonally in the
shallowest layers due to the periodicity that affects the oxidation process and
hence the removal of methane (equation (4)). Figure 4.11 shows the vertical
flow rate of methane and nitrogen obtained in simulation 4 as a function of
depth for the first 1.5 m along the axis of symmetry and at three different
times.
At depths greater than 0.7 m, the methane flow is constant throughout the
year and corresponds to the basal flux assigned along the bottom (0.40 · 10−6
kg/(m−6s)). The nitrogen flow at these depths is zero. During the first winter
(7 months), these flux values characterize the entire domain and only change
near the upper boundary, where fixed atmospheric conditions are assigned.
After 10 months, between winter and summer, the oxidation reaction becomes
more efficient and methane flow in the upper portion of the domain decreases
to 0.26 · 10−6 kg/(m2s), while nitrogen generated as a dummy product of the
oxidation reaction and its flow reaches a value of 0.13 · 10−6 kg/(m2s). After
13 months (summer), the efficiency of oxidation reaches a maximum: the
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methane flow drops to 0.20 · 10−6 kg/(m2s), while the nitrogen flow reaches
0.21 · 10−6 kg/(m2s). Following the hypothesis that the microseepage of CO2
is mostly produced by the oxidative conversion of CH4, the corresponding
CH4 fluxes removed by oxidation vary from 0 to 5.0 · 10−6 kg/(m2s), with
a mean value of 0.26 · 10−6 kg/(m2s), (Capaccioni et al., 2015), that is well
comparable with the simulation 4 results.
4.6 Earthquake and methane seepage
The question that I can ask now is: "May the earthquake have increased
the methane seepage?". The interaction between seismicity and hydrocarbon
seepage has been studied in several works (Dando et al., 1994; Fischer et al.,
2013) that suggest that the shaking and the stress variations induced by the
earthquake can favor the migration of gases trapped in deep structures. In
our assumption the methane is produced from the degradation of organic
matter at tens or hundreds of meters of depth. In the previous chapter I
showed that the earthquake of the 20 May 2012 led to a static stress change in
the near field and probably a similar effect there was also during the 29 May
2012 earthquake. We have seen that the water wells levels variations can be
explained assuming that the static stress change was sufficient to deform the
terrain even at small depth. Figure 4.12 shows the dilation map computed
in the previous chapter and the position of the survey used in this chapter.
The survey is located between the MO80-00 and the MO43-01 wells and it
is placed in the edge of the compression zone. It is reasonable to assume
that the soil compression and therefore the pore pressure increase might have
favored the rise of natural gas from the production area. However, the rock
pores compression is not sufficient to justify the methane rise, which can
only occurs in presence of a pressure gradient with the appropriate direction
and magnitude. We don’t have any data of the methane flow before the
earthquake so we can’t assume with certainty that the methane seepage has
increased after the earthquake, but the fact that the Terre Calde area is in a
compressive stress zone, does not allow us to exclude this effect a priori.
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Figure 4.12: Dilation map computed for the 20 May 2012 earthquake. The
green dot represent the survey position
4.7 Discussion and Conclusions
The measurements of temperature and concentration of the gaseous species
observed at Terre Calde (Figure 4.4) show a clear anomaly at depths ranging
from 0.5 m to 0.7 m. At this depth, we measured the maximum temperature,
while the concentrations of the gases have a sharp variation. These findings
suggest that methane, generated by anaerobic degradation of organic matter,
undergoes exothermic oxidation by methanotrophic bacteria near the surface.
To verify whether this process could be the actual cause of the observed
heat anomaly, I performed some numerical simulations constrained by the
local stratigraphy and by the measurements of methane flux carried out in
the survey. In our simulation, heat sources are placed within the shallow
oxidation zone, and heat generation is computed every month as a function of
the methane flux entering the layer. Our results show that the temperature
distribution obtained by this mechanism is consistent with observations. Our
hypothesis is that the methane oxidation is facilitated by the presence of
the fine sand layer found between 0.7 and 0.85 m and that due to its high
permeability, there is a fast oxygen and methane recharge to feed the aerobic
76
4.7. Discussion and Conclusions
bacterial activity. In all simulations, I have assumed a periodic temperature
condition on the upper boundary, because at shallow depth, the seasonal
temperature variations are not negligible and are expected to affect both the
heat flow and the bacterial activity. Due to this simulated periodicity, the
winter temperatures drops along the entire profile, and even after 2 years,
the temperature profiles in summer are not linear, as would be expected in
a system with constant temperature gradient. Our simulations show that
temperature fluctuations affect the methane flux that enters the oxidation
zone, and hence, the heat generated during the different periods of the year.
Fluctuations in barometric pressure are also expected to cause even bigger
changes in the flow rate of rising gases (Rinaldi et al., 2012) and should be
addressed in further studies. Our simulations also account for the seasonal
variation in bacterial activity, as observed by Chanton and Liptay (2000) in
some methanotrophic bacteria populations that live in the subsurface of a
landfill in Country Leon (Florida). Our results suggest that a winter drop in
bacterial activity hinders the shallow heating during the cold months but does
not affect the temperature distribution and the peak value reached during the
summer (Figure 4.10). The lack of snow accumulation in the area of Terre
Calde suggests that a small quantity of methane is also oxidized during winter
times. Near-surface temperatures range between 8 and 16°C in simulations,
where bacterial activity does not change through time, but are as high as
7°C when seasonal variations are accounted for. Simulation 4 also represents
the consumption of CH4 due to oxidation by replacing methane with an
equal amount of gas. The greater oxidation that takes place during the
summer involves a greater consumption of CH4, which results in a decrease
of the CH4 flux at the surface. In contrast, the flow is maximum during the
winter, as measured also by (Chanton and Liptay, 2000), and this periodicity
can be useful to monitor the bacteria oxidation. In conclusion, our model
confirms that the temperatures measured at Terre Calde may be entirely
due to the oxidation of CH4 produced within a peat layer at greater depths.
The extremely localized depth at which oxidation takes place makes it very
plausible that the production of heat is carried out by bacterial populations in
aerobic conditions. Unfortunately, we do not have campaign measures before
July 2012, and we cannot verify if the methane fluxes have undergone changes
due to the main shock of 20 May 2012. Despite the fact that the earthquake
may have affected the fluid flow and possibly the overall heat distribution, the
process that heats the Terre Calde always occurs, regardless of the seismic
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activity in the area. The progress of the study in Terre Calde, through
the acquisition of other data with greater spatial and temporal distribution,
will improve our understanding of the process that could have interesting
applications in the energy field.
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The results shown in this chapter are published in Nespoli et al. (2015a).
Understanding the triggering mechanism is a fundamental step towards
controlling the seismicity generated by deep underground exploitation. Here I
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propose a modeling approach based on coupling the TOUGH2/EOS3 simulator
with a geomehcanical-statistical model. The THM-statistical model provides
a good representation of several mechanisms influencing each other during
and after the injection phase. Each mechanism affects the induced seismicity
in a different way and at different times during the reservoir stimulation,
confirming that more sophisticated models are required to explain such a
complex interaction.
5.1 State of art
Deep underground exploitation sometimes leads to an increase of the local
seismicity, posing potential hazard for the local community (Ellsworth, 2013).
Thus, understanding how to avoid large earthquakes plays a crucial role in the
success of deep geo-energy exploitation. The correlation between underground
fluid injection and seismicity is an issue that has been extensively studied (e.g.
Shapiro and Dinske, 2009; Ellsworth, 2013). During fluid injection, although
seismicity is generally controlled by fluid overpressure (e.g. Rinaldi et al.,
2014), it is not possible to rule out some other mechanisms such as stress
transfers between neighboring asperities, or temperature effects (Catalli et al.,
2013; Dublanchet et al., 2013). In these conditions, the relationship between
fluid pressure and induced seismicity is much more complex. Moreover, while
current modeling approaches focus mostly on the active injection phase, the
static stress transfer may become important at later stage during the post-
injection phase (Catalli et al., 2013). Many efforts have been focused in
the last years aiming at understanding the coupling between fluid flow and
geomechanics processes, as well as induced seismicity. Studies have been
performed accounting for lab experiments (e.g. Samuelson and Spiers, 2012;
Guglielmi et al., 2015) as well as numerical modeling. These latter include: (a)
fully coupled thermo-hydro-mechanical 3D numerical models (e.g. Rutqvist
et al., 2002; Rutqvist, 2011; Rutqvist et al., 2015), (b) purely statistical
models (Bachmann et al., 2011; Shapiro et al., 2010), and (c) hybrid models
combining statistical and physical considerations (e.g. Bachmann et al., 2012;
Goertz-Allmann and Wiemer, 2013; Gischig and Wiemer, 2013; Gischig et al.,
2014).
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Figure 5.1: Coupling scheme between TOUGH2 and the stochastic seed
model.
5.2 Numerical modeling approach
Following the so-called “seed model” proposed by Gischig and Wiemer (2013),
I present an improved version of the modeling approach, in which the tran-
sient pressure and temperature from TOUGH2 are used to calculate the
stress changes on distributed “seed points”, representing potential earthquake
hypocenters. Assuming a Mohr–Coulomb failure criterion, I evaluate at each
time step if a seed point has the critical condition for reactivation given the
pressure and temperature change at the seed location. The previous mod-
els (Gischig and Wiemer, 2013) were improved by using TOUGH2 (Pruess
et al., 2012) as fluid flow simulator, which allows a full 3D formulation. I
also account for transient, implicit permeability changes, which depend on
pressure variation. If a seed is reactivated, I calculate a further permeability
enhancement (either slip- or plastic strain-dependent) that is then fed back
to TOUGH2. The geomechanical-statistical model was also improved by
accounting a 3D stress field including the orientation (dip and strike) for each
possible earthquake location (seed). Furthermore, the TOUGH2-SEED model
can also account for static stress transfer, allowing the reactivation of cascade
events at the same time step. The working scheme of our model is represented
in Figure 5.1. I follow an explicit coupling scheme: at each time step the
TOUGH2 simulator computes the fluid flow through a porous medium, and
both temperature (T) and pore pressure (p) are interpolated to a random
uniform distribution of seeds (i.e. potential earthquake hypocenters).
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Such a scheme has been proven to be successful for coupled simulator (e.g.
TOUGH-FLAC – Rutqvist (2011)). The diagonal terms of the effective stress
tensor of each seed are updated according to (5.1).
σ
′
kk = σkk − p+ βK∆T (5.1)
where σ′kk is the kk component of the effective stress, accounting for both
pore pressure and thermal effects. To note that in this chapter we use positive
stress for compression. K is the bulk modulus and β is the volumetric thermal
expansion coefficient. While in Gischig and Wiemer (2013) the stress regime
is defined by the two principal stresses components, in our improved version
I can define a more general 3D stress field, accounting for both strike-slip
and dip-slip stress regime. In our model the initial three principal stress
components of each seed are proportional to the lithostatic, depth-dependent
pressure (plit), plus a random variation to mimic heterogeneities in the stress
field. Assuming a fault orientation for each possible hypocenter (seeds), the
shear τ and normal stress σn component variations are computed at each seed
location. The stress tensor is projected to an arbitrary oriented fault plane,
defined by a strike (Φ) and dip angle (θ), and shear and normal effective
stresses are computed following Zoback (2010). Finally, reactivation of a seed
occurs following a Mohr-Coulomb criterion. Friction angle (µf ) and cohesion
(C) are assigned a priori with random deviation around an average value.
After activation, that occur for τ ≥ τc, with τc expressed as
τc = C + µfσn (5.2)
the seed model calculates a stress drop. The stress drop, according to Gischig
et al. (2014) is linearly related to the shear stress (5.3):
∆τ = ∆τcoeff · (τ − C)/µf (5.3)
∆τcoeff is an arbitrary numerical coefficient and the shear stress is updated
accordingly to (5.4).
τnew = τ −∆τ (5.4)
The activation of a seed point is then associated with a seismic event, whose
magnitude is randomly assigned from a power-law distribution with a b-value
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corresponding to the seed differential stress (Gischig et al., 2014). I also
account for permeability changes due to (i) pressure and/or (ii) slip on a given
seed. The first permeability dependence is a reversible pressure-dependent
permeability change (updated after Rinaldi et al., 2014) as expressed by
khm = k0e
C1
(
φhm
φ0
−1
)
(5.5)
Φhm = (φ0 − φr) eα∆p + φr (5.6)
where C1 and α are two empirical coefficients to obtain a 2-fold increase
in permeability over a 10 MPa pressure increase. φ0 and φr are initial
stress-free porosity and the residual porosity, respectively. k0 is the initial
permeability. The second mechanism accounts for permeability variations
due to the earthquakes, and it is based on a slip-dependent equation (5.7)
(Gischig et al., 2014)
khm = k0
[
1 + C2
(
1− exp
{
∆d
d∗
})]n
(5.7)
∆d = M0
Gpi
(
16∆τ
7M0
)2
3 (5.8)
C2 is a constant coefficient, d∗ represents the slip scale, M0 is the seismic
moment and G is the shear modulus. This mechanism represents a very
localized permeability variations, close to the triggered seeds (e.g. fracture
opening, or slip on a fault zone), but in our model the permeability change
is assigned to the gridblock containing the reactivated seed. It is worth of
note that this permeability depends on the seismic moment, hence on the
magnitude, which is randomly assigned.
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5.3 Modeling results
The model domain is 4x4 km wide and 4 km deep (from -2 to -6 km of
depth), with a total of 20412 elements. The mesh is finer in the central area
of the domain, where I simulated an incremental injection of cold water up
to 30 days, followed by 60 days of constant injection (up to 90 days). The
flow rate increases up to 30 kg/s at a depth of 4000 m at the center of the
numerical domain. All the boundaries are open with fixed hydrostatic and
geothermal conditions. The initial permeability is uniform over the entire
domain corresponding to 10−16 m2, while the porosity is 0.01. Both hydraulic
and geomechanic initial conditions were chosen to achieve a steady-state
condition. 50000 seeds are uniformly distributed all over the domain. This
assumption does not necessarily represent a real case, in which I could assume
different densities of seeds in different zones of the domain, according to the
measured seismicity of the area. Table 5.1 reports the values of the parameters
that I used in the simulations.
Table 5.1: List of constant parameters used in the simulation.
Parameter Value Unit of measure
Thermal expansion (β) 3 · 10−5 °C−1
Shear modulus (G) 5 GPa
Bulk modulus (K) 8.3 GPa
Stress drop coeff. (∆τ coeff) 0.09 /
Initial porosity (φ0) 0.01 /
Residual porosity (φr) 0.005 /
Initial permeability (k0) 10−16 m2
C1 15 /
C2 2 /
α 10−8 Pa−1
Critical slip (d∗) 2 · 10−3 m
Min-Max magnitude 0.85-9 /
Min-max differential stress
for b-value 0-136 MPa
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5.3.1 Base case results
The base case simulations are aimed to present the TOUGH2-SEED model,
and as a comparison with the previous seed model (Gischig and Wiemer,
2013; Gischig et al., 2014). For these base case simulations, I assume a local
stress field (strike-slip regime) with σmax, σmin and σmed respectively oriented
along x-, y-, and z-axis (Equation 5.9).
σmax ≈ 1.55plit σmin ≈ 0.7plit σmed ≈ plit (5.9)
Each seed represents a strike slip fault with a strike angle Φ = 60° and a dip
angle θ = 90°. Simulation 1 only accounts for reversible pressure-dependent
permeability changes (Equation (5.5)) while Simulation 2 accounts also for
slip-dependent permeability (Equation (5.7)). In both simulations, I do not
account for the stress transfer at this stage. Figure 5.2 shows the horizontal
and vertical distribution of pore pressure changes for the two base case
simulations at shut-in (90 days).
The pressure variation in Simulation 1 reaches a maximum around injection
zone of about 30 MPa (Figure 5.2a), while in Simulation 2 the pore pressure
variations are lower given a larger permeability changes: at 90 days do not
exceed 10 MPa (Figure 5.2b). Figures 5.3 and 5.4 shows the horizontal and
vertical sections of permeability in the two simulations at the end of the
injection period, respectively. Simulation 1 shows permeability changes up to
a maximum increase of about one order of magnitude (up to 10−15m2) nearby
the injection zone (Figure 5.3a). Given Equation (5.5), the permeability
evolution strictly follows the pore pressure distribution. In Simulation 2
the effects of the two mechanisms of permeability enhancement are overlap
(Figure 5.3b). Indeed, given Equation (5.7), a triggered seed produces a
localized permeability increase, whose magnitude depends on the stress drop
and seismic moment, that is randomly assign for each events. In Simulation
2 this relation between permeability and slip leads to scattered permeability
changes up to 10−14m2 (i.e. 2 order of magnitude increase). Worth of note
is that the chosen permeability dependency leads to a different shape of
overpressure in the domain: while in Simulation 1 the injection-induced
overpressure evolves along an almost spherical front, in Simulation 2 the
evolution is slightly anisotropic. My 3D model allows us also to capture the
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Figure 5.2: Pressure. Horizontal sections at 90 days in (a) Simulations 1
(pressure-dependent permeability) and (b) Simulation 2 (pressure and slip-
dependent permeability). The dots represent the triggered seeds after 90 days
of injection.
86
5.3. Modeling results
X (m)
Y 
(m
)
Permeability (m2), Z=−4062 m
 
 
−1000 0 1000
−1000
0
1000
−16
−15
−14
−13
Simulation 1 (90 days)
A
(a)
X (m)
Y 
(m
)
Permeability (m2), Z=−4062 m
 
 
−1000 0 1000
−1000
0
1000
−16
−15
−14
−13
Simulation 2 (90 days)
B
(b)
Figure 5.3: Permeability. Horizontal sections at 90 days in (a) Simulations
1 (pressure-dependent permeability) and (b) Simulation 2 (pressure and
slip-dependent permeability). Color= Permeability (m2), dots=triggered
seeds.
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Figure 5.4: Permeability. Vertical sections at 90 days in (a) Simulations
1 (pressure-dependent permeability) and (b) Simulation 2 (pressure and
slip-dependent permeability). Color= Permeability (m2), dots=triggered
seeds.
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simulation behavior along the z-axis that should be quite different from the
horizontal one. Figure 5.4 shows the vertical sections of permeability at 90
days for the two base cases simulations. The vertical distribution of the cloud
of events in both simulations has not a spherical shape but rather a drop
shape: the model favors the seismicity at greater depth. This behavior is
due to the combination of depth-dependent stress field and the 3D fluid flow
computed by TOUGH2.
5.3.1.1 Well pressure and number of events
In the Simulation 1 I obtained a total of 757 events over the entire simulated
period, and 572 in the Simulation 2. Figure 5.5 shows the well overpressure
and the number of events per 12 hours for the two base cases simulations.
The well pressure in Simulation 1 increases by about 27 MPa during the
step-injection (up to 30 days). During the constant injection period (30 to 90
days) the pressure shows a slower increase, reaching about 28 MPa at shut-in.
In Simulation 2 after an initial pressure increase, a fast drop of about 3 MPa
occurs, following then an irregular pattern during the entire step-injection
phase (30 days) due to reactivation of seeds near the injection zone. The
maximum pressure reached during the stimulation never exceeds 11 MPa.
Generally, accounting for slip-dependent permeability means that when a
large number of events occurs, the simulations will feature a larger and faster
variation, like the initial spiked-like pressure change of Simulation 2 (Figure
5.5b). In both simulations, the number of events increases during the first 30
days and remains roughly constant during the late stage of injection. In both
simulations few events occur during the post-injection phase (i.e. t>90 days).
5.3.1.2 Sensitivity analysis
To study the effects of some model parameters on the number of triggered
events I performed a sensitivity analyses. In the first set of simulations I
performed several simulations changing the initial values of σx from ≈ 1.6plit
to ≈ 1.4plit and the stress drop coefficient ∆τcoeff from 0.01 to 0.09. The
results only accounting for Equation 5.5 (Analysis1) are reported in Figure
5.6a, while the results obtained accounting also for Equation 5.7 (Analysis2)
are shown in Figure 5.6b.
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(a)
(b)
Figure 5.5: Well overpressure (lines) and number of events per 12 hours
(histograms) for Simulation 1 (pressure-dependent permeability) (a) and
Simulation 2 (pressure and slip-dependent permeability) (b).
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(a) (b)
Figure 5.6: Number of events with different σy/σx ratio and ∆τcoeff using
Equation 5.5 (Analysis 1) (a) and using Equation 5.5 + 5.7 (Analysis 2) (b).
Colour is log10 of number of events.
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Figure 5.7: Number of events with different permeabilities and injection rates
using Equation 5.5 (Analysis 3) (a) and using Equation 5.5 + 5.7 (Analysis
4) (b). Colour is log10 of number of events. The stress drop and the stress
ratio are the same of the base case.
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Both sensitivity analysis show a strong dependence on initial principal stress
ratio and a weaker dependence on the stress drop coefficient. The case with
a greater number of events in both set of simulations has the lowest stress
ratio, 0.437 (σx ≈ 1.6plit) and the lowest stress drop coefficient, 0.01 and
leads to 58888 events in Analysis 1 and 7911 events in Analysis 2. The best
case scenario, obtained with a stress ratio of 0.5 (σx ≈ 1.4plit) and a stress
drop coefficient of 0.09, generated 56 and 36 events in the Anlalysis 1 and in
Analysis 2, respectively. To study the performance of the model, I performed
other simulations using different initial permeability values (from 5 · 10−17m2
to 5 ·10−16m2) and injection rates (from 10 to 30 kg/s) The numbers of events
triggered using 5.5 (Analysis 3) and 5.7 (Analysis 4) are shown in Figure 5.7.
In these last sets of simulations the worst cases have the highest injection
rate (30 kg/s) and the lowest initial permeability (5 · 10−17m2) and produce
respectively 3089 and 1395 events in Analysis 3 and Analysis 4. In all the
sensitivity analysis the larger permeability changes (Equation 5.7), lead to
the lower number of events.
5.3.2 Stress transfer
In the base case simulations I neglected the effect of static stress transfer
among seeds. To account for such an effect on seed reactivation, and hence
permeability and pressure distribution, I used a model first proposed by
Baisch et al. (2010), which has been generalized for a full 3D formulation.
This is an extremely simplified model which does not take into account the
appropriate dislocation solution that is implemented in the next chapter.
In brief, when a given seed is reactivated, the shear stresses of the eight
neighbouring seeds on the fault plane are increased, considering a greater
stress transfer along slip direction (Figure 5.8a). Therefore the stress transfer
brings nearby seeds closer to the failure condition and may also involve a
triggering or a re-triggering of several seeds within the same time step. Figure
5.8b shows an example of application of the stress transfer in TOUGH2-SEED.
Assuming that the central blue dots is a triggered seed, the stress transfer
function identifies the eight nearest seeds lying near the oriented fault plane
(red dots) and it increases their tangent stress component τ according to the
scheme shown in Figure 5.8a. In the next subsections I will show the results
of two simulations: (i) Simulation 3 that is based on Simulation 2 but also
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(a)
(b)
Figure 5.8: (a) Scheme of stress transfer, modified from Baish et al. (2010).
(b) Example of the extremely simplified stress transfer model for the strike
slip fault (green) used in the simulations. Blue dot is the triggered seed. Red
dots are the 8 closest seeds lying in the fault plane. The dimensions are
proportional to the magnitude of stress transfer.
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accounting for the stress transfer (strike slip seeds); (ii) Simulation 4, aimed
to study a case of dip slip regime.
5.3.2.1 Strike slip regime
The horizontal sections of permeability changes for Simulation 3 are shown in
Figure 5.9a-c, at 30, 90, and 160 days, respectively, at a depth of 4000 m. The
red line in figures represents the seeds’ strike orientation (60°). Generally the
stress transfer provides a greater number of events during the first stage of
simulation, and its effects on the seed distribution are even more emphasized
in the medium-later stage of injection. At 30 days the stress transfer produces
a visible alignment of events (Figure 5.9a). After 90 days it is difficult to
distinguish the effect of the stress transfer in the injection zone, due to the
large number of triggered seeds. The effects of the stress transfer are mainly
visible at the edges of the seismic cloud, where several fringes oriented along
the direction of strike develop (Figure 5.9b). At 160 days new fringes are
produced and the cascades of events induced by stress transfer increase the
dimension of pre-existing fringes (Figure 5.9c). Unlike the previous base
cases, in Simulation 3 I obtained a large number of seismic events even after
shut-in. The well overpressure presents a temporal evolution similar to the
one observed for the base case 2 (Figure 5.10, orange line), although reaching
a lower maximum value (about 7 MPa), because of the larger number of
events, hence a larger increase in permeability. The temporal evolution of
the seismic events also distributes differently when compared to the base
cases. The number of events progressively increases during the first 40 days
of injection, remaining almost constant at the middle of the injection phase
(40 to 60 days). The occurrence of events increases at later stage of injection
because of the stress transfer (60 to 90 days), and finally after shut-in the
occurrence of events largely decreases, but 273 events are still triggered during
the post-injection phase. The total number of events increased from 572 in
the base case to more than 2000 if the stress transfer is taken into account.
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Figure 5.9: Permeability. Horizontal sections of Simulation 3 (All permeability
changes and stress transfer for strike-slip faults) at (a) 30, (b) 90 and (c) 160
days. Color is permeability. The red line is the strike direction and the black
lines highlight the stress transfer interaction.
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Figure 5.10: Well overpressure (line) and number of events per 12 hours
(histograms) of simulation 3 (All permeability changes and stress transfer for
strike-slip faults).
5.3.2.2 Dip slip regime
The TOUGH2-SEED model is also capable of represent an arbitrary 3D
domain, with faults (seeds) oriented in any direction. The fault type, as well
as the stress field regime, can be assigned as initial input by the user. In order
to investigate this capability, I performed a further simulation (Simulation 4),
assigning a different regional stress field (with the minimum principal stress
component oriented along the z axis: σmax ≈ 1.3plit (x-axis), σmin ≈ 0.6plit
(z-axis), σmax ≈ plit (y-axis) to mimic a dip-slip regime. All seeds represent
faults with the same strike angle φ = 0° and dip angle θ = 30°. Figure
5.11 shows the vertical sections of permeability of Simulation 4 at 30 and 90
days. At 30 days the seismicity is mostly localized in a central area of 0.5x0.5
km and there the permeability increased of about one order of magnitude
around the injection-zone (Figure 5.11a). After 90 days the seismicity extends
to a greater area and seems, with a preferential path oriented along the
dip direction and propagating toward shallower depths. The stress transfer,
actually, makes it easier to trigger events along the dip direction, consequently
leading to dip-oriented permeability changes.
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Figure 5.11: Permeability. Vertical sections of Simulation 4 (All permeability
changes and stress transfer for dip-slip faults) at (a) 30, (b) 90 days. Color is
permeability. The red line is the dip direction.
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5.4 Discussion and conclusion
In this chapter I presented some features of the code TOUGH2-SEED. Such
a simulator couples the capabilities of TOUGH2 as fluid flow simulator to a
geomechanical-statistical code for the study of injection-induced seismicity
during deep underground exploitation. I presented four different simulations.
Simulation 1 and Simulation 2 show the effects of two different permeability
enhancement processes. Assuming a reversible pressure-dependent permeabil-
ity I obtained a regular and well-defined seismicity zone around the injection
well. Considering irreversible slip-dependent permeability changes I obtained
a more scattered permeability evolution that can consequently influence the
pore pressure evolutions and then the whole seismicity. In both simulations
the vertical sections show that the seismicity cloud is anisotropic and assumes
a drop shape. Simulation 3 show the stress transfer effects. The most trivial
consequence of the stress transfer is that it brings the seed closer to failure,
and it may lead to cascade events. The stress transfer, however, not only
influences the number of events, but also their spatial and temporal distribu-
tion. In the strike-slip case the stress transfer produces several strike-oriented
fringes in the seismicity clouds, triggering events at greater distance than the
base case simulation. In the dip slip case (Simulation 4) the stress transfer
leads to larger permeability changes along the dip direction. Finally the stress
transfer can also massively influence the temporal distribution of the events:
indeed a large number of events are observed at a later stage of injection
and even after shut-in. This behavior is somewhat in agreement with real
observation. For example at EGS project in Basel (to be discussed in the
next chapter), the major events only occurred after shutin, and the temporal
distribution of the seismicity showed that the rate of events increased at the
later stage of injection (Catalli et al., 2013). With the TOUGH2-SEED model
I can simulate up to a certain, limited extent the complex joint interaction
between fluid flow and geomechanics. Compared to the pre-existing model,
I account for a more sophisticated fluid flow simulator, such as TOUGH2.
Moreover, our improvements to the geomechanical-statistical seed model allow
capturing effects that are impossible to represent on a simpler 2D model.
Although several effects are not considered (e.g. poroelasticity, fracture cre-
ation/propagation), the TOUGH2-SEED model represents an initial step
to the representation of physics-based processes into statistical model. The
mechanical coupling can influence the seismicity at very different spatial and
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temporal scales, leaving open the way for the creation of more complex and
realistic models.
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Chapter 5. Coupled fluid flow mechanical-statistical model for
the study of injection-induced seismicity
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CHAPTER 6
A MODEL APPLICATION: THE BASEL
STIMULATION
Figure 6.1: Map of Switzerland. The red pointer indicates the Basel position.
Map is taken from google maps.
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Chapter 6. A model application: The Basel stimulation
The geothermal system of Basel (Switzerland), Figure 6.1, is widely studied
because of the large number of data and measurements made during and
after partial stimulation of an Enhanced Geothermal System (EGS). The
case is very useful to study the relationship between deep fluids injection and
induced seismicity, and it can be suitably used as a benchmark to test the
capabilities of TOUGH2-seed.
At Basel EGS, the stimulation started on December 2, 2006 and lasted 6 days
until the ML = 2.6 earthquake that happened on December 8 (Häring et al.,
2008). Originally the injection phase was to last 21 days, but due to the high
seismicity rate, the injection was initially reduced and finally stopped (Figure
6.2).
Figure 6.2: Injection rate of water during the Basel’s stimulation
During this period about 11,570 m3 of water were injected and more than
10,500 earthquakes were induced around the injection well at about 5 km
depth (the open hole section was open from 4632 to 5009 m of depth) (Häring
et al., 2008; Catalli et al., 2013). The injection rate increased in steps up
to a maximum of 63 l/s and also the wellhead pressure evolution generally
follows the injection rate trend reaching its maximum (29.6 MPa) at the end
of the stimulation (Figure 6.3). The two spikes of the wellhead pressure are
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related to mechanical repairs of the well. Also the seismicity blandly followed
the injection rate evolution (Figure 6.3): the number of events increased
progressively during the injection phase and then rapidly decreased after the
shut in and other 3 events of magnitude greater than ML = 3 occurred within
the following 2 months (Bachmann et al., 2011).
Figure 6.3: Wellhead pressure and number of events of the Basel stimulation.
The seismicity is mainly distributed in a nearly vertical plane centered at 4.5
km depth with an azimuth of 155° (Figure 6.8) in accordance with the regional
stress field that is mainly characterized by strike-slip regime with the maximum
horizontal stress oriented NW (Häring et al., 2008, and references therein).
A precise computation of the orientation of the principal stress components
was performed by Valley and Evans (2009) which found a mean orientation
of maximum horizontal stress of 144±14° and a minimum horizontal stress of
54±14°
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(a)
(b)
Figure 6.4: Vertical (a) and horizontal (b) view of the induced seismicity
during and after the Basel stimulation. Color represent the time of the events.
The black line represents the closed section of the well, the red line is the
open section of the well.
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6.1 An improved stress transfer mechanism
The static stress transfer mechanism due to earthquake interaction is well
known to influence the seismicity in tectonic regime (Steacy et al., 2005,
and references therein) and its effects on the induced seismicity should be
considered together with pore pressure effects (Catalli et al., 2013). Although
the TOUGH2-Seed model (Nespoli et al., 2015a) accounts for a static stress
transfer mechanisms, as proposed by Baisch et al. (2010), the model is here
improved. In this new version I included a more sophisticated formulation of
the stress transfer, based on a 3D calculation of the Coulomb stress changes.
After an event, a subroutine computes the effective radius of rupture for a
circular fault:
R =
( 7M0
16∆τ
)1/3
(6.1)
and for all seeds located at a distance r>R from the triggered seed, the
program computes the shear τ and the normal stress σn changes using the
Okada’s equations (Okada, 1992). This method allows to consider both
positive and negative stress changes depending on the relative position of
receiving and source seeds according to the Coulomb stress change theory
and also considers far field interactions between seeds.
6.2 Representing the Basel injection
The model domain is a cube with 4 km edge, representing a system that
extends from 2000 to 6000 m depth. The domain is initially water saturated
and all boundaries have fixed hydrostatic and geothermal conditions. The
3D mesh has a total of 20425 elements and it is finer in the center of the
domain. The material is homogeneous over the entire domain with an initial
permeability 1 · 10−17m2 , in accordance with Häring et al. (2008). We
simulated the injection well as composed by a cased and an open section,
which is open to the horizontal fluid flow and can communicate with the other
cells of the computational domain (Figure 6.5).
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Figure 6.5: Scheme of the simulated well.
A water source is placed at the top cell of the well and its injection rate
evolution closely follows the Basel stimulation. Seeds are distributed randomly
over the entire domains, with a larger density in a vertical square box of 3
km x 3 km with a width of 100 m. Such a box is oriented with the same
azimuth (155 °) of the seismicity cloud observed at Basel. This distribution
allows taking into account the anisotropy of the geological setting due to
presence of natural fractures mainly oriented NW-SE and NNW-SSE of the
Basel subsoil (Häring et al., 2008) which can foster the propagation of the
seismic activity along a preferential direction. The parameters of the seed
model are listed in Table 1 and reflect the best choice for fitting the data.
Thanks to the capability of our model we can represent a realistic oriented 3D
regional stress field. In our simulation the orientation of the maximum and
minimum stress components of the stress field is given according to Valley
and Evans (2009) while the medium magnitude of the three principal stress
components is assigned as σMax ≈ 1.6Plit (compressive), σmed = σz ≈ Plit,
σmin ≈ 0.61Plit (see Table 6.1). Each seed represents a fault with strike
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6.3. Simulation result
Table 6.1: List of constant parameters used in the simulation.
Parameter Value
Thermal expansion (β) 3 · 10−5 °C−1
Shear modulus (G) 5 GPa
Bulk modulus (K) 8.3 GPa
Stress drop coeff. (∆τ coeff) 0.06
Initial porosity (φ0) 0.005
Residual porosity (φr) 0.001
Initial permeability (k0) 10−17 m2
C1 15
C2 1.42
α 10−8 Pa−1
Critical slip (d∗) 2 · 10−3 m
Min-Max magnitude 0.85-9
Min-max differential stress
for b-value 0-136 MPa
σMax(−5km) Magnitude ≈ 196 MPa (160-255 MPa, Häring et al. (2008))
Orientation = 144 °(144 ± 14 °, Valley and Evans (2009))
σmed(−5km) Magnitude ≈ 123 MPa (≈ 122 MPa, Häring et al. (2008))
Orientation = Vertical
σmin(−5km) Magnitude ≈ 75 MPa (≈ 84 MPa, Häring et al. (2008))
Orientation = 54 °(54 ± 14 °, Valley and Evans (2009))
oriented along the high density seed distribution direction (θ = 155 °) and a
dip = 90 °. Although Kraft and Deichmann (2014) showed that this is not
the preferential orientation, their analysis was not properly constrained to
get a reliable orientation, and only gives indication about the reactivation
mechanisms. The values chosen here follow the average orientation of the
largest event in the cloud, whose fault plane solution was derived by a cluster
analysis (Deichmann et al., 2014).
6.3 Simulation result
Figure 6.6 shows the comparison between the simulated and the measured
wellhead pressure evolutions.
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Figure 6.6: Comparison between the measured and the simulated wellhead
pressure of the Basel stimulation.
The simulation allows to represent with good approximation the pressure
evolution during all the stimulation. The largest differences are found after
the shut-in phase (6 days) where the simulated pressure recovery is faster than
observed. This effect could be related to the post shutin poro-elastic effects on
the rocks that are not simulated in my model. Interestingly, the simulation is
able to reproduce the spike that occurred at about 12 hours after the injection.
Unlike the subsequent pressure variations this spiked-like change is not due to
a change of the injection rate that remained almost constant during the first
12 hours of injection. Performing several tests with different parametrization
(not shown) I found that this spike is strongly dependent on the magnitude
of the permeability enhancement induced by few events that occur in the first
12 hours, very close to the injection zone. This behavior is a strong evidence
that a model of induced seismicity must account for irreversible permeability
changes (Gischig and Wiemer, 2013; Goertz-Allmann and Wiemer, 2013).
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Figure 6.7: Comparison between the measured and the simulated events
occurrence over time
Figure 6.7 shows the measured and the simulated temporal distributions of
events. Similarly to the real case, the simulation reproduces the increase in
seismicity during the whole injection phase reaches a maximum number of
events after day 6, just before shut-in when it reaches about 300 events per
12 hours, as in the real case. After the shut-in the number of events rapidly
drops following the pressure curve but at the end of the simulations (15 days)
few events are still triggered. In the post shut-in phase the pore pressure is
lower and the static stress transfer can play a greater role in triggering the
induced seismicity after several days or months (Nespoli et al., 2015a). Figure
6.8 plots the magnitude over time for the real (a) and simulated (b) events.
The magnitude distribution over time is well represented by our simulation.
The events with greater magnitude (M>2) are in both cases focused between
3 and 7 days, with the biggest one at about day 6 (i.e. after shut-in). Both
real and simulated catalogues show that few events with magnitude somewhat
larger than 2 are still triggered after shut-in (day 6 to 15). The application
presented in this chapter shows that a complex model accounting for fluid flow,
mechanical effects and changing hydraulic parameters is required to properly
reproduce the main characteristic behaviour of induced seismicity in a real
case. My model allows to represent a correct initial stress field and allows
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to reproduce with sufficient accuracy the temporal events distribution and
their magnitude. In all the simulations I showed in chapters 5 and 6 I always
used an initial domain with homogeneous hydraulic properties but thanks
to the coupling with the TOUGH2 simulator this model can be extended to
reproduce hydraulic discontinuities in order to describe also more complex
geological settings.
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(a)
(b)
Figure 6.8: Magnitude of events over time of real data (a) and simulation (b)
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CONCLUSIONS
In this thesis I have shown several ways to study and model the earthquake-
fluid interaction with the numerical simulator TOUGH2. First, I focused on
one of the most evident effects that occurs in porous rocks hit by earthquakes:
the water level changes in wells. As discussed in Chapter 2, water level
is very sensitive to strain changes and is therefore useful to catch precious
information on the subsoil and to study the earthquake effects on fluids.
Water level changes can be influenced by both static and dynamic stress
changes, mainly depending on the distance from the fault. My study focused
on the Emilia Romagna (Italy) seismic sequence and its effects on few wells
distributed around the fault of the mainshock, on May 20, 2012. In this case
the regional monitoring network measured a clear water level increase in three
wells near to the epicenter. To understand this behaviour I modeled the static
stress changes induced by the earthquake, starting from the non-uniform
fault slip model proposed by Pezzo et al. (2013), which was derived from
both InSar and GPS data. The corresponding pore pressure variations were
computed following the theory of poroelasticity and accounting for a shallow
elastic discontinuity detected from seismic data. All the wells in our case
experienced a co-seismic increase of the water level and are located in a
compressive zone, according to the computed stress changes. This behaviour
suggests that water level changes are driven by static stress change, while
the dynamic stress changes seem to have played only a minor role. The
static stress change was used to compute the corresponding pore pressure
changes, which was applied as a perturbation of the initial hydrostatic state.
A porous medium flow model was then used to compute the diffusion of such
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pressure perturbation through the shallow stratigraphy. I performed several
simulations changing the hydraulic properties (permeability and porosity) of
the different layers of the model. I found that the presence of the hydraulic
discontinuities is very important for the whole pressure diffusion process and
cannot be neglected: the rate of recovery of the water level strongly depends
on both the permeability contrast between the layers and the permeability
of each aquifer. To improve the fit between the measured and the computed
water level evolutions I had to consider also two secondary effects: the
meteoric recharge and the soil compaction in the shallowest layer. The soil
compaction, in particular, allows to justify the small differences observed in
nearby wells, which are difficult to ascribe to different values of stress change.
Different degrees of the soil compaction can occur over short distances and the
occurrence of this phenomenon is well supported by the evidence of localized
soil liquefaction in the area.
In Chapter 4 I focused on an anomalous and localized soil heating observed in
the same region. The high temperatures of the soil measured here (up to 50
°C) are always accompanied with small seepage of methane. This behaviour
was also present in the past, as confirmed by several historical sources, but
the mechanism behind this phenomenon was never clarified. The interest in
this phenomenon has grown after the seismic sequence in 2012, but there
was no clear evidence of a relationship with the seismicity. The aim of my
study was to understand the physical mechanism that cause shallow heating
in this area. Based on the results, I also drew some considerations on the
possible interactions with seismicity. I started from the data and conceptual
model proposed by Capaccioni et al. (2015). These authors measured gas
fluxes, concentrations and temperature and suggested that shallow heating is
due to an exothermic oxidation of the methane rising from a slightly deeper
peat layer. This reaction is performed by metanotrophic bacteria as revealed
from biological survey. Based on the reconstructed shallow stratigraphy,
I generated a 2D computational domain with the TOUGH2 simulator. I
simulated a constant injection of methane from the bottom of the domain
that is fully water saturated below 2 m depth. The survey showed that
the maximum temperature is achieved at a depth of 0.6 m. Here I placed
heat sources that inject heat proportionally to the methane flux entering the
cell, and according to the heat production rate associated with the methane
oxidation reaction. In this way I was able to simulate the heat produced
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by the exothermic methane oxidation reaction. I also considered a periodic
temperature boundary condition in the top layer in order to simulate the
seasonal effects. The simulations show that the exothermic oxidation of
methane is a plausible mechanism to explain the anomalous soil heating.
Then I compared the position of the survey area with the stress changes map
due to the Emilia earthquake computed in the previous chapter and I found
that all the area is in a compressive zone and we cannot exclude that the
earthquake could have increased the methane seepage and consequently the
soil heating. In any case this phenomenon always occurs regardless from the
seismicity.
In Chapter 5 I discussed a model to study the seismicity induced by geothermal
activity. This model is obtained by coupling the TOUGH2 simulator with an
improved version of the stochastic seed model proposed by Gischig and Wiemer
(2013). The coupling was performed linking the two codes of the models
so that the thermodynamic variables of the fluid computed by TOUGH2
(Pore pressure, Temperature) are used from the seed model to apply the
Mohr-Coulomb failure criterion in each seed. The seed model also computes
the reversible permeability changes due to pore pressure variations and the
irreversible permeability increase due to seismic shaking. These permeability
changes are fed to the TOUGH2 simulator assuring a full coupling of both
thermodynamic and hydraulic parameters. The TOUGH2 simulator cannot
(well) represent the mechanical effects of fluid dynamic onto the porous
matrix, so all the mechanical effects are computed directly by the seed
model that upgrades the stress tensor of each seed on the basis of pressures
and temperatures computed by TOUGH2. This coupling also considers the
stress transfer mechanism between seeds in order to simulate the mechanical
deformation of rocks after an event. In the applications shown in Chapter 5,
I simulated an injection of water in a deep reservoir with initial homogeneous
hydraulic properties. We have seen that considering a 3D system allows
us to simulate the anisotropy of the spatial distribution of activated seeds
that had a tear drop shape. When I accounted also for irreversible slip-
dependent permeability changes, I obtained a lower number of events over the
entire stimulation and a lower well pressure. When also the stress transfer
was accounted for, I found that seismicity can follow a general slip-oriented
distribution and/or produce several fringes of seismicity at the edge of the
seismic cloud. The stress transfer was very important also in the temporal
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distribution of the events because in this case there were a lot of events even
in the later stage of injection and in the post shut-in phase.
Chapter 6 shows an application of the coupled model described in the pre-
vious chapter. Here I included a more complex and realistic stress transfer
mechanism that follows Okada’s dislocation solutions in order to consider
large scale seeds interactions. In this chapter I show a data fit with the
Basel’s geothermal stimulation experiment, focusing on the representation of
the wellhead pressure, temporal and magnitude distribution of the seismic
events. I found that the coupled model is capable of representing the main
characteristics of a real case of injection. The computation of permeability
changes is very important in this case, since without considering them I was
never able to reproduce the wellhead pressure evolution.
In these 6 chapters I have shown some models that can reproduce the main
characteristics of the fluid-earthquakes interaction. The improvements and
further applications of these models could lead other information about this
complex topic. For example, it might be interesting to improve these models
to account for dynamic stress effects or investigate areas with a more complex
distribution of fluid phases with higher temperatures, like volcanic areas: here
a fluid pressure change could lead to a phase change of the fluid. Also, in
the case of the geothermal stimulation, it might be interesting to apply the
coupling model to more complex geology or to study hydrofracking problems.
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A: TOUGH2 TIME AND SPACE DISCRETIZATION
The equations described in the previous section must be discretized in time
and space. The TOUGH2 simulator uses the integral finite difference method
(Edwards, 1972; Narasimhan and Witherspoon, 1976), following the geometry
shown in Figure 9 . Equation (1.14) must be rewritten as∫
Vn
MdV = VnMn (2)
where Mn is the average value of M in the volume Vn. Also the flux equations
must be written as discrete sum over surface segments Anm:∫
Γn
F c · ndΓ = ∑
m
AnmFnm (3)
In this case Fnm is the average value the vector F over the area Anm between
two cells of volume Vn and Vm. Because of this discretization, the Darcy flux
of phase β has to be written as (4).
Fβ,nm = −kβ,nm
[
kr,βρβ
µβ
]
nm
[
pβ,n − pβ,m
Dnm
− ρβ,nmgnm
]
(4)
Dnm = Dn + Dm is the distance between the nodal points of elements like
in Figure 9. The spatial discretized equations become a set of differential
equations:
dM cn
dt
= 1
Vn
∑
m
AnmF
c
nm + qcn (5)
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Figure 9: Scheme of TOUGH2 space discretization
The time is discretized with a fully implicit calculation so the variables are
updated at time tj+1 = tj + ∆t and with a first order finite difference method
(Peaceman, 1977). The time discretization results in the following equations
of residuals Rc,k+1n :
Rc,k+1n = M c,k+1n −M c,kn −
∆t
Vn
{∑
m
AnmF
c,k+1
nm + Vnqc,k+1n } = 0 (6)
This means that for a model with a number of cell = NCEL the state of
the system is completely defined by NCEL x (NC+1) equations solved with
the Newton-Raphson method. Calling d the iteration index that leads to an
increment xi,d+1 − xi,d we can expand with a Taylor series the equation
Rc,k+1n (xi,d+1) = Rc,k+1n (xi,d) +
(∑
i
∂Rc,k+1n
∂xi
)
d
(xi,d+1 − xi,d) + ... = 0 (7)
Catching only the first order terms we obtain the new set of shorter equations
Rc,k+1n (xi,d) = −
(∑
i
∂Rc,k+1n
∂xi
)
d
(xi,d+1 − xi,d) (8)
Convergence criterion
Equations 8 can be solved using several methods (Moridis and Pruess, 1995,
1998; Duff, 1977) and the iterations continue until the residual is lower than
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the tolerance r (relative convergence criterion).
|R
c,k+1
n,d+1
M c,k+1n,d+1
| ≤  (9)
If accumulation terms are smaller than a also an absolute convergence
criterion is imposed.
|Rc,k+1n,d+1| ≤ a · r (10)
Normally with the default values of r = 10−5 and a = 1 the convergence is
achieved in few iterations. If the simulation does not reach the convergence
after few iterations, the time step is reduced. Obviously the convergence
is easier to find in simulations with realistic and well defined initial and
boundary conditions.
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B: MESH TESTS
Test 1
To study the influence of the large aspect ratio of the cells in the computational
mesh used in Chapter 3, I performed several test. In the first group of tests
I generated a computational domain 14x14 km wide and 200 m deep and
I performed 3 different simulations changing the horizontal dimensions of
the cells from 4x4 km to 0.5x0.5 km. All cells are 2 m deep. The domain
is initially water saturated and hydrostatic. All boundaries are open. An
overpressure was applied in centre of the system (x = y = 0), at all depths.
Figure 10: Test on the extreme cells aspect ratio in the computational mesh.
I performed 3 different cases with different horizontal dimension of elements
(a) 4 x 4 km, (b) 1 x 1 km, (c) 0.5 x 0.5 km.
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Figure 11: Pressure (Pa) evolution through time (days), x=y=0; z=-101 m
Figure 12: Pressure (Pa) distribution along the X axis (m), z=-110 m, after 2
days of simulation.
Test 2
In the second group of tests I generated a 2x2 km domain 100 m deep. I
performed 3 different cases with different horizontal dimension of elements
(from 200x200 m to 50x50 m). Also in these cases an overpressure was applied
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in centre of the system (x = y = 0), at all depths. All boundaries are open
and the domain is initially water saturated and hydrostatic.
Figure 13: Test on spatial resolution of the computational mesh. I performed
3 different cases with different horizontal dimension of elements. (a) 200 x
200 m, (b) 100 x 100 m, (c) 50 x 50 m.
Figure 14: Pressure (Pa) evolution through time (days), x=y=0; z=-550 m.
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Figure 15: Pressure (Pa) distribution along the X axis (m), z=-550 m, after 2
days of simulation.
Bottom boundary effect
To study the influence of the bottom boundary I performed another simulation
with a deeper domain (-700 m), starting from Case 4. Figure 17 shows the
two computational domain used for this test.
(a) (b)
Figure 16: Vertical view of the computational domains used (a) in the base
cases simulations (-500 m) and (b) in the test to study the boundary effect
(-700 m)
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Figure 17: Comparisons between well pressure of base cases and the case with
a deeper bottom boundary (a) shallow wells, (b) deep well
Results
On the one hand the great vertical resolution of the mesh used in the Chapter
3 allows to capture the small pressure variations in the vertical direction, in
order to simulate a precise value of bottomholes pressure. On the other hand
the larger horizontal cells dimensions are sufficient to represent the stress
field, that varies on large spatial scales. All tests show that the diffusion
process is not influenced by the discretization resolution. Time and space
evolutions of pore pressure are the same in all the cases of Test 1 and Test 2.
This means that the simulation I performed are not sensibly influenced by
the cell dimension choice and no large bias are introduced.
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C: REGIONAL NETWORK OF WELLS
Table 2: Depth, coordinates and distance from 20 May 2012 epicenter of the
40 wells of the network
Well Depth (m) Latitude Longitude Distance to epicenter
(m) (gg.dddddd) (gg.dddddd) (km)
BO20-00 131 44.51548488 11.26721321 41.62
BO28-00 67 44.55840621 11.37351344 38.51
BO49-00 193 44.49842897 11.31455011 43.94
BO55-01 84 44.47901421 11.47104547 49.47
BOF8-00 60 44.51757465 11.30221038 41.69
BOF9-00 200 44.68330915 11.2814521 23.25
BOG0-00 183.5 44.35956169 11.74259339 71.62
FC14-02 170.3 44.21171648 12.11132932 102.93
FC16-01 218 44.16666339 12.44165538 125.53
FC20-00 108.5 44.22482655 12.02317034 97.17
FC83-01 90.6 44.20072104 12.06119357 101.18
FC90-00 125 44.14693624 12.22443526 114.37
FE75-00 30 44.8602666 11.83261552 47.89
FE80-00 40 44.9464043 11.28081503 7.62
FE81-00 40 44.93866056 11.31711108 8.94
MO08-00 256 44.82011129 11.11523489 11.75
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C: Regional network of wells
Well Depth (m) Latitude Longitude Distance to epicenter
(m) (gg.dddddd) (gg.dddddd) (km)
MO43-01 148 44.79181955 11.13449087 13.09
MO48-01 224 44.85375016 11.23661736 3.98
MO64-00 73 44.52912392 11.06369232 42.06
MO72-01 104 44.58855247 10.86132416 44.25
MO80-00 300 44.88130241 11.07821382 11.86
MO81-00 116 44.57248601 10.79600243 49.07
PC27-02 120 44.92700362 9.89474685 105.36
PC56-03 94 45.051607 9.65608761 125.29
PC96-00 80 44.99069341 9.73427147 118.41
PR23-02 166 44.86724681 10.21458591 80.1
PR32-00 109 44.78125514 10.32198637 72.62
PRB3-00 110 44.82654851 10.18290363 82.88
PRB4-00 45 44.84457873 10.15215814 85.15
RA34-02 120 44.38228549 12.19214977 95.01
RA58-00 460 44.46849367 11.96112 74.59
RE15-00 170 44.8240315 10.75434144 38.13
RE25-00 160 44.71979219 10.51722579 59.29
RE55-00 150 44.696126 10.60988933 53.4
RE79-01 60 44.6531867 10.47312445 65.24
RN02-00 36.5 43.964388 12.709194 156.47
RN03-00 28 44.03228494 12.4603134 136.71
RN04-00 50 44.06283107 12.55287263 139.82
RN05-00 96 44.0678851 12.50062182 136.33
RN06-00 34.7 43.967479 12.716267 156.67
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D: VARIABLES AND PARAMETERS
Table 3: List of variable and parameters used in this thesis
Symbol Variable Unit of measurement
q Darcy velocity m/s
KH Hydraulic conductivity m/s
p Pore pressure Pa
ρ Density kg/m3
g Gravitational acceleration m/s2
k Permeability m2
kr Relative permeability −
kβ Effective permeability of phase β m2
µ Viscosity Pa · s
v Speed m/s
φ Porosity −
S Fluid saturation −
X Mass fraction −
τ0τβ Tortuosity −
dcβ molecular diffusion coefficient m3/s
qc Mass sink or source kg/s
T Temperature °C
λ Thermal conductivity W/(m ·K)
u Enthalpy J
h Internal energy J
c Specific heat J/(kg ·K)
ij Strain tensor −
σij Stress tensor Pa
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Table 4: List of variable and parameters used in this thesis
Symbol Variable Unit of measurement
G Rigidity Pa
ν Drained Poisson modulus −
νu Undrained Poisson modulus −
H Biot’s constant Pa
K Compressibility Pa
Ku Undrained compressibility Pa
E Young’s modulus Pa
m Mass Kg
A Wave amplitude m
f Wave frequency s−1
γ Pressure sensitivity Pa−1
αs Porosity sensitivity −
Ti Particle period of i-th mode s
e Energy density J/m3
M Magnitude −
r Distance m
τ Tangential stress Pa
σn Normal stress Pa
µf Friction −
Γ Friction angle Degrees
Vs Shear wave velocity m/s
B Skempton’s coefficient −
∆h Water level change m
Rs Ratio of oxidized methane in summer −
Rv Ratio of oxidized methane in winter −
β Volumetric thermal expansion coefficient °C −1
C Cohesion Pa
d Fault slip m
M0 Seismic moment N ·m
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