ABSTRACT In binary classification, two-way confusion matrices, with corresponding measures, such as sensitivity and specificity, have become so ubiquitous that those who review results may not realize there are other and more realistic ways to visualize data. This is, particularly, true when risk and reward considerations are important. The approach suggested here proposes that classification need not offer a conclusion on every instance within a data set. If an algorithm finds instances (e.g., patient cases in a medical data set) in which attributes pertaining to a patient's disease offer zero to nil information, there should be no classification offered. From the physician's perspective, disclosure of nil information should be welcome because it might prevent potentially harmful treatment. It follows from this that the developer of a classifier can provide summary results amendable for helping the consumer decide whether or not it is prudent to pass or act (commission versus omission). It is not always about balancing sensitivity and specificity in all cases, but optimizing action on some cases. The explanation is centered on John Kelly's link of gambling with Shannon information theory. In addition, Graham's margin of safety, Bernoulli's utiles, and Hippocratic Oath are important. An example problem is provided using a Netherlands Cancer Institute breast cancer data set. Recurrence score, a popular molecular-based assay for breast cancer prognosis, was found to have an uninformative zone. The uninformative subset had been grouped with positive results to garner higher sensitivity. Yet, because of a positive result, patients might be advised to undergo potentially harmful treatment in the absence of useful information.
I. INTRODUCTION
Applications in medicine are often given as a reason for cost-sensitive classification [1] . The thought is that in some circumstances, it is better not to miss a diagnosis of disease rather than to make a mistake in the classification of no-disease. However, depending on the disease and the toxicity of treatment, the opposite can be true.
In a binary classification of disease versus no disease, a commonly used approach is to find a single optimal cutpoint of the data [2] . This cutpoint might be set to achieve some goal in the balancing of sensitivity versus specificity.
In the just described approach, the tacit rule is that each patient must be classified. Results are tabulated such that each case has assigned a corresponding true positive, false positive, false negative, or true negative. However, if classification error is not uniform across a population of patients, there may be a subset of patients with a disproportionate risk in the number of classification mistakes. The approach of favoring sensitivity over specificity requires the multiple-mistake subset (if it exists) to be split in one way or another. With a goal of high sensitivity, the multiplemistake subset may be grouped entirely with the test-positive subset.
Proposed herein is an alternative approach to classification that is centered on the work of John Kelly [3] . Kelly derived a link of gambling with information theory [4] . Gambling naturally leads to considerations of risk and reward, and a knowledgeable gambler does not assume the tacit rule of offering a binary classification on each instance.
In medicine, it is natural to concentrate first on the risk and reward dynamics of patients. In some cases, the most relevant risk is not being taken by the patient, but by the physician. For example, the potential reward for a patient may be life instead of death, and thus the potential reward for a patient can approach infinity. If so, a patient may be willing to suffer almost any treatment, and may also risk being exploited by costly and predatory scams. In this setting, a physician can assist the patient in recognizing unfortunate realities.
It is the physician who is most likely ''playing'' a recurring game. In a given year, a relatively small oncology practice might treat hundreds of patients with newly diagnosed breast cancer. Unfortunately, breast cancer is a common disease. An oncologist, and/or surgeon, will be asked to provide a recommendation for treatment on a sequential basis. Meanwhile, a research study that may have provided a recommendation on how the physician should treat a patient, will have provided summary results as if patients had all arrived at the same time. There are no considerations of how thresholds might impact a physician's risk/reward profile if there should be a ''bad run'' that has occurred based on chance alone and not because of incompetence. Research can be Gaussian while real-life practice can be a Bernoulli trial. Should a quality assurance committee assume chance?
Over the long term, a physician wants to optimize the reward of his or her actions. The question arises as to what units of measure are applicable in defining a ''reward.'' Money is the first obvious answer, but suppose a physician is placing his or her reputation at risk, and a poor reputation may impact the ability for a physician to practice. The applicable currency of reputation is then within the realm of utility as was originally described by Daniel Bernoulli [5] . No doubt, ''utiles'' can be a nebulous quantity, but that does not mean they do not exist.
And, the emphasis here, is not necessarily to arrive at some number to quantify the value of ''something'' to several digits to the right of the decimal point. The emphasis here is to obtain a useful baseline number that is obtained from the data, and that is intrinsic to the data. This number can then serve as a guide for whether or not a physician should risk anything at all (pass or act). The number also provides a real-world analogy (gambling). It is then user-defined as to whether or not the analogy is applicable to their personal situation.
Physicians often face an asymmetry in decisions of action versus pass. This asymmetry is well known by surgeons. A responsible surgeon will exercise caution before subjecting patients to the risk of death on the operating room table. A death during a surgical procedure is to die ''at the hands'' of a physician. In hospital quality assurance, there is an asymmetry in the investigation of a patient death that occurs on the operating room table compared with a patient death that occurs under observation. At the risk of sounding overdramatic, this asymmetry is grounded in the Hippocratic Oath: ''Above all, do no harm.'' [6] .
What is of utmost importance to a physician is to know when to treat (to act), and when to avoid the risk of causing more harm than good. The Hippocratic Oath, as an underlying principle, advises that in the absence of knowledge it is better to err on the side of inaction. The Oath can be a physician's tie-breaker. It is important to note that for purposes here, an inaction or omission is not considered neglect, but a deliberation based on the same information as that used for an action.
Gambling has a potentially strong parallel with medicine. There can be the asymmetrical decision of a bet being placed versus passing on a bet. A gambler at the horse races, upon deciding to pass, simply chooses to remain seated and watch a race. A knowledgeable gambler will pass on a bet if there is no advantage of information (''no edge, no bet'').
In many situations, as in horse racing, the only option is to bet on a winner. This is not the case in medicine. A bet can be placed on a win (health), or a loss (disease). In a patient who already carries a diagnosis of breast cancer, the bet of win versus loss will likely entail classifying a patient as having a cancer with either a poor or favorable prognosis.
If a patient with breast cancer has a favorable prognosis tumor, the patient's physician may with confidence recommend avoidance of toxic therapy. The physician's conviction may extend to the level of refusing to provide toxic treatment even though the patient might wish otherwise. At the opposite extreme are patients who unfortunately have aggressive variants of cancer. With confidence, a physician may recommend that a patient undergo toxic treatment. If the patient refuses treatment, the physician will likely ensure that the medical record reflects that a refusal was against medical advice.
Then there is the pass subset. As defined here, the pass subset is that subset where predictive ''signals'' are noisy and/or weak. It is suggested here that a physician should disclose to a patient that the sum result of various evaluations, such as imaging studies and laboratory testing, were uninformative. The patient can then decide whether or not, in the absence of information, they are willing to endure a treatment. The physician, who is also absent information, may be willing to accommodate either way, or given the Hippocratic Oath, he or she may elect to pass.
The point is that given a binary label, at least 3 possible classifications are most applicable to real life. There is a classification for label = TRUE, or label = FALSE, or ''I do not know.'' The latter category is often (if not virtually always) ignored as a default option when results of classification are reported. Instead, a two-way table is listed with all of the customary statistics such as sensitivity and specificity.
II. KELLY CLASSIFICATION
What is the best measure of information? Explored here is Shannon's mutual information [4] . This is a virtually unknown measure in medicine, especially to practitioners who provide direct patient care. Yet, mutual information encompasses what most of us seek: a maximal growth of fortune. And, to be emphasized again, the currency of fortune need not be in money.
Kelly derived that a gambler's maximal growth in fortune is equal to the mutual information a signal has in predicting outcome. Kelly termed mutual information as ''Shannon's rate of data transmission.'' A formula taken from Kelly's VOLUME 2, 2014 paper is as follows [3] :
where G max is a gambler's maximal growth in fortune.
The following is found from study of chapter two in the Cover and Thomas text [7] :
The subtraction by zero is included to state explicitly that the baseline is a fair game. Before a signal is transmitted, Kelly's ''private wire'' carried static or noise, and thus mutual information was zero. Calculations for playing in a game that is not fair (there is a ''house take'') are more complex and occupy the second half of Kelly's paper. The subject of this writing is limited to a fair game baseline.
Kelly did not specifically mention classification. Yet it would hopefully be self evident that among all classifiers (''private wires''), a bettor (no matter the currency) would choose (or at least focus first attention) on the classifier or attribute resulting in the highest growth of fortune, i.e., maximizing G max .
III. MARGIN OF SAFETY
A speculator may hold an information edge, but even this may not avoid the possibility of a bad run. If a speculator cannot afford a substantial loss, he may wish to engage in play only when his estimated chance of reward is quite high. Also, after several losing bets, a speculator may fear that training data, or calculations based on the data, were not optimal. Overfitting may be a concern.
To offset concerns of miscalculations, bad luck, and unforeseen circumstances, the concept of a margin of safety is introduced. Benjamin Graham, Warren Buffett's mentor, is credited with first describing margin of safety as it pertains to stock investing [8] . Graham advised that before an ''enterprising'' investor should purchase a stock, the quoted price of the stock should be far below the estimated intrinsic value of the company. This provides a cushion should estimates based on past history not meet with the reality of an uncertain future. The value of a company is often determined by how fast a company has been growing earnings and/or dividends (the growth of fortune of the company).
It may be that an investor's information edge (if any) relies upon a computer-based model. Before the model is placed into service, there may have been back-testing based on analysis of a dataset. Back-testing is essentially using the data to play a game of ''what if.'' In such a game the currency placed at risk is ''play money.'' It would seem sensible that an intelligent investor would want to see a high growth of fortune on play money before placing real money at risk.
What might be the most optimal margin of safety is userdefined. This is inherent with different individuals having different levels of risk tolerance. And, it is here that the most critical cutpoint is set, one that is not to strike a balance of sensitivity versus specificity, but rather one that determines whether or not a margin of safety is sufficiently high to compel action.
It would at first seem that a cutpoint should be set that offers the highest margin of safety. However, there is one important counter-incentive to consider. If a margin of safety is set excessively high, there may be no action at all. If because of a very high margin of safety, a physician does not provide treatment for any of the patients who are referred to her, she may eventually lose all referrals. Perhaps a refusal to treat in all cases is reasonable. Yet there is acknowledgment that an incentive for lowering a margin of safety is to engage in some action.
IV. THE FAIR GAME
In defining a fair game, it is best to locate a population who are all in the same situation. In this, the risk and reward can become intrinsic to the data. The most obvious beginning point for a fair game is one where all players have no advantage of information (e.g., unmarked cards are dealt face down and randomly). After a game begins, however, another fundamental behavior arises. Players seek an information edge over other players. This is an expectation, although the rules of the game may prohibit certain ways of obtaining an edge (e.g., insider trading).
In a recreational game of coin flipping, a fair game most obviously requires a fair coin. However, outlining a fair game is not always obvious. For example, in the stock market, the baseline of a fair game might be an index fund. Money invested into an index fund is blind money since investors are not seeking any information about the companies held by the fund. If an actively managed fund attempts to identify advantageous information, the value of the information and performance that results from it can be compared with the performance of an index fund.
In medicine, a fair game might be outlined as follows. Suppose an idealized life insurance plan is organized among patients with breast cancer. It is an expectation (a rule of the game) that before entry is allowed into the plan, the patients know only two facts. They know they have breast cancer, and they know that one in four of them will die. It is reasonable to assume that a ''fair game'' for this life insurance plan would be organized among the patients whereby three patients would eventually ''lose'' one unit of currency in order for the family of the patient who died to net three units. The patients who survive will lose a bearable amount in order to provide added support for the families of those patients who die. A fair game can be beneficial.
The insurance plan agreed upon by the patients is a fundamental self-organizing structure given the human desire for fair play. Unless altruism is involved, it is unlikely that one patient would contribute equal money into the fund, and in the event of their death, the ''reward'' for their family would be two-fold compared to eight-fold received by another.
V. THE FINAL PLAN
The desired outcome from the output of a classification model is to recognize that an assignment of class membership is not required on all cases. If there is no clear advantage of information, there is no reason to commit. Therefore, the most important threshold is the margin of safety that determines the decision of when to act versus when to pass. As per Kelly's derivation, mutual information is the most obvious, and baseline, measure of information value.
An example problem is provided to better show the concept and show what can be discovered using a Kelly approach.
VI. EXAMPLE PROBLEM
A breast cancer dataset published in the New England Journal of Medicine (NEJM) serves as the example [9] . It is an open dataset, and thus any conclusions or calculations described here can be independently verified. It is an extremely valuable dataset in that it has a broad breadth of ''timely'' molecularbased predictive attributes. While the dataset might be considered older, it remains current for the evaluation of statistical methods [10] . The author has previously studied the dataset from another perspective [11] .
The dataset was originally used in the validation of the seventy-gene profile [12] , and is sourced from 295 patients enrolled by the Netherlands Kanker Institute (and thus the dataset is commonly referred to as the NKI data). The NKI dataset as listed in NEJM [9] shows the results of other genebased assays, and includes the wound response signature [13] recurrence score [14] and intrinsic subtype [15] . The histologic grade of each cancer [16] is also available.
The NKI data had originally been used to evaluate the seventy-gene profile, and the seventy-gene profile had been found to be a highly significant predictor of survival [12] . For this reason, the seventy gene profile was selected as the binary label. The predictive attributes were chosen from nine possible. These nine were the three categories of histologic grade, the five categories of intrinsic subtype, and the wound response signature. Thus, many attributes were mutually exclusive. Grade is the older ''traditional'' biomarker that is based on the morphology of tumor cells as viewed by microscopy. The wound response signature and intrinsic subtype are new and novel sources of information arising from the modern era of molecular biology.
The recurrence score attribute was removed from building the final classifier. This was in order to have an attribute available for comparison whereby the attribute had not been used in building a rule. Recurrence score was of special interest because of being the most commercialized of the assays.
The experiment was simple. The first objective was to find the important predictive attributes and, by use of these, identify a pass subset and an actionable subset. Next, patient survival in the pass and actionable subsets was compared. In addition, the performance of recurrence score (as the biomarker left out) was compared in the pass versus actionable subset.
VII. STATISTICAL ANALYSIS AND ALGORITHM USED
The statistical analysis used the R statistical platform [17] and included use of the R libraries vcd [18] , survival [19] , and pROC [20] .
In the survival analysis, the subjective inspection of survival curves was relied upon, as other measures, especially hazard ratios, can be manipulated [21] .
Contained within the vcd package is a function (assocstats) for calculating the Cramer's V statistic. In the NEJM study [9] , the Cramer's V statistic was the principal way in which concordance among attributes was assessed. The NEJM study adopted a Cramer's V of 0.35 to 0.49 as showing substantial concordance of two attributes with each other, while a value greater than 0.5 was considered strong concordance. The conclusion of the NEJM study [9] was that all of the gene-based assays listed above showed substantial or strong concordance with each other.
In this analysis, mutual information was also used to quantify concordance.
VIII. ATTRIBUTE SELECTION
An algorithm was coded in R script. Mutual information calculations were at the core of the algorithm. Attributes were added that provided net new information above and beyond what previously selected attributes had already identified (relevance over redundancy) [22] . It is at this step where multivariate mutual information calculations were key [22] . The R script for the specific algorithm that was used is available from the author.
IX. RESULTS
Probably the most important survival curve is shown in the upper panel of Figure 1 . The curve shows the survival of all patients before any information has been obtained. A curve such as seen in Figure 1 is rarely included in biomarker papers. Most always, the first survival curve displayed shows the stratification offered by the biomarker(s) under scrutiny.
In a side-by-side comparison, the lower panel of Figure 1 shows the relevant curve based upon the stratification provided by histologic grade. The survival of patients having intermediate-grade cancer approximates the fair game baseline. Thus, these patients had not learned much of anything about their risk of dying that was over and beyond what they already knew based simply on the knowledge they had cancer.
The strongest attribute in predicting label was luminal-A intrinsic subtype. Luminal-A had 0.23 bits of mutual information with the seventy-gene profile. Three other attributes provided net new information that was above nil. They were high histologic grade, basal-like subtype, and low histologic grade. Not chosen were intermediate histologic grade, normal breast-like intrinsic subtype, luminal-B intrinsic subtype, HER-2 positive/ER-negative intrinsic subtype, or wound response signature.
By conditional probability, both low grade and luminal-A subtype best predicted a ''good'' seventy-gene profile. High grade and basal-like subtype best predicted a ''poor'' VOLUME 2, 2014 seventy-gene profile. For greatest simplicity, both low grade and luminal-A were given a score of −1 for the purpose of additive voting. A score of +1 was assigned to basal-like subtype and high grade. Using the seventy-gene profile as the binary label, the upper panel of Figure 2 shows a receiver operator curve pertaining to the sum vote corresponding to each patient's cancer, and the lower panel shows survival associated with the five possible sum votes (range: ±2). Table 1 shows the type of output that would be most wanted as a routine listing of results from a ''Kelly aware'' classification algorithm. The output provides mutual information of the final classifier with various score combinations. Based on this, the most important cutpoint is decided. In the cutpoint decision, an actionable subset should be associated with a high margin of safety and thus high mutual information. Yet, there is a wish to classify as many patients as safely possible.
It is easy to see that a high projected return (high mutual information) can be reached by limiting action to those patients who had the two extreme sum votes of −2 or 2; however, that stratification includes only 96 of the 295 patients. The choice of either the −2, 1, 2 or −2, −1, 2 group would stratify a greater number of patients, but the −2, 1, 2 group has a higher projected return. The −2, −1, 2 group was thus easily discarded. The −2, −1, 1, 2 group would entail action on 224 patients. Yet the mutual information is 0.4 bits and this may be a margin of safety below the risk tolerance of a user.
For the purpose of example, the −2, 1, 2 group was chosen. The actionable subset would be comprised of those tumors having an additive vote below −1 or greater than zero. In this, the actionable subset showed 0.55 bits of mutual information with label, and slightly over half of the patient cases were classified into the actionable subset (158 patients). The remainder of the patients was assigned into the pass subset (sum votes of either −1 or zero).
Next is to consider the attribute that had been removed from building the predictive rule. Table 2 shows the concordance of recurrence score with the seventy-gene profile in the actionable versus pass subset. The actionable subset has high mutual information of the seventy-gene profile with high recurrence score, while in the pass subset there is low mutual information of the seventy-gene profile with high recurrence score.
The upper panel of Figure 3 shows that recurrence score is able to provide statistically significant survival stratification of patients within the pass subset. Yet, the stratification is between patients having a low versus an intermediate level of survival. Comparison of the upper panel of Figure 3 and Figure 1 is illustrative. The number of patients with high recurrence score, yet intermediate survival, is relatively broad, especially when long term survival is considered. Those patients in the pass subset who have a high recurrence score have learned little about their chance of survival above and beyond what they already knew based on the simple fact that they had cancer.
In the actionable subset, the stratification offered by recurrence score is striking. Almost all low-risk patients survive. Patients in the actionable subset who have a high recurrence score show a poor prognosis. Interestingly, the number of cancers in the actionable subset with high recurrence scores ( Figure 3, lower panel) is similar to the number of cancers with high histologic grade ( Figure 1, lower panel) .
In the pass subset, there was a 32 % discrepancy rate of high recurrence score with the seventy gene profile. Of the 44 discrepant cases (among 137 possible), 27 were high recurrence score and had a low risk seventy gene profile, while 17 had a high risk seventy-gene profile, and did not have a high risk recurrence score. As an aside, given such a high percentage of discrepancy, it might bring pause to accept a 0.35 Cramer's V as the cutpoint for substantial concordance.
X. SUMMARY AND DISCUSSION
A Kelly perspective offers a wrapper of thought in the approach taken to analyze a dataset. The approach borrows from the incentive of a gambler to pass on a fair game and only commit when there is the advantage of information. That Kelly's derivation of a growth in fortune is equal to mutual information may not be seen as more than a curiosity. Algorithms using mutual information [22] , without any reference to Kelly's work, have already been accepted as a means of classification and feature selection. Yet, if an algorithm based on information theory is associated with a discussion of cost [1] , then it is recommended to reference Kelly's derivation. Kelly was first in providing a link of information theory with cost. With Kelly, the cost is based on the value of what is placed at risk. In many endeavors there is not a more important consideration.
A Kelly approach does not demand the use of any specific algorithm. What is of most importance is how the results of classification are reported. Mutual information based algorithms provide a direct approach, both at the level of building a predictive rule, and in the evaluation of the final classifier. Soft analysis [23] , which can entail use of confidence coefficients, might be another way to identify a pass subset. Kelly thought prompts use of an algorithm that can discover uncertainty.
Not detailed, but AdaBoost [24] was also studied and a pass subset could be identified. Those cases having 30-70% probability of predicting label were associated with an intermediate level of survival in high recurrence score patients. The default of an AdaBoost classification is to classify cases with greater than 50% probability as being ''positive'' and less than or equal to 50% as ''negative.'' This leads to reporting of results in the usual format of a two-way table. Even if AdaBoost is used, the default of a Kelly approach is to perform mutual information calculations on the AdaBoost final classifier in order to boundary the pass subset. A 50% cutpoint is not a first assumption.
Often a final classifier is evaluated in terms of a cost penalty and/or a ''false alarm'' rate. Given Kelly's derivation, a cost penalty is inherent with mutual information. A perfect classifier has 1 bit of mutual information with label (100% G max ). If a final classifier has 0.25 bits of mutual information with label, the cost penalty can be viewed as being 1− 0.25 = 0.75 bits. The penalty is a lessened growth of fortune. A ''false alarm'' is a signal that can result in a ''bad bet,'' and false alarms will impact G max in a negative manner.
If Kelly is ignored, but mutual information is still reported, there can be no expectation that a physician would understand the significance of the result. However, once the Kelly connection is explained, mutual information takes on an entirely new meaning. Many, if not most, people have an understanding of trying to grow a fortune by playing games. From this, mutual information becomes an interesting way to view magnitude, and to provide a framework of thought to the extent that a person might feel that ''life is a gamble.'' Indeed, it is the duality of Shannon's mutual information, with Kelly's growth of fortune, that provides a fundamental link for the justification of using mutual information (and information theory in general) for cost-sensitive classification. In chapter six of their text [7] , Cover and Thomas emphasize this duality in their comparison of the growth rate of investment in a horse race and the entropy rate of a horse race. They showed that a good gambler is a good data compressor.
If a final classifier has high mutual information with label then information is reliable and decisions based on the information become less of a gamble. If mutual information is low then a decision may essentially be based on the result of a coin flip. Thus, encompassed within a single number (mutual information) is a baseline for placing a value on information.
It is expected that mutual information would be of greater interest to those who place repetitive bets. This is true of physicians who will rely on the same sources of information in order to provide advice and/or treatment to patients having a common disease. This is a reason for emphasis on the physician's perspective. It is hoped that patients will not have to suffer repetitive bouts of a serious disease.
Specific to the example problem, the Kelly approach helped identify the zone where a widely used molecular test (recurrence score) classified patients as ''positive,'' yet their survival was not far removed from what was predicted before any testing (the ''fair game''). A Kelly approach discovered that the non-contributory tier was within the pass subset. Meanwhile, in the actionable subset, recurrence score provided very strong prognostic stratification.
Those who had devised histologic grading had essentially, but not explicitly, acknowledged that intermediate grade is a zone of mixed messages. Those who had developed recurrence score had set a cutpoint for high sensitivity [14] . Given current common practice the high sensitivity cutpoint might be deemed as reasonable. However, the conclusion here is contrary.
A relatively recent study by the Netherlands Cancer Institute (those responsible for the NKI dataset studied herein) report that histologic high grade is strongly predictive of response to adjuvant chemotherapy [25] . The predictive ability was stronger than achieved by the intrinsic subtype The producers of classification have a unique opportunity to assist physicians in the maintenance of the Hippocratic Oath. By disclosing where there is absence of information, the burden of the commission versus omission decision will FIGURE 3. Survival of patients stratified by recurrence score [RS] in the pass subset (upper panel) is compared to the stratification offered by recurrence score in the actionable subset (lower panel). In particular, the upper panel should be compared with curves in figure one. Those patients that have a high RS, and are in the pass subset, have survival similar to all patients (before any information is known), and even a bit better. Thus, in the pass subset, a high RS provides little new, and perhaps even contradictory, information. But, in the actionable subset, high RS is obviously associated with a poor prognosis. Survival curves built using survfit function in R library survival.
rest squarely where it should be. It is not for the ''producer'' of classification to decide how the ''I do not know'' subset should be classified. A treating physician best knows their patients and what risk and reward considerations a patient might face with respect to their unique personal situation. It is at this level where it is best to discuss uncertainty of classification, and risk/reward considerations that are extrinsic to the data. This is to help define personalized medicine.
In summary, a Kelly approach forces considerations of what is an underlying fair game, considerations of risk and reward, assymetry, and a margin of safety. Most importantly, it recognizes that there is no law that states that every case (instance) in a dataset should be classified. The primary goal is to find where signals that prompt action will offer clarity, and avoid action based on noise (where I[X;Y] = 0). Those with proficiency in information theory may have the best ability to further develop Kelly thought.
ACKNOWLEDGMENTS
Katherine Daniel provided invaluable editorial assistance. Dr. Robert Schapire was kind to a stranger and answered questions of a general nature in regard to classification, and in the use of AdaBoost. His suggested readings provided much fodder for self-study. Dr. Joy Thomas was gracious in providing me with the answers to the problems in the Cover and Thomas text. The Netherlands Cancer Institute is to be applauded for making available an important dataset. Much appreciation is given to the surgeons, oncologists, and other physicians, at South Austin Medical Center in Austin, TX who endured my many questions of, ''Why they do what they do?'' Finally, comments from the reviewers helped refine thoughts, and improve the manuscript in so many ways.
No matter who may have provided assistance, it is the author who is entirely responsible for all opinions, conclusions, analysis, commissions and omissions.
DISCLOSURE
This work has been self-funded. The author, nor family relationships, have any conflict of interest either by stock holding, derivative interest, or ownership in any histopathology, clinical laboratory, molecular laboratory, or data analysis enterprise. The author does not have any practice associations from any entity that might gain advantage from this work.
