Abstract Self-organizing Systems exhibit numerous advantages such as robustness, adaptivity and scalability, and thus provide a solution for the increasing complexity we face within technical systems. While they are attractive solutions, due to their nature, designing self-organizing systems is not a straightforward task. Artificial evolution has been proposed as a possible way to build self-organizing systems, but there are still many open questions on how an engineer should apply this method for this purpose. In this paper we propose a system architecture for evolving self-organizing systems, that marks the major cornerstones and decisions the designer has to face, thus providing a practical set of guidelines.
Introduction
Self-organizing systems are inherently scalable, adaptive and tend to be very robust against single-point failures, which made them an appealing choice in the technical domain [1] . Typically, a design procedure of such systems would be to find the local, microlevel interactions that will result in the desired global behavior. Unfortunately, there is no straightforward way for the design of these rules yet so that the overall system will show the desired macro-level properties.
There exist different approaches to design self-organizing systems. Gershenson [2] introduces a notion of "friction" between two components as a utility to design the overall system iteratively. Auer et al. [3] deduce the local behavior by analyzing a hypothetical omniscient "perfect" agent. The usefulness of evolutionary algorithms to evolve cooperative behavior is demonstrated by Quinn et al. [4] by evolving teamwork strategies among a set of robots. The examples are not limited to robotic applications; Arteconi [5] applies evolutionary methods for designing self-organizing cooperation in peer-to-peer networks. A generic, universal approach to tackle the aforementioned design issues is to use some kind of an automated search, namely evolution to find the right set of local rules that will drive the system into the desired macro behavior.
In the domain of mathematical optimization or artificial intelligence metaheuristics, evolutionary methods have been already proven to be especially useful and so are still widely applied. Emergence and evolution have been studied by many scientists from different disciplines, like biology [6] , mathematics [7] , physics [8] , social systems [9] , and economic systems [10] . However, most work describes mechanisms, but does not give answers as to how to use those mechanisms to achieve an intended technical effect.
With respect to this question, the work by Belle and Ackley on evolvable code [11] and the work on learning for multi-agent systems [12] by Shoham and Leyton-Brown are of special interest for the research goals of the proposed project.
The idea of using this technique to design self-organizing systems has already been mentioned [13] , however a deeper, step-by-step guide tailored for this domain is still missing. In this paper, we are presenting a practical set of guidelines in order the fill this gap and support engineers and scientist using evolutionary design.
In the following section, we give reference to related work on design of self-organizing systems with a special focus on evolutionary design. The basic idea of using evolution as a design tool is introduced in Section 2. In Section 3, we present a system architecture for evolving self-organizing systems that marks the major aspects of the approach. In the following subsection, we discuss each aspect of our design approach and introduce guidelines for practical application. The robot soccer case study described in Section 4 shows the application of the mentioned principles in practice. The paper is concluded in Section 5.
Design by Evolution
Typically, problems based on bio-inspired principles such as self-organization call for bio-inspired solutions. An approach would be to cope with the high complexity is to use some kind of guided automated search, namely evolutionary computation.
The main idea is to create an appropriate system model with its environment, where the components are represented in such a way, that their individual behaviors (i.e. set of local rules) can be iteratively improved via a heuristic algorithm. In other words, the components have to be evolvable.
Although the concept of evolutionary design is fairly simple, when it comes to application, it starts to become increasingly complex. In general, the whole process can be decomposed into three major steps: modeling the system and its environment; an iterative search, that explores new solutions; and a final validation phase (see Figure 1) .
From an engineering point of view, the modeling phase is the upmost priority, where the crucial decisions have to be made in order to obtain useful results. Among many things this includes selecting the right computation model, the way of interactions and the whole evolutionary model (genotype to phenotype mapping, search algorithm, etc.). The next step is to let the whole system run on its own, thus gradually developing a viable solution with no or very little user interaction. The last phase for any design process is to verify the obtained results. Usually, this means a set of white or black box testing, but in the case of complex networked systems, novel approaches are necessary. Fortunately, there is a lot of ongoing research on how to evaluate such systems [14] .
System Architecture
As mentioned in the previous section, building a proper system model is essential for a successful evolutionary design. In this paper we propose a system architecture for the evolutionary design of self-organizing systems, that identifies the major decisions and considerations that the designer must face during the modeling process. As can be seen in Figure 2 , we distinguish 6 major components: 
Typically, every engineering problem starts with a task description that properly identifies the objectives and constraints in detail. In other words, this can be seen as a contract that describes the expectations of the desired system on a high abstraction level. Consequently, the task description has a high influence on the applied simulation model and naturally on the objective function.
The next step is then to specify a system model based on the task description that is not only efficient, but accurately represents the important aspects of the system to be modeled while abstracting unnecessary factors. However, this step should not include how the components are represented or the way they interact with each other, since these would involve several further important decisions. For this purpose we separate them into an interaction interface unit and to an evolvable decision unit. In the former, one should plan the way the components of the system can interact with each other and their environment, thus not only defining the communication possibilities (i.e. sensors), but also their underlying interfaces (i.e. protocols).
The latter is focused on the actual representation of the components of the system. This might include one or more types of models depending on the homogeneity of the system. The reason why this part is separated from the system model is that the evolutionary method requires evolvable representations. There is, however, a vast set of such representations out there with their own advantages and disadvantages, so a careful decision has be made here.
In order for the evolutionary process to be operational there must be a valid and efficient search algorithm that iteratively optimizes the candidate solutions. While theoretically it can be completely separated from the representation of the evolvable components, it has to be noted that choosing the right algorithm has a significant overall effect on the convergence speed and on the quality of the results.
Last but not least the driving force of evolution must be also designed. While a good objective function has a key role in the process, there are unfortunately no guidelines available as to make a good function that not only ensures the desired behavior, but also makes the system avoiding unwanted states.
Case Study: Simulated Robot Soccer
The following case study describes an application of our design approach for a multirobot scenario. The main focus lies on the aspects of the respective design methodology, the particular results of the case study are described separately in [15] .
In this case study, an algorithm for simulated robot soccer teams was sought. Robot soccer players should learn to successfully play soccer without being given explicit instructions as to how a soccer team should behave. The robots all have the same hardware, and within a team, each robot has the same neural network. With respect to our design methodology, the following aspects have been tackled in the modeling process:
Simulation Model: The simulation model was based on existing abstractions from real robot soccer to provide a playground for a simulated robot soccer league. This model abstracts over mechanical aspects like slacking wheels or sophisticated sensor models for ball detection, while still providing a realistic interface for testing a distributed algorithm for making the robots play soccer. In particular, our simulation was based on the Robocup Soccer Simulation League without the features for centralized control via a coach. Interaction Interface: Experiments with different set-ups showed that the sensor interface needs to be reduced to a few vectors indicating the position of the ball, the closest opponent and the closest teammate relative to the robot. In order to score a goal, the robots need to know where they are relative to the goal, so we added sensors indicating their relative field position. We tested the performance of evolved teams using a cartesian and a polar coordinate system representing the vectors. Results show that the cartesian coordinate system can be evolved to a better solution. Decision Unit: Since there exists no particular theory, on how an evolvable decision unit for a soccer robot should be constructed, we experimented with several types of neural networks and varied the network size. Results indicate that a recursive neural network model, though being harder to analyze for a human observer, provides better capabilities than a feed forward model. The network size had less impact on the results than expected -solutions with 2, 4 or 6 neurons did not differ significantly in their performance (see Figure 3 . Objective Function: Playing soccer involves complex coordination of all team members based on variables of high dynamics like the position and momentum of the ball and all players. Therefore, we identified separate performance indicators, namely field coverage, ball possession, playing the ball actively, getting the ball near the opponents goal and scoring goals. Putting these factors hierarchically into an objective function enabled a smooth evolution of game-play 1 A thorough description of the results is given in [15] . The robot soccer experiment was conducted with the tool FRamework for Evolutionary Design (FREVO) [16] .
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Conclusions and Future Work
This paper discusses the basic building blocks for applying evolutionary algorithms to the design of self-organizing systems for technical applications. Our survey of existing literature has revealed that despite the many reports on applying this approach to generate a self-organizing system, there is a need for a generic description of the underlying system engineering process. We therefore introduced several vital cornerstones of such an approach. In particular, we identified the task description, simulation setup, interaction interface, decision unit, search algorithms and fitness function. The paper makes two main contributions: It supports the design process by defining the system aspects that must be considered. Its second contribution is that this approach may provide the basis for a qualified engineering process for self-organizing systems in technical applications. In future work we will elaborate our proposed methodology with detailed guidelines and principles for task description, simulation setup, interaction interface, decision unit, search algorithms and fitness function.
