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In this paper, we present and make computations of two equivariant Nielsen type numbers
NG ( f(H),k(H)) and NG ( f (H),k(H)). The second one is new, while the ﬁrst one extends and
clariﬁes one given earlier by the author and Jianhan Guo. Both numbers were deﬁned
here in terms of Nielsen theory of M-ads introduced in the prequel to this work. The
theory of M-ads is also used to give both upper and lower bounds on our numbers, and to
make speciﬁc computations. Our numbers moreover, ﬁt together in the same way that the
two Nielsen type periodic point numbers NPn( f ) and NΦn( f ) ﬁt together. In particular,
we show that NG ( f (H),k(H)) is greater than or equal to a sum of numbers of the form
NG ( f(K ),k(K )), and give conditions for equality and Möbius inversion. The periodic point
theory results are then seen to follow from what are actually generalizations of them.
We work with both ﬁxed point, and coincidence point classes, in the context of a category
with essentiality which we introduced in the prequel on M-ads. It is intended that this
paper be read in tandem with said prequel.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Since their invention in the early nineties, progress in the computation of the equivariant Nielsen numbers has been
minimal. There are perhaps several reasons for this. We cite two that we see. The ﬁrst is their proliferation (together the
papers [8] and [9] have eight!). The second is the horrendous (even by Nielsen theory standards) computational diﬃculties.
In this work we present two equivariant Nielsen numbers NG( f(H),k(H)) and NG( f (H),k(H)), which we describe more fully
below. For the moment we want to say that in spite of aparant similarities, both numbers are quite different from analogous
partial results given by the pioneer in this subject Peter Wong. The exposition of the ﬁrst of our numbers actually started
in [2]. The version of it that we give here is more general, but equivalent in its restricted form, to the one given in [2]. The
second number is completely new. Both numbers in fact ﬁnd their inspiration in the ﬁxed point theory context given by
Wong in [9]. As the title of this paper indicates, we claim that these two numbers are more readily computable than any
of the others. Our emphasis is on “more readily” rather than on “readily computable”, though we do, we feel, make some
signiﬁcant advances in this direction. Firstly we count ﬁxed and coincidence point classes in spaces with simpler fundamen-
tal groups. This makes it easier to distinguish elements in the Reidemeister trace. Secondly we are able to use the M-ad
Nielsen theory introduced in the prequel [3] to this paper, to give upper and lower bounds on the numbers deﬁned here. In
our view our choice of numbers (from several possibilities) most naturally reﬂects the classical purposes of Nielsen theory.
These choices were also motivated by the analogy with periodic point theory, where there are signiﬁcant interrelationships
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essentiality (introduced in [3, Deﬁnition 2.2]). This allows us to simultaneously discuss both equivariant coincidence, and
equivariant ﬁxed point theory, and to do that in a variety of different contexts for example compact manifolds, or compact
ANR’s.
We work throughout the paper in the context of a ﬁnite group G operating on topological spaces X and Y , of a ﬁxed
isotropy subgroup H of G , and of a pair f ,k : X → Y of equivariant maps (X = Y and k is the identity on X in the ﬁxed
point case). There are two kinds of subspaces of X , which play important roles in our work. Both of them correspond to the
isotropy subgroups K of G . They are XK = {x ∈ X | gx = x ∀g ∈ K } and XK = {x ∈ XK | Gx = K }, where Gx := {g ∈ G | gx= x}
is the isotropy subgroup of G at x. Each G equivariant map f : X → Y restricts to a WH (Weil group) equivariant map
f H : XH → Y H , and a WH equivariant map f H : XH → Y H (note that the range is usually Y H and not YH ). One of the
main complicating factors occurs when for isotropy subgroups K and L, the ﬁxed points sets XK and XL of the action
overlap. Complications arise, particularly in the presence of non-trivial congujacy classes. For such a class (K ), we will use
the symbol X (K ) to denote the union, taken over all K ∈ (K ) of the various XK . We also use f (K ) to denote the union of
the f K . Similarly we deﬁne X(K ) , and f(K ) .
One of the reasons there are so many equivariant numbers in the literature, is the number of options with which we
are presented. Does one for example, study equivariant Nielsen theory on XH or on XH , does one take congujacy classes
into consideration (i.e. do we work with X (H) and X(H) or with XH and XH )? Having made those decisions, we are still left
with the question ‘do we count orbits, or points’? If you are keeping track, you will have reached eight possibilities by now,
and these eight are not even identically the same as those mentioned above (though of course there is overlap)! All existing
equivariant Nielsen numbers have their genesis in the works of Peter Wong [8,9]. The latter work is more sophisticated
than the former. In spite of the notation which would seem to indicate the opposite, it concerns itself mostly with the
equivariant ﬁxed point theory of f (H) and f(H) , and works with a combination of orbits and points. Wong’s innovative idea
in [9] was to notice ﬁrstly that XH is actually the complement space (in XH ) of the union
⋃
H⊂K XK . He then used ideas
of Zhao, relating to ﬁxed point theory on the complement [11] to deﬁne his numbers. Almost all of Wong’s numbers, as
well as the number NG O ( f (H),k(H)) deﬁned in [2], work with orbits of ﬁxed point classes (G ﬁxed point classes in Wong‘s
language) in the spaces X (K ) . In many ways this is a very natural thing to do, but it is also the main complicating source
of the diﬃculties of computation, and of lack of sharpness. Both diﬃculties stem from the fact that “coordinates” must be
chosen in fundamental groups of spaces of the form X (K ) . These spaces in the presence of non-trivial congujacy classes are
unions, and so have very complex fundamental groups. We illustrate this complexity with the “second strategic example”
from [3] ([3, Example 3.2]) which, together with the ﬁrst, we continue to use here to for illustrative purposes.
Example 1.1 (The second strategic example part VII (continuing Example 3.2 from [3])). Let X = S1 × S1 × S1, and S3 be the
permutation group on the set {1,2,3}. The action of S3 on X takes an element s ∈ S3 and element (z1, z2, z3) ∈ X and
puts s · (z1, z2, z3) = (zs(1), zs(2), zs(3)). There are ﬁve1 isotropy subgroups of S3, namely {e}, 〈1,2〉, 〈1,3〉, 〈2,3〉 and S3 itself.
Here e is the identity of S3, and for example 〈1,2〉, denotes the subgroup generated by the cycle (1,2). Note that 〈1,2〉,
〈1,3〉 and 〈2,3〉 all lie in the same congujacy class in S3. Observe that X = (X, {X (〈1,2〉), X 〈1,2〉, X 〈1,3〉, X S3}) is precisely the
4-ad denoted A in [3, 3.2], and that the maps f (constant map) and k (the product of maps of degree r) given there, are
equivariant maps.
As already mentioned, most of the numbers in [9] are deﬁned in terms of the equivariant ﬁxed point classes in the X (K ) .
In this example, for (K ) = (〈1,2〉) we have that X (〈1,2〉) = X 〈1,2〉 ∪ X 〈1,3〉 ∪ X 〈2,3〉 . The fundamental group π1(X (〈1,2〉)) of this
union is the amalgamated free product of three copies of Z× Z with the three diagonals being the mutually amalgamated
subgroup (see [3, Example 3.12]). Computation then, even in this relatively simple example, requires that we “choose coor-
dinates” in a very complex group. This is, of course accompanied by corresponding diﬃculties in distinguishing elements in
the Reidemeister trace. The legendary diﬃculties of doing this in free groups, are less than eased by passing to amalgamated
versions of the same.
The point of taking Nielsen classes in the X (K ) is, of course, that this is where G orbits lie. The dilemma Wong faced,
seemed to be that either one fails to take congujacy classes into consideration, or has numbers that are virtually uncom-
putable. A way out was initiated, but not persued, in [2], where we introduced in a slightly less general setting than we
do here, the ﬁrst and simpler of our numbers NG( f(H),k(H)). It is a lower bound for the number of coincidence (or ﬁxed)
points on X(H) . What was key in [2], was the observation that there are exactly the same number of WH orbits in XH as
there are G orbits in X(H) for us to deﬁne NG( f(H),k(H)) as [G : H] times the number of essential WH orbits in XH .
For a number of reasons, the above idea does not quite so easily extended to give a full equivariant Nielsen number
NG( f (H),k(H)), on X (H) . What we need is a lower bound for the number of coincidence (or ﬁxed) points on the whole
of X (H) . One diﬃculty is, unlike in X(H) , not all orbits in X (H) have the same length. Another complications factor is that
equivariant homotopies can “move” orbits across the various strata (i.e. from X (K ) to X (L) where K , L ⊃ H). When this
happens, orbit length, and hence the number of coincidence points, change. One of our main goals then, has been to extend
the idea that worked for the complement equivariant number in [2]. That is to give a number which counts coincidence
1 The subgroups 〈1,2,3〉 generated by the cycle (1,2,3) is not an isotropy subgroup of S3, because if 
x /∈ X S3 , then G
x = 〈1,2,3〉.
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as though we were dealing with the f (H) and k(H) rather than with f H and kH . As it happens a key ingredient in this
process is the careful choosing of a “representative” M-ad. The Nielsen theory of M-ads was introduced in the prequel
[3] to this paper. The original intention was simply to have an appropriate comparison theory with which to compare the
two numbers given here. In the end the Nielsen theory of M-ads substantially inﬂuenced our deﬁnition of NG( f (H),k(H)).
Our numbers then give results about numbers of ﬁxed or coincidence points in X (H) or X(H) , but work with orbits and
classes in the simpler XK and XK . Estimates of our numbers are given, using the theory of M-ads to furnish both upper
and lower bounds to these numbers (Theorems 3.16 and 4.17). Conditions are also given under which the given bounds
are equalities. This makes computation possible under Jiang type conditions. In addition as outlined below, we discuss
interrelations between our two numbers.
The choice of counting points in our equivariant Nielsen numbers (as opposed to orbits), found its motivation in the
connections between periodic point, and equivariant, Nielsen theory. In fact the inspiration for this work ﬁnds itself as both
an analogy, and as a special case of, Nielsen periodic point theory. There are a number of things to say about this. We
already made mentioned in the introduction in [3] of the private conversation in 1988 with Albrech Dold. He showed me
that periodic point theory can be thought of as a special case of equivariant theory [1]. There are two Nielsen type numbers
NPn( f ) and NΦn( f ) for periodic points (see [6,4,5]). Peter Wong in [9,10] was the ﬁrst to publish certain elements of Dold’s
insight. In particular he showed that the NP numbers could be written as a special case of one of his numbers. We replicate
his work in Section 3.3, with some corrections (see 3.23), giving NPn( f ) as a special case of NG( f(H),k(H)). In a parallel
Section 4.4, we complete and formalize Dold’s insight, by showing that the second periodic number NΦn( f ) can be written
as a special case of NG( f (H),k(H)) (Theorem 4.21). Formalizing Dold’s insight in this way, has the advantage of allowing us
to use examples from periodic point theory to illustrate phenomena in equivariant theory (see Example 3.24), and in fact
going the other way to produce new upper and lower bounds on NΦn( f ) (see Corollary 4.22).
But periodic point theory is much more than a special case of equivariant theory. It has in fact provided a motivational
analogy for the work here. Consider for example, the results from periodic point theory that NΦn( f )
∑
m|n NPn( f ) [5], and
that there are simple conditions under which both equality and Möbius inversion hold (see [5]). The utility of the analogy
then becomes immediate. In particular, it lead us ﬁrst to conceive of, and then to prove our result NG( f (H),k(H)), is greater
than or equal to a sum of the numbers of the form NG( f(K ),k(K )) (Theorem 5.1), to give conditions for equality together
with a Möbius inversion result (see Corollaries 5.3 and 5.6). Such connections were not possible before, because previous
“full equivariant numbers” were only deﬁned for orbits, not for points. Returning to the fact that periodic point theory is
an example of equivariant theory, we then deduce the main theorems of [4] and [5] as corollaries of our considerations, as
well as recovering the bounds on the NPn( f ) that Wong discovered earlier. In addition we get the new bounds on NΦn( f )
mentioned above.
The paper is divided as follows. Section 1 is this introduction. Next, in Section 2.1, we give a “review“ of the connections
between equivariant theory and Nielsen theory. Actually this is rather more than a review, since ﬁrstly, we need to include
several accidental ommissions which should have appeared in [2]. We also need a number of new connections between
Nielsen and equivariant theory, in order to deﬁne NG( f (H),k(H)). Finally (still in Section 2.1), we give the needed extention
of the notion from [3] of a category with essentiality. In Section 2.2, we outline useful connections between equivariant
Nielsen, and Nielsen M-ad theory. Section 3 is devoted to our exposition of NG( f(H),k(H)). In Section 3.1 we give the
promised reﬁnements and the extension of the deﬁnition, its basic properties and distinguishing characteristics (from pre-
vious complement equivariant numbers). In Section 3.2 we give the promised comparison results relating NG( f(H),k(H)) to
our complement M-ad numbers. In Section 3.3 we deal with the connection between NPn( f ) and NG( f(H),k(H)), and use
it to illustrate various issues. Section 4 is in many ways parallel to Section 3 but for the number NG( f (H),k(H)). We start
however, in Section 4.1 with a number of intuitive remarks designed to motivate the deﬁnition of NG( f (H),k(H)). In Sec-
tion 4.2 we give the deﬁnition and basic properties. In Section 4.3 we compare it with our full M-ad numbers, while ﬁnally
in subsection we outline the connections with NΦn( f ) together with the promised new bounds on it. Section 5 comes in
two parts. In Section 5.1 we give promised results comparing NG( f (H),k(H)) with a sum of numbers of the form given in
Section 3, as well as with ordinary Nielsen numbers. We give our Möbius inversion result here too. In Section 5.2 we make
some brief concluding observations about the “advantages” of equivariant Nielsen theory over other Nielsen theories. Once
again I would like to thank the (single) referee of these papers, for carefull reading of the manuscripts, for extremely useful
comments which allowed for a better exposition, and for suggesting the glossary at the end of this paper.
2. Equivariant Nielsen theory and Nielsen M-ad theory connections
Since this paper is intended to be read together with its prequel [3], we do not re-review Nielsen ﬁxed point/coincidence
theory, coincidence theory on the compliment, or M-ad theory here. Instead we refer the reader to [3]. In this section,
after a preliminary Section 2.1 recalling how equivariant and Nielsen theory interact at a basic level, we exhibit (in 2.2)
the close connection of equivariant theory and M-ad theory. This will facilitate computation, and the comparison theorems
given in later sections. We use the convention from [3] of supressing everything to do with k, in the ﬁxed point case
(see [3, Remark 2.9]).
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In this subsection we make necessary preperations that allows us to discuss Reidemeister orbits and their interaction
with Nielsen orbits. We also exhibit the connections between equivariant theory and the M-ad theory introduced in [3].
Since we are seeking to deal with a variety of Nielsen theories (ﬁxed point, coincidence point, semi-index Nielsen theory,
etc.) we work in the context of an essentiality on a topological category. In fact in order for this to work in the equivariant
context, we need to postulate that essentiality is preserved under group actions. This is automatic for the classical settings
where essentiality is deﬁned in terms of index. As in [3], the reader is invited on a ﬁrst reading to assume everything is
path connected (in particular simply read X̂ , etc. as X ), returning only to the more general situation as needed.
Throughout G is a ﬁnite group operating on spaces X and Y , H is a ﬁxed isotropy subgroup G , (K ) denotes the congujacy
class of an isotropy subgroup K and f ,k : X → Y denote equivariant maps (X = Y and k is the identity on X in the ﬁxed
point case). The symbols X (K ) , XK , XK and X (K ) and f (H) and f(H) , etc. are all explained in the introduction. The symbol
WK denotes the Weil group of K that is the quotient N(K )/K where N(K ) is the normalizer of K in G . Now if x ∼ y
are Nielsen equivalent in XH , then wx ∼ wy in XH for all w ∈ WH, where x ∼ y means x and y are Nielsen equivalent.
Also x ∼ y in XH implies gx ∼ gy in X (H) for all g ∈ G . Let g ∈ G , then g induces a map g· : XK → X gK g−1 given by
(g·)(x) = gx. In particular the actions of WH on XH extend to an action of G on X (H) , and both these actions in turn extend
to actions on respective Nielsen coincidence point classes Φ˜( f H ,kH ) and Φ˜( f (H),k(H)). So for example the set Φ˜( f H ,kH )
of Nielsen equivalences classes of f and k can be partitioned into WH orbits, by identifying a class [x] ∈ Φ˜( f H ,kH ) with
the class [wx] for each w ∈ WH. We denote the set of such orbits by Φ˜WH( f H ,kH ). The deﬁnition of the quotient set
Φ˜G( f (H),k(H)) of Φ˜( f (H),k(H)) is obvious. When H is normal in G our notation will be ﬂexible in that, for example, we
may write either XH or X (H) , etc. In this context if K ⊃ H , then it is not hard to see that the left-hand digram in Lemma 2.2
is commutative. From this it is easy to see that G orbits in X (K ) remain G orbits when included into X (H) . We need the
same thing to happen algebraically, that is we need diagrams of the type seen in the right-hand diagram in Lemma 2.2
to be commutative. In order to make this work, we reﬁne the concept of an essentiality on a topological category C given
in [3]. It is to this reﬁnement, which holds for all existing examples in equivariant Nielsen theory in the literature, that we
now turn.
On the algebraic side, if x0 ∈ XG , then there is a natural induced action of G on π1(X, x0) which satisﬁes g(αβ) = gαgβ ,
and gα−1 = (gα)−1 for all α,β ∈ π1(X, x0), and g ∈ G . This action does not, in general, extend to the sets R( f ω∗ ,kμ∗ ) of
Reidemeister classes.
Lemma 2.1. (See [2].) Let x0 ∈ XG , y0 ∈ Y G , and let ω : y0 → f (x0) and μ : y0 → k(x0) be base paths in Y with the property2 that
vω = ω, and vμ = μ for all v ∈ G. Then f ω∗ and kμ∗ are G homomorphisms, and an induced action of G on R( f ω∗ ,kμ∗ ) given by
v · [α] = [vα]. The Nielsen and Reidemeister actions commute with the ρ functions [3, Section 2.1].
We call the paths ω and μ as given in Lemma 2.1 G invariant base paths, or G invariant base paths in Y if we wish to
emphasize location. In the ﬁxed point case where k = 1X , we choose y0 = x0, and μ to be constant. Such μ are automatically
G invariant. If ω lies in Y G then it is certainly G invariant. There are other situations under which the hypothesis hold, for
example any path lying in a simply connected component of Y , is G invariant (see 2.5).
Actually, since X = X {e} , we have just described the situation for H = {e}. For other H , the situation is more complicated.
In particular each g ∈ G deﬁnes a map g· : XK → X gK g−1 , and if K is not a normal subgroup, then XK = X gK g−1 . On the
algebraic side, we wish to note that if ωθ and μθ are G invariant base paths in f (XKθ ), they are also G invariant base
paths in f (X gK g
−1θg ). In other words we can choose ωθg = ωθ and μθg = μθ . If X
K is path connected, we also have f (XK )=
f (XKθ ) = k(XK ) and f (X gK g−1 )= f (X gK g−1θg ) = k(X gK g−1 ). We will also need to take into account of cases where the
“hatted” subspaces X̂ H are not path connected. The symbol X̂ denotes the union of those path components of X that are
taken into the same path component f ( X̂) (= k( X̂)) of Y by f and k.
We also need to consider various inclusions of subspaces of the form XL ↪→ XK for isotropy subgroups H ⊂ K ⊂ L. As
usual we have both geometric and algebraic components in the game. On the algebraic side, choices of base paths are
needed in order to deﬁne the v˜ X L ,XK type functions between Reidemeister sets (see [3, Section 2.2]). Consistent with the
notation in [3], we use v˜ L,K to denote the functions v˜ X L ,XK . So given inclusions X
L ↪→ XK , we need to consider what
happens to a path component XLθ of X̂ L which is included into X̂ K . Suppose that XKχ represents the path component of
this image. It is not hard to see that if ωθ and μθ are G invariant paths for f (XLθ ), then they are also G invariant paths
for f (XKχ ). In other words we can choose ωχ = ωθ and μχ = μθ . If XK is path connected, we also have f (XK ) = f (XKχ ) =
k(XK ) and f (X gK g
−1
) = f (X gK g−1χg ) = k(XK ). In the general situation then, we will have v˜ functions of the form
v˜ K ,H : R
(
f Kθωθ∗ ,k
Kθμθ∗
)→ R( f Hχωθ∗ ,kHχμθ∗ ).
The following lemma allows us to partition Reidemeister classes into orbits. In fact a simpler version of it was needed
in [2] too, but is somehow missing (AWOL) from there.
2 Recall we do not distinguish between a path and its path class in the fundamental groupoid.
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diagrams
XK
·g
X L
i
·g
f L
Y L
·g
X gK g
−1
X gLg
−1i f gLg
−1
Y gLg
−1
and
R( f Lθωθ∗ ,kLθμθ∗ )
v˜ L,K
·g
R( f gLg−1θgωθ∗ ,kgLg
−1θgμθ∗ )
v˜ L,K
R( f Kχωθ∗ ,kKχμθ∗ )
·g
R( f gK g−1χgωθ∗ ,kgK g
−1χgμθ∗ ),
are commutative.3 Furthermore, the ρ functions induce diagrams similar to the one in [3, 2.11] for orbits.
Remark 2.3 (Algebraic orbits). We will be dealing with two kinds of algebraic orbit in this paper. The two types coincide
when the subgroup K (or H) under consideration is normal in G . If K is indeed normal in G , then for all g ∈ G we have
that gK g−1 = K , and the Reidemeister sets R( f Kθωθ∗ ,kKθμθ∗ ) can be partitioned into G orbits. The G orbit of [α] denoted
〈[α]〉 or 〈[α]〉G is the set 〈[α]〉G = {[gα] | g ∈ G}, and the set of such orbits denoted RG( f Kθωθ∗ ,kKθμθ∗ ). If K is not normal
in G , we use the WH action on XK , and the orbit set is denoted RWH( f Kθωθ∗ ,kKθμθ∗ ). The Reidemeister classes, and the
corresponding G orbits, of f (H) and k(H) , are as explained in the introduction, banished from the discussion.
In [2], when X̂ K , X̂ L were not empty, we required their intersection be path connected. We relax these and other
conditions from [2, 4.13], in the deﬁnition below. Recall that an essentiality E [3, Deﬁnition 2.2] is a function that designates
a class [α] in R( f ω∗ ,kμ∗ ) as either essential or inessential. By deﬁnition all essential classes contain (or are the ρ image of)
a non-empty Nielsen class of f and k. The number of essential classes is independent of all choices, and is invariant under
homotopies (see [3]).
Deﬁnition 2.4. Let G be a group, C a topological category of G spaces, and E a coincidence essentiality on the underlying
category C [3]. We say that a pair of maps f ,k : X → Y in C is G compatible if for every isotropy subgroup K of G ,
(i) the maps and spaces in f K ,kK : XK → Y K are in C , and
(ii) for every path component XKθ of X̂ K , there are G invariant base paths ωθ and μθ in f (XKθ )= k(XKθ ),
(iii) for G invariant base paths ωθ and μθ as in (ii) and for any g ∈ G , the function g∗ : R( f Kθωθ∗ ,kKθμθ∗ ) → R( f Kθωθ∗ ,kKθμθ∗ )
deﬁned on [α] to be [gα], is essentiality preserving. That is orbits can be classiﬁed as either essential or not.
Remark 2.5 (Non-path connected details). The details of Deﬁnition 2.4 may seem rather technical, but they are ex-
tremely useful. Most Nielsen theory assumes we work with connected spaces, but connectivity in the equivariant sit-
uation is the exception rather than the rule. Take, for example, the action of G = Z2 = {0, ι} on S3 determined by
ι(y1, y2, y3, y4) = (−y1,−y2,−y3, y4). The ﬁxed point set XG = {(0,0,0,±1)} of the action is disconnected. For f given
by f (y1, y2, y3, y4) = (y1, y2, y3,−y4) we have that x0 and f (x0) lie in different components of XG for either choice of
basepoint in XG . Since X {e} is simply connected, then any path ω in X {e} from x0 to f (x0) is G invariant, so the hypotheses
of Deﬁnition 2.4 are satisﬁed in the ﬁxed point situation.
It is not hard to see that the standard deﬁning hypotheses from [2, 4.13] satisfy the requirements of 2.4 for the category
of compact oriented manifolds of the same dimension.
Remark 2.6 (Classical essentialities). For essentialities deﬁned using index part (iii) of Deﬁnition 2.4 is automatic (see for
example [2, Lemma 4.2]). With regard to part (ii), we note that if K ⊃ H , and ω and μ are G invariant base paths in Y K ,
then they are also G invariant base paths in Y H , in Y gK g
−1
and in Y gHg
−1
. In particular if XG = X̂G = ∅ then condition (ii)
of Deﬁnition 2.4 is automatic. The point is that base paths in Y G also serve as base paths for all other Y K . In fact a suﬃcient
condition is to require that the “hatted” lattice of subspaces determined by those supergroups K of H for which X̂ K = ∅, has
an initial object X̂ I , and that G invariant paths exist in each path component of X̂ I . We note that neither of the conditions
3 Note from [3, Lemma 2.10] that the v˜ functions are in and of themselves independent of the choice of “u” paths. This allows us to use either u or gu
for the functions v˜ L,K in the second diagram of 2.2.
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relaxed by Deﬁnition 2.4 which is encorporated into the deﬁnitions of NG( f(H),k(H)) and NG( f (H),k(H)) using the following
working hypotheses which we implicitly assume throughout the paper.
Working hypotheses 2.7. We assume that G is a ﬁnite group, that X and Y are G spaces, H a ﬁxed isotropy subgroup of G ,
and that f ,k : X → Y is a pair of G maps. We further assume that all this takes place in category C with an essentiality E
[3, Deﬁnition 2.2], and that the maps f and k are G compatible (Deﬁnition 2.4).
Proposition 2.8. Let K ⊃ H be an isotropy subgroup of G, then in the notation of Lemma 2.2, the Reidemeister sets R( f Kθω∗ ,kKθμ∗ )
can be partitioned into WK orbits. By Working hypotheses 2.7 orbits are either essential or inessential.
Proof. Using the notation of this section, if g ∈ N(K ), then gK g−1 = K and for θg as in Lemma 2.2 we have that θg = θ . In
particular for each path component XKθ of X̂ K we have a map g· : XKθ → XKθ . That WK operates on R( f Kθωθ∗ ,kKθμθ∗ ) is
now immediate. 
2.2. Connections between equivariant andM-ad theory
As the ﬁrst strategic example [3, 1.1] clearly demonstrates, isotropy subgroup inclusion H⊂K gives rise to topological
inclusions XK ⊂ XH , and thus to an associated M-ad
XH := (XH ,{XK }H⊂K
)
,
where the indexing set consists of those isotropy subgroups of G that strictly contain H . We will need to consider a number
of different M-ads associated with this very same context later. If K is an isotropy subgroup, and f an equivariant map,
then f restricts to a map f K : XK → Y K of subspaces of X and Y . More generally we have:
Proposition 2.9. An equivariant map f : X → Y , gives rise to a map ofM-ads
f : (XH ,{XK }H⊂K
)→ (Y H ,{Y K }H⊂K
)
.
Deﬁnition 2.10. An equivariant homotopy L: f0 ∼ f1 : X × I → Y is a homotopy L from f0 to f1 with the property that for
all t ∈ I = [0,1], the map L(, t) is an equivariant map.
Proposition 2.11. Let L: f0 ∼ f1 : X × I → Y be an equivariant homotopy, then L gives rise to a homotopy L: f0 ∼ f1 :
(XH , {XK }H⊂K ) × I → (Y H , {Y K }H⊂K ) ofM-ads.
As in [3] we encourage the reader on a ﬁrst reading to consider all spaces as if they were path connected. In particular
on a ﬁrst reading one could simply equate X̂ K with XK (see [3, Section 2.2] for the “hatted” notation). Actually since we use
letters such at θ to denote path components a ﬁrst reading could also equate XKθ with XK , etc. If a path component XLθ
of an isotropy subspace XL is taken to different path components of Y L by f and k, then the corresponding Reidemeister
sets are empty. In practice this means that the Nilsen theory of the M-ad maps f ,k : X → Y is exactly the same as that of
the M-ad maps
fˆ , kˆ : ( X̂,{ X̂ K }H⊂̂K
)→ (Ŷ ,{Ŷ K }H⊂̂K
)
,
where fˆ and kˆ denote the restriction of f and k to X̂ , and where the H ⊂̂ K notation indicates that the indexing set
includes only those K with H ⊂ K for which X̂ K is non-empty. Since our equivariant Nielsen numbers are deﬁned in terms
of M-ads, this can greatly simplify examples which at ﬁrst sight look quite complicated (compare X and X̂ in Example 3.17).
We refer to both (XH , {XK }H⊂K ) and ( X̂, { X̂ K }H⊂̂K ) loosely as the fullM-ad of X at H . Here “full” is with reference to the
inclusion of all subgroups K with strict inclusions H⊂K or H ⊂̂ K , and not just with representatives of congujacy classes
of (K ) with (H) < (K ) as we will need later.
3. Reﬁnements and computations of NG ( f(H),k(H))
In Section 3.1 we give an equivalent, but slightly more general deﬁnition (than in [2]) of our complement equivariant
Nielsen number NG( f(H),k(H)). We use the word “complement” because NG( f(H),k(H)) counts points in the complement
space XH or X(H) where
XH = XH −
⋃
XK and X(H) =
⋃
XT .
H ⊂ K T ∈ (H)
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we use the notion of irreducibility, rather than (as in [11,2]), of non-weakly common (see [3, Remark 2.14]). In Section 3.2,
we give our computational and M-ad comparison theorems for NG( f(H),k(H)). In Section 3.3 we show and use the fact that
the periodic point number NPn( f ) can be written as a special case of NG( f(H),k(H)).
3.1. Deﬁnition and reﬁnements of NG( f(H),k(H))
Throughout this and the following sections XKθ denotes a path component of X̂ K , and ωθ and μθ chosen G invariant
base paths in f (XKθ ) = k(XKθ ) (these exist by 2.7).
Deﬁnition 3.1. Let f ,k : X → Y be equivariant maps, then a class [α] ∈ R( f Hθωθ∗ , gHθμθ∗ ), is said to be equivariantly reducible
(at level H), respectively equivariantly irreducible (at level H) if it is M-ad reducible (at level H), respectively M-ad irreducible
(at level H) with respect to the full M-ad XH = (XH , {XK }H⊂K ).
The geometric insight into what is happening on XH is given by the following (rephrased and more general) proposition
from [2, Lemma 4.18].
Proposition 3.2. Suppose [α] ∈ R( f Hθωθ∗ ,kHθμθ∗ ). If [α] is non-empty, and some point x “in” [α] lies in XH − XH , or can be moved
there by equivariant homotopies, then [α] is M-ad H equivariantly reducible. On the other hand if [α] is a non-empty coincidence
point class that is equivariantly irreducible, then every coincidence point in XH that represents [α] must lie entirely in XH . The same
facts hold for any non-empty coincidence class [β] that is F –G related to [α] by equivariant homotopies F of f , and G of k.
The next proposition extends 3.2 to algebraic orbits. It is missing (AWOL) from [2]. Its proof depends on Lemma 2.2 (also
AWOL from [2]) and on 2.8.
Proposition 3.3. Let [α] ∈ R( f Kθωθ∗ ,kKθμθ∗ ), if [α] is essential and/or irreducible, then so is every class in the WK orbit of [α]. In
particular the property of being essential or not, or irreducible or not are properties of WK orbits.
Remark 3.4 (Notation, equivariant/Reidemeister irreducible, and non-path connected extensions). In [3], we used RI and EI to
signify Reidemeister irreducibility, respectively essential irreducibility. In addition, our notation there included a reminder
of which particular M-ad we were considering (see [3, Section 3.2]). We continue this practice using the symbols such
as RIWHO ( f Hω∗ ,kHμ∗ ; XH , {XK }H⊂K ) to denote the quotient set of WH orbits of the set RI( f Hω∗ ,kHμ∗ ; XH , {XK }H⊂K ). The
cardinality of this latter set is denoted R IWHO ( f H ,kH ; XH , {XK }H⊂K ). By abuse of notation as in [3, 3.13], this symbol in
the non-path connected case also denotes the sum of similar terms over the set of path components when necessary. In
particular we have that
RIWHO
(
f H ,kH ; XH ,{XK }H⊂K
)= ∑
θ∈Θ
RIWHO
(
f Hθ ,kHθ ; XHθ ,{XHθ ∩ X̂ K }H⊂̂K
)
.
The meanings of EIWHO ( f Hθωθ ,kHθμθ ; XHθ , {XHθ ∩ X̂ K }H⊂̂K ), etc., are self-evident. At times, notational abbreviations such
as EIWHO ( f Hθωθ ,kHθμθ ) will be made.
Lemma 3.5. The numbers R IWHO ( f H ,kH ) and EIWHO ( f H ,kH ) are well deﬁned.
Note that each algebraic orbit counted in EIWHO ( f H ,kH ; XH , {XK }H⊂K ), detects at least one non-empty geometric WH
orbit of coincidence points in XH . The following lemma allows us to count the number of geometric G orbits in X(H) by
counting the corresponding number of WH orbits in XH . This allows us to avoid taking “coordinates” in fundamental groups
of unions, while still taking congujacy classes into consideration.
Lemma 3.6. (See [2, Lemma 4.22].) The WH action on XH is the restriction of the G action X (H) . Furthermore, there is a natural bijec-
tion between the set of non-empty geometric WH coincidence point orbits in XH , and the set of non-empty geometric G coincidence
point orbits in X (H) . If x ∈ XH , then its G orbit lies in X(H) , and is of length [G : H].
Corollary 3.7 (Each essential and irreducible). WK orbit 〈[α]〉WK detects at least WK coincidence points in XK , and at least [G : K ]
coincidence points in X(K ) .
As we have already seen, equivariant theory has its own way of distinguishing “full” and “complement”, by attaching the
isotropy subgroup as a superscript respectively a subscript. In order to be consistent with [3], we use this notation only in
the deﬁnition of NG( f(H),k(H)). The following fundamental deﬁnition is somehow missing (AWOL) from [2, Section 4.3]!
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by the equation
NG( f(H),k(H)) := [G : H] · EIWHO
(
f H ,kH ; XH ,{XK }H⊂K
)
.
Example 3.9 (Second strategic example part VIII). We continue with the S3 space S1 × S1 × S1 example recalled from [3]
in 1.1. We take f to be the constant map, but this time k is the product of maps of degree 3. Letting H = 〈1,2〉 gives
[G : H] = 3, with (X 〈1,2〉, {X S3}) as its associated M-ad. As we saw in [3, Example 3.9], with the very special base points and
constant base paths given there, the v˜ functions are injective homomorphisms. In particular since R( f S3∗ ,kS3∗ ) ∼= Z3, and
R( f 〈1,2〉∗ ,k〈1,2〉∗ ) ∼= Z3 × Z3, then v˜ is the inclusion of Z3 as the diagonal in Z3 × Z3. So EI( f 〈1,2〉,k(〈1,2〉); X 〈1,2〉, {X S3}) = 6.
Now EIW 〈1,2〉O ( f 〈1,2〉,k(〈1,2〉); X 〈1,2〉, {X S3}) = 6 as well. This is because |W 〈1,2〉| = 1, and so the action is trivial. Thus
NG( f(〈1,2〉),k(〈1,2〉)) = 3 · 6 = 18. In particular, the subspace X(〈1,2〉) = X〈1,2〉 ∪ X〈2,3〉 ∪ X〈1,3〉 contains at least 18 coincidence
points.
The two strategic examples [3, 1.1, 3.14] ([3, 3.14] = Example 1.1 here) now start come into their own. In [3, Example 3.16]
we calculated (in the equivariant notation of this paper) that the numbers N( f ,k; X − {XK }{e}⊂K ) were identical for both
strategic examples (taking H = {e}). We will now see that their equivariant calculations are quite different.
Example 3.10 (The ﬁrst strategic example part IV). The example designated as the ﬁrst strategic example [3, Example 1.1], has
X = (S3 × S1)× (S3 × S1)× (S3 × S1), with G = Z2 × S3 as the group acting. We take H = {e}, and use as maps f a constant
map, and k = k1 × k1 × k1, where k1((y1, y2, y3, y4), eit) = (y1, y2, y3,−y4), e3it . In [3, Example 3.14] we sketched that
the associated M-ad of X is X̂ = (X, {X 〈1,2〉, X 〈1,3〉, X 〈2,3〉, X S3 }) (see also [2, Example 4.14]). It is not hard to see that
X S
3 ∼= S3 × S1 is an initial object of the type described in Remark 2.5. We therefore choose common base paths in X S3 .
Accordingly, let x0 = y0 = (e4,1), where e4 = (0,0,0,1), ω be the pair of constant paths (e4,01), and let μ = (μ1,01) any
pair in which 01 is constant, and μ1 a path in S3 from e4 to −e4. The simple connectivity of S3 ensures that μ is G
invariant (see footnote of Lemma 2.1).
We remind the reader that the two strategic examples are constructed so that not only are their M-ad num-
bers identical, but the computation of their M-ad numbers are identical too [3, Examples 3.9 and 3.14]. In particu-
lar since EI( f ,k; X, {XK }H⊂K ) = {([2], [1], [0]), ([2], [0], [1]), ([1], [2], [0]), ([1], [0], [2]), ([0], [2], [1]), ([0], [1], [2])}, then
N( f ,k; X, {XK }H⊂K ) = 6 for both examples. Now W {e} = G always, and so in both cases all six of the listed elements lie
in a single essential WH orbit. Thus in both cases, EIWHO ( f ,k; X, {XK }H⊂K ) = 1. For the ﬁrst strategic example [G : H] = 12
giving NG( f{e},k{e}) = [G : H] · 1 = 12. On the other hand [G : H] = 6 for the second, giving NG( f{e},k{e}) = [G : H] · 1 = 6.
Similarly for the ﬁrst strategic example NG( f(〈1,2〉),k(〈1,2〉)) = 36, and NG( f S3 ,kS3 ) = 6.
Let MG( f(H),k(H)) = min{#(coincidence points of ϕ and ψ on X(H) | ϕ ∼G f ) and ψ ∼G k}.
Theorem 3.11. If f1 and k1 are G maps that are G homotopic to f and k respectively, then NG( f(H),k(H)) = NG( f1(H),k1(H)), and
furthermore
NG( f(H),k(H)) MG( f(H),k(H)).
Remark 3.12 (Comparison of NG( f(H)) with Wong’s number NG( f H )). At ﬁrst sight the difference between the ﬁxed point
version NG( f(H)) of our number, and Wong’s number NG( f H ), may appear to be simply that the former number multiplies
NWHO ( f H ) by [G : H], while the latter number multiplies NWHO ( f H ) by |WH| [9, Deﬁnition 2.5]. However this is not the
case. Wong’s deﬁnition of NWHO ( f H ) is given in terms of ﬁxed point classes in the X (K ) , while ours is given in terms
of the XK . Wong’s papers were written before [2], where a distinction was discovered (in the language of this work),
between the M-ad complement number and the complement number of a pair (with the single subspace being a union).
Unfortunately, the two ideas have been used interchangeably at times, resulting in a number of errors. It turns out that a
deﬁnition which uses classes in spaces of the form X (K ) cannot in general be sharp, as we now illustrate.
Unfortunately, the problem also spils over, even to the case when the action group is Abelian. In particular Corollary 3.25,
as we shall see, corrects a result from [10, Theorem 3.1] which needed (the undeﬁned at that point in time) M-ad comple-
ment numbers.
Example 3.13 (The second strategic part IX). We continue with f and k as in part VII 3.9. In Example 3.10 we compared
NG( f{e},k{e}) for the two strategic examples and found it to be six for this S3 space S1 × S1 × S1. From [3, Example 3.9]
this number is in fact the actual number of coincidence points on the compliment, so that NG( f{e},k{e}) is a sharp lower
bound here.
On the other hand, an equivariant Nielsen number based on coincidence point classes in the union X (〈1,2〉) would not
yield a sharp lower bound. Using the language of M-ads, we would be looking at the M-ad (X, {X (〈(1,2)〉), X S3 }). Actually,
since X S3 plays no role in the computation, we could just as well use the pair (X, X (〈(1,2)〉)). Example 3.12 from [3] shows
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classes in X (〈1,2〉) would be zero. While zero is a lower bound, it is certainly not sharp.
Remark 3.14 (A possible WH equivariant number deﬁned on XH ). As we have already said, the numbers we deﬁne here count
points on X (H) and X(H) . Should we want a complement number on XH , we could use the formula NWH( f H ,kH ) :=
|WH| · EWHO ( f H ,kH ) as our deﬁnition. The new number and NG( f(H),k(H)) would then be related by the equation
NG( f(H),k(H)) =
[
G : N(H)] · NWH( f H ,kH ),
and it would be crystal clear that the two numbers coincide when H is normal in G . Unfortunately we have been unable
to ﬁnd a simple relationship between our full G equivariant number NG( f (H),k(H)), and a possible WH analogue of it
(NWH( f H ,kH )?).
3.2. Computations and comparisons with the complementM-ad number N( f ,k; X − {Xν}ν∈n)
As we indicated in the prequel [3], one of the main reason for writing it (the prequel), was to have some appro-
priate numbers with which to compare the equivariant Nielsen numbers. In this subsection then, after giving the usual
Jiang type of result, we compare the number NG( f(H),k(H)) from Section 3.2 with a certain M-ad Nielsen type numbers
N( f ,k; X − {Xν}ν∈n) given in [3]. Our Jiang type result is the following.
Theorem 3.15. Let f H , kH : XH → YH be a weakly Jiang pair, with f and k equivariant maps. If the zero option holds , then
NG( f(H),k(H)) = 0. Otherwise
NG( f(H),k(H)) = [G : H] · R IWHO
(
f H ,kH
)
.
Examples 3.9 and 3.10 additionally illustrate cases where RIWHO ( f H ,kH ) = RIWHO ( f H ,kH ).
The reader will recall that the difference in counting the number of points in an orbit in XH , as opposed to X(H) , is that
in the former space the orbit length is |WH| while in the latter space, it is [G : H]. Since WH = N(H)/H , where N(H) is the
normalizer of H in G , then there is a multiplying factor in going from XH to X(H) , which is [G : H]/[N(H) : H] = [G : N(H)].
This accounts for the appearance of this term in our next theorem.
Theorem 3.16 (Comparisons I). Under the working hypothesis, we have that
[G : H] · N( f H ,kH ; XH − {XK }H⊂K
)
 NG( f(H),k(H))

[
G : N(H)] · N( f H ,kH ; XH − {XK }H⊂K
)
.
Proof. It is suﬃcient, for each 〈[α]〉WH ∈ EIWHO ( f Hθωθ∗ ,kHθμθ∗ ), to show that the inequalities hold with respect to its
contribution to each term in 3.16. Now the contribution to the middle term from such an 〈[α]〉WH is, by deﬁnition, equal to
[G : H]. We must discover then what 〈[α]〉WH contributes to outsides of the expression.
Note that all [α] representing 〈[α]〉WH belong to the same R( f Hθωθ∗ ,kHθμθ∗ ) for some θ . Now to say that 〈[α]〉WH is
essential, is to say that it contains at least one non-empty geometric orbit of points of length |WH| in XH . Note carefully
that we are talking here about orbit length of points here, not orbit length of classes. Let x be an element of this orbit, then
ρ([x]) = [α] for some [α] ∈ 〈[α]〉WH , where [x] denotes the Nielsen class of x in XH . Now the two outside numbers in 3.16
calculate coincidence points in terms of classes, not orbits. So let  be the algebraic length of the WH orbit of ρ([x]) = [α]
in R( f Hθωθ∗ ,kHθμθ∗ ). That is  is the number of essential classes in R( f Hθωθ∗ ,kHθμθ∗ ) that the orbit 〈[α]〉WH represents. So
then the contribution to the left-hand side of 3.16 of 〈[α]〉WH is [G : H] · , and the contribution to the right-hand side
is [G : N(H)] · . We must show that [G : H] ·   [G : H]  [G : N(H)] · . But this follows easily from the inequalities
|WH|  1 (multiply  1 by [G : H], and |WH|  by [G : N(H)]). 
Example 3.17 (The second strategic part X). Continuing ﬁrstly from part VII in 3.9, recall that EIW 〈1,2〉O ( f 〈1,2〉,k(〈1,2〉);
X 〈1,2〉, {X S3}) = 6. Now [G : H] = 3, giving NG( f(H),k(H)) = [G : H]·N( f H ,kH ; XH −{XK }H⊂K ). So for H = 〈1,2〉 the left-hand
inequality in 3.16 is equality and the right one is strict. On the other hand NG( f{e},k{e}) = N( f {e},k{e}; X {e} − {XK }H⊂K ) = 6
from 3.10. Since that [G : N({e})] = 1, this time the right-hand inequality is equality, the left-hand strict.
We extend  in the proof of 3.16 to a function on
⋃
θ EIWHO ( f Hθωθ ,kHθμθ ). For 〈[α]〉 ∈ EIWHO ( f Hθωθ ,kHθμθ ), deﬁne
WH(〈[α]〉) to be the algebraic length of the WH orbit of [α] of any [α] ∈ 〈[α]〉. The following addendum to the proof of 3.16
is trivial.
Addendum 3.18. Equality holds in the right-hand inequality in Theorem 3.16 if and only if WH(〈[α]〉) = |WH| for all 〈[α]〉 ∈⋃
θ EIWHO ( f Hθωθ ,kHθμθ ). Similarly equality holds in the left-hand inequality if and only if WH(〈[α]〉) = 1 for every such 〈[α]〉.
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X − {XK }H⊂K ) if and only if H is normal in G, and G(〈[α]〉) = [G : H] for every θ , and for every 〈[α]〉 ∈ EIWHO ( f Hθωθ ,kHθμθ ).
The equality holds in Corollary 3.19 if G/H operates freely on the whole of R( f Hωθ∗ ,kHμθ∗ ), for every θ . In fact this was
the case of all published examples in equivariant Nielsen theory, before [2]. In other words in all examples prior to [2],
equivariant Nielsen theory had no advantage over M-ad theory (for further comments see Section 4, and Section 6 of [2]).
Proof. The zero option part is trivial from Theorem 3.16. For “otherwise”, suppose ﬁrst that NG( f(H),k(H)) = N( f H ,kH ;
X − {XK }H⊂K ). By the addendum the orbit length of each essential equivariantly irreducible class [α] is |WH|. So we must
simply show that H is normal in G , because when this is the case, then |WH| = [G : H]. Putting the above equality together
with NG( f(H),k(H))  [G : N(H)] · N( f H ,kH ; X − {XK }H⊂K ) from Theorem 3.16, we see that [G : N(H)] = 1, and so H is
normal in G .
Suppose next that H is normal and the orbit length of each essential equivariantly irreducible class [α] is [G : H]. But
H is normal so this length is also |WH|. By the addendum we have the equality NG( f(H),k(H)) = [G : N(H)] · N( f H ,kH ;
XH − {XK }H⊂K ) = N( f H ,kH ; XH − {XK }H⊂K ) since [G : N(H)] = 1 because H is normal in G . 
Deﬁnition 3.20. The action of WH on Reidemeister sets is said to be essentially irreducibly uniform at level H if the length
HU := (〈[α]〉) is independent of 〈[α]〉 for all 〈[α]〉 ∈ EIWHO ( f Hθωθ ,kHθμθ ), and for all θ with XHθ ∈ X̂ H .
Corollary 3.21. If the action of WH is essentially irreducibly uniform at level H, then
NG( f(H),k(H)) = [G : H]
HU
N
(
f H ,kH ; X − {XK }H⊂K
)
.
In particular NG( f(H),k(H)) = [G : H] · N( f H ,kH ; X − {XK }H⊂K ), if and only if the action of WH on R( f Hω∗ , kHμ∗ ) is essentially
irreducibly uniform at level H and HU = 1.
In comparing the two strategic examples in 3.10 we saw, for the second one, that NG( f{e},k{e}) = 6, that there was a
single W {e} orbit of length 6. Obviously this is essentially irreducibly uniform, and [G:H]
HU
= 1, illustrating 3.21, and conﬁrm-
ing that NG( f{e},k{e}) = N( f {e},k{e}; X {e} − {XK }{e}⊂K ) as in 3.10. In the next section we will give an example of essential
irreducible uniform example with HU = 1.
3.3. Connections with, help from, the periodic point number NPn( f )
In this subsection we recall (from [9]) and at times correct, the illustration that the Nielsen type number NPn( f ) can
be written as a special case of complement equivariant numbers. We use Theorem 3.16 to give corrected upper and lower
bounds on NPn( f ). Since all groups acting in this subsection are Abelian, the calculations are simpliﬁed considerably. In
particular all isotropy subgroups K are normal so XK = X (K ) and N(K ) = G , etc.
Let f : X → X be a map in a category C with ﬁxed point essentiality. Let n be a ﬁxed positive integer (this is like
ﬁxing H), and let Xn be the n-fold product of X with itself. Then there is a well-deﬁned action of Zn = 〈ι〉 on Xn determined
by
ι · (x1, . . . , xn) = (xn, x1, . . . , xn−1),
and f determines and an equivariant self map f 〈n〉 of Xn deﬁned by
f 〈n〉(x1, . . . , xn) =
(
f (xn), f (x1), . . . , f (xn−1)
)
.
It seems worth mentioning that f 〈n〉 = ( f × f ×· · ·× f ) ◦ ι. The fact, in equivariant theory that L ⊂ K implies that XK ⊂ XL ,
means that for each m|n we need to think of
Zm ⊂ Zn and Xm ⊂ Xn.
We regard Zm as a subgroup of Zn , by means of the injection (n/m)∗ , that is (n/m)∗([ j]]) = [(n/m) j]. Then with respect to
subspaces we ﬁrstly regard Xn as being (Xm)
n
m , and then use diagonal type maps (denoted Δ) as inclusions4 Δ := Δm,n :
Xm → Xn . In this way we can also think of f 〈m〉 being the restriction of f 〈n〉 to Xm . Of course Zm acts on Xm , but we also
want to regard Zm as a subgroup H of G ∼= Zn . This allows for the equation(
Xn
)Zm ∼= Xn/m
for the ﬁx point sets of the action. In particular (Xn)Zn ∼= X , where of course X is thought of as the n-dimensional diagonal
in Xn . Putting all this together we have:
4 So for example for m = 2 and n = 6, we have that Δ(x1, x2) = (x1, x2, x1, x2, x1, x2).
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rise to a self map
f 〈n〉 : (Xn,{Xm}m|n m =n
)→ (Xn,{Xm}m|n m =n
)
of theM-ad (Xn, {Xm}m|n m =n) described above.
It should be clear x ∈ Φ( f n) if and only if (x, f (x), f 2(x), . . . , f n−1(x)) ∈ Φ( f 〈n〉), and that this correspondence describes
a well-deﬁned bijection
Ψ : Φ( f n)→ Φ( f 〈n〉).
Furthermore ﬁxed points of f 〈n〉 in Xn −⋃m|n m =n Xm , do not “come up” from any Xm with m|n, and so represent points
of minimum period n. Geometrically, this is the same as excluding from Φ( f n) points that “come up” from Φ( f m). In fact
Ψ induces a bijection between the Nielsen classes of ﬁxed points of f 〈n〉 in (Xn){e} , and the Nielsen classes of ﬁxed points
of f n in Φ( f n)−⋃m|n m =n Φ( f m). It should be clear to the reader familiar with Nielsen periodic point theory, that the v˜m,n
functions deﬁned using the Δm,n inclusions, correspond to the usual “boosting functions” ιm,n . The next theorem is a more
technical version in the fundamental group approach of ideas ﬁrst published in [9, Section 5].
Theorem 3.23. The function Ψ deﬁned above induces an essentiality preserving bijection Ψ∗ between the set of f∗ orbits of R( f n∗ )
and the set of Zn orbits of R( f 〈n〉∗ ). This bijection preserves orbit length and restricts to give a bijection between the set of irreducible
f∗ orbits of R( f n∗ ), and the set of Zn irreducible equivariant orbits of R( f 〈n〉∗ ). Morover
NPn( f ) = NZn
(
f 〈n〉{e}
)
.
For a given f : X → X and n ﬁxed, we will call the Zn equivariant maps f 〈n〉 : Xn → Xn the level n equivariant model of the
periodic point theory of f : X → X . We use Theorem 3.23 and existing examples in periodic point theory to further illustrate
Corollary 3.21.
Example 3.24. In this example we have HU = 1 in 3.21. Let f : RP3 → RP3 be induced by the map f˜ : S3 → S3 given by
f˜ (ueiφ, veiθ ) = (ue3iφ, ve3iθ ). We may assume that we have taken a ﬁxed point as basepoint. So for any n we take the
corresponding “nω” as the constant path and write f n∗ for the induced homomorphism on π1(RP3) = Z2. Note that f m∗ is
the identity homomorphism for each m, so by [3, Theorem 2.1] we have that R( f m∗ ) ∼= Z2 = {[0]m, [1]m} for all m. Also
since f∗ is the identity, each f∗ orbit 〈[α](m)〉 consists of the single essential class {[α](m)} (essential, since L( f m) = 0).
Now ιm,n is multiplication by n/m, and if n = 2r for some r, then for every m|n, with m = n we have that n/m ≡ 0 mod 2.
Thus 〈[1](n)〉 is irreducible, and by deﬁnition NPn( f ) = n · 1. Clearly N( f ; Xn − {Xm}m|n and m =n) = 1. So then in the n level
equivariant model we have uniformity {e}U (Ψ∗(〈[1]〉(n))) = 1. Since G = Zn and H = {e} we have [G : H] = n, and
NPn( f ) = [G : H] · N
(
f 〈n〉; Xn − {Xm}m|n and m =n
)= NG( f 〈n〉{e}
)
.
We ﬁnish this subsection with the promised correction of [10, Theorem 3.1]. The mistake is the perpetuation of the
same error mentioned earlier. In particular in 3.25 below N( f 〈n〉: Xn − {Xm}m|n m =n) is our M-ad complement number. It
is not Zhao’s Nielsen number N( f 〈n〉 : Xn −⋃m|n m =n Xm). Since Zn is Abelian, we have for any H that [G : N(H)] = 1. The
corollary is a joint corollary of 3.16 and 3.23.
Corollary 3.25. (Cf. [10, 3.1].) The Nielsen periodic number has upper and lower bounds as
n · N( f 〈n〉: Xn − {Xm}m|n m =n
)
 NPn( f ) N
(
f 〈n〉: Xn − {Xm}m|n m =n
)
,
where N( f 〈n〉: Xn − {Xm}m|n m =n) is theM-ad complement number of f 〈n〉 (see 3.22).
We note that a similar correction, which we omit, is needed in [10, Theorem 3.4].
4. The equivariant Nielsen number NG ( f (H),k(H))
This section is devoted to the deﬁnition and exposition of NG( f (H),k(H)). A more detailed exposition and generaliza-
tions/analogues of it, together with appropriate minimality theorems in speciﬁc categories with essentiality, will appear
elsewhere.
We start in 4.1 with an intuitive look at NG( f (H),k(H)) viewed as an analogue of the periodic point number NΦn( f ).
Section 4.2 contains the deﬁnition, together with the expected homotopy invariance and lower bound properties
of NG( f (H),k(H)). In Section 4.3 we compare NG( f (H),k(H)) with the full M-ad numbers deﬁned in [3]. Finally in Section 4.4
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full equivariant comparison theorem to periodic points.
In spite of many differences of NG( f (H),k(H)) from previous “full” equivariant numbers, there are still a number of
results from [2] which we can use. The approach is however, quite different from both [2] and [9]. In particular we have
completely eliminated the incomprehensible τ relations [9], [2, Section 4.3].
4.1. An intuitive view and the periodic point andM-ad analogies
There are many similarities and some big differences in the equivariant Nielsen type number NG( f (H),k(H)) given here,
and with the numbers NG O ( f (H),k(H)) deﬁned in [2, Section 4.4], and with NG O ( f (H)) in the ﬁxed point case given in [9].
Firstly our number NG( f (H),k(H)) operates in both the coincidence and ﬁxed point contexts, and gives an estimate of the
least number of points while the numbers in [2,9] estimate the number of orbits. As we stated in the introduction, the
choice to count points rather than orbits, was felt to be more in keeping with the ideas of classical Nielsen theory. However
having said that, in all cases the technique used is to minimize a certain sets of orbits. This was done in [9] and [2] simply
to ﬁnd the minimum number of orbits themselves. In deﬁning NG( f (H),k(H)) we minimize collections of orbits that have
the minimum “height” in order to minimize the numbers of coincidence (or ﬁxed) points. The language reﬂects periodic
point theory concepts where the idea is to incorporate orbit length in the equation. Another big difference is that we count
orbits in XH rather than in X (H) . The basic idea is to extend the technique used in the deﬁnition of NG( f(H),k(H)) in [2]
so as to somehow match orbits in XH with those in X (H) . Our success in doing this has two advantages, ﬁrstly it results
in a considerable computational simpliﬁcations, and secondly it allows for an equivariant lover bound that has a chance
of being sharp under reasonable conditions. The ﬁnal difference we mention is that we use the theory of M-ads in our
deﬁnitions and computations. The Nielsen theory of M-ads is shown to be particularly useful in our comparison theorem
given in Section 4.3.
As can be seen in the reﬂection of this work in the theory of M-ads in [3, Example 3.18], and also by analogy with the
minimum orbit numbers in [2, Example 4.29], in order to deﬁne a possibly sharp lower bound, we need to consider all
orbits simultaneously. To do this we extend the idea that lies behind Lemma 3.6. We saw there, that the number of G orbits
in X(H) is the same as the number of WH orbits in XH . The ideas we need here, however are more subtle, since in X(H) all
the orbits have the same length. This is not the case in X (H) . The plot is further thickened, by the fact that orbits that are
“F, G related” may change length as they are “moved” by F and G, from one part of XH to another. By analogy with periodic
point theory and hence with M-ad theory, we seek to ﬁnd representing graphs and then to minimize them in some sense.
The trick in extending this to the equivariant context, is to use a representative M-ad and use it to ﬁnd the “shape” of a
“representative graph” that will mininimize the count of coincidence points in X (H) . We make these intuitive ideas precise
as we proceed.
4.2. The deﬁnition and expected properties, of NG( f (H),k(H))
In order to deﬁne NG( f (H),k(H)) we need an analogue of Corollary 3.7, where we saw that an essential irreducible
WK orbit detects at least [G : K ] coincidence points in X(K ) . A key step then is to determine the minimum number of
coincidence points in X (K ) detected by an essential reducible WK orbit. The proof of the following partial analogue of 2.2 is
left to the reader (but see 2.2 or periodic point analogs in [4,5]).
Lemma 4.1. In the context of the working hypothesis, let H ⊆ K ⊂ L be isotropy subgroups of G. Using the same terminology as in
Lemma 2.2, the following two diagrams are commutative for all θ and for all g ∈ N(L) (the normalizer of L in G)
Φ˜( f Lθ ,kLθ )
iθL,K
ρL R( f Lθωθ∗ ,kLθμθ∗ )
v˜ L,K↓
Φ˜( f Kχ ,kKχ )
ρK R( f Kχωθ∗ ,kKχμθ∗ )
Φ˜( f Lθ ,kLθ )
·g
ρL R( f Lθωθ∗ ,kLθμθ∗ )
·g
Φ˜( f Lθ ,kLθ )
ρL R( f Lθωθ∗ ,kLθμθ∗ ).
Here iθL,K is the function induced by the inclusion of the component X
Lθ into the appropriate component X Kχ of X̂ K (see also
Lemma 2.2).
In periodic point theory we use algebraic depth to estimate the number of periodic points represented by an essential
irreducible orbit.
Deﬁnition 4.2. Let [α] ∈ R( f Kχωθ∗ ,kKχμθ∗ ), the G depth (or simply depth) d([α]) of [α] is the smallest [G : L] for which there
is a [β] in R( f Lθωθ∗ ,kLθμθ∗ ) to which [α] reduces.
The depth of an [α] ∈ EI( f Lχωθ∗ ,kLχμθ∗ ) is [G : L], the number of coincidence points detected in X(L) by 〈[α]〉WL . Lem-
mas 2.2 and 4.1 easily imply the following proposition.
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Lemma 4.4. Let x ∈ XH be a coincidence point. Then the G length of the geometric orbit 〈x〉G of points in X (H) , is greater than or equal
to the depth of ρ([x]).
Proof. Let x ∈ Φ( f H ,kH ), and let K1 be a subgroup of maximal order among the isotropy subgroups that ﬁxes x. So if
K1 ⊂ L1 (strict), then for any g ∈ L1 − K1 we have that gx = x, so x /∈ XL1 ⊂ XK1 . Thus x ∈ XK1 , and the length of the G
orbit 〈x〉G in X (H) is [G : K1] by 3.7. Also ρ([x]) lies in R( f K1χωθ∗ ,kK1χμθ∗ ) for some appropriate χ and θ . In particular
d(ρ([x])) [G : K1] as required. 
Corollary 4.5 (Detecting coincidence points in X (K )). Let x ∈ Φ( f K ,kK ), and 〈[ρ([x])]〉WK its corresponding WK orbit. If
d(〈[ρ([x])]〉) = [G : L] then there are at least [G : L] coincidence points in the G orbit 〈x〉G of x in X (K ) . In particular if 〈[α]〉WK
is essential, then it detects at least d(〈[α]〉) coincidence points in X (K ) .
Remark 4.6. Corollary 4.5 plays a similar role to Lemma 3.6, in that it allows us to detect coincidence points in X (K )
without having to discuss Nielsen classes there. Another way to look at this is to think intuitively as an orbit in X (K ) as
being essential if and only if its “intersection” with each individual XK is essential. What this means for detection purposes,
is that we only really need to look at the intersection with some “representative” XK , for each congujacy class (K ) of
isotropy subgroups. Of course for counting purposes we will need to count points with “depth” as if the orbits were in X (K )
hence Deﬁnition 4.2. The implication of this for NG( f (H),k(H)) is that, unlike for NG( f(H),k(H)) we must base our deﬁnition
on a representative sub M-ad of (XH , {XK }H ⊂ K ), rather than on the full M-ad.
Deﬁnition 4.7. A set ICR(H) := {K : H ⊆ K } is a set of isotropy congujacy representatives for f (H) and k(H) on the isotropy
supergroups of H , if there is exactly one super group K ∈ (K ) for every congujacy class of isotropy subgroups (K ) with
(H) <̂ (K ) (strict), and if in addition, if L, K ∈ ICR(H) with (L) (K ), then L ⊆ K .
A set ICR({e}) of isotropy congujacy representatives for f {e} and g{e} in Example 3.17 could consist for example of {e},
〈1,2〉 and S3. We could of course replace 〈1,2〉 by either 〈2,3〉 or 〈1,3〉. Note that 〈1,2,3〉 is not an isotropy subgroup. For
this same Example 3.17, we have that ICR(〈1,2〉) = {〈1,2〉, S3}.
It is not immediately clear that a set of isotropy representatives can always be chosen. We have the following picture in
mind. Given the left-hand lattice diagram of isotropy subgroups
(H)
(K )

(L)

( J )
 
H
K
⊆
L
⊆
J
⊆ ⊆
do there exist isotropy subgroup representatives H , K , L, J such that the right-hand diagram is strictly commutative? The
answer is yes for every example we have seen. If in a particular example a set of isotropy representatives cannot be found,
we will have neither the deﬁnition nor the comparison M-ad given later in Theorem 4.17.
The veriﬁcation of the following lemma is left to the reader.
Lemma 4.8. Let ICR(H) be a set of isotropy congujacy representatives for f (H) and k(H) , and let 〈[α]〉WL1 be an essential WL1 ∈⋃
θ,K⊇H RWK O ( f Kχωθ∗ ,kKχμθ∗ ) be an essential orbit. Then there is an L ∈ ICR(H) ∪ {H}, and a g ∈ G such that L = gL1g−1 , and
with 〈[g · α]〉WL ∈ RWLO ( f Lθωθ∗ ,kLθμθ∗ ).
The point of the lemma is of course, that even though L1 may not lie in ICR(H) ∪ {H}, the essential orbit 〈[α]〉WL1 is
still in essence represented by 〈[g · α]〉WL . We can think of g as moving 〈[α]〉WK1 to 〈[g · α]〉WK in RWK O ( f Kχωθ∗ ,kKχμθ∗ ).
Note also by the deﬁnition of the G compatibility of f and k, that 〈[g · α]〉WK is of necessity essential.
Deﬁnition 4.9. Let ICR(H) be a set of isotropy congujacy representatives for f (H) and k(H) . A ﬁnite set G ⊆⋃
θ,K∈ICR(H)∪{H} RWK O ( f Kχωθ∗ ,kKχμθ∗ ) is said to be a basis of f (H) and k(H) over X (H) (or simply a basis), if for any es-
sential 〈[α]〉WL1 ∈
⋃
θ,K⊇H RWK O ( f Kχωθ∗ ,kKχμθ∗ ), and for any representative [α] of 〈[α]〉WL1 , there is a representative [β]
of 〈[β]〉 ∈ G , with v˜ K L([β]) = [g · α], where g moves 〈[α]〉WL1 to 〈[g · α]〉WL , and where K ⊆ L are isotropy subgroups both
of which lie in ICR(H). The height of a basis G is the sum of the depths of its members.
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θ,K ∈ICR(H)∪{H} EIWK O ( f Kχωθ∗ ,kKχμθ∗ ), (see 3.4 for the notation EIWKO ( f Kωθ∗ ,kKμθ∗ )). This is the analogue of the fact,
in periodic point theory, that any set of n-representatives of a self map f contains all the irreducible essential orbits of
levels n and lower (see [5]). Furthermore, this latter set may or may not be a set of n-representatives. In the same way
the set
⋃
θ,K ∈ICR(H)∪{H} EIWK O ( f Kχωθ∗ ,kKχμθ∗ ) may or may not be a basis. It is in the example below, and the results of
Section 4.4 allow us to use any of the periodic point theory counter examples give rise to corresponding counter examples
here.
Example 4.11 (Second strategic example part XI). Taking H = {e} in the second strategic example, we choose ICR({e}) =
{{e}, 〈1,2〉, S3}. Now any basis G , must be a subset of R( f S3∗ ,kS3∗ ) ∪ R( f 〈1,2〉∗ ,k〈1,2〉∗ ) ∪ R( f {e}∗ ,k{e}∗ ). We could of course,
take G to be the whole set, but this would neither be the smallest such set, nor would it have minimum height (as we
will need see 4.12). A set G with minimal height would consists of the three length 1 orbits 〈([1], [1], [1])〉, 〈([2], [2], [2])〉
and 〈([0], [0], [0])〉 of EI S3 O ( f S3 ,kS3 ), together with the six length 1 orbits 〈([1], [1], [2])〉, 〈([2], [2], [1])〉, 〈([0], [0], [1])〉,〈([0], [0], [2])〉, 〈([2], [2], [0])〉 and 〈([1], [1], [0])〉 of EIW 〈1,2〉O ( f 〈1,2〉,k〈1,2〉) as well (ﬁnally) as the single (length six) orbit
〈([2], [1], [0])〉 of EIG O ( f {e},k{e}). Note that the height of this set G is 27 = #(Φ( f ,k)).
Observe, in 4.11 that no orbit of RIW 〈1,3〉O ( f 〈1,3〉,k〈1,3〉) appears in G . In fact we do not need them to be there. They are
automatically taken into account, since they can be moved to RIW 〈1,2〉O ( f 〈1,2〉,k〈1,2〉) by elements of G . For example the
representative ([1], [2], [1]) of the orbit 〈([1], [2], [1])〉〈1,3〉 , can be moved to 〈([1], [1], [2])〉〈1,2〉 in RIW 〈1,2〉O ( f 〈1,2〉,k〈1,2〉),
by the cycle (2,3) of S3. The method of taking account comes from the deﬁnition of depth. The depth of 〈([1], [1], [2])〉〈1,2〉
is [G : 〈1,2〉], not |W (〈1,2〉)|. The number |W (〈1,2〉)| would count points in XH not in X (H) .
Deﬁnition 4.12. The full equivariant number NG( f (H),k(H)) is the number
NG
(
f (H),k(H)
) := min{#h(G) ∣∣ G is a basis of f (H) and g(H) over X (H)}.
Example 4.13 (Second strategic example part XII). In Example 4.11 each orbit in G is irreducible and essential. The depth of
orbit in R( f S3∗ ,kS3∗ ) is [S3 : S3] = 1, in R( f 〈1,2〉∗ ,k〈1,2〉∗ ) it is [S3 : 〈1,2〉] = 3, while in R( f {e}∗ ,k{e}∗ ) it is [S3 : {e}] = 6 thus
NG( f (H), g(H)) = 3 · 1+ 3 · 6+ 1 · 6 = 27. Note that the bound is sharp.
We will compare this number with that of the ﬁrst strategic example in Section 5.1. We end this subsection by giving
the usual homotopy invariance, and the expected lower bound property. We omit proof of the former property, since its
proof has no new elements.
Theorem 4.14. If f1 and k1 are G maps, that are G homotopic to f and k respectively, then
NG
(
f (H),k(H)
)= NG( f (H)1 ,k(H)1
)
.
Let MG( f (H),k(H)) := min#{Φ(ϕ(H),ψ(H)) | ϕ ∼G f and ψ ∼G k}.
Theorem 4.15. Under the working hypotheses, suppose that for the f and k under consideration, we have that Φ( f H ,kH ) is a ﬁnite
set. Then
NG
(
f (H),k(H)
)
 MG
(
f (H),k(H)
)
.
Proof. Since Φ( f H ,kH ) is ﬁnite, then so is Φ( f (H),k(H)). We divide this latter set up into r–G orbits {〈x1〉, . . . , 〈xr〉} in X (H) .
Let the minimum length of the orbit 〈x j〉 be  j ((〈x j〉) =  j). Now for each j, there is an isotropy subgroup K j ∈ ICR(H)
for which the whole G orbit 〈x j〉 lies in X(K j) , and then  j = [G : K j]. Regarding the orbits as subsets of the Φ( f (K ),k(K ))
or Φ( f K ,kK ), we let 〈x¯ j〉 = 〈x j〉 ∩ XK j . Note that if K j ⊂ L, then none of the elements in 〈x¯ j〉 lie in XL . We claim that
G = {ρ(〈[x¯ j]〉)} j=1,...,r is a basis for f (H) and k(H) over X (H) , and that #(Φ( f (H),k(H))) h(G).
Now by Lemma 4.4 the length  j := (〈x j〉)  d(〈ρ([x j])〉), and by deﬁnition d(〈ρ([x j])〉) = d(< ρ(〈[x¯ j]〉)). So we have
that
#
(
Φ
(
f (H),k(H)
))=
r∑
j=1
 j Σd
(
< ρ
(〈[x¯ j]〉))= h(G),
where the last sum is taken over an appropriate subset of {1,2, . . . , r} (different orbits of points in Φ( f (H),k(H)) can
determine the same orbit of classes in Φ˜( f (H),k(H)), and hence in its ρ image). It remains to show that G is a basis for
f (H) and k(H) over X (H) .
200 P.R. Heath / Topology and its Applications 156 (2008) 186–204Let 〈[α]〉WL1 ∈
⋃
θ,K⊇H RWK O ( f Kχωθ∗ ,kχμθ∗ ), be an essential orbit. Then by 4.8 there is a g ∈ G which moves 〈[α]〉WL1 to
〈[gα]〉WL ∈ RWLO ( f Lωθ∗ ,kLμθ∗ ), with L ∈ ICR(H) ∪ H . Now 〈[gα]〉WL is essential and so it is represented by some WL orbit
〈x¯ j〉 of points, with 〈x¯ j〉 ⊂ XL for this same L. Now we do not know the length of this WL orbit, in particular, we do not
know if it lies in XL . Thus we cannot deduce that the ρ image of the orbit of its classes belongs to G . In other words there
may be an isotropy subgroup T in ICR(H) ∪ H larger than L, with the property that the G orbit of 〈x¯ j〉 lies fully in X(T ) .
Without loss of generality we may assume that there is such a T (it may be L). Clearly for this T we have that [G : T ] is
minimum. Also without loss of generality we may assume that T ∈ ICR(H) ∪ H . So then by deﬁnition for this T , the ρ
image in the “T ” level Reidemeister orbit set must be an element of G as required. 
Remark 4.16 (Points or orbits, and comparisons with Wong’s NG( f (H)) and NWH( f H ) in [9] and with NG O ( f (H),k(H)) in [2]). As
indicated earlier, we have chosen our numbers to count coincidence (or ﬁxed) points rather than coincidence (or ﬁxed)
point orbits, but our technique (working with the XK rather than with the X (K )) could also be used for an “orbits” version
of equivariant Nielsen theory. However a similar difference to that noted in 3.12 would occur in such a deﬁnition. Actually
in [9] Wong deﬁnes several different equivariant Nielsen numbers. We mention just two of them here. In [9, Deﬁnition 2.5]
the number NWH( f H ) is deﬁned to be the number of essential “WH ﬁxed point classes”. The ﬁrst potential confusion
between our numbers and his, is that what are WH ﬁxed point classes for Wong, are what for us would be orbits, and in
fact orbits in a different sense than we have deﬁned them here. We will say no more about the latter difference except to
say again that it resembles the one discussed in Remark 3.12. The difference between Wong’s NG( f (H)) and our NG( f (H))
is even more pronounced. In [9, Deﬁnition 2.5] again, Wong deﬁnes NG( f (H)) to be a sum of his numbers NG( f K ) (which
is not the same as a sum of our numbers NG( f(K )), see Remark 3.12 again). His deﬁnition bears a superﬁcial resemblance
to one of the properties of our number NG( f(K )) (see 5.4). The deﬁnition of NG O ( f (H),k(H)) in [2] suffers from many of
the same inadequacies as does Wong‘s NWH( f H ). In particular except under exceptionally strong conditions is unlikely to
be sharp (see Remark 3.12).
The biggest change in deﬁning a possible orbit number NOG( f (H),k(H)) (rather than a number which counted points)
would come in Deﬁnition 4.12. We would simply take the minimum number of orbits in a basis, rather than look for
sets with minimum height. That is we would deﬁne NOG( f (H),k(H)) to be the minimum number of orbits among such
representative sets. We wish to emphasize again that this deﬁnition would not be the same as that of NG O ( f (H),k(H)) in
[2] or of Wong’s NG( f (H)) in [9], since in both works, the deﬁnitions relate to ﬁxed or coincidence classes of the f (K ) , while
in the work here we deal with ﬁxed point or coincidence point classes of the f K .
4.3. Comparing NG( f (H),k(H)) and N( f ,k; X, {Xν}ν∈n) from [3]
For reasons which will become obvious we give the Jiang type theorem later (Section 3.2), going straight to the analogue
of comparisons I (Theorem 3.16).
Theorem 4.17 (Comparisons II). Under the working hypothesis, we have that
[G : H] · N( f H ,kH ; XH ,{XK }H⊂K
)
 NG
(
f (H),k(H)
)
 N
(
f H ,kH ; XH ,{XK }H⊂K
)
.
Example 4.18 (Second strategic example part XIII). We illustrate equality for the right-hand side in the theorem with
second strategic example parts X and XI (4.11 and 4.13). We saw there that NG( f {e},k{e}) = 27. We use the M-ad
(X, {X 〈1,2〉X 〈1,3〉, X 〈2,3〉, X S3 }) to compute N( f {e},k{e}; X {e}, {XK }{e}⊂K ). This M-ad, as shown in 1.1, is exactly the 4-ad A
of [3, 3.2]. This was computed in [3, 4.7] where we saw that N( f {e},k{e}; X {e}, {XK }{e}⊂K ) = 27 too.
It would be easy to confuse the two different M-ads implicit in Theorem 4.17. This would cause diﬃculty in understand-
ing the proof that follows. In the ﬁrst part of the proof we construct a set of M-ad representatives for f H and kH from
a minimum basis G for f (H) and k(H) . The constructed set of M-ad representatives is for the M-ad (XH , {XK }H⊂K )), while
the given basis uses (XH , {XK }ICR(H)).
Proof of Theorem 4.17. For the right-hand inequality, as indicated above, we construct a set of M-ad representatives SG , for
f H and kH on the M-ad (XH ; {XK }H⊂K )), from a basis G for f (H) and k(H) . So let G be such a basis, and let 〈[α]〉WK ∈ G ,
and suppose the depth of this orbit is [G : L]. Let [α] ∈ 〈[α]〉WK , then there is a [β] ∈ R( f Lχωθ∗ ,kLχμθ∗ ) to which [α] reduces.
Then the contribution to SG from 〈[α]〉WK will consist of those elements in the G orbit in the set ⋃T∈(L) R( f Tψωθ∗ ,kTψμθ∗ ).
Let the number of elements in this orbit be . Two things should be clear, ﬁrstly that [G : L]  , and that SG is a set of
M-ad representatives for f H and kH . But then the contribution of each such 〈[α]〉WK to the left-hand side of the inequality
in 4.17 is [G : L], while the contribution to the right-hand side of this orbit is simply .
For the left-hand inequality, let S be a minimal set of M-ad representatives for f H and kH . We construct a set T by, for
each [β] ∈ S , assigning to T the WL orbit 〈[β]〉WL , where [β] ∈ R( f Lχωθ∗ ,kLχμθ∗ ). It should be clear that there is a bijective
correspondence between S and T , and that T is a basis for f (H) and k(H) , and that the number [G : H] · #(S) is greater
than or equal to the height of T . But this gives the desired result. 
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in G. If for every essential WL orbit 〈[α]〉WL, with L ∈ ICR(H)∪ {H}, and for every orbit 〈[β] >WK with K ∈ ICR(H)∪ {H} to which
〈[α]〉WL reduces, we have that WK(〈[β]〉WK) = |WK|, then
NG
(
f (H),k(H)
)= N( f H ,kH ; XH ,{XK }H⊂K
)
.
The next example illustrates equality in the left-hand upper bound (Theorem 4.17). The reader is invited to search for
necessary and suﬃcient conditions for the bounds to be attained.
Example 4.20. (See [2, Examples 1.1 and 4.21].) Let X = S3 × S1, be the product of the unit spheres in R4 and C respectively,
and consider the action of G = Z2 = {0, ι} on X determined by ι(y1, y2, y3, y4, eit) = (−y1,−y2,−y3, y4, eit). Let f =
f1 × 1, and k = 1 × k1, where f1 : S3 → S3 is given by f1(y1, y2, y3, y4) = (y1, y2, y3,−y4), and k1 : S1 → S1 is given by
g1(eit) = e−it . Now both f and k restrict to self maps of XG , and f switches components, while k maps each component
to itself. Clearly then, there are no coincidences in XG . From Corollary 5.3, NG( f ,k) = NG( fG ,kG) + NG( f{e},k{e}). From
[2, Example 4.21] this is 0 + 4. On the other hand from [2, Example 2.5], N( f ,k; X, XG) = N( f ,k) = 2, so the left-hand
inequality in 4.17 is given as 4 4 in this example.
4.4. Connections with and help for, the periodic point number NΦn( f )
The results of this subsection are of course new since, prior to this paper, the number NG( f (H)) had not been invented.
In fact all previous equivariant numbers on XH or X (H) counted orbits and not points. The results here are parallel those of
Section 3.3 and complete the formalization of ideas communicated to me in 1988 by Albrecht Dold [1]. Corollary 4.22 is an
application of Corollary 4.17 and gives a new result in periodic point theory. It shows that the “help“ goes both ways.
Theorem 4.21. Let n be a ﬁxed positive integer. For each m|n the essentiality preserving bijections Ψm∗ given in 3.23, extend to give
a bijection between sets of n-representatives for f [5], and essential bases for f 〈n〉 , the n level equivariant model of f . Moreover this
extended bijection preserves height. In particular we have that
NΦn( f ) = NZn
((
f 〈n〉
){e})
.
There are a number of (known) results of periodic point theory that now follow as corollaries of Theorem 4.21 and the
results of this paper. For example, the periodic point Möbius inversion formula [5, Theorem 4.17] follows from 4.21, 3.23
and Corollary 5.6. We will not state any of these formally. The following corollary of 4.21 and 4.17 is new. It gives both
upper and lower bounds on NΦn( f ) (see Section 2.4 for the (Xn, {Xm}m|n m =n) notation).
Corollary 4.22. The Nielsen periodic number NΦn( f ), has upper and lower bounds as
n · N( f 〈n〉: Xn,{Xm}m|n m =n
)
 NΦn( f ) N
(
f 〈n〉: Xn,
{
Xm
}
m|n m =n
)
.
5. Inter-connections with the two equivariant numbers, equivariant advantages
Our ﬁrst subsection deals with the interconnections between the numbers NG( f(H),k(H)) and NG( f (H),k(H)). These
interconnections were inspired by the interconnections of NΦn( f ) and NPm( f ). In Section 5.2 we discuss the unique aspects
of equivariant Nielsen theory.
5.1. Inter-connections of NG( f(H),k(H)) and NG( f (H),k(H))
Our ﬁrst theorem is the analogue of the result that NΦn( f )
∑
m|n NPm( f ) (see [6,5]). Recall from Remark 4.10, that any
basis of f (H) and k(H) over X (H) contains the set
⋃
θ,K∈ ICR(H)∪{H} EIWK O ( f Kχωθ∗ ,kKχμθ∗ ). Since the height of a subset of
a basis must be less than or equal to the height of the basis itself, we have trivially:
Theorem 5.1 (Comparisons III). Under the standard working hypotheses, we have that
NG
(
f (H),k(H)
)

∑
K ∈ICR(H)∪{H}
NG( f(K ),k(K )).
Furthermore equality occurs exactly when
⋃
K ∈ICR(H)∪{H} EWK O ( f ωK∗,kμK∗) is a basis for f (H) and k(H) over X (H) .
We could of course combine the inequality 5.1, with the various inequalities NG( f(K ),k(K ))  [G : N(K )] · N( f K ,kK ;
XK − {XL}K⊂L), for H ⊆ K , from 3.16. We already have an illustration, in Example 4.13, of inequality in Theorem 5.1. Note
that we cannot sandwich NG( f (H),k(H)) between two different multiples of the right-hand side of 5.1 (as by analogy, we
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∑
K ∈ICR(H)∪{H} NG( f(K ),k(K )) = 0, at the same time that
NG( f (H),k(H)) = 0. We appeal to Theorem 4.21 and the analogous examples from periodic point theory to illustrate these
phenomena.
Deﬁnition 5.2. We say that a pair of maps f and k are essentially reducible at level H , if f H and kH are M-ad essentially
reducible [3, Deﬁnition 3.29].
It should be clear that the property of being essentially reducible at level H is a suﬃcient to ensure that⋃
K ∈ICR(H)∪{H} EWK O ( f ωK∗,kμK∗) is a basis of f (H) and k(H) over X (H) . However this condition is not necessary. The tech-
niques of [5, Appendix] can be used to construct an example of this in periodic point theory, then converted to equivariant
theory by Theorem 4.21. We leave this as an exercise for the reader.
Corollary 5.3. Suppose that f ,k : X → Y are equivariant maps which are essentially reducible at level H, then,
NG
(
f (H),k(H)
)= ∑
K ∈ICR(H)∪{H}
NG( f(K ),k(K )).
Corollary 5.4. Suppose that f ,k : X → Y are equivariant maps, and ICR(H) a set of conjugacy representatives at level H. Suppose
further that for every K ∈ ICR(H)∪{H}we have that f K , kK is a weakly Jiang pair. If the zero option holds for all K ∈ ICR(H)∪{H},
then NG( f (H),k(H)) = 0. If the zero option holds for no K ∈ ICR(H) ∪ {H}, then
NG
(
f (H),k(H)
)= ∑
K ∈ICR(H)∪{H}
NG( f(K ),k(K )) =
∑
K ∈ICR(H)∪{H}
([G : K ]RWK O ( f K , kK ).
Example 5.5 (The ﬁrst strategic example part V). From 5.4 and 3.10 we have NG( f {e},k{e}) = NG( f{e},k{e})+NG( f(〈1,2〉),k(〈1,2〉))+
NG( f S3 ,kS3 ) = 12+ 36+ 6. This of course should be compared with the result we saw earlier that NG( f {e},k{e}) = 6+ 18+
3 = 27, for the second strategic example (see 4.18). In particular for the second strategic example we see from 4.18, that
NG( f {e},k{e}) = N( f {e},k{e}; X {e}; {XK }{e}⊂K ), while for the ﬁrst we have that NG( f {e},k{e}) > N( f {e},k{e}; X {e}; {XK }{e}⊂K ).
The Möbius inversion function given in the next corollary is deﬁned in [3, Section 4.1].
Corollary 5.6. Let f H ,kH : X → Y be essentially reducible equivariant maps, then
NG
(
f (H),k(H)
)= ∑
K ∈ICR(H)∪{H}
μM
(
K , {e})NG( f(K ),k(K )).
In view of 4.19 Corollary 5.6 is illustrated by [3, Example 4.9].
5.2. Equivariant advantage
In any restricted Nielsen theory (i.e. relative Nielsen theory [7]), restrictions imposed on maps and homotopies often
result in minimum numbers which are higher than those of the ordinary Nielsen number. From our point of view, there
are two aspects of equivariant Nielsen theory which have the potential to increase the minimum number of ﬁxed (or
coincidence) points within the appropriate equivariant homotopy class. These two aspects are best described in terms of
the following corollary, which encorporates part of our earlier comparison Theorem 4.17, together with part of an M-ad
comparison theorem [3, 3.27].
Theorem 5.7 (Comparisons IV). Within the context of the working hypothesis we have that
NG
(
f (H),k(H)
)
 N
(
f H ,kH ; XH ,{XK }H⊂K
)
 N
(
f H ,kH
)
.
As we have seen in the second strategic examples with H = {e}, all the above inequalities are equalities (see 4.19). If all
examples were like this, there would be little point in doing either M-ad or equivariant, Nielsen theory. In this subsection
then, we brieﬂy describe how the inequalities above depict subtle, but important differences, between equivariant and other
Nielsen theories. Note that the left-hand inequality in 5.7 can fail to be strict if H is not normal in G . Since we wish to
exclude this possibility in the notion of equivariant orbit advantage, we include the normality of H in the hypothesis of the
ﬁrst part of the following deﬁnition.
Deﬁnition 5.8. . Let f , k : X → Y satisfy the working hypothesis. If H is normal in G , we say that f and k have equivariant
orbit advantage, if the left-hand inequality in 5.7 is strict. We say that f and k has equivariant M-ad advantage, if the right-
hand inequality in 5.7 is strict.
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tual geometric orbit length of points it represents. The periodic point analogue of this is that irreducible f n orbits of
points can have algebraic length less than n, that is there can be f n Nielsen equivalences between the distinct points
x, f (x), f 2(x), . . . , f n−1(x). The classical example is Jiang’s famous map on RP3 (Example 3.24, [6]). As can be seen in Ex-
ample 5.5), the ﬁrst strategic example illustrates equivariant advantage, as does the 2r level equivariant model of Jiang’s
example. The second strategic example (see 5.5) does not have equivariant orbit advantage. The idea of equivariant M-ad
advantage is that it has to do with scenarios that occur when the ﬁxed point classes of the restrictions f K of f to the
various XK interact. The next example which is already in the literature, illustrates this.
Example 5.9. (See [9, 3.9], [2, 4.40], [3, 4.18].) Let Z = Z1 × Z2 × Z3, with Z1 = S1 × S1, Z2 = S1 × S1 × S1, and Z3 = S2, and
let G1 = Z2 × Z3 = 〈α〉 × 〈β〉. The action on α takes (eiθ1 , eiθ2 , eiθ3 , eiθ4 , eiθ5 , (x, y, z)) to (eiθ2 , eiθ1 , eiθ3 , eiθ4 , eiθ5 , (x, y,−z)).
On β the same element as above is taken to (eiθ1 , eiθ2 , eiθ5 , eiθ3 , eiθ4 , (x, y, z)). The details of the computation from the
underlying 3-ad (Z , {Z 〈α〉, Z 〈β〉, ZG1 }) are given in [3, Example 4.18].
We use the G1 map  : Z → Z (also used in [3, Example 4.18]) given as  := f1 × f2 × f3 : Z → Z deﬁned on Z1
by f1(eiθ1 , eiθ2) = (ei2θ2 , ei2θ1), on Z2 by f2(eiθ1 , eiθ2 , eiθ3) = (ei2θ1 , ei2θ2 , ei2θ3), and on Z3 by f3(x, y, z) = (x,−y,−z). For
H = {e} we easily see from the details in [3, Example 4.18], that NG1 (H ) = N(H ; Z , {Z 〈α〉, Z 〈β〉, ZG2 }) = 4 > N() = 3.
Thus there are two aspects of equivariant theory that bring advantage to the theory. Part of what was remarked
in [2, 6.1] is that prior to [2], there were no examples in the literature that had equivariant orbit advantage. Thus for
all examples before [2] we could have stopped with [3], and avoided the complications of this paper. We still do not have
an example where both advantages occur at the same time. We remedy this now. Details are left to the reader.
Example 5.10. Let Y = X × Z , h1 = f ×  and h2 = k × 1 where X , f and k are from the ﬁrst strategic example, and 
and Z are from Example 5.9. We take the product action of G × G1 on X × Z . For H = {e} we then have NG(hH1 ,hH2 ) >
N(hH1 ,h
H
2 ; Y H , {Y K }H⊂K ) > N(hH1 ,hH2 ), as desired.
Appendix A. Glossary
• Dold discussion [1] – introductions to [3] and this paper
• Φ( f H ,kH ) = {x such that f (x) = k(x)}
• Φ˜( f H ,kH ) Nielsen classes
• Φ˜WH ( f H ,kH ) orbits of Nielsen classes
• base paths – ω and μ – [3, Section 2.1]
• in the ﬁxed point case – k = 1 and base paths constant
• category with essentiality E [3, Deﬁnition 2.3]
• E , R – essential/Reidemeister sets
• E , R – essential/Reidemeister cardinalities
• weakly Jiang pair if N( f ,k) = 0 or N( f ,k) = R( f ,k)
• the zero option if N( f ,k) = 0
• v˜ A,X , v˜ K ,L [3, Section 2.2] and the context of Lemma 2.2
• G compatible essentiality – Deﬁnition 2.4
• XK , XK , Gx , f H , f H X (K ) , f (K ) , X(K ) and f(K ) – Introduction
and Section 2.1
• X̂ – union of path components Xθ of X for which f (Xθ ) =
k(Xθ )
• XKθ , f Kθ – context of 2.2
• “hatted” subspaces are X̂ H – ﬁrst in [3, Remark 2.5]
• invariant base paths – Lemma 2.1 context
• E is G compatible – Deﬁnition 2.4
• G compatible maps – Deﬁnition 2.4
• equivariantly reducible/irreducible – Deﬁnition 3.1
• EI , RI – essential/Reidemeister irreducible sets – 3.4
• EI, RI – essential/Reidemeister irreducible cardinalities – 3.4
• WH := N(K )/K , where N(K ) is the normalizer of K in G
• G orbits or WH orbits – Remark 2.3, see Corollary 3.7
• RIWHO ( f H ,kH ), EIWHO ( f H ,kH ) – context of Lemma 3.5
• equivariant complement number NG ( f(H),k(H)) – Deﬁni-
tion 3.8
• Wong’s number NG ( f H ) – Remark 3.12
• WH (〈[α]〉) – context of Addendum 3.18
• essentially irreducibly uniform – Deﬁnition 3.20
• the level n equivariant model of periodic point theory – The-
orem 3.23 context
• the associated M-ad (Xn, {Xm}m|n m =n) – Section 3.3
• the associated function f 〈n〉 : (Xn, {Xm}m|n m =n) →
(Xn, {Xm}m|n m =n) – Section 3.3
• Ψ : Φ( f n) → Φ( f 〈n〉) – Section 3.3
• depth d([α]) – Deﬁnition 4.2, Lemma 4.4
• ICR(H) – Deﬁnition 4.7
• g moves 〈[α]〉W K1 – Lemma 4.8• G is a basis – Deﬁnition 4.9
• the full equivariant number NG ( f (H),k(H)) – Deﬁnition 4.12
• Möbius functions μM(ν,σ ), μM(K , L) – deﬁned in context
of [3, Corollary 4.8]
• equivariant M-ad/orbit advantage – Deﬁnition 5.8
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