Pathological changes of penetrating arteries (PAs) within deep white matter (WM) may be an important contributing factor of cerebral small vessel disease (SVD). Quantitative characterization of the PAs is important for further illuminating their roles in SVD but remains challenging due to their sub-voxel sizes. Quantitative measurements of PAs with the MBAC method may serve as an invaluable tool for illuminating the role of PAs in the aetiopathogenesis of cerebral SVD.
Introduction
Pathological changes of penetrating arteries (PAs) within deep white matter (WM) of the centrum semiovale (CSO) is an important contributing factor of cerebral small vessel disease (SVD). (Fisher 1968 , Jorgensen, Shaaban et al. 2018 The main effects of the pathological changes include narrowing or occlusion of the vessels leading to focal ischemia, and leakage of blood brain barrier leading to accumulation of toxic blood components in surrounding tissue. (Fisher 1968 , Wardlaw, Dennis et al. 2001 , Montagne, Nikolakopoulou et al. 2018 Measuring the morphological and functional properties of the PAs can help differentiate the underlying pathology of PAs, (Wardlaw, Sandercock et al. 2003 , Bernbaum, Menon et al. 2015 ) which may in turn lead to the development of effective treatment strategies for improving PA function. Tang et al. proposed to correct the volume flow rate in voxels near the boundary of the lumen by the ratio of image intensity in such voxels to that of voxels fully occupied by blood. (Tang, Blatter et al. 1995) However, this method is not applicable to our case since no voxel fully occupied by blood exist for the PAs. Hamilton proposed to fit a circle to the complex images acquired with and without the velocity encoding gradients, respectively.(Hamilton 1994) However, this method does not consider the Gibbs ringing effects due to the finite extent of k-space sampling. Lagerstrand et al. proposed to correct the partial volume effects by a calibration curve obtained from a separate measurement on a flow phantom with similar relaxation and flow properties. (Lagerstrand, Lehmann et al. 2002) Due to the requirement of a calibration curve, this method cannot be readily applied to in vivo studies with unknown flow rates.
Hoogeveen et al. proposed a model-based analysis of the phase images (MBAP), (Hoogeveen, Bakker et al. 1999) where the model image accounts for blurring due to limited spatial resolution and flow-induced signal enhancement. However, the accuracy of the MBAP approach for sub-pixel vessels was not systematically evaluated, and the error for VFR already reached ~45% when the pixel dimension was only slightly greater than (1.1 times) the vessel diameter. Furthermore, a two-pool model was assumed in calculating the model phase images, which may not be applicable for the PAs due to the presence of surrounding perivascular spaces and white matter with very different MR properties. (Zong, Park et al. 2016) In this study, we aim to develop a new approach for measuring diameter and flow velocity of PAs by model-based analysis of complex difference images (MBAC). Complex difference (CD) eliminates the static tissue contributions in the images. Therefore, our approach is applicable even when there are multiple static tissue pools. Furthermore, compared to the MBAP method, the MBAC approach utilizes both the phase and magnitude changes induced by flow for improving the precision of fitted parameters.
We present detailed simulation, phantom, and in vivo studies for evaluating the precision and accuracy of the new technique.
Methods and Materials

Theory
Assuming the vessels are oriented perpendicular to the slice, the MR signal in a PC MRI scan can be expressed as:
where S f,0 is the steady state signal without inflow effect, v the flow velocity, e(v) the flow induced signal enhancement factor. In PAs, the Reynold number (R) is ~0.3, which is much less than the critical values 
where k x,max and k y,max are the largest sampled k-space coordinates, ) , ( y x Π takes nonzero unit values at an equally spaced two dimensional grid, and S s the steady state signal of the static spins. The CD of ( , ) I x y with and without velocity encoding gradients removes the static spin contributions and is given by: 
where ϕ is the phase difference between images with and without flow encoding and is calculated as
For phase array coils, the product in Eq. (6) is calculated for each coil and then the average value is used for calculating the phase difference. (Bernstein, Grgic et al. 1994 ) Equation (5) is more convenient to calculate than Eq. (4) for phased array coils since there is no need to reconstruct phase images for I 1 and I 2 .
These two equations are equivalent when 1 I has a zero phase (after removing constant offset and slow spatial variations which can be induced by eddy-current). However, Eq. (5) is no longer valid if the phase oscillates due to Gibbs ringing effect. The phase will change by 180 o when negative Gibbs ringing signal from the vessel exceeds the signal of surrounding tissue.
The flow enhancement factor e(v) is needed for calculating the model images, which depends on the slice selection (SS) profile of the RF pulses. For any realistic RF pulse, the flip angle (θ) varies along the slice direction. Therefore, e(v) can only be obtained numerically. In our study, a five lobe sinc pulse apodized with a Hamming window was employed for excitation. The SS profile (i.e. θ versus position (z) in slice direction) of the pulse was calculated via Bloch simulation. The resulting profile of the RF pulse used in our experiment is shown in Figure 1 (A) together with the boxcar profile of an ideal pulse. The MR signal at position z is given by
The steady state arterial blood signal (S f,0 ) cannot be measured directly but can be calculated from the steady state signal of the surrounding WM (S wm ) via the following equation:
where γ is the blood-WM water partition coefficient, Alternatively, the phase image ( , ) x y ϕ in Eq. (6) can also be fitted with a model image calculated with Eqs. (2) and (6), as first demonstrated by Hoogeveen et al (Hoogeveen, Bakker et al. 1999 ) and will be denoted as MBAP in our paper. Simulations will be carried out to compare the noise-induced estimation errors of the two approaches. Furthermore, note that perpendicular vessels are assumed in calculating the model CD and phase images. Simulation will be also carried out to evaluate errors caused by deviation of the vessels from the perpendicular direction in the MBAC method. T values were measured at internal carotid arteries (ICA) and WM ROIs in a single young healthy subject (age 21, male) using a multi-echo gradient echo sequence and standard data fitting procedure. The convolution in Eq. (2) was implemented as finite element calculation with element width equal to 1/64 of the acquired pixel width.
Simulation
The five central lobes of the sinc functions were taken to speed up the calculation, as the errors due to truncation were found to be negligible. (Hoogeveen, Bakker et al. 1999 The model fitting was carried out with the lsqnonlin function in MATLAB version R2016b (MathWorks, Natick, MA, USA). Only pixels within a circular ROI centered at field of view (FOV) center and with a diameter of 9 pixels were included in the fitting. The fitting function returns when the final step size was less than 10 -6 , with position and D parameters in mm and v in cm/s. To ensure satisfying the convergence criteria for all repetitions, the "FunctionTolerance" and "OptimalityTolerance" options were set to 0 and the "MaxFunctionEvaluations" and "MaxIterations" options were set to infinity. In almost all cases, the function returns after less than 100 iterations. The initial values for v , D were set to 90% of their true values while the initial vessel position matches the true vessel location.
MRI experiments
All experiments were performed on a Siemens 7T MRI human scanner (Siemens Healthineers, Erlangen, Germany) using an eight-channel transmit and thirty two-channel receive coil (Nova Medical, Wilmington, MA, USA). Images were acquired with a single slice 2D PC MRI sequence. The velocity encoding gradients were turned on and off alternatively in subsequent TRs to acquired images with and without flow-induced phase shifts, respectively. B 1 field calibration was carried out with a vendorsupplied presaturation-based B 1 mapping sequence.
Phantom Study
Phantom preparation: A flow phantom was constructed to evaluate the accuracy of the MBAC method.
The phantom consisted of a Polyethylene PE-10 tube (ID = 0.28 mm; OD = 0.61 mm) penetrating horizontally through a cylindrical plastic cup (ID 5 cm; H = 6.5 cm). The tube was horizontal and parallel to the base of the cup. Both the cup and tube were filled with tap water. The water flow within the PEtube was driven by a 5 ml syringe connected to the end of the tube. The syringe was pushed by a syringe pump at six constant rates between 0.554 ml/h and 3.33 ml/h to achieve mean flow velocities of 0.25 cm/s to 1.5 cm/s in step of 0.25 cm/s. 
where N c is the total number of channels and I r,j is the image without flow encoding gradient for coil j after aligning the mean phases of all channels in a ring ROI centered on the tube. The ring ROI had inner and outer radii of 1.2 mm and 2.7 mm, respectively, and covered the region of stationary water.
The phases within all pixels in the ring ROI were fitted with a second order polynomial of the pixel position to estimate the background phase spatial variations. The estimate background phase was then subtracted from the phase images. The resulting phase images were then used for calculating the CD image with Eq. (4). Eq. (5) Apparent v , D and VFR were also calculated for the flow phantom, in the same way as described as for the simulated images, to demonstrate the strong partial volume effects. However, because of the lack of signal from the tube wall which results in low signal in the magnitude images at the vessel, the vessel ROIs were defined only based on the phase difference images. Specifically, vessel pixels were first defined as those within the above 1.2 mm circular ROI that has phase difference 1.96
In vivo experiments
In vivo experiments were carried out to evaluate the reproducibility of v , D, and VFR measurements in Data Analysis: in vivo images for PAs were reconstructed offline to pixel sizes that were half the acquired pixel size by zero padding in k-space. Due to the small size and slow velocity of PAs, their Gibbs ring effects are not expected to alter the phase of surrounding tissues. Therefore, CD images were calculated with Eq. (5) from the magnitude and phase difference images for convenience. The magnitude images from each coil were combined with root mean square and the phase difference images were calculated with Eq. (6). Before calculating the CD image for each PA, the phase difference and magnitude images were detrended to remove 0 th to 2 nd and 1 st to 2 nd order spatial variations, respectively, within a circular background ROI. The background ROI had a radius of 1.5 mm, centered on the PA ROI, and excluded pixels within the PA ROI or outside the WM masks. Details of PA ROI and WM mask definitions are described next.
PA ROIs were delineated with the following procedure. First, WM masks were defined on the T 1 weighted images which were oversampled to match the pixel size and FOV of the PC images. Second, the slow spatial variations in the phase difference and magnitude images (caused by eddy current and coil sensitivity inhomogeneity) within the WM mask were estimated with a second order polynomial and then removed from the original images. Third, standard deviations (σ) of the intensities within the WM mask in the detrended phase difference and magnitude images were calculated and pixels with intensities 1.96σ
above the mean were selected. Fourth, pixels above the thresholds were grouped into neighboring clusters and clusters in the phase difference images that overlapped with a cluster in the magnitude image were defined as PA ROIs. Fifth, the resulting ROIs were visually inspected to remove ROIs with irregular shapes.
S wm needed for calculating S f,0 in Eq. (9) were the same as specified above for the simulation. MBAC fitting was performed by including pixels within a circular ROI of 0.6-mm radius centered at each PA. The fitting procedure was the same as in simulation.
To estimate the variability of fitted D, v , and VFR, PAs that were detected in both scans in each subject were selected and the root mean square (RMS) of the inter-scan differences (∆ r ) over all such vessels were calculated. Assuming Gaussian distributions, the RMS value of However, signals from neighboring blood vessels can overlap with ICA in low-resolution images and affect analysis results, as shown in Figure 2 (B). Therefore, a second ROI was defined to include all blood vessels near ICA as shown by the green contour in Figure 2 (A), and signal within the ROI was set to zero before generating low resolution images. The reconstructed low resolution images had the same pixel size and FOV as the original high-resolution images by zero padding in k-space. Since the ICA signal is much stronger than nearby tissue, phase reversal is expected at nearby pixels. Therefore, Eq. (4) was used for calculating CD. The phase images were calculated from Eq. (13) using ICA ROI for aligning the reference image phases of different channels. The ICA ROIs were roughly circular and were manually drawn on the original high resolution magnitude images to include all pixels with clear flow induced signal enhancement compared to the neighboring tissue.
MBAC was performed on pixels in an 8-mm-radius circle centered on the ICA ROI with the same fitting procedures as described above in the simulation. To evaluate whether the velocity distribution within ICA follows a laminar pattern, we separated pixels in the ICA ROIs into groups based on their distances from the pixel to the center of the ROI in the high resolution images. Then the phase differences of pixels with the same distances were averaged to study its dependence on distance to ICA center. Before averaging, the phase shift of each pixel were normalized by the mean phase shift within the corresponding ROI. The resulting phase difference versus distance curve were fitted with the theoretical expression for a laminar flow pattern
with v and D as free parameters using the lsqcurvefit function in MATLAB. 
Results
Simulation
Phantom Study
From the variable TR TSE sequence, a water T 1 of 3.5 s was obtained and was used for calculating the model images in the MBAC method.
The best-fit model images from MBAC matches well with the corresponding measured images, as shown in an example in Fig. 6 
In vivo Study
Internal Carotid Artery Fig. 7 (A) to (C). The mean percentage errors were ≤ 12% at all spatial resolution, down to the lowest spatial resolution (pixel size = 8.9×8.9 mm 2 ), for which the lumen occupies only 18% of a pixel. The validity of the laminar flow assumption in ICA is supported by the observed velocity versus radial distance curve, which can be fitted well by the laminar distance dependence, as shown in Fig. 
7(D).
Penetrating Arteries in CSO
A total of 379 vessels were identified in the 12 scans, among which 252 were from 126 vessels that were identified in both scans from the same subject. Representative magnitude and phase images are displayed in Figure 8 
Discussion
In this paper, we carried out simulation, phantom, and in vivo studies to evaluate the proposed MBAC 
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