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Abstract
As a continuation of a general program started in two previous publications, in the present paper we study
the Ka¨hler quotient resolution of the orbifold C3/Z4, comparing with the results of a toric description of the
same. In this way we determine the algebraic structure of the exceptional divisor, whose compact component
is the second Hirzebruch surface F2. We determine the explicit Ka¨hler geometry of the smooth resolved
manifold Y , which is the total space of the canonical bundle of F2. We study in detail the chamber structure
of the space of stability parameters (corresponding in gauge theory to the Fayet-Iliopoulos parameters) that
are involved in the construction of the desingularizations either by generalized Kronheimer quotient, or as
algebro-geometric quotients. The walls of the chambers correspond to two degenerations; one is a partial
desingularization of the quotient, which is the total space of the canonical bundle of the weighted projective
space P[1,1,2], while the other is the product of the ALE space A1 by a line, and is related to the full
resolution is a subtler way. These geometrical results will be used to look for exact supergravity brane
solutions and dual superconformal gauge theories.
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1 Introduction
The present paper is the next step of an investigation program initiated in [18, 30], whose final aim is to fully
elucidate the relation among the physical building blocks of D = 3/D = 4 supersymmetric gauge theories, the
mathematical constructions of the generalized McKay correspondence, and the generalized Kronheimer-like
resolution of Cn/Γ singularities.
From the physics side, the context of these investigations is, in a broad sense, the gauge/gravity correspon-
dence [1, 19, 26–29, 33, 34, 42, 43, 46]. In particular there are two main paradigms:
a) The case of M2-branes solutions of D = 11 supergravity where the eight-dimensional space transverse to
the brane world volume is taken to be, to begin with, of the form C× C3Γ , having denoted by Γ⊂ SU(3)
a finite subgroup.
b) The case of D3-brane solutions of type IIB supergravity where the 6-dimensional transverse space to the
brane is taken to be, to begin with, just the singular orbifold C
3
Γ mentioned in the previous lines.
In both cases the idea is the following. Provided one takes into account also the twisted states, String Theory
can confortably live also on singular orbifolds, on the contrary Supergravity does require smooth manifolds.
Hence we are interested in the crepant1 resolution of the orbifold singularity:
Y −→ Cn/Γ (1.1)
and we look for exact solutions of D = 11 or D = 10 type IIB supergravities, respectively of the M2-brane
and of the D3-brane type, where the transverse space is, respectively, C×Y or Y . At the same time we are
interested in the construction of the D = 3, respectively, D = 4 matter coupled supersymmetric gauge theories
that become superconformal at a suitable infrared fixed point and are, supposedly, the dual partners of such
brane solutions.
1We recall that a morphism of varieties X→Y , which in particular can be a resolution of singularities, is crepant when the canonical
sheaf of X is the pullback of the canonical sheaf of Y .
2
Matter content of the gauge theory. As it was strongly emphasized in [18, 30], the mathematical lore on
the generalization of the McKay correspondence [48] and of the Kronheimer construction of ALE manifolds
[44, 45] enter at this point in an essential way. Indeed the basic starting point of such constructions, i.e. the
space2
SΓ ≡ HomΓ (R,Q⊗R) , (1.2)
whereQ is the given embedding of Γ into SU(n) and R is the regular representation of Γ. The structure of the
representation ring of Γ is described by the McKay quiver matrix,3 and the latter determines the gauge group
FΓ and the whole spectrum of Wess-Zumino hypermultiplets of the associated gauge theory.4
The McKay quivers. The quiver matrix admits a representation by means of a quiver diagram and quiver
gauge theories have been over the last twenty years the target of a large physical literature (see for instance
[6, 7, 11] and all references therein). Quiver diagrams interpreted as a recipe to construct a supersymmetric
gauge theory are more general than McKay quivers and up to our knowledge the inverse problem of defining
necessary and sufficient conditions which, in the vast class of quivers, select those that are of McKay type
is unsolved. Each McKay quiver is associated with a discrete group Γ ⊂ SU(n) and its nodes are in one-to-
one correspondence with the irreducible representations of Γ. Its lines codify the data to construct the above
mentioned space HomΓ (R,Q⊗R) which hosts the matter multiplets of the corresponding gauge theory. In a
general quiver the lines provide the same information about matter multiplets, yet there is no a priori guarantee
that these latter fill a space HomΓ (R,Q⊗R) for any suitable Γ. Said differently, any quiver diagram provides
information for the construction of a Ka¨hler or HyperKa¨hler quotient. McKay quivers provide information
how to resolve a Cn/Γ by means of a Ka¨hler or HyperKa¨hler quotient defined according with a generalized
Kronheimer construction; yet not all (Hyper)Ka¨hler quotients are devised to solve quotient singularities. A
notable counterexample is provided by the case where the (Hyper)Ka¨hler quotient provides the resolution of a
conifold singularity. The relation between gauge theories of the McKay type and of conifold type is addressed
in a forthcoming publication [5].
The first example: ALE manifolds. Historically the first case that was fully developed both mathematically
and physically is that of the Kleinian singularitiesC2/Γ, where the finite groups Γ⊂ SU(2) admit the celebrated
ADE classification (for a comprehensive recent review see chapter 8 of [32]). Relying on the properties of
the relevant McKay quiver matrices which, due to the ADE classification, are identified with the extended
Cartan matrices of the ADE Lie algebras, and on the recently introduced hyperka¨hler quotient constructions
[39], Kronheimer [44, 45] succeeded in providing an algorithmic construction of all four-dimensional ALE
gravitational instantons, the A subclass of which had been previously exhibited by Gibbons and Hawking as
multicenter metrics [35, 36], generalizing the first and simplest example of the Eguchi-Hanson one–center
metric [25]. ALE-manifolds and more general gravitational instantons were extensively studied and utilized
in various capacities in string theory and in supergravity [8–10, 14–16]. The first paper where the Kronheimer
construction was applied to 2D-conformal field theories in stringy setups dates back to 1994 [2], while the first
example of an exact D3-brane solution of type IIB supergravity with ALE×C transverse space was produced
in 2000 [3].
2For the definition of the space (1.2) see [18]. For its realization in the specific model studied in the present paper see eq. (2.10).
3See both [18] for the general definition and below, (eq. (2.6)) for the present Z4 case.
4 Singularities Cn/Γ can have a crepant resolution and fall in the class analyzed in [18] only if Γ acts through its representation Q
as a subgroup of SU(n). It is important to recall that the Zk quotient of C4 utilized in the ABJM construction [1] does not satisfy this
condition and indeed admits only discrepant resolutions.
3
The ALE resolutions of Kleinian singularities are hyperka¨hler manifolds and the Kronheimer construction
is based on the hyperka¨hler quotient. All this goes hand in hand with N = 2 supersymmetry in D = 4 and
N = 4 (broken toN = 3 by Chern-Simons couplings [12, 31]) in D = 3.
The generalization to three dimensions. In the second half of the nineties of the last century, a few mathe-
maticians from the algebraic geometry community addressed the generalization of the Kronheimer construction
to the case of C3/Γ singularities [21, 40, 47, 52–55]. In this case the resolved variety is simply a Ka¨hler man-
ifold and the Kronheimer construction reduces to a Ka¨hler quotient. All this goes hand in hand with N = 1
supersymmetry in D= 4 orN = 2 in D= 3. As we discussed at length in [18] the additional necessary item in
the generalized Kronheimer construction, besides the real moment maps, is a universal holomorphic equation
which substitutes the holomorphic part of the tri-holomorphic moment maps and amounts to a universal cubic
superpotential. Instead the generalized McKay quiver diagrams have the same group theoretical definition as in
the C2 case although they no longer represent extended Cartan matrices. The choice of the appropriate gauge
group FΓ follows from the quiver in exactly the same way as in the n = 2 case. Henceforth the finite group
Γ and its homomorphism Q into SU(3) provide, once more as in the original Kronheimer case, all the data to
construct the corresponding unique supersymmetric gauge theory on the brane world-volume.
The Ito–Reid theorem and the tautological bundles The two most important results of the mentioned math-
ematical activity are:5
1) the Ito-Reid theorem [40] that relates the generators of the cohomology groups H(q,q)(Y ) of the resolved
variety to the conjugacy classes of Γ that in theQ homomorphic image have age q.
2) the definition [24] of the tautological vector bundles Ei −→ Y associated with each of the irreducible non-
trivial representations Di of Γ, with
rankEi = ni ≡ dimDi
As we emphasized in [18], the first Chern forms ω(1,1)i of the tautological bundles Ei usually provide a
redundant set of generators for the H(1,1)(Y ) group, whose dimension is fixed by the Ito-Reid theorem. One
would like to have a constructive approach to single out both the components of the exceptional divisor DE and
a good basis of homological compact two-cycles CI (I = 1, . . . , `) so as to be able to calculate the periods of the
ω(1,1)i on them:
ΠiI ≡
∫
Ci
ω(1,1)I ; I = 1, . . . ,r = |Γ|−1 ; i = 1, . . . , ` = # of senior c.c. (1.3)
The rationale of the above counting is the following. Because of Poincare´ duality between H(2,2)(Y ) and
H(1,1)c (Y ) with compact support, the number of senior classes is equal to the number of ω
(1,1)
i with compact
support.
Relevance of the cocycles and of the cycles for the gauge/gravity dual pairs. The above geometrical infor-
mation is of vital importance for the physical interpretation of the orbifold resolution within the correspondence
between supergravity brane solutions and gauge theories on the world volume. The levels ζ of the moment maps
5In view of the previous discussion about McKay quivers as a subclass of the set of all possible quivers, the below listed mathe-
matical results apply only to case of supersymmetric gauge theories derived from a McKay quiver and hence associated with a C3/Γ
singularity. They do not apply to general quiver gauge theories.
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are in the gauge-theory the Fayet-Iliopoulos parameters. On the supergravity side these latter emerge as fluxes
of p-forms partially or fully wrapped on homology cycles of the space transverse to the brane6.
More specifically, given the blow–down morphism
Y −→ C3/Γ (1.4)
in order to construct a bona–fide M2–brane or D3–brane solution of the relevant supergravity that is dual to
the considered world–volume gauge–theory we need a Ricci flat Ka¨hler metric on the resolved manifold Y .
This latter, which is clearly identified, both topologically and algebraically, by the Kronheimer construction,
is not endowed by the corresponding Ka¨hler quotient with a Ricci-flat metric. The derivation of a Ricci-flat
Ka¨hler on Y is a difficult mathematical problem discussed in a forthcoming publication [5], yet one thing is
clear a priori. The parameters of such a Ricci-flat Ka¨hler metric must be into correspondence with the Fayet-
Iliopoulos parameters appearing in the Kronheimer construction and should parameterize the volumes of the
homology cycles of Y . When one or more of these cycles shrink to zero a singularity develops. When all cycles
shrink to zero we come back to singular orbifold C3/Γ both on the supergravity and on the gauge theory side.
What we do in this paper. In this article we study a specific nontrivial example of orbifold, whose analysis
was only sketched in [18]. It corresponds to a specific embedding:
Q : Z4 −→ SU(3)
In the case of cyclic groups the McKay correspondence and the costruction of the desingularizations of the
singular quotient can be realized using toric geometry [40]. It is then fairly straightforward to identify the
possible resolutions and study in full detail their geometry. In particular, one identifies the toric divisors and
curves, including the compact divisors (a copy of the second Hirzebruch surface F2 for the full resolution,
and the weighted projective space P[1,1,2] for one of the partial desingularizations). Actually utilizing the
equations of the divisors provided by toric geometry we are able, by means of the restriction of the moment
map equations to these special loci, to compute the periods of the (1,1)-forms ω(1,1)1,2,3 on the basis of compact
cycles in the general case.
The construction of the desingularizations, be it made as a generalized Kronheimer quotient [18, 24], or
as an algebro-geometric GIT quotient [23, 40], depends on a set of parameters, living in a linear space, called
the stability parameter space. This is partitioned in chambers, with the property that the quotient does not
change when one moves within the interior of a chamber, while nontrivial topological changes may occur while
crossing a wall between two chambers. In Sections 5 to 9 we study in great detail this chamber structure, by
means of explicit calculations of the periods of the Chern classes of the tautological bundles on the the cycles
that generate the 2-homology of the resolutions.
This geometrical study provides the basis for the construction of an explicit dual pair either in M-theory
or in type IIB theory. This we plan to do in a new publication [5]. Further comments on the next steps in our
program are left for the conclusions.
6See in particular [3] for an exemplification of this mechanism in the case of a D3-brane with transverse space C×ALE.
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2 The C3/Z4 model, its McKay quiver and the associated Kronheimer con-
struction
The action of the group Z4 on C3 is defined by introducing the three-dimensional unitary representationQ(A)
of its abstract generator A that satisfies the defining relation A4 = e. We set:
Q(A) =
 i 0 00 i 0
0 0 −1
 ; Q(A)4 =
 1 0 00 1 0
0 0 1
 (2.1)
Since Z4 is abelian and cyclic, each of its four elements corresponds to an entire conjugacy class of which we
can easily calculate the age-vector and the ages according with the conventions established in [18]. We obtain:
Conj. Class Matrix age-vector age name
Id
 1 0 00 1 0
0 0 1
 14 (0,0,0) 0 null class
Q(A)
 i 0 00 i 0
0 0 −1
 14 (1,1,2) 1 junior class
Q(A)2
 −1 0 00 −1 0
0 0 1
 14 (2,2,0) 1 junior class
Q(A)3
 −i 0 00 −i 0
0 0 −1
 14 (3,3,2) 2 senior class
(2.2)
Therefore, according with the theorem of Ito and Reid [40], as reviewed in [18], in the crepant resolution:
Y ≡ Mζ −→
C3
Z4
(2.3)
the Hodge numbers of the smooth resolved variety are as follows:
h(0,0)
(
Mζ
)
= 1 ; h(1,1)
(
Mζ
)
= 2 ; h(2,2)
(
Mζ
)
= 1 (2.4)
Furthermore the existence of a senior class implies that one of the two generators of H(1,1)
(
Mζ
)
can be chosen
to have compact support while the other will have non-compact support. As we later discuss studying the
resolution with the help of toric geometry, this distinction goes hand in hand with the structure of the exceptional
divisor that has two components, one compact and one non-compact.
The character table of the Z4 group is easily calculated and it foresees four one-dimensional representations
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Figure 1: The McKay quiver of the Z4 group embedded into SU(3) according to eq. (2.2).
that we respectively name Di, (i = 0,1,2,3). The table is given below.
Irrep \ C.C. e A A2 A3
D0 1 1 1 1
D1 1 i −1 −i
D2 1 −1 1 −1
D3 1 −i −1 i
(2.5)
2.1 The McKay quiver diagram and its representation
The information encoded in eqs. (2.2), (2.5) is sufficient to calculate the McKay quiver matrix defined by:
Q⊗DI =
3⊕
J=0
AIJDJ (2.6)
whereDI denotes the 4 irreducible representation of the group defined in eq. (2.5), whileQ is the representation
(2.2) describing the embedding Z4 ↪→ SU(3). Explicitly we obtain
AIJ =

0 2 1 0
0 0 2 1
1 0 0 2
2 1 0 0
 (2.7)
A graphical representation of the quiver matrix (2.7) is provided in fig. 1.
Every node of the diagram corresponds to an irreducible representation DI and, in the Kronheimer con-
struction, to a gauge group factor U(dimDI).
As one sees in every node enter three lines and go out three lines. Both the incoming and the outgoing lines
are subdivided in a double line in some direction (or from some direction) and a single line to some direction,
or from some direction.
This information is sufficient to derive the number of Wess-Zumino multiplets in the corresponding super-
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symmetric gauge theory and assign their representations with respect to the three gauge groups (actually four
minus one for the barycentric motion) as we will more extensively discuss in the forthcoming paper [5].
From the mathematical viewpoint each line of the diagram corresponds to an independent parameter ap-
pearing in the explicit construction of the space SZ4 . This latter is constructed as follows. Let R denote the
regular representation of Γ. We consider the space of triplets of 4×4 complex matrices:
p ∈PZ4 ≡ Hom(R,Q⊗R) ⇒ p =
 AB
C
 (2.8)
The action of the discrete group Z4 on the spacePΓ is defined in full analogy with the Kronheimer case by:
∀γ ∈ Z4 : γ · p ≡ Q(γ)
 R(γ)AR(γ
−1)
R(γ)BR(γ−1)
R(γ)C R(γ−1)
 (2.9)
where R(γ) denotes its 4×4-matrix image in the regular representation.
The subspaceSZ4 is obtained by setting:
SZ4 ≡ Hom(R,Q⊗R)Z4 = {p ∈PZ4/∀γ ∈ Z4,γ · p = p} (2.10)
As we know from the general theory exposed in [18] the spaceSZ4 must have complex dimension 3×|Z4| = 12
which is indeed the number of lines in the quiver diagram of fig. 1. In the basis where the regular representation
has been diagonalized with the help of the character Table (2.5) the general form of the triplet of matrices
composing HomZ4 (R,Q⊗R) and therefore providing the representation of the quiver diagram of fig. 1 is the
following one:
A =

0 0 0 Φ(1)0,3
Φ(1)1,0 0 0 0
0 Φ(1)2,1 0 0
0 0 Φ(1)3,2 0
 ; B =

0 0 0 Φ(2)0,3
Φ(2)1,0 0 0 0
0 Φ(2)2,1 0 0
0 0 Φ(2)3,2 0

C =

0 0 Φ(3)0,2 0
0 0 0 Φ(3)1,3
Φ(3)2,0 0 0 0
0 Φ(3)3,1 0 0

(2.11)
The twelve complex parametersΦ(J)p,q with J = 1,2,3, p,q= 0,1,2,3, promoted to be functions of the space-time
coordinates ξ µ :
Φ(J)p,q(ξ )
are the complex scalar fields filling the flat Ka¨hler manifold of the Wess-Zumino multiplets in the microscopic
lagrangian of the corresponding gauge theory.
8
2.2 The locus V6 ⊂SZ4
As it was explained in the context of the general framework in [18], the 3|Γ|-dimensional flat Ka¨hler manifold
SΓ contains always a subvariety V|Γ|+2 ⊂SΓ of dimension |Γ|+2 which is singled out by the following set of
quadratic equations:
[A , B] = [B ,C] = [C , A] = 0 (2.12)
From the physical point of view, the holomorphic equation (2.12) occurs as the vanishing of the superpotential
derivatives ∂iW (Φ) = 0 while looking for the scalar potential extrema, namely for the classical vacua of the
gauge theory. From the mathematical viewpoint the locus V|Γ|+2 is the one we start from in order to calculate
the Ka¨hler quotient Mζ which provides the crepant resolution of the singularity. At the end of the day Mζ is
just the manifold of classical vacua of the gauge theory.
As discussed in [18], the vanishing locus (2.12) consists of several irreducible components of different
dimensions, and V|Γ|+2 = V6 is the only component of dimension 6. It can be represented in the form GΓ ·LΓ,
where GΓ is the holomorphic quiver group, defined in the next Section, and LΓ is the three dimensional locus
that we will shortly characterize. An open part of this principal component V6 can be given by the following
explicit equations:
Φ(2)1,0 =
Φ(1)1,0Φ
(2)
0,3
Φ(1)0,3
, Φ(2)2,1 =
Φ(1)2,1Φ
(2)
0,3
Φ(1)0,3
, Φ(2)3,2 =
Φ(1)3,2Φ
(2)
0,3
Φ(1)0,3
,
Φ(3)1,3 =
Φ(1)1,0Φ
(3)
0,2
Φ(1)3,2
, Φ(3)2,0 =
Φ(1)1,0Φ
(1)
2,1Φ
(3)
0,2
Φ(1)0,3Φ
(1)
3,2
, Φ(3)3,1 =
Φ(1)2,1Φ
(3)
0,2
Φ(1)0,3
(2.13)
2.3 The holomorphic quiver group GZ4 and the gauge groupFZ4
Following the general scheme outlined in [18], we see that the locusSZ4 is mapped into itself by the action of
the complex quiver group:
GZ4 = C
?×C?×C? ' Λ ≡

C? 0 0 0
0 C? 0 0
0 0 C? 0
0 0 0 C?
 ; detΛ = 1 (2.14)
The gauge group of the final gauge theory is the maximal compact subgroup of GZ4 , namely:
FZ4 = U(1)×U(1)×U(1) ' Ξ ≡

U(1) 0 0 0
0 U(1) 0 0
0 0 U(1) 0
0 0 0 U(1)
 ; detΞ = 1 (2.15)
The explicit form of the matrices Λ and Ξ is that appropriate to the basis where the regular representation is
diagonalized. In that basis the charge assignments (representation assignments) of the scalar fields are read off
from the transformation rule:
A(Φ′) = Ξ−1 A(Φ)Ξ, B(Φ′) = Ξ−1 B(Φ)Ξ, C(Φ′) = Ξ−1C(Φ)Ξ (2.16)
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Then we consider the locus LZ4 made by those triplets of matrices A,B,C that belong to SΓ and are diagonal
in the natural basis of the regular representation. In the diagonal basis of the regular representation the same
matrices A,B,C have the following form:
A0 =

0 0 0 Z1
Z1 0 0 0
0 Z1 0 0
0 0 Z1 0
 ; B0 =

0 0 0 Z2
Z2 0 0 0
0 Z2 0 0
0 0 Z2 0

C0 =

0 0 Z3 0
0 0 0 Z3
Z3 0 0 0
0 Z3 0 0

(2.17)
The fields Z1,2,3 provide a set of three coordinates spanning the three-dimensional locus LZ4 . The complete
locus V6 coincides with the orbit of LZ4 under the free action of GZ4 :
V6 = GZ4 ·LZ4 =
 Λ
−1 A0 Λ
Λ−1 B0 Λ
Λ−1C0 Λ
 (2.18)
2.4 The moment map equations
Implementing once more the general procedure outlined in [18] we arrive at the moment map equations and at
the final crepant resolution of the singularity in the following way.
We refer the reader to [18] for the general definition of the moment map
µ : SΓ −→ F?Γ
where F?Γ denotes the dual (as vector spaces) of the Lie algebra FΓ of the gauge group. We recall that the
preimage of the level zero moment map is theFΓ orbit of the locus LΓ:
µ−1 (0) = FΓ ·LΓ. (2.19)
Note that LΓ is actually C3, so that the image of LΓ in the Ka¨hler quotient of level zero coincides with the
original singular variety C3/Γ (cf. Lemma 3.1 in [44]).
Next, as in [18], we consider the following decomposition of the Lie quiver group algebra:
GZ4 = FZ4⊕KZ4 (2.20)
[FZ4 , FZ4 ] ⊂ FZ4 ; [FZ4 ,KZ4 ] ⊂ KZ4 ; [KZ4 ,KZ4 ] ⊂ FZ4 (2.21)
where FZ4 is the maximal compact subalgebra.
A special feature of all the quiver groups and Lie algebras is that FΓ and KΓ have the same real dimension
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|Γ|−1 and one can choose a basis of Hermitian generators T I such that:
∀Φ ∈ FΓ : Φ = i×∑|Γ|−1I=1 cIT I ; cI ∈ R
∀K ∈KΓ : K = ∑|Γ|−1I=1 bIT I ; bI ∈ R
(2.22)
Correspondingly a generic element g ∈ GZ4 can be split as follows:
∀g ∈ GZ4 : g =U H ; U ∈FZ4 ; H ∈ exp [KZ4 ] (2.23)
Using the above property we arrive at the following parametrization of the space V6
V6 = FZ4 ·(exp [KZ4 ] ·LZ4) (2.24)
where, by definition, we have set:
p ∈ exp [KZ4 ] ·LZ4 ⇒ p = {exp [−K ] A0 exp [K ] , exp [−K ] B0 exp [K ] , exp [−K ]C0 exp [K ]}
{A0, B0,C0} ∈ LZ4
K ∈ KZ4 (2.25)
In our case the three generators T I of the real subspace KZ4 have been chosen as follows:
T 1 =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
 ; T 2 =

0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

T 3 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1

(2.26)
So that the relevant real group element takes the following form:
exp[K ] =

H1 0 0 0
0 H2H1 0 0
0 0 H3H2 0
0 0 0 1H3
 (2.27)
where HI are, by definition, real. Relying on this, in the Ka¨hler quotient we can invert the order of the opera-
tions. First we quotient the action of the compact gauge group FZ4 and then we implement the moment map
constraints. We have:
V6//FZ4 = (exp [KZ4 ] ·LZ4)/Z4, (2.28)
where Z4 acts on LZ4 via the action induced by that of the stabiliser of LZ4 in FZ4 . The explicit form of the
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triple of matrices mentioned in eq. (2.25) is easily calculated on the basis of eqs. (2.17) and (2.27)
p =
 AB
C
 ≡
 exp[−K ]A0 exp[K ]exp[−K ]B0 exp[K ]
exp[−K ]C0 exp[K ]
 (2.29)
The moment map is given by:
µ (p) = {P1,P2,P3}
PI = Tr
[
TI
([
A , A†
]
+
[
B , B†
]
+
[
C ,C†
])]
(2.30)
Imposing the moment map constraint we find:
µ−1 (ζ )//FZ4 = {p ∈ exp [KZ4 ] ·LZ4 ‖ PI(p) = ζI}/Z4. (2.31)
Eq. (2.31) provides an explicit algorithm to calculate the Ka¨hler potential of the final resolved manifold if we
are able to solve the constraints for HI in terms of the triple of complex coordinates Zi (i = 1,2,3). Indeed we
recall that the Ka¨hler potential KMζ of the resolved variety Mζ =Nζ/FZ4 , where Nζ = µ
−1(ζ ) ⊂SΓ, is
given by the celebrated formula (see [39, eq. (3.58)] and also [13])
KMζ =KNζ +ζI C
IJ logH
2αζJ
J . (2.32)
HereKNζ is the restriction toNζ of the Ka¨hler potential of the flat Ka¨hler metric onSΓ, which isFZ4-invariant
and therefore can be regarded as a function onMζ . The positive rational constants αζ are to be chosen so that
the functions H
2αζJ
J are hermitian fiber metrics on the three tautological bundles; these constants are completely
determined by the geometry, but it will be easier to fix them later on, using the fact that Chern characters of the
tautological line bundles are a basis of the cohomology ring of Mζ [23]. Moreover,
CIJ = Tr
(
T I T J
)
=
 2 −1 0−1 2 −1
0 −1 2
 (2.33)
is the matrix of scalar products of the gauge group generators.
The final outcome of this calculation was already presented in Section 9 of [18]. As it was done there, it is
convenient to consider the following linear combinations: 1 0 −11 −1 1
0 1 0

 P1−ζ1P2−ζ2
P3−ζ3
 = 0 (2.34)
In this way we obtain: 
−(X
2
1−X23 )(X1X3(∆21+∆22)+(1+X22 )∆23)
X1X2X3
(X2+X32−X1X3(X21+X23 ))(∆21+∆22)
X1X2X3
−(−1+X
2
2 )(X2(∆21+∆22)+(X21+X23 )∆23)
X1X2X3
 =
 ζ1−ζ3ζ1−ζ2+ζ3
ζ2
 (2.35)
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where ∆i = | Zi | are the moduli of the three complex coordinates Zi, and XJ = H2J for J = 1,2,3.
Applying the general framework developed in [18] we have
H ≡
 H1 0 00 H2 0
0 0 H3
 (2.36)
and the positive definite hermitian matrixH 2αζJ is the fiber metric on the direct sum:
R =
r⊕
I=1
RI (2.37)
of the r = 3 tautological bundles that, by construction, are holomorphic vector bundles with rank equal to the
dimensions of the three nontrivial irreducible representations of Γ, which in this case is always one:
RI
pi−→ Mζ ; ∀p ∈Mζ : pi−1(p)≈ CnI (2.38)
The compatible connection7 on the holomorphic vector bundleR =
⊕
IRI is given by ϑ =
⊕
I ϑI , where
ϑI = αζI ∂ logXI =H
−2αζI ∂H 2αζI (2.39)
which is a 1-form with values in C, the Lie algebra of the structural group C∗ of the I-th tautological vector
bundle. The natural connection of the FZ4 principal bundle, mentioned in eq. (2.15) is just, according to the
universal scheme, the imaginary part of the connection ϑ .
In order to solve the system of equations (2.35) it is convenient to change variables and write:
Σ = ∆21+∆
2
2 ; U = ∆
2
3 (2.40)
In this way we obtain:
−UX22 X21 −UX21 +UX22 X23 +UX23 −ζ1X2X3X1+ζ3X2X3X1−ΣX3X31 +ΣX33 X1 = 0
−ζ1X2X3X1+ζ2X2X3X1−ζ3X2X3X1−ΣX3X31 −ΣX33 X1+ΣX32 +ΣX2 = 0
−UX21 X22 −UX23 X22 +UX21 +UX23 −ζ2X1X3X2−ΣX32 +ΣX2 = 0
(2.41)
This is the fundamental algebraic system encoding all information about the singularity resolution.
3 Properties of the moment map algebraic system and chamber structure
The resolubility of the system (2.41), viewed as a set of algebraic equations of higher order has some very
peculiar properties that actually encode the topology and analytic structure of the resolved manifold Y and of its
possible degenerations. The most relevant property of (2.41) is that for generic values U > 0,Σ> 0 it has always
one and only one root where all Xi > 0 are real positive. This is of course expected from the general theory, as
we know there are a well-defined quotient, and a Ka¨her metric on the quotient, for every generic choice of the
level parameters ζ (these are called Fayet-Iliopoulos parameters in gauge theory, while in algebraic geometry
7Following standard mathematical nomenclature, we call compatible connection on a holomorphic vector bundle, one whose (0,1)
part is the Cauchy-Riemann operator of the bundle.
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they correspond to the so-called stability parameters); but it has also been verified numerically at an arbitrary
large collection of random points ζ ∈ R3 and for an arbitrary large collection of points {U,Σ} ∈ R2+.
The special surface S2. Although it is not a wall there is in the ζ space a planar surface defined by the
following conditions
S2 ≡ {ζ1 = ζ3 = a, ζ2 = b 6= 2a} (3.1)
where the algebraic system (2.41) acquires a more manageable form without loosing generality. The strong
simplification is encoded in the following condition:
X1 = X2 (3.2)
Thanks to eq.(3.2), on the plane S2 the moment map system reduces to a system of two rather than three
equations. To understand eq.(3.2) we need to recall some results already obtained in [18]. Considering the
system (2.41), it was there observed that one of the three functions Xi can always be algebraically solved in
terms of the other two. Indeed we can write:
X3 = X1 2
√
ζ2+ζ3
(
X22 −1
)
ζ2+ζ1
(
X22 −1
) (3.3)
This relation is the algebraic counterpart, in the moment map equations of the topological result that the homol-
ogy and cohomology of the resolved variety Y has dimension 2. If, inspired by eq.(3.3) we consider the case
where all parameters ζi are different from zero but two of them, namely ζ1 and ζ3 are equal among themselves,
i.e. we localize our calculations on the surfaceS2, then eq.(3.2) follows, yielding a reduced system of moment
map equations: (
−2aX2X21 +bX2X21 −2ΣX41 +ΣX32 +ΣX2
−bX21 X2−2UX21 X22 +2UX21 −ΣX32 +ΣX2
)
=
(
0
0
)
(3.4)
3.1 Generalities on the chamber structure
In general, the space of parameters ζ (which are closely related to the stability parameters of the GIT quotient
construction)8 has a chamber structure. Let C be a chamber in that space, and W a wall of C; denote by
MC the resolution corresponding to a generic ζ in C (they are all isomorphic), and by MW the resolution
corresponding to a generic ζ in W . There is a well-defined morphism γ W : MC →MW (actually one should
take the normalization of the second space, but we skip such details). In general, the morphism γ W contracts
curves or divisors; in [23] the walls are classified according to the nature of the contractions performed by γ W .
One says that W is of
1. type 0 if γ W is an isomorphism;
2. type I if γ W contracts a curve to a point;
3. type III if γ W contracts a divisor to a curve.
Walls of type II, that should contract a divisor to a point, do not actually exist, as shown in [23].
8Geometric invariant theory, usually shortened into GIT, is the standard way of taking quotients in algebraic geometry [49,50]. The
relation between the GIT approach and the Ka¨hler quotient a` la Kronheimer in the problem at hand is explored in [24].
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The chamber structure pertaining to our example is analyzed and reconstructed in detail in Section 5. A
guide to the localization of walls and chambers is provided by the existence of some lines in ζ space where the
system (2.41) becomes solvable by radicals or reduces to a single algebraic equation. These lines either turn
out to be edges of the convex chambers occuring at intersections of walls, or just belong to walls. We begin by
analyzing such solvable lines.
3.2 The solvable lines located in ζ space
In the ζ moduli space there are few subcases where the solution of the algebraic system (2.41) can be reduced
to finding the roots of a single algebraic equation whose order is equal or less than 6. As anticipated these
solvable cases are located on walls of the chamber and in most case occur at the intersection of two walls.
A) Case Cardano I, ζ1 = 0, ζ2 = ζ3 = s. With this choice the general solution of the system (2.41) is provided
by setting the ansatz displayed below and by solving the quartic equation for X contained in the next line:
X1 = 1, X2 = X , X3 = X
sX2−UX4+U−ΣX3+ΣX = 0 (3.5)
Obviously we need to choose a branch of the solution such that X is real and positive. As we discuss
later on, this is always possible for all values of U and Σ and the required branch is unique.
To this effect a simple, but very crucial observation is the following. The arithmetic square root
√|s| of
the level parameter s can be used as length scale of the considered space by rescaling the coordinates as
follows: Zi → √|s| Z˜i so that equation (3.5) can be rewritten as follows
−U˜X4+U− Σ˜X3+ sX2+ Σ˜X = 0 (3.6)
where s denotes the sign of the moment map level. This implies that we have only three cases to be
studied, namely:
s =

1
0
−1
(3.7)
The second case corresponds to the original singular orbifold while the first and the third yield one
instance of what we name the Cardano manifold. We will see that it corresponds to one of the possible
degenerations of the full resolution Y . In the following we disregard the tildas and we simply write:
−UX4+U−ΣX3± X2+ΣX = 0 (3.8)
B) Case Cardano II ζ3 = 0, ζ1 = ζ2 = s. With this choice the general solution of the system (2.41) is provided
by setting the ansatz displayed below and by solving the quartic equation for X contained in the next line:
X1 = X , X2 = X , X3 = 1
−sX2−UX4+U−ΣX3+ΣX = 0 (3.9)
As one sees eq. (3.9) can be reduced to the form (3.8) by means of a rescaling similar to that utilized in
the previous case. All previous conclusions apply to this case upon the exchange of X1 and X3.
15
C) Case Eguchi-Hanson ζ2 = 0, ζ1 = ζ3 = s. With this choice the general solution of the system (2.41) is
provided by setting the ansatz displayed below and by solving the quartic equation for X contained in the
next line:
X1 = X , X2 = 1 X3 = X
−2sX2+2Σ−2ΣX4 = 0 (3.10)
The unique real positive branch of the solution to eq. (3.10) is given below:
X →
√√
s2+4Σ2
Σ − sΣ√
2
(3.11)
We will see in a later Section that eq.(3.11) leads to a complex three-dimensional manifold that is the
tensor product EH×C, having denoted by EH the Eguchi-Hanson hyperka¨hler manifold.
D) Case Kampe´ ζ2 = 2s, ζ1 = ζ3 = s. With this choice the general solution of the system (2.41) is provided
by setting the ansatz displayed below and by solving the sextic equation for X contained in the next line:
X1 =
4
√
Z3+Z
4
√
2
, X2 = Z, X3 =
4
√
Z3+Z
4
√
2
2
(
Z2+1
)(
sZ−UZ2+U)2−Σ2Z (Z2−1)2 = 0 (3.12)
As in other cases the root of the sextic equation must be chosen real and positive. Furthermore the
absolute value of the parameter s can be disposed off by means of a rescaling.
3.3 The Ka¨hler potential of the quotient manifolds
Before discussing the chamber structure guided by the discovery of the above mentioned solvable edges
A,B,C,D it is useful to complete the determination of the Ka¨hler manifolds singled out by such edges. This
requires considering the explicit form of the Ka¨hler potential for the quotient manifolds. Following the gen-
eral rules of the Ka¨hler quotient resolution a` la Kronheimer, as developed in [18], the restriction of the Ka¨hler
potential of the linear space SΓ = HomΓ (R,Q⊗R) to the algebraic locus D(LΓ) and then to the level surface
Nζ is, for the case under consideration, the following one:
K0 |Nζ =
U
(
X22 +1
)(
X21 +X
2
3
)
+Σ
(
X32 +X2+X1 X3
(
X21 +X
2
3
))
X1X2X3
(3.13)
The complete Ka¨hler potential of the resolved variety is given by:
KMζ = K0 |Nζ +αζ ζI CIJ log [XJ] (3.14)
The main point we need to stress is that, depending on the choices of the moduli ζI (up to rescalings) we
can obtain substantially different manifolds, both topologically and metrically.
The generic case which captures the entire algebraic structure of the resolved variety, to be discussed in
later sections by means of toric geometry, is provided by
ζ1 6= 0 , ζ2 6= 0 , ζ3 6= 0 (3.15)
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We name the corresponding Ka¨hler manifold Y . The explicit calculation of the Ka¨hler geometry of the manifold
Y is discussed in the later Section 7, relying on the particular case ζ1 = ζ3 = 12 , ζ2 = 2.
For the solvable edges of moduli space which we have classified in the previous Section we have instead
the following results
A) Cardano caseM0,1,1. We name Cardano manifold the one emerging from the choice ζ1 = 0, ζ2 = 1, ζ3 = 1
where the solution of the moment map equations is reduced to the solution of the quartic algebraic
equation (3.8). Choosing the sign plus in that equation and performing the substitution X1 = 1, X2 =
X , X3 = X the Ka¨hler potential of the Cardano manifoldM0,1,1 takes the form:
KM0,1,1 = 2αζ logX +
(
X2+1
)(
U
(
X2+1
)
+2ΣX
)
X2
(3.16)
where, depending on the Σ,U region, X is the positive real root of the quartic equation
−UX4+U−ΣX3+X2+ΣX = 0 (3.17)
We already argued that this exists and is unique in all regions of the Σ,U plane.
B) Cardano caseM1,1,0. This turns out to be an identical copy of the previous Cardano manifold. It emerges
from the choice ζ1 = 1, ζ2 = 1, ζ3 = 0 for which the solution of the moment map equations are also
reduced to the solution of the quartic algebraic equation (3.8). Performing the substitution X1 = X , X2 =
X , X3 = 1 the Ka¨hler potential of the Cardano manifoldM1,1,0 takes the form:
KM1,1,0 = 2αζ log(X)+
(
X2+1
)(
UX2+U +2ΣX
)
X2
(3.18)
which is identical with eq. (3.16) and X is once again the positive real root of the quartic equation (3.17).
Let us name Bi(Σ,U) the four roots of eq.(3.17) enumerated in the order chosen by MATHEMATICA to
implement Cardano’s formula. For all the points Σ > 0,U > 0 the fourth branch B4(Σ,U) is the unique
real positive one. This property is visualized in fig. 2. Hence let us consider the Ka¨hler potential of
eq. (3.16) where X → X(ϖ ,f) is the positive real root of the quartic equation (3.17).
We write the positive real solution to the quartic equation (3.17) in terms of two new variables defined
below:
U =
√
f ; Σ =
√
ϖ 4
√
f (3.19)
As the reader will appreciate later on, these variables are specially prepared to perform the limit to the
compact exceptional divisor and are justified by the toric analysis of Section 4.
The explicit form of X(ϖ ,f) (plotted in fig.2) is the following one:
X =
1
12f1/4
√6
√√√√√− 3
√
3C√
4 3
√
2A
3√D
+2 22/3 3
√
D+3ϖ−8
ϖ
− 2
3
√
2A
3
√
D
−22/3 3
√
D+3ϖ −8
+
√
3
√
4 3
√
2A
3
√
D
+2 22/3 3
√
D+3ϖ −8−3√ϖ
 (3.20)
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Figure 2: Plot of the 4th branch of the solution to the quartic equation (3.6). This branch is the unique real positive one.
The surface is plotted with respect to the new variables ϖ and f defined in eq. (3.19)
The symbolsA ,B,C ,D utilized in (3.20) are just shorthands for certain combinations of the parameters
(ϖ ,f) that we mention below.
A = 3ϖ
√
f−12f+1
B = 9ϖ
√
f+72f+2
C = ϖ −8
√
f−4
D =
√
B2−4A 3+B (3.21)
C) Eguchi Hanson case Ms,0,s. When we choose ζ1 = s, ζ2 = 0, ζ3 = s the moment map system reduces to
eqs. (3.10). Performing the substitution X1 = X , X2 = 1, X3 = X and using eq. (3.11) the Ka¨hler potential
of the manifoldMs,0,s takes the form:
KMs,0,s = 4α s log[X ] +2ΣX
2+
2Σ
X2︸ ︷︷ ︸
K2
+4U (3.22)
What we immediately observe from eq. (3.22) is that the Ka¨hler potential is of the form:
KMs,0,s = K2 (Z1,Z2, Z¯1, Z¯2)︸ ︷︷ ︸
Ka¨hler potential of a two-fold
+4×|Z3|2 (3.23)
Hence the manifoldMs,0,s is a direct product:
Ms,0,s = M2 × C (3.24)
It is not difficult to realize that the manifoldM2 is just the Eguchi-Hanson space EH ≡ ALEZ2 . To this
effect it suffices to set s = `2 and rescale the coordinates Z
1,2 → Zˇ1,22 . This implies Σ = 14 |Zˇ|2 and the
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Ka¨hler potentialK2 (Z1,Z2, Z¯1, Z¯2) turns out to be
K2 =
√
`2+ |Zˇ|4 + αζ ` log
−`+
√
`2+ |Zˇ|4
|Zˇ|2
 (3.25)
which is essentially equivalent to the form of the Eguchi-Hanson Ka¨hler potential given in eq. (7.22)
of [18]. This might be already conclusive, yet for later purposes it is convenient to consider the further
development of the result (3.25) since the known and fully computable case of the Eguchi-Hanson space
allows us to calibrate the general formula for the Ka¨hler potential (2.32) fixing the value of the so far
unknown parameter αζ that, in this case, turns out to be αζ = 1. To this effect recalling the topological
structure of the Eguchi Hanson space that is the total space of the line bundle OP1(−2) we perform the
change of variables:
Zˇ1 = u
√
v ; Zˇ2 =
√
v (3.26)
where u is the complex coordinate of the compact base P1, while v is the complex coordinate spanning
the non-compact fiber. Upon such a change the Ka¨hler potential (3.25) becomes:
K2 =
√
|v|2(|u|2+1)2+ `2 + αζ ` log
(√
|v|2(|u|2+1)2+ `2− `
(|u|2+1)
√
|v|2
)
(3.27)
A further important information can be extracted from the present case. Setting v = 0 we perform the
reduction to the exceptional divisor of this partial resolution which is just the base manifold P1 of Eguchi-
Hanson space. The reduction of the Ka¨hler 2-form to this divisor is very simple and it is the following
one:
K |P1 =
ρ
√
`2dρ ∧dθ
pi (ρ2+1)2
(3.28)
where we have set u = ρ exp[iθ ]. It follows that the period integral of the Ka¨hler 2-form on the unique
homology cycle C1 of the partial resolution EH×C which is the above mentioned P1 is:
∫
C1
K = 2pi
∫ ∞
0
ρ
√
`2dρ
pi (ρ2+1)2
=
√
`2 (3.29)
Equation (3.29) sends us two important messages:
• Whether the level parameter s = `/2 is positive or negative does not matter.
• The absolute value |s| encodes the size of the homology cycle in the exceptional divisor. When it
vanishes the homology cycle shrinks to a point and we have a further degeneration.
D) Sextic case or the Kampe´ manifold9 Ms,2s,s. When we choose ζ1 = s, ζ2 = 2s, ζ3 = s the moment map
system reduces to eqs. (3.12). With the same positions used there, the Ka¨hler potential of the Ms,2s,s-
manifold turns out to be the following one:
KM1,2,1 = 2s log(Z) +
√
2
√
Z3+Z
(√
2U
√
Z3+Z+2ΣZ
)
Z2
(3.30)
9Since it is generally stated that the roots of a general sextic equation can be written in terms of Kampe´ de Fe´riet functions, although
explicit generic formulae are difficult to be found, we have decided to callMs,2s,s the Kampe´ manifold with the same logic that led us
to nameM0,s,s the Cardano manifold.
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where the function Z(Σ,U) of the complex coordinates is the positive real root, depending on the Σ,U
region of the sextic equation:
2
(
Z2+1
)(
sZ−UZ2+U)2−Σ2Z (Z2−1)2 = 0 (3.31)
In the next Section we discuss the geometry of the crepant resolution of the singularity C
3
Z4 utilizing toric
geometry. Then we return to the formulae for the Ka¨hler potential displayed in the present Section in order to
see how the Ka¨hler geometry of the entire space and in particular of the various components of the exceptional
divisor is realized in the various corners of the moduli-space. This will allow us to discuss the Chamber
Structure of this particular instance of Ka¨hler quotient resolution a` la Kronheimer.
As we are going to see, all the four cases analyzed in the present Section, the two Cardano cases, the Eguchi-
Hanson case and the Kampe´ case correspond to partial resolutions of the orbifold singularity and indeed they
are located on walls or even on edges where some homology cycles shrink to zero. The Ka¨hler geometry of the
full resolution will be analyzed in Section 7.
4 Toric geometry description of the crepant resolution
As announced above in the present Section we study the full and partial resolutions of the singularity C3/Z4 in
terms of toric geometry. Both resolutions turn to be the total space of the canonical line bundle over an algebraic
surface, the second Hirzebruch surface F2 and the weighted projective plane P[1,1,2]. The main output of this
study is provided by two informations:
1. The identification as algebraic varieties of the irreducible components of the exceptional divisor DE
introduced by the resolution.
2. The explicit form of the atlas of coordinate patches that describe the resolved manifold and the coordinate
transformation from the original Zi to the new u,v,w (appropriate to each patch) that constitute the blowup
of the singularities.
The second information of the above list and in particular the equation of the exceptional divisor in each patch
is the main tool that allows to connect the Ka¨hler quotient description outlined in the previous Section with
the algebraic description. In particular by this token we arrive at the determination of the Ka¨hler metric of the
exceptional divisor components induced by the Kronheimer construction.
4.1 An initial cautionary remark
Let Γ be a finite subgroup of SL(3,C), and let let X0 = (C3)ss//0 Γ.10 By general theory (see e.g. [38]) for
every generic value of the stability parameter θ there is a morphism C3//θ Γ→ X0. Sardo Infirri [54, Thm. 4,4
and Rmk. 4.5] and Craw-Ishii [23, Prop. 2.2] notice that there always is a closed embedding C3/Γ→ X0 (this
makes C3/Γ into an irreducible component of X0), and that this is an isomorphism if and only if Γ acts freely
away from 0. This happens for C2/Zn both for the standard SU(2) and U(2) actions, and for the C3/Z3 case
treated in [18], but not for the present C3/Z4 case, where each point of the z axis has a Z2 isotropy subgroup.
10For an affine scheme, the GIT quotient is constructed as the spectrum of the Γ-invariant subring of the coordinate ring of the affine
scheme. In the non-affine case the GIT quotient is obtained by glueing local affine quotients. It is a categorical quotient of the open
subscheme of θ -semistable points and is denoted by the symbol X ss//θ Γ, after choosing a stability parameter θ . See e.g. [49, 50].
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On the other hand, one can shows the existence of at least one stability chamber such that for generic values of
θ in that chamber, C3//θ Γ is a resolution of singularities of C3/Γ [23]. So in that case one has a commutative
diagram
C3//θ Γ
 ""
C3/Γ 
 // X0
Actually we shall see in Sections 5 and 6 that in the present C3/Z4 case all stability chambers correspond to
the full resolution of singularities.
4.2 The singular variety Y0 = C3/Z4
We shall denote by (x,y,z) the coordinates of C3, by {ei} the standard basis of R3 and by {ε i} the dual basis.
The action of Z4 is given by
(x,y,z) 7→ (ωx,ωy,ω2z)
with ω4 = 1. It is easy to find a basis for the space of invariant Laurent polynomials:
I1 = xy−1, I2 = y2 z−1, I3 = z2 (4.1)
so that the three vectors
u1 = ε1− ε2, u2 = 2ε2− ε3, u3 = 2ε3
generate the lattice M of invariants, which is a sublattice of the standard (dual) lattice M0. The lattice N dual to
M is a superlattice of the standard lattice N0, and is generated by the vectors
w1 = e1, w2 = 12 e1+
1
2 e2, w3 =
1
4 e1+
1
4 e2+
1
2 e3. (4.2)
The generators of the rays giving the cone associated with the variety Y0 are obtained by inverting these rela-
tions, i.e.,
v1 = w1, v2 = 2w2−w1, v3 =−w2+2w3.
From now on, unless differently stated, coordinate expressions will always refer to this basis {wi} of N. So the
rays of the fan Σ0 of Y0 are
v1 = (1,0,0), v2 = (−1,2,0), v3 = (0,−1,2)
They do not form a basis of N, according to the fact that Y0 is singular (note indeed that that N/∑iZvi = Z4).
4.3 The full resolution Y of Y0 = C3/Z4
In this Section we study the full (smooth) resolution Y of the singular quotient Y0, describing its torus-invariant
divisors and curves and the natural coordinate systems on its affine patches.
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w2 = (0,1,0)
v1 = (1,0,0)
v2 = (−1,2,0)
v3 = (0,−1,2)
w3 = (0,0,1)
v1 v2
v3
w3
σ4
σ3
w2
σ2σ1
Figure 3: The fan ΣY of the resolution Y and the associated planar graph
4.3.1 The fan
The fan of Y is obtained by adding to the fan Σ0 the rays generated by the lattice points lying on the triangle
with vertices {vi}. These are
w2 = (0,1,0), w3 = (0,0,1).
The torus invariant divisors corresponding to the two new rays of the fan are the components of the exceptional
divisor. Since w3 is in the interior of the triangle, the corresponding component of the exceptional divisor is
compact, while the component corresponding to w2, which lies on the border, is noncompact. Note indeed
that, according to the equations (4.2), w2 and w3 correspond to the junior classes 12(1,1,0) (noncompact) and
1
4(1,1,2) (compact) associated with the given representation of Z4.
We shall denote by Y this resolution of singularities. Figure 3 shows the fan of Y and the associated planar
graph. The planar graph is obtained by projecting the generators of the rays onto the triangle formed by the
three original vertices; this is shown in a 3-dimensional perspective in Figure 4.
One can explicitly check that all cones of ΣY are smooth, so that Y is indeed smooth. Note that all cones of
ΣY are contained in the cones of Σ0, which corresponds to the existence of a morphism Y → Y0.
If we first make the blowup corresponding to the ray w3, i.e., to the junior class 14(1,1,2), according to the
general theory the exceptional divisor is a copy of the weighted projective plane P[1,1,2]. When we make the
second blowup, i.e. we blow up the z axis, we also blowup P[1,1,2] at its singular point, so that the compact
component of the exceptional divisor of the resolution of Y0 is a copy of the second Hirzebruch surface F2.
Moreover, the noncompact component of the exceptional divisor is isomorphic to P1×C (which, by the way,
turns out to be the weighted projective space P[1,1,0]). This will be shown in more detail in the next sections
(in particular, the compact exceptional divisor will be characterized as the Hirzebruch surface F2 by computing
its fan).
By general theory [40] (see also [18]) we know
h2(Y,Q) = 2, h2(Y,Q) = 2, h2c(Y,Q) = 1, h4(Y,Q) = 1.
4.3.2 Divisors
We analyze the toric divisors of Y ; they are summarized in Table 1. Each of these is associated with a ray of the
fan ΣY . The divisors corresponding to w3, w2, v1, v3, v2 will be denoted Dc, Dnc, DEH , D4, D′EH respectively.
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Figure 4: The figure displays a finite portion of the lattice N dual to the lattice M of Z4-invariants and the
generators of the cone σ describing the singular quotient C3/Z4 marked as fat dark arrows. The extremal
points of the three generators single out a triangle, which intersects the lattice N in two additional points,
namely the extremal points of the vector w3 and of the vector w2, marked as lighter arrows in the figure. These
vectors have to be added to the fan and divide the original cone into four maximal cones, corresponding to as
many open charts of the resolved smooth toric variety.
Since Y is smooth all of them are Cartier. Table 1 shows the fans of these divisors and what variety they are as
intrinsic varieties. The fans are depicted in Figure 5.11 The fan of Dc is generated by the rays v2, w2, v1, v3,
which shows that Dc is the second Hirzebruch surface F2. The corresponding curves in Dc have been denoted
E1, E2, E3, E4 respectively. From the self-intersections of these curves (in Dc)
E21 = 0, E
2
2 =−2, E23 = 0, E24 = 2
(see [20, Example 6.4.6]) we see that E2 is the section of F2→ P1 which squares to −2, i.e., the exceptional
divisor of the blowup F2→ P[1,1,2], while E4 is the section that squares to 2, and E1, E3 are the toric fibers of
F2→ P1.
Table 1: Toric Divisors in Y . The last column shows the components of the divisor class on the basis given by
(Dnc,Dc). The variety ALEA1 is the Eguchi-Hanson space, the crepant resolution of the singular space C2/Z2.
Ray Divisor Fan Variety Components
w3 Dc (1,0), (−1,2), (0,−1), (0,1) F2 (0,1)
w2 Dnc (1,0), (−1,0), (0,1) P1×C (1,0)
v1 DEH (1,0), (−1,2), (0,1) ALEA1 (−12 ,−14)
v3 D4 (1,0), (−1,4), (0,1) tot (O(−4)→ P1) (0,−12)
v2 D′EH (1,0), (−1,2), (0,1) ALEA1 (−12 ,−14)
Among the 5 divisors only 2 are independent in cohomology. We consider the exact sequence [20, Thm. 4.2.1]
0→M A−→ DivT(Y ) B−→ Pic(Y )→ 0 (4.3)
11In the cases when the ray associated to the divisor is not a coordinate axis we made a change of basis.
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E3
E1
E4
E2
Dc
τ2
τ3
τ4
τ1
Dnc DEH , D
′
EH D4
Figure 5: The fans of the 5 toric divisors of Y . In the fan of Dc we have labelled the rays with the names of the
corresponding divisors; the τi’s are the maximal cones.
where M is the dual lattice, DivT(Y ) is the group of torus-invariant divisors, and Pic(Y ) is the Picard group12
of the full resolution Y . The morphism B simply takes the class of a divisor in the Picard group, while for every
m ∈ M, A(m) is the divisor associated with the rational function defined by m. Moreover we know that the
classes of the divisors Dnc and Dc generate Pic(Y ) over Q [40]. With that choice of basis in Pic(Y )⊗Q, with
the basis given by the 5 divisors in DivT(Y )⊗Q, and the basis in M⊗Q given by the duals of the {wi}, the
morphisms A and B are represented over the rationals by the matrices
A =

1 0 0
−1 2 0
0 −1 2
0 1 0
0 0 1
 , B =
(
−12 −12 0 1 0
−14 −14 −12 0 1
)
We deduce that the relations among the classes of the 5 toric divisors in the Picard group are13
[DEH ] = [D′EH ] =−12 [Dnc]− 14 [Dc] (4.4)
[D4] =−12 [Dc] (4.5)
Since the canonical divisor can be written as minus the sum of the torus-invariant divisors, one has
[KY ] =−[Dnc]− [Dc]− [DEH ]− [D′EH ]− [D4] = 0
consistently with the fact that the resolution Y →Y0 is crepant. (Note that Pic(Y ) is free over Z [20, Prop. 4.2.5],
so that the equality [KY ] = 0 in Pic(Y )⊗Q also implies that [KY ] = 0 in Pic(Y )).
The matrix B can also be chosen as
B =
(
1 1 0 −2 0
0 0 1 1 −2
)
12The Picard group Pic(X) of a complex variety X is the group of isomorphism classes of holomorphic line bundles on X . Using
Cˇech cohomology it can be represented as the cohomology group H1(X ,O∗X ), whereO∗X is the sheaf of nowhere vanishing holomorphic
functions on X .
13The notation [D] means the class in the Picard group of the line bundle OX (D).
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which corresponds to taking the classes of DEH and D4 as basis of the Picard group. In this way the matrix B is
integral, which means that DEH and D4 generate Pic(Y ) over the integers.
4.3.3 Toric curves and intersections
The planar graph in Figure 3 shows that Y has 4 compact toric curves, corresponding to the inner edges of the
graph. The intersection between a smooth irreducible curve C and a Cartier divisor D is defined as
C ·D = deg( f ∗OY (D))
where f : C→ Y is the embedding, and OY (D) is the line bundle associated to the divisor14 (we shall use this
definition in Section 6 to compute the periods of the tautological line bundles). Inspection of the fan allows one
to detect when the intersection is transversal (in which case the intersection mumber is 1), empty (intersection
number 0), or the curve is inside the divisor. The intersections are shown in Table 2.
Table 2: Intersections among the toric curves and divisors in the full resolution Y . For the curves that are inside
Dc the last two columns also show the identifications with the curves corresponding to the rays in the fan of Dc
of Figure 5, and what they are inside the second Hirzebruch surface. Note that C1 is the intersection between
the two components of the exceptional divisor. The basis of the fibration Dc→ P1 may be identified with C1,
while C2, C4 are the fibers over two toric points, which correspond to the cones σ1 and σ2.
Edge/face Curve Dc Dnc DEH D′EH D4 Inside Dc
(w2w3) C1 0 - 2 1 1 0 E2 −2-section
(v1w3) C2 -2 1 0 0 1 E3 fiber
(v2w3) C4 -2 1 0 0 1 E1 fiber
(v3w3) C5 -4 0 1 1 2 E4 2-section
(v1w2) C3 1 0 0 0 0
The intersection numbers of DEH and D4 with C1, C2 show that the latter are a basis of H2(Y,Z) dual to
{[D4], [DEH ]}.
4.3.4 Coordinate systems and curves
The four 3-dimensional cones in the fan of Y correspond to four affine open varieties, and since all cones
are smooth (basic), they are copies of C2. The variables attached to the rays generating a cone provide a
coordinate system on the corresponding affine set. A face between two 3-dimensional cones corresponds to the
intersection between the two open sets. Note that all charts have a common intersection, as they all contain the
3-dimensional torus corresponding to the origin of the fan. Table 3 shows the association among cones, rays,
coordinates and coordinate expressions of toric curves. Below we provide a list of coordinate systems, with
all transition functions between them, and the expressions of the toric curves in the coordinate systems of the
charts they belong to. Table 4 displays the coordinate transformations among the four coordinate systems. We
have denoted Ci, i = 1 . . .5 as before, and moreover C6, C7, C8 are the noncompact toric curves in the charts
14This also allows one to compute the intersection between a curve C and a Weil divisor D. Indeed simplicial toric varieties are
Q-factorial, i.e., every Weil divisor has a multiple that is Cartier. So if mD is Cartier, one defines
C ·D = 1m C · (mD).
This may be a rational number.
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2, 3 and 4 (analogously, C3 was the noncompact curve in the chart 1). The column “Dual gen.” displays the
generators of the dual cone.
In each chart, the coordinates (u,v,w) are related to the invariants (4.1) as follows:
{u,v,w}1 = { xy , y
2
z , z
2 }
{u,v,w}2 = { yx , x
2
z , z
2 }
{u,v,w}3 = { yx , zx2 , x4 }
{u,v,w}4 = { xy , y4 , zy2 }
(4.6)
Eqs. (4.6) can be easily inverted and one obtains:
Chart Xσ1 x→ u
√
v 4
√
w , y→√v 4√w , z→√w
Chart Xσ2 x→
√
v 4
√
w , y→ u√v 4√w , z→√w
Chart Xσ3 x→ 4
√
w , y→ u 4√w , z→ v√w
Chart Xσ4 x→ u 4
√
v , y→ 4√v , z→√vw
(4.7)
The irrational coordinate transformations (4.7) derived from the toric construction are the essential tool to relate
the results of the Ka¨hler quotient construction with the geometry of the exceptional divisor as identified by the
toric resolution of the singularity.
The coordinates x,y,z in the above equation are to be identified with the Z1,2,3 that parameterize the locus
LZ4 composed by the matrices A0,B0,C0 of eq. (2.17). As we know this locus is lifted to the resolved variety
Y by the action of the quiver group element exp[Φ], whose corresponding Lie algebra element Φ satisfies the
moment map equations (2.35).
Table 3: For each cone the table assigns a name to the coordinates associated to the rays. The third column lists
the generators of the dual cones. The ε’s here are the dual basis to the w. We also write the equations of the
toric curves in these coordinates.
Cone Rays Dual gen. Coordinates Curves
σ1 v1w2w3 ε1,ε2,ε3 u1,v1,w1 C1 : v1 = w1 = 0, C2 : u1 = w1 = 0, C3 = u1 = v1 = 0
σ2 v2w2w3 −ε1,ε2+2ε1,ε3 u2,v2,w2 C1 : v2 = w2 = 0, C4 : u2 = v2 = 0, C6 : u2 = w2 = 0
σ3 v2v3w3 −ε1,−2ε1− ε2,ε3+2ε2+4ε1 u3,v3,w3 C4 : u3 = w3 = 0, C5 : v3 = w3 = 0,C7 : u3 = v3 = 0
σ4 v1v3w3 ε1,2ε2+ ε3,−ε2 u4,v4,w4 C2 : u4 = w4 = 0, C5 : v4 = w4 = 0,C8 : u4 = v4 = 0
Table 4: Coordinate changes among the charts described in Table 3
σ1 σ2 σ3 σ4
σ1 id u2 = 1u1 ,v2 = u
2
1v1,w2 = w1 u3 =
1
u1 ,v3 =
1
u21v1
,w3 = u1v21w1 u4 = u1, v4 = v
2
1w1, w4 =
1
v1
σ2 u1 = 1u2 ,v1 = u
2
2v2,w1 = w2 id u3 = u2,v3 =
1
v2 ,w3 = v
2
2w2 u4 =
1
u2 ,v4 = u
4
2v
2
2w2,w4 =
1
u22v2
σ3 u1 = 1u3 ,v1 =
u23
v3 ,w1 = v
2
3w3 u2 = u3,v2 =
1
v3 ,w2 = v
2
3w3 id u4 =
1
u3 ,v4 = u
4
3w3,w4 =
v3
u23
σ4 u1 = u4,v1 = 1w4 ,w1 = v4w
2
4 u2 =
1
u4 ,v2 =
u42
w4 ,w2 = v4w
2
4 u3 =
1
u4 ,v3 =
w4
u24
,w3 = u44v4 id
4.3.5 Y as a line bundle on F2
The full resolution Y is the total space of the canonical bundle of the second Hirzebruch surface F2; this is quite
clear from the blowup procedure (cf. Section 2.3 in [40]) and was explicitly noted in [17]. Following [20, §7.3]
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we give a toric description of this fact. The canonical bundle of F2 is the line bundle OF2(−2H), where H is
the section of F2→ P1 squaring to 2. We regard H as the toric divisor E4, see Figure 5. To each of the cones τi
of the fan of F2 one associates a 3-dimensional cone σ˜i, obtaining
σ˜1 = Cone((0,0,1),(0,1,0),(1,0,0))
σ˜2 = Cone((0,0,1),(−1,2,0),(0,1,0))
σ˜3 = Cone((0,0,1),(0,−1,2),(−1,2,0))
σ˜4 = Cone((0,0,1),(1,0,0),(0,−1,2))
This is the fan of Y . So, tot(OF2(−2H))' Y , i.e., Y is the total space of the canonical bundle of F2. Thus, the
canonical bundle of Y is trivial.15 This will be the key to the computations of the Ka¨hler potential of Y , of its
Ka¨hler metric, and of the Ka¨hler 2-form integrals on the homology cycles that we shall perform in Section 7.
4.4 The partial resolution Y3
The full resolution Y is obtained by adding two rays to the fan of Y0 = C3/Z4. If we add just one we obtain a
partial resolution. Here we examine the partial resolution that will occur in correspondence of some walls of
the stability parameters space.
4.4.1 The fan
We consider the toric 3-fold Y3 whose fan Σ3 is generated by the 4 rays v1, v2, v3, w3, which is a partial
resolution of Y0. This will appear as the partial desingularization occuring at some of the walls of the ζ
parameter space (space of stability conditions). The fan and the associated planar graph are shown in Figure 6.
The cone σ1 is singular, while σ2 and σ3 are smooth, i.e., Y3 has one singular toric point. By general theory we
know that
h2(Y3,Q) = 2, h2(Y3,Q) = h2c(Y3,Q) = h4(Y3,Q) = h2(Y3,Q) = 1.
4.4.2 Divisors
The divisors corresponding to w3, v1, v3, v2 will be denoted Dc, DEH , D′EH , D4, respectively. They are described
in Table 5. The corresponding fans are shown in Figure 7.
For the variety Y3, which is not smooth, the Picard group in the sequence (4.3) must be replaced by the class
group Cl(Y3), however after tensoring by the rationals the two groups coincide, so that we may ignore this fact.
15Let L be the total space of OF2(−2E), with projection pi : L→ F2. Then we have an exact sequence
0→ pi∗Ω1F2 →Ω1L→Ω1L/F2 → 0.
The bundle of relative differentials Ω1L/F2 is isomorphic to pi
∗L∗. As a result,
KL = det(Ω1L)' pi∗KF2 ⊗pi∗L∗ ' pi∗OF2(−2H)⊗pi∗OF2(2H)' OL.
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w3 = (0,0,1)
v1 = (1,0,0)
v2 = (−1,2,0)
v3 = (0,−1,2)
v1 v2
v3
w3
σ3
σ2
σ1
Figure 6: The fan Σ3 of the partial resolution Y3 and the associated planar graph
The group Pic(Y3)⊗Q is generated by the class of Dc. The matrices A and B are now
A =

1 0 0
−1 2 0
0 −1 2
0 0 1
 , B =
(
−14 −14 −12 1
)
(the order of the toric divisors is DEH , D′EH , D4, Dc). The relations we get among the divisor classes are
[DEH ] = [D′EH ] =−14 [Dc], [D4] =−12 [Dc].
Again, this implies [KY3 ] = 0.
The integral generator of Pic(Y3) is D4. DEH and D′EH are linearly equivalent, and both generate the class
group.
Table 5: Toric Divisors in Y3
Ray Divisor Fan Variety Type Component
w3 Dc (1,0), (−1,2), (0,−1) P[1,1,2] Cartier 1
v1 DEH (1,0), (−1,2), (0,1) ALEA1 Weil −14
v2 D′EH (1,0), (−1,2), (0,1) ALEA1 Weil −14
v3 D4 (1,0), (−1,4), (0,1) tot (O(−4)→ P1) Cartier −12
4.4.3 Toric curves and intersections
Inspection of the planar graph in Figure 6 shows that Y3 has 3 toric compact curves, however we know that there
is only one independent class in H2(Y3,Q). The intersection numbers of the curves with the 4 toric divisors are
shown in Table 6. The curves C1, C2, C4 are the 3 compact curves. C3 is a noncompact curve.
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Dc
D3
D1
D2
DEH , D′EH D4
Figure 7: The fans of the 4 toric divisors of Y3
Table 6: Intersections among the toric curves and divisors in Y3. The toric curves are images of curves in Y via
the natural map Y → Y3, and we have used the same notation for a curve in Y and its image in Y3. The curve C8
is singular (it is actually the only singular curve among the 6 toric curves of Y3). Note that C8 is indeed the strict
transform of the z axis, whose points have nontrivial isotropy, and Y3 does not resolve this singularity as Dnc
has been shrunk onto C8. The curve C1 of Y has shrunk to a point. This will be explicitly checked in Section 8
by noting that the period of the Ka¨hler form on C1 goes to zero under the blow-down morphism Y → Y3.
Face Curve Dc DEH D′EH D4
(v1w3) C2 −2 12 12 1
(v2w3) C4 −2 12 12 1
(v1v2) C8 1 0
(v3w3) C5 −4 1 1 2
4.4.4 The class group
The class group enters the exact sequence
0→M A−→ DivT(Y3)→ Cl(Y3)→ 0.
So the problem is that of computing the quotient of two free abelian groups; it may have torsion. The matrix
A can be put into a normal form called the Smith normal form [56]. This is diagonal, and the diagonal entries
determine the class group: a diagonal block equal to the identity corresponds to a free summand of the appro-
priate rank, and if a value m appears, there is a summand Zm. For Y3 the Smith normal form of the matrix A is
the identity matrix, so that the quotient is Z, i.e.,
Cl(Y3) = Z.
Comparing with Table 5 we see that the morphism Pic(Y3) → Cl(Y3) is the multiplication by 2 (indeed,
2[D′EH ] = [D4]).
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4.4.5 Y3 as a line bundle over P[1,1,2]
Also Y3 is the total space of a line bundle, in this case over P[1,1,2]. The fan of P[1,1,2] is depicted on the left
in Figure 7; it is generated by the vectors (1,0), (−1,2), (0,−1), corresponding respectively to the divisors D1,
D2, D3. The divisors D1 and D2 are Weil, while D3 is Cartier. In the class group, which is Z, they are related
by
[D3] = 2[D2] = 2[D1].
Each of D1 and D2 generates the class group, and D3 generates the Picard group.
We study the line bundle OP[1,1,2](−2D3) = OP[1,1,2](−4). By applying the algorithm in [20, §7.3] we see
that its fan is that of Y3, i.e., Y3 = tot(OP[1,1,2](−4)). Again, since −2D3 is a canonical divisor of Y3, KY3 is
trivial. Again the toric divisors of Y3 may be obtained from this description: DEH and D′EH are the inverse
images of D1 and D2, while D4 is the inverse image of D3; since D3 ·D3 = 2, then D4 is the total space of
O(−4) on P1. Moreover, Dc is the image of the zero section. Note that Y3 is obtained by shrinking Dnc to a P1;
actually Dnc is the total space of the trivial line bundle on the divisor E in F2, and P[1,1,2] is indeed obtained
by shrinking that divisor to a point.
In Section 8 using the generalized Kronheimer construction we shall calculate the Ka¨hler potential, Ka¨hler
metric and Ka¨hler form of Y3, verifying that the base of the bundle is indeed singular, as the periods of the
Ka¨hler form on the cycle C1 vanish. This means that C1 shrinks to a point, and since C1 inside the compact
exceptional divisor F2 is the exceptional divisor of the blow-down F2 → P[1,1,2], the base variety becomes
singular.
4.5 The degeneration YEH
Another degeneration occuring on some edges of the space of stability parameters is the product YEH =ALEA1×
C.
4.5.1 The fan
We consider the toric 3-fold whose fan is generated by the rays v1, w2, v3, w3. The three rays w2, w3, v3
generate the fan of the ALE space ALEA1 and are orthogonal to v1, so that this is indeed a product manifold
YEH = ALEA1 ×C. Its fan and planar graph are shown in Figure 8. All cones are contained in the cones of ΣY
(this is easily visualized by noting that the planar graph is a subgraph of that of Y ), so that there is a morphism
YEH → Y ; on the contrary, there does not seem to be morphism Y → YEH , so that YEH does not appear to be a
degeneration of Y , and YEH is not a desingularization of Y0.
Remark 4.1. The fans generated by collections of rays v2, w2, v3, w3, and v1, w2, v2, w3 describe the same
variety. 4
The cohomology of this variety is
h2(YEH ,Q) = 1, h2c(YEH ,Q) = 0, h2(YEH ,Q) = 1, h4c(YEH ,Q) = 1, h4(YEH ,Q) = 0
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w2
w3
v3
v1
v1
v3
w3
w2
σ2
σ1
Figure 8: The fan ΣEH of the product variety YEH and the associated planar graph
4.5.2 Divisors
The 4 toric divisors corresponding to the rays generated by v1, w3, v2, v3 will be denoted DEH , D3, D0, D4
respectively. They are described in Table 7. They are all Cartier as YEH is smooth. Their fans are depicted in
Figure 9. The matrices A, B in this case are
A =

1 0 0
0 1 0
0 −1 2
0 0 1
 , B =
(
0 −12 −12 1
)
with the divisors ordered as DEH , D0, D4, D3. The relations among the divisor classes are
[DEH ] = 0, [D0] = [D4] =−12 [D3].
Again, [KYEH ] = 0. The fact that DEH is cohomologous to zero is consistent with Pic(YEH) ' p∗1 Pic(ALEA1),
with p1 : YEH → ALEA1 the projection onto the first factor.
Table 7: Toric Divisors in YEH
Ray Divisor Fan Variety Component
w2 D0 (1,0), (0,1) C2 −12
v1 DEH (1,0), (−1,2), (0,1) ALEA1 0
w3 D3 (1,0), (−1,0), (0,1) P1×C 1
v3 D4 (1,0), (−1,4), (0,1) tot (O(−4)→ P1) −12
4.5.3 Toric curves and intersections
There is one compact toric curve, corresponding to the face (v1w3). It lies in DEH and D3. The intersection
numbers are shown in Table 8.
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D3 DEH D0 D4
Figure 9: The fans of the 4 toric divisors of YEH
Table 8: Intersections among the toric curves and divisors in YEH
D0 DEH D3 D4
C 1 0 −2 1
4.5.4 A relation with the full resolution
Let g = (ω,ω,ω2) be the generator of the action of Z4. The square g2 leaves every point of the z axis fixed, so
that
C3/〈g2〉 ' C2/Z2×C.
Blowing up we get YEH . Now g still acts on YEH producing a quotient which is singular along a P1. Blowing
up we get Y ; the corresponding exceptional divisor is Dc, the second Hirzebruch surface. So YEH is the desin-
gularization of a partial quotient of C3, and by a further quotient and subsequent desingularization it produces
Y . The following diagram depicts this situation.
Y

YEH //

YEH/Z2

C3/Z2 // C3/Z4
(4.8)
Note that YEH/Z2 is therefore a partial desingularization ofC3/Z4, and indeed it corresponds to the fan obtained
by adding the ray w2 to the fan of C3/Z4. Note also that the composed map YEH → C3/Z4 in diagram (4.8) is
not a resolution of singularities as it is 2:1.
4.5.5 YEH as a fibration
As it happens also for Y and Y3, YEH is the total space of a vector bundle, actually in two different way. In
particular it is the pullback of the line bundle O(−2) on P1 via the projection P1×C→ P1 (namely, the total
space of the canonical bundle of P1×C).
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v1 v2
w3
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Figure 10: The fan of the second realization of YEH and the associated planar graph
4.6 Summary: the exceptional divisor, curves and homology 2-cycles
Some of the main upshots of the discussion and computations made in this Section are the following.
• The general theory encoded in the Ito-Reid theorem [40], confirmed by the explicit toric constructions,
tells us that the quotient C3/Z4 has a crepant resolution of singularities Y . This may be computed using toric
geometry. The exceptional divisor has a compact component, Dc, isomorphic to the second Hirzebruch surface
F2, and a noncompact component Dnc, isomorphic to C×P1. This agrees with the age computations which
show that the groups H1,1c (Y ) and H2,2 (Y ) are both one-dimensional.
• Let pi : Y → C3/Z4 be the blow-down morphism. The compact exceptional divisor Dc is the inverse
image pi−1(0) of the fixed point 0 ∈C3, while the noncompact component Dnc is the preimage of the fixed line
{x = y = 0}.
• Using this information it is immediate to identify the equation of the compact exceptional divisor in the
open chart associated with the cone σ1 as
w = 0. (4.9)
This, together with the substitutions (4.7), is all what we need to compute the periods of the first Chern classes
of the tautological bundles represented by the following closed (1,1)-forms:
ω(1,1)1,2,3 =
i
2pi
∂ ∂¯ log [X1,2,3]α1,2,3 (4.10)
As we explain further on, although we are not able to compute the forms ω(1,1)1,2,3 for the general case, yet
we succeed in calculating their periods on the basis of the homology cycles by restricting the moment map
equations to the latter, using to this purpose the equations of such loci as derived from the toric description.
Again in the chart corresponding to the cone σ1, the noncompact component Dnc of the exceptional divisor
has equation
v = 0. (4.11)
The two components intersect along the curve
C1 = {u,v,w | w = 0, v = 0}. (4.12)
• Finally, we consider the curve
C2 = {u,v,w | w = 0, u = 0}. (4.13)
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Figure 11: The structure of the stability chambers. The space R3 where the moment map equations always
admit real nonnegative solutions is divided in two halves by the presence of a wall of type 0, named W0 which
is defined by the equation ζ2 = 0 and is marked in the figure as a cyan transparent surface without meshing. In
addition there are other three walls, respectively described by W1⇔ ζ = {x+ y,x,y}, W2⇔ ζ = {x,x+ y,y}
and W3 ⇔ ζ = {x,y,x+ y}, where x,y ∈ R. The planes W1,3 are of type 0, while W2 is of type 1. These
three infinite planes provide the partition of R3 into eight disjoint chambers that are described in the main text.
The three planes W1,2,3 are marked in the figure as meshed surfaces of three different colors. On the three
intersections of two of these planes we find the already discussed lines where the moment map equations can
be solved by radicals, corresponding to the Eguchi-Hanson degeneration YEH ×C (blue line) and to the two
Cardano degenerations (red lines).
i.e., the intersection between DEH and Dc. It corresponds to the face xz of the fan of Y . As a curve in F2,
it corresponds to the ray generated by (1,0), squares to −2, and is the exceptional divisor of the blowup
F2→ P2/Z2, and a section of the fibration F2→ P1 (and of course it is a copy of P1). It intersects Dnc again in
the point u = v = w = 0, which corresponds to the cone generated by (1,0) and (0,1) in the fan of Dnc. This is
the P1 which generates the Picard group of the Eguchi-Hanson space DEH .
• Note that dim H2(Y ) = 2, and indeed the curves C1 and C2 provide a basis for H2(Y,Z).
5 Chamber Structure and the tautological bundles
We can now compare the analytical results obtained from the Ka¨hler quotient a` la Kronheimer with the general
predictions of the resolution of the singularity provided by toric geometry. This provides a concrete example of
how the chamber structure of the ζ parameter space controls the topology of the resolutions of the singularity
[23]. In the following we evaluate the periods of the differential forms arising from the Kronheimer construction
on the cycles given by the curves C1, C2 that both are contained in Dc, namely in the compact component of
the exceptional divisor (actually we are pulling back the differential forms from Ma,b,c to Y via the relevant
contraction morphism γ : Y →Ma,b,c, and we use the fact that the pullback is injective in cohomology; however
we shall understand that pullback in the notation). We succeed evaluating the differential form periods on the
considered curves by restricting the moment map equations to the relevant exceptional divisor Dc and then to
its relevant sub-loci.
According to the general theory of the Kronheimer-like construction presented in [18], there are three
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Figure 12: In fig.11 we displayed only the walls defining the chamber structure. In the present picture besides
the walls we show also one of the eight chambers, namely Chamber 1. It is marked as a transparent greenish-
blue colored portion of three dimensional space. It is a convex cone delimited by the aforementioned walls.
tautological bundles; their first Chern classes are encoded in the triple of (1,1)-forms given in eq. (4.10).
5.1 The stability chambers
The result of the various calculations presented in subsequent sections singles out the structure of the stability
chambers which is summarized in figs. 11 and 12. Let us illustrate this structure in detail. Understanding the
geometry of these pictures is a very useful guide through the subsequent computations. The original data from
which we start are the following ones. To begin with we know that the entire ζ space is just R3.
In figs. 11 and 12 we have drawn 3 lines. These lines correspond to the following 4 instances of degenerate
spaces where the algebraic system of the moment map equations becomes solvable or partially solvable:
1) Eguchi-Hanson case
ζ1 = s ; ζ2 = 0 ; ζ3 = s (5.1)
In pictures 11, 12 this line is fat and drawn in blue color:
2) Cardano 1
ζ1 = s ; ζ2 = s ; ζ3 = 0 (5.2)
In pictures 11, 12 this line is solid fat and drawn in red color. We remind the reader that the name Cardano
is due to the fact that the solution of the entire moment map equation system reduces to the solution of a
single algebraic equation of the fourth order (see eq. (3.6)).
3) Cardano 2
ζ1 = 0 ; ζ2 = s ; ζ3 = s (5.3)
In pictures 11, 12 this line is solid fat and drawn in red color.
In addition we have a 4th line that we have not drawn in fig. 11 and 12. This line entirely lies on one of the
walls to be described below.
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4) Kampe´
ζ1 = s ; ζ2 = 2s ; ζ3 = s (5.4)
In fig. 13 this line is dashed fat and drawn in black color. We remind again the reader that the manifold
was named Kampe´ because the solution of the moment map equations reduces to finding the roots of a
single algebraic equation of the sixth order.
In all these cases s is a nonzero real number.
Since the exceptional solvable cases must lie on some walls we have tried to conjecture which planar cones
might partition the infinite cube into chambers so that the exceptional lines could lie on such planar cones and
possibly be edges at some of their intersections.
With some ingenuity we introduced the following four planar walls (here x,y are real parameters)
W1 : {x+ y,x,y} (5.5)
W2 : {x,x+ y,y} (5.6)
W3 : {x,y,x+ y} (5.7)
W0 : {x,0,y} (5.8)
that were depicted in fig. 11, 12. and split the space R3 into eight convex three–dimensional cones. The list
of the eight convex cones that provide as many stability chambers is obtained through the following argument.
The three planes W1,2,3 are respectively orthogonal to the following three vectors:
n1 = {−1,1,1} (5.9)
n2 = {1,−1,1} (5.10)
n3 = {1,1,−1} . (5.11)
The eight convex regions are defined by choosing the signs of the projections n1,2,3 ·ζ in all possible ways. In
this way we obtain:
Chamber I ≡ {ζ1 − ζ2 − ζ3 > 0 , −ζ1 + ζ2 − ζ3 > 0 , −ζ1 − ζ2 + ζ3 > 0}
Chamber II ≡ {ζ1 − ζ2 − ζ3 > 0 , −ζ1 + ζ2 − ζ3 > 0 , −ζ1 − ζ2 + ζ3 < 0}
Chamber III ≡ {ζ1 − ζ2 − ζ3 > 0 , −ζ1 + ζ2 − ζ3 < 0 , −ζ1 − ζ2 + ζ3 > 0}
Chamber IV ≡ {ζ1 − ζ2 − ζ3 < 0 , −ζ1 + ζ2 − ζ3 > 0 , −ζ1 − ζ2 + ζ3 > 0}
Chamber V ≡ {ζ1 − ζ2 − ζ3 < 0 , −ζ1 + ζ2 − ζ3 < 0 , −ζ1 − ζ2 + ζ3 > 0}
Chamber VI ≡ {ζ1 − ζ2 − ζ3 < 0 , −ζ1 + ζ2 − ζ3 > 0 , −ζ1 − ζ2 + ζ3 < 0}
Chamber VII ≡ {ζ1 − ζ2 − ζ3 > 0 , −ζ1 + ζ2 − ζ3 < 0 , −ζ1 − ζ2 + ζ3 < 0}
Chamber VIII ≡ {ζ1 − ζ2 − ζ3 < 0 , −ζ1 + ζ2 − ζ3 < 0 , −ζ1 − ζ2 + ζ3 < 0}
(5.12)
Four of the above eight chambers are displayed in fig. 14.
36
Figure 13: This picture shows the type I plane W2. The two Cardano manifolds (red lines) and the Kampe´
manifold (dashed black line) lay all in this plane, whose generic point corresponds, as we are going to see, to
the degeneration Y3. The Eguchi-Hanson degeneration (blue line) is instead out of this plane and intersects it
only in the origin.
Figure 14: The partition of R3 into 8 convex cones. In the picture, out of the eight regions, we show only four,
marking them in different transparent colors.
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5.2 Edges
The special solvable cases that we have found all sit at the intersection of two of the three walls W1,2,3. In
particular the Cardano manifolds are edges at the intersection of the following walls:
Cardano 1 = W1
⋂
W2 ; Cardano 2 = W2
⋂
W3 (5.13)
while the Eguchi-Hanson case is the intersection:
YEH = W1
⋂
W3 (5.14)
Note also that this edge lays entirely on the wallW0. From this point of view the Eguchi-Hanson case is similar
to the Kampe´ case, that lays entirely on the wall W2. The difference however is that, as we advocate below,
the wall W0 is of type 0 while W2 is of type 1. In the first case the Eguchi-Hanson line is the only degeneracy
pertaining to the wall W0, while in the second case the Kampe´ line yields an instance of the degeneracy Y3 as
any other point of the same wall. Actually also the Cardano cases that lay on the same wall correspond to a
different realization of Y3.
6 Periods of the Chern classes of the tautological bundles
The most appropriate instrument to verify the degeneracy/non-degeneracy of the singularity resolutions pro-
vided by the Ka¨hler quotient with given ζ parameters is provided by the calculation of the period matrix:
Π ≡Πi,J =
∫
Ci
ωJ ; i = (1,2), J = (1,2,3) (6.1)
where ωJ are the first Chern classes of the tautological bundles and the curves Ci provide a basis of homology
2-cycles. In particular the combination:
Vol i = ζI CIJ
∫
Ci
ωJ = i2pi ζI C
IJ
∫
Ci
∂ ∂¯ log(XJ)αζ =
∫
Ci
Kζ (6.2)
is the volume of the cycle Ci in the resolution identified by the level parameters ζ , having denoted by Kζ the
corresponding Ka¨hler 2-form.16 If the volume of the two homology cycles yielding the homology basis is
nonzero there is no degeneration. Instead in case of degenerations at least one of such volumes vanishes. This
is precisely what happens on the walls of type III, while in the interior of all chambers no degeneration appears.
Through the calculations detailed in the following subsections we have been able to compute the periods of
the first Chern forms ω(1,1)1,2,3 on the basis of homology cycles C1,2 both for the interior points of all the chambers
and for all the walls. As far as the interior chamber case is concerned our results are summarized in Table 9.
For the walls the results are instead summarized in Table 10, while for the edges they are given in Table 11.
Let us discuss the results in Table 9. The three leftmost columns display the degrees of the tautological line
bundlesRI restricted to the curves C1, C2; as the classes of the latter provide a basis of H2(Y,Z), these numbers
give the first Chern classes of the line bundles over the integral basis of the Picard group Pic(Y ) given by the
16Let us remark that in agreement with eq. (3.14) the contribution ∂ ∂¯K0 to the Ka¨hler 2-form is an exact form, whose integral on
homology cycles therefore vanishes. Hence the volume of the homology cycles is provided the linear combination of periods specified
in eq. (6.2). We also remark that, as the volume of a nonzero cycle is always positive, this is consistent with the positivity of the
so-called Hodge line bundle ⊗3J=1L
Θ(DJ)
J .
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Chamber 1
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 1 1 1
Chamber 2
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 1 1 1
Chamber 3
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 0 −1 0
Chamber 4
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 1 1 1
Chamber 5
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 0 −1 0
Chamber 6
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 −1 −1 −1
Chamber 7
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 0 −1 0
Chamber 8
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 0 −1 0
Table 9: The periods of the tautological bundle first Chern classes on the basis of homological cycles calculated
in the interior points of all the chambers.
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Wall W0
cycle
∫
ω1
∫
ω2
∫
ω3
C1 3 0 3
C2 2 0 −2
Wall W1
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 0 −2 0
Wall W2
cycle
∫
ω1
∫
ω2
∫
ω3
C1 0 0 0
C2 1 4 1
Wall W3
cycle
∫
ω1
∫
ω2
∫
ω3
C1 1 0 1
C2 0 −2 0
Table 10: The periods of the tautological bundle first Chern Classes on the basis of homological cycles calcu-
lated on the 4 walls. For the walls W0 and W2 we have chosen α = 4 instead of α = 2 to get integer values for
the periods.
Cardano ζ = {0,s,s}
cycle
∫
ω1
∫
ω2
∫
ω3
C1 0 0 0
C2 −1 −1 0
Cardano ζ = {s,s,0}
cycle
∫
ω1
∫
ω2
∫
ω3
C1 0 0 0
C2 0 −1 −1
Eguchi-Hanson ζ = {s,0,s}
cycle
∫
ω1
∫
ω2
∫
ω3
C1 −1 0 1
C2 0 0 0
Table 11: The periods of the tautological bundle first Chern Classes on the basis of homological cycles calcu-
lated on the edges. Again, on the Eguchi-Hanson edge we have taken α = 4.
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divisors DEH , D4, dual to the previously mentioned basis of H2(Y,Z). Note that the three columns correspond
to the compact junior conjugacy class, the noncompact junior class, and the senior class respectively, and the
Poincare´ duality between H2c (Y ) and H
4(Y ) explains why in all chambers R1 and R3 have the same Chern
classes, and are therefore isomorphic.
We know from the McKay correspondence that the cohomology of Y is generated by algebraic classes which
are in a one-to-one correspondence with the elements of Z4. One issue is how these classes are expressable in
terms of the Chern characters of the taulological bundles. In general, this correspondence is highly nontrivial
and is governed by a complicated combinatorics [22, 51]. This is indeed exemplified by our calculations. For
instance, one can check that in the chambers 1, 2 and 4 one has
〈ch2(R1),w〉= 〈ch2(R3),w〉= 1, 〈ch2(R2),w〉= 0, (6.3)
(the triangular brackets are the pairing between cohomology and homology in dimension 4),17 where w is the
generator of H4(Y,Z) given by the divisor D4. So the second Chern character of R1 ' R3 does provide a
Z-basis for H4(Y,Z), and similary in chamber 6 with −1 instead of 1. On the other hand in the chambers 3,
5, 7 and 8 all line bundles have zero second Chern character, and one needs to take a suitable combination of
them to get a generator.
In order to illustrate the procedure which leads to the results presented in the mentioned tables there are
several steps one has to take that are explained in the following subsections.
6.1 The fundamental algebraic system and a dense toric chart covering the variety
The main difficulty with any explicit calculation within the framework of the Ka¨hler quotient a` la Kronheimer
is that, for this case as for the majority of all cases, the moment map equation system is algebraic of higher
order and explicit analytic solutions are mostly out of reach.
However, in the case under consideration and similarly in most of the other cases, the homology cycles
on which we would like to integrate our differential forms are entirely contained in the compact component
of the exceptional divisor Dc. This is not too surprising since all the homology is produced by the resolution
and disappears in the original orbifold case. Hence the first step in a strategy that leads to the calculation
of the period matrix (6.1) necessarily foresees a reduction of the moment map algebraic system (2.41) to the
exceptional divisor in the hope that there it becomes of lower effective degree and therefore manageable.
In view of the above observation we consider the transcription of the algebraic system (2.41) in terms of
toric coordinates that expose the presence of the exceptional divisor. There are 4 toric charts (see eq. (4.7)),
yet from the point of view of the algebraic system of moment map equations there are only two distinguishable
charts, namely the chart Xσ1 and Xσ4 . Indeed, at this level, chart Xσ2 is identical with chart Xσ1 and chart Xσ3 is
identical with chart Xσ4 . We choose chart Xσ1 since, as it is evident from the planar diagram in Fig. 3, the charts
1 and 2 are the only ones that contain both curves C1 and C2.
17In general, homology and cohomology are not dual to each other, but are rather related by the exact sequence
0→ Ext1Z(Hn−1(Y,Z),Z)→ Hn(Y,Z)→ Hn(X ,Z)∨→ 0.
However in our case the Ext groups are zero as the homology groups are free over Z (see e.g. [37, Thm. 3.2]).
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6.1.1 Chart Xσ1
In order to perform our calculations we find it convenient to introduce the following notation. With reference
to the coordinates u1,v1,w1 we set:
λ =
√
|w1| ; σ = |v1| ; δ =
(
1+
∣∣u1|2 ) (6.4)
which yields
Σ= δλσ ; U = λ 2 (6.5)
The next point in the algorithm leading to the calculation of the period matrix on the compact exceptional
divisor consists of the replacement of the variables X1,2,3 with new ones T1,2,3 related to the previous ones in
the following way:
X1 =
√
λT1√
σ
; X2 = λ 2T2 ; X3 =
√
λT3√
σ
(6.6)
The rationale of the transformation (6.6) is as follows. The reduction to the compact exceptional divisor consists
of setting w1 = 0 and hence λ → 0. From the point of view of the (1,1)-forms ωI defined in eq. (4.10),
multiplication of XI by any power of the modulus square of any complex coordinate is uneffective because of
the logarithm. In other words, instead of eq. (4.10) we can write equally well:
ω(1,1)I =
i
2pi
∂ ∂¯ log [TI]αI (6.7)
The specific choice of powers of λ and σ utilized in (6.6) is the result of a search of the appropriate values that
lead to a finite algebraic system with nontrivial solutions in the two limits λ → 0 and σ → 0, corresponding
respectively to the compact and noncompact exceptional divisor.
After these replacements in eqs. (2.35), the final form of the system of the moment map equations is turned
into the following one: −T 21
(
1+λ 4T 22
)−δT 31 T3+ (1+λ 4T 22 )T 23 +T1T3 (δT 23 +T2 (−ζ1+ζ3))
δλ 4σ2T 32 −δT1T3
(
T 21 +T
2
3
)
+T2
(
δσ2−T1T3 (ζ1−ζ2+ζ3)
)
−(−1+λ 4T 22 )(T 21 +δσ2T2+T 23 )−T1T2T3ζ2
 =
 00
0
 (6.8)
6.1.2 Equations of the two homology cycles
In order to calculate the periods of the differential forms (6.7) on the basis of the homology curves C1 and C2
we need the equations of such loci in the coordinates λ , σ , δ defined in equation (6.4). We have
Curve C1 : σ = 0 ; λ → 0 ; δ = (1+∆)
Curve C2 : σ =
√
∆ ; λ → 0 ; δ = 1 (6.9)
Conventionally, we denote ∆= |t|2 the modulus squared of the complex coordinate t spanning the curve, what-
ever it might be. In the case C1 we have ∆= |u|2, while in the case C2 we have ∆= |v|2.
42
In the sequel we use also polar coordinates, setting:
ρ ≡
√
|u|2 ; r ≡
√
|v|2
u = ρ exp[iθ ] ; v = r exp[iψ]
6.1.3 Reduction to the compact exceptional divisor
Furthermore it is convenient to introduce the following variables, already utilized in eq. (3.19):
ϖ ≡ δ 2σ2 ; f ≡ λ 4 (6.10)
and the following relation between the unknowns T1,2,3 which follows from linear combinations of the equations
in the system (6.8)
T3 = T1
√
ζ2+ζ3
(
T 22 f−1
)
ζ2+ζ1
(
T 22 f−1
) (6.11)
We see that in the limit f→ 0, which is the equation of the compact exceptional divisor Dc, the expression for
T3 is proportional to that for T1 in any point of ζ space. This has the nontrivial consequence that the periods of
ω1 and ω3 are always equal. In other words the first Chern classes of the first and third tautological bundles are
always cohomologous.
Inserting eqs. (6.11), (6.10) into (6.8) and performing the limit f→ 0 we obtain the new system:
−
(ζ1−ζ3)T 21
(
δ
√
ζ3−ζ2
ζ1−ζ2 T
2
1 +(ζ1−ζ2)
√
ζ3−ζ2
ζ1−ζ2 T2+1
)
ζ1−ζ2
T2
(
ϖ −
√
ζ3−ζ2
ζ1−ζ2 (ζ1−ζ2+ζ3)T 21
)
−
δ (ζ1−2ζ2+ζ3)
√
ζ3−ζ2
ζ1−ζ2 T
4
1
ζ1−ζ2
(ζ2−ζ3)T 21
ζ2−ζ1 −ζ2
√
ζ3−ζ2
ζ1−ζ2 T2T
2
1 +T2ϖ +T 21
 =
 00
0
 (6.12)
which is the appropriate reduction to the exceptional divisor Dc of the moment map equations. By construction
the three equations in (6.12) are linear dependent and can be solved for the two unknowns T1,2 in terms of the
variables δ ,ϖ . Indeed they are quadratic, cubic, or quartic and can be solved by radicals.
6.2 Periods inside the chambers.
Let us begin with the periods in the interior points of the chambers, the result of whose calculation was summa-
rized in Table 9. We found it convenient to choose eight rational points as representatives of the eight chambers.
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Explicitly we utilize the following ones:
Chamber 1 ζ1→−12 ζ2→−34 ζ3→−12
Chamber 2 ζ1→− 116 ζ2→− 316 ζ3→−34
Chamber 3 ζ1→− 116 ζ2→−34 ζ3→− 316
Chamber 4 ζ1→−34 ζ2→− 116 ζ3→− 316
Chamber 5 ζ1→−14 ζ2→−12 ζ3→ 12
Chamber 6 ζ1→−14 ζ2→ 12 ζ3→−12
Chamber 7 ζ1→ 34 ζ2→−14 ζ3→−12
Chamber 8 ζ1→ 34 ζ2→ 12 ζ3→ 34
(6.13)
Inserting the values (6.13) into the system (6.12) we obtain eight algebraic systems that we specialize to either
the C1 or the C2 cycle by setting:
C1 ϖ = 0 ; δ =
(
1+ρ2
)
C2 ϖ = r2 ; δ = 1
(6.14)
The 16 linear systems obtained in this way can be solved for T1,T2, and thanks to the relation (6.11), each
solution for T1,2 yields also a solution for T3. Excluding the spurious solutions T1→ 0, T2→ 0 and T1→ 0 in
the case of the C1 systems we find 2 branches, while in the case of the C2 systems we find 4 branches. We know
that in each case only one branch is the limit on the considered curve of the unique positive real solution of the
full system (6.8) yet in absence of the analytic form of the solution of (6.8) we do not know which is the right
branch. We circumvent this difficulty in the following way. First we remark that in the case of a form:
Ω = i2pi ∂ ∂¯ J(t, t¯) (6.15)
where t = reiξ is the complex coordinate written in polar form, of a P1 , when J(t, t¯) is a function only of the
modulus r
J(t, t¯) = J(r) (6.16)
we have:
Ω = 14pi
(
dJ(r)
dr
+ r
d2J(r)
dr2
)
dr∧dξ (6.17)
Correspondingly for the integral of Ω on the supporting space we find:
∫
P1
Ω = 12
∫ ∞
0
(
dJ(r)
dr
+ r
d2J(r)
dr2
)
dr = r
dJ(r)
dr
∣∣∣∣∞
0
(6.18)
Utilizing this idea we calculate ρ dJ1,2,3(ρ)dρ in the case when
J1,2,3(u, u¯) = log[T1,2,3(ρ)] |C1 (6.19)
is defined in term of a solution T1,2,3(ρ) of the moment map equations reduced to C1, and r
dJ1,2,3(r)
dr in the case
when
J1,2,3(v, v¯) = log[T1,2,3(r)] |C2 (6.20)
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is defined in term of a solution T1,2,3(r) of the moment map equations reduced to C2. In both cases we used all
the available nontrivial branches.
Cycle C1. In this case the result is very simple and uniform. For all chambers and for all branches we always
have:
ρ
dJ1,3(ρ)
dρ
= − 1
(ρ2+1)
; ρ
dJ2(ρ)
dρ
= 0 (6.21)
This implies that in all chambers we have the periods:∫
C1
ω1 = 1 ;
∫
C1
ω2 = 0 ;
∫
C1
ω3 = 1 (6.22)
which is the result shown in Table 9. There is however an implication of this universal result on the factor αζ .
Utilizing (6.22) in eq.(6.2) we obtain that the volume of the cycle C1 is given by
Vol1|Chamber k = αk (ζ1−ζ2+ζ3) = αk n2 · ζ (6.23)
Hence in order for the volume of the cycle C1 to be positive in every chamber the factor αk has to change sign
so as to compensate the negative sign of n2 · ζ when this occurs. Specifically we have:
Ch. I Ch. II Ch. III Ch. IV Ch. V Ch. VI Ch. VII Ch. VIII
α1 < 0 α2 < 0 α3 > 0 α4 < 0 α5 > 0 α6 < 0 α7 > 0 α8 > 0
(6.24)
As we have previously mentioned, in the interiors of the chambers we always take |α|= 2, while on some walls
we have taken |α|= 4.
Cycle C2. In the case of the second cycle, the result is more complex since, as we already mentioned, we have
four branches. The explicit analytic forms of r J′1,2,3(r) for all the branches and in all the chambers is displayed
in Table 12. Utilizing eq. (6.18) and the results of Table 12 we obtain the candidate values of the periods that
are displayed in Table 13. As one sees from that table, in every chamber there is only the ambiguity of an
overall sign. In view of the result (6.24) for the factor αk relative to the various chambers, in each of them we
choose the overall sign for the C2 periods that leads to a positive value for the volume of that cycle, according
to equation (6.2). Performing such a choice, one finally arrives at the result displayed in Table 9.
6.3 Periods on the walls and on the edges
Utilizing the same algorithm as in the case of the interior of the chambers, we have calculated the periods also
on the walls and on the edges obtaining the results displayed in Tables 10 and 11. We skip the details for the
type 0 walls W1,3, since these calculations are identical with those presented in the previous subsection, simply
with different values of the ζ parameters. For the case of the wallW2 the detailed calculation of the Kampe´ case
presented in section 8 produces the periods displayed in Table 10. Additional care is instead required while
treating the case of the type 0 wall W0 and the Cardano edges.
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Chamber 1
−r J′1(r) −r J′2(r) −r J′3(r)
br. 1 4r
2−1
4
√
16r4−40r2+1
4r2√
16r4−40r2+1
4r2−1
4
√
16r4−40r2+1
br. 2 4r
2−1
4
√
16r4−40r2+1
4r2√
16r4−40r2+1
4r2−1
4
√
16r4−40r2+1
br. 3 1−4r
2
4
√
16r4−40r2+1 −
4r2√
16r4−40r2+1
1−4r2
4
√
16r4−40r2+1
br. 4 1−4r
2
4
√
16r4−40r2+1 −
4r2√
16r4−40r2+1
1−4r2
4
√
16r4−40r2+1
Chamber 2
br. 1 5−8r
2
4
√
64r4+32r2+25
− 8r2√
64r4+32r2+25
5−8r2
4
√
64r4+32r2+25
br. 2 5−8r
2
4
√
64r4+32r2+25
− 8r2√
64r4+32r2+25
5−8r2
4
√
64r4+32r2+25
br. 3 8r
2−5
4
√
64r4+32r2+25
8r2√
64r4+32r2+25
8r2−5
4
√
64r4+32r2+25
br. 4 8r
2−5
4
√
64r4+32r2+25
8r2√
64r4+32r2+25
8r2−5
4
√
64r4+32r2+25
Chamber 3
br. 1 2r
2+1
4
√
4r4−16r2+1
2r2√
4r4−16r2+1
2r2+1
4
√
4r4−16r2+1
br. 2 2r
2+1
4
√
4r4−16r2+1
2r2√
4r4−16r2+1
2r2+1
4
√
4r4−16r2+1
br. 3 −2r
2−1
4
√
4r4−16r2+1 −
2r2√
4r4−16r2+1
−2r2−1
4
√
4r4−16r2+1
br. 4 −2r
2−1
4
√
4r4−16r2+1 −
2r2√
4r4−16r2+1
−2r2−1
4
√
4r4−16r2+1
Chamber 4
br. 1 7−8r
2
4
√
64r4+96r2+49
− 8r2√
64r4+96r2+49
7−8r2
4
√
64r4+96r2+49
br. 2 7−8r
2
4
√
64r4+96r2+49
− 8r2√
64r4+96r2+49
7−8r2
4
√
64r4+96r2+49
br. 3 8r
2−7
4
√
64r4+96r2+49
8r2√
64r4+96r2+49
8r2−7
4
√
64r4+96r2+49
br. 4 8r
2−7
4
√
64r4+96r2+49
8r2√
64r4+96r2+49
8r2−7
4
√
64r4+96r2+49
Chamber 5
br. 1 4r
2+3
4
√
16r4−56r2+9
4r2√
16r4−56r2+9
4r2+3
4
√
16r4−56r2+9
br. 2 4r
2+3
4
√
16r4−56r2+9
4r2√
16r4−56r2+9
4r2+3
4
√
16r4−56r2+9
br. 3 −4r
2−3
4
√
16r4−56r2+9 −
4r2√
16r4−56r2+9
−4r2−3
4
√
16r4−56r2+9
br. 4 −4r
2−3
4
√
16r4−56r2+9 −
4r2√
16r4−56r2+9
−4r2−3
4
√
16r4−56r2+9
Chamber 6
br. 1 5−4r
2
4
√
16r4+72r2+25
− 4r2√
16r4+72r2+25
5−4r2
4
√
16r4+72r2+25
br. 2 5−4r
2
4
√
16r4+72r2+25
− 4r2√
16r4+72r2+25
5−4r2
4
√
16r4+72r2+25
br. 3 4r
2−5
4
√
16r4+72r2+25
4r2√
16r4+72r2+25
4r2−5
4
√
16r4+72r2+25
br. 4 4r
2−5
4
√
16r4+72r2+25
4r2√
16r4+72r2+25
4r2−5
4
√
16r4+72r2+25
Chamber 7
br. 1 −2r
2−1
4
√
4r4−8r2+1 −
2r2√
4r4−8r2+1
−2r2−1
4
√
4r4−8r2+1
br. 2 −2r
2−1
4
√
4r4−8r2+1 −
2r2√
4r4−8r2+1
−2r2−1
4
√
4r4−8r2+1
br. 3 2r
2+1
4
√
4r4−8r2+1
2r2√
4r4−8r2+1
2r2+1
4
√
4r4−8r2+1
br. 4 2r
2+1
4
√
4r4−8r2+1
2r2√
4r4−8r2+1
2r2+1
4
√
4r4−8r2+1
Chamber 8
br. 1 −r
2−1
4
√
r4+1
− r2√
r4+1
−r2−1
4
√
r4+1
br. 2 −r
2−1
4
√
r4+1
− r2√
r4+1
−r2−1
4
√
r4+1
br. 3 r
2+1
4
√
r4+1
r2√
r4+1
r2+1
4
√
r4+1
br. 4 r
2+1
4
√
r4+1
r2√
r4+1
r2+1
4
√
r4+1
Table 12: The indefinite integrals for the calculation of periods of the tautological Chern Classes along the
cycle C2.
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Chamber 1
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 −1 −2 −1
branch2 −1 −2 −1
branch3 1 2 1
branch4 1 2 1
Chamber 2
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 1 2 1
branch2 1 2 1
branch3 −1 −2 −1
branch4 −1 −2 −1
Chamber 3
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 0 −2 0
branch2 0 −2 0
branch3 0 2 0
branch4 0 2 0
Chamber 4
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 1 2 1
branch2 1 2 1
branch3 −1 −2 −1
branch4 −1 −2 −1
Chamber 5
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 0 −2 0
branch2 0 −2 0
branch3 0 2 0
branch4 0 2 0
Chamber 6
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 1 2 1
branch2 1 2 1
branch3 −1 −2 −1
branch4 −1 −2 −1
Chamber 7
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 0 2 0
branch2 0 2 0
branch3 0 −2 0
branch4 0 −2 0
Chamber 8
∫
C2 ω1
∫
C2 ω2
∫
C2 ω3
branch1 0 2 0
branch2 0 2 0
branch3 0 −2 0
branch4 0 −2 0
Table 13: The candidate period integrals of the tautological Chern classes along the cycle C2.
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6.3.1 The type 0 wall W0
If we choose:
ζ = {p,0,q} ; p,q ∈ R (6.25)
we are, by definition, on the wall W0. The main property of this wall is that the moment map algebraic system
(2.41) implies
X2 = 1 . (6.26)
Hence the rescaling ansatz (6.6) is not appropriate on this wall for the reduction of the moment map equations
to the exceptional compact divisor Dc. Another rescaling scheme is required.
Choosing (6.25) and implementing eq. (6.26) the third of eqs. (2.41) is automatically satisfied and we are
left with
X3X1
(
−p+q+X23 4
√
f
√
δϖ
)
+X3X31
4
√
f
(
−
√
δϖ
)
−2X21
√
f+2X23
√
f
2 4
√
f
√
δϖ −X3X1
(
p+q+X23
4
√
f
√
δϖ
)
+X3X31
4
√
f
(
−
√
δϖ
)
0
 =
 00
0
 (6.27)
where we used the same real variables δ ,ϖ ,f utilized in previous sections. Given eq. (6.27), an appropriate
rescaling that assures a finite limit f→ 0 is provided by the one below:
X1 = T1f3/8 , X3 =
T3
8
√
f
(6.28)
Implementing the above substitution in the system (6.27) and factoring out a common factor f1/4 we can
perform the limit f→ 0 and we get:
T3
(
T1
(
−p+q+T 23
√
δϖ
)
+2T3
)
2
√
δϖ −T1T3
(
p+q+T 23
√
δϖ
)
0
 =
 00
0
 (6.29)
The limiting system (6.29) is solvable by radicals and it has four branches that can be treated exactly as in the
case of the previous section, calculating the derivatives with respect to the ρ and r variables that lead to the
evaluation of the Ka¨hler form and of its integrals. An additional care which is required in this case is that one
has to calculate first the derivatives and then set either r or ρ to zero. Doing the operations in the opposite order
one meets undefined limits for either T1 or T2. Just as above we have to choose the right branch in order to get
a positive volume for the two homology cycles. Through these steps one arrives at the result displayed for W0
in Table 10.
6.3.2 Periods of the Cardano manifold
The case of the Cardano manifold was treated in section 3.3. In particular it was shown that the Ka¨hler potential
for the two instances of this manifold is given by eq. (3.18), where X = X(ϖ ,f) is the 4th root of the quartic
equation (3.17), explicitly written down in eq. (3.20). At the same time the triplet of (1,1)-forms ωI is defined
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as
ζ = {1,1,0} ω1 = 0 ω2 =Ω ω3 =Ω ; Ω = i2pi ∂ ∂¯ X(ϖ ,f)2
ζ = {0,1,1} ω1 =Ω ω2 =Ω ω3 = 0 ; Ω = i2pi ∂ ∂¯ X(ϖ ,f)2
(6.30)
Developing the function X(ϖ ,f) in power series of the variable f we find
X(ϖ ,f) =
1
2
(√
ϖ +
√
ϖ +4
)
+
1
12
(
−6
(
ϖ2+3ϖ
)
√
ϖ +4
−6√ϖ(ϖ +1)
)√
f+O (f) . (6.31)
In this case the reduction of the forms to the exceptional compact divisor can be performed in complete analytic
safety restrictingX(ϖ ,f) to its zeroth order term inf. In this way we obtain the precise expression of the (1,1)-
form Ω whose integrals are then easily calculated. From eq. (6.31) and from the definition of the variable ϖ we
arrive at the conclusion that
Ω =
i
2pi
∂ ∂¯Q(ρ,r)
Q(ρ,r) = log
(ρ2+1)2 r2+
√
(ρ2+1)2 r2
√
(ρ2+1)2 r2+4+4
2
√
(ρ2+1)2 r2+4
 (6.32)
From the above result it immediately follows that:
Ω|C1 = 0 ;
∫
C2
Ω = −1 . (6.33)
This yields the values of the periods as displayed in Table 11.
It appears that the Cardano manifold is another realization of the Y3 degeneration of the full resolution Y
just as the Kampe´ manifold to be discussed in section 8, see in particular subsection 8.3. The same arguments
presented there apply here as well and lead to the same conclusion. Hence also the Cardano manifold is a line
bundle over the singular weighted projective space P[1,1,2].
6.4 Summary of the chamber and wall structure
We have 8 chambers and 4 walls.
• All interiors of the 8 chambers correspond to the full resolution Y . This is consistent with Theorem 1.1
in [23], which states that there exists a chamber where the variety corresponding to the generic point is
a resolution of singularities, and with the fact that according to toric geometry there appears to be only
one full resolution of singularities.
• Among the four walls Wi, only W2 is if type III, while the others are type 0. The generic point on W2
corresponds to the partial resolution Y3 (note that Y3 is obtained from Y by collapsing the noncompact
exceptional divisor to a line).
• The triple intersection W0 ∩W1 ∩W3 is an edge whose generic point corresponds to the smooth variety
YEH . This is quite interesting as YEH is not a resolution of singularities of C3/Z4; a morphism YEH →
C3/Z4 exists, but it is 2:1, as we discussed in Section 4.5.4.
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7 The resolved variety Y
As stressed in the previous Section about the chamber structure, for all points of the ζ space that do not
lay on walls, the topological and algebraic character of the resolution obtained from the Ka¨hler quotient a`
la Kronheimer is always the same, namely the variety we named Y . Hence, in order to describe the Ka¨hler
Geometry of the resolved variety Y → C3/Z4, we can utilize any preferred convenient point in ζ space that
avoids the walls. Furthermore we utilize the crucial information that Y is the total space of the canonical line
bundle over the second Hirzebruch surface F2.
The strategy that we adopt to find the explicit form of the Ka¨hler geometry of the variety Y is based on the
following steps:
1. We choose the realization of the Y space provided by the Kronheimer construction in the plane ζ1 = ζ3 =
a and ζ2 = b 6= 2a. In this case, as we know, two of the tautological fiber bundles are identified having
X1 = X3 and the moment map equations are simpler.
2. We reduce the moment map equations to the compact exceptional divisor (the second Hirzebruch surface)
and we obtain a system solvable by radicals whose explicit solution is particularly simple.
3. We obtain the complete solution for the full variety starting from the solution on the Hirzebruch surface
and expressing the required fiber metrics T1,2 in terms of a unique function of two variables that is defined
as a particular root of a sextic equation.
7.1 The two addends of the Ka¨hler potential
First we write the restriction to the hypersurfaceNζ of the Ka¨hler potential of the flat variety Hom(Q⊗R,R)Z4 .
It is the following object.
K0 =
U
(
X22 +1
)(
X21 +X
2
3
)
+Σ
(
X32 +X2+X1X3
(
X21 +X
2
3
))
X1X2X3
(7.1)
As we know from eq. (3.14) the final Ka¨hler potential of the resolved variety is of the form
K =K0 +Klog (7.2)
where
Klog ≡
3
∑
I=1
3
∑
J=1
ζI CIJ log [XJ]αζ (7.3)
is the logarithmic part of the Ka¨hler potential that contains the information on the tautological bundle Chern
classes. The matrix CIJ is defined by
CIJ = Tr
(
τ IτJ
)
=
 2 −1 0−1 2 −1
0 −1 2
 = Cartan matrix of a3 (7.4)
where τ I are the generators of the U(1)×U(1)×U(1) gauge group FZ4 in the 4×4 dimensional representation
corresponding to the regular representation of Z4 advocated by the Kronheimer construction. Next, according
to the general strategy outlined at the beginning of this Section we extract the Ka¨hler geometry induced on the
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compact exceptional divisor by the Kronheimer–like crepant resolution of the orbifold singularity.
Explicitly, we derive the Ka¨hler potential of the Hirzebruch surface from the Ka¨hler quotient construction
when
ζ1 = ζ3 = a ; ζ2 = b 6= 2a. (7.5)
7.1.1 Reduction to the compact exceptional divisor of the moment map equations
The final form of the moment map equations in the coordinates (6.4) was given above in eq. (6.8). After some
experiments we found that a convenient point in chamber number 2 is
ζ1 = ζ3 =
1
2
; ζ2 = 2 . (7.6)
If we choose such values for the moment map levels and furthermore if we set T3 = T1, as indeed we must do
in this case, the system (6.8) reduces to 0−2δT 41 +T 21 T2+δσ2T2 (1+λ 4T 22 )
−2T 21 T2−
(
2T 21 +δσ2T2
)(−1+λ 4T 22 )
=
 00
0
 . (7.7)
7.2 Exact solution of the moment map equations
Let us consider the following six order algebraic equation for an unknown F :
P(F)≡ 2+F(−5−ϖ)+F2(3−2f)+2F6f3+F3(2f+2ϖf)
+F4
(
f−2f2)+F5 (3f2−ϖf2)= 0 (7.8)
The coefficients of the above equations are written in terms of the two quantities:
ϖ = δ 2σ2 =
(
1+
∣∣u|2 )2 |v|2 ; f= λ 4 = ∣∣w|2 (7.9)
which depend on the toric coordinates u,v,w of the variety Y . Since w = 0 is the equation of the compact
component of the exceptional divisor, which is isomorphic to the second Hirzebruch surface F2, it follows
that u,v are coordinates of F2. Furthermore taking into account the fibered structure of F2−→ P1 which is a
P1-bundle over P1, u is a coordinate for the P1 basis while v is a coordinate for the P1 fiber.
Equation (7.9) has six roots that implicitly define as many functions of ϖ , f. The sextic polynomial P(F)
has the important property that for ϖ > 0 and f> 0 there are always two real roots and two pairs of complex
conjugate roots. Hence the largest real root is a unique identification of one of the six roots. We unambiguously
define a function F(ϖ ,f) by saying that it is the largest real root of equation (4)
F(ϖ ,f) ≡ largest real root of P(F) . (7.10)
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Figure 15: Plot of the function F(ϖ ,f)
The exact solution of the moment map equations can be written as follows:
T1 =
√
F
2δ
(−ϖ +F2(3+2ϖ)f+2F5f3−2(1+f)+F4f2(3−ϖ +2f)
+F3f(1+f−ϖf)+F(3+f+ϖf)) 12
T2 = F (7.11)
where by F we obviously mean F(ϖ ,f).
7.2.1 Properties of the function F(ϖ ,f)
The function F(ϖ ,f) is well defined and it can be developed in power series of the parameter f:
F(ϖ ,f) =
∞
∑
n=0
Fn(ϖ)fn (7.12)
We display the first two terms of this development:
F0(ϖ) =
1
6
(
5+ϖ +
√
1+10ϖ +ϖ2
)
F1(ϖ) = −
(((
5+ϖ +
√
1+ϖ(10+ϖ)
)2(
7+11
√
1+ϖ(10+ϖ)
+ϖ
(
46+7ϖ +7
√
1+ϖ(10+ϖ)
)))
/
(
648
√
1+ϖ(10+ϖ)
))
(7.13)
The function F(ϖ ,f) can also be plotted and its behavior is displayed in fig. 15.
7.3 Induced Ka¨hler geometry of the exceptional divisor Dc ∼ F2
Next we study the Ka¨hler geometry of the compact exceptional divisor induced by the Kronheimer construction
of the Ka¨hler geometry of Y .
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7.3.1 Solution of the moment map equations reduced to the compact exceptional divisor
If we perform the limit λ → 0 in the moment map equations (7.9) we reduce them to compact exceptional
divisor, namely to second Hirzebruch surface 0−2δT 41 + (δσ2+T 21 )T2
δσ2T2−T 21 (−2+2T2)
=
 00
0
 (7.14)
The system (7.14) has five different solutions but the only one that is positive real both for T1 and T2 is the
following one:
T1 =
1
2
√
1+δ 2σ2+
√
1+10δ 2σ2+δ 4σ4
δ
T2 =
1
6
(
5+δ 2σ2+
√
1+10δ 2σ2+δ 4σ4
)
(7.15)
This in terms of the invariants reads as follows:
T1|F2 =
1
2
√
1+ϖ +
√
1+10ϖ +ϖ2
δ
;
T2|F2 =
1
6
(
5+ϖ +
√
1+10ϖ +ϖ2
)
= F0(ϖ) (7.16)
Comparing with eqs. (7.13) and (7.11) we see that indeed the reduction to the compact exceptional divisor of
the solution corresponds to the zero-th order terms in the series expansion in f.
7.3.2 Derivation of the Ka¨hler potential of F2.
In order to study the Ka¨hler geometry we have first to calculate the Ka¨hler potential. Performing the substitu-
tions (6.6) and (6.5) inK0 as defined by equation (7.1), substituting the solution (7.11) for T1,2 and performing
the limit λ →0, namely f → 0, we obtain:
K0|F2 =
3+7ϖ +3
√
1+10ϖ +ϖ2
1+ϖ +
√
1+10ϖ +ϖ2
. (7.17)
For the logarithmic part of the Ka¨hler potential defined in eq. (7.3) we have instead
Klog|F2 ≡
κ1
2
log
1
2
√
1+ϖ +
√
1+10ϖ +ϖ2
δ
+κ2 log[16 (5+ϖ +√1+10ϖ +ϖ2)
]
. (7.18)
The parameters κ1,2 have been introduced to keep track of the consequences of the pairing matrix CIJ choice.
The Ka¨hler potential in polar coordinates. The final outcome of the above construction is that the Ka¨hler
potential of the metric induced on the second Hirzebruch surface is the following one
KF2 = J (ρ,r,κ1,κ2) (7.19)
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where ρ and r, defined in eq. (6.10) are the norms of the two complex coordinates and the function J (ρ,r,κ1,κ2)
is the following explicit one:
J(ρ,r,κ1,κ2) =
3+7r2
(
1+ρ2
)2
+3
√
1+10r2 (1+ρ2)2+ r4 (1+ρ2)4
1+ r2 (1+ρ2)2+
√
1+10r2 (1+ρ2)2+ r4 (1+ρ2)4
+
κ1
2
log
12
√√√√1+ r2 (1+ρ2)2+√1+10r2 (1+ρ2)2+ r4 (1+ρ2)4
1+ρ2

+κ2 log
[
1
6
(
5+ r2
(
1+ρ2
)2
+
√
1+10r2 (1+ρ2)2+ r4 (1+ρ2)4
)]
(7.20)
7.3.3 Calculation of the Ka¨hler metric and of the Ricci tensor of F2
From the above data we can calculate the Ka¨hler metric, the Ka¨hler 2-form and also the determinant of the
metric which finally yields the Ricci tensor and the Ricci 2-form. We performed this calculation utilizing a
MATHEMATICA code and in the following lines we present these results. The best way to display them is in
terms of polar coordinates, namely performing the transformation
u = exp[iθ ]ρ ; v = exp[iψ]r (7.21)
The Ka¨hler 2-form. We do not display the explicit form of the Ka¨hler metric since it is too long and messy.
As usual it is just given by the derivatives with respect to the original complex coordinates of the Ka¨hler
potential:
gIJ∗ = ∂i∂ j∗J(ρ,r,κ1,κ2) ; zi ≡ {u,v} ; z¯ j∗ ≡ {u¯, v¯} ; (7.22)
once transformed to the polar coordinates ρ,r,θ ,ψ the Ka¨hler form has the following structure:
K = Krθdr∧dθ +Krρdr∧dρ−Kψrdr∧dψ
+ Kθρdθ ∧dρ−Kψθdθ ∧dψ+Kρψdρ ∧dψ (7.23)
where the explicit form of the components calculated by the MATHEMATICA code are also too long and messy
to be displayed.
The Ricci tensor and the Ricci 2- form Using the same MATHEMATICA code we have calculated the Ricci
tensor of the above metric defined by:
Ri j∗ = ∂i∂ j∗ log[Det[g]] (7.24)
and the Ricci 2-form defined by
Ric =− i2piRi j∗dzi∧dz¯ j
∗
= i2pi ∂¯ ∂ log[Det[g]] (7.25)
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Once transformed to polar coordinates the Ricci 2-form has the same structure as the Ka¨hler 2-form, namely
Ric = Ricrθdr∧dθ +Ricrρdr∧dρ−Ricψrdr∧dψ+Ricθρdθ ∧dρ
− Ricψθdθ ∧dψ+Ricρψdρ ∧dψ (7.26)
The explicit form of the components of Ric is even more massive than those of the Ka¨hler 2-form and cannot
be exhibited. An important issue is whether the constructed Ka¨hler metric might be a Ka¨hler-Einstein metric,
namely whether the Ricci tensor might be proportional to the metric coefficients. However it is well known that
Hirzebruch surfaces cannot carry Ka¨hler-Einstein metrics [4]. An easy way of checking this fact is to note that,
since the Ricci form represents the first Chern class of the tangent bundle to the Hirzebruch surface, we have∫
C1
Ric =
∫
C1
c1(TF2) = 2H ·C1 = 0 , (7.27)
where H is the divisor described in Sections 4.3.4 and 4.3.5, while on the other hand the integral of Ka¨hler form
on the curve C1 is of course positive; note that one also must have:∫
C2
Ric = 2H ·C2 = 2. (7.28)
To check the robustness of our computations we verified explicitly these equations, as we show below.
Reduction to the homology cycle C1. The reduction to the homology cycle C1 is obtained by setting r = ψ =
0 together with the vanishing of their differentials. Applying such a procedure to the Ka¨hler 2-form and to the
Ricci 2-form we obtain:
K|C1 =−κ1
ρ dρ ∧dθ
4pi (1+ρ2)2
; Ric|C1 = 0 (7.29)
This confirms eq. (7.27).
Period of the Ka¨hler two form on C1. Next we can calculate the period of the Ka¨hler form on C1 and we
obtain: ∫
C1
K=−
∫ 2pi
0
dθ
∫ ∞
0
κ1ρ
4pi (1+ρ2)2
dρ =− κ1
4
(7.30)
Period of the Ka¨hler two form on C2. Here we calculate the restriction of the Ka¨hler 2-form to the homology
cycle C2 and we obtain
K|C2 =− ( f0(r)+κ1 f1(r)+κ2 f2(r)) dr∧dψ (7.31)
where
f0(r) =
r
(
r6−
(√
r4+10r2+1−15
)
r4+
(
27−10√r4+10r2+1
)
r2−√r4+10r2+1+5
)
2pi (r4+10r2+1)3/2
f1(r) =
3r
(
r2+1
)
4pi (r4+10r2+1)3/2
f2(r) =
r
(
5r2+1
)
pi (r4+10r2+1)3/2
(7.32)
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We find ∫ ∞
0
f1(r)dr = −14 ;
∫ ∞
0
f2(r)dr = −1 ;
∫ ∞
0
f0(r)dr = 0 (7.33)
So that the period of the Ka¨hler 2-form on C2 is the following one:∫
C2
K=
κ1
4
+κ2 . (7.34)
Recalling eq. (7.3), and with the present choice of ζ , the values of κ1 and κ2 are
κ1 =−4α, κ2 = 3α,
so that the volumes of C1 and C2 are ∫
C1
K= α,
∫
C2
K= 2α,
As we have previosly discussed, we choose α = 2 so that the periods of the tautological bundles are all integral.
In a similar way we calculated the period of the Ricci 2-form on C2 and as it was expected we found:
7.4 The isometry group of the second Hirzebruch surface and of the full resolution Y
The Ka¨hler potential is function only of the following combination
ϖ = |v|2
(
1+
∣∣u|2)2) . (7.35)
Given an element of SU(2), namely a 2×2 matrix
γ =
(
a b
c d
)
; ad−bc ; γ† = γ−1 , (7.36)
the object ϖ is invariant under the holomorphic transformation
(u,v)−→
(
au+b
cu+d
,v(cu+d)2
)
. (7.37)
According to the description we give in the Appendix, the coordinate (u, t) transform as follows:
(u, t)−→
(
au+b
cu+d
, t(cu+d)−2
)
. (7.38)
Hence we conclude that the coordinate t spanning the fiber in the Hirzebruch surface is related with the toric
coordinate v by
t =
1
v
(7.39)
It is also evident that the complete isometry group of the Ka¨hler metric K is SU(2)×U(1), where SU(2) acts
as in eq. (7.37), while U(1) is simply the phase transformation of v. This is inherited by the Ka¨hler metric
of the full variety Y . Actually in the case of Y the isometry group extends by means of an extra U(1) factor
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corresponding to the phase transformation of the coordinate w spanning the fiber of the line bundle Y −→ F2:
IsoY = SU(2)×U(1)×U(1) . (7.40)
7.5 Ricci-flat metrics on Y
All smooth resolutions of singularities of C3/Γ, where Γ acts as a subgroup of SU(3), carry Ricci-flat Ka¨hler
metrics, as proved in [41]. Therefore, the variety Y carries a Ricci-flat metric — actually, as dimH2(Y,Q) = 2,
it carries a 2-parameter family of such metrics. However one should not expect the metric coming from the
generalized Kronheimer construction to be one of these metrics; we shall check this point in calculations that
will appear in a future publication [5]. Moreover, as the action of Z4 on C3−{0} is not free (all points of the z
axis have a Z2 isotropy, compare discussion in Section 4.5.4), the Ricci-flat metrics are not ALE; they do have
a suitable asymptotically Euclidean behaviour away from the singular locus, but as the latter is not compact,
their asymptotics is more complicated than that of an ALE metric (these metrics have been called “QALE” by
Joyce).
8 The partial resolution Y3 and its Ka¨hler geometry
In this Section we construct the Ka¨hler Geometry of the partial desingularization P3 of the quotient C3/Z4 that
occurs at some walls of the ζ space; the computations suggest that the partial desingularization P3 is again the
total space of a line bundle, this time over a singular variety Q2. Actually P3 is Y3, one of the degenerations
arising in our toric analysis, and the base variety Q2 is the weighted projective space P[1,1,2].
The strategy that we adopt is analogous to that utilized for the nondegenerate variety Y and it goes along
the following steps:
1. We choose the partial desingularization space P3 provided by the Kronheimer construction in the plane
ζ1 = ζ3 = a, ζ2 = 2a .
2. Reducing the moment map equations to the compact exceptional divisor (the singular surface Q2) we
obtain a system solvable by radicals and the explicit solution is particularly simple.
3. We obtain the complete solution for the full variety starting from the solution on the Q2 surface and
expressing the sought-for fiber metrics T1,2 as power series in the coordinate w that represents the section
of the line bundle over Q2.
8.1 Construction of the Ka¨hler geometry of Q2
With the same logic utilized in the case of the full resolution we begin with the analysis of the Ka¨hler Geometry
of the singular base manifold Q2 of the line bundle P3−→Q2. Our main weapon in this analysis is the reduction
of the algebraic system of moment map equation to the exceptional divisor by means of the limit λ −→ 0. We
construct the Ka¨hler potential of Q2 performing the limit λ −→ 0 both on the nonlogarithmic part of the Ka¨hler
potential of the resolution and on the logarithmic one.
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8.1.1 Construction of the Ka¨hler potential
We choose the following special point on the chamber wall W1
ζ1 = 1, ζ3 = 1, ζ2 = 2 (8.1)
so that the system in eq. (6.8) becomes
(−1−λ 4T 22 −δT1T3)(T 21 −T 23 )
δ
(
σ2T2+λ 4σ2T 32 −T1T3
(
T 21 +T
2
3
))
−2T1T2T3−
(−1+λ 4T 22 )(T 21 +δσ2T2+T 23 )
=
 00
0
 (8.2)
According with what we discussed in Section 6.1 and eq. (3.12) we perform the replacement
T1 =
√
σ
λ
4
√
Z3+Z
4
√
2
; T2 =
1
λ 2
Z ; T3 =
√
σ
λ
4
√
Z3+Z
4
√
2
(8.3)
and introduce the appropriate rescaling
Z = λ 2z . (8.4)
In this way the system (8.2) becomes 00
−√2(−1+ z+ z2λ 4)√z+ z3λ 4σ + (zδ − z3δλ 4)σ2
=
 00
0
 . (8.5)
Then we reduce the system to the exceptional divisor performing the limit λ → 0 and we obtain the algebraic
equation √
zσ
(√
2−
√
2z+
√
zδσ
)
= 0 (8.6)
whose unique everywhere positive real solution is
z =
1
4
(
4+δ 2σ2+δσ
√
8+δ 2σ2
)
. (8.7)
8.2 The Ka¨hler potential addends
As in the case of the fully resolved variety Y , we begin by writing the restriction to the hypersurfaceNζ of the
Ka¨hler potential of the flat variety Hom(Q⊗R,R)Z4 . Inserting the above choices in eq. (7.40) we obtain
K0 =
2+2z2λ 4+2
√
2
√
z+ z3λ 4δσ
z
(8.8)
For the logarithmic part of the Ka¨hler potential we have
Klog ≡ ζI CIJ log [XJ]αζJ (8.9)
with the above choices and disregarding addends log[λ ] since λ is a modulus square of a holomorphic func-
tion,we find:
Klog = 2αζJ log [T2] = 2αζ2 log[z] (8.10)
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so that
K =
2+2z2λ 4+2
√
2δσ
√
z+ z3λ 4
z
+2αζ2 log[z] (8.11)
This determines the Ka¨hler geometry of the singular variety P3, provided we are able to write the appropriate
positive real solution z = Fˆ(λ ,δσ) of the moment map equation (8.5).
8.2.1 The Ka¨hler potential of Q2
Performing the limit λ → 0 and substituting for z the solution of the reduced moment map equations presented
in eq. (8.7) we obtain the Ka¨hler potential of the divisor Q2:
K |Q2 =
2
(
4+2
√
2δσ
√
4+δσ
(
δσ +
√
8+δ 2σ2
))
4+δσ
(
δσ +
√
8+δ 2σ2
)
+2αζJ log
[
1
4
(
4+δσ
(
δσ +
√
8+δ 2σ2
))]
(8.12)
Naming
T = δσ = r
(
1+ρ2
)
; W =
1
4
(
4+T
(
T +
√
8+T 2
))
(8.13)
where, just as before,
r = |v| ; ρ = |u| (8.14)
the result (8.12) can be rewritten in the following much simpler form:
K |Q2 = 4−
2
W
+2αζ2 log[W ]≈−
2
W
+2αζ2 log[W ] (8.15)
From these data one can compute the Ka¨hler metric; when αζ2 = 1 this takes the particularly simple form
gi j∗ =

2r
(
r+ 2
√
2√
W
)
1+W
2
√
2e−i(θ−ψ)ρ√
W (1+W )
2
√
2ei(θ−ψ)ρ√
W (1+W )
2(−1+W )
r2 (W +W 2)
 (8.16)
where θ and ψ are the phases of u and v, respectively. This is enough for our purposes since the periods we are
interested in scale multiplicatively with respect to αζ2 .
8.2.2 The determinant of the Ka¨hler metric and the Ricci tensor
Calculating the determinant of gi j∗ we find
det[g] =
4
W +W 2
(8.17)
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then calculating the Ricci tensor we obtain:
Ric11∗ = −
(−1+W )W (1+5W )
r2(1+W )4
Ric12∗ = −
√
2ei(θ−ψ)W 3/2(1+5W )ρ
(1+W )4
Ric21∗ = −
√
2e−i(θ−ψ)W 3/2(1+5W )ρ
(1+W )4
Ric22∗ =
1√
2
√
W (1+W )5
r(140−4W (70+W (−34+W (6+5W )))
+
√
2r
√
W
(
140+W
(−139+W (4+W −2W 2)))
−70r2W (−1+ρ4)) (8.18)
Again, from here we can see that the constructed metric is not Ka¨hler-Einstein.
Next considering the transformation to polar coordinates
u = eiθρ ; v = eiψr (8.19)
we write out the form of the Ka¨hler 2-form explicitly:
K =
2
√
2ρ2dr∧dθ
pi
√
W (1+W )
+
2(−1+W )dr∧dψ
pirW (1+W )
−
2r
(
2
√
2+ r
√
W
)
ρdθ ∧dρ
pi
√
W (1+W )
+
2
√
2rρdρ ∧dψ
pi
√
W (1+W )
(8.20)
8.2.3 Calculations of periods of the Ka¨hler 2-form on homology cycles
Starting from eq. (8.19) we can calculate the periods of the Ka¨hler 2-form on the homology cycles C1 and C2.
This allows one to get a clear picture of the degeneration of the Y variety, showing which cycles in Y3 shrink to
a vanishing volume.
Cycle C1. Setting r = 0 and ψ = 0 we obtain the reduction of the Ka¨hler 2-form to the cycle C1. Expanding
in power series of r around r = 0 we obtain
K=−
2
(√
2ρdθ ∧dr
)
r
pi
+O
(
r2
)
(8.21)
It follows that for r = 0 (equation of the cycle C1) the Ka¨hler 2-form goes to zero, namely the C1 cycle shrinks
to zero.
Cycle C2. The reduction to the cycle C2 is obtained in the limit ρ →0, θ→0. We obtain
K|C2 =
(
4+ r2− r√8+ r2
)
dr∧dψ
2pi
√
8+ r2
(8.22)
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so that for αζJ = 1 we get ∫
C2
K = 2pi
∫ ∞
0
(
4+ r2− r√8+ r2
)
2pi
√
8+ r2
dr = 2 (8.23)
and the result of a generic αζJ is therefore
K|C2 = 2αζJ .
It follows that for ρ = 0 (equation of the cycle C2) the Ka¨hler form has period 2αζJ .
8.3 Interpretation
The interpretation of the above results is sufficiently clear. The cycle C1 is the intersection of the two com-
ponents of the exceptional divisor Dc and Dnc, where Dc is the Hirzebruch surface F2 and Dnc = P1×C. The
vanishing of the cycle C1 means that the exceptional divisor Dnc has disappeared, while the compact one Dc
remains in the form of the singular variety P[1,1,2]. This means that P3 is precisely the partial resolution of the
orbifold singularity called Y3 in Section 4.4.
8.3.1 Periods of the Chern forms ω1,2,3.
The fiber metrics of the three tautological bundles are for the chosen point of the ζ space given by
H1,2,3 =
{
αζJ log
[(
Z+Z3
)1/4
21/4
]
, αζJ log[Z], αζJ log
[(
Z+Z3
)1/4
21/4
]}
(8.24)
substituting Z → λ 2 z we obtain:
H1,2,3 =
{
1
4
αζJ log
[
1
2
(
zλ 2+ z3λ 6
)]
, αζJ log
[
zλ 2
]
,
1
4
αζJ log
[
1
2
(
zλ 2+ z3λ 6
)]}
(8.25)
Performing the reduction to compact exceptional divisor we have;
H1,2,3 =
{
αζJ
log[z]
4
, αζJ log[z], αζJ
log[z]
4
}
z =
1
4
(
4+ r2
(
1+ρ2
)2
+ r
(
1+ρ2
)√
8+ r2 (1+ρ2)2
)
. (8.26)
So that for the period integrals, whatever is the supporting cycle, we obtain:{∫
ω1,
∫
ω2,
∫
ω3
}
=
{
1
4
αζJ
∫
Ω, αζJ
∫
Ω,
1
4
αζJ
∫
Ω
}
; Ω=
i
2pi
∂ ∂¯ log[z] (8.27)
The periods of Ω are very easily calculated since in cohomology we have:
αζJ [Ω] =
1
2
[K] (8.28)
where K is the Ka¨hler 2-form. The above equation follows from eq. (8.11) and the observation that the non-
logarithmic part of the Ka¨hler potential gives rise to a cohomologically trivial addend in K.
Hence we have: ∫
C1
Ω= 0 ;
∫
C2
Ω= 1 (8.29)
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In conclusion we have that there is only one independent tautological bundle corresponding to ω2 and we have:∫
C1
ω1,2,3 = 0 ;
∫
C2
ω2 = αζJ ;
∫
C2
ω1,3 =
αζJ
4
; [K] = 2 [ω2] . (8.30)
8.4 The Ka¨hler geometry of the singular variety Y3
Let us finally derive the Ka¨hler geometry of the singular threefold Y3 which is the total space of a line bundle
over the singular exceptional divisor P[1,1,2]. To this effect let us consider the following sextic equation for an
unknown F, where the coefficients are functions of the same invariants ϖ andf previously defined in eqs. (7.9):
P(F) ≡ 2+F(−4−ϖ)+F2(2−2f)+2F3ϖf+2F6f3+F4 (2f−2f2)
+F5
(
4f2−ϖf2) = 0 (8.31)
Just as in the case of the full variety Y , the sextic polynomialP(F) has the property that, for all positive values
of the parameters ϖ and f, it has two positive real roots and four complex roots arranged in two pairs of
complex conjugate roots. Hence the largest real root is uniquely identified and singles out a precise function
G(ϖ ,f) of the parameters:
G(ϖ ,f)≡ largest real root ofP(F) . (8.32)
The function G(ϖ ,f) can be developed in power series of f and we have:
G(ϖ ,f) =
1
4
(
4+ϖ +
√
ϖ(8+ϖ)
)
−
((
4+ϖ +
√
ϖ(8+ϖ)
)2(
3ϖ2+4
√
ϖ(8+ϖ)+ϖ
(
16+3
√
ϖ(8+ϖ)
)))
f
64
√
ϖ(8+ϖ)
+O[f]2 (8.33)
In terms of this function and of the above variables the Ka¨hler potential of the complete Y3 variety takes the
form
KY3 =
2
(
1+G2f+
√
2
√
Gϖ (1+G2f)+G log[G]
)
G
(8.34)
The function G(ϖ ,f) is displayed in Figure 16.
9 Summary of the Chamber Structure Discussion
We can now try to summarize our long and detailed discussion of the chamber structure pertaining to the Ka¨hler
quotient resolution a` la Kronheimer of the singularity C3/Z4.
First of all let us stress that the chamber structure is one of the most relevant aspects of the entire con-
struction from the point of view of any physical application in the context of the gauge/duality correspondence.
Indeed the ζ parameters are the Fayet-Iliopoulos parameters in the gauge theory side of the correspondence,
while they should be retrievable as fluxes of suitable p-forms on the supergravity side of the correspondence
and hence as parameters of the Ricci flat Ka¨hler metric existing on the same resolved smooth manifold. There-
fore, loosely speaking, the chamber structure is a mathematical synonymous of Phase Diagram of the Gauge
Theory.
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Figure 16: Plot of the function G(ϖ ,f).
Having clarified the physical relevance of the topic, let us state what results we found. The toric analysis
of the problem has revealed several possible degenerations of the full resolution Y −→ C3/Z4. Only three of
such manifolds are realized by the Ka¨hler quotient:
a) The complete resolution Y , which happens to be the total space of the canonical line bundle of the compact
exceptional divisor Dc ' F2 where F2 is the second Hirzebruch surface. In this case the exceptional
divisor has an additional non-compact component Dnc ' P1×C
b) The partial resolution Y3 which happens to be the total space of the canonical line bundle over the singu-
lar compact exceptional divisor Dc ' P[1,1,2]. In this case the non-compact exceptional divisor Dnc
disappears since its compact factor P1 shrinks to zero.
c) The partial resolution YEH = ALEA1 ×C, which again can be seen as the total space of the canonical line
bundle of the noncompact exceptional divisor Dnc. In this case it is the compact exceptional divisor that
disappears.
The three aforementioned manifolds are realized in ζ space R3 in the way we summarize below.
There are four intersecting planar walls W0,1,2,3 that partition the entire ζ space into eight disjoint convex
cones (stability chambers).
1. The smooth space Y is realized in all interior points of all the chambers and in all generic points of the
three walls of type 0, namely W0, W1, W3.
2. The singular space Y3 −→ P[1,1,2] is realized in all generic points of the type 1 wall W2. The latter
contains the Kampe´ line and the two Cardano edges that are also realization of Y3.
3. The smooth space YEH is realized on the homonymous edge, which is the intersection of the wallW0 with
the wall W2.
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Figure 17: Path crossing the W2 wall. The line with an arrowhead shown in this figure is the one we have
chosen to create a movie of wall crossing.
Wall Crossing. Crossing a wall is the mathematical analog of a physical phase transition. When the wall we
cross is of type 0, we simply go from one realization of the Y manifold to another one. On the two sides of the
wall the supporting variety is the same, yet the tautological bundles may be different. On the walls of type 0
we have a third realization of Y , but the configuration of the tautological line bundles may vary.
Most dramatic is the crossing of a wall of type III. In this case we go from one realization of the Y manifold
to another one passing trough a degenerate singular manifold that is located on the wall. There is a simple
numerical procedure to visualize such a phenomenon. Let us explain how it works.
Considering the three-dimensional Euclidean space with coordinates X1,X2,X3, a solution of the moment
map system (2.41) defines a two-dimensional surface in this space. This is so because the coefficients of the
system depend on the two parameters Σ, U , or alternatively ϖ ,f. Creating a grid of ϖ ,f-values we can obtain
a picture of the aforementioned two-dimensional surface by interpolating the numerical solutions of the system
(2.41) in all points of the grid at fixed ζ parameters. Such a picture is like a photogram of a movie. The other
photograms of the this movie are provided by repeating the same procedure with other ζ parameters. The effect
of crossing is better visualized when all the photograms are arranged along a line in ζ space that crosses the
wall and is orthogonal to it.
Let us consider the unique type III wall W2 and the line that crosses it orthogonally, displayed in fig.17.
Along this line we have numerically constructed a few photograms as previously described. In fig. 18 we
display three of them. One before crossing, one on the wall and one after crossing. As it is evident from the
figure, just on the wall the surface representing the solution is substituted by a line. This happens because the
solution for X1,X2,X3 is expressed in terms of simple functions of single function Z(ϖ ,f) of the two variables.
This obviously yields the parametric equation of a line. We already know this for the Kampe´ line, where we
have eq. (3.12) and the function Z is defined as a positive real root of the sextic equation (3.31). Actually a
similar result applies to all points of the W2 plane, namely for:
ζ = {x,x+ y,y} (9.1)
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Figure 18: Crossing the W2 wall. Before crossing the solution of the algebraic system (2.41) traces a surface
in X space. After crossing the solution traces another surface. Just on the wall the solution traces a line rather
than a surface. This is just the symptom of degeneration of the corresponding manifold.
Indeed we can easily prove by direct substitution that for such a choice of the level parameters the solution of
the moment map equations (2.41) can be written as follows:
X1 =
4
√√√√ Z (xZ2+ y)3/2
(x+ y)
√
x+ yZ2
X2 = Z (9.2)
X3 =
4
√
Z
x+y
(
x+ yZ2
)3/8
8
√
xZ2+ y
where Z is, by definition, the real positive solution of the following equation:
U
(
Z4−1)√Z(x+ y)(xZ2+ y)3/4
4
√
x+ yZ2
+Z
(
xZ2+ y
)(√
Z(x+ y) 4
√
(xZ2+ y)(x+ yZ2)+Σ
(
Z2−1)) = 0
(9.3)
Note that the solution (9.2), (9.3) becomes that of the Kampe´ manifold (3.12), (3.31) when x= y= s. Similarly
for either x = 0 or y = 0 the solution (9.2), (9.3) degenerates in either version of the solution defining the
Cardano manifold. In that case the degree of the equation reduces from six to four allowing for the use of
Cardano’s formula. This is the conclusive prove that at any point of the type III wall we realize the same
manifold Y3. Why is it degenerate? The answer is that the very fact that we express all the XI in terms of a
single function Z(ϖ ,f) implies that the Chern classes of all the tautological bundles are cohomologous and
conversely that the homology group is of dimension 1 rather than two.
10 Conclusions
What we have done in this paper was already described at the end of the introductory Section 1 and we do not
repeat it here. We rather point out the perspectives opened up by our results and what are the necessary steps
that have still to be taken in the development of our program.
As we have advocated, for the sake of the conceivable physical applications in the context of brane theory,
of the quotient singularity resolutions, it is quite relevant to understand the explicit analytic structure of the
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exceptional divisors and of the homology 2-cycles, having, at the same time, command on the explicit form of
the forms ω(1,1) representing the first Chern classes of the tautological bundles. In this paper we succeeded in
these two tasks because we had two very strong allies:
1. Toric Geometry, applicable to the case of abelian cyclic groups Γ, that allows one to identify the possible
full or partial resolutions of the quotient singularity and study in great detail their geometry, determining
also the appropriate coordinate transformations leading to the equations of the divisors.
2. The technique of localizing the moment map equations on divisors and curves, which allows for their
solutions on these loci.
Furthermore, we were able to clarify the Chamber Structure which, as already stressed, encodes the phase
diagram of the corresponding gauge theory.
However it is on the two fronts mentioned above that mathematical work is still needed. Ito-Reid theorem
applies in general and in particular to nonabelian groups. An urgent task is the extension of the sort of explicit
results obtained in this paper to nonabelian cases. A second urgent task which is equally important for abelian
and nonabelian cases is the explicit solution of the moment map equations in cases where the algebraic equation
is of degre d > 4. To this effect a quite valuable help might come from the recent developments in algebraic
geometry that represent roots of higher order algebraic equations in terms of theta constants associated with
suitable hyperelliptic Riemann surfaces [57]. We plan to study that case.
From the physical side, as we already stated, we plan to utilize the present explicit singularity resolution to
study the corresponding supergravity brane solutions and dual gauge theories. In this context the geometrical
results obtained here might be the origin of new interesting D3-brane and M2-brane physics. Such applica-
tions to the holographic scheme demand the construction of Ricci flat metrics on the same manifolds Y that
are derived from the Kronheimer construction and the precise identification of the their deformation param-
eters with the Fayet-Iliopoulos parameters ζ . These questions and issues will be addressed in forthcoming
publications [5].
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Appendix: structure of the Hirzebruch surfaces
Let us give some details about the geometry of the second Hirzebruch surface F2, which appears as the compact
component of the exceptional divisor of the resolution Y → C3/Z4.
Let (U,V ) be homogeneous coordinates on P1 and (X ,Y,Z) homogeneous coordinates of P2.
Definition 10.1. The n-th Hirzebruch surface Fn is defined as the locus cut out in P1×P2 by the following
equation of degree n+1:
0 = Pn(U,V,X ,Y,Z) = X Un − Y V n (10.1)
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It is convenient to describe the Hirzebruch surface in terms of inhomogeneous coordinates choosing open
charts both for P1 and for P2. We can cover P1 with two charts: that where V 6= 0 and that where U 6= 0. For
P2, we need instead three charts respectively corresponding to Z 6= 0, Y 6= 0 and X 6= 0. Hence we have a total
of six charts.
Description of Fn in the chart V 6= 0,Z 6= 0. According with the chosen conditions we set:
s =
U
V
; v =
X
Z
; w =
Y
Z
(10.2)
and from eq. (10.1) we obtain:
0 = vsn − w. (10.3)
Introducing a new complex variable t, a simple parametric description of the locus satisfying the constraint
(10.3) is provided by setting:
v(u, t) = tu−1 ; w(u, t) = t un−1 ; s(u, t) = u (10.4)
Hence (u, t) can be identified with a system of local coordinates on Fn. Let us now recall that the group SU(2)
is the isometry group of P1 equipped with the Fubini-Study Ka¨hler metric. Given a group element
g =
(
a b
c d
)
∈ SU(2) (10.5)
its action on the coordinate u (regarded as a coordinate of P1) is given by the corresponding fractional linear
transformation
g(u) =
au+b
cu+d
(10.6)
The action of g on the coordinate u can be extended also to the variable t in such a way that the image point
still belongs to the Hirzebruch surface Fn. We just set:
∀g ∈ SU(2) : g(u, t) =
(
au+b
cu+d
, t (cu+d)−n
)
(10.7)
and we easily verify:
a) The transformation (10.7) respects the group product and provides a nonlinear representation since:
g1 (g2 (u, t)) = g1 ·g2 (u, t) (10.8)
b) The transformation (10.7) maps points of the Hirzebruch surface into points of the same surface since:
v(g(u, t)) (s(g(u, t)))n−w(g(u, t)) = 0 (10.9)
if:
v(u, t) (s(u, t))n−w(u,v) = 0 (10.10)
On the Hirzebruch surface, as described in the current open chart (which is dense in the manifold), we can
introduce nice Ka¨hler metrics that are invariant under the action of SU(2) as given in eq. (10.7). In Section 7.3
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we derive one of them (see eqs. (7.19) and (7.20)) induced on the compact exceptional divisor by the Ka¨hler
quotient construction.
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