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ASYMPTOTIC BEHAVIOR OF EXT FUNCTORS FOR MODULES OF FINITE
COMPLETE INTERSECTION DIMENSION
OLGUR CELIKBAS AND HAILONG DAO
Abstract. Let R be a local ring, and let M and N be finitely generated R-modules such that
M has finite complete intersection dimension. In this paper we define and study, under certain
conditions, a pairing using the modules Exti
R
(M,N) which generalizes Buchweitz’s notion of the
Herbrand diference. We exploit this pairing to examine the number of consecutive vanishing of
Exti
R
(M,N) needed to ensure that Exti
R
(M,N) = 0 for all i≫ 0. Our results recover and improve
on most of the known bounds in the literature, especially when R has dimension at most two.
1. Introduction
Let R be a local ring, and let M and N be finitely generated R-modules. An active area of
research in commutative algebra has been aimed at understanding the vanishing pattern of the modules
ExtiR(M,N) and Tor
R
i (M,N). One reason for that is one frequently needs to understand the properties
of HomR(M,N) and M ⊗R N , and it naturally leads to investigating the corresponding derived
functors. Vanishing of such functors over special rings carries great deal of information; If R is a
complete intersection ring and TorRi (M,N) = 0 for all i ≥ 1, then the depth formula holds for M
and N , i.e., depth(M) + depth(N) = depth(R) + depth(M ⊗R N) [26, 2.5]. As another example, it
was proved by Avramov and Buchweitz in [7, Theorem 4.2] that if R is a complete intersection, then
ExtnR(M,M) = 0 for some even n forces M to have finite projective dimension.
One could argue that the topic started with the elegant rigidity theorem of Auslander and Licht-
enbaum [1, Corollary 2.2] and [33, Corollary 1]; If R is a regular local ring and TorRn (M,N) = 0 for
some nonnegative integer n, then TorRi (M,N) = 0 for all i ≥ n. Murthy [36, 1.6] exploited the rigidity
result and proved that, over a complete intersection of codimension r, r+1 consecutive vanishing Tor
modules forces the vanishing of all subsequent Tors. Various generalizations of Murthy’s result have
been obtained in the literature. These results mostly focus on the following themes: reducing the
number of initial vanishing necessary [15, 19, 21, 26, 28], studying Ext instead of Tor [7, 10, 29], inves-
tigating asymptotic behaviour [10, 12, 21, 28, 30], and recently, replacing the vanishing assumption of
consecutive indexes to that of an arithmetic progression [10, 12].
In this paper we study the vanishing pattern of ExtiR(M,N) whenM has finite complete intersection
dimension, a situation which is slightly general than assuming R is a complete intersection (see Section
2 for the definition of finite complete intersection dimension). This assumption onM is quite standard;
Modules of finite complete intersection dimension behave homologically like modules over complete
intersections [8]. On the other hand Murthy’s theorem does not extend to rings that are not complete
intersections [29, 3.2], so clearly some assumptions are needed.
One of the main technical tools in this paper is a generalization of Herbrand difference that was in-
troduced by Buchweitz in [14] (see Definitions 3.1 and 3.3) for maximal Cohen-Macaulay modules over
an isolated hypersurface singularity. The Grothendieck group of finitely generated R-modules is an
additional ingredient used consistently. Our approach yields sharper results than most of the bounds
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for vanishing pattern of ExtiR(M,N) previously known. It works especially well in low dimensions
where the behaviour of the Grothendieck group is better understood.
As an example, we can state:
Theorem 1.1. Let R be a local ring, and let M and N be finitely generated R-modules. Assume M
has finite complete intersection dimension and R satisfies one of the following:
(1) R is Artinian.
(2) R is a one-dimensional domain.
(3) R is a two-dimensional normal domain with torsion class group.
If ExtnR(M,N) = · · · = Ext
n+c−1
R (M,N) = 0 for some n > depth(R)−depth(M), where c = cxR(M),
the complexity of M , then ExtiR(M,N) = 0 for all i > depth(R)− depth(M).
Theorem 1.1 (see Corollaries 4.9 and 4.12) reduces the required number of vanishing Ext modules
from c+ 1 to c in some cases (cf. [29, 2.6(1)]). We even improve the above result in Proposition 4.13
over one-dimensional Gorenstein domains.
In the general case, if there are c + 1 consecutive vanishing Ext modules, then we can replace c
with the complexity of the pair (M,N), cxR(M,N), a nonnegative integer that is at most cxR(M).
More precisely, we prove the following result as Corollary 4.3:
Theorem 1.2. Let R be a local ring, and let M and N be finitely generated R-modules. Assume M
has finite complete intersection dimension. If ExtnR(M,N) = · · · = Ext
n+c
R (M,N) = 0 for some n >
depth(R)−depth(M), where c = cxR(M,N), then Ext
i
R(M,N) = 0 for all i > depth(R)−depth(M).
Various results of similar flavours can be found in Section 4.
We now describe the organization of the paper. Section 2 contains notations and some preparatory
results. In Section 3 we develop some of the general results about the asymptotic behaviour of
ExtiR(M,N) under the extra condition that they eventually have finite length. This section culminates
with a definition of the generalized Herbrand difference and an investigation of its basic properties.
In Section 4, we prove our main results on the vanishing pattern of ExtiR(M,N).
2. Notations and Preliminary Results
Let (R,m, k) be a local ring, i.e., a commutative Noetherian ring with unique maximal ideal m, and
let M and N be a finitely generated R-modules.
The complexity of a sequence of non-negative integers B = {bi}i≥0 is defined in [22] as follows:
cx(B) = inf {r ∈ Z | bn ≤ A · n
r−1 for some real number A and for all n≫ 0}
According to this notation the complexity of the pair (M,N), introduced in [7], can be defined as:
cxR(M,N) = cx
(
{νR(Ext
i
R(M,N))}
)
where νR(X) denotes the minimal number of generators of a finitely generated R-module X . The
complexity cxR(M) and the plexity pxR(M) [5] of M are defined as cxR(M,k) and cxR(k,M), respec-
tively.
If F : . . . → F2 → F1 → F0 → 0 is a minimal free resolution of M over R, then the rank of Fn,
i.e., the integer dimk(Ext
n
R(M,k)), is the nth Betti number of M . This integer is well-defined for all
n since minimal free resolutions over R are unique up to isomorphism. It follows from the definition
of the complexity that M has finite projective dimension if and only if cxR(M) = 0, and has bounded
Betti numbers if and only if cxR(M) ≤ 1.
A quasi-deformation of R [8] is a diagram R → S և P of local homomorphisms, where R → S is
flat and S և P is surjective with kernel generated by a regular sequence of P contained in the maximal
ideal of P . M is said to have finite complete intersection dimension, denoted by CI-dimR(M) < ∞,
if there exists a quasi-deformation R → S և P such that pdP (M ⊗R S) < ∞. Modules of finite
projective dimension and modules over complete intersection rings have finite complete intersection
dimension. Recall that R is said to be a complete intersection if the defining ideal of some (equivalently
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every) Cohen presentation of the m-adic completion R̂ of R can be generated by a regular sequence.
If R is such a ring, then R̂ has the form Q/(f), where f is a regular sequence of Q and Q is a ring
of formal power series over the field k, or over a complete discrete valuation ring with residue field
k. The non-negative integer νR(m) − dim(R) is the codimension of R. A complete intersection of
codimension one is called a hypersurface.
If CI-dimR(M) <∞, then it follows from [7, 4.1.2] and [8, 1.4 & 5.6] that the following (in)equalities
hold:
CI-dimR(M) = depth(R)− depth(M) and cxR(M,N) ≤ cxR(M) ≤ νR(m)− depth(R).
Assume R = Q/(f) where Q is a local ring and f = f1, f2, . . . , fr is a regular sequence of Q. Given
a minimal free resolution F of M over R, the regular sequence f gives rise to chain maps, of degree
−2, on F (cf. [5] and [23]). These chain maps are uniquely defined and commute, up to homotopy.
They give rise to a polynomial ring of cohomology operators S = R[χ1, χ2, . . . , χr] with variables χi
of degree two, and the graded R-module Ext∗R(M,N), that is the direct sum of Ext
i
R(M,N) for all
i ≥ 0, has a graded module structure over S.
If the length of the modules ExtiR(M,N) is finite for all i ≫ 0, then we denote by f
R
ext(M,N) the
set inf{s : λR(Ext
i
R(M,N) < ∞ for all i ≥ s}, where λR(X) denotes the length of an R-module X .
For notational convenience, we shall write βRi (M,N) = λR(Ext
i
R(M,N)) for all i ≥ f
R
ext(M,N).
We now record some of the results that will be used in the next sections.
Theorem 2.1. ([8, 4.2] and [24, 3.1]) Let R be a ring such that R = Q/(f) where Q is a local ring
and f is a regular sequence of Q, and let M and N be finitely generated R-modules. Let S = R[χ]
be the ring of cohomology operators defined by the regular sequence f . Then Ext∗R(M,N) is a finitely
generated graded module over S if and only if ExtiQ(M,N) = 0 for all i≫ 0.
Proposition 2.2. Let R be a ring such that R = Q/(f) where Q is a local ring and f is a regular
sequence of Q. Let M and N be a finitely generated R-modules. Assume fRext(M,N) < ∞ and
ExtiQ(M,N) = 0 for all i≫ 0. Then cxR(M,N) = cx
(
{λR(Ext
i
R(M,N))}
)
.
Proof. Theorem 2.1 shows that the graded module Ext∗R(M,N) is Noetherian over the cohomology
operators S defined by the regular sequence f . Thus the sequence of ideals {AnnR(Ext
i
R(M,N))}
eventually becomes periodic of period two [21, 2.4]. Hence, since fRext(M,N) < ∞, one can find a
positive integer h such that mh ExtiR(M,N) = 0 for all i ≫ 0, where m is the unique maximal ideal
of R. Now the result follows from [22, 2.5]. 
Proposition 2.3. ([27, 11.65]) Let R = Q/(x) where Q is a commutative ring and x is a non-
zerodivisor of Q. If M and N are R-modules, then one has the change of rings long exact sequence of
Ext:
0→ Ext1R(M,N)→ Ext
1
Q(M,N)→ Ext
0
R(M,N)→ · · · → Ext
n
R(M,N)→ Ext
n
Q(M,N)→
Extn−1R (M,N)→ Ext
n+1
R (M,N)→ Ext
n+1
Q (M,N)→ Ext
n
R(M,N)→ . . .
Lemma 2.4. Let R և P be a surjection of local rings, and let M and N be finitely generated R-
modules. Assume pdP (M) < ∞ and the kernel of R և P is generated by a regular sequence of
P . Assume further that the residue field k of P is infinite. Set c = cxR(M,N). If c ≥ 1, then
the surjection R և P can be factored as R և Q և P such that cxQ(M,N) = 0 and the kernel of
R և Q is generated by a regular sequence of Q of length c. Furthermore, if fRext(M,N) < ∞ (i.e.,
λR(Ext
i
R(M,N)) < ∞ for all i ≫ 0), then there exits a local ring R
′ and a non-zerodivisor x of R′
such that R = R′/(x), CI-dimR′(M) <∞ and cxR′(M,N) = cxR(M,N)− 1.
Proof. The proof follows from that of [5, 9.3.1] and [8, 5.9]. Note that Theorem 2.1 shows the graded
module E = Ext∗R(M,N) ⊗R k is finitely generated over R = S ⊗R k, where S = R[χ] is the ring
of cohomology operators defined by the deformation R և P . Then, as E 6= 0, dimR E = c ≥ 1
[7, 1.3]. The kernel of R և P can be generated by a regular sequence f1, f2, . . . , fr that defines
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χ = χ1, χ2, . . . , χr such that; (i) the ring of cohomology operators defined by the presentation R =
Q/(f1, f2, . . . , fc), where Q = P/(fc+1, f2, . . . , fr), is identified with R
′ = k[χ1, χ2, . . . , χc] ⊆ R and
(ii) χ1, χ2, . . . , χc form a system of parameters on E . Since E is finitely generated over R
′, Nakayama’s
lemma and Theorem 2.1 imply that cxQ(M,N) = 0.
Now assume fRext(M,N) < ∞ and write R = R
′/(x) where R′ = Q/(f1, . . . , fc−1) and x = fc.
Note that, since pdP (M) < ∞, the map Q և P implies that CI-dimQ(M) < ∞. Furthermore
CI-dimR′(M) + (c − 1) ≤ CI-dimQ(M) [8, 1.2.3]. Thus CI-dimR′(M) < ∞. As R = R
′/(x) and
R′ = Q/(f1, . . . , fc−1), Proposition 2.2 and the argument in the proof of [8, 1.5] yield the following
inequalities:
cxR(M,N)− 1 ≤ cxR′(M,N), cxR′(M,N) ≤ cxQ(M,N) + c− 1 = cxR(M,N)− 1.
Therefore cxR′(M,N) = cxR(M,N)− 1. 
We denote by G(R) the Grothendieck group of finitely generated R-modules, that is, the quotient
of the free abelian group of all isomorphism classes of finitely generated R-modules by the subgroup
generated by the relations coming from short exact sequences of finitely generated R-modules. We
write [M ] for the class of M in G(R) and denote by G(R) the group G(R)/Z · [R], the reduced
Grothendieck group of R. We set GQ = G⊗Z Q for an abelian group G. Some facts about the group
G(R)Q are collected in the next proposition.
Proposition 2.5. Let R be a local ring, and let N be a finitely generated R-module. Then [N ] = 0
in G(R)Q for each one of the following cases:
(1) N has finite length, or N is a syzygy of some finite length R-module.
(2) R is Artinian.
(3) R is a one-dimensional domain.
(4) R is a two-dimensional normal domain with torsion class group.
Proof. Let k denote the residue field of R. Assume N has finite length. We claim [N ] = 0 in G(R)Q.
Note that [N ] = l · [k] where l = λR(N). Therefore it suffices to prove [X ] = 0 in G(R) for some finite
length R-module X . If dimR = 0, then there is nothing to prove as we kill the class [R] of R. Suppose
now dimR > 0. Choose a prime ideal p and an element x of R such that x /∈ p and dim(R/p) = 1.
Then the short exact sequence 0→ R/p
x
→ R/p→ R/(p+ x)→ 0 implies that [R/(P + (x))] = 0.
This proves the claim. Therefore (1) and (2) follow.
Suppose now R is a domain. Then there is an exact sequence 0→ K → R(t) → N → C → 0 where
K and C are torsion R-modules. If dim(R) = 1, then K and C have finite length, and hence [N ] = 0
in G(R)Q. This proves (3).
Next assume that R is a two-dimensional normal domain. Then G(R)Q ∼= Cl(R)Q where Cl(R)
is the class group of R. As Cl(R) is torsion, this implies G(R)Q = 0 and hence proves (4). For the
reader’s convenience we will sketch a proof for the isomorphism above: Since dim(R) = 2, there is a
well-defined map α : Cl(R)→ G(R)Q given by α ([p]) = [R/p] for height one prime ideals p of R. The
maps γ and δ in the localization exact sequence [9, 6.2]
F×
γ
−→ G(tor(R)) −→ G(R)
δ
−→ Z −→ 0
are defined as γ (a/b) = [R/a]− [R/b] and δ ([M ]) = dimF (M ⊗RF ). Here F is the field of fractions of
R and G(tor(R)) is the Grothendieck group of finitely generated torsion R-modules. This shows that
G(R) is isomorphic to the free abelian group on finitely generated torsionR-modules modulo the classes
of the form [R/x] where x ∈ R−{0}, and the relations coming from short exact sequences of torsion R-
modules. Hence one has a well-defined map β : G(R)→ Cl(R), where β ([M ]) =
∑
λRp(Mp)[p] with
the sum is taken over all height one prime ideals p of R. Therefore the isomorphism G(R)Q ∼= Cl(R)Q
follows from the fact that α⊗Z Q and β ⊗Z Q are inverses to each other. 
Remark 2.6. The condition (4) of Proposition 2.5 is quite subtle. Let R be an excellent two-
dimensional normal domain. For the applications in this paper, one can make suitable flat extensions
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to assume that R is complete and the residue field k of R is algebraically closed. Suppose k is of
characteristic zero. Then Cl(R) is torsion if and only if R is a rational singularity; This result was
explained to us by S. D. Cutkosky. (cf. [34, 17.4] and the corollary after [18, Theorem 4]).
In positive characteristic, by the non-trivial results in [18, Theorem 4] and [25, 4.5], the class of
rings satisfying (4) include all two-dimensional complete normal domains such that k is either finite
or is the algebraic closure of a finite field.
3. Asymptotic behavior of βRi (M,N) and the generalized Herbrand function
In this section we will adapt the arguments of [21] and define an asymptotic function associated
to ExtiR(M,N) for a pair of finitely generated R-modules (M,N). This function can be viewed as a
natural generalization of the notion of Herbrand difference, defined by Buchweitz.
Recall from Section 2 that if the length of the modules ExtiR(M,N) is finite for all i≫ 0, then we
denote by fRext(M,N) the set inf{s : λR(Ext
i
R(M,N) < ∞ for all i ≥ s}, where λR(X) denotes the
length of an R-moduleX . We also write βRi (M,N) = λR(Ext
i
R(M,N)) for all i ≥ f
R
ext(M,N). We now
state a slightly modified version of Buchweitz’s definition for possibly non-maximal Cohen-Macaulay
modules (for more details, see Section 10.2 of [14]).
Definition 3.1. ([14]) Let R be a local hypersurface with an isolated singularity, i.e., Rp is regular for
all non-maximal prime ideals p of R. For a pair of finitely generated R-modules (M,N), the sequence
of modules {ExtiR(M,N)} is periodic of period two and has finite length for all i > depthR−depthM .
The Herbrand difference hR(M,N) of (M,N) is defined as:
hR(M,N) = βRn (M,N)− β
R
n−1(M,N)
where n is any even number such that n > depthR − depthM + 1.
The Herbrand difference is relevant for proving results for the vanishing pattern of Ext modules
because of the following simple observation: Suppose that hR(M,N) = 0. If ExtnR(M,N) = 0 for
some n > depthR− depthM + 1, then ExtiR(M,N) = 0 for all i ≥ n. To generalize this function, we
first prove that the numbers βRi (M,N) share similar properties as the Betti numbers of the module
M (cf. also [5, 9.2.1]).
Proposition 3.2. Let R be a ring such that R = Q/(f) where Q is a local ring and f = f1, ..., fr is
a regular sequence of Q. Let M and N be finitely generated R-modules. Assume fRext(M,N) <∞ and
ExtiQ(M,N) = 0 for all i≫ 0 (which is automatic if pdQ(M) <∞). Set
PRM,N (t) =
∞∑
i=fR
ext
(M,N)
βRi (M,N)t
i
Then the following hold:
(1) There is a polynomial p(t) ∈ Z[t] with p(±1) 6= 0, such that PRM,N (t) =
p(t)
(1 − t)c(1 + t)d
.
(2) βRi (M,N) =
m0
(c− 1)!
ic−1 + (−1)i
n0
(d− 1)!
id−1 + q(−1)i(i) for all i ≫ 0, where m0 is a non-
negative rational number and g±(t) ∈ Q[t] are polynomials of degrees < max{c, d} − 1.
(3) d ≤ c = cxR(M,N) ≤ r.
Proof.
(1) Set ξ =
∞⊕
i=fR
ext
(M,N)
ExtiR(M,N). Let m be the unique maximal ideal of R. Then Theorem 2.1
and the proof of Proposition 2.2 show that there exists a positive integer h such that ξ is a
finitely generated graded module over the ring T = (R/mh)[χ1, χ2, . . . , χr], where each χi has
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degree 2. Therefore Hilbert-Serre Theorem applies to the module ξ over T . This shows that
PRM,N (t) =
h(t)
(1− t2)r
for some polynomial h(t) ∈ Z[t]. Now, cancelling the powers of 1 − t
and 1 + t, one can find a polynomial p(t) ∈ Z[t] such that PRM,N (t) =
p(t)
(1− t)c(1 + t)d
where
p(±1) 6= 0.
(2) From part (1), we can write :
∞∑
i=fR
ext
(M,N)
βRi (M,N)t
i =
p(t)
(1− t)c(1 + t)d
=
c−1∑
l=0
ml
(1− t)c−l
+
d−1∑
l=0
nl
(1 + t)d−l
+ q(t)
Here q(t) ∈ Z[t]. Then, by comparing coefficients from both sides, we get the desired formula
for βRi (M,N). Since β
R
i (M,N) ≥ 0, m0 must be a non-negative rational number.
(3) That c ≤ r is obvious by the proof of (1). Since the sign of βRi (M,N) for odd i is positive
only if c ≥ d, the first inequality is also clear. The size of βRi (M,N) behaves like a polynomial
of degree max{c, d} − 1 = c− 1. Therefore, by Proposition 2.2, we see that cxR(M,N) = c.

Definition 3.3. Let R be a local ring, and let M and N be finitely generated R-modules. Assume
that fRext(M,N) <∞. Then, for a non-negative integer e, h
R
e (M,N) is defined as follows:
hRe (M,N) = lim
n→∞
n∑
i=fR
ext
(M,N)
(−1)iβRi (M,N)
ne
The behavior of βRi (M,N), proved in Proposition 3.2, shows that the function h
R
• (M,N) behaves
quite well:
Theorem 3.4. Let R be a ring such that R = Q/(f) where Q is a local ring and f = f1, ..., fr is a
regular sequence of Q. Let M and N be finitely generated R-modules. Assume fRext(M,N) < ∞ and
ExtiQ(M,N) = 0 for all i≫ 0. Set c = cxR(M,N).
(1) If e is an integer such that e ≥ c, then hRe (M,N) is finite. Moreover, if e > c, then
hRe (M,N) = 0.
(2) (Biadditivity)
(i) Let 0→M1 →M2 →M3 → 0 be an exact sequences of finitely generated R-modules. As-
sume fRext(Mj, N) <∞ and Ext
i
Q(Mj, N) = 0 for all i≫ 0 and for all j. Assume further that
e is an integer such that e ≥ cxR(Mj , N) for all j. If e ≥ 1, then
hRe (M2, N) = h
R
e (M1, N) + h
R
e (M3, N).
Moreover, if e = 0 and λR(M ⊗R N) <∞, then
hR0 (M2, N) = h
R
0 (M1, N) + h
R
0 (M3, N).
(ii) Let 0→ N1 → N2 → N3 → 0 be an exact sequence of finitely generated R-modules. As-
sume fRext(M,Nj) <∞ and Ext
i
Q(M,Nj) = 0 for all i≫ 0 and for all j. Assume further that
e is an integer such that e ≥ cxR(M,Nj) for all j. If e ≥ 1, then
hRe (M,N2) = h
R
e (M,N1) + h
R
e (M,N3).
Moreover, if e = 0 and λR(M ⊗R N) <∞, then
hR0 (M,N2) = h
R
0 (M,N1) + h
R
0 (M,N3).
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(3) (Change of rings)
Suppose that r ≥ 1 and set R′ = Q/(f1, ..., fr−1). Let e be a positive integer such that
e ≥ c. Assume cxR′(M,N) ≤ e − 1. If e ≥ 2, or e = 1 and λR(M ⊗R N) < ∞, then
2 · hRe (M,N) = h
R′
e−1(M,N).
Proof. Let n and h be integers such that n > h. Set gRM,N(h, n) =
∑h
i=n(−1)
iβRi (M,N)). Assume
e ≥ 1. Then, for a fixed h, it is clear that:
hRe (M,N) = lim
n→∞
gRM,N(h, n)
ne
(1) If e = 0, then c = 0 and hence ExtiR(M,N) = 0 for all i ≫ 0. Thus h
R
e (M,N) is finite. Assume
now e ≥ 1. We choose a sufficiently large integer h so that the formula for βRi (M,N) in Proposition
3.2(2) is true for all i ≥ h. Then,
gRM,N(h, n) =
n∑
i=h
(−1)iβRi (M,N)
=
m0
(c− 1)!
n∑
i=h
(−1)iic−1 +
n0
(d− 1)!
n∑
i=h
id−1 +
n∑
i=h
(−1)ig(−1)i(i)
(3.4.1)
Note that
n∑
i=h
(−1)iic−1 and
n∑
i=h
(−1)ig(−1)i(i) are polynomials in n of order c− 1 and at most c− 2,
respectively. Since e ≥ c, it follows from (3.4.1) that:
(3.4.2) hRe (M,N) = lim
n→∞
gRM,N(h, n)
ne
= lim
n→∞
n0
(d− 1)!
·
∑n
i=h i
d−1
ne
Using (3.4.2) and the equality
n∑
i=h
id−1 =
nd
d
+ lower order terms, we have:
(3.4.3) hRe (M,N) = lim
n→∞
n0
d!
nd−e
The claim now follows from the fact that d− e is a non-negative integer (see Proposition 3.2(3)).
(2) It is enough to prove (i) since (ii) follows in an identical manner. Assume e ≥ cxR(Mj , N)
for each j. The short exact sequence 0→M1 →M2 →M3 → 0 gives rise to the following long exact
sequence
(3.4.4) · · · → Exti(M3, N)→ Ext
i(M2, N)→ Ext
i(M1, N)→ Ext
i+1(M3, N)→ . . .
We truncate (3.4.4) and obtain the exact sequence
0→ Bh → Ext
h(M3, N)→ Ext
h(M2, N)→ Ext
h(M1, N)→
· · · → Extn(M3, N)→ Ext
n(M2, N)→ Ext
n(M1, N)→ Cn → 0,
(3.4.5)
where n and h are integers such that n > h > fRext(Mj , N) for each j. Taking the alternating sum of
the lengths of the modules in (3.4.5), we obtain
(3.4.6) gRM1,N(h, n)− g
R
M2,N
(h, n) + gRM3,N(h, n) = ±λR(Bh)± λR(Cn).
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Since e ≥ cxR(M1, N), it follows from (3.4.5) that λR(Cn) ≤ β
R
n (M1, N) ≤ A · n
e−1 for some real
number A and all n≫ 0. As h is fixed, (3.4.3) and (3.4.6) give the equality we seek:
hRe (M1, N)− h
R
e (M2, N) + h
R
e (M3, N) = lim
n→∞
gRM1,N(h, n)
ne
− lim
n→∞
gRM2,N(h, n)
ne
+ lim
n→∞
gRM3,N (h, n)
ne
= lim
n→∞
gRM1,N(h, n)− g
R
M2,N
(h, n) + gRM3,N (h, n)
ne
= lim
n→∞
±λR(Bh)± λR(Cn)
ne
= 0.
Suppose now e = 0 and λR(M ⊗R N) <∞. Then cxR(Mj , N) = 0, that is, Ext
i
R(Mj , N) = 0 for all
i ≫ 0 and all j. Moreover λR(Ext
i
R(M,N)) < ∞ for all i and j. Therefore, taking the alternating
sum of the lengths of ExtiR(M,N) in (3.4.4), we conclude that h
R
0 (M2, N) = h
R
0 (M1, N)+h
R
0 (M3, N).
(3) Write R = R′/(x), where R′ = Q/(f1, ..., fr−1) and x = fr. Then Proposition 2.3 gives the
following long exact sequence:
(3.4.7) ...→ ExtiR(M,N)→ Ext
i
R′(M,N)→ Ext
i−1
R (M,N)→ Ext
i+1
R (M,N)→ ...
Suppose now e = 1 and λR(M ⊗R N) <∞. Since Ext
i
R′(M,N) = 0 for all i≫ 0, it follows from the
exact sequence (3.4.7) that 2 · hR1 (M,N) = h
R′
0 (M,N). Assume now e ≥ 2. We truncate (3.4.7) and
obtain the exact sequence
0→ Bh → Ext
h
R(M,N)→ Ext
h
R′(M,N)→ Ext
h−1
R (M,N)→ . . .
→ ExtnR(M,N)→ Ext
n
R′(M,N)→ Ext
n−1
R (M,N)→ Ext
n+1
R (M,N)→ Cn → 0,
(3.4.8)
where n and h are integers such that n > h > fRext(M,N). Taking the alternating sum of the lengths
of the modules in (3.4.8) we get:
(3.4.9) gR
′
M,N(h, n) = (−1)
nβRn (M,N)− (−1)
nβRn+1(M,N)± β
R
h−1(M,N)± λR(Bh)± λR(Cn).
Since Cn is a submodule of Ext
R′
n+1(M,N) and cxR′(M,N) ≤ e−1, λR(Cn) ≤ β
R′
n+1(M,N) ≤ B ·n
e−2
for some real number B and all n≫ 0. Therefore, using (3.4.9) and the equality in Proposition 3.2(2),
we conclude that
(3.4.10) gR
′
M,N (h, n) =
2 · nd−1 · n0
(d− 1)!
+ f(n) for all n≫ 0,
where f(t) ∈ Z[t] is a polynomial of order at most e− 2. Now (3.4.10) implies
(3.4.11) hR
′
e−1(M,N) = lim
n→∞
gR
′
M,N(h, n)
ne−1
= 2d · lim
n→∞
n0
d!
nd−e
Notice, if d 6= e, lim
n→∞
n0
d!
nd−e = 0. Thus (3.4.11) shows that hR
′
e−1(M,N) = 2e ·
n0
d!
nd−e. Therefore
(3.4.3) gives the equality we seek: hR
′
e−1(M,N) = 2e · h
R
e (M,N). 
4. Vanishing Results
In this section we prove various vanishing results for ExtiR(M,N) when M has finite complete
intersection dimension. Our main tool will be the function hR• (M,N).
Remark 4.1. Let (R,m) be a local ring, and let M and N be finitely generated R-modules such
that CI-dimR(M) < ∞. Assume that f
R
ext(M,N) < ∞ and e is an integer such that e ≥ cxR(M,N).
Then hRe (M,N) is finite. One can see this as follows: Since CI-dimR(M) < ∞, there exists a quasi-
deformation R → S
α
և P such that pdP (M ⊗R S) < ∞. Let p be a minimal prime of S/mS
and set q = α−1(p). Then the localized diagram R → Sp և Pq is a quasi-deformation with zero-
dimensional closed fiber such that pdPq (M ⊗R Sp) < ∞ (cf. for example the proof of [37, 2.11]).
Thus we may replace the original quasi-deformation with the localized one and assume that the closed
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fiber S/mS is Artinian. Therefore, since R → S is flat, fRext(M,N) = f
S
ext(M ⊗R S,N ⊗R S) and
cxR(M,N) = cxS(M ⊗R S,N ⊗R S). Write S = P/(f) for some regular sequence f of P . Then it
follows from Theorem 3.4(1) that hSe (M ⊗R S,N ⊗R S) is finite. One can now define h
R
e (M,N) as in
Definition 3.3; it is a multiple of hSe (M ⊗R S,N ⊗R S) and hence is finite.
Theorem 4.2. Let R be a local ring, and let M and N be finitely generated R-modules. Assume
CI-dimR(M) <∞ and f
R
ext(M,N) <∞. Let e be an integer such that e ≥ cxR(M,N). Assume further
that hRe (M,N) = 0. If Ext
n
R(M,N) = · · · = Ext
n+e−1
R (M,N) = 0 for some n > depth(R)−depth(M),
then ExtiR(M,N) = 0 for all i > depth(R)− depth(M).
Proof. Set c = cxR(M,N). If c = 0, then Ext
i
R(M,N) = 0 for all i≫ 0, and hence the result follows
from [4, 4.2] (cf. also [7, 4.7]). So we assume that c ≥ 1. Since CI-dimR(M) < ∞, by Remark 4.1
and [8, 1.14], one can choose a quasi-deformation R→ S և P such that pdP (M ⊗R S) <∞, S/mS is
Artinian and P has infinite residue field. Note that hRe (M,N) = 0 if and only if h
S
e (M⊗RS,N⊗RS) =
0. Therefore we may assume R = S. One can now apply Lemma 2.4 to construct the rings Q and R′.
We shall proceed by induction on e. We already settle the case c = 0 or e = 0. So suppose
e = 1. Then c = 1, R′ = Q and R = Q/(x). Since ExtiQ(M,N) = 0 for all i ≫ 0, [4, 4.2]
shows that ExtiQ(M,N) = 0 for all i > depth(Q) − depth(M). Thus Proposition 2.3 implies that
ExtiR(M,N)
∼= Exti+2R (M,N) for all i > depth(R) − depth(M). Set w = depth(R) − depth(M) + 1.
Since we assume fRext(M,N) < ∞ there exist integers a and b such that β
R
w+2i(M,N) = a and
βRw+2i+1(M,N) = b for all i ≥ 0. Now, since h
R
1 (M,N) = 0, we have:
lim
n→∞
(−1)w · a+ (−1)w+1 · b+ (−1)w+2 · a+ (−1)w+3 · b+ · · ·+ (−1)nβRn (M,N)
n
= 0
The limit on the left is (−1)w(a−b)/2, so βRi (M,N) = β
R
i+1(M,N) for all i ≥ w. Since Ext
j
R(M,N) =
0 for some integer j ≥ w, we conclude that ExtiR(M,N) = 0 for all i ≥ w, which is what we want.
Assume now e ≥ 2. Then Theorem 3.4(3) shows that hR
′
e−1(M,N) = 0. Moreover, by Proposition 2.3,
we have that Extn+1R′ (M,N) = · · · = Ext
n+e−1
R′ (M,N) = 0. Since cxR′(M,N) = cxR(M,N)−1 ≤ e−1,
the induction hypothesis and [4, 4.2] imply that ExtiR′(M,N) = 0 for all i > depth(R
′) − depth(M).
Hence, using Proposition 2.3 and the fact that ExtnR(M,N) = Ext
n+1
R (M,N) = 0, we conclude
ExtiR(M,N) = 0 for all i≫ 0. Thus c = 0 and hence the result follows. 
Let M and N be finitely generated modules over a local ring R such that CI-dimR(M) < ∞. Set
c = cxR(M). If Ext
n
R(M,N) = · · · = Ext
n+c
R (M,N) = 0 for some n > depth(R) − depth(M), then it
follows from [29, 2.6(1)] that ExtiR(M,N) for all i > depth(R) − depth(M) (cf. also [7, 4.7]). Since
cxR(M,N) ≤ cxR(M), Corollary 4.3 generalizes this result.
Corollary 4.3. Let R be a local ring, and let M and N be finitely generated R-modules. As-
sume CI-dimR(M) < ∞. Let e be an integer such that e > cxR(M,N). If Ext
n
R(M,N) = · · · =
Extn+e−1R (M,N) = 0 for some n > depth(R) − depth(M), then Ext
i
R(M,N) for all i > depth(R) −
depth(M).
Proof. If fRext(M,N) <∞, then Theorem 3.4(1) shows that h
R
e (M,N) = 0 and hence the result follows
from Theorem 4.2. Therefore it suffices to prove fRext(M,N) <∞. We shall proceed by induction on
dim(R). There is nothing to prove if dim(R) = 0, since Theorem 4.2 applies directly. Thus assume
dim(R) ≥ 1 and let p be a non-maximal prime ideal of R. Since CI-dimRp(Mp) ≤ CI-dimR(M) [8,
1.6] and cxRp(Mp, Np) ≤ cxR(M,N), the induction hypothesis implies that Ext
i
Rp
(Mp, Np) = 0 for
all i > depthRp. Therefore f
R
ext(M,N) <∞. This proves the claim. 
Remark 4.4. Avramov showed in [6, 9.3.7] that the conclusion of Corollary 4.3 is not true in case
e = cxR(M,N); there are finitely generated modules M and N over a complete intersection ring R
such that ExtnR(M,N) = · · · = Ext
n+e−1
R (M,N) = 0 for some n > depth(R) − depth(M), where
e = cxR(M) = cxR(N) = cxR(M,N) > 0.
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It was proved in [22, 5.1] that over a Cohen-Macaulay ring R that is an isolated singularity, one
has cxR(M,N) ≤ min{cxR(M), pxR(N)}. Therefore Proposition 4.3 gives the following result:
Corollary 4.5. Let R be a local ring that is either Artinian or a one-dimensional domain. Let M
and N be finitely generated R-modules. Assume CI-dimR(M) < ∞ and p = pxR(N) ≤ cxR(M). If
ExtnR(M,N) = · · · = Ext
n+p
R (M,N) = 0 for some n > depth(R)− depth(M), then Ext
i
R(M,N) = 0
for all i > depth(R)− depth(M).
Proposition 4.6. Let R be a local ring, and let M and N be finitely generated R-modules. Assume
CI-dimR(M) < ∞ and λR(N) < ∞. Let e be an integer such that e ≥ max{1, cx(M)}. Then
hRe (M,N) = 0.
Proof. Note that, if cx(M) = 0, then the statement is obvious. Therefore we can assume cx(M) ≥ 1.
We only need to check the assertion for the case N = k, the residue field of R, as N has a finite
filtration by copies of k. In view of Theorem 3.4 and Lemma 2.4 we can assume e = 1. Then
cx(M) = 1. Moreover, by Lemma 2.4, we can write R = R′/(x) where x is a non-zerodivisor of R′
and pdR′ M <∞. Now Theorem 3.4(3) shows that
hR1 (M,k) = h
R′
0 (M,k) = χR′(M)
where χR′(M) is the Euler characteristic of M over R
′. Since x ∈ AnnR′(M), χR′(M) = 0 (cf. for
example [35, 19.8]). 
The following corollary now immediately follows from Theorem 4.2 and Proposition 4.6.
Corollary 4.7. ([11, 3.5]) Let R be a local ring, and let M and N be finitely generated R-modules.
Assume CI-dimR(M) < ∞ and λR(N) < ∞. If Ext
n
R(M,N) = · · · = Ext
n+c−1
R (M,N) = 0 for some
n > depth(R)−depth(M), where c = cxR(M), then Ext
i
R(M,N) = 0 for all i > depth(R)−depth(M).
Proposition 4.8. Let (R,m) be a local ring, and let M and N be finitely generated R-modules.
Assume the following conditions hold:
(1) CI-dimR(M) <∞.
(2) pdRp(Mp) <∞ for all p ∈ Spec(R)− {m}.
(3) [N ] = 0 in G(R)Q.
Set c = cxR(M). If Ext
n
R(M,N) = · · · = Ext
n+c−1
R (M,N) = 0 for some n > depth(R) − depth(M),
then ExtiR(M,N) = 0 for all i > depth(R)− depth(M).
Proof. There is nothing to prove if c = 0. So we may assume c ≥ 1. Let X be a finitely generated
R-module. As pdRp(Mp) < ∞ for all p ∈ Spec(R) − {m}, f
R
ext(M,X) < ∞. Hence Theorem 3.4(1)
shows that hRc (M,X) is finite. Therefore h
R
c (M,−) : G(R) → Q defines a linear map by Theorem
3.4(2). Note that, since CI-dimR(M) < ∞, Ext
i
R(M,R) = 0 for all i ≫ 0 (cf. [8, 1.4] and [2, ch.3];
see also [16, 1.2.7]). Thus one obtains an induced map hRc (M,−) : G(R)Q → Q. This implies, since
[N ] = 0 in G(R)Q, that h
R
c (M,N) = 0. The result now follows from Theorem 4.2. 
The next two results follow from Proposition 2.5 and Proposition 4.8. They improve [29, 2.6(1)]
for finitely generated modules over certain local rings (see also Remark 2.6 for Corollary 4.9).
Corollary 4.9. Let R be a two-dimensional local normal domain such that the class group of R
is torsion. Let M and N be finitely generated R-modules. Assume that CI-dimR(M) < ∞. Set
c = cxR(M). If Ext
n
R(M,N) = · · · = Ext
n+c−1
R (M,N) = 0 for some n > 2 − depth(M), then
ExtiR(M,N) = 0 for all i > 2− depth(M).
As discussed in Remark 2.6, the condition that Cl(R) is torsion is subtle and may depend of the
characteristic of R. However this Lemma below gives an easy way to find rings with torsion class
groups.
Lemma 4.10. Let R ⊆ S be a finite extension of normal domains. If Cl(S) is torsion, then so is
Cl(R).
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Proof. Let K,L be the quotient field of R and S respectively and n = ⌊L : K⌋. There are well-known
maps: i : Cl(R) → Cl(S) and j : Cl(S) → Cl(R) such that j ◦ i = n ˙idCl(R), see Chapter 7, Section
4.8 of [13]. Let α be an element of Cl(R). Since Cl(S) is torsion, there is an integer n1 such that
n1i(α) = 0 in Cl(S). Then it follows that nn1α = 0 in Cl(R). 
Example 4.11. The above Lemma shows, for example, that if R is a Veronese subring of the poly-
nomial rings S = k[x, y], then Cl(R) is torsion. So local rings of R would satisfy the condition of
Corollary 4.9. One can use the Lemma repeatedly to generate similar examples.
Corollary 4.12. Let R be a one-dimensional local domain, and let M and N be finitely generated R-
modules. Assume CI-dimR(M) <∞. Set c = cxR(M). If Ext
n
R(M,N) = · · · = Ext
n+c−1
R (M,N) = 0
for some n > 1− depth(M), then ExtiR(M,N) = 0 for all i > 1− depth(M).
When the ring considered is Gorenstein, one can improve Corollary 4.12 by using the fact that every
finitely generated module over a Gorenstein ring has a maximal Cohen-Macaulay approximation [3]
(cf. also [32, chapter 9]).
Proposition 4.13. Let R be a one-dimensional local Gorenstein domain, and let M and N be finitely
generated R-modules. Assume CI-dimR(M) < ∞ and Ext
1
R(M,N) = · · · = Ext
c
R(M,N) = 0, where
c = cxR(M) ≥ 1. Then the following holds:
(1) M is torsion-free and ExtiR(M,N) = 0 for all i ≥ 1.
(2) N is torsion-free if and only if Ext1R(N,M) = 0 if and only if Ext
i
R(N,M) = 0 for all i ≥ 1.
Proof. We will first prove thatM is torsion-free and ExtiR(M,N) = 0 for all i ≥ 1. IfM is torsion-free,
then the result follows from Corollary 4.12. Suppose now M has torsion, i.e., depth(M) = 0. Then
there exists an exact sequence
(4.13.1) 0→ T → X →M → 0
where X is torsion-free and T has finite injective dimension [3]. Since R is a one-dimensional Goren-
stein ring and depth(M) = 0, the depth lemma and (4.13.1) imply that T is free. Furthermore, by
(4.13.1), Ext1R(X,N) = · · · = Ext
c
R(X,N) = 0 and Ext
i
R(M,N)
∼= ExtiR(X,N) for all i ≥ 2. Since
CI-dimR(M) < ∞, there exists a quasi-deformation R → S և P such that pdP (M ⊗R S) < ∞.
Tensoring (4.13.1) with S over R, we see that pdP (X ⊗R S) < ∞. Hence CI-dimR(X) < ∞. Since
cxR(M) = cxR(X), it now follows from Corollary 4.12 that Ext
i
R(X,N) = 0 for all i ≥ 1. Thus
ExtiR(M,N) = 0 for all i ≥ 1. However, since depth(M) = 0, Ext
1
R(M,N) 6= 0 (cf. [4, 4.2] or [7, 4.8]).
Therefore M is torsion-free and ExtiR(M,N) = 0 for all i ≥ 1. This proves (1).
Note that, since CI-dimR(M) < ∞ and Ext
i
R(M,N) = 0 for all i ≥ 1, [7, 4.7] shows that
Êxt
n
R(M,N) = 0 for all n ∈ Z, where Êxt
n
R(M,N) denotes the nth stable cohomology module.
Therefore, as M is torsion-free, T̂or
R
n (M
∗, N) ∼= Êxt
−n−1
R (M
∗∗, N) ∼= Êxt
−n−1
R (M,N) = 0 for all
n ∈ Z. In particular TorRi (M
∗, N) = 0 for all i ≥ 1 (cf. [7, 4.4.6 & 4.4.7]). It was proved
in [17] that if X and Y are finitely generated modules over a local Gorenstein ring A such that
T̂or
A
n (X,Y ) = 0 for all n ∈ Z and Tor
A
i (X,Y ) = 0 for all i ≥ 1, then the depth formula holds, i.e.,
depthA(X⊗A Y ) = depthA(X)+depthA(Y )−depth(A). This implies depth(M
∗⊗RN) = depth(N).
Thus N is torsion-free if and only if M∗⊗RN is torsion-free. Now, if N is torsion-free, then it follows
from [31, 2.7] that ExtiR(N,M) = 0 for all i ≥ 1. On the other hand, if Ext
1
R(N,M) = 0, then [26,
4.6] implies that M∗ ⊗R N is torsion-free. This proves (2). 
As the vanishing of ExtiR(M,N) for all i ≫ 0 over a hypersurface R forces M or N to have finite
projective dimension [7, 5.12], Corollary 4.12 and Proposition 4.13 yield the following result:
Corollary 4.14. Let R be a one-dimensional local hypersurface domain, and let M and N be finitely
generated R-modules. If ExtnR(M,N) = 0 for some n ≥ 1, then pdRM < ∞ or pdRN < ∞. In
particular, if Ext1R(M,M) = 0, then M is free.
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Remark 4.15. We note that the conclusion of Corollary 4.14 is not true over an arbitrary hypersur-
face; see, for example, [7, 4.3]. We shall also note if M is a finitely generated torsion-free module over
a one-dimensional complete intersection domain R, it is not known whether Ext1R(M,M) = 0 forces
M to be free (cf. [26, page 473]). For modules of bounded Betti numbers, we have the following result
(cf. also [15, 4.17] and [20, 5.5]).
Proposition 4.16. Let R be a local ring, and let M be finitely generated R-module. Assume
CI-dimR(M) < ∞ and M has bounded Betti numbers. Assume further that [M ] = 0 in G(R)Q.
If ExtnR(M,M) = 0 for some n > depth(R)− depth(M), then pdR(M) < n.
Proof. Notice that cxR(M) ≤ 1. We proceed by induction on dim(R). Assume first dim(R) = 0. Then
Corollary 4.7 and [7, 4.2] imply that pdR(M) < ∞. Suppose now dim(R) ≥ 1. Then the induction
hypothesis implies that pdRp(Mp) < ∞ for all non-maximal prime ideals p of R. Hence Proposition
4.8 and [7, 4.2] give the desired result. 
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