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Abstract
Smoothed aggregation-based (SA) algebraic multigrid (AMG) is a popular and
effective solver for systems of linear equations that arise from discretized partial
differential equations. While SA has been effective over a broad class of problems,
it has several limitations and weaknesses that this thesis is intended to address.
This includes the development of a more robust strength-of-connection measure
which guides coarsening and the choice of interpolation sparsity patterns. Unfor-
tunately, the classic strength measure is only well-founded for M-matrices, leading
us to develop a new measure based on local knowledge of both algebraically
smooth error and the behavior of interpolation. Another limitation is that classic
SA is only formally defined for Hermitian positive definite problems. For non-
Hermitian operators, the operator-induced energy-norm does not exist, which
impacts the complementary relationship between relaxation and interpolation.
This requires a redesign of SA, such that restriction and prolongation operators
approximate the left and right near null-spaces, respectively. As a result, we
develop general SA setup algorithms for both the Hermitian positive-definite
and the non-Hermitian cases. To realize these algorithms, we develop general
prolongation smoothing methods so that restriction and prolongation target
the left and right near null-spaces, respectively. Overall, the proposed methods
do not assume any user-input beyond what standard SA does and the result
is a new direction for multigrid methods for non-Hermitian systems. Several
problem areas motivate our development. For example, rotated anisotropic
diffusion and linearized elasticity problems using standard discretizations can
easily generate non-M-matrices that prove difficult for standard SA and AMG.
High- and low-order discontinuous Galerkin discretizations also generate difficult
non-M-matrices for elliptic problems. Target non-Hermitian problems include
flow problems and wave-like problems—e.g., Helmholtz. Additionally for wave-
like problems, there is a rich non-standard wave-like near null-space, which must
be captured by the coarse levels—a task beyond the scope of traditional AMG
or SA coarsening techniques.
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Chapter 1
Introduction
1.1 Introduction
Smoothed aggregation-based (SA) [74, 72] algebraic multigrid (AMG) [17, 64]
is a popular and effective solver for systems of linear equations that arise from
discretized partial differential equations (PDEs). While SA has been effective
over a broad class of problems, it has several limitations and weaknesses that
this thesis is intended to address. This includes the development of a more
robust strength-of-connection measure which guides coarsening and the choice
of interpolation sparsity patterns. Unfortunately, the classic strength measure is
only well-founded for M-matrices, leading us to develop a new measure based
on local knowledge of both algebraically smooth error and the behavior of
interpolation. Another limitation is that classic SA is only formally defined for
Hermitian positive definite (HPD) problems. For non-Hermitian operators, the
operator-induced energy-norm does not exist, which impacts the complementary
relationship between relaxation and interpolation. This requires a redesign
of SA, such that restriction and prolongation operators approximate the left
and right near null-spaces, respectively. As a result, we develop general SA
setup algorithms for both the HPD and the non-Hermitian cases. To realize
these algorithms, we develop general prolongation smoothing methods so that
restriction and prolongation target the left and right near null-spaces, respectively.
The right near null-space is loosely defined for a matrix A as all vectors v such
that Av ≈ 0. Likewise, the left near null-space is loosely defined as all vectors u
such that A∗u ≈ 0. For Hermitian matrices, the left and right near null-spaces
are identical. Overall, the proposed methods do not assume any user-input
beyond what standard SA does and the result is a new direction for multigrid
methods for non-Hermitian systems.
Several problem areas motivate our development. For example, rotated
anisotropic diffusion and linearized elasticity problems using standard discretiza-
tions can easily generate non-M-matrices that prove difficult for standard SA and
AMG. High- and low-order discontinuous Galerkin discretizations also generate
difficult non-M-matrices for elliptic problems. Target non-Hermitian problems
include flow problems and wave-like problems—e.g., Helmholtz. For wave-like
problems, there is the additional difficulty of the rich non-standard wave-like
1
near null-space, which must be captured by the coarse levels—a task beyond the
scope of traditional AMG or SA coarsening techniques.
The final topic concerns a better prototyping and testing framework for
AMG methods. The current state of software does not easily allow either for
reproducing published results or for quick prototyping of new methods.
1.2 Advantages of Preconditioning
Central to many numerical simulations is the solution of a sparse matrix equation,
Ax = b. (1.1)
This is particularly true when computing the numerical solution to discretized
PDEs, where systems are large on the order of several millions or billions of
degrees-of-freedom and require utilization of the sparse structure. Among the
most popular solution techniques are iterative methods because of their efficiency,
flexibility for different problem types, and suitability for current architectures. In
the ideal case, the iterative solve time scales with O(n), where n is the number of
degrees-of-freedom. To achieve this optimality, the iterations required to achieve
a given level of accuracy and the overhead for memory accesses must not increase
with problem size
The performance of iterative methods deteriorates as the conditioning of the
system increases—e.g., see Table 6.2. Thus, constructing an optimal iterative
solver requires the development of an effective preconditioner Aˆ, which approxi-
mates A−1. The iterative method then solves one of the three preconditioned
systems:
AˆAx = Aˆb, AAˆx = b, or AˆAAˆx = Aˆb, (1.2)
where the introduction of Aˆ is assumed to create equally well-conditioned systems
over all problem sizes—i.e., the effectiveness of the preconditioner is consistent
across problem sizes to avoid loss of optimality. We consider preconditioned
Krylov methods, where Aˆ is expected to improve the conditioning by clustering
the eigenvalues of A and to also eliminate the near null-space [65]. Our target is
multigrid preconditioners, which are designed to maintain O(n) complexity.
To illustrate the fact that preconditioning must cluster the eigenvalues, we
consider the test problem in Table 5.5 of isotropic linearized elasticity for a steel
tripod with a downward force applied. This example yields a small symmetric
and positive-definite (SPD) A, i.e., a purely real HPD system, but this facilitates
straightforward eigenvalue analysis.
In Figure 1.1, we plot the spectrum on the real and imaginary axes for the
three operators A, A preconditioned by 2 sweeps of symmetric Gauss-Seidel
and A preconditioned by an SA method developed in this work. The use of 2
symmetric Gauss-Seidel sweeps mimics a multigrid V(1,1)-cycle with no coarse
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(a) Spectrum of A
(b) Spectrum of A preconditioned by symmetric Gauss-Seidel
(c) Spectrum of A preconditioned by SA
Figure 1.1: Effects of Preconditioning on the Spectrum.
grid correction. The residual history of conjugate gradient (CG) for these three
operators is shown in Figure 1.2. The spectrum of A has both large and small
eigenvalues differing by multiple orders of magnitude, as shown in Figure 1.1a
and the poor convergence of CG reflects this fact. As indicated in Figure 1.1b,
the symmetric Gauss-Seidel preconditioning effectively eliminates the high end
of the spectrum and maps large eigenvalues to the region near 1. Yet, symmetric
Gauss-Seidel is ineffective at shifting the near null-space away from 0 and leaves
the smallest eigenvalues largely untouched and spaced almost identical to A.
This translates to a modest gain in performance for CG. SA, however, targets
both the high and low end of the spectrum and effectively clusters the eigenvalues
as shown in Figure 1.1c. The result is extremely fast preconditioned CG (PCG)
convergence, as shown in Figure 1.2.
Thus, the goal of SA is to target both ends of the spectrum of A. Use of
relaxation methods such as Gauss-Seidel target error in the high end, leaving
effective treatment of the low end, i.e., the near null-space, the primary difficulty
in designing effective SA solvers.
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Figure 1.2: PCG Residual History.
1.3 Motivation: Capturing the Near
Null-Space
We now motivate our strategy for treating the near null-space with SA, by
considering SPD model problems, since classic SA is designed for this case.
Classic SA critically uses the induced norm and inner-product to define an energy
concept, where the near null-space is low energy and the modes attenuated by
relaxation are expected to be high energy.
We examine the near null-space by studying the error left by the standard
multigrid smoother Gauss-Seidel for the problem of diffusion on the unit box
with homogeneous Dirichlet boundary conditions. Specifically,
−(c2 + s2)uxx − 2(1− )c s uxy − (c2 + s2)uyy = 0, (1.3)
where  is the anisotropic coefficient, c = cos(θ), s = sin(θ) and θ is the angle
of rotation. The discretization is done with bilinear (Q1) finite elements on a
100× 100 regular grid. The two model problems are isotropic diffusion, where
 = 1.0 and θ = 0.0, and rotated anisotropic diffusion, where  = 0.001 and
θ = pi/4. In both cases, we examine Ax = 0, with a uniformly random initial
guess. Ax = 0 is a convenient test problem because the error is known, e = x,
and the residual is r = Ax. Notice in Table 1.1 that the A-norm of the error
for the two test problems is initially reduced quickly, but the process eventually
slows and stagnates. This quick attenuation of high energy error, while leaving
the error in the near null-space unreduced, is indicative of standard relaxation.
Diffusion Type: Isotropic Rotated Anisotropic
iterations = 0 82.4 43.6
5 1.42 0.879
10 0.741 0.410
15 0.531 0.287
Table 1.1: ‖e‖A, Error Reduction by Gauss-Seidel.
To complete the picture, we investigate the character of the near null-space
left by relaxation. In Figures 1.3 and 1.4, we plot in 2D the error from Gauss-
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Figure 1.3: Error from Gauss-Seidel for Isotropic Diffusion.
Seidel for the same two test problems. For the purposes of plotting, each vector
is normalized to a maximum value of 1 and the color of each pixel is determined
by the magnitude of the corresponding entry in the vector.
From Figure 1.3, it is clear that after a few iterations, a slowly varying
error vector is attained—i.e., nearly constant away from the boundary. From
Figure 1.4, the error is also slowly varying, but only in the direction of strong
diffusion—i.e., from the lower-left to upper-right along the angle of rotation
θ = pi/4. The error left by relaxation is termed algebraically smooth and derives
its name from diffusion problems, as in this example, where the error is physically
smooth. Formally, we define algebraically smooth error to be grid functions with
a small Rayleigh quotient, and therefore equivalent to the near null-space or low
energy modes.
The strategy of SA is to run a few iterations of relaxation on an initial
solution guess to quickly attenuate high energy modes, thus leaving the near
null-space largely untouched. The exposed near null-space is then captured with
an interpolation operator P , which is used to represent the residual equation on
a coarse set of degrees-of-freedom, called the coarse grid, with
P ∗APec = P ∗r, (1.4)
where r is the residual and ec is the coarse grid error correction. ec is then found
on the coarse grid, either with a direct solve, more relaxation or a recursive
call to the overall process. Finally, ec is interpolated back to the original set of
degrees-of-freedom, called the fine grid. The error correction is then incorporated
into the current solution guess on the fine grid. Often, low energy error for A is
reintroduced as high energy for P ∗AP on the coarse grid, thus motivating a full
5
Figure 1.4: Error from Gauss-Seidel for Rotated Anisotropic Diffusion.
recursive multilevel algorithm. Instead of solving the coarse grid error equation,
the algorithm repeats itself by constructing a new and even coarser grid.
Remark 1. The motivation in this section would be identical if the target
algorithm were classic F/C AMG. We consider in this thesis, however, only SA
algorithms because of their greater flexibility, e.g., SA automatically incorporates
arbitrary user-defined functions into span(P ).
Remark 2. We say that the interpolation operator P is complementary to
relaxation if P is accurate for modes that are unattenuated by relaxation—i.e.,
the near null-space. The induced energy inner-product defines this relationship in
that span(P ) should contain only low energy modes and that relaxation attenuates
only high energy modes.
The starting point for constructing P is Figures 1.3 and 1.4, where the error
is slowly varying. Thus when considering SA for a diffusion problem, constant-
based interpolation in P is used to accurately represent algebraically smooth
error with far fewer degrees-of-freedom on the coarse grid than are present on
the fine grid.
A key point is in Figure 1.4, where the near null-space is slowly varying in
the direction of strong diffusion, but remains largely random in the orthogonal
or cross-stream direction. This implies that constant-based interpolation should
only be occurring in the direction of strong diffusion. Determining such direc-
tions is called strength-of-connection, and is a measure of how well algebraically
smooth error can be interpolated between two degrees-of-freedom. Strength
information then yields the sparsity pattern for P and is critical for the con-
struction of effective SA methods. This problem is revisited in Chapter 3 during
the development of a new strength-of-connection measure.
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SA typically begins with only rough a priori knowledge of the near null-space
that is based on the problem type. Adapting this knowledge to the matrix at
hand is another critical SA component. This question occupies Chapter 4, where
a new general interpolation improvement strategy is developed.
For wave-like problems, e.g., Helmholtz, the near null-space is large and
highly oscillatory. This implies that the constant-based interpolation used in
classic SA is no longer sufficient. New schemes must be developed so that P
captures the rich wave-like near null-space, which is the focus of Chapter 7.
So far, we have assumed that A is HPD, but we target more general systems.
For general non-Hermitian systems, there is no A-norm energy principle with
which to define the complementary relationship between relaxation and interpo-
lation. Moreover, standard relaxation methods may now diverge and amplify
some modes, and there are both a left and a right near null-space that require
representation in interpolation. Addressing these issues is the focus of Chapter
2.2 and Chapter 4.
In summary, the strategy of SA is to use a few iterations of relaxation in
order to quickly attenuate only high energy error. The remaining low energy
error, which is represented with the residual equation, is interpolated to a coarse
grid for further reduction. If P is complementary to relaxation, then this process
results in an effective preconditioner that clusters the eigenvalues of A away
from the 0. The primary challenge in this work is to develop such a P for target
problems beyond the scope of classic SA.
1.4 Motivation: Target Problems
Despite the general approach to our development of SA components, we are
motivated by target problems that expose a lack of robustness for classic SA.
These target problems move beyond the scope of classic SA, i.e., SPD matrices,
and M-matrices in particular. M-matrices are SPD matrices with a positive
diagonal and non-positive off-diagonals.
Classic SA is challenged by problems such as anisotropic diffusion and lin-
earized elasticity. These problems easily generate non-M-matrices for standard
discretizations, thus leading to a breakdown in classic strength-of-connection
measures and classic interpolation methods [64, 74]. The result is poor SA
performance, despite the fact that classic SA was designed in part to target
diffusion and linearized elasticity problems. For more details, see Chapter 3 and
Tables 5.5, 5.4 and 5.3.
High-order discretizations are also problematic. These discretizations have
proved popular, especially for fluid flow simulations and problems with long time
integrations [52, 32]. High-order methods are popular where high accuracy is
of great importance because of the spectral convergence of the error in p for
sufficiently smooth solutions. Because of this property, per degree-of-freedom,
high-order discretizations often yield the best accuracy. However, the overall
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efficiency of high-order discretizations is debated. Importantly, matrices become
denser and the matrix conditioning deteriorates as p increases. As the density of
the matrix increases, the equations become coupled to degrees-of-freedom farther
away and a loss-of-locality occurs. Together, this impacts the effectiveness of itera-
tive solvers and AMG in particular. Classic SA degrades quickly as p increases for
either continuous or discontinuous Galerkin discretizations—e.g., see Table 6.2.
Discontinuous Galerkin discretizations are a natural pairing for high-order
because of their flexibility with respect to hp-adaptivity. Additionally, discon-
tinuous Galerkin discretizations are widely applicable—e.g., curl-curl, diffusion,
convection-diffusion and hyperbolic problems. Unfortunately, discontinuous
Galerkin discretizations increase the total number of degrees-of-freedom, thus
compounding the cost of using high-order elements. Yet, discontinuous Galerkin
discretizations have grown in popularity for elliptic and convection-diffusion
operators [7, 51]. Therefore, we are led to consider multigrid because these are
classic problems for multigrid methods in the continuous Galerkin setting. In
particular, the optimality of multigrid could greatly mitigate the larger and
denser linear systems from high-order discontinuous Galerkin discretizations.
However, classic AMG and SA fail for these problems because neither standard
interpolation or coarsening schemes are effective. This has led to development
of geometric multigrid methods for discontinuous Galerkin discretizations of
the Poisson operator, which unfortunately include expensive rediscretizations of
the problem. We desire a black box algebraic solver for generality and greater
applicability.
The next group of target problems are non-Hermitian. A generalization of
an energy principle, effective strength-of-connection strategies, and appropriate
relaxation techniques are required, in addition to constructing interpolation to
address both the left near null-space and right near null-space.
The final group of target problems are wave-like problems—e.g., Helmholtz
or Maxwell’s. Classic SA techniques completely break down for a number of
reasons. The matrix is complex-valued and can be non-Hermitian or indefinite.
Also, the near null-space may no longer be slowly varying, causing problems for
standard interpolation techniques, which rely on the constant for interpolation.
In short, existing SA components cannot address all of these issues.
1.5 Dissertation Outline
In summary, our target problems move beyond the standard M-matrix case and
require a generalization of SA components for both HPD and non-Hermitian
systems. The end goal is to maintain a complementary P and relaxation. The
result is a generalized approach to SA that is at the forefront of current multigrid
research. The components that require development are:
• An energy-principle and accompanying complementary relaxation and
interpolation schemes for general non-Hermitian problems.
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• A general strength-of-connection measure to provide adequate interpolation
sparsity patterns.
• A general iterative improvement process for P called prolongation smooth-
ing, which controls complexity and incorporates a priori knowledge from
the near null-space.
• A scheme capable of capturing a large and rich wave-like near null-space
in order to extend SA to wave-like problems—e.g., Helmholtz.
• Relaxation techniques for indefinite problems, such as Helmholtz; non-
symmetric problems, such as low Reynold’s number flow problems; and
high-order discretizations.
Two of the target problems, high-order discontinuous Galerkin discretizations
and the Helmholtz problem, require specializations in order to address specific
challenges posed by these problems. Fortunately, these specializations do not
deviate from the basic SA framework.
In Chapter 2, a precise description of SA for both HPD and non-Hermitian
systems is given. For non-Hermitian systems, an appropriate energy-principle
is given along with accompanying complementary interpolation and relaxation
targets. In Chapter 3, we develop a new general strength-of-connection measure
motivated by a differential equation perspective. The new strength measure
combines local knowledge of relaxation and interpolation in order to yield strength
decisions. In Chapter 4, we propose a general prolongation smoothing strategy
based on energy-minimization in a constraint space. In Chapter 5, results for
the generalized SA method applied to a variety of test problems are given. It is
observed that the new methods provide added robustness and extend the scope of
SA. In Chapter 6, we develop the first specialized solver by targeting high-order
DG discretizations of the Poisson operator. The proposed strength-of-connection
measure and energy-minimization prolongation smoothing strategies are applied.
Yet, additional changes are necessary to address both the rising condition number
and loss of locality as p increases and to address the effect of degrees-of-freedom
on the Dirichlet boundary being present in the matrix. In Chapter 7, we develop
the other specialized solver in this work. First, a solver for the 1D Helmholtz
problem is developed. Then leveraging techniques from 1D and knowledge gained
from Chapter 6, we develop a solver for a discontinuous Galerkin discretization of
the 2D Helmholtz problem. As already described, this is a challenging problem
and an algebraic multiple coarsening strategy is developed in order to capture
the rich wave-like near null-space in span(P ). In Chapter 8, the accomplishments
and future work are summarized and concluding remarks are made.
In Appendix PyAMG, our new AMG and SA prototyping and testing frame-
work is discussed. This package addresses the common problems of reproducing
published results and quick prototyping of new methods.
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Chapter 2
Smoothed Aggregation for
General Systems
2.1 Smoothed Aggregation for Hermitian
Positive Definite Systems
In this section, we give an overview of our high-level SA algorithm for Hermitian
positive-definite systems, which conforms to standard SA with the exception of
the improve nns() function. SA automatically constructs a multilevel hierarchy
of interpolation operators and coarse sets of degrees-of-freedom through Algo-
rithm 2.1, the setup phase. The goal of Algorithm 2.1 is to create a coarse space
and associated interpolation (i.e., prolongation) operators which capture alge-
braically smooth error. In other words, interpolation is designed to complement
relaxation. The multilevel hierarchy is then used in the solve phase outlined
in Algorithm 2.2 to reduce the residual for a given right-hand side and initial
guess. The solve phase interpolates the residual equation between levels and
at each level, uses an inexpensive relaxation method (also called smoothing) to
reduce the error. If interpolation and relaxation are complementary, the process
reduces the residual quickly. The error which is slow to relax is interpolated to
coarser levels and reduced there.
Algorithm 2.1 takes as input the matrix A, a set of m user-provided near
null-space modes B, and a list of near null-space mode improvement steps to
be taken at each level, {s0 . . . sN}, for si ∈ Z+. B is usually constructed from
the null-space of the governing PDE with no boundary conditions. B is repre-
sentative of algebraically smooth error away from the boundaries and forms our
tentative interpolation functions. For example in diffusion and linearized elastic-
ity problems, B is the constant and rigid-body-modes, respectively. Algorithm
2.1 constructs coarse operators Ak, with k = 0 being the index for the finest
level, and related interpolation operators Pk : Cnk+1 → Cnk , where nk and nk+1
are the sizes of two successively coarser grids.
When constructing Pk, Algorithm 2.1 first calls improve nns(). For our
experiments, we take sk steps of relaxation on AkBk = 0, for each vector in Bk,
the near null-space modes on level k. We note for some problems, such as the
classic diffusion model problems in Chapter 1.3, this step is unnecessary. Refining
B with improve nns() combines the two previous approaches for generating
B by adapting a priori knowledge about the near null-space to the matrix.
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Using the purely adaptive approach [22, 23] is often expensive, while the classic
approach, which uses the null-space of the unrestricted PDE, yields a B that
can be inaccurate, especially near the boundaries. This ability to adapt B is
doubly important here because unlike with classic SA, the proposed prolongation
smoothers incorporate Bk exactly into span(Pk).
The next calculation is a strength-of-connection matrix Sk [74, 19, 61] which
is used to to make coarsening decisions and thus decide the sparsity pattern
of Pk. The matrix graph of Ak can be used for this purpose, but, this graph
does not necessarily reflect the nature of algebraically smooth error, e.g., in
Figure 1.3, algebraically smooth error does not behave uniformly in all directions.
Instead, one can build the strength matrix Sk such that its graph is the subset
of Ak that retains only those couplings which represent easy interpolation of
algebraically smooth error between neighboring degrees-of-freedom. In Figure
1.3, this corresponds to couplings in the direction of slowly varying algebraically
smooth error.
Therefore, we let Sk be nonzero at (i, j) if algebraically smooth error can be
accurately interpolated between i and j. Sk controls the sparsity pattern of Pk
through the process of aggregation, which places the nk vertices of Sk into ak+1
aggregates. The aggregates form a disjoint, i.e., non-overlapping, covering of the
matrix graph of Sk. Aggregation occurs by applying a greedy algorithm to the
matrix graph of Sk yielding aggregates that are primarily composed of distance
one neighbors.
During inject modes(), a tentative prolongation operator P (0)k is formed
based on aggregation and Bk. An intermediate sparse matrix Ck ∈ Rnk×ak+1
is formed such that entry (i, j) is nonzero only if degree-of-freedom i is in
aggregate j. P (0)k is formed by injecting Bk in a block column-wise fashion into
Ck. Each block column of P
(0)
k corresponds to an aggregate and is nonzero
only for the degrees-of-freedom in that aggregate, where Bk is injected. Let
indexing for matrices and vectors start at 1 and i be in aggregate j, then the
entry (i, (j− 1)m+ s) of P (0)k is equal to the entry (i, s) of Bk, where 1 ≤ s ≤ m.
If i is not in aggregate j, then the corresponding entry of P (0)k is 0. Thus, P
(0)
k
is of size (nk × nk+1), where nk+1 = mak+1.
In order to clarify inject modes(), we depict a simple example. Equation
(2.1a) defines a Bk that is (10 × 2), and a sparsity pattern matrix Ck that
is (10 × 4) because there are ak+1 = 4 aggregates. Aggregate one contains
degrees-of-freedom 1 and 2. Aggregate two contains degrees-of-freedom 3, 4
and 5, and so on as depicted by Ck in (2.1a). Equation (2.1b) then depicts the
resulting (10× 8) tentative prolongator P (0)k .
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Ck =

∗
∗
∗
∗
∗
∗
∗
∗
∗
∗

, Bk =

B1,1 B1,2
B2,1 B2,2
B3,1 B3,2
B4,1 B4,2
B5,1 B5,2
B6,1 B6,2
B7,1 B7,2
B8,1 B8,2
B9,1 B9,2
B10,1 B10,2

. (2.1a)
P
(0)
k =

B1,1 B1,2
B2,1 B2,2
B3,1 B3,2
B4,1 B4,2
B5,1 B5,2
B6,1 B6,2
B7,1 B7,2
B8,1 B8,2
B9,1 B9,2
B10,1 B10,2

. (2.1b)
The final step applies a local QR factorization to the nonzero portion of each
block column. Q replaces the nonzero portion so that the conditioning of that
block column and hence P (0)k is improved. The R’s are concatenated to form
Bk+1. The result is that span(P
(0)
k ) exactly represents the algebraically smooth
user-provided near null-space components such that P (0)k Bk+1 = Bk.
Usually, the tentative prolongator is suboptimal and is improved through
prolongation smoothing which widens the interpolation stencil and lowers the
energy of each column so that the quality of the coarse space is improved. The
result is a Pk that captures algebraically smooth error and is complementary
to relaxation. Classic SA uses one iteration of weighted-Jacobi for AkP
(0)
k = 0
to improve Pk. This step is especially important for classic SA, because it is
the only opportunity for boundary effects to be accounted for in Pk. Classic SA
does not include the improve nns() call in Algorithm 2.1.
Finally, a coarse level operator Ak+1 is formed. The Hermitian symmetry of
A implies that the right and left near null-spaces are equivalent, so that Galerkin
coarsening where R = P ∗ is appropriate for forming coarse level operators of the
form RAP . This process repeats itself until the dimensions of Ak drop below a
threshold.
Classic AMG and SA methods were developed for SPD systems arising from
elliptic PDEs and this fact is reflected in Algorithm 2.1. For standard SPD
multigrid problems and especially the M-matrix case, the matrix entries are used
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Algorithm 2.1: sa setup(A, B, {s0 . . . sN})
1 A0 = A
2 B0 = B
3 k = 0
4
5 while size(Ak) > max coarse
6 improve nns(Ak , Bk , sk )
7
8 Sk = strength(Ak )
9 Ck = aggregate(Sk)
10 P
(0)
k , Bk+1 = inject modes(Ck, Bk )
11 Pk = prolongator smoother(Ak, P
(0)
k )
12
13 Rk = P ∗k
14 Ak+1 = RkAkPk
15 k = k + 1
16 return {A0 . . . Ak}, {P0 . . . Pk−1}, {R0 . . . Rk−1}
effectively for making the strength-of-connection decisions in line 8 of Algorithm
2.1 [74, 72]. Additionally, the symmetry of A yields R = P ∗ at no extra cost.
To apply SA to vector problems, such as elasticity where there are multiple
degrees-of-freedom at each spatial location, we use the common approach of
supernodes [72]. Supernodes cause aggregation to happen in two stages at level
0. In the first stage, supernodes are formed by aggregating degrees-of-freedom at
the same spatial location together. The second stage then aggregates supernodes
using strength-of-connection information, such that if degree-of-freedom i is
strongly connected to j, then the supernode containing i is strongly connected
to the supernode containing j.
After construction of the hierarchy, Algorithm 2.2 is used for standard
multigrid cycling to reduce the residual for a given right-hand side and initial
guess. The recursive algorithm sa solve() first presmoothes at level k—e.g.,
using Gauss-Seidel or weighted-Jacobi. Second, the residual is formed and
restricted to level k+1 to give Rkrk = bk+1. Third, a sensible initial guess of 0 is
chosen for the interpolated residual equation Ak+1xk+1 = bk+1, where xk+1 is the
coarse grid representation of the error. Fourth, sa solve() is called recursively.
Fifth, the solution xk+1 is interpolated to level k as an approximation to the
error and added to xk. Finally, postsmoothing occurs. The variable γ controls
the number of recursive calls and hence, cycle type. A value of 1 corresponds to
a V-cycle and 2 corresponds to a W-Cycle.
The number of pre- and postsmoothing steps are user parameters and yield
different V- or W-cycles. A V(1,2)-cycle corresponds to γ = 1, 1 presmoothing
step, and 2 postsmoothing steps. A W(1,2)-cycle is similarly defined.
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Algorithm 2.2: sa solve(k, γ, {A0 . . . AN+1}, {P0 . . . PN}, {R0 . . . RN},
xk, bk)
1 i f k = N + 1
2 return solve(Ak ,bk)
3 else
4 xk = presmooth(Ak, xk, bk)
5 rk = bk −Akxk
6 bk+1 = Rkrk
7 xk+1 = 0
8
9 for i = 1, 2 . . . γ
10 xk+1 =
11 sa solve(k + 1, γ, {A0 . . . AN+1}, {P0 . . . PN}, {R0 . . . RN}, xk+1, bk+1)
12
13 xk = xk + Pkxk+1
14 xk = postsmooth(Ak, xk, bk)
15 return xk
2.2 Smoothed Aggregation for Non-Hermitian
Systems
2.2.1 Previous Work
Classic AMG methods were developed for SPD systems arising from elliptic
PDEs, and the underlying theory and associated solver components rely on this
fact. Since the inception of AMG, there have been extensions to non-Hermitian
problems, but this work has largely focused on convection-diffusion type problems
where the main difficulty is the highly convective, i.e., strongly nonsymmetric,
situation where classic multigrid techniques can fail. For instance, application of
classic SA to these problems creates difficult coarse grid matrices for relaxation
methods, and often leads to divergence of the solver [67].
Plain or non-smoothed aggregation can be effective for highly-convective prob-
lems [26, 71, 66]. However, this approach is suboptimal for diffusion dominated
problems because classic SA is known to be more effective. If R∗ = P (0), but P
is smoothed performance for diffusion problems improves, but is still suboptimal
because of the unsmoothed R [73, 48]. To address this shortcoming, the diffusion
and convective parts of the matrix can be coarsened separately, yielding two
separate multigrid hierarchies [43]. While effective for cases where the code
and underlying problem support such a splitting of the matrix, it is not general
enough for our aim. A different approach smooths P with the symmetric part of
A, with the intent to capture the diffusive part of the matrix [31]. Unfortunately,
this approach when used with a standard Galerkin coarsening can easily result in
undesirable coarse level operators that lose diagonal dominance or the M-matrix
property [67].
The conclusion is that using the adjoint of a smoothed P for R is problematic
for highly convective problems, but beneficial for primarily diffusive problems.
To explain this fact, we consider the importance of left and right near null-space
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modes [23, 67]. Span(R∗) should approximate the left near null-space well
and span(P ) should approximate the right near null-space well. In terms of
the singular value decomposition (SVD), the left near null-space is represented
by left singular vectors corresponding to small singular values and the right
near null-space is likewise represented with respect to right singular vectors.
Assuming relaxation is ineffective against the right near null-space, this yields
complementary interpolation.
For a highly convective problem, the operator is nonsymmetric and the left
and right near null-spaces are not equivalent. Smoothing a tentative P with A
constructs an interpolation operator appropriate for only the right near null-
space. Thus, standard Galerkin coarsening, where R∗ = P , is inappropriate
because span(P ) and span(R∗) should not be equivalent. The success of using
plain or unsmoothed aggregation for convective problems is explained by the
fact that the constant is a good initial approximation to the both the left and
right near null-spaces, but that smoothing P with A disrupts this fact. For a
primarily diffusive problem where A is symmetric or nearly symmetric, then
using standard Galerkin coarsening so that span(P ) is equivalent to span(R∗) is
appropriate, because the left and right near null-spaces are similar.
This restriction and prolongation strategy is a generalization of the Hermitian
case, where span(P ) is designed to capture functions with a low energy. For the
non-Hermitian case, we have two sets of low energy modes: those corresponding
to the right near null-space (‖Ae‖2 = ‖e‖A∗A ≈ 0) and those corresponding to
the left near null-space (‖A∗e‖2 = ‖e‖AA∗ ≈ 0).
Remark 3. If R and P accurately approximate the left and right near null-space,
respectively, then from an SVD perspective, RAP creates a coarse space that
allows for accurate reduction of residual components that yield a small ‖Ae‖2.
Remark 4. Singular vectors, but not left and right eigenvectors, allow one to
minimize ‖Ae‖ and ‖A∗e‖ in the non-Hermitian case. Therefore, we use singular
vectors for defining algebraically smooth error.
Therefore, it is natural to consider using separate processes to smooth R
and P , yielding a Petrov-Galerkin coarsening scheme. For instance, restriction
smoothing with A∗ is proposed in [14, 31] and expanded in [67], where the novel
concept of local damping parameters is introduced. A different summary of this
conclusion states that R should be the adjoint of interpolation for the adjoint of
A—i.e., R∗ should be smoothed with A∗ [56].
2.2.2 Non-Hermitian Smoothed Aggregation Algorithm
We now generalize Algorithm 2.1 to the non-Hermitian case to obtain a new
experimental SA algorithm. The left and right near null-spaces are no longer
equivalent, thus necessitating separate procedures for computing R and P . In
order to compute R, we repeat the process for computing P , but replace A with
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Algorithm 2.3: sa setup nonsymm(A, BL, BR, {s0 . . . sN})
1 A0 = A
2 BR0 = B
R
3 BL0 = B
L
4 k = 0
5
6 while size(Ak) > max coarse
7 improve nns(A∗k , B
L
k , sk )
8 improve nns(Ak , BRk , sk )
9
10 Sk = strength(Ak)
11 Ck = aggregate(Sk)
12 P
(0)
k , B
R
k+1 = inject modes(Ck, B
R
k )
13 Pk = prolongator smoother(Ak, P
(0)
k )
14
15 i f A i s non-Hermitian but not complex-symmetric
16 R
(0)
k
∗, BLk+1 = inject modes(Ck, B
L
k )
17 R∗k = prolongator smoother(A
∗
k, R
(0)
k
∗ )
18 else i f A i s complex-symmetric
19 Rk = PTk
20 else
21 Rk = P ∗k
22
23 Ak+1 = RkAkPk
24 k = k + 1
25 return {A0 . . . Ak}, {P0 . . . Pk−1}, {R0 . . . Rk−1}
A∗. Using A∗ to smooth R∗ is sensible in the context of classic prolongation
smoothing and the proposed methods here. The equation A∗R∗ = 0 is being
solved for each column of R∗—i.e., span(R∗) focuses on the left near null-space.
Likewise, prolongation smoothing on P can be thought of as solving AP = 0
for each column of P , so that span(P ) focuses on the right near null-space. In
both cases, constraints ensure that the resulting P and R are not all zero. Fully
replicating the prolongation smoothing process for P requires a separate set of
left near null-space modes BL to be maintained. Thus, the tentative prolongator
is constructed using a set of right near null-space modes, BR, and the tentative
restriction operator is constructed using BL. The separate process for generating
R is the only difference between Algorithms 2.1 and 2.3.
Complex-symmetric matrices are treated differently in Algorithm 2.3. R =
PT is appropriate and is motivated by the fact that A = AT , but A 6= A∗ [56].
If the prolongation smoother is composed of simple algebraic operations over
which complex-conjugation distributes, then R = PT yields an R that is the
adjoint of interpolation for the adjoint of A [56].
The solve phase for non-Hermitian problems is still described by Algorithm
2.2. However, the presmoothing and postsmoothing routines must be carefully
chosen, since typical relaxation methods, such as Gauss-Seidel, do not guarantee
convergent hierarchies for arbitrary matrices. In this thesis, we explore relaxation
based on the normal equations, but we also note that Krylov and Krylov-like
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methods, such as GMRES [35] or USYMQR [68, 23], are also useful for this
purpose. In particular, USYMQR forms a favorable Krylov-like subspace in
which the residual is reduced. There are, however, two important drawbacks to
non-stationary relaxation methods, such as GMRES or USYMQR. If SA is used
as a preconditioner, then a more expensive flexible Krylov outer-iteration such
as FGMRES [65] must be used. Also since residual components are not reduced
by a fixed amount each iteration, stopping criteria for relaxation are necessary.
Due to these limitations and computational experiments, we advocate use of
Gauss-Seidel NR.
In one sense, we have defined the complementary relationship between P and
relaxation in the A∗A inner-product, although the normal equations are never
formed. This is necessary because non-Hermitian A do not induce inner-products.
A∗A is used instead of AA∗ so that user-provided near null-space modes are
preserved—i.e., AB ≈ 0 implies A∗AB ≈ 0. We also choose this energy principle
because it easily extends to complex-valued systems and Hermitian indefinite
systems, where we still have R = P ∗.
Remark 5. Notably,
√
A∗A can be used as a guiding energy-principle for non-
Hermitian problems, despite the impractical calculation of
√
A∗A [23].
Remark 6. Since SA for non-Hermitian problems is a topic at the forefront of
current research, there are some unexplored issues. It is unclear if R would benefit
from a separate strength-of-connection and aggregation process. Additionally,
it is unclear if pre- and postsmoothing should use different methods during the
solve phase, since span(R∗) and span(P ) approximate different spaces. We
use normal equation-based relaxation, so it may be the case that presmoothing
should be based on AA∗ and postsmoothing based on A∗A. In this way, pre- and
postsmoothing would exclusively target the left near null-space and right near
null-space, respectively.
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Chapter 3
Evolution Measure
3.1 Introduction
In this Chapter, we outline a new general strength-of-connection measure [61].
Strength-of-connection is a critical component of SA that must be addressed in
order to realize the general SA framework in Chapter 2. The automatic con-
struction of the multigrid hierarchy relies on strength-of-connection information
to coarsen the matrix graph and to determine the sparsity pattern for P , thus
making it a critical part of SA.
Strength-of-connection as a general concept is not well understood and the
first task of this chapter is on understanding existing strength-of-connection
measures and their limitations. In particular, we present a framework to interpret
and clarify existing measures through differential equations. This framework leads
to a new procedure for making point-wise strength-of-connection decisions that
combines knowledge of local algebraically smooth error and the local behavior
of interpolation. The new procedure effectively addresses a variety of challenges
associated with strength-of-connection and when incorporated within SA gives
rise to a more robust and efficient solver.
Classic strength-of-connection decisions are often based directly on the matrix
stencil. The “classic” AMG strength-of-connection measure states [64] that
degree-of-freedom i is strongly connected to j if
−Aij ≥ θmax
m 6=i
{−Aim}, (3.1a)
for some user supplied θ ∈ [0, 1]. Similarly, classic SA sets i to be strongly
connected to j if
|Aij | ≥ θ
√
AiiAjj . (3.1b)
Both measures are motivated by assuming A is an M-matrix, which yields heuris-
tics that relate matrix entries to algebraically smooth error and complementary
interpolation operators [71]. Specifically, if A is an M-matrix, then the error e
not effectively reduced by Gauss-Seidel satisfies∑
i,j
−Aij(ei − ej)2 
∑
i
Aiie
2
i . (3.2)
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If Aij is relatively large, then ei ≈ ej and constant-based interpolation is effective
for transferring algebraically smooth error between i and j.
Consequently, while (3.1a) and (3.1b) are reliable and efficient measures in
many situations, their utility is limited for more general non-M-matrices, where
(3.2) no longer holds. One example is the grid aligned anisotropic diffusion
equation,
−uxx −  uyy = f, (3.3)
on a uniform mesh using bilinear (Q1) finite elements. Equation (3.4a) gives the
corresponding generic matrix stencil. The (3× 3) array notation displays the
coefficients in the matrix from a degree-of-freedom (center point) to its eight
nearest neighbors in the rectangular mesh.
[A] =
1
3
Ö − 1+2 1− 2 − 1+2
−2 +  4 + 4 −2 + 
− 1+2 1− 2 − 1+2
è
. (3.4a)
Setting  = 1.0 and  = 0.0 yields
[A]1.0 =
1
3
Ö −1 −1 −1
−1 8 −1
−1 −1 −1
è
and [A]0.0 =
1
3
Ö − 12 1 − 12
−2 4 −2
− 12 1 − 12
è
.
(3.4b)
When  is small, the y-direction is weakly coupled and standard point-wise
smoothing, such as Gauss-Seidel, is ineffective at reducing error that is oscillatory
in the y-direction. In geometric multigrid, one solution is to coarsen only in
the x-direction—i.e., the direction in which the relaxed error is slowly varying
and algebraically smooth. However, to algebraically coarsen only in the x-
direction, the strength-of-connection measure must determine that coupling in
the vertical and diagonal directions is weak compared to the horizontal direction.
Unfortunately, the classic measures only partially indicate a strong coupling in
the horizontal direction. As a result, direct use of the matrix coefficients alone
is not sufficient to reliably identify a connection strength.
The matrix inverse A−1 has been used to motivate ideal information for
strength-of-connection purposes. We outline here, however, two simple examples
for which the matrix inverse is not appropriate. Consider (3.3) on the unit
square with  = 0.001 and discretize with linear elements on a uniform simplicial
mesh. We apply Dirichlet boundary conditions at x = 0.0 and 1.0, whereas pure
Neumann boundary conditions are applied at y = 0.0 and 1.0. Equation (3.5)
compares the stencils of the matrix and the matrix inverse, respectively, at the
point in the center of the domain. The inverse is generally dense and so only the
stencil for the local neighborhood of the center point is given. For this problem,
A is an M-matrix and the matrix stencil itself clearly indicates weak connections
in the y-direction. The inverse, however, indicates nearly isotropic behavior,
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yielding incorrect strength-of-connection values.
[A] =
Ö −0.001
−1.00 2.002 −1.00
−0.001
è
, [A−1] =
Ö
225 225 225
251 252 251
225 225 225
è
. (3.5)
Additional examples using mixed boundary conditions also illustrate the mis-
leading global nature of the matrix inverse, but the misleading character of the
inverse is also exposed through the PDE. One such example is rotated anisotropic
diffusion (1.3) discretized with Q1 elements on a uniform mesh of the unit box
with all Dirichlet boundary conditions. In (3.6), we show the matrix and matrix
inverse stencils for the center point using the angle of rotated diffusion pi/4 and
 = 0.001.
[A] =
Ö
0.083 −0.167 −0.417
−0.167 1.333 −0.167
−0.417 −0.167 0.083
è
, [A−1] =
Ö
1.65 2.49 2.87
2.49 3.58 2.49
2.87 2.49 1.65
è
.
(3.6)
Diffusion is occurring strongly in the direction from lower-left to upper-right,
and the matrix stencil partially indicates this. However, the matrix inverse
stencil shows only marginally strong connections in this direction. In particular,
the matrix inverse fails to correctly interpret the positive off-diagonals in [A] as
extremely weak connections.
The main deficiencies in using the matrix inverse is its global nature and the
fact that it contains information about both algebraically and non-algebraically
smooth modes. This is problematic because the non-algebraically smooth error
need not be considered when constructing a coarse level operator.
Interestingly, local approximations to A−1 yield effective strength information
since the measure is no longer global in nature. Local inverse approximations
have been pursued [19, 25]; however, locality is used to reduce the cost of the
approximation rather than as a method toward a better strength-of-connection
measure. It is recognized [19] that approximations to the inverse may provide
better information if they are generated by relaxation, since high energy modes
are filtered when using a moderate number of steps. Yet even the local relaxation-
based approximations are not ideal. The measure [19] can lead to less valuable
strength information even after a modest number of relaxation steps as the
matrix inverse is approached. We illustrate this effect in Chapter 3.4.1.
While basing strength measures on the matrix inverse is problematic due
to its global nature, related approaches have been proposed based on A−1FF . In
classic AMG, all fine degrees-of-freedom are split into two disjoint sets: F -points
and C-points. The C-points define the set of unknowns on the coarse level. This
induces a partitioning of A and a Schur complement perspective that motivates
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an ideal prolongator of
Pideal =
[
−A−1FFAFC
I
]
. (3.7)
While this is computationally impractical as a prolongator, it does motivate the
use of A−1FF when making strength-of-connection decisions [20] and has relations
to compatible relaxation [15, 54]. Crucially, if the F/C splitting is well-chosen,
then AFF is well-conditioned. Thus, A−1FF is relatively local and avoids difficulties
associated with strength measures based on A−1. Unfortunately, there is no
trivial generalization of this idea to SA where aggregates are generated instead
of C-points.
Given the weaknesses of the matrix stencil and the matrix inverse, we are
motivated to pursue a more suitable way to determine strength-of-connection
information. We develop a new strength measure that also uses a relaxation-
based process, but does not approximate the matrix inverse. The new measure
incorporates both facets of strength-of-connection information: the local nature of
algebraically smooth error and the local behavior of interpolation. To infer local
information about algebraically smooth error, we consider the connection between
weighted-Jacobi relaxation and the time integration of ordinary differential
equations (ODEs) for the specific case of evolving δ-functions. To account for
the local behavior of interpolation, the new strength measure considers the
near null-space modes B, which are used to construct R and P . Hence, it is
appropriate to view B as indicative of interpolation. We consider this integration
of local knowledge about algebraically smooth error and interpolation to be one
of the main achievements of this measure.
In Chapter 3.2.1, a novel ODE perspective is presented that examines a
time evolution of δ-functions that is equivalent to Jacobi-relaxation. This new
perspective further exposes the difficulties associated with existing strength-of-
connection measures and provides a useful way to generate local algebraically
smooth functions. In Chapter 3.3.1, the Approximate Inverse Measure [19] is
discussed. In Chapter 3.3.2, a new strength-of-connection measure is proposed
and analyzed. A proof of scale invariance is given, followed by a discussion of the
complexity. In Chapter 3.4, a strength stencil study is given for simple model
problems. In the results chapter, Chapter 5, we give encouraging numerical
results for SA methods using the new strength measure.
3.2 ODE Perspective on Strength
3.2.1 ODE Perspective
Consider the transient solution of (3.3) with  = 0 and f = 0 given by
ut = −uxx (3.8)
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and take u(t = 0) to be a Dirac δ-function centered at some point (x∗, y∗). The
initial evolution of this function indicates directions from (x∗, y∗) that are most
strongly influenced by the solution at (x∗, y∗) and these directions are used in
identifying strength-of-connection. The physics of (3.8) suggests no coupling
in the y-direction, so the δ-function diffuses only in the x-direction as time
evolves—i.e., u(x, y) = 0, for y 6= y∗ and t ≥ 0.
Discretizing (3.8) only in space yields the ODE,
ut = −Au, (3.9a)
u(0) = δi, (3.9b)
where δi is a Dirac δ-function centered at the ith grid point and A is HPD and
diagonally scaled to a unit diagonal. The exact solution to (3.9a) is
u = e−Atδi. (3.10)
When A corresponds to a Laplacian, (3.9a) models the time diffusion of an initial
point distribution δi with steady state u = 0. In this case, the evolution of δi in
(3.9a) clearly describes the connection between point i and a neighboring point j.
At t = 0, we have
ut = −Aδi. (3.11)
Aδi is simply the matrix coefficients in the ith row or column, as A is symmetric.
The growth of u at j for t = 0 is given by the size of the coefficient Aij . This is
identical to the classic measures (3.1a) and (3.1b), in that they are based on the
matrix stencil. From this perspective, the matrix stencil is valuable because it
describes how u changes in time based on the information at point i. However
as indicated above, this direct use of matrix entries is misleading and motivates
a discussion of the underlying discretization.
The transient solution of (3.8) has no coupling in the y-direction. The use of
Q1 finite elements, however, yields a matrix with the stencil given by [A]0.0 in
(3.4b), which has non-trivial couplings in the y-direction. This discrepancy is
due to the omission of a mass matrix M on the ut term, which properly reflects
a finite element representation of the ODE.
If Q1 finite elements are used, then M has the stencil
[M ] =
1
36
Ö
1 4 1
4 16 4
1 4 1
è
. (3.12)
The generic stencil forM−1A on a regular grid with Dirichlet boundary conditions
is [M−1A] in (3.13). M−1A more accurately reflects the ODE (3.9a), in that it
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recovers the absence of any coupling in the y-direction.
[M−1A] =
Ö
0 0 0 −0.0028 0 0 0
−0.20 0.75 −2.78 4.40 −2.78 0.75 −0.20
0 0 0 −0.0028 0 0 0
è
.
(3.13)
Therefore, the problem from a strength-of-connection perspective is that
smearing is reflected in the matrix stencil of A and is significantly reduced by
considering a mass matrix. Using Jacobi iterations to approximate M−1 is not
feasible since AMG methods do not have access to a mass matrix (on fine or pro-
jected coarse levels). Further, (3.4b) may represent a valid finite difference stencil
of the operator uxx, thus necessitating strength-of-connection techniques that
properly address (3.4b)-type stencils without requiring the use of a mass matrix.
Additionally, consider the smearing reflected in the matrix stencil [A]0.0 from
(3.4b) via a Taylor series expansion of the truncation error. The four negative
coefficients in the corners of [A]0.0 yield cross-derivative error terms on the
order of h2uxxyy. These terms are insignificant for smooth functions and small
h. However, δ-functions are not smooth, yielding large error terms for initial
time steps. After some time steps, however, the δ-function smooths and the
troublesome cross-coupling error terms are less significant.
Given the difficulties associated with (3.11), it is natural to consider integra-
tion of (3.9a) to an intermediate time tf and to determine strength-of-connection
based on the evolved δ-function. The steady state solution to (3.9a) corresponds
to u = 0, which provides no strength-of-connection information. This is similar
to approximating the matrix inverse in that steady state information is global
and often has little accurate local strength-of-connection information. Thus,
a balance is sought in choosing tf . We smooth the δ-function sufficiently, but
avoid global effects by limiting tf . The specific choice of tf is further discussed
in Chapter 3.3.2.
Numerically, we solve (3.9a) by the forward Euler method, resulting in an
iteration of the form
u(k) = (I −∆t A)kδi. (3.14)
Remembering that A is diagonally scaled, this iteration is weighted-Jacobi (and
Richardson) relaxation. Thus, the general form of the algorithm is to integrate
(3.9a) via (3.14) to an intermediate time tf , followed by analysis of the solution
u(tf ) to provide strength-of-connection information. Formulating the algorithm
requires tf , ∆t, and an analysis procedure for u(tf ), which is done in Chapter
3.3.2.
Last, we examine the Approximate Inverse Measure [19] from the ODE
perspective. In order to calculate this strength measure for degree-of-freedom i,
the ith approximate column of the inverse is required in order to reduce the cost
and account for relaxation. Using weighted-Jacobi to generate the approximation,
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we have equivalently numerically solved the slightly different ODE,
ut = −Au+ δi, with u(0) = 0. (3.15)
In this case, a constant source term is applied at point i and diffuses to neighboring
points. After one forward Euler (weighted-Jacobi) step, we have
ut(∆t) = −∆tA δi + δi. (3.16)
This is similar to (3.11) and the classic strength-of-connection measures in that
matrix stencil information determines the influence of point i on neighboring
points. The steady state solution of (3.15) is given by the column of the matrix
inverse A−1δi.
This measure works well in practice for a variety of problems, but as the
approximation approaches the true inverse, the corresponding strength measure
becomes less reliable. This is apparent by considering u at intermediate time t,
u(t) = A−1δi + e−Atδi. (3.17)
As t→∞, all information about smooth modes in the exponential is lost and u
is dominated by A−1δi.
In summary, solutions to equations (3.9a) and (3.15) are considered to
generate strength-of-connection information by describing algebraically smooth
error locally. The solutions at t = 0 for (3.9a) and at t = ∆t for (3.15) are
similar to the classic strength measures because they reduce to using the matrix
stencil. However, the usefulness of the matrix stencil is limited due to the lack of
a mass matrix and to discretization errors in directions of weak coupling within
the PDE. Time evolution of the δ-function serves to damp the high frequency
discretization errors and reduces the need for a mass matrix. The solutions to
(3.9a) and (3.15) as t → ∞ yield 0 and A−1, respectively. This result is too
global and does not represent the local influence of i on j. Instead, we consider
an intermediate time where local discretization errors in the weak direction have
decayed sufficiently and where global artifacts do not dominate the solution.
3.2.2 Relationship to Polynomial Smoothing
The ODE-based approach effectively generates a matrix polynomial applied to a
δ-function. An alternative approach to the ODE-based perspective is to directly
generate a polynomial with the appropriate properties. Most importantly, the
polynomial must be consistent with the multigrid smoother, so that applying
the polynomial to a δ-function describes local algebraically smooth error.
In [1], a Chebyshev polynomial is discussed in the context of a multigrid
smoother and is constructed to focus on only the high energy portion of the
spectrum. In our experiments, we found that a simple application of this idea
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gives disappointing results on certain test cases, for even degree-four polynomials.
This is due to damping of low modes outside of the spectrum range where the
Chebyshev polynomial is focused. In response, the spectrum range targeted in
the definition of the Chebyshev polynomial could be reduced each time the order
is increased; however, this requires rethinking Chebyshev recurrences.
Other polynomial alternatives based on local Gauss-Seidel, which is effectively
a combination of Jacobi and Gauss-Seidel, have been considered [19]. Using
Gauss-Seidel within strength measures is attractive because Gauss-Seidel is
commonly used as a multigrid smoother. The complementary relationship
between the smoother and P argues that the sparsity pattern of P should be
defined using information from the multigrid smoother. Unfortunately, a single
Gauss-Seidel iteration propagates information across the entire domain, making
Gauss-Seidel too costly for a strength measure. Local Gauss-Seidel mitigates
this issue by limiting the action of Gauss-Seidel to within a neighborhood around
the degree-of-freedom in question. However, local Gauss-Seidel leads to more
awkward implementations than the approach here, where existing matrix-matrix
multiply routines can be leveraged. Another outstanding issue for local Gauss-
Seidel is the determination stopping criteria.
One final alternative should be mentioned when strength is considered in the
context of classic F/C AMG. Using compatible relaxation arguments, AFF is
assumed to be well-conditioned [38]. Further, an ideal interpolation operator of
A−1FFAFC is justified based on a Schur complement perspective that is discussed
more in Chapter 4.5. AFF is the submatrix corresponding to F -points and
AFC is the submatrix associated with F -point rows and C-point columns. As
AFF is well-conditioned and its inverse is less global than the true inverse, a
polynomial approximation to the entire spectrum of A−1FF can motivate generation
of prolongator sparsity patterns or strength information [20].
The ODE-based approach deviates somewhat from a traditional polynomial
perspective. However, our approach indirectly provides a mechanism for defining
a polynomial. We prefer our approach because it exhibits solid results in practice,
provides a natural connection between weighted-Jacobi and ODE time-stepping,
and provides a link to the original physical problem.
3.3 Strength Measures
The numerically integrated ODEs of the previous section trace the evolution of a
δ-function in time. This evolution gives a basic indication of the local nature of
algebraically smooth error. In this section, we describe two analysis techniques for
the evolved δ-function that give rise to concrete strength-of-connection measures.
For generality, we no longer assume that matrix A is Hermitian or diagonally
scaled—i.e., we consider the ODEs (3.9a) and (3.15) with D−1A as opposed to A.
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3.3.1 Approximate Inverse Measure
First, we consider a technique from [19], which is based on columns of A−1.
The Approximate Inverse Measure is derived by applying a local relaxation
method to obtain an approximation to A−1. For the case of weighted-Jacobi,
this is equivalent to numerically solving the ODE (3.15). Letting z be the ith
approximate column of A−1, the entries of the strength-of-connection matrix are
Sij =
‖z(j)‖A − ‖z‖A
‖z‖A , (3.18)
where z(j)k = zk for k 6= j and z(j)j = 0. Measure (3.18) corresponds to a
normalized change in energy for z. Assuming z is an algebraically smooth
vector with local support, z is a suitable interpolatory basis function around
i. A large change in energy when comparing z(j) to z indicates that the jth
value is significant in reducing the energy of this possible interpolation basis
function. Thus, j strongly influences i. Through this use of A-norms, the
measure indirectly accounts for how algebraically smooth error local to i should
be interpolated.
In Chapter 3.4.1, we illustrate several advantages of the Approximate Inverse
Measure and show how it performs on model problems. However, the measure
is motivated through the matrix inverse, which as previously noted, may not
provide sufficient strength information. In particular, (3.18) reduces to
Sij =
 
1 +
Ajjz2j
zi
− 1 (3.19)
in the limit of relaxation where z is the ith column of A−1. Reducing further,
Sij =
 
1 +
z2j
zi
− 1, (3.20)
if A is assumed to have unit diagonal. When z2j /zi is small (as occurs for a 3D
Laplace operator with a standard 7-point stencil), an approximation is
Sij ≈
z2j
2zi
. (3.21)
When comparing two elements within the ith row to identify the stronger
connection, the key factor is given by z2j , as zi is the same for both elements in
row i. Thus, this measure effectively squares zj which accentuates differences
between values of z. For strongly anisotropic phenomena, this is helpful, but
may offer misleading information for mildly anisotropic problems.
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3.3.2 Evolution Measure
To define strength-of-connection for a degree-of-freedom i, knowledge is first ob-
tained about local algebraically smooth error by letting z be an evolved δ-function
centered at i. We choose the time-stepping formula (3.14) for the ODE (3.9a),
in order to avoid any of the misleading effects of the inverse. To make strength-
of-connection decisions, we measure how well z is point-wise interpolated by the
eventual multigrid cycle. This is problematic because strength-of-connection
decisions are necessary in order to construct the interpolation operators. How-
ever because of the SA framework, the construction process of the tentative
prolongator P (0) is known and naturally indicates how interpolation is expected
to behave. That is, strength-of-connection for i is defined in terms of the ability
of P (0) to interpolate z in the neighborhood of i.
We refer back to Chapter 2 where the construction process for P (0) and the
set of the m near null-space modes B = {Bj} are outlined. P (0) is constructed
such that each block column corresponds to one aggregate. Each block column
is nonzero only at the associated degrees-of-freedom for the corresponding
aggregate where B is injected. This yields m columns per block column. P (0)
now represents the near null-space components, which are algebraically smooth
and slow to relax on the fine grid. Effective SA prolongators are then constructed
by smoothing P (0), while maintaining B ∈ span(P ).
If P (0) effectively interpolates z, then so does the final P , since P also
maintains B in its span. In addition, we assume that z is representative of
algebraically smooth error local to i. If these assumptions hold for the z
corresponding to each degree-of-freedom, then span(P ) accurately represents
algebraically smooth error globally and is complementary to relaxation—i.e., the
SA hierarchy is an effective solver or preconditioner.
As a result, our goal is to ensure that P (0) accurately represents the z
generated for each degree-of-freedom. This yields aggregates that correspond to
strongly connected degrees-of-freedom. To do this, consider a mock aggregate
centered at i that consists of Ωi, the union of i with i’s strongly connected
degrees-of-freedom. That is
Ωi = {j | Aij 6= 0 and i is strongly connected to j}.
Initially, we assume that all neighboring connections are strong. Denote by
B¯ = B|Ωi the restriction of the near null-space modes to the mock aggregate,
which corresponds to the mock aggregate’s block column in P (0). In general,
we use an overbar symbol to denote the restriction of a quantity to Ωi, with a
corresponding local numbering within the mock aggregate. For a vector, this
restriction corresponds to a subset of elements from the original vector. For
matrices, the restriction corresponds to a subset of rows and columns. For
example, zj is the jth element of z and z¯j¯ refers to the same element.
For each z, we define a strength-of-connection measure that allows for the
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largest mock aggregate that yields an accurate P (0). To do this, the strength-
of-connection measure determines how well each element of z¯ is represented by
a best approximation of z¯ in span(B¯). For B ∈ Cn,m, consider the constrained
minimization problem
min
x∈Rm
‖B¯x− z¯‖2Q, (3.22)
subject to the linear constraint
< B¯x− z¯, e¯ >Q= 0, (3.23)
where Q is either I or D¯A = diag(A)|Ωi and e¯ is the ith unit vector restricted to
Ωi. The linear constraint centers strength decisions around degree-of-freedom i.
Using a Lagrange multiplier λ, this constrained minimization problem is
equivalent to the solution of the linear system,[
2B¯∗QB¯ q B¯∗e¯
e¯∗B¯ 0
][
x
λ
]
=
[
2B¯∗Qz¯
z¯i¯
]
, (3.24)
where q = Qi¯¯i. Let z˜ = B¯x, such that x solves (3.24). Then z˜ is the best
approximation to z¯ in span(B¯) subject to the constraint (3.23). We define the
strength-of-connection between degrees-of-freedom i and j to be the point-wise
relative approximation error for z˜ with respect to z¯ at degree-of-freedom j:
Sij =
∣∣∣∣∣ z¯j¯ − z˜j¯z¯j¯
∣∣∣∣∣ . (3.25)
Since Sij represents relative approximation error, smaller values imply stronger
connections.
Next, we show that for B ∈ Cn, measure (3.25) reduces to a simple ratio that
does not require directly solving (3.24) and is independent of the choice of Q.
Theorem 1. For B ∈ Cn and for Q = I or Q = D¯A, measure (3.25) reduces to
Sij =
∣∣∣∣∣1− B¯j¯ z¯i¯B¯i¯ z¯j¯
∣∣∣∣∣ . (3.26)
Proof. Since B ∈ Cn, then x ∈ C and the solution to the constrained minimiza-
tion problem (3.22)–(3.23) is solved only by enforcing (3.23), which yields
x∗B¯∗Qe¯ = z¯∗Qe¯
Qi¯¯iB¯
∗¯
i x
∗ = Qi¯¯iz¯
∗¯
i
x =
z¯i¯
B¯i¯
.
By definition, z˜ = B¯x, and z˜j¯ = (B¯x)j¯ = B¯j¯x = (B¯j¯ z¯i¯)/B¯i¯. Substituting into
(3.25), we arrive at (3.26).
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Scale Invariance
An important property of any strength-of-connection measure, including the
Approximate Inverse Measure, is invariance to a symmetric diagonal scaling of
A. This important property ensures that scaling the underlying equations does
not distort the strength measure. The measure (3.25) also exhibits this property
when Q = D¯A.
Lemma 1. Let A be a nonsingular matrix with nonzero diagonal in Cn×nand
Aˆ = DAD, where D is an arbitrary purely real nonsingular diagonal matrix. Let
ω = 1
ρ(D−1
Aˆ
Aˆ)
= 1
ρ(D−1
A
A)
be the weighted-Jacobi damping parameter (i.e., ∆t) for
both A and Aˆ and let DA = diag(A) and DAˆ = diag(Aˆ). If z = (I−ωD−1A A)kδi
and zˆ = (I − ωD−1
Aˆ
Aˆ)kδi, then zˆ = Dii D−1z, for k ∈ Z+.
Proof. δi is first smoothed k times with Aˆ in order to derive a relationship to
smoothing with A. We also use the identity, DAˆ = D
2DA.
zˆ = (I − ωD−1
Aˆ
Aˆ)kδi =(I − ωD−1Aˆ Aˆ) D
−1D (I − ωD−1
Aˆ
Aˆ) D−1D . . .
(I − ωD−1
Aˆ
Aˆ) D−1D δi
=(D−1 − ωD−1A D−1A) D (D−1 − ωD−1A D−1A) D . . .
(D−1 − ωD−1A D−1A) D δi
=DiiD−1(I − ωD−1A A)(I − ωD−1A A) . . . (I − ωD−1A A) δi
=DiiD−1z
Lemma 2. Let A and Aˆ be defined as in Lemma 1. For degree-of-freedom i,
[x, λ]∗ solves the constrained minimization problem (3.22)–(3.23) for A with
Q = D¯A, if and only if, [Dii x, λ]∗ solves the constrained minimization problem
(3.22)–(3.23) for Aˆ with Q = D¯Aˆ.
Proof. Assume [Dii x, λ]∗ solves system (3.24) for degree-of-freedom i of Aˆ with
Q = D¯Aˆ. Then (3.24) becomes[
2 ¯ˆB∗D¯Aˆ
¯ˆ
B Aˆii
¯ˆ
B∗e¯
e¯∗ ¯ˆB 0
][
Dii x
λ
]
=
[
2 ¯ˆB∗D¯Aˆ ¯ˆz
¯ˆzi¯
]
. (3.27)
Using Lemma 1, the identity DAˆ = D
2DA and the near null-space vectors,
Bˆ = D−1B, of Aˆ, we write the system in terms of the original operator, A.[
2 B¯∗D¯AB¯ Dii AiiB¯∗e¯
D−1ii e¯
∗B¯ 0
][
Dii x
λ
]
=
[
2DiiB¯∗D¯Az¯
z¯i¯
]
. (3.28)
Then cancelling Dii results in[
2 B¯∗D¯AB¯ Aii B¯∗e¯
e¯∗B¯ 0
][
x
λ
]
=
[
2 B¯∗D¯Az¯
z¯i¯
]
, (3.29)
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which yields the solution [x, λ]∗ to the constrained minimization problem for A
with Q = D¯A. The steps in the proof are reversible, thus proving the lemma.
Theorem 2. Measure (3.25) is invariant to a symmetric diagonal scaling if
Q = D¯A.
Proof. Let A and Aˆ be defined as in Lemma 1 and z and zˆ be the time evolved δ-
functions, respectively. Also let S and Sˆ be the associated strength-of-connection
matrices defined by (3.25) with Q = D¯A and Q = D¯Aˆ, respectively. We show
that S and Sˆ are equivalent.
By Lemmas 1 and 2, we have ¯ˆz = DiiD¯−1z¯ and ˜ˆz = ¯ˆB(Dii x). Using
Bˆ = D−1B, we then obtain ˜ˆz = Dii D¯−1B¯x = DiiD¯−1z˜.
Using the above substitutions for ˜ˆz and ¯ˆz in the definition (3.25) of Sˆ,
Sˆij =
∣∣∣∣∣ ¯ˆzj¯ − ˜ˆzj¯¯ˆzj¯
∣∣∣∣∣ =
∣∣∣∣∣DiiD−1jj z¯j¯ −DiiD−1jj z˜j¯DiiD−1jj z¯j¯
∣∣∣∣∣ =
∣∣∣∣∣ z¯j¯ − z˜j¯z¯j¯
∣∣∣∣∣ = Sij . (3.30)
Algorithm
The algorithm for the Evolution Measure uses a two-stage process. The first
stage examines the sign of the ratio of z˜j¯/z¯j¯ . If the ratio is negative, then clearly
span(B¯) cannot approximate z¯ at i and j well—i.e., the connection is weak. If
the ratio is positive, then the second stage calculates measure (3.25).
Algorithm 3.1: evolution measure(A, k, ∆t, B, θ)
1 for i = 1, 2 . . . n
2
3 # C a l c u l a t e measure f o r degree -o f -freedom i
4 z = (I −∆tD−1A)kδi
5 x← s o l u t i o n o f (3.24)
6 z˜ = B¯x
7
8 for j such that Aij 6= 0
9 i f ( z˜j¯/z¯j¯ < 0)
10 Sij = weak
11 else
12 Sij =
∣∣∣∣ z¯j¯−z˜j¯z¯j¯
∣∣∣∣
13
14 # Apply drop- t o l e r a n c e
15 for j such that Aij 6= 0
16 i f Sij > θ min({Sim : m 6= i, Aim 6= 0})
17 Sij = weak
18
19 return (S)
Algorithm 3.1 relies on the parameters k,∆t, θ and B. The default elliptic
case uses B as a vector of ones. For ∆t, we advocate a time step that does not
violate stability considerations and is commensurate with relaxation used in a
multigrid cycle—i.e., no accentuation of modes with a large Rayleigh quotient.
Specifically, we take ∆t = 1ρ(D−1A) .
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The parameter k is defined by choosing a final time tf , where tf = k∆t.
We seek tf such that a significant portion of the δ-function is transfered to
neighboring points, which indicates that the discretization error is damped.
Experiments indicate that a precise tf value is not critical, but we nonetheless
offer heuristics for guidance. We stipulate that the maximum value of the evolved
δ-function be reduced by a factor of two from its original maximum.
Formally, we find the smallest tf such that ‖u(0)‖∞ ≥ 2‖u(tf )‖∞. Denote
by ut,i the value of ut at point i and assume that ut,i can be modeled in a linear
fashion. Define α = ut,i(tf ), and recall that ut,i(0) = −1, since ut = −D−1Au.
Taking this linear model and integrating in time yields
ut,i(t) = −1 + (1 + α)t
tf
, and ui(t) = −t+ (1 + α)t
2
2tf
+ C. (3.31)
Using ui(0) = 1, we arrive at C = 1. Setting ui(tf ) = 1/2 and solving for tf
results in
1
2
= 1− tf +
(1 + α)t2f
2tf
⇒ tf = 11− α. (3.32)
We now determine an appropriate α. Consider α = −1, which implies that
ut,i(tf ) = −1. Normally, ut,i is largest at t = 0, so we view this as an extreme
case where the rate of decay is constant. This yields tf = 1/2. Consider another
extreme where α = 0, which represents no further decay in the δ-function at
tf . In this case, tf = 1. We expect an accurate linear model of ut,i to behave
between these two extremes and therefore consider
tf ∈ [1/2, 1]. (3.33)
Based on experiments, we favor tf = 1. This leads to k = max(bρ(D−1A)c, 1).
One reasonable alternative in parallel would be to dynamically iterate in time
until ‖u‖∞ drops by a factor of 2 from its original maximum.
Selecting tf based on (3.33) results in sensible conclusions when comparing
M-matrices to non-M-matrices. For an M-matrix arising from an elliptic PDE,
ρ(D−1A) ≈ 2, which suggests 2 steps if tf = 1. However, if the matrix is far
from an M-matrix and has a large ρ(D−1A), then more than 2 time steps may
be required.
Table 3.1 shows typical parameters for Algorithm 3.1. The strength-of-
connection parameter θ, or drop-tolerance, is selected so that smaller values
reflect stronger connections. Hence, we use θ > 1 and the row-wise dropping
strategy in line 16 of Algorithm 3.1. While tuning θ for Evolution Measure is
potentially beneficial, this approach is less sensitive to small changes in θ than
the classic strength measure. We offer empirical evidence in Chapter 5.3.2.
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k max(bρ(D−1A)c, 1) number of time steps
∆t 1/ρ(D−1A) time step size
θ 4.0 drop-tolerance for weak connections
B 1 near null-space mode(s)
Table 3.1: Typical Parameters for Algorithm 3.1.
Implementation
There are four important implementation considerations with Algorithm 3.1.
Since B¯∗QB¯ may be singular, a robust factorization of the pseudo-inverse is
necessary—e.g., via the SVD. It is also beneficial to restrict Ωi to those degrees-
of-freedom belonging to the same PDE as i. For example, linearized elasticity
problems in 3D involve three coupled PDEs at each spatial location and this
approach reduces by a factor of three the number of elements in z¯. For the
elasticity examples examined in the results chapter, Chapter 5, an unrestricted
Ωi often results in a z¯ with many elements—e.g., 70. Reducing the size of z¯
by a factor of three both reduces the computational cost and removes error
introduced by approximating z¯ with the 6 near null-space modes in B¯.
Restricting Ωi in this manner and the point-wise approach to strength-
of-connection in Algorithm 3.1 is compatible with the PyAMG package [10],
in which we have implemented Algorithm 3.1. Additionally, our approach is
compatible with PyAMG’s implementation of supernodes. PyAMG defines the
strong neighbors of a supernode i as any supernode with a degree-of-freedom
that is strongly connected to a degree-of-freedom in i. This compatibility should
be true of any standard SA implementation.
The complex analogue of line 9 calculates the angle formed by z˜j¯ and z¯j¯ . If
real(z˜j¯) real(z¯j¯) + imag(z˜j¯) imag(z¯j¯) < 0, (3.34)
then the angle is greater than pi/2 and the connection is weak.
Lastly, using relative approximation error (3.25) with respect to z¯j¯ is a design
choice. If ∣∣∣∣∣ z˜j¯ − z¯j¯z˜j¯
∣∣∣∣∣ (3.35)
is large, the connection is also likely weak. In Chapter 6 where a discontinuous
Galerkin discretization is considered, we encounter a case where both (3.25) and
(3.35) are required for accurate strength decisions. Essentially, a symmetrized
version of S is computed before applying the drop-tolerance, where S ← S + ST ,
so that information of the type (3.35) is used when making strength decisions.
For continuous Galerkin discretizations, we have not found such a case.
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Analysis of Setup Complexity
The complexity analysis is simplified by assuming a constant η number of nonzeros
per row, a symmetric matrix A and the recommended two time steps. To derive
complexities, we count the number of multiplies for dominant operations.
We first examine the complexity of Algorithm 3.1. Here, only z¯ is needed—i.e.,
z at the nearest neighbors of i in the matrix graph. The complexity of computing
z ← (I − 1ρ(D−1A) D−1A)2δi at the nearest neighbors is between O(η) and O(η2)
per degree-of-freedom, where the precise complexity depends on the structure of
the matrix. For B ∈ Rn,1, this is the dominant operation, as (3.26) is O(η) per
degree-of-freedom.
For B ∈ Rn,m, we also account for the complexity of finding the minimum
to (3.22)–(3.23). It is reasonable to assume that the number of near null-space
modes m is much smaller than η. With this, the linear solve for finding the
minimum of (3.22)–(3.23), which is O((m+ 1)3), does not dominate the process.
The dominant operation for finding the minimum is B¯∗QB¯, where Q is diagonal.
B¯ is a dense matrix of at most size (η × m), giving B¯∗QB¯ a complexity of
O(m2 η). It is likely that m2 ≤ η; thus, the complexity per degree-of-freedom
for Algorithm 3.1 is at most O(η2) for two time steps.
The Approximate Inverse Measure is of a higher complexity. It requires
the O(η2) complete calculation of z in order to compute the A-norm in (3.18).
This A-norm further adds to the complexity and is the dominant operation at
O(nnz(z) η), where nnz(z) is the number of nonzeros in z and η ≤ nnz(z) ≤ η2.
Per degree-of-freedom, this measure is O(η3) for two time steps.
As an example, consider the “Iron Bar” problem from Chapter 5.3.1, where
3D linearized elasticity is discretized on a regular mesh by parallelpiped elements.
For a generic interior degree-of-freedom and two time steps, m = 6, η = 51,
and nnz(z) = 375. For Evolution Measure, finding the minimum of (3.22) is
O(m2 η/3), where m2 η/3 = 612. Since there are 3 coupled PDEs at each point,
η/3 is used. Calculating z¯ in this case requires 399 multiplies. On the other
hand, the Approximate Inverse Measure is of the higher complexity O(nnz(z) η),
where nnz(z) η = 19 125.
3.3.3 Relationship to Compatible Relaxation
The motivation for Evolution Measure is that direct use of the matrix stencil is
not a robust approach for making strength-of-connection decisions. Compatible
relaxation (CR) also attempts to overcome this limitation and we give a brief
outline of the CR algorithm [15, 54] for the purposes of comparison.
Compatible Relaxation Overview
The goal of CR is to split the degrees-of-freedom into two disjoint sets: F -points
(fine grid points) and C-points (coarse grid points). The algorithm proceeds as
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follows. A specialized relaxation method is applied to a random vector only over
the tentative set of F -points, while the tentative set of C-points is forced to be
invariant—i.e., 0. Next, the matrix graph of A is used to determine a maximal
independent subset of the F -points where the error remains high. These points
are then added to the tentative set of coarse points and the algorithm is repeated.
The process is detailed in Algorithm 3.2.
Algorithm 3.2: cr(A, αtol, γtol, s)
1 C = ∅ , F = {1, 2 . . . n}
2 while (α > αtol and γ < γtol )
3 e← random
4 eold = e
5 enew ← r e l a x s t imes on Ae = 0
6 α← ‖enew‖/‖eold‖
7 i f (α > αtol )
8 V ← maximal independent set ({i : |ei| 6≈ 0, i ∈ F})
9 C ← C ∪ V
10 F ← F \ V
11 γ ← |C|/n
12 return C , F
CR is successful because of its close resemblance to the actual multigrid cycling
process. The specialized relaxation in line 5 of CR mimics the complementary
nature of relaxation and P by assuming a perfect coarse grid correction at
C-points—i.e., C-points are invariant and kept 0. Consequently, the convergence
of the CR correlates theoretically to the convergence of AMG [38].
CR is not without weaknesses, however. The complexity of the algorithm is
large, requiring many matrix-vector products. Also, the performance is highly
dependent on the initial random vector and the convergence criteria αtol and
γtol. Quality information may be attained in part from the CR convergence
factor α, but this global quantity cannot identify local problems in the selected
coarse grid—e.g., near boundaries.
Comparison to Compatible Relaxation
Evolution Measure shares advantages with CR. Both methods relax an initial
error for the homogeneous system of equations, and therefore base the coarse grid
selection on the action of relaxation. However, CR begins with a random initial
error, while Evolution Measure begins with a δ-function. By studying the effect
of relaxation on a random initial error, CR limits itself to making only global
decisions—i.e., choosing a set of points for the coarse grid. On the other hand
by using a δ-function as the initial error followed by the application of measure
(3.25), Evolution Measure makes strength decisions about individual degrees-
of-freedom. This fine grain strength-of-connection analysis makes Evolution
Measure likely to be less susceptible to local problems in the eventual coarse grid
than CR. CR essentially tackles a simpler problem, that of choosing a coarse grid,
while Evolution Measure chooses the coarse grid and the sparsity pattern for P .
Evolution Measure also addresses computational cost issues associated with
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CR. From Chapter 3.3.2, the complexity of Evolution Measure for an (n× n)
matrix is at most O(n η2). The complexity of CR is dominated by the many
matrix-vector products during relaxation. Each of these matrix-vector products
is, when using the same assumptions as in Chapter 3.3.2, O(n η). Hence, if CR
does at least η relaxation steps, which is likely, Evolution Measure is of a lower
complexity. This highlights another advantage of Evolution Measure: a clear
picture of the computational cost is available at run-time.
3.4 Strength Stencil Study
3.4.1 Scalar Anisotropic Diffusion Strength Stencils
Strength-of-connection stencils are presented using both the Approximate Inverse
Measure and Evolution Measure for 2D diffusion problems discretized with Q1
elements. The stencils are arranged as in equation (3.5), but with the diagonal
entry represented as “***”. Connections labeled “neg” refer to a negative ratio
in line 9 of Algorithm 3.1. Rows labeled “Evol.” refer to Evolution Measure
and rows labeled “Appr. Inv.” refer to the Approximate Inverse Measure. The
parameter values in Table 3.1 are used.
For strength stencils from Evolution Measure, smaller values reflect stronger
connections. On the other hand for the Approximate Inverse Measure, larger
values imply a stronger connection. For convenience, all stencils have the
strongest connection normalized to one.
Tables 3.3 and 3.4 examine stencils corresponding to two model problems
based on (1.3). The vertical anisotropy corresponds to  = 0.001 and an angle of
rotated diffusion equal to 0.0. The rotated anisotropy corresponds to  = 0.001
and an angle of pi/4. Table 3.2 gives the original matrix stencils for comparison.
Both measures are an improvement over the matrix stencil, as they accurately
interpret positive off-diagonal entries in the matrix stencil and the separation
between strong and weak connections is clear. In Table 3.3, strong connections
are in the vertical direction. In Table 3.4, strong connections are along the
diagonal from the lower-left to the upper-right along the angle of rotation pi/4
(see also the direction of algebraically smooth error in Figure 1.4). For these
problems tf ≤ 2∆t is sufficient for Evolution Measure—i.e., only two time steps.
Strength information does continue to improve in Table 3.3 for larger values of tf ,
although tf = 2∆t already clearly indicates appropriate strong connections. The
case of grid-aligned anisotropy is particular due to discretization errors in weak
directions being large in comparison to the analytic ODE in weak directions.
When this is not the case, as in Table 3.4 for non-aligned anisotropy, there is no
benefit to large tf .
An inherent problem of the Approximate Inverse Measure appears in Table
3.4, where the strength-of-connection information degrades as tf increases—i.e.,
for higher degrees k. This also happens in the case of vertically aligned anisotropy,
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but for larger tf . This phenomenon is due to the fact that as the measure more
closely approximates the inverse, the strength information can degrade. It
is important that this phenomenon is not observed for Evolution Measure in
these test cases. The separation between strong and weak connections for the
Approximate Inverse Measure is roughly the same as that obtained via Evolution
Measure, though the cost for the Approximate Inverse Measure is higher.
Vertical Anisotropy Rotated Anisotropy
-0.167 -0.666 -0.167 0.083 -0.167 -0.417
0.333 1.333 0.333 -0.167 1.333 -0.167
-0.167 -0.666 -0.167 -0.417 -0.167 0.083
Table 3.2: Original Matrix Stencils.
tf = ∆t tf = 2∆t tf = 4∆t
5.00 1.00 5.00 11.9 1.00 11.9 155 1.00 155
Evol. neg *** neg neg *** neg neg *** neg
5.00 1.00 5.00 11.9 1.00 11.9 155 1.00 155
0.037 1.00 0.037 0.017 1.00 0.017 0.003 1.00 0.003
Appr. Inv. 0.209 *** 0.209 0.165 *** 0.165 0.120 *** 0.120
0.037 1.00 0.037 0.017 1.00 0.017 0.003 1.00 0.003
Table 3.3: Vertical Anisotropy Strength Stencils.
tf = ∆t tf = 2∆t tf = 4∆t
neg 3.47 1.00 neg 3.48 1.00 neg 3.46 1.00
Evol. 3.47 *** 3.47 3.48 *** 3.48 3.46 *** 3.46
1.00 3.47 neg 1.00 3.48 neg 1.00 3.46 neg
0.029 0.193 1.00 0.019 0.238 1.00 0.008 0.302 1.00
Appr. Inv. 0.193 *** 0.193 0.238 *** 0.238 0.302 *** 0.302
1.00 0.193 0.029 1.00 0.238 0.019 1.00 0.302 0.008
Table 3.4: Rotated Anisotropy Strength Stencils.
3.5 Conclusions
The new and general strength-of-connection measure is a critical step towards
realizing the generalized approach to SA from Chapter 2. Strength-of-connection
provides the coarse grids and interpolation sparsity patterns, and is thus a key
to constructing a complementary P .
The novel Evolution Measure explicitly combines the local nature of alge-
braically smooth error and the local behavior of interpolation. In particular,
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use of near null-space modes B in order to account for interpolation is a novel
contribution of the method. This is in contrast to the classic strength measures,
which make implicit assumptions that interpolation is constant-based, regardless
of the character of the near null-space modes and P (0). Furthermore, the new
measure is based on an ODE perspective. This perspective provides insight into
subtle issues associated with determining strength information and how these
issues relate to both classic measures and some newer measures associated with
approximating A−1. As discussed, measures based on A−1 can degrade as the
inverse approximation is improved, due to misleading strength information that
A−1 can give for even simple problems.
More significantly, the results chapter, Chapter 5, indicate that Evolution
Measure is a robust and effective approach to strength-of-connection. The results
additionally indicate that Evolution Measure is a more parameter free approach
than the classic measures because of less sensitivity to the drop-tolerance.
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Chapter 4
General Prolongation
Smoothing
4.1 Introduction
In this chapter, we propose a general prolongation smoothing framework. Pro-
longation smoothing is an important component of SA that must be addressed
in order to realize the general SA framework from Chapter 2. Automatic con-
struction of the multilevel hierarchy is dependent on prolongation smoothing,
which improves P (0) so that a complementary final P is obtained.
We propose a general approach to prolongation smoothing using energy-
minimization. The proposed strategy is applicable to Hermitian and non-
Hermitian and definite and indefinite problems in both a classic F/C AMG and
SA setting. Beginning with the initial guess of P (0) from the SA setup phase,
each column of P is minimized in an energy-based norm, while simultaneously
enforcing two constraints. A sparsity pattern is enforced on P and the right near
null-space modes BR are preserved in span(P ).
A related prolongation smoothing approach combines compatible relaxation
and a minimization method of the coarse level operator in the trace norm [20].
This approach targets only classic F/C AMG for SPD systems. An important
motivation for our approach is [57], where the energy of each column of P (0) is
minimized by a steepest descent method in a constraint space. The constraints
[57] also stipulate that near null-space modes are preserved in span(P ) and that
the sparsity pattern does not exceed some preset pattern. This approach targets
SPD systems for SA and is equivalent to standard prolongation smoothing if
one iteration is taken.
A different prolongation and restriction smoothing approach introduces
the novel concept of local row-wise damping parameters to smooth P and R∗
with separate weighted-Jacobi like updates [67]. This approach is effective for
many convection-diffusion type problems; however, the method experiences
difficulty for some test problems, and has some inherent limitations. Only
one prolongation smoothing step is feasible for standard coarsening schemes
and moderate complexities. This is problematic, because for difficult problems
multiple steps may be necessary. There is also a narrow view of constraints as
corresponding to near null-space preservation during separate Jacobi-like updates
to P (0) and R(0). Additionally, the method is limited to definite systems.
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A novel and important advancement for SA algorithms for non-Hermitian
problems shows that if an approximation property is satisfied, then two-level
convergence follows [23]. The construction process for R and P is adaptive, but
uses many expensive iterations of Richardson’s method for AA∗ and A∗A to
approximate the left and right near null-space, respectively. Additionally, it is
not clear how to incorporate multiple near null-space modes in P or R, which is
necessary for some problems.
We target a framework for general matrices that is applicable in both the
classic F/C AMG and SA setting, although we use SA terminology such as
“prolongation smoothing” and carry out most experiments in SA. Specifically,
we use constrained Krylov methods for a robust minimization of individual
columns of P in a desirable energy like norm, as opposed to constrained steepest
descent or trace-norm minimization. The minimization is subject to constraints
associated with accurately interpolating user-defined near null-space modes and
with a user-defined sparsity pattern. That is the final prolongator P is found by
doing for each column j
min
j
‖Pj‖∗ such that PBR,C = BR (4.1)
and that P obeys a user-defined sparsity pattern. P (0) forms the initial guess.
The norm ‖·‖∗ is an energy-norm and BR,C and BR are the coarse and fine grid
right near null-space modes, respectively. In the SPD case, the energy-norm is
defined with A. Otherwise, the energy-norm is defined with A∗A, as previously
discussed, so that span(P ) targets the right near null-space. These norms become
precise when the algorithms are discussed.
This framework allows for arbitrary coarsenings (i.e., sparsity patterns), easy
long-distance interpolation and multiple prolongation smoothing steps that do
not increase complexity. Additionally, the a priori knowledge of the near null-
space is leveraged by preserving BR in span(P ) in a manner similar to [57]. The
properties of the Krylov method determine the method’s suitability for a linear
system—e.g., the GMRES-based method is designed for a general non-Hermitian
and possibly indefinite system.
We present only prolongation smoothing algorithms. In the SPD case, we use
the Galerkin condition that R = P ∗. In the general case, restriction smoothing
simply uses the proposed prolongation smoothing algorithms, but with BL, A∗,
and R(0)∗ as parameters. Using A∗ to smooth R∗ is sensible in the context of
the proposed methods because this is equivalent to solving A∗R∗ = 0 with a
constrained Krylov method. Correspondingly, this is equivalent to minimizing
each column of R∗ in an AA∗ like norm—i.e., span(R∗) focuses on the left
near null-space. Likewise, solving AP = 0 results in prolongation smoothing
that focuses span(P ) on the right near null-space by minimizing in an A∗A like
norm. The constraints ensure nonzero P and R. Thus, P is complementary to
relaxation based on A∗A. This strategy for constructing R and P is similar to
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previous work [23] where R and P are also based on approximations to left and
right near null-spaces, respectively.
In Chapter 4.2, we present the new Krylov-based energy-minimization pro-
longation smoothers. Since we discuss only P , we write BR as B in order to
simplify the notation. In Chapter 4.4, we show that the new methods satisfy
an advantageous property that R = PT is appropriate for complex-symmetric
matrices. In Chapter 4.5, we highlight the generality of the overall approach by
discussing its application in the classic F/C AMG setting. In Chapter 4.6, we
examine the coarse grid basis functions for the simple model problem of 1-D
convection-diffusion and find that they converge to ideal basis functions. In
Chapter 4.7, concluding remarks are made.
4.2 Methods
We now present the basic mathematical framework and algorithms. The goal
is to minimize the columns of P in a useful energy-norm. We let the final
prolongator P = P (0) − ∆P , where P (0) is the initial guess, i.e., the tentative
prolongator, and ∆P is the prolongator update. P is computed by solving
(A⊗ I)∆Pˇ = (A⊗ I)Pˇ (0), (4.2)
subject to linear constraints,
X∆Pˇ = 0 and XPˇ (0) = z. (4.3)
Pˇ is defined for any (n× q) matrix as
Pˇ =

P1
P2
...
Pq
 , (4.4)
where Pj is the jth column of P . In this thesis, the Kronecker product (A⊗ I)
always uses the (q × q) identity matrix.
The final prolongator P satisfies
Pˇ ∈ Pˇ (0) + span{Vˇ (0), Vˇ (1), Vˇ (2), . . . }, (4.5)
where V = {Vˇ (i)} is a Krylov subspace. Each Krylov method minimizes the
norm of the residual, Aˇ(Pˇ (0) − ∆Pˇ ), with the norm being defined by the specific
Krylov method. The constraints ensure P 6= 0.
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Remark 7. The block structure of (4.2) makes it clear that this is equivalent to
solving A∆Pj = AP
(0)
j for each column j inside the space V—i.e.,
min
∆Pˇ∈V
q∑
j=1
‖Pj‖∗ , (4.6)
where ∗ is some norm defined by the Krylov method, usually an A or A∗A like
norm.
Remark 8. An alternative, but equivalent, perspective to (4.2) is to solve
(A ⊗ I)Pˇ = 0 with Pˇ (0) as the constraint satisfying initial guess for a Krylov
method operating in a constraint space.
4.2.1 Constraints
In this section, we present our strategy for constraint satisfication. We require
a priori satisfication of the constraint XPˇ (0) = z, which represents a desirable
property such as B ∈ span(P (0)). Thus, by enforcing X∆Pˇ = 0, this favorable
property is not disturbed—i.e., P = P (0) − ∆P , yields XPˇ = X(Pˇ (0) − ∆Pˇ ) = z.
An appropriate P (0) is the tentative prolongator according to Chapter 2. ∆Pˇ
is kept in the null-space of X through use of local orthogonal projectors in a
matrix Q.
Constraint Example
We first give an illustrative example corresponding to a (4× 2) prolongator. A
more general discussion then follows. Specifically, let
P =

P1,1 P1,2
P2,1 P2,2
P3,1 P3,2
P4,1 P4,2
 (4.7)
with a specified sparsity pattern of
∗ ∗
∗ 0
∗ ∗
0 ∗
 . (4.8)
Additionally, we require that PBC = B where BC is (2× 1) and B is (4× 1).
In this case,
Pˇ = [P1,1 P2,1 P3,1 P4,1 P1,2 P2,2 P3,2 P4,2]
∗
. (4.9)
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Here, XPˇ (0) = z is
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
BC1,1 0 0 0 B
C
2,1 0 0 0
0 BC1,1 0 0 0 0 0 0
0 0 BC1,1 0 0 0 B
C
2,1 0
0 0 0 0 0 0 0 BC2,1

Pˇ (0) =

0
0
B1,1
B2,1
B3,1
B4,1

. (4.10)
The first two constraint rows enforce the sparsity pattern, while the last four rows
enforce PBC = B. If BC is instead (2×m) and B is (4×m), the last four rows are
replicated once for each of the m columns. Additionally, there is no need to track
P4,1 and P2,2, as these entries are always zero. Instead, the first two rows can
be removed, along with the corresponding 4th and 6th columns. The definition
of Pˇ can be appropriately modified to reflect the removal of these entries.
Constraint Choice
In order to define our constraint choice, let A be (n×n), with (q×m) coarse grid
near null-space modes BC , and with (n×m) fine grid near null-space modes B.
The sparsity constraint allows no more than r nonzeros in P . This importantly
limits both the dimensionality of the prolongation smoothing problem and the
complexity of the multigrid hierarchy. We define r with {Ωj}, where each set Ωj
represents the sparsity pattern for column j. Specifically,
0 = Pi,j = ∆Pi,j = P
(0)
i,j , ∀ i ∈ Ωj . (4.11)
Each Ωj is typically a 1- or 2-ring in the matrix graph around the corresponding
aggregate of column j and is discussed in Chapter 4.2.2. The algorithm used for
generating P (0) should satisfy this sparsity pattern, which is a property shared
by the algorithm for P (0) in Chapter 2.
To conveniently move between the space of reduced dimensionality and the
full dimensional space, we use the injection operator ÛI : Cr → Cnq such that
ÛI =  I(1) 0 . . .0 I(2) 0 . . .. . .
. . . 0 I(q)
 , (4.12)
where I(j) is an identity matrix originally of size (n×n), but with corresponding
columns removed for each index in Ωj .
The other constraint determines X for (4.3) so that the m vectors in B are
preserved in span(P )—i.e., that
PBC = B. (4.13)
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This is an important property that ensures the coarse space utilizes a priori
information about algebraically smooth error. P (0) satisfies this constraint a
priori, i.e., P (0)BC = B, whereas ∆PBC = 0. Thus, X∆Pˇ = 0 is equivalent to
the columns of ∆PBC = 0 stacked vertically. Likewise, XPˇ (0) = z is equivalent
to P (0)BC = B, with z = Bˇ. We define ÙX, which represents X in the reduced
dimensional space, through
ÙX ÛIT∆Pˇ =  BC1,1I(1) BC2,1I(2) . . . BCq,1I(q)BC1,2I(1) BC2,2I(2) . . . BCq,2I(q)... ... ... ...
BC1,mI(1) B
C
2,mI(2) . . . B
C
q,mI(q)
 ÛIT∆Pˇ =

∆PBC1
∆PBC2
...
∆PBCm
 = 0.
(4.14)
The jth block row of X scales each column of ∆P by the appropriate value in
BCj . The scaled columns of ∆P are then summed so that ∆PB
C
j is replicated.
The only requirement is that m ≤ q, which is guaranteed by algorithm for P (0)
in Chapter 2.
To formally enforce the constraints, we now form Q, an orthogonal projector
for the reduced space. Q is based on ÙX and is mapped to the full dimensional
space with ÛI. Let ÙQ = I − ÙX∗(ÙXÙX∗)−1ÙX, and (4.15a)
Q = ÛI ÙQ ÛIT . (4.15b)
Application of Q both zeros out unwanted entries and places the resulting vector
in the null-space of X. Q cannot be represented as an (n × n) matrix and is
efficiently implemented as a matrix-matrix multiply routine described next.
4.2.2 Practical Aspects of Energy Minimization
At first glance, solution of (4.2), which includes enforcement of (4.3), appears to
be quite computationally demanding. The algorithms outlined in the following
sections are based on efficiently performing three key computational kernels. The
first is a matrix-vector product with (A⊗I). The second is vector inner-products
involving vectors of the form Pˇ . The third is the satisfication of the constraints,
which involves enforcing a sparsity pattern as well as applying the projection
operator (4.15a). Before presenting the minimization algorithms, we briefly
describe the key computational aspects of these kernels.
Using the available sparse matrices A, ∆P , and P (0), we implement matrix-
vector multiplication for (A⊗ I) with a vector as
Y = AP, where (A⊗ I)Pˇ = Yˇ . (4.16)
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The Euclidean inner-product is implemented using the identity,
〈Pˇ , Pˇ (0)〉2 = 〈P, P (0)〉F , (4.17)
where 〈·, ·〉F is the Frobenius inner-product. This inner-product computes an
element-wise conjugation on the first argument, followed by an element-wise
matrix-matrix multiplication. The resulting matrix is then summed element-wise.
The Euclidean norm of Pˇ is implemented as the Frobenius norm
∥∥Pˇ∥∥
2
= ‖P‖F . (4.18)
We enforce the sparsity pattern constraint in the proposed algorithms with
enforce(), which zeros out all the entries of its argument that are present in
{Ωj}. A computationally cheaper option than zeroing out entries, which we
implemented for our experiments in the package [10], is to compute values during
prolongation smoothing only at the desired sparsity pattern. This requires a
special sparse matrix-matrix product routine that computes the AP in (4.16)
only at a preset sparsity pattern.
The near null-space preservation constraint is enforced with a row-wise
projection routine, such that project out(∆P ) ⇒ X∆Pˇ = 0. The nonzero part
of the kth row of ∆P is right-multiplied with (I − BˆC((BˆC)∗BˆC)−1(BˆC)∗). BˆC
is BC with its rows restricted to the allowed sparsity pattern for row k of ∆P .
For robustness and efficiency, the small (m×m) pseudo-inverse of ((BˆC)∗BˆC)
can be precomputed for each row because the nonzero pattern is preset.
4.2.3 FGMRES Variant
We begin our description of various Krylov-based prolongation smoothing meth-
ods. The starting point is flexible GMRES (FGMRES), because it allows the
user to pick the Krylov subspace independently of the operator. This flexibility
allows us to motivate an ideal method with the richest possible Krylov subspace,
in the sense that the constraints are applied the fewest possible times.
Consider using FGMRES to solve (4.2) with
∆Pˇ (0) = 0 (4.19a)
∆Pˇ (i) ∈ span{Q(A⊗ I)Pˇ (0), Q(A⊗ I)2Pˇ (0), . . . Q(A⊗ I)iPˇ (0)}. (4.19b)
Here, superscript (i) refers to a quantity from the ith Krylov iteration.
This method is ideal because it uses the richest possible Krylov subspace
since there is only one application of Q for each Krylov vector. The FGMRES
approach is prohibitively expensive. Not only is FGMRES more expensive than
GMRES, but calculation of the intermediate vectors (A⊗ I)kPˇ (0) for the Krylov
subspace would include many nonzeros. It is only after the multiplication by Q
that the sparsity pattern of the Krylov vectors is controlled.
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We determine the norm in which Pˇ is minimized by exploring the fact that
FGMRES minimizes the Euclidean norm of the ith residual Rˇ(i). Specifically,
min
∥∥∥Rˇ(i)∥∥∥
2
= min
∥∥∥(A⊗ I)Pˇ (0) − (A⊗ I)∆Pˇ (i)∥∥∥
2
(4.20a)
= min
∥∥∥(A⊗ I)(Pˇ (0) − ∆Pˇ (i))∥∥∥
2
(4.20b)
= min
∥∥∥(A⊗ I)Pˇ (i)∥∥∥
2
(4.20c)
= min
∥∥∥Pˇ (i)∥∥∥
(A∗⊗I)(A⊗I)
, (4.20d)
where Pˇ (i) = Pˇ (0)−∆Pˇ (i). Thus because of the block structure of (A∗⊗I)(A⊗I),
FGMRES effectively minimizes ‖P (i)j ‖A∗A for each column j in the space (4.19b)
with the constraints (4.3) satisfied.
For this method and all following, the constraints (4.3) are no longer formally
listed because the constraints are satisfied through use of Q in the Krylov
subspace. As discussed in Chapter 4.2.1, this use of Q along with the requirement
that P (0) satisfy the constraints by construction implies that the final P also
satisfies the constraints.
Typically, there is an exact solution of ∆P = P (0), but the Q in the Krylov
subspace prevents this from actually being attained. That is, a zero “error” where
Pˇ (0) = ∆Pˇ (i) is not generally possible due to the singularity in Q. As a conse-
quence, any stopping criteria might be problematic, but we are guaranteed P 6= 0.
4.2.4 QA-GMRES Variant
In this section, we consider the first computationally feasible method for a general
matrix A, which uses GMRES to solve
QA∆Pˇ = QAPˇ (0) (4.21a)
with
QA = Q(A⊗ I) (4.21b)
∆Pˇ (0) = 0 (4.21c)
∆Pˇ (i) ∈ span{QAPˇ (0), Q2APˇ (0), . . . QiAPˇ (0)}. (4.21d)
This method is similar to the ideal FGMRES case, but is computationally
feasible due to the Q’s in (4.21a). In this way, every application of (A⊗ I) is
followed by an application of Q. This controls the complexity by limiting the
sparsity pattern of the intermediate products for each Krylov vector in (4.21d).
We determine the norm in which Pˇ is minimized by using the fact that
GMRES minimizes the Euclidean norm of the ith residual,
Rˇ(i) = QA(Pˇ (0) − ∆Pˇ (i)) = QAPˇ (i). (4.22)
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Since Q∗AQA is in general positive-semidefinite, but induces a norm over (4.21d),
this approach achieves
min
∆Pˇ∈V
∥∥∥Pˇ (i)∥∥∥2
Q∗
A
QA
, (4.23)
where V is the space (4.21d). Unlike (A⊗ I), Q is not block diagonal, so there
is not an equivalent statement to (4.23) for the individual columns of P (i).
The minimization occurs in a reduced dimensional space that we describe
with a reduced linear system.
Lemma 3. The QA-GMRES approach is equivalent to solving the problem
ÛIÙQ A(1) 0 . . .0 A(2) 0 . . .0 . . . 0
. . . 0 A(q)
 ÛIT∆Pˇ = ÛIÙQ

A(1) 0 . . .
0 A(2) 0 . . .
0
. . . 0
. . . 0 A(q)
 ÛIT Pˇ (0),
(4.24)
where A(j) is the submatrix of A that corresponds to the allowed nonzero indices
in Pj which are defined by {1, 2 . . . n} \ Ωj.
Proof. Denote the operator based on submatrices of A in (4.24) as ÛA. The result
follows directly from substitution into (4.21a) with (4.15b) and use of the three
identities, ÛA = ÛIT (A⊗ I)ÛI (4.25a)
∆Pˇ = ÛI ÛIT∆Pˇ (4.25b)
Pˇ (0) = ÛI ÛIT Pˇ (0). (4.25c)
The latter two identities state that Pˇ (0) and ∆Pˇ obey the preset sparsity pattern.
Submatrices of A may yield poor local approximations to low energy error
with respect to boundary conditions. However, this deficiency can be addressed
through the constraints X, if B is algebraically smooth near the boundaries.
Algorithm
We now outline the QA-GMRES method in Algorithm 4.1. GMRES solves
equation (4.21a) in the Krylov Space (4.21d) with an initial guess of ∆Pˇ (0) = 0.
The constraints are enforced by enforce() and project out(). The number of
iterations is fixed, but this could easily be changed so that the algorithm halts
with respect to a residual tolerance.
In general, all the prolongation smoothers presented use diagonal precon-
ditioning, as represented by D−1. For systems where supernodes are used,
D−1 is a block inverse, where the blocksize is the supernode size. Indexing
for all algorithms begins with 1. Fitting with the description in Chapter 4.2.2,
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the proposed Krylov methods operate on sparse matrices with the Frobenius
norm and inner-product. This yields the desired equivalence with the Euclidean
inner-product and norm.
Algorithm 4.1: gmres prolongation smoother(A, P (0), BC , S, d, iter)
1 # A := D i s c r e t e opera tor
2 # P (0) := Tenta t i ve pro longator , such t h a t P (0)BC = B
3 # BC := Near n u l l -space modes f o r coarse g r i d
4 # S := S t r e n g t h -o f -connect ion matrix
5 # d := I n t e r p o l a t i o n s t e n c i l width
6 # i t e r := Number o f minimizat ion s t e p s
7
8 Psparsity pattern = |P (0)|
9 for i = 1, 2 . . . d
10 Psparsity pattern = |S|Psparsity pattern
11
12 i = 0
13 D = diag(A) # Diagonal precon .
14 R = −D−1AP (0) # I n i t i a l r e s i d u a l
15 R = enforce(R,Psparsity pattern) # Enforce s p a r s i t y
16 # p a t t e r n on R
17 R = project out(R,BC) # Enforce RBC = 0
18 β = ‖R‖F
19 V (0) = R/β
20
21 while i < i t e r
22 i = i+ 1
23 V (i) = D−1AV # New search d i r .
24 V (i) = enforce(V (i), Psparsity pattern) # Enforce s p a r s i t y
25 # p a t t e r n on V (i)
26 V (i) = project out(V (i), BC) # Enforce V (i)BC = 0
27
28 for j = 1, 2 . . . i # Modif ied GS
29 Hj,i = 〈V (j), V (i)〉F
30 V (i) = V (i) −Hj,iV (j)
31 Hi+1,i =
∥∥V (i)∥∥
F
32
33 i f Hi+1,i i s not 0 .0 # No Breakdown
34 V (i) = V (i)/Hi+1,i
35 else
36 break
37
38 y = solve(H,βe1) # Best update to P (0)
39 for j = 1, 2 . . . i # in Krylov subspace,
40 P (0) = P (0) + yjV (j−1) # use (i+ 1× i) upper-
41 # l e f t b l o c k o f H
42 return P (0)
4.2.5 QA∗AQ-CGNR Variant
Another computationally feasible approach for a general matrix A can be derived
by using CG to solve
QA∗AQ∆Pˇ = QA∗APˇ (0) (4.26a)
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with
QA∗A = Q(A∗A⊗ I) (4.26b)
∆Pˇ (0) = 0 (4.26c)
∆Pˇ (i) ∈ span{QA∗AP (0), Q2A∗AP (0), . . . QiA∗AP (0)}. (4.26d)
The Q immediately preceding ∆Pˇ in (4.26a) is inserted to preserve symmetry but
is not needed as ∆P = Q∆P . This is because ∆P is in the constraint satisfying
space (4.26d). Computationally, new search directions are generated by QA∗A.
We determine the norm in which Pˇ is minimized by again examining how
the ith residual is minimized. The ith residual is given by
Rˇ(i) = QA∗A(Pˇ (0) −Q∆Pˇ (i)) = QA∗APˇ (i). (4.27)
Lemma 4. The QA∗AQ-CGNR framework minimizes
∥∥Pˇ (i)∥∥
A∗A⊗I in the space
(4.26d).
Proof. By construction, CG (and hence CGNR) minimizes the error at the ith
step in the operator norm or equivalently minimizes the ith residual in the
inverse-norm. Since QA∗A is singular but the system is consistent with the
initial residual in span(QA∗AQ), CG continues to minimize the residual in the
pseudo-inverse-semi-norm, or equivalently in the square of the semi-norm. The
minimization occurs in the space (4.26d) formed during the ith CGNR iteration,
denoted by V .
Define H = Q∗A∗A(QA∗AQ)
†QA∗A, where † refers to the Moore-Penrose
pseudo-inverse. Then the QA∗AQ-CGNR framework minimizes
min
∆Pˇ (i)∈V
∣∣∣Rˇ(i)∣∣∣2
(QA∗AQ)†
= (4.28a)
min
∆Pˇ (i)∈V
∣∣∣Pˇ (0) −Q∆Pˇ (i)∣∣∣2
H
= (4.28b)
min
∆Pˇ (i)∈V
〈Pˇ (0), HPˇ (0)〉 − 〈Pˇ (0), HQ∆Pˇ (i)〉 − 〈HQ∆Pˇ (i), Pˇ (0)〉+ (4.28c)
〈∆Pˇ (i), QHQ∆Pˇ (i)〉 =
min
∆Pˇ (i)∈V
〈Pˇ (0), HPˇ (0)〉 − 〈Pˇ (0), (A∗A⊗ I)∆Pˇ (i)〉− (4.28d)
〈(A∗A⊗ I)∆Pˇ (i), ˇP (0)〉+ 〈∆Pˇ (i), (A∗A⊗ I)∆Pˇ (i)〉 =
min
∆Pˇ (i)∈V
〈Pˇ (0), (A∗A⊗ I)Pˇ (0)〉 − 〈Pˇ (0), (A∗A⊗ I)∆Pˇ (i)〉− (4.28e)
〈(A∗A⊗ I)∆Pˇ (i), Pˇ (0)〉+ 〈∆Pˇ (i), (A∗A⊗ I)∆Pˇ (i)〉 =
min
∆Pˇ (i)∈V
∥∥∥Pˇ (0) − ∆Pˇ (i)∥∥∥
A∗A⊗I
= (4.28f)
min
∆Pˇ (i)∈V
∥∥∥Pˇ (i)∥∥∥
A∗A⊗I
. (4.28g)
48
(4.28d) follows from applying these two identities in this order
HQv = Q∗A∗A(QA∗AQ)
†QA∗AQv = Q∗A∗Av, ∀ v ∈ Cnq (4.29a)
and
Q∆Pˇ (i) = ∆Pˇ (i). (4.29b)
In (4.28d), the term 〈Pˇ (0), HPˇ (0)〉 does not affect the minimization of ∆Pˇ (i) and
so we replace it in (4.28e) with a more convenient term that also does not depend
on ∆Pˇ (i).
Corollary 1. Given the block structure of (A∗A ⊗ I), the QA∗AQ-CGNR
approach minimizes P (i) column-wise,
min
∆Pˇ (i)∈V
q∑
j=1
∥∥∥P (i)j ∥∥∥
A∗A
. (4.30)
Similar to QA-GMRES, minimization occurs in a reduced dimensional space
that we describe with a reduced linear system.
Lemma 5. The QA∗AQ-CGNR approach is equivalent to solving the problem
ÛIÙQ (A∗A)(1) 0 . . .0 (A∗A)(2) 0 . . .0 . . . 0
. . . 0 (A∗A)(q)
 ÙQÛIT∆Pˇ = (4.31)
ÛIÙQ (A∗A)(1) 0 . . .0 (A∗A)(2) 0 . . .0 . . . 0
. . . 0 (A∗A)(q)
 ÛIT Pˇ (0),
where (A∗A)(j) is the submatrix of A∗A that corresponds to the allowed nonzero
indices in Pj which are defined by {1, 2 . . . n} \ Ωj.
Proof. Similar to Lemma 3.
From one perspective, this approach is attractive. Minimization occurs in
the A∗A-norm for each column j, unlike for QA-GMRES. Additionally, the
Krylov method has short recurrences. However, this happens in an A∗A-like
Krylov subspace. Not only does this raise typical conditioning concerns, but also
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potential problems for some differential operators such as convection-diffusion.
The convection term can be completely lost in the algorithm. For example,
Au ≈uxx + ux ⇒ (4.32a)
A∗Au ≈uxxxx + uxx. (4.32b)
Algorithm
We outline the QA∗AQ-CGNR method in Algorithm 4.2. CG solves equation
(4.26a) in the Krylov Space (4.26d) with an initial guess of ∆Pˇ (0) = 0. The
constraints are enforced by enforce() and project out(). A∗AP is explicitly
formed, as opposed to forming only AP as in standard CGNR, so that the
constraints can be applied to each new search direction.
Algorithm 4.2: cgnr prolongation smoother(A, P (0), BC , S, d, iter)
1 # A := D i s c r e t e opera tor
2 # P (0) := Tenta t i ve pro longator , such t h a t P (0)BC = B
3 # BC := Near n u l l -space modes f o r coarse g r i d
4 # S := S t r e n g t h -o f -connect ion matrix
5 # d := I n t e r p o l a t i o n s t e n c i l width
6 # i t e r := Number o f minimizat ion s t e p s
7
8 Psparsity pattern = |P (0)|
9 for i = 1, 2 . . . d
10 Psparsity pattern = |S|Psparsity pattern
11
12 i = 0
13 D = diag(A∗A) # Diagonal precon .
14 R = −A∗(AP (0)) # I n i t i a l r e s i d u a l
15 R = enforce(R,Psparsity pattern) # Enforce s p a r s i t y
16 # p a t t e r n on R
17 R = project out(R,BC) # Enforce RBC = 0
18
19 while i < i t e r
20 i = i+ 1
21 Z = D−1R
22 γ = 〈R,Z〉F
23
24 i f i i s 1
25 Y = Z
26 else
27 β = γ/γold
28 Y = Z + βY # New search d i r .
29 γold = γ
30
31 YA∗A = A∗(AY )
32 YA∗A = enforce(YA∗A, Psparsity pattern) # Enforce s p a r s i t y
33 # p a t t e r n on YA∗A
34 YA∗A = project out(YA∗A, BC) # Enforce YA∗ABC = 0
35 α = γ/〈Y, YA∗A〉F
36 P (i) = P (i−1) + αY # Update p r o l o n g a t o r
37 R = R− αYA∗A # Update r e s i d u a l
38
39 return P (i)
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4.2.6 QAQ-CG Variant
A computationally feasible approach for an HPD matrix A can be derived by
using CG to solve
QAQ∆Pˇ = QAPˇ (0) (4.33a)
with
∆Pˇ (0) = 0 (4.33b)
∆Pˇ (i) ∈ span{QAPˇ (0), Q2APˇ (0) . . . QiAPˇ (0)} (4.33c)
The Q immediately preceding ∆Pˇ in (4.26a) is inserted to preserve symmetry but
is not needed as ∆P = Q∆P . This is because ∆P is in the constraint satisfying
space (4.33c). Computationally, new search directions are generated by QA.
We determine the norm in which Pˇ is minimized by again examining how
the ith residual is minimized. The ith residual is given by
Rˇ(i) = QA(Pˇ (0) −Q∆Pˇ (i)) = QAPˇ (i), (4.34)
Lemma 6. The QAQ-CG framework minimizes
∥∥Pˇ (i)∥∥
A⊗I in the space (4.33c).
Proof. As with QA∗AQ-CGNR, we examine the residual with the square of the
pseudo-inverse-semi-norm. The minimization occurs in the space (4.33c) formed
during the ith CG iteration, denoted by V .
Let H = Q∗A(QAQ)
†QA. Then the QAQ-CG framework minimizes
min
∆Pˇ (i)∈V
∣∣∣Rˇ(i)∣∣∣2
(QAQ)†
= (4.35a)
min
∆Pˇ (i)∈V
∣∣∣Pˇ (0) −Q∆Pˇ (i)∣∣∣2
H
= (4.35b)
min
∆Pˇ (i)∈V
〈Pˇ (0), HPˇ (0)〉 − 〈Pˇ (0), HQ∆Pˇ (i)〉 − 〈HQ∆Pˇ (i), Pˇ (0)〉 (4.35c)
+ 〈∆Pˇ (i), QHQ∆Pˇ (i)〉 =
min
∆Pˇ (i)∈V
〈Pˇ (0), HPˇ (0)〉 − 〈Pˇ (0), (A⊗ I)∆Pˇ (i)〉 − 〈(A⊗ I)∆Pˇ (i), Pˇ (0)〉 (4.35d)
+ 〈∆Pˇ (i), (A⊗ I)∆Pˇ (i)〉 =
min
∆Pˇ (i)∈V
〈Pˇ (0), (A⊗ I)Pˇ (0)〉 − 〈Pˇ (0), (A⊗ I)∆Pˇ (i)〉 − 〈(A⊗ I)∆Pˇ (i), Pˇ (0)〉
+ 〈∆Pˇ (i), (A⊗ I)∆Pˇ (i)〉 = (4.35e)
min
∆Pˇ (i)∈V
∥∥∥Pˇ (0) − ∆Pˇ (i)∥∥∥
A⊗I
= (4.35f)
min
∆Pˇ (i)∈V
∥∥∥Pˇ (i)∥∥∥
A⊗I
(4.35g)
51
(4.35d) follows from applying these two identities in this order
HQv = Q∗A(QAQ)
†QAQv = Q∗A v, ∀ v ∈ Cnq (4.36a)
and
Q∆Pˇ (i) = ∆Pˇ (i). (4.36b)
In (4.35d), the term 〈Pˇ (0), HPˇ (0)〉 does not affect the minimization of ∆Pˇ (i), so
we replace it in (4.35e) with a more convenient term that also does not depend
on ∆Pˇ (i).
Corollary 2. Given the block structure of (A ⊗ I), the QAQ-CG approach
minimizes P (i) column-wise,
min
∆Pˇ (i)∈V
q∑
j=1
∥∥∥P (i)j ∥∥∥
A
. (4.37)
Similar to the other methods, minimization occurs in a reduced dimensional
space that we describe with a reduced linear system.
Lemma 7. The QAQ-CG approach is equivalent to solving the problem
ÛIÙQ A(1) 0 . . .0 A(2) 0 . . .0 . . . 0
. . . 0 A(q)
 ÙQÛIT∆Pˇ = ÛIÙQ

A(1) 0 . . .
0 A(2) 0 . . .
0
. . . 0
. . . 0 A(q)
 ÛIT Pˇ (0).
(4.38)
Proof. Similar to Lemma 3.
This is an attractive algorithm when A is HPD because of the 3-term recur-
rence. Also, minimization occurs in the A-norm for each column j, which is
similar to QA∗AQ-CGNR, but unlike QA-GMRES.
Algorithm
We outline the QAQ-CG method in Algorithm 4.3. CG solves equation (4.33a)
in the Krylov Space (4.33c) with an initial guess of ∆Pˇ (0) = 0. The constraints
are enforced by enforce() and project out().
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Algorithm 4.3: cg prolongation smoother(A, P (0), BC , S, d, iter)
1 # A := D i s c r e t e opera tor
2 # P (0) := Tenta t i ve pro longator , such t h a t P (0)BC = B
3 # BC := Near n u l l -space modes f o r coarse g r i d
4 # S := S t r e n g t h -o f -connect ion matrix
5 # d := I n t e r p o l a t i o n s t e n c i l width
6 # i t e r := Number o f minimizat ion s t e p s
7
8 Psparsity pattern = |P (0)|
9 for i = 1, 2 . . . d
10 Psparsity pattern = |S|Psparsity pattern
11
12 i = 0
13 D = diag(A) # Diagonal precon .
14 R = −AP (0) # I n i t i a l r e s i d u a l
15 R = enforce(R,Psparsity pattern) # Enforce s p a r s i t y
16 # p a t t e r n on R
17 R = project out(R,BC) # Enforce RBC = 0
18
19 while i < i t e r
20 i = i+ 1
21 Z = D−1R
22 γ = 〈R,Z〉F
23
24 i f i i s 1
25 Y = Z
26 else
27 β = γ/γold
28 Y = Z + βY # New search d i r .
29 γold = γ
30
31 YA = AY
32 YA = enforce(YA, Psparsity pattern) # Enforce s p a r s i t y
33 # p a t t e r n on YA
34 YA = project out(YA, BC) # Enforce YABC = 0
35 α = γ/〈Y, YA〉F
36 P (i) = P (i−1) + αY # Update p r o l o n g a t o r
37 R = R− αYA # Update r e s i d u a l
38
39 return P (i)
4.3 Numerical Considerations
4.3.1 Sparsity Pattern Choice
An advantage of energy minimization is that it allows for great freedom in
choosing the sparsity pattern for P and therefore also in the underlying automatic
coarsening scheme. It is well understand that poor sparsity pattern choices will
lead to poor convergence or large operator complexities. Further research may
be warranted in this area, but it is not the central focus of this chapter.
In this thesis, we choose Ωj to be the sparsity pattern of column j of |S|d|P (0)|,
where d ∈ {0, 1, 2 . . . } and | · | is an element-wise magnitude function. Applying
| · | ensures that the interpolation stencil grows as expected. Using |S|d|P (0)|
to generate interpolation sparsity patterns is a generalization of the classic SA
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technique of weighted-Jacobi prolongation smoothing with the filtered matrix of
A. Both approaches desirably expand interpolation stencils only in the direction
of strong connections.
4.3.2 Near Null-Space Modes and Boundary Conditions
An important issue concerning the energy-minimization process is the behavior
for degrees-of-freedom at or near the boundary of the underlying PDE. In classic
SA, B is derived from the unrestricted PDE with no boundary conditions and
is hence inaccurate near the boundaries. This could potentially be problematic
because we preserve B in span(P ) at all degrees-of-freedom.
In contrast, classic SA preserves B in span(P (0)), but not for the final
smoothed P . If the near null-space is the true null space, then classic SA
automatically preserves B in span(P ). However, this is typically not the case
and in particular, B is a poor representation of low energy functions near
boundaries. Thus by not explicitly enforcing constraints near boundaries, the
classic prolongation smoothing step actually improves the final prolongator near
boundaries.
However, our framework does enforce B ∈ span(P ) globally. Therefore,
we must ensure that B approximates the boundary conditions—i.e., B is al-
gebraically smooth near the boundaries. In order to achieve this, we utilize
improve nns() as a few iterations of relaxation on the equation ABj = 0, for
each of the columns of B. In fact for many problems, we did not find it neces-
sary to use a presmoothed B, but we note that for the cases of the Helmholtz
problems in Chapter 7 and some 3D elasticity problems, presmoothing B was
found to be beneficial. Additionally in some cases, it was found to be important
to presmooth B on each level in the hierarchy.
Control over presmoothing B is given by the parameter list {s0 . . . sN}
in Algorithm 2.1. For example, one presmoothing step on B at each level
corresponds to {s0 . . . sN} = {1 . . . 1}.
Another approach to this issue does not enforce any constraints for degrees-
of-freedom at or near the boundary [57]. We do not pursue this approach for the
following reasons. Aggregates composed solely of boundary degrees-of-freedom
yield corresponding zero column(s) in P , since that is the exact solution when no
constraints are enforced. Also, requiring boundary degrees-of-freedom as input
is less black-box by placing more requirements on the user.
4.3.3 Linear Dependence
Another legitimate concern about the energy-minimization process is possible
linear dependence between columns of P . If P has poorly conditioned columns,
then the conditioning of coarse level operators suffers leading to a possible
degradation in the performance of pre- and postsmoothing.
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The underlying cause is that the Krylov methods do not guarantee linear
independence or good conditioning among the columns of P . Taking GM-
RES as an example, (4.2) implies that the Krylov subspace V is only globally
orthogonal—e.g., for GMRES,
〈Vˇ (i), Vˇ (j)〉2 = δij . (4.39)
The individual columns of V (i) are not orthogonal. Block Krylov methods [65]
are a fix to this, but at a high computational cost—e.g., for block-GMRES, a
sparse QR factorization is required each iteration.
Linear dependence issues could arise under the following situation. If the
linear constraints and sparsity pattern constraints are identical for two columns
i and j, then the solution to the minimization problem for columns i and j is
the same. Thus, Pi and Pj are converging to the same value. For columns i
and j to have identical sparsity patterns, |S|d|P (0)| must yield identical sparsity
patterns for columns i and j. Given typical structures of S from discretized
PDEs, identical sparsity patterns are a concern when columns i and j have
identical sparsity patterns in P (0), which in turn only occurs for columns lying
inside the same block column of P (0).
To ensure that each block column of the final P is well-conditioned, a post-
processing QR step can be implemented. Each block column of the smoothed
P has a QR factorization carried out on its nonzero portion. The Q replaces
the nonzeros in that block column of P and BC is left-multiplied by R at the
degrees-of-freedom corresponding to that block column. Multiplying BC with
R ensures that the PBC = B. An alternative and potentially computationally
cheaper approach to ensuring linear independence, enforces distinct sparsity
patterns inside each block column of P .
It is important that even with equivalent solutions to the minimization
problem, it is unlikely that true linear dependence up to machine precision would
arise. Only a handful of Krylov steps are taken and the initial values for any
two columns i and j are orthogonal because of the local QR factorizations used
in constructing P (0). However, the possibility still exists, even if for only a
worsening condition number of coarse level matrices. Thus, this issue is a topic
of active research.
4.4 Complex-Symmetric Matrices
In this section, we show that the QA∗AQ-CGNR and QA-GMRES algorithms
satisfy a useful property for complex-symmetric matrices that R = PT is an
appropriate choice. Since span(R∗) should approximate the left near null-space
and span(P ) should approximate the right near null-space, it follows that R
should be the adjoint of interpolation for the adjoint of A. When QA∗AQ-CGNR
and QA-GMRES are applied to a complex-symmetric A, R = PT provides such
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an R. More specifically letting PA and PA∗ be the prolongators for A and
A∗ respectively, if PA = PA,real + iPA,imag then PA∗ = PA∗,real + iPA∗,imag =
PA,real− iPA,imag. As a result, PTA = P ∗A∗ = R yields the adjoint of interpolation
for the adjoint of A and span(R∗) approximates the left near null-space. A proof
is shown for QA∗AQ-CGNR, but it can be easily extended for QA-GMRES.
Remark 9. Let A be complex-symmetric—i.e., A = Areal + iAimag, Areal =
ATreal, Aimag = A
T
imag, but A
∗ 6= A. Then, ABC ≈ 0 implies A∗BC ≈ 0.
Theorem 3. Let A be a complex-symmetric matrix. Let PA and PA∗ be the
prolongation operators defined by Algorithm 4.2 for A and A∗, respectively, with
right near null-space modes BA and BA∗ = BA, respectively. Subscript A and
subscript A∗ refer to a quantity from Algorithm 4.2 when applied to A and A∗,
respectively. Let strength-of-connection matrices, SA and SA∗ be identical. Then
PTA = P
∗
A∗ , or in other words, PA = PA∗ .
Proof. The proof proceeds by induction, by first showing equivalence for i = 0
and then showing the inductive step.
We denote D = diag(A∗A) = diag(AA∗), which is purely real.
The two constraint enforcement functions preserve the desired conjugate
equivalence, and so their affects are ignored during the inductive part of the
proof. Specifically, if WA = WA∗ , then WˆA = enforce(WA, Psparsity pattern)
and WˆA∗ = enforce(WA∗ , Psparsity pattern) yield WˆA = WˆA∗ . enforce() only
zeros out entries not in the matrix graph of Psparsity pattern, which is the same
for A and A∗ because SA = SA∗ . Hence, conjugate equivalence is preserved.
Similarly, if WA = WA∗ and BCA = B
C
A∗ , then WˆA = project out(WA, B
C
A )
and WˆA∗ = project out(WA∗ , BCA∗) yield WˆA = WˆA∗ . project out() only
applies a projection operator in the Euclidean inner-product on each row—i.e.,
it can be expressed in terms of matrix-matrix multiplication as in Chapter 4.2.2.
Conjugation distributes over matrix-matrix multiplication and matrix inversion,
so conjugate equivalence is preserved.
Consider iteration i = 1. Algorithm 4.2 directly yields
P
(1)
A = P
(0)
A + αAYA (4.40a)
= P (0)A + αAD
−1RA
= P (0)A − αAD−1A∗AP (0)A
= P (0)A∗ − αAD−1A∗AP (0)A∗ ,
using the identity, P (0)A = P
(0)
A∗ . This identity is apparent when considering the
construction of tentative prolongators as outlined in Chapter 2. Briefly, identical
strength-of-connection matrices give P (0)A and P
(0)
A∗ identical sparsity patterns.
The tentative prolongators are constructed by injecting according to the sparsity
pattern BA into P
(0)
A and BA∗ into P
(0)
A∗ . Finally, local QR factorizations are per-
formed on each block column of P (0)A and P
(0)
A∗ . Using BA = BA∗ and the fact that
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QR(W ) = QR(W ) yields conjugate equivalence of entries such that P (0)A = P
(0)
A∗ .
Next using the identity (4.40c),
P
(1)
A = P
(0)
A∗ − αA∗D−1A∗AP (0)A∗ , (4.40b)
αA =
〈RA, ZA〉F
〈Y A, YA,A∗A〉F
, by Algorithm 4.2 (4.40c)
=
〈−A∗AP (0)A ,−D−1A∗AP (0)A 〉F
〈−D−1A∗AP (0)A ,−A∗AD−1A∗AP (0)A 〉F
, by complex symmetry, A = A∗
=
〈−AA∗P (0)A∗ ,−D−1AA∗P (0)A∗ 〉F
〈−D−1AA∗P (0)A∗ ,−AA∗D−1AA∗P (0)A∗ 〉F
, conjugation distributes
= αA∗ .
Now using the complex symmetry of A,
P
(1)
A = P
(0)
A∗ − αA∗D−1AA∗P (0)A∗ = P (1)A∗ , (4.40d)
which yields the expected result for the first iteration.
Last, comes the inductive step. Suppose that
P
(i−1)
A = P
(i−1)
A∗ , (4.40e)
which also yields
Y
(i−1)
A = Y
(i−1)
A∗ , R
(i−2)
A = R
(i−2)
A∗ and α
(i−1)
A = α
(i−1)
A∗ . (4.40f)
To define R(−1)A and R
(−1)
A∗ , use the calculation in line 14.
Algorithm 4.2 directly yields
P
(i)
A = P
(i−1)
A + α
(i)
A Y
(i)
A (4.40g)
= P (i−1)A + α
(i)
A
Ä
D−1R(i−1)A + β
(i)
A Y
(i−1)
A
ä
, from (4.40e) and (4.40f)
= P
(i−1)
A∗ + α
(i)
A
(
D−1R(i−1)A + β
(i)
A Y
(i−1)
A∗
)
= P
(i−1)
A∗ + α
(i)
A
(
D−1R
(i−1)
A∗ + β
(i)
A Y
(i−1)
A∗
)
,
using the identity,
R
(i−1)
A = R
(i−2)
A + α
(i−1)
A Y
(i−1)
A,A∗A (4.40h)
= R(i−2)A + α
(i−1)
A A
∗AY (i−1)A , from (4.40f)
= R
(i−2)
A∗ + α
(i−1)
A∗ A
∗AY
(i−1)
A∗ , by complex-symmetry, A = A∗
= R
(i−2)
A∗ + α
(i−1)
A∗ AA
∗Y
(i−1)
A∗ , conjugation distributes
= R
(i−1)
A∗ .
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Next, we state the identities
α
(i)
A = α
(i)
A∗ and β
(i)
A = β
(i)
A∗ , (4.40i)
which can be shown as with α(0)A = α
(0)
A∗ . The single if/else statement in Algo-
rithm 4.2 does not affect the inductive argument, because in either case, the
only necessary property of β still holds—i.e., β(i)A = β
(i)
A∗ . Application of these
two identities finally yields
P
(i)
A = P
(i−1)
A∗ + α
(i)
A∗(D
−1R
(i−1)
A∗ + β
(i)
A∗Y
(i−1)
A∗ ) = P
(i)
A∗ , (4.40j)
Thus by induction, since QA∗AQ-CGNR is composed of basic operations over
which complex conjugation distributes, computation of PA and PA∗ preserves
the complex symmetry of A—i.e., PTA = P
∗
A∗ . Thus, R = P
T yields the adjoint
of interpolation for the adjoint of A.
4.5 Application to General Multigrid Methods
Here, we discuss how constraints and the iterative improvement of interpolation
operators are not limited to SA. In fact, elements of this approach can be applied
to both root node style SA and classic F/C AMG.
Root node style SA differs from standard SA by viewing each aggregate as
being centered around a root node. The tentative prolongator injects these root
nodes from the coarse grid to the fine grid. The other weights for P (0) are injected
from B, as with standard SA. To construct a root node tentative prolongator,
construct P (0) according to Chapter 2. Then taking the rows corresponding
to root nodes, first zero out all entries, and second insert a 1 in each row for
injection from the coarse grid to root nodes. The tentative prolongator can then
be smoothed.
Classic F/C AMG yields a P (0) with the same structure. C-points are
essentially the root nodes and are injected from the coarse grid to fine grid.
For the interpolation weights that map values from the coarse grid to F -points,
various existing formulas can be used [71]. Assuming that the root nodes or C-
points are ordered last, then the F/C AMG prolongator and root node tentative
prolongator yield an initial “guess” of the form
P (0) =
[
PF
I
]
, (4.41)
where PF maps values from the coarse grid to non-root nodes or F -points and
I injects the root nodes or C-points to the fine grid. PF is sparse, with the
sparsity pattern of row i based on the strong connections of i.
Both root node style SA and classic F/C AMG provide fixed interpolation
stencils and initial guesses of the form (4.41) for prolongation operators. Also, the
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problem type usually provides the user with mode(s) that should be accurately
interpolated. Thus, all the inputs for the energy-minimization approach are
available.
This approach yields some attractive properties. For instance, a Schur
Complement perspective based on splitting A into F - and C-blocks yields ideal
weights for PF [38] with
Pideal =
[
−A−1FFAFC
I
]
. (4.42)
The submatrices of A in (4.42) are defined by the list of indices C which simply
lists the root nodes or C-points, and by the list of indices F = {1 . . . n} \ C.
Intuitively, Pideal has “zero” energy at F -points because APideal is zero at all
F -points.
Additionally, linear independence of the columns of P is no longer a concern.
This is guaranteed by the identity block. An important drawback regards the
difficulty with integrating the root node approach with the case of m > 1 (i.e.,
there are multiple vectors in B). If the supernode size is also m, then for each
aggregate, we can insert a square (m×m) identity block into the corresponding
block column of P and R∗. The sparsity pattern of this identity block is preserved
during energy-minimization so that each aggregate injects from the coarse grid
to exactly one fine grid supernode. For the general case where the supernode
size is not m, it is unclear what to do.
When energy-minimization is applied in this context, the preset sparsity
pattern is based on (4.41), which enforces a diagonal block corresponding to I
in the final P . Importantly, the diagonal block guarantees a full rank P . The
interpolation stencils in PF are allowed to expand by multiplication with the
strength-of-connection matrix, S.
Importantly, use of this sparsity pattern means that energy-minimization
essentially ignores the energy at the root nodes or C-points. This is important be-
cause the problem of inverting AFF is typically much better conditioned than A.
4.6 Model Problem Study
In this section, we study the behavior for the simple model problem of 1D
convection-diffusion,
−uxx + c(x)ux = f, (4.43)
with periodic boundary conditions. We discretize the PDE with central differences
to obtain a nonsymmetric operator with stencil,ï
− 1
h2
+
c
2h
2
h2
− 1
h2
− c
2h
ò
. (4.44)
A choice of c = 2/h would yield pure upwinding. The grid is uniform on [0, 1].
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Importantly, −A−1FFAFC is sparse for this example, thus allowing for the
purpose of the experiment, a direct comparison between prolongation basis
functions from Pideal with the basis functions from QA-GMRES. Prolongation
basis function refers to a column in P . Since we are examining root node style
SA, the tentative prolongator is constructed according to (4.41) with the PF
block based on a B equal to the constant.
We depict the basis function for the aggregate with root node in the center of
the domain. The preset sparsity pattern for QA-GMRES is the nonzero pattern
from Pideal. Thus, the local nonzero portion of each basis function is depicted,
in addition to 2 extra degrees-of-freedom on the right and left to indicate that
values are zero outside of the range of the plot.
Figures 4.3 and 4.4 show how this basis function changes for QA-GMRES
as more iterations are taken for constant convection, c(x) = 1, and smooth
convection, c(x) = sin(2pix), respectively. For the smooth convection case, c(x)
completes one period over the domain. For this discretization, QA-GMRES
appears to converge to Pideal as more iterations are taken. Perhaps not surpris-
ingly, random initial guesses for B also yield this seeming convergence to Pideal,
while requiring more iterations.
Figures 4.1 and 4.2 repeat this experiment for classic prolongation smoothing.
Iterations are capped at 4 so that the nonzero pattern of the basis function
does not extend beyond that of Pideal and QA-GMRES. Classic prolongation
smoothing does not yield basis functions that approximate Pideal well. The
important change in the problem’s physics when going from c(x) = 1 to sin(2pix)
is barely reflected.
Typically, A−1FFAFC is not sparse, so energy-minimization is not expected to
approximate Pideal as well as depicted here.
4.7 Conclusion
The general prolongation smoothing methods presented play an important part
in realizing the generalized approach to SA from Chapter 2. P (0) is minimized
in an appropriate energy-like norm that targets complementary interpolation.
For HPD matrices, QAQ-CG is appropriate. This approach enjoys a 3-term
recurrence and minimizes each column of P in the A-norm. For non-Hermitian or
indefinite problems, QA∗AQ-CGNR and QA-GMRES are appropriate. QA∗AQ-
CGNR raises typical conditioning concerns in addition to concerns about “loss” of
terms in the PDE such as convection. Additionally, new search directions in the
algorithm require multiplication by A∗A, which is significantly more expensive
than multiplication by A. These concerns are not shared by QA-GMRES. On
the other hand, QA∗AQ-CGNR enjoys a 3-term recurrence and minimizes each
column of P in the A∗A-norm, while QA-GMRES minimizes P globally in the
related Q∗AQA-seminorm and has no advantageous recurrence. It is unclear
which norm is better.
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Figure 4.1: Classic SA Local Basis Functions, 1D Constant Convection.
The chief drawback of the proposed methods is the computational and
memory costs. For the two CG-based methods, 3 “vectors,” i.e., sparse matrices
with the preset sparsity pattern, must be stored. For QA-GMRES, the number of
iterations defines the number of “vectors” that must be stored. Computationally,
the proposed methods are more costly than standard prolongation smoothing
(i.e., one application of weighted-Jacobi to P (0)), because each minimization
step includes computations that are on the order of the classic weighted-Jacobi
sweep.
Now, we summarize the benefits of the proposed energy-minimization ap-
proach in comparison to other methods. The proposed approach gives the user
exact control over the sparsity pattern, regardless of the number of prolongation
smoothing steps taken. Also, long-distance interpolation is easily implemented
by growing interpolation stencils in the direction of strong connections. This
can easily be done in a fine-grain manner so that only a subset of the columns of
P have extended interpolation stencils, as opposed to the global sparsity pattern
choice of |S|d|P (0)| used here. On the other hand, Classic SA provides only
inflexible and global control over long-distance interpolation by smoothing the
prolongator with high-order polynomials, i.e., it does not allow for irregular inter-
polation stencils in a specific column or for long-distance interpolation for only
some degrees-of-freedom. Additionally for classic SA, complexity grows quickly
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Figure 4.2: Classic SA Local Basis Functions, 1D Smooth Convection.
when more than one prolongation smoothing iteration is taken. Classic F/C
AMG is a similarly rigid approach with respect to long-distance interpolation
and sparsity patterns, but specialized formulas do exist for the former.
Moreover, constraints are easily integrated into the minimization process and
there is a general iterative process for improving interpolation weights. Neither
classic SA nor F/C AMG provide similar features. Last, the classic methods do
not apply to general matrices.
Compared to other advanced approaches for calculating P , the proposed
approach enjoys some advantages. The adaptive non-Hermitian SA approach
[23] and the smoothing method of local damping parameters [67] share basic
algorithmic properties of the classic SA approach and hence share some disadvan-
tages. It is unclear how to do long-distance interpolation or smooth P multiple
times without a large increase in complexity. Additionally, a general approach
to constraints is lacking.
We use constrained Krylov methods for robust minimization in a desirable
energy like norm, as opposed to constrained steepest descent [57]. Allowing
for different Krylov methods particularly enhances robustness by addressing
the case of indefinite or non-Hermitian problems. Additionally, the proposed
treatment of constraints near boundaries is more black box than approaches
where boundary nodes are required input and require special treatment [57].
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Figure 4.3: QA-GMRES Local Basis Functions, 1D Constant Convection.
Overall, there is a need for a general iterative process in both SA and F/C
AMG that begins with an initial guess for P and then improves that guess in a
desirable energy like norm. This iterative process should allow for indefinite or
non-Hermitian A by producing R and P with the correct energy concept. During
this process, complexity must be controlled through restrictions on the sparsity
pattern, and any a priori knowledge about near null-space modes should be used.
As demonstrated by the numerical experiments in the results chapter, Chapter
5, the proposed approach can fill this need for both SA and classic F/C AMG.
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Figure 4.4: QA-GMRES Local Basis Functions, 1D Smooth Convection.
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Chapter 5
Results
5.1 Introduction
In this chapter, we show results for a variety of test problems using the gener-
alized approach to SA presented in Chapter 2. Evolution Measure and energy-
minimization prolongation smoothing allow us to fully define Algorithms 2.1 and
2.3 and increase the robustness of SA.
All algorithms are implemented in the software package PyAMG [10]. Chal-
lenging isotropic and anisotropic diffusion, convection-diffusion linearized elas-
ticity, and fluid flow problems are considered. To exhibit the generality of
Evolution Measure and energy-minimization prolongation smoothing, we apply
these algorithms both in the SA setting of Algorithms 2.1 and 2.3 and the root
node SA setting. The root node setting is analogous to classic F/C AMG and is
discussed in Chapter 4.5.
5.2 Root Node Style Experiments
5.2.1 Symmetric Problem
The symmetric test problem is a 2D diffusion problem constructed to be irregular
and particularly difficult. We solve the 2D elliptic equation,
uxx + uyy = f, (5.1)
with homogeneous Dirichlet boundary conditions and discretize with linear
simplicial elements. The difficulty is due to the domain, which is an unstructured
mesh of a stretched circle centered at the origin. The stretching factor used is
100 and only in the y-direction. The stretching of various meshes is depicted in
Figure 5.1. The overall effect is to yield a matrix that is highly anisotropic with
highly irregular matrix rows.
Due to the inherent difficulty of this problem and also in order to illustrate
the generality of the proposed methods, we couple QAQ-CG to CR (see Chapter
3.3.3). The C-points chosen by CR become the root nodes of aggregates and
the matrix stencil is used to find a non-overlapping sparsity pattern for P (0).
We set B as the constant vector, which is typical for diffusion problems. The
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Figure 5.1: Stretched Circular Meshes.
pre- and postsmoother is an overlapping Schwarz method, which is critical for
achieving acceptable performance. Finally, improve nns() is turned off for this
experiment, as boundary improvement is not necessary.
Table 5.1 presents results for CG preconditioned with V(1,1)-cycles for two
different problem sizes denoted by n. We compare weighted-Jacobi (“Jacobi”)
prolongation smoothing to QAQ-CG, so that the “Jacobi” column corresponds to
classic SA. Solvers with 2 and 3 levels are generated and have moderate operator
complexities that are approximately 1.75 for the 2-level method and 2.1 for the
3-level method. Operator complexity is the sum of the number of nonzeros in all
the operators (not including prolongation or restriction) in a multilevel hierarchy
divided by the number of nonzeros in the finest level operator. The use of QAQ-
CG prolongation smoothing has an immediate positive impact on performance.
Prol. Smoother: Jacobi QAQ-CG
Levels=2 n =13 373 24 1453 069 42 18
Levels=3 13 373 24 1453 069 42 19
Table 5.1: PCG Iterations.
5.2.2 Nonsymmetric Problem
The nonsymmetric test problem is 3D Euler flow over the surface of a jet at
Mach 0.75, with a sample solution of the pressure depicted in Figure 5.2. We
solve the final system from Newton iterations, which also has approximately
226 000 degrees-of-freedom.
The PDE system places 5 variables at each spatial location, leading us to
use supernodes of size 5. BL and BR are initially identical and contain a total
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Figure 5.2: Euler Flow on Jet.
of 5 vectors, with each vector corresponding to one of the variables. Each vector
is initially binary such that it is one at the degrees-of-freedom representing its
corresponding variable and zero otherwise. The root node approach is viable
because the number of near null-space modes is equal to the supernode size.
Without the use of root nodes and the associated diagonal block in P that
guarantees a full rank operator, linear dependence issues arise during energy-
minimization. These poorly conditioned columns of P and R∗ lead to reduced
performance of SA.
In the numerical tests, we employ V(1,1)-cycles to precondition GMRES to
a tolerance of 10−9. For simplicity, the pre- and postsmoother is Gauss-Seidel
and improve nns() is turned off.
To enhance robustness and take advantage of the block grouping of 5 vari-
ables at one spatial location, we explore block Gauss-Seidel as the pre- and
postsmoother on the first level, with blocksize equal to 5. Likewise, block diag-
onal preconditioning is used for QA-GMRES. This data set is represented by
the “QA-GMRES-B” columns. We compare various combinations of strength-
of-connection measures and prolongation smoothers. “Classic” refers to the
classic measure (3.1b) and “Evol.” refers to Evolution Measure. “NSA” refers
to non-smoothed aggregation, where no prolongation or restriction smoother
is used. “PGSA” refers to the Petrov-Galerkin approach [67] of local damping
parameters and represents a previous state of the art for prolongation and
restriction smoothing in the nonsymmetric setting.
In Table 5.2, the results are presented. The combination of the Evolution
Measure and QA-GMRES produces the most effective solver. There is a clear
beneficial effect from using either QA-GMRES or the Evolution Measure, with
the best performance attained when using both.
Prol. Smoother: NSA PGSA QA-GMRES QA-GMRES-B
Strength: Classic Classic Evol. Classic Evol. Classic Evol.
47 52 45 34 28 24 20
Table 5.2: Precon. GMRES Iterations.
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5.3 Smoothed Aggregation Experiments
5.3.1 Symmetric Problems
We expect the proposed methods to add robustness for even standard multigrid
test problems and we examine this effect here.
Algorithm 2.1 is used to generate the SA hierarchy and V(1,1)-cycles are
used to precondition CG to a tolerance of 10−8. With respect to the pre-
and postsmoother and the choice for improve nns(), symmetric Gauss-Seidel
is used. The improve nns() function iterates 5 times on each level to improve
the candidates. Throughout the experiments, operator complexities do not vary
enough so that iteration counts are misleading with respect to finding the most
efficient solver.
To highlight the advantages of Evolution Measure and QAQ-CG, we com-
pare weighted-Jacobi prolongation smoothing against QAQ-CG and the classic
measure (3.1b) against Evolution Measure. Moreover, in order to underscore the
robustness of Evolution Measure, we use only one drop-tolerance, 4.0, for all test
problems and a fixed k = 2 time steps. For completeness, we show results for the
classic measure with θ = 0.0 and 0.25, since we observe that the drop-tolerance
for the classic measure requires tuning for each problem.
We first consider diffusion problems where we use the standard near null-space
mode, B = 1. In Table 5.3, we show PCG iterations for rotated anisotropic
diffusion discretized with Q1 elements for the same problems examined in Chapter
3.4.1. In Table 5.4, we show PCG iterations for isotropic diffusion in a circular
domain with a hole in the center in the shape of an airfoil. Triangular elements
are used and the mesh is heavily refined near the surface of the airfoil, as shown
in Figure 5.3a.
(a) Coarse Airfoil Mesh (b) Coarse Tripod Mesh
Figure 5.3: Example Meshes.
While there is a clear benefit from using either QAQ-CG or Evolution
Measure, their combination produces the most robust and h-independent method.
Interestingly, QAQ-CG enhances performance when given an appropriate sparsity
pattern for P—i.e., when appropriate strength-of-connection decisions have been
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Prol. Smoother: Jacobi QAQ-CG
Strength: Classic Evol. Classic Evol.
θ = 0.0 0.25 4.0 0.0 0.25 4.0
Vertical
Anisotropy
h =1/16 28 9 9 27 8 8
1/32 42 16 10 42 11 8
1/64 72 29 11 73 18 10
1/128 103 57 11 104 33 11
Rot. by pi/4
Anisotropy
1/16 11 7 8 10 8 8
1/32 15 14 15 14 12 13
1/64 21 29 23 19 18 14
1/128 30 58 34 30 31 14
Rot. by pi/8
Anisotropy
1/16 15 12 12 13 10 10
1/32 23 19 18 17 12 11
1/64 38 34 26 19 20 14
1/128 57 65 36 28 34 18
Table 5.3: PCG Iterations, Anisotropic Diffusion.
Prol. Smoother: Jacobi QAQ-CG
Strength: Classic Evol. Classic Evol.
θ = 0.0 0.25 4.0 0.0 0.25 4.0
p = 1
n = 260 7 12 7 7 15 7
1 102 9 20 9 8 27 8
4 532 13 42 10 9 49 9
18 376 16 85 13 10 92 11
74 000 20 151+ 14 13 151+ 12
p = 2
1 102 16 19 11 13 29 9
4 532 20 43 13 14 56 11
18 376 25 91 15 17 109 12
74 000 32 151+ 18 24 151+ 15
296 992 40 151+ 21 36 151+ 18
Table 5.4: PCG Iterations, Isotropic Diffusion on Airfoil.
made. On the other hand, the behavior of QAQ-CG often yields no advantage
over weighted-Jacobi when poor strength-of-connection decisions have been made.
Remark 10. These poor results for the classic strength measure for seemingly
simple diffusion problems are surprising. If θ is allowed to vary from level to
level, e.g., 0.25 on level 0 and 0.08 on all subsequent levels, then for Table 5.3,
performance can be comparable to Evolution Measure. However, a variable θ
performs similarly to a uniform θ for the other test problems considered in this
chapter. Additionally, the tuning of θ required to take advantage of the variable
approach further underscores the need for a more general strength measure.
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We next examine three isotropic linearized elasticity problems where B ∈ Rn,6
and is equal to the six rigid body modes. Linear elasticity is defined by
−div (λ tr ((∇u +∇uT ) /2) I + µ (∇u +∇uT )) = f, (5.2)
where λ and µ are the Lame´ parameters, I is the identity matrix and tr() is the
trace function. The GetFem++ package [63] is used to discretize. The first test
problem is an iron bar attached to the left wall with a downward force applied
to the top of the bar. The iron bar is defined on the region [0, 4]× [0, 1]× [0, 1]
and discretized with parallelpiped elements. The other two examples are for
a steel tripod corresponding to the mesh in Figure 5.3b. Here, the tripod is
discretized using either 4-point or 10-point (quadratic edge shape) tetrahedrons
and a downward external force is applied to the top of the tripod. In Table 5.5,
PCG iterations are shown for these three problems.
We use Q = I with respect to the Q for Evolution Measure in (3.22), because
Q = DA and Q = I give nearly identical results. Also, nns improve() is called
5 times on each level and is an important factor in achieving the results in Table
5.5, especially for weighted-Jacobi prolongation smoothing.
Prol. Smoother: Jacobi QAQ-CG
Strength: Classic Evol. Classic Evol.
θ = 0.0 0.25 4.0 0.0 0.25 4.0
4pt-Tri.
p = 1 n = 2 757 16 151+ 19 11 151+ 12
16 341 29 151+ 21 12 151+ 12
109 551 41 151+ 34 14 151+ 13
p = 2 16 341 58 151+ 34 24 151+ 15
109 551 82 151+ 34 25 151+ 17
10pt-Tri.
p = 1 2 757 16 151+ 20 11 151+ 12
16 341 38 151+ 22 12 151+ 12
109 551 39 151+ 40 16 151+ 13
p = 2 16 341 68 151+ 29 21 151+ 15
109 551 90 151+ 44 43 151+ 20
Iron Bar
p = 1 600 13 151+ 15 11 151+ 11
3 888 16 151+ 15 12 151+ 11
12 168 20 151+ 21 15 151+ 12
27 744 22 151+ 22 14 151+ 12
52 920 25 151+ 21 14 151+ 12
p = 2 3 888 24 151+ 24 18 151+ 14
27 744 48 151+ 39 18 151+ 17
Table 5.5: PCG Iterations, Linearized Elasticity.
The challenging strength-of-connection questions are posed by the matrices
from the two tripod test problems. For these two test problems, QAQ-CG in
conjunction with Evolution Measure performs best, especially at p = 2. QAQ-
CG and the Evolution Measure are comparatively weakest for the iron bar test
case; however, this is a problem for which classic SA is designed, and the new
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methods still outperform, especially at p = 2. Additionally, the inflexibility of
the classic measure is shown by the fact that θ = 0.25 chooses a very poor coarse
grid in every instance.
5.3.2 Drop-Tolerance Sensitivity
This section compares the sensitivity of the classic measure (3.1b) and Evolu-
tion Measure to their respective drop-tolerances. Figures 5.4a and 5.4b plot
work per digit-of-accuracy versus the drop-tolerance θ for stand-alone SA and
preconditioned CG, respectively.
Work per digit-of-accuracy is the cycle-complexity divided by |log10(ρ)|,
where ρ is the average residual reduction ratio. Denoting the drop-tolerance
for the classic measure (3.1b) and Evolution Measure as Classic-θ and Evol.-θ,
respectively, we use in the figures Classic-θ = x and Evolution-θ = 1/x. In this
way, x = 0 indicates that all connections are strong and x = 1 indicates that all
off-diagonal connections are weak.
The SA methods compared are “Classic SA” (weighted-Jacobi prolongation
smoothing and the classic strength measure), “QAQ-CG” (QAQ-CG prolonga-
tion smoothing and the classic strength measure) and then QAQ-CG coupled
with Evolution Measure. We consider the test problem “Rot. by pi8 Ani.,
h = 1/128,” from Table 5.3. In Figure 5.4, the data points end for the Classic
SA and QAQ-CG data sets when the drop-tolerance for the classic strength
measure results in an initial coarse grid of all singleton aggregates. We cease
giving results at this point, because the hierarchy contains only two levels with
a coarse level operator that is the same size as the fine level operator.
As indicated in Figure 5.4, there is generally a narrow band of θ values for
which the classic measure produces a suitable method, while there is a wide
range of acceptable θ values for Evolution Measure. This indicates that the
new measure is less sensitive and is hence a more parameter free approach by
requiring less tuning of the drop-tolerance. When preconditioned CG is used as
in Figure 5.4b, this narrows the efficiency gap between the solvers, but does not
eliminate it.
Figure 5.4 also provides evidence that performance when using QAQ-CG is
similar to using weighted-Jacobi prolongation smoothing when poor strength-
of-connection decisions have been made. Examining Figure 5.4a shows that
when the classic measure yields good decisions inside of its narrow band, then
QAQ-CG outperforms weighted-Jacobi prolongation smoothing by a significant
amount. When the classic measure yields poor decisions, then Classic SA and
QAQ-CG perform similarly.
5.3.3 Nonsymmetric Problems
We now examine two standard nonsymmetric test problems, the classic lid-driven
cavity problem and a convection-diffusion problem for recirculating flow. The
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(a) Stand Alone Solver
(b) PCG
Figure 5.4: Work per Digit-of-Accuracy.
lid-driven cavity is discretized with a marker and cell (MAC) approach and we
consider solving the 1-1 block, for a Schur-complement strategy towards solving
the system. Sample streamlines and the pressure field are given in Figure 5.5.
The recirculating flow problem is
−∆u+ b · ∇u = f, with (5.3a)
b =
[
4x(x− 1)(1− 2y)
−4y(y − 1)(1− 2x)
]
, (5.3b)
with Dirichlet boundary conditions on the unit box; b is depicted in Figure 5.6.
We use Algorithm 2.3 to set up the SA hierarchy, again using V(1,1)-cycles
to precondition GMRES to a tolerance of 10−8. With respect to the pre- and
postsmoother and improve nns(), Gauss-Seidel NR is used, which is defined
as Gauss-Seidel on A∗A, although the normal equations are never formed [65].
This is an appropriate choice given our A∗A energy perspective and we remark
that Gauss-Seidel NR has been used previously in multigrid for nonsymmetric
or indefinite problems [18, 16, 12]. For the boundaries, we use 5 improve nns()
iterations on each level in order to improve B. In view of the adjoint of the PDE,
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(a) Sample Streamlines (b) Sample Pressure Field
Figure 5.5: Lid-Driven Cavity Problem.
0 10
1
Recirculating Flow
Figure 5.6: Recirculating Function b().
using a constant as the initial basis for the left and right near null-spaces, BL
and BR, is appropriate.
We compare various combinations of strength-of-connection measures and
prolongation smoothers. For prolongation smoothing, weighted-Jacobi and
QA-GMRES are used, such that R is smoothed separately from P with A∗
in both cases. The coarse grid choice is very influential, so we use the classic
measure (3.1b) with an appropriate θ = 0.0 and the Evolution Measure with
θ = 8.0. Tuning θ for the Evolution Measure does not have a dramatic impact
on performance, but θ = 8.0 is noticeably superior to θ = 4.0.
The third method compared is “part-SA”, which refers to partially smoothed
aggregation. Here, R is never smoothed, while P is, and improve nns() is
turned off, so that “part-SA” is a point of comparison to previous nonsymmetric
approaches to SA.
The results of these tests are shown in Tables 5.6 and 5.7. The combination
of the Evolution Measure and QA-GMRES produces in both cases the most
robust and h-independent method. Overall, it is clear that quality strength-of-
connection decisions are needed for QA-GMRES to succeed. With the quality
strength-of-connection information provided by Evolution Measure, the “Jacobi–
Evol.” column can be compared with the “QA-GMRES–Evol.” column in order
to observe the beneficial effect of using the QA-GMRES.
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Prol. Smoother: Jacobi part-SA QA-GMRES
Strength: Classic Evol. Classic Evol. Classic Evol.
 = 10−4
h =1/64 137 73 54 33 52 23
1/128 151+ 136 83 90 101 24
1/256 151+ 151+ 90 151+ 151+ 25
1/512 151+ 151+ 112 151+ 151+ 27
 = 10−5
1/64 150 93 63 39 61 24
1/128 151+ 151+ 127 81 151+ 28
1/256 151+ 151+ 151+ 151+ 151+ 33
1/512 151+ 151+ 151+ 151+ 151+ 33
Table 5.6: Precon. GMRES Iterations, Recirculating Flow.
Prol. Smoother: Jacobi part-SA QA-GMRES
Strength: Classic Evol. Classic Evol. Classic Evol.
Re = 100
h =1/64 14 12 17 15 12 12
1/128 13 13 17 21 12 12
1/256 15 13 17 29 14 13
Re = 1000
1/64 35 18 43 31 33 19
1/128 36 50 42 78 38 20
1/256 75 42 50 95 41 18
Table 5.7: Precon. GMRES Iterations, Lid-Driven Cavity.
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Chapter 6
High-Order Discontinuous
Galerkin Solver
6.1 Introduction
In this chapter, we develop a specialized SA solver for high-order discontinuous
Galerkin discretizations of the Poisson problem. Specializations are required
because as p increases, so does the condition number of the matrix, in addition
to a loss of locality in the matrix stencil. Furthermore, the effect of weakly
enforced Dirichlet boundary conditions affects the performance of SA.
As discussed in Chapter 1.4, high-order discretizations enjoy spectral con-
vergence rates and give superior accuracy (especially for dispersion error) per
degree-of-freedom for sufficiently smooth solutions, when compared to low-order
discretizations. However, the use of high-order finite elements creates a much
denser linear system than for the low-order case, thus complicating the overall
efficiency picture. Additionally, preconditioning techniques for high-order are
less well-developed than for low-order.
To address this problem, work has been done on applying multilevel methods
to continuous Galerkin high-order finite element discretizations [62, 33, 55, 59].
This previous work applies standard multigrid techniques to a low-order approx-
imation of the high-order problem in order to form an effective preconditioner.
The geometric nature of these methods requires expensive rediscretizations when
forming the preconditioner, in addition to a coupling between the solver and
discretization code.
A natural partner for high-order finite elements is the discontinuous Galerkin
method. These discretizations are an excellent framework for adaptive-hp meth-
ods and automatically provide great flexibility for non-conforming meshes and
neighboring elements of differing p.
Discontinuous Galerkin discretizations have enjoyed rising popularity for
elliptic operators [27, 24, 7], which are the target problem of this chapter.
For instance with convection-diffusion problems, where the convection terms
benefit from the discontinuous formulation, Poisson solvers are needed for Schur-
complement type preconditioners for the pressure block [50, 51]. In addition,
discontinuous Galerkin discretizations are useful for wave-like problems, such
as Helmholtz or Maxwell’s equations, because of their superior handling of
dispersion error when compared to typical FE discretizations [3]. However, the
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linear systems produced by discontinuous Galerkin discretizations have more
degrees-of-freedom than for the analogous continuous Galerkin discretization,
thus compounding the added complexity from high-order. This further motivates
the need for scalable linear solvers.
Even for the Poisson problem, classic SA techniques are inadequate, especially
at high-order, for discontinuous Galerkin discretizations. The performance
seriously degrades for either increasing p or h—see the first column of Table
6.2. Classic SA cannot effectively aggregate or smooth the prolongator in the
high-order discontinuous Galerkin setting, because of the complicated non-M-
matrix stencil and the rising condition number with p. There has been work
on multilevel solvers for discontinuous Galerkin discretizations of the Poisson
operator [8, 40, 34, 50, 42, 45]. However, these works are either two-level, or
geometric. The geometric (p-multigrid) methods [8, 40, 34, 45] are imperfect
due to their non-algebraic nature and expensive rediscretizations of the problem.
Here, the operator for the kth coarse level is constructed by rediscretizing the
problem for p = porig − k, where porig is the original polynomial order. When
p = 1 or 0 is reached, standard geometric or algebraic multigrid approaches are
then applied. Alternatively, the approach [50, 42] rediscretizes the problem at
the original p for a hierarchy of nested meshes. These constructions are often
costly and further motivate an algebraic approach.
The goal is an algebraic solver for the Poisson problem that is both p- and
h-independent. We depart from earlier geometric p-multigrid approaches that
require the discretization code to be coupled to the iterative solver. This is
accomplished by designing an algebraic method that assumes access to A, B,
element orders, degree-of-freedom type (e.g., nodal), and possibly the level
0 mesh coordinates. However as p increases, both the condition number of
A increases and locality in each matrix row is lost, thus limiting our hope
for p-independence at high p. Additionally, no standard aggregation method
exists for the high-order setting. Final difficulties arise due to aggregation and
interpolation at the boundary. Dirichlet boundary conditions are enforced weakly
in the discontinuous Galerkin setting, which creates a problematic situation.
These difficulties give rise to the specializations.
In Chapter 6.2, a brief overview of the local discontinuous Galerkin method
(LDG) for the Poisson problem is given. In Chapter 6.3, the difficulties associated
with this problem and the motivation for our algorithmic choices are discussed.
In Chapter 6.4, we propose effective SA methods for this problem. In Chapter
6.5, encouraging numerical results are given.
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6.2 Discontinuous Galerkin Method
We now derive both the weak and strong-weak forms of the LDG [28, 29, 7]
method for the Poisson problem,
∆u = f in Ω, (6.1a)
u = gD on ΓD, (6.1b)
∇u · n = gN · n on ΓN , (6.1c)
where Ω is a bounded domain in Rd, n is the unit outward normal to the
boundary Γ = ΓD
⋃
ΓN and f is a given function in L2(Ω). The functions
gD and gN respectively define the boundary conditions on the Dirichlet and
Neumann portions of Γ, which are denoted by ΓD and ΓN . Discontinuous
Galerkin methods are formulated with respect to a first-order system, so we
introduce a new vector variable q to yield
q −∇u = 0 in Ω, (6.2a)
∇ · q = f in Ω, (6.2b)
u = gD on ΓD, (6.2c)
q · n = gN · n on ΓN . (6.2d)
The first-order system is only used to derive the method and q does not require
an additional linear solve.
6.2.1 Weak Formulation
To derive the weak formulation, we initially multiply (6.2a) and (6.2b) by
smooth test functions ψ and v, respectively. Next, we integrate by parts over a
triangulation T of Ω, that is comprised by the set of triangular elements {K}.
This yields for each element K,∫
K
q ·ψ dx = −
∫
K
u∇ ·ψ dx+
∫
∂K
uψ · nK ds, (6.3a)∫
K
−q · ∇v dx+
∫
∂K
v q · nK ds =
∫
K
fv dx, (6.3b)
where nK is the unit outward normal on K. Now, we introduce the broken finite
element spaces associated with T . Let
Vh := {vh ∈ L2(Ω) : vh|K ∈ Pp(K), ∀K ∈ T }, (6.4a)
Ψh := {ψh ∈ (L2(Ω))d : ψh|K ∈ (Pp(K))d, ∀K ∈ T }, (6.4b)
where Pp(K) is the space of all polynomial functions on K of degree at most
p. Using the finite element spaces, we replace the exact solution (u, q) with an
approximate solution (uh, qh). Additionally, the numerical fluxes uˆh and qˆh are
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discrete approximations to the traces of uh and qh, respectively, and replace uh
and qh in the element boundary integrals. The LDG choice for fluxes is discussed
below. The result is the weak statement of the problem to find uh ∈ Vh and
qh ∈ Ψh such that ∀K ∈ T ,∫
K
qh ·ψh dx = −
∫
K
uh∇ ·ψh dx+
∫
∂K
uˆhψh · nK ds, (6.5a)∫
K
−qh · ∇vh dx+
∫
∂K
vh qˆh · nK ds =
∫
K
fvh dx, (6.5b)
holds ∀ vh ∈ Vh and ∀ψh ∈ Ψh.
6.2.2 Strong-Weak Formulation
The strong-weak formulation of the problem is obtained through another step of
integration by parts on equations (6.5a) and (6.5b), but this time the traces of uh
and qh on element boundaries are not approximated with numerical fluxes. This
yields the terms (qˆh − qh) and (uˆh − uh), which resemble a penalty method on
each element boundary. The result is the strong-weak statement of the problem
to find uh ∈ Vh and qh ∈ Ψh such that ∀K ∈ T ,∫
K
qh ·ψh dx =
∫
K
∇uh ·ψh dx+
∫
∂K
(uˆh − uh)nK ·ψh ds, (6.6a)∫
K
∇ · qhvh dx+
∫
∂K
vh (qˆh − qh) · nK ds =
∫
K
fvh dx, (6.6b)
holds ∀ vh ∈ Vh and ∀ψh ∈ Ψh. This is called the strong-weak form because
the differentiability requirements on the solution are higher than necessary.
6.2.3 Fluxes
A specific discontinuous Galerkin method is defined through the flux choice. In
order to define this choice for the LDG method, let K+ and K− be two adjacent
elements in T , n+ and n− be the corresponding unit outward normals, and
(q+, u+) and (q−, u−) be the traces of (q, u) on the boundaries of K+ and K−,
respectively. The fluxes are defined using the jump J·K and average { ·} operators,
which are
{u} := (u+ + u−)/2, {q} := (q+ + q−)/2,JuK := u+n+ + u−n−, JqK := q+ · n+ + q− · n−.
The LDG method defines fluxes as
qˆ := {q} + βJqK− τJuK, (6.7a)
uˆ := {u} − β · JuK. (6.7b)
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Importantly, this flux choice yields a consistent and stable method [7]. For
stability, the scalar function τ yields a penalty term for each element that is
typically chosen to be O(1/hK) [29], where hK is the mesh size of element K. For
consistency, care must be taken that qˆ and uˆ are equivalent over all shared edges
(or faces) between adjacent elements. This additionally ensures symmetry of the
discrete operator [30, 7]. To guarantee consistent uˆ and qˆ, β must be equivalent
over all shared edges (or faces) between adjacent elements. Among the most
common choices for β are our choice of β = 0, or alternatively, |β(e) ·n±| = 1/2,
over any shared edge e. The latter choice guarantees superconvergence on regular
grids [30].
This flux choice is also the source of the name, local discontinuous Galerkin
method. The flux uˆ does not depend on q, implying that the auxiliary variable
q can be solved for in terms of u, using either (6.6a) or (6.5a) for the strong-
weak and weak formulations, respectively. The auxiliary variable q is then
eliminated from either (6.6b) or (6.5b). The result is a problem with only u as
the unknown—i.e., an additional linear solve for q is not required.
The fluxes on the boundary Γ are defined [30, 29] as
qˆ =
{
q− − τ(u− − gD)n−) on ΓD
gN on ΓN
, (6.8a)
uˆ =
{
gD on ΓD
u− on ΓN
. (6.8b)
An important implication of the boundary fluxes is that the Dirichlet boundary
conditions are enforced weakly, in contrast to standard finite elements. This
affects our linear solvers.
We choose to study one discontinuous Galerkin method from many with the
expectation that the results here extend to other methods. The issues addressed
by our solver are present, regardless of the flux choice, and hence discontinuous
Galerkin method. The LDG method is a logical choice given its popularity and
favorable properties such as consistency and stability.
6.3 Motivation
6.3.1 Difficulties
Here, we begin to enumerate the difficulties that cause classic SA to seriously
degrade for both h- and p-refinement. This degradation is easy to observe. For
example, the first column in Table 6.2 depicts classic SA, where for p = 1, the
iterations increase from 26 to 122 after 4 uniform spatial refinements. Even use of
Evolution Measure and energy-minimization prolongation smoothing cannot fix
the situation as depicted in the last column of Table 6.2. Here, h-independence
is lost at high p and iterations eventually increase during p-refinement.
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One of the inherent difficulties is the rising condition number of A with p,
which is the normal scenario for high-order finite elements. The Sledge++ [76]
package is used to discretize (6.1) and chooses intelligent nodal locations for
Lagrangian basis functions, so that the condition number rises more slowly than
for equispaced nodal locations. In Figure 6.1, we show example nodal locations
for various p.
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Figure 6.1: Nodal Locations on Reference Elements.
In Figure 6.2, we use Arnoldi iteration to approximate the spectral condition
number of A and D−1blockA for p-refinement. The model problem is isotropic
diffusion on an unstructured simplicial mesh of the unit box with h = 1/8. D−1block
refers to the block inverse diagonal of A, with a blocksize of (p+ 1)(p+ 2)/2, or
the number of degrees-of-freedom in each element. The condition number rises
more gradually for D−1blockA, but rises nonetheless. Thus, we have limited hope
for a p-independent method based on either A or D−1blockA.
Remark 11. The condition number also rises for a fixed p and decreasing h, but
in this case, the basic algebraic nature of the matrix does not change (assuming
all meshes are well-conditioned). This makes h-independent solvers easier to
construct. The rising condition number with p reflects a different situation, where
the underlying algebraic structure of A changes and each matrix row becomes
more dense and less local.
To partially address the rising condition number and loss of locality, we
leverage the improved conditioning of D−1blockA and use block Gauss-Seidel on
level 0 for both the pre- and postsmoothers and improve nns(). Blocksize again
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Figure 6.2: Condition Number Study.
equals the number of degrees-of-freedom in an element. Block relaxation on
the finest level has already been shown to be beneficial [51, 45]. Given the
algebraic nature of the multilevel hierarchy, there is no concept of elements or
corresponding blocksizes on coarse levels, which leads us to use standard Gauss-
Seidel for all coarse levels. Additionally, the number of iterations for QAQ-CG
and of time steps k taken by Evolution Measure needs to rise with p. Chapter
3.3.2 discusses how k should rise with the condition number, and hence p.
However, there is a bottleneck with the Evolution Measure and k. The
largest computationally feasible value is k = 4 and this still results in a strength
measure that is of the same complexity as computing A2. For some problems,
even squaring the matrix is too expensive. The prospect of larger k results in
intolerable complexity—e.g., k = 8 requires work on the order of computing A4.
These remedies, however, are not by themselves effective. There are still
outstanding issues related to aggregation and the boundary conditions.
6.3.2 Conforming Aggregation
The main issue not addressed so far is aggregation in the high-order discontinuous
setting, for which no standard method exists.
One obvious difference for discontinuous Galerkin discretizations, when com-
pared to standard discretizations, is that each element has its own degree-of-
freedom for each node present on that element’s boundary. Thus, multiple
degrees-of-freedom exist for nodes on element boundaries. A similar problem oc-
curs for PDE systems where multiple variables exist at the same spatial location.
The classic SA approach to this issue is supernodes (described in Chapter 2),
where all degrees-of-freedom at the same spatial location are aggregated together
at level 0.
A supernode approach here corresponds to conforming aggregation on level 0,
where all degrees-of-freedom at the same spatial location are aggregated together.
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All other degrees-of-freedom are injected as singleton aggregates to the next level.
We call this conforming aggregation because it is similar to a C0-projection. In
terms of implementation, aggregates are formed by lumping together all algebraic
neighbors at the same spatial location, whereas all other degrees-of-freedom are
placed into singleton aggregates and injected to level 1. To accomplish this,
only the strength matrix S must be changed on level 0. Also no prolongation
smoothing is done on level 0, so that the tentative P (0) is used as P .
A conforming step is sensible. Degrees-of-freedom at the same spatial loca-
tion have very similar solution values, thus making constant-based interpolation
between them trivial. Additionally, a conforming step allows SA to separate
decisions about two entirely different types of algebraic connections into two
distinct phases—i.e., connections between degrees-of-freedom at the same spa-
tial location are considered only on level 0, and longer-range connections are
considered only on coarse levels. Lastly considering the motivating example
of isotropic diffusion, we know that degrees-of-freedom close together spatially
should be aggregated together. Hence, degrees-of-freedom at the same location
that are also algebraic neighbors are in a unique class of exceptionally strong
connections.
In order to better visualize a conforming aggregation step, Figure 6.3 shows
sample conforming aggregation on level 0. The black triangles are the element
boundaries and each element is shrunk towards its barycenter in order to depict
the discontinuous nature of the discretization. The colored polygons and lines
represent aggregates.
(a) p = 5 Conforming Aggregation (b) p = 7 Conforming Aggregation
Figure 6.3: Example Conforming Aggregation in Domain Interior.
6.3.3 Distance-Based Aggregation
Building on the idea of conforming aggregation and restricting ourselves to
isotropic problems, we next consider a distance-based strength-of-connection
measure. For isotropic diffusion on an isotropic mesh, where algebraically smooth
error is slowly varying in all directions, aggregates should be evenly sized and
convex in shape. Thus, a distance-based measure is appropriate. Since we
(and classic SA) assume access to the underlying mesh points, we define a
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distance-based measure. The weak neighbors for a degree-of-freedom i are those
degrees-of-freedom whose distance from i is larger than twice the distance of the
nearest neighbor.
This approach is computationally inexpensive, because the strength matrix S
essentially becomes A, with A’s entries replaced with distance values. Entries in
S are then dropped according to the criteria above. Aggregation then proceeds as
normal, making the computation of S on level 0 the only algorithmic modification
of this approach. Advantageously, use of a distance-based measure on level 0
results in a lower operator complexity than when using only a conforming step on
level 0. This is because the distance-based measure coarsens more aggressively
by combining both a conforming aggregation step and aggregation of nearby
degrees-of-freedom into the level 0 aggregation phase.
The distance-based measure does provide suitable aggregates on level 0 as
shown in Figures 6.4 and 6.5. Example aggregation in the domain interior is
shown in Figure 6.4, where degrees-of-freedom at the same spatial location are
aggregated together and degrees-of-freedom in the interior of an element are
aggregated isotropically. Figure 6.5 shows similar aggregation at the domain
boundary.
(a) p = 5 (b) p = 7
Figure 6.4: Example Distance-Based Aggregation in Domain Interior.
(a) p = 5 (b) p = 7
Figure 6.5: Example Distance-Based Aggregation on Domain Boundary.
In conclusion, the distance-based measure does effectively aggregate on level
0, but only does so for isotropic problems. Additionally, it is easy to implement
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and requires little computational cost. However if the problem type changes,
e.g., to a rotated anisotropic problem such as in Figure 1.4, then algebraically
smooth error would only slowly vary in one direction and the distance-based
measure would no longer be appropriate. In the anisotropic setting however,
conforming aggregation on level 0 would be appropriate, because no assumptions
are made about the nature or direction of algebraically smooth error. Thereafter,
Evolution Measure could be used to compute S so that the problem specific
nature of algebraically smooth error is taken into account.
6.3.4 Hybrid Strength Schemes and Domain Boundary
Considerations
We now consider using the distance-based and conforming strength strategies in
a multilevel method. Vertex information is generally only available on level 0,
thus necessitating a hybrid approach, where Evolution Measure or the classic
measure are used on coarse levels.
The boundary poses an unusual difficulty because the discontinuous Galerkin
discretization leaves all Dirichlet degrees-of-freedom in the matrix and enforces
Dirichlet conditions weakly. Thus, SA must aggregate and interpolate Dirichlet
degrees-of-freedom, a task for which classic SA is not designed. With respect
to interpolation, we begin with the standard choice for diffusion problems of
B = 1. However, it is critical that B be adapted to A, so that interpolation is
improved near the boundaries—i.e., B should be close to 0 near the boundaries.
Fortunately, use of relaxation for improve nns() effectively enforces the boundary
conditions on B and is a critical part of the solver’s overall performance.
This introduces, however, a problematic situation for Evolution Measure,
because B is now on the order of 10−4 or 10−5 at the domain boundary, but on
the order of 1 in the interior. This change in B occurs even over the scale of just
one element. Consider the measure (3.26) because we have one near null-space
mode in B. Since B is very small near the boundary, but on the order of 1 in
the interior, this creates a situation where degrees-of-freedom on the boundary
have strong connections to only other boundary degrees-of-freedom. However,
degrees-of-freedom in the domain interior, but in elements on the boundary, have
strong connections to same-element boundary degrees-of-freedom. The values in
S are typically on the order of 103 or 104 for same-element connections from the
boundary to the interior, but on the order of 5 for same-element connections from
the interior to the boundary. Smaller entries imply a stronger connection, with
1 being the strongest. Thus, Evolution Measure gives nonsymmetric strength
information at the domain boundary.
The resulting conclusion is that Evolution Measure is sensibly deciding
that interpolation from the interior to the boundary is appropriate because
interpolation essentially sets values at the boundary to 0 because of the Dirichlet
boundary conditions. However, if interpolation occurs from the boundary to the
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interior, then a problematic situation arises. Values at the boundary are near 0
and have no useful information about algebraically smooth error in the interior.
Thus, we need to modify Evolution Measure so that a strong connection signifies
that algebraically smooth error can be accurately interpolated in both directions.
Therefore, we propose to symmetrize the strength measure, as mentioned in
Chapter 3.3.2, such that the update S ← S+ST occurs before the drop-tolerance
is applied. This change greatly improves aggregation at the boundary. In all
computational experiments, this version of Evolution Measure is used. If the
unsymmetrized version is used, performance deteriorates significantly.
To illustrate the importance of symmetrizing S, Figures 6.6 and 6.7 depict
aggregation at the domain boundary for a symmetrized and unsymmetrized S,
respectively. The aggregates are projected up from level 1, because a conforming
step is used on level 0. In Figure 6.6, aggregates are sensible with boundary
degrees-of-freedom aggregated together and degrees-of-freedom in the interior
aggregated isotropically. If the Evolution Measure is not modified, then very
poor aggregation occurs, yielding irregular and oversized aggregates near the
boundary as depicted in Figure 6.7. The result is that SA performance suffers.
(a) p = 5, Symmetrized S (b) p = 7, Symmetrized S
Figure 6.6: Example Level 1 Evolution Measure Aggregation on Domain Bound-
ary, Conforming Aggregation Used on Level 0.
(a) p = 5, Unsymmetrized S (b) p = 7, Unsymmetrized S
Figure 6.7: Example Level 1 Evolution Measure Aggregation on Domain Bound-
ary, Conforming Aggregation Used on Level 0.
Aggregation over the domain interior is appropriate for either version of
Evolution Measure. Sample aggregation is depicted in Figure 6.8, where degrees-
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of-freedom at the same spatial location are aggregated together and degrees-of-
freedom in the interior of an element are aggregated isotropically.
(a) p = 5, Symmetrized or Unsymmetrized S (b) p = 7, Symmetrized or Unsymmetrized S
Figure 6.8: Example Level 1 Evolution Measure Aggregation in Domain Interior,
Conforming Aggregation Used on Level 0.
This difficulty with symmetrizing S has not been observed for the problems
in the results chapter, Chapter 5, where continuous Galerkin discretizations are
used. The critical difference is that no boundary degrees-of-freedom are explicitly
represented in the matrix. For instance when considering the diffusion problems
from Chapter 5.3.1, the strength matrix on level 0 is largely symmetric with 3–
10% of connections not being symmetric. Additionally, using the symmetrized or
unsymmetrized S results in a change of no more than 1 iteration in convergence.
6.3.5 Stand-Alone Evolution Measure Aggregation
Stand-alone use of Evolution Measure on all levels of the hierarchy also produces
a suitable SA solver, especially at low to moderate p. We therefore visualize how
the stand-alone Evolution Measure aggregates. We show only aggregation for
the symmetrized Evolution Measure, as the unsymmetrized version again has
very poor aggregation near the boundary. Figures 6.9 and 6.10 show example
aggregation on levels 0 and 1 on the domain boundary and in the domain interior,
respectively. Evolution Measure aggregates well in both cases.
6.4 Proposed Solvers
We now combine the above algorithmic components for computational experi-
ments. In the algebraic setting, there is no concept of distance on coarse levels,
so use of either the distance-based measure or conforming aggregation on level 0
must be coupled with either the classic measure (3.1b) or Evolution Measure on
coarse levels to yield a hybrid strength-of-connection scheme.
Table 6.1 depicts how the proposed solver components fit together. In
particular, the “Conforming” and “Distance” frameworks are the most advanced
because of the special level 0 strength-of-connection strategies discussed above.
Some abbreviations are used with “GS” being Gauss-Seidel and “Evol.” being
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(a) p = 5, Level 0 (b) p = 7, Level 0
(c) p = 5, Level 1 (d) p = 7, Level 1
Figure 6.9: Example Stand-Alone Evolution Measure Aggregation on Domain
Boundary.
(a) p = 5, Level 0 (b) p = 7, Level 0
(c) p = 5, Level 1 (d) p = 7, Level 1
Figure 6.10: Example Stand-Alone Evolution Measure Aggregation in Domain
Interior.
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Evolution Measure. The “Naive” and “Block Methods” frameworks are used to
explore the effects of the proposed components. The naive framework represents
application of SA with no forethought. The block methods framework represents
taking the rising condition number of p into account through the use of block
relaxation and increased iterations for Evolution Measure and QAQ-CG. The
two hybrid strength frameworks, “Conforming” and “Distance”, correspond to
the block methods framework enhanced on level 0 with conforming aggregation
and the distance-based strength measure, respectively.
SA Component: improve nns Pre- Post- Strength Prolongation
Smoothing Measure Smoothing
Naive All Levels GS 5 iters GS 1 iter Evol. with QAQ-CG
k = 2 4 iters
Block
Methods
Level 0 Block GS Block GS ↑ ↑
p iters 1 iter Evol. with QAQ-CG
Levels 1+ GS p iters GS 1 iter k = 4 p+ 2 iters↓ ↓
Distance
Level 0 Block GS Block GS Distance- ↑
p iters 1 iter based QAQ-CG
Levels 1+ GS p iters GS 1 iter Evol. with p+ 2 iters
k = 4 ↓
Conforming
Level 0 Block GS Block GS Conforming None
p iters 1 iter
Levels 1+ GS p iters GS 1 iter Evol. with QAQ-CG
k = 4 p+ 2 iters
Table 6.1: High-Order SA Frameworks.
6.5 Results
A numerical study in h and p is done. The LDG method is used to discretize
(6.1) with the strong-weak form and homogeneous Dirichlet boundary conditions.
Using Sledge++, matrices are generated for non-nested unstructured simplicial
meshes of the unit box in 2D for decreasing h and various p. W(1,1)-cycles
precondition CG to a relative residual tolerance of 10−8. W(1,1)-cycles are used
because they exhibit grid independent behavior in cases that V-cycles do not.
The maximum coarse grid is 100 degrees-of-freedom. The test problem is a zero
initial guess and a random right-hand side.
Tables 6.2–6.5 depict the performance for the four different SA frameworks
in Table 6.1. For the purposes of comparison, we also experiment with weighted-
Jacobi prolongation smoothing and the classic strength measure.
The classic measure is not well-suited to this complex algebraic setting of
non-M-matrices, but θ = 0.1 appeared to be a fair choice for general p and was
used here. Additionally, the use of filtered-matrix prolongation smoothing for
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classic weighted-Jacobi was critical for controlling complexity—e.g., an operator-
complexity of 9 versus 2.25. Filtered-matrix prolongation smoothing essentially
lumps weak connections on the diagonal of A for only the prolongation smoothing
step. The sparsity pattern constraint for QAQ-CG accomplishes the same goal
of controlling complexity. In general, operator complexities are in the range 2.25–
2.50 for all frameworks except the conforming framework, which has operator
complexities in the range 2.60–3.20.
Table 6.2 gives results for the naive framework from Table 6.1. It is ob-
served that the combination of QAQ-CG and Evolution Measure provides h-
independence until p = 6 and p-independence until p = 4. No other method
in Table 6.2 is competitive for p > 1 with the combination of QAQ-CG and
Evolution Measure.
Table 6.3 gives results for the block methods framework from Table 6.1, which
generally yields better PCG iteration counts than the naive framework for p > 6.
Combination of QAQ-CG and Evolution Measure provides h-independence until
p = 7, with a slow degradation for increasing h and fixed p thereafter . There is
p-independence again until p = 4. No other method in Table 6.3 is competitive
for p > 1 with the combination of QAQ-CG and Evolution Measure.
Table 6.4 gives results for the “Distance” framework from Table 6.1. The
hybrid strength schemes are referred to as “Dist.–Classic” and “Dist.–Evol.” and
correspond to the use of the distance-based measure on level 0 and the classic
measure and Evolution Measure on coarse levels, respectively. Importantly,
θ = 0.1 for the classic measure is detrimental to performance for the hybrid
strength schemes, but θ = 0.0 worked well for our experiments and is used for
the two hybrid schemes. Despite tuning θ for the classic measure, the “Dist.–
Evol.” scheme exhibits superior performance beyond p = 2. In particular, the
combination of QAQ-CG and “Dist.–Evol.” yields h-independence until p = 9,
with a small degradation for increasing h at p = 10 and 11. Additionally, p-
independence is extended until p = 6. Degradation for increasing p and fixed h
is thereafter slow.
Table 6.5 gives results for the “Conforming” framework from Table 6.1. The
hybrid strength schemes are referred to as “Conf.–Classic” and “Conf.–Evol.” and
correspond to the use of conforming aggregation on level 0 and the classic measure
and Evolution Measure on coarse levels, respectively. The results are largely
similar to Table 6.4, with combination of “Conf.–Evol.” and QAQ-CG providing
the most robust method. The one downside for conforming aggregation on level
0 is that operator complexities are higher because this is the least aggressive
coarsening approach.
In order to better visualize how iterations increase with p, Figure 6.11 depicts
plots of p versus PCG iterations, for a constant h = 1/8. The data is taken from
Tables 6.2–6.5. This is the only h value shared by all p values. The two hybrid
strength schemes produce the solvers with behavior closest to p-independence.
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Figure 6.11: PCG Iterations for Constant h = 1/8.
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Prol. Smoother: Jacobi QAQ-CG
Strength: Classic Evol. Classic Evol.
p = 1
h =1/16 26 10 23 9
1/32 38 10 31 9
1/64 65 10 50 9
1/128 122 13 94 9
p = 2
1/8 29 9 27 8
1/16 34 12 29 8
1/32 50 15 35 9
1/64 86 19 57 9
p = 3
1/8 35 11 32 8
1/16 40 12 34 8
1/32 59 15 46 8
1/64 99 21 76 9
p = 4
1/4 33 20 32 15
1/8 40 19 39 17
1/16 44 20 41 17
1/32 73 23 66 18
p = 5
1/4 30 23 28 21
1/8 35 26 33 22
1/16 48 28 42 23
1/32 83 34 73 24
p = 6
1/2 23 17 17 16
1/4 34 31 31 23
1/8 52 40 36 26
1/16 73 53 49 26
p = 7
1/2 32 23 29 17
1/4 45 34 41 25
1/8 50 32 44 27
1/16 76 45 50 29
p = 8
1/2 41 29 37 21
1/4 65 48 55 24
1/8 80 43 60 25
1/16 111 46 66 25
p = 9
1/2 55 28 47 24
1/4 92 49 72 32
1/8 112 68 78 32
1/16 151 66 86 33
p = 10
1/2 75 34 66 28
1/4 129 70 100 38
1/8 151 66 106 43
p = 11
1/2 88 54 82 45
1/4 145 94 123 54
1/8 151 109 140 59
Table 6.2: PCG Iterations, Naive Framework.
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Prol. Smoother: Jacobi QAQ-CG
Strength: Classic Evol. Classic Evol.
p = 1
h =1/16 25 9 23 8
1/32 37 9 30 9
1/64 64 9 51 9
1/128 121 12 95 8
p = 2
1/8 29 9 27 8
1/16 34 11 28 8
1/32 49 14 35 8
1/64 86 20 54 9
p = 3
1/8 36 11 32 8
1/16 40 12 34 8
1/32 59 15 44 8
1/64 102 21 71 9
p = 4
1/4 33 19 31 15
1/8 39 18 39 16
1/16 44 19 41 16
1/32 71 21 66 17
p = 5
1/4 29 23 27 20
1/8 34 26 33 21
1/16 47 29 41 22
1/32 82 49 72 23
p = 6
1/2 20 16 16 15
1/4 33 30 29 22
1/8 51 38 35 24
1/16 72 49 46 24
p = 7
1/2 30 20 27 15
1/4 42 33 39 20
1/8 48 31 42 22
1/16 74 44 49 25
p = 8
1/2 37 22 33 16
1/4 60 42 50 19
1/8 74 39 57 20
1/16 107 43 61 21
p = 9
1/2 44 21 40 18
1/4 80 38 63 22
1/8 101 56 68 24
1/16 151 61 75 25
p = 10
1/2 49 25 46 18
1/4 102 44 76 21
1/8 136 48 79 23
p = 11
1/2 53 28 50 23
1/4 102 54 83 30
1/8 146 59 91 30
Table 6.3: PCG Iterations, Block Methods Framework.
92
Prol. Smoother: Jacobi QAQ-CG
Strength: Dist.–Classic Dist.–Evol. Dist.–Classic Dist.–Evol.
p = 1
h =1/16 9 9 9 9
1/32 9 10 9 9
1/64 10 10 9 9
1/128 10 10 10 10
p = 2
1/8 10 10 9 9
1/16 11 11 11 9
1/32 13 11 12 9
1/64 14 12 13 9
p = 3
1/8 13 11 11 8
1/16 15 12 13 9
1/32 18 16 15 10
1/64 19 27 16 11
p = 4
1/4 17 17 10 8
1/8 17 16 13 8
1/16 20 19 16 8
1/32 23 22 18 9
p = 5
1/4 18 17 12 8
1/8 19 17 15 10
1/16 23 22 18 10
1/32 27 23 20 11
p = 6
1/2 16 16 10 10
1/4 37 36 15 11
1/8 39 38 17 12
1/16 36 35 20 12
p = 7
1/2 18 18 11 10
1/4 36 34 15 11
1/8 40 38 19 13
1/16 41 40 22 13
p = 8
1/2 26 26 11 11
1/4 48 46 17 15
1/8 51 48 21 15
1/16 56 51 25 15
p = 9
1/2 24 24 11 11
1/4 43 39 19 15
1/8 63 61 23 17
1/16 80 73 27 16
p = 10
1/2 31 30 12 12
1/4 66 58 21 16
1/8 65 62 27 17
p = 11
1/2 27 26 14 14
1/4 69 61 24 16
1/8 78 55 31 18
Table 6.4: PCG Iterations, Distance Framework.
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Prol. Smoother: Jacobi QAQ-CG
Strength: Conf.–Classic Conf.–Evol. Conf.–Classic Conf.–Evol.
p = 1
h =1/16 14 12 12 9
1/32 16 17 14 9
1/64 17 17 14 9
1/128 17 24 16 9
p = 2
1/8 12 10 12 8
1/16 15 15 13 9
1/32 18 25 15 9
1/64 19 45 16 10
p = 3
1/8 16 11 14 8
1/16 17 13 14 9
1/32 20 19 17 9
1/64 21 29 18 9
p = 4
1/4 14 10 13 8
1/8 21 14 18 9
1/16 23 18 19 9
1/32 28 27 22 9
p = 5
1/4 17 11 15 7
1/8 26 11 23 8
1/16 30 15 24 9
1/32 35 21 28 9
p = 6
1/2 11 9 10 9
1/4 22 14 20 8
1/8 34 16 30 8
1/16 40 24 31 9
p = 7
1/2 13 10 12 8
1/4 27 14 25 10
1/8 41 17 36 11
1/16 51 25 39 11
p = 8
1/2 16 12 15 9
1/4 35 19 32 11
1/8 56 21 47 13
1/16 68 28 51 13
p = 9
1/2 18 15 18 10
1/4 40 19 39 12
1/8 64 20 55 13
1/16 76 25 60 13
p = 10
1/2 21 18 21 11
1/4 48 26 48 17
1/8 78 29 68 18
p = 11
1/2 24 21 23 17
1/4 56 30 55 19
1/8 85 31 78 20
Table 6.5: PCG Iterations, Conforming Framework.
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6.6 Conclusions and Future Work
The proposed methods are the first scalable AMG methods for high-order
discontinuous Galerkin discretizations of the Poisson operator. SA has been
extended to address the following difficulties posed by this problem: the rising
condition number of A and loss of locality in each matrix row as p increases;
the inclusion of Dirichlet degrees-of-freedom in the matrix; and the coarsening
needs of the high-order discontinuous Galerkin discretization. These difficulties
motivate the proposed specialized frameworks that provide appropriate relaxation,
interpolation and aggregation.
Strength-of-connection is a critical component on both level 0 and coarse levels.
This is evidenced by the fact that the hybrid strength schemes exhibit better
performance than application of Evolution Measure at all levels. Additionally
when using the same strength measure on level 0 (distance-based or conforming),
use of the Evolution Measure on coarse levels is superior to use of the classic
measure on coarse levels.
Prolongation smoothing is another important component. Use of QAQ-CG
consistently out-performs classic weighted-Jacobi prolongation smoothing.
Given the increasing condition numbers in Figure 6.2, it is not surprising
that p-independence is difficult. Thus, future work will focus on achieving better
performance at high p for purely algebraic methods. Additionally, the scope
of problem types should be expanded to anisotropic diffusion, mixed boundary
conditions and convection-diffusion.
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Chapter 7
Helmholtz Solver
7.1 Introduction
In this chapter, we outline a specialized SA method for 1D and 2D scalar
Helmholtz problems with exterior radiation boundary conditions [60]. We con-
sider standard 1D finite difference discretizations and 2D discontinuous Galerkin
discretizations. In both cases, the discrete operator poses many problems for SA.
The operator is non-Hermitian, complex-symmetric and often indefinite, but Al-
gorithm 2.3 using energy-minimization prolongation smoothing and Gauss-Seidel
NR for the pre- and postsmoother is designed for this case. Specialization of
Algorithm 2.3 is required to handle the near null-space, which is no longer slowly
varying, but is rich with wave-like modes. These oscillatory error components
are not effectively handled by either standard relaxation or standard coarsening
procedures. We address this difficulty through modifications to the coarsening
process and by providing the SA setup phase with appropriate wave-like near
null-space modes. Much is known a priori about the character of the near
null-space, and our method uses this knowledge in an adaptive fashion to find
an appropriate B. The result is a complementary P which captures the near
null-space.
Consider the scattering of waves with the scalar exterior Helmholtz problem,
−∆u− ω2u = f in Ω (7.1a)
u = 0 on Γint (7.1b)
∂u
∂r
− iωu = o
Ä
‖x‖− 12
ä
as ‖x‖ → ∞, (7.1c)
where Γint is an interior boundary, e.g., a scatterer, and ∂∂r is the derivative in
the radial direction. A typical representation of Ω is given in Figure 7.1. The
Sommerfeld boundary condition (7.1c) ensures that waves do not non-physically
reflect back into the interior of the domain. In our numerical experiments, we
truncate the infinite domain to a new boundary Γext (see Figure 7.1) and apply
a common first-order approximation to (7.1c) given by
n · ∇u = iωu on Γext. (7.2)
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Γint
Γext
Ω
Figure 7.1: Example Annulus Shaped Domain.
There are a number of features of the PDE (7.1) that are important to
our analysis of the underlying matrix problem. The value ω determines the
wave speed of the solution and of the near null-space. Moreover, the ω term
often shifts the matrix to be indefinite. Last, the boundary condition (7.2)
introduces a non-Hermitian but complex-symmetric part into the matrix. Given
the complex-symmetry, we focus only on the right near null-space in order to
construct P , because R = PT is appropriate, as noted in Chapter 4.4.
7.1.1 Previous Work
One successful approach to the Helmholtz problem is to use complex shifts of
the PDE (7.1) to generate a geometric multigrid preconditioner [37, 36]. The
preconditioner is based on the PDE, −∆u − (1 − αi)ω2u = f , where α is a
user-defined scalar. While this preconditioner is effective at low wavenumbers, it
is not as effective at higher wavenumbers. Progress has been made in extending
the shifted-Laplace approach to an algebraic setting [4] and for a wider range
of frequencies [5]. Also, many algebraic approaches [11] focus on well-resolved
discretizations—i.e., the case of moderate to high points-per-wavelength.
Alternatively, multilevel techniques have previously been directly applied to
the matrix generated from the governing Helmholtz PDE [69, 35, 18, 16, 53, 75]
and from other similar indefinite problems [13, 12]. To varying degrees, each of
these approaches rethinks multigrid components as in Chapter 2.2—e.g., classic
relaxation and interpolation techniques often break down.
A particular challenge is posed by coarse grids. If the coarse space is based on
a constant representation of algebraically smooth error [35, 13, 12, 69, 75], then
restriction essentially samples the residual at a fixed number of points. Since the
near null-space for the Helmholtz problem is wave-like, this eventually creates
a Nyquist-rate violation and the resulting coarse space is not representative of
algebraically smooth error. Hence, the typical solution is to either excessively
relax on coarse grids, e.g., 20–40 iterations, or to truncate the hierarchy to a small
number of levels before the Nyquist-rate has been violated. The Nyquist-rate is
the minimum sampling rate required to avoid aliasing.
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As a consequence, several approaches replicate the wave behavior in the coarse
space, by incorporating wave-like functions into span(P ) [18, 16, 53]. Here, the
coarse spaces are generated from both indefinite discretizations [18, 16] and
definite discretizations based on a first-order system least-squares formulation
[53]. An insightful approach concerns 1D problems and obtains appropriate
interpolation adaptively, and not from a priori knowledge of the problem [18].
On the other hand, purely a priori knowledge of the near null-space can also be
used to generate wave-like interpolation functions [16, 53]. The limitation of these
approaches is that they are geometric (not algebraic) and not designed for either
discontinuous Galerkin discretizations or high-order discretizations. Moreover,
implementing these methods requires extensive modifications to a standard
AMG code and, yet, the functionality is limited to a Helmholtz problem. We
are motivated to capture the advantageous wave-like behavior of these methods
in an algebraic and broader setting.
7.1.2 Overview
The goal is twofold: to develop an appropriate wave-like B for interpolation and
a coarsening scheme which deals with the richness of the near null-space. We
seek a solver with several characteristics. First, we target an algebraic solver
that uses only the matrix, the finest level mesh coordinates of the problem, and
the frequency ω of the Helmholtz operator (wavelength of the near null-space).
Moreover, we expect the algorithm to fit easily into the existing SA framework
of Algorithm 2.3. In terms of efficiency, we construct a solver with a fixed,
moderate amount of relaxation on each level. Also, the maximum coarse grid
size should be fixed to ensure proper multilevel scaling. Importantly, we consider
numerical simulations with a fixed points-per-wavelength and decreasing mesh
size, in order to properly gauge scalability with respect to wavenumber.
In order to gain insight into solving higher-dimensional discretizations, we
develop an SA solver for the 1D Helmholtz problem in Chapter 7.2. The 1D
case still presents a challenging problem since the operator is non-Hermitian,
indefinite, and the near null-space is wave-like. This requires Algorithm 2.3 with
energy-minimization prolongation smoothing and Gauss-Seidel NR for pre- and
postsmoothing, coupled to a process for finding a wave-like B. We extend this in
Chapter 7.3 to obtain an SA solver for a DG discretization of the 2D Helmholtz
problem. Of particular interest, an algebraic multiple coarsening strategy is
developed that incorporates the rich wave-like nature of the near null-space.
Both Chapters 7.2 and 7.3 take the approach of combining a priori knowledge
of the wave-like near null-space and then adapting that knowledge to the current
matrix. Chapters 7.2 and 7.3 each end with encouraging numerical results for
the problems presented. In Chapter 7.4, concluding remarks are made.
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7.2 One-Dimensional Helmholtz Solver
7.2.1 Solver Components
We develop a solver for the 1D Helmholtz problem discretized with standard finite
differences. Algorithm 2.3 is used with the following choices for each component.
A discussion of coarsening is omitted since aggregation generally results in
groupings of three fine degrees-of-freedom per aggregate as expected in 1D.
Prolongation smoothing is done by QA∗AQ-CGNR, which is a theoretically
justified choice for a non-Hermitian and indefinite matrix. Fortunately, a separate
restriction operator is not needed because R = PT is an appropriate choice for
complex-symmetric matrices as shown in Chapter 4.4.
We choose Gauss-Seidel NR for pre- and postsmoothing. We note, however,
that GMRES [35] has been used as a smoother for the Helmholtz problem. We
avoid this approach because of the drawbacks discussed in Chapter 2.2.
Near Null-Space
In 1D, the null-space of the unrestricted PDE (7.1), i.e., the PDE with no
boundary conditions, consists of two functions,
exp(iωx) = cos(ωx) + i sin(ωx), and (7.3)
exp(−iωx) = cos(ωx)− i sin(ωx).
This implies that a suitable construction of B is from either the exponentials or
separately from cos(ωx) and sin(ωx), which are themselves null-space modes of
the unrestricted PDE and form a basis for (7.3). The other possibility of B = 1,
as in classical multigrid is dubious as discussed in Chapter 7.1.1.
Therefore, constructing B based on (7.3) is critical. An important component
in computing B is the wavenumber ω, but the ω described by the PDE (7.1)
is inaccurate for the low-energy modes of the system. For example, we present
in Figure 7.2a the near null-space mode υ generated by adaptive-SA [22] and
the mode based on the natural wavenumber of the PDE. The adaptive mode υ
is identified with different wavenumber and this difference becomes more pro-
nounced for less resolved problems—thus highlighting the effect of discretization
error. This difference is also likely related to satisfying the boundary conditions.
Adaptive-SA is an approach that assumes no a priori knowledge of the near
null-space. Each column of B is generated by a process that begins with a random
initial guess. This guess is then refined through a strategy that resembles multi-
grid cycling until the guess becomes a suitable approximation of a low-energy
mode not yet captured by the coarse space. We have extended the standard
adaptive-SA approach to the A∗A-norm by using energy-minimization prolonga-
tion smoothing and Gauss-Seidel NR. Adaptive SA produces one view of the near
null-space and using a B that mimics υ yields an effective stand-alone SA solver.
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(a) Adaptive-SA Mode (b) Lowest Right Singular Vector
Figure 7.2: 1D Near Null-Space Modes.
Figure 7.3: Plot of Sample g(α).
Moreover as shown in Figure 7.2b, υ is similar to µ, the right singular vector
of A that corresponds to the smallest singular value. Since µ must be captured
by span(P ), this confirms the accuracy of the adaptively generated mode.
Unfortunately, adaptive-SA is expensive, but we already know much about
the nature of the near null-space for this problem. We therefore seek a repre-
sentative wavenumber of the near null-space in an inexpensive, but adaptive
way. Specifically, we find the wavenumber that defines the lowest-energy cosine
function by minimizing
g(α) =
‖ cos((ω + α)x)‖A∗A
‖ cos((ω + α)x)‖ . (7.4)
Grid information, other than spacing, is not represented in A because of the
standard finite-difference scheme used. A is influenced by a particular grid only by
boundary information. As a result, we reduce this dependence when computing
A∗A-norms by ignoring boundary information. That is, when evaluating g(α),
we suppress boundary degrees-of-freedom from the matrix-vector product Ac
when calculating ‖c‖A∗A =
√〈Ac,Ac〉.
Brent’s method [21] is used to minimize (7.4) and typically only a few
iterations are required as g(α) behaves similar to Figure 7.3.
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7.2.2 Results
We employ W(4,4)-cycles to precondition GMRES to a relative residual tolerance
of 10−8. W-cycles were found to be superior to V-cycles because they exhibited
grid-independent performance. The grid was evenly spaced points on [−1, 1],
although other intervals such as [0, 1] produced essentially the same results. The
initial grid spacing is h = 1/127. The test problem is a random initial guess
with a zero right-hand side. The maximum size for the coarsest level was 10
degrees-of-freedom, in order to ensure a true multilevel method.
Our goal is a solver which scales with respect to the wavenumber ω. Hence,
the testing strategy is to examine the performance for successively refined grids
with constant points-per-wavelength (ppw). For constant ppw, as h decreases, ω
increases proportionately.
In Table 7.1, we show results for B based on the optimal shift of ω from (7.4).
For the more expensive solver where B is comprised of two vectors (a cosine
and a sine), h-independence and ppw-independence is observed. For the less
expensive solver where B is comprised of only one vector (the first exponential
of (7.3)), deterioration at low ppw is observed. Yet, the solver maintains scalable
performance at higher ppw. It is expected that using both the cosine and sine is
superior to using just a single exponential, because the former spans the entire
null-space of the unrestricted PDE, while the latter does not.
h h/2 h/4 h/8 h/16
B = [ exp(i(ω + α)x) ]
ppw= 5.0 14 20 26 33 36
10.0 15 14 16 16 19
30.0 11 11 12 12 13
90.0 10 10 12 12 12
B = [ cos((ω + α)x),
sin((ω + α)x) ]
5.0 6 6 6 7 7
10.0 7 8 7 8 7
30.0 10 11 9 10 10
90.0 9 9 10 9 9
Table 7.1: Precon. GMRES Iterations for Optimized B.
As a comparison, in Table 7.2, we show the results for both a constant B
and for a B generated by an unshifted ω. As expected, the wave-like B results
in a poor preconditioner because of the mismatch between the ω from the PDE
(7.1) and the ω representative of low-energy modes. The best solver in Table
7.2 is for B = 1 at 90 ppw. At this level of resolution, the SA solver should
encounter few Nyquist-rate related problems. Not surprisingly, results for B = 1
degrade seriously for less well-resolved problems.
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h h/2 h/4 h/8 h/16
B = 1
ppw= 5.0 39 61 * * *
10.0 23 38 59 98 *
30.0 13 16 24 35 58
90.0 11 11 15 17 24
B = [ exp(iωx) ]
5.0 38 58 * * *
10.0 56 94 * * *
30.0 21 32 52 97 *
90.0 12 13 18 26 43
B = [ cos(ωx),
sin(ωx) ]
5.0 24 42 81 * *
10.0 13 23 40 69 *
30.0 19 28 43 74 *
90.0 12 15 22 38 75
Table 7.2: Precon. GMRES Iterations, * Denotes > 100 Iterations.
7.3 Two-Dimensional Helmholtz Solver
We use the approach developed in 1D to motivate a more general method for
matrices from a practical 2D discretization. In general, standard 1D finite
differencing and linear continuous Galerkin finite elements suffer from large
dispersion error when applied to wave problems [9, 46, 47, 44]. Moving to
high-order continuous Galerkin discretizations alleviates dispersion error greatly
[47, 44, 2]. There are also new problem specific discretizations that incorporate
wave-like basis functions alongside standard nodal polynomial basis functions
[70, 39, 41]. These methods are attractive from an efficiency point of view,
in that they reduce dispersion error for a given number of degrees-of-freedom
more quickly than an equivalent order standard nodal continuous Galerkin
discretization. However in addition to being highly specialized, these methods
can also suffer from stability and conditioning problems.
Our choice is a discontinuous Galerkin discretization [28, 7, 6]. The dispersion
error for discontinuous Galerkin discretizations is of a higher order in the limit
of mesh refinement than for an equivalent order continuous formulation [3].
Discontinuous Galerkin discretizations are flexible with respect to h- and p-
refinement, which would be useful for the case of a variable wavenumber ω(x, y).
It is also a general method applicable to a many problem types, so that techniques
developed here are not be highly specialized. Overall, we develop components for
the Helmholtz solver in an algebraic fashion with the expectation that they extend
to both similar problems and other discretizations of the Helmholtz problem.
7.3.1 Near Null-Space and Algebraic Multiple
Coarsening
The near null-space of the 2D problem requires special attention. The null-space
of the unrestricted PDE (7.1) is extremely rich and consists of an infinite number
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of planewaves given by the two functions
exp(iω (cos(θ)x+ sin(θ)y)) and (7.5)
exp(−iω (cos(θ)x+ sin(θ)y)),
where θ is a given angle of travel. Any θ value yields a null-space mode and we
define B based on a finite collection of modes using regularly spaced angles. A
similar approach has been developed in a geometric setting [16, 53].
We must, however, seek a balance between complexity and the number of
planewaves for different angles, because each additional mode in B adds to
the complexity. To do this, we extend a multiple coarsening strategy from the
geometric setting [53] to SA. We introduce new near null-space modes at coarse
levels by appending new columns to Bk during the SA setup phase. This lessens
the impact on complexity for each new mode. Unfortunately, constructing new
near null-space modes based on (7.5) at level k is problematic, because in the
algebraic setting there is no underlying physical grid or angle θ. Hence in order
to enrich Bk, we generate new planewaves on level 0 and restrict them to level k.
Specifically, Bk is enriched in the following way: generate new planewaves Bˆk
on level 0; relax on A0Bˆk = 0; restrict Bˆk to the desired level, k; and then relax
on AkBˆk = 0. At this point, Bˆk is either appended to or replaces the current Bk.
The final relaxation step is critical because it accounts for any imperfections in
restriction. The initial relaxation step on Bˆk at level 0 is very important, because
as discussed in Chapter 6, the weakly enforced Dirichlet boundary conditions
impact the character of the near null-space. Overall, the relaxation steps are
just applications of an improve nns() function.
Due to the discontinuous elements, we advocate a conservative approach with
B0 = 1, after which B1 is replaced by planewaves. This is sensible, because at
level 0, we aggregate degrees-of-freedom at the same spatial location together (see
Chapter 7.3.2). The result is that level 1 essentially has the same grid spacing
as level 0. This avoids introducing any aliasing error when going from level 0 to
level 1. If the fine level problem is well-resolved, then it may be beneficial to
further delay enrichment by planewaves; however, we instead advocate a uniform
strategy for all resolutions.
Planewaves are only introduced at levels 1 and 2. The constant-based B1
is replaced with planewaves Bˆ1, and then on the next level, we append to B2,
yielding B2 ← [B2, Bˆ2]. Planewaves added at levels coarser than 2 do not further
enrich the coarse space for the problems considered here. If interpolated to the
finest level, such coarse level planewaves exhibit little wave-like behavior. As a
summary, Table 7.3 presents the hierarchy of B’s used in this thesis.
Next, we specify the angles used to generate Bˆk by letting Θk ⊂ [0, pi) denote
the set of regularly spaced angles used for generation. We determine Θk+1 from
Θk based on the geometric approach [53]. Each angle in Θk is perturbed by both
adding and subtracting a fixed amount, so that the number of angles is doubled
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Level: 0 1 2 3 . . .
B0 ← 1 B1 ← [Bˆ1] B2 ← [B2, Bˆ2] Bk ← Bk
B Update constant-based constant-based append new no change
interpolation B1 overwritten planewaves
Table 7.3: B Hierarchy.
when going from Θk to Θk+1 and that the spacing in Θk+1 remains uniform. In
this way, angles are not repeated on subsequent levels. For example, the spacing
at level 1 is quartered when going to level 2, and then halved when going to each
subsequent level. Although we only introduce planewaves at two levels here, the
process of determining Θk+1 is general to any level. The two Θ hierarchies used
in this work are given in Table 7.4.
Level: Θ1 Θ2
[0, pi2 ] [−pi8 , pi8 , 3pi8 , 5pi8 ]
[0, pi3 ,
2pi
3 ] [− pi12 , pi12 , . . . , 9pi12 ]
Table 7.4: Suitable Θ Spacings.
Generating planewaves from a predetermined set of angles Θk is simple. As
with the 1D solver, we find it beneficial to use the simplest basis of the null-space
(7.5) as possible. We therefore construct Bk by using the real and imaginary
parts of the first exponential in (7.5) as separate modes. Importantly, both the
real and imaginary parts are themselves null-space modes of the unrestricted
PDE (7.1). This provides us with a discrete basis for all of (7.5) when evaluated
at a given set of angles Θk. Additionally, this is analogous to the 1D strategy of
using the cosine and sine as separate near null-space modes when constructing
B. As an example if Θ1 = [0, pi2 ], then Bˆ1 contains the four modes,
[real(exp(iω x)), imag(exp(iω x)), real(exp(iω y)), imag(exp(iω y))], (7.6)
where x = x and y = cos(pi2 )x+ sin(
pi
2 )y.
To facilitate understanding of the near null-space, we present in Figure
7.4 the real part of the right singular vector that corresponds to the smallest
singular value for two examples, an airfoil- and a cross-shaped scatter. For these
relatively small examples, the wavenumber is correspondingly small, but the
wave-like nature of the near null-space is nonetheless apparent. The modes are,
as expected, compositions of planewaves that satisfy the boundary conditions.
7.3.2 Solver Components
We now detail the multilevel components, such as aggregation, prolongation,
restriction and relaxation. We motivate our SA method in 2D from the 1D case,
and specifically target discontinuous elements with nodal linear basis functions.
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(a) Airfoil Domain (b) Cross Domain
Figure 7.4: Example Near Null-Space Modes.
Figure 7.5: Sample Aggregates.
For aggregation on level 0, we use the conforming aggregation from Chapter
6. This strategy aggregates together degrees-of-freedom that are both algebraic
neighbors and at the same spatial location. In Figure 7.5, an example of level
0 aggregation is given. The triangular mesh is represented by solid black lines;
mesh points are represented as squares; and the shaded polygons are aggregates.
The mesh is represented visually as being discontinuous by shrinking each
element towards its barycenter, so that overlapping edges are visually side by
side. Standard isotropic aggregation (i.e., all connections are considered strong)
based on the matrix graph is then used on coarse levels.
Another difference is the fitness of the wavenumber ω for generating the near
null-space. In 1D, we utilize (7.4) in order to find an appropriate wavenumber
ω + α for generating B. However, discontinuous Galerkin discretizations are
superior to standard finite differencing for wave-like problems. Hence, the
wavenumber implied by the PDE (7.1) and the wavenumber for near null-space
modes is more compatible.
The 2D solver continues use of QA∗AQ-CGNR for prolongation smoothing.
We use a wider interpolation stencil corresponding to d = 2 in Algorithm 4.2.
This is beneficial in part because of the rapid coarsening that occurs for the
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wide matrix stencils from the discontinuous Galerkin discretization. Restriction
continues to be the non-Hermitian transpose of P .
For relaxation, a mixed scheme is used with standard Gauss-Seidel on level
0 and Gauss-Seidel NR on coarse levels. Standard Gauss-Seidel is an effective
smoother for well-resolved Helmholtz problems [18, 16], but diverges quickly for
unresolved Helmholtz problems.
7.3.3 Algorithm
We now detail the SA setup algorithm of the 2D Helmholtz solver. The algo-
rithm constructs a standard multigrid hierarchy of coarse level matrices, and
prolongation and restriction operators. For comparison, it is useful to note the
changes made from the standard hierarchy construction contained in Algorithm
2.3. The changes are the algebraic multiple coarsening from lines 9–22 and the
special handling of conforming aggregation on level 0 from lines 24–27. After
the hierarchy construction, Algorithm 2.2 is used for the solve phase.
Algorithm 7.1: sa helmholtz hierarchy (A, V , Θ, {s0 . . . sN})
1 # A := D i s c r e t e Helmhol tz opera tor
2 # V := Vertex l i s t
3 # Θ := [Θk] , p lanewave a n g l e s per Table 7.4
4 # {s0 . . . sN} := L i s t o f near n u l l -space improvement s t e p s
5
6 A0 = A, B0 = 1, k = 0
7
8 while size(Ak) > max coarse
9 i f k i s 1 or 2
10 Bˆk = [planewaves(V, Θk) ] # Generate planewaves
11 # with (7.5)
12 Bˆk = [real(Bˆk), imag(Bˆk ) ] # S p l i t i n t o r e a l and
13 # imaginary p a r t s
14 improve nns(A0, Bˆk, s0 )
15 for j = 0, 1 . . . k − 1
16 Bˆk = RjBˆk
17 improve nns(Ak, Bˆk, sk )
18
19 i f k i s 1
20 Bk = Bˆk # Replace cons tant
21 else
22 Bk = [Bk, Bˆk] # Append new planewaves
23
24 i f k i s 0
25 Sk = strength(V ) # Conforming agg .
26 else
27 Sk = strength(Ak) # I s o t r o p i c s t r e n g t h
28
29 Ck = aggregate(Sk)
30 P
(0)
k , Bk+1 = inject modes(Ck, Bk)
31 Pk = prolongator smoother(Ak, P
(0)
k )
32 Rk = PTk # complex-symmetry
33
34 Ak+1 = RkAkPk
35 k = k + 1
36 return {A0 . . . Ak} ,{P0 . . . Pk−1}, {R0 . . . Rk−1}
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Our approach differs in a number of ways from previous work [16, 53].
We consider indefinite formulations of the problem as opposed to [53]. Also,
previous geometric approaches are better suited for regular grids and are not
designed for discontinuous Galerkin discretizations [16, 53]. Implementing either
of [16, 53] requires extensive modifications to any existing AMG code and
yet, the functionality is limited to Helmholtz problems. In [16], a new ray-
cycle is proposed. In [53], the proposed geometric multiple coarsening requires
extensive changes to interpolation, as opposed to a simple appending of new
vectors to B as is done here. Additionally, we believe that algebraic multiple
coarsening better incorporates a wave-like near null-space into the coarse space
than [16, 53]. When interpolating for any degree-of-freedom, the algebraic
multiple coarsening approach does so with respect to all planewaves, as opposed to
treating planewaves separately. The proposed solver is broader given its algebraic
nature and more practical since it requires only straightforward modifications to
an existing SA framework.
7.3.4 Results
We now examine the performance of the proposed Helmholtz solver for three
types of scattering problems on unstructured simplicial meshes with linear
discontinuous finite elements. The strong form of the LDG method (see Chapter
6.2) is used to discretize the Laplacian part of the PDE (7.1). The Sommerfeld
boundary condition is incorporated as one would a Robin boundary condition.
In general, discontinuous Galerkin methods are known [6] to be effective for the
Laplace eigenvalue problem.
One test problem is for the annulus-shaped domain in Figure 7.1 with a sample
coarse mesh shown in Figure 7.6a. The other two test problems are for an airfoil-
and a cross-shaped scatterer, with sample coarse meshes shown in Figures 7.6c
and 7.6b, respectively. For all test problems, the coarsest discretization (denoted
by h) had around 400 degrees-of-freedom and the finest discretization (denoted by
h/12) had around 80 000 degrees-of-freedom. We experiment with three different
cycling strategies (V(4,4)-, W(4,4)-, and W(2,2)-cycles) that each precondition
GMRES to within a tolerance of 10−8. The maximum size for the coarsest level
was 100 degrees-of-freedom, in order to ensure a true multilevel method.
In Table 7.5, we report the diameter of the three domains for the highest
frequency (5.0 ppw) and lowest frequency (90.0 ppw) on the finest grid (h/12).
The diameter of the circular-shaped annulus and cross domains is clear, but for
the airfoil domain, the diameter is taken at the widest point.
We again examine the solver’s performance as the mesh is refined and ppw
is held constant. In this way, we test for a solver’s scalability with respect to
increasing wavenumber. When calculating ppw, mesh size is defined as the longest
element edge length. This is appropriate, because the longest element edge length
is the limiting factor by which an arbitrary planewave can be represented and is
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(a) Coarse Annulus Mesh (b) Coarse Cross Mesh
(c) Coarse Airfoil Mesh
Figure 7.6: Example Meshes.
ppw = 5.0 90.0
Airfoil 19.6 1.09
Annulus 18.7 1.03
Cross 17.2 0.95
Table 7.5: Diameter of Domain in Wavelengths For Finest Grids.
a pessimistic view of resolution. All of the meshes are isotropic, so the longest
element edge length does not vary greatly from other measures such as largest
inscribed circle.
Table 7.6 presents preconditioned GMRES iterations. We experiment with
both sets of angle hierarchies from Table 7.4, which are distinguished by their level
1 angle spacings, Θ1 = [0, pi2 ] and Θ1 = [pi,
pi
3 ,
2pi
3 ]. The proposed solver appears to
be scalable with respect to ppw for moderately- to highly-resolved problems when
using W(4,4)- and W(2,2)-cycles. There is, however, some degradation at low
ppw, especially for the V-cycle. As expected, using Θ1 = [pi, pi3 ,
2pi
3 ] is the most
robust solver at low ppw, where the near null-space is richest. Preconditioning
with W(4,4)-cycles exhibits the best convergence, but is also the most expensive.
At higher ppw, W(2,2)-cycles appear to yield a suitable method for a much lower
complexity. The results for the annulus- and cross-shaped scatters are similar
to those for the airfoil scatterer, which highlights the robustness of our method.
We therefore present abbreviated results for these two problems in Table 7.6.
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The stand-alone SA solver scales with ppw for the highly-resolved problems.
However for low ppw, the stand-alone solver becomes erratic. In general, we find
that using a GMRES outer-iteration provides needed robustness.
One drawback of the W-cycling is the complexity as shown in Table 7.7.
However, growth in these complexities is low as the mesh is refined. Cycle
complexity is calculated as the total cost during one cycle of relaxation at all
levels divided by the cost of one Gauss-Seidel or weighted-Jacobi sweep on
level 0. Cycle complexity is the appropriate cost measure when using multiple
relaxation sweeps on a level. Whereas operator complexity only sums the number
of nonzeros in the operator at each level, cycle complexity weights the number of
nonzeros in the operator at each level by the number of relaxation steps taken on
that level. Cycle complexity is also the appropriate cost measure here, because
it accurately conveys the cost of using Gauss-Seidel NR, which is roughly twice
as expensive as Gauss-Seidel or weighted-Jacobi.
Despite the high cycle complexities, the SA setup time and the preconditioned
solve times are commensurate for our implementation at the resolutions of
10.0, 30.0 and 90.0 ppw. In part, this reflects the fact that QA∗AQ-CGNR is
computationally more expensive than standard prolongation smoothing. However,
it is typical for multigrid algorithms to have similar setup and solve times.
To better understand the AMG setup cost, Table 7.8 presents timings that
measure the relative cost of QA∗AQ-CGNR, improve nns() and computing
RAP . This is done for the first 3 levels for the finest airfoil test problem (h/12).
The timing results are for our hybrid Python/C++ implementation in PyAMG
on a 32-bit single core 3.06Ghz Pentium IV machine with 3GB of main memory.
Computing RAP is usually one of the most expensive operations during
the setup phase. Now, QA∗AQ-CGNR and improve nns() dominate the setup
phase. However, the setup cost still scales linearly with problem size.
7.4 Conclusions
SA has been extended to address the difficulties posed by the Helmholtz problem.
The issues of indefiniteness, a lack of Hermitian symmetry and a complex-valued
matrix are addressed by the general SA framework developed in Chapter 2 and
by the associated algorithms developed in Chapter 4.
The difficulty posed by the rich wave-like near null-space required specializa-
tion of SA and the subsequent development of the algebraic multiple coarsening
procedure. Algebraic multiple coarsening allows the solver to create a comple-
mentary P that effectively translates the residual equation into a wave-space.
This allows for reduction of the residual on very coarse grids without aliasing
near null-space modes.
One of the motivations for the algebraic approach to multiple coarsening is
that Bˆk could be any function, not just planewaves. From this point of view,
algebraic multiple coarsening could prove useful for other problems with a rich
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h h/2 h/4 h/8 h/12
Airfoil
V(4,4)
Θ1 = [0, pi2 ]
ppw= 5.0 7 9 16 33 61
10.0 7 9 12 12 15
30.0 7 8 10 12 15
90.0 7 8 9 11 13
V(4,4)
Θ1 = [0, pi3 ,
2pi
3 ]
5.0 7 10 14 17 28
10.0 7 8 11 11 15
30.0 7 8 10 14 17
90.0 7 8 9 11 14
W(4,4)
Θ1 = [0, pi2 ]
5.0 7 8 12 18 40
10.0 7 8 9 8 10
30.0 7 7 8 8 8
90.0 7 7 8 8 8
W(4,4)
Θ1 = [0, pi3 ,
2pi
3 ]
5.0 7 10 13 11 20
10.0 7 7 9 8 9
30.0 7 7 8 8 8
90.0 7 7 8 8 9
W(2,2)
Θ1 = [0, pi2 ]
5.0 9 11 15 25 54
10.0 9 11 11 11 14
30.0 9 10 10 11 11
90.0 9 10 11 11 11
Annulus
W(4,4)
Θ1 = [0, pi3 ,
2pi
3 ]
5.0 7 11 7 10 20
10.0 7 8 7 7 10
30.0 7 7 7 8 8
90.0 7 7 7 7 8
W(2,2)
Θ1 = [0, pi2 ]
5.0 9 13 11 25 55
10.0 9 12 10 11 15
30.0 9 10 10 11 11
90.0 9 10 10 11 11
Cross
W(4,4)
Θ1 = [0, pi3 ,
2pi
3 ]
5.0 7 10 8 10 15
10.0 7 8 8 8 8
30.0 7 7 7 8 9
90.0 7 7 8 8 8
W(2,2)
Θ1 = [0, pi2 ]
5.0 9 11 11 20 45
10.0 9 11 10 11 12
30.0 9 10 10 11 12
90.0 9 10 10 11 11
Table 7.6: Precon. GMRES Iterations.
near null-space. If applied to other problems, there are modifications which
may be needed. Bk could be enlarged beyond level 2. Also, other problems or
settings may require application of improve nns() after each restriction of Bˆk,
as opposed to only after restriction to level k.
The first coarse grid of Algorithm 7.1 is very similar to a linear continuous
Galerkin discretization of the same problem. It is therefore easy to extend
Algorithm 7.1 to the continuous case, where we have observed similar convergence
results. Algorithm 7.1 is modified such that the hierarchy setup begins at level 1
and not level 0.
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h h/2 h/4 h/8 h/12
Airfoil
V(4,4)
Θ1 = [0, pi2 ] 8.2 15.3 16.1 17.0 17.3
V(4,4)
Θ1 = [0, pi3 ,
2pi
3 ] 8.2 20.4 22.2 24.2 24.8
W(4,4)
Θ1 = [0, pi2 ] 8.2 30.7 34.0 41.7 43.4
W(4,4)
Θ1 = [0, pi3 ,
2pi
3 ] 8.2 51.2 58.4 75.5 79.4
W(2,2)
Θ1 = [0, pi2 ] 4.2 15.4 17.0 20.8 21.7
Annulus
W(4,4)
Θ1 = [0, pi3 ,
2pi
3 ] 15.0 58.4 79.9 79.0 73.9
W(2,2)
Θ1 = [0, pi2 ] 7.5 17.1 21.8 21.8 20.6
Cross
W(4,4)
Θ1 = [0, pi3 ,
2pi
3 ] 8.2 51.3 81.6 77.2 80.3
W(2,2)
Θ1 = [0, pi2 ] 4.2 15.3 22.2 21.2 21.9
Table 7.7: Cycle Complexity.
% of Total Setup (seconds)
Level 0 Level 1 Level 2
RAP 1.5% (0.24) 2.2% (0.37) 2.2% (0.37)
QA∗AQ-CGNR 17.0% (2.8) 23.0% (3.7) 23.0% (3.8)
improve nns() 6.4% (1.0) 16.0% (2.6) 10−5% (2e-5)
Table 7.8: AMG Setup Timings.
In summary, the 1D and 2D Helmholtz solvers each generate a standard
multigrid hierarchy that uses a fixed moderate amount of smoothing on each
level. The 1D solver is applicable to both poorly- and well-resolved problems,
while the 2D solver is applicable to moderately- and well-resolved problems.
These are the first such algebraic solvers for a nodal discretization.
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Chapter 8
Conclusions
8.1 Summary
In conclusion, we summarize the contributions towards generalizing SA. This
includes practical computational algorithms for non-Hermitian and indefinite
problems, a paradigm for improving interpolation based on constraints, a gen-
eralized strength-of-connection measure, a scalable approach for dealing with
wave-like problems and the mechanics for optimal solvers for p-refinement.
In Chapter 2, we outline a general SA framework applicable to Hermitian,
non-Hermitian, definite and indefinite operators. For the non-Hermitian case,
we give an energy-principle and accompanying complementary relaxation and
interpolation targets. Specifically, the contributions are as follows.
• The required inputs are no more than those for classic SA: A and an initial
guess for the near null-space modes B.
• The improve nns() function is a new addition to SA and was critical for
some experiments.
• The strategy of R and P focusing on the left and right near null-spaces,
respectively, is at the forefront of multigrid research.
In Chapter 3, we present a new and general strength-of-connection mea-
sure for SA. This algorithm is a critical component in formalizing the general
SA framework outlined in Chapter 2. Specifically, the contributions are as
follows.
• Evolution Measure is a novel strength-of-connection measure which explic-
itly combines the local nature of algebraically smooth error and the local
behavior of interpolation. In this way, the new measure induces sparsity
patterns for P that result in complementary interpolation.
• Using near null-space modes to measure the expected accuracy of interpo-
lation has not been previously attempted.
• More significantly, the new strength measure is a robust and effective
approach to strength-of-connection. For the SA methods compared, use of
Evolution Measure yields the most robust and scalable performance.
• The new measure applies to Hermitian and non-Hermitian problems.
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• Experiments indicate that Evolution Measure is a more parameter free
approach than the classic measure because of less sensitivity to the drop-
tolerance.
In Chapter 4, we introduce a general interpolation framework for AMG. This
framework is a critical component for formalizing the general SA framework
from Chapter 2. Specifically, the contributions are as follows.
• The algorithms QAQ-CG, QA-GMRES and QA∗AQ-CGNR are new pro-
longation smoothers that fill a need shared by both SA and F/C AMG.
These algorithms provide a general iterative process that improves an
initial guess for P in a desirable energy like norm, while incorporating a
priori knowledge of the near null-space and controlling complexity. The
result is complementary interpolation.
• These algorithms are suitable for general matrices.
• The sparsity pattern constraint controls complexity and allows for irreg-
ularly shaped aggregates, neighboring C-points and easy long-distance
interpolation.
• Combination of the new prolongation smoothers with Evolution Measure
consistently produce the most robust SA solvers in the results chapter,
Chapter 5.
In Chapter 6, we introduce an SA Poisson solver for high-order discontinuous
Galerkin discretizations. The issues are: the rising condition number of A and loss
of locality in each matrix row as p increases; the inclusion of Dirichlet degrees-of-
freedom in the matrix; and the coarsening needs of the high-order discontinuous
Galerkin discretization. This creates a situation beyond the scope of classic SA
and motivates a specialized method that provides appropriate relaxation, inter-
polation and aggregation. Specifically, the contributions are as follows.
• When using the hybrid strength measures, p-independence occurs until
p = 7. This is the first such scalable algebraic solver.
• The proposed solver appropriately and novelly aggregates in an isotropic
discontinuous high-order setting in an automatic fashion.
In Chapter 7, we develop 1D and 2D Helmholtz solvers. The solvers are
algebraic, generate a standard multigrid hierarchy that uses a fixed moderate
amount of smoothing on each level, and applicable to both moderately- and
well-resolved problems. Specifically, the contributions are are as follows.
• These are the first such solvers for a nodal discretization.
• The issues of indefiniteness, lack of Hermitian symmetry and the complex-
valued matrix are beyond the scope of classic SA. These issues are addressed
by the general SA framework from Chapter 2 and by the associated energy-
minimization prolongation smoothing algorithms developed in Chapter 4.
• QA∗AQ-CGNR is an effective prolongation smoother in this challenging
setting.
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• The wave-like near null-space requires special attention and a careful wave-
like choice for B. It is then crucial to adapt the initial B to the matrix.
• In 2D, the richness of the near null-space is accounted for by the novel
method of algebraic multiple coarsening, which allows for the construction
of a complementary P . The result is effective interpolation of the residual
to a wave-space, thereby allowing for reduction of the residual on very
coarse grids without aliasing near null-space modes.
• The 2-D solver leverages observations from Chapter 6 to appropriately
aggregate in the discontinuous setting.
In Appendix PyAMG, we introduce a new AMG prototyping environment,
PyAMG. Specifically, the contributions are as follows.
• PyAMG should encourage reproducibility of results and allow for rapid
prototyping.
• PyAMG implements classic F/C AMG and SA.
• All algorithms presented are implemented in PyAMG.
8.2 Concluding Remarks
In this thesis, we develop a generalized approach to SA that is at the forefront of
current multigrid research. With target non-Hermitian and indefinite problems,
the restriction and prolongation strategies focus on left and right near null-spaces,
respectively. Algorithms are developed to make this generalized approach a reality
by providing a general strength-of-connection measure and general prolongation
smoothing algorithms. Another important addition is improve nns(), which
adapts near null-space modes to the problem at hand. The last important
component is proper choices of relaxation methods that conform to the concept
of energy for the current problem—e.g., Gauss-Seidel for SPD systems and Gauss-
Seidel NR for general systems. This generalized approach consistently produces
the most robust SA solver for both classic problems, such as anisotropic diffusion
and linearized elasticity, and more difficult problems, such as convection-diffusion.
Additionally, specialization of the generalized approach to SA results in solvers
which expand SA to two problems for which there was previously no purely
algebraic multigrid solver: high-order discontinuous Galerkin discretizations
of Poisson problems and linear discontinuous Galerkin discretizations of the
Helmholtz problem.
Our future vision for SA considers the choice of near null-space modes
and strength-of-connection the most important components for SA. Energy-
minimization prolongation smoothing is a critical component and allows SA to
tackle non-Hermitian and indefinite problems, but it requires correct strength-of-
connection decisions and an appropriate B to maximize performance. For this
reason, future work will focus on ways of combining a priori knowledge of the
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near null-space with a general adaptive process in order to compute better B.
The method improve nns() in Algorithms 2.1 and 2.3 serves this purpose. The
current choice for improve nns() is relaxation, which is a relatively expensive and
crude process for adapting B to the matrix at hand. However, the purely adaptive
approach [22, 23] can unfortunately also be expensive, because it assumes nothing
about the character of B. We look to combine these approaches and develop a
more effective adaptive-SA framework that uses intelligent starting guesses for
near null-space modes. Additionally, coupling the adaptive-SA framework to
the Evolution Measure and energy-minimization prolongation smoothing will
require some modifications to the adaptive-SA framework. For instance when
using Evolution Measure, reaggregation is needed as near null-space modes are
introduced or changed.
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Appendix A
PyAMG: Algebraic
Multigrid Solvers in Python
A software-based achievement of this thesis is joint development of PyAMG
[10], an open source Python-based AMG package, with Luke Olson and Nathan
Bell. The first official release occurred in March, 2009 and there have since been
over 3 000 downloads. All computational experiments in this work have taken
place inside of PyAMG and all algorithms developed here are publicly available
through PyAMG.
PyAMG implements both classic F/C AMG and SA. The package provides
support for complex arithmetic, visualization capabilities and its own suite of
Krylov solvers. The main goals of the package are three-fold. The package
should be efficient, allow for rapid prototyping of new methods, and encourage
reproducibility of results.
The efficiency of the package is guaranteed by the C/C++ back-end provided
by the SciPy [49] and NumPy [58] packages and by PyAMG’s own C/C++ back-
end. The SciPy and NumPy packages provide basic Matlab-like linear algebra
support. The PyAMG C/C++ back-end provides basic AMG functionality such
as relaxation and graph coarsening.
Rapid prototyping of new methods is easy. The package has a Python
front-end which automatically exposes the underlying AMG functionality so
that the user can extensively modify the package using only high-level Python.
This is in contrast to wrapping an existing package written solely in a language
such as C/C++, because in this case, each capability that needs to be visible
from Python must be separately wrapped. PyAMG additionally allows one to
experiment from the Python prompt, much like in Matlab, by generating new
matrices and new solvers as shown in Algorithm A.1. Lastly, the ease of use and
readability of Python is conducive to rapid prototyping.
Algorithm A.1: Sample Complete PyAMG Program
1 from s c ipy import ∗
2 from s c ipy . l i n a l g import ∗
3 from pyamg import ∗
4 from pyamg . g a l l e r y import ∗
5 A = poi s son ( (500 , 500 ) , format=’ c s r ’ ) # 500×500 g r i d
6 ml = smoothed aggrega t i on so lve r (A) # MG h i e r a r c h y
7 b = rand (A. shape [ 0 ] ) # random RHS
8 x = ml . s o l v e (b , t o l=1e−10) # s o l v e Ax = b
9 print ’residual norm = ’, norm(b-A*x)
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Finally, PyAMG promotes reproducibility of results. It is often difficult to
match the results published in a paper, since algorithm specifics and test problem
specifics are not published in detail. This greatly hinders the ability to realize the
benefits of someone else’s work. PyAMG should alleviate this issue in two ways.
First, rapid prototyping allows one to re-code a published algorithm quickly.
Second, we hope that the common platform of PyAMG encourages people to
develop and release their algorithms in the easy to use setting of PyAMG.
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