For uncertain linear systems with complex parameter perturbations of static output feedback type a quadratic Liapunov function of maximal robustness was constructed in [5] . Such Liapunov functions can be used to ensure the stability of uncertain systems under arbitrary nonlinear and time-varying perturbations which are smaller than the stability radius. In this paper we establish analogous results for structured Gershgorin-Brualdi type perturbations of diagonal matrices where all the matrix entries at an arbitrarily prescribed set of positions are independently perturbed. We also derive explicit and computable formulae for the associated µ-values, stability radii and spectral value sets.
Introduction
Gershgorin's theorem [4] has found many applications in control theory. For instance, the direct and inverse Nyquist array methods in multivariable feedback design [12] are based upon this result and the related concept of diagonal dominance plays an important role in stability analysis and control of large scale systems [13] . However, refinements of Gershgorin's inclusion theorem, like Bauer's and Brualdi's theorems, have hardly ever been applied in systems theory, even though they may yield less conservative robustness results, for instance, in the stability analysis of composite systems with a given interconnection structure, see [11] . For a detailed and up-to-date survey of the results available in the field of Gershgorin type inclusion theorems from a linear algebraic point of view, the reader is referred to the recent book by R. S. Varga [14] . This book also contains an extensive list of references. In this paper we will study perturbations of diagonal system matrices where all the entries at an arbitrarily prescribed set of positions are independently perturbed. The structure of the perturbations is defined via a matrix E = (e ij ) with entries either 1 or 0. If e ij = 1 there is a perturbation at the (i, j) position and if e ij = 0 there is no perturbation. Such perturbations will be called Gershgorin-Brualdi perturbations. Brualdi was the first to derive refined eigenvalue inclusion regions by taking the zero pattern of the matrix into account. In his paper [3] he used this idea in order to sharpen Gershgorin's and Brauer's previous inclusion theorems [4] , [2] , see also [9, Ch. 6] and [14, Ch. 2] . In contrast with the above authors we do not deal with the problem of finding an inclusion region for the spectrum of a given matrix, but we try to determine the set of eigenvalues of all the matrices which are perturbations of a fixed diagonal matrix, with zero perturbation entries at prescribed positions, and where the perturbations are bounded in norm by an arbitrary positive real δ > 0. The problem of determining these so-called spectral value sets will be studied in the context of generalized µ-analysis, see [7] . The first aim is to obtain explicit computable formulas for the associated µ-values, stability radii and spectral value sets. Our approach is different from that of the recent article [11] where, more generally, Gershgorin type perturbations of block-diagonal matrices and various perturbation norms are considered. Here we study a specific perturbation norm for which a surprising variety of concrete results can be obtained. The essential new tool is a parametrized Metzler matrix which permits a computable characterization of the µ-value. This in turn yields explicit formulas for the corresponding stability radii and spectral value sets. Moreover in the case where E is reducible we will see that the problem of computing them can be decomposed into computing stability radii and spectral value sets of subsystems corresponding to its irreducible components. In the case of full-block perturbations carrying the spectral norm it is known (see [5] , [6] and Section 2) that the stability radius can be characterized by means of a parametrized Riccati equation. This makes it possible to construct a quadratic Liapunov function of maximal robustness and is a key for obtaining tight robustness results with respect to time-varying and nonlinear full-block perturbations. We will show that, although there are subtle differences, similar results can be obtained for arbitrary Gershgorin-Brualdi perturbation structures. To the best of our knowledge Liapunov functions of maximal robustness have not been constructed for highly structured perturbations before. The problem of constructing such Liapunov functions in the context of µ-analysis has been stated as an open problem in [11] . This problem is solved here for the special case of Gershgorin-Brualdi perturbations. We proceed as follows. In Section 2 we recall the definitions of µ-value, stability radius and spectral value sets as well as some known results, especially for the full-block case. We also introduce a parametrized algebraic Riccati equation and state a theorem concerning the existence of Hermitian solutions. In Section 3 we introduce the crucial tools of our analysis, the parametrized Metzler matrix and the singularity parameter associated with a diagonal matrix and a given Gershgorin-Brualdi perturbation structure. By means of this singularity parameter we characterize the stability radius and spectral value sets. In particular we prove that the real and the complex stability radii coincide for GershgorinBrualdi perturbations if the system data are real. In Section 4 we introduce parametrized algebraic Riccati equations and construct quadratic Liapunov functions of maximal robustness for diagonal systems. Then in Section 5 we show how these Liapunov functions can be used to obtain domains of guaranteed attraction for uncertain systems with nonlinear and/or time-varying perturbations. We obtain precise formulas for the complex stability radii of diagonal systems with respect to time-varying and/or nonlinear perturbations of Gershgorin-Brualdi type. Showing that they are equal to each other but, rather surprisingly, not always equal to the complex stability radius for linear time invariant perturbations of the same structure. This is in contrast to the full-block case carrying the spectral norm where all three are equal, see [7, §5.6 ].
Preliminaries
In this section we introduce some basic concepts and fix the notation. The symbols N, R, R + , C denote the sets of positive integers, real numbers, non-negative real numbers and complex numbers, respectively. By K n×m we denote the set of n by m matrices with entries in K where K = R or C. For any n ∈ N let n = {1, . . . , n}. If A = (a ij ) ∈ C n×m we define |A| := (|a ij |) and for real matrices A = (a ij ), B = (b ij ) ∈ R n×m we write A ≤ B if a ij ≤ b ij for all i ∈ n, j ∈ m. If A is square then σ(A), ρ(A) = C \ σ(A), α(A) denote its spectrum, its resolvent set and its spectral abscissa, α(A) = max{Re s; s ∈ σ(A)}. By L n,l,q we denote the set of triples of matrices (A, B, C) with A ∈ C n×n , B ∈ C n×l , C ∈ C q×n , n, l, q ∈ N. The open left half-plane is denoted by C − = {s ∈ C, Re s < 0} and A ∈ C n×n is called stable if σ(A) ⊂ C − . We use the conventions
In the following definitions we suppose that (A, B, C) ∈ L n,l,q and ∆ ⊂ K l×q is a K-linear subspace provided with a norm · ∆ . For a more detailed account of the definitions and results presented in this section see [7] . We consider perturbations of the form
Definition 2.1. The µ-value of a matrix M ∈ C q×l (with respect to the normed perturbation space (∆, · ∆ )) is defined by
Definition 2.2. Given a system (A, B, C) ∈ L n,l,q and a perturbation space (∆, · ∆ ), the spectral value set of A for a perturbation level δ > 0, with respect to perturbations of the form (2) , is the following subset of the complex plane.
Definition 2.3. Given a system (A, B, C) ∈ L n,l,q with σ(A) ⊂ C − and a perturbation space (∆, · ∆ ), the stability radius of A with respect to perturbations of the form (2) is defined by
It is easily seen that a minimum in (5) always exists if r ∆ (A, B, C) is finite. In this case the stability radius is the norm of a smallest perturbation in ∆ which destabilizes A. Spectral value sets and stability radii can be characterized via µ-values as follows.
Proposition 2.4. Let (A, B, C) ∈ L n,l,q be a given system and G(s) = C(sI n − A) −1 B be the associated transfer function. Then
if A is stable.
Specializing to block-diagonal and full-block perturbations further results are known if the perturbation norm · ∆ is an operator norm. Let C l , C q be endowed with arbitrary norms and C l×q , C q×l with the induced operator norms · L(C q ,C l ) and · L(C l ,C q ) . In the case where C l , C q are provided with 2-norms, we write · 2 for both vector norms and the corresponding operator norm. Suppose ∆ ⊂ C l×q is the vector space of block-diagonal perturbations of the following form provided with the corresponding operator norm
where
Then estimates of the associated µ-values, spectral value sets and stability radii can be obtained by the following scaling method. For any scaling vector γ = (γ 1 , . . . , γ N ) where
γ = ∆ for all ∆ ∈ ∆ and this fact implies, see [7, §4.4] , that
As a consequence we have, for every scaling vector γ = (γ 1 , . . . , γ N ) > 0,
In the full-block case where ∆ = K l×q precise formulas are obtained without any scaling. For this case the spectral value sets and stability radii are denoted by σ K (A, B, C; δ) and r K (A, B, C), respectively, and are called the complex and real spectral value sets and stability radii according to whether
therefore Proposition 2.4 implies
In the following we will assume that both C l and C q are provided with the 2-norm so that the norms · L(C q ,C l ) , · L(C l ,C q ) are both spectral norms. Then
Throughout the rest of this paper we will reserve the notation r C (A, B, C) for the complex stability radius with respect to the spectral norm on C l×q . For stable A this stability radius can be characterized in terms of the parametrized algebraic Riccati equation
A solution P of (15) is said to be stability preserving if σ(A − BB * P ) ⊂ C − . The real vector space of all the Hermitian matrices in C n×n is denoted by H n (C).
Theorem 2.5. Let (A, B, C) ∈ L n,l,q be a given system where A is stable, and let G(s) = C(sI n − A) −1 B be the associated transfer matrix. Then the following statements are equivalent.
(i) There exists a (unique) stability preserving solution P ρ ∈ H n (C) of (15) which is maximal.
(ii) ρ < r C = r C (A, B, C).
If ρ = r C , then (15) has a unique solution P r C ∈ H n (C) with σ(A − BB * P r C ) ⊂ C − which is maximal. Moreover, if (A, C) is observable, then P r C is negative definite and V (x) = − x, P r C x is a joint quadratic Liapunov function for all perturbed systemṡ
Since there is no joint Liapunov function for all the perturbed systems (16) with ∆ 2 < ρ if ρ > r C (A, B, C), we may call the quadratic Liapunov function V (x) given in Theorem 2.5 one of maximal robustness for the class of perturbations ∆ = C l×q endowed with the spectral norm.
3 µ-value and stability radii
We analyse perturbations of stable diagonal matrices. Let a 1 , . . . , a n ∈ C − be given and A = diag(a 1 , . . . , a n ). The perturbations of A that we consider will have an arbitrarily pre-specified zero structure. Suppose that E ∈ {0, 1} n×n is a given matrix with entries e ij either 1 or 0 and for each i ∈ n, I i = {j ∈ n ; e ij = 1}. We say that ∆ = (δ ij ) ∈ C n×n is of structure E if e ij = 0 implies δ ij = 0. Let ∆ = ∆ E ⊂ C n×n be the vector space of all the perturbations ∆ ∈ C n×n of structure E. We provide it with the norm · ∆ induced by the operator norm · 2,∞ on C n×n given by
Thus ∆ ∆ is the operator norm of ∆ ∈ ∆ regarded as a map from C n with the 2-norm to C n with the ∞-norm. The reason for this particular choice of perturbation norm will be made clear in Section 4. In summary, the normed perturbation space (∆, · ∆ ) is defined by
In the following we consider additive perturbations of the diagonal matrix A of the following form
Comparing (19) with (2) we see that the structure matrices B, C are both equal to the identity matrix I n . We denote the spectral value set at uncertainty level δ by σ ∆ (A; δ) and the stability radius by r ∆ (A).
For an analysis of the spectral effects of these perturbations we will sometimes make the assumption that the structure matrix E is irreducible. E is said to be irreducible if it is not possible to find a permutation matrix P ∈ R n×n such that P EP = E 11 0 E 21 E 22 , with E 11 ∈ R n 1 ×n 1 , E 22 ∈ R (n−n 1 )×(n−n 1 ) for some n 1 ∈ [1, n). The irreducibility of E has a nice graph theoretical interpretation. Let G(E) be the directed graph corresponding to the matrix E, see [9] . Then the matrix E is irreducible if and only if G(E) is strongly connected, see [1, §2.2] . If E is reducible, it is known (see [1, §2.3] ) that E can be reduced by simultaneous row and column permutations to block triangular form
where each diagonal block E ii is square and is either irreducible or a 1 × 1 null matrix. Applying the permutation P to A + ∆ we obtain
where the A k ∈ R n k ×n k are diagonal matrices of the same size as the E kk and ∆ P is a block triangular matrix with blocks ∆ kl ∈ C n k ×n l of the same size as the E kl , k, l ∈ s. Clearly the diagonal elements of A P are a permutation of the diagonal elements of A. Moreover, the blocks ∆ kl are of the structure E kl in the sense that if an entry E kl (i, j) of E kl is zero then ∆ kl (i, j) = 0. For any given pair (k, l) ∈ s × s, let ∆ kl denote the set of all blocks ∆ kl ∈ C n k ×n l of structure E kl . We provide C n k ×n l and ∆ kl ⊂ C n k ×n l with the norm Y 2,∞ = max
Lemma 3.1. Suppose that E is reduced to block triangular form as in (20) by a permutation matrix P , and A P , ∆ P are defined by (21). Then, for any δ > 0
Proof : Suppose λ ∈ σ(A + ∆) for some ∆ ∈ ∆, ∆ ∆ < δ. Then λ ∈ σ(A P + ∆ P ) and since A P + ∆ P is block triangular with diagonal blocks A i + ∆ ii , there exists k ∈ s such that λ ∈ σ(A k + ∆ kk ). By (18) and (22) we have ∆ kk 2,∞ ≤ ∆ ∆ . This proves ⊂ in (23). Now suppose that λ ∈ σ(A k + ∆ kk ) for some k ∈ s and ∆ kk ∈ ∆ kk with ∆ kk 2,∞ < δ. Let ∆ P = (∆ kl ) k,l∈s be the block matrix obtained from ∆ kk by setting all the other blocks ∆ hl , (h, l) = (k, k), equal to zero. Then ∆ P ∈ P ∆P , ∆ P 2,∞ = ∆ kk 2,∞ < δ and λ ∈ σ(A k + ∆ kk ) ⊂ σ(A P + ∆ P ) and so λ ∈ σ(A + ∆) where ∆ := P ∆ P P ∈ ∆, ∆ ∆ = ∆ P 2,∞ < δ. This concludes the proof of (23).
Since for every δ > r ∆ (A) such an inequality holds for some k ∈ s we conclude that there existsk ∈ s such that r ∆ (A) ≥ r ∆kk (Ak). This proves (24).
follows that a i is a fixed eigenvalue of all perturbed matrices A + ∆, ∆ ∈ ∆ and r ∆ kk (A k ) = ∞. 2
Lemma 3.1 shows that the analysis of the spectral perturbation problem under consideration can be reduced to the case where E is irreducible. In order to determine the stability radius r ∆ (A) of A with respect to perturbations of the form (19) we will make use of specially structured Metzler matrices.
The singularity parameter of the parametrized Metzler matrix is defined by 
and so r(D, E) = 1/ √ λ max where λ max > 0 is the dominant eigenvalue of the regular matrix pencil E − λ|D| 2 (or, equivalently, of the non-negative matrix
The following lemma is a consequence of Perron-Frobenius theory, see [9, Ch. 8] , [1] .
Lemma 3.5. Let D, D ∈ C n×n be diagonal matrices and E, E ∈ {0, 1} n×n . Then
) and there exists a non-negative eigenvector z of
is irreducible, the Perron vector is uniquely determined modulo multiplication by a positive scalar and all its coordinates are positive.
(ii) The function ρ → α(M (ρ, D, E)) is continuous and non-decreasing on R + . If E is irreducible, this function is strictly increasing.
If r(D, E) < ∞ the " inf" in these equalities may be replaced by " min". If additionally E is irreducible, then ρ = r(D, E) is the unique zero of the function
Proof : (i) and (iii) follow from the Perron-Frobenius theory of non-negative matrices.
( 
(iv) It follows from (i) and (26) 
Hence the two equalities in the first statement of (iv) hold. The second statement follows from the continuity statement in (ii), and the final statement in (iv) follows from the final statement in (ii).
The first statement can be derived in a similar way as Theorem 2.1.11 in [1] . The second statement follows from the first.
by the monotonicity of α(·) on the set of Metzler matrices. The inequality r(D, E) ≤ r(D , E) now follows from (iv). (viii) is proved in a similar way.
n×n be an arbitrary nonsingular diagonal matrix. We consider full-block perturbations described by the structure matrix E f ull whose entries are all equal to one and off-diagonal perturbations described by the structure matrix
Then all the off-diagonal entries of M (ρ, D, E f ull ) are of the form ρ 2 whereas the diagonal entries are of the form −|d i | 2 +ρ 2 , i ∈ n. Note that E is irreducible. Hence ρ = r(D, E f ull ) is characterized by the property that the system of equations M (ρ, D, E f ull )x = 0, has a strictly positive solution vector x > 0, i.e. there exist x i > 0 such that
Additionally we may impose the condition n j=1 x j = 1. The unique solution of (28) is then given by
(ii) If E = E of f then the associated parametrized Metzler matrix is of the form
Again M (ρ, D, E of f ) is irreducible and so ρ = r(D, E of f ) is characterized by the property that the system of equations M (ρ, D, E of f )x = 0, has a strictly positive normalized solution vector x > 0, i.e. x = (x i ) satisfies
This system of equations is equivalent to
Hence ρ = r(D, E of f ) if and only if
is strictly increasing from 0 to 1 as ρ goes from 0 to ∞ and n ≥ 2, there exists a unique positive solution ρ =ρ satisfying this equation. Hence r(D, E of f ) =ρ. It follows from (29) and (32) 
Proposition 3.7. Let D ∈ C n×n be a diagonal matrix, E ∈ {0, 1} n×n and P be a permutation matrix such that P EP is of the form (20) and
and we have
) is analytic on R + and either constant or strictly increasing.
(iii) There exists
Proof : (i) Since
we may assume that E is already of the form (20) (hence
for all ρ ∈ R + , and it is known that simple eigenvalues depend analytically on the matrix parameters, see [7] . As
is strictly increasing on (ρ 0 , ∞). On the other hand it follows from the definition of ρ 0 and the con-
This concludes the proof.
as ρ → ∞ and so, in particular, r(D, E) < ∞ . In fact, if we choose β < 0 such that βI n ≤ −|D|
) by monotonicity of the spectral abscissa on the convex cone of Metzler matrices. This proves the assertion. Conversely, if α(E) = 0 then the function ρ → α(M (ρ, D, E)) is constant on R + and r(D, E) = ∞. In fact, setting a := α(−|D| 2 ) = − min i∈n |d i | 2 we obtain −|D| 2 ≤ aI n and so
The equality α(E) = 0 has a nice graph theoretic interpretation. Let G(E) be the directed graph corresponding to the matrix E and let Z(E) be the set of cycles of the directed graph G(E). Then α(E) = 0 (or, equivalently, r(D, E) = ∞) if and only if Z(E) = ∅, see [10, §5.7] . Consequently, if E is irreducible then α(E) > 0. 2
The following example illustrates some of the previous results. and define the 10 × 10 symmetric structure matrix E k = (e (k) ij ) by setting e (k) ij = 0 if |i − j| < k and e (k) ij = 1 otherwise. So E 0 is the full-block 10 × 10 structure matrix, E 1 is the off-diagonal structure matrix and E 9 is the structure matrix whose only non-zero entries are in the south-western and north-eastern corners. Making use of the graph theoretic interpretation in Remark 3.8 and Lemma 3.5 (vii) we obtain
The following figures show graphs of the functions . We see that the functions f k get smaller as the k increase, i.e. as the structure matrices E k decrease. 
The functions f k , k = 4, 6, 8, 9 are constant on ever larger intervals and they have corner points on the real axis where they are not differentiable. It can be seen from Figure 2 
In the proof of the following theorem we will make use of the Hadamard product of matrices.
If additionally D is real then inf{ ∆ ∆ ; ∆ ∈ ∆ ∩ R n×n and det(D + ∆) = 0} = r(D, E).
Proof :
Recall that I i = {j ∈ n ; e ij = 1} and suppose (D + ∆)x = 0 for some ∆ = (δ ij ) ∈ ∆, x = (x 1 , ..., x n ) ∈ C n , x = 0. If ∆ i denotes the i th row of ∆ and E i the i th row of E, then ∆ i x = −d i x i and E i y = j∈I i y j for every y = (y j ) ∈ C n , i ∈ n. Moreover, for any vector y = (y j ) ∈ C n the Hadamard productỹ := (E i ) • y has the coordinates
Since the product ∆ i y only depends upon the coordinates y j of y with j ∈ I i (the others being multiplied by zero) we obtain
Now define z = (|x j | 2 ) and set ρ = ∆ ∆ . Then by (35) and the Cauchy-Schwarz inequality
By (25) this implies M (ρ, D, E)z ≥ 0 for z = (|x i | 2 ) and hence ρ ≥ r(D, E) by Lemma 3.5. Ifρ denotes the left hand side of (34) we conclude thatρ ≥ r(D, E).
To prove the converse inequality, let r := r(D, E) < ∞. Then α(M (r, D, E)) = 0 by Lemma 3.5 and there exists z ∈ R n + , z = 0 such that M (r, D, E)z = 0. Let x = (x i ) where x i = √ z i ≥ 0 and define
and if x i = 0 let ∆ i ∈ R 1×n be a row vector of norm ∆ i 2 = r aligned with x i ≥ 0. Then (x i ) j = 0 and (∆ i ) j = 0 if j ∈ I i , and
Moreover, since M (r, D, E)z = 0 we have
But this implies ∆ i x i = |d i |x i for i ∈ n and therefore the matrix∆ with
It follows that (D +∆)x = 0, henceρ ≤ r(D, E). This concludes the proof of (34). Now note that∆ is real if D is real. Hence in this case
But always inf{ ∆ ∆ ; ∆ ∈ ∆∩R n×n and det(D+∆) = 0} ≥ inf{ ∆ ∆ ; ∆ ∈ ∆ and det(D+∆) = 0}, and so the second statement of the theorem follows from (34).
Remark 3.11.
1. The above proof is constructive in that it shows how to construct a perturbation ∆ ∈ ∆ of minimum norm ∆ ∆ such that D + ∆ is singular, see Example 4.9 2. In the full-block case E = E f ull where ∆ = C n×n , the equality (34) implies that the distance of D from the set of singular matrices with respect to the norm · ∆ (18) is r(D, E f ull ). If ∆ = C n×n is endowed with the spectral norm, the distance of a matrix M ∈ from singularity is σ min (M ), and hence in the diagonal case (M = D), σ min (D) = min i∈n |d i |. This is in contrast to the result given in (29) for the norm (18).
3. Given the perturbation set ∆ and λ ∈ C, it is of interest to determine a matrix ∆ ∈ ∆ of minimum norm such that λ ∈ σ(∆). This problem can be solved by applying the above theorem to D = −λI n . 2
Corollary 3.12. Under the assumptions of Theorem 3.10
2. For every δ > 0 the spectral value set of any diagonal matrix A = diag(a 1 , ..., a n ) ∈ C n×n at level δ with respect to the perturbation space (∆, · ∆ ) is given by
3. The stability radius of a stable matrix A = diag(a 1 , ..., a n ) ∈ C n×n with respect to perturbations of the form (2) is given by
4. If A = diag(a 1 , ..., a n ) ∈ R n×n is a stable real matrix and
Proof : 1. By Theorem 3.10, the singularity parameter r(D −1 , E) is equal to
and this proves (36). 2. Since λ ∈ σ(A + ∆) holds if and only if det((λI n − A) − ∆)) = 0, we obtain from (34) that λ ∈ σ ∆ (A; δ) if and ony if r(λI n − A, E) < δ. This proves (37). 3. By (7) and (36) we have
4. Suppose A = diag(a 1 , ..., a n ) is real and stable. By (5) and Theorem 3.10 we have
On the other hand we have |A| ≤ |A − ıωI n | for all ω ∈ R and so by (38) and Lemma 3.5
As an illustration we apply the previous corollary in order to determine the stability radii of a simple two dimensional example with respect to both full-block and off-diagonal perturbations.
Example 3.13. Suppose
The RHS is minimized when ω = 1 and hence we have r ∆ of f (A) = √ 2 by (38) and (26).
For the full-block case E f ull = 1 1 1 1 and by (29) we have
Again the optimizing ω is 1, so that r ∆ f ull (A) = 2/ √ 5 < √ 2 = r ∆ of f (A). In this full-block case if the perturbation space is normed with the spectral norm then by (14)
The two stability radii r ∆ f ull (A) and r C (A, I 2 , I 2 ) give rise to sets of stability preserving ∆'s which are quite different. For our norm (18) the set is S 2,∞ = {∆ ∈ C 2×2 ; ∆ 2,∞ < 2/ √ 5} whereas for the spectral norm the set is S 2 = {∆ ∈ C 2×2 ; σ max (∆) < 1} and S 2,∞ neither contains nor is contained in S 2 . 2
Riccati equation
In this section we will associate with every normed perturbation space (∆, · ∆ ) of the form (18) a normed space (∆, · ∆ ) of block-diagonal perturbations. We then use the scaling technique described in Section 2 in order to characterize r ∆ (A) for real diagonal A by a parametrized algebraic Riccati equation. Throughout this section we assume A = diag(a 1 , . . . , a n ), a i ∈ C − , i ∈ n and E = (e ij ) ∈ {0, 1} n×n , E = 0.
Let ∆ and · ∆ be as in (18) and definẽ
where u k denotes the row vector in R 1×k whose coordinates are all equal to 1 and q i is the number of non-zero entries in the i th row E i of E. SoẼ ∈ {0, 1} n×q is of block-diagonal structure (see (8) ) with N = n, l i = 1 and l = n i=1 l i = n, q = n i=1 q i . If q i = 0 the corresponding block u q i is absent inẼ and the i th row ofẼ contains only zeros. Since E = 0, we have q ≥ 1. Let (∆, · ∆ ) be the normed linear space of block-diagonal matrices given bỹ
Suppose that for each i ∈ n, j i1 < j i2 < ... < j iq i , are from the left to the right, the positions of the non-zero elements in the i th row, E i , of E. Then u q i = (e ij i1 , e ij i2 , . . . , e ij iq i ). Given ∆ = (δ ij ) ∈ ∆ we define∆ ∈∆ bỹ
If q i = 0 then∆ i is considered as a 1 × 0 matrix so that the block∆ i is absent in row i and the i th row of∆ consists only of zeros. Note that the spectral norm · ∆ = · 2 oñ ∆ is given by
Hence ∆ →∆ is an isometric isomorphism of the linear perturbation space (∆, · ∆ ) defined in (18) onto the linear perturbation space (∆, · ∆ ) introduced in (42). This fact motivated our choice of the norm · ∆ on ∆. Let
e j i2 . . .
where e 1 , . . . , e n denote the standard unit vectors in R n . If q i = 0 the matrix C i is void and the corresponding block is absent in C. The n columns of C (respectively C i , i ∈ n) are mutually orthogonal and so C C (respectively C i C i , i ∈ n) are diagonal matrices in R n×n . We have
e j i2 . . . 
The transfer function associated with the triple (A, I n , C) is
So each of the q rows of G(s) has exactly one entry different from zero and this is of the form (s − a j ) −1 for some j ∈ n. For every s ∈ C \ {a 1 , . . . , a n } the columns of G(s) are mutually orthogonal.
Lemma 4.1. Let G ∈ C q×n be a matrix with mutually orthogonal columns g 1 , . . . , g n . Then the induced norm of G with respect to the Euclidean norms on C q , C n is given by
Proof :
Hence the formula follows from
We will now apply the scaling technique described in §2 to the set∆ of block-diagonal perturbations (43). Let γ = (γ 1 , . . . , γ n ) be any row vector with positive coordinates. Such vectors will be called scaling vectors in the sequel. With γ > 0 we associate the scaling matrices L γ = diag (γ 1 , . . . , γ n ) and R γ = diag (γ 1 I q 1 , . . . , γ n I qn ) (the block γ i I q i is missing if q i = 0). The scaled output matrix is defined by C γ = R γ CL −1 γ and the transfer function matrix of the scaled triple (A, I n , C γ ) is given by
C γ has the same form as C with each non-zero element in the j th column of
Now let z = L γ x, then the perturbed systemẋ = (A + ∆)x is transformed intȯ
So σ(A + ∆) = σ(A +∆C γ ). The Riccati equation associated with the triple (A, I n , C γ ) is given by (15) with B = I n , C = C γ , i.e.
Since σ(A+∆) = σ(A+∆C γ ) and (44) holds, the following theorem is a direct consequence of Theorem 2.5.
Theorem 4.2.
Suppose that A and E are given as in (40), (∆, · ∆ ) is defined by (18) and γ i > 0, i ∈ n. Then σ(A + ∆) ⊂ C − for all ∆ ∈ ∆ with ∆ ∆ < ρ γ where
Moreover if the pair (A, C γ ) is observable and P ργ is the maximal solution of (53) with ρ = ρ γ , then V ρ,γ (x) = − L γ x, P ργ L γ x is a joint Liapunov function for all perturbed systemsẋ = (A + ∆)x with ∆ ∆ < ρ γ .
Remark 4.3. (i)
The maximal solution P ργ of (53) is negative semi-definite, however if (A, C γ )
is an observable pair it is negative definite, see Section 2. By the Hautus criterion (A, C γ ) is not observable if C γ contains a zero column. Conversely, if C γ does not contain a zero column it follows from the fact that the column vectors of C γ are mutually orthogonal that rank C γ = n and hence (A, C γ ) is observable. By its definition C γ does not contain a zero column if and only if C has this property and it follows from (45) that C has a zero column if and only if E has a zero column. Hence (A, C γ ) is observable (for any row vector γ > 0) if and only if E does not contain a zero column.
(ii) It is shown in Theorem 5.1 (ii) of the next section that the function
is a joint Liapunov function for all perturbed systemsẋ = (A + ∆)x satisfying ∆ ∆ < ρ γ without the requirement that (A, C γ ) is an observable pair. 2
It follows from the first statement in Theorem 4.2 and the definition of the stability radius r ∆ (A) that ρ γ ≤ r ∆ (A). But in general we will have ρ γ < r ∆ (A). It is an interesting question whetherρ(A, E) = sup γ∈(0,∞) n ρ γ (A, E) satisfiesρ(A, E) = r ∆ (A) and whether there exists a scaling vectorγ ∈ (0, ∞) n such that
In particular, ρ γ (A, E) = ∞ if and only if E = 0.
Proof : Since (ıωI n − A) −1 , C R 2 γ C and L −1 γ are all diagonal, these matrices commute and we have
where for each i ∈ n the number of γ i 's which occur on the RHS is q i . Hence u n C R 2 γ = γ 2Ẽ where u n = (1, 1, . . . , 1) ∈ R 1×n . But by (41) and (45) we haveẼC = E. Thus
and since C R 2 γ C is diagonal it follows that
This proves (56). Now
Here the last equality follows by applying the same calculations as before to Re A instead of A. This concludes the proof.
For ρ > 0 we obtain the following equivalences from (57).
Moreover, (57), Theorem 4.2 and Corollary 3.12 imply together that
In the next two lemmas we will assume that A is real. This simplifies the formulas and is not restrictive because we can later derive results for the complex case from the real case via (57), see Theorem 4.7.
Lemma 4.5. Suppose that A and E are given as in (40), A is real and r(A, E) < ∞. Then, for any scaling vector γ > 0
If E is irreducible then
and there always exists a scaling vectorγ > 0 such that
Proof : The first equivalence in (61) follows from (60). The second equivalence is obtained from (59) by setting ρ = r(A, E).
To prove the second statement of the lemma, let r = r(A, E) and suppose that E is irreducible with
). (I n + M ) n−1 commutes with M (r, A, E) and therefore
that is,γ 2 M (r, A, E) < 0 withγ 2 := γ 2 (I n + M ) n−1 > 0. But this implies, by Lemma 3.5 (vi), the strict inequality α(M (r, A, E)) < 0 and so, by Lemma 3.5 (ii),(iv) we have r < r(A, E). Hence we obtain a contradiction and conclude that
The converse implication is trivial. To prove the last statement it suffices by (60) and (57) to show r(A, E) = ργ(A, E) for some scaling row vectorγ > 0. But the existence of such a scaling vector follows from (62) since by irreducibility there exists a left eigenvectorγ 2 = (γ 2 1 , . . . ,γ 2 n ) > 0 of M (r, A, E) corresponding to the eigenvalue α(M (r, A, E)) = 0, see Lemma 3.5 (i). Lemma 4.6. Suppose that A and E are given as in (40) and A is real. Then, for every ε > 0 there exists a scaling row vector γ > 0 such that
Proof : Let ε > 0 be arbitrary. Without restriction of generality we may assume that E is of the form (20) where each diagonal block E ii ∈ {0, 1} ν i ×ν i is square and is either irreducible or a 1 × 1 null matrix. If s = 1 then E is irreducible since E = 0 by assumption (40). (65) holds with equality for ε = 0. If s > 1 we prove the lemma by induction. Suppose it has been proved for s = 1, . . . , − 1 for some ≥ 2 and E is of the form (20) with s = . E can be written as a triangular 2 × 2 block matrix
(66) We write A in compatible form A = diag(A 11 , A 22 ) where A 11 = diag(a 11 , . . . a ν 1 ν 1 ) and
then I 1 ∪I 2 = n and r = min{r 1 , r 2 } by (33). E 11 is either irreducible or E 11 = [0] ∈ R 1×1 . In the first case there exists by (63) a scaling vectorγ = (γ 1 , . . . ,γ ν 1 ) > 0 such that
If
= 0 (see Remark 3.2) and by (57) ργ(A 11 , E 11 ) −2 = γ 2 E 11 1 /(γ 2 1 |a 1 | 2 ) = 0 for anyγ = (γ 1 ) > 0. Hence again (67) holds. On the other hand there exists by assumption of induction a scaling vectorγ = (γ ν 1 +1 , . . . ,γ n ) > 0 such that
Now define
and so by Lemma 4.4, (67) and (68)
Since r −2 = max{r
2 } it follows that ρ γ(α) (A, E) −2 ≤ r −2 + ε for α > 0 sufficiently small. This proves the lemma for s = . 
Now suppose that there exists a scaling vectorγ > 0 such that ργ =ρ(A, E). Then Vγ(x) = − Lγx, A Lγx is a joint quadratic Liapunov function of maximal robustness in the sense that there does not exist a positive definite quadratic functionṼ (x) which is a joint Liapunov function for a larger set of perturbed systemsẋ = Ax + ∆x, ∆ ∈ ∆, ∆ ∆ < ρ with ρ > ργ = r ∆ (A).
(ii) In both the real and complex cases the maximal Hermitian solution P ργ (A,E) of (53) is diagonal (and hence real). To see this note that since (57) holds,
is well defined and satisfies
Hence by (58) P = diag(p 1 , . . . , p n ) solves (53) with ρ = ρ γ (A, E). Moreover
and since (Re
is the maximal solution of (53). Note also that P ργ (A,E) Re A. Now suppose that E is irreducible. Then, by (57) and Lemma 4.5, there exists a scaling vectorγ > 0 such that ργ(A, E) 2 = r(Re A, E) 2 = (Re a i ) 2γ2 i / γ 2 E i for i ∈ n, and so we have p i = Re a i , i ∈ n by formula (71) and hence P r(Re A,E) = Re A. It follows that if E is irreducible and A is real, then Vγ(x) = − Lγx, A Lγx is a joint quadratic Liapunov function of maximal robustness as described in (i).
2
The following example shows that in the complex case the stability radius r ∆ (A) and ρ(A, E) may be different.
Example 4.9. Consider
Then for every ω ∈ R by (29)
where τ = 2 − ω. The RHS is minimized atτ 2 = 2( √ 2 − 1) and an easy calculation yields by (38) r ∆ (A) 2 = 2(
Following the proof of Theorem 3.10 a destabilizing perturbation of minimum norm can be constructed as follows. Let
Hence for z ∈ C 2 with z 1 + z 2 = 1 we have M (r ∆ , A − ıωI 2 , E)z = 0 if and only if
We now set x 1 = √ z 1 , x 2 = √ z 2 and choose ∆ i , i = 1, 2 to be a row vector of norm r ∆ aligned
Finally we obtain a destabilizing∆ by multiplying ∆ by
, see the proof of Theorem 3.10. So∆
To see that this is indeed (marginally) destabilizing, note that the first component of (A +∆)x is
and similarly the second component of (A +∆)x is ıωx 2 , so that ıω ∈ σ(A +∆). 2
We will now investigate under which conditions there exists an optimal scaling vector γ > 0, i.e. such that (55) is satisfied.
Theorem 4.10. Suppose that A and E are given as in (40) and r(A, E) < ∞. Then the following conditions are equivalent:
(i) There exists a scaling vector γ > 0 such that ρ γ (A, E) =ρ(A, E) (= r(Re A, E)).
(ii) Let P be a permutation matrix such that P EP is of the form (20) and P AP = diag(A 1 , . . . , A s ) is partitioned in a compatible way as in (21). Then, for every k ∈ s,
Proof : Since ρ γ (A, E) = ρ γ (Re A, E) for all γ by (57), it suffices to prove (i) ⇔ (ii) for real A.
(i) ⇒ (ii): Suppose that γ > 0 satisfies ρ γ (A, E) = r := r(A, E) and let P be a permutation matrix such that P EP is of the form (20) and P AP = diag(A 1 , . . . , A s ). If we partitioñ γ = γP > 0 in a compatible way,γ = (γ 1 , . . . ,γ s ) whereγ i ∈ R 1×n i then by Lemma 4.5
and henceγ k2 (r 2 E kk − A k ) ≤ 0 for all k ∈ s. Now assume that r(A k , E kk ) = r(A, E) for some k ∈ s. Then E kk = [0] and is therefore irreducible. It follows from (64) thatγ k2 (r 2 E kk − A k ) = 0, hence
i2 r 2 E ik = 0 and this proves E ik = 0 for i = k + 1, . . . , s.
(ii) ⇒ (i) is proved by induction on s. If s = 1, then since r(A, E) < ∞, E is irreducible and (i) holds by Lemma 4.5. Now suppose the implication (ii) ⇒ (i) has been proved for s = 1, . . . , − 1 for some ≥ 2 and E is of the form (20) with s = . Assume that (ii) holds. We use the notation of the proof of Lemma 4.6 and write E as a 2 × 2 block matrix as in (66). First suppose r 1 := r(A 11 , E 11 ) = r(A, E) < ∞. Then E 11 is irreducible and there exists a scaling row vectorγ = (γ 1 , . . . ,γ ν 1 ) > 0 such thatγ 2 M (r 1 , A 11 , E 11 ) = 0, see Lemma 4.5. By (33) either r(A 22 , E 22 ) = r(A, E) or r(A 22 , E 22 ) > r(A, E). If r 2 := r(A 22 , E 22 ) = r(A, E) then (A 22 , E 22 ) satisfies condition (ii) with (A, E) replaced by (A 22 , E 22 ) and so there exists, by assumption of induction, a scaling row vectorγ = (γ ν 1 +1 , . . . , γ n ) > 0 such thatγ 2 M (r 2 , A 22 , E 22 ) ≤ 0 (see (62)). Since E i1 = 0 for i = 2, . . . , it follows that γ = (γ,γ) satisfies γ 2 M (r(A, E), A, E) ≤ 0. If r(A 22 , E 22 ) > r(A, E) then we may apply Lemma 4.6 to conclude that there exists γ = (γ ν 1 +1 , . . . , γ n ) > 0 such that ργ(A 22 , E 22 ) ≥ r(A, E), i.e.γ 2 M (r(A, E), A 22 , E 22 ) ≤ 0 by Lemma 4.5. Again we obtain γ 2 M (r(A, E), A, E) ≤ 0 for γ = (γ,γ). Finally suppose that r(A 11 , E 11 ) > r(A, E).
Then there exists by Lemma 4.5 a scaling vectorγ = (γ 1 , . . . ,γ ν 1 ) > 0 such thatγ 2 M (r(A, E), A 11 , E 11 ) ≤ γ 2 M (r(A 11 , E 11 ), A 11 , E 11 ) = 0. Moreover, r(A 22 , E 22 ) = r(A, E) by (33). Hence (A 22 , E 22 ) satisfies the condition of (ii) with (A, E) replaced by (A 22 , E 22 ) and so there existsγ = (γ ν 1 +1 , . . . , γ n ) > 0 such thatγ 2 M (r(A, E), A 22 , E 22 ) ≤ 0. We conclude that in all three cases γ = (γ,γ) > 0 satisfies γ 2 M (r(A, E), A, E) ≤ 0. By (61) this implies ρ γ (A, E) = r(A, E). 
Note that if (74) holds then necessarily r(Re A s , E ss ) = r(Re A, E). 2
Example 4.12. Let
E is of the form (20) with s = 3. Using the notation of Theorem 4.10 we have (A i , E ii ) = (a i , 1), i = 1, 2, 3 and the corresponding singularity parameters r i = r(A i , E ii ) are r 1 = |a 1 |, r 2 = |a 2 |, r 3 = |a 3 |, and so r := r(A, E) = min{|a 1 |, |a 2 |, |a 3 |} > 0.
The associated Metzler matrix for ρ = r is
First consider the case where |a 1 | ≤ min{|a 2 |, |a 3 |}, hence r = r 1 = |a 1 |. In this case the condition (73) is not satisfied and therefore, by Theorem 4.10, ρ γ (A, E) < r(A, E) for all scaling vectors γ = (γ 1 , γ 2 , γ 3 ) > 0. In fact, in this case there exists no γ > 0 such that
) > 0 and this shows ρ γ (A, E) < r(A, E) for all γ > 0 by (61). Now consider the case where |a 2 | < min{|a 1 |, |a 3 |}. Then r = r 2 = |a 2 | and we see that condition (73) is satisfied. By Theorem 4.10 there existsγ > 0 such that ργ(A, E) = r(A, E) or, equivalently, γ 2 M (|a 2 |, A, E) ≤ 0. In fact, since |a 2 | 2 − |a 1 | 2 < 0 and |a 2 | 2 − |a 3 | 2 < 0, every scaling vector γ = (1, γ 2 , γ 3 ) > 0 with γ 2 , γ 3 sufficiently small satisfies 
Nonlinear and/or time-varying perturbations
Throughout this section we suppose that A and E are given as in (40) and Ω is an open neighbourhood of 0 in C n . We consider nonlinear time-varying perturbations ofẋ = Ax of the formẋ
Here ∆ nt (Ω) is the vector space of all bounded ∆(·, ·) : Ω × R + → C n×n with entries
: Ω → C n×n is continuous for each fixed t ∈ R + , and for each compact subset
The norm on ∆ nt (Ω) is taken to be
By Caratheodory's Theorem for every (t 0 , x 0 ) ∈ R + × Ω, there exists a unique solution x(t) = x(t; t 0 , x 0 ) of (75) with x(t 0 ) = x 0 on some maximal semi-open interval [t 0 , t + (t 0 , x 0 )) where t + (t 0 , x 0 ) > t 0 , see [7, Thm. 2.1.14] . In the following theorem we will see that t + (t 0 , x 0 ) = ∞ if ∆(·, ·) < r(Re A, E) and x 0 is sufficiently close to the equilibrium state x = 0. For simplicity, we call the nonlinear system (75) (uniformly) asymptotically stable if x = 0 is a (uniformly) asymptotically stable equilibrium point of the system (75).
Theorem 5.1. Suppose (40). Then the following statements hold.
(i) The nonlinear system (75) is uniformly asymptotically stable for all ∆ ∈ ∆ nt (Ω) satisfying ∆(·, ·) < r(Re A, E).
(ii) For every scaling vector γ > 0, the quadratic fuction
is a joint strict Liapunov function at x = 0 for all perturbed systems (75) with
is a joint domain of attraction of the equilibrium point x = 0 for all the systems (75) with ∆ ∈ ∆ nt (Ω), ∆(·, ·) < ρ γ (A, E).
Proof : We begin with the proof of (ii). For any ∆(·, ·) ∈ ∆ nt (Ω) definẽ
where∆ i (x, t) ∈ C 1×q i , i ∈ n is the i th row of ∆(x, t) with the zero elements δ ij (x, t), j ∈ I i removed. We provide the vector space∆ nt (Ω) of all these∆(·, ·) with the norm
For every ∆ ∈ ∆ nt (Ω) and each (x, t) ∈ Ω × R + we have ∆(x, t) ∈ ∆ and the (isometric) isomorphism ∆ →∆ defined by (43) maps ∆(x, t) onto∆(x, t) ∈∆. Hence by (51)
Now consider the time-invariant positive definite quadratic function V γ (x) = − L γ x, P L γ x on C n where γ > 0 is any scaling vector and P := Re A. Since the diagonal matrices A, P , L γ commute, the derivative of V γ along the solutions of (75) is given bẏ
Now P = Re A satisfies the algebraic Riccati equation
Therefore, applying (79),
Since the diagonal matrices L γ and C R 2 γ C commute, we have by (58)
By (57) the i th diagonal entries of the matrix C γ C γ satisfy (γ 2 E) i /γ 2 i ≤ ρ −2 γ (Re a i ) 2 where ρ γ = ρ γ (A, E), and hence ρ
Now suppose that ρ < ρ γ and ∆(·, ·) = ∆ (·, ·) ∆ nt ≤ ρ and set
Then (82) and (84) implẏ
Hence V γ is a strict Liapunov function for the system (75) on Ω × R + at the origin (see Def. 3.2.16 in [7] ). This concludes the proof of (ii (iii) D δ is the union of all sublevel sets D δ = {x ∈ C n ; V γ (x) < δ }, δ ∈ (0, δ) and these sublevel sets have compact closures D δ ⊂ Ω. This implies (iii) by [7, Thm.3.2 .17].
Remark 5.2. If E does not contain a zero column and P ργ is the maximal solution of (53) with ρ = ρ γ , then we could have used the quadratic function V ρ,γ (x) = − L γ x, P ργ L γ x to prove the above theorem. In fact in a way similar to that by which (86) was obtained one can shoẇ
Then since C γ C γ 0, V ρ,γ is a joint strict Liapunov function at the origin for all perturbed systems (75) with ∆ ∈ ∆ nt (Ω) satisfying ∆(·, ·) < ρ γ (A, E). Now by Remark 4.8 (ii) we have − Re A −P ργ and hence, in general, the set D ρ,δ = {x ∈ C n ; − L γ x, P ργ L γ x < δ} ⊂ Ω, will be a larger domain of attraction of the equilibrium point x = 0 than the domain D δ given in the theorem.
Example 5.3. In this example we consider a real A and illustrate the three steps: (a) find r(A, E), (b) find an optimal γ such that ρ γ (A, E) = r(A, E) is satisfied, (c) find δ required to calculate a domain of attraction, D δ . Consider 
where P = A = diag(− 3/2, − √ 2).
In order to ensure
2 < 1} will be a joint domain of attraction for the origin with respect to all the uniformly asymptotically stable nonlinear systemṡ
∆ ∈ ∆ nt (Ω) and sup
We now examine whether or not (77) is a tight robustness estimate. In order to do this we introduce a stability radius with respect to time-varying linear perturbations. Consider the following time-varying linear systeṁ
where ∆ tv is the vector space of all bounded measurable matrix functions ∆(·) : R + → C n×n of structure E, i.e. satisfying ∆(t) = (δ ij (t)) ∈ C n×n , δ ij (t) = 0 for all t ≥ 0 if e ij = 0, endowed with the norm
Note that, with the obvious embeddings ∆ ⊂ ∆ tv ⊂ ∆ nt where ∆ nt := ∆ nt (C n ), the norm · ∆tv is the restriction of the norm · to ∆ tv and the norm · ∆ is the restriction of the norm · ∆tv to ∆ .
Definition 5.4. Given A ∈ C n×n the stability radius of A with respect to complex timevarying linear (respectively nonlinear) perturbations ∆(·) ∈ ∆ tv (respectively ∆(·, ·) ∈ ∆ nt ) are defined by r ∆tv (A) = inf{ ∆(·) ∆tv ; ∆(·) ∈ ∆ tv and (88) is not asymptotically stable}, (75) is not asymptotically stable}.
We have the following result. 
If the diagonal matrix A is real then
Proof : It follows from the definitions and the isometric embeddings ∆ ⊂ ∆ tv ⊂ ∆ nt that r ∆nt (A) ≤ r ∆tv (A) ≤ r ∆ (A). On the other hand we obtain from Theorem 5.1(i) and Corollary 3.12 that r ∆nt (A) ≥ r(A, E) = r ∆ (A) if A is real. This proves (91). Now consider the case where A is complex. By Theorem 5.1 with Ω = C n we have r ∆nt ≥ r(Re A, E). Conversely, suppose ρ > r(Re A, E). By Corollary 3.12 applied to Re A there exists
such that z(t) does not converge to zero as t → ∞. Since A is diagonal, e ı Im At and Re A commute for all t ≥ 0. Therefore x(t) := e ı Im At z(t) is a solution oḟ
where ∆(t) = e ı Im At ∆ ρ e −ı Im At . Since x(t) 2 = z(t) 2 for t ≥ 0, x(t) does not converge to zero as t → ∞. Thusẋ(t) = (A + ∆(t))x(t) is not asymptotically stable and since ∆(·) ∆tv = ∆ ρ ∆ < ρ, we obtain r ∆tv (A) ≤ r(Re A, E). (ii) In [7] (Theorem 5.6.14) it has been shown that the complex stability radius with respect to the spectral norm is invariant under extensions of the perturbation class to time-varying and nonlinear perturbations. In other words, if for a given ρ > 0, a stable systemẋ = Ax, A ∈ C n×n cannot be destabilized by a time-invariant linear perturbation ∆ ∈ C n×n (i. e. E = E f ull ) of spectral norm ∆ 2 < ρ, there does not exist a time-varying nonlinear perturbation ∆(·, ·) : Ω × R + → C n×n of norm < ρ which destabilizes the system. In contrast, Example 4.9 and Theorem 5.5 show that in the present set-up this is not the case, even if A is diagonal (but not real). The reason for this apparent discrepancy is that in [7] the norms placed on the perturbation spaces are based on the spectral norm, and not those given by (18), (76) and (89). On the other hand we have seen in the proof of Theorem 5.1 that each time-varying nonlinear perturbation ∆ ∈ ∆ nt (Ω) can be expressed in the form ∆(·, ·) =∆(·, ·)C where∆ ∈∆ nt (Ω) is block-diagonal and has spectral norm ∆ (·, ·) ∆ nt = ∆(·, ·) ∆nt , cf. (78). Summarizing we conclude: The invariance of the stability radius under extensions of the perturbation class to time-varying and nonlinear perturbations which was established in [7] (Theorem 5.6.14) for complex full block perturbations does not hold, in general, if the spectral norm is replaced by a different norm. Nor does it hold if the complex full block perturbations are replaced by complex block-diagonal perturbations even if these are measured by the spectral norm. In particular, the invariance of the stability radius under extensions of the perturbation class to time-varying and nonlinear perturbations does not hold, in general, in the context of µ-analysis. (iii) In general, it is very difficult to determine the stability radius with respect to time-varying linear perturbations even for modest dimensions, see [15] , [7, 5.6] . (90) is the only explicit and easily computable formula for r ∆tv we know in the non-trivial case where r ∆tv is strictly smaller than r ∆ . 2
In the following we present an example where the stability radii of a complex matrix with respect to time-invariant linear perturbations ∆ ∈ C n×n and with respect to time-varying linear perturbations ∆(·) : R + → C n×n are different. We also illustrate how to construct a minimum norm time-varying destabilizing perturbation. We have seen in Example 4.9 that r 2 = r(Re A, E) 2 = 1/2 and that the stability radius with respect to time-invariant perturbations A ; A + ∆, ∆ ∈ C n×n is r ∆ = 2( √ 2 − 1) > r. We will now show how to construct a time-varying destabilizing perturbation∆(·) : R + → C n×n of norm r = 1/2 < r ∆ . It is easily verified that M (r, Re A, E)z = 0 for z = (1/2, 1/2) . We set (1/2)e 2ıt 1/2 .
In fact, a short calculation shows that x(t) = e ı Im At 1 1 is a solution ofẋ(t) = (A +∆(t))x(t). So the perturbed system is not asymptotically stable. 2
If we slightly strengthen the conditions in Theorem 5.1 we are able to obtain uniform exponential bounds for the solutions of (75). In [7] we introduced the notion of (M, β)-stability for a linear system. The following generalizes this definition to nonlinear systems. Proof : Since ρ < r := r(Re A, E) there exists by Theorem 4.7 a scaling vector γ > 0 such that ρ < ρ γ = ρ γ (A, E). Suppose that δ > 0 is chosen such that D δ ⊂ Ω, V γ (·) is as in Theorem 5.1, ∆(·, ·) ∈ ∆ nt (Ω) and ∆(·, ·) ≤ ρ. We use the notation in (85). By (86) we haveV
and so for (x 0 , t 0 ) ∈ D δ × R + , 
for all (x 0 , t 0 ) ∈ D δ × R + , t ≥ t 0 .
Remark 5.10. Once again if E does not have a zero column it is possible to use the Liapunov function V ρ,γ (see Remark 5.2) to obtain formulas for M, β which complement those in the above corollary. Suppose P ργ = diag(p 1 , ..., p n ) is the maximal solution of (53) with ρ = ρ γ , p min = min i∈n |p i |, p max = max i∈n |p i |, and σ γ is the lowest singular value of C γ . Then, given any ρ < ρ γ , we obtain from (87) that V ρ,γ and the derivative of V ρ,γ along solutions of (75) satisfy, for every ∆ ∈ ∆ nt (Ω) with ∆(·, ·) ≤ ρ, the inequalitieṡ 
