Abstract. In this paper, new a p osteriori error estimates for the Shock-Capturing Streamline Diusion (SCSD) method and the Shock-Capturing Discontinuous Galerkin (SCDG) method for scalar conservation laws are obtained. These estimates are then used to prove that the SCSD method and the SCDG method converge to the entropy solution with a rate of at least h 1=8 and h 1=4 , respectively, in the L 1 (L 1 )-norm. The triangulations are made of general acute simplices and the approximate solution is taken to be piecewise a polynomial of degree k. The result is independent o f the dimension of the space.
1. Introduction. In this paper, we consider the problem of estimating the dierence between the entropy solution of the initial value problem, [7] , @ t u + r f ( u ) = 0 in (0; T 1 ) R d ;
(1.1) u(0) = u 0 on R d ; (1.2) and the approximate solution given by the so-called Shock-Capturing Streamline Diffusion (SCSD) method, see [3] , [10] , [11] and the references therein, or given by the so-called Shock-Capturing Discontinuous Galerkin (SCDG) method, see [5] and [4] . More precisely, w e obtain new a p osteriori error estimates which are then used to prove that the SCSD method and the SCDG method converge to the entropy solution of (1.1), (1.2) in the L 1 (L 1 )-norm at least as h 1=8 and h 1=4 , respectively, as the discretization parameter h goes to zero. We assume the ux function f : R ! R d to be smooth and take the compactly supported initial data u 0 in the space L 1 (R d ) \ BV(R d ) o f bounded functions of bounded variation in R d .
Convergence of the SCSD method was rst obtained by Szepessy [10] . By using DiPerna's theory [2] of measure-valued solutions for (1.1), (1.2), Szepessy proved that the piecewise-linear approximate solution given by the SCSD method converges in L p loc ((0; T ) R 2 ) to the entropy solution of (1.1), (1.2), for any p 2 [1; 1) . Later, Szepessy [11] extended this result to the case of a general scalar conservation law in several space dimensions with boundary conditions and an approximate solution which is piecewise polynomial of degree k.
To obtain convergence results in the framework of measure-valued solutions for (1.1), (1.2), [2] , the approximate solution must Recently, Jar e, Johnson, and Szepessy [4] proved that the SCDG method converges to the entropy solution of problem (1.1), (1.2) by using an extension of the measurevalue convergence theory of DiPerna [2] obtained by Szepessy [12] which allows to replace in (i) the L 1 ((0; T 1 )R d )-norm by the L 1 (0; T 1 ; L 2 ( R d ))-norm. In this paper, we consider the case of piecewise polynomial approximations of degree k and show h o w to obtain, not only convergence, but error estimates with only a suitable version of (ii); the properties (i) and (iii) do not need to be obtained. The basic idea is to combine the estimates of the entropy dissipation, needed in (ii), with a modication of the Kuznetsov approximation theory [8] ; see also Cockburn, Coquel and LeFloch [1] .
The paper is organized as follows. In x2, we display the SCSD and SCDG methods and state and briey discuss our main results. The remaining of the paper is devoted to prove them. In x3, we display a basic approximation inequality, Lemma 3.1. This inequality states that, in order to obtain error estimates, only an estimate of the entropy dissipation is required. Those estimates are obtained in x4 and the a posteriori error estimates are proven. In x5 , a v ery simple key regularity property o f the approximate solution is obtained (by a simple L 2 -energy argument) which is then used to prove the remaining main results. In x6, we give a proof of Lemma 3.1 and we end in x7 with some concluding remarks.
2. The main results. In this section, we describe the SCSD and SCDG nite element methods and state and briey discuss our main results.
The methods we h a v e in mind being essentially implicit, we rst decompose our domain into \slabs". More precisely, l e t 0 = t 0 < t 1 < t 2 < < t N = T 1 be a sequence of time levels. We set S n = ( t n ; t n +1 ) R d ; n = 0 ; : : : ; N 1 ; R d n =f t n g R d ; n = 0 ; : : : ; N : In each slab S n , w e dene a triangulation T h;n of (d + 1)-simplices. No compatibility at t = t n between the meshes of two consecutive slabs S n and S n+1 , n = 0 ; : : : ; N 2, is required. We only assume that the triangulations satisfy the following simple conditions:
T is acute for all T 2 T h;n ; and n = 0 ; ; N 1 ; (2.1a) h T T for all T 2 T h;n ; and n = 0 ; ; N 1 ; (2.1b)
h T c h for all T 2 T h;n ; and n = 0 ; ; N 1 ; where h T is the diameter of T 2 T h;n , T is the diameter of the biggest ball totally included in T, h = maxfh T ; T2 T h;n ; n= 0 ; : : : ; N 1 g , c and c are positive constants, and t n = t n+1 t n is the width of the slab S n . The set of d-simplices corresponding to the edges of T h;n is denoted @T h;n . Also, throughout this paper, for any > 0, we set N for the largest integer such that t N .
Taking into account the fact that u 0 and (consequently) u(t; ), t 2 [0; T 1 ], have compact support, we i n troduce the following spaces V h;n = fv; vj T 2 P k ( T ) ; 8 T 2 T h;n ; v= 0 for j x j M g ; V h = f v : R + R d ! R ; v j ( t n ;tn+1) 2 V h;n g; where M is a suciently large constant and P k stands for the space of polynomials of degree k. W e emphasize that no continuity requirements are imposed upon the functions in V h . F ollowing [11] , we partition each ( d +1)-simplex T into k d+1 congruent (d + 1)-simplices, denoted by T i , and introduce the spaceŝ V h;n = fv; vj Ti 2 P 1 ( T i ) ; i= 1 ; ; k d +1 ; 8T 2 T h;n ; v= 0 for j x j M g ; V h = f v : R + R d ! R ; v j ( t n ;tn+1) 2V h;n g: For each v 2 V h , w e denev to be the element o f V h that coincides with v on each of the vertices of the (d + 1)-simplices T i , for i = 1 ; ; k d +1 and every T of T h;n , for n = 0 ; ; N 1. In the case k = 0 , w e setV h;n = V h;n ,V h = V h andv = v.
Finally, w e dene, for all T 2 T h;n and n = 0 ; ; N 1,
; for (t; x) 2 T; and, for all e 2 @T h;n and n = 0 ; ; N 1,
; for (t; x) 2 e; where for p = ( t; x) 2 en@e, w e h a v e used the notation v T (p) = lim s#0 v(p sn e;T ), n e;T being the unit outer normal to T along its face e.
The approximate solution u h given by the SCDG method is dened to be the element o f V h such that Finally, for T 2 T h;n , n = 0 ; 1 ; : : : ; N 1, the shock-capturing terms " 1 and " 2 are dened as follows
and " 2 (v T )j e = 2 jf LF e;T (v T ; v T e ) f ( v T ) n e;T j k r ê v T k P h + 4
for any v 2 V h . The positive parameters , 1 , 2 , 3 , and 4 will be dened later.
On the other hand, the SCSD method is the exact analog of SCDG but with continuous approximations inside each slab S n ; n= 0 ; 1 ; : : : ; N 1. Namely, instead of V h;n , one considers the space V h;n , where V h;n = fv 2 C 0 ( S n ); vj T 2 P k ( T ) ; 8 T 2 T h;n ; v= 0 for j x j M g : The spaces V h ,V h;n ,V h are also dened accordingly. T h us, the approximate solution u h given by the SCSD method is the element o f V h such that
" SD 2 (u h;+ )P h (r xûh;+ r x v + ) dx = 0 ; 8 v 2 V h;n ; n = 0 ; 1 ; : : : ; N 1 ; (2.5) where " SD 2 (v(t n ;))j K = 2 jv + (t n ; ) v (t n ; )j k r x v + ( t n ) k P h + 4
for any v 2 V h , and where u h; = lim s!0 v(t + s; x) ). Instead of (2.3), the initial condition is now given by u h; (0; ) = u 0 h :
Notice that for both methods, u h j Sn is not coupled to u h j Sn+1 , n = 0 ; : : : ; N 2, as a consequence of the \slab structure" and of the upwinding in time used in both numerical schemes. For the sake of completeness, we include in the Appendix a proof of the existence of a solution to (2.2), (2.3) (or (2.5), (2.6)). The proof uses a xed point argument. See [10] , [11] and the references quoted therein for a similar application of this argument.
Since the only relevant v alues of the nonlinear ux f are those in the range of the entropy solution u, [ a = inf u 0 ; b= sup u 0 ], we extend each of the components of f smoothly in such a w a y that the extension is ane linear outside a xed compact including [a; b]. We use that extension, which w e still call f, to dene the above schemes. Thus, we h a v e k f 0 k = sup jnj=1 j f 0 n j L 1 (R ) < 1:
In the sequel, we restrict the choice of local viscosity coecients C LF e to those satisfying C LF e c 1 ;
where c 1 is an arbitrary constant such that c 1 1 2 j f 0 j e;1 +c ? (see (2.4b)). We also assume that each of the components of the ux function f has a Lipschitz continuous derivative: k f 00 k = sup jnj=1 j f 00 n j L 1 (R ) < 1:
Next, we state and briey discuss our main results.
a. Error estimates for the SCDG with k = 0 . W e start by considering the SCDG method with a piecewise constant approximate solution. In this case, the only term of the left-hand side of (2.2) that survives is the second term and the resulting scheme is nothing but an implicit monotone scheme. Theorem 2.1a (A p osteriori error estimate). Let u be the unique entropy satisfying solution of (1.1), (1.2), and let u h be the solution given by the SCDG method with k = 0 . Then, for any n = 1 ; 2 ; : : : ; N T 1 1 , we have ku h (t n ; ) u(t n ; ) We point out that this result does not require the hypotheses (2.1) on the triangulations to be satised, nor the conditions (2.4) on the numerical ux. It is a new general result for implicit schemes which could be used as the basis for an adaptivity strategy; however, we do not pursue this avenue of research in this paper.
Thus, to obtain an error estimate we only have to obtain an upper bound for the quantity 0 ( u h ) which, ideally, w e expect to be of the following form:
In this case, Theorem 2.1.a gives the classical rate of h 1=2 for the error. If the standard L 2 -energy technique associated with the SCDG (and SCSD) methods is used, we can obtain the following estimate. 
Notice that, since the hypothesis (2.1a) on the triangulations is not required to be satised, the time-space tetraedra T could be very at. In this case, can blow u p a n d c can go to zero as h goes to zero. The above corollary states when the triangulations become more irregular as h goes to zero, the error is of order fh = c g 1 = 4 . b. Error estimates for the SCDG method with arbitrary k. We start with the following result. Theorem 2.2a (A p osteriori error estimate). Let u be the unique entropy satisfying solution of (1.1), (1.2), and let u h be the solution given by the SCDG method. Then, for any n = 1 ; 2 ; : : : ; N T 1 1 , we have ku h (t n ; ) u(t n ; ) The numerical constants c 0 and c 1 are dened i n L emma 3.1 below.
Notice that this new a p osteriori estimate reduces to the one in Theorem 2.1a for the case k = 0, as expected.
To estimate the quantities 1 (u h ) and 2 (u h ) w e use once more the standard L 2 -energy technique. We obtain the following result.
Proposition 2.2b (Estimates of 1 (u h ) and 2 (u h )). Suppose that the hypotheses (2.1b), (2.1c) and (2.1d) on the triangulations are satised. Suppose that the conditions (2.4) on the numerical ux are also satised. Let u h be the solution given by the SCDG method. Then,
where
From the above results, we obtain the following error estimate. Corollary 2.2c. Suppose that the hypotheses (2.1) on the triangulations are satised. Suppose that the conditions (2.4) on the numerical ux are also satised. Let u be the unique entropy satisfying solution of (1.1), (1.2), and let u h be the solution given by the SCDG. Then, for any n = 1 ; 2 ; : : : ; N T 1 1 , we have ku h (t n ; ) u(t n ; ) 
where the constant C does not depend on u 0 . In practice, 1 and 2 are taken to be of order h and so the previous choice can be considered as of being one that introduces too much articial viscosity. The coecients 1 and 2 can be taken of order arbitrarily close to O(h) b y setting 1 
. If is as before, then for any 2 (0; 1=2), the error estimate given by the corollary above reads ku h (t n ; ) u(t n ; )
c. Error estimates for the SCSD method. We start with the following result. Theorem 2.3a (A p osteriori error estimate). Let u be the unique entropy satisfying solution of (1.1), (1.2), and let u h be the solution given by the SCSD method. Then, for any n = 1 ; 2 ; : : : ; N T 1 1 , we have ku h (t n ; ) u(t n ; )k
Notice that this new a p osteriori estimate is almost identical to the one in Theorem 2.2a. The term with the factor appears as a reection of the presence of the streamline diusion term of the SCSD method, and the terms with the factors 1 and 2 appear as a reection of the presence of the corresponding shock-capturing terms of the SCSD method. The fact that the SCDG uses discontinuous approximations allowed us to discard those terms, as we can see in Theorem 2.2a; however, we cannot do this for the SCSD method since it uses continuous approximations.
Proposition 2.3b (Estimate of 3 (u h ) and 4 (u h )). Suppose that the hypotheses (2.1b), (2.1c) and (2.1d) on the triangulations are satised. Suppose that the conditions (2.4) on the numerical ux are also satised. Let u h be the solution given by the SCSD method. Then,
From the above results, we obtain the following error estimate. Corollary 2.3c. Suppose that the hypotheses (2.1) on the triangulations are satised. Suppose that the conditions (2.4) on the numerical ux are also satised. Let u be the unique entropy satisfying solution of (1.1), (1.2), and let u h be the solution given by the SCSD. Then, for any n = 1 ; 2 ; : : : ; N T 1 1 , we have ku h (t n ; ) u(t n ; )
In particular, if 1 
where C does not depend on u 0 . Corollary 2.3c does not allow us to take 1 and 2 of order h. H o w ever, we can take them arbitrarily close to such a c hoice. More precisely, i f w e take as before and 1 = 2 = O(h 1 2 ), for any 2 (0; 1=4), we get ku h (t n ; ) u(t n ; )
. The approximation inequality. In this section, we obtain an approximation inequality which w e then use in x4 to obtain our error estimates. Following Kuznetsov [8] , we let w : R ! R be a smooth such that w(t) 0; for t > 0 ; where " t and " x are two arbitrary positive n umbers and w (s) = w ( s=)= for any s 2 R, = " t , " x . Finally, w e dene W(t) = R t 0 w " t ( s ) ds. W e point out that the hypothesis (3.1e) is used only to estimate the entropy dissipation form in Lemmas 4.8 to 4.12; it is also used to prove the approximation result of Lemma 4.2 which in turn is used to prove the above mentioned lemmas.
In what follows, we will set w = w`, where fw`g`2 N is a sequence of functions satisfying the above conditions (3.1) that converges pointwisely to one half of the characteristic function of ( 1; 1) which w e denote by w 1 . When relevant, the dependence with respect to w`is emphasized by a superscript`.
For u and v right-continuous functions from (0; T 1 ) t o L 1 ( R d ) for which the left limits, u (t) and v (t), respectively, exist for t 2 (0; T 1 ), we dene where U is an arbitrary even entropy and F its associated ux, i.e., @ u F(u; c) = U 0 ( u ) f 0 ( u ), and v (0; ) is the exterior trace of v at t = 0 . W e recall that if u is the entropy solution of (1.1), (1.2) and if we set u (0; x ) = u 0 ( x ), then E "t;"x (u; v; ) 0 for any v. Since ";"x is without any \slab structure", necessary to the denition of our nite element approximation, we rearrange it as follows F or future use, we also denẽ
We restrict our attention to one particular family of entropies. Let G : R ! R + be a smooth even function such that
For any c 2 R and any " > 0, we dene,
The tool for proving our main results is the following approximation inequality, see also [1] , which w e prove i n x 6. Lemma 3.1 The approximation inequality. Let u be the entropy solution of (1.1), (1.2), and let v be any right-continuous function (in time) coinciding with a function of V h;n on each interval (t n ; t n +1 ), n = 0 ; 1 ; : : : ; N 1 . We have for any t n , 0 t n < T 1 ,
where c 0 = sup jr j1 j r j G ( r )
, c 1 = sup jrj1 G 00 (r), L = sup r2R jU 0 (r)j. If we take v (0; x ) = u 0 h and set v equal to the right-continuous function that coincides with u h on each i n terval of the form (t n ; t n +1 ), we see that to obtain our error estimates, we only have to estimate the entropy dissipationẼ "t;"x (v h ; u ; ), as well as the term involving D t (v;u). From now on, we will not distinguish between v h and u h .
Hereafter, we will put a prime as a superscript on the operators h , r, and r e to emphasize the fact that they are considered as acting on the`primed' variables only. Following [10] , we dene the operator 0 h (which acts only on the variables t 0 and x 0 ) as the classical interpolation nodal operator L 2 -projection when we deal with the SCSD method. When we deal with the SCDG method, we take 0 h to be the classical L 2 -projection into the space of piecewise-constant functions.
We can now rewrite "t;"x as follows:
By inserting the denition of u h and setting v = 0 h ( U 0 ( u h u ) ' ) in (2.2), we get (u h ; u ; t; x)dxdt, i = 1 ; : : : ; 9. This is the desired expression of the entropy dissipation form. 4 . Proof of the a p osteriori error estimates. In this section, we obtain upper bounds for the entropy dissipation form and we prove the a p osteriori error estimates of Theorems 2.1a, 2.2a, and 2.3a.
a. Preliminary results. We start with three simple auxiliary lemmas.
The following result is a simple consequence of the fact that all norms are equivalent in nite dimensional spaces. where h e is the diameter of e and where C depends on k;d; and only. Proof. Since the proofs of these inequalities are almost identical, we prove only the rst one; let us denote by L its left hand side. Moreover, we will only prove the result in the case in which the operator h is the standard nodal interpolator; the case in which h is the L 2 -projection into the space of piecewise-constant functions can be treated in a similar way.
Let f(t j ; p j ) g where we h a v e used the denition of W and the fact that jU 0 j 1 and U 00 c 1 =" < 1. Since U is convex, and the numerical ux is monotone, by (2.4b), the above quantity is nonnegative. This proves the lemma.
Lemma 4.5. We have E "x;"t 2 (u h ; u ; ) 0 : Proof. The result immediately follows from the nonnegativity of the function ' and the convexity of the entropy U. Lemma 4.6. Suppose that the condition (2.1a) on the triangulations is satised.
Then we have E "x;"t 3 (u h ; u ; ) 0 : Proof. The result directly follows from Lemma 4.3 and the fact that P 0 h ' is a nonnegative piecewise constant function. Lemma 4.7. Suppose that the condition (2.1a) on the triangulations is satised.
Then we have E "x;"t 4 (u h ; u ; ) 0 :
The proof of this result is similar to that of the preceding lemma. 
(u T h ; u T e h ) f ( u T h ) n e;T j d:
The proof is similar to the proof of Lemma 4.8. The proof is similar to the proof of the previous result. The lemma is proved. As can be seen from in the proof, we can replace N by N "t in the statement o f Lemma 4.13; however, this result is satisfactory for our purposes.
We are now ready to prove our a p osteriori estimates. Using the two previous relations and setting " = 0 and " t = " x , w e obtain from Lemma 3.1
Theorem 2.1a follows by minimizing over " t .
Proof of Theorem 2.2a. Since in this case we take 0 h ( u h ) piecewise-constant, we h a v e, by Lemmas 4.4 to 4.12, Consequently, setting " t = " x , the approximation inequality of Lemma 3.1 leads to
: Theorem 2.2a follows by minimizing over " and " t .
Proof of Theorem 2.3a. The proof of this result is similar to that of Theorem 2.2a. The only dierence is that now, the terms E "x;"t 5 (u h ; u ; ), E "x;"t 6 (u h ; u ; ), E "x;"t 9 (u h ; u ; ) are not equal to zero. The term E "x;"t 5 (u h ; u ; ) contributes with the term associated with the factor 1 in the denition of 3 (u h ), the term E "x;"t 6 (u h ; u ; ) contributes with the term associated with the factor 2 in the denition of 3 (u h ), and the term E "x;"t 9 (u h ; u ; ) contributes with the terms associated with the factor in the denition of both 3 (u h ) and 4 (u h ). 5 . Regularity of the approximate solution and proofs of the remaining results. In this section, we prove Propositions 2.1b, 2.2b, and 2.3b. In order to do that, we m ust obtain upper bounds for the forms i (u h ), i = 0 ; ; 4 which follow from the regularity properties of the approximate solution. We obtain those regularity properties from an a priori estimate that follows easily from a standard L 2 -stability argument. Summing over n from 0 to N 1 completes the proof. From the above a priori estimate, we can now obtain several key estimates for obtaining our error estimates. where T M h;n is the set of the elements T 2 T h;n such that jxj M for any ( t; x) 2 T.
Finally, w e h a v e, by conditions (2.1b) and (2. Proof. The result follows after a simple application of the Cauchy-Schwarz inequality and Lemma 5.1. 6. Proof of the approximation inequality of Lemma 3.1. To prove Lemma 3.1, we follow the ideas of the proof of a simpler inequality obtained in [1, Proposition 3.1] , which w e cannot use as stated therein. Moreover, although such an inequality is correct, the proof displayed in [1] contains a mistake that we x in this paper; see Lemma 6.1 and Proposition 6.2.
Taking into account that ' is symmetric in t and t 0 and in x and x 0 , see (3.1) and (3.2), and that U is an even function, see (3.3) , it is very easy to obtain the following identity:
T err (u; v; T) = T U 00 (u; v; T) + E " t ;"x (v;u;T) + E " t ;"x (u; v; T); and thus it will be called the error term. The expression in the right-hand side of (6.1c) is identically equal to zero if U 00 (u) = 0 for u 6 = 0, as is the case for U(u) = j u j ; this is why w e denote it by T U 00 (u; v; T). In Lemma 6.3, we show that this term is of order ".
Our treatment of the term T err (u; v; T) diers from the one used by Kuznetsov [8] . Our goal is to obtain a lower bound for T err 
Now, let us consider the second term, T 2 . Proceeding as for the rst term, we get T o estimate T 3 and T 4 we proceed in a similar way. W e obtain
The result is obtained by adding these inequalities.
We are now ready to prove our basic approximation result. The above relation applied to = t n yields e(t n ) C 8t n < " t : If " t , then W 1 () = 1 = 2 and relation (6. If now = t n " t for some n, w e get e(t n ) C + 1 " t We w ant to stress the fact that the advantage of this result over the original approximation inequality of Kuznetsov [8] is that the modulus of continuity in time of v does not appear in the estimate. Error estimates can thus be obtained solely in terms of upper bounds for the term T U 00(u; v; t)=W(t), for the entropy production term E "t;"x (v;u;t)=W(t), and for the term involving D t (v;u).
Next, we show h o w to estimate the term T U 00 (u; v; t)=W(t). We need a simple, but useful, representation result. Proof. From Lemma 6.3, we h a v e j @ u ( F ( u; c) F(c; u)) n) j k f 00 k Z u c U 00 (s u) ( u s ) ds c 1 2 " kf 00 k; by the denition of U, (3.3) , and the denition of kf 00 k, (2.6b) .
We can now use this Corollary to estimate T U 00 (u; v; t)=W(t). The result for u not smooth follows from a classical density argument.
We are now ready to prove Lemma 3.1. From Proposition 6.2 and Lemma 6.5, we h a v e 7. Concluding remarks. Several versions of the SCSD and SCDG methods (i.e., several denitions of " 1 , " 2 or " SD 2 ) can be found in the literature; see e.g. [3] , [6] , [10] , [11] , and [4] ). It is intersting to note that the coecients " 1 and " 2 considered in [4] are some kind of L 1 versions of our \L 2 coecients".
We w ant to emphasize that, to obtain our a p osteriori, the only property o f t h e shock-capturing terms we require is that they satisfy a nonnegativity condition. This property is trivially satised for the SCDG method as a reection of the fact that piecewise-constant functions belong to the nite element space. As a consequence, our results for the SCDG method hold for very general nite elements. For the SCSL method, this does not happen since the approximate solution is taken to be continuous in space. However, the nonnegativity of the shock-capturing terms can be proven, not only for acute (d + 1)-simplices, as shown in this paper, but also (i) for prisms T = K d I, where K d is an acute d-dimensional simplex and I is an interval, together with local spaces of the form P k1 (T d )P k2 (I) (see [4] ), and (ii) for (d+1)-dimensional cubes T = I 1 I d +1 (or the corresponding parallelepipeds) with local spaces of the form P k1 (I 1 ) P k d +1 (I d+1 ).
To obtain classical error estimates from the a p osteriori error estimates, regularity properties of the approximate solution are needed. In this paper, we nd a regularity property b y a standard L 2 -energy argument. (It is at this point that the denition of the shock-capturing terms is crucial.) This property can then be combined with the a p osteriori estimates to produce rates of convergence. Since this regularity property is independent of the degree of the approximating polynomials (see the estimates of the terms i (u h ) i n x 2), so are the theoretical convergence rates. A better rate of convergence can be obtained with stronger regularity properties of the approximate solution.
Finally, w e point out that our technique can be extended to other denitions of " 1 , " 2 and " SD 2 . If, for instance, we do not divide by the gradient of the approximate solution in the denition of " 1 , " 2 or " SD 2 , the theoretical orders of convergence (with , 1 , and 2 of order h) are found to be the same as those in Corollaries 2.2c and 2.3c. Moreover, if 1 , and 2 are taken to be of order h 2 2 , for > 0, the methods can be proven to converge with a rate of h .
Appendix: Existence of a solution of the SCSD and SCDG methods. In this appendix, we prove that the SCSD method and the SCDG method, as dened in this paper, admit a solution. We only prove the result for the SCDG method.
We use the following result.
Lemma. Let X be a nite dimensional vector space with inner product (; ). I f F : X 7 ! Xis continuous and satises (Fx; x) 0 for all x = 2 f y 2 X : ( y;y) r 2 g = B(0; r )for some r > 0 , then Fx = 0 has a solution in B(0; r ) .
Proof. See [9, p. 164] .
We apply the Lemma to X = V h , with (; ) the L 2 ()-inner product for = (0; T 1 ) R d , and By identifying V h to its dual, we can easily see that P is a well dened application from V h to V h . Moreover, if the viscosity terms are dened as in x2, that is, as follows: Since, by (2.4), the second term of the right-hand side is positive, we h a v e that if k v k L 2 () is large enough, then (Pv;v) 0. We can thus apply the Lemma and obtain a solution to our problem.
