This paper develops the theory of multi-step ahead forecasting for vector time series that exhibit temporal nonstationarity and co-integration. We treat the case of a semi-infinite past, developing the forecast filters and the forecast error filters explicitly, and also provide formulas for forecasting from a finite-sample of data. This latter application can be accomplished by the use of large matrices, which remains practicable when the total sample size is moderate.
Introduction
This paper develops the theory of multi-step ahead forecasting for vector time series that exhibit temporal nonstationarity, and may possibly be co-integrated. We begin by treating the case of a semi-infinite past, developing the forecast filters and the forecast error filters explicitly. These are principally of theoretical interest, since they require an infinite span of data to be applied; they represent the long-term aspect of forecasting, when the data set is quite large, and can be examined in the frequency domain. By considering the gain and phase delay of various components of the forecast filters, the statistician can learn how various components are attenuated or advanced corresponding to the spectral structure of the vector process.
A secondary objective is to provide formulas for forecasting from a finite-sample of data. This can be accomplished by the use of large matrices, which remains practicable when the total sample size is moderate. Expressions for Mean Square Error (MSE) of forecasts are also derived, and can be implemented readily.
Our formulation allows for fairly general temporal differencing, which is allowed to differ for each series. In particular, we suppose a vector autoregressive (VAR) operator exists that reduces the unstable data vector process to stationarity, and that some of the VAR roots are unit and others are outside the unit circle. This formulation includes the possibility of co-integrated components.
Furthermore, we assume that the VAR-differenced process has a Wold decomposition, which should be invertible when forecasting from an infinite past. Therefore this includes co-integrated VAR and VARMA processes, for example. When working with a finite sample, we can allow the differenced process to be non-invertible at a finite number of frequencies, which makes our methods applicable to structural VARMA processes that may be collinear (e.g., the case of common trends).
Given the importance of forecasting for econometric applications, there is already a considerable literature on the topic. Lütkepohl (2006) provides an overview of the (co-integrated) VAR and VARIMA cases. The results here generalize this prior literature in a few ways: (1) for a semiinfinite past, only an invertible Wold form is assumed for the VAR-differenced data; (2) for a finite sample of data, only the autocovariances and the VAR-differencing operator need be known; (3) for finite samples, we allow for missing values and more general prediction problems.
Therefore the stated formulas in this paper, at the level of generality needed for a multivariate time series analysis, are novel and useful. Although vector time series are frequently modeled and forecasted using a State Space (SS) formulation, there are cases that are not amenable to this approach (e.g., vector long memory processes). So it is desirable to have the exact optimal formulas available in a format that is readily implemented. Section 2 considers the case of a semi-infinite past, while Section 3 describes the case of a finite sample of data. Illustrations are given in Section 4, along with a discussion. Proofs are in the Appendix.
Multi-Step Ahead Forecasting from a Semi-Infinite Past
Consider a n-dimensional nonstationary time series {X t }. We use bold notation for vector objects.
In this section we derive and state formulas for Mean Square Error (MSE) optimal prediction of the time series h steps ahead, given a semi-infinite past and the assumption that {X t } is difference stationary. The MSE optimality means that the estimators have the best MSE among all linear functions of the data (from the semi-infinite past); if the data is Gaussian, they have the best MSE among all functions of the data. The semi-infinite past is useful for investigating the long-term impact of forecasting, since the frequency response function (frf) of the forecast filter can be calculated and studied. (Recall that the frequency response function is the discrete Fourier transform of the filter coefficients, expressed as a function of frequency λ ∈ [−π, π].)
We consider difference stationary processes, and generally follow the treatments of vector time series in Brockwell and Davis (1991), Taniguchi and Kakizawa (2000) , and Lütkepohl (2006) . Included in our framework are the popular co-integated VAR and VARIMA models used by econometricians, as well as structural VARIMA models. The formulas also cover the case of more unconventional processes that have long-range dependence. For notation we use an underline for every matrix, which for the most part are n × n. The identity matrix is denoted by I n . Also in general capital letters refer to composite objects and lower case letters refer to components (such as coefficients); Latin letters refer to random variables/vectors, and Greek letters refer to deterministic quantities (like parameters). Matrix polynomial and power series functions are defined as
a j x j with p < ∞ or p = ∞ as the case may be. We use B for the backshift operator, which sends a time series back in time: BX t = X t−1 , working on all components of the vector at once. Then the action of A(B) on X t is understood by linear extension.
The difference stationarity assumption means there exists a differencing polynomial whose application to the observed time series {X t } yields a covariance stationary time series {W t }. In particular, suppose that ∆(B) of order p exists such that
and there exist complex variables z such that |z| = 1 and det ∆(z) = 0. The operator ∆(B) is referred to as the VAR-differencing operator, and in general contains both stable and unstable elements that are not easily separated. As discussed in Lütkepohl (2006) , the zeroes of det ∆(z) include some on the unit circle of the complex plane, and the rest outside. Say the number of unit roots is d; then there exists an order d polynomial with only unit roots, such that its applicationin terms of the backshift operator -to each series individually produces stationarity, although the net effect may produce singularities in the resulting spectral density matrix when co-integration is present. In fact, whenever ∆(B) cannot be neatly decomposed into a pure unit root matrix polynomial times a pure stable VAR matrix polynomial, co-integration is present. At any unit root z of det ∆(z), the matrix ∆(z) has rank less than n. For further background, see Granger (1981) , Engle and Granger (1987) , and Stock and Watson (1988) .
So the inverse of ∆(B) only exists in a formal sense as Ξ(B) = ∑ k≥0 ξ k B k , a formal power series. This expression is not well-defined on the unit circle, but is mathematically convenient and will be used later. The series {W t } is then stationary with mean vector m, and we suppose that it is purely non-deterministic and invertible (i.e., the spectrum is always non-singular). Note that in the co-integration formulation of Engle and Granger (1987) and Stock and Watson (1988) , all variables have been fully differenced to stationarity, so that the resulting stationary component processes have a singular spectral density. In contrast (as in Lütkepohl (2006) ), here we avoid this potential over-differencing, such that the resulting stationary vector process is invertible. Then by the Wold Decomposition (Brockwell and Davis (1991) or Reinsel (1997) ) for multivariate time series we can write
where the series A t is mean zero and uncorrelated (but possibly dependent) over time with covariance matrix σ. Here Ψ(B) is a causal power series with coefficient matrices ψ k . By the invertibility assumption, det Ψ(z) ̸ = 0 on the unit circle, so that Ψ −1 (z) is well-defined for |z| ≤ 
With the forecast filter Φ(B) defined via
its frf has the formula
for z = e −iλ . The corresponding h-step ahead forecast error is:
The forecasting problem only occurs when h ≥ 1. However, it will be convenient to extend the above formulas to the case that h ≤ 0, in which case Φ(B) should equal 
Now (6) 
where (7) can be rewritten as
with the forecast filter Φ(B) defined via the frf
There are close similarities to univariate results in McElroy and Findley (2010) . The VAR and VARMA results of Lütkepohl (2006) are also special cases of Proposition 2.
Projection from a Finite Past
Suppose now that we consider the data process at times t = 1, 2, · · · , T . When working with a finite sample, we do not require full knowledge of the Wold filter Ψ(B), but only the autocovariances of the process. We write
for the hth covariance matrix, which has individual entries γ jk (h). We first consider general projection formulas, discuss computational issues, and then work through the examples of forecasting and missing values.
The General Treatment
As in Section 2, we allow the differencing matrix ∆(B) to have both stable and unstable elements, such that the resulting {W t } is stationary, although we can now allow this differenced process to be non-invertible. From the basic relation (1) an equation involving matrices and random vectors can be obtained, simply by stacking over values of t as follows:
We may express this relation compactly by writing We can relax the invertibility assumption on the {W t } process used in Section 2, so long as the spectral density is only singular on a set of frequencies of Lebesgue measure zero. In this case -as discussed in McElroy and Trimbur (2012) -any covariance matrix obtained by sampling from {W t } will be positive definite. For instance,
holds for any vector a, and with a(λ) = ∑ T −p t=1 a t e −iλt and F W the spectral density matrix of {W t }. At worst (assuming a is not the zero vector) there is a set of frequencies of Lebesgue measure zero such that the integrand is zero, but otherwise the integrand is positive; hence the entire expression is positive. This shows that Γ is positive definite, and a similar argument applies to the covariance matrix of any subvector of W. It is necessary that such covariance matrices be invertible -not only for our forecasting and projection results below, but also so that the Gaussian likelihood function be well-defined, so that we can obtain model parameter estimates in the first place! Now the case that F W is singular on a set of frequencies of Lebesgue measure zero can arise in the following way. We might consider potentially over-differencing in (1) , such that in the resulting Wold form Ψ(z) has less than full rank at some frequencies; these frequencies would correspond to the co-integrating frequencies, typically just λ = 0 for most econometric applications. Then it follows that F W is singular at those same frequencies, but is invertible at all other values.
A completely different scenario is when the observed process {X t } arises as a sum of unobserved signal and noise processes, as described in McElroy and Trimbur (2012) . Then when the signal process is collinear (i.e., the innovations that drive its Wold formulation are redundant, such that their covariance matrix has determinant zero) it can happen that the resulting F W is singular at a finite number of co-integrating frequencies. In fact, as discussed in McElroy and Trimbur (2012), having a collinear signal and a non-collinear noise gives rise to a co-integrated process, where the co-integrating frequencies correspond to the roots of the signal processes' differencing operator. For example, if the signal is a common trend process (see Stock and Watson (1988) and Nyblom and Harvey (2000)) and the noise is white, then the differenced data process has a spectrum that is only singular at λ = 0, corresponding to the signal unit root.
So our assumptions are quite broad and allow for plenty of applications. The forecasting problem is now a special case of a more general prediction problem for Gaussian processes. By computing the Gaussian conditional expectation of the more general problem, we will produce the minimal MSE predictor, among all linear predictors, for the forecasting problem as well. Suppose that the observed data is actually given by JX, where J has number of rows less than or equal to its number of columns nT . If J consists of ones and zeroes, we can allow for any type of missing data, backcasting, or forecasting problem. The target quantities of interest are given by KX, where K is another selection matrix; for forecasting and imputation problems, typically some row permutation of the juxtaposition of J and K equals the identity matrix.
Apart from trivial applications (such as one-step ahead forecasting), some careful thought must be given to the construction of X, J, and K. We must consider all times t of the process {X t } that enter into the observed data as well as the target quantities, and extend this index set if necessary to be a contiguous subset of the integers. Then label this contiguous set as {1, 2, · · · , T }, and define X accordingly. At this point the definition of J and K such that JX is our observed data and KX is our target becomes immediate. Examples are given below.
The general solution for optimal prediction of KX given data JX is
In order to compute these covariances in terms of Γ and ∆, we require some additional analysis.
Observe that ∆ is block lower triangular and invertible, and
we can find an invertible matrix R such that
where B has less rows than columns. Such factorizations often exist, and are easy to demonstrate in cases of forecasting and backcasting. We provide specific examples in the next section; a detailed treatment of the factorization problem for mixed frequency univariate series is given in McElroy and Monsell (2012). Then we have a general formula for the projection, given below. We let † denote inverse transpose.
Theorem 1 Suppose that an invertible matrix R exists such that the factorization (10) holds for
some B, and suppose that X * is uncorrelated with {W t }. Then the optimal estimate of KX given
The covariance of the error process is
This general projection formulation might be used for specialized applications. It might be possible that our series have different lengths (maybe some series go further into the past), or some of them have missing values. This can be handled by adapting J and K appropriately. If back-casting is desired, it is sometimes easier to time reverse all the data and then apply Theorem 1. We discuss additional aspects of the result in the following subsections.
Computation
In order to apply the results it is essential to obtain the autocovariances. When a model is fitted, we typically are able to compute the Wold coefficients, and from these we can obtain the autocovariances:
In practice the infinite summation can be truncated so long as the Wold coefficients have matrix norm that decays at a geometric rate, such as is true for short memory vector time series processes such as the VARMA class. The following algorithm operationalizes (11) . Consider a truncation of the sum at j = L, and consider calculation for 0 ≤ h ≤ H of γ(h). Then do the following:
3. Construct a block matrix Q with jkth block given by Ψ j+k−2 , which is n(
Next we discuss speedy computation of differencing matrices. Let L T denote a T ×T dimensional lag matrix, which has a one on the first subdiagonal but is zero elsewhere. Matrix powers of this lag matrix shift the unit subdiagonal further down, whereas the zeroth power is the identity matrix.
We then define the matrix polynomial A(L T ) analogously to the univariate construction.
is a degree p polynomial as described in section 2, then
which is nT × nT dimensional. The rule for multiplying two such expressions is
where * denotes the convolution of functions. In other words, we compute the product of polynomials A(x) and B(x) and evaluate at x = L T (this is derived in the Appendix). As a corollary, one
where A −1 (x) is the inverse of the matrix polynomial a(x). Such an inverse need not always exist, but if a 0 is invertible then the coefficients b k of A −1 (x) can be recursively computed via
This treatment can be applied to the case of the differencing matrix polynomial ∆(x), which has inverse matrix power series Ξ(x), with coefficients ξ k given by the above type of recursion. This works because δ 0 is invertible by assumption, and more typically is the identity matrix. Hence we can quickly compute Ξ(x) and set
Now it is easy to see that
where D is the upper left np × np block of ∆(L T ). Thus
gives a fast method for computing the inverse of ∆.
Forecasting
The most common application of interest to econometricians is forecasting. In this case we might 
where ι is a column vector of ones of length T − p. This type of formula is trivial to encode, and the matrix inversions are fast even when nT is as large as one thousand, which is sufficient for many economic applications of interest.
Two examples of the application of this forecasting formula are given in the next section, although we also provide an application of informed backcasting. But we should also point out that the above formulas are simple extensions of familiar OLS forecasting formulas. In the case of a VAR(p) model, one can easily fit the model using OLS (Lütkepohl, 2006) and forecast by taking linear combinations of the past p observations. If the data is also differenced, it is known that one can merge the differencing operator with the VAR polynomial; or it may happen that an unstable VAR is fitted to the data, in that no differencing is done ahead of time but unit roots are found in the estimated polynomial. Our formulas include all these scenarios as special cases. Suppose that forecasts from a stable VAR(p) are desired H steps ahead. Writing
the VAR(p) becomes a VAR(1) in terms of {Y t }, with transition matrix
The full VAR(p) polynomial is A(x) = ∑ p j=0 a j x j ; note that our sign convention differs from Lütkepohl (2006) here. Ignoring mean effects for simplicity, and leaving off K, the forecast formula above can be written as
this
is the familiar formula given in Lütkepohl (2006). If instead we have an unstable VAR(p), we can apply the formulas with ∆(B) equal to the full VAR polynomial A(B), and {W t } given
as multivariate white noise. Then our forecasting formula becomes (again, leaving out K and the mean m for simplicity)
using (13) . Here the zero matrix above has nH rows, and nN columns. It is shown in the appendix that (15) reduces to the familiar (14) formula.
So the forecasting formulas here generalize those of the stable/unstable VAR(p). In the next section, an illustration is given for forecasting a co-integrated process that does not have a VAR(p)
representation, requiring us to use the general formulas.
Application and Discussion
The formulas of the previous section are quite general, allowing for a diverse set of applications. We begin with a somewhat common forecasting application, but also discuss a disaggregation example with backcasting. We also discuss the forecasting of series that are co-integrated, where the cointegration is formulated in terms of collinear latent processes (such as trends and seasonals).
Forecasting Euro Area Series
We consider the quarterly series of real Gross Domestic Product (RDGP), the Harmonized Index of Consumer Prices (HICP), and the Unemployment Rate (UR), from 1995.Q1 through 2011.Q4.
Whereas the first two series exhibit strong trend growth, and plausibly are I(1), the unemployment rate should be stationary (in the long term). Hence we use a single differencing for RDGP and CPI (after a log transform for both), but no differencing for UR. These specifications were carefully checked by exploratory analysis (regression of HICP onto a line was not sufficient to remove all nonstationarity, although differencing once does seem to introduce an oscillatory dynamic at frequency π), and the resulting stationary series were modeled with VAR(k) models with various orders k. We increased k from unity until the AIC stopped decreasing; AIC is significant discrepancy between the models, but we adopt the VAR(4) for our applications (forecasting results for the VAR(1) were hardly distinguishable visually).
We considered fitting the models via both OLS and the Yule-Walker (YW) method, with fairly similar results for both methods. Since the mean parameter is a drift for the first two series, it has a tremendous impact on long-term forecasts. For the YW method, we compute the sample mean (Lütkepohl, 2006) , whereas for OLS we include regression onto a constant to estimate the mean, as is commonly done. Because we feel confident that the differenced series are stationary, we choose to use the YW method as it guarantees a stable fitted VAR(k) (Lütkepohl, 2006) . The estimated YW means were .00397, .00522, and 9.31493 for RDGP (in differences), HICP (in differences), and UR respectively.
The data length was 68, and the forecast horizon was set to 50. To compute the autocovariances needed in the forecasting formulas, one can embed the VAR(4) as a 12-dimensional VAR(1) as described in Lütkepohl (2006) , and use the YW recursions to get exact expressions. The R code for the forecasts (along with their MSEs) finished in less than a second (in less time than it took to fit the models), so for series this short computation speed is not an issue. All 50 forecasts are generated at once, along with the full error covariance matrix, whose diagonal entries are the forecast MSEs. Taking the ± twice the square root of these MSEs forms an envelope (pointwise confidence intervals) around the forecasts, depicted in shaded color in the following plots. Black denotes the original series with forecast appended (so where the colored lines begin, this denotes the start of the forecast period). See Figure 1 .
In order to contrast with purely univariate techniques, we also fitted high order AR models to the differenced series, and then applied the same forecast formulas. More lags seemed to be required to explain the series when the cross-series information was not utilized, and we arrived at an AR(10) model for each series (a lower order AR model would also be satisfactory, but for illustrative purposes we keep the same order for all three series). Note that this is a subset of the VAR(10) model where all off-diagonal entries of the coefficient matrices are set to zero. We display the univariate forecasts in Figure 1 as dashed lines, with a slightly lighter shade to depict the pointwise confidence intervals. While there is no discernible difference in the case of HICP, there is a different behavior for the RGDP and UR series. Also, for the RGDP the univariate confidence intervals happen to be wider. Note that while the RGDP and HICP series exhibit fairly typical forecasts for I(1) series -with expanding confidence intervals -the UR forecasts are interesting in the initial curvature and stabilization (due to being I(0)), with confidence intervals that have essentially converged to their asymptotic value by the 50th forecast.
Backcasting Fertility Series
The second application involves fertility rate data (total births divided by population, by year) from For the projection calculations, we utilize NHI, NHA, and the old NHB. Although the model was fitted with the new NHB, we will backcast using the old NHB (we also could have fitted the model using the old NHB with the NHI and NHA by constructing a likelihood with missing values;
given the short length of the series, we have avoided this approach). With the series {X t } having its components defined in this order, and with t = 1980 through t = 2009 the observation matrix J has the following structure:
In other words, the first nine rows feature only old NHB data, followed by 15 groups of three rows of all series (the common period), and completed by 6 pairs of two rows for just the NHI and NHA series. Our interest focuses on the early period, so
However, we also produce forecasts of the old NHB in the top right panel of Figure 2 , for comparison to the new NHB data for that time period; the K for this objective is just
there is no nonstationarity, the formulas for backcasting simplify dramatically, and projection is given by
and the covariance of the error process is
In the bottom panels of Figure 2 we have plotted the backcasts (dashed lines) of NHI (left) and NHA (right), along with error bands derived from using ±2 standard errors (square root of the diagonals of the error covariance matrix). Both backcasts have an initial increase that tapers in the more distant past, which is due to the downward effect of the past NHB data. However, the forecasts for these two series do not closely track the NHB shape in the early 1980s, due to the fact that the coherence between the three series is not close to full. We also fitted univariate AR (1) models to the series, with the resulting forecasts plotted in 2 as dotted lines. The discrepancy between univariate and trivariate forecasts is quite dramatic in this case.
Seasonal Co-Integration of Housing Starts
Classically the concept of co-integration can be formulated as follows: the spectral density matrix of the differenced (stationary) process is singular at frequency zero. Stock and Watson (1988) showed how this can arise when the data process is viewed as the sum of a latent integrated process with collinear innovations, plus an independent stationary component. More generally, co-integration at non-zero frequencies can arise from collinear latent non-stationary processes with appropriate differencing polynomials. We propose to investigate seasonal and non-seasonal co-integration in housing series stratified by geographical region. The aggregate process will have a non-invertible
Wold decomposition, so we cannot apply the forecasting techniques of Section 2, but are free to apply the finite-sample methods of Section 3. In this case, the requisite autocovariance matrices for the aggregate data process are obtained from the component models in the usual fashion; the novelty here is in demonstrating forecasting from seasonally co-integrated models. (This can also be done in SS, but here we utilize exact formulas.)
For data we consider monthly housing starts for both the South and West regions of the United order to make the resulting forecasts more visually apparent, purely for illustrative purposes). The innovations for trend and seasonal will be denoted {η t } and {ν t } respectively.
A deficiency of such a specification for housing starts is the lack of a business cycle component.
Since our chief aim is to illustrate the flexibility of the projection formulas, we will not descend into econometric debate over model specifications here, merely noting that the posited model is clearly not the best possible (and completely ignores the salient recession swings). Then our model for the differenced series is Because there are distinct unit roots (at trend and seasonal frequencies), the topic of cointegration becomes more complex. Any common component (i.e., a component with collinear innovations represented as a dynamic factor model) has vectors in its left null space, which are row vectors such that multiplication on the left yields zero for that component. Although we would like to call such row vectors co-integrating relations (corresponding to appropriate unit root frequencies), they only serve to reduce the order of non-stationarity by a degree. For example, a trend co-integrating row vector β has the property that βτ t = 0 for all t; but since βξ t ̸ = 0 with probability one, seasonal non-stationarity remains -application of the trend co-integrating removes the trend non-stationarity, but seasonality remains. Unless there is a remarkable collinearity of trend and seasonal, such that both latent processes share a common left null space in their factor loading matrices, there is no single co-integrating vector that removes all non-stationarity.
In our data analysis we began with the most general model, where all three components are Application of the forecasting formulas is then straightforward, having identified the differencing operator and constructed the covariance matrix directly from the parameter estimates. As an in-sample exercise, we withhold the last 30 observations of both series, and use the parameters fitted to the whole data span to forecast these values (dashed lines). The same exercise is repeated by withholding 60 observations, displayed in Figure 3 . MSEs were also calculated, and the resulting confidence intervals are quite wide due to the nonstationarity. For comparison, the forecasts resulting from the univariate (or unrelated) models are presented in Figure 3 as dotted lines. The bivariate forecasts appear to be more conservative, while the unrelated forecasts are more extreme (and less accurate) in their projections.
Summary
These three diverse applications demonstrate the flexibility of the theoretical results to different forecasting and projection problems. While all three applications can also be embedded and handled in SS, our approach uses explicit formulas and easily generates the full error covariance matrix.
Because all the algorithms are transparent and easily encoded, the applied statistician need not be encumbered with the large monetary costs associated with purchasing SS software. All of our work was encoded in R, and runs quite quickly.
For other types of problems, it is actually imperative to utilize the formulas of this paper, as SS becomes impossible. One example is given by long memory processes, whose Wold form cannot be simplified without truncation into a simpler Markovian form. Another example is given by the (univariate) exponential model of Bloomfield (1973) , which has an irreducible Wold form.
Appendix
Proof of Proposition 1. The inverse of Ψ(z) exists by assumption. First note that
which proves (5). We only need to check that this error is uncorrelated with W s for all s ≤ t. But the errors can be further written as
which is a linear combination of variables A t+1 , · · · , A t+h . By the causal representation of W s , it must be uncorrelated with each of these A t+j for 1 ≤ j ≤ h, since s ≤ t. The expression (4) for the forecast filter frf is immediate from (3). 2
Proof of Proposition 2. Consider the formula (7), and subtract X t+h given by (6) , which yields the forecast errors as follows:
The right hand side here is really of the form
. So whenever j is such that t + h − j ≤ t, the corresponding term in the sum is identically zero; so we only need consider coefficient matrices such that 0 ≤ j < h. Note that
as a formal expression, since the geometric series for P (B) must formally equal the inverse of (B). This proves that the forecast error is
Now plugging in (5) yields the first equality in (9) . Logically, the stated formula for the forecast (7) is MSE optimal if this error process is uncorrelated with the available data. But this is now trivial:
we see from (9) and the fact that the stationary error process (5) only depend on innovation A t+1 through A t+h , that the same holds for the nonstationary case, i.e., (9) is a linear function in the innovations A t+1 through A t+h . Each observation X s for s ≤ t can be written in the form of (6) with t + h replaced by s. The W s term is then a direct function of innovations A j with j ≤ s ≤ t, and hence is uncorrelated with E t+h . Likewise only values of X j with j ≤ s ≤ t occur, which are uncorrelated with the innovations by assumption. The second equality in (9) follows from algebra:
The expression (8) for the forecast filter frf is immediate from (7). 2
Proof of Theorem 1. To compute the optimal estimate, we proceed to calculate the Gaussian conditional expectation. First let A = Cov(X * , X * ) and observe that
Because R is invertible, the information in JX is the same as the information in X * and BW. 
Derivation of (12). The product expands as
Equivalency of (15) and (14) . First decompose Ξ(L T ) so that (15) is 
The lower left block matrix has nH rows and nN columns, and its hth block row is given by This concludes the derivation. 
