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2List of Symbols
R set of real numbers
R+ interval [0,∞)
RN+ [0,∞)N
| · | Euclidian norm in R
‖ · ‖ Euclidian norm in RN
〈·, ·〉 scalar product, in RN
MN(R) set of squared N ×N matrices of real numbers
AT transpose of matrix A
detA determinant of matrix A
X diagonal matrix having the vector X on its diagonal
Ω space of events, states of the world
P,P∗ probability measures
W generic Brownian motion
F filtration
T maturity time, fixed throughout this thesis
Tt the set of all Markov times taking values in [t, T ]
1M indicator function of set M
, equal, by definition
a.s. almost surely, with probability 1
PDE partial differential equation
SDE stochastic differential equation
HJB Hamilton-Jacobi-Belman (equation)
BSB Black-Scholes-Barenblatt (equation)
s.t. such that
Chapter 1
Introduction
1.1 Derivatives in the Financial Markets
Derivative securities have had an increasing success in the financial markets across
the world. Volumes and typology of traded derivatives have grown significantly
over the last 40 years, in exchange-traded or over-the-counter markets. Derivatives
are instruments used by a variety of market participants, ranging from individual
investors to corporate clients, financial institutions or funds. Derivatives were origi-
nally created to transform and manage risk, to provide their owner with a practical
way to control unexpected financial outcomes, due to adverse economic conditions.
While this is still largely the case for a large part of market participants, deriva-
tives are also used by speculators and arbitrageurs in the market, to make profit
by either betting on a future market behaviour or by taking advantage of markets
imperfections.
Derivative securities (or shortly,“derivatives”) are financial instruments that are
defined by other underlying variables. A derivative contract specifies what its owner
is entitled to receive, depending on specified behaviours of the chosen underlying.
For example, the value of a forward contract for a given stock - one of the simplest
derivatives - will depend on the price of the underlying stock. While stock options
are among the most well known derivatives, in the more recent decades, derivatives
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were written on virtually any variable that could be well defined and the evolution
of which could produce a risk for an agent in the market, at a given, but even
potentially unknown time in the future. Such examples include weather derivatives,
commodity swaps or options on the realized volatility of a given asset over a given
period of time etc.
It has become increasingly important to be able to calculate the“fair value” of
a derivative contract, in other words, the right price to pay in exchange of owning
the derivative contract. Derivative pricing provides the mathematical framework to
calculate such prices, which are thus“derived” from prices of underlying securities.
The celebrated Black-Scholes model [5] has been the first widely known model to
provide such tools, in a simplified context and for basic options, such as European
Calls and Puts.
1.2 Pricing Models for Stock Derivatives
Derivatives written on stocks represent an important part of the wider class of
derivatives described above. When a stock derivative contract is defined by the
evolution of a single stock, it is referred to as a single asset derivative. Single asset
derivatives include simpler contracts, such as forwards, futures or dividend futures
contracts, or more complex ones, such as equity swaps or options. The fundamental
difference between options and other stock derivatives is that they provide their
owner with the right, but not the obligation to exercise the option at its maturity.
In economic terms, this means that the owner of an option will exercise his/her right
only if it is convenient to do so, based on the actual stock price at exercise time. On
the other side, a forward contract, for instance, will be exercised whatever the stock
price at maturity. There is also no cost to enter a forward, future, or swap contract,
while a premium must be paid to purchase an option.
How do we define a derivative? The payoff of a derivative represents the
mathematical expression describing the actual cash flow received by the option owner
at exercise time. For instance, if one agent in the market wants to lock in the price
1.2. Pricing Models for Stock Derivatives 5
at which she can buy a given stock in a year’s time, she can do this by entering a
one year forward contract. We say that the agent is taking a long position in the
forward contract. The payoff, at maturity, of this long position is then:
ST −K,
where ST is the spot price of the underlying stock at maturity T = 1y and K is
the delivery price. As mentioned, this represents the resulting gain or loss for the
agent, due to the exercise of the forward contract. Indeed, by the forward contract,
the agent will have to buy the asset at price K, while the same asset would be
available on the market at price ST . If the stock price at maturity is lower than the
agreed delivery price K, the payoff will be negative: ST −K < 0 or, in other words,
the agent would have been better off not entering the forward contract and buying
directly from the market. In the opposite situation, if at maturity ST > K, the
agent will make a profit of ST −K, by buying the asset at the agreed price K and
selling at the market price ST . It has to be noted though that while the delivery
price K is defined by the contract terms and is thus known at any time during the
life of the contract, the stock price at maturity ST is only known at maturity.
Moving further to stock options, these can be of two types: European Options -
where there is only one possible exercise time, i.e. the owner of the option can only
exercise it at maturity, a given date in the future - and American Options, where
the option can be exercised at any time between the specified start and end date of
the derivative. In this case, the end date is also known as maturity, but this does
not necessarily coincide with the exercise time of the option.
A Call option gives its owner the right (but not the obligation) to buy a given
stock at an agreed price, called strike, at a pre-specified time. in the future, called
maturity. Similarly, a Put Option gives its owner the right to sell the stock at a price
given by the option strike, say K. Using the same notation as above, the payoff of
a call option with strike K and maturity T is:
(ST −K)+ = max(0, ST −K)
while the payoff of a put options with the same characteristics is:
(K − ST )+ = max(0, K − ST ).
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The noticeable difference between a call and a forward payoff is that this time, the
agent is not obligated to exercise the option to obtain the amount ST −K, unless it
is convenient to do so, or otherwise said, if this translates into a gain. If this is not
the case - for instance, if the market stock price dropped during the option lifetime
- the option is not exercised and the owner receives nothing at maturity, but at the
same time, incurs no loss either.
Finally, options can be written on more than one stock, in which case they are
termed multi-asset derivatives. In this case, their payoffs are functions of multiple
variables, corresponding to the prices at maturity of several underlying assets. An
example of such option is a European Basket Call, having the payoff:(
S1T + · · ·+ SNT
N
−K
)+
.
Options provide their owner a tool to defend against certain market movements
in the underlying assets. But as this protection comes at a cost, the question then
becomes: what is the ”fair price” to pay for an option giving its owner such a
protection?
What do we model? In all sample payoffs shown above, the only unknown
quantities are the spot prices at maturity of the underlying assets. While at the
contract start date these prices are known, their evolution all the way through to
maturity is unknown and thus, subject to randomness. The assumptions made on
the degree of randomness and the dynamics of the time evolution of the asset prices
is the main ingredient determining the calculation of the fair price of that asset’s
derivative.
Another essential ingredient that allows to define the“rules of the game” is the
assumption of No Arbitrage. In other words, we can calculate the fair price of a
derivative while we assume the market is efficient, i.e. it does not allow for oppor-
tunities to actually make sure profit over a future period of time, while only using
present market information. The No Arbitrage condition has been used by Black
and Scholes in their paper, [5], to derive the famous option formula, extended by
Merton in his 1973 paper (see [35]) and is the base of the pricing model theory.
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Once the No Arbitrage framework is defined, what remains is to describe the
values reached by the asset spot price at maturity T . The randomness around the
possible values for ST can be modelled by inferring a certain distribution law of the
ST random variable. Naturally, one would expect that the mean and variance of
this random variable be parameters of this specification of ST . Taking this one step
further, we can define the evolution of the price process St through the entire option
horizon, [0, T ], by letting S be a stochastic process, whose distribution law is defined
by so called model parameters. One of the main such parameters is the volatility of
the spot price, which is perceived as a measure of the variability we expect to see in
the spot price over a given period of time.
The most well known pricing model was introduced by Black and Scholes in 1973
and has been extensively used by practitioners in the financial markets. It assumes
that“the distribution of possible stock prices at the end of any finite interval is
lognormal” (see [5]), while the short-term interest rate and the variance rate of
return on the stock are constant. The formula for the stock price at time T > 0 is
given by:
ST = S0e
µT+σZ
with Z being a standard normal random variable, Z ∼ N(0, 1). In their model,
the parameters are µ, the expected growth rate and σ, the volatility of the stock
returns. Since 1973, the growing interest in the derivatives markets determined a
rapid evolution of derivatives types, generating a continuous need for more sophis-
ticated pricing models, allowing for more flexibility in the price processes that they
model.
1.3 Black-Scholes Model and Volatility Risk
Besides the main assumption of a log-normal distribution of asset prices, the Black-
Scholes model restricts the stock volatility σ and the short rate r to be constant
parameters. In other words, in the Black-Scholes model the stock price process
obeys the following stochastic differential equation (SDE):
dSt = µStdt+ σStdWt, t ∈ [0, T ].
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In this model, the price of a European option at time t, V (t, s), with s = St being the
spot price at time t, is characterised as a solution of a partial differential equation,
known as the Black-Scholes PDE:
rV − ∂V
∂t
− rs∂V
∂s
− 1
2
σ2s2
∂V
∂s2
= 0
with final condition given by the option’s payoff function: V (T, s) = (s−K)+ if it
is a call or V (T, s) = (K − s)+, if it is a put.
The remarkable feature of the Black-Scholes model is that this PDE has an
analytical solution for both calls and puts, which are, in fact, the famous Black-
Scholes formulae for the European calls and puts prices.
Nevertheless, these model assumptions were quickly proven to be inconsistent
with the derivatives prices observed in the market. More flexibility had to be added
to the Black-Scholes model and the most obvious choice was to let these parame-
ters be time dependent, although still deterministic. Under such assumptions, the
underlying price process is assumed to satisfy the following SDE:
dSt = µtStdt+ σtStdWt, t ∈ [0, T ].
In these models, µ and σ are assumed to be piecewise constant functions of time,
specified through a term structure between 0 and T . Points of these term structures
are defined by options’ maturities that are quoted on the market and that are
ultimately used to calibrate the model parameters.
While a time dependent Black-Scholes model allows for a better calibration of
the model to a matrix of market call and put option prices for a range of strikes and
maturities, it does not offer the flexibility of a potentially random change of volatility
levels through time. In other words, the Black-Scholes model has a strict view of
the total variance of stock returns through time. When derivatives depending on
future volatility of the underlying assets appeared in the market, more randomness
was needed in the embedded future volatility of the underlying processes.
Volatility risk and incomplete markets Just like forward prices reflect market
expectations of the future value of a given asset, option prices embed the market’s
1.3. Black-Scholes Model and Volatility Risk 9
current view (or expectation) of both the underlying’s price and its volatility over the
life of the option. Fair option prices and hedges are calculated using this current view
on volatility. Under the Black-Scholes model assumptions, the market is complete,
i.e. there exists a unique pricing measure, which then leads to perfectly replicating
hedges, defined using the assumed constant volatility.
As market participants react to new information, option prices (and thus, implied
volatilities) can vary significantly, invalidating the existing hedging strategies. When
the realised volatility is different from the one used to calculate the hedging strategy,
a loss is verified, driven by the difference between the value of the option and its
hedging portfolio. This is called volatility risk, which is not accounted for by a
complete market model such as the Black-Scholes.
One way to get stochastic volatility of returns is by allowing the volatility pa-
rameter to be a deterministic function of time and the underlying asset price at that
time. These models are known as ”local volatility” models (see for instance Dupire
[11]) where the dynamics of the stock process is defined by:
dSt = µtStdt+ σ(t, St)dWt.
Another way to allow for stochastic volatility is by using a stochastic process σt,
by specifying its dynamics using known distributions. These models are generally
known by the name of ”stochastic volatility” models.
The difficulty with these models comes from the lack of consensus around what
is the best specification of such a stochastic process σt, in order to get a model
that is easily calibrated to market prices and, at the same time, robust and stable.
An example of such a model is the Heston model (see [22]), where the volatility is
assumed to follow a Cox-Ingersoll-Ross process:
dSt = µtStdt+
√
νtStdWt
dνt = κt(θt − νt) + ξt√νtdZt
The Heston model is a ”one-factor model”, since the volatility is determined by a
single stochastic process v. Extensions of this approach are ”two-factor models”
(where the volatility is driven by two stochastic processes, e.g. σt = σ(Xt, Yt))
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or even combinations of the two approaches above, producing the so called ”local
stochastic volatility” models. In these models, the volatility σt is defined as function
of time, underlying asset S and an additional stochastic process Y : σt = σ(t, St, Yt).
Finally, another approach used to introduce randomness in the volatility process
is to assume volatility is a generic, not better specified stochastic process, that can
only take values in a bounded interval. In these models future volatility is not
restricted to a predetermined function of time and/or price, but is only required to
lie within a“band”, as described by M. Avellaneda, A. Levy and A. Parras in their
paper (see [2]):
σmin ≤ σt ≤ σmax, ∀t ≤ T, P−a.s.
This was the first attempt to study the pricing of options in a so called ”Uncertain
Volatility” (UV) model. The volatility bounds σmin and σmax are the model param-
eters and while perfect replication is not possible, the super-replication approach
can be used to identify bounds on the option price one should pay to get protection
(i.e. to avoid losses) against all future volatility scenarios of the underlying asset
price.
A model taking into consideration multiple volatility scenarios, such as the UV
model, incorporates volatility risk, shifting the focus to the theory of incomplete
markets.
Multi-asset pricing models All pricing models can be extended to payoffs de-
fined on several assets, such as basket options that we mentioned in the previous
section. The underlying stock prices are modelled by a system of SDEs, formally
written as:
dSit = µi(t)S
i
tdt+ S
i
t
N∑
j=1
σij(t)dW
j
t
where the sources of randomness are represented by the N - dimensional Brownian
motions. The generic payoff function of a European derivative is a function h of the
N - dimensional vector ST = (S
1
T , . . . , S
N
T ), e.g. a basket call option is defined by the
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payoff function:
h(s) =
(
1
N
N∑
i=1
si −K
)+
.
As above, depending on the specification of the volatility parameters σij(t), these
models provide generalisations in dimension N of the stochastic volatility, local
volatility or uncertain volatility models presented earlier.
1.4 This Thesis
In this thesis we propose a new and more general Uncertain Volatility model to price
and hedge American multi-asset derivatives, using the super-replicating approach.
We consider derivatives written on N risky assets, whose volatilities are stochastic
processes, given by matrices taking values in a bounded subset of the N×N matrices.
Specifically, we model the risky assets by the following SDE:
dX it = r(t)X
i
tdt+X
i
t
N∑
j=1
σij(t)dW
j
t , t ∈ (0, T ]
where the randomness is generated by an N - dimensional Brownian motion and
where the instantaneous volatility σ(t) is a matrix of adapted random variables,
taking values in a bounded subset of real matrices:
σ(t)(ω) ∈ Σ ⊂MN(R), ∀ω ∈ Ω,
This is a considerable generalisation of the original one-dimensional uncertain volatil-
ity model, introduced by Avellaneda, Levy and Paras in their original paper in 1995
(see [2]), which assumed that the random values of the instantaneous volatility were
always between two given bounds, σmin and σmax. The volatility is misspecified in
this case and an agent wanting to hedge an option written on these assets cannot
use the usual hedging strategies which require a“known” volatility. The super-
replication approach is applied instead, attempting to find a strategy that generates
a portfolio whose value is always higher than the value of the option, whatever
volatility is verified in the market (we call this ”admissible volatility”).
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The European multi-dimensional case was previously studied by Gozzi and Var-
giolu ([20]), who derived the option price of multi-asset European derivatives in this
framework. We further extended their work to American derivatives, defining the
super-replicating price of our multi-asset American Option by:
P+(t, x) , inf
{
y ∈ R : ∀γ admissible volatility, ∃ pi admissible portfolio s.t.
y +
∫ s
t
pi0udBu +
∫ s
t
〈piu, dXγu〉 ≥ h(Xγs ) P− a.s. ∀s ∈ [t, T ]
}
where piu is the number of shares invested in assets X at time u, pi
0
u is the num-
ber of (non-risky) bonds Bu in the super-replicating portfolio and X
γ is the N -
dimensional diffusion process described at the beginning of this section, with in-
stantaneous volatility γ(t). We emphasize here that the main difference with the
European case is that the initial investment y must be such that a strategy insuring
super-hedging during the entire horizon [t, T ] can be found and not just at maturity
T , which is sufficient in the European case. Such strategies pi are thus, naturally
called ”superhedging strategies”.
Applying the general risk neutral pricing theory and stochastic control tech-
niques, we show that if there are no arbitrage opportunities, the super-replicating
price for our American derivative with payoff h corresponds to the value function of
a stochastic optimal control problem with stopping:
P+(t, x) = v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
E
(
e−
∫ τ
t r(s)dsh(Xγτ )|Ft
)
.
Similarly, the sub-replicating price is defined by:
P−(t, x) , sup
{
y ∈ R : ∀γ admissible volatility,
∃ τ stopping time, ∃pi admissible portfolio s.t.
y +
∫ τ
t
piudBu +
∫ τ
t
〈piu, dXγu〉 ≤ h(Xγτ ) P− a.s.
}
and the strategy pi, together with the choice of the stopping time τ is called a
”subhedging strategy”. The sub- and super-replication price can be seen as lower
and upper bounds for the no arbitrage price of this American derivative.
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We then apply known stochastic control tools - following Krylov [32] - to prove
a dynamic programming principle for V + and to derive a non-linear variational
inequality characterising the super-replication price, the equivalent of the Black-
Scholes equation in this uncertain volatility model:{
min{Lv(t, x), v(t, x)− h(x)} = 0 (t, x) ∈ [0, T )× (0,∞)N
v(T, x) = h(x) x ∈ (0,∞)N (1.1)
where L is a non-linear differential operator defined by:
Lv(t, x) = r(t)v(t, x)− ∂v(t, x)
∂t
−
N∑
i=1
r(t)xi
∂v(t, x)
∂xi
− 1
2
sup
γ
Tr
[
D2xv(t, x)(xγ)(xγ)
T
]
.
We prove that whenever the price function P+(t, x) is sufficiently smooth (i.e. the
partial derivatives involved in L exist and are continuous), it is a classical solution
of the above variational inequality. Further, we relax this regularity requirement
and prove that P+ is a viscosity solution, a weaker type of solutions, with respect
to the classical C1,2. We then complete the characterisation of P+ by showing that
viscosity solutions are unique.
Finally, we derive the super-hedging strategy for the American Option, using the
first order derivative of the price function, when the payoff function is assumed to
be locally Lipschitz continuous.
The new results of this thesis are contained in Chapters 3-5. Specifically, to
the best of our knowledge, this is the first time an Uncertain Volatility model was
used to price and hedge multi-asset American derivatives, using the super-replication
approach. This new model is presented in Sections 3.1-3.2, where classical stochastic
optimal control techniques are used to derive the Dynamic Programming Principle.
The new variational inequality is then derived in section 3.3 for an unbounded space
state, (0,∞)N (see Theorem 3.3.2).
While the theory of viscosity solutions has been extensively applied to PDEs in
general, we believe that our proofs of existence and uniqueness of viscosity solutions
of our (non-linear) variational inequality (1.1) are original (e.g. Theorem 4.2.3,
Theorem 4.3.9), as well as all the technical lemmas proven throughout Chapter 4.
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Finally, the presentation of this new model concludes with another new result, the
proof of the super-replicating strategy in Chapter 5.
This thesis is structured as follows:
• Chapter 2 contains a brief overview of continuous-time pricing models used
to value single asset European and American Options, including the classical
Black-Scholes model and introducing the Uncertain Volatility Model, as first
defined by Avellaneda, Levy and Parras in [2]. The multi-asset case is also
presented, for the European case, in both Black-Scholes and the Uncertain
Volatility Model, as first derived by Gozzi and Vargiolu in [20].
• Chapter 3 introduces the Uncertain Volatility Model for multi-asset Ameri-
can derivatives. The Super-replication approach is described and the associ-
ated stochastic optimal control problem is defined. The dynamic programming
principle is proven, leading to the associated Hamilton-Jacobi-Bellman (HJB)
equation for the value function.
• Chapter 4 contains the characterisation of the value function as a unique
viscosity solution of the associaterd HJB equation. A Comparison Principle is
proven, as well as regularity of the solution, driven by regularity assumptions
on the payoff function.
• Chapter 5 proves that, under certain regularity assumptions, the usual delta-
hedging techniques can be applied to produce a super-hedging strategy for the
multi-asset American option. The super-replicating portfolio is built using a
number of stocks given by the first order generalised derivative of the price
function.
Chapter 2
Continuous-Time Models for
Derivative Pricing
The defining assumption of the class of continuous-time pricing models is that the
price of the underlying assets evolves continuously in time. In practice, this is
certainly not the case, as there is no continuous trading in the market, in a purely
mathematical sense. Nevertheless, a frequent trading reality is well approximated by
such a model and the pricing formulae provide easily applicable tools to practitioners.
In this chapter we present two continuous-time models, describing their features
and stating the results without any proofs. Firstly, we present the classical Black-
Scholes model, with its well-known pricing formulae for European options and their
delta hedging strategies. We present the results of the Black-Scholes in both single
and multi-asset case. In the second part, we present the Uncertain Volatility model,
starting with its initial formulation by Avellaneda, Levy, Parras (see [2]), for single-
asset derivatives. Finally, we present the results obtained by Gozzi and Vargiolu
(see [20]) that extend this model to European derivatives on multiple assets.
We start by describing the general N -dimensional framework of continuous-time
pricing models, which is also the starting point of our model, analysed in the next
chapter.
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2.1 General Continuous-Time Framework
Consider a financial market consisting of N + 1 financial assets traded continuously:
N risky assets (the stocks) and a risk-free asset, the money market account. We
define Bt to be the value at time t of one dollar invested at time 0 on the money
market at the instantaneous interest rate r(t), assumed to be a measurable and
strictly positive deterministic process. The process Bt can also be viewed as a
savings account, evolving according to the following:
dBt = r(t)Btdt, t ∈ [0, T ], B0 = 1.
Firstly, we assume there are no arbitrage opportunities in the market. Then, the
First Fundamental Theorem of the asset pricing theory (see, Corollary 2.6.2 on page
72 of Musiela and Rutkowski [36]) states that the market model is free of arbitrage
if and only if there exists a (local) martingale measure, i.e. a probability measure
under which the discounted price processes:
X1(t)
Bt
, . . . ,
XN(t)
Bt
are (local) martingales. For a detailed characterisation of the No-Arbitrage condi-
tion, we refer to Bjork’s book (see [4]).
From this point onwards, we place our discussion in the context of the risk-
neutral probability P, associated to the bank account nume´raire, Bt and assume
that all economic activity takes place on a finite horizon [0, T ], with T constant and
positive. We further assume that the source of risk is modelled by an N -dimensional
Brownian motion W (t) = (W 1t , . . . ,W
N
t ), 0 ≤ t ≤ T , defined on a given complete
probability space (Ω,F ,P). We shall denote by F = {Ft}t∈[0,T ] the P-augmentation
of the natural filtration generated by W :
FWt = σ (W (s), 0 ≤ s ≤ t) , 0 ≤ t ≤ T,
which can be interpreted as the information available on the market at time t, which
is, naturally, increasing with time. We then model the evolution of the risky assets
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- under the risk-neutral probability measure P - using the following linear stochastic
differential equations:
dX it = r(t)X
i
tdt+X
i
t
N∑
j=1
σij(t)dW
j
t , t ∈ (0, T ]
X i(0) = xi > 0
for i = 1, . . . , N . Denoting byXs theN -dimensional diagonal matrix diag(X
1
s , . . . , X
N
s ),
we can characterise the N -dimensional stochastic process X by
dXt = X tr(t)dt+X tσ(t)dWt, t ∈ (0, T ]
X0 = x0, x0 ∈ RN+ .
We assume in the above specification that the interest rates r(t) is a determin-
istic process, common to all assets X i, that the stocks pay no dividends and that
the volatility of the risky assets is given as a stochastic matrix process {σ(t) =
(σij(t))i,j=1..N , 0 ≤ t ≤ T}, taking values in some closed, bounded set of N -
dimensional squared matrices Σ ⊂MN(R).
As described in Chapter 1, a derivative contract is mathematically described
by its payoff, which is a function of the underlying assets prices. In this thesis we
study only payoffs depending on these prices at exercise time (non path-dependent
payoffs). Formally, we consider continuous functions:
h : RN → R
and describe the European payoff of our derivative by h(XT ), to be paid at maturity
time T . The goal is to be able to calculate the fair price at any given time t < T of
this derivative contract, based only on information available at time t. Indeed, by
the risk-neutral valuation formula (see, for instance, [4] or [30]), we have that the
arbitrage free price is given by:
V (t,Xt) =
Bt
BT
E[h(XT )|Ft]
or equivalently:
V (t,Xt) = e
− ∫ Tt r(s)dsE[h(XT )|Ft],
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where the expectation is taken with respect to the probability measure P. Using
Feynman-Kac’s theorem, we further find that V must solve the following partial
differential equation:
∂V (t, x)
∂t
+
N∑
i=1
r(t)xi
∂V (t, x)
∂xi
+
1
2
Tr
[
D2xV (t, x)(xσ)(xσ)
T
]− r(t)V (t, x) = 0
V (T, x) = h(x).
We refer to Chapters 7 to 14 in Bjork [4] or Chapter 2 in Karatzas-Shreve [30] for
details on the risk-neutral valuation and the martingale approach to pricing.
2.2 The Black-Scholes Model
A special case of the framework presented in the previous section is the original
Black-Scholes model (see [5]), which considers derivatives written on a single asset,
modelled using constant interest rate r and volatility σ between t and maturity T .
In this case, the underlying asset X is described by the following SDE:dXt = rXtdt+ σXtdWt, t ∈ (0, T ]X0 = x0, x0 ∈ R+. (BS)
The risk-neutral formula for the price of the European contingent claim h(XT ) then
writes:
V EO(t,Xt) = e
−r(T−t)E[h(XT )|Ft]
and thus, the time t price of the European option with payoff h(XT ) can be found
by solving the Black-Scholes equation:
∂V (t, x)
∂t
+ rx
∂V (t, x)
∂x
+
1
2
σ2x2
∂2V (t, x)
∂x2
− rV (t, x) = 0
V (T, x) = h(x)
and calculating V at time t using the known spot price, Xt = x.
A remarkable property of the Black-Scholes model is that the solution of the
above PDE can be calculated analytically for simple European Calls and Puts.
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Indeed, looking closer to the dynamics of X, we note that in this simple case the
value of the underlying asset price at maturity, XT , can be explicitly derived as:
XT = Xte
(r− 1
2
σ2)(T−t)+σ(WT−Wt).
Then, using the properties of the Brownian Motion1, we have that the random
variable Y , ln XT
X0
is normally distributed, with the following mean and variance:
Y , ln XT
Xt
∼ N
((
r − σ
2
2
)
(T − t), σ2(T − t)
)
Hence Y can be written using the current spot price Xt and the model parameters
r and σ. We can thus rewrite the risk-neutral formula as follows:
V (t,Xt) = Xte
−r(T−t)
∫ ∞
−∞
h(ey)φY (y)dy,
where φY is the density function of the normal random variable Y defined above.
European call and put prices can then be calculated by calculating the above inte-
gral for h(x) = (x−K)+ or h(x) = (K−x)+, respectively, leading to the well-known
Black-Scholes formulae for European Calls and Puts prices (see, for instance, Propo-
sition 7.10 in Bjork [4], page 105).
Theorem 2.2.1 (Black-Scholes formulae for European Calls and Puts). The price
of a European Call option written on an underlying asset X modelled using the
Black-Scholes model (BS) is given by:
V Call(t, x) = xφ(d1)− e−r(T−t)Kφ(d2)
V Put(t, x) = e−r(T−t)Kφ(−d2)− xφ(−d1)
where φ is the cumulative distribution function of a standard normally distributed
random variable and d1, d2 are defined as:
d1,2 =
1
σ
√
T − t ln
x
K
+
(
r ± σ
2
2
)
(T − t).
1For general stochastic calculus and definition of the Brownian Motion, we refer to Karatzas,
Shreve [31]
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American Options The case of American Options is less fortunate and no an-
alytical formulae are available for the price of these options, even in the Black-
Scholes model. The pricing of American Options introduces the problem of opti-
mally stopping before maturity and has been studied in the Black-Scholes model
(with time-dependent parameters) by numerous authors, see for instance Bensous-
san [3], Karatzas [29], Jaillet, Lamberton, Lapeyre [27], Jacka [26] and Myneni [37].
The fair price at time t ≤ T , of the American claim with payoff function h is
defined as:
V AO(t,Xt) , ess supt≤τ≤TE
[
e−r(T−t)h(Xτ )|Ft
]
.
It has been then shown that it is never optimal to exercise the American claim at
any time before:
τˆt,x , inf{s ∈ [t, T ] : V (s,Xs) = h(X t,xs )}
which is thus called ”optimal stopping time”.
This problem has been studied using stochastic control theory, for instance by
Krylov in [32] and the price function V AO has been shown to satisfy - under certain
regularity conditions - a PDE which is different from the Black-Scholes equation
for European claims. More precisely, denoting by Et,x the expectation induced by
the process X, starting at Xt = x, we have the following result (see, for instance,
Karatzas and Shreve [30] or Jaillet, Lamberton, Lapeyre [27]):
Theorem 2.2.2 (American option price in the Black-Scholes model). Consider a
stock price process X satisfying the Black-Scholes model (BS) and a payoff func-
tion h. If the value function V defined by:
V (t, x) = sup
t≤τ≤T
Et,x
[
e−r(T−t)h(Xτ )
]
is of class C1,2, then it can be characterised by the following PDE:min{LV (t, x), V (t, x)− h(x)} = 0, ∀(t, x) ∈ [0, T ]× R+V (T, x) = h(x), ∀x ∈ R+
where
LV (t, x) , rV (t, x)− ∂V (t, x)
∂t
− rx∂V (t, x)
∂x
− 1
2
σ2x2
∂2V (t, x)
∂x2
.
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As can be noticed, the above PDE is not a simple equality involving a differential
operator, but involves a minimum function. This is just a condensed form of a set
of variational inequalities be satisfied by the value function V . Indeed, the above
PDE can be equivalently written as follows:
LV (t, x) ≥ 0, ∀(t, x) ∈ [0, T ]× R+
V (t, x)− h(x) ≥ 0, ∀(t, x) ∈ [0, T ]× R+
(V (t, x)− h(x))LV (t, x) = 0, ∀(t, x) ∈ [0, T ]× R+
V (T, x) = h(x), ∀x ∈ R+.
This leads to the concept of ”Continuation region” for the American option
pricing function, defined as:
C , {(t, x) ∈ [0, T ]× R+ : V (t, x) > h(x)},
while its complementary is called the ”Exercise region”, suggesting that it is optimal
to exercise the American option as soon as the process (t,Xt) enters this set:
E , {(t, x) ∈ [0, T ]× R+ : V (t, x) = h(x)}.
Using these notations, an equivalent formulation of the PDE for the American option
price is as follows: 
LV (t, x) = 0, ∀(t, x) ∈ C
V (t, x) = h(x), ∀(t, x) ∈ E
V (t, x) ≥ h(x), ∀(t, x)
Note that on the continuation region, the price function of the American option price
satisfies a PDE which is exactly the Black-Scholes PDE satisfied by the European
price:
LV (t, x) = 0,
while in the exercise region the value function is indeed equal to the payoff function.
Recalling that by definition of the value function, we always have V (t, x) ≥ h(x), we
see that E is also the boundary of the continuation region. Unfortunately, neither
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the continuation region C, nor its boundary ∂C are given a priori, but are intrinsi-
cally defined by the solution of the PDE. For this reason, the PDE satisfied by the
American option price is also called ”free boundary problem”. Many authors have
studied the nature of the free boundary and the smoothness of the solution near this
boundary (smooth-fit principle), see or instance Jacka [26], Peskir and Shiryaev [39]
and De Angelis and Peskir [10].
An important characteristic of the Black-Scholes model is that it is complete
(see chapters 8 and 12 in Bjo¨rk [4]), which tells us that any attainable claim can be
replicated by an appropriate strategy. We state this in the following Theorem (see
Theorem 8.5, page 119, in Bjo¨rk [4]), which specifies how such a replicating strategy
can be built in the Black-Scholes model.
Theorem 2.2.3 (Delta-hedging in the Black-Scholes model). Consider a stock price
process X modelled using the Black-Scholes model (BS) and a payoff function h.
Then the contingent claim h(XT ) can be replicated by a portfolio (pi
0, pi) defined by:
pit ,
∂V (t,Xt)
∂x
pi0t ,
V (t,Xt)− pitXt
Bt
, t ∈ [0, T ],
where V (t, x) is the solution of the Black-Scholes equation:

∂V (t, x)
∂t
+ rx
∂V (t, x)
∂x
+
1
2
σ2x2
∂2V (t, x)
∂x2
− rV (t, x) = 0
V (T, x) = h(x).
Note that in the above, pi0t and pit represent the number of (non-risky) bonds
B and the number of shares of the risky asset X necessary at time t to hedge the
European claim h(XT ). By extension to the American claim, this can be replicated
by the same strategy, up to the optimal exercise time, which corresponds to the
continuation region of the characterising equation, where the Black-Scholes equation
is verified, as explained above.
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2.3 The Uncertain Volatility Model
As described in the previous chapter, M. Avellaneda, A. Levy and A. Parras in-
troduced in their paper from 1995 ([2]) the concept of uncertain volatility model,
generalising the framework of the one-dimensional Black-Scholes model, adding ran-
domness in the volatility parameter of the underlying asset dynamics. They assume
that under the risk-neutral measure, the underlying asset X follows the dynamics:
dXt = rXtdt+ σtXtdWt
where σt is an adapted stochastic process such that:
σmin ≤ σt ≤ σmax, P−a.s.
for some positive constants σmin and σmax. Considering further the class P of all
probability measures on the set of trajectories of Xt, 0 ≤ t ≤ T defined above and
assuming there are no arbitrage opportunities in the market, then the fair price of
the derivative defined by a payoff function h is expected to lie between:
V −(t,Xt) , inf
P∈P
EP
[
e−r(T−t)h(XT )|Ft
]
and
V +(t,Xt) , sup
P∈P
EP
[
e−r(T−t)h(XT )|Ft
]
.
They further observe that V − and V + can be viewed as value functions of stochastic
control problems where the control parameter is the volatility σt. Using stochastic
control arguments, they suggest that functions V + and V − above can be char-
acterised by dynamic programming equations of Hamilton-Jacobi-Bellman (HJB)
type. Specifically, V + verifies the Cauchy problem:
∂V (t, x)
∂t
+ rx
∂V (t, x)
∂x
− rV (t, x) + 1
2
σ(t, x)2x2
∂2V (t, x)
∂x2
= 0
V (T, x) = h(x)
where
σ(t, x) ,

σmax, if
∂2V (t, x)
∂x2
≥ 0
σmin, if
∂2V (t, x)
∂x2
< 0.
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It is easily seen that the above equation can be written in a more condensed notation
as follows:
∂V (t, x)
∂t
+ rx
∂V (t, x)
∂x
− rV (t, x) + 1
2
sup
σ∈[σmin,σmax]
(
σ2x2
∂2V (t, x)
∂x2
)
= 0
V (T, x) = h(x).
(2.1)
Similarly, V − verifies
∂V (t, x)
∂t
+ rx
∂V (t, x)
∂x
− rV (t, x) + 1
2
σ(t, x)2x2
∂2V (t, x)
∂x2
= 0
V (T, x) = h(x)
with
σ(t, x) ,

σmax, if
∂2V (t, x)
∂x2
≤ 0
σmin, if
∂2V (t, x)
∂x2
> 0.
or alternatively:
∂V (t, x)
∂t
+ rx
∂V (t, x)
∂x
− rV (t, x) + 1
2
inf
σ∈[σmin,σmax]
(
σ2x2
∂2V (t, x)
∂x2
)
= 0
V (T, x) = h(x).
(2.2)
Equations (2.1) and (2.2) are generalisations of the Black-Scholes equations for Euro-
pean option prices and are termed Black-Scholes-Barenblatt equations in this paper.
The main difference with the classical Black-Scholes equation is that it contains a
non-linear term in the usual second order term of the differential operator, which
adds another layer of difficulty when searching for solutions.
It is further shown that self-financing trading strategies defined using V +(t, x)
as initial investment and a number ∂V +(t, x)/∂x of shares of stock X will produce
a portfolio value that is higher that a long position in the European derivative.
Intuitively, one can think of the solution of equation (2.1) as being precisely the
Black-Scholes price of a European option on X, when the actual volatility of X
is σ, as defined above. In this case, the trading strategy (V +(t, x), ∂V +(t, x)/∂x)
would perfectly hedge the claim. Nevertheless, if this weren’t true, then it is proven
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that this same hedging strategy will dominate (or ”overhedge”) the claim h(XT ).
Moreover, this strategy has the smallest cost among all super-hedging strategies,
since σ is already a possible volatility, in particular, it is the ”worst case scenario
volatility in the context of this model”2.
A similar argument shows that (V −(t, x), ∂V −(t, x)/∂x) is a sub-hedging (or
sub-replicating strategy) of the European claim. It follows that solutions V +(t, x)
and V −(t, x) of the above BSB equations represent lower and upper bounds for the
fair price of the European derivative and provide - together with their trading ratios
∂V −(t, x)/∂ - a riskless way to hedge a long position in this derivative, almost surely,
i.e. whatever volatility is verified in the market for the stock X (within the band
[σmin, σmax]).
2.4 Super-replication Approach for European Multi
Asset Derivatives
An extension of the Uncertain Volatility model to the multi-dimensional case was
first studied by F. Gozzi and T. Vargiolu, in their paper [20]. They derived the
pricing equation for European multi-asset derivatives using the super-replication
approach and the concept of uncertain volatility originally introduced by Avellaneda,
Levy, Paras in [2].
In extending the pricing framework to multi-asset derivatives, a set of SDEs is
needed to model the dynamics of the N underlying stocks. These can be specified
under the risk-neutral measure, as shown in Section 2.1, when the short rate r(t)
appears in the drift of the log-normal processes X1, . . . , XN and the bank account
is the nume´raire. In some cases, this can be further simplified by passing to a so
called T - forward measure, taking the T zero-coupon bond as nume´raire, under
which the dynamics of the stock price have no drift. This can be done when only
European contingent claims (with maturity T ) are considered. Specifically, Gozzi
and Vargiolu assumed that the N stocks have the following dynamics under the T
2See [2]
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- forward measure Q:
dX it = X
i
t〈σit, dWt〉, i = 1, . . . , N (2.3)
where the volatility σi is a d- dimensional process, such that σ = (σi)i is progressively
measurable with respect to the filtration (Ft)t and takes values in a closed, bounded
subset of the n×d real matrices, Σ. Here (Wt) is a d - dimensional Brownian motion,
adapted to the filtration (Ft)t.
Further, a payoff function h is assumed to be locally Lipschitz continuous and
with polynomial growth and the pricing of the European claim h(XT ) is studied using
the super-replication approach presented in the previous section for a single asset.
Defining ν to be a 4-uple:
ν = (Ω, (Fu)u∈[t,T ],P,W )
and the set of admissible volatilities on this space by At,ν(Σ), for each admissible
volatility γ ∈ A(Σ), the processes Xγ are defined as in (2.3), but using the subjective
volatility γ. Then, considering all possible such 4-uples ν, we define the super-
replication price V +(t, x) as:
V +(t, x) = sup
ν
sup
γ∈Aν,t(Σ)
EQ[h(XγT )].
while the sub-replicating price is:
V −(t, x) = inf
ν
inf
γ∈Aν,t(Σ)
EQ[h(XγT )].
providing, similarly to the single asset case, lower and upper bounds for any no-
arbitrage price of the given claim.
Using results proven by Vargiolu in [42] and by Romagnoli and Vargiolu in [41],
it is shown that V +(t, x) is the unique viscosity solution of a BSB (Black-Scholes-
Barenblatt) equation:
∂V (t, x)
∂t
+
1
2
max
γ∈Σ
Tr
(
(xγ)(xγ)TD2xV (t, x)
)
= 0, (t, x) ∈ [0, T )× RN+
V (T, x) = h(x), x ∈ RN+ .
(2.4)
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which completes the characterisation of the super-replication price by the BSB equa-
tion, in the multi-dimensional case.
Regularity of the viscosity solution of (2.4) is also discussed. In particular, when
the payoff function h is locally Lipschitz continuous and both h and Dxh have
polynomial growth, the super-replicating price function V +(t, x) is also proven to
have generalised first order derivatives, with polynomial growth, allowing to define
the super-replicating strategy (V +(t,Xt), DxV
+(t,Xt)) at every point in time t.
Moreover, if equation (2.4) is uniformly parabolic, then function V + is of class C1,2
and Itoˆ’s formula can be used to show that (V +(t,Xt), DxV
+(t,Xt)) provide indeed
a Markov super-hedging strategy for the European derivative.
Finally, it is also shown that if in addition, the payoff function h is convex and
other regularity conditions are satisfied by the law of processes X, then the uniform
parabolicity condition is not necessary to prove that (V +(t,Xt), DxV
+(t,Xt)) is a
super-replicating Markov strategy.
In the following chapter we introduce our multi-dimensional uncertain volatility
model, with the goal of studying the pricing and hedging of American multi-asset
derivatives using this same super-replication approach. Note that unlike the case of
European claims, in the American case we cannot work under the forward measure,
as was done in this section, since the exercise time of the American option is not
known a priori, therefore the maturity of the bond, T , to be used as a nume´raire
is also unknown. We’ll thus work under the risk-neutral measure, using the general
dynamics for X presented at the beginning of section 2.1, with strictly positive short
rate r.
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Chapter 3
The American Option Problem in
the Uncertain Volatility Model
3.1 The Model
We present here our model, starting from the notations and the general setting
described in Section 2.1. Just like before, we assume that we have N continuously
traded risky assets (the stocks) and a risk-free asset, the money market, whose
dynamics evolve according to the following SDEs, under the risk-neutral probability
P:
dBt = r(t)Btdt, t ∈ [0, T ],
dX it = r(t)X
i
tdt+X
i
t
N∑
j=1
σij(t)dW
j
t , t ∈ (0, T ]
and with initial conditions:
B0 = 1
X i(0) = xi > 0, i = 1, . . . , N.
Denoting by Xs the N -dimensional diagonal matrix diag(X
1
s , . . . , X
N
s ), we can
rewrite the above as an SDE in matrix form for our N -dimensional stochastic process
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X as:
dXt = r(t)Xtdt+Xsσ(s)dWs, t ∈ (0, T ] (3.1)
X0 = x0, x0 ∈ RN+ ,
where the Brownian motions W 1t , . . .W
N
t and the probability space (Ω,F,P are de-
fined in the before mentioned section 2.1. As usual, under the risk-neutral probabil-
ity P, the discounted stock prices X it/Bt are martingales. We assume that the inter-
est rates process r(t) is a deterministic process and we model the volatilities of the
risky assets by a stochastic matrix process {σ(t) = (σij(t))i,j=1..N , 0 ≤ t ≤ T}, taking
values in some closed, bounded set of N -dimensional squared matrices Σ ⊂MN(R).
The following is the first important assumption of our stochastic volatility model,
namely, we assume that:
Assumption 1 (Boundedness). The coefficients of the stochastic processes B,X
are measurable functions taking values in some closed, bounded sets:
r : [0, T ]→ [0,M ], σ : [0, T ]× Ω→ Σ ⊂MN(R)
In particular, there exists a positive constant M > 0 such that
0 ≤ r(t) + ‖γ‖ ≤M ∀ t ∈ [0, T ],∀ γ ∈ Σ ⊂MN(R)
Here the matrix norm is defined as ‖γ‖ , √Tr(γTγ), with γT the transpose of
matrix γ.
Consider also an economic agent in this market, who wants to sell an American
option, written on the underlying asset X, with payoff function h and maturity T .
We shall consider payoff functions satisfying the following condition:
Assumption 2 (Polynomial growth). The payoff h is a continuous function
h : RN+ → R with polynomial growth. Specifically:
∃m ≥ 0, C > 0 : |h(x)| ≤ C(1 + |x|m), ∀x ∈ RN+ .
The agent will fix a price Pt at time t for the American option and will build
a self-financing portfolio Π· = (pi0· , pi·), consisting of pi
0
t units of the bond and of pi
i
t
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units of the i-th stock, at each time t ∈ [0, T ]. We denote the value of the portfolio
Π = (pi0, pi) at time t by:
Yt , pi0tBt + 〈pit, Xt〉.
Obviously, to avoid arbitrage opportunities, the value of the portfolio at time 0 must
be equal to the price of the option: y = Y0 = P0.
Definition 3.1.1. i). We say that a portfolio Π = (pi0, pi) is self−financing if it
verifies:
dYt = pi
0
t dBt + 〈pit, dXt〉
ii) Let {Πt = (pi0t , pit), t ∈ [0, T ]} be a bounded adapted process.
We say that Π is an admissible portfolio if it is a self-financing portfolio and if its
value Yt satisfies the following:
E
(∫ T
0
Y 2t dt
)
<∞
Yt ≥ 0, ∀t ∈ [0, T ].
Remark 3.1.2. If the portfolio Π = (pi0, pi) is self-financing, then it is completely
determined by pi and the initial wealth Y0 = y.
Indeed, since pi0t = (Yt − 〈pit, Xt〉)/Bt and Π is self-financing, we have:
dYt = r(t)(Yt − 〈pit, Xt〉)dt+ 〈pit, dXt〉
which further becomes:
Y pit = Bt
[
Y0 +
∫ t
0
〈
piu, d
(
Xu
Bu
)〉]
or, more generally:
Y pis =
Bs
Bt
[
Y pit +
∫ s
t
〈
piu, d
(
Xu
Bu
)〉]
, ∀s ∈ [t, T ]. (3.2)
Hence, the value of the portfolio at any time t is determined by Y0 and piu, u ∈ [0, t)
For this reason, we shall refer in what follows to admissible portfolios pi instead
of (pi0, pi) and we write pi ∈ A for an admissible portfolio.
32 The American Option Problem in the Uncertain Volatility Model
Definition 3.1.3. A price process for the American option characterized by the
payoff h and the expiration T is any adapted process {Ps; t ≤ s ≤ T} satisfying:
Ps ≥ h(Xs), ∀ t ≤ s ≤ T
PT = h(XT ).
We consider here the case where the agent does not know the true volatility σ of
the stock prices. Then, in order to cover himself against all possible risk, the agent
will try to find a way to hedge the American claim by taking into consideration all
possible volatilities of the stock processes.
Definition 3.1.4. We call admissible volatility any stochastic process {γ(u)}t≤u≤T
which is progressively measurable with respect to the filtration F and which takes
values in Σ. Denote by A(Σ) the set of all admissible volatilities.
Remark 3.1.5. We note that A(Σ) is, in fact, the set of restrictions of progressively
measurable processes γ : R+ × Ω → Σ to those defined only on [t, T ] × Ω. For
simplicity, we choose to omit this dependence in the remainder of this document and
write A(Σ) instead of A[t,T ](Σ).
For every triple (t, x, γ) ∈ [0, T ]×RN+ ×A(Σ), we define the process X t,x,γ to be
the price of the risky asset starting at time t from the value x and with volatility γ:
Xu = x+
∫ u
t
r(s)Xsds+
∫ u
t
γ(s)XsdWs, γ ∈ A(Σ), u ∈ [t, T ] (3.3)
where as before, Xs = Diag(X
1
s , . . . , X
N
s ).
Notation 1. For convenience, we use the superscript t, x, γ on the expectation sym-
bol when the quantities under expectation depend on t, x, γ. Therefore, for a process
X t,x,γ defined above we write, for example:
E
(
X t,x,γT
)
= Et,x,γ(XT ).
Because of the stochastic volatility, the market is not complete and in general the
agent cannot expect to perfectly replicate the claim h. Therefore, he chooses a price
for the American claim using the super-replication approach, which we describe in
the following definition:
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Definition 3.1.6. Let t ∈ [0, T ] and suppose that the price of the underlying asset
at time t is x.
a) The super-replicating price for the American contingent claim h at time t is:
P+(t, x) , inf
{
y ∈ R : ∀γ ∈ A(Σ) ∃ pi ∈ A s.t.
Y pit = y, Y
pi
u ≥ h(X t,x,γu ) P− a.s. ∀u ∈ [t, T ]
}
.
Any such process pi, which may depend on γ, defines a superstrategy.
b) The sub-replicating price for the American contingent claim h at time t is:
P−(t, x) , sup
{
y ∈ R : ∀γ ∈ A(Σ) ∃τ ∈ Tt, pi ∈ A s.t.
Y pit = y, Y
pi
τ ≤ h(X t,x,γτ ) P− a.s.
}
.
Any such process pi, which may depend on γ, defines a substrategy.
Remark 3.1.7. If P+(t, x) = P−(t, x) , P (t, x), then P (t, x) is the arbitrage
free price of the American contingent claim h at time t.
As already noticed, the super/sub-strategies from the above definitions depend
on the volatility process γ which is a priori unknown to the agent. For this reason
we will be interested in calculating the strategy pi using only data which is directly
observable from the market. Therefore, we will look for strategies that are only
calculated based on market observables, i.e. strategies of the form pit = pi(t,Xt),
that we call, following [20], Markov super/sub-strategies.
Similarly to the European case studied by Gozzi and Vargiolu in [20], we note
that the super- and sub- strategies can create arbitrage opportunities: if we have a
superstrategy pi, built based on an assumed volatility γ, such that Y piu ≥ h(Xγu ) P-
a.s. for all u ≤ T and Y piu > h(Xσu ) with positive probability, for all u ≤ T (for
the true volatility σ), then a profit can be made with no initial investment. Hence,
the super-replication price P+(t, x) (respectively P−(t, x)) has to be interpreted as
an arbitrage upper bound (respectively arbitrage lower bound) for the price of the
claim at time t. Indeed, if the price of the American claim was larger than P+(t, x),
we could build an arbitrage by shortselling the American claim and purchasing the
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super-replicating portfolio, ensuring a positive profit Yu−h(Xu) > 0 at any possible
exercise time u ≤ T .
The superreplicating approach provides thus with upper and lower bounds for
the price of the American claim.
Following the pricing theory in stochastic volatility models (see [2], [9], [13])
we expect that the superreplication price and the (Markov) superstrategy in this
context be given by:
P+(t,Xt) = v(t,Xt) piu = Dxv(u,Xu), u ∈ [t, T ]
where v is the solution of the following variational inequality:min{Lv(t, x), v(t, x)− h(x)} = 0, (t, x) ∈ [0, T )× R
N
+
v(T, x) = h(x), x ∈ RN+
(3.4)
where L is defined as follows:
Lv(t, x) = r(t)v(t, x)− ∂
∂t
v(t, x)−
N∑
i=1
r(t)xi
∂
∂xi
v(t, x)−1
2
sup
γ∈Σ
Tr
[
D2xv(t, x)(xγ)(xγ)
T
]
.
(3.5)
We denoted by x = Diag(x) and by AT the transpose of matrix A.
This equation is the corresponding Bellman equation of a stochastic control problem,
where the value function is defined by
v(t, x) , sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft] = sup
γ∈A(Σ)
vγ(t, x). (3.6)
Here the control is the volatility γ ∈ A(Σ), while the function
vγ(t, x) , sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )|Ft
]
represents the calculated price of the American claim under some subjective volatil-
ity γ. We denoted by Tt the set of all Markov times of the filtration F, taking values
in [t, T ].
Using the definition of v and choosing particular stopping times under the supre-
mum, we can derive useful properties of the value function, outlined in the following
proposition:
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Proposition 3.1.8. Let (t, x) ∈ [0, T ]× RN+ and let v be the value function defined
in (3.6). The following are true:
(i) The option price at maturity equals the actual value of the payoff:
v(T, x) = h(x).
(ii) At inception, the option price is greater than the value of the payoff function:
v(t, x) ≥ h(x), ∀(t, x) ∈ [0, T ]× RN+ .
Proof. (i)-(ii) The first two assertions are easily derived by fixing τ = t and τ = T
respectively, among all possible stopping times under the supremum:
v(T, x) = sup
γ∈A(Σ)
E
[
h(XT,x,γT )
∣∣FT] = h(x)
and
v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft]
≥ sup
γ∈A(Σ)
E
[
e−
∫ t
t r(s)dsh(X t,x,γt )
∣∣Ft] = h(x).
In order to find the price of the American option, we exhibit first the correspond-
ing dynamic programming principle for our value function v. Further, we investigate
its regularity and we prove that v is in some sense the unique solution of equation
(3.4).
3.2 Dynamic Programming Principle
In this section we study some properties of the value function v from (3.6). We
derive a dynamic programming principle for our control problem with stopping time
and then prove continuity of the value function. We start with deriving growth
estimates of the underlying process X and we introduce the randomized stopping
method that will lead us to prove the dynamic programming principle with stopping
time.
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3.2.1 Useful Properties
To fix ideas, we define first the value function v as follows:
Definition 3.2.1. For all t ∈ [0, T ], x ∈ RN+ , the value function v of the optimal
control problem is defined as:
v(t, x) , sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft] . (3.7)
For a fixed control γ ∈ A(Σ), we also define vγ(t, x) as:
vγ(t, x) , sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft]
and thus:
v(t, x) = sup
γ∈A(Σ)
vγ(t, x).
A pseudo-Markov property for controlled diffusion processes was proven by Claisse,
Talay and Tan (see [6]) for a general payoff function Φ(X t,x,γ) acting on the entire
path of the process X. We apply this result in a simpler form, with Φ defined as:
Φ(X t,x,γ) = Φτ (X t,x,γ) , e−
∫ τ
t r(s)dsh(X t,x,γτ )
for a given, fixed τ ∈ Tt, as used in our control problem (3.7). This result will
allow us to use the expectation of the discounted payoff, instead of the conditional
expectation with respect to the filtration Ft. Specifically, we have the following
important result:
Proposition 3.2.2. Let r and γ ∈ A(Σ) satisfy the Boundedness Assumption 1 and
τ ∈ Tt. Then the have:
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft] (ω) = E [e− ∫ τt r(s)dsh(X t,x,γτ )] P(dω)− a.s.
Proof. For each (t, x, γ) ∈ R+ × RN+ ×A(Σ), define:
J(t, x, γ) , E
[
Φ(X t,x,γ)
]
= E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
]
.
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Using Theorem 2.2 in [6] with a deterministic time τ ≡ t, we get that:
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft] (ω) = J (t,X t,x,γt (ω), γ) , P(dω)−a.s.
which simply means that:
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft] (ω) = J (t, x, γ) = E [e− ∫ τt r(s)dsh(X t,x,γτ )] P(dω)−a.s.
Notation We denote by ‖X‖∞,t,T the sup norm of the process X over [t, T ]:
‖X‖∞,t,T , sup
s∈[t,T ]
|Xs|.
The following growth property of the underlying diffusion process X is essential
in deriving the properties of the price function v and has been proven in numerous
places. We present it here for convenience and refer to [32] for its full proof.
Theorem 3.2.3. Let random processes
b : [0, T ]× RN × Ω→ RN
σ : [0, T ]× RN × Ω→MN(R)
be progressively measurable with respect to the filtration F. Assume that for all
(t, x, ω) ∈ [0, T ]× RN × Ω the following is satisfied:
‖σ(t, x)‖+ |b(t, x)| ≤M(1 + |x|)
for some constant M > 0. Let X be a solution of the stochastic equation
XT = x+
∫ T
t
b(u,Xu)du+
∫ T
t
σ(u,Xu)dWu.
Then for any q ≥ 0 there exists a positive constant K such that
E sup
s∈[t,T ]
|Xs|q ≤ KeK(T−t)(1 + |x|q)
E sup
s∈[t,T ]
|Xs − x|q ≤ K(T − t)q/2eK(T−t)(1 + |x|q),
where K = K(q,M) depends only on q and the constant M above.
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Proof. See [32], Corollary 2.5.12, page 86.
Remark 3.2.4. If processes γ ∈ A(Σ) and r satisfy the Boundedness Assump-
tion 1, we can write that b(t, x) , r(t)x and the matrix σ(t, x) , xγ(t) verify the
conditions of Theorem 3.2.3 and therefore, for any q ≥ 0 there exists a constant
Kq = K(q,M) > 0 such that:
E‖X t,x,γ‖q∞,t,T ≤ Kq(1 + |x|q).
and where Kq = K(q,M)e
K(q,M)(T−t) depends only on the bound M given in As-
sumption 1 and the time horizon T − t.
Lemma 3.2.5. a) Let t ∈ [0, T ], x ∈ RN , γ ∈ A(Σ) and let f : [0, T ]×RN → R and
h : RN → R be continuous functions satisfying:
|h(x)| ≤ Km(1 + |x|m)
|f(t, x)| ≤ Km(1 + |x|m)
for some m ≥ 0, a constant Km > 0 and for all (t, x) ∈ [0, T ]× RN .
If the function V is given by:
V (t, x) = sup
γ∈A(Σ)
Et,x,γ
[∫ T
t
f (s,Xs) e
− ∫ st r(u)duds+ h (XT ) e− ∫ Tt r(u)du
]
then the process
Kt,x,γs := V (s,X
t,x,γ
s )e
− ∫ st r(u)du +
∫ s
t
f(u,X t,x,γu )e
− ∫ ut r(p)dpdu
is a continuous supermartingale on [t, T ].
b) Let {Kt}t≥0 be a supermartingale with continuous trajectories such that
E sup
t≤T
|Kt| <∞
and let Φt be a nonnegative continuous progressively measurable process, which in-
creases (or decreases) in t for every ω. If Φt is bounded, then the process
ρt = KtΦt −
∫ t
0
KsdΦs
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is a supermartingale. Moreover, for any stopping time τ < T , we have:
E(ρτ ) ≥ sup
t,ω
ΦtE(KT −K0) + EK0Φ0.
Proof. See [32], Lemma 3.3.5, p. 149 and Lemma (Appendix 2) p. 300.
Our value function (corresponding to the super-replication price), is defined by:
v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ[e−
∫ τ
t r(s)dsh(Xτ )].
Since the function v is a supremum over all stopping times τ ∈ Tt, in order to
get regularity for v, we need to first study the dependence on x of the function
vγ,τ (t, x) = Et,x,γ[e−
∫ τ
t r(s)dsh(Xτ )], for arbirary fixed controls γ and τ .
The main problem arising here is that once fixed, the stopping time τ might
depend on x, but we have no information at all about the way this can occur. Thus,
it becomes difficult to prove regularity of v with respect to the variable x using
direct methods. Therefore, we shall reformulate our problem in order to obtain
the results we need. For this purpose, we shall use the method of randomized
stopping, following an idea of Krylov [32]. Roughly speaking, the method consists
in introducing a multiplier exp(− ∫ s
t
qudu) into the functional characterizing the
payoff and adding a“payoff rate” qsh(Xs) per unit time on [0, T ]. We thus carry out
the following construction:
For n > 0, let Qn be the set of all processes (qt)t≥0, progressively measurable
with respect to the filtration F, satisfying qt(ω) ∈ [0, n], ∀(t, ω) and define a new set
of controls Bn = A(Σ)×Qn. Define also Q =
⋃
nQn and B =
⋃
n Bn
In this case, each strategy β ∈ Bn is, in fact, a pair of processes (γ, q), with
(γt)t ∈ A(Σ) and (qt)t ∈ Qn. Since we maintain the same coefficients as in (3.3), we
can write X t,x,βu = X
t,x,γ
u . For each n > 0, we define
vn(t, x) , sup
β∈Bn
E
[∫ T
t
qsh(X
t,x,β
s )e
− ∫ st (r(u)+qu)duds+ h(X t,x,βT )e− ∫ Tt (r(u)+qu)du
]
(3.8)
= sup
β∈Bn
Et,x,β
[∫ T
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds+ h(XT )e− ∫ Tt (r(u)+qu)du
]
.
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We remark here that vn is the value function of a control problem without stop-
ping, where the supremum is taken over the set of controls Bn, hence, the already
known results of the theory can be applied to the function vn (see, for instance,
Krylov [32], Lemma 7, page 150. In particular, vn(T, x) = h(x), vn is continuous
with respect to (t, x) and satisfies the classical Bellman principle for control problems
without stopping:
Proposition 3.2.6 (DPP without stopping). Let (t, x) ∈ [0, T ] × RN+ , n ∈ N and
assume that for each control β = (γ, q) ∈ Bn we are given a stopping time τ = τ(β)
which is Markov with respect to the filtration F. We then have:
vn(t, x) = sup
β∈Bn
Et,x,β
[∫ τ
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds+ vn(τ,Xτ )e− ∫ τt (r(u)+qu)du
]
.
Proof. The claim follows from Theorem 3.1.6, page 132 in [32], for the special case
of r ≡ 0 and for fαs(s,Xs) = qsh(Xs).
An immediate application of Lemma 3.2.5 gives the following useful result:
Lemma 3.2.7. Let t ∈ [0, T ], x ∈ RN , β = (γ, q) ∈ B. Then
ρn,βs = vn(s,X
t,x,γ
s )e
− ∫ st (r(u)+qu)du +
∫ s
t
quvn(u,X
t,x,γ
u )e
− ∫ ut (r(p)+qp)dpdu
defined for s ∈ [t, T ], is a continuous supermartingale.
Proof. We apply Lemma 3.2.5 a) with V (t, x) = vn(t, x) to deduce that for each
n ∈ N and (γ, q) ∈ B, the process
Kn,βs = vn(s,X
t,x,β
s )e
− ∫ st (r(u)+qu)du +
∫ s
t
quh(X
t,x,β
u )e
− ∫ ut (r(p)+qp)dpdu
is a continuous supermartingale. In particular, choosing q ≡ 0, the control β = (γ, 0)
collapses to γ and therefore
Kγs = vn(s,X
t,x,γ
s )e
− ∫ st r(u)du
is also a supermartingale. Applying now Lemma 3.2.5 b) with Φs = exp
(− ∫ s
t
qudu
)
and K given above, we conclude that ρn,βs = K
n,β
s −
∫ s
0
Kn,βs dΦs is a continuous
supermartingale.
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The following two propositions are essential to establish the relationship between
the functions vn and the value function v. These have been proven in [32] (see Lemma
3.4.3, p. 155) and we present here detailed proofs of both results, for completeness.
Lemma 3.2.8. Let (t, x) ∈ [0, T ] × RN+ , controls γ ∈ A(Σ), q ∈ Q and τ be a
stopping time in Tt. Then:
vn(t, x) = sup
γ∈A(Σ)
Et,x,γ
{
vn(τ,Xτ )e
− ∫ τt (r(u)+qu)du+
+
∫ τ
t
[
n
(
h(Xs)− vn(s,Xs)
)+
+ qsvn(s,Xs)
]
e−
∫ s
t (r(u)+qu)duds
}
. (3.9)
Proof. We remark first that applying the Bellman principle to the value function
V (t, x) , sup
γ∈A(Σ)
Et,x,γ
[
vn(T,XT )e
− ∫ Tt r(u)du +
∫ T
t
n
(
h(Xs)− vn(s,Xs)
)+
e−
∫ s
t r(u)duds
]
implies that for any non-negative process q ∈ Q and any stopping time τ ∈ Tt,
V (t, x) equals the right hand side of (3.9). We therefore only need to prove that
vn(t, x) = V (t, x) ∀ (t, x) ∈ [0, T ]× RN . (3.10)
To achieve this, for any arbitrary control pair β = (γ, q) ∈ Bn we define the processes:
Kβs , vn(s,X t,x,βs )e−
∫ s
t (r(u)+qu)du +
∫ s
t
quh(X
t,x,β
u )e
− ∫ ut (r(p)+qp)dpdu
Φβs , e
∫ s
t qudu.
Note that Kβt and Φ
β
t do not depend on β, as K
β
t = vn(t, x) and Φt = 1. Moreover,
since 0 ≤ qt ≤ n for all t > 0 and ω, we can easily see that the process Φt has an
upper bound and:
en(T−t) = Φβ=(n,γ)T ≤ sup
β,s,ω
Φβs (ω) = sup
β,s,ω
e
∫ s
t qu(ω)du ≤ sup
β,s,ω
en(T−t) = en(T−t).
Hence:
sup
β,s,ω
Φβs (ω) = e
n(T−t) (3.11)
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Furthermore, from Lemma 3.2.5, both (Kβs )s≥0 and the process
ρβs , Kβs Φβs −
∫ s
t
KβudΦ
β
u
are supermartingales. The same lemma states that for any stopping time τ ∈ Tt we
have
Eρβτ ≥
(
sup
s,ω
Φβs (ω)
)
E[KβT −Kβt ] + E[Kβt Φβt ]
=
(
sup
s,ω
Φβs (ω)
)
E[KβT − vn(t, x)] + vn(t, x)
for any control β ∈ Bn and any stopping time τ . In particular, taking τ = T and
using the supermartingale property, we obtain
vn(t, x) = Eρβt ≥ EρβT ≥
(
sup
s,ω
Φβs (ω)
)
E
(
KβT − vn(t, x)
)
+ vn(t, x).
Then taking supremum over all controls β in the right hand side and using (3.11),
we can write:
vn(t, x) ≥ sup
β∈Bn
EρβT ≥ sup
β∈Bn
{(
sup
s,ω
Φβs (ω)
)(
EKβT − vn(t, x)
)}
+ vn(t, x)
≥ en(T−t)
[
sup
β∈Bn
EKβT − vn(t, x)
]
+ vn(t, x).
Noting here that supβ∈Bn EK
β
T gives precisely the expression for vn(t, x), we find
that:
sup
β∈Bn
EρβT = vn(t, x). (3.12)
Using the integration by parts formula, we compute
Et,x,βρT = Et,x,β
[
KTΦT −
∫ T
t
KsdΦs
]
= Et,x,β
[
vn(T,XT )e
− ∫ Tt r(u)du +
(∫ T
t
qsh(Xs)e
− ∫ st qududs
)
e
∫ T
t qudu−
−
∫ T
t
(
vn(s,Xs)e
− ∫ st (r(u)+qu)du +
∫ s
t
quh(Xu)e
− ∫ ut (r(p)+qp)dpdu
)
qse
∫ s
t qududs
]
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= Et,x,β
[
h(XT )e
− ∫ Tt r(u)du + e∫ Tt qudu
∫ T
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds−
−
∫ T
t
qse
∫ s
t qudu
(∫ s
t
quh(Xu)e
− ∫ ut (r(p)+qp)dpdu
)
ds
−
∫ T
t
qsvn(s,Xs)e
− ∫ st r(u)duds
]
= Et,x,β
[
h(XT )e
− ∫ Tt r(u)du+
+
∫ T
t
e
∫ s
t qudu
(
qsh(Xs)e
− ∫ st (r(u)+qu)du) ds− ∫ T
t
qsvn(s,Xs)e
− ∫ st r(u)duds
]
= Et,x,β
[
h(XT )e
− ∫ Tt r(u)du +
∫ T
t
qs (h(Xs)− vn(s,Xs)) e−
∫ s
t r(u)duds
]
.
Since supq∈[0,n] qx = nx
+ for x ∈ R, using an argument similar to (3.12), we deduce
that
sup
β∈Bn
Et,x,βρT = sup
γ∈A(Σ)
Et,x,β
[
h(XT )e
− ∫ Tt r(u)du +
∫ T
t
n
(
h(Xs)− vn(s,Xs)
)+
e−
∫ s
t r(u)duds
]
which combined with (3.12) and the fact that vn(T,XT ) = h(XT ) gives
vn(t, x) = sup
β∈Bn
Et,x,βρT
= sup
γ∈A(Σ)
Et,x,β
[
h(XT )e
− ∫ Tt r(u)du +
∫ T
t
n
(
h(Xs)− vn(s,Xs)
)+
e−
∫ s
t r(u)duds
]
= V (t, x)
and (3.10) is proven.
We can now reconnect the functions vn to the optimal control problem with
stopping time, through the results stated in the following proposition.
Proposition 3.2.9. For each n ∈ N, define the functions
hn : [0, T ]× RN+ → R, hn(t, x) , h(x) ∧ vn(t, x).
Then we have
vn(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
e−
∫ τ
t r(u)duhn(τ,Xτ )
]
.
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Proof. For q ≡ 0, the assertion of Lemma 3.2.8 yields
vn(t, x) = sup
γ∈A(Σ)
Et,x,γ
[
vn(τ,Xτ )e
− ∫ τt r(u)du +
∫ τ
t
n
(
h(Xs)− vn(s,Xs)
)+
e−
∫ s
t r(u)duds
]
(3.13)
for any stopping time τ ∈ Tt. The definition of hn implies vn ≥ h ∧ vn = hn and
therefore
vn(t, x) ≥ sup
γ∈A(Σ)
Et,x,γ
[
e−
∫ τ
t r(u)duhn(τ,Xτ )
]
and taking supremum over all stopping times in Tt:
vn(t, x) ≥ sup
τ∈Tt
sup
γ∈A(Σ)
Et,x,γ
[
e−
∫ τ
t r(u)duhn(τ,Xτ )
]
. (3.14)
If we consider now τ0 = τ
t,x,γ
0 = inf{s ≥ t : h(X t,x,γs ) ≥ vn(s,X t,x,γs )} then, for each
triple (t, x, γ), we have
hn(τ0, Xτ0) = h(Xτ0) ∧ vn(τ0, Xτ0) = vn(τ0, Xτ0).
Moreover, for any s < τ0, we get that
(
h(Xs) − vn(s,Xs)
)+
= 0 and hn(s,Xs) =
h(t,Xs). Then (3.13) with τ0 writes:
vn(t, x) = sup
γ∈A(Σ)
Et,x,γ
[
e−
∫ τ0
t r(u)duvn(τ0, Xτ0)
]
= sup
γ∈A(Σ)
Et,x,γ
[
e−
∫ τ0
t r(u)duhn(τ0, Xτ0)
]
which proves that we cannot have a strict inequality in (3.14) and therefore
vn(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
e−
∫ τ
t r(u)duhn(τ,Xτ )
]
.
The proof is complete.
Remark 3.2.10. Since obviously, h ∧ vn = hn ≤ h, the assertion of the previous
proposition leads to vn ≤ v.
We are now able to prove that the functions vn inherit the polynomial growth of
the function h. In other words, we have the following result:
3.2. Dynamic Programming Principle 45
Proposition 3.2.11. If the processes r and γ ∈ A(Σ) satisfy Assumption 1 and
the payoff function h satisfies Assumption 2, then functions v and vn also have
polynomial growth
|vn(t, x)| ≤ Km(1 + |x|m) (3.15)
|v(t, x)| ≤ Km(1 + |x|m)
for all t ≤ T, x ∈ RN+ , n ∈ N and for some positive constant Km = Km(C,M, T − t).
Proof. We now know that vn ≤ v, by the previous remark. Then, using the polyno-
mial growth of h from Assumption 2, we can write
vn(t, x) ≤ v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γe−
∫ τ
t r(u)duh(Xτ )
≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γe−
∫ τ
t r(u)du |h(Xτ )| ≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ |h(Xτ )|
≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γC(1 + |Xτ |m) ≤ C sup
γ∈A(Σ)
Et,x,γ sup
t≤s≤T
(1 + |Xs|m)
= C sup
γ∈A(Σ)
Et,x,γ(1 + ‖X‖m∞,t,T ) = C
(
1 + sup
γ∈A(Σ)
Et,x,γ‖X‖m∞,t,T
)
.
We now look at finding a lower bound for vn(t, x). By definition of vn, in (3.8) we
can choose β = (γ, 0) and get:
vn(t, x) ≥ Et,x,γ
(
h(XT )e
− ∫ Tt r(u)du) ≥ − ∣∣Et,x,γh(XT )∣∣ e− ∫ Tt r(u)du
≥ − ∣∣Et,x,γh(XT )∣∣ ≥ −Et,x,γ |h(XT )| ≥ −Et,x,γC(1 + |XT |m)
≥ −C (1 + Et,x,γ‖X‖m∞,t,T ) ≥ −C
(
1 + sup
γ∈A(Σ)
Et,x,γ‖X‖m∞,t,T
)
.
Putting together the above final inequalities, we find that:
−C
(
1 + sup
γ∈A(Σ)
Et,x,γ‖X‖m∞,t,T
)
≤ vn(t, x) ≤ v(t, x) ≤ C
(
1 + sup
γ∈A(Σ)
Et,x,γ‖X‖m∞,t,T
)
.
Therefore,
|vn(t, x)|+ |v(t, x)| ≤ 2C
(
1 + sup
γ∈A(Σ)
Et,x,γ‖X‖m∞,t,T
)
.
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Using then Remark 3.2.4, we obtain futher:
|vn(t, x)|+ |v(t, x)| ≤ 2C [1 +Km(1 + |x|m)] ≤ 2C(1 +Km)(1 + |x|m)
with Km = Km(M,T − t) and the claim is proven.
Remark 3.2.12. The above result allows us to prove that the function hn has poly-
nomial growth too, of order not greater than m, just like the payoff function h.
Indeed,
|hn(t, x)| = |h(x)∧vn(t, x)| ≤ |h(x)|+|vn(t, x)| ≤ (C+Km)(1+|x|m) =: Cm(1+|x|m)
with Cm = C +Km, a positive constant, depending only on C,M and T − t.
3.2.2 Continuity of the Value Function
The following convergence result provides the main tool needed to prove continuity
of the value function v. We give here its complete proof, following [32] (see Lemma
3.4.5, page 156).
Theorem 3.2.13. The sequence (vn)n∈N defined in (3.8) converges uniformly to the
function v, defined by (3.7), on any set CT,R = {(t, x) ∈ [0, T ]× RN+ : |x| ≤ R}, for
every R, T > 0.
Proof. Since vn(t, x) is a monotone sequence, for any (t, x), we can define
w(t, x) , lim
n→∞
vn(t, x).
According to Remark 3.2.10, we have
w(t, x) ≤ v(t, x). (3.16)
Consider now some γ ∈ A(Σ), τ ∈ Tt and let qs , n1τ≤s and βs , (γs, qs), such
that β ∈ Bn. Then using the definition of vn, (3.8), we can write:
vn(t, x) ≥ Et,x,β
[∫ T
t
h(Xs)qse
− ∫ st (r(u)+qu)duds+ h(XT )e− ∫ Tt (r(u)+qu)du
]
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= Et,x,β
[∫ T
τ
nh(Xs)e
− ∫ st r(u)du−∫ sτ nduds+ h(XT )e− ∫ Tt r(u)due− ∫ Tτ ndu
]
= Et,x,γ
[∫ T
τ
ne−n(s−τ)h(Xs)e−
∫ s
t r(u)duds+ e−n(T−τ)h(XT )e−
∫ T
t r(u)du
]
,
for some fixed (t, x). Introducing the function
ηt,x,γ(s) = h(X t,x,γs∧T )e
− ∫ s∧Tt r(u)du, s ∈ [t, T ]
we can rewrite the above inequality as follows
vn(t, x) ≥ Et,x,γ
[ ∫ T−τ
0
ne−nsh(Xτ+s)e−
∫ τ+s
t r(u)duds
+ h(X t,x,γT )e
− ∫ Tt r(u)du ∫ ∞
T−τ
ne−nsds
]
= Et,x,γ
∫ ∞
0
ne−nsη(s+ τ)ds
= Et,x,γ
∫ ∞
0
e−sη
(
1
n
s+ τ
)
ds.
Furthermore, we introduce a random variable ξ having exponential distribution with
parameter λ = 1, which plugged in the last equality gives
vn(t, x) ≥ Et,x,γ
[
η
(
τ + (1/n)ξ
)]
. (3.17)
The continuity of h and Xs implies that η is continuous with respect to t and for
s ≤ T we have:
|η(s)| ≤ |h(X t,x,γs∧T )| ≤ C(1 + |X t,x,γs∧T |m) ≤ C
(
1 + ‖X t,x,γ‖m∞,t,T
)
.
By Remark 3.2.4, it follows that we can find a constant Km > 0 such that:
E|η(s)| ≤ C (1 + E‖X t,x,γ‖m∞,t,T ) ≤ C[1 +Km(1 + |x|m)]
and consequently, η is summable. Therefore, letting n→∞ in (3.17), by Lebesgue’s
theorem, we obtain
w(t, x) ≥ Et,x,γη(τ) = Et,x,γ
(
h(Xτ )e
− ∫ τt r(u)du) .
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Whence, taking the supremum over γ, τ , we obtain
w(t, x) ≥ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
(
h(Xτ )e
− ∫ τt r(u)du) = v(t, x).
Combining this with (3.16), we conclude that v(t, x) = limn→∞ vn(t, x). On the
other hand, we deduce from v(t, x) ≥ h(x) that the sequence of non-negative and
continuous functions h(x)− hn(t, x) is decreasing and its pointwise limit is:
lim
n→∞
[h(x)− hn(t, x)] = h(x)− lim
n→∞
[h(x) ∧ vn(t, x)]
= h(x)− h(x) ∧ v(t, x)
= h(x)− h(x) = 0.
(3.18)
Applying now Dini’s theorem, we obtain that h − hn → 0 uniformly on each set
CT,R = {(t, x) : t ∈ [0, T ], |x| ≤ R}.
We now proceed to show that vn−v converges uniformly to zero on any set CT,R.
For this purpose we consider a positive R > 0 and choose an arbitrary ε > 0. Using
then Proposition 3.2.9, we have, for any (t, x) ∈ CT,R:
|vn(t, x)− v(t, x)| ≤
∣∣∣∣∣ supγ∈A(Σ) supτ∈Tt Et,x,γ
(
hn(Xτ )e
− ∫ τt r(u)du − h(Xτ )e− ∫ τt r(u)du
)∣∣∣∣∣
≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
∣∣∣hn(τ,Xτ )e− ∫ τt r(u)du − h(Xτ )e− ∫ τt r(u)du∣∣∣
≤ sup
γ∈A(Σ)
Et,x,γ sup
s∈[t,T ]
∣∣∣hn(s,Xs)e− ∫ st r(u)du − h(Xs)e− ∫ st r(u)du∣∣∣
≤ sup
γ∈A(Σ)
Et,x,γ sup
s∈[t,T ]
e−
∫ s
t r(u)du |hn(s,Xs)− h(Xs)|
≤ sup
γ∈A(Σ)
Et,x,γ sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)| .
We now treat separately the cases where the process Xs is inside and outside the
ball of radius R, rewriting the above as:
|vn(t, x)− v(t, x)| ≤ sup
γ∈A(Σ)
Et,x,γ
((
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)|
)
1{sups∈[t,T ] |Xs|≤R}
)
+ sup
γ∈A(Σ)
Et,x,γ
((
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)|
)
1{sups∈[t,T ] |Xs|>R}
)
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≤ sup
s∈[t,T ]
sup
|y|≤R
|hn(s, y)− h(y)|
+ sup
γ∈A(Σ)
Et,x,γ
((
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)|
)
1{sups∈[t,T ] |Xs|>R}
)
,T1(n;R, t, T ) + T2(n;R, t, T, x). (3.19)
We consider first term T2, which is relevant when the process Xs takes values
outside the ball of radius R. Using the polynomial growth of h and hn (see As-
sumption 2 and Remark 3.2.12), we have that, for any realisation of the stochastic
process Xs and for any n ∈ N:
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)| ≤ sup
s∈[t,T ]
(|hn(s,Xs)|+ |h(Xs)|)
≤ sup
s∈[t,T ]
Cm (1 + |Xs|m) = Cm
(
1 + sup
s∈[t,T ]
|Xs|m
)
for some positive constant Cm, depending only on the constants introduced by As-
sumptions 1 and 2, m and T − t. Therefore,
Et,x,γ
((
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)|
)
1{sups∈[t,T ] |Xs|>R}
)
≤
≤ CmEt,x,γ
((
1 + sup
s∈[t,T ]
|Xs|m
)
1{sups∈[t,T ] |Xs|>R}
)
≤ CmEt,x,γ
(
1{sups∈[t,T ] |Xs|>R}
)
+ CmEt,x,γ
(
1{sups∈[t,T ] |Xs|>R} sup
s∈[t,T ]
|Xs|m
)
= CmP
{
sup
s∈[t,T ]
|X t,x,γs | > R
}
+ CmEt,x,γ
(
1{sups∈[t,T ] |Xs|>R} sup
s∈[t,T ]
|Xs|m
)
.
(3.20)
Recall now that by Theorem 3.2.4, for any t, x, γ:
Et,x,γ sup
s∈[t,T ]
|Xs|m ≤ Km (1 + |x|m)
for some positive constantKm = Km(M,C, T−t). This states that them-th moment
of the random variable sups∈[t,T ] |Xs| is finite. Then we can find a sufficiently large
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radius R1, such that:
Et,x,γ
(
1{sups∈[t,T ] |Xs|>R1} sup
s∈[t,T ]
|Xs|m
)
<
ε
4Cm
.
Thus, for any sufficiently large R2 satisfying R2 > R ∨ R1, we can further write
(3.20) as:
Et,x,γ
((
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)|
)
1{sups∈[t,T ] |Xs|>R}
)
≤
≤ CmP
{
sup
s∈[t,T ]
|X t,x,γs | > R2
}
+ CmEt,x,γ
(
1{sups∈[t,T ] |Xs|>R2} sup
s∈[t,T ]
|Xs|m
)
≤ CmP
{
sup
s∈[t,T ]
|X t,x,γs | > R2
}
+
ε
4
. (3.21)
Using Chebyshev’s inequality and Theorem 3.2.4, we can find some constant K2
such that
P
{
sup
s∈[t,T ]
|X t,x,γs | > R2
}
≤ Cm
R22
E sup
s∈[t,T ]
|Xs|2
≤ CmK2(1 + |x|
2)
R22
≤ CmK2(1 +R
2)
R22
where we used the fact that (t, x) ∈ CT,R. Recalling that (3.21) holds as long as R2 >
R ∨ R1, we can repeat the same reasoning with R2 = max
{
R,R1,
√
4CmK2(1+R2)
ε
}
to obtain
P
{
sup
s∈[t,T ]
|X t,x,γs | > R2
}
≤ ε
4
,
which, plugged in (3.21) gives:
Et,x,γ
(
sup
s∈[t,T ]
|hn(s,Xs)− h(Xs)|
)
1{sups∈[t,T ] |Xs|>R} ≤
ε
2
for any n ∈ N and γ ∈ A(Σ). Taking supremum over all controls γ ∈ A(Σ), we
arrive at:
T2(n;R, t, T, x) ≤ ε
2
.
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We then look at T1 in (3.19) and using the uniform convergence of hn − h on
CT,R, we can deduce that:
∃n0 ∈ N such that ∀n ≥ n0 : |hn(s, y)− h(y)| < ε
2
, ∀(s, y) ∈ CT,R
which implies that
∃n0 ∈ N such that ∀n ≥ n0 :
T1(n;R, t, T ) = sup
s∈[t,T ]
sup
|y|≤R
|hn(s, y)− h(y)| < ε
2
, ∀(s, y) ∈ CT,R.
and combining this with (3.19) we obtain
|vn(t, x)− v(t, x)| ≤ ε
4
+
ε
4
=
ε
2
.
We have thus proven that
∀R > 0,∀ε > 0,∃n0 ∈ N : |vn(t, x)− v(t, x)| ≤ ε, ∀(t, x) ∈ CT,R,
which proves that vn → v uniformly on any set CT,R = {(t, x) ∈ [0, T ]× RN+ : |x| ≤
R}. This completes the proof.
We can now finally prove the continuity property of the value function v of our
control problem.
Theorem 3.2.14. If r and σ satisfy the Boundedness Assumption 1, then the value
function v : [0, T ]× RN+ defined by
v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft]
is continuous with respect to (t, x).
Moreover, if the payoff function h has polynomial growth of order m,
|h(x)| ≤ C (1 + |x|m) , ∀(t, x) ∈ [0, T ]× RN
then v has polynomial growth, of the same degree as the payoff h, i.e.:
|v(t, x)| ≤ Km(1 + |x|m), ∀(t, x) ∈ [0, T ]× RN
for some positive constant Km = Km(M,C, T − t).
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Proof. We proved that (vn)n converges uniformly to v. As we already have continuity
of the functions vn, it follows that v is also continuous. Passing to the limit in (3.15)
we obtain also the polynomial growth property of v.
Another important property of function v can now be derived, using a generalised
version of the Markov property for controlled systems proven by Krylov in [32].
Corollary 3.2.15. For any stopping time θ ∈ Tt we have:
v(θ,Xθ) = sup
γ∈A(Σ)
sup
τ∈Tθ
E
[
e−
∫ τ
t r(s)dsh(Xθ,Xθ,γτ )|Fθ
]
P - a.s..
where Tθ is defined by:
Tθ , {τ ∈ Tt : τ ≥ θ, P - a.s.}.
Proof. Applying Theorem 7 (and Remark 9) on page 116 in Krylov’s [32] for a
measurable function F given by
F
(
t,X t,x,γ[t,T ]
)
= sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,Xt,γτ )|Ft
]
,
we obtain the claim.
The uniform convergence of vn allows us to further prove a result similar to the
one stated in Lemma 3.2.7, for the value function v.
3.2.3 Dynamic Programming Principle with Stopping
Lemma 3.2.16. Let t ∈ [0, T ], x ∈ RN+ , β = (γ, q) ∈ B. Then
ρβs = v(s,X
t,x,γ
s )e
− ∫ st (r(u)+qu)du +
∫ s
t
quv(u,X
t,x,γ
u )e
− ∫ ut (r(p)+qp)dpdu
defined for s ∈ [t, T ], is a continuous supermartingale.
Proof. The proof is straightforward, if we take the uniform limit of the process
(ρn,βs )s from Lemma 3.2.7, as n→∞.
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We are now able to state a more general formulation of Bellman’s principle for
the value function v, which is adapted from [32], see Theorem 3.1.11, page 134.
Theorem 3.2.17. (DPP with stopping) Let (t, x) ∈ [0, T ] × RN+ and assume that
for each control γ ∈ A(Σ), we are given a Markov time τ = τ γ ∈ Tt and {qγs }s∈[t,T ]
a progressively measurable process, non-negative and bounded in (s, ω).
Then
v(t, x) ≥ sup
γ∈A(Σ)
Et,x,γ
[∫ τ
t
qsv(s,Xs)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(s)+qs)ds
]
.
(3.22)
Moreover, if ε > 0 and for all γ ∈ A(Σ) we choose a stopping time
τ γ ≤ τ t,x,γε , inf{s ≥ t : v(s,X t,x,γs ) ≤ h(X t,x,γs ) + ε}
then we have equality in (3.22).
Proof. Let β = (γ, q) ∈ B = A(Σ) × Q and τβ be a Markov time valued in [t, T ].
Then by Lemma 3.2.16, the process ρβs is a continuous supermartingale and we have
that Eρβt ≥ Eρβτ , or equivalently:
v(t, x) ≥ Eρβτ = Et,x,γ
[∫ τ
t
qsv(s,Xs)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qu)du
]
(3.23)
for any β = (γ, q) ∈ B. Then, taking supremum over all γ ∈ A(Σ), we easily find
(3.22).
To prove the second part of the theorem, let ε > 0 and for each control γ ∈ A(Σ)
consider some stopping time τ γ ≤ τ t,x,γε and let τβ = τ γ =: τ in what follows. Then,
for every s ≤ τ , we have
h(X t,x,γs ) ≤ v(s,X t,x,γs )− ε. (3.24)
Recalling that v(s, x) ≥ h(x) and taking the supremum over all β = (γ, q) ∈ B in
(3.23), we obtain:
v(t, x) ≥ sup
β∈B
Et,x,γ
(∫ τ
t
qsv(s,Xs)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qu)du
)
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≥ sup
β∈B
Et,x,γ
(∫ τ
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qu)du
)
.
According to Remark 3.2.10 and the dynamic programming principle without stop-
ping (Proposition 3.2.6), applied to the value function vn, for each n we have:
vn(t, x) = sup
β∈B
Et,x,γ
(∫ τ
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds+ vn(τ,Xτ )e− ∫ τt (r(u)+qu)du
)
≤ sup
β∈B
Et,x,γ
(∫ τ
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qu)du
)
.
Then using the fact that vn → v uniformly and the two inequalities obtained above,
we can write
v(t, x) = sup
β∈B
Et,x,γ
(∫ τ
t
qsh(Xs)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qu)du
)
.
Using now (3.24), which holds for any s ≤ τ , we can further write:
v(t, x) ≤ sup
β∈B
Et,x,γ
(∫ τ
t
qs(v(s,Xs)− ε)e−
∫ s
t (r(u)+qu)duds+ v(τ,Xτ )e
− ∫ τt (r(u)+qu)du
)
We can now find a sequence βi = (γi, qi) ∈ B such that:
v(t, x) ≤ lim
i→∞
Et,x,γi
(∫ τi
t
qis(v(s,Xs)− ε)e−
∫ s
t (r(u)+q
i
u)duds+ v(τ i, Xτ i)e
− ∫ τit (r(u)+qiu)du)
(3.25)
where the stopping time τ i potentially depends on γi. For simplicity of notation,
we’ll write τ instead of τ i in what follows. Reminding that (3.23) holds for any
β = (γ, q), we get:
v(t, x) ≤ lim
i→∞
Et,x,γi
(∫ τ
t
qisv(s,Xs)e
− ∫ st (r(u)+qiu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qiu)du
− ε
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
≤ lim
i→∞
(
v(t, x) + Et,x,γi
(
−ε
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
))
= v(t, x) + lim
i→∞
Et,x,γi
(
−ε
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
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≤ v(t, x),
therefore
lim
i→∞
Et,x,γi
∫ τi
t
qise
− ∫ st (r(u)+qiu)duds = 0. (3.26)
Writing now v as in (3.25) and recalling Assumption 1 and Theorem 3.2.14 we
find:∣∣∣v(t, x)− lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du) ∣∣∣ =
=
∣∣∣∣ limi→∞Et,x,γi
(∫ τ
t
qish(Xs)e
− ∫ st (r(u)+qiu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qiu)du
)
− lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du) ∣∣∣∣
≤ lim
i→∞
Et,x,γi
(∫ τ
t
qis|h(Xs)|e−
∫ s
t (r(u)+q
i
u)duds+
+ |v(τ,Xτ )|e−
∫ τ
t r(u)du
∣∣∣e− ∫ τt qiudu − 1∣∣∣ )
≤ lim
i→∞
Et,x,γi
(∫ τ
t
C(1 + |Xs|m)qise−
∫ s
t (r(u)+q
i
u)duds+
+ Km(1 + |Xs|m)e−
∫ τ
t r(u)du
(
1− e−
∫ τ
t q
i
udu
))
≤ lim
i→∞
Et,x,γi
(
C(1 + ‖X‖m∞,t,T )
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds+
+Km(1 + ‖X‖m∞,t,T )e−
∫ τ
t r(u)du
(
1− e−
∫ τ
t q
i
udu
))
≤ lim
i→∞
Et,x,γi
(
C(1 + ‖X‖m∞,t,T )
∫ τ
t
qise
− ∫ st (r(u)+qiu)ds+
+Km
(
1 + ‖X‖m∞,t,T
)
e−
∫ τ
t r(u)du
∫ τ
t
qise
− ∫ st qiududs
)
≤ lim
i→∞
Et,x,γi
(
C(1 + ‖X‖m∞,t,T )
∫ τ
t
qise
− ∫ st (r(u)+qiu)ds+
+Km
(
1 + ‖X‖m∞,t,T
) ∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
,
where we also used the identity from Appendix A.4∫ τ
t
qise
− ∫ st qiududs = 1− e− ∫ τt qiudu
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and we introduced under the integral the quantity e−
∫ τ
t r(u)du ≤ e−
∫ s
t r(u)du. We thus
have that, for a suitable constant K:∣∣∣v(t, x)− lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du)∣∣∣ ≤
≤ lim
i→∞
Et,x,γi
(
K
(
1 + ‖X‖m∞,t,T
) ∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
.
Furthermore, introducing the notation Y i = K(1 + ‖X t,x,γi‖m∞,t,T ), we have, for any
positive constant M :∣∣∣v(t, x)− lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du) ∣∣∣ ≤
≤ lim
i→∞
Et,x,γi
((
Y i1Y i>M +M1Y i≤M
) ∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
≤ lim
i→∞
Et,x,γi
(
Y i1Y i>M
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
+ lim
i→∞
Et,x,γi
(
M1Y i≤M
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
.
Using (3.26), we can see that the last term in the right hand side is equal to zero:
lim
i→∞
Et,x,γi
(
M1Y i≤M
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
≤M lim
i→∞
Et,x,γi
(∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
= 0.
Hence∣∣∣v(t, x)− lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du) ∣∣∣ ≤
≤ lim
i→∞
Et,x,γi
(
Y i1Y i>M
∫ τ
t
qise
− ∫ st (r(u)+qiu)duds
)
≤ lim
i→∞
Et,x,γi
(
Y i1Y i>M
∫ τ
t
qise
− ∫ st qiududs
)
= lim
i→∞
Et,x,γi
(
Y i1Y i>M
(
1− e−
∫ τ
t q
i
udu
))
≤ lim
i→∞
Et,x,γi
(
Y i1Y i>M
)
≤ lim
i→∞
Et,x,γi
(
Y i
Y i
M
)
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=
K2
M
lim
i→∞
Et,x,γi(1 + ‖X t,x,γi‖m∞,t,T )2 ≤
2K2
M
lim
i→∞
(
1 + Et,x,γ‖X t,x,γ‖2m∞,t,T
)
≤ 2K
2
M
(
1 +K2m(1 + |x|2m)
)
≤ K˜
M
(1 + |x|2m),
for some generic constant K˜, depending only on C,M and T − t. Since the last
inequality holds for any M > 0, letting M →∞, we conclude that
v(t, x) = lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du) . (3.27)
Recall that the process ρβ from Lemma 3.2.16 is a supermartingale, for any control
β = (γ, q) ∈ B. In particular, for q ≡ 0, it means that
v(s,X t,x,γs )e
− ∫ st r(u)du
is also a supermartingale. Then Lemma 3.2.5 b) says that
v(s,X t,x,γs )e
− ∫ st r(u)du − ρβs
is again a supermartingale, which implies
E
(
v(τ,X t,x,γτ )e
− ∫ τt r(u)du − ρβτ
)
≤ E
(
v(t,X t,x,γt )− ρβt
)
= 0
and thus we proved that:
E
(
v(τ,X t,x,γτ )e
− ∫ τt r(u)du) ≤ Eρβτ .
Finally, taking supremum over γ ∈ A(Σ) and combining it with (3.23) and (3.27)
we can write:
Eρβτ ≤ v(t, x) = lim
i→∞
Et,x,γi
(
v(τ,Xτ )e
− ∫ τt r(u)du)
≤ sup
γ∈A(Σ)
E
(
v(τ,X t,x,γτ )e
− ∫ τt r(u)du) ≤ sup
γ∈A(Σ)
Eρβτ
and thus
v(t, x) = sup
γ∈A(Σ)
Et,x,γ
[∫ τ
t
qsv(u,Xu)e
− ∫ st (r(u)+qu)duds+ v(τ,Xτ )e− ∫ τt (r(u)+qu)du
]
.
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An immediate consequence of the above theorem is the classical formulation of
Bellman’s principle for optimal control problems with stopping time, that we prove
here for completeness:
Proposition 3.2.18. (Classical DPP) Let t ∈ [0, T ], x ∈ RN+ and consider a Markov
time θ, taking values in [t, T ]. Then
v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
h(Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
]
.
Proof. It is easily seen that since h(x) ≤ v(t, x), for all (t, x), we have:
sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
h(Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
]
≤
≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
v(τ,Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
]
≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
v(τ ∧ θ,Xτ∧θ)e−
∫ τ∧θ
t r(u)du
]
.
Now, if we use the assertion of Theorem 3.2.17 for q ≡ 0, we find that
v(t, x) ≥ sup
γ∈A(Σ)
Et,x,γ
(
v(τ˜ , Xτ˜ )e
− ∫ τ˜t r(u)du) (3.28)
for any stopping time τ˜ ∈ Tt. Hence, applying this to τ˜ = τ ∧ θ, we get that:
sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
(
h(Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
)
≤
≤ sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
(
v(τ,Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
)
= sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γv(τ ∧ θ,Xτ∧θ)e−
∫ τ∧θ
t r(u)du
≤ sup
τ∈Tt
v(t, x) = v(t, x). (3.29)
To prove the reverse inequality, we take a positive ε and the stopping time τε, defined
as in Theorem 3.2.17. We fix a stopping time τ ∈ Tt and we use again (3.28) and
the definition of τε to find that
sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
h(Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
]
≥
3.3. Hamilton-Jacobi-Bellman Equation 59
≥ sup
γ∈A(Σ)
Et,x,γ
[
h(Xτε)e
− ∫ τεt r(u)du1τε≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τε>θ
]
≥ sup
γ∈A(Σ)
Et,x,γ
[
v(τε, Xτε)e
− ∫ τεt r(u)du1τε≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τε>θ
]
− ε
= sup
γ∈A(Σ)
Et,x,γ[v(θ ∧ τε, Xθ∧τε)e−
∫ θ∧τε
t r(u)du]− ε
= v(t, x)− ε.
The last equality was obtained from Theorem 3.2.17, for the stopping time θ∧τε ≤ τε.
Since the inequality above remains valid for any ε > 0, we conclude that
sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
h(Xτ )e
− ∫ τt r(u)du1τ≤θ + v(θ,Xθ)e− ∫ θt r(u)du1τ>θ
]
≥ v(t, x).
Putting together this and (3.29), we get the conclusion.
3.3 Hamilton-Jacobi-Bellman Equation
We introduce in this section the Hamilton-Jacobi-Bellman equation and we prove
that if our value function is sufficiently regular, it verifies (in a classical way) the
equation announced at the end of Section 2:{
min{Lv(t, x), v(t, x)− h(x)} = 0 (t, x) ∈ [0, T )× (0,∞)N
v(T, x) = h(x) x ∈ (0,∞)N (3.30)
with the operator L, applied to a generic smooth function ϕ ∈ C1,2([0, T ]× RN+ ), is
defined by:
Lϕ(t, x) = r(t)ϕ(t, x)− ∂
∂t
ϕ(t, x)−
N∑
i=1
r(t)xi
∂
∂xi
ϕ(t, x)−1
2
sup
γ∈Σ
Tr
[
D2xϕ(t, x)(xγ)(xγ)
T
]
.
For a constant control γ ∈ Σ, we also define Lγ by
Lγϕ(t, x) = r(t)ϕ(t, x)− ∂
∂t
ϕ(t, x)−
N∑
i=1
r(t)xi
∂
∂xi
ϕ(t, x)−1
2
Tr
[
D2xϕ(t, x)(xγ)(xγ)
T
]
.
It is then easily seen that
Lϕ(t, x) ≤ Lγϕ(t, x), ∀(t, x) ∈ [0, T )× (0,∞)N .
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To prove that v is, under certain hypothesis, a solution of equation (3.30), we need
some technical results that we give here in a general formulation, without proof.
Let ν be an arbitrary 5-tuple of the form
ν = (Ω, (Fs)s∈[0,T ],P,W, σ)
where the notations at the beginning of this chapter hold. Assume that the process
X is defined as in section 2.1 and that its coefficients, r and σ, satisfy Assumption
1.
Lemma 3.3.1. Suppose that O is an open subset of RN+1+ , f ∈ LN+1(O), λ > 0
and let τ be the first exit time of the process (s,X t,x,γs ) from O:
τ = inf{s ≥ t : (s,X t,x,γs ) /∈ O}.
a) If O is connected and non-empty, then there exists a sequence λn →∞ such that
lim
n→∞
λn sup
ν
Eν
[∫ τ
t
e−
∫ s
t r(u)du−λn(s−t)f(s,X t,x,γs )ds
]
= f(t, x).
b) If f ≤ 0, a.e. on O and
sup
ν
Eν
∫ τ
t
e−
∫ s
t r(u)duf(s,X t,x,γs )ds = 0
then f = 0 a.e. on O.
Proof. See [32], Theorem 2.4.6, p. 74 and Corollary 2.5.8 p. 77.
Before we state the main result of this section, we note that this is a classical
result in the case of Q = [0, T ]×O with O bounded (see, e.g. [32], chapter 4), while
we consider here an unbounded set Q = [0, T )× (0,∞)N .
Theorem 3.3.2. Let Q = [0, T ) × (0,∞)N and suppose that the value function
v ∈ C1,2(Q).
Then
min{Lv, v − h} = 0
where the operator L is defined by (4.2).
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Proof. It is immediate from the definition of v(t, x) that on Q we have v ≥ h.
For some γ ∈ Σ we consider a constant strategy γt ≡ γ and a point (t, x) ∈ Q.
Noting that T is the first exit time of the process (s,Xs) from Q, we let τ = T and
q ≡ λ ≥ 0 in Theorem 3.2.17, to write:
v(t, x) ≥ Et,x,γ
[∫ T
t
λv(s,Xs)e
− ∫ st r(u)du−λ(s−t)ds+ v(T,XT )e− ∫ Tt r(u)du−λ(T−t)
]
.
(3.31)
Applying Itoˆ’s formula to the function λv(s, x)e−
∫ s
t r(u)du−λs, we get:
Et,x,γ
(
λv(T,XT )e
− ∫ Tt r(u)du−λT
)
= λv(t, x)e−λt+
+Et,x,γ
∫ T
t
[
−λe−
∫ s
t r(u)du−λsLγv(s,Xs)− λ2v(s,Xs)e−
∫ s
t r(u)du−λs
]
ds.
Dividing by λe−λt and reordering, this becomes:
v(t, x) = Et,x,γ
[ ∫ T
t
(λv(s,Xs) + Lγv(s,Xs)) e−
∫ s
t r(u)du−λ(s−t)ds
+ v(T,XT )e
− ∫ Tt r(u)du−λ(T−t)
]
,
which, combined with (3.31), gives:
λEt,x,γ
[∫ T
t
e−
∫ s
t r(u)du−λ(s−t)Lγv(s,Xs)ds
]
≥ 0. (3.32)
Using now Lemma 3.3.1a), we can find a sequence λn →∞ such that
λn sup
ν
Eν
∫ T
t
e−
∫ s
t r(u)du−λn(s−t)Lγv(s,X t,x,γs )ds→ Lγv(t, x), when n→∞
and then (3.32) implies that Lγv(t, x) ≥ 0. Consequently, Lv ≥ 0 a.e. on Q.
Consider now Qε = Q ∩ {(t, x) ∈ [0, T ) × RN+ : v(t, x) > h(x) + ε}, a point
(t, x) ∈ Qε, let τ0 be the first exit time of the process (s,X t,x,γs ) from Qε and define,
as before, τ = τ0 ∧ T . Then, according to Theorem 3.2.17, for q ≡ 0,
sup
γ∈A(Σ)
Et,x,γ
(
v(τ,Xτ )e
− ∫ τt r(u)du) = v(t, x), for any τ ∈ Tt.
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Applying Itoˆ’s formula we get
v(t, x) = Et,x,γ
[∫ τ
t
e−
∫ s
t r(u)duLγtv(s,Xs)ds+ v(τ,Xτ )
]
which implies
0 = sup
γ∈A(Σ)
Et,x,γ
[∫ τ
t
e−
∫ s
t r(u)duLγtv(s,Xs)ds
]
≥
≥ sup
γ∈A(Σ)
Et,x,γ
[∫ τ
t
e−
∫ s
t r(u)duLv(s,Xs)ds
]
where we used the definition of L and Lγ.
We already know that Lv ≥ 0 on Q and, as (s,Xs) ∈ Qε ⊂ Q, we have that
sup
γ∈A(Σ)
Et,x,γ
[∫ τ
t
e−
∫ s
t r(u)duLv(s,Xs)ds
]
= 0.
Then Corollary 3.3.1b) implies that Lv(t, x) = 0 for all (t, x) ∈ Q and for any
ε > 0. This means that Lv(t, x) = 0 on the union of all sets Qε, which is exactly
Q ∩ {(t, x) : v(t, x) > h(x)}, q.e.d.
Chapter 4
Viscosity Solution
Characterisation
4.1 Definitions
We saw in the previous chapter that when the value function v of the stochastic
control problem defined in (3.6) is of class C1,2(Q), it can be characterised as a
classical solution of equation (3.30). We refer to C1,2(Q) as the set of“smooth”
functions and note that in general, the value function v is not smooth. In that case,
we have to interpret equation (3.30) in a weaker sense, namely, in the“viscosity
sense”. In the following section we shall thus prove that the value function v can be
characterised as the unique viscosity solution of the HJB equation.
We recall here, for convenience, the variational inequality problem associated to
our stochastic optimal control problem:{
min {Lv(t, x), v(t, x)− h(x)} = 0, (t, x) ∈ Q
v(T, x) = h(x) x ∈ RN+ .
(4.1)
The notations used in this chapter are the same as those used previously. We
summarise them below for convenience:
• AT is the transpose of a generic matrix A;
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• x = Diag(x) is the diagonal matrix having x ∈ RN on its diagonal;
• MN(R) is the set of all N ×N matrices with elements in R;
• SN ∈MN(R) is the set of symmetric N ×N matrices;
• Q = [0, T )× (0,∞)N ;
• r : [0, T ]→ [0,M ] is the interest rate and satisfies Assumption 1;
• Σ is the set of controls and satisfies Assumption 1;
• h is the terminal payoff function and satisfies Assumption 2;
• L is defined by:
Lv(t, x) = r(t)v(t, x)− ∂
∂t
v(t, x) (4.2)
−
N∑
i=1
r(t)xi
∂
∂xi
v(t, x)− 1
2
sup
γ∈Σ
Tr
[
D2v(t, x)(xγ)(xγ)T
]
;
• for a fixed γ ∈ Σ, the operator Lγ is defined by:
Lγv(t, x) = r(t)v(t, x)− ∂
∂t
v(t, x) (4.3)
−
N∑
i=1
r(t)xi
∂
∂xi
v(t, x)− 1
2
Tr
[
D2v(t, x)(xγ)(xγ)T
]
,
satisfying
Lv = inf
γ∈Σ
Lγv ≤ Lγv, ∀γ ∈ Σ. (4.4)
In addition to the above, let
• C1,2b (Q) be the set of all functions once continuously differentiable in t and
twice continuously differentiable in x, with first and second derivatives uni-
formly continuous on bounded sets;
• USC(O) the set of upper semi-continuous functions u : O → R;
• LSC(O) the set of lower semi-continuous functions u : O → R.
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• for any (t, x, u, p,X) ∈ [0, T )× RN+ × R× RN × SN , define F by:
F (t, x, u, p,X) , −r(t)u+ 〈r(t)x, p〉+ 1
2
sup
γ∈Σ
Tr
[
X(xγ)(xγ)T
]
(4.5)
such that we can write:
Lv(t, x) = − ∂
∂t
v(t, x)− F (t, x, v(t, x), Dv(t, x), D2v(t, x)) .
With these notations, our variational inequality problem can be equivalently written
as: 
min
{
− ∂
∂t
v(t, x)− F (t, x, v(t, x), Dv(t, x), D2v(t, x)),
v(t, x)− h(x)
}
= 0, (t, x) ∈ Q
v(T, x) = h(x) x ∈ RN+ .
(4.6)
We now give the definitions of the viscosity solutions of our HJB equation (4.1),
which follow closely the theory of viscosity solutions introduced by P.-L. Lions and
M. G. Crandall (see, for instance [7]).
Definition 4.1.1. a) A function u ∈ USC([0, T ]×[0,∞)N) is a viscosity subsolution
of (4.1) if for any function ϕ ∈ C1,2b ([0, T ] × [0,∞)N) and for any maximum point
(t0, x0) ∈ [0, T )× (0,∞)N of u− ϕ, we have
min {Lϕ(t0, x0), u(t0, x0)− h(x0)} ≤ 0
and
u(T, x) ≤ h(x) ∀x ∈ (0,∞)N .
b) A function u ∈ LSC([0, T ] × [0,∞)N) is a viscosity supersolution of (4.1) if
for any function ϕ ∈ C1,2b ([0, T ] × [0,∞)N) and for any minimum point (t0, x0) ∈
[0, T )× [0,∞)N of u− ϕ, we have
min {Lϕ(t0, x0), u(t0, x0)− h(x0)} ≥ 0
and
u(T, x) ≥ h(x) ∀x ∈ (0,∞)N .
c) A function u ∈ C([0, T ] × [0,∞)N) is a viscosity solution of (4.1) if it is both a
viscosity subsolution and a viscosity supersolution of (4.1).
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4.2 Existence of Viscosity Solution
We prove first a key lemma that will help us prove the existence of the viscosity
solution of equation (4.1).
Lemma 4.2.1. For every function ϕ ∈ C1,2b (Q) and (t, x) ∈ [0, T ]× [0,∞)N , setting
I[ϕ, ξ](t, x) =
1
ξ
[
sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
(
ϕ(t+ ξ,Xt+ξ)e
− ∫ t+ξt r(u)du1τ≥t+ξ+
+h(Xτ )e
− ∫ τt r(u)du1τ<t+ξ
)
− ϕ(t, x)
]
,
we have
lim
ξ↘0
I[ϕ, ξ](t, x) = −Lϕ(t, x).
Proof. Let (t, x) ∈ Q and let ϕ ∈ C1,2b (Q) be a test function. Consider also a
constant volatility β ∈ Σ. Having t < T , we can consider sufficiently small ξ, so
that t+ ξ < T . Then, by definition of I[ϕ, ξ] and letting τ = T , we have:
I[ϕ, ξ](t, x) ≥ 1
ξ
[
Et,x,βϕ(t+ ξ,Xt+ξ)e−
∫ t+ξ
t r(u)du − ϕ(t, x)
]
. (4.7)
Letting ξ ↘ 0 and using Itoˆ’s formula, we get:
lim inf
ξ↘0
I[ϕ, ξ](t, x) = lim inf
ξ↘0
1
ξ
[
Et,x,βϕ(t+ ξ,Xt+ξ)e−
∫ t+ξ
t r(u)du − ϕ(t, x)
]
=
= lim inf
ξ↘0
1
ξ
Et,x,β
∫ t+ξ
t
(−Lβϕ(s,Xs)) ds =
= −Lβϕ(t, x),
for any fixed control β ∈ Σ. Taking now infimum over β ∈ Σ and using (4.4), we
obtain
lim inf
ξ↘0
I[ϕ, ξ](t, x) ≥ −Lϕ(t, x). (4.8)
We prove now that lim supξ↘0 I[ϕ, ξ](t, x) ≤ −Lϕ(t, x). Let us fix an arbitrary
stopping time τ ∈ Tt,T . Consider a positive sequence ξn ↘ 0 for n→∞ and define
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stopping times tn , (t+ ξn)∧ τ . Then, by definition of the supremum, for every ξn,
there exists a control γn ∈ A(Σ) such that:
sup
γ∈A(Σ)
E
[
ϕ(tn, X
t,x,γ
tn )e
− ∫ tnt r(u)du1τ≥tn + h(X t,x,γτ )e− ∫ τt r(u)du1τ<tn
]
=
= sup
γ∈A(Σ)
E
[
ϕ(tn, X
t,x,γ
tn )e
− ∫ tnt r(u)du] ≤
≤ E
[
ϕ(tn, X
t,x,γn
tn )e
− ∫ tnt r(u)du]+ ξ2n,
where we used the fact that tn ≤ τ almost surely and where we denoted by X t,x,γn the
solution of (3.3) with volatility γn ∈ A(Σ). Then, subtracting ϕ(t, x) and dividing
by ξn, we get:
I[ϕ, ξn, τ ](t, x) ,
1
ξn
sup
γ∈A(Σ)
E
[
ϕ(tn, X
t,x,γ
tn )e
− ∫ tnt r(u)du]− 1
ξn
ϕ(t, x)
≤ 1
ξn
E
[
ϕ(tn, X
t,x,γn
tn )e
− ∫ tnt r(u)du − ϕ(t, x)]+ ξn. (4.9)
Using Itoˆ’s formula, we can write:
1
ξn
E
(
ϕ(tn, X
t,x,γn
tn )e
− ∫ tnt r(u)du − ϕ(t, x)) =
=
1
ξn
E
∫ tn
t
(−Lγn(s)ϕ(t,X t,x,γns )) ds
≤ − 1
ξn
E
∫ tn
t
inf
γ∈Σ
Lγϕ(t,X t,x,γns )ds.
Since we chose test functions ϕ ∈ C1,2b (Q), we have that Lγϕ is uniformly continuous
on Q× Σ and since tn − t ≤ (t+ ξn)− t = ξn ↘ 0, we deduce:
lim sup
n→∞
1
ξn
E
(
ϕ(tn, X
t,x,γn
tn )e
− ∫ tnt r(u)du − ϕ(t, x))
≤ − lim sup
n→∞
1
ξn
E
∫ tn
t
inf
γ∈Σ
Lγϕ(t,X t,x,γns )ds
= − inf
γ∈Σ
Lγϕ(t, x).
Hence, for sufficiently large n,
I[ϕ, ξn, τ ](t, x) ≤ − inf
γ∈Σ
Lγϕ(t, x) = −Lϕ(t, x)
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and since τ was arbitrarily chosen, we can take supremum in the left hand side over
all τ ∈ Tt to obtain
I[ϕ, ξn](t, x) ≤ −Lϕ(t, x),
which then leads to
lim sup
n→∞
I[ϕ, ξn] ≤ −Lϕ(t, x).
Combining this with (4.8) we can conclude that the following limit exists and:
lim
n→∞
I[ϕ, ξn] = −Lϕ(t, x).
Remark 4.2.2. Note here that we used test functions ϕ ∈ C1,2b to ensure uniform
continuity of Lγϕ on Q× Σ, even if the operator Lγ is degenerate.
We are now in the position of proving that the value function of the control
problem we studied in the previous chapter is a viscosity solution of (4.1). Note
that this proves, at the same time, existence of the viscosity solution of the Cauchy
problem (4.1).
Theorem 4.2.3 (Existence). The value function v, defined in (3.7), is a viscosity
solution of the equation{
min{Lv, v − h} = 0 (t, x) ∈ [0, T )× RN+
v(T, x) = h(x) x ∈ RN+
(4.10)
where the operator L is defined by (4.2).
Proof. Subsolution property. Let ϕ be a C1,2b (Q) function and suppose that v − ϕ
has a maximum point in (t0, x0). We may then consider, with no loss of generality
that
v ≤ ϕ, v(t0, x0) = ϕ(t0, x0).
Then, using the dynamic programming principle (Theorem 3.2.18) with θ = t0 + ξ,
we obtain, for every ξ > 0,
ϕ(t0, x0) = v(t0, x0) =
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= sup
γ∈A(Σ)
sup
τ∈Tt0
Et0,x0,γ
[
h(Xτ )e
− ∫ τt0 r(u)du1τ≤t0+ξ
+v(t0 + ξ,Xt0+ξ)e
− ∫ t0+ξt0 r(u)du1τ>t0+ξ
]
≤ sup
γ∈A(Σ)
sup
τ∈Tt0
Et0,x0,γ
[
h(Xτ )e
− ∫ τt0 r(u)du1τ≤t0+ξ
+ϕ(t0 + ξ,Xt0+ξ)e
− ∫ t0+ξt0 r(u)du1τ>t0+ξ
]
.
Dividing by ξ, subtracting ϕ(t0, x0) and taking ξ → 0, we obtain, by Lemma 4.2.1,
that
Lϕ(t0, x0) ≤ 0,
whence
min{Lϕ(t0, x0), v(t0, x0)− h(x0)} ≤ 0.
By Proposition 3.1.8 we have that v(T, x) = h(x) for any x. Consequently v is a
viscosity subsolution of (4.1).
Supersolution property. Consider again a function ϕ ∈ C1,2b (Q) and a point (t0, x0)
that realizes the minimum of the function v−ϕ over [0, T ]×RN+ . Arguing as before,
we can suppose that:
v ≥ ϕ, v(t0, x0) = ϕ(t0, x0)
Taking now some ξ > 0, we use again Theorem 3.2.18 with θ = t0 + ξ to obtain:
ϕ(t0, x0) = v(t0, x0) =
= sup
γ∈A(Σ)
sup
τ∈Tt0
Et0,x0,γ
[
h(Xτ )e
− ∫ τt0 r(u)du1τ≤t0+ξ
+v(t0 + ξ,Xt0+ξ)e
− ∫ t0+ξt0 r(u)du1τ>t0+ξ
]
≥ sup
γ∈A(Σ)
sup
τ∈Tt0
Et0,x0,γ
[
h(Xτ )e
− ∫ τt0 r(u)du1τ≤t0+ξ
+ϕ(t0 + ξ,Xt0+ξ)e
− ∫ t0+ξt0 r(u)du1τ>t0+ξ
]
Plugging this once more into Lemma 4.2.1, after dividing by ξ and taking ξ → 0,
we find that
Lϕ(t0, x0) ≥ 0.
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By Proposition 3.1.8, we have that v(t0, x0) ≥ h(x0) and that v(T, x) = h(x),
whence:
min{Lϕ(t0, x0), v(t0, x0)− h(x0} ≥ 0, v(T, x) ≥ h(x)
and the conclusion follows.
4.3 Uniqueness of Viscosity Solution
In this section we will prove that the viscosity solution of the variational inequality
associated with the super-replication problem is unique. Recall that we proved in
Theorem 4.2.3 that the value function of the optimal control problem
v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ
[
e−
∫ τ
t r(u)duh (Xτ )
]
is a viscosity solution of the Cauchy problem:{
min {Lv(t, x), v(t, x)− h(x)} = 0 (t, x) ∈ [0, T )× RN+
v(T, x) = h(x) x ∈ RN+
with L defined in (4.2).
To prove uniqueness of the viscosity solution, we follow the standard viscosity
theory and prove a comparison principle for semicontinuous viscosity sub- and super-
solutions of the variational inequality (4.1). To this end, it is convenient to define
the notion of viscosity solution in the language of parabolic semijets, which are
equivalent to Definition 4.1.1.
4.3.1 Viscosity solutions - additional definitions
Following Crandall, Ishii, Lions [7], we introduce the parabolic superjet and subjet
of a function.
Definition 4.3.1 (Parabolic semijets). Consider a function u : Q = [0, T ]×RN+ →
R.
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i) Define the parabolic superjet of function u at (t0, x0) ∈ Q by:
P2,+Q u(t0, x0) ,
{
(a, p,X) ∈ R× RN × SN :
u(t, x) ≤ u(t0, x0) + a(t− t0) + 〈p, x− x0〉
+
1
2
〈X(x− x0), x− x0〉+ o(|t− t0|+ |x− x0|2),
as Q 3 (t, x)→ (t0, x0)
}
;
ii) Define the parabolic subjet of function u at (t0, x0) ∈ Q by:
P2,−Q u(t0, x0) ,
{
(a, p,X) ∈ R× RN × SN :
u(t, x) ≥ u(t0, x0) + a(t− t0) + 〈p, x− x0〉
+
1
2
〈X(x− x0), x− x0〉+ o(|t− t0|+ |x− x0|2),
as Q 3 (t, x)→ (t0, x0)
}
.
Remark 4.3.2. For any function u and point (t0, x0) ∈ [0, T ]× RN+ , it holds:
P2,+Q u(t0, x0) = −P2,−Q (−u)(t0, x0).
Define further the closed semijets of a function:
Definition 4.3.3. Given a function u : Q = [0, T ]× RN+ → R, define the
closed parabolic subjet P2,+Q u(t0, x0) of function u at point (t0, x0) ∈ Q by:
P2,+Q u(t0, x0) ,
{
(a, p,X) ∈ R× RN × SN :
∃(tn, xn)→ (t0, x0),∃(an, pn, Xn) ∈ P2,+Q u(t0, x0) :
(an, pn, Xn)→ (a, p,X) as n→∞
}
;
Similarly, P2,−Q u(t0, x0)) is the closed parabolic superjet and is defined by:
P2,−Q u(t0, x0) ,
{
(a, p,X) ∈ R× RN × SN :
∃(tn, xn)→ (t0, x0),∃(an, pn, Xn) ∈ P2,−Q u(t0, x0)
(an, pn, Xn)→ (a, p,X) as n→∞
}
.
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Next, we give equivalent definitions of parabolic semijets, using test functions
ϕ ∈ C1,2, where we use F as defined in (4.5).
Definition 4.3.4 (Parabolic semijets - 2nd definition). Consider a function u : Q ,
[0, T ]× RN+ → R.
i) Define the parabolic superjet of function u at (t0, x0) ∈ Q by:
P2,+Q u(t0, x0) ,
{
(a, p,X) ∈ R× RN × SN :
∃ϕ ∈ C1,2(Q) : (a, p,X) = (∂tϕ,Dϕ,D2ϕ)(t0, x0) and
u− ϕ has a global strict maximum at (t0, x0)
with ϕ(t0, x0) = u(t0, x0)
}
ii) Define the parabolic subjet of function u at (t0, x0) ∈ Q by:
P2,−Q u(t0, x0) ,
{
(a, p,X) ∈ R× RN × SN :
∃ϕ ∈ C1,2(Q) : (a, p,X) = (∂tϕ,Dϕ,D2ϕ)(t0, x0) and
u− ϕ has a global strict minimum at (t0, x0)
with ϕ(t0, x0) = u(t0, x0)
}
Using the parabolic semijets, we can now give equivalent definitions of viscosity
sub/super-solutions (for details, see [7]).
Definition 4.3.5. a) A function u ∈ USC([0, T ]×RN+ ) is a viscosity subsolution of
(4.1) if for each (t, x) ∈ [0, T )× RN+ and for all (a, p,X) ∈ P2,+u(t, x):
min {−a− F (t, x, u(t, x), p,X), u(t, x)− h(x)} ≤ 0
and
u(T, x) ≤ h(x)
for all x ∈ RN+ .
b) A function u ∈ LSC ([0, T ]× RN+) is a viscosity supersolution of (4.1) if for each
(t, x) ∈ [0, T )× RN+ and for all (a, p,X) ∈ P2,−u(t, x):
min {−a− F (t, x, u(t, x), p,X), u(t, s)− h(x)} ≥ 0
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and
u(T, x) ≥ h(x)
for all x ∈ RN+ .
c) A continuous function u is a viscosity solution of (4.1) if it is a viscosity subso-
lution and a viscosity supersolution of (4.1).
In the remainder of this chapter, we shall prove uniqueness of the viscosity solu-
tion of our problem (4.1), as a direct consequence of a standard comparison principle
for semi-continuous sub/supersolutions. Before stating and proving the comparison
principle, we transform our equation using appropriate changes of variables.
The purpose of these changes of variable is to map our value function v defined
on [0, T ]×RN+ , which is potentially unbounded, to a function v˜ which is a bounded
viscosity solution of a new problem and is defined on [0, T ] × RN , for which it is
easier to prove uniqueness. This will then guarantee uniqueness of our viscosity
solution v of (4.1).
4.3.2 First transformation: viscosity solutions on RN
Given a function v : [0, T ]×RN+ → R, we define the change of variable (t, x)→ (s, y)
by letting: yi , lnxi, i = 1, Ns , T − t
and let the function u : [0, T ]× RN → R be defined as:
u(s, y) , v(T − s, ey),
where we denoted by ey = (ey1 , . . . , eyN ) = (x1, . . . , xN) = x. Further, After this
change of variable the operator L becomes L#, defined as:
L#ϕ(s, y) , r˜(s)ϕ(s, y) + ∂
∂s
ϕ(s, y)
−r˜(s)
N∑
i=1
∂
∂yi
ϕ(s, y)− 1
2
sup
γ∈Σ
Tr
[(
D2yϕ(s, y)− diag (Dyϕ(s, y))
)
(γγT )
]
,
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where we denoted by r˜(s) = r(T −s) = r(t). The detailed derivation of operator L#
can be found in the Appendix, section A.1. Defining further h#(y) = h(ey) = h(x),
the Cauchy problem for v, (4.1), becomes a Cauchy problem for u with initial
condition:{
min
{L#u(s, y), u(s, y)− h#(y)} = 0 (s, y) ∈ (0, T ]× RN
u(0, y) = h#(y) y ∈ RN . (4.11)
We then expect that if v is a viscosity solution of (3.4), then u is a viscosity solution
of (4.11). More specifically, we prove that:
Proposition 4.3.6 (Viscosity and growth properties of u). Let functions r, h and
set Σ be defined as in Assumptions 1 and 2. Assume function v : [0, T ]× RN+ → R
and define functions u, r˜, h# by:
u : [0, T ]× RN → R, u(s, y) , v(T − s, ey)
r˜ : [0, T ]→ [0,M ], r˜(s) , r(T − s)
h# : RN → R, h#(y) , h(ey).
Then v is a viscosity subsolution (supersolution) of (4.1) in the sense of Definition
4.1.1, if and only if the function u is a viscosity subsolution (supersolution) of the
Cauchy problem (4.11), with L#, h# replacing L, h in Definition 4.1.1.
Moreover, if v has polynomial growth, satisfying:
|v(t, x)| ≤ C(1 + |x|m) ∀(t, x) ∈ [0, T ]× RN+ (4.12)
for some constants C > 0 and m > 0, then u satisfies:
|u(s, y)| ≤ C(1 + |ey|m) (4.13)
for all (s, y) ∈ [0, T ]× RN (and the vice versa also holds).
Proof. Let v be a viscosity subsolution of (4.1) and consider a point (s0, y0) ∈
[0, T ]×RN and a test function ϕ# ∈ C1,2b ([0, T ]×RN) such that (s0, y0) is a minimum
point of u− ϕ#. Then, defining
t0 , T − s0, xi0 , exp(yi0), i = 1, N
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and the function ϕ : [0, T ]× RN+ → R by
ϕ(t, x) , ϕ#(T − t, lnx)
we have that ϕ ∈ C1,2b ([0, T ] × RN+ ). Further, taking any point (t, x) ∈ [0, T ] × RN+
and letting s = T − t and xi = exp(yi), for all i = 1, N , we get:
v(t, x)− ϕ(t, x) = u(s, y)− ϕ#(s, y) ≥ u(s0, y0)− ϕ#(s0, y0)
= v(t0, x0)− ϕ(t0, x0)
and thus (t0, x0) is a minimum point of v − ϕ. Then, the definitions of L#, h# and
the subsolution property of v imply that
min
{L#ϕ#(s0, y0), u(s0, y0)− h#(y0)} = min {Lϕ(t0, x0), v(t0, x0)− h(x0)} ≤ 0
and in addition,
u(0, y) = v(T, x) ≤ h(x) = h#(lnx) = h#(y),
which proves that u is a subsolution of (4.11).
The reverse assertion is proven in exactly the same way, by observing that for any
test function ϕ ∈ C1,2b ([0, T ]×RN+ ) we can find a test function ϕ# ∈ C1,2b ([0, T ]×RN),
by setting: ϕ#(s, y) = ϕ(T − s, ey).
Finally, (4.13) is also obtained from the definition of u and (4.12):
|u(s, y)| = |v(T − s, ey)| ≤ C(1 + |ey|m)
and similarly, if (4.13) is true, then we can write:
|v(t, x)| = |u(T − t, lnx)| ≤ C(1 + |elnx|m) = C(1 + |x|m),
which shows (4.12) is true.
4.3.3 Second transformation: bounded viscosity solutions
For any viscosity subsolution (or supersolution) u, of equation (4.11), define the
function v˜ : [0, T ]× RN → R by:
v˜(t, x) , e−m0`(x)u(t, x),
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with `(x) ,
√
1 + |x|2 and m0 = m + 1. Under this notation, L#u translates into
a different operator for function v˜. We refer to the Appendix, section A.2 for the
detailed derivation of L˜v˜, which ultimately write:
L#u(t, x) = em0`(x)L˜v˜(t, x)
, em0`(x)
{
r˜(t)v˜(t, x) +
∂
∂t
v˜(t, x)−
N∑
i=1
r˜(t)
∂
∂xi
v˜(t, x)
− 1
2
sup
γ∈Σ
[
Tr
[
(D2xv˜(t, x)− diag(Dxv˜(t, x)))(γγT )
]
+
+ v˜(t, x)(m20 |D`(x)γ|2 +m0Tr(D2`(x)(γγT )))
+ 2m0
〈
D`(x)(γγT ), Dxv˜(t, x)
〉 ]}
.
Therefore,
min
{L#u(t, x), u(t, x)− h#(x)} =
= min
{
em0`(x)L˜v˜(t, x), em0`(x)v˜(t, x)− h#(x)
}
= em0`(x) min
{L˜v˜(t, x), v˜(t, x)− e−m0`(x)h#(x)}.
We can now derive the equation for v˜, by dividing equation (4.11) by em0`(y): min
{
L˜v˜(t, x), v˜(t, x)− h˜(x)
}
= 0 (t, x) ∈ (0, T ]× RN
v˜(0, x) = h˜(x) x ∈ RN .
(4.14)
where
h˜(x) , e−m0`(x)h(ex) = e−m0`(x)h#(x)
and L˜ is defined by:
L˜ϕ(t, x) , r˜(t)ϕ(t, x) + ∂
∂t
ϕ(t, x)−
N∑
i=1
r˜(t)
∂
∂xi
ϕ(t, x) (4.15)
− 1
2
sup
γ∈Σ
[
Tr
[
(D2xϕ(t, x)− diag(Dxϕ(t, x)))(γγT )
]
+
+ 2m0
〈
D`(x)(γγT ), Dxϕ(t, x)
〉
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+ ϕ(t, x)(m20 |D`(x)γ|2 +m0Tr(D2`(x)(γγT )))
]
.
We now proceed to prove that sub/supersolutions of problem (4.11) transform
into sub/supersolutions of the new problem (4.14).
Proposition 4.3.7 (Viscosity property of v˜). Assume functions u : [0, T ]×RN → R
and v˜ : [0, T ]× RN → R are defined such that
v˜(t, x) , u(t, x)e−m0`(x), ∀(t, x) ∈ [0, T ]× RN
Then u is a viscosity subsolution (supersolution) of (4.11) in the sense of Defini-
tion 4.1.1, with L#, h# instead of L, h if and only if the function v˜ is a viscosity
subsolution (supersolution) of the Cauchy problem (4.14): min
{
L˜v˜(t, x), v˜(t, x))− h˜(x)
}
= 0 (t, x) ∈ (0, T ]× RN
v˜(0, x) = h˜(x) x ∈ RN
in the sense of Definition 4.1.1, with L˜, h˜ instead of L, h, where
h˜ : RN → R, h˜(x) , e−m0`(x)h#(x)
and
L˜ϕ(t, x) , r˜(t)ϕ(t, x) + ∂
∂t
ϕ(t, x)−
N∑
i=1
r˜(t)
∂
∂xi
ϕ(t, x)
− 1
2
sup
γ∈Σ
[
Tr
[
(D2xϕ(t, x)− diag(Dxϕ(t, x)))(γγT )
]
+
+ 2m0
〈
D`(x)(γγT ), Dxϕ(t, x)
〉
+ ϕ(t, x)(m20 |D`(x)γ|2 +m0Tr(D2`(x)(γγT )))
]
.
Proof. Assume u is a subsolution of equation (4.11) and consider a point (t0, x0) ∈
[0, T ]×RN and a test function ϕ˜ ∈ C1,2b
(
[0, T ]× RN) such that (t0, x0) is a minimum
point of v˜− ϕ˜. We can then define the function ϕ# : [0, T ]×RN → R by ϕ#(t, x) ,
em0`(x)ϕ˜(t, x) and we have that ϕ# ∈ C1,2b
(
[0, T ]× RN). Further, taking any point
(t, x) ∈ [0, T ]× RN we can write:
u(t, x)− ϕ#(t, x) = em0`(x) [v˜(t, x)− ϕ˜(t, x)]
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≥ em0l(x) [v˜(t0, x0)− ϕ˜(t0, x0)]
= u(t0, x0)− ϕ#(t0, x0)
and thus (t0, x0) is a minimum point of u − ϕ#. Then, the definitions of L˜, h˜ and
the subsolution property of u imply that:
min
{
L˜ϕ˜(t0, x0), v˜(t0, x0)− h˜(x0)
}
= e−m0`(x) min
{L#ϕ#(t0, x0), u(t0, x0)− h#(x0)}
≤ 0.
Additionally, noting that v˜(0, x) = u(0, x)e−m0`(x) ≤ h#(x)e−m0`(x) thanks to the
viscosity subsolution property of u, we arrive at v˜(0, x) ≤ h˜(x), for all x ∈ RN ,
which completes the proof that v˜ is a viscosity subsolution of (4.14).
The reverse assertion is proven in exactly the same way, by observing that
for any test function ϕ# ∈ C1,2b
(
[0, T ]× RN) we can find a test function ϕ˜ ∈
C1,2b
(
[0, T ]× RN), by letting ϕ˜(t, x) , e−m0`(x)ϕ#(t, x).
We’ll show now that the function v˜ obtained by this second transformation is
bounded. More specifically, we prove the following growth property of the viscosity
sub/supersolutions of equation (4.14).
Proposition 4.3.8 (Growth properties of v˜). Let functions r, h and set Σ be defined
as in Assumptions 1 and 2. Assume function u : [0, T ] × RN → R is a viscosity
subsolution (supersolution) of (4.11) in the sense of Definition 4.1.1 (with L#),
satisfying the growth condition:
|u(t, x)| ≤ C(1 + |ex|m) ∀(t, x) ∈ [0, T ]× RN (4.16)
for some constants C > 0 and m > 0.
Then,
(i) the function
v˜ : [0, T ]× RN → R, v˜(t, x) , u(t, x)e−m0`(x) = u(t, x)e−(1+m)
√
1+|x|2 ,
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is a viscosity subsolution (supersolution) of the Cauchy problem (4.14) in the sense
of Definition 4.1.1 (with L˜), satisfying the following growth condition:
|v˜(t, x)| ≤ C˜, ∀(t, x) ∈ [0, T ]× RN , (4.17)
for some constant C˜ > 0 depending only on N,C,m.
(ii) if v and v are respectively a subsolution and a supersolution of (4.14), then
the following holds:
lim
R→∞
sup{v(t, x)− v(t, y) : |x|, |y| > R, t ∈ [0, T ]} ≤ 0. (4.18)
Proof. (i) The viscosity solution property of v˜ was already proven in Proposition
4.3.7, so we only need to prove (4.17) to get (i). Let thus u be a sub/supersolution
of equation (4.11) and define, as above, v˜ by
v˜(t, x) , e−m0`(x)u(t, x).
Then, using the growth condition (4.16), we get:
|v˜(t, x)| = e−m0`(x)|u(t, x)| ≤ e−m`(x)C(1 + |ex|m)
= C
(
e−m`(x) +
(
e−`(x)|ex|)m)
≤ C
(
1 +
∣∣ex−`(x)∣∣m) (4.19)
≤ C
1 +( N∑
i=1
e2xi−2`(x)
)m/2
and since `(x) =
√
1 +
∑N
i=1 x
2
i ≥ xi for any i = 1, N we get
|v˜(t, x)| ≤ C(1 +Nm/2) , C˜ (4.20)
Therefore, any sub/supersolution v˜ verifies the following growth condition:
−C˜ ≤ v˜(t, x) ≤ C˜, ∀(t, x) ∈ [0, T ]× RN .
for a constant C˜ > 0 depending only on N,C and m.
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(ii) Consider now u and u respectively a subsolution and a supersolution of
equation (4.11) and define
v(t, x) , e−m0`(x)u(t, x)
v(t, x) , e−m0`(x)u(t, x)
where `(x) ,
√
1 + |x|2 and m0 = 1 + m. Take now x and y such that |x|, |y| > R
and using (4.19) and (4.20), we get:
v(t, x) ≤ e−m0`(x)|u(t, x)| = e−`(x)e−m`(x)|u(t, x)| ≤ e−`(x)C˜
−v(t, y) ≤ e−m0`(y)|u(t, y)| ≤ e−`(y)e−m`(y)|u(t, y)| ≤ C˜e−`(y),
which leads to
v(t, x)− v(t, y) < C˜ (e−`(x) + e−`(y))
= C˜
(
e−
√
1+|x|2 + e−
√
1+|y|2
)
≤ 2C˜e−
√
1+R2 .
Thus
lim
R→∞
sup {v(t, x)− v(t, y) : |x|, |y| > R, t ∈ [0, T ]}
≤ lim
R→∞
2C˜e−
√
1+R2 = 0
which proves (4.18).
4.3.4 Uniqueness theorem
As mentioned at the beginning of Section 4.3, we derive the uniqueness result using
a standard comparison principle for viscosity solutions. Examples of standard com-
parison principles can be found, for instance, in Crandall, Ishii and Lions [7] (see
Theorem 3.3, page 18 or Theorem 8.2, page 50, for the parabolic Cauchy-Dirichlet
problem).
The comparison principle for viscosity solutions of first order Hamilton-Jacobi-
Bellman equations was first proven by Crandall-Lions in [8]. Generalizations of this
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result to second order Hamilton-Jacobi-Bellman equations were done by several au-
thors, for instance Lions [33], Jensen [28] and Ishii and Kobayasi [25], who proved
uniqueness of solutions of fully non-linear parabolic equations under a special con-
dition. On the other hand, viscosity solutions of obstacle non-linear second order
PDEs were studied by Ishii (see [23] and [24]) and Amadori (see [1]).
In this subsection we state this result for the transformed equation (4.14) and
show how this leads to uniqueness of the viscosity solution of the original HJB
problem (4.1). To the best of our knowledge, this comparison principle for nonlinear
parabolic HJB equations with obstacles is new and has not been previously reported
n the literature. The detailed proof of the comparison principle is then detailed in
the remainder of this Section.
Theorem 4.3.9 (Comparison principle). Assume that h˜ ∈ C(RN). Let v ∈ USC([0, T ]×
RN) be a viscosity subsolution and v ∈ LSC([0, T ] × RN) a viscosity supersolution
of (4.14), satisfying the following growth conditions:
|v(t, x)|+ |v(t, x)| ≤ C˜ (GC)
lim
R→∞
sup{v(t, x)− v(t, y) : |x|, |y| > R, t ∈ [0, T ]} ≤ 0,
for some constant C˜ and for all (t, x, y) ∈ [0, T ]× RN × RN .
Then v ≤ v.
Proof. See section 4.3.6 for a detailed proof of this theorem.
Once the comparison principle is proven, we can finally show that the viscosity
solution of problem (4.1) is unique.
Theorem 4.3.10. (Uniqueness) Let functions r, h and set Σ ∈ MN(R) satisfy
Assumptions 1 and 2. Let v1, v2 be a viscosity solutions of the Cauchy problem
(4.1): {
min {Lv(t, x), v(t, x)− h(x)} = 0, (t, x) ∈ (0, T ]× RN+
v(T, x) = h(x) x ∈ RN+ .
(4.21)
satisfying the growth condition |v(t, x)| ≤ K(1 + |x|m) for all (t, x) ∈ [0, T ] × RN+
and for some constants K,m > 0.
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Then v1 = v2.
Proof. Suppose there exist two viscosity solutions v and u of equation (4.1), with
polynomial growth of order m. Applying the transformations described in the
previous subsections to v and u, we define functions u˜ : [0, T ] × R → R and
v˜ : [0, T ]× R→ R such that:
v˜(t, x) , v(T − x, lnx)e−m0`(lnx) (4.22)
u˜(t, x) , u(T − x, lnx)e−m0`(lnx).
Then propositions 4.3.6 and 4.3.7 imply that v˜ and u˜ are viscosity solutions of the
Cauchy problem (4.14), satisfying the growth conditions (GC). In particular, this
means that v˜ and u˜ are both viscosity subsolutions and viscosity supersolutions of
this problem. Then, applying Theorem 4.3.9 first to u˜ (as a subsolution) and v˜ (as
a supersolution) and then to v˜ (as a supersolution) and u˜ (as a subsolution), we
obtain, respectively, that u˜ ≤ v˜ and v˜ ≤ u˜. Hence u˜ = v˜, which then implies, by
(4.22), that u = v.
Therefore, if a viscosity solution of (4.1) exists, it is unique.
Corollary 4.3.11. Let functions r, h and set Σ ∈ MN(R) satisfy Assumptions 1
and 2 and let process X be defined as in (3.1). The value function
v(t, x) = sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )|Ft
]
is the unique viscosity solution of the Hamilton-Jacobi-Bellman problem (4.1).
Proof. As proven in Theorem 4.2.3, v is a viscosity solution of the Cauchy problem
(4.1) and recalling Theorem 3.2.14, there exists a constant Km > 0 such that v
satisfies:
|v(t, x) ≤ Km(1 + |x|m), ∀(t, x) ∈ [0, T ]× RN .
Then we can apply Proposition 4.3.10 to conclude that the value function v is the
unique viscosity solution of the HJB problem (4.1).
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4.3.5 Useful lemmas
We present here three technical lemmas that are needed in the proof of the compar-
ison principle stated in Theorem 4.3.9.
Lemma 4.3.12. (see Lemma 8.3 in [7], page 50). Let ui ∈ USC ((0, T )×Oi) for
i = 1, . . . , k, where Oi is a closed subset of RNi and let ϕ : (0, T )×O1× . . .×Ok →
R be once continuously differentiable in t and twice continuously differentiable in
(x1, . . . , xk) ∈ O1 × . . .×Ok. Suppose that
(i) there exists a point (tˆ, xˆ1, . . . , xˆk) ∈ (0, T )×O1× . . .×Ok at which the function
w(t, x1, . . . , xk) , u1(t, x1) + . . .+ uk(t, xk)− ϕ(t, x1, . . . , xk)
attains a maximum;
(ii) there exists r > 0 such that, for every M > 0:
∀i : sup{τi : (τi, qi, Xi) ∈ P2,+Oi ui(t, xi), |xi − xˆi|+ |t− tˆ| ≤ r,
|ui(t, xi)|+ |qi|+ ‖Xi‖ ≤M
}
<∞
Then for each  > 0 there are Xi ∈ S(Ni) such that:(
τi, Dxiϕ(tˆ, xˆ1, . . . , xˆk), Xi
) ∈ P2,+Oi ui(tˆ, xˆi), for i = 1, . . . , k
−
(
1

+ ‖A‖
)
I ≤

X1 · · · 0
...
. . .
...
0 · · · Xk
 ≤ A+ A2,
τ1 + . . .+ τN = ϕt(tˆ, xˆ1, . . . , xˆk)
where A = D2xϕ(tˆ, xˆ1, . . . , xˆk).
Lemma 4.3.13. (see Theorem 3 in [25], page 918). Take γ ∈ C ([0, T ]) , γ (0) =
0, γ (t) > 0 as t > 0, with∫ ε
0
dt
γ(t)
=∞ for all ε > 0.
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Let θ be an upper semicontinuous function on [0, T ), nonnegative, bounded from
above and suppose that, in viscosity sense,{
θ′(t) ≤ γ(θ(t)) t ∈ (0, T )
min {θ′(0)− γ(θ(0)), θ(0)} ≤ 0 (4.23)
Then θ ≡ 0.
In the proof of the comparison principle, we will also use the following lemma,
which is also technical, but which was not available elsewhere in the literature. We
enunciate it here, including its proof.
Lemma 4.3.14. Let w : [0, T )×RN×RN → R be an upper-semicontinuous function
satisfying
w(t, x, y) ≤ B(1 + |x|+ |y|)
and define
θ(t) , lim
r→0
sup
{
w(t, x, y) : |x− y| ≤ r, x, y ∈ RN} ,
and θ∗ its upper semicontinuous envelope:
θ∗(t) , lim
r↘0
sup
{
θ(s), s ∈ [0, T ], |s− t| ≤ r, x, y ∈ RN} .
Let t0 ∈ [0, T ) and ϕ ∈ C1([0, T )) such that θ∗−ϕ has a strict maximum at t0, ϕ(t0) =
θ∗(t0). Take then the auxiliary function, depending on two positive parameters α and
β,
Φαβ(t, x, y) = w(t, x, y)− α
2
|x− y|2 − β
2
|x|2 − ϕ(t).
Then for all fixed α, β, there exists (tαβ, xαβ, yαβ) at which Φαβ has a maximum such
that
lim
α→∞
lim
β↘0
(
α
2
|xαβ − yαβ|2 + β
2
|xαβ|2
)
= 0.
Moreover, extracting possibly a subsequence,
lim
α→∞
lim
β↘0
tαβ = t0,
lim
α→∞
lim
β↘0
w (tαβ, xαβ, yαβ) = ϕ(t0).
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Proof. By construction, we have that for any t ∈ [0, T ),
θ∗(t)− ϕ(t) ≤ θ∗(t0)− ϕ(t0) = 0
hence:
ϕ(t) > 0, ∀t > 0.
Fixing a time τ > t0 and defining Ωτ , {(t, x, y) ∈ [0, τ ]× RN × RN : |x− y| < 1},
we have that Φαβ(t, x, y) ≤ B − β|x|2, hence it attains a maximum over Ωτ . Let
(tαβ, xαβ, yαβ) be such a maximum point. Note further that:
α
4
|xαβ − yαβ|2 + β
2
|xαβ|2 = Φα
2
β
2
(t, xαβ, yαβ)− Φαβ(t, xαβ, yαβ)
= Φα
2
β
2
(t, xαβ, yαβ)−max
Ωτ
Φαβ(t, x, y)
≤ max
Ωτ
Φα
2
β
2
(t, x, y)−max
Ωτ
Φαβ(t, x, y) (4.24)
and that the definition of Φαβ implies:
lim
α→∞
(
lim
β↘0
max
Ωτ
Φαβ(t, x, y)
)
= lim
α→∞
[
sup
Ωτ
(
(w(t, x, y)− α
2
|x− y|2 − ϕ(t)
)]
≤
≤ sup
Ωτ
(θ∗(t)− ϕ(t)) = θ∗(t0)− ϕ(t0) = 0.
Then taking to the limit when α→∞ and β ↘ 0 in (4.24) we find that:
lim
α→∞
lim
β↘0
tαβ = t0
lim
α→∞
lim
β↘0
(
α
2
|xαβ − yαβ|2 + β
2
|xαβ|2
)
= 0.
lim
α→∞
lim
β↘0
w (tαβ, xαβ, yαβ) = ϕ(t0).
4.3.6 Proof of the Comparison Principle
We recall here, for convenience, the statement we intend to prove, in full.
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Theorem (Comparison principle - Theorem 4.3.9). Assume that h˜ ∈ C(RN). Let
v ∈ USC([0, T ]×RN) be a viscosity subsolution and v ∈ LSC([0, T ]×RN) a viscosity
supersolution of (4.14): min
{
L˜v˜(t, x), v˜(t, x)− h˜(x)
}
= 0 (t, x) ∈ (0, T ]× RN
v˜(0, x) = h˜(x) x ∈ RN
where h˜(x) , e−m0`(x)h(ex) and L˜ is defined by:
L˜ϕ(t, x) , r˜(t)ϕ(t, x) + ∂
∂t
ϕ(t, x)−
N∑
i=1
r˜(t)
∂
∂xi
ϕ(t, x)
− 1
2
sup
γ∈Σ
[
Tr
[
(D2xϕ(t, x)− diag(Dxϕ(t, x)))(γγT )
]
+
+ 2m0
〈
D`(x)(γγT ), Dxϕ(t, x)
〉
+ ϕ(t, x)(m20 |D`(x)γ|2 +m0Tr(D2`(x)(γγT )))
]
.
Assume v and v satisfy the following growth conditions:
|v(t, x)|+ |v(t, x)| ≤ C˜ (GC)
lim
R→∞
sup{v(t, x)− v(t, y) : |x|, |y| > R, t ∈ [0, T ]} ≤ 0,
for some constant C˜ and for all (t, x, y) ∈ [0, T ]× RN × RN .
Then v ≤ v.
Proof. In view of (GC) we can define the function g : [0, T ]× R+ → R as
g(t, r) , sup
{
v(t, x)− v(t, y) : |x− y| ≤ r, x, y ∈ RN}
and we can easily see that
g(t, r) ≥ v(t, x)− v(t, x), ∀(t, x) ∈ [0, T ]× RN and ∀r ≥ 0. (4.25)
Moreover, (GC) implies that g is bounded with |g(t, r)| ≤ 2C˜, which allows us to
take the limit of g(t, r) when r ↘ 0, to define
p(t) , lim
r↘0
g(t, r).
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Then, taking r ↘ 0 in (4.25), we have that:
v(t, x)− v(t, x) ≤ p(t), ∀(t, x) ∈ [0, T ]× RN
and it is thus sufficient to prove that p ≤ 0 to get the conclusion.
To this end, define the non-negative function:
θ(t) , lim
r↘0
sup
{
(v(t, x)− v(t, y))+ : |x− y| ≤ r, x, y ∈ RN} ≥ p(t).
We’ll prove that θ ≡ 0 in the rest of this section. To this end, we use Lemma 4.3.13
with γ(t) = κt, for some constant κ and with θ∗, the upper semicontinuous envelope
of θ:
θ∗(t) , lim
r↘0
sup {θ(s), s ∈ [0, T ], |s− t| ≤ r} .
The choice for the constant κ will be justified by the computation at end of this
section. In view of Lemma 4.3.13, we only need to check that θ∗ verifies (4.23) in
viscosity sense.
Let ϕ ∈ C1([0, T ),R) be a test function and assume that θ∗ − ϕ has a strict
maximum at t0 ∈ [0, T ). We may also assume without loss of generality that (θ∗ −
ϕ)(t0) = 0 and since by construction θ
∗ ≥ θ ≥ 0, we have:
ϕ(t) > θ∗(t) ≥ θ(t) ≥ 0, ∀t ∈ [0, T ]. (4.26)
We then need to prove that:
ϕ′(t0) ≤ κθ∗(t0) if t0 > 0 (4.27a)
min {ϕ′(t0)− κθ∗(t0), θ∗(t0)} ≤ 0 if t0 = 0 (4.27b)
or equivalently {
ϕ′(t0) ≤ κϕ(t0) if t0 > 0
ϕ′(0) ≤ κϕ(0) as soon as ϕ(0) > 0.
Case I If θ∗(t0) = ϕ(t0) = 0 and t0 = 0 then min{ϕ′(t0) − κθ∗(t0), θ∗(t0)} ≤
θ∗(t0) = 0 and (4.27b) is proven.
Case II Assume θ∗(t0) = ϕ(t0) = 0 and t0 > 0. By construction, θ∗ ≥ θ ≥ 0,
hence θ∗ has a minimum point at t0:
θ∗(t) ≥ 0 = θ∗(t0) = ϕ(t0), ∀t.
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Also, θ∗−ϕ has a maximum point in t0, which implies that ϕ(t) > θ∗(t) ≥ 0 = ϕ(t0)
for ∀t ∈ [0, T ) and that ϕ ∈ C1 has a minimum point at t0 too. This implies that
ϕ′(t0) = 0, which finally proves (4.27a).
Case III Assume that θ∗(t0) = ϕ(t0) > 0. Define the function
w (t, x, y) , v(t, x)− v(t, y)
and define also
Φαβ(t, x, y) , w(t, x, y)− α
2
|x− y|2 − β
2
|x|2 − ϕ(t)
which is therefore upper semi-continuous, since v,−v ∈ USC. Then, by (GC), we
have that
w(t, x, y) = v(t, x)− v(t, y) ≤ 2C˜ ≤ 2C˜(1 + |x|+ |y|) (4.28)
and we can then apply lemma 4.3.14 to our function w: for any α, β, there exists
(tαβ, xαβ, yαβ), a maximum point of Φαβ, satisfying
lim
α→∞
lim
β↘0
(
α
2
|xαβ − yαβ|2 + β
2
|xαβ|2
)
= 0 (4.29)
lim
α→∞
lim
β↘0
tαβ = t0 (4.30)
lim
α→∞
lim
β↘0
w(tαβ, xαβ, yαβ) = ϕ(t0). (4.31)
and recalling that ϕ(t0) > 0, we find that
lim
α→∞
lim
β↘0
(v(tαβ, xαβ)− v(tαβ, yαβ)) = ϕ(t0) > 0. (4.32)
Step 2 We now make the observation that we can find a suitable constant R > 0
and some α# > 0, β# > 0 such that for any α > α#, β < β#, both |xαβ| ≤ R and
|yαβ| ≤ R are satisfied.
Proof of Step 2. Indeed, if this weren’t true, then for each R > 0 and any α#, β# > 0,
we could find α > α# and β < β# such that |xαβ| > R or |yαβ| > R.
Choose then a sequence {Rn}n∈N → ∞ and two sequences {α#n }n∈N → ∞ and
{β#n }n∈N → 0. Then for any n ∈ N, there are αn > α#n and βn < β#n such that
|xαnβn| > Rn or |yαnβn| > Rn. It follows that {αn}n∈N and {βn}n∈N satisfy:
|xαnβn| > Rn or |yαnβn| > Rn, ∀n ∈ N (4.33)
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while
lim
n→∞
αn =∞ and lim
n→∞
βn = 0.
By (4.29), we have that
lim
α→∞
lim
β↘0
|xαβ − yαβ| = 0, (4.34)
otherwise the limit in (4.29) would be∞. Then, for the chosen subsequences {αn}n∈N
and {βn}n∈N yields:
lim
n→∞
|xαnβn − yαnβn| = 0. (4.35)
Furthermore, we extract a subsequence {nk, k ∈ N} ⊆ N such that {xαnk}k∈N con-
verges to l1 ∈ [0,∞]. Assume first that l1 < ∞. In this case, we can find some
k0 ∈ N such that for any k > k0, |xαnkβnk | < 2l1 and then Rn → ∞ and (4.33)
imply that for some k1 ≥ k0, |yαnkβnk | > Rnk for any k > k1, which gives that
|yαnkβnk | → ∞ when k →∞. This leads to the following∣∣xαnkβnk − yαnkβnk ∣∣ ≥ ∣∣yαnkβnk ∣∣− ∣∣xαnkβnk ∣∣ ≥ ∣∣yαnkβnk ∣∣− 2l1 →∞, k →∞
which is in obvious contradiction with (4.35).
Assuming now that l1 =∞, we will extract in an analogous way a subsequence
{np, p ∈ N} ⊆ {nk, k ∈ N} such that {yαnp}p∈N converges to l2 ∈ [0,∞]. Now, if
l2 < ∞, the situation is the same as before: ∃p0 ∈ N such that for any p > p0,
|yαnpβnp | < 2l2 and then∣∣xαnpβnp − yαnpβnp ∣∣ ≥ ∣∣xαnpβnp ∣∣− ∣∣yαnpβnp ∣∣ ≥ ∣∣xαnpβnp ∣∣− 2l2 →∞, p→∞
which is again in contradiction with (4.35).
The final possible case is if l2 = l1 =∞. By (4.32) we have that there is a p1 ∈ N
such that ∀p > p1 (and thus for any ∀p > p2 , max {p0, p1})
v(tαnpβnp , xαnpβnp )− v(tαnpβnp , yαnpβnp ) >
ϕ(t0)
2
> 0.
Now, since |xαnpβnp | → ∞ and |yαnpβnp | → ∞ when p → ∞ (we can consider only
values of p > p2), for any R > 0, ∃p > p2 such that |xαnpβnp | > R and |yαnpβnp | > R.
Then
lim
R→∞
sup {v(t, x)− v (t, y) : |x|, |y| > R, t ∈ [0, T ]} >
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> lim
R→∞
[
v
(
tαnpβnp , xαnpβnp
)− v(tαnpβnp , yαnpβnp )]
>
ϕ(t0)
2
> 0
which obviously contradicts (4.18).
We have thus proved that:
∃R,α∗, β∗ > 0 such that

|xαβ| ≤ R
and
|yαβ| ≤ R
, ∀α > α#,∀β < β# (4.36)
Step 3 Let us now prove that tαβ > 0 for any α > α
+ and β < β+, for some given
constants α+, β+ > 0.
Proof of Step 3. Assume to the contrary that for any α+, β+ > 0, ∃α > α+ and
β < β+ such that tαβ = 0. Then
Φαβ(tαβ, xαβ, yαβ) = v(0, xαβ)− v(0, yαβ)− α
2
|xαβ − yαβ|2 − β
2
|xαβ|2 − ϕ(0)
≤ e−m0l(xαβ)h#(xαβ)− e−m0l(yαβ)h#(yαβ)− α
2
|xαβ − yαβ|2 − β
2
|xαβ|2 − ϕ(0)
≤ ωh#(|xαβ − yαβ|)−
α
2
|xαβ − yαβ|2 − β
2
|xαβ|2 − ϕ(0) (4.37)
where ωh˜ is the modulus of continuity of h˜(x) = e
−m0l(x)h(ex) in the ball of radius
R.
Now, thanks to (4.29) and (4.31), Φαβ(tαβ, xαβ, yαβ) → 0 as α → ∞ and β ↘ 0
and recalling that ϕ(t0) = θ
∗(t0) > 0, we can find positive constants α0, β0 such that
∀α > α0, β < β0 it holds:
Φαβ(tαβ, xαβ, yαβ) ≥ −1
3
ϕ(t0). (4.38)
On the other hand, (4.30) implies that ϕ(tαβ) → ϕ(t0) and thus ∃α1, β1 such that
∀α > α1, β < β1 it holds
|ϕ(tαβ)−ϕ(t0)| ≤ 1
3
ϕ(t0) ⇒
⇒ − 1
3
ϕ(t0) ≤ ϕ(tαβ)− ϕ(t0) ≤ 1
3
ϕ(t0)
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⇒ − 4
3
ϕ(t0) ≤ −ϕ(tαβ) ≤ −2
3
ϕ(t0).
Moreover, since limα→∞ limβ→0 |xαβ − yαβ| = 0, we can choose some α2 > 0 and β2 >
0 such that for any α > α2 and β < β2, we have ωh˜ (|xαβ − yαβ|) < 13ϕ(t0). Putting
all this together with (4.37) and (4.38), we find that if we take α+ = max {α0, α1, α2}
and β+ = min {β0, β1, β2} then there exist α > α+ and β < β+ such that (tαβ = 0)
−1
3
ϕ(t0) ≤ Φαβ(tαβ, xαβ, yαβ)
≤ ωh# (|xαβ − yαβ|)− ϕ(tαβ)
≤ ωh# (|xαβ − yαβ|)−
2
3
ϕ(t0).
Hence 1
3
ϕ(t0) ≤ ωh# (|xαβ − yαβ|) < 13ϕ(t0) which is absurd.
We proved thus that there are α+ > 0, β+ > 0 such that tαβ > 0, for any
α > α+ and β < β+. Combining this and (4.36) (and defining, for instance α∗ =
max{α#, α+} and β∗ = max{β#, β+}), we can conclude the following:
∃R,α∗, β∗ > 0 such that

|xαβ| ≤ R, |yαβ| ≤ R
and
tαβ > 0
, ∀α > α∗,∀β < β∗. (4.39)
Step 4 We can now apply Lemma 4.3.12 with ε = 1
α
and setting
u1(t, x) = v(t, x)− β
2
|x|2
u2 (t, y) = −v(t, y)
φ(t, x, y) =
α
2
|x− y|2 + ϕ(t)
such that the function Φ(t, x, y) , u1(t, x) + u2(t, y)− φ(t, x, y) has a maximum at
(tαβ, xαβ, yαβ) ∈ (0, T )× RN × RN . The first and second derivatives of φ are easily
calculated as follows
∂tφ(t, x, y) = ϕ
′(t)
Dxφ(t, x, y) = α(x− y) Dyφ(t, x, y) = −α(x− y)
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Dφ(t, x, y) = α(x− y)
(
1
−1
)
D2φ(t, x, y) = α
(
IN −IN
−IN IN
) ∥∥D2φ(t, x, y)∥∥ = α ∥∥∥∥∥ IN −IN−IN IN
∥∥∥∥∥ = 2α.
By the above mentioned lemma, there are real numbers τ1, τ2 and symmetric matrices
X, Y ∈ SN such that
τ1 − τ2 = ∂tφ(tαβ, xαβ, yαβ) = ϕ′(tαβ), (4.40)
−3αI2N ≤
(
X 0
0 −Y
)
≤ α
(
IN −IN
−IN IN
)
+
1
α
α2
(
IN −IN
−IN IN
)2
⇐⇒ −3αI2N ≤
(
X 0
0 −Y
)
≤ 3α
(
IN −IN
−IN IN
)
(4.41)
and
(τ1, Dxφ (tαβ, xαβ, yαβ) , X) ∈ P2,+u1(tαβ, xαβ)
(−τ2, Dyφ (tαβ, xαβ, yαβ) ,−Y ) ∈ P2,+u2(tαβ, yαβ)
= −P2,−(−u2)(tαβ, yαβ)
or equivalently
(τ1, α(xαβ − yαβ), X) ∈ P2,+u1(tαβ, xαβ) (4.42)
(τ2, α(xαβ − yαβ), Y ) ∈ P2,−(−u2)(tαβ, yαβ) (4.43)
Using now the basic properties of the parabolic sub/superjet P2,+ and the definitions
of u1 and u2, we have:
P2,+u1(tαβ, xαβ) = P2,+v(tαβ, xαβ)− (0, βxαβ, βIN)
P2,− (−u2) (tαβ, yαβ) = P2,−v(tαβ, yαβ).
Hence,
(τ1, α(xαβ − yαβ) + βxαβ, X + βIN) ∈ P2,+v(tαβ, xαβ) (4.44)
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(τ2, α(xαβ − yαβ), Y ) ∈ P2,−v(tαβ, yαβ). (4.45)
Now, since v is a viscosity subsolution of (4.14), definition 4.3.5 and (4.44) imply
that:
min
{
r˜(tαβ)v(tαβ, xαβ) + τ1 − r˜(tαβ)Tr[diag(α(xαβ − yαβ) + βxαβ)] (4.46)
− 1
2
sup
γ
{
Tr
[
(X + βIN − diag (α(xαβ − yαβ) + βxαβ)) (γγT )
]
+ v(tαβ, xαβ)
[
m20 |D`(xαβ)γ|2 +m0Tr
(
D2`(xαβ)(γγ
T )
)]
+ 2m0
〈
D`(xαβ)(γγ
T ), α(xαβ − yαβ) + βxαβ
〉}
,
v(tαβ, xαβ)− h˜(xαβ)
}
≤ 0
and similarly, since v is a viscosity supersolution of (4.14), definition 4.3.5 and (4.45)
imply that
min
{
r˜(tαβ)v(tαβ, yαβ) + τ2 − r˜(tαβ)Tr[diag(α(xαβ − yαβ))] (4.47)
− 1
2
sup
γ
{
Tr
[
(Y − diag (α(xαβ − yαβ))) (γγT )
]
+ v(tαβ, yαβ)
[
m20 |D`(yαβ)γ|2 +m0Tr
(
D2`(yαβ)(γγ
T )
)]
+ 2m0
〈
D`(yαβ)(γγ
T ), α(xαβ − yαβ)
〉}
,
v(tαβ, yαβ)− h˜(yαβ)
}
≥ 0.
In particular, since min{a, b}−min{c, d} ≥ min{a−c, b−d}1, combining (4.46) and
(4.47), we get
min
{
τ1 − τ2 + r˜(tαβ) (v(tαβ, xαβ)− v(tαβ, yαβ))− r˜(tαβ)Tr[diag(βxαβ)]
− 1
2
sup
γ
{
Tr
[
(X + βIN − diag(α(xαβ − yαβ) + βxαβ)) (γγT )
]
+ v(tαβ, xαβ)
[
m20 |D`(xαβ)γ|2 +m0Tr
(
D2`(xαβ)(γγ
T )
)]
1min{a, b} −min{c, d} = min {a−min{c, d}, b−min{c, d}} ≥ min{a− c, b− d}
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+ 2m0
〈
D`(xαβ)(γγ
T ), α(xαβ − yαβ) + βxαβ
〉}
+
1
2
sup
γ
{
Tr
[
(Y − diag(α(xαβ − yαβ))) (γγT )
]
+ v(tαβ, yαβ)
[
m20 |D`(yαβ)γ|2 +m0Tr
(
D2`(yαβ)(γγ
T )
)]
+ 2m0
〈
D`(yαβ)(γγ
T ), α(xαβ − yαβ)
〉}
,
v(tαβ, xαβ)− v(tαβ, yαβ)−
(
h˜(xαβ)− h˜(yαβ)
)}
≤ 0. (4.48)
Moreover, we note that h˜(x) = h#(x)e−m0`(x), being continuous, is also uniformly
continuous on compact sets. Therefore, since our points xαβ, yαβ lie in a closed ball
BR (see (4.39)), we can use the uniform continuity of h˜ and (4.34) to conclude that:
lim
α→∞
lim
β↘0
[
h˜(xαβ)− h˜(yαβ)
]
= 0
which together with (4.32) implies that
lim
α→∞
lim
β↘0
[
v(tαβ, xαβ)− v(tαβ, yαβ)−
(
h˜(xαβ)− h˜(yαβ)
)]
> 0.
This means that when α→∞ and β ↘ 0, the minimum in (4.48) is negative if and
only if the first term is negative, i.e.
τ1 − τ2 + r˜(tαβ) (v(tαβ, xαβ)− v(tαβ, yαβ)− Tr[diag(βxαβ)])
− 1
2
sup
γ
{
Tr
[
(X + βIN − diag(α(xαβ − yαβ) + βxαβ)) (γγT )
]
+ v(tαβ, xαβ)
[
m20|D`(xαβ)γ|2 +m0Tr
(
D2`(xαβ)(γγ
T )
)]
+ 2m0
〈
D`(xαβ)(γγ
T ), α(xαβ − yαβ) + βxαβ
〉}
+
1
2
sup
γ
{
Tr
[
(Y − diag(α(xαβ − yαβ))) γγT
]
+ v(tαβ, yαβ)
[
m20 |D`(yαβ)γ|2 +m0Tr
(
D2`(yαβ)(γγ
T )
)]
+ 2m0
〈
D`(yαβ)(γγ
T ), α(xαβ − yαβ)
〉} ≤ 0. (4.49)
Step 5 We make the observation that for any x, y such that |x|, |y| ≤ R, the coef-
ficient of v(tαβ, yαβ) and v(tαβ, yαβ) in the above inequality is bounded from above
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by a positive constant. Specifically, defining:
Cγ(x) , m20 |D`(x)γ|2 +m0Tr
[
D2`(x)(γγT )
]
we have that, for any x, y satisfying |x|, |y| ≤ R and γ such that ‖γ‖ ≤ M , the
following hold:
|`(x)− `(y)| ≤ 2R|x− y| (4.50)
|D`(x)−D`(y)| ≤ |x− y| (4.51)∥∥D2`(x)−D2`(y)∥∥ ≤ K0|x− y| (4.52)
|Cγ(x)− Cγ(y)| ≤ K1|x− y| (4.53)
Cγ(x) ≤ K2. (4.54)
for some positive constants K0, K1, K2, depending only on m0, N,R and M . In
particular, K2 = m0(1 + m0)M
2 and we refer to Appendix A.3 for a detailed proof
of these results.
Going back to our inequality (4.49), by (4.40) and defining X0 = X + βIN −
diag(α(xαβ − yαβ) + βxαβ) and Y0 = Y − diag(α(xαβ − yαβ)), we obtain:
ϕ′(tαβ) = τ1 − τ2
≤ 1
2
sup
γ
[
Tr(X0γγ
T ) + v(tαβ, xαβ)Cγ(xαβ)
+ 2m0
〈
D`(xαβ)(γγ
T ), α(xαβ − yαβ) + βxαβ
〉 ]
− 1
2
sup
γ
[
Tr(Y0γγ
T ) + v(tαβ, yαβ)Cγ(yαβ)
+ 2m0
〈
D`(yαβ)(γγ
T ), α(xαβ − yαβ)
〉]
− r˜(tαβ) (v(tαβ, xαβ)− v(tαβ, yαβ)− Tr[diag(βxαβ)])
≤ 1
2
sup
γ
{
Tr
[
(X0 − Y0) γγT
]
+ v(tαβ, xαβ)Cγ(xαβ)− v(tαβ, yαβ)Cγ(yαβ)
+ 2m0
〈
(D`(xαβ)−D`(yαβ))(γγT ), α(xαβ − yαβ)
〉
+ 2m0
〈
D`(xαβ)(γγ
T ), βxαβ
〉}
− r˜(tαβ) (v(tαβ, xαβ)− v(tαβ, yαβ)) + r˜(tαβ)β
N∑
i=1
xi.
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By (4.32) we have that v(tαβ, xαβ) − v(tαβ, yαβ) > 0 when α → ∞ and β ↘ 0 and
since r˜ > 0, the above writes further:
ϕ′(tαβ) = τ1 − τ2
≤ 1
2
sup
γ
{
Tr
[
(X0 − Y0) γγT
]
+ v(tαβ, xαβ)Cγ(xαβ)− v(tαβ, yαβ)Cγ(yαβ)
+ 2m0
〈
(D`(xαβ)−D`(yαβ))(γγT ), α(xαβ − yαβ)
〉
+ 2m0
〈
D`(xαβ)(γγ
T ), βxαβ
〉}
+ r˜(tαβ)βN |xαβ|
≤ 1
2
sup
γ
Tr
[
(X0 − Y0) γγT
]
+
+
1
2
sup
γ
[
v(tαβ, xαβ)Cγ(xαβ)− v(tαβ, yαβ)Cγ(yαβ)
]
+m0 sup
γ
〈
(D`(xαβ)−D`(yαβ))(γγT ), α(xαβ − yαβ)
〉
+m0 sup
γ
〈
D`(xαβ)(γγ
T ), βxαβ
〉
+ βMN |xαβ|
, T1 + T2 + T3 + T4 + βMN |xαβ| (4.55)
where in the last inequality we used the fact that r˜(t) = r(T − t) ≤ M , by As-
sumption 1. We rewrite further the first four terms on the right side of the last
inequality. In order to get T1, multiply the second inequality in (4.41) on both sides
by the symmetric positive semidefinite matrix
(
γγT γγT
γγT γγT
)
. Now, taking traces2,
we obtain:
Tr
(
XγγT XγγT
−Y γγT −Y γγT
)
≤ 3αTrON = 0
where ON is the null matrix of dimension N , or equivalently, Tr
[
(X − Y ) γγT ] ≤ 0.
2It is known that if A and B are two symmetric positive semidefinite matrices, i.e. A ≥ 0 and
B ≥ 0, then Tr(AB) ≥ 0. Hence, if A ≥ 0 and B ≤ C, then C −B ≥ 0 and Tr(AC −AB) ≥ 0, or
equivalently: Tr(AB) ≤ Tr(AC).
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This can be then used to obtain:
Tr
[
(X0 − Y0) γγT
]
= Tr
[
(X − Y ) γγT ]+ Tr [(βIN − βxαβ) γγT ]
≤ βTr (γγT )+ βTr (−diag(xαβ)γγT )
≤ β ‖γ‖2 + β ‖−diag(xαβ)‖
∥∥γγT∥∥
= β ‖γ‖2 + β |xαβ| ‖γ‖2
≤ βM2 (1 + |xαβ|) .
Hence,
T1 =
1
2
sup
γ
Tr
[
(X0 − Y0) γγT
] ≤ 1
2
βM2(1 + |xαβ|).
The second term can be written as follows:
T2 =
1
2
sup
γ
[
v(tαβ, xαβ)Cγ(xαβ)− v(tαβ, yαβ)Cγ(yαβ)
]
=
1
2
sup
γ
{
v(tαβ, xαβ)[Cγ(xαβ)− Cγ(yαβ)] + [v(tαβ, xαβ)− v(tαβ, yαβ)]Cγ(yαβ)
}
≤ 1
2
|v(tαβ, xαβ)| sup
γ
|Cγ(xαβ)− Cγ(yαβ)|+ 1
2
sup
γ
[v(tαβ, xαβ)− v(tαβ, yαβ)]Cγ(yαβ).
Use here (GC) and (4.53) to obtain:
T2 ≤ 1
2
C˜ sup
γ
|Cγ(xαβ)− Cγ(yαβ)|+ 1
2
sup
γ
[v(tαβ, xαβ)− v(tαβ, yαβ)]Cγ(yαβ)
≤ 1
2
C˜K|xαβ − yαβ|+ 1
2
w(tαβ, xαβ, yαβ) sup
γ
Cγ(yαβ).
By (4.32), for sufficiently large α and sufficiently small β, w(tαβ, xαβ, yαβ) = v (tαβ, xαβ)−
v (tαβ, yαβ) > 0, and thus, (4.53) implies
T2 ≤ 1
2
C˜K|xαβ − yαβ|+ 1
2
m0(1 +m0)M
2w(tαβ, xαβ, yαβ).
T3 writes:
T3 = m0 sup
γ
〈
(D`(xαβ)−D`(yαβ))(γγT ), α(xαβ − yαβ)
〉
≤ m0 sup
γ
(
|(D`(xαβ)−D`(yαβ))(γγT )| · |α(xαβ − yαβ)|
)
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≤ m0α|xαβ − yαβ| · sup
γ
(
|D`(xαβ)−D`(yαβ)|‖γγ∗‖
)
≤ m0M2α|xαβ − yαβ||D`(xαβ)−D`(yαβ)|.
Use here (4.51) to obtain that
T3 ≤ m0M2α|xαβ − yαβ|2.
Finally, T4 can be written as follows:
T4 = m0 sup
γ
〈
D`(xαβ)(γγ
∗), βxαβ
〉
≤ m0β sup
γ
(|D`(xαβ)| ∥∥γγT∥∥ |xαβ|)
≤ m0βM2|xαβ|.
We can then rewrite (4.55) to obtain:
ϕ′(tαβ) ≤ T1 + T2 + T3 + T4 + βMN |xαβ|
≤ 1
2
βM2(1 + |xαβ|)
+
1
2
C˜K|xαβ − yαβ|+ 1
2
m0(1 +m0)M
2w(tαβ, xαβ, yαβ))
+m0αM
2|xαβ − yαβ|2
+m0βM
2|xαβ|+ βMN |xαβ|.
Recall now that by (4.39), we considered α > α∗ and β < β∗, i.e. α and β for which
|xαβ| ≤ R and |yαβ| ≤ R, hence
ϕ′(tαβ) ≤ β
(
M2(1 +R)
2
+m0M
2R +MNR
)
+
1
2
C˜K|xαβ − yαβ|+ 1
2
m0(1 +m0)M
2w(tαβ, xαβ, yαβ)
+m0αM
2|xαβ − yαβ|2.
Now, taking first β → 0 and then α → ∞, recalling that ϕ ∈ C1,2 ([0, T ) ,R) and
using (4.29), (4.30), (4.32) and (4.34), we obtain that
ϕ′(t0) = lim
α→∞
lim
β→0
ϕ′ (tαβ) ≤ 1
2
m0(1 +m0)M
2ϕ(t0)
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which, recalling the definition of the constant κ = m0(1 +m0)Γ
2, implies
ϕ′(t0) < κϕ(t0)
and the conclusion follows.
4.4 Regularity of the Viscosity Solution
In order to prove more regularity results for the price function v(t, x), we need to
assume that the payoff h is differentiable with its first order derivative having at
most polynomial growth. We do that by assuming that the payoff function h is
locally Lipschitz continuous, since by Rademacher’s Theorem, this implies that it is
then differentiable almost everywhere3.
Assumption 3 (Payoff regularity). The payoff function h is locally Lipschitz
continuous and whenever Dxh exists, it has polynomial growth:
∃K > 0 : |Dxh(x)| ≤ K(1 + |x|m), a.e. on RN+ .
Now we can prove the following regularity result:
Theorem 4.4.1. The function v(t, x), defined by (3.7) has, for each t ∈ [0, T ], first
order generalized derivatives with respect to x. Furthermore, there exists a constant
K such that
|Dxv(t, x)| ≤ K(1 + |x|m).
Proof. Recall from Theorem 3.2.13 that the function v(t, x) is the uniform limit of
the functions vn(t, x), on cylindrical sets CT,R = {(t, x) ∈ [0, T ] × RN+ : |x| < R}.
Denote now by Y x,βt the process:
Y x,βt ,
∫ T
t
qsh(X
t,x,β
s )e
− ∫ st (r(u)+qu)duds+ h(X t,x,βT )e− ∫ Tt (r(u)+qu)du
3See, for instance, Theorem 2.3, page 103 of [15].
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such that, by (3.8), the functions vn are written as:
vn(t, x) = sup
β∈Bn
EY x,βt
and thus:
vn(t, x)− vn(t, y) = sup
β∈Bn
EY x,βt − sup
β∈Bn
EY y,βt .
For some control β ∈ Bn, we can write then:
∣∣EY x,βt − EY y,βt ∣∣ ≤ Et,β [∫ T
t
|h(Xxs )− h(Xys )| qse−
∫ s
t (r(u)+qu)duds
+ |h(XxT )− h(XyT )| e−
∫ T
t (r(u)+qu)du
]
≤ Et,β
[
‖h(Xx. )− h(Xy. )‖∞,t,T
(∫ T
t
qse
− ∫ st (r(u)+qu)duds+ e− ∫ Tt (r(u)+qu)du
)]
≤ Et,β
[
‖h(Xx. )− h(Xy. )‖∞,t,T
(∫ T
t
qse
− ∫ st qududs+ e− ∫ Tt qudu
)]
where we used that r > 0 and we used the norm ‖ · ‖∞,t,T introduced in Notation 1
in Section 3.1. Further, using the identity proven in Appendix A.4, we get that the
term within the round brackets is equal to 1, thus:∣∣EY x,βt − EY y,βt ∣∣ ≤ Et,β ‖h(Xx. )− h(Xy. )‖∞,t,T . (4.56)
Denoting by Xλt = (1 − λ)Xxt + λXyt , Lagrange’s mean value theorem implies that
there exists a value λ ∈ [0, 1] such that, for any fixed ω ∈ Ω:
[h(Xxt )− h(Xyt )] =
∫ 1
0
〈
Dxh(X
λ
t ),
(
Xxt −Xyt
)〉
dλ
=
〈∫ 1
0
Dxh(X
λ
t )dλ, (X
x
t −Xyt )
〉
and furthermore, using the Cauchy-Schwartz inequality and Assumption 3 we obtain:
|h(Xxt )− h(Xyt )| ≤
∣∣∣∣∫ 1
0
Dxh(X
λ
t )dλ
∣∣∣∣ |Xxt −Xyt |
≤ |Xxt −Xyt |
∫ 1
0
∣∣Dxh(Xλt )∣∣ dλ
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≤ K |Xxt −Xyt |
∫ 1
0
(1 + |Xλt |m)dλ.
Since m ∈ N, we can find a positive constant Cm, depending only on m, such that
|Xλt |m =
∣∣(1− λ)Xxt + λXyt ∣∣m ≤ Cm [(1− λ)m|Xyt |m + λm|Xxt |m]
which implies further that
|h(Xxt )− h(Xyt )| ≤
≤ K|Xxt −Xyt |
(
1 + Cm|Xyt |m
∫ 1
0
(1− λ)mdλ+ Cm|Xxt |m
∫ 1
0
λmdλ
)
≤ K|Xxt −Xyt |
(
1 + Cm|Xyt |m + Cm|Xxt |m
)
.
Consequently,
‖h(Xx. )− h(Xy. )‖∞,t,T ≤ K‖Xx. −Xy. ‖∞,t,T
(
1 + Cm‖Xx. ‖m∞,t,T + Cm‖Xy. ‖m∞,t,T
)
for some appropriate constants K > 0 and Cm depending only on m. Plugging this
into (4.56), using Holder inequality and Remark 3.2.4, we obtain:∣∣EY x,βt − EY y,βt ∣∣ ≤ Et,β ‖h(Xx. )− h(Xy. )‖∞,t,T
≤ KCm
(
E
∥∥Xx. −Xy. ∥∥2∞,t,T)1/2 [E(1 + ∥∥Xx. ∥∥m∞,t,T + ∥∥Xy. ∥∥m∞,t,T)2]1/2
≤ Km
(
E
∥∥Xx. −Xy. ∥∥2∞,t,T)1/2 [E(1 + ∥∥Xx. ∥∥2m∞,t,T + ∥∥Xy. ∥∥2m∞,t,T)]1/2
≤ Km(|x− y|2)1/2(1 + |x|2m + |y|2m)1/2
≤ Km|x− y|(1 + |x|m + |y|m).
for some generic constant Km > 0, depending on m, T and M (introduced by
Assumption 1). This then leads us to:
|vn(t, x)− vn(t, y)| =
∣∣∣∣ sup
β∈Bn
EY x,βt − sup
β∈Bn
EY y,βt
∣∣∣∣
≤ sup
β∈Bn
∣∣EY x,βt − EY y,βt ∣∣
≤ sup
β∈Bn
Km|x− y|(1 + |x|m + |y|m)
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≤ Km|x− y|(1 + |x|m + |y|m).
Letting now n→∞ and using the uniform convergence of vn, we find that∣∣v(t, x)− v(t, y)∣∣ ≤ Km|x− y|(1 + |x|m + |y|m).
Assuming x, y are in a ball of radius R > 0, SR = {x ∈ RN : |x| < R}, we get that:∣∣v(t, x)− v(t, y)∣∣ ≤ Km(1 + 2Rm)|x− y|,
which means that v(t, x) is locally Lipschitz continuous and consequently, has first
order derivatives with respect to x almost everywhere on RN+ . Moreover, the gradient
of v does not exceed the Lipschitz constant:∣∣Dxv(t, x)∣∣ ≤ Km(1 + 2Rm)
for almost every x with |x| < R.
Observation. Note that this regularity result was proven without assuming fur-
ther restrictions on our volatility process. Specifically, there is no need to assume
uniform parabolicity of our PDE. In the next chapter we add this assumption in
order to prove that the first order derivative of our value function v is indeed a
superhedging strategy for the American claim, in the continuation region. More-
over, uniform parabolicity will imply that Dxv exists everywhere in the continuation
region, which, in other words, proves that the superhedging strategy can be always
defined, at any time before reaching the optimal stopping time.
Chapter 5
The Superstrategy
5.1 The non-degenerate case
In the previous chapters we proved that the value function v of the optimal control
problem with stopping time defined by
v(t, x) , sup
γ∈A(Σ)
sup
τ∈Tt
Et,x,γ[e−
∫ τ
t r(s)dsh(Xτ )]
is the unique viscosity solution (with polynomial growth) of the following system of
variational inequalities:{
min
{ Lv(t, x), v(t, x)− h(x)} = 0 (t, x) ∈ [0, T ]× RN+
v(T, x) = h(x) x ∈ RN+ ,
(5.1)
where, the operator L is defined by:
Lv(t, x) = − ∂
∂t
v(t, x)−r(t)〈x,Dxv(t, x)〉−1
2
sup
γ∈Σ
Tr
[
D2xv(t, x)(xγ)(xγ)
T
]
+r(t)v(t, x).
We will prove now that using the function v, we are able to find the super-
replicating price of the American claim together with a super-hedging portfolio,
(P+, pi), namely
P+(t,Xt) = v(t,Xt) and piu = Dxv(u,Xu) u ∈ [t, T ], (5.2)
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where v is the solution of the variational inequality (5.1). We will study in this
section the non-degenerate case: we will assume that (5.1) is uniformly parabolic,
i.e. there are constants M,m with M > m > 0 such that for all γ ∈ Σ and any
vector ξ ∈ RN the following holds:
m|ξ|2 ≤ 〈γTγξ, ξ〉 ≤M |ξ|2.
Following [20], if Σ is closed and bounded, then equation (5.1) is uniformly parabolic
if and only if
Σ ⊆ GL(N,R) , {γ ∈MN(R) : detγ 6= 0}
. We will thus work under the following assumption:
Assumption 4 (Non-degenerate case). The set Σ of possible volatility matrices
satisfies
Σ ⊆ GL(N,R).
Recalling that for any pair (t, x) ∈ [0, T ] × RN+ we have that v(t, x) ≥ h(x), we
introduce the following sets:
C , {(t, x) ∈ [0, T )× RN+ : v(t, x) > h(x)}
E , {(t, x) ∈ [0, T )× RN+ : v(t, x) = h(x)} = [0, T )× RN+ \ C
and define the t-sections of E , for every t ∈ [0, T ):
Et ,
{
x ∈ RN+ : v(t, x) = h(x)
}
.
We recall here, for reader’s convenience, the definition of the super-replicating
price at time t (see Definition 3.1.6):
P+(t, x) , inf
{
y : ∀ γ ∈ A(Σ) ∃pi ∈ A :
Y pit = y and Y
pi
s ≥ h(X t,x,γs ) P− a.s. ∀s ∈ [t, T ]
}
where Y pis is the value of the self-financing portfolio pi at time s, defined by:
dY pit = r(t)(Y
pi
t − 〈pit, Xt〉)dt+ 〈pit, dXt〉, Y pit = y
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or, as shown in (3.2):
Y pis =
Bs
Bt
[
Y pit +
∫ s
t
〈
piu, d
(
Xu
Bu
)〉]
, s ∈ [t, T ].
Any initial capital y satisfying the properties in the above definition is called
admissible price.
Proposition 5.1.1. For a given pair (t, x) ∈ [0, T ] × RN+ , the set of all admissible
prices is an interval of the type [p,∞).
Proof. Assume that y is an admissible price; let us prove that y + ε is also an
admissible price, for any ε > 0.
Let γ be an admissible volatility. Then there exists an admissible portfolio pi such
that the wealth process Y pi satisfies Y pit = y and Y
pi
s ≥ h(X t,x,γs ), ∀s ∈ [t, T ]. Then
using the same process pi and starting with the initial wealth y+ ε we obtain a new
wealth process Zpi defined by:
Zpit = y + ε, Z
pi
s ,
Bs
Bt
[
Zpit +
∫ s
t
〈
piu, d
(
Xu
Bu
)〉]
, ∀s ∈ [t, T ]
and thus:
Zpis =
Bs
Bt
ε+ Y pis > Y
pi
s ≥ h(X t,x,γs ) P− a.s.
Therefore, y + ε is also an admissible price.
We are now in the position of proving that as soon as the non-degeneracy con-
dition is satisfied, we are able to find the super-hedging strategy for the American
claim. We rely in what follows on the regularity result obtained by Wang in [43],
who show that under the non-degeneracy assumption, the viscosity solution has C1,2
regularity on the continuation region. This allows us to use Itoˆ’s formula in the con-
tinuation region, to prove that a Markov superstrategy exists and is given by the
first space derivative of the viscosity solution v.
The main result of this section follows, which is, to the best of our knowledge, a
new result in the literature.
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Theorem 5.1.2. Assume that the underlying process X satisfies the Boundedness
Assumption 1 and that the payoff h has polynomial growth (Assumption 2).
(i) Then the superreplicating price of the American claim h is given by the unique
viscosity solution of equation (5.1), i.e.
P+(t, x) = v(t, x), ∀(t, x) ∈ [0, T ]× RN+ .
(ii) Additionally, if h is locally Lipschitz continuous, has first order generalised
derivatives with polynomial growth (Assumption 3) and the non-degeneracy con-
dition (Assumption 4) is also verified, then the Markov strategy
{piu = Dxv(u,Xu)}u∈[t,T ]
can be defined and provides a super-replicating portfolio for the American claim.
Proof. We know from theorems 4.2.3 and 4.3.10 that the unique viscosity solution
of equation (5.1) is given by the value function of the stochastic optimal control
associated with h, i.e.:
v(t, x) , sup
γ∈A(Σ)
sup
τ∈Tt
E
[
e−
∫ τ
t r(s)dsh(X t,x,γτ )
∣∣Ft] .
Fix t ∈ [0, T ) and let x = Xt be the price of the underlying asset at time t.
i) Let us prove first that P+(t, x) ≥ v(t, x).
Indeed, if this is not true, then P+(t, x) < v(t, x) and we can find a strictly positive
ε such that ε + P+(t, x) < v(t, x). The definition of v as a supremum then implies
that we can find an admissible volatility γ ∈ A(Σ) and a stopping time τ ∈ Tt such
that
ε+ P+(t, x) < Et,x,γ
[
e−
∫ τ
t r(s)dsh(Xτ )
]
= Et,x,γ
[
Bt
Bτ
h(Xτ )
]
. (5.3)
Moreover, by definition of the super-replicating price P+(t, x), there exists an ad-
missible portfolio pi such that
Y pis =
Bs
Bt
[
ε+ P+(t, x) +
∫ s
t
〈
piu, d
(
Xu
Bu
)〉]
≥ h(Xs) P−a.s., ∀s ∈ [t, T ].
Then, applying this for τ ∈ Tt instead of s and taking expectation, we get:
Et,x,γ
(
Bt
Bτ
Y piτ
)
≥ Et,x,γ
[
Bt
Bτ
h(Xτ )
]
.
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Recalling that
∫ τ
t
〈
piu, d
(
Xu
Bu
) 〉
is a martingale and τ ≤ T , the optional sampling
theorem yields:
Et,x,γ
[
Bt
Bτ
h(Xτ )
]
≤ Et,x,γ
(
Bt
Bτ
Y piτ
)
= ε+ P+(t, x) + Et,x,γ
[∫ τ
t
〈
piu, d
(
Xu
Bu
)〉]
= ε+ P+(t, x)
which together with (5.3) leads to a contradiction:
ε+ P+(t, x) < v(t, x) ≤ ε+ P+(t, x).
We conclude that P+(t, x) ≥ v(t, x), for any (t, x) ∈ [0, T ]× RN+ .
ii) In order to have v(t, x) ≥ P+(t, x), we only need to prove that starting at time
t with an initial capital v(t, x), for any volatility γ ∈ A(Σ) we can find a portfolio
strategy pi such that the corresponding wealth process Y pi satisfies
Y pit = v(t, x), Y
pi
u ≥ h(X t,x,γu ) P− a.s. ∀u ∈ [t, T ]. (5.4)
To this end, consider an arbitrary volatility γ ∈ A(Σ) and define a stopping time:
τx , inf
{
u ∈ [t, T ] : v(u,X t,x,γu ) = h(X t,x,γu )
}
= inf
{
u ∈ [t, T ] : (u,X t,x,γu ) ∈ E
}
which is clearly an element of Tt. We also make the convention that τx = T if the
set used in the definition of τx is empty. Then for every u ∈ [t, τx), we have that
(u,X t,x,γu ) ∈ C, i.e. v(u,X t,x,γu ) > h(X t,x,γu ).
Now, in order to prove the claim (5.4), we define the portfolio pi as follows:
piu , Dxv(u,X t,x,γu ). (5.5)
Note that the use of Dxv in the definition of pi is valid thanks to theorem (4.4.1),
which insures that v has always a first order generalized derivative.
For any fixed (but arbitrarily chosen) time u ∈ [t, T ], we define the following
subset of the state space Ω:
Au , {ω ∈ Ω : τx(ω) > u}
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and consider the restriction of the probability space (Ω,F ,P) to Au, i.e. let PA(E) ,
P(E)/P(Au) for any subset E ⊆ Au. We will then prove that the claim (5.4) holds
almost surely on Au and on its complementary A
c
u.
Consider first the state space Au and following [12], define the tracking error
process corresponding to pi as:
es , Y pis − v(s,X t,x,γs ), ∀s ∈ [t, u].
Clearly, the continuity of v implies also that es is continuous. To simplify notation,
we omit the dependence on ω in what follows.
By definition of Au, we have that u ∈ [t, τx) and thus, (u,X t,x,γu (ω)) ∈ C. Then
since the viscosity solution v of (5.1) is of class C1,2 on the continuation region C,
(see Wang [43]) we can apply Itoˆ’s formula to the tracking error process to obtain:
eu = eu − et =
=
∫ u
t
dY pis −
∫ u
t
dv(s,Xs)
=
∫ u
t
r(s) (Ys − 〈pis, Xs〉) ds+
∫ s
t
〈pis, dXs〉
−
∫ u
t
∂v
∂t
(s,Xs)ds−
∫ u
t
〈Dxv(s,Xs), dXs〉 − 1
2
∫ u
t
Tr
[
D2xv(s,Xs)(Xsγ)(Xsγ)
T
]
ds
=
∫ u
t
r(s)Ys − r(s)〈Dxv(s,Xs), Xs〉 − ∂v
∂t
(s,Xs)− 1
2
Tr
[
D2xv(s,Xs)(Xsγ)(Xsγ)
T
]
ds
≥
∫ u
t
[
−r(s)〈Dxv(s,Xs), Xs〉 − ∂v
∂t
(s,Xs)− 1
2
sup
σ∈Σ
Tr
[
D2xv(s,Xs)(Xsσ)(Xsσ)
T
]]
ds
+
∫ u
t
r(s)Ysds
=
∫ u
t
[
Lv(s,Xs)− r(s)v(s,Xs)
]
ds+
∫ s
t
r(s)Ysds
=
∫ u
t
Lv(s,Xs)ds+
∫ u
t
r(s)(Ys − v(s,Xs))ds
=
∫ u
t
Lv(s,Xs)ds+
∫ u
t
r(s)esds.
Since t < s < u < τx, we have that (s,Xs) ∈ C, therefore Lv(s,Xs) = 0, PA - a.s.
Moreover, et = 0 and r(s) ≥ 0, ∀s, so we deduce that eu ≥ 0 PA - a.s. which is then
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equivalent to:
Y piu ≥ v
(
u,X t,x,γu
) ≥ h(X t,x,γu ), PA − a.s. (5.6)
Consider now the state subspace Acu , Ω \ Au = {ω ∈ Ω : τx ≤ u} and similarly
to the previous case, define the restriction of the probability space (Ω,F ,P) to Acu
by letting Pc(E) , P(E)/P(Acu) for any subset E ⊆ Acu.
We consider in what follows that the process X starts at time τx and we will
denote by χ its initial value Xτx = χ, without putting in evidence its stochasticity
when it appears at the exponent, for the sake of simplicity.
Recall that the discount factor between time t and time s > t is
Bt
Bs
= e−
∫ s
t r(u)du
and using v’s property from Corollary 3.2.15, we have that for any stopping time
τ ≥ τx:
v(τx, Xτx) = v(τx, χ) ≥ sup
γ∈A
Eτx,χ,γ
[
Bτx
Bτ
h(Xτx,χ,γτ )
]
, Pc − a.s.
We can then apply this to the special case of our time u ≥ τx to write:
v(τx, Xτx) ≥ sup
γ∈A
Eτx,χ,γ
[
Bτx
Bu
h(Xτx,χ,γu )
]
, Pc − a.s.
Our goal is to prove that:
v(τx, Xτx) ≥
Bτx
Bu
h(Xτx,χ,γu ), Pc − a.s.
Let’s assume to the contrary that
Pc
{
ω ∈ Acu : v
(
τx(ω), X
τx(ω),χ,γ
τx(ω)
(ω)
)
<
Bτx(ω)
Bu
h
(
Xτx(ω),χ,γu (ω)
)}
> 0
Then, for some sufficiently small ε > 0, we can define a subset Aε ⊂ Acu with
Pc(Aε) > 0:
Aε ,
{
ω ∈ Acu : v
(
τx(ω), X
τx(ω),χ,γ
τx(ω)
(ω)
)
<
Bτx(ω)
Bu
h
(
Xτx(ω),χ,γu (ω)
)− ε}
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and we can also define the following stopping time:
τ ε(ω) , u∧inf
{
θ ≥ τx(ω) : v
(
τx(ω), X
τx(ω),χ,γ
τx(ω)
(ω)
)
<
Bτx(ω)
Bθ
h
(
X
τx(ω),χ,γ
θ (ω)
)
− ε
}
such that the following holds true everywhere on Aε:
v(τx, X
τx,χ,γ
τx ) ≤
Bτx
Bτε
h(Xτx,χ,γτε )− ε a.e. on Aε.
By construction though, τx ≤ τ ε ≤ u, Pc - a.s. and we can apply again Corollary
3.2.15 to further obtain:
v(τx, X
τx,χ,γ
τx ) = sup
γ∈A
sup
τ≥τx
Ec
[
Bτx
Bτ
h(Xτx,χ,γτ )
]
≥ Ec
[
Bτx
Bτε
h(Xτx,χ,γτε )
]
a.e. on Aε.
Combining this with the previous inequality we get that:
Ec
[
Bτx
Bτε
h(Xτx,χ,γτε )
]
≤ v(τx, Xτx,χ,γτx ) ≤
Bτx
Bτε
h(Xτx,χ,γτε )− ε a.e. on Aε.
Taking now expectation and looking only at the far left and right terms, we arrive
at:
Ec
[
Bτx
Bτε
h(Xτx,χ,γτε )
]
≤ Ec
[
Bτx
Bτε
h(Xτx,χ,γτε )
]
− ε
which contradicts our construction based on a strictly positive ε and thus completes
the proof.
Remark 5.1.3. If the non degeneracy condition (Assumption 3) is verified, the
superhedging strategy (Dxv(t,X
x
t )) is well defined at any time before the optimal
exercise, i.e. as long as v(t, x) > h(x).
Proof. Indeed, assume that Dxv(t, x) exists for all x ∈ RN+ \B for a negligible subset
B ⊂ RN+ . Then, based on known results in the literature (see, for instance Theorem
2.1.1 in page 92 of [38]) and thanks to the non-degeneracy assumption, the random
variable Xxt has a density y 7→ p(t, x, y) and thus
P(Xxt ∈ B) =
∫
B
p(t, x, y)dy = 0,
since B has Lebesque measure 0. Therefore, the process Xt is in [0, T ] × R+ \ B
with probability 1, hence the first derivative of v(t,Xxt ) in the space variable will
exist and the super-replicating portfolio can be calculated.
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We have thus proved that in the non-degenerate case and for a sufficiently smooth
payoff, the super-strategy can be derived using the first order generalised derivative
of the price function obtained as a unique viscosity solution of the HJB equation.
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Appendix A
Appendix
A.1 Derivation of operator L#
We give here the details of the derivation of operator L#, the differential operator
corresponding to the operator L, through the change of variable performed in section
4.3.2. In other words, we’ll find L# such that:
Lv(t, x) = L#u(s, y)
for all (t, x) ∈ [0, T ]× RN+ , where:
v : [0, T ]× RN+ → R
u : [0, T ]× RN → R
u(s, y) , v(t, x) = v(T − s, ey),
and L is given by (4.2):
Lv(t, x) = r(t)v(t, x)− ∂
∂t
v(t, x)
−
N∑
i=1
r(t)xi
∂
∂xi
v(t, x)− 1
2
sup
γ∈Σ
Tr
[
D2v(t, x)(xγ)(xγ)T
]
.
Using the fact that v(t, x) = u(T − t, lnx) = u(s, y) and seeing that
∂yi
∂xi
=
1
xi
=
1
eyi
,
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we can write the partial derivatives of v in terms of the derivatives of u as follows:
∂v(t, x)
∂t
= −∂u(s, y)
∂s
(a)
∂v(t, x)
∂xi
=
∂u(s, y)
∂yi
∂yi
∂xi
=
∂u(s, y)
∂yi
1
eyi
=
∂u(s, y)
∂yi
1
xi
⇒ xi∂v(t, x)
∂xi
=
∂u(s, y)
∂yi
(b)
∂2v(t, x)
∂xi∂xk
=
1
eyi+yk
∂2u(s, y)
∂yi∂yk
, (i 6= k)
⇒ ∂
2v(t, x)
∂xi∂xk
xixk =
∂2u(s, y)
∂yi∂yk
, (i 6= k) (c)
∂2v
∂x2i
(t, x) =
1
e2yi
∂2u(s, y)
∂y2i
− 1
e2yi
∂u(s, y)
∂yi
⇒ ∂
2v
∂x2i
(t, x)x2i =
∂2u(s, y)
∂y2i
− ∂u(s, y)
∂yi
. (d)
Using then (c) and (d), we can find D2xv and further the trace term involved in L:
(
D2xv(t, x)(xγ)(xγ)
T
)
ii
=
N∑
k=1
∂2v(t, x)
∂xi∂xk
xkxi(γγ
T )ki
=
N∑
k=1
∂2u(s, y)
∂yi∂yk
(
γγT
)
ki
− ∂u (s, y)
∂yi
(
γγT
)
ii
and thus:
Tr
[
D2xv(t, x)(xγ)(xγ)
T
]
= Tr
[
D2yu (s, y) (γγ
T )− diag (Dyu(s, y)) (γγT )
]
= Tr
{[
D2yu(s, y)− diag(Dyu(s, y))
]
(γγT )
}
. (e)
Finally plugging (a), (b) and (e) in L, we find:
Lv(t, x) = L#u(s, y) (1.1)
= r(T − s)u(s, y) + ∂
∂s
u(s, y)− r˜(s)
N∑
i=1
∂
∂yi
u(s, y)
− 1
2
sup
γ∈Σ
Tr
[(
D2yu(s, y)− diag (Dyu(s, y))
)
(γγT )
]
.
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A.2 Derivation of operator L˜
We give here the details of the derivation of operator L˜, the differential operator
corresponding to the operator L#, through the second change of variable performed
in section 4.3.3. In other words, we’ll find L˜ such that:
L#u(t, x) = L˜v˜(t, x)
for all (t, x) ∈ [0, T ]× RN , where v˜ : [0, T ]× RN → R, such that:
v˜(t, x) , e−m0`(x)u(t, x),
with `(x) ,
√
1 + |x|2 and m0 = m+ 1 and where L# is given by (1.1).
By definition of `(x), we have that
∂`(x)
∂xi
=
xi
`(x)
and writing u(t, x) = em0`(x)v˜(t, x), we can calculate the first order partial derivatives
of u in terms of derivatives of v˜, as follows:
∂u(t, x)
∂t
=
∂
∂t
[
em0`(x)v˜(t, x)
]
= em0`(x)
∂v(t, x)
∂t
∂u(t, x)
∂xi
=
∂
∂xi
[
em0`(x)v(t, x)
]
= em0`(x)
[
∂v(t, x)
∂xi
+
m0xi
`(x)
v(t, x)
]
.
The second order partial derivatives of u then become:
∂2
∂x2i
u(t, x) =
∂2
∂x2i
[
em0`(x)v˜(t, x)
]
= em0`(x)
m0xi
`(x)
[
∂v˜(t, x)
∂xi
+
m0xi
`(x)
v˜(t, x)
]
+ em0`(x)
[
∂2v˜(t, x)
∂x2i
+
m0xi
`(x)
∂v˜(t, x)
∂xi
+ v˜(t, x)
m0`(x)− xi`(x)m0xi
`(x)2
]
= em0`(x)
[
∂2v˜(t, x)
∂x2i
+
2m0xi
`(x)
∂v˜(t, x)
∂xi
+ v˜(t, x)
x2i [m
2
0`(x)−m0] +m0`(x)2
`(x)3
]
∂2
∂xi∂xj
u(t, x) =
∂2
∂xi∂xj
[
em0`(x)v˜(t, x)
]
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= em0`(x)
[
∂2v˜(t, x)
∂xi∂xj
+
m0xi
`(x)
∂v˜(t, x)
∂xj
+
m0xj
`(x)
∂v˜(t, x)
∂xi
+ v˜(t, x)
xixj [m
2
0`(x)−m0]
`(x)3
]
= em0`(x)
[
(D2xv)ij +m0(D`)i(Dxv)j +m0(D`)j(Dxv)i
+ v˜(t, x)
[
m20(D`)i(D`)j +m0(D
2l)ij
] ]
.
Combining this into (1.1) gives us:
L#u(t, x) = L#(em0`(x)v˜(t, x))
= em0`(x)
{
r(T − t)v˜(t, x) + ∂
∂t
v˜(t, x)−
N∑
i=1
r˜(t)
∂
∂xi
v˜(t, x)
− 1
2
sup
γ∈Σ
[
Tr
[
(D2xv˜ − diag(Dxv˜))(γγT )
]
+
+ v˜(t, x)(m20 |D`(x)γ|2 +m0TrD2l(γγT ))
+ 2m0
〈
D`(γγT ), Dxv˜
〉 ]}
, em0`(x)L˜v˜(t, x).
The differential operator L˜, used in section 4.3.3 is therefore defined as:
L˜ϕ(t, x) , r˜(t)ϕ(t, x) + ∂
∂t
ϕ(t, x)−
N∑
i=1
r˜(t)
∂
∂xi
ϕ(t, x)
− 1
2
sup
γ∈Σ
[
Tr
[
(D2xϕ(t, x)− diag(Dxϕ(t, x)))(γγT )
]
+
+ 2m0
〈
D`(x)(γγT ), Dxϕ(t, x)
〉
+ ϕ(t, x)(m20 |D`(x)γ|2 +m0Tr(D2`(x)(γγT )))
]
.
A.3 Growth estimates of `,D`,D2`
We derive here the estimates for Cγ, used in the proof of the comparison principle,
in Section 4.3.6. Recall the definition of `(x) and Cγ(x):
`(x) ,
√
1 + |x|2
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Cγ(x) , m20 |D`(x)γ|2 +m0Tr
[
D2`(x)(γγT )
]
where x, y ∈ RN and γ ∈ Σ ⊂MN , i.e. ‖γ‖ ≤M , as in Assumption 1.
Considering x, y ∈ RN such that |x|, |y| ≤ R for some positive constant R, we
intend to prove that the following hold:
|`(x)− `(y)| ≤ 2R|x− y| (1.2)
|D`(x)−D`(y)| ≤ |x− y| (1.3)∥∥D2`(x)−D2`(y)∥∥ ≤ K0|x− y| (1.4)
|Cγ(x)− Cγ(y)| ≤ K1|x− y| (1.5)
Cγ(x) ≤ K2 (1.6)
for some positive constants K0, K1, K2, depending only on m0, N,R and M and
where ‖ · ‖ denotes the matrix norm, i.e. ‖X‖ , √Tr(XTX), for N -dimensional
matrices X.
We can, indeed, easily derive the following:
|`(x)− `(y)| =
∣∣∣√1 + |x|2 −√1 + |y|2∣∣∣ = ||x|2 − |y|2|√
1 + |x|2 +√1 + |y|2
≤ ∣∣|x|2 − |y|2∣∣ ≤ ||x| − |y|| (|x|+ |y|)
≤ 2R||x| − |y|| ≤ 2R|x− y|.
and we recover (1.2). Calculating then the partial derivatives of ` as1:
D`(x)i =
∂`(x)
∂xi
=
xi
`(x)
, D2`(x)ij =
∂2`(x)
∂xi∂xj
=
δij`(x)
2 − xixj
`(x)3
,
we deduce that:
|D`(x)| = |x|
`(x)
=
|x|√
1 + |x|2 < 1 (1.7)∣∣D2`(x)∣∣ = |x|2
(1 + |x|2)3/2
<
|x|2
1 + |x|2 < 1
1Here δij = 1 if i = j, otherwise δij = 0.
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for any x ∈ RN . Further,
|D`(x)−D`(y)|2 = |x|
2
`(x)2
+
|y|2
`(y)2
− 2〈x, y〉
`(x)`(y)
=
|x|2
`(x)2
+
|y|2
`(y)2
− |x|
2 + |y|2 − |x− y|2
`(x)`(y)
=
|x− y|2
`(x)`(y)
+
( |y|2
`(y)
− |x|
2
`(x)
)(
1
`(y)
− 1
`(x)
)
.
Note that |x|
2
`(x)
= |x|
2√
1+|x|2 is strictly increasing in |x| > 0 and that
1
`(x)
is decreasing
in |x|, hence: ( |y|2
`(y)
− |x|
2
`(x)
)(
1
`(y)
− 1
`(x)
)
≤ 0.
Thus,
|D`(x)−D`(y)|2 ≤ |x− y|
2
`(x)`(y)
≤ |x− y|2,
thanks to `(x) ≥ 1, from which we get (1.3):
|D`(x)−D`(y)| ≤ |x− y|.
Calculate further:
‖D2`(x)−D2`(y)‖2 =
N∑
i,j=1
(
δij`(x)
2 − xixj
`(x)3
− δij`(y)
2 − yiyj
`(y)3
)2
=
N∑
i,j=1
[
δij
(
1
`(x)
− 1
`(y)
)
−
(
xixj
`(x)3
− yiyj
`(y)3
)]2
=
N∑
i,j=1
(
xixj
`(x)3
− yiyj
`(y)3
)2
− 2
N∑
i=1
(
1
`(x)
− 1
`(y)
)(
x2i
`(x)3
− y
2
i
`(y)3
)
+
N∑
i=1
(
1
`(x)
− 1
`(y)
)2
=
N∑
i,j=1
(
xixj
`(x)3
− yiyj
`(y)3
)2
+ 2
(
1
`(x)
− 1
`(y)
)( |x|2
`(x)3
− |y|
2
`(y)3
)
+N
(
1
`(x)
− 1
`(y)
)2
=
|x|4
`(x)6
+
|y|4
`(y)6
− 2〈x, y〉
2
`(x)3`(y)3
+ 2
(
1
`(x)
− 1
`(y)
)( |x|2
`(x)3
− |y|
2
`(y)3
)
+N
(
1
`(x)
− 1
`(y)
)2
=
[(
1
`(x)
− 1
`(y)
)
−
( |x|2
`(x)3
− |y|
2
`(y)3
)]2
+
2|x|2|y|2
`(x)3`(y)3
− 2〈x, y〉
2
`(x)3`(y)3
−
( |x|2
`(x)3
− |y|
2
`(y)3
)2
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+ (N − 1)
(
1
`(x)
− 1
`(y)
)2
≤
(
1
`(x)3
− 1
`(y)3
)2
+
2|x|2|y|2 − 2〈x, y〉2
`(x)3`(y)3
+ (N − 1)
(
1
`(x)
− 1
`(y)
)2
.
Now, using the identity 2〈x, y〉 = |x|2 + |y|2 − |x− y|2, we find further:
2|x|2|y|2 − 2〈x, y〉2 = 2|x|2|y|2 − (|x|
2 + |y|2)2
2
− |x− y|
4
2
+ |x− y|2(|x|2 + |y|2)
= −(|x|
2 − |y|2)2
2
− |x− y|
4
2
+ |x− y|2(|x|2 + |y|2)
≤ 2R2|x− y|2.
Then, using the fact that `(x) ∈ [1,√1 +R2] and (1.2), we get
‖D2`(x)−D2`(y)‖2 ≤ (`(x)
3 − `(y)3)2
`(x)6`(y)6
+
2R2|x− y|2
`(x)3`(y)3
+ (N − 1)(`(x)− `(y))
2
`(x)2`(y)2
≤ 2R2|x− y|2 + (`(x)− `(y))2[(`(x)2 + `(x)`(y) + `(y)2)2 +N − 1]
≤ 2R2|x− y|2 + 4R2|x− y|2[8(1 +R2)2 +N − 1]
=: K20 |x− y|2.
Hence ‖D2`(x)−D2`(y)‖ ≤ K0|x− y| and (1.4) is proven.
Cγ(xαβ) is bounded by a positive constant not depending on xαβ and the following
|Cγ(x)− Cγ(y)| ≤ K|x− y| (1.8)
holds true for some positive constant K and for any |x|, |y| ≤ R, ‖γ‖ = ‖γT‖ ≤ Γ.
To prove (1.5), we write
Cγ(x)− Cγ(y) = m20
(
|D`(x)γ|2 − |D`(y)γ|2
)
+m0
(
Tr
[
(D2`(x)−D2`(y))(γγT )] )
≤ m20
( 1
`(x)2
|xγ|2 − 1
`(y)2
|yγ|2 )+m0‖D2`(x)−D2`(y)‖‖γγT‖
≤ m
2
0
`(y)2
(|xγ| − |yγ|)(|xγ|+ |yγ|) +m0M2‖D2`(x)−D2`(y)‖
≤ m20|x− y|‖γ‖(|x|+ |y|)‖γ‖+m0M2‖D2`(x)−D2`(y)‖
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≤ 2Rm20|x− y|‖γ‖2 +m0M2‖D2`(x)−D2`(y)‖
≤ 2Rm20|x− y|M2 +m0M2K0|x− y|
= (2Rm20M
2 +m0M
2K0)|x− y|
and (1.5) is then proven with K = 2RM2m20 +m0M
2K0.
Using the trace inequality Tr(AB) ≤ ‖A‖‖B‖, we obtain also:
Cγ(x) = m
2
0
(|D`(x)γ|2)+m0Tr [D2`(x)(γγT )]
≤ m20|D`(x)|2‖γ‖2 +m0‖D2`(x)‖‖γγT‖
≤ m20|D`(x)|2M2 +m0‖D2`(x)‖M2
≤ m0(1 +m0)M2
where in the last inequality we used (1.7). This proves the only remaining inequality,
(1.5) with K2 = m0(1 +m0)M
2.
A.4 An integration by parts formula
The following identity has been used in few parts of the thesis, where q : [0, T ]→ R
is some real function and T ≥ t ≥ 0:∫ T
t
qse
− ∫ st qududs = 1− e− ∫ Tt qudu.
Proof. Indeed, simple integration by parts writes:
∂
∂s
e−
∫ s
t qudu = e−
∫ s
t qudu(−qs),
thus: ∫ T
t
qse
− ∫ st qududs = −
∫ T
t
(
∂
∂s
e−
∫ s
t qudu
)
ds
= −e−
∫ s
t qudu
∣∣∣T
t
= 1− e−
∫ T
t qudu.
which completes the proof.
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