By making use of the reflected α-stable process on a closed domain of R n and its killed subprocess on part of the domain, in this paper we study the boundary value problem for the Schrödinger type equation of a fractional Laplacian. The boundary condition is imposed partly follow Dirichlet condition and partly follow Neuman condition. We obtain the existence and the uniqueness resutls. The solution is expressed as a functional of the reflected α-stable process.
Introduction
The fractional Laplacian operators −(−∆) α 2 , which will be shortly denoted by ∆ α 2 below, are objects of study of various branches of mathematics such as potential theory, linear operators, Fourier analysis, pseudo-differential operators, singular integrals, Markov processes etc.. Being the generators of α-stable processes (Levy flights in some of the physical literature), fractional Laplacians are widely used to model systems of stochastical dynamics with applications in operation research, queuing theory, mathematical finance, risk estimation and others (see e.g. [2] [3] [15] [24] [33] [38] ). Fractional Laplcians arise also in nonlinear stochastic dynamics, e.g., in the study of generalized Fokker-Plank equations for nonlinear stochastic differential equations driven by Levy noise (see [35] and reference therein).
One of the differences between the fractional Laplacian and the usual Laplacian is their behavior in boundary value problems. To illustrate it let us have a look of the following simple problem:
where D is a bounded domain of R n with boundary ∂D. It is well known that under mild regularity conditions on the boundary ∂D (say, Lipschitz) and on the boundary function g (say, continuous), the problem (1.1) is well posed and admits a unique solution. However, if one attempts to propose the same boundary problem with ∆ replaced by ∆ In other words, an ∆ α 2 -harmonic function u in a domain can not be determined only by its value on ∂D but depends on its value on the whole area R n \ D (see e.g. [4] [10][20] [22] ). Probabilistic methods may help us to understand this point more intuitively. Both the solutions of (1.1) and (1.2) are expressed in a probabilistic way as
where (X t ) is the Markov process generated by ∆ or ∆ α 2 respectively, and τ = inf{t > 0 : X t / ∈ D } is the first exit time from D of (X t ). For the equation (1.1), (X t ) is a Brownian motion with continuous sample paths and therefore X τ ∈ ∂D almost surely. While for the equation (1.2), (X t ) is an α-stable process with purely jump sample paths, and consequently X τ spread in the whole area R n \ D. Practically it is not easy to collect the value of a function in the unbounded area R n \ D. This is one of the motivations to study α-stable process and its generator fractional Laplacian ∆ α 2 in a domain G ⊂ R n . By the results of [5] , there are typically three types of α-stable processes with values in a domain G: the subprocess of the R n -valued α-stable process killed upon leaving G (here the notion "subprocess" may be roughly understood as part of the process); the censored α-stable process in G, which can be constructed by gluing independent copies of the above killed processes again and again till the trajectories reaching the boundary of G; and the reflected α-stable process on G := G ∪ ∂G. The three types of processes are in such an order that the first mentioned process is identified as a subprocess of the second one killing inside G (i.e. the trajectories may be killed inside the open set G through Feynman-Kac transform), and the second mentioned process is in turn identified as a subprocess of the last mentioned one (i.e. part of the last mentioned process) killed upon leaving G. In other words, the reflected α-stable process is identified as the original process of all the three typical α-stable processes in G. In our recent paper [19] we studied the reflected α-stable process on G and its generator. We prove that on C 2 (G) the Feller generater coincides with the regional fractional Laplacian ∆ α 2 G (Theorem 6.1 [19] ). Among other things the results in [19] imply that ∆ α 2 G is a perturbation of ∆ α 2 in G with Neumann boundary condition on ∂G.
The purpose of the present paper is to discuss the boundary value problems related to ∆ α 2
G by making use of the reflected α-stable processes and their generators. In the next section we recall some results obtained in paper [19] . In section 3 we discuss the killed reflected process (X 
G, D
and the killed process (X 0 t ) is discussed in detail in this section. In section 5 we study the Feynman-Kac semigroup of (X 0 t ) with potential g in the Kato class K n,α ( D). Similar to the classical case of Brownian motion, we show in Theorem 5.9 that the gauge of ( D, q) is finite if and only if the first eigenvalue of the Feynman-Kac semigroup is negative. Section 6 is devoted to the discussion of ∆ With preparation of the above sections, in the final section we are able to study the boundary value problem
(1.3)
Under some regularity conditions we show that (1.3) admits a unique solution in some function space (see Theorems 7.5,7.6 and 7.10). Our results imply in particular that the problem G ), which provides a remedy for the ill posed problem ( * ) mentioned at the beginning of the paper.
Preliminaries
Let 0 < α < 2 and G be an open set of R n with Lipschitz boundary ∂G. For a measurable function
For u ∈ L 1 , x ∈ G and ε > 0, we write
where A(n, −α)
. Definition 2.1. (cf [19] Def. 2.1 and Def. 5.1) Let u ∈ L 1 , we define the regional fractional 
G
u(x) for all the interior points x ∈ G. In this
3) coincides with ∆ α 2 described in Definition 3.2 of [7] , which in turn coincides with the usual fractional Laplacian defined by Fourier transform(see e.g. [1] 
G and is identified as the operator ∆ α 2 + κ G for sufficiently regular functions u defined on the whole space which vanish on G c := R n \ G, where
In what follows we assume always that u ∈ L 1 . For k ≥ 0 we denote by u ∈ C k+β (G) if u ∈ C k (G) and all the k-th order derivatives of u are uniformly β-Hölder continuous on G 
(ii) If G is bounded and u ∈ C β (G) for some β > α, then u is bounded continuous on G.
and all the first derivatives of u are β-Hölder continuous at x ∈ G for some
G u is continuous on G and admits the following estimates.
where C 1 , C 2 are positive constants (depending on G and u) and ρ(x) := dist(x, ∂G).
Concerning the existence and continuity of ∆ The following integration by parts formula will play an important role in our further discussion. Proposition 2.6. ( [19] Th. 3.3) Let G be a bounded Lipschitz domain of R n and u ∈ C β for some β > α in case 0 < α < 1 or u ∈ C 1+β for some
which is the case e.g. for all bounded v when 0 < α < 1 or for all v satisfying
|x−y| n+α dxdy < ∞ when 1 ≤ α < 2, then we have the following integration by parts formula.
Remark 2.7. By (2.5) and (2.6) one can check in fact that (2.
For an open Lipschitz set G of R n , the reflected (symmetric) α-stable process X = (X t ) t≥0 on G is by definition (cf [5] Remark 2.1) the Hunt process {Ω, (X t ) t≥0 , (P x ) x∈G } associated with the following regular Dirichlet form (E, F) on L 2 (G, dx):
It was proved in [11] that the Hunt process (X t ) can be constructed as a Feller process starting from each point x ∈ G and admits a Hölder continuous transition density function p(t, x, y). Furthermore, there are constants c 2 > c 1 > 0 such that
for all x, y ∈ G and 0 < t ≤ 1.
From now on we shall always assume that (X t ) has been constructed as a Feller process. We denote by A 
(ii) Let 1 ≤ α < 2 and G be a bounded Lipschitz domain in R n with C 1,β boundary for some
3 Killed reflected α-stable processes From now on we fix a bounded Lipschitz open set G of R n . For any Borel subset A of G := G ∪ ∂G, we write for k ≥ 0, Let 0 < α < 2 and {Ω, (X t ) t≥0 , (P x ) x∈G } be the reflected symmetric α-stable process stated in the previous section. We define for any Borel subset A of G
Write τ (ω) for τ B (ω) and define
We call {Ω, (X 0 t ) t≥0 , (P x ) x∈ D } a killed reflected α-stable process on D relative to G. Note that when B = ∂D, then (X 0 t ) is nothing but the censored stable process studied in [5] . For any f ∈ B( D), define
provided the expectation exists. Clearly (p 
Proof The proof is the same as Theorem 1.4.7 in [31] .
Lemma 3.2. For any t > 0, the function
Proof The proof is the same as Proposition 2.2.1 in [31] . Proof The assertion follows from (2.10).
Lemma 3.4. Let A and B be disjoint closed subsets in G, then p(t, x, y) is uniformly continuous
Proof We can prove the assertion from Lemma 3.3 and the fact that p(t, x, y) is continuous on
Lemma 3.5. There exist positive number C 1 , C 2 such that for any x, y ∈ G, t > 0, we have
Proof By Theorem 1.2 and the Markov property. 
(6) Let x 0 ( or y 0 ) be a regular point of I 1 (i.e., P x0 {τ = 0} = 1) and t 0 > 0, then
Proof The proposition can be proved following a routine argument, for the convenience of the reader we provide it here in detail. Let
We are going to show that p 0 (t, x, y) defined above is desired.
(1) By the Markov property.
(2) Since (p t ) t>0 is the semigroup of (X 0 t ) t≥0 , we have
For any sequence (t k , y k ) k≥1 converges to (t 0 , y 0 ), we have by Lemma 3.4,
Therefore, by Lemma 3.1 we know that p 0 (t, x, y) is jointly continuous in (t, y) for any x ∈ D. Consequently (2) follows from (a).
By (c) we have
Applying (3.5) and (3.6), taking ε converge to 0 first in (3.7) and then taking δ converges to 0, we obtain p 0 (t, x, y) = p 0 (t, y, x). Consequently p 0 (t, x, y) is continuous in (t, x) for fixed y ∈ D. (4) By Lemma 3.5 we get the second inequality in (4). Next we prove the first inequality in (4). Denote by d x,B = inf{|x − y| : y ∈ B}. We prove only the assertion under the assumptions t < |x − y| α < 1 and |x − y| < ( (2) and the second inequality in (4),
converges to (t, x 0 , y 0 ). By (2) and (4) we have
Applying Lemma 3.2 we have lim sup
Let (E, F) be the regular Dirichlet form specified by (2.9). Any element u ∈ F (or more generally, u ∈ F e , u ∈ F loc ) admits a quasi-continuous version (cf. Theorem 2.1.3 [16] ). That is, there is an a.e. version of u which is continuous excepting an arbitrary small (w.r.t. E-capacity) subset. In the future we shall always take a quasi-continuous version of u provided it exists. By the theory of Dirichlet forms (cf. Section 4.4 of [16] ) (X 0 t ) t≥0 is associated with the part of (E, F) defined below:
Adopting the convention of Sobolev spaces theory we denote by H
We introduce also the following spaces.
Recall that a Borel function q in R n belongs to Kato class
It is known that q ∈ K n,α if and only if (cf. [40] )
By the symmetry of the semigroup (p
Therefore, Q 0 t (u, a)(x) makes sense for a.e. x ∈ D.
For any t > ε > 0,
By Proposition 3.6 we have p
Hence by (3.10),(3.11) and
By the assumptions we have
Thus we complete the proof .
Weak regional fractional Laplacian
Denote by C ∞ c (R n \ B) all the smooth functions with compact support in
with the topology that f k converges to f if and only if all the derivatives of f k converge to that of f uniformly. For 0 < α < 2, we set
Proof By Proposition 2.4 we can check that ∆
with respect to the topology described before the lemma. We check only the cases of 1 < α < 2 and D = G. The other cases can be checked similarly.
Write [19] we have the following estimate for g ∈ C 2 (G):
where
we have from the above estimation
for some constants b 1 , b 2 > 0. Noticing that
then f is called a weak regional fractional Laplacian of u on D relative to G and is denoted by ∆
It is easy to see that ∆
u is unique a.e. whenever it exists.
u exists and is locally bounded on D, then we must have ∂u ∂n = 0 on I.
Proof (i) follows from Remark 2.7.
(ii) follows from (i) and Proposition 2.5 (ii).
Remark : The above proposition suggests that ∆
u is a weak form of the restriction of ∆
is not a local operator, therefore its restriction on D is also relative to
, sharing the same test function space used to define usual generalized functions on D. We emphasize that in general ∆ The following lemma will be useful in our further discussion.
Proof First we prove that
<∞,
where w is the term in the right hand side of (4.4). By Lemma 3.
we have
proving (4.5).
Let (X 0 t ) t≥0 be the killed reflected α-stable process discussed in the previous section.
. Then the following assertions are equivalent.
Therefore, by Remark 2.7 and (4.6), we have
By the theory of Dirichlet forms, we have
On the other hand we have by (2),
u. Then for any Borel set A ⊃ B we have
Proof By Proposition 4.5, we see that u(X t )
is a right continuos martingale under P x for a.e. x ∈ D. Therefore we get (4.7) by the optional sampling theorem for right continuous semi-martingales.
where (p G\A t ) t≥0 is the semigroup of the killed processes of (X t ) t≥0 upon leaving G\A. In particular we have for all compact set K ⊂ A,
Moreover, the integrand in the right hand side of (4.10) is continuous in (x, y) on (G \ A) × A.
By the quasi-left continuity of (X t ), we have
By Lemma 4.5.5 in [16] we have
Therefore we obtain
|z − y| n+α dzdy dx.
Consequently we get (4.9) for a.e. x ∈ G \ A. Applying the Markov property, we see that (4.9) holds for all x ∈ G \ A. The last two assertions follow directly from (4.9). 
Conversely, if (4.11) is true with ∆
for a.e. x ∈ G \ A and t > 0. Applying Lemma 4.7 and Lemma 4.8, we get (4.11) by letting n → ∞ in (4.12). The second assertion is easy to check. 
on any compact set of D.
Proof For x ∈ D we have lim
Since (h n ) n≥1 is bounded and u ∈ L 1 ( D) we get the assertion by (4.13) and Lemma 4.4.
In what follows we use notation q.e. to denote quasi-everywhere (cf. p66 [16] )
Proof We know that (H α 2 (G), E 1 ) has the orthogonal decomposition
e. x ∈ D and h(x) = u(x) for q.e. x ∈ B. Therefore 
is a martingale. Applying the integration by parts formula for semi-martingales (), we obtain for a.e. x ∈ G \ A 1 ,
Consequently we have
For any function h ∈ C ∞ c ( D) such that h| G\A2 = 1, we obtain by Lemma 4.11
Applying (4.14),(4.15) and Lemma 4.8 we obtain
For the last term in (4.16) we have
where δ = inf{|x − y| : x ∈ A 1 , y ∈ A c 2 }. By (4.16), (4.17) and letting h converges to I D we get 
Proof By Proposition 4.9 and 4.12.
Feynman-Kac semigroup
For q ∈ K n,α ( D), we define e q (t) = e t 0 q(Xs)ds and
provided the right hand side of (5.1) makes sense. We call (T t ) t>0 the Feynman-Kac semigroup of (X 0 t ) t≥0 with potential q. Once we understand the properties of p 0 (t, x, y) as stated in Proposition 3.6, the properties of (T t ) t>0 can be obtained analogously as in the Brownian motion case (cf. [14] , [28] ). For the convenience of the reader we state some properties of (T t ) t>0 in this section. Recall that q ∈ K n,α ( D) may be automatically extended to G by setting q = qI D . Set
and define q k , q k successively by the formula
Lemma 5.1. For 0 < t < 1, the following assertions are true.
(1)
there exists K > 0 such that
q k (t, x, y) is symmetric with x and y.
Proof With the help of Proposition 3.6 we can prove this proposition from a routine argument and we omit it here.
Proposition 5.2. The semigroup (T t ) t>0 admits an integral kernel q(t, x, y) on (0, ∞) × D × D satisfying the following properties.
q(t, x, y) is symmetric in x and y,
3) (5) there exist constants c and β such that Proof Apply Lemma 5.1 and follow a routine argument (cf. Section 3.2 in [14] ).
Proof The proof is the same as Theorem 3.17 in [14] .
. We can take a decreasing sequence of real numbers {λ k } k≥1 and an orthonormal basis {φ k } k≥1 of L 2 ( D) such that each φ k is an eigenfunction of T t with eigenvalue e λ k t . Applying Proposition 5.2 we can assume that each φ k is bounded and continuous on D, and consequently φ k is also an L p -eigenfunction of T t for 1 ≤ p < ∞. Moreover, applying Theorem 13.44 in [32] we know that λ 1 is strictly greater than λ 2 and φ 1 is strictly positive on D. By the fact that q(t, x, ·) ∈ L 2 ( D) for fixed t > 0 and x ∈ D, we can check that q(t, x, y) is uniquely expanded as
and λ be a real number, then for any x ∈ D, the limit
exists and is finite; (2) if u 1 = 0, let
then γ = λ k for some k ∈ N and S γ u is an eigenfunction of T t corresponding to the eigenvalue e tλ k .
. Therefore without loss of generality
We now assume u(x) = 0, let k = inf{j ≥ 1 :
For 0 < ε < t we have
Denote by
then η > 0. By Proposition 5.2 and (5.6) we have for any y ∈ D,
(5.8)
Applying (5.7),(5.8) and (5.9), we get
The conclusion of the theorem follows from (5.9) and (5.10).
Lemma 5.5. If P y {τ < ∞} > 0 for some y ∈ G, then for any t > 0 there exists δ > 0 such that
Proof Let t > 0. Suppose that P x {τ < t} = 0 for any x ∈ G, then we would have
This would imply P x {τ < ∞} = 0, ∀x ∈ G. Therefore there exists z ∈ G such that P z {τ < t} > 0. Consequently for some ε such that 0 < ε < t
Thus P x (τ < t − ε) > 0 for x in a set having positive Lebesgue measure, which implies for all x ∈ G,
Therefore (5.11) follows from the lower continuity of P x (τ ≤ t) and the compactness of G.
Lemma 5.6. If P y {τ < ∞} > 0 for some y ∈ G, then
Proof By Lemma 5.5 we can choose δ > 0 such that,
Hence for any t > 0,
which proves (5.12) by letting t → ∞.
In what follows we shall say that B is a polar set, if P y {τ < ∞} = 0 for some (hence for all) y ∈ G.
Lemma 5.7. Suppose that B is not a polar set, then for any t > 0 there exists δ > 0 such that
Proof By Hölder's inequality,
Consequently, the desired assertion follows from Lemma 5.5 and the fact that sup x∈G E x e |q| (t) < ∞.
Lemma 5.8.
Proof Without loss of generality we assume q ≥ 0. We have e q (t) = 1 + Theorem 5.9. Suppose that B is not a polar set, then the following assertions are equivalent:
Proof ( 
Therefore,
(2)⇒ (1) is trivial.
(1)⇒(3) By Lemma 5.7, there exists real number δ > 0 such that
Hence for t > 0 and x ∈ D,
Therefore assertion (1) implies
Therefore by (5.10) we have λ 1 < 0.
Remark 5.10. Following the classic case (cf. e.g. [14] ) we shall say that the gauge of ( D, q) is finite if one of the equivalent conditions in Theorem 5.9 is true.
Lemma 6.2. Suppose that B is not a polar set. Let g ∈ B b (B), define
Proof By strong Markov property we have
Applying Proposition 3.6 we see E · [g(X t )I {t<τ } ] ∈ C( D). On the other hand,
Therefore we need only to check that P x {t ≥ τ } converges to zero uniformly on compact subset of D when t ↓ 0. This follows from
and lim
We now give a probabilistic description of ∆ 
∀x ∈ G \ A. 
Since P · {τ < ∞} = 0, letting n → ∞ and noticing that u is continuous on D and E · u(X t ) is continuous on G, we obtain from (6.3) that
Choosing x 0 ∈ G such that u 0 := E x0 u(X t ) = inf x∈G E x u(X t ) and setting ω(x) = E x u(X t ) − u 0 , we
Consequently ω ≡ 0 and u ≡ u 0 on D.
(ii) Let u be a ∆ α 2
G, D
-harmonic function and A be an open set containing B, then by Proposition 4.13,
a.e. x ∈ G \ A.
Applying Lemma 4.8, Lemma 6.2 and letting t ↑ ∞ in the above equality we obtain (6.1). Suppose that u is continuous on D. Take a sequence of open sets {A n } n≥1 such that A n ↓ B. Denote by
. By the continuity of u and the quasi-continuity of (X t ), we have
Consequently (6.2) follows from (6.1). The other direction of assertion (ii) can be proved straightforward from Proposition 4.13.
Remark 6.4. (i) Suppose that B is not a polar set and f
(6.4)
-harmonic from Theorem 6.3. (ii) In the situation of (i), suppose that I := ∂D \ B is also not a polar set. Let B 0 = B ∪ ∂D and
(6.5) Note that the function u defined by (6.4 
Therefore we introduce the following definition. 
Proof Necessity: We use the notations in Definition 6.5 and denote by τ n = τ G\An . By Proposition 4.13,
Letting m → ∞, we get
Hence {u(X t∧τn )} t≥0 is a martingale under P x . Applying the optional sampling theorem of martingales we obtain
Letting n → ∞, we get
Sufficiency : Let {A n } n≥1 be a sequence of relatively open sets in G such that
A n = D. We can choose a sequence of functions
where δ n = sup
-harmonic by Remark 6.4 (i). For x ∈ A n we have
Then we can derive (2) and (3) in Definition 6.5 from (6.7) and (6.8), the assertion that u is ∆ α 2
G,D
-harmonic follows from the fact that each u n is ∆ α 2
G,An
-harmonic.
Proof By Lemma 6.2 and Theorem 6.6.
Recall that a point z ∈ I 1 is regular if P z {τ = 0} = 1.
Lemma 6.8. Suppose that z is a regular point of I 1 . Let
Proof Let ε > 0. Choose t > 0 such that P z {T > t} > 1 − ε/2 . By the continuity of P · {t < T } we can find r > 0 such that
Since z is a regular point of I 1 , we have lim sup
which completes the proof.
Proposition 6.9. Suppose that z is a regular point of I 1 , f ∈ B b (B) and f is continuous at z.
Proof Define A δ and T as above. For any ε > 0, we can choose δ > 0 such that
By strong Markov property we obtain
By Lemma 6.8 we have lim sup
7 Boundary problem of α
-Laplacian operator
Now we can discuss the boundary problem of weak regional α 2 -Laplacian operator. We will use probability method to express the corresponding solution. 
If u = 0, then u must be an eigenfunction of T t (q = 0) corresponding to eigenvalue 1. By Theorem 5.9 and the fact that P · {τ < ∞} = 1, we know that sup spect T t < 1. Therefore u must be zero.
In what follows we assume that B is not a polar set. 
Conversely, suppose that (1), (2) and (3) are true, then u can be expressed by (7.1).
We have ξ(x) ∈ H α 2 r (G, D) by Corollary 6.7 and for t > 0
by Propositions 3.7, 3.8 and 4.5. Hence (1) and (2) are true. (3) follows from Proposition 4.13, Theorem 6.6 and (7.1). Sufficiency: Let τ n = τ G\An with {A n } n≥1 being specified in (3). By Proposition 4.13 and Theorem 6.6, for any x ∈ A n we have
Applying (2) and (3), we obtain by letting n → ∞ in (7.2) 
It is easy to see u t (x) is nonincreasing when t ↓ 0. Consequently for any compact set A of D we have
and (1) follows from the fact that g is bounded.
(2) Let r(x) = |q(x)| + |f (x)|, then r ∈ K n,α ( D) and
Thus, we get (2) by Lemma 5.8.
, then the following two equations are equivalent.
(1) For any t > 0 and x ∈ D,
(1)⇒(2). We show that (M t ) t≥0 is a martingale under P x for any x ∈ D. In fact for s < t,
By the integration by parts formula for semi-martingales, we have
Therefore e q (t)M (t) − t 0 M (s)de q (s) is a martingale under P x , and
Consequently (2) follows from the fact that (N t ) t≥0 is a martingale.
(2)⇒(1). The proof is the same as (1)⇒(2).
Theorem 7.5. Suppose that the gauge of ( D, q) is finite. Let f ∈ K n,α ( D) and g ∈ B b (B). Then there always exists a function u which solves the following boundary value problem (a)-(c):
If we require in addition to (a)-(c) that 
where τ n = τ G\An , n ∈ N, then such a u is unique. Proof Existence: Let u be defined by (7.6) . Then by Theorem 5.9 we see that u is a bounded function. We will show that u satisfies (7.4). Indeed,
By Proposition 5.2 we have u t ∈ C b ( D), ∀t > 0. By Lemma 7.3 we see that ε t converges to zero uniformly on any compact subset of D. Hence u ∈ C b ( D). Now it follows from Propositions 7.2 and Lemma 7.4 that u satisfies (a)-(c), also by Proposition 7.2 u satisfies (d). Uniqueness: Suppose that u satisfies (a)-(d). Applying proposition 7.2 and Lemma 7.4, we know u satisfies (7.3) and (7.4) . Since the gauge of ( D, q) is finite, letting t → ∞ in (7.4), we get (7.6). For proving (7.7), we set ξ(x) = E x g(X τ )I {τ <∞} , w(x) = u(x) − ξ(x), then we have w(x) = E x w(X t )I {t<τ } + t∧τ 0 (f + qu)(X s )ds , ∀x ∈ D. w(x) = 0. Therefore, if g is continuous at z, then (7.7) is valid by Proposition 6.9.
Note that condition (d) concerns the continuity of u on the boundary I 1 := ∂D ∩ B. If we impose some regularity condition on the boundary I 1 and on the boundary function on B, then we have a slightly neat statement as below. Proof Define u by (7.6). By Theorem 7.5 we see that u is a solution of (7.9) in H The following corollary provides a remedy to a slightly more general problem related to ( * ) mentioned at the beginning of this paper.
Corollary 7.7. Suppose that the gauge of (G, q) is finite and f ∈ K n,α (G). If g is continuous on ∂G and ∂G is regular, then the equation Proof Take B = ∂G in Theorem 7.6.
Below we make some further investigation of the condition (d). Decompose τ := τ B by τ = τ a ∧ τ i , where τ a is the predictable part and τ i is the totally inaccessible part of τ . We notice that (7.5) will be automatically fulfilled if τ = τ i . This observation leads to our next results Theorem 7.10. We prepare first two lemmas which are interesting also on their own. Lemma 7.8. Let A be a close set in G such that A ∩ B = ∅ and |A| = 0 (| · | is the n-dimensional Lebesgue measure), then P x {X τB− ∈ A} = 0, ∀x ∈ D.
Proof By Lemma 4.5.5 in [16] and the fact that |A| = 0 we obtain G h(x)P x {X τB− ∈ A}dx = 0, ∀h ∈ B + b (G) with supp h ⊂ D, which implies P x {X τB− ∈ A} = 0, for a.e x ∈ D. Consequently we have P x {X τB− ∈ A} =P x {X τB− ∈ A, τ B ≤ t} + P x {X τB− ∈ A, τ B > t} =P x {X τB− ∈ A, τ B ≤ t} + E x I {τB >t} P Xt {X τB− ∈ A} =P x {X τB− ∈ A, τ B ≤ t}.
(7.11)
Taking t ↓ 0 in (7.11), we get the assertion.
Recall that a domain D in R n is said to satisfy the exterior cone condition if there exists a cone K in R n and a positive number R such that for each point x ∈ ∂D there exist a translation and a rotation taking the cone K into a cone K x with vertex at x such that K x ∩ B(x, R) ∩ D = ∅. Lemma 7.9. Suppose that B = A for some relatively open set A ⊂ G and that D has exterior cone property. Then the distribution of X τB under P x is absolutely continuous on B with respect to Lebesgue measure and P x {X τB − ∈ ∂B} = 0, ∀x ∈ D.
Proof By the right continuity of the sample paths, we know that the support of the distribution of X τB is on B. By the quasi-continuity of (X t ) and the first assertion of this Lemma we can prove that P x {X τB− ∈ ∂B} = 0, ∀x ∈ D. Hence we need only to prove the first assertion.
By Lemma 4.8, for any closed set F ⊂ G \ B c , P x {X τB ∈ F } = A(n, −α) Therefore we need only to check that P x {X τB ∈ B c ∩ ∂B} = 0.
By Lemma 7.8, one can check that P x {X τB− ∈ I} = 0 for all x ∈ D, hence by deleting a P xnegligible set we have {X τB ∈ B c ∩ ∂B} ⊆ ∪ t∈Q + {X τ t B ∈ B c ∩ ∂B}, where τ t B (w) = inf s>0 {s :
X t+s (w) ∈ B, X t+u ∈ G − B, ∀u ∈ [0, s) }. Therefore we need only to check
∈ B c ∩ ∂B} = 0, ∀t > 0. (7.12) By Theorem 2.7 in [5] we know that X t and Y t are the same when t ∈ [0, τ 0 B ]. So we have
where (Y t ) t≥0 is the censored α-stable process on G. By Lemma 17 in [6] and the exterior cone property of D we know P x {Z τB ∈ I 1 } = 0, where {Z t } t≥0 is the killed symmetric stable process on G. By Theorem 2.1 of [4] , (Y t ) t≥0 can be constructed by gluing independent copies of killed symmetric α-stable processes. Therefore we conclude from the above fact that Proof Define u by (7.6). By Theorem 7.5 we see that u is a solution of (7.13). Let (τ n ) n≥1 be described in Theorem 7.5. By Lemma 7.9 we have P x ∞ n=1 {τ n = τ } = 1. This implies that if
q (G, D) ∩ C b ( D) satisfies (7.13) then u satisfies also (7.5).
