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Abstract
We present a novel approach to the problem of simultaneous localization and mapping (SLAM), that is not based on any of the three
major SLAM paradigms: extended Kalman ﬁlters, particle ﬁlters and graph-based optimizers. In this approach, the uncertain spatial
constraints are represented as ordered sets of Monte Carlo samples drawn from the space of coordinate frame transformations. Such
a representation enables fusion of two or more spatial constraints even if they are correlated, under certain assumptions. The spatial
constraints are organised in a compact data structure which models the full posterior over the robot’s pose and landmark locations.
The number of Monte Carlo samples necessary to accurately represent the posterior does not grow exponentially with the number of
state-space dimensions as in conventional particle ﬁlters; in fact, it is a constant parameter. This data structure provides a constant
time access to marginal distributions and a newly observed spatial constraint can be accommodated in time linear to the number of
landmarks tracked, regardless of the number of spatial constraints that have been observed previously. We provide an experimental
evaluation of the method, and discuss its strengths and weaknesses with respect to the well-established SLAM approaches.
c© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of Humanoid
Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA.
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1. Introduction
Mobile robots operating in a previously unknown environment depend on the ability to effectively build a map
of the environment while using that map for navigation. This problem, also known as simultaneous localization and
mapping (SLAM), has attracted a signiﬁcant amount of research in the past two decades. Historically, the most popular
SLAM approaches are built around three major paradigms: extended Kalman ﬁlters, particle ﬁlters and graph-based
non-linear optimizers. Even though each of these paradigms addresses the SLAM problem in a quite different way,
the vast majority of the algorithms share a common assumption that subsequent sensor measurements are statistically
independent. This assumption, however, might not hold in on-line vehicular perception systems, where the task
of a SLAM algorithm is to fuse data from a variety of on-board sensors, including sensors producing non-white
noise measurements, such as GPS, or sensors with a large event-to-data delay that cause an out-of-order delivery of
measurements.
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The SLAM approach presented in this paper has certain similarities with all three major SLAM paradigms: The
posterior over a robot’s pose and landmark locations is modeled using a set of Monte Carlo samples, however, unlike
in particle ﬁlter-based methods, with a given order of samples, which is used to capture cross-correlations between
spatial features. The samples are organised in a star-graph structure, where robot poses and landmarks represent the
nodes, and uncertain spatial constraints between them represent the edges. And ﬁnally, the probability distributions
modeled by the ordered Monte Carlo sample sets are merged using a variant of the Ensemble Kalman ﬁlter [1]. The
key contributions of this paper are the following:
• We present a general algorithm derived from the Ensemble Kalman ﬁlter to merge two potentially correlated
probability distributions represented as ordered Monte Carlo sample sets, with certain restrictions.
• We provide a data structure, the Monte Carlo stochastic map, which represents the full posterior and can be
updated dynamically to provide the solution to the SLAM problem. The updates are performed in time linear
to the number of observed features, while the access to marginal distributions takes a constant time.
• The stochastic map can be updated by a spatial constraint that is correlated to spatial constraints already stored
in the stochastic map, assuming that the correlation can be modeled with ordered Monte Carlo samples. This
feature potentially provides an ability to accommodate sensor measurements perturbed by a state-dependent
noise.
• We provide an experimental evaluation of the proposed approach, and discuss its weaknesses and advantages
with respect to the well-established SLAM approaches.
2. Related Work
Historically, the earliest solution to the SLAM problem was published in a seminal paper by Smith, Cheeseman and
Self [2]. In their work, the current best estimate of the pose of a robot and features in its environment is represented
using a high-dimensional vector, and the uncertainty of the estimate using a covariance matrix of the same dimension.
In every step, the state is updated with new measurements by an extended Kalman ﬁlter (EKF). Subsequently, this
method became known as EKF-SLAM. A large number of EKF-SLAM variants have been successfully applied to
a wide range of robotic applications, including ground vehicles, aircraft and underwater vehicles [3]. The principal
limitation of EKF-SLAM is the fact that the state covariance matrix grows quadratically with the number of spatial
features tracked, as does the time complexity per update. A number of methods, such as [4], [5] or [6], address this
issue by decomposing the map into smaller submaps whose covariances are maintained separately. The performance
improvement of these algorithms is traded-off for the accuracy of the map, as cross-correlations between certain
map features are discarded. Another important limitation of the EKF-SLAM approaches, which limits the range of
practical applications, are the strong assumptions on the measurement noise, in particular that it must be Gaussian
and white (i.e., uncorrelated). The Monte Carlo stochastic map presented in this paper only requires a space and
time per update linear to the number of spatial features, without the need to selectively discard cross-correlations
between features. The accuracy of the cross-correlations only depends on the number of Monte Carlo samples used to
represent the uncertain spatial constraints, which is a constant parameter. Furthermore, the stochastic map preserves
spatial constraints with arbitrary (non-Gaussian) distributions, until a newly observed spatial constraint closes a loop.
The second major paradigm for addressing the SLAM problem is that based on particle ﬁlters [7]. Its general idea
is to represent the posterior by a set of particles, where each particle captures one particular sample of the pose of
the robot and features in its environment. The posterior probability distribution is modeled with an arbitrary precision
in the limit, as the number of particles grows to inﬁnity. After every observation, the particles are updated to form a
proposal distribution, and sequential importance resampling selects a subset of the particles to model the target dis-
tribution - the new posterior. The main limitation of such a naive approach is that the number of particles necessary
to accurately represent the posterior probability distribution grows exponentially with its number of dimensions, i.e.,
with the number of landmarks in the map. A number of methods, such as [8], [9], or more prominently FastSLAM
[10], address the problem of exponential growth in the number of particles by a method called Rao-Blackwellization.
For example, the FastSLAM algorithm builds on an assumption that cross-correlations between landmarks are in-
dependent given the robot’s path, and each particle stores a robot’s pose and a list of mean/covariance pairs of the
landmark locations. The principal issue of such methods is the fact that the resampling step discards low-probability
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particles, and duplicates the high-probability ones. This means that the correlation information between landmarks is
gradually being lost over time, which can lead to underestimation of the covariance and may cause problems when
closing large loops. Similarly to the particle ﬁltering-based methods, the approach presented in this paper also repre-
sents the posterior by a set of Monte Carlo samples of the location of spatial features. However, the samples retain a
certain order, which is necessary to capture cross-correlations between the features. Moreover, as sequential impor-
tance resampling is not used, the number of samples necessary for an accurate representation is independent of the
number of spatial features tracked, and the cross-correlation information is not lost over time.
The third major SLAM paradigm, and arguably the most popular one in recent years, is based on graph-based
non-linear optimization. The basic idea, ﬁrst formulated by Lu and Milios [11], is that all of robot’s poses and land-
marks at a particular time represent nodes of a graph, and the spatial constraints between the poses represent the
edges. The goal of an optimization algorithm is to ﬁnd a spatial conﬁguration of the nodes that is most consistent
with the constraints provided by the edges. Since the original Lu and Milios formulation, a large number of opti-
mization methods have been proposed, including iterative methods such as [12, 13], or direct solvers [14, 15]. The
state-of-the-art algorithms take advantage of the domain knowledge and sparsity of the constraint graph to perform
the optimization efﬁciently, provide efﬁcient access to marginal covariances of observed features necessary for data
association, and their implementations are readily available in frameworks such as iSAM [16] and g2o [17]. The
Monte Carlo stochastic map also maintains the spatial constraints in a graph structure. However, this graph only has
a star topology; the spatial constraints between leaf nodes of the star are not represented explicitly in the graph, but
implicitly by the ordered Monte Carlo samples saved in the nodes. Unlike graph-based optimizers, the performance of
the stochastic map does not depend on the number of spatial constraints observed. Moreover, tracked spatial features
can be discarded without affecting the cross-correlations between preserved features, in order to maintain real-time
performance in on-line perception systems.
3. Representation of Spatial Constraints
The approach presented in this paper assumes that a spatial constraint between two features can be represented as a
probability distribution over the space of coordinate transformation between the two corresponding coordinate frames,
i.e., an approximate transformation (AT). We only consider three-dimensional space, and we adopt a quaternion
parametrisation of orientations [18]. However, a similar approach can also be applied to a two-dimensional space,
and other parametrisations of coordinate transformations. The coordinate transformation vector (x,y,z,q) has seven
variables, where q is a quaternion with q= a+bi+ cj+dk having real components a, b, c, and d.
An AT with a general probability distribution can be represented using a number of random Monte Carlo samples
drawn from the space of all transformation vectors between two coordinate frames. Let t→u denote the set of all ATs
from a frame t to a frame u. An AT A∈ t→u is represented as an ordered set of samples as:
A∼= {(x(i)A , y(i)A , z(i)A , q(i)A ) : i= 1...N
}
where N is the number of samples, and each (x(i)A , y
(i)
A , z
(i)
A , q
(i)
A ) is a single coordinate transformation vector. Many
parametric probability distributions can easily be converted to such a representation by random sampling. For clarity,
we will skip the sample index (i) and use a simpliﬁed syntax:
A∼= (xA, yA, zA, qA)
whenever the context allows. We deﬁne three elementary operations that can be performed on ATs: compounding,
inversion and merging. Compounding and inversion are trivial vector operations, and are only described for clarity.
3.1. Compounding
If the robot has observed two consecutive ATs A ∈ t → u and B ∈ u→ v, such as A ∼= (xA, yA, zA, qA) and B ∼=
(xB, yB, zB, qB), respectively, then the estimate of AT t→v can be computed using the compounding operation ⊕ as:
A⊕B∼= (xA+ x, yA+ y, zA+ z, q) where q= qA×qB0+ xi+ yj+ zk= qA× (0+ xBi+ yBj+ zBk)×q−1A
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The × operation denotes quaternion multiplication and −1 quaternion inversion; qA and qB quaternions are assumed
to be normalised, i.e., have unit length. More details on quaternions and spatial rotations can be found in [18].
In other words, each sample of a compound AT can be acquired by combining the two samples at the same index
from the input ATs. A sequence of ATs can be compounded by successively compounding pairs of neighboring ATs;
the order of ATs is irrelevant, because compounding is an associative operation:
(A⊕B)⊕C= A⊕ (B⊕C) (1)
Note that if two ATs are independent, a random permutation of the samples in one of the ordered sets would
not affect estimate of the compound AT. However, if the ATs are not independent, the order of samples needs to be
retained, in order to provide an accurate estimate.
3.2. Inversion
Assume A ∈ t→u is given as in Section 3.1 , then the inversion operation R computes the estimate of the AT in the
opposite direction, AR ∈ u→ t, as follows:
AR ∼= (x, y, z, q−1A ) where 0+ xi+ yj+ zk= q−1A × (0− xAi− yAj− zAk)
Again, qA must be a normalised quaternion. The inversion operation simply reverses a coordinate transformation of
each sample from the input AT. Note that R is a unary operator and an involution, i.e.,
(
AR
)R = A.
3.3. Merging
If the robot observes a spatial constraint between two objects multiple times, it can use all the observations to
reﬁne its knowledge about that relationship. In terms of approximate transformations, it is possible to combine two
parallel ATs in order to produce a single AT with an uncertainty lower than the uncertainty of both original ATs.
This operation corresponds to the multiplication of the probability distributions of the ATs, and it is derived from the
Ensemble Kalman Filter [1].
Consider two uncorrelated ATs A ∈ t→u and B ∈ t→u. If we expand quaternions to their four real components,
the AT samples can be considered as a set of seven-dimensional column vectors:
A∼= {P(i)A : i= 1...N
}
where P
(i)
A =
(
x(i)A , y
(i)
A , z
(i)
A , a
(i)
A , b
(i)
A , c
(i)
A , d
(i)
A
)T
B∼= {P(i)B : i= 1...N
}
P(i)B =
(
x(i)B , y
(i)
B , z
(i)
B , a
(i)
B , b
(i)
B , c
(i)
B , d
(i)
B
)T
The sets of the vectors can be used to estimate the covariance matrix of A and B as CA = cov(PA) and CB = cov(PB),
respectively, and to compute the Kalman gain factor:
K= CA ∗ [CA+CB]−1 (2)
The samples representing the combined AT can then be computed using the merging operation ⊗ deﬁned as follows:
A⊗B∼= {P(i)A +K∗ (P(i)B −P(i)A ) : i= 1...N
}
(3)
The quaternions of the input ATs must be normalised prior to the merge; the resulting quaternions will be denor-
malised, in general.
Note that merging is simply a binary operator applied pairwisely to samples with the same index from the input
ordered sample sets. The characteristics of this binary operator are only determined by the global characteristics
of both input sample sets, namely, their covariances. The merging operation is just a special case of the Ensemble
Kalman Filter, where the state space and observation share the same variables. As such, it is based on the assumptions
that both input samples sets approximate a Gaussian probability distribution, are independent, and the system is
linear. Moreover, the covariance of the pairwise differences between an input and the output ordered sample set
estimates the (Gaussian) cross-correlation between the input distribution and the product distribution, which signiﬁes
the importance of preserving the order of the sample sets.
Even if the input ATs have a non-Gaussian distribution, the merged AT will tend towards a Gaussian distribution
due to the ”fuzzy” central limit theorem. Clearly, in such a situation the merge is suboptimal since the product of the
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input distributions is likely to be non-Gaussian. An alternative approach could, for example, use a density estimator
to obtain a parametric approximation of one input AT’s probability distribution, and perform importance resampling
of the samples from the second AT, as described by [19]. Although such an approach would, in the limit, provide a
theoretically correct estimate of the combined AT, it would, however, loose the order of samples and thus loose the
information about correlation between the sample sets, which is crucial for an efﬁcient stochastic map implementation,
as we shall see later. Multiple parallel ATs can be merged by successively merging pairs of ATs; the order in which
the merges are performed is irrelevant, because the merging operation is both associative and commutative:
(A⊗B)⊗C≈ A⊗ (B⊗C)
A⊗B= B⊗A.
The approximate equality operator (≈) is used to signify the fact that the equation only holds in the limit, as the
number of samples grows to inﬁnity.
3.4. Discussion
Unlike compounding and inversion operations, merging considers AT samples as simple vectors without any struc-
ture. This is a problem because the space of rotations is a manifold, not an Euclidean space. The statistical properties
of the merge operation could be further improved by application of the  operator that maps a local variation in an
Euclidean space to a manifold, as described in [20]. However, for clarity, we chose to omit the application of this
operator. Although the merging operation as deﬁned in formula (3) is suboptimal, in practice it behaves well even
with reasonable angular errors.
The representation of ATs by sample sets and the deﬁnition of compounding, inversion and merging as operations
on samples can be seen as a generalization of the historical Smith & Cheeseman framework [21] that operates with
ATs represented using means and covariances. Both sample-based compounding and inversion work precisely with
arbitrary probability distributions and angular errors in the limit, as the number of samples grows to inﬁnity. Note that
all the three operations can be directly implemented to run asymptotically in O(N) time and space, where N is the
number of samples. Furthermore, N does not depend on the covariance of the input distributions, as argued in [1].
Equivalent AT operations could easily be deﬁned for sample sets with a different parametrisation of coordinate
frame rotations, such as Euler angles. The choice of quaternions has, however, several beneﬁts. Firstly, quaternions
have no singularities in the poles as Euler angles have, thus avoiding the infamous gimbal lock problem. Secondly,
the quaternions are the preferred parametrisation of orientations for statistical purposes [18], such as the computation
of covariance. Thirdly, the AT operations with quaternions do not need to evaluate trigonometric functions, which are
computationally expensive.
4. Ordered Sample Sets Correlation
As mentioned in Section 3.3, under given assumptions, the result of the merging operation is an ordered sample
set, whose correlation to an input ordered sample set can be estimated by pairwisely subtracting the two sample sets
and computing covariance of the difference. Formally, in this context, we deﬁne that ordered sample sets PA and PB
are uncorrelated (aka independent) when:
cov(PA−PB)≈ cov(PA)+ cov(PB) (4)
where PA −PB denotes a pairwise difference between two ordered sample sets, i.e., another ordered sample set. The
approximate equality (≈) changes to full equality (=) in the limit, as the number of samples grows to inﬁnity. The
order of the samples plays a key role. For example, consider two correlated ordered samples sets. If one of the sets
is randomly permuted, the difference to the other set will suggest the two sets are uncorrelated. Note that deﬁnition
(4) only considers the second moment of the correlation, i.e., the covariance. Assuming the two original distributions,
and their correlation, is Gaussian, then the covariance is the theoretically correct estimate of the correlation. However,
if these assumptions are not met, the deﬁnition might not provide an accurate description of correlation between
underlying probability distributions.
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The compounding operation does not require the input ATs to be uncorrelated. In fact, compounding of correlated
ATs has some desired properties, such as the eliminability property for the inversion operation:
A⊕AR = Ø (5)
where Ø denotes an invariant, or zero, AT. However, the merging operation, as deﬁned in Section 3.3, does require the
input ATs to be uncorrelated. Consider three ATs: X ∈ t→u and A,B ∈ u→v. With the previously deﬁned merging
operation, distributivity of ⊕ over ⊗ cannot be guaranteed, i.e.:
X⊕ (A⊗B) 	≈ (X⊕A)⊗ (X⊕B)
Given two potentially correlated ATs C,D ∈ t→ v to merge (represented by two ordered sample sets PC and PD,
respectively), let’s assume the covariances of their errors are composed of a common error component CX, and
independent components CA and CB, respectively:
cov(PC) = CX+CA
cov(PD) = CX+CB
cov(PC −PD) = CA+CB
(6)
By solving the system of equations we get:
CX =
cov(PC)+cov(PD)−cov(PC−PD)
2
CA = cov(PC)−CX
CB = cov(PD)−CX
By plugging CA and CB into formulae (2) and (3), we obtain a deﬁnition of a revised merging operation that effec-
tively ignores the correlation between the two input sample sets. Note that if the original sample sets PC and PD are
uncorrelated, then CX converges to the zero matrix thanks to (4) as the number of samples grows to inﬁnity, and the
revised merge operation reduces to the standard merge. The fact that the revised merge is just a generalization of the
standard merge allows us to apply the term ”merge” and the ⊗ symbol to the revised merge in the later text, without
any confusion. Note that now the merging operation is idempotent, i.e. A⊗B ≈ A⊗B⊗B⊗ .... The idempotence
guarantees that ATs can be repetitively re-merged, without under or overestimating uncertainty of a combined AT.
5. Stochastic Map
A mobile robot employs sensors to observe its environment and uses the observed information for navigation. We
assume that spatial observations and navigation decisions can be expressed as operations with ATs, so the robot can
solve the navigation problem by means of registering observed ATs and querying potentially unobserved ATs. The
stochastic map is a data structure that implements two basic procedures: update registers a newly observed AT and
query ﬁnds the best estimate of an AT between two given coordinate frames. The sensor readings are assumed to be
expressible by an AT, generated by random sampling from the measurement model. Without loss of generality, we
assume that the relative positions of coordinate frames in the stochastic map are ﬁxed; if the robot wants to update
the location of an existing frame (e.g., its own pose), it can do so by relating a new coordinate frame to the referenced
coordinate frame using an AT, and then removing the referenced frame.
In our approach, the stochastic map is represented as a forest of star graphs: nodes corresponds to coordinate frames
and edges correspond to ATs modeled using ordered Monte Carlo sample sets. Each star in the forest represents a
single disjoint component of the map, i.e., a separate sub-map. Although such a distinction is often not necessary,
as the map will typically be built sequentially, it is useful to show how two disjoint components can be connected,
e.g., in multi-robot SLAM. Fig. 1 shows an example of such a forest comprised of three star components; the arrows
illustrate the direction of the ATs. The root of a star has the role of a global reference frame, similarly to the EKF-
SLAM stochastic map [2], and the edges store the estimate of ATs to all reachable frames.
If an AT between the root and a leaf frame is queried, the result can be provided directly, possibly utilizing a single
AT inversion. For example, in Fig. 1, the a→ r AT is found simply as AR. The crucial property of the stochastic
map is that the ordered sample sets of ATs in a single star component are correlated in such a way that an AT between
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Fig. 1. A stochastic map with three disjoint components
two arbitrary leaf frames can be found simply by compounding the two ATs connecting those two frames, utilizing
a single AT inversion. For example, a→b AT can be computed as AR⊕B. Two different cases arise when adding a
new AT to the map: in case I, the newly added AT connects two frames from different components, and in case II, the
AT connects two frames in the same component. These two cases are described in detail in the following sections.
5.1. Case I: Adding an AT connecting two components
If the newly added AT connects two different star components, then it means that the corresponding sub-maps are
no longer disjoint and in the stochastic map, the two components will be joined into a single component, using only
the compounding and inversion operations. Fig. 2 shows all four possible situations that can arise when joining two
disjoint components with a newly added AT X. Note that a component can also be comprised of a single node (see the
frame t in Fig. 1); such an empty component is created whenever a coordinate frame is observed the ﬁrst time, before
the corresponding AT is added to the map.
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Fig. 2. Conﬁgurations when joining two components with an
AT
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Fig. 3. Steps when updating a single component by an AT
An important observation is that if both components were consistent before the join (i.e., the edges store the best
estimates of the ATs, and their sample sets are well-correlated), the joined component will also be consistent thanks
to the associativity of compounding (1) and eliminability of the inversion operation (5).
5.2. Case II: Adding an AT updating a single component
When adding an AT that connects two frames of a single stochastic map component, all ordered sample sets of ATs
in that component need to be updated to reﬂect the new information. Fig. 3 illustrates the steps of the update process
when a new AT X is added to a single component of the map. First, the star component might need to be reorganised
using the compounding and inversion operations so that the newly added AT goes from its root to a main leaf frame
(Fig. 3-a). In the next step, the existing root-to-main AT is merged with the added AT, and the result of the merge
replaces the existing AT (see G in Fig. 3-b). Finally, each other root-to-leaf AT in the component is merged with the
previously updated root-to-main AT compounded with the old estimate of the main-to-leaf AT (Fig. 3-c). This way
the new information provided by the added AT is propagated to all nodes of the star component, while keeping the
structure consistent. Many of the merged AT pairs will typically be correlated, so the revised merging operation must
be employed. This also implies that even a newly added AT can be correlated to ATs already present in the stochastic
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map. In order to generate such an AT from a sensor whose readings are autocorrelated, it is necessary to generate
samples in such a way that the correlation between samples of ATs corresponding to consecutive sensor readings
models the autocorrelation characteristics of the sensor. The details of this procedure are, however, beyond the scope
of this article.
5.3. Discussion
As mentioned in Section 3.4, the compounding, inversion and merging operations all run asymptotically in O(N)
time and space, where N is the number of samples. The query procedure of the stochastic map processes just one
or two edges of a single star component, and only performs a constant number of operations per edge. Also, only a
single sample set needs to be kept in memory while processing the query, so the query as a whole executes in O(N)
time and space. On the other hand, the update procedure needs to process each edge a constant number of times, and
the number of edges in a star forest asymptotically equals the number of nodes (i.e., coordinate frames), thus enabling
the update to run in O(M ·N) time where M denotes the number of coordinate frames. For each edge, the stochastic
map keeps a single sample set in memory, and both reorganisation of the graph and the update of frames only need a
constant number of temporary sample set buffers, so the overall asymptotic space complexity of the stochastic map is
also O(M ·N).
An important observation is that adding an extra node to a star component does not affect the way in which the
queries and updates involving the other nodes are performed. Consequently, the number of samples necessary to
represent the ATs is entirely unrelated to the number of nodes in the stochastic map. In other words, the number of
samples necessary to accurately represent the map does not grow with the number of spatial features, as in conven-
tional particle ﬁltering methods. The number of samples used to represent ATs is merely a constant parameter that
determines the accuracy of the representation of probability distributions and their correlations. Since the N parame-
ter is constant, the asymptotic complexity of a query and update reduces to O(1) and O(M), respectively. This result
enables the application of the Monte Carlo stochastic map to much larger environments than the traditional EKF-
SLAM with O(M2) update complexity. Additionally, to maintain a reasonable performance in practical applications,
the robot’s perception system might selectively discard coordinate frames corresponding to spatial features that are
no longer needed. In contrast to graph-based SLAM methods, the spatial features can be easily removed from the
stochastic map, without affecting the estimation of other features. Note that the presented topology is not the only
possible way to organise ATs in a stochastic map. We choose an organisation that offers fast queries, while other
organisations might favour fast updates by, e.g., building a tree of ATs and delaying updates of ATs that close loops.
6. Evaluation
In this section we present an experimental evaluation of the proposed SLAM approach, with the following goals:
• Evaluate the rate of convergence of representations with a different number of Monte Carlo samples, if all the
assumptions are met (i.e., Gaussian distributions and linear errors)
• Evaluate the rate of convergence in a situation where the assumptions are violated, by adding an angular error
to the observations.
• Compare runtime performance of representations with different numbers of Monte Carlo samples.
In the simulated scenario, a mobile robot follows a circular trajectory with a radius of 50 meters, and uses a laser
scanner to observe 200 randomly generated point features in its environment. The odometry provides observations
of the robot’s motion in regular intervals as (ΔX ,ΔY,Δθ) vectors indicating the displacement of the robot since the
previous observation. During every odometry reading, the laser scanner provides observation of a randomly selected
subset of point features available in the front 180-degree ﬁeld of view, with the maximum range of 30 meters. These
observations are provided as (X ,Y ) vectors, in the robot’s coordinate frame. Both types of observations are subject
to white Gaussian noise with standard deviations as follows: σX = 0.4m, σY = 0.4m, σΔX = 0.01m, σΔY = 0.002m,
and σΔθ varying based on the experiment. Theses values were chosen to emulate errors of a typical laser scanner and
odometry, respectively.
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6.1. Convergence
The accuracy of the map is measured as the root mean square (RMS) of the distances between mean of the position
estimates and the ground truth, computed only for observed features. Fig. 4 shows accuracy of the map in situation
where the odometry has a zero angular error. Before the robot ﬁnishes the ﬁrst revolution of the circular trajectory
(approximately at iteration 340), a large loop is closed. Shortly after that all the spatial features have been observed
and added to the map, and the accuracy of the maps begins to converge towards zero. The rate of the convergence is
faster for maps represented by more Monte Carlo samples. On the other hand, Fig. 5 demonstrates that if the odometry
has a non-zero angular error, the map diverges, regardless of the number of samples. This is caused by introduction
of non-linear errors by accumulation of relatively small angular errors over time, which then violate assumptions of
the merging operation that all the probability distributions and correlations are Gaussian. Similar problems arise with
standard EKF-SLAM methods, as they are based on similar assumptions.
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Fig. 4. Accuracy of the stochastic map in a scenario with
zero angular error in the odometry (σΔθ = 0).
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Fig. 5. Accuracy of the stochastic map in a scenario with a
non-zero angular error in the odometry (σΔθ = 0.1◦).
6.2. Runtime Performance
In order to evaluate the performance of the Monte Carlo stochastic map, we grew a map from 0 to 400 frames,
while performing 10 AT updates between existing, randomly chosen, frames in every iteration. The test was repeated
10 times, so that the average update time per number of features is computed from 100 samples. Additionally, for
demonstration purposes, we performed the same experiment with an implementation of the EKF-SLAM stochastic
map, as described in [2]. The results are shown in Fig. 6. Clearly, the update time of the Monte Carlo stochastic map
scales linearly with the number of frames in the map, and with the number of samples used. On the other hand, the
graph suggests that EKF-SLAM update times grow quadratically, as expected. Note that the numbers in Fig. 6 were
obtained with an unoptimised implementation. Since the elementary operations on ATs are isolated simple algebraic
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Fig. 6. Average runtime performance of the Monte Carlo (MC) stochastic map and the EKF-SLAM stochastic map updates.
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computations, there is a signiﬁcant potential for further optimisation using hardware acceleration, parallel execution,
or both.
7. Conclusion
We have presented a novel general algorithm for fusion of two correlated probability distributions that are rep-
resented as ordered sets of Monte Carlo samples, and demonstrated how this algorithm can be applied to solve the
SLAM problem in linear time. We have evaluated the proposed SLAM approach on simulated data, and compared
its properties with the major SLAM paradigms. Even though the proposed approach makes some strong assumptions
on the measurement noise, and as such has similar limitations as EKF-SLAM, the unique possibility to combine cor-
related spatial constraints makes the new approach adequate for certain type of applications where the correlations
between sensor observations are known. Additionally, the presented approach disproves the commonly held belief
that the number of Monte Carlo samples necessary to accurately represent a posterior probability distribution always
grows exponentially with its number of dimensions.
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