Additive mappings between Hermitian matrix spaces preserving rank not exceeding one  by Lim, M.H.
Linear Algebra and its Applications 408 (2005) 259–267
www.elsevier.com/locate/laa
Additive mappings between Hermitian matrix
spaces preserving rank not exceeding one
M.H. Lim
Institute of Mathematical Sciences, University of Malaya, 50603 Kuala Lumpur, Malaysia
Received 11 March 2005; accepted 13 June 2005
Submitted by P. Šemril
Abstract
Let K be a field of characteristic not two or three with an automorphism − of order two.
Let F = {a ∈ K : a¯ = a}. We characterize additive mappings T from one F -vector space of
Hermitian matrices over K to another that preserve rank less than or equal to one for the
following cases: (i) the image of T contains a matrix of rank at least three, (ii) every nonzero
endomorphism of F is surjective.
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1. Introduction
In a previous paper [10], we describe those additive mappings from a second
symmetric product space to another, over a field of characteristic not 2 or 3, which
preserve decomposable elements of the form λu · u where u is a vector and λ is
a scalar. This leads to the corresponding result concerning additive mappings from
one vector space of symmetric matrices to another which preserve rank less than
or equal to one. Surjective additive mappings on symmetric matrices over a field of
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characteristic not 2 or 3 that preserve rank one were studied by Cao and Zhang [3].
In this note, we use the method in [10] and a nonbijective version of the fundamental
theorem of projective geometry to obtain the structure of additive mappings T from
one space of Hermitian matrices to another, over a field of characteristic not two
or three, which preserve rank less than or equal to one under the assumption that
the image of T contains a matrix of rank at least three. This generalizes a recent
result of Tang [12] who characterizes additive mappings from one real vector space
of m×m complex Hermitian matrices to another that preserve rank one under the
hypothesis that the image of the identity matrix Im has rank equal to m. The structure
of surjective rank-one preserving additive mappings on Hermitian matrices over a
division ring was obtained in [7] by using the fundamental theorem of geometry of
Hermitian matrices. Characterizations of linear mappings from one real vector space
of complex Hermitian matrices to another that preserve rank not exceeding one were
obtained in [1,9]. Classifications of linear mappings on symmetric matrices over an
infinite field of characteristic not two that preserve rank not exceeding an arbitrary
fixed positive integer k were obtained by Loewy [11], while for fixed k = 1, 2, these
were studied in [4,8]. The structure of linear mappings on symmetric matrices over an
algebraically closed field of characteristic zero that preserve an arbitrary fixed rank
was obtained by Beasley and Loewy [2].
2. Results
Throughout this paper, K denotes a field of characteristic not two or three with
an automorphism − of order two. Let F = {a ∈ K : a¯ = a}. Then K is a quadratic
extension of F and there exists an element i ∈ K\F such that i¯ = −i and K = F(i).
Let θ = ii¯. Let J denote the prime subfield of F . For each m× n matrix A = (aij )
over K , let A∗ = (a¯ij )t .
Let Km be the vector space of all m× 1 column vectors over K . Let H(m) be the
F -vector space of all m×m Hermitian matrices over K . For any two vectors u, v of
Km, define
u · v = 12 (uv∗ + vu∗).
Then we have u · v = v · u, (u1 + u2) · v = u1 · v + u2 · v and for c ∈ K, u · cv =
(c¯u) · v. Let u2 denote u · u. Then a matrix A in H(m) is of rank k > 0 if and only
if A =∑ki=1 λiu2i for some nonzero scalar λi in F, i = 1, . . . , k and some linearly
independent vectors u1, . . . , uk in Km. Let W be a nonzero subspace of Km. Define
W(2) to be the subspace of H(m) generated by the vectors u · v where u, v ∈ W . It
is easily checked that if w1, . . . , wk is a basis of W , then
{ws · wt : 1  s  t  k} ∪ {ws · iwt : 1  s < t  k}
is a basis of W(2).
Let W be a subspace of Km and V a subspace of Kn. Let σ : K → K be a
nonzero endomorphism. A mapping f : W → V is called σ -quasilinear if f (λw) =
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σ(λ)f (w) for all λ ∈ K and w ∈ W . If in addition, σ is an automorphism, then f is
called σ -semilinear. Let σ commute with the involution – and let f : W → V be a
σ -quasilinear mapping. Then it induces a τ -quasilinear mapping P(f ) from W(2) to
V (2) where τ = σ |F , such that
P(f )(u · v) = f (u) · f (v)
for all u, v in W . Let {e1, . . . , em} and {f1, . . . , fn} be the standard bases of Km and
Kn respectively. If W = Km, V = Kn and Q = (qst ) is the n×m matrix over K
such that
f (ei) =
n∑
j=1
qjifj , i = 1, . . . , m.
Then
P(f )A = QAσQ∗
for all A = (aij ) in H(m) where Aσ = (σ (aij )).
A mappingψ fromH(m) toH(n) is called rank-one nonincreasing if ρ(ψ(A)) 
1 wheneverρ(A) = 1. Hereρ denotes the rank function. For any s vectorsw1, . . . , ws
in Km, we use 〈w1, . . . , ws〉 to denote the subspace spanned by w1, . . . , ws .
For the following three lemmas, T denotes a rank-one nonincreasing additive
mapping from H(m) to H(n).
Lemma 2.1. Suppose thatT (au2) /= 0, a ∈ F andu ∈ Km.Then there exists a scalar
c ∈ F such thatT (c2u2) /= 0.Moreover, T (au2)andT (c2u2)are linearly dependent.
Proof. It is same as that of Lemma 2.1 in [10]. 
Lemma 2.2. Suppose that W is two-dimensional subspace of Km such that
dim〈T (W(2))〉  2. Then T |W(2) = λP (f ) for some nonzero scalar λ ∈ F and some
σ -quasilinear mapping f from W to Kn where σ commutes with the automorphism
−.
Proof. Since dim〈T (W(2))〉  2, there exists two rank-one Hermitian matrices c1u21,
c2u
2
2 ∈ W(2) such that
T (ciu
2
i ) = λiv2i , i = 1, 2
for some nonzero scalars λ1, λ2 ∈ F and some linearly independent vectors v1, v2 ∈
Kn. By Lemma 2.1, we may assume that c1 = c2 = 1. Clearly, u1 and u2 are linearly
independent, otherwise ρ(u21 + u22)  1, but T (u21 + u22) has rank 2, a contradiction.
Let S = λ−11 T and β = λ−11 λ2. Note that
S(2u1 · u2) = S(u1 + u2)2 − v21 − βv22
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is of rank  2 and hence S(u1 + u2)2 ∈ 〈v1, v2〉(2). This shows that
S(u1 · u2) = av21 + v1 · bv2 + cv22
for some a, c ∈ F and b ∈ K . For any λ in the prime subfield J of F , we see that
S(u1 + λu2)2 = (1 + 2λa)v21 + 2λv1 · bv2 + (βλ2 + 2λc)v22
and it is of rank less than 2, it follows that
∣∣∣∣
1 + 2λa λb¯
λb λ2β + 2λc
∣∣∣∣ = 0.
As β = λ−11 λ2 /= 0, this implies that a = c = 0 and β = bb¯. Hence S(u1 · u2) =
v1 · bv2. Let z1 = v1 and z2 = bv2. Then we have
S(u21) = z21, S(u22) = z22 and S(u1 · u2) = z1 · z2.
For any α ∈ F , we have
S(αu21) = σ1(α)z21 and S(αu22) = σ2(α)z22,
where σ1 and σ2 are additive mappings on F with σ1(1) = σ2(1) = 1. Suppose that
S(αu1 · u2) is of rank one. Then S(αu1 · u2 + u21 + u22) is of rank  2 implies that
S(αu1 · u2) ∈ 〈z1, z2〉(2). Suppose on the other hand that S(αu1 · u2) is of rank 2.
Then S(αu1 · u2) = c1w21 + c2w22 for some nonzero scalars c1, c2 ∈ F and some
linearly independent vectors w1, w2 ∈ Kn. Since S(αu1 · u2 + u2i ) is of rank  2, it
follows that zi ∈ 〈w1, w2〉, i = 1, 2. Hence 〈z1, z2〉 = 〈w1, w2〉. Thus
S(αu1 · u2) = φ1(α)z21 + φ(α)z1 · z2 + η(α)z1 · iz2 + φ2(α)z22,
where φ1, φ, η, φ2 are additive mappings on F such that
φ(1) = 1, φ1(1) = φ2(1) = η(1) = 0.
For any λ, δ ∈ J and x, y ∈ F, S(λxu1 + δyu2)2 is of rank  1 and hence
 :=
∣∣∣∣
λ2σ1(x2)+ 2λδφ1(xy) λδ(φ(xy)− iη(xy))
λδ(φ(xy)+ iη(xy)) δ2σ2(y2)+ 2λδφ2(xy)
∣∣∣∣ = 0.
Expanding the determinant and by considering the coefficient of λ3δ, we get
σ1(x2)φ2(xy) = 0. Since σ1(1) = 1, we obtain φ2(y) = 0 for any y ∈ F . Similarly,
by considering the coefficient of δ3λ, we get φ1(x) = 0 for any x ∈ F . Hence
 = λ2δ2(σ1(x2)σ2(y2)− φ(xy)2 − θη(xy)2) = 0 (1)
for any λ, δ ∈ J and x, y ∈ F . Putting y = 1 in (1), we get
σ1(x
2) = φ(x)2 + θη(x)2 for any x ∈ F. (2)
Putting x = 1 in (1) we get σ2(y2) = φ(y)2 + θη(y)2 for any y ∈ F . Hence σ1(x2) =
σ2(x2). Since σ1((1 + x)2) = (φ(1 + x))2 + θ(η(1 + x))2 and σ1, φ, and η are addi-
tive, it follows from (2) that σ1(x) = φ(x) for any x ∈ F . Similarly, we have σ2 = φ.
It follows from (1) that for any x ∈ F ,
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σ1(x
2)σ2(x
2)− φ(x2)2 − θη(x2)2 = 0.
Hence η(x2) = 0 since σ1 = σ2 = φ. Since η((1 + x)2) = 0 and η(1) = 0, we get
η(x) = 0. Hence S(αu1 · u2) = σ(α)z1 · z2. Also it follows from (2) that σ1(x2) =
σ1(x)2. This together with the fact that σ1 is additive imply that σ1 is multiplicative.
Hence σ1 is a nonzero endomorphism onF . Let σ = σ1. Since ρ(S(u1 + λiu2)2)  1
for any λ ∈ J , it follows from arguments similar to the first paragraph of the proof
that
S(u1 · iu2) = z1 · hz2 with hh¯ = σ(θ).
SinceS(u1 + (1 + i)u2)2 = z21 + 2z1 · (1 + h)z2 + (1 + σ(θ))z22, and it is of rank 
1, it follows that h+ h¯ = 0 and hence h = ki for some k ∈ F . This proves that
S(u1 · iu2) = z1 · kiz2 and σ(θ) = k2θ.
Using arguments similar to the beginning part of the second paragraph, we have for
any α ∈ F ,
S(αu1 · iu2) = ψ1(α)z21 + ψ(α)z1 · z2 + ε(α)z1 · kiz2 + ψ2(α)z22,
where ψ1, ψ, ε, ψ2 are additive mappings on F such that
ε(1) = 1, ψ1(1) = ψ(1) = ψ2(1) = 0.
For any λ, δ ∈ J and any x ∈ F, S(λxu1 + δiu2)2 is of rank  1 and hence∣∣∣∣
λ2σ(x2)+ 2λδψ1(x) λδ(ψ(x)− ikε(x))
λδ(ψ(x)+ ikε(x)) δ2σ(θ)+ 2λδψ2(x)
∣∣∣∣ = 0.
This shows that ψ1(x) = 0, ψ2(x) = 0 for any x ∈ F and hence
σ(x2)σ (θ) = ψ(x)2 + k2θε(x)2
for any x ∈ F . Since σ(θ) = k2θ , we have
σ(x2)σ (θ) = ψ(x)2 + σ(θ)ε(x)2. (3)
Replacing x by 1 + x in (3) we get
σ((1 + x)2)σ (θ) = (ψ(1 + x))2 + σ(θ)(ε(1 + x))2. (4)
It follows from (3) and (4) that σ(2x) = ε(2x) for any x ∈ F . Hence σ = ε and it
follows from (3) that ψ = 0. Thus
S(αu1 · iu2) = σ(α)z1 · kiz2
for any α ∈ F . Extend σ to an endomorphism on K by defining σ(i) = ki, we see
that S|W(2) = P(f ) where f is the σ -quasilinear mapping from W to Kn such that
f (u1) = z1, f (u2) = z2. Clearly σ commutes with the automorphism −. 
It is easily checked that f in Lemma 2.2 sends every two linearly independent
vectors to two linearly independent vectors.
Lemma 2.3. If T (x21 ) = cy2 /= 0 and T (x22 ) = dy2 for some c, d ∈ F and some y ∈
Kn, then T (x1 · sx2) ∈ 〈y2〉 for any s ∈ K.
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Proof. Suppose the contrary. Then T (〈x1, x2〉(2)) spans a linear subspace of dimen-
sion 2 and hence by Lemma 2.2, T (x21 ) and T (x22 ) are linearly independent, a
contradiction. 
For the following two lemmas we assume that T : H(m)→ H(n) is a rank-one
nonincreasing additive mapping such that dim〈T |W(2)〉  2 for some two-dimensional
subspace W of Km generated by u1, u2.
Lemma 2.4. If T (z2) = 0 where z ∈ Km\{0}, then
T (z · h) = 0 for any h ∈ Km.
Proof. Suppose the contrary that T (z · h) /= 0 for some h ∈ Km − {0}. Then either
T (z+ h)2 /= 0 or T (z− h)2 /= 0. Without loss of generality, we may assume that
T (z21) /= 0 where z1 = z+ h. Choose z2 ∈ 〈u1, u2〉 such that T (z22) and T (z21) are
linearly independent. By Lemma 2.2, we have T (z2i ) = cw2i , i = 1, 2 and T (z1 ·
z2) = cw1 · w2 for some linearly independent vectorsw1,w2 inKn and some nonzero
scalar c ∈ F . In view of Lemma 2.3,
T (z1 · z) = aw21, T (z2 · z) = bw22
for some scalars a and b in F . Note that for any λ ∈ J ,
T (z+ λz1 + z2)2 = λ2cw21 + cw22 + 2λcw1 · w2 + 2λaw21 + 2bw22
is of rank  1 and hence
(λ2c + 2λa)(c + 2b)− λ2c2 = 0.
This implies that b = a = 0 and T (z1 · z) = 0. Since T (z2) = 0, it follows that T (z ·
h) = 0, a contradiction, and the proof is complete. 
Lemma 2.5. Let Z = {x ∈ Km : T (x2) = 0}. Then Z is a subspace of Km.
Proof. Let u, v ∈ Z − {0} and λ ∈ K . Then T (λu)2 = T (u · λλ¯u) = 0 by Lemma
2.4. We have T (u+ v)2 = T (u)2 + 2T (u · v)+ T (v2) = 0 by Lemma 2.4. Hence
Z is a subspace of Km.
Theorem 2.6. LetT : H(m)→ H(n)be a rank-one nonincreasing additive mapping
such that Im T contains a matrix of rank at least 3. Then there exist a n×m matrix
Q, a nonzero endomorphism σ of K commuting with the automorphism − and a
nonzero scalar λ in F such that
T (A) = λQAσQ∗ for all A ∈ H(m).
Proof. Let Z = {x ∈ Km : T (x2) = 0}. Then Z is a subspace of Km. Let Y be
a complementary subspace of Z. By Lemma 2.4, Im T = Im T |Y (2) . Since T is
rank-one nonincreasing and Im T contains a matrix of rank 3, it follows that
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T (x21 ), T (x
2
2 ), T (x
2
3 ) are linearly independent for some vectorsx1, x2, x3 inY . Clearly
x1, x2 are linearly independent. Let W = 〈x1, x2〉. Then by Lemma 2.2, T |W(2) =
λP (f ) for some λ ∈ F\{0} and some σ -quasilinear mapping from W to Kn. More-
over, σ commutes with the automorphism −. Let ψ = λ−1T . Let P(Y ) denote the
projective space of Y consisting of all one-dimensional subspaces of Y . Define a
mapping θ from P(Y ) to P(Kn) as follows:
φ(〈x〉) = 〈v〉 if ψ(x2) ∈ 〈v2〉.
Clearly φ is a well-defined mapping. If 〈x〉 ⊆ 〈y〉 + 〈z〉 where x, y, z ∈ Y\{0}, Lem-
mas 2.2 or 2.3 imply that φ(〈x〉) ⊆ φ(〈y〉)+ φ(〈z〉) and hence φ is a morphism
between the projective spacesP(Y ) andP(Kn). Since the image of φ is not contained
in a line of P(Kn), by the nonbijective version of the fundamental theorem of projec-
tive geometry [6, Theorem 10.1.3], there exists a quasilinear mapping g : Y → Kn
such that
φ(〈x〉) = 〈g(x)〉
for any 〈x〉 ∈ P(Y ). Since 〈g(x)〉 = 〈f (x)〉 for any x ∈ W − {0}, it follows that
f |W = dg|W for some scalar d in K . Now for any y ∈ Y\W , choose x ∈ W such
that g(x) and g(y) are linearly independent. We have ψ(y2) = cyg(y)2 for some
cy ∈ F . By Lemma 2.2, we see that ψ(x · y) = g(x) · cg(y) for some c ∈ K . Hence
ψ((x + y)2)= cx+yg(x + y)2 for some cx+y ∈ F
= dd¯g(x)2 + 2g(x) · cg(y)+ cyg(y)2.
This shows that cx+y = dd¯ = cy . Hence
ψ |Y (2) = P(dg).
Extend g to be the σ -quasilinear mapping such that g(z) = 0 for all z ∈ Z. In view of
Lemma 2.4, we have ψ = P(dg). Therefore T = λP (dg) and the proof is complete.

Theorem 2.7. Let T : H(m)→ H(n) be a rank-one nonincreasing additive map-
ping. Suppose that every nonzero endomorphism of F is surjective. Then one of the
following is true:
(i) T (A) = φ(A)v2 for some additive functional φ from H(m) to F and some
nonzero vector v ∈ Kn,
(ii) there exist an n×m matrix Q, an automorphism σ on K commuting with −
and a nonzero scalar λ in F such that
T (A) = λQAσQ∗ for all A ∈ H(m).
Proof. Case 1. Im T ⊆ 〈v2〉 for some nonzero vector v ∈ Km. For each A ∈ H(m),
T (A) = φ(A)v2 for some φ(A) ∈ F . Clearly φ is an additive mapping.
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Case 2. There exist u1, u2 ∈ Km such that T (u21) and T (u22) are linearly inde-
pendent. Let W = 〈u1, u2〉. Then by Lemma 2.2, T |W(2) = λP (f ) for some nonzero
scalar λ inF and some injective semilinear mapping f : W → Kn associated with an
automorphism σ onK where σ commutes with the automorphism−. Letψ = λ−1T .
LetY be a complimentary subspace ofZ := {x ∈ Km : ψ(x2) = 0} such thatY ⊇ W .
Suppose that dim Y = 2. If g is the σ -semilinear mapping from Km to Kn such that
g|W = f and ker g = Z, then we see from Lemma 2.4 that ψ = P(g). Now we
assume that dim Y  3. Let x ∈ Y\W . Then ψ(x2) = cu2 for some c ∈ F\{0} and
some u ∈ Kn\{0}. We shall show that u /∈ Im f . Suppose the contrary. Let z ∈ W
such thatf (z) andu are linearly independent. Letf (z) = v. From the proof of Lemma
2.2, we see that there exists w = bu, b ∈ K such that
ψ(x2) = w2, ψ(z · x) = w · v.
Note that 〈u〉 = 〈w〉 and hence w ∈ Im f . Let y ∈ W such that f (y) = w. Then
ψ(z · y) = w · v. In view of Lemma 2.3, ψ(x · y) = aw2 for some a ∈ F . Since
ψ((x + y + z)2) = (2 + 2a)w2 + 4w · v + v2
is of rank  1, it follows that a = 1. Thus, we haveψ((x − y)2) = 0, a contradiction.
This shows that u /∈ Im f and hence Im T contains a matrix of rank 3. The result now
follows from Theorem 2.6.
Remark 2.8. Let T be a semilinear rank-one nonincreasing mapping from H(m) to
H(n). Assume that |F | > 3 (instead of charF /= 3). From the proof of Theorem 2.7
we see that either (i) T (A) = φ(A)v2 for some semilinear functional φ from H(m)
to F and some nonzero vector v ∈ Kn or (ii) there exist an n×m matrix Q, an
automorphism σ on K commuting with −, and a nonzero scalar λ in F such that
T (A) = λQAσQ∗ for all A in H(m).
Remark 2.9. Let T : H(m)→ H(n) be a nonzero additive mapping (n  m  2)
such that ρ(T (A)+ T (B)) = ρ(T (A))+ ρ(T (B))  m whenever ρ(A+ B) =
ρ(A)+ ρ(B). Using Lemma 2.2 together with Theorem 2.6, and similar arguments
(with slight modification) as in the proof of [5, Theorem 3.3], we can show that there
exist an n×m matrix Q of rank m, a nonzero endomorphism σ on K commuting
with –, and a nonzero scalar λ in F such that T (A) = λQAσQ∗ for all A in H(m).
WhenH(m) is the real vector space ofm×m complex Hermitian matrices, this result
was proved by Tang in [12] under the restriction that m = n and T is injective.
Let H be a complex Hilbert space and B(H) denote the algebra of all bounded
linear operators on H . For any vectors x and y in H , let x ⊗ y be the linear operator
on H defined by (x ⊗ y)z = (z, y)x(z ∈ H) and let x · y = 12 (x ⊗ y + y ⊗ x). Let
Fs(H) denote the real vector space of all finite rank self-adjoint operators in B(H).
Using the same arguments as in the proof of Theorem 2.7, we have the following
result.
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Theorem 2.10. Let H and M be two complex Hilbert spaces. Let T : Fs(H)→
Fs(M) be an additive mapping such that rank(T (A))  1 whenever rank(A) = 1.
Then one of the following is true:
(i) T (A) = φ(A)(v ⊗ v) for some additive functional φ from Fs(H) to the real
field and some nonzero vector v in M;
(ii) T (x ⊗ x) = λψ(x)⊗ ψ(x) for all x ∈ H, for some nonzero real number λ and
some linear or conjugate linear operator ψ from H to M.
Remark 2.11. The corresponding result of Theorem 2.10 for real Hilbert spaces H
and M is also true where ψ in (ii) is now a linear operator. This can be shown by
modifying the proof of Theorem 2.7.
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