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Abstract 
We present a framework for designing stable control 
schemes for systems with changing dynamics (SCD). Such 
systems form a subset of hybrid systems; their stabilization 
is therefore a problem in hybrid control. It is often difficult 
or even impossible to design a single controller that would 
stabilize a SCD. An appealing alternative are switching con- 
trol schemes, where a different controller is employed in 
each dynamic regime and the stability of the overall system 
is ensured through an appropriate switching scheme. We 
formulate a set of sufficient conditions for the stability of a 
switching control scheme. We show that by imposing a hi- 
erarchy among the controllers, sufficient conditions can be 
formulated in a form suitable for the controller design. The 
hierarchy is formally defined through a partial order. Our 
methodology is applied to stabilization of a two-wheel mo- 
bile robot of the Hilare type, where the wheels are allowed 
to slip. 
Keywords: systems with changing dynamics, hybrid sys- 
tems, switching controllers, partial order, Hilare robot 
1 Introduction 
Design of controllers for hybrid systems remains a challeng- 
ing problem and is the subject of considerable research. A 
common assumption of many existing design methodolo- 
gies is that a physical plant with continuous dynamics is 
controlled by a supervisor in the form of a finite automa- 
ton. Our work addresses a different problem. We study 
systems whose dynamics change in different regions of the 
state space. Because of the inherently discontinuous dy- 
namics, the control task for such systems becomes in many 
respects more challenging. In this paper, we study stabiliza- 
tion of systems with changing dynamics (SCD). The goal of 
control is to bring the system into a desired dynamic regime 
and stabilize an equilibrium set in that regime. Because 
of discontinuous dynamics, it is difficult to design a single 
controller that would stabilize a SCD. To reduce the com- 
plexity of the problem we propose an alternative strategy, 
whereby a different controller is employed in each dynamic 
regime; as the system evolves, we switch among different 
controllers. One of the goals of this paper is to investigate 
what conditions must be satisfied by such a switching con- 
troller to guarantee the stability of the system. A second 
goal is to suggest a paradigm for designing controllers that 
satisfy such conditions. We observe that in many tasks the 
stability in the sense of Lyapunov is too restrictive, so we 
concentrate on the control schemes that only guarantee the 
convergence of the trajectories to the desired set. However, 
our basic methodology does not preclude Lyapunov stabil- 
ity. 
Majority of works on hybrid controller design rely on cer- 
tain properties of the system. An early work is [ 11, where 
piecewise-linear systems are used as underlying model for 
hybrid systems. Algorithms for automated design of con- 
trollers for a simplified version of hybrid automata are de- 
scribed in [2]. A game-theoretic framework for design of 
hybrid controllers was proposed in [3]. In [4], timed Petri 
nets are used to model hybrid systems; supervisory control 
framework is employed for their control. A hybrid con- 
troller for so called cascade systems was proposed in [5]. 
A number of authors considered stability of hybrid systems. 
Classical Lyapunov theory was extended for non-smooth 
and hybrid systems in [6, 71. Multiple Lyapunov functions 
were proposed for stability analysis of hybrid systems in 
[8, 9, 101. A controller design methodology based on mul- 
tiple Lyapunov functions is described in [ l l]. An important 
contribution towards the application of multiple Lyapunov 
functions for practical controller design is the work in [ 121 
and [ 131. The idea of guiding the system through a sequence 
of equilibrium points in order to stabilize it was employed 
in [14]. An assumption that is common to most of these 
works (an exception is [ 141) is that every subsystem has the 
same equilibrium point which has to be stabilized. How- 
ever, hybrid systems can exhibit much richer behavior: the 
system might switch between multiple equilibrium sets be- 
fore reaching the final state. It is also commonly assumed 
that the switches between the controllers are either explic- 
itly controlled, or that the switching surfaces can be explic- 
itly characterized. These assumptions are quite restrictive 
and one of our goals is to relax them. 
2 Modeling 
Definition 2.1 A system with changing dynamics (SCD) is 
a tuple SCD = (E, M, U, I-, !F, C) where 
1. Z c Z is a finite) set of discrete states. 
2. M = {Mi}icE is a collection of(differentiable, con- 
nected) manifolds. For simplicity, we assume Mi 
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IR" for some n. 
U c IR'" is the set of continuous inputs. 
r c H is the set of discrete inputs. 
F = { f ; .  : Mi x 'Li -+ TMj}jcE is a set of vectorfields. 
C : Z x U i c ~ M i  x r x U -+ E is a function describing 
the discrete evolution of the system. 
The collection of manifolds M reflects the changing dy- 
namics. On each manifold Mi, the system is described with 
a set of equations: 
&=f; . (x ,u) ,  (1) 
where x E Mi and U E U. The system evolves on Mi fol- 
lowing the vector field f ; .  as long as C(i ,x ,q ,u)  = i .  When 
X(i,x,q,u) becomes equal to j # i ,  the system dynamics 
switches to (Mj,fi). ThevalueofC(i,x,q,u) canchangeei- 
ther because the trajectory of the system leaves the manifold 
Mi and enters M,, or because the discrete input q changes. 
We will assume that as the dynamics of the system changes, 
the continuous state remains the same. In other words, the 
evolution of the continuous state x will be continuous'. In 
general, the vector fields in F will be different, reflecting 
changes in the dynamics of the system. Also the dimen- 
sions of the manifolds in M might be different. 
3 Control strategy 
In this paper we study stabilization of SCD's. The control 
task is to stabilize a submanifold En in a particular dynamic 
regime, E,  2 M,. Depending on the application, it might 
be necessary to achieve asymptotic stability or maybe only 
convergence of the trajectories of the system to E,,. In both 
cases, the control task is complicated by the fact that it is 
not known in advance what manifolds the dynamical sys- 
tem will traverse. In particular, it is possible that the system 
switches autonomously between different manifolds. It is 
also clear that switching might be unpredictable due to ex- 
ternal disturbances. 
Let R = (E,M,U,r,!T,X) be a SCD. A natural way to 
control Q is to design a controller for each of the dynamic 
regimes. Therefore, for each manifold Mi E M we design a 
controller gi: 
g i : M j 4  U ( 2 )  
The evolution of the discrete state also depends on the dis- 
crete input q. We must therefore also design a discrete con- 
troller: 
s : E x u i e z ~ i  -+ r (3) 
which at each state ( i , x )  E Z x UiE& selects a discrete 
input q E I?. Let D(i ,x)  = {X(i ,x,q,gi(x)) I q E r}, the 
'Most of the results in the paper can be generalized to systems with 
jumps. 
set of all discrete states reachable from the current com- 
bined (discrete and continuous) state. We can force the sys- 
tem to switch to one of the discrete states that are reach- 
able by choosing an appropriate discrete input. Without loss 
of generality we can assume that r = Z and that whenever 
j E D(i,x),  C ( i , x ,  j , g i (x ) )  = j .  For this reason, S will be 
also called a switching function. The collection of con- 
trollers G = {gi}jcz and the switching function (discrete 
controller) S form a switching controller, ( G, S). 
4 Stability of switching controllers 
In the interest of space, the results in this section are stated 
without proofs. The complete exposition can be found in 
Since we are interested in stabilizing submanifolds (possi- 
bly unbounded), the conventional Lyapunov theory has to 
be appropriately extended for our setting (see for example 
[161). 
Take a SCD Q = (5, M, U,r ,F ,C)  and a switching con- 
troller (G,S). Let the controller gn stabilize the manifold 
En on Mn. Assume we can construct a Lyapunov function 
Vn for g,,. The following proposition gives sufficient condi- 
tions for En to be globally attractive: 
~ 5 1 .  
Proposition 4.1 Let the switching scheme S satisfi the fol- 
lowing conditions: 
There exists L > 0 such that S(n,x) = n for evelyx E 
B(En, L )  nMn (a ball of radius L around En. see [I 7,'). 
For any trajectory x( t ) ,  there exists a A > 0 and an 
infinite sequence {ti} whose elements satisfi: 
(U) foreveryt E [ti,ti+A], S ( q ( t ) , x ( t ) )  = n ;  
(b) v(ti + A) 2 V(ti+l ) e  
Then the submanifold En is globally attractive. 
While Proposition 4.1 gives sufficient conditions for conver- 
gence of the system trajectories to En, these conditions are 
difficult to check and therefore not suitable for controller de- 
sign. It is particularly difficult to check the condition (1.2). 
By introducing hierarchy among dynamic regimes (contin- 
uous controllers), we can obtain conditions that are easier to 
apply in the design process. The hierarchy will be formally 
defined through a partial order. 
Definition 4.2 A binary relation on a set A that is reJexive, 
transitive and antisymmetric is called a partial order. We 
will denote it by 5. Ifa 5 b and a # b, we also write a + b. 
I f  there exists an element s E A such that s 5 x for every 
x E A,  s is called the smallest element. When it exists, the 
smallest element is unique. 
Now let M = {Mi}ie= be the collection of manifolds for a 
SCD R. The switching scheme S defines a relation a(Z), if 
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we put o ( i , j )  when it is possible to switch from the man- 
ifold Mi (controller gi) to the manifold Mi (controller gj) .  
More formally: 
o(E) = { ( i , j )  I h E Mi s.t. S ( i , x )  = j }  (4) 
Proposition 4.3 Let oTms be the transitive closure of o and 
assume a partial order 5 within oTms(E) that has n for 
the smallest element. Let each controller gi asymptoticaIIy 
stabilize a manifold Ei and assume we canjnd a Lyapunov 
function 6 for gi. Let the switching scheme S satisfjl the 
following conditions: 
(3.1) For each i, there exists Li > 0 such that S( i ,x )  4 i for 
everyx E B(Ei,Li) nMi (we require S(n,x)  = n). 
(3.2) There exists A > 0, such that for any T at which the 
system switches from g; to gj, j 4 i, S ( q ( t ) , x ( t ) )  + i 
for each t E [T, T + A]. 
(3.3) Ifthe system switches from gi to some gj, i + j ,  at 
time toff and after that switches again to gi at time 
ton and i f S ( q ( t ) , x ( t ) )  # i for all t E [tor,ton], then 
K(t0ff) 2 Vi(t0n). 
Then the submanifold E,, is globally attractive. 
5 Design of switching controllers 
Proposition 4.3 can be used to design stable switching con- 
trollers. Design of the discrete controller will be guided by 
choosing a partial order on 2 (hierarchy among Mi's). The 
partial order can not be chosen arbitrarily, part of it is usu- 
ally dictated by the physics of the problem. The continuous 
controllers on each Mi must be then designed so that they 
are consistent with the chosen partial order. In particular, we 
need to satisfy the conditions (3.2) and (3.3) of the Propo- 
sition 4.3. We outline three techniques that can be used to 
satisfy these conditions. 
5.1 Hysteresis 
Hysteresis can be used to enforce the condition (3.2). Sup- 
pose we want to switch fromMi to Mj, j + i .  Iffj(X,gj(X)) 
in Eq. (1) is bounded for all x E H c Mi, where H contains 
Ei and also the region in which the system switches from gi 
to gj ,  then the condition (3.2) will be automatically satisfied 
if  
inf 
(1 I S(i,4=j) 
where do > 0 is some constant. In other words, after the 
switch from Mi to Mj we are some (ked)  finite distance 
from any pointy in H where the system would switch to a 
discrete state which is not lower in the partial order. Be- 
cause of the bounded rate of change of the continuous state, 
this implies that such a switch can only occur after some 
finite time interval. Hysteresis in the switching rule is also 
useful to eliminate chattering and increase the robustness of 
the system. 
4x7 cv I S ( j , Y )  2 j ) )  > do 
5.2 Mixing of the controllers 
It is difficult to directly design controllers that would satisfy 
the condition (3.3). An alternative is to combine several 
controllers. More precisely, suppose we would like to allow 
switches fromMi to Mi, j 4 i .  To satisfy the condition (3.3), 
we need to have a controller gi that is able to decrease the 
Lyapunov function V j .  Controllers gi and gj stabilize Ei 
and Ej, respectively. We also know that the controller gj 
decreases the Lyapunov function V j .  If E, c Ei, we can 
construct a new controller, gi that brings the system to Ei 
and then moves the state along Ei towards E,. Chose some 
neighborhood H of Ej and define & to be: 
where E is a small constant. Now we can modify the switch- 
ing scheme so that we do not switch from gi to gj until V j  
has sufficiently decreased. This will guarantee that the con- 
dition (3.3) is satisfied. To verify that gi actually decreases 
V j  while the system evolves on B(Ei,Li), we can use lin- 
earization around E;. 
5.3 Dealing with autonomous switches 
Mixing of the controllers can be used to enforce the con- 
dition (3.3) when the switches between two discrete states 
i and j are under our control. But there will be situa- 
tions when the system switches autonomously. In this case, 
it is helpful to decouple the autonomous switches from 
the switches between controllers with different equilibrium 
sets. Assume the system can switch autonomously from the 
discrete state i to j ,  but the controllers gi and gj have dif- 
ferent equilibrium sets. We can try to design a controller 4. 
on Mj that has the same equilibrium set and the same Lya- 
punov function as the controller gi on Mi. Then instead of 
switching from gi to gj ,  we switch from gi to G.. Since the 
controllers have the same Lyapunov function, the condition 
(3.3) is automatically satisfied. To switch to the controller 
gj (and enforce the convergence to a different equilibrium 
set), we then use mixing of the controllers G. and gj ,  as de- 
scribed above. 
6 Example: Hilare robot 
We study control of a mobile robot of a Hilare type. A 
schematic of such a robot is shown on Fig. 1. The robot 
has two independently actuated wheels (the inputs are the 
torques u1 and 242). Since the dynamics of the robot change 
as the wheels switch between rolling and sliding, this is an 
example of a SCD. We wish to make the robot drive along a 
prescribed line in the plane with a constant forward velocity 
vo > 0 (such a line is a relative equilibrium). Referring to 
Fig. 1, the control task will be to stabilize the robot to the 
line y = 0 and the velocity v, = vo. 
The dynamics of the system changes depending on whether 
the wheels are rolling or sliding. We have four different 
regimes: (a) both wheels are rolling; (b) both wheels are 
sliding; (c) wheel 1 is rolling and wheel 2 is sliding; (d) 
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If the wheel 1 is rolling, we have two constraints: 
vx+Zo+Ml = 0 
vy = 0 (8) 
Similarly, when the wheel 2 is rolling, the constraints are: 
v,-zo+rw2 = 0 
vy = 0 (9) 
When the wheel i is rolling, the force F' prevents slippage 
of the wheel and can be eliminated from Eq. (6) using 
Eq. (8) or Eq. (9). Since the rolling constraint results in 
two constraint equations, the dimension of the system drops 
by 2 whenever a wheel starts rolling. However, when both 
wheels are rolling, (8) and (9) only constitute 3 independent 
constraints. Therefore, when both wheels are rolling, the 
dimension of the system is 4, including the configuration 
variables y and e. 
When the wheels are sliding, the reaction forces are fric- 
tional forces. The force F' when the wheel i is sliding is: 
Figure 1: A top view and a side view of the Hilare robot 
wheel 1 is sliding and wheel 2 is rolling. We denote these 
regimes by RR, SS, RS and SR, respectively. In general, 
the Hilare robot can be described with 5 configuration vari- 
ables: position of the center of mass (x  and y) and orien- 
tation of the main body (e), and the angles of rotation of 
both wheels ($1 and $ 2 ) .  The phase space is therefore in 
general of dimension 10. If any of the wheels is rolling, ad- 
ditional relations among the state variables must hold and 
the dimension of the state space decreases. 
Dynamics of the robot are given by the Euler-Poincare equa- 
tions [ 181: 
The variables wl and w2 are the rotational velocities of the 
wheels, o is the rotational velocity of the body of the robot, 
v, is the forward velocity and vy the lateral velocity. In the 
equations, mb is the mass of the body of the robot, rn, the 
mass of a wheel, Ib is the moment of inertia of the body, 
and I, and I, are the moments of inertia of a wheel around 
its axis of rotation and around the vertical axis through its 
center of mass, respectively. 
The configuration (group) variables can be obtained from 
the velocities by integrating the equation: 
s = g s  (7) 
where g E SE ( 2 )  x SI x SI stands for the group variables and 
6 for the body-velocity (Lie algebra) variables [ 181. In this 
paper, we are only interested in controlling the configuration 
variables y and e, the rest of the variables are controlled at 
the velocity level. The dimension of the system is thus 7. 
The forces F' and F2 are the forces between the ground 
and the two wheels, expressed in the body-fixed frame. The 
indexes x and y stand for the forward and lateral directions. 
The rest of the symbols are explained in Fig. 1. 
where is the coefficient of (dynamic) friction, g is the 
gravity constant and vr is the relative velocity between the 
point on the wheel which is in contact with the ground and 
the ground. 
6.1 Controller design 
The control task is to stabilize the robot to the relative equi- 
librium ERR = = 0, v, = vg}, a subset in the regime RR. 
The control strategy will be to first make the wheels roll 
and then stabilize the robot to the desired relative equilib- 
rium. Note that once the wheels roll, we can not guarantee 
that no slippage will occur, the convergence to the desired 
set must be attained through switching. 
Switches between rolling and sliding are autonomous (the 
discrete inputs have no effect on the switches). To deal 
with these autonomous switches we can use the method de- 
scribed in Section 5.3. This is possible since the equations 
for W I  and w2 in (6) can be feedback linearized regardless 
whether F is a constraint force or a friction force. Let the 
linearizing controllers obtained by substituting the appro- 
priate expressions for the force F in different regimes be 
gss, gsR, gRs, and gkR (the last superscript indicates that 
we will need additional controllers in the regime RR). Us- 
ing these controllers, we can drive the wheels to a constant 
value -3 (the nominal driving velocity). It can be shown 
[15] that these controllers drive the system to the regime 
RR and asymptotically stabilize the set E& = { w ~  = w2 = 
The next step is to design a controller in the regime RR that 
stabilizes the robot to the desired equilibrium set. Consider 
the following two outputs: 
(1 1) 
h2 = VX (12) 
-3, v, = vo, vy = 0 = 0). 
hi = y + l s i n e  
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where L is an arbitrary positive constant. Physically, hl 
corresponds to the y coordinate of a point displaced by L 
along the x axis of the body-fixed reference frame, and h2 
to the forward velocity of the vehicle. Using these two 
outputs, we can design a controller that input-output lin- 
earizes the system [19]. Let this controller be $RR. It can be 
shown that the zero dynamics of the system b) is asymp- 
totically stable. The equilibrium set for the system is thus 
hl = vo, h2 = h2 =y = 0. Note that this equilibrium set con- 
tains values 8 = k n  for any k E Z. To guarantee that the 
system converges to 8 = 0 it is thus necessary to design an 
additional controller, dR. We proceed similarly as before. 
We select the outputs we wish to control: 
hl = 8 
h2 = VX 
and obtain the controller dR by input-output linearization. 
In total, we have designed six controllers: controllers gss, 
gSR and gRS in regimes SS, SR and RS, respectively, and 
three controllers, gAR, dR and dR in the regime RR. In 
order to use the model described in Section 2, we replace 
the manifold MRR with the manifolds MAR, MiR  and MiR 
(all equal to MRR). The final partial order between the con- 
trollers is shown in Fig. 2: the partial order between the 
controllers gss, gSR, gRS and gAR is induced by the physics 
of the problem, while the rest of the partial order was de- 
signed. 
gss 
g RS 
QSR 
Figure 2: Partial order between the controllers. 
The switching scheme (discrete controller) for the system in 
the regime RR is: 
where 0 < h < 1 and Fg = M( ?$ + m,)g. The fzctor h in 
conditions (2) and (4) achieves hysteresis in the switches. 
The requirement 8 < 4 in conditions (1) and (2) guarantees 
that the controller $RR stabilizes the system to the value 8 = 
0 (as opposed to 0 = n). Finally, the requirement lvxl < 
2 vo in condition (2) guarantees that v3 is negative when the 
system is controlled by dR. From gAR, the system might 
switch to the regimes SS, SR, and RS if any of the wheels 
starts sliding. 
We refer the reader to [ 151 for the proof that the above con- 
trollers and the switching scheme satisfy all the conditions 
of Proposition 4.3 and therefore make the system converge 
6.2 Simulation results 
Figure 3 shows snapshots of a simulation run. The figures 
are shown at time intervals equal to 0.44s. The whole se- 
quence spans 8s. The numbers in the figures represent the 
value of the switching function (controllers that were ac- 
tive): 3,2,1, - 1, -2, -3 correspond to $RR, dR and giR, 
gRS,  gSR, and gss, respectively. The initial velocities of the 
wheels (w1 and w2) were set to 0 while the velocities of the 
body of the vehicle were set to (x,y,6) = (2,2,15). These 
initial velocities correspond to large initial relative veloci- 
ties, giving rise initially to a period of sliding and a large 
excursion in the y direction. During the sliding phase the 
robot also makes a full turn around its center. Both wheels 
stop sliding at time 1.57s and the system switches to the 
controller dR. Two switches between $RR and dR follow: 
at 1.75s and 3.25s. The corresponding switches f romdR to 
$RR occur at 3.13s and 4.46s. Some of the switches are not 
visible in Fig. 3 since they occur too fast. From time 4.46s 
on, the controller $RR remains active and it finally stabilizes 
the robot to ERR. 
to ERR. 
7 Conclusion 
We investigated the problem of stabilizing systems with 
changing dynamics (SCD's). Such systems form a subclass 
of hybrid systems. A natural control strategy for stabiliza- 
tion of a SCD is to design a switching controller consisting 
of continuous controllers for each dynamic regime and a 
discrete controller that switches between them. We derived 
sufficient conditions for stability of a switching controller. 
Using the concept of partial order to introduce the hierarchy 
among continuous controllers, we have shown that the suffi- 
cient conditions can be reformulated in a way that naturally 
leads to a design methodology. We described three strate- 
gies that further simplify design of switching controllers: 
hysteresis in the switching rules, mixing of controllers in 
the same dynamic regime and decoupling of autonomous 
switches from the switches in the control objective. These 
techniques were applied to stabilization of a mobile robot 
of Hilare type whose wheels are allowed to slip. The exam- 
ple demonstrated that the proposed methodology naturally 
leads to a modularity in the design process. 
An interesting problem that remains to be solved is how to 
stabilize a periodic orbit that passes through several discrete 
states (example is walking). It would be also worthwhile 
exploring whether the partial order is an inherent feature of 
every stable switching controller (necessary conditions). Fi- 
nally, an open question is what classes of SCD's can be sta- 
bilized by purely state-dependent controllers and in which 
cases memory variables are essential for stabilization. 
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Figure 3: Snapshots of the motion of the robot. 
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