This paper sets out to estimate equilibrium real exchange rates for the Czech Republic, Hungary, Poland, Slovakia and Slovenia. A theoretical model is developed that provides an explanation for the appreciation of the real exchange rate based on tradable prices in the acceding countries. Our model can be considered as a competing but also completing framework to the traditional Balassa-Samuelson model. With this as a background, alternative cointegration methods are applied to time series (Engle-Granger, DOLS, ARDL and Johansen) and to three small-size panels (pooled and fixed effect OLS, DOLS, PMGE and MGE), which leaves us with around 5,000 estimated regressions. This enables us to examine the uncertainty surrounding estimates of equilibrium real exchange rates and the size of the underlying real misalignments.
Introduction
The upcoming enlargement of the European Union catapulted the issue of equilibrium exchange rates for CEE acceding countries into the limelight of policy discussion. In contrast with Denmark and the UK, the new Member States do not have an opt-out clause from the obligation to adopt the euro at some point in the future. Sooner or later, it will therefore be necessary to assess what exchange rate might be best suited for entry to ERM -II and for the irrevocable conversion rate.
In accordance with the Maastricht Treaty, important prerequisites for participation in monetary union are low inflation and a stable exchange rate for at least two years before examination of convergence. A considerably undervalued exchange rate parity could, however, make it very difficult to attain low inflation. At the same time, fixing the exchange rate at an overvalued level against the euro would most probably require adjustment mechanisms that harm growth and thus real convergence. The irrevocable conversion rate should therefore trigger neither inflation caused by too large an undervaluation, nor an immediate loss of competitiveness caused by overvaluation. This is all the more important since with fully liberalized capital accounts as a background, financial markets may be eager to test the chosen parity especially in the presence of policy mixes in the acceding countries that are perceived as unsustainable. This may induce exchange rate fluctuations incompatible with the criterion on exchange rate stability.
However, assessing equilibrium real exchange rates is no easy task. As argued earlier, 4 a systematic analysis that includes all the alternative theoretical and statistical approaches is necessary for us to judge equilibrium real exchange rates confidently. But there are virtually no such studies for acceding countries 5 . One exception is Csajbók However, it should be noted that this is also the case for other developed and developing countries.
Equilibrium Exchange Rate (FEER) to derive a range of real misalignments 6 (defined as the difference between the equilibrium and the observed real exchange rates) for the case of Hungary. Although Csajbók (2003) employs all important theoretical approaches, the empirical investigation is rather limited.
This can only mark the beginning of a systematic assessment. Indeed, in this paper, an attempt is made to contribute to the systematic evaluation of equilibrium rates in acceding countries. For five acceding countries from Central and Eastern Europe, notably the Czech Republic, Hungary, Poland, Slovakia and Slovenia, reduced-form estimations of the real exchange rate are performed. Emphasis is laid more on the comparison of the results of different estimation methods than on different theoretical approaches. A number of time series and panel cointegration methods are employed, which leaves us with a score of estimates. This enables us to examine the uncertainty surrounding estimates of equilibrium exchange rates and the size of the real misalignment.
Our approach to the real exchange rate is in line with BEER, as in MacDonald (1997) and Clark and MacDonald (1998) , i.e. the choice of the variables included in the reduced-form equation is in principle based on a number of standard models of the real exchange rate (see MacDonald, 1997; Clark and MacDonald 1998) .
However, in the case of transition economies, special attention should be devoted to the appreciation of the real exchange rate that most of these countries witnessed in the aftermath of their economic transformation from plan to market. The traditional view is that the Balassa-Samuelson (B-S) effect, based on market service inflation fueled by productivity increases in the open sector, is capable of explaining this. Recent research, however, attributed a strikingly low relevance to the B-S effect. Indeed, a sustainable appreciation of the real exchange rate can also result from changes in regulated prices, and most importantly, from the appreciation of the tradable prices-based real exchange rate. 7 Taking account of tradable prices appears to be crucial, given that in a number of transition economies the real exchange rate deflated by means of tradable prices (proxied with the producer price index) appreciated nearly as much as the real exchange 6 The term real misalignment is defined in the literature as the difference between the observed and the equilibrium real exchange rate.
rate based on overall inflation (proxied with the consumer price index). 8 It has to be stressed that this pronounced real appreciation seems to be distinct from what has been observed in other European countries in the process of catching-up. Spain, Portugal and
Greece have recorded real appreciations of the CPI deflated real exchange rate of much lower amounts, and in some cases the traded goods based real exchange rate has not appreciated at all. At the same time, the phenomenon of an equilibrium appreciation of the real exchange rate based also on traded goods prices differs from the observation that fluctuations in the real exchange rate affect both the relative prices of traded and non-traded goods (Engel, Quelle müsste ich noch suchen) as the latter focuses on fluctuations rather than on the lasting character of the appreciation. In this paper, a theoretical model is introduced that provides an explanation for this phenomenon.
The rest of the paper is organized as follows: Section 2 presents the theoretical framework for the appreciation of the real exchange rate based on the price of tradable goods. Section 3 offers some stylized facts on real exchange rates in transition economies. In section 4, the reduced-form equation is discussed. Section 5 describes the dataset and the econometric techniques. Section 6 then interprets the estimation results followed by the presentation of the derived real misalignment. Finally, section 7
concludes.
Theoretical Motivation
Let us consider a two-country, two-good framework where the external equilibrium is defined as a balanced trade account without taking account of capital flows. The traditional elasticities approach focuses on modeling the effects of real exchange rate variation on the trade balance. This paper introduces technology change and studies its the effects on the trade balance and the real exchange rate.
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For an overview, see Égert (2003a) . 8 Two things merit mention here. First, the nature of the appreciation of the real exchange rate of the transition economies appears different from that observed in Southern Europe. The size of the real appreciation of the CPI-deflated real exchange rate was much lower in Greece, Portugal and Spain. In addition, in some cases, the tradable price-based real exchange rate did not appreciate at all. Second, the long-term appreciation of the tradable price-deflated real exchange rate in transition economies does not result from nominal exchange rate persistence as put forward in the literature. Engel (1993) and Duval (2001) argue, for instance, that fluctuations in the nominal exchange rate
The supply sides of the home and foreign economies can be described as functions of capital, labor and total factor productivity, which in turn depends on technology T . The level of technology is initially higher in the foreign than in the domestic economy. This implies higher GDP per capita in the foreign country. Each country produces one good and consumes both. The two goods are at least imperfect substitutes, so that purchasing power parity (PPP) does not hold and demand for the respective good depends primarily on its price. Let us now assume that while T T > * (the asterisk denotes the foreign economy), technology changes faster in the domestic economy ( * dT dT > ). Hence, GDP growth is higher in the domestic economy due to technological catching-up.
Demand for the domestic good depends on technology. With increasing technological content, demand for the domestic good increases both in the domestic and the foreign economy. This can be motivated by utility functions where both goods are included in each economy, and where the utility of consuming the domestic good is a positive function of technology: The higher the technological content, the higher the utility. In addition, it is assumed that in the home country, demand for the foreign good is negatively linked to the technological content of the domestic good. It does not affect the demand for the foreign good in the foreign economy, though.
Prices are assumed to be fixed in the respective currency, so that the relative price of the domestic and foreign goods is given by:
where Q and E denote the real and nominal exchange rates, defined as units of domestic currency per one unit of foreign currency. P represents prices and the asterisk stands for the foreign economy. Based on these assumptions, one can derive the impact of changes of technology on the nominal and thus the real exchange rate.
affect both the relative prices of tradable and non-tradable goods, and this is why the real exchange
The equilibrium condition we posit is that the trade account is balanced:
where X and M are exports from and imports to the home economy, respectively. Equation (2) can be rewritten as follows:
Changes in the trade balance occur if any of its determinants changes:
Using circumflexes for growth rates, equation (4) would look like this:
As both domestic and foreign prices are assumed to be fixed, a change in the trade balance can be linked to a change in either the nominal exchange rate or determinants of imports and exports, which reduces equation (5) Exports of the home economy depend positively on foreign income and the technological content of the domestic good whereas it is negatively linked to the price of the domestic good relative to that of to foreign good, i.e. the nominal exchange rate:
How a change in the nominal exchange rate, technology and foreign demand influences exports can be shown using the total differential of the export function (7):
rate of the open sector and that of the whole economy are strongly correlated. ε denote the elasticity of demand for exports to changes in the three variables. In a similar manner, one can establish the elasticities of import demand to changes in domestic income, technology and the price of the foreign good. Imports are a positive function of domestic income and depend negatively on the technological content of domestic goods and the price of the foreign good expressed in domestic currency units:
Totally differentiating equation (10) 
The substitution of equations (9) and (11) into equation (6) gives:
Assuming zero growth in the foreign economy ( 0 = dY ), the influence of a change in technology on a change in the nominal exchange rate can be written as follows:
If the denominator is negative and the numerator is positive, a change in the domestic technology brings about a decrease in the nominal exchange rate, i.e. a real appreciation, given that prices are fixed in the respective currency. Let us consider the decomposition of the real exchange rate:
where Q and E are the real and nominal exchange rates expressed as domestic currency units to one unit of foreign currency (decrease = appreciation, increase = 11 Aglietta et al. (1999) and Aglietta et al. (2003) provide empirical evidence in favor of the fact that the Marshall-Lerner condition is verified in the transition countries of Central and Eastern Europe.
depreciation), and NT T P P , and α denote tradable and nontradable prices, and the share of tradable goods in the consumer price index. Thus, the real appreciation (Q decreases) would occur through an appreciation of the real exchange rate of the tradable sector
) with a decrease in E. Under the equilibrium condition of TB = 0, such an appreciation could be viewed as an equilibrium phenomenon similar to the B-S effect, which also leads to an equilibrium appreciation.
The level of and changes in technology (T and dt) can be approximated by the level of and changes. Hence, the testable relationship of our model is as follows:
where PROD is the productivity in the tradable sector in the home economy relative to that in the foreign economy. The expected sign is negative, implying that an increase (decrease) in the productivity variable causes the real exchange rate to appreciate (depreciate).
Some Stylized Facts and the Role of Foreign Capital
The model developed above shows that in addition to productivity-induced market-based service price inflation along the lines of the B-S model, successful catching-up may also Rosati (1996) . For instance, the devaluation of the Polish zloty against the U.S. dollar in early 1990 resulted in an exchange rate that was roughly 20% weaker than the then prevailing black market rate (Rosati, 1994) .
These devaluations may have led to or may have amplified initial undervaluation, also detected in Halpern and Wyplosz (1997) and Krajnyák and Zettelmeyer (1998) basically reflected the intentions of the planning authorities, important insights can be gained about the process of real appreciation since the start of the transition.
Real devaluation was the sharpest in the Czech Republic (Czechoslovakia prior to 1993), where market-based information or world market-relative prices played a rather limited role in determining the planned price and exchange rate system, and where the uncertainties as regards the markets' assessment of competitiveness were the highest.
Republic, Poland and Slovakia, it did not appreciate much in Slovenia and it did so only at a later stage of the transition period in Hungary.
Note that the devaluation was the lowest in Hungary, where some market-oriented reforms were introduced from the late 1960s. Furthermore, because price liberalization for items included in the CPI basket started in the mid-1980s, the CPI-deflated real exchange rate started appreciating earlier than the real exchange rate based on PPI.
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For recent empirical evidence, see e.g. Dulleck et al. (2003) . Therefore, the huge initial devaluation may have been necessary because domestic supply lacked competitiveness in domestic and foreign markets. In all three countries the devaluation proved to be rather lasting possibly because the currencies were strongly overvalued when entering transition from plan to market and thus facing the challenge of market forces.
The real exchange rate may appreciate if domestic supply capacities and product quality increase, i.e. during the transition and catching-up process. The transition from plan to market entails a change in incentive structures and a reallocation of existing resources.
And this already improves supply. However, a sustained catching-up process requires investments in human as well as fixed capital, and quality improvements are needed in capital stock, technology, managerial and organizational skills and in infrastructure.
In this regard, foreign capital and in particular foreign direct investment (FDI) can play a very beneficial role. In the transition countries, FDI gave rise to very rapid changes in the Rapid improvement in quality then raised prices, which through the replacement of lowquality goods for high-quality goods in the price basket led to a rise in the price level. In principle, such changes in the price level should not be reflected in inflation rates and thus the real appreciation of the currency. Nevertheless, adjusting inappropriately for quality improvements may result in higher inflation of tradable goods and the subsequent appreciation of the PPI-based real exchange rate.
Prices may also increase and thus the real exchange rate may appreciate when quality improvements go in tandem with a better reputation. The outset of transition was characterized by a strong bias towards imported foreign goods. With an ameliorating quality and better marketing of domestically manufactured goods and with a higher capacity of countries to produce goods of the more preferred foreign brands, 14 the bias towards imported goods may become weaker. In other words, domestic and foreign demand for goods produced domestically increases.
While exported goods enter the trade balance directly and increase export revenues, the higher quality of domestic goods sold in domestic markets reduces the income elasticity of import demand 15 and thus impacts on the trade balance indirectly. In this context,
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Thjs means that consumers would buy goods of well-know foreign brands they prefer vis-à-vis the domestic brands. Goods of the well-known foreign brands are produced in the country rather than imported.
higher prices are an accompanying phenomenon of the growth in non-price competitiveness. Changes in non-price competitiveness of goods produced in the home country and improving supply capacities could indeed reverse the strong initial devaluation and lead to a steady appreciation of the real exchange rate measured in PPI and CPI terms.
Chart 2 below shows that the five selected transition countries have witnessed, over the period from 1995 to 2002, a strong increase in export revenues expressed in Deutsche mark at current prices. More specifically, Hungary and Poland featured the highest increases, whereas export growth proved slowest in Slovenia despite the fact that the real exchange rate appreciated least in this country.
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The transition countries' export performance indeed seems to be closely related to privatization strategies and to attitudes towards FDI inflows. Foreign direct investment has had particularly beneficial effects on exports, which became the engine of economic 
Reduced-Form Equation
Equation (12) shown in section 2 can be completed with variables suggested by standard models. 19 This gives the following reduced-form equation of the real exchange rate:
The real exchange rate (Q) is computed both on the basis of the CPI and PPI indexes. A decrease (increase) denotes an appreciation (depreciation) of the real exchange rate
Labor productivity in industry (PROD) is expected to be negatively related to the real exchange rate, i.e. an increase (decrease) in productivity should lead to an appreciation (depreciation) of the real exchange rate. Labor productivity primarily stands for higher supply capacities that can lead to an appreciation through the channel of higher quality
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See e.g. MacDonald (1997) and Clark and MacDonald (1998). and changes in preferences in line with increasing technological content of and thus demand for the domestic good in the domestic and foreign economies. The sector that is likely to benefit the most from technological catching-up and produces most exported goods is industry. However, changes in technology and preferences may not only be limited to domestic tradables, but may span all goods and services in the economy as a whole. In this case, higher supply capacities will be reflected in higher real GDP (GDP).
Therefore, real GDP will be used as a fourth proxy for productivity. However, labor productivity in industry also captures the traditional B-S effect that operates through service prices. But, as summarized in Égert (2003), this effect is rather limited due to the small share of nontradables in the acceding countries' CPI basket.
The differential in regulated prices vis-à-vis Germany (REG) is also included. In transition economies, regulated prices rose the fastest among the components of the CPI over the last ten years or so. On the one hand, regulated prices constitute a cost-push factor, which may erode competitiveness if it raises the price of traded goods. On the other hand, however, only part of the regulated prices directly affect traded goods costs, so a correction of the real exchange rate may not be needed to maintain external balance.
Furthermore, a rise in regulated prices lowers disposable income and should thus reduce imports. In sum, an increase (decline) in regulated prices is expected to bring about an appreciation (depreciation) of the real exchange rate.
The real interest rate differential (RIR) indeed reflects imbalances between investment
and savings and is expected to be negatively connected to the real exchange rate, implying that an increase leads to the real appreciation of the currency.
Foreign debt as percentage of GDP (FDEBT)
should lead to a depreciation of the real exchange rate due to the higher interest payments to the rest of the world.
Openness (OPEN) is traditionally viewed as an indicator of trade liberalization. Increasing
openness indicates a higher degree of trade liberalization. Because it comes through the abolishment of trade barriers and thus allows foreign products to enter the country more freely, an increase in openness is expected to worsen the trade balance. Hence, a rise in openness is expected to yield a depreciation of the real exchange rate. However, openness can also stand for higher exports resulting from increasing supply capacities and can thus be negatively connected with the real exchange rate. Nonetheless, we think that this effect should be captured by the productivity variables. Thus, the expected sign of the openness variables is positive.
The terms of trade (TOT), determined as export prices over import prices, do not have an obvious sign. If exports and imports have low price elasticities, like primary or very differentiated goods, an increase in the terms of trade would imply an increase in export revenues and hence an amelioration of the trade balance, which could result in an appreciation of the nominal and thus the real exchange rate. But increasing export revenues would also lead to higher income, and because higher income could imply more consumption of nontradables, a demand side-driven increase in the relative price of nontradables is also likely to make the real exchange rate appreciate. By contrast, in the event that exports are price sensitive, an increase in the terms of trade would not necessarily yield an improved trade balance. As a result, a combination of price elasticities of domestic supply and foreign demand might or might not lead to an increase in trade when export prices increase. So whether an increase in the terms of trade will bring about real appreciation or depreciation remains uncertain.
The expected sign of government debt to GDP (GOV) is not clear-cut. If an increase in the public debt is due to increasing public spending on nontradable goods, it is expected to lead to an appreciation of the real exchange rate through the relative price channel.
However, if government spending falls more heavily on tradable goods, no appreciation occurs. Moreover, in the event that public debt is on an unsustainable path, the real exchange rate may depreciate mainly because of the depreciation of the nominal exchange rate. The depreciation related to government debt may dominate the appreciation in the long run and if government debt exceeds a given threshold, even in the medium-term.
Data and Econometric Issues

Data
The dataset used in the paper consists of quarterly time series for the Czech Republic, Croatia and Latvia, regulated prices are proxied by rents. In Lithuania, the price series on fuel and electricity serve as a proxy. Regulated prices are expected to impact not only on the CPI-deflated real exchange rate, but also on the real exchange rate based on PPI.
The reason for this is that producer price indexes in the countries under investigation contain prices of domestic energy and water suppliers, which are partly regulated. Also, cost pressure related to increased (regulated) input prices are likely to impact on producer prices.
Chart 3 Consumer price index and its regulated price component 
Testing Procedure
It is professional wisdom that a large number of macroeconomic time series are integrated of order 1. This is tested for by employing conventional Augmented Dickey
Fuller (ADF) and Phillips-Perron (PP) tests. If the series turn out to be I(1) processes, the appropriate estimation technique to use is the cointegration approach. In this paper, we use four different types of cointegration techniques:
The Engle and Granger (EG) technique, dynamic ordinary least squares (DOLS)
popularized by Stock and Watson (1993) , the autoregressive distributed lag (ARDL) approach of Pesaran et al. (2001) and the maximum likelihood estimator of Johansen.
The EG approach to cointegration is based on the following static equation:
Equation (1) does not account for the endogeneity of the regressors and serial correlation in the residuals. This is corrected for using DOLS that includes leads and lags of the regressors in first differences: 
where l1 and l2 are the maximum lags. In the EG and DOLS approaches, whether or not Y and X are cointegrated is examined by testing for unit root in the residuals and applying critical values tabulated in MacKinnon (1996) . In contrast to this, Pesaran et al. (2001) employ a bounds testing approach. Using conventional F-tests, the null of 0 ... Nonetheless, in the presence of more than one cointegration relationship, the aforesaid single-equation approaches may not be able to identify the additional cointegrating relationships. Therefore, the Johansen cointegration technique is used for testing for the number of cointegrating vectors in a VAR framework. In the event that only one long-term relationship is found using the trace statistics, the maximum likelihood estimates are used as a robustness check in the following form: Subsequently, panel cointegration tests are employed to detect long-term relationships and to estimate the corresponding coefficients. For this purpose, the residual-based tests of the Engle and Granger type developed in Pedroni (1999) are used. Pedroni(1999) develops seven tests, of which the first four statistics are based on pooling along withindimension whereas the last three tests rest on pooling along between-dimension. Only the last three tests (group rho-statistic, group pp-statistic, group ADF-statistic) will be employed because they allow for heterogeneity in the autoregressive term. According to Pedroni (1999) , of the seven tests, the group ADF-statistic is the most powerful for small samples. Coefficients of the cointegrating vector are then determined using pooled OLS,
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In the top-down procedure, F-tests are carried out on blocks of regressors, which are organized in an increasing order in terms of their t 2 -values until the null hypothesis is rejected. In the bottom-up procedure, F-tests are performed for regressors put in a decreasing order in terms of their t 2 -values until the null is not rejected. The sample-split analysis analyzes the significance of the variables in two subsamples. The model is considered robust if significance is also conserved in the two subsamples. This model selection was conducted using PcGets. fixed effect OLS, fixed effect DOLS, the Pooled Mean Group Estimator (PMGE) and the Mean Group Estimator (MGE) proposed by Pesaran et al. (1999) . For DOLS, leads and lags are determined on the basis of the Schwarz and Akaike information criterion, and a lag structure of 1 is imposed alternatively (DOLS[1,1] 
Time Series
Because conventional unit root tests, i.e. ADF and PP (Philips-Perron) tests, indicate that most of the series are not stationary in levels but turn out to be stationary in first differences, the cointegration techniques developed earlier appear to be the most appropriate approach to test for long-term relationships connecting the real exchange rate to the underlying fundamentals.
We set out to test two sets of equations. First, the CPI-based real exchange is regressed on the gamut of variables described earlier. In this case, the productivity variable is likely to impact on the real exchange rate through three different channels: (a) the traditional B-S effect, (b) the indirect B-S effect through an increase in the service prices as inputs, and (c) tradable prices because of improved quality and reputation. Second, the PPIdeflated real exchange rate is regressed on the same set of variables. If labor productivity proves to be important in both relationships, the indirect B-S effect, and most importantly, the increase in tradable prices brought about by productivity changes, make the real exchange rate appreciate systematically. The theoretical framework developed earlier is supported if the two sets of equations yield similar results for labor productivity. 
The Czech Republic
Results obtained for time series are reported in tables 1 to 5. With regard to the Czech Republic, the specification including the difference in labor productivity, the differential in regulated prices and foreign debt is retained as the most reliable and economically the most compelling. This specification appears remarkably robust, given that all methods detect the presence of a cointegrating vector linking the aforementioned variables. It should be noted that although the Johansen trace statistic indicates the presence of two cointegrating vectors, the stability test on the number of cointegrating vectors shows only one stable vector. Moreover, all these variables are found to be statistically significant, have the expected sign, and the size of the estimated coefficients based on different techniques is fairly comparable. These observations apply not only to the equations including the CPI-based real exchange rate but also to those in which the PPI-deflated real exchange rate is used.
The fact that the estimated coefficients for the difference in productivity are very similar for the CPI-and PPI-based real exchange rate equations provides strong empirical support to the theoretical framework according to which real appreciation comes mainly through tradable prices. The coefficients tend to be lower for the PPI-based real exchange rate especially when the EG and ARDL techniques are employed. This may indicate that the CPI-based real exchange rate appreciates more than the PPI-based real exchange rate due to changes in the relative price of market nontradable items.
The differential in regulated prices enters both the CPI-and PPI-based specifications, and an increase in the differential results in an appreciation of the corresponding real exchange rates. Nonetheless, when the CPI-based real exchange rate is used, the estimated coefficients are clearly higher than in the case of the PPI-deflated real exchange rate. This may indicate that the difference between the CPI-and PPI-based real exchange rates may be partly explained by the differential in regulated prices.
As regards foreign debt, a rise (fall) induces a depreciation (appreciation) of the real exchange rate, and the estimated coefficients are rather similar for the CPI-and the PPIbased equations. Note: *,** and *** denote respectively the presence of cointegration at the 10%, 5% and 1% levels, respectively. EG represent the Engle and Granger residual based tests. SIC, AIC and HQ in the first column of the Table stand for the Schwarz, Akaike and the Hannan-Quinn information criteria based on which the lag length is selected for the ADF tests applied to the residuals of the EG and DOLS equations. The lag length is chosen so that it minimizes the information criteria. It is shown in the first column of each method (column 2 for EG, column 4 for DOLS etc.). Below DOLS and ARDL are shown the information criteria based on which leads and lags (DOLS) and lags for dY and dX (ARDL) are chosen (shown in parentheses). The test statistic shown below ARDL is the F-stat as in Pesaran et al. (2001) . JOH represents the Johansen cointegration technique. k stands for the lag length chosen for the VAR. The trace-test statistics are given below. In the last column, RS and AC are roots of the model and autocorrelation. "ok" indicates that the inverse roots of the model are lower than 1 and the absence of serial correlation in the residuals. JB stands for the Jarque-Bera multivariate normality tests. A figure higher than 0.05 indicates that normality is accepted. Finally, ST indicates the number of cointegration relationship(s) that turn out to be stable over time. 
Hungary
The results for Hungary are reported in tables 2a and 2b. They are less robust when compared with those of the Czech Republic in that the cointegration tests reach no clear consensus on whether or not the variables are linked through a long-term cointegration relationship. In particular, the EG and on some occasions the ARDL technique could not detect the presence of cointegration. However, the DOLS, the Johansen and in some cases the ARDL techniques reveal that both the CPI-and the PPI-deflated real exchange rates are connected to the difference in labor productivity, foreign debt and openness.
The coefficients are statistically significant and correctly signed. Thus, an increase (decrease) in labor productivity leads to an appreciation (depreciation) of both the CPIand the PPI-based real exchange rate. This confirms indeed our conjecture stipulating the role of tradable prices in the appreciation of the real exchange rate. The estimated coefficients for the CPI-based specification are, in most cases, larger than those found for the PPI-deflated real exchange rate. This shows that the higher appreciation of the CPIdeflated real exchange rates may be a result of a rise in the price of market nontradables,
i.e. the B-S effect.
The differential in regulated prices does not enter the equation. Because of possible multicollinearity between labor productivity and the differential in regulated prices, the coefficient may also capture the impact of regulated prices on the PPI-and CPI-based real exchange rates.
Foreign debt and the openness ratio work in the opposite direction, as they are positively related to both the CPI and PPI-based real exchange rates. Hence, an increase in these variables yields a depreciation of the real exchange rate. 
Poland
As far as Poland is concerned, the long-term relationships include labor productivity, 
Slovakia
For Slovakia, it turned out to be highly complicated to find a relationship based on the reduced-form equation (13) that could be considered reasonable on economic and econometric grounds. Only real GDP, government debt and regulated prices enter the long-term relationship. It seems that government debt and GDP reflect similar developments: Until 1998, the reform process was rather sluggish in Slovakia, and public expenditures increased much faster than GDP. 22 The expansionary fiscal policy then became unsustainable; and the Slovak koruna had to be floated in 1998. After a period of turbulence in which the real exchange rate depreciated and government spending and GDP also decelerated, a more coherent reform strategy including the attraction of large FDI was implemented. This marked the return to higher growth and higher government spending. Therefore, the only relationship which appears to be stable over the whole period studied is the one including government spending to GDP and regulated prices. Real public consumption expenditure measured as in the national accounts increased by 50% between 1993-1997, compared with 25% growth of real GDP. See Beblavy (2002) for more details on Slovakia's exchange rate policy.
Slovenia
In Slovenia, one relationship can be detected which connects the real exchange rate to the real interest differential and regulated prices. As expected, an increase (decrease) in regulated prices is found to bring about an appreciation (depreciation). However, the sign of the real interest differential does not correspond to our expectation, as an increase leads to a depreciation of the real exchange rate. This finding can be explained to a large extent by monetary and exchange rate policies in Slovenia (Caprirolo and Lavrac, 2003) , which has aimed at a balanced current account and a corresponding real exchange rate position.
It should be noted that for Slovenia, much as for Slovakia, no meaningful relationship could be determined for the PPI-based real exchange rate. This suggests that contrary to the other countries, mainly to the Czech Republic, Hungary and Poland, the moderate appreciation could be largely attributed to factors other than productivity catching-up. It is worth mentioning that Slovenia has -deliberately -attracted the least FDI in terms of GDP during the period from 1993 to 2002.
Panels
The panel investigation is carried out on different panels to check for robustness of the table 6 ). Note that each specification is estimated using the different productivity measures alternatively (PROD1, PROD2, PROD3, GDP), and for the CPI-and the PPI-based real exchange rate. For panels including eight and nine countries, only PROD1 and PROD3 are used because of the lack of data. As discussed in section 5.2, 11 different econometric specifications are estimated, 23 which leaves us with a total of 3,696 estimated equations.
24 Table 6 After running the equations, Pedroni cointegration tests are applied to the residuals of the long-term relationship. In a score of cases, the cointegration tests find strong evidence for long-run relationships for specifications based on the CPI-based real exchange rate for all three panels. The productivity measures, whether they be PROD1, PROD2, PROD3
or GDP, are always negatively related to the real exchange rate, i.e. an increase in productivity leads to a real appreciation based on the CPI index. regardless of the time period, the number of countries included and the specification of the estimated equation.
Selected results based on panel DOLS estimates are shown in table 7 for panel 5. These reveal that the estimated coefficient for labor productivity is statistically significant and has the expected sign, irrespective of whether the CPI-or the PPI-based real exchange rate is employed. This strongly supports the view that for panel 5 the appreciation of the real exchange rate is to a large extent due to changes in tradable prices induced by productivity increases. The size of the coefficient seems to be systematically higher for the CPI-based real exchange rate when compared with that obtained for the PPI-based real exchange rate. Thus, productivity-induced service price inflation also contributes to real appreciation to some extent. Note: PROD1 and PROD2 stand for labour productivity in industry measured by industrial production, PROD3 uses value added from national accounts. Leads and lags are shown in parentheses in column 1. Figures in columns 2-6 are estimated coefficients of the denoted variables in the tested relationship. T-stats are in parentheses below the estimated coefficients. p5, p6 and p7 denote respectively the Group rho-Statistics, the Group PP-Statistics (nonparametric) and the Group ADF-Statistics (parametric) proposed by Pedroni (1999) Generally speaking and based on the whole set of estimations, similarly to labor productivity, regulated prices are also found to contribute to the real appreciation in all tested relationships. Moreover, an increase in openness most often leads to a real depreciation. The sign of foreign debt and government debt differs across specifications and applied methods. When foreign debt leads to a real appreciation, we do not consider this to be an equilibrium phenomenon. Rather, in the chosen time period the inflow of capital might have caused upward pressure on the exchange rate; and its negative impact on the exchange rate due to debt servicing will materialize only at a later point.
Real Misalignments
On the basis of the estimated time series and panel equations, the second step of the analysis consists in determining the estimated equilibrium real exchange rate. This is In Poland, the real exchange rate was overvalued according to figures shown in table 8c.
The results appear relatively insensitive to the choice of the base year.
To sum up the extent of a possible overvaluation of the currencies, table 8d provides some descriptive statistics for the fourth quarter of 2002, namely the means, confidence intervals, mean ± confidence intervals, and Jarque-Bera normality tests for total real misalignment. The use of confidence intervals makes sense only if the sample follows normal distribution. The mean of the overvaluation is between 4% to 7% in the Czech Republic, amounts to 7% to 12% in Hungary and ranges from about 12% to 15% in Poland. is set to 1993, the range of the real overvaluation shifts upwards to 29% to 33%. Also, the range diminishes from about 10 percentage points to 4.5 percentage points and the results appear neutral both for actual and total real misalignments. Similarly, sizeable overvaluation is detected for Slovakia. In the absence of a reference year, the real overvaluation lies between 20% and 30% and narrows to 24% to 31% when 1994 is employed as a base year.
In contrast to the Czech Republic and Slovakia, real undervaluation is found for Slovenia, the mean of which varies from 1% to 6.5% without reference year and from 6.5% to 12%
with the base year set to 1993, and this for the last quarter of 2002.
For Hungary, the confidence interval around the mean does not indicate a clear undervaluation or overvaluation without a reference year or with 1997 being the base year. In the former case, real misalignment ranges from a 4.7% undervaluation to an 8% overvaluation, whereas in the latter case, the range is -6% to +1%. However, the use of 1992 as a reference year shifts the extent of real misalignment towards an undervaluation of -11% to -3%. But none of the total real misalignment samples and actual real misalignment when 1992 is used as a base year turn out to be normally distributed. Hence, the corresponding confidence intervals are difficult to be interpreted.
As for Poland, the means of the distributions indicate a slight overvaluation in the last quarter of 2002. Note that the results seem to be affected little by the reference year. The overvaluation around the sample mean amounts to 1% to 8%. Nevertheless, and once again, normality cannot be rejected at the 5% level only when the HP filter with a smoothing parameter of 1600 and the reference year of 1994 are used. In this case, the confidence interval indicates an overvaluation of 3% to 6.5%. Regulated prices are a case in point. Based on time series techniques, the differential in regulated prices is not included in the estimated relationship for Hungary and Poland.
Nonetheless, regulated prices are always significant in the panel setting. Therefore, they are used to derive values of the equilibrium real exchange rate for all countries and thus affect the size of the real misalignment.
Conclusion
The issue of equilibrium exchange rates has produced a large echo in recent times. The new EU Member States can be expected to enter ERM II some time after EU accession, but not necessarily upon accession. For entering ERM II, an appropriate central parity should be set for which the equilibrium exchange rate could serve as a yardstick.
In this article, an attempt was made to compare estimates of the equilibrium real exchange rates of five acceding countries of Central Europe. In the choice and in the interpretation of the tested relationships, special attention was paid to the appreciation of the real exchange rate based on tradable prices. We developed a theoretical framework which provides a formal explanation for this. During the catching-up process and phases of higher growth, improvement in supply capacities and in the quality and reputation of goods produced in the home economy may result in a trend increase of both the CPIand PPI-deflated real exchange rates, in addition to the traditional source of trend appreciation, namely productivity-fueled increases in market-based service prices (B-S effect).
Our results support the idea that the equilibrium appreciation of the real exchange rate in the transition economies is based not only on higher service prices, but also on higher prices of domestically produced tradable goods. Taking labor productivity in industry or in the overall economy as a proxy for increasing supply capacities, econometric tests show that labor productivity is found to be the most stable determinant not only of the overall inflation-based real exchange rate but also of the real exchange rate measured in terms of tradable prices, proxied by PPI.
A score of time series and panel cointegration techniques were employed to assess real exchange rate determination for the Czech Republic, Hungary, Poland, Slovakia and Slovenia. For time series estimates, it is possible to find long-term relationships between fundamentals and the real exchange rate vis-à-vis Germany for the Czech Republic, Hungary and Poland. Nonetheless, alternative measures for labor productivity are found to perform differently across countries and cannot be taken as equivalent to one another.
Also, beside labor productivity, the included variables differ considerably across the three countries. In contrast to the aforesaid three economies, it is a very hard task to find any economically sound long-term relationships for Slovakia and Slovenia. These two countries could be considered economies for which it is difficult to establish the role of fundamentals in real exchange rate determination. To conclude, estimates of the equilibrium real exchange rates and the underlying real misalignments are fairly sensitive to the chosen econometric method, period and model specification and to differences in the included variables. Therefore, further research is needed to systematically evaluate the sources of different results. In particular, mediumsize and large panels are needed, as is a structural model-based assessment.
prices and the nominal exchange rate (the real exchange rate) and the underlying fundamentals may have changed in a way that past misalignments are difficult to be interpreted today.
