A blind Large-Eddy Simulation (LES) of film-cooling heat transfer is performed on a canonical cylindrical cooling hole geometry using a massively-parallel, geometrically-flexible, opensource spectral element solver NEK5000. The simulation is for a blowing-ratio of 1.0, density-ratio of 1.5, and Reynolds-number Re θ = 4, 300 based on boundary layer momentum thickness and Re D = 32, 000 based on hole diameter. A low-Mach ideal gas formulation is used to match the density ratio. A spectral-damping LES subgrid model is used which does not restrict time-stepping, allowing CFL numbers of 5-10 through characteristics timeintegration. The numerical mesh resolves the boundary layer and coarsens to acceptable LES sizing in the free stream, resulting in 88 million grid points (410,464 elements at 5th order polynomial). For this blowing ratio, the coolant hole Mach number is too large for the low-Mach formulation (> 0.3). This results in faster hole velocities as opposed to fluid compression, effectively changing the momentum ratio leading to coolant lift-off as compared to experiment. The film-cooling effectiveness along centerline and spanwise locations of x/D = 2 and 8 are lower than experiment. Ideal parallel scaling is shown up to 256 processors and estimated to continue at ideal scaling to 2048 processors.
Introduction
With the increasing speed and power of computing resources, more robust but computationally expensive simulations become available allowing for numerical studies to significantly contribute to the scientific knowledge base. In fluid mechanics and heat transfer, this increase now allows using time-dependent simulations with turbulence modeling only in the small scales (large-eddy simulation; LES) as opposed to time-averaged simulations with turbulence models over all spatial scales (ReynoldsAveraged Navier-Stokes: RANS). In simple geometries many LES algorithms have exhibited high processor parallelization, but achieving high parallelization for complex geometries (typically unstructured meshes) is difficult. However, to impact the knowledge base for the complex geometry flows of applied, industrial interest, algorithms must be highly-parallel and capable of complex geometries.
One algorithm that exhibits these qualities is NEK5000, an established, open-source, massively-parallel spectral element solver developed over the last 20 years for incompressible direct numerical simulation (DNS) and large-eddy simulation (LES) turbulence research [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Nek5000 employs a geometrically flexible yet exponentially convergent spectral-element discretization in space, dividing the computation into elements over which the solution is represented as a high-order (usually 7-15th order) Lagrangian interpolant [2, 4] . Time discretization is based on high-order operator splitting methods that yield independent substeps for advection, dissipation, and incompressibility. Advection is treated explicitly in time while the viscous and pressure substeps are solved implicitly with, respec-tively, Jacobi-preconditioned conjugate gradients and multigridpreconditioned GMRES [2, 4] . The data localization of the spectral-element method allows for minimal communication between elements, resulting in efficient parallelization. Moreover, the use of tensor-product-based operator evaluation results in minimal demand on memory bandwidth [12] . Currently the solver has shown sustained performance of 19% of peak on 260,000 processors on BG/P supercomputers with over 70% parallel efficiency [13] .
To test NEK5000 on complex-geometry flows of industrial interest, a simulation of a gas-turbine endwall film-cooling was undertaken. The simulation was blind, comparing to experimental only at the end of the simulation. The purpose of this study is to demonstrate the scalability, efficiency, accuracy, and robustness of Large Eddy Simulation using Nek5000 for geometrically complex film-cooling heat transfer calculations. The case involved a single film-cooling hole with spanwise periodic boundary conditions and adiabatic walls.
The next section contains a review of relevant film-cooling research. Section 3 describes the models used, including the need of LES as opposed to RANS for film-cooling simulations. Section 4 describes the numerical setup, mesh, boundary conditions, and parameters. Section 5 discusses the results, followed by concluding remarks.
Literature Review
Film cooling represents a real challenge for computational fluid dynamics. The disparity in length scales between an individual hole and the hot gas path for real turbine applications necessitates significant grid requirements. The flow physics is complex due to the interaction between the secondary flow (film) with the primary flow (hot gas path) which results in complex vortical structures that are responsible for large scale mixing. These structures tend to be on the order of the film hole size and require adequate resolution. Smaller scale turbulent structures ultimately modify the length and time scales of the large scale structures. While grid independent RANS simulations will capture the timeaveraged large scale structures the extent of lateral spreading and turbulent diffusion is typically underpredicted. There is some debate as to whether this is due to deficiencies in the eddy viscosity prediction or the seemingly gross simplification of the turbulent heat flux models in standard RANS models (see for example Karcz et al., 2006 [14] ).
While RANS remains a workhorse for design in the turbomachinery community, the methodology, regardless of actual model, suffers in being able to accurately represent turbulent mixing of mixing based cooling technologies including, but not limited to film cooling [15] [16] [17] [18] [19] . In recent years researchers have started to explore alternatives to RANS. An exact representation of film cooling can be captured via Direct Numerical Simulation with the accurate resolution of all length and time scales.
However, the computational cost, even on todays supercomputers, limits this to the realm of scientific study as opposed to real engineering application. Muldoon and Acharya (2006) successfully conducted a DNS of a simplified reduced Reynolds number film cooling hole [20] . Their results suggest that the Boussinesq gradient approximation is reasonable and that one potential source of error was scaling involved with forming an eddyviscosity based on turbulent kinetic energy and dissipation for the standard k − ε model. Lakehal (2002) utilized a flat plate DNS database to modify k − ε model to include anisotropic effects and a modified turbulent Prandtl number [21] . The modified k − ε model suggested that both modification to eddy viscosity and turbulent Prandtl number were necessary to achieve a good data match to the film cooling data of Sinha (1991) [22] . While DNS can be used to capture the correct flow physics it is too expensive. DNS can be used to tune RANS models, but the approach requires extensive validation to demonstrate the accuracy holds over a wide range of geometry and flow conditions. Large Eddy Simulation (LES) is an attractive solution approach that bridges the gap between the robustness of RANS and the accuracy of DNS. Recently a number of LES efforts have been undertaken to better understand the flow physics of film cooling [23] [24] [25] [26] [27] . In general it is observed that LES outperforms RANS for this class of problems, at increased computational cost. The method, however, is not without its problems. Generation of representative turbulent inlet boundary conditions, sub-grid scale modeling and near wall closure, compounded with the high computational cost suggest LES for film cooling will continue to be a research topic for years to come.
Numerical Methods

Turbulence modeling
The Navier-Stokes equations represent the conservation of mass, momentum, and energy of a fluid
with velocity U i , density ρ, pressure P, temperature T , viscosity µ, specific heat c p , thermal conductivity κ, and strain rate tensor S i j = ∂ j u i + ∂ i u j . These equations are valid for both compressible and incompressible flow. The only assumption in these equations is that the fluid is a continuum, with linear relations between shear stress and velocity gradient (Newtonian viscosity) and between heat flux and temperature (Fourier conduction). These partial differential equations in addition to an equation of state have 6 unknowns and 6 equations, and therefore can be solved exactly without any further modeling, known as direct numerical simulation (DNS). However the number of degrees of freedom (grid points) needed to fully resolve all motions is often too computationally expensive to be of value, and thus these equations are further modified with turbulence models to reduce the total number of grid points. For both RANS and LES, the velocity, pressure, and temperature are split between filtered (denoted by overline) and non-filtered quantities f = f + f . For RANS, the filter is simply the time-average (or Farve average in for compressible), whereas in LES the filter is related to the grid size. In both cases this results in an unknown symmetric tensor in the momentum equation (6 more unknowns) and an unknown vector in the energy equation (3 more unknowns) [28, 29] :
3.1.1 Difficulty of RANS For RANS the 14 unknown 5 equation system is closed by assuming that the unknown momentum tensor R i j (Reynolds stress) and unknown energy flux vector q j are proportional to the filtered (known) strain rate tensor and filtered temperature gradient, respectively:
This results in the final, standard form of the momentum and energy equations (shown for incompressible for simplicity):
This argument is mathematically valid but fails when:
in addition to failing when the constants of proportionality (µ t and κ t ) are incorrect. The spatial variation of µ t and κ t are determined from a dimensional argument with reasonable characteristics, such that (at best) the modeled effect of turbulence is to increase the total effective diffusion µ + µ t and κ + κ t in regions of high turbulent mixing [30, 31] . Many variants of these RANS models exist, and their respective performance is reported throughout literature for different flows and geometries. In general, these equations tend to fail (overpredict or underpredict) in three main areas:
• Boundary layers.
• Transition (laminar to turbulent or vice-versa).
• Regions of acceleration.
Many model enhancements are used to increase accuracy near boundary layers, such as wall-functions, with mixed success. Transition models, which are pertinent to low-pressure turbine applications, also have mixed success but also exhibit greater sensitivity to modeling constants [32] . These failures often result in overprediction in laminar regimes and/or underprediction in the turbulent-laminar transition region. Finally, RANS modeling generally over-predicts turbulence in regions of acceleration. Physically, acceleration tends to destroy turbulent fluctuations [28] which is why most wind tunnels have an acceleration section before the test section. Unfortunately the two-equation RANS models see acceleration as a high level of strain which falsely increases the µ production term, the exact opposite of what occurs. Again, more complex modeling is required to account for this (Rapid-strain theory) [28] . Furthermore, it is possible for RANS models to predict a decay in turbulent kinetic energy that is not realizable physically, which once again requires increased model complexity to adjust. In general, these failures occur at locations of anisotropy in the turbulence.
Therefore RANS modeling can be summarized as:
• The good: the effective diffusion rate increases due to turbulence, modeled as an increase in µ t with respect to turbulent mixing allowing for fast (low time and CPU hours) iteration to a solution.
• The major assumption: turbulent kinetic energy has an isotropic production model, such that the µ t source term increases in regions of high strain.
• The bad: linking the µ t production term to strain fails in anisotropic flow regions: boundary layers, transition, and regions of acceleration. This is problematic, especially for complex geometry flows of industrial interest (such as gas-turbines) as the flow domain is filled with boundary layers, wakes, stagnation regions, jets in cross-flow, and others [33, 34] .
Large-Eddy
Simulation LES has the same issues as RANS in overpredicting and underpredicting diffusion but only at the sub-grid level where these same types of assumptions are made. The large-scale motions are resolved mostly free of model pollution due to the large separation of scales. The standard LES model (Smagorinsky) is: where C s is the Smagorinsky constant and ∆ is a mesh-size length. Like RANS, many variants exist to help overcome any model shortcomings, such as using a dynamic value for C s [35] or modeling u t with a high-pass filtered (HPF) strain rate [36] .
In LES, since the increased mixing due to large scales for both momentum and temperature are resolved, the only modeling required is the extra mixing at small scales. This modeling is at much smaller scales where the assumptions of isotropy and homogeneity are more valid. Here an increased molecular diffusion is a good model and serves to reject the turbulent kinetic energy that otherwise would have been rejected if all scales were resolved (direct numerical simulation). Boundary layers still remain a challenge as the flow remains anisotropic and inhomogeneous even in the inertial range, but otherwise LES has found significant success especially in complex geometry flows [9, 32] .
For this work, the extra diffusion from turbulent viscosity is implemented via spectral damping. Instead of calculating a Smagorinsky type turbulent viscosity term, adding it to the molecular viscosity, and then solving Eqn. 6, a numerical style diffusion is implemented. Within each element, the velocity and temperature is filtered in Legendre polynomial space with the highest mode damped by 5%. Since this model is simply a filtering operation, no additional time-step restriction is present for stability. This is valuable as characteristic time stepping available with NEK5000 can be used which allows CFL numbers of 5-10. Conversely, using a Smagorinski-type approach in NEK5000 restricts the CFL number to 0.3 or less.
Low-Mach formulation
To obtain the desired density ratio in the film-cooling simulation, a low-Mach formulation is used. For an ideal gas, density ρ is related to the pressure P, gas constant R, and temperature T ρ = P RT .
In low-Mach number flows (M< 0.3), the pressure can be split into two nearly independent components, a thermodynamic pressure P 0 and a hydrodynamic pressure P h [37, 38] .
P(x, y, z,t) = P 0 (t) + P h (x, y, z,t)
Changes in hydrodynamic pressure due to fluid flow (for example stagnation, eddies, etc) are on the order of γM 2 /2, and for M < 0.3 are small in magnitude compared to the overall thermodynamic pressure. Thus, in a low-Mach approximation ρ is only dependent on a quasi-steady, spatially constant, thermodynamic pressure P 0 . For open systems like the current case, P 0 is also fixed in time.
Since density is only a function of temperature, an incompressible Poisson solver on P h can be used, with the non-zero velocity divergence coming from temperature (forthwith the overbar denoting large-scale resolved quantities is dropped):
Thus combining Eqns. 14 and 2, the divergence of the velocity field is not zero as in incompressible flow, but
Therefore, the low-Mach approximation has a variable density dependent on temperature, and the velocity divergence is set to 1 T DT Dt .
Numerical Simulation Setup
The benchmark case is a cylindrical cooling hole, with dimensions shown in Figure 1 . The spanwise planes at z = ±1.5D are periodic, and all walls are adiabatic. The flow parameters and boundary conditions are: • Density ratio (DR=ρ cold /ρ hot ) = 1.5.
• Blowing ratio (BR= (ρU) cold / (ρU) hot ) = 1.0.
• Cooling hole diameter (D) = 7 mm.
• Cooling hole length (L/D) = 3.
• Domain span (S/D) = 3.
• Freestream turbulence intensity (TI) = 3.5%.
• Boundary layer height (δ 99 /D) = 0.12.
• Boundary layer shape factor (H) = 2.31.
• Viscosity of air at 385 K: µ=2.24×10 −5 m 2 /s.
Hot-gas path inlet conditions:
• Temperature T hot = 385.3 K.
• Pressure = 95,569 Pa.
• Inlet velocity U ∞ = 118 m/s.
Coolant path inlet conditions:
• Temperature T cold = 256.73 K.
• Pressure = 101,842 Pa (modified to 95,569).
The cold plenum modifications are made to achieve the correct density ratio for a low-Mach incompressible simulation, whereas the experimental data and previous RANS simulations used compressible fluid. The Reynolds number based on hole diameter and hot-path conditions is Re D = 32, 000.
Meshing
The geometry was meshed and converted to NEK5000 format. Following modifications were made to the geometry:
1. The downstream length was reduced from 50D to 30D. 2. The inlet was lengthened to 10D.
Many different meshes were used during the study as the resolution requirements increased. The final production mesh has 410464 elements using 5th order polynomial for a total of 88.7 million points. The element boundaries on the endwall are shown in Figure 2 (a) The mesh on the endwall and contours of friction velocity u τ = τ w /ρ are shown in Figure 2(b) . The characeristic element size is = V 1/3 e with element volume V e . The average resolution is shown in Figure 2 (c) for u τ /ν. The wall shear stress increases near the film-cooling hole as the two streams mix. The upstream variation is due to the acceleration imposed to reach the desired shape factor H in the boundary layer.
A convergence plot is not valid for LES since mesh size is explicit in the physical model, experimental or DNS validation is key to determining mesh size [39] . In this blind test case, only LES rules-of-thumb were matched to presume acceptable grid sizing. Figure 2 The inlet velocity conditions are generated by a downstream recycling plane to establish turbulent conditions. The averaged streamwise velocity U + = U/u τ versus y + = yu τ /ν curve in Figure 3 (with u τ = τ wall /ρ) shows the laminary sublayer, loglayer, and wake consistent for a turbulent boundary layer.
Results
The simulation took 344,000 CPU hours, and average data was taken over 3.5 × 10 −4 seconds (6 D/U ∞ ). Figure 4 shows an instantaneous visualization of the simulation with contours of non-dimensional temperature: Also included is an isosurface of η = 0.5 (gray) and contours of spanwise velocity at x/D = 0 and 4 (orange). Qualitatively, the film-cooling is not staying attached to the wall and exhibits significant turbulent mixing with the free-stream. Averaged and instantaneous contours of non-dimensional temperature on the endwall and midline are shown in Figures 5 and 6 , respectively. Here again the effect of jet lift-off is visible, where the cool air does not stay well-attached to the wall. A power spectral density E (normalized by U 2 ∞ ) versus frequency f (normalized by d and U ∞ ) at two points downstream is shown in Figure 7 , exhibiting a turbulent decay. The lack of spectral build-up shows that the resolution is adequate. The flow coming out of the hole is quickly destabilized and the flow downstream is turbulent. This high-level of turbulence starts in the hole, as seen in Figure 8 with contours of Mach number u i /c (c = √ ρRT ). The disturbances occur near the tip of the cooling hole as it pierces the plenum. The resulting high shear and vena contracta quickly lead to a highly turbulent flow in the cooling hole which remains turbulent throughout the hole. Figure 9 has cross-sections through the hole for Mach number and turbulent kinetic energy. The Mach number is too high for the low-Mach formulation (needs to be < 0.3), and so the air in the cooling hole speeds up as opposed to compressing like it does in the experiment. Without vena contracta, the bulk Mach number in the hole is 0.24 based on the prescribed BR and DR. However, assuming a vena contracta area ratio compression (isentropic) of 0.64 the bulk Mach number in the hole raises to 0.40, which is a good estimate of what is observed in the results. This leads to a higher effective momentum ratio and jet lift-off.
Heat transfer results
Film-cooling effectiveness η along the endwall centerline is shown in Figure 10 (a) with both average and instantaneous contours. There is a significant fluctuation from x/D = 0 to x/D = 6 due to the mixing of the cool jet with the boundary layer, resulting in the downstream spiral separation node and horseshoe vortex. Afterwards, the film-cooling effectiveness on the centerline stabilizes and decreases at a steady rate. The spreading of the film-cooling is shown in Figure 10(b) showing average film-cooling effectiveness at x/D = 2 and 8 downstream of the piercing point (shown in Figure 1 ). Comparing experimental data (Aga 2009 , [41] ) and simulation data, the Nek5000 simulation showed jet lift-off and does not compare well. Also included on Figure 10 (a) is data from a BR=0.5, DR=2.0 simulation where the Mach number in the hole does not exceed 0.3, and the coolant does not lift-off, resulting in typical film cooling effectiveness curves. No experimental data is available for BR=0.5 and DR=2.0.
The average temperature Θ, rms temperature Θ rms , and wallnormal turbulent flux vΘ is shown in Figures 11-14 . The lift-off of the jet is visible, as is the insulating effect of the shear layer. As the jet lands downstream, the effectiveness and spreading rate of the film increase.
Scaling
For the current work, the simulations were run on Exosent Engineering's computing cluster composing of 256 processors (8 nodes of quad-processor eight-core 2.0 GHz AMD Opteron 6128), 512 GB ram, and a 20 Gb/s infiniband interconnect. From Both for scaling on all nodes (i.e. using 8 processors on 8 nodes for the 64 processor case) and for standard scaling (using 32 processors on 2 nodes for the 64 processor case).
the same restart file, the simulation was run on 32, 64, 128, and 256 processors for 20 time steps. Figure 15 shows the average time per timestep for timesteps 15 through 20. Based on previous NEK5000 simulations and performance, this geometry and simulation will scale up to 2048 processors before communication penalties start affecting scalability.
Concluding Remarks
A blind LES of film-cooling heat transfer was performed by Exosent Engineering using NEK5000, a massively-parallel spectral element solver. A low-Mach formulation is used, with a grid size of 88 million points. Reasonable resolution is achieved resolving the boundary layer and coarsening to acceptable LES grid spacing in the free-stream. For this blowing ratio the Mach number in the hole is too large, leading to a higher effective momentum ratio and lift-off instead of fluid compression. The heat transfer results and film-cooling effectiveness spreading rate undershoots the experimental values. This simulation is a high-fidelity LES with good resolution and boundary layer physics. However the in-hole physics is incorrect, which completely changed the downstream results. Thus it shows the importance of hole-physics on downstream heat transfer. For more accurate results a compressible solver or a low-Mach solver with the second perturbation must be used, even though for most of the domain the simulation is low-Mach. Parallel scaling was ideal up to 256 processors, and should continue to 2048 processors for the current geometry and simulation parameters. 
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