A technique to generate (periodic or nonperiodic) oscillations systematically in first-order, continuous-time systems via a nonlinear function of the state, delayed by a certain time , is proposed. This technique consists in choosing a nonlinear function of the delayed state with some passivity properties, tuning a gain to ensure that all the equilibrium points of the closed-loop system be unstable, and then imposing conditions on the closed-loop system to be semipassive. We include several typical examples to illustrate the effectiveness of the proposed technique, with which we can generate a great variety of chaotic attractors. We also include a physical example built with a simple electronic circuit that, after applying the proposed technique, displays a similar behavior to the logistic map.
Introduction
Control and synchronization of chaos have become an intense field of research since several years ago. Some publications pointed out the impact this field may have in many areas of science and technology [1] [2] [3] [4] [5] [6] [7] [8] . Chaos anticontrol, that is, producing chaos in a controlled way in a nonchaotic system, has also attracted attention due to its potential usefulness for some important problems of mechanical, electronic, telecommunications, optical, chemical, or biological systems, among others [9] [10] [11] [12] [13] [14] [15] [16] .
Some techniques to generate chaos in discrete-time systems was proposed in [17] [18] [19] . In those papers the aim is to design a feedback nonlinear controller for a linear system such that the closed-loop system displays a chaotic behavior in the sense of Li and Yorke [20] . The continuous-time counterpart seems to be, however, a more difficult problem.
Introducing a time-delayed state in the feedback control law to modify the behavior of an oscillatory system has been proposed since some time ago [21] . Traditionally, controllers are designed such that the negative effects of time-delay terms on the system performance are attenuated, even suppressed. On the contrary, a time-delay controller makes use of delays to attain some control objectives, for example, stabilizing unstable periodic orbits embedded in a chaotic attractor [2, 4, 5, 22, 23] . One of the first papers in this line is due to Pyragas [21] . The method proposed therein uses a control signal proportional to the difference between the measured system output and the same (output) signal delayed by a certain time, ( ( )) = [ ( − ) − ( )]. As a result, chaos is suppressed and the system oscillates periodically, with a period close to the introduced delay , rendering a control signal with small amplitude.
Time delay has also been proposed to generate oscillations, even in first-order systems, which is the aim of the present paper. In [24] [25] [26] some conditions are given such that a continuous system can reproduce period-doubling bifurcations displaying by a map, using a singular perturbation technique for delay systems. To find conditions such that a continuous-time system with an input depending on a delayed state displays a chaotic behavior is, however, a more difficult task, and one must rely on numerical or physical experiments to support the investigation. A very known (numerical) example is given in [27] , where it is described how a first-order continuous-time system, controlled with a piecewise linear function of the delayed state, displays chaotic behavior. Some other results following the same idea were presented in [28] [29] [30] [31] and in [32, 33] , where fuzzy techniques 2 Complexity have been employed. Similarly, a model to generate any number of scrolls from a first-order time-delay system is proposed in [34] . A recent and detailed study of this problem was presented in [35] , using Fourier series to analyze the generation of oscillations via time-delay states.
The results mentioned were got from approximate methods or oriented to particular systems and supported on numerical or physical experiments. All these results have contributed to establishing that chaotifying a regular system with a simple function of the delayed state is possible. However, developing formal tools or systematic procedures to produce chaotic behavior is a more involved problem.
In this paper, another technique to produce periodic or nonperiodic, even chaotic oscillations in first-order, continuous-time systems via a (nonlinear) function of the delayed state is proposed. Given a first-order passive system, this technique consists in synthesizing a feedback signal given by a nonlinear function of the delayed state, then tuning a gain to ensure that all the equilibrium points of the closed-loop system be unstable, and imposing conditions on the closedloop system to be semipassive. The main property of this procedure is that it can induce a dynamical behavior to the closed-loop system, similar to the behavior displayed by the map defined by the nonlinear function of the delayed state. If this map shows chaotic behavior, then the closed-loop system can also display this dynamics by tuning a parameter. At present time this tuning must be performed via numerical simulation; however, under some conditions established in this paper, it can be ensured that the reproduction of a dynamic behavior is similar to the map. We include several examples to illustrate the effectiveness of the proposed technique, with which a variety of chaotic attractors can be generated. We also include a physical example built with a simple electronic circuit that, after applying the proposed technique, displays a similar behavior to the logistic map.
Preliminaries
Let us consider a first-order, continuous-time system given bẏ(
where ( , ) ∈ R × R, is the state, is the input, and : R → R is smooth. Suppose the input is set to
where : R 2 → R is a function such that the delay differential equatioṅ
has a solution. Note that, without loss of generality, we can assume a unit time delay. A different delay can be used, but it can be transformed to unity by a time scaling = / . Now consider the so-called "pure-shift" system [36] ( ) = ( ( − 1) , ) , ≥ 0,
where : R × R → R, R is a subinterval of R, and is a parameter whose value determines the behavior of this system. If the initial condition ("initial seed") is a constant, 0 ( ) = ∈ R for ∈ [−1, 0), then the solution of this system will be
where ≥ 0 is an integer. Then this system is related to the discrete system
in such a way that ( ) = ( ) at time instants = . Therefore, the solutions of the previous systems (4) and (6) coincide at = . This means that any dynamical behavior displayed by the discrete-time system (6) will be displayed also by the continuous-time, pure-shift system (4). An interesting problem is to investigate how a dynamical behavior, similar to that of system (4), can be induced in the closed-loop system (3). To this aim, consider a function (2) given by
where > 0 and is the delayed state; that is, ( ) = ( − 1), leading to the closed-loop system (from (3))
Define = 1/ ; hence system (8) is also described bẏ
Systems with this form have been investigated since some time ago, and several conditions have been given for system (9) to display periodic oscillations and period-doubling bifurcations when the map undergoes this dynamical phenomena for small enough [24, 25, 37] . This behavior gives rise to wonder if there exist some values for and such that other kinds of oscillatory behavior can be displayed by this system, behavior that will be clearly related to system (4) and, in consequence, to system (6) . This fact will be analyzed later, after establishing some conditions on the equilibrium points of system (8).
Equilibrium Points
In this section we discuss the relation between the equilibrium points of the delay system (8) and the fixed points of the discrete system (6). These solutions are the simplest dynamical behavior a dynamical system can display. Also, we discuss some conditions for an equilibrium point be stable, which will be used in the next section. (8) 
Lemma 1. Suppose the function of system
Proof. An equilibrium point of system (8) is a number such that
where = 1/ . That is, given and , the equilibrium points are the roots of (⋅, , ). Because 0 is a fixed point of the map , then ( 0 , 0, ) = 0. Given that is defined at 0 , there exists a neighborhood of 0 where is differentiable. Also,
Hence, the standard implicit function theorem establishes the existence of a C 1 -function : → R, where is a neighborhood of the origin, with ⊂ , such that (0) = 0 and ( ( ), , ) = 0 for all ∈ , so ( ) is an equilibrium point of (8) . In fact, the convergence of the equilibrium point of system (8) to the fixed point 0 of the map (i.e., a fixed point of system (6)), when converges to zero or, equivalently, when tends to infinity, is uniform, given the smoothness of function .
To analyze the local stability of the equilibrium point we use the known fact that the local stability of an equilibrium point of system (8) can be determined by analyzing its linear approximation [38] , given bẏ
where = ( ) − , = ( , ), and ] ( ) = ]( − 1). A direct application to the linear approximation (11) of Theorem A.5 of Hale's book [37] , which establishes necessary and sufficient conditions for the (asymptotic) stability of this system, shows that conditions (LS1-3) correspond to the three conditions given in [37] .
Remark 2. When the inequalities given by conditions (LS1-3) are replaced by the equality, they give place to the so-calledcurves, parameterized by , discussed in [39] . For = 0 and they give the stability boundary for system (11) in the ( , )− plane. When any of these conditions is not fulfilled, then the linear approximation (11) is not asymptotically stable. In particular, it will be unstable if any of these inequalities is inverted, leading to the instability of the corresponding equilibrium point of system (8).
Example 3. Consider a linear system ( ( ) = − ) and the logistic map ( ( , ) = (1 − )),
where > 0, > 0, > 1. The system has the equilibrium points 1 = 0 and 2 = 1 − (1 + / )/ . The conditions for local stability are if
A (Semi)passivity Condition
In this section we recall an important property that will be used to ensure bounded trajectories of the designed system. Definition 4 (Khalil [40] ). Consider a memory-less system given by the time-varying function
where ℎ : R × R → R is piecewise continuous in and locally Lipschitz in . This system is passive if there exists a function : R → R such that
If (14) holds for ∉ B , where B is a ball with radius > 0, 0 ∈ B , then system (13) is called semipassive.
Now consider a dynamical system with the forṁ
where : R ×R → R is locally Lipschitz, ℎ : R ×R → R is continuous, (0, 0) = 0, and ℎ(0, 0) = 0.
Definition 5 (Khalil [40] ). Suppose there exists a nonnegative C -function ( ), with ≥ 1 and (0) = 0, called the storage function, and continuous function such that
for any bounded input . This system is called The term strictly (semi)passive is used if the inequalities are strict.
Note 6. For a semipassive dynamical systeṁ= ( , ) such that (0, 0) = 0 and with a (definite) positive storage function , the ball B is attractive. Note that, in this case,
Now consider a negative feedback connection of a passive system Σ 1 and a semipassive system Σ 2 in the feedback loop. Suppose that , , and are the input, state, and output of system Σ , respectively, = 1, 2. Because Σ 1 is passive, there exist a storage function 1 ( 1 ) and a function 1 ( 1 ) ≥ 0 such that 1 1 ≥̇1 + 1 ( 1 ), and because Σ 2 is semipassive, there exist a storage function 2 ( 2 ), a positive number , and a function 2 ( 2 ) that is nonnegative for ‖ 2 ‖ ≥ , such that
where
, and ( ) ≥ 0 if ‖ ‖ ≥ for some 0 < ≤ . In summary, a feedback connection of a passive system with a semipassive one is semipassive. In the same way, the feedback connection of two semipassive systems is semipassive. Note that the state trajectories are bounded because the connection is semipassive.
We are now in position to state the main result.
Theorem 7. Let us consider the first-order system
where : R → R is C 1 and (0) = 0, with the input signal
with > 0, and suppose the following assumptions are satisfied:
(AS1) For any ̸ = 0, ( ) < 0. (18)- (19) , the following inequality is satisfied:
(b) if ( , ) < −1, then there exists ∈ (0, ) such that Proof. First we prove the instability of the equilibrium points of the closed-loop system (18)- (19) . For ( , ) > 1 this is easy to see from assumption (AS3a) because inequality (20) is the opposite of assumption (LS2) of Lemma 1 (note that 1 − ( , ) < 0). For ( , ) < −1 note that (21) of assumption (AS3b) is the opposite of the inequalities given in the assumption (LS3) of Lemma 1. Therefore, assumptions (AS3a,b) guarantee the instability of the equilibrium points of the closed-loop system, avoiding the state convergence to a constant. Now define the system
which has input and output V. The closed-loop system (18)- (19) is composed by the negative feedback connection ( = −V) of systems Σ 1 and Σ 2 . Hence this connection will be semipassive if one system is passive and the other one is semipassive. Consider system Σ 1 (18), the storage function ( ) = 2 /2, and assumption (AS1). Then = (̇− ( )) = − ( ) =̇+ ( ), where ( ) = − ( ) > 0 for ̸ = 0. By Definition 5, system Σ 1 is strictly passive. Now we prove the semipassivity of Σ 2 . For this, first consider the related system
By Assumption (AS2b),
Note that ( ) = ( + ) is a displacement of the map along the horizontal axis. Note also that ( , ) = 0 for ∉ (assumption (AS2b)). In this way, for any = + ∉ we have V = 2 > 0, leading eventually to ∉ , ensuring the semipassivity of the block. Because and are 
holds for and outside some interval̃, and system (22) will be semipassive.
Given that the closed-loop system is composed by a feedback connection of the passive system (18) with the semipassive system (22) via = −V, then the feedback connection (18)- (19) is semipassive, and the solutions of the closed-loop system will be bounded.
In consequence, because the closed-loop system cannot converge to the equilibrium points (they are unstable) and the system trajectories are bounded (due to the semipassivity condition), they must be oscillatory.
To see the existence of a minimal ensuring this fact, if ( ) > 1, then 1 − ( , ) < 0 and (20) (18)- (19) . Therefore, for each equilibrium point , = 1, . . . , , there will be a minimal value of , denoted by , that makes this point unstable. Hence, to make unstable all the equilibrium points, we choose
Remark 8. Note that when ∉ , then ( , ) = 0 and the closed-loop system transforms tȯ= ( ) − . Becausė = ( ) is strictly passive and > 0, this system is attracted to = 0 while ∉ , but it does not converge to the origin because it is unstable. If at a certain time the state is near to the origin, it will be repelled, eventually reaching the region where it will be attracted again. It is this exchange of "energy" that generates the oscillatory behavior of the closedloop system. Remark 9. Theorem 7 establishes sufficient conditions for the existence of a minimum value of the gain that guarantees an oscillatory behavior. However, the generation of nonperiodic or chaotic oscillations depends on the dynamic behavior of the system defined by the map ( , ) (6) via the parameter and should be performed numerically, for values larger than min . What is sure is that system (18)- (19) will behave similarly to the map (6) for values of greater than min .
Examples
In this section we show some examples to illustrate the proposed technique. In particular, we consider system (18)- (19) with ( ) = − and the map the logistic, sine, and triangular maps defined in the interval = ( , ), according to Theorem 7, and zero elsewhere. Hence, the closed-loop system has the forṁ
where > 0 and ( ) = ( − 1). Note that ( ) = − 2 < 0 for ̸ = 0; then assumption (AS1) of Theorem 7 is satisfied.
The Logistic Map. In this section the Logistic map is given by
where > 1 and 0 − is an arbitrary small negative number. We denote the parameter by , which is a standard notation for the logistic parameter. As seen in Section 2, the closed-loop system has two equilibrium points, 1 It is known that the logistic map shows an oscillatory behavior starting from = 3; hence let us suppose > 3. Assumption (AS3a) holds for 1 if > 1/( − 1) = 1 , and (AS3b) is fulfilled for 2 if > 2 + / sin = 2 , for some ∈ (0, ). In fact, the minimum number that satisfies this last inequality is for = 0 + , where 0 + is an arbitrary small positive number, so 2 = 3. Hence, min = max{1/( − 1), 3} = 3 because > 3; then must be greater than 3. This means that the oscillatory behavior of system (27)- (28), with > 3, starts with = 3. Figure 1 shows several orbits for different values of parameter , with = 4. Note that the oscillatory behavior starts at = 3 (Figure 1(a) ), and the system exhibits periodic behavior for = 5 (Figure 1(b) ), 2-periodic orbits for = 8 (Figure 1(c) ), and an irregular behavior that seems to be chaotic for = 20 (Figure 1(d) ). Figure 2 summarizes the behavior of this system for ( , ) in some region of the plane. The blue zone corresponds to stable equilibrium points, the green zone to periodic behavior, and the red zone to nonperiodic and chaotic dynamics. Note that the chaotic behavior starts at -values smaller than 4, if is large enough. Figure 3 shows the maximum Lyapunov exponent as a function of the parameter and = 4. Note that, for this value of parameter , the maximum Lyapunov exponent is positive for > 9, which corresponds well to the ( , )-values shown in Figure 2 .
Finally, Figure 4 shows the bifurcation diagram and the location of one of the unstable equilibrium points when the parameter varies in the interval [4, 20] . Note that the unstable equilibrium ( = 1 − ( / + 1)/ = 0.72 if = 30) converges close to 1 − 1/ = 0.75 for large enough. A wide range of dynamical behavior of this system can be seen. Note also that the values for periodic and chaotic behavior correspond well to Figure 3. 
The Sine
Map. Now consider the same linear, strictly passive system of the previous section (27) with the sine function ( ) = sin( ), for ∈ (− , ), and zero elsewhere. Then ( ) = −1 and ( ) = cos . The origin 1 = 0 is an equilibrium point. Since (0) = , then it can be made greater than one if > 1. Therefore, from (20) , > 1/( − 1) makes the origin unstable. Under this condition ( > 1+1/ ) the closed-loop system will have two other equilibrium points 2 ∈ ( /2, ), and 3 = − 2 , solutions of the equation sin( )/ = 1 + 1/ . For these last two points, ( ) = cos( ); then ( ) can be made less than −1 with large enough, which will set 2 in the interval ( /2, ) that makes negative cos( 2 ). Therefore, (21), rewritten as cos( 2 ) < − /sin , can be satisfied for some ∈ (0, ). In fact, this condition can be satisfied if > −1/ cos( 2 ). A similar analysis can be made for 3 , leading to the same condition.
On the other hand
and all the assumptions established in Theorem 7 hold. Figure 5 shows some attractors for different values of the gain . When the condition given by the previous theorem is satisfied, Figures 5(b)-5(d) , the system exhibits periodic and chaotic orbits. The ( -)-parameter space shows the region where the system exhibits stable equilibrium points, periodic and chaotic orbits; see Figure 6 . Figure 7 shows the bifurcation diagram and location of an unstable equilibrium point of the system with respect to the parameter , with = 3, and Figure 8 shows the maximum Lyapunov exponent as a function of parameter . The unstable equilibrium of the closed-loop system converges to the fixed point of map ( , ) for large enough.
Other attractors can be obtained by changing the interval where the map ( ) is different to zero. For example, with = 5, = 10, ∈ [−2 , 2 ], this system displays the orbit shown in Figure 9 (a), and if = −5, = 10, and ∈ [−2 , 2 ], it displays the orbit shown in Figure 9 (b). 
with 1 < ≤ 2. This system is piecewise linear and has two equilibrium points, 1 = 0 and 2 = 1/(1 + ( + 1)/ ). For both equilibria, ( ) = −1.
Since ( 1 ) = > 1, assumption (AS2) is fulfilled and (AS3a) leads to > 1/( − 1). Moreover, ( 2 ) = − < −1; then (AS2) holds and (AS3b) is satisfied if > 1/ (for = 0 + ). Given that > 1, then min = 1/( − 1). Figure 10 shows different dynamics of system (27)- (30) for different values of the gain .
This system can display several behaviors like stable equilibrium points, periodic or chaotic orbits. These different dynamics can be viewed in the -plane, as shown in Figure 11 . Figure 12 shows the largest Lyapunov exponent as function of the parameter , with = 2. The bifurcation diagram, shown in Figure 13 , has been generated with the same parametric values as the Lyapunov exponent diagram. This diagram shows also an unstable equilibrium point, which converges to the corresponding fixed point of the map, for K large enough.
A Chaotic Circuit
The dynamic behavior shown in the previous section can also be observed in simple physical systems. In this section we show the physical implementation of a linear, passive circuit with an input signal depending on the delayed state processed by a nonlinear function given by the logistic map. The dynamics of the circuit, shown in Figure 14 , is modeled by the equatioṅ=
where is the voltage across the capacitor , and the input is given by The input signal is generated using Simulink©, and the interface used between the computer and the circuit is the data acquisition card CLP1104 from dSPACE©. By choosing the component values = 1 Ω and = 1 the time constant = 1mS is obtained, which scales the dynamics of the circuit (31) by a factor = 1/ = 10 3 ; that is,̇= (− + ) .
This system has the same structure as the example of Section 5.1 (logistic map). The analysis and the application of Theorem 7 are similar and it is possible to calculate all the parameters to satisfy assumptions (AS1-3). Note that, in real cases like this one, a time scaling is needed to apply the results described here.
In what follows we describe the results obtained using responses for several values of parameter (3, 3.5, and 4.5). Figure 16 shows the input signal applied to the circuit. Note that the magnitude of this signal lies well inside the voltage range managed for the D/A interface (± 5V).
Conclusions
In this paper a systematic procedure to induce periodic and chaotic oscillations in simple, first-order, continuoustime systems via a feedback function depending on the delayed state has been proposed. It has been shown that an oscillatory behavior can be produced by imposing a passivity condition on the open-loop system, tuning some parameter to force the equilibrium points to be unstable and guarantee semipassivity of the closed-loop system. Several examples to illustrate the technique were described, with which a great variety of oscillatory behavior can be observed. A physical example built with a simple electronic circuit that displays a similar behavior to the logistic map has also been included.
