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Abstract 
In this paper we shall prove a moment inequality which in a special case yields the following 
result 
where (&) is a sequence of independent non-negative random variables, T is a stopping time, and 
T’ is a copy of 7 independent of the sequence (&). The constant 2pm’ is best possible. 
KP,V WH&: Independent random variables; Stopping time; Tangent sequences; Moment in- 
equality 
1. Introduction 
Let (tk) be a sequence of independent random variables with partial sums SO = 0, 
Sk = <I + ... + (k, k = 1,. . Let r be a stopping time with respect to (tk). Histori- 
cally, a lot of attention has been given to randomly stopped sum S,, and their 
probabilistic properties has been extensively studied (see e.g. a recent monograph by 
Gut (1988) and references therein). In this paper we shall be interested in approximat- 
ing the L, - norms, 1 I p < cc , of the random variable S,. Let us begin by recalling 
two recent results which motivated our investigation. The first one is a particular case 
of an inequality established by Klass (1988, Theorem 1.3) while the second was derived 
by de la Peiia and Govindarajulu (1992). Denote by r’ a copy of r independent 
+ Part of this research was carried out during the author’s visit at the University of California, Berkeley in 
the summer of 1992. 
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of the sequence (&). Then there exists an absolute constant C such that for all p, 
0 < p < m the following inequality holds: 
Note that constant C does not depend on p. As we mentioned above this is 
a particular case. In the full generality t’s are allowed to take values in arbitrary 
Banach space (with absolute value replaced by norm). Also one can replace Q(t) = rp 
by more general functions of moderate growth. Given the above inequality it is 
natural to ask: what is the best (i.e. the smallest) possible value of the constant C? To 
the best of our knowledge, only very limited information is available here. The only 
result we are aware of deals with the case p = 2 and was proved by de la Pena and 
Govindarajulu (1992). 
ES,2 I 2ES;, 
The constant 2 is best possible. Our aim here is to provide an additional informa- 
tion on the best constant appearing in (1). Namely, we shall prove below that if tk’s are 
assumed to be non-negative then the following is true. 
ESP < 2pm’ESp *- 1’7 1 <p<c. (2) 
The constant 2pm ’ is sharp. We do not know what is the best constant in (l), even 
under some extra assumptions, like Etk = 0. 
Actually we shall prove (2) in a more general context of the so-called tangent 
sequences of random variables (see the next section for definition). This sharpens 
a non-negative version of a recent domination inequality obtained by the present 
author in Hitczenko (1994, Theorem 1 .l). 
2. Terminology and notation 
Our notation is standard. For 1 I p I ~1, the L,-norm of a random variable X will 
be denoted by IIXJI,. Let (pm) be an increasing sequence of o-algebras on some 
probability space (Q, F”, P). A sequence (Y,,) of random variables is (.Fn)-adapted if Y, is 
Fn,-measurable random variable, for n = 1, . The indicator function of a set A will 
be denoted by IA or Z(A). All equalities or inequalities between random variables are 
assumed to hold almost surely. Given a random variable X and a a-algebra .nC we 
denote by y(Xl.el) the conditional distribution of X. given .d. In particular, 
y(Xl,d) = sV( YI*n/) means that 
P(X < fld) = P(Y < fld), 
for every real number t. We are now ready for the following definition. 
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Definition 2.1. Let (&) be an increasing sequence of o-algebras on (Q,F,P). 
(a) Two (F,)-adapted sequences (X,) and (Y,,) of random variables are tangent if for 
each n = l,... we have 
(b) An (PJ-adapted sequence (Y,) of random variables satisfies condition (CI) if 
there exists a o-algebra 9 c 9 such that for each n = 1, . . . 
Y(Y,IE-1) = Z(Y,l3) 
and such that (Y,) is a sequence of B-conditionally independent random variables. 
Tangent sequences appeared to be a useful tool in several areas of probability and 
analysis and have been studied vigorously in the last decade. We refer the interested 
reader to Kwapien and Woyczynski (1992) for more information on tangent se- 
quences. It is known, in particular, that for every sequence of random variables (X,) 
there exists (possibly on an enlarged probability space) a sequence tangent to (X,) and 
satisfying condition (CI). Throughout this paper such a sequence will be referred to as 
a decoupled version of (X,) and will be denoted by (2,). The principal example of 
tangent sequences is provided by the following situation. Let (&) be a sequence of 
independent random variables with natural filtration (JzZ~) and let (vk) be an (J& i)- 
adapted sequence of random variables. If we let (X,) = (v&) then (2,) = (v&J, where 
(4;) is an independent copy of (&), 4 = a(dl,, <;, . . . , &J, k = 1, . , and 
$? = o(&$, k = 1, . ..). In particular, letting vk = I(T 2 k), k = 1, . . . we see that 
k;, xk = ‘7 and kz, X, E s;. 
Therefore, (2) will follow once we establish the following inequality 
(3) 
for every positive integer n. We shall prove (3) in Section 3. Since we shall be dealing 
throughout the proof with simple random variables, let us discuss that case in 
a greater detail. Assume that (&,) is an ascending sequence of finite partitions of Q and 
let (X,) be an (&J-adapted sequence. More specifically, suppose that 
A j=l 
where summation is extended over all elements A of partition &k _ ,, and on the kth 
stage the set A is divided into pairwise disjoint sets Bf, , BfA. For fixed A and k let 
qA,k be a random variable distributed by the rule: 
PhA,k = tf, = 
PO j= 1 .,, j,. 
P(A)’ ’ ’ 
Choose ,I,,,‘s so that they are independent and so that the collection (II~,~: 
A ES”& 1, k EN) is independent of o(~.c-&). Let 
and put 9 = o(U &). If we let 
then (YJ is a decoupled version of (X,). 
We close this section with the following elementary inequality which is stated here 
for easy reference: 
Lemma 2.2. Let (ai)?, , and (hi):, , hr tblw .srqumcr.s of real r~i4mher.s md supposr thrrt 
hi’s LIW strictly positiw. Then 
Proof. This follows from 
where ~~ = hi/C;=, hi, i = I. . .tl. 1 
3. Sharp inequality 
In this section we shall prove the following theorem. 
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Proof. Let 
R,=sup ‘;I 1, (5) 
where the supremum is taken over all sequences (X,) of non-negative random vari- 
ables. We shall show first that R, 2 2pm ‘. To this end let Xi = XZ = IA, and Xk = 0 for 
k 2 2. Let F0 = {@,Q}, then Xi is simply an independent copy of Xi. If we take 
F1 = FZ = o(X,,Xi) and 3’ = 0(X1), then X2 is Fi-measurable and thus 2, = X,. 
Therefore, Xi and X, are i.i.d. random variables distributed by the rule 
P(Xi = 1) = P(A) = 1 - P(Xi = 0), i = 1,2. Consequently, 
11x1 + x21/:: = 2PP(A) 
11% + X211:: 2pP2(A) + 2P(A)(l - P(A)) 
+ 2p-‘, as P(A) +O. 
This proves the lower bound for R,. The main problem with the proof of our 
theorem is to realize that the above example is really the extermal case. Once this is 
realized the proof of the upper bound for R, becomes rather natural. Pick a finite 
sequence (X,)r= 1 of simple random variables for which the ratio 
(6) 
is almost equal to R,. We shall reduce X,‘s (at the same time increasing ratio (6)) until 
we are in the situation Xi = X, = Ia, Xk = 0, k = 3, . It is convenient to divide 
proof into three steps. 
Step 1. We shall show first that we can assume that 
X1 = t11,4,, and supp(X, + ... + X,) c Al. 
Indeed, suppose 
x, = z t;r*;, where CA; = 52. 
i=l i=l 
Then, the numerator in (6) is equal to 
(7) 
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On the other hand, the expression in the denominator of (6) admits the following 
lower bound. 
+ 5 P(A;) 2 P(A’,)(t’$’ 
r=l j= 1 
iii 
+ i$, ,g, f’(d) E 
j+i 
‘IA; 
By changing the order of summation we see that the middle term above is equal to 
2 P(A’;)(t;)” g P(A.0 = 5 P(A;)(t;)“(l - P(A;)) 
i-l j=l j=, 
j#i 
Moreover, since 
n, n, 
‘I*; = 2 (1 - P(A;))E 
j = 1 j :- , i=l 
j#l 
we conclude that the expectation E(CF=, Lqk)p is bounded below by 
IA; + P(A;)(I - P(A;))(t;)P . 
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If we now let 
Wi, = til,; and Xi = X,1,; i = l,...,nI, 
then the above expression can be identified as 
Indeed, since the support of Xi, + ... + XL is contained in A’; and since pi = yli, 
where 
J’(q’1 = t;) = P(A;) = 1 - P(& = 0), 
and & is independent of X1, . ,X,, x2, . . . , yN we get 
as desired. Since 
+ P(A;)(l - P(A;))(tdP, 
,,,i x,11; = 2 E(t’; + 5 xk)p1.4; = 
i=l k=2 
in view of Lemma 2.2 we conclude that the ratio in (6) is bounded above by 
+i xf 
> 
P 
k=2 
+; x: 
P 
k=2 
This proves our statement and we shall assume in the sequel that (7) holds. 
Step 2. Let now 
x2 = -f t;r*:, where u A’,= A,. 
i=l i=l 
Then, the numerator in (6) is equal to 
We shall look now at the random variable 
x = c (tl + WA:, 
i=l 
and we shall find a decomposition 
x = Y, + Y2 
such that 
IIFl + F2+$ xklI;<llxl +x2+: X&. 
k=3 k-3 
If we set 
and Y, = f (1 - ccj)(tI + fi)I,.+ 
j= I j: 1 
where 0 I Mj I 1, then denoting 
,j = 1, . . ..n2 
we have 
k=3 j- 1 
where ~1, is a random variable distributed by the rule, 
P(g, = O!j(t, + ti)) = P(A’,), .i = 1, . . . ,?lJJ; P(q, = 0) = 1 - P(‘4,). 
The latter expectation is equal to, 
4 
tajlf 1 + f4))“P(A’2)(1 - P(A 1)) + P(A!2) II (f 1 
j
+ tgz,,: +zq; 
+ 2 P(A’,) ll(Xi(t, + ti) + (I - Tj)(tI + t<) 
i#j 
Since 
_ 
x, = g, and X, = <21A,, 
(9) 
where P(t, = t,) = P(A,) and P(r2 = ti) = P(Ai)/P(A,), j = 1, . ,n2 we obtain 
that 
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+ c P(AJ2) /I (tl + tj2)I.g + .zj 11; 
Let s = min, <jrnl(tl + ti} and for each j choose 0 I xj <_ 1 so that 
(1 - Uj)(tl + tj,) = S, fOt j = 1, . . . ,n2. 
Then 
(l - ai)(tl + tl) = (1 - xj)(tl + t’,), 
for all i and j so that 
Zi(rr + t\) + (1 - cCj)(tl + tj,) = 1, + ti, i,j = 1, . . . ,n2. 
Therefore, it follows from (9) and (lo), that in order to verify (8) it suffices to check 
that 
2 t1 - P(A1)) C P(AJ2)(aj(tl + fJ2))P. 
j=l 
Since \\t\I,; + ZjIIF 2 (t\)PP(A’,) and )3j”L1 P(A’,) = P(A,), the above inequality is 
satisfied as long as we have that 
P(Ar)tf + CP(A$)(ti)’ 2 xP(A$)(~j(tl + ti))“. (11) 
j j 
But, by the very definition of zj we have 1 - clj = s/(tr + tj,), and since s 9 t, we 
obtain that 
clj = 1 - S/(tr + t$) I 1 - t*/(tr + t’,) = r$/(tr + t$). 
Since the latter estimate implies (1 l), the proof of this part is complete. 
Step 3. Assume now that X, = tllA2 and that X2 = t21Az, for some tr, t, > 0. 
Suppose 
x, = 2 tj,I& where 
j=l 
jgIA: = AI 
Then we have that 
x,+x,+x,=x,+(X,+X,)=t,IA*+ &z+t$)I+ 
j=l 
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and 
2, +X,+X,=X,+(X, +x2). 
Therefore, repeating the argument used in step two we infer that 
where 
Y, = 2 a,(t, + t2 + t<)I‘& and Y, = z (1 - rj)(tl + tz + t$)IA;, 
j= 1 j= 1 
for some 0 I clj I 1, 1 I j I n3. Since 
2 xk = r, + Y2 + -f xk 
k=l k=4 
reasoning as in the first part of our proof we can reduce the number of non-zero values 
taken on by Y, to one. By iterating the above procedure we conclude that the original 
ratio is bounded from above by 
11x1 + x2 II:: 
11x1 + x2 11;’ 
where Xi = tlA and X2 = sIA for some positive numbers s and t. It is easy to see, that 
for fixed P(A) the above ratio is maximized when t = s = (t + s)/2 with the value of 
2PP(A) 
2pP2(A) + 2P(A)(l - P(A))’ 
The estimate R, I 2pm1 follows by letting P(A) + 0. This completes our proof. L.1 
4. Remarks 
(i) It is easily seen that the proof of Theorem 3.1 extends to more general functions 
@ than just powers. In fact, besides convexity, the only property of @ used in the proof 
was @(x + y) 2 Q(x) + Q(y), x, y 2 0. Since, for convex functions the latter inequality 
holds whenever Q(O) = 0, for such functions we have 
where Co = sups, ,, , ‘@(2s)/2@(s)]. In particular, if @ also satisfies the Ax-condition, i.e. 
@(2t) I c.@(t), for all t > 0, then we get C, = c/2. This bound is sharp. The above 
conditions imposed on @ are closer to generality considered by Klass (1988). He 
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required the AZ-condition and Q(O) = 0 but not convexity. We do not know what is 
the best Cg (depending on AZ-constant only) for the latter class of functions. 
(ii) By expanding exponential function into power series and integrating term by 
term we obtain the following bound for moment generating function 
Both upper bounds above are sharp. This should be compared with a recent result 
of de la Peiia (1994) who proved that (for not necessarily non-negative) random 
variables (X,) we have 
(iii) As we mentioned several times an inequality of Theorem 3.1 implies that 
and the bound 2p-1 is sharp. To see the sharpness of the above inequality in this 
special case it suffices to notice that the example which was used to show the estimate 
R, 2 2p-’ is of the form of randomly stopped sum of independent random variables. 
Indeed, if r1 = ZA,t2 = l,& =O, for k = 3, . . . and z =inf{n:& =Oj then 
Xk = Z(z 2 k)&, k = 1, . Note that these (&) are not i.i.d. so this does not cover the 
case of randomly stopped random walk. In fact, we do not know what is the best 
constant in (2) for i.i.d. sequences (rk). 
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