Abstract -To support service guarantees in packetswitched networks, three approaches have been proposed and studied in the literature. They are the Stateless Core (SCORE) approach, the Integrated Services (IntServ) approach, and the Differentiated Services (DiffServ) approach. The granularities of service guarantees provided by these approaches at each router are respectively packet level, flow level, and class level. In this paper, we propose a novel approach, called Link-Based Fair Aggregation (LBFA) approach to scalable support of service guarantees. While the granularity of service guarantees supported by LBFA is link level at each router, we show through analysis that the proposed LBFA approach can achieve as good as or even better per-flow service guarantees than the current three approaches.
I. Introduction
The Internet was initially designed to provide one simple service: best-effort datagram delivery. Such a design allows routers to be stateless and to forward packets in a First-In-First-Out (FIFO) manner. As a consequence, today's Internet is highly scalable in the sense that router complexity does not increase with the number of flows in the network. However, with the development and deployment of multimedia and network technologies, multimedia has become an indispensable feature of the Internet. Unlike traditional applications such as file transfer, many multimedia applications such as Internet telephony are delay-sensitive. Thus, there is a demand for introducing a service in the Internet with which both bandwidth and delay guarantees are provided.
Chronologically, three approaches have been proposed in the literature to provide such services in addition to best-effort service, which are the Integrated Services (IntServ) approach [4] , Differentiated Services (DiffServ) approach [3] , and Stateless Core (SCORE) approach [25] . Specifically, the Guaranteed service [23] defined in IntServ, the Expedited Forwarding service [8] defined in DiffServ, and the feature of providing guaranteed services in SCORE [25] are for this purpose. These approaches have important differences in achieving these services. In particular, while the IntServ approach can provide end-to-end flow level service guarantees, it is stateful in the sense that every router needs to maintain per-flow states. The DiffServ approach is core-stateless since per-flow states are only maintained at edge routers. However, service guarantees under the DiffServ approach are provided only to aggregate class level and such guarantees are mainly defined for the per-hop case. Additional effort is needed to make DiffServ support endto-end per-flow service guarantees. Like the DiffServ approach, the SCORE approach is also core-stateless in providing scalable support of guaranteed services, but it achieves this in a different way by letting each packet carry packet state and each router forward the packet by a deadline calculated based on the carried state. Hence, packet level service guarantees at each router and consequently end-to-end per-flow service guarantees are provided by the SCORE approach.
In this paper, we propose a novel approach, the Link-Based Fair Aggregation (LBFA) approach, to provide scalable support of per-flow service guarantees. This approach is inspired by a natural phenomenon in the network: a flow is aggregated with other flows on each link along its transit path. The idea behind LBFA comes from the conjecture that if a flow is properly aggregated with other flows of the same traffic class on each link along the path, it is possible to preserver service guarantees end-to-end to the flow by aggregating the corresponding aggregates on each link properly and providing service guarantees to the formed link level aggregate at each router along the path.
In the proposed LBFA approach, except for a couple of fixed or pre-configured parameters associated with each router, no per-flow information is maintained in the core as is the case for the core-stateless DiffServ and SCORE approaches. In addition, as opposed to the SCORE and DiffServ approaches, the LBFA approach does not mandate maintaining per-flow states at edge routers. Hence, the LBFA approach can be stateless. In addition, as opposed to the SCORE approach, no additional information needs to be added to each packet in the LBFA approach. In the LBFA approach, service guarantees at each router are provided to the aggregate of flows of the same traffic class from the same incoming link. In this sense, the LBFA approach is said to provide link level service guarantees at the router. In the paper, we show through analysis that end-to-end per-flow service guarantees can be provided if LBFA is implemented in the network. These guarantees are as good as or even better than those provided by the three existing approaches.
The rest of the paper is organized as follows. In the next section, we introduce the network model. In Section III, we give an overview of the IntServ, DiffServ and SCORE approaches. Also in this section, per-flow service guarantees provided by each of these approaches are reviewed and proved. In Section IV, we present in detail the proposed LBFA approach and analyze its service guarantees. In Section V, we discuss and compare the proposed LBFA approach with the three current approaches. Finally in Section VI we conclude the paper by summarizing our contributions.
II. Network Model
In this section, we introduce the network model, assumptions and definitions that will be used throughout the paper.
A. Network Model
We consider a single multi-service network domain with feedforward routing. Routers are building blocks of the network. In the network, flows are partitioned based on the service classes that they belong to. The service discipline at each output port of a router allocates resources of the corresponding output link among different service classes in a link-sharing manner [10] . Link-sharing is a mechanism that allows resource sharing among traffic flows grouped according to administrative affiliation, traffic type or other criteria. In this paper, we assume that at each router, link-sharing is provided among traffic classes with diverse service requirements, such as EF PHB and AF PHBs in the DiffServ architecture [3] . For each scheduler at the scheduling hierarchy of such link-sharing [10] , its buffer, if there is any, is assumed to operate in FIFO manner and its size is large enough to ensure no packet drop.
When entering the network, every flow is shaped at the edge before releasing into the network. Packets of the flow are transmitted in the network along a single path as shown in Figure 1 , which is modeled as a list of link servers. These packets traverses the path in the FIFO order so that the ordering of packets in the flow is preserved at every router along the path. In this paper, we are interested in the end-to-end service guarantees provided to the flow.
H-1
The considered flow end-to-end All routers in the network are assumed to be output-buffered and implement aggregate class-based scheduling. Figure 2 depicts the architecture of a typical router. The router possibly has multiple input links and multiple output links. For each packet that arrives on an input link, the router determines the next hop on its path and transmits the packet on the corresponding output link. At each output link, a certain percentage of bandwidth is reserved for each traffic class according to some link-sharing policy. Note that it is the responsibility of admission control to ensure that the bandwidth usage of each individual class does not go beyond its reserved portion, which will not be discussed in this paper. In addition, how a linksharing policy is determined is beyond the scope of the paper. Throughout the rest of the paper, we use link server to represent the whole link-sharing scheduling hierarchy. Specifically, the link server includes both the class-based flow aggregation part and the classbased scheduling part shown in Figure 2 .
Consider a flow f of a certain traffic class c. Let F s denote the set of all class c flows constituting the class c aggregate on link server s along the path of flow f . Let I s denote the number of incoming links to the router with output link s. Denote by R s the reserved bandwidth for class c traffic on link s. Assume f is shaped before entering the network to conform to a token bucket with parameters (r f , σ f ) where r f is the token arrival rate and σ f is the bucket size.
We further make the following assumptions for later analysis in the paper. First, for ease of exposition, the delay experienced by a packet at the edge traffic shaper and the propagation delay from one link server to another are excluded from the end-to-end delay. Second, assume that the amount of class c traffic on any link s does not exceed a certain ratio α s (≤ 1) of the reserved rate R s . Specifically, we require that for any link s in the network f ∈Fs r f ≤ α s R s . Third, for any link s, let β s = 1 Rs f ∈Fs σ f and β be a bound on β s . Fourth, any flow in the network is assumed to traverse at most H hops. In other words, the network diameter is H. In addition, we assume that there exists a bound on the size of any packet in the network, which is denoted by L. Moreover, we assume no packet delay is introduced by traffic separator. Finally, we adopt the convention that a packet has been received/transmitted if and only if its last bit has been received/transmitted.
B. Scheduling Model
Each scheduler studied in the paper is assumed to belong to the Guaranteed Rate (GR) server family [11] , which includes the class-based scheduler shown in Figure 2 and the corresponding link server. The idea of the GR model is to capture the deadline guarantee with regard to a virtual time function. This idea was initially used in [27] and later extended and generalized in [11] [12] [20] . It has been shown that a lot well-known scheduling algorithms belong to GR [11] [12] . Note that while the Latency Rate (LR) server model [24] is also widely used for network analysis, the work in [17] has shown that all LR servers are GR servers. In addition, it can be proved that the hierarchical version of a lot well-known schedulers also belong to GR [2] [16] .
GR server is defined based on the guaranteed rate clock (GRC) value of a packet [11] [12] . Let p f,j be the jth packet of flow f , l f,j be its length, and r f s be the bandwidth allocated to the flow. Then, the GRC value for packet p f,j at server s, denoted by F f,j s , is iteratively defined as: 
The difference between F f,j s and F f,j is that while the former is server-dependent, the latter is serverindependent. In fact, if we view the whole network as a blackbox, then F f,j is the GRC for the blackbox. In this sense, F f,j can be considered as the end-to-end GRC function for the flow f across the network.
A server s is said to be GR server to flow f with rate r f s and error term E f s , iff it guarantees that any packet p f,j of the flow is transmitted by [11] 
where E f s is a constant that depends on the scheduling algorithm.
Similarly, the network is said to provide rate guarantee to flow f with error term E f , iff for any packet p f,j , the network guarantees that
where E f is a constant that depends on the link servers along its path and d
H denotes the departure time of packet p f,j from the network.
For every GR scheduling algorithm, a corresponding Core-Stateless GR (CSGR) algorithm can be defined [18] [19] . In such a CSGR algorithm, it assigns the following GRCore values to packets of any flow f and schedules packets in the increasing order of their GRCore values at each link server s:
for s ≥ 1. Conversely, the GR scheduler is said to be the corresponding GR scheduler of the CSGR scheduler [18] [19] .
III. Current Approaches
In this section, we briefly review the IntServ, DiffServ and SCORE approaches and summarize (by reviewing and proving) service guarantees provided by these approaches.
A. The IntServ Approach

A.1 The Approach
In the IntServ approach [4] , service guarantees are provided end-to-end on a per-flow basis. In order to do so, this approach uses end-to-end signaling to set up flow classification and reservation states on each router along the path. Usually, the router implements per-flow scheduling for resource allocation among flows. In particular, per-flow fair queueing (PFFQ) is commonly adopted by the router for the class-based flow aggregation part shown in Figure  2 . We call the resulted IntServ PFFQ-based IntServ. The granularity of service guarantees provided by the PFFQ-based IntServ approach at each router is hence flow level.
Since the IntServ approach needs to maintain at every router per-flow reservation states so as to perform per-flow classification and scheduling, this approach is said to be stateful. While a considerable amount of work has been done on designing various scheduling algorithms to provide per-flow guarantees over the past decade, the requirement of maintaining per-flow states at the router persists. The implementation complexity hence increases with the number of flows. Since in the network core, such a number could be extremely large, routers in the IntServ approach may not scale well for high speed links.
A.2 Per-Flow Service Guarantees
The following Theorems 1 to 3 summarize the perflow service guarantees provided by the PFFQ-based IntServ approach. Particularly, Theorem 1 is the basis for Theorem 2 and Theorem 3, which proves that an IntServ network can be treated equivalently as a single GR server. Its proof can be found from the literature (e.g. [11] ). Theorem 2 states that the end-to-end delay of any packet is bounded, which is obtained easily by applying the token buck constraint to Theorem 1 (e.g. see [11] ). Theorem 3, whose proof can be found from the appendix, shows the throughput guarantee provided by the PFFQ-based IntServ approach.
Theorem 1: [Rate Guarantee] If in a network, the link server at each router s along the path of a flow f belongs to GR with rate r f s (≥ r f ) and error term E f s , then the network guarantees that
where H is the number of routers on the path.
Theorem 2: [Bounded Delay]
Under the same condition as Theorem 1, the end-to-end delay of any packet in the flow is bounded by:
Theorem 3: [Throughput Guarantee] Under the same condition as Theorem 1, if the source of flow f transmits packets at least at rate r f , the network guarantees to the flow
where W f (t 1 , t 2 ) denotes the work done by the network to the flow in any interval [t 1 , t 2 ] with 0 ≤ t 1 ≤ t 2 , and (x) + ≡ max{0, x}.
B. The DiffServ Approach
B.1 The Approach
In the DiffServ approach [3] , packets of flows are classified into a small fixed number of classes, such as the Expedited Forwarding (EF) class [8] and Assured Forwarding (AF) groups [13] , as opposed to possibly more than thousands of flows in the IntServ approach. In DiffServ, each flow subscribes to a class. Complex per-flow classification is implemented only at edge routers. In the core, routers provide service guarantees only on a class basis rather than a perflow basis. The granularity of such a service guarantee at each router is hence class level. Since only edge routers need to maintain per-flow states and core routers do not, the DiffServ approach is core-stateless. With limited and fixed number of traffic classes, the DiffServ approach achieves scalability of core routers.
As oppose to end-to-end service guarantees for individual flows in the IntServ approach, the current DiffServ mainly supports per-hop service guarantees, i.e. Per-Hop Behaviors (PHBs), to each traffic class aggregate. The extension of per-hop guarantees to per-domain or end-to-end guarantees is still an undergoing work [16] [22] [14] .
To date, a lot implementations of DiffServ PHBs have emerged. A typical implementation is to aggregate packets of the same class in a single FIFO queue and service them in the order of their arrival times. In such implementations, the aggregator shown in Figure  2 is actually virtual, since the buffer of the class-based scheduler has been assumed to operate in the FIFO manner. Clearly, FIFO aggregation results in a very simple implementation of DiffServ. Throughout the rest of the paper, we shall focus on the DiffServ approach with FIFO aggregation and call it FIFO-based DiffServ. In the following, we present per-flow service guarantees provided by the FIFO-based DiffServ approach.
B.2 Per-Flow Service Guarantees
As discussed above, the link-server of a router under FIFO-based DiffServ is indeed the class-based scheduling part shown in Figure 2 . Assume that each link-server s guarantees rate R s to the corresponding class aggregate of flow f with error term E s . Then, we have the following theorem which presents the bounded delay guarantee supported by the FIFObased DiffServ approach. It has been proved in a previous work [15] .
Theorem 4: [Bounded Delay] If the following condition on link utilization is satisfied
then a bound on end-to-end delay for any flow f exists and is
where P s denotes the capacity sum of all input links that have the considered traffic class input, u s = (Ps−Rs) + Ps−αRs , u = max s {u s }, and
Conversely with Theorem 4, we can get the following results for the FIFO-based DiffServ approach. Here, Theorem 5 can be easily proved since based on the definition of F f,j , we always have
Theorem 6 can be proved using the same method as in the proof of Theorem 3.
Theorem 5: [Rate Guarantee] If condition (10) is satisfied, then the network guarantees that
where D f is determined by (11) . Theorem 6: [Throughput Guarantee] Under the same condition (10) , if the source of flow f transmits packets at least at rate r f , then the network guarantees to the flow that
where D f is determined by (11) .
C. The SCORE Approach
C.1 The Approach
Like the DiffServ approach, the SCORE approach is also core-stateless in providing scalable support of service guarantees [25] . However, it achieves this in a different way from the DiffServ approach. The key construct in the SCORE approach is the notion of packet state (PS) and the main ideal behind PS is to have packets carry per-flow states instead of having routers maintain the per-flow states [25] .
The packet state is inserted by ingress edge routers which, as in the DiffServ approach, maintain per-flow states. In the core, a router processes each incoming packet based on the state carried by the packet and the router's internal state. Before forwarding the packet to the next hop, the core router may update both the packet state and its internal state. In such a way, PS coordinates actions of edge and core routers along the path of a flow to provide service guarantees to the flow. In fact, a router schedules packets even unaware of each individual flow. The router guarantees that each packet is forwarded to the next hop within a certain time limit that is computed from its carried PS. In this sense, the SCORE approach provides packet level service guarantees at each router. Like the DiffServ approach, the SCORE approach does not maintain per-flow states at core routers and hence achieves scalability of core routers.
C.2 Per-Flow Service Guarantees
The following results show that the same service guarantees are provided by a SCORE network as by a PFFQ-based IntServ network if each router in the SCORE network implements the corresponding corestateless version of the GR algorithm used in the IntServ network [18] . Here, Theorem 7 has been proved in [18] . Theorem 8 and Theorem 9 can be easily proved using the same method as for Theorem 2 and Theorem 3. Theorem 9: [Throughput Guarantee] A SCORE network of CSGR servers provides the same throughput guarantee (9) as a PFFQ-based IntServ network of the corresponding GR servers.
IV. The Link-Based Fair Aggregation Approach
In this section, we present the Link-Based Fair Aggregation (LBFA) approach and analyze its service guarantees.
A. The Approach
The idea of LBFA was motivated by the following observation. Let us re-look at Figure 1 . While it includes all routers that a flow passes through, it does not show the aggregation nature of the flow with other flows sharing the same or parts of its path. To reflect such sharing, Figure 3 is presented, which shows that when the flow passes through each link of the path, it is aggregated with other flows. As shown in Figure 3 , other flows may join and leave the path that the flow traverses. In other words, the considered flow is aggregated with other flows of the same traffic class on each link along the path. Observing this, the idea of LBFA comes from the conjecture that since flows traversing the same link have already been aggregated, it may be possible to preserve service guarantees to each individual flow by aggregating those aggregates on each link properly. In particular, as shown in Figure 4 , we treat the aggregation of all flows of the same traffic class, which are from the same input link and destined to the same output link, as a single link-level aggregate. We let this link-level aggregate first pass through a traffic shaper, and then use a fair queueing (FQ) scheduler to multiplex such shaped link-level aggregates from different input links to generate the class-based aggregate fed into the class-based scheduler. We call the resulted rate-controlled scheduler [28] 
Fig. 4. Flow aggregation by FQ-S
More specifically, we require the shaper for any input link i at router s to be a greedy shaper [21] that works like a link with fixed capacity r f i s . Such a shaper can be implemented by a leaky bucket shaper with leaking rate r f i s . It is easy to verify that such a shaper has a shaping curve r f i s · t + L 1 (e.g. see Lemma 1 of [15] ). Here, f i denotes the corresponding linklevel aggregate from input link i of the considered flow f ; r f i s denotes the sum of allocated rates of all constituent flows of the link-level aggregate f i . In addition, we require that both the class-based scheduler and the FQ scheduler belong to the Latency-Rate Worst-case Service Guarantee (LR-WSG) server class [16] . This requirement is (to some extend) necessary since for analyzing hierarchical schedulers, to the best of our knowledge, [16] and [2] are the two main available references. However, [2] is limited to hierarchical FQ schedulers. Reference [16] Remarks: With Lemma 2, by using the same method as in proving Theorems 2 and 3 from Theorem 1, it can be shown that various service guarantees are provided by router s to the link-level aggregate f i . In this sense, we say link level service guarantees are provided by the LBFA approach at each router.
Lemma 3:
The link server implementing LBFA guarantees to f i
Here in Lemma 3, g denotes the corresponding class-based aggregate of f i , p g,k = p f i ,j and with
B. Per-Flow Service Guarantees
Having introduced the idea of LBFA and some properties of the link server implementing LBFA, we now show through analysis that end-to-end per-flow service guarantees are provided by the network if LBFA is implemented even though each node is unaware of individual flows. We shall see that these guarantees are independent of link utilization level (as long as the link is not overloaded) as in the IntServ and SCORE approaches.
In the following analysis, we assume that in the network, for flow f , the allocated rate R s to the corresponding class-based aggregate at any router s along its path is not less than the sum of allocated rates to the link-level aggregates forming the class-based aggregate at their pervious hops. It is worth highlighting that this assumption makes sense for real networks. An example is IntServ networks with aggregation of end-to-end reservation [1] . Another example is MPLS networks with LSP merging [9] . In these networks, when bandwidth guarantee is required, it is usually assumed that in cases of reservation aggregation or LSP merging, the reserved rate at downstream routers of the merged point is sufficient to carry the sum of merged traffic [1] [9] . In a follow-up work, we shall present that the above assumption can be relaxed based on the idea of enforcing spacing between packets at the edge. Similar ideas have been used in [6] and [14] .
We begin with a lemma. Its proof can be found from the appendix 2 .
Lemma 4:
For any packet p f,j , the network guarantees that
where H is the number of routers on the path of flow f , f 1 denotes its corresponding link-level aggregate 2 From the proof, it can be verified that a better result for Lemma 4 (and consequently better results for Theorems 10 to 12) is possible, which is d
For ease of exposition, we use (18) in the paper.
flow at the first router, E s is determined by (16) , and
With Lemma 4, the following results can be further derived. The proof of Theorem 10 can be found from the appendix, with which Theorem 12 can be easily proved using the same method as in proving Theorem 3 from Theorem 1. For Theorem 11, it is noticed that f is part of f 1 , which is assumed to be formed by aggregating its constituent flows in the simple FIFO manner, and hence f has the same delay bound as f 1 , which is obtained by applying to Lemma 4 that f 1 is (r f 1 , σ f 1 ) constrained at the first router. 
where
Theorem 11: [Bounded Delay]
For the same network as in Lemma 4, the end-to-end delay of any packet in flow f is bounded by:
Theorem 12: [Throughput Guarantee] For the same network as in Lemma 4, if flow f transmits packets at least at rate r f , then the network guarantees to the flow that
Remarks: To compare per-flow service guarantees provided by LBFA with those by PFFQ-based IntServ, let us compare (19) and (7). By expending E s in (19), we get for LBFA,
Since r f i s is the guaranteed rate to the corresponding link-level aggregate of f at router s, and R s is that to its corresponding class-level aggregate, both r f i s and R s can be much larger than r f s in (7), the guaranteed rate to flow f at router s under the PFFQ-based IntServ approach. Hence, the second term in (22) can be much smaller than the second term in (7) . For the third terms in (7) and (22), they are comparable if a similar two-level scheduling hierarchy is used to implement the desired link-sharing among different traffic classes. The fourth and fifth terms in (22) are additional to those appeared in (7) . In real networks, R s is usually much larger than r f s since each class may consist of thousands of flows. Hence, if I s , the number of input links at each router is not too large, the fifth term may even be smaller than the difference between the second terms in (22) and (7).
From above discussion, the fourth term is the major part that possibly makes (22) worse than (7). This is due to that we have assumed f 1 , the corresponding link-level aggregate of f at the first router, is formed by aggregating its constituent flows in FIFO. This assumption allows not to maintain per-flow states at the edge and makes the network stateless. However, if the edge router does maintain per-flow states as in SCORE and DiffServ, a per-flow FQ scheduler can be used to aggregate constituent flows of f 1 to form the link-level aggregate. As a result, the forth term can be removed from (22) . Consequently, the resulted network is only core-stateless while (22) can be better than (7). Nevertheless, for the FIFO-based case, (22) is still comparable with (7) if the fourth term is small which is the case when r f 1 is large.
V. Discussion and Comparison
This section discusses various issues related to the implementation and service guarantees of the existing IntServ, DiffServ and SCORE approaches and the proposed LBFA approach. For the discussion, Table  I presents a comparison of these approaches.
It can be seen from Table I that at the service guarantee granularity level, the PFFQ-based IntServ approach provides end-to-end service guarantees on a per-flow basis. The DiffServ approach provides the coarsest level of service differentiation among a small number of PHBs or traffic classes. While the typically used FIFO aggregation of flows of the same PHB results in a very simple implementation of the PHB, the end-to-end service guarantees provided by the FIFObased DiffServ approach require that the overall network utilization level must be limited to a possibly very small fraction of the guaranteed rates to the PHB. In addition, the service guarantees provided by the FIFO-based DiffServ approach are generally worse than those provided by the PFFQ-based IntServ approach. These can be verified from Theorems 4 to Also from the table, we can see that at the implementation level, the PFFQ-based IntServ approach requires each router to maintain per-flow states for per-flow classification, scheduling and buffer management on its data path. Performing per-flow management inside a network affects the scalability of the network. This is because inside the network the number of flows can be quite large. The DiffServ and SCORE approaches, however, solve the problem by distinguishing edge and core routers. While edge routers still process packets possibly on a per-flow basis, core routers do not maintain per-flow states and process packets based on a small number of per hop behaviors in DiffServ or on the state carried by the packet itself in SCORE. In consequence, the DiffServ and SCORE approaches push the complexity of processing per-flow information to edge routers where the number of flows is supposed to be much smaller than in core, and keep the core stateless. The proposed LBFA approach goes one step further than DiffServ and SCORE: it even does not require edge routers to maintain per-flow states. In the LBFA approach, an edge router works in the same manner as a core router. Both edge and core routers do not need to maintain fine grain per-flow states: they process packets based on the bandwidth allocated to each traffic class on each link.
While promising, the SCORE approach has some specific requirements and implementation complexities on the network. One is the scheduling algorithm adopted at each router, which should forward each packet within a certain deadline based on its packet state. Another is that the time granularity and the number of bits used to encode the packet state should not be too corse or too small. The third is the change of every router in the network. These specific requirements could limit the use of SCORE approach in the current Internet infrastructure.
For the first requirement, a few core-stateless scheduling algorithms have been proposed in the literature such as SCED+ (Service Curve based Earliest Deadline First) in [7] , CJVC (Core-stateless Jitter Virtual Clock) in [25] , CSVC (Core-Stateless Virtual Clock) and VT-EDF (Virtual Time Earliest Deadline First) in [29] , CSGR (Core-Stateless Guaranteed Rate) in [18] , and SETF (Static Earliest Time First) and DETF (Dynamic Earliest Time First) in [30] . In fact, both the works in [7] and [18] define a wide range of scheduling algorithms that can be used for the core stateless approach. Nevertheless, the implementation complexity of all these algorithms can be as high as O(log(M)) where M is the number of packets in queue. This is because all these algorithms need to sort all packets in queue based on their deadlines calculated from their carried packet state. Such a sorting usually needs O(log(M)) complexity.
For the second requirement by the SCORE approach, a few ways may be used to carry the PS information, such as introducing additional header or introducing a new IP option or storing it in the IP header [25] . However, based on a recent research by Zhang, Duan and Hou [30] , if the number of bits for encoding the PS state is limited and hence the time encoding granularity is coarse, the service guarantees provided by the SCORE approach will be degraded and may even be limited by the link utilization level as for the FIFO-based DiffServ approach.
For the third requirement, in a SCORE implementation, the packet state of each packet is not only added at the ingress but also updated at routers in the network core. This requirement, however, is not supported by the current Internet architecture. As a consequence, it may delay or even preclude the deployment of SCORE approach in the Internet.
The proposed LBFA approach can be considered as a compromise between the PFFQ-based IntServ approach and the FIFO-based DiffServ approach. In fact, if we simply treat LBFA as a flow aggregation method, it could be used under both the IntServ architecture and the DiffServ architecture. In both architectures, shaper, although not mandated, is an allowed optional component for each router [4] [3] . If LBFA is used with IntServ, it helps solve its salability problem. In particular, by treating micro-flows at each router which have the same input link as one single macro link-level aggregate and using FQ-S to schedule packets from such link-level aggregates, routers do not need to maintain per-flow states while per-flow service guarantees are preserved at a comparable level. If LBFA is used with DiffServ, it not only improves per-flow service guarantees but also avoids the link utilization problem with the FIFO-based DiffServ approach.
In summary, PFFQ-based IntServ provides powerful service guarantees but has serious scalability problem. FIFO-based DiffServ is scalable but cannot provide comparable per-flow service guarantees as IntServ. PFFQ-based IntServ and FIFO-based DiffServ represent a fundamental trade-off between fine service granularity and scalability [26] . While SCORE is both scalable and has the same ability as IntServ in providing per-flow service guarantees, it introduces additional implementation requirements that could limit its use in the current Internet infrastructure. The proposed LBFA approach, which is simple to implement, provides another option for providing per-flow service guarantees that are comparable to those provided by PFFQ-based IntServ. In addition, LBFA may be used with IntServ to solve its scalability problem or with DiffServ to avoid its link utilization problem.
VI. Conclusion
In this paper, we discussed from the service guarantee granularity perspective the three widely studied approaches for providing service guarantees, which are the IntServ, DiffServ and SCORE approaches. We also summarized by reviewing and proving the perflow service guarantees provided by them. In addition, we proposed a new approach, called Link-Based Fair Aggregation (LBFA) approach to scalable support of per-flow service guarantees. While the granularity of service guarantees provided by LBFA at each route is link level, we showed through analysis that the perflow service guarantees provided by LBFA are comparable to those by PFFQ-based IntServ and SCORE, and are better than those provided by FIFO-based DiffServ. Moreover, we compared from various aspects the three current approaches and the proposed LBFA approach. The comparison showed that the LBFA approach is as scalable as the FIFO-based DiffServ and SCORE approaches and provides comparable per-flow service guarantees as the PFFQ-based IntServ and SCORE approaches. In addition, it does not impose addition implementation requirements as by the SCORE approach, nor does it require a limited link utilization level as imposed by the DiffServ approach. We believe that LBFA is a simple yet effective approach to scalable support of per-flow service guarantees, and it could be used together with IntServ or DiffServ to solve their specific problems. L r f . Consequently, based on the definition of LR server [24] [17], we have that the server guarantees that during any interval [t 1 , t 2 ] inside a burst period 3 [τ, τ * ] [17] in which the amount of traffic arrival from flow f satisfies A f (τ, τ * ) ≥ r f (τ * − τ ), the amount of service to the flow satisfies W f (t 1 , t 2 
Furthermore, we have assumed for the theorem that the source of f transmits packets at least at rate r f . In other words, we consider throughput guarantee within a burst period of the flow. Hence, the above result also holds under the same assumption. In addition, from the GR definition, we know from Theorem 1 that the network can be treated as a GR server to the flow with error term
Applying it to above, the theorem is proved.
B. Proof of Lemma 1
Proof: The proof is done by applying properties of LR-WSG server and the relationship between PSRG and GR. In [16] , it has been proved that a LR-WSG server provides PSRG with the same rate and error term. In addition, in [17] and [21] , it has been proved that PSRG implies GR with the same rate and error term. Hence, the first part is proved.
For the second part, it has been proved in [16] that the hierarchical scheduler made of the class-based scheduler and the FQ scheduler is LR-WSG server to the link-level aggregate with rate r f i s and error term E s + e f i s . Hence, using the same proof as for the first part, we obtain the second part result.
C. Proof of Lemma 2
Proof: For ease of exposition, we use f to represent f i in this proof. As depicted in Figure 4 , the link server consists of two parts: the greedy shaper and the two-level scheduling hierarchy. Let us denote by F f,j s the virtual finish time of packet p f,j at the link server, while by F f,j the virtual finish time of the packet at the hierarchical scheduler. Then by definition, for any i ≥ 1, From Lemma 1 part (ii), the hierarchical scheduler is GR server to the flow. Hence, the departure time of the packet p f,j from the hierarchical scheduler as well as from the link server satisfies d f,j s ≤ F f,j s + E f s . Now we first prove that
We prove (23) by induction. For the base step j = 0, it holds trivially. For the induction step, assume (23) holds for all 0, 1, . . . , j − 1. We shall prove (23) also holds for j based on the induction assumption. There are two cases. 
Note that since the greed shaper works like a virtual link with fixed capacity r f , it can be verified that the output of the shaper, which is also the input to the normal two-level hierarchical scheduler part, satisfies a f,j s
