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DIFFUSION FOR CHAOTIC PLANE SECTIONS OF 3-PERIODIC
SURFACES
ARTUR AVILA, PASCAL HUBERT, AND ALEXANDRA SKRIPCHENKO
Abstract. We study chaotic plane sections of some particular family of triply
periodic surfaces. The question about possible behavior of such sections was
posed by S. P. Novikov. We prove some estimations on the diffusion rate of
these sections using the connection between Novikov’s problem and systems of
isometries - some natural generalization of interval exchange transformations.
Using thermodynamical formalism, we construct an invariant measure for sys-
tems of isometries of a special class called the Rauzy gasket, and investigate
the main properties of the Lyapunov spectrum of the corresponding suspension
flow.
1. Introduction
1.1. Historical background and main result. A surface Mˆ in R3 is called triply
periodic if it is invariant under translations on vectors from the integral lattice Z3
(see Figure 2 for an example). In the general context the problem of the asymptotic
behavior of sections of triply periodic surfaces by planes of some fixed direction was
posed by S.P. Novikov in connection with the theory of metals (see [No82]).
Sections of Mˆ by the family of planes of fixed direction H consist of the collection
of curves (see Figure 1). It was shown (see [Zo84] and [Dy97]) that usually these
curves contain either only closed components (trivial case) or every unbounded
component has a form of a finitely deformed straight line and therefore has a strong
asymptotic direction (integrable case). However, in [Dy97] I. Dynnikov proved that
it is possible that the section does not have such a direction and wanders around
the whole plane (chaotic case). See Figure 1 for an example of chaotic section.
In the current paper we examine chaotic sections for the particular family of
surfaces of genus 3 and foliations on them with 2 double saddles. The idea of our
main theorem is the following: in [Dy08] Dynnikov introduced a way to construct
chaotic regimes from some natural generalization of interval exchange transfor-
mations (IET) called systems of isometries. More precisely, he found a bijection
between chaotic regimes and systems of isometries of order 3 of thin type. In
[AvHuSkr13] we studied a particular family of these systems and the correspond-
ing parameter set called the Rauzy gasket (the object also appeared in [ArSta13],
[Le93]). In all these papers, although the motivation was completely different, the
dynamics came from the iterated application of the same algorithm that will be
described below, and the Rauzy gasket was an attractor of the dynamical system
associated with this generating algorithm.
An application of Dynnikov’s construction to the family of systems of isome-
tries mentioned above provides a special collection of chaotic regimes. Our result
describes the typical behavior of these chaotic sections.
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Figure 1. Chaotic plane section of 3-periodic surfaces.
Theorem 1. There exists a probability measure for the Rauzy gasket, and the
diffusion rate of the trajectories for almost all chaotic regimes (with respect to this
measure) is strictly between 12 and 1 :
1
2
< lim sup
t→∞
log d(x, xt)
log t
< 1,
where d(x, y) is the standard Euclidian distance between points x and y on the
plane, x is some starting point that belongs to the section and xt is the position of
the point after time t.
Remark 1. The measure we construct is invariant with respect to the generat-
ing algorithm mentioned above and it is the measure of maximal entropy for the
suspension flow associated with this algorithm.
The theorem gives an answer to two questions: existence of an invariant measure
for the Rauzy gasket (posed by P. Arnoux and S. Starosta in [ArSta13]) and the
diffusion rate of chaotic trajectories (asked by A. Zorich in 2011).
Morally, our result means that for almost every parameter, the leaves behave
in a way which is in some sense intermediate between moving away as slowly as
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possible (spending in each region the amount of time proportional to the area of
region) and as quickly as possible (running away toward infinity with a linear rate).
A similar result for wind-tree model was established in [DeHuLe14]. For our result,
as well as for one proved in [DeHuLe14], it is very important that we deal with
lim sup (and not with a simple lim): one can check figure 11 where it is visible that
our statement does not hold for the lim.
From the point of view of Novikov’s problem, our theorem shows the existence
of some leading asymptotic direction for a typical chaotic section.
1.2. Organization of the paper. In section 2 we provide the original statement of
Novikov’s problem and briefly discuss the connection with the systems of isometries,
as well as some open questions related to this problem. We mainly recall the ideas
established by Dynnikov in [Dy08].
In section 3 we present some particular family of systems of isometries (the corre-
sponding set of parameters is called the Rauzy gasket) and describe the associated
Markov map and symbolic dynamics.
In section 4 we construct the suspension flow. We also examine some important
properties of the roof function.
In section 5 using thermodynamical formalism for countable Markov shift we
prove the existence and the uniqueness of the Gibbs measure and the equilibrium
measure with respect to the Markov map. With the similar arguments we show
existence and uniqueness of the measure of maximal entropy for the suspension
flow. Finally, using Abramov’s formula, we obtain a natural invariant measure on
the Rauzy gasket.
In section 6 we use the Oseledets theorem to define the Lyapunov exponents
for some special cocycle (which is the analogue of Kontsevich-Zorich cocycle over
Teichmüller flow). Such a cocycle contains the information about the orientation
for the band complex that is the suspension of the system of isometries, and this
cocycle differs from the one that was used for the definition of the flow.
In section 7 we express the diffusion rate of the trajectories in the chaotic case in
terms of the Lyapunov exponents of the cocycle constructed in the previous section.
In section 8, we prove some properties of the Lyapunov spectrum for our version
of Kontsevich-Zorich cocycle, such as Pisot property and simplicity, and use them
to conclude our estimation.
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2. Novikov’s problem and systems of isometries
2.1. General description. Let us start from the formal statement of Novikov’s
problem posed in [No82]. We consider a triply periodic surface Mˆ that is a level
surface of some smooth 3-periodic function. The motivation to study asymptotic
behavior of regular plane sections of such a surface by the family of parallel planes
orthogonal to some non-zero vector H = (H1, H2, H3) came from the conductivity
theory for monocrystals since the periodic surface can be interpreted as a Fermi
surface of some metal and the vector H is the direction of constant magnetic field
(see an example of Fermi surface of tin in [Zo99]). So the plane sections can be
seen as electron trajectories in the inverse metal lattice in a presence of a magnetic
field.
There exist two equivalent approaches to this problem. In the framework of
the first approach, the periodic surface is fixed and different families of planes are
considered while using the second approach one fixes the vector H and considers a
family of perturbations of a periodic surface.
Both of these strategies were applied with different results. Using the first one,
Zorich in [Zo84] proved that if the direction of a plane is a sufficiently small pertur-
bation of a rational direction, then every unbounded component of any nonsingular
section goes along a straight line with a bounded deviation from it. With the second
one Dynnikov in [Dy97] generalized this result and proved that typically a regular
plane section of a triply periodic surface either consists of compact components only
(trivial case) or has unbounded components that have the form of finitely deformed
periodic family of parallel straight lines (integrable case).
The presence of a strong asymptotic direction of the discussed curves is explained
by the fact that the image of such a curve under the natural projection pi : R3 →
T3 = R3/Z3 densely fills not the whole surface M = pi(Mˆ) but only a part that has
genus one.
Definition 1. A plane section of the surface Mˆ by a plane is called chaotic if it
has at least one connected component such that the closure of its projection pi is a
subsurface of M (possibly with boundary) of genus strictly greater than one.
The first example of such a non-typical behavior in which the unbounded com-
ponents had an asymptotic direction but did not fit into a strip of finite width
was constructed by S. Tsarev in 1992 (see [Dy97] for details). However, the plane
direction in this example is not totally irrational, meaning that the irrationality
degree of this vector is 2. Dynnikov proved that if this condition holds then all
regular non-closed section components in the covering space have some asymptotic
direction but do not fit into any strip (it means that the trajectories have a form
of distorted line but the distortion is not uniformly bounded). He also showed that
in a generic situation (when the irrationality degree of H is equal to 3) the genus
of the surface M in the chaotic case should be equal to at least 3. Indeed, the
construction that we describe later always provides M of genus 3.
Finally, Dynnikov proved the following
Theorem 2. [Dynnikov, 1997] In the space of pairs (M,H), where M is a null-
homologous surface in the T3 and H is a covector from R3, all pairs giving rise to
a chaotic foliation F are contained in a subset R of codimension 1 and, moreover,
form a nowhere dense subset in it.
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Figure 2. A fundamental domain of 3-periodic surface
In order to make this statement precise, we have to admit that although the
space of all surfaces is infinite-dimensional, the section properties we are interested
in depend in the generic case on finitely many parameters, namely, on the positions
of the saddles of the foliation F and on the coordinates of the covector H.
The pair (M,H) that gives rise to a chaotic foliation will be called a chaotic
regime.
Now all remaining open questions in Novikov’s problem are related to chaotic
case. In particular, we are interested in probability to obtain chaotic section (in-
side of this special subspace described by Dynnikov) as well as in any information
about the geometry of this kind of sections. In 2003 Novikov and A. Maltsev (see
[MalNo03]) formulated the following
Conjecture 3. For every M chaotic regimes form a subset of Hausdorff dimension
strictly smaller than 2 in R.
In [DLDy09] Dynnikov and R. De Leo suggested a particular model to study
where they fixed the surface (see Figure 2) and varied the family of the plane
sections. The conjecture 3 is proved only for this case (see [AvHuSkr13]). In our
paper we study the same group of examples but use another strategy as mentioned
above: we fixed the direction of planes and varied the lattice.
Let us note also that Novikov’s problem can be easily translated to the language
of measured foliations on a surface: one can consider T3 = pi(R3) and surface
M = pi(Mˆ)) in the torus. Then, the family of planes indicates a foliation F on the
torus (and on M), determined by the 1-form ω = H1dx1 +H2dx2 +H3dx3. So, we
are interested in the possible behavior of leaves of F . In these terms the chaotic
case can be described as follows: there exists a component of genus 3 such that the
foliation is minimal on it.
The same type of foliations was studied in [McM15] where it was called a minimal
foliation with zero flux. The foliation from [ArYo81] that is used in [McM15] as a
typical representative of this family is a chaotic regime (and, moreover, belongs to
the particular class we deal with, see Figure 1).
2.2. Systems of isometries. The notion of systems of isometries was introduced
by G. Levitt, D. Gaboriau and F. Paulin in [GaLePa94].
Definition 2. A system of isometries S consists of a finite disjoint union D of
compact subintervals of the real line R (support multi-interval) together with a
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finite number n of partially defined orientation preserving isometries φj : Aj → Bj ,
where each base of Aj , Bj is a compact subinterval of D.
In the current paper D will always be a single interval.
Systems of isometries can be considered as a generalization of IET and interval
translation mappings (ITM), so it is natural to define the orbit of such system in
the same way as it was done for IET.
Definition 3. Two points x, y in D belong to the same S-orbit if there exists a
word in φi and φ−1i sending x to y.
We will denote the orbit of the point x by Γx.
Now one can define the equivalence relationship on systems of isometries.
Definition 4. Two systems of isometries S and S
′
with support intervals [A,B]
and [A
′
, B
′
], respectively, are called equivalent, if there is a real number t ∈ R and
an interval [A0, B0] ⊂ [A,B] ∩ [A′ + t, B′ + t] such that
(1) every orbit of each of the systems S and S
′
+ t contains a point lying in
[A0, B0]
(2) for each point x ∈ [A0, B0] the orbits Γx(S) and Γx(S′) as graphs are homo-
topy equivalent through mappings that are identical on [A0, B0] and such
that the full preimage of each vertex contains only finitely many vertices of
the other graph.
One can check that it is an equivalence relation. Informally, the definition means
two systems of isometries S and S′ are equivalent if there exists t ∈ R such that S
and S′ indicate the same equivalence relation on [A,B]∩ [A′ + t, B′ + t]. It implies
that two equivalent systems have the same behavior of orbits.
In the current paper we concentrate on a particular class of systems of isometries.
Definition 5. A system of isometries S is called special if the following restrictions
hold:
• D is an interval of the real line, say, [0, 1];
• n = 3;
• all Ai start in 0;
• all Bi end in 1;
• Σ3i=1|Ai| = 1, where |A| means the length of the subinterval A;
• |A1| > |A2| > |A3|.
See, for example, Figure 3.
A1
B1
A2
B2
A3
B3
Figure 3. System of isometries
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So, any special system S can be described in the following way:
S = ([0, a+ b+ c];[0, a]↔ [b+ c, a+ b+ c],
[0, b]↔ [a+ c, a+ b+ c],
[0, c]↔ [a+ b, a+ b+ c])
(1)
with a > b > c > 0, a+ b+ c = 1.
We are only interested in the most generic case of special system of isometries
in the sense that no integral linear relation holds for the parameters a, b, c except
those that must hold by definition.
We concentrate on special systems of isometries of thin type. By the latter we
mean a system of isometries for which an equivalent system may have arbitrarily
small support (or, equivalently, all orbits are everywhere dense). Thin type was
discovered by Levitt in [Le93] and sometimes is mentioned as Levitt or exotic case.
The term “thin" was introduced by M. Bestvina and M. Feign (see [BeFe95] for a
formal definition of band complex of thin type in terms of the Rips machine).
For the future construction we need the following obvious
Proposition 4. A special system of isometries S is not of thin type if a < b+ c.
See Subsection 3.1 for a formal proof.
As it was mentioned above, Dynnikov in [Dy08] showed a strategy how to con-
struct a symmetric 3-periodic surface whose intersections with a family of planes of
fixed direction have chaotic behavior using a system of isometry of thin type (see
subsection 2.4 for details).
2.3. Suspension complex. Here we recall briefly the construction of the suspen-
sion complex for systems of isometries from [GaLePa94]. It can be considered as
an analogue of zippered rectangles model suggested by W. Veech ([Ve82]).
With each special system of isometries we can associate a foliated 2-complex Σ
(in terms of R-trees theory, it is a band complex ). Start with the disjoint union of the
support interval (foliated by points) and strips Aj× [0, 1] (foliated by ∗× [0, 1]). We
get Σ by glueing Aj×[0, 1] toD, identifying each (t, 0) ∈ Aj×0 with (t, 0) ∈ Aj ⊂ D
and each (t, 1) ∈ Aj with φj(t) ∈ Bj ⊂ D. We will identify D with its image in Σ.
Thus, one gets a 2-dimensional complex with a vertical foliation on it.
Our family of band complexes is a particular class of what appears in geometric
group theory as an instrument for describing actions of free groups on R-trees (see,
for example, [BeFe95] for details).
2.4. Dynnikov’s model. In the current section we explain how to construct a
chaotic regime if one has a special system of isometries S of thin type. The con-
struction for some more generic case was introduced by Dynnikov in [Dy08] (see
also [Skr13]).
Indeed, we consider a piecewise smooth surface in the 3-torus T3 that will be
described below, and study the asymptotic behavior of sections of Z3-covering of
this surface in R3 by a family of parallel planes α : H1x1 +H2x2 +H3x3 = const,
where H is some fixed covector. For technical reasons, we will vary not the covector
H but the coordinate system and the fundamental domain of the lattice in R3 so
as to have the coordinates of H constant and equal to (0, 1, 0).
The main idea of the construction is as follows. There is a band complex Σ
associated with the system S. Using the parameters of the system S one can define
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a lattice Λ and a fundamental domain of the surfaceM that provide a triply periodic
surface Mˆ which is an abelian cover of M with respect to the lattice Λ. We do it
in a way that the sections of Mˆ by the fixed family of planes have the sections of
the abelian cover of Σ as a deformation retract.
In order to construct M one has to replace the support interval of the complex
Σ by a cylinder and make three cuts that are posed in accordance with the position
of bands; then the boundary of these cuts that correspond to the same band should
be glued to each other (or, equivalently, glued up by cylinders). Then the saddles
of the foliation appear on the ends of cuts. The same idea was used in [DySkr15]
(see Figure 7 there for the illustration). We proceed with the detailed description.
6
:9
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Figure 4. Suspension complex
Figure 5. The surface M0
We take S identified by a, b, c as was described above such that S is of thin type.
Let us introduce the following notation for the rectangles in the plane R2:
T1 = [0, 1]× [0, a+ b+ 2c];
T2 = [1/5, 2/5]× [0, c];
T3 = [3/5, 4/5]× [a, a+ c];
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Figure 6. The surface Mˆ
T4 = [1/5, 2/5]× [a+ b, a+ b+ c].
One can easily check that T2, T3, T4 ⊆ [0, 1]× [0, 1]. As a fundamental domain M0
(see Figure 5) of the surface Mˆ , we take the following piecewise linear surface:
(T1 \ (T2 ∪T3))× 1
4
∪ (T1 \ (T3 ∪T4))× 3
4
∪ ∂T2× [0, 1
4
]∪ ∂T3× [ 1
4
,
3
4
]∪ ∂T4× [ 3
4
, 1].
The lattice Λ is spanned by the following three vectors:
e1 = (1,−b− c, 0), e2 = (1, a+ c, 0), e3 = (0, a+ b, 1).
The covering surface Mˆ is equal to M0 +G, where G is a translation group based
on Λ (see Figure 6).
As mentioned above, H = (0, 1, 0).
Theorem 5. [Dynnikov, 2008] Let S be a special system of isometries of thin
type identified by the parameters (a, b, c). Then, the sections of the surface Mˆ ,
constructed as above with these values of the parameters, by any plane orthogonal
to H = (0, 1, 0) are chaotic.
Remark 2. See Figure 1 for the example of the chaotic plane section.
Proof. Our proof repeats the proof of the similar theorem in [Dy08]. Let us denote
by M the image of the projection of Mˆ in the torus T3 = R3/Λ: M = pi(Mˆ).
For studying the sections α ∩ Mˆ , we consider the foliation F on M defined by a
restriction to M of the 1-form dx2. It is easy to see that the surface M has genus
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3. We need to show that the foliation F is minimal that is the closure of any leaf
of F coincides with M . In other words, one needs to check that F does not have
closed leaves or saddle connection cycles.
It can be directly checked that the two saddles we work with belong to different
planes of the form x2 = const; hence, saddle connections between two different
saddles do not exist.
In order to show that F does not have closed leaves and separatrix cycles, we
consider not the surface M itself but one of the two parts into which it cuts the
torus T3. Both parts are filled handlebodies of genus 3. We denote one of them
(which contains a point pi(0, 0, 1/2)) by M1 and the Z3-covering of M1 by Mˆ1.
Now, we consider some natural modification of the suspension complex that we
constructed in the previous section. Σ
′
is a 2-dimensional complex in T3 consisting
of 3 rectangles:
P1 = pi([3/10, 13/10]× [0, a]× 1/2)
P2 = pi([3/10, 13/10]× [a+ c, a+ b+ c]× 1/2)
P3 = pi(3/10× [0, c]× [1/2, 3/2])
Figure 4 depicts a particular model of Σ
′
viewed as subset of the torus.
The only difference between Σ and Σ′ is that we glued up both of horizontal sides
of rectangles to the support interval (in case of Σ) while for Σ
′
we just leave them
free. Since we work with a system of isometries of thin type, due to Proposition 4
this difference disappears when we consider an abelian cover of Σ
′
(let us denote it
by Σˆ
′
, see Figure 7). One can directly check that the following holds:
Lemma 6. For any plane α defined by an equation of the form x2 = const, the
section Mˆ ∩ α has Σˆ′ ∩ α as a deformation retract and the restriction of the form
ω = dx2 to Σ
′
defines a vertical foliation on the band complex (see figure 8 where
sections Mˆ ∩α are given by gray rectangles and sections Σˆ′ ∩α are represented by
solid black lines). Moreover, the deformation is finite and uniformly bounded.
The foliation F has closed leaves or separatrix cycles if and only if the sections
of the manifold with boundary Mˆ1 by planes x2 = const have either compact or
non-simply-connected regular components. Hence, the same has to be true after
replacing Mˆ1 by Σˆ
′
. Furthermore, the latter can be reformulated in terms of the
system S by saying that it must have an essential set of finite orbits and an essential
set of non-simply connected ones, but we know that S is minimal since S is of thin
type.

3. Symbolic dynamics
The main result of this section is that on a space of special systems of isome-
tries one can define an analogue of the symbolic dynamics on a space of IET (see
[BuGu11]). This dynamics is described by a Markov shift that satisfies the Big
Images and Preimages Property.
3.1. The Rauzy induction. In the theory of IETs the Rauzy induction is a Eu-
clid type algorithm that transforms an original IET into another one operating on
a smaller interval but equivalent from the point of view of topology of the corre-
sponding measured foliation. Its iteration can be viewed as a generalized version
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Figure 7. Complex Σˆ
′
	  
Figure 8. The section Mˆ ∩ α has Σˆ′ ∩ α as a deformation retract
of continued fraction expansion. This process can also be considered as a varia-
tion of the Rips machine algorithm for band complexes in the theory of R-trees
([GaLePa94]).
We study modification of this algorithm for our purpose. The main idea is that
from any system of isometries one constructs a sequence of systems of isometries
equivalent to the original one but with a smaller support. Combinatorial proper-
ties of this sequence are responsible for “ergodic” properties of the original system
of isometries. The Rauzy induction for systems of isometries was introduced by
Dynnikov in [Dy08].
The Rauzy induction for a special system of isometries is a recursive application
of admissible transmissions followed by reductions as described below.
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Definition 6. Let
S = ([0, a+ b+ c]; [0, a]↔ [b+ c, a+ b+ c];
[0, b]↔ [a+ c, a+ b+ c]; [0, c]↔ [a+ b, a+ b+ c])
be a special system of isometries. So, two of the subintervals, [a+ c, a+ b+ c]
and [a+ b, a+ b+ c], say, are contained in the third one [b+ c, a+ b+ c], say. Let
S
′
be the system of isometries obtained from S by replacing the pair [0, b] ↔
[a+ c, a+ b+ c] by the pair [0, b]↔ [a− b, a] and the pair [0, c]↔ [a+ b, a+ b+ c]
by the pair [0, c]↔ [a− c, a]
We say that S
′
is obtained from S by a transmission (on the right).
Definition 7. Let
S = ([A,B] ; [a1, b1]↔ [c1, d1] ; [a2, b2]↔ [c2, d2] ; [a3, b3]↔ [c3, d3])
be a system of isometries (not necessarily special) and let d1 = B. We call all
endpoints of our subintervals critical points. Assume that the point B is not covered
by any interval from S except [c1, d1] and that the interior of the interval [c1, d1]
contains a critical point. Let u the rightmost such point. Then the interval [u,B]
is covered only by one interval from our system. Replacing the pair [a1, b1] ↔
[c1, d1] with [a1, b1 − d1 + u] ↔[c1, u] in S with simultaneous cutting off the part
[u,B] from the support interval will be called a reduction on the right (of the pair
[a1, b1]↔ [c1, d1]).
Note that the application of the Rauzy induction to a special system of isometries
gives us a special system of isometries again (see Figure 9). The pair of subintervals
that was reduced is called a winner (like in the case of IET).
We have the following obvious
Lemma 7. The Rauzy induction does not influence the existence of the finite orbits
or their property to be everywhere dense: the origin and the image are equivalent.
We say that a system of isometries has a hole if there are some points in the
support interval that are not covered by any interval from S. This means in par-
ticular that our system has points with finite orbits. Therefore, one can stop the
Rauzy induction once it results in a system with a hole.
For instance, one can check directly that the hole appears after one step of the
Rauzy induction if a < b+ c.
One can check that a system of isometries of thin type is exactly such a system
for which the Rauzy induction can be applied for infinite number of times, and we
never get a hole (see [Skr12] for details). It is easy to compare the formulas for
the Rauzy induction with the maps that appear in [ArSta13] in description of the
Rauzy gasket as iterated function system. So, one can check that the set of lengths
of subintervals (l1, l2, l3) with the renormalization condition
∑3
i=1 li = 1 such that
the corresponding special systems of isometries are of thin type, forms the Rauzy
gasket.
Let A = {1, 2, 3}; let also l = (l1, l2, l3) be the vector of lengths of the subintervals
and (a, b, c) be a permutation of li in a decreasing order:
a = max
i=1,2,3
li, c = min
i=1,2,3
li
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c0 b b+ c a a+ b+ c
Figure 9. The Rauzy induction: transmission of b and c intervals
and reduction of a-interval.
and b will be equal to the medium value li. For sake of simplicity we can assume
that for the original system the intervals were enumerated in decreasing order:
a = l1, b = l2, c = l3.
Now let us check what happens with the system of isometries under the action
of the Rauzy induction. Application of the Rauzy induction can change the or-
der of the intervals; in order to keep track of it, as in case of IET, we add some
combinatorial data. Namely, for each special system of isometries we associate not
only the collection of three lengths (l1, l2, l3) but also a permutation τ such that
τ(l1, l2, l3) is in decreasing order: for instance, τ = (1, 2, 3) if l1 > l2 > l3; similarly,
τ = (2, 3, 1) if l2 > l3 > l1 etc.
Thus, the parameter space V = R3×S3, with the normalizing restriction a+ b+
c = 1.
Assuming that we started from (1, 2, 3), one step of the Rauzy induction can be
described as follows:
• if the order is preserved and so τ = (1, 2, 3): ab
c
 =
1 1 10 1 0
0 0 1
 ·
 a′b′
c′
 .
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We denote the matrix of the induction by
R1 =
1 1 10 1 0
0 0 1
 ;
• if the order changes in the following way: τ = (2, 1, 3); ab
c
 = R2 ·
 a′b′
c′
 ,
where
R2 =
1 1 11 0 0
0 0 1
 ;
• if the new order of the intervals is given by τ = (3, 1, 2), the induction is
described as follows:  ab
c
 = R3 ·
 a′b′
c′
 ,
where
R3 =
1 1 11 0 0
0 1 0
 .
3.2. The acceleration. One can construct an accelerated version of the Rauzy
induction. We define a generalized iteration of the Rauzy induction by analogy
with a step of the fast version of Euclid’s algorithm, which involves the division
with remainder instead of substraction of the smaller number from the larger. It
may happen that only one of the three pairs of intervals is subject to reduction in
several consecutive steps of the Rauzy induction (and the intervals from the second
and the third pair are involved only in transmissions). Another words, it means
that there is the same winner for several consecutive steps of the algorithm. In this
case we consider the result of such a sequence of the Rauzy induction iterations
as the result of applying of one generalized iteration. This kind of acceleration for
IET was described by Zorich in [Zo99].
The matrix of the one step of the accelerated Rauzy induction R(n) is the following:n 1 n1 0 0
0 0 1

or n n 10 0 1
0 1 0
 ,
where n is a number of simple Rauzy inductions included in one generalized itera-
tion. There is an evident
Lemma 8. The matrix of a single step of the accelerated Rauzy induction is given
by the following formulas:
R(n) = Rn1 ·R2
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or
R(n) = Rn1 ·R3,
where n is a number of simple Rauzy iterarions included in one generalized iteration.
3.3. The Markov Map. In the case of special systems of isometriesX - parameter
space - is the triangle with vertices (1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1). The Rauzy
induction defines a partition of X in the following way:
• on step zero X is divided into four subsimplices:
– X01 with vertices (1 : 1 : 0), (1 : 0 : 0), (1 : 0 : 1). This subsimplex
can be described by the following inequality: a > b+ c and so includes
two regions: l1 > l2 + l3, l2 > l3 > 0 and l1 > l2 + l3, l3 > l2 > 0; the
first one corresponds to the coding (1, 2, 3); the second one is coded
by (1, 3, 2);
– X02 with vertices (0 : 1 : 1), (0 : 1 : 0), (1 : 1 : 0), it corresponds to the
coding (2, 1, 3) and (2, 3, 1);
– X03 with vertices (1 : 0 : 1), (0 : 0 : 1), (0 : 1 : 1), it corresponds to the
coding (3, 1, 2) and (3, 2, 1);
– X00 with vertices (1 : 0 : 1), (0 : 1 : 1), (1 : 1 : 0), it corresponds to the
hole;
• the renormalized version of the induction map is given by the following
formula
T : X → X,T (l) = Rl||Rl|| ,
where R is the matrix of the induction and l = (a, b, c) with a+ b+ c = 1.
• after one step of the Rauzy induction one of three subsimplices (depending
where the point that we examine was located) will be also divided into four
parts in the same way etc.
We enumerate steps of the (non-accelerated) induction by lower n and the number
of the part of each step by the upper index i : Xin is the cell with the corresponding
address.
Lemma 9. T is a Markov map, and (Xin) is a Markov partition.
The Markov partition is shown on Figure 10; the Rauzy gasket (black part) is a
fractal subset of X determined by the systems of isometries of thin type; the white
part corresponds to the systems of isometries such that the hole was obtained after
some steps of the Rauzy induction.
3.4. The Rauzy graph. As it was mentioned above, each special system of isome-
tries is described by the vector of lengths (a, b, c) and the permutation τ . So, like in
case of IET, we use the Rauzy graph to describe the combinatorics of the accelerated
Rauzy induction.
Then, vertices of the Rauzy graph are all permutations of 3 elements, and 2
vertices are connected by an arrow if and only if there exists a realization of it by
the Rauzy induction. For example, looking at one step of the Rauzy induction,
we see that there is (1, 2, 3) → (2, 1, 3) but there is no arrow between (1, 2, 3)
and (3, 2, 1). However, it could be possible that the induction stops after a while
because we obtained a hole. In the current paper we work only with the systems
of isometries of thin type, and the hole vertex can be excluded from the graph (we
call this exclusion an “adjustment”).
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Figure 10. The Rauzy gasket
So it is enough to consider the graph on 6 vertices defined by the described
permutations.
Acceleration means that the combinatorics changes after each step (the graph
does not contain loops). The adjusted Rauzy graph for the accelerated Rauzy
induction is shown on Figure 11.
1 1
1
2 2
2
3
3
3
2
3
3
Figure 11. The adjusted accelerated Rauzy Graph
We have the following obvious
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Lemma 10. The [adjusted] Rauzy graph is the Cayley graph for the permutation
group S3.
It implies in particular that the Rauzy graph is connected.
For future constructions we will also need one additional definition:
Definition 8. A path γ in the Rauzy graph is called complete if every α ∈ A is a
winner of some arrow in γ.
The winners are labeled on edges of the Rauzy graph (see Figure 11).
3.5. The Markov shift. One can also consider the action of the non-accelerated
Rauzy induction on the accelerated adjusted Rauzy graph. Then, each vertex of
the adjusted Rauzy graph will be decomposed into countable number of vertices,
and the same happens to the corresponding Markov cell. Each small Markov cell is
coded by a permutation (that comes from the coding of vertices of the accelerated
Rauzy graph) and a natural number n of steps of the ordinary induction in the
corresponding step of the accelerated one. Then the Rauzy induction provides the
Markov shift σ in this coding on a countable alphabet. One can associate in a
natural way a graph Γ with such a Markov shift. Γ can be obtained from the
Rauzy graph by dividing every vertex into a countable number of vertices and
adding required arrows between these new vertices.
Definition 9. A countable Markov shift σ with transition matrix U and set
of states S satisfies the big images and pre-images property(BIP) if there exist
{i1, ·, im} ∈ S such that for all j ∈ S there are 1 ≤ k, l ≤ m for which uik,juj,il = 1.
Definition 10. A Markov shift is topologically mixing if for any i, j ∈ S there
exists a number N = N(i, j) such that for any n ≥ N there is an admissible path
of length n on the graph of the shift that connects i and j.
Lemma 11. The Rauzy induction defines a countable topologically mixing Markov
shift that satisfies BIP property.
Proof. The first part follows from the fact that both of the graphs of the induction
are connected. In order to obtain BIP property we have to choose m = 6 and ij
each belong to a different vertex of the accelerated Rauzy graph. 
In a standard way for a Markov shift we associate with any finite path γ in Γ
passing through the vertices j1, · · · , jk a word w = (j1 · · · jk).
Let us denote the space of infinite paths in the graph Γ by W . Then, to every
word w we assign the cylinder of depth k : C(w) = {x ∈W : (x1, · · · , xk) = w}.
3.6. The standard cocycle. One can apply the Rauzy induction not only to a
system of isometry but also to a corresponding suspension complex. A suspension
complex for a special system of isometry contains three bands, each of which has
a width (horizontal length) and a length (more precisely, vertical length). The
matrix R described above tells us how the widths of bands are cut by the Rauzy
induction. At the same time, the vertical lengths of the bands increase during the
same procedure (see [BeFe95] for the description of the Rips machine application
to the band complex). Indeed, once we make a transmission, the lengths of all the
bands that are not involved in the operation as well as the length of the winner do
not change; however, the length of the loser increases exactly by the length of the
winner. The reduction does not influence the vertical lengths of bands.
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So, informally, the cocycle is responsible for things that happen with vertical
lengths of bands during the application of the Rauzy induction.
More precisely, let B be a matrix of the cocycle. For n steps of the non-
accelerated induction that do not form yet the step of an accelerated one (and
therefore the combinatorics does not change) we denote by B(n) is the following
matrix: 1 0 0n 1 0
n 0 1

Thus the matrix B of the cocycle is a product B(n) with different n and the
required permutation matrices. Let us denote by Bγ the cocycle matrix that cor-
responds to the path γ in Γ.
4. The roof function and the suspension flow
In this section we define the roof function associated with the cocycle and then
use it to construct the suspension flow. We also prove some important estimations
for the roof function that will be used later.
4.1. The roof function.
Definition 11. A path γ in the Rauzy graph is called positive, if Bγ has only
strictly positive entries.
Lemma 12. Any complete path is positive.
Proof. We start from identity matrix of the cocycle. The fact that α is the winner
in terms of cocycle matrix means that row with number α is added to the two other
rows (here we always mention the original enumeration and do not care about
permutations). If a path is complete, than each row was added to two others at
least once, so all zeros disappear. 
The word in our coding that corresponds to a positive path is called positive.
Let us consider a complete path γ∗ and the sub simplex of the parameter space
that corresponds to this path ∆γ∗ .
Definition 12. The roof function r is the first return time to the subsimplex ∆γ∗ :
(2) r(λ, τ) = − log ||(BTγ∗)−1λ||,
where λ = (a, b, c) is a vector of lengths and τ is a corresponding permutation.
4.2. Properties of the roof function. Now we prove some important properties
of the roof function r following the ideas from [AvGoYo06] and [BuGu11].
Let φ be a function: X → R, X is a space of the Markov shift. We denote by
varn(φ) = sup{|φ(x)− φ(y)| : xi = yi, i = 1, · · · , n}
n-th variation of φ.
Definition 13. We say that φ has summable variations if
∞∑
n=2
varn(φ) <∞.
Definition 14. The function φ is locally Hölder continuous if there exists C0 > 0
and 0 < θ < 1 such that for all n ≥ 1 varn(φ) ≤ C0θn.
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Lemma 13. The roof function is bounded away from zero and locally Hölder
continuous. In particular, it has summable variations.
Proof. First, we prove the the roof function is bounded away from zero:
r(λ, τ) = − log ||BTγ λ|| = log ||Rγλ
′ || = log(
3∑
i=1
αijλ
′
j) ≥ log(3 ·
3∑
j=1
λ
′
j) = log 3,
because γ is a positive path and so all αij > 0.
The statement about the Hölder property follows directly from the uniformly ex-
panding/contraction property of the induction map that was proved in our previous
paper ([AvHuSkr13]).
First, the roof function is locally constant on Markov cells and can be considered
as a function on the space of Markov shift. Then, for each two points x and y from
the same cylinder of depth n, we can find vectors λx and λy such that their symbolic
dynamics is described by x and y respectively, and
r(x) = r(λx, τx),
r(y) = r(λy, τy).
Now, each of these points have a preimage (λ
′
x and λ
′
y respectively) with respect
to the induction such that
λx =
Rλ
′
x
||Rλ′x||
and
λy =
Rλ
′
y
||Rλ′y||
with the same matrix R because the symbolic dynamics for x and y coincides up
to step n. Here R is the matrix of the accelerated induction.
Now we have to use the fact that the projectivization of the map defined by
the matrix with non-negative entries is always non-expanding with respect to the
Hilbert metrics and when all the coefficients are positive it is strongly contracting
(see [AvFo07] or [Bu06] for details). Therefore, for some θ < 1 it holds that
|r(x)− r(y)| = log(Rxλx)
log(Ryλy)
≤ C2dH(λx, λy) ≤ C2C1θn,
where C1 and C2 are uniform constants and for the last estimation we use the fact
that the sum of the entries in the each row of matrices we work with is positive. 
4.3. The suspension flow. We use a standard definition of the suspension flow
constructed by the shift transformation σ and the roof function r (it is an analogue
of the construction from [Ve82] for the Teichmüller flow). The suspension flow
renormalizes the length of the interval to 1.
Formally, the definition is as follows. The flow Φ(σ, r) is defined on a space
Y = ((λ, τ, t) ∈ σ×R : 0 ≤ t ≤ r(λ, τ)) and the points (λ, τ, r(λ, τ)) and (σ(λ, τ), 0)
are identified. It acts in the following way:
Φt(λ, τ, s) = (λ, τ, t+ s)
whenever s+ t ∈ [0, r(λ, τ)].
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5. Thermodynamical formalism for the Rauzy gasket
The main result of this section is the following:
Theorem 14. There exists a measure of maximal entropy for the suspension flow
of the Rauzy gasket, and this measure is unique.
The same results for Teichmüller flow were obtained in [BuGu11] and [Ha11].
Remark 3. This measure induces the measure on the Rauzy gasket that was
presented in Theorem 1.
The proof is based on the thermodynamical formalism for a countable Markov
shift developed by O. Sarig ([Sa99], [Sa01], [Sa03]).
5.1. Ruelle operator. As in the previous section, we denote a point (λ, τ) of the
parameter space by x. Let us consider φ(x) = −3r(x), where r(x) is the roof
function, as a potential. Then we can construct a standard Ruelle operator for the
Markov shift σ based on this potential:
Lφf(x) =
∑
σ(y)=x
eφ(y)f(y).
Our first goal is to prove the following theorem:
Theorem 15. ||Lφ1||∞ < +∞.
Proof. We start from a couple of standard lemmas that relate the roof function (as
the first return time) and the measure of Markov cells that we obtain after this
time t. Both lemmas follow directly from the fact that e3r(x) = |DT (x)|, where T
is Markov map (see [AvHuSkr13], Lemma 12).
Lemma 16. If r(a) = r(b), then λ([a]) = λ([b]), where λ is the Lebesgue measure
and [a], [b] are cylinders.
Lemma 17. If |r(a)− r(b)| ≤ 1, then e−3 ≤ λ([a])λ([b]) ≤ e3.
Now we want to evaluate Lφ1 =
∑
a∈S e
φ(a) =
∑+∞
N=0
∑
s:N≤r(s)<N+1 e
φ(s),
where φ = −3r. One can check that
Lφ1 ≤
+∞∑
N=0
Card({a : N ≤ r(a) < N + 1})e−3N .
Let us denote Y (N) = {a : N ≤ r(a) < N + 1}.
Let us recall that in [AvHuSkr13] we proved that the roof function r has an
exponential tail: there exists a positive constant β > 0 such that
∫
erβdλ < +∞.
Lemma 18. There exists a constant C > 0 such that Card(Y (N)) ≤ Ce(3−β)N ,
where β is the constant from the definition of the exponential tail.
Proof.
(3)
∫
∆
erβdλ =
+∞∑
N=0
( ∑
a∈Y (N)
∫
[a]
erβdλ
)
< +∞,
so (3) implies that ∑
a∈Y (N)
∫
[a]
erβdλ→ 0(N → +∞).
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So, starting from some moment (N ≥ N0)
∑
a∈Y (N)
∫
[a]
erβdλ < 1. But
∫
[a]
erβdλ ≥
λ[a]eNβ . Also,
∑
a∈Y (N) λ([a]) ≥ Card(Y (N))× e−3N−3. So,
Card(Y (N))× eNβ × e−3N−3 < 1
and the statement of the lemma holds with C = e3. 
Now we can finish the proof of our theorem:
||Lφ1||∞ ≤ C ′
+∞∑
N=0
Ce(3−β)Ne−3N ,
where C ′ is some constant. Then, we have a geometric series with a common ratio
e−β < 1. The series converges. 
5.2. Existence and uniqueness of the Gibbs measure. The definition of the
Gibbs measure can be found in [Sa03].
Theorem 19. Let us consider the potential φ = −κr, where r is the roof function
and κ > 3. Then for the Markov map T defined on the Rauzy gasket there exists
an invariant Gibbs measure with this potential, and this measure is unique.
Proof. We need one additional notation and then one more important definition.
Let us denote the n-th ergodic sum for φ:
Φn(x) =
n−1∑
k=0
φ(σk(x)).
Then
Zm(φ, i) =
∑
σm(x)=x,x0=i
exp(Φn(x)).
Definition 15. The Gurevich-Sarig pressure is PG = limm→∞ logZmm .
In [Sa01] it was proved that it does not depend on i and the variational principle
holds:
(4) sup{hµ(σ) +
∫
φdµ} <∞.
The sup is taken for all measures such that
∫
(−φ)dµ <∞. We need two following
theorems by Sarig. First,
Theorem 20. [Sarig] If Σ is a topologically mixing countable Markov shift and
the potential φ is locally Hölder with ||Lφ1||∞ < +∞, then PG(φ) < +∞, where
PG is the Gurevich-Sarig pressure.
So, in our case we have the finite Gurevich-Sarig pressure. Then, we have the
following:
Theorem 21. [Sarig] Assume that φ has summable variations. Then φ admits a
unique σ-invariant Gibbs measure if and only if σ satisfies BIP property and the
Gurevich-Sarig pressure is finite.
For proofs see [Sa01]. So, we can apply this theorem to the “if” side and obtain
that there exists unique Gibbs measure that is invariant for our Markov shift. This
ends the proof of Theorem 19. 
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5.3. Existence and uniqueness for the equilibrium measure. For the defi-
nition of the equilibrium measure see [Bo75].
Theorem 22. Let us consider the potential φ = −κr, where r is the roof function.
Then for the Markov map T defined of the Rauzy gasket there exists an invariant
equilibrium measure, and this measure is unique.
Proof. In accordance with Corollary 2 from [Sa03] our potential φ is positive re-
current (see [Sa03] for precise terminology) and there exist λ > 0, h > 0 and ν -
conservative Borel measure such that the following conditions hold:
• Lφh = λh;
• L∗φν = λν;
• ∫ hdν <∞;
• h is bounded away from zero and infinity and ν is finite.
So, the equilibrium measure exists, and the uniqueness follows from [BuzSa03].

5.4. Existence and uniqueness of the measure of maximal entropy for
the flow. Let us consider the family of potentials φ(κ) = −κr and the value of the
corresponding Ruelle operator for each of them in point f = 1:
Lφ(κ)1(x) =
∑
y:σ(y)=x
e−κr(y).
We need the following technical
Lemma 23. The following limit holds as n→∞ :
logLnφ(κ)(1)(x)
n
→ Pκ.
Proof. This fact is a direct application of Theorem 1 from [Sa99]. Moreover, from
this result by Sarig we know that convergence holds for every κ but the limit can
be equal to +∞. In the case of κ > 3 due to Theorem 19 the limit is bounded
above by some constant. 
Now, the fact that the roof function is bounded away from 0 implies that Pκ →
−∞ when κ→∞. On the other hand, P0 > 0 or P0 = +∞, and in both situations
Pκ is a decreasing continuous function of κ. So we have that
Lemma 24. There exists κ0 such that Pκ0 = 0.
Theorem 25. The Gibbs measure that corresponds to the potential φ = −κ0r
is the measure of maximal entropy for the suspension flow, and the measure of
maximal entropy is unique.
Proof. Let us denote the Gibbs measure that corresponds to the potential φκ0 =
−κ0r by µ0 (this measure exists, and it is unique). First, note that any invariant
measure for the suspension flow can be associated with the invariant measure for
the transformation, and vice versa (see [BuGu11] for the formula). We want to
prove that the measure µˆ0 for the suspention flow that is associated with µ0 is the
measure of maximal entropy. As Sarig proved, Pκ0 = supµ{hµ(σ)−
∫
X
κ0rdµ}, and
µ0 is exactly the measure for which sup value is achieved. But in our case Pκ0 = 0.
Therefore,
hµ0(σ)−
∫
X
κ0rdµ0 = 0
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and for any other invariant µ
hµ(σ)−
∫
X
κ0rdµ < 0.
Now one can apply Abramov formula ([AbRo62]) to check that hµˆ0(Φ) =
hµ0 (σ)∫
X
rdµ0
=
κ0 and for any other µˆ hµˆ(Φ) < κ0 (Φ here is the flow).
Uniqueness follows from [BuzSa03]. 
6. Lyapunov exponents
6.1. The Lyapunov exponents for the standard cocycle. In this section we
introduce the Lyapunov exponents for the cocycle B. Our main tool is the mul-
tiplicative ergodic theorem by V. Oseledets ([Os68], Theorem 2 and Theorem 4).
Let us check that all the conditions of this theorem are satisfied in our case.
First, the suspension flow Φ preserves the measure of maximal entropy µ = µˆ0 and
is ergodic with respect to this measure. The last fact is a direct corollary of the
results by Sarig ([Sa], Section 4.3.3, Theorem 4.7) on the ergodicity (more precisely,
the strongly mixing property) of the measure µ.
Now, the cocycle B constructed in section 3.6 is a measurable cocycle over the flow
because the cocycle is locally constant.
Finally, B and B−1 are log - integrable with respect to the considered measure:
Lemma 26. ∫
log+ ||B||dµ < +∞,
∫
log+ ||(B−1)T ||dµ < +∞.
Proof. Due to Theorem 20 we know that the Gurevich - Sarig pressure PG is finite as
well as the entropy hµ, and also (4) holds. It implies that
∫
φdµ <∞ where φ is the
potential: φ = −κ0r. Therefore
∫
rdµ < ∞ and so by (2) ∫ log+ ||(BT )−1||dµ <
+∞. Since B ∈ SL(3,R), the last statement implies that the cocycle B is also
log-integrable. 
Therefore, we can apply Oseledets theorem:
Theorem 27. There exist numbers λ1 ≥ λ2 ≥ λ3 such that for almost all points
x from the Rauzy gasket there exists a filtration R3 = E1(x) ⊇ E2(x) ⊇ E3(x) ⊇
E4(x) = 0 and for every v ∈ Ei \ Ei+1
lim
N→∞
log ||B(x)v||
N
= λi,
where B = B(N) is the matrix of the cocycle comprising N blocks B(ni) (possible
with permutations).
These λi are called the Lyapunov exponents of the cocycle B.
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6.2. Lyapunov exponents for the cocycle with orientation. In order to de-
scribe the behavior of the chaotic plane sections we need to introduce another
cocycle, say A, which is responsible for changes of the basis in homology. The main
difference between B and the cocycle A is that A contains the information about
orientation of the bands.
More precisely, we have the following. Let us fix the orientation on the bands of
the original complex (see Figure 4). Then, the application of the Rauzy induction
comprises two steps: transmission (when two bands are transmitted along one
which is the largest) and reduction (when the largest band is cut). The reduction
preserves the vertical lengths of the bands and the orientation of all bands while the
transmission acts in the following way: each band that was transmitted is replaced
by a long band that is the union of the original one (with the same orientation)
and the largest band (but with the opposite orientation); the orientation of the
largest band does not change. One can check that up to the permutation of lines
one [accelerated] step of this procedure is described by
A(n) =
1 −n −n0 1 0
0 0 1
 .
Like in a case of the cocycle B, in general A is constructed from these blocks A(n)
with appropriate n, and permutation matrices.
Now we establish the connection between the matrices of these two cocycles:
Lemma 28. Let us fix the path γ on the Rauzy graph and denote the corresponding
matrices of the cocycles by Bγ and Aγ , respectively. Then (BTγ )−1 = Aγ .
Proof. For every n, B(n)T=A(n)−1. Then, Bγ = Bn1Sn1 · · ·BniSni , where Snj is
a permutation matrix. So
(BTγ )
−1 = (STniB
T
ni · · ·STn1BTn1)−1 = (BTn1)−1Sn1 · · · (BTni)−1Sni =
= An1Sn1 · · ·AniSni = Aγ .
Here we used that the permutation matrices are orthogonal. 
Let us now order the Lyapunov exponents of both cocycles from the largest to
the smallest. Then, there is an obvious
Corollary 29. The following relation between the Lyapunov exponents of the
cocycles A and B holds:
λi = λi(B) = −λ3−i(A)
for i = 1, 2, 3.
7. Lyapunov exponents are responsible for the diffusion rate
The main result of this section is the following
Theorem 30. For almost every point (a, b, c) from the Rauzy gasket (with respect
to the measure µ) for every point x ∈ Mˆ
(5) lim sup
t→∞
d(x, xt)
log t
= −λ3
λ1
,
where xt is the point at distance t from the point x along the leaf of the foliation
F = F (a, b, c).
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Proof. Lemma 6 implies that it is enough to evaluate the diffusion rate of the
vertical section of Σˆ
′
, where Σ
′
is the complex and Σˆ
′
is its abelian cover.
Now, we explain why this diffusion rate is controlled by the cocycle A. The main
idea is as follow: the suspension construction provides natural basis for H1(M1,Z)
(the same statement holds for the homologies of the surface and interval exchange
transformations, see, for instance, [Yo], Chapter 4.5). In order to see it, one has to
choose as an element of the basis a cycle that connects the centers of intervals Ai
and Bi along the bands and is closed by the part of the support interval. Then, one
can check that the cocycle acts in the homologies ofM1, and this action induces the
action of a family of automorphisms of the free group on the fundamental group
pi1.
More precisely, the cocycle A contains the information on the induction; if we
enumerate the bands of the corresponding widths (with orientation) by a˜, b˜, c˜, re-
spectively, the induction works in the following way (see subsection 6.2):
a˜′ = a˜;
b˜′ = b˜a˜−1;
c˜′ = c˜a˜−1.
Vertical sections of Σˆ contain the following blocks (see Figure 7):
(1) horizontal: b˜a˜−1, a˜b˜−1;
(2) vertical: c˜a˜−1, a˜c˜−1;
(3) vertical: b˜c˜−1, c˜b˜−1.
So, every vertical section (equivalently, the trajectory) is coded by a˜, b˜, c˜ and is
equivariant under the induction and thus can be coded also by a˜′, b˜′, c˜′. The only
obstacle to use this description directly is the existence of backtracks.
It is easy to see that the backtracks can appear only in the third combination
(with b˜ and c˜ with different signs). Since, say, the trajectory that is coded by b˜′c˜′−1
is a backtrack, it does not contribute to the diffusion rate; so one has to check that
it does not contribute to the right part of (5) (in other words, that it is not noticed
by the cocycle A). Indeed, since the vector (0, 1,−1) is invariant for the matrix of
the cocycle, it does not make any contribution.
Now we continue to prove the theorem.
Let us consider the vertical section of the complex Σˆ′ with the natural time t on
this curve. We denote by ψˆ(t) the part of this curve between time 0 and t. The
projection of ψˆ(t) to the original complex Σ is denoted by ψ(t).
Let us also consider for every k ∈ N the subintervalDk that is the support interval
of the system of isometries obtained from S after k iterations of the accelerated
Rauzy induction. Let n = n(t) be the largest k such that ψ(t) intersects Dk at
least twice.
Then the following holds:
Lemma 31. Let n and t be as described above. Then
λ1n ∼ log t.
Proof. The proof repeats the proof of the same statement in [Zo99] (see Chapter
4.9, in particular Lemma 4). 
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Now, we prove the upper bound estimation. In this part we mainly follow the
strategy from [Zo99], [DeHuLe14] and [Fo01]. The main idea is to decompose any
trajectory into parts whose deviation is understandable by Oseledets theorem.
We take the point x on the curve ψˆ and consider the vector vt = xt − x ∈ R3.
Since the directions of the bands and the support interval of complex Σ′ are parallel
to the coordinate lines and the plane is parallel to x2 = 0, one can check that the
vector vt is a linear combination of images by the cocycle A of two basis vectors e1
and e3, where e1 = (1, 0, 0) and e3 = (0, 0, 1).
We denote by A(i) the matrix that is a product of i blocks A(nj), j = 1, · · · , i
and permutation matrices.
More precisely, we have the following representation:
Lemma 32.
(6) vt =
n∑
i=1
∑
j=1,3
ajiv
i
j ,
where vji = A
(i)ej , j = 1, 3 and a
j
i are non-negative integers with subexponential
growth.
Proof. The proof is similar to the calculations done in [DeHuLe14] (Chapter 5.2,
Lemma 8), [Zo99](Chapter 4.9), [Zo97] (Proposition 8) and [Fo01] (Lemma 9.4). 
Using the subexponential growth of aji and Oseledets theorem for the cocycle A,
for every  > 0 we have
(7) log d(x, xt) ≤ log||vt|| ≤ log(
∑
ajiv
i
j) ≤ −n(λ3 + ).
Combining (7) with Lemma 31 we get the upper bound and turn to the lower
bound estimations. We start from the following technical
Lemma 33. Let us consider E =< e1, e3 > and the direct sum induced by Os-
eledets decomposition for the cocycle A: R3 = E˜1 ⊕ E˜2 ⊕ E˜3. There exists f ∈ E
such that the projection of f on E˜3 is not equal to zero for almost every (a, b, c)
from the Rauzy gasket.
Remark 4. One can assume that the spectrum is simple (otherwise the lemma is
trivial).
Proof. We need to check that E 6= E˜1 ⊕ E˜2. By contradiction, the space E would
be invariant with respect to the cocycle A′ induced by the first return map on a
subset of positive measure. But the matrix of the inverse cocycle is obtained by the
additional acceleration from the matrix of the cocycle BT and thus after a sufficient
number of iterations of the Rauzy induction has only strictly positive coefficients.
It implies that the space E can not be an invariant space for the cocycle A′. 
Then, since there exists such f , one of the following statements holds:
(8)
log ||A(k)e1||
k
→ λ1(A) = −λ3
or
(9)
log ||A(k)e3||
k
→ λ1(A) = −λ3.
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Therefore, one can apply the standard approach from [Zo99] (Chapter 4.10) to get
the lower bound. Namely, we use again the decomposition (6). If the required
inequality does not hold when the trajectory enters the interval Dn for the first
time, we continue to follow the trajectory. Since we have (8) or (9), there exists
the first moment when the required inequality holds for some part of the trajectory
(the choice of the part depends on which of two alternatives holds). It implies
the statement about the lower bound. See [DeHuLe14](Chapter 5.3) and [Zo99]
(Proposition 3) for technical details. 
8. Final estimations
8.1. Pisot property. In this subsection we prove that the matrix of the cocycle
satisfies the so called Pisot property.
Definition 16. A matrix is called Pisot if it has only one dominant eigenvalue
(i.e. an eigenvalue of maximum modulus), and all eigenvalues different from the
dominant one have norm less than one.
The key ingredient of the proof is the strong connection between the cocycle
we work with and so called fully subtractive algorithm that was first pointed out
in [ArSta13]. The fully subtractive algorithm is defined on the positive cone R3≥0,
it subtracts the smallest number from the two others, i.e., it is given by the map
S : R3≥0 7→ R3≥0 given by
S˜ : (x1, x2, x3) 7→

(x1, x2 − x1, x3 − x1) if x1 ≤ x2, x1 ≤ x3
(x1 − x2, x2, x3 − x2) if x2 ≤ x1, x2 ≤ x3
(x1 − x3, x2 − x3, x3) if x3 ≤ x1, x3 ≤ x2
One can easily check that the matrix B(n) coincides with the matrix of the fully
subtractive algorithm after n iterations. Now, Pisot property for the fully subtrac-
tive algorithm was proved by Avila and V. Delecroix (see [AvDe15], Section 2). It
follows that
Lemma 34. The matrix of the cocycle B is Pisot.
Lemma 6 from [AvDe15] and the last lemma imply that the Lyapunov exponents
λ1 > 0 > λ2 ≥ λ3 satisfy and obviously we have
λ1 + λ2 + λ3 = 0.
It follows that
Corollary 35. The Lyapunov exponent for the suspension flow satisfies
λ = −λ3
λ1
< 1.
8.2. Simplicity of the spectrum. In this section we prove that the Lyapunov
spectrum for a special system of isometries of thin type is typically simple. In order
to check it, we have first to verify that our measure µ and the cocycle B over the
transformation σ satisfy the following conditions:
• the transformation is a countable Markov shift;
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• µ has bounded distortion:
1
Cˆ
≤ µ[i−m · · · i−1i0 · · · in]
µ[i−m · · · i−1]µ[i0 · · · in] ≤ Cˆ
for some uniform constant Cˆ > 0;
• the matrix of the cocycle is locally constant.
The first and the third conditions obviously hold for our construction. The next
lemma is responsible for the second one:
Lemma 36. The measure of maximal entropy µ satisfies the bounded distortion
property.
Proof. The statement actually holds for all Gibbs measures (in particular, for the
measure of maximal entropy). Let us choose one with a potential −κr. Then, there
exist two uniform constants P (the pressure) and Q such that for every cylinder
[i0 · · · in−1] and every point x from this cylinder we have
1
Q
≤ µ[i0 · · · in−1]
eΦn(x)−nP
≤ Q.
Now one can check that if x ∈ [i−m · · · i−1 · · · i0 · · · in]
µ([i−m · · · i−1i0 · · · in])
µ[i−m · · · i−1]µ[i0 · · · in] ≤
Q3eΦn+m(x)−(n+m)P
eΦn(x)−nP eΦm(σn(x))−mP
=
Q3
eP
≤ Q3eP .
The same estimation can be done in the opposite direction as well:
µ([i−m · · · i−1i0 · · · in])
µ[i−m · · · i−1]µ[i0 · · · in] ≥ Q
3eP .
So, the condition holds with Cˆ = Q3eP . 
Now we apply the Galois-theoretical criterium of the simplicity of Lyapunov spec-
tra from [MaMöYo15] (Theorem 2.17). This criterium develops the idea suggested
in [AvVi07]. We have to provide first the Galois-pinching matrix (see Definition 2.12
from [MaMöYo15]) for the cocycle B. In accordance with [MaMöYo15], the matrix
of the cocycle is Galois-pinching if its characteristic polynomial is irreducible over
Q, has only real roots, and its Galois group is largest possible (see Chapter 4.1 and
in particular Definition 4.1 in [MaMöYo15]). We work with the cocycle without
orientation because Lemma 28 implies that all the properties of spectrum of the
cocycle A are the same.
Lemma 37. The following matrix B1 is Galois-pinching for B:12 6 511 6 5
2 1 1
 .
Remark 5. The matrix B1 corresponds to the following loop on the Rauzy graph:
(1, 2, 3) → (2, 3, 1) → (3, 1, 2) → (1, 2, 3) with the following numbers of simple
iterations in each accelerated iteration: 1 (for the first arrow), 1 (for the second
one), 5 (for the last one).
Proof. One can check that :
• the characteristic polynomial is PB1(λ) = λ3 − 19λ2 + 9λ− 1;
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• PB1(λ) is irreducible since the first and the last coefficients of PB1 are equal
to 1 and −1;
• all the roots are real since the discriminant ∆1 > 0;
• The Galois group is isomorphic to S3 since ∆1 = 1940 is not a square of
any rational number.

Now we need a matrix B2 that is twisting with respect to B1 (see Chapter 4.2
in [MaMöYo15]. especially Theorem 4.6). Following [MaMöYo15], the matrix X is
twisting with respect to the pinching matrix Y if it is also pinching, some natural
irreducibility holds and the splitting field of its characteristic polynomial is disjoint
from the splitting field of the characteristic polynomial of Y .
Lemma 38. The following matrix B2 of the cocycle is twisting with respect to B1:10 5 49 5 4
2 1 1
 .
Remark 6. The matrix B2 corresponds to the same loop on the Rauzy graph but
with different numbers of waiting time in each vertex (for B2 it is (1, 1, 4)).
Proof. First, one needs to check that B2 is also pinching. It follows from the fact
that PB2(λ) = λ3 − 16λ2 + 8λ− 1 and ∆2 = 229. It also implies that two matrices
B1 and B2 identify pairwise disjoint fields. Thus B2 is twisting with respect to
B1. 
Theorem 5.4 from [MaMöYo15] together with Lemmas 37 and 38 implies the
following
Theorem 39. The Lyapunov exponents of the cocycle are pairwise different: λ1 >
0 > λ2 > λ3.
Corollary 40. The following inequality holds for the Lyapunov exponent of the
suspension flow:
λ = −λ3
λ1
>
1
2
.
Now Theorem 1 follows directly from Theorem 30 and Corollaries 40 and 35.
Corollary 41. For almost every plane section in chaotic case there exists a leading
direction but the deviation from it is unbounded.
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