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ABSTRACT
Breathing is a vital rhythmic behavior essential for life. The preBötzinger complex
(preBötC) of the lower brainstem houses a cluster of interneurons that generate the
respiratory rhythm in humans and all terrestrial mammals. Neurons of the preBötC
produce rhythmic bursts of neural activity that drive inspiration, the only inexorable
active phase of the breathing cycle (expiration is normally passive). preBötC
interneurons that comprise the core inspiratory rhythm generator are derived from
precursors that express the transcription factor developing brain homeobox 1 (Dbx1).
Neurons in the preBötC derived from Dbx1-expressing progenitors (hereafter referred to
as Dbx1 preBötC neurons) produce rhythmic bursts of spike activity as well as the
fundamental output that then drives inspiratory-related pump and airway resistance
muscles.
A longstanding question in respiratory neuroscience is whether rhythm (inspiratory
frequency) and pattern (motor output to inspiratory-related muscles) are controlled by
distinct sets of neurons and their neural mechanisms. Here, I test the burstlet theory of
inspiratory rhythm- and pattern-generation that demonstrates that inspiratory rhythm in
preBötC microcircuits occurs independently without obligatory neural bursts that
generate motor output responsible for airway control, which affirms the discrete
separation of preBötC neurons into “rhythm-related” and “pattern-related” camps.
The question articulated above has been refined over the past decade to consider
whether rhythm and pattern might be separately mediated by discrete sets of Dbx1
neurons. Next, I delve deeper in order to distinguish the inspiratory rhythm- and patterngenerating populations of Dbx1 preBötC neurons, starting with their classification
electrophysiologically on the basis on key intrinsic properties associated with either
rhythmogenesis or motor pattern (i.e., output). I then perform patch-seq, which involves
whole-cell patch-clamp recording of Dbx1 preBötC neurons and then by extraction of
their cytoplasmic contents, followed by RNA sequencing and transcriptome analyses. I
show that 123 genes significantly differentiate the putative rhythm- and patterngenerating populations of Dbx1 preBötC neurons. Surprisingly, the differentially
expressed genes do not pertain to the ion channels that give rise to their distinct
electrophysiological disparities. Nevertheless, the expression of synaptic receptors and
neuromodulators appears to delineate how these discrete sets of neurons are
programmed to play different roles in breathing rhythm vs. pattern. The deliverable of
the project provides high-quality transcriptomes at the cellular origin of breathing, a key
physiological behavior to the scientific commons and to provide distinct genetic targets
to manipulate and perturb breathing’s cellular and molecular underpinnings.
I conclude that discrete sets of Dbx1 preBötC neurons generate rhythm and mediate
fundamental aspects of inspiratory output pattern. These neuron types are distinct in
terms of physiology and transcriptome, which answers a longstanding question in
respiratory neurobiology about the neural origins of inspiratory breathing movements.
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Chapter 1: Introduction
Breathing is a vital rhythmic behavior essential for homeostasis and life. One breathing
cycle is composed of three phases: inspiration, post-inspiration, and expiration. The first
phase of breathing, inspiration, involves a shortening contraction of the diaphragm and
external intercostal muscles, collectively called inspiratory pump muscles. The next
phase is post-inspiration, which involves a lengthening contraction of the diaphragm, as
well as conventional shortening contractions of airway resistance muscles, to slow the
release of air from the lungs, thus prolonging gas exchange. Post-inspiration is a
conditional phase, i.e., it is generally but not always present. The last phase of a
breathing cycle is expiration, which can be passive or active. Passive expiration results
from the elastic recoil of the lungs, inspiratory pump muscles, and thorax (rib cage,
connective tissue, and muscles). Active expiration is not present during resting
conditions but is recruited automatically during activities like exercise, when oxygen
demand necessitates greater ventilation. Active expiration also occurs during airwaydefensive reflexes like coughing or via volition such as blowing a candle, playing wind
instruments, and so on.
Inspiration, the preeminent phase of a breathing cycle, is the only essential and
unconditionally active phase that dominates breathing. A longstanding twofold question
in respiratory neurobiology has been to identify the site and understand the mechanism
generating inspiratory breathing rhythm.
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1.1

Where is the inspiratory breathing rhythm generated?

As early as the 1800s, researchers knew that the lower brainstem, with critical motor
relays in the cervical spinal cord, is vital for the breathing rhythm (Hippocrates and
Galen, 1846). Sectioning the midbrain and medulla at the level of the vestibulocochlear
cranial nerve (VIII) in rabbits resulted in the complete cessation of breathing (Le Gallois,
1812). In 1851, following the work by Le Gallois, French physiologist Pierre Flourens
(1794–1867) coined the term nœud vital for the region of the medulla oblongata to
indicate its importance in the control of breathing, a lesion of which suffices to kill the
animal (in that study, rabbit) immediately (Flourens, 1851).
But the technical limitations associated with in vivo experiments made it difficult to
localize that region, the nœud vital, generating breathing rhythm within the medulla. To
understand the neural origins and control of breathing, we must know the precise
location of the rhythm-generating site or sites.
One breakthrough in the field of respiratory neurobiology was when researchers
discovered that functioning respiratory neuronal networks, whose breathing-related
motor output is measurable via cranial and spinal nerve rootlets, could be isolated in
brainstem-spinal cord preparations from newborn rodent pups (Smith et al., 1990;
Suzue, 1984). The brainstem-spinal cord, along with thorax (Fig. 1.1A) was placed in an
experimental chamber perfused continually with artificial cerebrospinal fluid (ACSF),
whose contents are as follows (in mM): 123 NaCl, 3 KCl, 1.25 KH2PO4, 2.5 CaCl2, 1.5
MgSO4, 25 NaHCO3, and 30 glucose; the pH was equal to 7.2. (Note: the contents of
the ACSF can be slightly modified depending on experimental aims, generally lowering
2

Ca2+ and/or raising K+, but this recipe generally applies.) Initially, to verify that the
recordings from nerve roots in the brainstem-spinal cord preparations were respiratoryrelated, Suzue examined concurrent movements of the thorax while simultaneously
recording tension (using a strain gauge) from the intercostal space as well as the fourth
cervical spinal nerve (C4) (Fig. 1.1B). Tension from the intercostal spaces rises during
thoracic movements that correspond to inspiratory breathing movements.

Fig. 1.1 Respiratory-like movements recorded from thorax along with spinal nerve (C4). A, Photo of
in vitro brainstem-spinal cord preparation of neonatal rodent retaining thorax with intact cranial and spinal
nerves (Smith et al., 1990). B, Simultaneous recordings from the thorax (upper trace) and ventral root C4
(lower trace) showing the synchronous movement of the thorax with the neural electrical activity of ventral
root C4 (Suzue, 1984).

In further iterations by Smith and colleagues, the focus shifted to suction electrode
recordings made from glossopharyngeal (IX), vagus (X) and hypoglossal (XII) cranial
nerve roots as well as ventral roots of the spinal nerves including phrenic, thoracic, and
lumbar nerves (recordings from phrenic root C4 shown in Fig. 1.1B) (Smith et al., 1990;
Suzue, 1984).
The C3-C5 (i.e., phrenic) nerves send motor information to the diaphragm, leading to its
contraction during the inspiratory phase. The IX and X cranial nerves innervate the
upper airway and neck muscles to regulate airway resistance during inspiration and
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post-inspiration. The XII cranial nerve innervates airway resistance muscles including,
notably, the genioglossus muscle, which protrudes the tongue during inspiration.
As seen in Figure 1.1, the phrenic nerve discharge is in sync with respiratory-like
movements in the thorax (Smith et al., 1990; Suzue, 1984). These experiments
suggested that the rhythmic motor activity recorded from the phrenic nerve in the
brainstem-spinal cord preparation corresponds to the respiratory rhythm, specifically
inspiration. Notably, the inspiratory rhythm was always detectable on every cranial and
spinal motor nerve tested, consistent with its preeminent role in breathing. Sometimes
post-inspiration was measurable via IX, X, and XII cranial nerves, but an active
expiratory rhythm was not detected on any motor nerve. Inspiratory rhythm and motor
output from any and all of the cranial and phrenic (and even lumbar) respiratory-related
nerve roots can be maintained for long-duration recordings (on the order of hours) in
vitro (Smith et al., 1990; Suzue, 1984).
Brainstem-spinal cord preparations, also referred to as en bloc preparations, became
powerful experimental systems for studying inspiratory rhythm and pattern generation in
the late 1980s because of their accessibility for experimental manipulations and their
robustness (Ballanyi et al., 1999; Bianchi et al., 1995). Having established that
inspiratory rhythm is generated in the brainstem, and can be studied in vitro,
researchers turned their attention to identifying and localizing that region in the
brainstem that acts as an oscillator for inspiratory breathing movements.
Given that the isolated brainstem-spinal cord contained a functional inspiratory rhythmic
network, investigators started making serial transverse microsections (75 µm thick) of
4

the neonatal rat brainstem using a vibratome, in both rostral and caudal directions (Fig.
1.2A). They noticed that perturbations of rhythmogenesis were observed only at a level
several hundred microns caudal to the facial nucleus (VII nucleus), which is a major
brainstem landmark. Further sectioning conducted below the level where perturbations
were first identified induced further instability in rhythm and then eliminated the rhythmic
motor output altogether (Fig. 1.2B) (Smith et al., 1991).
This experiment suggested that the area in the ventral medulla ~350 µm caudal to the
level of VII nucleus, at the level of the obex (the caudal end of the fourth ventricle),
either housed the critical neurons for rhythmogenesis or contained the fibers of passage
from the critical area for breathing (Smith et al., 1991). (Note: this region identified by
Smith and colleagues corresponds closely to the anatomical location identified by
Flourens in the 1850s, although Flourens identified it in rabbits and used the VIII cranial
nerve as a landmark, but the two regions are anatomically self-consistent, being in the
lower brainstem at approximately the level of the obex in mammals.)
Assuming that the region housed a bona fide oscillator, the discovered region was
named preBötzinger Complex (preBötC), for historical region being adjacent to an
expiratory non-rhythmogenic region called Bötzinger Complex, but it was appended with
“pre” to acknowledge its proposed inexorable breathing-related role and that its
constituent neurons are responsible for inspiratory rhythm generation (Smith et al.,
1991).
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Fig. 1.2 Serial brainstem transection experiments that help isolate the inspiratory core oscillator.
A, Partial sagittal view of medulla oblongata showing the position of preBötzinger Complex within the
larger ventral respiratory column of respiratory sites and nuclei (Smith et al., 1991). Note, this schematic
view only shows the ventral brainstem, all dorsal sites incuding the XII nucleus have been truncated for
ease of display and to focus on the ventral sites. B, Phrenic motor discharge on C4 spinal ventral roots
after every 75 µm sectioning, in rostral-to-caudal direction (position 1-11 in A). (Smith et al., 1991).

To further test the idea that the preBötC was a dedicated neural oscillator, the
researchers made a transverse medullary section surrounding the preBötC that was just
~500 µm thick. They reasoned that if preBötC housed fibers of passage, then a rather
thin transverse slice of the medulla would probably not contain a remote oscillator. This
section contained a complete rhythmic motor circuit, which was scientifically consistent
with (although not proof of) a rhythm-generating preBötC as well as local circuits for
premotor transmission, and XII motoneurons and axons exiting via XII nerve rootlets.
Recordings were made from the preBötC and the XII nerve rootlets. The recordings
were synchronized, which suggested that rhythms generated in the preBötC were
communicated to XII motoneurons to produce nerve bursts of motor output (Fig. 1.3).
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Fig. 1.3 The ‘breathing’ slice preparation isolates preBötC and spontaneously generates
inspiratory rhythm. A, Transverse view of the slice containing the preBötC, XII motor nuclei, and XII
nerve rootlets. B, Electrical recordings from preBötC inspiratory neuron (Vm) and inspiratory motor output
on XII.

Nevertheless, researchers had not yet fully tested whether the preBötC was a
rhythmogenic circuit or contained fibers of passage from a remote rhythmogenic site
elsewhere, albeit one that could be captured in thin slices. To further differentiate
between those two possibilities researchers produced local perturbations of neuronal
excitability to test whether manipulating preBötC neurons in the slice would affect
rhythmogenesis (Smith et al., 1991). If the preBötC microcircuit contains the inspiratory
rhythmogenic neurons, then the local perturbations must modify the XII motor output
frequency, and if the preBötC housed the fibers of passage from a remote inspiratory
oscillator then there should not be any effect of the perturbations on the frequency.
Local K+ (25 mM) microinjections in the preBötC to locally depolarize constituent
neurons reversibly increased the XII frequency (Smith et al., 1991). Conversely,
pharmacologically blocking the excitatory synaptic activity transiently reduced and
reversibly eliminated the XII frequency (Smith et al., 1991). These experiments led to
the conclusion that the preBötC contains neurons critical for rhythmogenesis, not fibers
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of passage, and that excitatory neurotransmission in preBötC neurons is necessary for
rhythmogenesis (Smith et al., 1991).
Thus, we can conclude that the preBötC is inspiratory rhythmogenic and can be studied
in slice preparations in vitro that expose the face of the preBötC on their rostral surface,
which enables unprecedented cellular-level access to constituent preBötC neurons for
electrical, and later, optical recordings (Funk and Greer, 2013; Smith et al., 1991). This
finding was a second fundamental turning point in respiratory neurobiology, following
the advent of en bloc preparations. It provided the platform to perform targeted cellular
studies to better understand the cellular and synaptic mechanisms underlying
respiratory rhythm.
1.2

How is the inspiratory breathing rhythm generated?

Currently, there are three theories for inspiratory rhythmogenesis. The first theory
depends on an obligatory role for synaptic inhibition, first codified as a half-center model
(Brown, 1914; Stuart and Hultborn, 2008). The second theory depends on cellular
bursting properties and is called either pacemaker (Feldman and Cleland, 1982;
Feldman and Smith, 1989; Rekling and Feldman, 1998; Smith et al., 1991) or a grouppacemaker theory (Del Negro and Hayes, 2008; Thoby-Brisson and Ramirez, 2001).
The final theory is a specific type of network oscillator (Grillner, 2003, 2006; Grillner and
El Manira, 2019) that we refer to as recurrent excitation: burst & burstlets (Kam et al.,
2013a). I will discuss each of these three theories here.
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1.2.1 Synaptic Inhibition Model
Long before the kernel for inspiratory rhythmogenesis, i.e., the preBötC, was
discovered, the central dogma for the neural origins of breathing was built on a synaptic
inhibition model. The model was inspired by phrenic nerve activity, which exhibits a
ramp-like activity pattern leading to inspiration, and then abruptly drops in postinspiration/expiration. Researchers speculated that this inspiratory ramp, followed by
shut-off of motor activity reflected a neural threshold-crossing process upstream in the
networks of interneurons (Grillner and El Manira, 2019; Rekling et al., 2000a).
It was hypothesized that a sufficient build-up of neural activity, reflected in phrenic nerve
output, triggers a massive onset of inhibition to terminate inspiration (von Euler, 1983;
Feldman, 1986, 2011). Furthermore, that the inhibition wanes after inspiratory
termination, and that a subsequent increase in the activity of excitatory inspiratory
neurons then leads to the next cycle (von Euler, 1983; Feldman, 1986, 2011). This
model postulates that inhibition is necessary to terminate one inspiratory burst, which
then – after release from inhibition – enables the network to generate the next
inspiratory burst.
To test the synaptic inhibition model, researchers globally blocked all Cl–-mediated (i.e.,
GABAA and glycine receptors) and K+-mediated (i.e., GABAB receptors) synaptic
inhibition using ACSF devoid of Cl– ions in addition to pharmacological blockers while
measuring phrenic and XII output in vitro. The prediction was that if the inhibition model
was correct then removing inhibition (or disinhibiting the network) should increase the
activity in the preBötC network, prolong the refractory period and eventually decrease
9

the frequency of the (or stop) inspiratory rhythm. However, what they found was that
disinhibition affected the amplitude of inspiratory motor output in en bloc or slice
preparations but it did not prevent or significantly perturb the underlying frequency of the
rhythm (Feldman and Smith, 1989; Gray et al., 1999), which is strong evidence against
the model featuring an obligatory role for synaptic inhibition in rhythmogenesis.
The role of inhibition has also been studied in so-called in situ preparations, which retain
the neuraxis from the pons to mid-cervical spinal cord with vertebrae, ribs, and heart
(and sometimes lungs) in place (Paton, 1996). In situ preparations are reverse perfused
via the aorta and – although disadvantageous from the point of view of accessibility of
neurons and networks – they are advantageous because they have a higher level of
intrinsic excitability, and they generate a motor rhythm with distinct inspiratory, postinspiratory, and expiratory phases. In situ, removal of inhibition causes inspiratory and
post-inspiratory phases to fuse (Dutschmann and Paton, 2002), even producing tonic
activity on respiratory motor nerves (Marchenko et al., 2016). That tonic activity in situ is
not validation that synaptic inhibition is essential for rhythmogenesis because removal
of inhibition dramatically raises the titer of excitability into a regime where preBötC
neurons fire tonically, and the preBötC loses its rhythmogenic capacity, which is similar
in principle to depolarization block of spiking in single neurons.
The real test is what happens in vivo. The selective block of inhibition in the preBötC,
using pharmacology or photoinhibition via archaerhodopsin does not stop breathing,
which certainly demonstrates that synaptic inhibition is not essential. But this
experiment did perturb frequency, but in a way that can be readily understood in the
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context of sensorimotor integration. This disinhibition abrogates the Breuer-Herring
inflation reflex (BHIR), which normally sends a feedback signal from the inflated lung to
the preBötC which inhibits the preBötC from continuing the inspiratory phase. Blocking
inhibition in an intact mammal short-circuits that feedback loop, which leads to an
increase in the magnitude of inspiratory breaths and thus lengthens the inspiratory cycle
time, that is, leads to a slower inspiratory rhythm (Janczewski et al., 2013; Sherman et
al., 2015).
Thus, inhibition can modulate the rhythm-generating network because it is involved in
the BHIR in vivo and by virtue of regulating excitatory-inhibitory balance in in situ
preparations. However, in the simplest en bloc and slice preparations in vitro, synaptic
inhibition has no influence on the frequency of the rhythmic system and its motor output
(Baertsch et al., 2018; Cregg et al., 2017). Bottom line: synaptic inhibition is not
essential for generating the inspiratory rhythm.
1.2.2 Pacemaker Theory & Group Pacemaker Theory of Inspiratory
Rhythmogenesis
Having ruled out the inhibition model, investigators started performing whole-cell patchclamp recording experiments to understand the cellular-level properties of preBötC
neurons in the hope of discovering some clues regarding rhythm generation. The
synaptic drive potentials from the preBötC inspiratory neurons and XII motor output
were recorded (Fig. 1.4). Both the activity patterns were coincident at the baseline
membrane potential of the rhythmically active preBötC neurons, which measured
approximately -60 mV (left arrow in Fig. 1.4) (Smith et al., 1991). The investigators then
11

depolarized these neurons to -55 mV, which facilitated oscillatory bursts, called the
ectopic bursts because they happen outside of the inspiratory network discharge and
are not associated with the XII motor output (Fig. 1.4) (Smith et al., 1991). The
frequency of these additional ectopic bursts increased when the neurons were further
depolarized to -45 mV ( or the neurons became tonically active, not shown in Fig. 1.4
but this feature was shown in the citation) (Smith et al., 1991).

Fig. 1.4 Voltage-dependent bursting-pacemaker neurons in the preBötC. Note: the XII is shown as
the top trace here, contrary to custom. Nevertheless, both XII (top) and a whole-cell recording from a
preBötC neuron (bottom) are both shown. At baseline (-60 mV) the neuron and XII are in sync. However,
depolarization by ~15 mV causes neuron to generate the voltage-dependent bursting or ectopic bursts
(Smith et al., 1991).

The preBötC bursts, synchronized with the XII nerve output, are due at least in part to
synaptic drive from network activity during the inspiratory phase. But what interested the
researchers were these ectopic bursts that are voltage-dependent. This type of voltagedependent property is a characteristic feature of conditional pacemaker neurons, which
generate oscillatory cycles that alternate between burst phases and phases of
quiescence and have been demonstrated to be rhythmogenic in invertebrate networks
that generate rhythmic movements of several types (Coombes and Bressloff, 2005;
Smith et al., 1975). They are specifically called conditional pacemaker neurons because
12

the baseline membrane potential must be between approximately –55 and –45 mV to
exhibit bursting oscillations. At membrane potentials less than –55 mV the neurons
remain quiescent (except when network activity provides inspiratory synaptic drive) and
at membrane potentials greater than –45 mV they are tonically active. Blocking synaptic
transmission pharmacologically, in the in vitro slice preparation, does not preclude these
conditional bursting-pacemaker activity in preBötC neurons (Del Negro et al., 2005;
Funk et al., 1993; Peña et al., 2004; Thoby-Brisson and Ramirez, 2001). It was
straightforward for researchers to consider that conditional bursting-pacemaker
properties might be applicable in vertebrate and mammalian oscillator systems too,
even though heretofore the pacemaker neuron concept had only been demonstrated in
invertebrates.
The results from these experiments led to the hypothesis that a subset of preBötC
neurons, between 5 and 25% of the entire population (Del Negro et al., 2002a, 2005;
Pagliardini et al., 2005), are conditional bursting-pacemaker neurons that form the
kernel for inspiratory rhythm generation, referred to as the pacemaker hypothesis of
rhythmogenesis (Feldman and Smith, 1989; Rekling and Feldman, 1998; Smith et al.,
1991, 2000). Earlier in section 1.1 (page 7), I acknowledged an early test of the role of
the preBötC identified that excitatory synaptic interactions were essential for inspiratory
rhythmogenesis. That fact is not in conflict with the pacemaker hypothesis because the
synaptic interactions were hypothesized to synchronize bursting pacemaker activity and
drive the remaining 75-95% of preBötC neurons not capable of bursting-pacemaker
activity (Butera et al., 1999; Del Negro et al., 2001; Smith et al., 2000).
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The voltage-sensitive bursting-pacemaker activity depends on persistent Na+ current
(INaP) (Del Negro et al., 2001, 2002a; Johnson et al., 1994; Koizumi and Smith, 2008;
Ptak et al., 2005; Thoby-Brisson and Ramirez, 2001; Yamanishi et al., 2018). Knowing
the underlying ionic mechanism for bursting allowed researchers to attempt testing the
pacemaker hypothesis by blocking INaP, which consequently should also block the
voltage-dependent pacemaker behavior in individual neurons. There exists a tool to
accomplish this, the INaP antagonist drug riluzole, which precludes the INaP-mediated
intrinsic bursting in the preBötC pacemaker neurons but does not block neuronal spiking
like ~1 µM doses of tetrodotoxin (Del Negro et al., 2002b, 2005). If the pacemaker
hypothesis is correct, then blocking the INaP should slow down or terminate the
inspiratory rhythm.
The required concentration of riluzole to block the INaP completely is ~20 µM (Del Negro
et al., 2002b; Urbani and Belluzzi, 2000; Yamanishi et al., 2018). But, even at
concentrations as high as 200 µM, there was no effect of riluzole on the frequency of XII
motor output, except after ~30 mins of drug application, the XII amplitude declines and
ultimately disappears, which can be attributed to diminished motor neuron output rather
than the abrogation of rhythmogenesis (Del Negro et al., 2002b, 2005; Peña et al.,
2004).
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Fig. 1.5 Riluzole does not abolish inspiratory rhythm. A, Effect of riluzole on inspiration monitored via
XII motor activity (Del Negro et al., 2002b). B, Dose-response curve for XII area, amplitude, and cycle
period. (Del Negro et al., 2002b)

So, despite the fact that researchers had blocked INaP, which underlies the voltagedependent bursting-pacemaker behavior in preBötC neurons (Del Negro et al., 2002a),
the respiratory rhythm was not abolished immediately (Fig. 1.5) (Del Negro et al.,
2002b, 2005; Peña et al., 2004).
This led to an important conclusion that INaP-driven voltage-dependent burstingpacemaker neurons do not play an essential role in inspiratory rhythm generation (Del
Negro et al., 2005; Pace et al., 2007).
The above result not only falsified the INaP-mediated pacemaker hypothesis but also
gave new weight to an existing, but not yet popularized, competing theory called group
pacemaker theory. Here, researchers posited that the inspiratory rhythm is an emergent
network property that depends on synaptically activated burst-generating currents (Del
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Negro et al., 2002b; Feldman and Del Negro, 2006; Rekling and Feldman, 1998;
Rekling et al., 1996). In that framework, some preBötC neurons may have some
spontaneous activity, and via recurrent connections with one another, the activity in the
network builds and the neuronal bursts are triggered by the synaptic interactions rather
than intrinsically (as in voltage-dependent bursting-pacemaker activity). In the grouppacemaker model, voltage-sensitive INaP-mediated pacemaker neurons can be
embedded within a group pacemaker, but they are not essential for the rhythmogenic
mechanism.
preBötC neurons are connected with each other (Rekling et al., 2000b). The
connectivity and excitability in the preBötC network is such that the activity in a few
spontaneously spiking preBötC neurons further percolates to a larger subset of preBötC
neurons (Del Negro et al., 2018). According to the group pacemaker theory, such
recurrent excitation leads to an increase in the intracellular Ca2+, which then activates
the non-specific Ca2+-activated cationic current (ICAN) to consequentially trigger an
inspiratory burst (Del Negro and Hayes, 2008; Del Negro et al., 2002b, 2005; Mironov,
2008; Pace et al., 2007; Rubin et al., 2009).
So researchers sought to test the group pacemaker model. If the group pacemaker
model explains for inspiratory rhythmogenesis, then attenuating ICAN should either: i)
slow down the rhythm because recurrent excitation would then take longer to generate
a burst in the absence of ICAN, or ii) stop the rhythm because recurrent excitation alone
would be insufficient to generate a burst that culminates the respiratory cycle. As a
means to attenuate ICAN, researchers used (at first) two imperfect tools: ICAN can be
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blocked by cadmium (Cd2+) or flufenamic acid (FFA) (Guinamard et al., 2013). Cd2+ has
the side effect of broadly blocking Ca2+ channels, which stops synaptic transmission, so
it really cannot be used to test the group pacemaker. FFA is a promiscuous drug that
broadly depresses neuronal excitability but it has the benefit of being a dedicated ICAN
blocker without effects on Ca2+ channels (Guinamard et al., 2013). Pharmacologically
blocking both INaP and ICAN, using riluzole and FFA stopped the inspiratory rhythm in
slices (Del Negro et al., 2005; Peña et al., 2004). But, an interesting phenomenon was
observed when the neuronal excitability was subsequently elevated: the respiratory
rhythm came back (Del Negro et al., 2005). This experiment suggests that blocking both
INaP and ICAN reduces preBötC excitability, which can transiently stop rhythmicity, but
that respiratory rhythm does not depend on ICAN (or INaP) because rhythmicity returns
after augmenting excitability to compensate for the effects of these drugs (Del Negro et
al., 2005; Pace et al., 2007).
The non-specific cation channels of the transient receptor potential (Trp) family are
considered to underlie ICAN in preBötC neurons, particularly Trpm4 and, to a lesser
extent, Trpc3 (Ben-Mabrouk and Tryba, 2010; Crowder et al., 2007; Del Negro and
Hayes, 2008; Hayes et al., 2017; Mironov, 2008; Mironov and Skorova, 2011). In slice
preparations in vitro, pharmacologically blocking the Trpm4 ion channels, by adding the
drug 9-phenanthrol (selective Trpm4 channel inhibitor) (Guinamard et al., 2014) to the
ACSF, reduced the preBötC and XII burst area, but increased the burst frequency
(Koizumi et al., 2018; Picardo et al., 2019). To attempt a similar experiment in vivo,
researchers used reverse genetic techniques to attenuate expression of Trpm4 ion
channels in adult mice. After introducing short hairpin RNA (shRNA) into the preBötC it
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takes ~6 weeks to fully knock-down Trpm4 in the preBötC (Picardo et al., 2019).
Knocking down the Trpm4 channels in vivo progressively decreased the magnitude of
inspiratory motor output, but increased the inspiratory burst frequency, consistent with
the in vitro experiments (Picardo et al., 2019). By the end of the study, more than half of
the mice died due to respiratory failure. At face value, those results seem to suggest
that ICAN (Trpm4) are essential for rhythmogenesis. However, the authors argue that the
death of the Trpm4-channel knock down mice was due to smaller breaths or insufficient
ventilation, rather than an effect of the hypothesized rhythm-generating mechanism of
the ICAN-mediated recurrent excitation. In a sentient mouse, sensory motor feedback
inhibition due to BHIR ordinarily truncates inspiration and thus cut down cycle time and
increase frequency. Inspiratory rhythm in vitro is devoid of such sensory motor feedback
and therefore exhibit amplified inspiratory bursts, which are followed by a pronounced
refractory period that depresses frequency (Baertsch et al., 2018; Kottick and Del
Negro, 2015). Here, pharmacological attenuation of Trpm4-dominated ICAN also
truncates inspiratory bursts, which produces the same net effect as sensorimotor
feedback inhibition in vivo, namely increasing frequency. This suggests that the Trpm4mediated ICAN may be essential for amplifying inspiratory bursts and motor pattern
generation but, again, is not rhythmogenic per se.
Genetic techniques testing the role of ICAN have satisfactorily resolved that it plays a
critical role in producing the motor output, but is not rhythmogenic (Koizumi et al., 2018;
Picardo et al., 2019). However, the experiments testing the role of INaP suffer intrinsic
limitations principally due to the pharmacological promiscuity of riluzole, which affects
the excitatory synaptic transmission, as well as Ca2+ channels (Doble, 1996), do not
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resolve the debate satisfactorily. Prolonged exposure of riluzole decreases XII motor
output in vitro, leading to disappearance of the rhythm, suggesting that the drug affects
mechanisms other than just the INaP to stop the respiratory rhythm (Del Negro et al.,
2002b, 2005; Pace et al., 2007). So, in evaluating the pacemaker hypothesis,
pharmacological limitations prevent us from having full confidence that the pacemaker
hypothesis, focusing on the role of INaP and bursting-pacemaker neurons, is completely
falsified. Nevertheless, what other forms of evidence can we employ? There is no
evidence that shows pacemaker neurons in adult animals or in vivo at any age. If they
were there, they should be easy to find, but decades of in vivo recordings have not
shown their existence. So, we consider all the evidence against the pacemaker
hypothesis in vitro, and lack of evidence in vivo to support it, as falsification of that
model.
In summary of the pacemaker and group pacemaker hypothesis, it seems unlikely that
the INaP and ICAN endow the rhythmogenic nature of the preBötC, even though each one
is an inward burst-generating current that can augment inspiratory bursts, and in the
case of INaP, can give rise to bursting-pacemaker rhythmicity in a subset of neurons. So,
if the burst-generating inward currents are not rhythmogenic, then what synaptic
mechanisms of preBötC neurons make them rhythmogenic?
1.2.3 Network oscillator: Recurrent Excitation, Burstlets, and Bursts
The key to understanding rhythmogenesis may be found in what both discredited
theories (1.2.1 and 1.2.2) have in common – the inextricable neural bursts that
culminate the inspiratory phase of the breathing cycle. It was proposed that the
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inspiratory network comprises of two separate components: a component generating
cycle timing (rhythm-generating network), and a component responsible for patterned
output delivered to premotoneurons (i.e., a pattern-generating network) (Feldman,
1986).
The inspiratory rhythm is generated in the preBötC, and the pattern-generating network
transmits this information to produce muscle contractions in respiratory muscles
(airways and pump) that carry out breathing movements. This raises the following
critical questions: i) Are there distinct populations of inspiratory rhythm- and patterngenerations? If so, ii) where are these populations located? And iii) how is the
inspiratory rhythm transmitted to an inspiratory motor output pattern?
Because the preBötC remains rhythmically active and generates motor output in
reduced preparations in vitro (Funk and Greer, 2013; Smith et al., 1991), we can
address these critical questions in the laboratory under controlled conditions. The
variability of the preBötC rhythm (measured in vitro using the coefficient of variation of
the XII motor output frequency) is a biphasic function of extracellular K+ ([K+]o) (Del
Negro et al., 2009; Feldman and Kam, 2015; Kam et al., 2013a). The variability of the
XII motor output rhythm peaked at the intermediate level of [K+]o (7 mM [K+]o) compared
to low (3-6 mM) and high (8-10 mM) levels of [K+]o (Del Negro et al., 2009). At high
excitability, a large fraction of preBötC neurons, with baseline membrane potential at or
near the spike threshold, are available to initiate an inspiratory burst through recurrent
excitation (Del Negro et al., 2009). So, the inspiratory cycle initiates regularly and
reliably at a frequency in vitro of ~0.2 Hz. Conversely a very slow (~0.008 Hz) but,
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again, highly regular inspiratory rhythm occurs at low levels of excitability. Its lack of
variability can be explained by reduced background spiking activity to cause spurious
neuronal activity, i.e., there are fewer preBötC neurons at or near the spike threshold so
there are few opportunities for spurious initiation of an inspiratory burst cycle (Del Negro
et al., 2009). What interested the researchers was the relatively higher variability in the
rhythm at the intermediate level of excitability and an invariable XII burst amplitude at all
levels of excitability (Del Negro et al., 2009). These experiments suggest that the
mechanism underlying XII burst frequency (i.e., rhythmogenesis) does not affect the
burst-generating mechanisms that ultimately drive the amplitude of the XII motor output
(Del Negro et al., 2009; Feldman and Kam, 2015; Johnson et al., 2001; Kam et al.,
2013a; Ruangkittisakul et al., 2006). Thus, the two aspects: rhythm and motor pattern,
appear to be separable (Feldman and Kam, 2015; Kam et al., 2013a).
In 2013, Kam and Feldman proposed the burstlet theory that focuses on the radical
notion of rhythmogenesis in the absence of neural bursts (and inspiratory motor output)
(Kam et al., 2013a). They proposed that the biphasic modulation of rhythm with [K+]o is
because the preBötC bursts (concurrent with the XII bursts) are intermingled with
significantly smaller ‘burstlets’ (Kam et al., 2013a). The burstlet theory suggests that an
underlying burstlet rhythm may be the true rhythmogenic mechanism. The burstlet,
upon crossing a threshold, governed by the topology of network connections (Slepukhin
et al., 2020), further leads to a pattern-generating inspiratory burst. Thus, proposing that
both rhythm- and pattern-generating mechanisms start in the preBötC (Fig. 1.6).
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Fig. 1.6 Schematic of the proposed burstlet theory of inspiratory rhythmogenesis. The schematic
shows the inspiratory rhythm- and pattern-generating microcircuits are both located inside the preBötC
(Kam et al., 2013a). These microcircuits drive the spinal and cranial motor nuclei that further innervate the
inspiratory pump muscles to generate the inspiratory breathing movements.

Burstlets are lower in amplitude compared to the preBötC bursts (and XII motor output)
and do not generate the XII motor output. At intermediate levels of excitability, which is
associated with high variability in XII motor output rhythm (Del Negro et al., 2009), the
low amplitude burstlets in the preBötC were observed at regular intervals when an XII
burst was expected (Kam et al., 2013a). Thus, at intermediate levels of excitability, the
burstlets maintained the preBötC rhythm, but because they do not generate an XII
motor output, the variability measured via XII motor output rhythm is significantly high
even though the preBötC rhythm is not significantly variable (Kam et al., 2013a).
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1.3

Burstlet theory for inspiratory rhythm generation: are rhythm- and patterngenerating mechanisms distinct?

Reliability is a major issue plaguing contemporary neuroscience, often singled out for its
characteristic studies of relatively low statistical power and the dearth of replication
studies to confirm fundamental and game-changing results (Baker, 2016; Editorial
Board, 2013; Ioannidis, 2005).
In the second chapter of this dissertation, I explicitly repeat or conceptually recast the
iconoclastic claims of the burstlet theory. I show that the data and conclusions of the
burstlet theory are consistent and reliable, which calls for a reexamination of the
fundamental principles underlying a key mammalian central pattern generator. These
data agree with the original burstlet theory (Kam et al., 2013a) that an underlying
burstlet rhythm may be the true rhythmogenic mechanism.
Additionally, I show that the rhythm-generating mechanism depends on the excitability
in the preBötC network, thus making it a voltage-dependent mechanism. Here, voltagedependent does not refer to the characteristic of the neuron (such as the voltagesensitive conditional pacemaker neurons), but instead it refers to the dependence of
preBötC frequency on the excitability (regulated via [K+]o) of the network. Our results
confirm that the burstlets are subthreshold from the standpoint of inspiratory burst
generation, and that the inspiratory burst represent burstlets that cross threshold and
lead to the motor output. I also show that at intermediate levels of excitability, the
burstlets maintain the inspiratory rhythm in the preBötC network, but an inability to
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regularly generate an XII motor output causes a high variability in the XII motor output
rhythm.
This answers a part of the earlier mentioned critical questions (Section 1.2.3, Page 20)
that both, the inspiratory rhythm- and pattern-generating mechanisms are distinct, and
both these mechanisms originate in the preBötC core microcircuit. But what it does not
answer is: i) are there distinct populations for generating inspiratory rhythm and motor
output pattern in the preBötC and if so, ii) how is the inspiratory rhythm transmitted to
generate an XII motor output?
To answer the latter part of the question, the following mechanism has been proposed
for transmitting the inspiratory rhythm into an inspiratory motor output. Single excitatory
postsynaptic potentials (EPSPs) in preBötC neurons are insufficient to produce an
action potential (Feldman and Kam, 2015; Rekling et al., 2000a). As multiple preBötC
neurons generate EPSPs in rapid succession, the temporal summation of EPSPs is
probably enough to generate an action potential in postsynaptic neighbors (Ashhad and
Feldman, 2020; reviewed in Del Negro et al., 2018). Since the preBötC network is
recurrently connected (Rekling et al., 2000a), the activity grows within a fixed
population, i.e., it is regenerative and leads to a burstlet (Feldman and Kam, 2015; Kam
et al., 2013b). When the temporal activity in the preBötC network exceeds a threshold
determined by network topology (Slepukhin et al., 2020), it possibly recruits a distinct
mechanism, perhaps involving INaP but certainly ICAN (Koizumi et al., 2018; Picardo et al.,
2019), to generate an inspiratory burst (Del Negro et al., 2018; Feldman et al., 2013),
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which is able to propagate to premotoneurons and motoneurons outside preBötC to
produce motor output in vitro.
To answer the former part of the question (above), we performed a transcriptomic
analysis of the preBötC inspiratory neurons. Electrophysiological recordings in preBötC
neurons have characterized intrinsic membrane properties, including ion channels,
membrane pumps, transporters, and synaptic currents that influence the neural
mechanisms of inspiration (Del Negro et al., 2018). However, to better understand how
these mechanisms are divided in the preBötC core microcircuit, we require knowledge
not only at the level of ion channels, cellular properties, and synaptic integration but also
at the level of genes. Identifying specific subunits, isoforms and genes that underlie the
characterized intrinsic membrane properties of the preBötC neurons would facilitate
more conclusive experiments.
1.4

Genetics of preBötC

Transcription factors are proteins that either promote or repress the recruitment of RNA
polymerase to specific genes, i.e., transcription factors are genes that regulate other
genes. During embryonic development, the neural tube is segmented along the dorsalventral axis by concentration gradients of sonic hedgehog (Shh) and bone morphogenic
proteins (BMPs) secreted from the floor plate and the roof plate respectively. The
concentration gradient of Shh primarily influences the cell-development pattern of the
ventral axis and the concentration gradient of BMPs influence the cell-development
pattern of the dorsal axis.
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We will describe developmental principles that lead to canonical classes of ventral
spinal and hindbrain neurons. Our focus remains on the ventral side of the developing
neural tube because: i) the development of ventral neurons and microcircuits is
understood to a much greater extent than dorsal neurons and microcircuits; ii) ventral
neurons are dedicated to motor function whereas dorsal neurons are dedicated to
sensory reception and relay; and iii) the key respiratory rhythm- and pattern-generating
neurons are located in the ventral brainstem (not dorsal brainstem).
In the developing spinal cord and hindbrain (which becomes the brainstem), the borders
of canonical ventral progenitor cell classes are governed by Class I transcription factors,
which are inhibited by Shh, and Class II transcription factors, which are stimulated by
Shh. Post-mitotically, those canonical cell classes become V0 interneurons, V1
interneurons, V2 interneurons, VMN (ventral motoneurons), and either V3 interneurons
(in spinal cord) or visceral vagal motoneurons (in brainstem) (Fig. 1.7) (Alaynick et al.,
2011; Briscoe and Ericson, 2001; Garcia-Campmany et al., 2010; Grillner and Jessell,
2009; Jessell, 2000). It is important to sharpen the borders between these cardinal
classes of neurons. That is accomplished by the fact that class I and II transcription
factors inhibit each other (Briscoe et al., 2000; Pierani et al., 2001).
Canonical classes of ventral interneurons can be assigned specific motor control
functions. Using genomics, one can then design experiments to test the role of these
neurons in generating and coordinating different aspects of the behaviors.
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Fig. 1.7 Genetic organization of hindbrain. dl6 is the dorsal most domain in the ventral half of the
neural tube, followed ventrally by V0, V1, V2, MN and V3. The neuronal progenitors (Dbx1/2, Pax6/7,
Nkx6.1/6.2, Irx3, Olig2, Nkx2.2) for these domains are in the rectangular box. The post-mitotic domains
(Lbx1, Evx1/2, En1, Chx10, Gata3, Isl1) for these domains are in oval. (Alaynick et al., 2011; Briscoe and
Ericson, 2001; Garcia-Campmany et al., 2010; Grillner and Jessell, 2009; Jessell, 2000)

More than a decade ago, our laboratory – in conjunction with a French team – identified
that the transcription factor Dbx1 (Developing Brain Homeobox 1) is essential for
preBötC neuronal development and preBötC neurons derived from Dbx1-expressing
progenitors (hereafter, Dbx1 preBötC neurons) are important for inspiratory breathing
(Bouvier et al., 2010; Gray et al., 2010). Dbx1 knock-out mice never breathe and die at
birth of asphyxia (Bouvier et al., 2010; Gray et al., 2010). Selective and cumulative
ablation of Dbx1 preBötC neurons in an in vitro slice preparations, progressively
decreases the frequency and amplitude of XII motor output (Wang et al., 2014). In adult
unanesthetized mice, photoinhibition of Dbx1 preBötC neurons causes graded changes
in breathing frequency such that increasing the power of light that activates
photosensitive archaerhodopsin outward current in Dbx1 preBötC neurons causes
progressively more deceleration and then stops breathing altogether (Vann et al., 2018).
Notably, photoinhibition also caused graded changes in the amplitude (i.e. the tidal
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volume) of the breaths (Vann et al., 2018). In contrast, photostimulation of Dbx1
preBötC neurons in vivo increases motor output amplitude and frequency (Cui et al.,
2016; Vann et al., 2016, 2018). Again, the stronger the photostimulation, the greater the
effect on breath amplitude and frequency (Vann et al., 2018). These experiments show
that Dbx1 preBötC neurons are important for both, inspiratory rhythm, as well as
inspiratory motor output pattern.
1.5

Inspiratory rhythm- and pattern-generating populations of the
preBötC

preBötC inspiratory neurons can be separated electrophysiologically based on their
membrane potential trajectories during the inspiratory cycle and intrinsic membrane
properties (Rekling et al., 1996). A subpopulation of preBötC neurons starts with a
ramp-like activity, approximately 300-500 ms, before the onset of XII motor output.
Given that this population is the first to activate during the inspiratory rhythmogenic
cycle, they have been dubbed “Type-1” (Rekling et al., 1996). Another subset of the
preBötC population commences 200-300 ms later than Type-1 and are hypothesized to
be synaptically downstream of the Type-1 neurons. These neurons are dubbed “Type-2”
neurons (Rekling et al., 1996).
Apart from having different membrane potential trajectories prior to the onset of XII
motor output, Type-1 and Type-2 neurons show mutually exclusive intrinsic membrane
characteristics (Rekling et al., 1996). Type-1 express the A-type transient K+ current (IA)
and thus exhibit delayed excitation when depolarized from a hyperpolarized state (Vm <
-70 mV). In contrast, Type-2 express the hyperpolarization-activated cationic current (Ih)
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and thus exhibit sag potentials when hyperpolarized from a resting or depolarized state
(Vm > -60 mV). In 2013, our lab demonstrated that this classification of Type-1 and
Type-2 preBötC neurons holds true for Dbx1 preBötC as well (Picardo et al., 2013). The
intrinsic membrane characteristics of Type-1 and Type-2 Dbx1 preBötC neurons are
shown in Figure 1.8.

Fig. 1.8 Intrinsic membrane properties of Type-1 and Type-2 Dbx1 preBötC neurons. A depolarizing
pulse (500 ms) was injected from a hyperpolarized potential of −75 mV. A hyperpolarizing pulse was
injected from −55 mV. A, Type-1 Dbx1 preBötC neuron exhibit delayed excitation from −75 mV in
response to the depolarizing pulse, yet no sag potential in response to the hyperpolarizing pulse. B, Type2 Dbx1 preBötC neuron exhibit a sag potential but no delayed excitation (Picardo et al., 2013).

We stipulate that Type-1 Dbx1 preBötC neurons are putative rhythm generators, and
Type-2 Dbx1 preBötC neurons are putative pattern generators for inspiratory breathing
(Fig. 1.9).

Fig. 1.9 Schematic view of inspiratory rhythm- and pattern-generating populations of the preBötC.
The activity in the putative rhythm-generators, Type-1 neurons, activates the downstream putative
pattern-generators, Type-2 neurons, to generate an inspiratory XII motor output.
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1.5.1 Transcriptomic profile of putative inspiratory rhythm- and patterngenerating populations
Our laboratory has been seeking to understand the transcriptome of Dbx1 preBötC
neurons for several years. In our first foray, we performed what at the time was
considered single-cell RNA sequencing (scRNA-seq), which in fact were pooled
samples of 15 Dbx1 preBötC neurons per sample for a total of 45 neurons sequenced
and analyzed. That RNA-seq study provided a quasi-population average of gene
expression levels in these neurons (Hayes et al., 2017). However, it does not tell us if
the Dbx1 preBötC neuron is inspiratory-related or not, nor does it give any information
about the electrophysiological characteristics of the individual neurons (Type-1 vs.
Type-2).
In the third chapter of this dissertation, I apply a more advanced technique, Patch-seq,
that combines whole-cell patch-clamp recordings and scRNA sequencing to provide
comprehensive transcriptomic profile of the electrophysiologically recorded cells
(Cadwell et al., 2017; Lipovsek et al., 2021). A caveat of Patch-seq is that given the
complexity of the technique (electrophysiological recording followed by RNA-seq on a
minute starting material, <10 pg, obtained from a single cell), the sample size is limited
unlike RNA-seq that can provide population average gene expression profile of 45
neurons. As mentioned earlier, the intrinsic membrane characteristics of neurons can
guide us to divide the Dbx1 preBötC neurons into Type-1, putative rhythm-generating
population, and Type-2, putative pattern-generating population. So, despite the caveats
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of limited number of samples, Patch-seq is indispensable to study these putative
inspiratory rhythm- and pattern-generating Dbx1 preBötC populations.
I use Patch-seq on Dbx1 preBötC neurons to evaluate the transcriptomic differences
between Type-1 and Type-2 Dbx1 preBötC inspiratory neurons in neonatal mice. I
perform whole-cell patch-clamp recordings of Dbx1 preBötC inspiratory neurons to
check for the presence of IA or Ih current. I then extract the cellular contents of the
neuron for scRNA seq. In the third chapter of this dissertation, I show transcriptomic
profile of 17 Dbx1 preBötC inspiratory neurons along with their electrophysiological
characteristics. I show that Type-1 and Type-2 Dbx1 preBötC inspiratory neurons can
be segregated into two distinct groups transcriptomically on the basis of 123 genes.
The physiological differences between Type-1 and Type-2 do not map to discrete set of
ion channels genes such as those responsible for IA and Ih. Nevertheless, we do
recognize disparities in ionotropic synaptic receptors such as glutamate (AMPA-type)
excitatory and GABA inhibitory receptors, which might be responsible for the notable
differences in membrane potential trajectories of these neurons. We also report
significant upregulation of a serotonin receptor gene in Type-1 neurons that explain the
selective modulation of inspiratory rhythm, but not inspiratory motor output amplitude.
These data are publicly available in an open-access database (GSE175642), which will
enable investigators to exploit these data in custom analyses. This chapter quantifies
gene expression in putative rhythm- and pattern-generating Dbx1 preBötC neurons and
can be used to design hypothesis-driven studies to further understand the neural control
of breathing.
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The studies presented in this dissertation disentangle the neural and transcriptomic
mechanisms intrinsic to the preBötC that engender both inspiratory rhythm and
fundamental aspects of the motor pattern.
1.6
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Chapter 2: Evaluating the Burstlet Theory of Inspiratory Rhythm and
Pattern Generation
2.1

Abstract

The preBötzinger complex (preBötC) generates the rhythm and rudimentary motor
pattern for inspiratory breathing movements. Here, we test “burstlet” theory (Kam et al.,
2013a), which posits that low amplitude burstlets, subthreshold from the standpoint of
inspiratory bursts, reflect the fundamental oscillator of the preBötC. In turn, a discrete
suprathreshold process transforms burstlets into full amplitude inspiratory bursts that
drive motor output, measurable via hypoglossal nerve (XII) discharge in vitro. We recap
observations by Kam and Feldman in neonatal mouse slice preparations: field
recordings from preBötC demonstrate bursts and concurrent XII motor output
intermingled with lower amplitude burstlets that do not produce XII motor output.
Manipulations of excitability affect the relative prevalence of bursts and burstlets and
modulate their frequency. Whole-cell and photonic recordings of preBötC neurons
suggest that burstlets involve inconstant subsets of rhythmogenic interneurons. We
conclude that discrete rhythm- and pattern-generating mechanisms coexist in the
preBötC and that burstlets reflect its fundamental rhythmogenic nature.
2.2

Introduction

Breathing is a vital rhythmic behavior. Inspiration, the inexorable active phase of the
breathing cycle, originates from the preBötzinger complex (preBötC) in the lower
medulla (Del Negro et al., 2018; Smith et al., 1991). preBötC interneurons generate
rhythmic activity and project to cranial and spinal premotor and motor neurons that drive
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inspiratory muscles. However, the neural mechanisms that give rise to inspiratory
rhythm and motor pattern are unclear. These mechanisms can be studied in reduced
preparations that isolate the preBötC and cranial hypoglossal (XII) inspiratory motor
circuits, and thus provide an experimentally advantageous minimal breathing-related
microcircuit in vitro. Here, we disentangle neural mechanisms intrinsic to the preBötC
that engender both inspiratory rhythm and fundamental aspects of the motor pattern.
We stipulate: preBötC bursts propel inspiratory activity to premotor and motor neurons
thus they are important for motor pattern. However, are preBötC bursts rhythmogenic?
The following observations cast doubt on that premise. The magnitude of inspiratory
bursts (in the preBötC and motor output) can be diminished while only minimally
affecting their frequency (Del Negro et al., 2002; Johnson et al., 2001; Pace et al., 2007;
Peña et al., 2004). Also, manipulating network excitability affects the frequency, but not
the magnitude of preBötC inspiratory bursts and motor output (Del Negro et al., 2009;
Sun et al., 2019). It thus appears that two discrete phenomena emanate from the
preBötC: a fundamental rhythm (whose frequency is adjustable) and a rudimentary
pattern consisting of bursts that drive motor output. These appear to be separable
processes as codified by Kam and Feldman in their burstlet hypothesis (Feldman and
Kam, 2015; Kam et al., 2013a). To describe one cycle, preBötC neurons experience a
ramp-like depolarization lasting 100-400 ms, which reflects recurrent excitatory synaptic
activity among constituent rhythmogenic neurons (Kam et al., 2013b; Rekling et al.,
1996; Smith et al., 1990). This is called the preinspiratory phase because it precedes,
and ordinarily leads to, the inspiratory burst. However, Kam and Feldman showed that
preinspiratory activity can be divorced from inspiratory bursts by lowering the neural
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excitability. What often remains is preBötC network activity matching that of the
preinspiratory phase but absent the burst; they dubbed these events burstlets (Kam et
al., 2013a).
Here, we test the burstlet hypothesis of inspiratory rhythm and pattern generation by
explicitly or conceptually repeating Kam et al’s (2013a) experiments. We, too, detected
preBötC burstlets absent XII output, which were distinct from larger amplitude preBötC
bursts accompanied by XII output. Manipulations that lower neural excitability increase
the prevalence of burstlets relative to bursts. Composite preBötC rhythm depends on
cellular excitability because manipulations of external K+ concentration control its
frequency. Intracellular recordings and photonic imaging of preBötC inspiratory neurons
demonstrate that the burstlets occur in subsets of preBötC neurons, not the entire
rhythmogenic population that participates in bursts. Our results also support the
fundamental tenet of burstlet theory that preinspiratory activity and burstlets reflect a
common rhythmogenic mechanism, and that a threshold process causes burstlets (i.e.,
preinspiratory activity) to trigger bursts and subsequent motor output. These results
imply that pattern generation, although a distinct process from rhythm generation, starts
from the preBötC core microcircuit.
2.3

Materials & Methods

The Institutional Animal Care and Use Committee at William & Mary approved these
protocols, which conform to the policies of the Office of Laboratory Animal Welfare
(National Institutes of Health) and the guidelines of the National Research Council
(National Research Council, 2011). Mice were housed in colony cages on a 14/10 h
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light/dark cycle with controlled humidity and temperature at 23°C and were fed ad
libitum on a standard commercial mouse diet (Teklad Global Diets, Envigo) with free
access to water.
2.3.1 Mice
preBötC field recording experiments employed CD-1 mice (Charles River). Whole-cell
recordings employed CD-1 mice as well as mice with Cre-dependent expression of
fluorescent Ca2+ indicator GCaMP6f dubbed Ai148 by the Allen Institute (RRID:
IMSR_JAX:030328; (Daigle et al., 2018). We crossed homozygous Dbx1Cre (Bielle et
al., 2005) females with Ai148 males. We refer to their offspring as Dbx1;Ai148 mice.
Newborn Dbx1;Ai148 pups express GCaMP6f in neurons derived from progenitors that
express the embryonic transcription factor developing brain homeobox 1 (Dbx1).
2.3.2 Slice preparations
Neonatal mice (P0-P4) of both sexes were anesthetized by hypothermia and killed by
thoracic transection. Brainstems were removed in cold artificial CSF (ACSF) containing
the following: 124 mM NaCl, 3 mM KCl, 1.5 mM CaCl2, 1 mM MgSO4, 25 mM NaHCO3,
0.5 mM NaH2PO4, and 30 mM dextrose, which we aerated with 95% O2 and 5% CO2.
Brainstems were then glued to an agar block with the rostral side up. We cut a single
450- to 500-µm thick transverse medullary slice with the preBötC at the rostral surface.
The position of the preBötC was benchmarked according to neonatal mouse preBötC
atlases (Ruangkittisakul et al., 2011, 2014).
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2.3.3 Electrophysiology
Slices were held in place and perfused with ACSF (~28° C) at 2-4 ml min-1 in a
recording chamber on a fixed-stage upright microscope. The external K+ concentration,
i.e., [K+]o, in the ACSF was initially raised to 9 mM, which facilitates robust rhythm and
motor output in slices (Funk and Greer, 2013).
Population activity from preBötC interneurons and XII motor neurons was recorded
using suction electrodes fabricated from borosilicate glass pipettes (OD: 1.2 mm, ID:
0.68 mm). preBötC field recordings were obtained by placing the suction electrode over
the rostral face of the preBötC at the surface of the slice. XII motor output was recorded
from XII nerve rootlets, which are retained in slices. Signals were amplified by 20,000,
band pass filtered at 0.3-1 kHz, and then RMS smoothed using a differential amplifier
(Dagan Instruments). Smoothed signals were used for display and quantitative
analyses.
We used an EPC-10 patch-clamp amplifier (HEKA Instruments) for whole-cell currentclamp recordings. Patch pipettes were fabricated from borosilicate glass (OD: 1.5 mm,
ID: 0.86 mm) to have tip resistance of 4-6 MΩ. The patch pipette solution contained the
following: 140 mM K-gluconate, 5 mM NaCl, 0.1 mM EGTA, 10 mM HEPES, 2 mM MgATP, and 0.3 mM Na3-GTP. We added 50 µM Alexa Fluor 488 hydrazide dye (A10436,
Life Technologies) for visualization after whole-cell dialysis. Whole-cell recordings were
made from preBötC inspiratory neurons selected visually based on rhythmic
fluorescence changes in Dbx1;Ai148 mice. In CD-1 mice, we only collected whole-cell
data from preBötC inspiratory neurons that were active in sync with XII motor output.
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Membrane potential trajectories were low-pass filtered at 1 kHz and digitally recorded at
4 kHz using a PowerLab data acquisition system, which includes a 16-bit analog-todigital converter and LabChart v7 software (ADInstruments).
We modified [K+]o in the ACSF from 9 to 3 mM to modulate the network excitability.
Each trial consisted of a sequence of non-contiguous [K+]o levels selected randomly in
descending order.
Low-amplitude activity in preBötC field recordings was classified as a burstlet if it met
these two criteria: the peak of preBötC activity exceeded the mean of the distribution of
baseline noise by 2*SD, and there was negligible concurrent activity in the XII root
recording. The mean and standard deviation (SD) of baseline noise were obtained by
sampling every data point during a sliding 120-s window, constructing a histogram of
baseline noise, and fitting that distribution with a Gaussian function to obtain the mean
and SD.
A sigh burst in the preBötC field recording was distinguished from an inspiratory burst if
it met these three criteria: the area of the putative sigh burst exceeded the mean area of
all inspiratory bursts by one SD; the cycle period of the putative sigh bursts measured 14 min and not outside this range; and the putative sigh burst was followed by a
prolonged inter-event interval >1.3 times the average inspiratory cycle time for six
consecutive cycles preceding a putative sigh burst (Borrus et al., 2020; Lieske et al.,
2000; Ruangkittisakul et al., 2008).
For field recordings, we measured the amplitude (amp) of the preBötC population
activity and XII motor output, as well as inspiratory frequency (f; or cycle time). We also
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measured the rise time, decay time, and duration of burstlets in field recordings. For
whole-cell recordings, inspiratory bursts refer to depolarizations with concomitant
spiking in preBötC neurons that occur in sync with XII motor output. We measured the
amplitude of inspiratory bursts after smoothing to eliminate spikes but preserve the
envelope of depolarization. To identify burstlet-like activity in whole-cell recordings, we
performed simultaneous field recordings from the contralateral preBötC as well as XII
motor output.
We wrote algorithms in MATLAB (RRID: SCR_001622) to calculate the mean frequency
as well as the amplitude of bursts and burstlets. The coefficient of variation (CV) of
preBötC or XII motor output frequency was calculated as the ratio of SD to the mean
frequency.
For all intracellular and two-photon recordings, a neuron that participates in an
inspiratory burst is referred as a burst-active neuron and a neuron that participates in a
burstlet, is referred as a burstlet-active neuron.
Cycle-triggered averages were calculated and plotted in IgorPro (v.8, RRID:
SCR_000325) using the onset of XII output as the event trigger for averaging preBötC
inspiratory bursts; the onset of the burstlet itself served as the event trigger for
averaging burstlets. We obtained the depolarization rate (V/s) of the event-triggered
averages as the quotient of event amplitude and the elapsed time for that event to reach
its peak amplitude. For preinspiratory activity, event amplitude was calculated as the
absolute difference between the baseline level of activity and the level of activity in the
field recording at the onset of XII motor output. For bursts, event amplitude was
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calculated as the difference between peak amplitude and field amplitude at the onset of
XII motor output (that procedure omits the amplitude portion attributable to the
preinspiratory phase). For burstlets, event amplitude was calculated as the difference
between peak amplitude and baseline at the onset of the burstlet.
2.3.4 Two-photon imaging
We imaged intracellular Ca2+ in neurons contained in slices from Dbx1;Ai148 mice using
a multi-photon laser-scanning microscope (Thorlabs) equipped with a water immersion
20x, 1.0 numerical aperture objective. Illumination was provided by an ultrafast tunable
laser with a power output of 1050 mW at 970 nm, 80-MHz pulse frequency, and 100-fs
pulse duration (Coherent Chameleon Discovery). We scanned Dbx1;Ai148 mouse
slices over the preBötC and collected time series images at 32 Hz. Each frame reflects
one-way raster scans with a resolution of 256 X 256 pixels (116 X 116 µm).
Fluorescence data were collected using Thorlabs LS software and then analyzed using
Fiji (Schindelin et al., 2012; Schneider et al., 2012), MATLAB, and IgorPro.
Regions of interest (ROIs) representing individual Dbx1-derived preBötC neurons were
detected using MATLAB. First we found the set of collective inspiratory bursts in the
time series from each Dbx1;Ai148 slice by averaging the fluorescence intensity of all
pixels for each frame; fluorescence peaks are easily detectable periodic events. The
collection of cycle periods is normally distributed; the 95% confidence intervals (CIs) are
defined by the mean cycle period ± 2*SD.
Next, we downsampled the planar resolution of our stack of images by 2n (n ≥ 1). The
mean fluorescence of the constituent pixels was assigned to each composite pixel. We
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performed temporal Fast Fourier transforms (FFTs) on the composite pixels. The
maximum FFT value within the 95% CIs for slice frequency (determined above) was
then mapped to a corresponding position in a new processed two-dimensional image.
This method quantifies how strongly a composite pixel changes fluorescence at
frequencies that correspond to inspiratory rhythm. After having created the complete
processed image, we computed the mean and SD for FFT values associated with all
composite pixels. Any composite pixel with intensity less than mean ± 2*SD was set to
zero. Any contiguous remaining pixel sets (whose diameter exceeds 6 µm) were
retained as ROIs.
We then applied the set of ROIs to analyze Ca2+ transients in the original fluorescence
imaging stack using the equation (Fi - F0)/F0, i.e., ∆F/F0, where Fi is the instantaneous
average fluorescence intensity of all the pixels in a given ROI and F0 is the average
fluorescence intensity of all the pixels within the same ROI averaged over the entire
time series. Finally, we smoothed the ∆F/F0 time series with a forward moving average
with a window of four time points.
2.3.5 Statistics
All the null hypothesis statistical tests were calculated using Prism (v.8, RRID:
SCR_002798). Changes in the frequency and amplitude of preBötC field activity and XII
output as a function of [K+]o were evaluated using linear regression. Changes in the rise
time, decay time, and duration of burstlets were evaluated using linear regression. We
compared group means using either Student’s paired t test or repeated measures oneway ANOVA, applying Holm-Sidak’s multiple comparison test post hoc. We compared
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the variability of frequency of preBötC events and XII motor output using a KruskalWallis test, applying Dunn’s multiple comparison test post hoc. We compared the
frequency of preBötC events using Welch’s t test.
2.4

Results

2.4.1 preBötC generates bursts at high levels of excitability but burstlets appear
as excitability decreases
We manipulated excitability by varying [K+]o by integer units between 9 and 3 mM. At
high [K+]o (e.g., 9 or 7 mM in Fig. 2.1A), we observed mostly burst events, defined by
peaks of activity in the preBötC field recording with coincident XII output. Nevertheless,
we also observed events in the preBötC field recording whose amplitudes measured 1565% of the bursts and occurred without coincident XII discharge (Fig. 2.1A).
Table 2.1 Linear regression analyses of the effects of [K+]o on the frequency and amplitude of
preBötC events and XII motor output.

preBötC composite frequency (Hz)
XII motor output frequency (Hz)
Sigh frequency (1/min)
Burst amplitude (V)
Burstlet amplitude (V)
XII amplitude (V)

Slope
(Hz/mM or
1/min.mM or
V/mM)
0.021
0.024
0.074
0.049
0.179
0.148

p-value

R2

Figure

3.0E-14
2.0E-17
1.9E-8
0.673
0.0001
0.497

0.55
0.68
0.53
0.002
0.19
0.01

2.2A
2.2A
2.2D
2.3A
2.3B
2.3C

We detected and then studied low-amplitude preBötC events whose peaks exceeded
the 95% CIs of baseline noise (Fig. 2.1A, insets). That detection process ensures that
low-amplitude events are unlikely (with probability < 0.05) to be ordinary uncoordinated
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fluctuations of neural activity. The alternative is that these low-amplitude preBötC
events reflect coherent network activity.
If the low-amplitude events reflect burstlets as defined by Kam and Feldman (Kam et
al., 2013a), then they should be more abundant at low levels of excitability where the
collective activity of rhythmogenic neurons may not reach the threshold for burst
generation. Visual inspection of the traces in Figure 2.1A shows that to be the case, i.e.,
low-amplitude events devoid of XII output are more abundant at 5 and 3 mM [K+]o
compared to 9 and 7 mM [K+]o.

Fig. 2.1 preBötC field and XII recordings demonstrate inspiratory burst and ‘burstlet’ rhythms. A,
preBötC field (black) and XII (gray) at different levels of [K+]o. Insets show expanded traces from gray
boxes. Dashed lines in the insets mark the 95% CIs. Orange X’s symbols indicate burstlets. Time
calibration applies to all traces. B, The relative fraction burstlets in preBötC field recordings as a function
of [K+]o. Vertical bars show SD.
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At 3 mM [K+]o, 70 ± 3% (n = 12 slices) of detected preBötC events occurred without
concomitant XII output. We quantified the relative abundance of low-amplitude versus
burst events for the entire data set (Fig. 2.1B, n = 19 slices). At incrementally higher
[K+]o levels, the relative fraction of low-amplitude events decreases in a sigmoidal
fashion such that they comprise only 5.2 ± 6.3% (n = 19 slices) of the preBötC events at
9 mM. We conclude that low-amplitude preBötC events, absent motor output, reflect
burstlets as defined previously (Kam et al., 2013a).
2.4.2 Burst-burstlet and sigh rhythmic frequencies vary as a function of network
excitability
We measured the frequency of preBötC rhythm (fpreBötC, which we refer to as composite
rhythm because the measured events consist of either bursts or burstlets) and XII motor
output (fXII) at different [K+]o levels (Fig. 2.2A) similar to Kam et al. (2013a). They
measured the fpreBötC and fXII at three discrete [K+]o levels (3, 6, and 9 mM) and reported
significantly lower fXII at 3 compared to either 6 or 9 mM. Regarding fpreBötC, it was lower
at 3 yet there was no difference between the fpreBötC measured at 6 vs. 9 mM (see Fig.
1.1A and Table 1 from Kam et al., 2013a). Those data do not resolve the relationship
between composite rhythm and network excitability so we measured rhythmic activity at
all integer [K+]o levels between 3 and 9 mM. fpreBötC and fXII increased linearly as the
excitability increased (Fig. 2.2A and Table 2.1, which reports linear regression tests).
Additionally, fpreBötC and fXII differed significantly at both 3 and 4 mM [K+]o (Welch’s t test,
p = 0.009 and 0.031, respectively) which maps to the portion of the curve in Fig. 2.1B
where the relative fraction of burstlets plateaus at 70% ± 30% (n = 12 slices) and thus
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explains the relative sparsity of XII events compared to preBötC burstlets. Manipulations
of network excitability influence the frequency of composite rhythm and the relative
fraction of burstlets that comprise it.
Changes in the network excitability affect the periodic variability of XII motor output (Del
Negro et al., 2009). We reexamined that principle and further tested the variability of the
composite preBötC rhythm (Fig. 2.2B). The variability of fXII, quantified by CV, peaked at
~1.1 when [K+]o was 6 mM (Fig. 2.2C and Table 2.2). In contrast, the CV of fpreBötC
remained between 0.9-0.7 over low to medium levels of excitability (3-6 mM [K+]o)
without peaking at 6 mM [K+]o (Fig. 2.2B, Table 2.2). These data suggest that peak CV
of fXII at 6 mM [K+]o, an intermediate level of excitability, is not attributable to instability in
the preBötC rhythm. It rather reflects the equal probability of evoking either burstlets
(absent XII output) and bursts with XII output (see our Fig. 2.1B or Fig. 2 of Kam et al.,
2013), which makes the periodic XII output more variable than preBötC activity.
Table 2.2 Effects of [K+]o on the rise-time, decay-time and duration of burstlet.
[K+]o (mM)
3
4
5
6
7
8
9
Slope
(ms/mM)
p-value
R2

Rise-time (ms)
Decay-time (ms)
124.9 ± 70.5
317.9 ± 184.8
173.1 ± 97.4
262.1 ± 164.1
130.7 ± 79.5
236.6 ± 83.5
208.4 ± 105.3
232.8 ± 92.9
173.9 ± 39.9
246 ± 89.9
135.3 ± 59.7
255.2 ± 125.8
155.6 ± 77.8
198.2 ± 66.4
Linear regression test

Duration (ms)
400.1 ± 165.4
394.1 ± 220.8
375.2 ± 163.2
352.7 ± 129.2
350.2 ± 94.8
361.4 ± 132.3
310.3 ± 86

1.25

-13.75

-13.60

0.067
0.001

3.199
0.060

2.245
0.043

The variability of fpreBötC and fXII are lowest at 9 mM [K+]o (Fig. 2.2B-C, Table 2.2). ACSF
containing 9 mM [K+]o represents the empirically determined ideal conditions for
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rhythmically active slices (Funk and Greer, 2013; Smith et al., 1991) where the
likelihood of burstlets is minimal (see our Fig. 2.1B and Table 1 of Kam et al., 2013).
Next, we examined the frequency of the sigh rhythm (fsigh), which increased linearly as
the network excitability increased by means of [K+]o (Fig. 2.2D and Table 2.1).

Fig. 2.2 Frequency and variability of preBötC composite rhythm, XII motor output, and sigh
rhythm. A, frequency of composite rhythm (fpreBötC, filled circles) and XII motor output (fXII, gray triangles)
as a function of external K+ concentration, i.e., [K+]o. The frequency from each slice preparation is shown
with mean frequency (magenta) and SD (vertical lines). B-C, mean coefficient of variation (CV) for
composite (filled circles) and XII (gray triangles) rhythms as a function of [K+]o. Vertical bars show SD. D,
frequency of sigh rhythm (fsigh, black unfilled squares). The frequency from each slice preparation is
shown with mean frequency (magenta) and SD (vertical lines). Light gray background shading was
applied to differentiate [K+]o levels.
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Next, we examined the amplitude of bursts, burstlets, and XII output. The amplitude of
preBötC bursts and XII output were invariable over all [K+]o levels (Fig. 2.3A and C),
confirmed using linear regression tests (Table 2.1). However, the burstlet amplitude
increased from 1.2 ± 0.6 mV at 3 mM [K+]o (n = 12 slices) to 2.3 ± 1.0 mV (n = 13 slices)
at 9 mM K+ (Fig. 2.3B), which linear regression showed was unlikely to occur by chance
if the slope of burstlet amplitude vs. [K+]o was actually zero (p = 0.001, Table 2.1).
These results show that burstlet amplitude depends on network excitability whereas
preBötC burst and XII motor output amplitudes do not.
We measured the rise time, decay time, and duration of burstlets, but there were no
trends across [K+]o levels, confirmed using linear regression (Table 2.2).

Fig. 2.3 Amplitude of preBötC activity and motor output. A-C, Amplitude of inspiratory bursts
(ampburst, open circles), burstlets (ampburstlet, orange X symbols), and XII output (ampXII, gray triangles) as
a function of external K+ concentration, i.e., [K+]o. The amplitude of each slice preparation is shown with
mean amplitude (magenta) and SD (vertical lines). Linear regression lines (solid) and 95% CIs (dashed)
are shown. Light gray background shading was applied to differentiate [K+]o levels.
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2.4.3 Burstlets evolve bilaterally and underlie the pre-inspiratory phase of
preBötC bursts
If burstlets reflect coherent preBötC rhythmicity, then they should be bilaterally
synchronous. To test that prediction, we recorded preBötC activity from both sides of
slices along with XII motor output (Fig. 2.4A). 97% ± 4% and 92% ± 7% of preBötC
burstlets were bilaterally synchronous at 6 and 3 mM [K+]o, respectively (n = 4 slices).
The bilateral preBötC bursts commence ~400 ms before the onset of XII motor output
(Fig. 2.4A inset), which is considered the preinspiratory phase and the hallmark of
rhythm generation (Del Negro et al., 2018; Feldman and Kam, 2015; Kam et al., 2013a;
Rekling et al., 1996; Smith et al., 1990).

Fig. 2.4 Burstlets are bilaterally synchronous and makeup the preinspiratory phase of bursts. A,
bilateral field recordings of the preBötC, with XII output (gray). B, cycle-triggered averages of burstlets
(orange), inspiratory bursts (black), and XII output (gray). The onset of preinspiratory preBötC activity and
burstlets are marked by an arrow; their peaks occur at the onset of XII motor output, marked by vertical
dashed line. For inspiratory bursts, the onset of XII motor output marks the onset of the event. C, plot of
rising slope of burstlets, the preinspiratory phase of bursts, and the inspiratory burst itself. The
depolarization rate for each slice is shown with individual symbols (filled symbols are shown in the
example in B); the mean shown in magenta. Asterisks indicate statistical significance at p < 0.0001.
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If burstlets reflect the preinspiratory component of inspiratory bursts, as proposed by
Kam and Feldman, then their trajectories should look alike when superimposed. At 6
mM [K+]o, the rising phase of the burstlet resembles the preinspiratory phase of the
inspiratory burst (Fig. 2.4B). We compared the depolarization rates of the rising phase
of burstlets, the preinspiratory phase of inspiratory bursts, and the rising phase of
inspiratory bursts. The rising phase of burstlets is comparable to the rising phase of the
preinspiratory activity, but the rising phase of both burstlets and preinspiratory activity
are incommensurate with the rising phase of inspiratory bursts (One-way ANOVA, F(2,12)
= 33.76, p = 1.2E-5; burstlet vs. preinspiratory, p = 0.577; burstlet vs. inspiratory, p =
2.5E-5; and preinspiratory vs. inspiratory, p = 3.7E-5; n = 7 slices) (Fig. 2.4C). These
data suggest that burstlets and the preinspiratory phase of bursts reflect the same
underlying process, which is distinct from the process underlying full inspiratory bursts.
2.4.4 Burstlets are the summation of EPSPs in preBötC neurons
We examined how individual preBötC inspiratory neurons contribute to collective events
detected in field recordings (bursts and burstlets) via whole-cell recordings in CD-1 (n =
7) and Dbx1;Ai148 mouse (n = 3) slices. Dbx1;Ai148 mouse pups express genetically
encoded Ca2+ reporter GCaMP6f in Dbx1-derived preBötC neurons obligatory for
breathing rhythmogenesis (Baertsch et al., 2018; Bouvier et al., 2010; Cui et al., 2016;
Gray et al., 2010; Vann et al., 2016, 2018; Wang et al., 2014).
In control conditions (9 mM [K+]o), inspiratory drive potentials synchronized with XII
motor output during almost all cycles (96% ± 7%, n = 16 preBötC neurons recorded in
slices from 10 different animals). We considered those events bursts. We then modified
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the excitability by changing [K+]o to either 6 mM (n = 11 neurons in 8 slices) or 7 mM (n
= 6 neurons in 3 slices). We recorded drive potentials of 6-10 mV amplitude that were
not accompanied by XII motor output. We considered those events burstlets (Fig. 2.5A).

Fig. 2.5 Properties of burstlets recorded intracellularly. A, whole-cell recording (Vm, top traces) from
an inspiratory preBötC neuron with XII output (gray, lower traces) at 9 and 7 mM external K+
concentration, i.e., [K+]o. Insets magnify burstlets at 7 mM [K+]o. B, cycle-triggered averages of burstlets
(orange) and inspiratory bursts (black) recorded intracellularly with XII output (gray). Preinspiratory and
inspiratory burst phases are marked. A and B have separate voltage and time calibrations.

During bursts, preBötC neurons, from a baseline membrane potential of -60 mV
(maintained below the activation threshold of persistent Na+ current via bias current),
exhibit inspiratory drive potentials exceeding 20 mV and intraburst spiking of 2-17
spikes/burst (~6-60 Hz). During burstlets, these same neurons exhibit excitatory
postsynaptic potentials (EPSPs) that summate during the burstlets (Fig. 2.5A insets) as
well as spikes (Fig. 2.5B shows a cycle-triggered average from a whole-cell recording).
We never observed a preBötC neuron (n = 0/17 neurons in 10 slices) that was active
during burstlets but not bursts.
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Burstlets resemble the preinspiratory phase of bursts. This applies to field recordings
(Fig. 2.4B) and whole-cell recordings at both [K+]o levels: 7 mM (n = 4 out of 6 neurons)
and 6 mM (n = 6 out of 11 neurons) (Fig. 2.5B). These are the first intracellular
recordings to show that burstlets reflect the temporal summation of EPSPs, often
crossing threshold to generate repetitive spiking, in preBötC neurons.
2.4.5 preBötC inspiratory neurons do not participate in every burstlet
Kam et al., 2013 showed that 89% of the inspiratory preBötC neurons take part in
burstlets. We retested that notion by comparing fpreBötC and fXII monitored during
separate or simultaneous whole-cell and field recordings (Fig. 2.6A and B). We
predicted that if 89% of inspiratory neurons participate in burstlets, then the frequency of
composite rhythm obtained in whole-cell recordings should be comparable to that
obtained in field recordings. We found no difference in fpreBötC measured via whole-cell
and field recordings at 7 or 9 mM [K+]o. However, at 6 mM [K+]o, fpreBötC was significantly
lower in whole-cell recordings compared to field recordings (Fig. 2.6A and B, and Table
2.3).
Additionally, at all [K+]o levels, the fXII calculated in whole-cell recordings and field
recordings remain the same. These data imply that relatively fewer inspiratory preBötC
neurons are burstlet-active at 6 mM [K+]o compared to 7 or 9 mM. Simultaneous triple
recordings of Dbx1-derived preBötC rhythmogenic neurons, preBötC population activity,
and XII motor output demonstrate that individual neurons do not participate in every
population burstlet (Fig. 2.6C).
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Table 2.3 Effects of [K+]o on the variability of frequency of preBötC composite rhythm and XII
motor output.
H (dF)

p-value

post-hoc analysis

Figure

CV (fpreBötC)

H(7) = 19.61

0.003

6 vs 9 mM [K+]o: 0.005

2.2A

CV (fXII)

H(7) = 29.01

1.408E-5

6 vs 8 mM [K+]o: 0.039
6 vs 9 mM [K+]o: 7.968E-7

2.2B

Fig. 2.6 preBötC inspiratory neurons do not participate in every burstlet. A-B, fpreBötC (filled circles)
and fXII (filled triangles) measured during separate or simultaneous whole-cell and field recordings at three
levels of external K+ concentration, i.e., [K+]o: 6, 7, and 9 mM. At each [K+]o level, whole-cell (WC) is at left
and the preBötC field recording is at right (with light gray background shading). Cyan symbols represent
measurements from Dbx1-derived preBötC neurons in Dbx1;Ai148 reporter mice. Cyan unfilled diamonds
represent measurements from simultaneous triple recording of Dbx1-derived preBötC rhythmogenic
neuron, preBötC population activity, and XII motor output. The frequency from each slice preparation is
shown with mean frequency (magenta) and SD (vertical lines). Asterisks indicate statistical significance at
p < 0.05. C, whole-cell recording (Vm, top trace) from a Dbx1-derived inspiratory preBötC neuron with
preBötC field recording (∫preBötC, middle trace) and XII (∫XII, bottom trace) at 6 mM K+. Dashed lines
mark the 95% CI. Orange X’s symbols indicate burstlets. Vertical calibration only applies to the top trace
(Vm). Time calibration applies to all traces.

59

2.4.6 Burstlets occur in subsets of inspiratory preBötC neurons
To investigate how many and which neurons participate in burstlets, we recorded
inspiratory Dbx1-derived preBötC neurons in Dbx1;Ai148 slices while simultaneously
monitoring XII motor output (Figs. 2.7 and 2.8). We recorded 3-9 imaging planes per
preBötC with 12 ± 7 active neurons per plane (range 3-27) for an average of 62 ± 20
inspiratory neurons recorded per Dbx1;Ai148 slice. Then, we manipulated [K+]o to
examine burst (9 mM; n = 6 slices) and burstlet (7 mM, n = 6 slices; 6 mM, n = 2 slices)
rhythms.

Fig. 2.7 Burstlets occur in subset of preBötC inspiratory neurons. Group data showing the number of
neurons active during bursts and burstlets from Dbx1;Ai148 slices at 9, 7, and 6 mM external K+
concentration, i.e., [K+]o. Active neuron counts are illustrated for each slice preparation for bursts (filled
circles) and burstlets (orange X symbols). The dataset is color coded for each slice. Only two slices were
sufficiently rhythmically active at 6 mM [K+]o to obtain reliable measurements of burstlets within the 2-min
recording duration of imaging time series. Asterisks signify statistical significance at p < 0.01.

At 9 mM [K+]o, 20% ± 9% of the Dbx1-derived inspiratory neurons were active during
burstlets (Fig. 2.7). Additionally, a neuron that was active during one burstlet was not
always active during other burstlets (Fig. 2.8A, neurons 2, 3, 9, 14). Upon changing to 7
mM [K+]o, 17% ± 15% of the Dbx1-derived inspiratory neurons were active during
burstlets (Fig. 2.7). Again, a neuron that participated in one burstlet did not always
participate in the next burstlet (Fig. 2.8B, neurons 2, 3, 9). Upon changing to 6 mM [K+]o,
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23% of Dbx1-derived neurons were active during burstlets (Fig. 2.7). These data show
that the subset of Dbx1-derived preBötC neurons that participates in burstlets
constitutes 17-23% of the population active during inspiratory bursts and that the
composition of the burstlet-active subset varies from cycle to cycle.

Fig. 2.8 Burstlets occur in dynamic subsets of preBötC inspiratory neurons. Bursts and burstlets in
a group of 14 Dbx1-derived preBötC neurons in a typical Dbx1;Ai148 mouse slice preparation with
inspiratory XII output (lowest traces, gray). Inspiratory cycles are background shaded in light gray.
Burstlet cycles are background shaded in light orange. A and B show population activity in 9 and 7 mM
external K+ concentration, i.e., [K+]o, respectively. Insets in A and B show select burstlets.

2.5

Discussion

Inspiratory breathing movements emanate from neural activity in the preBötC but its
rhythmogenic mechanisms remain incompletely understood and – some might argue –
misunderstood. There appears to be a dichotomy between the mechanisms underlying
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rhythmogenesis and those governing motor pattern. Here we investigate this rhythmpattern dichotomy to unravel the neural mechanisms of preBötC functionality.
2.5.1 Defunct theories of inspiratory rhythmogenesis and why burstlets are
viable explanation
Theories of rhythmogenesis fall into three camps. The first posits a ring of mutually
inhibitory neurons that generates sequential phases of the breathing cycle including
preBötC inspiratory bursts (Ausborn et al., 2018; Richter, 1982; Smith et al., 2007,
2013). The second theoretical framework emphasizes bursting-pacemaker neurons; the
synchronization of pacemakers serves as a template for network activity (Butera et al.,
1999a, 1999b; Feldman and Cleland, 1982; Johnson et al., 1994; Ramirez et al., 2004;
Rekling and Feldman, 1998). The third theory, dubbed a group pacemaker, posits that
recurrent synaptic activity triggers mixed-cationic conductances to produce inspiratory
bursts (Del Negro and Hayes, 2008; Rekling and Feldman, 1998; Rekling et al., 1996;
Rubin et al., 2009). However, disinhibition of the preBötC (Baertsch et al., 2018;
Brockhaus and Ballanyi, 1998; Cregg et al., 2017; Janczewski et al., 2013; Marchenko
et al., 2016; Shao and Feldman, 1997; Sherman et al., 2015), as well as attenuation of
pacemaker conductances (Del Negro et al., 2002, 2005; Koizumi and Smith, 2008;
Pace et al., 2007; Peña et al., 2004) and mixed-cationic conductances (Koizumi et al.,
2018; Picardo et al., 2019) neither perturbs the frequency in the predicted manner nor
stops breathing in vivo or inspiratory rhythms in vitro, which falsifies all three
rhythmogenic mechanisms. Nevertheless, the key to understanding rhythmogenesis
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may be found in what these theories get wrong: inextricable neural bursts that culminate
the inspiratory phase of the cycle.
To consider the iconoclastic notion of rhythmogenesis in the absence of bursts we, like
Kam and Feldman (Feldman and Kam, 2015; Kam et al., 2013a), focus on the
preinspiratory phase that ordinarily leads to bursts and motor output. The preinspiratory
phase is a hallmark of rhythmogenesis, marking early-activating rhythmogenic
interneurons (Carroll and Ramirez, 2012; Carroll et al., 2012; Onimaru et al., 1987,
1988; Rekling et al., 1996; Smith et al., 1990). Concurrent excitation of 4-9 preBötC
interneurons in vitro, by photolytic glutamate uncaging (Kam et al., 2013b; Rekling et al.,
1996; Smith et al., 1990; Sun et al., 2019), can effectively trigger a preBötC network
burst after a latency of 100-400 ms, similar to the duration of the preinspiratory phase.
There are two important take-aways: first, small numbers (<10) of coactive neurons can
trigger a burst; second, the burst occurs after sufficient time for percolation of network
interactions to reach threshold. Kam and Feldman (Kam et al., 2013a) divorced
preinspiratory activity from bursts, showing that rhythmic burstlets remained in their
absence, and argued that burstlets represent the rhythmogenic substrate.
We also observed preBötC field activity like burstlets absent XII output at all [K+]o levels.
Manipulating network excitability detaches the preinspiratory and inspiratory
components of preBötC burst and affects their prevalence. Field and whole-cell
recordings from preBötC neurons showed that burstlet rise time, duration, and
amplitude match preinspiratory activity. These data affirm the hypothesis that both
burstlets and preinspiratory activity share a common rhythmogenic mechanism.
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2.5.2 How many constituent neurons activate during bursts and burstlets?
The frequency of preBötC composite rhythm differed significantly between field
recordings and whole-cell recordings at 6 mM [K+]o. Field recordings reflect activity
among many preBötC neurons, whereas whole-cell recordings reflect just one
constituent preBötC neuron. Two things change as excitability decreases. First, fewer
neurons participate in burstlets but field recordings still detect the collective events.
Second, any neuron singled out for whole-cell recording is less likely to be part of the
burstlet-active subpopulation. The initial burstlet report showed that ~89% of preBötC
neurons active during bursts also participate in burstlets. Here, using photonics to
monitor ~62 Dbx1-derived inspiratory burst-active neurons, we found ~20% participate
in burstlets. We conclude using our whole-cell recordings and photonic recordings that
the subset of burstlet-active neurons is inconstant and appears lower than 89%.
The estimated size of the rhythmogenic population is 560-650 preBötC neurons (Hayes
et al., 2012; Wang et al., 2014) so the burstlet-active subpopulation numbers between
112-130 (20%) and 500-580 (89%). That seemingly large range can explain why
burstlet amplitude varies with [K+]o: increasing excitability can recruit potentially
hundreds of additional constituent preBötC neurons to the burstlet-active subpopulation.
Whether or not the fraction of burstlet-active preBötC neurons is closer to 20% or 89%,
very few (<10) coactive preBötC neurons can trigger full bursts and motor output (Kam
et al., 2013b; Sun et al., 2019) so the relative fraction of burstlet-active neurons may not
be a critical parameter governing network activity.
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2.5.3 Burstlet mechanism: network oscillator that depends on recurrent synaptic
excitation
Here, fpreBötC increased monotonically with [K+]o. Because [K+]o modulates network
excitability via direct influence on baseline membrane potential in preBötC constituent
neurons, we conclude that preBötC composite rhythm is voltage dependent. In contrast,
the initial burstlet report showed no statistically significant disparity between fpreBötC at 6
vs. 9 mM [K+]o, yet there was a disparity for 3 vs. either 6 or 9 mM. This left the question
open as to whether burstlet rhythm might be some form of synchronized voltageindependent biochemical oscillator in constituent neurons. Monotonically increasing
fpreBötC as a function of [K+]o rules out that possibility. A significant difference in fpreBötC
and fXII, at 3 and 4 mM [K+]o, suggests that burstlets maintain the preBötC rhythm.
These data imply that burstlets are rhythmogenic in nature, but that concept of
rhythmogenicity has not been proven and awaits definitive testing.
So, what mechanism does give rise to burstlets? Our whole-cell recordings show
temporal summation of EPSPs during burstlets. We held membrane potential at –60
mV, which imposes steady-state deactivation of the persistent Na+ current (Del Negro et
al., 2002; Ptak et al., 2005; Yamanishi et al., 2018). Therefore, burstlets do not reflect
voltage-dependent bursting properties and do appear to reflect recurrent synaptic
excitation.
In general, network oscillators (distinct from pacemaker or inhibition-based models) rely
on recurrent excitation among constituent rhythmogenic neurons (Grillner, 2006; Grillner
and El Manira, 2019). Modifying the neuronal excitability influences the relative fraction
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of spontaneously active neurons in the network, and, for silent neurons, the proximity of
baseline membrane potential to spike threshold. Increasing excitability therefore
magnifies the number of neurons interacting, facilitates synaptic drive summation, and
accelerates the process of recurrent excitation to directly influence frequency. We
conclude that burstlets are not only rhythmogenic, but also follow dynamics of recurrent
excitation, i.e., a network oscillator model of rhythmogenesis.
2.5.4 Frequency control differs for sighs compared to burstlets and bursts
The preBötC can generate burstlets, inspiratory bursts, and sigh-related bursts (Lieske
et al., 2000; Ruangkittisakul et al., 2008). Here, fsigh increased as the [K+]o level
increased, which at face value suggests voltage dependence (akin to fpreBötC and fXII as
argued above). However, fsigh is an order of magnitude lower than fpreBötC and fXII.
Further, the [K+]o-dependent increase in fsigh is 20 times less steep than that of fpreBötC or
fXII. These observations suggest that the mechanism for frequency control of the
composite preBötC rhythm and the XII motor output do not similarly apply to sigh
rhythm. We propose that sigh frequency control is not voltage dependent like burstlets
and inspiratory bursts, which implicates a biochemical oscillator for sigh rhythms that
interacts with the network oscillator underlying burstlets and inspiratory bursts to bring
about the less-steep fsigh vs. [K+]o curve. We cannot yet specify how the sigh rhythm is
generated; it is beyond the scope of this paper.
2.5.5 Pattern generation
Burstlet amplitude depends on the excitability too. Above, we inferred that additional
constituent neurons (perhaps ~100s) are recruited as excitability increases. In contrast,
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the amplitude of preBötC bursts and XII motor output are not voltage dependent across
[K+]o levels. Although burstlet amplitude changes with excitability, the rise time, fall time,
and duration of burstlet events do not vary with [K+]o levels. First, we conclude that the
network dynamics that recruit burstlet-active neurons, and govern the temporal
evolution of burstlets, are largely the same at different levels of excitability. Second, we
conclude that preBötC activity, once passing threshold, triggers a cascade that activates
all (or nearly all) preBötC neurons, and also activates premotor and motor neurons.
That cascade probably depends on synaptic connectivity among pattern-related
preBötC neurons and premotor neurons outside of the preBötC, but not preBötC
excitability per se.
We cannot yet specify how activity during the preinspiratory phase reaches a threshold
for burst generation. It may have to do with a quorum: a certain number of rhythmogenic
interneurons must be active (i.e., spiking) to trigger an irreversible cascade that
ostensibly activates all (or nearly all) preBötC neurons. Or, it may have to do with
synchrony: a certain number of rhythmogenic interneurons must be spiking in sync to
trigger that cascade (Ashhad and Feldman, 2019). The former focuses on mass action
of constituent interneurons wherein temporal precision is inconsequential. The latter
focuses on phasic precision rather than mass action. Our present data cannot
distinguish which mechanism is at work but given that burstlet amplitude is voltagedependent and the number of constituent neurons participating in burstlets may vary at
any given level of excitability, the quorum model seems less feasible.
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There is an existing framework for understanding both rhythm and pattern generation of
the preBötC. Dbx1-derived preBötC neurons are inspiratory rhythmogenic (Baertsch et
al., 2018; Bouvier et al., 2010; Cui et al., 2016; Gray et al., 2010; Koizumi et al., 2016;
Vann et al., 2016, 2018; Wang et al., 2014), playing key preinspiratory and burstgenerating roles (Cui et al., 2016; Picardo et al., 2013) and some serving exclusively
premotor function (Revill et al., 2015). It may be possible to identify subsets of
predominantly rhythmogenic versus predominantly premotor or pattern-related Dbx1derived preBötC neurons based on intrinsic membrane properties (Picardo et al., 2013)
or neuropeptide somatostatin expression (Cui et al., 2016). Those two classification
schemes are not mutually exclusive because many somatostatin- and somatostatin
receptor-expressing preBötC neurons are Dbx1-derived (Gray et al., 2010). It is also
possible that particular ion channels serve in a pattern-related capacity within core
rhythmogenic neurons. For example, transient receptor potential (Trp) channels in
Dbx1-derived preBötC neurons whose activation amplifies inspiratory burst magnitude
(Koizumi et al., 2018; Picardo et al., 2019) also maintain the tidal volume of inspiratory
breaths in unanesthetized adult mice (Picardo et al., 2019).
Our results affirm the ideas presented in the burstlet hypothesis (Kam et al., 2013a) that
rhythm and pattern generation are discrete processes, which nevertheless both begin in
the preBötC. Burstlets, subthreshold from the standpoint of motor discharge, appear to
reflect the core rhythmogenic mechanism involving recurrent synaptic excitation.
2.6
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Chapter 3: Transcriptomes of Electrophysiologically Recorded Dbx1derived Respiratory Neurons of the preBötzinger Complex in
Neonatal Mice
3.1

Abstract

Breathing depends on interneurons in the preBötzinger complex (preBötC) derived from
Dbx1-expressing precursors that generate the inspiratory rhythm and influence its motor
output pattern. Here we investigate whether rhythm- and pattern-generating functions
reside in discrete classes of Dbx1 preBötC neurons. In an in vitro slice model of
breathing with a ~5 s cycle period, putatively rhythmogenic Type-1 Dbx1 preBötC
neurons activate 100-300 ms prior to Type-2 neurons, putatively specialized for output
pattern, and 300-500 ms prior to the inspiratory motor output. Further, Type-1 neurons
exhibit A-type transient K+ current (IA) whereas Type-2 neurons exhibit
hyperpolarization-activated mixed cationic current (Ih). We sequenced Type-1 and Type2 transcriptomes after patch-clamp recording and identified significant cell type-specific
differences based on 123 genes, including ionotropic receptors (Gria3 and Gabra1) that
may explain the difference in their preinspiratory activation profiles as well as
intracellular Ca2+ signaling (Cracr2a, Sgk1) pathways involved in inspiratory and sigh
bursts. Surprisingly, we found a dearth of neuropeptide receptors that profoundly
influence breathing (e.g., µ-opioid receptor and sigh-related bombesin-like peptide
receptors), which suggests that cognate peptides and opioid drugs act on a sparsely
sampled fraction (e.g., ~17% for µ-opioid receptor and 17% for sigh-related bombesinlike peptide receptors) of the preBötC core. These data in the public domain provide the
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transcriptomes that correspond to inspiratory neuron classes that putatively generate
the rhythm and pattern for breathing.
3.2

Introduction

Inspiration, the preeminent active phase of breathing, originates in the preBötzinger
complex (preBötC) of the lower brainstem (Del Negro et al., 2018; Smith et al., 1991).
Interneurons derived from Dbx1-expressing precursors (hereafter, Dbx1 preBötC
neurons) (Bouvier et al., 2010; Gray et al., 2010) comprise the preBötC core; they are
responsible for generating inspiratory rhythm and transmitting it as a rudimentary output
pattern to premotoneurons and motoneurons for pump and airway muscles (Baertsch et
al., 2018; Cui et al., 2016; Koizumi et al., 2016; Kottick and Del Negro, 2015; Kottick et
al., 2017; Revill et al., 2015; Vann et al., 2016, 2018; Wang et al., 2014).
Cellular-level studies of inspiratory rhythm and pattern take advantage of transverse
slices that retain the preBötC and remain spontaneously rhythmic in vitro. Constituent
preBötC neurons can be recorded at the rostral slice surface while monitoring the
inspiratory motor rhythm (~5 s cycle period) via the hypoglossal (XII) cranial nerve
(Funk and Greer, 2013). Inspiration begins with a low amplitude preinspiratory phase
attributable solely to rhythmogenic neurons. As their activity crosses threshold,
preinspiration leads to an inexorable high amplitude inspiratory burst, which recruits an
additional class of pattern-related neurons that drive motor output (Ashhad and
Feldman, 2020; Del Negro et al., 2018; Feldman and Kam, 2015; Kallurkar et al., 2020;
Kam et al., 2013). There are two theories that differentiate the rhythm and pattern
subsets of the Dbx1 preBötC neuron population.
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The first theory posits that the neuropeptide somatostatin (SST) is a marker for
output/pattern neurons. SST-expressing (SST+) preBötC neurons discharge during
inspiration and postinspiration, i.e., the output phases of the inspiratory breathing cycle,
rather than during the rhythmogenic preinspiratory phase. Furthermore,
photostimulation in the preBötC of adult mice that express channelrhodopsin (ChR2) in
SST+ neurons preferentially affects inspiratory motor pattern (Cui et al., 2016). These
findings suggest that the Dbx1 SST+ preBötC neurons play a dominant role in
inspiratory pattern-generation, along with non-Dbx1 SST+ preBötC inspiratory neurons,
and, by exclusion, that Dbx1 preBötC neurons lacking SST expression (SST-) are
inspiratory rhythmogenic (Cui et al., 2016).
The second theory subdivides Dbx1 preBötC neurons electrophysiologically. Neurons
that activate with a ramp-like summation of synaptic potentials 300-500 ms before the
onset of a large-magnitude inspiratory burst (Picardo et al., 2013; Rekling et al., 1996)
are considered “Type-1” and putatively rhythmogenic. Type-1 neurons also express Atype transient K+ current (IA) whose blockade perturbs preinspiratory activity and
destabilizes the inspiratory rhythm in vitro (Hayes et al., 2008). Neurons that activate
~300 ms later than Type-1 (Picardo et al., 2013; Rekling et al., 1996) are considered
“Type-2”, putatively downstream from Type-1 and tasked with generating preBötC
output (Ashhad and Feldman, 2020; Rekling et al., 1996). Type-2 neurons express
hyperpolarization-activated cationic current (Ih) (Picardo et al., 2013) whose blockade
profoundly affects motor output with mild effects on rhythm (Thoby-Brisson et al., 2000).
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We subdivided rhythm and pattern Dbx1 preBötC neurons based on the latter schema
because it provides multiple criteria that can be measured during whole-cell recordings.
We retrieved cytoplasmic contents and performed next-generation RNA sequencing on
17 samples: 7 Type-1, 9 Type-2, and 1 neuron, referred to here as Unknown, that did
not precisely fit either category but was Dbx1-derived and inspiratory. These data
elucidate the transcriptional profile at the cellular point of origin for breathing, a key
physiological behavior for humans and all mammals. The data are publicly available
(National Center for Biotechnology Information [NCBI] Gene Expression Omnibus
[GEO] Accession code: GSE175642) to facilitate future studies of the Dbx1 preBötC
core that interrogate the neural mechanisms of breathing.
3.3

Materials and methods

The Institutional Animal Care and Use Committee at William & Mary approved these
protocols, which conform to policies set forth by the Office of Laboratory Animal Welfare
(National Institutes of Health) and the National Research Council (National Research
Council, 2011).
3.3.1 Mice
We crossed knock-in mice generated by inserting an IRES-CRE-pGK-Hygro cassette in
the 3’ UTR of the Developing brain homeobox 1 (i.e., Dbx1) gene, i.e., Dbx1Cre mice
(Bielle et al., 2005) (IMSR Cat# EM:01924, RRID:IMSR_EM:01924) with mice featuring
Cre-dependent expression of fluorescent Ca2+ indicator GCaMP6f, dubbed Ai148 by the
Allen Institute (RRID: IMSR_JAX:030328, Daigle et al. 2018). Ai148 mice had C57Bl/6J
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background; Dbx1Cre mice had a mixed C57Bl/6J;CD1 genetic background. We used
their offspring, referred to as Dbx1;Ai148 mice (P0-2) for experiments.
The animals were housed in colony cages on a 12/12 h light/dark cycle with controlled
humidity and temperature at 23 ºC and fed ad libitum on a standard commercial mouse
diet (Teklad Global Diets, Envigo) with free access to water.
3.3.2 In vitro slice preparations
The workbench was cleaned with RNase ZAP (Thermo Fisher, Waltham, MA) before
beginning each experiment. All the beakers and tools were either autoclaved or cleaned
first with RNase ZAP and then with nuclease-free water (NFW).
Dbx1;Ai148 pups were anesthetized by hypothermia, consistent with the American
Veterinary Medical Association (AVMA) guidelines for euthanasia (Underwood and
Anthony, 2020). The neuraxis, from the pons to lower cervical spinal cord, was removed
within ~2 min and submerged in ice-cold artificial cerebrospinal fluid (aCSF) containing
(in mM): 124 NaCl, 3 KCl, 1.5 CaCl2, 1 MgSO4, 25 NaHCO3, 0.5 NaH2PO4, and 30
dextrose. The aCSF was prepared in an RNase-free environment and then aerated
continually with 95% O2 and 5% CO2 during the experiment. We trimmed the neuraxis
and glued the dorsal surface of the brainstem onto an agar block (exposing the ventral
side). The block and brainstem were affixed rostral side up within a vibratome
(Campden Instruments 7000 smz-2, Leicester, UK) while perfusing with aerated ice-cold
aCSF. We cut a single transverse slice 450-500 µm thick with preBötC on its rostral
surface (Ruangkittisakul et al., 2014). We started a 3-hr countdown clock as soon as the
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mouse was anesthetized and discarded the slice at the end of the interval to avoid
sample degradation and contamination.
3.3.3 Whole-cell patch-clamp recording and cytoplasmic sample collection
We perfused slices with aCSF (28 °C) at 2-4 ml/min in a recording chamber on a fixedstage upright microscope. The external K+ concentration ([K+]ext) of the aCSF was
raised from 3 to 9 mM to facilitate robust respiratory rhythm and XII motor output (Funk
and Greer, 2013; Ruangkittisakul et al., 2006). We recorded XII motor output using
suction electrodes fabricated from autoclaved borosilicate glass pipettes (OD: 1.2 mm,
ID: 0.68 mm) fire polished to a diameter of ~100 µm. XII motor output was amplified by
2,000, band-pass filtered at 0.3-1 kHz, and RMS smoothed for display.
Inspiratory Dbx1 preBötC neurons were selected visually based on rhythmic
fluorescence emitted by GCaMP6f (Fig. 3.1Aa). Patch pipettes were fabricated from
autoclaved borosilicate glass (OD: 1.5 mm, ID: 0.86 mm) using a 4-stage program on a
Flaming-Brown P-97 micropipette puller (Sutter Instruments, Novato, CA). Patch
pipettes with tip resistance of 3-5 MΩ were filled with an internal solution, mixed in an
RNase-free environment, containing (in mM): 123 K-gluconate, 12 KCl, 10 HEPES, 0.2
EGTA, 4 Mg-ATP, 0.3 Na-GTP, 10 Na2-phosphocreatine, and 13 Glycogen (osmolarity
adjusted to 270-290 mOsm and pH 7.25). We added 0.8% Recombinant Ribonuclease
Inhibitor (RRI) to the internal solution immediately before each experiment to preserve
RNA. We used robotic micromanipulators (Sensapex, Helsinki, Finland) to guide our
patch pipettes toward inspiratory neurons under visual control and then performed
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whole-cell patch-clamp recordings using an EPC-10 patch-clamp amplifier (HEKA
Instruments, Holliston, MA) with PATCHMASTER software (RRID:SCR_000034).
Starting from a quiescent membrane potential between inspiratory bursts, we defined
inspiratory drive latency as the elapsed time from first detection of summating synaptic
potentials (EPSPs) until the onset of the inspiratory burst.
We tested for A-type K+ current (IA) by applying suprathreshold depolarizing current step
commands of 750-1000 ms duration from holding potentials of -70 mV and -50 mV. The
net applied current during the step command was equivalent regardless of holding
potential. Neurons expressing IA exhibited delayed excitation of 120-220 ms from a
holding potential of -70 mV, but not from a holding potential of -50 mV (Picardo et al.,
2013; Rekling et al., 1996).
We tested for hyperpolarization-activated cationic current (Ih) by applying
hyperpolarizing current step commands of 750-1000 ms duration, which caused initial
voltage excursions exceeding -30 mV from a holding potential of -50 mV. Neurons
expressing Ih exhibited a time- and voltage-dependent depolarizing ‘sag’ (Picardo et al.,
2013; Rekling et al., 1996).
After, categorizing the Dbx1 preBötC neuron as Type-1 and Type-2 (Fig. 3.1Ab),
cytoplasmic contents were extracted under voltage clamp (-60 mV holding potential) by
applying negative pressure (0.7-1.5 psi). Successful extraction left the neurons visibly
shrunken. Negative pressure was applied for a maximum of 10 mins or until the neuron
was electrophysiologically unstable, indicated by holding currents exceeding -600 pA,
whichever happened first. The patch pipettes were retracted promptly, and the
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cytoplasmic contents were ejected by breaking the pipette tip at the bottom of the
RNase-free PCR tube containing 4 µL of stock solution (stock solution = NFW with 2%
RRI) while applying positive pressure (Fig. 3.1Ac). Great care was taken to avoid any
bubbles while applying positive pressure. Samples were briefly spun in a mini
centrifuge, then snap-frozen in liquid nitrogen and stored at -80˚C until further
processing.

Fig. 3.1 Schematic explanation of Patch-Seq. Aa, Rhythmically active Dbx1 preBötC neurons identified
by fluorescence and recorded in whole-cell conditions (Vm, top trace) with XII motor output (bottom). Ab –
Ae graphically represent steps in the Patch-Seq workflow.

We monitored for potential contamination by collecting negative control samples during
each experiment. Patch pipettes were filled with internal solution and then inserted into
the tissue without targeting any neuron for recording; their contents were processed
identically.
3.3.4 cDNA synthesis, library preparation and sequencing
RNA from the recovered cytoplasm of patch-clamped neurons was converted to
complementary DNA (cDNA) according to the SMART-Seq HT protocol (Takara Bio
USA, Mountain View, CA), which incorporates the template-switching activity of the
reverse transcriptase to select for full-length cDNAs and to add PCR adapters to both
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ends of the first-strand DNA (SMART = Switching Mechanism at 5’ end of RNA
Template). Samples were denatured at 72 ºC for 3 min. poly(A)+ RNA was reverse
transcribed using a tailed oligo(dT) primer. First strand cDNA synthesis and doublestranded cDNA amplification were performed in a thermocycler using the following
program: 42 °C for 90 min; 95 °C for 1 min; 18 cycles of 98 °C for 10 s, 65 °C for 30 s,
68 °C for 3 min; and finally, 72 °C for 10 min. PCR-amplified cDNA was purified by
immobilization on Agencourt AMPure XP beads (Beckman Coulter, Brea, CA), and then
washed with 80% ethanol and eluted with elution buffer. Sequencing libraries were
prepared from the amplified cDNA using SMART-Seq PLUS kits (Takara Bio USA,
Mountain View, CA). Unique dual indexes were used on the amplified libraries to
identify samples. We verified average cDNA size, abundance, and quality control of the
final library using a Bioanalyzer High Sensitivity kit (Fig. 3.1Ad) (Agilent, Santa Clara,
CA) and Qubit dsDNA High-sensitivity Assay Kit (Molecular Probes, Eugene, OR).
cDNA samples containing less than 150 pg/µl cDNA were not sequenced. The cDNA
sequencing libraries passing quality control were sequenced using an Illumina HiSeq X
Sequencing system (Fig. 3.1Ae) with paired-end (150 bp) reads (Admera Health
Biopharma Services, South Plainfield, NJ). A total of 18 samples were sequenced.
Investigators were blinded to cell type during library construction and sequencing.
3.3.5 Quality control, pre-processing, and alignment to reference genome
Nucleotide sequences along with their corresponding quality scores were returned as
FASTQ files. We received an average of 18,724,864 (n = 18 samples) paired-end reads
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per sample. The quality of reads was verified using FastQC v0.11.8 (Andrews, 2015)
(Fig. 3.2Aa). One sample returning 688 reads was discarded.

Fig. 3.2 Flowchart that graphically represents the bioinformatics workflow.

The mouse reference genome, mm10 from Ensembl, was used to create the genome
directory for aligning the reads in STAR (Dobin et al., 2013) using the following
commands:
1. wget ftp://ftp.ensembl.org/pub/release102/fasta/mus_musculus/dna/Mus_musculus.GRCm38.dna.primary_assembly.fa.gz
2. wget ftp://ftp.ensembl.org/pub/release-102/gtf/mus_musculus/Mus_musculus.GRCm38.102.gtf.gz
3. gunzip Mus_musculus.GRCm38.dna.primary_assembly.fa.gz
4. gunzip Mus_musculus.GRCm38.102.gtf.gz
5. STAR --runMode genomeGenerate --genomeDir {path to genome folder} --genomeFastaFiles
Mus_musculus.GRCm38.dna.primary_assembly.fa --sjdbGTFfile Mus_musculus.GRCm38.102.gtf
--sjdbOverhang 149 --genomeSAsparseD 2

The raw reads were aligned to the mm10 reference genome by the splice-aware STAR
software v2.7.7a (Dobin et al., 2013), which generates BAM alignment files, using the
following command:
1. STAR --genomeDir mm10ReferenceGenome --readFilesIn inputFASTQFile1.fastq
inputFASTQFile2.fastq --outFileNamePrefix outputBAMFile --outSAMtype BAM
SortedByCoordinate --outReadsUnmapped Fastx
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The alignment procedure (above) was done a total of 3 times for each sample to
monitor the quality of the samples. The first alignment corresponds to raw reads. The
second and third alignments are done after removing adapter and overrepresented
sequences, respectively.
Adapters added during library construction:
AGATCGGAAGAGCACACGTCTGAACTCCAGTCA (paired end 1) and
AGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT (paired end 2) were trimmed (Fig.
3.2Ab) by bbduk v38.00 (Bushnell, 2017) using the following command:
1. sh bbduk.sh in1=inputFASTQFile1.fastq. in2=inputFASTQFile2.fastq
out1=outputFASTQFile1.fastq out2=outputFASTQFile2.fastq ktrim=r -Xmx27g mm=f k=33 hdist=1
literal=AGATCGGAAGAGCACACGTCTGAACTCCAGTCA,AGATCGGAAGAGCGTCGTGTAGGG
AAAGAGTGT tbo tpe

The SMART-Seq HT kit uses dT priming for first-strand cDNA synthesis, annealing to
the poly A tails of mRNA. The sequencing reads contained poly T/A sequences that
were identified by FASTQC (Andrews, 2015) and tagged as overrepresented
sequences, and finally trimmed (Fig. 3.2Ab) by cutAdapt v3.2 (Martin, 2011) using the
following command:
1. cutadapt -a overrepresentedSequence -A overrepresentedSequence’ -o outputFASTQFile1.fastq p outputFASTQFile2.fastq inputFASTQFile1.fastq inputFASTQFile2.fastq -m 10 -j 4

The STAR v2.7.7a alignment software tallies the number of sequences that i) align
uniquely, ii) align at multiple portions, or iii) fail to align with mm10. We present these
alignment statistics for each step (raw reads, adapter-trimmed reads, and adaptertrimmed reads following removal of overrepresented sequences, i.e., processed reads)
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in Tables 3.1, 3.2 and 3.3, respectively. Only the final processed reads were used for
downstream analysis.
Table 3.1 Mapping statistics of raw reads aligned uniquely, multimapping or unmapped to mm10.
Samples in magenta are Type-1 Dbx1 neurons (n = 7), blue are Type-2 Dbx1 neurons (n = 9), green is
the Unknown-type Dbx1 neuron (n = 1), and grey is sample removed due to low quality (n = 1).
Sample
ID

Total
reads

Uniquely
aligned
reads

Uniquely
aligned
reads (%)

Multimapping
(%)

Unmapped
(%)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

11,567,174
17,992,605
21,601,914
9,458,749
35,315,423
14,130,664
22,246,223
18,666,579
23,540,604
688
19,287,446
11,724,503
20,089,371
5,071,676
17,325,580
29,116,591
23,621,786
36,289,980

7,211,583
9,010,314
9,554,388
5,715,881
9,080,889
7,988,659
9,875,884
7,884,885
8,751,182
220
12,215,602
3,925,213
11,604,713
3,937,032
8,229,287
8,899,819
14,785,521
16,575,192

62.35
50.08
44.23
60.43
25.71
56.53
44.39
42.24
37.17
31.98
63.33
33.48
57.77
77.63
47.50
30.57
62.59
45.67

2.72
3.00
3.37
3.97
2.16
2.45
4.47
3.60
4.27
1.45
5.80
2.00
2.56
3.60
3.46
3.19
3.27
1.68

34.93
46.92
52.4
35.61
72.13
41.01
51.13
54.16
58.56
66.57
30.88
64.52
39.68
18.78
49.05
66.24
34.14
52.64

Mean

18,724,864

8,624,792

48.54

3.17

48.30

Standard
Deviation

9,419,947

3,879,257

13.94

1.08

14.38

We employed Qualimap v.2.2.2 (Okonechnikov et al., 2016) to perform a final quality
check of the BAM alignment files using this command:
1. qualimap rnaseq -bam inputFile.bam -gtf Mus_musculus.GRCm38.102.gtf outdir outputFileDir -paired --java-mem-size=4G
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Table 3.2 Mapping statistics of adapter-trimmed reads aligned uniquely, multimapping or
unmapped to mm10. Adapter 1- AGATCGGAAGAGCACACGTCTGAACTCCAGTCA and Adapter 2AGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT. Samples in magenta are Type-1 Dbx1 neurons (n =
7), blue are Type-2 Dbx1 neurons (n = 9), and green is the Unknown-type Dbx1 neuron (n = 1).
Sample
ID

Total
reads

Uniquely
aligned reads

Uniquely
aligned
reads (%)

Multimapping
(%)

Unmapped
(%)

1

11,564,989

7,886,493

68.19

3.24

28.57

2

17,988,879

9,906,092

55.07

3.68

41.25

3

21,597,058

10,596,812

49.07

4.20

46.74

4

9,457,080

6,380,572

67.47

4.87

27.66

5

35,303,350

10,646,651

30.16

3.02

66.83

6

14,127,806

9,322,112

65.98

3.12

30.90

7

22,240,869

10,814,321

48.62

5.38

46.00

8

18,661,545

9,928,208

53.20

5.44

41.37

9

23,533,985

10,329,864

43.89

5.73

50.37

11

19,284,013

13,506,705

70.04

6.95

23.00

12

11,720,821

4,521,427

38.58

2.63

58.80

13

20,083,371

12,782,179

63.65

3.12

33.23

14

5,070,811

4,222,380

83.27

4.18

12.54

15

17,320,397

9,222,993

53.25

4.41

42.34

16

29,107,409

10,204,782

35.06

4.14

60.80

17

23,615,333

16,321,704

69.11

4.03

26.86

18

36,281,669

18,782,544

51.77

2.20

46.03

Mean
Standard
Deviation

19,821,140

10,316,226

55.67

4.14

40.19

8,428,244

3,700,193

14.23

1.24

14.51

Uniquely aligned reads were converted to fragment counts (Fig. 3.2Ad) using
featureCounts from the Rsubread package v2.4.2 (Liao et al., 2014, 2019). The data
pre-processing was performed using computing facilities at William & Mary
(https://www.wm.edu/it/rc).
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Table 3.3 Mapping statistics of processed reads aligned uniquely, multimapping or unmapped to
mm10. Samples in magenta are Type-1 Dbx1 neurons (n = 7), blue are Type-2 Dbx1 neurons (n = 9),
and green is the Unknown-type Dbx1 neuron (n = 1).
Sample
ID

Total reads

Uniquely
aligned reads

Uniquely
aligned
reads (%)

Multimapping
(%)

Unmapped
(%)

1

9,331,635

7,931,238

84.99

3.87

11.14

2

11,666,703

9,935,165

85.16

5.18

9.67

3

12,791,254

10,629,137

83.10

6.42

10.48

4

7,538,107

6,404,487

84.96

5.91

9.13

5

13,446,968

10,586,917

78.73

5.76

15.51

6

10,754,098

9,354,908

86.99

3.78

9.23

7

13,275,020

10,848,813

81.72

8.36

9.91

8

12,654,553

9,916,810

78.37

7.33

14.31

9

13,147,019

10,338,096

78.63

9.17

12.20

11

16,405,245

13,569,673

82.72

8.05

9.23

12

5,464,354

4,513,623

82.60

4.42

12.97

13

14,848,259

12,827,951

86.39

3.89

9.71

14

4,807,277

4,238,667

88.17

4.39

7.43

15

10,991,231

9,244,963

84.11

6.16

9.73

16

13,163,550

10,182,640

77.35

7.68

14.96

17

19,004,076

16,384,597

86.22

4.78

9.00

18

23,078,452

18,793,842

81.43

2.96

15.61

Mean
Standard
Deviation

12,492,224

10,335,384

83.04

5.77

11.19

4,519,348

3,708,343

3.29

1.84

2.57

3.3.6 Data analysis
We wrote custom R scripts (R v4.0.3, RRID:SCR_001905) that quantify gene
expression as fragment counts per kilobase of exon per million mapped reads (FPKM;
Fig. 3.2Ae). This quantification method is ideally suited for paired-end reads and
normalizes for gene length and quantity of mapped reads. We also used R scripts to
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compute the mean and standard deviation (SD) of FPKM values. The log2 transformed
value of FPKM, mean FPKM, or mean + SD FPKM were used for visualization.
Genes that are part of mm10 but had zero fragment counts in all 17 samples were
omitted from all further analyses and consideration (23,824 genes). We performed
differential expression analyses on the remaining genes (31,543 genes) using DESeq2
v1.30.1 software (Figs. 3.2Af, 3.3A) (Love et al., 2014). DESeq2 uses fragment count
(not FPKM) for each gene to calculate its geometric mean (non-zero counts only)
across all the samples (Fig. 3.2Af). Next, it normalizes each count by dividing the
fragment count of the gene by its geometric mean. The fold change (L2FC) between
Type 1 and Type 2 Dbx1 neurons is calculated using logarithm (base 2) of the
normalized counts. Any gene where the L2FC exceeds 1.5 and adjusted p-value (padj) is
less than 0.01 was deemed differentially expressed (DE) (Fig. 3.3Aa).

Fig. 3.3 Transcriptomic differences in Type-1 and Type-2 neurons. A, L2FC versus adjusted p-values
of 31,543 genes computed using DESeq2. Genes upregulated in Type-1 are in magenta and those
upregulated in Type-2 are in blue-cyan. Gray shaded represents the region expanded in Aa, which
corresponds to L2FC > 1.5 and padj < 0.01. B, Bar chart (top) shows PCs (x-axis) and variability (y-axis) in
the expression of 123 DE genes. Scatter plot (bottom) shows clustering of Type-1 (magenta) and Type-2
(blue-cyan) neurons using the first two PCs (highlighted in dark violet at top). The gray dashed line shows
the boundary between the clusters of Type-1 and Type-2 neurons drawn by LDA.
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Custom MATLAB scripts (RRID:SCR_001622) implemented unsupervised principal
component analysis (PCA) (Wold et al., 1987) for dimensionality reduction and
clustering of the log2(FPKM) expression profiles of 123 DE genes and 16 samples (Fig.
3.3B). Although the PCA was performed without regard for sample category, clustering
of the Type-1 and Type-2 samples is evident using the first two principal component
scores that represent 32% of the variation in the data (Fig. 3.3B, axes labelled PC1 and
PC2). A boundary line calculated using linear discriminant analysis (LDA) shows that
an accurate Type-1 vs. Type-2 classification may be performed using the first two
principal component scores (Fisher, 1936).

Fig. 3.4 Quality check on the DE genes segregating Type-1 and Type-2 Dbx1 preBötC neurons. A,
Example of PCA after scrambling the identities of 50% of the Dbx1 preBötC neurons as detailed in
Materials & Methods. The true identity of the neuron is shown in the filled circle (magenta for Type-1 and
blue-cyan for Type-2) and an apparent identity of the neurons is shown in the outer unfilled circle
(magenta for apparent Type-1 and blue-cyan for apparent Type-2). So-called “imposters” have different
colors for the filled and unfilled circles as well as a dashed unfilled circle. B, Classification error (y-axis) for
PCs 1-9 (x-axis) for the group of neurons with true identities (filled circle) and the group of neurons with
50% true identities and 50% imposter identities (unfilled gray circles). Relatively high classification errors
only occur for the group with scrambled identities, which bolsters confidence that Type-1 and Type-2
neurons are discrete classes.

As a control, we permuted the labels identifying the 16 samples as Type-1 vs. Type-2
and repeated our analyses of the log2(FPKM) expression profiles. In each of 10
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scrambled data sets, 50% of the samples were correctly labelled and 50% were
“imposters” with false identities. In each case, we performed DESeq2 analysis to obtain
a list of “DE genes” and performed PCA on this subset of genes. Figure 3.4A shows a
representative LDA using PC1 and PC2 for genes differentially expressed between two
groups of neurons with scrambled identities. The classification error in this case is 0.19,
because 3 of the 16 neurons are misclassified (3 apparent Type-2 neurons, one of
which is a Type-2 imposter, are on or below the boundary line). Overall, the
performance of classifiers obtained by LDA of such “DE genes” was severely degraded
compared to the unscrambled case, especially when the LDA was restricted to the first
several principal component scores (Fig. 3.4). This result adds confidence to our list of
DE genes for Type-1 versus Type-2 neurons.
3.3.7 Data treatment for dropouts
We compared the gene expression values within the RNA replicates (7 Type-1
replicates and 9 Type-2 replicates). We expect the gene expression levels to be less
variable among the same cell-types. Figure 3.5 shows an example of gene expression
in two Type-1 replicates (Sample_4, Sample_5). Within the same cell-type, genes with
high expression values (>8 log2[FPKM]) are: i) detected in all the replicate samples and,
ii) are less variable resulting in a diagonal line (genes within the green loop in Fig. 3.5).
But as the expression level decreases (≤ 7 log2[FPKM]), we notice dropouts, i.e. genes
that are expressed at a low or moderate level in one replicate but are not detected in the
other replicate (purple loops in Fig. 3.5) (Kharchenko et al., 2014; Pierson and Yau,
2015; Risso et al., 2018; Van den Berge et al., 2018). The dropouts are an indication of
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the high variability of the gene expression from sample-to-sample within the same cell
type.

Fig. 3.5 Example of dropouts in Type-1 replicates. Log2(FPKM) of all the genes in two Type-1
replicates, Sample_4 (x-axis) versus Sample_5 (y-axis). Data points in green loop show that genes with
high log2(FPKM) have consistent level of expression in both the replicates. Data points in purple loops
can be considered dropouts.

There are two types of dropouts in RNA-seq: technical dropouts and biological
dropouts. First consider technical dropouts. Minute amount of starting material (usually
≤10 pg RNA in the retrieved cytoplasm) from a single-cell necessitates substantial
amplification to get sufficient cDNA (here, >150 pg/µL) for sequencing. Multiple cycles
of amplification can lead to a bias amplifying some sequences more and thus drowningout other sequences to undetectable levels (Kebschull and Zador, 2015; Polz and
Cavanaugh, 1998; Suzuki and Giovannoni, 1996). Furthermore, reverse transcription
(RT) errors can cause incorrect nucleotides to be added to the RNA template strand,
which leads to misreplication of the sequence (Pray, 2008) and a failure to map to the
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mm10 reference genome. These technical challenges – RT errors and amplification
bias – eventually cause technical dropouts (Brennecke et al., 2013; Kharchenko et al.,
2014; Van den Berge et al., 2018). The biological dropouts occur due to the
transcriptional stochasticity of gene expression. It is important to note here that
biological dropouts are not the same as true biological zeroes, so if and when a zero
expression level is detected one cannot conclude that the neuron sampled does not
(ever) express that gene.
In an attempt to correct for dropouts, we applied the zero-inflated negative binomialbased wanted variation extraction (zinbwave) method, which imputes non-zero
expression levels to putative dropouts. We implemented zinbwave using custom R
scripts (R v4.0.3, RRID:SCR_001905) (Risso et al., 2018). Zinbwave operates on raw
fragment counts (not FPKM) and it uses the count data to assign weights between 0
and 1, using a zero-inflated model computed by negative binomial likelihood. If a gene
fragment count is zero for all samples, then zinbwave treats that gene as a true
biological zero and it assigns a weight of zero for that gene for all samples. If a gene
fragment count is non-zero value for all the samples, then zinbwave assigns a weight of
1 to that gene for all the samples. The first two cases above being trivial, zinbwave
operates on fragment counts in the gray area: when a gene fragment count is non-zero
for some samples and zero for others. In this context, zinbwave assigns a weight of 1
for all the non-zero fragment counts and then imputes a non-zero value of weight for
genes with zero fragment counts because it considers them dropouts. The non-zero
value for weight is calculated by using a zero-inflated probability (i.e., probability that the
zero count is a dropout) while fitting the count data into a negative binomial model. The
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negative binomial model accounts for the dispersion of fragment counts in the data,
therefore preserves the mean-variance relationship of the gene among the samples
(Risso et al., 2018). The count data treated using zinbwave is referred hereafter as
zinbwave-treated data.
We repeated DESeq2 on the zinbwave-treated data. Using the same threshold criteria
for DE genes (absolute L2FC > 1.5, padj < 0.01), DESeq2 on zinbwave-treated data now
unfolds 1515 DE gene that significantly differentiates Type-1 and Type-2 neurons;
~12.3X more than the number of DE genes from untreated data.

Fig. 3.6 Comparison of untreated (x-axis) and zinbwave-treated data (y-axis). The x- and y-axes
show all the detected genes (DE and non-DE) arranged in ascending order of their padj values. Black
unfilled circles are non-DE genes for both, untreated and zinbwave-treated data. Filled red circles are DE
genes for untreated data. The red circles in the grey box are the genes that are DE for untreated data, but
not for zinbwave-treated data. Unfilled purple circles are DE genes for zinbwave-treated data.
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Even though zinbwave potentially gets rid of dropouts, it comes with major caveats.
First, it is possible that any gene assigned a non-zero weight by zinbwave was not
actually expressed and thus zinbwave mistakenly treated a true biological zero as a
dropout. The upshot of this caveat is that DE genes from zinbwave-treated data are
false positives. In our untreated data we detected 123 DE genes. Yet zinbwave-treated
data results in 1515 DE genes, more than 100-fold increase in DE genes compared to
untreated data. That means using zinbwave potentially increases false positives by a
factor of 100. Second, zinbwave casts doubt on DE genes detected in the untreated
data. Here, of the 123 DE genes from the untreated data, zinbwave – by modifying the
zero fragment counts – abolished 62 of those DE genes, which is a ~50% reduction of
the DE genes from the untreated data. The upshot here is that zinbwave sows doubt by
treating 61 of 123 DE genes as false positives (red circles in the gray bar in Fig. 3.6).
Therefore, we do not treat our data for potential dropouts and use the untreated data to
draw our conclusions.
Differentiating a true biological zero from a dropout is not possible during data analysis.
High variability of the gene within the same sample-type is biologically as informative as
the quantitative expression of highly variable genes between different cell types (Qiu,
2020). The upshot of these caveats is that our Patch-Seq analysis assuredly missed
some expressed genes and incorporates some false zeros. We performed multiple
quality checks (Fig. 3.2) for our sequences, used stringent criteria for selecting DE
genes and scrambling to ensure the differential expression analysis was efficient in
detecting DE genes (Fig. 3.4).
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3.3.8 Data & code availability
The raw data of nucleotide sequences along with their corresponding quality scores
(FASTQ format), raw fragment counts of the processed data (text file) and the FPKM
values of the processed data (text file) are publicly available in the NCBI GEO database
(Accession code: GSE175642). The custom R scripts written to process the raw
fragments counts are freely available (https://github.com/prajkta9/bioinformatics-scRNAseq).
3.4

Results and Discussion

We analyzed Dbx1 preBötC neurons using Patch-Seq (Cadwell et al., 2016, 2017;
Lipovsek et al., 2021), which entails whole-cell patch-clamp recording followed by nextgeneration sequencing (Fig. 3.1) and bioinformatics (Fig. 3.2).
The maximum yield of high-quality RNA was inversely proportional to whole-cell
recording duration (5 min on average, 3-8 min in all experiments). Inspiratory burst
characteristics and intrinsic membrane properties for Type-1 and Type-2 neurons (Fig.
3.7) are already well established (Picardo et al., 2013; Rekling et al., 1996). Given the
time constraints, we focused on measuring delayed excitation and sag potentials, at the
expense of recording fewer inspiratory burst cycles.
Type-1 neurons showed delayed excitation of 167 ± 40 ms (n = 7) when subjected to
suprathreshold current steps from a baseline membrane potential below -70 mV (i.e.,
evidence of IA; Fig. 3.7B, top trace) but negligible sag potentials (2 ± 1 mV, n = 7) when
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subjected to hyperpolarizing current steps from a baseline membrane potential of -50
mV (i.e., no evidence of Ih; Fig. 3.7C, top trace).

Fig. 3.7 Physiological properties of Dbx1 preBötC inspiratory neurons. A, top and bottom traces
show inspiratory burst characteristics in Type-1 and Type-2 Dbx1 preBötC neurons, respectively.
Inspiratory drive latency and inspiratory burst area are highlighted in pink and green hatched lines,
respectively. B, Depolarizing current pulses (750-1000 ms) were applied from a membrane potential of 70 mV. Top and bottom traces show presence and absence of delayed excitation (purple) in Type-1 and
Type-2 neurons, respectively. C, Hyperpolarizing current pulses (750-1000 ms) were injected from a
membrane potential of -50 mV. Top and bottom traces show absence and presence of a sag potential
(orange) in Type-1 and Type-2 neurons, respectively. Voltage, current, and time calibration bars apply to
all traces.

Type-2 neurons exhibited minimal delays in excitation (76 ± 40 ms, n = 9) when
subjected to suprathreshold current steps from a baseline membrane potential below 70 mV (i.e., no evidence of IA; Fig. 3.7B, bottom trace) but their membrane potential
trajectory ‘sagged’ 11 ± 4 mV (n = 9) in the direction of baseline when subjected to
hyperpolarizing current steps from a baseline membrane potential of -50 mV (i.e.,
evidence of Ih; Fig. 3.7C, bottom trace).
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The disparities between delayed excitation and sag potentials measured in Type-1 and
Type-2 neurons are unlikely to occur by random sampling from a single population with
normally distributed expression of IA and Ih with probabilities of pdelay = 0.0006 (t = 4.53,
df = 13) and psag = 0.0002 (t = 4.96, df = 14), respectively. Therefore, we reject the null
hypothesis and confirm that Type-1 and Type-2 are unique subpopulations of Dbx1
preBötC neurons, as previously demonstrated (Picardo et al., 2013).
One Dbx1 preBötC inspiratory neuron we recorded and sequenced did not fit the criteria
for Type-1 or Type-2, so we analyzed it as an Unknown.
We mapped all 17 samples to the murine genome (mm10 from Ensembl); 83% ± 3% of
the sequences aligned uniquely resulting in an average of 10,335,384 uniquely aligned
reads (Table 3.3).
3.4.1 Transcriptomic differences between Type-1 and Type-2 neurons
The 31,543 genes that were expressed in at least one out of the 16 samples (7 Type-1
neurons and 9 Type-2 neurons) were examined for differential expression by DESeq2
(Fig. 3.3A). The Unknown neuron was not included in this analysis. DESeq2 identified
123 differentially expressed (DE) genes (Figs. 3.3Aa, 3.8; padj < 0.01, log2 fold change
[L2FC] > 1.5). The DESeq2 results were computed on Type-2 versus Type-1 neurons; a
positive L2FC implies gene upregulation in Type-2 neurons, whereas a negative L2FC
indicates gene upregulation in Type-1 neurons.
We used principal component analysis (PCA) to assemble Dbx1 preBötC neurons in a
plane based on transcriptome similarity, which revealed that Type-1 and Type-2
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neurons form two distinct clusters (Fig. 3.3B). When we scrambled their Type-1 or
Type-2 identities, PCA failed to differentiate the samples as two discrete classes (Fig.
3.4), which suggests that Type-1 and Type-2 neurons are separate neuron classes
based on their transcriptome (Figs. 3.3B, 3.4) in addition to their unique
neurophysiological properties (Fig. 3.7).

Fig. 3.8 Log2(FPKM) of the DE genes in Type-1 (n = 7) and Type-2 (n = 9) neurons. Individual
neurons are listed in columns. Genes are listed in rows. The log2(FPKM) value of each gene in each
neuron is indicated by a pseudo color scale (calibration shown upper right). The genes are arranged in
the increasing order of their L2FC values. Genes that are up-regulated in Type-1 are in magenta and
those that are up-regulated in Type-2 neurons are in blue. Genes are highlighted in yellow if they are
mentioned in the text.
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Genes upregulated in Type-1. We report an upregulation of the 5-HT1D receptor gene,
Htr1d (Figs. 3.8, 3.9). IA, a characteristic Type-1 feature, is subject to neuromodulation
by serotonin (5-HT) receptors, in mouse trigeminal ganglion neurons (Zhao et al., 2016)
and CA1 pyramidal neurons (Hoffman and Johnston, 1998; Yuan et al., 2002).
Interestingly, in rhythmic slices from neonatal rats, bath application of 5-HT increases
the frequency, but not the amplitude, of XII motor output, implying a selective effect on
the rhythm-generating population (Al-Zubaidy et al., 1996; Ptak et al., 2009;
Schwarzacher et al., 2002), which probably maps to Type-1 neurons.

Fig. 3.9 Quantitative gene expression for purinergic receptors, serotonin receptors, and
cadherins. The first two bars show group data for Type-1 (n = 7; magenta bar) and Type-2 (n = 9; bluecyan bar). The height of the bar is log2(mean FPKM) and the error bar with horizontal cap shows
log2(mean + S.D.). The next set of 17 bars shows log2(FPKM) values of each neuron in the following
order: 7 Type-1 neurons (magenta), 1 Unknown neuron (green), and 9 Type-2 neurons (blue-cyan). Gene
names are color-coded according to the subfamily to which they belong. Gene names in bold indicate DE
and contain a superscript 1 if upregulated Type-1 neurons and 2 if upregulated in Type-2 neurons.

Genes upregulated in Type-2. Depletion of Ca2+ in the endoplasmic reticulum (ER)
activates the stromal interaction molecule (STIM) proteins, which further activate the
Ca2+ release-activated Ca2+ (CRAC) channels on the plasma membrane via the key
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subunit of CRAC channels, Orai1 (Covington et al., 2010; Fahrner et al., 2017;
Grabmayr et al., 2021; Lewis, 2007; Parekh and Putney, 2005; Roos et al., 2005). We
report Type-2 upregulation of the CRAC channel regulator 2A gene, Cracr2a, as well as
the serine/threonine protein kinase gene, Sgk1, (Fig. 3.8) which has been shown to
regulate store-operated Ca2+ entry (SOCE) by stimulating STIM1 and Orai1 (Eylenstein
et al., 2011). SOCE-related mechanisms that could support or augment ordinary
inspiratory and sigh breath-related pattern generation remain important topics for
investigation. For example, regarding inspiration, intracellular Ca2+ signaling in the
context of SOCE could recruit Ca2+-activated non-specific cationic current (ICAN) (Del
Negro et al., 2005; Koizumi et al., 2018; Mironov, 2008; Mironov and Skorova, 2011;
Pace et al., 2007; Picardo et al., 2019), which profoundly contributes to inspiratory burst
pattern, consistent with the role of Type-2 neurons. Sigh breaths, which occur at lower
frequencies but are two-fold larger in magnitude (Borrus et al., 2020; Li and Yackle,
2017; Lieske et al., 2000) are likely also to involve Ca2+ signaling and possibly SOCE
mechanisms that recruit ICAN (Ramirez et al., 2021a).
We report Type-2 upregulation of the AMPA receptor, Gria3 (Figs. 3.8, 3.10), which may
at first seem counterintuitive for the neuron class with shorter inspiratory drive latency
and typically lower-amplitude inspiratory bursts (Ashhad and Feldman, 2020; Gray et
al., 1999; Picardo et al., 2013; Rekling et al., 1996). Because the longer inspiratory drive
latency in Type-1 neurons may be attributable to the rich topology of their excitatory
synaptic interconnections (Rekling et al., 2000; Slepukhin et al., 2020), we surmise that
upregulation of Gria3 in Type-2 neurons augments inspiratory drive in these less richly
interconnected preBötC neurons. Upregulation of Gria3 may ensure larger magnitude
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postsynaptic AMPA receptor-mediated inspiratory drive to accomplish the Type-2 role
as output neurons (Song et al., 2016).
Synaptic inhibition influences inspiratory rhythm and output pattern (Baertsch et al.,
2018; Cregg et al., 2017; Janczewski et al., 2013; Marchenko et al., 2016; Sherman et
al., 2015). We report upregulation of the GABAA receptor, Gabra1, in Type-2 neurons
(Figs. 3.8, 3.10). GABAergic drive regulates Type-1 neurons, but Gabra1 upregulation
in Type-2 neurons suggests that inhibitory inputs may be equipped to bypass the
oscillator and selectively act on the pattern-generating subpopulation to arrest
inspiration with immediacy. Behavioral exigencies that might apply include the breathhold dive reflex upon submersion or attentive immobility, that is, the arrest of all
movement (including breathing) for predators stalking prey or prey attempting to
camouflage themselves in the context of being hunted.
Transcription factors program cell fate and regulate gene expression in neurons during
embryonic development and post-mitotically. Because this study was performed
postnatally (P0-2) it cannot detect the transcription factors acting in precursor cells and
early postmitotic neurons. Nevertheless, we notice upregulation of transcription factors
Akna and Runx1 in Type-2 neurons (Fig. 3.8). Runx1 helps consolidate spinal motor
neuron identity by suppressing interneuron programs (Stifani et al., 2008). It may,
therefore, seem counterintuitive that Runx1 is upregulated in Type-2, but we speculate
that it may be acting to suppress Type-1 programs or else halting any further
programming or developmental changes to Type-2 neurons. The potential role of Akna
is not known.
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Non-coding RNA. We report 15 differentially expressed long non-coding RNA (such as
2610035D17Rik, Gm39244, Gm32647) (Fig. 3.8). The function of these transcripts and
their role(s) in inspiratory rhythm- and pattern-generation is unexplored for now.
3.4.2 Transcripts associated with cellular neurophysiology
We next inspected the expression of a broad spectrum of ionotropic and metabotropic
synaptic receptors, peptides, peptide receptors, and transient receptor potential (Trp)
ion channels (Fig. 3.10); voltage-dependent ion channels, regulatory subunits, and
intracellular receptors (Fig. 3.11); as well as purine receptors, monoamine receptors,
and cell adhesion molecules (Fig. 3.9); irrespective of whether they are DE or non-DE
genes. Here, our goal was to understand preBötC neuron excitability and signaling in
general, not differential expression, so the criteria for inclusion were relaxed: any genes
that were expressed in >25% of the neurons (4 out of 17), regardless of the type of
neuron, were quantified and cataloged.
Peptides and peptide receptors. Peptide receptors for tachykinins (neurokinin-1 receptor
specifically), neuromedin B, and gastrin-releasing peptide (NK1R, Nmbr, and Grpr,
respectively) modulate breathing by acting directly on preBötC neurons. NK1Rexpressing (Tacr1-3) preBötC neurons form a heterogeneous population of rhythm- and
pattern-generators (Gray et al., 1999, 2001; Stornetta et al., 2003; Wang et al., 2002).
Consistent with this idea, we do not observe differential expression of genes encoding
NK1R (Fig. 3.10, only Tacr3 passed our screening criteria for display).
Given the importance of the µ-opioid receptor, Oprm1, in opioid-induced respiratory
depression (Palkovic et al., 2020; Pattinson, 2008; Ramirez et al., 2021b), we analyzed
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the expressed of Oprm1, even though it was neither DE nor expressed in >25% of the
samples. Oprm1 is expressed in only 3 out 17 samples here (2 Type-1 neurons and 1
Type-2 neuron express Oprm1, net mean expression of 0.50 ± 1.58, n = 17; Fig. 3.10).
Our results are congruent with the recent demonstration that ~8% of Dbx1 preBötC
neurons express Oprm1 (Bachmutsky et al., 2020). The apparent sparsity of Oprm1
expression does not negate the obvious potency of µ-opioid receptor-mediated effects
in the preBötC but it constrains the mechanism underlying opioid-induced respiratory
depression to operate on a small fraction of constituent preBötC neurons, both Type-1
and Type-2, which affect rhythm and pattern.
Sigh breaths draw on the inspiratory reserve volume of the lungs to reinflate collapsed
(or collapsing) alveoli and optimize pulmonary function (Li and Yackle, 2017;
McCutcheon, 1953; Reynolds, 1962). Bombesin-like peptide receptors, Nmbr and Grpr,
that modulate sighing were detected in ~7% of all preBötC neurons, including Dbx1 and
non-Dbx1 subpopulations (Li et al., 2016). We report more than double that expression
level, i.e., ~18% of our samples (n = 3) expressed bombesin-like peptide receptor
transcripts: 1 Type-1 and 1 Type-2 neuron expressed Nmbr for a combined mean
expression level of 0.05 ± 0.23 in units of log2(FPKM) and 1 Type-2 neuron expressed
Grpr at an expression level of 0.01. These data are in line with expectations because
our study focuses exclusively on Dbx1 preBötC neurons, the core for inspiratory
breathing rhythm and pattern, whereas Li et al. measured transcripts in any preBötC
neuron, ~50% of which are not derived from Dbx1-expressing progenitors.
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Fig. 3.10 Quantitative gene expression for ionotropic and metabotropic synaptic receptors,
neuropeptides, neuropeptide receptors, and Trp channels. The first two bars show group data for
Type-1 (n = 7; magenta bar) and Type-2 (n = 9; blue-cyan bar). The height of the bar is log2(mean FPKM)
value and the error bar with horizontal cap shows log2(mean FPKM + S.D. FPKM). The next set of 17
bars shows log2(FPKM) values for each neuron in the following order: 7 Type-1 neurons (magenta), 1
Unknown neuron (green), and 9 Type-2 neurons (blue-cyan). Gene names are color-coded according to
the subfamily of the group to which they belong. Gene names in bold indicate DE and contain a
superscript 1 if upregulated Type-1 neurons and 2 if upregulated in Type-2 neurons.

Pituitary adenylate cyclase-activating peptide (PACAP) is important for breathing control
in response to CO2. PACAP mutant mice exhibit blunted chemosensitivity and die within
3-weeks after birth due to respiratory defects (Cummings et al., 2004, 2009; Peña,
2010; Shi et al., 2021). Bilateral microinjections of PACAP in preBötC, in vivo, increases
breathing frequency and inspiratory motor output (Shi et al., 2021) and in vitro leads to
an increase in XII motor output frequency (Peña, 2010; Shi et al., 2021). We report
expression of PACAP receptor (Adcyap1r1) in 15 out of 17 samples (6 Type-1 neurons,
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8 Type-2 neurons and 1 Unknown), which would explain the effect of PACAP on both,
rhythm and pattern (Fig. 3.10).
SST (and SST receptors) are expressed in core preBötC neurons, including – but not
limited to – those derived from Dbx1-expressing precursors (Bouvier et al., 2010; Gray
et al., 2010; Stornetta et al., 2003). Several seminal studies in vitro and in vivo show
that SST modulates inspiratory rhythm and pattern (Llona and Eugenín, 2005; Pantaleo
et al., 2011; Ramírez-Jarquín et al., 2012; Tan et al., 2008). However, more recent
studies specifically posit that SST-expressing (SST+) preBötC neurons are inspiratory
pattern generators, i.e., output-related neurons, and by exclusion not rhythmogenic
(Ashhad and Feldman, 2020; Cui et al., 2016). We report Sst expression in 14 out of 17
of our Dbx1 neurons: 5 Type-1, 8 Type-2, and 1 Unknown (Fig. 3.10). Therefore, our
data are incongruent with the schema that divides the rhythm and pattern preBötC core
neurons on the basis of SST but are consistent with SST+ Dbx1 preBötC being involved
in both rhythm and pattern generation. It remains possible that SST+ Dbx1 neurons are
well apportioned among rhythm- and pattern-generating subpopulations, as our data
suggest, whereas the larger superset population of SST+ neurons containing Dbx1 and
non-Dbx1 subsets skews toward pattern-generating functionality overall, which would
be consistent with Ashhad & Feldman (2020) and Cui et al. (2016).
Ion channels and their regulation. The delayed excitation in Type-1 neurons is a
functional characteristic of A-type transient K+ current that can be mediated by the Kv
channels: Kv1.4 (Kcna4), Kv3.3-3.4 (Kcnc3-4), and Kv4.1-4.3 (Kcnd1-3). However, the
magnitude of IA depends on both proteases (Dpp6, Dpp10; not shown here) that
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increase the plasma membrane expression of Kv4.2 (Nadal et al., 2003; Zagha et al.,
2005) and the interacting proteins for all KV4.x channels (K channel-interacting proteins
i.e. KChIPs [Kcnip1-4]; Fig. 3.11) that substantially enhance IA without affecting its
voltage-dependence or kinetics (An et al., 2000; Kuryshev et al., 2000; Wang, 2008).
Neither the genes for Kv ion channels nor these regulatory genes cross our significance
threshold in DESeq2 so we make no statistical claims; nevertheless, we posit that
Kcnip2 and Kcnip4 are important for IA in Type-1 but our methods and analyses were
insufficient to detect them.

Fig. 3.11 Quantitative gene expression for voltage-dependent ion channels, regulatory subunits,
and intracellular receptors. The first two bars show group data for Type-1 (n = 7; magenta bar) and
Type-2 (n = 9; blue-cyan bar). The height of the bar is log2(mean FPKM) value and the error bar with
horizontal cap shows log2(mean + S.D.). The next of 17 bars shows log2(FPKM) values for each neuron
in the following order: 7 Type-1 neurons (magenta), 1 Unknown neuron (green), and 9 Type-2 neurons
(blue-cyan). Gene names are color-coded according to the subfamily to which they belong. None are DE.
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The sag potential in Type-2 neurons is a classic property of hyperpolarization-activated,
cyclic nucleotide-gate channels (HCN) channels encoded by Hcn1-4 (Fig. 3.11). We do
not detect any significant difference in the expression of these genes.
Our data show that Type-1 and Type-2 neurons comprise electrophysiologically discrete
classes (Fig. 3.7) and yet they do not express different levels of ion channels typically
associated with IA and Ih (Fig 3.8). We propose that the magnitude of IA and Ih, and thus
their influence on membrane potential trajectories, are instead governed by
neuromodulation, upstream influences that would be difficult to assess by Patch-Seq,
the potential role of Htr1d notwithstanding (see above).
All the samples in this Patch-Seq study are Dbx1-derived preBötC neurons that have
the same final goal, which is to generate inspiratory rhythm and pattern. Type-1 and
Type-2 neurons are significantly different on the basis of 123 genes only out of the
31,420 genes, although it should be noted that our criteria of padj < 0.01 and L2FC > 1.5
are relatively stringent (Kharchenko et al., 2014; Love et al., 2014; Luecken and Theis,
2019; Picelli et al., 2013). Thus, these putative rhythm- and pattern-generating
populations have much more in common in terms of their transcriptomes, than what
might differentiate them.
These data provide the electrophysiology and transcriptomic data, including non-coding
transcripts, for Dbx1 preBötC inspiratory neurons at the core of inspiratory rhythm and
pattern generation. The transcriptomic data reported here can be utilized or metaanalyzed to design new experiments studying the neural control of breathing.

108

3.5 References
Al-Zubaidy, Z.A., Erickson, R.L., and Greer, J.J. (1996). Serotonergic and noradrenergic
effects on respiratory neural discharge in the medullary slice preparation of neonatal
rats. Pflüg. Arch. 431, 942–949.
An, W.F., Bowlby, M.R., Betty, M., Cao, J., Ling, H.P., Mendoza, G., Hinson, J.W.,
Mattsson, K.I., Strassle, B.W., Trimmer, J.S., et al. (2000). Modulation of A-type
potassium channels by a family of calcium sensors. Nature 403, 553–556.
Andrews, S. (2015). FastQC.
Ashhad, S., and Feldman, J.L. (2020). Emergent elements of inspiratory
rhythmogenesis: network synchronization and synchrony propagation. Neuron 106,
482–497.
Bachmutsky, I., Wei, X.P., Kish, E., and Yackle, K. (2020). Opioids depress breathing
through two small brainstem sites. ELife 9, e52694.
Baertsch, N.A., Baertsch, H.C., and Ramirez, J.M. (2018). The interdependence of
excitation and inhibition for the control of dynamic breathing rhythms. Nat. Commun. 9,
843.
Bielle, F., Griveau, A., Narboux-Nême, N., Vigneau, S., Sigrist, M., Arber, S., Wassef,
M., and Pierani, A. (2005). Multiple origins of Cajal-Retzius cells at the borders of the
developing pallium. Nat. Neurosci. 8, 1002.
Borrus, D.S., Grover, C.J., Conradi Smith, G.D., and Del Negro, C.A. (2020). Role of
Synaptic Inhibition in the Coupling of the Respiratory Rhythms that Underlie Eupnea
and Sigh Behaviors. ENeuro 7.
Bouvier, J., Thoby-Brisson, M., Renier, N., Dubreuil, V., Ericson, J., Champagnat, J.,
Pierani, A., Chédotal, A., and Fortin, G. (2010). Hindbrain interneurons and axon
guidance signaling critical for breathing. Nat. Neurosci. 13, 1066.
Brennecke, P., Anders, S., Kim, J.K., Kołodziejczyk, A.A., Zhang, X., Proserpio, V.,
Baying, B., Benes, V., Teichmann, S.A., Marioni, J.C., et al. (2013). Accounting for
technical noise in single-cell RNA-seq experiments. Nat. Methods 10, 1093–1095.
Bushnell, B. (2017). BBDuk: adapter/quality trimming and filtering.
Cadwell, C.R., Palasantza, A., Jiang, X., Berens, P., Deng, Q., Yilmaz, M., Reimer, J.,
Shen, S., Bethge, M., Tolias, K.F., et al. (2016). Electrophysiological, transcriptomic and
morphologic profiling of single neurons using Patch-seq. Nat. Biotechnol. 34, 199–203.
Cadwell, C.R., Scala, F., Li, S., Livrizzi, G., Shen, S., Sandberg, R., Jiang, X., and
Tolias, A.S. (2017). Multimodal profiling of single-cell morphology, electrophysiology,
and gene expression using Patch-seq. Nat. Protoc. 12, 2531–2553.
109

Covington, E.D., Wu, M.M., and Lewis, R.S. (2010). Essential Role for the CRAC
Activation Domain in Store-dependent Oligomerization of STIM1. Mol. Biol. Cell 21,
1897–1907.
Cregg, J.M., Chu, K.A., Dick, T.E., Landmesser, L.T., and Silver, J. (2017). Phasic
inhibition as a mechanism for generation of rapid respiratory rhythms. Proc. Natl. Acad.
Sci. 114, 12815.
Cui, Y., Kam, K., Sherman, D., Janczewski, W.A., Zheng, Y., and Feldman, J.L. (2016).
Defining preBötzinger Complex Rhythm- and Pattern-Generating Neural Microcircuits
In Vivo. Neuron 91, 602–614.
Cummings, K.J., Pendlebury, J.D., Sherwood, N.M., and Wilson, R.J.A. (2004). Sudden
neonatal death in PACAP-deficient mice is associated with reduced respiratory
chemoresponse and susceptibility to apnoea. J. Physiol. 555, 15–26.
Cummings, K.J., Klotz, C., Liu, W.-Q., Weese-Mayer, D.E., Marazita, M.L., Cooper,
M.E., Berry-Kravis, E.M., Tobias, R., Goldie, C., Bech-Hansen, N.T., et al. (2009).
Sudden infant death syndrome (SIDS) in African Americans: polymorphisms in the gene
encoding the stress peptide pituitary adenylate cyclase-activating polypeptide (PACAP).
Acta Paediatr. 98, 482–489.
Daigle, T.L., Madisen, L., Hage, T.A., Valley, M.T., Knoblich, U., Larsen, R.S., Takeno,
M.M., Huang, L., Gu, H., and Larsen, R. (2018). A suite of transgenic driver and reporter
mouse lines with enhanced brain cell type targeting and functionality. Cell 174, 465–
480.
Del Negro, C.A., Morgado-Valle, C., Hayes, J.A., Mackay, D.D., Pace, R.W., Crowder,
E.A., and Feldman, J.L. (2005). Sodium and Calcium Current-Mediated Pacemaker
Neurons and Respiratory Rhythm Generation. J. Neurosci. 25, 446.
Del Negro, C.A., Funk, G.D., and Feldman, J.L. (2018). Breathing matters. Nat. Rev.
Neurosci. 19, 351–367.
Dobin, A., Davis, C.A., Schlesinger, F., Drenkow, J., Zaleski, C., Jha, S., Batut, P.,
Chaisson, M., and Gingeras, T.R. (2013). STAR: ultrafast universal RNA-seq aligner.
Bioinforma. Oxf. Engl. 29, 15–21.
Eylenstein, A., Gehring, E.-M., Heise, N., Shumilina, E., Schmidt, S., Szteyn, K.,
Münzer, P., Nurbaeva, M.K., Eichenmüller, M., Tyan, L., et al. (2011). Stimulation of
Ca2+-channel Orai1/STIM1 by serum-and glucocorticoid-inducible kinase 1 (SGK1).
FASEB J. 25, 2012–2021.
Fahrner, M., Schindl, R., Muik, M., Derler, I., and Romanin, C. (2017). The STIM-Orai
Pathway: The Interactions Between STIM and Orai. In Store-Operated Ca2+ Entry
(SOCE) Pathways: Emerging Signaling Concepts in Human (Patho)Physiology, K.
Groschner, W.F. Graier, and C. Romanin, eds. (Cham: Springer International
Publishing), pp. 59–81.
110

Feldman, J.L., and Kam, K. (2015). Facing the challenge of mammalian neural
microcircuits: taking a few breaths may help. J. Physiol. 593, 3–23.
Fisher, R.A. (1936). The Use of Multiple Measurements in Taxonomic Problems. Ann.
Eugen. 7, 179–188.
Funk, G.D., and Greer, J.J. (2013). The rhythmic, transverse medullary slice preparation
in respiratory neurobiology: Contributions and caveats. Respir. Physiol. Neurobiol. 186,
236–253.
Grabmayr, H., Romanin, C., and Fahrner, M. (2021). STIM Proteins: An EverExpanding Family. Int. J. Mol. Sci. 22, 378.
Gray, P.A., Rekling, J.C., Bocchiaro, C.M., and Feldman, J.L. (1999). Modulation of
Respiratory Frequency by Peptidergic Input to Rhythmogenic Neurons in the
PreBötzinger Complex. Science 286, 1566.
Gray, P.A., Janczewski, W.A., Mellen, N., McCrimmon, D.R., and Feldman, J.L. (2001).
Normal breathing requires preBötzinger complex neurokinin-1 receptor-expressing
neurons. Nat Neurosci 4, 927–930.
Gray, P.A., Hayes, J.A., Ling, G.Y., Llona, I., Tupal, S., Picardo, M.C.D., Ross, S.E.,
Hirata, T., Corbin, J.G., Eugenin, J., et al. (2010). Developmental Origin of preBötzinger
Complex Respiratory Neurons. J. Neurosci. 30, 14883–14895.
Hayes, J.A., Mendenhall, J.L., Brush, B.R., and Negro, C.A.D. (2008). 4-Aminopyridinesensitive outward currents in preBötzinger complex neurons influence respiratory
rhythm generation in neonatal mice. J. Physiol. 586, 1921–1936.
Hoffman, D.A., and Johnston, D. (1998). Downregulation of Transient K+ Channels in
Dendrites of Hippocampal CA1 Pyramidal Neurons by Activation of PKA and PKC. J.
Neurosci. 18, 3521–3528.
Janczewski, W.A., Tashima, A., Hsu, P., Cui, Y., and Feldman, J.L. (2013). Role of
Inhibition in Respiratory Pattern Generation. J. Neurosci. 33, 5454.
Kallurkar, P.S., Grover, C., Picardo, M.C.D., and Del Negro, C.A. (2020). Evaluating the
Burstlet Theory of Inspiratory Rhythm and Pattern Generation. ENeuro 7.
Kam, K., Worrell, J.W., Janczewski, W.A., Cui, Y., and Feldman, J.L. (2013). Distinct
Inspiratory Rhythm and Pattern Generating Mechanisms in the preBötzinger Complex.
J. Neurosci. 33, 9235.
Kebschull, J.M., and Zador, A.M. (2015). Sources of PCR-induced distortions in highthroughput sequencing data sets. Nucleic Acids Res. 43, e143.
Kharchenko, P.V., Silberstein, L., and Scadden, D.T. (2014). Bayesian approach to
single-cell differential expression analysis. Nat. Methods 11, 740–742.
111

Koizumi, H., Mosher, B., Tariq, M.F., Zhang, R., Koshiya, N., and Smith, J.C. (2016).
Voltage-Dependent Rhythmogenic Property of Respiratory Pre-Bötzinger Complex
Glutamatergic, Dbx1-Derived, and Somatostatin-Expressing Neuron Populations
Revealed by Graded Optogenetic Inhibition. ENeuro 3, ENEURO.0081-16.2016.
Koizumi, H., John, T.T., Chia, J.X., Tariq, M.F., Phillips, R.S., Mosher, B., Chen, Y.,
Thompson, R., Zhang, R., Koshiya, N., et al. (2018). Transient Receptor Potential
Channels TRPM4 and TRPC3 Critically Contribute to Respiratory Motor Pattern
Formation but not Rhythmogenesis in Rodent Brainstem Circuits. Eneuro 5,
ENEURO.0332-17.2018.
Kottick, A., and Del Negro, C.A. (2015). Synaptic depression influences inspiratory–
expiratory phase transition in Dbx1 interneurons of the preBötzinger complex in
neonatal mice. J. Neurosci. 35, 11606–11611.
Kottick, A., Martin, C.A., and Del Negro, C.A. (2017). Fate mapping neurons and glia
derived from Dbx1-expressing progenitors in mouse preBötzinger complex. Physiol.
Rep. 5, e13300.
Kuryshev, Y.A., Gudz, T.I., Brown, A.M., and Wible, B.A. (2000). KChAP as a
chaperone for specific K+channels. Am. J. Physiol.-Cell Physiol. 278, C931–C941.
Lewis, R.S. (2007). The molecular choreography of a store-operated calcium channel.
Nature 446, 284–287.
Li, P., and Yackle, K. (2017). Sighing. Curr. Biol. 27, R88–R89.
Li, P., Janczewski, W.A., Yackle, K., Kam, K., Pagliardini, S., Krasnow, M.A., and
Feldman, J.L. (2016). The peptidergic control circuit for sighing. Nature 530, 293–297.
Liao, Y., Smyth, G.K., and Shi, W. (2014). featureCounts: an efficient general purpose
program for assigning sequence reads to genomic features. Bioinforma. Oxf. Engl. 30,
923–930.
Liao, Y., Smyth, G.K., and Shi, W. (2019). The R package Rsubread is easier, faster,
cheaper and better for alignment and quantification of RNA sequencing reads. Nucleic
Acids Res. 47, e47.
Lieske, S.P., Thoby-Brisson, M., Telgkamp, P., and Ramirez, J.M. (2000).
Reconfiguration of the neural network controlling multiple breathing patterns: eupnea,
sighs and gasps. Nat Neurosci 3, 600–607.
Lipovsek, M., Bardy, C., Cadwell, C.R., Hadley, K., Kobak, D., and Tripathy, S.J. (2021).
Patch-seq: Past, Present, and Future. J. Neurosci. 41, 937–946.
Llona, I., and Eugenín, J. (2005). Central actions of somatostatin in the generation and
control of breathing. Biol. Res. 38, 347–352.
112

Love, M., Huber, W., and Andrews, S. (2014). Moderated estimation of fold change and
dispersion for RNA-seq data with DESeq2 | Genome Biology | Full Text.
Luecken, M.D., and Theis, F.J. (2019). Current best practices in single-cell RNA-seq
analysis: a tutorial. Mol. Syst. Biol. 15, e8746.
Marchenko, V., Koizumi, H., Mosher, B., Koshiya, N., Tariq, M.F., Bezdudnaya, T.G.,
Zhang, R., Molkov, Y.I., Rybak, I.A., and Smith, J.C. (2016). Perturbations of
Respiratory Rhythm and Pattern by Disrupting Synaptic Inhibition within Pre-Bötzinger
and Bötzinger Complexes. Eneuro ENEURO.0011-16.2016.
Martin, M. (2011). Cutadapt removes adapter sequences from high-throughput
sequencing reads. EMBnet.Journal 17, 10–12.
McCutcheon, F.H. (1953). Atmospheric respiration and the complex cycles in
mammalian breathing mechanisms. J. Cell. Comp. Physiol. 41, 291–303.
Mironov, S.L. (2008). Metabotropic glutamate receptors activate dendritic calcium
waves and TRPM channels which drive rhythmic respiratory patterns in mice. J. Physiol.
586, 2277–2291.
Mironov, S.L., and Skorova, E.Y. (2011). Stimulation of bursting in pre-Bötzinger
neurons by Epac through calcium release and modulation of TRPM4 and K-ATP
channels. J. Neurochem. 117, 295–308.
Nadal, M.S., Ozaita, A., Amarillo, Y., de Miera, E.V.-S., Ma, Y., Mo, W., Goldberg, E.M.,
Misumi, Y., Ikehara, Y., Neubert, T.A., et al. (2003). The CD26-Related Dipeptidyl
Aminopeptidase-like Protein DPPX Is a Critical Component of Neuronal A-Type K+
Channels. Neuron 37, 449–461.
National Research Council (2011). Guide for the care and use of laboratory animals,
eighth edition (Washington, DC: National Academies Press).
Okonechnikov, K., Conesa, A., and García-Alcalde, F. (2016). Qualimap 2: advanced
multi-sample quality control for high-throughput sequencing data. Bioinformatics 32,
292–294.
Pace, R.W., Mackay, D.D., Feldman, J.L., and Negro, C.A.D. (2007). Inspiratory bursts
in the preBötzinger complex depend on a calcium-activated non-specific cation current
linked to glutamate receptors in neonatal mice. J. Physiol. 582, 113–125.
Palkovic, B., Marchenko, V., Zuperku, E.J., Stuth, E.A.E., and Stucke, A.G. (2020).
Multi-Level Regulation of Opioid-Induced Respiratory Depression. Physiology 35, 391–
404.
Pantaleo, T., Mutolo, D., Cinelli, E., and Bongianni, F. (2011). Respiratory responses to
somatostatin microinjections into the Bötzinger complex and the pre-Bötzinger complex
of the rabbit. Neurosci. Lett. 498, 26–30.
113

Parekh, A.B., and Putney, J.W. (2005). Store-Operated Calcium Channels. Physiol.
Rev. 85, 757–810.
Pattinson, K.T. (2008). Opioids and the control of respiration. Br. J. Anaesth. 100, 747–
758.
Peña, F. (2010). PACAP Modulates the Respiratory Rhythm Generated in the
Brainstem Slice Preparation. In New Frontiers in Respiratory Control, I. Homma, H.
Onimaru, and Y. Fukuchi, eds. (New York, NY: Springer), pp. 119–122.
Picardo, M.C.D., Weragalaarachchi, K.T., Akins, V.T., and Del Negro, C.A. (2013).
Physiological and morphological properties of Dbx1-derived respiratory neurons in the
pre-Bötzinger complex of neonatal mice. J. Physiol. 591, 2687–2703.
Picardo, M.C.D., Sugimura, Y.K., Dorst, K.E., Kallurkar, P.S., Akins, V.T., Ma, X.,
Teruyama, R., Guinamard, R., Kam, K., Saha, M.S., et al. (2019). Trpm4 ion channels
in pre-Bötzinger complex interneurons are essential for breathing motor pattern but not
rhythm. PLOS Biol. 17, e2006094.
Picelli, S., Björklund, Å.K., Faridani, O.R., Sagasser, S., Winberg, G., and Sandberg, R.
(2013). Smart-seq2 for sensitive full-length transcriptome profiling in single cells. Nat.
Methods 10, 1096–1098.
Pierson, E., and Yau, C. (2015). ZIFA: Dimensionality reduction for zero-inflated singlecell gene expression analysis. Genome Biol. 16, 241.
Polz, M.F., and Cavanaugh, C.M. (1998). Bias in Template-to-Product Ratios in
Multitemplate PCR. Appl. Environ. Microbiol. 64, 3724–3730.
Pray, L.A. (2008). DNA Replication and Causes of Mutation. Nat. Educ. 1, 214.
Ptak, K., Yamanishi, T., Aungst, J., Milescu, L.S., Zhang, R., Richerson, G.B., and
Smith, J.C. (2009). Raphé Neurons Stimulate Respiratory Circuit Activity by Multiple
Mechanisms via Endogenously Released Serotonin and Substance P. J. Neurosci. 29,
3720–3737.
Qiu, P. (2020). Embracing the dropouts in single-cell RNA-seq analysis. Nat. Commun.
11, 1169.
Ramirez, J.M., Severs, L., Bush, N., Quina, L., Burgraff, N.J., Dashevskiy, T., and
Baertsch, N.A. (2021a). Purinergic signaling mediates neuroglial interactions to
generate sighs.
Ramirez, J.-M., Burgraff, N.J., Wei, A.D., Baertsch, N.A., Varga, A.G., Baghdoyan, H.A.,
Lydic, R., Morris, K.F., Bolser, D.C., and Levitt, E.S. (2021b). Neuronal mechanisms
underlying opioid-induced respiratory depression: our current understanding. J.
Neurophysiol. 125, 1899–1919.
114

Ramírez-Jarquín, J.O., Lara-Hernández, S., López-Guerrero, J.J., Aguileta, M.A.,
Rivera-Angulo, A.J., Sampieri, A., Vaca, L., Ordaz, B., and Peña-Ortega, F. (2012).
Somatostatin modulates generation of inspiratory rhythms and determines asphyxia
survival. Peptides 34, 360–372.
Rekling, J.C., Champagnat, J., and Denavit-Saubie, M. (1996). Electroresponsive
properties and membrane potential trajectories of three types of inspiratory neurons in
the newborn mouse brain stem in vitro. J. Neurophysiol. 75, 795–810.
Rekling, J.C., Shao, X.M., and Feldman, J.L. (2000). Electrical Coupling and Excitatory
Synaptic Transmission between Rhythmogenic Respiratory Neurons in the
PreBötzinger Complex. J. Neurosci. 20, RC113.
Revill, A.L., Vann, N.C., Akins, V.T., Kottick, A., Gray, P.A., Del Negro, C.A., and Funk,
G.D. (2015). Dbx1 precursor cells are a source of inspiratory XII premotoneurons. ELife
4, e12301.
Reynolds, L.B. (1962). Characteristics of an inspiration-augmenting reflex in
anesthetized cats. J. Appl. Physiol. 17, 683–688.
Risso, D., Perraudeau, F., Gribkova, S., Dudoit, S., and Vert, J.-P. (2018). A general
and flexible method for signal extraction from single-cell RNA-seq data. Nat. Commun.
9, 284.
Roos, J., DiGregorio, P.J., Yeromin, A.V., Ohlsen, K., Lioudyno, M., Zhang, S., Safrina,
O., Kozak, J.A., Wagner, S.L., Cahalan, M.D., et al. (2005). STIM1, an essential and
conserved component of store-operated Ca2+ channel function. J. Cell Biol. 169, 435–
445.
Ruangkittisakul, A., Schwarzacher, S.W., Secchia, L., Poon, B.Y., Ma, Y., Funk, G.D.,
and Ballanyi, K. (2006). High Sensitivity to Neuromodulator-Activated Signaling
Pathways at Physiological [K+] of Confocally Imaged Respiratory Center Neurons in OnLine-Calibrated Newborn Rat Brainstem Slices. J. Neurosci. 26, 11870.
Ruangkittisakul, A., Kottick, A., Picardo, M.C.D., Ballanyi, K., and Del Negro, C.A.
(2014). Identification of the pre-Bötzinger complex inspiratory center in calibrated
“sandwich” slices from newborn mice with fluorescent Dbx1 interneurons. Physiol. Rep.
2, e12111.
Schwarzacher, S.W., Pestean, A., Günther, S., and Ballanyi, K. (2002). Serotonergic
modulation of respiratory motoneurons and interneurons in brainstem slices of perinatal
rats. Neuroscience 115, 1247–1259.
Sherman, D., Worrell, J.W., Cui, Y., and Feldman, J.L. (2015). Optogenetic perturbation
of preBötzinger complex inhibitory neurons modulates respiratory pattern. Nat.
Neurosci. 18, 408.

115

Shi, Y., Stornetta, D.S., Reklow, R.J., Sahu, A., Wabara, Y., Nguyen, A., Li, K., Zhang,
Y., Perez-Reyes, E., Ross, R.A., et al. (2021). A brainstem peptide system activated at
birth protects postnatal breathing. Nature 589, 426–430.
Slepukhin, V.M., Ashhad, S., Feldman, J.L., and Levine, A.J. (2020). Microcircuit
synchronization and heavy tailed synaptic weight distribution in preBötzinger Complex
contribute to generation of breathing rhythm. BioRxiv 2020.12.22.424079.
Smith, J.C., Ellenberger, H.H., Ballanyi, K., Richter, D.W., and Feldman, J.L. (1991).
Pre-Bötzinger Complex: A Brainstem Region That May Generate Respiratory Rhythm in
Mammals. Science 254, 726–729.
Song, H., Hayes, J.A., Vann, N.C., Wang, X., LaMar, M.D., and Del Negro, C.A. (2016).
Functional interactions between mammalian respiratory rhythmogenic and premotor
circuitry. J. Neurosci. 36, 7223–7233.
Stifani, N., Freitas, A.R.O., Liakhovitskaia, A., Medvinsky, A., Kania, A., and Stifani, S.
(2008). Suppression of interneuron programs and maintenance of selected spinal motor
neuron fates by the transcription factor AML1/Runx1. Proc. Natl. Acad. Sci. 105, 6451–
6456.
Stornetta, R.L., Rosin, D.L., Wang, H., Sevigny, C.P., Weston, M.C., and Guyenet, P.G.
(2003). A group of glutamatergic interneurons expressing high levels of both neurokinin1 receptors and somatostatin identifies the region of the pre-Bötzinger complex. J.
Comp. Neurol. 455, 499–512.
Suzuki, M.T., and Giovannoni, S.J. (1996). Bias caused by template annealing in the
amplification of mixtures of 16S rRNA genes by PCR. Appl. Environ. Microbiol. 62, 625–
630.
Tan, W., Janczewski, W.A., Yang, P., Shao, X.M., Callaway, E.M., and Feldman, J.L.
(2008). Silencing preBötzinger Complex somatostatin-expressing neurons induces
persistent apnea in awake rat. Nat. Neurosci. 11, 538–540.
Thoby-Brisson, M., Telgkamp, P., and Ramirez, J.-M. (2000). The role of the
hyperpolarization-activated current in modulating rhythmic activity in the isolated
respiratory network of mice. J. Neurosci. 20, 2994–3005.
Underwood, W., and Anthony, R. (2020). AVMA guidelines for the euthanasia of
animals: 2020 edition. Retrieved March 2013, 2020–2021.
Van den Berge, K., Perraudeau, F., Soneson, C., Love, M.I., Risso, D., Vert, J.-P.,
Robinson, M.D., Dudoit, S., and Clement, L. (2018). Observation weights unlock bulk
RNA-seq tools for zero inflation and single-cell applications. Genome Biol. 19, 24.
Vann, N.C., Pham, F.D., Hayes, J.A., Kottick, A., and Del Negro, C.A. (2016). Transient
Suppression of Dbx1 PreBötzinger Interneurons Disrupts Breathing in Adult Mice. PLOS
ONE 11, e0162418.
116

Vann, N.C., Pham, F.D., Dorst, K.E., and Del Negro, C.A. (2018). Dbx1 Pre-Bötzinger
Complex Interneurons Comprise the Core Inspiratory Oscillator for Breathing in
Unanesthetized Adult Mice. ENeuro 5, ENEURO.0130-18.2018.
Wang, K. (2008). Modulation by clamping: Kv4 and KChIP interactions. Neurochem.
Res. 33, 1964–1969.
Wang, H., Germanson, T.P., and Guyenet, P.G. (2002). Depressor and Tachypneic
Responses to Chemical Stimulation of the Ventral Respiratory Group Are Reduced by
Ablation of Neurokinin-1 Receptor-Expressing Neurons. J. Neurosci. 22, 3755.
Wang, X., Hayes, J.A., Revill, A.L., Song, H., Kottick, A., Vann, N.C., LaMar, M.D.,
Picardo, M.C.D., Akins, V.T., Funk, G.D., et al. (2014). Laser ablation of Dbx1 neurons
in the pre-Bötzinger complex stops inspiratory rhythm and impairs output in neonatal
mice. ELife 3, e03427.
Wold, S., Esbensen, K., and Geladi, P. (1987). Principal component analysis. Chemom.
Intell. Lab. Syst. 2, 37–52.
Yuan, L.-L., Adams, J.P., Swank, M., Sweatt, J.D., and Johnston, D. (2002). Protein
Kinase Modulation of Dendritic K+ Channels in Hippocampus Involves a MitogenActivated Protein Kinase Pathway. J. Neurosci. 22, 4860–4868.
Zagha, E., Ozaita, A., Chang, S.Y., Nadal, M.S., Lin, U., Saganich, M.J., McCormack,
T., Akinsanya, K.O., Qi, S.Y., and Rudy, B. (2005). DPP10 modulates Kv4-mediated Atype potassium channels. J. Biol. Chem. 280, 18853–18861.
Zhao, X., Zhang, Y., Qin, W., Cao, J., Zhang, Y., Ni, J., Sun, Y., Jiang, X., and Tao, J.
(2016). Serotonin type-1D receptor stimulation of A-type K+ channel decreases
membrane excitability through the protein kinase A- and B-Raf-dependent p38 MAPK
pathways in mouse trigeminal ganglion neurons. Cell. Signal. 28, 979–988.

117

Summary
Central pattern generator (CPG) circuits are generally understood to have two
components: one that produces the underlying rhythm and a second component that
produces the spatiotemporal pattern of muscle activation, which is necessary to perform
behaviors like walking, swimming, chewing, whisking (for the rodents), and breathing
(Feldman, 1986; Grillner, 2006; Grillner and El Manira, 2019). This dissertation focused
on discerning the rhythm- and pattern-generating components of inspiratory CPG.
In Chapter 2, I show that a rhythmic preBötC inspiratory burst consists of two
components: the rhythm-generating pre-inspiratory component or burstlet, and the
pattern-generating inspiratory burst that eventually leads to the XII motor output. That
chapter supports the burstlet theory of inspiratory rhythmogenesis that both rhythm- and
pattern-generating components for inspiratory CPG are located in the preBötC. In
complement to the burstlet theory, I show that the inspiratory rhythm-generating
mechanisms are dependent on the excitability of the network. Furthermore, I show that
even though the fraction of burstlets in the total number of bursts and burstlets changes
with the excitability of the network, the proportion of burstlet-active neurons remains
largely the same at different levels of excitability. Once the preBötC activity passes a
threshold, which depends on topology and connection strength, it triggers a cascade
that activates all (or nearly all) preBötC neurons to generate a pattern-generating
inspiratory burst. This cascade probably depends on synaptic connectivity among
pattern-related preBötC neurons and premotor neurons outside of the preBötC, but not
preBötC excitability per se.
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In Chapter 3, I combine transcriptomics and electrophysiology to differentiate the
putative inspiratory rhythm- and pattern-generating populations of Dbx1 preBötC
neurons. I use the inspiratory burst characteristics of Dbx1 preBötC neurons to
categorize them as Type-1, putative rhythm-generators, and Type-2, putative patterngenerators (Rekling et al., 1996). Using whole-cell current-clamp recordings, I confirm
that these neurons have distinct intrinsic membrane properties; Type-1 exhibits IA but
not Ih, and Type-2 exhibits Ih but not IA (Picardo et al., 2013; Rekling et al., 1996). Next, I
show that Type-1 and Type-2 Dbx1 preBötC inspiratory neurons can be differentiated
transcriptomically based on 123 out of 31,420 genes. The transcriptomic differences do
not correlate to the ion channels underlying the distinct intrinsic membrane properties of
these neurons. However, upregulation of a serotonin receptor gene in Type-1 neurons
may explain the selective modulation of inspiratory rhythm but not motor output
amplitude by serotonin, and upregulation of genes involved in intracellular Ca2+
signaling pathway in Type-2 neurons may explain the role of this pathway, such as
recruitment of the Ca2+-activated non-specific cationic current, in the pattern-generating
inspiratory burst.
The burstlet duration in field recording from an in vitro slice preparation is typically 300500 ms. Recall that the pre-inspiratory drive typically lasts for 300-500 ms in Type-1
neurons, and 100-300 ms in Type-2 neurons. The similarity of burstlet duration and preinspiratory drive in Type-1 neurons suggests that the burstlet is probably equivalent to
the pre-inspiratory ramp-like activity of Type-1 neurons and Type-1 neurons or putative
rhythm-generators correspondingly play a role in generating burstlets, the rhythmogenic
component of the inspiratory burst. In Chapter 1, Introduction, I show a schematic
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representation of putative inspiratory rhythm- and pattern-generating populations in the
preBötC (Fig. 1.9). Now we know that Type-1 and Type-2 neurons are discrete classes,
we can incorporate them into burstlet theory. I propose that burstlets or pre-inspiratory
activity are generating by Type-1 neurons that – upon crossing a threshold – activate
the putatively downstream Type-2 neurons that generate an inspiratory burst, which
ultimately triggers the XII motor output.
Breathing is an unceasing behavior that must function perpetually from late embryonic
stages of development to be ready at birth until death. By disentangling the components
of inspiratory rhythm- and pattern-generation, this dissertation deepens our
understanding of neural mechanisms that regulate and thus maintain homeostasis as
well as the cellular and molecular compositions of these components in the preBötC
core, defined by Dbx1-derived neurons.
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