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Abstract
How can we effectively engineer a computer vision sys-
tem that is able to interpret videos from unconstrained mo-
bility platforms like UAVs? One promising option is to make
use of image restoration and enhancement algorithms from
the area of computational photography to improve the qual-
ity of the underlying frames in a way that also improves au-
tomatic visual recognition. Along these lines, exploratory
work is needed to find out which image pre-processing al-
gorithms, in combination with the strongest features and
supervised machine learning approaches, are good candi-
dates for difficult scenarios like motion blur, weather, and
mis-focus — all common artifacts in UAV acquired images.
This paper summarizes the protocols and results of Track 1
of the UG2+ Challenge held in conjunction with IEEE/CVF
CVPR 2019. The challenge looked at two separate prob-
lems: (1) object detection improvement in video, and (2)
object classification improvement in video. The challenge
made use of the UG2 (UAV, Glider, Ground) dataset, which
is an established benchmark for assessing the interplay be-
tween image restoration and enhancement and visual recog-
nition. 16 algorithms were submitted by academic and cor-
porate teams, and a detailed analysis of how they performed
on each challenge problem is reported here.
1. Introduction
The use of mobile video capturing devices in uncon-
strained scenarios offers clear advantages in a variety of
areas where autonomy is just beginning to be deployed.
For instance, a camera installed on a platform like an un-
manned aerial vehicle (UAV) could provide valuable infor-
mation about a disaster zone without endangering human
lives. And a flock of such devices can facilitate the prompt
identification of dangerous hazards as well as the location
of survivors, the mapping of terrain, and much more. How-
ever, the abundance of frames captured in a single session
makes the automation of their analysis a necessity.
* denotes equal contribution
To do this, one’s first inclination might be to turn to the
state-of-the-art visual recognition systems which, trained
with millions of images crawled from the web, would be
able to identify objects, events, and human identities from
a massive pool of irrelevant frames. However, such ap-
proaches do not take into account the artifacts unique to
the operation of the sensors used to capture outdoor data,
as well as the visual aberrations that are a product of
the environment. While there have been important ad-
vances in the area of computational photography [17, 25],
their incorporation as a pre-processing step for higher-level
tasks has received only limited attention over the past few
years [33, 41]. It remains unknown what impact many trans-
formations have on visual recognition algorithms.
Following the success of the UG2 challenge on this topic
held at IEEE/CVF CVPR 2018 [41, 42], a new challenge
with an emphasis on video was organized at CVPR 2019.
The UG2+ 2019 Challenge provided an integrated forum
for researchers to evaluate recent progress in handling var-
ious adverse visual conditions in real-world scenes, in ro-
bust, effective and task-oriented ways. Beyond restorations
that are meant to be pleasing to the human eye, the chal-
lenge paid particular attention to the degradation models
and the related inverse recovery processes that can benefit
visual recognition tasks. The challenge embraced the most
advanced deep learning systems, but was still open to clas-
sical physically grounded models, as well as any combina-
tion of the two streams. 16 novel algorithms were submit-
ted by academic and corporate teams from the University
of the Chinese Academy of Sciences (UCAS), Northeast-
ern University (NEU), Institute of Microelectronics of the
Chinese Academy of Sciences (IMECAS), University of
Macau (UMAC), Honeywell International, Technical Uni-
versity of Munich (TUM), Chinese Academy of Sciences
(CAS), Sunway.AI, and Meitu’s MTlab.
In this paper, we review the dataset, evaluation proto-
col and result analysis for Track 1 of the challenge, primar-
ily concerned with video object detection and classification
from unconstrained mobility platforms. (A separate paper
has been prepared describing Track 2, which focused on im-
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proving poor visibility environments.) In the following sec-
tions, we provide a detailed explanation of this challenge
track. Sec. 2 describes the related work in terms of datasets
and methods. Sec. 3 goes on to describe the new dataset
partitions and protocols for the UG2+ Challenge. In Sec. 4
we present the results of the challenge along with brief dis-
cussions on the top performing algorithms. Finally, Sec. 5
concludes by putting this research into a broader context.
2. Related Work
Datasets. There is an ample number of datasets de-
signed for the qualitative evaluation of image enhancement
algorithms in the area of computational photography. Such
datasets are often designed to fix a particular type of aber-
ration such as blur [18, 16, 37, 35, 25], noise [3, 5, 28], or
low resolution [4]. Datasets containing more diverse sce-
narios [14, 34, 46, 36] have also been proposed. However,
these datasets were designed for image quality assessment
purposes, rather than for a quantitative evaluation of the en-
hancement algorithm on a higher-level task like recognition.
Datasets with a similar type of data to the one em-
ployed for this challenge include large-scale video surveil-
lance datasets such as [7, 10, 32, 55], which provide video
captured from a single fixed overhead viewpoint. As
for datasets collected by aerial vehicles, the VIRAT [27]
and VisDrone2018 [54] sets have been designed for event
recognition and object detection respectively. Other aerial
datasets include the UCF Aerial Action Data Set [1], UCF-
ARG [2], UAV123 [24], and the multi-purpose dataset in-
troduced by Yao et al. [47]. Similarly, none of these datasets
provide protocols that introduce image enhancement tech-
niques to improve the performance of visual recognition.
Restoration and Enhancement to Improve Visual
Recognition. Intuitively, improving the visual quality of
a corrupted image should in turn improve the performance
of object recognition for a classifier analyzing the image.
As such, one could assume a correlation between the per-
ceptual quality of an image and its quality for object recog-
nition purposes, as has been observed by Gondal et al. [43]
and Tahboub et al. [38].
Early attempts at unifying visual recognition and vi-
sual enhancement tasks included deblurring [51, 52], super-
resolution [11], denoising [49], and dehazing [19]. These
approaches tend to overlook the qualitative appearance of
the images and instead focus on improving the performance
of object recognition. In contrast, the approach proposed by
Sharma et al. [33] incorporates two loss functions for en-
hancement and classification into an end-to-end processing
and classification pipeline.
Visual enhancement techniques have been of interest for
unconstrained face recognition [48, 26, 53, 8, 44, 45, 20, 21,
12, 50, 13, 40, 29, 15] through the incorporation of deblur-
ring, super-resolution, hallucination techniques, and person
Collection UAV Glider Ground
Total Frames 26,105 19,152 41,227
Extracted Objects 30,051 22,390 41,227
ImageNet Super-Classes 31 14 19
Induced Artifacts — — 13
Table 1: Summary of the UG2+ Object Detection Dataset.
re-identification algorithms for video surveillance data.
3. The UG2+ Challenge
The main goal of this work is to provide insights re-
lated to the impact image restoration and enhancement
techniques have on visual recognition tasks performed on
video captured in unconstrained scenarios (e.g., video cap-
tured under problematic weather conditions, camera arti-
facts, motion blur). For this, we introduce two visual recog-
nition tasks: (1) object detection improvement in video,
where algorithms produce enhanced images to improve the
localization and identification of an object of interest within
a frame, and (2) object classification improvement in video,
where algorithms analyze a group of consecutive frames in
order to create a better video sequence to improve classifi-
cation of a given object of interest within those frames.
3.1. Object Detection Improvement in Video
For Track 1.1 of the challenge, the UG2 dataset [41] was
adapted to be used for localizing and identifying objects of
interest1. This new dataset exceeds PASCAL VOC [6] in
terms of number of classes used, as well as in the diffi-
culty of recognizing some classes due to image artifacts.
93, 668 object-level annotations were extracted from 195
videos coming from the three original UG2 collections
(UAV, Glider, Ground), spanning 46 classes inspired by Im-
ageNet [31] (see Table 1 and Supp. Fig. 1 for the shared
class distribution). There are 86, 484 video frames, each
having a corresponding annotation file in .xml format, sim-
ilar to PASCAL VOC.
Each annotation file includes the dataset collection the
image frame belongs to, its relative path, width, height,
depth, objects present in the image, the bounding box coor-
dinates indicating the location of each object in the image,
and segmentation and difficulty indicators. (Note that dif-
ferent videos have different resolutions.) Since we are pri-
marily concerned with localizing and recognizing the ob-
ject, the indicator for segmentation in the annotation file
is kept at 0 meaning “no segmentation data available.” Be-
cause the objects in our dataset are fairly recognizable, we
kept the indicator for difficulty set to 0 to indicate “easy.”
Similar to the original UG2 dataset, the UG2+ object
1The object detection dataset (including the train-validation split) and
evaluation kit is available from: http://bit.ly/UG2Detection
Collection UAV Glider Ground
Total Frames 1,034 624 1,200
Extracted Objects 1,034 624 1,200
UG2 Classes 13 4 6
Table 2: UG2 Object Detection Test Data Statistics.
detection dataset is divided into the following three cate-
gories: (1) 30 Creative Commons tagged videos taken by
fixed-wing UAVs obtained from YouTube; (2) 29 glider
videos recorded by pilots of fixed-wing gliders; and (3) 136
controlled videos captured on the ground using handheld
cameras. Unlike the original UG2 dataset, we do not crop
out the objects from the frames, and instead use the whole
frames for the detection task.
UAV Collection. This collection found within UG2 con-
sists of 26, 105 images with 30, 051 object-level annotations
extracted from video recorded by small UAVs in both rural
and urban areas. Some frames contain more than one ob-
ject. Because the videos come from YouTube, they have
different resolutions (from 600× 400 to 3840× 2026) and
frame rates (from 12 FPS to 59 FPS). The imaging artifacts
include but are not restricted to: glare/lens flare, poor im-
age quality, occlusion, over/under exposure, camera shak-
ing, noise, motion blur, fish eye lens distortion, and prob-
lematic weather conditions. This collection contains 31
classes. Object classes that have been annotated include
aircraft, trashcan, umbrella, wall, water tower, yurt, farm
machines, swing, lighthouse, street signs, and pedestrians.
A detailed class distribution for all three collections can be
found in the Supp. Fig. 1. ∼ 75% of the frames extracted
from the videos are used for training object detection mod-
els, and the rest are kept for validation during training.
Glider Collection. This collection found within UG2
consists of 19, 152 images with 22, 390 object-level annota-
tions extracted from video recorded by gliders in both rural
and urban areas. Some frames contain more than one ob-
ject. The videos have frame rates ranging from 25 FPS to 50
FPS and different types of compression such as MTS, MP4
and MOV. Given the nature of this collection, the videos
mostly present imagery taken from thousands of feet above
ground, and contain artifacts such as: motion blur, occlu-
sion, glare/lens flare, over/under exposure, camera shaking,
noise, motion blur, and fisheye lens distortion. Furthermore,
this collection contains videos with fog, clouds and rain.
Similar to the UAV collection, approximately 75% of the
frames are used for training and the rest are used for valida-
tion during training.
Ground Collection. The Ground collection consists of
41, 227 frames with exactly one object per frame extracted
from 136 videos. It includes static objects (e.g., flower pots,
buildings) at a wide range of distances (30ft, 40ft, 50ft, 60ft,
70ft, 100ft, 150ft, and 200ft) with motion blur induced by
using an orbital shaker to generate horizontal movement at
Figure 1: Object Detection Workflow.
different rotations per minute (120rpm, 140rpm, 160rpm,
and 180rpm). Other artifacts include different weather con-
ditions (sun, clouds, rain, snow), and fisheye distortion
due to different image sensors (GoPro versus Sony Blog-
gie). Different from UG2, we omitted two classes from this
dataset, namely “Golfcart” and “ResolutionChart,” making
the total number of object classes used in this dataset 19.
Approximately 75% of the image frames are reserved for
training and the rest are used for validation during training.
Sequestered Test Dataset. The test set has a total of
2, 858 images and annotations from all three collections.
Table 2 shows the details for individual collections. The
classes were selected based on the difficulty of detecting
them (see Sec. 4.1 and Fig. 3 for details related to this). The
evaluation for the formal challenge was sequestered, mean-
ing participants did not have access to the test data prior
to the submission of their algorithms. Each video in the
test dataset has been renamed to have a randomized file-
name with the first two characters of the name containing
letters and the next four characters being integers between
0-9. This was done to prevent participants from being able
to guess which collection a particular test image is from.
Evaluation Protocol for Detection. The objective of
this challenge is to detect objects from a number of visual
object classes in unconstrained environments. It is funda-
mentally a supervised learning problem in that a training set
of labeled images is provided. Participants are not expected
to develop novel object detection models (see Fig. 1). They
are encouraged to use a pre-processing step (for instance,
super-resolution, de-noising, deblurring, or a combination)
in the detection pipeline. A detection algorithm (described
below in Sec. 4) is made available to the participants in or-
der to facilitate a fair evaluation of the interaction between
image restoration and enhancement algorithms and the de-
tector. During the evaluation, the selected object detection
algorithm is run on the sequestered test images.
The metric used for scoring is Mean Average
Precision (mAP) at Intersection over Union (IoU)
[0.15, 0.25, 0.5, 0.75, 0.9]. The mAP evaluation is kept the
same as PASCAL VOC [6], except for a single modification
introduced in IoU. Unlike PASCAL VOC, we are evaluating
mAP at different IoU values. This is to account for differ-
ent sizes and scales of objects in our dataset. We consider
predictions to be “a true match” when they share the same
label and an IoU ≥ 0.15, 0.250.5, 0.75, 0.90. The average
precision (AP) for each class is calculated as the area under
the precision-recall curve. Then, the mean of all AP scores
Dataset Collection UAV Glider Ground
Training
Frames 32,608 31,760 95,096
Object Seqs. 242 206 128
UG2 Classes 31 19 20
Testing
Frames 1,147 1,098 1,000
Object Seqs. 35 32 25
UG2 Classes 14 7 20
Table 3: UG2 Object Classification Dataset Statistics.
is calculated, resulting in a mAP value from 0 to 100%.
3.2. Object Classification Improvement in Video
While interest in applying image enhancement tech-
niques for classification purposes has started to grow, there
has not been a direct application of such methods on video
data. Currently, image enhancement algorithms attempt to
estimate the visual aberrations a of a given image O, in or-
der to establish an aberration free version I of the scene
captured (i.e., O = I⊗a+n, where n represents additional
noise that might of be a byproduct of the visual aberration
a). It is natural to assume that the availability of additional
information — like the information present in several con-
tiguous video frames — would enable a more accurate esti-
mation of such aberrations, and as such a cleaner represen-
tation of the captured scene.
Taking this into account, we created challenge Track 1.2.
The main goal of this track is to correct visual aberrations
present in video in order to improve the classification results
obtained with out-of-the-box classification algorithms. For
this we adapted the evaluation method and metrics provided
in [42] to take into account the temporal factor of the data
present in the UG2 dataset. Below we introduce the adapted
training and testing datasets, as well as the evaluation met-
rics and baseline classification results for this task2.
UG2+ Classification Dataset. To leverage both the tem-
poral and visual features of a given scene, we divided each
of the 196 videos of the original UG2 dataset into multiple
object sequences (for a total of 576 object sequences). We
define an object sequence as a collection of multiple frames
in which a given object of interest is present in the camera
view. For each of these sequences we provide frame-level
annotations detailing the location of the specified object (a
bounding box with its coordinates) as well as the UG2 class.
A UG2 class encompasses a number of ImageNet classes
belonging to a common hierarchy (e.g., the UG2 class “car”
includes the ImageNet classes jeep, taxi, and limousine),
and is used in place of such classes to account for instances
in which it might be impossible to identify the fine-grained
ImageNet class that an object belongs to. For example, it
might be impossible to tell what the specific type of car on
2The object classification dataset and evaluation kit is available from:
http://bit.ly/UG2Devkit
Figure 2: Object Classification Workflow.
the ground is from an aerial video where that car is hundreds
— if not thousands — of feet away from the sensor.
Table 3 details the number of frames and object se-
quences extracted from each of the UG2 collections for the
training and testing datasets. An important difference be-
tween the training and testing datasets is that while some
of the collections in the training set have a larger number
of object sequences, that does not necessarily translate to a
larger number of frames (as is the case with the UAV collec-
tion). As such, the number of frames (and thus duration) of
each object sequence is not uniform across all three collec-
tions. The number of frames per object sequence can range
anywhere from five frames to hundreds of frames. How-
ever, for the testing set all of the object sequences have at
least 40 frames. It is important to note that while the testing
set contains imagery similar to that present in the training
set, the quality of the videos might vary. This results in dif-
ferences in the classification performance (more details on
this are discussed in Sec. 4.1.
Evaluation Protocol for Video Classification. Given
the nature of this sub-challenge, each pre-processing algo-
rithm is provided with a given set of object sequences rather
than individual — and possibly unrelated — frames. The al-
gorithm is then expected to make use of both temporal and
visual information pertaining to each object sequence in or-
der to provide an enhanced version of each of the sequence’s
individual frames (see Fig. 2). The object of interest is then
cropped out of the enhanced frames and used as input to an
off-the-shelf classification network. For evaluation, we fo-
cused solely on VGG16 trained on ImageNet. There was
no fine-tuning on UG2, as we were interested in making
low quality images achieve better classification results on a
network trained with generally good quality data.
The network provides us with a 1, 000×n vector, where
n corresponds to the number of frames in the object se-
quence, detailing the confidence score of each of the 1,000
ImageNet classes on each of the sampled frames. To eval-
uate the classification accuracy of each object sequence we
use Label Rank Average Precision (LRAP) [39]:
LRAP(y, fˆ) =
1
n
n∑
i=0
1
|yi|
∑
j:yk=1
|Lij |
rankij
Lij =
{
k : yik = 1, fˆik > fˆij
}
Collection mAP @ 0.5 mAP @ 0.75 mAP @ 0.90
Ground 100% 96.65% 54.73%
Glider 91.06% 40.34% 2.95%
UAV 88.62% 39.54% 1.93%
Table 4: mAP scores for the UG2 Object Detection Valida-
tion Dataset.
rankij =
∣∣∣{k : fˆik ≥ fˆij}∣∣∣
LRAP measures the fraction of highly ranked ImageNet
labels (i.e., labels with the highest confidence score fˆ as-
signed by a given classification network, such as VGG16)
Lij that belong to the true label UG2 class yi of a given se-
quence i containing n frames. A perfect score (LRAP = 1)
would then mean that all of the highly ranked labels belong
to the ground-truth UG2 class. For example, if the class
“shore” has two sub-classes lake-shore and sea-shore, then
the top 2 predictions of the network for all of the cropped
frames in the object sequence are in fact lake-shore and sea-
shore. LRAP is generally used for multi-class classification
tasks where a single object might belong to multiple classes.
Given that our object annotations are not as fine-grained as
the ImageNet classes (each of the UG2 classes encompasses
several ImageNet classes), we found this metric to be a good
fit for our classification task.
4. Results & Analysis
In the following section, we review the results that came
out of the UG2+ Challenge held at CVPR 2019, and discuss
additional results from the slate of baseline algorithms. The
challenge received 16 new enhancement algorithms, devel-
oped by six teams to address the detection and classification
tasks defined in Sec. 3.
4.1. Baseline Results
Object Detection Improvement on Video. In order to
establish scores for detection performance before and after
the application of image enhancement and restoration al-
gorithms submitted by participants, we use the YOLOv3
object detection model [30] to localize and identify ob-
jects in a frame and then consider the mAP scores at IoU
[0.15, 0.25, 0.5, 0.75, 0.9]. Since the primary goal of our
challenge does not involve developing a novel detection
method or comparing the performance among popular ob-
ject detectors, ideally, any detector could be used for mea-
suring the performance. We chose YOLO because it is easy
to train and is the fastest among the popular off-the-shelf
detectors [9, 23, 22].
We fine-tuned YOLO [30] to reflect the UG2+ object
detection classes and measured its performance on the re-
served validation data per collection. Table 4 shows the
Figure 3: Average precision per class on the validation data
for the three UG2+ collections.
baseline mAP scores obtained using YOLO on raw video
frames (i.e., without any pre-processing) from the valida-
tion data. Overall, we observe distinct differences between
the results for all three collections, particularly between the
airborne collections (UAV and Glider) and the Ground col-
lection. Since the network was fine-tuned with UG2+, we
expected the mAP score at 0.5 IoU to be fairly high for all
three collections. The Ground collection receives a perfect
score of 100% for mAP at 0.5. This is due to the fact that
Dataset UAV Glider Ground
Training 12.20% 10.73% 46.26%
Testing 12.71% 33.71% 29.36%
Table 5: UG2 Object Classification Baseline Statistics.
images within the Ground collection have minimal imag-
ing artifacts and variety, as well as many pixels on target,
compared to the other collections. The UAV collection, on
the other hand, has the worst performance due to relatively
small object scales and sizes, as well as compression arti-
facts resulting from the processing applied by YouTube. It
achieves a very low score of 1.93% for mAP at 0.9.
Fig. 3 shows the average precision per class per dataset
collection for mAP at 0.75. At this operating point most
of the classes in the Ground collection can be detected eas-
ily. However, some classes (e.g., street sign, flower pot,
pedestrians, trashcan, bird) from all three collections were
difficult to detect due to the scale, size and view conditions
of the respective objects compared to the other classes, as
well as due to the impact of imaging artifacts. Also, no two
videos are the same with respect to the degree of severity of
the artifacts present in them in the Glider and UAV collec-
tions, adding complexity to the detection task.
Object Classification Improvement on Video. Table 5
shows the average LRAP of each of the collections on both
the training and testing datasets without any restoration or
enhancement algorithm applied to them. These scores were
calculated by averaging the LRAP score of each of the ob-
ject sequences yc of a given UG2 class Ci, for all the k
classes in that particular collection D:
AverageLRAP(D) =
1
K
K∑
i=0
LRAP(Ci)
LRAP(Ci) =
1
|Ci|
|Ci|∑
c=0
LRAP(yc, fˆ) | Ci ∈ Dclasses
As can be observed from the training set, the average
LRAP scores for each collection tend to be quite low, which
is not surprising given the challenging nature of the dataset.
While the Ground dataset presents a higher average LRAP
of 46.26%, the the scores from the two aerial collections
are very low (12.20% and 10.73% for the UAV and Glider
Collections). This can be attributed to both aerial collec-
tions containing more severe artifacts as well as a vastly
different capture viewpoint than the one in the Ground col-
lection (whose images would have a higher resemblance to
the classification network training data).
For the testing set, the UAV collection maintains a low
score. However, the Ground collection’s score drops signifi-
cantly. This is mainly due to a higher amount of frames with
problematic conditions (such as rain, snow, motion blur or
just increased distance to the target objects), compared to
the frames in the training set. A similar effect is shown on
the Glider collection, for which the majority of the videos
in the testing set tended to portray either larger objects (e.g.,
mountains) or objects closer to the camera view (e.g., other
aircraft flying close to the video-recording glider).
4.2. Challenge Participant Results
Submitted algorithms spanned a number of tech-
niques including super-resolution, de-hazing, de-blurring,
de-interlacing, and histogram equalization, as well as
more complex multi-aberration detection and improvement
schemes. Here we analyze the 16 novel algorithms submit-
ted to the challenge (see the full listing in Supp. Table 1).
Object Detection Improvement on Video. For the de-
tection task, each participant’s algorithms were evaluated
on the mAP score at IoU [0.15, 0.25, 0.5, 0.75, 0.9]. If an
algorithm had the highest score or the second highest score
(in situations where the baseline had the best performance),
in any of these metrics, it was given a score of 1. The best
performing team was selected based on the scores obtained
by their algorithms. As in the 2018 challenge, each team
was allowed to submit three algorithms. Thus, the upper
bound for the best performing team is 45: 3 (algorithms) ×
5 (mAP at IoU intervals) × 3 (collections).
Figs. 4, 5, 6 and 7 show the results from the detection
challenge for the best performing algorithms submitted by
the participants for the different collections, as compared to
the baseline. For brevity, only the results of the top perform-
ing algorithm for each participant is shown. Full results can
be found in Supp. Fig. 2.
We found the mAP scores at [0.15, 0.25], [0.25, 0.5], and
[0.75, 0.9] to be most discriminative in determining the win-
ners. This is primarily due to the fact that objects in the air-
borne data collections (UAV, Glider) have negligible sizes
and different degrees of views compared to the objects in
the Ground data collection. In most cases, none of the al-
gorithms could exceed the performance of the baseline by
a considerable margin, re-emphasizing that detection in un-
constrained environments is still an unsolved problem and
needs attention. An interesting observation here concerns
the performance of the algorithm from MTLab. Although
it performs poorly for comparatively easier benchmarks
(mAP@0.15 for UAV, mAP@0.25 for Glider, mAP@0.75
for Ground), it exceeds the performance of other algorithms
on difficult benchmarks (mAP @ 0.5 for Glider, mAP @ 0.9
for Ground) by almost 0.9% and 0.15% respectively. As we
will see later, this algorithm creates many visible artifacts.
Object Classification Improvement in Video. Supp.
Table 2 contains the average LRAP scores obtained by the
submitted algorithms on each of the three collections. Fig. 8
shows a comparison of the visual effects of each of the top
performing algorithms. It is important to note that even
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Figure 4: Object Detection: Best performing submissions
per team for the UAV collection.
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Figure 5: Object Detection: Best performing submissions
per team for the Glider collection.
though the UAV collection is quite challenging (with a base-
line performance of 12.71%), it tended to be the collection
for which most of the evaluated algorithms presented some
kind of improvement over the baseline. The highest im-
provement, however, was ultimately low (0.15% improve-
ment over the baseline). The intuition behind this is that
even though the enhancement techniques employed by all
the algorithms were quite varied, given the high diversity
of optical aberrations in the UAV collection, a good portion
of the enhancement methods do not correct for all of the
degradation types present in these videos.
Even though the Glider collection test set appears to be
easier than the provided training set (having an average
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Figure 6: Object Detection: Best performing submissions
per team for the Ground collection @ mAP 0.75.
UC
AS
-N
EU
IM
EC
AS
-U
MA
C
Ho
ney
we
ll I
ntl
TU
M-
CA
S
Su
nw
ay.
AI
MT
lab
Ba
sel
ine
5 · 10−2
0.1
0.15
0.2
4
·1
0
−
2
4
·1
0
−
2
1
·1
0
−
2
4
·1
0
−
2
4
·1
0
−
2
0
.1
9
1
·1
0
−
2
m
A
P
(%
)
mAP@0.90
Figure 7: Object Detection: Best performing submissions
per team for the Ground collection @ mAP 0.9.
LRAP more than 20% higher than that of the training set),
it turned out to be quite challenging for most of the evalu-
ated methods. Only one of the methods was able to beat the
baseline classification performance by 0.689% in that case.
We observe similar results for the Ground collection, where
only two algorithms were able to improve upon the base-
line classification performance. Interestingly, a majority of
the algorithms skipped the processing for the videos from
this collection, considering them to be of sufficient qual-
ity by default. The highest performance improvement was
present for the Ground collection, with the top performing
algorithm for this set providing a 4.25% improvement over
the baseline. Fig. 9 shows the top algorithm for each team
(a) Original (b) UCAS-NEU (c) MTLab (d) IMECAS-UMAC
Figure 8: Visual comparison of enhancement and restoration algorithms. Note the unusual artifacts in the MTLab images.
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Figure 9: Best performing submissions per team for the ob-
ject classification task. The dashed lines represent the base-
line for each data collection.
in all three collections, as well as how they compare with
their respective baselines (horizontal dotted lines).
Strategies of Top Performing Algorithms. The
IMECAS-UMAC team designed the second best perform-
ing algorithm for the object classification task. Their ap-
proach was a multi-aberration detection scheme, focused
on improving the most prominent aberrations present in
each of the three collections (namely, motion blur, inter-
lacing and low resolution). Their selective enhancement
scheme identifies the dominant problem in each sample,
and whether enhancement is necessary for such a scenario,
before proceeding to apply the relevant enhancement tech-
nique. The MT-Lab team designed the second best perform-
ing algorithm for the object detection task. They propose an
end-to-end neural network incorporating direct supervision
through the use of a detection loss in addition to the tradi-
tional MSE loss in order to improve the detection perfor-
mance. The UCAS-NEU team designed the best perform-
ing algorithm for both challenge tasks. Their method cas-
caded basic algorithms such as sharpening and histogram
equalization, followed by an Artifacts Reduction Convolu-
tional Neural Network (AR-CNN).
5. Discussion
The results of the challenge led to some surprises. While
the restoration and enhancement algorithms submitted by
the participants tended to improve the detection and clas-
sification results for the diverse imagery included in our
dataset, no approach was able to improve the results by a
significant margin. Moreover, some of the enhancement
algorithms that improved performance (e.g., MT-Lab’s ap-
proach) degraded the image quality, making it almost un-
realistic. This provides evidence for the claim that most
CNN-based detection methods rely on contextual features
for prediction rather than focusing on the structure of the
object itself. So what might seem like a perfect image to
the detector may not seem realistic to a human observer.
Add to this the complexity of varying scales, sizes, weather
conditions and imaging artifacts like blur due to motion, at-
mospheric turbulence, mis-focus, distance, camera charac-
teristics, etc. Simultaneously correcting the artifacts with
the dual goal of improving recognition and perceptual qual-
ity of these videos is an enormous task — and we have only
begun to scratch the surface.
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