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1. INTRODUCTION 
In this paper we shall deal with a class of free boundary problems of general 
type for the heat equation in one space dimension. In order to introduce these 
problems, let us first set the following definitions. 
DEFINITION 1. A pair (s(t), u(x, t)) satisfying 
Lu = u,, - ut = q(x, t) in D, = ((x, t): 0 < x < s(t), 0 < t < T}, 
u(x, 0) = h(x), 0 < x < s(0) Es h, 
40, t> - v(t), O<t<T, 
44th 4 = f(s(t), t), O<t<T, 
%(S(t), t) = qs(t), t> S(t) + L+(t), t), O<ttT, 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
(where the functions Q(X, t), h(x, t), ~(x, t),f(x, t) are defined in the quarter 
plane x ‘a 0, t > 0, p)(t), is defined for t > 0, and h(x) is given in [0, b], if 
h > 0) will be called a solution of the system (l.l)-(1.5) in (0, 2’) if: 
- s(t) is positive in (0, T), 
- s(t) is continuously differentiable in (0, T) and continuous in [0, T], 
- u(x, t) is continuous in & except for a finite number of discontinuities 
at the boundaries x = 0, t = 0 where both lim inf U(X, t) and lim sup u(x, t) 
are bounded, 
- UJX, t) is continuous for 0 < x < s(t), 0 < t < T, 
- u,&x, t), u,(x, t) are continuous in D, . 
DEFINITION 2. A pair (s(t), u(x, t)) will be called a solution in (0, 3”) of the 
system (].I), (1.2), (1.4), (1.5), and 
%$A t) = Au(O, t), tl, O<t<T, (1.3’) 
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(where g(y, t) is defined for -co < y < + co, t > 0) if the equations listed 
above are satisfied and the functions s(t), u(x, t) possess the same regularity 
properties required’in Definition I with the addition of the following condition: 
- ZC,(X, t) is continuous also for x == 0,O < t < T. 
Now consider the following problems: 
PROBLEM I. Find a triple (T*, s(t), U(X, t)) such that T* is the supremum 
of the width of the time intervals in which the pair (s(t), U(X, t)) is a solution of 
system (l.l)-(1.5) (in the sense of Definition 1). 
PROBLEM II. This is the analogous problem for the system (1 .l), (1.2), 
(1.3’), (1.4) and (1.5). 
The most known example of a physical situation leading to problems of this 
kind is heat conduction in materials in which a change of phase occurs at a 
known constant temperature (which can be assumed to be zero). According to 
this scheme it is usually supposed that 
A(? t) < 4, &>O U-6) 
and (in Problem I) 
h(x) 3 0, 
or (in Problem II) 
h(x) 2 0, g(y, t> -c 0 fory > 0, f(X, q = 0, q(x, t) < 0. (1.7’) 
In fact, h(x, t) is in that case a dimensionless parameter associated with the 
latent heat of the process, and conditions (1.7) or (1.7’) ensure that U(X, t) 3 0 
in its domain of definition, i.e., that the heat conduction is taking place in a 
single phase (the same is true if (1.6) is changed into X(X, t) > h, > 0 and all the 
inequalities in (1.7) and (1.7’) are reversed). The term ~(x, t) in condition (1.5) 
can be interpreted as an additional heat flux at the interphase due to external 
causes (such as ablation, radiation, etc.). 
But even in these particular cases, Problems I and II have been studied 
exhaustively only for 
h(x, t) = const., 4(x, t) = &, t> = 0, (l-8) 
when they reduce to the classical one-dimensional, one-phase Stefan problems 
(very general theorems on the well posedness of such problems are given e.g., 
in [6, 131). 
Weak solutions of Stefan problem were introduced in [25]. This approach is 
also taken in [20,21,27] for the study f o more general classes of problems (in 
[27], condition (1.6) is weakened). 
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The reduction of change of phase problems to variational inequalities has 
been performed in [lo], following a technique introduced in [l] for the study 
of steady-state filtration and reconsidered quite recently in [23] from the point 
of view of the regularity of solutions. 
Examples of free-boundary problems in which some of the assumptions (1.8) 
are released can be found in the literature. In most cases, sign restrictions of the 
type (1.6) and (1.7) are retained. 
In [3, 7, 8, 331 problems with TV = p(t) are considered. The case h = h(x) is 
studied in [28]. The physical problems treated in [18, 191 exhibit a particular 
dependence on the space variable for Q, h, and CL. In [29] an analysis is performed 
concerning the case f = f(z). 
Also in the problem solved in [16] and related to the viscoplastic impact of a 
rod on a wall, q, h, and p are specified as functions of x. This problem, however, 
gives an example in which (1.7) are not fulfilled and the function u(x, t) can 
change its sign. 
Sign restrictions are also disregarded in [34], w h ere X and TV appear as functions 
of time only. 
A much more general class of problems is considered in [30], where physical 
and numerical questions are also taken into account; the tools employed require 
stringent regularity conditions on the data. 
A completely different kind of problem arises if instead of (1.6) we assume 
h(x, t) SE 0, (1.9) 
i.e., if no explicit relationship exists between uz(s(t), t) and S(t); this results in 
prescribing the Cauchy data on the free boundary. This is the actual situation in 
problems of decision theory [26], of biomechanics ([2, 91) etc. (see also [34] for 
references and further comments). In [31], the reduction of such problems to 
free-boundary problems satisfying a condition like (1.6) is considered (a wider 
study in this sense is performed in [12]), whereas their direct approach in a 
classical sense is generally confined to the case S(t) > 0. Also for problems 
subjected to condition (1.9) (with a particular reference to optimal stopping time 
problems), the variational approach has been applied successfully in a number 
of papers; see [3] and the literature quoted there. 
Here we shall prove that Problems I and II are well posed under some regu- 
larity assumptions on the coefficients and the data (see Section 2) not including 
(1.7), (1.7’) and (1.8). Only the condition, / h(x, t)i > X, > 0, is retained; but, 
as pointed out in [12], if /\ = 0, either a suitable transformation reduces the 
problem to an explicit one (which can be handled with the methods of the present 
paper) or (1.9) may yield nonexistence, nonuniqueness, or noncontinuous 
dependence of solution on the data. 
Our study will be completed by two more parts. Part II will deal with the 
extension of results of Part I to two delicate cases: the case in which b = 0 and 
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the case in which b > 0, but the function s(t) is not Lipschitz continuous at 
t = 0. In Part III we shall consider free boundary problems generalizing the 
well-known two-phase Stefan problems. The main results of the three parts 
have been announced in [17]. 
Herein, we start with a list of assumptions (Section 2). A reformulation of the 
free-boundary condition (1.5) . m an integral form is the aim of Section 3. In 
Section 4 we introduce a sequence of approximating solutions (sk , ZJ~) for 
Problem I. Its convergence is then proved in Section 5 with the help of a lemma 
ensuring the boundedness of 1 S, j in an interval (0, T,) independent of K. The 
proof of the existence theorem for Problem I is concluded in Section 6; the 
result is that either the solution exists globally (T* = + CO), or one of the 
following cases must occur: 
;jl-s(t) = 0, li;;;p I i(t)I = +O”* (1.10) 
The existence of solutions to Problem II is shown in Section 7. Section 8 is 
devoted to the proof of the continuous dependence of the solutions of Problems I 
and II on the data and the coefficients. In Section 9 the assumption of bounded- 
ness of data and coefficient is released. In Section 10 special topics are treated, 
such as monotonic dependence and problems with monotonic free boundary. 
Deeper investigation of the asymptotic behavior of the solutions and the occur- 
rence of cases (1.10) is also performed. 
It is worth noting that most of the results obtained in Parts I, II and III can 
be extended to the case of unbounded domains as well as to parabolic equations 
of more general form. 
2. LIST OF ASSUMPTIONS 
In this section, we list the assumptions on the data and on the coefficients of 
Problems I and II that we shall use throughout the paper. 
In Section 9 some of them will be weakened. Other minor simplifications are 
also possible. 
Let us denote by 52 the quarter plane {(x, t): 0 < x < +CO, 0 < t < +co> 
and assume that: 
(A) 4(x, t) is locally Holder continuous in a with respect to x(or t), and 
I dx, t>l < Q, (3, t) E 8. 
(B) f(~, t) is continuous and bounded in 0 together with fZ, and the 
difference fZZ - f$ is bounded and locally Holder continuous in a with respect 
to x (or t). 
(C,) p(t) is (piecewise) continuous for t > 0 and 
I &)I d @, t >, 0. (2.2) 
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(C,) g(y, t) is Lipschitz continuous with respect to y 
Ig(Y,,t)-g(Y,,t)! <4’4’1-Yyz! (2.3) 
uniformly with respect to t 3 0 and it fulfills one of the conditions (a,), (as) 
and one of the conditions @r), (j$) listed below. 
(01~) There exists a constant Yr > max{H& supof(x, t)} such that 
g(Y1 , t) 3 0, t > 0. (2.4) 
(c+) There exist two constants Y’ and G’ such that 
dYt 4 > G’ for y > Y’, t >, 0. (2.5) 
Gs,) There exists a constant Ya < min{-Hb, infof(x, t)} such that 
g(Y, 9 t) < 0, t > 0. (2.4’) 
(&) There exist two constants Y” and G” such that 
g(y, t) < G” for y < Y”, t > 0. (2.5’) 
(D) h(x, t) is continuous in a with its first derivatives and 
I qx, t)l 3 Al > a (x, t) ELI. (2.6) 
(E) ~(x, t) is continuous in D, Lipschitz continuous w.r.t. x uniformly in 
bounded sets, and 
I /-4x, 01 < M (x, t) E f2. (2.7) 
(F) h(x) is (piecewise) continuous in [0,6] and a positive constant H 
exists such that 
I h(x) -.f(4 O)l ,< WJ - 4, x E P, bl (24 
with (for the case of Problem I) 
Hb 3 @ + I f(4 W (2.9) 
A relevant weakening of assumption (2.8) will be achieved in Part II of the 
paper. 
Note that (2.6) ensures that the free-boundary condition (1.5) is actually an 
explicit relationship between i(t) and uJs(t), t). 
Assumption (B) allows us to redefine the unknown function u as u -f in 
order to transform (1.4) into the homogeneous form, 
u(@), t) L 0, (1.4’) 
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with obvious redefinitions of 4, h, v, or g, and TV leaving assumptions (A)-(F) 
unaffected. 
Consequently, there is no loss of generality in assuming f(x, t) = 0, as we 
shaII do henceforth. 
3. REFORMULATION OF THE FREE-BOUNDARY CONDITION 
Define the function 
and, for any given s E C’(0, T) n C[O, T], set 
JW ; s) = J‘” G’@(T)> 7) - P(s(T), 4 dT, t E [O, T]. (3.2) 
0 
Thus, in (0, 2“) condition (1.5) can be written as 
u&(t), t) == (d/dt){A(s(t), t) - M(t; s)}. (3.3) 
For any t E (0, T] define D, := {(x, T): 0 < x < S(T); 0 < 7 < t} and consider 
the following Green’s identity which holds for any V(X, t) E pJ(Dr) 
SI 
(OLU - uL*a} dx dT = faD,{uv dx + (vu, - uer,) dt}. (3.4) 
*t 
(Here L denotes the heat operator (a2/Zx2) - (a/&), whereas L* is its adjoint 
(a2/ax2) + (a/a,>-) 
First, consider Problem I and take V(X, t) = L&X, t) in (3.4). If the pair (s, u) 
solves system (l.l)-(1.5) in (0, T), recalling (3.3) and the position f = 0, (3.4) 
yields 
4 A2(s(t), t) - 4 .@(b, 0) 
= 
is A(-% T) 4(X, 7) - U(X, T)[b(X> T) + A&, T>]> dx dT *t 
i 
R(t) (3.5) 
-t A(x, t) u(x, t) dx 
‘0 
- j-b &, 0) h(x) dx - j.” X(0, T) &) dr, O,ct<T. 
0 0 
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For the case of Problem II, take e! = 1 in (3.4) and obtain, instead of (3.5) 
4(t), q - A@, 0) 
= j s,, Q(X, T) dx d7 + j”“’ u(x, t) dx - j” h(x) dx + l’g(u(O,r),r) dT (3.6) 
0 0 
This means that each solution of Problem I (of Problem II) sat&fies the integral 
relationship (3.5) ((3.6)). 
Conversely, we shall prove that if the pair (s, u) satis$es (1 .I), (1.2), (1.3), 
(1.4), and (3.5) ((].I), (1.2), (1.3’), (1.4) and (3.6)) and ;f, in addition, s(t) is 
Lipschitz continuous and uz(x, t) is continuous up to x = s(t) for t > 0, then 
condition (1.5) is fulfilled. 
We shall confine ourselves to proving this statement for the case of Problem I. 
Because of the assumptions on u, and s, we can apply (3.4) with v = (1 and u 
such that (l.l)-(1.4) are satisfied. An integral relationship is thus obtained; by 
subtracting it from (3.5) one gets 
I t 4(4,4 u&(4, ~1 d7 0 
xz 3 AZ(#), t)- i AZ@, 0) - jot 4+->, W,(s(4d - ~(44, 4 d7. (3.7) 
Taking the limit of the incremental ratios of both sides (between t and t + 8) 
as 6 -+ 0, we have 
4(t)9 t) F&(t), t) 
= & lj? W{A2(s(t + S),t + S) - A”(#, q> - A(#, t){h(s(t), t) -p(s(t>,t>>. + 
(3.8) 
But 
4 hz s-l{Ays(t + 6), t + 8) - /12@(t), 2)) 
= A(s(t), t) lj+y s-l{d(s(t + S), t + S) - A(s(t), t>> (3.9) 
= 4(t), w&(t), 4 + ;+o im F[A(s(t + S), t + S) - A(s(t),t + S)]}. 
If we take into account that 
vi s-l[A(s(t + S), t + 8) - 4(t), t + S)l 
(3.10} 
= iii? s-1 I &:;) h(x, t + 6) dx = X(s(t), t) kz S-l[s(t + 6) - s(t)], 
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(where the mean value theorem has been used), we have that lim,, 
F[s(t + 8) - s(t)] exists, i.e., s(t) is derivable. Hence, from (3.8), (3.9), and 
(3.10), (1.5) is obtained. This proves our statement. 
We can conclude that (1.5) and (3.5) ((1.5) and (3.6)) are actually equivalent 
in the class of solutions specified above. Incidentally, we note that if (2.8) holds, 
then the solution U(X, t) of (l.l)-(1.4) with s(t) Lipschitz continuous for t > 0 
is such that uz(x, t) is continuous up to x = s(t); this follows by classical argu- 
ments (see e.g., [5, Lemma l] with minor changes). 
4. APPROXIMATING SOLUTIONS TO PROBLEM I 
Let us define 
q.(t) = b (4.9 
and, by induction 
Lu, = q(x, t), (x, t) E Dzi, = {(x, t):O < x < s&); 0 < t < T'"'}, 
(4.2) 
Uk(Sk(Qr t) = 0, 0 < t < T(k), K = 1, 2..., 
G,(t), 4 Sk,&) = Uk,&kW, 4 - P(skm t), 0 < t < T’“+l’ < T’k’ 9 
sk+l(“) = 6 K = 1, 2,... . (4.3) 
The value Tck) is the supremum of the values of r for which Sk(r) > 0, 
Sk E c’(o, 7). 
Note that, for any K such that T ck) > 0, Problem (4.2) has a unique solution 
under the assumptions of Section 2 [24]. Moreover, as we noted at the end of 
Section 3, ukr is continuous up to the curve x = Sk(t). 
In the next section it will be shown that a positive lower uniform estimate can 
be given for T("). 
As far as the ordinary Stefan problem is concerned, this construction of 
successive approximation to the solution of Problem I (with h = 1, TV = 4 = 0) 
reduces to the one applied by Evans [I l] and by Sestini [32], to particular cases, 
but completely different arguments are needed here to prove convergence. 
5. CONVERGENCE OF APPROXIMATING SOLUTIONS 
We begin with the proof of the following lemma playing a major role in the 
proof of the convergence: 
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LEMMA 1. Under the assumptions listed in Section 2, two positive constants 
A, > (M + 2H) and T, < b/A,, exist such that 
T’“’ >, T, (5.1) 
and 
I jk 1 d A0 7 0 < t < T, , (5.2) 
for k = 1,2... . 
Proof. As a preliminary, let us consider the function 
FM 0; H, b) = MI& + (W&l + [A + (2/e)@ - Ae)-l](e/,r)l'z} 
* [H + 2Q(8/7r)1/z] exp{[A/2 + (l/e)(b - A8)-1]28}, 
e 2 0, 0 < A < b/B. (5.3) 
This function and its partial derivatives with respect to A are monotonically 
increasing with respect to A and 8, and it is lim,,,,, F = + co. Moreover it tends 
monotonically to the constant 
A = (M + 2H)/4, (5.4) 
as e-0. 
It is easy to verify that there exists a unique value of 0, 0 = T,, , such that the 
equationF(A, T, , H, b) = A has a unique solution A = A, . It is 
FM,, T,,; H, 4 = A, (5.5) 
F(4 > 6 H, 4 < A, for e<T,. (5.6) 
It is also found that 
a < A, < b/To. (5.7) 
On the basis of these preliminary results, we shall prove (5.1) and (5.2) by 
induction. Assume they are valid for k = 1, 2,..., 1 and prove that 
P+l’ 3 To , I h+,(t)1 d 4, for O<t,<T,. (5.8) 
Since so(t) = b, this will imply the proof of the lemma. In order to prove (5.8), 
first remark that 
I %(X, t)l G %(% 4 + !2 in 0:; , (5.9) 
where ZI!(X, t) is the solution of1 
Lo, = 0 in Dp’, 
v,(x, 0) = H(b - x), O<x<b, 
~~(0, t) = Hb, 0 < t < T,, , 
(5.10) 
vdsdt), t) = -Qt, 0 < t < TO. 
1 The existence of wI(x, t) follows from the Lipschitz continuity of sg in the closed 
interval [0, TJ. 
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Indeed, the functions Wl*(x, t) = v~(x, t) + Qt + ul(x, t) satisfy 
LW,* = -Q -j= q(x, t) < 0 in DFi, 
w~*(x, 0) = H(b--x) Ifi- h(x) 3 0, 0 < x ,< b, 
(5.11) 
W,*(O, t) = H6 + Qt 5 p)(t) 2 0, 0 < t < To, 
Wz*(%(t), t) 7 0, 0 < t < To. 
Thus, Wr*(x, t) >, 0 in Dpi from the maximum principle; hence (5.9) is 
proved. 
Moreover, since Wtk(sl(t), t) = 0, we can conclude that 
I %.&&>, t I G I fdm~ t)l7 0 < t < To. (5.12) 
It is well known that the solution of (5.10) admits an integral representation 
by means of the Green’s and Neumann’s functions for the half-space (see e.g., 
P2, P. 22111, h w ence one gets the following expression for wlJsi(t), t): 
w&t(t), t) = - 2~ j-” W,(t) GE, 0) 42 
0 
+ 2 jot G&,(t), c Q(T), 4 q,(sd~), 4 dT 
- 2Q i’ N(s,(t), t; Q(T), T) dT. 
Following a procedure similar to the one of [15] and using the assumption2 
I Q>i’ d A,, 0 < t < To , and noting that in [0, To] St(t) > b - AoTo > 0 
(where (5.7) was used for the last inequality) one gets 
I %.(SlW, 0 
< 2[H + 2Q(WW21 
+ ~-‘/~[i6!/2 f (l/e)(b - A,-,To)-l] jot (t - T)-‘/‘i W,,,(S,(T), T)[ dT, 
0 < t < To. 
An application of a useful lemma on integral inequalities [5, Lemma 71 yields 
immediately 
I %&dth t)i 
21 + [A0 + (2/e)@ - ~o~o>-11(~o/+~2> 
* W + 2Q(~o/41/21 expWo/2 + (l/e)(b - AoToF112 ToI, 
(5.13) 
0 <t < To. 
2 Actually, the same estimate holds also in the assumption 1 sl(t,) - sl(t,) 1 /I t, - t, 1 < 
A, for any tl, t2 E (0, TJ. 
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Using (5.12) and the definition of s,,, and of F(A, 0; H, b), from (5.13) we get 
I &+&)I < W, , To; H, b), 0 < t < T,; 
hence, from (5.5) the second inequality of (5.8) follows immediately. Since 
sI+dt) 3 b - A$“,, > 0 and u&dt), 4, and consequently SL+,(t), is continuous 
in (0, T,], the first inequality in (5.8) is also proved. 
We will make use of the following consequence of Lemma 1. 
COROLLARY 1. There exists a constant B, independent of k such that 
I u& t>l d B&(t) - 4 in Dg’ (5.14) 
for k = 1, 2... . 
Proof. Because of (5.9), it will be sufficient to prove that 1 z+(x, t)l is 
bounded in Dk! independently of k. 
For this purpose, note that the equation, Lw, = 0, holds up to x = 0 and that 
zllc’(x, t) = z),&x, t) is such that 
LV,’ = 0, in Dk’, 
0 < t < T,, 
(5.15) 
By virtue of the maximum principle, vlc ’ is bounded independently of k and 
thus the Corollary is proved. 
As a consequence of Lemma 1, the domains De are included for each k in the 
rectangle RTO = [0, b $ A,T,] x [0, T,,]. 
We extend the definition of ulc setting uL E 0 in RT,\Dhy. Now we can prove 
the following convergence theorem. 
THEOREM 1. Under the assumptions listed in Section 2, the sequence {s,(t)> 
converges uniformly in [0, TO] to a positive function s(t) (s(0) = b) such that 
I s(h) - @,)I < 4 I t1 - t2 I for each t, , t, E [0, T,,]. (5.16) 
Moreover, the sequence {u,(x, t)} converges uniformly in RTO to a function 
u(x, t) satisfying (l.l), (1.2), (1.3), and (1.4) tith the above-defined moving 
boundary x = s(t). 
Proof. Since by Lemma 1 and the ArzelP’s theorem {sk} contains a subse- 
quence which converges uniformly in [0, T,,] to a function s(t) satisfying (5.16), 
the first statement of the theorem will be proved if we show that lim 1 s,+,(t) - 
sr(t)l = 0 uniformly in [0, To]. 
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Set S,(t) :-L rnax,<,<+ ( s~+~(T) - Sk(T)!. Using (4.3), Lemma 1, assumptions (D), 
(E) and the techniques of [4], the following inequality can be obtained 
S,(t) < c J” S,..,(T)/(f - T)l/Z dT, 
0 
with c dependent on the data. This inequality yields the uniform convergence 
of 6, to zero in a time interval [0, To’], To’ < T,, , such that 2c( To’)l12 < 1. 
A simpIe ab absurdo argument shows that the interval of convergence must 
necessarily coincide with [0, To]. The first part of the theorem is thus proved. 
Problem (1.1)-(1.4) with the determination s(t) of the moving boundary 
possesses one (unique) solution u(x, t). So, our aim is to prove that 
lim w,(x, t) =: 2-c ! 24,(x, t) - U(X, t)\ = 0 
k+m 
(5.17) 
uniformly in R, . 
For this purp&e, recall that in the same way (5.9) was established it can be 
found that 
I 4x, 91 < 4x, t> + Qt in ho, (5.18) 
V(X, t) being the solution of (5.10) with sl(t) replaced by s(t). Moreover, 
estimate (5.13) holds for u,(s(t), t) too (see Footnote 2 and (5.16)) and the same 
is true for CoroIlary I. 
Now, let us define 
~~(4 = minM), s(t)), zk(t) = maxbk(t), s(t)>. 
We have W&Z, t) = 0 for x > &, w&c, 0) = w,(O, t) - 0, while w,(~(t), t) 
can be estimated using Corollary 1: 
Wk(UkW? 4 < ~oEc(t) - 4)l. (5.19) 
A similar estimate is valid in the region x E (ak(t), &(c(t)). Since Z*(t) - u,(t) 
tends to zero uniformly in [O, To], the maximum principle leads to the conclusion 
that w&c, t) -+ 0 uniformly in R, . Hence the proof of the theorem. 
Once the functions U(X, l), s(tj have been found up to To, according to 
Corollary I there exists a constant Ilr, not exceeding B, , such that 
I U(G To)! d fh(s(To) - 4, (5.20) 
WTO) 3 @; (5.21) 
moreover, 
s(T,) > b - A,T, > 0. (5.22) 
Therefore, the argument can be repeated starting from t = To and taking 
s(T,) = b, and u(x, T,,) = h,( x as new “initial” data. Consequently, constants ) 
A, and Tl can be found accordingly, such that 
/ jk 1 < “h T  TO < t < Tl for any k. 
An iteration of this procedure leads to the construction of sequences (A,) and 
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{T,}. Since {Tn} is monotonically increasing, either lim T, = + GO or lim T, 
T* < + CO. It is easily seen that the latter case can not occur if {A,) is bounded 
and if lim,,,, - s(t) > 0. Assume that T* < + co and that A, < A, n = 1,2... ; 
by the arguments of Corollary 1, a constant H* can be found, dependent on 
A and on min,ct(T* s(t), such that 
I u(x, T*)l < H*(s(T*) - x), 0 < x < s(T*); 
and consequently the functions s(t), U(X, t) can be defined beyond T* as uniform 
limits of sequences {Q}, {u,}, according to Lemma 1, leading to a contradiction. 
Remark 1. The above discussion implies that s(t), U(X, t) actually can be 
constructed by means of an iterate use of the approximations described in 
Section 4 in a time interval which has finite width T* if and only if 
lim s(t) = 0 
tir’t- 
and/or lumr;up i s(t)1 = +oO. 
6. EXISTENCE OF SOLUTIONS OF PROBLEM I 
We begin by proving the following theorem of “local” existence. 
THEOREM 2. The pair (s(t), u(x, t)) dejned in Section 5 is a solution of system 
(l.l)-(1.5) in (0, T,,). 
Proof. The definition (4.3) of S,+,( ) t can be rewritten in the following form, 
recalling definition (3.1) 
UdSdt)> t) = WW4~+dth t> - J,fk+dtN 
+ P(s&)t t) - &+1(t), t>l b+,(t), 
(6.1) 
fifJc+dt) = j” V&+&-h 7) - &le(~h 41 dT. (64 
0 
The same operation which led us to (3.5) can now be performed, recalling the 
continuity of uk,%(sk(t), t) for t > 0. We obtain 
4 B(s,(t), 1) - ; lP(b, 0) 
=ss {4x, T) q(x, 7) - FAX, GUx, 7) + 4x, 411 dx d7 
Dp; 
- f” A(x, 0) k(x) dx - J* h(0,~) T(T) d7. (6.3) 
-” 0 
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Now let K tend to infinity; Eq. (3.5) is obtained. The remark at the end of 
Section 3 allows us to conclude that the pair (s(t), U(X, t)) is such that S(t) 
is continuous for t > 0 and that Condition (1.5) is fulfilled. 
Since all conditions required in Definition 1 are verified by s(t), u(x, t) (con- 
tinuity requirements for U(X, t) follow directly by the same properties of all 
u,(x, t)), the theorem is proved. 
At this point it is easy to check that the same argument can be repeated until 
the time T* defined in Section 5. Therefore, we can conclude our analysis by 
THEOREM 3. Problem I is solved by the triple (T*, s(t), U(X, t)). 
Examples in which T* < +a, i.e., cases in which Problem I does not 
possess olution in the large, have been examined in [34]. It is noteworthy that 
our method actually provides the proof of the existence theorem until the time 
r”. For a more precise investigation of cases in which T* < fco, see 
Theorem 8, Section 10. 
7. EXISTENCE OF SOLUTIONS OF PROBLEM II 
The existence of solutions of Problem II can be proved following a procedure 
similar to the one used in Sections 4, 5, and 6 for Problem I. 
Sequences of approximating solutions are constructed, in this case, according 
to (4.1), (4.2), and (4.3), w h ere the condition ~~(0, t) = y(t) is to be replaced by 
Q?(O> t) = g(u,(O, t), t), 0 < t < Ttk’. (7.1) 
Existence and uniqueness of each +(x, t) follow, in the assumptions listed in 
Section 2, from the arguments of [14]. M oreover, in the same hypotheses one has 
I u,(x, T>1 < u,(t), (x, T) E p, 0 < t < T('), 
(7.2) 
i g(q@, T), 7); G go(t), 0<7<t, 0 < t < Tck) 
independently of K, where u,(t), g&t) are nondecreasing functions. Consequently, 
Lemma 1 is still valid with the following modifications: Define vl(x, t) replacing 
in (5.10) condition v,(O, t) = Hb by ~$0, t) = -g,,(t). 
Since Wr*(x, t) satisfies (5.11) with the third condition replaced by 
(5.12) is still valid with this definition of v1 . 
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The expression of ozJsc(t), t) is [15] 
%&z(t), 4 = - 2fi’j” @s,(t), t; 590) dT 
0 
+ 2 j t go(T) N&(t), c 0, 4 dT 
0 
- 2Q jot W,(t), c SJ(T), T) dT 
+ 2 s,’ ~&t(t~~ 6 Wr 4 it,,@&, 4 d7. 
Now, owing to the monotonicity of go(t), the procedures of Section 5 can be 
used to find a pair of constants A^, , p,, , such that b - aoF,, > 0 and the 
following inequality is valid: 
I vt,&(t), t)l < 2(H + [6”~“/(2~‘~2e3~2)]g0(~o)(b-~o~o)-2i;, + 2Q( ~o/+2) 
+ 7~-‘/~[lf~/2 + (i/e)@ - kfo~o)-l] 1’ (t-~)-~/~ v~,~(s~(T),T) dT, 
0 < t < To. (7.3) 
Thus, the proof of Lemma 1 is easily obtained; Corollary 1 is an immediate 
consequence. 
Hence, Theorem 1 can be proved in the same way; function s(t) can be 
obtained as the uniform limit of (s&(t)} and 2;(~, t) is obtained as the solution of 
(l.l), (1.2), (1.3), and (1.4) with this choice of s”. 
The uniform convergence of {z+} to ti in fi = [0, PO] x [0, b + ~,~s] is 
then proved by essentiahy the same arguments. 
The remarks at the end of Section 5 about continuation of the time interval 
of existence of the pair ($, ii) can be repeated without change. 
The proof of Theorem 2 in this case is based upon the reformulation (3.6) of 
the free-boundary condition (1.5). For the approximating solutions (sic , z+), this 
technique leads to the relationship 
(7.4) 
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Taking the limit of (7.4) as k + co, (3.6) is obtained owing to the uniform 
convergence of sk to s” and of uk to zi and to the continuity assumptions on 
A, A, , P, and g. 
The procedure followed in Section 6 finally leads to the following. 
THEOREM 4. Problem II is solved by the triple ( f’*, f ,  ii). 
8. CONTINUOUS DEPENDENCE OF THE SOLUTIONS OF PROBLEMS I AND II ON THE 
COEFFICIENTS AND ON THE DATA. UNIQUENESS 
In the preceding sections we proved that Problems I and II possess solutions 
having a free-boundary s(t) which is Lipschitz continuous in any closed interval 
contained in [0, T*). Now we want to show that the solutions belonging to this 
class, which will be denoted by 9, , depend continuously on the data and the 
coefficients. Uniqueness in the class Y0 will be an immediate consequence. 
First, consider the case of Problem I. 
Let (si , ul), (sa , uz) E 9s be two solutions of (1 .l)-(1.5) in the same time 
interval (0, T) corresponding to two sets of coefficients and data, which we shall 
denote by p&c, t), &(x, t), pi(x, t),fi(x, t), vi(t), hi(x), bi > 0, with i = 1, 2 
respectively. We are supposing that T < Ti*, i - 1, 2, i.e., that constants a, 
S, S’ exist such that 
0 < a < Q(f) -< s, I i,(t)1 < s’, O<t<T,i=1,2. (8.1) 
Assuming that (I~(x, t) are continuous and thatf<(x, t) E C2J in the closure of 
the respective domains 
D,,, = {(x, t): 0 < x < si(t), 0 -==c t < T), i= 1,2, 
we can redefine the functions ui and qi , pi , va , hi in the way described in 
Section 2, in order to set fi = f2 = 0. 
The functions pi(x, t) will also be assumed to be continuous in Ds,T . The 
symbols Q, M will denote upper bounds of / pi 1, 1 pli 1 in & respectively. 
Concerning the functions X,(x, t), we shall suppose that they belong to CIJ in 
Dti.T and that 
0 < A’ < I Xi(X, q < A”, 
I h.t(X, t>l G X9 
Next, we need 
I xi.cz(x, t)l < k 
(x, t) E Ddet, i = 1, 2. 
(8.2) 
1 p&x’, t) - &x”,t)j < M’ 1 x’ - x” /, for (x’, t), (x’, t) E Dgi,=, i = 1,2. (8.3) 
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Moreover, the data ad(t), hi( x are supposed to satisfy assumptions (C,), (F), ) 
and a constant H is defined such that 
i h(x)1 < H(h - 4, 0 < x <b,, i= 1,2, 
(8.4) 
; dt)! < Hmin (4 , U, O<t&T, i= 1,2. 
Finally, we set 
Ah = j 
minlb,,b,) 
I h,(x) - h,(x)l dx> 
0 
Aq= ST 
SI I !?dx, t> - qz(Jc, t)l dx dt, 0 0 
A/\ = sup 
s ’ i Ux, 1) - &(x, t>l dx, ostsr 0 
A@‘X = I T 1 h&O, t) - h,(O, t)] dt, 0 
Ah, = ’ T / 
1.c h,,,(x, 1) - h,,,(x, t)] dx dt, 0 0 
A/L = ,p-: I PI@, t) - P&T t). 
‘WST 
We can now state the following theorem: 
THEOREM 5. Under the assumptions listed above, for any pair of solutions in 
the class Y. a constant N can be found such that 
oyf$$T i 44 - %(t)l . . 
(8.5) 
< N(Aq + A/l + A’O’X + AX, T ’ 4 + 4 + 4 3 Ah + I b, - b, I). 
The coltstant N depends on the bounds of q, /1, h, , )It , TV, p, h and on the constants 
a, S, S’, M’, H in (8.1), (8.3), (8.4). 
Proof. Let us define 
u(t) = n-W,(t), s,(t)], O<t<T, 
-T> = maxh(t), s&)1, O<t<T, 
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D,” = {(x, 7): 0 < x < U(T), 0 < 7 < t}, O<t<T, 
D,” = {(L-C, 7): U(T) < x < Z(T), 0 < T < t}, O<t<T, 
V) = I G(t) - s,(t)l, 
i(t) = 1, if s&> 2 s2(t), 
= 2, if sl(t) < s2(t). 
Starting from (3.5) it is easy to get 
t b42Mt)P t) - ~22(s2(t), 01 
+ [“%(% 7) - A,(? T)] 42(X, 7)) dx dT 
- 
IS [%(X, T> - f42h 7)1@2,,(x, 7) + fl2,& T>> dx dT D,t 
+ jf”) A,@> Wdx, t> - ~2(x, 91 dx 
+ Loft’ [4(x, t) - /I,@, 41 QG t) dx 
+ Lt ~&I(T), T)&k(S~(T), T, - A2.~(s2b), T)] 
63.6) 
- [&I(T), 7) - ~z(s269, T)]> d7 
+ lt [b(dT), T> - A2(S2(7>, 41[A2,7(s2(T>, 7) - P2(s2(7), T)] d7 
- I”“’ /I,(x, O)[h,(x) - h2(x)] dx - j”‘“’ [Al(x, 0) - A,(x, 0)] h,(x) dx 
0 0 
- (-I)i jztt’ L&(X, t) ui(x, t) dx + (--I )j(‘) j”‘“’ Aj(x, 0) hj(x) dx, 
o(t) a(O) 
where the functions L&(X, t), A2(x, t) are defined according to (3.1). 
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In order to get (8.5) from (8.6), use will be made of the following.estimates, 
which can be obtained very easily: 
I ui(x, t)l < Hmax(b, , 6,) + QT = U, , (6 t) E Q.*; (8.7) 
I 4(x, t)I d X”x, (x, t) E QT ) i = 1, 2; (8-W 
I 4(%(49 41 3 A’% O<t<T, i = 1,2; (8.9) 
I 4x7 t> - A,(% 91 < 4 O<x<S,O<t<T; (8.10) 
I 4W), 0 - 4m t)i 2 qe, 0 < t < T, i = 1,2; (8.11) 
i 4(& ,O) - A@, , O)l < A” I b, - b, I, i = 1,2; (8.12) 
I 4.m f 4, I 6 x + As, (X,t)E&‘,i=1,2; (8.13) 
s t / L&(X, T) - L&~(x, T)] dT < AX,, 0 < x < S, 0 < t < T; (8.14) n 
mes DT* < ST, mes Ds6 = 
s 
t S(T) dr. (8.15) 
0 
Let use denote by 3 the right-hand side of equality (8.6). Taking into account 
(8.8~(8.12), and adding and subtracting proper terms in (8.6) we get 
S(t) < a-‘(Ay(Ah + j 9 I). (8.16) 
Now, using all of the above inequalities, it is easy to estimate many of the 
terms in 9 in the form of the right-hand side of (8.5). 
Thus, we are led to the following inequality: 
(8.17) 
+ (A + AS) j-j I ul(x, T) - u&, T)I dx dr 
Dt* 
x I 4x, t) - z12b, 0 dx 
+ A”(2kS + SM’ + M} lt a(7) dr 
+ {h”SQ + &(A + As)> l,t S(T) dT 
+ x”S s”“’ 1 u,(x, t)l dx, 
o(b) 
where IV1 is a constant dependent upon all of the quantities (but s’) on which 
N is to depend. 
Let us estimate the integrals in (8.17) containing the difference u1 - u2 . We 
shall utilize some arguments of [4]. 
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First of all, remark that a constant a can be determined in terms of Q, H, Q, 
S, s’, T such that 
I dJ(t), t) - U,(4), t)l = I 4+), t)l d mq. 
This follows from the estimate 
(8.18) 
I %(X, 91 < w%(t) - 4 0 < x < dt), 0 < t < T, i = 1,2, (8.19) 
which can be obtained by means of the techniques we used in the proofs of 
Lemma 1 and Corollary 1. 
Next remark that ) ur - u2 ) is dominated in D,* by the sum of the solutions 
of the following problems. 
(1) L?Vr = --P(c), X > 0, 0 < t < T; W&P 0) = I W) - h,@)l, 
x 2 0; ~I@, t) = I dt) - yz(t)l, 0 < t < T; (set hi(x) = 0 for x > 6,) 
where, for any fixed E > 0, PtE) coincides with j or - qz / for 0 < x < S, 
0 < t < T, PtE) = 0 for x > S + E and is defined in S < x < S + E such that 
it is a smooth function. 
(2) LW, = 0, x < u(t), 0 < t < T; W,(x, 0) = 0, x < u(0); W2(u(t), t) = 
BW), O<t<T. 
W’e are going to prove that 
’ fS t Wl(x, T) dx d7, 0 0 Iffi xWl(x, t) dx 
< N, (j- j-’ Ptc) dx d: + Ah + Ap + ) bl - b, I), 
0 0 
(8.20) 
N, depending on the same constants as Nr . 
Applying identity (3.4) to Problem (1) with the choice v = X, we get the second 
inequality in (8.20). 
Now take a smooth function n*(x) such that /l*(O) = 0, d2A*/dx2 > 1 for 
0 < x < S, d2A*/dx2 2 0 for S < x < S + E, d2A*/dx2 = 0 for x 3 S -/- E. 
Remark that .4*(x) < h*x for a suitable constant h*, essentially depending 
upon S. 
Using (3.4) with v = (1*, we get 
js ft Wl(x, T) dx d7 < jm 1’ (d2A*/dx2) Wl(x, T) dx dT 
0 0 0 0 
< N2’ ( jm j-’ Pcf) dx dt + Ah + / b, - b, 1) 
0 0 
which proves the first of inequalities (8.20). 
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Remark that the integral ~~~~P) dxdt tends to dp as E -+ 0. 
Let us turn our attention to the function Wa(x, t), which is given by 
y(t) being the solution of the Volterra integral equation 
y(t) = 2B 8(t) 
+ (4-/r)-1/2 jot y(T)(u(t) - u(T))/(t - T)~/~ exp{-[u(t) - u(T)12/4(t - T)} dT 
(8.22) 
Since o(t) has the same Lipschitz coefficient 5” as sl(t), s2(t), introducing the 
nondecreasing function. 
from (8.22) we have 
II 8 lit = o~$W1~ (8.23) 
j y(t)1 < 2B // 6 /It + S’(47r)-1/2 l’ (t - 7)-112 y(7) d7, 0 < t < T, (8.24) 
and finally, applying the already used lemma on integral inequalities of [5], 
we get 
I r(t)1 < &@, s’, T) II 6 Ilt y O<t<T. (8.25) 
Now, recalling the second inequality in (8.20) and taking the limit as E -+ 0, 
we get 
s 
o(l) 
x / ul(x, t) - u2(x, t)l dx < N&lq f LIP, + Ah + j b, - 6, 1) 
0 
I 
o(t) (8.26) 
ts W2(x, t) dx. -32 
The last integral is estimated collecting (8.21) and (8.25): 
j”‘“’ W2(x, t) dx == s”I”’ dx jot y(7) TX(x) t; U(T), 7) dT 
--‘x; 
= [“Y(T) I’(u(t), t; U(T), T)  dr < N4 jt (t - ~)-l/~ 11 6 ilr dT. 
-0 0 
Moreover, again from (8.20) 
fJ ; u1 X, T - u2(x, T)I dx dr < N&lp + dg, + Ah -+ j b, - b, ‘) - Dt’ ( ) 
W2(x, T) dx d7. (8.28) 
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Now (8.27) can be used to estimate the last integral 
fS 
/ ul(x, T) - u2(x, T)I dx dr < ST& + Ah + dqT) 
Dtf 
+ jot J::’ 
W2(x, T) dx (t7, 
and, using (8.27) 
j” j”“’ w2(x, T) dx dT < N4 jt jT (T - +1I2 11 6 IIn dT dT 
0 --m 0 0 
< N,T ,,t (t - 7)+ 11 6 /I?. dT, 
s 
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(8.30) 
where the last inequality follows from the fact that if r(t) is a nonnegative non- 
decreasing function, the integral s: (t - .)-I/’ y(T) dT is nondecreasing with 
respect to t. 
Now we need a similar estimate for the integral s$; 1 uj(x, t)l dx. If S(0) > 0, 
until the curves x = sr(t), x = s2(t) do not intersect, I z+(x, t)l is dominated for 
o(t) < x < z(t), by the sum of the solutions of the problems. 
(3) LZ, = -Q(f), - oo<x<+co,O<t<T; 
21(x, 0) = 0, --a < x < +oo, 
(4) L-27, = 0, x > o(t), 0 < t < T; Zz(x, 0) = 0, x 3 4% 
Z2(4), 4 = sw, O<t<T, 
where Q(E)(~, t) is a smooth function, equal to q for u(t) < x < Z(t), Q(e)(x, t) = 0 
for x < u(t) - E, x > Z(t) + E and Q(E) < 0 otherwise. 
The inequality 
&(X, t) < 26Q(T/?T)1/2 + o(4?7)-1/2 I’ (t - T)-‘/’ 6(T) dT 
0 
is obtained quite easily, leading to 
j”” Zl(x, t) dx < 2S(t)EQ(T/r)1/2 + !/ 6 /It Q(4a)-1/2 j” (t - ,)-lj2 // 6 11, dT. 
o(t) 0 (8.31) 
The integral Jf::; Z2(x, t) dx is overestimated by szCT1 Z2(x, t) dx for which an 
estimate like (8.27) can be obtained: 
s z(t) z2(x, t) dx < N4 1“ (t - T)-‘/’ 11 6 l/T dT. (8.32) o(t) 0 
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Identical procedures lead to the same inequalities in any interval [t’, t”] such 
that 8(t’) = 0 and s(t) > 0 for t E (t’, 1”). 
Finally, coming back to (8.17), collect all the above estimates (taking E -+ 0 
in (8.31)) and remark that 
It S(T) d7 < (T)‘i2 1’ (t - .)-1/Z I/ S !/, d7, O<t<T. 
0 0 
The following inequality is obtained: 
Since the right-hand side of (8.33) is nondecreasing with respect to t, we can 
substitute S(t) by I/ 6 IIt on the left. Thus, the already quoted lemma applies and 
Theorem 5 is proved. 
Concerning Problem II, let us assume that the data g,(y, t),gz(y, t) are 
continuous and satisfy the assumption (7s) of Section 2. Then, upper bounds 
%i , %a can be found for / ul(x, t)l, 1 zl,(x, 2)/ in D,,, , D,,, , respectively, and 
consequently, the Lipschitz constants L, , L, of g,(y, t), g,(y, t) with respect to y 
in the domains D,,, , D2,= can be determmed. 
Now, following the procedure of the proof of Theorem 5 and using the 
techniques of [ 131, an inequality like (8.5) can be obtained with Ap, replaced by 
4 = max I gl(yT t) - dy, t)l w h ere the max is taken for t E [0, T] and / y 1 < 
max( U, , Us), and with a constant N dependent upon max / gi ) and on L, , L, . 
Remark 2. If the assumptions of Theorem 3 are satisfied, the constants a, 
S, S’ (and hence N) can be estimated in terms of the data as in the proof of the 
existence theorem, since uniqueness is ensured a priori by (8.5). 
9. CASES OF UNBOUNDED COEFFICIENTS 
In this section we want to show that the boundedness assumptions (2.1), 
(2.6), and (2.7) can be weakened by assuming that they are valid only in every 
bounded subset of 0. Similarly, (2.2) will be assumed to hold in bounded 
intervals. 
Let us consider the functions qmsn (x, t) which coincide with q(x, t) in the 
rectangle 0 < x < n, 0 < t < m, and are defined out of it in such a way that 
assumptions (A) are satisfied for some constant Q = Qm,,, . 
Sequences h,,(x, 9, &Ax, 9, and (cpm(t)} are defined analogously. 
For m = 1 and each n > b, Theorem 3 (confine the analysis to Problem I, 
for sake of brevity) ensure the existence of a solution (~r,~ , U& in a time interval 
D TvJ 
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Let Tien denote the first instant in [0, 11, if it exists, in which or,% = n; 
otherwise, define T;,% = min(Tr,, , 1). 
The sequence {T;,,} is bounded by definition. Moreover, the sequence of 
solutions {(b , ul,d> can be shown to be such that s,+i = s, and u,+, = U, 
in [0, T;,J. (Notice that uniqueness of solutions is ensured by our assump- 
tions.) Hence the sequence (T;,,} is nondecreasing and has a limit Tl . In 
addition, each of the pairs (So,% , ur ,,) actually solves system (1 .l)-(1.5) with 
unmodified coefficients and data in the corresponding time interval (0, T;,,); 
a solution (s, U) of system (l.l)-(1.5) is th en defined in the interval (0, TJ by 
successive extensions. 
If Tl < 1, one of the cases recalled in Section 5 is occurring and the solution 
of Problem I does not exist beyond TL . 
If Tl = 1, sequences {~a,~}, {z+J are to be considered (n > 6) in time intervals 
[0, T,,,], defined in a similar way. 
Since s&t) = ~r,~(t) for t E [0, 11, T,,, >, 1. 
Following the above procedure, a value T2 E [l, 21 can be determined. The 
argument can be repeated indefinitely, unless it occurs in one of the cases in 
which Problem I possesses only solution in the small. 
Thus, Theorem 3 still holds under the weaker assumptions listed at the 
beginning of the present section.3 
10. COMPLEMENTARY REMARKS 
In this final section we shall first deal with the special case where the free 
boundary s(t) is nondecreasing. Such a case is particularly interesting not only 
because it is closely related to heat conduction problems with change of phase, 
but also because it plays a role in the investigation of the behavior of the free 
boundary when its derivative increases as t 4 T*. 
Furthermore, these results will be used in Part II in handling two delicate 
cases: (i) b = 0 and (ii) b > 0, h not satisfying (2.8). 
This section is concluded by a discussion on the monotone dependence of the 
free boundary upon the data and the coefficients. 
3 Note that Theorem 3 also can be proved in some cases in which q(x, t) is unbounded 
for t 4 0. If, in particular, condition (A) is replaced by: (A’)&, t) is locally HGlder 
continuous in Q (at least with respect to one of the variables) and 
I 4x> t)i G Q@> O<p<$. (9.1) 
Indeed, replace (5.9) by / ur(x, t)\ < nr(x, t) + Q,+‘/(l - p), with or satisfying 
(5.10) with the last condition replaced by ol(sl(t), t) = -Q&+/(1 - p). Accordingly, 
in estimate (5.13), the term 2Q(Z’,,/7r)‘lz is substituted by oT,P, where Q and p are known 
constants with 0 < p < 3. Lemma 1 is still valid and the proof of Theorems 1, 2, and 3 
are henceforth unchanged. 
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Throughout this section, we shall refer to Problem I only, but quite similar 
results are valid for Problem II. 
First, let us prove the following 
THEOREM 7. Let (T*, s(t), u(x, t)) b e a solution to Problem I with b > 0, and 
suppose that (A), (II), (Cl), (D), (E), (F) hold. Then, if the function s(t) is non- 
decreasing in (0, T”), it is T* = foe. 
Proof. We shall confine ourselves to the case A < 0. 
Suppose the theorem is false, i.e., T* < +oo and s(t) is nondecreasing in 
(0, T*), and compare the function u(x, t) with 
w(x, f) = C(s(t) - x)(26 + x ~ s(t)) (10.1) 
in the domain A = {(x, t): s(t) - b < .T: < s(t), 0 < t < T*}, 
C = max(Q/2, H/b + QT*/b?}. (10.2) 
We have 
LW = -2C{1 + S(t)@ - s(t) -?- 0)) -( -0, (.x, t) E A, (10.3) 
owing to (10.2) and to the monotonicity of s(t). 
Furthermore, 
w(s(t), t) = 0, (10.4) 
w(x, 0) = C(b + x)(b - x) > H(b - x), (10.5) 
w(s(t) - 6, t) = Cb2 > Hb f  QT* > u(s(t) - 6, t), (10.6) 
where the last inequality is an immediate consequence of the maximum principle. 
From (10.3)-(10.6) we deduce that w(x, t) >, u(x, t) in A. In the same way it can 
be shown that U(X, t) 3 -w(x, t) in A. 
In particular 
: u(x, T*)i < w(.x, T*), s(T*) - b .< s -< s(T*). (10.7) 
S’ , mce 
and 
0 < W(X, t) < 2bC(s(T*) - x) in d 
SLX~ i u(.T, t)i :T w(s(T*) - b, T*), 
we can conclude that 
: u(x, T”)’ ::I 2bC(s( T*) x), 0 : .: s :; s(T”). (10.8) 
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From (10.8) we deduce that the solution of (I .l)-(1.5) can be continued over 
a larger time interval and this conclusion is not consistent with the definition 
of T*. 
COROLLARY 2. If it is assumed that 
h <o, 9J 3 0, h 30, p ‘2 0, q<o (10.9) 
in a time interval (0,0)for some 8 < + CO, and if (A), (B), (C,), (D), (E), (F) are 
valid and b > 0, then a solution to Problem I exists with T* > 0. Moreover, a 
constant 2 can be determined in terms of the data, such that 
0 < i(t) < A, o<tee. (10.10) 
Proof. Assumptions (A)-(F) ensure the existence of a solution (T*, s(t), u(x, t)) 
with some T* > 0. But as a consequence of (10.9) it is u(x, t) > 0 in D,, and 
i(t) 3 0 for 0 < t < T*. Therefore, supposing T* < 8 contradicts Theorem 7. 
The second inequality in (10.10) holds with 
2 = (max(Qb, 2H + 2Qe/b) + M}/A,, , (10.11) 
as can be shown be means of the arguments used in the proof of Theorem 7. 
Remark 3. This corollary includes the well-known results about the exis- 
tence in the large of solutions to the ordinary Stefan problem. Obviously, 
Corollary 2 remains valid if all the inequalities in (10.9) are reversed. 
The comparison technique developed in the proof of Theorem 7 allows us to 
perform a deeper investigation into the behavior of the free boundary in the case 
T* < + co, lim inft+r*- s(t) > 0. We are going to prove the following result, 
which contains Theorem 7 as a special case. 
THEOREM 8. Under the assumptions of Theorem 3, if T* < +CO and 
lim inf,,,,- s(t) > 0, then 
hm@fnf(t) = --co. (10.12) 
Proof. Recalling Remark 1 (Section 5), in order to prove (10.12) it suffices to 
rule out the case 
liEr;up S(t) = +m, lmljnf”(t) > -co. (10.13) 
Let (10.13) be valid and suppose that lim inf,,,,- S(t) > 0. Then there exists 
an interval (to , T*) in which S(t) > 0. 
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we recall from Section 5 that a constant Ho can be found such that / 11(x, t,,)/ .<{ 
H,,(b, - x), where b, = s(t,J. 
Consequently, by the arguments used in the proof of Theorem 7, it can be 
seen that in the domain d, = {(x, t):s(t) - b, < x < s(t), to < t < T*) it is 
[ U(X, t)[ < C&s(t) - x)(%~ + x - s(t)), with C, = max{Q/2, Ho/b0 + QT*/6,2). 
Therefore, we reach the conclusion j z+(s(t), t)l < 26C,, , which implies 1 i(t) I 6: 
(2&C, + M)j& for to < t < T*, and thus, contradicts (10.13). 
Now assume that lim inf,,,,- S(t) == -A” < 0. Then an interval (to , T*) can 
be determined in which S(t) > ---Be, where B* > A*. 
In this time interval, consider the transformation 
I = x + B”(t - t,), 7 = t - 1, , “(T) = s(7 + to) + B*T 
qt, 7) = u(6 - B*T, T- + qJ, m T) = Q(I - B*T, 7 + to). 
The function u([, T) is such that 
iiEf - B*q - iiT = q(& r), B*T < 5 < S(T), 0 < T < T* - to, (10.14) 
f+(T), 7) = 0 (10.16) 
45 7) < Hb + QT*, B*r < 5 < S(T), 0 < T < T* - t, . 
(10.17) 
Let us compare ti(&, T) with 
w(& T) = c(+) - 5)(26 + 5 - j(T)) (10.18) 
in the domain 8* = {(f, T): i(T) - 6 < 5 < s(T), 0 < 7 < T* - t,), where 
6 = min{min,os,sr,t s(t), 1/(2B*)}, and 
ci = max{Q, H&, (Hb + QT*)/r;“). (10.19) 
It can be verified that E(t, T) < ei~(f, 7) in d*. As a consequence, / Z?&(T), r)/ = 
/ u~(s(~), t)j < 2Cb and a contradiction to (10.13) is reached again. This completes 
the proof of Theorem 8. 
Now we want to show that, in some cases, the monotone dependence of the 
free boundary on the data and the coefficients can be established. 
Let (Tl*,sl ,uJ and (T2*, s2, 2 u ) be two solutions of Problem I corre- 
sponding to two sets of coefficients and data qi , & , pi , pli , hi , bi with i = 1, 2. 
With no loss of generality we shall assume X, , h, < 0. 
In fact, if X > 0 in Problem I and (T*, S, U) is a solution, the triple (T”, 
s, -u) solves the problem having the opposite data and coefficients. 
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Now, suppose that 
62 > 6, , (10.20) 
h, 3 h, , 92 3 v11 q2 G 41, (10.21) 
t42 2 CL1 7 (10.22) 
@2(% 4 3 0. (10.23) 
The following result holds. 
THEOREM 9. Under the asszlmptions (10.20)-(10.23), it is 
3(t) < s2($ 0 < t < F = min(T,*, T,*) 
in one of the following cases: 
(i) Xl = X2 < 0, 
(ii) sl(t) OY s2(t) nondecreasing, 4 < A2 < 0, 
(iii) sl(t) or s2(t) nonincreasing, h, < Al < 0. 
If, instead of (10.22) it is 
(10.24) 
Pll~l 2 P2P2 9 (10.22’) 
then (10.24) holds in one of the following cases: 
(iv) Al < A2 < 0, 
(4 %(X9 t) < 0, h, , h, < 0. 
Proof. Since b, > 4, if (10.24) is false, let t‘ denote the first instant for 
which si(i) = ss(t). In the region 0 <x <s,(t), 0 < t < i, the difference 
u2(x, t) - ui(x, t) is positive because of (10.21) and (10.23), except for the 
trivial case ur = us = 0 in which (10.24) follows immediately from (10.20). 
Therefore, at the point (s,(l), i) it attains its minimum; hence, by the Vyborny- 
Friedman theorem [22, p. 491 
u,,&,V), 0 - Qc(Sl(f), 0 < 0. 
Take into account (1.5); from (10.25) one gets 
A&, i) S,(i) + p&, i) < Al@, i) S,(i) + p&, i) 
(we set S = sl(t‘) = ss(t)). 
Dividing (10.26) by A,($, f), we get 
S,(f) > Pl(% q/h,@, f)l4(f) + [PI@, i) - P2(3, f)l/h,(f, f), 
(10.25) 
(10.26) 
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from which (10.24) follows in cases (i), (ii), and (iii) under the respective 
monotonicity assumptions on s1 
Dividing (10.26) by A,@, t), the inequality 
is obtained, which proves (10.24) . m cases (ii) and (iii) under the respective 
assumptions on s, . 
In order to prove (10.24) in cases (iv) and (v), note that (10.22’) implies 
iI - S,(i) < ul,&, t)/x,(s, t) - uz,&, q/h&, t>. (10.27) 
From (I 0.27) it follows S,(t) - S,(t) < 0; in case (iv) from (10.25) and assump- 
tion A1 < A, < 0; in case (v) because of the assumptions on the signs of U, , 
ua , A1 , A,. Hence the theorem. 
Remark 4. For proving a monotone dependence result in the case b, = b, , 
the assumptions ensuring existence and continuous dependence are to be 
satisfied; then problems with s;“(O) = b, + 6 (8 > 0) can be studied and the 
case s,(O) = b, = 6, can be considered as a limit case for 8 -+ 0. 
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