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Zada´n´ı pra´ce
1. Prostudujte principy a architektury prˇipojova´n´ı vestaveˇny´ch syste´mu˚ k Internetu.
2. Navrhneˇte architekturu prˇipojen´ı kompatibiln´ı se standardem IEEE 1451.1.
3. S vyuzˇit´ım vy´vojove´ho prostrˇedku Ubicom resp. jeho obdoby navrhneˇte a implemen-
tujte prototyp programove´ho vybaven´ı komunikace vestaveˇne´ho syste´mu s rozhran´ım
podle IEEE 1451.1 prˇ´ımo prˇipojeny´m na Intranet/Ethernet. Toto programove´ vy-
baven´ı bude sesta´vat z prototyp˚u klienta a WWW serveru s applety v jazyce Java
a z programove´ho vybaven´ı uzlu Ubicom (resp. jeho obdoby) v jazyce C/C++.
4. Programove´ vybaven´ı oveˇrˇte na modelove´ aplikaci.
5. Zhodnot’te dosazˇene´ vy´sledky a navrhneˇte mozˇne´ pokracˇova´n´ı projektu.
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Abstrakt
Pra´ce zkouma´ mozˇnosti prˇipojova´n´ı vestaveˇny´ch syste´mu˚ k intranetu. Bere v u´vahu mozˇne´
technologie a prostrˇedky pouzˇitelne´ k rˇ´ızen´ı a sbeˇru dat vzda´leny´ch senzor˚u. Zaby´va´ se
mozˇnostmi standardu IEEE 1451.1, ktery´ definuje abstraktn´ı rozhran´ı prˇevodn´ıku pro
prˇipojova´n´ı cˇidel k s´ıt´ım, anizˇ by specifikoval konkre´tn´ı implementaci komunikace mezi
teˇmito entitami. Da´le pra´ce pokry´va´ na´vrh a implementaci syste´mu zalozˇene´ho na ar-
chitekturˇe popsane´ standardem IEEE 1451.1.
Abstract
This thesis studies possibilities of connecting embedded systems to intranet. Available tech-
nologies and resources usable for control and capturing of data on remote sensors are con-
sidered. It goes into IEEE 1451.1 standard, which defines abstract interface of transducer
for sensors connecting, while avoiding specification of concrete implementation of commu-
nication between these entities. Design and implementation of application with architecture
based on IEEE 1451.1 standard takes also place in this thesis.
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Kapitola 1
U´vod
Vestaveˇne´ syste´my se staly soucˇa´st´ı kazˇdodenn´ıho lidske´ho zˇivota, lze je nale´zt ve vsˇech
odveˇtv´ıch lidske´ cˇinnosti. Stejneˇ tak se do lidske´ho prostrˇed´ı prosadil Internet, slouzˇ´ıc´ı jako
takrˇka neomezeny´ komunikacˇn´ı a informacˇn´ı na´stroj. Nen´ı teˇzˇke´ prˇedstavit si mozˇnosti,
ktere´ nab´ız´ı spojen´ı technologi´ı Internetu a vestaveˇny´ch syste´mu˚. Usnadneˇn´ı pra´ce, komu-
nikace a informacˇn´ı hodnota takove´ho sloucˇen´ı je jisteˇ prˇ´ınosna´.
Mozˇnost ovla´dat zarˇ´ızen´ı ve vy´robn´ı hale, monitorova´n´ı stavu ventil˚u v rozsa´hle´m kom-
plexu nebo zapisova´n´ı u´daj˚u z meˇrˇ´ıc´ıch cˇidel v laboratorˇ´ıch – to vsˇe jisteˇ vyzˇaduje da´vku
u´sil´ı a vynalozˇen´ı nezbytne´ energie. Procˇ tedy tyto cˇinnosti nezjednodusˇit a pro cˇloveˇka je
nezprˇ´ıjemnit. Pra´veˇ k tomuto u´cˇelu lze vyuzˇ´ıt vestaveˇne´ syste´my a Internet nebo Intranet.
Pracovn´ık, drˇ´ıve nuceny´ absolvovat zdlouhave´ obch˚uzky nebo zapisovat mnozˇstv´ı u´daj˚u tak
mu˚zˇe na vsˇe pouze dohl´ızˇet z tepla kancela´rˇe. Vesˇkerou tuto cˇinnost za neˇj mu˚zˇe obstarat
vhodna´ kombinace hardwaru a softwaru.
Protozˇe si ale lze spojen´ı ”vhodna´ kombinace” vysveˇtlit r˚uzneˇ, vznikaj´ı cˇasto vza´jemneˇ
odliˇsne´ realizace teˇchto syste´mu˚ a jejich cˇa´st´ı. Jednotliv´ı vy´robci vyra´b´ı nejr˚uzneˇjˇs´ı cˇidla,
senzory a akcˇn´ı cˇleny a pouzˇ´ıvaj´ı prˇi tom vlastn´ı specifikace rozhran´ı, pracovn´ıch podmı´nek
apod. Stejneˇ tak vznikaj´ı rozd´ıly v oblasti softwaru pro tyto syste´my.
Aby bylo mozˇne´ pohodlneˇji sestavovat rˇ´ıd´ıc´ı a kontroln´ı syste´my s vyuzˇit´ım libovolne´ho
softwaru a kombinac´ı hardwaru, vznikl standard IEEE 1451. Jeho c´ılem je sjednotit ap-
likacˇn´ı rozhran´ı a zave´st za´kladn´ı bloky pro zvy´sˇen´ı kompatibility jednotlivy´ch cˇa´st´ı syste´mu,
s ohledem na snadnou u´drzˇbu a rozsˇiˇritelnost.
Prˇedmeˇtem te´to pra´ce je navrhnout a implementovat architekturu postavenou na stan-
dardu IEEE 1451.1, ktera´ umozˇn´ı prˇipojen´ı vestaveˇne´ho syste´mu na komunikacˇn´ı s´ıt’ Ether-
net a t´ım zprˇ´ıstupnit ovla´da´n´ı a data vestaveˇne´ho syste´mu v ra´mci Internetu resp. Intranetu.
Do problematiky vestaveˇny´ch syste´mu uvede cˇtena´rˇe kapitola 2, kde jsou vysveˇtleny
za´kladn´ı pojmy a rysy vestaveˇny´ch syste´mu˚, pocˇ´ıtacˇovy´ch s´ıt´ı a prˇenosovy´ch technologi´ı.
V kapitole 3 je prˇedstavena architektura prˇevodn´ıku jako vestaveˇne´ho syste´mu a mozˇne´
metody prˇipojen´ı prˇevodn´ık˚u a vestaveˇny´ch syste´mu˚ obecneˇ do s´ıteˇ Internet. Kapitola 4 se
zaby´va´ prˇibl´ızˇen´ım a rozborem standardu IEEE 1451 a je charakterizova´n pojem chytry´
senzor. Da´le jsou v te´to kapitole uvedeny architektury komunikacˇn´ıch syste´mu˚ standardu
IEEE 1451.1 a prˇibl´ızˇen´ı implementace tohoto standardu. Na´vrh prˇipojen´ı vestaveˇne´ho
syste´mu k intranetu, tedy hlavn´ı prˇedmeˇt te´to pra´ce, je rozebra´n v kapitole 5. Kapitola
6 popisuje detaily implementace navrzˇene´ho syste´mu na zadany´ch platforma´ch. V za´veˇru
pra´ce (kap. 7) jsou shrnuty dosazˇene´ vy´sledky a mozˇne´ pokracˇova´n´ı diplomove´ pra´ce.
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Kapitola 2
Prˇibl´ızˇen´ı problematiky
V na´sleduj´ıc´ıch podkapitola´ch jsou vysveˇtleny za´kladn´ı pojmy, ty´kaj´ıc´ı se te´matiky pra´ce.
2.1 Vestaveˇne´ syste´my
Vestaveˇny´ syste´m je pocˇ´ıtacˇovy´ syste´m, navrzˇeny´ pro rˇ´ızen´ı jedne´ nebo neˇkolika ma´lo
specificky´ch u´loh. Cˇasto se jedna´ o soucˇa´st jine´ho, robustneˇjˇs´ıho syste´mu, at’ uzˇ z hlediska
hardwaru nebo softwaru. Protozˇe je vestaveˇny´ syste´m navrhova´n pro prˇesneˇ definovanou
sadu u´loh, je mozˇne´ prova´deˇt mnozˇstv´ı optimalizac´ı, ktere´ umozˇnˇuj´ı sn´ızˇit cenu syste´mu
a zmensˇit jeho rozmeˇry a naopak zvy´sˇit spolehlivost a vy´konnost. Je-li nav´ıc vestaveˇny´
syste´m vyra´beˇn ve velky´ch se´ri´ıch, zvysˇuje se i jeho ekonomicky´ vy´znam pro vy´robce [13].
Vestaveˇne´ syste´my nasˇly uplatneˇn´ı ve vsˇech oblastech lidske´ cˇinnosti. Lze je naj´ıt v do-
pravn´ıch prostrˇedc´ıch, spotrˇebn´ı elektronice, medic´ıneˇ, potravina´rˇske´m pr˚umyslu atd. Jako
vestaveˇny´ syste´m lze oznacˇit ABS syste´m v automobilech, MP3 prˇehra´vacˇ, syste´m pro rˇ´ızen´ı
sveˇtelny´ch krˇizˇovatek nebo kontroln´ı syste´m vy´robn´ı linky apod. Slozˇitost teˇchto syste´mu˚
je r˚uzna´, od nejjednodusˇsˇ´ıch jednocˇipovy´ch zarˇ´ızen´ı po velmi slozˇite´ sestavy s neˇkolika
mikrokontrole´ry a periferiemi v jednom celku.
Oproti osobn´ım pocˇ´ıtacˇ˚um maj´ı vestaveˇne´ syste´my dalˇs´ı typicke´ vlastnosti:
• mohou pracovat v rea´lne´m cˇase – tzn. je definova´na nejhorsˇ´ı mozˇna´ doba odezvy
syste´mu na vy´skyt urcˇite´ uda´losti.
• vysˇsˇ´ı na´roky na bezpecˇnost (existence za´lozˇn´ıch syste´mu˚, automaticke´ zotaven´ı, pat-
rˇicˇna´ indikace chybove´ho stavu)
• zajiˇsteˇn´ı odolnosti na okoln´ı vlivy (pra´ce v extre´mn´ıch klimaticky´ch podmı´nka´ch,
odolnost proti rusˇen´ı a za´rovenˇ zabra´neˇn´ı neu´myslne´ho ovlivnˇova´n´ı okol´ı)
Obecneˇ nelze pojem vestaveˇny´ syste´m prˇesneˇ definovat. Kazˇde´ zarˇ´ızen´ı je mozˇne´ zkou-
mat z neˇkolika hledisek, prˇicˇemzˇ ne vsˇechna mus´ı zcela zapadat do uvedene´ formulace ves-
taveˇne´ho syste´mu. Prˇ´ıkladem mohou by´t soucˇasne´ mobiln´ı telefony, jejichzˇ za´kladn´ı funkce
mohou by´t rozsˇiˇrova´ny instalac´ı novy´ch aplikac´ı na softwarove´ u´rovni.
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2.1.1 Distribuovane´ vestaveˇne´ syste´my
V mnoha situac´ıch je zˇa´douc´ı, aby vestaveˇne´ syste´my komunikovaly s dalˇs´ımy syste´my ve
sve´m okol´ı. Mu˚zˇe se jednat naprˇ. o nejr˚uzneˇjˇs´ı kontroln´ı termina´ly, kde je zobrazova´n souhrn
meˇrˇen´ı neˇkolika cˇidel nebo analy´zy jiny´ch syste´mu˚.
Toto rˇesˇen´ı prˇina´sˇ´ı rˇadu vy´hod, zejme´na:
• jednodusˇsˇ´ı u´drzˇba a rozsˇiˇritelnost
• neza´vislost jednotlivy´ch cˇa´st´ı
• modularita
• skryt´ı detail˚u konstrukce a implementace a jejich omezen´ı na rozhran´ı typu
vstup/vy´stup
Nevy´hodami takovy´ch syste´mu jsou:
• slozˇiteˇjˇs´ı instalace (je nutne´ uvazˇovat rozvody kabela´zˇe)
• synchronizace jednotlivy´ch komponent
Vestaveˇne´ syste´my spolu mohou komunikovat pomoc´ı r˚uzny´ch technologi´ı, uvedeny´ch v na´s-
leduj´ıc´ı kapitole.
2.1.2 S´ıt’ove´ komunikacˇn´ı technologie
Rozdeˇlen´ım za´teˇzˇe a zodpoveˇdnosti mezi v´ıce syste´mu˚ vyzˇaduje zajiˇsteˇn´ı spolehlive´ komu-
nikace. Nav´ıc se mu˚zˇe vyskytnout situace, kdy r˚uzne´ podsyste´my pocha´zej´ı od r˚uzny´ch
vy´robc˚u a kazˇdy´ z nich vyvynul sv˚uj syste´m v jine´m vy´vojove´m prostrˇed´ı. Vznika´ tak
nutnost sjednotit forma´t rozhran´ı poskytovany´ pro komunikaci mezi podsyste´my vza´jemneˇ
i mezi podsyste´my a hlavn´ı stanic´ı.
V soucˇasne´ dobeˇ je dostupne´ mnozˇstv´ı standard˚u a technik, jak tuto komunikaci rˇesˇit
na softwarove´ u´rovni. Uvedeny jsou nejzna´meˇjˇs´ı technologie spolu s kra´tkou specifikac´ı:
1. CORBA – mechanismus vyuzˇ´ıvaj´ıc´ı jazyk IDL ke specifikaci rozhran´ı pro prˇ´ıstup
k objekt˚um. Pomoc´ı na´stroj˚u prostrˇed´ı CORBA se z IDL definice vygeneruje mapova´-
n´ı na specificky´ programovac´ı jazyk, v neˇmzˇ je pak implementova´na potrˇebna´ funkcio-
nalita. Server tak mu˚zˇe by´t implementova´n v jine´m jazyce nezˇ klient a naopak. Komu-
nikace mezi dveˇma syste´my je zprostrˇedkova´na ORB objektem. Soucˇasna´ implemen-
tace CORBA podporuje mnozˇstv´ı programovac´ıch jazyk˚u, naprˇ. C, Java, Smalltalk,
Perl, Ruby... Prvn´ı verze CORBA 1.0 byla vyda´na v roce 1991 [8].
2. RPC – umozˇnˇuje volat vzda´lene´ funkce, implementovane´ v jine´m adresove´m pros-
toru. Programa´tor pouzˇ´ıva´ funkce jako by byly loka´ln´ı – nemus´ı se zaby´vat detaily
interakce. Rozhran´ı vzda´leny´ch metod je popsa´no pomoc´ı IDL jazyka.
3. Java RMI – programove´ rozhran´ı Javy ekvivalentn´ı RPC. Pu˚vodn´ı implementace
byla za´visla´ na JVM a umozˇnˇovala volat vzda´lene´ metody pouze mezi JVM. Noveˇjˇs´ı
implementace (Jini) vyuzˇ´ıva´ slozˇiteˇjˇs´ı architekturu, tvorˇenou klientem, serverem a vy-
hleda´vac´ı sluzˇbou. Server poskytuje sluzˇby, ktere´ jsou zaregistrovane´ ve vyhleda´vacˇi.
Klient pozˇa´da´ vyhleda´vacˇ o danou sluzˇbu a dostane se mu informace, jak se ke sluzˇbeˇ
prˇipojit.
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4. .NET Remoting – technologie firmy Microsoft, jej´ızˇ zna´meˇjˇs´ımi prˇedch˚udci byli
OLE a COM. .NET Remoting umozˇnˇuje zprˇ´ıstupnit objekt pro vzda´lena´ vola´n´ı
z jiny´ch aplikac´ı, dome´n a pocˇ´ıtacˇ˚u. Pozˇadavky na objekty jsou zprostrˇedkova´ny po-
moc´ı kana´lovy´ch objekt˚u, ktere´ zapouzdrˇuj´ı aktua´ln´ı prˇenosovy´ rezˇim, vcˇetneˇ TCP
nebo HTTP. Spra´vnou inicialiac´ı kana´l˚u lze tak prˇepnout prˇenosovy´ rezˇim na jiny´
protokol, bez nutnosti opeˇtovne´ kompilace aplikace.
5. Web Service – nejcˇasteˇji dostupny´ prostrˇednictv´ım Web API na s´ıti Internet. Komu-
nikace prob´ıha´ pomoc´ı HTTP protokolu. Zpra´vy jsou ve forma´tu XML dokumentu.
2.2 Internet
Internet je celosveˇtovy´ globa´ln´ı syste´m vza´jemneˇ propojeny´ch pocˇ´ıtacˇovy´ch s´ıt´ı, umozˇnˇuj´ıc´ı
vy´meˇnu dat mezi teˇmito s´ıteˇmi a pocˇ´ıtacˇi v nich [14]. Jednotlive´ s´ıteˇ slouzˇ´ı k r˚uzny´m u´cˇel˚um
– s´ıteˇ vzdeˇla´vac´ıch instituc´ı, vla´dn´ı s´ıteˇ – a jsou bud’ verˇejneˇ dostupne´ nebo priva´tn´ı. Inter-
net poskytuje velke´ mnozˇstv´ı informac´ı a sˇirokou sˇka´lu sluzˇeb, dostupny´ch prostrˇednictv´ım
specificky´ch protokok˚u. Internet je zalozˇen na protokolu IP 2.4.1.
Internet sa´m o sobeˇ je s´ıt´ı verˇejneˇ dostupnou. Prˇipojen´ı k internetu nab´ız´ı poskyto-
vatele´ internetu jako placenou sluzˇbu, nebo je dostupne´ prostrˇednictv´ım tzv. freepoint˚u,
poskytovany´ch meˇsty, prˇ´ıpadneˇ soukromy´mi osobami.
2.3 Intranet
Intranet je privatn´ı pocˇ´ıtacˇova´ s´ıt’, vyuzˇ´ıvaj´ıc´ı technologie internetu k bezpecˇne´mu sd´ılen´ı
informac´ı organizace mezi zameˇstnanci. Mu˚zˇe se jednat o formu intern´ıch www stra´nek,
cˇasteˇji vsˇak jde o kompletn´ı syste´m spojeny´ s pocˇ´ıtacˇovy´m syste´mem organizace. Intranet
je postaven na stejny´ch technologi´ıch jako internet. Oproti internetu poskytuje ale jen
omezeny´ nebo pevneˇ stanoveny´ rozsah sluzˇeb, mu˚zˇe poskytovat sluzˇby vlastn´ı (proprieta´ln´ı)
a vyzˇadovat r˚uzneˇ stupneˇ opra´vneˇn´ı k jejich pouzˇit´ı (dalˇs´ı srovna´n´ı v tab. 2.1).
Intranet lze take´ cha´pat jako priva´tn´ı verzi internetu, nebo jako soukrome´ rozsˇ´ıˇren´ı
internetu ve prospeˇch organizace [15].
Vlastnost Internet Intranet
sluzˇby neomezene´ specifikova´ny organizac´ı
potrˇebne´ opra´vneˇn´ı zˇa´dne´/minima´ln´ı u´daje zameˇstnance, verˇejneˇ neprˇ´ıstupne´
c´ılova´ skupina neomezena´ zameˇstnanci organizace
vyzˇadovana´ spolehlivost n´ızka´ vysoka´ (naprˇ. bankovn´ı syste´my)
kontrolovatelnost minima´ln´ı/zˇa´dna´ vysoka´ (IT expertem organizaci)
Tabulka 2.1: Srovna´n´ı vlastnost´ı internetu a intranetu [3].
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2.4 Komunikace v s´ıt´ıch
2.4.1 TCP/IP
TCP/IP model je cˇtyrˇvsrtvy´ model slouzˇ´ıc´ı ke zpracova´n´ı dalˇs´ımi normami, zaby´vaj´ıc´ımi
se propojova´n´ım a komunikac´ı mezi syste´my. Je spravova´n organizac´ı IETF a je na neˇm
zalozˇen koncept internetu. Prˇi prˇenosu informac´ı spolu pak komunikuj´ı vzˇdy odpov´ıdaj´ıc´ı
vrstvy, pomoc´ı svy´ch vlastn´ıch funkc´ı, definovany´ch standardem.
Obra´zek 2.1: Vrstvovy´ model architektury TCP/IP.
Jednotlive´ vrstvy modelu TCP/IP (obr. 2.1):
1. Aplikacˇn´ı vrstva je nejbl´ızˇe uzˇivateli. Zajiˇst’uje dostupnost informac´ı pro prˇenos,
prˇ´ıpravu dat pro prˇenos a za´kladn´ı kryptovac´ı funkce. Typicky´mi protokoly pracuj´ıc´ımi
v te´to vrstveˇ jsou aplikacˇn´ı protokoly Telnet, SNMP, FTP, SMTP a dalˇs´ı.
2. Transportn´ı vrstva je zodpoveˇdna´ za dorucˇen´ı dat od zdroje k c´ıli, neza´visle na
pouzˇite´m me´diu. Zajiˇst’uje take´ kontrolu chyb, fragmentaci a rˇ´ızen´ı toku. Data prˇijata´
z aplikacˇn´ı vrstvy zabal´ı do paketu a podle typu spojen´ı s n´ım da´le pracuje. Z pohledu
TCP/IP se rozliˇsuj´ı dva zp˚usoby komunikace mezi s´ıt’ovy´mi zarˇ´ızen´ımi:
• Spojovany´ prˇenos – vyuzˇ´ıva´ TCP pakety (viz kap. 2.4.2)
• Nespojovany´ prˇenos – pomoc´ı UDP datagramu˚ (viz kap. 2.4.3)
3. S´ıt’ova´ vrstva (take´ nazy´vana´ Internetova´) rˇesˇ´ı proble´m jak prˇene´st pakety v ra´mci
jedne´ s´ıteˇ (v ra´mci jedine´ dome´ny). Prˇ´ıkladem protokol˚u te´to vrstvy jsou protokoly
IP, ICMP, ARP, OSPF a dalˇs´ı.
4. Rozhran´ı s´ıteˇ je nejnizˇsˇ´ı vrstvou. TCP/IP model je navrzˇen jako hardwaroveˇ neza´vis-
ly´. Tato vrstva je tedy specificka´ pro kazˇdou s´ıt’ a pouzˇity´ hardware, v TCP/IP tedy
nen´ı bl´ızˇe specifikova´na. Zajiˇst’uje prˇenos dat mezi dveˇma body naprˇ. s vyuzˇit´ım
prˇekladu MAC adres u technologie Ethernet.
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2.4.2 TCP
TCP protokol je jedn´ım ze za´kladn´ıch internetovy´ch protokol˚u. Je podle neˇj pojmenova´n
i model TCP/IP, cozˇ znacˇ´ı jistou d˚ulezˇitost. Zat´ımco IP protokol tvorˇ´ı spojen´ı mezi vsˇemi
pocˇ´ıtacˇi v ra´mci Internetu, prˇes ktere´ se prˇena´sˇ´ı urcˇita´ zpra´va, TCP pracuje na vysˇsˇ´ı u´rovni
a bere v potaz pouze zdrojovy´ a c´ılovy´ pocˇ´ıtacˇ (naprˇ. web server a internetovy´ prohl´ızˇecˇ).
TCP poskytuje spolehlive´ spojen´ı a zajiˇst’uje spra´vne´ porˇad´ı prˇ´ıjmu dat mezi aplikacˇn´ımi
programy. TCP zprostrˇedkova´va´ pozˇadavky aplikacˇn´ı vrstvy IP protokolu naprˇ. t´ım, zˇe
rozdeˇluje velke´ objemy dat, ktere´ aplikace odes´ıla´ prˇ´ıjemci. Aplikace tedy mu˚zˇe zavolat
pouze jeden pozˇadavek k prˇenosu, namı´sto slozˇiteˇjˇs´ıho rozdeˇlova´n´ı dat a opakova´n´ı pozˇadav-
ku pro kazˇdy´ segment.
Vlivem neprˇ´ıznivy´ch faktor˚u, p˚usob´ıc´ıch v s´ıti, mu˚zˇe doj´ıt k zahlcen´ı nebo jine´mu
necˇekane´mu chova´n´ı a prˇena´sˇeny´ paket se ztrat´ı, nebo je dorucˇen mimo porˇad´ı. TCP je
schopny´ tyto proble´my detekovat a sa´m chyby napravovat. Doka´zˇe znovu odes´ılat ztracene´
pakety nebo prˇeusporˇa´dat pakety, ktere´ byly dorucˇeny mimo porˇad´ı. Po u´speˇsˇne´m sestaven´ı
prˇijaty´ch dat jsou tato prˇeda´na vysˇsˇ´ı vrstveˇ ke zpracova´n´ı. TCP tedy poskytuje abstrakci
nad detaily komunikace. TCP je vyuzˇ´ıva´n mnoha Internetovy´mi aplikacˇn´ımi protokoly,
naprˇ. HTTP, SMTP, FTP, SSH a neˇktery´mi multimedia´ln´ımi streamovac´ımi aplikacemi.
Prˇena´sˇena´ data jsou cˇtena jako stream neboli neprˇetrzˇity´ tok dat (nen´ı stanoveno, kde
jeden paket zacˇ´ına´ a kde koncˇ´ı).
TCP se vyuzˇ´ıva´ pro spojovanou komunikaci (tzv. handshake), kdy vys´ılac´ı strana zasˇle
zˇa´dost o nava´za´n´ı spojen´ı, prˇ´ıjemce potvrd´ı nebo odmı´tne a vys´ılac´ı strana podle odpoveˇdi
bud’ zacˇne data pos´ılat nebo se o nava´za´n´ı spojen´ı pokus´ı pozdeˇji. Po prˇenesen´ı dat docha´z´ı
k ukoncˇen´ı spojen´ı. Tato komunikace prˇed a po vlastn´ım prˇenosu zajiˇst’uje spolehliveˇjˇs´ı
sluzˇbu, na druhou stranu ale zateˇzˇuje prˇenosove´ pa´smo a docha´z´ı ke zpomalen´ı komunikace.
Dalˇs´ı spozˇdeˇn´ı vznikne, mus´ı–li se cˇekat na chybeˇj´ıc´ı pakety, ktere´ se bud’ ztratily, nebo byly
posla´ny jinou trasou a maj´ı tak veˇtsˇ´ı zpozˇdeˇn´ı. Proto je dostupny´ alternativn´ı prˇenosovy´
protokol UDP.
2.4.3 UDP
Pomoc´ı UDP mu˚zˇe aplikace poslat zpra´vy, oznacˇovane´ jako datagramy, jiny´m aplikac´ım
v s´ıti bez nutnosti ustavova´n´ı spojen´ı, tak jako tomu je u TCP protokolu.
UDP pouzˇ´ıva´ jednoduchy´ prˇenosovy´ model bez implicitn´ı hand-shake procedury pro
zajiˇsteˇn´ı spolehlivosti, spra´vne´ho porˇad´ı dorucˇova´n´ı datagramu˚ a integrity. UDP tedy posky-
tuje nespojovane´ a nespolehlive´ spojen´ı. Datagramy mohou prˇicha´zet mimo porˇad´ı, mohou
se objevovat duplika´ty nebo mohou datagramy chybeˇt a prˇ´ıjemce o tom nemus´ı veˇdet.
UDP prˇedpokla´da´, zˇe kontrola chyb a jejich opravy nejsou nutne´, nebo jsou prova´deˇny ap-
likac´ı. T´ım se znacˇneˇ uvoln´ı prˇenosove´mu pa´smu a prˇenos je ve vy´sledku rychlejˇs´ı. Aplikace
citlive´ na vcˇasnost dorucˇen´ı cˇasto pouzˇ´ıvaj´ı k prˇenosu dat pra´veˇ UDP a da´vaj´ı tak prˇednost
zahozen´ı chybne´ho datagramu prˇed jeho opeˇtovny´m ale pozdn´ım dorucˇen´ım.
Bezstavovost UDP je take´ vhodna´ pro servery, ktere´ vys´ılaj´ı male´ mnozˇstv´ı zpra´v
velke´mu pocˇtu klient˚u. UDP je tedy pouzˇito pro zajiˇsteˇn´ı broadcastu (rozesla´n´ı vsˇem
stanic´ım na s´ıti) a multicastu (rozesla´n´ı registrovany´m stanic´ım). Prˇi prˇenosu nedocha´z´ı
k potvrzova´n´ı prˇijaty´ch datagramu˚ nebo k oveˇrˇen´ı zda je prˇ´ıjemce schopny´ prˇijmout dalˇs´ı
datagram (kontrola zahlcen´ı). Data jsou odes´ıla´na a cˇtena individua´lneˇ, maj´ı tedy pevneˇ
urcˇen pocˇa´tek a konec bloku v celkove´ prˇena´sˇene´ zpra´veˇ.
Mezi beˇzˇne´ sluzˇby vyuzˇ´ıvaj´ıc´ı UDP patrˇ´ı DNS, VoIP, TFTP a dalˇs´ı.
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2.4.4 Adresace v TCP/IP
• Aplikacˇn´ı vrstva – adresace je aplikacˇneˇ specificka´ – identifikace sluzˇeb naprˇ. e-mail
adresou, www adresou, ftp serverem. Veˇtsˇinou formou URI.
• Transportn´ı vrstva – identifikace sluzˇby na konkre´tn´ım pocˇ´ıtacˇi pomoc´ı cˇ´ısla portu.
Cˇ´ıslova´n´ı port˚u je rozdeˇleno do neˇkolika skupin:
1. specificke´ sluzˇby – 1 azˇ 1023
2. registrovane´ – 1024 azˇ 49151
3. dynamicke´/priva´tn´ı – 49152 azˇ 65535
• S´ıt’ova´ vrstva – identifikace pocˇ´ıtacˇe/stroje v ra´mci s´ıteˇ nebo Internetu pomoc´ı
IP adresy. Jedna´ se o 4 bajtove´ hodnoty, cˇleneˇny podle tabulky 2.2. Mimo uvedene´
rozsahy se nav´ıc pouzˇ´ıvaj´ı specia´ln´ı adresy, naprˇ. 127.0.0.1 pro rozhran´ı loopback
a adresy ve forma´tu X.X.X.255 pro broadcast.
• Rozhran´ı s´ıteˇ – adresace prob´ıha na za´kladeˇ MAC adresy, cozˇ je 6 bajtova´ hodnota,
zapisovana´ v hexadecima´ln´ı formeˇ. Naprˇ. 00:1b:4c:22:7f:a3
Trˇ´ıda Rozsah Maska pods´ıteˇ
A 1.0.0.1 – 126.255.255.254 255.0.0.0
B 128.0.0.1 – 191.255.255.254 255.255.0.0
C 192.0.0.1 – 223.255.255.254 255.255.255.0
D 224.0.0.1 – 239.255.255.254 –
E 240.0.0.1 – 254.255.255.254 –
Tabulka 2.2: Rozsahy IPv4 adres.
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Kapitola 3
Zp˚usoby prˇipojen´ı vestaveˇny´ch
syste´mu˚ do Internetu
C´ılem te´to pra´ce je popsat a demonstrovat zp˚usoby prˇipojen´ı vestaveˇny´ch syste´mu˚ do In-
ternetu. V na´sleduj´ıc´ıch podkapitola´ch bude vysveˇtleno neˇkolik prˇ´ıstup˚u, op´ıraj´ıc´ıch se
o standard IEEE 1451 (viz kap. 4).
3.1 Prˇevodn´ıky
Prˇevodn´ık je zarˇ´ızen´ı, umozˇnˇuj´ıc´ı prˇevod z jedne´ formy informace/energie do jine´. Mezi
prˇevodn´ıky patrˇ´ı take´ senzory a akcˇn´ı cˇleny. Senzor (nebo take´ cˇidlo) je schopno prˇeve´st
urcˇitou fyzika´ln´ı velicˇinu na elektricky´ signa´l, ktery´ je mozˇne´ da´le zpracova´vat (naprˇ. meˇrˇen´ı
teploty). Akcˇn´ı cˇlen naopak pracuje v opacˇne´m smeˇru, tj. prˇeva´d´ı elektrickou informaci
naprˇ. na pra´ci (prˇ´ıkladem mu˚zˇe by´t krokovy´ motor).
Prˇevodn´ık komunikuj´ıc´ı s okol´ım pomoc´ı komunikacˇn´ı s´ıteˇ je tvorˇen mikroprocesorem,
schopny´m prˇevodu mezi elektricky´mi signa´ly senzoru cˇi akcˇn´ıho cˇlenu na signa´ly pouzˇitelne´
pro komunikaci (obecne´ sche´ma prˇevodn´ıku je na obr. 3.1). Mezi nejzna´meˇjˇs´ı komunikacˇn´ı
s´ıteˇ patrˇ´ı ProfiBus, CAN, FlexRay a DeviceNet, z nichzˇ kazˇda´ ma´ sve´ specificke´ vlastnosti,
vy´hody i nevy´hody. Soucˇa´st´ı prˇevodn´ık˚u je zpravidla i AD/DA prˇevodn´ık, zajiˇst’uj´ıc´ı prˇevod
mezi analogovy´m a digita´ln´ım signa´lem a naopak.
Do oblasti vestaveˇny´ch syste´mu˚ se v posledn´ıch letech prosadil i Ethernet a bezdra´tovy´
Ethernet. Sta´le veˇtsˇ´ı oblibeˇ se teˇsˇ´ı bezdra´tova´ komunikace mezi vestaveˇny´mi syste´my,
zalozˇena´ na opticke´m nebo ra´diove´m prˇenosu (naprˇ. IrDA, Bluetooth, ZigBee).
Prˇevodn´ık mu˚zˇe by´t realizova´n cˇisteˇ hardwaroveˇ (s pevny´m programem) nebo se mu˚zˇe
jednat o inteligentn´ı prˇevodn´ık, umozˇnˇuj´ıc´ı naprˇ. konfiguraci prˇevodu, identifikaci prˇevodn´ı-
ku, diagnostiku chyb a stavu prˇevodn´ıku apod. Inteligentn´ı prˇevodn´ık je vybaven pro-
gramovatelnou pameˇt´ı a programem, ktery´ umozˇnˇuje vy´sˇe uvedene´ funkce. Inteligentn´ı
prˇevodn´ık tak poskytuje mozˇnost ovla´da´n´ı prˇevodu ze s´ıteˇ. Ve sve´ podstateˇ tak mu˚zˇe by´t
jako prˇevodn´ık cha´pa´n i pouhy´ program v pocˇ´ıtacˇi [1].
Protozˇe neexistuje monopol na vy´robu hardware a software, docha´z´ı k produkci prˇevod-
n´ık˚u, pouzˇ´ıvaj´ıc´ıch r˚uzna´ rozhran´ı a komunikacˇn´ı protokoly. Pro prˇ´ıpad, kdy je trˇeba
prˇipojit vza´jemneˇ nekompatibiln´ı rozhran´ı prˇevodn´ık˚u, vznikl pra´veˇ standard IEEE 1451.
Jeho u´cˇelem je specifikovat mnozˇinu rys˚u a rozhran´ı – ktere´ v prˇ´ıpadeˇ, zˇe je prˇevodn´ık im-
plementuje – zajist´ı mozˇnost kompatibiln´ıho prˇipojen´ı prˇevodn´ıku s p˚uvodneˇ nesourody´m
rozhran´ım.
10
Obra´zek 3.1: Obecne´ blokove´ sche´ma prˇevodn´ıku.
3.2 Prˇ´ıme´ prˇipojen´ı
Aby bylo mozˇne´ prˇipojit prˇevodn´ık prˇ´ımo k internetu nebo intranetu, mus´ı zarˇ´ızen´ı imple-
mentovat rozhran´ı podle referencˇn´ıho modelu ISO/OSI nebo TCP/IP, nebo alesponˇ vrstvy
od fyzicke´ po transportn´ı, ktera´ poskytuje komunikaci pomoc´ı TCP nebo UDP spojen´ı.
Je take´ nutne´ prˇideˇlit zarˇ´ızen´ı jednoznacˇnou IP adresu a port, na ktere´m budou dostupne´
sluzˇby prˇevodn´ıku. Komunikace pote´ prob´ıha´ prˇ´ımo mezi klientem a prˇevodn´ıkem. Zapojen´ı
ilustruje obr. 3.2.
Obra´zek 3.2: Prˇ´ıme´ prˇipojen´ı prˇevodn´ıku k internetu.
Mezi vy´hody te´to architektury patrˇ´ı:
• rychlost komunikace (nen´ı zde zˇa´dny´ mezicˇla´nek, ktery´ sluzˇby zprostrˇedkova´va´)
• jednoduchost implementace (prˇevodn´ıky maj´ı zpravidla implementova´ny potrˇebne´
vrstvy od vy´robce, stacˇ´ı tedy nastudovat jejich API rozhran´ı)
• robustnost syste´mu (funkcˇnost implementovany´ch vrstev je zajiˇsteˇna vy´robcem)
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Nevy´hodou tohoto zp˚usobu prˇipojen´ı je prˇedevsˇ´ım ztra´ta mozˇnosti prˇizp˚usobit prˇevodn´ık
pouzˇite´ konfiguraci komunikace. Dojde–li naprˇ. ke zmeˇneˇ pouzˇite´ho sˇifrova´n´ı prˇenosove´ho
me´dia, nen´ı mozˇne´ prˇevodn´ık jednodusˇe prˇeprogramovat.
3.3 Prˇipojen´ı s vyuzˇit´ım bra´ny
Prˇipojen´ı pomoc´ı bra´ny znamena´, zˇe mezi prˇevodn´ık (v roli severu) a klienta (ktery´ zpra-
cova´va´ informace od prˇevodn´ıku) je vlozˇen mezicˇla´nek. Ten zprostrˇedkova´va´ komunikaci
mezi obeˇma prvky.
Vy´hodou prostrˇedn´ıka je mozˇnost jeho prˇeprogramova´n´ı, zmeˇn´ı–li se vlastnosti ko-
munikacˇn´ı s´ıteˇ. Mu˚zˇeme tedy doc´ılit zapouzdrˇen´ı jednotlivy´ch senzor˚u a akcˇn´ıch cˇlen˚u,
prˇipojeny´ch k prˇevodn´ıku. Je pak mozˇne´ pouzˇ´ıt jednotne´ rozhran´ı pro prˇ´ıstup k bra´neˇ,
zprostrˇedkova´vaj´ıc´ı komunikaci s neˇkolika prˇevodn´ıky, z nichzˇ kazˇdy´ mu˚zˇe s bra´nou komu-
nikovat pomoc´ı vlastn´ıho rozhran´ı.
Nevy´hodou te´to architektury je sn´ızˇen´ı rychlosti komunikace v d˚usledku zpracova´n´ı
a redistribuce dat bra´nou. Implementace bra´ny je take´ slozˇiteˇjˇs´ı, jelikozˇ je cˇasto nutne´
explicitneˇ implementovat nizˇsˇ´ı vrstvy TCP/IP nebo ISO/OSI modelu. Obt´ızˇneˇjˇs´ı je take´
testova´n´ı a je vysˇsˇ´ı pravdeˇpodobnost vy´skytu chyb.
Ilustrace zapojen´ı s vyuzˇit´ım bra´ny je na obr. 3.3.
Obra´zek 3.3: Prˇipojen´ı prˇevodn´ıku k internetu pomoc´ı bra´ny.
3.3.1 Bra´na zastupuj´ıc´ı prˇevodn´ık
Bra´na v tomto zapojen´ı prˇedstavuje za´stupce dane´ho prˇevodn´ıku. Klient, vyzˇaduj´ıc´ı infor-
mace nebo pos´ılaj´ıc´ı prˇ´ıkazy prˇevodn´ıku, nemus´ı v˚ubec tusˇit zˇe pracuje s prostrˇedn´ıkem.
Bra´na se totizˇ chova´ jako plnohodnotny´ prˇevod´ık a vesˇkere´ pozˇadavky prˇizp˚usob´ı a prˇesmeˇ-
ruje na konkre´tn´ı prˇevodn´ık. Ten mu˚zˇe by´t k bra´neˇ prˇipojen pomoc´ı libovolne´ho protokolu
nebo me´dia (naprˇ. RS232, IIC, IrDA...). Odpoveˇd’ od prˇevodn´ıku pak bra´na prˇeda´ klientovi,
jako by ji prˇeda´val samotny´ prˇevodn´ık prˇ´ımo. Bra´na pracuje zpravidla v aplikacˇn´ı vrstveˇ,
vy´jimecˇneˇ ve vrstva´ch nizˇsˇ´ıch.
Tato architektura najde uplatneˇn´ı v situac´ıch, kdy je prˇevodn´ık jizˇ prˇipojen k jine´ s´ıti,
ale je vyzˇadova´no jeho zprˇ´ıstupneˇn´ı z Internetu.
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3.3.2 Bra´na zastupuj´ıc´ı klienta
V tomto prˇ´ıpadeˇ bra´na nezastupuje jednotlive´ prˇevodn´ıky, ale klienta. Bra´na pravidelneˇ ko-
munikuje s prˇevodn´ıky a z´ıska´va´ od nich patrˇicˇne´ u´daje. Ty pak podle pozˇadavk˚u klient˚u
rozes´ıla´ zˇadatel˚um s t´ım, zˇe mu˚zˇe prove´st jistou formu prˇedzpracova´n´ı. Klienti ale nemaj´ı
prˇ´ımy´ prˇ´ıstup k dat˚um prˇevodn´ık˚u nebo k jejich nastaven´ı. Plyne z toho jiste´ omezen´ı, ktere´
je vsˇak z pohledu prˇipojen´ı do Internetu prˇ´ınosem – klient nemu˚zˇe prˇ´ımo ovlivnˇovat nas-
taven´ı prˇevodn´ıku. Mu˚zˇe z´ıskat pouze u´daje, ktere´ mu na´lezˇ´ı. T´ım pa´dem je mozˇne´ zajistit
vysˇsˇ´ı bezpecˇnost syste´mu, ovsˇem za cenu sn´ızˇen´ı komfortu prˇi konfiguraci prˇevodn´ık˚u.
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Kapitola 4
Standard IEEE 1451.1
4.1 Standard IEEE 1451
Standard IEEE 1451 nazvany´ Standard for a Smart Transducer Interface for Sensors and
Actuators (Standard pro rozhran´ı chytry´ch prˇevodn´ık˚u pro senzory a akcˇn´ı cˇleny) popisuje
sadu otevrˇeny´ch, s´ıt’oveˇ neza´visly´ch komunikacˇn´ıch rozhran´ı pro prˇipojova´n´ı sn´ımacˇ˚u (sen-
zor˚u nebo akcˇn´ıch cˇlen˚u) k mikroprocesor˚um a rˇ´ıd´ıc´ım nebo kontroln´ım syste´mu˚m. Kl´ıcˇovou
vlastnost´ı te´to rodiny standard˚u je definice tzv. TEDS. TEDS je pameˇt’ove´ me´dium prˇipo-
jene´ ke sn´ımacˇi, ktere´ uchova´va´ identifikaci, kalibracˇn´ı u´daje, rozsahy pro meˇrˇen´ı a vy´robn´ı
informace pro konkre´tn´ı sn´ımacˇ. C´ılem standardu 1451 je povolit prˇ´ıstup k dat˚um sn´ımacˇe
prostrˇednictv´ım obecne´ sady rozhran´ı, at’ uzˇ je sn´ımacˇ prˇipojen do syste´mu nebo s´ıteˇ po-
moc´ı kabel˚u nebo bezdra´toveˇ [7].
Pod pojmem chytry´ senzor lze cha´pat senzor, ktery´ ma´ na´sleduj´ıc´ı vlastnosti [1]:
• je popsa´n pomoc´ı strojoveˇ cˇitelne´ho TEDS popisu
• rˇ´ızen´ı a data souvisej´ıc´ı se sn´ımacˇem jsou digita´ln´ı
• dotazova´n´ı a rˇ´ızen´ı slouzˇ´ı k podporˇe spra´vne´ funkce sn´ımacˇe
4.1.1 Rodina standard˚u 1451.X
Standard je rozdeˇlen do neˇkolika samostatny´ch cˇa´st´ı, z nichzˇ kazˇda´ popisuje urcˇitou cˇa´st
komunikacˇn´ıho rˇeteˇzce, od rozhran´ı s´ıteˇ po rozhran´ı k fyzicke´mu senzoru nebo akcˇn´ımu
cˇlenu. Jednotlive´ cˇa´sti standardu IEEE 1451 jsou popsa´ny v na´sleduj´ıc´ıch sekc´ıch. Ilustrace
vztah˚u mezi jednotlivy´mi sekcemi standardu (komunikacˇn´ı rˇeteˇzec) je uvedena v kapitole
4.1.2.
IEEE P1451.0
Definuje sadu obecny´ch prˇ´ıkaz˚u, operac´ı a TEDS pro rodinu protokol˚u IEEE 1451. Pomoc´ı
teˇchto prˇ´ıkaz˚u je mozˇne´ prˇistupovat na jaky´koli senzor nebo akcˇn´ı cˇlen v s´ıt´ıch podporuj´ıc´ıch
standard 1451, at’ uzˇ metalicky´ch nebo bezdra´tovy´ch. Funkcionalita je neza´visla´ na fy-
zicke´m komunikacˇn´ım me´diu mezi sn´ımacˇem a s´ıt’ovy´m uzlem NCAP. To umozˇn´ı mnohem
jednodusˇsˇ´ı prˇida´n´ı standard˚u 1451.X popisuj´ıc´ıch fyzickou vrstvu podle vy´voje technologi´ı
v te´to oblasti [7].
Tento standard je ve fa´zi vy´voje.
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IEEE 1451.1
Definuje obecny´ objektovy´ model popisuj´ıc´ı chova´n´ı chytry´ch sn´ımacˇ˚u. Definuje model
meˇrˇen´ı ktery´ zjednodusˇuje a sjednocuje meˇrˇ´ıc´ı procesy. Take´ specifikuje komunikacˇn´ı mo-
dely pouzˇite´ standardem, ktere´ zahrnuj´ı klient–server a publish–subscribe modely. Aplikacˇn´ı
software beˇzˇ´ıc´ı v NCAP zalozˇeny´ na IEEE 1451 komunikuje se sn´ımacˇem prˇes r˚uzne´ fyzicke´
vrstvy urcˇene´ standardy IEEE 1451.X tak, jak to vyzˇaduje konkre´tn´ı aplikace. Komunikace
mezi NCAP entitami a komunikace do syste´mu˚ vysˇsˇ´ıch u´rovn´ı je podporova´na zp˚usobem,
ktery´ je s´ıt’oveˇ neutra´ln´ı [7].
Standard je schva´leny´ a dostupny´ u organizac´ı IEEE a NIST. Tato cˇa´st standardu je
take´ hlav´ım prˇedmeˇtem te´to pra´ce.
IEEE 1451.2
Definuje rozhran´ı mezi sn´ımacˇi a NCAP, a TEDS popisy pro konfiguraci spojen´ı mezi
dveˇmi uzly. Origina´ln´ı standard popisuje komunikacˇn´ı vrstvu zalozˇenou na vylepsˇene´m SPI
s prˇidany´mi HW linkami pro rˇ´ızen´ı toku a cˇasova´n´ı [7].
Tento standard je v soucˇasne´ dobeˇ rozsˇiˇrova´n o podporu se´riove´ho rozhran´ı UART.
IEEE 1451.3
Definuje rozhran´ı mezi sn´ımacˇem a NCAP a da´le TEDS pro zapojen´ı s mnoha sn´ımacˇi
pouzˇit´ım distribuovane´ komunikacˇn´ı architektury. Umozˇnˇuje seskupit v´ıce sn´ımacˇ˚u do pole
prezentovane´ho jako jeden uzel pomoc´ı sd´ılen´ı vodicˇ˚u [7].
Standard je schva´leny´ a dostupny´ u organizac´ı IEEE a NIST.
IEEE 1451.4
Definuje rozhran´ı pro v´ıcerezˇimove´ analogove´ sn´ımacˇe s analogovy´m nebo digita´ln´ım operacˇ-
n´ım rezˇimem. TEDS model byl upraven a umozˇnˇuje ulozˇit minima´ln´ı mnozˇstv´ı dat do male´
fyzicke´ pameˇti zarˇ´ızen´ı, tak jak je to vyzˇadova´no mensˇ´ımi senzory. Pro popis TEDS jsou
pouzˇity sˇablony, zahrnuj´ıc´ı naprˇ. akcelerometry, tenzometry, proudove´ smycˇky, mikrofony
a dalˇs´ı [7].
Standard je schva´leny´ a dostupny´ u organizac´ı IEEE a NIST.
IEEE P1451.5
Definuje rozhran´ı mezi sn´ımacˇem a NCAP a da´le TEDS pro bezdra´tove´ sn´ımacˇe. Jako
fyzicke´ rozhran´ı tohoto standardu jsou uvazˇova´ny bezdra´tove´ komunikacˇn´ı protokoly stan-
dard˚u 802.11 (WiFi), 802.15.1 (Bluetooth) nebo 802.15.4 (ZigBee) [7].
Tento standard je ve fa´zi vy´voje.
IEEE P1451.6
Definuje rozhran´ı mezi sn´ımacˇem a NCAP a da´le TEDS pouzˇit´ım vysokorychlostn´ıho CAN-
open s´ıt’ove´ho rozhran´ı. Specifikuje jak mapova´n´ı 1451 TEDS na CANopen entity, tak
i komunikacˇn´ı zpra´vy, zpracova´n´ı dat, konfiguracˇn´ı parametry a diagnosticke´ informace.
Prˇizp˚usobuje profil CANopen zarˇ´ızen´ı pro meˇrˇ´ıc´ı zarˇ´ızen´ı a uzavrˇene´ kontrole´ry [7].
Tento standard je ve fa´zi vy´voje.
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4.1.2 Komunikacˇn´ı rˇeteˇzec
Komunikacˇn´ı rˇeteˇzec (ilustrace na obr. 4.1) se skla´da´ ze dvou hlavn´ıch modul˚u. Prvn´ım je
modul STIM (samostatny´ sn´ımacˇ, schopny´ komunikovat prˇes TII rozhran´ı). Podle normy
se mu˚zˇe jednat obecneˇ o jaky´koliv senzor, akcˇn´ı cˇlen nebo jake´koliv digita´ln´ı vstupy nebo
vy´stupy. STIM modul mu˚zˇe mı´t i veˇtsˇ´ı pocˇet neza´visly´ch kana´l˚u, z nichzˇ kazˇdy´ mu˚zˇe plnit
jinou funkci.
Druhy´m cˇla´nkem komunikacˇn´ıho rˇeteˇzce je modul NCAP. Jedna´ se o s´ıt’ovy´ aplikacˇn´ı
procesor tvorˇ´ıc´ı prostrˇedn´ıka mezi sn´ımacˇem a vneˇjˇs´ı komunikacˇn´ı s´ıt´ı. S´ıt’ mu˚zˇe by´t reali-
zova´na jakoukoliv pr˚umyslovou s´ıt´ı (Ethernet, CAN, Profibus, DeviceNet, FlexRay a dalˇs´ı).
U´kolem NCAP procesoru je zajistit konverzi mezi TII a komunikacˇn´ı s´ıt´ı [9].
Obra´zek 4.1: Ilustrace vztah˚u rodiny standard˚u IEEE 1451.X a komunikacˇn´ıho rˇeteˇzce.
4.2 Architektura syste´mu podle IEEE 1451.1
Standard IEEE 1451.1 definuje softwarovou architekturu, aplikovatelnou na distribuovane´
syste´my skla´daj´ıc´ı se z jednoho nebo v´ıce NCAP procesor˚u. Vestaveˇny´ syste´m pak komu-
nikuje po s´ıti a interakci s okol´ım zajiˇst’uje NCAP procesor vyuzˇ´ıvaj´ıc´ı prˇipojeny´ prˇevodn´ık.
Standard poskytuje a definuje [2]:
• s´ıt’ovou abstraktn´ı vrstvu – je definova´no rozhran´ı mezi aplikacˇn´ımi funkcemi
NCAP procesoru a komunikacˇn´ı s´ıt´ı bez ohledu na konkre´tn´ı detaily s´ıteˇ.
• prˇevodn´ıkovou abstraktn´ı vrstvu – standard definuje rozhran´ı mezi aplikacˇn´ımi
funkcemi NCAP procesoru a prˇevodn´ıku, prˇepojeny´m k NCAP zp˚usobem nezavisly´m
na rozhran´ı ovladacˇe prˇevodn´ıku.
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Softwarova´ architektura je ve standardu IEEE 1451.1 definova´na trˇemi typy model˚u:
• objektovy´m – pro softwarove´ komponenty
• datovy´m – pro popis informac´ı prˇena´sˇeny´ch prˇes specifikovana´ rozhran´ı objekt˚u
• dva s´ıt’ove´ komunikacˇn´ı modely (klient/server a publish/subscribe)
Jednotlive´ modely jsou da´le popsa´ny podrobneˇji.
4.2.1 Objektovy´ model
Objektovy´ model specifikuje typy softwarovy´ch komponent pouzˇity´ch k na´vrhu a imple-
mentaci aplikacˇn´ıho syste´mu (tj. skupina komponent vytvorˇena´ podle tohoto standardu).
Model poskytuje za´kladn´ı stavebn´ı bloky pro aplikacˇn´ı syste´m. Objekt mu˚zˇe by´t oznacˇen
za objekt pouze tehdy, je-li jeho trˇ´ıda podtrˇ´ıdou IEEE1451 Entity. Aplikacˇn´ı syste´m je
tvorˇen na´sleduj´ıc´ımi cˇtyrˇmi typy trˇ´ıd:
1. blokove´ trˇ´ıdy – tvorˇeny trˇemi trˇ´ıdami
• IEEE1451 NCAPBlock – poskytuje standardn´ı softwarove´ rozhran´ı pro podporu
s´ıt’ove´ komunikace a syste´move´ konfigurace
• IEEE1451 BaseTransducerBlock – poskytuje standardn´ı softwarove´ rozhran´ı
mezi prˇevodn´ıkem a aplikacˇn´ımi funkcemi
• IEEE1451 FunctionBlock – zapouzdrˇuje aplikacˇneˇ specifickou funkcionalitu
2. trˇ´ıdy komponent – poskytuj´ı beˇzˇne´ aplikacˇn´ı konstrukce
• strukturovane´ informace (naprˇ. soubory)
• kolekce souvisej´ıc´ıch aplikacˇneˇ specificky´ch objekt˚u
• akce se stavem, jejichzˇ proveden´ı trva´ relativneˇ dlouhou dobu
3. servisn´ı trˇ´ıdy – podporuj´ı
• komunikaci mezi objekty na r˚uzny´ch NCAP procesorech
• synchronizaci cele´ho syste´mu
4. objekty nepatrˇ´ıc´ı do IEEE 1451.1 – vesˇkere´ objekty, ktere´ nejsou implementova´ny
podtrˇ´ıdami hlavn´ı trˇ´ıdy IEEE1451 Entity
Vztahy mezi NCAP procesorem, procesy a blokovy´mi objekty jsou zna´zorneˇny na obra´z-
ku 4.2. Kazˇdy´ NCAP procesor v aplikacˇn´ım syste´mu obsahuje alesponˇ jeden softwarovy´
proces (termı´n pouze popisuje adresovy´ prostor, ve ktere´m jsou objekty v NCAP ulozˇeny).
V jednom NCAP procesoru mu˚zˇe by´t neˇkolik aktivn´ıch softwarovy´ch proces˚u. Kazˇdy´ proces
mus´ı obsahovat alesponˇ jeden objekt trˇ´ıdy IEEE1451 NCAPBlock spolecˇneˇ s prˇ´ıpadny´mi
objekty trˇ´ıd IEEE1451 FunctionBlock, IEEE1451 BaseTransducerBlock nebo objekty trˇ´ıd
nepatrˇ´ıc´ıch do IEEE 1451.1. Kazˇdy´ objekt v aplikacˇn´ım syste´mu je vzˇdy prˇiˇrazen pra´veˇ
jednomu NCAP procesu.
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Obra´zek 4.2: Ilustrace vztah˚u mezi NCAP, procesy a blokovy´mi objekty.
Identifikace objektu
K identifikaci objekt˚u slouzˇ´ı na´sleduj´ıc´ı vlastnosti [2]:
• Class ID – ID trˇ´ıdy objektu. Identifikuje pozici trˇ´ıdy v hierarchii trˇ´ıd a poma´ha´
urcˇit se´mantiku objektu. Je stanoveno tv˚urcem trˇ´ıdy a nemu˚zˇe by´t zmeˇneˇno. Jedna´
se o unika´tn´ı hodnotu v ra´mci standardu.
• Class Name – Jme´no trˇ´ıdy objektu. Poskytuje cˇloveˇku prˇ´ıveˇtiveˇjˇs´ı popis sema´ntiky
trˇ´ıdy. Je stanoveno tv˚urcem trˇ´ıdy a nemu˚zˇe by´t zmeˇneˇno. Hodnota vlastnosti je
unika´tn´ı v ra´mci standardu.
• Object ID – ID objektu. Je unika´tn´ı v ra´mci syste´mu. Standard IEEE 1451 speci-
fikuje neˇkolik algoritmu˚ slouzˇ´ıc´ıch ke generova´n´ı hodnot pro tuto vlastnost. Jedno-
znacˇneˇ rozliˇsuje objekty. Nen´ı-li pevneˇ prˇideˇleno je generova´no loka´ln´ım NCAP blokem
objektu.
• Object Tag – Oznacˇen´ı objektu. Definuje logicky´ koncovy´ bod pro serverovou stranu
komunikace typu klient/server. Zpravidla je prˇiˇrazeno koncovy´m uzˇivatelem jako sou-
cˇa´st procesu konfigurace syste´mu. Meˇlo by by´t unika´tn´ı v ra´mci syste´mu.
• Object Name – Jme´no objektu. Poskytuje cˇloveˇku blizˇsˇ´ı se´manticky´ popis instance
trˇ´ıdy. Je veˇtsˇinou stanoveno vy´voja´rˇem IEEE 1451.1 komponenty nebo syste´movy´m
vy´voja´rˇem. Je prˇiˇrazeno prˇi tvorbeˇ objektu.
• Object Dispatch Address – Vybavovac´ı adresa objektu. Poskytuje jednoznacˇnou
referenci na objekt v ra´mci s´ıt’ove´ komunikace. Meˇla by by´t unika´tn´ı v beˇzˇ´ıc´ım syste´mu
a je za´visla´ na typu komunikacˇn´ı s´ıteˇ.
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4.2.2 Datovy´ model
Datovy´ model specifikuje typ a formu informace prˇena´sˇene´ prˇes rozhran´ı objektu prˇi loka´ln´ı
i vzda´lene´ komunikaci. Model je realizova´n implementac´ı IEEE 1451.1 jako kolekce primi-
tivn´ıch a strukturovany´ch datovy´ch typ˚u.
Datove´ typy
Standard popisuje za´kladn´ı skupinu primitivn´ıch datovy´ch typ˚u [2]:
• Boolean – logicky´ datovy´ typ naby´vaj´ıc´ı hodnoty TRUE nebo FALSE
• Octet – 8 bitovy´ datovy´ typ bez cˇ´ıselne´ho vy´znamu
• Integer – celocˇ´ıselny´ typ - 8, 16, 32 nebo 64 bitove´ cˇ´ıslo, se zname´nkem i bez
zname´nka
• Floating point – 32 nebo 64 bitove´ cˇ´ıslo s plovouc´ı desetinou cˇa´rkou
• String – rˇeteˇzec znak˚u, nesouc´ı nav´ıc informaci o pouzˇite´ znakove´ sadeˇ
Dostupne´ jsou take´ strukturovane´ datove´ typy.
• Typy fyzika´ln´ıch velicˇin – navrzˇeny pro pouzˇit´ı v meˇrˇ´ıc´ıch a rˇ´ıd´ıc´ıch syste´mech.
Jsou to datove´ typy reprezentuj´ıc´ı cˇas, hodnotu fyzika´ln´ı velicˇiny, doplnˇuj´ıc´ı informace
o fyzika´ln´ı velicˇineˇ (metadata) jako naprˇ. jednotky.
• Typy vlastnost´ı objektu – obsahuj´ı informace o objektu. Jsou to typy
ObjectProperties, ClientPortProperties a PublisherInformation.
• Typy souvisej´ıc´ı se s´ıt’ovou komunikac´ı – typy pouzˇite´ prˇi rˇ´ızen´ı nebo filtrova´n´ı
skupinove´ho vys´ıla´n´ı (PublicationTopic, SubscriptionQualifier a PubSubDomain)
a typy Argument a ArgumentArray slouzˇ´ıc´ı pro zahrnut´ı jake´hokoliv vy´sˇe uvedene´ho
datove´ho typu.
4.2.3 S´ıt’ove´ komunikacˇn´ı modely
Standard IEEE 1451.1 poskytuje 2 modely s´ıt’ove´ komunikace mezi objekty v aplikacˇn´ım
syste´mu:
• teˇsneˇ va´zany´ – spojen´ı bod-bod typu klient/server pro komunikaci pouze 2 objekt˚u
• volneˇ va´zany´ – model publish/subscribe pro spojen´ı typu 1:N nebo M:N
Komunikacˇn´ı modely definuj´ı syntaxi a se´mantiku softwarove´ho rozhran´ı mezi objekty
aplikace a komunikacˇn´ı s´ıt´ı. Standard ale nespecifikuje zˇa´dnou s´ıt’ovou prˇenosovou syntaxi
nebo protokol. Pro kazˇdou konkre´tn´ı s´ıt’ se ocˇeka´va´, zˇe bude doda´n ko´d knihoven obsahuj´ıc´ı
rutiny pro vola´n´ı mezi IEEE 1451.1 operacemi a s´ıt´ı.
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Klient/server
Komunikacˇn´ı model Klient/Server je podporova´n dveˇmi komplementa´rn´ımi operacemi na
aplikacˇn´ı u´rovni [2]:
• Execute – na straneˇ klienta Client Port objekty
• Perform – na vsˇech s´ıt’oveˇ viditelny´ch objektech serverove´ strany
Operace Execute a Perform spolupracuj´ı a poskytuj´ı tak mechanismus vyvola´n´ı operace
vzda´lene´ho objektu (ilustrace na obr. 4.3). Postup, umozˇnˇuj´ıc´ı klientovi vyvolat vzda´lenou
operaci na straneˇ serveru je popsa´n da´le.
Obra´zek 4.3: Komunikacˇn´ı model klient/server.
Prˇi spousˇteˇn´ı syste´mu jsou sva´za´ny hodnoty serverDispatchAddress na straneˇ klienta
a vyrˇizovac´ı adresa objektu na straneˇ serveru. Beˇhem inicializace syste´mu je pak klientovi
prˇeda´n odkaz na instanci objektu Client Port. T´ım je zajiˇsteˇno zpracova´n´ı odes´ılany´ch
a prˇij´ımany´ch dat.
Pokud chce klient prove´st vzda´lenou operaci na straneˇ serveru, zavola´ operaci Execute,
ktere´ prˇeda´ id serverove´ operace a vstupn´ı a vy´stupn´ı parametry. S vyuzˇit´ım s´ıt’ove´ infra-
struktury je zavola´na operace Perform na straneˇ serveru, ktera´ vyvola´ pozˇadovanou operaci
s dany´mi vstupn´ımi parametry.
Jakmile operace na serveru skoncˇ´ı, vrac´ı se vy´sledek zpeˇt do funkce Perform, ktera´
prostrˇednictv´ım s´ıteˇ prˇeda´ vy´sledek klientovi. Na straneˇ klienta se vy´sledek operace prˇeda´
zpeˇt do objektu klienta, ktery´ celou sekvenci komunikace inicioval.
Publish/subscribe
Komunikacˇn´ı model Publish/Subscribe je podporova´n dveˇmi operacemi [2]:
• Publish – na straneˇ vys´ılaj´ıc´ıho objektu
• AddSubscriber – na straneˇ prˇij´ımaj´ıc´ıch objekt˚u spolu s prˇiˇrazenou callback funkc´ı
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Kazˇda´ publikace (vystavena´ zˇa´dost o data nebo proveden´ı funkce) je v IEEE 1451.1 do-
plneˇna o dalˇs´ı informace. Jde o publikacˇn´ı dome´nu (publication domain), definuj´ıc´ı rozsah
distribuce pro publikaci. Da´le je to publikacˇn´ı kl´ıcˇ (publication key) ktery´ identifikuje ap-
likacˇneˇ neza´vislou syntaxi a se´mantiku publikace z pohledu vys´ılaj´ıc´ıho objektu. A nakonec
publikacˇn´ı te´ma (publication topic) ktere´ mu˚zˇe by´t pouzˇito k identifikaci aplikacˇneˇ speci-
ficke´ syntaxe a se´mantiky obsahu publikace.
Obra´zek 4.4: Komunikacˇn´ı model publish/subscribe.
Cely´ proces komunikace publish/subscribe modelu (obr. 4.4) lze rozdeˇlit do trˇ´ı cˇa´st´ı.
1. Beˇhem inicializace syste´mu je prˇiˇrazena hodnota publikacˇn´ıho kl´ıcˇe na straneˇ vys´ıla-
j´ıc´ıho objektu. Atribut prˇij´ımaj´ıc´ıho kl´ıcˇe na straneˇ prˇ´ıjemce je nastaven na hodnotu
odpov´ıdaj´ıc´ı hodnoteˇ publikacˇn´ıho kl´ıcˇe pro zˇa´danou publikaci. Jsou dokoncˇeny ini-
cializace vys´ılaj´ıc´ıch a prˇij´ımaj´ıc´ıch objekt˚u.
2. Prˇi spousˇteˇn´ı syste´mu jsou prˇiˇrazeny hodnoty publikacˇn´ı dome´ny a te´matu u vys´ılaj´ı-
c´ıho objektu. Jsou nastaveny hodnoty dome´ny a kvalifika´toru prˇij´ımaj´ıc´ıho objektu,
cˇ´ımzˇ je urcˇen typ publikac´ı, ktere´ bude objekt prˇij´ımat a da´le zpracova´vat. Prˇij´ımaj´ıc´ı
objekt zavola´ funkci AddSubscriber pro zaregistrova´n´ı do zpracova´n´ı dany´ch pub-
likac´ı. Te´to funkci je nutne´ prˇedat jako argument referenci na funkci, ktera´ bude
zavola´na kdykoliv je prˇijata publikace urcˇene´ho typu (tzv. callback funkce).
3. Kdykoliv po spusˇteˇn´ı syste´mu mu˚zˇe vys´ılaj´ıc´ı objekt zavolat funkci Publish, s para-
metry obsahuj´ıc´ımi data publikace. Pomoc´ı s´ıt’ove´ infrastruktury je publikace dorucˇena
na vsˇechny odbeˇratele v dane´ publikacˇn´ı dome´neˇ. Prˇij´ımaj´ıc´ı objekty pomoc´ı svy´ch
atribut˚u (kl´ıcˇ, dome´na a kvalifika´tor) rozhodnou zda je dorucˇena´ publikace zaj´ıma´,
nebo je pro neˇ irelevantn´ı. Pokud se jedna´ o zˇa´danou publikaci, provede prˇij´ımac´ı
objekt vsˇechny patrˇicˇne´ callback funkce, ktery´m prˇeda´ jako vstupn´ı parametr obsah
publikace.
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Kapitola 5
Na´vrh architektury prˇipojen´ı
Pro oveˇrˇen´ı mozˇnost´ı poskytovany´ch standardem IEEE 1451.1 byl navrzˇen syste´m s ar-
chitekturou prˇipojen´ı podle obr. 5.1.
Obra´zek 5.1: Architektura prˇipojen´ı uzlu Ubicom.
Klient je realizova´n appletem v programovac´ım jazyce Java, zacˇleneˇny´m do www stra´nky.
Ta je na pozˇa´da´n´ı stazˇena z WWW serveru (viz 6.1.1) a zobrazena uzˇivateli ve webove´m
prohl´ızˇecˇi. Klient prostrˇednictv´ım serveru (viz 5.1) komunikuje s uzlem Ubicom a dalˇs´ımi
NCAP procesy, beˇzˇ´ıc´ımi na PC. Komunikace mezi klientem a NCAP procesy prob´ıha´ dle
standardu IEEE 1451.1 – server je tedy z pohledu standardu neviditelny´.
Navrzˇene´ sche´ma je dostatecˇneˇ obecne´ pro realizaci jake´hokoli syste´mu, at’ uzˇ konkre´tn´ı
aplikace nebo aplikace oveˇrˇuj´ıc´ı standard samotny´. Z prakticke´ho hlediska byla pro realizaci
zvolena konkre´tn´ı aplikace, na n´ızˇ je take´ mozˇno le´pe oveˇrˇit mozˇnosti standardu IEEE
1451.1 v praxi.
Da´le bude popsa´n na´vrh modelove´ aplikace, bude navrzˇena c´ılova´ architektura aplikace
a budou uvedeny cˇa´sti standardu, ktere´ tato aplikace vyuzˇ´ıva´. Nakonec budou probra´ny
postupy implementace standardu a aplikace a to jak pro cˇa´st realizovanou v uzlu Ubicom,
tak i pro aplikace v jazyce Java.
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5.1 Modelova´ aplikace
Uvedena´ architektura prˇipojen´ı byla pouzˇita jako vy´choz´ı pro na´vrh a implementaci kon-
kre´tn´ı modelove´ aplikace, realizuj´ıc´ı syste´m rˇ´ızen´ı vyta´peˇn´ı rodinne´ho domu.
Jednotlive´ bloky tvorˇ´ıc´ı aplikaci jsou na´sleduj´ıc´ı:
• Teplotn´ı cˇidla – Aplikace poskytuje uzˇivateli prˇehled o venkovn´ıch a pokojovy´ch
teplota´ch1. Venkovn´ı teploty poskytuje NCAP proces Outside Sensors, pokojove´ tep-
loty doda´va´ NCAP proces Room Sensors. Oba tyto neza´visle´ procesy jsou umı´steˇny
na PC a jsou implementova´ny podle standardu IEEE 1451.1. Hodnoty jsou aplikaci
doda´va´ny periodicky formou publikac´ı.
• Rˇı´zen´ı ventil˚u – Pro regulaci teploty v mı´stnostech jsou pouzˇity elektronicky ovla-
datelne´ ventily, ktere´ zajiˇst’uj´ı pr˚utok ohrˇa´te´ vody do vyta´peˇny´ch mı´stnost´ı. Ovla´da´n´ı
ventil˚u zajiˇst’uje dalˇs´ı neza´visly´ NCAP proces oznacˇeny´ jako Valves Control, imple-
mentovany´ dle standardu IEEE 1451.1. Beˇzˇ´ı na PC a reaguje na zˇa´dosti o otevrˇen´ı
nebo uzavrˇen´ı konkre´tn´ıho ventilu. Prˇi zmeˇneˇ stavu neˇktere´ho z ventil˚u zas´ıla´ aplikaci
souhrnnou informaci o aktua´ln´ım stavu vsˇech ventil˚u a to formou publikace.
• Databa´ze venkovn´ıch teplot – Pro sledova´n´ı venkovn´ıch teplot v pr˚ubeˇhu roku
slouzˇ´ı modul databa´ze, beˇzˇ´ıc´ı jako NCAP proces na PC a prˇ´ıjmaj´ıc´ı publikace od
procesu Outside Sensors. Jedna´ se o odbeˇratele konkre´tn´ı publikace implementovane´ho
dle standardu IEEE 1451.1. Prˇijate´ hodnoty jsou pro jednoduchost zobrazeny pouze
na vy´stup termina´lu. Jejich dalˇs´ı zpracova´n´ı je nad ra´mec te´to pra´ce.
• Rˇı´zen´ı bojleru – Bojler slouzˇ´ı k ohrˇevu vody, obsahuje teplotn´ı cˇidlo, zjiˇst’uj´ıc´ı
aktua´ln´ı teplotu ohrˇ´ıvane´ vody a je schopny´ zahrˇa´t vodu na pozˇadovanou teplotu.
Zap´ına´n´ı a vyp´ına´n´ı bojleru, stejneˇ tak jako nastavova´n´ı pozˇadovane´ teploty a zjiˇst’o-
va´n´ı stavu bojleru je aplikaci prˇ´ıstupne´ prostrˇednictv´ım uzlu Ubicom. Rˇ´ızen´ı je im-
plementova´no dle standardu IEEE 1451.1 a je zpracova´no v ra´mci NCAP procesu.
Ten da´le poskytuje pravidelne´ informace o aktua´ln´ı teploteˇ vody formou publikace.
• Klient – Kompletn´ı prˇehled a mozˇnosti rˇ´ızen´ı vyta´peˇn´ı jsou dostupne´ prostrˇednictv´ım
appletu Control Station, umı´steˇne´m na webove´ stra´nce. Tato stra´nka je stazˇena
z WWW serveru a je tedy uzˇivateli prˇ´ıstupna´ z libovolne´ho mı´sta v s´ıti. Applet
vyuzˇ´ıva´ knihovnu standardu IEEE 1451.1 a obsahuje NCAP proces, ktery´ zpracova´va´
vesˇkere´ publikace v syste´mu (pokojove´ a venkovn´ı teploty, teplota vody v bojleru
a stav ventil˚u) a poskytuje ovla´dac´ı prvky pro rˇ´ızen´ı (ovla´da´n´ı ventil˚u, nastavova´n´ı
a zjiˇst’ova´n´ı stavu bojleru).
• Server – Server je do syste´mu vlozˇen z d˚uvodu omezen´ı na straneˇ appletu (viz
6.1.1). Z pohledu standardu se jedna´ o transparentn´ı mezicˇla´nek, z pohledu klienta
a konkre´tn´ı implementace s´ıt’ove´ komunikace jde vsˇak o za´sadn´ı prvek. Tento proces
beˇzˇ´ı na PC a nevyuzˇ´ıva´ zˇa´dnou cˇa´st standardu.
1 Prezentovane´ hodnoty nejsou rea´lne´, jedna´ se o na´hodneˇ generovane´ u´daje. Z pohledu na´vrhu a imple-
mentace nejsou konkre´tn´ı hodnoty podstatne´.
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5.1.1 Architektura modelove´ aplikace
Podoba navrzˇene´ modelove´ aplikace je uvedena na obr. 5.2. Jsou zde vyznacˇeny smeˇry2
komunikace mezi jednotlivy´mi uzly a take´ pouzˇite´ bloky standardu IEEE 1451.1.
Z obra´zku je patrne´, zˇe ne vsˇechny bloky komunikuj´ı s rˇ´ıd´ıc´ı stanic´ı (server nen´ı uvazˇova´n,
jedna´ se o blok zacˇleneˇny´ do obra´zku pro u´plnost a ilustraci aplikace jako celku) obeˇma
smeˇry. To je da´no charakterem dany´ch blok˚u. Pokojova´ a venkovn´ı cˇidla budou aplikaci
data pouze doda´vat pomoc´ı publisher port˚u.
Venkovn´ı cˇidlo poskytuje data take´ bloku Databa´ze pro archivaci u´daj˚u. Databa´ze
samotna´ je na rˇ´ıd´ıc´ı stanici zcela neza´visla´.
Rˇ´ıd´ıc´ı bloky ventil˚u a bojleru komunikuj´ı s rˇ´ıd´ıc´ı stanic´ı obeˇma smeˇry. Od rˇ´ıd´ıc´ı stanice
prˇ´ıjmaj´ı pokyny k ovla´da´n´ı akcˇn´ıch cˇlen˚u. Rˇ´ıd´ıc´ı stanici pak poskytuj´ı informace o stavu
ventil˚u a teploty vody v bojleru.
Obra´zek 5.2: Architektura modelove´ aplikace.
2 Smeˇrem je cha´pa´n logicky´ tok dat, nikoliv konkre´tn´ı s´ıt’ova´ implementace a tok dat pouzˇite´ho protokolu.
24
5.1.2 Pouzˇite´ trˇ´ıdy standardu
Standard definuje rozsa´hlou hierarchii trˇ´ıd, jezˇ ma´ slouzˇit k prˇesne´ identifikaci funkcˇn´ıch
celk˚u syste´mu. Jednotlive´ trˇ´ıdy maj´ı definova´no rozhran´ı, signatury operac´ı a specificke´
cˇlenske´ vlastnosti [2]. Standard je ale hodneˇ abstraktn´ı, co se ty´cˇe chova´n´ı dany´ch metod
a objekt˚u. Chova´n´ı neˇktery´ch metod je ponecha´no zcela na programa´torovi. Pro u´cˇely mo-
delove´ aplikace byla vybra´na podmnozˇina trˇ´ıd, jejichzˇ popis na´sleduje. Kompletn´ı hierarchie
trˇ´ıd definovana´ standardem je uvedena v prˇ´ıloze A.
• IEEE1451 Root – Trˇ´ıda specifikuje operace, umozˇnˇuj´ıc´ı identifikovat kazˇdou trˇ´ıdu
standardu. Poskytuje s´ıt’oveˇ viditelne´ operace pro z´ıska´n´ı jme´na a ID trˇ´ıdy.
• IEEE1451 Entity – Definuje za´kladn´ı vlastnosti objekt˚u a identifika´tory nezbytne´
pro komunikaci mezi NCAP procesy. Definuje metody pro operace s Object Tagy,
jme´nem, ID a vybavovac´ı adresou objektu. Mezi jej´ı metody patrˇ´ı i metoda Perform,
urcˇena´ k prova´deˇn´ı s´ıt’oveˇ viditelny´ch operac´ı.
• IEEE1451 Block – Poskytuje za´kladn´ı operace pro pra´ci s bloky syste´mu. Specifikuje
metody pro zmeˇny stavu bloku, z´ıska´va´n´ı detail˚u definovany´ch vy´robcem bloku.
• IEEE1451 NCAPBlock – Trˇ´ıda prˇedstavuje instanci NCAP procesu. Umozˇnˇuje regis-
trovat ostatn´ı objekty uzlu, poskytuje metody pro vzda´lenou konfiguraci uzlu, pro
zmeˇnu stavu NCAP procesu a operace pro pra´ci s cookie bloku. Dle standardu by na
kazˇde´m uzlu meˇla by´t pra´veˇ jedna instance te´to trˇ´ıdy. V modelove´ aplikaci bude tato
trˇ´ıda pouzˇita v kazˇde´m uzlu, s vyj´ımkou serveru. V te´to trˇ´ıdeˇ bude take´ obsazˇena
s´ıt’oveˇ specificka´ funkcionalita.
• IEEE1451 FunctionBlock – Abstraktn´ı trˇ´ıda slouzˇ´ıc´ı jako ba´zova´ pro uzˇivatelem defi-
novane´ funkcˇn´ı bloky syste´mu. Poskytuje pouze metody pro pra´ci se stavem funkcˇn´ıho
bloku. Bloky v syste´mu, ktere´ nab´ız´ı vzda´leneˇ volatene´ metody by meˇly by´t potomky
te´to trˇ´ıdy. V modelove´ aplikaci budou od te´to trˇ´ıdy deˇdit funkcˇn´ı bloky senzor˚u, rˇ´ızen´ı
bojleru a ventil˚u, databa´ze i funkcˇn´ı blok aplikace klienta.
• IEEE1451 Service – Ba´zova´ trˇ´ıda pro trˇ´ıdy souvisej´ıc´ı s uvedeny´mi komunikacˇn´ımi
modely (viz kap. 4.2.3). Trˇ´ıdy od n´ı deˇd´ıc´ı reprezentuj´ı cˇa´st na straneˇ klienta.
• IEEE1451 BasePort – Ba´zova´ trˇ´ıda pro hierarchii trˇ´ıd komunikacˇn´ıch port˚u, slouzˇ´ıc´ıch
k odes´ıla´n´ı informac´ı prˇes s´ıt’. Poskytuje metody pro pra´ci s vlastnostmi odes´ılany´ch
zpra´v.
• IEEE1451 BaseClientPort – Rodicˇovska´ trˇ´ıda pro trˇ´ıdy zajiˇst’uj´ıc´ı komunikaci typu
klient–server (viz kap. 4.2.3). Poskytuje standardem definovane´ metody pro nastaven´ı
object tagu c´ılove´ho objektu.
• IEEE1451 ClientPort – Kl´ıcˇova´ trˇ´ıda pro komunikacˇn´ı model klient–server. Reprezen-
tuje klientskou cˇa´st komunikace a definuje pouze metodu Execute, ktera´ slouzˇ´ı k vyko-
na´n´ı vzda´lene´ operace na straneˇ serveru. V modelove´ aplikaci bude tato trˇ´ıda vyuzˇita
pro zprˇ´ıstupneˇn´ı ovla´da´n´ı bojleru a ventil˚u klientovi.
• IEEE1451 BasePublisherPort – Rodicˇovska´ trˇ´ıda pro trˇ´ıdy poskytuj´ıc´ı komunikaci
typu publish–subscribe (viz kap. 4.2.3). Standard u te´to trˇ´ıdy definuje s´ıt’oveˇ viditelne´
metody pro pra´ci s te´matem, dome´nou a kl´ıcˇem publikace.
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• IEEE1451 PublisherPort – Steˇzˇejn´ı trˇ´ıda pro komunikacˇn´ı model publish–subscribe.
Poskytuje metodu pro zako´dova´n´ı a odesla´n´ı publikace prˇes s´ıt’. V modelove´ aplikaci
budou tuto trˇ´ıdu vyuzˇ´ıvat NCAP procesy poskytuj´ıc´ı venkovn´ı a pokojove´ teploty,
proces bojleru pro publikova´n´ı teploty vody a proces rˇ´ızen´ı ventil˚u pro publikaci stavu
ventil˚u.
• IEEE1451 SubscriberPort – Trˇ´ıda je vyuzˇ´ıva´na komunikacˇn´ım modelem publish–
subscribe. Poskytuje metody pro pra´ci s te´matem, kl´ıcˇem a dome´nou prˇij´ımany´ch
publikac´ı. Da´le poskytuje loka´ln´ı metody pro spra´vu operac´ı, ktere´ budou zavola´ny
v prˇ´ıpadeˇ, zˇe subscriber port obdrzˇ´ı vhodnou publikaci. V modelove´ aplikaci bude
te´to trˇ´ıdy vyuzˇito v uzlech klienta a databa´ze.
Ze specifikace uvedene´ v kap. 5.1.2 vyply´va´, zˇe aplikace bezˇ´ıc´ı na PC v programovac´ım
jazyce Java budou vyuzˇ´ıvat vsˇechny vy´sˇe uvedene´ trˇ´ıdy. Uzel Ubicom oproti tomu vyuzˇije
pouze podmnozˇinu teˇchto trˇ´ıd. Pro rˇ´ızen´ı bojleru nen´ı trˇeba vyuzˇ´ıvat odbeˇr publikac´ı a s n´ım
spojene´ trˇ´ıdy (IEEE1451 SubscriberPort a jej´ı rodicˇovska´ trˇ´ıda). Stejneˇ tak nen´ı vyuzˇita
trˇ´ıda IEEE1451 ClientPort pro vola´n´ı vzda´leny´ch operac´ı a trˇ´ıda j´ı nadrˇazena´.
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Kapitola 6
Implementace
6.1 Pouzˇite´ technologie
Pro implementaci aplikace bylo pouzˇito neˇkolik technologi´ı a dva programovac´ı jazyky.
Klient je implementova´n v programovac´ım jazyce Java, vyuzˇ´ıva´ technologii Java Applet
a bezˇ´ı v prohl´ızˇecˇi uzˇivatele. NCAP proces pro rˇ´ızen´ı bojleru je implementova´n v jazyce
C na uzlu Ubicom. Ostatn´ı NCAP procesy jsou implementova´ny v jazyce Java a beˇzˇ´ı na
hostitelsky´ch stanic´ıch, na ktery´ch je nainstalova´na JVM.
6.1.1 Java
Programovac´ı jazyk Java je plneˇ objektoveˇ orientovany´. Jeho syntaxe vycha´z´ı z jazyk˚u
C a C++. Neˇktere´ konstrukce teˇchto jazyk˚u vypousˇt´ı za u´cˇelem prˇehledneˇjˇs´ı a pohodlneˇjˇs´ı
implementace uzˇivatelske´ho softwaru. Naopak zava´d´ı rysy, ktere´ jsou pro vy´voja´rˇe prˇ´ınosem.
Mezi charakteristicke´ vlastnosti tohoto jazyka patrˇ´ı:
• jednoducha´ a prˇehledna´ syntaxe – V Javeˇ nen´ı obsazˇen preprocesor, neexistuj´ı makra
nebo prˇeteˇzˇova´n´ı opera´tor˚u. Jednodusˇsˇ´ı je i navigace a prˇ´ıstup v hierarchii knihoven
a trˇ´ıd.
• podpora vyj´ımek – Pomoc´ı mechanismu vyj´ımek lze zachytit chyby v programu,
k nimzˇ by docha´zet nemeˇlo, ale jejichzˇ vy´skyt nelze ovlivnit nebo vyloucˇit. V na´sledne´
reakci na nastalou vyj´ımku je mozˇne´ program uve´st do konzistentn´ıho stavu a da´le
pokracˇovat, prˇ´ıpadneˇ beˇh programu prˇizp˚usobit vznikle´ situaci.
• paralelizmus a synchronizace – Java podporuje paraleln´ı beˇh cˇa´st´ı programu pomoc´ı
vla´ken, jsou dostupne´ prostrˇedky pro jejich synchronizaci a prostrˇedky pro vy´lucˇny´
prˇ´ıstup k metoda´m.
• reflexe – Podpora reflexe, umozˇnˇuj´ıc´ı aplikaci zkoumat za beˇhu sebe samu a prova´deˇt
nejr˚uzneˇjˇs´ı analy´zy.
• prˇenositelnost – Programy vytvorˇene´ v Javeˇ je mozˇne´ spustit na kazˇde´m zarˇ´ızen´ı,
ktere´ obsahuje patrˇicˇnou verzi JVM a potrˇebne´ zdroje. Zdrojovy´ ko´d je prˇelozˇen do
byte ko´du, ktery´ doka´zˇe JVM zpracovat a prove´st.
• archivy JAR – Forma´t pro distribuci knihoven a aplikac´ı napsany´ch v Javeˇ. Jedna´
se o platformoveˇ neza´visly´ forma´t. Ke spusˇteˇn´ı aplikace v tomto archivu je zapotrˇeb´ı
virtua´ln´ıho stroje JVM.
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• serializace – Java umozˇnˇuje serializovat cele´ objekty a umozˇnit tak jejich jednoduche´
ukla´da´n´ı do soubor˚u cˇi databa´z´ı, nebo jejich prˇenos po s´ıti.
• automaticke´ uvolnˇova´n´ı pouzˇite´ pameˇti – Je dostupny´ Garbage collector, tedy na´stroj
pro automaticke´ uvolnˇova´n´ı pouzˇity´ch zdroj˚u.
• podpora databa´z´ı – Java nab´ız´ı technologii JDBC, umozˇnˇuj´ıc´ı prˇ´ıstup k libovolne´
databa´zi. Ta mu˚zˇe by´t realizova´na pomoc´ı relacˇn´ı databa´ze, tabulkami nebo obycˇej-
ny´mi soubory.
• knihovna pro tvorbu GUI – Pro tvorbu uzˇivatelsky´ch rozhran´ı je dostupna´ knihovna
swing, prˇ´ıpadneˇ AWT.
• obsa´hla´ dokumentace – Naprosta´ veˇtsˇina bal´ık˚u Javy je vy´borneˇ zdokumentova´na
a existuje mnozˇstv´ı volneˇ dostupny´ch vy´ukovy´ch kurz˚u a prˇ´ıklad˚u, vedouc´ıch k osvo-
jen´ı si jazyka.
• univerza´lnost – Pomoc´ı jazyka Java lze vytvorˇit aplikace mnoha typ˚u, od rozsa´hly´ch
serverovy´ch syste´mu˚, prˇes webove´ porta´ly, azˇ po aplikace pro mobiln´ı telefony. Vsˇe je
za´visle´ pouze na schopnostech c´ılove´ho zarˇ´ızen´ı a pouzˇite´ho virtua´ln´ıho stroje.
• velke´ mnozˇstv´ı knihoven – Java ve sve´ soucˇasne´ 6. verzi SDK obsahuje stovky trˇ´ıd
a des´ıtky knihoven [4].
Applet
Jedn´ım z pozˇadavk˚u na vytvorˇenou aplikaci bylo implementovat klienta (rˇ´ıd´ıc´ı stanici)
jako applet do www stra´nky. Applet je specia´ln´ı formou programu v jazyce Java, ktery´
ma´ jista´ specifika a omezen´ı [16]. Tento program je dostupny´ prostrˇednictv´ım s´ıteˇ internet
a internetove´ho prohl´ızˇecˇe s podporou Javy.
Applet jako soucˇa´st www stra´nky ma´ neˇkolik vy´hod. Prˇedevsˇ´ım je platformoveˇ zcela
neza´visly´ (roli nehraje operacˇn´ı syste´m, ani pouzˇity´ prohl´ızˇecˇ – podporuje-li graficky´ rezˇim).
Dalˇs´ım d˚uvodem procˇ se Java applet pouzˇ´ıva´ je mozˇnost prˇ´ıstupu k dat˚um na uzˇivateloveˇ
PC, pokud s t´ımto uzˇivatel souhlas´ı.
Z bezpecˇnostn´ıch d˚uvod˚u ale applet nepovoluje neˇktere´ funkce a nebo jejich prova´deˇn´ı
omezuje. Applet naprˇ. nemu˚zˇe navazovat s´ıt’ova´ spojen´ı na jiny´ server, nezˇ ze ktere´ho byl
stazˇen, nemu˚zˇe zapisovat do soubor˚u na straneˇ klienta nebo cˇ´ıst urcˇite´ syste´move´ infor-
mace. Pro spusˇteˇn´ı je take´ vyzˇadova´n za´suvny´ modul Javy a doba samotne´ho spusˇteˇn´ı je
prodlouzˇena o dobu nezˇ se spust´ı JVM.
Web server
Pro potrˇeby appletu bylo nutne´ implementovat jednoduchy´ webovy´ server. Ten uzˇivateli
poskytuje zˇa´dane´ www stra´nky a potrˇebne´ zdroje. Implementovana´ verze nen´ı zcela kom-
pletn´ım web serverem, vyuzˇita je pouze metoda GET pro z´ıska´va´n´ı zdroj˚u z datove´ho
skladu web serveru. Pro navrzˇenou aplikaci ale postacˇuje a umozˇn´ı komunikaci appletu
s aplikac´ı na jine´m nezˇ loka´ln´ım stroji.
Pu˚vodn´ı za´meˇrem bylo spousˇteˇt aplikaci klienta pomoc´ı HTML stra´nky, ktera´ si nacˇte
definovany´ applet. Z d˚uvodu bezpecˇnostn´ıch opatrˇen´ı [6], ktera´ zava´d´ı JDK a JRE od verze
1.6.0 11 a vysˇsˇ´ı, nemu˚zˇe applet navazovat s´ıt’ova´ spojen´ı na loka´ln´ı stanici v prˇ´ıpadeˇ, zˇe je
tento nacˇten z prˇ´ımo spusˇteˇne´ho HTML souboru.
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Je tedy nutne´ stra´nku s appletem umı´stit na webovy´ server, na ktere´m bude prˇ´ıstupna´
prˇes odpov´ıdaj´ıc´ı URL adresu.
Alternativn´ım rˇesˇen´ım by bylo upravit tzv. applet.policy soubor, ktery´ definuje bezpecˇ-
nostn´ı pravidla appletu. Protozˇe ma´ ale by´t aplikace prˇ´ıstupna´ odkudkoliv ze s´ıteˇ internet,
instalace webove´ho serveru by stejneˇ byla jedn´ım z krok˚u, nutny´ch pro splneˇn´ı tohoto c´ıle.
6.1.2 Ubicom
Jako Ubicom je oznacˇena vy´vojova´ deska, obsahuj´ıc´ı procesor IP2022 z rodiny rˇady IP2000.
Tato skupina procesor˚u prˇedstavuje jednocˇipove´ procesory, pozˇitelne´ pro s´ıt’ovou komu-
nikaci. Procesor IP2022, ktery´ je obsazˇen na vy´vojove´ desce, je optimalizova´n pro pouzˇit´ı
v s´ıt´ıch Internet a je pouzˇitelny´ take´ jako most nebo bra´na v infrastrukturˇe Internetu [12].
Hardwarova´ vy´bava Ubicomu sesta´va´ z na´sleduj´ıc´ıch cˇa´st´ı [10]:
• IP2022 Internet Procesor – 80 pinovy´ procesor s instrukcˇn´ı sadou typu RISC,
umozˇnˇuj´ıc´ı s´ıt’ovou komunikaci pomoc´ı IP protokolu. Obsahuje CPU, 64kB flash
pameˇti pro program, 16kB programove´ RAM a 4kB datove´ RAM.
• dveˇ RS-232 rozhran´ı – umozˇnˇuj´ıc´ı komunikaci s termina´lem podle specifikace RS-
232, konfigurovatelne´ pomoc´ı bal´ıku ipUART.
• konektory pro prˇipojen´ı rozhran´ı Ethernet nebo USB – k Ubicomu je mozˇne´
prˇipojit rozsˇiˇruj´ıc´ı karty, umozˇnˇuj´ıc´ı komunikaci pomoc´ı rozhran´ı Ethernet nebo USB.
Pra´veˇ pomoc´ı jedne´ z teˇchto karet bude Ubicom komunikovat s rˇ´ıd´ıc´ı stanic´ı na PC.
• ISP/ISD konektor – slouzˇ´ı pro prˇipojen´ı redukce z paraleln´ıho kabelu, pomoc´ı
ktere´ho je Ubicom programova´n.
• SPI flash pameˇt’ – se´riova´ flash pameˇt’ o velikosti 512kB, slouzˇ´ıc´ı k ukla´da´n´ı soubor˚u
pomoc´ı bal´ık˚u ipFile a ipStorage.
Ubicom lze programovat pomoc´ı bal´ıcˇk˚u ipModule [11], ktere´ jizˇ obsahuj´ı danou funkci-
onalitu (obdoba bal´ık˚u v jazyce Java). Kazˇdy´ bal´ıcˇek lze konfigurovat z vy´vojove´ho prostrˇed´ı
Unity a pote´ jeho funkce vyuzˇ´ıvat prˇi psan´ı softwaru.
Mezi dostupne´ bal´ıcˇky patrˇ´ı naprˇ.:
• ipOS – obsahuje definici za´kladn´ıch datovy´ch typ˚u a funkc´ı pro pra´ci s cˇasovacˇem,
pameˇt´ı, s´ıt’ovy´mi buffery, rˇeteˇzci, vstupneˇ/vy´stupn´ımi funkcemi a watchdogem. Take´
poskytuje funkce pro debugging a prˇ´ıstup do pameˇti procesoru.
• ipStack – knihovna funkc´ı pro pra´ci se s´ıt’ovy´mi protokoly IP, ICMP, UDP, TCCP,
SLIP a podp˚urny´mi funkcemi pro DHCP.
• ipEthernet – doda´va´ mnozˇinu funkc´ı podporuj´ıc´ıch komunikaci prostrˇednictv´ım
Ethernetu (IEEE802.3)
• ipI2C – funkce pro komunikaci po sbeˇrnici I2C
• ipWeb – knohovna funkc´ı, podporuj´ıc´ı protokol HTTP a realizuj´ıc´ıch jednoduchy´
web server.
• ipTFTP – podp˚urne´ funkce pro prˇenos soubor˚u pomoc´ı protokolu UDP
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Po konfiguraci bal´ıcˇku ve vy´vojove´m prostrˇed´ı jsou vy´voja´rˇi dostupne´ jeho funkce. Naprˇ.
u bal´ıcˇku ipStack lze vyuzˇ´ıvat:
• tcp init, tcp connect, tcp listen a tcp close – pro inicializaci TCP funkc´ı, ini-
cializaci soketu pro klienta/server a uzavrˇen´ı spojen´ı.
• tcp recv – pro prˇ´ıjem dat pomoc´ı TCP paket˚u.
• tcp connect notify, tcp establish notify a tcp close notify – pro signalizaci
prˇijate´ho, nava´zane´ho a ukoncˇene´ho spojen´ı. Tyto uda´losti jsou zachyceny pomoc´ı
tzv. callback funkc´ı.
Uzel Ubicom lze programovat v assembleru nebo jazyce C. Pro implementaci soft-
waru modelove´ aplikace byl vyuzˇit jazyk C, poskytuj´ıc´ı vysˇsˇ´ı u´rovenˇ abstrakce a vzhledem
k charakteru aplikace take´ prˇ´ıveˇtiveˇjˇs´ı formu vy´voje.
6.2 Komunikacˇn´ı protokol
Komunikace mezi jednotlivy´mi bloky je postavena na IP protokolu a vyuzˇ´ıva´ spojovane´ho
i nespojovane´ho prˇenosu. Princip komunikace mezi bloky modelove´ aplikace vycha´z´ı z prin-
cip˚u popsany´ch v kap. 4.2.3.
6.2.1 Komunikace klient–server
Spolehliveˇjˇs´ı spojovany´ prˇenos, komunikuj´ıc´ı pomoc´ı TCP paket˚u, je urcˇen pro komu-
nikaci podle sche´matu klient–server. Tento zp˚usob se vyuzˇ´ıva´ prˇedevsˇ´ım pro rˇ´ızen´ı c´ılove´ho
zarˇ´ızen´ı (bojler, ventily) a z principieln´ıho hlediska je vhodneˇjˇs´ı. Jisteˇ by nebylo zˇa´douc´ı,
kdyby se paket nesouc´ı prˇ´ıkaz k vypnut´ı bojleru prˇi prˇenosu ztratil.
U komunikace klient–server jsou prˇena´sˇeny u´daje uvedene´ v tab. 6.1 (smeˇr od klienta
k serveru) a 6.2 (smeˇr od serveru ke klientovi, v prˇ´ıpadeˇ zˇe je ocˇeka´va´na odpoveˇd’). V pa-
ketech jsou data ulozˇena v uvedene´m porˇad´ı.
Porˇad´ı Datovy´ typ Vy´znam
1 UInteger8 Typ zpra´vy – vzˇdy konstanta MSG CS
2 ObjectTag ObjectTag c´ılove´ho objektu na serveru
3 UInteger16 Cookie ulozˇena´ u klienta
4 UInteger16 ID c´ılove´ operace
5 ArgumentArray Vstupn´ı parametry pro c´ılovou operaci
Tabulka 6.1: Data prˇena´sˇena´ od klienta k serveru.
Vzhledem k tomu, zˇe byl do syste´mu vlozˇen blok serveru, zastupuj´ıc´ı klienta, bylo nutne´
upravit patrˇicˇneˇ obsah odes´ılany´ch TCP paket˚u od klienta k jiny´m NCAP proces˚um. Klient
na zacˇa´tek paketu prˇida´va´ informaci o adrese c´ılove´ho objektu a tento paket pos´ıla´ serveru.
Server zjist´ı IP adresu a cˇ´ıslo portu, na ktery´ ma´ by´t skutecˇneˇ paket dorucˇen a data
(v podobeˇ uvedene´ v tab. 6.1) na tuto adresu odesˇle. Podrobnosti funkce serveru jsou
uvedeny v kap. 6.5.3.
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Porˇad´ı Datovy´ typ Vy´znam
1 UInteger8 Typ zpra´vy – vzˇdy konstanta MSG CS
2 ClientServerReturnCode Na´vratova´ hodnota operace Perform
3 UInteger16 Nova´ cookie od serveru
4 ArgumentArray Vy´stupn´ı argumenty volane´ operace
Tabulka 6.2: Data prˇena´sˇena´ od serveru ke klientovi.
6.2.2 Komunikace publish–subscribe
Nespojovany´ prˇenos, realizovany´ pomoc´ı UDP paket˚u, slouzˇ´ı k rozes´ıla´n´ı publikac´ı, ob-
sahuj´ıc´ıch teploty z cˇidel apod. Prˇ´ıpadna´ ztra´ta teˇchto u´daj˚u prˇi prˇenosu nen´ı pro aplikaci
kriticka´. Vzhledem k mnozˇstv´ı prˇena´sˇeny´ch informac´ı tohoto typu je nespojovany´ prˇenos
take´ prˇ´ıveˇtiveˇjˇs´ı z hlediska vyt´ızˇen´ı s´ıteˇ.
Data ktera´ se prˇena´sˇ´ı od publikuj´ıc´ıho objektu k odeb´ıraj´ıc´ımu jsou uvedena v tab. 6.3.
Zde jizˇ komunikace prob´ıha´ vzˇdy jedn´ım smeˇrem.
Porˇad´ı Datovy´ typ Vy´znam
1 PubSubDomain Publikacˇn´ı dome´na
2 UInteger8 Kl´ıcˇ publikace
3 PublicationTopic Te´ma publikace
4 ArgumentArray Vlastn´ı obsah publikace
Tabulka 6.3: Data prˇena´sˇena´ od klienta k serveru.
6.3 Datovy´ model
Pro komunikaci mezi jednotlivy´mi bloky syste´mu je nutno dodrzˇet jednotnou formu prˇena´-
sˇeny´ch dat a zarucˇit, zˇe data budou interpretova´na na vsˇech zarˇ´ızen´ıch stejneˇ.
Pro potrˇeby modelove´ aplikace byla implementova´na podmnozˇina datovy´ch typ˚u popiso-
vany´ch standardem:
• Primitivn´ı datove´ typy – tedy Integer8, Integer16, Integer32, UInteger8,
UInteger16, UInteger32, Boolean, Octet, Float32 – pro 8, 16 a 32 bitova´ cela´
cˇ´ısla se zname´nkem i bez zname´nka, hodnoty typu boolean, datovy´ typ pro ulozˇen´ı
znaku a datovy´ typ pro cˇ´ısla s plovouc´ı cˇa´rkou.
• Strukturovane´ datove´ typy – jde o ClientServerReturnCode, OpReturnCode,
ObjectProperties, ObjectDispatchAddress – pro informace o na´vratovy´ch hod-
nota´ch z operac´ı a jejich vzda´lene´ho vola´n´ı, pro popis vlastnost´ı objektu a jeho adresy
v ra´mci syste´mu.
• Datove´ typy pol´ı – ArgumentArray, ObjectTagArray – pro obecne´ pole argument˚u
a pole typ˚u ObjectTag. Da´le byly implementova´ny typy pro pole primitivn´ıch da-
tovy´ch typ˚u.
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• Specia´ln´ı datove´ typy – zejme´na ClassID, ObjectID, ObjectTag, PubSubDomain,
PublicationTopic, SubscriptionQualifier – ktere´ vycha´zej´ı z drˇ´ıve uvedeny´ch
datovy´ch typ˚u.
U zmı´neˇny´ch datovy´ch typ˚u je zajiˇsteˇno, zˇe jejich interpretace na vsˇech objektech mode-
love´ aplikace bude totozˇna´. Vypusˇteˇny byly datove´ typy, ktere´ nejsou pro aplikaci zaj´ımave´
(naprˇ. fyzicka´ metadata ze senzor˚u, cˇasove´ u´daje apod.)
Standard definuje forma´t a reprezentaci jednotlivy´ch datovy´ch typ˚u pomoc´ı jazyka IDL.
Jejich implementace v jazyc´ıch Java a C je pro kazˇdy´ z teˇchto jazyk˚u charakteristicka´.
6.3.1 Implementace v jazyce Java
Jazyk Java neobsahuje datove´ typy prˇ´ımo odpov´ıdaj´ıc´ı datovy´m typ˚um standardu. Bylo
proto nutne´ implementovat pro kazˇdy´ datovy´ typ zapouzdrˇuj´ıc´ı objekt. Ten slouzˇ´ı k ini-
cializaci instance datove´ho typu na patrˇicˇnou hodnotu, jej´ı uchovan´ı ve vnitrˇn´ı promeˇnne´
a k dalˇs´ım operac´ım.
Aby bylo mozˇne´ pouzˇ´ıvat datovy´ typ ArgumentArray, je nutne´ implementovat u kazˇde´ho
datove´ho typu rozhran´ı IArgument, d´ıky ktere´mu je mozˇne´ pracovat s datovy´mi typy
dostatecˇneˇ obecneˇ a vytva´rˇet tak pole r˚uznorody´ch objekt˚u.
Rozhran´ı IArgument je definova´no na´sledovneˇ:
public interface IArgument
{
public void Encode(ByteArrayOutputStream stream);
public OpReturnCode Decode(ByteArrayInputStream stream);
public IEEE1451_String GetName();
public Type.TypeCode GetType();
}
Metody Encode a Decode slouzˇ´ı k zako´dova´n´ı resp. deko´dova´n´ı datove´ho typu do
vy´stupn´ıho resp. ze vstupn´ıho datove´ho proudu, pouzˇite´ho prˇi odes´ıla´n´ı resp. prˇ´ıjma´n´ı dat.
Metoda GetName vrac´ı jme´no datove´ho typu a metoda GetType vrac´ı typovy´ ko´d, pouzˇity´
pro identifikaci datove´ho typu prˇi deko´dova´n´ı z prˇij´ımany´ch dat.
Dalˇs´ım d˚ulezˇity´m objektem je MainArray, cozˇ je abstraktn´ı objekt, od ktere´ho deˇd´ı
vsˇechny objekty implementuj´ıc´ı datove´ typy pole. Objekt ma´ na´sleduj´ıc´ı metody:
public void Encode(ByteArrayOutputStream stream);
public abstract OpReturnCode Decode(ByteArrayInputStream stream);
public IEEE1451_String GetName();
public abstract Type.TypeCode GetType();
public UInteger32 GetSize();
MainArray take´ implementuje rozhran´ı IArgument, nav´ıc ale prˇida´va´ metodu pro zjiˇsteˇn´ı
velikosti pole, vracej´ıc´ı tento u´daj ve forma´tu pozˇadovane´m standardem (ten definuje ve-
likost pole jako cˇ´ıslo typu UInteger32). Objekt take´ prˇ´ımo implementuje metodu Encode,
jelikozˇ je pro vsˇechny objekty typu pole stejna´.
Pro na´zornost je na obr. 6.1 uvedena podoba datove´ho typu ArgumentArray tak, jak je
zpracova´na operacemi Encode a Decode a jak je prˇena´sˇena po s´ıti. Jako ilustrativn´ı bylo
zvoleno pole, obsahuj´ıc´ı jedno cˇ´ıslo typu Integer16 a znak typu Octet.
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Obra´zek 6.1: Forma´t datove´ho typu ArgumentArray.
Prˇi ko´dova´n´ı datovy´ch typ˚u se do vy´stupn´ıho proudu vzˇdy ukla´da´ nejdrˇ´ıve 1 bajt iden-
tifikuj´ıc´ı typ na´sleduj´ıc´ıch dat. Dalˇs´ı obsah za´vis´ı na konkre´tn´ım datove´m typu – kazˇdy´
datovy´ typ prˇida´va´ do vy´stupn´ıho proudu odpov´ıdaj´ıc´ı data. Prˇi deko´dova´n´ı je pak vzˇdy
podle prˇecˇtene´ho typu zavola´na metoda Decode prˇ´ıslusˇne´ho objektu reprezentuj´ıc´ıho datovy´
typ (zajiˇsteˇno v objektu Type), ve ktere´ odpov´ıdaj´ıc´ı objekt nacˇte patrˇicˇna´ data v porˇad´ı
shodne´m s porˇad´ım ko´dova´n´ı.
6.3.2 Implementace v jazyce C
V jazyce C uzlu Ubicom je situace odliˇsna´. Jazyk C disponuje datovy´mi typy, ktere´ lze
prˇ´ımo pouzˇ´ıt pro datove´ typy definovane´ standardem. U primitivn´ıch datovy´ch typ˚u tedy
stacˇ´ı vyuzˇ´ıt konstrukci typedef jazyka C, ktera´ zajist´ı prˇehledneˇjˇs´ı a jednotneˇjˇs´ı zp˚usob
pojmenova´n´ı datovy´ch typ˚u v ra´mci standardu IEEE 1451.1.
Pro implementaci strukturovany´ch datovy´ch typ˚u je pouzˇita konstrukce struct, ktera´
je pro tento u´cˇel v jazyce obsazˇena.
Pole jsou implementova´na dveˇma zp˚usoby:
1. prˇ´ımo jako pole datovy´ch typ˚u (typ[]) – u teˇch datovy´ch typ˚u, kde je mozˇne´ zjistit
pomoc´ı jednoduchy´ch funkc´ı jak je dane´ pole dlouhe´. Tento zp˚usob je pouzˇit naprˇ.
u datove´ho typu String nebo OctetArray.
2. vyuzˇit´ı konstrukce struct – u ostatn´ıch datovy´ch typ˚u pole. Ve strukturˇe je obsazˇena
informace o pocˇtu polozˇek pole a ukazatel na pole samotne´.
Datovy´ typ ArgumentArray je v jazyce C implementova´n jako struktura, obsahuj´ıc´ı
informaci o pocˇtu polozˇek a da´le ukazatele na dveˇ pole identifikuj´ıc´ı typy ulozˇeny´ch prvk˚u
a ulozˇene´ prvky samotne´.
Ko´dova´n´ı a deko´dova´n´ı dat je narozd´ıl od implementace v Javeˇ umı´steˇno do zvla´sˇtn´ıch
metod objektu IEEE1451 NCAPBlock. Datove´ typy samotne´ se nemus´ı o ko´dova´n´ı nebo
deko´dova´n´ı starat a usnadnˇuje se tak jejich pouzˇit´ı.
Dalˇs´ım rozd´ılem oproti implementaci v Javeˇ je absence datove´ho typu pro obecny´ ar-
gument (rozhran´ı IArgument). Toto je umozˇneˇno d´ıky vyuzˇit´ı datove´ho typu void, u neˇjzˇ
se dle potrˇeby prova´d´ı prˇetypova´n´ı na konkre´tn´ı datovy´ typ.
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6.4 Objektovy´ model
Trˇ´ıdy pouzˇite´ pro implementaci jsou uvedeny v kap. 5.1.2. Jejich konkre´tn´ı implementace
je ale pro oba jazyky odliˇsna´. Zat´ımco Java, jako jazyk cˇisteˇ objektovy´, vycha´z´ı svy´mi
prostrˇedky vstrˇ´ıc pozˇadavk˚um standardu, jazyk C pro uzel Ubicom jizˇ tak pouzˇitelny´ nen´ı.
Hierarchie v Javeˇ implementovany´ch trˇ´ıd je zna´zorneˇna na obr. 6.2. Z obra´zku lze vycˇ´ıst,
zˇe uzly spusˇteˇne´ na PC budou schopny vykona´vat vsˇechny za´kladn´ı operace nutne´ pro
komunikaci pomoc´ı popsany´ch komunikacˇn´ıch model˚u (viz kap. 5.1).
Obra´zek 6.2: Implementovane´ trˇ´ıdy v jazyce Java.
Uzel Ubicom ma´ mı´t z pohledu modelove´ aplikace omezenou funkcionalitu, a sice na
odes´ıla´n´ı publikac´ı a komunikaci s klientem. Proto je jeho objektovy´ model redukova´n na
podmnozˇinu trˇ´ıd, zna´zorneˇnou na obr. 6.3.
Obra´zek 6.3: Implementovane´ trˇ´ıdy v jazyce C.
V jazyce C je doc´ıleno deˇdicˇnosti s vyuzˇit´ım konstrukce struct. Trˇ´ıdy jsou definova´ny
jako struktury, obsahuj´ıc´ı cˇlenske´ promeˇnne´ a metody. Da´le je pro kazˇdou trˇ´ıdu vytvorˇena
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inicializacˇn´ı funkce, ktera´ alokuje potrˇebnou pameˇt’ a provede mapova´n´ı definovany´ch funkc´ı
na metody trˇ´ıdy. Pokud ma´ by´t trˇ´ıda potomkem jine´ trˇ´ıdy, je tato uvedena na zacˇa´tku
definice struktury deˇd´ıc´ı trˇ´ıdy. Jazyk C pak toto interpretuje jako odkaz na rodicˇovskou
trˇ´ıdu a po prˇetypova´n´ı je schopen prˇistupovat k vlastnostem a metoda´m rodicˇovske´ trˇ´ıdy.
Struktura trˇ´ıdy IEEE1451 NCAPBlock, ktera´ deˇd´ı ze trˇ´ıdy IEEE1451 Block a tuto trˇ´ıdu
rozsˇiˇruje, vypada´ schematicky na´sledovneˇ:
struct IEEE1451_NCAPBlock
{
struct IEEE1451_Block Block;
// ...
void* registered_objects[MAX_OBJECTS_REGISTERED];
// ...
/*local*/ IEEE1451_NCAPBlock_RegisterObject RegisterObject;
/*local*/ IEEE1451_NCAPBlock_GetBlockCookie GetBlockCookie;
// ...
};
Vzhledem k pameˇt’ovy´m na´rok˚um a dostupny´m prostrˇedk˚um uzlu Ubicom byla im-
plementace objektove´ho modelu cˇa´stecˇneˇ optimalizova´na. Prˇedevsˇ´ım byly sloucˇeny trˇ´ıdy
IEEE1451 Root a IEEE1451 Entity, a da´le byly sjednoceny trˇ´ıdy pocˇ´ınaje od IEEE Service
po IEEE PublisherPort. Uvedene´ zmeˇny take´ vy´razneˇ zvy´sˇily prˇehlednost aplikace a vy´-
voja´rˇ se v ko´du le´pe orientuje.
6.5 Bloky aplikace
Modelova´ aplikace ma´ pevneˇ definovanou architekturu (viz kap. 5) a stanoven vy´znam
a mozˇnosti jednotlivy´ch blok˚u. Kazˇdy´ blok je nakonfigurova´n tak, aby syste´mu poskytoval
potrˇebnou funkcionalitu a byl schopny´ reagovat na prˇijate´ pozˇadavky.
Jednotlive´ uzly jsou identifikova´ny pomoc´ı vlastnost´ı ObjectDispatchAddress a maj´ı
take´ potrˇebne´ informace o bloc´ıch, ktere´ potrˇebuj´ı ke sve´ cˇinnosti nebo se ktery´mi mus´ı
komunikovat, aby byla zajiˇsteˇna spra´vna´ funkce aplikace.
Konfigurace jednotlivy´ch blok˚u je pevneˇ da´na a jednotlive´ bloky ji maj´ı k dispozici
v dobeˇ kompilace ze zdrojovy´ch ko´d˚u. Pro zmeˇnu konfigurace je nutne´ upravit potrˇebna´
nastaven´ı ve zdrojove´m ko´du a tento zkompilovat.
V na´sleduj´ıc´ıch kapitola´ch budou podrobneˇji probra´ny jednotlive´ bloky z hlediska jejich
programove´ struktury, implementace a dalˇs´ıch aplikacˇn´ıch detail˚u. Prˇ´ıklady implementace
neˇktery´ch cˇa´st´ı syste´mu jsou uvedeny v prˇ´ıloze B. Zp˚usob jak jednotlive´ aplikace prˇelozˇit
a spustit je popsa´n v prˇ´ıloze C.
6.5.1 Web server
Pro umozˇneˇn´ı komunikace klienta s okoln´ımi bloky je nutne´ sta´hnout www stra´nku s app-
letem z webove´ho serveru. T´ım je umozˇneˇno nava´zat spojen´ı pomoc´ı soket˚u.
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Web server je implementova´n v jazyce Java a beˇzˇ´ı jako samostatny´ proces na PC.
Jeho hlavn´ı program beˇzˇ´ı v nekonecˇne´ smycˇce a nasloucha´ pozˇadavk˚um z internetove´ho
prohl´ızˇecˇe, na ktere´ odpov´ıda´. Implementova´na je pouze obsluha metody GET a zpracova´n´ı
soubor˚u typu HTML, jar a class, ktere´ jsou nutne´ pro provoz klienta.
Pokud na port web serveru prˇijde pozˇadavek o stazˇen´ı stra´nky, web server tuto zˇa´dost
analyzuje a podle URL na n´ı odpov´ı odesla´n´ım patrˇicˇne´ho dokumentu. Internetovy´ prohl´ızˇecˇ
pak zajist´ı zpracova´n´ı prˇijate´ odpoveˇdi a pokud se jedna´ o HTML stra´nku, ktera´ obsahuje
dalˇs´ı zdroje umı´steˇne´ na web serveru, pozˇa´da´ o neˇ automaticky webovy´ server.
6.5.2 Klient – rˇ´ıd´ıc´ı stanice
Pro prˇ´ıstup k rˇ´ızen´ı syste´mu mus´ı uzˇivatel navsˇt´ıvit www stra´nku s danou adresou, na ktere´
se nacha´z´ı applet rˇ´ıd´ıc´ı stanice (viz obr. 6.4). Aby mohl klient navazovat s´ıt’ova´ spojen´ı, mus´ı
by´t applet stazˇen z PC, na ktere´ se chce prˇipojovat. K tomu je vyuzˇit web server (popsa´no
v kap. 6.1.1).
Obra´zek 6.4: Applet beˇzˇ´ıc´ı na www stra´nce.
Applet je do www stra´nky vlozˇen pomoc´ı HTML ko´du. Jelikozˇ je pro beˇh appletu
vyzˇadova´na knihovna funkc´ı standardu IEEE 1451.1, prˇekla´dana´ zvla´sˇt’, mus´ı applet veˇdeˇt,
odkud tuto knihovnu sta´hnout. V HTML ko´du stra´nky se toto nastaven´ı prova´d´ı pomoc´ı
vlastnosti archive tagu applet.
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<applet
codebase="classes"
archive="IEEE.jar"
code="controlstationapplet/ControlStationApplet.class"
width="450" "height=400"/>
Atribut codebase slouzˇ´ı ke specifikaci cesty, kde se nacha´z´ı trˇ´ıdy appletu i knihovna
s bal´ıcˇky IEEE 1451.1. Da´le je appletu pomoc´ı tagu code prˇeda´na informace o trˇ´ıdeˇ, im-
plementuj´ıc´ı samotny´ applet. Posledn´ı atributy urcˇuj´ı rozmeˇr appletu na www stra´nce.
Applet poskytuje uzˇivateli graficke´ rozhran´ı, implementovane´ pomoc´ı knihovny AWT.
Uzˇivatel ma´ mozˇnost sledovat venkovn´ı a pokojove´ teploty, doda´vane´ odpov´ıdaj´ıc´ımı´ cˇidly,
je mu umozˇneˇno ovla´dat a sledovat stav ventil˚u a take´ ma´ mozˇnost ovlivnˇovat chod bojleru
a sledovat jeho stav.
Chybove´ hla´sˇky a vy´sledky neˇktery´ch operac´ı se zobrazuj´ı v okneˇ ve spodn´ı cˇa´sti appletu.
Po spusˇteˇn´ı je vyvtvorˇeno graficke´ uzˇivatelske´ rozhran´ı appletu a je provedena konfigu-
race a inicializace aplikace podle standardu IEEE 1451.1.
V prvn´ı fa´zi inicializace je vytvorˇena instance trˇ´ıdy IEEE1451 NCAPBlock se jme´nem
localNCAP. Ta je vyuzˇita pro registraci potrˇebny´ch blok˚u a nastaven´ı s´ıt’ove´ho spojen´ı se
serverem.
Pro zajiˇsteˇn´ı pozˇadovane´ fukcˇnosti rˇ´ıd´ıc´ı stanice je nutne´ vytvorˇit instanci trˇ´ıdy funkcˇn´ı-
ho bloku ControlStationFunctionBlock pojmenovane´ control station function block,
jej´ızˇ vy´znam bude popsa´n da´le.
Inicializace pokracˇuje vytva´rˇen´ım instanc´ı trˇ´ıd IEEE1451 ClientPort pro rˇ´ızen´ı bojleru
a ventil˚u a nastaven´ım jejich c´ılovy´ch blok˚u pomoc´ı IP adres, cˇ´ısel port˚u a object tag˚u. Da´le
je nutne´ vytvorˇit instance trˇ´ıd IEEE1451 SubscriberPort pro zajiˇsteˇn´ı odbeˇru publikac´ı od
blok˚u meˇrˇ´ıc´ıch venkovn´ı a pokojove´ teploty, teplotu vody v bojleru a poskytuj´ıc´ı stav ven-
til˚u. Po vytvorˇen´ı teˇchto instanc´ı je u kazˇde´ho patrˇicˇne´ho objektu zaregistrova´n odbeˇratel
dane´ publikace, ktery´m je metoda objektu control station function block.
Jakmile jsou vytvorˇeny vsˇechny potrˇebne´ instance, jsou tyto zaregistrova´ny u loka´ln´ıho
NCAP bloku. T´ım se sta´vaj´ı s´ıt’oveˇ viditelny´mi a je mozˇne´ s nimi da´le nakla´dat podle
standardu.
Posledn´ım krokem prˇi inicializaci aplikace rˇ´ıd´ıc´ı stanice je nastaven´ı s´ıt’ove´ komunikace.
Z d˚uvod˚u zminˇovany´ch v kapitole 6.1.1 mus´ı klient komunikovat s ostatn´ımi bloky
prostrˇednictv´ım proxy serveru. Tuto skutecˇnost je nutno ozna´mit loka´ln´ımu NCAP bloku
pomoc´ı metody SetProxyServer, ktera´ ma´ jako parametry IP adresu a cˇ´ıslo portu proxy
serveru, na ktery´ pos´ıla´ data. Jakmile dojde k pozˇadavku na komunikaci klient–server
s c´ılovy´m blokem, prˇida´ se na zacˇa´tek dat odes´ılany´ch serveru IP adresa a cˇ´ıslo portu
skutecˇne´ho prˇ´ıjemce.
Pokud vsˇechna nastaven´ı probeˇhnou v porˇa´dku, je loka´ln´ı NCAP proces aktivova´n
prˇechodem do aktivn´ıho stavu a je prˇipraven k s´ıt’ove´ komunikaci.
Aby bylo mozˇne´ pouzˇ´ıvat prvky GUI a za´rovenˇ obsluhovat pozˇadavky na ovla´da´n´ı a zo-
brazova´n´ı stav˚u blok˚u, bylo nutne´ applet implementovat s vyuzˇit´ım vla´ken. Pokud by applet
beˇzˇel pouze v jedine´m vla´kneˇ, vesˇkery´ vy´pocˇetn´ı cˇas by byl veˇnova´n pouze obsluze GUI
cˇi zpracova´n´ı prˇ´ıchoz´ıch zpra´v od jiny´ch blok˚u. Vla´kna umozˇnˇuj´ı appletu zpracova´vat oba
tyto vstupy.
Nove´ vla´kno je po spusˇteˇn´ı appletu vytvorˇeno v metodeˇ start a po jeho spusˇteˇn´ı je rˇ´ızen´ı
tohoto nove´ho vla´kna prˇeda´no metodeˇ run. V te´to metodeˇ prob´ıha´ detekce a zpracova´n´ı
prˇ´ıchoz´ıch zpra´v od zby´vaj´ıc´ıch blok˚u syste´mu. Po kazˇde´m zpracova´n´ı je vla´kno na kra´tky´
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okamzˇik uspa´no, aby se cˇas procesoru mohl veˇnovat ostatn´ım u´loha´m. V p˚uvodn´ım vla´knu
pak beˇzˇ´ı obsluha uda´lost´ı graficke´ho uzˇivatelske´ho rozhran´ı.
Funkcionalitu rˇ´ıd´ıc´ı stanice zajiˇst’uje objekt control station function block. Ten
poskytuje metody zpracova´vaj´ıc´ı podneˇty od uzˇivatele. Jedna´ se o vlastn´ı zavola´n´ı vzda´lene´
operace na ostatn´ıch bloc´ıch aplikace. Naprˇ. prˇi zˇa´dosti o spusˇteˇn´ı/zastaven´ı bojleru se za-
vola´ metoda ToggleBoiler. Ta vytvorˇ´ı vstupn´ı parametry vyzˇadovane´ k prˇechodu bojleru
do zˇa´dane´ho stavu, zavola´ operaci Execute klientske´ho portu (ktery´ je spojen s c´ılovy´m
funkcˇn´ım blokem bojleru) a osˇetrˇ´ı vy´sledek vola´n´ı. Pokud se podarˇilo stav bojleru zmeˇnit
nebo nastala chyba prˇi komunikaci, je tato skutecˇnost ozna´mena uzˇivateli textovou infor-
mac´ı v appletu. Analogicky funguje rˇ´ızen´ı ventil˚u, zjiˇst’ova´n´ı stavu bojleru nebo nastavova´n´ı
pozˇadovane´ teploty.
Funkcˇn´ı blok poskytuje take´ objekty, figuruj´ıc´ı jako odbeˇratele´ publikac´ı. Tyto ob-
jekty implementuj´ı rozhran´ı IEEE1451 ISubscriber, ktere´ slouzˇ´ı jako mechanismus call-
back funkc´ı. Prˇi inicializaci subscriber port˚u byl u kazˇde´ho takove´ho portu nastaven odbeˇ-
ratel, cozˇ byla pra´veˇ instance trˇ´ıdy implementuj´ıc´ı toto rozhran´ı. Obdrzˇ´ı–li loka´ln´ı NCAP
blok publikaci, projde seznam vsˇech u neˇj registrovany´ch objekt˚u a prˇeda´ publikaci metodeˇ
FilterPublicationAndCallbackSubscribers kazˇde´ho nalezene´ho subscriber portu. V te´to
metodeˇ jsou pak porovna´na data publikace s u´daji nastaveny´mi subscriber portu a dojde–li
ke shodeˇ, jsou zavola´ny vsˇechny registrovane´ callback metody dane´ho subscriber portu a je
jim prˇeda´n obsah publikace. V teˇchto metoda´ch pak prob´ıha vlastn´ı zpracova´n´ı obdrzˇeny´ch
u´daj˚u.
6.5.3 Server
Aplikace serveru slouzˇ´ı jako prostrˇedn´ık mezi klientem a ostatn´ımi bloky syste´mu. Do ar-
chitektury byl zacˇleneˇn vzhledem k omezen´ım Java appletu (kap. 6.1.1). Jeho hlavn´ı cˇinnost´ı
je prˇepos´ılat obdrzˇene´ pakety prˇ´ıslusˇny´m adresa´t˚um.
S´ıt’ova´ komunikace je v Javeˇ rˇesˇena pomoc´ı soket˚u [5]. Vyuzˇ´ıva´ se neblokuj´ıc´ıch soket˚u,
vytva´rˇeny´ch pomoc´ı trˇ´ıdy SocketChannel bal´ıku java.nio. Kana´l je schopen vytvorˇit
soket, ale jeho prˇipojen´ı jizˇ necha´va´ na soketu samotne´m. Neblokuj´ıc´ı mo´d je mozˇne´ nas-
tavit metodou configureBlocking trˇ´ıdy ServerSocketChannel pro spojovanou komu-
nikaci resp. DatagramChannel pro komunikaci nespojovanou.
Je–li trˇeba odeslat informaci na c´ılovy´ uzel, vytvorˇ´ı se novy´ soket, ktery´ se k c´ıli prˇipoj´ı
metodou bind, data se odesˇlou a spojen´ı se ukoncˇ´ı, prˇ´ıpadneˇ je mozˇne´ cˇekat na odpoveˇd’.
Pokud se naopak na data cˇeka´, testuje se jejich prˇijet´ı v nekonecˇne´ smycˇce vola´n´ım metody
accept trˇ´ıdy ServerSocketChannel resp. receive trˇ´ıdy DatagramChannel.
Server pracuje v nekonecˇne´ smycˇce, ve ktere´ sleduje definovane´ porty na stanici, na
ktere´ je spusˇteˇn. Pro modelovou aplikaci je nezbytne´, aby sledoval pouze 2 typy prˇenos˚u:
1. od rˇ´ıd´ıc´ı stanice k ostatn´ım blok˚um – zde je d˚ulezˇita´ komunikace prostrˇednictv´ım
spojovane´ho prˇenosu s TCP pakety. Server tedy nasloucha´ na prˇiˇrazene´m portu a po
obdrzˇen´ı paketu z neˇj extrahuje IP adresu a port skutecˇne´ho adresa´ta, se ktery´m
nava´zˇe spojen´ı. Pokud se ma´ cˇekat na odpoveˇd’ (tato informace je takte´zˇ prˇida´na do
paketu pro proxy server), cˇeka´ server na odpoveˇd’ a tu pak prˇepos´ıla´ zpeˇt klientovi.
2. od blok˚u poskytuj´ıc´ı publikace k rˇ´ıd´ıc´ı stanici – v tomto prˇ´ıpadeˇ je situace
jednodusˇsˇ´ı. Bloky poskytuj´ıc´ı publikace maj´ı jako prˇ´ıjemce teˇchto publikac´ı uveden
proxy server. Ten nasloucha´ na patrˇicˇne´m portu a UDP pakety, ktere´ jsou na tento
port dorucˇeny prˇepos´ıla´ beze zmeˇny rˇ´ıd´ıc´ı stanici ke zpracova´n´ı.
38
6.5.4 Pokojova´ a venkovn´ı cˇidla
Bloky poskytuj´ıc´ı pokojove´ a venkovn´ı teploty maj´ı, co se funkce ty´cˇe, totozˇne´ softwarove´
vybaven´ı. Rozd´ıl je pouze v mnozˇstv´ı poskytovany´ch u´daj˚u a take´ vy´znamovy´ z hlediska
pozice v syste´mu.
Tyto bloky poskytuj´ı v pravidelny´ch intervalech hodnoty pomyslny´ch teplotn´ıch cˇidel,
ktere´ jsou dorucˇova´ny rˇ´ıd´ıc´ı aplikaci. Je zde vyuzˇit komunikacˇn´ı modelu publish–subscribe
s t´ım, zˇe pokojove´ teploty jsou odes´ıla´ny pouze rˇ´ıd´ıc´ı stanici, kdezˇto venkovn´ı teploty zpra-
cova´va´ nav´ıc i blok Databa´ze (viz 6.5.7).
Software teˇchto blok˚u je implementova´n je v jazyce Java a oba beˇzˇ´ı na PC jako samos-
tatne´ neza´visle´ procesy.
Kazˇdy´ z blok˚u prova´d´ı po spusˇteˇn´ı inicializaci loka´ln´ıho NCAP procesu a na´sledneˇ ini-
calizaci funkcˇn´ıho bloku (instance trˇ´ıdy OutsideFunctionBlock resp. RoomFunctioBlock).
Pote´ je inicializova´n objekt trˇ´ıdy IEEE1451 PublisherPort, ktery´ zajiˇst’uje rozes´ıla´n´ı pub-
likac´ı.
Jakmile jsou instance u´speˇsˇneˇ incializova´ny, jsou zaregistrova´ny u loka´ln´ıho NCAP pro-
cesu a je mozˇne´ s nimi da´le pracovat podle standardu.
Po dokoncˇen´ı registrace instanc´ı funkcˇn´ıch blok˚u a publisher port˚u je nastavena s´ıt’ova´
komunikace. Zde je nutno zmı´nit metodu EmulateMulticast, ktera´ umozˇnˇuje rozes´ılat pub-
likace na vsˇechny registrovane´ odbeˇratele. Za´jemci o publikace se prˇida´vaj´ı pomoc´ı metody
EmulateMulticastAddTarget loka´ln´ıho NCAPu. U bloku pro meˇrˇen´ı pokojovy´ch teplot je
jako odbeˇratel registrova´n pouze server (tedy rˇ´ıd´ıc´ı stanice), u bloku pro meˇrˇen´ı venkovn´ıch
teplot je nav´ıc zaregistrova´n jesˇteˇ blok databa´ze. V prˇ´ıpadeˇ databa´ze jsou data pos´ıla´na
prˇ´ımo c´ılove´mu bloku, bez u´cˇasti serveru (jak je videˇt na obr. 5.2).
Je–li u´speˇsˇneˇ dokoncˇena inicializace s´ıteˇ, je loka´ln´ı NCAP uveden do aktivn´ıho stavu.
V nekonecˇne´ smycˇce je pak testova´no, zda jsou na blok kladeny zˇa´dosti o komunikaci typu
klient–server nebo zda byly dorucˇeny neˇjake´ publikace, prˇ´ıpadneˇ je provedeno obslouzˇen´ı
teˇchto zˇa´dost´ı. Oboj´ı je v prˇ´ıpadeˇ teˇchto dvou blok˚u pouze ilustrativn´ı, hlavn´ı funkcˇnost je
obsazˇena v metodeˇ ProcessAndPublishMeasurement funkcˇn´ıho objektu.
Funkcˇn´ı objekty ve svy´ch konstruktorech nastav´ı na´hodne´ vy´choz´ı teploty, ktere´ pak
kazˇdou sekundu meˇn´ı o nepatrny´ prˇ´ırustek cˇ´ı u´bytek. Je tak simulova´n vy´voj teplot meˇ-
rˇeny´ch sadou cˇidel (konkre´tn´ı rˇesˇen´ı nen´ı pro tuto pra´ci podstatne´). Funkcˇn´ı blok pak ve
sve´ metodeˇ ProcessAndPublishMeasurement vzˇdy zajist´ı aktualizaci nameˇrˇeny´ch teplot
a aktua´ln´ı hodnoty pouzˇije jako obsah publikace. Tu pomoc´ı metody Publish prˇ´ıslusˇne´ho
publisher portu vysˇle prostrˇednictv´ım s´ıteˇ prˇ´ıjemc˚um.
Po odesla´n´ı kazˇde´ publikace je proces na kra´tkou dobu uspa´n.
6.5.5 Rˇı´zen´ı ventil˚u
Blok pro rˇ´ızen´ı ventil˚u poskytuje s´ıt’oveˇ viditelne´ operace pro ovla´da´n´ı jednotlivy´ch ventil˚u
a syste´mu poskytuje informace o stavu teˇchto ventil˚u formou publikace.
Implementova´n je v Javeˇ a beˇzˇ´ı na PC jako samostatny´ proces.
Po spusˇteˇn´ı se provede incializace loka´ln´ıho NCAPu, funkcˇn´ıho bloku (instance trˇ´ıdy
ValvesFunctionBlock) a instance trˇ´ıdy IEEE1451 PublisherPort pro rozes´ıla´n´ı publikac´ı.
Funkcˇn´ı blok i publisher port jsou pote´ zaregistrova´ny u loka´ln´ıho NCAP procesu.
Registrace umozˇnˇuje pouzˇ´ıvat dane´ bloky podle standardu. V prˇ´ıpadeˇ bloku rˇ´ızen´ı ven-
til˚u poskytne syste´mu s´ıt’oveˇ viditelne´ metody GetValve, SetValve, CloseAll a OpenAll
pro obsluhu ventil˚u.
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Po u´speˇsˇne´m zaregistrova´n´ı instance funkcˇn´ıho bloku a publisher portu je provedeno
nastaven´ı s´ıt’ove´ komunikace. Jedna´ se o konfiguraci rozes´ıla´n´ı publikac´ı a prˇida´n´ı prˇ´ıjemce
teˇchto publikac´ı, ktery´m je server (resp. rˇ´ıd´ıc´ı stanice). Jakmile je konfigurace s´ıt’ove´ komu-
nikace dokoncˇena, je loka´ln´ı NCAP proces uveden do aktivn´ıho stavu.
V nekonecˇne´ smycˇce je pak testova´n vy´skyt zˇa´dost´ı od rˇ´ıd´ıc´ı stanice. Teˇmi se rozumı´
pozˇadavky na vyvola´n´ı s´ıt’oveˇ viditelny´ch metod. Je–li prˇijata zpra´va obsahuj´ıc´ı pokyn
k vykona´n´ı operace funkcˇn´ıho bloku, je zpracova´na loka´ln´ım NCAP procesem a prˇeda´na
metodeˇ Perform instance trˇ´ıdy ValvesFunctionBlock. V te´to metodeˇ je pak provedeno
mapova´n´ı vstupn´ıch argument˚u, je zavola´na prˇ´ıslusˇna´ metoda a prˇ´ıpadne´ vy´stupn´ı argu-
menty jsou prˇeda´ny zpeˇt loka´ln´ımu NCAP procesu, ktery´ se postara´ o jejich zpeˇtne´ zasla´n´ı
zˇadateli. V prˇ´ıpadeˇ vy´skytu chyby je zˇadateli zasla´n take´ chybovy´ ko´d.
Dojde–li ke zmeˇneˇ stavu ventil˚u (at’ uzˇ v d˚usledku zavola´n´ı patrˇicˇne´ vzda´lene´ metody,
nebo jej´ım prˇ´ımy´m vola´n´ım), je ve funkcˇn´ım bloku prˇipravena publikace, obsahuj´ıc´ı infor-
mace o aktua´ln´ım stavu ventil˚u. Tato je pak pomoc´ı publisher portu odesla´na registrovany´m
prˇ´ıjemc˚um, v tomto prˇ´ıpadeˇ rˇ´ıd´ıc´ı stanici.
Na konci iterace nekonecˇne´ smycˇky je proces na kra´tkou dobu uspa´n.
6.5.6 Rˇı´zen´ı bojleru
Blok rˇ´ızen´ı bojleru je realizova´n na hardwarove´m uzlu Ubicom, prˇipojene´m k PC na ktere´m
beˇzˇ´ı ostatn´ı bloky aplikace. Jeho funkcˇnost je zajiˇsteˇna programem v jazyce C, ktery´ je
ulozˇen ve flash pameˇti procesoru IP2022.
Proces komunikuje se serverem pomoc´ı spojovane´ho i nespojovane´ho prˇenosu.
Na Ubicomu se pro s´ıt’ovou komunikaci vyuzˇ´ıva´ funkc´ı bal´ıku ipStack, ktery´ poskytuje
operace s TCP i UDP pakety. Po inicializaci funkc´ı tcp init se nastav´ı pomoc´ı tcp listen
specia´ln´ı callback funkce [11]. Ty budou zavola´ny v prˇ´ıpadech kdy Ubicom obdrzˇ´ı pozˇadavek
na spojen´ı, v situaci kdy je spojen´ı nava´za´no nebo v prˇ´ıpadeˇ ukoncˇen´ı spojen´ı. V prˇ´ıslusˇny´ch
funkc´ıch se pak prova´d´ı zpracova´n´ı prˇijaty´ch dat a prˇ´ıpadneˇ odes´ıla´ odpoveˇdi.
Je–li potrˇeba odeslat z Ubicomu TCP resp. UDP paket, vyuzˇ´ıva´ se net bufferu, do
ktere´ho se ukla´da´ obsah odes´ılane´ho paketu. Net buffer je specia´ln´ı mechanismus, vyuzˇ´ıvaj´ıc´ı
techniku lazy-copy1. Jakmile jsou data prˇipravena, vyuzˇije se pro jejich rozesla´n´ı funkce
tcp send netbuf pro komunikaci klient–server nebo udp send netbuf pro mechanismus
publish–subscribe.
Na uzlu Ubicom je implementova´na skupina trˇ´ıd tak, jak je popsa´na v kap. 6.4. Hlavn´ı
trˇ´ıdou, zajiˇst’uj´ıc´ı potrˇebnou funkcionalitu je trˇ´ıda IEEE1451 NCAPBlock a k n´ı prˇ´ıslusˇej´ıc´ı
funkce localNCAP init, ktera´ zajiˇst’uje vytvorˇen´ı pra´veˇ jednoho NCAP procesu. V te´to
funkci je provedeno namapova´n´ı metod, nastaven´ı vy´choz´ıch vlastnost´ı NCAP procesu, re-
gistrace samotne´ho NCAPu a inicializace s´ıt’ove´ komunikace, prˇedevsˇ´ım pak urcˇen´ı callback
funkc´ı pro TCP spojen´ı.
V hlavn´ım programu je inicializova´n samotny´ Ubicom – je vymezena pameˇt’ pro uzˇivatele
a nastaven cˇasovacˇ. Da´le je vytvorˇen loka´ln´ı NCAP proces, pomoc´ı vy´sˇe zmı´neˇne´ funkce.
Pro poskytnut´ı potrˇebne´ funkcionality je nutne´ vytvorˇit instance publisher portu a funk-
cˇn´ıho bloku. Publisher port bude syste´mu pravidelneˇ doda´vat publikaci obsahuj´ıc´ı aktua´ln´ı
teplotu vody v bojleru. Funkcˇn´ı blok zase definuje s´ıt’oveˇ viditelne´ operace pro nastavova´n´ı
bojleru a vlastn´ı funkcionalitu tohoto uzlu.
1 L´ıne´ kop´ırova´n´ı – data jsou ve vy´choz´ım stavu sd´ılena v´ıce prostrˇedky a pouzˇ´ıva´ se jejich shallow-copy
(meˇlka´ kopie). Kop´ıruj´ı se azˇ v prˇ´ıpadeˇ, kdy chce jeden z vlastn´ık˚u data zmeˇnit [17].
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Pomoc´ı metody RegisterObject jsou oba uvedene´ bloky zaregistrova´ny u loka´ln´ıho
NCAPu a da´le je pomoc´ı metody AddPublishTarget prˇida´n odbeˇratel publikac´ı, ktery´m
je v modelove´ aplikaci server.
Po dokoncˇen´ı konfigurace prˇejde loka´ln´ı NCAP do aktivn´ıho stavu, zavola´ metody pro
ohrˇev vody a publikaci teploty a zacˇ´ına´ pracovat podle pozˇadavk˚u.
Vzhledem ke zp˚usobu implementace s´ıt’ove´ komunikace, tj. pouzˇit´ı zpeˇtny´ch vola´n´ı call-
back funkc´ı, je program Ubicomu staveˇn na jine´m principu nezˇ je tomu u implementace
v Javeˇ. Vyuzˇ´ıva´ se zde syste´mu prˇerusˇen´ı a cˇasovacˇe.
Hlavn´ı program beˇzˇ´ı v nekonecˇne´ smycˇce, v n´ızˇ se kontroluje stav s´ıt’ove´ho rozhran´ı
(ethernet device instance). V prˇ´ıpadeˇ, zˇe jsou na rozhran´ı ethernetu dorucˇena data, je
podle situace zavola´na patrˇicˇna´ callback funkce a po jej´ım skoncˇen´ı se program vrac´ı do
hlavn´ı smycˇky. V jej´ım dalˇs´ım kroku se vyhodnocuje hodnota cˇasovacˇe a v prˇ´ıpadeˇ, zˇe je
nalezena registrovana´ uda´lost, prˇiˇrazena k aktua´ln´ı hodnoteˇ cˇasove´ho u´daje, je tato uda´lost
vyvola´na.
Zpracova´n´ı pozˇadavk˚u klienta
Je–li nava´za´no spojen´ı s Ubicomem, je tato skutecˇnost zachycena pomoc´ı callback funkce
TCP callback connect2, ktera´ vytvorˇ´ı pro spojen´ı soket. Prˇi prˇ´ıjmu dat je Ubicomem
vola´na funkce TCP callback recv, ktera´ postupneˇ prˇijata´ data ukla´da´ do bufferu. Jakmile
je prˇijat cely´ paket, je zavola´na metoda pro zpracova´n´ı pozˇadavku TCP ProcessRequest.
Po ukoncˇen´ı komunikace klientem vola´ Ubicom funkce TCP callback close, ve ktere´ uvoln´ı
prostrˇedky drˇ´ıve vytvorˇene´ho soketu.
Prˇi zpracova´n´ı pozˇadavku funkc´ı TCP ProcessRequest je nejdrˇ´ıve zkontrolova´n spra´vny´
forma´t prˇijate´ zpra´vy. To se deˇje ve funkci TCP CheckClientMessage. Forma´t a porˇad´ı dat
mus´ı odpov´ıdat sche´matu, uvedene´mu v kap. 6.2.1. V te´to funkci se take´ vyhleda´ regis-
trovany´ blok, ktere´mu je zpra´va urcˇena. Pokud nen´ı nalezen, zpracova´n´ı koncˇ´ı neu´speˇsˇneˇ.
V opacˇne´m prˇ´ıpadeˇ je otestova´na spra´vna´ hodnota cookie a jsou ulozˇeny informace o c´ılove´m
objektu a ID operace. Da´le je provedeno deko´dova´n´ı vstupn´ıch argument˚u pro tuto operaci.
Rˇ´ızen´ı se vrac´ı zpeˇt do funkce TCP ProcessRequest, kde je zavola´na metoda Perform
c´ılove´ho objektu. V prˇ´ıpadeˇ modelove´ aplikace jde o instanci objektu BoilerFunctionBlock.
Ta porovna´ ID c´ılove´ operace s teˇmi ktere´ poskytuje a pokud se ID shoduj´ı, je tato
operace zavola´na s prˇ´ıpadny´mi vstupn´ımi argumenty. Jakmile c´ılova´ operace skoncˇ´ı, jsou
prˇ´ıpadne´ vy´stupn´ı argumenty prˇeda´ny zpeˇt do funkce TCP ProcessRequest. Ta je prˇeda´
funkci TCP SendReplyToClient, ktera´ prˇiprav´ı a odesˇle odpoveˇd’ klientovi pomoc´ı drˇ´ıve
otevrˇene´ho soketu. Data jsou prˇed odesla´n´ım zako´dova´na do podoby odpov´ıdaj´ıc´ı sche´matu
v kap. 6.2.1.
Ohrˇev vody a publikace teploty
Pozˇadovanou funkcionalitu bloku zajiˇst’uje metoda Boil trˇ´ıdy BoilerFunctionBlock. Pub-
likova´n´ı aktua´ln´ı hodnoty prˇ´ıslusˇ´ı metodeˇ ProcessAndPublishMeasurement stejne´ho ob-
jektu.
Obeˇ metody jsou specficke´ zp˚usobem jejich vola´n´ı. Jejich prova´deˇn´ı je totizˇ zajiˇsteˇno
cˇasovacˇem (oneshot timer) Ubicomu. Prvn´ı jejich zavola´n´ı prob´ıha´ teˇsneˇ prˇed nekonecˇnou
smycˇkou hlavn´ıho programu. V obou metoda´ch je na konci jejich teˇl vola´na funkce cˇasovacˇe
2 Vesˇkere´ funkce a metody zmı´neˇne´ v te´to podkapitole jsou implementova´ny ve trˇ´ıdeˇ IEEE1451 NCAPBlock.
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oneshot attach, ktera´ zajist´ı jejich opeˇtovne´ vyvola´n´ı po uplynut´ı dane´ho cˇasove´ho inter-
valu.
Ohrˇev vody je vola´n s mensˇ´ı frekvenc´ı (cˇasovy´ interval je veˇtsˇ´ı) a jeho c´ılem je upravovat
hodnotu aktua´ln´ı teploty, prezentovane´ uzˇivateli. Ta se meˇn´ı podle toho, zda je bojler
zapnuty´ cˇi vypnuty´ nebo zda je nastavena urcˇita´ c´ılova´ teplota.
Metoda pro publikaci aktua´ln´ı hodnoty ma´ za u´kol prˇipravit obsah publikace a pomoc´ı
metody Publish prˇ´ıslusˇne´ho publisher portu ji prˇedat ke zpracova´n´ı a odesla´n´ı. To se deˇje
v metodeˇ MarshalAndPublishPublication objektu localNCAP, kterou vola´ pra´veˇ instance
publisher portu. V te´to metodeˇ docha´z´ı k vytvorˇen´ı net bufferu, jeho naplneˇn´ı hlavicˇkou
a obsahem publikace podle kap. 6.2.2 a k na´sledne´mu rozesla´n´ı publikace pomoc´ı UDP
paketu na vsˇechny registrovane´ odbeˇratele.
Vyuzˇit´ı cˇasovacˇe ma´ tu vy´hodu, zˇe je mozˇne´ stanovit interval vola´n´ı obou funkc´ı bez
toho, aby bylo v bloku pouzˇito aktivn´ı cˇeka´n´ı. Dı´ky tomu mu˚zˇe blok reagovat na zˇa´dosti
klienta jen s minima´ln´ım zpozˇdeˇn´ım.
Ko´dova´n´ı a deko´dova´n´ı datovy´ch typ˚u
Ko´dova´n´ı a deko´dova´n´ı pouzˇity´ch datovy´ch typ˚u se prova´d´ı v metoda´ch Encode a Decode
objektu localNCAP.
Prˇi ko´dova´n´ı se prˇ´ıslusˇna´ data kazˇde´ho datove´ho typu ukla´daj´ı do net bufferu ve forma´tu,
ktery´ je shodny´ s forma´tem implementovany´m v Javeˇ.
Beˇhem deko´dova´n´ı se pro kazˇdy´ prˇijaty´ datovy´ typ alokuje pameˇt’, do ktere´ jsou pak data
typu ulozˇena. Data se cˇtou pomoc´ı funkce MessageBuffer GetByte objektu localNCAP.
Protozˇe ma´ uzel Ubicom omezene´ pameˇt’ove´ mozˇnosti a neposkytuje mechanismus po-
dobny´ Garbage collectoru, je nutne´ vesˇkerou pouzˇitou a nepotrˇebnou pameˇt’ ve vhodnou
chv´ıli uvolnit. Vzhledem k mnozˇstv´ı datovy´ch typ˚u a jejich specificke´ implementaci posky-
tuje objekt localNCAP metodu FreeType. Jej´ım u´cˇelem je uvolnit pameˇt’ podle zadane´ho
datove´ho typu tak, jak byla pro tento typ alokova´na.
6.5.7 Databa´ze
Blok databa´ze ma´ za u´kol zpracova´vat data od bloku pro meˇrˇen´ı venkovn´ı teploty. Je
implementova´n v Javeˇ a beˇzˇ´ı jako samostatny´ proces na PC.
Po spusˇteˇn´ı je inicializova´n NCAP proces, je vytvorˇena instance funkcˇn´ıho bloku a sub-
scriber portu a je provedena jejich registrace u loka´ln´ıho NCAPu. Pote´ je nastavena s´ıt’ova´
komunikace. V prˇ´ıpadeˇ bloku databa´ze bude vyuzˇita pouze komunikace podle modelu
publish–subscribe. Jakmile je konfigurace dokoncˇena, prˇecha´z´ı blok do aktivn´ıho stavu.
Hlavn´ı program bloku v nekonecˇne´ smycˇce testuje prˇ´ıchoz´ı publikace a tyto da´le zpra-
cova´va´. Po zpracova´n´ı kazˇde´ publikace je proces na kra´tkou dobu uspa´n.
Zpracova´n´ı prob´ıha´ v metodeˇ objektu Callback RoomTemperatures, ktery´ byl regis-
trova´n jako odbeˇratel prˇi inicializaci subscriber portu. V te´to metodeˇ je oveˇrˇena spra´vna´
struktura obsahu publikace a data publikace jsou na´sledneˇ zpracova´na (vzhledem k rozsahu
se jedna´ pouze o jejich vypsa´n´ı na standardn´ı vy´stup).
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Kapitola 7
Za´veˇr
Diplomova´ pra´ce navazuje na semestra´ln´ı projekt, jehozˇ na´pln´ı bylo prozkouma´n´ı zp˚usob˚u
prˇipojova´n´ı vestaveˇny´ch syste´mu˚ k internetu a prostudova´n´ı mozˇnost´ı standardu IEEE
1451.1. V ra´mci semestra´ln´ıho projektu byla take´ navrzˇena za´kladn´ı architektura syste´mu
podle uvedene´ho standardu.
Tento na´vrh byl v diplomove´ pra´ci da´le rozsˇ´ıˇren a implementova´n na platforma´ch Java
a Ubicom. Prˇi implementaci bylo nutno neˇktere´ cˇa´sti na´vrhu prˇizp˚usobit zvoleny´m architek-
tura´m bez ztra´ty obecnosti definovane´ standardem.
Implementovany´ syste´m podle navrzˇene´ architektury byl u´speˇsˇneˇ otestova´n a byla tak
oveˇrˇena navrzˇena´ funkcionalita a mozˇnosti standardu IEEE 1451.1. Beˇhem implementace se
uka´zalo, zˇe platforma Java je pro u´cˇely standardu zcela vyhovuj´ıc´ı a prˇi realizaci prˇ´ıslusˇne´
cˇa´sti aplikace nebyly na te´to platformeˇ zaznamena´ny zˇa´dne´ vy´razne´ komplikace. Oproti
tomu platforma syste´mu Ubicom se projevila jako me´neˇ vyhovuj´ıc´ı. Hlavn´ım d˚uvodem byla
absence podpory komunikace pomoc´ı multicastu, cozˇ by zjednodusˇilo implementaci s´ıt’ove´
komunikace mezi jednotlivy´mi bloky syste´mu. I prˇes tento nedostatek vsˇak Ubicom zastal
ocˇeka´vanou roli a z pohledu standardu pracoval bez pot´ızˇ´ı.
V dalˇs´ım pokracˇova´n´ı projektu by bylo mozˇne´ vyuzˇ´ıt realizace vybrany´ch blok˚u pomoc´ı
specia´ln´ıch jednocˇipovy´ch procesor˚u, podporuj´ıc´ıch platformu Java a obsahuj´ıc´ıch JVM.
Takovy´m procesorem by mohl by´t nahrazen i uzel Ubicom a implementace cele´ho standardu
by tak byla provedena v jazyce Java, ktery´ je pro realizaci vy´hodneˇjˇs´ı pro sve´ objektove´
vlastnosti.
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Seznam pouzˇity´ch zkratek a
symbol˚u
IEEE – Institute of Electrical and Electronics Engineers
CORBA – Common Object Requesting Broker Architecture
RPC – Remote Procedure Call
RMI – Remote Method Invocation
IP – Internet Protocol
TCP – Transmission Control Protocol
UDP – User Datagram Protocol
IETF – Internet Engineering Task Force
HTTP – Hypertext Transfer Protocol
HTML – HyperText Markup Language
SNMP – Simple Network Management Protocol
FTP – File Transfer Protocol
SMTP – Simple Mail Transfer Protocol
ICMP – Internet Control Message Protocol
ARP – Address Resolution Protocol
OSPF – Open Shortest Path First
MAC – Media Access Control
SSH – Secure Shell
DNS – Domain Name System
VoIP – Voice over Internet Protocol
TFTP – Trivial File Transfer Protocol
URI – Uniform Resource Identifier
AD/DA – Analog to Digital / Digital to Analog
URL – Uniform Resource Locator
TEDS – Transducer Electronic Data Sheet
STIM – Smart Transducer Interface Module
TII – Transducer Independent Interface
NCAP – Network Capable Application Processor
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NIST – National Institute of Standards and Technology
UART – Universal Asynchronous Receiver/Transmitter
SPI – Serial Peripheral Interface Bus
JVM – Java Virtual Machine
JAR – Java Archive
JDBC – Java Database Connectivity
GUI – Graphical User Interface
AWT – Abstract Window Toolkit
SDK – Software Development Kit
JDK – Java Development Kit
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Seznam prˇ´ıloh
A Hierarchie trˇ´ıd standardu IEEE 1451.1
B Uka´zky zdrojovy´ch ko´d˚u
C Prˇeklad a spusˇteˇn´ı jednotlivy´ch aplikac´ı
48
Prˇ´ıloha A
Hierarchie trˇ´ıd standardu IEEE
1451.1
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Prˇ´ıloha B
Uka´zky zdrojovy´ch ko´d˚u
Uvedene´ zdrojove´ ko´dy jsou ilustrativn´ı, nejedna´ se o kompletn´ı vy´pisy.
Inicializace a registrace blok˚u v jazyce Java
IEEE1451_NCAPBlock local_ncap;
ValvesFunctionBlock valves_function_block;
IEEE1451_PublisherPort valves_publisher_port;
...
// result of operations
OpReturnCode result = new OpReturnCode();
// prepare this node dispatch address and initialize it
ObjectDispatchAddress local_ncap_dispatch_address = new ObjectDispatchAddress(
_local_ncap_ip, _local_ncap_port, _local_ncap_object_tag);
local_ncap = new IEEE1451_NCAPBlock(
local_ncap_dispatch_address, _local_ncap_object_name);
// init publisher port and set publication topic
valves_publisher_port = new IEEE1451_PublisherPort(local_ncap, _publisher_port_name);
result = valves_publisher_port.SetPublicationTopic(
new PublicationTopic(new IEEE1451_String("valvesStates")));
if (!result.IsMajor(MajorReturnCode.MJ_COMPLETE)) { return result; }
// init function block
valves_function_block = new ValvesFunctionBlock(local_ncap, valves_publisher_port);
// register publisher port
ObjectDispatchAddress publisher_port_oda = new ObjectDispatchAddress();
result = local_ncap.RegisterObject(
valves_publisher_port, valves_function_block, publisher_port_oda);
if (!result.IsMajor(MajorReturnCode.MJ_COMPLETE)) { return result; }
// register valves function block
ObjectDispatchAddress valves_function_block_oda = new ObjectDispatchAddress();
result = local_ncap.RegisterObject(
valves_function_block, local_ncap, valves_function_block_oda);
if (!result.IsMajor(MajorReturnCode.MJ_COMPLETE)) { return result; }
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Nastaven´ı s´ıt’ove´ komunikace a hlavn´ı proces bloku v jazyce Java
// set up multicast emulation
local_ncap.EmulateMulticast(
_local_ncap_ip.GetValueConcrete(), _local_ncap_port.GetValueConcrete());
local_ncap.EmulateMulticastAddTarget(_subscriber_ip, _subscriber_port);
local_ncap.DisableRealMulticast();
// all required block are instanciated - initialize network connections
if (!local_ncap.InitNetworkConnection()) {
System.err.println("Client - Server communication couldn’t be established.");
System.exit(2);
}
if (!local_ncap.InitPubSubNetworking()) {
System.err.println("Publish - Subscribe communication couldn’t be established.");
System.exit(3);
}
// set active state of ncap
local_ncap.Initialize();
local_ncap.GoActive();
while (valves_function_block.isOperating()) {
// handle request from client, if there is any
if (local_ncap.IsClientRequest()) { local_ncap.ProcessClientRequest(); }
// handle ncap publications and subscriptions
if (local_ncap.IsPubSubRequest()) {
result = local_ncap.ProcessPubSubRequests();
if (!result.IsMajor(MajorReturnCode.MJ_COMPLETE)) {
System.err.println("ValvesControl PubSub processing failed: " + result.Major);
System.exit(5);
}
}
Thread.sleep(100);
}
// close network connections
local_ncap.FinishPubSubNetworking();
local_ncap.FinishNetworkConnection();
Implementace callback metody pro subscriber port
public class Callback_RoomTemperatures
implements IEEE1451_SubscriberPort.IEEE1451_ISubscriber {
public void callback_method(
UInteger16 subscription_id,
UInteger8 publishing_port_publication_key,
PublicationTopic publishing_port_publication_topic,
ArgumentArray publication_contents) {
// check float array presence
if (publication_contents.GetSize().GetValueConcrete() != 1) {
System.err.println("Room temperatures set missing.");
return;
}
// check floats count
Float32Array values = (Float32Array) publication_contents.get(0);
if (values.GetSize().GetValueConcrete() != Database.ROOM_SENSORS_COUNT) {
System.out.println("Room temperatures set is not complete.");
return;
}
// display temperatures
}
}
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Kostra aplikace Ubicomu
// initialize ubicom hardware
ubicomInit();
// initialize local NCAP
struct ObjectDispatchAddress local_ncap_oda;
local_ncap_oda.host = local_ncap_ip;
local_ncap_oda.port = local_ncap_port;
StringToObjectTag(local_ncap_object_tag, 2, &local_ncap_oda.object_tag);
localNCAP_init(local_ncap_oda, local_ncap_object_name);
// init publisher port
struct IEEE1451_PublisherPort *boiler_publisher_port = IEEE1451_PublisherPort_alloc(
&localNCAP);
PublicationTopic publication_topic = "boilerMeasurement";
boiler_publisher_port->SetPublicationTopic(boiler_publisher_port, &publication_topic);
// init function block
boiler_function_block_init(boiler_publisher_port);
struct ObjectTag * boiler_function_block_ot =
(struct ObjectTag *) heap_alloc(sizeof (struct ObjectTag));
StringToObjectTag(boiler_function_block_object_tag, 3, boiler_function_block_ot);
((struct IEEE1451_Entity *) &boiler_function_block)->SetObjectTag(
(struct IEEE1451_Entity *) &boiler_function_block, *boiler_function_block_ot);
// register publisher port and function block
localNCAP.RegisterObject(boiler_publisher_port, &boiler_function_block, NULL);
localNCAP.RegisterObject(&boiler_function_block, &localNCAP, NULL);
// add publications target
localNCAP.AddPublishTarget(ip2dec(subscriber_ip), subscriber_port);
// initialize local NCAP
((struct IEEE1451_Block *) &localNCAP)->Initialize(
(struct IEEE1451_Block *) &localNCAP);
((struct IEEE1451_Block *) &localNCAP)->GoActive(
(struct IEEE1451_Block *) &localNCAP);
// start boiling process by invoking timer callback method
// timer is then reattached in that method
boiler_function_block.Boil(NULL);
boiler_function_block.ProcessAndPublishMeasurement(NULL);
// infinite loop for processing clients requests and managing node functionality
while (TRUE) {
ip2k_eth_poll(edi);
timer_poll();
}
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Prˇ´ıloha C
Prˇeklad a spusˇteˇn´ı jednotlivy´ch
aplikac´ı
1. Prˇedpokla´dana´ konfigurace syste´mu
U´speˇsˇny´ prˇeklad aplikac´ı implementovany´ch v jazyce Java je podmı´neˇn spra´vny´m
nastaven´ım cest k JDK a na´stroji Ant. Pro spusˇteˇn´ı syste´mu se prˇedpokla´da´ s´ıt’ova´
konfigurace PC na IP adresu 10.1.1.1 trˇ´ıdy A. Da´le se prˇedpokla´da´ zˇe byl zkop´ırova´n
obsahu adresa´rˇe src z prˇilozˇene´ho CD na disk C, ktery´ bude na´sledneˇ obsahovat tyto
adresa´rˇe:
C:\Ubicom
C:\HeatingControl
C:\WebServer
C:\IEEE1451
2. Prˇeklad zdrojovy´ch ko´d˚u pro Ubicom a jeho naprogramova´n´ı
Otevrˇ´ıt vy´vojove´ prostrˇed´ı Unity.
Otevrˇ´ıt projekt BoilerControl.c c z adresa´rˇe C:\Ubicom\BoilerControl
Prˇelozˇit projekt (v menu Build/Compile)
Naprogramovat Ubicom (v menu Build/Start Programmer, pak kliknout na Program)
3. Knihovna IEEE1451
V termina´lu zadat posloupnost prˇ´ıkaz˚u
cd C:\IEEE1451
ant
4. Aplikace pro jednotlive´ bloky
V termina´lu zadat posloupnost prˇ´ıkaz˚u
cd C:\HeatingControl\BLOK
ant
java -jar dist\BLOK.jar
Kde BLOK je vzˇdy jeden z podadresa´rˇ˚u Database, OutsideSensors, RoomSensors,
Server a ValvesControl.
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5. WebServer
V termina´lu zadat posloupnost prˇ´ıkaz˚u
cd C:\WebServer
ant
mkdir dist\classes
mkdir dist\classes\controlstationapplet
copy C:\IEEE1451\dist\IEEE.jar dist\classes
copy C:\ControlStationApplet.html dist
cd dist
java -jar WebServer.jar
6. Applet
V termina´lu zadat posloupnost prˇ´ıkaz˚u
cd C:\HeatingControl\ControlStationApplet
ant
cd build\classes\controlstationapplet
copy *.* C:\WebServer\dist\classes\controlstationapplet
7. Spusˇteˇn´ı klienta
Spustit internetovy´ prohl´ızˇecˇ a zadat URL
http://localhost:8080/ControlStationApplet.html
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