bution to observed floodflow data, their recommendations Here the M i correspond to the median (or mean) values of the also include the use of probability plots. Clearly, probability ith largest observation in a sample of n standardized random plots play an important role in statistical hydrology.
variables from the hypothesized distribution. Since the introduction of probability plots in hydrology by Filliben's PPCC test was developed for a two-parameter Hazen [1914] , the choice of which plotting position to employ normal (or log normal) distribution. Generalized PPCC tests in a given application has been a subject of debate for dec-may be developed for any one-or two-parameter distribution ades; Cunnane [1978] provides a review of the problem. Alwhich exhibits a fixed shape. However, distributions which do though the debate regarding which plotting position to not exhibit a fixed shape such as the gamma family or distriemploy still continues, most studies have failed to acknowl-butions with more than two independent parameters are not edge how imprecise all such estimates must be. Loucks et al. suited to the construction of a general and exact PPCC test. [1981, p. 109 ] document the sampling properties of plotting For example, the PPCC test for normality presented here positions and raise the question whether differences in the bias could be employed to test the two-parameter lognormal hyamong many competing plotting positians are very important po thesis, however, the test would not be suited to testing the i consi~ering their large variances [see Loucks et al., 1981, pp since a probability plot is used here as a basis for the con-Filliben [1975] for testing the three-parameter lognormal hystruction of hypothesis tests, rather than for selecting a quanti-po thesis will lead to fewer rejections of the null hypothesis Ie of the cumulative distribution function as the design event. than one would anticipate. This is because only two parame-A probability plot is defined as a graphical representation of ters are estimated in the construction of the PPCC tests develthe ith order statistic Y(i) v,ersus a plotting position which is oped here, yet three parameters are required to fit a threesimply a measure of the location of the ith order statistic from parameter log normal distribution. the standardized distribution. .
. [1978]). Looney and Gulledge [1985] and Ryan et al. [1982] f (y .) = (0.5)I/n i = n define a probability plot for the normal distribution as a plot
of the ith order statistic versus an approximation to the mean Filliben's approximation to the median of the ith order statisvalue of the ith order statistic. There appears to be no particu-tic in (3) is employed in this study. The Minitab computer larly convincing reason why one should use the order statis-program [Ryan et al., 1982] and Looney and Gulledge [1985] tic's mean or median as a measure of the location parameter implement the PPCC test by employing Blom's [1953] apwhen constructing a probability plot for the purpose of hy-proximation to the order statistic means for a normal popupo thesis testing. lation. Hence the tables of critical points which Ryan et al.
[ 1982] and Looney and Gulledge [1985] provide differ slightly THE PROBABILITY PLOT CORRELATION COEFFICIENT TEST from Filliben's results. If the sample to be tested is actually distributed as hypothFilliben tabulated critical values of f for samples of length 0 esized, one would expect the plot of the ordered observations 100 or less. In Monte-Carlo experiments one is often confron-I Y(i) versus the order statistic means or medians to be appro xi-ted with the ne~~ for te~ts of no~m~lity with samples of.g:eat~r mately linear. Thus the product moment correlation coef-length. Thus crItical pOints (or signIficance levels) for FJillben s ficient which measures the degree of linear association be-test statistic were computed for samples of length n = 100, tween two random variables is an appropriate test statistic. 200, 300, 500, 1000, 2000, 3000, 5000, and 10,000. This was Filliben's PPCC test is simply a formalization of a technique accomplished by generating 10,000 sequences of standard used by statistical hydrologists for many decades; that is, it normal random vari~bles each of length ~ and ~pplying (1~ I determines the linearity of a probability plot. Prior to the (2), and (3) to obtain 10,000 corresponding estImates of r, \ introduction of Filliben's PPCC test of normality into the denoted f;, i = 1, .'., 10,000. Critical points of the distribution! water resources literature by Loucks et al. [1981, p. 181] , deof f were obtained by using the empirical sampling procedure .
termination of the linearity of a probability plot was largely a . -.
graphical and subjective procedure. r p -r(IO.OOOp)
Filliben's PPCC test statistic is defined as the product where r~ denotes the pth quantile of the distribution of f and moment correlation coefficient between the ordered observa-. f(lo.ooOp) denotes the 10,000p largest observation in the setions Y(i) and the order statistic medians M; for a standardized quence of 10,000 generated values of r. As the sample size, n, normal distribution. His test statistic becomes becomes very large, the percentage points of the distribution 0 of r approach unity and, in fact, become indistinguishable
from that value. Therefore it is more convenient to tabulate r = i= I
(1) the percentage points of the distribution of (1 -f). The results 'r~ ~ -ii)2 f (M _~2 of these experiments are summarized in Table 1, ommends the use of Gringorten's plotting position over sevnterpo atlon 0 t e cntlca porn s may e accomp IS e y no rng . . . . . that In (n) and In (1000(1 -f» are linearly related for each significance eral competing alternatives for use with the Gumbel dlstnlevel.
bution. For testing the Gumbel hypothesis the test statistic is given by (1) with MI obtained from (6), (7), (8), and (9). Since critical n = 100 in the nrst two rows of the table. The agreement is points of this test statistic are unavailable in the literature generally very good; discrepancies seem to be due to Filliben's even for small samples, critical points (or significance levels) rounding off of the values he reported.
were computed for sample sizes in the range n = 10 to 10,000.
. This was accomplished by generating 10,000 sequences of A Probability Plot Correlation Coefficient Gumbel random variables (using (7)) each of length nand Test for the Gumbel Distribution applying equations (I), (6), (7), (8), and (9) to obtain 10,000
As discussed earlier, an important and distinguishing prop-corresponding estimates of , denoted 'I' i = 1, "', 10,000. erty of Filliben's PPCC test statistic in (1) is that it is extend-Critical points of, were obtained by using the empirical samible io some nonnormal distributional hypotheses. In this sec-piing procedure given in (4). The results of these experiments tion a probability plot correlation test for the extreme value type I distribution is presented. The extreme value type I distribution is often called the Gumbel distribution, since Gumbel [1941] first applied it to flood frequency analysis. Its CDF 
that In (n) and In (1000 (1 -f» Table 2 , where again, as in Table 1 , the Acknowledgments. The author is indebted to Jery R. Stedinger for rZ (~: percentage points of (1 -f) are more convenient to tabulate. his helpful suggestions during the course of this research. "-'C '-" Interestingly, the PPCC test is invariant to the fitting pro-c edure employed to estimate a and b in (7 In the paper "The Probability Plot Correlation Coefficient Table 2 should be revised as follows: The critical point of Test for the Normal, Lognormal, and Gumbel Distributional 1000(1 -f) for n = 20 and a significance level of 0.01 should Hypotheses" by R. M. Vogel (Water Resources Research, read 94.0 instead of 294. 22(4), [587] [588] [589] [590] 1986 ), the following corrections should be Equation (11) Received July 16, 1987.) 
