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1. INTRODUCTION 
As an analogue of a classical theorem due to Polya and Szego, we prove 
here that if f(z) is an analytic function of order larger than one in the 
upper half-plane, bounded by a certain function along the real axis, then a 
similar boundedness relation holds along every horizontal line. If an entire 
function of exponential type f(z) satisfies some additional growth condi- 
tions on a line, then more can be asserted about its growth in general. For 
instance, the following result (see [9, p. 33, Problem 2021, also see [4, 83) 
holds. 
THEOREM A. Zf f (z) is an entire function of exponential type z, bounded 
by A4 on the real axis, then 
1 f(x + iy)] < Me’ ‘“I. 
The following theorem is due to Bernstein [a]. 
THEOREM B. Under the same hypotheses of Theorem A we have 
I f'(x)1 d MT, 
for all x E II& 
Bernstein’s inequality plays an important role in the theory of 
approximation of continuous functions (see [ 1 ] ). 
Results of this kind are not true for entire functions in general. Take for 
instancef(z) = e-“‘; for real x, ) f (x)1 = 1 while 1 f (x + iy)l = e2xy, which is 
unbounded on any line parallel to the real axis. The purpose of this note 
is to give some extensions of the preceding result to functions of order 
larger than one. 
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Entire functions whose restrictions to the real axis are rapidly decreasing 
have been extensively studied. Gel’fand and silov [S], for example, defined 
the space 2; (p > l), as the class of all entire functions f(z) such that, for 
some A, z>O and p> 1, 
I f(z)1 < Ae’ ‘z’p (1) 
for all complex values of z, and whose restrictions f(x) to the real line 
satisfy 
1 f(x)1 < Me-’ lx” (c > 0). (2) 
They characterized Z; in terms of its dual space ZP, formed of the Fourier 
transforms of all functions of the space Z$. More precisely, they showed 
that “; = Z$, where p’ is the conjugate exponent of p: p’= p/(p - 1). 
Work m the same direction was done later by Zalik [ 111 who gave a more 
precise relationship between elements of Z; and elements of 2;. In this 
work we prove a result similar to Theorem A for functions satisfying (1) 
and (2). An analogue result is given in [ 71. 
2. NOTATION 
Throughout this article, x and y will be real numbers and 
z=x+ iy=re”. Byf( z we shall denote a function of a complex variable, ) 
while f(x) stands for its restriction to the real axis. Note that if f(z) is 
entire, satisfies (1) and (2), and does not vanish everywhere, the numbers 
z and c must satisfy the relation c < r. Indeed, this is a consequence of the 
following theorem [3, p. 23, Theorem 2.7.61: Zf f(z) is entire and not 
constant, thenfor eachfixed 8 and every positive E, 1 f(reie)l # o 1 M(r)1 --I-‘. 
Here M(r) denotes the Maximum Modulus off(z). In the sequel we will 
always assume that 0 c c < r and p > 1. For 0 < A< p, we denote by ,!?(I, p) 
the angular region (z : 0 < arg z s p -‘arc sin(L/p)} where we take the value 
of arc sin(n/p) which lies in (0,421. At other places too, the value of 
arc sin t (and also of arc cos t) for 0 < t < 1, will be understood to be the 
one which lies in [0, 7421. If 01 is a positive real number, we shall denote 
by zoL the single analytic branch of the multiple valued function za = ea’Ogz 
that is determined by arg(z”) = a arg z, where arg z is always taken to be in 
the interval --71< arg z < rr. With this determination, it is clear that the 
function z”I is regular in the complex plane with the exception of the 
negative real line. 
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3. PRELIMINARY LEMMAS 
Let f(z) be regular in some sector, and let 
Phragmen-Lindelof indicator function of f(z): 
h,(0) denote the 
h,(0) = lim sup log I f(re”)l . 
r-5 
yp 
It is well known that h,(B) is continuous and it even has bounded one- 
sided derivatives (see [6, p. 541). This gives a limitation on the growth of 
f(z) along rays arg z = 8. The next lemma gives a result of this kind. 
LEMMA 1. Let f (z) be regular in the angle G: 0 < 9 < n/p and continuous 
in the closure of G. Zff(z) satisfies (1) for z E G, and (2) for x > 0, then 
I f (z)l < max(A, M) 
throughout the angle E(c, 7). 
(3) 
Proof: Let a be a fixed but arbitrary number with arc cos(c/r) < 01< 7c/2 
and consider the function g(z) defined by g(z) =f(z) eri.“, where ,I = eia. 
Thus, g(z) is regular in G, continuous in its closure, and satisfies the 
inequality obtained by replacing t by 22 in (1). Moreover, applying the 
hypothesis, it follows that 
1 g(x)1 = 1 f(x)1 erxPcosx d A4 
for all positive values of x, because by our assumptions on ~1, z cos 01 CC. 
On the other hand, the hypotheses imply that along the ray f3= (z--)/p, 
we have 
1 g(re”)l = ) f(re’“)l es”‘< A. 
The Phragmtn-LindelM theorem yields I g(z)1 6 max(A, M) for all z in 0 < 
8 < (E - a)/p. In particular, on the ray 8 = (xc/2 - a)/p we obtain I f (re’“)l = 
I g(re”)l < max(A, M). As a varies over the interval (arc cos(c/r), rc/2) we 
conclude that (3) holds for all z in the sector 0 < f3 < (7r/2 - arc cos(c/z))/p 
and by continuity, (3) also holds in the closure of this sector. It is now a 
simple matter to verify that this last sector is the same as E(c, z) and this 
concludes the proof. 
COROLLARY 1. Under the hypotheses of Lemma 1, for every 0 <s < c we 
have that 1 f (z)l exp(s 1~1”) -+ 0 as z -+ 00, uniformly in E(c -s, t + s). I I 
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Proof: From Lemma 1 we know that the function g(z) =f(z) exp(sz”) 
is bounded in the angle E(c -s, z + s). Moreover, the Phragmen-Lindelof 
indicator function of g satisfies h,(O) <s-c. The continuity of h,(B) 
implies that there is 8 in the interior of E(c -s, z + S) such that h,(B) < 0, 
so that 1 g(re”)l -+ 0 as r + UJ. Applying Mantel’s theorem [3, p. 5, 
Theorem 1.4.81 the conclusion of the Corollary follows. 
COROLLARY 2. Let 1 < p d 2. Suppose that f (z) is entire, satisfies (1) for 
all complex z, and (2) for all real x. Then we have c < r sin(rr(p - 1)/2) 
unless f = 0. 
Proof Let Di be the angle obtained by taking the union of E(c, z) with 
its symetrical set with respect to the real axis, and let DZ be the union of 
D, with its symetrical set with respect to the imaginary axis. By considering 
f (5) we infer that (3) holds for z in D, and taking f ( -z) we conclude that 
(3) also holds in D,. Now let D, be the complement of D, in the plane. 
Each of the parts of D, is an angle of aperture n -2p -‘arc sin(+). It is 
easy to see that if c > r sin(rc(p - 1)/2), each of the parts of D, in the upper 
and lower half-planes have angles of aperture less than n/p. Lemma 1 
shows that 1 f(z)1 is bounded by max(A, M) on the boundary rays of D, 
and Dz. By the Phragmen-Lindeliif Theorem, ( f (z)l d max(A, M) for all 
complex values of z and therefore f (z) is constant: but this constant must 
be zero because of (2). 
COROLLARY 3. Let f (z) be regular in the upper half-plane, continuous in 
the closure, and let (1) and (2) hold. Then 1 f (z)l -+ 0 as I z I + 00 uniformly 
in every strip 0 < y Q d. 
Proof: Corollary 1 implies that there is a such that If (z)l + 0 as 
I z ( -+ co, uniformly in the region (0 d 0 d a) u (71 - a d 8 < n), from which 
the result follows at once. 
LEMMA 2. Let f(z) be regular in the upper half-plane Im z > 0 and 
continuous in the closure. Assume that f (z) satisfies (1) for Im z > 0 and (2) 
for all real x. Then 
1 f (x + iy)l 6 max(A, M) ekyp, (4) 
where k = t”“(p/c)“. 
Proof In view of (3) we know that 
I f (z)l < max(A, M) d max(A, M) ekY,’ 
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for all z in the union of E(c, r) with its symmerical angle with respect to 
the imaginary axis. In the complement of this set in the upper half-plane we 
can readily see that 1 z 1 6 ycsc(p - ’ arc sin(c/r)). This relation together with 
( 1) yields 
) f(z)1 < max(A, M) eklJ” 
with k, = z[csc(p -‘arc sin(c/z))]“. Using the elementary inequality a sin x 
< sin(ax) (0 < a < 1, 0 d x < z/2) we conclude that k, <k and this proves 
the lemma. 
4. MAIN RESULTS 
Suppose that f(z) is regular in the angle 0 < 8 <n/p, and let 
0 < 0, < 0, <n/p. If h(B) is the Phragmen-Lindelof indicator function of 
f(z), let h, = h(B,) and h, = h(B,). Define 
H(0) = 
h, sin(p(8, - 0)) + h2 sin(p(0 - (3,)) 
sin(p(% - e,)) 
(5) 
Phragmen and Lindeliif [lo, p. 1831 showed that iff(z) is of order p then 
h(0) < H(0) for all 6, < 0 < 8,. Let us suppose that f(z) satisfies (1) and 
that along the ray 8 = 8,) 1 f(reiH)( 6 Me-““. Thus, h, < -c and h, d t. 
Hence, (5) shows that 
h(8) < 
t sin(p(0 - 0,)) - c sin(p(8, - 0)) 
sin(p(G~,)) ’ 
The next theorem gives a different bound for h(8). 
THEOREM 1. Zf f(z) is regular in 0 < 8 6 n/p and satisfies ( 1) and (2), 
then 
for all 0 < 0 < p ~ ’ arc sin(+). 
Proof: Let O< Q<p-‘arc sin(+) and s= (c-r sin(op))/(l + sin(Bp)). 
Thus, s > 0 and 8 = p -I arc sin( (c - s)/(~ + s)). By Corollary 1, 
lim sup log I f (re’“)l + s < o 
“P \ 
and this establishes (7). 
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As an application of Theorem 1, we can find, under suitable conditions, 
an estimate for h(8) such that, in a certain interval, it is better than the one 
given by Phragmen and Lindelof. To see this, assume that 8, - 0, < 1r/2p 
and that f(z) is regular in 8, & 8 < 8, + rc/p and of order p. Suppose also 
that h(8,) = -c and h(B,) = t. Under these conditions the sinusoid H(8) 
given by (5) is increasing so that f(z) satisfies (1). We can now apply 
Theorem 1 (using the obvious transformation z: + ze-“I) and conlcude 
that 
48) d 
z sin(p(8 - e,)) - c 
1 + sin(p(O- e,)) ’ 
for e1 d 8 < f9r + p - ’ arc sin(+). The estimate that results from the Phragmen 
-Lindelof theorem is given by (6). But if 0 = 8, + p-l arc sin(+), the right- 
hand side of the last inequality is zero while the right-hand side of (6) is 
positive. 
The following theorem extends Theorem A. We need, however, to 
impose the additional restriction (2) on the growth off(z) along the real 
line, which is stronger than the boundedness condition of that theorem. 
The conclusion is also stronger than the conclusion of Theorem A. 
THEOREM 2. Suppose that f (z) is regular in the upper half-plane Im z > 0 
and continuous in its closure. Iff(z) satisfies (1) for y > 0 and (2) for all 
x E R, then for every c’ < c we have 
I f (x + iy)l < max(A, M) exp(kyP - c’ 1 x I “) 
for all values of y > 0, where k = (z + c)Q + ’ ((2p/(c - c’))P). 
(8) 
ProojI Let 0 < c’ < c and let s = (c + c’)/2. Set g(z) = f (z) es”. Obviously 
g(z) satisfies 
lg(z)l <Ae(T+“)l”‘P 
for z in the upper half-plane, and 
) g(x)/ < Me(s-c)~x~p 
for all XE If& Therefore, by virtue of (4), 
[ g(x + iy)l < max(A, M) ek2yP 
for y > 0, where k2 = (r + s)~+’ (p/(c - s))~ < k. But 
1 g(x + iy)l = I f (x + iy)l escos(Op)rp. 
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Hence, 
I f(x + iv)1 e s c-(e) @ < max(A, M) ek2YP. 
Now, let 8, = pP’arc cos(c’/s); by direct computations it is readily seen 
that s cos(Bp) > c’ for 0 < 0 < 8,. This together with the obvious relation 
/ x 1 d r yields 
I f(x + @)I e L.’ 1-x I0 < max(~, M) ekn+’ 
for all z in the region G : (0 < 8 < 19,) u (rt - O,, d 0 d 7~). But in the comple- 
ment of G with respect to the upper half-plane we have that r < ycscO,. 
Using again the estimate a sin x < sin(ax) (0 < a < 1, 0 < x < n/2) we infer 
that 
sin (arcc~‘c”s’)> p sin(arc cos( cl/s)) = JZ7 ps . 
Therefore, 
and applying (1) we obtain 
If(x+iY)l e c’ IxlP < /jeku” > 
where k, = (c’ + r)(ps/dn)” <k and this achieves the proof. 
Remark. The conclusion of Theorem 2 is the best possible in the sense 
that the result is not true in general for c= c’. In fact, as c’--* c, k -+ co. 
For let f(z) = e’@ with A” = 2ei4ni3. Thus, c=l, p=2, and r=2. By a 
straightforward calculation we obtain 
1 f(x + iy)l ec’x2 =exp((c’-1)~*+2$xy+~~). 
Hence, the value of k for which (8) holds, must be such that 
) f(x + iy)l ec’x2 <eky2, 
which implies that k must satisfy the relation 
(c’-1)x2+2&x+(1-k)Y2<0 
for all x E R. Then, the discriminant of the quadratic polynomial must be 
negative and we have that k > 1 + 3/( 1 - c’) > 3/(c - c’). This proves our 
claim. 
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We have also that Theorem 2 cannot be improved by replacing the 
hypothesis (2) by the weaker assumption ) f(x)1 < M exp( -c /x 1 p’) with 
p’ < p. Take for instance f(z) = ePrZ3 ~“. The order of f(z) is 3 and 
I f(x)/ G e- ‘*. It is now a simple matter to see that 1 S(x+ @)I d 
exp(x’( 3y - 1) - y3 + JI’), which is unbounded for y > f. 
THEOREM 3. Zff(z) is entire and satisfies (1) and (2), then for each c’ < c 
there is a constant C not depending on f such that 
) f ‘(x)1 < Ce-“’ 1x”’ 
for all x E R. 
Proof From Theorem 2 it follows that for 1 y 1 ,< 1 
I f(x+iy)l dmax(A, M)exp{k,-f(c+c’)lxP/}, 
where k4 = (z + c) Ot ’ (4p/(c - c’))“. Now using Cauchy’s integral 
for the derivative, namely 
we conclude that for 5 > to = (c + c’)‘:~/((c + c’)lip - (2~‘)““) 
I f ‘(i;)l d max(A, W exp(k, - $(c + c’)(t - 1 Y} 
< max(A, M) exp { k, - ~‘5~‘) 
whereas for 0 < 5 < to 
I f’(r)1 < max(A, W exp(k,) 
d max(A, M) exp { (k, + ~‘5~) - c’tp}. 
Thus 
1 f’(x)1 dmax(A, M)exp((k,+c’5”)-c’ [xl”} 
(9) 
formula 
for 0 d x < co. Applying it to the function f( -z) we see that (10) holds for 
- co < x < 0 as well. With this we have proved that (9) certainly holds with 
C = max(A, M) -exp(k, + ~‘5;). Clearly this value of C is not best possible. 
Considering the example f (z) = ePZ2 we see that 1 f’(x)1 e” JX’p may tend 
to co as x-+ *co. 
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