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Introducción 
 
 
1.1 Marco de referencia 
 
Desde el año 1994, a partir de la desregulación del mercado energético colombiano 
siguiendo las directivas mundiales, se permite la participación de capital privado en el 
mercado de energía, lo que hace necesario el control por parte del Estado para evitar abusos 
contra el consumidor, establecer normas y garantizar un servicio de calidad. 
 
Históricamente la calidad del servicio de energía se evalúa según dos factores, la 
continuidad en el servicio y la forma de onda de tensión. En Colombia, la comisión de 
regulación de energía y gas CREG estableció uno índices para cuantificar la calidad según 
la continuidad, los cuales deben ser cumplidos por las empresas distribuidoras de energía so 
pena de penalizaciones. Actualmente, los índices utilizados en Colombia se denominan 
Índice de Referencia Agrupado de la Discontinuidad (IRAD) e Índice Trimestral Agrupado 
de la Discontinuidad (ITAD) [CREG,2008]. El ITAD se compara con el índice de 
referencia IRAD para determinar la mejora o desmejora de la calidad prestada por parte de 
un operador de red para un trimestre. A partir de este cálculo se permite a la empresa 
aumentar su cargo por uso o al contrario se penaliza disminuyendo este valor. 
 
A partir de la aplicación de estos índices por parte de la entidad reguladora, la calidad de la 
energía se ha vuelto un tema de interés tanto en los operadores de red como en los usuarios. 
Un aspecto que influye en la continuidad el servicio, y por ende en la calidad, es la 
ocurrencia de eventos externos en la red de distribución, lo cual puede llevar a 
interrupciones transitorias o permanentes del servicio de energía [SHOR,2004]. Estas 
interrupciones conllevan a una pérdida de dinero tanto para los usuarios e industrias, como 
para la empresa de distribución de energía por las penalizaciones mencionadas. 
 
Una forma de mitigar el efecto de fallas permanentes en sistemas de distribución es 
mediante la rápida localización de la falla y la posterior restauración del servicio. Sin 
embargo, el problema de localización de fallas en sistemas de distribución no ha sido 
completamente solucionado debido a las características propias de estos circuitos. 
 
Los principales trabajos en el tema de localización de fallas se basan en la desarrollo de 
métodos que utilizan las medidas de tensión y corriente en la subestación durante el estado 
de falla y prefalla, para la estimación de la impedancia. Estos métodos son los más 
utilizados tanto por su facilidad de implementación como por su exactitud [MORA,2006]. 
 
Los métodos basados en minería de datos se han implementado satisfactoriamente en los 
últimos años para resolver múltiples problemas de ingeniería [LUO,2008]. Estos métodos 
se desarrollan debido a la necesidad de aprovechar la información oculta en bases de datos 
de procesos industriales, registros de consumidores o mediciones periódicas de algún 
12                                                                                                        Capítulo 1. Introducción 
 
 
evento. A partir de estas bases de datos es posible encontrar patrones en los datos, estimar 
una función para una variable a partir de la medición de otras, asignar una clase a datos 
nuevos según los datos previamente registrados, determinar comportamientos anormales, 
entre otras aplicaciones. 
 
La minería de datos comprende varios campos de aplicación como son 
[FAYY,1996][MHAM,2008]: 
 
 Clasificación: consiste en encontrar una función que mapea (clasifica) un ítem dentro 
de una de varias clases predefinidas. 
 Regresión: consiste en encontrar una función que mapea un ítem dentro de una variable 
de valor real. 
 Clustering: consiste en formar grupos a partir de un conjunto de datos. Las clases se 
forman tal que dos casos de una misma clase sean más similares que dos casos de 
diferentes clases. 
 Abreviación: consiste en definir una descripción más corta de un conjunto de datos.  
 Detección de cambios y desviaciones: esta tarea consiste en localizar los cambios y 
desviaciones que ocurren del conjunto de datos inicial. 
 Modelo de dependencias: consiste en encontrar un modelo que describa dependencias 
significativas entre variables. 
 
Los métodos basados en el conocimiento (MBC) han sido utilizados con resultados 
satisfactorios en el problema de localización de fallas en sistemas de distribución. En este 
proyecto se plantea implementar tres métodos de clasificación para determinar las 
características de cada uno de ellos en el problema en cuestión. Adicionalmente, la 
implementación de varios métodos permite realizar comparaciones de sus respuestas, 
modelos de clasificación combinados, selección de parámetros más informativos, entre 
otros. 
 
Se plantea también realizar pruebas en diferentes circuitos, para observar el desempeño 
ante diferentes condiciones y determinar qué problemas se pueden presentar en la 
aplicación de estos métodos en circuitos reales de localización de fallas. 
 
1.2 Delimitación de la investigación 
 
Aprovechando la información registrada por los operadores de red ante eventos de falla, la 
realización de esta tesis está orientada a la implementación de técnicas basadas en minería 
de datos para la solución del problema de localización de fallas en sistemas de distribución. 
 
Se implementarán tres técnicas de clasificación y se evaluará el desempeño de cada una de 
ellas en este problema. Se realizará adicionalmente una prueba de sensibilidad para 
determinar la precisión de los métodos ante diferentes condiciones de operación del sistema 
en estudio.  
 
Finalmente, se desarrollará una herramienta que zonifique automáticamente, a partir de los 
registros de falla, el sistema de distribución. Esta herramienta está basada en una técnica de 
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clustering y permitirá dar una respuesta al problema de la zonificación adecuada del 
sistema, el cual se hace actualmente a criterio de los investigadores según la topología del 
circuito. 
 
Los algoritmos se probaran en diferentes circuitos para observar el comportamiento de 
estos ante diferentes características y determinar posibles dificultades para implementar 
estas metodologías en circuitos reales. 
 
1.3 Aportes de la tesis 
 
Los aportes de esta tesis se presentan a continuación. 
 
1.3.1 Artículos en revistas indexadas 
 
 Artículo en proceso de revisión: “Evaluación comparativa del método Boosting para 
diferentes problemas de clasificación”. Revista Ingeniería y ciencia. Universidad 
EAFIT.  
 
 Artículo en proceso de revisión: “Metodología híbrida de localización de fallas 
utilizando un método de regresión k-nn y clasificación mediante Boosting”. Revista 
Ingeniería y Competitividad. Universidad del Valle. 
 
 Artículo en proceso de revisión: “Método basado en clasificadores k-NN 
parametrizados con algoritmos genéticos y la estimación de la reactancia para 
localización de fallas en sistemas de distribución”. Rev.Fac.Ing. Universidad de 
Antioquia. 
 
1.3.2 Herramientas desarrolladas 
 
 Adaptación de un localizador basado en la técnica de clasificación knn, el cual es una 
herramienta muy útil teniendo en cuenta su fácil implementación y su bajo costo 
computacional en el proceso de ajuste. 
 
 Implementación de la herramienta Boosting para la solución del problema de 
localización de fallas en sistemas de distribución. 
 
 Desarrollo de una herramienta para construir un árbol de decisión utilizando la 
metodología C4.5 con registros de fallas de un sistema de distribución 
 
 Implementación de una herramienta basada en técnicas clustering, pertenecientes a la 
minería de datos, para la zonificación de los sistemas de distribución de energía 
eléctrica utilizados como prueba. 
 
 Comparación y análisis de los tres métodos de clasificación utilizados para resolver el 
problema de localización de fallas en sistemas de distribución. 
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 Herramienta computacional que reúne todas las técnicas implementadas y permite la 
conservación del conocimiento generado. 
 
1.3.3 Proyectos desarrollados 
 “Determinación de fallas paralelas de baja impedancia, como estrategia base para 
reducir la frecuencia y el tiempo de interrupción del suministro de energía eléctrica a 
los usuarios de las redes de distribución de EPM (LFEPM10)”  
 
 “Implementación de técnicas basadas en la minería de datos para resolver el problema 
de localización de fallas en sistemas de distribución”. Programas de jóvenes 
investigadores e innovadores 2011 ‘Virginia Gutiérrez de Pineda’, Colciencias. 
 
1.4 Estructura del documento 
 
El documento se divide en cinco capítulos. En el capítulo inicial se expone un marco de 
referencia del problema de localización de fallas en sistemas de distribución, se mencionan 
los métodos utilizados para la solución del problema y se delimitan los alcances de la tesis. 
Finalmente se mencionan los aportes del proyecto. 
 
En el capítulo dos se explican los aspectos teóricos asociados a los métodos de minería de 
datos utilizados para la clasificación y para la división del sistema de distribución. 
Adicionalmente, se explican las técnicas utilizadas para la parametrización de cada una de 
las técnicas y para su aplicación en problemas complejos. 
 
En el capítulo tres se explica la metodología propuesta para la localización de fallas en 
sistemas de distribución mediante métodos de clasificación. Adicionalmente, se presenta la 
metodología para la zonificación automática del circuito de distribución, mediante una 
técnica de agrupamiento o clustering.  
 
En el capítulo cuatro se muestran las pruebas realizadas y los resultados obtenidos en la 
implementación de las técnicas en el problema de localización de fallas en los circuitos 
IEEE 34, IEEE 123, 69 nodos y 44 nodos. Los circuitos se modelan con impedancia 
constante y se realizan variaciones a los parámetros del circuito tales como la carga 
nominal, la tensión en la subestación y la longitud de las líneas para determinar la robustez 
del método. Se presenta la división del circuito mediante la técnica de clustering y se 
realiza una comparación entre los resultados obtenidos con una zonificación automática y 
otra basada en la topografía del circuito. Por último, se realiza un análisis entre las tres 
técnicas de clasificación, sus resultados y posibles dificultades en la implementación en 
circuitos reales. 
 
En el capítulo cinco se presentan las conclusiones más relevantes de la investigación 
realizada y las recomendaciones en la implementación de técnicas de minería de datos para 
la solución de este problema. 
 Capítulo 2. 
 
 
Minería de datos 
 
 
2.1 Introducción 
 
El concepto de minería de datos está aplicado a la extracción de patrones o características 
útiles de un conjunto de datos. La minería de datos es un proceso que consiste en la 
aplicación del análisis de datos y algoritmos de descubrimiento que producen una particular 
enumeración de patrones (o modelos) sobre los datos. La minería de datos empezó a ser un 
tema de interés desde 1990 [MANN,1996]. Más recientemente, debido a la facilidad de 
almacenar gran cantidad de datos y a la mejora en la tecnología existente, se ha hecho 
posible la aplicación de estas técnicas a gran cantidad de problemas de la ciencia y la 
industria. 
 
Los objetivos de la minería de datos tienden a ser la predicción y la descripción. La 
predicción involucra el uso de algunas variables o campos de la base de datos para predecir 
valores desconocidos o ciertas variables de interés. Para lograr este objetivo existen 
diferentes métodos como la clasificación, regresión, detección de anomalías, etc. y la 
descripción, la cual busca encontrar patrones que describan los datos los cuales sean 
interpretables [FAYY,1996]. En esta categoría se encuentran los métodos de clustering o 
agrupamiento, reglas de asociación o patrones secuenciales. 
 
La minería de datos es comúnmente confundida con el descubrimiento del conocimiento a 
partir de bases de datos (KDD – Knowledge discovery in databases), sin embargo, este es 
solo un paso del proceso de KDD. El KDD comprende otras etapas como la selección, el 
pre procesamiento y la transformación de los datos, después se aplica la técnica de minería 
de datos según el problema en estudio. Por último, se realiza una etapa de interpretación de 
los modelos o patrones obtenidos. 
 
La minería de datos tuvo su origen y se fundamenta en tres ciencias [GORU,2011], las 
cuales se presentan a continuación: 
 
Estadística: es su raíz más antigua, sin la cual la minería de datos no hubiera existido. En la 
estadística existen técnicas bien definidas utilizadas para identificar relaciones sistemáticas 
entre diferentes variables, cuando no hay suficiente información acerca de su naturaleza. 
 
Inteligencia Artificial (IA): La IA está basada en heurísticas y contribuye con técnicas de 
procesamiento de la información basado en modelos de razonamiento humano, referente al 
desarrollo de la minería de datos. Otro aspecto muy relacionado con IA, el aprendizaje de 
máquina representa una disciplina científica extremadamente importante en el desarrollo de 
la minería de datos, por el uso de técnicas que permiten a los computadores aprender a 
través de ‘entrenamiento’. 
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Sistemas de bases de datos (DBS) es considerado la tercera raíz de la minería de datos, 
proporcionando la información a ser ‘minada’ usando los métodos mencionados. 
 
La clasificación es el proceso de ubicar un objeto específico en una de varias categorías, 
basado en las propiedades de ese objeto [GORU,2011]. En las secciones 2.2 a 2.4 se 
explicarán las tres técnicas implementadas en esta tesis, para la solución del problema de 
localización de fallas en sistemas de distribución. 
 
El agrupamiento o clustering pertenece al aprendizaje no supervisado y consiste en dividir 
una base de datos de tal forma que a cada grupo pertenezcan datos con atributos similares. 
Finalmente, en la sección 2.5 se explica la técnica de agrupamiento empleada. 
 
2.2 Técnica de clasificación basada en el método de los k vecinos más cercanos 
 
2.2.1 Aspectos generales del método 
 
El método de clasificación basado en la idea de los k-vecinos más cercanos (knn o k-nearest 
neighbors) es un algoritmo de aproximación no paramétrica propuesto inicialmente por Fix 
y Hodges en [FIX,1951]. Se basa en que la clase a la cual pertenece un nuevo dato es la 
misma que la clase más frecuente a la cual pertenecen sus k vecinos más cercanos 
[MOUJ,2008][RUSS,2003]. Esta regla es una buena forma de empezar un nuevo problema 
de aprendizaje debido a que posee propiedades estadísticas bien establecidas y por su 
sencillez para implementación en problemas reales [AHA,1991].  
 
El algoritmo más sencillo en la búsqueda del vecino más cercano es el conocido como 
exhaustivo, el cual calcula las distancias a todos los ejemplos de entrenamiento y selecciona 
los más cercanos. Esto resulta poco eficiente cuando se tienen grandes bases de datos. En la 
actualidad se han desarrollado algoritmos eficientes para evitar recorrer exhaustivamente 
todo el conjunto de entrenamiento [MORE,2004]. 
 
2.2.2 Algoritmo general del método de los k vecinos más cercanos 
 
Este algoritmo asume que todos los ejemplos corresponden a puntos en un espacio p-
dimensional ℝp, los cuales tienen establecida una clase c. Los datos de entrenamiento son 
de la forma presentada en (2.1) 
 
(      )  (                ) (2.1) 
 
Para un nuevo punto xq se calcula la distancia a los ejemplos de entrenamiento de acuerdo a 
la función de distancia escogida. Se seleccionan aquellos más cercanos y dependiendo del 
método de asignación (ver sección 2.5.3) se asigna al nuevo dato una clase. 
 
En caso de que se presente un empate entre dos o más clases, se debe contar con alguna 
regla heurística para su ruptura. Algunas de estas reglas son seleccionar la clase a la cual 
pertenece el vecino más cercano o seleccionar la clase con distancia media menor. 
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La clasificación mediante el método de knn comprende dos etapas, la etapa de 
parametrización (entrenamiento mediante validación cruzada y búsqueda de parámetros 
óptimos), y la etapa de prueba o aplicación. En la etapa de parametrización el algoritmo 
busca la combinación de parámetros óptimos, los cuales tienen menor error de validación 
cruzada. En la etapa de prueba o aplicación, ante un nuevo dato, el algoritmo clasificador 
asigna una clase de acuerdo a los parámetros obtenidos anteriormente, los cuales se esperan 
den una mejor confianza al método.  
 
2.2.3 Modificaciones realizadas al algoritmo básico de clasificación 
 
Se pueden realizar ciertas modificaciones al algoritmo básico como son: 
 
a. knn con rechazo: en el cual para clasificar un nuevo dato se debe de tener ciertas 
garantías, aunque para este algoritmo puede ocurrir que el nuevo dato quede sin 
clasificar debido a que no se cumplen las garantías. 
 
b. knn con distancia media: en el cual el nuevo dato se clasifica a la clase cuya distancia 
media sea menor.  
 
c. knn con distancia mínima: en este caso se selecciona un solo caso por clase, 
normalmente el caso más cercano al baricentro de todos los elementos de dicha clase. 
El nuevo dato se asigna a la clase cuyo representante esté más cercano. Para este caso 
el costo computacional es inferior al knn básico, aunque su efectividad depende de la 
homogeneidad dentro de las clases.  
 
d. knn con pesado de casos seleccionados: a partir de una función de ponderación, la cual 
debe variar inversamente con el cuadrado de la distancia para que los puntos más 
cercanos tengan mayor peso, se determinan los pesos para los k casos seleccionados. El 
nuevo caso se asignará a la clase para la cual los pesos de sus representantes entre los k 
casos sumen el mayor valor [WANG,2008]. 
 
e. knn con pesado de variables: para todos los casos anteriores la distancia podía ser 
calculada por medio de la distancia Euclidea, es decir, otorgando la misma ponderación 
a todas las variables. Esto puede resultar peligroso en el caso de que algunas variables 
sean irrelevantes para la clase c. Este caso propone la ponderación de las variables en 
el cálculo de la distancia, para lo cual se debe hallar un vector de pesos que pondere 
adecuadamente las variables.  
 
2.2.4 Formas de calcular la distancia 
 
Como este algoritmo se fundamenta en calcular la distancia a los demás datos de 
entrenamiento para saber cuáles de estos están más cercanos, la selección de una medida de 
similitud adecuada es necesaria para el buen rendimiento de la máquina. 
 
La distancia entre dos puntos xj y xk, ambos en un espacio p-dimensional ℝ
p
, se calcula 
según las ecuaciones (2.2) a (2.5) [KECM,2001], donde        . 
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La distancia de Mahalanobis se puede expresar como la norma de la ecuación (2.4) con la 
matriz W calculada como la matriz de covarianza del conjunto de datos. 
 
2.2.5 Técnicas de reducción del conjunto de entrenamiento 
 
Dentro de las técnicas para reducir el tamaño del conjunto de datos inicial que servirán 
como ejemplo, se tienen técnicas de edición y técnicas de condensación. La técnica de 
condensación de Hart es un método que selecciona algunos ejemplos de la muestra inicial, 
los cuales parecen ser más representativos.  
 
La técnica de condensación de Hart consiste en seleccionar un conjunto inicial de ejemplos. 
Con estos datos, se entrena un clasificador knn inicial. Siguiendo el orden en el cual están 
los casos en el archivo, se clasifican los datos siguientes a los ya seleccionados de tal forma 
que, si la clase del nuevo caso es diferente a la asignada por el clasificador knn, el caso 
entra a ser parte de los datos seleccionados como de entrenamiento. En cambio, si el nuevo 
dato es clasificado correctamente, éste no entra a formar parte del conjunto de 
entrenamiento debido a que ya está representado. 
 
Como puede apreciarse el conjunto final de casos seleccionados, depende del orden en el 
cual se encuentren los datos al inicio del proceso y de los parámetros seleccionados para 
hacer la clasificación. 
 
2.2.6 Validación cruzada 
 
El proceso de validación cruzada se utiliza en la etapa de parametrización y consiste en 
dividir los datos de entrenamiento en n subconjuntos. La máquina de clasificación se 
entrena con (n -1) subconjuntos y el subconjunto que no se utilizó en el entrenamiento se 
utiliza para la validación o prueba [MORA,2006]. El error de validación cruzada es el 
promedio del resultado de los n subconjuntos y este resultado indica el comportamiento 
global del MBC ante una combinación de parámetros. 
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2.3 Método de clasificación basado en modelos combinado - Boosting 
 
La técnica de clasificación Boosting se basa en entrenar varios clasificadores básicos de 
forma secuencial, de forma que para entrenar el clasificador actual se utiliza una función de 
error, la cual depende del rendimiento del clasificador anterior.  
 
El forma más utilizada se denomina adaboost y fue propuesto por Freund and Schapire 
[FREU,1996], en este artículo se va a utilizar el Adaboost.M1, el cual es un método que 
permite modificar los pesos del conjunto de datos y hace parte de las técnicas de minería de 
datos más influyentes, según recientes investigaciones [WU,2007]. 
 
2.3.1 Adaboost.M1 
 
El método asume que todos los ejemplos corresponden a puntos en un espacio p-
dimensional ℝp, los cuales tienen establecida una clase c. Los datos de entrenamiento son 
de la forma presentada en (2.1). 
 
En la primera iteración, se inicializan los pesos de los datos iguales y de valor 1/N. Con este 
conjunto de datos se entrena una técnica de clasificación básica denominada clasificador 
‘débil’. El objetivo del clasificador consiste en minimizar el error de clasificación el cual 
viene dado por los pesos de los datos. 
 
Para la siguiente iteración se modifican los pesos de los datos, aumentando el peso de los 
datos mal clasificados para que tengan más relevancia en el cálculo del error de la siguiente 
iteración. De esta manera, el algoritmo concentra el esfuerzo de los clasificadores débiles 
en los datos más difíciles. 
 
El método continúa hasta que se hayan entrenado m clasificadores débiles. Al final se 
combina la respuesta de todos los clasificadores débiles para obtener una hipótesis de 
clasificación definitiva. 
 
El algoritmo Adaboost.M1 se presenta a continuación, tal como se muestra en 
[BISH,2006]. 
 
a. Inicializar el coeficiente de pesos de los datos      ⁄ . Donde N es el número de 
datos.  
 
b. Para m = 1:M (número total de biclasificadores débiles) 
i. Entrenar un clasificador   ( ) para los datos de entrenamiento que minimice la 
función de error ponderada (2.6) 
 
  


N
n
nnm
m
nm cyIwJ
1
)(
x  (2.6) 
Donde   nnm cyI x  es 1 cuando   nnm cy x , y 0 en cualquier otro caso. 
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ii. Evaluar las cantidades presentadas en (2.7) y (2.8) 
 


N
n
m
n
m
m
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J
e
1
 
(2.7) 
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ln  (2.8) 
iii. Actualizar los coeficientes de peso de los datos mediante (2.9) 
       nnmm
m
n
m
n cyIww 

xexp1  (2.9) 
En cada iteración se debe garantizar que la suma de los pesos sea igual a 1. 
c. Obtener el modelo o hipótesis de clasificación final a partir de las respuestas de todos 
los clasificadores débiles como se muestra en (2.10) 
   








 

M
m
mmM ysignY
1
xx   (2.10) 
La cantidad em calculada mediante la ecuación (2.7) representa las medidas ponderadas de 
la tasa de error de cada clasificador base. Los coeficientes de ponderación αm definidos en 
la ecuación (2.8) dan mayor peso a los clasificadores más precisos cuando se calcula la 
hipótesis de decisión final (ecuación (2.10)) [BISH,2006]. 
 
El proceso descrito anteriormente se modifica para incluir un criterio de parada según la 
precisión para los datos de parametrización. En cada iteración de m se determina la clase 
asignada por el método para los casos de parametrización según la ecuación (2.10), después 
se calcula la precisión mediante la ecuación (2.11). Si la precisión es mayor a un valor 
deseado el algoritmo termina, en esta investigación se seleccionó un valor de 0.98, debido a 
que esto indica un error en la clasificación bajo. 
 
          
                                 
                     
 (2.11) 
2.3.2 Biclasificador lineal 
 
Este clasificador es una forma de árbol de decisión, en el cual se asigna a un nuevo dato 
una clase dependiendo si el valor en un determinado atributo supera un límite, por lo tanto, 
este tipo de clasificador simplemente divide el espacio en dos regiones separadas por una 
superficie de decisión lineal paralela a uno de los ejes [BISH,2006]. 
 
Esta técnica de clasificación es muy simple y puede ser muy poco precisa en problemas de 
gran complejidad. Solo se puede utilizar en problemas de biclasificación, por lo tanto, es 
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necesaria la utilización de esquemas de descomposición y reconstrucción para generalizarlo 
a problemas con múltiples clases. 
 
2.3.3 Esquema de descomposición 
 
El esquema de descomposición empleado se denomina uno contra uno. Este esquema 
consiste en entrenar  (   )  ⁄  clasificadores binarios, donde l es el número total de 
clases. El entrenamiento de cada clasificador binario se realiza con solo dos de las clases en 
el grupo de datos de entrenamiento [MORA,2006], siguiendo el esquema presentado en 
(2.12). La matriz de descomposición para un problema con 4 clases se presenta en (2.13). 
 
     {
               
               
                
 (2.12) 
        
(
  
 
      
      
      
      
      
      )
  
 
 (2.13) 
 
2.3.4 Esquema de reconstrucción 
 
Cada máquina biclasificadora obtiene una respuesta para el objeto del cual se está 
indagando. La combinación de cada una de estas respuestas para obtener una respuesta 
definitiva se puede hacer mediante diferentes esquemas de reconstrucción.  
 
El esquema de reconstrucción más utilizado son los esquemas de votación. Algunos de los 
más utilizados se presentan a continuación: 
 
a. Votación por unanimidad: se determina como respuesta aquella única clase que haya 
obtenido todos los votos posibles en las predicciones. 
 
b. Votación por mayoría absoluta: se determina como respuesta aquella única clase que 
haya obtenido más de la mitad de los votos posibles 
 
c. Votación por mayoría simple: se determina como respuesta final aquella única que haya 
obtenido más votos que el resto de clases. 
 
2.4 Árbol de decisión C4.5 
 
Es un modelo de clasificación que divide el espacio dentro de subregiones, cuyos límites 
son paralelos a uno de los ejes. El proceso de asignar un modelo específico (clase) a un 
nuevo objeto x, se describe como una secuencia de decisiones. La idea básica es romper 
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una decisión compleja en una unión de varios decisiones simples, de tal manera que la 
respuesta final obtenida de esta forma se asemeje a la esperada [SAFA,1991]. 
 
Este método está basado en el árbol de decisión ID3, pero mejora algunos aspectos tales 
como el manejo de variables numéricas y categóricas [NIUN,2010], y utiliza un mejor 
criterio de división. 
 
2.4.1 Divide y vencerás 
 
La idea original fue presentada por Hoveland y Hunt en 1950, sin embargo otros 
investigadores han desarrollado propuestas similares como Friedman [FRIE,1977], de su 
trabajo se basa Breitman para desarrollar el algoritmo CART [BREI,1984]. De este último 
se desprende el algoritmo de clasificación ID3, el cual precede muchos otros algoritmos 
basados en árboles de decisión tal como el C4.5 presentado en [QUIN,1993]. 
 
La estructura del método de Hunt para construir un árbol de decisión se presenta a 
continuación. Para un conjunto de datos de entrenamiento que pertenecen a una de las 
clases {c1, c2,.. ck}: 
 
 Si T contiene uno o más casos, todos pertenecientes a la clase cj: El árbol de decisión 
para T es una hoja identificando la clase cj. 
 
 T no contiene casos: El árbol de decisión es una hoja, pero la clase que lo identifica 
está asociada a información aparte de T. Para C4.5 se usa la clase más frecuente en el 
nodo anterior. 
 
 T contiene casos de diferentes clases: En esta situación se redefine T dentro de 
subconjuntos de datos, cuyo objetivo es que cada subconjunto contenga datos de una 
sola clase. Para separar T en n subconjuntos, se realiza una prueba en cada uno de los 
atributos de los datos y se determina la mejor partición del espacio. El árbol de 
decisión para T consiste de un nodo de decisión identificando la prueba, y una rama por 
cada posible salida. La misma estrategia se aplica recursivamente para cada 
subconjunto de casos. 
 
Si la prueba se realiza sobre una variable discreta, lo normal es obtener una salida (y 
una rama) por cada valor de la variable. Para variables continuas, se realiza una prueba 
binaria en el atributo i, con salidas Ai ≤ z y Ai > z., donde A son los valores del 
conjunto T y z es el valor límite (threshold). 
 
2.4.2 Pruebas sobre atributos continuos 
 
Para atributos continuos se organiza el conjunto de datos T de menor a mayor, según el 
atributo en cuestión i. Por lo tanto, se tiene una lista ordenada de valores {a1, a2, … am}. 
Cualquier valor z entre aj y aj+1 tendrá el mismo efecto en la división de T. El algoritmo 
C4.5 escoge el mayor valor en los datos aj. Esto asegura que el valor del límite que aparece 
Capítulo 2. Aspectos teóricos                                                                                                23 
 
 
en el árbol concuerde con uno de los datos de entrenamiento. Por lo tanto, la prueba se 
realiza sobre cada uno de los m valores de la lista. 
 
Considerando que la división del espacio, cuando dos datos consecutivos de la lista 
pertenecen a la misma clase tiene una menor reducción de la entropía que cuando son de 
diferentes clases, la prueba se realiza solo con valores consecutivos de diferentes clases. 
 
2.4.3 Criterio de ganancia y radio de ganancia 
 
El método C4.5 utiliza el radio de ganancia como el criterio de separación en cada nodo del 
árbol. Este criterio maximiza la reducción de la entropía en cada etapa de construcción del 
árbol. La definición de entropía fue introducida por Shannon en [SHAN,1948], para 
determinar la organización y estructura de objetos o de un conjunto de variables 
estocásticas [WATA,1969].  
 
Para una prueba en la cual se tienen n posible salidas (ramas). La información transmitida 
por un mensaje depende de su probabilidad P y se puede calcular en bits como       . 
Así, si se tienen 8 posibles mensajes, la información contenida es      (  ⁄ )        . 
 
Para el caso de un problema de clasificación, si se escoge un caso de un conjunto S, y se 
tiene en cuenta que pertenece a una clase cj. La probabilidad del mensaje se presenta en la 
ecuación (2.14) y la información que conlleva el mensaje se presenta en (2.15). 
   
    (    )
| |
 (2.14) 
           (
    (    )
| |
) (2.15) 
Para conocer la información del conjunto de casos S se realiza una suma sobre las clases 
según su frecuencia en el conjunto S, como se muestra en la ecuación (2.16). 
    ( )   ∑
    (    )
| |
 
   
     (
    (    )
| |
) (2.16) 
Esta información representa la cantidad promedio de información necesaria para identificar 
la clase de un caso en T. Esta cantidad también es conocida como la entropía de S. 
 
Después de que el subconjunto T se divide en n subconjuntos según la prueba R. El 
requerimiento de información esperada se puede obtener como la suma ponderada sobre los 
subconjuntos como se muestra en (2.17). 
     ( )  ∑
|  |
| |
     (  )
 
   
 (2.17) 
La ganancia al dividir el conjunto de datos T según la prueba R se calcula según la ecuación 
(2.18). 
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    ( )      ( )       ( ) (2.18) 
El criterio de ganancia tiene una tendencia a favorecer pruebas con muchas salidas. Debido 
a esto se utiliza un criterio más robusto denominado radio de ganancia, el cual rectifica esta 
tendencia con un tipo de normalización en la cual la ganancia aparente de pruebas con 
muchas salidas es ajustada como se muestra en las ecuaciones (2.19) y (2.20). 
 
          ( )   ∑
|  |
| |
    (
|  |
| |
)
 
   
 (2.19) 
          ( )  
    ( )
          ( )
 (2.20) 
El radio de ganancia expresa la proporción de la información generada por la división que 
es útil. 
 
2.4.4 Algoritmo del método C4.5 
 
El algoritmo utilizado para la parametrización del método C4.5 se presenta a continuación: 
 
a. Para cada uno de los atributos (descriptores) se evalúan todos los posibles límites 
(thresholds) según el criterio de radio de ganancia, ecuación (2.20). 
 
b. Se escoge la prueba que haya obtenido el mayor radio de ganancia y se subdivide el 
conjunto de datos T en dos ramas (dos subconjuntos de entrenamiento Th y Th+1). 
 
c. Para cada uno de los subconjuntos de entrenamiento se aplica el método de divide y 
vencerás y se continua hasta que todos los nodos del árbol sean hojas. 
 
2.5 Método de clustering K medias 
 
Los métodos de clustering pertenecen a la categoría de aprendizaje no supervisado, esto 
significa que los casos del conjunto de datos no tienen una etiqueta o un valor de ejemplo. 
El objetivo de estos métodos es subdividir el conjunto de datos T de tal forma que a cada 
grupo pertenezcan datos similares en sus atributos, más que con datos de otras clases. 
 
EL algoritmo de K medias (en inglés K means), divide el conjunto T en K subconjuntos, 
donde K es un parámetro dado. Si se tiene un punto uk representativo del cluster k, el 
objetivo es asignar a los datos un cluster, y encontrar unos puntos uk, tal que la suma de las 
distancia al cuadrado de los puntos con el punto uk más cercano sea mínima [BISH,2006]. 
 
El método seguido por el algoritmo de K medias se explica a continuación: 
 
a. Primero se crean K prototipos aleatoriamente. 
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b. Para cada dato del conjunto se calcula su distancia a cada uno de los prototipos y se 
asigna al cluster cuyo prototipo este más cercano. 
 
c. Se actualizan los prototipos según la ecuación (2.21) 
 
   
∑       
∑     
 (2.21) 
Donde el valor de rnk se determina según la ecuación (2.22) 
 
    {
                               
                                             
 (2.22) 
d. Se repite desde el paso b hasta que los prototipos no cambien entre una iteración y otra, 
es decir, cuando el cluster asignado a cada uno de los datos sea el mismo en dos 
iteraciones consecutivas. 
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Metodología propuesta 
 
 
3.1 Introducción 
 
Como alternativa de solución al problema de localización de fallas usando técnicas de 
minería de datos se implementan técnicas de clasificación. A partir de una zonificación 
previa del circuito se extraen registros de fallas y se etiqueta cada uno con su 
correspondiente zona. A partir de la información en los registros, se parametriza y entrena 
una máquina de clasificación. Finalmente, cuando se tenga un nuevo registro de falla de 
ubicación desconocida, el método de clasificación asigna una de las zonas predefinidas. 
 
Esta metodología se desarrolló con ayuda del software Matlab ® para implementar los 
algoritmos necesarios, para la simulación de circuitos eléctricos se utilizó el software ATP 
y el software simulaciónRF que permite una rápida obtención de las bases de datos 
necesarias para el proceso de clasificación. 
 
Este capítulo se divide en dos secciones principales. En la primera sección se presenta el 
procedimiento realizado para la división o zonificación del circuito de distribución 
utilizando técnicas de clustering o agrupamiento. En la sección 3.3 se muestra la 
metodología seguida para implementar cada método de clasificación en el problema de 
localización de fallas. 
 
3.2 Definición de las zonas del circuito de distribución 
 
Para el problema de clasificación, a cada nodo del sistema de distribución se le asigna una 
zona, la cual se define previamente según criterios como la longitud de cada zona, la 
topología del circuito, ubicación de elementos de protección, disponibilidad de suficientes 
datos en cada zona y criterios de mantenimiento. Si es posible, cada zona debe tener solo un 
lateral para evitar el problema de múltiple estimación [MORA,2006]. 
 
Mientras más grandes sean las zonas se hace más fácil a la técnica distinguir entre una y 
otra, sin embargo, debido a prácticas operativas es necesario definir zonas pequeñas con el 
objetivo de restaurar rápidamente el servicio. 
 
Este procedimiento principalmente se realiza mediante conocimiento del operador de red, 
tal como se presenta a continuación: 
a. Definir las zonas de acuerdo a la facilidad de acceso a cada una de ellas. 
b. Si existen tramos de líneas subterráneos agruparlos en una zona. 
c. Verificar que cada zona tenga una longitud adecuada. 
d. Si es posible, dividir el circuito de tal forma que una zona no contenga más de un 
lateral para evitar el problema de múltiple estimación. 
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3.2.1 Zonificación mediante una técnica de clustering y búsqueda Tabú 
 
La estrategia propuesta de zonificación automática se muestra en la figura 3.1. 
Figura 3. 1 Metodología de aplicación de la estrategia de zonificación 
 
Para un nuevo circuito, la configuración inicial se obtiene mediante la técnica K means, 
para esto es necesario primero definir el número de zonas que se quieren evaluar. Otra 
forma de obtener la solución inicial para el método de búsqueda Tabú es mediante una 
zonificación inicial propuesta por ingenieros, los cuales tienen experiencia con el circuito 
de prueba. 
 
Para la zonificación automática se utiliza la técnica K means explicada anteriormente, la 
cual separa una base de datos entre K grupos de tal forma que los datos más similares 
quedan en un mismo grupo. Para la aplicación de esta técnica se debe tener en cuenta que 
un nodo solo puede pertenecer a una zona. Esto se puede incumplir cuando en el conjunto 
de datos se tiene más de un registro del mismo nodo a diferentes condiciones de operación. 
Cuando esto sucede, los casos pueden quedar asignados a diferentes clases, por lo tanto se 
debe aplicar un esquema de votación para asignar al nodo la zona más votada, sin embargo, 
esto puede traer confusión o se pueden incumplir las exigencias mencionadas, y por lo tanto 
la respuesta definitiva no es adecuada. Para evitar esto, en esta investigación se utiliza la 
técnica de agrupamiento con un dato por cada nodo del sistema. 
 
A partir de la respuesta entregada por el algoritmo, la cual tiene la forma como se presenta 
en la ecuación (3.1), o por la zonificación propuesta por ingenieros, se emplea una técnica 
metaheurística denominada búsqueda tabú para encontrar una respuesta de mejor calidad. 
La utilización de esta técnica se debe al hecho de que la respuesta dada por el algoritmo de 
clustering no toma en cuenta el problema específico en estudio, por lo tanto, puede ser 
complementada con el desempeño de los métodos de clasificación propuestos. La función 
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objetivo de la metodología tabú es maximizar el rendimiento de las técnicas de 
clasificación empleadas, tal como se presenta en la ecuación (3.2). 
 
Nodos 1 2 3 … 13 14 15 16 
Zonas 1 1 2 … 7 7 8 8 
 
(3.1) 
 
   ∑ ∑(
                                 
                         
     )
          
 (3.2) 
El algoritmo de búsqueda tabú es una técnica metaheurística utilizada para gerenciar un 
algoritmo heurístico de búsqueda local con el propósito de evitar que el proceso quede 
atrapado en un óptimo local [GALL, 2008]. 
 
El algoritmo de búsqueda tabú básico tiene los siguientes elementos: 
 
 Configuración inicial: la configuración inicial puede ser generada de manera aleatoria 
o puede ser obtenida utilizando cierta lógica heurística [GARC, 2005]. 
 
 Generación del vecindario: un vecino es una configuración obtenida a partir de una 
configuración inicial por medio de una transición simple. 
 
 Selección del mejor vecino: Una vez que el vecindario es definido, cada vecino es 
evaluado para determinar el valor de su función objetivo y si cumple o no con las 
restricciones planteadas, de esta manera se determina la factibilidad de la configuración 
vecina. El primer candidato de la lista (de mejor función objetivo) es seleccionado si él 
no es tabú (prohibido) y si es factible, de lo contrario se busca entre los siguientes 
vecinos. Este modo de selección es denominado búsqueda agresiva [GARC, 2005]. 
 
 Actualización de la estructura tabú: la estructura tabú almacena la información de los 
atributos que han cambiado o que han permanecido sin cambio alguno. Esta 
información se almacena en las memorias de corto y largo plazo. 
 
 Memoria de corto plazo: la memoria de corto plazo usa básicamente la información de 
atributos de configuraciones que han cambiado recientemente. Esta información es 
conocida como memoria basada en hechos recientes. La idea básica de este tipo de 
memoria es evitar volver a configuraciones ya visitadas, penalizando la búsqueda para 
evitar el ciclaje [TORO, 2008]. 
 
La vecindad considerada para el problema de localización de fallas se realiza mediante la 
información suministrada en la matriz de confusión. Se seleccionan los diez nodos cuya 
tasa de clasificación haya sido más baja y se cambia de zona por aquella con la cual tuvo 
más confusión.  
En cada nueva solución de la vecindad se verifica que cada zonas no contenga islas o 
tramos de líneas separados. Y después se modifican las zonas que tengan una longitud 
mayor a la longitud máxima requerida. 
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Los parámetros utilizados en la búsqueda Tabú son los siguientes 
 Se utiliza una prohibición de cinco generaciones para la memoria de corto plazo.  
 Se realizan 200 iteraciones en total.  
 Se utiliza un criterio de vecindad reducida considerando diez configuraciones vecinas. 
 No se toma en cuenta la memoria de largo plazo. 
 
3.2.2 Zonificación manual del sistema de distribución 
 
Para este caso la subdivisión se realiza mediante el criterio del investigador u operador de 
red en el sistema bajo estudio. Se siguen los siguientes criterios: 
 
Dependiendo del tamaño del sistema se escoge la longitud máxima de las zonas deseada. 
Para sistemas de gran tamaño se debe tener en cuenta que la respuesta debe ayudar al 
equipo de restauración a encontrar la falla de forma eficaz, por lo tanto, se recomienda que 
la longitud nunca sea mayor de 3 km.  
 
3.3 Metodología de aplicación de los métodos de clasificación 
 
La metodología general de aplicación de los métodos se presenta en la figura 3.1. 
Figura 3. 2 Metodología general de implementación de un método de clasificación 
 
El ajuste de las técnicas se realiza en las cuatro etapas mostradas en la figura 3.1, las cuales 
se realizan fuera de línea. Después de tener ajustada la máquina de clasificación, ante un 
evento de falla la técnicas de clasificación dan una respuesta inmediata.  
 
3.3.1 Zonificación de la red de distribución 
 
En esta etapa se zonifica o subdivide el circuito de distribución, ya sea mediante una 
herramienta automática basada en técnicas de minería de datos, como se presenta en la 
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sección 3.2.1, o se subdivide manualmente, teniendo en cuenta la topología y las 
características propias de cada circuito. 
 
3.3.2 Adquisición y pre-procesamiento de los datos 
 
Debido a que los eventos de falla no son frecuentes en el sistema y que estos generalmente 
no son registrados de forma correcta, las bases de datos de falla en sistemas de distribución 
no son lo suficientemente grandes para utilizarlas en el entrenamiento de los métodos de 
clasificación. Por esta razón, la base de datos de fallas se obtiene mediante simulación del 
circuito bajo estudio. Para esto, se utiliza una herramienta computacional que simula 
automáticamente fallas mediante un proceso conjunto entre ATP y Matlab [VILL,2006]. 
 
El pre procesamiento de los datos consiste en asignar a cada caso de falla en la base de 
datos un valor discreto que corresponde a la zona de falla de cada dato. Adicionalmente, se 
seleccionan los atributos que se van a utilizar para el entrenamiento del método. 
 
Para el método de clasificación basado en knn se escalan los datos para evitar malos ajustes 
debido a grandes variaciones entre los valores de los atributos [GUTI,2010][COVE,1967], 
tal como se presenta en la ecuación (3.3). 
      
      
         
 (3.3) 
Otros problemas requieren de detección de datos anómalos, detección y manejo del ruido y 
estrategias para manejar datos faltantes. Sin embargo, ninguna de estas tareas se realiza en 
este caso debido a que las bases de datos obtenidas mediante simulación están completas.  
 
3.3.3 Parametrización 
 
La parametrización consiste en encontrar la combinación de parámetros de ajuste de una 
técnica basada en minería de datos. Con estos parámetros se espera que la técnica tenga un 
mejor desempeño al evaluar datos desconocidos. 
 
Como se explicó en la sección 2.2, existen ciertas modificaciones a la metodología knn que 
pueden alterar el resultado entregado. Sin embargo, el procedimiento para construir el árbol 
de decisión C4.5 o para entrenar el clasificador basado en Boosting no necesitan parámetros 
de ajuste, por lo tanto la etapa de parametrización solo se lleva a cabo para el método knn. 
 
a. Parametrización del método knn 
 
Para la parametrización del método se utilizan como posibles atributos la variación en 
magnitud y ángulo de la componente fundamental en estado estacionario de tensión y 
corriente. Se tienen medidas de línea y de fase. En total se obtienen 8 atributos y un total de 
255 combinaciones que sirven como entrada del método de clasificación knn. 
 
Para cada combinación de atributos de entrada se hallan los parámetros óptimos, con los 
cuales se espera que el método tenga una mejor precisión al momento de probar datos 
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nuevos o desconocidos. Como se explicó en la sección 2.2, los parámetros del método knn 
representan la medida de similitud entre los datos (d), la forma de ponderación de los datos 
(P) y el número de vecinos más cercanos (k).  
 
El parámetro d puede tomar los siguientes valores: 
 
d = 1: Norma 2 o distancia Euclídea 
d = 2: Norma 1 o distancia Manhattan. 
d = 3: Norma L∞ o norma Chebyshev 
d = 4: Distancia de Mahalanobis 
 
El valor de P considera los tipos de asignación definidos a continuación: 
 
P = 1: selección de la clase con mayor frecuencia 
P = 2: selección de la clase con menor distancia media 
P = 3: selección de la clase con ponderación de casos seleccionados (  ⁄ ) 
P = 4: selección con ponderación de datos (   ⁄ ) 
P = 5: selección con ponderación de datos (   ) 
 
El número de vecinos cercanos k toma valores desde 1 hasta 50. Este criterio se utilizó 
debido a que en las pruebas realizadas en anteriores investigaciones el parámetro k no 
superó este valor. 
 
Para cada combinación de parámetros se calcula el error de validación cruzada y se escogen 
los parámetros con menor error. 
 
La estrategia descrita anteriormente se realiza para las 255 combinaciones de atributos 
posibles. No se utilizan todos a la vez debido a que algunos de estos no proporcionan buena 
información y pueden deteriorar la respuesta del método. La selección de los mejores 
atributos se realiza mediante el error obtenido ante datos desconocidos, para esto se prueba 
un conjunto de datos, los cuales no fueron utilizados en la parametrización. Las mejores 
combinaciones de atributos son aquellas con mayor precisión en la clasificación de nuevos 
datos. 
 
Validación cruzada 
 
El proceso de validación cruzada consiste en dividir el conjunto de datos de 
parametrización en n subconjuntos, después se entrena la máquina de regresión con n – 1 de 
ellos y se prueba con el faltante [MORA,2006][GUTI,2010], esto se repite para todos los 
subconjuntos.  
 
El error de validación cruzada, para una combinación de parámetros, se obtiene mediante la 
ecuación (3.4), donde Ti es el número de datos en el subconjunto i. 
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     (3.4) 
 
El error de validación cruzada indica el comportamiento global del método de clasificación. 
 
3.3.4 Entrenamiento 
 
El entrenamiento consiste en encontrar la función de decisión que decida para un nuevo 
dato, la clase a la cual pertenece. A continuación se presenta específicamente la etapa de 
entrenamiento para cada método implementado. 
 
Método de clasificación knn 
 
En knn no hay entrenamiento propiamente dicho, esto ocurre porque para la clasificación de 
un nuevo dato, la máquina debe compararlo con cada uno de los datos existentes en la base 
de entrenamiento. Por lo tanto, esta técnica no crea funciones de decisión o reglas de 
clasificación, sino que para cada dato repite el mismo procedimiento. 
 
Árbol de decisión C4.5 
 
Siguiendo la idea divide y vencerás explicada en la sección 2.4.1, se construye un árbol de 
decisión para cada tipo de falla. El árbol de decisión representa un conjunto de pruebas que 
se realizan sobre el conjunto de datos y asignan a cada clase un dato. 
 
En esta etapa se seleccionan solo los descriptores que contengan la mayor información, 
debido a que se sigue un proceso de maximización de la reducción de la entropía. Por lo 
tanto, todos los atributos disponibles son utilizados para el entrenamiento. 
 
Método utilizando biclasificadores lineales en una estrategia de Boosting 
 
Como primer paso se separa el problema de clasificación en subproblemas de 
biclasificación. Para cada máquina de clasificación se aplica la metodología Boosting como 
se presenta en la sección 2.3. En este proceso la máquina se encarga de seleccionar los 
descriptores que contengan la mayor información y definir los límites de los 
biclasificadores lineales en los cuales se separan las clases. El proceso se repite para todos 
los tipos de fallas consideradas. 
 
3.3.5 Validación o prueba de los métodos 
 
Con los datos no usados en las fases de parametrización o entrenamiento, se calcula la 
precisión de la máquina de clasificación. En este paso se obtiene la precisión utilizando los 
datos de prueba por medio de la ecuación (3.5). 
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(3.5) 
 
El método knn tiene en cuenta los parámetros óptimos obtenidos para las 10 mejores 
combinaciones de atributos de entrada. Para este método se puede ampliar la base de datos 
de falla agregando casos nuevos, diferentes a los utilizados en la etapa de parametrización, 
no es necesario volver a parametrizar el método. 
 
Para la prueba del método Boosting se debe tener en cuenta el esquema de descomposición 
y reconstrucción utilizado. 
 
En la fase de prueba y como herramientas de análisis se extrae la matriz de confusión de la 
máquina de clasificación, la cual muestra en las filas la información de cuantos datos 
fueron clasificados en cada clase y en las columnas cuantos datos pertenecen realmente a 
esa clase. Esta matriz permite verificar la confianza del método de clasificación e 
identificar las zonas de mayor error. 
 Capítulo 4. 
 
 
Aplicación de la metodología propuesta 
 
 
En este capítulo se presentan los resultados obtenidos al aplicar la metodología propuesta 
en el capítulo 3, como una solución al problema de localización de fallas utilizando 
máquinas de clasificación. 
 
4.1 Circuitos analizados y escenarios de operación simulados 
 
Los escenarios utilizados para probar el algoritmo, incluyen fallas en todos los nodos del 
sistema excepto en la subestación. Se simularon cuatro diferentes condiciones de carga 
además de la promedio, los escenarios simulados fueron: carga 30-60%, 60-85%, 85-105% 
y 30-105%. Se simularon 4 escenarios de variación de la tensión en la subestación y 4 
escenarios de variación de la longitud de las líneas en los siguientes rangos: 95-98%, 98-
102%, 102-105% y 95-105%.  
 
Para cada escenario propuesto se utilizan diferentes resistencias de falla, las cuales toman 
valores entre 0,05 Ω y 40 Ω, los cuales son valores típicos que caracterizan las fallas en 
sistemas de distribución [DAGE,2000]. 
 
4.1.1 IEEE 34 nodos 
 
El sistema IEEE 34 nodos se presenta en los “test feeders” del “Distribution System 
Analysis Subcommittee” del “Institute Electrical and Electronics Engineers” [IEEE,2000]. 
Este alimentador está ubicado en el estado de Arizona (Estados Unidos) y opera a una 
tensión de 24,9 kV. Entre sus principales características están la presencia de ramales 
monofásicos, bifásicos y trifásicos, múltiples calibres de conductor, cargas desbalanceadas 
de naturaleza concentrada y distribuida, así como la presencia de capacitores. Para 
propósito de prueba, el circuito de modela en ATPDraw, donde se simulan fallas con 
diferentes resistencias de falla y condiciones de operación. La simulación de estas fallas 
conforma la base de datos para la validación del software.  
a. Zonificación manual 
El circuito se subdivide o zonifica en 11 zonas, tal como se muestra en la figura 4.1. La 
zona 11 se definió con 9 nodos debido a que los tramos de línea son muy cortos. 
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Figura 4. 1 Zonificación manual sistema IEEE 34 nodos. 
b. Zonificación automática 
 
La zonificación con la herramienta automática tuvo en cuenta una longitud máxima de 12,5 
km y un número de zonas inicial de 15. La zonificación óptima encontrada divide el 
circuito en 12 zonas tal como se presenta en la figura 4.2. 
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Figura 4. 2 Zonificación automática sistema IEEE 34 nodos. 
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4.1.2 Circuito 69 nodos 
 
El circuito de 69 nodos se presenta en [BARA,1989] y se utiliza en estudios de 
reconfiguración y ubicación óptima de capacitores. El circuito opera a 12,66 kV, tiene 8 
laterales y es una parte del sistema de distribución PG&E. Todos los laterales del circuito 
son trifásicos. Las cargas se modelan como impedancia constante.  
Las líneas del circuito se modelaron con las configuraciones mostradas en el circuito IEEE 
34 nodos [IEEE,2000], debido a que la información mostrada para las líneas en 
[BARA,1989] no muestra la configuración geométrica de las líneas y los calibres de 
conductor empleados. Adicionalmente, la longitud de cada tramo de línea se definió 
teniendo en cuenta el valor de impedancia mostrado en [BARA,1989] y el valor de 
impedancia por unidad de longitud mostrado en [IEEE,2000] para la configuración 300. La 
longitud del radial más largo en el circuito es de 10,8 km. En la tabla 4.1 se presentan los 
valores de longitud y configuración de las líneas y en la tabla 4.2 se especifica las 
configuraciones empleadas. 
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Nodo 
inicial 
Nodo 
final 
Longitud 
[km] 
Id. 
Conf 
a
a 
Nodo 
inicial 
Nodo 
final 
Longitud 
[km] 
Id. 
Conf 
a
a 
Nodo 
inicial 
Nodo 
final 
Longitud 
[km] 
Id. 
Conf 
101 1 0,001 1 
 
22 23 0,417 3 
 
3 35 0,944 1 
1 2 0,001 1 
 
23 24 0,902 3 
 
35 36 0,366 1 
2 222 0,000 1 
 
24 25 0,372 1 
 
36 37 0,465 1 
222 3 0,002 1 
 
25 26 0,209 1 
 
37 38 0,611 2 
3 4 0,030 1 
 
2 27 0,005 1 
 
7 40 0,117 2 
4 5 0,441 1 
 
27 28 0,077 1 
 
40 41 0,175 2 
5 6 0,459 1 
 
28 29 0,479 1 
 
8 42 0,855 2 
6 7 0,111 1 
 
29 30 0,085 1 
 
42 43 1,253 2 
7 8 0,059 2 
 
30 31 0,423 2 
 
43 44 0,242 2 
8 9 0,986 2 
 
31 32 1,010 2 
 
44 45 0,006 3 
9 10 0,225 2 
 
32 33 2,056 2 
 
45 46 0,890 3 
10 11 0,856 2 
 
33 34 1,775 2 
 
46 47 0,006 3 
11 12 1,240 2 
 
222 272 0,004 1 
 
47 48 0,005 3 
12 13 1,257 2 
 
272 282 0,102 1 
 
48 49 0,077 3 
13 14 1,274 2 
 
282 65 0,349 1 
 
49 50 0,127 3 
14 15 0,237 2 
 
65 66 0,099 1 
 
50 51 0,037 1 
15 16 0,451 2 
 
66 67 0,112 2 
 
51 52 0,002 1 
16 17 0,006 3 
 
67 68 0,400 2 
 
52 53 0,877 1 
17 18 0,394 3 
 
68 69 0,209 2 
 
53 54 0,373 1 
18 19 0,254 3 
 
69 70 0,244 3 
 
10 55 0,049 1 
19 20 0,411 3 
 
70 88 0,342 3 
 
55 56 0,011 2 
20 21 0,017 3 
 
88 89 0,339 3 
 
11 57 0,131 2 
21 22 0,192 3 
 
89 90 1,914 3 
 
57 58 0,001 2 
Tabla 4. 1 Longitud y configuración de los tramos de línea 
 
Id. Configuración Configuración Secuencia 
1 300 B A C N 
2 300 C B A N 
3 300 A C B N 
Tabla 4. 2 Configuración de los tramos de línea aéreos 
 
a. Zonificación manual 
 
El circuito se subdivide o zonifica en 12 zonas, tal como se muestra en la figura 4.3. Las 
zonas se seleccionaron de tal forma que cada una no sobrepasara 2,5 km de longitud.  
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Figura 4. 3 Zonificación manual circuito de 69 nodos. 
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b. Zonificación automática 
La zonificación con la herramienta automática tuvo en cuenta una longitud máxima de 3,5 
km. La solución inicial del método fue la propuesta mediante zonificación manual. La 
zonificación óptima encontrada divide el circuito en 17 zonas tal como se presenta en la 
figura 4.4. 
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Figura 4. 4 Zonificación automática circuito de 69 nodos.  
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4.1.3 Circuito de 44 nodos 
 
Este circuito de prueba está presentado en [HERR,2013], opera a 34,5 kV, tiene 3 laterales 
y está diseñado a partir de un circuito de distribución real en Bogotá, Colombia. Todos los 
laterales del circuito son trifásicos y las cargas conectadas se modelan como impedancia 
constante. 
 
a. Zonificación manual 
 
El circuito se subdivide o zonifica en 8 zonas, tal como se muestra en la figura 4.5. Las 
zonas se seleccionaron de tal forma que cada una no sobrepasara 2 km de longitud.  
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Figura 4. 5 Zonificación manual circuito de 44 nodos. 
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b. Zonificación automática 
La zonificación con la herramienta automática tuvo en cuenta una longitud máxima de 3,5 
km y un número de zonas inicial de 12. La zonificación óptima encontrada divide el 
circuito en 13 zonas tal como se presenta en la figura 4.6. 
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Figura 4. 6 Zonificación automática circuito de 44 nodos. 
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4.1.4 Circuito IEEE 123 nodos 
 
El sistema IEEE 123 nodos se presenta en los “test feeders” del “Distribution System 
Analysis Subcommittee” del “Institute Electrical and Electronics Engineers” [IEEE,2000]. 
Este alimentador opera a una tensión de 4,16 kV. Entre sus principales características están 
la presencia de ramales monofásicos, bifásicos y trifásicos, múltiples calibres de conductor, 
cargas desbalanceadas de naturaleza concentrada y distribuida. Para propósito de prueba, el 
circuito de modela en ATPDraw, donde se simulan fallas con diferentes resistencias de falla 
y condiciones de operación. La simulación de estas fallas conforma la base de datos para la 
validación del software.  
a. Zonificación manual 
 
El circuito se subdivide o zonifica en 6 zonas, tal como se muestra en la figura 4.7.  
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Figura 4. 7 Zonificación manual circuito IEEE 123 nodos. 
Capítulo 4. Aplicación de la metodología propuesta                                                            43 
 
 
b. Zonificación automática 
La zonificación con la herramienta automática tuvo en cuenta una longitud máxima de 2,6 
km y un número de zonas inicial de 10. La zonificación óptima encontrada divide el 
circuito en 6 zonas tal como se presenta en la figura 4.8. 
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Figura 4. 8 Zonificación automática circuito IEEE 123 nodos. 
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4.2 Resultados con el circuito de prueba IEEE34 nodos 
 
4.2.1 Prueba a condición nominal 
 
En esta prueba se utilizan fallas simuladas a condición nominal en la parametrización y 
entrenamiento, la base de datos está compuesta por casos con resistencia de falla entre 0,05 
a 40 Ω en pasos de 4Ω. La base de datos de parametrización y entrenamiento contiene 2618 
casos para todos los tipos de fallas. Los resultados de parametrización del método knn 
utilizando zonificación manual y automática se presentan en el Anexo B.1. 
 
La base de datos de validación está conformada por 7140 casos simulados con resistencia 
de falla entre 1 a 39 Ω en pasos de 1 Ω (sin incluir los casos ya utilizados en la 
parametrización). Los resultados para los tres métodos de clasificación se presentan en la 
tabla 4.3. 
 
Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 297 810 99,75 98,27 98,64 100 97,78 97,65 
2 297 810 99,75 98,89 98,02 100 99,63 98,64 
3 253 690 97,97 96,96 97,25 100 98,41 97,39 
4 253 690 100 98,26 98,70 100 99,13 99,71 
5 253 690 100 98,99 97,54 100 99,86 98,55 
6 253 690 100 99,42 99,71 100 99,42 99,86 
7 253 690 100 99,28 98,26 100 100 99,42 
8 253 690 100 98,26 98,55 100 99,13 99,28 
9 253 690 100 98,84 97,97 100 99,28 98,84 
10 253 690 99,85 98,70 99,42 100 99,13 99,86 
Tabla 4. 3 Resultados de validación del circuito IEEE 34 a condición nominal 
 
En la tabla 4.3 se observa como la aplicación de la metodología de zonificación automática 
mejora el rendimiento general de la máquina de clasificación. Especialmente para el 
método knn se elimina la confusión entre zonas y se obtiene una precisión de 100% para 
cualquier tipo de falla. Para el método Boosting y C4.5 se mejora la precisión en todas las 
fallas excepto en la falla monofásica a-g.  
 
4.2.2 Prueba considerando diferentes condiciones de operación 
 
En esta prueba se incluyen en la parametrización todas las condiciones de operación del 
circuito mencionadas en la sección 4.1. Con esto se toma en cuenta variaciones en la carga, 
variaciones en la tensión de la subestación, incertidumbre en la longitud de la línea y 
operación a condición nominal. Para el método knn, se utilizan los parámetros óptimos 
encontrados utilizando la base de datos a condición nominal. 
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Se obtiene una base de datos completa para entrenamiento de 34034 casos considerando 
resistencias de falla de 0,05 a 40Ω en pasos de 4Ω. La base de datos de prueba contiene 
92820 casos con resistencia de falla entre 1 a 39 Ω en pasos de 1 Ω, sin incluir los casos 
utilizados en la parametrización. Los resultados de validación para los tres métodos se 
muestran en la Tabla 4.4. 
 
Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 3861 10530 97,90 95,70 97,45 99,85 95,83 96,61 
2 3861 10530 96,54 96,92 97,14 99,68 97,73 97,57 
3 3289 8970 95,52 95,84 95,81 99,91 98,03 95,15 
4 3289 8970 98,34 96,41 95,37 99,41 97,89 97,77 
5 3289 8970 96,42 97,09 96,93 97,86 97,78 97,63 
6 3289 8970 95,96 97,61 98,32 99,98 98,45 98,70 
7 3289 8970 97,31 97,92 98,18 99,42 98,89 99,44 
8 3289 8970 96,29 97,68 98,43 99,33 98,45 98,86 
9 3289 8970 97,02 97,79 98,44 99,81 98,49 98,82 
10 3289 8970 99,10 97,40 97,22 99,82 98,06 98,05 
Tabla 4. 4 Resultados de validación del circuito IEEE 34 con diferentes condiciones de 
operación 
 
En esta prueba no se elimina completamente la confusión, sin embargo se obtiene una 
mejora en la precisión de todas las técnicas. Para el método C4.5 disminuye el rendimiento 
solo en los tipos de fallas monofásica a-g y c-g. 
 
4.3 Resultados con el circuito de prueba 69 nodos 
 
4.3.1 Prueba a condición nominal 
 
En esta prueba se utilizan fallas simuladas a condición nominal en la parametrización y 
entrenamiento, la base de datos está compuesta por casos con 23 valores de resistencia de 
falla de 0,05, 1, 2, 3, 4, 6, 8, 10,… 40Ω. La base de datos de parametrización y 
entrenamiento contiene 15870 casos para todos los tipos de fallas. Los resultados de 
parametrización del método knn se presentan en el Anexo B.2. 
 
La base de datos de validación está conformada por 15180 casos simulados con 22 valores 
de resistencia de falla de 0,5, 1.5, 2.5, 3.5, 5, 7, 9,… 39 Ω. Los resultados de la validación 
para los tres métodos de clasificación se presentan en la Tabla 4.5 para todos los tipos de 
falla. 
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Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 1587 1518 87,55 92,09 90,84 95,65 94,60 96,44 
2 1587 1518 86,50 91,50 94,07 94,93 96,18 95,65 
3 1587 1518 88,47 91,96 92,82 96,90 97,56 98,35 
4 1587 1518 93,41 93,87 92,75 100 98,16 99,01 
5 1587 1518 93,61 93,87 91,90 99,93 97,69 98,48 
6 1587 1518 92,62 95,59 95,98 100 98,55 98,95 
7 1587 1518 88,80 87,94 86,96 95,92 94,20 96,31 
8 1587 1518 90,51 89,46 87,94 96,77 95,32 95,13 
9 1587 1518 88,60 91,44 90,45 95,78 95,72 96,57 
10 1587 1518 97,36 87,29 85,97 99,93 94,27 93,41 
Tabla 4. 5 Resultados de validación del circuito 69 nodos a condición nominal 
 
A condición nominal, se obtiene una mejora en todos los métodos cuando se utiliza la 
zonificación automática del circuito, incluso eliminando la confusión en algunos tipos de 
fallas cuando se prueba con el método knn. Se obtiene una precisión mínima de 93,41%, 
mejorando notablemente la precisión mínima obtenida con la zonificación manual de 
85,97%. 
 
4.3.2 Prueba considerando diferentes condiciones de operación 
 
En esta prueba se incluyen en la parametrización todas las condiciones de operación del 
circuito mencionadas en la sección 4.1. Con esto se toma en cuenta variaciones en la carga, 
variaciones en la tensión de la subestación, incertidumbre en la longitud de la línea y 
operación a condición nominal.  
Se obtiene una base de datos completa para entrenamiento de 206310 casos considerando 
23 valores de resistencias de falla de 0,05, 1, 2, 3, 4, 6, 8, 10,… 40Ω. La base de datos de 
prueba contiene 197340 casos con resistencias de falla de 0,5, 1.5, 2.5, 3.5, 5, 7, 9,… a 39 
Ω. Los resultados de validación a diferentes condiciones de operación se muestran en la 
Tabla 4.6. 
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Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 20631 19734 86,25 88,87 87,66 94,72 91,49 95,70 
2 20631 19734 86,42 87,39 87,38 94,37 92,07 96,15 
3 20631 19734 84,51 88,01 87,64 94,00 92,53 96,71 
4 20631 19734 90,81 89,72 90,64 99,49 96,14 98,96 
5 20631 19734 93,45 89,94 89,40 99,68 94,42 98,44 
6 20631 19734 91,17 89,44 90,76 99,19 95,64 98,12 
7 20631 19734 85,32 88,46 87,45 94,99 94,58 97,41 
8 20631 19734 85,97 88,96 87,12 95,75 94,31 96,82 
9 20631 19734 85,53 89,16 89,39 95,47 93,67 98,07 
10 20631 19734 91,46 75,53 76,30 99,83 85,01 85,37 
Tabla 4. 6 Resultados de validación del circuito 69 nodos con diferentes condiciones de 
operación 
 
En esta prueba también se obtiene una mejora en el rendimiento de todas las técnicas de 
clasificación, la cual se observa principalmente en los métodos knn y Boosting. 
Adicionalmente, se observa una dificultad en la clasificación de casos de falla trifásicos con 
los métodos Boosting y C4.5, tanto con zonificación manual como automática. 
 
4.4 Resultados con el circuito de 44 nodos 
 
4.4.1 Prueba a condición nominal 
 
En esta prueba se utilizan fallas simuladas a condición nominal en la parametrización y 
entrenamiento, la base de datos está compuesta por casos con 43 valores de resistencia de 
falla de 0,5, 1, 1.5, 2, 2.5, 3, 4,… 40Ω. La base de datos de parametrización y 
entrenamiento contiene 19360 casos para todos los tipos de fallas. Los resultados de 
parametrización del método knn se presentan en el Anexo B.3. 
 
La base de datos de validación está conformada por 6160 casos simulados con 14 valores 
de resistencia de falla de 0.25, 1.25, 2.25, 3.5, 4.5, 8.5, 12.5,…36.5, 39.5Ω. Los resultados 
de la validación para los tres métodos de clasificación se presentan en la Tabla 4.5 para 
todos los tipos de falla.  
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Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 1936 616 83,77 83,28 85,06 92,53 85,71 90,26 
2 1936 616 80,68 78,41 75,49 90,58 83,60 83,93 
3 1936 616 83,12 83,93 83,77 93,51 89,45 89,77 
4 1936 616 82,14 86,20 82,95 89,29 89,12 89,94 
5 1936 616 90,10 92,53 91,40 99,19 94,97 93,67 
6 1936 616 81,33 75,65 75,32 89,12 84,74 88,80 
7 1936 616 79,38 79,22 81,17 90,75 88,64 83,28 
8 1936 616 77,60 72,40 70,62 87,34 83,77 78,90 
9 1936 616 79,87 75,16 73,70 89,12 86,69 80,52 
10 1936 616 77,60 78,25 78,73 86,20 86,53 88,47 
Tabla 4. 7 Resultados de validación del circuito de 44 nodos a condición nominal 
 
Como se observa en la tabla 4.7, el circuito de 44 nodos presenta más dificultad en la 
clasificación de datos desconocidos, el rango de precisión de las técnicas de clasificación 
con zonificación manual está entre 70,6% y 92,5%. Con la zonificación automática se 
mejora la respuesta de todos los métodos, aunque aún se tiene una precisión mínima de 
78,9%. 
 
4.4.2 Prueba considerando diferentes condiciones de operación 
 
En esta prueba se incluyen en la parametrización todas las condiciones de operación del 
circuito mencionadas en la sección 4.1. Con esto se toma en cuenta variaciones en la carga, 
variaciones en la tensión de la subestación, incertidumbre en la longitud de la línea y 
operación a condición nominal.  
Se obtiene una base de datos completa para entrenamiento de 251680 casos considerando 
43 valores de resistencias de falla de 0.5, 1, 1.5, 2, 2.5, 3, 4,… 40Ω. La base de datos de 
prueba contiene 80080 casos con resistencias de falla de 0.25, 1.25, 2.25, 3.5, 4.5, 8.5, 
12.5,…36.5, 39.5Ω. Los resultados de validación a diferentes condiciones de operación se 
muestran en la Tabla 4.8. 
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Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 25168 8008 74,63 81,12 77,62 82,77 84,45 74,71 
2 25168 8008 79,98 80,94 76,14 87,61 84,02 67,82 
3 25168 8008 81,86 82,52 80,96 85,73 86,75 82,52 
4 25168 8008 80,66 84,95 84,34 87,21 89,65 85,41 
5 25168 8008 89,67 87,13 88,81 98,83 93,37 91,26 
6 25168 8008 80,01 80,37 79,21 87,45 87,28 85,63 
7 25168 8008 80,37 78,48 72,83 89,17 83,73 77,73 
8 25168 8008 79,85 79,57 77,11 86,48 85,23 81,41 
9 25168 8008 79,82 77,90 75,94 88,14 84,72 80,67 
10 25168 8008 79,61 80,88 79,55 79,95 88,29 84,28 
Tabla 4. 8 Resultados de validación del circuito de 44 nodos con diferentes condiciones de 
operación 
 
Para esta prueba, se observa una dificultad con el circuito de 44 nodos, donde se obtiene 
una precisión mínima de 72,83%. Al utilizar la zonificación automática se mejora la 
respuesta de la mayoría de los métodos, sin embargo se obtiene una reducción en la 
precisión del método C4.5 con los tipos de fallas monofásica a-g y b-g. Esta reducción, 
principalmente con el tipo de falla monofásica b-g, indica que utilizar una misma 
zonificación para todos los tipos de falla puede ser inadecuado, por lo cual se recomienda 
realizar una nueva zonificación utilizando solo datos de este tipo de falla. 
 
 
4.5 Resultados con el circuito IEEE 123 nodos 
 
4.5.1 Prueba a condición nominal 
 
En esta prueba se utilizan fallas simuladas a condición nominal en la parametrización y 
entrenamiento, la base de datos está compuesta por casos con 41 valores de resistencia de 
falla de 0.05, 1, 2, 3,… 40Ω. La base de datos de parametrización y entrenamiento contiene 
27347 casos para todos los tipos de fallas. Los resultados de parametrización del método 
knn se presentan en el Anexo B.4. 
 
La base de datos de validación está conformada por 26680 casos simulados con 40 valores 
de resistencia de falla de 0.5, 1.5, 2.5, 3.5,… 39.5Ω. Los resultados de la validación para 
los tres métodos de clasificación se presentan en la Tabla 4.9 para todos los tipos de falla. 
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Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 3485 3400 93,79 89,38 92,15 95,18 91,32 93,68 
2 2993 2920 88,80 86,61 82,33 90,17 88,70 83,01 
3 3403 3320 94,19 90,72 89,73 91,72 88,31 89,52 
4 2501 2440 91,60 84,02 83,03 90,00 84,18 84,22 
5 2460 2400 91,46 88,83 84,75 95,25 83,21 83,92 
6 2542 2480 97,82 91,13 93,19 98,63 91,21 92,94 
7 2501 2440 90,33 88,98 87,58 88,48 87,46 84,71 
8 2460 2400 86,79 88,38 89,54 88,83 88,13 88,88 
9 2542 2480 94,48 90,97 93,31 94,88 92,14 93,27 
10 2460 2400 98,63 88,92 80,38 94,67 89,00 87,21 
Tabla 4. 9 Resultados de validación del circuito IEEE 123 nodos a condición nominal 
Como se observa en la tabla 4.9, la respuesta de la zonificación automática no presenta una 
mejora general en la respuesta de los métodos. Para este caso se recomienda intensificar la 
búsqueda de una zonificación óptima, mediante la modificación en los parámetros del 
método de búsqueda tabú. 
 
4.5.2 Prueba considerando diferentes condiciones de operación 
 
En esta prueba se incluyen en la parametrización todas las condiciones de operación del 
circuito mencionadas en la sección 4.1. Con esto se consideran las variaciones en la carga, 
variaciones en la tensión de la subestación, incertidumbre en la longitud de la línea y 
operación a condición nominal. 
Se obtiene una base de datos completa para parametrización y entrenamiento de 355511 
casos considerando 41 valores de resistencias de falla de 0.05, 1, 2, 3,… 40Ω. La base de 
datos de prueba contiene 346840 casos con resistencias de falla de 0.5, 1.5, 2.5, 3.5,… 
39.5Ω. Los resultados de validación a diferentes condiciones de operación se muestran en 
la Tabla 4.10. 
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Tipo de 
falla 
No. datos  
Zonificación manual Zonificación automática 
Precisión[%] Precisión[%] 
Entrenamiento Prueba knn Boosting C4.5 knn Boosting C4.5 
1 45305 44200 88,49 83,34 85,47 92,71 84,63 88,82 
2 38909 37960 87,91 80,18 78,32 84,10 79,55 79,92 
3 44239 43160 89,83 87,86 88,36 91,33 86,06 90,10 
4 32513 31720 86,92 81,87 81,97 89,20 82,42 80,90 
5 31980 31200 88,50 79,49 81,20 88,72 74,09 81,08 
6 33046 32240 97,57 85,64 89,47 98,45 85,28 89,18 
7 32513 31720 87,90 82,00 83,17 90,62 82,12 81,72 
8 31980 31200 85,63 80,40 83,52 88,72 79,83 84,50 
9 33046 32240 92,00 88,67 90,92 93,60 87,92 91,10 
10 31980 31200 93,72 83,95 83,21 93,97 82,32 85,75 
Tabla 4. 10 Resultados de validación del circuito IEEE 123 con diferentes condiciones de 
operación 
Tal como sucedió con la prueba a condición nominal, considerando varias condiciones de 
operación del circuito tampoco se obtiene una mejora en el rendimiento de las técnicas de 
clasificación utilizando la metodología de zonificación automática. En este circuito se tiene 
una gran dificultad en la clasificación de datos desconocidos. La precisión mínima obtenida 
es de 74,1%, sin embargo se observa como el método knn obtiene un mejor rendimiento 
que los demás métodos ante todos los tipos de falla. 
La dificultad en la clasificación, y la confusión entre las zonas, presente en este circuito se 
debe principalmente a la gran cantidad de laterales que tiene este sistema y a la corta 
longitud el mismo. Adicionalmente, este circuito presenta un nivel muy bajo de tensión 
nominal, el cual es atípico en sistemas de distribución. 
4.6 Comparación en tiempo computacional 
 
4.6.1 Parametrización del método knn 
 
Los tiempos computacionales empleados en cada una de las pruebas de parametrización se 
presentan en la tabla 4.11. En esta etapa se evalúan las 255 combinaciones de atributos para 
cada tipo de falla. Para cada combinación se calcula el error de validación cruzada para 
cada combinación de parámetros y se escoge la mejor. 
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Zonificación No de datos Tiempo [s] 
IEEE34 
Manual 930 1187.32 
Automática 1002 1224.29 
69 nodos 
Manual 7900 14818.98 
Automática 9290 12829.67 
44 nodos 
Manual 11000 13070.64 
Automática 12160 22847.52 
IEEE 123 
Manual 14514 24734.14 
Automática 15785 22381.67 
Tabla 4. 11 Tiempo computacional en la etapa de parametrización knn 
Como se observa en la tabla 4.11, mientras más datos se tengan para parametrización el 
esfuerzo computacional se eleva. 
 
4.6.2 Entrenamiento C4.5 y Boosting 
 
Los tiempos computacionales empleados en cada una de los entrenamientos para el método 
C4.5 y Boosting se presentan en la tabla 4.12. 
 
  Zonificación No de datos Tiempo Boosting [s] Tiempo C4.5 [s] 
IEEE34 
Manual 2618 8.371 11.862 
Automática 2618 2.073 3.968 
Manual 34034 394.837 385.414 
Automática 34034 379.785 142.586 
69 nodos 
Manual 15870 534.794 201.145 
Automática 15870 46.8 76.206 
Manual 206310 176482.51 109476.78 
Automática 206310 13318.2 8121.279 
44 nodos 
Manual 19360 1634 327.471 
Automática 19360 387.197 417.709 
Manual 251680 587457.723 189411.665 
Automática 251680 489241.116 282506.479 
IEEE 123 
Manual 27347 3836.548 665.652 
Automática 27347 3734.438 674.513 
Manual 355511 1057689.212 133156.046 
Automática 355511 1162735.844 120334.877 
Tabla 4. 12 Tiempo computacional en la etapa de entrenamiento Boosting y C4.5 
En la tabla 4.12 se puede observar la disminución en el tiempo computacional empleado en 
el entrenamiento para los circuitos de 69 nodos y IEEE 34, cuando se utiliza la zonificación 
automática. Esto indica que a partir de una zonificación automática se redujo la dificultad 
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para clasificar algunas zonas en la base de datos. En la figura 4.9 se presenta el tiempo 
computacional empleado versus el número de datos en la etapa de entrenamiento. 
 
 
Figura 4. 9 Tiempo computacional de entrenamiento contra el número de datos 
En la figura 4.9 se observa como el esfuerzo computacional se eleva cuando se incrementa 
el tamaño de la base de datos. Sin embargo, este tiempo también depende del número de 
zonas en la base de datos, lo que se puede observar especialmente con el circuito IEEE123, 
en el cual solo se tienen 6 zonas y cuyo tiempo de entrenamiento para el método C4.5 es 
menor al empleado para el circuito de 44 nodos, el cual se dividió en 12 zonas. 
Otro factor que influye en el tiempo computacional es la complejidad del problema de 
clasificación. Especialmente para el circuito IEEE 34 nodos se pudo observar que los 
métodos de C4.5 y Boosting se entrenan rápidamente y no requieren muchas iteraciones, 
debido a la facilidad para distinguir entre algunas zonas de este sistema. 
4.6.3 Validación de los métodos knn, Boosting y C4.5 
El tiempo computacional empleado en la validación de los tres métodos de clasificación se 
presentan en la tabla 4.13. 
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Circuito Zonificación 
No de datos Tiempo [s] 
Entrenamiento Prueba knn Boosting C4.5 
IEEE34 
Manual 2618 7140 17 0,51 0,91 
Automática 2618 7140 15 0,57 0,29 
Manual 34034 92820 2356 6,32 3,16 
Automática 34034 92820 3695 5,96 6,09 
69 nodos 
Manual 15870 15180 3946 2,38 1,15 
Automática 15870 15180 694 1,87 0,95 
Manual 206310 197340 111462 33,48 56,68 
Automática 206310 197340 97993 30,16 26,79 
44 nodos 
Manual 19360 6160 103 0,96 1,28 
Automática 19360 6160 83 1,13 1,34 
Manual 251680 80080 20051 20,69 58,10 
Automática 251680 80080 16360 39,52 99,18 
IEEE 123 
Manual 27347 26680 2277 2,37 4,62 
Automática 27347 26680 1222 2,30 4,46 
Manual 355511 346840 180794 42,90 232,29 
Automática 355511 346840 179888 45,44 197,74 
Tabla 4. 13 Tiempo computacional en la etapa de validación knn, Boosting y C4.5 
En esta etapa se observa una ventaja de los métodos Boosting y C4.5 sobre el método knn. 
Esto se debe a que el método knn cada vez que prueba un nuevo dato debe compararlo con 
la base de datos de entrenamiento, la cual puede ser de gran magnitud. Sin embargo, los 
métodos Boosting y C4.5 no guardan la base de datos de entrenamiento, solo realizan una 
serie de pruebas para tomar la decisión de clasificación. 
 
 Capítulo 5. 
 
 
Conclusiones y recomendaciones 
 
 
5.1 Conclusiones generales 
 
La rápida y eficiente localización de fallas en sistemas de distribución permite a los 
operadores de red reducir el tiempo de restablecimiento del servicio, con lo cual es posible 
mejorarlos índices asociados a las interrupciones, IRAD e ITAD, y por lo tanto cumplir con 
las normas impuestas por la entidad reguladora. 
 
Para la solución de la localización de fallas se implementó tres MBC, los cuales se 
fundamentan en la utilización del conocimiento obtenido de los registros de tensión y 
corriente medidos en la subestación, para la estimación de la zona en falla. 
 
Los resultados obtenidos prueban la validez y eficiencia de las técnicas MBC para la 
solución del problema de localización de fallas en sistemas de distribución. 
 
5.2 Conclusiones asociadas al MBC basado en knn 
 
El método de los knn utilizado para tratar el problema de la localización de fallas es una 
herramienta de fácil implementación, además de obtener resultados rápidos y con un nivel 
de confianza alto. En general, este método fue el que obtuvo una precisión mayor 
comparado con los métodos de Boosting y C4.5. 
 
En su implementación, la etapa de parametrización es la de más alto esfuerzo 
computacional, así como la etapa de validación debido a que para cada caso de prueba es 
necesario obtener la similitud de este con todos los datos en la base de entrenamiento. Por 
lo tanto, mientras más grande sea la base de datos se eleva el esfuerzo computacional 
asociado. Sin embargo, a diferencia de los otros dos métodos implementados no necesita un 
entrenamiento cada vez que se modifica la base de datos, lo cual es una ventaja debido a 
que es posible aumentar el número de datos de entrenamiento sin la necesidad de volver a 
parametrizar la técnica. 
 
5.3 Conclusiones asociadas al MBC basado en la estrategia de Boosting 
 
La estrategia Boosting permite potenciar la respuesta de un modelo de clasificación 
mediante el entrenamiento de múltiples clasificadores básicos, tal como se observa en los 
resultados obtenidos, donde utilizando biclasificadores lineales es posible obtener 
resultados satisfactorios para el problema de localización de fallas. 
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A pesar de la simplicidad del clasificador base empleado, se obtienen altas tasas de 
precisión, incluso superando en ocasiones a los métodos knn y C4.5. 
Finalmente, el entrenamiento de esta técnica es la etapa de mayor esfuerzo computacional, 
la cual puede llegar a tardar varios días cuando la base de datos es demasiado grande. 
 
5.4 Conclusiones asociadas al MBC basado en el árbol de decisión C4.5 
 
La mayor característica de los árboles de decisión es la capacidad de separar un proceso de 
clasificación complejo en problemas de menor complejidad, al final, la respuesta del árbol 
de decisión se basa en una serie de decisiones simples basadas en los atributos de los datos. 
 
El entrenamiento de esta técnica es la etapa de mayor esfuerzo computacional, la cual 
puede llegar a tardar varios días cuando la base de datos es demasiado grande. Sin 
embargo, este método requiere mucho menor esfuerzo computacional comparado con el 
método Boosting. 
 
5.5 Conclusiones asociadas a la estrategia de zonificación automática 
 
La estrategia de zonificación mediante el uso de una técnica de agrupamiento o clustering, 
la cual se mejoró posteriormente empleando búsqueda tabú para optimizar la respuesta, es 
una buena aproximación para el problema de la zonificación del sistema de distribución. 
Los resultados obtenidos demuestran la validez de la estrategia propuesta y confirman que 
la zonificación mediante el conocimiento de ingenieros y operadores de red puede no ser 
adecuada. 
 
En general, los resultados de precisión de las técnicas de clasificación fueron superiores 
usando la zonificación automática que la manual, siendo esto más evidente en las pruebas 
con los circuitos IEEE 34, 69 y 44 nodos. Para el circuito IEEE 123 el resultado no es 
concluyente, debido a que las respuestas son mejores para unos tipos de fallas pero peores 
para otros. 
 
Finalmente, a pesar que la zonificación automática para los circuitos IEEE 34, 69 y 44 
nodos, obtuvo una respuesta con más zonas que las creadas con zonificación manual, los 
resultados de precisión son mejores. Se podría esperar que mientras más zonas se tenga, 
existirá más confusión y por lo tanto menos precisión, sin embargo los resultados 
demuestran que una zonificación adecuada del circuito, incluso con más zonas, mejora la 
precisión de los métodos.  
 
5.6 Recomendaciones 
 
En la parametrización de la máquina de clasificación basada en knn, el tiempo requerido 
aumenta considerablemente cuando se aumenta el número de datos. Como solución a este 
problema, se recomienda parametrizar el algoritmo con pocos datos, los cuales deben ser 
representativos para entrenar confiablemente la máquina, es decir, utilizar inicialmente sólo 
los datos obtenidos a carga nominal. Si se desea parametrizar con datos obtenidos ante otras 
condiciones de operación, se puede disminuir el conjunto de combinaciones de descriptores 
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eliminando aquellas con menor precisión en la clasificación de datos. Así se puede 
disminuir el número de pruebas a realizar, las cuales podrían no ser necesarias debido a su 
bajo rendimiento. 
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Anexo A. Seudocódigo de los algoritmos implementados 
 
A1. Parametrización knn 
 
Programa: parametrizacion 
Entorno: train, zonas, direccion, nombsist son variables de texto 
ns, Ndp, kmax son variables enteras 
 
Algoritmo:  
Leer train, zonas, ns, Ndp, kmax, direccion, nombsist 
Obtener los datos de entrenamiento de la carpeta train 
Obtener la zonificación del archivo zonas, hoja nodos y zona 
Obtener los nodos de parametrización y prueba en el archivo zonas 
 
Asignar a cada dato de entrenamiento la zona correspondiente 
 
Para todos los tipos de falla 
 
Para todas las posibles combinaciones de descriptores 
 
Obtener los datos correspondientes al tipo de falla y los descriptores seleccionados 
 
Separar los datos en datos de entrenamiento y datos de prueba  
Guardar la información de los datos de entrenamiento y prueba 
 
Obtener el error de validación cruzada para todas las combinaciones de parámetros, guardar la mejor 
combinación de parámetros y su error de validación cruzada 
 
Evaluar la precisión del algoritmo con los datos de prueba 
 
Guardar la parametrización óptima, el error de validación cruzada y la precisión. 
 
Fin para 
 
Guardar las 10 mejores combinaciones de descriptores 
Fin para 
 
Crear dirección para guardar los resultados 
Crear un archivo ‘.mat’ con los resultados de parametrización 
 
A2. Posibilidades_all 
 
Programa: posibilidades_all 
Entorno: data es una variable real 
ns, rango,tf, Desc,kmax son variables enteras 
direccion,nombsist,son variables de texto 
 
Algoritmo:  
Leer data,ns,rango,direccion,nombsist,tf,Desc,kmax 
 
Obtener el error de validación cruzada para todas las combinaciones de descriptores 
Guardar los resultados en un archivo ‘*.mat’ 
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A3. Val_cross_all 
 
Programa: val_cross_all 
Entorno: data, Dxx son variables real 
ns, par, Lorg, kmax son variables enteras 
 
Algoritmo:  
Leer data,ns,par,Dxx,Lorg,kmax 
 
Si el parámetro d es la distancia de Mahalanobis 
Calcular la matriz de covarianza de los datos e invertirla (si es invertible), si no hacer ervc = 1 y salir 
Fin si 
 
Si el número de subconjuntos igual al número de datos 
Para todos los datos 
Clasificar el dato xj utilizando los demás datos como entrenamiento 
Fin para 
Si no 
Aplicar validación cruzada para ns subconjuntos 
Fin si 
 
Para i = 1 hasta kmax 
Hacer ervc(i) = datos mal clasificados / Nd 
Fin para 
 
 
A4. clasknn_all 
 
Programa: clasknn_all 
Entorno: data, x, dist, iMcov son variables reales   
               par, Nc, kmax son variables enteras 
 
Algoritmo:  
Leer data, par, x, dist, iMcov, Nc, kmax 
 
Si no existe información almacenada 
Obtener la diferencia entre los datos de entrenamiento y el dato x 
Si par(1) igual a 1 
Hacer e = distancia euclidea entre los datos y x 
Si par(1) igual a 2 
Hacer e = distancia Manhattan entre los datos y x 
Si par(1) igual a 3 
Hacer e = distancia Chebyshev entre los datos y x 
Si par(1) igual a 4 
Hacer e = distancia de Mahalanobis entre los datos y x 
Fin si 
 
Organizar la distancia e de menor a mayor 
Guardar la posición y la distancia de los kmax datos más cercanos a x 
 
Si no 
Obtener la posición y la distancia de los kmax datos más cercanos a x 
Fin si 
 
Si algún dato en e es no numérico salir 
Anexo A. Pseudocódigo de los algoritmos implementados                                                  63 
 
 
 
Si distancia con el vecino uno es igual a cero 
Asignar a x la clase del vecino uno 
Fin si 
 
Si par(1,2) igual a 1 
Para i = 1 hasta kmax 
Asignar a x la clase más frecuente 
Fin para 
Si par(1,2) igual a 2 
Para i = 1 hasta kmax 
Asignar a x la clase con menor distancia media 
Fin para 
Si no 
Para i = 1 hasta kmax 
Asignar a x la clase con mayor suma de pesos 
Fin para 
Fin si 
 
A5. Clasknn 
 
Programa: clasknn 
Entorno: data, x, dist, iMcov son variables reales   
par, Nc son variables enteras 
 
Algoritmo:  
Leer data, par, x, dist, iMcov, Nc 
 
Si dist igual a 0 
Obtener la diferencia entre los datos de entrenamiento y el dato x 
Si par(1) igual a 1 
 Hacer e = distancia euclidea entre cada registro en data y x 
Si par(1) igual a 2 
 Hacer e = distancia Manhattan entre cada registro en data y x 
Si par(1) igual a 3 
 Hacer e = distancia Chebyshev entre cada registro en data y x 
Si par(1) igual a 4 
 Hacer e = distancia de Mahalanobis entre cada registro en data y x 
Fin si 
 
Organizar la distancia e de menor a mayor 
Guardar la posición y la distancia de los knn datos más cercanos a x 
 
Si no 
Obtener la posición y la distancia de los knn datos más cercanos a x 
Fin si 
 
Si algún dato en e es no numérico salir 
 
Si distancia con el vecino uno es igual a cero 
Asignar a x la clase del vecino uno 
Fin si 
 
Si par(1,2) igual a 1 
Asignar a x la clase más frecuente 
Si par(1,2) igual a 2 
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Asignar a x la clase con menor distancia media 
Si no 
Asignar a x la clase con mayor suma de pesos 
Fin si 
 
A6. Clasificación knn 
 
Programa: clasificacion 
Entorno: nuevo_dato, archivo son variables de texto 
 
Algoritmo:  
Leer nuevo_dato, archivo 
Obtener descriptores del dato desconocido del archivo nuevo_dato 
Obtener los datos de entrenamiento y archivos de parametrización de archivo 
 
Normalizar los descriptores de los ángulos entre –π y π 
Determinar el tipo de falla 
 
Si tipo de falla diferente de cero 
Ordenar los descriptores por la precisión en la etapa de parametrización 
Para i =1 hasta 3 
 
Obtener los datos correspondientes al tipo de falla y los descriptores seleccionados 
 
Si parámetro d es la distancia de Mahalanobis 
Calcular la matriz de covarianza de los datos e invertirla (si es invertible) 
Fin si 
 
Clasificar el dato desconocido 
Guardar los descriptores utilizados y la respuesta obtenida 
Fin para 
Fin si 
 
A7. Precisión 
 
Programa: Precision 
Entorno: data_entr, data_prueba son variables reales 
Pmt es una variable entera 
 
Algoritmo:  
Leer data_entr, data_prueba, pmt 
 
Si parámetro d es la distancia de Mahalanobis 
Calcular la matriz de covarianza de los datos e invertirla (si es invertible) 
Fin si 
 
Para todos los datos de prueba 
Clasificar el dato desconocido 
Fin para 
 
Hacer VPrecision = número de datos bien clasificados sobre número de datos de prueba 
 
A8. Validación knn 
 
Programa: validacion_knn 
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Entorno: test, archivo,direccion,nombsist,extra son variables de texto 
 
Algoritmo:  
Leer test, archivo, direccion, nombsist, extra 
Cargar los datos de la parametrización de archivo 
Cargar bases de datos de entrenamiento adicionales y etiquetarlas 
 
Obtener los registros de prueba de la carpeta ‘test’ 
Obtener los mejores diez parámetros para cada tipo de falla 
Etiquetar los datos de prueba 
 
Para todos los tipos de falla 
Para las 10 mejores combinaciones de descriptores 
Obtener los datos para el tipo de falla y el descriptor utilizado 
Separar los datos en datos de entrenamiento y datos de prueba 
Obtener la precisión del método  
Guardar los resultados 
Fin Para 
Fin Para 
 
Para todos los tipos de falla 
Obtener la combinación con mejor precisión 
Guardar la combinación de descriptores y los parámetros óptimos 
Obtener la matriz de confusión con los mejores descriptores 
Fin Para 
 
Crear dirección para guardar los resultados 
Crear un archivo ‘.mat’ con los resultados de validación 
 
A9. Parametrización método boosting 
 
Programa: Train_adaboost 
Entorno: train, zonas, direccion, sistema son variables de texto 
 
Algoritmo:  
Leer train,zonas,direccion,sistema,best_desc,Sdes 
Obtener los datos de entrenamiento de la carpeta train 
Obtener la zonificación del archivo zonas, hoja nodos y zona 
 
Asignar a cada dato de entrenamiento la zona correspondiente 
Determinar los tipos de fallas para el análisis tfalla 
 
Para todos los tipos de falla 
 
Obtener los datos correspondientes al tipo de falla 
 
Para k = 1 hasta número de clases 
Para l = k hasta número de clases 
Implementar el algoritmo Adaboost para obtener la parametrización de los clasificadores débiles 
Guardar los resultados de parametrización 
Fin para 
Fin para 
 
Liberar espacio en memoria 
Fin para 
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Crear dirección para guardar los resultados 
Crear un archivo ‘.mat’ con los resultados de parametrización 
 
A10. Método Adaboost 
 
Programa: Adaboost 
Entorno: data es una variable real 
 
Algoritmo:  
Leer data 
Obtener el número de datos de entrenamiento 
Inicializar los pesos de los datos igual a 1/Nd, precision igual 0 eitigual a 1 
 
Mientras precisión menor a 0.98 o it menor a 800 
Obtener el descriptor y el valor del límite con el mínimo error de clasificación 
 
Si error = 0 
Hacer error = eps 
Si error = 1 
Hacer error = 1-eps 
Fin si 
 
Calcular las variables e y α (ver sección 2.3.1) 
 
Actualizar los pesos 
Normalizar los pesos entre 0 y 1 
Guardar los resultados y actualizar número de iteraciones 
Calcular la precisión de los datos de entrenamiento 
Fin mientras 
 
A11. Obtener el límite y el atributo con menor error de clasificación 
 
Programa: tresh_class 
 
Entorno: data, weights, umbral son variables reales 
 
Algoritmo:  
Leer data, umbral 
Inicializar pesos igual a 1sobre número de datos 
 
Hacer emin igual a 1 
 
Si está vacío umbral  
Para k = 1 hasta número de descriptores 
Organizar los datos en orden ascendente 
Encontrar las posiciones con datos consecutivos pertenecientes a diferentes clases 
Guardar las posiciones y el atributo en la variable umbral 
Fin para 
Fin si 
 
Para i = 1 hasta tamaño de umbral 
Separar los datos según el umbral seleccionado 
Calcular el error 
 
Si error menor a emin 
Actualizar emin 
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Actualizar el umbral y el atributo 
Fin si 
Fin para 
 
Obtener la clase asignada a los datos de entrenamiento según el umbral y atributo con mínimo error 
 
A12. Validación método boosting 
 
Programa: validacion_boosting 
Entorno: train, validacion, direccion son variables de texto 
 
Algoritmo:  
Leer train,validacion,direccion 
 
Obtener la parametrización del archivo train 
Obtener los datos de validación 
Determinar los tipos de fallas para el análisis  
Asignar a cada dato de validación la zona correspondiente 
 
Para todos los tipos de falla 
 
Obtener los datos correspondientes al tipo de falla  
 
Inicializar c = 1 
Para k = 1 hasta número de clases 
Para l = k hasta número de clases 
Clasificar a los datos de validación entre las clases [k, l] (ecuación (2.11)) 
Hacer c igual a c + 1 
Fin para 
Fin para 
Para k = 1 hasta número de datos 
Contar número de votos para cada clase 
Fin para 
 
Asignar a cada dato la clase más votada 
Hacer sens = número de datos bien clasificados / Nd 
 
Hallar la matriz de confusión 
Guardar los resultados 
Liberar espacio en disco 
Fin para 
 
Crear dirección para guardar los resultados 
Crear un archivo ‘.mat’ con los resultados de validación 
 
A13. Parametrización árbol de decisión C4.5 
 
Programa: treeC45_class 
Entorno: train, zonas, direccion, sistema son variables de texto 
 
Algoritmo:  
Leer train,zonas,direccion,sistema, 
Obtener los datos de entrenamiento de la carpeta train 
Obtener la zonificación del archivo zonas, hoja ‘nodosyzona’ 
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Asignar a cada dato de entrenamiento la zona correspondiente 
Determinar los tipos de fallas para el análisis tfalla 
 
Para todos los tipos de falla 
 
Obtener los datos correspondientes al tipo de falla 
 
Mientras verdadero 
Obtener los datos del nodo 
 
Si existe más de una clase en los datos 
 
Calcular la información (entropía) del conjunto de datos 
Obtener el límite y el atributo que separan el espacio según el criterio de radio de ganancia 
 
Guardar la información del nodo y las ramas siguientes 
Si no 
Hacer que el nodo sea una hoja 
Fin si 
 
Si no hay más divisiones que hacer 
Romper ciclo mientras 
Fin si 
Fin mientras 
 
Guardar el árbol obtenido para el tipo de falla 
Liberar espacio en disco 
Fin para 
 
Crear dirección para guardar los resultados 
Crear un archivo ‘.mat’ con los resultados de parametrización 
 
A14. Obtener el límite y el atributo con mayor radio de ganancia 
 
Programa: tresh 
 
Entorno: data, Qt son variables reales 
 
Algoritmo:  
Leer data, Qt 
Obtener el número de datos y número de descriptores 
Inicializar Grat igual a 0 
 
Para k = 1 hasta número de descriptores 
Organizar los datos en orden ascendente 
Encontrar las posiciones con datos consecutivos pertenecientes a diferentes clases 
 
Para i = 1 hasta posibles particiones del espacio 
Separar los datos  
Calcular la entropía y la variable de normalización 
Calcular radio de ganancia 
 
Si radio de ganancia mayor Grat 
Actualizar Grat 
Guardar margen y descriptor 
Fin si 
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Fin para 
Fin para 
 
A15. Validación C4.5 
 
Programa: validacion_C45 
Entorno: train, test,direccion, sistema son variablesde texto 
 
Algoritmo:  
Leer train, test, direccion, sistema 
Cargar los datos de la parametrización de archivo 
Obtener los registros de prueba de la carpeta ‘test’ 
Etiquetar los datos de prueba 
Determinar los tipos de fallas para el análisis  
 
Para todos los tipos de falla 
Obtener los datos para el tipo de falla 
 
Para el número de datos de validación 
Mientras verdadero 
Si el nodo no es una hoja 
Determinar el siguiente nodo 
Si no 
Asignar al dato la clase de la hoja correspondiente 
Fin si 
Fin mientras 
Fin para 
 
Obtener la matriz de confusión 
Guardar los resultados 
Liberar espacio en disco 
Fin Para 
 
Crear dirección para guardar los resultados 
Crear un archivo ‘.mat’ con los resultados de validación 
 
A16. Datos_prueba 
 
Programa: datos_prueba 
Entorno: pos, tf,Ndes,normalizar,all son variables enteras 
DES,INFO son variables reales 
 
Algoritmo:  
Leer pos,tf, DES, INFO, Ndes, normalizar 
 
Si tipo de falla monofásica, obtener la base de datos para los tipos de falla monofásica 
Si tipo de falla bifásica, obtener la base de datos para los tipos de falla bifásica 
Si tipo de falla bifásica a tierra, obtener la base de datos para los tipos de falla bifásica a tierra 
Si tipo de falla trifásica, obtener la base de datos para el tipo de falla trifásica 
Fin si 
 
Obtener los atributos deseados según la combinación de descriptores pos 
 
Si número de argumentos igual a 5 
Hacer normalizar igual a 0 
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Fin si 
Si normalizar igual a 1 
Para k =1 hasta número de atributos 
Normalizar los datos del atributo k entre [0,1] 
Fin para 
Fin si 
 
Obtener los descriptores para el tipo de falla 
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Anexo B. Parametrización knn 
 
 
B1. Resultados de parametrización del método knn en el circuito IEEE 34 nodos 
 
a. Zonificación manual 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dI, dθVF 4 2 4 10,19 97,88 
2 dI, dIL 4 2 4 15,69 95,90 
3 dVL, dθVF 4 2 4 16,67 97,55 
4 dV, dI, dθVF, dθIF 4 2 4 8,89 100,00 
5 dIL, dθIF 3 2 4 14,44 99,39 
6 dIL, dθVF, dθIF, dθIL 1 2 4 16,67 99,39 
7 dVL, dI, dIL 1 2 4 15,56 99,39 
8 dVL, dIL, dθIF 2 2 4 17,78 99,39 
9 dVL, dI, dIL, dθIF 2 2 4 17,78 99,39 
10 dV, dθIF 4 2 5 8,89 100,00 
Tabla B. 1 Parametrización knn con datos a condición nominal del circuito IEEE34 
 
b. Zonificación automática 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dV, dVL 4 1 1 5,83 98,87 
2 dI, dIL 4 1 1 2,63 100,00 
3 dθVF, dθIF, dθVL 2 1 1 13,54 98,73 
4 dθVL 1 1 1 6,25 100,00 
5 dθVF 1 2 5 0,00 100,00 
6 dθVF 1 2 11 0,00 100,00 
7 dθVF 1 2 4 0,00 100,00 
8 dθIF, dθVL 2 1 1 6,25 100,00 
9 dθIF, dθVL 2 1 1 6,25 100,00 
10 dθVF, dθIL 4 2 4 1,04 100,00 
Tabla B. 2 Parametrización knn con datos a condición nominal del circuito IEEE34  
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B2. Resultados de parametrización del método knn en el circuito 69 nodos 
 
a. Zonificación manual 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dVL, dI, dθVF, dθIF 4 3 4 40,13 88,58 
2 dVL, dI, dθIF 4 3 4 34,94 85,82 
3 dVL, dI, dθVF 4 3 7 38,86 86,20 
4 dI, dθIF 4 3 4 45,44 82,43 
5 dV, dθVF, dθIF 4 3 13 17,72 85,82 
6 dV, dθIF 4 4 3 16,33 80,80 
7 dV, dθIF, dθVL 4 5 7 39,24 79,42 
8 dI, dθIF 4 1 3 41,27 78,92 
9 dI, dIL, dθIF 4 3 4 56,20 79,17 
10 dV, dVL 4 3 4 14,68 87,70 
Tabla B. 3 Parametrización knn con datos a condición nominal del circuito 69 nodos 
 
b. Zonificación automática 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dVL, dθIF 4 1 1 14,85 97,42 
2 dVL, dθIF 4 4 3 13,35 95,74 
3 dVL, dθIF 4 1 1 11,30 94,68 
4 dV, dθVF, dθIF 4 1 1 3,77 96,35 
5 dV, dθVF, dθIF 4 4 8 5,38 98,33 
6 dV, dθVF, dθIF 4 2 4 3,66 99,85 
7 dθIF, dθVL 4 2 5 16,47 93,01 
8 dθIF, dθVL 4 4 8 17,44 92,71 
9 dI, dθIF 4 4 3 17,76 90,73 
10 dV, dVL, dθVF, dθIF 4 1 1 1,51 99,85 
Tabla B. 4 Parametrización knn con datos a condición nominal del circuito 69 nodos  
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B3. Resultados de parametrización del método knn en el circuito de 44 nodos 
 
a. Zonificación manual 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dV, dIL, dθIF 4 2 22 50,18 87,08 
2 dV, dI, dIL, dθIF 4 2 31 48,18 87,08 
3 dIL 4 5 22 33,73 88,04 
4 dV, dVL, dI, dθVF 1 5 17 37,82 86,36 
5 dI, dθVF, dθIF 4 1 11 32,91 89,11 
6 dV, dVL, dI, dθVF, dθVL 1 5 17 36,36 86,72 
7 dV, dVL, dI, dIL, dθVF, dθIF, dθVL 2 5 13 41,82 88,64 
8 dV, dIL, dθVF, dθIF, dθVL 2 5 15 43,27 83,97 
9 dVL, dIL, dθIL 1 5 17 37,64 84,93 
10 dVL, dI, dθVF 3 5 23 47,27 82,06 
Tabla B. 5 Parametrización knn con datos a condición nominal del circuito de 44 nodos 
 
b. Zonificación automática 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dVL, dIL, dθIF, dθVL 4 3 9 37,75 93,47 
2 dV, dVL, dI, dθIF, dθVL 4 1 8 38,73 90,14 
3 dIL 4 3 10 25,16 91,39 
4 dV, dVL, dI, dIL, dθVF, dθVL, dθIL 1 5 13 28,04 91,67 
5 dVL, dI, dθVF, dθIF 4 4 21 16,04 96,11 
6 dVL, dI, dIL, dθVF, dθIF 1 1 18 27,06 91,94 
7 dV, dIL, dθVF, dθIF 4 4 22 31,83 89,86 
8 dI 4 4 10 31,66 89,58 
9 dV, dI 3 1 12 30,02 90,56 
10 dV, dVL, dIL 3 5 15 39,64 88,47 
Tabla B. 6 Parametrización knn con datos a condición nominal del circuito de 44 nodos  
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B4. Resultados de parametrización del método knn en el circuito IEEE 123 nodos 
 
a. Zonificación manual 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dI 4 1 1 6,67 91,10 
2 dV, dVL, dIL 4 2 5 22,01 90,60 
3 dVL, dI, dIL 4 3 7 18,06 96,61 
4 dI, dθIF 4 5 3 18,33 85,71 
5 dI, dθIF, dθVL 4 1 1 16,92 91,64 
6 dI, dθIF 4 1 1 15,23 88,06 
7 dV, dI, dθVF, dθIL 4 2 5 16,85 85,10 
8 dV, dI, dθVF 4 1 1 15,32 87,89 
9 dVL, dI, dθVF, dθIF 4 1 1 9,68 92,85 
10 dI, dIL, dθIF 4 5 3 6,94 94,43 
Tabla B. 7 Parametrización knn con datos a condición nominal del circuito IEEE 123 nodos 
 
b. Zonificación automática 
 
Tipo de 
falla 
Descriptores 
Parámetros Error de 
validación 
cruzada [%] 
Precisión 
[%] 
d P k 
1 dIL, dθIF 4 3 6 8,61 94,99 
2 dVL, dI, dθVF 4 3 4 19,46 95,12 
3 dVL, dI, dIL 4 2 3 15,54 97,96 
4 dI, dθIF 4 5 8 18,22 91,32 
5 dV, dI 4 5 3 21,53 90,05 
6 dI, dθIF 4 1 3 15,38 97,37 
7 dV, dI, dθIL 4 1 4 22,22 90,63 
8 dV, dI, dIL, dθVF, dθIF 4 5 3 21,60 92,59 
9 dI, dθVF, dθIF 4 1 3 10,43 95,87 
10 dI, dIL, dθVF, dθIF 4 5 3 11,78 98,05 
Tabla B. 8 Parametrización knn con datos a condición nominal del circuito IEEE 123 nodos 
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Anexo C. Manual de usuario de la herramienta 
 
C.1 Instalación de la herramienta 
 
Para la instalación es necesario agregar al sethpath del software de simulación Matlab la 
carpeta que contiene el software de localización de fallas MBCGUI. Este proceso se realiza 
en tres pasos. 
 
a. Ejecutar Matlab y dar clic en el menú File. De la lista de opciones se da clic en ‘Set 
path…’ como se muestra en la figura 6.1. 
 
 
Figura C. 1 Abrir el Set path de Matlab. 
 
b. Dar clic en ‘Add with subfolders…’ y seleccionar la carpeta que contiene el 
software de localización de fallas MBCGUI, como se muestra en 6.2. clic en ‘Aceptar’ y se 
guarda el path. 
 
Figura C. 2 Seleccionar la carpeta con la herramienta. 
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c. Para ejecutar el software se digita en el CommandWindow de Matlab la función 
mbcgui, tal como se muestra en la figura C.3. 
 
 
Figura C. 3 Ejecución del método de localización en Matlab. 
 
C.2 Modo de selección 
 
En su interfaz principal la herramienta cuenta con tres opciones que le permiten ingresar a 
cada uno de las fases de implementación de los métodos. Se encuentra un botón para 
ingresar a la parametrización de las técnicas, uno para validación utilizando datos 
desconocidos y otro para cuando se quiere indagar sobre un dato desconocido, este último 
modo funcional se implementó para la aplicación en circuitos de distribución reales, para 
localizar un evento de falla. En la figura C.3 se presenta la interfaz para el modo de 
selección.  
 
C.3 Modo de parametrización o entrenamiento 
 
En este modo se permite la parametrización del método de clasificación basado en knn y el 
entrenamiento de los métodos Boosting y árbol de decisión C4.5. Los datos que se solicitan 
son la información del circuito tal como la identificación del sistema de distribución, la 
carpeta donde se encuentran las bases de datos de parametrización o entrenamiento, un 
archivo en Excel donde se especifican las zonas en las que se divide el circuito y la carpeta 
donde se van a guardar los resultados. En la figura C.4 se presenta la interfaz del modo de 
parametrización y entrenamiento. 
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Figura C. 4 Modo de parametrización o entrenamiento. 
 
Si se desea parametrizar el método knn, en el panel de configuración se mostrará 
información adicional, tal como se muestra en la figura C.5. Esta información requerida es 
el número máximo de vecinos más cercanos para evaluación, el número de subconjuntos de 
validación cruzada y el número de datos de prueba, este último dato es necesario si en el 
archivo de zonificación no se especifica los nodos de entrenamiento y prueba. Para los 
campos de número máximo de vecinos y de número de subconjuntos de validación se tiene 
un valor por defecto el cual es recomendado para correr la técnica. Sin embargo, si no se 
especifica en el archivo de Excel los nodos de entrenamiento, es necesario definir un 
número de datos de prueba diferente de cero para la evaluación de cada combinación de 
descriptores, este dato se debe seleccionar dependiendo del tamaño de la base de datos por 
falla. 
 
 
Figura C. 5 Datos adiciones de parametrización para el método knn. 
 
Después de que se selecciona una técnica se habilita el botón de ‘Iniciar’, con el cual se 
ejecuta la parametrización o entrenamiento de la técnica seleccionada. 
 
C.4 Modo de validación 
 
En el modo de validación se tiene igualmente un panel donde se ingresa información 
general tal como la identificación del circuito, la carpeta donde se guardarán los resultados 
y la carpeta donde se encuentran las bases de datos de validación. En la figura C.6 se 
muestra la interfaz para el modo de validación.  
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Figura C. 6 Modo de validación de la herramienta. 
 
La herramienta realiza la validación de todas las técnicas a las cuales se les haya ingresado 
el archivo de entrenamiento. Los resultados de validación se muestran en una tabla como se 
muestra en la figura 6.7. En la figura C.6 se señala un botón en especial, el cual se utiliza 
para adicionar bases de datos de entrenamiento para el método knn, al oprimir el botón la 
herramienta abre una ventana en la cual se puede escoger una carpeta donde se encuentren 
una o varias bases de datos para adicionar al método. 
 
 
Figura C. 7 Interfaz para la muestra de resultados del método de clasificación. 
 
C.5 Modo de prueba 
 
En el modo de prueba se ingresa los archivos que contienen los parámetros de ajuste de 
cada una de las técnicas y el registro de falla nuevo. Después de ingresar toda la 
información se oprime el botón ‘Localizar’. Los resultados de tipo de falla y zona en falla 
se presentan en una tabla tal como se muestra en la figura C.8. 
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Figura C. 8 Modo de prueba de la herramienta. 
 
C.6 Requerimientos de la herramienta 
 
a. Requerimientos de software 
 
Se requiere tener instalado Matlab 7 o superior para el correcto funcionamiento de la 
herramienta. 
 
b. Requerimientos de hardware 
 
Procesador: mayor a 1.0 GHz 
Memoria instalada (RAM): mayor a 1 GB 
Disco duro: Mayor a 20 GB 
