Recently, car navigation systems with a speech interface have been developed. When we communicate with computers through speech recognition, one can not avoid misrecognition and it is difficult to recover from this condition because the interface is only in the initial state of the art. Detection of user's repetition of a misrecognized part can make it easier.
INTRODUCTION
Recently, car navigation systems with an interface based on speech recognition have been developed. The speech dialogue interface is focused and adopted in many products as interfaces to operate under particular environments such as driving. When one communicating with computers through a speech interface, one can not avoid misrecognition, and it is difficult to recover from this condition because of the immaturity of the interface. In general, users try to recover from misrecognition by a repetition of the same content. Detection of user's repetition can make the recovery easier.
Some attempts have been made to detect repaired speech. Many prosodic differences of user's utterances were found after a system's misrecognition [1] . Levow [2] , tried to detect repaired speech using prosodic effects on user's utterance by system's misrecognition. When misrecognition occurs, users prefer to respeak even when they have other input methods like typing, handwriting, etc [3] , so it is important to obtain higher recognition accuracy for repaired speech. Measures have been proposed [4, 5] to detect repeated speech for correction of misrecognition, using overlapping candidates, likelihood difference and distance between the time sequence vectors. Good detection performance was achieved by combination of overlapping candidates and distance measures.
We consider a speech input task of location name. Partial misrecognition often occurs, and users tend to repeat only the misrecognized part as shown in Fig. 1 paper, we propose a method to detect the partial repetition of misrecognized speech using a word spotting technique based on DTW and N -best hypotheses overlapping measure. Moreover, we sought to improve the recognition accuracy using the detection of repaired speech. The recognition dictionary we used has a tree structure (Fig. 2) . Without using the detection, the system must predict both cases of repaired speech and non-repaired speech (next new utterance), so the root node and all middle nodes corresponding to previous recognition result must be set as a recognition vocabulary. But if detection is adopted, the system can constrain the vocabulary according to the detection result. Considering the example of Fig. 1 , the vocabulary can be constrained only from the middle node2 if the user's repetition ("Makino-cho") can be detected as repaired speech, and the vocabulary can be constrained only from the root node if the utterance is detected as non-repaired speech. If a recognition vocabulary is set corresponding to the detection result like this, the recognition performance can be improved.
DETECTION TECHNIQUE OF A PARTIAL REPETITION

Word spotting based on dynamic time warping
We used a word spotting technique based on start point-free DTW to judge whether the current utterance ("Makino- Fig. 3 . DTW path and their weights
Fig. 4. Word spotting algorithm
cho" in Fig. 1 ) is included in the previous one ("Aichi-ken Toyohashi-shi Makino-cho"). First, the Euclidean distance (the local distance) of ai and bj defined as Equation (1) in Fig. 4 is calculated, and the local distances are summed along DTW paths. We used 10 dimensions of LPC mel cepstrum as feature parameters. A minimum cumulative distance g(I, J) and starting point B(I, J) for end point (I, J) is found, and if the DTW score is high (that is, the distance is smaller than threshold) and the detected start pointB(I, J) is near enough to a word boundary (±α frames) detected by the previous recognition result, we can assume that the current utterance is a repaired one. To deal with the ambiguity of the end point of utterance because of the performance of voice activity detection, we introduced an end point-free DTW algorithm which allowed one to end a DTW path at the area of β × β frames (Fig. 4 ).
N -best hypotheses overlapping measure
We adopted an N -best hypotheses overlapping measure. An utterance is recognized with a vocabulary setup predicting both cases of repaired speech and non-repaired speech to make the N -best hypotheses list. This list of current utterance is compared with the previous one. If the current utterance is a repetition of the previous one, the Nbest hypotheses for the two utterances resemble each other. We define N -best hypotheses overlapping measure [4, 5] as Equation (2):
where N is the number of hypotheses commonly contained in N -best lists, and An and Bn are the numbers of hypotheses contained in each N -best list of the current and previous utterance, respectively. So we can decide that the current utterance is (partial) repetition of the previous one when the N -best overlapping measure is high, and that the current utterance is different from the previous one (i.e., non-repaired speech) when the N -best overlapping measure is low.
EXPERIMENT 3.1. Evaluation data and measure
We evaluated above methods on the location name input task of a car navigation system. The recognition vocabulary of the system consisted of about 180,000 location names and facilities' names in Japan. A recognition result was indicated on a screen with synthesized speech. We recorded 898 utterances of 9 persons, which included 131 partial repetitions. We instructed the users that they were to repeat only the misrecognized part like Fig. 1 . In order to simulate an actual adverse environment to induce misrecognition, the system was used under car noises with SNR about 7-13 dB; consequently, the recognition rate of first utterance in an input procedure of a location name was 58.4% (the recognition rate of this system exceeds 90% if the SNR is better than 40 dB). For the following evaluation, we chose 131 (partially) repaired speech and 767 non-repaired speech recorded under the above condition. We evaluated the methods by detection rate and rejection rate. Detection rate is the rate of repaired speech detected correctly, and rejection rate is the rate of non-repaired speech rejected correctly. Fig. 5 shows detection-rejection curves for word spotting when varying the threshold. Fig. 5(a) shows the performances with fixed end free area (within 30 × 30 frames: 240 ms) and various widths of word boundary limitation (within pre-detected boundary ±α frames, α = 5, 10, 15, 20, 25), and Fig. 5(b) shows the performances with fixed word boundary limitation (within pre-detected boundary ±20 fra mes) and various end free areas (within β × β frames, β = 10, 20, 30, 40, 50). The nearer to the top-right corner the line gets, the higher the performance is. Discriminant performances were improved by introducing the end free area and loosen the word boundary limitation. When introducing the end free area of 30 × 30 frames for the DTW method to absorb segmentation ambiguity and loosen the word boundary limitation by ±20 frames, we achieved the best discrimination rate of 94.6% detection accuracy for the repetition and 91.6% rejection accuracy for non-repetitions.
Discriminant performances for word spotting
Discriminant performances for N -best overlapping measure
We used 200-best but could not always obtain 200-best hypotheses because of the beam search algorithm, and the average number of hypotheses obtained was 67. Fig. 6 shows the discriminant performances for N -best overlapping measure with various thresholds. We achieved 77.6% detection accuracy and 98.7% rejection accuracy. The detection rate was comparatively low whereas the rejection rate was very high. This means that the N-best of non-repaired speech is almost completely different from the previous one and that 
Discriminant performances for combination of two methods
We propose to combine above the two methods based on "repetition probability", which means the probability that the current utterance is a repetition of the previous one. Repetition probability is defined below. C(W ) equals 1 when the current utterance is repaired speech (repetition) of the previous one, and C(W ) equals 0 with a non-repaired one. We can write the repetition probability of the pair of current and previous utterances (which we call W ) under the condition that the feature(s) x equals xW as:
Assuming that this probability follows the function f (x) of x:
We can estimate the parameter a, b to minimize the sum of the square error between the repaired/non-repaired (1/0) and the values of f (x) over all training data [6] : Fig. 7 shows the discriminant performances for combination of the two methods. The combination method 
EFFECT ON RECOGNITION
PERFORMANCE We attempted to improve recognition accuracy using detection. We compared three conditions: without detection, with ideal detection (oracle condition) and with real detection (detection rate = 97.0%, rejection rate = 93.5%). We also introduced a "gray zone" to the discrimination of repaired/non-repaired speech. A discrimination error leads to misrecognition and a gray zone can reduce this critical effect of discrimination errors. Fig. 8 shows how to set a gray zone. We can set a threshold γ1 at the point where the rejection rate is high enough and a threshold γ2 at the point where the detection rate is high enough. When the repetition probability is between γ1 and γ2, the recognition vocabulary is set assuming both cases of repetition and nonrepetition. We tested two sets of thresholds: (a) γ1=0.11, γ2=0.57 and (b) γ1=0.11, γ2=0.31.
We implemented the following two strategies.
• Two-pass recognition strategy Detecting occurs after the end of the utterance, then the system recognizes the utterance with the setup Fig. 8 . Detection of repaired speech with "gray zone"
of vocabulary followed by the discrimination result. This method can not process in real time because the system can only start recognition after finishing the utterance. When the N -best overlapping measure is employed, the system has to recognize the utterance twice, once for making the N -best list and again for the final result.
• Rescoring strategy
First, the system recognizes the utterance with the vocabulary setup with the start points set on the root node and some middle nodes of the dictionary accounting for the previous recognition result to make a N -best list. This recognition can be done in real time.
Then the utterance is discriminated as to whether or not it is repaired speech. The N -best list above can be used to calculate the N -best overlapping measure. Finally, the N -best list is rescored according to the discrimination result. That is, when the utterance is judged to be repaired speech, hypotheses corresponding to root starting nodes are unsuitable, and the best hypothesis corresponding to middle starting nodes will be selected. When the utterance is not judged as repaired speech, the best hypothesis corresponding to the root node will be selected. In this method, recognition is not needed after a speech input, and it can work almost in real time because the computational cost of the discriminant process is low. Recognition performances by these methods are shown in Table 1 (for repaired speech) and Table 2 (for non-repaired speech). Because repaired speech tends to consist of words that are difficult to recognize, the recognition rate of repaired speech was relatively worse than that of non-repaired speech. Recognition performances were improved for both repaired and non-repaired speech by the detection of partial repetition and the following vocabulary constraint. Recognition performances of rescoring strategy were slightly inferior to those of 2-pass recognition, but this strategy has an advantage in that it can be done in real time. Compared to the oracle, the performance improvement with discrimination (without gray zone) was low. This is because a discrimination error always causes misrecognition. The risk of the discrimination error could be reduced by a "gray zone", and the recognition rate approached the 'oracle' condition for non-repaired speech.
CONCLUSION
In this paper, we proposed a method to detect the partial repetition of misrecognized speech using a word spotting technique based on DTW and N -best hypotheses overlapping measure. When introducing an end free area of 30×30 frames for the DTW method to absorb segmentation ambiguity and the word boundary limitation loosened ±20 frames, we achieved the best discrimination rate of 94.6% detection accuracy for repetitions and 91.6% rejection accuracy for non-repetitions. We achieved 77.6% detection accuracy and 98.7% rejection accuracy using N -best (200-best) hypotheses overlapping measure. We also proposed to combine the above two methods based on repetition probability, which means the probability that the current utterance is a repaired one. As a result, we achieved 97.0% detection accuracy for repetitions and 93.5% rejection accuracy for non-repetitions. Finally, we tried to improve recognition accuracy using detection. Using the result of detection for prediction of vocabulary, we achieved an improvement in recognition performance from 29.0% to 35.1% for repetitions and from 55.5% to 59.3% for non-repetitions. When we employed a rescoring strategy for real time processing, we achieved 33.5% recognition rate for repetitions and 57.4% for non-repetitions. In addition, the detection of repaired speech with the "gray zone" is also effective for non-repaired speech. In future work, we plan to use prosodic features for the detection of repetition.
