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ABSTRACT 
Qaalitative calculus of policy models Is an appropriate method for policy 
impact analysis In casa of imprecise Information ooncaralng tha stroctural 
model paramaters. Tha conditlons of tha so callad sign-solvability analysis 
of a llnaar aquation system - with Information raprasentad by a positive (+)# 
negative (-) or sero (0) iapact - ara strict, however. 
In this paper, the ralevanca of qualitative calculus for urban policy model-
ling is discussed. 
An extension of the sign-solvability approach (with purely qualitative Infor-
mation) will be dealt with in case of a mixture of qualitative and quanti-
tative Information. We will introducé the use of matrix decomposition meth-
ode, of theoretically plausible parameter restrictions and of a top-down/ 
bottom-up approach for sign-solvability. The Sign-solvability approach is 
applied to a dynamic policy simulation model of urban decline in the Nether-
landSr developed for the city of The Hague. Given the insufficiently reliable 
data base for estimating the model in a conventional econometrie way, 
qualitative calculus was used in order to infer conclusions regarding 
the direction of impacts of policy variables. 

- 1 -
1. IHTRQDPCTION 
In' recent years qualitative ealculus has become an increasingly important 
tooi in policy impact analysis. The anaiysis of qualitative relations in 
economie models has been originated by Samuelson in 1947 in order to examina 
- in a comparative static context - the effect on an equilibrium situation 
due to changes in one or more of the exogenous variables (policy controle, 
e.g.). This analysis, usually called qualitative ealculus, deals with policy 
impact models in which the relations between •ariables are analysed in a 
qualitative way, i.e. when infozmation on the sign of the impact on some 
response •ariable is obtained from prior knowledge concerning the slgns of 
the structural parameters in a model* In other words, only qualitative Infor-
mation aboat the directional relationships between •ariables in a model -
rfpresented by a positive (+), negative (-) or sero (0) impact - is used 
without quantitative infozmation about the •alues of the •ariables. A sero 
impact denotes then absence of a prior theoretical relationship between a 
pair of variables. Th ere are at least three main reasons for the development 
of qualitative ealculus and its treatment of qualitative infozmation in eco-
nomie policy analysis. 
- "Ordinarily, the economist is not in possession of exact quantitative know-
ledge of the partial derivatives of his equilibrium conditions" (Samuel-
son, 1947, p. 26), because of the limited amount of suitable quantitative 
data. 
- The qualitative infozmation about the various impacts may have a more solid 
empirical basis than the functional model structure (or model specifica-
tion) (see Lancaster, 1962). 
- There may be difficulties in empirical practice to obtain precise or exact-
ly quantified infozmation because of measurement problems to get the high-
level infozmation, lack of time or simply lack of money to collect data 
(see also Nijkamp et al., 1985). 
The main developments in the field of qualitative ealculus took place in 
mathematics (see among ethers, Greenberg and Maybee, 1981; Maybee, 1980; 
Maybee and Quirk, 1969), economics (see among others, lady, 1983; Lancaster, 
1962» RLtschard, 1983) and ecology (Jeffries, 1974). 
In many situations, the data base for policy impact analysis is unsatisfacto-
ry in order to estimate the impact parameters in an adequate way (for instan-
ce, due to lack of approprlate time-series) • Bspecially in case of dynamic 
béhaviour of a complex system various fluctuations may occur, which reflect 
sometimes asymmetrie 'béhaviour during different time phases (for instance, 
- 2 -
upswlng and downsving phases in situations with structural changes). fhls 
iaplies that conventional econometrie techniques ara not always appropriate 
tools, as they usually assume stahle hehaviour of parameters. m ordar to 
daal with lack of reliable time series, of tan simulation model* ara naad in 
ordar to analyse various trajactorias of a system (for instance, as a respon-
se to a policy stimulus)* to evident dlsadvantage of this approach is the 
lack of falsiflahility of the parameter values. 
to alteraative way of deaiing with a waak database is qualltative calculus. 
Qualltative methodological tools may be used to 'quantify' the impact of 
policy Instruments in terms of positive, negative or zero Impacts. For 
axanple, the impacts variables on like denand for consumption goods and 
entrepreneurial atractlveness caused by a change in the supply of 
intermediate services and in the supply of infrastructural facilities may be 
denoted in qualltative terms by means of positive, negative or zero changes. 
the first alm of the present paper is to provlde a concise introdoction to 
slgn-solvability analysis of a model which is represented by a structural 
relationship h(x,y)« 0 (see section 2}* The structural relations encompass a 
vector, y of endogenous variables and a vector x of exogenous variables. The 
Information about the model (called the qualltative structure of the model) 
consists of two elements, vis.: 
- the.causal structure determined by the first order derivatives of h(x,y)» 0 
with respect to variables x and y. 
• the sign of the non-zero elements of the matrix of first order derivatives. 
Consider now a set of linear equations Ax+b » 0. Both matrix A and vector b 
.contain qualltative Information with cell-elements +,- or 0. The set of equa-
tions can be solved for the unknown vector x, given matrix A and vector b. 
This system is called fuil sign-solvable when the cell-entries of the solu-
tion x « -A~lb (with cell-elements +, - or 0) are defined in a unique way. Zn 
the past years necessary and sufficiënt conditions for fuil sign-solvability 
have been formulated in the literature (see, for example, Bassett et al., 
1968). 
These conditions can also be interpreted in a graph theoretical way by means 
of signed directed graphs (or, shortly digraphs) (see for example, Maybee and 
Greenberg, 1969). The reason to use a graph representaties of the impacts 
between variables is that the conditions of sign-solvability make use of 
graph-theoretic tools» 
The sign solvabllity approach can be interpreted as a kind of overall sensi-
tivity analysis as follows. If it is possible that the system can be solved 
for x in a unique way with a vector of sighs as the solution, this solution 
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will hold for all possibis cardinal values of tha matrix & and vector b up to 
thair signs* 
Qna of tha major prohlems in practical applications with purely qualitative 
informatica is causad by tha savare rastrictions inharant in identifying 
unambiguous solutions for tha f uil sign-solvability problem. In this regard, 
additional infornation aeasured on an ordinal or cardial scala may laad to 
partial slgn-solvabla systems which are otherwise not soivable in a purely 
qualitative sense. Th ar «f ore, the second aim of tha papar is an analysis of 
sign-solvability with mixed levels of Information. This approach makes use of 
a mixture of qualitative and quantitative Information, Various matrix decom-
position and permutation methods have recently been developed in the context 
of large and complex economie systems (see for a discussion, Greenberg and 
Maybee, 1981). It will be shown that the approach with matrix permutations is 
also f rui tf ui for problems with mixed Information. An extension of the sign-
solvability analysis with purely qualitative Information is prasented in 
seetion 3 and is based on four points: 
(i) a matrix dëcomposition and permutation procedure for sign-solvability 
analysis. 
(ii) the use of a mixture of qualitative and quantitative Information by 
means of a so called top-down and bottom-up approach. 
(iii) the use of plausible parameter restrictions for sign-solvability anal-
ysis in policy modelling. 
(iv) some recently developed computer programs for sign-solvability analy-
sis. 
An application of sign-solvability analysis is presented in section 4 for a' 
dynamic urban planning model developed for the city of The Bague in the 
Netherlands. 
2. SIGN-SOLVABILITY AHALYSIS 
Sign-solvability analysis may be regarded as a specific form of a qualitative 
impactanalysis in policy modelling. 
Consider a general economie impact model represented by n structural rela-
tions h(x,y)"0 with y a vector of endogenous variables and x a vector of 
exogenous variables (including policy Instruments). The structural relations 
may be static or dynamic in nature with elther linear or non-iinear compo-
nent s. The analysis of sign-solvability means the Identification of changes 
in endogenous variables in a qualitative way (denoted by +, -, 0) due to 
changes in exogenous variables. This can in principle be obtained by totally 
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differentiating the ahove mentioned systeas 
Ih 8h 
5§dx + 5 jdy - 0 (1) 
2Lm„**&L. (2) 
or, equivalently» 
te"-?h75y" 
Ine right-hand sida of formule (2) conaiata of two parts, vis. the Inverse of 
3h/3y and thla Inverse nultiplied with dh/dx* When both parta are uniquely 
deterained in a qualitative way, formule (2) la called sign-solvable. 
A aet of linear equations, as a apeclfic example of the above mentioned gen-
era! fora of structural relations, can be «ritten in matrix notatlon as: 
Ax - -b (3) 
with A a matrix of order nxn vith elements a (i,j»1,..,n) while both x 
end b are vectors of order nx1. The solution of (3) is given bys 
x- -A"lb, <4) 
provided matrix A ia non-singular. 
Asaume matrix A and vector b contain qualitative Information conceming the 
signs of the eell-entries. Equation (3) is called full sign-solvable if the 
signs of the elements of vector x in (4) can be identified in a unique way, 
and it may be interpreted in a way analogous to (2). 
Tuil 8ign-solvability holds if and only if both the inverse of matrix A and 
the inverse nultiplied with vector b are determined uniquely. Th ere is a 
number of matrix operations which do not affect the analysis of full sign-
solvability (see also Lancaster, 1962), viz.: 
(i) permuttation of any two rcws of both matrix A and vector b. This opera-
tion only ehanges the order in which the equations are «ritten. 
(11) permutaties of any two columns of elther matrix A or vector b. This 
operation only ehanges the order of the variables. 
(iii) reversement of all signs in any row of both A and b. This operation 
multiplies both sides of an equation by a factor -1. 
(iv) reversement of all signs in any column of either A or b. This operation 
multiplies a variable by -1. 
The row and column manipulations (i), (ii) and (iii) can be carried out with-
out affecting the solution vector, while the final operation implies the 
sign-reversement of a particular variable. 
Necessary and sufficiënt conditions for full sign-solvability of (3), vith A 
non-singular, have been formulated by Bassett et al., 1968. The conditions 
make use of graph theoretic methode, with impacts between variables repre-
sent ed by signed digraphs (directed graphs with either a posltive or a nega-
tive sign). System (3) is full sign-solvable if and only if the following 
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eondltiona faold. 
(a) the dlagonal elements of A ba all negative, i.e. *,«< 0 for all 1. 
(b) if ij* i2 *...* iK <*>1) than 
* U t *iii2 *ik3 * °* 
This condition means that all cyclaa in the matrix A of langth at least 
t«o need to be non-positive* 
(c) b < Ot the elements of vector b need to be non-positive• 
(d) if bjc < Ot then every path from i to k is non-negative for i#k. 
The rov and column operations (i) to (iv) are useful for a discussion of the 
conditions of sign-solvability. "Bie first condition of sign-solvability may 
hoid after one or more row or column permutations and sign reversements* 
Oonditions (a) and (b) are necessary and sufficiënt to determine the inverse 
of the matrix A in a unique wayf while conditions (c) and (d) guarantee a 
unique sign of the cell-entries from A"1 b when conditions (a) and (b) hold. 
Consider for example the following analytical representation from a set of 
three linear equatlons with qualitative Information about the impacts between 
variables: 
- + - Xj 0 
x2 - -
+ 0 - x3 0 
.. . 
The Impacts of this system are presented in an equivalent way in Figure 1 by 
means of graphs with elements (A, -b). 
+v. b, 
Figure 1. A Graph Representation of a Qualitative Model 
All conditions for f uil sign-solvability hold in this example and the solu-
tion (4) hecomest 
- 6 
Xj - - • O + 
X J - + - 0 - - + 
X3 O + 
Bie change in the variables Xj ,x2 and x3 become • positive, given tha nodal 
structure rapraaantad by matrix A and tha signa of tha exogenous variable in 
vector b. 
Other applications of sign-solvability (in tha field of, for example, region-
al economie and macro-economie modaling) can ba found in Brouwer and Bijkamp, 
1985; Lady, 1983; Lancaster, 1962; Maybee and Qairk, 1969; Ritschard, 1980; 
Voogd, 1983. 
The next section deals with some recent advances in the area of sign- solva-
bility with different levels of Information (e.g. a mixture of puraly quali-
tative and quantitative Information about the impacts between variables). 
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3. BCTEHSION OF THE SIGM-SQLVABILITY APPROACH FOR PÜRB QPALITATXVE 
IHFORMATION 
The conditions for sign-solvability discussed in the previous section origi-
nated from mathematica* They have - in the framework of economie modelling -
been further exaalned among others for Klein's model for the USA (see also 
Brouwer et al., 1985)* Sign-solvability did even not hold for auch a small 
dynamic national economie model for the USA with six equatlons. We will dis-
cus» therefore some adjusted tools and research directions of the sign-solva-
bility approach for policy modelling, vis** 
(i) the usc of matrix decomposition and matrix permutation procedure si 
(ii) the use of plausible parameter restrictions which may be inferred on 
theoretical grounds? 
(iii) the use of a stepwise procedure to include parameter values from one or 
more equations which are based on prior Information* This stepwise 
procedure makes a distinction between a sc-called top-down and bottom-
up approachi 
(iv) the use of recently developed computer algorithms for qualitative 
linear systerns. 
A number of matrix decomposition and matrix permutation procedures are 
developed for the analysis of sign-solvability (see also Maybee, 1981). A 
matrix A is called reducible if a permutation matrix P exists, to reverse 
rows and columns of the matrix A, such that A will be transformed in to A* 
with 
A* 
'11 '12 
2^2 
(5) 
with both matrices A.. and A-. are square matrices and 0 is a zero-matrix. 
The transformation of A into A* is obtained by 
A* - P A PT (6) 
A matrix decomposition procedure makes a decomposition of matrix A into süb-
matrices, just like for example in Fonnula (5). 
When the matrix A is reducible/ the sign-solvability approach can be dealt 
with in two steps, hecauset 
'11 l12 (7) 
'22 
ort 
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Hl *1 + *12 *2 " bl **> 
*22 *2 " b2 
lhe necessary and sufficiënt eonditions for sign-solvability of vector x2 can 
ba analysed independently from vector Xj. Vector x 2 aay be sign-solvable 
irrespective of whether vector Kj is sign-solvable (see also Gilly, 1984)» 
The eonditions of sign-solvability aake use of only qualitative infozaation. 
However, in eaplrieal aodelling situations additional cardinal infozaation 
may of ten be available which can be used as veil. Such plauaibls infozaation 
aay be baaed on either logical, empirical or theoretical evidence. An exaaple 
of plausihle infozaation is the share of consumption in national inecne which 
is not only positive bat it should be also smaller tban one. As the sign-
solvability eonditions nake use of the signs of minors in the coëfficiënt 
matrix, this Information aay be highly relevant." 
When such additional quantitative inforaation will be used, it aay be possi-
ble that an originally not sign-solvable system of equations becomes at least 
partially sign-solvable (see also Brouwer et al., 1985). 
When limited inforaation - in quantitative teras - is available about the 
impacts between variables a so-called top-down or a bottom-np aproach aay 
lead to interpretable aodelling results. Both approaches are stepwise proce-
dures. so as to assure that a qualitative system is sign-solvable in a number 
of steps. 
The top-down (or forward selection) approach implies that all equations are 
assuned to be represented in qualitative terms, so that we then may identify 
which and how many equations have to be estimated in a quantitative way in 
order to make the system sign-solvable. 
T3ie bottum-up (or backward elimination) approach starts with a 'complete esti-
mated model and attempts then to identify which and how many equations may be 
specified in qualitative terms in order to still guarantee sign-solvability. 
A main advantage of both the top-down and bottom-up approach is that policy 
models may become sign-solvable when a mixture of qualitative and quantita-
tive Information is used. 
A FORTRAN computer algorithm to solve qualitative linear systems by means of 
a block recursive decomposition procedure has been developed and operational-
ized at the university of Geneva by Ritschard (1980). Bi e procedure however 
may become problematic for computational reasons, especially in case of com-
plex dynamic economie models. 
Tlhe qualitative analysis discussed in this'.sectión will be now applied in the 
next section to a dynamic model of urban developments. 
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4. SIGH-SOLVABILITY. ANALYSIS OF A DYNAMIC SIMÜLATIOH MODE. 
The uss of sign-solvability analysis will be illustrated in this section by 
méans of a dynemic simulation model of urban decline for the city of The 
Bague in the Netherlands. Like many other cities in indastrialised countries, 
this city is exhibiting a proces» of decline, in terms of populatlon and 
jobs. It is however a major problem to select the appropriate (packages of) 
policy instrument* needed to steer the urban evolution into a desired stable 
direction. Xnsight into the effects of policies for urban renewal is also 
hampered due to the lade of an operational urban model, mainly caused by the 
underdeveloped state-of-the-art in the area of urban econometrics (see also 
Hutchinson et al., 1985). 
The fluctuating pattern of this urban system since World War II makes it 
unfortunately alaost impossible to develop and estimate a satisfactory econo-
metrie model, as data on relevant key variables are not available and as 
there is no guarantee for a symmetrie behaviour during the upswing and down-
swing phases of urban develcpnent. This explains also the limited use of 
integrated urban models in policy practice; urban evolution is still a poorly 
understood phenomenon. 
Oonsequently, many urban policy models are not based on solid econometrie 
procedures but on simulation experiments. Forrester (1971), for example, 
develöped a simulation model with five major state variables, viz. non-agri-
cultural investment, population, natural resources, pollution and agricul-
tural investment. The policy impact model which will be discussed here is 
also a simulation model for urban dynamics. This model will be used as the 
basis for a qualitative calculus approach to urban dynamics. 
Parameter and model validation in a conventional econometrie way is 
problematic because of the a-symmetrie pattern of urban evolution and the 
lack of sufficiently quantitative information. 
In this context, sign-solvability analysis may be extremely relevant, as this 
method may be able to predict the qualitative (sign) impact of a policy va-
riable, even if reliable cardinal values of impact coefficients are not a-
vailable. 
The model presented in this section has been used to assess the impact of 
public policy measures in the long-term evolution of the city. Urban develop-
ment in time is mainly governed by attractiveness and disattractlveness fac-
tors wich play essentially the role of pseudo-prices in the model. 
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3h« «tructure of the model is presented in Flgure 2. 
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Figure 2* Structural Bepresentation of an ürban Development Process 
Bi i s model, with f irs t -order time lags which i s l inear in nature, i s denoted 
in matrix terms as fol lows: 
1 1 0 - a , 0 0 0 0 0 
1 - 6 , 0 0 0 0 0 
- T , 1 0 0 0 0 0 
— 
0 0 0 A* 2 0 0 0 0 v d 
3 "T l 0 0 0 T 
4 o1 0 0 1 0 -6J f 0 0 
0 0 0 1 - e , 0 0 
0 0 - l i j 0 1 0 0 
0 0 0 Aw 
5 0 0 0 0 C* 
6 •0 0 0 0 p 
7 0 o o -x 2 o -x , 1 o 0 0 0 w4 
8 0 0 0 0 0 0 0 1 0 0 0 cs 
9 0 0 0 0 0 0 0 0 1 0 0 v s 
10 0 0 0 0 0 - v . 0 0 
o - i j o o o o -53 
0 1 0 L» 
11 0 
-C 2 o i L* 
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1 
-«3 -<*2 0 0 0 0 0 a 3 a l - « 1 0 0 0 0 0 0 0 0 o3 o1 0 
*1 -Y 2 1 0 0 0 0 0 0 0 0 
0 
0 
0 
0 : il»'M» 
0 0 0 0 0 
: • 
0 
0 * ï 
0 0 0 -rij 0 1+T)3 0 0 0 0 0 
0 0 0 -X 2 0 X3-X1 1 0 0 0 0 
0 0 0 0 x1 0 0 1-Xj 0 0 0 
0 w l 0 0 0 0 0 0 1-»! 0 0 
0 0 0 0 0 -Vj 0 0 0 1 0 
0 0 -Cj 0 0 0 0 'h - « 2 0 1 
T 
Aw 
Cd 
P 
c« 
v» 
L« 
L* 
I «t-1 
(9) 
The model consists of 11 equations with endogenous variables characterized in 
the^following way (see also Nijkamp and Sof f er-Bei taan, 1979). 
1 - urban entrepreneurial attractiveness (Ab); 
2 « demand for services (Vdb 
3 - growth of economie base sectors (T)» 
4 • resldential attractiveness (Aw)j 
5 * total demand for consumption goods (Cr); 
6 • growth of the population size (migration included) (P); 
7 * demand for houslng 
8 • total supply of consumption goods (C*); 
9 - supply of intermediate services (V*)? 
10 • supply of labour (L*li 
11 « demand for labour ( L ) . 
The 11 equations represented in matrix form in (9) are explained briefly 
below. 
The development of urban entrepreneurial attractiveness will be stimulated by 
a rise in the supply of labour and intermediate services/ the growth of eco-
nomie base sectors as well as entrepreneurial stimulation measures (equation 
1 in (9)). The development of economie base sectors (equation 3) is deter-
mined by a growth of urban entrepreneurial attractiveness and the demand for 
services* The simulation model also describes the development of resldential 
attractiveness whlch is related to the situation of the housing market, the 
urban labour market, the balance between demand and supply of consumption 
goods and the growth of population (equation 4)« Total demand for consumption 
goods in equation 5 is related to the population size* The growth of popula-
tion size (equation 6) is related to the supply of housing and is determined 
exogenously* The supply of consumption goods will rise when the discrepancy 
between demand and supply becomes larger. The supply of intermediate services 
is a function of the difference between demand and supply of such services 
with a lag of one perlod (equation 8)* The supply of labour is determined by 
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tb* growth of population and tha increaae in tha number of commutera. Unal-
Ifg tha deaand for laboor in aquation 11, ia a fuaction of tha development of 
tha growth of economie baaa sectora, tha aupply of intermediate services and 
tha aupply of consumptlon gooda. 
The parameter values oaad in tha aiosulation etage of orban modelling for tha 
city at hand ara preaented in Tabla 1. 
Table 1. Paranatar Values of an Orban Simulatlon Model 
a 0 T « e n X X y V c 
1 1.0 0.9 0.4 1.0 0.9 0.2 1.1 0.5 0.5 0.75 0.2 
2 1.0 0.5 1.0 0 .9 0 .5 0 .2 
3 0.75 0.75 0.02 0.02 0.5 
4 2.0 2 .0 
We will now analyse aign-aolvahility of tha linaar almulatlon model, vis. 
whether modelling resul ts will be obtalned which can be interpreted when only 
qualitative infornation or a mixture of qualitative and quantitative informa-
tion is available. The columns of the matrix A are multiplied by -1, so that 
all main diagonal elements of the matrix sign (A) are negative, and the first 
condition of sign-solvability holds. TSiis is one of the matrix operations 
mentioned in section 2 which do not affect the analysis of sign-solvability. 
The equations of the model represented above can be denoted by a matrix 
decompositlon into submatrices* viz.: 
»^ - -
B » • » tmi 
A l l 0 x i - B H B12 *l 
*21 Hi x 2 B 21 B22 *2 
M , 
_ ___ t . _ t-1 
(10) 
The matrices are denoted in qualitative terms by 
sign (AJJ) 
- 0 + 0 0 0 
0 - + 0 0 0 
+ + - 0 0 0 
0 0 0 - 0 + 
0 0 0 0 - + 
0 0 0 + 0 . 
aign (A2J) -
0 0 0 + 0 + 
0 0 0 0 0 0 
0 0 0 0 0 0 
* 
0 0 0 0 0 + 
0 0 + 0 0 0 
J 
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and sign (A^) 
- o 
O -
O 
O 
O 
O 
O 
+ 
O 
O 
o 
+ 
o 
o 
o 
o 
o 
o 
- G 
O -
Sign-solvability of the linear cysten of equations in (9). can be analysed in 
two steps» because of the matrix decomposition procedure represented in (10), 
i.e. the variables 1 to 6 in the first step and the other variables in the 
second step* 
A graph représentation of the impacts between the variables 1 to 6 is given 
in Figure 2. The variables yxto y6 denote the endogenous variables for period 
t and b. to bg denote these variables with a lag of one period. 
Figure 3. Graph Représentation of Qualitative Impacts between Variables* 
The matrix A.. can be partltioned into two independent sets of variables, 
viz. a set with the variables (Ab, v*3, T) and a set with the variables 
(Aw, c£, P). We will discuss now the four conditions of sign-solvability. 
The first condition holds for all variables in Figure 3, viz. all main diago-
nal elements of the matrix A.. are negative. 
Bi e second condition, viz* that all cycles of length at least two are non-
positive, does not hold for anyone of the two graphs. 
We may conclude from these two conditions of sign-solvability (one of them 
does not hold) ,that the inverse of the matrix A,. with only qualitative In-
formation, is not uniquely defined. The conditions three and four do not hold 
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for the graph representation and we may conelude fro» thia that the llnear 
system which correaponda to Mgure 2 with only qualitative infomatioh is not 
sign-solvable• 
In the ebove we diaeussed that the dynamic simulation model ia not sign-solv» 
able. Bowever, a system which is not sign-solvable with pure qualitative 
information, may hecome sign-solvable when a mixture of qualitative and quan-
titative infoxmation is available. Ine quantitative Information may be ob-
tained froa theoretical evldence, prior knowledge or an estimation procedure. 
Consider for example the parameter values of the equations 1 to 6, preaented 
in Table 1. the sign-values of the reduced fora for these variables then 
becomess 
(11) 
The signs ara defined uniquely because of the quantitative infoxmation about 
the parameters. The second part of formula (10) then becomes: 
^ 1 xlt + A22 X2t * B21 xl,t-l + B22 X2,t-1 ( 1 2 ) 
and 
-l - « - i 
X2t " "A22 A21 xlt + A22 B21 xl,t-l + A22 B22 x2,t-l(13) 
with xlt and x„t the variables 1 to 6 and 7 to 11 successively, for 
period t. The right-hand side of formula (13) consists of three parts and 
will be solved with the help of the reduced form representation in (11) and 
the qualitative impact values for the other variables. The sign-values for 
these variables then becomes 
A* 
Vd 
T 
A* 
C* 
P 
— — t 
+ -
0 -
o 
o 
o 
o 
o 
o 
o 
+ 
+ 
+ 
o 
o 
o 
o 
o 
o 
o 
o 
o 
+ 
+ 
o 
wmm mm 
0 A* 
0 V d 
0 T 
+ Aw 
+ 
e* 
P 
-t-1 
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W* 
C« 
V» 
L« 
L* 
- - ' t 
0 0 0 + 0 + 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 + 0 + 
o - + o o o 
A*> 
V d 
T 
A * 
Cd 
+ 
P 
— _ t - 1 
0 0 0 + 0 + A* 
0 0 0 0 - 0 V* 
0 - 0 0 0 0 T 
0 0 0 0 0 + A* 
0 - + 0 - 0 c* J p 
< — 1 - 1 
- 0 0 0 0 «d 
0 - 0 0 0 c» 
0 0 - 0 0 V» -
0 0 0 - 0 i.8 
0 + + 0 - Ld 
t - 1 
o o o + - + 
0 0 0 0 - 0 
0 - 0 0 0 0 
0 0 0 + 0 + 
o - + o - o 
A*> 
Vd 
T 
Aw 
Cd 
P 
t__Jt-1 
- 0 0 0 0 
0 - 0 0 0 
0 0 - 0 0 
0 0 0 - 0 
o + + o -
«d 
c» 
v» 
L» 
Ld 
Jt-1 
(14) 
The results from equations (11) and (14) show, for example, that a positive 
sign for the demand for consunption goods (C ) during period t-1 will lead 
to. a negative change in the next period for the variables: residential 
attractiveness (Aw), demand for consunption goods (C*), growth of popu-
lation size (P), supply of consunption goods (C8), and the demand for la-
boor (Ld) and it has no effect on the other variables. 
We can conclude from the above that the system of linear equations is not 
f ully sign-solvable when quantitative Information about the equations 1 to 6 
is available: a number of cell-entries in (14) are still undetermined with 
regard to their sign, viz. the cell-entries (1,6) with regard to the matrix 
coresponding to variables 1 to 6 and the cell-entries (5,2) and (5,3) with 
regard to the matrix corresponding to variables 7 to 11* The use of a top-
down/bottom-up approach will therefore now be discussed to deal with a mix-
ture of qualitative and quantitative information. Tne inverse of the matrix 
All i s ^10* c a n b e partitioned int o 
11 111 
0 
'112 (15) 
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with 
* i n * i -M2-*i«2 
and 
l112 - 1 - * ! « , 
1
-*1*2 
*i*l 
°2 Y 2 
T2 
O 
1 
O 
(16) 
(17) 
The inverse of the matrix Aj2 in (10) with qual i ta t ive Information l a deter-
mined uniquely and beeomes: 
- 1 
A, 22 
- 0 0 0 0 
0 - 0 0 0 
0 0 - 0 0 
0 0 0 - 0 
0 - - 0 -
(18 ) 
The decamsosition of the matrix A in (15) shows that the matrices A. and 
A, , 2 can be analyzed separately. This conclusion shows that in the framework 
öf this paper sign-solvability with a mixture of qualitative and quantitative 
information for the two sets of variables (Ab, v3, T) and (Aw, C3, P) 
can be analyzed separately* 
The results for the top-down/bottom-up approach are presented in Table 2. We 
made use of the reduced fora model representation as follows: 
and 
cl,t " Mi xi,t-i 
c2,t " M2 xl,t-i + M3 x2,t-i 
(19-a) 
(19-b) 
The undetermined signs of the cell-entries f rem the matrices M., M, and M, 
are presented in Table 2 in columns 2, 3 and 4 successively. Column 1 in 
Table 2 presents the parameters for which quantitative information is used. 
Piausible parameter information has been used as well, viz. 1 - ï < 1 and 
1 - Wj< 1, or 0 < Xj < 1 and 0 < Vj < 1. 
The cell-entries of the matrices H\, M2 and M3 which are defined for their 
signs are the ones presented in equations (11) and (14) • 
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lahla 2* Mixad Lwtls of Information and Sign-aolvability 
Anal- Q u a n t i t a t i v a 
I n f o r m a t i o n 
Unknovn s l g n s of c a ü - a n t r i s s 
y « i » Mat r ix Hx Matrix M2 Matrix M3 
1 0 1 ' 0 2 * < I 3 ' 0 ' * ' WT2 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 4 ) , ( 5 , 5 ) , ( 5 , 6 ) 
( 6 , 4 ) , ( 6 , 5 ) , ( 6 , 6 ) 
( 1 , 4 ) , ( 1 , 5 ) , ( 1 , 6 ) 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 2 ) , ( 5 , 3 ) 
2 ° 1 » a 2 ' ® 3 ' a H ' 
*l*Yi»Y2»5j #?2**3 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 4 ) , ( 5 , 5 ) , ( 5 , 6 ) 
( 6 , 4 ) , ( 6 , 5 ) , ( 6 , 6 ) 
( 1 , 4 ) , ( 1 , 5 ) , ( 1 , 6 ) 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
3 aj*a2' a3'<>tt 
* l » T i # Y 2 ' v l 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 4 ) , ( 5 , 5 ) , ( 5 , 6 ) 
( 6 , 4 ) , ( 6 , 5 ) , ( 6 , 6 ) 
( 1 , 4 ) , ( 1 , 5 ) , ( 1 , 6 ) 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 2 ) , ( 5 , 3 ) 
4 a l ' a 2 ' a 3 ' a , t ' 
1 '*^1 ' ^2 'Xi *X2 'X3 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 4 ) , ( 5 , 5 ) , ( 5 , 6 ) 
( 6 , 4 ) , ( 6 , 5 ) , ( 6 , 6 ) 
( 1 , 4 ) , ( 1 , 5 ) , ( 1 , 6 ) 
( 4 , 4 ) , ( 4 , 5 ) , ( 4 , 6 ) 
( 5 , 2 ) , ( 5 , 3 ) 
5 Jl'j2'n3» 
° l ' 5 2 ' * 3 ' f i i » 
M . 1 ) , ( 1 , 2 ) , ( 1 ,3 ) 
( 2 , 1 ) , ( 2 , 2 ) , ( 2 , 3 ) 
( 3 , 1 ) , ( 3 , 2 ) , ( 3 , 3 ) 
( 1 , 6 ) 
( 5 , 1 ) , ( 5 , 2 ) , ( 5 , 3 ) ( 5 , 2 ) , ( 5 , 3 ) 
6 
* l ' * 2 ' * 3 ' ' « i ' e l 
( 1 , 1 ) , ( 1 , 2 ) , ( 1 , 3 ) 
( 2 , 1 ) , ( 2 , 2 ) , ( 2 , 3 ) 
( 3 , 1 ) , ( 3 , 2 ) , ( 3 , 3 ) 
( 1 , 6 ) 
( 5 , 1 ) , ( 5 , 2 ) , ( 5 , 3 ) ( 5 , 2 ) , ( 5 ^ 3 ) 
7 VWWW 
e i * ^ i ' X 2 ' X 3 
( 1 , 1 ) , ( 1 , 2 ) , ( 1 , 3 ) 
( 2 , 1 ) , ( 2 , 2 ) , ( 2 , 3 ) 
( 3 , 1 ) , ( 3 , 2 ) , ( 3 , 3 ) ( 5 , 2 ) , ( 5 , 3 ) 
8 11 , TI2,^3 , ^ 1 * ^2 * ^ 3 ' ^ ' 
e l ' * l ' * 2 ' ^ 3 
( 1 , 1 ) , ( 1 , 2 ) , ( 1 , 3 ) 
( 2 , 1 ) , ( 2 , 2 ) , ( 2 , 3 ) 
( 3 , 1 ) , ( 3 , 2 ) , ( 3 , 3 ) 
(1 ,6 ) 
( 5 , 1 ) , ( 5 , 2 ) , ( 5 , 3 ) 
9 
« 1 ' V 1 
( 1 , 1 ) , ( 1 , 2 ) , ( 1 , 3 ) 
( 2 , 1 ) , ( 2 , 2 ) , ( 2 , 3 ) 
( 3 , 1 ) , ( 3 , 2 ) , ( 3 , 3 ) 
( 1 , 6 ) 
( 5 , 1 ) , ( 5 , 2 ) , ( 5 , 3 ) ( 5 , 2 ) , ( 5 , 3 ' ] 
10 (1 ,6 ) 
( 5 , 2 ) , ( 5 , 3 ) 
11 a l ,«2 ,013,0^,81 ,Yi ,Y2/ 
n 1 , n 2 , n 3 , 5 1 , 5 2 , « S 3 , 5 l t , e 1 
X ! ' X 2 ' X 3 ( 5 , 2 ) , ( 5 , 3 ] 
12 
°l'°2'a3'S'5l'Il'*Ï2' 
W V ° l ' * 2 ' ° 3 ' % 
Xi»X2»X3#5j#52#53 
13 al»a2'°3';«i'ïl»ïl'Ï2' 
V W f l ' Ï 2 ' V V £ l 
jXj »X2'X3 »5j »§ 2 '*3 
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Jkn empty block in ïable 2 means that the corresponding matrix has no eell-
elements whieh are undeterained for their signs. 
Ine first ro«r in Teble 2, for example, presents the cell-entries of the ma-
trices Mj i M2 and N3 which are undeterained by sign when quantitative infor-
matica for the three first equatlons from equation (9) is used. Mditional 
quantitative Information is necessary to detexmine the signs of these cell-
eleaents. When the analyses 1 and 2 are compared to eaeh other, and quantita-
tive inforaation about the parameters Cj/ C2 *nd | 3 is introduced, all cell-
entrles of the matrix M3 are deterained for their signs. Bi is is a result of 
the so-called top-down approach. 
An originally not sign-solvable simulation model, like the analyses 1 to 11 
in Table 2, becomes sign-solvable in analysis 12 when quantitative Informa-
tion about the above aentloned parameters is used. 
In such a case the qualitative Information about the equations for the varia-
bles C4, p, c", V* and L* is used, as well as theoretically plausible 
parameter values, vis. eJ# Vj, vj > 0, 0 < Xj < 1 and (Kiij <" 1* 
The opposite approach to a stepwise selection for sign-solvability based on a 
backward elimination (the top-down approach) takes the cardinally estimated 
model as the starting point of the analysis. Olhis is presented in analyses 12 
and 13 in «teble 2. Both analyses are sign-solvable. The quantitative Informa-
tion about the parameter e, does not add any infozmation for the sign-solva-
bility analysis. 
For that reason we prefer the top-down selection approach with a stepwise 
selection procedure and with all parameters in the basic model known up to 
their sign. 
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5. CPSCLPSIOH 
Some new research directions in the field of mixed qualitative calculus, 
(especially sign-solvability of an urban planning model) have been discussed 
In the paper. 
Qualitative calculus can be regarded as a method to aolve (either static or 
dynamic) models with qualitative Information about the impacts between varia-
bles. Sign-solvability is a major issue in policy modelling in case of non-
metric information regarding parameters* Mixed sign-solvability analysis and 
matrix deconposition methods may provide new tools for a qualitative policy 
impact analysis* A serious disadvantage of a matrix deconposition and matrix 
permutation approach, discussed in section 3, is the necessity of matrices 
A} 2 and A22 to be squared; the sign-solvability approach becomes problematic 
when such matrices are not square* In this regard, the potential of a gene-
ralized inverse procedure nas to be further examined* 
However, if a mixture of qualitative and quantitative information about the 
Impact between variables is available, a stepwise seleetion procedure can be 
employed in order to obtain solutions for the sign-solvability approach in 
dynamic and static policy models. 
In.relation to efficiënt decomposition procedures, the use of theoretically 
plausible quantitative information on parameter values and of non-square 
matrices, A and A. is useful as an operational tooi in sign-solvability 
analysis of policy models with mixed qualitative-quantitative Information. 
The previous analyses have demonstrated that qualitative calculus is an ex-
tremely useful tooi in policy modelling and may be an appropriate complement 
to cohventional econometrie techniques and simulation procedures. 
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