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1. INTRODUCTION 
Let En denote Euclidean rz space with norm 1 * 1 and let C, denote the space 
of continuous En valued functions on [u - h, a], h > 0, with uniform norm 
11 *]I . For a function x(t) on [a - h, b] and t E [a, b] let xt denote the function 
on [a - h, a] whose value at 0 is x(t + 19 - u). Let f(t, (CI) be a mapping 
from [a, b] x Ch into En and let M and N be linear operators from C, to 
C, . In this paper we consider the boundary value problem 
Y’ =f(GYt) (1.1) 
MY, + NY~ = 0, b>u+h. (1.2) 
This is a nonlinear version of a problem posed by Cooke [ 11. Other boundary 
value problems for functional differential equations have been studied by 
Grimm and Schmitt [3], Halanay [4], and Kato [6]. 
We treat the problem here for bounded f and a restricted class of operators 
by initial value methods, that is, we seek to find an initial function q E C, 
such that a solution of the initial value problem (1.1) and 
r(t) = 4(t)> a-h<t<a (1.3) 
satisfies the boundary condition (1.2). S ome functions f(t, yJ, not bounded, 
can be treated by approximation techniques. 
Solutions of (1.1) (1.3) will be denoted by x(t, q) and the corresponding 
segments by x,(q). 
* This author’s research was supported by a NASA Traineeship. 
1 This author’s research was supported by Project Themis. 
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2. ~IATRIX OPERATORS 
In this section we discuss the problem (1.1) (1.2) where the operators in 
the boundary condition (1.2) are matrices. The proof proceeds by finding an 
initial function q* E C, such that the corresponding solution of the initial 
value problem (1.1) (1.3) also satisfies (1.2). An important aspect is that the 
initial function is chosen from a certain compact set which is determined 
directly from known quantities. Further, although the boundedness of 
f(t, Y) is assumed, other functions may be considered in the presence of 
growth conditions. Following the proof of Theorem 2.1, this is illustrated 
in a case where f (t, ul) satisfies a Lipschitz condition but need not be bounded 
on [a, b] x C, . 
THEOREM 2.1. Letf(t, Y)b e a continuous boundedfunctionfrom [a, b] x C, 
into En and let M and N be n x n matrices such that M + N is nonsingular. 
If Ij (M + N)-l N 11 < 1, then there exists a solution of (1.1) and (1.2). 
PROOF. Let 
<L I 4 - 8, I 4, 8, E [a - h, a]}. 
S(O~, L) is a compact convex subset of C,‘ . For a given q in C, , there exists a 
local solution of (1.1) which agrees with q on [a - h, a] and sincefis bounded, 
this solution extends as far as b. If x(t, q) denotes this solution, then 
46 d = da) + j”f(s, s(q)) ds, for t E [a, b]. 
a 
For any q E C, 
I 4t1, d - &t > 4) I = 1 j;:f 6, x,(d) ds 1 < A I t, - t, I 
where A is the least upper bound of / f (t, p’) 1 . Choose 
L = II W + NJ-l NII A 
1 -ll(M+N)-lNlI 
and 
(By hypothesis the denominator of L is positive.) Suppose that solutions of 
the initial value problem for (1.1) are unique. Define a mapping T: C, + C, 
as follows: for q E C, let Tq = +,(q), i.e., to be the segment at b of the solution. 
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of the initial value problem with initial data q. Let 1” = - (M + N)-1. We 
look for a fixed point of the operator 
F(q) = [I + pf + NT)1 q 
==[I+qM+N+N(T--)lq 
= rN( T - I) q. 
F maps C, into C, . Further, for B E [a - h, a] 
I v - 4 4v4 I = 1 cm + j;+h %k) ds + 4(@ 1 
< I q(4 - a(4 I+ (-‘+’ If(st 4d) I ds 
< (L + A) (b - a). 
Hence 
orF(q) maps S(OI, L) into the set (11 q/I < a}. There remains to show that F(q) 
satisfies a Lipschitz condition with constant L. As above, 
We now make use of the dual role of a matrix as an operator from C, to 
C, and as an operator from En to E”. If X is a matrix, q E C, , ill E [a - h, a] 
and $ E C, is defined by i(O) = q(B,), 19 E [a - h, a] and 0, fixed (i.e., 4 is a 
constant function), then 
II X(3 II = I Gw (4) I * 
If 
(ii = CT - 0 (4) (h), i = 1,2, 
then 
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Thus F maps S(ol, L) into itself and by the Schauder Theorem there exists a 
q* E S(ol, L) such that F(q*) = q*. Choosing this q* as the initial data in the 
initial value problem (1.1) (1.3) p ro d uces a solution ~(t, q) which satisfied the 
boundary conditions (1.2). Thus the theorem is established in the case of 
unique solutions to the initial value problem. 
We use an approximation argument which follows Kato [6] to remove the 
uniqueness assumption for solutions of the initial value problem. 
For a given S(ol,L) let Y-(/3, H) denote the family of continuous functions 
x(t) which map [a - h, b] into En and satisfying 
6) I x(t) I G P 
(ii) j x(t) - x(s) 1 < H / t - s 1 for t, s E [a, 61 
(iii) x(t) = q(t) for t E (u - h, a], Q E S(or,L). 
Let 
Q(P, W = {(t, 4 I x E W, H), t E [a, 4). 
For any choice of /3 > CY. and H, Q(/3, H) is a compact subset of [a, b] x C, . 
Further, if /3 = OL + A(b - a) and H = A, any solution of the initial value 
problem for (1.1) with initial function 4 E S(CX, A) has a solutions y(t), func- 
tions which belong to Y(/3, A) and for these solutions (t, yt) E Q(/3, A). 
Fix ,l3 = 01 + (A + 1) (b - a) and approximate f(t, XJ on Q(/?, A + 1) 
by fj(t, yJ, where fj(t, yt) are continuous and Lipschitzian in the second 
variable. Assume that j is large enough so that lfj(t, yJ 1 < A + 1. Given 
that f,(t, yt) maps Q(/z?, A + 1) into the sphere ) x I < A + 1 in En, let 
ff(t, yJ be a continuous extension of fj ([2, VII, 5.1 and 5.21) mapping 
[a, b] x C,, into the sphere 1 x 1 < A + 1. By what has been established 
already, there exists a solution of 
Y’ =f3Grt) (2.1) 
MY, + NY, = 0 (2.2) 
since (2.1) has unique solutions to the initial value problem and ff(t, yt) is 
bounded. Further for such a solution yi(t) of (2.1) and (2.2), 
(6 Y 2) E Q(B, A + 1). 
From {yj(t)} it is possible to extract a convergent subsequence which can be 
shown to converge to a solution of (1.1) (1.2). These arguments are standard 
and we omit them. This completes the proof of Theorem 2.1. 
Suppose now that f(t, yt) satisfies a Lipschitz condition of the form 
If(t, lu,) -f(4 yrz) I <L II YI - y2 I/ 
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instead of the boundedness condition and suppose that in addition to the 
other hypotheses of Theorem 2.1, b - a is so small that 
Because of the Lipschitz condition solutions of (1.1) satisfy ([5], p. 338). 
I 44 Ql) - x(t, 42) I < fFb+) II 41 - !?2 II 3 t E [a - h, b]. (2.3) 
Let B denote the bound of the solution x(t, Q) of (1 .l) (1.3) with q(t) ZE 0 and 
let D = l.u.b.,,[,,bl jf(t, 0) I . Let 
(D + LB) (1 - II I-N II) 
L* = 1 - /I TN\\ (1 + eL(b-a)(b - u)L) ’ 
II rNllL* 
*= 1 -\lI’NIj’ 
and 
01 = II I’N II (L* + P) (b - 4 
Let 4 E S(~l,p). Then 1 x(t, 4) ] < B + ti(b-a)ol = yand If(t, yt) I < D +Ly 
and a computation shows D + Ly = L*. Thus (&y&I)) E Q(y, L*) if 
4 E S(% PI* 
Letf*(t, YJ =f(t, rt> on Q(Y, L*) and b e a continuous extension, bounded 
by L*, to [a, b] x C, . Solutions of 
Y’ =f*kYJ 
y(t) = 4(t)* a--h<t<u (2.3) 
are also solutions of the original equation if 4 E S(OI, p). Theorem 2.1 provides 
a solution of (2.3) and (1.2) with q E S(OI, p) and hence provides a solution 
of (1 .l) (1.2) with the boundedness of f replaced by a Lipschitz condition. 
The approximation of other classes of functions would be possible if bounds 
on the solutions can be obtained. We summarize the preceding in the 
following statement. 
THEOREM 2.2. Let the hypotheses of Theorem 2.1 hold except that f (t, !P) 
sutis$es a Lipschitx condition instead of the boundedness condition. If 
e(b-a)(6 - U) < lLy, Kt ” , 
there exists a so&ion of (1.1) (1.2). 
In case the matrix M is invertible the boundary condition (1.2) can be 
written (P = M-IN) 
ya + Pyb = 0. (2.7) 
4='9/26/2-15 
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If // P /I < 1 then I + P is nonsingular ([7], p. 62) but it is not necessarily the 
case that I/ (I + P)-l P /I < 1. For example, if 
P= 
[ 
-$ 0 
0 -$ I 
I/(1 + P)-‘P /j = 1. The following theorem covers this case. 
THEOREM 2.3. Letf (t, Y) be a continuous boundedfunctionfrom [a, b] x C, 
into En and let P be an n x n matrix. If 11 P 11 < 1 then the boundary value 
problem (1.1) (2.7) has a solution. 
PROOF. Choose a: = jl PI/ A(b - a)/(1 - 11 PII) and L = Ij PI) A. Let 
F(q) = PTq, q E C, . Suppose first that solutions of the initial value problem 
are unique. We show that F maps S(a, L) into itself. The details of the fol- 
lowing assertions follow as in the proof of Theorem 2.1. 
IlFq II G II Pll b + A@ - 41 = 01 
I Wd PA - VW 0%) I G I RzPd - f’Td4) I 9 II PII A I 4 - 4 I 
=Ljel-e8,1 
where the fact that P is a matrix is used in the second inequality. Thus, by 
the Schauder theorem, there is a q* such that Fq* = q* and the initial value 
problem with initial data q* is a solution of (1.1) (2.7). 
The approximation argument used in the proof of Theorem 2.1 can now 
be applied. We omit the details. 
It is important to note that again the appropriate initial condition is 
chosen from the compact set S(a, L). 
3. THE CASE OF GENERAL OPERATORS 
In this section we treat the same problem as Theorem 2.3 except that the 
matrices in the boundary conditions are replaced by continuous linear 
operators. An important difference, however, is that the desired initial func- 
tion is not selected from some predetermined compact set and hence an 
approximation argument is not used. 
THEOREM 3.1. Let f (t, Y) be a continuous boundedfunction from [a, b] x C, 
into E, and let P be a continuous linear operator from C, into C,, with )I P (/ < 1. 
Suppose solutions of the initial value problem are unique. Then there exists a 
solution of (1.1) (2.7). 
PROOF. Let T and S(OL, L) be defined as before and as in the proof of 
Theorem 2.3 define 
F(q) = - PTq, 4EG. 
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Let 01 = j/ P !j A(b - a)/(1 - II P 11) w h ere A is the bound on f(t, Y). For 
4 E C,, such that 11 q jj < 01 
or II Tq II < 01 + A(b - a). Further, I (Tq) (4) - (Q) (4) I < A I 4 - 4 I . 
Hence {Tq I II q // < a} C S(U + A@ - a), A) where S(*, *) is compact. Since 
P is continuous, the closure of {PTq 1 I] q II < OL } is a closed subset of a compact 
set and hence compact. Since II PTq I/ < c1 and since [q I 11 q11 < a] is a closed 
convex subset of C,, , the Schauder Theorem yields a point q* such that 
F(q*) = q*. The solution of equation (1.1) (1.3) with this initial condition 
also satisfied (2.7). This proves the theorem. 
THEOREM 3.2. Let the hypotheses of Theorem 3.1 hold with the boundedness 
assumption on f (t, Y) replaced by a Lipschitz condition. If 
eL(b-@(b - a) < lLi E I’ , 
there exists a unique soZution of (1.1) (2.7). 
PROOF. LetF be the mapping defined in proof of Theorem 3.1. A straight- 
forward argument using (2.3) shows that 
II& -Q, II d (1 +LeLtb+V - 4 II P II II q1 - qa II = KII q1 - q2 II . 
b - a has been chosen so small that K < 1. The theorem follows by the 
contraction mapping principle. 
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