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REDUCIBLE MEANS AND REDUCIBLE INEQUALITIES
TIBOR KISS AND ZSOLT PÁLES
Abstract. It is well-known that if a real valued function acting on a convex set satisfies the n-variable
Jensen inequality, for some natural number n ≥ 2, then, for all k ∈ {1, . . . , n}, it fulfills the k-variable
Jensen inequality as well. In other words, the arithmetic mean and the Jensen inequality (as a convexity
property) are both reducible. Motivated by this phenomenon, we investigate this property concerning
more general means and convexity notions. We introduce a wide class of means which generalize the
well-known means for arbitrary linear spaces and enjoy a so-called reducibility property. Finally, we
give a sufficient condition for the reducibility of the (M,N)-convexity property of functions and also for
Hölder–Minkowski type inequalities.
1. Introduction
The notion of Jensen convex functions (introduced by Jensen [16, 17] in 1905) plays a central role
in the theory of convexity and functional inequalities (cf. [4], [5], [6], [15], [18], [25], [36]). To recall its
classical definition, let D be a convex subset of a real linear space X. Then we say that the function
f : D → R is Jensen convex if
f
(x1 + x2
2
)
≤
f(x1) + f(x2)
2
, (x1, x2 ∈ D). (1.1)
It is an important property of Jensen convex functions that, for all n ∈ N, they also satisfy the n-variable
Jensen inequality
f
(x1 + · · · + xn
n
)
≤
f(x1) + · · · + f(xn)
n
, (x1, . . . , xn ∈ D). (1.2)
The standard proof of this inequality (based upon (1.1)) uses a particular induction which is attributed
to Cauchy: First, using normal induction on k, it is proved that (1.2) holds for n = 2k. Then, assuming
that (1.2) holds for n = k, it is deduced that it is also valid for n = k − 1. We call this the reducibility
property of the n-variable Jensen inequality (1.2).
The idea is to replace the two appearance of the arithmetic mean in (1.2) by arbitrary means M :
Dn → D and N : In → I, and to consider functions f : D → I satisfying
f
(
M(x1, . . . , xn)
)
≤ N
(
f(x1), . . . , f(xn)
)
, (x1, . . . , xn ∈ D). (1.3)
Our main aim is to find and describe general sufficient conditions under which, for k ∈ {1, . . . , n}, a
k-variable convexity property can be deduced from (1.3). This requires the construction of k-variable
means which are the reductions of M and N , respectively. The construction and computation of the
k-variable reductions will be elaborated in the class of deviation means introduced by Daróczy [9, 10]
(which includes Hölder and Gini means [14], quasi-arithmetic means [15], Matkowski means [23] and
Bajraktarević means [2, 3]), and also in the class of generalized deviation means that will be introduced
in this paper to provide a broad class of means for the vector valued setting. We also demonstrate
how generalized deviation means can be derived as solutions of convex minimum problems. Finally, we
consider and establish the reducibility property of Hölder–Minkowski type inequalities under natural
assumptions.
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2. Terminology and notations
We adopt the standard notations N, Q, and R for the sets of natural, rational and real numbers,
respectively, furthermore R+ denotes the set of positive real numbers, that is
R+ := ]0,+∞[ := {t ∈ R | t > 0}.
Given a natural number n ∈ N, we shall frequently use the notation Nn defined as
Nn := {1, . . . , n} := [1, n] ∩ N.
For an arbitrary nonempty set S and n ∈ N, we also identify the elements of the Cartesian product Sn
with the set of all functions mapping Nn to S, that is, with the set S
Nn := {x : Nn → S}. Furthermore,
for x ∈ Sn and i ∈ Nn, we simply denote x(i) by xi.
Finally, we introduce a notation which will be applied throughout this paper. Let n ∈ N, k ∈ Nn,
let χ : Nk → Nn be an injective function and S be a set. For x ∈ S
k and y ∈ S, the symbol (x|χ)(y)
denotes the element of Sn defined by
(x|χ)(y)i :=
{
y if i ∈ Nn \ χ(Nk),
xj if i ∈ χ(Nk) and i = χ(j).
3. Reducible means
In the sequel, let X be a linear space over R and D ⊆ X be a nonempty convex set. For a given
H ⊆ X, the set conv(H) ⊆ X denotes the convex hull of H, namely the smallest convex subset of X
which contains H. It is easy to see, that conv(H) is the set of all vectors in X which can be written as
a convex combination of finitely many elements of H, thus, obviously, conv(D) ⊆ D.
Definition 3.1. Let n ∈ N. We say that an n-variable function M : Dn → X is a mean on D if
M(x) ∈ conv(x(Nn)), that is, M(x1, . . . , xn) ∈ conv{x1, . . . , xn}, (x ∈ D
n).
The mean M will be called strict if, for all x ∈ Dn, the vector M(x) belongs to the relative interior
of conv{x1, . . . , xn}, that is, M(x) can be written as convex combination of x1, . . . , xn with positive
coefficients. We say that M is symmetric if, for all bijection p : Nn → Nn, we have
M(x ◦ p) = M(x), that is, M(xp1 , . . . , xpn) = M(x1, . . . , xn), (x ∈ D
n).
It immediately follows from this definition and from the convexity ofD that, for a meanM : Dn → X,
we always have M(Dn) ⊆ D, and that M is reflexive, which means that M(u, . . . , u) = u holds for all
u ∈ D.
The most important example of an n-variable mean is the arithmetic mean A : Xn → X defined by
A(x) = A(x1, . . . , xn) :=
x1 + · · ·+ xn
n
. (3.4)
More generally, if ω : X → Rn+, then the functionally weighted arithmetic mean A
ω : Xn → X is defined
by
A
ω(x) := A
( x1 , . . . , xn
ω1(x1), . . . , ωn(xn)
)
:=
ω1(x1)x1 + · · ·+ ωn(xn)xn
ω1(x1) + · · ·+ ωn(xn)
.
If the function ω is constant on X, then we simply speak about a weighted arithmetic mean. One can
easily see that Aω is a strict mean and it is a symmetric mean if ω1 = · · · = ωn.
More general means will be constructed in terms of deviations and families of convex functions in the
next section.
In what follows, we define the notions of continuity and reduction of mean M : Dn → X with respect
to a given injective map χ : Nk → Nn.
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Definition 3.2. Let M : Dn → X be a mean. We say that M is χ-continuous if, for any x ∈ Dk, the
mapping mx,M : conv(x(Nk)) → X defined as
mx,M (y) := M
(
(x|χ)(y)
)
. (3.5)
is continuous on conv(x(Nk)).
Definition 3.3. Let M : Dn → X be a mean. We say that M is χ-reducible if there exists a mean
K : Dk → X such that, for all x ∈ Dk, the vector y = K(x) is a solution of the equation
M
(
(x|χ)(y)
)
= y. (3.6)
The meanK will be called a χ-reduction of M . If for all x ∈ Dk, the equation (3.6) has a unique solution
y ∈ conv(x(Nk)), that is, if K is uniquely determined, then we say that M is a uniquely χ-reducible
mean, furthermore, the mean K will be called the χ-reduction of M and will be denoted by Mχ.
The next theorem is about the existence of χ-reductions.
Theorem 3.4. If the mean M : Dn → X is χ-continuous, then it is also χ-reducible.
Proof. Let x ∈ Dk be arbitrarily fixed and define the function mx,M : conv(x(Nk)) → X by (3.5).
Obviously, the target set of mx,M is conv(x(Nk)), and, because of the χ-continuity of the mean M , the
function mx,M is continuous on the compact convex set conv(x(Nk)). Thus, due to the Brouwer Fixed
Point Theorem, the fixed point set
Fix(mx,M ) := {y ∈ conv(x(Nk)) | mx,M(y) = y}
is not empty. Finally, define K(x) to be any element of the nonempty set Fix(mx,M). Then, for all
x ∈ Dk, the vector y = K(x) will be a solution of (3.6), hence K is a χ-reduction of M . 
For the setting of unique χ-reducibility, we shall need the following useful lemma.
Lemma 3.5. Let I ⊆ R be an interval, n ∈ N, k ∈ Nn, and χ : Nk → Nn be an injective function.
Assume that the χ-continuous mean M : In → R is uniquely χ-reducible. Then, for all x ∈ Ik and for
all y ∈ Jx := [min(x),max(x)], we have
sgn
(
mx,M(y)− y
)
= sgn(Mχ(x)− y), (3.7)
where mx,M : conv(x(Nk)) → R is defined by (3.5).
Proof. Let x ∈ Ik be arbitrarily fixed. If min(x) = max(x), then the statement is obvious, thus we may
assume that min(x) < max(x). For the sake of brevity, define
µx,M(y) := mx,M(y)− y
for y ∈ Jx. Then, due to the definition of the χ-reduction of means, we have µx,M(y) = 0 for y ∈ Jx if
and only if y = Mχ(x).
First assume thatMχ(x) belongs to the interior of Jx. Because of the mean-property ofM , obviously,
we have µx,M(max(x)) < 0 < µx,M(min(x)). Then, because of the uniqueness of the zero of µx,M and of
the χ-continuity of M on the interval Jx, it immediately follows that µx,M must be strictly positive on
the subinterval [min(x),Mχ(x)[ , and it must be strictly negative on the subinterval ]Mχ(x),max(x)].
On the other hand, if either Mχ(x) = min(x) or Mχ(x) = max(x), then a similar argument shows
that the function µx,M is strictly positive on the interval Jx \ {min(x)} or it is strictly negative on the
entire interval Jx \ {max(x)}, respectively, which finishes the proof. 
Note that if an n-variable symmetric mean is reducible for some injective function mapping Nk to
Nn, then it is also reducible with respect to any injective Nn-valued function defined on the set Nk.
The prototypical example for this phenomenon is the arithmetic mean defined in (3.4). More precisely,
the n-variable arithmetic mean A : Xn → X is χ-reducible with respect to any injective function
χ : Nk → Nn. Indeed, for a fixed x ∈ X
k, the equation (3.6) of Definition 3.3 has the form
x1 + · · · + xk + (n− k)y
n
= y.
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A direct calculation shows that y := (x1 + · · ·+ xk)/k is the only solution of the equation above on the
entire space X. Thus the k-reduced A mean of x ∈ Xk is just its k-variable arithmetic mean.
For the sake of brevity, we introduce the following notation: If S is an arbitrary nonempty set and
u = (u1, . . . , un) ∈ S
n then uχ denotes the k-tuple (uχ1 , . . . , uχk) ∈ S
k. Concerning the χ-reduction of
a functionally weighted arithmetic mean, we have the following result.
Proposition 3.6. Let ω : D → Rn+. Then we have A
ω
χ = A
ωχ.
Proof. For the mean M = Aω and for x ∈ Dk, equation (3.6) can be rewritten as
ωχ1(x1)x1 + · · ·+ ωχk(xk)xk +
(∑
i 6∈χ(Nk)
ωi(y)
)
y
ωχ1(x1) + · · · + ωχk(xk) +
∑
i 6∈χ(Nk)
ωi(y)
= y.
It immediately follows that the unique solution y of this equation is of the form
y =
ωχ1(x1)x1 + · · ·+ ωχk(x1)xk
ωχ1(x1) + · · ·+ ωχk(xk)
= Aωχ(x),
which proves that Aωχ(x) = A
ωχ(x). 
4. Generalized deviation functions and generalized deviation means
We recall now the notion of standard deviation function and deviation mean, which was first intro-
duced and investigated by Zoltán Daróczy in [10]. This class of means has many interesting proper-
ties (Aczél and Daróczy [1], Daróczy [10, 9], Daróczy–Losonczi [11], Daróczy–Páles [12, 13], Losonczi
[19, 21, 20, 22], Páles [27, 26, 28, 29, 30, 31, 32, 34, 33]) and it generalizes the well-known classes of
means (for instance Hölder means [15], Gini means [14], quasi-arithmetic means [15] and quasi-arithmetic
means with weight function, that is, Bajraktarević means [2, 3]).
Let I ⊆ R be an interval. A function E : I×I → R is called a deviation function (shortly a deviation)
if the following two properties hold:
(E1) E(u, u) = 0 for all u ∈ I and,
(E2) for any fixed u ∈ I, the function v 7→ E(u, v) is continuous and strictly decreasing on I.
The class of deviation functions defined on I will be denoted by E(I). These two properties imply that,
for a deviation E ∈ E(I), we always have the following so called sign-property:
sgnE(u, v) = sgn(u− v), (u, v ∈ I). (4.8)
Now, using a finite collection of deviations, we can derive means on the interval I. For E ∈ E(I)n and
x ∈ In, the unique value y ∈ I, satisfying the equation
E1(x1, y) + · · ·+ En(xn, y) = 0, (4.9)
is called the E-deviation mean or E-Daróczy mean of x, and is denoted by DE(x). Observe that
the notion of the deviation mean is well-defined. Indeed, let x ∈ In be arbitrarily fixed, and denote
α := min(x) and β := max(x). The continuity and the strict decreasingness of the function EE : I → R
defined by
EE, x(u) := E1(x1, u) + · · ·+ En(xn, u), (4.10)
and the inequalities EE, x(α) ≥ 0 ≥ EE, x(β) show that there uniquely exists y ∈ [α, β] such that (4.9)
holds.
Finally, we have the following easy-to-prove but useful statement.
Lemma 4.1. Let n ∈ N and E = (E1, . . . , En) ∈ E(I)
n. Then, using the notation (4.10), for all x ∈ In,
sgn ◦EE, x(u) = sgn
(
D
E(x)− u
)
, (u ∈ I).
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We recall now the most classical examples for deviation functions and the means generated by them.
Let f : I → R be a strictly increasing continuous function and ω : I → R+. Then, the two-variable
function Ef,ω : I × I → R, defined by
Ef,ω(x, y) := ω(x)(f(x)− f(y)),
is trivially a deviation. In the particular case, when ω equals the constant 1 and f is the identity
function, then Ef,ω is called the arithmetic deviation. To generate more general deviation means, we
consider two settings.
(i) Bajraktarević type means. Let f : I → R be a strictly increasing continuous function, ω : I → Rn+,
and define Ei := Ef,ωi for i ∈ Nn. Then, for any x ∈ I
n, the equation (4.9) has the following
explicite solution:
y = Bf,ω(x) := f−1
(
ω1(x1)f(x1) + · · ·+ ωn(xn)f(xn)
ω1(x1) + · · · + ωn(xn)
)
,
which is called the Bajraktarević mean generated by f and ω. In fact, this mean was introduced
by Bajraktarević [2] in the particular case when ω1 = · · · = ωn. If f(x) = x on I, then the mean
so obtained is equal to functionally weighted arithmetic mean Aω. If, for some p 6= q, we have that
f(x) = xp−q and ω1(x) = · · · = ωn(x) = x
q, then the above expression yields Gini means.
(ii) Generalized quasi-arithmetic means or Matkowski type means. Let f1, . . . , fn : I → R be strictly
increasing continuous functions and let ω : I → Rn+ be the constant function ω(t) := (1, . . . , 1).
Finally, define Ei := Efi,ωi for i ∈ Nn. Then, for any x ∈ I
n, the solution of equation (4.9) can be
directly calculated again and has the form
y = Mf,ω(x) := (f1 + · · ·+ fn)
−1(f1(x1) + · · ·+ fn(xn)),
which is called the Matkowski mean generated by f (cf. [23], [24]). In the particular case when
f1 = · · · = fn, the above expression simplifies to a so-called quasi-arithmetic mean which has a
rich theory developed in the book [15]. By taking f1(x) = · · · = fn(x) = x
p for some nonzero real
p, Hölder means (or power means) can also be obtained.
In the rest of the paper, let X be a Hausdorff topological vector space over R. For an arbitrary
nonempty subset S ⊆ X, let S∗ denote the the space of all continuous linear functionals defined on the
linear hull of (S − S). In what follows, we shall extend the notion of deviation function and deviation
mean to convex subsets of linear spaces.
Definition 4.2. Let D ⊆ X be a nonempty convex set. We say that a mapping E : D ×D → D∗ is a
generalized deviation function if it satisfies the following two properties:
(GE1) E(u, u) = 0 for all u ∈ D, and
(GE2) for all fixed u ∈ D, the function v 7→ −E(u, v) is continuous and strictly monotone on D, that is
(E(u, v) − E(u,w))(v − w) < 0, (u, v, w ∈ D with v 6= w).
The class of generalized deviation functions defined on D will be denoted by E(D).
Observe that the properties (1) and (2) imply that, for a generalized deviation E ∈ E(D), we always
have
E(u, v)(u − v) > 0, (u, v ∈ D, u 6= v). (4.11)
Now, using a finite collection of generalized deviations, we can define means on the convex set D. In
contrast to the definition of deviation means (that are defined on real intervals), the notion of generalized
deviation mean will be defined by a system of inequalities.
Definition 4.3. Let E = (E1, . . . , En) ∈ E(D)
n. For x ∈ Dn, we say that the vector y ∈ conv(x(Nn))
is the generalized E-deviation mean of x if
(E1(x1, y) + · · ·+ En(xn, y))(xi − y) ≤ 0, (i ∈ Nn). (4.12)
If y ∈ conv(x(Nn)) exists and unique, then it will be denoted by D
E(x).
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The next theorem states that the notion of generalized E-deviation mean is well-defined.
Theorem 4.4. Let n ∈ N and E ∈ E(D)n. Then, for all x ∈ Dn, there uniquely exists y ∈ conv(x(Nn))
such that (4.12) holds.
Proof. Let x ∈ Dn be arbitrarily fixed and, for the brevity, denote the compact convex set conv(x(Nn))
by Cx and define the function EE,x : D → D
∗ by (4.10). Then, by the defining properties of generalized
deviations, the function −EE,x is continuous and strictly monotone. Observe, that the real valued
mapping φ : Cx × Cx → R, given by
φ(u, v) := EE,x(u)(v − u),
is continuous in its first variable, and (in view of the linearity of EE,x(u)(·) for any fixed u ∈ Cx) is
affine (convex and concave simultaneously) in its second variable. Thus, due to the Ky Fan Minimax
Inequality Theorem (cf. [7], [8], [37]), there exists y ∈ Cx, such that
sup
v∈Cx
EE,x(y)(v − y) = sup
v∈Cx
φ(y, v) ≤ sup
w∈Cx
φ(w,w) = sup
w∈Cx
EE,x(w)(w − w) = 0.
Thus, for every v ∈ Cx, in particular, for every v ∈ {x1, . . . , xn}, we have
EE,x(y)(v − y) ≤ 0.
This proves the existence of y ∈ conv(x(Nn)) satisfying (4.12).
To prove the uniqueness, assume indirectly, that there exist y 6= z in conv(x(Nn)) satisfying (4.12).
Then, for all i ∈ Nn, we have
EE,x(y)(xi − y) ≤ 0 and EE,x(z)(xi − z) ≤ 0. (4.13)
The vectors y, z being in conv(x(Nn)), there exist convex combination coefficients λ1, . . . , λn ≥ 0 with
λ1 + · · ·+ λn = 1 and µ1, . . . , µn ≥ 0 with µ1 + · · ·+ µn = 1 such that
y = λ1x1 + · · ·+ λnxn and z = µ1x1 + · · ·+ µnxn.
Multiplying the first and second inequalities in (4.13) by µi and λi, respectively, and then adding up
the inequalities so obtained, we get
EE,x(y)(z − y) ≤ 0 and EE,x(z)(y − z) ≤ 0.
The sum of these two inequalities can be written as(
EE,x(y)− EE,x(z)
)
(y − z) ≥ 0. (4.14)
On the other hand, using the strict monotonicity of (−EE,x), we obtain that
(EE,x(y)− EE,x(z))(y − z) < 0,
which contradicts (4.14). This proves that the vector y ∈ conv(x(Nn)), satisfying the inequality (4.12),
is uniquely determined. 
Remark 4.5. It is obvious that if X := R and D ⊆ R is an interval, then D∗ ≡ R and the notion of
generalized deviation functions and generalized deviation means reduces to that of deviation functions
and deviation means, respectively.
To verify the statement about the means, let n ∈ N, E ∈ E(D)n, and x ∈ Dn be arbitrary, and assume
that min(x) < max(x). We need to show that the value y ∈ D is the solution of the equation (4.9) in D
if and only if it is the solution of the system of inequalities (4.12) in conv(x(Nn)) = [min(x),max(x)].
If the value y ∈ D is the solution of (4.9), that is, it is the E-deviation mean of x, then, the
inequalities EE,x(min(x)) ≥ 0 ≥ EE,x(max(x)) show that y ∈ [min(x),max(x)] and it trivially satisfies
the inequalities of (4.12), that is, the vector y is the generalized E-deviation mean of x.
Conversely, assume that y ∈ [min(x),max(x)] is the generalized E-deviation mean of x, or equiva-
lently, it is the solution of the system (4.12). Then, in particular, we have
EE,x(y) · (min(x)− y) ≤ 0 and EE,x(y) · (max(x)− y) ≤ 0. (4.15)
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If y were one of the endpoints of the interval [min(x),max(x)], say y = min(x), then y < max(x),
therefore the second inequality yields that EE,x(y) ≤ 0. On the other hand, y ≤ xi for all i ∈ Nn, and,
for at least one index j ∈ Nn, we have that y < xj. Thus, for all i ∈ Nn, the inequalities Ei(xi, y) ≥ 0
and Ej(xj , y) > 0 hold. This implies that EE,x(y) > 0. The contradiction so obtained shows y is bigger
than min(x). Similarly, y is smaller than max(x). Therefore, the two inequalities in (4.15) result that
EE,x(y) is nonnegative and also nonpositive. Consequently, we must have EE,x(y) = 0, that is, y is the
E-deviation mean of x.
Theorem 4.6. Let n ∈ N, k ∈ Nn and let E ∈ E(D)
n. Then the generalized E-deviation mean
DE : Dn → D is reducible with respect to any injective function χ : Nk → Nn. Furthermore, the
χ-reduction of DE is uniquely determined, namely
D
E
χ (x) = D
Eχ(x), (x ∈ Dk).
Proof. Let x ∈ Dk be arbitrarily fixed and denote y0 := D
Eχ(x). The property (1) of generalized
deviations implies that
Ei
(
(x|χ)(y)i, y
)
=


0 if i ∈ Nn \ χ(Nk),
Ei(xj , y) if i ∈ χ(Nk) and i = χ(j).
Therefore,
EE,(x|χ)(y)(y) = E1
(
(x|χ)(y)1, y
)
+ · · ·+ En
(
(x|χ)(y)n, y
)
= Eχ1(x1, y) + · · ·+ Eχk(xk, y) = EEχ,x(y).
According to Definition 3.3, we need to show that y = y0 is the unique solution of the equation
DE
(
(x|χ)(y)
)
= y in conv(x(Nk)), that is, y = y0 is the unique solution of the system of inequalities
EE,(x|χ)(y)(y)
(
(x|χ)(y)i − y
)
= EEχ,x(y)
(
(x|χ)(y)i − y
)
≤ 0, (i ∈ Nn).
The inequalities automatically hold when i ∈ Nn \ χ(Nk) (because then (x|χ)(y)i = y), therefore the
above system of inequalities is equivalent to
EEχ,x(y)(xi − y) ≤ 0, (i ∈ Nk). (4.16)
In view of Theorem 4.4, the system of inequalities in (4.16) is uniquely solvable in conv(x(Nk)) and its
y solution equals y0 = D
Eχ(x), which was to be proved. 
In the theorem below, we construct the large class of generalized deviations in terms families of
relatively Gâteaux differentiable strictly convex functions. As a consequence of such a representation,
generalized deviation means can be viewed as the unique minimizers of certain strictly convex functions.
Given an arbitrary set S ⊆ X, a point u ∈ S is called a relative algebraic interior point of S if, for
all v ∈ S, the set {t ∈ R | tv + (1− t)u ∈ S} is a right neighborhood of 0 in R. The set S is said to be
relatively algebraically open if every point of S is its relative algebraic interior point.
A function f : S → R is called relatively Gâteaux differentiable at a relatively algebraically interior
point u of S if there exists a continuous linear functional f ′(u) ∈ S∗ such that, for all v ∈ S,
lim
t→0+
f(u+ t(v − u))− f(u)
t
= f ′(u)(v − u). (4.17)
The notion of Gâteaux differentiability with respect to a subspace of X (in our case, with respect to
the linear span of S − S), was considered in the paper [35].
We need the following auxiliary result, which is the adaptation of some well-known theorems about
convex functions to our setting (cf. the books [36] and [38].
Theorem 4.7. Let D ⊆ X be a convex set and f : D → R be a relatively Gâteaux differentiable function
on D. Then the following statements hold.
(1) D is relatively algebraically open and, for every u ∈ D, the relative Gâteaux derivative f ′(u) is
uniquely determined.
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(2) The function f is convex if and only if
f(v) ≥ f(u) + f ′(u)(v − u), (u, v ∈ D), (4.18)
and f is strictly convex if and only if this inequality is strict whenever u 6= v.
(3) The function f is convex if and only if its Gâteaux derivative f ′ is monotone, that is,
(f ′(u)− f ′(v))(u − v) ≥ 0, (u, v ∈ D), (4.19)
and f is strictly convex if and only if this inequality is strict whenever u 6= v.
(4) If S ⊆ D is a nonempty convex set and f attains its minimum at u ∈ S on the set S, then
f ′(u)(v − u) ≥ 0, (v ∈ S), (4.20)
Conversely, if f is convex and (4.20) holds for some u ∈ S, then f attains its minimum at u on the
set S.
Proof. Let u ∈ D be arbitrarily fixed. Then, because of the convexity of D, for all v ∈ D, we have
[0, 1] ⊆ {t ∈ R | tv + (1 − t)u ∈ S}, which shows that u is a relative algebraic interior point of D.
Assume that f ′(u) is not uniquely determined, that is, there exists ϕ,ψ ∈ D∗ such that, for all v ∈ D,
lim
t→0+
f(u+ t(v − u))− f(u)
t
= ϕ(v − u) = ψ(v − u). (4.21)
Then, (ϕ − ψ)(v − u) = 0 for all v ∈ D. Now, let h ∈ D −D be arbitrary. Then there exist v,w ∈ D
such that h = v − w, hence
(ϕ− ψ)(h) = (ϕ− ψ)(v − u)− (ϕ− ψ)(w − u) = 0.
Therefore, ϕ− ψ vanishes on the linear span of D −D, showing that ϕ = ψ.
To prove (2), assume that f is convex. Then, for all u, v ∈ D, the map t 7→ 1
t
(f(u+ t(v−u))− f(u))
is nondecreasing, hence
f(v)− f(u) =
f(u+ 1(v − u))− f(u)
1
≥ lim
t→0
f(u+ t(v − u))− f(u)
t
= f ′(u)(v − u),
which gives (4.18). If f is strictly convex and u 6= v, then t 7→ 1
t
(f(u + t(v − u)) − f(u)) is strictly
increasing, which results that (4.18) holds with strict inequality.
For the converse, assume (4.18), and let u, v ∈ D and t ∈ [0, 1] be arbitrary. Then, based on (4.18),
we get that
f(u) ≥ f(tu+ (1− t)v) + f ′(tu+ (1− t)v)(u − (tu+ (1− t)v))
= f(tu+ (1− t)v) + (1− t)f ′(tu+ (1− t)v)(u− v),
f(v) ≥ f(tu+ (1− t)v) + f ′(tu+ (1− t)v)(v − (tu+ (1− t)v))
= f(tu+ (1− t)v) + tf ′(tu+ (1− t)v)(v − u).
(4.22)
Multiplying the first inequality by t, the second one by (1−t), and adding up the inequalities so obtained
side by side, we get
tf(u) + (1− t)f(v) ≥ f(tu+ (1− t)v),
which proves the convexity of f . If (4.18) holds with strict inequality for u 6= v and x 6= y, then the
inequalities in (4.22) are strict for t 6∈ {0, 1}, hence we obtain the strict convexity of f .
To prove the second assertion, assume again that f is convex. Then (4.18) holds, thus, applying this
inequality twice, we obtain that
f(v) ≥ f(u) + f ′(u)(v − u) and f(u) ≥ f(v) + f ′(v)(u− v)
for all u, v ∈ D. Adding up these inequalities side by side, it results that (4.19) is valid. If f is strictly
convex and u 6= v, then (4.18) is strict, which yields that (4.19) is also strict.
Conversely, assume (4.19) and, for u, v ∈ D, define the function fu,v : [0, 1] → R by
fu,v(t) := f(tu+ (1− t)v).
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Observe that fu,v is differentiable on [0, 1], furthermore the derivative f
′
u,v :=
d
dt
fu,v is nondecreasing.
Indeed, a short calculation shows that
f ′u,v(t) = lim
τ→t
fu,v(τ)− fu,v(t)
τ − t
= f ′(tu+ (1− t)v)(u − v).
Now let t, s ∈ [0, 1] such that t 6= s. Then, due to (4.19), we have
0 ≤ (t− s)(f ′(tu+ (1− t)v)− f ′(su+ (1− s)v))(u− v) = (t− s)(f ′u,v(t)− f
′
u,v(s)),
which implies that f ′u,v is nondecreasing. We obtained that fu,v is convex for any fixed u, v ∈ D.
Finally, let u, v ∈ D and t ∈ [0, 1] be arbitrarily fixed. Then we have the following calculation:
f(tu+ (1− t)v) = fu,v(t) = fu,v(t · 1 + (1− t) · 0)
≤ tfu,v(1) + (1− t)fu,v(0) = tf(u) + (1− t)f(v),
consequently f is convex.
For the third statement, let S ⊆ D be a nonempty convex set and assume that f attains its minimum
on S at the point u ∈ S. Then, for all t ∈ [0, 1] and v ∈ S, we have that f(u+ t(v− u)) ≥ f(u). Hence,
in view of formula (4.17), we get that f ′(u)(v − u) ≥ 0 for all v ∈ S.
Now assume that f is convex and, for some u ∈ S, (4.20) holds. Then, applying (4.18) for u, v ∈ S,
we get
f(v) ≥ f(u) + f ′(u)(v − u) ≥ f(u).
This proves that f attains its minimum on S at the point u ∈ S. 
To formulate the next theorem, let F(D) denote the class of functions F : D × D → R with the
following property:
(F) for any fixed u ∈ D, the function Fu := F (u, ·) is relatively Gâteaux differentiable and strictly
convex on D, furthermore F ′u(u) = 0.
Theorem 4.8. Assume that D ⊆ X is a convex set and let F ∈ F(D). Then the function EF : D×D →
D∗, defined by
EF (u, v) = −F
′
u(v), (4.23)
is a generalized deviation. Furthermore, if n ∈ N, F ∈ F(D)n and EF = (EF1 , . . . , EFn), then, for
x ∈ Dn, the equality y = DEF (x) holds if and only if y is the unique minimizer over conv(x(Nn)) of the
function FF,x : D → R defined by
FF,x(v) := F1(x1, v) + · · ·+ Fn(xn, v). (4.24)
Conversely, if X is the real line and D is an open interval, then, for all deviations E ∈ E(D), there
exists a function F ∈ F(D) such that, for all u ∈ D,
F ′u(v) = −E(u, v), (v ∈ D) (4.25)
is satisfied.
Proof. First let F ∈ F(D) and define the function EF : D ×D → D
∗ as in (4.23). We show that EF is
a generalized deviation. It only suffices to verify the strict monotonicity of −EF in its second variable.
Let u, v, w ∈ D such that v 6= w. According to the property (F) of F , the function Fu is strictly convex
on its domain, or equivalently, based on Theorem 4.7, we have that
0 < (F ′u(v)− F
′
u(w))(v − w) = −(EF (u, v) − EF (u,w))(v − w).
Consequently, the function −EF (u, ·) is strictly monotone on D.
Now let n ∈ N, F ∈ F(D)n, EF = (EF1 , . . . , EFn) and let x ∈ D
n be arbitrarily fixed. The function
FF,x : D → R, defined in (4.24), is continuous on the convex, compact set conv(x(Nn)), thus there exists
a point y ∈ conv(x(Nn)), which minimizes FF,x on the set conv(x(Nn)). Moreover, because of the strict
convexity of FF,x, the minimizer y is unique. Thus, based on the last statement of Theorem 4.7, for all
v ∈ conv(x(Nn)), we have
0 ≤ F′F,x(y)(v − y) = −(EF1(x1, y) + · · ·+ EFn(xn, y))(v − y).
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In particular, this inequality holds also for all v ∈ {x1, . . . , xn}. Because of the uniqueness of the
generalized EF -deviation mean of x (cf. Theorem 4.4), we must have y = D
EF (x).
Conversely, if
(EF1(x1, y) + · · ·+ EFn(xn, y))(v − y) ≤ 0
for all v ∈ {x1, . . . , xn}, then this inequality is also valid for all v ∈ conv(x(Nn)). Hence, for all
v ∈ conv(x(Nn)),
F
′
F,x(y)(v − y) ≥ 0.
In view of the reversed implication in the last statement of Theorem 4.7, this implies that y is the
minimizer of the function FF,x over the set conv(x(Nn)).
Let finally X := R and D ⊆ R be an interval, furthermore let E ∈ E(D) be a deviation and define
the function F : D ×D → R by the formula
F (u, v) := −
v∫
u
E(u, t) dt, (u, v ∈ D). (4.26)
For all u ∈ D, the function t 7→ E(u, t) is continuous on D, thus, due to the Fundamental Theorem of
Calculus, Fu is continuously differentiable on D, and (4.25) holds. The strict decreasingness of E in its
second variable implies that F ′u is a strictly monotone and hence Fu is strictly convex. Obviously we
also have that F ′u(u) = −E(u, u) = 0 for all u ∈ D. 
The following result offers the construction of families of strictly convex functions in terms of two
single variable functions. We recall that the unit ball of a normed space (X, ‖·‖) is called strictly convex
if ‖x‖ = ‖y‖ = 1 and x 6= y implies that ‖tx + (1 − t)y‖ < 1 for all t ∈]0, 1[. (Observe that the strict
convexity of the unit ball does not imply that the norm is a strictly convex function, moreover, by the
positive homogeneity, any norm cannot be strictly convex.)
Proposition 4.9. Let (X, ‖ · ‖) be a normed space, assume that the unit ball is strictly convex and the
norm is Gâteaux differentiable on X \ {0}. Let further D ⊆ X be a convex set and ω : D → R+. Then
the function F : D ×D → R, defined by
F (u, v) := ω(u)‖v − u‖2, (u, v ∈ D), (4.27)
satisfies property (F).
Proof. Let u ∈ D be fixed. To show that Fu := F (u, ·) is strictly convex, let v,w ∈ D with v 6= w and
t ∈ ]0, 1[ . We distinguish two cases.
First assume that the vectors v−u and w−u are not parallel (that is, there is no t ∈ [0, 1] such that
t(v − u) = (1 − t)(w − u)). Then non of them is zero and x := v−u‖v−u‖ and y :=
w−u
‖w−u‖ are distinct unit
vectors. Therefore, by the strict convexity of the unit ball, we have that ‖sx + (1 − s)y‖ < 1 for all
s ∈ ]0, 1[ . Now, by also using the convexity of the square function, we get
Fu(tv + (1− t)w) = ω(u)‖tv + (1− t)w − u‖
2 = ω(u)‖t(v − u) + (1− t)(w − u)‖2
= ω(u)
(
t‖v − u‖+ (1− t)‖w − u‖
)2∥∥∥∥ t‖v − u‖t‖v − u‖+ (1− t)‖w − u‖x+ (1− t)‖w − u‖t‖v − u‖+ (1− t)‖w − u‖y
∥∥∥∥
2
< ω(u)
(
t‖v − u‖+ (1− t)‖w − u‖
)2
≤ ω(u)
(
t‖v − u‖2 + (1− t)‖w − u‖2
)
= tFu(v) + (1− t)Fu(w).
Secondly, assume that v − u and w − u are parallel vectors. Then, the relation v 6= w implies that
‖v−u‖ 6= ‖w−u‖. Thus, by the subadditivity and the positive homogeneity of the norm and the strict
convexity of the square function, we get
Fu(tv + (1− t)w) = ω(u)‖t(v − u) + (1− t)(w − u)‖
2 ≤ ω(u)
(
t‖v − u‖+ (1− t)‖w − u‖
)2
< ω(u)
(
t‖v − u‖2 + (1− t)‖w − u‖2
)
= tFu(v) + (1− t)Fu(w).
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To check the Gâteaux differentiability, denote p(x) := ‖x‖ and let v ∈ D \ {u} and h ∈ X. Then
F ′u(v)(h) = lim
t→0+
Fu(v + th)− Fu(v)
t
= lim
t→0+
ω(u)‖v + th− u‖2 − ω(u)‖v − u‖2
t
= ω(u) lim
t→0+
(
‖v + th− u‖+ ‖v − u‖
)p(v − u+ th)− p(v − u)
t
= 2ω(u)‖v − u‖p′(v − u)(h).
Therefore, for u 6= v, we get F ′u(v) = 2ω(u)‖v − u‖p
′(v − u).
On the other hand, for v = u, we have
F ′u(u)(h) = lim
t→0+
Fu(u+ th)− Fu(u)
t
= lim
t→0+
ω(u)‖th‖2 − ω(u)‖0‖2
t
= ω(u) lim
t→0+
t2‖h‖2
t
= 0,
which proves that F ′u(u) = 0. This completes the proof of property (F). 
Example. Let (X, 〈·, ·〉) be an inner product space over R, D ⊆ X be a nonempty convex set, and
ω : D → R+. Then, by the previous result, the function F : D ×D → R, defined by (4.27) belongs to
F(D), and for all u, v ∈ D, we have
EF (u, v)(h) = −F
′
u(v)(h) = −2ω(u)‖v − u‖p
′(v − u)(h) = 2ω(u)〈u− v, h〉, (h ∈ X). (4.28)
Now we can explicitly compute the generalized deviation mean generated by such generalized deviations.
Let n ∈ N, ω1, . . . , ωn : D → R+ and F1, . . . , Fn : D ×D → R be functions, defined as in (4.27) using
the weight functions ω1, . . . , ωn, respectively, furthermore let EF := (EF1 , . . . , EFn). Then
D
EF (x) =
ω1(x1)x1 + · · ·+ ωn(xn)xn
ω1(x1) + · · ·+ ωn(xn)
= Aω(x), (x ∈ Dn).
Indeed, for x ∈ Dn and h ∈ X, with the notation y := Aω(x) ∈ conv(x(Nn)), we have
(EF1(x1, y) + · · ·+ EFn(xn, y))(h) = 2(ω1(x1)〈x1 − y, h〉+ · · ·+ ωn(xn)〈xn − y, h〉)
= 2〈ω1(x1)x1 + · · ·+ ωn(xn)xn − (ω1(x1) + · · ·+ ωn(xn))y, h〉 = 0.
In particular, this equality holds also for h ∈ {x1, . . . , xn} − y, thus we must have y = D
EF (x).
On the other hand, by Theorem 4.8, the vector y = Aω(x) is the unique minimizer of the function
FF,x(v) := F1(x1, v) + · · ·+ Fn(xn, v) = ω1(x1)‖x1 − v‖
2 + · · ·+ ωn(xn)‖xn − v‖
2,
that is, y is the weighted least square approximant of the elements x1, . . . , xn ∈ D.
5. Reducible inequalities involving means
In this section we consider convexity properties, comparison and Hölder–Minkowski type inequalities
and establish their reducibility.
Definition 5.1. Let D ⊆ X be a nonempty convex set, n ∈ N and let M : Dn → X and N : Rn → R
be means. We say that a function f : D → R is convex with respect to the pair of means (M,N) on D
or that f is (M,N)-convex on D if
(f ◦M)(x) ≤ N(f ◦ x), (x ∈ Dn), (5.29)
that is, if
f
(
M(x1, . . . , xn)
)
≤ N
(
f(x1), . . . , f(xn)
)
, (x1, . . . , xn ∈ D).
Theorem 5.2. Let D ⊆ X be a nonempty convex set, I ⊆ R be an interval, n ∈ N, k ∈ Nn, and
let χ : Nk → Nn be an injective function. Let further M : D
n → X and N : In → R be means such
that M is χ-reducible and N is χ-continuous and uniquely χ-reducible. If a function f : D → I is
(M,N)-convex, then it is also (K,Nχ)-convex for all χ-reduction K : D
k → X of the mean M .
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Proof. Let f : D → I be an (M,N)-convex function, K : Dn → X be any χ-reduction of M and
let x ∈ Dk be arbitrarily fixed. Denote y := K(x). Then, because of the definition of y, we have
M
(
(x|χ)(y)
)
= y. Using this, the (M,N)-convexity of f , and the notation (3.5), we obtain that
f(y) = (f ◦M)
(
(x|χ)(y)
)
≤ N
(
f
(
(x|χ)(y)
))
= mf◦x,N (f(y)),
which is equivalent to the inequality
0 ≤ mf◦x,N (f(y))− f(y).
Due to the χ-continuity and to the unique χ-reducibility of N , using Lemma 3.5, it immediately follows
that f(y) ≤ Nχ(f ◦ x) holds, that is
(f ◦K)(x) ≤ Nχ(f ◦ x).
Consequently, f is (K,Nχ)-convex on its domain. 
The subsequent corollaries immediately follow from the theorem above, from Proposition 3.6 and
from Theorem 4.6.
Corollary 5.3. Let D ⊆ X be a nonempty convex set, I ⊆ R be an interval and n ∈ N. Let further
ω : D → Rn+ and E : I × I → R
n such that Ei is a deviation for all i ∈ Nn. If a function f : D → I
satisfies the n-variable inequality
f
(
A
ω(x1, . . . , xn)
)
≤ DE
(
f(x1), . . . , f(xn)
)
, (x1, . . . , xn ∈ D),
then, for all k ∈ Nn and for all injective function χ : Nk → Nn, it also satisfies the k-variable inequality
f
(
A
ωχ(x1, . . . , xk)
)
≤ DEχ
(
f(x1), . . . , f(xk)
)
, (x1, . . . , xk ∈ D).
Corollary 5.4. Let D ⊆ X be a nonempty convex set, I ⊆ R be an interval and n ∈ N. Let further
G : D ×D → (D∗)n and E : I × I → Rn such that Gi is a generalized deviation and Ei is a deviation
for all i ∈ Nn. If a function f : D → I satisfies the n-variable inequality
f
(
D
G(x1, . . . , xn)
)
≤ DE
(
f(x1), . . . , f(xn)
)
, (x1, . . . , xn ∈ D),
then, for all k ∈ Nn and for all injective function χ : Nk → Nn, it also satisfies the k-variable inequality
f
(
D
Gχ(x1, . . . , xk)
)
≤ DEχ
(
f(x1), . . . , f(xk)
)
, (x1, . . . , xk ∈ D).
Remark. Obviously, if, for all i ∈ Nn, we have ωi = 1 and Ei(u, v) := u − v for all u, v ∈ I in
Corollary 5.3, or if X is an inner product space, and, for all i ∈ Nn, we have Gi(x, y)(·) := 〈x− y, ·〉 and
Ei(u, v) := u− v for all x, y ∈ D and for all u, v ∈ I, respectively, in Corollary 5.4, then, in both cases,
we get back the reducibility of the Jensen inequality.
In particular, by applying the previous corollary to the function f(x) = x, we immediately obtain
the following consequence for the comparison of deviation means.
Corollary 5.5. Let I ⊆ R be an interval and n ∈ N. Let further G,E : I × I → Rn such that Gi and
Ei are deviations for all i ∈ Nn. If the n-variable inequality
D
G(x1, . . . , xn) ≤ D
E(x1, . . . , xn), (x1, . . . , xn ∈ D)
holds, then, for all k ∈ Nn and for all injective function χ : Nk → Nn, we also have the k-variable
inequality
D
Gχ(x1, . . . , xk) ≤ D
Eχ(x1, . . . , xk), (x1, . . . , xk ∈ D).
The following result establishes the reducibility of an abstract Hölder–Minkowski type inequality.
Theorem 5.6. Let X1, . . . ,Xℓ be real Hausdorff topological linear spaces, let D1 ⊆ X1, . . . ,Dℓ ⊆ Xℓ
be nonempty convex sets and I ⊆ R be an interval. Let n ∈ N, k ∈ Nn, and let χ : Nk → Nn be an
injective function. Let N1 : D
n
1 → X1, . . . , Nℓ : D
n
ℓ → Xℓ be χ-reducible means and let M : I
n → R be a
χ-continuous, uniquely χ-reducible mean. If a function f : D1 × · · · ×Dℓ → I satisfies the n · ℓ-variable
inequality
M
(
f(x1, . . . , xℓ)
)
≤ f
(
N1(x
1), . . . , Nℓ(x
ℓ)
)
, (x1 ∈ Dn1 , . . . , x
ℓ ∈ Dnℓ ), (5.30)
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then, for any χ-reductions K1 : D
k
1 → X1, . . . ,Kℓ : D
k
ℓ → Xℓ of N1, . . . , Nℓ, respectively, it also fulfills
the k · ℓ-variable inequality
Mχ
(
f(x1, . . . , xℓ)
)
≤ f
(
K1(x
1), . . . ,Kℓ(x
ℓ)
)
, (x1 ∈ Dk1 , . . . , x
ℓ ∈ Dkℓ ), (5.31)
where, for m ∈ N and x1 ∈ Dm1 , . . . , x
ℓ ∈ Dmℓ , we denote
f(x1, . . . , xℓ) := (f(x11, . . . , x
ℓ
1), . . . , f(x
1
m, . . . , x
ℓ
m)).
Proof. Let x1 ∈ Dk1 , . . . , x
ℓ ∈ Dkℓ be arbitrarily fixed, K1 : D
k
1 → X1, . . . ,Kℓ : D
k
ℓ → Xℓ be any χ-
reduction ofN1, . . . , Nℓ, respectively, denote u1 := K1(x
1), . . . , uℓ := Kℓ(x
ℓ), finally let u := (u1, . . . , uℓ).
Using inequality (5.30), we get
M
(
(f(x1, . . . , xℓ)|χ)(f(u))
)
≤ f
(
N1((x
1|χ)(u1)), . . . , Nℓ((x
ℓ|χ)(uℓ))
)
= f
(
K1(x
1), . . . ,Kℓ(x
ℓ)
)
= f(u),
that is, the inequality
mf(x1,...,xℓ),M (f(u))− f(u) = M
(
(f(x1, . . . , xℓ)|χ)(f(u))
)
− f(u) ≤ 0
holds. The mean M is χ-continuous and uniquely χ-reducible, thus, using Lemma 3.5 for the vector
x := f(x1, . . . , xℓ) and for y := f(u), we obtain that
Mχ
(
f(x1, . . . , xℓ)
)
≤ f(u) = f
(
K1(x
1), . . . ,Kℓ(x
ℓ)
)
,
which finishes the proof. 
To derive various consequences of Theorem 5.6, one can specialize the means M and N1, . . . , Nℓ by
letting them equal to a weighted arithmetic mean or to a generalized deviation mean. Then the two
choices f(x1, . . . , xℓ) := x1 + · · · + xℓ and f(x1, . . . , xℓ) := x1 · · · xℓ yield inequalities of Minkowski and
of Hölder type, respectively.
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