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Finite Locally Generalized Quadrangles with Affine Planes 
HANS CUYPERS 
We classify all finite connected partial linear spaces containing a set ~4 of subspaces 
isomorphic to an affine plane, such that the lines and affine planes in JB on a fixed but arbitrary 
point form a generalized quadrangle. It appears that these spaces are standard quotients of 
affine polar spaces of rank 3. 
1. INTRODUCTION 
Let Y be a non-degenerate polar space of rank at least 3 and suppose that Y;, is a 
geometric hyperplane of Y, i.e. a proper subspace of 9’ with the property that every 
line of 9’ meets ,I!?~ non-trivially. Then the geometry r = I’(Y, yb) consisting of the 
points and lines of Y that are not in Y;, and in which incidence is inherited from 9’ is 
called an afine polar space, see [2]. Let G be a subgroup of Aut(Y) that fixes Y& then 
G is also a subgroup of Aut(I’) and we can consider the quotient geometry T/G. In 
[lo] it has been shown that the incidence system of points and lines of this quotient 
geometry r/G is a partial linear space iff G fixes 5& pointwise. In that case G is called 
a standard subgroup of Aut(Y) and T/G is called a standard quotient of r. 
In [6] the following characterization of standard quotients of affine polar spaces of 
rank at least 4 is given. (The rank of an affine polar space r = QY, YO) equals the rank 
of the polar space Y.) Here we use the notation and definitions of [6]. 
THEOREM 1.1 ([6]). Let r = (9, 2, ,pP) be a connected geometry consisting of 
non-empty sets 9 of points, 2 of lines, and d of planes such that the following hold: 
(i) The incidence system (9, 2) is a partial linear space. 
(ii) The points and lines incident with any plane form an afine plane. 
(iii) Let n be a plane and 1 a line meeting JC in a point x: then 1 is coplanar with one or 
all lines of n on x. 
(iv) There exl;rts a plane and a point not in thar plane such thar the point is coplanar with 
all the lines of the plane. 
(v) Zf x is a point and 1 a line of r that contains x, then there is a line on x that is not 
coplanar with 1. 
Then Tis a standard quotient of an aflne polar space of rank at least 4. 
The aim of this paper is to extend the above result in such a way that we also obtain 
a characterization of the standard quotients of rank 3 affine polar spaces. Unfortun- 
ately, we are only able to achieve such a result in the finite case, i.e. the case that there 
are only finitely many points. Here we prove the following result. 
THEOREM 1.2. Let I’ = (9, Z’, ~4) be a finite connected geometry consisting of 
non-empty sets GP of points, 6p of lines, and SB of planes such that the following hold: 
(i) The incidence system (9, .Z) is a partial linear space. 
(ii) The points and lines incident with any plane form an afine plane. 
(iii) Let n be a plane and 1 a line meeting Ed in a point x: then there is a unique line in 3t 
on x that is coplanar with 1. 
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(iv) If x ti a point and I a fine on x in r, then there is a line through x that is not 
copolanar to 1. 
Then I’is a standard quotient of some finite afine polar space of rank 3. 
Let r be a geometry as in the hypothesis of the above theorem. As is shown in [6], 
we can define an equivalence relation on the point set of Tin the following way. Let x 
and y be points of r: then we define x * y iff x = y or 6(x, y) = 3, where 6 denotes the 
graph distance in the collinearity graph of r, i.e. the graph with vertex set 9, and the 
edges of which are the pairs of different but collinear points. The geometry ris called 
irreducible iff all *-equivalence classes have size 1. If r is not irreducible then it follows 
from the results of [6] that r/+ is a geometry that also satisfies the hypothesis of the 
above theorem but is irreducible. This makes it possible to restrict our attention to 
irreducible geometries. In fact, Theorem 1.2 is a direct consequence of the following 
result as has been proved in [6, 2.101. For, every geometry occurring in the conclusion 
of the result below is a standard quotient of an affine polar space, and as affine polar 
spaces are their own universal covers, see [9], Theorem 1.2 follows immediately. 
THEOREM 1.3. Let r = (9, -rP, a) b e a finite irreducible connected geometry 
satisfring the conditions of Theorem 1.2. Then r is isomorphic to one of the following 
geometries: N+O(S, q), NO*(6, q), N-0(7, q), A0+(4, q), AO(5, q), AO*(6, q), 
NW, q), W6, q), AU(4, q), AUP, q) or ASp(4,q). 
For a description of these spaces the reader is referred to Section 2. 
Special cases of the results presented in this paper can be found in [2-5, 9, 111. 
Finally, we notice that the geometries satisfying the hypothesis of Theorem 1.2 are 
precisely the finite residually connected geometries with Buekenhout diagram 
M 
. l 
satisfying the intersection property (see [6]). 
In the proof of the above results we make use of various characterizations of the 
classical generalized quadrangles presented in [8]. Our methods rely heavily on those 
characterizations and therefore on the finiteness condition in the statement of the 
results. 
As for the organisation of this paper, in Section 2 we briefly discuss the examples 
arising in the above results. Sections 3 and 4 contain some definitions and pre- 
liminaries. In particular, we recall the main result of Section 4 of [6], where it is shown 
that an irreducible geometry r satisfying the conditions of Theorem 1.2 can be realized 
in some (possibly degenerate) polar space. In Section 5 we study the local structure of 
r. Finally, the proofs of Theorems 1.3 and 1.2 are given in Sections 6 and 7. 
2. THE EXAMPLES 
In this section we briefly discuss the geometries appearing in the theorems of this 
paper. Definitions of the various bilinear and quadratic forms used in this paper can be 
found in Dieudonne [7]. 
2.1. ASp(2n, q) from Sp(2n, q). 
Let V be a 2n-dimensional GF(q)-vector space equipped with some non-degenerate 
symplectic form f. Then Sp(2n, q) denotes the polar space consisting of the singular l- 
resp. 2-dimensional subspaces of V. By ASp(2n, q) we denote the geometry the points 
of which are the vectors of V and the lines and planes of which are the singular l- resp. 
Locally generalized quadrangles 441 
2-dimensional subspaces of V and all cosets of these subspaces. incidence is 
symmetrized inclusion. (Here singular means, of course, singular with respect to the 
symplectic form f.) 
2.2. AU(n, q) and JVU(n, q) from U(n, q). 
Suppose that V is an n-dimensional vector space over the field with q2 elements and 
h is a non-degenerate Hermitian form defined on V. Then by U(n, q) we denote the 
polar space with as points the singular l-spaces and as lines the singular 2-spaces of V. 
The geometry NU(n, q) is the geometry with as points the non-singular l-spaces of V 
and as lines the 2-dimensional subspaces of V that are tangent to the hermitian variety 
defined by h. The planes of NU(n, q) are the 3-dimensional subspaces of V tangent to 
the variety. Finally, by AU(n, q) we denote the geometry with as points the vectors of 
V and as lines and planes the cosets of the singular l- resp. 2-spaces of V. In all cases 
incidence is symmetrized inclusion. 
2.3. AO(2n + 1, q) and N’O(2n + 1, q) from O(2n + 1, q), where s E {+* -) and q 
is odd. 
Let V be a 2n + l-dimensional GF(q)-vector space equipped with a non-degenerate 
orthogonal form Q. Then O(2n + 1, q) denotes the polar space defined by Q and 
N’O(2n + 1, q) denotes the geometry the points of which are the l-spaces (x) such 
that Q(x) = cl, and the lines and planes of which are the 2- resp. 3-dimensional 
subspaces of V that are tangent to the quadric and contain points of the geometry. 
Again, incidence is symmetrized inclusion. By AO(2n + 1, q) we denote the geometry 
with as points the vectors of V and as lines and planes the singular l- resp. 2-spaces and 
their cosets. As before, incidence is symmetrized inclusion. 
2.4. A0’(2n, q) and NO”(2n, q) from 0’(2n, q), where E E {+, -}. 
Now suppose that V is a 2n-dimensional vector space over GF(q) and Q is a 
non-degenerate quadratic form on V of hyperbolic (+) or of elliptic (-) type. As 
before, 0’(2n, q) denotes the corresponding polar space, N0”(2n, q) denotes the 
geometry the points of which are the l-spaces (x) with Q(x) = 1, and the lines and 
planes of which are the 2- resp. 3-spaces tangent to the quadric defined by Q that 
contain points and, finally, A0”(2n, q) denotes the geometry with as points the vectors 
of V and as lines and planes the singular l- resp. 2-spaces and their cosets of V, with 
incidence being symmetrized inclusion. 
2.5. AO(2n + 1, q) and N”O(2n + 1, q) from O(2n + 1, q), where E E {+, -} and q 
is even. 
Again, let V be a GF(q)-vector space of dimension 2n + 1 and Q a non-degenerate 
quadratic form on V. As before O(2n + 1, q) denotes the polar space related to Q and 
AO(2n + 1, q) is the space the points of which are the vectors of V and the lines of 
which are the cosets of the singular l-spaces of V. To define N”O(2n + 1, q) we have to 
proceed a little differently compared to in the previous cases. The points of this space 
are the 2n-dimensional subspaces of V on which Q induces a non-degenerate form of 
elliptic (-) or hyperbolic (+) type. The lines are the (2n - 1)-dimensional spaces on 
which Q induces a form with a l-dimensional radical. As planes we have the 
(2n - 2)-dimensional subspaces with a 2-dimensional radical. In all cases incidence is 
symmetrized inclusion. 
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The spaces A0*(2n, q), AO(2n + 1, q) and N*0(2n + 1, 2”‘) are in fact isomorphic 
to affine polar spaces. The other spaces that are not affine polar spaces are (for n large 
enough) non-trivial standard quotients of affine polar spaces, as is shown in (61. 
3. THE EMBEDDING IN THE POLAR SPACE AT INFINITY 
In this section we recall some results from [6] needed in the proof of our main 
theorems. (For a proof of these results and unexplained notation, the reader is referred 
to [2,6].) In order to do so, we need the following definitions and notation. Let 
r = (9, 9, Sa) be a connected geometry consisting of non-empty sets 9 of points, 9 of 
lines, and & of planes together with an incidence relation. Then two points (or point 
and line or two lines) are called collinear (resp. coplanar) iff there is a line (resp. 
plane) incident with both of them. If x and y are two points, then by x I y we denote 
that x and y are equal or collinear. Furthermore, if X is a subset of points of r, then by 
X’ we denote the set {y E 9 1 y I x for all x E X}. We often write .xL instead of {x}’ 
for a point x of r. 
Let r be a geometry satisfying the conditions of Theorem 1.2. Suppose that 1 is a line 
of r. Following [2,6], we define 
Two lines 1 and M are called parallel iff A(1) = A(m). Parallelism defines an equivalence 
relation on Z’. As follows from [2,6], this relation is just the transitive extension of the 
relation of being parallel in some plane of r. The equivalence class of a line 1 is 
denoted by [I], and will be called the parallel class of 1. On the set of parallel classes we 
can define another relation = in the following way. Let 1 and m be two lines of r: then 
[1] = [m] iff A(1) fl A(m) = 0. This defines an equivalence relation on the set 
P, := {[I] 1 I is a line of r} (see [2,6]). N ow let L, be the set of all sets {[I] 11 is a line of 
Ed}, where n runs through the set of planes & of r; and let L, be the set of sets 
{CQ} U X, where X runs through the set of =-equivalence classes of size at least 2; and 
consider the following geometry n = (P, L), where P = P, and L = L, if all =- 
equivalence classes have size 1 and P = PI U {m} and L = L, U L2 otherwise. The 
following result is the main result of Section 4 of [6], which is in fact a generalization of 
part of 4.1 of [2]. 
THEOREM 3.1. The space II = (P, L) is a polar space. 
This polar space 17is called the polar space at infinity of r. It is degenerate iff one of 
the =-equivalence classes has size at least 2. Then the radical of the space is equal to 
{co}. Let x be a point of r and let H, be the subspace of n consisting of the set of 
points [I] of Z7, where 1 is a line of r through x. This is a non-degenerate geometric 
hyperplane of 17 that is isomorphic to Res(x). For two points x and y of r, we have 
that H, = H,, iff x =y or 6(x, y) = 3, where 6 denotes the graph distance in the 
collinearity graph of r. Let 1 be a line of r and let J, be the set {Hx 1 x E l}. For each 
plane Ed of r we define K, to be the union of all sets J,, where 1 is a line incident with 
z Then let r = (2, 9, X) be the geometry consisting of the sets % = {Hx 1 x E 9}, 
f={JI(l~Z} and.YZ={K,) n E a}, where incidence is symmetrized inclusion. Now 
r is a quotient geometry of r that still satisfies the hypothesis of 1.2. Furthermore, it is 
an irreducible geometry, where irreducible means that there are no points at mutual 
distance 3 in the collinearity graph of r. 
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4. PRELIMINARIES 
Let r be a geometry satisfying the conditions of Theorem 1.3. Suppose that x is a 
point of r. Then Res(x) is the geometry of lines, and planes of r that contain x, a line 
and a plane through x are called incident iff they are incident in r. The lines and planes 
of r that contain x are often called the ‘points’ resp. ‘lines’ of Res(x), just as subspaces 
of Res(x) are usually referred to as ‘subspaces’. 
PROPOSITION 4.1. For each point x of r the space Res(x) is a generalized quadrangle. 
Moreover, there arefied integers s and t such that every space Res(x) has order (s, t). 
PROOF. As follows from [6], the space Res(x) is a non-degenerate polar space, and 
by condition (ii) of 1.2 it has rank 2 and is a generalized quadrangle. Fix a point x of r 
and an affine plane K on x. Then, as all other lines on x are coplanar with some line of 
K, they all have the same number of points. Thus in the generalized quadrangle Res(x) 
all ‘lines’ contain s + 1 ‘points’ for some integer s 2 2. But then Res(x) has parameters 
(s, t) for some integers s and t. 
If y is a point of r collinear to x, then the line through x and y is in exactly t + 1 
affine planes of order s of r. So, Res(y) has also order (s, t) and by connectedness of r 
this proves the proposition. q 
Fix a point x of r and let 1 be a line such that x $ A([). Define B(x, [I]) to be the 
‘subspace’ of Res(x) consisting of all lines through x that do not meet A(I). As is shown 
in [2], this is a geometric ‘hyperplane’ of Res(x). By [6,4.10] we have the following. 
LEMMA 4.2. The polar space II at infinity is degenerate iff B(x, [I]) is degenerate. 
Now let y be a point of r that is not collinear with x. Following [6] we define B(x, y) 
to be the ‘subspace’ of Res(x) consisting of all lines through x that contain no point 
collinear to y. This is also a geometric ‘hyperplane’ of Res(x) and since Tis irreducible 
it is non-degenerate, (see [6,5.3]). By [8] we have the following. 
LEMMA 4.3. If x and y are two non-collinear points of r, then B(x, y) is an ‘ovoid’ 
or a ‘subquadrangle’ of Res(x). 
Let x be a point and 1 a line of r. It follows from [9] that there is a fixed integer y, 
called the connection index of r, such that either x is in A(l) or x is collinear with 
exactly y points on the line 1. If y 2 2 then the y lines through x that meet 1 are ‘points’ 
of a unique hyperbolic ‘line’ of Res(x) that we denote by h,, (see [6]). (A hyperbolic 
‘line’ is the set (1, m}“, where 1 and m are ‘points’ of Res(x) that are not coplanar in 
r.) Furthermore h: is contained in both B(x, [I]) and in B(x, y) for all points y that 
are in I&‘. 
LEMMA 4.4. Let H be a geometric hyperplane of a non-degenerate polar space Y of 
rank at least 2 and suppose that h b a hyperbolic line of Y not contained in H but with 
h ’ G H. Then one of the following holds: 
(i) h meetS H in a unique point which is in the radical of G; 
(ii) h does not meet H, and H is non-degenerate. 
PROOF. Suppose that the hyperbolic line h meets H in a point p. Let m be a line on 
p. If q E h\{p}, then q is collinear to some point r on m different from p. But then 
r E hl G H and m is contained in H. This shows that pl G H and hence pl = H. 
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Now assume that H is degenerate and let p be a point in the radical of H. Then 
pEH’Ghl’= h. This proves the lemma. r- 
If a geometric hyperplane of a polar space has a non-trivial radical, then the points in 
this radical are called the deep points of the hyperplane. 
PROPOSITION 4.5. Suppose that the connection index of r is at least 2. Let 1 be a line 
of r and x a point not in A(l). Then either the hyperbolic ‘line’ hl in Res(x) consists of 
the ‘points’ of Res(x) that meet 1 and the polar space I7 at infinity of r is non-degenerate, 
or this hyperbolic ‘line’ consists of all the ‘points’ in Res(x) meeting I together with a 
unique ‘point’ being the deep ‘point’ of B(x, [I]), and l7is degenerate. 
PROOF. Let m be a line on x that is on the hyperbolic ‘line’ h,. Suppose that m does 
not meet 1 and is not the deep ‘point’ of B(x, [l]). Then m meets A(l) in a point y. Let 
1, be the unique line in [I] that contains y. Then hi c B(x, [l]). Now let it be a plane on 
m. Then there is a unique line in n that is in B(x, [I]). But this line is also the unique 
line in n through x that is in h: and in h,t which implies that hl = hly: a contradiction 
with Lemmas 4.6 and 5.4 of [6]. This proves the proposition. cl 
The above lemma implies that all hyperbolic ‘lines’ of the generalized quadrangles 
Res(x), x E 9, have the same cardinality, h + 1 say, where h = y if the polar space flis 
degenerate and h = y - 1 if 17 is non-degenerate. For irreducible r, the tuple 
(s, t, h, y) is called the parameter set of r. 
5. THE LOCAL STRUCKIRE 
In this section we determine the local structure of geometries satisfying the 
conditions of Theorem 1.3. Although we do not obtain a complete classification of the 
spaces Res(x), we derive enough properties of those generalized quadrangles to finish 
the proof of the main results of this paper in the subsequent sections. 
PROPOSITION 5.1. Let r be a geometry satisfying the conditions of Theorem 1.3 and 
with parameter set (s, t, h, y). If h < t and 2 s y 6 s - 1, then for all points x and y of r 
we have Res(x) = Res(y). Moreover, Res(x) is isomorphic to one of the following 
generalized quadrangles: 0(5, s) with s odd, O-(6, s) or U(5, I&). 
PROOF. Let x be a point of r and suppose that 1, m and n are three different lines 
on x pairwise not coplanar. Therefore they are 3 pair-wise non-collinear ‘points’ of 
Res(x). Suppose furthermore that 1 is not collinear with any ‘point’ of the hyperbolic 
‘line’ H through m and n, but is collinear with some ‘point’ in {n, m}‘. Since the 
connection index y is at least 2 there is a line k not through x that intersects m and n 
non-trivially. So H = hk. By Lemma 4.9 of [6], we either find that 1 rl A(k) = 0 and 
thus 1 E B(x, [k]) or 1 n A(k) # 0 and then also k f~ A(l) # 0. First assume that 
1 E B(x, [k]). Since I’ II hk = 0 we have by Proposition 4.5, that B(x, [k]) is non- 
degenerate. Furthermore, {n, m}l and 1 are contained in B(x, [k]), and hence it has to 
be a ‘subquadrangle’ of Res(x). Now suppose that I rl A(k) #0: then also k n A(l) # 
0 and there is a point y on k rl A(Z). Then 1 and {n, m}l are contained in B(x, y), 
which has to be a ‘subquadrangle’ of Res(x). 
In any case, this show us that Res(x) satisfies the conditions of Theorem 5.6.6 of [8], 
which proves the second part of the proposition. But then the first part is 
straightforward. 0 
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Now assume that ris a geometry satisfying the conditions of 1.3, and with parameter 
set (s, t, h, 7) such that h is equal to t and 1< y <s. 
LEMMA 5.2. Let x and y be two non-collinear points of IY Then B(x, y) is an ‘ovoid’ 
of Res(x) that is closed under I I ; i.e. if p and q are two ‘points’ of B(x, y), then 
{P+ qY = B(x, Y ). 
PROOF. If x and y are two non-collinear points of r then, since r is irreducible, the 
space B(x, y) is non-degenerate. Hence it is either a ‘subquadrangle’ or an ‘ovoid’ of 
Res(x). Let 1 be a line through y that is not in B(y, x). Then 1 determines a unique 
hyperbolic ‘line’ in Res(x) containing the lines through x that intersect 1. Denote this 
hyperbolic ‘line’ by h,. Then h: c B(x, y) and hl n B(x, y) = 0. Let p and q be two 
‘points’ in Res(x) fl hf. If there is a ‘line’ in B(x, y), then there is a ‘line’ through p 
that is in B(x, y). That line would contain a ‘point’ r collinear with q. But as h = t we 
have {p, q}l = h,. So r E h, n B(x, y) = 0--a contradiction. Thus B(x, y) is an ‘ovoid’. 
To prove the second part of the lemma it suffices to show that for each pair of 
‘points’ p, q in B(x, y) there is a line 1 of r through y such that p and 4 are contained in 
hf. For, this implies that {p, q}l’ = hi G B(x, y). So, let p and q be two ‘points’ in 
B(x, y) and let m be a ‘point’ collinear with both of them. Then there is a line through 
y that intersects m. Let 1 be that line. Then {p, q} E hf. For, let n be a line through x 
different from m that intersects 1. Then n is a ‘point’ of Res(x) and it is collinear with a 
‘point’ of the ‘line’ through m and p and with a ‘point’ of the ‘line’ through m and q. 
Furthermore, h: is contained in B(x, y) which contains no ‘lines’. Hence n has to be 
collinear with both p and q, for otherwise there is ‘line’ in B(x, y). This proves the 
lemma. cl 
LEMMA 5.3. Let x be a point of rand 1 a line such that x #A(l). Then B(x, [I]) is 
either a I ~-closed ‘ovoid’ of Res(x) or it is degenerate. 
PROOF. Suppose that B(x, [I]) is non-degenerate. Then it is either a ‘sub- 
quadrangle’ of order (s, t’), for some integer t’, or an ‘ovoid’ of Res(x). Let h, be the 
hyperbolic ‘line’ of Res(x) that consists of all the lines through x that meet 1. Then h: 
is contained in B(x, [1]), and for any two different ‘points’ of that set all t + 1 = y 
common neighbours are the y ‘points’ of hf. Hence B(x, [1]) is an ovoid and consists of 
1 +sl ‘points’. But then there are s(l +st)/y =s(l +st)/(l + r) lines in [I], each 
determining a different hyperbolic ‘line’ of Res(x) in B(x, [I]). (The line 1’ E [I] 
determines the hyperbolic ‘line’ h,S in B(x, [l]).) Th e number of these hyperbolic ‘lines’ 
in B(x, [1]) is at most [(l +st)(st)]/[(t + l)t], and equality implies that B(x, [1]) is 
-L I-closed. This proves the lemma. 0 
Let Z be the space the points of which are the ‘points’ of Res(x) and the lines of 
which are the ‘lines’ and hyperbolic ‘lines’ of Res(x). Then 2 is a linear space. 
LEMMA 5.4. Every three ‘points’ of 2 are contained in a proper ‘subspace’ of 2. 
PROOF. Let p, q and r be three different ‘points’ of 2. If there is a ‘point’ (Y in 2 
that is collinear in Res(x) to p, q and r, then these three ‘points’ are contained in the 
proper ‘subspace’ of 2 consisting of a? in Res(x). So we can assume that such a ‘point’ 
does not exist. Let p’ and q’ be two ‘points’ of 2 that are collinear in Res(x) to both p 
and q. Then there is a line 1 E 6p not through x that intersects both p’ and q’, and p 
and q are in B(x, [I]). If r is not in B(x, [1]), then 1 contains a point y of A(r) which is 
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not collinear to x, and p, q and r are in B(x, y), which defines a proper ‘subspace’ of 2‘ 
(see Lemma 5.2). So assume r E B(x, [I]). By Lemma 5.3 and the above, this is the 
‘point’ set of a proper ‘subspace’ of 2. This proves the lemma. ä ! 
From Lemma 5.4 it follows that Res(x) satisfies the conditions (i) and (ii)’ of Section 
5.4 of [8]. By the results of 5.4 of [8] we have the following. 
PROPOSITION 5.5. The generalized quadrangle Res(x) has order (s, 6) and has the 
following properties : 
(i) Let y and .z be two points of Z that are not collinear with x. Then B(x, y) intersects 
B(x, z) in 1 or G+ 1 ‘points’. 
(ii) Each hyperbolic ‘line’ of Res(x) is in s - fi ‘avoids’ of the form B(x, y). 
(iii) Each ‘point’ of Res(x) rS contained in s(s - fi) ‘ovoids’ of the form B(x, y). 
In the last proposition of this section we cover the case in which y = s. 
PROPOSITION 5.6. If y = s, then for all points x and y of Z we have that 
Res(x) = Res(y). Moreover, either Res(x) Is isomorphic to Sp(4, s) and h = y or to 
0+(4,2), O(5, 2) or O-(6, 2) and h + 1 = y = 2. 
PROOF. If h = y = s, then by 5.2.1 of [8] we find that for all points x of r we have 
Res(x) -Sp(4, s). So let us assume that h + 1 = s. Then, by 1.4.2 of [8], we have 
th c s*, so t = s or t = s f 1 or h = 1. But h also divides s*t, i.e. the number of ‘points’ 
non-collinear to a fixed ‘point’ in Res(x). Hence t = s f 1 or h = 1. If h = 1 then it is 
easy to check that the proposition holds (see [8]). So assume that t = s f 1. Then 
s + t = 2s f 1 divides st(s + l)(t + 1) = s*(s* - l), and again we find that s = 2. This 
proves the proposition. 0 
6. THE NON-DEGENERATE CASE 
In this section we finish the proof of Theorem 1.3 in the case that the polar space L? 
at infinity as defined in Section 3 is non-degenerate. So, for the rest of this section we 
assume that ris a geometry, as in the hypothesis of 1.3, and that the associated polar 
space 17 at infinity is non-degenerate. The last assumption is equivalent to assuming y 
to be equal to h + 1, where y and h are parameters of r (see Proposition 4.5). 
THEOREM 6.1. Let Z be an irreducible geometry satisfying the hypothesis of Theorem 
1.3 and with parameters (s, t, h, y). If y = 1 + h and 2 6 y c s, then T is isomorphic to 
one of the following: NU(6, fi), NU(5, fi), N-0(7, s), N0*(6, s) or N+0(5, s). 
First we consider the case in which the polar space at infinity has rank at least 3. 
PROPOSITION 6.2. Zf Z7 is non-degenerate and has rank at least 3, then it is isomorphic 
to 0+(6, s), 0(7, s) or U(6, fi), and Z is isomorphic to N0+(6, s) N-0(7, s) or 
NU(6,G). 
PROOF. If 17 is non-degenerate and of rank 3, then it is known by the results of 
Tits [12] and Veldkamp [13]. But then it is straightforward to check that nand rare as 
stated. q 
Therefore, for the rest of this section we can and do assume that 17 is a generalized 
quadrangle. First assume that h < t. 
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LEMMA 6.3. Let x be a point of r Then Res(x) is isomorphic to 0(5, s) and L? has 
parameters (s, s’), with s odd. 
PROOF. This is a consequence of 5.1, 5.6 and 2.2.2 of [8]. q 
As we already noticed, points of rcan be identified with some hyperplanes of II. So 
if x is a point of r, then we can identify x with a subquadrangle of n that will be 
denoted by Qx. These subquadrangles will be called quads. In the present situation all 
quads are isomorphic to O(5, s). Furthermore every line 1 of r determines a unique 
point [I] of n. The connection index is equal to 2, and by 2.2.2 of [8] I7 has parameters 
(& s2). 
LEMMA 6.4. Let 1 be a line of II Then every point of IT that is not collinear to [I] is in 
a unique quad Q.r, where x E 1. 
PROOF. There are s quads of the form Q,., where x is a point of the line 1. These 
quads all intersect in [/I1 fl Q, f or any point x of 1. Hence every point p of II that is not 
collinear with [I] is in at most one quad of the form Q,. Every Q, contains s3 points 
that are non-collinear with [I], and thus every point p of the s4 points of II that are 
non-collinear with [I] is in precisely one quad Ql. 0 
Let p, q and r be 3 distinct, pairwise non-collinear points of n. Then the triple 
{p, q, r} is called 3-regular iff there are exactly s + 1 points in 17 collinear with all the 
points that are collinear with the 3 points p, q and r, i.e. I{ p, q, r} llj = s + 1. 
LEMMA 6.5. Suppose that p, q and r are distinct pairwise non-collinear points in II. 
Then {p, q, r} is 3-regular. 
PROOF. First assume that there is a quad Qx that contains the points p, q and r. Let 
a and b be two distinct non-collinear points in Q, that are in {p, q, r} I, and let c be a 
point of knot in Q, that is in {p, q, r}‘. (Notice that these points exist by 1.3 of [S].) 
Let 1, be a line of r on x such that [In] = (Y for (Y E {a, b}. Then, clearly, a and c are 
not collinear, and by Lemma 6.4 there is a quad QY, y E I, that contains c and 
intersects Q, in a’ n Q,. Let 1 be the line of r through y, different from I,,, that 
intersects f,, in some point z. Now consider the point [f] of n. Then Q, fl Q, fl QL = 
(Q,na’)n Q, = (QX n bl) n Q,, = (Q, n [lli) rI Q, = ai n bl n Qx. Hence 
{p, q, r} G Q, n {[I], c}l. But this implies that c = [1] for, in the quad QZ, which is 
isomorphic to 0(5, q), there are precisely two points in {p, q, r}l. As c was arbitrary, 
this proves that {p, q, r}” = Q, fl al fl b’, which is of size s + 1. 
Now suppose there is no quad that contains p, q and r. Let Q, be a quad containing 
p and q. So assume that r $ Q,. If there exists a point a E Q, n p’ rl q1 that is not 
collinear to r then, by Lemma 6.4, there is a unique quad QY that contains r and 
intersects Q, in a’ fl Qx. So we can assume that r is collinear to all points in 
pLnq’nQx. This implies that {p,q,r}‘~p~nq’flQ,, and since both sets have 
cardinality s + 1 we have {p, q, r}’ =p’ n q1 fl Q, (see [S, 1.2.41). Let a, b and c be 
three points in Q, collinear to both p and q. Then, by the above, we have 
{a, b, c}” = {p, q, r}l, so {p, q, r}ll= {a, b, c}~~~ = {a, b, c}’ and has size s + 1. 
This proves the lemma. 0 
PROPOSITION 6.6. The generalized quadrangle IZ is isomorphic to O-(6, s) and r is 
isomorphic to NO-(6, s). 
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PROOF. By Lemma 6.5 all triples of pairwise non-collinear points of II are 
3-regular. So, by 5.3.2 of [8], we have that I7 is isomorphic to O-(6, s). But then it is 
straightforward to prove that r is isomorphic to NO-(6, s). u 
The above proposition finishes the case in which h < t; so from now on assume that 
h = t > 1. By Proposition 5.5 we know that the residue of a point of r is a generalized 
quadrangle of order (s, 6). Furthermore, if x and y are two non-collinear points, then 
B(x, y) is an ‘ovoid’. 
LEMMA 6.7. The collinearity graph of r is a strongly regular graphs with parameters 
(k, 4 P), where 
k = (s - l)(l + s)(l + sfi); 
A = s - 2 + (s - l)s(l + ti) + (y - l)(sV& 
p = ys(1 + sfi). 
PROOF. The proof is straightforward. 0 
COROLLARY 6.8. 
order (s, sfi). 
The polar space II at infinity of r is a generalized quadrangle of 
PROOF. The polar space IZ is non-denenerate iff y = h + 1. So assume that 
y=h+l=$+ 1. By Lemma 6.7 there are v = 1 + k + k(k - A. - 1)/p points in r. So 
there are u(s + l)(sG+ 1)/s lines in r. Furthermore, every equivalence class [I], 
where 1 is a line in r, consists of (s)(& + 1)/y lines, as follows from the fact that for 
each x not in A(1) the space B(x, [1]) is an ovoid of Res(x) and each line in [1] meets 
exactly y lines of Res(x)\B(x, [I]). But then there are u(s + l)y/s* points in II. 
Clear1 , 17 is not of rank at least 3, so it has to be a generalized quadrangle of order 
(s, SJ). 0 
LEMMA 6.9. Let [I] be a point of II, where 1 is a line of II For every point p of IZ that 
is not collinear to [I] there is a unique point x of r on 1 such that p E Q,. 
PROOF. Compare with the proof of Lemma 6.4. cl 
Let p and q be two non-collinear points of II. By the above lemma there is a point x 
of I’such that the quad Q, contains both p and q. Now let u and w be two points in Q, 
that are both collinear to p and q, and let 1, resp. 1, be lines of r on x such that 
[la] = a; for LY = u, w. Again by the above lemma, every point of I7 that is collinear to 
both p and q is in a unique quad Q,,, where y is a point of 1, and in a unique quad Q,, 
where z is a point on 1,. So the points of I7 that are in pl rl q’ are the points of the 
form [l], where 1 is one of the following lines: a line through x that is in the hyperbolic 
‘line’ of Res(n) containing 1, and 1,; or a line not through x that intersects at least 2 of 
the lines that form the above hyperbolic ‘line’ (and thus intersects all of these lines). 
Now suppose that m is a line of r through x that is coplanar with both 1, and I,, and let 
1 be a line that meets both 1, and 1, in points different from x. Then 1 is coplanar with 
some line in the affine plane containing m and 1, resp. 1, that is parallel to m. So [l] is 
collinear in 17 with [ml, and as t = h we have proved the following lemma: 
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LEMMA 6.10. Let p and q be two non-collinear points of IT and suppose that Qx is a 
quad containing p and q. Then {p, q}l’ contains {p, q}l’- restricted to Q, and 
therefore has cardinality at least t + 1 = 6 + 1. 
PROPOSITION 6.11. A? is isomorphic to U(5, fi) and r is isomorphic to NU(5, fi). 
PROOF. By the above lemma and 5.5.1 of [8], we have that ZI is isomorphic to 
U(5, fi), But then, clearly, ris isomorphic to NU(5, fi). 0 
PROPOSITION 6.12. If t = 1 and y = 2, then I? is isomorphic to 0(5, s) and r is 
isomorphic to N+0(5, s). 
PROOF. Since Res(x) has only ‘ovoids’ and no ‘subquadrangles’, the collinearity 
graph of I’is strongly regular. Then, by arguments imilar to those used in 6.7 and 6.8, 
we have that II is a generalized quadrangle of order (s, s). So the generalized 
quadrangle 17 contains s3( 1 + s)(l + s*)/2 pairs of non-intersecting lines. Each pair is in 
at most 1 subquadrangles of order (s, 1). But there are (s4 + s*)/2 subquadrangles of 
order (s, l), one for each point of r. So every pair of non-intersecting lines of II is in 
a unique subquadrangle of order (s, l), which implies that II is isomorphic to O(5. s) 
(see [S]). Since a point of r corresponds to a unique subquadrangle in II. r is 
isomorphic to N+0(5, s). q 
Theorem 6.1 follows from the Propositions 6.2, 6.6, 6.11 and 6.12. Proposition 6.12 
can also be obtained from [ll]. 
7. THE DEGENERATE CASE 
Let r be a geometry that satisfies the conditions of Theorem 1.3, and suppose that II 
is the associated polar space, as defined in Section 3. This section is devoted to the case 
that IIis degenerate. We will finish the proof of Theorem 1.3 by proving the following: 
THEOREM 7.1. Let T be an irreducible geometry satisfying the conditions of Theorem 
1.3 and having parameters (s, t, h, y) with 1 < y = h. Then r is isomorphic to 
AU(n, 6) for n E (4, 5) or to ASp(4, s). 
To prove this result we could follow the proof of Theorem 1.3 of [6], but here we 
have chosen for a different approach (see also [5]). 
Let r be a geometry as in the hypothesis of 7.1. Then by the results of Section 5 we 
have that for each point x of r the space Res(x) is either a generalized quadran le of 
order (s, fi) with hyperbolic lines of order 6 or it is isomorphic to U(5, s) or $ 
Sp(4, s). So, in the first and second case, hyperbolic lines of Res(x) have fi + 1 points, 
and in the last case they have s + 1 points. The following proposition will be proved 
with the help of a couple of lemmas. 
PROPOSITION 7.2. Let I and m be two lines of r that intersect in a point but are not 
coplanar. Then I and m generate a subspace of r that is a partial geometry of order 
(s - 1, h, h). 
To prove the proposition let us first fix some notation. Let x be a point of r and 
suppose that I and m are two lines on x that are not coplanar. Furthermore, assume 
that y is a point on 1 different from x. By H we denote the set of lines through x that 
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form the hyperbolic ‘line’ of Res(x) containing 1 and m. Finally, Hv denotes the set ot 
lines through y that meet at least 2 lines of H. 
LEMMA 7.3. The set H,, is a hyperbolic ‘line’ of Res(y). 
PROOF. Let n be a line in H,,\(1): then it meets at least 2 lines of H. Hence the 
hyperbolic ‘line’ h, of Res(x) intersects H in at least 2 ‘points’ and therefore is equal to 
H. This implies that n meets y lines of H. First assume that y 2 3. If k is some line in 
H,\{I, n}, then there is a line in H\(f) that meets all three lines I, n and k, implying 
that HY is the hyperbolic ‘line’ of Res(y) containing I and n. Now let y be 2 and n the 
line through y meeting m in a point different from X. Then the third line n’ of H that 
does not meet n is the radical of B(x, [n]). But then, since = is an equivalence relation, 
n is the radical of B(y, [n’]) and therefore also on the hyperbolic ‘line’ of Res(y) 
containing 1 and the line through y that meets n’ in a point different from X. This 
proves that H,, is a hyperbolic ‘line’. cl 
LEMMA 7.4. Let n be a line containing neither x nor y. If n meets 2 lines of H it meets 
2 lines of HY. 
PROOF. Suppose that the line n meets 2 lines in H. Then it meets y lines in H, and 
there is a unique line n’ in H that is missed by n. This line n’ is the radical of B(x, [n]). 
If n meets 1, then there is a unique line n” in HY that is the radical of B(y, [n’]). But 
then, as = is an equivalence relation, n” is also the radical of B(y, [n]). This implies 
that all lines in H,\{n”} meet n. Now assume that n does not meet 1. Then it meets all 
lines in H\(l). Clearly, [I] = [n]. Let z be the intersection points of n and m. Then let 
k (#m) be a line through z meeting 1. The line k is on the hyperbolic ‘line’ of Res(z) 
that contains m and n. By the above, k meets all but one line of HY and, in particular, 
it meets the unique line m’ in H,, that does not meet m. The lines on z that meet the line 
m’ are on the hyperbolic ‘line’ of Res(z) that contains m and k and hence n. As m does 
not meet m’ we find that n does meet m’. So the lines through y meeting n are all but 
one line of the hyperbolic ‘line’ of Res(y) that contains 1 and m’ and hence is equal to 
HY. This proves the lemma. u 
PROOF OF PROPOSITION 7.2. Let 1 and m be two lines that intersect at the point x and 
are not coplanar. Let S be the set of points that are on a line of H or that meet two 
elements of H non-trivially. Suppose that y and z are two collinear points in S. We 
want to show that the line through y and z is contained in S. By the above lemmas we 
can assume that y is collinear to x and on the line I, and that there exists a line H 
through z meeting both 1 and m. Let y ’ be the point of intersection of 1 and n. If y = y ’ 
then y, z E n G S. Thus assume that y # y ‘. Then we have that the line on y and z meets 
both 1 and n which are in H,,, and thus by 7.3 at least 2 lines of H. Hence this line is 
contained in S. This shows us that S, together with the lines it contains, is a subspace of 
r. 
If y is a point in S collinear to x, then the above lemmas tell us that the lines through 
y in S are the lines in a hyperbolic ‘line’ of Res(y). By connectedness of S this is the 
case for all points of S. Thus each point in S is on h + 1 lines in S. 
Now suppose that y is a point in S not collinear with X. We will show that y ‘- II m 
contains y points. Therefore it is sufficient to show that y ’ rl m f 0. 
The point y is on a line n meeting at least 2 elements of H. If n meets m we are 
done. If n does not meet m, then we may assume that it meets 1 in a point z. Denote by 
Hz the hyperbolic ‘line’ of Res(z) containing I and n, and by Hy the hyperbolic ‘line’ of 
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Res(y) containing all lines through y meeting 1. Let n’ be the unique line in H, not 
meeting 1. By 7.2 we have that it’ meets all but one of the lines in Hz. But then, by 
Lemma 7.3, it also meets all but one of the lines in H. Since it does not meet 1 we find 
that n’ meets m and y ’ fl m # 0. This proves that S carries the structure of a partial 
geometry with parameters (s - 1, h, h). 0 
Let I and m be two lines meeting at a point. Suppose they are not coplanar. Then the 
subspace of r generated by 1 and m is called a non-singular plane of r. Let x and y be 
two distinct non-collinear points. The set of non-singular planes of rcontaining both x 
and y will be denoted by NX,Y. The number of non-singular planes that contain x and y 
equals IRes(x)\B(x, y)\(y + 1). This number is the same for all pairs of non-collinear 
points in r. 
Let n and y be non-collinear. Then we define: 
Now let 2’ be the set {(x, y) ( x and y are two non-collinear points of r}, let 
9? = 9 U JZ’ and consider the space A = (9, ??). The elements of 2 will be called the 
singular lines of A and the elements of 9’ the non-singular lines. Clearly, every pair of 
distinct points on a non-singular line are non-collinear. Furthermore, we have the 
following. 
LEMMA 7.5. Let x and y be fwo non-collinear points. Then (x, y ) = {x} U {z E 
9 ( 2 _C x and B(x, 2) = B(x, y)}. 
PROOF. If z E (x, y)\(x), then clearly B(x, y) = B(x, z). So assume that z is not 
collinear to x and B(x, y) = B(x, z). Let n E NX,Y. Fix 2 distinct lines 1 and m on x in n. 
Then in Res(x) we have that I1 n B(x, y) = I1 rl ml. Now z and 1 generate a 
non-singular plane. Let n be a line on x in that plane which is different from 1. Then we 
also have I1 n B(x, y) = 1’ n B(x, z) = I1 fl nl. Hence n E (1, m}” and thus in n. But 
then z E n. This proves the lemma. q 
PROPOSITION 7.6. The space A is a linear space. 
PROOF. It follows from the definition of non-singular lines that any pair of points in 
a non-singular line is non-collinear in I-. As we noticed above, every pair of 
non-collinear points of I’is in a fixed number of non-singular planes. This implies that 
N_ = N,,, for any pair of distinct points in a non-singular line. This shows that any 
pair of non-collinear points in Tis on a unique non-singular line. Furthermore, any pair 
of collinear points of r is on a unique singular line of r. Hence any pair of distinct 
points in A is on a unique line of A, which proves the proposition. cl 
We prove that the space A is an affine space. If s = y then it follows from 7.2 that 
any two intersecting lines of A generate an affine plane. Since the lines of II that go 
through 00 provide us with a partition of the singular lines into distinct equivalence 
classes, this shows that A is an affine space. 
Hence we can assume that y = fi and s 2 4. Now, by a well known result of 
Buekenhout [l], it is sufficient to show that any two intersecting lines of A generate an 
affine plane. 
Let 1 and m be two lines of A that intersect in a point x. If 1 and m are elements of .Y 
then we can assume that they are not coplanar in r. Hence I and m generate a 
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non-singular plane of r, say n. The sz points of this non-singular plane form the point 
set of the subspace of A generated by 1 and m. Let n be a singular line in x not 
containing X. Then n contains s - fi points that are not collinear to x in r . All these 
s - fi points are on a different non-singular line on X. If Res(x) has order (s, fi) then 
each of these points determines a different ‘ovoid’ B(x, y) in Res(x) that contains 
(1, m>‘, which is a hyperbolic ‘line’ of Res(x). But, by Proposition 5.5, we know that 
there are at most s - fi ‘ovoids’ of the form B(x, y) in Res(x) that contain {I, m}‘, 
where y is a point non-collinear to x (see also p. 103 of [S]). Hence there are at most 
and thus exactly s - fi non-singular lines on x in the non-singular plane generated by 1 
and m, and each of these non-singular lines meets n. This shows that every singular 
and non-singular line in the subspace generated by I and m meet, which implies that 
non-singular lines contain s points. Hence the subspace generated by 1 and m is a linear 
space with s2 points, the lines of which contain s points and thus is an affine plane. 
If Res(x) is isomorphic to U(5, fi), then each point y of n not collinear (in f) to x 
determines a different ‘subquadrangle’ B(x, y) of Res(x) that contains (1, m}‘. But, 
again, this accounts for all the ‘subquadrangles’ in Res(x) that contain (1, m}’ and m. 
So, by the same argument as above, we find that 1 and m generate an affine plane of 
order s. 
Now assume that m is non-singular. Then either 1 is contained in B(x, y) for all 
y E m\{x} or there is a y in m\{x} such that 1 is not in B(x, y). If 1 is not in B(x, y) for 
some y E m\{x} then 1 and m are contained in some non-singular plane. So we can 
assume that 1 E B(x, y) for all y E m\{x}. Let y be a point on m different from X. Then, 
by 3.7 and 3.8 of [2], there is a unique line 1, in [I] that contains y. It suffices to prove 
that every non-singular line meeting 1 and 1” non-trivially meets all singular lines 1,. 
where z runs through m\{x, y}. But the points of lz where z E m\(x) all determine 
different ‘ovoids’ or ‘subquadrangles’ in Res(x) that intersect in IL fI B(x, y,,), where y,, 
is a fixed point on m\{x}. But there are exactly s of these ‘ovoids’ resp. ‘sub- 
quadrangles’ (see 5.5). As before, this shows that every non-singular line on x that 
meets 1, also meets 1,. This proves that 1 and m generate an affine plane. 
Finally, we have to consider the situation in which both 1 and m are non-singular 
lines. Let y be a point of l\(x) and z a point of m\{x}. By the results of [8], 
B(4 Y) r-l W9 z) is not empty (see [8] and Lemma 5.5). If this is a degenerate 
‘subspace’ then we are in the above situation. For let n be the line on x in the ‘radical’ 
of Z?(x, y) n B(x, z). Then, as above, 1 and II generate a subspace of A that is 
isomorphic to an affine plane, which contains all the s non-singular lines (x, u ) , where 
u is a point non-collinear to x and IZI n B(x, y) E B(x, u). In particular, m is contained 
in that subspace. If B(x, y) rl B(x, z) is non-degenerate, then {B(x, y) fl B(n, z)}l is a 
hyperbolic ‘line’ in Res(x) (see [8] and 5.5) which generates a non-singular plane 
containing all s - fi non-singular lines (x, u) with u non-collinear to x and 
B(x, y) n B(x, z) as is shown above. In particular, 1 and m are contained in this 
non-singular plane, and hence generate a subspace of A isomorphic to an affine plane. 
This proves that A is an affine space. But then Theorem 7.1 follows from 
Buekenhout and Lefevre’s results on embeddings of generalized quadrangles (see also 
PI). 
Theorem 1.3 now follows from 6.1, 7.1 and the results of [2] for y = 1. 
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