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Abstract
How can we approximate sparse graphs and sequences of sparse graphs (with average degree
unbounded and o(n))? We consider convergence in the first k moments of the graph spectrum
(equivalent to the numbers of closed k-walks) appropriately normalized. We introduce a simple,
easy to sample, random graph model that captures the limiting spectra of many sequences of
interest, including the sequence of hypercube graphs. The Random Overlapping Communities
(ROC) model is specified by a distribution on pairs (s, q), s ∈ Z+, q ∈ (0, 1]. A graph on n
vertices with average degree d is generated by repeatedly picking pairs (s, q) from the distri-
bution, adding an Erdo˝s-Re´nyi random graph of edge density q on a subset of vertices chosen
by including each vertex with probability s/n, and repeating this process so that the expected
degree is d. Our proof of convergence to a ROC random graph is based on the Stieltjes moment
condition. We also show that the model is an effective approximation for individual graphs. For
almost all possible triangle-to-edge and four-cycle-to-edge ratios, there exists a pair (s, q) such
that the ROC model with this single community type produces graphs with both desired ratios,
a property that cannot be achieved by stochastic block models of bounded description size.
Moreover, ROC graphs exhibit an inverse relationship between degree and clustering coefficient,
a characteristic of many real-world networks.
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1 Introduction
What is a good summary of a very large graph? Besides simple statistics like its size and edge
density, one would like to know the chance of finding small subgraphs (e.g., triangles), to estimate
global properties (e.g., the size of the minimum or maximum cut), and to be able to produce a
smaller graph of desired size with similar properties as the original. One approach is to define a
random graph model, a simple description of a probability distribution over all graphs, such that
a graph drawn from the model will likely have similar properties as the graph of interest. Since
the introduction of the Erdo˝s-Re´nyi random graph Gn,p [13, 14] developing and analyzing random
graphs has become a rich field with many interesting emergent phenomena.
A more powerful approach to graph approximation is via Szemere´di’s regularity lemma [39],
which guarantees the existence of a partition the vertices of a graph into a small number of blocks
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such that the distribution of edges within a block and between most pairs of blocks resembles
a random graph of prescribed density. For any dense graph (with Ω(n2) edges), the number
of partition classes (and hence the total size of the description of the approximation) required
to produce an approximation with absolute error  > 0 in the cut norm is only a function of
, independent of the size of the original graph. Frieze and Kannan’s weak regularity theorem
[16] is a simpler version of Szemere´di’s fundamental theorem which gives a weaker approximation
(additive  approximation in the cut norm), but produces a much smaller description, leading to
efficient approximation algorithms. The regularity lemma’s consequences are striking — one can
approximate the homomorphism density of any fixed size graph (from the left or right), the size
of any cut to within additive error; the partition itself can be constructed algorithmically and is
easy to sample. This has lead to effective Stochastic Block Models for large dense graphs. The
closely related theory of graph limits shows that any sequence of dense graphs has a convergent
subsequence, whose limit captures the limit of homomorphism densities and normalized cuts of the
graphs, and is itself a probability distribution over the unit square (called a graphon). Moreover,
if two graphs are close in the cut metric, then their homomorphism densities are also close. At a
qualitative level, these theorems give an essentially complete theory for the approximation of dense
graphs, where the number of edges is Ω(n2).
Such a theory is missing for sparse graphs (with o(n2) edges). All the approximations for the
dense case produce the trivial approximation of the empty graph. While there is an intricately
developed theory for bounded-degree graphs that allows one to describe the limits of sequences of
such graphs1, it is not algorithmically tractable, and it does not extend to graph sequences when the
degree can grow with the size of the graph. Moreover, as we will presently see, the known objects
for approximating dense graphs (block models, regularity decompositions, graphons) are inherently
unable to approximate sparse graphs. The main motivation for this paper is to understand what
properties of sparse graphs (resp. graph sequences) can be succinctly approximated and to provide
a model (limit object) for them. Existing theories are limited in what they can achieve for families
of graphs which are neither dense nor bounded-degree. In particular, they seem unable to answer
the following representative question [21]:
What is the limit of the sequence of hypercube graphs?
We focus on approximating the simple cycle and closed walk counts of sparse graphs and graph
sequences appropriately normalized. These counts encode information about the local structure of
the graph and are related to its spectral properties; the number of closed k-walks in a graph is
equal to the kth moment of the graph’s eigenspectrum. For dense graphs, stochastic block models
and graphons approximate both homomorphism densities and cut norm. However the standard cut
norm is not useful for sparse graphs as the norm tends to zero. Moreover, natural normalizations
do not seem to work either, i.e., they either go to zero or distinguish hypercubes of different sizes.
Another reason we focus on cycle and walk counts rather than cuts is that approximating local
structure is of particular interest in practice. A widely-used technique for inferring the structure
and function of a real-world graph is to observe overrepresented motifs, i.e., small subgraphs that
appear frequently. Recent work describes the overrepresented motifs of a variety of graphs including
1One can approximate a bounded-degree graph as a distribution over local neighborhood structures, i.e., the
probability that the r-neighborhood of a vertex is a particular graph. For any r, this is a finite description and it
captures homomorphism densities and appears as a limit of a bounded-degree graph sequence.
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transcription regulation graphs, protein-protein interaction graphs, the rat visual cortex, ecological
food webs, and the internet (WWW), [43, 5, 35, 23]. The type of overrepresented motifs has been
shown to be correlated with the graph’s function [23]. A model that produces graphs with high
motif counts is necessary for approximating graphs whose function depends on the abundance of a
particular motif.
Limitations of previous approaches for capturing the cycle and walk counts. Previous
approaches do not provide a meaningful way to approximate the small cycle counts of sparse graphs.
A regularity style partition or stochastic block model inherently cannot approximate the number
of triangles unless the rank of the block model grows nearly linearly with the size of the graph as
shown in the following simple observation.
Proposition 1.1. Let M be a symmetric matrix with entries in [0, 1] such that each row sum is
at most d. Then the expected number of simple k-cycles in a graph obtained by sampling M is at
most dkrank(M).
The proposition follows by observing that the expected number of simple k-cycles is at most the
trace of Mk. In particular, any rank r approximation of the d-dimensional hypercube where each
vertex has degree O(d) has fewer than O(rd4) simple four-cycles, whereas the hypercube has 2dd2
of them.
The local neighborhood distribution approach is hopeless for this setting since the degree is
not bounded and therefore there are infinitely many r-neighborhoods [7]. Other methods designed
for the sparse but not bounded degree setting do not produce a satisfactory limit object for the
sequence of hypercubes. The theory of Lp graphons generalizes the graphon to a range of sparse
settings [9]. While the Lp graphon gives approximations for a generalized notion of cut metric for
sparse graphs, graphs sampled from the Lp graphon limit of the sequence may have very different
normalized subgraph counts than the sequence (i.e. no “counting lemma” is possible). Frenkel
redefined homomorphism density with a different normalization based on the size of the subgraph,
but this notion does not help distinguish the limiting number of non-tree structures for sequences
of graphs with degree tending to infinity [15]. The recently developed notion of graphex [40, 8]
is the limit object for sequences of sampling convergent graphs. However, any sequence of nearly
d-regular graphs with d = o(n) is sampling convergent since the sampled object according to this
notion is a set of isolated edges with high probability. Therefore the graphex cannot distinguish
between different graph sequences that are nearly regular.
Another natural approach to constructing a graph with high simple cycle density is to repeatedly
add simple cycles on a randomly chosen subset of vertices. However, this process yields low cycle to
edge ratios for sparse graphs. For example, a graph on n vertices with average degree less than
√
n
built by randomly adding triangles will have a triangle-to-edge-ratio at most 2/3. (See Theorem 62.)
In [27] Newman considers a similar approach which produces graphs with varied degree sequences
and triangle-to-edge ratio strictly less than 1/3. However, it is not hard to construct graphs with
arbitrarily high triangle ratio (growing with the size of the graph).
Normalizing closed walk and cycle counts. In order to meaningfully compare the closed
walk counts and cycle counts between graphs of different sizes, it is necessary to normalize the
counts. For dense graphs, homomorphism density of a subgraph H in a graph on n vertices is the
number of copies of a subgraph H divided by n|v(H)|. This normalization is natural because it gives
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the probability H is present on a random subset of vertices. For the sparse case, this normalization
causes the homomorphism density of all subgraphs tend to zero, and so we must define a different
normalization.
When considering a sequence of graphs, we can find a proper normalization of the closed walk
counts by looking at the rate of growth of the counts. A graph that locally looks like a d-ary
tree has approximately dk/2 closed k-walks at each vertex for k even. Therefore the appropriate
normalization of the closed k-walk counts for a sequence of such graphs is ndk/2. We will see in
Section 3.1 that this normalization is also natural for the sequence of hypercubes. A sequence of
sparse graphs in which each vertex’s local neighborhood is dense (e.g., a collection of d cliques of
size d), the appropriate normalization for the walk counts is ndk−1. We define the sparsity exponent
of a sequence to measure the rate of growth of the number of closed k-walks in the sequence. Let
Wk(G) be the number of simple cycles of length k in a graph G.
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Definition 1. For 0 < α ≤ 1, we define the α normalized closed k-walk count as
Wk(G,α) =
Wk(G)
nd1+α(k−2)
where n = |V (G)| and d is the average degree of G.
Definition 2 (sparsity exponents). Let (Gi) be a sequence of graphs. Let
α = inf
b∈[1/2,1]
{
b | lim
i→∞
Wj(Gi, b) exists for all j
}
be the sparsity exponent of the sequence. For k ≥ 3, let
αk = inf
b∈[1/2,1]
{
b | lim
i→∞
Wj(Gi, b) exists for all j ≤ k
}
be the k-sparsity exponent of the sequence.
We define the minimum of the sparsity exponent to be 1/2 because all d-regular graphs have
at least Catk/2nd
k/2 closed k-walks obtained from tracing trees. For two sequences of graphs with
matching degrees, a higher sparsity exponent indicates denser local neighborhoods and therefore
more closed walks.
While the sparsity exponent gives a natural way to normalize the closed walk counts for a
sequence of sparse graphs, it does not help determine the appropriate normalization factor for
approximating an individual graph (not contextualized in a sequence). When approximating an
individual graph, we instead choose to focus on the number of simple k-cycles denoted Ck(G) and
normalize by the number of edges in the graph. Throughout this paper, for convenience we refer to
a simple k-cycle as a k-cycle. For example, under this convention each triangle is counted 6 times
because there are 6 closed walks that traverse a triangle.
As described in the previous section, approximating Wk(G) and Ck(G) for sparse graphs is
already out-of-reach for known methods that work well in the dense and bounded-degree settings.
The main contribution of this paper is the following model which can approximate the normalized
closed walk and cycle counts for a large class of graphs.
2Denoting the number of closed k-walks by Wk(G), and the eigenvalues of the adjacency matrix of G as λ1(G) ≥
λ2(G), · · · ≥ λn(G), we have Wk(G) =
∑n
i=1 λ
k
i .
5
The Random Overlapping Communities Model. We introduce a simple generalization of
the Erdo˝s-Re´nyi model that can approximate the normalized cycle and walk counts of a wide range
of sparse graphs. The Random Overlapping Communities (ROC) model generates graphs that
are the union of many relatively dense random communities. A community is an instance of an
Erdo˝s-Re´nyi graph Gs,q (or a bipartite Erdo˝s-Re´nyi graph Gs/2,s/2,q) on a set of s randomly chosen
vertices. A ROC graph is the union of many randomly selected communities that overlap, so every
vertex is a member of multiple communities. The number, size and density of communities are
drawn from a distribution. Figure 1 illustrates this construction.
An instantiation of the ROC model is given by a distribution D on triples (s, q, b) where s is
an integer, 0 ≤ q ≤ 1 and b < s is an integer indicating bipartiteness. A graph of a desired size n
and expected degree d is generated by repeatedly selecting a triple (s, q, b) from the distribution D
and picking each vertex with probability s/n and adding a random graph of edge density q in the
subgraph. We refer to each such structure as a community. If b > 0, then the subset of s vertices
is partitioned into two subsets of expected size b, s − b and edges are added only between these
subsets. For this paper we will set b = 0 or b = s/2. See Section 4.1 for a formal definition of the
model. We note that the ROC model can be viewed as a generalization of the Erdo˝s-Re´nyi model
(with s = n and q = d/n) and maintains the property that it is easy to sample given its defining
parameters.
Figure 1: Left: in each step of the construction of a ROC(n, d, s, q) graph, an instance of Gs,q is
added on a set of s randomly selected vertices. Right: three communities of a ROC graph.
Organization. The paper has two main objectives: to show that ROC is an effective approxi-
mation for individual sparse graphs (Section 2) and to develop a theory of sparse graph limits in
which the ROC model is a natural limit object (Sections 3 to 5). These two parts are self-contained
and may be read independently. We end with a discussion of limitations of the model, possible
extensions, and open questions (Section 6). In the remainder of this section we summarize the
results.
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1.1 ROC for approximating a single graph
In Section 2, we show that the ROC model can approximate the triangle-to-edge and four-cycle-to-
edge ratios of a graph, and can be tuned to exhibit high clustering coefficient (the probability two
randomly selected neighbor of a random vertex are adjacent). Since these properties are of interest
in practice, the model may be of use in real-world contexts. In addition, we introduce a variant
of the model that produces graphs with varied degree distributions. For a comparison of the ROC
model to existing models used in practice see Section 2.4.
First, we show that for almost all triangle-to-edge and four-cycle-to-edge ratios arising from
some graph, there exists a single community size s density q such that the ROC model produces
graphs with these ratios, simultaneously. Moreover, the vanishing set of triangle and four-cycle
ratio pairs not achievable exactly can be approximated to within a small error.
Theorem 1.
1. Let H be a graph and let ci = Ck(H)/|E(H)| for i = 3, 4. Then c3(c3/2− 1) ≤ c4.
2. For any c3 and c4 such that c
2
3 ≤ 2c4, and d = o(n1/3), the random graph
G ∼ ROC (n, d,D) where D is the distribution with support one on s = 2c24
c33
and q =
c23
2c4
has
lim
n→∞
2E[C3(G)]
nd
= c3 and lim
n→∞
2E[C4(G)]
nd
= c4.
Theorem 8 gives conditions for determining when it is possible to construct a ROC family
that matches a vector of k-cycle-to-edge ratios. These conditions are related to the conditions for
determining when the ROC model is the limit object for a sequence of graphs.
Modeling the clustering coefficient of real-world graphs. In Theorem 9, we prove the
average clustering coefficient of a ROC graph (with one community type) is approximately sq2/d,
meaning that tuning the parameters s and q with d fixed yields wide range of clustering coefficients
for a fixed density. Furthermore, Theorem 10 describes the inverse relationship between degree and
clustering coefficient in ROC graphs, a phenomena observed in protein-protein interaction graphs,
the internet, and various social networks [38, 22, 24, 2].
Diverse degree distributions and the DROC model. We also introduce an extension of
our model which produces graphs that match a target degree distribution in expectation. The
extension uses the Chung-Lu configuration model: given a degree sequence d1, . . . dn, an edge is
added between each pair of vertices vi and vj with probability
didj∑n
i=1 di
, yielding a graph where the
expected degree of vertex vi is di [11]. In the DROC model, a modified Chung-Lu random graph
is placed instead of an E-R random graph in each iteration. Instead of normalizing the probability
an edge is selected in a community by the sum of the degrees in the community, the normalization
constant is the expected sum of the degrees in the community.
1.2 ROC as a limit object for sparse graph sequences
We show that the ROC model is a limit for several interesting sequences of graphs and a give a
characterization of sequences which are the limits of ROC. To state our results, we first define the
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convergence of sparse graph sequences and their limits. We consider convergence first for each k
and then for all positive integers k, referring to the latter as full convergence. In Section 3, we
compute the limits for the hypercube sequence, the rook’s graph sequence (a family of strongly
regular graphs) as well as for Erdo˝s-Re´nyi random graphs.
Definition 3 (k-convergent). Let (Gi) be a sequence of graphs with k-sparsity exponent αk. The se-
quence (Gi) is k-convergent if limi→∞Wj(Gi, αk) exists for all j ≤ k. We let wj = limi→∞Wj(Gi, αk)
and say (w3, w4, . . . , wk) is the k-limit of the graph sequence (Gi).
Definition 4 (fully convergent). Let (Gi) be a sequence of graphs with sparsity exponent α. We say
the sequence is fully convergent if limi→∞Wj(Gi, α) exists for all j. We let wj = limi→∞Wj(Gi, α)
and say (w3, w4, . . . ) is the limit of the graph sequence (Gi).
Informally, we say that a ROC family (a distribution on triples) achieves the limit of a convergent
sequence of graphs (Gi) if the normalized expected number of walks in a graph drawn from the
ROC family matches the limit of (Gi). We consider the ROC family that achieves the limit to be
a limit object of (Gi). Since a particular limit may be achieved by many ROC families, the limit
object for a sequence is not unique.
We now formalize the notion of a ROC family achieving a vector of normalized counts as its
limit. We use achievable to describe when a ROC family realizes a k-limit, fully achievable to
describe when a ROC family realizes a limit, and totally k-achievable to describe the weaker notion
that any subsequence of a limit is achievable by a ROC family.
Definition 5 (k-achievable, totally k-achievable, fully achievable).
1. The k-limit (w3, w4, . . . wk) of a sequence of graphs with sparsity exponent α is k-achievable
by ROC if there exists a ROC family D such that for all 3 ≤ j ≤ k, when d → ∞ and
d = o
(
n1/((1−a)k+2a−1)
)
lim
n→∞
E[Wj (ROC(n, d,D)]
nd1+α(j−2)
= wj .
2. The limit of a sequence of graphs totally k-achievable by ROC if every k-limit of the sequence
is achievable (possibly with a different choice for each k).
3. The limit (w3, w4, . . . ) of a sequence of graphs with sparsity exponent α is fully achievable by
ROC if there exists a ROC family D such that for all j ≥ 3, when d →∞ and o (nεi ) for all
ε if a < 1 and di = o(ni) for a = 1
lim
n→∞
E[Wj (ROC(n, d,D))]
nd1+α(j−2)
= wj .
Roughly speaking, the degree upper bounds ensure that the overwhelming majority of simple cycles
are contained entirely in single communities. In Theorem 34 we show that the probability that the
normalized closed walk counts of G ∼ ROC(n, d,D) deviate from the family’s limit vanishes as
d→∞. Moreover Corollary 35 gives conditions on ni and di which guarantee that a sequence (Gi)
with Gi ∼ ROC(ni, di,D) almost surely converges to limit vector achieved by the family.
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Results for convergent sequences. We begin with the limit of the sequence of hypercube
graphs, answering the question raised by [21].
Theorem 2. The limit of the sequence of hypercube graphs is totally k-achievable by ROC.
This theorem generalizes to sequences of Hamming cubes and Cayley graphs of (Z mod kZ)d
(Corollary 54). These sequences have the same limit as the hypercube sequence and therefore are
achieved by the same ROC family.
The next theorem is about a sequence of strongly regular graphs called rook’s graphs (the
Cartesian product of two complete graphs, see Lemma 21).
Theorem 3. The limit of the sequence of rook’s graphs is fully achievable by ROC.
We also discuss the convergence of sequences of Erdo˝s-Re´nyi random graphs (Lemma 24),
demonstrating the limits of some sequences cannot be achieved exactly by ROC familes, but they
can be approximated to arbitrarily small error.
Achievability and the Stieltjes condition. A limit vector L is achieved by a ROC family
when the normalized expected walk counts of a graph sampled from the ROC family match L up
to terms that vanish as the size of the sampled graph grows. The number of closed walks in a ROC
graph is related to its simple cycles counts, and the expected simple cycle counts are the moments
of a distribution determined by the ROC parameters. Therefore, determining which vectors can
be achieved by a ROC family is closely related to the Stieltjes’ moment problem: given a sequence
whether there exists a discrete distribution with positive support with that moment sequence? This
is the classical Stieltjes moment problem, whose solution is characterized by the definition below
(see Lemma 43).
Definition 6 (Stietljes conditions). The Hankel matrices of a sequence µ are
H
(0)
2s =

µ0 µ1 . . . µs
µ1
...
. . .
...
µs . . . µ2s
 and H(1)2s+1 =

µ1 µ2 . . . µs+1
µ2
...
. . .
...
µs+1 . . . µ2s+1
 .
1. The vector µ = (µ0, µ1, . . . µn) satisfies the Stieltjes condition if
det
(
H
(0)
2s
)
≥ 0 for all 0 ≤ 2s ≤ n and det
(
H
(1)
2s+1
)
≥ 0 for all 1 ≤ 2s+ 1 ≤ n,
and for k the smallest integer such that det
(
H
(0)
2k
)
= 0 or det
(
H
(1)
2k+1
)
= 0,
det
(
H
(1)
2i
)
= 0 and det
(
H
(1)
2i+1
)
= 0 for all k ≤ i ≤ n.
2. The infinite vector µ = (µ0, µ1, . . . ) satisfies the full Stieltjes condition if the above statements
hold for all n.
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In ROC families that produce sequences of graphs with sparsity exponent greater than 1/2,
the counts of simple cycles dominate the total closed walk counts. Therefore, a limit is achievable
when it is possible to construct a ROC family with normalized simple cycle counts that match the
desired normalized closed walk counts. The cycle counts are dominated by the cycles contained
entirely in one community. Every community contributes even cycles, but only the non-bipartite
communities contribute to the odd cycle counts. In the following theorems, the parameters si and
ti count the number of simple i-cycles in non-bipartite and bipartite communities respectively, and
the parameter γ indicates the expected fraction of communities that are non-bipartite.
Theorem 4 (achievability with sparsity exponent > 1/2). A limit vector (w3, w4, . . . wk) is achiev-
able by ROC with sparsity exponent greater than 1/2 if and only if there exists γ ∈ [0, 1], s0, s1, . . . sk, t0,
t2, . . . t2b k
2
c ∈ R+, s2, t2 ≤ 1 such that (s0, s1, s2, . . . sk) and (t0, t2, . . . t2b k
2
c) satisfy the Stieltjes con-
dition and for 3 ≤ j ≤ k
wj =
{
γsj j odd
γsj + (1− γ)tj j even.
Approximating sequences with sparsity exponent 1/2 is more complicated because the number
of simple cycles can be of the same order as the number of closed walks that are not simple cycles
in ROC families that produce graph sequences with sparsity exponent 1/2. In Theorem 27 we
prove that the polynomial T given in Definition 8 describes the relationship between simple cycle
counts and closed walks counts in ROC graphs. Moreover we show that T describes the relationship
between simple cycle counts and closed walk counts in locally regular graphs in which each vertex is
in the same number of cycles. A limit with sparsity exponent 1/2 is achievable when it is possible
to construct a ROC family with normalized simple cycle counts that match the inverse of this
polynomial T applied to the desired normalized closed walk counts.
Theorem 5 (achievability with sparsity exponent 1/2). Let T ((c3, c4, . . . ck)) = (w3, w4, . . . wk) be
the transformation of a vector given in Definition 8. The limit vector (w3, w4, . . . wk) is achievable by
ROC with sparsity exponent 1/2 if and only if there exists γ ∈ [0, 1], s0, s1, s2, . . . sk, t0, t2, . . . t2b k
2
c ∈
R+, s2, t2 ≤ 1 such that (s0, s1, s2, . . . sk) and (t0, t2, . . . t2b k
2
c) satisfy the Stieltjes condition and for
3 ≤ j ≤ k
cj =
{
γsj j odd
γsj + (1− γ)tj j even.
The analogous theorems for the full achievability of limits by ROC require the full Stieltjes
condition. See Theorems 40 and 41 in Section 4.3.2. The Stieltjes condition also determines when
a vector of k-cycle-to-edge ratios can be matched by a ROC family, demonstrating the relevance
of our method for different normalizations (Theorem 8). All 4-limits can be achieved by a ROC
model; however not all k-limits can be achieved. In Section 6.1 we give an example of a graph
sequences with a 6-limit that cannot be achieved by a ROC family.
Theorem 6. The limit (w3, w4) of any convergent sequence of graphs with increasing degree is
achieved by a ROC family.
We have already seen that any realizable triangle and four-cycle count normalized by the number
of edges can be approximated by a ROC model with one community type.
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2 Approximating a graph with a ROC
In this section we consider the utility of the ROC model for approximating individual graphs. First
we show that almost all pairs of triangle-to-edge and four-cycle-to-edge ratio can be approximated
with a ROC graph with one community type and give conditions for when a vector of k-cycle-to-
edge ratios can be achieved by ROC generally. (In Appendix B, we analyze the connectivity of ROC
graphs.) Then, we shift our focus to modeling real-world graphs with ROC. In Section 2.2 we show
that ROC graphs exhibit high clustering coefficient and an inverse relationship between clustering
coefficient and degree, a phenomena observed in real world networks. In Section 2.3 we introduce
an extension of the ROC model that produces graphs with varied degree distributions. Finally we
end the section by comparing the ROC model to existing models used in practice (Section 2.4).
Often in this section, we focus on the special case of the ROC model when the distribution of
communities D is taken to be a single community s and density q. When this is clear from context,
we denote the model ROC(n, d, s, q). In terms of the formal parameterization of the ROC model
given in Section 4.1, a = 0 and µ is the the distribution with support one on mi = s, qi = q and
βi = 0.
2.1 The k-cycle-to-edge ratios of ROC graphs
In this section we prove Theorem 1, which states that most triangle-to-edge and four-cycle-to-edge
ratios can be approximated simultaneously by the ROC model on one community. Then we prove
Theorem 8, which describes more generally when it is possible to match all j-cycle-to-edge ratios
up to some k with the ROC model.
To begin we consider the ROC model with all communities of size s and density q. The following
lemma describes the k-cycle-to-edge ratios of ROC graphs in this setting. The lemma is a special
case of Corollary 33.
Lemma 7. Let G ∼ ROC(n, d, s, q). Then
Rk = lim
n→∞
2E[Ck(G)]
nd
= 2sk−2qk−1 for d = o(n1/(k−1)).
By varying s and q, we can construct a ROC graph that achieves any ratio of triangles to edges
or any ratio of four-cycles to edges. By setting s =
√
log(n)/4 and q = 1, we obtain a family
of graphs with the hypercube four-cycle-to-edge ratio log(n)/4, something not possible with any
existing random graph model.
Moreover, it is possible to achieve a given ratio by larger, sparser communities or by smaller,
denser communities. For example communities of size 50 with internal density 1 produce the same
triangle ratio as communities of size 5000 with internal density 1/10. Figure 2 illustrates the range
of s and q that achieve various triangle and four-cycle ratios. Note that it is possible to achieve
R3 = 3 and R4 ∈ {100, 50, 25} but not R3 = 3 and R4 ∈ {3, 10}.
We apply Lemma 7 to prove Theorem 1, which states that any non-zero triangle and four-cycle
ratios satisfying c23 ≤ 2c4 can be approximated with the ROC model. For every graph with triangle
and four-cycle ratios in the narrow range c3(c3/2−1) ≤ c4 ≤ c23/2, there exists a ROC construction
that matches c3 and can approximate c4 by c
2
3/4, i.e., up to an additive error c3/8 (or multiplicative
error of at most 1/(c3/2− 1) which goes to zero as c3 increases).
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Figure 2: Left: A wide range of s and q yield the same R3 and R4 ratio (left and right respectively).
Proof. (of Theorem 1.) (1) For clarity of this proof we refer to the number triangle and four-cycle
structures (not counted as walks). Under this convention, the number of triangles is T3 = C3(H)/6
and the number of four-cycles is T4 = C4(H)/8. Note T3 = |E(H)|c3/6 and T4 = c4|E(H)|/8. For
each edge in H, let te be the number of triangles containing e, so
∑
e∈E(H) te = 3T3 = c3|E(H)|/2.
If triangles abc and abd are present, then so is the four-cycle acbd. This four-cycle may also be
counted via triangles cad and cdb. Therefore T4 ≥ 12
∑
e∈E(H)
(
te
2
)
. This expression is minimized
when all te are equal. We therefore obtain
c4|E(H)|
8
= T4 ≥ |E(H)|
2
(
c3/2
2
)
=
c3(c3/2− 1)|E(H)|
8
.
It follows that c3(c3/2−1)c4 ≤ 1.
(2) Since the hypothesis guarantees q ≤ 1, applying Lemma 7 to G ∼ ROC
(
n, d,
2c24
c33
,
c23
2c4
)
implies the desired statements.
By increasing the support size of the distribution over communities, it is possible to achieve a
wider range of k-cycle-to-edge-ratios. The following theorem shows that the condition for deter-
mining whether a vector of k-cycle-to-edge ratios of a graph can be matched by a ROC family is
closely related to determining if a limit of a sequence of graphs is achievable by a ROC family.
Theorem 8. There exists a ROC family such that for G ∼ ROC(n, d,D) with d = o (n1/(k−1))
lim
n→∞
2E[Cj(G)]
nd
= cj for 3 ≤ j ≤ k
if and only if there exists γ ∈ [0, 1], s0, s1, s2, . . . sk, t0, t2, . . . t2b k
2
c ∈ R+, s2, t2 ≤ 1 such that
(s0, s1, s2, . . . sk) and (t0, t2, . . . t2b k
2
c) satisfy the Stieltjes condition and for 3 ≤ j ≤ k
cj/2 =
{
γsj j odd
γsj + (1− γ)tj j even.
The proof of the above theorem is a slight modification of the proofs of the main limit achiev-
ability theorems (Theorem 5, Theorem 4), and so we give the proof in Section 4.3.2. Later we show
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Figure 3: The clustering coefficient in real world graphs is much greater than that of an E-R random
graph of the same density. Data from Table 3.1 of [25].
that a ROC family that achieves a normalized closed walk count limit is parameterized so that the
community sizes grow with da for some constant a ∈ [1/2, 1]. In the proof of the above theorem
we show that ROC family that approximates a vector of k-cycle-to-edge ratios will have constant
community sizes.
2.2 Approximating clustering coefficient
Closely related to the density of triangles is the clustering coefficient at a vertex v, the probability
two randomly selected neighbors are adjacent:
C(v) =
|{{a, b} : a, b ∈ N(v), a ∼ b}|
deg(v)(deg(v)− 1)/2 .
Equivalently the clustering coefficient is twice the ratio of the number of triangles containing v to
the degree of v squared. Figure 3 illustrates the markedly high clustering coefficients of real-world
graphs as compared with Erdo˝s-Re´nyi (E-R) graphs of the same density. We show that the ROC
model can be tuned to produce graphs with a variety of clustering coefficients at any density. The
proofs in this section are quite technical and left to Section 2.2.1.
Theorem 9 gives an approximation of the expected clustering coefficient when the degree and
average number of communities per vertex grow with n. The exact statement is given in Lemma 13
of Section 2.2.1, and bounds in a more general setting are given by (4).
Theorem 9. Let C(v) denote the clustering coefficient of a vertex v with degree at least 2 in a
graph drawn from ROC(n, d, s, q) with d = o(
√
n), d < (s − 1)qesq, d = ω(sq log nds ), s2q = ω(1),
and sq = o(d). Then
E[C(v)] = (1 + o(1))
sq2
d
.
Unlike in E-R graphs in which local clustering coefficient is independent of degree, higher degree
vertices in ROC graphs have lower clustering coefficient. High degree vertices tend to be in more
communities, and thus the probability two randomly selected neighbors are in the same community
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Figure 4: A comparison of the degree distributions and clustering coefficients of 100 graphs with av-
erage degree 25 drawn from each G10000,0.0025, ROC(10000, 25, 30, 0.2), and ROC(10000, 25, 30, 0.1).
The mean clustering coefficients are 0.00270, 0.06266, and 0.01595 respectively.
is lower. Figure 4 illustrates the relationship between degree and clustering coefficient, the degree
distribution, and the clustering coefficient for two ROC graphs with different parameters and the
E-R random graph of the same density.
Theorem 10. Let C(v) denote the clustering coefficient of a vertex v in a graph drawn from
ROC(n, d, s, q) with d = o(
√
n), s = ω(1) and deg(v) ≥ 2sq. Then
E[C(v) | deg(v) = r] = sq
2
r
(1 + or(1))
2.2.1 Clustering coefficient proofs
Remark 11. Theorem 9 gives bounds on the expected clustering coefficient up to factors of (1 +
o(1)). The clustering coefficient at a vertex is only well-defined if the vertex has degree at least
two. Given the assumption in Theorem 9 that d = ω(sq log nds ), d < (s − 1)qesq, and s = ω(1),
Lemma 12 implies that the fraction of vertices of degree strictly less than two is o(1). Therefore we
ignore the contribution of these terms throughout the computations for Theorem 9 and supporting
Lemma 13. In addition we divide by deg(v)2 rather than by deg(v)(deg(v)− 1) in the computation
of the clustering coefficient since this modification only affects the computations up to a factor of
(1 + o(1)).
Lemma 12. If d = ω(sq log nds ), s = ω(1), s = o(n), and d < (s − 1)qesq, then a graph from
ROC(n, d, s, q) a.a.s. has no vertices of degree less than 2.
Proof. Theorem 63 implies there are no isolated vertices a.a.s. We begin by computing the proba-
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bility a vertex has degree one.
Pr[deg(v) = 1] =
nd
s2q∑
i=1
Pr[v is in i communities]q(1− q)si−1
=
nd
s2q∑
i=1
( nd
s(s−1)q
i
)( s
n
)i (
1− s
n
) nd
s(s−1)q−i
q(1− q)si−1
≤ (1 + o(1))
nd
s2q∑
i=1
(
nd
s(s− 1)q
)i ( s
n
)i
e
− d
sq
+ si
n qe−qsi+q
= (1 + o(1)) qe
− d
sq
nd
s2q∑
i=1
(
de−sq
(s− 1)q
)i
= O
(
de
−sq− d
sq
s
)
Let X be a random variable that represents the number of degree one vertices of a graph drawn
from ROC(n, d, s, q). When d = ω(sq log nds ), we obtain
Pr[X > 0] ≤ E[X] = O
(
nde
−sq− d
sq
s
)
= o(1).
Lemma 13. Let C(v) denote the clustering coefficient of a vertex v of degree at least 2 in a graph
drawn from ROC(n, d, s, q) with d = o(
√
n) and d = ω(sq log nds ). Then
E[C(v)] = (1 + o(1))

nd
s2q∑
i=1
( nd
s2q
i
)( s
n
)i (
1− s
n
) nd
s2q
−i s(s− 1)q3k
(sqk + 2− 2q)2
 .
Proof. For ease of notation, we ignore factors of (1 + o(1)) throughout as described in Remark 11.
First we compute the expected clustering coefficient of a vertex from an ROC(n, d, s, q) graph
given v is contained in precisely k communities. Let X1, . . . Xk be random variables representing
the degree of v in each of the communities, Xi ∼ Bin(s, q). We have
E[C(v)| v in k communities ] = E
∑ki=1Xi(Xi − 1)q(∑k
i=1Xi
)2
 (1)
= qk E
[
X1(X1 − 1)
(sq(k − 1) +X1)2
]
= qk E
[
X21
(sq(k − 1) +X1)2
]
− qk E
[
X1
(sq(k − 1) +X1)2
]
.
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Write X1 =
∑s
i=1 yi where yi ∼ Bernoulli(q). Using linearity of expectation and the independence
of the y′is we have
E
[
X1
(sq(k − 1) +X1)2
]
= sE
[
y1
(sq(k − 1) + (s− 1)q + y1)2
]
=
sq
(sq(k − 1) + (s− 1)q + 1)2 ,
and
E
[
X21
(sq(k − 1) +X1)2
]
= E
[
(
∑s
i=1 yi)
2
(sq(k − 1) +∑si=1 yi)2
]
= sE
[
y21
(sq(k − 1) + q(s− 1) + y1)2
]
+ s(s− 1)E
[
(y1y2)
2
(sq(k − 1) + (s− 2)q + y1 + y2)2
]
=
sq
(sq(k − 1) + q(s− 1) + 1)2 +
s(s− 1)q2
(sq(k − 1) + (s− 2)q + 2)2 .
Substituting in these values into (1), we obtain
E[C(v)|v ∈ k communities ] = qk
(
s(s− 1)q2
(sq(k − 1) + (s− 2)q + 2)2
)
=
s(s− 1)q3k
(sqk + 2− 2q)2 . (2)
Let M be the number of communities a vertex is in, so M ∼ Bin
(
nd
s2q
, sn
)
. It follows
E[C(v)] =
nd
s2q∑
i=1
Pr[ v in k communities ]E[C(v)| v in k communities ]
=
nd
s2q∑
i=1
( nd
s2q
i
)( s
n
)i (
1− s
n
) nd
s2q
−i s(s− 1)q3k
(sqk + 2− 2q)2 .
The proof of Theorem 9, relies on the follow two lemmas regarding expectation of binomial
random variables.
Lemma 14. Let X ∼ Bin(n, p). Then
1. E
[
1
X+1 |X ≥ 1
]
= 1−(1−p)
n+1−(n+1)p(1−p)n
p(n+1) and
2. E
[
1
X+1
]
= 1−(1−p)
n+1
p(n+1) .
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Proof. Observe
E
[
1
X + 1
|X ≥ 1
]
=
n∑
i=1
(
n
i
)
pi(1− p)n−i
i+ 1
=
1
p(n+ 1)
n∑
i=1
(
n+ 1
i+ 1
)
pi+1(1− p)n−i
=
1− (1− p)n+1 − (n+ 1)p(1− p)n
p(n+ 1)
.
Similarly
E
[
1
X + 1
]
=
n∑
i=0
(
n
i
)
pi(1− p)n−i
i+ 1
=
1
p(n+ 1)
n∑
i=0
(
n+ 1
i+ 1
)
pi+1(1− p)n−i = 1− (1− p)
n+1
p(n+ 1)
.
Lemma 15. Let X ∼ Bin(n, p). Then
E
[
1
X
|X ≥ 1
]
≤ 1
p(n+ 1)
(
1 +
3
p(n+ 2)
)
.
Proof. Note that when X ≥ 1,
1
X
≤ 1
X + 1
+
3
(X + 1)(X + 2)
.
By Lemma 14,
E
[
1
X + 1
|X ≥ 1
]
≤ 1
p(n+ 1)
. (3)
We compute
E
[
1
(X + 1)(X + 2)
|X ≥ 1
]
=
n∑
i=1
(
n
i
)
pi(1− p)n−i
(i+ 1)(i+ 2)
=
1
p2(n+ 2)(n+ 1)
n∑
i=1
(
n+ 2
i+ 2
)
pi+2(1− p)n−i
≤ 1
p2(n+ 2)(n+ 1)
.
Taking expectation of (3) gives
E
[
1
X
|X ≥ 1
]
≤ 1
p(n+ 1)
(
1 +
3
p(n+ 2)
)
.
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Proof. (of Theorem 9.) For ease of notation, we ignore factors of (1 + o(1)), as described in
Remark 11. It follows from (2) in the proof of Lemma 13 that
q
k + 1
≤ E[C(v)|v ∈ k communities ] ≤ q
k
,
where the left inequality holds when q(s− 1) ≥ 5.
We now compute upper and lower bounds on E[C(v)], assuming v is in some community. Let M
be the random variable indicating the number of communities containing v, M ∼ Bin
(
nd
s(s−1)q ,
s
n
)
.
It follows
E[C(v)] =
nd
s2q∑
k=1
Pr[M = k]E[C(v)|M = k]
q E
[
1
M + 1
|M ≥ 1
]
≤ E[C(v)] ≤ q E
[
1
M
|M ≥ 1
]
.
Applying Lemmas 14 and 15 to the lower and upper bounds respectively, we obtain
q
(
1− (1− sn) nds(s−1)q+1 − ( nds(s−1)q + 1) (1− sn) nds(s−1)q)
d
(s−1)q +
s
n
≤ E[C(v)] ≤ q
d
(s−1)q +
s
n
(
1 +
3
d
(s−1)q +
2s
n
)
which for s = o(n) simplifies to
(1 + o(1))
(s− 1)q2
d
(
1− nd
s(s− 1)q e
−d/((s−1)q)
)
≤ E[C(v)] ≤ (s− 1)q
2
d
(
1 +
(s− 1)q
d
)
(1 + o(1)) .
(4)
Under the assumptions s2q = ω(1) and sq = o(d), we obtain our desired result
E[C(v)] = (1 + o(1))
(
sq2
d
)
.
The following lemma will be used in the proof of Theorem 10.
Lemma 16. The X be a nonnegative integer drawn from the discrete distribution with density
proportional to f(x) = xr−xe−ax. Let z = arg max f(x). Then
Pr
[|x− z| ≥ 2t√z] ≤ e−t+1.
Proof. First we observe that f is logconcave:
d2
dx2
ln f(x) =
d
dx
(−a+ r
x
− 1− lnx) = − r
x2
− 1
x
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which is nonpositive for all x ≥ 0. We will next bound the standard deviation of this density, so
that we can use an exponential tail bound for logconcave densities. To this end, we estimate max f .
Setting its derivative to zero, we see that at the maximum, we have
a+ 1 =
r
x
− lnx. (5)
The maximizer z is very close to
r
(a+ 1) + ln r(a+1)+ln(r/(a+1))
, (6)
and the maximum value z satisfies zr−ze−az = zre−r+z. Now we consider the point z + δ where
f(z + δ) = f(z)/e, i.e.,
(z + δ)r−z−δe−az−aδ
zr−ze−az
≤ e−1.
The LHS is (
1 +
δ
z
)r−z
z−δ
(
1 +
δ
z
)−δ
e−aδ ≤ eδ( rz−1−a−ln z)e− δ
2
z
≤ e− δ
2
z
where in the second step we used the optimality condition (5). Thus for δ = (1 + o(1))
√
z, f(x+δ) ≤
f(x)/e. By logconcavity (which says that for any x, y and any λ ∈ [0, 1], we have f(λx+(1−λ)y) ≥
f(x)λf(y)1−λ) we have
f(x+ δ) = f
((
1− 1
t
)
x+
1
t
(x+ tδ)
)
≥ f(x)1−1/tf(x+ tδ)1/t
for any t ≥ 1. It follows
f(x+ tδ) ≤ f(x)/et (7)
for all t (since we can apply the same argument for z − δ). Taking x = z in (7) and using the
observation
∑
x∈Z+ f(x) ≥ f(z), it follows that
Pr
[
x = z + t
√
z
] ≤ e−t and Pr[x = z − t√z] ≤ e−t
and so
Pr
[|x− z| ≥ t√z] ≤ 2e−t ≤ e−t+1.
Proof. (of Theorem 10). Let M denote the number of communities a vertex v is selected to
participate in. We can write
E[C(v)|deg(v) = r] =
r∑
k= r
s
E[C(v)|deg(v) = r,M = k]Pr[M = k|deg(v = r]
=
r∑
k= r
s
E[C(v)|deg(v) = r,M = k]Pr[deg(v) = r|M = k] Pr[M = k]
Pr[deg(v) = r]
.
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First we compute the expected clustering coefficient of a degree r vertex given that it is k commu-
nities:
E[C(v)|deg(v) = r and M = k] =
∑
i 6=j,i,j∈N(v) q (Pr[i, j part of same community])
deg(v) (deg(v)− 1) =
q
k
.
Next we note that M is a drawn from a binomial distribution, and the degree of v is drawn from
a sum of k binomials, each being Bin(s, q). Therefore,
Pr[M = k]Pr[deg(v) = r|M = k] =
( nd
s(s−1)q
k
)( s
n
)k (
1− s
n
) nd
s(s−1)q−k
(
sk
r
)
qr(1− q)sk−r.
Using this we obtain
E[C(v)|deg(v) = r] =
∑r
k= r
s
q
k Pr[M = k]Pr[deg(v) = r|M = k]∑r
k= r
s
Pr[M = k]Pr[deg(v) = r|M = k]
= (1 + o(1)) q
∑r
k= r
s
1
k ·
(
d
(s−1)qk
)k
e
− d
(s−1)q+
sk
n
(
skq
r
)r
e−qsk+qr∑r
k= r
s
(
d
(s−1)qk
)k
e
− d
(s−1)q+
sk
n
(
skq
r
)r
e−qsk+qr
= (1 + o(1)) q
∑r
k= r
s
1
k ·
(
d
(s−1)q
)k
kr−ke−qsk∑r
k= r
s
(
d
(s−1)q
)k
kr−ke−qsk
. (8)
Writing a = qs− ln(d/(s− 1)q), this is
q
∑r
k= r
s
1
k · kr−ke−ak∑r
k= r
s
kr−ke−ak
.
Therefore (8) is the same as q E[1/x] when x is a nonnegative integer drawn from the discrete
distribution with density proportional to f(x) = xr−xe−ax. We let z be as in (6) of Lemma 16, so
z ≈ rsq . We use Lemma 16 to bound
E
[∣∣∣∣1x − 1z
∣∣∣∣] ≤ ∞∑
t=1
(
1
z
− 1
z + t
√
z
)
e−t +
√
z−1∑
t=1
(
1
z − t√z −
1
z
)
e−t
=
∞∑
t=1
t
√
ze−t
z(z + t
√
z)
+
√
z−1∑
t=1
t
√
ze−t
z(z − t√z)
≤ 1
z
∞∑
t=1
te−t√
z + 1
+
√
z
z
√z/3∑
t=1
3te−t
2z
+
√
z−1∑
t=
√
z/3
te−t

=
O(1)
z
√
z
+
O(1)
z
√
z
+O
(√
z
3
e−
√
z
3
)
=
O(1)
z
√
z
.
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Using this and approximating z by rsq , the expectation of x with respect to the density proportional
to f can be estimated:
q E
[
1
x
]
=
q
z
(
1 +O
(
1√
z
))
= (1 + o(1))
sq2
r
(
1 +O
(√
sq
r
))
= (1 + or(1))
sq2
r
as claimed.
2.3 Varied degree distributions: the DROC extension
In this section we introduce an extension of our model which produces graphs that match a target
degree distribution in expectation. In each iteration a modified Chung-Lu random graph is placed
instead of an E-R random graph.
DROC(n,D, s, q).
Input: number of vertices n, target degree sequence D = t(v1), . . . t(vn) with mean d.
Output: a graph on n vertices where vertex vi has expected degree t(vi).
Repeat n/((s− 1)q) times:
1. Pick a random subset S of vertices (from {1, 2, . . . , n}) by selecting each vertex with
probability s/n.
2. Add a modified C-L random graph on S, i.e., for each pair in S, add the edge between
them independently with probability
qt(vi)t(vj)
sd ; if the edge already exists, do nothing.
Theorem 17. Given a degree distribution D with mean d and maxi t(vi)
2 ≤ sdq , DROC(n,D, s, q)
yields a graph where vertex vi has expected degree t(vi).
We require maxi t(vi)
2 ≤ sdq to ensure that the probability each edge is chosen is at most 1. In
the DROC model the number of communities a vertex belongs to is independent of target degree
t(v). When t(v) > sdq , if v participates in the average number of communities and is connected to
all vertices in each of its communities, it likely will not reach degree t(v). Therefore when s is low
and q is high, the DROC model is less able to capture degree distributions with long upper tails.
Moreover, when s is low and q is high, there will be more isolated vertices in a DROC graph since
the expected fraction of isolated vertices is at least (1−s/n)n/(q(s−1)). In Theorem 19 we show that
when s is low and q is high the clustering coefficient is largest. In this regard the DROC model
is somewhat limited; it may not be possible to achieve some very high clustering coefficients while
simultaneously capturing the upper tail of the degree distribution and avoiding isolated vertices.
The following corollary shows that it is possible to achieve a power law degree distribution with
the DROC model for power law parameter γ > 2. We use ζ(γ) =
∑∞
n=1 n
−γ to denote the Riemann
zeta function.
Corollary 18. Let D ∼ Dγ be the power law degree distribution defined as follows:
Pr[t(vi) = k] =
k−γ
ζ(γ)
,
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for all 1 ≤ i ≤ n. If γ > 2 and
s
q
= ω(1)
ζ(γ)
ζ(γ − 1)n
1
γ−1 ,
then with high probability D satisfies the conditions of Theorem 17, and therefore can be used to
produce a DROC graph.
Taking the distributionDd with t(v) = d for all v in the DROC model does not yieldROC(n, d, s, q).
The model DROC(n,Dd, s, q) is equivalent to ROC(n, d, s,
qd
s ).
By varying s and q we can control the clustering coefficient of a DROC graph.
Theorem 19. Let C(v) denote the clustering coefficient of a vertex v in graph drawn from DROC(n,D, s, q)
with max t(vi)
2 ≤ sdq , s = ω(1), s/n = o(q), and t = t(v). Then
E[C(v)] = (1 + o(1))
(∑
u∈V t(u)
2
)2
d3n2s
(
(1− e−t)2q2 + ctq3
)
,
where ct ∈ [0, 6.2) is a constant depending on t.
Equation (10) in the proof of the theorem gives a precise statement of the expected clustering
coefficient conditioned on community membership.
2.3.1 DROC proofs
Proof. (of Theorem 19.) Let v be a vertex with target degree t = t(v), and let k denote the number
communities containing v. First we claim deg(v) ∼ Bin ((s− 1)k, tqs ). Let s be an arbitrary vertex
of a community S containing v.
Pr[s ∼ v in S] =
∑
u∈V
Pr[s = u]Pr[v ∼ u in S] =
∑
u∈V
1
n
t(u)tq
ds
=
tq
s
.
A vertex in k communities has the potential to be adjacent to (s − 1)k other vertices, and each
adjacency occurs with probability tq/s.
Next, let Nu be the event that a randomly selected neighbor of vertex v is vertex u. We compute
Pr[Nu] =
∑
r
Pr[u ∼ v | deg(v) = r]Pr[deg(v) = r]
r
=
∑
r
Pr[u ∼ v]Pr[deg(v) = r | u ∼ v]
r
= Pr[u ∼ v]E
[
1
deg(v)
| u ∼ v
]
= (1 + o(1))
( s
n
)2 n
(s− 1)q
t(u)tq
sd
(
1− e−tqk
tkq
)
(9)
= (1 + o(1))
t(u)
(
1− e−tqk)
qkdn
.
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To see (9), note that by the first claim E
[
1
deg(v) | u ∼ v
]
= E
[
1
X+1
]
whereX ∼ Bin ((s− 1)k − 1, tqs ).
Applying Lemma 14 and assuming s = ω(1), we obtain
E
[
1
deg(v)
| u ∼ v
]
=
1− (1− tqs )(s−1)k
((s− 1)k) tqs
= (1 + o(1))
1− e−tqk
tkq
.
Now we compute the expected clustering coefficient conditioned on the number of communities
the vertex is part of under the assumption that s/n = o(q). Observe
E[C(v) | v in k communities] =
∑
u,w
NuNw Pr[u ∼ w | u ∼ v and w ∼ v]
=
∑
u,w
t(u)t(w)
(
1− e−tqk)2
(qkdn)2
(
1
k
+
( s
n
)2 n
(s− 1)q
)
t(u)t(w)q
sd
= (1 + o(1))
(
1− e−tqk)2 (∑u∈V t(u)2)2
qd3k3n2s
. (10)
Next compute the expected clustering coefficient without conditioning on the number of com-
munities. To do so we need to compute the expected value of the function f(k) = (1−e
−kqt)2
k3
. We
first use Taylor’s theorem to give bounds on f(k). For all k, there exists some z ∈ [1/q, k] such that
f(k) = f
(
1
q
)
+ f ′
(
1
q
)(
k − 1
q
)
+
f ′′(z)
2
(
k − 1
q
)2
.
Note that for z ∈ [1/q, k]
f ′′(z) =
12(1− e−kqt)2
k5
− 12e
−kqt(1− e−kqt)qt
k4
+
2e−2kqtq2t2
k3
− 2e
−kqt(1− e−kqt)q2t2
k3
≤ 12(1− e
−kqt)2
k5
+
2e−2kqtq2t2
k3
≤ q5 (12 + 2t2e−2t) ,
and
f ′′(z) ≥ 0.
It follows that
f
(
1
q
)
+ f ′
(
1
q
)(
k − 1
q
)
≤ f(k) ≤ f
(
1
q
)
+ f ′
(
1
q
)(
k − 1
q
)
+ q5
(
6 + t2e−2t
)(
k − 1
q
)2
. (11)
Let M ∼ Bin(n/(sq), s/n) be the random variable for the number of communities a vertex v
is part of. (Since s = ω(1) replacing the number of communities by n/(sq) changes the result by a
factor of (1 + o(1)).) We use (11) to give bounds on the expectation of f(M),
E[f(M)] ≤ E
[
f
(
1
q
)
+ f ′
(
1
q
)(
M − 1
q
)
+ q5
(
12 + 2t2e−2t
)(
M − 1
q
)2]
= (1− e−t)2q3 + 1
q
(
1− s
n
)
q5
(
6 + t2e−2t
)
≤ (1− e−t)2q3 + q4 (6 + t2e−2t)
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and
E[f(M)] ≥ E
[
f
(
1
q
)
+ f ′
(
1
q
)(
M − 1
q
)]
= (1− e−t)2q3.
Therefore E[f(M)] = (1− e−t)2q3 + ctq4 for some constant ct ∈ [0, 6.2).
Finally, we compute
E[C(v)] =
∑
k
Pr[M = k]
(
1− e−tqk)2 (∑u∈V t(u)2)2
qd3k3n2s
=
(∑
u∈V t(u)
2
)2
qd3n2s
E[f(M)]
= (1 + o(1))
(∑
u∈V t(u)
2
)2
d3n2s
(
(1− e−t)2q2 + ctq3
)
.
Proof. (of Corollary 18.) Let d = mean(D). We compute
E[d] =
∞∑
k=1
k−γ+1
ζ(γ)
=
ζ(γ − 1)
ζ(γ)
.
Next we claim that with high probability the maximum target degree of a vertex is at most
t0 = n
2/(γ−1). Let X be the random variable for the number of indices i with t(vi) > k0.
Pr
[
max
i
t(vi) > t0
]
≤ E[X] = nPr[t(v1) > t0] ≤ n
∞∑
i=t0+1
i−γ
ζ(γ)
≤ n
∫ ∞
i=t0
i−γ
ζ(γ)
=
(
1
ζ(γ)(γ − 1)
)
nt1−γ0 = o(1).
It follows that maxi t(vi)
2 ≤ n 1γ−1 , and so maxi t(vi)2 ≤ sdq .
2.4 Comparison to other random graph models.
The ROC model captures any pair of triangle-to-edge and four-cycle-to edge ratios simultaneously,
and the DROC model can exhibit a wide range of degree distributions with high clustering co-
efficient. Previous work [18], [29], and [31] provides models that produce power law graphs with
high clustering coefficients. Their results are limited in that the resulting graphs are restricted to a
limited range of power-law parameters, and are either deterministic or only analyzable empirically.
In contrast, the DROC model is a fully random model designed for a variety of degree distributions
(including power law with parameter γ > 2) and can provably produce graphs with a range of
clustering coefficient. The algorithm presented in [41] produces graphs with tunable degree distri-
bution and clustering, but unlike ROC graphs, there is no underlying community structure and the
resultant graphs do not exhibit the commonly observed inverse relationship between degree and
clustering coefficient.
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The Block Two-Level Erdo˝s and Re´nyi (BTER) model produces graphs with scale-free degree
distributions and random dense communities [33]. However, the communities in the BTER model
do not overlap; all vertices are in precisely one E-R community and all other edges are added during
a subsequent configuration model phase of construction. Moreover, in the BTER model community
membership is determined by degree, which ensures that all vertices in a BTER community have
similar degree. In contrast, the degree distribution within a DROC community is a random sample
of the entire degree distribution.
Mixed membership stochastic block models have traditionally been applied in settings with
overlapping communities [3], [19], [4]. The ROC model differs in two key ways. First, unlike low-
rank mixed membership stochastic block models, the ROC model can produce sparse graphs with
high triangle and four-cycle ratios. As discussed in the introduction, the over-representation of
particular motifs in a graph is thought to be fundamental for its function, and therefore modeling
this aspect of local structure is important. Second, in a stochastic block model the size and density
of each community and the density between communities are all specified by the model. As a
result, the size of the stochastic block model must grow with the number of communities, but the
ROC model maintains a succinct description. This observation suggests the ROC model may be
better suited for graphs in which there are many communities that are similar in structure, whereas
the stochastic block model is better suited for graphs with a small number of communities with
fundamentally different structures.
3 Convergent sequences of sparse graphs
In this section, we discuss a few example sequences to illustrate the notions of convergence. Sec-
tion 3.2 focuses on the convergence of sequences of random graphs. Not all sequences of graphs
converge or contain a convergent subsequence according to our defintion; see Section 6.1 for an
example.
3.1 Hypercube and rook graphs
We begin with the hypercube sequence, which directly motivates this paper.
Lemma 20 (hypercube limit). The d-dimensional hypercube is a graph on 2d vertices, each labeled
with a string in {0, 1}d. Two vertices are adjacent if the Hamming distance of their labels is 1. Let
(Gd) be the sequence of d-dimensional hypercubes. The sparsity exponent of the sequence (Gd) is
1/2 and the sequence is fully convergent with limit (w3, w4, . . . ) where
wk =
{
(k − 1)!! for k even
0 for k odd.
The k-limit of the sequence is (w3, w4, . . . wk).
Proof. We claim that for k even Wk(Gd) = (k−1)!!ndk/2 +o
(
ndk/2
)
where n = 2d. Each hypercube
edge (u, v) corresponds to a one coordinate difference between the labels of u and v. We think of
k-walks on the hypercube as length k strings where the ith character indicates which of the d
coordinates is changed on the ith edge of the walk. In closed walks each coordinate that is changed
is changed back, so every coordinate appearing in the corresponding string appears an even number
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of times. Therefore at most k/2 coordinates appear in the string. Let Yi be the number of length
k strings with i distinct characters that correspond to a closed k-walk. Since there are d possible
coordinates, there are
(
d
i
)
ways to select the i characters and so Yi = Θ(d
i). Therefore
Wk(Gd) = nYk/2 + o
(
ndk/2
)
.
There are
(
d
k/2
)
ways to select the coordinates to change and k!/2k/2 length k strings where k/2
characters appear twice. Thus
Yk/2 = d
k/2 k!
2k/2
(
k
2
)
!
+ o
(
dk/2
)
= (k − 1)!!dk/2 + o
(
dk/2
)
,
and the claim follows.
Note that there are no odd closed walks in the hypercube because it is bipartite. Therefore
Wk(G) = 0 for k odd. It follows that the sparsity exponent is 1/2 and the limit vector is as
stated.
Our second example is a strongly regular family with a different sparsity exponent.
Lemma 21 (rook’s graph limit). The rook graph Gk on k
2 vertices is the Cartesian product of two
cliques of size k. (Viewing the vertices as the squares of a k× k chessboard, the edges represent all
legal moves of the rook.) Let (Gk) be the sequence on rook graphs. The sparsity exponent of (Gk)
is 1 and the sequence is fully convergent with limit (w3, w4, . . . ) where wj = 2
2−j.
Proof. The rook’s graph is the strongly regular graph on n = k2 vertices with degree d = 2k−2 such
that each pair of adjacent vertices have λ = k−2 common neighbors and each pair of non-adjacent
vertices have µ = 2 common neighbors. The classical result [10] states that the eigenspectrum of a
strongly regular graph is
d with multiplicity 1,
1
2
(
(λ− µ) +
√
(λ− µ)2 + 4(d− µ)
)
with multiplicity
1
2
(
(n− 1)− 2d+ (v − 1)(λ− µ)√
(λ− µ)2 + 4(d− µ)
)
, and
1
2
(
(λ− µ)−
√
(λ− µ)2 + 4(d− µ)
)
with multiplicity
1
2
(
(n− 1) + 2d+ (v − 1)(λ− µ)√
(λ− µ)2 + 4(d− µ)
)
.
Therefore the eigenspectrum of the rook graph Gk is
2k − 2 with multiplicity 1, − 2 with multiplicity (k − 1)2, and k − 2 with multiplicity 2k − 2.
We compute
Wj(Gk) = (2k − 2)j + (k − 1)2(−2)j + (2k − 2)(k − 2)j = 2kj+1 +O
(
kj
)
.
Therefore
lim
k→∞
Wj(Gk, 1) = lim
k→∞
2kj+1 +O
(
kj
)
k2(2k − 2)j−1 = 2
2−j .
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3.2 Almost sure convergence for sequences of random graphs
By an abuse of notation, we say that a sequence of random graphs converges to a limit vector L
if a sequence of graphs drawn from the sequence of random graph models almost surely converges
L. Lemma 22 gives a method for showing that a sequence of random graphs converges, which we
apply to describe the limits of sequence of E-R graphs (Lemma 24). We will again apply Lemma 22
when we discuss the convergence of sequences of ROC graphs (Theorem 34 and Corollary 35).
Definition 7 (convergence of random graph sequences). Let M = (Mi) be a sequence of random
graph models. Let S be a sequence of graphs (Si) where Si ∼ Mi. We say the sequence of random
graphs M converges to L if a sequence S drawn from M almost surely converges to L.
Lemma 22. Let M = (Mi) be a sequence of random graph models, and let (Si) be a sequence of
graphs where Si ∼Mi. Let ε > 0 and Ai,ε,α(wj) be the event that |Wj(Si, α)− wj | ≥ ε.
1. If for all j and ε > 0
∞∑
i=1
Pr[Ai,ε,α(wj)] <∞,
then M converges to L = (w3, w4, . . . ) with sparsity exponent α.
2. If the above hypothesis holds for all j ≤ k, then M k-converges to L = (w3, w4, . . . wk) with
k-sparsity exponent α.
3. Let D(Si) be the random variable for the average degree of a vertex in Si, let di = E[D(Si)],
and let ni be the number of vertices of Si. If limi→∞
E[Wj(Si)]
nid
1+α(j−2)
i
= wj then there exists an
index i0 and a constant C such that
∞∑
i=1
Pr[Ai,ε,α(wj)] ≤ C +
∞∑
i=i0
Var[D(Si)]
d2i
+
Var[Wj(Si)](
nid
1+α(j−2)
i
)2 .
Proof. We begin with (1) and (2). Fix j. To show that Wj(Sn, α) → wj almost surely, it suffices
to show that for all ε > 0, Pr[Ai,ε,α(wj) occurs infinitely often] = 0. By the Borel Cantelli Lemma∑∞
n=1 Pr[Ai,ε,α(wj)] <∞ implies Pr[Ai,ε,α(wj) occurs infinitely often] = 0. Statements (1) and (2)
follow from the fact that a countable intersection of almost sure events occurs almost surely.
For (3), we apply Lemma 23 which bounds the probability Wj(Si, α) deviates from expectation
by separately bounding the probabilities that the number of edges and the number of closed j-walks
in Si deviate from expectation. Let gi = wj − E[Wj(Gi)]
nid
1+α(j−2)
i
, and so gi = o(1). Let i0 be such that for
all i ≥ i0, |gi| < ε/4, and let c = min{δ, ε/4}. By Lemma 22(3) for all i ≥ i0
Pr[Ai,ε,α(wj)] ≤ 1
c2
Var[D(Gi)]
d2i
+
Var[Wj(Gi)](
nid
1+α(j−2)
i
)2
 .
The claim follows from the observation that
∞∑
i=1
Pr[Ai,ε,α(wj)] ≤ i0 + 1
c2
∞∑
i=i0
Var[D(Si)]
d2i
+
Var[Wj(Si)](
nid
1+α(j−2)
i
)2 .
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Lemma 23. Let S be a random graph on n vertices. Let ε > 0 and Aε,α(wj) be the event that
|Wj(S, α) − wj | ≥ ε. Let D(S) be the random variable for the average degree of a vertex in S,
and let d = E[D(S)]. Let g = wj − E[Wj(S)]nd1+α(j−2) . For |g| < ε/2, δ = min
{
ε
2j(wj+ε)
, 1
2(j−1)2
}
and
λ = ε/2− |g|,
Pr[Aε,α(wj)] ≤ Var[D(S)]
δ2d2
+
Var[Wj(S)]
λ2
(
nd1+α(j−2)
)2 .
Proof. Observe that if Ai,ε,α(wj) holds, then for any δ > 0 at least one of the following events hold:
(a) |D(S)− d| > δd
(b) Wj(S) ≥ (wj + ε)
(
n (d(1− δ))1+α(j−2)
)
(c) Wj(S) ≤ (wj − ε)
(
n (d(1 + δ))1+α(j−2)
)
.
When (a) does not hold
Wj(S)
n (d(1 + δ))1+α(j−2)
≤Wj(S, α) ≤ Wj(S)
n (d(1− δ))1+α(j−2)
.
Assume (a) does not hold and Aε,α(wj). If Wj(S, α) ≥ wj + ε then (b) holds. If Wj(S, α) ≤ wj − ε
then (c) holds. The observation follows.
We now give a bound on the probability of (b) or (c). Let γ− = 1 − (1 − δ)1+α(j−2) and
γ+ = (1 + δ)1+α(j−2) − 1. We write wj = E[Wj(S)]nd1+α(j−2) + g. Statement (b) becomes
Wj(S)− E[Wj(S)] ≥
(
ε+ g − γ− (wj + ε)
)
nd1+α(j−2),
and statement (c) becomes
Wj(S)− E[Wj(S)] ≤
(
γ+ (wj − ε)− ε+ g
)
nd1+α(j−2).
Under the assumptions that δ = min
{
ε
2j(wj+ε)
, 1
2(j−1)2
}
and α ≤ 1,
γ− = 1− (1− δ)1+α(j−2) ≤ δ(1 + α(j − 2)) < δj ≤ ε
2(wj + ε)
γ+ = (1 + δ)1+α(j−2) − 1 ≤ δ(j − 1) +
j−1∑
i=2
δi
(
j − 1
i
)
≤ δ(j − 1) + 2δ2(j − 1)2 < δj ≤ ε
2(wj − ε) .
Let λ = ε/2− |g| and note
ε+ g − γ− (wj + ε) ≥ λ and ε− g − γ+ (wj − ε) ≥ λ.
It follows from Chebyshev’s inequality that
Pr[(b) or (c)] ≤ Pr
[
|Wj(S)− E[Wj(S)]| ≥ c(δ)nd1+α(j−2)
]
≤ Var[Wj(S)](
λnd1+α(j−2)
)2 .
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Finally, we apply Chebyshev’s inequality to bound the probability of (a), apply a union bound
for the event Ai,ε,α(wj), and obtain
Pr[Aε,α(wj)] ≤ Pr[(a)] + Pr[(b) or (c)] ≤ Var[D(S)]
δ2d2
+
Var[Wj(S)]
λ2
(
nd1+α(j−2)
)2 .
Our final example is sequences of Erdo˝s-Re´nyi random graphs. These demonstrate some of the
subtler issues with defining limits.
Lemma 24 (Erdo˝s-Re´nyi sequence). Let (Gn) ∼ G
(
n2`, n2−2`
)
for ` > 1. We denote the jth
Catalan number Catj =
1
j+1
(
2j
j
)
.
1. For k < 2`, the k-sparsity exponent of (Gn) is 1/2 and the k-limit is (w3, w4, . . . wk) where
wj = 0 for i odd and wj = Cati/2 for i even.
2. For k = 2`, the k-sparsity exponent of (Gn) is 1/2 and the k-limit is (w3, w4, . . . , wk−1, wk)
where wj = 0 for odd j, wj = Catj/2 for even j, and wk = wk + 1.
3. For k > 2`, the sparsity exponent of (Gn) is
k−`−1
k−2 and the k-limit is (w3, w4, . . . , wk) where
wj = 0 for j < k, wk = 1.
4. The sparsity exponent of (Gn) is 1 and the limit is (0, 0, . . . ).
First we compute the expectation and variance of the number of closed i-walks in a E-R random
graph.
Lemma 25. Let G ∼ G(n, d/n). Let Wj(G) be the random variable for the number of closed j
walks in G. Then
E[Wj(G)] = d
j + Catj/2nd
bj/2c + Θ
(
dj−1 + ndbj/2c−1
)
Var[Wj(G)] = Θ
(
d2j−1 + n2d2bj/2c−1 + ndbj/2c+j−1
)
.
Proof. Let W a,bj (Gn) be the number of closed j walks involving a vertices and b edges, so b ≤ j
and either a ≤ b (the walk contains a cycle) or a = b + 1 and b ≤ j/2 (the walk traces a tree).
Let f(a, b, j) be the number of closed j-walks with b total edges on a labeled vertices 1, 2, . . . a
such that the order in which the vertices are first visited is 1, 2, . . . a. Note f(j, j, j) = 1 and
f(j/2 + 1, j/2, j) = Catj/2 for j even (because there are Catb ordered trees on b edges, see [36]).
Let ζ(j) be one if j is even and zero otherwise. We split the sum based on whether the walk
contains a cycle or traces a tree and compute
E[Wj(G)] =
j∑
b=1
b+1∑
a=1
E
[
W a,bj (G)
]
=
j∑
b=1
b+1∑
a=1
f(a, b, j)
n!
(n− a)!
(
d
n
)b
=
j∑
b=3
b∑
a=1
f(a, b, j)
n!
(n− a)!
(
d
n
)b
+
bj/2c∑
b=1
f(b+ 1, b, j)
n!
(n− (b+ 1))!
(
d
n
)b
= dj + ζ(j)Catj/2nd
j/2 + Θ
(
dj−1 + ndbj/2c−1
)
.
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To find the variance of Wj(G) we compute the expectation squared. Let P
a,b
j (G) be the number
of pairs of closed j walks involving a total of a vertices and b edges. Let g(a, b, j) be the number
of pairs of closed j-walks with b total edges on a labeled vertices 1, 2, . . . a such that the order in
which the vertices are first visited is 1, 2, . . . a when the first walk is traversed then the second walk.
Note g(2j, 2j, j) = 1 and g(j+2, j, j) =
(
Catj/2
)2
(since there are (Catb)
2 ways to pick two disjoint
ordered trees on b edges).
We split the sum based on whether both walks contain a cycle, or both trace trees, or one traces
a tree and one traces a cycle and compute
E
[
Wj(G)
2
]
=
2j∑
b=1
b+2∑
a=1
E
[
P a,bj (G)
]
=
2j∑
b=1
b+2∑
a=1
g(a, b, j)
n!
(n− a)!
(
d
n
)b
=
2j∑
b=1
b∑
a=1
g(a, b, j)
n!
(n− a)!
(
d
n
)b
+
2bj/2c∑
b=1
g(b+ 2, b, j)
n!
(n− (b+ 2))!
(
d
n
)b
+
2j∑
b=1
b+1∑
a=1
g(a, b, j)
n!
(n− a)!
(
d
n
)b
= d2j + ζ(j)
(
Catj/2
)2
n2dj + Θ
(
d2j−1 + n2d2bj/2c−1 + ndbj/2c+j−1
)
.
It follows
Var[Wj(G)] = E
[
Wj(G)
2
]− E[Wj(G)]2 = Θ(d2j−1 + n2d2bj/2c−1 + ndbj/2c+j−1) .
Now we use these computations and apply Lemma 22 to prove Lemma 24.
Proof. (of Lemma 24). By Lemma 25
E[Wj(Gn)] =
{
n2j + Catj/2n
2`+j + o
(
n2j + n2`+2bj/2c
)
j is even
n2j + o
(
n2j + n2`+2bj/2c
)
j is odd.
We compute the k-sparsity exponent
αk = inf
a∈[1/2,1]
{
a | E[Wj(Gn)] = O
(
n2`+2+2α(j−2)
)
for all j ≤ k
}
= max
{
1
2
,
k − `− 1
k − 2
}
,
and the sparsity exponent
α = inf
a∈[1/2,1]
{
a | E[Wj(Gn)] = O
(
n2`+2+2α(j−2)
)
for all j
}
= 1.
Note for each of the cases outlined in the statement, wj = limi→∞
E[Wj(Gn)]
n2`+2+2α(j−2) where α is the
corresponding sparsity exponent. To prove convergence for cases 1-3, we apply Lemma 22(2) and
for case 4 we apply Lemma 22(1). By Lemma 22(3), it remains to show that
∞∑
n=n0
(
Var[D(Gn)]
d2n
+
Var[Wj(Gn)](
n2`+2+2α(j−2)
)2
)
<∞. (12)
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Note D(Gn) ∼ Bin
((
n2`
2
)
, n2−2`
)
, and so Var[D(Gn)] =
(
n2`
2
)
n2−2`
(
1− n2−2`) and dn =(
n2`
2
)
n2−2`. It follows
∞∑
n=2
Var[D(Gn)]
d2n
=
∞∑
n=2
(
n2`
2
)
n2−2`
(
1− n2−2`)((
n2`
2
)
n2−2`
)2 ≤ ∞∑
n=2
2n−2`−2 <∞.
We show the sum of the variance term is finite by considering the cases separately. By Lemma 25,
Var[Wj(Gn)] = Θ
(
n4j−2 + n4`+4bj/2c−2 + n2`+2bj/2c+2j−2
)
,
and so
X :=
Var[Wj(Gn)](
n2`+2+2α(j−2)
)2 = Θ(n4j−6−4`−4α(j−2) + n−2+(j−2)(2−4α) + n−2`+(j−2)(3−4α)) .
For (1) and (2), α = 1/2, j ≤ k ≤ 2`, and so X = Θ (n2j−4`−2 + n−2 + n−2`+j−2) = O (n−2) .
For (3), α = k−`−1k−2 , k > 2`, and j ≤ k. Since α ≥ j−`−1j−2 , Θ
(
n4j−6−4`−4α(j−2)
)
= O
(
n−2
)
. Since
α > 1/2, Θ
(
n−2+(j−2)(2−4α)
)
= O
(
n−2
)
. Since α > 1/2 and k > 2`, Θ
(
n−2`+(j−2)(3−4α)
)
=
O
(
n−2`+k−2
)
= O
(
n−2
)
. It follows that X = O
(
n−2
)
. For (4) α = 1 and j ≥ 3, and so X =
Θ
(
n2−4` + n2−2j + n−2`−j+2
)
= O
(
n−2
)
. Therefore in all cases
∞∑
n=2
Var[Wj(Gn)](
n2`+2+2α(j−2)
)2 = ∞∑
n=2
O
(
n−2
)
<∞,
and the statement follows from (12).
4 Approximating a convergent sequence by a ROC
4.1 A parameterization of the ROC model
In this section, we introduce a parametrization of the ROC model which will be particularly con-
venient in proofs. The distribution D of a ROC family is specified by a number a ∈ [0, 1] and a
distribution µ on triples (mi, qi, βi) with probability µi for the i
th triple. Communities are gen-
erated by repeatedly picking a triple from the distribution µ. When βi = 0, the community has
expected size s = mid
a and density qi. If βi = 1, indicating balanced bipartiteness, the community
is defined on a bipartite graph with mid
a vertices expected in each class.
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ROC(n, d, µ, a).
Input: number of vertices n, degree d, a ∈ [0, 1], and µ a distribution on a finite set of triples
(mi, qi, βi) where (mi, qi, βi) is selected with probability µi, mi > 0,
∑
i µi = 1, βi ∈ {0, 1},
0 ≤ qi ≤ 1, and maxmida ≤ n. Let B be the set of indices i such that βi = 1 and Bc be the set
of indices i such that βi = 0. Let x = 1/
(∑
i∈Bc µim
2
i qi + 2
∑
i∈B µim
2
i qi
)
.
Output: a graph on n vertices with expected degree d.
Repeat xnd1−2a times:
1. Randomly select a pair (mi, qi, βi) from µ with probability µi.
2. If βi = 0
(a) Pick a random subset S of vertices (from {1, 2, . . . , n}) by selecting each vertex inde-
pendently with probability mid
a/n.
(b) Add the random graph G|S|,qi on S, i.e., for each pair in S, add the edge between them
independently with probability qi; if the edge already exists, do nothing.
If βi = 1
(a) Pick a random subset S of vertices (from {1, 2, . . . , n}) by selecting each vertex inde-
pendently with probability 2mid
a/n. For each vertex that is in S randomly assign it
to either S1 or S2.
(b) Add the bipartite random graph G|S1|,|S2|,qi on S, i.e., for each pair u ∈ S1 and v ∈ S2,
add the edge between them independently with probability qi; if the edge already
exists, do nothing.
The parameters (n, d, µ, a) are valid ROC parameters if the conditions described under input in
the box hold. A ROC family D = (µ, a) refers to the set of ROC models with parameters µ and a
and any valid n and d.
The sparsity exponent of a sequence determines the parameter a of the ROC family that achieves
the limit vector. If a vector is achievable with sparsity exponent α then the ROC family that
achieves the vector will have parameter a = α unless α = 1/2 and vector is the Catalan vector
(wj = 0 for j odd and wj = Catj/2 for j even). In this case any ROC family with a < 1/2 achieves
the vector.
4.2 Cycles, walks, and limits of ROC’s
In this section we describe a combinatorial relationship between closed walk counts and simple
cycle counts that appears in graphs in which each vertex is in approximately the same number of
simple cycles (Definition 8). Throughout this paper, for convenience we refer to a simple k-cycle
as a k-cycle. For example, under this convention a k-cycle graph has 2k k-cycles because there are
2k distinct closed walks that traverse a k-cycle.
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Definition 8 (cycle-walk transform). Let
Sk =
{
{(a1, t1), (a2, t2), . . . , (aj , tj)} |
j∑
i=1
aiti = k, ai 6= aj for i 6= j, ai, ti ∈ Z+, ai > 1
}
.
Define T ((c3, c4, . . . cn)) = (w3, w4, . . . wn) as the invertible transform
wk =
∑
S∈Sk
k!
(
∏
ti!)(k + 1−
∑
ti)!
j∏
i=1
(cai)
ti .
The transform T is analogously defined for infinite count vectors.
Remark 26. The first few terms of T are illustrated below:
w3 = c3
w4 = 2 + c4
w5 = c5 + 5c3
w6 = c6 + 6c4 + 3c
2
3 + 5
w7 = 21c3 + 7c3c4 + c7 + 7c5
w8 = 8c3c5 + 28c
2
3 + c8 + 8c6 + 28c4 + 4c
2
4 + 14
w9 = 9c3c6 + 84c3 + 12c
3
3 + 9c7 + 36c5 + 9c4c5 + c9 + 72c3c4
w10 = 42 + 5c
2
5 + 180c
2
3 + 45c
2
3c4 + 10c4c6 + 90c3c5 + 10c8 + c10 + 45c6 + 10c3c7 + 120c4 + 45c
2
4.
We see that T is invertible by using induction to show that each cj is completely determined by the
vector (w3, . . . wj). Note c3 = w3 is completely determined. Assume c3, . . . cj have been completely
determined. Note that wj+1 = cj+1 + f((c3, c4, . . . cj)) for some function f . Since wj+1 is given
and f is a function of values that are already determined, there is only one choice for cj+1.
In Section 4.2.1 we derive the coefficient of
∏j
i=1(cai)
ti in T by counting the number of walk
structures that can be decomposed into t1, t2, . . . tj cycles of lengths a1, a2, . . . aj respectively. In
Section 4.2.2, we define class of locally regular graphs in which each vertex is in the same number
of cycles, and then show this class of graphs exhibits the relationship between cycles and closed
walks given in Definition 8.
In Section 4.2.3, we prove Theorem 27, which describes the limit achieved by a ROC family
(µ, a). The parameter a plays an important role. When a < 1/2, the closed walks that trace
trees dominate the closed walk count, so the limit is the Catalan sequence. When a > 1/2 the
closed walks that trace simple cycles dominate the closed walk count, so the limit is the normalized
number of expected simple cycles. However, when a = 1/2, cycles, trees, and other walk structures
are all of the same order, and so the relationship given in Definition 8 appears in the limit.
Theorem 27. Let (µ, a) be a ROC family. Let B be the set of all i such that βi = 1, let B
c be the
set of all i such that βi = 0, and let x = 1/
(∑
i∈Bc µim
2
i qi + 2
∑
i∈B µim
2
i qi
)
. Define
c(k) =

1 k = 2
x
∑
i∈Bc µi(miqi)
k k odd and k ≥ 3
x
∑
i∈Bc µi(miqi)
k + 2x
∑
i∈B µi(miqi)
k k even and k ≥ 4.
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Let Catn =
1
n+1
(
2n
n
)
denote the nth Catalan number, and let T be as given in Definition 8.
1. If a < 1/2, the ROC family fully achieves the limit (0, Cat2, 0, Cat3, . . . ) with sparsity expo-
nent 1/2.
2. If a = 1/2, the ROC family fully achieves the limit T ((c(3), c(4), c(5), . . . )) with sparsity
exponent 1/2.
3. If a > 1/2, the ROC family fully achieves the limit (c(3), c(4), c(5), . . . ) with sparsity exponent
a.
The ROC family achieves the corresponding length k−2 prefix as its k-limit with the same k-sparsity
exponent for k ≥ 4.
In Section 4.2.4, we show that the probability the normalized walk count Wj(G,α) of a ROC
graph G ∼ ROC(n, d, µ, a) deviates from wj in the limit achieved by the family vanishes as d grows
(Theorem 34). Corollary 35 gives conditions that guarantee that a sequence of graphs drawn from
a common ROC family converges almost surely to the limit achieved by the family.
4.2.1 The cycle structure of closed walks
In order to count the number of closed walks in a graph, we divide the closed walks into classes
based on the structure of the cycles appearing in the closed walk and then count the number of
closed walks in each class. Each class is defined by a “cycle permutation” in which each non-zero
character represents the first step of a cycle within the walk and each zero represents a step in
a cycle that has already begun (Definition 9). In Lemma 28, we show that the number of cycle
permutations corresponding to a walk made of t1, t2, . . . tj cycles of lengths a1, a2, . . . aj respectively
is the coefficient of
∏j
i=1 (cai)
ti in the cycle-walk transform.
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Figure 5: The above walks begin and end at the circled vertex and proceed left to right. Each is
labeled with its cycle permutation.
Definition 9 (cycle permutation). Follow the procedure below to label each step of a closed k-walk
W = (r1, r2, . . . rk) with a label and define the “cycle permutation” P of W as the labels of the steps
in order of traversal.
1. Repeat until all steps are labeled:
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Traverse W skipping a step ri if it has already been labeled. Let u be the first repeated vertex
on this traversal. The modified walk must have traversed a cycle ri, ri+1, . . . ri+j−1 starting at
u. Label the first step ri with the length of the cycle. Label all other steps with zero.
2. Traverse W and let P be the string of labels of the steps as they are traversed.
The following lemma enumerates the cycle permutations using bijection between cycle permu-
tations and generalized Dyck paths (Definition 10).
Lemma 28. Let Sk be as given in Definition 8. For each S ∈ Sk, let Ms be the multiset where ai
appears ti times and there are k −
∑
i ti zeros. Let PS be the set of all permutations of Ms such
that the following property holds for all 2 ≤ i ≤ k + 1:∑
`∈N(s)
(`− 1) ≥ zi
where N(s) is the multiset of non-zero labels that appear before the ith label of the permutation
and zi is the number of times zero occurs before the i
th label of the permutation. The set of cycle
permutations is
⋃
s∈S PS and
|PS | = k!
(
∏
ti!)(k + 1−
∑
ti)!
.
To compute the size of PS in the above lemma we use a bijection between permutations in PS
and generalized sub-diagonal Dyck paths, whose cardinality is given in Lemma 29.
Definition 10 (generalized Dyck path, see [32]). A generalized Dyck path p is a sequence of n
vertical steps of height one and k ≤ n horizontal steps with positive integer lengths `1, `2, . . . `k
satisfying
∑k
i=1 `i = n on a n× n grid such that no vertical step is above the diagonal.
Lemma 29 (from [32]). Let D the set of generalized Dyck paths on a (k −∑ ti)× (k −∑ ti) grid
that are made up of ti horizontal steps of length ai−1 and k−
∑
ti vertical steps of length 1. Then
|D| = k!
(
∏
ti!)(k + 1−
∑
ti)!
.
Proof. (of Lemma 28) First we show the set of cycle permutations is
⋃
s∈S PS . Let P be a cycle
permutation of some closed walk W of length k. Let s = {(a1, t1), (a2, t2), . . . (aj , tj)} ∈ S where
{a1, a2, . . . aj} are the non-zero labels of P and each ai appears ti times in P (so
∑
aiti = k). To
see that P is in PS we show that for all 2 ≤ i ≤ k + 1:∑
`∈N(s)
(`− 1) ≥ zi
where N(s) is the multiset of non-zero labels that appear before the ith label of P and zi is the
number of times zero occurs before the ith label of P. Before the ith step of the walk suppose
non-zero labels `1, . . . `k have been traversed. The only steps labeled with a zero that have been
traversed must be part of a cycle corresponding to one of the labels `1, . . . `k. Since `i labels a cycle
of length `i at most
∑
(`i − 1) zero steps have been traversed. Thus P ∈ PS .
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Next we claim that any P ∈ ⋃PS corresponds to a closed walk W. Let T (s) = ∑ ti be
the number of non-zero values in each permutation in PS . We show that for any k =
∑
aiti
all permutations in PS correspond to closed walks by induction on T (s). Note for any k and
T (s) = t1 = 1, there is one permutation in PS , k = a1 followed by k − 1 zeros. This permutation
corresponds to a k-cycle. Assume that if T (s′) < T (s) then each string in Ps′ corresponds to
a closed walk. We show each P ∈ PS corresponds to a closed walk. Consider the last non-
zero value of the permutation P . Without loss of generality, suppose this value is aj and that
it occurs at the ith coordinate of P . Since P ∈ PS , there must be at least aj − 1 zeros to the
right of aj . Removing aj and aj − 1 zeros to its right in P yields a valid sequence P ′ ∈ Ps′ where
s′ = (a1, . . . aj , t1, . . . tj−1, tj − 1) and k′ = k − aj . By the inductive hypothesis, P ′ corresponds to
a closed walk W ′ of length ∑ aiti − aj . Add a cycle of length aj in between the (i − 1)st and ith
steps of W ′ to obtain a closed walk W of length k = ∑ aiti. We have shown that ⋃PS is the set
of all cycle permutations for closed walks.
We compute the size of |PS | by constructing a bijection between permutations in PS and a set
of subdiagonal generalized Dyck paths. Let s = {(a1, t1), (a2, t2), . . . (aj , tj)} ∈ S. Let D the set
of subdiagonal generalized Dyck paths on a (k −∑ ti) × (k −∑ ti) grid that are made up of ti
horizontal steps of length ai−1 and k−
∑
ti vertical steps of length 1. Each non-zero label ai of PS
corresponds to a horizontal step of length ai− 1 and each zero label of PS corresponds to a vertical
step of length one. Consider the map between permutations and generalized Dyck paths based on
this correspondence. The condition that for all 2 ≤ i ≤ k+ 1 ∑`∈N(s)(`− 1) ≥ zi translates to the
generalized Dyck path not crossing the diagonal. Thus, the correspondence is a bijection between
PS and D. Lemma 29 implies that |PS | = |D| = k!(∏ ti!)(k+1−∑ ti)! .
4.2.2 Walk and cycle counts in locally regular graphs
We show that the polynomial relating cycles and closed walks given in Definition 8 governs the
relationship between cycles and closed walks in graphs where each vertex is in approximately the
same number of cycles.
Definition 11 (k-locally regular, essentially k-locally regular). Let Ck(G, v) denote the the number
of k-cycles at vertex v in G.
1. A graph G is k-locally regular if it is regular and Cj(G, v) = Cj(G, u) for all u, v ∈ V (G) and
j ≤ k.
2. A sequence of graphs (Gi) with di → ∞ and k-sparsity exponent a is essentially k-locally
regular if Cj(Gi, v)− Cj(Gi, u) = o
(
d
j/2
i
)
for all u, v ∈ V (G) and j ≤ k.
Theorem 30. Let G be a k-locally regular graph on n vertices with degree d. Let ck = Ck(G)/(nd
k/2)
and wk = Wk(G)/(nd
k/2) = Wk(G, 1/2) where Wk(G) and Ck(G) denote the number of closed k-
walks and simple k-cycles in G respectively. Then
wk = T ((c3, c4, . . . ck)).
Proof. We count the number closed walks in G at a vertex v by partitioning the closed walks
into sets based on their cycle permutation and computing the size of each partition class. Let
S = {(a1, t1), (a2, t2), . . . , (aj , tj)} ∈ Sk and P ∈ PS as defined in Lemma 28. Define XP as the
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number of walks with cycle permutation P at v in G. Let t =
∑
ti be the number of non-zero
values in P and let N(P, i) denote the ith non-zero value of the string P . Let Ck(G, u) denote the
number of k-cycles at u. Since G is locally regular Ck(G, u) = ckd
k/2 for all k. It follows
XP =
t∏
`=1
CN(P,`)(G, u) =
j∏
i=1
(
caid
ai/2
)ti
= dk/2
j∏
i=1
(cai)
ti . (13)
Summing over all P ∈ PS and all vertices we obtain
Wk(G) = nd
k/2
∑
S∈S
|PS |
j∏
i=1
(cai)
ti , equivalently wk =
∑
S∈S
|PS |
j∏
i=1
(cai)
ti .
The statement follows directly from Lemma 28.
Theorem 31. Let (Gr) be a sequence of essentially k-locally regular graphs with nr vertices and
degree dr → ∞, sparsity exponent 1/2, and k-limit (w3, w4, . . . wk). Let Cj(Gr) be the number of
j-cycles in Gr. Then (w3, w4, . . . wk) = T ((c3, c4, . . . ck)) where
cj = lim
s→∞
Cj(Gr)
nrd
j/2
r
.
Proof. We follow the proof of Theorem 30 until line (13). Since the Gs is approximately locally
regular rather than locally regular, we have the weaker guarantee that Ck(Gi, u) =
Ck(Gi)
ni
+o
(
d
j/2
i
)
.
It follows that for G = Gr, n = nr, and d = dr,
XP =
t∏
`=1
CN(P,`)(G, u) =
j∏
i=1
(
Cai(G)
n
+ o
(
dai/2
))ti
= dk/2
j∏
i=1
(
Cai(G)
ndai/2
)ti
+ o
(
dk/2
)
.
Summing over all P ∈ PS and all vertices we obtain
Wk(Gr) = nrd
k/2
r
∑
S∈S
|PS |
j∏
i=1
(
Cai(Gr)
nrd
ai/2
r
)ti
+ o
(
nrd
k/2
r
)
.
Therefore
wk = lim
r→∞
Wk(Gr)
nrd
k/2
r
= lim
r→∞
∑
S∈S
|PS |
j∏
i=1
(
Cai(Gr)
nrd
ai/2
r
)ti
+ or (1) =
∑
S∈S
|PS |
j∏
i=1
(cai)
ti ,
and the statement follows directly from Lemma 28.
4.2.3 Limits achieved by ROC families
We prove Theorem 27, which describes the limits of ROC families. The following lemma gives the
expected number of closed walks by permutation type.
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Lemma 32. Let S = {(a1, t1), (a2, t2), . . . , (aj , tj)} ∈ Sk as defined in Lemma 28, and let t =∑j
i=1 ti. Let XS(G) be the random variable for the number of walks with a permutation type in
PS in G ∼ ROC(n, d, µ, a) where d = o
(
n1/((1−a)k+2a−1)
)
. Then for the function c as given in
Theorem 27
1. For a < 1, E[XS(G)] = |PS |
(∏j
i=1 c(ai)
ti
)
nd(1−2a)t+ak + o
(
nd(1−2a)t+ak
)
.
2. For a = 1 and t = 1, E[XS(G)] = |PS |
(∏j
i=1 c(ai)
ti
)
nd(1−2a)t+ak + o
(
nd(1−2a)t+ak
)
.
3. For a = 1 and t > 1, E[XS(G)] = Θ
(
nd(1−2a)t+ak
)
.
Taking S = {(k, 1)} in the above lemma gives the number of simple k-cycles in a ROC graph.
The following corollary describes the cycle counts when the community size is a constant indepen-
dent of d.
Corollary 33. Let G ∼ ROC(n, d, µ, 0) Then for d = o
(
n
1
k−1
)
,
E[Ck(G)] = c(k)nd+ o(nd).
Proof. Let P ∈ PS , and let XP (G) be the random variable for the number of walks in G with
permutation type P . We show that E[XP (G)] is the same for each P ∈ PS and so
E[XS(G)] =
∑
P∈PS
E[XP (G)] = |PS |E[XP (G)]. (14)
To compute the expectation of XP (G), we apply linearity of expectation to indicator random
variables representing each possible walk. We define a possible walk as (i) an ordered set of vertices
(v1, . . . vk) such that the walk v1, v2, . . . vk is closed and has cycle permutation P and (ii) an ordered
set of communities (u1, . . . uk), ui ∈ [xnd1−2a]. The walk exists if for each 1 ≤ i ≤ k−1, the vertices
vi and vi+1 are adjacent by an edge that was added in the (ui)
th community in the construction
of G. The probability a possible walk exists in G depends on how often the community labels
(u1, . . . uk) change between adjacent vertices.
Let A be the set of possible walks in which each cycle is assigned a distinct community, each
edge is labeled with the community assigned to its cycle, and there are k − t+ 1 distinct vertices.
We write XP (G) = AP (G) +BP (G) where AP (G) is the random variable for the number of walks
in A that appear in G and BP (G) is the random variable for the number of walks that appear in
G and are not in A. We compute E[AP (G)] and show that E[BP (G)] = o (E[AP (G)]) in cases (1)
and (2) and E[BP (G)] = Θ (E[AP (G)]) in case (3).
Claim 1: E[AP (G)] =
(∏j
i=1 c(ai)
ti
)
nd(1−2a)t+ak + o
(
nd(1−2a)t+ak
)
.
We write AP (G) as the sum of random variables AW (G) that indicate if a walk W ∈ A is in G.
We show that E[AW (G)] is the same for all W in A and so
E[AP (G)] = |A|E[AW (G)] = |A|Pr[AW (G)].
We now compute Pr[AW (G)]. Let z1, . . . zt be the non-zero characters of P ordered by first
appearance. Let A` be the event that all edges in the cycle corresponding z` were added in the
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community assigned to z`, which we denote y`. The probability of A` depends on the community
type (mi, qi, βi) of y`. We compute
Pr[A`] =
∑
i
Pr[ specified cycle appears in community y` | y` is type i]Pr[ y` is type i].
It follows that
Pr[A`] =

∑
i∈B 2
(
mid
a
n
)z`
qz`i µi +
∑
i∈Bc
(
mid
a
n
)z`
qz`i µi z` ≥ 3
∑
i∈B 2
(
mid
a
n
)2
qiµi +
∑
i∈Bc
(
mid
a
n
)2
qiµi z` = 2.
Equivalently, Pr[A`] = d
az`c(z`)/(xn
z`). The event that the walk W appears in G is the intersec-
tion of the events A1, . . . , At. Note that these events are independent because the communities
y1, y2, . . . yt are distinct. It follows
Pr[AW (G)] =
t∏
`=1
Pr[A`] =
dak
∏j
i=1 c(ai)
ti
nkxt
.
Next we compute the size of A. There are (xnd
1−2a)!
(xnd1−2a−t)! = (xnd
1−2a)t + o
(
(xnd1−2a)t
)
ways to
select t distinct communities and n!n−(k−t+1)! = n
k−t+1 + o
(
nk−t+1
)
ways to select the the vertices
for W ∈ A. The claim follows,
E[AP (G)] =
(
(xnd1−2a)t + o
(
(xnd1−2a)t
)) (
nk−t+1 + o
(
nk−t+1
))(dak∏ji=1 c(ai)ti
nkxt
)
= nd(1−2a)t+ak
(
j∏
i=1
c(ai)
ti
)
+ o
(
nd(1−2a)t+ak
)
. (15)
Claim 2: In cases (1) and (2), E[BP (G)] = o
(
nd(1−2a)t+ak
)
, and in case (3) E[BP (G)] =
Θ
(
nd(1−2a)t+ak
)
.
Before computing E[BP (G)], we introduce notation to describe the features of possible walks
that are not in A. Let z1, . . . , zt be the non-zero characters of P , so the walk is composed of cycles of
lengths z1, . . . zt. Let m` be the number of vertices in the cycle corresponding z` that do not appear
in the cycles corresponding to z1, . . . z`−1. Let λi be the number of community edge labels in the
cycle corresponding to z` that do not appear as community edge labels in any cycle corresponding
to z1, . . . z`−1. For each community assignment ui, vi and vi+1 must both be in community ui if
the possible walk exists in G. We say the ith edge “assigns” the community ui to the vertices
vi and vi+1; if two consecutive edges have the same community label, then the common end is
assigned to the same community twice. Let Γ` be the number of vertex-community assignments
from the cycle corresponding to z` that are not assigned in cycles corresponding to z1, . . . z`−1. Let
m =
∑
imi ≤ k − t + 1, λ =
∑
i λ ≤ k, Γ =
∑
Γi, and j be the number of indices i such that
λi ≥ 2. Let P denote the parameters {λi,mi,Γi}, and let BP(G) be the number of possible walks
with the parameters P. There are Θ
((
nd1−2a
)λ)
ways to select the communities, Θ (nm) ways to
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select the vertices. The probability a vertex is an assigned community is Θ
(
da
n
)
. It follows that
E[WP(G)] = Θ
((
nd1−2a
)λ
nm
(
da
n
)Γ)
. (16)
Next we show that for any set of parameters P, Γ ≥ m+λ+j−1. First we describe relationships
between λ`, Γ`, z`, and m` in different settings.
1. If there are precisely λ` community labels in the cycle corresponding to z` then
Γ` ≥ z` + λ` λ` ≥ 2
Γ` = z` λ` = 1.
If there are λ` ≥ 2 communities assigned to edges in the cycle, then there are at least λ` ver-
tices where the adjacent edges are assigned different communities. These vertices contribute
2λ` vertex-community assignments and the remaining z` − λ` vertices are also assigned a
community. If λ` = 1, then each vertex is assigned to the one community.
2. If there are more than λ` community labels in the cycle corresponding to z` then
Γ` ≥ m` + λ` + 1 λ` ≥ 1
Γ` ≥ m` λ` = 0.
The mi new vertices must be assigned at least one community. When λ` 6= 0, there must be
at least λ` + 1 vertices in which (i) both adjacent edges are labeled with two different first
appearing communities or (ii) one adjacent edge is labeled with a first appearing community
and one adjacent edge is labeled with a community that has already appeared. If such a vertex
is a new vertex then this vertex has a total of two community assignments. If such a vertex
has appeared before, it has not been previously assigned to a first appearing community, so
this contributes one community assignment.
Since the first vertex of a cycle corresponding to z` for ` ≥ 2 has already been visited, z` ≥ m` + 1
for ` ≥ 2. Therefore when ` ≥ 2
Γ` ≥ m` + λ` + 1 λ` ≥ 2
Γ` = m` + λ` λ` ≤ 1,
and for ` = 1,
Γ1 ≥ m1 + λ1 λ1 ≥ 2
Γ1 = m1 λ1 = 1.
Summing the above inequalities over ` yields the observation that Γ ≥ m + λ + j − 1. Note also
that m ≤ k − t+ 1. Equation (16) becomes
E[WP(G)] = Θ
((
nd1−2a
)λ
nm
(
da
n
)m+λ+j−1)
= Θ
(
n1−jd(1−a)λ+a(k−t+j)
)
. (17)
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Next consider a walk that is not in A. There must either be (i) a cycle that has at least two new
community labels and so j ≥ 1 or (ii) fewer than t total community labels, so λ ≤ t − 1. If t = 1
(the walk is a simple cycle), case (ii) does not occur because there must be at least one community
label. In case (i), j ≥ 1, λ ≤ k − t+ j and t ≥ 1, and so Equation (17) becomes
E[WP(G)] = Θ
(
n1−jdk−t+j
)
=
{
Θ
(
dk−t
)
j = 1
o
(
dk−t
)
j ≥ 2. (18)
Equivalently if P is type (i), then
E[WP(G)] = nd(1−2a)t+akO
(
n−1d(1−a)k+2a−1
)
= o
(
nd(1−2a)t+ak
)
.
In case (ii), then λ ≤ t− 1 and j ≥ 0, and so Equation (17) becomes
E[WP(G)] = Θ
(
n1−jd(1−a)λ+a(k−t+j)
)
=
{
Θ
(
nd(1−2a)t+ak+a−1
)
λ = t− 1 and j = 0
o
(
nd(1−2a)t+ak+a−1
)
λ ≤ t− 2 or j ≥ 1. (19)
Equivalently if P is type (ii), then
E[WP(G)] = O
(
n1−jd(1−a)(t−1)+a(k−t+j)
)
= nd(1−2a)t+akO
(
da−1
)
.
Therefore for any P that is not in A,
E[WP(G)] =
{
o
(
nd(1−2a)t+ak
)
a < 1 or a = 1 and t = 1
Θ
(
nd(1−2a)t+ak
)
a = 1 and t > 1.
Note E[BP (G)] =
∑
P E[WP(G)]. Since the number of sets of valid parameters P is constant,
claim 2 follows.
The computation of E[XP (G)] = E[AP (G)] + E[BP (G)] did not rely on any information about
P besides that P ∈ PS . Therefore, equation (14) holds and the statement of the lemma follows
directly from claims 1 and 2.
Proof. (of Theorem 27) For a < 1, Lemma 32 implies
E[Wk(G)] =
∑
S∈S
|Ps|
(
j∏
i=1
c(ai)
ti
)
nd(1−2a)t+ak + o
(
nd(1−2a)t+ak
)
(20)
We now collect the highest order terms of (20) for different values of a. Recall
∑
aiti = k and
ai ≥ 2, so 1 ≤
∑
ti ≤ k2 .
Case 1: a ∈ (0, 1/2). The highest order term of (20) is from S ∈ S with a1 = 2 and t1 = k2
for k even and S ∈ S with a1 = 3, a2 = 2, t1 = 1, t2 = k−32 for k odd. For even k, Equation (20)
becomes
E[Wk(G)] = nd
k/2 k!(
k
2
)
!
(
k
2 + 1
)
!
c(2)k/2 + o
(
ndk/2
)
= (Catk/2)nd
k/2 + o(ndk/2).
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For odd k, Equation (20) becomes
E[Wk(G)] = O
(
ndak+(1−2a)
k−1
2
)
= O
(
nd
k−1
2
+a
)
= o(ndk/2).
It follows that the ROC family (µ, a) achieves the Catalan vector with sparsity exponent 1/2, and
achieves the k − 2 length prefix with k-sparsity exponent 1/2 for all k ≥ 4.
Case 2: a = 1/2. Each S ∈ S contributes a term of order dk/2 to Equation (20). Therefore
E[Wk(G)] =
∑
S∈Sk
k!
(
∏
ti!)(k + 1−
∑
ti)!
∏
i
c(ai)
ti
ndk/2 + o(ndk/2) = w(k)ndk/2 + o(ndk/2) .
It follows that the ROC family (µ, a) achieves the limit (w3, w4, . . . ) with sparsity exponent 1/2,
and achieves the k − 2 length prefix with k-sparsity exponent 1/2 for all k ≥ 3.
Case 3: a ∈ (1/2, 1). The highest order term of (20) is from S ∈ S with a1 = k and t1 = 1.
Therefore Equation (20) becomes
E[Wk(G)] = c(k)nd
1+a(k−2) + o
(
nd1+a(k−2)
)
.
It follows that the ROC family (µ, a) achieves the limit (c3, c4, . . . ) with sparsity exponent a, and
achieves the k − 2 length prefix with k-sparsity exponent a for all k ≥ 3.
Case 4: a = 1. For S ∈ S with t = ∑ ti, the number of walks with permutation type in the
set PS is Θ
(
nd(1−2a)t+ak
)
. Therefore the walks contributing the highest order terms correspond to
S ∈ S with a1 = k and t1 = 1. By parts 2 and 3 of Lemma 32, we have
E[Wk(G)] = c(k)nd
k−1 + o
(
ndk−1
)
.
It follows that the ROC family (µ, a) achieves the limit (c3, c4, . . . ) with sparsity exponent 1, and
achieves the k − 2 length prefix with k-sparsity exponent 1 for all k ≥ 3.
4.2.4 The convergence of sequences of ROC graphs
Definition 5 states that the vector achieved by a ROC family is the expected walk count of a ROC
graph from that family normalized with respect to expected degree. We now justify this definition
by showing that for G ∼ ROC(n, d, µ, a), the probability that the normalized closed walk count
Wj(G,α) deviates from the limit wj achieved by the family tends to zero as d grows (Theorem 34).
Moreover, we show that the sequence Gi ∼ ROC(ni, di, µ, a) almost surely converges to the limit
achieved by the family when ni and di grow sufficiently fast (Corollary 35).
Theorem 34. Let (w3, w4, . . . ) be the limit achieved by the ROC family (µ, a). Let G ∼ ROC(n, d, µ, a)
where d = o
(
n1/((1−a)k+2a−1)
)
and |wj − E[Wj(G)]nd1+α(j−2) | < ε/2. Then for α = max{a, 1/2},
Pr[|Wj(G,α)− wj | > ε] = f(d, a)
where
f(d, a) =

O
(
d−1+2a + d
k/2−1
n +
d(k−1)(2a−1)
n
)
a < 1/2
O
(
dk/2−1
n + d
−1/2
)
a = 1/2
O
(
d1−2a + d
(1−a)(k−2)
n
)
1/2 < a < 1
O
(
d−1 + dn
)
a = 1.
42
Corollary 35. Let (w3, w4, . . . ) be the limit achieved by the ROC family (µ, a). Let Gi ∼ ROC(ni, di, µ, a)
where di = o
(
n
1/((1−a)k+1−2a)
i
)
and f(di, a) is defined for Gi as in Theorem 34. If
∑∞
i=1 f(di, a) <
∞ the sequence of graphs (Gi) converges to the limit (w3, w4, . . . ) with sparsity exponent α =
max{a, 1/2}.
Achieving normalized and unnormalized closed walk counts. A ROC family (µ, a) that
achieves the limit of a sequence of graphs (Gi) with the appropriate sparsity exponent is a sam-
pleable model that produces graphs in which the normalized closed walk counts match the limit up
to an error term that tends to zero as the size of the sampled graph grows. The following remark
describes when a sequence of graphs drawn from the ROC model also matches the unnormalized
closed walk counts of the sequence (Gi) term by term. The remark is stated for k-convergence and
k-limits, but an analogous statement holds for full convergence and limits.
Remark 36. Let (Gi) be a sequence of graphs each with ni vertices and average degree di such
that (Gi) is k-convergent with k-limit L and k-sparsity exponent α. Suppose the ROC family (µ, a)
achieves the limit L with sparsity exponent α.
1. If di = o
(
n
1/((1−a)k+2a−1)
i
)
then the sequence (Hi) with Hi ∼ ROC(ni, di, µ, a) has the
property that for sufficiently large i and j ≤ k, in expectation Gi and Hi have the same
average degree and number of closed j-walks up to lower order terms with respect to di.
2. It is possible to construct other sequences (Hi) with Hi ∼ ROC(ni, f(ni), µ, a) such that for
sufficiently large i, in expectation Hi and Gi have different edge densities, but have the same
normalized number of closed walks up to lower order terms.
To prove Theorem 34, we will apply Lemma 23 , which bounds the probability that the nor-
malized walk count deviates from expectation in terms of the probability that the number of edges
deviates and the probability that the walk count deviates. Lemmas 37 and 38 compute these
quantities.
Lemma 37. Let G ∼ ROC(n, d, µ, a). Let D(G) be the random variable for the average degree of
G. Then
E[D(G)] = d and Var[D(G)] = Θ
(
d1+a
n
)
.
Proof. Let D(G) = 1n
∑
v,w,uXu,v,w where Xu,v,w is an indicator random variable for the event that
the edge w, v is added in the uth community. Note
E[Xu,v,w] = Pr[Xu,v,w] =
∑
i∈Bc
µi
(
mid
a
n
)2
qi +
∑
i∈B
µi2
(
mid
a
n
)2
qi =
d2a
xn2
.
There are n(n− 1) pairs w, v and xnd1−2a communities u. Therefore
E[D(G)] =
1
n
∑
v,w,u
E[Xu,v,w] =
1
n
n(n− 1)xnd1−2a d
2a
xn2
= d− d
n
.
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Next we compute the expected pairs of edges, E
[
D(G)2
]
. We fix the potential edge defined by
vertices a and b and community x and sum over all other potential edges.
E
[
D(G)2
]
=
(
1
n2
)
n(n− 1)(xnd1−2a)
∑
u,v,w
Pr[Xu,v,w and Xa,b,x]
= x(n− 1)d1−2a
( ∑
u,v,w 6=x
Pr[Xu,v,w]Pr[Xa,b,x] +
∑
u,v 6∈{a,b},x
Pr[Xu,v,w]Pr[Xa,b,x]
+ 2
∑
u=a,v 6=b,x
Pr[Xu,v,w and Xa,b,x] + Pr[Xa,b,x]
)
= x(n− 1)d1−2a
(
d2a
xn2
)(
n(n− 1) (xnd1−2a − 1)( d2a
xn2
)
+ (n− 2)(n− 3)
(
d2a
xn2
)
+ (n− 3)Θ
(
da
n
)
+ 1
)
=
(
d− d
n
)2
+ Θ
(
d1+a
n
)
.
It follows that
Var[D(G)] = E
[
D(G)2
]− E[D(G)]2 = Θ(d1+a
n
)
.
Lemma 38. Let G ∼ ROC(n, d, µ, a) with d = o (n1/((1−a)k+2a−1)). Let Wk(G) be the random
variable for the number of closed k-walks in G. Then
Var[Wk(G)] =

O
((
ndk/2
)2 (
d−1+2a + d
k/2−1
n +
d(k−1)(2a−1)
n
))
a < 1/2
O
((
ndk/2
)2 (dk/2−1
n + d
−1/2
))
a = 1/2
O
((
nd1+a(k−2)
)2 (
d1−2a + d
(1−a)(k−2)
n
))
1/2 < a < 1
O
((
ndk−1
)2 (
d−1 + dn
))
a = 1.
Proof. We give an upper bound on E
[
Wk(G)
2
]
by counting the expected number of pairs of walks.
Let P ′k(G) be the random variable for the number of pairs of k-walks in G that do not intersect,
and let P ′′k (G) be the random variable for the number of pairs of k-walks in G that do intersect.
Note that two k-walks that intersect can be thought of as a 2k walk. The expected number of 2k
walks in G is Θ
(
nd1+a(2k−2)
)
(see Theorem 27), and so E[P ′′k (G)] = Θ
(
nd1+a(2k−2)
)
.
To compute P ′k(G) we recall the partition of possible walks with permutation type PS into
sets A,B(i) and B(ii) as described in the proof of Lemma 32. Let S(t) be the set of S ∈ Sk
such that
∑
ti = t. For S ∈ S(t), the expected number of walks with type A is at most
nd(1−2a)t+ak
(∏j
i=1 c(ai)
ti
)
(see (15)). The expected number of walks with type B(i) is Θ
(
dk−t
)
(see (18)), and the expected number of walks with type B(ii) is Θ
(
nd(1−2a)t+ak+a−1
)
when t 6= 1
and 0 when t = 1 (see (19)). Therefore
E
[
P ′k(G)
] ≤
bk/2c∑
t=1
∑
S∈S(t)
|PS |nd(1−2a)t+ak
(
j∏
i=1
c(ai)
ti
)
+ Θ
(
dk−t + ζtnd(1−2a)t+ak+a−1
)2
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where ζt = 0 if t = 1 and ζt = 1 otherwise. We simplify and obtain
E
[
P ′k(G)
]
=

E[Wk(G)]
2 +O
(
ndk/2
(
ndk/2−1+2a + dk−1 + ndk/2+a−1
))
a < 1/2
E[Wk(G)]
2 +O
(
ndk/2
(
dk−1 + ndak+a−1
))
a = 1/2
E[Wk(G)]
2 +O
(
nd1+a(k−2)
(
nd2+a(k−4) + dk−1 + nd1+a(k−3)
))
1/2 < a < 1
E[Wk(G)]
2 +O
(
ndk−1
(
ndk−2 + dk−1 + ndk−2
))
a = 1.
Finally we compute
Var[Wk(G)] = E
[
Wk(G)
2
]
+ E[Wk(G)]
2 = E
[
P ′k(G)
]
+ E
[
P ′′k (G)
]− E[Wk(G)]2
=

O
(
ndk/2
(
ndk/2−1+2a + dk−1 + ndk/2+a−1
))
+O
(
nd1+a(2k−2)
)
a < 1/2
O
(
ndk/2
(
dk−1 + ndak+a−1
))
+O
(
ndk
)
a = 1/2
O
(
nd1+a(k−2)
(
nd2+a(k−4) + dk−1 + nd1+a(k−3)
))
+O
(
nd1+a(2k−2)
)
1/2 < a < 1
O
(
ndk−1
(
ndk−2 + dk−1 + ndk−2
))
+O
(
nd2k−1
)
a = 1,
and the statement follows by simplifying the above expressions.
We now prove Theorem 34 by applying Lemma 23.
Proof. (of Theorem 34) Let g = wj − E[Wj(G)]nd1+α(j−2) , δ = min
{
ε
2j(wj+ε)
, 1
2(j−1)2
}
and λ = ε/2− |g|. By
Lemmas 23, 37 and 38,
Pr[|Wj(G,α)− wj | > ε] ≤ Var[D(G)]
δ2d2
+
Var[Wj(G)]
λ2
(
nd1+α(j−2)
)2 ≤ O(da−1n
)
+ f(d, a) = f(d, a).
Corollary 35 follows directly from Theorem 34 and part 3 of Lemma 22.
4.3 Conditions for ROC achievable limits
In this section we address the questions: for which vectors L does there exist a ROC family that
achieves limit or k-limit L with sparsity exponent α? We first show that all 4-limits are achievable
in Section 4.3.1, then describe necessary and sufficient conditions for a limit vector (of any length)
to be achievable in Section 4.3.2. Finally Lemma 46 in Section 4.3.3 gives a convenient criterion
for determining when the Stietljes condition is satsified.
4.3.1 Achievability of (w3, w4)
In this section we prove Theorem 6, which states that any (w3, w4) that is a limit of a sequence
of graphs with increasing degree can be achieved by a ROC family. In fact, the requirement that
degree increases is only needed for the case in which the 4-sparsity exponent is 1/2.
Lemma 39. Let Cj(G) and Wj(G) denote the number of simple j-cycles and closed j-walks of a
graph G respectively. For any graph G on n vertices with average d
W4(G) ≥ W3(G)
2
nd
and C4(G) ≥ C3(G)
(
C3(G)
nd
− 1
)
.
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Proof. For each directed edge e = (u, v) let te be the number of walks that traverse a triangle with
first edge (u, v). For each edge (u, v) we can construct t2e four walks including
(
te
2
)
four cycles as
follows. Select two triangles (u, v, a) and (u, v, b). The closed walk (u, b, v, a) is a closed four walk.
When a 6= b the walk is a four cycle. Note C3(G) = W3(G). It follows that
W4(G) ≥
∑
e∈E(G)
t2e ≥ nd
(
W3(G)
nd
)2
and C4(G) ≥
∑
e∈E(G)
(
te
2
)
≥ nd
(
C3(G)
nd
)(
C3(G)
nd
− 1
)
.
Note the first part of the lemma also follows from the observation that for any set of λi,(∑
i
λ2i
)(∑
i
λ4i
)
≥
(∑
i
λ3i
)2
.
Using these properties, we now prove Theorem 6.
Proof. (of Theorem 6) Let α be the 4-sparsity exponent of the sequence.
Case 1: α > 1/2. By Lemma 39 for each graph Gi in the sequence satisfies
W4(Gi, α) ≥W3(Gi, α)2.
It follows that w4 ≥ w3. If w3 6= 0, the ROC family (µ, a) where µ is the distribution with support
one on m = w24/w
3
3 and q = w
2
3/w4 achieves the limit (w3, w4). If w3 = 0, the bROC family (µ, a)
where µ is the distribution with support one on m = w4 and q = 1 achieves the limit (w3, w4).
Case 2: α = 1/2. It suffices to show that the cycle counts T ((w3, w4)) = (w3, w4 − 2) are the
moments of some distribution. By Lemma 39, C4(G) ≥ C3(G)
(
C3(G)
nd − 1
)
= W3(G)
(
W3(G)
nd − 1
)
.
Let T4(G) be the number of closed four walks that trace a path of length two. The number of
two paths is
∑
v
(
deg(v)
2
) ≥ n(d2), and each two path contributes four closed four walks. Each edge
contributes two closed four walks. It follows that
W4(G) = C4(G) + 4T4(G) + nd ≥W3(G)
(
W3(G)
nd
− 1
)
+ 2nd(d− 1) + nd,
and so
W4(Gi, 1/2) ≥W3(Gi, 1/2)2 + 2 +O
(
1√
d
)
.
Therefore w4 ≥ w23 + 2. If w3 6= 0, the ROC family (µ, a) where µ is the distribution with support
one on m = (w4 − 2)2/w33 and q = w23/(w4 − 2) achieves the limit (w3, w4). If w3 = 0, the bROC
family (µ, a) where µ is the distribution with support one on m = w4 − 2 and q = 1 achieves the
limit (w3, w4).
4.3.2 Achievability of limits of general sequences
In this section we prove Theorems 4 and 5, which characterize achievable k-limits for sparsity expo-
nent greater than half and half respectively. Additionally, we prove the analogous characterization
for full achievability, as stated in the following theorems.
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Theorem 40 (full achievability with sparsity exponent > 1/2). A limit vector (w3, w4, . . . ) is
achievable by ROC with sparsity exponent greater than 1/2 if and only if there exists γ ∈ [0, 1],
s0, s1, . . . , t0, t2, · · · ∈ R+, s2, t2 ≤ 1 such that (s0, s1, s2, . . . ) and (t0, t2, . . . ) satisfy the full Stieltjes
condition and for all j ≥ 3
wj =
{
γsj j odd
γsj + (1− γ)tj j even.
Theorem 41 (full achievability with sparsity exponent 1/2). Let T ((c3, c4, . . . ck)) = (w3, w4, . . . wk)
be the transformation of a vector given in Definition 8. The limit vector (w3, w4, . . . wk) is achievable
by ROC with sparsity exponent 1/2 if and only if there exists γ ∈ [0, 1], s0, s1, . . . , t0, t2, · · · ∈ R+,
s2, t2 ≤ 1 such that (s0, s1, s2, . . . ) and (t0, t2, . . . ) satisfy the full Stieltjes condition and for all
j ≥ 3
cj =
{
γsj j odd
γsj + (1− γ)tj j even.
The question underlying achievability is how to determine when a vector is the vector of normal-
ized cycle counts of some ROC family. Note that the normalized cycle counts (c(3), c(4), . . . c(k))
of the family ROC(n, d, µ, a) are the moments of a discrete probability distribution over values
determined by mi, qi and βi scaled by x. The question of whether a vector can be realized as the
vector of normalized cycle counts for some ROC family is a slight variant of the Stieltjes moment
problem, which gives necessary and sufficient conditions for a sequence to be the moment sequence
of some distribution with positive support.
Our question differs in two key ways. First, the second moment is not directly specified; instead
we obtain an upper bound on the second moment from the restriction that
x
(∑
i∈Bc
µim
2
i pi + 2
∑
i∈B
µim
2
i pi
)
= 1.
Second, for achievability of k-limits we are interested in when a vector is the prefix of some moment
sequence.
The proofs of Theorems 40 and 41 rely on the classical solution to the Stieltjes moment prob-
lem (Lemma 42), and the proofs of Theorems 4 and 5 use a variant for truncated moment vectors
(Lemma 43). We use these lemmas to show Lemma 44 and Lemma 45 which together with The-
orem 27 directly imply the necessary and sufficient conditions given in Theorems 4, 5, 40 and 41.
Finally we prove Lemma 46 which gives a sufficient local condition to guarantee that a sequence
can be extended to satisfy the Stieltjes condition. The proof of this lemma establishes the semi-
definiteness of Hankel matrices of sequences satisfying a logconcavity condition.
Lemma 42 (Stieltjes moment problem, see [34]). A sequence µ = (µ0, µ1, µ2, . . . ) is the moment
sequence of a distribution with finite positive support if there exists {(xi, ti)} with xi, ti > 0 such
that
∑k
i=1 xit
`
i = µ`. A sequence µ is a moment sequence with positive support of size k if and only
if
∆
(0)
i > 0 and ∆
(1)
i > 0 for all i < k and ∆
(0)
i = ∆
(1)
i = 0 for all i ≥ k
where ∆ is given in Definition 6.
The next lemma follows, we give a proof for convenience.
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Lemma 43 (truncated Stieltjes moment problem). A vector µ = (µ0, µ1, µ2, . . . , µn) is the trun-
cated moment sequence of a distribution with finite positive support if there exists {(xi, ti)} with
xi, ti > 0 such that
∑k
i=1 xit
`
i = µ` for all ` ≤ n. A vector µ is a truncated moment sequence with
finite positive support if and only if the Stietljes condition given in Definition 6 is satisfied.
Proof. Lemma 42 directly implies that a truncated moment vector µ satisfies the Stieltjes condition.
To show that a vector µ satisfying the Stieltjes condition is a truncated moment vector with finite
positive support, it suffices to construct µn+1, µn+2, . . . such that the complete vector satisfies the
hypotheses of Lemma 42. Given µ2s, take µ2s+1 to be a value that makes ∆
(1)
s = 0. Given µ2s+1,
take µ2s+2 to be the value that makes ∆
(0)
s+1 = 0.
Lemma 44. There exists s0, s1, s2 with s2 ≤ 1 such that (s0, s1, s2, a3, . . . an) satisfies the Stieltjes
condition if and only if there exists xi,mi, qi with xi,mi > 0 and 0 ≤ qi ≤ 1 satisfying
1.
∑
xim
2
i qi = 1
2.
∑
xi(miqi)
j = aj for all 3 ≤ j ≤ n.
Similarly, there exists s0, s1, s2 with s2 ≤ 1 such that (s0, s1, s2, a3, . . . ) satisfies the full Stieltjes
condition if and only if there exists xi,mi, qi with xi,mi > 0 and 0 ≤ qi ≤ 1 satisfying (1) and (2)
for all j ≥ 3.
Proof. First assume (s0, s1, s2, a3, . . . an) satisfies the Stieltjes condition (or (s0, s1, s2, a3, . . . ) sat-
isfies the full Stieltjes condition) and s2 ≤ 1. By Lemma 43 (or Lemma 42) there exists a discrete
distribution on (t1, t2, . . . tk) where ti has mass xi, ti > 0, and
∑
xit
j
i =
{
aj 3 ≤ j ≤ n (or j ≥ 3)
si 0 ≤ j ≤ 2.
Let qi = s2 for all i, and mi = ti/s2 for all i. Observe∑
xi(miqi)
j =
∑
xi
(
tis2
s2
)j
= aj for all 3 ≤ j ≤ n (or for all j ≥ 3)
∑
xim
2
i qi =
∑ xit2i
s2
= 1.
Next assume there exists xi,mi, qi satisfying the given conditions. Let sj =
∑
xit
j
i for j ∈
{1, 2, 3} and ti = miqi. Note∑
αit
j
i =
∑
xi(miqi)
j = aj for all 3 ≤ j ≤ n (or for all j ≥ 3),
and so (s0, s1, s2, a3, . . . an) (or (s0, s1, s2, a3, . . . )) is a moment vector of a finite distribution with
positive support. It follows by Lemma 43 (or Lemma 42) that the moment vector satisfies the (full)
Stieltjes condition. To see that s2 ≤ 1, let q = maxi qi and observe
s2 =
∑
xim
2
i q
2
i ≤ q
∑
xim
2
i qi = q ≤ 1.
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Lemma 45. There exists s0, s2 with s2 ≤ 1 such that (s0, s2, a4, . . . an) satisfies the Stieltjes con-
dition if and only if there exists xi,mi, qi with xi,mi > 0 and 0 ≤ qi ≤ 1 satisfying
1. 2
∑
xim
2
i qi = 1
2. 2
∑
xi(miqi)
2j = a2j for all 2 ≤ j ≤ n.
Similarly, there exists s0, s2 with s2 ≤ 1 such that (s0, s2, a4, . . . an) satisfies the full Stieltjes con-
dition if and only if there exists xi,mi, qi with xi,mi > 0 and 0 ≤ qi ≤ 1 satisfying (1) and (2) for
all j ≥ 4.
Proof. First assume (s0, s2, a4, a6, . . . an) satisfies the Stieltjes condition (or (s0, s2, a4, a6, . . . ) sat-
isfies the full Stieltjes condition) and s2 ≤ 1. It follows that
(
s0
2 ,
s2
2 ,
a4
2 ,
a6
2 , . . .
an
2
)
satisfies the
Stieltjes condition (or
(
s0
2 ,
s2
2 ,
a4
2 ,
a6
2 , . . .
)
satisfies the full Stieltjes condition) because multiplying
all entries of a matrix by a positive number does not change the sign of the determinant. By
Lemma 43 (or Lemma 42) there exists a discrete distribution on (t1, t2, . . . tk) where ti has mass xi,
ti > 0, and
2
∑
xit
j
i =
{
a2j 2 ≤ j ≤ n (or j ≥ 4t)
s2j 0 ≤ j ≤ 1.
Let qi = s2, and mi =
√
ti/s2 for all i. Observe
2
∑
xi(miqi)
2j =
∑
xit
j
i = a2j for all 2 ≤ j ≤ n (or j ≥ 4)
2
∑
xim
2
i qi =
2
s2
∑
xiti = 1.
Next assume there exists xi,mi, qi satisfying the given conditions. Let s0 = 2
∑
xi and ti =
(miqi)
2 for all i. Note∑
xit
j
i =
∑ xi
s0
(miqi)
2j =
aj
2
for all 2 ≤ j ≤ n (or j ≥ 4).
Let q = maxi qi, s1 = 2
∑
xiti, and observe
s1 = 2
∑
xiti = 2
∑
xim
2
i q
2
i ≤ 2q
∑
xim
2
i qi = q ≤ 1.
It follows that
(
s0
2 ,
s2
2 ,
a4
2 , . . .
an
2
)
is a moment vector (or
(
s0
2 ,
s2
2 ,
a4
2 , . . .
)
is a moment vector),
and therefore by Lemma 43 (or Lemma 43) satisfies the (full) Stieltjes condition. It follows that
(s0, s1, a2, . . . an) also satisfies the Stieltjes condition (or (s0, s1, a2, . . . ) also satisfies the full Stielt-
jes condition) because multiplying all entries of a matrix by a positive number does not change the
sign of the determinant.
Proof. (of Theorems 4, 5, 40 and 41) First assume the vectors of si and ti satisfy the hypothe-
ses. Then by Lemma 44, there exists (xi,mi, qi) satisfying
∑
xi(miqi)
j = sj and
∑
xim
2
i qi = 1.
For each triple add the triple (mi, qi, βi = 0) to the distribution. Soon we will specify the cor-
responding probability µi. By Lemma 45, there exists (xi,mi, qi) satisfying 2
∑
xi(miqi)
2j = t2j
and 2
∑
xim
2
i qi = 1. For each triple add the triple (mi, qi, βi = 1) to the distribution. Let B
be the set of indices i such that βi = 1 and B
c be the set of indices i such that βi = 0. Let
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z =
∑
i∈B xiγ +
∑
i∈Bc xi(1− γ). We now define µ by assigning probabilities to triples (mi, qi, βi).
If i ∈ Bc, let µi = xiγ/z. If i ∈ B, let µi = xi(1 − γ)/z. Note
∑
µi = 1, and therefore (µ, a) is a
well-defined ROC family with
x = 1/
(∑
i∈Bc
µim
2
i qi + 2
∑
i∈B
µim
2
i qi
)
= z.
Theorem 27 implies that the family achieves the desired limit with sparsity exponent a.
Suppose the limit is achievable by some ROC family (µ, a). Let γ = x
∑
i∈Bc µim
2
i qi, and so
1 − γ = 2x∑i∈B µim2i qi. For each i ∈ Bc, let xi = xµi/γ. Note ∑i∈Bc xim2i qi = 1, and so
by Lemma 44, the vector with sj =
∑
i∈Bc µi(miqi)
j satisfies the Stietljes condition. For each
i ∈ B, let xi = xµi/(1 − γ). Note 2
∑
i∈B xim
2
i qi = 1, and so by Lemma 45, the vector with
t2j =
∑
i∈B µi(miqi)
2j satisfies the Stietljes condition. Theorem 27 implies that cj or wj is the
appropriate combination of sj and tj .
Finally we show that a similar argument proves the condition for when it is possible to match
a k-cycle-to-edge vector with a ROC family.
Proof. (of Theorem 8) First assume the vectors of si and ti satisfy the hypotheses. Then by
Lemma 44, there exists (xi,mi, qi) satisfying
∑
xi(miqi)
j = sj and
∑
xim
2
i qi = 1. For each triple
add the triple (mi, qi, βi = 0) to the distribution. Soon we will specify the corresponding probability
µi. By Lemma 45, there exists (xi,mi, qi) satisfying 2
∑
xi(miqi)
2j = t2j and 2
∑
xim
2
i qi = 1. For
each triple add the triple (mi, qi, βi = 1) to the distribution. Let B be the set of indices i such that
βi = 1 and B
c be the set of indices i such that βi = 0. Let z =
∑
i∈B xiγ +
∑
i∈Bc xi(1 − γ). We
now define µ by assigning probabilities to triples (mi, qi, βi). If i ∈ Bc, let µi = xiγ/z. If i ∈ B, let
µi = xi(1− γ)/z. Note
∑
µi = 1, and therefore (µ, 0) is a well-defined ROC family with
x = 1/
(∑
i∈Bc
µim
2
i qi + 2
∑
i∈B
µim
2
i qi
)
= z.
Note c(j) = cj/2 by construction. For G ∼ ROC(n, d, µ, 0) and d = o
(
n
1
k−1
)
, Corollary 33 implies
that E[Cj(G)] =
cj
2 nd+ o (nd). The statement follows.
For the other direction, there is some ROC family that achieves the limit. Since the number
of j-cycles grows with nd for all j, we must have a = 0. Let (µ, 0) be the ROC family. Let
γ = x
∑
i∈Bc µim
2
i qi, and so 1 − γ = 2x
∑
i∈B µim
2
i qi. For each i ∈ Bc, let xi = xµi/γ. Note∑
i∈Bc xim
2
i qi = 1, and so by Lemma 44, the vector with sj =
∑
i∈Bc µi(miqi)
j satisfies the Stietljes
condition. For each i ∈ B, let xi = xµi/(1−γ). Note 2
∑
i∈B xim
2
i qi = 1, and so by Lemma 45, the
vector with t2j =
∑
i∈B µi(miqi)
2j satisfies the Stietljes condition. Theorem 27 implies that cj/2 is
the appropriate combination of sj and tj .
4.3.3 Simple criterion for the the Stieltjes condition.
The following lemma provides a convenient criterion that implies the Stieltjes condition. In partic-
ular, we use this show that the limit of hypercube sequence is totally k-achievable (Theorem 2).
Lemma 46. Let s1, s2, . . . sk be a vector with s1 > 0 satisfying sxsy < sasb for all 1 ≤ a < x ≤
y < b. Then there exists s0 > 0 such that (s0, s1, s2, . . . sk) satisfies the Stieltjes condition.
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The following is the key lemma for proving Lemma 46.
Lemma 47. Let s1, s2, . . . sk be a vector with s1 > 0 and sxsy < sasb for all 1 ≤ a < x ≤ y < b.
Let H be the bk+12 c×bk+12 c with Hij = si+j−1. Then all leading principal minors of H have positive
determinant.
Proof. Let Hk denote the k
th leading principal minor of H. We show that det(Hk) > 0 by induction
on k. Note det(H1) = s1 > 0. Next assume det(Hk−1) > 0. Write Hk = AB where A and B are in
the form displayed here.
Hk =

s1 s2 s3 . . . sk
s2 s3
...
s3
...
...
. . .
...
sk . . . . . . . . . s2k−1

=

s1 s2 . . . sk−1 0
s2
... 0
...
. . .
...
...
sk−1 . . . . . . s2k−3 0
0 0 . . . 0 1


1 0 . . . 0 x1
0 1
... x2
...
. . .
...
...
0 . . . . . . 1 xk−1
sk sk+1 . . . s2k−2 s2k−1
 .
Note det(A) = det(Hk−1), which is positive by the inductive hypothesis. It follows there exists a
unique solution of real values x1, x2, . . . xk−1 so that Hk = AB. Since det(Hk) = det(A)det(B) and
det(A) > 0, it suffices to show that det(B) > 0 to prove the inductive hypothesis.
Note det(B) = s2k−1 − L where
L =
(
sk sk+1 . . . s2k−2
) (
x1 x2 . . . xk−1
)T
.
By construction of A and B,
s1 s2 . . . sk−1
s2
...
...
. . .
...
sk−1 . . . . . . s2k−3


x1
x2
...
xk−1
 =

sk
sk+1
...
s2k−2
 . (21)
For i ∈ [0, k − 2], define
αi =
sk+i
si+1 + · · ·+ sk−1+i ,
and let α = maxi∈[0,k−2] αi. Therefore for all i ∈ [0, k − 2]
xi+1sk+i = αixi+1(si+1 + · · ·+ sk−1+i) ≤ αxi+1(si+1 + · · ·+ sk−1+i).
Summing the above equation over all i ∈ [0, k − 2] and applying equality (21) yields
L ≤ α(sk + sk+1 + · · ·+ s2k−2).
To prove det(B) = s2k−1−L > 0 we show that for all i ∈ [0, k−2], αi(sk+sk+1+· · ·+s2k−2) < s2k−1,
or equivalently
sk+i(sk + sk+1 + · · ·+ s2k−2) < s2k−1(si+1 + · · ·+ sk−1+i). (22)
Note by assumption sk+isk+j < s2k−1si+j+1 for all i, j ∈ [0, k − 2]. Therefore the jth term on the
left side of (22) is less than the jth term on the right side of (22), and so (22) holds.
51
Proof. (of Lemma 46.) Let H(0) and H(1) be defined for the vector (s0, s1, . . . sk) as in Definition 6.
Lemma 47 implies that all leading principal minors of H(1) have positive determinant. It remains
to show that there exists s0 > 0 such that all leading principal minors of H
(0) have positive
determinant.
Let H ′ be H(0) with the first row and column deleted. The ith leading principal determinant
of H(1) has the form s0hi + bi where hi is the (i − 1)st principal determinant of H ′. (Taking the
determinant via expansion of the first row makes this clear.) Note that Lemma 47 applied to the
vector (s2, s3, . . . sk) guarentees that each hi > 0. Therefore, it is possible to pick s0 sufficiently
large such that all principal determinants s0hi + bi of H
(1) are positive.
5 ROC achievable limits
5.1 Hypercube
In this section, we prove Theorem 2, which states that the limit of the hypercube sequence is totally
k-achievable, and discuss the limits of several related graph sequences. First we provide the ROC
parameters which achieve the small k-limits of the hypercube.
Remark 48. The ROC family (µ, 1/2) where µ is the distribution with support size one on
(8, 1/4, 1) achieves the 6-limit of the hypercube sequence. To achieve longer limits, the distribu-
tion will have larger support.
We now prove Theorem 2. Recall from Lemma 20 that the sparsity exponent of the hypercube
sequence is 1/2. Therefore, to prove the theorem we apply Theorem 5, which states the vector
(w3, w4, . . . wk) can be achieved by ROC if the normalized cycle count vector (c3, c4, . . . ck) cor-
responding to the transform T can be extended to satisfy the Stieltjes condition. The following
lemma gives the cycle vector for the hypercube.
Lemma 49. Recall from Lemma 20 that the limit of the hypercube sequence (Gd) is (w3, w4, . . . )
where
wj =
{
(j − 1)!! for j even
0 for j odd.
For T the cycle transform given in Definition 8, T ((0, s2, 0, s3, 0, . . . )) = (0, w4, 0, w6, 0, . . . ) where
s1 = 1 and sn = (n− 1)
∑n−1
j=1 sjsn−j.
Remark 50. This sequence is A000699 in OEIS: 1, 1, 4, 27, 248, 2830, . . .
Proof. (of Lemma 49) Note that the hypercube is vertex transitive so the sequence of hypercubes is
essentially k-locally regular. Therefore, Theorem 31 implies C((0, w4, 0, w6, 0, . . . )) = (c3, c4, c5, . . . )
where
ci = lim
d→∞
Ci(Gd)
2ddi/2
where Ci(Gd) is the normalized number of i cycles at a vertex. Instead of applying polynomial
operations to the vector (0, w4, 0, w6, 0, . . . ) to obtain (c3, c4, c5, . . . ) we directly compute Ck(Gd),
the number of cycles in the d-dimensional hypercube graph. As in Lemma 20, we think of k-walks
on the hypercube as length k strings where the ith character indicates which of the d coordinates
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is changed on the ith edge of the walk. For closed walks each coordinate that is changed must be
changed back, so each coordinate that appears in the string must appear an even number of times.
For 1 ≤ i ≤ k/2, let Zi be the number of such strings of length k that involve i coordinates and
correspond to a k-cycle on the hypercube graph. Since there are d coordinates Zi = Θ(d
i) = o(dk/2)
for i < k/2 and so
Ck(Gd) = nZk/2 + o
(
ndk/2
)
where n = 2d is the number of vertices.
We compute Zk/2 by constructing a correspondence between length k strings with k/2 characters
each appearing twice that represent cycles and irreducible link diagrams. A link diagram is defined
as 2n points in a line with n arcs such that each arc connects precisely two distinct points and
each point is in precisely one arc. The arcs define a complete pairing of the interval [1, 2n]. A
link diagram is reducible if there is a subset of j < n arcs that form a complete pairing of a
subinterval of [1, 2n] and irreducible otherwise. Let S be the set of k length strings in which the
characters 1, 2, . . . k/2 each appear twice and the first appearance of character i occurs before the
first appearance of j for all i < j. Let L be the set link diagrams L on k points. Let S ⊆ S be the
subset of strings that correspond to cycles on the hypercube and let L ⊆ L be the set of irreducible
link diagrams.
We construct a bijection f : S → L and show f restricted to S gives a bijection between S and
L. Given s ∈ S, we construct a corresponding link diagram f(s) ∈ L by labeling k points so that
the ith point is labeled with the ith character of s and then drawing an arc between each pair of
points with the same label. Note f is a bijection. (To produce f−1(`) label the arcs 1, 2, . . . k/2 by
order of their left endpoints. Label each point with the label of its arc and read off the string of
the labels.) It remains to show that f(s) ∈ L if and only if s ∈ S. We prove the contrapositive.
Suppose s 6∈ S. Then the hypercube closed walk corresponding to s is not a cycle. Therefore
there exists j and steps i, i + 1, . . . i + j of the walk that make a j/2 cycle. (Here by convention
traversing an edge twice is a 2-cycle.) Since i, i+ 1, . . . i+ j form a cycle, each coordinate that was
changed between step i and step i + j must have been changed back. Therefore each character
that appears in the interval [i, i+ j] appears appears twice. It follows f(s) has a complete pairing
of the subinterval [i, i + j] and therefore is reducible. Next suppose ` 6∈ L. Then there exists a
subinterval [i, i+ j] 6= [1, 2n] with a complete pairing. Therefore the walk corresponding to f−1(`)
is not a cycle because the walk visits the same vertex before step i and after step i+ j. It follows
that f−1(`) 6∈ S.
Thus |L| = |S|. See [37] for a proof that |L| = sk/2. There are d(d − 1) . . . (d − k/2 + 1) =
dk/2 + o
(
dk/2
)
ways to select the k/2 coordinates in the order they will be changed. Thus Zk/2 =
dk/2|S|+ o (dk/2) = sk/2dk/2 + o (dk/2), and therefore
Ck(Gd) = sk/2nd
k/2 + o
(
ndk/2
)
.
Lemma 51 (from [37]). Let s1 = 1 and sn = (n − 1)
∑n−1
j=1 sjsn−j. Let s1 = 1 and sn = (n −
1)
∑n−1
j=1 sjsn−j. Then
sn+1 > (2n+ 1)sn for n ≥ 4
sn+1 < (2n+ 2)sn for n ≥ 1.
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Lemma 52. Let s1 = 1 and sn = (n− 1)
∑n−1
j=1 sjsn−j. Let s1 = 1 and sn = (n− 1)
∑n−1
j=1 sjsn−j.
Then there exists s0 > 0 such that (s0, s1, s2, . . . sk) satisfies the Stieltjes condition.
Proof. We apply Lemma 46 which says a vector with sxsy < sasb for all 1 ≤ a < x ≤ y < b can
be can be extended to satisfy the Stieltjes condition. We show this conditions holds for the infinite
vector.
First we consider the case when y ≥ 4. By Lemma 51
sb >
(2b− 1)!!
(2y − 1)!!sy and sx <
(2x)!!
(2a)!!
sa.
Note (2x)!!(2a)!! <
(2b−1)!!
(2y−1)!! , and therefore
sxsy <
(2x)!!
(2a)!!
sasy <
(2b− 1)!!
(2y − 1)!!sasy < sasb.
We consider the remaining three cases separately. For a = 1, x = 2, y = 3, b ≥ 4 so sb ≥ 27.
Therefore sxsy = 4 < 27 ≤ sasb. For a = 1, x = 3, y = 3, b ≥ 4 so sb ≥ 27. Therefore
sxsy = 16 < 27 ≤ sasb. For a = 1, x = 2, y = 2, b ≥ 3 so sb ≥ 4. Therefore sxsy = 1 < 4 ≤ sasb.
Proof. (of Theorem 2) Follows directly from Lemma 49, Lemma 52, and Theorem 5.
Remark 53. The limit of the sequence of hypercubes is not fully achievable.
Proof. For a ROC family (µ, 1/2) with m = maximi, the wk coordinate in the limit vector is at
most x(2m)k. However the wk coordinate in the hypercube sequence is (k − 1)!! = Θ
((
k
e
)k/2)
.
Therefore there is no µ which achieves the full hypercube limit vector.
5.1.1 Generalized hypercubes
Two generalizations of the hypercube have the same limit and therefore are also totally k-achievable.
Corollary 54 (Hypercube generalizations). The following sequences of graphs (Gd) converge with
sparsity exponent 1/2 to the same limit as the hypercube sequence.
1. (Hamming generalization) Let Gd be the graph on vertex set {0, 1, . . . , k − 1}d where two
vertices are adjacent if the Hamming distance between their labels is one.
2. (Cayley generalization) Let Gd be the graph on vertex set {0, 1, . . . , k−1}d where two vertices
are adjacent if their labels differ by a standard basis vector.
Proof. Since the Hamming and Cayley sequences are locally regular, it suffices to show that the
sequences have sparsity exponent 1/2 and the same vector of normalized cycle counts as the hy-
percube. Let D denote the degree of the graph Gd, so for the Hamming graph D = d(k − 1) and
for the Cayely graph D = 2d.
First we show that both sequences have sparsity exponent 1/2 by showing that each vertex
is in O
(
Di/2
)
i-cycles (locally regularity guarantees the walk counts are of the same order). We
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count i-cycles by grouping them according to the number of coordinate positions changed during
the cycle, as in the proof of Lemma 49. The highest order term comes from i cycles in which i/2
coordinates are changed. Therefore the number of i-cycles at each vertex is O
(
di/2
)
= O
(
Di/2
)
and it follows that the sparsity exponent is 1/2.
Next we compute the cycle vector ci = limd→∞
C(Gd)
nDi/2
. The number of i-cycles at a vertex
that involve changing fewer than i/2 coordinates is o(Di/2), so such cycles do not contribute to ci.
Therefore, while there are odd cycles in the Hamming and Cayley graphs, ci = 0 for i odd. We
now count the number of i-cycles at a vertex that involve changing i/2 coordinates. As described
in Lemma 49 there are si/2d
i/2 ways to select i/2 coordinates and change them in a manner that
corresponds to a cycle. In the hypercube, there is only one way to change a single coordinate, so
the total number of cycles at a vertex is si/2d
i/2.
In the Hamming graph there are k−1 ways to change a coordinate since there are k possibilities
for each coordinate. Therefore, for the Hamming sequence and i even
ci = lim
d→∞
si/2(k − 1)i/2
nDi/2
= lim
d→∞
= si/2.
In the Cayley graph there are two ways to change a single coordinate (either add one or subtract
one). Therefore, for the Cayley sequence and i even
ci = lim
d→∞
si/22
i/2
nDi/2
= lim
d→∞
= si/2.
Remark 55. The above corollary shows that same ROC family (µ, a) achieves the k-limit of the
sequence of hypercubes, and the closely related Hamming and Cayley generalizations. While these
sequences all have the same ROC family limit object, the ROC family can produce sequences of
ROC graphs (Gd), Gd ∼ ROC(nd, dd, µ, a), unique to each of these settings by varying relationship
between nd and dd. A sequence with nd = 2
d and dd = d will match the edge density and unnormal-
ized walk counts of the hypercube, whereas a sequence with nd = k
d and dd = d(k − 1) or dd = 2d
will match the edge density and unnormalized walk counts of the Hamming or Cayley generalization
respectively.
5.2 Rook graph
We now prove Theorem 3 which states that the limit of the sequence of rook’s graphs is fully
achievable.
Proof. (of Theorem 3.) Recall from Lemma 21 that the sequence of (Gk) has sparsity exponent 1
and converges to the vector with wi = 2
2−i. By Theorem 27, the ROC family with a = 1 and µ
the distribution that selects m = 1/2 and q = 1 with probability 1 achieves this limit.
5.3 Erdo˝s-Re´nyi sequences
We consider ROC approximations of the sequences of Erdo˝s-Re´nyi graphs given in Lemma 24.
Theorem 56. Let ` > 1. Let (Gn) ∼ G(n2`, n2`−2).
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1. For k < 2`, the k-limit of (Gn) is achieved by any ROC family with a < 1/2.
2. For k ≥ 2`, the k-limit of (Gn) is not k-achievable by any ROC family. However, for any
ε > 0, there exists a ROC k-achievable vector that is L∞ distance at most ε from the k-limit.
3. The sparsity exponent of (Gn) is 1 and the limit is (0, 0, . . . ). This limit is not ROC fully
achievable. However, for any ε > 0, there exists a ROC fully achievable vector that is L∞
distance at most ε from (0, 0, . . . ).
Proof. For k < 2` the sparsity exponent of (Gn) is 1/2 and the k-limit is (w3, w4, . . . wk) where
wi = 0 for i odd and wi = Cati/2 for i even. By Theorem 27, this is the limit for any ROC family
with a < 1/2.
For k = 2`, the k-sparsity exponent of (Gn) is 1/2 and the k-limit is (w3, w4, . . . , wk−1, wk)
where wi = 0 for odd i, wi = Cati/2 for even i, and wk = wk + 1. By Theorem 27, in or-
der to approximate the vector it is necessary to have µ be such that x
∑
µi(miqi)
j = cj where
(c3, c4, . . . ck) = T (w3, w4, . . . , wk−1, wk) is the cycle transform, so cj = 0 for j < k and ck = 1.
Since µi, qi,mi > 0, ck = 1 implies cj 6= 0 for all j < k. Therefore, the vector cannot be achieved
exactly by ROC.
We now show that it is possible to achieve a vector that is arbitrarily close to the desired vector
with respect to the L∞ metric. Note that for µ the distribution on one point m = δ
1−k
k−2 and q = δ,
the resulting ROC family (µ, 1/2) has
cj = m
j−2qj−1 = δ
(j−2)(1−k)
k−2 +j−1.
Therefore ck = 1 and cj for j < k can be made arbitrarily small by decreasing δ. To achieve L∞
distance ε, choose δ small enough so that maxj<k wj = maxjT (c3, c4, . . . ck)j < ε.
For k > 2`, the sparsity exponent of (Gn) is
k−`−1
k−2 and the k-limit is (w3, w4, . . . , wk) where
wi = 0 for i < k, wk = 1. Therefore, by Theorem 27, to approximate the vector we likewise need µ
be such that x
∑
µi(miqi)
j = wj where cj = wj = 0 for j < k and wk = ck = 1, and the result is
as in the previous case.
Similarly, we can approximate the vector (0, 0, . . . ) with sparsity exponent 1 up to arbitrarily
small error with respect to the L∞ distance. Note that for µ the distribution on one point m and q,
the ROC family (µ, 1) has wk = m
k−2qk−1. Therefore it is possible to achieve error ε by selecting
m and q such that maxkm
k−2qk−1 < ε.
6 Discussion
6.1 Limitations of the ROC model
We have shown that the ROC model is an insightful limit object for many sequences of graphs;
the model is succinct and can be easily sampled to produce graphs with the same normalized
walk counts as the sequence up to terms that disappear as the size of the sampled graph grows.
Theorems 4, 5, 40 and 41 give necessary and sufficient conditions for when a limit sequence can
be achieved. The natural next question is whether all graphs sequences converge to a limit that
can be achieved by a ROC family. The answer to this question is no. There are both sequences
of graphs that are not convergent in any of the senses we have defined, and convergent sequences
of graphs with limits that are not achievable by a ROC family. We discuss such examples in this
section.
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Non-convergent graph sequences. Not all sequences of graphs converge or have a convergent
subsequence. Consider the following sequence of ROC graphs drawn from different ROC families.
Example 57. Let a ∈ [1/2, 1] and let µi be the distribution on one point mi = i and qi = 1. Let
(Gi) be a sequence of graphs with Gi ∼ ROC(ni, di, µi, a) such that di satisfies the degree conditions
given in Definition 5. The sequence (Gi) is not k-convergent for any k and is not fully convergent.
Proof. By Theorem 27, E[W3(Gi)] = miq
2
i nid
1+a(k−2)
i + o
(
nid
1+a(k−2)
i
)
. Therefore W3(Gi, a) =
i+ ε(i) and for all α > a W3(Gi, α) = 0 + ε(i) where ε(i) is an error term that vanishes with high
probability as i tends to infinity. It follows that almost surely the sparsity exponent and k-sparsity
exponent are a and the sequence W3(G, a) does not converge. Thus, the sequence is almost surely
not k-convergent or fully convergent.
Limit sequences that are not achievable by any ROC model We give a sequence of graphs
with increasing degree that converges to a limit that is not achievable by any ROC family and pro-
vide a method for producing such sequences. First we give a necessary condition on (w3, w4, w5, w6)
for it to appear as the prefix of a limit vector achievable by a ROC family.
Lemma 58. If (w3, w4, w5, w6) is a prefix of a k-limit that can be achieved by ROC family with
sparsity exponent > 1/2, then
w23w6 ≥ w35.
Proof. By Theorem 4, there exists γ ∈ [0, 1], s0, s1, and s2 ≤ 1 such that (s0, s1, . . . sk) satisfies the
Stieltjes condition and wj = sjγ for j odd. This condition implies that H
(0)
2s and H
(1)
2s+1 as defined
in Definition 6 are positive semidefinite. It follows that the principal minors(
s4 s5
s5 s6
)
=
(
s4
w5
γ
w5
γ s6
)
and
(
s3 s4
s4 s5
)
=
(
w3
γ s4
s4
w5
γ
)
of H
(0)
2s and H
(1)
2s+1 respectively have non-negative determinant. Therefore
γ2s4s6 ≥ w25 and γ2s24 ≤ w3w5,
and so γs6 ≥ w
3/2
5√
w3
. Since w6 ≥ γs6, the statement follows.
Next we show how to construct a sequence of graphs with increasing degree that fails this
condition. This construction is due to Shyamal Patel.
Lemma 59. Let G0 be a graph. We construct a sequence Gi as follows. Let Gi be the graph with
adjacency matrix
(
Ai−1 Ai−1
Ai−1 Ai−1
)
where Ai−1 is the adjacency matrix of Gi−1. Let wj = Wj(G0, 1).
Then for each i,
Wj(Gi, 1) = wj ,
and so (Gi) converges to (w3, w4, w5, . . . ) with sparsity exponent 1.
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Proof. Let G0 be a graph on n vertices with average degree d. Let A0 be the adjacency matrix of
G0 and let λ1 ≥ λ2 ≥ . . . λ` be the non-zero eigenvalues of A0. Note that if λ is an eigenvalue of
Ai−1 with eigenvector v, then 2λ is an eigenvalue of Ai with eigenvector
[
v
v
]
. Since the adjacency
matrix Ai has the same rank as the adjacency matrix of Ai−1, the set of non-zero eigenvalues of
Ai is precisely the set of non-zero eigenvalues of Ai−1 in which each is doubled. Therefore Ai
has non-zero eigenvalues 2iλ1, 2
iλ2, . . . 2
iλ`. Note Gi has G02
i vertices and average degree 2id.
Therefore
Wj(Gi, 1) =
∑`
b=1(2
iλb)
j
2in(2id)j−1
=
∑`
b=1(λb)
j
ndj−1
= wj .
The lemma implies that if there is a graph with Wj(G, 1) = wj , then there is a sequence of
graphs (Gi) with increasing degree that converges to this limit with sparsity exponent 1. Taking
G0 to be a girth four graph yields a sequence (Gi) with a limit vector that violates the condition of
Lemma 58. This sequence is dense since di = Θ(ni). However, we can construct a sparser sequence
(G′i) from (Gi) with the same limit by taking each G
′
i to be the union of disjoint copies of Gi.
Lemma 60. Let (Gi) be a convergent sequence of graphs with sparsity exponent α. Let (ti) be a
sequence of positive integers, and let (G′i) be a graph sequence in which G
′
i consists of ti disjoint
copies of Gi. Then (G
′
i) achieves the same limit as Gi with the same sparsity exponent.
Proof. Note that Gi and G
′
i both have average degree di and the number of vertices in G
′
i is
n′i = tini. Note also that Wk(G
′
i) = tiWk(Gi). It follows that
Wk(G
′
i, α) =
Wj(G
′
i)
n′id
′1+a(j−2)
i
=
Wj(Gi)
nid
1+a(j−2)
i
.
We use Lemmas 58 and 59 to construct a family of sequences with arbitrary sparsity that are
not achievable by the ROC model. This example implies that there is no class of densities for which
the ROC model can capture all 6-limits of sequences with the specified density.
Example 61. Let G0 be the five cycle. Then the sequence (Gi) defined as in Lemma 59 converges
to a limit that cannot be achieved by any ROC family. This limit (0, 3/4, 1/8, 5/8) is at constant
distance from any achievable limit. Moreover, there exists a sequence (G′i) with the same limit and
d′i = f(n
′
i) for any function f(n) = o(n). To see this, apply Lemma 60 to the sequence (Gi) with
ti = f
−1(ni)/ni.
6.2 ROC as a model for real-world graphs.
Modeling a graph as the union of relatively dense communities has explanatory value for many
real-world settings, in particular for social and biological networks. Social networks can naturally
be thought of as the union of communities where each community represents a shared interest or
experience (e.g. school, work, or a particular hobby); the conceptualization of social networks as
overlapping communities has been studied in [30], [42]. Protein-protein interaction networks can
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also be modeled by overlapping communities, each representing a group of proteins that interact
with each other in order to perform a specific cellular process. Analyses of such networks show
proteins are involved in multiple cellular processes, and therefore overlapping communities define
the structure of the underlying graph [1], [20], [6].
Our model therefore may be a useful tool for approximating large graphs. It is often not
possible to test algorithms on graphs with billions of vertices (such as the brain, social graphs,
and the internet). Instead, one could use the DROC model to generate a smaller graph with same
clustering coefficient and degree distribution as the large graph, and then optimize the algorithm
in this testable setting. Further study of such a small graph approximation could provide insight
into the structure of the large graph of interest.
Moreover, the ROC model could be used as a null hypothesis for testing properties of a real-
world networks known to have community structure. It is established practice to compare real-world
graphs to various random graph models to understand the non-random aspects of its structure
([12, 35, 26, 28]). The ROC model is particularly well-suited to be the null hypothesis graph for
graphs with known community structure. Comparing such a network to a ROC network would
differentiate between properties of the network that are artifacts of community structure and those
that are unique to the graph.
6.3 ROC as a limit object
We have seen that the ROC model provides a sampleable approximation of the limits of many
sparse graph sequences, in particular the hypercube sequence. Our metric was defined in terms of
a vector of closed walk counts of each length appropriately normalized. This vector is a natural
choice because closed walk counts are equivalent to the moments of the eigenspectrum, and the
normalization factor encodes average density of local neighborhoods. Our findings suggest that
measuring closed walk counts and approximating with the ROC model is a promising beginning
to a complete theory for describing the limits of sparse graph sequences (in particular those with
roughly uniform degree and are not captured by graphexes). We end with a discussion of future
directions that illustrate the potential of the ROC model and address current limitations of the
theory.
Distance and convergence. Our notion of convergence based on normalized closed walk count
vectors differs from other notions of graph convergence in two key ways. First, our theory does not
provide an inherent metric for describing the distance between two graphs. The normalization factor
used to determine the convergence of a sequence of graphs depends on the rate of growth of the
closed walk counts in the sequence. Therefore, it not clear which normalization factor α to use when
comparing the closed walk vectors of just two graphs. Second, due to this flexibility in normalization
parameter α, the space of all vectors of normalized closed walk counts is unbounded, and so it is
possible to construct sequences of graphs with no convergent subsequence (as in Section 6.1). In
contrast the set of local profiles and the set of graphons are compact, so every sequence of graphs
in these settings has a convergent subsequence. Further investigation is necessary to meaningfully
extend the ROC theory to the context of approximating a small set of graphs rather than a sequence,
and to the context of non-convergent sequences.
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Capturing cuts. While a graph H drawn from the ROC model may capture the closed walk
counts of a graph G, there is no guarantee that H and G will have similar cuts. (The in the
local profile approach for bounded degree graphs also succeeds at encoding local properties and
fails to capture the global property of cuts.) For example, consider a convergent sequence of
connected graphs (Gi) and a sequence of graphs (G
′
i) where G
′
i is a collection of disjoint copies
of Gi. Lemma 60 implies (Gi) and (G
′
i) have the same limit; however the cuts in these sequences
greatly differ. Moreover the cuts of a ROC graph drawn from the family that achieves the limit
need not have cuts that match either Gi or G
′
i.
In general, even if the moments of the eigenspectra of two graphs match, their spectral gaps and
precise set of eigenvalues may greatly differ. In Appendix C we discuss a different approximation
of the spectrum of the hypercube graph. It is not of constant size (the size of the approximation
grows with d for a hypercube of size 2d), but it captures the d distinct eigenvalues of the hypercube
precisely (and therefore the minimum cut). On the other hand, the approximation does not preserve
information about the multiplicities of the eigenvalues, and hence does not capture the moments.
An extension of the ROC model. We imagine the following extension to the ROC model
that has the potential to encode information about the cuts of a graphs and give a finer grained
approximation of local structure while also maintaining the approximation of closed walk counts.
Begin with a partition of the vertex set, and for each community type specify a distribution over
partition classes. Then, when adding a community to a ROC graph, instead of selecting community
membership from the entire vertex set with equal probability, select vertices for the community
based on the corresponding distribution over partition classes. This modification has the potential
to better approximate cuts because it is possible to control the number of edges between partition
classes.
Moreover, the above modification will likely be a better approximation for graphs that are not
necessarily close to locally regular. Currently a ROC approximation produces a graph in which
each vertex is in approximately the number of closed walks as an average vertex in the target graph.
However, the target graph could be made up of several types of vertices where all vertices of a given
type have the same local closed walk count vector. A ROC approximation captures the weighted
average of these vectors, but does not retain information about the distribution over such vectors.
An expanded theory, perhaps including the above modification, could create graph approximations
that capture the distribution of local closed walk counts vectors at each vertex.
Achievability of all limits. As demonstrated in Section 6.1, not all limit sequences can be
achieved by a ROC model. In particular, the model may not be able to capture the limits of
sequences of girth five graphs because the density of the communities need to produce many five
cycles will also produce many three and four cycles. This problem could be resolved by generalizing
the model so that communities may have structure other than E-R random graphs. Alternately,
the aforementioned approach of adding ROCs between partition classes might provide sufficient
flexibility to achieve a wider range of limits.
6.4 Additional open questions.
1. A further generalization involves adding particular subgraphs from a specified set according to
some distribution instead of E-R graphs in each step (e.g., perfect matchings or Hamiltonian
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paths). Does doing so allow for greater flexibility in tuning the number of various types of
motifs present (not just triangles and four-cycles)?
2. Can the DROC model be extended to produce graphs with arbitrary clustering coefficients
and degree distributions (that have long upper tails)? A modification of the DROC model
could be that vertices with higher target degrees are more likely to join each community.
3. A fundamental question in the study of graphs is how to identify relatively dense clusters. For
example, clustering protein-protein interaction networks is a useful technique for identifying
possible cellular functions of proteins whose functions were otherwise unknown [38, 20]. An
algorithm designed specifically to identify the communities in a graph drawn from the ROC
model has potential to become a state-of-the-art algorithm for clustering real-world networks
with overlapping community structure.
4. A ROC graph H that approximates a target graph G has similar closed walk counts as G.
To what extent does this similarly imply that algorithms will behave similarly on G and H?
For instance, can we analyze the behavior of random walks or percolation of ROC graphs?
How does this behavior compare to the behavior of the same process on other graphs with
the same closed walk counts?
5. Moreover, the asymptotic thresholds for properties of ROC graphs have yet to be studied.
(See [17] for a survey on E-R random graphs.) Which phase transitions appearing in E-R
random graphs also appear in ROC graphs? Does every nontrivial monotone property have
a threshold?
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A Limitations of previous approaches
Theorem 62. Let G be a graph on n vertices obtained by repeatedly adding triangles on sets of
three randomly chosen vertices. If the average degree is less than
√
n, the expected ratio of triangles
to edges is at most 2/3.
Proof. Let t be the number of triangles added and d the average degree, so d = 6t/n. To ensure
that d <
√
n, t < n3/2/6. The total number of triangles in the graph is t+ (d/n)3
(
n
3
)
= t+ d3/6 =
t+ 36t3/n3. It follows that the expected ratio of triangles to edges is at most
t+ 36
(
t
n
)3
3t
≤ 2
3
.
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Proof. (of Proposition 1.1) Let σ1 . . . σrank(M) denote the eigenvalues of M .
E[#k-cycles] =
∑
i1 6=i2···6=ik
Mi1i2Mi2i3 . . .Miki1
≤ Tr(Mk)
=
rank(M)∑
i=1
σki
≤ rank(M)dk.
B Connectivity of the ROC model
We describe the thresholds for connectivity for ROC graphs with one community type, ROC(n, d, s, q).
A vertex is isolated if it is has no adjacent edges. A community is isolated if it does not intersect
any other communities. Here we use the abbreviation a.a.s. for asympotically almost surely. An
event An happens a.a.s. if Pr[An]→ 1 as n→∞.
Theorem 63. For (s− 1)q(lnn+ c) ≤ d ≤ (s− 1)qesq(1− ε), a graph from ROC(n, d, s, q) a.a.s.
has at most (1 + o(1)) e
−c
1−ε isolated vertices.
Proof. We begin by computing the probability a vertex is isolated,
Pr[v is isolated] =
nd
s2q∑
i=0
Pr[v is in i communities](1− q)si
= (1 + o(1))
nd
s2q∑
i=1
( nd
s(s−1)q
i
)( s
n
)i (
1− s
n
) nd
s(s−1)q−i
e−sqi
≤ (1 + o(1)) e− d(s−1)q
nd
s2q∑
i=0
(
de−sq+
s
n
(s− 1)q
)i
= (1 + o(1)) e
− d
(s−1)q
nd
s2q∑
i=1
(
de−sq
(s− 1)q
)i
= (1 + o(1))
(
e
− d
(s−1)q
)( 1
1− ε
)
.
Let X be a random variable that represents the number of isolated vertices of a graph drawn
from ROC(n, d, s, q). We compute
Pr[X > 0] ≤ E[X] = (1 + o(1))n
(
e
− d
(s−1)q
)( 1
1− ε
)
= (1 + o(1))
(
e−c
1− ε
)
.
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Theorem 64. A graph from ROC(n, d, s, q) with s = o(
√
n) has no isolated communities a.a.s. if
d
q
> log
nd
s2q
.
Proof. We construct a “community graph ” and apply the classic result that G(n, p) will a.a.s. have
no isolated vertices when p > (1+) log n/n for any  > 0[13]. In the “community graph ” each ver-
tex is a community and there is an edge between two communities if they share at least one vertex;
a ROC graph has no isolated communities if and only if the corresponding “community graph ” is
connected. The probability two communities don’t share a vertex is
(
1− ( sn)2)n. Since communi-
ties are selected independently, the “community graph ” is an instance of G
(
nd
s(s−1)q ,
(
1− ( sn)2)n).
By the classic result, approximating the parameters by nd
s2q
, 1− es2/n, this graph is connected when
1− e−s2/n >
log nd
s2q
nd
s2q
.
Since s = o(
√
n) is small, the left side of the inequality is approximately s2/n, yielding the equivalent
statement
d
q
> log
nd
s2q
.
Note that the threshold for isolated vertices is higher, meaning that if a ROC graph a.a.s has
no isolated vertices, then it a.a.s has no isolated communities. These two properties together imply
the graph is connected.
C Approximating the hypercube’s set of eigenvalues
The ROC model captures the first k moments of the eigenspectrum of the hypercube. To illustrate
the difficultly of capturing the moments with a random model, here we an approximation method
that preserves the set of eigenvalues of the hypercube (without multiplicity) and show this is not
enough to also capture the moments. This approximation is a 2d × 2d matrix M of rank d with
entries in the interval [0, 1] that has the same set of eigenvalues as the d-dimensional hypercube. A
graph is produced by connecting vertices vi and vj with probability Mi,j .
The following well-known claim describes the eigenspectrum of the hypercube.
Proposition C.1. Let Ad be the adjacency matrix of the d-dimensional hypercube graph. Then for
i ∈ {0, 1, . . . d}, −d+ 2i is an eigenvalue of Ad with multiplicity
(
d
i
)
.
We approximate the adjacency matrix Ad of the d-dimensional hypercube graph by dividing
the hypercube into layers. Layer i consists of the `i =
(
d
i
)
vertices whose labels have precisely i
zeros. We let pi be the fraction of edges between layer i and layer i+ 1. Each vertex in layer i has
d− i neighbors in layer i+ 1, so pi = d−i`i+1 . We construct Md, a block matrix in which the ij block
has width `j and height `i, and each entry in the block matrix is the probability that two distinct
randomly selected vertices from layer i and layer j are adjacent.
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Figure 6: A graphical representation of a graph sampled from Md.
Lemma 65. The set of eigenvalues of Md is precisely the set of eigenvalues of the d-dimensional
hypercube.
Proof. Let M∗d be the d× d matrix obtained from Md by the following procedure. For each of the
d+ 1 blocks, replace the `i rows corresponding to block i with a single 1× 2d row equal to the sum
of the `i rows. This yields a d× 2d matrix. Delete all duplicate columns to obtain
M∗d =

0 1 . . .
n 0 2
n− 1 0
. . .
... 0 n
1 0.

First we claim that if λ is an eigenvalue of M∗d , then λ is also an eigenvalue of Md. Suppose
v = (v0, . . . vd) is an eigenvector of M
∗
d with eigenvalue λ. Let v
∗ be the vector obtained by replacing
each entry vi with `i entries with value vi/`i. Note v
∗ is an eigenvector of Md with eigenvalue λ.
Next we show that the eigenvalues of M∗d are {−d,−d + 2, . . . , d} by induction on d. We use
the following identities
M∗d =

0
0
M∗d−1
...
0
n
0 0 . . . 0 0 0

+

0
1 0
1 0
. . .
. . .
1 0

M∗d =

0 0 0 . . . 0 0
n
0
0 M∗d−1
...
0

+

0 1
0 1
. . .
. . .
0 1
0

.
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First note M∗1 =
[
0 1
1 0
]
has eigenvalues −1 and 1, establishing the base case. Next we show that
if v is an eigenvector of M∗d−1 with eigenvalue λ, then
(
0
v
)
−
(
v
0
)
and
(
0
v
)
+
(
v
0
)
are eigenvectors
of M∗d with eigenvalues λ− 1 and λ+ 1 respectively. Apply the above identities we obtain
M∗d
((
0
v
)
−
(
v
0
))
= (λ− 1)
(
0
v
)
+ (−λ+ 1)
(
v
0
)
= (λ− 1)
((
0
v
)
−
(
v
0
))
M∗d
((
0
v
)
+
(
v
0
))
= (λ+ 1)
(
0
v
)
+ (λ+ 1)
(
v
0
)
= (λ+ 1)
((
0
v
)
+
(
v
0
))
.
We have shown that {−d,−d+ 2, . . . d} are eigenvalues of Md. Since Md has rank d+ 1, this is
precisely the set of eigenvalues of Md.
Let S be a graph on n = 2d vertices sampled from Md. Note that the expected average degree of
S is d, and so there approximately 2nd2 closed four walks in S that trace trees. In the hypercube,
there are 2nd2 such walks and an additional nd2 closed four walks that trace simple cycles. However,
the expected number of simple four cycles in S is
E[C4(S)] = 8
n−2∑
i=0
`i
(
`i+1
2
)
`i+2p
2
i p
2
i+1 = Θ
(
d5
)
= o
(
nd2
)
.
Therefore the expected number of four walks in S is (2 + o(1))nd2, whereas it is (3 + o(1))nd2 for
the hypercubes.
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