A connection between the notion of information and the concept of risk and return in portfolio theory is deduced. This succeeds in two steps: A general moment-return relation for arbitrary assets is derived, thereafter the total expected return is connected to the Kullback-Leibler information. With this result the optimization problem to maximize the expected return of a portfolio consisting of n subportfolios by moment variation under a given value-at-risk constraint is solved. This yields an ansatz to price information.
Introduction
"How much does a byte cost?" -Information does not only play an important role in theoretical economics as, e.g., in the context of the efficiency of markets or in game theory. Also from the management point of view it is of high relevance being one of the production factors. So the evaluation of information is of prominent interest in business as well as in theoretical economics.
The aim of this article is to indicate a deep relation between information and the concept of risk and return in portfolio theory, and to develop on this basis an ansatz to price information. To be concrete, a moment-return relation of a general asset portfolio is deduced. Thereafter, the total expected return of a portfolio is shown to be related to the Kullback-Leibler information, or relative entropy, measuring the deviation from maximum return of a portfolio consisting of n securities. The expected return turns out to be
where W Π is the total sum of the investments W i , s is a function of the moments of each security in the portfolio Π, and t is the investment horizon. Moreover, H(p) and K(p, q) are the information and the Kullback-Leibler information, respectively; here p is the probability vector p representing the entropy of the investment distribution, whereas q is the probability distribution yielding the moment information.
Modifications of the moments, due to market or portfolio changes, cause variations of q. In fact this yields
where R * is the maximum return given the investment distribution p. Thus information costs, namely the price of the expected return diminition relative to the sum of the investments.
As an application the optimization problem to maximize the expected return of a portfolio consisting of n subportfolios by variation of the moments under a value-at-risk constraint is solved.
The present article is divided into five sections: After this introduction some aspects from information theory are recapitulated in the second section, whereas in the third one the expected return of a general asset is deduced as a mathematical function of the first two moments. In the fourth section the central return-information relation is deduced and the effect of investment and moment variation is studied, resulting in stating and solving a moment optimization problem. The article is concluded with a short discussion of the results.
Information
The mathematically precise definition of information first was given by Shannon 18 in 1948 and founded a whole discipline, information theory. Shannon's pioneering idea was it to consider information as a function of a given probability distribution. It yields a measure for the uncertainty that a given event will occur, or for the surprise that it has occurred.
In the original sense of information theory the probability distribution refers to the special case of a source sending a finite set of messages, such that message number i is sent with probability p i . Evidently, this takes into account only the syntactic aspect a of information.
Soon this point of view was generalized to an arbitrary probability distribution, especially by Jaynes.
10,11 The basis for this vision is the idea that a probability distribution in essence represents a priori knowledge, i.e. yet acquired information.
In this way the semantic aspect of information can be made more precise. However, this point of view did not remain uncontroversial, although it even traces back to the founders of probability theory, Laplace and Bernoulli. 12 In this article information is pragmatically defined as a function H of a given probability distribution. The interpretation is depending on the context and will be made precise in the sequel.
Let Φ be the phase space, i.e. the set of "microstates" or "elementary events." In this article we restrict ourselves to the discrete case, i.e. the case of a countable phase space: Φ = {ϕ 1 , ϕ 2 , . . . }. (However, the following considerations can be generalized to the continuous case in a straightforward manner.) Moreover we suppose a probability space (Φ, A, P ), where A is a σ-algebra over Φ, and P is a probability measure P : A → [0,1] given by P (A) = ϕi∈A p i with p i = p({ϕ i }). Then the information is defined by the relation 8, 14, 18 
Here 'ln' means the natural logarithm to the basis e. (The basis of the logarithm determines the unit of the information. For the basis 2 it is the 'bit', for the basis e the 'nat' or simply a pure number.) The probability distribution p = (p 1 , p 2 , . . . ) is a probability vector, and we have especially 0 p i 1. Hence, the information H(p) of a discrete probability distribution always is a non-negative quantity, H(p) 0.
Information thus solely depends on the given probability distribution and does not refer to the contents of the underlying events or states. The probabilities with which the events occur are important, not the events themselves.
Let p and q be two probability vectors referring to Φ with the property that q i vanishes only if p i does also. Then the Kullback-Leibler information or the relative entropy of p with respect to q is defined by 1,6,13
The Kullback-Leibler information is a measure for the deviation of two distributions.
Here the Bayesian prior distribution 11 q can be considered as the mathematical description of the a priori knowledge, which leads to another probability distribution p caused by new knowledge emerging from a measurement or from learning; the Kullback-Leibler information then is the gain of information supplied by the measurement or the learning. In this article Kullback-Leibler information is generally considered as the information difference between the "knowledge" p and the "prior knowledge" q.
One important property of information is the integrated Gibbs inequality. It says that for arbitrary distributions p i ,
An elementary proof can be found, e.g., in Mackey. 15 Because for any probability distribution p we have the identity n i=1 p i = 1, there is always a gain of information for two differing probabilities: By inequality (2.5), K(p; q) > 0 for p = q. Moreover K(p; p) = 0, i.e. K(p; q) is minimal for q = p ("No new knowledge by learning p").
The moment-return relation
In this section we will derive a general formula relating the moments of a stochastic process to its first two moments.
We assume a standard filtrated probability space (Ω, F, P ; F t∈R+ ). Ω denotes the phase space of the states of the world, the filtration F t the measurable states, i.e. the available information evolving with time, F s ⊂ F t for s < t. Then for a continuous semimartingale X and an adapted pathwisely left continuous and pathwisely local process F the stochastic integral t 0 F dX is well-defined. 7 For a rigorous introduction to the mathematics of stochastic processes the reader may be referred to Bauer 3 or Øksendal.
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Suppose that "now" is given by t = 0. Let S be a given security price process, i.e., S(t) is the price of a security at time t. Let moreover µ(t) denote the expected rate of change of S(t) at time t and σ(t) its conditional standard deviation. Usually, µ is referred to as the "drift" of S(t), and σ as its "diffusion."
5, 17 We assume X to be a continuous semimartingale, and µ and σ to be adapted processes such that µ
Usually X t denotes the standard Brownian motion B t , and S is an Ito process.
5,16,17
Formula (3.6) applies to any sort of securities:
Asset investments with S(0) > 0
• A bond price process is represented by β(t) = β(0) e rt , with the continuously compounding interest rate r and the invested capital β(0); in the general setting (3.6), S = β, µ = r, and σ = 0.
• A (lognormally distributed) stock price is given by S(t) = S(0) e αt+σXt , with α and σ constant over the time horizon t; for our general setting (3.6), µ = α + σ 2 /2.
• The price process S C of a European long call option on a security S(t) with strike price K is given by S C (t) = (S(t) − K) + ; in case of no arbitrage it is determined, e.g., by the Black-Scholes pricing formulas; 5,9,16 for (3.6) this means µ and σ correspond in a definite manner to the values of the underlying asset.
• The price S P of a European long put option on a security S with strike price K is analogously given by S P (t) = (K − S(t)) + .
Liabilities with S(0) < 0
• A raised credit of amount C with discounted interest rate r, S(t) = −C e rt .
• A sold bond where S(t) = −β(t) = −β(0) e rt , with the continuously compounding interest rate r and the "borrowed" capital −β(0).
• The price process S C of a short call option on a security S(t) with strike price K is given by S C (t) = −(S(t) − K) + .
• The price S P of a European short put option on a security S with strike price K is analogously given by S P (t) = −(K − S(t)) + .
In general, the continuously compounding interest rate r, also called short rate, is given by 5,9,21 S(t) = S(0)e rt , or r = . The expected return R of the investment S(0) is given by R = rS(0). It is a function depending on the time horizon, the investment, and the moments, R = R(t; S(0), µ, σ). With the assumption X 0 = 0 (almost surely), and supposing µ and σ to be constant over the investment horizon t, we thus have by (3.6) the moment-return relation
where x(t) = Ω X t dt. For a risk-free bond we have σ = 0, and R is equal to its continuously compounded return.
16,19
The return function (3.7) obeys the law of marginal return for growing risk, for it is a concave function with respect to µ and σ. 4, 20 By the logarithm series we have with u = µt + σx(t) that ln(1 + u) ≈ u for u 1; moreover ln(1 + u) ≈ ln u for u 1. This means that for small mean values and volatilities u 1 the return R behaves approximately proportional to u, whereas for extremely high moments u 1 a further augmentation of u causes a lower augmentation of the return.
The case of n subportfolios
Suppose a portfolio Π consisting of n subportfolios Π 1 , . . . , Π n (n ∈ N). For each subportfolio Π i we denote the return R i on the invested capital W i with time horizon t. In the sequel we will often call W i simply the investment of Π i . We assume that each subportfolio Π i denotes an aggregate investment W i with
This is immediately clear for a portfolio consisting solely of active assets. But what about passive liability transactions with S(0) < 0? We deduce from the considerations above that there are two general classes of such deals: (i) raising credits or borrowing capital, and (ii) taking short positions on derivative products. In the first case the borrowed capital in itself does not make sense for a bank or a financial institution, it is always reinvested in one or more active asset investments. So we take the subportfolio Π i to include at least as many investments such that the net aggregate investment capital is non-negative. In the second case of short positions on derivatives, the bank actually invests no capital, i.e. W i = 0, because such deals can be considered as mere bets on future security prices. Winning the bet just means pocketting the "bet provision" S(0), losing it means redemption of the pool. Applying the considerations above to the expected returns R i for each subportfolio Π i with fixed investment horizon t, we achieve with (3.7) that
Here we denote the mean value by µ i , the volatility by σ i , and the expected value of the stochastic process at time t by x i = E[X i (t)]. The total expected return R is given as R = n i=1 R i . We note that the volatility is an aggregate quantity of 
n i assets (or subsubportfolios, respectively), given by 
Moment variation
We start from the following model: A portfolio Π consists of n subportfolios Π i , in each of which there is made an investment W i 0 with time horizon t and expected returns R i (i = 1, . . . , n). The expected total return R of the total portfolio then simply is R = n i=1 R i . Here R i is given by (3.9) . Let us define the quantities p i and q i as
By construction p i , q i 0, and i p i = i q i = 1. Thus the vectors p = (p 1 , . . . , p n ), and q = (q 1 , . . . , q n ) can formally be considered as probability vectors referring to the abstract phase space Ω = {Π 1 , . . . , Π n } of the subportfolios Π i . With (4.10) the expected total return R = i R i may be rewritten as
with s := j s j and W := j W j . We note that s = s(t; µ, σ) is a linear function with respect to the moment vectors µ and σ. With (2.3) and (2.4) equation (4.11) can be expressed as
Assuming that W Π and s are constants given by budget and value-at-risk constraints, the integrated Gibbs inequality (2.5) yields
The expression in the square brackets in (4.12) shows that the return is maximal if and only if the Kullback-Leibler information vanishes: K(p; q) = 0. According to the discussion in the sequel of the Gibbs inequality (2.5), for two probability vectors p and q this true if and only if p = q. Thus under the conditions s = const and W Π = const, the return is maximal if and only if
for each i = 1, . . . , n. Geometrically thus the investment vector W = (W 1 , . . . , W n ) points into the same direction as the moment term vector s = (s 1 , . . . , s n ). Hence we have proved the following theorem:
Theorem. Let be given a portfolio Π = (Π 1 , . . . , Π n ) with aggregate investments W i 0 and moments µ i , σ i for each subportfolio Π i . Then under the value-at-risk constraint s = const, with s given by (3.9), the expected return R of Π is maximal if and only if the moments are related to the investments W i by equation (4.14). The maximum return R * then is determined by (4.13), or
Discussion
In this article a relation between information and expected return of a portfolio Π consisting of n subportfolios Π 1 , . . . , Π n is deduced. This succeeds in two steps: First, the moment-return relation (3.9) for the expected returns R i of each subportfolio Π i is derived, stating that R i are functions depending on the corresponding stochastic measures, namely the mean value µ i , the volatility σ i , and a constant x i given by the stochastic processes. Next the total expected return R is related to the Kullback-Leibler information by equation (4.12).
As an application the optimization problem to maximize the expected return of a portfolio consisting of n subportfolios by variation of the moments is solved. Equation (4.12) allows the remarkable conclusion that any information difference K(p; q) between the knowledge p given by the investment distribution and the prior knowledge q given by the moments diminishes the expected return.
A further aspect is achieved by regarding the case of incomplete information. Usually the moment term distribution only is known incompletely, be it by ignorance or by conscious information hiding of the subportfolio managers. Qualitatively we immediately see that in this case the optimum investment choice must fail, for the optimum condition of the theorem is not achieved. The expected total return will not be maximal.
The result of this article supplies an ansatz to price information: With equation (4.12) the maximum expected return reads R * = [ln s − H(p)]W Π /t. Changing the moment distribution, e.g. due to modifications of the market or the portfolio, implies p = q. Changing moments, especially risk, thus causes an information difference K given by (4.12) and (4.15), i.e.
Information costs the price of the expected return diminition relative to the sum of the investments.
