Abstract. We propose a new Connected Dominating Set (CDS) based algorithm for clustering in Mobile Ad hoc Networks (MANETs). Our algorithm is based on Wu and Li's [14] algorithm, however we provide significant modifications by considering the degrees of the nodes during marking process and also provide further heuristics to determine the color of a node in the initial phase. We describe, analyze and measure performance of this new algorithm by simulation and show that it performs better than Wu and Li's [14] algorithm especially in the case of dense networks.
Background

Clustering Using Dominating Sets
A dominating set is a subset S of a graph G such that every vertex in G is either in S or adjacent to a vertex in S [2] . Dominating sets are widely used in clustering networks [8] . Dominating sets can be classified into three main classes, Independent Dominating Sets (IDS), Weakly Connected Dominating Sets (WCDS) and Connected Dominating Sets (CDS) [4] . -Independent Dominating Sets: IDS is a dominating set S of a graph G in which there are no adjacent vertices. Fig. 1 .a shows a sample independent dominating set where black nodes show cluster heads. -Weakly Connected Dominating Sets (WCDS): A weakly induced subgraph (S) w is a subset S of a graph G that contains the vertices of S, their neighbors and all edges of the original graph G with at least one endpoint in S. A subset S is a weakly-connected dominating set, if S is dominating and (S) w is connected [5] . Black nodes in Fig. 1 .b show a WCDS example. -Connected Dominating Sets: A connected dominating set (CDS) is a subset S of a graph G such that S forms a dominating set and S is connected. Fig. 1 .c shows a sample CDS.
Dominating Set Algorithms
Various algorithms exist for clustering in IDS, WCDS and CDS.
Clustering Using IDS: Baker and Ephremides [6] proposed an independent dominating set algorithm called highest vertex ID. A very similar algorithm to the highest id algorithm is the lowest id algorithm by Gerla and Tsai [7] . Gerla and Tsai developed another algorithm to find the independent dominating sets called the highest degree algorithm. Although these algorithms are considered as important algorithms, Chen et al. [8] proposed that these algorithms are not working correctly for some graphs. To solve this incorrect operation, Chen et al. developed the k-distance independent dominating set algorithm. [9] .
Clustering Using WCDS: Although independent dominating sets are suitable for constructing optimum sized dominating sets, they have some deficiencies such as lack of direct communication between cluster heads. In order to obtain the connectivity between cluster heads, WCDSs can be used to construct clusters. The WCDS was first proposed for clustering in ad hoc networks by Chen and Liestman [10] called zonal clustering.
Clustering Using CDS: CDSs have many advantages in network applications such as ease of broadcasting and constructing virtual backbones [11] , however, when we try to obtain a connected dominating set, we may have undesirable number of cluster heads. So, in constructing connected dominating sets, our primary problem is to find a minimal connected dominating set. Guha and Khuller [12] proposed two centralized greedy algorithms for finding suboptimal connected dominating sets. Das and Bharghavan [13] provided distributed implementations of Ghua and Khuller's algorithms [12] . Wu and Li [14] , improved Das and Bhraghavan's distributed algorithm as a localized distributed algorithm for finding connected distributed sets in which each node only needs to know its distance-two neighbor [13] . Then Wu and Dai, proposed an extended version of this algorithm which uses more general rules in order to cluster graphs [18] . Xinfang Yan, Yugeng Sun, and Yanlin Wang [15] proposed a heuristic algorithm for minimum connected dominating set which uses uptime and power levels of the nodes as heuristics. Peng-Jun Wan, Khaled M. Alzoubi and Ophir Frieder [16] proposed a distributed algorithm for finding a CDS which constructs the dominating set using the Maximal Independent Sets. Hui Liu, Yi Pan and Jiannong Cao [17] , improved Wu and Li's algorithm [14] by adding a third phase elimination. In the additional third phase, the algorithm searches redundant cluster heads. A cluster head is eliminated if it is dominated by two of its cluster head neighbors. Our algorithm is based on Wu and Li's CDS Algorithm [14] .
Wu and Li CDS Algorithm Wu and Li CDS Algorithm [14] is a step wise operational distributed algorithm, in which every node has to wait for others in lock state in the algorithm. In this algorithm, initially each vertex marks itself W HIT E indicating that it is not dominated yet. In the first phase, a vertex marks itself BLACK if any two of its neighbors are not connected to each other directly. In the second phase, a BLACK marked vertex v changes its color to W HIT E if either of the following conditions is met:
3 The Distributed Dominating Set Based Clustering Algorithm
General Idea
We propose a distributed algorithm which finds a minimal connected dominating set in a MANET. We developed our algorithm based on Wu's CDS Algorithm but we add some extra heuristics. First, we determine some situations that a node cannot change its color after the first phase. We also consider the degree of a node when marking it. 
Algorithm
We assume that each node has a unique node id and knows its adjacent neighbors. Each node has a color indicating whether the node is in the dominating set or not. The color is set to BLACK if the node is in the dominating set, or WHITE if the node is not in the dominating set. Color GRAY is used to indicate that the node is marked after the first phase, but it will change its color after the second phase as either WHITE or BLACK. The finite state diagram for the algorithm can be seen in Fig. 2 . Period TOUT message triggers the algorithm and is sent periodically. Neighbor REQ message is sent to collect a list of distance-2 neighbors. Neighbor LST message includes a list of adjacent neighbors of sending node. Color REQ message is used to collect a node's neighbor's colors after the first phase. Color RES message includes sender's color after the first phase. Each node is in the IDLE state and colored as UNDEFINED COLOR initially. When all Neighbor LST messages are collected in the CHK NODES state, the node checks the following heuristics to determine if it will be among the ones whose color will not alter after the first phase:
-If the node has at least one isolated neighbor, it changes its color to BLACK and its state to IDLE. -If all neighbors of the node are directly connected to each other or if the node is an isolated node, it changes its color to WHITE and its state to IDLE.
If the node is not suitable for one of these two coloring heuristics, then it changes its color to GRAY and its state to CHK DOM. When the node switches to state CHK DOM, it multicasts a Color REQ message to its neighbors. Then it waits until all its neighbors send their colors. When the node v collects all color information, it starts to apply the following rules:
If one of these rules is true, then the node v changes its color to WHITE, else it changes its color to BLACK. After the node determines its permanent color, it changes its state to IDLE. At any state, a node can receive request messages to help other nodes run their algorithms. These messages are Neighbor REQ and Color REQ. In such a case, the node prepares the required information requested in the received message and continues to its current operation. No state changes are performed in these cases.
An Example Operation
We obtained the resulting connected dominating set in Fig. 3 by using our algorithm. This section explains the algorithm step by step by using the sample graph in Fig. 3 . Runtime of the algorithm is explained for nodes 1 and 8, but we remark again that each node is running the algorithm concurrently.
-Execution of algorithm at node 1: When node 1 times out the period, it sets its color to UNDEFINED COLOR, sends a Neighbor REQ message to all of 
Analysis Theorem 1. Time complexity of the clustering algorithm is Θ(4).
Proof. Every node executes the distributed algorithm by the exchange of 4 messages. Since all these communication occurs concurrently, at the end of this phase, the members of the CDS are determined, so the time complexity of the algorithm is Θ(4).
Theorem 2. Message complexity of the clustering algorithm is O(n 2 ) where n is the number of nodes in the graph.
Proof. For every mark operation of a node, 4 messages are required (Neighbor REQ, Neighbor LST, Color REQ, Color RES ). Assuming every node has n-1 adjacent neighbors, total number of messages sent is 4(n − 1). Since there are n nodes, total number of messages in the system is n(4(n − 1)) Therefore messaging complexity of our algorithm has an upperbound of O(n 2 ).
Results
We implemented the Dominating Set Based Clustering Algorithm with POSIX threads in RedHat. Each thread is treated as a mobile node. Graph is constructed randomly with different densities. Fig. 4 displays the cluster head numbers at graphs with 40, 50, 60 and 70 per cent densities. The results are taken at ranging from 10 to 90 nodes in a random graph. It can be seen that our modified algorithm performs significantly better than Wu and Li's [14] algorithm at higher densities. 
Conclusions
In this paper, we proposed a distributed algorithm with significant modifications on Wu and Li's algorithm for constructing a CDS. We showed the implementation of the algorithm and analyzed its time and message complexities. We showed that we can decrease the size of the CDS by adding some heuristics to Wu and Li's algorithm. We also showed that this improvement can be significant especially when the number of nodes in the MANET is large. Therefore, we can conclude that the algorithm can be preferable in dense mobile networks. Clustering described in this study can be used for various distributed tasks in MANET's such as routing and multicast communications. We are planning to experiment various total order multicast algorithms in such an environment where message ordering is provided by the cluster heads on behalf of the ordinary nodes of the MANET.
