Abstract. We show that all GL(2, R) equivariant point markings over orbit closures of translation surfaces arise from branched covering constructions and periodic points, completely classify such point markings over strata of quadratic differentials, and give applications to the finite blocking problem.
Introduction
In this paper, we give new results on the GL(2, R) action on moduli spaces of translation surfaces with marked points, and applications such as the following.
The finite blocking problem. We say that two, not necessarily distinct, points x 1 , x 2 on a rational polygon are finitely blocked if there is a finite set B of points such that every billiard trajectory from x 1 to x 2 passes through a point of B. We call a polygon Gaussian if it can be tiled by ( ) triangles in such a way that triangles that share (part of) an edge are related via reflection. Similarly we call it Eisenstein if it can be tiled by ( ) triangles. We adopt the convention that all polygons are required to have connected boundary. Theorem 1.1. Let P be a rational polygon.
(1) If P is Gaussian or Eisenstein, any two points are finitely blocked. (2) If P is not Gaussian or Eisenstein and all its angles are multiples of π/2, then possibly infinitely many pairs of points are finitely blocked, but each point is finitely blocked from only finitely many other points. (3) Otherwise, only finitely many pairs of points are finitely blocked in P .
The main content is the third statement; the first two are included for completeness and are closely related to previous results (see for example Theorems 1 and 2 of Lelièvre, Monteil, Weiss [LMW16] ). We prove Theorem 1.1 by showing that every translation surface that is not a branched cover of a torus has a finite set that, together with covering maps to half-translation surfaces, accounts for all finite blocking (see Theorems 3.5 and 3.15). Theorem 1.1 builds upon and recovers results of authors such as Gutkin, Hubert, Lelièvre, Monteil, Schmidt, Schmoll, Troubetzkoy, Weiss, which we will discuss shortly. Our results also apply to the illumination problem, which is the special case of the finite blocking problem when the blocking set is required to be empty.
Affine invariant submanifolds. Given a partition of 2g −2 as a sum of positive integers 2g − 2 = s i=1 k i , define the stratum H(k 1 , . . . , k s ) to be the orbifold of all translation surfaces (X, ω) of genus g where X has genus g and ω has zeros of order k 1 , . . . , k i . A result of EskinMirzakhani-Mohammadi [EM, EMM15] gives that any closed GL(2, R) invariant subset of a stratum is an affine invariant submanifold, which is by definition a properly immersed manifold whose image is locally described by real homogeneous linear equations in period coordinates.
Marked points on translation surfaces. Let M be an affine invariant submanifold of a stratum H of translation surfaces. Let H * n denote the set of surfaces in H with n distinct marked points, none of which coincide with each other or with zeros of the Abelian differential. Let π : H * n → H be the map that forgets the marked points. Define an n-point marking over M to be an affine invariant submanifold N of H * n such that π(N ) is equal to a dense subset of M (equivalently, π(N ) is equal to M minus a finite, possibly empty, union of smaller dimensional affine invariant submanifolds). Define an Mperiodic point to be a 1-point marking over M of the same dimension as M.
Theorem 1.2 (Eskin-Filip-Wright
). An affine invariant submanifold has infinitely many periodic points if and only if it consists entirely of branched covers of tori.
Section 4.2 explains why Theorem 1.2 is a special case of results in [EFW] .
We say that an n-point marking N over M is reducible if there is a k-point marking N and a (n − k)-point marking N over M such that N is a component of {(X, ω, S ∪ S ) : (X, ω, S ) ∈ N , (X, ω, S ) ∈ N , |S 1 ∪ S 2 | = n}.
We call a point marking irreducible if it is not reducible. The study of point markings immediately reduces to the irreducible case.
The following result states that when M does not consist entirely of torus covers the only non-obvious ways to mark points over M are to mark M-periodic points. This result arose during conversations with Ronen Mukamel. Theorem 1.3. Let M be an affine invariant submanifold that does not consist entirely of branched covers of tori. Any irreducible n-point marking N over M with n > 1 arises from a half-translation surface covering construction: for any (X, ω, S) ∈ N , there is a map from (X, ω) to a half-translation surface that takes S to a single point. Theorem 1.3 implies a stronger statement, which we allude to with the terminology "covering construction". See Remark 3.4. In the case that M does consist entirely of branched covers of tori, point markings are easily described, and there are infinitely many n-point markings for all n ≥ 1.
Strata of quadratic differentials. For any connected component of a stratum Q of quadratic differentials, one can form the affine invariant submanifoldQ consisting of all Abelian differentials which arise as double covers (also called square roots) of quadratic differentials in Q. Each (X, ω) ∈Q has a natural involution J, so that (X/J, ω 2 ) ∈ Q. (Since (X, ω) might, in unusual cases, have more than one involution, the data of J should be included in a point ofQ, but rather than write (X, ω, J) ∈Q we suppress this from the notation.)
If Q consists entirely of hyperelliptic surfaces we say that Q is hyperelliptic. In this case the hyperelliptic involution on X/J lifts to a hyperelliptic involution on X. Theorem 1.4. Suppose Q has higher rank. If Q is not hyperelliptic, the onlyQ-periodic points are fixed points of the involution J. If Q is hyperelliptic, the onlyQ-periodic points are fixed points for J and fixed points for the hyperelliptic involution.
Context. Lelièvre, Monteil, and Weiss recently showed that the only translation surfaces in which every pair of points are finitely blocked are covers of tori [LMW16] ; we recover and strengthen this in Corollary 3.8. Generalizing work of Hubert, Schmoll, and Troubetzkoy [HST08] in the case of lattice surfaces, they also showed that for any point p on any translation surface, the set of points not illuminated by p is finite. For more background on the finite blocking problem and the closely related illumination problem, see [Mon05, Mon09, HST08, LMW16] .
In the case of closed GL(2, R) orbits, Theorem 1.2 is due to Gutkin, Hubert, and Schmidt [GHS03] and was established independently by Möller using algebro-geometric methods [Möl06] . Möller also showed that for non-arithmetic closed orbits in genus 2 the only periodic points are Weierstrass points, using McMullen classification of such closed orbits [McM05, McM06] .
The proof of Theorem 1.3 builds upon and was inspired by an argument of Hubert, Schmoll, and Troubetzkoy [HST08, Theorem 5].
Lanneau classified connected components of strata of quadratic differentials [Lan08] , see also [CM14] for a correction.
Apisa classified periodic points over connected components of strata of Abelian differentials: they exist only for hyperelliptic connected components, in which case they must be Weierstrass points [Api] .
There is an unexpected periodic point over the golden eigenform locus in genus 2, see forthcoming work of Eskin-McMullen-MukamelWright and [KM] . When studying translation surfaces without marked points it is often helpful to consider degenerations which may have marked points [MWa] , and indeed Theorems 1.3 and 1.4 have already been used to study GL(2, R) orbit closures of unmarked translation surfaces [MWb] .
Organization. Section 2 proves Theorem 1.3. Section 3 gives our applications to the finite blocking problem, including Theorem 1.1. The remaining sections, which are independent of Section 3, prove Theorem 1.4. Section 4 gives the required background, and Section 5 gives a proof, conditional on two results established in the remaining two sections. The approach is by induction: Section 6 produces an appropriate cylinder to degenerate, and Section 7 provides the base case.
Proof of Theorem 1.3
Definition 2.1. Let N be an irreducible 2-point marking over M. Consider any (X, ω, {p 1 , p 2 }) ∈ N , and let γ 1 be a path from a zero of ω to p 1 , and let γ 2 be a path from a zero of ω to p 2 . Let Σ denote the set of zeros of ω (so p 1 , p 2 / ∈ Σ). A linear equation γ 1 ω = a γ 2 ω + γ ω must hold for some relative homology class γ ∈ H 1 (X, Σ, R) and nonzero real number a. We define the slope of N to be a or 1/a, whichever is larger in absolute value.
The slope describes the speed at which one marked point moves when the other marked point is moved at unit speed (and the underlying surface (X, ω) without marked points is fixed). Note that if the role of p 1 and p 2 are interchanged, 1/a will play the role of a. The slope depends only on N and not on any of the choices made in the definition.
Remark 2.2. Let N be an irreducible n-point marking over M of dimension dim M + 1. Then if (X, ω, S) ∈ N and p 1 , p 2 ∈ S, one can define the slope of p 1 with respect to p 2 in the same way. If (X, ω, S) is generic, this will be equal to the slope of the irreducible 2-point marking given by the orbit closure of (X, ω, {p 1 , p 2 }).
Example 2.3. If M is the hyperelliptic locus in some stratum, and N is given by a pair of points that are exchanged under the hyperelliptic involution, then the slope is -1.
Example 2.4. Suppose that M is an affine invariant submanifold of translation surfaces of genus g, such that the generic translation surface in M has a unique map to a translation surface of genus h < g. Let N be the set of all pairs of points on surfaces in M that map to the same point on the associated surface of genus h. Then N has slope 1.
Example 2.5. Suppose that M is an arithmetic Teichmüller curve, so each surface (X, ω) ∈ M admits a unique map f of degree d to a torus branched over one point. Let N be the locus of all pairs of points p 1 , p 2 on surfaces (X, ω) ∈ M such that 2f (p 1 ) = 7f (p 2 ), where we view the image torus as a group with origin equal to the image of the zeros of ω. Then N has slope 7/2. Theorem 2.6. Suppose that M has only finitely many M-periodic points. Then any irreducible 2-point marking N over M has slope 1 or −1.
The proof is a generalization of [HST08, Proof of Theorem 5].
Lemma 2.7. Let N be an irreducible 2-point marking over an affine invariant submanifold M. Suppose that (X, ω) has dense orbit in M.
Then if (X, ω, {p 1 , p 2 }) ∈ N and p 1 is M-periodic, then p 2 is also M-periodic.
Furthermore, if (X, ω, {p 1 , p 2 }) is in the closure of the fiber of N over (X, ω) and p 1 is a zero of ω, then p 2 is either a zero of ω or an M-periodic point.
Proof. Let N be the orbit closure of (X, ω, {p 1 , p 2 }), where p 1 is Mperiodic. This affine invariant submanifold must be properly contained in N , because at the generic point of N neither of the marked points are M-periodic. Since dim N = dim M + 1, we must have dim N = dim M, and hence both p 1 and p 2 are M-periodic.
Now, suppose to a contradiction that p 1 is a zero of ω and p 2 is neither a zero nor an M-periodic point. Then the GL(2, R) orbit closure of (X, ω, p 1 , p 2 ) has dimension dim M + 1 = dim N and contains the set of (X, ω, p 1 , p 2 ) where p 2 is arbitrary.
The proof can now be concluded with either general principles or concrete arguments. The general principle is that the orbit closure of (X, ω, p 1 , p 2 ) is contained in the boundary of N (in the Hodge bundle over M g,2 ), and by [MWa] or [Fil16] this boundary must have dimension strictly smaller than dim N . One concrete argument, which we only sketch, is that the fiber of N over (X, ω) consists of linear submanifolds of (X, ω) × (X, ω) of slope a, and such submanifolds cannot accumulate on the set of (X, ω, p 1 , p 2 ), which has infinite slope. Another concrete argument, which again we only sketch, is that the fiber of N over (X, ω) must be a finite union of linear submanifolds of (X, ω), because N has finite volume.
Proof of Theorem 2.6. Suppose otherwise. Consider (X, ω, {p 1 , p 2 }) ∈ N such that the GL(2, R) orbit of (X, ω) is dense in M. Let Σ be the finite set of all zeros of ω together with all points of (X, ω) contained in M-periodic points. By assumption Σ is finite.
We consider the one dimensional fiber of N over (X, ω). Any path that pushes the point p 1 around (X, ω) while avoiding the set Σ can be lifted to a path in the fiber that pushes p 1 and p 2 around (X, ω). Since p 1 avoids Σ , p 1 and p 2 do not collide. As we move p 1 on (X, ω), p 2 moves in a way determined by the slope so that the marked surface remains in the fiber. After possibly swapping the role of p 1 and p 2 , we may assume that when p 1 moves with unit speed the point p 2 moves with speed strictly less than unit speed.
By Lemma 2.7, when p 1 is moved to a point of Σ , it must be the case that p 2 is also moved to a point of Σ . Let α be a saddle connection on (X, ω, Σ ) (that is, a straight line segment from a point of Σ to a point of Σ whose interior is disjoint from Σ ) of minimal length. Move p 1 to be on α, and then move p 1 from one end of α to the other. At either end, p 1 is at a point of Σ , so p 2 must also be at a point of Σ . This is a contradiction because p 1 moves strictly faster than p 2 and because α is a minimal length saddle connection.
Lemma 2.8. Suppose that M has only finitely many M-periodic points. Let N be an irreducible n-point marking over M with dim N = dim M+ 1. For every (X, ω, S) ∈ N there is a map f to a half-translation surface such that f maps S to a point.
Proof. It suffices to prove the lemma when (X, ω, S) has dense orbit in N , so we assume this.
Suppose, for some n > n, that there is an irreducible n -point marking N over M of dimension dim N = dim M + 1, such that for all (Y, η, P ) in N minus a union of smaller affine invariant submanifolds there is a set P ⊂ P so that (Y, η, P ) ∈ N .
In other words, in N there are n marked points whose position locally determine each other given the unmarked translation surface, and N extends these n points to a larger collection of points such that each locally determines all the others.
We claim there is an upper bound for how large n may be. Let Σ be the set of zeros of ω and all points s such that (X, ω, s) is contained in a M-periodic point. Let T be the sum of the cone angles at points of Σ , divided by π.
Fix (X, ω, S ) ∈ N , and move the n -marked points around while remaining in the fiber of N over (X, ω). Move one of the marked points along a horizontal seperatrix until it hits a point of Σ . By Lemma 2.7, all marked points must then lie at points of Σ .
By Theorem 2.6, the slope for any pair of these points is 1 or -1, so each marked point must have travelled along a different directed horizontal line segment towards a point of Σ . There are exactly T such directed horizontal line segments. The claim is proved. Now assume n as above was maximal. Then two points not in Σ being simultaneously marked is in fact an equivalence relation. Indeed, if two sets of n -points partially overlapped, then their union would contradict the maximality of n . This uses that (X, ω, S ) has dense orbit.
The quotient of (X, ω) \ Σ by this equivalence relation gives a map to a punctured surface with an atlas of charts to C whose transition functions are translation and translations composed with multiplication by −1. This map extends continuously to a map f from (X, ω) to the metric completion of the punctured surface, and this f is the desired map.
Lemma 2.9. Suppose that M has only finitely many M-periodic points. Let N be an irreducible n-point marking with n > 2. Then dim N = dim M + 1.
Proof. Suppose the lemma is not true. Consider a counterexample with dim N − dim M > 1 minimal, and in the smallest genus that admits a counterexample for this minimal value of dim N − dim M.
Pick (X, ω, S) ∈ N such that the GL(2, R) orbit of (X, ω, S) is dense in N . Let Σ be defined as above; since N is irreducible we have that S is disjoint from Σ .
For each p ∈ S, let γ p be a path from a zero of ω to p. Since S is irreducible, and since dim M + n − 1 ≥ dim N ≥ dim M + 2, we may pick three points p 1 , p 2 , p 3 ∈ S so that exactly one equation of the form a i γ p i = γ for γ ∈ H 1 (X, Σ, R) holds, up to adding one of the defining equations of M to γ.
In other words, the three points p i move with two (complex) degrees of freedom in the fiber of N over (X, ω). Hence we may move p 1 to Σ without moving the other two points, p 2 and p 3 , to Σ . This gives a point marking N over M with fewer marked points and with dim N = dim N −1. We do not know if N is irreducible, but it can be expressed as a union of irreducibles, one of which, call it N , contains (X, ω, S ) for some S containing p 2 and p 3 . (The two points p 1 and p 2 must be in the same irreducible point marking because there is an equation relating γ p 1 to γ p 2 .)
Because we chose the counterexample N with dim N − dim M > 1 as small as possible, we get that dim N = dim M + 1. Without loss of generality, assume a 2 and a 3 have the same sign. This forces the slope of the 2-point marking given by {p 2 , p 3 } to be 1. Now, the proof of Lemma 2.8 shows that (X, ω) covers a smaller genus translation surface. (Lemma 2.8 itself says it covers a quadratic differential, but one can easily see that in the slope 1 case there is also a map to a translation surface of positive degree. Since M has only finitely many periodic points, the genus is greater than 1. A positive degree map from a surface of genus greater than 1 must decrease the genus.) Now, we may push S forward under this map, and construct in this way a counterexample in smaller genus. Note that since N is irreducible, we may assume that for generic (X, ω, S) ∈ N no two points of S will map to the same point on the lower genus translation surface. Thus we have contradicted the fact that we have chosen N in minimal genus.
Proof of Theorem 1.3. By Theorem 1.2, there are only finitely many M-periodic points. By Lemma 2.9, we have dim N = dim M + 1. Hence Lemma 2.8 gives the result.
The finite blocking problem
In the first subsection we explain the implications of Theorem 1.3 for finitely blocked points; in the next two we give applications; and in the final subsection we study possible finite blocking sets. The final three subsections can be read independently of each other but all rely on the first.
3.1. Consequences of Theorem 1.3. Throughout this subsection let (X, ω) be a translation surface. Given two not necessarily distinct points x 1 and x 2 on (X, ω) the finite blocking problem asks whether all straight line paths between x 1 and x 2 may be blocked by a finite collection of points B. If this is possible then we say that x 1 and x 2 are blocked by B. The following lemma provides an example of this phenomenon.
Lemma 3.1. Suppose that (X, ω) has an involution j so that j * ω = −ω. For any point p that is not a zero and is not fixed by j, p and j(p) are finitely blocked by the fixed points of j.
Proof. Let be a line segment in (X, ω) joining p to j(p). Since j * ω = −ω, we get that j maps to itself, and hence contains a fixed point in its interior.
Lelièvre, Monteil, and Weiss showed that if (X, ω) is a translation cover of a torus then any two points are finitely blocked (and, conversely, that this property characterizes torus covers) [LMW16, Theorem 1].
Assumption 3.2. Suppose throughout this section that (X, ω) is not a translation cover of a torus.
Recall the result of Möller that states that there is a unique map π X min : (X, ω) → (X min , ω min ) to a translation surface of minimal genus, and any map from (X, ω) to a translation surface is a factor of this map [Möl06, Theorem 2.6]. This can be extended to quadratic differentials as follows.
Lemma 3.3. There is a quadratic differential (Q min , q min ) with a degree 1 or 2 map (X min , ω min ) → (Q min , q min ) such that any map from (X, ω) to a quadratic differential is a factor of the composite map π Q min : (X, ω) → (Q min , q min ).
Proof. If (X, ω) does not admit any maps to strictly half translation surfaces, we may set (Q min , q min ) = (X min , ω min ).
So suppose there is a map h : (X, ω) → (Q , q ), where (Q , q ) is not the square of an Abelian differential. Recall that any map from a translation surface to a quadratic differential lifts to a map from the translation surface to the square root of the quadratic differential. Let (X , ω ) → (Q , q ) be the square root of (Q , q ), and let J be the involution on (X , ω ) so (Q , q ) = (X , ω )/J. By the defining property of (X min , ω min ), there exists a map π : (X , ω ) → (X min , ω min ) through which the map π • J : (X , ω ) → (X min , −ω min ) factors. Hence X min must have a self-map j negating ω min and satisfying π = j • π • J. Since X min has genus greater than 1, j must be an involution.
Since (X min , ω min ) does not cover a smaller genus translation surface, it has at most one involution negating ω min . Hence the lemma is true with (Q min , q min ) = (X min , ω min )/j.
We define a point in a point marking to be free if it can be moved freely, independently of the unmarked surface and the position of the other points in the point marking.
Remark 3.4. Given M, let M min denote the set of all (Q min , q min ) arising from all (X, ω) ∈ M. There is a natural point marking M br min over M min which consists of all (Q min , q min , B) such that there is a cover (X, ω) → (Q min , q min ) branched over B, with (X, ω) ∈ M and B of maximal size. If N is an irreducible n-point marking over M with n > 1, then for each (X, ω, S) ∈ N , Theorem 1.3 gives that S maps to a single point p ∈ (Q min , q min ). We can then consider the point marking N min which consists of all (Q min , q min , B∪{p}) that arise in this way. By Theorem 1.3, the point marking N min over M min consists of a number of N min -periodic points together with a number of free marked points.
Note that in general S could be a proper subset of the fiber of p, and that p must be free; it cannot be an N min -periodic point.
Theorem 3.5. If x 1 and x 2 are finitely blocked on (X, ω), then either they are both M-periodic points or zeros, where M is the orbit closure of (X, ω),
To prove this theorem, which is the main result of this subsection, we first require two lemmas. Given two points x 1 and x 2 that are finitely blocked by a collection of points B, let M x 1 ,x 2 ,B be the GL 2 (R) orbit closure of (X, ω; p, q; B) in H * n+2 where n is the size of B. We would like to permit the points x 1 and x 2 to coincide and to be zeros. We will use the same notation, but if this happens the orbit closure will be taken in H * n+1 after forgetting one of the redundant points are deleting a zero (if there are two zeros then delete both and take an orbit closure in H * n ). Finally, in order to refer to specific zeros, we will work on a finite cover of M where the zeros are labelled. We will suppress these details in the sequel.
Lemma 3.6. If (X , ω ; x 1 , x 2 ; B ) belongs to M x 1 ,x 2 ,B then x 1 and x 2 are blocked by B .
Proof. The locus of (X , ω ; x 1 , x 2 ; B ) such that there is a straight line segment from x 1 to x 2 not intersecting B or the zeros of ω is open and GL 2 (R) invariant.
We define a blocking set to be minimal if no proper subset also blocks the two points.
Lemma 3.7. Neither x 1 nor x 2 is free in M x 1 ,x 2 ,B . If B is minimal, then locally in M x 1 ,x 2 ,B the position of the points in B are determined by the unmarked surface and x 1 , x 2 .
Proof. If x 1 is free, we can move it into a small ball around x 2 that doesn't contain any points of B, and find a straight line segment from x 1 to x 2 not intersecting B.
If some points in B could be moved without changing the underlying unmarked surface or the position of x 1 , x 2 , we could move at least one of these points off the countable collection of line segments from x 1 to x 2 to obtain a smaller finite blocking set.
Proof of Theorem 3.5. Let B be a minimal finite blocking set.
First we suppose that x 1 is M-periodic or a zero and show that so is x 2 . Suppose otherwise. Let U be a flat disk around x 1 on (X, ω) on which π Q min (z) = z n in a local coordinate z centered at x 1 . Remaining in M x 1 ,x 2 ;B we may move x 2 into U without moving x 1 . Assume x 2 is closer to x 1 than any other periodic point or zero. Now, there must be a point b of B also contained in U , blocking the straight line from x 1 to x 2 in U .
Let B be the non-empty set of non-periodic points in B. Lemma 3.7 gives that B ∪ {x 2 } is an irreducible point marking, so we see by Theorem 1.3 that B ∪ {x 2 } maps to a single point under π Q min . In particular, b and x 2 must map to the same point under π Q min . This is a contradiction, since b is closer to x 1 than x 2 .
Next suppose neither x 1 nor x 2 is periodic. By the previous lemma, neither is free in M x 1 ,x 2 ,B , so by Theorem 1.3 they must map to the same point under π Q min .
Corollary 3.8. A non-singular point on a translation surface that is not a torus-cover is only finitely blocked from finitely many other points.
Proof. Let p be a non-singular point on a translation surface that is not a torus cover. If p is periodic then it is only finitely blocked from other periodic points, of which there are finitely many by Theorem 1.2. If p is not periodic then it is only finitely blocked from other points in π −1 Q min (π Q min (p)), of which there are only finitely many.
3.2. k-differentials, k > 2. Throughout this section we will suppose that (S, θ) is a Riemann surface S with a k-differential θ, k > 2, and θ is not a power of a lower order differential. Let (X, ω) be the canonical unfolding of (S, θ) to an Abelian differential, which comes with a map π S : (X, ω) → (S, θ). In this section we will prove the following:
is not a translation covering of a torus then there are only finitely many pairs of finitely blocked points on (S, θ).
Proof. X has a rotational self-symmetry T of order k with (S, θ) = (X, ω)/ T . As in the proof of Lemma 3.3, we see that it descends to an automorphism t of X min , with
If s 1 and s 2 are finitely blocked on (S, θ), then the set π −1 S (s 1 ) is finitely blocked from the set π −1 (s 2 ), which means there is a finite set B such that every straight line segment from one set to the other intersects B. Equivalently, every point of one set is finitely blocked from every point in the second set.
Suppose that s 1 or s 2 is such that π −1 S (s 1 ) and π −1 S (s 2 ) do not contain any M-periodic points and do not map to any of the finitely many points in (X min , ω min ) that are fixed by a non-trivial power of t. (As usual, M is the orbit closure of (X, ω).)
We will show that s 1 and s 2 are not finitely blocked. Suppose in order to find a contradiction that they are. Consider a point of π −1 S (s 1 ) and a point of π −1 S (s 2 ). Since these two points are finitely blocked, we see that they map to the same point in (Q min , q min ). Hence π Q min maps π −1 S (s 1 ) to a single point of (Q min , q min ). But π −1 S (s 1 ) is a T orbit, so its image on (X min , ω min ) must be a t orbit of size at most two, which is a contradiction since k > 2.
Recall that our convention is that polygons are assumed to have connected boundary. Proposition 3.10. A rational polygon unfolds to the cover of a torus if and only if the polygon is Gaussian or Eisenstein.
Proof. Let P be a rational polygon and suppose its unfolding (X, ω) is a torus cover; we will show P is Gaussian or Eisenstein. (The other direction is easy.) Let k be the least common denominator of the angles divided by π, so X admits an order k symmetry T with T * (ω) = ξω, where ξ is a primitive k-th root of unity.
By assumption, ω lies in a two dimensional subspace of H 1 (X, C) defined over Q, spanned by ω and its complex conjugate. Since T * (ω) = ξω, this subspace is invariant under T * . Hence T * restricted to this rational subspace must have all Galois conjugates of ξ as eigenvalues. Hence, the degree of Q(ξ) as a field extension of Q is at most 2, and we conclude that k ∈ {2, 3, 4, 6}.
For each zero of ω there is some non-trivial power of T that fixes it. Hence if p :
is the usual map from cohomology relative to the set Σ of zeros of ω to absolute cohomology, we get that T acting on ker(p) does not have any any primitive k-th roots of unity as eigenvalues. (Here we count preimages of corners of P of angle π k as zeros of order zero and include them in Σ.) Hence the dimension of the ξ-eigenspace of T is the same in absolute and relative cohomology.
The sum of primitive eigenspaces of T in relative and absolute cohomology are both defined over Q. Since p induces a Q-linear isomorphism between them it follows that the relative periods of ω are rational linear combinations of the absolute periods of ω.
Since k ∈ {2, 3, 4, 6} the periods span a lattice in C, and after rotating and scaling the relative periods lie in Q[ξ]. Assuming k ∈ {2, 4} gives that P is Gaussian and assuming k ∈ {3, 6} gives that P is Eisenstein.
Proof of Theorem 1.1. If P is Gaussian or Eisenstein, then it unfolds to a torus cover, where it is known that any two points are finitely blocked. Hence any two sets of points are finitely blocked (just take the union of the blocking sets).
Suppose now that P is not Gaussian or Eisenstein. By Proposition 3.10, P does not unfold to a torus cover and so there are only finitely many periodic points on the unfolding and any point is finitely blocked from only finitely many others by Theorem 3.5. If some angle is not an integer multiple of π 2 then the pillowcase double of P is a k-differential for k > 2 and so Theorem 3.9 implies that there are only finitely many pairs of finitely blocked points on P .
3.3. Prime triangles. Theorem 1.3 can sometimes be applied without knowing the orbit closure of a translation surface, since both flat and algebro-geometric methods exist to restrict the number of periodic points on a translation surface without knowing the orbit closure. Here is one example.
Theorem 3.11. Consider a triangle with angles a π, b π, c π with > 3 prime and {a, b, c} = {1, 2, 4}. If two points are finitely blocked they are both vertices and the minimal blocking set is the collection of vertices V in the non-isosceles case and V ∪ {m} where m is the midpoint of the line joining the two vertices of equal angle in the isosceles case.
Remark 3.12. The authors have verified that the result still holds for the (1, 2, 4) triangle, but have chosen to omit the proof.
Remark 3.13. We permit billiard paths to run along the edge of the Theorem 3.14. Let (X, ω) be the unfolding of a triangle with angles a π, b π, c π with > 5 prime and so that (a, b, c) = (1, 2, 4). The only points of (X, ω) whose difference from a branch point is torsion are branch points and, when (X, ω) is hyperelliptic, Weierstrass points.
Proof of Theorem 3.11. By work of Filip, the difference between any two points of (X, ω) must be torsion in the Jacobian [Fil] . (In general, Filip allows for more complicated twisted torsion relations, but to have non-trivial twisting one must consider relations between at least 3 points. In general, Filip also allows for the difference to be merely torsion in a factor of the Jacobian, but since is prime the relevant factor is in fact the whole Jacobian.)
When is prime, (X, ω) does not cover any smaller genus translation surface. So (X, ω) = (X min , ω min ), and either it is hyperelliptic or it is also equal to (Q min , q min ). By Theorem 3.5 the only pairs of finitely blocked points are points that unfold to periodic points.
Suppose first that (X, ω) is not hyperelliptic. When > 7, Theorem 3.14 implies that the only points that unfold to periodic points are vertices of the triangle. By Lemma 3.7, a minimal blocking set of two finitely blocked periodic points consists of only periodic points. Now suppose (X, ω) is hyperelliptic. This happens if and only if the triangle is isosceles (see for example [Col89, Section 4]). When > 5, Theorem 3.14 states the only points that unfold to periodic points (aside from the vertices) are points that unfold to Weierstrass points. The only such point on an isosceles triangle is the midpoint m of the edge between the two vertices of equal angle.
By Lemma 3.7, a minimal blocking set of two finitely blocked periodic points consists of only periodic points. Therefore, m is not finitely blocked from any of the vertices of the triangle. The trajectories shown in Figure 3 .1 shows that m is not blocked from itself. Therefore, in the hyperelliptic case we have also shown that the only finitely blocked points are pairs of vertices. For the two excluded primes = 5 and = 7 we have the following special arguments. Both triangles with = 5 unfold to Teichmüller curves in genus two and hence Möller [Möl06] implies that the only periodic points are zeros and Weierstrass points. For = 7 the only triangle that is not isosceles is the (1, 2, 4) triangle and Theorem 3.14 classifies the periodic points on the unfolding of the isosceles triangles. Since we only must consider isosceles triangles in these cases, the previous analysis applies and we are done.
3.4. Description of blocking sets. Assume that (X, ω) is not a torus cover.
Theorem 3.15. Let x 1 and x 2 be finitely blocked on (X, ω), and let B be any minimal blocking set. If x 1 and x 2 are periodic points, then so are all points in B. Otherwise, one of the following holds:
(1) If π X min (x 1 ) = π X min (x 2 ), then B does not contain any periodic points and π X min maps {x 1 , x 2 } ∪ B to a single point.
, and if B is the set of non-periodic points in B, then π Q min maps {x 1 , x 2 }∪B to a single point.
Remark 3.16. In the case of two periodic points and the case of two points that are identified under π X min , the converse -i.e. that any such points x 1 , x 2 must be finitely blocked -is false. However, in the third case, the converse follows from Lemma 3.1, which shows that x 1 and x 2 are finitely blocked by the preimages under π X min of fixed points of the involution on X min . In particular, a minimal blocking set is contained in the set of periodic points in this case.
Proof of Theorem 3.15. Part 1 follows from Lemma 3.7. So assume neither x 1 nor x 2 is periodic. Then Lemma 3.7 and Theorem 1.3 gives that π Q min (x 1 ) = π Q min (x 2 ) and the blocking sets consists of periodic points and the π Q min fiber of x 1 . This proves part 3.
So assume π X min (x 1 ) = π X min (x 2 ). Any line segment from x 1 to x 2 maps under π X min to a periodic line on (X min , ω min ). Moving x 1 slightly, we can assume that π X min (x 1 ) is not on the central core curve of any cylinder. Hence any image of π X min (x 1 ) under the involution is not on one of these periodic lines through π X min (x 1 ), so we may assume that B maps to π X min (x 1 ). (By Theorem 1.3, every point of B maps to either π X min (x 1 ) or its image under the involution (if there is an involution)).
Similarly, moving π X min (x 1 ) slightly we can assume it does not lie on any of the countably many periodic lines through periodic points on (X min , ω min ), and so we get that B contains no periodic points.
Background
Here we recall some background that will be used in the rest of the paper.
4.1. Affine invariant submanifolds. Given an affine invariant submanifold M and a point (X, ω) in M the tangent space 1 T (X,ω) M is naturally identified with a subspace of H 1 (X, Σ; C) where Σ is the zero set of ω. Let p : H 1 (X, Σ; C) → H 1 (X; C) be the natural map from relative to absolute cohomology. The rank of M is defined as rank(M) = 1 2 dim C p(T (X,ω) M) for any (X, ω) ∈ M. This is an integer by work of Avila-Eskin-Möller [AEM] .
1 Formally, an affine invariant submanifold is a properly immersed submanifold in the stratum, and the image of this immersion may have self-crossings. At such a self-crossing, the tangent space depends on not just the surface (X, ω) in the stratum but also a point in the abstract manifold M. See [LNW] for more details. For notational simplicity we will use notation adapted to the case when the image of M has no self-crossings and hence M can be identified with its image in the stratum.
The affine field of definition k(M) of M is the smallest subfield of R such that M can locally be defined by linear equations in period coordinates with coefficients in this field [Wri14] . It is an algebraic extension of Q of degree at most deg(k(M)) ≤ g, where g is the genus.
We will use the matrices
We will refer to a cylinder on a translation surface (X, ω) together with a choice of orientation of its core curve as an oriented cylinder. Given a collection of parallel oriented cylinders, we will say they are consistently oriented if the holonomies of ω along the oriented core curves are positive multiples of each other.
Given an oriented cylinder C on a translation surface (X, ω), we define u C t (X, ω) and a C t (X, ω) to be the result of the following process. Rotate (X, ω) so that C becomes horizontal and the orientation is in the positive real direction, apply u t or a t respectively to just C and not to the rest of the surface, and then apply the inverse rotation. Given a collection C = {C 1 , . . . , C k } of parallel consistently oriented cylinders, define u
. We refer to u C t as the cylinder shear and a C t as the cylinder stretch. Typically, either a choice of orientation for the cylinders will be clear, or else either choice will be equally good.
Let M be an affine invariant submanifold. We say that two cylinders C 1 , C 2 on a surface (X, ω) ∈ M are M-parallel if they are parallel and remain parallel on nearby 2 surfaces in M. These definitions were introduced in [Wri15] , where the following is shown.
Theorem 4.1 (Cylinder Deformation Theorem). If C is an equivalence class of M-parallel cylinders on
If C is as above and contains a saddle connection perpendicular to the core curves, we define the "collapse" of C to be the limit of a C s (X, ω) as s → −∞. The condition that C contains a perpendicular saddle connection connection is equivalent to the surface degenerating as t → −∞, and here we take the limit in the partial compactification described in [MWa] . If there is a unique t 0 (up to Dehn twists) so that u C t 0 (X, ω) contains a saddle connection in C perpendicular to the core curves, for example if C is a single simple cylinder, then we define the cylinder collapse to be the limit of a then the set S may have a different size than S. In particular, S maybe be non-empty even when S is empty [MWa] . In general, (X , ω , S ) might also have multiple components, however in all instances in this paper it will have only a single component.
Finiteness of periodic points.
We now explain why Theorem 1.2 is a special case of results in [EFW] . All theorems in [EFW] apply to affine invariant submanifolds in H * n , as well as those in strata without marked points. If N is a M-periodic point, it is in particular an affine invariant submanifold of M * 1 (the preimage of M in H * 1 ). All of M, M * 1 , and N have the same rank. By assumption, we have that M * 1 is has either higher rank or degree of affine field of definition greater than 1 (or both), since otherwise M would consist of torus covers. By [EFW, Theorem 1.5], such an affine invariant submanifold cannot properly contain infinitely many affine invariant submanifolds of the same rank.
Strata of quadratic differentials.
Lemma 4.2. Let Q(κ) where κ = (k 1 , . . . , k n ) be a stratum of quadratic differentials. Let m odd be the number of odd numbers in κ and m even the number of even numbers. Let g be the genus of the Riemann surfaces on which the quadratic differentials lie. The rank and rel of the component is then
We define the rel to be the dimension minus twice the rank.
Proof sketch. The rank is the difference of the genera of surfaces in Q and their double covers, which can be computed using RiemannHurwitz formula. See [KZ03, Section 2.1] for the formula for dim Q.
Corollary 4.3. The only rank one strata of strictly quadratic differentials are Q(−1 4 ), Q(2, −1 2 ), and Q(2 2 ).
4.4.
Hat homologous saddle connections. Two saddle connections or cylinders on (Q, q) ∈ Q are called hat homologous if they are parallel and remain so on all nearby surfaces in Q. Configurations of hat homologous saddle connections were classified in [MZ08] ; in particular, we mention that two hat homologous cylinders must have have ratio of lengths in { 1 2
, 1, 2}. We say that a quadratic differential is generic in a given direction if any two saddle connections in that direction are hat homologous. A cylinder in a half-translation surface is an isometric map of R/(cZ) × (0, h) into the surface. This always extends to a continuous map of R/(cZ) × [0, h] into the surface. The two boundary components of the cylinder are the images of R/(cZ) × {0} and R/(cZ) × {h}. The multiplicity of a saddle connection on the component of the boundary corresponding to R/(cZ) × {0} is the number of preimages of a point in this saddle connection in R/(cZ) × {0}, and similarly for R/(cZ) × {h}. This multiplicity is always 1 or 2. Define a simple cylinder to be one that has one saddle connection, with multiplicity one, in each of its boundaries.
We recall the following consequences of [MZ08, Theorems 1 and 2].
Proposition 4.4. Suppose that C is a cylinder in a generic direction on a quadratic differential. Then each boundary component of C consists of either (1) one saddle connection with multiplicity one, (2) one saddle connection with multiplicity two, or (3) two saddle connections, each with multiplicity one. In the last case, removing the two saddle connections disconnects the surface, and the component not containing C has trivial linear holonomy. Furthermore if C shares a boundary saddle connection with another cylinder C , then possibly after switching C and C we have that C is simple and does not share a boundary saddle connection with any other cylinder, and C has two saddle connections in the given boundary component as in case (3) above. Since we are not aware of a proof in the lemma in the literature, we sketch one way that the lemma can be verified. The proof also shows that the only genus 0 stratum where every surface has an involution is Q(−1 4 ), and that in every hyperelliptic stratum other than Q(−1 4 ) and H(∅), the hyperelliptic involution is unique on a generic surface (in genus zero or one a surface can have several hyperelliptic involutions).
Proof. The generic element has a saddle connection not parallel to any other saddle connection. (For example, one can consider a saddle connection contained in a cylinder given by Lemma 6.1, and perform a generic twist in that cylinder.) Using the fact that each saddle connection lifts to a union of saddle connections, we see that if the generic element is a cover, it is by a degree 2 map.
The lemma then follows from a Riemann-Hurwitz argument, using that if the generic element of one stratum covers an element of another, the dimension of the first stratum must be at least as large as the second, as in the determination of which strata have a hyperelliptic component [KZ03, Lan04] .
Proof of Theorem 1.4
Throughout the rest of this paper, Q, Q , etc., will denote connected components of strata of quadratic differentials. Recall that point markings over strata of Abelian differentials are classified in [Api] , so we make the following standing assumption for the remainder of the paper.
Assumption 5.1. All strata of quadratic differentials considered will not consist of squares of Abelian differentials.
We begin by noting that we have already classified irreducible npoint markings with n > 1.
Corollary 5.2. Let Q be higher rank. If Q is not hyperelliptic, then there are no irreducible n-point markings with n > 1. If Q is hyperelliptic, the only such point markings occur when n = 2 and the two points are interchanged by the involution.
Proof. One can rephrase Lemma 4.5 as saying that if (Q, q) is a generic element of a non-hyperelliptic Q, then (Q min , q min ) = (Q, q), and otherwise (Q min , q min ) is the quotient by the hyperelliptic involution.
The following lemma will provide the inductive step for our arguments. A simple cylinder is one whose boundary consists of two saddle connections, each with multiplicity one. An envelope is a cylinder that has one boundary that consists of two saddle connections of multiplicity two. An envelope is simple if it also has one boundary that only contains a multiplicity one saddle connection.
In regards to Assumption 5.1, we remark that degenerating a simple cylinder or a simple envelope on a quadratic differential with non-trivial holonomy will not create a quadratic differential with trivial holonomy. (In contrast, degenerating a non-simple envelope may create a quadratic differential with trivial linear holonomy.) Proposition 5.3. Suppose that (Q, q) ∈ Q has a simple cylinder C, and that degenerating C gives (Q , q , S), where (Q , q ) ∈ Q and Q does not have any periodic points. Then Q does not have any periodic points.
The same conclusion holds if (Q, q) has a disjoint pair of simple envelopes, and degenerating either one similarly gives a Q without periodic points.
The difficulty of the proof is that if we naively collapse C, it may be that as C decreases in size, the periodic point converges to a zero or pole, so that on the limit there is no periodic point. Notice that the assumptions imply that Q is not rank one.
Proof. We will handle both cases simultaneously. In the first case, C is the given simple cylinder, and in the second case, we let C be either envelope. Suppose to a contradiction that p is a Q-periodic point on (Q, q). Let C be the equivalence class of cylinders Q-parallel to C, and suppose without loss of generality that C consists of horizontal cylinders and that the horizontal direction is generic. Our analysis will place increasingly strong constraints on p, until eventually we reach a contradiction.
Suppose without loss of generality, after shearing the surface, that C contains a vertical saddle connection. Recall we have defined the collapse of C to be the limit of a C s (Q, q) as s → −∞. Here it will be important that this limit can be thought of as limit of the path a C log(t) (Q, q), which is linear in period coordinates as t ranges from e to 0. We refer to this whole path as the collapse path of C.
The proof will proceed in three parts. First, we will show that it suffices to show that we can move the marked point out of C. Second, we will show that if we can't collapse C without p merging with a singularity then the position of p is entirely controlled by C, in a precise sense specified at the beginning of step 2. Finally, we will show that if the position of p is entirely controlled by C then p can be moved out of C.
Step 1: p must belong to a cylinder in C.
Suppose first that the periodic point lies outside of C and that it remains constant in the complement of C when cylinder deformations are performed to C. Note that this is always the case when p lies outside of C by [MWa, Lemma 4.6]. Then we may collapse C and pass to a boundary surface where p is a periodic point that is not a zero or pole. This contradicts Mirzakhani-Wright [MWa] , which implies that p becomes a periodic point on the boundary translation surface.
Suppose now that p lies on the boundary of C for all time as C collapses. Then we proceed as follows. If C is a simple cylinder, then we proceed with the collapse and arrive at the same contradiction as before. If C is an envelope, then it may not be possible to collapse C without causing p to coincide with a singularity on the boundary, see Figure 5 .1 (bottom). In this case, we relabel the cylinders so that the second envelope is labelled C.
Step 2: C determines the position of p.
We may now suppose that p is contained in the interior of a cylinder D ∈ C, and either D = C or the position of p in the complement of C is not constant along the collapse path. We will show that we may assume that there is a saddle connection joining p to a zero on the boundary of D whose holonomy is a fixed real multiple of a cross curve of C. We will also show C = D. Thus, this step could be more completely described as "D = C, and C determines the position of p in D."
Shear (Q, q) so that p does not lie on a vertical separatrix (this could easily cause C to no longer contain a vertical saddle connection). Recall the collapse path is defined to start at t = e and end at t = 0. Because we have assumed p does not lie on a vertical seperatrix, p does not hit a singularity of the metric before t = 0. We may partition the interval (0, e) into closed subintervals according to which cylinder in C (including the boundary of the cylinder) p is in at a given time t ∈ (0, e). (The subintervals overlap at their endpoints, and by convention we require adjacent intervals to correspond to distinct cylinders in C.)
Let γ be a path from a singularity to the periodic point. Let f (t) denote the imaginary part of the period of γ at time t along the collapse path. (The function f is only well defined up to replacing it with −f ). If h is the height of the shortest cylinder in C − {C}, then p passes through at most
cylinders in C − {C} along the collapse path. This shows that the partition described in the previous paragraph is finite.
Let D be the last cylinder the marked point visits before the collapse is completed at time 0. By replacing (Q, q) with an appropriate point on the collapse path, we may assume that in fact p started in D and remains in D along the collapse path. Now shear C so that it again contains a vertical saddle connection v 1 . Let (Q, q) now denote this new translation surface. Note that the assumption that p remains in D is still valid.
Suppose first that C = D. If p lies on a vertical separatrix contained in C then we may shear the surface to perform a full Dehn twist (in the case that C is simple) or half a Dehn twist (in the case that C is an envelope) to ensure that C still contains a vertical saddle connection and that p does not lie on a vertical separatrix contained in C. See Figure 5.1 and, for a non-example, Figure 5 .2. Collapsing C now gives a half translation surface where p is not a singularity of the metric, but is a periodic point, which is a contradiction. Figure 5 .2. Cylinders with four hat homologous boundary saddle connections must be avoided, since if p is the midpoint of a vertical saddle connection, a Dehn twist cannot fix this problem. Another reason to avoid degenerating such cylinders is that the double cover may become disconnected (which can also happen for nonsimple envelopes).
Next we suppose that C = D. Suppose that there is a small perturbation of (Q, q), so that v 1 remains vertical and C remains horizontal, and such that after replacing (Q, q) with this deformation p does not collide with a singularity at the conclusion of the collapse path. If this occurs, then, as above, p becomes a periodic point on the boundary, which has no periodic points by hypothesis. Therefore, we may suppose that after any small perturbation as above, p collides with a singularity at the conclusion of the collapse path. In particular, this means that there is a saddle connection v 2 in D joining a singularity on the boundary of D to p, and a positive real constant c, so that the orbit closure of (Q, q; p) is cut out by the equation v 2 = cv 1 .
Step 3: p may be moved out of C.
The idea of the proof will now be to vary v 1 to move the periodic point p outside of C (which will be a contradiction). Since v 2 = cv 1 we see that by shearing C to the left or right while fixing the complement of C we may move the marked point to the left or right. Similarly, increasing the height of C while fixing the rest of the surface causes p to move up or down. We will use these two operations to force p to move through the complement of C (and we will be careful not to cause p to enter C). We will refer in the sequel to these operations as "moving p using C". Suppose that increasing the height of C moves p toward a boundary B of D.
Our approach will use the results of Masur-Zorich [MZ08] that we summarized in Proposition 4.4. In the sequel, we will say that a saddle connection "leads out of C" if it borders a cylinder in C on exactly one side.
Sublemma 5.4. The boundary B cannot contain two saddle connections of multiplicity one.
Proof. Suppose not to a contradiction. If both saddle connections in B lead out of C then we increase the height of C to move p through B and out of C. Otherwise, by Proposition 4.4 the boundary B of D is as in one of the subfigures in Figure 5 .3 We see that the left two configurations are impossible, as shown in Figure 5 .4. In that figure, we shear C and increase its height so that the marked point leaves C. In the right configuration of Figure 5 .4 this is easy since there is a saddle connection in B that leads out of C. In the left configuration one of the two simple cylinders bordering B is not C (we have drawn this cylinder as short and sheared) and passing through it leads out of C by Proposition 4.4. Let B be the boundary of D opposite B. Notice that B cannot consist of a single multiplicity two saddle connection since then Q = Q(2, −1 2 ), which is rank one. Moreover, B cannot consist of two multiplicity one saddle connections that bound a simple cylinder (as in Figure 5 .5. The configuration of D and its boundary B Figure 5 .5) since then Q = Q(2, 2), which is also rank one. Therefore, Proposition 4.4 implies that either B contains a saddle connection that leads out of C or B borders two distinct simple cylinders in C. The possibilities are shown in Figure 5 .6. In that figure we see that when D = C it is possible to shear C and increase its height to move the marked point p out of C as we did in Figure 5 .4. It is important that D = C since the marked point will pass through D as it moves to leave C. Therefore, we may suppose that D = C. Recall that there is a cross curve v 1 in C and a positive real constant c so that v 2 = cv 1 where v 2 is a saddle connection joining a singularity on B to p. We now decrease the height of C so that the imaginary part of the period of v 1 changes from positive to negative. As we see in Figure 5 .7this "overcollapse of C" can be performed in a way that moves the marked point out of C (in the rightmost figure we must first make the bottom cylinder that the marked point passes through sufficiently small; this may be achieved without affecting the position of the marked point since v 2 = cv 1 ). One subtle point is that when C overcollapses, new cylinders in C could appear. In particular, we may worry that at the end of the "overcollapse" p hasn't left C, but has instead entered a newly formed cylinder in C. In general this can happen, but in this case since C borders an equivalent cylinder D on both its boundaries the only newly formed cylinder in C is the one at the top of the figures in Figure 5 .7. In particular, we see that the newly formed cylinder does not affect p exiting C. Proof. Suppose first to a contradiction that B consists of one multiplicity two saddle connection. By Proposition 4.4 we have that D must look like one of the cylinders in Figure 5 .8. The leftmost configuration only occurs in Q(−1 4 ), which is rank one and hence precluded. In the middle configuration the boundary B opposite B is a single multiplicity one saddle connection, which must lead out of C by Proposition 4.4. Therefore, increasing the height of C moves the marked point through B and then out the opposite boundary of D and hence out of C. In the rightmost configuration we increase the height of C to move the marked point through B and then into a situation where as the height of C increases the marked point moves towards a boundary with two multiplicity one saddle connections. As in Sublemma 5.4, specifically Figure 5 .4, one of these saddle connections either leads out of C or borders a cylinder other than C, which in turn leads out of C, so we reach a contradiction.
By Sublemma 5.4, B cannot consist of two multiplicity one saddle connections. Therefore, by Proposition 4.4, it must consist of a single multiplicity one saddle connection. If B does not border another Let D be the other cylinder in C which borders B. Because C is a simple cylinder or a simple envelope, D = C. As p moves into D it moves towards a boundary B of D . We will reach a contradiction by moving p out of C. Since all argument are very similar to those already given in this step, we will only sketch them here.
If B consists of one multiplicity two saddle connection then we proceed as in the middle left subfigure of In the next two sections we will prove the following two results, which we will use in our proof of Theorem 1.4. Note that the three strata that appear in the next theorem are exactly the higher rank strata of minimal dimension (they have dimension 4 and rank 2), and that all rank 1 strata are hyperelliptic. then there exists (Q, q) ∈ Q with a simple cylinder, or a pair of disjoint simple envelopes, such that degenerating any one of these cylinders gives (Q , q , S), where (Q , q ) ∈ Q and Q is non-hyperelliptic.
Theorem 5.7. Q(3, −1 3 ), Q(5, −1) and Q(1, −1 5 ) do not have periodic points.
Proof of Theorem 1.4. By using induction on dim Q, Proposition 5.3 and Theorems 5.6 and 5.7 immediately give the result when Q is not hyperelliptic.
When Q is hyperelliptic, every surface in Q covers a surface in a genus 0 stratum Q 0 , which is not hyperelliptic and has the same rank. Let n be the number of points that are not zeros or poles over which these covering maps are branched. (One can show n ∈ {0, 1, 2}.) Any Q-periodic point gives rise to a periodic point over Q * n 0 . This can be considered as a point marking over Q 0 , and in this point marking the point arising from the Q-periodic point is not free. By Corollary 5.2 this means we get a Q 0 -periodic point, which is a contradiction.
Proof of Theorem 5.6
To read this section it is necessary to be comfortable with the results of [MZ08] that are recalled in Proposition 4.4. Assumption 5.1 is still in effect; otherwise H(∅) would be a counterexample to Lemma 6.1 and Q = H odd (4) would be a counterexample to Theorem 5.6.
Lemma 6.1. Any Q other than Q(−1 4 ) contains a surface with a simple cylinder or two disjoint simple envelopes.
Proof. Pick disjoint cylinders C, D on a surface in Q where all parallel saddle connections are hat homologous. If both are simple envelopes, or if either is a simple cylinder, we are done, so we assume otherwise.
By Proposition 4.4, since C is not a simple envelope and is not simple, it has exactly two distinct saddle connections on one side, and cutting these saddle connections disconnects the surface into two components. Furthermore, the component R not containing C has trivial holonomy.
If R contains a cylinder C hat homologous to C, then C must be simple. Otherwise, [SW04] gives a cylinder C on R not parallel to C, which must be simple.
(The use of [SW04] can be avoided by an argument using squaretiled surfaces. The use of translation surface with boundary can be avoided by gluing together the two boundary saddle connections of R. We are using the fact that on a generic Abelian differential, every cylinder is simple.) Lemma 6.2. Suppose (Q , q ) is in a hyperelliptic component other than Q(−1 4 ), S is a set of non-singular points of the metric, and c is a saddle connection on (Q , q , S). Assume all points of S are endpoints of c (so |S| ∈ {0, 1, 2}). Then, possibly after moving (Q , q , S) in its stratum in such a way that c remains a saddle connection, there is a simple cylinder C on (Q , q ) disjoint from c and that does not contain any point of S on its boundary.
Proof. We assume all parallel saddle connections on (Q , q ) are hat homologous. Notice that since Q is a hyperelliptic component no cylinder is a simple envelope since every cylinder must be fixed by the hyperelliptic involution and a simple envelope does not admit an involution.
First suppose S is non-empty. The proof of Lemma 6.1 gives a cylinder C as desired, except that it may not be disjoint from c. However, moving the marked points we may make c disjoint from C . (Note that since C is simple it cannot cover the whole surface.) So assume S is empty. Let C be any cylinder disjoint from c. If C is simple we are done. Since the component is hyperelliptic, C can't be a simple envelope. If C has two distinct saddle connections on each side then by Proposition 4.4, C disconnects the surface. Cut the two saddle connections on the opposite side from c. By Proposition 4.4, the component R not containing C or c has trivial holonomy. As in Lemma 6.1, we can find a simple cylinder in R.
The case that remains is that every cylinder C disjoint from c is an envelope that has two multiplicity one saddle connections on one boundary. In this case Proposition 4.4 gives that the complement of C is connected and has trivial holonomy. In particular, there are only two poles, so we can't have two disjoint cylinders C of this type. Assume c is horizontal, and nudge the surface so that it becomes square-tiled. If there is more than one horizontal cylinder, by the previous comment at least one of them must not be as in the previous paragraph, so we are done (after nudging the surface again to restore the fact that all parallel saddle connections are hat homologous). So assume there is just one horizontal cylinder. If a saddle connection other than c appears both on the top and the bottom of this cylinder, then we can find a transverse simple cylinder disjoint from c, as in Figure 6 .1 (left). So assume this is not the case. If two distinct saddle connections other than c appear on the same side of the cylinder, we can nudge them to create a second horizontal cylinder while keeping the existing horizontal cylinder and c horizontal, as in Figure 6 .1 (right). (One can keep the surface horizontally periodic after the nudge by making it still be square-tiled, i.e. have rational period coordinates.)
Figure 6.2
We are now in one of the four cases illustrated in the top of Figure  6 .2. Except that the left case is in Q(−1 4 ) and hence excluded by our assumption that (Q , q ) / ∈ Q(−1 4 ), and the right case is excluded since there is a marked point. For the middle two cases, the bottom of the figure shows how to find a simple cylinder disjoint from c. Lemma 6.3. Let (Q , q ) ∈ Q , and assume Q is hyperelliptic. Let c be a saddle connection. Let (Q, q) be the quadratic differential that arises from slitting c and gluing in a simple cylinder. Then (Q, q) belongs to a hyperelliptic component of a stratum of quadratic differentials iff c is fixed by the hyperelliptic involution.
We omit the proof, which follows easily from Lemma 4.5.
Lemma 6.4. Suppose C 1 and C 2 are disjoint simple cylinders on (Q, q) such that collapsing either C i does not create marked points and gives a surface in a hyperelliptic component. Then (Q, q) is in a hyperelliptic component or Q(5, −1).
Proof. Degenerating both C i gives a hyperelliptic surface (Q , q ) with no marked points and with two saddle connections, c 1 and c 2 . (If marked points were created, then even after moving the marked points there would have to be a hyperelliptic involution fixing the set of marked points. This implies the degeneration is in H(0, 0), contradicting Assumption 5.1.) Since gluing in a cylinder to either c i gives a surface in a hyperelliptic component, Lemma 6.3 gives that each c i is fixed by the involution. Hence Lemma 6.3 gives that (Q, q) is hyperelliptic. This proof works as long as the hyperelliptic involution on (Q , q ) is unique, which is true for all strata but Q(−1 4 ) and H(∅), the later of which cannot arise here. If (Q , q ) ∈ Q(−1 4 ), there is the possibility that c 1 is fixed by one hyperelliptic involution, and c 2 by another, as in Figure 6 .3. In this case (Q , q ) ∈ Q(5, −1).
Proof of Theorem 5.6. Let Q be non-hyperelliptic and not Q(3, −1
3 ), Q(5, −1), or Q(1, −1 5 ). Let C 1 be a cylinder that is either simple or a simple envelope on some (Q, q) ∈ Q. This exists by Lemma 6.1. If possible, pick C 1 so that degenerating it produces marked points; otherwise we will assume that degenerating any simple cylinder or simple envelope does not produce marked points.
Let (Q 1 , q 1 , S 1 ) be the result of degenerating C 1 . The cylinder C 1 becomes a saddle connection c 1 on (Q 1 , q 1 , S 1 ). We may assume (Q 1 , q 1 ) is in a hyperelliptic component.
Case 1: (Q 1 , q 1 ) / ∈ Q(−1 4 ). Let C 2 be the cylinder on (Q 1 , q 1 , S 1 ) given by Lemma 6.2, which is disjoint from c 1 . There is a corresponding cylinder on (Q, q), which we also call C 2 . Let (Q 2 , q 2 , S 2 ) be the result of degenerating C 2 on (Q, q). We may assume (Q 2 , q 2 ) is in a hyperelliptic component. Since surfaces in hyperelliptic components don't contain simple envelopes, we get that both C i are simple.
We now claim that S 1 is empty. Otherwise, since C 2 does not contain any points of S 1 in its boundary, we see that degenerating C 1 on (Q 2 , q 2 ) (with marked points S 2 forgotten) produces a surface with marked points. Since (Q 2 , q 2 ) is contained in a hyperelliptic component, every element of the resulting stratum of surfaces with marked points must have an involution fixing the set of marked points. This implies the resulting stratum is H(0, 0), which contradicts Assumption 5.1. Now assume S 1 is empty. Our choice of C 1 implies that S 2 is empty. Hence Lemma 6.4 contradicts the assumption that Q is non-hyperelliptic. Figure 6 .4. Gluing a simple envelope onto a pillowcase with no marked points does not change the stratum.
Case 2: (Q 1 , q 1 ) ∈ Q(−1 4 ). If S 1 = ∅, as in Figure 6 .4 we get that C 1 is a simple cylinder. As in Figure 6 .5 (top left) we conclude that Q = Q(2, −1, −1). This contradicts our assumption that Q is not hyperelliptic. If |S 1 |=1 and C 1 was simple, Q = Q(3, −1 3 ). See Figure 6 .5 (bottom right).
Proof of Theorem 5.7
The case of Q(1, −1 5 ) follows from [Api] , which in particular classifies H(2) =Q(1, −1 5 )-periodic points. So we need only treat Q(3, −1 3 ) and Q(5, −1).
The following is a slightly more general version of Apisa [Api, Lemma 6.1]. The proof is identical. The lemma allows for multiple intersections of cylinders in D i and C, but requires that the union of these intersections be a single rectangle for each i.
We will apply Lemma 7.1 to the vertically and horizontally periodic surfaces in Figure 7 .2. Note that our convention is that, except where indicated otherwise, opposite edges are identified when giving polygonal presentations for surfaces. Periodic Points in Q(3, −1 3 ): Consider the surface on the left in Figure 7 .2. Letting C be either the top or bottom horizontal cylinder, and D 1 and D 2 be the two equivalence classes of vertical cylinders, Lemma 7.1 implies that any periodic point contained in one of these two horizontal cylinders must be at the points indicated with solid dots. Letting C be the middle vertical cylinder and D 1 and D 2 be the two equivalence classes of horizontal cylinders, Lemma 7.1 implies that any periodic point in C must at the points indicated with circles. Since any of the solid dots can be moved into the middle vertical cylinder by a Dehn twist in horizontal cylinders, the solid dots are not periodic points (since they don't move onto circled points).
Note the three cylinders labelled C in the preceding paragraph cover the whole surface except for vertical saddle connection in the middle vertical cylinder and two horizontal saddle connections on the top and bottom horizontal cylinder. However, a point on these saddle connections can be moved off it by a Dehn twist in the simple horizontal or vertical cylinder whose core curve crosses the saddle connection. We conclude that any periodic point must lie in the orbit of the points marked with circles and hence be a fixed point of the involution. This proves Theorem 5.7 forQ(3, −1
3 ). Periodic Points in Q(5, −1): Consider the surface on the right in Figure 7 .2. Similarly to the previous case, setting C to be either of the two middle horizontal cylinders and the D i to be the two vertical equivalence classes, Lemma 7.1 implies that any periodic point in the union of these cylinders must be one of the solid dots. Similarly, setting C to be either of the two middle vertical cylinders and the D i to be the two horizontal equivalence classes, Lemma 7.1 implies that that any periodic point in the union of these cylinders must be one of the circled points.
The central point of the surface is fixed by the involution and is hence a periodic point; let us exclude this from our discussion. Any other point can be moved to the interior of one of the four cylinders labelled C in the previous paragraph using Dehn twists. To conclude our analysis ofQ(5, −1) it suffices to show that none of the eight solid or circled points drawn on the surface on the right in Figure 7 .2 are periodic.
By using Dehn twists and symmetry, it suffices to show that the point p in Figure 7 .3 is not periodic. , p is on the boundary of one of the cylinders, but for nearby a it is not. By continuity, after changing a the point p does not have rational height in the slope 1 cylinder in which it lies, showing that p is not a periodic point by [Api, Lemma 5.5 ]. This proves Theorem 5.7 forQ(5, −1)
