Structuring caused by the mixing of liquids or the addition of solutes to a solvent causes the viscosity to increase. The classical example is mayonnaise: a mixture of two low viscosity liquids, water and oil, is structured through the addition of a surfactant creating a dispersed phase, causing the viscosity to increase a thousandfold. The dramatic increase in viscosity in highly concentrated solutions is a long-standing unsolved problem in physical chemistry. Here we will show that this viscosity increase can be understood in terms of the solute-induced structuring of the first solvation shell leading to a jamming transition at a critical concentration. As the jamming transition is approached, the viscosity naturally increases according to a Vogel-Fulcher-Tammann type expression. This result calls into question the validity of the Jones-Dole B-coefficient as an indicator of structure making or breaking ability of solutes.
It is well known that adding solutes to a solvent will alter the viscosity. In salt solutions at relatively low concentrations, the change in viscosity can be understood in terms of the drag exerted by the ion atmosphere that surrounds the ion, causing it to slow down, leading to an increase in the viscosity. This is described by the Debye-Hückel theory and has a square root dependence on the concentration. At higher concentrations, the viscosity can either increase or decrease. This is typically described by the empirical Jones-Dole expression 1
where h/h 0 is the normalized concentration-dependent viscosity, x the solute concentration, A is a coefficient that can be calculated from Debye-Hückel theory, and B an empirical coefficient. [2] [3] The Jones-Dole B coefficient is often used to classify ions as either structure makers (kosmotropes) or structure breakers (chaotropes) according to their supposed strengthening or weakening of the hydrogen-bond network of water. [4] [5] [6] The Jones-Dole expression works well up to about 1 M. At higher concentrations, it spectacularly breaks down as the viscosity of all solutions increase rapidly at high concentrations. The anomalous high concentration dependence of viscosity with solute concentration has not been addressed by a microscopic theory.
In a 1906 paper, Einstein already observed that a solute molecule might be considered large compared to the solvent molecules and therefore behave much like a suspended particle. 7 In dilute solution, he derived an expression for the change in viscosity
where φ is the volume fraction of the suspended "particles". The factor of 4 comes about because it was assumed that a solute molecule grabs hold of a solvation shell of water molecules with about three times the volume of the solute. In later work, quadratic, cubic, and higher order terms as well as exponential dependencies on φ were added to take into account interactions between suspended particles. [8] [9] Here we will take a different approach. In the theory of supercooled liquids and glasses, the shear viscosity increases with decreasing temperature. [10] [11] As the glass transition is approached, viscosity diverges away from simple Arrhenius behavior but may be described using the Vogel-Fulcher-Tammann (VFT) equation
where T 0 is the critical temperature corresponding to the glass transition and D is the fragility parameter. 12 The interpretation of the VFT equation is that as the temperature is lowered, the barrier for rearranging the liquid structure increases (due to the increasing extent of cluster formation) resulting in super-Arrhenius behavior of the temperature-dependent viscosity. At the critical temperature, the barrier becomes infinite and the system 'jams' to form a solid-like state.
The concept of jamming also occurs in soft condensed-matter physics. For example, a suspension of colloidal particles can jam when a critical concentration of particles is reached. This may be expressed by a similar expression as
where φ is the packing fraction and φ 0 the critical packing fraction. 13 The concepts of glass formation and jamming are now generally considered to be equivalent within a model that considers temperature, packing density, and shear force. [14] [15] [16] Ions in aqueous solution hold on more or less tightly to a solvation shell consisting of on the order of 4 to 8 water molecules. The key parameter to consider is the residence time of a water molecule in the solvation shell. While the residence time in the first shell around water itself is about 4 ps 17 and has similar values for ions such as chloride, ions with a high surface charge density because of their small size (e.g., Li + ) or large charge (e.g., Fe 3+ ) have residence times as large as hundreds of picoseconds. Thus, such ions effectively structure the surrounding liquid by forming clusters that can be regarded as soft spheres. Therefore, as the concentration of the salt increases, one expects a VFTlike dependence of viscosity on concentration, that is,
where x 0 is the jamming concentration. This idea was tested by using published concentration dependent viscosity data. 18 These data are fitted using the expression
which goes to 1 for x = 0 and where A = 0 except for LiCl and B = 0 except for three cases involving structure breaking ions. The critical concentration is calculated from the critical radius r 0 using Figure 1 shows the concentration dependent viscosities of a range of salts in aqueous solution. In all cases there is a dramatic deviation from the linear Jones-Dole dependence. All of the data sets can be fit using Eq. (6) with B = 0, except in the case of KCl, KBr, and CsCl, which are well known structure breakers. In most cases, adding the Debye-Hückel A term does not improve the fit. The exception is the LiCl solutions in which the sum of squared residuals is reduced by 10´ by including the A term. Figure 2 shows the same for a number of sugars and a selection of other neutral solutes. The model works reasonably well even for some liquid mixtures such as n-alcohols and ethylene glycol but starts to break down for the former at high concentration. A reasonable fit can still be obtained when the jamming term is replaced by
which is a purely empirical modification. The fit parameters for the fits shown in Figure 1 and Figure 2 are listed in Table S1 and Table S2 , and plotted in Figure 3 as a function of the expected radius, that is, either the ion-water oxygen distance for the cations or the radius calculated from the density of the pure substance for the neutral molecules. As can be seen in Figure 3 , most cations fall on a line that is ~0.6 Å higher than the expected radius. This is the extra radial distance from the oxygen to the hydrogen in the ion-water complex. The neutral molecules all produce critical radii equal to the predicted radius consistent with a solvation shell playing no apparent role in jamming. Clear exceptions are K + and Cs + , which have a much lower critical radius (that is, a much higher critical concentration) than expected. Both ions are well known structure breakers and require B < 0 in order to fit the viscosity data. Another exception is Fe 3+ , where the fit with Eq. (6) gives an anomalously small critical radius. However, fitting the data with Eq. (8) instead gives a much improved fit and a much more reasonable critical radius. The data for the liquid mixtures of water with ethanol and ethylene glycol can also be fit well with Eq. (8) but the value of the critical radius is lower than expected. Thus, it is now evident that the large increase in viscosity as a function of solute concentration seen in all solutions above about 1 M is the simple effect of a jamming transition at a high concentration. The range of radii shown in Figure 3 (2-4.5 Å) corresponds to critical concentrations from ~5 to 50 M. In most cases, these concentrations are above the saturation concentration. For example, the critical concentration of LiCl is 30 M, which is well above the room temperature saturation concentration of about 10 M. However, the jamming transition at a fictive concentration causes an increase in the viscosity at low concentrations. The increase in viscosity caused by a jamming transition only weakly depends on the chemical properties of the solute and solvent molecules, and can therefore be thought of as essentially a colligative property.
Here only the effect of the cation on the viscosity was considered. Chloride was chosen as the common counterion as it is known that it has relatively little effect on the solvent structure and dynamics. 2 In particular, the residence time of a water molecule in the first solvation shell of chloride and water is about the same at 3 ps. 17 However, as can be seen in Table S1 , the critical radius for NaBr (3.29 ± 0.02) is significantly greater than that of NaCl (2.93 ± 0.02) showing the effect of the larger anion on the location of the jamming transition. Note that the residence time of water in the first solvation shell of sugars is also relatively short (~10 ps) 19 explaining why the critical radius equals the predicted radius without including an additional water shell.
The jamming transition requires a system of "particles" in which translational motion is frozen at a critical concentration. Therefore, it is notable that the model works at all for liquid mixtures (i.e., methanol, ethanol, propanol, and ethylene glycol in water). However, in this case true jamming cannot be achieved as the solute is itself a liquid that can flow and hence the viscosity decreases again as the concentration approaches that of the pure alcohol. The empirically modified equation (Eq. (8)) partially takes this into account. Note that the viscosity of mayonnaise (also a mixture of two liquids) is extremely high because the use of a surfactant gives rise to droplets with a radius on the order of micrometers rather than Ångstroms. An intermediate case occurs in (room-temperature) ionic liquids where mesoscopic scale clustering gives rise to anomalously high liquid viscosities due to the jamming effect. [20] [21] [22] The mayonnaise effect is also likely to be at play in highly viscous deep eutectic solvents 23 as well as the critical increase in viscosity in liquid mixtures near the liquid-liquid critical point. 24 Similar expressions to Eq. (5) have been used previously. For example, solution conductivity and viscosity have been described by a Vogel-Fulcher-Tammann like expression 25 although without reference to the concept of jamming. The concept of jamming has been invoked previously in describing the viscosity of protein solutions, [26] [27] which are of course more intuitively similar to colloidal suspensions. The idea of a relatively rigid solvation shell around ions giving rise to an increased viscosity through the Einstein expression Eq.
(2) has been invoked previously. 28 The jamming effect does not require an anomalous enhancement of the structure of the solvent around the solute 29 nor does it require cooperative effects. 30 It is an effect that will always occur and is therefore critically important in assessing whether particular solutes are structure makers or breakers. [31] [32] Note that a structure-making effect (B > 0) is not required to fit any of the data, however, for three solutes (KCl, KBr, and CsCl) a structure-breaking effect (B < 0) is required. This implies that concentration-dependent viscosities of solutions cannot provide evidence of structure- making ability (kosmotropicity) requiring a reevaluation of this concept. 6 Concentration-dependent viscosities have been widely fit to the Jones-Dole equation failing dramatically above 1 M. It is now clear that jamming, an effect that may be referred to as the "mayonnaise effect", is responsible for this failure.
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