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ABSTRACT
Plant Disease Detection through Convolutional Neural Networks: A Survey of
Existing Literature, Best Practices, and Implementation
Kevin Thomas Label

In the United States alone, common diseases spread among plants account for billions
of dollars lost in crop yield each year. This issue is exacerbated in countries with less
infrastructure to defend against crop epidemics, and can lead to famine and forced
migration. Farmers can seek the help of plant pathology experts to defend against
diseases and detect crop irregularities early on. However, access to experts can be
difficult, and even those trained in the field may miss symptoms before it is too late.
To assist in early disease detection, a number of papers have been released on the
potential for machine learning image classifiers to identify healthy plants from infected
ones using convolutional neural networks. While these papers are promising, they
often fail to implement a set of standardized practices in their model implementation
or make use of realistic data sets.
This thesis outlines a set of best practices to use when creating a convolutional neural
network for plant disease detection. These principles were selected through a combination of related work analysis and generalized best practices on machine learning. A
selection of 11 research articles that discuss their own plant disease image classifiers
are analyzed on the grounds of these principles to assess their validity. Then, to
demonstrate these principles in practice, we trained six models that each follow our
set of guidelines to distinguish healthy strawberry plant images from diseased ones.
While the focus of our paper centers on the need to use these practices to create
field-realistic models, we achieved the best results on our strawberry image classifier
using a VGG16 model architecture. We hope that this work will inspire a set of
iv

standardized practices to follow when developing a plant disease image classifier, and
allow for more accurate model comparisons in the future.
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Chapter 1
INTRODUCTION

Crop diseases are one of the biggest concerns that currently affect the agricultural
industry worldwide. Just as pandemics can be spread among humans, so can diseases
be spread among plants. These diseases can be devastating and wipe out entire fields
of crops in a short period of time. In the United States alone, crop diseases account
for roughly $21 billion lost each year [6]. The impact of plant diseases also extend far
beyond those of economic losses alone. It is estimated that between 20% and 40% of
crops are lost each year due to infection, depleting several communities worldwide of
their food supplies [28]. Various strains of common plant diseases threaten famine in
countries that lack the resources to defend against these outbreaks, and could lead to
forced migration [5].
This makes plant pathology a vital field of study for those in the agricultural and
biological field. Experts must be able to recognize symptoms of plant diseases early
on, and know how to defend against a wide variety of pathogens. Employing plant
pathology experts can be expensive and difficult to come by for growers however, and
often by the time issues are self-identified with a harvest much is too late to salvage.
This has opened the door for plant disease detection to be studied in the digital space,
specifically among data scientists and computer scientists. Previous work has looked
at the potential for computational tools or models to assist in early disease detection,
which can be utilized by non-experts [4, 24, 25, 43]. More recently, the potential
for image recognition models that can identify diseases are becoming a popular idea,
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with the potential to export said image classification models to mobile applications
[1].
However, while several papers developing plant disease recognition models have been
released in the past few years, many fail to employ good practices in their model
development, or use realistic data sets [4]. This makes it extremely difficult to compare
the effectiveness of one paper against another when deciding which models may be
useful in the field.
This paper aims to address this issue by outlining a set of procedures to follow when
developing a model for plant disease detection. Specifically, we surveyed 11 research
articles that implemented convolutional neural network image classifiers on some form
of plant disease detection, and address various points of their methodologies. Using
these works, additional survey papers, and generalized machine learning approaches,
we describe a set of best practices to use, and critique previous literature on these
grounds. Then, we implement our own neural networks using these best practices
and compare their levels of accuracy on a strawberry image data set.
By outlining best practices to use when developing a model for plant disease detection,
we hope to inspire future work that follows our guidelines. This will standardize much
of the research in the field, promote the creation of more accurate models for realworld use, and allow for better model comparison between various papers.

2

Chapter 2
BACKGROUND

2.1

Plant Pathology

Plant pathology, or the study of diseases in plants, has been an area of interest for
hundreds, if not thousands of years. Plant pathology is relevant in one way or another
to nearly all living things, whether it be from direct or indirect impact. Diseases in
plants can cause entire fields of crops to perish leading to food shortages. They can
also result in serious health effects for both humans and animals, and cost millions of
dollars to manage on a yearly basis. For these reasons, the need to study diseases in
plants is not unique to one particular field of study, and motivations for understanding
this branch of pathology are abundant and widespread.
Like diseases in humans, plant pathology is also not a trivial field of study. Plant
pathologists, or experts on plant diseases, need to understand countless variables
about the diseases themselves, as well as prevention/management techniques. Plant
diseases can come from a number of different organisms, including but not limited to
fungi, bacteria, viruses, and even other parasitic plants. Often times, these diseasecausing organisms infect specific hosts and have complex life-cycles, making it even
more difficult to study and limit plant diseases.

2.1.1

Types of Plant Diseases

Plant diseases come in a range of different forms, originating from a wide variety
of parasitic organisms and conditions, each of which display many different defining
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symptoms of disease. For these reasons, it is important to classify diseases by a
number of factors to help with management. The majority of diseases are caused by
parasitic organisms, and the main types of organisms that can cause diseases in plants
consist of fungi, oomycetes, bacteria, phytoplasmas, viruses, viroids, nematodes, and
other parasitic plants [20]. Fungi are living organisms that spread via spores and
often reproduce both sexually and asexually. They have several different sub-species
each with their own specific characteristics, including a wide variety of complex life
cycles and structure that help them reproduce and survive. Oomycetes are organisms
that are very similar to fungi in terms of structure and reproduction, though are
entirely separate in the evolutionary tree. Bacteria on the other hand are microscopic
organisms, single-celled, that are also capable of causing disease. Viruses and viroids,
differing from bacteria, rely entirely on hosts for reproduction. Nematodes, also
known as roundworms, are a small type of animal that often survive as parasites in
plants and other animals. Last but not least, plants themselves can be parasites of
other plants, obtaining part if not all of their nutrients from their plant hosts.
With this broad range of disease-causing organisms, and a much wider variety in
species, plant pathologists have a significant challenge in being able to classify infections initially from observation. In order to do this, plant pathology experts use
what are known as signs and symptoms to assist in uniquely identifying diseases. A
symptom of a disease is a visible identifier on the host which is having a reaction
to some pathogen. These can include spots on leaves, stunted growth, plant wilt,
rotting, discoloration, as well as a number of other reactions. On the other hand, a
sign is a direct observation of the pathogen itself, as opposed to the reaction caused
by the pathogen. This can include observing bacterial colonies under a microscope,
spotting fungus on a leaf, or finding roundworms in crops. An example of a common
symptom can be seen in Figure 2.1, which shows a leaf displaying lesions due to infection. Frequently, symptoms are much more obvious than signs, while signs help to
4

Figure 2.1: A leaf infected with a fungus type known as anthracnose,
displaying lesions as a symptom of the disease [32].
more accurately classify the specific pathogen [16]. Often times in the field however,
a pathologist may use a symptom to identify a disease before confirming the presence
of signs in a lab.
Various papers surveyed in this thesis will cover a wide range of plant disease types,
with drastically different symptoms. The data set gathered and modeled for the latter
portion of this paper will specifically look at strawberries, and common diseases that
impact strawberry growth every year. The focus of this thesis will not go into the
intricacies of various disease types, but instead look at the possibility of disease detection through computational models. Nonetheless, the variability discussed in plant
diseases is still important to recognize, as different disease identifiers are important
for computational model detection.

5

2.1.2

Impact of Plant Diseases

Often overlooked, plant diseases are a severe economic and health concern across
the globe, making detection and prevention an incredibly important area of study.
Just like epidemics exist among us as humans, every year disease outbreaks result in
significant losses in crops worldwide. Plant diseases often account for approximately
20%-40% of crops being lost each growing season depending on the infection and
product. Fusarium Head Blight, a specific strain of fungus which infects wheat species,
accounted for approximately 870 million dollars in crop losses alone between the years
1998 and 2000 [28]. As a whole, crop losses due to disease cost the agricultural
economy billions of dollars every single year.
Furthermore, the impact of plant diseases goes far beyond economic losses. While
plant diseases in developed countries can be fairly well managed at a price, often times
developing countries lack the money and resources to take preventative measures
against initial infection, or effectively separate healthy plants from the diseased after
infection is apparent. One such pathogen that is a variant of the common disease
wheat stem rust, is currently a significant problem in countries within Africa and the
Middle East. This variant, known as UG99, is an aggressive fungal pathogen caused
by the species Puccinia graminis. The spread of UG99 at a global scale could lead
to famine and forced migration across the world, making prevention a necessity [5].
Other diseases can be less noticeable but just as dangerous, leading to serious health
effects in humans when consumed.

2.1.3

Management

Given the severity of plant diseases, particularly in the agricultural industry, there
are a number of ways that crop growers must be able to limit and manage the spread
6

Figure 2.2: The plant disease triangle encompasses three elements that
must be present for infection to occur. These include the presence of a
pathogen, a susceptible host, and a favorable environment for the pathogen
to spread. These three ways can each be addressed individually to limit
the spread of disease. [21].
of infection every year. At the most simple level, disease occurs when three factors
are present: a pathogen, a susceptible host, and a favorable environment for the
pathogen to spread. These three factors make up the commonly referenced “plant
disease triangle” which is shown in Figure 2.2.
While seemingly simple, the plant disease triangle provides three main components
to consider when looking at infections that can be used in the grower’s favor. With
regards to strengthening the host, farmers can select strains of plants that are more
resistant than others to specific diseases. For example, growers have effectively been
able to find various strains of wheat that are more resistant to the fungi that cause
leaf and stem rust [21]. Some of these strains may result in lower crop yields however,
or be more susceptible to other factors such as the environment. Additionally, new
variants of specific pathogens may emerge in future seasons that are more infectious
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for these resistant plant strains. Nonetheless, resistant strains are just one of the
important combat mechanisms used by farmers each growing season.
In addition to focusing on the host, the pathogens themselves must also be taken into
consideration. Fungicides and pesticides can often stop the spread of disease, so long
as the correct chemicals are used. Between growing seasons, pathogen populations
may grow resistant to pesticides, and therefore it is important for growers to cycle
which chemical types they use periodically. Pathogens can also be combated by
maintaining a soil composition that has a diverse microbe population. Soil that is
rich with various non-harmful microbes can force pathogens to compete for nutrients,
while others may even feed on the pathogens themselves [21].
Last but not least, the environment a plant is growing in must also be considered
when managing plant diseases. Certain pathogens spread easier than others under
specific conditions such as wind or rain. Fungal spores can easily travel hundreds of
miles between crop sites. For example, stem rust of wheat spores spread each year on
wind currents that go from the southern United States all the way to Canada [21].
Other pathogens also have defense mechanisms that are good at enduring harsh environments. Several species of fungi are capable of forming structures that allow them
to go dormant in the winter, and re-sporulate come spring. Management techniques
to limit conducive environments can include pruning fields to increase air flow and
limit mildew, as well as cutting out infected areas of crops entirely.
While some management techniques are entirely preventative, many rely on spotting
initial infections early on, which are often difficult to identify before it’s too late.
For these reasons plant pathology experts are hired to inspect fields and recognize
early diseases. Though, it is not always feasible to bring in a plant pathologist,
particularly in developing countries. Even with a disease expert, the human eye may
still miss symptoms of disease that are difficult to spot early on. This has opened the
8

gate for computational tools to assist in early detection of diseases. These tools are
often easier for non-experts to use, as well as more accessible. These computational
tools and methods will be discussed in this thesis, particularly with regards to image
classifiers that can identify between healthy and non-healthy plants.

2.1.4

Strawberries

Strawberries are a commonly consumed crop not only in the United States, but across
the world. Various breeds of strawberries are native to every continent except Africa
and Australia, and are a great source of nutrients. In California alone, approximately
half a million tons of strawberries are grown each year [13].
Despite their popularity, strawberries are plagued each year by a wide range of diseases
that effect every part of the plant, from stems to fruit and leaves. Many of these
pathogens are fungal, and can significantly reduce crop yield if left unmanaged. One
of the most common diseases is referred to as botrytis gray mold rot, caused by the
fungus Botrytis cinerea. Botrytis gray mold rot is often recognized by a velvet-like
or cottony layer of gray to white growth on the fruit and leaves of strawberries [31].
While it can be apparent in severe cases, botrytis gray mold rot can also be quite
difficult to spot. An obvious case of the fungal infection can be seen in Figure 2.3.
Given the severity and prevalence of this disease, it will be used in the model creation
section of this thesis to train our own disease recognition models.
The latter portion of this thesis will look at the ability for common machine learning,
image-recognition models to identify between healthy strawberries and infected ones
using field-realistic images. Strawberries were chosen for this portion of the study due
to their high availability year-round, as well as non-uniform structure. A data set
of several hundred images was captured for both healthy and infected berries in the
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Figure 2.3: Botrytis gray mold rot is one of the most common fungal
diseases that infect strawberries each year, and account for significant
crop loss. It can be identified by a velvet-like or cottony layer of gray to
white growth, and can be found on the fruit and leaves of the plant [9, 31].
field, making sure various angles, lighting conditions, sizes, and ripeness-levels were
taken. This makes our data set more realistic to the conditions seen in a field, unlike
data sets which use highly homogeneous images captured in a lab.

2.2

Machine Learning

Machine learning has grown immensely in capability over the past few years, allowing computational models to answer difficult questions and assist in various tasks.
Machine learning, which is a sub-branch of artificial intelligence, is used to answer
questions that often involve making a prediction or classification. This is done by
“training” a model to recognize certain patterns using some amount of training data.
Machine learning can largely be thought of as a simple imitation on the way humans
think, learning through observation and being capable of iterating over time and correcting itself. The more data given to a model, the more it can learn and the more
accurate its predictions should become. The majority of machine learning models can
10

be broken down into three main categories. These include supervised, unsupervised,
and semi-supervised learning models [42].

• Supervised learning uses what is referred to as “labeled” data, and will be
further explored in the subsequent sections of this thesis. Labeled data means
that the input data used to train the machine learning model has a set of
known classifications. In the example of plant disease recognition from images,
this could include a directory of images that are labeled as being “healthy”,
and another directory of plant images infected with botrytis gray mold labeled
as “unhealthy”. These subsequent data sets will be used to train a model that
can specifically identify between healthy and unhealthy plants.
• Unsupervised learning, contrary to supervised learning, uses clusters of unlabeled data to find patterns. Unsupervised machine learning is often used to
make associations between data points when the data can’t be accurately labeled, is unclear what sets it apart, or has too many attributes per input to
make sense of manually. These algorithms are able to find patterns in clusters
of input data that can lead to insights about the data, making it a popular
tool in data analytics. For example, a company that wants to analyze buying
patterns among its customers who have a large number of attributes may use unsupervised machine learning to draw connections between seemingly unrelated
demographics.
• Semi-supervised learning falls in-between supervised learning and unsupervised
learning techniques.

Semi-supervised machine learning models use a small

amount of labeled data combined with an unlabeled data set to draw out patterns at a higher efficiency than a completely unlabeled data set. These types of
models are often used when labeled data is expensive to acquire, or not enough
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of it exists. Semi-supervised models are also interesting when making comparisons between machine learning and human cognition. Just as people often
learn by drawing connections between what they know and what is unfamiliar,
a semi-supervised machine learning model operates similarly.

2.2.1

Supervised Machine Learning

Supervised machine learning models will be focused on the remainder of this thesis,
as existing literature and the models run in this paper utilize supervised learning.
Supervised learning models generally consist of three main steps which include a
decision process, and error function, and an optimization process [42].

1. A decision process: The decision process is the part of a model that makes
a prediction based on input training data. This input data may be labeled or
unlabeled, but regardless is used as the basis for finding a pattern in a new set
of data.
2. An error function: The error function is used to compare the model’s predictions against a “correct answer”. This is done by having a separate initial
data set from the training data known as validation data. How accurate was
the model at making a prediction based on the validation data? If the model
made an incorrect prediction, can the degree of inaccuracy be measured?
3. An optimization process: Based on the results of the error function, the
optimization process adjusts the machine learning model to more accurately
recognize patterns in the validation data set. It then re-runs the model and
once again assesses accuracy, repeating the process a given number of times to
fine-tune and improve accuracy.
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Once these three steps have been completed, a supervised learning model’s finalized
accuracy can be measured using a third, once again unique, data set known as the
test data.
The literature on plant disease detection that will be surveyed will make use of supervised machine learning methods and follow this process. Similarly, the models created
for this study will also be broken into training, validation, and test data and follow
a similar pipeline to that described above. More specifically, most of the literature
that will be investigated will look at the efficacy of a subset of supervised learning,
deep neural networks.

2.2.2

Deep Neural Networks

Deep neural networks, unlike many other forms of machine learning models, are able
to make inferences and connections about a data set where a user may not have
specified what they are looking for. While many deep neural networks make use
of supervised learning and therefore a labeled data set, they don’t necessarily need
labeled data to start making connections. These inferences are often seen as “black
box” connections, as they would be difficult to pinpoint exactly what the model
is using as a basis for classification, and the model is likely using a great deal of
characteristics that may seem unrelated. Neural networks are also able to adapt
themselves and learn to recognize new features without being reprogrammed each
time. This makes them very convenient for generating new models to perform a task,
similar to that of a task done before. This process of re-purposing an existing neural
network to learn to do a new, related task is known as transfer learning, and will be
discussed in a subsequent section [30].
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Deep neural networks work as a system of layers - with an input layer and output
layer, where layers in-between are in charge of filtering and processing data in some
way. There may be few or many of these intermediate layers depending on how
complicated a model’s task is, and they are referred to as hidden layers. These hidden
layers are comprised of nodes, which can be thought of like neurons in a brain, that
are connected to nodes in other layers. The “deep” portion of deep neural networks
refers to this layered system of interconnected nodes, where a neural network with
more layers is thought of as having more depth.
Inputs from one layer may be filtered and passed along to another layer based on
classification weights associated with each node. If the quantified properties of the
input fall above a weight’s threshold, it can be passed along. If multiple nodes from a
previous layer connect to one node in a subsequent layer, their quantified properties
are combined into a weighted sum, which can be similarly assessed. Last but not
least, the outputs from a node undergo an activation function, which determines a
new quantification based on the current state of the inputs [8]. This can then easily
be used as input in a future layer. A simple visualization of this layer and node model
can be seen in Figure 2.4.
Due to the nature of deep neural networks, they work well for recognizing features
in unstructured data in its raw form. This can include images, audio, or plain text
files. Deep neural networks are capable of picking out features from these data types
with little to no manual intervention, making them extremely useful in everyday
applications.
However, classifications of deep neural networks goes further still, with a wide variety of neural networks that have unique implementations. These different types of
neural networks are each beneficial in their own respective ways, with architectures
that support different types of problem-solving. The three main types of neural net14

Figure 2.4: Deep neural networks consist of an input layer, output layer,
and variable number of intermediate hidden layers, which are in charge of
transforming and processing inputs in some way. These layers are comprised of nodes that connect to nodes in other layers and are used to filter
and modify data using an activation function, creating new inputs for the
subsequent layer [8].
works include Feed-Forward Neural Networks, Recurrent Neural Networks (RNN’s),
and Convolutional Neural Networks (CNN’s). Convolutional neural networks will be
explored the most in this thesis, due to their advanced ability to recognize distinct
features in image data, hence making them best for plant disease detection.

2.2.3

Feed-Forward Neural Networks

Feed-forward neural networks are best at processing tabular data, but can also process
simple text or image data. Feed-forward neural networks are beneficial when working
on clearly labeled and definable data analysis problems, for example predicting stock
prices from previous market values [11]. Feed-forward networks are much less common
when working with more ambiguous data sets however, such as image data, compared
with convolutional neural networks.
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Feed-forward networks earn their name because data is only processed in the forward
direction from the input layer to the output layer, as contrasted with recurrent neural
networks and convolutional neural networks. Feed-forward networks are great at
learning complex nonlinear functions, or activation functions, that can map any input
to any output value. They do this using nodes that have associated weights, and get
updated on subsequent iterations if the final outputs have low accuracy [26, 29].
Though, while feed-forward networks may be great at predicting outputs from a
complex nonlinear function, they are unable to make sense of sequential data, or
identify broad features about a data set.

2.2.4

Recurrent Neural Networks

Unlike feed-forward networks, recurrent neural networks possess looping connections
between nodes, allowing them to process data that follows a strict sequential series.
These looping connections occur in the hidden layers of the model, and can be visualized in Figure 2.5. The activation functions that map inputs to outputs in RNN’s
therefore do not only depend on the current input being observed, but may also rely
on the input values that came before or after. This makes RNN’s good at processing
text data, time series data, and speech data [29].
As an example of what a recurrent neural network may be used for, consider an autocorrect system. Looking at the word “buildpng”, it’s clear that a typo exists at
the sixth character and the “p” should be replaced with an “i” to spell “building”.
Looking at the word character by character, it would be impossible to know if a typo
occurred, or which letters should be changed to what. However, considering the characters that come before the letter “p” as well as after, it is much easier to predict
that the user was trying to spell the word “building”, and the necessary character correction. While recurrent neural networks may surpass feed-forward neural networks
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Figure 2.5: Recurrent neural networks are good at making predictions
from sequential data, as they are capable of having looping nodes that can
capture ordering and analyze one component at a time. This contrasts
with feed-forward networks, that are only capable of moving forward from
one layer to the next [29].
when it comes to looking at sequences, they still lack in the ability to abstract generalized features out of a data set, such as detecting objects or certain classifications
in an image. This is where convolutional neural networks are useful.

2.2.5

Convolutional Neural Networks

Convolutional neural networks are the most popular type of neural network in computer vision applications, due to their ability to recognize features and distinct objects
in images. They are capable of recognizing up to thousands of different features that
they determine are useful on their own, unlike feed-forward neural networks that need
explicitly defined features in their activation functions. Unlike other types of deep
neural networks, CNN’s do not make use of weights on individual nodes [26]. Instead,
they have multiple connected layers that are used to create feature maps.
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Feature maps, as the name suggests, contain the key features that have been extracted from an input to be used in the recognition of new data. Features extracted
from inputs are simplified to a more generalized form, which can then be used for
comparison. This is great in image recognition problems with regards to detecting
objects and recognizing patterns between two different images that have similarities
in the feature maps.
Feature maps are created through a combination of convolution functions and pooling,
which occur several times in a CNN. Convolution functions, which comprise convolutional layers, apply filters across sub-sections of the input. In the case of an image,
this means that smaller portions of an image are looked at individually to try and
determine what features can be generalized. Unlike a feed-forward neural network,
the input provided to a convolutional layer will be looked at several times, with different filters applied. The pooling layers then simplify the feature maps created by
the convolutional layers, by summarizing distinct features that are the most present
or obscure.
This process of convolving and pooling compounds several times over an original
input, meaning that feature maps can be used as input themselves to new convolution
and pooling layers. This multi-layered approach can be visualized in Figure 2.6. On
each iteration, this will result in new feature maps that are even more generalized, yet
better understand the relationships between different shapes from the original input.
Last but not least, the final feature maps from the last pooling layer are “flattened”
from a 3-dimensional structure into a vector and passed into the fully connected
layers. These layers are essentially feed-forward neural networks of their own, that
use this generalized numerical data to make predictions about the original input.
Activation functions in the fully connected layers are used to create probabilities as
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Figure 2.6: Convolutional neural networks consist of several convolutional
layers and pooling layers that are able to create feature maps from the
input data. This makes them highly effective at recognizing objects in
images [18, 22, 29].
to which category the original input most likely belongs. The category with the
highest probability is what the original input is classified into [22, 29].
While convolutional neural networks are great at abstracting features out of images
and other file types, they require a significant amount of input data in order to achieve
accuracy, and also require a great deal of computational power to create. Because
of this overhead, many researchers are able to reuse CNN’s that have been created
by others, and adjust them to a new problem. This process is referred to as transfer
learning.

2.2.6

Transfer Learning

Transfer learning is not specific to convolutional neural networks, though is used
heavily with these models. Transfer learning is a process in which a model originally
trained for one task is adjusted to perform a new, related task. In order for this
adjustment to be possible, the original task must be similar to the new task, for
example, classifying objects in image data sets. The features stored in the original
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models must also be generalized, and applicable as features in the new data set. Using
transfer learning in the space of deep learning problems is referred to as inductive
transfer.
Inductive transfer is possibly most widely used in the space of image recognition. A
pre-trained classification model can take a new data set of labeled images, and by
adding training layers on top of the pre-trained model, be able to recognize these
new subjects. Because the pre-trained model has been built to perform similar tasks,
the new model requires significantly less data and computational power to train [30].
Some of the most frequently used models in transfer learning include Oxford’s VGG
model, Google’s Inception model, and Microsoft’s ResNet model, all originally created
for object recognition in images as part of ImageNet’s image classification competition
[7, 14, 34, 40].
• VGG Model : VGG is a convolutional neural network that was developed by
Oxford in 2014, though several variations on the model currently exist. It was
originally developed offering certain improvements over the popular AlexNet
model that shortened training time and reduced the number of trainable parameters. The model’s architecture also allowed it to be less prone to over-fitting
compared with AlexNet. Over-fitting refers to when a model becomes better at
recognizing images in the training set, but less accurate at recognizing images
outside of the training set. This happens when a model begins to identify the
noise and specific details of images in the training set as part of its classification
[2, 40].
• Inception Model : Google’s creation of the Inception model in 2014 became even
more efficient than VGG in certain respects. The Inception model is less computationally intensive to run, due to a decrease in memory requirements. This is
achieved through fewer connections between layers in the model that are deemed
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redundant. Similar to the VGG model, Inception also has a reduced number of
trainable parameters compared with the more previously used AlexNet model
[34].
• ResNet Model : ResNet, short for Residual Network, is largely seen as one of
the most groundbreaking models created in the last few years. Developed by
Microsoft in 2015, ResNet achieved significant improvements in performance
over previous models, by utilizing what they refer to as “identity shortcut connections”. These create connections between layers that allow inputs to skip
over one or more layers when the model decides it is appropriate. This allowed
ResNet users to create very deep-layered models without compromising performance. It remains one of the most commonly used image classification models
today [14].

It is quite common in literature to utilize inductive transfer with well-studied models,
such as those listed above, adjusting parameters only slightly as needed. Indeed, a
large portion of literature in plant disease detection has utilized transfer learning as
a basis for their model creations as opposed to training a model from scratch. Many
of these models created however report high levels of accuracy relative to competing
papers, with little to no consideration for methodology standardization or the training
data used. This has resulted in several papers with plant image data sets unrealistic
to an actual field setting, using biased data sets, or providing no discussion to the
data used at all. Several papers also fail to report relevant metrics beyond accuracy,
making the quality of their models questionable.
The subsequent sections of this thesis will survey several of these plant disease detection models discussed in literature from a critical standpoint. Consideration will be
given to the training data used, methodology in model creation, and results reported.
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This thesis will then analyze the efficacy of our own models that were created through
inductive transfer, though implemented using better practices.
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Chapter 3
RELATED WORKS

Due to the impact that plant pathology has on the agricultural industry, early detection of plant diseases has been a focus among growers for centuries. However, hiring
a plant pathologist is not always feasible, and even with access to an expert it can be
difficult to spot regions of concern in time. Advances in technology over the last few
decades have begun to address this issue, making early detection of diseases possible
with access to basic tools. These tools have ranged anywhere from physical sensors
to be used in the field to tests that are only possible in a lab. More recently, machine
learning models have also become popular in this area of study due to the convenience
of exporting a model to one’s phone and capturing images in the moment.
With so many methods of plant disease detection now available, it can be difficult
to know which are best for one’s specific needs. Martinelli et al. provides an extensive overview of traditional methods of plant disease detection, including the use
of assays to detect viruses, and nucleic-acid based tests such as PCR. The paper
then surveys the efficacy of more modern approaches, such as using biosensors and
light spectroscopy, and gives the benefits and drawbacks of each [25]. Similarly,
Putnam compares and contrasts a number of novel detection methods that can be
performed in a lab, including microscopy methods, using artificial media cultures to
target pathogens of a certain kind, and using bioassays [33].
These papers, while extensive, don’t address the possibilities of using computational
power to assist in the field of plant pathology. One such survey paper investigated
begins to explore the possibility of using machine learning in plant disease detection
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[24]. Mahlein analyzes a wide range of methods being taken, all of which utilize image
sensors. These include using thermal visualizers and electromagnetic optical sensors
that can see beyond the visible light spectrum. Mahlein then surveys a number of
papers that use machine learning to detect diseases in colored plant images. While
Mahlein discusses the accuracy of detection and data needed for each of these methods, the paper does not go into extensive detail about machine learning specifics, or
model comparisons. Additionally, while Mahlein briefly states the difficulties that
arise in creating an accurate image recognition model, the paper does not address the
shortcomings of the individual sources surveyed.
More recent survey papers on the other hand have been written that focus entirely on
the analysis of plant disease detection through machine learning models. Yang et al.
compares the accuracy of disease identification models from different published works.
These include a variety of model types which don’t all classify as convolutional neural
networks, yet have comparable results [43]. While the paper shows the accuracy
levels of each model, the disease types being looked for in each, and the original
sources, it lacks in addressing a number of relevant factors. Yang et al. has little
to no discussion on the data sets used in each source, including the data set size
or conditions the subjects were captured under. The paper also states that some
models were preprocessed, but leaves additional details omitted. Furthermore, no
metrics beyond classification accuracy are reported in the survey. These areas of
consideration are critical when assessing the validity of a published work. However,
because there is no discussion of these points at all, it is difficult to tell without reading
each original source whether the papers surveyed were lacking, or if the survey itself
should have gone into more detail.
One such study by Boulent et al. does a much more effective job of surveying image
classification models across literature while also discussing the validity of the original
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works. The article looks at several papers, each of which used convolutional neural
networks to identify diseases in plants. The individual goals in each study were also
considered. Many papers tried to identify one or more diseases in a single crop,
while some looked at multiple crop/disease pairings. The authors refer to a unique
crop/disease pairing as a class; the more classes that are identifiable by a model the
more useful it will be in the field. The authors then discuss the image sets used in
each study. Of the papers looked at, the majority used uniform backgrounds and were
captured in a lab, while only a few used photos taken in a field setting. While the
survey mentions that image sets captured in a field and under various conditions are
better for real-life applications, it does little to discuss why. In addition to the image
sets used, the authors briefly mention the importance of data set normalization, and
the ability to reproduce results [4].
Many similar points of consideration will be looked at in this thesis when analyzing
the contributions of several papers. Similarly to Boulent et al., models discussed in
literature will be critiqued and compared relative to certain topics, such as image sets
used and model set up. In this way, a set of best practices will be outlined that should
be present when developing a neural network for plant disease detection. Then, we
will extend the work of previous surveys further, by creating our own simple models
that implement the best practices outlined, and comparing the results.
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Chapter 4
SURVEY OF EXISTING LITERATURE

The use of image classifiers for plant disease detection can provide a significant benefit
to the field of plant pathology and disease prevention. But when looking for models
to export for everyday use in the field, how do we know which are better than others?
While various implementations of plant disease image classifiers have been proposed
across several pieces of literature, many claim that their models are more effective
than similar related works. In order to truly gauge the validity of a model, some
degree of standardization and understanding of best practices should be established.
This section will discuss key takeaways analyzed from 11 papers on plant disease
detection through convolutional neural networks. It will also outline good and bad
practices to consider when creating a CNN for plant disease detection. The 11 papers surveyed will be both critiqued for poor practices used and recognized for good
implementations on the grounds of these principles. The principles that will be discussed were carefully considered through broad-based literature discussing CNN’s,
practices outlined in the related works, and recurring ideas discussed across the 11
papers themselves. These will include consideration to the data sets used, normalization and pre-processing techniques, overfitting prevention, and metrics reported.
The next section of this thesis will consider these principles in the development of our
own neural networks for strawberry disease detection.
The 11 papers surveyed for this thesis were selected with a few requirements in mind.
First, while machine learning models other than convolutional neural networks have
been used in plant disease detection, only those that implemented CNN’s were con-
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sidered for this survey. Next, the models trained in each paper needed to not only
be capable of identifying one or more diseases, but also be able to identify healthy
plants. Last but not least, each paper either had to directly reference a link to their
model’s code, or outline a set of basic characteristics for how to roughly replicate
the models themselves. This primarily included the model architectures used, but
also the pre-trained weight data sets for transfer learning (i.e. ImageNet), and any
non-trivial layers added to the models such as dropouts.

4.1

Data Sets

One of the most important elements to consider when building an image classification
model is the data set used to train said model. While obtaining a data set may seem
like the most straightforward component of creating a machine learning model, there
are a wide range of factors to consider. The size of the data set used and the variation
in subjects captured is critical to obtaining good accuracy. Similarly, a data set that
is not captured under specific conditions can lead to poor recognition. For example,
say we wanted to build an image classifier that could recognize dogs and cats. In this
example, our data set contains images of dogs taken in a blue room, and images of
cats taken in a yellow room. When finished training, our model will likely be poor
at actually recognizing dogs and cats due to the data set used. It will presumably
associate the room colors with the labels, and might incorrectly classify a cat in a
blue room as a dog.
Good data collection methods for generalized machine learning approaches are outlined in Roh et al [37]. This survey on data collection discusses several methods for
obtaining a good data set that also has enough subjects. The most common method
for obtaining data includes finding a public data set online that has been accepted
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Figure 4.1: A flow chart for collecting a good data set to use in a neural
network. Good data collection often involves looking for a widely accepted
data set that currently exists. If this isn’t possible, one should take careful
consideration when creating their own data set. Beyond initial collection,
data can still be improved through pre-processing methods and augmentation [37].
by the scientific community. Indeed, in the 11 papers surveyed, four used the exact
same PlantVillage data set to train their model, with only minor differences existing
in the model implementations [3, 10, 27, 38]. However, as we’ll later explore, even
some widely used public data sets are not good for their intended purpose, as with
the four papers mentioned above.
When a good data set for an intended model is not available, one might consider
creating their own data set. If enough data cannot be collected, the original set can
be expanded through a process known as augmentation [37]. In the case of images,
this might involve rotation, grayscaling, flipping, and zooming the original pictures
to create a much larger data set of still unique subjects. A flowchart of considerations
for data set collection can be seen in Figure 4.1 that covers the points mentioned
above.
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These data set principles discussed will be analyzed in more detail in the subsequent
sections, specifically as related to plant disease detection and what makes an effective
image data set versus poor image set.

4.1.1

Data Set Subjects

When considering plant disease detection models, one should consider whether they
want a generalized neural network that can detect a number of diseases across multiple
plant species, or if they want to target specific plants. In this thesis, we will refer to
a single plant/disease combination as a class. A neural network that identifies fewer
classes may be more accurate than one trained on several classes, as there is less room
for error. On the other hand, a model that can recognize several diseases across a
wide range of plants would be more useful in a general setting.
Of the works surveyed, seven papers looked at a single plant species while four looked
at multiple plants and diseases. While the four studies that were trained on several
species may be seen as more useful in the field, the subjects in their data sets lack in
other ways. Three of these studies utilized the PlantVillage data set [10, 27, 38] and
one used a similar data set that is publicly available through Stanford [41]. These
two data sets, while diverse in species and diseases, only capture leaf images [15].
This is quite unrealistic to the field of plant pathology, as different diseases can show
symptoms throughout the entire plant. This critique of the PlantVillage data set is
also pointed out in Boulent et al. [4]. As a reference, a sample of each class present
in the PlantVillage data set can be seen in Figure 4.2.
Contrary to these studies, three papers surveyed used image sets that looked at various
parts of the plant subjects, pointing out that symptoms of a pathogen may be present
anywhere from the roots to the stems [12, 23, 39]. Selvaraj et al. created six different
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Figure 4.2: The PlantVillage data set contains 38 total classes, or disease/plant combinations. One sample of each class can be seen in this
figure. While diverse in species, the PlantVillage data set only shows single leaves, primarily laid out on backdrops in a lab. These photo conditions
are unrealistic to what types of photos would be captured in a field. [38].
models to analyze diseases in banana plants, with images consisting of the fruit itself,
stems, leaves, as well as the entire plant [39]. The data set was obtained specifically
for the study with help from Bioversity International and the Tamil Nadu Agricultural
University. The subject variety in this data set can be seen in Figure 4.3. Notice the
drastic difference in subject diversity between Figure 4.3 and Figure 4.2. Selvaraj et
al. also points out that their models achieved higher accuracy on images that focused
on localized regions of the plant, such as the stems, compared with images looking
at the entire plant [39]. These results seem expected due to images of an entire plant
being less uniform, though models looking at an entire plant are nonetheless worth
training.

4.1.2

Data Set Capture Conditions

While having a variety in subject matter is important for a good data set in plant
disease detection, so are the capture conditions in which an image is taken. What do
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Figure 4.3: A variety of subject captures can be seen in the banana data
set used in [39]. These include images of the fruit, stems, leaves, and entire
plant.
capture conditions refer to? Capture conditions are essentially everything about an
image that doesn’t include the plant itself. These can be anything from the lighting,
to the background, to the distance of the camera from the subject. As can be seen in
Figure 4.2, the PlantVillage data set varies slightly in lighting from image to image,
though has fairly uniform conditions throughout.
A variety of capture conditions are essential for a realistic data set that can train a
model to be used in the field. Of all 11 papers surveyed, only four mentioned an effort
to capture different conditions in their data sets. Three of these papers happen to be
the same three sources that also contained subjects beyond leaf images [10, 12, 23, 39].
Selvaraj et al. states that to achieve condition variety, their banana plant images were
taken from a number of different fields at different times of the day, and even during
different seasons of the year [39].
Interestingly, Ferentinos trained multiple models using various data sets that contained both plant images captured in a field, and plant images captured in a lab
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setting. Those taken in the lab setting had little variety in capture conditions, and
were all photographed over a gray backdrop. The study found that the models trained
on lab images and tested with field images resulted in much lower accuracy than those
trained on field images and tested with lab images [10]. This supports the claim that
models trained on realistic field images are more useful than models trained with little
variety in capture conditions.

4.1.3

Data Set Size

One last consideration to make when gauging the effectiveness of a data set is the
number of images it contains. As a general rule, the more images that can be obtained
for training a model, the more robust the model will be at accurate identification.
While there is no hard rule for the number of images needed to consider a data
set good, generally training a convolutional neural network from scratch requires
thousands of images. When utilizing transfer learning, this number can be smaller as
existing weights are taken from a pre-trained model, and only adjusted slightly [37].
Having a large number of images for model generation is also not exclusive to a data
set as a whole, but rather is needed for each class being trained. In the case of the
PlantVillage data set, Boulent et al. points out that while the data set contains over
50,000 total images, some disease/plant classes contain under 50 images, not nearly
enough for effective model training [4]. This is also the case with several of the other
papers surveyed. Lu et al. describes a self-collected data set for rice disease detection,
with 11 classes and 500 images total [23]. The size of this data set is not ideal for
making an accurate model, even with transfer learning. No indication of how the
images were distributed was mentioned, and assuming an even distribution each class
would only have approximately 45 images.
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Only six of the papers surveyed appeared to have at least 200+ images per class, or
explicitly mentioned taking consideration for the data set size per class [3, 19, 35, 39,
41, 44]. Selvaraj et al. had the best practices overall, mentioning that their banana
data set was roughly balanced with about 700 images per disease class, and contained
18,000 images total [39].

4.2

Normalization and Pre-Processing

Normalization and pre-processing are important steps in the machine learning pipeline
that involve augmenting the input data before training takes place. Pre-processing
input data can assist in making a small data set larger by taking the original image set
and generating new images that are unique. This can be done by rotating, zooming,
flipping, shifting and grayscaling the original pictures, which are seen as distinct by a
neural network. Of the papers surveyed, eight utilized this technique to increase the
size of the original training data [3, 12, 19, 23, 27, 38, 41, 44].
Normalization, which is a specific pre-processing technique, is also important to make
sure the neural network can take the input data in a recognizable format. Normalization is the process of standardizing the input data so each image is of the same
file type, and images are of the same dimensions and resolution. Often, this involves
scaling down the size of the original files so that a model can train quicker [17]. Normalization is an essential step in the development of any convolutional neural network,
and all 11 papers investigated made reference of some form of normalization.
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4.3

Overfitting

The terms overfitting and underfitting are commonly used when referencing the training process of a convolutional neural network. When a model is overfit or unfit, it
leads to poor measures of accuracy. A model being overfit means that it has become
too familiar with its training data, and has begun to recognize characteristics in the
training set that should not be considered, such as background noise. While a model
that is overfit might be excellent at identifying the original training set of images,
it becomes worse at identifying images outside of this training set. However, if the
test set used to gauge a model’s accuracy is similar to the training set that has been
overfit, it can lead to skewed results about a finalized model. Conversely, a model
that is underfit means that it has not been trained enough on the initial data set,
and will be poor at identification in general.
There are a number of strategies that can help reduce overfitting when building a
convolutional neural network. These may include the use of callback functions, that
stop a model’s training process early if a given metric such as accuracy or loss goes
above a specified threshold. Similarly, a training process may utilize a dropout layer,
that attempts to limit overfitting by randomly dropping nodes during the training
process [38].
Overfitting is one of the most significant issues to consider when building a CNN,
and therefore it is surprising that only five of the papers surveyed utilized dropout
layers or callbacks in their pipeline for overfitting prevention [23, 27, 38, 41, 44]. Of
the remaining papers, three mentioned that they attempted to avoid overfitting by
simply having larger data sets, which would limit the ability for a model to recognize
noise [3, 12, 39]. Last but not least, two studies checked for overfitting by training the
same image set multiple times, with different proportions of images in the training
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and test set for each iteration [27, 35]. By validating that the accuracies of each
iteration were roughly the same, they could claim with a degree of confidence that
their models were not overfit.
While each of these strategies address the issue of overfit prevention, it is difficult
to know for sure if a model is overfit without testing it on an entirely outside data
set. Since this is often not feasible, implementation of one of more of these strategies
should be practiced when creating an image classifier for real-world use.

4.4

Output Metrics

When gauging whether an image classifier is better than a competing model assuming the same data sets were used, accuracy of classification on a test set is usually
the most important metric to report. Indeed, in every paper surveyed, each one discussed their best accuracy achieved, or multiple accuracy metrics if several models
were created. Most papers had model accuracies above 95%, with the lowest performing models reaching approximately 70%. Accuracy as a metric itself is pretty
simple, measuring the proportion of correct predictions made over the total number
of predictions. However, it is often useful to report more than just accuracy in order
to fully judge the effectiveness of an image classifier.
Three additional metrics to consider when looking at a classification model are precision, recall, and f1 score. To understand these metrics, it’s important to understand
the concept of false positives and false negatives. A false positive refers to a mistaken
rejection of an actually positive result, whereas a false negative refers to a failure to
reject a negative result. In the case of disease detection, a false positive would be a
specimen that is labeled as infected, when in actuality it is healthy. On the contrary,
a false negative would be a specimen that is labeled as healthy, when it actually has
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a disease [36]. These are important concepts when it comes to discussing the results
of classification models, and understanding the metrics outlined below.

• Precision: Precision is a measure of the proportion of elements placed into one
category that actually belong in that category. In other words it is the fraction
of all instances selected that are correct. In the case of plant disease detection,
this would be the number of images that were both classified by a model as
infected and are actually infected, relative to all images classified by the model
as infected.
P recision =

True Positives
True Positives + False Positives

• Recall : Recall, differing from precision, can be thought of as the proportion of
elements in a category that were correctly selected. In other words, of all the
elements that belong in a category, how many were classified into that category.
For plant disease detection, this would be the number of images that were both
classified by a model as infected and are actually infected, relative to the total
number of actually infected plant images. Precision and recall can be better
visualized in Figure 4.4

Recall =

True Positives
True Positives + False Negatives

• F1 Score: A model’s f1 score is essentially another measure of overall accuracy.
An f1 score however takes precision and recall into consideration to give weight
to false negatives and false positives. The equation for a model’s f1 score can
be seen below.
F1 Score = 2 ∗
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Precision * Recall
Precision + Recall

Figure 4.4: A visualization of precision versus recall. The green circles
represent the elements that actually belong in Category A, whereas the
gray circles represent the elements that belong in Category B. The larger
circle encompasses which elements were classified by a model as belonging
to Category A, whether correct or not [36].
Of the papers surveyed on plant disease detection, only two referenced precision, recall, and f1 score in addition to accuracy [27, 38], whereas five made no mention of
any metrics outside of accuracy at all [3, 19, 23, 35, 44]. These metrics are important
to get the full picture of a model’s validity, particularly when a data set is not completely balanced across classes. For example, say we had a data set with 900 healthy
plant images and 100 infected plant images. While a model that classifies all 1000
images as healthy would be 90% accurate, it’s clear that this would not be an effective
model for disease detection. In this example, while accuracy is high, precision and
recall would be much lower. It’s therefore essential to include several metrics that
analyze a model’s output when trying to truly gauge the effectiveness of said model.

4.5

Reflection

Using best-practice techniques for developing an image classifier requires careful consideration for a number of factors. This consideration should also be specific to the
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Table 4.1: A summary of best practices implemented for the 11 research
articles surveyed. “Images” refers to whether both good subject and capture conditions were used in the data set. “Data Size” refers to whether
the size of the data set was sufficient for each class (200+ images). “Preprocess” describes whether pre-processing and data augmentation were
utilized. “Overfit” refers to whether overfitting was considered in training. “Metrics” looks at whether at least precision and recall were reported
in addition to model accuracy. An ‘x’ indicates that the article addresses
a specific practice. This summary is not descriptive of articles that took
some considerations for a given principle, but weren’t extensive.
Source
Images
H.A. Atabay [3]
K.P. Ferentinos [10]
A. Fuentes, et al. [12]
x
Y. Kawasaki, et al. [19]
Y. Lu, et al. [23]
x
S.P. Mohanty, et al. [27]
A. Ramcharan, et al. [35]
A. Sagar, et al. [38]
M.G. Selvaraj, et al. [39]
x
S. Sladojevic, et al. [41]
K. Zhang, et al. [44]

Data Size
x

x

Pre-process
x

Overfit
x

Metrics

x
x
x
x

x

x

x
x
x
x
x

x
x

x
x
x
x
x
x
x

x
x
x
x

area of study, in our case plant disease detection. Failure to address best practices
can lead to misleading results and models that are not realistic for real-world use.
Only after implementing best practices and using a degree of standardization is it
possible to compare one model to another on the grounds of accuracy.
In our survey, we found that the most important factors to consider when making a
disease detection model included considerations for the data set used, normalization
and pre-processing techniques, overfitting prevention, and relevant metrics reported.
While none of the papers surveyed addressed every point outlined in the previous
sections, we found that the study which had the most consideration for best practice
was Selvaraj et al., in their study of banana disease detection [39]. A summary of
the papers surveyed and which practices were implemented in each can be seen in
Table 4.1. This table is not extensive of which articles are necessarily more effective
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than others, nor addresses articles that took some consideration for a given principle
but were considered insufficient to be checked off. Though, it provides a summary
of how we ranked each article on the grounds of the best practices outlined in the
previous sections.
In the subsequent sections, we will demonstrate the feasibility of implementing these
practices by comparing several convolutional neural network architectures trained
through transfer learning on a self-collected strawberry data set. We will explain our
methodology and how our model pipelines fit with the principles discussed. Then,
with this degree of standardization in place, we will compare the accuracies of the
models built.
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Chapter 5
MODEL DESIGN

This chapter will discuss the setup for our own plant disease detection convolutional
neural networks, created using transfer learning. Six models were built in total,
spanning two data sets and three different model architectures: VGG16, ResNet50,
and MobileNet. These models were imported from the Keras library for Python, and
ImageNet was used for the base-model weights.
ImageNet is a large data set of pictures originally gathered to inspire the creation of
robust and scalable image recognition models. It contains over 3.2 million images in
total, and has been the base data set behind the original creation of popular models
such as VGG and ResNet. Due to the diversity and size of the ImageNet data set, it is
one of the most commonly referenced image banks across literature on convolutional
neural networks. It also serves as one of the most popular base sets for transfer
learning, as image subjects span thousands of categories [7]. For more information
on transfer learning, reference 2.2.6 of this thesis.
Each model followed the same implementation pipeline, with ReLU and sigmoid activation function layers. A ReLU function, or rectified linear activation function, is
often used as the default activation function for neural networks as it achieves fast
performance and is easy to train. A sigmoid activation function takes the output data,
and converts it to a value between 0 and 1 which can be used for binary classification
between two classes. These activation functions are quite common for convolutional
neural networks, and were similarly used in the papers surveyed that detailed their
model implementations.
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When implementing these models, the best practices outlined in the previous section
were also considered. The principles were addressed as follows:

• Data Set: For our model implementation, we used strawberry images to classify
between healthy and diseased plants. The data set was largely self-collected,
with additional help from university contacts. We trained three models to
distinguish between healthy strawberry images and strawberries infected with
Botrytis gray mold, caused by the pathogen Botrytis cinerea. Then, we trained
three models to distinguish between healthy strawberries and strawberries infected with a wide variety of diseases, including a subset of the original Botrytis
gray mold images, powdery mildew, and various forms of fruit rot. Image classifications were verified with the Strawberry Center at California Polytechnic
State Universty, San Luis Obispo (Cal Poly).
Subjects in the gray mold and healthy data sets include various parts of the
plant, with a large focus on the fruit itself but also capturing leaf images.
Various levels of strawberry ripeness were captured, and several fields were
sampled during different times of the year. Regarding capture conditions, these
two sets of images were taken directly from the field, with different angles,
brightness conditions, and camera depths obtained. While the images captured
of powdery mildew and fruit rot were taken in a lab, various lighting conditions,
camera depths, and subject angles were still used. A sample of the healthy
strawberry images can be seen in Figure 5.1.
Regarding data set size, the healthy strawberry set consisted of 458 images
and Botrytis gray mold set consisted of 309 images. For the data set of various
diseases, each disease was roughly balanced and a total of 407 images were used.
The size of the data sets used for training were much larger however, as each class
underwent augmentation in the pre-processing step of the model, multiplying
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Figure 5.1: A sample of the images in our healthy strawberry data set.
These images were self-collected and took various subject and capture
conditions into consideration, including lighting, camera depth, and angle.
the amount of data trained with. Before model execution, these data sets were
randomly separated into respective directories with 81% of images placed into
the training set, 9% into the validation set, and 10% into the test set.
• Normalization and Pre-Processing: As mentioned in the previous section, we
used pre-processing to augment our input data and increase the size of the initial
image set. This was done using the keras pre-processing library and included
rotation, vertical and horizontal shifting, shearing, zooming, and flipping the
original images.
To normalize our data, we also ensured that all image file types were the same
(in our case, .jpg), and the dimensions of every image were set to 224x224 pixels.
• Overfitting: To prevent overfitting in our model explicitly, we utilized the Keras
EarlyStopping callback function to end training once the possibility of overfit42

ting was detected. We did this by monitoring the model’s validation accuracy,
which measures the model’s performance during training. If the validation accuracy began to decrease over time, model training was halted early.
• Output Metrics: In addition to measuring overall accuracy against the test set
for each model trained, we also output the model’s precision, recall, and f1 scores
per run. These metrics are included for reference in our model comparison in
the next section.
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Chapter 6
MODEL RESULTS

In this section, we will summarize the results of the six convolutional neural networks trained for strawberry disease detection. Each model was trained through
transfer learning using ImageNet as the set of pre-trained weights. Three models
were used to identify healthy strawberries against strawberries infected with Botrytis
gray mold, and three were trained to recognize healthy strawberries against a variety
of strawberry diseases. These two data sets were each trained against three model
architectures: VGG16, ResNet50, and MobileNet. We will begin by discussing the results of the three models used to recognize healthy strawberries against those infected
specifically with Botrytis gray mold as seen in Table 6.1.
Table 6.1: Accuracy, precision, recall, and f1 results for three convolutional neural networks trained to identify healthy strawberry images
against those infected with Botrytis gray mold. All three models were
trained using transfer learning on the subsequent architectures: VGG16,
ResNet50, and MobileNet.
Model
ResNet50
MobileNet
VGG16

Accuracy
95.90%
83.89%
95.62%

Precision
75.14%
95.83%
95.83%

Recall
83.33%
69.13%
92.50%

F1
79.02%
80.11%
94.14%

The results from our trained models demonstrate promising levels of accuracy, the
highest reaching 95.9% on the test set. ResNet50 and VGG16 achieved very similar
levels of overall accuracy at 95.9% and 95.62% respectively, significantly higher than
MobileNet’s performance at 83.89%. While VGG16 had slightly lower accuracy than
the ResNet50 model, it had a significantly higher precision, recall, and f1 score. With
a model’s f1 score being a measure of overall accuracy taking into consideration false
positives and false negatives, we found our VGG16 model build to be the best for real44

world applications [36]. The models trained to identify healthy strawberries against
a variety of diseases displayed similar results, as seen in Table 6.2.
Table 6.2: Accuracy, precision, recall, and f1 results for three convolutional
neural networks trained to identify healthy strawberry images against various diseased subjects. These included strawberries infected with Botrytis
gray mold, powdery mildew, and various forms of fruit rot. All three models were trained using transfer learning on the subsequent architectures:
VGG16, ResNet50, and MobileNet.
Model
ResNet50
MobileNet
VGG16

Accuracy
87.99%
76.67%
92.15%

Precision
96.30%
64.44%
96.67%

Recall
80.69%
61.6
87.64%

F1
87.81%
63.02%
91.93%

The results from the second set of models on average show slightly lower performance
compared with the models only trained for healthy subjects against Botrytis gray
mold subjects. This seems expected, as the models represented by Table 6.2 needed
to distinguish healthy strawberries from a number of classes, as opposed to just one.
Regardless, the results are promising that our models could potentially be exported
for identification against a number of strawberry diseases.
As similar to the first set of models, ResNet50 and VGG16 performed significantly
better than the model trained on the MobileNet architecture. While VGG16 didn’t
surpass ResNet50 by a significant margin in any one category, it outperformed RestNet50 by every metric measured, making it the top performing model for both data
sets.
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Chapter 7
FUTURE WORK

As outlined in this thesis, two of the biggest challenges facing the use of convolutional
neural networks in plant disease detection, and indeed a greater issue in neural network research in general, is a lack of sufficient data sets, and implementation of best
practices. Large data sets can be extremely time-consuming and costly to generate,
and many of the image banks discussed in literature originate from private data sets.
Despite our criticisms of the PlantVillage data set, this effort has inspired the work
of numerous papers working to better the field of plant pathology with the help of
machine learning. Similar efforts will drastically improve progress for better model
creation on plant disease detection [15]. Data sets such as those discussed in Selvaraj
et al. will also allow models to have more accurate detection in a field setting, given
the variety of subject and capture conditions [39].
Furthermore, much of the work currently existing in this field involves identifying only
one disease in each image [4]. Evidently, it is possible for a captured subject to have
more than one disease present at a given time. While more difficult to implement,
models that can recognize multiple diseases present in an image will be more fieldrealistic and therefore useful.
In the effort to create better neural networks for plant disease recognition, we must
also remember the original goal of said work, this being to assist farmers in early
disease detection. Finding ways to export models for everyday use in the field will
be essential, such as through mobile application development. Indeed, work in this
area has already been started, with applications that have promising results against
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specific plant/disease combinations [1]. Going further, it may be possible to export
effective models to devices such as drones to perform large-scale detection quickly and
more efficiently. Making these tools accessible to farmers around the world will help
in early diagnosis of crop diseases, potentially assisting in saving money and lives.
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Chapter 8
CONCLUSION

Plant disease detection is a challenging issue that encompasses a wide variety of
academic fields of study. Early detection of diseases in a crop field has the potential to save growers a significant amount of money, and more importantly save lives.
With advances in computational capability, it has more recently become feasible to
use machine learning image classifiers in early detection of plant diseases. Indeed,
applications already exist that allow growers to detect specific plant and disease combinations using nothing but their mobile phones [1].
In the effort to improve existing models for plant disease detection, a fair amount
of literature has been published that claims high levels of accuracy on newly created
image classifiers. However, much of this literature lacks a set of standardized practices
in their development, making comparison between works difficult.
This paper outlines a set of best practices to consider when developing a convolutional
neural network model for plant disease detection. A variety of existing literature is
surveyed against these best practices to assess their potential for real-world use. Then,
using these principles as a guide, we developed our own set of models to recognize
diseases in strawberry images, comparing the accuracy of various architectures. We
hope that this paper will serve as inspiration for pushing the boundaries in the overlap
of plant pathology and machine learning, and result in better models to use in the
field.
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