Machine learning algorithms can help to improve the accuracy and efficiency of cancer diagnosis, selection of personalized therapies and prediction of long-term outcomes. Artificial intelligence (AI) describes a subset of machine learning that can identify patterns in data and take actions to reach pre-set goals without specific programming. Machine learning tools can help to identify high-risk populations, prescribe personalized screening tests and enrich patient populations that are most likely to benefit from advanced imaging tests. AI algorithms can also help to plan personalized therapies and predict the impact of genomic variations on the sensitivity of normal and tumor tissue to chemotherapy or radiation therapy. The two main bottlenecks for successful AI applications in pediatric oncology imaging to date are the needs for large data sets and appropriate computer and memory power. With appropriate data entry and processing power, deep convolutional neural networks (CNNs) can process large amounts of imaging data, clinical data and medical literature in very short periods of time and thereby accelerate literature reviews, correct diagnoses and personalized treatments. This article provides a focused review of emerging AI applications that are relevant for the pediatric oncology imaging community.
Introduction
Our collective knowledge in the field of pediatric oncology is exponentially growing in terms of multi-layered diagnoses, treatment options, and treatment outcomes. This rapidly growing information is coupled with the expectation of patients and families to receive the best possible care for their specific situation, instantly and everywhere. Machine learning algorithms can analyze large amounts of data and solve complex tasks in a very short time [1, 2] . This can help physicians to improve the accuracy and efficiency of making cancer diagnoses, selecting personalized therapies and predicting long-term outcomes.
Artificial intelligence (AI) describes a subset of machine learning that can identify patterns in data and take actions to reach pre-set goals without specific programming. Convolutional neural networks (CNNs) represent multiple inter-connected layers of AI algorithms that have learnable weights and can classify data with minimal pre-processing. Convolution is a mathematical operation that expresses the amount of overlap of one function as it is shifted over another function. The primary function of convolution in medical image processing is to extract features from input data. The CNN translates raw image pixels on the input end to scores at the output. When many CNN layers are stacked, they are called deep-CNNs. Deep-CNNs have several advantages over standard image reconstruction algorithms [3] . First, deep-CNNs can directly uncover features from a training data set, and hence can significantly alleviate the effort of explicit elaboration on feature extraction. The neuron-crafted features may compensate and surpass the discriminative power of conventional feature extraction methods. Second, deep-CNNs can jointly exploit feature interaction and hierarchy within the intrinsic architecture of a neural network. Therefore, the feature selection process is significantly simplified and accelerated. Third, the three steps of feature extraction, selection and supervised classification can be realized within the optimization of the same deep architecture. With such a design, the performance of the analytical system can be tuned more easily and in a systematic fashion. Thus, deep-CNNs have the advantage of being more accurate, faster, vendor-independent and less prone to "hallucination artifacts" (enhanced random signal effects) compared to previously applied machine learning algorithms. Grewal at al. [4] and Huang et al. [5] showed that deep-CNNs are particularly well suited for cross-sectional imaging studies, where detailed segmentation and scan-level labels are often available.
There are numerous potential applications of AI for pediatric oncology imaging (Table 1 ). The two main bottlenecks for successful AI applications in pediatric oncology imaging are the needs for large data sets and appropriate graphic processing unit (GPU) computer and memory power. With appropriate data entry and GPU power, deep-CNNs can process large amounts of imaging data, clinical data and medical literature in very short periods of time [6, 7] . This can substantially accelerate the speed of a literature review, finding the correct diagnosis and finding the best treatment option for individual patients [7] . Current AI algorithms have to be fed with large data sets, typically on the order of several hundreds or thousands of images [6, 7] . Sparse or non-representative data feeds can lead to unreliable outcomes. This is a particular challenge for pediatric oncology because there are relatively few children with cancer overall and nearly every case is unique. To date, deep-CNNs cannot guarantee correct diagnoses in alternative circumstances that might not resemble previous training data. However, considering the exponential progress in technical advancements of deep-CNN algorithms, this problem is likely to be solved in the near future by, for example, cross-training CNNs on data sets from adults, enabling AI to learn from sparse data and sharing CNN algorithms across multiple institutions rather than pooling multiinstitutional data. It is expected to become less important to have large data sets and more important to have access to abundant computing power to operate AI algorithms. This focused review article provides an overview of emerging AI applications that are clinically relevant for pediatric oncology imaging.
Test selection
Detecting cancers at an early stage of development can be a powerful tool for improving long-term outcomes. However, modern health care management models require creative approaches to reduce costs while maintaining quality care for every child and introducing new technology. Machine learning tools can help to identify high-risk populations, prescribe the most appropriate screening test for each child and enrich the patient populations that are most likely to benefit from advanced imaging tests. Machine learning algorithms can also help us to understand the developmental context of pediatric cancer development. For example, Marshall et al. [8] described a model of pediatric cancer development that can be linked to a defect in signaling that is crucial to embryonic development.
Various investigators have used machine learning to identify blood biomarkers of early lung cancer [9] , colon cancer [10, 11] , breast cancer [12] and hepatocellular carcinoma [13] , among others, in adults. These blood biomarkers could be used to assign people to advanced imaging tests. Similar approaches could be used to refer high-risk pediatric patients to imaging tests and narrow tumor differential diagnoses on imaging studies based on new or existing biomarkers for pediatric cancers. Examples would be to link electronic medical record data about Vanillylmandelic acid (VMA) levels with imaging diagnoses of neural crest tumors, alpha-fetoprotein (AFP) with hepatoblastoma/HCC and lactate dehydrogenase (LDH) with lymphoma. For example, a child with elevated VMA urine levels, detected by a smart toilet or diaper, could be referred for abdominal ultrasound, and an incidental chest radiograph diagnosis of a mediastinal mass could be narrowed by integrating elevated LDH into the imaging report.
In children with cancer predisposition syndromes, surveillance screening is recommended and has been shown to improve survival because of detection of early stage tumors [14] . However there is no universal agreement to date among radiologists regarding the best suited imaging techniques or imaging protocols [15] and providers report both false-negative and false-positive findings [14] . Machine learning algorithms could be used to identify imaging protocols that produce optimal diagnostic accuracy and integrate pertinent clinical information to improve the sensitivity and specificity of imaging tests for cancer screening and early cancer detection.
Image acquisition, reconstruction and quality control
Deep-CNNs represent a powerful tool to substantially reduce ionizing radiation exposure from cross-sectional imaging scans. To achieve this, the computer network is first trained to recognize common imaging features of paired low-dose and high-dose images. In a second step, the CNN can reproduce standard-dose images from input low-dose images. Because the CNN is trained at the pixel level, training sets from one anatomical region can be applied to images from another region. Kang et al. [16] used CNNs to de-noise low-dose CT scans. Our team utilized deep-CNNs to augment standard-dose [F-18]2-fluoro-2-deoxyglucose (FDG) positron emission tomography (PET) scans from low-dose images (Fig. 1 ). To train our deep-CNN, we generated lowdose 18 F-FDG PET data from list mode imaging studies of 20 pediatric cancer patients by randomly selecting 25% of count events, spread uniformly over the acquisition time. We reconstructed standard-dose PET images from reduced-dose images, using ordered subset expectation maximization methods, convolutional de-noising auto-encoders [17] and commercially available software (Subtle Medical Inc., Palo Alto, CA) [18] .
Similar machine learning approaches can be used to substantially accelerate the acquisition time of medical imaging procedures or reduce contrast agent doses. Zhu and coworkers [19] developed a new CNN algorithm that can significantly accelerate the acquisition time of MRI scans. Gong and coworkers [20] used a CNN to reduce the dose of gadoliniumbased contrast agents for brain MRI scans to 10% of the original dose by reconstructing low-dose images to standard-dose images.
Tumor detection and classification
Deep-CNNs have been used for detecting and classifying various non-neoplastic abnormalities in children, including detecting delayed bone age on hand radiographs [21] and pneumonia on chest radiographs [22] . Similar principles can be used for the detection of malignant tumors: CNNs can be trained in the differentiation of normal and abnormal scans. On abnormal scans, tumor lesions can be automatically identified, segmented and measured. For example, Becker et al. [23] used a CNN to detect breast tumors on ultrasound studies, Afifi and Nakaguchi [24] used a CNN for unsupervised detection of liver tumors on CT images, Soltaninejad et al. [25] used a CNN for automated brain tumor detection on MRI scans and Bi et al. [26] used deep-CNN to automatically detect FDG-avid lymphomas on FDG-PET scans. Helm at al. [27] used a computer-aided system to detect pulmonary nodules on chest CTs of pediatric patients. And Linguraru et al. [28] used deep-CNN for automatic segmentation and volume assessment of liver tumors and tumor-free liver parenchyma in adults.
Deep-CNNs have also been used to characterize tumors. For example, Tu et al. [29] and Chen et al. [30] used machine learning algorithms to differentiate benign and malignant lung nodules on chest CT scans [29] and PET/CT scans [30] . Perk et al. [31] developed a wholebody automatic disease classification tool to differentiate bone metastases and benign bone lesions (mostly degenerative changes) on 18 F-sodium fluoride (NaF) PET/CT scans. Our team trained a deep-CNN system to differentiate alveolar and rhabdomyosarcomas on MRI images [3] .
Machine learning algorithms are particularly well suited to detect patterns in big data sets for radiomic and radiogenomic analyses. Deep-CNNs can associate increasingly complex genetic and molecular tumor characteristics with specific macroscopic tumor features on imaging tests. Kickingereder and coworkers [32] reported that machine learning algorithms could predict EGFR amplification status and RTK II subgroups in adults with a moderate yet significantly greater accuracy (63% for EGFR [P<.01] and 61% for RTK II [P=.01]) than prediction by chance. Bae and co-workers [33] used machine learning algorithms to predict survival in 217 adults with glioblastoma by integrating radiomic MRI phenotyping with clinical and genetic profiles. Several other investigators used machine learning algorithms for texture analysis and classification of pediatric brain tumors [2, 32, 34] .
Selecting and monitoring personalized therapies
The Children's Oncology Group (COG) has united pediatric oncologists from hospitals across North America to assess treatment outcomes of malignant tumors in pediatric patients. To take full advantage of CNNs, pediatric radiologists need to similarly unite and pool otherwise sparse imaging data of children with cancer. Data obtained at single centers are usually too sparse and too inhomogeneous to apply AI approaches [35, 36] . To address this critical need, we recently formed a consortium of pediatric radiologists who are pooling their pediatric PET/MR imaging data in a centralized image registry [37] . The advantage over image registries established by the COG is that the imaging-specialist-driven registry includes more detailed annotations of imaging data. For example, while many clinical trials use tumor metabolic response on 18 F-FDG PET scans as an outcome measure, researchers recognized that 18 F-FDG PET data acquisition and processing approaches differ considerably among centers [38] . This variability makes it difficult and sometimes impossible to use quantitative measures of radiotracer standardized uptake values (SUV) as study endpoints for multi-center studies [38] . Raw imaging data from different institutions can be fetched into a deep-CNN and reconstructed such that they have equivalent voxel sizes and 18 F-FDG dose levels. This can help to generate more homogeneous datasets and enable quantitative data analyses for multi-center clinical trials.
Deep-CNNs can help clinicians to plan personalized therapies and predict the impact of genomic variations on the sensitivity of normal and tumor tissue to chemotherapy or radiation therapy [7] . For example, Men and coworkers [39] trained a CNN to provide fully automated tumor segmentation for radiation therapy planning in adults. CNNs can help to automate measures of tumor therapy response. In 1998, Glass and Reddick [40] reported the use of a neural network for automatic segmentation and quantification of necrosis in osteosarcomas on post-treatment MR images. In many pediatric tumors, chemotherapy leads to a decline in tumor metabolism before the tumor size decreases [41, 42] . Therefore, tumor therapy response is often assessed using radiotracer-based imaging tests such as 18 F-FDG PET/CT [41] . Our team trained a deep-CNN in classifying responders and non-responders based on low-dose 18 F-FDG PET/MRI scans.
Machine learning algorithms can also help us understand tumor therapy resistance. Cairns at al. [43] developed a network-based cancer phenotyping mapping tool that can chart drug-response networks. The authors manipulated tumor therapy response to anthracyclines and taxanes by perturbing key genes in a drug response network [43] . Most nonresponders die from metastases. AI can improve our understanding of tumor spread by comparing molecular/anatomical features of primary tumors and metastases or by comparing multiple metastases in the same person. AI could also help us to uncover genetic, molecular and physiological factors that lead to spontaneous tumor regression. Thus far, no significantly different tumor signatures have been identified between regressing and non-regressing tumors.
Machine learning algorithms have been utilized to predict survival in children with cancer and improve long-term outcomes. For example, Han et al. [44] successfully applied a CNN to analyze complex multi-layered clinical data to predict survival of patients with synovial sarcoma. The survival neural network model predicted survival of people with synovial sarcoma more accurately compared to the Cox proportional hazard model [44] . Similarly, Cha et al. [45] reported that a CNN-based radiomics model accurately predicted stereotactic-radiosurgery responses of brain metastases. Ibragimov et al. [46] trained a CNN to predict radiation therapy-induced liver toxicity and to automatically identify anatomical regions that must be spared to reduce long-term toxic side effects.
CNNs also have great potential to improve and accelerate the development of new cancer therapeutics, including new drug discoveries, drug repositioning (different application of drugs approved by the U.S. Food and Drug Administration) and drug repurposing (different use of drugs that failed approval for other indications) [47, 48] . Imaging data can inform all types of drug development. Imaging data are being integrated in computational analyses and mathematical modeling of drug similarity measures, efficacy calculations and toxicity assessments. Text-mining algorithms can search large publication databases to find novel drug combination therapies [47] .
Facilitating communication of test results
Artificial intelligence can optimize radiology workflows by organizing work lists, prioritizing cases with critical findings, flagging abnormal findings, providing automated tumor measurements, and translating the results into appropriate staging schemes. AI algorithms can also assist in identifying normal anatomical structures on cross-sectional imaging studies, such as brain anatomy, abdominal vessels [49] and muscles. This can facilitate and accelerate the description of the mass localization. AI algorithms can also help inform radiologists with oncology imaging expertise about new cancer diagnoses and communicate results of imaging tests to providers and patients, document these communications and alert and remind oncologists and patients of necessary follow-up studies.
Conclusion
Machine learning algorithms are revolutionizing the field of oncology imaging. While many AI approaches have been deployed for adults, dedicated applications of AI algorithms for children with cancer are limited, mostly because of the limited number of available data sets. Although it is possible to build on algorithms that have been developed for adults using transfer-learning approaches, it is important to recognize that most CNNs are not directly generalizable from adults to children. Therefore, the development of dedicated AI algorithms for pediatric oncology applications is urgently needed. Pediatric imaging datasets are not large by the standards of the deep-learning literature in medical imaging [16, 21, 50] . However, the volumetric nature of CT and MRI imaging studies coupled with our ability to leverage detailed data segmentation in addition to standard augmentation techniques [51] is expected to enable us to attain useful levels of performance, similar to recent studies on brain tumors [52, 53] and ischemic infarction [54] . Given that the deep-CNN task is essentially a pixel-level classification task, and because pediatric cancer lesions are generally sizeable, leading to a relatively large amount of training examples, CNN performance is reasonable in the realm of pediatric oncology imaging. Future developments require initiatives for standardizations and sharing of source data and new algorithms to enable cross-validations and maximize patient benefit.
