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Abstract
This thesis presents the development of a set of novel graphical tools known as ‘virtual 
primitives’ that allow the user of a stereoscopic telepresence system to actively and intuitively 
model features in a remote environment. The virtual primitives provide visual feedback 
during the model creating process in the form of a dynamic wireframe of the primitive 
overlaid and registered with the real object. The operator can immediately see the effect of his 
decisions and if necessary make minor corrections to improve the fit of the primitive during 
its generation. Virtual primitives are a generic augmented reality (AR) tool and their 
applications extend past the modelling of a workspace for telerobot operation to other remote 
tasks such as visual inspection, surveying and collaborative design.
An AR system has been developed and integrated with the existing Surrey Telepresence 
System. The graphical overlays are generated using virtual reality software and combined 
with the video images. To achieve a one-to-one correspondence between the real and virtual 
worlds the AR system is calibrated using a simple pinhole camera model and standard 
calibration algorithm. An average RMS registration error between the video and graphical 
images of less than one framegrabber pixel is achieved. An assessment of a virtual pointer 
confirms that this level of accuracy is acceptable for use with the virtual primitives.
The concept of the virtual primitives has been evaluated in an experiment to model three test 
objects. The results show that using a virtual primitive was superior in accuracy and task 
completion time to using a pointer alone. Finally, a case study on the remote inspection of 
sewers demonstrates the advantages of virtual primitives in a real application. It confirms that 
the use of virtual primitives significantly reduces the subjective nature of the task, offers an 
increase in precision by an order of magnitude over conventional inspection methods, and 
provides additional useful data on tire characteristics of the sewer features not previously 
available.
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Chapter 1: Introduction
1 Introduction
Telerobotic systems are commonly employed for execution of tasks in environments where it 
is not feasible for a human to enter due to hazardous conditions, physical limitations or high 
costs, and a robot is not sufficiently advanced to perform the task autonomously. During the 
completion of these tasks, the operator of the telerobot may be required to estimate and record 
the location of features in the remote environment. Such tasks include, for example, robot 
path planning and visual inspection for maintenance.
Stereoscopic video displays for the presentation of three-dimensional (3D) images from a 
remote environment have been successfully implemented in telepresence systems to provide 
improved visual feedback to the operator (Pepper et al. 1981; Kim et al. 1987; Merritt 1988). 
The man-machine interface can be enhanced by the introduction of stereo cameras, which 
provide the user with a three-dimensional view and hence give a perception of depth. Two 
cameras survey the remote scene from slightly different positions thus obtaining two different 
perspective views that are presented on a stereo-capable display. The human brain interprets 
the difference in parallax between the left and right images giving a perception of depth. 
However, the cameras and the display device scale the remote environment so the user must 
leam the spatial relationship between distances in the remote environment and their associated 
range as viewed on the stereoscopic display (Diner and Fender 1993).
The operator can now determine intuitively which feature lies closer to the cameras than 
another, but may still require significant training to be able to provide reliable and accurate 
estimates of their physical properties such as the distance between the two objects. By 
introducing a calibrated measuring object into the remote environment the operator can align 
the device with the first object, obtain its position and then align it with the second object and
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hence determine the distance between the first and second points. They have used their ability 
to judge relative depths to derive the absolute position of each point of interest and the 
relationship between the two. This measuring object could be physically located in the remote 
environment or introduced into the video images using computer graphics to produce a virtual 
pointer. The technique of introducing registered computer graphics into a view of the real 
world is an application of augmented reality (AR).
1.1 Augmented Reality
The term augmented reality describes both a concept and a technology. Augmented reality is 
the concept of enhancing a person’s perception of their environment by providing additional 
knowledge in the form of synthetic sensory information. As a technology, augmented reality 
describes the implementation and the integration of the equipment and the techniques required 
to achieve this concept.
To illustrate, consider the application of AR to the real-life scenario of a fire fighter entering a 
smoke filled room to search for a trapped person. On his helmet are an infra-red sensor, which 
can detect sources of heat, and a microprocessor, which analyses the sensor data and 
generates a graphical image highlighting the sources of the infra-red. This image is projected 
into the line-of-sight of the fire fighter using a head-mounted display (Spivak 1999). As he 
looks about the room the information from the infra-red sensor is visually fused with the fire­
fighters view allowing him to perceive sources of heat, such as the seat of the fire or the 
victim's body, which would be invisible to his naked eye due to the smoke.
Augmented reality is not restricted to enhancing the visual sense but can be applied to the 
other senses. Tactile sensors in a haptic interface allows the operator of a telemanipulator to 
physically feel the objects which he, via the manipulator arm, is handling in the remote 
environment. A blind person wearing headphones hears the audible alarm as he approaches a 
hazard, as if it was being emitted from the location of the obstruction, allowing him to 
perceive its position and take avoiding action. However, the majority o f research effort on AR 
has concentrated on the augmentation of the visual sense. Vision is the richest of the five
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senses (Sekuler and Blake 1985), due in part to the effect of visual capture, which is the 
tendency of the brain to believe the visual images received above all other sensory 
information.
1.1.1 The definition of augmented reality
Each researcher in the field of augmented reality has defined AR in different terms. Some
relate AR to the technology involved (Caudell and Mizell 1992; Rolland et al. 1994), others
consider the possible benefits of AR (Drascic 1993; Feiner et al. 1993), whilst several 
researchers have deliberated these different interpretations of the term augmented reality and 
have attempted to suggest a general definition (Barfield et al. 1995b; Milgram et al. 1995a). 
However all have defined AR in terms relating to the visual sense, which is very restrictive as 
humans perceive the real environment through all five senses.
Azuma (1997) offers the most significant definition that has been proposed thus far. hi his 
survey of augmented reality research he considers the definitions given by other AR 
researchers and chooses to define AR as any system having following characteristics:
1) Combines real and virtual
2) Is interactive in real time
3) Is registered1 in three-dimensions
His definition does not depend on use of specific equipment and does not restrict augmented 
reality to the enhancement of the visual sense alone. It also rejects those applications, which 
combine real and virtual imagery, but do not meet one or more of the remaining 
characteristics. For example, the second criterion rejects those special effects used in films 
and television programmes, which add simulated but realistic images to the camera view of 
the real scene, as an application of augmented reality. Initially they may appear to be AR, as 
computer graphics are merged with the captured images of the real world, but the animation is 
not generated interactively in response to camera movements nor in real time. Instead, the
1 Registration is the superimposition of computer graphics on the real world such that they appear to coexist 
perfectly.
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animation is generated frame-by-frame in a post-filming process. The third criterion prohibits 
the inclusion of two dimensional (2D) overlays as applications of AR. These are used, for 
example, to show the latest score in a televised football match. Although the information 
being displayed may be updated in real-time in response to changes in the environment it is 
not registered in 3D, but just pasted on top of the television picture.
The definition of augmented reality suggested by Azuma (1997) lays down the functions that 
an AR system must perform however it does not incorporate the aim or concept of AR. This 
thesis proposes an extended definition, presented in formal terms, which encompasses both 
the three defining characteristics and the goal of AR:
Augmented reality is the combination o f virtual sensory information with the real 
world, which is registered interactively in three dimensions and in real time, with 
the aim o f enhancing the user's perception o f a real environment.
1.1.2 Generic AR systems
AR systems can be developed that will enhance any of the five human senses, however the 
research presented in this thesis will consider only the augmentation of the visual sense, hi a 
vision based AR system the real component is generally provided by the view the user has of 
his or her local surroundings, although with some systems the real world is remote from the 
operator. The virtual, synthetic, element is commonly supplied using computer generated 
graphical images, which can range from simple lines to highly realistic rendered objects. 
These are combined with the real imagery using various methods. The matching of the real 
and virtual images is known as registration.
The virtual images are said to be registered in three-dimensions although the computer 
graphics produced are actually two-dimensional. This may appeal* confusing until one 
visualises a three-dimensional replica of the real world that is stored digitally in the computer. 
The virtual image is a projection of this 3D space onto a 2D plane to allow the image to be 
combined with the view of the real world.
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Sensors monitor the real environment and report alterations in its state, such as a change in 
viewpoint or the movement of a real object, to the computer generating the graphics. It 
updates the virtual world, and hence the projected synthetic images, to reflect the changes in 
the real environment. In an ideal AR system, this process would occur in real-time and if not, 
at best any latency should not be perceivable by the human viewer. Azuma (1997) states that 
the system should be interactive in real-time. If two things interact then they act upon on 
another. This requires that not only does the virtual world respond to changes in the real 
environment but also that reverse occurs, if  the user implements a change in the virtual world 
a resulting reaction can occur in the real world.
Based upon the above description, a visual AR system consists of five elements.
1) sensors to measure changes in the real environment
2) a synthetic image generator
3) a means of combining the real and virtual images
4) a device to display the integrated imagery
5) a human to execute the task
The way in which these functions are implemented is generally dependent upon the 
application, however research prototypes can usually be classified into one of three general 
configurations.
1.1.2.1 T ypel
In a type 1 AR system, shown in Figure 1-1, the user views his surroundings directly through 
a half-silvered mirror placed in front of the eye (Azuma and Bishop 1994; Caudell and Mizell 
1992; Feiner et al. 1993; Ohshima et al. 1998). This optical combiner allows the images 
containing the computer-generated enhancements to be projected directly into the line of sight 
of the user. This arrangement is known as an optical see-through head-mounted display 
(HMD). The main advantage of this approach is that there is no reduction in the resolution at 
which the local environment is viewed since it is observed directly by the eye. This direct 
viewing however, is also a major disadvantage since as the user turns his head his viewpoint 
moves instantaneously.
Ph.D. Alison Wheeler (2000) 5
Chapter 1: Introduction
Figure 1-1 Type 1 AR system -  Optical see-through head-mounted display
The graphical overlays must be generated simultaneously in order to maintain registration 
between the virtual objects and the real world. A head tracker determines the direction of the 
viewpoint, but without some prediction of head movement is seems improbable that the 
virtual images can ever be updated at a sufficiently high enough rate so that no delay, and 
hence loss of registration, is perceivable. If the wearer is free to move about the local 
environment then low latency body tracking is also necessary. The computer graphics must 
also be generated to match the projection of the local scene on to the retina.
1.1.2.2 Type 2
Due to the problems that occur in Type 1 systems, most AR systems that enhance the view of 
the local environment use a video see-through HMD (Bajura et al. 1992; State 1996). This 
arrangement, illustrated in Figure 1-2, is based around a closed-view, immersive head- 
mounted display of the type commonly used in virtual reality systems. Either a single or pair 
of video cameras is mounted on the HMD to provide the view of the real, local scene. The 
calibration of the graphics to match the projection of the scene on to the camera sensor is a 
simpler process than for the previous scene-to-eye calibration.
The video and computer graphic images are combined and presented on miniature screens in 
the HMD. The user does not view their local environment directly but sees it via the head- 
mounted cameras. The advantage of this approach is that the video images can be delayed to 
synchronise with the generation of the computer graphics. However if the delay is too great 
the users will perceive the discrepancy between their head movements and the visual 
information presented to their eyes, leading to an uncomfortable sensation. The spatial 
perception of the user will also be distorted by the limitations of the cameras and the HMD
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displays. These restrictions include a reduced field of view and resolution relative to the 
human eye, the distortion effects of imperfect lenses and the displacement of the cameras and 
displays relative to the eyes.
Figure 1-2 Type 2 AR system -  Video see-through head-mounted display
The video see-through approach offers another advantage in that the visual image of the local 
scene can be analysed to determine head position and aid registration. Fiducial marks are 
placed at known locations and detected using image-processing techniques. This method of 
combining and presenting the real and virtual imagery also offers an advantage over the see- 
through optical method of the Type 1 approach due to its versatility. In a see-through optical 
display, the graphical images are always superimposed on the foreground but due to the limits 
of the optics, the background is still visible through the virtual object. However, in the see- 
through video approach the real and synthetic images can be merged on an individual pixel 
basis permitting a choice as to whether the virtual object occludes the real or vice versa. For 
more details on the trade-offs between optical and video see-through HMDs see Rolland et al. 
(1994).
1,1.23 Type 3
hi Type 3 configurations, the cameras are located at a distance from the head of the user, 
either in their local environment or at some remote location, as shown in Figure 1-3. Two 
types of display devices are used to view the combined images. Using a head-mounted display 
permits the motion of the cameras to be slaved to head movement (Lawson and Pretlove 
1999). Alternatively, using a desktop monitor (Tuceryan et al. 1995; Milgram et al. 1993) 
allows more than one person to view the augmented images and reduces the fatiguing effects
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commonly encountered with head-mounted displays. The same advantages and disadvantages 
as for the Type 2 configuration also apply to this system arrangement. In addition if the 
cameras are located at a significant distance from the user then the communication delay in 
transporting the video images will add to the latency of the system and may cause dynamic 
registration errors.
Figure 1-3 Type 3 AR system -  cameras located remotely to user’s head 
1.1.3 Future AR systems
The advent of digital technology is already promising improvements in the techniques used to 
combine the real and virtual images. In the more distant future are advances in the 
presentation of the combined images with the development of holographic technology 
(Lucente 1997), and displays that directly project the virtual images on to the retina of the eye 
(Urey and Lewis 1998). Alongside improved sensors, faster data communication, and 
inexpensive processing power, augmented reality systems will move away from the 
specialised applications to more general everyday scenarios.
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The concept of augmented reality is closely related to virtual environments (VE) or virtual 
reality (VR) as it more commonly known, where a user is immersed in a totally computer 
generated, synthetic environment, hi augmented reality, components of a virtual environment 
are combined with the real environment. The relationship of AR and VR is ably illustrated by 
the Reality-Virtuality Continuum (Milgram et al. 1994), shown in Figure 1-4. Milgram et al. 
view augmented reality as a component of a continuous spectrum with the real environment at 
one end and the virtual environment at the other end. Also lying on this continuum is 
augmented virtuality (AV), which is the enhancement of virtual environments with real images 
and objects. Both augmented reality and augmented virtuality are examples of what Milgram 
et al. refer to as a mixed reality environment, where constituents o f real and virtual 
environments are presented together through a single medium.
------------------------------------  Mixed Reality -----------------------------------
(MR)
1.1.4 The Relationship of AR and VR
Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality(AV) Environment
Figure 1-4 The Reality-Virtuality (RV) Continuum (Milgram et al. 1994)
Barfield et al. (1995b) suggest that a motivation for developing augmented reality systems is a 
reduction in the computational resources required to generate the graphics used in virtual 
reality systems, hi a virtual environment the more complex the scene the greater the 
computational resources required to render it, especially for real-time applications where a 
high level of realism is required. In a visual-based AR application, the real world is not 
completely replaced but rather is augmented with computer generated images. This means 
that as the high level of detail and realistic shading of the real world is maintained, 
significantly reducing the computational resources required to generate the virtual images 
(Lion et al. 1993).
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Although hardware produced for virtual reality systems can also be used in AR systems, 
attention must be given to the fact due to the more stringent requirements of AR, the 
performance of VR hardware may be inadequate. This is due to the need for the virtual 
graphics to be accurately registered with the view of the real world, as any mis-registration 
will cause distortion in the perceived location of the graphics in the 3D space, hi VR 
applications, the whole environment is ail illusion and visual mis-registration does not occur.
1.1.5 Applications of augmented reality
In 1968 Sutherland at Harvard University produced the first helmet-mounted display which 
allowed the user to see ‘wire-frame’ three-dimensional virtual objects overlaid on the real 
world via see-through half silvered mirrors. Sutherland had developed the original augmented 
reality system. In its conception it was way ahead of its time, but the computers of that period 
were not powerful enough to perform the calculations required to keep the wireframe graphics 
registered with the real world. Since then related technologies, such as head-up displays and 
virtual reality, have emerged and it is the development of sensors for these fields and the 
increase in computing power that has renewed research interest into augmented reality 
systems.
The wide range of applications for which AR systems are currently under development 
demonstrates the vast potential of augmented reality. However, the progress from prototype to 
commercial systems is currently limited by the lack of sensors that can track accurately over 
large areas.
Medical applications of AR have received the most research effort to date. They demonstrate 
the potential of augmented reality to improve the visualisation of complex tasks. Three- 
dimensional data is gathered, either pre-operatively or on-line during the medical procedure, 
using medical sensors and combined with the doctor’s view of the patient. An overview of the 
potential of AR in the field of medicine and the technical issues is given by Soferman et al. 
(1998).
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UNC Chapel Hill was one of the pioneering research groups to investigate AR and they have 
developed a number of medical applications. Their first system takes real-time ultrasonic scan 
data of a foetus and displays a 3D rendered representation so that the doctor wearing a see- 
through HMD can see the foetus within the womb (Bajura et al. 1992). Other applications 
include using virtual objects as an aid in the high precision task of locating and guiding the 
needle biopsy of a breast tumour (State et al. 1996). Several research groups have developed 
AR systems to overlay data gathered pre-operatively using magnetic resonance imaging 
(MRI) and computed tomography scans (CT) on the surgeon’s view of the patient (Lorenson 
et al. 1993; Edwards et al. 2000; Grimson et al. 1995; Uenohara and Kanade 1995). The AR 
overlays improve the situational awareness of the doctor and aid diagnosis, planning and 
performance of operations. They can also be used as an anatomy training tool for medical 
students, allowing them to visualise the relationship between internal organs and structures 
within the body (Kancherla et al. 1995). Other potential areas for medical AR include surgical 
training, telemedicine, telesurgery and patient rehabilitation (Durlach and Mavor 1994).
hi manufacturing applications, augmented reality overlays can simplify a complex procedure 
with associated gains in productivity and quality. For example, during an assembly process 
rather than consulting complicated construction drawings, the operator wearing a see-through 
HMD sees a computer generated pointer showing exactly where the next hole should be 
drilled (Caudell 1994). A group at Columbia University has developed a prototype laser 
printer application to demonstrate the use of augmented reality for the maintenance of 
complicated mechanical and electric devices (Feiner et al. 1993). Engineers at Boeing 
(Caudell and Mizell 1992; Janin et al. 1993; Janin et al. 1994; Curtis et al. 1998) have 
developed the first production AR system to aid the intricate construction of wiring harnesses 
for large aircraft. As the AR system is used in a confined workspace it has been possible to 
develop a head tracking system with sufficient range and accuracy, based upon fiducial marks 
placed at known locations in the environment. Other researchers have investigated and 
developed AR systems to assembly in manufacturing processes (Molineros et al. 1998; 
Reiners et al. 1998; Neumann and Majoros 1998).
Another potential area for augmented reality is shared workspaces. These allow people, who 
may be in the same room or half way around the globe, to interact with each other and to
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access common data such as documents and drawings. Researchers at the Vienna University 
of Technology have developed “Studierstube”, an AR system for collaborative scientific 
visualisation (Fuhrmann 1997). Multiple users wearing individually tracked HMDs 
simultaneously study and interact with complex 3D data sets.
This work is closely related to wearable computers, where the user carries a small portable 
computer, and views data on miniature displays incorporated into eyewear (Stamer et al. 
1997) or on a hand-held device (Rekimoto 1997). Recent advances in wireless 
communications now permit the use of wearable computers outside the laboratory 
environment. However to register the data visually with the view of the surroundings, a 
fundamental requirement of an AR display, the problem of how to track the position and 
orientation of the user over large distances must be solved. Several research groups are 
considering hybrid trackers that incorporate several technologies including Global Positioning 
System (GPS) and compass data (Azuma et al. 1998).
Architects build real and virtual three-dimensional models and generate composite images of 
a building design with those of its real location with the aim of improving visualisation of 
finished product by the client and public. Augmented reality offers a more interactive 
approach by allowing the observer to stand at the construction site and view the virtual 
building superimposed upon his view of the actual location. The result is a more realistic 
presentation than a virtual representation alone would offer and in fact reduces the complexity 
of the virtual model as only the building and not its surroundings must be modelled (Deering 
1992). A related application is interior design with the AR system allowing the designer to try 
out ideas within the actual room space using virtual furniture (Whitaker et al. 1995; Satoh et 
al. 1998).
Several research groups have developed AR systems based upon recreational actives or games 
in order to demonstrate the potential of augmented reality. These include air hockey (Satoh et 
al. 1998; Ohshima et al. 1998) and billiards (Jebera et al. 1997) and visual aids to impart 
information interactively within for museums and to highlight landmarks to tourists (Stamer 
1997, Feiner 1997). Another entertainment application of AR is that of virtual sets used in 
television and movies (Thomas et al. 1997). Unlike the film effects described previously,
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which were rejected as applications of AR as they did not occur in real-time, virtual sets 
merge computer generated scenery with live actors on-line. This is achieved by tracking the 
camera, which is filming the actors, as it moves allowing the background to be updated to 
match the recording viewpoint. It could be argued that this is not true AR but rather an 
example of the augmented virtuality identified by Milgram et al. (1994) since the majority of 
the image is computer generated however it has the three characteristics of an AR system.
A further area where augmented reality is currently being applied is to the remote 
manipulation of robots. The images received of the remote environment are often degraded 
and overlaying synthetic imagery provides a means of enhancing and augmenting the visual 
information. A virtual robot arm can also be superimposed on the operator’s view of the 
actual robot allowing him to plan trajectories by first manipulating the virtual robot arm 
(Milgram et al. 1995b; Kim 1996). When the operator has tested the proposed path fully, it 
can be sent to the real robot for execution. This feature is an advantage when controlling a 
robot remotely over long distance with significant communication delays where, if the robot 
is controlled directly by the operator, oscillations could be introduced into the movements of 
the robot. Another approach to this problem is described by Cannon and Thomas (1997) who 
have developed a point-and-direct system for telemanipulation. Rather than using a 
stereoscopic display interface to provide depth information the user specifies corresponding 
points in two camera images. The system then triangulates this location and defines a virtual 
depth plane passing through it. The operator can now use graphical tools representing high 
level operations to direct the telemanipulator. Visual feedback on the position of the tool is 
provided by changing its rendering from solid to wireframe as the tool passes through the 
specified depth plane. The system is designed to allow non-robotics people to collaboratively 
direct tasks from different remote locations.
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1.2 Teleoperation and telepresence
During the last century with the advent of the technological advances, it has been possible for 
the human race to expand its reach beyond its natural, land-based domain. We now explore 
the realms of space and investigate the mysteries of the ocean depths. We exploit nuclear 
power as a source of energy and most recently, nano-technology is being developed to utilise 
the microscopic world. These environments all have one thing in common, that it is extremely 
difficult, if  not impossible, for a human to be physically present in these locations. This 
maybe because the environment is hazardous to humans due to presence of dangerous 
conditions (such as toxic chemicals, nuclear radiation, mines, bombs and fire), because it is an 
environment where the presence of a human would adversely effect the environment (such as 
medical applications and clean-room operations) or finally because it is an environment in 
which it is physically impossible for a human to be present (such as deep space and the 
microscopic).
Along with the advancement in technology has come the social awareness that it is no longer 
acceptable to place human lives at risk when it is possible to construct machines to perform 
these dangerous duties. Autonomous robots have been developed that are able to execute very 
specific tasks. However, current machine technology is not sufficiently advanced to produce 
robots that can complete unplanned and unknown tasks autonomously and intelligently in 
hostile environments, which are often highly complex and unstructured, without some input 
from human operators. This has led to the development of systems that allow a human 
operator, situated in a safe area, to control the actions of a machine that is located in the 
remote hostile environment.
The process of a human controlling a device remotely using various forms of feedback from 
the inaccessible site is known as teleoperation (Barfield et al. 1995a). The machine being 
controlled is called a teleoperator, a term which encompasses a wide range of devices 
including telesensors, telemanipulators and telerobots. The latter are more advanced machines 
than the former in that, given some instruction by the human, they may execute limited tasks 
autonomously.
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The tasks to be performed often require complex manipulations with a high degree of 
precision and for this reason, the human operator must have sufficient sensory feedback from 
the remote environment in order to control the machine accurately. This sensory information 
can take many forms including haptic, sound and vision. A system that provides the human 
with such information that they feel as if they are physically present in the remote 
environment is known as a telepresence system. The principal components of a telepresence 
interface between the human and teleoperator is shown in Figure 1-5.
Human
Operator
Telepresence
Interface
Display
Controls
Communications 
Link
Sensors
Actuators
Local Environment Remote Environment
Figure 1-5 Schematic showing the telepresence interface between operator and robot
Telepresence system can also be employed for non-hazardous applications where there is an 
economic advantage to be gained by projecting the skills of a specialist into a situation rather 
than physically placing him in the environment. An example of bringing the problem to the 
expert not the expert to the problem, with savings in time and money spent finding a solution, 
is a system being developed at the University of Strathclyde (Mair 1997) that is a mobile 
hybrid telepresence and AR system for Civil Engineering. Computer simulations will be 
combined with live real world images to permit monitoring and planning of construction work 
from any location using GSM telephone technology. Another example is telemedicine (Hill 
and Jensen 1998), which allows a specialist to make a remote diagnosis and even perform 
telesurgery.
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Sheridan (1995) states that there are three independent components of telepresence, each of 
which contribute to achieving a sense of presence in a remote environment:
i) The extent o f  sensory information. The operator must be provided with the same
level of sensory information that they would receive if  they were physically present 
in the remote environment.
ii) The control o f sensors. It must be possible for the sensing devices to move around
the environment.
iii) The ability to modify the remote environment and actively interact with it. To
change objects in their environment or their relationship to one another.
hi a telepresence system, that provides visual feedback, the user views the remote 
environment via a close-circuit video system. Either a single camera or two cameras capture 
the view of the remote scene, however the latter option more closely mimics the human visual 
system by providing a pair of images, one to each eye. These images, displayed 
stereoscopically, enhance the operator’s perception of three-dimensional space beyond that 
available through a single monoscopic camera system. This illustrates a handling of 
Sheridan’s first component of presence, since by using two cameras and a stereoscopic 
display device, the extent o f sensoiy information, has been increased. Telepresence systems 
that use a single camera limit the amount of information available to the operator to make 
depth judgements about the remote environment since the monoscopic display filters out the 
stereoscopic depth cues.
The second component required to create a sense of presence in a remote environment is the 
ability to control the sensors, as if the operator was physically present at the remote location. 
For a vision based telepresence system this means the cameras should imitate the movements 
of the human visual system. By tracking the operators head position with a sensor, the remote 
system replicates the head movement of the operator in the remote environment. This allows
1.2.1 The components of telepresence
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the operator to fully concentrate on the task in progress rather than spend time manipulating 
the cameras to provide the best view. The control of the gaze direction of the cameras is 
instinctive and if there is minimal lag between the head motion and camera motion then a 
high sense of presence will be achieved.
The third component of presence as stated by Sheridan, the ability to modify the remote 
environment and actively interact with it, is commonly provided by devices in the form of 
manipulators. The operator, via the manipulator, can alter the physical state of objects in the 
remote workspace. Typical tasks include the disassembly of components during the 
decommissioning of a nuclear reactor, the construction and maintenance of structures in space 
and finally for surgical procedures during remote keyhole operations.
1.2.2 Factors that reduce the ‘visual’ sense of presence
The extent of the visual sensory information that can be presented to the operator is limited by 
current optical technology. Cameras and video drivers filter out visual information such as 
texture gradients and the optics of the cameras and display devices distort the image of the 
remote environment, such that even with a stereo based telepresence system the operator may 
still experience difficulty in performing tasks requiring good visual feedback. A particular 
cause of error is the distortion of the depth cues, which will induce errors when judging the 
absolute position of objects in the remote world.
Unless the telepresence system is configured in a specific maimer to suit the individual user 
(Diner and Fender 1993) then a spatial distortion occurs between the real environment and the 
region as viewed through the telepresence system. Many variables, including the 
configuration of the cameras, the optics of the lenses, the resolution o f the display device, its 
position relative to the eyes and the motion of the cameras affect the scaling between the 
remote space and that perceived by the user. With these variables, several of which are 
dependent upon the user, it is extremely difficult but not impossible to control all the 
parameters to achieve a true correlation between the remote and the perceived spaces. If the 
operator of the system changes, perhaps at the end of shift, the telepresence system would 
require re-configuration to maintain the one-to-one spatial relationship for the new user. If the
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correct scaling is not achievable then the users are unable to utilise their existing experience to 
judge the absolute distance between objects. They must re-leam the relationship between 
retinal disparity and distance, which, although feasible, requires time to acquire sufficient 
exposure to the distorted space.
Figure 1-6 The Surrey Telepresence System
1.2.3 The Surrey Active Telepresence System
The Mechatronics and Robotics Research Group, at the University of Surrey, have developed 
a number of visual telepresence systems (Asbery 1997; Lawson and Pretlove 1999). The latest 
arrangement incorporates a motorised four-degrees-of freedom platform upon which two 
miniature CCD video cameras are mounted. This assembly is collectively known as a stereo- 
head and is located in the remote environment. The motion of the stereo-head is slaved to the 
head movements of the operator, who views the remote three-dimensional scene on a head- 
mounted display (HMD). Alternatively the view of the remote environment is presented on a 
desktop stereo-monitor with the camera motion controlled using a joystick, however this does 
not provide such an intuitive way to control the motion of the cameras as using the HMD with 
head tracking.
The Surrey Telepresence System has progressed a long way towards fulfilling the three 
components of presence outlined by Sheridan. The user sees the remote world in stereo, 
which increases his spatial awareness of the remote environment. The movement of two 
cameras in the preferred embodiment is slaved to the head, as shown in Figure 1-6, allowing
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the operator to fully concentrate on the task in progress rather than spend time manipulating 
the cameras to provide the best view. The control of the cameras is instinctive and a high 
sense of presence is achieved. However, the operator still does not receive the same level of 
sensory stimulation as if  they were physically present in the remote environment due to the 
limits of current optical technology and communication bandwidth. The cameras and video 
drivers filter out visual information, such as texture gradients, and the optics of the cameras 
and display devices warp the images of the remote environment then distorting depth cues. 
The resolution of both the cameras and the display devices are also considerably less than that 
of the human vision system.
1.2.4 Enhancing the visual telepresence interface
A common problem in teleoperator systems is the effect of long communication delays, 
especially on the stability of closed-loop systems. To illustrate this consider the following 
scenario. The operator of a telerobot attempts to drive the end-effector to a desired position 
but due to communication delays the visual feedback of the result of this action is not 
available immediately and the user is unaware that he has overshot the required location. 
When he finally sees this mistake he attempts to correct the error but his previous commands 
are still being executed. The result is that it becomes impossible to recover correct control of 
the telerobot. Applications that suffer from this problem include space and deep-sea 
teleoperation. (Kim 1996; Fryer et al. 1996).
To assist the human in controlling a telerobotic system in which time delays exist, researchers 
have developed several approaches. If the environment is known in sufficient detail with few 
unspecified features, it can be modelled and presented to the human as a virtual environment 
containing a virtual copy of the telerobot. All task planning is previewed and tested within the 
virtual environment and when satisfactory downloaded to the telerobot for execution. An 
advantage of using a virtual simulation is the ability of the operator to manipulate the virtual 
viewpoint in order to give a closer view of the task Also collisions between virtual objects and 
the virtual teleoperator can be detected and hence avoided in the real world (Bordas et al.
1996). Virtual simulations can also aid teleoperation in situations in which there is little time
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delay but poor visual feedback from confusing environments creates difficulty in operating 
the telerobot (Corby and Nafis 1994).
Alternatively, if  the time delays in the system are known and using the characteristics of the 
teleoperator, its current state and the commands being sent, then its future state can be 
predicted and presented visually (Fryer et al. 1996). Theoretically this would allow the human 
to control the teleoperator as if  no communication delay exists, however such delays are often 
unpredictable making it difficult to accurately calculate the future condition of the 
teleoperator.
Both of the above approaches require sufficient knowledge of the teleoperator and the 
environment it occupies in order to create the graphical simulation. However, many hostile 
environments are unstructured or unknown, only the characteristics of the teleoperator will be 
specified in detail and can be modelled. If this virtual model is overlaid on a view of the real 
telerobot in the remote environment then it can still be used to aid task planning (Kim 1996; 
Milgram et al. 1995b). Although computer determined collision detection during preview of 
the task is not available, the human controller can visually detect possible interactions 
between the wireframe representation of the teleoperator and objects in the real world. If tools 
are available to model simple artefacts in the remote environment then these features can be 
added to the virtual model providing collision detection between the virtual telerobot and the 
virtual representations of the modelled features.
Such a system is described by Kim (1996) in which a calibrated virtual model of a 
manipulator arm is overlaid on the remote view to create a preview/predictive display to aid 
trajectory control during space teleoperation. His system also includes object localisation to 
determine the position and orientation of features to permit semi-autonomous interaction 
between telerobot. This localisation process uses the human to specify corresponding points in 
multiple camera views and applies projection-based linear and non-linear least squares 
algorithms to solve for object position and orientation. Developed for space teleoperation, 
which is characterised by long delays, this time consuming approach is valid. However for 
applications which require faster task completion such as bomb disposal and remote 
inspection a faster, more interactive method would be advantageous.
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As well as overlaying a virtual representation of the telerobot other enhancements to the 
display interface have been suggested by several researchers (Durlach and Mavor 1994; 
Brooks and Ince 1992; Mil gram et al. 1993). These include:
• The visual presentation of status and sensor information. For example the 
maximum reach of the manipulator aim, the highlighting of an imminent 
collision detected by proximity sensors, data from a temperature probe shown 
as a visual hot spots, and gripper coloration depending on stability of the 
grasp.
• The addition of depth cues in particular to monoscopic displays. For example 
a perspective grid with markers dropping from the end of the ami and points 
of interest to the grid.
• Virtual graphs to illustrate the end effector position and orientation in task 
workspace.
• Additions such as virtually enhanced edges and demarcated surfaces to aid 
teleoperation with degraded images due to the occlusion of objects, poor 
video quality and bad lighting conditions.
• If the human is provided with a stereoscopic view of the remote environment 
then a virtual pointer can be superimposed. This can be used as a tool to probe 
the environment and as a higher level input device, for example, to specify the 
required end effector position and orientation.
It is this last enhancement which forms the basis of the research presented in this thesis. The 
generation of a virtual pointer that is calibrated spatially to the real world provides a powerful 
tool for probing the remote environment. A stereoscopic display allows the user to estimate 
the relative distances between objects but, due to the distortions and scaling of the optical 
components in Surrey Telepresence System and in the majority of telepresence systems, the 
operator finds it difficult to make accurate judgements about the absolute position of objects. 
Using a virtual pointer, as shown in Figure 1-7, the operator can align it with an object using 
his ability to judge relative depths and, provided the virtual pointer is calibrated to the real 
world, the position co-ordinates of the object are obtained.
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Figure 1-7 Stereogram of our virtual pointer (view using crossed eyes)
The virtual pointer has many applications as a high level input device since it provides an 
intuitive and interactive method of specifying locations and orientations in the remote 
environment. This information can be used in a variety of ways including the specification of 
way points along a trajectory and the on-line reconfiguration of cameras to present the 
optimum stereo images for a given region of interest (Park and Kazman 1994). However it the 
use of a virtual pointer and virtual primitives as a means to interactively model features at the 
remote site that is the focus of this research.
1.3 Outline of research work -  the virtual pointer and virtual 
primitives
This work will describe the implementation and integration of an augmented reality system 
with the existing Surrey Telepresence System. The principal focus will be on the generation 
and performance of a virtual pointer and virtual primitives as aids to operator interaction with 
the remote environment.
Virtual primitives are an extension to the concept of the virtual pointer, providing an intuitive 
method of rapidly interpreting and modelling 3D features in the remote environment. They 
allow the human to construct and fit simple three-dimensional virtual shapes to features of 
interest. Once a feature has been mapped the virtual shape is added to a 3D geometric model 
of the remote environment and its characteristics recorded. This data can then be exploited for 
on-line tasks or stored for later use.
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1.4 Organisation of Thesis Content
Chapter 2 discusses the concept of the virtual pointer as an intuitive measuring and input 
device for use with those remote environments that are presented visually in a stereo format. 
Previous work on the application and performance of virtual pointers will be reviewed. The 
concept of virtual primitives will then be introduced and a comparison drawn between the 
modelling attributes of the virtual pointer and the virtual primitives. Alternative technologies 
that could also potentially map features in remote environments will be discussed with 
particular reference to the advantages that the virtual primitives offer.
The integration and calibration of the augmented reality hardware with the Surrey 
Telepresence System will be presented in Chapter 3. The attributes of stereoscopic displays 
and the affects of camera configuration are discussed in Chapter 4.
The results of experiments to measure the performance of the virtual pointer and virtual 
primitives are presented in Chapters 5 and 6 respectively. A case study, the visual inspection 
of underground sewers, is then presented in Chapter 7 to demonstrate the potential of virtual 
primitives for modelling features in an unknown environment. The conclusions of this 
research are given in Chapter 8 along with the possible future work.
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Primitive
Chapter 2: The concepts o f a virtual pointer and a virtual primitive
2.1 Introduction
In the previous chapter, the application of augmented reality overlays for the enhancement of 
teleoperation was introduced. These are registered computer graphics that are combined with 
a stereoscopic view of a real but remote environment. Three categories of environment occur 
which have significance for the graphical overlays and the AR system that generates them. 
The first is a static environment where the view of the remote scene and all objects contained 
within it remain stationary. For example, consider the remote visual inspection of an area 
using a fixed camera. It is unlikely however that the environment itself will remain static. This 
leads to the second category, quasi-dynamic environments, where a step change in the 
viewpoint of the camera or in the position of an object in the remote scene occurs. An 
example of such an environment is space teleoperation where long communication delays 
restrict the visual feedback from the remote scene. Consequently, the telemanipulator may 
move a considerable distance between frames. The third category is a dynamic environment 
where both cameras and items in the remote world are free to move in a continuous manner. 
Bomb disposal, sewer inspection and other applications where communication delays between 
the local and remote workspace are sufficiently small so not to affect the control of the 
teleoperator are examples of dynamic environments.
When the concept of augmented reality is applied to teleoperation these three categories of 
environment lead to three types of registration error. The first is static registration error. This 
will be present in all AR applications and relates to the difference between how the camera or 
the human eye views the remote scene and how the graphics are combined with the video
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images. The second level is quasi-dynamic registration error. This is introduced by a step 
change in the position of the cameras or in a tracked object in the remote scene that is not 
accurately replicated in the virtual environment. The final type is dynamic registration error 
that can occur when either the camera 01* an object in the scene moves over a series of frames. 
This latency is introduced by communication and rendering time, thus delaying the virtual 
images with relation to the real images.
The virtual pointer and the virtual primitives can be applied to all three classes of environment 
and the three types of registration error will influence the achievable performance of the 
graphical tools.
This chapter introduces the concept of the virtual pointer and the virtual primitives as applied 
to the field of teleoperation and reviews previous work in this area. Alternative methods of 
generating geometric information for a remote environment are also examined.
2.2 The Virtual Pointer Concept
The virtual pointer is a stereo-graphical tool which overlaid on the stereoscopic view of a real 
environment can be used by a human operator to estimate the location of a point of interest in 
the remote scene. The co-ordinates of this point can be used in many different tasks including 
the creation of a geometric model of a feature, the selection of a region for subsequent display 
of associated sensor data, or as a command input to a manipulator motion.
It is possible to perform tasks facilitated by the virtual pointer, for example feature extraction, 
using other techniques, such as image processing or laser-scanning. However, these 
alternative machine-based approaches are limited in their ability to deal with unexpected 
elements in a remote environment. They are typically suitable only for the specific application 
and environment for which they have been developed. The virtual pointer, on the other hand, 
is a generic tool that assists a human operator in identifying locations in any application where 
a stereoscopic view of the scene is available.
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The primary requirement in the conception of a virtual pointer is the employment of a 
stereoscopic display, which provides a perception of depth by exploiting the human binocular 
vision system. The stereoscopic display presents each eye with a slightly differing perspective 
view of a scene, resulting in screen parallax1 and hence retinal disparity. The left and right 
images are fused by the mind such that the observer perceives the scene as a three- 
dimensional space.
A drawback with stereoscopic displays is that they scale and distort the depth information 
contained within the 3D scene (Diner and Fender 1993). Many parameters affect the 
perception of the stereoscopic image, including the method by which the images are 
generated, the size and resolution of the display, and the physical attributes of the human 
observer. Although these parameters can be controlled to produce a near orthostereoscopic2 
display, in practice some deformation will remain. This distortion and scaling affects the 
ability of the observer to judge the absolute position of objects in the scene in both egocentric 
and exocentric frames of references.
However, using the depth information provided by a stereoscopic display the observer can 
judge the relative location of objects in the scene. For example they can perceive that one 
object lies in front of another. The aim of the virtual pointer is to exploit this ability to make 
relative depth judgements in order to determine the absolute position of a feature in the 3D 
scene. The observer moves the virtual pointer until he perceives that it is located at the same 
relative depth as the feature for which the absolute position is needed. This is a nulling task 
with the observer attempting to reduce the error to zero between the locations of the pointer 
and the feature. If the relationship between the virtual pointer and the remote scene has been 
established then the observer can simply read off the position of the virtual pointer, which 
corresponds to the position of the feature.
1 The pair of image points formed by the projection of a single point in space on to the left and right eyes or 
camera sensors are known as homologous points (Bordas et al. 1996) and the horizontal difference between these 
homologous points in the left and right images is known as parallax.
2 Orthostereoscopy is defined as when the cameras are configured exactly as if  they were the observer’s eyes, 
which is supposed to give distortionless viewing (Diner and Fender 1993). This definition does not consider 
other sources of depth distortion including the limitations of the display device and physical characteristics of the 
viewer.
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If a virtual pointer is being used within a computer generated environment then the 
relationship between pointer and features is known since they are both viewed from the same 
virtual perspective viewpoints. However, when using a virtual pointer with a stereoscopic 
video-generated scene the geometrical and optical characteristics of the cameras must be 
established in order that the virtual viewpoints, from which the pointer are seen, can be set-up 
to match the camera viewpoints. Only when this relationship is ascertained can the one-to-one 
correspondence between the virtual pointer and features in the 3D scene be used.
2.2.1 Previous Work with Virtual Pointers
With advances in the development of stereoscopic displays, and their wider availability as off- 
the-shelf systems during the 1980’s, several researchers suggested the use of a computer­
generated graphical device for providing a means of real-time interaction with the presented 
three-dimensional scene. Some considered a virtual pointer for use in computer-generated 
environments, whilst others advocated its use to determine the locations of features in the real 
scenes captured by a pair of video cameras.
Most researchers considered the application of a stereoscopic cursor, or pointer, for use with 
computer generated graphic displays (Butts and McAllister 1988; DeHoff and Hildebrandt 
1989; Beaton and Weiman 1988). In their US patent DeHoff and Hildebrandt (1989) 
described a cursor for use in 3D imaging systems. As well as presenting the cursor 
stereoscopically, they reported the addition of depth cues such as tethering the cursor to a 
reference plane lying at the convergence of the viewpoints. Butts and McAllister (1988) 
investigated the use of a cursor within a stereoscopically presented computer generated 3D 
environment for target designation and depth measurement. They reported several perceptual 
problems caused by the slow refresh rate of the graphics relative to the switching frequency of 
the stereoscopic display. The following sections review the work of researchers who have 
described the use of virtual pointers in video-generated stereoscopic environments.
2.2.1.1 R obinson and  Sood
The concept of using a virtual pointer or cursor for the extraction of depth information from 
stereoscopic video was first outlined by Robinson and Sood, of Trent Polytechnic (1983,
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1985). They developed a time division multiplexed system with the left and right images 
presented using the fields of a standard interlaced television display. The observer wore a pair 
of active polarising glasses that were triggered remotely such that each eye saw only the 
appropriate image. A limitation of this approach, using the fields of standard interlaced 
television, is a halving of the vertical resolution of the images. This mode also generated a 
single line vertical disparity between homologous points in the left and right images but they 
believed that it did not affect fusion of the left and right images.
A pair of measuring marks were ‘injected’ into the display by switching between the video 
signal and the measuring mark signal at a sufficiently high speed to avoid introducing any 
distortion into the video information. Their camera system was calibrated to determine the 
relationship between targets with known 3D co-ordinates and the corresponding 2D screen 
co-ordinates. Then, by tracking the screen position of the measuring marks in the left and 
right images and applying photogrammetric algorithms the corresponding 3D co-ordinates 
were calculated.
Robinson and Sood state that the minimum resolvable depth interval using their system is 
specified by the minimum detectable parallax on the monitor screen, but that determining this 
is not a trivial matter due to the complexity of ascertaining the resolution of a television 
display. Unfortunately, no results on the performance of using their system for real-time depth 
measurements have been published and so it is not known whether this theoretical accuracy is 
achievable.
2,2.1.2 Weismann
In 1988 Weismann describes the “Stereoscopic Imaging System”(SIS) which captures stereo 
pairs from video cameras and stores them for later analysis. The images can be manipulated 
prior to display to correct or improve the stereoscopic relationship. For example, the images 
can be shifted horizontally to present an object of interest with zero parallax. The SIS 
incorporates measurement functions utilising a stereoscopic cursor, including those to 
determine single point locations, the distance between points and the length of continuous 
curves. The published work provides only a system description with few details on 
implementation and no performance data.
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2.2.1.3 Park and Kazman
Park and Kazman (1994) discuss the potential of augmented reality overlays for mining 
teleoperation and in particular the applications of a virtual pointer. These include the 
interactive recovery of position data from a range-finder and the selection of a particular step 
in the mining process in order to bring up on-screen status data. They highlight factors that 
should be considered during the design and development of a virtual pointer including that its 
appearance and control should be intuitive and that it should enhance operator performance 
without causing a distraction from the primary task of teleoperation. They also suggest 
animating the pointer by changing its size or colour to make it easier to spot in a clutter or 
noisy image. Their prototype system is monoscopic but by determining a ‘line-of-sight’ 
intercept from the 2D screen position of the pointer to the registered range data a three- 
dimensional location can be found.
2.2.1.4 ARGOS
The main body of work on virtual pointers has been conducted by the ETC-Lab at the 
University of Toronto. They have created a monitor based augmented reality system named 
ARGOS (Augmented Reality Through Graphical Overlays on Stereo-video), with the aim of 
developing a set of tools for enhancing human-telerobot interaction. One of these tools is a 
virtual pointer with which the operator can communicate locations to the robot in order that it 
may perform tasks semi-autonomously.
The ARGOS system has been implemented on several computer platforms ranging in cost and 
functionality. Although now superseded, details of the first system are reviewed since it was 
used in the majority of the investigations of the virtual pointer performance and hence is 
prerequisite to the interpretation of the reported results.
2.2.1.4.1 ARGOS-1
The first prototype system was based around hardware from Amiga, which at the time was the 
only low cost equipment capable of producing stereoscopic graphics (Milgram et al. 1990). A 
simple block diagram of the components of the ARGOS-1 system is shown in Figure 2-1. The
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two cameras are genlocked1 to synchronise the left and right video signals before they are 
combined into a single standard NTSC signal using an alternating field sequential method 
(Drascic and Milgram 1991). This signal is used to genlock the graphics computer, which also 
produces alternating field stereoscopic graphics. The position of the virtual pointer is 
controlled using a three degree-of-fteedom (3DOF) input device, with 2DOF provided by the 
trackball and the third via a thumbwheel.
Shuttering Spectacles
Figure 2-1 System diagram for ARGOS-1
A linear keying device mixes the video and graphic streams and the combined image is 
displayed on a standard interlaced monitor, with the observer wearing electronic shuttering 
spectacles. The left and right images are presented on alternative fields with a 30 Hz update 
rate, which causes a flicker to be perceptible under normal lighting conditions. A minimum 
refresh rate of 75Hz is recommended to avoid flicker. The use of alternate fields also causes 
the vertical detail in the original images to be halved and a vertical disparity of one line to be 
introduced as in Robinson and Sood’s system (1983).
Their preference for using a desktop monitor as their display was influenced by a 
consideration of hardware cost and display resolution, with the resolution of desktop monitors 
exceeding that of commercially available HMDs at a significantly lower cost. Since the
1 Genlocldng is the synchronisation of a locally generated pulse signal with that transmitted from a distant source 
(Walker 1995). A genlock device locks one set of signals while it processes the second set. This enables, for 
example, graphics from a computer to be combined with signals from a video camera.
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theoretical positioning accuracy of a virtual pointer is limited by the minimum detectable 
screen parallax (Robinson and Sood 1983) then the higher the resolution of the display, the 
greater the potential resolution of the virtual pointer. HMDs with higher resolutions are now 
available commercially but still at considerable cost compared to desktop monitors.
They also state that this choice to use a monitor, eliminated the need for head tracking, which 
they believed was a requirement when wearing a HMD and the problems associated with this. 
However, there is no specific need for head tracking unless movement of the head is to be 
replicated by the cameras. Other issues with HMDs are the weight, which can cause 
discomfort after a short time, motion sickness, if lag exists between head motion and update 
of the viewpoint, as well as the limitation to a single user and their subsequent isolation from 
their immediate environment.
Their graphics software, developed in-house, calculated the required screen position of the
pointer in the left and right images as a function of the hardware parameters of the
stereoscopic video system (Milgram et al. 1990). These were: -
• Camera separation
• Camera convergence angle
• Alignment of camera optics
• Focal length of the lenses
• Positions of the centroids of the lenses
• Mapping between video CCD chips and computer display
The calibration procedure used by Drascic for the Amiga system, ARGOS-1, involved a time 
consuming, manual approach to determine the above hardware parameters (ARGOS 1994). 
The cameras were symmetrically converged upon an object of known width, placed centrally 
and perpendicularly to the principal axis of the cameras. A series of measurements were made 
by the manual alignment of a real pointer, such that its position in the left and right camera 
images corresponded to the edges of the calibration object. Trigonometry was used to 
determine the camera separation and the distance from the baseline to the point of 
convergence. Drascic admitted that this process took several hours to complete. It was also
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highly subjective to the skills of the user in aligning the real pointer and calibration object 
whilst viewing the camera image on a monitor.
The portion of the camera field of view that corresponds to the region overlaid by the Amiga 
graphics was determined using another time consuming, manual alignment process. Drascic 
assumed there was no error in the optics of the cameras, that the optical axis passed 
perpendicularly and centrally through the image sensor. The focal length was taken from the 
manufacturer’s specification but this only provided an estimate of the true value since it 
would vary as the camera was focused. Drascic did not report any experiment results to 
validate his calibration method or quantify any subsequent registration error between the 
graphical overlays and the camera images.
2.2.1.4.2 ARGOS-2
For the second implementation of the ARGOS (Milgram et al. 1993), the display and control 
components had been moved to a more powerful, and more expensive, Silicon Graphics IRIS 
colour workstation, to provide increased resolution and faster graphics updates. The video 
images from the two cameras were still combined using an electronic mixing circuit into a 
single interlaced NTSC signal as shown in Figure 1-2. However, the 30 frames per second 
were then grabbed and digitised using a SGI frame grabber and separated back into left and 
right images. These were presented alternately at 120HZ on the IRIS monitor. The higher 
frequency of display eliminated the flicker found in the 30Hz Amiga system but could 
introduce crosstalk between high contrast images due slow decay rates of the monitor’s 
phosphor. Again, the user viewed the images stereoscopically by wearing liquid crystal 
shutter spectacles that were synchronised with the IRIS monitor. A six degree-of-ffeedom 
Spaceball™ and a customised Ascension Bird™ were the input devices.
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Shuttering Spectacles
Figure 2-2 System diagram for ARGOS-2
The ARGOS-2 system (Rastogi 1996) was calibrated using a standard linear camera 
calibration algorithm (Faugeras and Toscani 1986). The image of a calibration object, 
comprising of fiducials at known locations, was grabbed and processed using a combination 
of the human operator to identify the approximate location of each fiducial and image 
processing to refine this estimate by finding the centre of the circular fiducial. The 3D world 
co-ordinates and 2D image co-ordinates were then used to determine the system parameters. 
No results are given for the registration error that was produced by this calibration method.
2.2.1.4.3 Experimental Work
The ARGOS-1 system has been used in a series of experiments designed to assess the 
accuracy with which a virtual pointer can be used to determine the absolute position of an 
object in a stereoscopically presented remote and microscopic environment.
In the first experiment, Drascic and Milgram (1991) investigated the accuracy and 
repeatability of subjects matching the position of a pointer with a target in depth only. All four 
combinations of real pointer, real target, virtual pointer and virtual target were tested. His 
conclusion was that a subject could align a virtual pointer with a real target practically as well 
as they could align a real pointer and a real target, with a small bias of placing the pointer 
closer to the cameras. The experiment, although designed to minimise cues other than
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stereopsis, used a pointer that was a mirror image of the target, providing an additional 
powerful monoscopic depth cue. The subject could judge when the sizes of the pointer and 
target were matched rather than making a judgement wholly based upon them being at the 
same depth. Although his paper acknowledged this problem, he stated that this was suitable 
for a first test of the ARGOS system. However, no subsequent experimental results have been 
published that demonstrate the accuracy of aligning their virtual pointer with dissimilar 
shaped objects at different depths. There was also some confusion due to the mis-reporting of 
the viewing distance used in the experiment in the two published papers (Drascic and 
Milgram 1991; Milgram et al. 1991).
However, it is the report on another experiment carried out by the group on the performance 
of a virtual tether, which may explain the accuracy and repeatability found by Drascic and 
Milgram. The virtual tether, generated and displayed using the ARGOS-1 system, was 
investigated as a visual aid to a teleoperated peg-in-hole task, with the tether acting as an 
elastic link between a peg, mounted on a manipulator arm, and the centre of the target hole. 
Ruffo and Milgram (1992) found that the mean number of errors per trial decreased when 
using a virtual tether compared to a real tether, which they attributed to the static and dynamic 
aliasing1 of the virtual tether. This aliasing caused the virtual tether to appear to jump from 
one discrete location to another allowing the subject to compare positions and choose the 
better one. With the real tether, its change in alignment was continuous and therefore possibly 
harder to control, resulting in increased error. This aliasing effect may also explain the 
accuracy and repeatability found for the virtual pointer experiment. The subject was 
compelled to be repetitive when using the virtual pointer since it could only occupy a discrete, 
limited number of positions close to the target due to aliasing of the computer graphics. 
Drascic and Milgram (1991), compounded this effect by selecting target locations which 
corresponded exactly to the available discrete positions of the virtual pointer.
2.2.1.4.4 An enhanced virtual pointer
More recently (Milgram et al. 1997a; Milgram and Drascic 1997b), the ETC-Lab has 
developed a computer vision based enhancement to the virtual pointer, known as the virtual
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tape measure (VTM). When operating the VTM in its aided mode, the user positions the 
virtual pointer approximately near the point of interest. The feature (currently comers only) 
closest to the locations of the virtual pointer in the left and right images is found using 
computer vision techniques such as edge detection and its co-ordinates calculated. The aim is 
to permit locations to be determined more accurately, but this approach will be limited to 
clearly defined features, such as comers and edges. The determination of points lying on a 
surface, or in the free space above an object, rather than at an edge is problematical due to the 
difficulty establishing corresponding points in the left and right images. For this reason, they 
permit the operator to reject the location suggested by the computer.
In experiments using the ARGOS-2 system (Milgram et al. 1997a; Milgram and Drascic 
1997b), the aided VTM gave increased precision across all subjects but with no overall 
improvement in accuracy. That is, it made those subjects who have higher errors when using 
the unaided VTM, to be more accurate. However, those subjects who were more accurate with 
the unaided VTM maintained the same level of accuracy. The effect of the aided VTM is a 
levelling out the skill requirement. The results reach a plateau of accuracy in the region of 3 to 
5% for this particular system configuration, which they state is due to systematic errors in the 
calibration and registration of the graphics and by neglecting to account for optical 
distortions.
The aided VTM has also been investigated for use in a microscopic environment (Kim et al.
1997). The aim is to improve the estimations made by surgeons of the size of structures within 
the human body viewed through a stereoscopic operating microscope. The subjects were 
required to measure the distance between two black dots using the aided VTM. They state that 
the results show that the VTM has a clinically acceptable accuracy and repeatability. 
However, it must be noted that these results are for an environment containing highly 
contrasting features with clearly defined edges. The use of the aided VTM in an operating 
environment where features are indistinct and similar in colour is undetermined.
1 Aliasing is the generation of imperfections due to the limited detail in a raster image (Walker 1995). For 
example, diagonal lines appear jagged or stepped since they are approximated by the pixels of the display. 
Smoothing and anti-aliasing techniques can reduce the effect of aliasing.
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2.2.2 Summary
Only a few research groups have investigated the use of a superimposed graphical pointer as a 
means of extracting information from, or as an input device to, a stereoscopically presented 
real, but remote, environment. In the majority of publications concerning virtual pointers and 
cursors, the conceptual idea of a virtual pointer is explored and an outline of the system 
architecture is given. However, there is limited work published on the physical 
implementation and performance of virtual pointers.
On appraisal of the previous work on the use of virtual pointers with stereoscopic video it is 
found that, in general, the concept can be applied to teleoperation environments; that is one 
where the cameras are located remote to the user. However the virtual pointer concept can be 
applied to other application areas of augmented reality where there is a need to determine 
locations and specify points of interest on-line. The only requirement is that stereoscopic 
computer generated objects are registered and combined with a stereoscopic view of the real 
world, either viewed directly by the eyes or indirectly via a local or remote camera system. To 
date no augmented reality research, other that in the field of teleoperation, has described the 
implementation of a virtual pointer.
2.3 The Virtual Primitive Concept
A human has a large capability to recognise and characterise the features they perceive in a 
remote telepresence environment but they require tools that allow them to use their 
interpretative abilities to measure and record such features. The virtual pointer is a graphical 
tool that can be used to identify individual point locations on a feature in a remote 
environment. However, it is difficult to define an unambiguous structure from an arbitrary 
collection of points determined using the virtual pointer. The user must first specify the shape 
of the feature and then select particular locations such as vertices or edges, before a best-fit 
model can be generated from the point data.
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Consider a cylinder, where locations must be determined on both its curved surface and its 
planar surfaces in order to identify its radius and length. As a minimum, three points around 
the circumference of one of it planar faces is required to determine its radius, and a fourth 
point on the other planar surface will ascertain the length of the cylinder as shown in Figure 
2-2. By the user selecting the required points in a specific pattern the relationship of the 
locations to the shape is established by the human, simplifying the computer processing need 
to fit the model.
1
Figure 2-2 Modelling a cylinder by selecting points on its surface
The selection of these points is a complex and tedious task that requires concentration and 
control on the part of the operator to remember and identify the locations in the correct order. 
More importantly there is no visual feedback as to the accuracy of the locations selected until 
the model has been fitted. Upon completion if an error is discovered the model will have to be 
deleted and the task repeated.
A set of software tools have been developed that aim to reduce this mental effort and improve 
performance by providing real-time visual feedback on the selection of key points on the 
remote object. The user can constantly review the consequences of their decisions made 
during the creation and manipulation of a wireframe representation of the object being 
modelled. Continuous visual feedback allows the user to minimise errors on-line as any 
mistakes are readily apparent and can be corrected. Although the operator is still required to 
select points at specific locations, and in a given order, he is guided through this process 
thereby reducing the mental effort required. Figure 2-3 illustrates and compares the steps
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virtual primitive.
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Virtual Pointer Virtual Primitive
Figure 2-3 Flowchart to compare the process of using a) a virtual pointer and b) a virtual primitive to
model a feature
This set of tools, known as virtual primitives, is an extension to the concept of the virtual 
pointer. Virtual primitives will provide a more intuitive method of rapidly interpreting and 
modelling features in the remote environment. They will allow the human to construct and fit 
simple three-dimensional virtual shapes to features of interest in an intuitive and interactive 
manner. Once the feature has been mapped, the virtual shape can be added to a 3D geometric 
model of the remote enviromnent and its characteristics recorded. This data can then be 
exploited for on-line tasks or stored for later use.
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2.3.1 Related research
Other researchers have proposed graphical tools for the modelling of features contained 
within a remote scene, generally to facilitate the higher level control of a telerobot by the 
human operator.
2.3.1.1 ARTEM IS
In several papers the ETC-Lab at the University of Toronto discuss the concept of virtual 
control for telerobots situated in unstructured environments with particular application to 
telemanipulation (Milgram et al. 1993; Milgram et al. 1995b; Rastogi 1996; Milgram et al. 
1997a). Their system is known as ARTEMIS (Augmented Reality Telemanipulation Interface 
System). The following is a summary of the background to the problem of telerobotic control 
in unstructured environments and their proposed solution.
For structured worlds, with prior knowledge on the relationship between the telerobot and 
articles in its workspace, a virtual model can be created and used for task planning, preview 
and predictive control. This allows the human input to take the form of high level commands, 
with low level operations determined with the aid of the data contained within the virtual 
model and executed by the telerobot. In unstructured and unknown environments with no 
prior knowledge other than the characteristics of the telerobot a complete virtual model of the 
workspace is not available. Instead, the human operator must maintain continuous low level 
control over the telerobot. For applications with high communications delays, this direct 
control is difficult to sustain and the system may become unstable.
Their solution, known as virtual control, is the on-line generation of a virtual model of the 
workspace to aid control and allow the human operator to perform at a higher level using 
control strategies similar to those described for known environments. The main facility in the 
virtual control of their telerobot is a graphical wireframe model of the manipulator. By 
superimposing this virtual manipulator on video images of the remote scene, such that it 
coincides with the real manipulator, the operator can simulate and visually check 
manipulation tasks in the real workspace prior to execution. Their approach differs from other 
preview and predictive display approaches to telerobotic control since it eliminates the need
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for a full representation of the remote world which may be difficult and time consuming to 
achieve in an unstructured environment. However they realise that a limited model of the 
environment will allow the operator to use some higher level commands.
They propose using their ARGOS system with a set of virtual tools to partially model the 
remote scene in order to determine information pertinent to the control of the telerobot. These 
virtual tools are: -
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Virtual pointer 
Virtual tape measure
Virtual landmarks 
Virtual planes 
Virtual objects
Virtual encapsulators 
Virtual trajectories
Virtual tether
A probe that can be positioned anywhere within the video scene and 
its 3D co-ordinates given in real world units.
Known as the VTM it is used to measure the distance between two 
points by clicking the virtual pointer on the first position and then 
dragging it to the desired end point. A virtual line connects the first 
point and the virtual pointer.
Graphical visual aids of known sizes, such as virtual rulers or grids, 
which increase the ability of the human to estimate distances.
Created by specifying three coplanar points using the virtual pointer, 
they can be used to constrain movement of the telerobot.
Graphical models of environment features for which some prior 
knowledge of shape, size, position and orientation is available. The 
remaining parameters are derived by manipulating the virtual object to 
fit the real object.
Graphical wireframe models created online to encapsulate or highlight 
the edges of objects in the remote scene.
A predefined robot trajectory, such as for a pick-and-place task, is 
added to the virtual world model and displayed to permit visual 
verification of its accuracy prior to execution.
A subclass of a virtual trajectory, the virtual tether is a perceptual aid 
for manual telemanipulation tasks with a virtual line drawn between 
the real end effector and its intended real target to guide the operator.
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The implementation and experimental performance of the virtual pointer (Milgram et al. 
1990; Drascic and Milgram 1991; Milgram et al. 1991), the virtual tape measure (Milgram et 
al. 1997a; Milgram and Drascic 1997b; Kim et al. 1997) and the virtual tether (Ruffo and 
Milgram 1992) are documented in several papers. Conversely, very little information is given 
about the implementation of the virtual objects and virtual encapsulator tools, with no data on 
their performance. From the minimal descriptions given it appears that both the virtual object 
and encapsulator tools work by overlaying a wireframe shape which is then adjusted in size, 
shape, position and orientation to fit or envelope the real object.
A preliminary trial of this approach by the author has found this to be a difficult, time- 
consuming and unsatisfactory method. An attempt was made to re-orientate a virtual cube of 
the correct dimensions to fit a real cube. If all the vertices of the cube are free to move the 
task is almost impossible as changing the orientation of the virtual cube to fit one comer to the 
real cube simultaneously moves all the remaining comers. For this method to work the 
operator must be able to specify the point of rotation. Then one comer of the virtual cube can 
be aligned with the real cube and all subsequent rotations proceed about this ‘hung’ point until 
the virtual and real objects are aligned. For objects with no clear vertices on which to hang the 
virtual object, this method may be unfeasible.
2.3.1.2 VEPAD - Point and Direct Telerobotics
Researchers at Pennsylvania State University have developed a concept known as ‘point and 
direct’ robots with the aim of reducing the need for specialist programmers by simplifying the 
programming process (Camion and Thomas 1997). To do this they have created a set of 
virtual tools with robotic attributes. One example is a graphical representation of the end 
effector of the robot that is used to define trajectories. The robot is directed by the 
programmer placing a graphical icon representing some task or attribute in the live video 
scene, which is provided by a pair of cameras mounted on a tower assembly. The large 
vertical displacement of the cameras does not permit the video images to be presented 
stereoscopically, rather they are shown in mono in separate windows on a computer screen. 
This requires the operator to integrate the visual data contained within the two windows and 
prevents the use of the intuitive stereo-graphic virtual pointer. Instead, the position of objects 
of interest is determined by the operator identifying corresponding points in each camera
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image and using the relationship between the cameras to triangulate its location. The larger 
camera displacement does mean that a higher accuracy is obtainable from the triangulation 
process. It also provides two largely different views of the workspace, one from the side and 
one from above, providing more visual detail of the features in workspace. However, this 
wide camera separation is limited to open environments and applications where the cameras 
are fixed in the environment.
In this system the operator does not create 3D models of features in the robot workspace but 
does identify the locations of objects. A transparent virtual plane is then placed at the object 
location to aid the positioning of the virtual tools, which will go from being solid to wireframe 
as they pass through the plane. The virtual tools are made more intuitive by controlling them 
using hand movements.
Kesavadas and Subramanium (1998) have applied the concept of ‘point and direct’ 
telerobotics to the intuitive control of robots developed to perform flexible automation of 
human intensive manufacturing processes such as deburring. They have created a web 
interface, based on a JAVA applet, and using a VRML1 model of the component to be 
machined. A single camera directly above the workspace captures images that are textured 
mapped on to the virtual workpiece, which is then used by the operator to define a plan. The 
user can define points on the image of the workpiece using the mouse, which are correlated to 
points on the actual component. Using these defined points and the attributes of the virtual 
tool a path is fitted and the simulated path displayed. If correct, it is downloaded to the robot. 
No information is given on how the relationship between the VRML model and the real 
workpiece, and the workpiece and the robot is established.
2.3.1.3 Wenzel et al.
Wenzel et al. (1994) have developed a system of telerobot control using enhanced stereo 
viewing. Existing CAD models of objects in the workspace are overlaid in wireframe on 
stereo-video images provided by a stereo camera system mounted on the robot arm. These
1 Virtual reality modelling language (VRML)
2 Computer Aided Design (CAD)
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models are then manipulated by the operator until they correspond to features in the real 
scene. The operator can then switch to manipulating the robot arm.
Their motivation is to position a virtual model or the robot ami such that a known model 
corresponds to the real scene. Information contained within the model can then be used in 
some autonomous task since the relationship of the robot and the object to be processed has 
been established visually by the operator. The need for sensors in the workspace has been 
reduced or even eliminated. However, it is important to establish if the human operator can 
align a virtual object with the associated article in the real world with sufficient accuracy.
2.3.1.4 JPL
Kim, a researcher at the Jet Propulsion Laboratory (JPL), has been working in the field of co­
operative control schemes for telemanipulation in space. Due to the long communication 
delays, a preview/predictive display is used as the control interface. The trajectories of the 
robot manipulator are planned and previewed using a wireframe overlay of the arm with a 
display showing multiple camera views, hi a series of papers, Kim et al. 
(1987,1988,1989,1994,1996) propose two approaches.
The first are virtual enhancements that include a reference line to indicate the vertical height 
of the robot gripper, a stick figure model of the robot gripper and its projection on a horizontal 
grid. These aid the operator in positioning the robot ami relative to objects. The enhancements 
are constructed by interactive co-operation between the human operator and the telerobotic 
system. First, the human identifies the image points of calibration target to calibrate the 
cameras. Then to position a plane at a location other than the robot base plate the operator 
selects the two image points of the object and the system calculates the 3D position. Two 
camera views are used to define locations for the virtual enhancements and then a single 
enhanced view is used for the manipulation tasks. Experimental results indicate these virtual 
enhancements improve task performance for monoscopic displays (Kim et al. 1987).
The second approach uses several camera views and human operator input to determine the 
pose of pre-defined objects in relation to a given co-ordinate system. The position and 
orientation of objects in the workspace can then be utilised by the telerobotic system to
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execute the task-level commands given by the human operator autonomously. It is assumed a 
CAD model of object is available, which is feasible for space applications. A wireframe 
model of the object is overlaid on the real object and the human operator solves the 
correspondence problem by indicating which image point of the real object corresponds to 
which image point on the wireframe object. The telerobotic vision system then determines the 
object position and orientation.
hi both of these approaches the human operator is used to identify image points which along 
with predetermined information describing the calibration grid or the real object is used to 
determine the pose of the camera or object. Although this approach for determining positions 
from multiple camera views can be used in applications where no prior knowledge is 
available it will be a time-consuming task and is not intuitive. To create a 3D geometric 
model of a feature, multiple points must be defined and some means of indicating their 
relationship to each other communicated to the robot controller.
2.3.2 Alternative methods of obtaining geometric data from the remote scene
Other existing sensor technologies are being applied to the problem of determining the 3D 
geometric characteristics of a remote environment. One example is a system that uses cameras 
in the remote environment to capture images that are then processed in order to extract the 
geometric information. Other sensors include laser and ultrasonic range finders, which 
determine the location at which the beam of light or sound impacts upon a surface. Each 
method has limitations and must be adapted to fit the particular application. A major issue to 
be considered is the time required to gather the data and interpret the results before a three 
dimensional model of the remote scene can be generated. A full review of all the potential 
techniques is beyond the scope of this thesis, however a brief description of four different 
technologies follows.
2.3.2.1 Laser range-finders
A  laser range finder projects either a single or an array of laser beams into the remote space. 
This laser beam intersects with a surface, and an imaging device detects the reflection (Gooch 
et al. 1996). Knowing the relationship between the laser source and the imaging device,
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triangulation determines the point of intersection. A laser range finder can miss details due to 
a shadowing effect where the point of intersection is hidden from the image capture device 
and is in effect lost. The scanning resolution is also significant, too coarse, features will be 
missed, too fine, and the data to be processed will be immense. The individual data points 
must then be interpreted to form a three-dimensional mesh of the surfaces being scanned. 
Laser scanning is appropriate for applications where the gathering of geometric information in 
real-time is not essential and where a comprehensive depth map of the remote environment is 
required. An example of a laser and video-based system developed for modelling nuclear 
reactors is the Autonomous Environmental Sensor for Telepresence (AEST) which produces 
VRML models (Shelley 1998).
2.3.2.2 Ultrasonic range-finders
An ultrasonic device works upon the basis of time-of-flight, measuring the time taken for an 
acoustic wave to be emitted and reflected back to the detector. Many factors govern this 
measurement including the ambient air temperature which alters the speed of sound; the angle 
of the surface which may reflect the wave obliquely increasing the path length of the reflected 
wave; and the surface material which may absorb rather than reflect the ultrasonic wave. 
Ultrasonic range finders are commonly employed as navigation and obstacle avoidance aids 
for mobile robots (Borenstein and Koren 1995), where the robot builds up a map of their local 
environment, due to their low cost. However they have a smaller working range and lower 
accuracy than a laser based system.
2.3.2.3 Machine vision techniques
The automatic extraction and measurement of features in a remote scene using image 
processing has received significant research attention. There are many approaches including 
stereo triangulation, shape from motion and shape from focus (Davies 1997). Machine vision 
is used in commercial applications for the detection of anomalies in manufacturing processes 
but there are few off-the-shelf systems capable of producing a three-dimensional model of a 
scene without some prior knowledge of its content in near real-time.
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2.3.2.4 Photogrammetry
Photogrammetric techniques were developed to determine the location of features in aerial 
photographs. As with virtual primitives, this approach uses humans to extract geometric 
information from camera images, by selection of corresponding points in several images of a 
scene. Using the geometry and optical characteristics of the cameras used to acquire the 
images, the 3D co-ordinates of a set of corresponding image points is triangulated. Although 
these images could be a pair of stereoscopic images, greater accuracy is achieved using 
cameras located at larger separations and angles, too great for stereoscopic presentation. A 
range of commercial software is available for modelling different environments, varying in 
cost and accuracy depending upon the intended market. Typically, a survey of the equipment 
to be modelled is obtained using high resolution cameras and the calibrated images then 
processed off-line. Depending on the complexity of the scene and required accuracy, the time 
will range from a few hours for modelling a room to several weeks for a ship (Pratt 2000). To 
generate a model accurate to ±5mm the analysis of the survey images requires typically five 
days for every day spent surveying.
2.3.2.5 Summary
Automated methods, which use either a sensor located in the remote environment or the 
image processing of camera images, produce a large number of data points from which shapes 
and geometric forms must be extracted. The substantial data set will impose significant 
memory and processing requirements on the computer hardware. This is an ongoing area of 
work in many research groups, where the current situation is that the computer must have a 
basic knowledge of objects that may appear in the scene before it can identify features and 
generate a 3D model. At present computers do not have the same extensive experience and 
knowledge as a human and will only be able to interpret the acquired visual images using the 
knowledge with which they have been programmed.
Manual techniques are similar in their approach to the concept of the virtual primitives since 
they use the human to process the visual information from the remote site. However, for this 
method the images are gathered during a detailed survey that may take hours or even days to 
complete depending on environment. These are then analysed at a later date by the user and 
shapes fitted using photogrammetric algorithms to build up a 3D model. If there is insufficient
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image information, the user is unable to obtain additional images without repeating the 
survey.
2.4 Conclusion
A generic, automatic, fast and accurate method of characterising a complete environment, 
either local or remote as a 3D geometric model, and capable of identifying changes as they 
occur, would be of enormous benefit for the applications of AR, teleoperation and remote 
inspection, hi AR applications it would allow the correct combination of real and virtual 
objects with regards to the occlusion depth cue and would aid the correct synthesis of other 
cues such as illumination, hi teleoperation it would allow the human operator to use high level 
commands to direct the telerobot, with low level tasks, for which geometric data is needed, 
being computer controlled, hi remote inspection, the monitoring of changes in the 
environment and their presentation in an easy to view 3D spatial format would assist the 
planners of maintenance schemes.
Until such a system is available, alternative approaches are being developed. These include 
the presentation of graphical overlays on video images of the remote scene, the use of sensors 
that scan the environment to produce a depth map, and off-line photogrammetry techniques 
which can create a detailed 3D model but require considerable time to complete.
The graphical based approaches, developed for the modelling of remote sites for semi­
automatic telerobotic control, require some prior knowledge of features in the environment 
that are presented as a wireframe overlay. The human operator is then used to manually align 
the virtual object with the real by manipulating the wireframe outline. Alternatively, the 
human is used to identify corresponding points on the real and virtual objects, which are used 
by the computer to correct the virtual model so that it matches the real.
In applications where there is little or no prior information about features that may be 
encountered, a means of identifying and recording their geometric characteristics is required. 
This could be achieved using the point identifying approach with multiple camera views used
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in the object localisation procedures of the previous work. However, this is a time consuming, 
tedious task and it is very difficult to accurately specify points on ambiguous features, such as 
surfaces or in free space, due to the lack of detail to aid the operator in locating corresponding 
points in the two or more images.
A stereo-graphical virtual pointer improves this process by providing a more intuitive means 
of identifying locations using the operators ability to judge the relative depths of two objects. 
The correspondence problem for ambiguous locations is also solved by the virtual pointer as it 
constrains the association between the left and right image points. Still, multiple points on an 
object and their relationship to one another must be defined before a 3D model of the feature 
can be generated.
This thesis presents the concept of virtual primitives for the intuitive, interactive on-line 
geometric modelling of features found in a remote telepresence environment. The virtual 
primitives are simple shapes that can be used to build up more complex forms. The process is 
similar to that used to generate 3D CAD models. The difference is that these primitives are 
applied to a stereoscopically presented 3D space to create a virtual object of the proper size at 
the correct location and pose. In CAD 3D modelling, to overcome the problems of a 2D 
display, the creation of a geometry is confined to predefined planes and its orientation must 
then adjust to give the required object pose.
Virtual primitives are a generic tool that can be used to model any feature within a 
stereoscopically presented environment. Their applications will extend past the modelling of a 
workspace for telerobot operation to other remote tasks such as visual inspection, surveying 
and collaborative design. Following Chapter 3, which describes the telepresence and AR 
systems and Chapter 4 which considers the attributes of stereoscopic displays, a series of 
experiments that investigate the use of the virtual pointer and the virtual primitives in static 
environments are presented in Chapters 5 and 6. Finally in Chapter 7 a case-study will 
illustrate the benefits of virtual primitives for the remote inspection of underground sewer 
pipes.
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3 System Description and Calibration
3.1 Introduction
In Chapter 2 the five elements of a visual AR system were introduced as: -
• sensors to measure changes in the real environment
• a synthetic image generator
• a means of combining the real and virtual images
• a device to display the integrated imagery
• human operator
Sensors, to measure changes in the real environment, frequently take the form of a tracking 
system, which may include technology to track the head movements of the user, the cameras 
and the position of objects in the real scene. The synthetic image generator consists of the 
computer hardware and the software that is used to produce registered AR graphical images 
using data provided by the tracking system. The real and virtual imagery can be combined 
either optically or electronically depending on the display employed to present the combined 
images to the user.
The choice of technology to perform these functions is often determined by the application for 
which the AR system is being designed. For example, consider the desired attributes of a 
tracking system for two different applications. A factory floor setting would require a tracking 
system that is robust, unaffected by noise in the environment and requires minimal calibration 
by the worker. In contrast, for a medical application, where pre-operative images are overlaid 
on a patient for use in surgery, the most important consideration is the accuracy and 
repeatability of the tracking system.
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The Surrey Augmented Reality and Telepresence System is based upon an Active 
Telepresence System, which provides the display and the tracking functions. The two 
additional functions, a synthetic image generator and a means of combining real and virtual 
images, are implemented using commercially available components, with the aim of 
expediting the development of the AR system.
3.1.1 Chapter Outline
This chapter describes the components of the Active Telepresence System and the integration 
of off-the-shelf hardware and software to generate the computer graphic augmented reality 
overlays. The chosen method of calibration and registration of the computer graphics with the 
images from the cameras is then described and evaluated.
3.2 System Description
The current telepresence scheme, developed by the MSRR1 Group, is an active system that, in 
its preferred embodiment, slaves the motion of the remote cameras, mounted on a custom 
built pan and tilt motorised platform, to the head movements of the operator, who views the 
video images on a head-mounted display. This provides a very intuitive means for the user to 
control the gaze direction of the cameras. Alternatively, the operator observes the video 
images on a stereo-enabled monitor through polarising glasses and uses a joystick to control 
the motion of the remote cameras. The graphical overlays are generated by using virtual 
reality software and combined with video images using luma-lceying devices. The relationship 
between these components is shown in Figure 3-1. Each of the component systems are 
described in following sections. For more detail the reader is referred to the papers (Pretlove 
and Asbery 1995; Lawson and Pretlove 1999) which chart the development of previous 
systems and the evolution of the current arrangement.
1 Mecliatronic and Robotics Research Group at die University of Surrey.
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feedback from 
optical 
encoders
Figure 3-1 Schematic of the University of Surrey’s Augmented Reality and Telepresence System
3.2.1 The Stereo-head
The MSRR Group has developed a succession of stereo robotic head devices, known as 
stereo-heads, for both computer vision and teleoperation (Pretlove 1993; Asbery 1997; 
Lawson and Pretlove 1999). The latest stereo-head, shown in Figure 3-2 has been designed 
using mechatronic principles to produce a compact, lightweight device capable of 
independent vergence and common pan and tilt of the two remote-head Toshiba IK-M48PL 
colour CCD cameras, with independent control of all four degrees-of-freedom. DC servo 
motors drive the load via anti-backlash harmonic drive gearboxes with closed-loop feedback 
provided by an optical encoders mounted on the motor shafts. Overdrive protection is 
provided by limit switches, which also provide a datum for the self-calibration function.
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Figure 3-2 Two views of the current stereo-head
The current version of the stereo-head has a fixed camera separation distance of 90mm, which 
is suitable for demonstration of the telepresence system and the application of AR to tasks 
such as sewer inspection and mobile robot navigation. However, as will be shown in Chapter 
4, the configuration of the cameras is a controlling factor in the depth resolution of a 
stereoscopic system. To investigate the effect of camera configuration on the performance of 
the virtual pointer an experimental rig has been assembled. This rig uses Sony XC-999P 
colour cameras and can be configured for a range of inter-camera distances and convergence 
angles. It is pictured in Figure 3-11 and described in more detail in section 3.4.1 of this 
chapter.
3.2.2 Motion Controller
The motion controller is a closed loop Proportional Integrator Differentiator (PID) based 
control system. It uses the difference between the demand input from the tracking system and 
feedback from optical encoders mounted on the motor shafts to determine in which direction 
the motors should be driven. It runs on a re-programmable open architecture system based 
around a PMAC (Programmable Multi Axis Controller) card from Delta Tau Inc. featuring a 
Windows NT graphical user interface. The PMAC performs initialisation, calibration, PID- 
parameter tuning and runtime control functions. The interface between the head tracking 
system and the servo positioning system is provided by a host PC, running Windows NT with
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the DPRAM1 allowing the PMAC and the PC host to simultaneously read and write 
information to shared memory. Spare ports on the PMAC can be used for the control of other 
devices in the remote space from simple lights to the driving of a vehicle upon which the 
stereo-head is mounted.
3.2.3 Tracking System
The tracking system provides demand input to the motion controller by means of either a head 
mounted sensor or a hand operated joystick. When the user views the remote scene using a 
HMD, a sensor is fixed to the head-mounted display, which provides data 011 the rotation of 
the user’s head about its pan and tilt axes. Two options are available, a Polhemus FastTrak or 
an Intersense IS-300. The 6DOF Polhemus FastTrak sensor uses the electromagnetic fields 
generated by a base unit to determine both its position and orientation relative to its 
initialisation position. It has a limited range and can be effected by distortions in the 
electromagnetic field caused by metal objects and electronic devices. However, no significant 
problem is observable when used as a rotational input device for the stereo-head, presumably 
due to unconscious compensation by the user. The Intersense IS-300 is a 3DOF device that 
provides angular readings relative to an initialisation position using patented inertial sensor 
technology, overcoming the problem of electromagnetic interference experienced by the 
Polhemus FastTrak device.
When using a stereo-monitor as the viewing device a simple gaming joystick is used to 
control motion of the stereo-head. More sophisticated devices using head 01* eye tracking are 
currently undergoing investigation for more intuitive control of the stereo-head when using a 
monitor (Hitchin 1999).
Many of the hacking devices employed in other AR systems are not appropriate for our 
system. For example, one alternative method is to accurately position fiducial marks on target 
objects and use image processing to obtain the position and orientation of the cameras relative 
to objects in the real scene. This is feasible for applications where the environments are
1 DPRAM -  Dual Port Random Access Memory
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known and are accessible. Such situations include manufacturing, where the workspace and 
components can be labelled (Caudell and Mizell 1992) and medicine where markers are 
attached to the patient (Edwards et al. 2000). However, in circumstances where access to the 
environment is difficult, such as those encountered in telepresence applications, it is not 
feasible to position fiducial marks in the scene prior to system operation.
3.2.4 3D Graphics Engine
The graphical overlays are created using Sense8 Inc.’s WorldToolKit (WTK) software 
miming under a Windows NT operating system on an Intergraph workstation. The Intergraph 
is a PC, based on Intel Pentium Pro processors, with dual graphic accelerator cards, one for 
each eye. A range of graphics cards varying in cost and performance can be used, allowing 
the system to be easily upgraded, as new, faster cards become available. This lower cost PC 
hardware gives equivalent performance to the higher end, more expensive graphics 
workstations typically used in AR systems.
The WorldToolKit for Windows NT with OpenGL graphics library development system is a 
library of C functions for building high performance, real-time, integrated 3D graphics 
applications, typically to produce virtual reality simulations (WTK 1996). Software created on 
a PC using WTK functions can be ported to other platforms such as UNIX. An outline of a 
WTK application developed for the Augmented Reality and Telepresence System is shown in 
Figure 3-3.
The virtual world is constructed as a hierarchical scene graph, which determines how the 
simulation is rendered. At the top level is the Universe, which manages the simulation and 
contains all other objects such as geometries, viewpoints, sensors and lights. An array of 
functions are available including those for display and viewpoints configuration, collision 
detection, loading of geometry from existing files, dynamic geometry creation, the 
specification of object behaviour and rendering management. The contents of the Universe 
can be controlled using a variety of sensors, ranging from a standard mouse to 6DOF position 
and orientation input devices. Three-dimensional objects are constructed vertex by vertex 
using WTK or OpenGL functions. Models can also be created off-line using a 3D modelling
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application, such as 3dStudioMax by AutoDesk Inc., and imported into the WorldToolKit 
virtual world simulation. The Universe is configured to contain two viewpoints, one for each 
eye, which determine how the virtual world is projected onto the display device. Prior to 
execution of the WTK application, the stereo-head cameras must be calibrated to determine 
their extrinsic and intrinsic parameters. The extrinsic parameters are then used to position and 
orientate the viewpoints in the WTK universe and the intrinsic parameters used to configure 
the projection of the universe into the viewpoint window. More details of the calibration 
process and the configuration of the WTK viewpoints is given in section 3.3 of this chapter.
Figure 3-3 Outline WTK application for the Surrey AR/teiepresence system
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The WorldToolKit application communicates with the stereo-head motion controller via a 
TCP/IP sockets link. Once the main simulation loop is entered the current pan and tilt 
positions of the stereo-head are requested and used to update the position of the viewpoints in 
the virtual world. Also within the simulation loop any sensors, such as the Spacemouse are 
read and the linked objects such as the virtual pointer, are updated. WTIC also discharges 
instructions contained within the actions function, such as checking and acting upon keyboard 
presses, drawing any 2D text overlays and performing any user defined routines. It is within 
the actions function that the processes required for operation of the virtual pointer and virtual 
primitives are defined.
3.2.5 6DOF Input Device
The movement of the virtual objects in the WTK application can be controlled using a variety 
of input devices. The current choice is a Logitech Spacemouse, which uses an opto-electronic 
measuring system to quantify the small translations and rotations applied to the mouse by the 
fingers. There are eight function keys, which can be programmed using WTK functions to 
generate required actions such as the selection of an item on a menu. The Spacemouse can be 
configured to operate in a number of modes including a dominant mode, which is particularly 
useful for inexperienced users as it isolates the greatest input, transmitting only the DOF with 
the highest magnitude to the graphics engine.
3.2.6 Overlay Devices
The video (PAL) and graphical (VGA)1 streams are combined by two low cost, off-the-shelf, 
VineGen ‘Pro’ units from Vine Micros Ltd., one for each eye. These use a luma-keying 
technique, where the portions of the graphical image below a set luminance, or brightness, are 
replaced by the respective part of the camera image. The combined image is output as 
analogue video (PAL) which is then converted to the required signal format for the selected 
display device.
Ph.D. Alison Wheeler (2000) 56
Chapter 3: System description and calibration
The VineGen ‘Pro’ was selected as it is the only low cost device that provides functions to 
customise the size and position of the graphical overlays relative to the video image. It also 
has two types of keyer, known as hard and soft keyers. When using the hard keyer each pixel 
of the graphic image is keyed either in or out depending on its brightness. The soft keyer 
provides a continuous keying effect, where pixels much brighter than the key level are 
overlaid solidly, those much darker are not overlaid, and those in-between are semi-keyed 
and become semi-transparent. The precise technique used to combine the video and graphic 
streams is not disclosed by the manufacturer of the VineGen Pro but it is probable that a scan 
converter, using a fixed sampling rate, transforms the VGA graphics signal to a standard 
video resolution prior to mixing with video signal from the camera.
3.2.7 Stereoscopic Displays
Two display types are available for the presentation of stereoscopic images to the operator. 
The preferred choice is a head-mounted display, which allows intuitive, interactive control of 
the stereo-head. However a HMD isolates the user from their local surroundings making it 
difficult to multi-task, it can be uncomfortable to wear for the long periods and may cause 
motion sickness.
The alternative is a stereo-capable desktop monitor, which is easier to use, permits several 
people to view at the same time and provided the cameras are configured to give good fusible 
images, eye-strain and fatigue should be minimal. The desktop monitor is a more appropriate 
display for development work as it allows rapid switching of attention fi*om the stereo 
presented remote scene to the programming environment. Desktop monitors also offer a 
higher resolution display at a much lower cost than head-mounted displays.
However, users report a superior stereoscopic effect when viewing stereoscopic images on a 
HMD than on a desktop monitor. This is probably due to the HMD presenting the same
1 In this context, the term VGA is used to represent signals transmitted at both VGA and SVGA graphics 
resolutions. Standard VGA will be referred to as such.
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images over a wider field of view with a separate screen for each eye and secondly, due to 
deficiencies in the altemating-field or time-multiplexed method used to present the images on 
the desktop monitor. In this method, the left and right images are presented rapidly and 
alternately in sequence on the monitor screen. An electronically driven shuttered device, 
placed in front of the screen, is switched at the same rate as the images. This polarises the left 
image in one direction and the right in the other. If the polarising lens in the glasses worn by 
the user matches the polarisation direction of the image then it is visible to the eye, if not the 
image is blocked. The shutter and glasses reduce the amount of light transmitted so that the 
same images appear dimmer on the desktop monitor than on the HMD. Stereoscopic desktop 
displays also suffer from crosstalk or ghosting where the eye sees portions of the other eye’s 
image as well as the correct view. This caused by the failure of the electronic shutter to 
completely block the incorrect view and by the phosphor of the monitor decaying too slowly, 
leaving an after-image1.
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Figure 3-4 AR System Diagram - HMD Configuration
The green phosphor has the slowest decay so reducing the level of green in the images can lessen this problem.
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Desktop systems are also available in which the polarising electronic shutter is incorporated 
into the glasses. An advantage of this approach is the increase in the level of light transmitted 
from the monitor to the eye, as it must pass only through a single polarising interface, rather 
than the two required for passive eyewear. A disadvantage however is the cost, as each viewer 
must have a pair of active glasses, which are significantly more expensive than the simple 
passive eyewear.
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Figure 3-5 AR System Diagram - Monitor Configuration
The head-mounted display is a Virtual Research V8 that displays standard VGA images at a 
resolution of 1920’x480 colour pixels per eye on a 1.3-inch diagonal Active Matrix. The 
HMD is configured for a 100% overlap. The combined image exits the VineGen ‘Pro’ unit in 
a PAL video format and is converted to standard VGA by an Extron Electronics Lancia 
converter. The system configuration and signal conversions for use with a head-mounted 
display are shown in Figure 3-4.
1 HMD manufacturers quote resolution in terms of the individual light points that constitute a true pixel (i.e. 
640*3x480= 1920x480).
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For display on a stereo enabled monitor, the combined images in a PAL format are input into 
a Crystal Eyes View/Record Unit. This converts the genlocked, left and right video signals to 
a single multiplexed stereo video signal for display on a standard high frequency monitor. The 
images are presented alternatively with a field rate double that of normal video so that no 
flicker is introduced. The static AR experiments, presented in Chapters 5 and 6, used a 17” 
high resolution monitor from Mitsubishi (Model TFM8705KL) integrated with NuVision’s 
Perceiva stereoscopic display system. This consists of a liquid crystal modulating shutter 
attached to the monitor, which polarises the left and right images. The user views the monitor 
through glasses with polarising lenses so those images for the right eye are visible through the 
right lens and not visible through the left lens and vice versa. The synchroniser box of the 
Perceiva system takes a sync signal from the CrystalEyes View/Record Unit and 
automatically synchronises the shutter with the display of the stereo images on the monitor. 
The configuration of the components required for displaying the combined images on a 
desktop monitor is shown in Figure 3-5. A second 21” monitor using a similar set-up is used 
for the display of images from the stereo-head.
3.2.8 Summary
The individual sub-systems that constitute the Augmented Reality and Telepresence System 
have been described. These are:-
• Stereo-head
• Motion controller
® Tracking system
• 3D graphics engine
• 6DOF input device
® Overlay devices
• Stereoscopic displays
The majority of these are created using off-the-shelf hardware and software. The integration 
of these sub-systems requires multiple signal conversions between digital (VGA) and 
analogue (PAL) as shown in Figure 3-4 and Figure 3-5. Due to the black box nature of several 
of the components where these conversions are performed (the VineGen ‘Pro’ devices, the
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CrystalEyes unit and the Lancia adapters), it is not possible to be certain how the images are 
being manipulated. The most significant of these devices is the VineGen ‘Pro’ which controls 
the blending of the real and virtual images. All signal conversions after this point are 
performed on the combined image and none of the registration error can be attributed to these 
transformations. However, they do affect how the combined image is presented to the user, 
which, as is shown in the following chapter, is a controlling factor on the theoretical 
resolution of the stereoscopic display system. Porting the system to a digital arrangement 
would eliminate most of these conversions and provide more control over the manipulation 
and display of the real and virtual images. Such equipment is currently available for the 
broadcast industry but at significantly higher cost than the system described here.
3.3 System Calibration
3.3.1 Introduction
In order to present the illusion that the real and virtual objects coexist in the same space the 
computer-generated images must be registered with the real scene. There are three types of 
registration error static, quasi-dynamic and dynamic.
Static registration error will be present in all AR applications and relates to the difference 
between how the camera or the human eye views the remote scene and how the graphics are 
combined with the video images. Static registration error arises from error in the static 
calibration of the system.
Quasi-dynamic registration error is introduced by a step change in the position of the cameras 
in the remote scene which is not accurately replicated in the virtual environment. The error is
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typically caused by inaccuracies in the model used to recreate the motion of the cameras in 
the virtual world.
The final type is dynamic registration error, which occurs during motion of the cameras or 
objects in the scene. These changes in viewpoint or in the real scene are not acted upon and 
replicated in the virtual environment at a sufficient frame rate leading to the graphical 
overlays appearing to swim relative to the real scene. This lag results from communication 
delays and rendering time.
This thesis will consider static calibration and its associated static registration error as this 
will have the foremost influence on the achievable performance of the virtual pointer and 
virtual primitives.
3.3.2 Static calibration
In all vision-based augmented reality systems, the viewing parameters must be established in 
order that the graphical overlays can be generated and registered with the view of the real 
scene. These viewing parameters describe how the eye or the camera projects the real world 
on to the retina or the camera image plane respectively. This projection information is then 
used to generate the computer graphical images that are to be combined with the images of 
the real scene. AR researchers have used several methods for determining these viewpoint 
parameters.
3.3.2.1 Estimation by manual adjustments
A  calibration object is placed in the real world and the user attempts to register a virtual object 
with the calibration object by manually adjusting both the location of the virtual object and 
the viewing parameters (Feiner et al. 1993). This is done from several different viewpoints 
until the virtual object is apparently registered with the real object. This method is suitable for 
static AR systems but as soon as the head or object moves, registration will be lost. It also 
requires skill on the part of the user and requires many different sets of parameters with one 
set for each possible viewpoint position. Several researchers report using such methods during
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the initial stages of their work (Azuma and Bishop 1994) but then reject this approach in 
preference to a more accurate and less time consuming technique.
3.3.2.2 Direct measure o f viewing parameters
The viewing parameters can be measured directly using various instruments, however this 
method has had limited success due to the difficulty in taking accurate measurements, 
particularly when determining the internal dimensions and positions of the optics of cameras 
(Janin et al. 1993).
3.3.2.3 Geometric constrained view-based tasks
In this method, the user performs several view-based tasks that constrain the geometry and 
allow the determination of the viewing parameters (Azuma and Bishop 1994; Caudell and 
Mizell 1992; ARGOS 1994). A disadvantage of this approach is the reliance on the user 
performing the tasks accurately. If not, the tasks may have to be repeated many times and the 
measurements optimised to find the best solution for the viewing parameters. This is time 
consuming and must be repeated for each individual who uses the system. It is however a 
valid method for those AR systems using optical see-through head mounted displays where no 
camera is available to capture images from which the view parameters may be determined.
3.3.2.4 Camera calibration techniques
For video-based AR systems, the real world is viewed via one or more cameras. This means 
that standard camera calibration techniques can be applied to determine the viewing 
parameters (Rastogi 1996; Wenzel et al. 1994; Tuceryan et al. 1995). The procedure can be 
semi-automated by using image processing algorithms to identify the image co-ordinates of 
the real world calibration points.
This is the approach used to calibrate the cameras of the Surrey Augmented Reality and 
Telepresence System and is explained in more detail in the following sections. The complete 
calibration process is charted in Figure 3-6.
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Figure 3-6 The calibration process
3.3.3 Geometric relationship of the real camera and virtual viewpoint
In order for a virtual object to be registered with a real object in the combined image, the 
graphic images must be drawn with identical perspective projection parameters to those of the 
video cameras. In a WorldToolKit Universe, the virtual world is seen from a set viewpoint 
position looking in a defined direction through a window. The size of this window and its 
position relative to the viewpoint origin is analogous to the imaging sensor of a camera and its 
focal length, f, when the camera is modelled as a simple pinhole lens. This relationship is 
shown in Figure 3-7. The camera is drawn as a front projection pinhole model (Schalkoff 
1989), with the imaging sensor represented by an image plane placed at the distance f  along 
the optical axis in front of the centre of projection.
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Figure 3-7 Similarity of the forward projection pinhole camera model of a camera and the virtual
viewpoint and its associated window
3.3.4 The case for the pinhole model
More complex models for camera calibration, which consider radial and tangential distortions 
of the lens optics, have been developed for use in computer vision applications (Tsai 1987; 
Weng et al. 1992). However, as the WorldToolKit software used in this system, in common 
with the majority of real-time 3D graphics rendering systems, assumes a simple pinhole 
model to project the 3D model to the screen, it was decided that, in the first instance, the use 
of a more complex camera model was unnecessary. If significant registration errors were 
generated due to failure to account for lens distortion then a more comprehensive calibration 
model and techniques for warping the image in a post rendering process could be considered.
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In the pinhole model, illustrated in Figure 3-8, the image of a 3D object point is formed by a 
process known as perspective projection. A straight line connects the 3D object point and the 
centre of projection1, which is located on the optical axis at a distance, f, the focal length, 
from the imaging plane. Where this line intersects the image plane an image point, (u, v) is 
formed. The pinhole model assumes that optical axis is normal to the imaging sensor.
3.3.5 Simple Pinhole Lens
z A r *
3D world 
co-ordinate 
system
There are several ways to set-up the co-ordinate systems of the pinhole model. The world co­
ordinate system is placed at any arbitrary position and orientation relative to the camera. The 
camera co-ordinate system origin can be placed at the intersection of the optical axis with the 
image plane (Schalkoff 1989) or at the centre of projection (Ganapathy 1984). The latter 
option has been selected as it corresponds to the co-ordinate system configuration of the 
virtual viewpoint. The transformation between these two possible camera co-ordinate systems 
is simply a translation by the focal length, f, along the optical axis.
1 Also known as the optical centre or focal point.
Figure 3-8 The forward projection pinhole model
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For the pinhole model, the relationship between the 3D world co-ordinates of an object point 
and the corresponding 2D image co-ordinates can be represented by a 3 x 4 transformation 
matrix if the object and image points are expressed in homogenous co-ordinates (Schalkoff 
1989). This association is known as the perspective-projective transform (PPT) and is shown 
in Figure 3-9.
3.3.6 The perspective-projective transformation matrix
perspective-projective
3D world point ---- -----► transform ----------- ►*- 2D image point
n
Camera parameters 
Imaging geometry
Figure 3-9 Perspective-projective transform
The co-ordinates of the image point can be expressed in terms of their physical position on the 
camera sensor, i.e. in the distance units of the camera co-ordinate system. In this case, the 12 
elements of the PPT matrix are non-linear functions of seven parameters (3 rotation angles, 3 
translations and the focal length, f). The image co-ordinates can also be expressed in terms of 
pixels on the imaging sensor or, more usefully, pixels in the framegrabber. hi this instance, 
the elements of the PPT matrix will also be in terms of four additional factors giving a total of 
eleven factors. These additional factors are the horizontal and vertical scaling and offset that 
convert the image co-ordinates from distance units on the camera sensor to pixel units in the 
framegrabber.
The elements of the PPT matrix are solved by a least squares solution of an over-determined 
system of linear equations formed from a minimum of six corresponding object/image point 
pairs (Schalkoff 1989).
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3.3.7 Decomposition of the perspective-projective transform matrix
The PPT matrix is decomposed using a simple non-iterative analytical technique described by 
Ganapathy (1984). This produces six extrinsic parameters and four intrinsic parameters. These 
are: -
Extrinsic Xc, Yc, Zc the position of the camera co-ordinate system origin in 
parameters world co-ordinates.
(j),cr,\|/ the angles describing the orientation of the camera co­
ordinate system axes with respect to the world axes.
Intrinsic ki = kuf 
parameters
k2 = kvf
u0,v0
horizontal scaling, ku, from distance units in the camera 
co-ordinate system to framegrabber pixels, multiplied 
by focal length, f.
vertical scaling, kv, distance units in the camera co­
ordinate system to framegrabber pixels, multiplied by 
focal length, f.
co-ordinates, in framegrabber pixels, of the projected 
camera co-ordinate system origin.
The horizontal and vertical scaling factors, ki and k2, are functions of the eleventh calibration 
parameter the focal length, f, which is not recoverable from the PPT matrix using 
Ganapathy’s technique. However, as will be shown below, the value of f  is not required to 
configure the WTK viewpoint.
Alternative methods for obtaining the extrinsic and intrinsic parameters from the coefficients 
from the PPT matrix include Faugeras (1993), Strat (1984) and Tsai (1987).
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3.3.8 Calibrating the overlay devices
The generation and decomposition of the PPT matrix has determined the parameters, ki, k2, 
uo, Vo, which incorporate within their values factors defining the conversion from pixels on 
the camera sensor to pixels in the grabbed image. A similar linear relationship must now be 
established between pixels in the WTK window and pixels in the grabbed image. This 
relationship is given below:- 
i = m xu + c
Equation 3-1
j  = mzii + c2
Equation 3-2
where i, j horizontal and vertical co-ordinates in WTK window pixels
u, v horizontal and vertical co-ordinates in framegrabber pixels
mx horizontal scaling between WTK window pixels and framegrabber pixels
mz vertical scaling between WTK window pixels and framegrabber pixels
cx horizontal offset between WTK window pixels and framegrabber pixels
cz vertical offset between WTK window pixels and framegrabber pixels
Included within these terms will be the effect of the size and position settings of the VineGen 
‘Pro’ overlay device that controls the area of the camera image overlaid by the graphical 
image. These scaling and offsets are then combined with the parameters from the 
decomposition of the PPT matrix and used to configure the virtual viewpoint and window.
A, = mxk]
h2 = mzk2
i0 = mxu0 + cx
Equation 3-3 
Equation 3-4 
Equation 3-5
7o==w,v0 + c I
Equation 3-6
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where
io, jo horizontal and vertical co-ordinates of the image point of the projected centre 
of projection in WTK window pixels 
hi, I12 horizontal and vertical scaling from camera co-ordinates to WTK window 
pixels
3.3.9 Configuring the virtual viewpoint
hi section 3.3.3 it was shown that the geometry of the virtual viewpoint and its associated 
window is equivalent to the pinhole model used to calibrate the cameras. The viewpoint 
determines from where the view of the virtual world is projected and the size and position of 
the window, relative to the viewpoint, determines how the virtual world is projected. The 
position and orientation of the virtual viewpoint in the virtual world is configured using the 
extrinsic camera parameters establishing a one-to-one mapping between real world units 
(mm) and WTK units.
To configure the WTK window the values of its six defining parameters must be calculated. 
These are left, right, bottom, top, which define the location of the top-left and the bottom-right 
hand comers of the WTK window in the viewpoint co-ordinate system, which lies at distance 
near along the viewpoint direction from the viewpoint origin. The final parameter, far, is the 
distance along the viewpoint direction to the far clipping plane.
The parameters left, top, right and bottom are calculated using the intrinsic parameters 
determined by the camera calibration and the scaling and offsets introduced by the overlay 
process. The general relationship between the camera co-ordinates and the image co-ordinates 
of an image point in the pinhole model shown in Figure 3-8 is given by (Ganapathy 1984): -
u = u0 + Equation 3-7
1 O  1
y  y
Equation 3-8
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where
x’, y* and z ’ position of the image point on the image sensor in the
camera co-ordinate system 
f  focal length
u, v image co-ordinates of the image point
u0, v0 image co-ordinates of the projected camera co­
ordinate system origin 
kj = kuf  horizontal scaling, ku, from measurement units to
image units multiplied by focal length, f. 
lc2 = lcvf  vertical scaling, kv, from measurement units to image
units multiplied by focal length, f.
Rearranging Equation 3-7 and Equation 3-8 to calculate the camera co-ordinates for an image 
point given in image units: -
jc '= y
z '= y '
r \  u ~ u 0
\  ,vi y
' v - V
Equation 3-9
Equation 3-10
viewpoint
Imaxi 0
0,0 I
xi Jmax
0 ,  jm ax
viewpoint
position
Virtual w indow Virtual viewpoint
Figure 3-10 The virtual window and viewpoint co-ordinate systems
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These equations can be written in terms of WTK window pixels and viewpoint co-ordinates 
using the co-ordinate system1 shown in Figure 3-10.
x = y
KV "1 J
z — y
Equation 3-11
Equation 3-12
where
x, y and z position of the image point in the WTK window in the 
viewpoint co-ordinate system 
i, j image co-ordinates of the image point in WTK window pixels
i0 j 0 image co-ordinates of the projected viewpoint co-ordinate
system origin
hi horizontal scaling from WTK imits to WTK window pixels.
I12 vertical scaling from WTK miits to WTK window pixels.
The width and height of the WTK window in pixels is known (imax, j max) and by substituting 
the pixel values at the top-left and bottom-right comers of the window and setting y to near, 
the position of the two comers in the viewpoint co-ordinate system can be determined. The 
value of near, which specifies the distance from the viewpoint position to the near clipping 
plane, is arbitrarily set. If this distance is increased, the size of the viewpoint window will also 
increase to maintain the field of view. However, the values of near and fa r  must be set to 
reasonable quantities, as objects lying outside these planes will not be rendered.
1 The WTK viewpoint co-ordinate system is shown in this configuration to maintain equivalence with the camera 
co-ordinate system. It is in practice slightly different from that shown and is achieved by a rotation of 90° about 
the x axis after the viewpoint is configured so that the z axis corresponds to the viewpoint direction.
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3.4 Implementation and testing of the calibration process
This section describes the implementation of the calibration process and presents the results of 
a typical calibration.
3.4.1 Implementation the calibration process
The calibration grid is a 4 by 3 array of black squares on a white background printed by a 
laser printer. The squares are approximately 40mm by 40mm and have a horizontal and 
vertical centre-to-centre distance of approximately 60mm. The 2D co-ordinates of the comers 
of the calibration squares are measured to a resolution of 0.01mm using an optical nulling 
device mounted on a milling machine. The centres of the calibration squares are then 
computed by calculating the centre of mass.
Figure 3-11 Calibration apparatus
Ph.D. Alison Wheeler (2000) 73
Chapter 3: System description and calibration
The relationship between framegrabber pixels and WTK window pixels is determined by 
overlaying a virtual grid on the camera image, grabbing and processing the image to 
determine the centres of the virtual squares in framegrabber pixels. The centres of the virtual 
squares are projected to the WTK window to give their position in WTK window pixels. The 
scaling and offset in the horizontal and vertical directions is computed using corresponding 
points in terms of framegrabber and WTK window pixels. These framegrabber-to-WTK 
parameters and the calibration parameters are then used to configure the virtual viewpoints 
and windows in the WTK application using the method described in section 3.3.9.
The calibration grid defines the XY plane of the world co-ordinate system. This grid is 
mounted 011 a high accuracy1 motorised linear slideway at ninety degrees to its motion, which 
corresponds to the z axis of the world co-ordinate frame. The placement of the world co­
ordinate frame is depicted in Figure 3-11, which shows the calibration apparatus. The cameras 
are mounted on rotary carnages on a second linear slideway that permits the cameras to be 
configured at varying separations and convergence angles.
To solve for the coefficients of the PPT matrix a minimum of six non-coplanar calibration 
points is required (Schalkoff 1989). The calibration grid, which provides 12 coplanar points, 
is positioned at three locations along the motorised slideway, giving a total of 36 non-coplanar 
calibration points.
At each grid position, the video image is grabbed using a Datacube Maxvideo200 frame­
grabber at a resolution 512x512 pixels. The images are then processed using software 
developed in-house (Lawson 1997) to find the centres of the calibration squares to sub-pixel 
accuracy. The coefficients of the PPT are derived from the paired world and image co­
ordinates using a singular value decomposition (SVD) algorithm (Press 1988) implemented in 
a C console application. The matrix is then decomposed using the method described by 
Ganapathy (1984) and the calibration parameters written to a text file.
1 Slideway resolution is 0.01mm.
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3.4.2 Testing the calibration process
This section presents the results and an assessment of the calibration method outlined in 
section 3.3 for a typical camera configuration, hi this arrangement, the camera was placed 
approximately 650mm from the world origin and image data from three grid positions spaced 
at 160mm along the motorised slideway was used to calibrate the cameras. Similar results 
were found for different calibration volumes and placements of the world co-ordinate system.
Camera
calibration
positions
aato paiyafrwifrM.'
calibration
grid
motorised
slideway
Figure 3-12 Calibration grid positions
To assess the performance of this calibration method the calibration grid was positioned at 
seven positions, 80mm apart, along the motorised slideway, including locations outside the 
calibration volume. At each grid position the camera image was grabbed and processed to 
determine the image co-ordinates of each calibration point. These measured image co­
ordinates were then compared to the image co-ordinates calculated at various stages of the 
calibration process. These were:-
1. Back projection of the world co-ordinates of the calibration points to image co­
ordinates using the PPT matrix.
2. Using the parameters derived from the PPT matrix a new matrix was formed, which 
was then used to back project the world co-ordinates of the calibration points to image 
co-ordinates.
3. A virtual calibration grid was created and then positioned at the same locations as the 
real grid to determine the image co-ordinates of the centres of the virtual squares.
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The registration error was defined as the difference between the measured image co-ordinate 
and the calculated image co-ordinate. Figure 3-13 presents the average RMS registration error 
at each grid position for each of the above tests and shows it to be less than one framegrabber 
pixel1.
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Figure 3-13 Static registration errors at each grid position
From Figure 3-13 it can be seen that the PPT matrix must contain some error as it fails to 
project the world co-ordinates to the exact measured image co-ordinates. When the PPT is 
decomposed this error is propagated and further error is generated within the calibration 
parameters. This is shown in Figure 3-13 as an increase in RMS registration error for those 
image points that are generated using the calibration parameters. When these parameters are 
used to create a virtual viewpoint and the world co-ordinates are projected to the virtual 
window it is found that there is no further increase in the RMS error. This demonstrates that 
the viewpoint is homogeneous with the pinhole model.
1 One framegrabber pixel is approximately equal to 1.5 WTK window pixels in the horizontal direction.
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Figure 3-14 RMS registration error at each image point (Using PPT matrix to back project world co­
ordinates)
From Figure 3-13 it is also seen that the RMS registration error increases for all three 
measures as the grid position approaches the camera. To examine the cause of this increase 
Figure 3-14 plots the image co-ordinates of each calibration point for two grid positions, that 
nearest to the camera (position 1) and the furthest (position 7). Figure 3-14 also shows the 
RMS registration error at that image point, represented by the radius of each circle. It is seen 
that for position 1 the outer calibration points, which lie nearer to the edge of the image, have 
an increased registration error. This is because the effects of radial lens distortion, which is 
not accounted for in the pinhole model, will become more significant with increased radial 
distance from the centre of the image. Correspondingly, for position 7 the calibration points 
are projected close to the centre of the image and the average registration error is fairly 
constant. The errors plotted in Figure 3-14 were those found by back-projecting the world co­
ordinates using the PPT matrix. Similar charts are given by plotting of the RMS error 
resulting from using the calibration parameters and the RMS error of the virtual image points.
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The combined images of the real and virtual calibration grids at positions 1 and 7 are pictured 
in Figure 3-15.
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Position 1 Position 7
Figure 3-15 The virtual grid overlaid on the real grid
3.4.3 Using a calibration model that accounts for radial lens distortion
With the conclusion that the increase in registration error, as the projected calibration point 
moves outward in the image, was due to the failure to account for radial lens distortion, it was 
decided to calibrate the camera using a more sophisticated model. The Tsai (1987) camera 
model was chosen since software (Tsai 1995) is freely available that implements the non- 
coplanar technique. This camera model is based upon the pinhole model with first order radial 
lens distortion.
Figure 3-16 shows the RMS registration error of individual image points plotted against the 
radial distance of the image point from the projected optical centre, io jo for the two calibration 
models. The chart illustrating the results of the Tsai non-coplanar calibration method shows 
that as radial distance increases the registration error increases significantly. The pinhole 
model on the other hand shows only a slight increase in registration error for the outermost
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points. These results are perhaps unexpected since a method which takes in to consideration 
radial lens distortion should more accurately model a camera that suffers from radial lens 
distortion. However, there is no means of implementing the radial lens distortion component, 
derived by the Tsai calibration process, in the configuration of the WTK viewpoint and 
window so only the remaining parameters are used. These parameters do not include any of 
the compensation for radial lens distortion that is compelled to be incorporated within the 
parameters derived using the pinhole model.
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Figure 3-16 RMS registration error plotted against radial distance from projected optical centre i0,j0
3.4.4 Conclusion
The results of this typical calibration exercise demonstrate that the virtual viewpoint is 
homogeneous to a pinhole model and that the pinhole-based calibration provides the best 
representative parameters. The use of a more sophisticated calibration model is found to 
increase the registration error as its additional parameter, the first order radial lens distortion 
coefficient, could not be implemented in the WTK virtual viewpoint and window. It is likely 
that the user of the AJR. system will automatically centre the region of interest in the image 
where the registration error is smallest. For these reasons, it is acceptable to use the pinhole 
projection model for camera calibration.
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3.5 Summary
This chapter has described the components of the Surrey Augmented Reality and 
Telepresence System and its static calibration. The Active Telepresence System provides the 
display and the tracking functions, whilst the generation and overlay of the graphical images 
is performed using off-the-shelf hardware and software. The static calibration and registration 
of the computer graphics with the images from the cameras is based upon a simple pinhole 
model.
The results of typical static calibration show that the average RMS registration error is less 
than one framegrabber pixel. The theoretical effect of this error will be developed in the next 
chapter, which examines how the configuration of the cameras controls the depth resolution 
of the stereoscopic system i.e. a change of 1 pixel on the display equates to a change in 
position of the associated object point in the world co-ordinate frame. The actual effect of this 
registration error on the performance of the virtual pointer and virtual primitives will be 
demonstrated in Chapters 5 and 6.
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4.1 Introduction
The primary requirement in the implementation of the virtual pointer and virtual primitives is 
the employment of stereo video displays, which provide a perception of depth by exploiting 
the human binocular vision system. The intention of this chapter is to summarise the salient 
information about human visual perception and the features of stereoscopic displays required 
for the appreciation of the work presented in this thesis. It will highlight the limitations of 
such displays and the main factors that must be considered when developing systems that 
incorporate stereoscopic displays. For more detail, the reader is directed to the reference 
works of Levine and Shefher (1991), Diner and Fender (1993) and the StereoGraphics 
Developers Handbook (1997).
4.2 The Human Vision System
A human perceives their environment through five senses, of which sight is considered to 
provide the richest source of information. A visual scene contains many sources of 
information, known as cues, which contribute to the human’s visual perception of the scene.
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4.2.1 Monocular cues
Monocular cues are obtained from a single viewpoint or eye and include, in no particular 
order, relative brightness, shadows, relative size, interposition, texture gradients, perspective 
and motion parallax. The interaction of individual depth cues and their contribution to visual 
perception is still under investigation by psychologists.
In a directly viewed, real environment these cues are generally consistent with each other; 
however, the alteration of one or more cues can cause a corresponding change in the 
perception of the scene, commonly known as an optical illusion. When adding computer­
generated visual components to a stereoscopic view of a real scene care must be taken to 
create realistic cues for these items. The correct use of monocular depth cues can enhance the 
stereoscopic depth cue, whereas inconsistency in the cues may result in errors in the 
perception of depth.
4.2.2 The stereoscopic cue - retinal disparity
Each eye of a human sees a slightly different perspective view due to the separation of the 
eyes. For example, Figure 4-1 shows the left-eye and right-eye views of a simple cube. The 
differences between the two views produce retinal disparity that is acted upon by the human 
brain, in a process known as fusion, to create a single image containing stereoscopic depth 
information. The process resulting in this sense of depth is known as stereopsis.
Figure 4-1 Left-eye and right-eye views of a single cube
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4.2.3 Stereoscopic acuity
Visual acuity is the ability to resolve fine detail. The stereoscopic acuity of a human is defined 
as the relative disparity of two objects which are barely discernible as lying at unequal depths. 
This relative disparity is typically expressed as an angular measure at the eye. Diner and 
Fender (1993) state that stereoscopic acuity varies with individual and that a mean value of 20 
seconds of arc is an acceptable average, hi current stereoscopic displays, the relative disparity 
generated at the eye by a difference in the left and right images of one pixel1 is greater than 
the stereoscopic acuity of the user for a normal viewing distance.
4.2.4 Control systems of the eye
The function of the eye is controlled by three mutually dependent control systems
• binocular fixation on a point of interest
• focusing mechanism
• adjustment of pupil size
The function of these three control systems is to position the images within the foveal region 
of the retina and to bring the images into focus. The three systems are interlinked by a process 
called synkinesis, where all three systems will act to correct a change of stimulus to any of the 
systems. However, stereoscopic viewing devices violate this conditioned response of the triad 
of control systems. For example, when using a stereoscopic monitor the eyes must focus on 
the screen but the images presented may require the eyes to converge behind the screen. The 
result for inexperienced viewers is eyestrain and fatigue. For this reason, many users of 
stereoscopic displays attempt to present objects of interest such that the eyes both focus and 
converge on the plane of the screen.
1 The relative retinal disparity generated by a difference of one pixel, 0.25mm in width, is approximately 75 arc 
seconds for a viewing distance of 0.7m.
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4.3 Stereoscopic displays
Many types of displays have been developed that can present stereoscopic images to the 
viewer, enabling them to perceive the presented scene as a three-dimensional space. A 
discussion of the various types of stereoscopic displays can be found in Diner and Fender 
(1993). The two main types of display commonly used for a small numbers of viewers are 
desktop monitors adapted to present stereoscopic images and head-mounted displays (HMDs), 
the features of which were discussed in Chapter 3.
4.3.1 Perception of the stereoscopic space
A number of parameters affect the perception of the stereoscopic image, including the method 
by which the images are generated, the size and resolution of the displays, and the physical 
attributes of the human observer. The following sections of this chapter identify the variables 
of the display system and discuss their influence on system performance, with particular 
reference to the range of fusible space and the corresponding depth resolution. The discussion 
and equations derived pertain to the use of the stereoscopic monitor, but can be extended to 
head-mounted displays if the optical geometry of the HMD is known.
4.3.2 Display Parallax
A stereoscopic display presents two images projected from slightly different perspective 
viewpoints to the left and right eyes of the viewer. The difference on the display surface 
between the two images is known as parallax. An ideal display will only exhibit horizontal 
parallax, which is defined as the horizontal distance between the two homologous points in 
the left and right images. Screen parallax generates retinal disparity at the eyes of the viewer, 
from which a stereoscopic percept of the displayed scene is produced. Screen parallax is also 
referred to in literature as screen disparity.
Parallax can be measured at the display screen in millimetres. Alternatively, it can be 
expressed as an angular measure, relating the screen parallax to a retinal disparity dependant
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upon the distance of the eyes from the display. Four basic types of parallax exist 
(StereoGraphics 1997).
Corresponding image points lying at the same 
location on the screen have zero parallax. When 
looking at a pair of points with zero parallax the 
eyes are converged on the display screen, with their 
optical axes crossing at the plane of the screen. The 
resulting fused image is perceived to be located at
Figure 4-2 Zero Parallax
the same depth as the screen.
Viewing a pair of points with positive parallax or 
uncrossed parallax causes the eyes to converge with 
the optical axes of the eyes intersecting behind the 
screen surface. The resulting fused image is 
perceived to lie behind the plane of the screen.
Figure 4-3 Positive Parallax
For positive parallax that is equal to the inter-ocular 
distance, i.e. the distance between the observer’s 
eyes, the optical axes will never intersect and the 
fused image will be perceived to lie at infinity.
Figure 4-4 Positive Parallax (equal to 
eye separation)
Negative parallax or crossed parallax causes the 
optical axes to intersect in front of the screen and 
the object appears to lie between the display screen 
and the observer.
Figure 4-5 Negative Parallax
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The retinal disparity generated by a screen parallax, and hence the perceived location of an 
object, is dependent upon the position of the eyes of the viewer relative to the screen.
4.3.3.1 Change in viewing distance
The distance between the viewer’s eyes and the display screen alters the perceived depth of an 
object presented with a given parallax. This is shown Figure 4-6 for an object presented with 
positive parallax. As the viewer moves away from the screen, the object appears to recede into 
the background. As the viewer moves closer to the screen, the object appears to move towards 
them. Confusingly to the inexperienced viewer the opposite is found for objects presented 
with negative parallax as shown in Figure 4-6.
4.3.3 The effect of head movement on the perceived location
Obied moves away
Eyes move 
back
Object
moves
Eyes move
Figure 4-6 Effect of head motion on an object presented with a) fixed positive parallax and b) fixed
negative parallax
4.33.2 Change in horizontal head position
When viewing a scene directly a side-to-side head motion results in motion parallax where 
distant objects appear to move in the same direction as the head with respect to closer objects. 
However, when viewing a scene on a stereoscopic monitor the reverse effect is seen with 
nearer objects travelling in the same direction as head motion.
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4.3.3.3 Change in vertical head position
A change in the vertical position of the head causes a vertical change in the perceived position 
of objects presented stereoscopically. As the head moves up, objects in front of the display 
screen move upwards and objects behind the screen move downwards relative to an object 
presented at the screen. The reverse is found for a downward head movement.
The effect of head movement can be used by a skilled user as an additional depth cue (Diner 
and Fender 1993) but for inexperienced users these cues may be wrongly interpreted. 
Therefore, for experiments examining the performance of the virtual pointer and virtual 
primitives a headrest is used to maintain a fixed head position relative to the screen.
4.3.4 The Depth- viewing volume of a stereo-monitor
For a given eye to screen viewing distance, a stereoscopic monitor has a range of horizontal 
parallaxes that can be fused comfortably by the viewer (StereoGraphics 1997; Parrish et al. 
1992). Outside this range, the viewer can find it difficult to fuse the left and right images 
resulting in a double image. A general but conservative rule of thumb when creating 
stereoscopic images is to not exceed parallax angles of 1.5° (StereoGraphics 1997). Larger 
parallax angles, in particular those generated by negative screen parallax, are fusible as shown 
by the results of an experiment earned out by Woods et al. (1993) to assess the limits of 
stereoscopic vision. This was measured by presenting an object, with either positive or 
negative screen parallax, and moving it into or out from the plane of monitor until a 
breakdown of fusion occurred.
For ten subjects, Woods et al. (1993) found a range of parallax angles from 0.72° to 12.1°. All 
ten subjects were able to fuse images that produced parallax angles greater than 1.5° where 
the parallax was increasing. That is an object was initially presented at a small fusible 
parallax, which was increased until it was no longer fusible. When the reverse condition was 
measured, i.e. an object was presented at a large non fusible parallax which was reduced until 
it was fusible, only six out of the ten subjects could fuse images with parallax greater than 
1.5°. However, subjects who had previous experience with stereoscopic displays could fuse 
much greater parallax values suggesting that exposure to stereoscopic monitors will increase
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the range of fusible depths of a person. The conclusion of Woods et al. (1993) was that in 
order for the images presented on a stereoscopic monitor to be viewable by the majority of 
users the range of depths at the stereoscopic display should be minimised. This is equivalent 
to constraining the extent of screen parallax.
The parallax angle subtended by a given screen parallax is dependent upon the distance 
between the eyes and the monitor as shown in Figure 4-7. The eye is represented as a simple 
pinhole lens. Screen parallax in angular terms is given by (StereoGraphics 1997): -
where 9 is the parallax angle 
Ps is the screen parallax
Vd is the viewing distance, from the eyes to the screen.
Ps
Figure 4-7 Relationship between screen parallax (Ps), viewing distance (Vd) and parallax angle (0)
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As viewing distance increases, so the maximum screen parallax increases, as shown in Figure 
4-8. For a stereoscopic desktop monitor a typical viewing distance, Vd, of 500mm has a 
maximum screen parallax, Psmax of 13mm. This doubles to 26mm as the viewing distance, Vd, 
is increased to 1000mm.
Viewing Distance, Vd (mm)
Figure 4-8 Maximum screen parallax ( P Sm ax )  for a given eye-to-monitor distance (Vd)
The limit on screen parallax is a means of reducing the effect of the breakdown of the 
accommodation/convergence relationship that occurs when using a stereoscopic display. 
When directly viewing an object of interest the eyes rotate to converge on the object, whilst 
simultaneously focusing on the object. However, when viewing the same object on a 
stereoscopic display the eyes converge on the object but this time focus on the monitor screen, 
so violating the accommodation/convergence relationship. Although the brain can still fuse 
the images, this conflict can lead to viewer discomfort and eyestrain, with larger parallax 
values having a greater effect. For this reason it is best to present the region of interest with 
close to zero parallax values as possible.
The maximum values of positive and negative screen parallax define a fusible depth-viewing 
volume (DVV) (Parrish et al. 1992). This is the volume surrounding the display for which the 
stereoscopic images are readily fused. To illustrate the effect the magnitude of the maximum 
screen parallax has on the fusible volume consider the near (Dnear) and far (Dfar) distances.
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These lie on the centreline1 and are defined by the maximum negative and positive screen 
parallaxes respectively, as shown in Figure 4-9. They are given by: -
D,near
s max
Equation 4-2
5 max
Equation 4-3
where
Ie is the eye separation
Vd is the viewing distance and
Psmax is the maximum screen parallax
Figure 4-10 plots the near and far fusible depths as viewing distance, Vd, and eye separation, 
Ie, change. As viewing distance increases, the maximum parallax value increases with a 
corresponding increase in the range of fusible depths. However, as the separation of the eyes 
increases the range of fusible depth, for a set viewing distance, decreases.
For example, for a typical viewing distance Vd=50Qmm and eye separation Ie=65mm the near 
fusible distance D near is 416mm and the far D f ar is 626mm. A doubling of the viewing 
distance, Vd to 1000mm increases the near and far fusible distances to 712mm and 1674mm 
respectively. Alternatively an increase in eye separation from 65mm to 70mm results in a 
slight decrease in the range of fusible distances with the near distance increasing to 421mm 
and the far distance decreasing to 615mm. The effect of eye separation is small relative to the 
effect of viewing distance and therefore it is more important to control the latter when 
selecting an appropriate system configuration.
1 The centreline is the line connecting the midpoint of the camera baseline and the convergence point in camera 
space. Its equivalent in monitor space connects the midpoint of the eyes and the midpoint of the screen. For 
simplicity only the horizontal plane in which the eyes or cameras and the point of convergence lie is considered 
in this and following diagrams.
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Figure 4-9 Near and far fusible depths around the stereoscopic display
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Figure 4-10 Minimum and maximum fusible depths as eye separation and viewing distance increases
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4.3.5 Scaling the real world to fit the depth-viewing volume
As was shown above, a stereoscopic monitor display, whether presenting images of a real 
scene or a computer generated scene, has a restricted depth-viewing volume due to the 
constraints on fusible parallax values (Parrish et al. 1992; Woods et al. 1993). This means that 
the depth information contained in the real scene must be scaled to fit the available depth- 
viewing volume, as depicted in Figure 4-11.
©
©
Real W orld Scene D istance (severa l hundred m etres) 
Fusible range (severa l m etres)
V iew ing d istance, Va
Figure 4-11 The scaling between real space and monitor space
The scaling between the real world scene and monitor space is dependent on four factors: -
• Camera separation
• Camera convergence angle or distance
• Camera focal length or field of view
• Relationship of camera pixels and monitor pixels (monitor scale factor)
The first two factors can be collective taken to define the camera configuration. The latter two 
factors are generally fixed for a given camera/monitor combination.
4.3.6 Selection of Camera Configuration
The optimal camera configuration is a disputed issue amongst the developers and users of 
stereo video systems and psychology researchers. It is generally agreed that parallel cameras
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are the preferred option for generation of the stereoscopic images since they do not generate 
static depth distortion. This occurs in converged camera configurations because the images 
are displayed on the same screen (Diner and Fender 1993). However, it is often difficult to 
achieve the required stereoscopic range of fusible depths and sufficient depth resolution with 
parallel cameras.
4.3.6.1 The effects of converging the cameras
Converged cameras introduce vertical parallax errors between homologous points in the 
stereoscopic image. This is due to perspective effects caused by the misalignment between the 
planes of camera CCD sensor and the display screen as shown Figure 4-12. A horizontal line 
parallel to the baseline of the cameras will appear in the image at a slant due to the angle 
between the camera sensor and the baseline. This effect is not significant at the centre of 
display but can be considerable at the edges. It increases with convergence angle, camera 
separation and decreases with an increase in focal length1. Woods et al. (1993) define this 
effect as keystone distortion.
View on stereoscopic monitor View on stereoscopic monitor
le ft
Camera
Right
Camera
Figure 4-12 A comparison of converged and parallel cameras
Planar surface in real scene 
parallel to camera baseline
1 Woods (1993) found for a viewing distance of approximately 0.8m that vertical parallax errors should not 
exceed 7mm for image fusion to be maintained and that subjects reported eyestrain at the higher values of 
vertical parallax.
Planar surface In real scene 
parallel to camera baseline
le f t  Right
Camera Camera
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Parallel cameras do not produce the vertical parallax errors that are a consequence of 
converged cameras. The images they form are congruent, identical except for horizontal 
parallax since the left and right CCD sensors are coplanar, and match the planar nature of the 
display screen. However, when the images from the parallel cameras are viewed on a stereo- 
monitor the plane of the screen corresponds to infinity in the real scene. The result is that 
everything between the camera and infinity is scaled to fit in the region between the viewer 
and the monitor. In effect, the stereoscopic range of the monitor is only being partially 
utilised. In order to use the full fusible range the images are shifted together electronically in a 
horizontal direction to give a pseudo point of convergence. Points lying on the plane parallel 
to the baseline of the cameras and passing though this pseudo point of convergence will be 
presented on the screen with zero parallax and objects behind this plane will now be perceived 
to lie behind the plane of the monitor.
Woods et al. (1993) have developed a set of general equations that map the 3D space viewed 
by the cameras to monitor space for both converged cameras and parallel cameras that are 
pseudo-converged. They present plots of this mapping which show that both converged and 
parallel formats scale depth in the real world in a non-linear way to depth in monitor space. 
Distances are stretched between the viewer and the screen and compressed between the screen 
and infinity. The plots also show that converging the cameras introduces curvature into the 
depth planes that are parallel to the baseline of the cameras. Objects lying on the same depth 
plane in the real world will appear to be at different depths in the monitor space, with objects 
projected to the comers of the image perceived to be further away than objects at the centre of 
the image. This depth plane curvature is a result of the keystone distortion shown in Figure 
4-12.
4.3.7 Fusible Depth Range for Converged Cameras
The depths in camera space that correspond to the fusible distances in monitor space can be 
calculated using the following method. The cameras shown in Figure 4-13 are represented as 
pinhole lens and are assumed to be converged symmetrically. Therefore for a point lying on 
the centreline the horizontal position, xc> of its image point on the camera sensor will be equal 
but opposite in sign for the left, xci, and right, xcr, cameras.
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For any point on the centreline, the distance, D, from the camera baseline along the centreline 
is
D
2tan(/3 -% )  2
1 + tan (5 tan % 
tan (5 -  tan %
when X
if X
and Tc
 > /3 then D= infinity 
  is the camera separation
Equation 4-4
v t
Figure 4-13 The geometry of converged cameras
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X  1
And substituting for tan % and tan p where tan^  = —— and tan j3 = —— gives
Equation 4-5
t x  T 
when
and Tc is the camera separation
Dc is the convergence distance 
f  is the focal length
xcr is the horizontal position of the image point on the right camera sensor.
For point A, the closest fusible point, the horizontal position of the projected image point on 
the right camera sensor is half the maximum negative camera parallax, Pcmax-
For point C, the farthest fusible point, the horizontal position of the projected image point on 
the right camera sensor is half the maximum positive camera parallax.
P,
2 Equation 4-6
The minimum fusible distance, D mj„ in the real scene is given by : -
T. (4D J ~ P cmJ c )  
4 CT J  + D.P,i _ )
Equation 4-7
P,cmax
cr 2 Equation 4-8
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The maximum fusible distance in the real scene is given by
2 Dcf  + - ^ - T c \  t v
"  ' t j - i d A s A  4
Equation 4-9
4.3.7.1 Monitor Scale Factor
The relationship between camera parallax, Pc, and monitor parallax, Ps, is assumed to be 
linear with a monitor scale factor, s, which is the ratio between the distance on the camera 
sensor and the corresponding distance on the monitor screen.
Equation 4-10
The camera parallax, Pc, of a point on the centreline for a given viewing distance, Vd, and 
parallax angle, 9, is given by: -
Equation 4-11
The minimum and maximum fusible depths in camera space in terms of configuration 
parameters Tc, Dc, f, Vd, s and 9max are given by: -
T
D   = c v
2V (0
a d j - tc- ^ U
w
nun ,  f 2V,
Tcf  + De- * -  tan
fa  \
v 2  j  j
Equation 4-12
2V ( Q 
^Dcf  + Tc — — tan •
2V
Tcf - D e— t- tanl(o  ymax
v 2 j  j
Equation 4-13
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Convergence Distance Dc
Figure 4-14 The effect of varying the stereoscopic system parameters on range of fusible depths for a
converged camera configuration
Figure 4-14 plots the minimum and maximum fusible depths in camera space as the 
configuration parameters are varied for a maximum parallax angle of 1.5°. The greatest 
variation in system performance is offered by controlling Dc, Tc and Vd since for a given 
camera and monitor combination the available variation in s and f  is very small.
Table 4-1 The effect of a 10% increase in a system parameter on the range of fusible distances
Dmin (mm) Dmax (mm)
Typical configuration
Tc=100mm Dc=1000mm 
f=6mm Vd=500mm s=50
696 1775
Tc 100mm to 110mm 715 1659
Dc 1000mm to 1100mm 743 2116
f  6mm to 6.6mm 715 1659
Vd 500mm to 550mm 675 1924
s 50 to 55 715 1659
Dmax
Decreasing
camera separation (Tc) 
focal length (f) 
monitor scale factor (s) 
Increasing
viewing distance (Vd)
convergence 
distance (Dc)
camera separation (Tc) 
focal length (f) 
monitor scale factor (s) 
Increasing
viewing distance (Vd)
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Table 4-1 quantifies the effect of a 10% increase in a given parameter for a typical system 
configuration. An increase in the camera separation, Tc, the focal length, f, or the monitor 
scale factor, s, by 10% produces the same change in the range of fusible depths, whilst the 
convergence distance, Dc and the viewing distance, Vd produce a greater increase.
4.3.8 Depth Resolution for converged cameras
As a measure of depth resolution of a converged camera configuration consider the change in 
the depth of a point, lying on the centreline at the point of convergence of the camera system, 
that corresponds to a change in camera parallax (Pc) of 1 camera pixel. This change in depth is 
calculated by: -
From Equation 4-5
where cp is horizontal width of 1 camera pixel
As the camera separation, Tc, increases for a given convergence distance, Dc, the depth 
resolution at the point of convergence will increase, that is the change in depth for a change in 
parallax of one camera pixel will be smaller. However, this increase in Tc will also reduce the 
range of fusible depths and will increase depth distortion in the mapping from camera to 
monitor space. For the typical configuration given in Table 4-1 the change in depth for a 
change in parallax of one camera pixel at the convergence point is 14.4mm. To double the 
depth resolution the camera separation must also be doubled. Thus the change in depth 
associated with one camera pixel has been reduced to 7.2mm but the range of fusible depths 
has decreased from 1079mm to 463mm. Note that a monitor pixel is equivalent to 
approximately half a camera pixel and therefore the depth resolution defined by display 
resolution is approximately double that defined by camera resolution.
D
Equation 4-14
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4.3.9 Fusible Depth Range for Parallel Cameras
For parallel cameras the depths in camera space that correspond to the fusible distances in 
monitor space can be calculated using the following method. Consider Figure 4-13, which 
shows the geometry of converged cameras. For parallel cameras the angle |3 is zero. 
Therefore, from Equation 4-4 it can be seen that unless angle % is less than zero D will equal 
infinity. That is: -
For y>0 D = oo
For %<0 D =
2tan(0~x) -2tan(x)
Equation 4-15
P
Therefore Dimx = co since xcr = cniax (so xCI>0 and %>0)
and D - = T J  T J
Equation 4-16
This range of depths in camera space, from Dmin to Dmax, maps to the monitor space lying 
between the eyes and the screen, since only negative parallax is generated by a parallel 
camera configuration, hi order to utilise the full range of monitor depths the images from 
parallel cameras are shifted horizontally to produce a pseudo point of convergence. Consider 
the point lying on the centreline of the cameras which produces a total screen parallax of -h s. 
If the images are shifted together by distance hs this point on the centreline will now represent 
the pseudo point of convergence since its screen parallax is now zero. The general equation 
for any distance, D, from the camera baseline is: -
T f
— j - S - -----—-r- Equation 4-17
K
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where hc is the equivalent distance on a camera sensor to hs (screen parallax shift)
For the pseudo point of convergence, D,cp,
= o
For minimum fusible depth, D,
. = — ^min
T J
P +hcmax c
Equation 4-18
Equation 4-19
For maximum fusible depth, Dr
P
x„.. = Tcf
P + hcmax c
Equation 4-20
Note that only if Pcmax>hc will Dmax be less than infinity.
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Figure 4-15 Change in pseudo convergence distance, DcPi the minimum, Dmin and maximum fusible 
depths, Dmax as parallax shift, hs> varies for a given parallel camera configuration (Tc=100mm, f=6mm,
s=50, Vd=500mm)
Figure 4-15 plots the change in the pseudo point of convergence, Dcp, against the horizontal 
screen parallax shift, hs. This shows that as the horizontal shift increases the range of fusible 
depths decreases. To generate a fusible range similar to that given by the typical converged
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camera configuration a horizontal shift of 30mm is required. Although not charted here, 
variation in camera separation, Tc, focal length, f, monitor scaling, s, and viewing distance, 
Vd, will produce a similar trend to that seen in Figure 4-14 which plots the variation in depth 
range with changes in system parameters for converged cameras.
4.3.10 Depth Resolution for parallel cameras with parallax shift
As a measure of depth resolution of a parallel camera configuration consider the change in the 
depth of a point, lying on the centreline at the pseudo point of convergence of the camera 
system, that corresponds to a change in camera parallax (Pc) of 1 camera pixel.
From Equation 4-18
T  f  T  f
D  ±i = ----J — 2------—-r- = — ^—  Equation 4-21
_ 2[ ± A _ A |  h‘ +Cr
2 2v ^ )
where cp is horizontal width of 1 camera pixel
The depth resolution is equal to that calculated for an equivalent converged camera 
configuration. For example, for Tc=T00mm and hs=30mm, then the pseudo convergence 
point, Dcp, is 1000mm and the depth resolution at this point is 14.4mm. If Tc is doubled to 
200mm the horizontal shift required to maintain this pseudo point of convergence must also 
be doubled to 60mm. As for the equivalent converged camera configuration this gives a 
twofold increase in the depth resolution at Dcp=l 000mm of 7.2mm.
Note that for both converged and parallel camera configurations the depth resolution increases 
as distance from the baseline decreases. That is the same change in depth will result in a 
larger change in parallax the nearer the object is to the cameras.
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4.3.11 Parallel versus converged cameras
When setting up a pair of cameras to display a particular task space on a stereoscopic monitor 
three determinations must be made in order to utilise the available monitor space:-
i) The viewing distance, Va, defines the range of fusible depths in monitor space.
ii) The region of interest that should be presented at the surface of the monitor with 
near zero parallax. This defines the convergence distance, Dc, for converged 
cameras or the pseudo convergence distance, Dcp, for parallel cameras with image 
shift.
iii) The required range of fusible depths in the camera workspace, Dmin to Dmax which 
will map to the fusible depth range in monitor space. For the required convergence 
depth, Dc, the specified depth range will determine the camera separation, Tc, of the 
converged camera configuration.
In order to generate the same pseudo point of convergence and the range of fusible depths in 
the camera workspace with a set of parallel cameras as for a pair of converged cameras at the 
same camera separation, Tc, the images must be moved horizontally by a considerable 
parallax shift. In practice, the maximum parallax shift that can be applied to the images from 
parallel cameras is restricted by the capability of the hardware thus limiting the available 
range of fusible depths that can be generated for a given camera separation, hi the case of the 
CrystalEyes View/Record Unit, which combines the left and right video streams into a single 
signal prior to display, the maximum shift achievable from the null position is approximately 
18mm1 on the screen.
To reduce the parallax shift required to generate a certain pseudo convergence distance and 
range of fusible depths the camera separation of the parallel cameras can be reduced but with 
a corresponding decrease in depth resolution. Therefore, for a specified convergence distance 
and range of fusible depths in the camera workspace there is a trade-off between the lower
1 For a 17” monitor.
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depth resolution of the parallel configuration and the depth distortion introduced by the 
converged configuration.
Users of stereoscopic displays that present images of a real scene must balance the required 
depth range and resolution against depth distortion. However, the existence of depth distortion 
is not an issue with the use of the virtual pointer and the virtual primitives since these tools 
rely on the operator minimising the difference in depth between a real and virtual object in 
order to estimate the absolute position of the real object. Provided the real and virtual objects 
are presented with the same depth distortion then the quantity of this depth distortion is not 
significant. More important is depth resolution since this determines how accurately the 
operator can align the virtual object with the real object.
4.3.12 The effect of registration error
In the previous chapter, it was found that a typical system calibration produces an average 
registration error of less than one framegrabber pixel. A measure of the effect of this 
registration error is obtained by considering a point lying on the convergence point of the 
camera system. The error in depth between the real point and virtual point is determined by 
substituting into Equation 4-14 for converged cameras and Equation 4-21 for parallel cameras 
the value of cp that corresponds to this registration error.
For positions that do not lie on the centreline this registration error will result in a 3D error, 
consisting of horizontal and vertical position error as well as an error in depth. The magnitude 
of the components of this 3D error will increase as distance from the camera baseline 
increases for both parallel and converged cameras.
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4.4 Summary
This chapter has introduced the components of the human visual perception, in particular the 
stereopsis depth cue that is exploited by the virtual pointer and virtual primitives. A human 
visually perceives his environment through the integration of many visual cues of which 
stereopsis is one. hi an AR system which provides stereoscopic depth information due 
consideration must also be given to the correct presentation of monoscopic visual cues in the 
computer generated overlays. Potentially errors can confound the stereoscopic cue causing a 
break down of the fused image into a double image. However, this breakdown of the 
stereoscopic image can be used by experienced users as an additional depth cue.
The parameters of a stereoscopic camera system and the associated stereoscopic monitor 
display were then examined. These parameters determine how the images of the real scene are 
perceived by the viewer. The viewing distance, Vd, controls the range of fusible depths in 
monitor space. The convergence distance, Dc or Dcp, determines which region of the real 
scene is presented at the display surface with zero parallax. Finally, the camera separation, Tc, 
then determines the depth resolution and the range of fusible depths in camera space that 
corresponds to those in monitor space. The other factors focal length, f, and monitor scaling 
factor, s, which are generally fixed for a given camera/monitor combination also contribute to 
the mapping of camera space to monitor space.
Theoretically, it is possible to generate the desired characteristics using parallel cameras by 
shifting the images electronically, however the range of movement is limited by the hardware. 
The camera separation can be decreased to decrease the shift required but this also results in a 
decrease in depth resolution. The alternative is to converge the cameras, which will maintain 
depth resolution and give the required attributes but will also introduce distortion in the 
mapping of depths from camera space to monitor space.
For the developer of a system that uses a stereoscopic display for the visual feedback to an 
operator of a telemanipulator, for example, a compromise between depth range and resolution 
and depth distortion must be made. However, when using the virtual pointer and virtual
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primitives depth distortion is not an issue since the user is simply required to match the 
position of a virtual object to a real one. The fact that the real and virtual objects are perceived 
to lie at a different location due to depth distortion to the one they should occupy in the 
monitor space is of no consequence to the viewer as long as they are both perceived to lie at 
the same location as each other. The position given by the virtual pointer or primitive will still 
represent the true location of the real object in the workspace overcoming the problem of 
estimating its position by eye, a method which would be susceptible to effects of depth 
distortions. As depth distortion is not a problem, it is appropriate to use a converged camera 
arrangement that can achieve better depth resolution than the available parallel camera 
configurations.
The equations describing the range of fusible depths in both camera and monitor space and 
the depth resolution of the system will be applied in the next chapter, which reports the results 
of experiments to examine how accurately the virtual pointer can be aligned with an object in 
the remote scene.
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5 Virtual Pointer Experiments
5.1 Introduction
To date the majority of research effort in the field of AR has concentrated on the technical 
aspects of AR systems in both the development of individual components and the overall 
system performance in terms of registration errors. Little research effort has been directed at 
the usability of AR systems (Barfield and Nussbaum 1997). Azuma (1997) in his survey of 
AR research states that perceptual and psychophysical studies are required to study how the 
attributes of an AR system effect the performance of the user.
The aim of this chapter is to present the results of two experiments which explore one aspect 
of human performance when using AR graphical tools with a telepresence system, that of 
using a virtual pointer to select locations in a real but remote environment. To begin with, the 
design, implementation and operation of the virtual pointer will be discussed followed by a 
review of previous experiments with virtual pointers. The methodology and the results of two 
experiments that investigate the accuracy and repeatability with which a virtual pointer can be 
aligned with a real target are then presented.
5.2 The design and operation of virtual pointers
Park and Kazman (1994) correctly state that the optimum design of a virtual pointer, and the 
method by which it is controlled, is likely to be dependent upon the task. However, there are 
several factors to consider during the development of the virtual pointer that will be common
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to all tasks. In particular the form and control of the pointer must be intuitive and must 
enhance the performance of the operator rather than distract the operator from the task.
Several researchers have suggested a cross-hair as a suitable form for a virtual pointer (Park 
and Kazman 1994; DeHoff and Hildebrandt 1989). Fine cross-hairs are commonly found in 
instruments where points are to be selected with a high precision. However, due to the limits 
of the VineGens ‘Pro’ overlay devices it is not practical to use a cross-hair shape since thin 
virtual lines are not overlaid cleanly. The luma-lceying level of the VineGen ‘Pro’ can be 
adjusted to make a virtual cross-hair more visible but this results in artefacts at the edges of 
the cross-hair, which may affect its use. Drascic and Milgram (1991) also compare several 
alternative designs including vertical lines, which were found to be hard to see due to the 
limits of their hardware, and cross-hairs, which were difficult to use.
Figure 5-1 The virtual pointer and its four degrees-of-freedom
One of the problems of virtual pointers, and with AR images in general, is that without prior 
knowledge of the real environment it is difficult to combine the real and virtual images such 
that a correct occlusion cue is generated. The computer graphic images are overlaid on top of 
the camera images with the result that although the virtual pointer may be located behind a 
real object it will still be visible. One outcome is that the stereoscopic image of the virtual 
pointer will break down and the observer will see a double image (Belz et al. 1996). Skilled
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users can exploit this fact to judge when the virtual pointer is behind a real object (Milgram et 
al. 1990) but for inexperienced users, this conflict in visual cues is confusing.
Drascic and Milgram (1991) propose the use of an inverted V-shape. This relies upon the 
likelihood that the space above an object is generally clear so the operator can position the 
virtual pointer and select the point of interest from above. However, this situation may not 
always occur, so steps have been taken in the design and operation of the virtual pointer in the 
Surrey AR system to improve its usability in circumstances where points other than that at the 
top of an object are to be determined. One option is to render the virtual pointer as a 
wireframe so that it appears transparent, however due to the limitations of the VineGen Pro 
overlay devices, as described above, it is difficult to superimpose the fine lines of the 
wireframe pointer properly.
Figure 5-2 The six degrees-of-freedom of the Spacemouse
The shape of the virtual pointer and its behaviour have been selected to firstly reduce the 
probability of a breakdown in fusion of the virtual pointer due to the occlusion problem and 
secondly to aid alignment with the vertices of real object. The virtual pointer used in the 
following experiments is a two-dimensional arrow shaped solid white object, shown in Figure 
5-1. The physical behaviour of the virtual pointer is identical to that of a real pointer. For 
example, just as a real pointer appears smaller in the camera image as it moves away from the 
camera so will the virtual pointer as it moves further from the virtual viewpoint.
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The virtual pointer is controlled using four of the six degrees-of-ffeedom provided by a 
Spacemouse (shown in Figure 5-2) with movement available in three orthogonal directions 
and a rotation about an axis running through the tip of the pointer as illustrated in Figure 5-1. 
The remaining two degrees-of-freedom are not activated since experience has shown that 
novice users find it difficult to control and maintain the orientation of the virtual pointer. The 
ability to rotate the pointer about its tip allows the operator to re-orientate the pointer so that it 
occupies, and operates in, the free space that may surround an object. Additionally by 
orientating the pointer such that one of its edges is vertical or horizontal a visual aid is 
provided during the alignment of the pointer with the vertices of an object having vertical and 
horizontal edges.
The use of a three-dimensional pointer, such as solid cone, has also been considered, however 
it is foimd to be confusing unless directional lighting is incorporated in the virtual world to 
shade the pointer, allowing its different surfaces to be seen. A 3D virtual object rendered with 
only ambient light appears two-dimensional. This at certain orientations can cause 
misinterpretation of the reference point of the pointer and makes it difficult to fuse into a 
single object due to the lack of matching features.
5.3 Previous experiments with virtual pointers
As reported in the review of previous work with virtual pointers, in Chapter 2, several 
researchers have described telepresence systems that implement a virtual pointer, however 
few have published results on the performance of the virtual pointer. Table 5-1 is a summary 
of the results of published experiments with virtual pointers. It also includes experiments that 
test the ability of the user to judge the relative depths of either two real objects or two virtual 
objects when using a stereoscopic display to view the scene.
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Table 5-1 Summary of previous experiments investigating the use of real and virtual pointers viewed
via stereoscopic displays
Reference Task Results
Drascic and 
Milgram 1991, 
Milgram et al. 
1991
Align combinations of real and virtual 
objects viewing the scene on a 
stereoscopic monitor
A subject could align a virtual pointer with 
a real target practically as well as they 
could align a real pointer and a real target, 
with a small bias of placing the pointer 
closer to the cameras.
Bordas et al. 
1996
Align a virtual cursor with the comers of 
a virtual cube displayed on a 
stereoscopic monitor.
Mean parallax error of 2.4 pixels 
(corresponds to mean depth error 10.4mm).
Boritz and 
Booth 1998
Align a virtual pointer with virtual 
targets located ±10cm from the screen 
along x, y and z axes on a stereoscopic 
monitor.
Stereoscopic viewing improves both trial 
completion time and error in depth but has 
no effect on rotation accuracy.
Mean position error in depth is 0.2cm.
Yeh and 
Silverstein 1990
Identify virtual, computer generated 
objects with matching disparities on a 
stereoscopic monitor.
Mean judgement error of 1 pixel
Meregalli et al. 
1994
Align a real peg with a real target 
viewed through a HMD based 
telepresence system
Over a range of 1.5 to 2.5 metres direct 
viewing gave an error less than 5mm. 
Using the HMD increased the error to 
15mm to 70mm over the range.
Parton et al. 
1999, Parton et 
al. 1996
Nulling task to position a real object at 
the same depth as two real targets using 
a HMD at viewing distance of 1.5m and 
3 m.
Observers could perform the task close to 
optimal levels. Direct viewing gave a mean 
error of 13mm and 65.5mm respectively, 
equivalent to binocular disparity of -1 arc 
min and 1 arc min. Using the HMD in a 
static position the errors increased to 16 arc 
min and 7arc min.
Those experiments that required a subject to match the position of two virtual objects report a 
range of error values expressed in terms of screen parallax. Yeh and Silverstein (1990) found 
a mean judgement error of one pixel for a task that required the identification of two objects 
with matching disparities from a selection. The higher parallax error found by Bordas et al. 
(1996) could be attributed to the increased complexity of the task, that of moving a pointer
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with 3DOF to match both the disparity and the location a target. Finally, both Parton et al. 
(1996, 1999) and Meregalli et al. (1994) found that using a head-mounted display to view a 
task to align two real objects the depth error increased significantly in comparison to viewing 
the task directly. This suggests that the introduction of the camera system and/or the display 
device imposed a limit upon the performance of the human subject.
5.3.1 A discussion of potential error sources
This review of earlier experiments with pointers and stereoscopic displays reveals that the 
accuracy of the virtual pointer will not depend solely on the ability o f  the hum an operator .'Three 
further potential sources of error that may influence the performance of the virtual pointer 
have been identified. These are the limits imposed by the display technology, the registration 
error introduced by the calibration process and finally error resulting from deficiencies in the 
model used to express the results in different units.
The performance of individual users may differ due to effects such as fatigue and motivation, 
as well as their stereoscopic acuity. The average ability for a human to distinguish that two 
objects lie at unequal depths is given as a disparity difference of 20 arc seconds (Diner and 
Fender 1993), which is a factor of three greater than that required to discern a single pixel1 on 
a 17” monitor. Therefore, it is probably that it will be the display device that constrains the 
performance of the virtual pointer rather than the stereoscopic acuity of the human operator. 
Robinson and Sood (1985) state that the minimum resolvable depth interval is specified by 
the minimum detectable display parallax. If it is assumed that the parallax for an object is 
altered in steps of one pixel then, for a fixed screen width and viewing distance, as the display 
resolution is increased the smallest change in parallax, and hence perceivable change in depth, 
is reduced.
The change in depth associated with a change in parallax of one display pixel can be 
calculated using the procedure developed in Chapter 4, which assumes that the camera is
1 The relative retinal disparity generated by a difference of one pixel, 0.25mm in width, is approximately 75 arc 
seconds for a viewing distance of 0.7m.
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represented by a pinhole model. Deviations from this assumption will produce error in the 
estimate of depth resolution and in the related process of converting a depth error to an 
equivalent parallax error. Similarly the calibration process, described in Chapter 3, is based 
upon a pinhole representation of the real camera. Discrepancies between the characteristics of 
the camera and its simplified description will produce registration error between the video and 
the overlaid graphical images. The effect of this registration error is that a real object and a 
virtual object that lie at the same position in the real and virtual worlds respectively, will in 
fact be perceived to lie at different locations in the merged environment. Consequently, the 
magnitude of this registration error will determine the accuracy of the virtual pointer.
5.4 Virtual Pointer Experiment 1
The aim of this experiment was to determine the accuracy and repeatability with which an 
operator could align a virtual pointer with a real target. As a comparison, the subject was also 
required to align a real pointer with a real target, a virtual pointer with a virtual target and 
finally a real pointer with a virtual target.
Although similar to that carried out by Drascic and Milgram (1991) this experiment had 
several important differences. The first was that two different displays were used, a 
stereoscopic desktop monitor and a head-mounted display. The former, also used by Drascic 
and Milgram (1991) had a higher display resolution but suffered from crosstalk between the 
left and right images, a problem that was not present in the lower resolution HMD. By testing 
subjects using both types of display, the effect of display resolution and clarity could be 
assessed. A second important difference was the removal of two confounds present in the 
experiment described by Drascic and Milgram (1991). These were the use of an identical 
pointer and target, which provided a relative size depth cue, and secondly the two disparate 
methods of controlling the real pointer and the virtual pointer. In the experiment, described in 
the following pages, the position in depth of the pointer, either real or virtual, was controlled 
by a single input device, and the target was a different shape to the pointer.
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5.4.1 Method
This section describes the selection of subjects, the apparatus used, the experimental design 
and procedure.
5.4.1.1 Subjects
Ten volunteers, all male and ranging in age from 23 to 34, participated in this experiment. 
Five had normal eyesight with the other five having eyesight corrected by glasses which they 
wore during the trials. Three had previously used a stereoscopic monitor and a HMD during 
experiments, two had limited experience and the remaining five had no prior experience. Only 
one subject had some practice in using the Spacemouse input device.
5.4.1.2 Apparatus
The AR system, as described in Chapter 3, was used to generate and overlay the computer 
graphics upon the video from a pair of cameras, with the combined images viewed on either a 
stereoscopic desktop monitor or a head-mounted display. The equipment used in this 
experiment was sub-divided into a remote workspace and local workspace.
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Figure 5-3 Diagram of apparatus in the remote workspace
This experiment considered only a static viewpoint in order to eliminate registration errors 
due to dynamic system lag and so a pair of cameras arranged in a fixed configuration replaced 
the movable stereo-head. The remote workspace apparatus is depicted in Figure 5-3. Two
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Sony XC-999P CCD colour video cameras with a focal length, f, of 6mm, were positioned 
with a fixed camera separation, Tc, of 120mm and a convergence distance, Dc, of 870mm. 
This camera configuration was selected to ensure that the range of movement of the pointer 
lay within the fusible range of depths. The parameters required to set-up the virtual 
viewpoints in the WTK application, were determined using the system calibration outlined in 
Chapter 3.
Figure 5-4 The remote workspace
In the remote workspace a white triangular-shaped target was mounted on a non-motorised 
slideway whilst the real pointer was attached to a motorised slideway, which has an encoder 
resolution of 0.01mm. In the virtual world a pointer and target were created that were 
identical to those in the real scene. The dimensions of the pointer and target can be found in 
Appendix 1. Both slideways were orientated such that their direction of travel was parallel to 
the centreline of the two cameras and consequently the z-axis of the world co-ordinate frame. 
The tip of both the real and virtual pointers was positioned such that it moved along the 
centreline of the cameras thus eliminating any lateral movement which could be used by the 
subject to aid alignment. The tip of the target was positioned a small distance vertically below 
the centreline of the cameras.
In both the real and virtual environments, the pointer and target were white in colour with the 
remainder of both scenes completely black to minimise monoscopic depth cues as shown in 
Figure 5-4. The real and virtual environments were both illuminated by a single directed light
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source placed between the cameras and viewpoints respectively in order to match light levels 
between the environments and to minimise shadows in both scenes.
The local workspace, shown in Figure 5-5, consisted of the stereoscopic monitor and the 
head-mounted display, upon which the combined images were viewed, and the Spacemouse. 
For this experiment the real and the virtual pointers were both moved in depth only by 
displacing the cap of the Spacemouse in the ±z direction, shown in Figure 5-2. Measures were 
taken to match the behaviour of the real and virtual pointers.
Figure 5-5 The local workspace consisting of stereoscopic monitor, HMD and Spacemouse
The local workspace was enclosed to isolate the subject from the viewing the remote scene 
directly and in order to decrease the ambient light level. This allowed the contrast and 
brightness settings of the stereoscopic monitor to be reduced in order to lessen crosstalk 
between the left and right images. The contrast and brightness levels on the HMD controller 
were altered to produce images as close as possible to those on the monitor. When viewing 
the stereoscopic monitor the subjects were positioned with their head on a chin rest to 
maintain a viewing distance, Vd, of 700mm from the eye to the surface of the screen. The
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width of each pixel on the monitor was taken to be 0.25mm, which was the stripe pitch of the 
17” Diamondtron1 CRT monitor.
This arrangement of the remote and local workspaces was designed to control the depth cues 
that were presented to the subject so that ideally only relative size, relative brightness, 
perspective and stereoscopic disparity cues were variable.
5.4.1.3 Experimental design
There were four independent variables with two levels as shown in Table 5-2. All 10 subjects 
tested at each of the 16 possible combinations of the four factors. The combinations were 
presented to each subject in such an order that they alternated between those using the 
stereoscopic monitor and those using the HMD. This pattern was applied in order to minimise 
the possible effects of fatigue and discomfort that could be experienced with long duration 
exposure to head-mounted displays. Half of the subjects began with the monitor whilst the 
other half started with the HMD. The order in which the remaining combinations of factors 
were presented to each subject was randomised with no sequence applied more than once.
Table 5-2 Table of factors, levels and mode of presentation to the subject
Factor Level 1 Level 2 Presentation
Pointer type (P) Real (R) Virtual (V) Randomised
Target type (T) Real (R) Virtual (V) Randomised
Distance of target from 
camera baseline
809mm (1) 967mm (2) Randomised
Display type Stereoscopic monitor 
(MON)
Head-mounted display 
(HMD)
Alternate
Two target distances were tested. Distance 1 lay between the cameras and the point of 
convergence, while distance 2 lay at a depth behind the point of the convergence. The former
1 Diamondtron and Trinitron monitors use an aperture-grille mask consisting of thin vertical wires rather than the 
standard dot mask, which has evenly spaced holes. The benefit o f the former is that the image produced is 
brighter as less of the screen is in the shadow of the mask. The monitor pixel is produced by three stripes rather 
than three dots.
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generated stereoscopic images with a negative screen parallax whilst the latter had a positive 
parallax. The experiment was spilt into three sessions in order to reduce carryover and fatigue 
effects. Each session consisted of a practice element followed by the experimental trials. The 
first session tested four conditions whilst the second and third sessions each tested six 
conditions. Each session was separated by a minimum of 5 hours.
5.4.1.4 Procedure
The subjects were given a standard set of written instructions. These explained the format of 
the experiment, the task and the method by which the pointer could be moved using the 
Spacemouse. Care was taken to avoid giving the subjects any demand characteristics. No 
direction was given as to whether accuracy or time was more important. Subjects were 
welcome to ask questions to clarify the instructions but care was taken to provide no feedback 
on performance in order to limit the effects of learning. The subjects then undertook a period 
of practice during which they were given the opportunity to familiarise themselves with the 
equipment and in particular the method of moving the pointer, both real and virtual, using the 
Spacemouse, and the two display devices.
At the beginning of each trial, the pointer was positioned at a random distance in front of or 
behind the target position from a minimum of 50mm to a maximum of 100mm. The subject 
started the trial by pressing a button; they then proceeded to align the pointer with the target. 
A second button pressed signalled that the subject had completed the task and the trial was 
ended. Between trials, the view of the subject was obscured so they could not see the pointer 
and target being placed at their start positions. Ten trials were completed per condition during 
the experimental tests.
5.4.2 Results
The position of the pointer in world co-ordinates was recorded for each trial along with the 
time taken to complete the trial. However, the data on trial time was not analysed since it was 
dependent upon the distance by which the pointer was randomly offset from the target at the 
beginning of the trial. The depth error for each trial was then calculated as the difference 
between the z value of the target position and the z value of the final pointer position. A
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negative depth error indicated that the pointer was positioned in front of the target, whilst a 
positive depth error specified that the pointer had been placed behind the target.
Q£ Q?
(a) (b)
Figure 5-6 Box plot of ali data for conditions using a) stereoscopic monitor (MON) and b) head-
mounted display (HMD)
Box plots of the depth error data were generated in order to identify individual trials that were 
outliers or extreme values and to examine their validity. These are shown in Figure 5-6. The 
box represents the interquartile range that consists of the middle 50% of values and the line 
across denotes the median. The whiskers are lines that extend from the box to the highest and 
lowest values, excluding outliers and extreme values, which are marked as ‘o’ and *** 
respectively.
The two clusters of extreme values in HMD conditions visible in Figure 5-6b were found to 
be associated with two subjects. Subject 3 in the RPRT2HMD condition had a number of 
large depth errors for which a cause was identified. This was the first set o f experimental trials 
conducted by the subject and it appeared that he failed to complete the task properly. Two 
possible explanations were that the pointer was positioned at the extreme ranges of the 
possible random start position and that the subject had difficulty in fusing the pointer and the 
target due to the large separation in depth or secondly that they had not encountered such as 
large offset in the practice trials and therefore did not expect to have to move the pointer
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through such a distance. However, subsequent trials by this subject in this condition gave a 
low depth error once he realised how to complete the task properly.
The second set of extreme values were associated with subject 2 and occurred for the 
RPRT1HMD condition. These large error values were due to a mistake in the experimental 
procedure with the target placed at the wrong distance. Having identified a cause, and 
knowing that the inclusion of these extreme values would skew the distribution of the data, 
the cases for subject 3 RPRT2HMD and subject 2 RPRT1HMD were eliminated from the 
analysis. None of the other extreme value or outliers, shown in Figure 5-6, were attributable 
to a reason that would justify their exclusion from the data.
Section 5.3.1 discussed the possible sources of error that may be components of the total 
depth error. These were the influence of individual subjects, the registration error between the 
graphical and camera images, modelling inaccuracies and the constraints of the system 
hardware, hi order to examine whether the display device does indeed impose a limitation on 
the achievable performance the error in positioning the pointer must be expressed in terms of 
the difference in parallax between the pointer and the target. The result of making this 
transformation was to normalise the effect o f target distance on the pointer performance.
Table 5-3 Predicted change in depth associated with a change in parallax of a single monitor pixel for
the system configuration used in this experiment
Target Distance Depth Change
809mm 4.9mm
967mm 7.0mm
This point is illustrated in Table 5-3, which shows that the predicted change in depth, 
resulting from an increase in parallax of monitor pixel, increases with target distance. Since 
the horizontal display resolution of head-mounted display is half that of the monitor the depth 
change associated with a change of one pixel on the HMD is double that predicted for the 
monitor. Drascic and Milgram (1991) go one step further and suggest that the error be 
expressed in terms of the convergence angle of the eyes allowing comparison of his results
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with those of future studies. However, this measure is dependent upon the viewing distance, 
and as this value is mis-reported in Drascic and Milgram (1991) and Milgram et al. (1991), 
it is more appropriate to express the error in terms of screen parallax.
Using the equations of section 4.3.7, which characterise the relationship between parallax on a 
stereoscopic monitor display and depths in the camera space for converged cameras, the 
position error in terms of screen parallax is given by: -
p  = p  . - p
s err s pointer J target
p  = 4^T /K .i,„cr - D c ) _  r^APt„8« - a )  Equation 5-1
SOT T/+4 D ^
where
Psen- is the parallax error in mm
Dpointer is the distance of the pointer from the camera baseline along the centreline in mm 
Dtarget is the distance of the target from the camera baseline along the centreline in mm
The parallax errors calculated are representative of the true parallax error which is not directly 
measurable. Table 5-4 reports the overall mean parallax error and standard deviation for the 
eight monitor conditions. These values are charted in Figure 5-7, which plots the mean value 
against target distance for each combination of pointer and target. The error bars represent ± 
one standard deviation.
Table 5-4 Mean Parallax Error and Standard Deviations for Monitor Conditions (in monitor pixels)
VPVT1 VPVT2 RPVT1 RPVT2 RPRT1 RPRT2 VPRT1 VPRT2
M ean -0.6 -0.4 -1.1 -2.7 -0.4 -0.3 1.5 2.1
St.Dev. 1.1 0.8 0.7 0.7 0.6 0.7 0.9 1.1
No of cases 100 100 100 100 100 100 100 100
The graph shows that for conditions where the pointer and target were of the same type 
(RPRT and VPVT) the mean error was less than one monitor pixel in magnitude. The
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negative sign indicates the pointer was positioned in front of the target. These findings 
corresponded to those published by Drascic and Milgram (1991).
Virtual Pointer + Virtual Target —©—Real Pointer + Virtual Target 
~0—Real Pointer + Real Target —a—Virtual Pointer + Real Target
Figure 5-7 Mean Parallax Errors for Monitor Conditions
However for conditions, which combined a pointer and target of different types (VPRT and 
RPVT), a larger mean parallax error was found, which was equal in magnitude but opposite in 
sign for the two conditions. The positive parallax error for RPVT condition showed that the 
real pointer was positioned in front of the virtual target whilst the negative error for the VPRT 
condition indicated the virtual pointer was placed behind the real target. Specifically the 
virtual object was consistently placed behind the real object suggesting that a systematic error 
existed for those conditions that tested combinations of real and virtual.
Table 5-5 Mean Parallax Error and Standard Deviations for HMD Conditions (in monitor pixels)
VPVT1 V PV T 2 R PVT1 R PV T 2 R PRT1 R PR T 2 VJPRT1 V PR T 2
M ean -1.0 -0.6 -2.6 -2.6 -0.4 -0.4 1.3 1.1
St.Dev. 1.2 1.2 0.8 1.1 0.8 0.7 1.2 1.6
N o  o f  cases 100 100 100 100 90 90 100 100
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Similar results were found for those conditions that used the head-mounted display to view 
the stereoscopic scene. The mean parallax errors, given in Table 5-5, are plotted in Figure 5-8 
along with error bars representing ± one standard deviation. The values were expressed in 
terms of monitor pixels rather than HMD pixels to permit a simple comparison between the 
monitor and HMD conditions.
— Virtual Pointer + Virtual Target —o—-Real Pointer + Virtual Target 
—o— Real Pointer + Real Target —o—Virtual Pointer + Real Target
Figure 5-8 Mean Parallax Errors for HMD Conditions
5.4.3 Discussion
If the limiting factor on the performance of the virtual pointer was the resolution of the 
display device it would be expected that the mean would be equal to zero and the standard 
deviation equal or less than one pixel. However, for all combinations of pointer and target this 
was not found to be the case.
The standard deviation was a measure of the variation in the experiment data and hence 
represents the precision with which the pointer was aligned with the target. For monitor 
conditions, a standard deviation of one pixel was found for the virtual pointer and 0.7 pixels 
for the real pointer. The greater precision achieved with the real pointer could be explained by
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a difference in the way the video and graphical images were generated. In the former, the real 
pointer would move continuously across the image as it changes in depth, whereas the virtual 
pointer moved in discrete steps of one graphical pixel due to aliasing. Therefore, 
hypothetically the real pointer could be positioned in depth more precisely than the virtual 
pointer, as not such a large change in depth was required to produce a change in the position 
of the pointer in the image. A similar pattern was found for those conditions using the head- 
mounted display but with a greater magnitude. However the standard deviation, although 
larger, was not double that found for the monitor conditions, as predicted by the resolution of 
the HMD being half that of the monitor.
The expected mean of zero parallax error was not found for any of the conditions. For those 
that tested a pointer and a target of the same type, irrespective of the display device used, the 
mean error was generally half a monitor pixel. The negative sign of the mean parallax error 
indicated that the pointer, whether real or virtual, was placed in front of the target. Since the 
pointer and the target were of the same type, this bias was not a result of a systematic error 
induced by the calibration process or the overlay devices. Drascic and Milgram (1991) 
reported a similar bias in their experiments, which they attributed to an unaccounted for 
perceptual effect. Nevertheless, this bias could exist in all the experimental conditions and 
therefore may have been a component of the larger mean value found for those conditions that 
tested disparate types of pointer and target. It could therefore be a result of error in the target 
distances or other parameters used to calculate the depth and parallax errors. However, since 
it was not possible to directly measure the parallax of an object this potential source of error, 
owing to inaccuracies in the parameters and the model upon which the equations are based, 
cannot be readily confirmed.
For those conditions that examined a pointer and target of different types, once the bias was 
taken into account, a systematic error of two to three pixels was found which indicated that 
the real object was being placed in front of the virtual object. However in practice, the 
subjects were presumably matching the parallax of the pointer to the target to the same 
accuracy as before, but the presence of registration errors meant that they had to place the 
virtual object at an incorrect location in the virtual world in order to generate the correct 
screen parallax. The offset found was slightly greater than anticipated maximum of 1.6
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monitor pixels by the calibration experiments presented in Chapter 3. These found a RMS 
registration error equivalent to a 0.8 monitor pixels for a single camera. The difference could 
be due to dissimilarity between the configuration of the cameras used in this experiment and 
the camera used in the calibration experiment.
5.4.4 Conclusions
Four sources of error were identified which may have contributed to the overall performance 
of the virtual pointer. These were: -
• The ability of the human operator
• The limits imposed by the display technology
• The registration error introduced by the calibration process
• Deficiencies in the model used to express the results in terms of display parallax
Although differences do exist between individual results, no single subject was consistently 
worse than others suggesting that any differences, which may have been caused by factors 
such as fatigue and motivation, were countered by the random order of presentation. 
However, the small bias found, where the pointer was positioned in front of the target, could 
be attributed to a perceptual affect. Alternatively, this bias could have been a systematic error 
introduced during the calculation of both the depth error and the parallax error, due to 
inaccuracies in the parameters used and the model upon which the equations were based. It 
was also found that the theoretical depth resolution specified by the resolution of the display 
was exceeded particularly where a real pointer was used. However, the resolution of the 
display did appear to have an affect since higher variances were found for the head-mounted 
display in comparison to the monitor, although not to the degree predicted. This may have 
been due to the HMD giving higher quality stereoscopic images, as it was not subject to same 
shortcomings as a monitor, such as crosstalk between the left and right images.
The most significant finding was that a systematic error exists between the real and virtual 
worlds. The consequence of this was that the position of an object ill a remote environment,
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determined using the virtual pointer, was subject to depth errors equivalent to 2 to 3 pixels. 
This systematic error was attributed to registration error between the graphical overlays and 
the video images. It was not possible, however, to conclude that this error was dependant 
upon the configuration of the cameras. Therefore, a second experiment was carried out which 
repeated this experiment for cameras converged at different distances and hence different 
theoretical depth resolutions.
5.5 Virtual Pointer Experiment 2
The aim of this experiment was to determine how changing the camera configuration would 
affect the accuracy and repeatability of the virtual pointer, hi addition, the number of target 
distances was increased to permit analysis of trends in the data.
5.5.1 Method
In order to test several camera configurations at more target distances the experiment was 
limited to the investigation of a virtual pointer being aligning with a real target whilst viewing 
the remote workspace on a stereoscopic monitor. The head-mounted display was not tested as 
Experiment 1 had found the performance for the two display types to be similar.
5.5.1.1 Subjects
Five male volunteers ranging in age from 23 to 30 participated in this experiment. Four 
subjects wore glasses to correct their eyesight. All subjects had prior experience of using the 
apparatus.
5.5.1.2 Apparatus
The same apparatus was used as for the previous experiment. However as only a real target 
was to be used, this was mounted on a piece of clear perspex on the motorised slideway, as 
shown in Figure 5-9, thus automating the re-positioning of the target. The perspex was
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subject saw only a white target on a black background.
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Figure 5-9 Real target fixed to transparent perspex and mounted on the motorised slideway 
5.5.1.3 Experimental design
Three camera configurations were tested. These were generated using a fixed inter-camera 
separation, Tc=T20mm, and 3 convergence distances, Dc=591mm, 702mm and 809mm. 
These configurations were selected as their range of fusible depths lay within the range of 
movement of the motorised slideway. Five target distances were calculated for each camera 
configuration. First the theoretical minimum, Dmin, and maximum, Dmax were determined 
using the equations detailed in Chapter 4. The target distances were then distributed within 
this range of fusible depths as shown in Figure 5-10. The equations used and the calculated 
target distances are given in Table 5-6.
Table 5-6 Target Distances
Dc
591mm 702mm 809mm
Target 1 Dc -  66%(DC-Dmin) 502mm 583mm 658mm
Target 2 Dc -  33%(DC-Dniin) 546mm 642mm 734mm
Target 3 Dc 591mm 702mm 809mm
Target 4 Dc -  33%(DC-Dinax) 672mm 825mm 983mm
Target 5 Dc -  eeVofDc-D™,) 753mm 948mm 1156mm
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Figure 5-10 Diagram to show the distribution of targets in relation to the properties Dmin, Dc and Dmax.
This method of selecting the target distances results in each target having a defined screen 
parallax independent of the configuration of the cameras, since the range of fusible depths is 
determined using the allowable maximum screen parallax. Every matched target should 
therefore be perceived at the same depth in the local workspace irrespective of its depth in 
camera space. The estimated screen parallax for each target is given in Table 5-7. The 
negative parallax indicates the target will be perceived to lie between the subject and monitor 
screen.
Table 5-7 Screen parallax for each target
Target Number 1 2 3 4 5
Estimated Screen Parallax for Vd=700mm (pixels) -43 -19 0 32 55
5.5.1.4 Procedure
Each subject completed two sessions per camera configuration. In each session all five target 
distances were presented in a random order and were tested ten times, thus giving a total of 20
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trials per distance. There was no requirement for practice as all five subjects had completed 
the previous experiment. At the beginning of each trial, the pointer was positioned at a 
random distance in front of, or behind the target position from a minimum of 25mm to a 
maximum of 50mm. The subject started the trial by pressing a button; they then proceeded to 
align the pointer with the target. A second button press signalled that the subject had 
completed the task and the trial was ended. Between trials, the view of the subject was 
obscured so they could not see the pointer and target being placed at their start positions.
5 .5 .2  Results
As for the previous experiment, the position of the virtual pointer was recorded and the depth 
error calculated. A box plot of all trials detected several extreme data points but no reason was 
identified to eliminate them. As before the error between pointer position and target position 
was calculated in terms of screen parallax. Figure 5-11 plots the standard deviations in 
monitor pixels against the screen parallax of the target for the three camera configurations, 
whilst Figure 5-12 charts the mean parallax error.
2.5 T
2.0 -
-60
—I----------------- 1------------Q-.0—I---------------- l-----------------H
-40 -20 0 20 40
Target Parallax (monitor pixels)
60
ODc=590.6mm □Dc=702.4mm ADc=809,4mm
Figure 5-11 Standard Deviations in terms of screen parallax
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Figure 5-11 shows that the standard deviation was similar for each of the camera 
configurations with the virtual pointer being aligned with the real target to a precision close to 
one pixel. This standard deviation of one monitor pixel corresponded to that found in the 
previous experiment for virtual pointer conditions.
y = 0.014x + 1.346 
R2 = 0.98
***
y = 0.021 X + 0.865 
2 = 0.98
y = 0.020x-0.014 
R2 = 0.99
-0.5 T 
- 1.0 -  
-1.5
Target Parallax (monitor pixels)
ODc=590.6mm □Dc=702,4mm ADc=809.4mm
Figure 5-12 Mean screen parallax errors
Figure 5-12 shows that a general linear trend in the data points existed for all three camera 
configurations. The gradients of all three trend lines were similar and, although close to zero, 
the mean parallax error can be seen to be increasing with target distance. The equations in 
Figure 5-12 also contain a constant offset that defines where the line intersects the y-axis. 
However, a relationship between the convergence distance, Dc, and the magnitude of this 
offset was not observable.
In the previous experiment, this offset was attributed to registration error, but no comment 
was made whether this error was constant or variable. Figure 5-12 shows that the registration 
error both varied as target distance increased, and contained a constant but random 
component. Potential sources of error that may produce this trend were identified. These 
relate to the hardware that is used to overlay the graphics and display the combined image and 
included; -
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The keyer type, key level, size and position settings of the VineGen Pro overlay devices 
which determine how the graphics are combined with the video image. (see section 3.2.6)
The sharpness settings of CrystalEyes View/Record unit which alters the image quality 
of the stereoscopic images.
The contrast, brightness and image size settings of the stereoscopic monitor which 
adjust the appearance of the stereoscopic images.
One example of a configuration setting that influences the presentation of the overlaid images 
is the key level of the VineGen Pro overlay device. This controls how the graphical image is 
combined with the video image. Figure 5-13 reveals the effect on the tip of the virtual pointer 
as the key level is changed. Two close-up images of the pointer and the target on the monitor 
screen were captured. These show that the tip of the pointer moves both horizontally and 
vertically in the image as the key level is changed. This will alter the screen parallax with the 
outcome that the observer will perceive the depth of the pointer to change although it has not 
moved in the virtual world. At the maximum key level the view of the real world is overlaid 
entirely by the virtual image and hence the real target is obscured.
lines added to 
highlight the edge 
of the pointer
Figure 5-13 Effect of key-level1 a) maximum key-level, b) minimum key-level (As the luminance level is 
increased the outermost pixels of the virtual pointer are no longer overlaid and the tip of the pointer
moves upwards and to the right in the image)
These hardware parameters were investigated using a single subject to determine if altering 
them would modify the trend observed in the parallax error data. However, the slope 
remained as shown in Figure 5-14, which plots all the data points for these various tests. No 
connection between the system configuration and the trend in the data was identifiable and the 
standard deviations continued to be close one monitor pixel.
1 The VineGen ‘Pro’ overlay devices use luma keying to combine the graphical and video images. The key level 
controls the luminance level. Pixels in the graphical image brighter than this level are overlaid on the video 
image. The maximum key level corresponds to the lowest luminance level.
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o Dc=590.6mm (data from e x p t2)
bi Dc=809.4mm (data from exp t2)
Dc=702.4mm (data from ex pt 2)
«  Dc=702.4mm (VineGen settings 1)
Dc=702.4mm (VineGen settings 2)
Dc=702.4mm (VineGen settings 3)
Dc=702.4mm (VineGen settings 4)
Dc=702.4mm ( reduced contrasts brightness 
on monitor & increased sharpness on 
CrystalEyes unit) 
x  Dc=702.4mm (normal contrasts brightness on 
monitor S increased sharpness on CrystalEyes 
unit)
q Dc=702.4mm ( reduced contrast S brightness 
on monitor S normal sharpness on 
CrystalEyes)
Figure 5-14 Results of various tests to assess the effect of changing hardware settings on the mean
parallax error
Altering the hardware settings of the VineGen ‘Pro’ units, the CrystalEyes unit and the 
stereoscopic monitor did not change the positive gradient shown by the parallax error as target 
distance increased. However, these hardware settings did result in a varying offset along the y 
axis verifying that care must be taken in configuring the system correctly to minimise 
systematic errors.
5.5.3 Discussion
The fact that Figure 5-14 reveals that no change in slope occurs as the camera configuration 
and other hardware settings are altered, suggests that the upward trend in the data is an 
artefact of the calibration process. Additionally no consistent pattern is detected in the offsets. 
Moreover, for a given camera configuration, if it is calibrated twice two different offsets can 
be produced. This implies that the scaling and offset between the real and virtual worlds is the 
result of imperfections in the calibration data and or the calibration model. The former may be 
due to noise in the image or world coordinates for the calibration points or insufficient
Target Parallax (m on ito r p ixels)
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resolution in the framegrabber. The latter includes the failure to account for factors such as 
lens distortion in the pinhole camera model or errors due to assumptions in Ganapathy’s 
(1984) method of decomposing the perspective transformation matrix to determine individual 
parameters.
Errors in the parameters used to configure the virtual viewpoint will mean that the projection 
of the virtual world is slightly different compared to the real world, resulting in registration 
errors between the overlaid graphics and the camera image. As the stereoscopic view consists 
of two images, the left and the right, the registration errors will exist in both images to some 
degree. The supposition is that the subject adjusts the position of the virtual pointer until its 
disparity matches that of the real target. The screen parallaxes of the two objects will now 
be equivalent but the combined registration error means that the position given by the virtual 
pointer is inaccurate.
The observation that the registration error also varies with target depth suggests that there is a 
scaling in between the projection models of the camera and the virtual viewpoint, similar to a 
change in focal length or a change in the size of the imaging sensor or virtual window. One 
approach is to visualise the trend in the data as the result of the virtual world being scaled 
relative to the real world. The positive slope indicates that the virtual world is compressed 
relative to the real world, and the value at the intersection of the trend line and the x-axis 
indicates the depth at which this scaling originates about.
5.5.4 Conclusions
This second experiment has shown that a linear trend exists in the behaviour of the virtual 
pointer that is independent of the configuration of the cameras. The precision of one monitor 
pixel is consistent with the findings of the first experiment. However, the use of additional 
targets has shown a trend in the data with the mean parallax error increasing with target 
distance. Visually the virtual world appears slightly compressed in relation to the real world 
and it is concluded that this linear trend is introduced by the calibration procedure since the 
effect is similar to that generated by a change in focal length for the pinhole camera model.
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The calibration produces a set of parameters that offers the best fit to a set of calibration data. 
Error in this best fit model can be attributed to two causes 1) the data contains errors due to 
lack of precision in their measurement or random noise and 2) The model is too simple and 
fails to account adequately for the characteristics of the camera. Options to reduce these errors 
include increasing the number of calibration points, using a higher resolution framegrabber, 
employing an alternative method to decompose the perspective transformation matrix (Strat 
1984), or implementing a more sophisticated camera model such as that described by Tsai 
(1987).
5.6 Summary
This chapter commenced with a discussion on the design and operation of the virtual pointer. 
A simple 2D shape was chosen that was controlled using a Spacemouse with 3DOF in 
translation and 1DOF in rotation. The motivation for this choice of design and control was 
twofold. Firstly to aid the user in aligning the virtual pointer with objects which have distinct 
features, such as comers, and secondly to allow it to operate in the free space around an 
object, thus reducing the problem of occlusion.
A review of previous experiments with pointers and stereoscopic displays found that there 
was little published data on the use of a virtual pointer but the few results suggested that the 
resolution of the display was a limiting factor on the achievable performance. Two 
experiments were earned out with the aim of determining the precision and accuracy with 
which a virtual pointer can be positioned on a target, in order to determine the location of that 
target either in camera or world space. It was found that a pointer could be aligned with a 
target of the same type with a mean parallax of less than one monitor pixel and a repeatability 
of one pixel. However, if the pointer was of a different type to the target a systematic error 
was observed. The second experiment showed a trend in the behaviour of the virtual pointer 
consisting of a constant offset and a linear increase in parallax error with target distance.
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Various system variables were identified that are produced by the hardware, and have the 
potential to introduce inaccuracies into the images and hence alignment error. However, these 
alone were not found to account for the trend exhibited in the results of the second 
experiment. Therefore, it is concluded that the mean positioning error is due to registration 
error generated during the calibration of the system. This is equivalent to a scaling between 
the virtual and real environments. In addition to using a higher resolution framegrabber and a 
more sophisticated calibration model, the shift of future systems to a digital format would 
allow greater control over the merging of the real and virtual images and hence better capacity 
to identify, measure and reduce such calibration errors. If the registration error could be 
reduced to near zero, it is proposed that a virtual pointer would be aligned with a real target to 
the same accuracy and repeatability as found for pointers and target of the same type 
(0.7±lpixel). hr the meantime, the accuracy achievable by the virtual pointer (2±lpixel) is still 
functional for applications where the estimated position of an object in a remote environment 
is required.
These two experiments have investigated the performance of the virtual pointer in the task of 
aligning it with a real object in depth only. However, in a real application the virtual pointer 
will be used to determine the co-ordinates of a point of interest in three dimensions, hr the 
next chapter, the virtual pointer is used in this way during the creation of virtual primitives. 
However, rather than using the virtual pointer to identify discrete locations, the virtual 
primitives provide visual feedback on positions selected by allowing the user to compare a 
wireframe overlay with the real object as the virtual primitive is being created. As error is 
more readily apparent and can be corrected it is expected that the virtual primitives will be 
more accurate than the virtual pointer operating alone.
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6 Identification and characterisation of real objects 
using virtual primitives
6.1 Introduction
In Chapter 2 the concept of virtual primitives was introduced. Utilising the cognitive abilities 
of a human to characterise a visual scene, this generic software tool allows the operator to 
interactively create a facsimile of features of interest and integrate them in real-time into a 3D 
model of the remote environment. The advantages of the virtual primitives are that they 
intuitively aid the operator in the task of modelling the feature and provide real-time, on-line 
visual feedback on the decisions being made by the user.
Virfasal Pointer Virtual Primitive
Figure 6-1 Flowchart to compare the process of using a) a virtual pointer and b) a virtual primitive to
model a feature
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The operator can constantly review the consequences of their decisions during their creation 
and manipulation of the wireframe representation of the object being modelled. Any mistakes 
are readily apparent and can be corrected. To complete the same task using the virtual pointer 
the operator must first select a set of points in a specified order before a best-fit model can be 
generated. Only then will errors in the point data be visible to the user and if significant, the 
entire procedure will have to be repeated. It is anticipated that this disjointed process will take 
longer than using the more intuitive virtual primitive tool. Figure 6-1 illustrates the key 
difference between using the virtual pointer and the virtual primitive to model an object, that 
of the provision of visual feedback on the actions and decisions of the user.
This chapter first describes the implementation of the virtual primitives. Then an experiment 
to compare the virtual primitives to the virtual pointer for several shapes is presented.
6.2 A library of virtual primitives
A library of standard shapes, illustrated in Table 6-1, have been developed including cuboid, 
cylinder, sphere, cone, truncated cone, triangular and square based prisms and pyramids. 
These shapes are based upon those typically available in 3D CAD and modelling packages, 
where primitives are combined to produce more complex objects using Boolean operations. A 
novel difference between these CAD primitives and the virtual primitives lies in how they are 
generated. The former are created either by specifying a set of parameters, (e.g. a cylinder’s 
length and radius), or drawn by the user in a constrained space presented in a 2d perspective 
window using a click and drag method. For example, the face of the cylinder is created by 
clicking at the centre and dragging a line out along the horizontal (x, y) plane until the desired 
radius is achieved and then drag parallel to the z axis to define the length of the cylinder. The 
cylinder can then be manipulated to the desired orientation if the rotation angles about each of 
the three axes are known.
The virtual primitives, however, exploit the principal feature of a stereoscopic display, that is 
the operator perceives the remote space in three dimensions. For a given pair of stereo images 
of the virtual pointer this can only represent a single discrete location in the remote space.
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Table 6-1 The library of virtual primitives
GENERAL - Modelling 3D objects
Name Graphic Name Graphic
Cuboid w Cylinder
Square-based pyramid 4k Cone
Triangular-based
pyramid
Truncated Cone #
Triangular-based prism ▲ Sphere 4 0 7
APPLICATION SPECIFIC -  SEWER INSPECTION
Mapping features on a curved surface 
The virtual pointer is constrained such that its tip lies on the cylinder.
Name Graphic Name Graphic
Circumferential Line Freehand line "J
Longitudinal Line Area
Elliptical Line o
Ph.D. Alison Wheeler (2000) 138
Chapter 6: Identification and characterisation o f real objects using virtual primitives
Therefore it is no longer necessary to constrain the primitives to be created with reference to a 
specified construction plane; instead they can be created at the desired location and 
orientation directly. The relationship between the vertices of the shape is still constrained so 
aiding the operator in the process of creating an object of the required form.
6.2.1 The construction of virtual primitives
With the exception of the sphere, the virtual primitives described here are constructed by 
creating one face of the object and then dragging this face along its normal to create a three- 
dimensional volume. This process is charted in Figure 6-2 and the associated mathematical 
algorithms can be found in Appendix 2. The virtual primitives are drawn as wireframe objects 
allowing the user to continue to see the real object. The construction process begins by the 
user selecting the type o f primitive they wish to use. The virtual pointer is then displayed and 
the user selects the first point on the object.
If the primitive has straight sides (cuboid, pyramid etc.) a vertex is chosen as the initial point. 
A line is then drawn between the first vertex selected and the tip of the virtual pointer. As the 
pointer moves, the line stays attached and aids the user in specifying the second vertex by 
providing a matching cue between the virtual line and the edge of the real object. One edge of 
the face has now been specified and depending on the type of primitives selected, a face is 
drawn (e.g. a rectangle for a cuboid, a triangle for a pyramid). As the user moves the virtual 
pointer, the face changes in size and orientation but the first edge remains fixed. When the 
user is satisfied that the virtual face is aligned with the face of the real object a button press 
secures its vertices. The user now drags this face along its normal to create the 3D object. A 
final button press fixes the object and adds it to the virtual model of the remote environment. 
Figure 6-3 shows an example of a cuboid virtual primitive being used to model a real cube.
Alternatively, if the face has curved sides, i.e. the circular base of a cylinder or cone, the user 
selects two points on the edge of the circular face using the virtual pointer. Then as the virtual 
pointer is moved a circle is drawn which passes through these two points and the tip of the 
virtual pointer. The user manipulates the virtual pointer until the circle is aligned with the 
edge of the face of the real object. A button press fixes the third location and defines the
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circular face, which is then dragged along its normal to create a volume. If the object is a 
cylinder with parallel sides the radius of dragged circle remains constant. However, if the 
object does not have parallel sides the radius of the dragged circle is varied depending on the 
distance of the virtual pointer from the centreline of the object and if the object is a cone the 
radius is set to zero. The sphere is slightly different in its construction as the user creates a 
circle to match an equatorial plane and hence defines the location and size of the sphere.
The library of standard virtual primitives can be adapted and expanded to include more 
specific shapes to meet the requirements of the application. Virtual primitives are not 
confined to 3D shapes but can include lines and surfaces. For example, in the following 
chapter the concept of virtual primitives is applied to the inspection of underground sewers. 
For this case study a set of virtual primitives was developed that could map features on the 
surface of the sewer such as cracks and areas of damage.
6.2.2 The tweak tool
During the construction of the virtual primitive, any error in the location of one of the points 
specified by the virtual pointer will become readily apparent as a rotation or misplacement of 
the wire-frame model. Using the ‘tweak’ tool, the user can select the point which is deemed to 
contain errors and use keystrokes to make a fine adjustment in its position and orientation. As 
this is in progress the wire-frame virtual primitive will move and rotate according to the 
change in position of the point, allowing the user to produce a more accurately aligned model.
6.2.3 The snap tool
Several virtual primitives may be used to construct a more complex object. The snap tool aids 
this process by allowing the user to create one primitive and then use key locations from this 
first primitive, such as its vertices and edges, during the creation of the second primitive. 
Alternatively, if  the object of interest is very complex the operator may decide that it is 
simpler and quicker to enclose the object using a suitable virtual primitive to represent the 
object and in order to obtain an estimate of its position, orientation and volume.
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Figure 6-2 The process of creating a general virtual primitive
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Figure 6-3 Images and description of the cuboid virtual primitive in use
1 The operator views the real object and chooses to model it 
using the cuboid virtual primitive tool.
2 The operator aligns the virtual pointer with the comer of a 
cuboid object in the remote environment and selects the first 
point, P(
3 The operator then drags the pointer to an adjacent comer of 
the cuboid object. A virtual line joins the first primary point 
and the end of the virtual pointer to aid location of the virtual 
pointer with the comer.
i
4 Once aligned the operator presses a button to select the 
second primary point, P2. To improve clarity in the following 
steps the virtual pointer is made invisible. It still exists in the 
virtual world and is controlled by the input device.
Ph.D. Alison Wheeler (2000) 142
Chapter 6: Identification and characterisation o f real objects using virtual primitives
5 The operator now drags the ‘invisible’ pointer to create a 
rectangle. The primary line, P 1P2, and the position of the 
pointer, P3, defines a rectangle since the sides adjacent to the 
primary line must lie at right angles to this line, and the line 
parallel to the primary line must pass through the pointer’s 
position, P3.
6 Once the rectangle is aligned with a side of the real cuboid 
object a button press fixes its position in the virtual world.
7 The operator drags this rectangle to create a wire-frame 
model outlining the cuboid shape. Once again the location and 
orientation of the virtual rectangle and the position of the 
pointer, P4, define the wire-frame lines. The perpendicular 
distance from the pointer to the plane of the rectangle defines 
the length of the wire-frame model.
8 Once the operator is satisfied that the wire-frame model is 
aligned with the real cuboid object, a button press fixes the 
size, position and orientation of the wire-frame model.
9 The wire-frame model is then converted to a solid geometry 
model that is added to the virtual world hierarchy and rendered 
if required. The graphical model appears at the same location 
in the remote environment as the real object.
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6.3 Experiment to investigate the performance of virtual primitives 
in determining the characteristics of three objects
6.3.1 Experiment aim
The aim of this experiment was to investigate the performance of the virtual primitives in 
determining the characteristics, i.e. the location, orientation and dimensions, of three test 
objects. The virtual pointer was also used to pick discrete points on the object to which a 
shape was subsequently fitted off-line so its parameters could be compared with those 
determined using the virtual primitive.
6.3.2 Method
Six subjects, five males and one female, aged between 21 and 29 years, who had varying 
experience with stereoscopic displays and the virtual pointer, participated in these trials. 
Where necessary the subject wore corrective eyewear during the experiment.
The three test objects were a cube, a cylinder and a sphere. All three objects were placed in 
turn at the point of convergence and at an orientation of 45° to the camera baseline. The 
cameras were converged at 700mm with a separation of 126mm. The subjects viewed the 
remote scene on a 17” stereoscopic monitor with a viewing distance of approximately 
700mm. They were isolated from the remote environment by a physical barrier that also 
reduced the ambient lighting conditions in the local workspace.
Each object was tested in a different session during which the subject completed two tasks. 
The first was to select a number of specified points on the test object using a virtual pointer. 
For the cuboid, they were asked to select the six visible comers, for the cylinder four points 
on the front edge and two on the rear edge, and for the sphere, six points anywhere on the 
surface. They were given five minutes to practice this task, followed by five experimental 
trials. A shape Was subsequently fitted off-line to each set of points.
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For the second task each subject was shown a demonstration of the virtual primitive, 
including the use of the tweak option, and then given five minutes to practice using the tool. 
The subject then constructed five graphical models of the test object using the virtual 
primitive. For both tasks, the virtual pointer was set a fixed initial position prior to the start of 
the trial.
6.3.3 Results
Thirty trials were completed per test object in each of the conditions. As well as the position, 
orientation and the dimensions of the object, the time to complete the task was recorded.
6.3.3.1 3D Position Errors
The nature of the cube test object, with its defined vertices, allowed the accuracy and 
precision of the virtual pointer to be assessed for a 3DOF task. In Chapter 5 an experiment 
examined its performance for a ID OF task using a similar camera configuration (Tc-120mm 
and Dc =702mm). It found that the mean absolute depth error for a target at the point of 
convergence was 2.4mm, with a standard deviation of 2.3mm. Table 6-2 reports the mean 
absolute error in x, y and z for the comers of the test cube found using the virtual pointer. It 
shows that for this more complex task the magnitudes of the error and standard deviation were 
increased with the expansion of the degrees of freedom. Table 6-2 also shows that, using the 
virtual primitive to define the vertices of the test object, the mean error in x, y and z remains 
comparable to that of the virtual pointer but with a reduced variance and hence improved 
precision.
Table 6-2 Mean absolute errors at the corners of the cube test object
X (mm) Y (mm) Z (min)
Mean St.Dev. Mean St.Dev. Mean St.Dev.
Virtual Pointer 3.6 4.3 2.5 2.3 8.3 16.0
Virtual Primitive 3.3 2.2 2.7 1.8 6.1 6.6
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63.3.2 Object Characteristics
In order to allow a comparison between the virtual pointer and the virtual primitive the 
following methods were used to fit a shape, off-line, to the data points selected using the 
virtual pointer.
Cube Four vertices were chosen that represent the most common approach taken by 
subjects during the construction of the virtual primitive. In Figure 6-4 these 
vertices are labelled 1, 2, 3 and 5. They were then applied to the algorithms, given 
in Appendix 2, which are used to generate the cuboid virtual primitive, such that 
P i=1,P2=2, P3 =5 and P4=3.
Figure 6-4 Diagram show vertices selected using the virtual pointer and the dimensions A, B and C of
the cube.
Cylinder Using the algorithms given in Appendix 2, a plane and then a circle were fitted to 
the three of the points selected on the front face. The two points on the rear edge 
were then used to calculate the length of the cylinder.
Sphere Unlike the cube and the cylinder, where the order of the points must be 
established before a shape can be fitted to them, for the sphere it was assumed that 
the points lie on the surface of the sphere. However it was not known whether 
they lie on an equatorial plane as specified during the construction of the virtual 
primitive. Therefore, a set of linear equations was generated and singular value 
decomposition, SVD, used to solve for the coefficients of the equation of a sphere 
that best fitted the six points supplied by the virtual pointer.
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The following tables report the accepted value for each object characteristic and the mean 
error and standard deviation values determined by a) fitting a shape to the data points 
provided by the virtual pointer and b) using the virtual primitives. The error was calculated by 
subtracting the measured value from the accepted value. The accepted value was determined 
by measuring the object using vernier callipers to record its dimensions and by estimating the 
position and orientation of the object in the world co-ordinate frame. The consequence of any 
error in the accepted value would be an adjustment in the mean error that would be the 
identical for both the results obtained via the virtual pointer and the virtual primitives.
Table 6-3 Characteristics of the Cube Test Object
Virtual Pointer Virtual Primitive
Measure Unit
Accepted
Value
Mean
Error
St.Dev.
Mean
Error
St.Dev.
Centre X coord mni 214.4 -5.4 5.8 -1.0 1.6
Centre Y coord mm 38.5 -5.4 4.5 -3.0 1.1
Centre Z coord mm -11.8 -1.4 5.2 -4.5 5.4
Length Side A mm 140.0 -0.7 4.5 2.1 4.2
Length Side B mm 140.0 -0.1 4.3 1.9 1.6
Length Side C mm 140.0 3.3 9.6 8.8 7.4
Angle with X axis deg 45.0 1.3 1.7 1.1 1.6
Angle with Y axis deg 90.0 3.3 4.5 0.8 0.9
Angle with Z axis deg 135.0 1.9 2.1 1.2 1.6
The performance difference between using the virtual pointer and the virtual primitive for the 
cube test object was slight. This was because the cube has distinctive vertices with which the 
virtual pointer could be readily aligned negating the advantage of the virtual primitive. Using 
the virtual primitive, the subjects were also inclined to underestimate the depth of the object, 
possibly due to poor visibility of the back edge caused by lack of contrast between the cube 
and the black background. This effect was demonstrated by the larger error in the length of 
side C and also accounts for the increased error in the z component of the position of the cube. 
However, the virtual primitive did give superior accuracy and repeatability for the orientation 
of the test object.
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Table 6-4 Characteristics of the Sphere Test Object
Virtual Pointer Virtual Primitive
Measure Unit
Accepted
Value
Mean
Error
St.Dev.
Mean
Error
St.Dev.
Centre X coord mm 110.5 -0.9 3.2 0.7 1.7
Centre Y coord mm 12.5 -0.2 4.5 1.2 2.1
Centre Z coord mm -12.8 0.4 22.5 -7.3 6.9
Radius mm 30.0 1.9 5.1 0.8 1.7
The sphere was an ambiguous shape since it had no surface features to aid alignment of the 
virtual pointer. Most subjects therefore, positioned the virtual pointer at the border of the sphere 
with the background or at reflections on its surface. The mean error in the position of the 
sphere was lower for the virtual pointer condition. However, this was due to the best-fit 
sphere being calculated using six data points, whereas the virtual primitive was based upon 
only three and was therefore more sensitive to error in these points. Most subjects did not 
attempt to ‘tweak’ the wireframe primitive to adjust its position. This may be due to the 
posterior lines of the wireframe generating a conflict in the occlusion cue since they inteipose 
the front surface o f the sphere. However, the virtual primitive is more accurate and repeatable 
in determining the radius of the sphere.
Table 6-5 Characteristics of the Cylinder Test Object
Virtual Pointer Virtual Primitive
Measure Unit
Accepted
Value
Mean
Error
St.Dev.
Mean
Error
St.Dev.
Centre X coord mm 203.2 8.6 11.3 1.2 1.6
Centre Y coord mm -8.5 -5.7 8.5 -2.4 1.1
Centre Z coord mm 29.5 -5.0 9.5 2.1 9.7
Angle with X axis degree 45.0 -10.0 15.5 -3.5 4.7
Angle with Y axis degree 90.0 5.5 11.8 0.5 1.0
Angle with Z axis degree 135.0 -6.2 12.2 -3.5 4.7
Radius mm 25.0 -1.6 2.9 0.1 0.9
Length mm 120.0 11.6 21.4 -4.7 15.3
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The cylinder test object produced the most significant difference between performance of the 
virtual pointer and the virtual primitive. This is clearly illustrated in Figure 6-5 to Figure 6-8, 
which plot the mean error and standard deviation for the eight defining parameters, which are 
listed in Table 6-5. These graphs show that the virtual primitive reduced the mean error for all 
parameters, by up to 94% for the radius, and decreased the standard deviation for the majority 
of the parameters, by an average of 60%. The virtual primitive tool was more accurate and 
repeatable than the virtual pointer for modelling the cylinder and determining its 
characteristics.
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Collectively, these results demonstrate that there is a significant benefit when using the virtual 
primitive tool to determine the attributes of an object placed in a remote environment and 
viewed via a stereoscopic display. Similar results can be obtained using the virtual pointer to 
select points to which the relevant shape is subsequently fitted. However, this is not an 
intuitive process and for the cube, the data points must be selected in a specific sequence in 
order that the object can then be generated.
For both the cube and the cylinder, the subjects had difficulty in judging the position of the 
back face of the object when dragging the front face of the virtual primitive through depth to 
create the volume of the object. Lateral or rotational head movements may improve their 
judgement by allowing the subject to view the object and the wireframe primitive from a 
different viewpoint and hence determine more accurately when they are aligned.
6.3.3.3 Time
In addition to the data on the characteristics of the three test objects, the trial time was 
recorded. While the subjects were instructed upon the need for accuracy, no specific guidance 
was given on the time aspect of the task. Therefore these results are of secondary importance 
to those already presented but do offer an insight into the potential time advantage of the 
virtual primitive.
Table 6-6 Time in seconds taken to complete the task
Using the V irtual Pointer 
(task 1)
Using the V irtual Primitives 
(task 2)
Shape Mean St. Dev. M ean St. Dev.
CUBE 243 117 202 116
CYLINDER 159 48 200 96
SPHERE 133 63 115 60
Table 6-6 plots the mean trial time and the standard deviation for each of the three test 
objects. Similar times were found for completing the task using the virtual pointer and the 
virtual primitive. However, by using the virtual primitive significantly more data was
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extracted about the object than when using the virtual pointer. In order to obtain the same 
amount of information for the latter, a model was fitted off-line, to the individual data points 
provided by the virtual pointer.
For some trials, a significant portion of the construction time was spent making fine 
adjustments to the virtual primitive using the tweak tool. This process used keystrokes to 
make fine adjustments in the world co-ordinate frame and was less intuitive than using the 
Spacemouse. A change that required a movement in several directions dictated a combination 
of key presses, whereas a similar transformation using the Spacemouse demanded just a 
single push in the required direction.
Using a single subject and the cuboid primitive, a test was carried out in order to appraise the 
significance of the tweak process on task time. It was found that using the virtual primitive 
tool with no tweak decreased the average task time by 70% and produced a tenfold reduction 
in the standard deviation, as shown in Table 6-7, when compared to the time taken when the 
tweak option was available. The increased standard deviation found when the use of the tweak 
tool was permitted was accounted for by the fact that the tweak tool was only employed on 
some occasions by the user, i.e. only when an error in positioning the virtual primitives was 
apparent and needed to be rectified. The virtual primitive without the tweak option was also 
33% faster than using the virtual pointer to model the cube test object.
Table 6-7 Average task completion time for Subject 6 and the cuboid test object
M ean (sec) St.Dev. (sec)
Virtual Pointer 100 15
Virtual Primitive - with tweak 225 151
Virtual Primitive - no tweak 67 12
This test demonstrated that the virtual primitive allows the user to approximate the size, 
position and orientation of a cuboid object in a significantly shorter time than using a virtual 
pointer to specify points on the object’s surface. For the cuboid object, the use of the tweak 
tool did not have the anticipated effect of enhancing the achievable accuracy of the virtual
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primitive. In addition, it negated the time advantage expected for the virtual primitive. 
However, for more complex shapes allowing the operator to apply fine adjustments to the 
wire-frame model using the tweak tool may improve the final accuracy of the virtual 
primitive. It is also expected that with practice the subject will find it easier to use the tweak 
tool and the task time will be reduced. Further development of the tweak tool to make it more 
intuitive to use, for example by using the Spacemouse to provide fine adjustment in 3DOF 
simultaneously rather than using individual key-presses, should further reduce the task time.
Overall the subject was asked for accuracy rather than speed. Therefore the fact that the 
virtual primitive was no slower than the virtual pointer was significant. The visual feedback 
offered by the virtual primitive allowed the subject to see the consequence of their actions and 
therefore more time was spent making minor adjustments in an iterative manner. Anecdotal 
evidence suggested that with experience the operator would recognise when the use of the 
tweak tool was appropriate.
6.4 Conclusions
Virtual primitives are a software tool that exploits the cognitive abilities of a human to 
characterise a visual scene, identify features and interactively model those of interest which 
are integrated in real-time into a 3D representation of the remote environment. This model can 
then be used during subsequent tasks, such as maintenance planning following a remote 
inspection or to allow a telemanipulator to operate in a semi-autonomous mode.
The virtual primitives provide visual feedback during the process of creating the model so that 
the operator can immediately see the effect of his decisions and if necessary make minor 
corrections to the points to improve the fit of the virtual primitive during its generation. It is 
possible to model features using the virtual pointer provided the defining points are selected 
in a specified order so that an appropriate shape can then be fitted to them. However, error in 
any of the points will not be apparent to the user until the model is fitted and displayed.
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The effectiveness of the virtual primitives has been tested in an experiment to model three test 
objects, a cube, a cylinder and a sphere. Their performance was compared to that of using the 
virtual pointer alone to pick specific points to which a model was fitted off-line. The results 
show that in general using the virtual primitive was quicker and more accurate than using the 
pointer alone. The cylinder with its deficit of vertices showed the greatest benefit. The 
performance attributes of the virtual primitives is limited by several factors including the 
registration error between the camera image and computer graphics and secondly the 
experience of the human operator. Both of these issues can be improved, the former by an 
improved calibration methodology and the second by training. Feedback from the subjects 
suggests the virtual primitives more rewarding to use due to the enhanced visual feedback 
available to them.
The library of virtual primitives is not limited to those described here. For example, by 
removing the constraint that the face is dragged along its normal related shapes such as 
trapezoids or freeform extrusions can be generated. The library of virtual primitives can also 
be adapted and extended to suit the application. The following chapter describes the use of 
virtual primitives in an industrial application, that of the remote inspection of sewers. Unlike 
the experiments described in this chapter, where the environment was controlled and 
contained limited visual cues, the sewer application tests the virtual primitives in a visually 
rich environment.
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7 Sewer inspection as a demonstration of the virtual 
primitives concept
7.1 Introduction
The aim of this case study is to demonstrate the benefits of virtual primitives for operations in 
remote, hazardous environments. The application of the visual inspection of sewers was 
chosen to reflect the interest of one of the industrial partners, North West Water Ltd, on the 
EPSRC Grant GR/L63198, Augmented Reality and Active Telepresence for Enhanced 
Telerobotic Control in Hazardous Environments.
Figure 7-1 Two images from a sewer inspection video a) Roots causing an obstruction and b) A flush 
inlet at top left and fractures at the top of the sewer
Sewer inspection examines the structural integrity of the underground sewer network. A 
catastrophic failure of the sewer wall may require emergency repairs at high cost and nuisance 
to the public. By monitoring the growth of flaws, such as cracks and fractures, and the build 
up of obstructions, such as tree roots, their effect on the structural condition and the service 
ability of the sewer can be assessed. Remedial work can then be undertaken as part of a 
planned maintenance program.
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The inspection of small-bore sewer pipes must be earned out remotely as the confined space 
precludes the use of in-situ human inspectors. Even where the structures can be accessed by 
humans, remote inspection is preferable due to the hazardous conditions that may be 
encountered. Present commercial systems use a motorised vehicle, carrying a single CCTV1 
camera, inside the pipe and the cameras images are relayed via cable to the surface. The 
inspection is either performed on-line whilst viewing the live video images or alternatively the 
images can be recorded and reviewed at a later date. Using their knowledge and experience, 
the operators assesses and classifies any defects and features, including their approximate 
location and size. The features most commonly found during inspection, several of which are 
shown in Figure 7-1, can be classified into three categories: -
Type 1 Structural conditions Defects in the sewer wall that may impact upon the
structural integrity of the sewer. Examples include cracks, 
fractures and surface wear.
Type 2 Service defects Features that affect the service capability of the sewer by
reducing cross-sectional area and hence flow-rate. 
Examples include obstructions, debris, encrustation and 
tree roots.
Type 3 Construction features Features created during the design and construction of the
sewer and any subsequent additions. Examples include 
connections, junctions, wells and shafts.
Each of these features has an identifying code (e.g. a longitudinal crack -  CL) and a set of 
properties that must be estimated by the inspector. This information is either recorded by hand 
on a specific form (Simpson 1993) or entered into a database.
This task is a difficult and demanding one, requiring significant skill and concentration on the 
part of the inspector to accurately detect and characterise defects. Although the quality of the 
visual feedback to the operator has improved with advancements in CCD technology, the
1 Closed circuit television (CCTV).
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images are still devoid of binocular depth cues as a single camera is used to view the pipe 
interior. The result is that the location and size of features may be ambiguous and therefore 
recorded incorrectly.
Several groups are researching various solutions or improvements to the inspection of sewers 
and other enclosed spaces. These can be divided into those that have developed innovative 
three-dimensional sensor systems (Gooch et al. 1996; Campbell et al 1996; ICuntze et al 1996) 
and those based upon computer vision techniques which attempt to automate the inspection 
procedure (Pan et al 1994 Ruiz-del-Solar and Koppen 1996; Xu et al 1998; Cooper et al. 
1998). A common objective in these schemes is the removal of the human operator from the 
inspection process but as yet the technology is not sufficiently advanced to offer a working 
solution in the near future due to the wide range of viewing conditions, pipe constructions and 
flaw types which are encountered.
Currently only the human inspector is able to process the extensive information from the 
remote environment and generate a comprehensive description of what it contains.. 
Accordingly, an opportunity exists to improve this procedure by first enhancing the man- 
machine interface to the inspection site and secondly by providing a set of tools that facilitate 
a more intuitive means of estimating and recording the characteristics and locations of 
features in the sewer. The first is achieved by replacing the monoscopic camera with a pair of 
cameras and a stereoscopic display that provide additional stereoscopic depth cues to enhance 
the perception of the remote scene. The second involves the development of a set of graphical 
tools which allows the inspector to view existing inspection data, model new features online 
and output the new data in a format suitable for database applications or in a 3D format such 
as VRML.
This chapter describes the improvements made to the inspection of sewers by employing a 
stereoscopic telepresence system and the application of virtual primitives. The conventional 
and improved inspection methodologies are then compared in an experiment to survey 
simulated features in a sewer mock-up.
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7.2 The application of AR and telepresence systems to sewer 
inspection
7.2.1 Improving the man-machine interface
Substituting a pair of cameras and a stereoscopic display for the monoscopic camera and 
standard monitor currently used provides additional stereoscopic depth cues. The improved 
visual feedback from the sewer aids the inspector in his task of identifying flaws and 
construction features. Such a system has been described previously in Chapter 3. This active 
telepresence system consists of a pair of miniature remote head cameras mounted on a 
motorised platform with four degrees-of-freedom, pan, tilt and independent convergence of 
the cameras. This assembly is known as the stereo-head. The gaze of the cameras is controlled 
either by an operator wearing a head tracked head-mounted display, or alternatively using a 
simple joystick whilst viewing on a stereoscopic monitor, to create a demand for the pan and 
tilt motors of the stereo-head.
Figure 7-2 The remote stereo-head inside the sewer mock-up
Figure 7-2 shows the stereo-head inside a mock-up of a sewer. This simulates an eight metre 
section of 600mm diameter dry sewer pipe and contains pipe intersections and junctions of 
varying diameters (Hitchin 1998) that are representative of real sewer pipe geometries.
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7.2.2 Overlaying existing inspection data
A problem with the current inspection method is that it is difficult to compare data from 
previous surveys with the ‘live’ image from the sewer. However using AR overlays the 
existing inspection data can be presented visually using computer graphics registered with the 
operator’s view of the sewer pipe. This provides an intuitive approach to monitoring changes 
in sewer integrity, such as the growth rate of a fracture, and therefore assists the operator to 
make quick, reliable and cost-effective maintenance decisions (Corby and Nafis 1994). Figure 
7-3 shows the sewer mock-up with existing knowledge of the structure displayed as a CAD 
model wireframe overlay. A difference is apparent at the right hand side where an intruding 
pipe is shown as a flush connection in the wireframe. This aberration can be corrected using 
the appropriate virtual primitive to re-model the pipe and update the 3D plan of the sewer as 
shown in Figure 7-6.
Figure 7-3 Overlaying a wire-frame of the sewer structure
In addition, data that is gathered using on-board instruments, could also be displayed visually 
in real-time using AR overlays improving further the information available to the inspector. 
For example, ultrasonic and microwave sensors can detect faults in the fabric of the sewer 
such as cavities behind the wall that are not visible in the video images (Kuntze et al. 1996; 
Campbell et al. 1996). However, regions where hollows exist could be highlighted by a 
graphical marker enabling the inspector to visualise the fault.
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7.2.3 Modelling new features using virtual primitives
A set of virtual primitives specific to sewer inspection has been developed that allow features 
on the curved surface of the sewer to be modelled. These primitives require prior knowledge 
of the location of the sewer wall, which may be obtained from existing CAD models of the 
sewer, assessed using the cylinder virtual primitive, or by an automatic image processing 
method that identifies the regular joints in the pipe as described by Pan et al. (1994).
Figure 7-4 The sewer mock-up showing a) typical features and b) the completed inspection using
virtual primitives
The before and after images of a sewer inspection performed using virtual primitives for the 
sewer-mock-up is shown in Figure 7-4. Typical features such as cracks, intruding 
connections, obstructions and areas of wear have been simulated.
The inspector chooses the type of feature he wishes to record from an on-screen menu. This 
action automatically selects the virtual primitive needed to model and assigns an identifying 
code to the feature. Once the feature has been mapped, this code will be displayed at the 
centre of the item as a 3D-text label for rapid identification of the virtual object. This process 
is shown in Figure 7-5, where a virtual primitive encloses a simulated area of surface wear on 
the sewer wall and in Figure 7-6 where an intruding pipe is modelled using the cylinder 
virtual primitive.
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Figure 7-5 The modelling of an area of surface wear using a virtual primitive
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7.2.4 Output the inspection data
Once the sewer survey is complete the updated 3D model of the sewer can be exported in a 
three-dimensional geometric model format, such as VRML, which can be viewed in a 
standard web browser or loaded into a virtual reality simulation. This enables maintenance 
planners to assess the survey results in a more intuitive and cost-efficient manner. The model 
can also be overlaid as a graphical wireframe at later inspections to aid visualisation and 
monitoring of changes.
Figure 7-7 Interior and exterior views of the VRML sewer model shown on a web browser
Such a VRML model is shown in Figure 7-7 from two different viewpoints. The 
characteristics of the features identified using the virtual primitives can also be imported into 
any database management system.
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7.3 Experiment to compare the current and improved inspection 
methodologies
The aim of this experiment was to inspect a sewer mock-up containing simulated defects, as 
shown in Figure 7-4, and compare the conventional procedure with that using an enhanced 
visual interface. The former method required the inspector to identify the type of feature and 
enter its details on a complicated form whilst viewing the sewer monoscopically. The 
enhanced interface combined the benefits of a stereoscopic vision system with the concept of 
virtual primitives to allow the inspector to more readily identify features, record their details 
intuitively and update a 3D model of the sewer structure.
7.3.1 Method
7.3.1.1 Registration Issues
Prior experiments described for the virtual pointer and the virtual primitives have involved 
only a static view of the remote scene and hence static registration. However, in the sewer 
inspection case study the subject was able to move the cameras with three degrees of freedom 
(pan, tilt and traverse). The motion of the stereo-head must be accurately tracked to allow the 
virtual viewpoints to be updated to match the position of the real cameras and thus maintain 
dynamic registration between the computer graphics and the video images, hi the virtual 
world, a co-ordinate frame was defined to represent the pan and tilt axes of the stereo-head. 
This was used to rotate the virtual viewpoints to match the position and orientation of the real 
cameras by applying the encoder information from the pan and tilt motors of the stereo-head. 
The theoretical kinematic relationship between the cameras and the pan and tilt axes, defined 
by the design specification of the stereo-head, was used to configure this co-ordinate frame. 
This would lead to dynamic registration errors if  the design model did not match the actual 
stereo-head. Another source of dynamic registration error was the latency between the 
graphics and the video images resulting from communication delays and rendering time. The 
measurement of the components of dynamic registration error and the optimisation of the
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system were not within the remit of this work. Although the existence of dynamic error was 
apparent to the user of the system, it was not perceived to be an encumbrance. When the 
cameras came to rest the overlays snapped back to alignment with the real world giving quasi­
dynamic registration.
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7.3.1.2 Apparatus
s im u la t e d  f e a t u r e s
S t e r e o - h e a d
e n d  p la t e
T o  s l id e w a y  c o n t r o l le r ,  
s t e r e o h e a d  c o n t r o l le r ,  
g r a p h ic s  e n g in e  a n d  
d is p l a y s
Figure 7-8 Sewer inspection apparatus (not to scale)
This experiment used the system described in Chapter 3 to obtain the video images and merge 
them with computer generated AR overlays. The stereo-head was mounted on a motorised 
slideway that was placed parallel to the longitudinal axis of the sewer mock-up, as shown in 
Figure 7-8. The encoder information for the motorised slideway was used to update the 
position of the co-ordinate frame representing the stereo-head in the virtual world. The 
cameras on the stereo-head had a separation of 90mm and a converged distance of 1200mm, 
to give a fusible depth range of 750mm to 2900mm. The cameras were calibrated using the 
method described in Chapter 3. In order to establish the geometric relationship between the 
cameras and the sewer structure, the calibration grid was fixed to the end plate of the sewer 
mock-up and the cameras were moved by driving the stereo-head along the motorised 
slideway to generate a non-coplanar set of calibration points.
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Table 7-1 Features simulated in the sewer mock-up
Feature Code Description
Circumferential fracture FC Green lines
Slight surface wear SWS Brown area
Intruding connection pipe CNI Grey cylinder
Longitudinal Crack CL White lines
Obstruction OB Bricks in the sewer mock-up
Multiple Fractures FM Multiple green lines
Flush connection pipe CN Grey circular opening
The sewer mock-up contained examples of the three categories of feature. The structural 
condition class was depicted by cracks, fractures and areas of surface wear. An obstruction 
consisting of two bricks portrayed a service defect and finally inlet pipes, both flush and 
intruding, represented construction features. The range of simulated features is given in Table 
7-1, along with the identifying code and a description of their appearance. The features were 
colour coded to allow the subject to identify the faults or structure from a list of possible 
options. The subject’s view of the sewer mock-up and its simulated features is shown in 
Figure 7-9.
Virtual Pointer Multiple Fractures (FM)
Connection (CN)
Slight surface 
wear (SWS)
Obstruction
Longitudinal 
Crack (CL)
Menu
Intruding connection 
(CNI)
Circumferential 
fracture (FC)
Odometer
Figure 7-9 The subject's view of the sewer mock-up
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The subjects viewed the remote scene on a 17” stereoscopic monitor, at a viewing distance of 
700mm, and commanded the gaze direction of the stereo-head using a 2DOF Saitek gaming 
joystick. A second 6 DOF input device, the Spacemouse, was used to navigate through the on­
screen menu, operate the virtual pointer and virtual primitives and control the motion of the 
motorised slideway. These two input devices are pictured in Figure 7-10 along with the 
stereoscopic monitor. Together these items constitute the local workspace, which is screened 
primarily to isolate the subject from the remote workspace, and secondly to reduce the level 
of ambient light and reflections on the monitor surface.
Figure 7-10 The local workspace showing the two input devices and the stereoscopic monitor
A simple on-screen menu was designed to minimise clutter on the display. Consisting of 
multiple levels the subject progressively selected options with increasing detail. As well as 
selecting the requisite sewer primitives, the menu was used to configure display options and 
to switch the Spacemouse between controlling the virtual pointer and the motorised slideway.
7.3.1.3 Subjects
Five male subjects aged between 21 and 29 years, who had varying experience with 
stereoscopic displays, the virtual pointer and the virtual primitives, participated in these trials. 
Where necessary the subject wore corrective eyewear during the experiment.
7.3.1.4 Procedure
This experiment compared the current inspection methodology, described in the sewer 
inspection manual (Simpson 1993), to the new, enhanced AR and telepresence system. The 
two methods are outlined below.
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7.3.1.4.1 Conventional Sewer Inspection Method
In the existing sewer inspection method, the sewer was examined via a single, fixed-pose 
camera. From this monoscopic view, the subject must identify the features in the sewer and 
look up their correct classification code in the inspection manual. This handbook also 
enumerated the attributes that must be entered by hand in the standard coding form. For each 
feature, its distance from the start of the survey, to the nearest 0 .1 m, was mandatory. 
Interpreting the limited instructions in the sewer inspection manual it appeared the distance 
was that given by the odometry value when the feature left the field of view of the camera. 
Accordingly, the subject was compelled to move the camera through the sewer, using the 
Spacemouse to operate the motorised slideway, in order to judge when a feature disappeared 
from their view of the sewer.
The other quantitative attributes to be estimated depend upon the type of feature. The location 
of those features that lay on the sewer wall, such as cracks and areas of surface wear, was 
recorded using clock references. For an obstruction the subject was required to judge the loss 
in cross-sectional area of the sewer to the nearest 5% and finally, for a connecting pipe its 
diameter and its intrusion into the sewer in 5mm increments was estimated in addition to its 
clock reference.
7.3.1.4.2 Enhanced Sewer Inspection Method
In the enhanced inspection method the sewer was viewed stereoscopically via the cameras on 
the stereo-head. The subjects were free to move the stereo-head along the length of the sewer, 
using the Spacemouse to control the motion of the slideway. In addition they could rotate the 
stereo-head using a second joystick, in order to manipulate the viewpoint of the cameras.
In common with the conventional inspection method the subject must identify the features and 
choose the correct description from the screen menu. From this step onwards the process 
departed from the conventional inspection process since the subject must now only make 
relative judgements on the physical relationship between the AR overlay and the feature 
rather than absolute estimates of its characteristics. The appropriate virtual primitive was 
automatically selected by the AR software and the subject used this to intuitively model the 
feature and produce a three-dimensional representation. This model provided all the attribute
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data acquired by the conventional inspection method blit in more detail. The requisite 
identification code was also assigned by the computer system and displayed attached to the 
real feature.
7.3.1.4.3 Training Simulation
A  VR simulation of the sewer mock-up was generated that contained features similar to those 
that would appear during the trials but in different locations on the sewer surface. This 
simulation was used in a practice trial to familiarise the subjects with the two inspection 
methods. For the conventional form-based technique, the subjects were supplied with the 
appropriate sections of the sewer inspection manual (Simpson 1993). These described the 
observations the subjects were required to record on the form, and the prescribed formatting, 
for the features they would encounter. The subjects were free to consult this document at any 
stage of the training or trial inspection. The training phase using the VR simulation for the 
enhanced inspection method allowed the subjects to become familiar with the navigation of 
the on-screen menu, the input devices and execution of the virtual primitives developed 
specifically for the sewer.
The four conditions were presented in the following order in one session that lasted 
approximately one and half-hours.
1) Conventional inspection method using the training VR simulation
2 ) Conventional inspection method on the sewer mock-up
3) Enhanced inspection method using the training VR simulation.
4) Enhanced inspection method on the sewer mock-up.
A potential confound was introduced by having all the subjects complete the tasks in the same 
order. Exposure to the sewer mock-up during the conventional inspection trial could carryover 
as learning effects into the enhanced inspection trial. However, it was felt that the two tasks 
are sufficiently different and that the only carryover would be experience gained in the 
identification of the type of features.
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7.3.2 Results and Discussion
The attributes of the features in the sewer mock-up can be categorised into qualitative and 
quantitative characteristics. The former includes the type of defect or construction feature, and 
for the conventional method the exactness in completing the standard coding form. The latter, 
quantitative, characteristics refer to the position and dimensions of the feature. The full results 
for each feature, using both methods are given in Appendix A3.
7.3.2.1 Qualitative Information
When using the conventional sewer inspection method, the subject was required to enter the 
distance, the code and, where necessary, the dimension and clock reference for each of the 
seven features. Figure A3-1 in Appendix 3 illustrates the standard coding form with the 
entries made by one subject during the inspection of the sewer mock-up. Five of the six 
subjects made at least one error completing the survey form, such as choosing the wrong code 
for a feature (23% out of 35 codes were incorrect), not entering the required information (4% 
of the necessary 50 dimension entries were not recorded) or using the wrong formatting (3% 
of a total of 1 2 0  entries were entered with the wrong justification or were not actually 
required). Certain errors such as the choice of the wrong identifying code can be attributed to 
the lack of experience, however other errors such as misplaced entries could be made even by 
expert operators due to the complexity of the coding form.
The use of virtual primitives to model features in the sewer removed many of the subjective 
decisions required by the existing method. One that remained was the need to identify the 
feature and select it from a menu of options. Several subjects still selected the wrong 
description (7% out of the 30 required were incorrect). In common with the conventional 
inspection method, these errors were typically between two levels of the same type of feature 
or between similar features. However, exploiting the fact that this inspection method involves 
a computer controlled interface, relevant questions could be posed to the user in order to 
verify that the code chosen was the most appropriate. For example to check whether the 
intruding connection was defective (CXI) or perfect (CNI). When using the form-based 
method such interaction was not available.
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In addition using the enhanced AR visual interface, the subjects were also able to intuitively 
compare the current status of the sewer, with any existing survey information displayed as a 
wireframe overlay as shown in Figure 7-3. This revealed that one of the features, a flush 
connection (CN), was already recorded, thus reducing the task from determining the attributes 
of seven features to six. A second feature, the intruding connection (CNI) was shown by the 
overlay to be recorded incorrectly as a flush connection. All the subjects chose an intruding 
connection from the menu, which automatically selected a cylinder virtual primitive, and re­
modelled the feature correctly.
When the subjects were obseived during the enhanced inspection method, it was revealed that 
they did not make full use of the range of movement that the slideway offered. This is in 
contrast to the conventional inspection method, which compelled the subjects to use the 
slideway in order to determine the distance to a feature. It was expected that the subjects 
would also exploit its range during the enhanced method in order to get closer to a feature 
before they use the virtual primitive to model it. In practice, the subjects used the virtual 
primitive from an increased distance because it allowed them to ‘reach5 to the end of the 
sewer. The result was that depth resolution was not optimised and the attribute data for those 
features further from the camera would contain more error. Training and feedback on the best 
use of the virtual primitive would eliminate this problem.
7.3.2.2 Quantitative Data
It is difficult to make a direct comparison between the quantitative attribute data provided by 
the two inspection methods due to the dissimilar formats, the differing frames of reference 
and level of precision offered. However, it is possible by converting the data obtained by the 
enhanced inspection method into the more imprecise measurement units used in the 
conventional inspection method to demonstrate the advantages that virtual primitives offer.
For the conventional inspection methodology the quantitative attributes recorded for each 
feature, included the distance from the start of the survey and if required the clock reference 
and dimensions. These units of measurement were large and deciding how a feature that lies 
between two divisions should be reported required highly subjective reckoning. Of these 
measures, the estimation of distance posed the most difficulty since it was determined by
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noting when the feature disappeared from the field of view of the camera. However, the 
diameter of the sewer and the position and orientation of the camera relative to the centreline 
would alter the point at which a feature would leave the image. The limited instructions, the 
variability in the intersection of the camera’s field of view and the sewer wall, and the 
subjective response of the inspector meant that surveys of this sewer mock-up yielded a wide 
spread of distance values. This was supported by the findings of this experiment where the 
standard deviation in the distance given for some features was up to 0.2m as shown in Table 
7-2.
However, for the enhanced inspection method the location and dimensions of the feature were 
automatically defined by the characteristics of the model created by the virtual primitive. 
Therefore, unlike the existing method, the attributes of a feature could not be mistakenly 
omitted or entered incorrectly. In addition, the variation in survey data between subjects was 
significantly reduced since the virtual primitive allows the subject to make relative in contrast 
to the absolute judgements of position required in the conventional inspection method. This is 
illustrated in Table 7-2, which shows that the standard deviation in the distance values was 
significantly reduced, by a minimum of 50%, for the enhanced AR interface in comparison to 
the conventional inspection method. Similar patterns were found for other recorded 
characteristics.
Table 7-2 Distance values recorded for each feature expressed in a common frame of reference to the
nearest 0.1m
Conventional Inspection Enhanced AR Inspection
Feature
Accepted
Value
Mean St.Dev. Mean St.Dev.
FC 1.1 0.9 0 .1 1.1 0.0
SWS 1.2 0.8 0.1 1.2 0.0
CNI 1.4 1.1 0.2 1.4 0.1
CL 1.8 1.2 0.2 1.9 0.0
OB 1.9 1.2 0.2 1.9 0.1
FM 2.0 1.4 0.2 2.0 0.0
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Table 7-2 also shows that in addition to reducing the variability in the distance data, the 
virtual primitives also provided a significantly more accurate value when compared to the 
accepted value for each feature. In fact, the distance for five out of the six features was 
established with no error. However, for the conventional inspection method, the distance to 
each object was consistently underestimated by the subjects.
This table shows the attributes of the features expressed in terms of the coarse increments 
used by the conventional inspection method. However, the data provided by the virtual 
primitives was in fact an order of magnitude more precise than that offered by the 
conventional inspection method. Previous experiments have found that registration error 
restricts the accuracy of the virtual pointer. The change in depth associated with an increase in 
parallax of one monitor pixel for this camera configuration at the point o f convergence was 
approximately 14mm. This was almost a order of magnitude less than the resolution of the 
conventional inspection method of 0 .1 m, so even for a registration error of several pixels the 
accuracy of the data obtained by the virtual primitives would be higher than the resolution of 
the data offered by the conventional inspection method.
The virtual primitives also provided additional information to that recorded by the 
conventional inspection procedure. For example, the length of a crack or fracture that ran 
longitudinally along the sewer wall was obtained, whereas in the conventional inspection 
method since the flaw was less than one metre in length its span was not recorded. This extra 
information would allow maintenance planners to gauge how fast the defect was degrading 
and hence make more cost-effective decisions.
7.3.3 Conclusion
The results of this experiment illustrate the problems inherent in the conventional inspection 
technique, namely its highly subjective nature, its reliance on the skill of the inspector to 
identify features and quantify their attributes whilst contending with poor visual feedback 
from the sewer. The subjective nature of the task is demonstrated by the high variation 
exhibited in the estimated parameters of each feature. This could be attributed to the minimal
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training the subjects receive and therefore argued that a more skilled inspector would expect 
to make fewer errors and have greater consistency across surveys. However, this situation 
identifies one of the prime advantages of the virtual primitives, that they require nominal 
instruction prior to their use due to their intuitive quality. Once the inspector has used his 
cognitive abilities to identify the feature and select the appropriate tool from the menu, he is 
guided through the process of modelling the feature. The virtual primitives, by generating a 
three-dimensional representation of the feature, provide significantly more data on its 
attributes than is gathered by the conventional inspection technique. Several factors were 
identified that may limit the accuracy achievable using the virtual primitives, however the 
data obtained is an order of magnitude more accurate than that acquired by the conventional 
inspection method.
7.4 Summary
The aim of this chapter was to present a case study to demonstrate the benefits of virtual 
primitives. The chosen application was the remote inspection task of underground sewer 
pipes. The current inspection method was highly subjective and reliant on the ability of the 
inspector to make valid estimates on the absolute position of features in the sewer.
An enhanced visual interface was proposed which consisted of three elements. The first was a 
stereoscopic camera and display system to provide improved visual feedback with additional 
depth cues. The second element was the display of prior inspection data as a wireframe 
outline overlaid on the view of the sewer. This permitted the inspector to compare the current 
status of the sewer with past surveys and therefore only model those features that were new or 
had changed rather than recording every visible feature as in the conventional method. The 
third, and most important development, was a library of virtual primitives adapted specifically 
for the inspection of circular pipes. These graphical tools allowed the inspector to use his 
ability to make relative rather than absolute depth judgements thus eliminating the need to 
accoimt for the depth distortions introduced by the optics of the display system. As well as 
decreasing the subjective errors, the virtual primitives offered additional data on the 
characteristics of the sewer features with increased precision.
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This enhanced interface and AR tool kit still make use of the cognitive abilities of the 
inspector to identify features but the application of virtual primitives standardises the 
measurement of these features. In doing so the training requirement is reduced since the 
inspector must 110 longer acquire skill in judging the position of features in the sewer, only in 
identifying the features themselves.
A final benefit of the enhanced interface is the output of the results of the survey in an easy- 
to-view format. In addition to exporting the findings to a database, the three-dimensional 
model of the sewer and its contents can be exported as a VRML file, permitting the inspection 
data to be reviewed as a 3D visualisation using a standard web browser. By comparing 
sequential survey models, the growth of flaws can be monitored and the remedial 
maintenance options considered.
A future extension of this interface is the use of virtual primitives in conjunction with remote 
sensing devices, such as laser scanners and ultrasonic sensors. The virtual primitives can be 
used to identify regions of interest that could then be automatically scanned in detail. Data 
from the sensors could also be displayed visually as a graphical overlay allowing the inspector 
to view and add to the survey model features, such as voids behind the sewer wall, which are 
not normally visible. The three-dimensional model could also be linked to databases of other 
services such as gas, electricity and telecommunications to aid maintenance planning.
The application of virtual primitives for visual inspection can be broadened to the 
examination of other restricted spaces, such as tanks, service ducting and air-conditioning 
conduits in buildings, in addition to the modelling of remote environments for teleoperation 
applications.
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8 Conclusions and Future Work
8.1 Introduction
The aim of this research work is the development of a set of graphical tools, known as virtual 
primitives, that will allow the user of a stereoscopic telepresence system to actively and 
intuitively model features in a remote environment in order to extract geometric information 
on-line.
The thesis describes the development of an augmented reality system, its integration with the 
existing Surrey Telepresence System and the generation of a virtual pointer and the virtual 
primitives. A series of experiments evaluates the performance of the virtual pointer and the 
virtual primitives. Finally, the benefits of virtual primitives are illustrated with a case-study, 
the remote visual inspection of underground sewers.
8.2 Conclusions
Telerobotic systems are used in environments that are hazardous or physically difficult for a 
human to be present in, but where a robot is not sufficiently advanced to perform the task 
autonomously. If the features in the remote environment are known low-level tasks, for which 
geometric data is needed, can be computer controlled allowing the human operator to use high 
level commands to direct the telerobot. However, for many remote environments the requisite 
knowledge is limited or non-existent. Consequently, a means of determining this geometric 
information would be of great benefit for this and other remote operations such as the visual 
inspection of constrained environments.
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Both automated and manual methods are being or have been developed by researchers for the 
geometric modelling of a workspace. The former are sensors that scan the environment 
producing a mass of data points. In order to extract geometric fonns from this data the system 
must be given some knowledge of what structures and shapes are present in the environment. 
The other method employs off-line photogrammetry techniques which can be used to create a 
detailed 3D model by having a human select corresponding features in multiple images of the 
remote scene. However, this process requires considerable operator time to execute.
This thesis presents a new approach to this problem that utilises the cognitive skills of the 
human operator by providing a set o f novel graphical tools, known as virtual primitives, 
which can be employed to model the features they identify in the remote environment. Virtual 
primitives are a generic AR tool and their applications extend past the modelling of a 
workspace for telerobot operation to other remote tasks such as visual inspection, surveying 
and collaborative design.
The implementation of these tools requires the use of two cameras and a stereoscopic display 
system. These are commonly employed in the visual interface of a teleoperator since they 
provide stereoscopic depth cues to the operator that are not obtainable when using a single 
camera. Such a telepresence system has been previously developed in the MSRR group and is 
integrated with an augmented reality system produced in-house using off-the-shelf 
components. This system is described in Chapter 3.
The AR graphical overlays are generated using standard virtual reality software and combined 
with the video images using a luma-keying device. In order to configure the virtual world and 
achieve a one-to-one correspondence between locations in the real and virtual environments 
the system must be calibrated. The static calibration is implemented using a simple pinhole 
model to represent the camera and a standard calibration algorithm. A typical static 
calibration produced an average RMS registration error between the video and graphical 
images of less than one framegrabber pixel.
The more sophisticated model Tsai (1987), with additional parameters to represent the 
camera, was also considered, but the registration error actually increased for those data points
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that were displaced from centre of the image. This is because the virtual viewpoint is 
intrinsically a simple pinhole lens and consequently the radial lens coefficient cannot be used 
directly in its configuration. The use of such a model, which incorporates radial lens 
distortions, would require the graphical images to be waiped prior to their overlay on the 
video image. Therefore, it was concluded that the simple pinhole camera model offered the 
best approach for the calibration of the AR system.
The effect of this registration error was demonstrated in a series of experiments that 
investigated the performance using a virtual pointer to determine the location of an object in a 
real but remote scene. Such a graphical device has been previously described by researchers, 
for the identification of discrete locations in a stereoscopic environment. The results of the 
experiments showed that the virtual pointer could determine the location of points to an 
accuracy of 2 ± 1  display pixels, which was equivalent to the registration error that was 
previously expressed in framegrabber pixels. Hence, if this registration error could be 
reduced, the accuracy of the virtual pointer would be increased. However, the experiment also 
found that a real pointer could be aligned with a real target, and a virtual pointer could be 
aligned with a virtual target, to an accuracy of 0.7±1 display pixels. This control suggests that 
there is an upper limit on the achievable performance of using the virtual pointer to identify a 
discrete location in a remote scene.
The virtual pointer is an intrinsic element in the operation of the virtual primitives, which 
provide an intuitive method of rapidly interpreting and modelling 3D features in the remote 
environment. They allow the human to construct and fit simple three-dimensional virtual 
shapes to features of interest and can be used to build up forms that are more complex. The 
process is similar to that used to generate 3D CAD models. However, in CAD 3D modelling, 
to overcome the problems of a 2D display, the creation of a geometry is confined to 
predefined planes and its orientation must then be adjusted to give the required object pose. 
The important distinction of the virtual primitives is that they are applied to a stereoscopically 
presented 3D space to interactively create a virtual object of the proper size directly at the 
correct location and pose.
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It is possible to model features using the virtual pointer provided the defining points are 
selected in a specified order so that an appropriate shape can then be fitted to them. However, 
errors in any of the points will not be apparent to the user until the model is fitted and 
displayed. The advantage of the virtual primitives is that they provide visual feedback during 
the process of creating the model by allowing the user to compare a wireframe overlay with 
the real object. The operator can immediately see the effect of his decisions and if necessary 
make minor corrections to the points to improve the fit of the virtual primitive during its 
generation. Once a feature has been modelled, it is added to a 3D geometric model of the 
remote environment and its characteristics recorded. This data can then be exploited for on­
line tasks or stored for later use.
The concept of the virtual primitives has been evaluated in an experiment to model three test 
objects; a cube, a cylinder and a sphere. The perfonnance of the virtual primitives was 
compared with using the virtual pointer alone in order to identify specific points to which a 
model was subsequently fitted off-line. The results show that, in general, using the virtual 
primitive was quicker and more accurate than using the pointer alone. For example, the cube 
test object produced a 33% decrease in task time and for the cylinder test object, the virtual 
primitive reduced the mean error in the spatial and geometric parameters by up to 94%.
A case study illustrates the advantages of virtual primitives in a real application, the remote 
inspection of sewers. The current inspection method is highly subjective and reliant on the 
ability of the inspector to make valid estimates on the absolute position of features in the 
sewer and manually record them. An enhanced visual interface incorporating three elements 
has been developed. The first component is a stereoscopic camera and display system to 
provide improved visual feedback with additional depth cues. The second element is the 
display of prior inspection data as a wireframe outline overlaid on the view of the sewer. This 
AR tool permits the inspector to compare the current status of the sewer with past surveys and 
therefore only model those features that are new or have deteriorated. The third, and most 
important development, is a library of virtual primitives designed to model features on the 
curved surface of a circular pipe. The ease study found that the application of virtual 
primitives reduced the subjective nature of the task significantly with variations in the spatial 
and geometric parameters decreased by a minimum of 50%. The virtual primitives also
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offered additional data on the characteristics of the sewer features, with measurement 
precision increased by an order of magnitude, compared to the conventional methodology. 
The benefit of reducing the subjective nature of the task is to minimise the training required 
and the improved measurement precision allows better appraisal of sewer degradation over a 
period of time.
Although the performance of virtual primitives is constrained by the registration error, and 
more significantly by the depth resolution of the system, it is concluded from this work that 
virtual primitives are a valuable tool for the extraction of spatial and geometric data from 
remote scenes. This has been demonstrated in the sewer inspection application. If required the 
effectiveness of the virtual primitives can be further refined by reducing the effect of these 
restrictions. For example, the depth resolution could be enhanced by increasing the separation 
of the cameras or alternatively and, perhaps more appropriately in the case of sewer 
inspection due to the limited space available, by utilising zoom lenses in order to maximise 
the region of interest in the field of view on-line.
8.3 Future Work
This research work has produced an integrated AR and telepresence system and a set of 
graphical tools, known as virtual primitives, which have been shown to be beneficial in an 
industrial application. However, in addition to those improvements already highlighted, there 
are some areas of research that can further enhance the performance of virtual primitives and 
their prospective use in a wider range of applications. These areas include the following: -
8.3.1 Improved image registration
The performance of the virtual pointer and virtual primitives can be improved by reducing the 
registration error currently exhibited by the system. This could be achieved by using a more 
sophisticated model with additional parameters to represent the camera. Another important 
development would be the conversion of the entire system to a digital format, from the 
cameras through to the display devices. This would permit improved control over the merging
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of the real and virtual images and provide a facility to measure and hence reduce registration 
errors. Digital video hardware of broadcast quality is only at the moment emerging in the 
marketplace at moderate prices.
In addition, sources of dynamic error should be investigated and eliminated. This is an on­
going area of research for AR system developers and much research effort is being directed at 
producing AR systems with low latency and high accuracy.
8.3.2 Sensor fusion
A future extension of this interface is the use of virtual primitives in conjunction with remote 
sensing devices such as laser scanners and ultrasonic sensors. Data from the sensors would be 
displayed visually as a graphical overlay on the view of the remote environment. This fusion 
of the real scene and the data would allow the operator to intuitively interpret and act upon the 
information provided by the sensor. The virtual primitives could be also used to identify and 
select regions of interest that would then be automatically scanned in detail, thus eliminating 
the need to scan the whole environment.
8.3.3 Usability
It has shown that virtual primitives are a viable method for the exfraction of 3D geometric 
data from a telepresence environment in terms of accuracy and repeatability. User feedback 
suggests that the most subjects find the tools satisfying and intuitive to operate. However, 
their usability should be evaluated and quantified. This consideration of virtual primitives 
from the viewpoint of the user also highlights the lack of psychological data on the perception 
of combined virtual and real images. The experiments with virtual and real pointers found a 
bias in the alignment of a real pointer and target that could be due to a limitation imposed by 
the AR and telepresence system or by the human visual system. Further work is needed to 
establish which of these possible reasons gives rise to this effect.
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Appendix 2: Mathematics o f virtual primitives
Appendix 2: Mathematics of virtual primitives
A2.1 Generate the first face of the virtual primitive
The position of the virtual pointer gives a point such that: -
P ; =
x,
y t
z ,
Equation A2 1
A2.1.1 Fit a plane to three points
The user has selected two points on the object, Pi and P2. The position of the virtual pointer 
now defines a third point, P3. A plane is then fitted to these three points in order to draw the 
first face of the virtual primitive.
First check that the points are non-collinear. If the points are collinear then they specify a 
family of planes and it is not possible to fit a circle. Pi, P2 and P3 are collinear only if: -
(*2 - X i ) _ (y2 - y t) (z2 - z , )
(x3 - x j  (y3 - y , )  (z3 - z , ) Equation A2 2
The equation of a plane is given by: - 
Ax + By + Cz •+• D = 0
Check the coefficients of the points Pi, P2 and P3. 
If x. -  x^ = x, then let A—1
If
Else
Xi = X2 = T3 then let B=-l 
let C=-l
Equation A2 3
Substitute the coefficients of the points Pi, P2 and P3 into equation of the plane to give three 
simultaneous equations and use SVD to solve for the coefficients of the plane equation.
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e.g. for C=-l
*1 Ti r ~ A zi
X2 y 2 1 B = 2^
y 3 1 D _
Equation A2 4
The vector perpendicular to the plane is given by d y =
Normalise this vector to give a unit vector, dy, perpendicular to the plane.
Calculate the vector between the first two points, Pi and P2 and normalise to give a unit 
vector dx.
A third unit direction vector dz is equal to the cross product of dx and dy since they are unit 
vectors.
Determine the perpendicular distance and its sign from the virtual pointer position, P3, to the 
line between the points Pi and P2, i.e. the distance q in the direction d z .
A A —^
77d z + Adx  =  P l P 3 Equation A2 5
This will give 3 equations with 2 unknowns.
if *s = x 2 = x 3 then use the equations in y and z
if y x -  y 2 =  y 3 then use the equations in x and z
else use the equations in x and y
If 7)<0 then reverse the directions of x and z axes so a positive value of q can be used.
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d = -d
A' X Equation A2 6
d 2 = - d  and 77 = -77
These three unit vectors define the orientation of a right-handed co-ordinate frame for the 
object.
A2.1.2 Generate the vertices of the first face
The vertices of the first face, or base, are calculated depending upon the shape the base. For 
example the cylinder virtual primitive has a circular base.
Rectangular
The four vertices of the base are calculated by 
Vi-Py
V2 =P2
V3 = /j+?jd2
K4 = p 2 + na j Equation A2 7
The centre of the rectangular base is given by
Pc =P, + —dv +—d 
2  2 Equation A2 8
where / is the distance between Pi and P2
Square
The four vertices of the base are calculated by 
F ,= J?
V2 = P 2
V3 =Pl+ ld,
v4 = p2 +/d.
Equation A2 9
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The centre of the square base is given by
- -^1+ ^ d x + —dz Equation A2 10
where I is the distance between Pi and P2
Triangular
The base is assumed to be an equilateral triangle of side length defined by PiP2. The position 
of the pointer i.e. P3, just defines the plane not the size of the triangle. The third vertex of the 
triangle is calculated by: -
r , = P ,
f 2 = p 2
1 » 1V, = P, + —d, + —tan 
3 1 2 *  2
7 71^
Equation A2 11
The centre of the triangular base is given by
Equation A2 12
where I is the distance between Pi and P2
p c = p t + t d  + —c 1 2  * 2 * 3 tan!
Circular Base
To fit a circle to the three points, Pi, P2 and P3 they must be first transformed into a co­
ordinate frame such that they lie in the xz plane and their values in y are all equal to zero. Let 
R be the rotational matrix that describes the orientation of the object relative to the world co­
ordinate frame. Then the transformed point is given by: -
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P! = R  P -  T
Equation A2 13
where T =
and R  ‘ is the inverse of the rotation matrix which defines the orientation of the object 
relative the world co-ordinate frame.
It is now possible to determine the equation of the circle that passes through these three points 
in form
( x , - x 0f  +(zl - z 0f Equation A2 14
where r is the radius and x0, z0 are the co-ordinates of the centre. 
This can be written the form: -
xj + z2 + 2  gx -t- 2  fz  + c — 0
* o = - g
zo = - /
P = ^ g 2+ f 2~c
Equation A2 15
The three transformed points give three simultaneous equations that can be arranged in the 
form: -
2 xx 2 zx f g -(*?+*?)■
2 x2 2  z2 1 f = - ( x 2 + z2)
2 x3 2  z3 1_ c
«N cn 
+1_
1
Equation A2 16
Using SVD the values of g, f  and c and hence x0, zq and r are determined.
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The co-ordinates of P) (the centre of the circle) are then transformed back to the original 
plane: -
P  = R (P /+ T )
Vc Equation A2 17
" 0 "
where T = y and Pj = y 0
0 Jo_
To draw the base let there be n vertices aromid the circumference, which are linked using 
straight lines to represent the circle. The co-ordinates of these points are calculated by: -
jc, — x„ = r sm i 2 n
Z; -  z„ = rcos
Equation A2 18
>i = 1 , n
The points are then transformed back to world co-ordinates by: 
Vt = R(V/ +T)
Equation A2 19
where T =
A2.2 Calculate the vertices of the top face
The vertices that define the top face of the object are generated by determining perpendicular 
distance, S, from the virtual pointer position, P4, to base using: -
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.  A * P 4 ( x ) + B * P 4 ( y ) + C * P t ( z y
8  =  4V y .— :=tw  4V—  Equation A2 20
4  A2 + 5 2 + C2
where A, B, C and D are the coefficients of the plane defining the base of the primitive.
A2.2.1 Parallel sides
If the sides of the object are parallel, e.g. a cuboid or a prism, then the vertices of the base are
then translated along the normal d by the distance S.
W.=V.+ Sd
1 ' y Equation A2 21
A2.2.2 Non-parallel sides that do not meet at a point
If the sides of the object are not parallel and do not meet at a point, e.g. a truncated cone, then 
a set of vertices is generated by determining the perpendicular distance of the pointer from the
centreline of the object, which is given byPc +/cdy. This is distance is then used to generate a
set of 24 vertices as before which are joined with straight lines to represent the circle.
A2.2.3 Non-parallel sides that meet at a point
If the sides of the object meet at a point, e.g. a cone or pyramid, then i=l and 
W, = P + 5 d y
1 c J Equation A2 22
A2.2.4 Sphere
If the object is a sphere a series of circles are drawn to represent its volume. These are 
generated by taking the vertices of the base circle (Vi, i=l,24) and rotating them about the
centreline given by Pc + kdx. Only three points Pi, P2 and P3 are required to generate a sphere.
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A2.3 Object parameters
Table A2- 1 summarises the parameters that define the position, orientation and dimensions of 
the object determined by the virtual primitive.
Table A 2-1 Object Parameters
Object Position Orientation Dimensions
Cuboid P + —dc 2  y
R Base Ixrf, height S
Triangular based prism
Pc+ f a ,
R Base /, height 5
Square based prism P + —d 
c 2  y
R Base Ixl, height d
Cylinder P  + —dc 2  y
R Radius r, height d
Cone P  + —dc 2  y
R Radius r, height <5
Truncated Cone P  + —d 
2 y
R Radii r, ru height 8
Triangular based pyramid P  + —dc 2  y
R Base 1, height 5
Square based pyramid P + —d c 2  y
R Base Ixl, height 3
Sphere Pc Not
applicable
Radius r
Where Pc is the centre of the base.
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Appendix 3: Sewer Inspection
Figure A3- 1 Form used during inspection of sewers (Simpson 1993), showing the entries 
made during the inspection of the sewer mock-up
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Appendix 2: Sewer Inspection
A3.1 Results of using the conventional, monoscopic, form- 
based inspection method
Table A3-1 Summary of mistakes in the inspection form
Subject
1 2 3 4 5
Wrong Code 1 1 1 5 0
Missing Attribute 0 0 0 2 0
Mis-Entry 1 1 0 2 0
Table A3- 2 Recorded distance of each feature from start of the inspection (to nearest 0.1m)
Subject
Feature 1 2 3 4 5 M ean St.Dev. Range
s w s 0.3 0.3 0.3 0.3 0.1 0.2 0.1 0.2
FC 0.5 0.2 0.3 0.2 0.4 0.3 0.1 0.3
CNI 0.7 0.3 0.5 0.2 0.5 0.5 0.2 0.5
OB 0.8 0.4 0.5 0.3 0.6 0.6 0.2 0.5
CL 0.9 0.5 0.6 0.5 0.7 0.6 0.2 0.4
FM 0.9 0.6 0.8 0.6 1.0 0.8 0.2 0.4
CN 1.0 0.6 0.8 0.6 1.0 0.8 0.2 0.4
Table A3- 3 Recorded clock reference of each feature
Subject
Feature 1 2 3 4 5
SWS 07 10 08 10 08 10 08 10 08 10
FC 12 05 12 04 12 04 12 04 12 04
CNI 04 03 03 04 04
OB No clock reference requirec
CL 07 08 08 07 08
FM 12 01 01 02 12 01 01 02 12 02
CN 10 10 10 10 10
Table A3- 4 Recorded attributes
Subject
Feature Dimension AcceptedValue 1 2 3 4 5
CNI Diameter (mm) 315 300 300 300 200 300
CNI Intr usion (mm) 100 200 100 100 10 100
OB Loss of area (%) 10 10 10 5 No entry 15
CN Diameter (mm) 200 100 200 150 No entry 200
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A3.2 Results using the enhanced inspection interface
Note the estimated value of each characteristic is given, which is representative of the true value 
expressed in the co-ordinates of the world frame.
Table A3- 5 Characteristics of the Circumferential Fracture (FC) feature
Centre in world co-ordinates (min) Dimension (mm)
Subject X y z Circum ferentialLength
1 387 293 1396 500
2 390 290 1393 498
3 391 288 1432 500
4 391 288 1375 494
5 390 290 1341 503
Accepted
Values 384 298 1410 463
Table A3- 6 Characteristics of the Surface Wear (SWS) feature
Centre in world co-ordinates 
(mm) Dimensions (mm)
Subject X y z Axiallength
Circumference
length
1 -113 218 1236 360 325
2 -114 215 1231 370 329
3 -119 201 1212 339 307
4 -111 223 1244 384 328
5 -119 199 1227 301 295
Estimated Value -113 219 1240 350 309
Table A3- 7 Characteristics of the Intruding Connection (CNI) feature
Centre in world co-ordinates (mm) Dimensions
Subject X y z Diameter (mm) Intrusion (mm)
1 411 97 1038 292 76
2 405 99 1020 337 75
3 391 122 1125 291 76
4 407 103 1021 316 79
5 427 87 953 339 98
Accepted
Values 398 115 1058 315 100
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Table A3- 8 Characteristics of the Longitudinal Crack (CL) feature
Centre in world co-ordinates Length
Subject X (mm) Y (nun) Z (mm) mm
1 -101 -15 656 557
2 -104 -10 669 533
3 -101 -15 653 537
4 -104 -9 660 510
5 -105 -7 652 550
Estimated Value -107 -3 673 525
Table A3- 9 Characteristics of the Obstruction (OB) feature
Centre in world co-ordinates (mm) Dimensions (mm)
%IossSubject X y z X y z
1 200 -93 551 434 -154 306 18
2 197 -89 563 455 -306 143 17
3 185 -105 467 233 -106 406 10
4 139 -46 673 258 -314 174 22
5 160 -84 609 224 -225 120 11
Estimated Value 173 -116 585 250 118 300 10
Table A3-10 Characteristics of the Multiple Fracture (FM) feature
Centre in world co-ordinates 
(mm)
Dimensions
(mm)
Subject X y z
Axial
length
Circum ferential
length
1 311 361 437 414 275
2 311 362 378 607 299
3 306 365 447 448 267
4 322 354 459 504 265
5 306 365 479 388 280
Estimated Value 310 362 458 415 263
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