A reduced description of the three-dimensional effects of rough surfaces on the laminar liquid flow in microchannels is sough. With this outlook a one-dimensional model is proposed, which is built by splitting the channel in two regions: porous and fluid. The porous one is a layer fixed to the wall and represents the roughness. Special attention is paid to three aspects not fully solved in previous porous-layer approaches recently proposed. These are: (i) a complete and unified derivation of the porous-layer model through spatial averaging; (ii) the development of a physically sound stress model for the porous region only as a function of the geometrical characteristics of the roughness; and (iii) the derivation of an appropriate treatment of the interface fluid-porous. The development of this generalized porous-layer model has two objectives: to provide simple and accurate models for lump simulation tools; and to get insight into the physic of the liquid flow at rough interfaces in microchannels. The stress model in the porous layer, the slip boundary condition at the interface and the porous-layer model are validated against numerical simulations and experimental data from the bibliography. Additionally, further validation using numerical simulation of wavy, cubeand pyramid-based rough channels is performed. Results show that the porous-layer model is valid to approximate the three-dimensional solution of any connected rough surface with an error below 10% for the following conditions: relative roughness / < 0.5, relative width / < 30 and porosity < 0.8. The validation is restricted to very low Reynolds number. It is expected that, due to the fundamental derivation of the method, it can be extended to model advanced fluid flow effects in microchannels.
I. INTRODUCTION
The knowledge about the effect of roughness on laminar fluid flow in microchannels is continuously increasing due to recent numerical results and also, and mainly, due to improved experimental techniques which help us to obtain accurate description of the behavior of the fluid flow at microscales [16, 44] . Thus, consistent simplified models can be formulated to include these effects when performing multiscale simulations of complex industrial system that include any kind of fluid flow through a rough microchannel, such as hydrodynamic lubrication processes [13, 35] , microhydraulic systems or MEMS [9] . Simple microfluidic models of rough channels can be useful for lump modeling of industrial complex systems, for simplified analysis of complicated 3D flows in microfluidics applications, or as an approach to define equivalent slip boundary conditions to reproduce roughness effects.
A reduced order model developed to reproduce fluid flow in rough microchannels should be physically sound, based on first principles and, ideally, analytical. Additionally, it should be valid for any kind of fluid, for a wide range of Reynolds numbers, and for any roughness height and any rough geometry (even anisotropic ones). Some further desirable properties would include the ability for reproducing surface phenomena as hydrophobic and hydrophilic effects, and the ability to provide information about force decomposition (as it can be obtained from a 3D CFD simulation). If the method is not analytical it would be desirable having a simple and computationally cheap one in order to reduce as much as possible the complexity of the implementation.
A review is presented in Table I of available approaches to perform simplified or analytical analysis of the influence of roughness in channels. The objective of this review is to identify the approach that can better provide the above-mentioned characteristics when modeling the laminar fluid flow in rough microchannels, which is mainly characterized by high relative roughness. The first approach in Table I is the classical hydraulic engineering approach, which consider the roughness through a friction factor or a resistance coefficient obtained experimentally or numerically (using 2D/3D CFD simulations). The basic approach [6, 22, 25] provides a general description of laminar and turbulent flows within rough conduits. It is only valid for roughness up to 5%. Generalizations of the Moody chart [12, 15] Friction factor Moody chart [6, 22, 25 ] 0D
Moody chart generalization [12, 15] 0D
Resistance coefficient [36, 37] 0D
Modified boundary conditions Modified slip [29, 32] 1D-2D
Perturbation methods [32, 41] 1D-2D
Stochastic slip [5, 5] 0D
Effective viscosity Roughness viscosity model [21] 1D-(2D)
Layer models Porous-media layer [19, 20] 1D-(2D) Rough-layer model [2, 10] 1D-(2D)
Asymptotic analysis Stokeslet [11, 27] 2D-3D
Eigenfunction expansion [18, 31, 40] 2D-3D The last column is the dimension of the model.
simulations [36, 37] . A second possible approach is the definition of a modified boundary condition. It is typically a Neumann or a Robin condition at the boundary that generates a positive or negative slip equivalent to the particular effect studied at the wall [29, 32] . This modified slip boundary condition is applied in a fictitious wall with a location depending on the roughness. An equivalent extrapolated non-slip condition can be defined. Contributions to this approach include: perturbation methods [32, 41] , which have been derived for some grooved surfaces and are limited to shallow elements; and the stochastic slip boundary condition [5, 5] , which take into account the formation of nano-bubbles at the wall. In the latter approach, the actual slip length is based on the mean roughness, the spatial autocorrelation and the fraction of bubbles at walls. Alternatively to boundary-condition modification, a modified fluid flow behavior can be introduced through a change of the viscosity as a function of the distance to the wall [21] . However, with these two approaches (modified boundary condition and modified viscosity) we loss information about the velocity profile within the microchannel, which can be of interest for some application (eg mixed lubrication processes). A fourth approach is build by splitting the domain in two layers, one for the laminar fluid flow and the other for taken into account the roughness effects. For this case,
the resistance speed factor can be obtained from experimental correlations, and porous media parameters adjusted to fit experimental data [19, 20] . Alternatively, the needed input information can came from numerical data by computing the drag in the rough layer from 2D and 3D CFD simulations [2, 10] . Finally, an available fifth approach joint those methods based on computing asymptotic solutions for the Stokes flow. The Stokeslet fundamental solution method [11, 27] provide arbitrary accurate solutions but usually based on numerical approaches. The eigenfunction expansion method [18, 31, 40] has the advantage that it can be extended for any kind of geometry, but for complex ones a numerical approach is compulsory.
Looking for a reduced-order method in Table I and attending to the ideal properties described above, we conclude that the layer method are those that can better reproduce the fluid flow behavior without losing relevant information. This approach is a well-balanced trade-off between simplicity (one-dimensional approach) and accuracy (it is derived by averaging of the three-dimensional equations). Furthermore, the structure of the approach would allow moving to a two-dimensional approach if more complex phenomena are needed to be simulated.
An additional aspect to be discussed when analyzing the fluid flow over rough walls is the appropriate characterization of these surfaces. For the study of the influence of roughness in the flow, synthetic surfaces are preferred to real ones due to the possibility of controlling geometrical parameters. Synthetic surfaces can be roughly classified as: (a) roughness build with geometric elements (eg prisms, pyramids, wavy patterns or spheres) arranged in several ways (aligned, staggered or random) and with fluid connectivity through the rough area; (b) patterns with grooves or dimples without fluid connection between them; and (c) self-affine fractal roughness to reproduce surfaces with natural growing mechanisms (eg nucleation or fracture). In this work we only consider geometries falling into the first group.
The generalized transport equations, which are the basis for the porous layer model, are introduced in Sec. II. In Sec. III a one-dimensional porous layer model is obtained and analyzed under some restrictions and assumptions. The resulting model is based on a previous model recently developed [10] , which is here improved by rigorously derived the average equations [26] and by computing, from a simple geometrical procedure, the stress tensor in the porous layer [43] , avoiding any input from numerical or experimental data. Once
the equation of the model is set, two alternative strategies for solving it are described in Secs. IV and V. The porous layer model introduced is validated in Sec. VI using experimental and numerical data from the bibliography and with original CFD simulation of several kinds of synthetic roughness. Finally, in Sec. VII conclusions are drawn and possible extensions are discussed.
II. GENERALIZED TRANSPORT EQUATIONS
The averaged transport equations are here derived for the fluid flow of the -phase in a channel at the steady state (see Fig. 1 ). The channel has a homogeneous fluid -region and a homogenous porous -region with a fluid-porous --interface between regions. In the homogeneous regions the fluid is assumed to be not affected by rapid variation of properties occurred in boundary regions. The flow is considered incompressible and inertial effects are neglected. Therefore, we start the description of the method with the three-dimensional incompressible Stokes system of equations for the fluid -phase at the steady state within the whole domain:
where u is the velocity vector, is the pressure, is the viscosity and f is a body force. For solving this system of equations the no-slip boundary condition is set at the -fluid-phase and -solid-phase interface:
and also at upper and bottom walls:
To account for the porous media description the superficial volume average of a quantity is defined in the -phase as:
and the intrinsic volume average:
The relation between superficial an intrinsic volume average quantities is:
being the porosity for the -phase defined as:
Considering the geometry in Fig. 1 (c), = = and = = , and only one-phase fluid flow, the porosity would be = 1 in the -region and = in the -region; where:
In order to derive the averaging governing equations, the spatial average theorem of a generic function Ψ is applied [14] :
When this theorem is applied to a constant we obtain: The superficial volume average of the continuity Eq. (1) in
is obtained by applying Eq. (11):
and by imposing the boundary condition Eq. (3) at the --interface:
B. Momentum equation
The superficial volume average is applied to Eq. (2):
Neglecting variations in , and f , Eq. (16) reduces to:
Applying twice the superficial volume averaging Eq. (11) Eq. (17) we obtain:
The superficial averaged velocity and the intrinsic averaged pressure are often preferred.
The first because it is a hydrodynamic velocity directly related to the averaged volume and the latter due to the fact that this is the pressure that can be measure directly. We therefore recast Eq. (18) searching for preferred variables:
Using Eq. (12) in the right-hand side of Eq. (19) we interchange differentiation and integration for the second term:¯,¯∇
Additionally, to get the fluctuating stress tensor in the integral term (ˆ= −¯,¯being a fluctuating variable) we introduce the following terms by applying Eq. (12):
Applying Eqs. (19), (20) and (21),and dividing by we obtain:
The last term is the fluctuating stress tensor
and it is equal to zero in the -region and equal to the permeability under some length conditions [42] in the homogeneous -region. These conditions are:
where , ∇ and ∇ 2 are characteristic lengths related to the spatial variation of the porosity, the pressure gradient and the viscous term, respectively. On the other hand, the fourth term in the right-hand side of Eq. (22) is the Brinkman correction.
III. POROUS LAYER MODEL
The averaged three-dimensional system of equations valid in the whole domain Eqs. (15) and (22) is now simplified considering one-dimensional flow and length constrains. Additionally, only one phase is considered and subscript is neglected from here on. Therefore,
we obtain the reduced-order approach to be used for modeling rough microchannels:
For expressing the previous equation in dimensionless form, and considering the characteristic length equal to , the following non-dimensional variables are introduced:
where 0 =˙/( ) is the average velocity,˙being the mass flow rate. Additionaly, the following dimensionless numbers are defined using the hydraulic diameter of the channel ℎ = 2 as characteristic length:
where is the friction factor (ratio between wall shear stress tensor and dynamic pressure), Re is the Reynolds number (ratio between convective and viscous forces), Po is the Poiseuille number (the product of the two previous numbers), Da is the Darcy number (or the dimensionless permeability), and˜is an additional friction factor in the -direction to account for other external body forces (eg gravity, which would lead to a term proportional to the inverse square Froude number Fr −2 ). Notice that, due to the definition of different characteristic lengths for dimensionless coordinates and dimensionless numbers, we call to the Darcy friction factor, which is actually four times the Fanning (or skin) friction factor [20] . Notice also, that the characteristic length for the Darcy number is in order to be consistent with the Darcy friction factor definition. Other dimensionless numbers can appear depending of the fluid flow considered. For instance, for the compressible Stokes equations,
the Mach number (Ma) defines the flow; or if a biphasic fluid is taken into account in a microchannel the capillary number (Ca) will be present in the equations.
Recasting Eq. (28) in a dimensionless form we obtain for the porous -region:
and for the -region:
Equation (35) is actually valid in all the domain, as Da −1 → 0 and → 1 and is constant in the -region.
A. Stress tensor in porous media
Previous one-dimensional layer approaches for describing the flow in rough microchannels [2, 10, 19, 20] use experimental or numerical data for computing the drag related to the fluctuating stress tensor, namely the permeability, assuming the length restrictions described above. In this work we preserve these length restrictions and we adopt a discrete-element approach [2, 10] initially proposed by Taylor et al. [34] for modeling rough walls in turbulent flows. In this approach [34] , the flow in the layer below the roughness top was approximated by a series of two-dimensional wall-parallel slices, computing the drag in each of them using a turbulence model. Using this approach they succeed in estimate ab initio the drag characteristic of sparse roughness [30] . In this section, a 2D model for predicting the permeability of laminar flow through 2D isotropic homogeneous porous media will be discussed shortly in this section [43] . The pore-scale model, shown in Fig. 2(a) , is based on a rectangular geometry and is referred to as the RUC-pore model, meaning Representative Unit Cell at the pore scale. The unit cell in the homogeneous porous region has a volume ℎ (see also Fig. 1) , and the solid fiber with volume represents the average solid geometry of the porous medium. The porosity is defined as:
where denotes the total fluid volume of the pore-scale unit cell. For simplicity we will use thereafter to refer to the porosity in the porous region and we consider that given by
A direct modeling procedure is followed in which piece-wise plane-Poiseuille flow is assumed in all channel sections. The relation between the streamwise and transverse wall shear stresses, denoted by ∥ and ⊥ , respectively, may thus be expressed as
where¯∥¯is the magnitude of the intrinsic streamwise average channel velocity. The coefficient is defined as the ratio of the streamwise average channel velocity over the transverse average channel velocity. The coefficient was introduced to account for the reduction in the tortuosity due to the splitting of the streamwise flux into two equal but directionally opposite transverse parts in a staggered array. Two arrays are considered, as shown in Fig. 3 .
In a regular array no staggering occurs and in a fully staggered array maximum possible staggering occurs in the streamwise direction, denoted by ⃗ . For a regular array = = 0 and for a fully staggered array = = 1/2.
The total streamwise pressure drop over a unit cell of length , denoted by , may be expressed as 
The permeability can there-upon be expressed as:
Using Eq. (38) we can write a dimensionless permeability based on the characteristic length
A 2D isotropic homogeneous porous model is obtained by taking the average of the coefficients of a regular and a fully staggered array, thus yielding
The advantage of the RUC-pore model is that it is based on sound physical principles and therefore contains no empirical coefficients.
We compare now several numerical and experimental expression used to define the permeability in porous media, see Table II , with the result obtained in Eq. (44) . The comparison is shown in Fig. 4 .
IV. ONE-REGION POROUS-LAYER MODEL
Let us consider a channel like in Fig. 1(a) , where represent half of the total height.
As the PLM Eq. (28) [43] 2D -isotropic
Simple pore model Table II. the whole range of , a function for the smooth variation of the porosity must be provided.
Considering the periodically distributed parallelepiped elements described in Fig 1(c) , we define the smooth spatial variation of = = according to the function:
where ( ) is and smooth logistic function, which define the evolution of geometric properties without discontinuities within the whole domain: and being a small parameter to control the slope of the transition. An expression for the porosity is obtained using Eqs. (10) and (45):
Plotting this expression for several values of , Fig. 5 we recover the evolution of the porosity along for different geometries of the rough structure. This plot also shows the spatial evolution of .
The study of the existence of analytical solutions [1, 23, 28, 45] for Eq. (28) reveals that it only exists if the porosity is constant through the domain (there exists another particular analytical solution with no physical interest for the case when
Therefore, as we are not interested in the case of a channel with constant porosity, when the one-region approach is selected we must use numerical approximations to find the solution.
For numerical convenience (lower computational cost), the logistic approach for defining the variation of properties can be expressed alternatively by an algebraic expression: 
However, the low computational demand of the numerical approach should not be the limiting step; unless the subroutine was extensively use in lump simulation of a more complex system, where moving to Eq. (50) would have sense.
V. TWO-REGION POROUS-LAYER MODEL
An alternative approach, which should be completely equivalent, is to split the domain in two numerical domains corresponding to the physical regions. For the porous -region we solve Eq. (35) and for the fluid one Eq. (36). These two domains are coupled through appropriate boundary conditions. In the following, we analyzed which are the proper boundary conditions to couple these equations, and we also describe the existing analytical solutions.
A. Generalized inter-region boundary condition
The derivation of the boundary conditions sketched here follows previous works [26, 38] about jump conditions between porous and fluid mediums. For deriving the boundary jump condition, a integration volume as the one depicted in Fig. 1(c) is used. This volume can be decomposed as:
and the area surrounding can be represented in terms of the bounding surfaces in the -and -regions according to
The system of equations to be solved for the porous region within is: and for the liquid region:
where subcripts and are use to denote the pressure and velocity in the -phase of the liquid and porous region respectively.
Continuity equation
Integrating Eq. (1) we obtain:
and applying the divergence theorem
In the same way, performing this integration on Eq. (54) and (56) 
The excess surface velocity is defined as [26] 
where C is a closed curved lying on the dividing surface. Using Eq. (63)with Eq. (62) and applying the Stokes theorem leads to
Usually, the effect of the excess surface velocity can be neglected in a homogeneous porousfluid interface, leading to the boundary conditions for velocities
Momentum equation
To derive the momentum jump condition, is convenient to first rewrite Eq. (28) in the
Integrating Eqs. (66), (55) and (57) as for the continuity equation, we obtain:
where is a constant value describing the homogeneous porosity in the porous media close to the interface. The following terms are defined [26] : (i) the excess surface stress
(ii) the excess Brinkman stress
and (iii) the excess bulk stress
Additionally, the following equivalences are considered [38] :
where is ratio between the fluid-solid -interphase and the total volume .
Introducing Eqs. (68-72) in Eq. (67) we obtain:
where the first term in the right-hand-side is the surface stress, the sencond one is the global stress and the third term is the Brinkman stress. The surface stress can be assumed to be negligible for a porous-fluid interface [26] and the contribution of Brinkman stress is negligible [38] . Therefore, from Eq. (73) we can extract the following two boundary conditions at the interface, one for the pressure:
and other for the jump of the stress:
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B. Analytical solutions
As for the one-region approach, there only exists analytical solutions [1, 23, 28, 45] for the case of constant porosity . However, due to the splitting in two numerical domains, the two-regions approach has analytical solution for some case of interest. Specifically, a rough channel with the following boundary conditions is solved:
where:˜=
is the dimensionless stress jump coefficient.
The analytical solution obtained is:
= Po The Po can be computed as a function of˙by integrating the velocity profile:
Using the analytical solution for this rough channel we can study the influence of the roughness geometry in the jump coefficient, Fig. 6 . It can be seen that the stress jump is greater for smaller porosities and relative lengths / of the domain.
VI. RESULTS
The Porous Layer Model presented is validated against CFD results of three geometries: to obtain the porosity variation with height.
A numerical one-region approach (PLM-I) is applied to study a rough microchannel with periodically distributed parallelepiped elements, as the ones analyzed in Gamrat et al. [10] , the porosity being constant through the rough layer. To avoid discontinuities across the domain, the porosity is defined by means of Eqs. (45) The PLM-I was also applied to pyramidal semi-rough channels, as the ones in Valdés et al. [37] . In these channels one wall is assumed to be smooth while pyramidal elements are randomly distributed on the other one. The height of the peaks in not uniform and therefore the relative roughness is defined in terms of the maximum roughness height. The fluid area at different heights is extracted from the CFD models and interpolated via cubic polynomials. Table III shows the relevant geometric parameters of the models selected to validate the PLM-I. The original nomenclature [37] Finally the PLM is used to predict the flow through channel with self-affine-like roughness.
This roughness is generated by means of a 2D extension of the Weierstrass-Mandelbrot function:
where is a scaling factor, is the fractal parameter, is the fractal exponent, and is the number of term in the series. This function is used only with = 0 and = 1, so modeled surfaces are wavy ones with no relevant self-affine property. Thus, the effect of self-affine variables is not studied. Results for the dimensionless pressure gradient are plotted in Fig. 11 . To summarize the results obtained we plot in Fig. 12 one-region and two-region approaches for solving PLM, including the analysis of available analytical solutions; the compilation of assumption considered for developing the model (see the discussion below); and the derivation, using superficial average theorems, of the inter-region boundary condition for the two-region model. The most relevant consequence of this approach is that the model only uses the geometric characteristic of the surface as input parameters. Thus, it is not necessary additional experimental or numerical information about, for example, the structure of the stress tensor in the porous media as a function of the porosity. Velocity profiles and Pouseuille numbers has been compared for channels with different rough structures using solutions from CFD simulations and the oneand the two-region approaches. Results suggest that the model can be used for any kind of fluid-connected roughness structure for relative roughness / < 0.5, relative width / < 30 and porosity < 0.8 (if errors < 10% are assumed). For example, Stokes equations are considered as the starting point. However, the inertial terms ( u ⋅ ∇u) cannot be negligible in boundary regions and should be introduced [3] . For departures from ( − )/ ≪ 1 the effects in momentum loss due to recirculations should be taken into account [24] . For including surface effects the non-slip boundary condition at the interface -can be applied [39] . If non-isotropic porous media are needed to be considered the approach proposed can be also applied [3] . Other aspect not considered in PLM is a possible mass source term [3] . This could be useful, for example, for modeling the wear of the surface due to mechanical or chemical mechanisms.
The method proposed is valid in the continuous limit. For low pressure gas flows the Stokes equations are no longer valid. Alternatively, two groups of approaches can be used,
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after surface averaging of its corresponding macroscopic equation, to simulate rarified gases in rough channels. The first approach is based on modified Navier-Stokes equations, as, for example, the addition of terms for molecular diffusivity [7] ; on the other hand, we could use de some moment system of equations with an appropriate closure, as the Grad's one [33] .
Notice that this second approach could be used also for modeling polydispersive flows, such as granular or biphasic (bubbly) ones.
Summarizing the discussion, the averaging surface in conjunction with the simplified pore description, although it simplicity, leads to simple PLM with only geometric input parameters. Additionally, this approach can be further extended by including more physical phenomena without losing the simplicity. Thus, there exists a great potential in developing and using PLM's for its use in lump simulations of microfluidic applications.
The on-going work is devoted to the application of PLM for hydrodynamic-lubrication lump simulations by including into the model the effects of temporal and convective terms.
The most challenging aspect is that for hydrodynamic-lubrication configurations we need to provide a solution for the permeability stress tensor without considering length restrictions
Eqs. (24) (25) (26) (27) .
