Abstract. Tracking of an unknown frequency embedded in noise is widely met in a variety of applications. Unknown frequencies can be obtained by approximating generalized spectral density of a periodic process by an autoregressive (AR) model. The advantage is that an AR model has a simple structure and its parameters can be easily estimated iteratively, which is crucial for online (real-time) applications. Typically, the order of the AR approximation is chosen by information criteria. However, with an increase of a sample size, model order may change, which leads to re-estimation of all model parameters. We propose a new iterative procedure for frequency detection based on a regularization of an empirical information matrix. The suggested method enables to avoid the repeated model selection as well as parameter estimation steps and therefore optimize computational costs. The asymptotic properties of the proposed regularized AR (RAR) frequency estimates are derived and performance of RAR is evaluated by numerical examples.
1. INTRODUCTION The problem of detecting an unknown frequency in periodic signals is widely applied in many disciplines such as statistics, astronomy, biology, signal processing, electrical engineering, etc (for an overview and historical perspective see, for example, Brillinger, 1987; Chen, 1988; Hannan and Huang, 1993; Huang, 1993; Chen et al., 2000; Quinn, 2000; Quinn and Hannan, 2001; Artis et al., 2004; Ahdesmäki et al., 2005; Artis et al., 2007) . In many modern applications, e.g., computer tracking of cardiac rhymes or muscle contractions, mobile speech recognition, encoding and transmission, digital analysis of pulsar frequencies in astronomy, the observed sample size is not known a-priori and may indefinitely increase while a data analyst needs to adaptively estimate an unknown frequency from noisy measurements in real time. Such situations, typically referred to as online tracking, are becoming increasingly more widespread. Although some Fourier transformation-based methods such as Periodogram Maximization (Walker, 1971; Artis et al., 2004) and Nonlinear Least Square (Hannan, 1971; Rao and Zhao, 1993) provide the most accurate frequency estimates, these procedures utilize non-linear optimization which require good initial values and, hence, are not feasible for online frequency detection because of the high computational costs. An alternative approach is to utilize an autoregressive (AR) approximation. The AR procedure has well-established statistical properties (Tuft and Kumaresan, 1982; Stoica et al., 1987 and Poskitt, 1989 and 1990; Kedem, 1994; Li et al., 1994; Li and Kedem, 1998; Lau et al., 2002) and allows a simple and accurate iterative estimation of unknown frequency. However, the AR-based frequency estimates are asymptotically biased when the order k of an approximating AR model is fixed (Stoica et al., 1987) . A remedy to such problem is to increase the AR order k as sample size T → ∞. Typically, a new model order is re-calculated upon the arrival of a block of new observations based on the Akaike Information Criterion (AIC) or Parzen's Criterion Autoregressive Transfer Function (CAT). This procedure implies that all the earlier estimated AR parameters need to be recalculated from scratch and eventually increases the computational costs.
To avoid such shortcomings, we propose to fit a much "longer" AR model whose order k substantially exceeds the order selected by AIC or CAT at the initial step. The parameters of such "long" AR model are estimated using the iterative Regularized Least Squares (RLS) method (Gel and Fomin, 2001; Gel and Barabanov, 2007) . The RLS utilizes the regularization of the empirical information matrix and hence enables to estimate the AR parameters with different levels of accuracy. In particular, the first AR parameters are estimated more precisely than the tail ones and the number of estimated parameters grows upon the arrival of every new observation. The advantages of the proposed Regularized Autoregressive (RAR) frequency estimation are the following.
First, as discussed by Stoica et al. (1987) , a steady increase of AR order k as T → ∞ can effectively reduce bias of frequency estimates. Second, our regularization procedure enables to use the same "long" AR model whenever the sample size is changed, i.e. the number of accurately estimated parameters is increasing with every new measurement. Hence, the repeated model selection by AIC or CAT and subsequent parameter re-estimation steps are eliminated, which is important for online monitoring and frequency tracking. Our regularization approach of an empirical information matrix of a periodic signal is closely related to regularization techniques of sample covariance matrices in high dimensional multivariate problems, i.e. so called "large p small T ", when a number of variables p is substantially larger than a number of observations T (Ledoit and Wolf, 2004; Furrer and Bengtsson 2007; . Similar to , we select an "optimal" regularizer via cross-validation. Our theoretical findings indicate that the RAR frequency estimates converge almost surely and are asymptotically normally distributed as both k → ∞, T → ∞ and k 3/2 /T → 0, which hence extends an analogous results for unregularized AR frequency estimates by Mackisack and Poskitt (1989) . In practice, however, Mackisack and Poskitt (1989) utilize the AR(k) approximation with order k being selected by AIC, which implies that k is only O(log(T )). In contrast, the RAR procedure a priori reserves a block of memory large enough to accommodate all AR parameters that can be potentially useful in the future. For example, if an analyst believes that an upper bound of all possibly suitable models for the data of interest is AR(50), then she can start from AR(50). However, only the first few AR coefficients are identified for small sample sizes and the remaining coefficients are all zeros; when T grows, the number of estimated parameters increases linearly with T and the first AR coefficients are adaptively estimated with higher accuracy than the tail ones.
In practice, as noted by Stoica et al. (1987) , for high order of AR approximation we typically encounter spurious frequency estimates. Therefore, we further propose the Robust Trimming Algorithm (RTA) for the RAR frequency estimates. The RTA procedure can be conducted in the following steps. First, using the training sample we select an "optimal" regularizing parameters via cross-validation. We also construct the (1 − α)% confidence interval (CI) based on a sample distribu-tion of the RAR frequency estimates corresponding to potential tested candidates among regularizers. Second, the AR model with an "optimal" regularizer is fitted to the entire sample of observations, and the frequency estimates falling outside the (1 − α)% CI are trimmed. Our numerical studies show that RTA can effectively eliminate spurious roots and outliers, which noticeably increases the accuracy of frequency estimates. Compared to the simulation results presented by Mackisack and Poskitt (1989) , the RAR frequency estimates with trimming have smaller mean squared error (MSE) especially when a periodic signal is substantially embedded in noise, i.e. for low signal to noise ratio (SNR). In addition, as sample size increases, the RTA estimates consistently outperform the unregularized AR-based procedures for frequency detection.
REGULARIZED AR FREQUENCY ESTIMATION
Consider a periodic process {y t , t ∈ T } defined by
where ρ and ω 0 are constants, ρ > 0 and 0 < ω 0 < π; ϕ is a random variable uniformly distributed on [0, 2π); ϵ t are independent and identically distributed random variables with Eϵ t = o, Eϵ 2 t = σ 2 and Eϵ 4 t < ∞. Assume that ϵ t is independent of ϕ. The structure of y t is often referred to as the "sinusoids-in-noise" model. Our target is to estimate an unknown frequency ω 0 based on {y t , t ∈ T }.
First, we discuss the classical AR-based approach to tracking of ω 0 (for overview see Quinn and Hannan, 2001 , and references therein). Consider an AR(k) model
where {ν t } is a white noise with Eν t = 0 and Eν 2 t = η 2 ; B is a backward shift operator (By t =y t−1 ) and a(z) = 1 + a 1 z + . . . + a k z k is a polynomial of degree k. Let a j be the sample estimate of a j , j = 1, . . . , k, then the sample counterpart of a(z) is defined asâ(z) = 1 +â 1 z + . . . +â k z k . A common algorithm for the AR-based frequency estimation procedure consists of three steps. First, the AR model order k is selected by information criteria, such as AIC or CAT. Second, the Least Squares (LS), Yule-Walker (YW), Burg's or other estimation methods are applied to obtain sample AR parameters (â 1 , . . . ,â k ). Finally, if we denote complex roots ofâ(z) byβ p e ±iωp , p = 1, . . . , k, then the hidden frequency ω 0 equals to the phase angleω k corresponding to a complex root closest to the unit circle. Equivalently, ω 0 can be estimated by locating the minimum of a transfer functionĥ
The properties of the AR frequency estimates are well-studied empirically and theoretically (see discussions in, for example, Sakai, 1979; Ängeby et al., 1994 , and reference therein). However, if the model order k is fixed, AR frequency estimates possess an asymptotic bias of order O(1/k 3 ) (Stoica et al., 1987) . A remedy to reduce the bias is to increase the AR model order k as T → ∞. Since any change in k implies that all previously obtained AR parameters need to be re-calculated, we propose to initially fit a "long" AR model whose order is significantly higher than the one suggested by information criteria and whose parameters are estimated with different degree of precision using the Regularized Least Squares (RLS) method.
The Regularized Least Squares (RLS) method has the form of the iterative Kalman filter (Brockwell and Davis, 1998; Fomin, 1999; Abraham and Ledolter, 2005) . In particular, we can re-write the AR model (2) in a state-space form:
where
Then the vector of unknown AR parameters τ T is adaptively estimated by the iterative RLS method
with initial conditionsτ 0 = 0 and γ
is a regularizer. Note that the model order k can be a priori selected to be equal to (or to exceed) a potential upper bound of all practically fittable AR models, and k can be much larger than a sample size T at a time of selection. In other words, such choice of k is equivalent to reserving a block of memory large enough to accommodate all AR parameters that can be potentially utilized in the future. Regularization of an empirical information matrixŘ ε T enables to avoid an ill-conditioned problem and to identify a longer AR model than the one estimated by the usual LS method (Brockwell and Davis, 1998; Abraham and Ledolter, 2005) . In turn, the AR parameters are estimated with different level of accuracy, i.e. the first ones are estimated more precisely than the tail ones, and as more observations come into the sample, the tail parameters are estimated more and more precisely. In addition, the number of accurately identified parameters smoothly grows with the sample size. Hence, the regularizer may be viewed as the smoothing operator applied to the number AR coefficients being estimated accurately and constitutes a link to model selection criteria.
After parameters of the "long" AR model are obtained, the hidden frequency is then detected similarly as in the unregularized case, i.e. as an argument of a root ofâ(e iθ ) closest to the unit circle or as the minimum of (3). Our numerical studies indicate that the RAR procedure provides competitive results comparing with other AR-based techniques and reduces the computational burden of frequency estimation in online settings. In the next section we discuss asymptotic properties of the RAR estimates.
ASYMPTOTIC PROPERTIES OF RAR ESTIMATES
In this section we show that the RAR estimates of unknown frequency are strictly consistent and asymptotically normally distributed. For the sake of notation, we suppress the dependence on T inŘ T ,Ř ε T andτ k,T and denote them respectively aš R,Ř ε andτ k . First, our goal is to show that the RAR frequency estimates converge almost surely to the unknown frequency ω 0 . The proof of this result is based on strict consistency of the RLS estimates of autoregressive parameters.
(The proof of Theorem 1 is given in the Appendix.) Let ω 0k be the unknown frequency based on the k-th order RAR approximation. Then the following results on the strong consistency ofω k hold.
for all T > T ′ with probability 1.
The proof of Corollary 1 follows from the almost sure convergence ofτ k , and follows an analogous proof sketch as Theorem 1 of Mackisack and Poskitt (1989) . Finally, we state the result on strict consistency of the RAR estimates.
Theorem 2 Let
Note that we can re-writeω k − ω 0 as (ω k − ω 0k ) + (ω 0k − ω 0 ). As shown by Stoica et al. (1987) 
3 ), and the result follows from Corollary 1.
Second, we show asymptotic normality of the RAR frequency estimatesω k . We start from stating the following theorem on asymptotic distribution ofτ k .
Theorem 3 If
(The proof of Theorem 3 is given in the Appendix.)
where R + k denotes the Moore-Penrose pseudoinverse of R k . The results of Stoica et al. (1989) imply that a
where A(z) = 1 − 2 cos ω 0 z + z 2 and B(z) is a monic polynomial of degree k − 2 uniquely defined by 1 2π
Note that A(z) has a pair of roots located on the unit circle at e ±iω 0 . The remaining roots of a * (z), which are the roots of B * (z), are located outside the unit circle. For large value of k, the roots of B * (z) may be located very close to the unit circle, which eventually cause spurious frequency estimates. (We discuss trimming algorithm of such spurious roots in the next section.) The following theorem states the result on asymptotic normality ofω k .
Theorem 4 If k
in distribution, where
(The proof of Theorem 4 is given in the Appendix.)
Hence, we conclude that the Regularized AR (RAR) frequency estimatesω k possess the same asymptotic properties as the unregularized AR-based frequency estimates, i.e. converge almost surely and are asymptotically normally distributed. However, RLS allows to fit a longer AR model whose increasing order k is such that k 3/2 /T → 0, compared to the corresponding result of k 2 /T → 0 by Mackisack and Poskitt (1989) . Notice that in contrast to the RAR procedure, in practice Mackisack and Poskitt (1989) utilize only AR(k) models with k = O(log(T )).
ROBUST TRIMMING ALGORITHM (RTA)
For sufficiently large T , the roots ofâ(z) are close to the roots of a * (z), or equivalently, B * (z)A(z). As mentioned in the previous section, the roots of B * (z) tend to the unit circle when k increases. Therefore, the roots of B * (z) may move faster towards the unit circle than those of A(z), which results in false frequency estimates. Such situations are often encountered in our simulation studies. In order to increase the accuracy of the frequency estimates, we propose the following robust trimming algorithm (RTA).
The RTA procedure is implemented via training and execution stages. At the training stage, we select the "optimal" regularizing parameter µ from a range of potential regularizers, using cross-validation on a training subset of observations. In addition, we construct the (1 − α)% confidence interval (CI) of frequency estimates corresponding to various tested regularizers. Heuristically, in view of Theorem 4 such empirical distribution of frequency estimates is asymptotically normal, since fitting regularizers with different magnitude can be viewed as fitting AR models of different order. At the execution stage, we apply the RAR procedure with the selected "optimal" regularizer to the entire sample and estimate an unknown frequency. However, only estimatesω k falling into the pre-chosen (1 − α)% CI are taken into account while the rest are disregarded. Our simulation studies indicate that RTA can effectively eliminate the spurious roots caused by the high model order, and therefore improve the accuracy of the estimate.
NUMERICAL EXAMPLES
In this section, we illustrate the proposed RAR procedure by simulated examples. Since RAR can be viewed as an extension of the results of Mackisack and Poskitt (1989) , we consider the same periodic process as in the latter paper. In particular, let the data be generated as follows
First, we investigate how MSE changes with respect to varying signal-to-noise ratio (SNR). SNR is defined as SNR(i) = 10 log 10 (0.5ρ 2 /iσ 2 ), where i = 40, 39, . . . , 1, ρ = 20 and σ = 1. Suppose that an observed sample consists of 1024 data points. Based on 1024 observations and AIC, the procedure of Mackisack and Poskitt (1989) (from here on referred to as MP) selects an AR(44) model. Based on the first 400 training observations, RTA selects an "optimal" regularizing parameter µ of 0.135 and AR(55) with µ = 0.135. The chosen models are then fitted to the entire sample of 1024 observations. Denote a mean square error (MSE) of the RTA and MP frequency estimates by MSE RTA and MSE MP respectively. Figure (1) illustrates the comparison of MSE RTA and MSE MP while SNR increases from 0.09 to 43.01.
From Figure (1) , we find that MSE RTA is noticeably smaller than MSE MP when SNR is low (SNR < 22dB). As SNR increases, both MSE RTA and MSE MP decay exponentially and tend to converge after a certain threshold (SNR > 22dB). Hence, fitting a longer AR model with robust trimming can effectively reduce MSE, especially in noisy conditions which is frequently the case for many applications.
Second, we investigate how MSE changes with respect to varying sample size. Such situation corresponds to online (real-time) modeling and frequency tracking. Suppose that an analyst is initially provided with 500 observations generated by the process (12). Following the MP approach, the analyst selects an AR(26) using AIC. However, the analyst needs to re-estimate AIC upon the arrival of new observations and hence to re-calculate all the earlier obtained AR parameters from scratch. For example, as the sample size increases from 500 to 1500, the AR model order utilized by the MP procedure changes from 26 to 44.
Alternatively, the analyst may apply the RTA method. Since the observations are generated by the same process, the previously chosen AR(55) with µ = 0.135 is still "optimal" for sample of size 500. Moreover, the same model can be used for any sample size. As new observations become available, the tail parameters of the AR model can be estimated more and more accurately. As a result, the unknown frequency can be estimated more precisely. Figure ( 2) illustrates the comparison of MSE RTA and MSE MP as sample size increasing from 500 to 1500. The model order and regularizer are chosen based on 500 data points for both approaches.
Figure (2) shows that MSE RTA is consistently smaller than MSE MP as sample size increases. From a computational point of view, RTA uses 25.3 seconds CPU time to select the "optimal" regularizer and to construct the 95% CI based on a training set of 500 observations. The MP procedure spends 14.7 seconds CPU time to select an optimal AR model using AIC on 500 observations. Though the CPU time for model selection from the MP procedure is somewhat less, RAR enables to avoid further model selection and subsequent parameter re-estimation when the sample size increases. Moreover, RTA provides more precise frequency estimates for all sample size comparing to MP. Based on our analysis, we can conclude that RTA can be a preferred method for detection of unknown frequency, particularly, in noisy conditions of real-time modelling and tracking.
DISCUSSION
In this paper we extend the results of Mackisack and Poskitt (1989) as well as Gel and Barabanov (2007) and apply the regularized AR (RAR) procedure for detection of unknown frequency in periodic signals. Our theoretical findings indicate that the RAR estimates of unknown frequency converge almost surely as the approximating AR model order k increases at the rate k 3/2 /T → 0 when T → ∞. We also show that RAR estimates of unknown frequencies are asymptotically normally distributed and the corresponding variance-covariance matrix is obtained. Compared to the results of Mackisack and Poskitt (1989) , RAR enables to utilize a higher order AR approximation for given sample size T and adaptively estimate new AR parameters upon arrival of every new observation. In addition, we propose a new robust trimming algorithm in order to eliminate spurious roots and outliers which frequently occur as the order of AR approximation increases. The proposed trimming procedure noticeably increases accuracy of frequency estimates, especially for a low signal-to-noise ratio. Based on our numerical studies, we conclude that the RAR method of frequency detection along with the robust trimming algorithm reduces the computational burden and improves accuracy of frequency estimates, and hence can be a preferred method for online frequency tracking.
In our future research, we plan to extend the RAR approach to detection of multiple unknown frequencies and also develop systematic procedures for selecting "optimal" regularizing parameters µ and ϵ. We would like to further analyze the linkage between regularizer and AIC, BIC, CAT and other information criteria, as well as with recent advances on regularization of covariance matrices in other fields of statistics. Moreover, we will perform similar theoretical analysis as conducted in Bickel and Levina (2006) to our robust trimming algorithm. APPENDIX First, we discuss the following auxiliary result that is of independent interest. Suppose that we consider a limiting case of an AR approximation, i.e. an autoregressive model of infinite order, namely AR(∞). If the initial conditions are assumed to be zeros, the vector Φ t which contains all previously observed values, takes the form Φ t = (y t , y t−2 , . . . , y 1 , 0, . . .) ′ ; the vector of unknown AR parameters τ T is then defined as τ T = − (a 1 , a 2 
, . . .)
′ and τ T ∈ ℓ 2 (N ). The τ T can be estimated by the same RLS equationŝ
However, in the infinite dimensional case, the regularizer Λ plays an additional role of keeping parameter estimatesτ T in ℓ 2 (N ) space. Following the approach of Gel and Barabanov (2007) , define a quadratic function V T +1 ,
then we can state the following result on a.s. convergence of V T .
Theorem 5 Letã(z) have a finite number of roots along the unit circle. Then V T → 0 as
T → ∞ with probability 1. Moreover, there exists a positive constant C 1 such that
Proof of Theorem 5 Denote the estimation error ∆τ T +1 =τ T +1 − τ T +1 , then
which consists of two uncorrelated terms. Since γ ε T decays as T increases, the conditional expectation of
To apply the result on semimartingale convergence of Gel and Barabanov (2007), we show that
Extend the function Φ(t) of Φ(t) = Φ t for integer t on the positive semi-axis as a step function on every interval (t, t + 1]. Consequently,R(t)
Here, inequality (a) follows from the condition thatγ s γ t , s t; inequality (b) follows from concavity of logarithm and the Jensen's inequality. In addition, we take into account that lnR 0 = ln I = 0.
The matrixR T may be expressed asR T = diag{ R T , I} where R T = ( R ij ) n 1 is a symmetric positive definite T ×T matrix. For any positive definite matrix, det R T ∏ T i=1 ( R) ii holds. Substituting this inequality and the identities Tr ln ER T = Tr ln E R T and Tr ln X = ln detX into (19), then
Assume that all quantities with negative indices are 0 and N = N (T ) is a certain deterministic function of T such that N < T . The vector Φ t may be expressed in a state space form as
and
Therefore, by (23),
Finally, the convergence of the series under consideration is established using the Abel transformation
(27) In the view of inequality (17) and the stochastic variable V T satisfy all the conditions of Lemma 1 of Gel and Barabanov (2007) . Thus,
The stochastic variables V T converges a.s. for all δ > 0. Hence, the limit must be 0.
The following corollary follows immediately.
Remark. The proof of the a.s. convergence of τ T for the general case of a limiting AR(∞) approximation would follow from Theorem 5, if we could show that in the infinite dimensional case of ℓ 2 (N ) the regularized sample information matrix T −δŘ ε T is asymptotically strictly positive definite. However, the proof of this fact is challenging, so we leave it as a conjecture for now. Instead, we consider an analogous result for the truncated case. Let P k be an orthogonal projector in
, where the index T is suppressed for the sake of notation.
Proof of Theorem 1 Let us show that T
−1Ř ε k is positive definite, i.e.,
. Denote the theoretical autocovariance function (ACVF) by r j = E(y t y t+j ), j = 0, ±1, . . ., which forms covariance vectors
. Therefore, the inequality (28) can be expressed aŝ
which is equivalent toR
Consider an element ofR k − R k for some j = 0, 1, . . . , k:
Thus,
Since ρ is a constant and {ϵ t } is assumed to be white noise with finite fourth moment, the four terms on the right-hand side of (32) are all O(j/N ) almost surely. Therefore, for j = 0, 1, . . . , kr
Let S T be a k × k symmetric matrix
and let E T be a k × k symmetric matrix
. Hence,R
First, we investigate the asymptotic behavior of S T . By definition,
where 
Let ξ = 1/log T , as T → ∞,
Hence, when T → ∞,
with probability 1, which implies that
By (35), as T → ∞,
Hence,
which implies that
Second, we investigate the asymptotic behavior of E T , which can be written as
where D * is the conjugate transpose of D and λ max is the largest eigenvalue of D * D, we obtain
which requires k = T 2 3
−ϱ with ϱ ∈ ( 0, 2/3 ) . By the Cauchy-Schwartz inequality, (34) becomes
By results in (42) and (44), for ϱ − 1/6 ≤ δ ≤ 1/2 and ϱ ∈ ( 0, 2/3 ) , 
and therefore,r
Lemma 1 . Given {y t , t ∈ T }, under the assumptions stated above,
Proof of Lemma 1 By (47) and (48),r ε k,0 is equivalent tor k,0 as T → ∞. Also, the assumption applied here on {ϵ t }, which assumes {ϵ t } ∼ IID(0, σ 2 ) and E(ϵ 4 t ) = ησ 4 < ∞, is a special case of the assumptions applied in Li et al (1994) , which assumes {ϵ t } is a linear process of the form
Therefore, we can apply the results from Li et al (1994) .
By the results of Li et al. (1994) ,
is asymptotically normally distributed with mean zero and covariance matrix Σ, where
For any j = 0, . . . , k, the estimation error of regularized sample ACVF estimate is given by:
When i, j ̸ = 0,
and the result follows. 
Proof of Theorem 3 Since
-matrix with ±ith off-diagonal elements equal to 1, and 0 otherwise,
• ϑ k,i = (p × 1)-vector with ±ith element equal to 1, and 0 otherwise.
Note in particular that ∆ k,0 is the identity matrix and ∆ k,k is a zero matrix. Then,
Thus, by the chain rule,
Applying the Taylor expansion,
Let a i = 0 for i < 0 and i > k. Note that
Therefore, [τ k , (∆ k,1 τ k − ϑ k,1 ), . . . , (∆ k,k τ k − ϑ k,k )] = M and the result follows by Lemma 1.
Proof of Theorem 4
Applying the same arguments as in Stoica et al. (1989) and taking into account the results on asymptotic consistency and normality ofτ k and Theorem 4, we obtain thatω k is close to ω 0 andβ k is close to β 0 = 1 for sufficiently large T . Hence, the following Taylor expansion holds under regularity conditions: 
By Theorem 1, as k → ∞ and T → ∞ such that k 3/2 /T → 0, √ T (τ k − τ k ) converges in distribution, and thus it follows the result of Serfling (1980) 
. Also, by Theorem 1 of Stoica et al. (1987) , (τ k − τ * k ) = O(1/k 2 ). Hence,
Since k 3/2 cT 1−δ , for 0 < δ < 5/8, the dominant term in (59) is not affected if we replaceτ k by τ * k , which is
Since a * (e iω ) = 0,
Substituting (65) into (64), we get
Equivalently,
By the result of Stoica et al. (1987) Theorem 1,
Substituting (68) 
Therefore,
or equivalently, 
By Theorem 2,
k ), and thus, if k 3/2 cT 1−δ , for 0 < δ < 5/8 such that k 3/2 /T → 0,
