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INTRODUCTION
Brain tumor is a network of cells found in the brain that grows abnormally. Brain tumors make the brain tissue sufferers decline then urged the cavity of the skull to cause damage to the neural network. Brain tumors that are in the head will increase the pressure in the head cavity and disrupt the work of the brain. Brain tumors are divided into two types, namely benign tumors and malignant tumors [1] . Types of brain tumors that often occur are meningioma, glioma, and pituitary. Each type of tumor has a level of each malignancy. Glioma is a type of tumor that grows in the tissues of the glia and spinal cord. While Meningioma is a type of tumor that grows on the membranes that protect the brain and spinal cord. In contrast to Glioma and Meningioma, Pituitary is a type of tumor that grows on the pituitary gland (small gland located under the brain).
In the field of computer vision, brain tumor classification has been widely practiced. Research on the classification of brain tumors can be divided into several phases, starting from the process of segmentation, extraction feature on the object area, until to build a model to recognize the type of brain tumor. Several approaches to classifying brain tumors have been performed [1] , [2] . In the case of image classification, the most commonly used method is Deep Learning which is considered to have a high degree of accuracy [2] . One method of Deep Learning is the Deep Neural Network, two of which are the Convolutional Neural Network (CNN) and Multilayer Perceptron (MLP). CNN is the development of MLP. CNN is rated better than MLP because CNN has a high network depth and is widely applied to image data, whereas MLP is not good because it does not store spatial information from image data and assumes each pixel is an independent feature that produces poor results [2] .
The use of the Convolutional Neural Network (CNN) has been widely used without the use of additional feature extraction as in [3] , the Sparse Autoencoder (SAE) method and the Convolutional Neural Network (CNN) train and PET-MRI combination to diagnose the patient's illness. In the study [4] , CNN is also used to classify brain tissue affected by ischemic stools. Not only that, CNN is also used for the classification and segmentation of brain images based on the age of the BRATS dataset [5] . In addition to classification, CNN is also used for segmentation. In the study [6] , brain segmentation using auto-context from CNN takes the consideration of two different architectures on three 2D (axial, coronial, and sagittal) convolution paths. In addition, CNN is also used with the CNN 3D approach to perform brain feature extraction using MRI data [7] . The use of the CNN method for segmentation has also been used on the dataset of the Brain Tumor Segmentation Challange 2013 (BRATS) [8] . On the other hand, CNN methods on MRI imagery are also used in brain segmentation based on BRATS database 2013 and BRATS 2015 with MAPS, CONV, and REFERS features [9] . The use of CNN, Menze and Bauer methods is performed by [10] for automatic brain tumor segmentation.
The use of features as a segmentation and classification process that does not use CNN has also been used in several studies. There are several feature extraction methods commonly used for the object classification, such as K-Nearest Neighbor [11] and Gray-Level Cooccurrence Matrix. One of the most commonly used methods is Gray-Level Co-occurrence Matrix (GLCM). GLCM has been widely used for image texture analysis, due to its high degree of accuracy in feature extraction [12] . In the study [13] , GLCM is used as a feature in the Support Vector Machine (SVM) classification process to calculate the number of people in an image. GLCM is also used by [14] as a feature in brain image classification using Hybrid Neuro-Fuzzy System. The use of GLCM with GBM method is also used to identify 3 main phenotypes of tumors in the form of necrosis, active tumor, and edema [15] . In addition, GLCM is also used to analyze and measure the asymmetry between two hemispheres and Co-occurence statistics [16] .
In this study was conducted to determine the type of brain tumor data and information obtained from image data. To obtain a strong image texture analysis and to obtain high network depth in image data processing classification, this research uses Gray-Level Co-occurrence Matrix and Convolutional Neural Network. 
Gray Level Co-occurrence Matrix
Gray Level Co-occurrence Matrix (GLCM) is a technique for taking an image texture through two sequence calculations. Measurements of textures in the first order with statistical calculations based on the pixel value of the original image as aberrations and not paying attention to the neighboring relations of pixels [13] . Second, the relationship between the original two pixel pairs is taken into account. GLCM can be calculated by the equation (1).
There are 4 offsets or orientation angle (r) in GLCM such as 0°, 45°, 90° and 135°. Properties of GLCM used in this research are Contrast, Correlation, Energy, and Homogenity. Contrast is used to measure the spatial frequency of the image and the GLCM moment difference. Contrast is a measure of the presence of variations in the pixel-gray level of an image calculated by the equation (2) . Correlation is a measure of linear dependence between gray level values in the image calculated by using the equation (3) . Energy is used to measure uniformity or a measure the gray level concentration of intensity in GLCM. Energy is calculated by equation (4) . Homogenity is used to measure homogeneity. Homogenity values are the inverse of contrast values calculated using equations (5) .
where :
2 Convolutional Neural Network
Convolutional Neural Network (CNN) is the development of Multilayer Perceptron (MLP) created for data processing. CNN is included in the Deep Neural Network which is widely used in images with high levels of network depth. The CNN was first developed by CNN is an excellent learning framework originally proposed by Kunihiko Fukushima and applied in handwriting recognition. In image segmentation and introduction of MNIST data, the error rate is relatively small and also shows high speed and accuracy in image classification. From face recognition and video quality analysis, CNN can reduce the average error rate and error squared [10] . The image of the CNN architecture model can be seen as Figure 1 . The brain tumor data came from the 3064 T1-weighted contrast-inhanced images of 233 patients from the School of Biomedical Engineering (Southern Medical University, Guangzhou, China) [17] . These data were classified into 3 types of brain tumors: meningioma (708 images), glioma (1426 images), and pituitary tumor (930 images). Furthermore, brain tumor data types were divided into 4 different data combinations, ranging from Meningioma-Glioma (Mg-Gl), Mengingioma-Pituitary tumor (Mg-Pt), Glioma-Pituitary tumor (Gl-Pt) and MeningiomaGlioma-Pituitary tumor (Mg-Gl-Pt). Brain tumor data is divided into 2 classes of testing and training with a ratio of 30% for data testing and 70% for training data.
Mg-Gl has 1495 images of training data and 639 images of testing data that can be seen in Figure 2 . Mg-Pt has has 1147 images of training data and 491 images of testing data that can be seen in Figure 3 . Gl-Pt has has 1650 images of training data and 706 images of testing data that can be seen in Figure 4 . Mg-Gl-Pt has has 2146 images of training data and 918 images of testing data that can be seen in Figure 5 . 
The structure of the CNN model for GLCM results using 1x1x1 input size and has 13 layers with 16 numfilters and [3 3] filter size. The test layer structure can be seen in Figure 6 . The work process in this research using 4 combinations of brain tumor data which then done resize to form the same image size. After the dataset is formed, the training data is inserted into the Convolutional Neural Network so as to form the training model, the training model is retrained back to form a model ready for testing. The next stage is done testing to produce output of accuracy and time. Based on the number of combinations of datasets and test scenarios performed, fifty-six experiments were produced. The Processing Diagram of Brain Tumors Classification can be seen in Figure 7 . 
RESULTS AND DISCUSSION
The training and retraining process on the Mg-Gl, Mg-Pt, Gl-Pt, and Mg-Gl-Pt datasets uses 14 combinations of GLCM features. The results of accuracy in training and retraining models with Mg-Gl datasets can be seen in Figures 8, 9 , 10, and 11. Figure 8 shows that the training model has a lower accuracy than the retraining model in the early epoch, but in the 10th epoch the training model is superior to the retraining model with Ct, Cr, Eg, Hg, Cr-Eg, Cr-Hg, and Eg-Hg features. The same is shown in Figure 9 . Figure 9 shows that the training model has a lower accuracy than the retraining model in the early epoch, but in the 10th epoch the training model is superior to the retraining model with Ct-Cr, Ct-Eg, and Ct-Hg features. Figure 10 shows that the training model has an accuracy similar to that of retraining in the early epoch until the 10th epoch with Ct-Cr-Eg, Ct-Cr-Hg, and Ct-Cr-Eg-Hg features. Figure 11 shows that the training model has a lower accuracy with the retraining model in the early epoch, but in the 10th epoch the training model has almost the same accuracy as the retraining model with Cr-EgHg features.
The results of accuracy in training and retraining models with Mg-Pt datasets can be seen in Figures 12, 13, 14, 15, 16, 17 , and 18. While the results of accuracy in training and retraining models with Gl-Pt datasets can be seen in Figures 19, 20, 21, 22 , and 23. After doing this research, it is found that all test scenarios using Ct feature will increase accuracy more than 20%. For the data with the highest accuracy is in the data Gl-Pt with the accuracy of 82% and the test time for 3 seconds. The tumor data that does not use the accurate Ct feature will be the same. From this study it can be concluded that Ct is a feature that dominates with the highest accuracy on each combination of data which can be seen in Table 1 . 
CONCLUSIONS
Based on the results of brain tumor classification testing using Convolutional Neural Network, it can be concluded that all GLCM features combined with Contrast will improve accuracy. This shows that Contrast is a feature that dominates in the classification of brain tumors. In addition, two combined features that involve Contrast will get better accuracy than do not involve Contrast. The time difference from the accuracy results involving the Contrast feature in the classification process on a combination of brain tumor data is not very significant, but Contrast can raise 20% accuracy for all combinations of features involving Contrast.
