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Re´sume´ – Re´cemment, il a e´te´ montre´ que l’emploi des se´quences d’e´talement ge´ne´re´es par des chaines de Markov pour l’optimisation
des performances d’un syste`me de communication asynchrone a` acce`s multiple par re´partition des codes (A-AMRC) a permis d’obtenir 15%
d’utilisateurs en plus par rapport aux syste`mes conventionnels base´s sur l’emploi des se´quences classiques (i.e. Gold-Kasami et se´quences a`
longueur maximale) [1, 2, 3]. Dans ce travail nous montrons que ces se´quences ge´ne´re´es par les ite´rations de fonctions Markoviennes line´aires par
parties (PLM) [3, 6] permettent d’ame´liorer jusqu’a` 40% les performances du syste`me A-AMRC en employant des de´tecteurs multi-utilisateurs
line´aires.
Abstract – One of the recent interesting facts about chip asynchronous DS-CDMA communication systems, is that the spreading sequences
generated by Markov chains are superior in terms of capacity in number of users for a target BER, to those generated by binary i.i.d sequences
as well as the classical linear feedback shift register (LFSR) based sequences, including the Gold sequences and the Kasami set [1, 2, 3].In
this paper we show the superiority of such chaos-based sequences generated by Piece wise Linear Markov maps (PLM), in chip asynchronous
DS-CDMA systems in the linear multiuser detection framework.
1 Introduction
La construction et/ou l’optimisation des s·equences d’·etalem
ent est un probleme important lors de l’·evaluation des perfor-
mances, en lien montant (i.e. asynchrone), d’un systeme de
communication a acces multiple par r·epartition des codes par
s·equence directe (A-AMRC). La solution classique a ce prob
leme est de construire des s·equences a partir de co-ensembles
de codes correcteurs d’erreurs lin·eaires, sur un corps de Gal-
lois, comme les s·equences a longueur maximale (construites
a partir de co-ensembles de codes duaux aux codes de Ham-
ming [10]), les s·equences de Gold-Kasami construites a partir
de combinaisons lin·eaires de s·equences a longueur maximale
[10], ou a partir d’image de Gray sur l’anneau des entiers Z4
([10]). En plus de ces solutions classiques, une attention par-
ticuliere a ·et·e r·ecemment port·ee sur l’utilisation de s·equences
binaires symboliques issues des it·erations successives d’une ap-
plication Markovienne lin·eaire par Parties (PLM) pour l’opti-
misation des performances d’un systeme A-AMRC, muni d’un
d·etecteur conventionnel [1]. En effet [1, 2, 3, 6] ont montr·e
que certaines s·equences PLM sont optimales pour le systeme
A-AMRC conventionnel. Cette optimalit·e est li·ee a la structure
markovienne de ces s·equences ainsi qu’a la d·ecroissance ex-
ponentielle de leur fonction d’autocorr·elation partielle [3, 6].
Dans ce travail nous montrons que les s·equences PLM op-
timisent les performances en termes de nombre d’utilisateurs
pour un taux d’erreurs binaires (TEB) donn·e, pour le d·ecorr·e
lateur lin·eaire [4] ainsi que le d·etecteur EQMM lin·eaire [5]. On
commencera par pr·esenter dans la section 2 un modele du sys
teme A-AMRC ainsi que quelques principes de la d·etection
multi-utilisateurs en d·enissant des mesures de performances
du systeme. Dans la section 3, on pr·esentera les s·equences
PLM, en insistant sur leur propri·et·es de corr·elation partielle.
An d’illustrer les performances des s·equences PLM on d·etaillera
dans la section 4 des r·esultats de simulations de Mont·e-Carlo,
ainsi que des simulations semi-analytiques comparant les per-
formances des s·equences PLM avec les s·equences d’·etalement
classiques. Quelques conclusions et remarques seront donn·ees
dans la section 5.
2 De´tection multi-utilisateurs line´aire
Consid·erons un systeme de communication a acces multiple
ou K utilisateurs emploient les formes d’ondes normalis·ees
Σ = {sk(t)}Kk=1 pour transmettre des donn·ees binaires i.i.d,
{bk(i)}, dans un canal additif Gaussien. Le signal rec‚u peut
etre mod·elis·e par
r(t) = S(t) + σn(t) (1)
ou n(t) est un bruit blanc Gaussien de puissance unit·e, σ2 est
la densit·e spectrale de puissance du bruit et S(t) est le m·elange
additif des donn·ees ·emises par les K utilisateurs acc·edant au







bk(i)sk(t− iTs − τk) (2)
ou Ak est l’amplitude de l’utilisateur k, (2M + 1) est la lon-
gueur des donn·ees ·emises par tous les utilisateurs, τk est le
retard relatif de l’utilisateur k et Ts est la p·eriode symbole.
Les s·equences d’·etalement sk(t) =
∑N−1
n=0 sk,nψ(t − nTc)
sont suppos·ees normalis·ees et BPSK (i.e. sk,n ∈ { 1√N ,− 1√N }
pour tout n), ψ(t) est la fenetre de mise en forme des s·equences
d’·etalement de support [0, Tc],N = TsTc est le facteur d’·etalement
et Tc est appel·e la p·eriode chip. La statistique sufsante pour
la d·etection multi-utilisateurs [4, 5, 11, 12] est donn·ee pour le
systeme A-AMRC par le vecteur y, de taille (2M + 1)K. le
l−ieme ·el·ement de y, l = k+ (i+M)K, est la sortie du ltre





Le vecteur de statistiques sufsantes peut alors se mettre sous
la forme
y = RAb+ σn (4)
ou n est le vecteur bruit du systeme, de taille K(2M + 1). A
est la matrice des amplitudes des utilisateurs.
A = diag{a1, ...a2M+1}, ai = diag{A1, ..., AK}, et diag{.}
est la matrice diagonale usuelle.R est la matrice de corr·elation
normalis·ee du systeme, de taille K(2M + 1) × K(2M + 1),
sym·etrique et de structure bloc-Toeplitz comme suit :
R =

R(0) RT (1) 0 ... 0
R(1) R(0) RT (1) 0 ...
0 R(1) R(0) RT (1) 0
: : : : :
: : : : :
: : : : :
... R(1) R(0) RT (1)
0 ... 0 R(1) R(0)

Les matrices R(0) et R(1) s’expriment en fonction des pa-
rametres de corr·elation partielle du systeme comme :
R(0)j,k =

1, si j = k;
ρGj,k(τk − τj), si j < k;




0, si j ≥ k;
ρGj,k(τk − τj), si j < k;
(6)
Les fonctions ρDj,k(τ), ρGj,k(τ) sont respectivement les corr·elati









sk(t− τ + T )sj(t)dt (8)
Dans ce travail on s’int·eresse a une classe de d·etecteurs multi-
utilisateurs appliquant une transformation lin·eaire L a la sortie
du vecteur y du modele (4). Cette classe inclut le d·ecorr·elateur
lin·eaire ainsi que le d·etecteur EQMM lin·eaire, [4, 5], et les
d·etecteurs multi-·etages a suppression d’interf·erence [12]. Du
fait que le calcul de la probabilit·e d’erreur est identique pour
ces d·etecteurs [11], on va se concentrer sur la probabilit ·e d’er-
reur du d·ecorr·elateur, les performances de l’EQMM vont en
etre d·eduites. Le d·etecteur multi-utilisateur d·ecorr·elateur (DD)
d·emodule conjointement les utilisateurs en appliquant une trans-
formation zero forcing au vecteur y (i.e. L = R−1) [4]. Le
DD est donc un d·etecteur zero forcing, il ·elimine l’interf·erence
inter-utilisateurs au prix d’un r·ehaussement du niveau du bruit.
La puissance de la l−ieme composante du vecteur de bruit
apres d·etection s’exprime alors comme :
Nl = σ
2{R−1}l,l (9)
La probabilit·e d’erreur pour le i− eme bit de l’utilisateur k













2 dy et ηk est la r·esistance near-





Dans ce travail, on cherche a trouver la famille de s·equences
d’·etalement Σ minimisant le r·ehaussement moyen du bruit sur







En consid·erant l’approximation de ηk d·enie dans [11], le r·ehaus
sement moyen peut s’·ecrire en fonction des parametres de corr·ela
tion de la famille Σ comme :









L’expression (13) montre que l’on peut exprimer le r·ehaussement
moyen en fonction des parametres de corr·elation des s·equences.
En moyennant  par rapport aux retards du systeme, on peut
r·e·ecrire le r·ehaussement ¯, en fonction du parametre d’interf·erence
obtenu pour la d·etection conventionnelle [8, 9], not·e IK comme :







k=1,k 6=l µl,k(0) + 2µl,k(1) et la fonction
µ(n) est l’autocorr·elation des fonctions de corr·elations par-
tielles discretes de Pursley-Sarwate, not·ees Cl,k(j) [8, 9, 10],
·evalu·e en n (i.e. µl,k(n) =
∑N−1
j=1−N Cl,k(j)Cl,k(j+n)). Dans
la section suivante nous d·enissons la nouvelle famille de s·equ
ences, bas·ee sur des s·equences (10, 2)− Markoviennes, qui
minimise le parametre IK et donc optimise le r·ehaussement
moyen du bruit.
3 Se´quences Markoviennes line´aires par
parties
Les s·equences Markoviennes lin·eaires par parties sont des
s·equences obtenues par la quantication de s·equences chao-
tiques r·eelles Markoviennes [6], g·en·er·ees par les it·erations suc-
cessives d’une fonction f(x) lin·eaire par parties, d·enie sur un
intervalle I = [0, 1] et renvoyant I sur I . Elles sont d·ecrites par




ou g(x) est une fonction de quantication binaire d·enie sur
une partition afne IN [3, 6] de l’intervalle I . Les s·equences
binaires {sk}N−1k=0 pour diff·erents choix des conditions initiales
xo, sont utilis·ees pour construire les s·equences d’·etalement
{sk(t)}Kk=1. Comme pour les chaines de Markov, les s·equences
PLM sont entierement caract·eris·ees par leur matrice de tran-
sition K. Les ·el·ements de K not·ees Ki,j expriment la partie
de la partition afne Ij ∈ IN transform·ee en Ii ∈ IN par
l’it·eration de la fonction f(x). La fonction d’auto corr·elation










ouN est la taille de la partition IN , et Kτ est la τ−ieme it·er·ee
de la matrice de transition K. L’·equation (16) montre qu’il
est possible par une construction de la matrice de transition
K d’obtenir une vari·et·e de prols d’autocorr·elation partielle a
d·ecroissance exponentielle (i.e. C(τ) = (r)τ ). Cette construc-
tion est obtenue en modiant la forme de l’application it·erante
f(x) sur la partition IN . La gure suivante montre un exemple
d’une telle application: les s·equences (10, 2)−Markoviennes.
Plus g·en·eralement, pour une application (N , t)−Markovienne,















FIG. 1: Application (10, 2)−Markovienne
on montre que le prol moyen d’autocorr·elation partielle des






La famille de s·equences minimisant le parametre d’interf·erence
moyen IK , est obtenue pour un choix de N = 10 et t = 2, ce
qui donne un taux de d·ecroissance de r = 2−√3 a la fonction
d’auto corr·elation partielle [1, 2, 3, 6]
4 Re´sultats de simulation
An d’illustrer les r·esultats de l’analyse entreprise dans les
sections pr·ec·edentes, nous avons entrepris une ·evaluation des
performances des s·equences (10, 2)− Markoviennes pour le
d·ecorr·elateur ainsi que pour le d·etecteur multi-utilisateurs lin·e
aire EQMM, en d·eveloppant des simulations semi-analytiques
bas·ees sur les approximations de [11] d’une part, puis en les
comparant avec les performances r·eelles des d·etecteurs d’autre
part. Nous avons utilis·e pour les simulations r·eelles le modele
Alg·ebrique de Lim et al [13]. Pour les simulations semi-anal
ytiques nous avons simul·e le modele donn·e dans la section
(2), ·equations (4), jusqu’a (14)). Dans toutes les simulations,
on considere un systeme A-AMRC en bande de base, des si-
gnaux BPSK ou les retards relatifs des utilisateurs s’expriment
comme τk = (nk+δk)Tc. nk est une variable al·eatoire discrete
distribu·ee uniform·ement sur {0.., N−1} et δk mod·elise les re-
tards non entiers de chip. Nous avons consid·er·e δk comme une
variable al·eatoire continue uniform·ement distribu·ee sur [0, Tc]
dans les simulations semi-analytiques. Dans les simulations r·ee
lles, nous avons introduit un facteur de sur·echantillonage de
M = 15 an de d·ecrire l’inuence de δk. Le systeme A-AMRC
est suppos·e transmettant des trames de taille m = 5, en situa-
tion de controle parfait des puissances, le facteur d’·etalement
est pris N = 31, le rapport signal a bruit est x·e a RSB =
9dB. La gure (2) compare les performances du d·ecorr·elateur
pour les s·equences de Gold et les s·equences (10, 2)−Markov
iennes. Nous constatons que l’emploi des s·equences chaotiques









Séquences (10,2) − Markoviennes
Séquences de Gold
Borne mono−utilisateur
Séquences de Gold (approximées)
Séquences (10,2) − Markoviennes(approximées)
M = 15                
RSB = 9 dB            
Trames symetriques,  m=5
Canal chip asynchrone 
N = 31
FIG. 2: Performances du d·ecorr·elateur
permet d’obtenir une am·elioration de l’ordre de 4 utilisateurs
par rapport aux s·equences classiques pour un TEB de l’ordre
de 6 × 10−3, lorsqu’on considere les courbes exactes et de 2
a 3 utilisateurs en plus lorsqu’on considere les courbes semi-
analytiques. Ce qui fait globalement un gain de 20 a 40% en
termes de nombre d’utilisateurs par rapport aux s·equences clas-
siques. Nous remarquons aussi une divergence croissante entre
les r·esultats pr·evus par l’approximation [11] et les vraies per-
formances du systeme, ceci rejoint la remarque de [11], sur le
fait que les approximations des r·esistances near-far d·ecrivent
correctement les d·etecteurs lin·eaires jusqu’a la moiti·e de la
charge totale du systeme (i.e. KN = 0.5), dans nos simulations
nous constatons le meme effet. Dans la gure 3 nous avons
entrepris la meme ·etude et dans les memes conditions pour
le d·etecteur multi-utilisateur EQMM. Nous constatons que les
s·equences (10, 2)−Markoviennes permettent d’obtenir approxi-
mativement 3 utilisateurs en plus pour un taux d’erreur binaire
de TEB = 5× 10−3 pour l’·evaluation exacte et 5 utilisateurs
pour un TEB de 8 × 10−3 lorsqu’on considere l’·evaluation
approxim·ee des performances ce qui fait un gain d’approxi-
mativement 30% en termes de nombre d’utilisateurs par rap-
port aux s·equences classiques. L’accord entre les r·esultats ap-
proxim·es et les vraies simulations est plus important pour le
cas du d·etecteur EQMM, ce qui conrme aussi les r·esultats de
[7, 11]. Finalement on constate que le d·etecteur EQMM est
globalement meilleur que le d·ecorr·elateur ce qui est dans nos
conditions de travail (i.e. contr ole parfait des puissances) un
r·esultat classique [5, 7].









Séquences (10,2) − Markoviennes
Séquences de Gold
Séquences de Gold (approximées)
Séquences (10,2) − Markoviennes (approximées)
Borne mono−utilisateur
M = 15                




FIG. 3: Performances du d·etecteur EQMM
5 Conclusion
Dans ce travail nous avons propos·e une nouvelle famille de
s·equences d’·etalement bas·ees sur les s·equences (10, 2)−Mark
oviennes. Cette famille, optimale pour le systeme A-AMRC
muni d’un d·etecteur conventionnel [1, 2, 3, 6], permet d’op-
timiser les performances de deux d·etecteurs multi-utilisateurs
lin·eaires typiques, le d·ecorr·elateur et le d·etecteur EQMM lin·e
aire. Nous avons montr·e que l’optimisation de la r·esistance
near-far est ·equivalente pour cette classe de d·etecteurs a la mi-
nimisation du parametre d’interf·erence moyen, ce qui traduit
d’une part l’importance du parametre d’interf·erence moyen dan
s le probleme de la construction et/ou l’optimisation des s·eque
nces d’·etalement dans les applications A-AMRC et qui montre
d’autre part qu’on peut par le choix de s·equences d’·etalement
corr·el·ees am·eliorer les performances en moyenne du systeme.
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