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ABSTRACT 
A diagnosis of atmospheric hydrological processes in regional climate models and a 
test of potential improvements to model representation of such processes are given. The 
diagnosis consists of an intercomparison of thirteen regional climate models with each other 
and with observations. The results suggest that the effects of mesoscale convective systems 
— an integral component of the atmospheric hydrological cycle — are not reliably simulated. 
A follow-up experiment was conducted in which several configurations of a single regional 
climate model were examined for improved representation of mesoscale convective systems. 
Results from thirteen regional climate model simulations of the 1993 June-July 
Midwest United States flood were compared to each other and observations. Common data 
sets were used to generate initial and boundary conditions, and nominal domain size and 
simulation duration were specified. Each model had unique discretization of dynamic 
equations and map projection. Furthermore, parameterized models of unresolved processes 
differed. The results of the intercomparison showed large-scale aspects of the atmospheric 
hydrological cycle were well simulated in all regional climate models. Nine of the thirteen 
simulations improved upon the coarser data driving the simulations by more realistically 
coupling nocturnal precipitation with low-level jets, a process that is completely absent in the 
driving data. However, some aspects of the coupling mechanism were incorrect, failing to 
reproduce signals associated with mesoscale convective systems. This incorrect mechanism 
caused low bias of daily precipitation rate, incorrect location of maximum accumulated 
precipitation, and incorrect diurnal cycle of precipitation and water vapor convergence. 
Test simulations of the 1993 June-July Midwest United States flood were conducted 
with one widely used regional climate model. The experimental simulations examined 
separately and in tandem the effects of reducing the horizontal resolution of the regional 
climate model and modifying its representation of unresolved moist convection. The diurnal 
cycle of precipitation was most realistic in the tandem experiment. Furthermore, 
precipitation accumulated over periods consistent with the time scale of mesoscale 
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convective systems was improved by as much as 100%. Future experiments to examine the 




The Intergovernmental Panel on Climate Change (IPCC) lists the following among its 
recommended actions for the community of regional climate modelers: (1) research should 
be aimed at reducing systematic errors in regional climate models (RCMs; a formal 
description of the components of RCMs is given in the following section titled "Literature 
Review"), and (2) analysis should be extended to include climate variability of daily and sub-
daily processes (Giorgi et al. 2001). The atmospheric hydrological cycle of the central 
United States is an excellent test bed for both recommendations, because it contains subtle 
interactions among mesoscale processes, that is processes that evolve over periods of hours 
and with spatial dimension on the order of tens to hundreds of kilometers (Rasmussen. 1968, 
Fritsch et al. 1986, Higgins et al. 1997). Mesoscale processes are integral to both 
precipitation in the central United States and transport of water vapor into the central United 
States from the primary water vapor source regions of the Gulf of Mexico, Caribbean Sea, 
and southern United States (Sudradjat et al. 2003). Thus, RCMs have the potential to 
improve simulations of this region's hydroclimate by explicitly simulating processes that are 
unresolved in global climate models (GCMs). This dissertation presents results from RCM 
simulation experiments that address the recommendations stated above in the context of the 
atmospheric hydrological cycle of the central United States. 
Recommendation (1) is addressed by an intercomparison of 13 RCM simulations of 
June-July 1993 to each other and to observations. It is important to note this 
intercomparison is not intended to isolate variability that results from individual components 
of RCMs, such as a physical parameterization scheme or a methodology for ingesting 
boundary data. Instead, each RCM is considered as a whole unit, so that, for the purposes of 
this intercomparison, two RCMs that are identical in every component except one are 
considered separate RCMs. The goals of the intercomparison are to identify processes that 
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are simulated accurately regardless of RCM design and errors that are common to many 
RCM platforms. 
The period of simulation (June-July 1993) was carefully chosen to contain signals 
from mesoscale processes. Generally, it is difficult to diagnose the mass circulation of many 
mesoscale processes in the central United States, because standard observations are too 
infrequent and too widely spaced, even though this region is data rich compared to the rest of 
the world. Furthermore, mesoscale precipitation systems are intermittent and occur at 
irregular intervals. Thus, signals are difficult to separate into mesoscale and slower varying 
fluctuations. However, during June-July 1993, when widespread flooding occurred in the 
central United States, two classes of mesoscale processes — low-level jets (LLJs) and 
mesoscale convective systems (MCSs) — occurred with unusually high frequency and with 
unusual regularity and spatial coherence. It is well documented that both MCSs and LLJs 
were key components of the atmospheric hydrological cycle prior to and during the period of 
flooding (Kunkel et al. 1994, Arritt et al. 1997, Anderson and Arritt, 1998). 
The results of this intercomparison show a systematic low bias of precipitation in the 
RCM simulations that is caused by a tendency of the RCMs to produce a higher fraction of 
rainfall at lower-than-observed rainfall rates. Furthermore, an observed MCS precipitation 
signal is absent from all simulations, suggesting that simulated precipitation processes do not 
mimic the behavior of observed MCSs in general. This result motivated a follow-up 
experiment that examined the potential for improving the realism of simulated MCSs in 
RCMs. The hypothesis is that by improving the realism of simulated MCSs the spatial error 
and low bias of precipitation will be corrected. The results from this follow-up study are 
contained in this dissertation. 
Recommendation (2) is addressed in the follow-up study. Because MCS occurrence 
was unusually regular and had unusual spatial coherence during June-July 1993, it is 
possible to extract MCS signals from precipitation averaged over certain time periods. By 
doing so, however, precipitation from MCSs is averaged with precipitation from other 
processes having longer time scales, thereby creating confusion when associating the 
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averages with physical processes. An alternative analysis is suggested by the results of 
Anderson and Arritt (1998) and the wavelet analysis technique of Schubert et al. (1998). The 
results of Anderson and Arritt (1998) show a large number of MCSs had formed west of the 
flooded region, moved over the flooded region during their most extensive and heaviest rain 
producing stage, and dissipated either over or east of the flooded region. Thus, some 
measure to identify the eastward propagation of short-duration rainfall rate would more 
precisely isolate rainfall associated with MCSs. A possible measure is suggested by the 
results of Helfand and Schubert (1995) in which the wavelet transform of the northward wind 
speed was used to separate short-duration and long-duration LLJ events that were then 
associated with mesoscale, synoptic-scale, and more slowly varying atmospheric conditions. 
(An overview of the wavelet transform used in this dissertation is given in the Appendix.) 
In summary, this dissertation reports on results from two experiments that address 
two recommended actions made to the regional climate modeling community by the IPCC. 
The first experiment examines a suite of RCM simulations that have identical simulation 
period and region to better identify common performance characteristics of RCM simulations 
of mesoscale processes in the central United States, in line with the IPCC recommendation to 
reduce systematic errors in RCMs. A dry bias in most RCM simulations and absence of an 
MCS signal in all RCM simulations motivated the second experiment in which modifications 
are made to one RCM under the hypothesis that more realistic simulation of MCS signals 
would reduce the dry bias. Analysis of the second experiment involves a technique for 
isolating the propagation of sub-daily precipitation rates that is attributed primarily, but not 
exclusively, to MCSs. This technique is in the spirit of the IPCC recommendation that 
climate analysis be extended to include variability of sub-daily processes. 
Dissertation Organization 
This dissertation contains two journal papers. The first paper, Hydrological 
Processes in Regional Climate Model Simulations of the Central United States Flood of 
June-July 1993, describes an intercomparison of RCM simulations designed to examine the 
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veracity of hydrological processes as simulated by RCMs during a period when the 
hydrological cycle was unusually intense and whether common errors might exist. The 
second paper, An Examination of Mesoscale Convective Systems in a Regional Climate 
Model, presents a follow-up modeling study that examines possible RCM configurations that 
improve simulation of the daily cycle during this intense hydrological anomaly by inducing 
mesoscale circulation that is similar to natural MCSs. The dissertation is organized into four 
parts: General Introduction, Hydrological Processes in Regional Climate Model 
Simulations of the Central United States Flood of June-July 1993, An Examination of 
Mesoscale Convective Systems in a Regional Climate Model, General Conclusion. The 
first journal paper has been published in the Journal of Hydrometeorology (Anderson et al. 
2003). Copyright permission has been obtained from the American Meteorological Society. 
Literature Review 
Regional Climate Models 
The first scientific assessment of climate change by the IPCC concluded that output 
from atmosphere-ocean GCMs had spatial resolution too coarse for use by models used to 
assess the societal impact of climate variability (IPCC 1990). As a result, techniques have 
been developed to improve regional information and to provide data at temporal and spatial 
scales needed for climate change impacts assessments. An RCM is one approach to this 
problem. The RCM methodology used in this dissertation (other types of RCMs are 
described in IPCC Third Assessmet Report; Giorgi et al. (2001)) consists of a limited-area 
mesoscale numerical weather model (LAM) that receives initial and boundary conditions 
from data extracted from a GCM (or gridded analysis of observations). Data are periodically 
updated at the LAM boundaries, while information in the interior LAM grid is predicted by 
the atmospheric mechanics encoded in the LAM. This is described as a one-way nested 
model, since information is passed from GCM to LAM but not vice versa. In this 
dissertation, an RCM is defined strictly as a whole unit that is identified by the data source 
for the LAM initial and boundary conditions as well as the LAM and its component models. 
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Modeling groups around the world have developed RCMs for use with analysis of 
regional climate variability (Giorgi et al. 2001), but since the RCM technique is less than two 
decades old, many technical issues remain to be examined. The main technical issues are 
summarized in Giorgi and Mearns (1999): 
(1) Numerical constraints applied at the boundaries 
(2) Spatial resolution difference between the driving data and nested model 
(3) Spin-up of higher-resolution information from coarse resolution initial condition 
(4) Update frequency of boundary conditions 
(5) Physical parameterization consistencies between GCM and LAM 
(6) LAM domain size 
(7) Quality of driving data 
(8) Climate drift or systematic errors of LAM 
An overview of research pertaining to each of these issues is provided in Denis et al. (2002) 
and Giorgi et al. (2001). A list of recent papers associated with each issue is provided in 
Table 1. Research directed at resolving issue (8) has received emphasis as a recommended 
action in the latest (third) climate change assessment published by the IPCC (Giorgi et al. 
2001). Because of this IPCC emphasis and because the subject of this dissertation is issue 
(8), a review of papers addressing issue (8) follows, and the relevance of results presented in 
this dissertation to previous work is discussed. 
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Table 1. Recent papers on IPCC research priorities for RCMs. 
Issue Papers 
Giorgi et al. (1993), Jones et al. (1995), Warner et al. (1997), Gong and Wang (1) 
(2000), Liang et al. (2001) 
(2) Denis et al. (2002), Denis et al. (2003) 
(3) de Elia and Laprise (2002), de Elia and Laprise (2003) 
(4) Pan et al. (1999), Qian et al. (2003), Termonia (2003) 
(5) No papers published on this issue 
(6) Seth and Giorgi (1998), Liang et al. (2001), Liu et al. (2002) 
(7) Noguer et al. (1998) 
Dudek et al. (1996), Liu et al. (1996), Noguer et al. (1998), Takle et al. (1999), 
(8) Pal et al. (2000), Lueng et al. (2003a), Gutowski et al. (2003), Frei et al. (2003), 
Qian et al. (2003), Vidale et al. (2003), Anderson et al. (2003) 
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Studies that identify systematic errors in RCMs can be grouped into two classes: 
RCM validation and RCM intercomparison. An RCM validation compares output from one 
RCM to observations or output from alternative versions of the RCM or both. RCM 
validation is effective at identifying errors of a particular RCM and, therefore, is useful for 
tuning a particular RCM to simulate the climate of a particular region with precise accuracy. 
An RCM intercomparison compares output from multiple RCMs to each other and 
observations. This approach efficiently identifies processes that are commonly simulated 
well or poorly in many RCMs. The results of RCM intercomparison provide a means to 
measure confidence in RCM results. Results that are accurate in many RCMs mean that 
greater faith can be placed in RCM simulations of the processes reflected in the results, 
especially if the spread of RCM results is small compared to observational uncertainty or 
natural variability. 
RCM Validation Studies 
Dudek et al. (1996) used an RCM to examine the scale dependence of cloud-radiation 
interaction associated with the parameterizations of fractional cloudiness and radiation in 
GCMs, and in so doing, validated the RCMs cloud and radiation fields over the southern 
Great Plains of the United States for a 1-week period (10-17 April 1994). Overall cloud and 
radiation temporal fluctuations were simulated accurately. However, the simulations 
contained biases in the spatial patterns of high clouds, TOA upwelling solar radiation under 
cloudy conditions, and net long wave surface flux under clear conditions at night. The cloud 
and radiation parameterizations are very sensitive to the spatial grid spacing of the model, 
because the nature of the cloud vertical overlapping assumption changes as the horizontal 
scale of the computation varies. 
Liu et al. (1996) examined the ability of the second-generation regional climate 
model (RegCM2) to simulate anomalously heavy precipitation in eastern Asia by generating 
a 3-month simulation (May-July 1991) with boundary data from analyses of observations. 
The results showed that RegCM2 reproduced many aspects of the accumulated precipitation 
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and circulation. The most striking errors were a 30% over-prediction of rainfall maximum 
and northward shift of the simulated rainfall compared to observations. They speculated 
these errors were caused by incorrect specification of the land surface type. 
Noguer et al. (1998) compared errors arising out of RCM deficiencies and inaccurate 
GCM data ingested at the RCM boundaries. In order to do so, two RCM simulations were 
generated with lateral boundary conditions from different sources: a GCM and operational 
analyses of observed data. The results showed the relative sizes of these two sources of 
errors have seasonal dependence. During summer, unrealistically low cloud cover, which 
produced excessive evaporation, was attributed to deficiencies of the precipitation 
parameterization. In winter the errors in boundary data were responsible for 60% of error 
variance for temperature and 40% for precipitation, though errors in mesoscale patterns were 
similar for both simulations, suggesting the RCM is at fault. They concluded the regional 
errors introduce errors in the large-scale circulation only during the summer months. 
Pal et al. (2000) examined whether precipitation simulations from RegCM could be 
improved by incorporating a cloud scheme that can accommodate fractional cloud coverage 
within RegCM grid boxes. The new scheme accounts for fractional cloud coverage based on 
grid box relative humidity and predicts raindrop accretion and evaporation when a certain 
cloud water threshold is exceeded. They compared results from a 60-day simulation of the 
period of flooding in 1993 in the United States Midwest to observations of long wave 
radiation, albedo, cloud water path, incident surface shortwave radiation, net surface 
radiation, and surface temperature fields and found "significant improvements" compared to 
the older version of RegCM. The improvement occurred in both mean conditions and daily 
variability. 
Qian et al. (2003) essentially performed a validation of RegCM2 while testing 
whether RegCM2 should be reinitialized frequently or infrequently during 5-month 
simulations. Three 5-month simulations during January-May 1985 centered over the 
Amazon were conducted. The three simulations differed in the frequency of initialization 
such that initialization occurred once at the beginning of the 5-month period, once per month, 
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and once every 10 days. Their results showed the 10-day re-initialization produced the 
closest agreement between simulated and observed precipitation fields. They diagnosed a 
systematic error that was created by RegCM in the planetary boundary layer near the 
coastline and that led to errors in the precipitation field near the Andes Mountains. By re­
initializing the RCM once every ten days, the observations corrected the RegCM bias. 
Gutowski et al. (2003) compared precipitation intensity spectra from a 10-yr 
simulation made with RegCM2 to observations for precipitation accumulation periods 
ranging 6 hours to 10 days. Results showed too few high-intensity and too many low-
intensity events occur in the simulations compared to observations for accumulation periods 
greater than 12 hours; however, no overlap between observed and simulated precipitation 
occurred for periods less than 12 hours. Furthermore, the inability to simulate high-intensity 
events was attributed to model deficiencies in reproducing the variety of precipitation 
patterns that exist in the real world. They concluded that model grid spacing of 15 km or 
smaller is needed to replicate observed precipitation intensity distributions for 6-hour 
accumulation periods. 
RCM Intercomparison Studies 
Takle et al. (1999) designed an RCM intercomparison to study variability of RCM 
simulations of a regional drought that occurred in the central United States during the spring 
and summer of 1988. The intercomparison examined RCM variability of upper-level 
geopotential height, surface energy fluxes, and precipitation and the realism of simulated 
mesoscale processes. The results showed dependence of variability on synoptic regime such 
that more variability of 500 hPa height occurred when transient shortwave troughs (or cutoff 
lows) resided over the United States rather than a ridge or zonal flow. Precipitation was less 
variable in time and location of occurrence when associated with synoptic-scale rather than 
mesoscale and convective precipitation systems. Furthermore, variability of timing and 
location of precipitation had the most prominent influence on Bowen ratio, which, in turn, 
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caused variability of daily maximum temperature. They concluded model errors were RCM 
dependent, and that each model had strengths and deficiencies. 
Frei et al. (2003) compared daily precipitation statistics (mean precipitation, wet-day 
frequency, precipitation intensity, and quantités of wet-day amounts) derived from surface 
weather stations and RCM simulations (with 50-km grid spacing) of the Alpine region for a 
15-year period. The RCMs studied were ARPEGE (a variable resolution GCM), CHRM, 
HadRM, HIRHAM, and REMO. The largest bias occurred during summer months when 
mean precipitation was underestimated by as much as 25%. This underestimate was caused 
by a lower-than-observed frequency of high intensity precipitation; however, they concluded 
the error was caused by model deficiencies that were RCM dependent. 
Vidale et al. (2003) compared variability due to different initial conditions and model 
design, thereby scaling model uncertainty by initial condition uncertainty, which they term 
the natural uncertainty. They generated two sets of 15-year-long simulations (initialized on 
January 1, 1979) with the Climate High-Resolution Model (CHRM) that centered on Western 
Europe. The natural variability was quantified by generating four simulations of the first 
four years of the 15-year-long simulation period by starting these simulations on different 
days: 1, 2, 3, and 6 January 1979. Analysis of model uncertainty was focused on the surface 
energy balance, and so, the variations of CHRM used alternative version of the soil model 
and an alternative method of computing the radiative tendencies of liquid water suspended in 
the air. Systematic errors that sometimes compensated for one another were found. For 
example, summer dry and hot conditions at the surface, resulting from insufficient 
evaporation, persisted despite insufficient net solar radiation (a result of unrealistic cloud-
radiation feedbacks). They concluded that correct simulation of evaporation would require a 
more realistic model of soil water flux, especially near the root zone. 
Relevance of research presented in this dissertation 
The studies reported in Anderson et al. (2003) and Takle et al. (1999) were designed 
to examine complementary research questions. Both studies examined a suite of RCM 
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simulations to identify common successes and failures of the RCM approach to downscaling. 
Whereas Takle et al. (1988) focused on the surface energy budget and errors associated with 
transient synoptic-scale systems by simulating the drought of May-June 1988 in the central 
United States, Anderson et al. (2003) studied the ability of RCMs to simulate mesoscale 
processes, their interaction, and their role in the atmospheric hydrological cycle of the flood 
that occurred in the central United States during June-July 1993. 
The results showed three primary successes and two primary errors. The primary 
successes were: (1) the RCMs reproduced the hydrologie anomaly, as in the results of Liu et 
al. (1996), (2) the upper-level circulation was accurately transferred into the interior RCM 
domains, and (3) the ratio of external to internal moisture supply for precipitation was very 
similar to estimates of the observed ratio. Variability of évapotranspiration appeared to be 
RCM dependent rather than systematic. The primary errors were: (1) the location of 
maximum precipitation occurred north and east of the observed maximum precipitation, and 
(2) an underestimate of the frequency of large 3-hour precipitation rate that resulted in a dry 
bias of the time-average area-average precipitation. They concluded the spatial location bias 
resulted from an inability of the RCMs to simulate the formation and propagation of MCSs 
across the flood region. The inability of the RCMs to simulate MCSs also factored into the 
bias of precipitation intensity. The dry bias was more pronounced in RCMs that had 
relatively lower frequency of large 3-hour precipitation rate. In these RCMs, the diurnal 
cycle of precipitation incorrectly peaked in the afternoon rather than overnight, so that these 
RCMs erroneously connected precipitation with afternoon destabilization rather than 
nocturnal moisture flux convergence. 
The results of Anderson et al. (2003) confirmed the tendency of RCMs to simulate 
lower-than-observed precipitation intensity during the summer season. Although the results 
of Takle et al. (1999) indicated RCMs could simulate precipitation having mesoscale 
organization, simulated mesoscale precipitation didn't reproduce observed MCS behavior in 
Anderson et al. (2003). Unlike the European study, the Anderson et al. (2003) suggest an 
incorrect coupling of atmospheric mesoscale dynamics rather than an improper surface 
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model led to dry bias in central United States, similar to the argument of Pal et al. (2000). In 
addition inaccurate simulation of atmospheric processes, Gutowski et al. (2003) concluded 
from a comparison of rain gauge precipitation with precipitation from a 10-year RCM 
simulation that grid spacing as fine as 15 km is needed. 
An important argument for the value of RCMs suggested by the results of Anderson 
et al. (2003) is that simulation of central United States hydroclimate was improved because 
more detailed atmospheric mechanics were simulated. By comparison, previous research 
found RCMs improved climate simulations that had dependence on surface heterogeneity, 
either of surface type or topography. 
Previous studies have examined precipitation errors caused by parameterization of 
cloud cover fraction (Dudek et al. 1996, Pal et al. 2000). This type of parameterization is 
used in GCMs, but more sophisticated microphysics options can be used with LAM s and 
should be used at higher resolution. 
Regional Climate Models Used for Analysis of Atmospheric Hydrology 
Studies of the atmospheric hydrological cycle that use RCMs may be classified as 
RCM validations, intercomparison of simulation methods, future scenario simulations, 
process studies, and extensions to RCMs by coupling with other models. Recent papers are 
summarized in Appendices A through D. The tables include a brief description of the subject 
and main result of each study. 
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Abstract 
Thirteen regional climate model (RCM) simulations of June-July 1993 were 
compared with each other and observations. Water vapor conservation and precipitation 
characteristics in each RCM were examined for a 10°xl0° subregion of the Upper 
Mississippi River Basin, containing the region of maximum 60-d accumulated precipitation 
in all RCMs and station reports. 
All RCMs produced positive precipitation minus evaporation (P-E>0), though most 
RCMs produced P-E below the observed range. RCM recycling ratios were within the range 
estimated from observations. We found no evidence of common errors of E. In contrast, 
common dry bias of P was found in the simulations. 
Daily cycles of terms in the water vapor conservation equation were qualitatively 
similar in most RCMs. Nocturnal maximums of P and C (convergence) occurred in 9 of 13 
RCMs, consistent with observations. Three of the four driest simulations failed to couple P 
and C overnight, producing afternoon maximum P. Further, dry simulations tended to 
produce a larger fraction of their 60-d accumulated precipitation from low 3-h totals. 
In station reports, accumulation from high (low) 3-h totals had nocturnal (early 
morning) maximum. This time lag occurred, in part, because many mesoscale convective 
systems had reached peak intensity overnight and had declined in intensity by early morning. 
None of the RCMs contained such a time lag. We recommend that short-period experiments 
be performed to examine the ability of RCMs to simulate mesoscale convective systems prior 
to generating long-period simulations for hydroclimatology. 
Introduction 
Mesoscale processes and regional surface conditions influence the water cycle of the 
central United States (Rasmusson 1967, Fritsch et al. 1986, Higgins et al. 1997), suggesting 
that high-resolution models are necessary for detailed, physically based simulation of the 
region's hydroclimate. One approach to this problem is the use of a regional climate model 
(RCM) that nests a high-resolution limited-area model within the grid of a coarser-resolution 
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analysis or climate model. A variety of RCM architectures exist, but systematic comparison 
of output from different RCMs is lacking (Giorgi and Mearns 1999). In response to this need 
a number of groups have developed RCM intercomparison projects. RCM intercomparison 
provides a common experimental framework to systematically identify processes that are 
simulated well or poorly, thereby either increasing confidence in RCMs as prognostic tools 
or indicating model components in need of improvement (Takle et al. 1999). 
In the present study results from thirteen RCMs that participated in experiment lb of 
the Project to Intercompare Regional Climate Simulations (PIRCS; Gutowski et al. 1998, 
Takle et al. 1999) are compared with each other and observations. The 60-d simulation 
period spans 1 June-31 July 1993, overlapping the peak precipitation episode of the central 
United States flood (Arritt et al. 1997). It is well documented that an unusually high 
incidence of heavy precipitation, mesoscale convective systems (MCSs) and low-level jets 
(LLJs) contributed to this flood event (Kunkel et al. 1994, Arritt et al. 1997, Anderson and 
Arritt 1998). These mesoscale processes are important not only to this event but also to 
hydroclimatology of the central United States (Fritsch et al. 1986, Higgins et al. 1997). The 
short period of simulation for PIRCS experiment lb facilitates detailed examination of 
whether RCM output contains characteristics of such mesoscale weather elements. The 
ability of RCMs to reproduce mesoscale dynamics in the central U. S. has not been examined 
in much detail, so that, while it is well known that RCM output in regions of highly variable 
terrain is more reasonable when compared with GCM output (Seth and Giorgi 1998), it is 
unknown whether this may be said of RCM output in the central United States where the 
terrain is relatively flat. 
In our intercomparison, we emphasize sources of systematic intermodel variability of 
precipitation, évapotranspiration, and horizontal moisture flux. The intercomparison focuses 
on a 10°xl0° latitude-longitude box (37°-47°N, 99°-89°W) within the Upper Mississippi 
River Basin (UMRB; shown in Figure 1). The location of 60-d maximum precipitation is 
contained within this region in all simulations and in observations. The following section 
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contains a description of data sources and methodology. Results follow in Section 3, and a 
summary with discussion is given in Section 4. 
Data Sources 
Regional climate models 
The RCMs examined herein include six limited-area models developed outside the 
United States (DARLAM, CRCM, EM, HIRHAM, PROMES, SweCLIM), two adaptations 
of the PSU/NCAR-MM5 model (MM5-ANL, MM5-BATS), an adaptation of PSU/NCAR-
MM4 model (RegCM2), and two spectral models (NCEP RSM, Scripps RSM). Selected 
characteristics of the thirteen limited-area models used in this study are listed in Table 1. The 
continental United States and portions of adjacent oceans were included in the domain of 
each RCM. The nominal node-spacing was 50 km but varied slightly in each RCM because 
of different map projections. Each simulation ran continuously from initialization on 1 June 
1993 with lateral boundaries updated at 6-h intervals. Additional details of each limited-area 
model, as well as the PIRCS experimental design, are reported in Takle et al. (1999). 
Initial and boundary data (including soil moisture) were generated from the 
NCEP/NCAR reanalysis and were made accessible to each modeling group by PIRCS. Each 
group was responsible for interpolating this data onto the group's model's computational 
grid. For three RCMs (EM, PROMES, SweCLIM-ECMWF), initial and boundary data were 
derived from the ECMWF reanalysis. Note that our intercomparison includes two 
simulations from SweCLIM (SweCLIM-NCEP, SweCLIM-ECMWF) that differ only in the 
source of initial and boundary conditions. The nesting strategy for NCEP RSM and Scripps 
RSM differs markedly from the other limited-area models in that both models use 
information from the reanalysis over the inner domain as well as near the lateral boundaries 
through domain nesting (Juang and Kanamitsu 1994, Juang et al. 1997, Juang and Hong 
2001). The two RSM implementations differ only in the convective parameterization 
scheme. In addition to differences of lateral boundary data source, climatological soil 
moisture conditions were used in CRCM. Since the domain of all RCMs extends over 
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adjacent oceans where data is limited in comparison with the United States, our results may 
be sensitive to the source of initial and boundary data. 
Observed precipitation 
Precipitation observations used in this study include station hourly precipitation, 
gridded hourly precipitation (Higgins et al. 1996), and gridded monthly precipitation 
(Legates and Willmot 1990). We derived station hourly precipitation from the hourly 
precipitation data (HPD) archive at the National Climatic Data Center (NCDC). Most station 
reports in the HPD had precision of 2.54 mm, but some reported precipitation to 0.254 mm. 
For consistency, we truncated the latter to 2.54 mm. Quality control procedures at NCDC 
removed stations that consistently failed to report both temperature and precipitation. We 
applied additional selection criteria, removing station records with gaps & 24 consecutive 
hours. The data set used in this analysis contains 242 stations within the UMRB box. 
Domain average precipitation was the arithmetic mean of precipitation at stations within the 
UMRB box. 
Diagnostic quantities 
Model output used to compute diagnostic quantities includes evaporation, 
precipitation, precipitable water, specific humidity, and u- and v-wind components. 
Quantities that involved mathematical operations of these variables, such as water vapor 
transport (the product of specific humidity and u- and v-wind components) or accumulated 
precipitation, were computed on the native lattice of each RCM. In order to facilitate direct 
comparison of RCM output, however, a common grid must be used. We interpolated all 
diagnostic quantities to a common 0.5°x0.5° latitude-longitude grid, which is approximately 
the nominal node spacing of the RCMs. We used a single pass Barnes scheme (Barnes 1964) 
with e-folding distance set to 0.5° in order to damp signals less than twice the analysis grid 
spacing. 
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Water Vapor Conservation Equation 
Rasmusson (1968) and Peixoto and Oort (1992) have derived an area-average water 
vapor conservation equation, 
S  =  ( E  +  C ) - P ,  ( 1 )  
where S is the atmospheric water vapor storage, E is évapotranspiration rate, P is 
precipitation rate, and C is convergence of vertically integrated atmospheric water vapor flux. 
The terms S and C are 
where g is gravitational acceleration, q is specific humidity, p is pressure, and integration 
boundaries Ps and Pt are pressure at the surface and top of the atmosphere, respectively. The 
vertically integrated atmospheric water vapor flux, Q, is 
where v is the two-dimensional velocity vector. The right-hand side of (1) represents 
processes that can change the atmospheric water vapor content in a unit column. In this 
formalism, conversion to and from suspended liquid water and ice is neglected. 
We applied the water vapor conservation equation (1) to the UMRB box for the 60-d 
period of the PIRCS simulations. Output from all RCMs included 3-h accumulation of 
precipitation and surface latent heat flux, so that P and E in (1) were specified completely by 
dividing 3-h accumulation by 3-h and averaging over all 3-h periods. Output from most 
PIRCS RCMs included instantaneous precipitable water every 3h, but for those that did not 
(2) 
C = V Q, (3) 
M i 8 (4) 
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we computed instantaneous precipitable water every 6h from instantaneous values of q and p. 
The difference of precipitable water between successive 3- or 6-h periods divided by the 
respective time period was the precipitable water tendency. The 60-d average storage (S) 
was the average of precipitable water tendency taken over each 3- or 6-h interval. All time 
averages were computed on the native grid of each RCM, that is, prior to interpolation. 
Domain averages were the arithmetic mean of interpolated water vapor conservation 
components at each grid point within the UMRB boundaries. 
Estimates of water vapor convergence in the central United States are sensitive to the 
frequency and spatial density of wind reports (Berbery and Rasmusson 1999) mostly the 
result of nocturnal acceleration of the low-level wind field over this region (Rasmusson 1968, 
Berbery and Rasmusson 1999). Since horizontal node spacing of the RCM output is 
approximately 50 km x 50 km, horizontal resolution should not be a large source of error in 
convergence estimates, although some error is introduced during interpolation. However, 
PIRCS models archived wind components four times per day, which is half the frequency 
recommended by Berbery and Rasmusson (1999). This limitation was a consequence of 
mass-storage capacity. 
Equation (3) may be reformulated by use of Gauss's theorem as 
where n is the unit vector normal to the perimeter and y is a unit length along the perimeter. 
We computed the line integral along the perimeter of the UMRB box of the 60-d average of 
vertically integrated water vapor flux. The error, A, of C* is 
where C is computed by rearranging the water vapor conservation equation (1). Typical 
values of A were less than 30% of the magnitude of C*. It is impossible to separate the 
contribution to A by specific error sources, such as smoothing and undersampling of the wind 
field. However, A of this magnitude is consistent with accuracy estimates for observed water 
(5) 
A = C -C*, (6) 
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vapor convergence in this region (Gutowski et al. 1997). In a few RCMs A was as large as 
twice the magnitude of C (DARLAM, MM5-ANL, MM5-BATS, RegCM2). We have found 
a high incidence of LLJs (not shown) in RCMs that are based on the Penn State/NCAR 
Mesoscale Model (including RegCM2) relative to that of other RCMs in our collection. This 
result in conjunction with large A suggests the low-level wind experiences a dramatic 
nocturnal acceleration that might require more frequent sampling in order to characterize C* 
accurately. Because of this disparity and since model P, E, and S are well represented in 
model output, we examined C as a residual rather than C*. 
Water Vapor Flux 
The unique nocturnal maximum of summertime precipitation in the United States 
Midwest (Wallace 1974) temporally separates the daily maxima of P and E. This diurnal 
pattern, coupled with the nocturnal maximum of LLJs, raises questions about the diurnal 
cycle of water vapor flux in this region. To account for sampling errors discussed in the 
previous section, we applied an adjustment to 60-d averages of water vapor influx and efflux. 
The total influx, Fm, (or efflux, Fout) of water vapor was the line integral along the perimeter 
of the UMRB box for which the 60-d average of Q was directed inward (or outward). We 
adjusted Fm and Fout as follows: 
fT-fL+0.5A (7)  
fL- fL-0 .5A.  (8)  
Recycling Ratio 
Estimates of water cycling in the central United States indicate that a small fraction of 
this region's precipitation originates as evaporated water vapor from within the region itself 
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(Brubaker et al. 1993, Trenberth 1999). This characteristic is used as a gross diagnostic of 
the atmospheric hydrologie cycle in the PIRCS RCMs. A common quantification of water 
cycling is the two-dimensional recycling ratio p derived by Brubaker et al. (1993), which has 
the form 
(9) 
where E' is area average évapotranspiration, A is area, and Fm is water vapor influx. We 
computed p for each RCM using 60-d averages of E' and Fm. We computed p with F'm 
substituted for Fm and found the difference to be inconsequential. The two-dimensional 
recycling ratio (for a complete review of recycling models see Burde and Zangvil 2001) was 
formulated for linearly varying fields under the assumption of a well-mixed atmosphere in 
steady state. If these assumptions were strictly met, the fraction of precipitation from water 
vapor evaporated within the domain would be exactly quantified. In the central U. S. LLJs, 
transient synoptic scale low-pressure systems, spatial heterogeneity of P and E, and temporal 
coherence between LLJs and precipitation are a few of many conditions that may violate 
these assumptions (Trenberth 1999, Burde and Zangvil 2001). Therefore, we suggest a 
cautious interpretation, following Trenberth (1999), in which p is considered an index rather 
than an exact measure of recycling. 
Results 
Precipitation 
Observed accumulated precipitation for June-July 1993 as estimated by using data 
from an archive initiated by Legates and Willmot (1990) exceeds 400 mm over Iowa, 
northcentral and northeastern Kansas, northern Missouri, southeast Nebraska, and southwest 
Minnesota (Figure la). Maxima exceeding 550 mm are located in north- central Kansas and 
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central Iowa. The spatial pattern closely resembles a smoothed contour analysis of rain 
gauge data for June-August 1993 (Kunkel et al. 1994). The NCEP/NCAR reanalysis 
produces maximum precipitation exceeding 550 mm in eastern Iowa (Figure lb). 
All RCMs produced maximum precipitation within the central United States, ranging 
from about 325 mm to just over 700 mm. Within this wide range, eight RCMs (HIRHAM, 
MM5-ANL, MM5-BATS, NCEP RSM, PROMES, RegCM2, Scripps RSM, SweCLIM-
ECMWF) produced maximum precipitation between 450 and 650 mm. RCM precipitation 
averaged over all models exceeds 300 mm in an area covering Iowa, southeast Minnesota, 
and western Wisconsin (Figure lc). This northeastward displacement of maximum 
composite precipitation compared with maximum observed precipitation reflects an error of 
spatial location that occurs in all RCMs except ClimRAMS, CRCM, and PROMES 
(prec ip i ta t ion  p lo ts  for  each  RCM are  ava i lab le  onl ine  a t  
www.pircs.iastate.edu/hvdrologv/precipitation.html'). The much lower maximum in 
composite precipitation compared with observations has two causes. First, simulated 
maximum precipitation is less than observed maximum precipitation in ClimRAMS, CRCM, 
MM5-ANL, SweCLIM-ECMWF, and SweCLIM-NCEP, while observed maximum 
precipitation is exceeded only in EM and DARLAM. Second, the position of maximum 60-d 
precipitation varies markedly. Simulated 60-d precipitation maxima are located anywhere 
from northeastern Kansas to central Minnesota. These errors combine to produce root mean 
square error that is as much as 50% (28%) of the composite (observed) maximum (Figure 
Id). 
Position errors may be caused by inadequate representation of unresolved processes 
in RCMs (such as sub-grid precipitation and turbulence) or errors of large scale and transient 
synoptic conditions that propagate into the RCM interior domain from the boundary data. A 
comparison of SweCLIM-ECMWF with SweCLIM-NCEP gives direct evidence of the 
influence of boundary data, although it cannot be assumed that all other RCMs would 
respond to alternative boundary data in exactly the same way. Simulated precipitation 
exceeding 400 mm in SweCLIM-ECMWF extends from western Iowa northward into central 
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Minnesota, while in SweCLIM-NCEP it is confined to central Minnesota. Although the 
southern edge of maximum precipitation in SweCLIM-ECMWF is much closer to the 
observed maximum, heavy precipitation in this simulation over Minnesota is contradictory 
with the hypothesis that precipitation is significantly altered by biases of large-scale 
circulation in the boundary data source. We have also examined movies of 500 hPa 
geopotential height fields in both SweCLIM-ECMWF and SweCLIM-NCEP, which show 
small differences in patterns of transient synoptic scale systems. Whereas different boundary 
conditions for the two SweCLIM simulations produced small differences in their 
precipitation fields, precipitation fields for the three RCMs that used boundary conditions 
from ECMWF reanalysis (EM, PROMES, SweCLIM-ECMWF) differ markedly from each 
other with maximum precipitation varying in magnitude from about 400 mm to over 650 mm 
and in location from central Minnesota to southwest Iowa. These results suggest that, in this 
intercomparison, if systematic differences of simulated precipitation fields were caused by 
using alternative lateral boundary data sources the differences were overwhelmed by 
variability related to design of the limited area model. 
These results have led us to examine more closely the RCMs themselves for 
systematic errors of precipitation. In most RCMs maximum accumulated precipitation 
occurred north of a near surface potential temperature gradient in the 60-d average potential 
temperature field and downwind of maximum LLJ frequency. This suggests that frontal 
overrunning was a key mechanism in generating precipitation in many RCMs. Radar and 
satellite imagery indicate this was not the case for observed precipitation. We have viewed 
surface weather maps, radar summaries, and GOES8 infrared (IR) satellite imagery and have 
found that observed precipitation frequently formed south of surface fronts, became 
organized as an MCS, and moved along or slightly north of the surface front. Further 
evidence that observed precipitation occurred along and south of surface fronts is given by 
Junker et al. (1999) who conclude that a significant fraction of precipitation in June-July 
1993 was produced by "regenerating convective cells moving along a stationary low-level 
boundary." Thus, systematic error of precipitation location in RCMs is likely related to an 
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inability of these RCMs to simulate precipitation systems along and south of the mean 
potential temperature gradient. 
RCM 60-d hydrology components 
P-E 
Over a climatological average, summertime E exceeds P in the central United States 
(Roads et al. 1994, Kunkel 1990, Gutowski et al. 1997). Positive P-E in June-July 1993 was 
a large deviation from such a climatological norm. Estimated P-E in May-June-July 1993 
from global analyses or reanalyses was 2-3 mm d"1 (Trenberth and Guillemot 1996, Gutowski 
et al. 1997). Positive P-E was produced in every RCM simulation, although values exceeded 
2 mm d"1 only in DARLAM and PROMES (Table 2). Nine RCMs (ClimRAMS, ETH, 
HIRHAM, MM5-ANL, MM5-BATS, NCEP RSM, SweCLIM-ECMWF, SweCLIM-NCEP, 
RegCM2) produced P-E within the range 0.5 mm d"1 to 1.5 mm d"1. The overall tendency to 
understate P-E is due to low bias of P in ten RCMs (ClimRAMS, CRCM, ETH, HIRHAM, 
MM5-ANL, MM5-BATS, PROMES, SweCLIM-ECMWF, SweCLIM-NCEP, RegCM2). 
Only DARLAM produced P greater than observed. 
P 
Precipitation rate depends on water vapor supply at the RCM boundaries and on 
precipitation processes internal to the RCMs. It is likely that some differences of model P 
are attributable to differences in model lateral boundary placement and methods for 
assimilating lateral boundary data (Seth and Giorgi 1998, Hong and Pan 2000). Lateral 
boundary nudging-zone width and dynamic constraints are unique to each RCM. 
Furthermore, the NCEP RSM and Scripps RSM have a unique nesting strategy of a domain 
nesting in physical space as well as a spectral nesting in spectral space (Juang and Hong 
2001). It is beyond the scope of PIRCS to quantify sensitivity of P to lateral boundary details 
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for each RCM. We have, however, examined whether different boundary data sources are 
associated with systematic differences of P. In order to do so, we have divided the models 
into two subgroups: one contained three RCMs (EM, SweCLIM-ECMWF, PROMES) that 
were provided boundary conditions from the ECMWF reanalysis, and the other contained the 
remaining ten RCMs (ClimRAMS, CRCM, DARLAM, ETH, HIRHAM, MM5-ANL, MM5-
BATS, NCEP RSM, SweCLIM-NCEP, RegCM2) that were given boundary conditions from 
the NCEP/NCAR reanalysis. The range of P of the ECMWF group is contained within the 
range of P of the NCEP/NCAR group. In addition, the difference of P between SweCLIM-
NCEP and SweCLIM-ECMWF is slightly less than the range of P in models based on the 
Penn State-NCAR Mesoscale Model that were driven by boundary conditions generated from 
the NCEP/NCAR reanalysis (0.4 mm d"1 compared with 1.0 mm d"1). Thus, we find no 
evidence that suggests systematic errors of P have resulted from different boundary 
conditions in this intercomparison, in agreement with the result for precipitation fields of 
Section 3.a. Note that North America is a data-rich region compared with much of the rest of 
the globe, so that differences between ECMWF and NCEP-NCAR reanalyses should be 
relatively small; thus, our result should not be extrapolated to other regions. 
Water vapor supply through the lower boundary should relate to P as well. 
Sensitivity of P to extremely different patterns of initial soil water content has been 
demonstrated in many RCM simulations of June-July 1993 (Paegle et al. 1996, Giorgi et al. 
1996, Seth and Giorgi 1998, Bosilovich and Sun 1999, Hong and Leetmaa 1999, Hong and 
Pan 2000). Unlike these studies, soil water content is nearly saturated in all RCMs with the 
exceptions of PROMES and CRCM (see Sec. 2.a), neither of which produced P notably 
different from other simulations. There is evidence that P and E are coupled more strongly in 
NCEP RSM and Scripps RSM than in the other RCMs of this intercomparison. As will be 
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presented in Section 3.d, convective precipitation in both RSM simulations peaked during the 
afternoon when evaporation rate peaked and moisture flux convergence was at its minimum, 
suggesting that afternoon déstabilisation by latent heat flux from the land-surface scheme 
directly enhanced P. In general, however, rank correspondence of E and P is not a consistent 
feature of RCMs in this intercomparison. 
Precipitation processes in RCMs are directly related to parameterizations for 
convective and stable precipitation. To examine whether convective parameterization alone 
has systematic influence on simulated precipitation, we have calculated the fraction of 
simulated precipitation that comes from convective and stable parameterizations. The 
convective portion of model precipitation varies greatly between the simulations, ranging 
from 97% to 39% (Table 3), although only two RCMs (PROMES and DARLAM) exceed 
70% convective fraction. While convective fraction is nearly identical in MM5-ANL and 
MM5-BTS, in which the Grell convective parameterization scheme is used, there is large 
variability of convective fraction between different RCMs that use the Kain-Fritsch 
convective parameterization (SweCLIM, PROMES and CRCM). This indicates that 
variability of convective fraction in this intercomparison is RCM-dependent. Despite the 
wide range of convective fraction, neither linear relation nor rank correspondence is evident 
between convective fraction and total precipitation. 
E 
Observed E is difficult to ascertain, since it is measured in few locations. Trenberth 
and Guillemot (1996) have estimated that E during May-June-July 1993 was ~4 mm d"1, 
which is nearly equal to estimates of its climatological value (Roads et al. 1994, Berbery and 
Rasmusson 1999, Gutowski et al. 1997). Kunkel et al. (1994) concluded that potential 
évapotranspiration during June-July 1993 was slightly less than its climatological value 
because of enhanced cloudiness. Thus, a climatological value for E may be an appropriate 
estimate for June-July 1993. The RCM-average E is 3.9 mm d"1, which is nearly identical to 
the climatological estimate of 4 mm d"1. Ten RCMs (ClimRAMS, DARLAM, ETH, 
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HIRHAM, MM5-ANL, MM5-BATS, SweCLIM-ECMWF, SweCLIM-NCEP, RegCM2) 
produce E within 15% of the RCM-average (Table 2). 
The evidence indicates systematic error for extreme values of E produced by 
PROMES (low E) and the two RSMs (high E). Time series of daily evaporation shows only 
PROMES and CRCM have an apparent trend of daily évapotranspiration (Figure 2), whereas 
daily évapotranspiration appears to fluctuate non-systematically in all other RCMs. This 
occurs despite positive P-E over the period, which would tend to increase the soil moisture 
content. This suggests that the average soil water content in nearly all RCMs was 
sufficiently large so that factors controlling évapotranspiration are likely to be specific to 
components of land-surface schemes used in the RCMs rather than the soil water content 
itself. The trend in CRCM is directly related to its unique decrease of daily precipitation rate 
over the midwest United States in the latter half of the simulation period when precipitation 
systems remained near the northern lateral boundary. In PROMES, an increasing trend of 
évapotranspiration is evident, suggesting that the initial soil water content had a controlling 
influence on évapotranspiration during the first 30 days. In support of this assertion, the 
investigators who submitted PROMES also suspect that relatively low E in their simulation is 
directly related to lower soil water content in the alternative soil moisture initial conditions 
they used (see Sec 2.a). At the other extreme of E, high values are produced in NCEP RSM 
and Scripps RSM, despite deriving initial soil conditions from the same source as most of the 
other RCMs (NCEP/NCAR reanalysis). Betts et al. (1997) reported on tests of an ETA 
implementation (ETA is the primary mesoscale weather forecast model used at the National 
Center for Environmental Prediction) of the land-surface scheme used in both RSMs. They 
found that this land-surface scheme was overly aggressive in drying the upper 10-cm layer. 
In the PIRCS-lb experiment, this behavior could certainly cause an overproduction of E, 
since soil water content was replenished rapidly in both RSMs as a result of persistent 




Climatological estimates of summertime p in the central United States range from 
0.15 to 0.25 (Brubaker et al. 1993, Eltahir and Bras 1996, Trenberth 1999), reflecting the 
strong low-level water vapor transport that characterizes this region's summertime 
hydrology. Dirmeyer and Brubaker (1999) have estimated that p in the central United States 
during June-July 1993 was within the range 0.05-0.10. The decrease from its climatological 
value is due to intensified low-level moisture flux (Trenberth and Guillemot 1996). All 
RCMs produce p within the estimated observed range, except PROMES for which p is less 
than the minimum of the estimated observed range (Table 2). The low value of p in 
PROMES is caused by low E, which occurs despite its relatively high insolation. The 
agreement between the range of p in the RCMs and observations further suggests the 
collective dry bias is due to internal RCM precipitation processes rather than difference in 
water vapor supply. 
Daily Cycle of Water Vapor Conservation Equation 
A unique feature of the atmospheric hydrologie cycle of the central United States is 
dependence of precipitation on nocturnal water vapor flux convergence. This feature is 
absent in the NCEP/NCAR reanalysis data (Higgins et al. 1997) that is used to drive many of 
the local-area models in PIRCS-lb. We constructed daily cycles of terms of the water vapor 
conservation equation (1) in order to determine whether the RCMs had simulated temporal 
separation between maximum évapotranspiration and maxima of precipitation and 
convergence. We found that daily cycles of C and P exhibited nocturnal maxima in most but 
not all RCMs. We formed two subgroups and computed composite daily cycles of water 
conservation components to illustrate this distinction. Group A is composed of the 9 RCMs 
(DARLAM, EM, MM5-ANL, MM5-BATS, NCEP RSM, SweCLIM-ECMWF, SweCLIM-
NCEP, RegCM2, Scripps RSM) for which daily cycles of P and C both contained a nocturnal 
peak. The remaining 4 RCMs (ClimRAMS, CRCM, HIRHAM, PROMES) formed group B. 
(The  da i ly  cyc le  for  each  RCM may be  v iewed a t  
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www.pircs.iastate.edu/hvdrology/watercvcle.html.) In general, maxima in the composite 
daily cycles are smaller in amplitude and broader over time than in any individual model; 
nevertheless, both composites retain distinctions noted above (Figure 3). 
These results indicate that many of the RCMs in this intercomparison simulate 
physical details of the atmospheric hydrologie cycle that are absent in the driving data. To 
examine whether such features are produced by similar mechanisms in different RCMs, we 
constructed daily cycles of convective and stable precipitation, which are sensitive to 
different model processes. In all RCMs but ClimRAMS the convective parameterization 
scheme is invoked by mechanisms related to potential instability in a single model column of 
an idealized parcel lifted from near the ground. The Kuo convective parameterization 
scheme in ClimRAMS is more sensitive to moisture flux convergence. Stable precipitation 
occurs in all RCMs when threshold values of grid-point relative humidity are exceeded. 
Thus, in these RCMs convective precipitation reflects a response to destabilization while 
stable precipitation relates to grid-scale moistening. 
We found that daily cycles of convective precipitation for members of group A 
contain similar trends that are summarized well in the daily cycle of composite convective 
precipitation (Figure 4a). Convective precipitation in all RCMs of group A except 
DARLAM was largest at 2230 LST and remained high through 0430 LST. The relatively 
large value of composite convective precipitation at 1630 LST is caused by DARLAM, 
which has an extraordinary pattern of maxima at 1630, 2230, and 0430 LST. Stable 
precipitation for all members of group A peaked overnight between 0130 and 0730 LST 
(Figure 3a). Because these maxima occur at night, they provide strong indication that both 
subgrid and grid-scale precipitation in these RCMs was linked to widespread moistening and 
destabilization by the development of nocturnal moisture flux convergence. 
Feedback between surface latent heat flux and precipitation is evident in some RCMs 
of group A. A gradual increase of composite P occurs during 1030-2230 LST (Figure 2). 
This is due to secondary afternoon maximum of P in Scripps RSM, NCEP RSM, and EM. 
During this time convective precipitation reaches a secondary maximum, while C is at its 
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minimum in all three RCMs. These results suggest afternoon convective precipitation forms 
in response to destabilization by surface latent and sensible heat flux in these RCMs. 
The daily cycle of composite convective precipitation of group B shows a very 
different trend from that of group A (Figure 3b), increasing more rapidly between 1030 and 
1630 LST and decreasing after 2230 LST. This broad maximum is caused by variability of 
the time of maximum convective precipitation. Daily cycles in ClimRAMS and PROMES 
have a broad maximum, peaking at 1930 LST. A broad maximum occurs slightly later in 
CRCM from 2230 through 0130 LST. In contrast, HIRHAM has maximum convective 
precipitation midday at 1330 LST. In PROMES and ClimRAMS maximum convective 
precipitation occurs simultaneously with maximum C, whereas the time of maximum 
convective precipitation leads that of C in HIRHAM and CRCM. These results indicate that 
daytime precipitation in HIRHAM and CRCM is driven by destabilization from surface 
latent heat flux, but in PROMES and ClimRAMS the influence of surface latent heat flux 
cannot be separated from that of moisture flux convergence. 
Composite stable precipitation for group B has broad nocturnal maximum, but the 
amplitude of its diurnal cycle is much smaller than in the composite of group A (Figure 3b). 
Only ClimRAMS and CRCM have simultaneous maxima of stable precipitation and C. 
These maxima occur at 1630 (ClimRAMS) and 1930 (CRCM), however, rather than 
overnight as in the RCMs of group A. 
Daily cycles of F'm and F'out were constructed to further examine differences in timing 
of maximum C (moisture flux fields were unavailable for ClimRAMS, CRCM, and MM5-
ANL). In all RCMs the time of maximum F'm occurs at 00 LST, which is the time of peak 
LLJ frequency in all RCMs and near the time of peak LLJ frequency in hourly NOAA wind 
profiler data (Figure 5; Arritt et al. 1997). However, the magnitude of the nocturnal 
maximum is larger for RCMs of group A than for HIRHAM and PROMES, which lead to 
greater nocturnal convergence in RCMs of group A. Since maximum F'm is related to LLJ 
frequency, it is also related to the dynamic evolution of LLJs, which contains a substantial 
divergent (ageostrophic) component (Blackadar 1957, Uccellini and Johnson 1979, Chen and 
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Kpaeyeh 1993). One plausible explanation for the disparity in amplitude of the diurnal cycle 
of F'm might be the magnitude of horizontal diffusion used to ensure computational stability. 
Greater diffusion would tend to reduce the magnitude of moisture flux, especially the 
divergent component. 
The daily cycle of F'out is very similar in all RCMs, except at 18 LST when F'out for 
HIRHAM and PROMES is greatly reduced compared to F'out in RCMs of group A, thereby 
creating afternoon convergence. This behavior is atypical compared not only with the other 
RCMs in this intercomparison but also with climatological studies of LLJs and moisture 
transport (Higgins et al. 1997). 
Daily Cycle of Observed Precipitation 
The daily cycle of station P contains a single nocturnal maximum during 0130 to 
0430 LST and sharp decrease during 0430 to 1330 LST (Figure 6). These features resemble 
those of the climatological daily cycle for precipitation in Iowa (Takle 1995), though the 
amplitude of the daily cycle in 1993 is larger. The timing of maximum P in group A is much 
closer to the observed time of maximum P than in group B. This further suggests that the 
relationship between the large-scale circulation and precipitation is incorrectly simulated by 
members of group B. Moreover, three members of group B (ClimRAMS, HIRHAM, 
CRCM) rank as the three driest RCMs of this collection, suggesting that incorrectly relating 
precipitation to the resolvable-scale circulation affects not only the daily cycle of 
precipitation but also time-average water conservation. 
Three-hour Precipitation Totals 
Histogram of 3-h Precipitation Totals 
Heavy precipitation events were unusually frequent during the peak flood period in 
late June and early July 1993 (Kunkel et al. 1994). Such events were mesoscale in nature, so 
that the ability of RCMs to simulate heavy mesoscale precipitation events is an important 
indicator of whether they add information to large-scale analyses or GCM output. Evidence 
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that RCMs can add physical detail to large-scale analyses was given by Takle et al. (1999), 
who show that many RCMs in PIRCS experiment la produced a large MCS under conditions 
of weak synoptic forcing. Here, we examine statistics of 3-h precipitation totals, which is 
influenced by the integrated effect of localized heavy precipitation events and MCS. Station 
precipitation is accumulated over 3-h intervals identical to the archived intervals of the 
RCMs. The lowest observable precipitation amount (2.54 mm) determined the lowest 3-h 
total and bin increment in the histograms (see Section 2.b). Histograms were expressed in 
precipitation units (mm) by multiplying counts with 3-h total. 
In figure 7 cumulative histograms for each data set are normalized by 60-d 
accumulated precipitation. All curves of cumulative fraction in RCMs except EM lie to the 
left of the observed curve. This means that a larger fraction of 60-d accumulated 
precipitation in the RCMs is produced by lower 3-h totals than is observed. For example, the 
fraction that is produced by 3-h totals ^ 12.70 mm is larger in all RCMs than in the station 
data. Our interest is in heavy precipitation for which there do not exist widely accepted, 
objective thresholds. We define "heavy 3-h precipitation" as those 3-h rates that contribute 
the upper 10% of 60-d accumulated precipitation for each data set. By this definition heavy 
3-h precipitation contributes equally to 60-d accumulated precipitation in the simulations and 
station data, but the threshold that defines heavy 3-h precipitation may vary. In fact, 
thresholds under this definition range from 2.54 mm (ClimRAMS) to 53.34 mm (EM), 
although 8 of 13 RCMs are within a smaller range of 10.16 mm to 35.56 mm. Thresholds for 
the simulations are generally lower than for the station data (43.18 mm). Simulations with 
severe dry bias tended to produce lower thresholds (ClimRAMS, HIRHAM, CRCM) 
compared with other RCMs, whereas simulations in which the threshold was similar to that 
observed (DARLAM, EM, MM5-ANL NCEP RSM, Scripps RSM) tended to have either 
high value of P or large magnitude of regional maximum precipitation in their precipitation 
field. 
The tendency for models to produce more precipitation than observed at low 
precipitation rate is reported for many different time scales in many climate simulations 
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(Giorgi et al. 1996, Kunkel et al. 2001). An explanation for this tendency is that different 
horizontal scales are represented by precipitation in station data and RCMs. Rain gauge 
measurements are point observations (Legates and Willmot 1990), whereas the RCMs in this 
intercomparison cannot resolve processes having horizontal scale smaller than several times 
their nominal grid spacing of 50 km. The important finding herein is not that these RCMs 
produced more precipitation at lower than observed precipitation rates. Instead, the results 
indicate that inadequacy in representing heavy 3-h precipitation totals and overproducing low 
3-h precipitation totals has resulted in a tendency toward dry bias. 
More recent work with ClimRAMS (version 4.3) has introduced the Kain-Fritsch 
(KF) cumulus parameterization scheme as an alternative to the Kuo schemed used in the 
PIRCS study. Preliminary RAMS-KF simulations improve the low precipitation biases, 
especially in the central United States (Castro et al. 2001). Results with RAMS-KF will be 
presented in a future paper on the North American Monsoon Model Intercomparison Project 
(NAMIP). 
Daily Cycle of Frequency of 3-h Totals 
In the station data different daily cycles of accumulated 3-h totals were found for 
ranges of 3-h totals of 2.54-5.08, 7.62-10.16, and 12.70-101.60 mm. We defined low, 
moderate, and high 3-h total categories corresponding to these 3-h total ranges. We applied 
the same categorical analysis to the simulations. Arguably, 3-h total ranges should be 
redefined because of the disparity between station and RCM climatologies. However, high 
rate precipitation is well defined by 3-h totals s: 12.70 mm for all but one simulation. To 
associate meteorological features with the daily cycles, we examined cloud-top 
characteristics in GOES-8 IR imagery. 
Daily cycles of accumulated precipitation in each category in the station data have a 
single peak, but the peak accumulation of high 3-h totals occurs at 09 LST, while for 
moderate and low 3-h totals the peaks occur at 12 and 15 LST, respectively (Figure 8). 
Widespread high 3-h totals are associated with mature MCSs in GOES-8 IR imagery, 
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whereas low 3-h totals are associated with either the decay of an MCS or (less often) 
coverage by low-level stratus clouds. Therefore, the time shift of maximum accumulated 
precipitation is associated with the frequent development and decay of nocturnal MCSs 
within the UMRB box. 
In the RCM simulations, daily cycles of accumulation for low, moderate, and high 3-
h totals each contain a single peak (except in DARLAM; Figure 9). In the composite of 
group A, accumulated precipitation from high 3-h totals peaks overnight. (The daily cycle 
for  each  s imula t ion  may be  v iewed on  the  PIRCS webpage  a t  
www.pircs.iastate.edu/hvdrologv/dailv/threehourtotals.html.) Accumulated precipitation 
from moderate and low 3-h totals peaks simultaneously with high 3-h totals. In the 
composite of group B, maximum accumulation from low and moderate 3-h totals is greater 
than and leads that of high 3-h totals. (Recall that the peak accumulation of low 3-h totals 
lagged that of high 3-h totals in station data.) Thus, daily cycles of 3-h totals in all 
simulations lack a lagged-correlation signal that is consistent with that of observed, recurrent 
MCSs, suggesting that the RCMs do not properly simulate MCS development and decay. 
Summary and Discussion 
We have compared output from 13 RCM simulations of the central United States 
flood of June-July 1993 with each other and observations. Our comparison focused on 
identifying systematic differences in the atmospheric water cycle over the portion of the 
Upper Mississippi River Basin where flooding was most intense. Following are the main 
results of this intercomparison. 
All RCM simulations produced a precipitation maximum in the upper Mississippi 
River basin. In 10 out of 13 RCMs maximum precipitation occurred northeast of 
observed maximum precipitation. Maps of 60-d average near-surface potential 
temperature and LLJ frequency strongly suggested that a primary precipitation 
mechanism in these RCMs was frontal overrunning. Maximum values of simulated 
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precipitation fields enveloped the observed maximum and ranged from 325 mm to just 
over 700 mm. 
All RCM simulations produced P-E>0, but in only DARLAM and PROMES was P-E 
as large as estimates of observed P-E (however, PROMES obtained this correct result by 
an unrealistically low E); the general tendency to understate P-E was caused by low bias 
of P that ranged 0.2 to 2.0 mm d"1. 
RCM values for E were not consistently greater than or less than estimated values of 
observed E. Extreme values of E were caused by biases in subcomponents of individual 
RCMs; systematic influences could not be identified for RCMs with E in the range of 3.3 
to 4.3 mm d"1. 
Nine of 13 RCMs produced qualitatively similar daily cycles of terms of the water 
vapor conservation equation (1) in which maximums of P and C occurred simultaneously 
at night; in the other 4 RCMs a consistent relationship between maximums of P and C 
were not found, even though maximum P occurred during afternoon in all four RCMs. 
RCMs with dry bias had excessive frequency of low 3-h precipitation totals and very 
low frequency of high 3-h totals. 
All RCMs failed to emulate a time lag between maximum accumulation of high 3-h 
precipitation totals and low 3-h precipitation totals that was observed in station 
precipitation and was caused by precipitation from MCSs. 
A key indicator of the potential of RCMs in this intercomparison to add realistic 
hydroclimatological detail is the ability of most RCMs to simulate a nocturnal maximum of 
precipitation. This feature is absent in the NCEP/NCAR reanalysis climatology (Higgins et 
45 
al. 1997). In fact, global climate models and reanalyses, which typically have been run at 
horizontal node spacing much coarser than the RCM simulations analyzed herein, usually do 
not exhibit a nocturnal maximum of precipitation (Ghan et al. 1995, Higgins et al. 1997). 
Additional tests are needed to determine whether more detail may be accurately 
simulated. Even though there is evidence that very large MCSs may be simulated by RCMs 
(Takle et al. 1999), the absence of a realistic MCS signal in RCM precipitation suggests that 
many systems are simulated incorrectly. Although the dynamical scale of such systems may 
be at or slightly less than the Rossby radius of deformation (Zhang and Fritsch 1987, Cotton 
et al. 1989), it is important to simulate such mesoscale dynamics of climate correctly in order 
to have confidence in simulations made as forecasts. In simulations of June-July 1993 it 
likely is necessary to do so in order to correctly reproduce the location of maximum 
precipitation. Mesoscale models that have reproduced many of the dynamical features of 
MCSs (Zhang and Fritsch 1987, Stensrud and Fritsch 1994) generally use node spacing that 
is at most one-half of the spacing of RCMs in this intercomparison, suggesting that a first 
step might be sensitivity analysis of PIRCSl-b results to horizontal node-spacing. 
In addition to short period tests designed to examine RCM processes, intercomparison 
is needed over extended periods to determine whether RCM simulations produce accurate 
hydroclimatology. Results from PIRCS-la, in which RCM simulations of an extreme 
drought in the central United States indicated a common tendency of simulated precipitation 
to be larger than observed (Takle et al. 1999). Thus, when combined with the tendency of 
RCMs in PIRCS-lb to underestimate precipitation, these experiments suggest the possibility 
that RCMs will underestimate the magnitude of extreme hydrological anomalies. A potential 
consequence is that long period simulations may contain damped interannual variability. 
Simulations spanning multiple decades are needed to test this possibility. 
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Table la. Characteristics of Models Selected from PIRCS Experiment lb 
Model Investigator Grid Levels Dynamics Lateral Boundary 
Condition 
Reference 
ClimRAMS Liston, Pielke PS 20 NON PAR/10 Pielke et al. (1992), 
Liston and Pielke (2001) 
CRCM Caya, Laprise PS 20 NON DIF/9 Caya and Laprise (1999) 
DARLAM McGregor, 
Katzfey 
LC 18 HYD EXP/10 McGregor et al. (1993a), 
McGregor and Walsh 
(1994) 
EM LUthi RLL 20 HYD DIF/9 Lûthi et al. (1996) 
HIRHAM Christiansen, 
Lopez 
MER 19 HYD EXP/10 Christensen et al. (1997) 
MM5-ANL Taylor LC 23 NON LIN/4 Taylor and Larson (2001) 
MM5-BATS Lapenta LC 32 NON LIN/4 Grell et al. (1993), 
Lakhtakia and Warner 
(1994) 
NCEP-RSM Hong PS 28 HYD EXP/10 Juang et al. (1997), Hong 
(2000) 
PROMES Gaertner LC 26 HYD LIN/8 Gaertner et al. (2001) 
RegCM2 Pan LC 14 HYD EXP/10 Giorgi et al. (1993a), 
Giorgi et al. (1993b) 
ScrippsRSM Roads, Chen MER 28 HYD EXP/10 Juang and Kanamistsu 
(1994) 
SweCLIM Jones RE 19 HYD TANH/8 Jones and Willen (2001) 
Dynamics: H YD, hydrostatic; NON, nonhydrostatic. Horizontal grid types: MER, Mercator 
(latitude-longitude); PS, polar stereographic; LC, Lambert conformai. Lateral BC: weighting 
function used blending large-scale and internal tendencies (LIN, linear decrease toward 
center of domain; EXP, exponential decrease; PAR, parabolic decrease; TANH, hyperbolic 
tangent profiles; DIP, dynamical diffusion following Davies (1976)) and number of grid 
points in the blending region. 
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Table lb. Model Parameterizations 
Model Investigator Land-Surface Boundary-
Layer 
Explicit Precipitation Convection 
ClimRAMS Liston, Pielke BATS local K: 
gradient-
Richardson 










rain and ice physics: 
































































Table lb (continued). Model Parameterizations 









prognostic cloud, rain 
water 
KF 
RegCM2 Pan BATS nonlocal eddy 
flux: 































Convection scheme: AS, Arakawa-Schubert, Arakawa and Schubert (1974); AG, Arakawa-
Gordon, McGregor et al. (1993b); Grell, Grell et al. (1993) and Grell (1993); MF, mass flux 
scheme following Tiedke (1989); KA, Kuo (1974); KF, Kain-Fritsch, Kain and Fritsch 
(1990); PW, Pan-Wu, Pan and W u (1995). Land surface scheme: BATS, Biosphere-
Atmosphere Transfer Scheme, five-layer soil model, Dickinson et al. (1993); OSU, Oregon 
State University, multi-layer soil model, Chen and Dudhia (2001). Boundary-layer scheme: 
MRF, Medium Range Forecast model, nonlocal eddy flux, Troen and Mahrt (1987), Hong 
and Pan (1996); Blackadar, local K, gradient-Richardson, Zhang and Anthes (1982). 
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Table 2. 60-d Water Vapor Conservation Equation (mm d ) 
Model S E P C P-E P 
ClimRAMS 0.4 3.5 4.0 0.9 0.5 N/A 
CRCM 0.0 2.9 4.6 1.7 1.7 N/A 
DARLAM 0.3 3.8 6.5 3.0 2.7 0.06 
EM 0.5 4.2 5.0 1.3 0.8 0.06 
HIRHAM 0.7 3.5 4.4 1.6 0.9 0.06 
MM5-ANL 0.3 3.3 4.3 1.3 1.0 0.06 
MM5-BATS 0.3 4.3 5.3 1.3 1.0 0.06 
NCEP RSM 0.3 5.4 6.0 0.9 0.6 0.08 
PROMES 0.1 2.0 5.1 3.2 3.1 0.03 
RegCM2 0.4 3.8 5.2 1.8 1.4 0.07 
Scripps RSM 0.3 5.6 5.9 0.6 0.3 0.08 
SweCLIM-
ECMWF 
0.1 4.3 5.4 1.2 1 .1  0.07 
SweCLIM-NCEP 0.2 4.1 5.0 1 .1  0.9 0.07 
Observations 
Station N/A N/A 6.2 N/A N/A N/A 
Higgin Grid N/A N/A 5.9 N/A N/A N/A 
Delaware Grid N/A N/A 6.2 N/A N/A N/A 
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Table 3. Portion of total precipitation from convective and stable precipitation. 
Convective Fraction (%) Stable Fraction (%) 
ClimRAMS 75.98 24.01 
CRCM 51.64 48.35 
DARLAM 97.65 2.34 
EM 66.32 33.67 
HIRE A M 39.57 60.42 
MM5-ANL 39.62 60.37 
MM5-BATS 36.52 63.47 
NCEP RSM 60.67 39.32 
PROMES 87.73 12.26 
RegCM2 N/A N/A 
Scripps RSM 67.88 32.11 
SweCLIM-ECMWF 51.75 48.24 
S weCLIM-N CEP 46.22 53.77 
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Table 4. Satellite features during Low Rate Events. 
Date Weather Features across GUMRB 
June 2 (day 2) stratus 
June 4 (day 4) stratus 
June 6 (day 6) small MCS 
June 7 (day 7) decaying MCS 
June 8 (day 8) small MCS 
June 9 (day 9) decaying MCS, stratus deck 
June 13 (day 13) decaying small MCS 
June 16 (day 16) decaying small MCS 
June 17 (day 17) stratus, localized thunderstorms 
June 18 (day 18) stratus, localized thunderstorms 
June 19 (day 19) low pressure system 
June 24 (day 24) decaying large MCS 
June 30 (day 30) decaying large MCS 
July 1 (day 31) decaying large MCS 
July 2 (day 32) decaying large MCS 
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Table 4 (continued). Satellite features during Low Rate Events. 
July 8 (day 38) decaying large MCS, stratus 
July 9 (day 39) decaying large MCS, stratus 
July 10 (day 40) decaying large MCS 
July 11 (day 41) decaying large MCS 
July 13 (day 43) decaying large MCS 
July 14 (day 44) decaying small MCS 
July 15 (day 45) stratus, localized thunderstorms 
July 16 (day 46) stratus, localized thunderstorms 
July 17 (day 47) decaying small MCS 
July 21 (day 51) decaying small MCS 
July 22 (day 52) stratus, localized thunderstorms 
July 23 (day 53) decaying large MCS 
July 24 (day 54) decaying large MCS, stratus 
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Table 5. Satellite features during High Rate Events. 
Date Weather Features across GUMRB 
June 4 (day 4) large MCS 
June 7 (day 7) missing data 
June 16 (day 16) large MCS 
June 17 (day 17) large MCS 
June 19 (day 19) decaying large MCS 
June 24 (day 24) large MCS 
June 25 (day 25) large MCS 
June 29 (day 29) small MCS 
June 30 (day 30) large MCS 
July 1 (day 31) large MCS 
July 2 (day 32) large MCS 
July 3 (day 33) large MCS, localized thunderstorms 
July 4 (day 34) large MCS 
July 5 (day 35) small MCS 
July 6 (day 36) large MCS, small MCS 
July 8 (day 38) large MCS 
July 9 (day 39) large MCS 
July 10 (day 40) small MCS 
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Table 5 (continued). Satellite features during High Rate Events. 
July 11 (day 41) small MCS 
July 13 (day 43) large MCS 
July 14 (day 44) large MCS 
July 17 (day 47) large MCS 
July 22 (day 52) decaying small MCS, local thunderstorms 
July 23 (day 53) large MCS 
July 24 (day 54) large MCS 
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Figure 1. Precipitation for June-July 1993 in (a) gridded observations, (b) 
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Figure 3. Daily cycle of terms in 60-d water vapor conservation equation (1) in (a) 
group A and (b) group B. RCMs included in group A are DARLAM, EM, MM5-ANL, 
MM5-BATS, NCEP RSM, RegCM2, Scripps RSM, SweCLIM-ECMWF, and SweCLIM-
NCEP and in group B are ClimRAMS, CRCM, HIRHAM, PROMES. 
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Figure 4. Daily cycle of 60-d convective and stable precipitation in (a) group A and group B. 
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Figure 5. Daily cycle of 60-d water vapor influx and efflux in (a) group A and (b) group B. 
Members of group A and group B are listed in the caption of Figure 3. 
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Time (LST) 
Figure 6. Daily cycle of 60-d precipitation in station reports. 
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Figure 7. Frequency of 3-h precipitation totals expressed as cumulative fraction of 60-
d accumulated precipitation. 
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Figure 8. Daily cycle of accumulated precipitation for high (12.70-101.60 mm), 
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Figure 9. Daily cycle of accumulated precipitation for high (12.70-101.60 mm), 
moderate (7.62-10.16 mm), and low (2.54-5.08 mm) 3-h precipitation totals in (a) group A 
and (b) group B. Members of group A and group B are listed in the caption for Figure 1. 
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AN EXAMINATION OF MESOSCALE CONVECTIVE 
SYSTEMS IN A REGIONAL CLIMATE MODEL 
A paper to be submitted to the Journal of Hydrometeorology 
Christopher J. Anderson and Raymond W. Arritt 
Abstract 
The fifth generation Penn State-National Center for Atmospheric Research mesoscale 
model is used as a regional climate model to examine the potential for improving climate 
simulations of nocturnal precipitation mechanisms in the central United States. Simulated 
precipitation climatology was examined for sensitivity to grid spacing and convective 
parameterization design. Specifically, two sets of simulations were performed using the 
default and an alternative formulation of the Kain-Fritsch parameterization, including 
shallow cumulus parameterization. The alternative formulation forced the convective 
parameterization scheme to produce less precipitation and, instead, detrain more condensed 
water vapor through a deeper layer of the troposphere. Both simulation sets included two 
simulations with horizontal grid spacing of 51 and 17 km. Simulations were 60 days in 
length and spanned June-July 1993, when the central United States experienced severe 
flooding. This period is chosen because precipitation signals may be extracted from rain 
gauge data and attributed largely but not exclusively to mesoscale convective systems. 
The results showed that mesoscale convective systems were more frequent in the 
default 17-km rather than 51-km simulation and were even more frequent in the alternative 
Kain-Fritsch compared to default Kain-Fritsch 17-km simulation. The modifications to the 
Kain-Fritsch scheme reduced a positive bias of afternoon precipitation rate and increased the 
nocturnal precipitation rate in the region of flooding. Precipitation time series were 
summarized with daily Hovmôller diagrams. Daily Hovmôller diagrams also were examined 
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for precipitation time series that were reconstructed by means of an inverse wavelet 
transform that used wavelet scales of 8- and 16-h. Precipitation at these time scales is largely 
but not exclusively produced by mesoscale convective systems. The magnitude of 
precipitation rate is underestimated in all simulations. However, characteristic signals of the 
alternative Kain-Fritsch formulation were evident in both the unfiltered and reconstructed 
time series; Nocturnal precipitation rate was increased in the reconstructed time series by 
50-75% in modified Kain-Fritsch 17-km simulation. 
Introduction 
The IPCC recommends the use of regional climate models (RCMs) for analysis of 
climate variability of daily and sub-daily processes (Giorgi et al. 2001). An important step in 
addressing this IPCC recommendation is to verify that RCMs faithfully reproduce such 
processes. The warm season hydroclimate of the central United States is often used as a test 
bed for RCMs (e.g., Dudek et al. 1996, Giorgi and Shields 1999, Takle et al. 1999, Pal et al. 
2000, Anderson et al. 2003), and it is also ideal for testing whether RCMs can correctly 
simulate sub-daily precipitation processes. The region's hydroclimate has the unique feature 
of nocturnal maxima in warm season thunderstorm activity and precipitation (Wallace 1975, 
Takle 1995, Higgins et al. 1997) that result from interaction of mesoscale atmospheric 
processes, namely mesoscale convective systems (MCSs) and low-level jets (LLJs). 
The goal of realistic simulations of nocturnal precipitation in the central United States 
raises different challenges than what is encountered for climate simulations of mountainous 
regions. The advantage of using RCMs in mountainous regions is a more precise 
representation of surface terrain than what is affordable in state of the art GCMs. MCSs are 
the result of an upscale growth of unorganized convective storms 0(10 km) into a mesoscale 
circulation 0(100 km) that is forced by pressure gradients aloft. MCSs have self-sustaining 
mechanisms, such as low-level outflow that creates low-level convergence and produces 
favorable conditions for new convective storms that feed moisture into the mesoscale 
circulation (Maddox et al. 1981, Rutunno et al. 1988, Parker and Johnson 2000). It is 
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necessary, therefore, for RCMs to develop convectively generated, transient mesoscale 
pressure gradients aloft and convergence near the surface in order to emulate the natural sub-
daily precipitation processes that occur during the warm season in the central United States. 
The capability of RCMs to simulate warm season precipitation processes in the 
central United States was examined by the Project to Intercompare Regional Climate 
Simulations Experiment IB (PIRCS-l(b); Anderson et al. 2003). An important result from 
that work which motivates the study described herein, is that most RCMs coupled 
precipitation to nocturnal LLJs, which was a more realistic precipitation mechanism than 
contained in the driving data, but the coupling mechanism was incorrect. Maximum 
accumulated precipitation in most of the RCM simulations was positioned on the cool side of 
a time-average 925 hPa temperature front, suggesting the precipitation formed as moist air 
became saturated while being transported northward by LLJs and forced upward by sloped 
isentropic surfaces in the frontal zone. Two errors were common in models that emphasized 
this mechanism: (1) a northward displacement of the precipitation maximum, and (2) absence 
of an eastward propagation of precipitation during the evening and overnight hours. Carbone 
et al. (2002) also identifies the need to include properly the effects of convective processes in 
the grid variables of climate simulations in order to represent the propagation of convection 
across the central United States as seen in the precipitation climatology for 1998-2000. 
Because the errors in Anderson et al. (2003) occur even in the most realistic RCM 
simulations, the results suggest the summertime precipitation climatology is difficult to 
simulate well in RCMs. 
We present results from a follow-up experiment in which the capability of RCMs to 
represent nocturnal precipitation processes in the central United States is tested. Because the 
precipitation processes that appear to be absent from the RCM simulations are of mesoscale 
horizontal dimension, improvements might occur by any one of three ways: (1) better 
resolution of mesoscale circulation (i.e., finer grid spacing), (2) more realistic representation 
of unresolved processes, or (3) some combination of (1) and (2). Higher resolution RCM 
simulations have produced more realistic precipitation statistics compared to lower resolution 
75 
RCM simulations, primarily by producing more frequent high intensity daily rates (Giorgi 
and Marinucci 1996). In the case of central U. S. nocturnal precipitation processes, there is a 
question of whether higher resolution simulation is sufficient to improve the precipitation 
climatology. On the one hand, higher resolution simulation can produce more detailed 
mesoscale circulation. There is the hope that the circulation of most MCSs, and, thus, the 
precipitation climatology, can be better represented by higher resolution simulation. On the 
other hand, convective, microphysical, surface, and boundary layer processes are all 
parameterized even in a higher resolution simulation. There is evidence from weather 
forecast models that the state-of-the-art convective parameterizations incorrectly couple sub-
grid processes to grid-scale variables, and this causes inaccurate simulations of MCS 
propagation and precipitation climatology (Davis et al. 2003). We have examined, therefore, 
the effect on nocturnal precipitation of increased spatial resolution and altered cumulus 
parameterization, using modifications inspired by the upscale growth mechanism of 
convection in MCSs, in tandem and independently. 
Experimental Design and Analysis Techniques 
Test Period, Model Input Data, and Experimental Design 
Our simulations cover the PIRCS-l(b) simulation period of 1 June - 31 July 1993. 
We chose this simulation period for two reasons. First, accumulated precipitation from 
MCSs during the 1993 flood had unusually large magnitude and unusual coherence in space 
(Kunkel et al. 1994, Anderson and Arritt 1998), so that precipitation signals that are largely 
though not exclusively attributed to MCSs are evident even in the two-month average. 
Second, it facilitates comparison with RCMs in the PIRCS-l(b) experiment that used 
convective parameterization similar to those used herein. Lateral boundary data were 
updated every six hours, and initial and lateral boundary conditions were generated from 
NCEP-DOE Reanalysis-II (R2) data (Kanamitsu et al. 2002). The advantage of using R2 
data instead of NCEP-NCAR Reanalysis (RI) data (Kalnay et al. 1996), which was the 
standard driving data for PIRCS-l(b), is that R2 soil moisture is predicted without regard to 
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climatology; whereas, R1 soil moisture is nudged toward climatological values. Time 
varying sea surface temperature (SST) conditions, including the Great Lakes, were generated 
from the Reynolds SST data set (Reynolds et al. 2002). 
We have designed three alternative formulations of the RCM, so that a total of four 
simulations, including the control simulation, were performed. The simulations are 
summarized in a 2x2 matrix (Table 1). 
ControISl 
Coarse grid spacing 
Default convective parameterization 
Controll? 
Fine grid spacing 
Default convective parameterization 
TestSl 
Coarse grid spacing 
Alternative convective parameterization 
Testl? 
Fine grid spacing 
Alternative convective parameterization 
Table 1. Experimental design. 
Differences in results for simulations in the same table column measure the effect of 
alternative convective parameterization for a particular spatial resolution. Differences 
between simulations aligned in rows measure sensitivity to grid spacing for a particular 
version of the convective parameterization. Thus, our experiment compares the influence of 
grid spacing and convective parameterization design both independently and in tandem. 
Model Description 
We used the parallel version of the National Center for Atmospheric Research-
Pennsylvania State Mesoscale Meteorological Model (MM5) release 3-6 (Grell et al. 1993). 
We selected widely used parameterization options: NOAH land-surface parameterization, 
Hong-Pan (MRF) planetary boundary layer (non-local K) parameterization, Dudhia cloud-
radiation scheme, Reisner microphysics (mixed phase) parameterization, and Kain-Fritsch2 
(KF2) convective parameterization (Kain 2004). Our modifications of the convective 
parameterization are described in the next section. 
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The sensitivity to horizontal grid spacing is tested by means of a nested, interactive 
grid. The ControlSl simulation served as a baseline simulation with default KF2 settings 
and grid point spacing that is typical for state of the art RCMs. The grid configuration used a 
Lambert conic conformai map projection with the central grid point located at 36°N, 95°W 
and nominal grid spacing of 51 km. The grid contained 85 north-south and 131 east-west 
grid points, spanning 10°-55°N and 125°-65°W. This domain size is larger than the 
nominal domain size used in the PIRCS-l(b) experiment. We have used a larger domain size 
to allow the mesoscale model to generate LLJ dynamics rather than risk specification of a 
portion or all of the LLJ dynamics through the lateral boundary data (Seth and Giorgi 1998). 
Additionally, increases in computing power permit short simulations with this large domain 
in a reasonable time period. This was not the case when the PIRCS-l(b) experiment was 
designed. The nested domain was positioned with its southwestern corner at the ControlSl 
domain grid point 1=35, J=50. The nominal grid spacing of the nested grid was 17 km, so 
that the grid spanned 32°-49°N and 105°-80°W. Feedback from the nested to parent grid 
was allowed. 
Description of Modifications to the Kain-Fritsch Convective Parameterization 
Convective processes with horizontal dimension less than the grid spacing of the 
simulation are represented by the KF2 convective parameterization. The parameterization 
receives a profile of atmospheric variables that includes temperature, specific humidity, 
vertical and horizontal wind speed, and pressure. Upon completion, the scheme returns 
tendencies of temperature, specific humidity, liquid water, and frozen water species. The 
main adjustment, as described below, is to a parameter that sets the depth of the upper-level 
outflow layer and, thereby, controls the feedback to the grid of water vapor, liquid water, and 
frozen water species. 
A complete description of the KF2 convective parameterization is found in Kain 
(2004), Kain and Fritsch (1993), and Bechtold et al. (2001). Briefly, KF2 uses a one-
dimensional entraining-detraining steady-state plume model with a downdraft to redistribute 
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grid point mass such that 90% of the grid point CAPE is removed in some convective time 
scale. The fundamental components that are of relevance to our modifications are mass 
detrainment from the updraft and the mass flux profile. Mass detrainment below the level of 
equilibrium temperature (LET) occurs when mixtures of updraft and grid point mass are 
negatively buoyant. Above the LET, mass detrainment is the sum of detrainment from 
mixing and mass outflow from the updraft, as the mass flux profile is specified to decrease 
linearly with pressure between the LET and cloud top (where, by definition, mass flux equals 
zero). As the updraft mass flux decreases, mass outflow is necessary to maintain continuity. 
This upper-level mass outflow contains small amounts of moisture, since much of the updraft 
moisture is lost to mixing processes and rain formation at lower altitudes. The primary effect 
of the upper-level mass outflow is to produce compensating subsidence and create positive 
temperature tendency near the tropopause. 
This tendency of the KF2 scheme to produce warming near the tropopause is 
inconsistent with upper-level moistening that is observed in the early stages of MCSs. Our 
approach is to enhance upper-level grid point moistening by KF2 and to rely on the 
microphysical parameterization and mesoscale model dynamical equations to develop the 
mesoscale circulation. To this end, we introduce two modifications in the KF2 scheme. 
First, we reset the initial level of upper-level outflow from the LET to either the level of 
minimum grid point 0e or the melting level, whichever is at a lower altitude, and require this 
level to be above the parcel lifted condensation level (LCL). This choice is motivated by 
observations of precipitating cumulonimbus, such as those reported in Knupp (1987), that 
show decreasing updraft mass flux above these levels. In addition, other convective 
parameterization schemes use a similar criterion, the level of minimum moist static energy, 
when determining the initial level of updraft mass detrainment (Zhang and McFarlane 1995, 
Moorthi and Suarez 1992, Sud and Walker 1999). Second, we assume mass flux decreases 
linearly with the natural logarithm of pressure rather than pressure. This is motivated by 
observed mass flux profiles that exhibit linear decrease of mass flux with height, which is 
proportional to the natural logarithm of pressure (Knupp 1987). The effects of our 
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adjustments are to initiate mass outflow at a lower altitude where the updraft contains 
moisture and to concentrate the outflow in the lower portion of the outflow layer. 
An example of the KF2 adjustment for a profile that is frequently observed in 
association with severe weather in the central United States illustrates the impact of these 
modifications (Figure 1). The LCL is 934 hPa; cloud top is 136 hPa; LET is 219 hPa; Level 
of minimum 0e is 802 hPa. The total change to the environmental profile rather than 
convective tendency is shown. Two dramatic differences are evident: potential temperature 
tendency near and within the tropopause is decreased, and liquid and ice mixing ratios in the 
middle portion of the troposphere are increased. The default KF2 increases potential 
temperature near 200 hPa by 15 K and decreases it near 130 hPa by the same amount. The 
warming near 200 hPa is induced by subsidence that compensates the mass outflow between 
the LET and cloud top. This same outflow produces cooling near 130 hPa, because the 
environmental temperature increases so much that the cloud air is considerably cooler and 
remains cooler than the environment even though there is subsidence present. Thus, the 
default KF2 scheme destabilizes the tropopause. The modified KF2 has much smaller 
temperature changes in the vicinity of the tropopause, because the mass outflow occurs over 
a much deeper layer of the troposphere. The mass outflow in both versions of KF2 is evident 
in the profiles of liquid water and ice mixing ratio. The default KF2 produces maximum ice 
mixing ratio just above the LET. In the modified KF2, maximum liquid water and ice 
mixing ratios are 2-3 times as large as in the default KF2, and liquid water and ice is added 
through a much deeper layer. Below 800 hPa, liquid water production in the modified and 
default KF2 is similar and is produced by condensing of water vapor as the updraft parcel 
rises. The modified KF2 initiates mass outflow at the level of minimum 0e, and this creates 
an abrupt increase in liquid water production in the 800-500 hPa layer. 
Identification of MCSs in RCM Simulations 
It is necessary to identify MCS-like behavior in our simulations, since we hypothesize 
that daily and sub-daily precipitation will be improved by inducing such behavior. This task 
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is not trivial. It isn't necessarily appropriate to apply criteria used in identifying natural 
MCSs to RCM output. Nearly all MCS identification procedures use either radar or satellite 
measurements. Analogous fields in RCM output are not readily available. Furthermore, 
even if such fields were produced, which in principle can be done, it isn't clear that MCS 
signatures should have the same meaning in both simulated and observed fields. For 
example, mesoscale convective complexes (MCCs), which are very large and circular MCSs, 
are often identified by contiguous regions of cloud top irradiance temperature < -52°C (e.g., 
Laing and Fritsch 1997). This threshold was established by many years of research that 
showed the -52°C region of the cloud was a useful identifier for the following reasons: (1) it 
consistently enveloped most of the rainfall volume (McAnnelly and Cotton 1989), and (2) 
clouds identified with this rather than a warmer threshold generally remained distinct, so that 
screening could be automated (Augustine and Howard 1988). Mesoscale models with 
horizontal grid spacing such as that used in this study do not resolve many aspects of the 
mesoscale circulation of MCSs. Therefore, it cannot be expected that the -52°C threshold 
applied to natural MCSs should serve as a proxy for identifying the same mesoscale 
dynamics in simulated data. 
One approach for identifying mesoscale circulation in RCM data is to compute a 
mesoscale perturbation in the wind field aloft (Takle et al. 1999). This approach is 
particularly useful for identifying isolated MCSs in simulated data. However, when 
simulated MCSs are numerous or are embedded within vigorous sub-synoptic and synoptic 
scale circulation, the technique produces a somewhat ambiguous measure of the mesoscale 
circulation. 
We have developed an empirical approach for identifying mesoscale circulation that, 
although it produces thresholds unique to our dataset, is reproducible. The features of many 
natural MCSs that have motivated our modifications to the KF2 scheme are evaporation and 
melting of hydrometeors that form in thick mid- and upper-level clouds and low-level 
convergence that is produced by low-level outflow. We have used two variables to identify 
these characteristics in RCM simulations: (1) contiguous regions of hourly precipitation that 
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exceed some threshold (described below), and (2) hourly tendency of 925-700 hPa thickness. 
A common feature of natural MCSs is the unusually heavy rainfall rates that they produce 
(McAnnelly and Cotton). This rainfall is of societal importance and, so, it has been used in 
algorithms to identify MCS-generated precipitation in rain gauge data (Kunkel et al. 1994, 
Ashley et al. 2003). Our choice of precipitation as an identification variable for simulated 
MCSs is motivated by the possibility that comparable algorithms could be developed for both 
observational and model data, though this is beyond the scope of our work. We have 
connected the contiguous regions of heavy precipitation to mesoscale dynamics by the hourly 
thickness tendencies. Regions of melting and evaporating hydrometeors produce negative 
hourly tendency; whereas, adiabatic descent of low to mid-level inflow into the mesoscale 
circulation is evident as positive hourly tendency. 
Two thresholds must be established to apply this procedure: hourly precipitation rate 
and hourly tendency of 925-700 hPa thickness. We generated histograms of hourly 
thickness tendency for each of the simulations. The histograms were similar for all 
simulations and showed that 99% of the hourly thickness tendency values are <|5| m. By 
scale analysis of the quasi-geostrophic thickness tendency equation, it can be expected that 
hourly thickness tendency of this magnitude is not forced by quasi-geostrophic dynamics. 
Thus, we chose a threshold value of thickness tendency >|5| m h"1. 
We determined the precipitation threshold by examining the intersection of the hourly 
thickness tendency with contiguous regions of hourly rainfall of different rates. In particular, 
we first extracted contiguous rainfall regions that exceeded a particular threshold rate, and 
then computed the fraction of the grid points within the contiguous rainfall region at which 
the thickness tendency threshold was also exceeded. If the hourly precipitation rate threshold 
is too low to be associated largely with mesoscale circulation, a small fraction of the 
contiguous rainfall region will also have extreme hourly thickness tendency values. At an 
unreasonably high precipitation rate threshold, the contiguous rainfall area is very small and 
is unrepresentative of the horizontal dimension of the mesoscale circulation. For each 
simulation, we have plotted the fraction of grid points in contiguous rain areas that also 
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exceed the hourly thickness tendency threshold (Figure 2). We have extracted contiguous 
rain areas for precipitation rates of 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 6.0 and 7.0 cm h"1. We 
have chosen the saddle point of the curve as the precipitation rate threshold. Values less than 
the threshold represent contiguous rainfall regions that are increasingly large compared to the 
mesoscale circulation; whereas, values larger than the threshold increasingly underestimate 
the extent of the mesoscale circulation. In Figure 2, it is evident that the precipitation 
threshold depends on grid spacing. We have selected 1.0 cm h"1 for the 51-km simulations 
and 1.5 cm h"1 for the 17-km simulations. 
To summarize, we have defined simulated MCSs as contiguous rainfall regions that 
exceed either 1.0 cm h"1 (51-km simulations) or 1.5 cm h"1 (17 km simulations) and have at 
least one grid point with hourly thickness tendency > |5| m h"1 within the rainfall region. For 
display purposes, we have computed the centroid of the rainfall region as the arithmetic 
average of the latitude and longitude locations of each grid point within the contiguous 
rainfall region. 
Wavelet Analysis 
We have used a wavelet analysis to isolate precipitation signals associated with 
MCSs. The typical lifetime of natural MCSs is 0(10 h), so that MCSs can produce rainfall at 
a location for a period longer than would be expected for unorganized convective storms but 
also shorter than the period of a day. We have taken advantage of this characteristic to filter 
precipitation time series and have extracted precipitation of durations that are consistent with 
the time scales of MCSs. Because MCSs are intermittent and occur at irregular intervals, the 
wavelet transform is a reasonable choice for the filtering methodology. 
Overviews of wavelet transforms as applied to weather and climate data are found in 
Foufoula-Georgiou and Kumar (1994) and Berliner et al. (2000). Briefly, a wavelet 
transform is the integral of the inner product between a wavelet function and a time series 
(sometimes called a correlation). The wavelet function, by definition, is local (i.e., non-zero 
over a limited range) in both time and span (i.e., non-zero values) and has two parameters; 
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one parameter controls the wavelet position within the time series - the location parameter, b 
- and another that controls the span of the wavelet - the scale parameter, a. 
We have used the Haar wavelet function. The Haar wavelet function is 
ip(a,b) = 
-1 for - 0.5 s -—— < 0 
a 
1 for 0 < —- < 0.5 (1) 
a 
0 otherwise 
where a is the scale parameter and b is the location parameter. The Haar wavelet transform 
for discrete data is 
i '/ 
V(o,6) - -r T /(#(o,6)Af (2) Vo , 
where f(t) is the data time series, At is the time increment of the data time series and t, and tj 
are the first and last points in the time series, respectively. The summation is performed by 
advancing ip(a,b) by a units, so that the wavelets at any scale do not overlap in time. 
Furthermore, we have specified orthogonal wavelet scales by using wavelet scale as an 
exponent with base of 2. Thus, wavelet scale one corresponds to wavelet duration of 2 h, 
wavelet scale two corresponds to wavelet duration of 4 h, and so on. Orthogonal wavelets 
have the property that the energy of the time series is equal to the sum of the energies of each 
wavelet scale. This property is important to our methodology for selecting wavelet scales, 
which is described below. We used the Haar wavelet transform, because it is a weighted 
differencing operator, and, as such, it identifies time periods when precipitation rate shifts 
from relatively low to relatively high values or vice versa. For example, the wavelet 
transform duration of 16 h identifies precipitation rate that is relatively low for 8 h and, then, 
abruptly becomes relatively high for 8 h or vice versa. 
The inverse wavelet transform is used to reconstruct time series. The inverse wavelet 
transform is 
bf 
g ( t )=22  (3)  
84 
where 6, and bj are the initial and final wavelet locations. The summation over wavelet 
position is incremented by a units, and the summation over wavelet scale is limited to n 
wavelet scales as chosen by the analyst. If all wavelet scales are used, then g(t) equals f(t), 
that is, the time series is completely reconstructed. 
We removed certain wavelet scales by means of two criteria. The first criterion is 
based upon the Lorentz curve of wavelet transform energy (Vidakovic 1999). A Lorentz 
curve relates the percentile L(p) of cumulative wavelet transform energy (ordinate, 0-100%) 
contained within the percentile p of wavelet transform scales (abscissa, 0-100%), which are 
ordered from smallest to largest scales. If the accumulation of wavelet transform energy 
were uniform in each wavelet transform scale, the Lorentz curve would be the 1:1 line. As 
the energy becomes more concentrated in a few wavelet transform scales, the curve has a 
convex shape, and the sharpness of the curve is related to the degree of energy imbalance. 
The saddle point of the curve indicates a fundamental change in the amount of energy added 
by a wavelet transform scale. Wavelet transform scales larger than the scale of the saddle 
point provide a much smaller percentage increase of energy compared to scales less than the 
saddle point. 
The saddle point of Lorentz curves can be estimated easily by modeling the wavelet 
transform energy as a random variable. By assuming the energy at each wavelet transform 
scales is a nonnegative random variable X, it can be shown that the percentile of the saddle 
point is F(E[X]) under the following conditions: (1) E[X] is finite, (2) the cumulative 
distribution function F(X) is a strictly monotone function on the support of X and (3) F is 
continuous at E[X] (Vidakovic 1999). That is, the sample estimate of the wavelet scale at the 
saddle point is the wavelet scale of the percentile of the sample mean wavelet transform 
energy. This filtering step objectively limits our analysis to wavelet durations that contribute 
most to the precipitation fluctuations. 
The second criterion is physically motivated. As previously described, it is expected 
that fluctuations in precipitation time series due to unorganized convective storms are 
reflected in the wavelet transform energy at shorter wavelet duration than fluctuations due to 
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MCSs. Thus, we reconstruct time series using only the combination of 8-hr and 16-hr 
wavelet transform durations to isolate some of the precipitation produced by MCSs from that 
produced by unorganized convective storms, provided these scales pass the initial screening. 
Factor Separation Technique 
Stein and Alpert (1993) developed a methodology to quantify separately the 
individual and joint effects of multiple changes made to a model. We have used their 
approach to quantify the effects of finer grid spacing and alternative KF2 formulation when 
applied individually and in tandem. Stein and Alpert (1993) viewed a model output field as 
the sum of a constant base condition that results from the model used in its unaltered form 
and the change from the base condition caused by the new model formulation. Let F0, Fi, F2, 
and Fi2 represent an arbitrary field from the unaltered model, the model altered by factor 1, 
the model altered by factor 2, and the model altered by factors 1 and 2, respectively. Let fi, 
f2, and fi2 represent the change from the constant base condition that results from the model 
when altered by factor 1, factor 2, and factors 1 and 2, respectively. A system of three 
equations describes the changes from F0 by each model reformulation: 
(4) 




Comparison of MCS Mechanisms in 17-km Simulations 
The impact of the modified KF2 in the three-dimensional simulations is illustrated for 
an 18-h period in which both the default and modified KF2 17-km simulations and the 
observations contained an MCS. The period begins 21 UTC July 8 and ends 15 UTC July 9. 
The observed large-scale circulation contained a large amplitude 500 hPa trough positioned 
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over the Rocky Mountains and a comparatively smaller amplitude ridge east of the trough. 
By the end of the period, the trough had moved slightly eastward, while a mid-level, short 
wave trough had moved over Minnesota. Deep tropospheric ascent was not associated with 
this short wave trough. A LLJ was observed over Kansas with the northern extent over 
southern Nebraska, where an east-west low-level front was positioned. A large, linear MCS 
formed in south central Nebraska and moved into western Iowa before moving southward 
and diminishing in extent (Anderson and Arritt 1998). 
Upper-level and low-level fields of meteorological variables at 21 UTC July 8 in the 
simulations were very similar to each other and to observations. Both simulations position a 
large amplitude trough over the Rocky Mountains that moved slightly eastward during the 
period, while a short wave trough passed over northern Minnesota, slightly northward of the 
path of the observed short wave trough. A LLJ formed over the High Plains states with a 
northern terminus in southeastern Nebraska (Figure 3). There are some discrepancies 
between the two simulations. The magnitude of the 925-500 hPa wind shear vector is 
different by at most 2-3 m s"1. The temperature front is positioned farther north in Testl?, 
and the air immediately behind it is slightly moister. Differences of specific humidity in the 
region of precipitation initiation are ~1 g kg"1 at 925 hPa (~16 compared to -15 g kg"1) and 2 
g kg"1 at 850 hPa (~14 compared to ~12 g kg"1) with higher values in Testl 7. None of these 
discrepancies are large enough to suggest that different types of MCSs should develop in the 
two simulations. However with more water vapor present in the MCS development region in 
Testl?, more precipitation is produced in Testl? compared to Controll?. In Testl?, 24-h 
accumulated precipitation was >16 cm in west central Iowa, and an east-west swath in which 
precipitation was >5 cm extended from central and eastern Nebraska through central Iowa 
into northern Illinois. In Controll?, 24-hr accumulated precipitation was >10 cm in west 
central Iowa and was embedded within a swath of > 5 cm precipitation extending from 
southwest to northeast Iowa. The different orientations of the precipitation swath in the two 
simulations are caused by the different propagation mechanisms in the simulations. 
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Multiple MCSs were evident in both Controll? and Testl?. Convective 
precipitation develops in both simulations by 18 UTC near the terminus of the 925 hPa 
southerly flow in southern Nebraska (Figure 3). The simulations evolve very differently, 
however, as the regions of convective precipitation move northeastward. Testl 7 creates 
more widespread stable precipitation throughout the life cycle of its MCSs. The stable 
precipitation has a noticeable impact on the evolution of the low-level wind and propagation 
of the MCSs. Low-level MCS outflow develops beneath the stable precipitation by 9 UTC in 
both simulations, but the low-level MCS outflow is stronger in Testl7 than in Controll7. 
Convective precipitation develops along the intersection of the MCS outflow and LLJ in 
Testl 7 in southern Iowa and also within the terminus region of the LLJ in southeastern and 
south central Nebraska; whereas, low-level outflow is weaker and less influential in defining 
regions of convective precipitation in Controll 7. 
The results indicate that low-level MCS outflow is produced by downward mass 
transport in the region of stable precipitation, since synoptic and sub-synoptic scale forcing 
mechanisms are weak. Stable precipitation within the MCSs is delayed until condensed 
water vapor has formed on the grid (Figure 4). The condensed water vapor forms in regions 
where convective precipitation is located, indicating that it is generated by KF2, and the 
maximum stable precipitation rate is located within and near the maximum condensed water 
vapor. Higher sea level pressure is evident in Testl7 compared to Controll7 beneath the 
stable precipitation, and there is lower sea level pressure immediately west of the stable 
precipitation in Testl 7. The sea level pressure maximum of the pressure couplet is 
coincident with negative 925-700 hPa thickness tendency, indicating that grid point mass is 
forced downward by negative buoyancy that is generated by cooling and melting of the 
condensed water vapor from the KF2 scheme. The sea level pressure minimum immediately 
west of stable precipitation is coincident with positive 925-700 hPa thickness tendency that 
is produced by grid point mass that is descending and warming adiabatically. In comparison, 
condensed water vapor fields in Controll 7 are less widespread and are not coincident with 
low-level thickness tendency. These diagnostics suggest that precipitation is organized by a 
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coherent grid-scale circulation in Testl7 but not in Controll7 in which the convective 
parameterization produces a comparatively larger fraction of precipitation rather than 
condensed water vapor aloft. 
Another MCS forms in south central Nebraska by 09 UTC in both simulations. The 
evolution of the diagnostic fields is similar to what happened during the first MCS. This 
suggests the disparity of precipitation mechanisms is not unique to the first MCS. We have 
viewed animations of time series of the diagnostic fields for the entire simulation period and 
have noted only a few simulated MCSs in Controll7 in which the diagnostic fields evolve in 
a manner similar to what is diagnosed above and commonly seen in Testl7. 
Summary of Simulated MCSs 
We have examined the frequency and location of MCSs in the RCM simulations by 
plotting the centroids of contiguous rain regions. The number of MCSs increases from about 
10 in the 51-km grid simulations (11 in ControlSl and 9 in TestSl) to 33 in Controll? and 
57 in Testl 7. There are a number of possible interpretations of the scale dependence of the 
KF2 modification, but none can be confirmed from this study. Some possibilities are: 
mesoscale pressure gradients aloft are not intense enough in the 51-km grid simulations; 
energy is dispersed unrealistically by gravity waves; contiguous regions over which KF2 is 
invoked in the 51-km grid simulations are very small, perhaps a single grid point. 
Nevertheless, it is clear that grid spacing and KF2 formulation are both important factors in 
producing MCSs. 
The locations of MCS tracks are altered dramatically as well (Figure 5). Centroid 
tracks in ControlSl are more concentrated than in TestSl, with more tracks positioned over 
southern MN, northern IA, southern WI, northern IL, and northern IN. The tracks are north 
and east of the maximum precipitation in ControlSl, indicating that MCSs contributed little 
precipitation in the region of maximum precipitation. The fraction of maximum precipitation 
from MCSs is even less in TestSl. In contrast, MCSs directly contribute to the precipitation 
maximum in the 17-km grid simulations. Centroid tracks in Controll7 occur within, north, 
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and west of the region of maximum precipitation. Note the three southwest to northeast 
oriented tracks that extend from Iowa into Wisconsin and the upper peninsula of Michigan. 
These three unusual centroid paths result from MCSs embedded within northeastward 
moving synoptic scale systems. Many of the centroid track features in Controll 7 are evident 
in Testl?, with the main difference being the density of tracks within and west of the flood 
region. Centroid tracks in Testl? have noticeably higher concentration in South Dakota, 
southern Minnesota, Iowa, southern Nebraska, and Kansas. 
A unique characteristic of natural MCSs in the central United States is that they tend 
to occur at night; a higher fraction of natural MCSs occurred at night in 1993 than is typical 
(Anderson and Arritt 1998). The frequency of simulated MCSs for each hour shows that 
MCSs in Testl7 most frequently occurred between 00 and 08 UTC (Figure 6). In 
comparison, peak frequency in Controll? is between 14 and 18 UTC. It isn't clear why 
MCSs in Controll 7 had this early morning preference. The broad evening peak in Testl 7 is 
consistent with the natural mechanism of MCSs that evolve as afternoon convection interacts 
and self-organizes into an MCS. It appears these qualitative characteristics of natural MCSs 
- spatial concentration and nocturnal preference - are better replicated in Testl 7 rather than 
Controll 7. 
Diurnal Cycle of Precipitation 
Comparison of model precipitation with rain gauge measurements of precipitation 
involves two scale issues: the horizontal scale of the processes that produce the precipitation 
values, and the mathematical scale, as measured by some sort of variance, of the precipitation 
values. In a perfect comparison, the physical processes represented by rain gauge 
measurements and model data would be identical, and differences of mathematical scale 
could be attributed unambiguously to physical processes. Rain gauge measurements place no 
constraints on the precipitation process but sample rainfall over areas less than a square meter 
and may contain measurement errors. Model precipitation contains no measurement error 
but is accumulated over areas 0(102-103 km2), and its intensity is constrained by model grid 
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spacing and interaction among component models of unresolved processes. Furthermore, 
artificial diffusion is applied to model fields, further blurring interpretation of what processes 
model precipitation represents. Thus, the variance (and spatial variability) of RCM 
precipitation is smaller than rain gauge measurements (see, for example, Giorgi and 
Marinucci 1996, Anderson et al. 2001). 
In practice rain gauge measurements are treated as point measurements, while model 
precipitation is regarded as an average over the area of a grid square. One approach for 
reconciling the mathematical scales of model precipitation and rain gauge measurements is to 
interpolate rain gauge measurements onto the model grid, thereby, smoothing the 
precipitation values in the process. A variant of this approach, suggested by Tustison et al. 
(2002), identifies a horizontal scale at which mathematical scales are similar and predicts 
precipitation on a common grid at that scale by a scale recursive estimation technique. While 
it is unrealistic to expect model precipitation to match rain gauge measurements due to the 
disparity in scales of physical processes represented in the precipitation fields, smoothing of 
precipitation fields that are accumulated over many precipitation events can further obfuscate 
physical diagnosis, since it is unclear what processes are no longer represented in the 
precipitation field. 
A simpler approach is used in this study. Precipitation values are aggregated by 
averaging all values within spatial regions. Aggregate values have the advantages that there 
is less disparity of variance between model precipitation and rain gauge measurements 
(Tustison et al. 2001) and that the smoothing is done by integrating precipitation from 
various processes rather than removing it. 
We have examined the diurnal cycle of precipitation within the Greater Upper 
Mississippi River Basin (GUMRB) as delineated in PIRCS-l(b) by latitude-longitude 
boundaries of 37°-^47°N and 99°-89°W. The location of maximum 60-d precipitation is 
within the GUMRB box in observations and all simulations. The average precipitation rate is 
the arithmetic average of precipitation at stations (or grid points) within the GUMRB box. 
91 
The diurnal cycle of precipitation rate illustrates the time-integrated effects of 
insolation and MCSs in the precipitation climate (Figure 7a). The diurnal cycle of station 
precipitation rate shows a nocturnal maximum with peak rate of 8.0 mm d"1 between 06 and 
10 UTC, afternoon minimum of 4.2 mm day"1 at 20 UTC, and a gradual increase of 
precipitation rate between 21 and 04 UTC. Nocturnal maximum of precipitation is a 
climatological feature of the Midwest (Takle 1995, Higgins et al. 1997), but the large 
magnitude of the nocturnal maximum in 1993 is unique (Kunkel et al. 1994, Higgins et al. 
1997). The unusual spatial coherence of large nocturnal MCSs contributed to the unusual 
magnitude of the maximum nocturnal precipitation (Kunkel et al. 1994, Anderson and Arritt 
1998). Thus, the direct effect of insolation in the precipitation climate of 1993 is secondary 
to that of MCSs. 
Results from the simulations show different responses of the precipitation climate to 
insolation that depends on both grid spacing and KF2 formulation (Figure 7a). A preference 
for afternoon rather than nocturnal precipitation is evident in all simulations, except the 
TestSl simulation in which precipitation rate decreases from 19 through 03 UTC - a trend 
opposite of the observed trend. This means that the implementation of KF2 in this particular 
RCM has an unrealistic response to insolation. The KF2 modifications mitigate to some 
extent this unrealistic sensitivity to insolation. The smaller afternoon maximum in Testl 7 is 
caused primarily by a reduction of parameterized precipitation rate. Between 16 and 01 
UTC, the fraction of grid points that reported non-zero hourly convective precipitation is 
increased by 20% in Testl 7 relative to Controll 7, but the parameterized precipitation rate is 
decreased by 30%. Thus, the modifications result in more frequent calls to KF2 in the 
afternoon, but less rainfall is produced and, instead, is suspended aloft as grid point liquid 
water and ice. 
Four RCMs that participated in PIRCS-l(b) — all of which had nominal grid spacing 
was 50 km — used older versions of the Kain-Fritsch convective parameterization. Two of 
the four RCMs had peak precipitation rate between 09 and 12 UTC, and the peak in the other 
two RCMs occurred at 03 UTC. None of the simulations contained an afternoon maximum 
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of precipitation rate. Possible reasons for this discrepancy are differences of the soil 
moisture condition and differences of land surface and boundary layer parameterization. The 
unrealistic afternoon maximum of precipitation in our simulations appears to be 
uncharacteristic of the KF scheme. 
Factor separation shows more clearly the impact of each model reformulation on the 
diurnal cycle of precipitation rate (Figure 7b). The reduction of afternoon precipitation rate 
by the modified KF2 is apparent in the factor separation diurnal cycle for TestSl. Although 
the factor precipitation rate for Testl 7 is positive late in the afternoon, this apparently 
negative effect is caused by a shift in the time of maximum precipitation rate rather than by 
an increase of the maximum rate. However, the largest effect evident in the Testl 7 
simulation is the overnight maximum of precipitation rate. By comparison, precipitation rate 
increase overnight is much less in Controll7, and the afternoon precipitation rate increases. 
In summary, the modified KF2 has the effect of reducing the precipitation response to 
insolation; whereas, insolation becomes a more dominant precipitation mechanism when grid 
spacing is reduced. Only by reducing the grid spacing and using the modified KF2 
parameterization is the coincidence of the timing of peak insolation and precipitation 
corrected while a more correct emphasis is placed on nocturnal processes. 
Daily Hovmoller Diagrams 
The previous sections show qualitative evidence that sub-daily precipitation is 
improved in Testl 7 by suppressing the KF2 response to insolation and enhancing nocturnal 
precipitation systems, and that this results in a better representation of the diurnal cycle of 
rainfall during the period of flooding in 1993. We perform a more quantitative analysis by 
reconstructing time series of precipitation from certain scales of a wavelet transform. The 
reconstruction uses wavelet scales 8- and 16-h, that is, precipitation fluctuations <10 h and 
>2 h. The unusual spatial coherence of observed MCSs during the flood period allows for 
the interpretation that nocturnal maxima extracted by these wavelet scales are largely though 
not exclusively due to MCSs. This is not a general result. It may not be true for any other 
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year or in multi-year averages. Daily Hovmôller diagrams are used to summarize the spatio-
temporal evolution of precipitation. The cells of the Hovmôller diagrams contain the 
arithmetic average of station (grid point) precipitation. Longitude bands are 2° wide and 
span 107°-87°W. Daily Hovmôller diagrams and factor Hovmôller diagrams are 
constructed from both unfiltered and reconstructed precipitation time series. 
The unfiltered station data reveal the complexity of the spatio-temporal precipitation 
patterns (Figure 8a). The data show precipitation rate >0.4 mm h"1 between 02 and 18 UTC 
that shifts eastward overnight within 100°-94°W. The eastward shift of this precipitation 
region overnight is consistent with the propagation of nocturnal MCSs, but it isn't possible to 
attribute this precipitation pattern solely to MCSs. Some of the nocturnal precipitation is 
produced by short-lived nocturnal storms that formed within a quasi-stationary temperature 
front (Anderson et al. 2003). Precipitation rates >0.4 mm h"1 at 06 and 07 UTC within 102-
92°W are largely from such unorganized nocturnal storms associated with the frontal 
boundary. In contrast, the lag between peak precipitation rate and peak insolation is much 
shorter between 92° and 88°W and in the 108°W longitude band (mountains). 
The unfiltered simulated time series do not exhibit the complexity of the observations 
(Figures 8b-d). Generally, high precipitation rate is underestimated, which is a common trait 
of RCMs (see, for examples, Giorgi and Marinucci 1996 and Anderson et al. 2003), so that 
variations of precipitation rate are less abrupt. West of the flood region, simulated 
precipitation is more persistent than observed between 02 and 22 UTC, especially in the 17-
km grid simulations. In all simulations, maximum precipitation rate in the flood region 
occurs in the afternoon. Thus, although all simulations have some nocturnal precipitation in 
the flood region — in fact, it is most persistent and has largest magnitude in Testl 7 — 
insolation is the dominant mechanism regulating the timing of precipitation within the 
simulations. 
Factor Hovmôller diagrams for the unfiltered time series reveal the effect of each 
modification (Figure 9). TestSl has lower afternoon precipitation rate than ControlSl not 
only within the flood region, as discussed in the analysis of the diurnal cycle, but also 
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westward of it. The opposite effect occurred when shorter grid distance was used with the 
default KF2 scheme; that is, afternoon precipitation rate in Controll? is increased in the 
flood region and westward of it. The percentage increase of afternoon precipitation rate in 
Controll? relative to ControlSl ranges from 30% in the flood region to 50% in the high 
plains. Thus, TestSl slightly improved whereas Controll? degraded the precipitation 
simulation within the flood region and westward of it. By comparison, Testl? produced a 
dramatic improvement of nocturnal precipitation rate in the flood region, where precipitation 
rate was increased 50-100%. 
The daily Hovmôller diagram generated from the reconstructed station time series 
shows a nocturnal maximum >0.15 mm h"1 in the longitude range 100°- 94°W, and a less 
persistent and less widespread afternoon maximum >0.15 mm h"1 to the east of the region of 
flooding (Figure 10a). The precipitation rate is nearly 50% of the precipitation rate of the 
unfiltered time series in the flood region and nearly 75% east of there. This underscores the 
significant role of nocturnal processes within and westward of the flood region, and the 
primary role of insolation to the east of the flood region, even for precipitation that lasted 
longer than might be expected of unorganized storms. 
Daily Hovmôller diagrams of the reconstructed simulated time series show that 
nocturnal precipitation is more widespread in the 17-km compared to 51-km simulations, 
extending eastward of the region of flooding (Figure lOb-d). However, nocturnal 
precipitation rates in the flood region are as much as a factor of 3 lower than observed, and 
only Testl? has both continuous evening rainfall and a relative maximum of nocturnal 
precipitation rate. Over the eastern portion of the region, the afternoon precipitation rate is 
underestimated in all simulations except Controll?. Much like the unfiltered time series, the 
results show that as grid spacing is decreased the default KF2 is sensitive to insolation, and 
the modified KF2 tends to counteract this sensitivity. In the flood region, this counterbalance 
creates a more realistic afternoon precipitation rate but causes a slight underestimate in the 
eastern portion of the region. 
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Factor Hovmôller diagrams clarify how each of the modifications altered the results 
in comparison to ControlSl (Figure 11). Both TestSl and ControllV had increased 
precipitation rate in the afternoon and decreased precipitation rate at night, by as much as 
50%, in the flood region. For TestSl, this change is opposite of the overall change in the 
unflltered factor Hovmôller diagrams, so that the overall decrease of afternoon precipitation 
is primarily the result of decreased precipitation rate of shorter duration precipitation. In 
contrast to the effect of TestSl and ControllV, the modifications in TestlV increase 
nocturnal precipitation rate. Precipitation rate is lower during the afternoon over the entire 
domain, except adjacent to the Rockies, and is higher overnight in the flood region. The 
increase of nocturnal precipitation is as much as 100% of the ControlSl precipitation rate 
and 50-75% of the precipitation rate in the unfiltered factor Hovmôller diagrams for TestlV. 
Thus, the more accurate precipitation signals found in TestlV are largely the result of a 
decreased sensitivity to insolation and an increase of nocturnal precipitation rate that is 
associated with more frequent MCSs. 
Discussion 
Two questions that were raised by results from PIRCS-l(b) were whether 
incorporating an MCS-like circulation into RCM simulations was possible by simply 
reducing spatial grid spacing and whether doing so would improve simulations of 
precipitation climate. These questions were motivated by northward bias in spatial location 
of accumulated precipitation that was caused by unrealistic nocturnal precipitation processes 
in many of the RCMs, even though precipitation was better coupled with LLJs than in the 
driving data. In ControlSl, the bias of spatial location was small but the diurnal cycle of 
precipitation was incorrect. We found in TestlV multiple aspects of simulated precipitation 
climate had improved, in which MCSs were much more frequent compared with the other 
simulations. It was necessary to reduce spatial grid spacing and modify the convective 
parameterization to obtain the most realistic precipitation climatology. 
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It is natural to question whether these results hold in general. That is, one may ask 
the following questions: (1) Does the modified KF2 continue to improve precipitation 
climate as grid spacing is decreased? (2) Is improved simulation from the modified KF2 tied 
solely to this case? (3) Do the KF2 modifications improve simulation of precipitation climate 
elsewhere? 
In response to the first question, it should be noted the alternative KF2 formulation 
tested herein is inspired by the natural process of upscale growth of convective storms into 
mesoscale circulation. Even so, there are many processes associated with propagating MCSs 
that simply can not be simulated with grid spacing 0(10 km). For example, the results from 
Trapp and Weisman (2003) suggest that low-level vorticity in the form of a mesoscyclone 
with diameter 0(10 km) is a critical component of the propagation mechanism in MCSs 
producing widespread damaging wind speeds. Weisman et al. (1999) and Bryan et al. (2003) 
argue that realistic simulation of MCSs with explicit cloud models, i.e. without convective 
parameterization, requires horizontal grid spacing <1 km. Thus, there is some resolution at 
which explicit cloud simulation is necessary, though it isn't conceptually obvious how cloud 
processes should be partitioned into resolved and unresolved model processes when using 
grid spacing between 1 and 10 km (Molinari and Dudek 1986, Kain and Fritsch 1998). We 
have taken a pragmatic approach to this question by generating simulations in which grid 
spacing is decreased from 17 to 8.5 to 4.25 km. The simulations differ from what is 
discussed previously in that the nests were not interactive. This did affect the timing of 
nocturnal maximum precipitation (we suspect this is related to the frequency with which 
boundary data are ingested), but the maximum precipitation rate was very similar in the 17-
km interactive and 17-km non-interactive simulations. The results show that the nocturnal 
peak of precipitation increased from 6.10 mm d"1 (17 km) to 7.25 mm d"1 (8.5 km) when 
using the modified KF2 scheme; whereas, the nocturnal maximum in simulations with the 
default KF2 scheme was -6.00 mm d"1, and the afternoon maximum also was changed very 
little, increasing slightly from 7.75 to 7.90 mm d"1. The validity of using convective 
parameterization with grid spacing 0(5 km) has been questioned (Molinari and Dudek 1992, 
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Tao et al. 2003), since the horizontal dimension of convection is similar to the horizontal grid 
distance so that the parameterized and explicit dynamics would simulate the same process. 
Our 4.5 km simulations exhibited this type of "double counting" as accumulated precipitation 
was 2-3 times that of all other simulations. 
Evidence is mounting that increased sensitivity to insolation with increased resolution 
is a characteristic of many convective parameterizations. Giorgi and Marinucci (1996) found 
increased precipitation rate when grid spacing was reduced from 200 to 50 km in the Alps, 
where afternoon precipitation processes are dominant. Flory (2003) examined precipitation 
in a very high resolution MM5 simulation that used the Grell convective parameterization. 
The simulation was centered on Kansas during May-June 1997, an active MCS period, and 
had nominal grid spacing of 5 km. His results showed the diurnal cycle of precipitation was 
unrealistic, having an afternoon rather than nocturnal maximum. 
The KF2 parameterization is often described as having three components: (1) the 
trigger function, (2) mass flux formulation, and (3) the closure assumption (Kain 2004). The 
trigger function and closure assumption are sensitive to the horizontal grid distance; whereas 
the mass flux model does not dependence upon grid spacing. The trigger function has an 
indirect dependence on grid spacing by way of the vertical velocity. The grid point vertical 
velocity is converted into a temperature perturbation at the cloud LCL. Since vertical 
velocity has the potential to be larger in models with smaller grid spacing, it is possible the 
KF2 scheme is activated more frequently than when larger grid spacing is used, although the 
vertical velocity parameter is scaled by the horizontal grid spacing. We found the KF2 
scheme was activated more frequently on the 17-km compared to 51-km grid. 
It is possible that the trigger function is sensitive to the grid spacing and that it 
partially explains the higher afternoon precipitation rate. However, this does not address the 
increased incidence of MCSs in the 17-km compared to 51-km simulation using the modified 
KF2. The primary propagating mechanism of the simulated MCSs is low-level convergence 
along MCS outflow that is driven by the low-level positive pressure anomaly. The closure 
assumption might be important in this case. It is assumed that the reduction of CAPE occurs 
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at a regular pace within an advective time scale. As the horizontal grid spacing decreases the 
advective time scale is shorter, so that the feedback of moisture to the grid occurs at a more 
rapid rate. This could create more intense stable precipitation in the 17-km compared to 51-
km simulation that, in turn, could induce greater low-level cooling and larger positive 
pressure anomalies at the surface. Additionally, the magnitude of the low-level convergence 
is critical and is expected to be weaker in the 51-km simulation, since the horizontal distance 
over which convergence is computed is increased, while the wind speed remains about the 
same. Thus, the combination of stronger convergence and increased intensity of surface 
pressure anomalies are speculated to be the main reasons that the 17-km simulations contain 
more frequent MCSs compared to the 51-km simulations. 
The second question of performance under different scenarios was also examined. 
We simulated the PIRCS-l(a) period of 15 May - 15 July 1988. During this time, an extreme 
drought affected the central United States. The results show a similar sensitivity of the 
default KF2 to insolation when grid spacing is decreased from 51 to 17 km, and precipitation 
was repartitioned from afternoon to overnight in the modified KF2 simulation with 17-km 
grid spacing in which more MCSs occurred. Station data showed that the diurnal cycle in the 
upper Mississippi River basin had much smaller amplitude than was produced in the default 
KF2 simulation, so that the diurnal cycle in the modified KF2 simulation was in better 
agreement with observations. Furthermore, the spatial pattern of precipitation was 
dramatically different in the modified compared to default KF2 simulation. The modified 
KF2 produced as little as half as much precipitation as in the default KF2 simulation over a 
wide area including Iowa, Illinois, and Wisconsin, where the observed drought was most 
intense. Thus, the modified scheme, while still sensitive to insolation, produced noticeable 
improvements, even during this precipitation anomaly when MCSs were infrequent. 
The results of Davis et al. (2003) suggest that the convective parameterization is the 
main cause of improper precipitation rates overnight. They compared an explicit simulation 
(1-km grid spacing) of a classic two-dimensional squall line with a simulation having 12-km 
grid spacing that used an earlier version of the Kain-Fritsch parameterization. The results 
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showed the simulation with parameterized convection produced a much slower propagating 
squall line. They speculated that this model error in weather forecast models using 
parameterized precipitation led to the dramatic disagreement in nocturnal propagation 
characteristics between observed and model precipitation climatology. Our results that 
contain propagating MCSs suggest that it may be possible to improve precipitation forecasts 
in weather simulations. 
Interaction between KF2 and parameterization of other processes may contribute to 
the unrealistic afternoon maximum of precipitation rate. The KF2 trigger function is 
sensitive to the low-level convective inhibition. The boundary-layer heating and moistening 
is controlled by the boundary layer and surface parameterization. It is well known that the 
MRF boundary-layer parameterization used in this study tends to entrain more vigorously 
than observed. Usually exaggerated entrainment would lead to boundary-layer warming and 
drying and would increase convective inhibition by causing the LCL to be higher. In this 
case it could lead to an exaggerated CAPE, due to the extremely wet soil condition. Because 
of the nearly saturated soil, the land surface scheme produces évapotranspiration near its 
potential rate. Thus, drying of boundary-layer air by entrainment is less pronounced than 
under more typical soil conditions and the LCL could be relatively unchanged as moist static 
energy increased. 
CAPE may also be affected by the choice of microphysical and radiation 
parameterizations. These parameterizations control the amount of insolation that is received 
at the surface by determining the cloud cover extent that develops as the convective scheme 
feedback moistens the upper-levels of the grid and the radiation absorbed by the cloud cover. 
An improper response by either of these parameterizations would change the amount of short 
wave energy received at the surface, most of which is transferred from the surface to the 
atmosphere in the form of latent and sensible heat fluxes. Thus, these two schemes have 
significant control on the moist static energy of the boundary-layer. 
The third question cannot be answered without performing test simulations. While 
we were encouraged to see improvements in the location and magnitude of nocturnal 
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precipitation, the modifications had, in some ways, more impact on afternoon precipitation. 
Generally, it mitigated a positive bias of precipitation in the afternoon. This is not to say that 
it would do so elsewhere. The precipitation process we hoped to emulate requires extensive 
mid- and upper-level cloud cover. Convective parameterizations, in general, are designed 
with an eye toward producing precipitation rather than cloudiness. In fact, Zhang et al. 
(2003) simulated the radiative effects of convectively generated cirrus clouds by assigning a 
value of zero whenever the Kain-Fritsch parameterization was active. It is unknown whether 
the modifications tested herein are reasonable in regions where primary forcing mechanisms 
of precipitation are different from the nocturnal processes studied herein. Sensitivity of 
cumulus parameterization to various climates is has not been studied extensively. Modeling 
studies associated with the North American Monsoon Experiment will shed some light on 
performance of convective parameterization in a mountainous region, and the study by 
Mapes et al. (2004) provides perspective on the potential variability of upper-level and low-
level divergence in the tropics due to convective parameterizations. However, far more 
extensive studies may soon be possible as the GEWEX Hydrometeorology Panel may 
establish a Transferability Working Group (TWG; Takle et al. 2004). The goals of TWG 
would be to design RCM experiments that examine the ability of RCMs and their 
components to simulate precipitation and energy budgets in climate regions other than those 
that were used in the initial designing and testing (i.e., tuning) of the RCM. TWG would 
provide an excellent framework for understanding and improving state-of-the art cumulus 
parameterization in RCMs, and the well-known sensitivity of precipitation patterns and 
precipitation rate to convective parameterization suggests it should be a priority topic of 
TWG. 
Generally, no single convective parameterization scheme is more accurate than all 
others in every setting, so that use of alternative convective parameterization schemes is 
suggested as a method for generating RCM ensembles (Yang and Arritt 2003). Some of the 
uncertainty among RCM simulations with different convective parameterizations, however, 
is caused by model bias resulting from incorrect model formulation rather than plausible 
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alternative results. Our results show that RCM bias can be corrected by altering the physical 
processes simulated by the KF2 parameterization. Furthermore, the sensitivity to scale of our 
results (and in the results of other RCM studies) indicates there is much to be learned about 
convective parameterization in RCMs. To start with, convective parameterizations in RCMs 
do not need to simulate the range of convective processes that GCM convective 
parameterizations must simulate, since the fine scale dynamics of higher resolution grids can 
simulate some of these processes. What will be unique to each parameterization is the 
separation of processes into unresolved and resolved circulation. In addition, many RCM 
convective parameterizations have not been tested extensively for variables other than 
precipitation. Thus, there is merit to a more extensive set of systematic tests designed to 
improve convective parameterizations in RCMs, much like the coordinated, systematic study 
of convective parameterizations in GCMs (Tao et al. 2003, Jakob 2003). 
Conclusion 
We have examined sensitivity of RCM simulations of precipitation climatology 
during the 1993 central United States flood to horizontal grid spacing and convective 
parameterization design. We used MM5 with the KF2 convective parameterization, and 
other physical parameterizations were chosen to be those that are commonly used. Two sets 
of simulations were generated: one using the default KF2 parameterization, and the other 
using a modified KF2 parameterization. Both sets of simulations contained two simulations 
with grid spacing of 51, 17 and 8.5. The KF2 was altered such that more condensed water 
vapor aloft and less connective precipitation was produced during the KF2 adjustment of the 
grid point variables. These were the main results: 
Simulated MCSs increased as horizontal grid point spacing was reduced from 
51 to 17 km; MCS were most frequent in simulations that used the 
combination of higher resolution and modified KF2 parameterization. 
The modified KF2 parameterization mitigated a bias in afternoon precipitation 
in both 51-km and 17-km grid simulations. Nocturnal precipitation in the 
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central United States was increased only in the simulation that contained both 
reduced horizontal grid spacing and modified KF2 parameterization. This 
simulation produced nocturnal hourly precipitation rates in the flood region 
that were 50-100% larger than in the control simulation. Additionally, 
precipitation that projected onto wavelet scales associated with MCSs (8- and 
16-h) was increased by as much as 100%. The upscale transition from 
parameterized precipitation to organized precipitation on the model grid 
occurs in the early afternoon and evening in this simulation, leading to more 
intense precipitation overnight when the organized precipitation evolves on 
the model grid. Despite the improvements, the simulated nocturnal maximum 
of precipitation was -75% of the observed nocturnal maximum, and simulated 
afternoon precipitation was 40% greater than observed. 
The impact of the KF2 modifications exhibits scale dependence. The 
modifications made negligible impact in the 51-km simulations but had 
significant impact in the 17-km simulations. We speculate this is due to 
dependence of the convective tendencies, i.e. the rate of feedback of moisture 
from KF2 to the grid, on the advective time scale that is shorter in the 17-km 
simulation. This may result in more intense explicit precipitation and, 
subsequently, more cooling of the near surface atmosphere due to evaporation 
and melting. The development of colder near surface air would create larger 
positive surface anomalies, leading to stronger surface convergence along the 
MCS outflow. 
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Figure 1. (a) Example atmospheric profile of temperature (C), dewpoint temperature 
(C), and wind barbs (knots) used to illustrate adjustments to grid point profile made by 
default and modified KF2 parameterization. Pressure levels of the Lifted Condensation 
Level (LCL), Minimum Q; (Min Q.), Level of Equilibrium Temperature (LET), and Cloud 
Top are 934 hPa, 802 hPa, 219 hPa, and 136 hPa, respectively. 
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Figure 1 (continued). Total change of atmospheric profile by KF2 for (b) potential 
temperature (K), (c) specific humidity (g kg"1), and (d) liquid water and ice mixing ratio (g 
kg"1). 
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Figure 2. Number ofgridpoints exceeding precipitation thresholds of 0.5, 1.0, 1.5, 
2.0, 3.0, 4.0, 5.0, 6.0, and 7.0 cm h"1 versus the fraction of those grid points for which hourly 
925-700 hPa thickness tendency is >|5| m h"1 for (a) 51-km and (b) 17-km simulations. 
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Figure 3. 925 hPa wind vector, hourly convective (heavy contour: 0.2, 1.0, 2.5 cm h 
v) and stable (shaded: 0.2, 1.0, 2.5 cm h"1) precipitation, and sea level pressure (light contour: 
2 hPa interval) from Controll? (a) 21 UTC July 8, (c) 03 UTC July 9, (e) 09 UTC July 9, (g) 
15 UTC July 9, and corresponding plots from Testl? are in panels (b), (d), (f), and (h). 
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Figure 3 (continued). 925 hPa wind vector, hourly convective (heavy contour: 0.2, 
1.0, 2.5 cm h"1) and stable (shaded: 0.2, 1.0, 2.5 cm h"1) precipitation, and sea level pressure 
(light contour: 2 hPa interval) from Controll? (a) 21 UTC July 8, (c) 03 UTC July 9, (e) 09 
UTC July 9, (g) 15 UTC July 9, and corresponding plots from Testl? are in panels (b), (d), 
(f), and (h). 
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Figure 4. Vertically integrated condensed water vapor (heavy contour: 0.001, 0.005, 
0.01 kg kg"1), hourly tendency of 925-700 hPa thickness (<-5 m h"1 dark and >5 m h"1 light 
shading) and of 500-200 hPa thickness (light contour: -50, -10, 10, 50 m h"1) from 
Controll 7 (a) 21 UTC July 8, (c) 03 UTC July 9, (e) 09 UTC July 9, (g) 15 UTC July 9, and 
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Figure 4 (continued). Vertically integrated condensed water vapor (heavy contour: 0.001, 
0.005, 0.01 kg kg"1), hourly tendency of 925-700 hPa thickness (<-5 m h"1 dark and >5 m h"1 
light shading) and of 500-200 hPa thickness (light contour: -50, -10, 10, 50 m h"1) from 
Controll? (a) 21 UTC July 8, (c) 03 UTC July 9, (e) 09 UTC July 9, (g) 15 UTC July 9, and 
corresponding plots from Testl? are in panels (b), (d), (f), and (h). 
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Figure 5. Tracks of centroids of simulated MCSs, as defined in section Experimental Design 
and Analysis Techniques, subsection Identification of MCSs in RCM Simulations, for (a) 
ControlSl, (b) TestSl, (c) Controll?, and (d) Testl? Open circles are centered on the 
initial MCS location; Crosses are centered on the MCS termination location. 
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Figure 6. Frequency of simulated MCSs by hour of day (UTC) in Controll? (black) 
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Figure 7. Diurnal cycle of (a) precipitation rate for station data (solid line), 
ControlSl (solid line with open squares), TestSl (solid line with open circles), Controll? 
(solid line with filled squares), and Testl? (solid line with filled circles) and (b) factor 
separation for TestSl (solid line with open circles), Controll? (solid line with filled 
squares), and Testl? (solid line with filled circles). 
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Figure 8. Daily Hovmôller diagrams of unfîltered precipitation time series for (a) 
station data, (b) ControlSl, (c) TestSl, (d) Controll?, and (e) Testl?. 
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Figure 8 (continue). Daily Hovmôller diagrams of unfiltered precipitation time series 
for (a) station data, (b) ControlSl, (c) TestSl, (d) Controll?, and (e) Testl?. 
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Figure 8 (continue). Daily Hovmôller diagrams of unfiltered precipitation time series 
for (a) station data, (b) ControlSl, (c) TestSl, (d) Controll7, and (e) Testl?. 
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Figure 9. Daily factor Hovmôller diagram for unfiltered precipitation time series from 
(a) TestSl, (b) Controll?, and (c) Testl7. 
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Figure 10. Daily Hovmôller diagram for precipitation reconstructed from wavelet 
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Figure 10 (continued). Daily Hovmôller diagram for precipitation reconstructed from 
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Figure 10 (continued). Daily Hovmôller diagram for precipitation reconstructed from 






Figure 11. Daily Hovmôller diagram of factor separation for precipitation reconstructed from 
wavelet scales 8- and 16-hr for (a) TestSl, (b) Controll?, and (c) Testl? 
127 
GENERAL CONCLUSIONS 
Summary of Results 
The recommendation of the IPCC to use RCMs for analysis of sub-daily processes is 
reasonable only if said processes are well simulated. Dependable simulations of climate 
statistics are those that not only reproduce observed climate statistics but also do so by 
realistic simulations of processes. Indeed, a critical technical concern identified by the 
community of RCM researchers is the possibility that the RCM climatology will drift away 
from the natural climatology (or, at least, the climatology of the driving data) due to 
systematic errors in the nested model. In light of this need for accurate, high spatial and 
temporal resolution artificial climatology, this dissertation presents results from two studies 
of RCM simulations of the 1993 flood in the central United States that examines the veracity 
and robustness to RCM design of simulated atmospheric hydrological processes. 
The first experiment compares simulations from 13 state-of-the-art RCMs to each 
other and observations. Each model has a unique combination of numerics, 
parameterizations, and grid projection. The data source for the initial and boundary 
conditions was identical. Similar domain sizes and horizontal grid spacing were used by the 
RCMs. However, no attempt was made either to use identical procedures for interpolating 
these data onto the native grid of the RCMs or to place identical numerical constraints at the 
boundaries. Despite the differences in model design and boundary data processing, the 
simulations contained many realistic features. 
All RCM simulations produced a precipitation maximum in the upper Mississippi 
River basin. All RCM simulations produced P-E>0, but in only DARLAM and 
PROMES was P-E as large as estimates of observed P-E; the general tendency to 
understate P-E was caused by low bias of P that ranged 0.2 to 2.0 mm d"1. 
In 10 of 13 RCMs maximum precipitation occurred northeast of observed maximum 
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precipitation. Maps of 60-d average near-surface potential temperature and LLJ 
frequency strongly suggested that a primary precipitation mechanism in these RCMs was 
frontal overrunning. Maximum values of simulated precipitation fields enveloped the 
observed maximum and ranged from 325 mm to just over 700 mm. 
RCM values for E were not consistently greater than or less than estimated values of 
observed E. Extreme values of E were caused by biases in subcomponents of individual 
RCMs; systematic influences could not be identified for RCMs with E in the range of 3.3 
to 4.3 mm d"1. 
RCMs with dry bias had excessive frequency of low 3-h precipitation totals and very 
low frequency of high 3-h totals. 
All RCMs failed to emulate a time lag between maximum accumulation of high 3-h 
precipitation totals and low 3-h precipitation totals that was observed in station 
precipitation and was caused by precipitation from MCSs. 
The results of the first experiment indicated that the extreme wet anomaly in 1993 
was more accurately reproduced in the RCM simulations than in the driving data, regardless 
of model design. In the most accurate of the simulations, this was accomplished by closely 
coupling precipitation to nocturnal LLJs. However, common biases of precipitation were 
evident that were caused by an inability of the RCMs to reproduce precipitation signals of 
natural MCSs. This failure motivated a follow-up study. 
The follow-up study used alternative versions of one RCM. Two sets of sensitivity 
simulations were generated by using different versions of the Kain-Fritsch2 (KF2) 
convective parameterization, the default version and a modified version. Both simulation 
sets contained two simulations with grid point spacing of 51 and 17 km. The KF2 
modifications forced the scheme to produce less convective precipitation and instead put that 
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moisture onto the grid as condensed water vapor over a deep tropospheric layer. The results 
showed that there is potential for improvement of RCM hydroclimatology by correcting 
cumulus parameterization in RCMs. Below are the main results of the follow-up study. 
Simulated MCSs were produced when horizontal grid point spacing was reduced 
from 51 to 17 km; MCSs were most frequent in simulations that used the combination of 
higher resolution and the modified KF2 parameterization. 
The modified KF2 parameterization mitigated a bias in afternoon precipitation in both 
51-km and 17-km grid simulations. Nocturnal precipitation in the central United States 
was increased only in the simulation that contained both reduced horizontal grid spacing 
and modified KF2 parameterization. Despite the improvements, the nocturnal maximum 
of simulated precipitation was ~75% of the observed nocturnal maximum, and simulated 
afternoon precipitation was 40% greater than observed. 
The KF2 modifications exhibit significant scale dependence. The modifications 
made negligible impact in the 51-km simulations but had significant impact in the 17-km 
simulations. 
Recommendations for Future Research 
The next logical step in understanding the capabilities of RCMs is to perform multi-
year simulations. The results herein show that key hydrological processes are robust in RCM 
simulations; that is, similar processes are evident in simulations made with different RCM 
design. These results were generated from very short simulations, so that the initial state of 
the surface boundary was specified from an analysis of observations. It is natural to question 
whether RCMs will reproduce such lower boundary conditions when the initial time is many 
years prior to the event. As the lower boundary condition modifies the intensity of regional 
hydrological anomalies, it is important to examine whether interannual variability in RCM 
hydroclimatology is well simulated. Such tests are ongoing in PIRCS Experiment 1(c) 
(Anderson et al. 2004). 
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There will come a day when all scales of cloud motion can be explicitly simulated 
over the entire globe. Randall et al. (2003) estimates the increase in computation time 
needed to do so would be 0(106), and, so, we are many decades from such simulations. In 
the meantime, convective parameterizations are needed to simulate the effects of cloud 
processes not resolved by the model equations. 
There are two distinct veins of convective parameterization research, extending from 
global modeling and regional modeling communities. The primary limitation facing the 
global modeling community is correct simulation of the radiative effects of clouds (Tao et al. 
2003). In contrast, limited area models were built for the purpose of weather forecasting and 
analysis for which radiative forcing of clouds is much less of a concern than the amount, 
location, and timing of precipitation and cloudiness. Regional climate models fall within an 
intersection of these two communities, so that it is necessary for cumulus parameterization in 
RCMs to accurately simulate both the radiative effects of clouds and the precipitation they 
produce. 
The benefits of improved convective parameterization in RCMs are important not 
only to users of RCM climatology for analysis of societal impact of climate variability but 
also the global modeling community. First, of all the societal impacts of climate change, 
perhaps hydroclimatology stands to benefit most from improvements of convective 
parameterization in RCMs. For example, it is critical to have accurate climatology of 
precipitation rate and surface energy fluxes to assess surface hydrology. So far, the accuracy 
of RCM climatology is insufficient for basin scale surface hydrology models (Hay and Clark 
2003), due to unrealistically low precipitation rates, especially during the summer. Second, 
the grid spacing of future GCMs will continue to decrease and will not suddenly decrease 
from the current spacing of 100s of km to 1-2 km needed for explicit cloud simulation. 
Thus, at some time in the future, GCMs will have horizontal grid spacing similar to those 
now used in RCMs. In fact, a few modeling groups have developed global versions of RCMs 
(Dudhia and Bresch 2002, Toigo et al. 2004). The activity of improving convective 
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parameterization in RCMs paves the road for future GCMs that will have grid spacing on the 
order of that used in current RCMs. 
Assessment of convective parameterizations in RCMs is complicated by the 
conceptual approach of parameterization at this scale and the limited areal extent of RCM 
domains. Parameterization of convection in RCMs is motivated as much by the need for 
computational stability as it is by the need to simulate unresolved processes. The ultimate 
aim is to "explicitly resolve the mesoscale organization of convective systems and 
parameterize the ensemble of individual convective elements" (Tao et al. 2003). This 
approach reduces the convective parameterization problem to simulating the effects of only 
very small-scale convective storms. In comparison, the problem encountered by convective 
parameterization in GCMs is much broader in that a much larger range of convective scales 
must be parameterized. The RCM reduces the problem by the capability to explicitly 
simulate mesoscale circulation in some convective systems. This adds a different level of 
complexity, however, because explicit simulation of cloud processes at this resolution must 
rely on parameterization of microphysical properties of clouds, and the microphysical 
properties inform the radiation parameterization. Therefore, correct simulation of convective 
clouds in RCMs requires correct interaction of three parameterization schemes (and a fourth 
parameterization scheme - the planetary boundary layer scheme - would need to be included 
if the subcloud layer is of importance). Thus, while convective parameterization is simpler in 
RCMs than in GCMs, correct simulations of convective clouds are as daunting a problem. 
Furthermore, since RCMs cover a limited area, the dynamics of waves that have wavelength 
larger than, say, the continental United States cannot be represented in RCMs. It is necessary 
to account for the error due to truncated spectral properties of the large-scale circulation 
before unambiguously ascribing errors to a component of an RCM. 
It is clear that the primary goal of simulated convective processes in RCMs is 
accurate radiative cloud forcing and precipitation rate for time periods as short as an hour; 
however, it isn't clear how to proceed, largely because observational data sets are insufficient 
for testing convective parameterizations. The regional modeling community with its focus 
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on weather prediction has gathered very detailed measurements of wind and thermodynamic 
properties for case studies of MCSs, but these data do not include radiation measurements or 
cover periods of sufficient length for climate study. The global modeling community has 
gathered radiation, thermodynamic, and wind observations over regions on the order of grid 
point spacing in GCMs, such as the Atmospheric Radiation Measurement (ARM) project. 
While this information provides a time series of observations that is approaching the 
necessary length for climate analysis, the density of observations is coarse in comparison to 
the grid spacing of RCMs. So far, the most useful data sets would appear to be short duration 
field campaigns, such as those organized by GEWEX, global and regional reanalysis, 
detailed cloud climatologies, such as ISCCP, and radar climatologies. Great imagination is 
required to extract useful information from these data sets for the design of convective 
parameterization in RCMs. 
It is potentially of more immediate importance to obtain an assessment of how close 
state-of-the-art cumulus parameterizations in RCMs are to achieving the goal of accurate 
simulation of cloud radiative forcing and precipitation rate before effort is placed in 
modifying their design. To date, only a few researchers have examined precipitation rate in 
RCMs and have found RCMs are incapable of reproducing high precipitation rates observed 
over time periods of one hour to a day (Giorgi and Marinucci 1996, Hay and Clark 2003, 
Gutowski et al. 2003, Anderson et al. 2003). Furthermore, only two studies have examined 
relationships between convective and radiation parameterizations in RCMs (Pal et al. 2002, 
Zhang et al. 2003). 
A systematic analysis of cloud parameterization in RCMs would require an 
examination of three questions: (1) how well does the parameterization reproduce the profile 
of temperature and moisture tendency in the presence of an ensemble of convective elements, 
which is the object being parameterized, (2) how well does an RCM reproduce the 
circulation, radiative characteristics, and condensed water vapor profiles within MCSs when 
using a particular convective parameterization, and (3) how well does an RCM reproduce the 
cumulative radiative characteristics and temperature and condensed water vapor profiles over 
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multiple years of simulation. Furthermore, these questions should be examined for different 
climate regions. 
There are data sets in existence that may be useful for such studies. Question (1) 
addresses the simplest case of convection to be simulated - a single cumulonimbus or cluster 
of cumulonimbi that may interact but not to the extent that a mesoscale circulation with 
horizontal dimension of a few grid distances is formed. This approach examines convective 
parameterization as a one-dimensional problem and is concerned with vertical redistribution 
of heat and moisture and cloud coverage. Single column versions of multiple convective 
parameterizations could be driven and assessed by observations collected at ARM facilities 
and cloud data generated by ISCCP. 
Question (3) assesses convective parameterization within a three-dimensional model. 
In this case, it is important to account for errors due to spectral truncation of the large-scale 
circulation, interpolation of coarse data to high-resolution simulation domains, and 
alternative design of other parameterizations. One approach to do so is to use multiple 
convective parameterizations within a single RCM (as in Mapes et al. 2004). This ensures 
that identical parameterizations and interpolation procedures are used. While it doesn't 
remove errors due to spectral truncation of the large-scale circulation, the truncation error is 
identical and, therefore, does not contribute to differences between simulations made with 
different convective parameterizations. Two simulations collected for PIRCS-l(c) have 
followed this design by using identical domain size, boundary and initial conditions, and 
parameterization selections, except for the convective parameterization. 
In summary, the results of this dissertation suggest RCM simulations may be 
improved by systematic study of their convective parameterizations. The most immediate 
need is a catalogue of the capability of widely used convective parameterizations to simulate 
both radiative properties of clouds and precipitation rate. Results obtained while generating 
this catalogue would provide an initial sense of what aspects of convective parameterizations 
in RCMs should be more closely studied for potential improvement of cloud radiative 
properties and precipitation rate. 
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APPENDIX A. RCM VALIDATION STUDIES 
Authors Main Result 
Xu et al. (2004) 
Hellstrom and Chen 
(2003) 
Hay and Clark (2003) 
Kim and Lee (2003) 
Amell (2003) 
Roads et al. (2003a) 
Roads et al. (2003b) 
Examined simulated marine boundary layer stratocumulus 
clouds in simulations of southeast Pacific off South America for 
August through October 1999; Sc clouds contributed to the 
strength of the inversion by longwave radiative flux divergence 
at cloud top that enhances local subsidence. 
Concluded the combination of dynamical and statistical 
downscaling of precipitation in Sweden did not improve 
precipitation simulations so as to justify the computational cost. 
Predicted runoff in a snowmelt basin with a distributed 
hydrologie model by using data from NCEP-NCAR reanalysis 
(NNRP), an RCM, statistical downscaling (SDS) of NNRP, and 
station data. SDS produced predictions as accurate as station 
data. No skill was evident in predictions from RCM data. 
Concluded an RCM simulation produced more accurate basin-
scale precipitation, seasonal snowfall, frequency of extreme 
daily precipitation, and interannual variation than NNRP. 
Concluded RCMs should not be used for climate assessments of 
river runoff in South Africa due to positive precipitation bias. 
Compared water and energy budgets for the Mississippi River 
basin from GCM, RCM, macroscale hydrologie model, global 
reanalysis, and regional reanalysis. Found qualitative agreement 
among all data sets, but regional data, including the hydrologie 
model, appear to more accurately represent quantities. 
Concluded an RSM produced more accurate simulations of 
precipitation intensity compared to GSM. 
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Kunkel et al. (2002) 
Graham and Bergstrom 
(2001) 
Kyriakidis et al. (2001) 
Lueng et al. (1999) 
Seth et al. (1999) 
Small et al. (1999a) 
Small et al. (1999b) 
Mearns et al. (1995) 
Giorgi et al. (1994) 
Compared observations and simulations of heavy precipitation, 
defined by various return period thresholds, for 1979-1988. 
Largest errors occurred along Gulf Coast and in intermountain 
West. Small correlation on event-by-event basis. 
Assessed the water balance of the Baltic Sea in an RCM by 
comparison to a hydrological model. 
Examined propagation of RCM precipitation errors to the 
streamflow by means of a Bayesian precipitation simulator fitted 
to precipitation data from the RCM. 
Concluded RCMs represent better the impact of ENSO on 
Pacific Northwest surface temperature and heavy precipitation 
compared to GCMs. 
Concluded RCMs provide useful simulations of snowpack and 
streamflow in the southwest United States alpine regions, despite 
underprediction of snowpack. 
Identified wet bias in simulations of central Asia, but close 
agreement with observed precipitation elsewhere. 
Concluded a lake model of drainage from the Aral Sea better 
agrees with observed runoff by using RCM data than otherwise. 
Concluded some errors in frequency and intensity of 
precipitation in Pacific Northwest are caused by inadequate 
representation of topography, although daily mean, variability, 
frequency, and damping of diurnal cycle of precipitation from 
the coast to inland Oregon are well reproduced by an RCM. 
Concluded that RCMs can be useful for hydrological studies, but 
better accuracy is needed before coupled models could be used. 
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APPENDIX B. COUPLING RCMS TO PROCESS MODELS 
Authors Main Result 
Payne et al. (2004) Compared statistically downscaled DOE/NCAR Parallel Climate 
Model output and RCM downscaling of business as usual 
scenario to use as input into distributed macroscale applied to 
the Columbia River basin; Used results to examine alternative 
reservoir operating policies. 
van der Linden and Combined RCM precipitation at high altitude with observed 
Christensen (2003) precipitation at lower altitude as input for a hydrologie model. 
MacKay et al. (2003) Simulated surface water balance to obtain runoff predictions in 
Mackenzie River basin by coupling RCM and hydrologie 
models. 
Zheng et al. (2003) Coupled a detailed hydrologie model to the land surface model 
of an RCM and found improved runoff to precipitation ratio. 
Molders and Ruhaak Included models of surface and channel runoff in an RCM land 
(2002) surface model. 
Perlin and Alpert Coupled a sophisticated land-surface model to an RCM for 
(2001 ) simulation of precipitation in Israel. 
Yu et al. (2000) Coupled RCM and hydrologie model for mid-Atlantic region. 
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APPENDIX C. RCM STUDIES OF FUTURE CLIMATE 
Authors Main Result 
Walsh et al. (2004) 
Bell et al. (2004) 
Han and Roads (2004) Current and 2040-2050 climate simulations made with NCEP 
RSM (future scenario source: NCEP/DOE PCM) with different 
grid spacing and parameterizations; differences were mainly 
attributed to different parameterizations rather than increased 
resolution; future scenario RSM simulation had less precipitation 
(drier soil), especially in Southwest U. S. than driving data. 
Examined occurrence of Tropical cyclones over the eastern 
Australian region in current and scenario climates and found 
only small changes in frequency. 
Compared timing and length of growing season and intensity 
and frequency of extreme precipitation and temperature in 
California for current and future scenario climates. 
Shabalova et al. (2003) Used RCM scenario simulations generated from adding 
perturbations to current observations as input to a distributed 
hydrological model applied the Rhine River basin. 
Compared extreme rainfall for different accumulation periods in 
the United Kingdom for current and future scenario (2080-2100) 
climates. 
Examined precipitation in the Pacific Northwest for current and 
scenario RCM simulations that showed more rainfall and 
snowpack in scenario climate due to increase Pacific water flux. 
Compared RegCM simulations of water yield from Missouri 
River basing for current and equilibrium double CO2 climates 
and found northern sub-basin yields increased 80% while 
southern sub-basin yields were unchanged. 
Huntingford et al 
(2003) 
Kim et al. (2002) 
Stone et al. (2001) 
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Raisanen and Joelsson Compared precipitation from two scenario simulations for 
(2001) northern and central Europe; Found larger increases in intensity 
than frequency, and a decrease in time-scale of heavy rain events 
as 1-day (6-hour) events were less (more) frequent 
Jones and Reid (2001) Examined precipitation over Britain in current and 2080-2100 
IS92A scenario simulations and found large increases of 
heaviest rainfall amounts 
Bergstrom et al. (2001) Examined runoff in RCM simulations of current and future 
climate for 6 basins in Sweden; Found sensitivity to choice of 
GCM and estimation of évapotranspiration were main sources of 
uncertainty affecting future exremes. 
Lueng and Wigmosta Used RCM scenario simulations as input to distributed 
(1999) hydrological model applied in Pacific Northwest; Found drastic 
shifts in timing of peak runoff for some sub-basins due to greater 
fraction of precipitation in the form of rain rather than snow. 
Frei et al. (1998) Compared RCM simulations of current and current plus-
temperature-perturbation climates for the fall season over 
Europe. Increased precipitation occurred where land-sea 
contrast dominated precipitation processes. 
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APPENDIX D. RCM PROCESS STUDIES 
Authors Main Result 
Caya and Biner (2004) Compared three one-year simulations that had different 
combinations of initial atmospheric and surface conditions: (1) 
control, (2) alternative atmospheric and alternative surface 
conditions, and (3) alternative atmospheric and control surface 
conditions. Found lower RMSD during winter compared to 
summer such that discrepancies for humidity fields are as large 
ass the monthly averaged variability, although the climates are 
similar. 
Schar et al. (2004) Examined variability of temperature in future scenario 
simulations and found an increase of variability of 100%, 
suggesting the heat wave in Europe during 2003 might be an 
indication of a warming climate. 
Lueng et al. (2003b) Used an RCM to determine to what extent moisture and wind 
direction shifts contribute to increased precipitation during El 
Nino years in the Olympic Mountains, and on the east and west 
side of the Cascades. In the Cascades the increase of 
atmospheric moisture does not compensate for the decrease of 
orographic lift; whereas, in California increases in both upslope 
flow and moisture are important to increased precipitation. 
Georgescu et al. (2003) Examined sensitivity of central U. S. summer precipitation to the 
pattern of the initial soil moisture and convective 
parameterization. The dry horizontally homogenous case has a 
negative feedback, so that the response is to restore the 
climatological spatial pattern in about 3 months. 
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Seneviratne et al. Examined whether increased summer drying might occur under 
(2002) 
Pal and Eltahir (2002) 
Pal and Eltahir (2001) 
Kanae et al. (2001) 
warmer climate conditions by adding a 3 K temperature 
perturbation to reanalysis data with unchanged relative humidity 
at 4 times the pre-industrial CO2. Simulations of drought 
(1988), normal (1986, 1990), and flood (1993) years for the 
period March 15th through October 1st do not show additional 
drying because greater rainfall occurs in spring, so that enhanced 
summertime soil moisture depletion is compensated for by 
springtime rainfall. 
Concluded the location of the Midwest flood of 1993 was related 
to dry soil conditions in southwest United States and that wet 
soil in the central United States likely enhanced the flood. 
Examined soil moisture-rainfall feedback for 1988 drought and 
1993 flood in the Midwest United States. Anomalously high soil 
moisture increased frequency and magnitude of convective 
rainfall by increasing PEL moist static energy per unit mass of 
air through additive processes: (1) increased the flux of moist 
static energy into the PBL from the surface via an increase in net 
surface radiation, 2) reduced PBL height, and 3) reduced 
entrainment of low moist static energy from above the PBL. 
Examined deforestation over the Indochina peninsula and found 
decreased precipitation, especially in September after the 
monsoon westerlies have subsided. 
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Schar et al. (1999) Examined sensitivity of summertime precipitation to soil 
moisture content in simulations of July 1990 and 1993; Found 
changes of precipitation were about half of the changes in 
évapotranspiration, and a mechanism of increased precipitation 
with increased soil wetness due to three processes acting in 
concert: (1) shallower boundary layer leading to more 
concentrated moist entropy, (2) lowered level of free convection, 
and (3) increased net radiative energy flux. 
Famiglietti et al. (1995) Examined process controls of water cycle over the continental 
US; seasonal and annual variations are dominated by 
precipitation, which controls seasonal wetness and evaporation 
and accounts for only 52 to 58% of the variability in the 
continental-scale hydrological cycle; whereas, snowmelt runoff 
and transient weather explains another 22% to 34% of the 
variability in the hydrological cycle; a classification of 
hydroclimatological similarity is proposed in which two areas 
are similar in their hydroclimatology if their first and second 
principal components are similar. 
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APPENDIX E. WAVELET ANALYSIS 
The wavelet transform used in this dissertation is described below. Because the 
mathematical background of committee members is diverse, mathematical definitions are 
followed by elaboration on their practical meanings. As will be outlined below, the wavelet 
analysis technique is similar to the approach used in Joseph et al. (2000). The approach uses 
wavelets as a statistic that summarizes the data rather than as a component of a stochastic 
model for the data. A very brief overview of wavelet definitions and terminology is given 
below followed by the computational routine used in this dissertation. Introductions to 
wavelet transforms are found in Foufoula-Georgeou and Praveen (1994) and Berliner et al. 
(2000), and applications of wavelets in statistics is found in Vidakovic (1999). 
Definition of the Wavelet Transform 
A wavelet function i p ( t )  satisfies the following criteria: 
(1) compact support, i. e. V(0 = jVî:f0s(sî, and ip( t )  = 0 V t  :  t  <  t 0  or t  >  t {  
Criterion (1) ensures that i p ( t )  has limited extent in time; it is a local rather than global 
periodicity. Criterion (2) is the admissibility criteria for ip{t) and requires that ip(t) has the 
appearance of a wave; it is a periodic function (the function has values that repeat in time). 
Thus, tp(t) is local (having finite extent) in both time and frequency domains. 
The wavelet transform is a family of wavelet functions that is used in an integral 
transform of regularly spaced data in a time series. Formally, the wavelet transform is 
where a is the wavelet scale parameter (also called the dilation parameter) and b is the 
translate. The wavelet scale a is the length of the wavelet in units of the time series, and b is 
the position of the center of the wavelet in the time series. In short, the wavelet transform is 
Very Brief Overview of the Wavelet Transform 
(2) zero mean, i. e. 
(1) 
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an inner product integral between a zero-mean function with compact support (the support is 
the portion of the domain that is non-zero) and some other function of time (it may also be 
called a covariance if the function of time has zero mean). 
The wavelet transform maps from R [/] to R2 [a and b\, that is the domain of the 
function of time is transformed from one to two dimensions by the wavelet transform. 
Because the wavelet is zero outside of the interval a, the transform can be indexed by the 
central point b of that interval. Furthermore, the width of the window is given by the wavelet 
scale a, so that the transform also can be indexed by the scale parameter a. An additional 
constraint is placed on the time series. The time series f(t) must be square integrable 
(sometimes called finite energy), i.e. J|/(/)|2J/ < oo . (Note by definition every wavelet 
function is square integrable.) The practical importance of the square integrable criterion is 
that it ensures the transform will converge to a finite output value for every input value; a 
consequence is that an inverse of the transform exists. 
The energy of the time series can be expressed as a function of scale by means of the 
wavelet transform. The wavelet transform energy spectrum is 
E{a)  =  /[W(a,fe)]2 (2) 
b 
and the integral of E(a) over a equals the energy of the time series. 
Wavelets are often described in terms of the theory of mathematical sets. The 
integral of an inner product is a set measure that when combined with the domain X of the 
integral and the sigma-algebra ax of the domain forms a measure space, in particular an L2 
space. Thus, worded informally, a measure space contains a description of the measure (an 
operation applied to numbers) and all values that the operation may be applied to. One 
defining characteristic of Ox that has practical importance is that a union of elements (which 
may be a single number or multiple numbers) in ax forms a subset in X, so that a measure of 
the union is the sum of the measure applied to each element of the union. This is the logical 
basis for computing the energy spectrum for wavelets. 
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Uncertainty Principle 
A tension exists in the temporal-frequency space of a wavelet transform in that the 
temporal and frequency resolution cannot both be arbitrarily small. This tension can be 
understood intuitively by considering the response of a Fourier transform to non-periodic 
time series with sharp turns (or discontinuities). In such cases, many sine waves are needed 
to capture the details of the time series, and the power spectrum of the Fourier transform 
contains energy across many harmonics. Since a wavelet is confined in time, the Fourier 
power spectrum necessarily has energy at many harmonics. Furthermore, wavelets with fine 
temporal resolution (sharp turns or discontinuities) produce broader Fourier power spectra 
I 0 
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Figure 1. Wavelets with periods of 4 and 20 time units are shown in (a) and (c), 
respectively. The corresponding Fourier power spectrum for (a) is shown in (b) and for 
(c) is shown in (d). 
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than other wavelets with coarser temporal resolution. This is graphically illustrated in Figure 
1, which shows time series of two wavelets with discontinuities and their corresponding 
Fourier power spectrum. The difference between the time series is the length of time needed 
to reach the minimum and maximum values. In Figure la, the wavelet requires has a period 
of four time units; whereas, the wavelet in Figure lc has a period of 20 time units. Greater 
aliasing is clearly illustrated in Figure lb when compared to Figure le. Foufoula-Georgou 
and Praveen (1994) provide a mathematical illustration of the uncertainty principle. 
Application of Wavelet Transform 
Selection of the Wavelet Function 
The selection of a parent wavelet function is not unique. All wavelet functions are 
applicable to any problem, but different quantitative results will be obtained by different 
functions. It is important to have reasonable selection criteria that can be replicated. Many 
techniques have been developed. These techniques in general analyze statistics of the 
wavelet transform to optimize a correspondence between the shape of a wavelet function and 
a time series, keeping in mind whether high-resolution is desired in frequency or time. Other 
applications seek a parsimonious representation of a time series or a less noisy time series. 
In both applications, the time series is represented by combining wavelets at only a few 
scales, and the scales that are chosen are those with relatively large wavelet transform 
energy. The selection criteria used here, however, is motivated by the science problem. The 
goals of the wavelet analysis are to (1) identify changes from lower to higher precipitation 
rates and vice versa and (2) spatial-temporal coherence of precipitation time series 
reconstructed from various wavelet bands (the method for selection of wavelet bands is 
described below). Thus, the wavelet parent must prioritize time resolution and effectively 
identify shifts in the time series. The problem is similar to identifying microfonts in the 
surface layer, where sudden changes of temperature occur on spatial scales on the order of 
10s to 100s of meters, as described in Mahrt (1991). Accordingly, following the rational in 
Mahrt (1991), it is appropriate to adopt the Haar-basis function for the wavelet function. 
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Additionally, Joseph et al. (2001) use the Haar-basis function in an application of the wavelet 
transform to identify climatological time scales of precipitation. 
The Haar function is 
i p ( t )  =  
- 1  - i s i z È < 0  
2 a 
1  0 <  — < -  ( 2 )  
a 2 
0 otherwise 
The Haar function is discontinuous but, nevertheless, satisfies the admissibility criteria for a 
wavelet function. It can be interpreted as a difference measure (similar to a gradient, so it is 
sometimes called the gradient wavelet) in which the difference is taken of the average values 
over b+a/2 and b-a/2. Thus, it identifies the interval a centered at time point b that contains 
relatively large and abrupt changes in the time series. 
Computing the Haar wavelet transform 
The Haar wavelet transform is applied to discrete data in this analysis. Equation (1) 
for discrete time series is 
V(a,6) _ (3) 
Va '» a 
where to and // are the initial and final points in the time series, respectively, and At is the 
time increment of the time series. The summation index is incremented by the wavelet width 
a. Thus, the wavelets of a particular scale a do not overlap in time. Also, the wavelets are 
orthogonal in scale, which is accomplished by choosing scales that are powers of 2. 
Selection of Wavelet Scales for Time Series Reconstruction 
A combination of scientific reasons and statistical characteristics of the wavelet 
power spectrum is used to reconstruct time series of precipitation. Many statistical methods 
have been developed to reconstruct time series by a parsimonious wavelet representation and 
to extract features from time series. These techniques are often problem specific and, 
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sometimes, data specific. The technique used in this dissertation (described below) is one 
that is more widely applicable. By comparison, scientists often use wavelets to remove 
certain scales from the data or to identify fluctuations that have a certain shape, such as a step 
shape, that has some meaningful physical interpretation. 
A graphical summary of the relative contribution of the energy at a wavelet transform 
scale to the total energy of the time series is the Lorentz curve. To generate a Lorentz curve, 
the wavelet transform scales should be sorted from largest to smallest. A Lorentz curve is 
the plot of percentile of wavelet transform scale versus the percentile of wavelet transform 
energy. If the wavelet energy were equally distributed among the wavelet transform scales, 
the percentiles would be identical, and the Lorentz curve would be the 1:1 line. Examples of 
Lorentz curves for balanced and imbalanced wavelet spectra are shown in Figure 2. As the 
energy becomes more concentrated in a few wavelet scales, the curve has a concave shape 
and the sharpness of the bend in the curve is related to the degree of energy imbalance in the 
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Figure 2. Idealized Lorentz curves for (a) balanced and (b) imbalanced wavelet energy 
spectra. 
150 
The saddle point of the curve indicates a fundamental change in the amount of energy 
added per wavelet transform scale. The saddle point is the percentile at which the loss in 
parsimony of adding an additional wavelet scale is larger than the gain in the energy. Both 
losses are measured on a scale 0-1, and are equally weighted. In other words, the percentage 
gain of energy is smaller than the percentage gain of scales selected. Thus, less energy per 
scale is being added, and these scales are considered less important. When applied to stations 
or grid points scattered in space, the frequency of wavelet scales that are selected as Lorentz 
thresholds is a gross indication of the smoothness of the time series. Thresholds that 
frequently include most of the wavelet scales indicate time series that have fluctuations with 
long time scale. 
The saddle point is found easily by modeling the time series data as a random 
variable. Under the assumption that the data come from a nonnegative random variable X 
with the following constraints: (1) E[X] is finite, (2) the conditional distribution function 
F(X) is a strictly monotone function on the support of X, and (3) F(X) is continuous at E[X], 
it can be shown that the percentile of the saddle point is F(E[X]). The sample estimate of the 
saddle point is the percentile of the sample mean. 
Scientific reasoning motivates selection of certain wavelet transform scales that 
satisfy the Lorentz threshold. Summertime precipitation processes in the Midwest are 
primarily convective in nature. Typical lifetimes of unorganized convective storms depend 
on their degree of organization. The lifetime of an unorganized convective storm is generally 
less than a few hours; whereas, an MCS typically lasts closer to 10 hours but may have a 
lifetime as long as a day. Regardless of storm organization, it is very unusual for an 
unorganized storm to affect a small area, say an area 0(10 km2), for more than an hour. 
Thus, it is expected that fluctuations in precipitation time series from unorganized convective 
storms should be reflected in the wavelet transform energy at short wavelet scales. Although 
convective storms are related to rapid fluctuations in precipitation time series, the processes 
that promote convective storm development may exist for much longer periods and may 
recur at regular or irregular intervals. Thus, precipitation time series may contain longer 
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periods of precipitation and somewhat more regular intervals between precipitation onset 
than expected should precipitation fluctuations be caused entirely by the characteristics of 
convective storms. Two recurring processes that promote convective storm development in 
the Midwest are afternoon heating by insolation and nocturnal moisture flux convergence by 
LLJs. Thus, fluctuations in precipitation time series related to these processes would be 
reflected in wavelet transform scales larger than the convective storm scale but less than the 
period of a day. 
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