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It is proved that the Markoff spectrum and the Perron spectrum both contain 
the interval with endpoints 0 and 1/(21)l/*. Both sets have a gap near l/4,5217. 
1. EINLEITUNG 
Bezeichnet man mit K, die Menge aller regelm@igen unendlichen 
Kettenbriichel 
x = PO, 4 3 4!, a3 ,...I, (1) 
deren Teilnenner nicht gr6l3er als m sind, so kann man nach Hall [l] jede 
reelle Zahl r in der Form 
r=a,+x+y (2) 
darstellen, wobei x, y in K4 liegen und a, eine ganze Zahl ist. Freiman 
und Judin [5] bewiesen, daB man K4 durch die Menge K4* aller 
Kettenbriiche (1) aus I(4 ersetzen kann, fiir die aus Ui = 4 folgt uiel # 1,2. 
In dieser Arbeit wird gezeigt, daD man sogar fordern darf: 
x~K3, (3) 
YE& mity=[O,~,+z]undzEK~. (4) 
Freiman und Judin [5] bzw. Hall [6] folgerten aus ihren Ergebnissen, daD 
das Markov-Spektrum M, d.i. die Menge aller arithmetischen Minima 
indefiniter binlrer quadratischer Formen, das abgeschlossene Interval1 
mit den Grenzen 0 und l/5,118 bzw. 0 und l/5,1007 enthglt. Analog l%Bt 
1 Bezeichnungsweise wi hei Perron [2, p. 231. 
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sich jetzt folgern, dal3 M das abschlossene Interval1 mit den Grenzen 0 und 
l/(21)‘/” ((21)‘j2 = 4, 5825...) enthalt, ein Ergebnis, das sich auf das Perron- 
Spektrum P, d.i. die Menge aller Approximationskonstanten von Irra- 
tionalzahlen, tibertragen la&. 
Die obere Grenze der Anfangsintervalle in Ml und P kann nicht oberhalb 
von l/4,5216 liegen, denn in der NBhe von l/4,5217 enthalten beide 
Spektren eine Liicke. 
Zum Aufsuchen dieser Liicke und der in Lemma 2 genannten Intervalle 
wurde die Rechenanlage Telefunken TR 440 des Rechenzentrums der 
Universitat Bochum benutzt. Die zum Nachvollziehen der Beweise 
notigen Rechnungen sind weniger umfangreich und kiinnen auf einer 
Tischrechenanlage durchgeftihrt werden. 
2. BEZEICHNUNGEN 
Mit N, Z und [w werden wie ublich die Menge der natiirlichen, ganzen 
bzw. reellen Zahlen bezeichnet; u, p, k, m, IZ stehen stets fur natiirliche 
Zahlen. Fur Mengen A und B reeller Zahlen wird unter A + B die Menge 
aller Zahlen x + y mit x aus A und y aus B verstanden. Ferner tragen 
folgende Mengen feste Bezeichnungen: 
ghsk = {(uJ-~(~(~ j aj E N, 1 < ai < 4 fur i = --h ,..., k}, 
K&U, ,..., al,) = { [0, a,, a2 ,..., U, , b, , b, ,...]I bi E N, 1 < bi < m fur i E l+J}, 
K7da1 >***, a,) bezeichnet das kleinste Intervall, das L(a, ,..., uk) enthiilt. 
3. DEFINITIONEN UND SATZE 
Urn zu zeigen, dal3 sich jede reelle Zahl in der in (2), (3), und (4) be- 
schriebenen Weise darstellen la&, wird zunPchst jedem Abschnitt nattir- 
lither Zahlen (a-, ,. . ., a& aus gh,le ein Teilintervall I@, ,..., a-h 1 a, ,..., ~2~) 
des Intervalls IK,(a-, ,..., a-h) + IK,(al ,..., ak) zugeordnet. 
Dazu werden folgenden periodische Kettenbriiche2 herangezogen: 
I9 = [0,1,2] = 3112 - 1, 
e/2 = [0,2,1] = (3112 - 1)/2, 
q = [0,1,3] = ((21)‘j2 - 3)/2, 
q/3 = [0,3,1] = ((21)lj2 - 3)/6. 
* Perioden werden wie iiblich mit einem Querstrich gekennzeichnet. 
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Ferner sei fiir natiirliche Zahlen n 
(j 3 -t--1)” * und 2 - 
77, 
(-l)% = = 
12 4 3 ‘I9 
dann hat en(q,) je nach Paritgt von n den Wert 0 oder 012 (7 oder q/3). 
DEFINITION 1. Sei A = (ui)-n4isk aus ghsL . Dann he@ das abgeschlos- 
sene Interval1 mit der unteren Grenze 
min ([0, a-, ,..., a-h + %I + 100, al ,..., ak + ok]; Lo, a-1 ,..., 0-h + &I 
+ [o, al ,..-> ak + qki) (5) 
und der oberen Grenze 
max ([0, a-, ,..., a-h + qh+ll -k Lo2 al ,..., ak + ok+ll; 
LO, a-, ,..., u-h -t eh+ll + [07 al ,..., ak + Tk+11) (6) 
das zu Agehiirige T-IntervalI und wird mit I(A) oder I(a-,,..., a-h / a,,..., ak) 
bezeichnet. Die GrL$%e 
4 Y---T uk + %I - io7 al ,..., ak f %?I 
i%L~l ,... , a-h + 711 - [o, a-1 ,..., a-h + yZ] 
(7) 
he@ T-Verh5ltnis von A (oder such von I(A)), sie wird mit v(A) oder 
~(a-, ,..., a_, I a, ,..., at) bezeichnet. I(A) he@ zul&sig, wenn gilt: 
(i) h > 2 oder a-, > 2, 
(ii) k > 2 oder a, 3 2, (8) 
(iii) 5/17 < v(A) < 17/5. 
Bernerkung I. Die Zahl 17/5 = 3,4 ist in gewissem Maf3e willki.irlich, 
jedoch eignen sich weder 3,3 (und kleinere) noch 3,5 (und gr6Bere Zahlen). 
Bemerkung 2. Es ist I(a-, ,..., a-h 1 a, ,..., a,) ein Teilintervall des 
InteIValls IK,(a-, ,..., a-h) + IK,(a, ,..., a,). 
DEFINITION 2. Sei B = (bJ-hfsis.K, aus gh’.k’ , und sei A = (ai)-h&<k 
aus gh,k . Das T-Interval/ I(B) he@ dann Nachfolger von I(A), wenn 
folgendes gilt: 
(i) k’ 3 k, h’ 3 h und h’ + k’ > h + k, 
(ii) bi = ai fiir i = -h,..., k. 
a a, wird der bequemeren Schreibweise wegen einer Bedingung unterworfen und 
mit als Parameter aufgefiihrt, obwohl diese Zahl nicht in die Definition eingeht. 
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I(B) hei@ m-Nachfolger von I(A), wenn zusiitzlich gilt: 
(iii) 1 <b,<mfiiriEhmit-h’<i<hoderk<i<k’. 
Bemerkung 3. 1st keine Verwechslung miiglich, so wird mit 
1(-z+ )...) ui 1 NW, ,..., wj) der Nachfolger I(a-, ,..., a-h , u1 ,..,, ui 1 a, ,..., 
ak , Wl ,.*., wj) von I(A) bezeichnet. Im Falle i = 0 steht dann 
I(- / -WI )...) Wj), entsprechendes gilt im Fall j = 0. Fur das T-Verhgltnis 
der Nachfolger werden analoge Bezeichnungen verwandt. 
Mit Hilfe dieser Definitionen kann folgende Aussage formuliert werden, 
die das Kernstuck zum Beweis der SBtze 1, 2 und 4 darstellt. 
LEMMA 1. Jedes zuliissige T-Interval1 wird iiberdeckt durch seine 
zuhissigen 3-Nachfolger. 
Hieraus erhalt man leicht: 
SAT2 1. Sei A = (ai)-,&gk aus gh,, und sei I(A) zuliissiges T-Intervall. 
Dann existieren zu jedem t aus I(A) reelle Zahlen r und s aus Kz , so da# 
gilt 
t = [o, a-1 , a-2 ,..., a-h + r] + [o, al ,..., ak + s]. 
Der Beweis des folgenden Satzes ist damit zurtickgefiihrt auf das 
Auffinden geeigneter zuhlssiger T-Intervalle, deren Vereinigung ein 
Interval1 der Lange 1 tiberdeckt. 
SAW 2. Jede reelle Zahl t li$ sich darstellen in der Form 
t = a, + [0, a-, , a-2 ,... I + 10, a, , a, ,... I 
mit ganzen Zahlen ai , fur die gilt 
(i) 1 fai<3fiiriEEmiti#0,--I, 
(ii) I < a-, < 4. 
Dieser Satz la& sich in folgendem Sinne nicht mehr verscharfen: 
(9) 
SATZ 3. Zu jeder natiirlichen Zahl j > 2 gibt es cj und dj aus R mit 
cj < dj , so daj keine reelle Zahl t mit cj < t ==c di eine Darstellung der 
Form (9) besitzt, die folgenden Bedingungen geniigt: 
(i) 1 <a,<3fiiriEzmiti#O,-j, 
(ii) 1 < a-j < 4. 
Hieraus ergibt sich insbesondere, da13 K, + K, kein abgeschlossenes 
Interval1 der LBnge 1 tiberdeckt; wegen 
max(K, + KJ - min(K, + K3) = (2/3)(21Y2 - 2 > 1,05 
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kann K, + K3 also nicht zusammenhangen. Andererseits ergibt sich aus 
der Tabelle 1 in Sektion 5 als Korollar zu Satz 2: 
KOROLLAR 1. Die Menge K, + K, enthiilt das abgeschlossene Interval1 
mit den Grenzen 0,62222 und 1,52489. 
Aus den Satzen 1 und 2 lassen sich Folgerungen ziehen, die das Markov- 
und das Perron-Spektrum betreffen. 
Das Markov-Spektrum ist die Menge aller arithmetischen Minima 
indefiniter binarer quadratischer Formen mit reellen Koeffizienten. Dabei 
versteht man unter dem arithmetischen Minimum einer bin&en qua- 
dratischen Form den Quotienten aus dem Infimum der Werte der Form 
auf dem Einheitsgitter mit Ausnahme des Nullpunktes und der Wurzel der 
Diskriminante. Mit Perron-Spektrum bezeichnen wir die Menge aller 
Approximationskonstanten von Irrationalzahlen, wobei die Approxima- 
tionskonstante einer Trrationalzahl t definiert ist durch den Ausdruck 
liz&f 4 II 4t /I mit II qt (I = Tif I qt -p / . 
Markov-Spektrum und Perron-Spektrum hangen eng miteinander 
zusammen, insbesondere gilt P C Ml, siehe dazu [3,4, 71. 
In dieser Arbeit sol1 gezeigt werden: 
SATZ 4. Das Markov-Spektrum M umd das Perron-Spektrum P 
enthalten beide das abgeschlossene Interval1 mit den Grenzen 0 und 1/(21)li2. 
Schlieljlich wird noch bewiesen: 
SAT2 5. Setzt man 
e = 3 + 6638188 (49321)112 + 2409487493 
4364820 (49321)112 + 1582843770 ’ 
und 
88627436 (49321)‘/2 + 29138808421 
f= 3 + 58062788 (49321)lj2 + 19188069868 ’ 
so enth&lt das offene Interval mit den Grenzen f-l und e-l weder Werte des 
Markov- noch des Perron-Spektrums, die Grenzen dieses Intervalles geh&en 
jedoch zu beiden Mengen. 
Bemerkung 4. Es gilt (21)‘i2 = 4,58257..., 4,52171544 < e < 
4,52171545, und 4,52173166 <f < 4,52173167. 
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4. BEWEIS DES LEMMAS 1 
Der Beweis von Lemma 1 erfordert umfangreiche Rechnungen, die im 
Rahmen dieser Arbeit nicht durchgeftihrt werden kijnnen. Hier sol1 nur in 
Form einiger Hilfsdtze die Art der Rechnungen erlZiutert werden. 
Zunachst ftihren wir den Beweis von Lemma 1 auf den Beweis des 
folgenden Lemmas zuriick: 
LEMMA 2. Sei A = (ai)-h<i<k aus JZ~~,~, L&S T-Interval1 I(A) sei 
zuliissig, ferner gelte 1 < v(A) < 1715. Dann sind die folgenden Intervalle 
zultissige Nachfolger von I(A) und ihre Vereinigung ist zusammenhiingend. 
2.1. Im Falle 1 = (-l)h+” und 1 <v(A) < 1,98 
(i) I(-2 
I(-1 / -), oder 
(ii) I(-2 
-2), I(-3 1 ml,l), 1(~2,3 I ~2,3), 1(~1,1,3 ( ~3,1), 
-2), I(-3 1 -1,2), I(-2 ; -l), I(-1 1 -). 
2.2. Im Falle 1 = (-l)@‘; und 1 < v(A) < 1,98 
(i) I(%3 ~2), I(-2 / ~3), I(-2 1 “2) oder 
(ii) Q-3 -2), 1(+-~2,1 ] -3), 1(~2,2 j -3.1), I(-2 1 ~2) oder 
(iii) Q-3 ~2), I(m2,l / -3), 1(~2,1,3 / ~2,1,3), I(-2 I-2). 
2.3. Im Falle 1 = (-l)h+” und 1,98 < v(A) < 3,4 
(i) I(-3 ) ~2), 1(~2,1,3 j -3,1), R-2 ] -), I(-1 ] -), oder 
(ii) I(-3 I -2), U-3,1,3 / w-1,1,3), 1(~2,1,3 / ~3,1), I(-2 1 -), 
I(-1 / -), oder 
(iii) I(-3 / ~2), 1(~3,3 1 -2,3), I(-3 / --I), I(-2 / -), I(-1 I-). 
2.4. Im Falle - 1 = (-l)*+” und 1 < v(A) < 1,9 
-l), B-3 I ~2), I(-2,1,3 / ~2,3), I(-2 I -2), (i) I(-2 
I(-1 j -), oder 
(ii) I(-2 
I(-2 j N2), I(-1 
(iii) I(-2 
(iv) I(-2 
-l), I(-3 I -2), I(-3,3 I “2,1,3), I(-2,1,3 I ~2,3), 
-), oder 
-l), I(-3 I -3), I(-1 j -), oder 
--I), I(-2 j -2), I(-1 1 -). 
2.5. Im Fulle -1 = (-l)h+k und 1 <v(A) < 1,9 
(i) R-3 -1,2), 1(~2,1,3 I ~1,3,1), B-2 I -l), oder 
(ii) I(-3 -1,2), 1(~3,3 1 m-1,2,3), I(-3 1 w-1,1), I(-2 j ~1). 
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2.6. Im Falle --I = (-l)h+fi und 1,9 < v(A) < 3,4 
(i) I(-3 j -I), I(-2 j -), 1(--l / -) 
(ii) I(-3 j -I), I(-2,1,3 j -1,3), I(-2 1 -), I(-1 / -), oder 
(iii) I(-3 1 -l), I(-3,3 j -1,1,3), I(-2,1,3 1 -1,3), I(-2 j -), 
I(-1 / -), oder 
(iv) I(-3 / -I), I(-3 1 -2), I(m2 / -), I(-1 I -). 
Herleitung van Lemma 1 aus Lemma 2. Sei A = (ai)-h(i<k aus .!?8h,k 
und sei I(A) zulassig, nach evt. Ubergang zur Folge B = (bi)-$<.ish mit 
bi = a-i kann offenber 1 < v(A) < 3,4 angenommen werden. Dann ist 
Lemma 2 anwendber. Beachtet man, dab dort gleichzeitig je eine Alter- 
native von 2.1 und 2.2 bzw. von 2.4 und 2.5 gilt, so ergibt sich die Existenz 
von endlich vielen zulassigen 3-Nachfolgern, deren Vereinigungsmenge 
ein Interval1 bildet und insbesondere die Nachfolger I(-1 1 -), I(-3 / ~2) 
und I(-2 I ~3) [bzw. I(~2,l / ~3) oder I(-2 1 -)I im Falle 1 = (-l)h+“, 
oder I(-1 I -), I(-3 / -1,2) [bzw. I(-3 I -I)] und I(-2 / -1) [bzw. 
I(-2 / -)I im Falle - 1 = ( -I)h+k enthalt. Die Intervallgrenzen von 
I(A) sind in (5) und (6) durch Kettenbruchsummen definiert, in denen der 
eine Summand 77 und der andere Summand ~9 enthalt. Diese Definition 
bewirkt, dal3 die Grenzen des Intervalls I(A) in den oben aufgezahlten 
Nachfolgern liegen. Hatte man dagegen in beiden Summanden 7 verwandt, 
so lagen die Endpunkte von I(A) im Fall 1 = (-l)h+‘i in I(-3 / ~3) und 
1(~1,3 I ~1,3) undim Fall -1 = (-l)h+7i in I(-3 1 ~1) und I(-1 1 ~3). 
Mit den Grenzen von I(A) enthalt die Vereinigungsmenge such I(A) 
selbst, W.Z.Z.W. 
Urn den Zusammenhang der Vereinigung von n Intervallen nach- 
zuweisen, geniigt es, n Ungleichungen zu verifizieren. Es gilt namlich: 
HILFSSATZ 1. Seien I, ,..., I, (n 2 2) abgeschlossene Intervalle, sei A(L) 
der Anfangspunkt und E(1,) der Endpunkt des IntervalIs I, . Gilt dann 
(0 A(L) G E(L), 
(ii) A(L) ,< E(T,-,)fiir v = 2 ,..., n, 
so ist u,“=, I, ein IntervalI. 
Da die Bedingungen (i) und (ii) invariant gegentiber zyklischer Permuta- 
tion der Indizes sind, kann 0.B.d.A. A(&) < A(ZJ fur v = 2,..., rr ange- 
nommen werden. Unter dieser Annahme folgt dann leicht, da13 ftir jedes 
v > 1 die Vereinigung der ersten v Intervalle zusammenhgngend ist. 
Zieht man den Hilfssatz 1 zum Beweis von Lemma 2 heran und bertick- 
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sichtigt man die besondere Gestalt der Intervallgrenzen, so hat man 
Ungleichungen des Typs 
6 ,..., Uk + f-1 + LO, Q-l,..., a-h + $1 
a, + f] + [o, a-1 ,..., a-h + f] 
zu verifizieren. Hierzu stehen nur geringe Informationen iiber den 
Abschnitt (a-h ,..., a3 zur Verfiigung, wahrend man I, P, s, P genau kennt. 
Die bekannten bzw. leicht herzuleitenden Formeln4 
qk--l/qk = [o, ak , ak-1 ,*..T all ('1) 
und 
P, 4 ,.**, ak + r] - [o, a, ,*.*, a, + sl = 
(-1)” (r - S) 
tqk + rqk-l&k + ?!,-I) ’ (‘*I 
in denen qk bzw. qkpl den k-ten bzw. (k - I)-ten Niiherungsnenner von 
P, a1 Y-*.9 uk] bezeichnet, gestatten es nun, ein Kriterium fur die Un- 
gleichung (10) anzugeben, fur dessen Anwendung vom Abschnitt 
(a-, ,..., uk) im wesentlichen nur Abschatzungen des T-Verhaltnisses 
v(a-l ,..., u-h 1 aI ,..., ak) bekannt sein miissen. 
Vor der Formulierung dieses Kriteriums ftihren wir folgende Funk- 
tionen ein: 
DEFINITION 3. Es seien 71 und ylz die in 3 definierten Kettenbrtiche, 
fur nichtnegative reelle Zahlen r, s, t, D und positive x, y sei 
(i) G(r, s, t, u; x) = (1 + rx)(l + sx)/(l + tx)(l + vx); 
(ii> W, s, t, v; x, v> = KY - 4/O - 4) GO, zi, 71 , v2 ; x) Gtvl , y2 , 
I, s; v) falls t # Y. 
HILFSSATZ 2. Seien rl , r2 , s1 , s, nichtnegative reelle Zahlen, sei 
A = (a&&&l, aus gh,k , ferner sei c+ = [0, a,, ukel,..., aI] und c- = 
[o, a-h, a-h+1 ,..., u-J. Dunn sind die folgenden Aussugen iiquivulent. 
(9 (F-1)” ([O, al ,..., ak + rl] + [of a-1 ,..., a-h + %I) < (-ljh+k t[o 
, al ,..., ak + r2l + 1% a-1 ,..., a-h + s21) 
(ii) v(A)(r2 - rI) > (-l)h+k (r2 - rl) H(s, , s2 , r2 , rl ; c+, c-j. 
Der Beweis ergibt sich unmittelbar aus den Gleichungen (11) und (12), 
ebenso leicht sieht man die Gtiltigkeit der beiden folgenden Hilfssatze ein. 
4 Siehe Perron [2, pp. 14, 27, 361. 
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HILFSSATZ 3. Es ist 
genau dann, wenn gilt 
HILFSSATZ 4. Sei A = (aJWhcisk aus L3ih,k , seien u1 ,..., u, , w1 ,..., w, 
(v, t.~ > 0) natiirliche Zahlen. Dejiniert man cf und c- wie in Hirfssatz 2 und 
setzt manfiir i = 1,2 
ri := P, u1 ,..., u, + qd, si := [O, Wl ,.-., w, + qi1, 
so giltfiir den Nachfolger I(-ul ,..., u, ) -wl ,..., w,,) von Z(A) 
v(-1 ,..., U” I -wl ,..., w,,) = I H(r, , r2, s1 , s,; c+, c-)1 v(A). 
Kombiniert man Hilfssatz 1 und Hilfssatz 2, so erhHlt man: 
HILFSSATZ 5. Sei A = (aJ...hsi(k aus @h,k , sei n 3 2. Fiir j = l,..., n seien 
j 
Ul >***> $3 Wli,..., w;, (9 ? pj I > 0, vj + pj 3 1) aus iIJ und ?I’, ?z’zi, $Ij, $* 
aus R. Dejiniert man c+ und c- wie friiher und setzt man ferner fiir j = 1,. . ., n 
undp = 1,2 
rd := [0, uli ,..., uzj + ?:I, s,j := [0, w: ,..., wh, + ii], 
und sind die folgenden Bedingungen erfullt 
(9 (r12 d Fd, ij d v1 ) und (0, < r”d < fll oder 0, < fPj < Q, 
(ii) rll < r2” und (-I)h+k sI1 < (-l)h+k sZn, 
(iii) fiir i = 2,..., n, 
+A)($’ - rl’) > (- l)h+” (ri-’ - rI’) x H(s,‘, sipl, t$?, r,‘, cf, c-), 
so ist IJy=, I(-u,i ,..., uti j -wlj ,..., w:,) zusammenhbzgend. 
HILFSSATZ 6. Sei A aus 99h,k und sei I(A) zuliissig. Dann gilt fiir die in 
Hilfssatz 2 definierten Gr@en c+ und c- 
0,2 < c+, c- < 0,9. 
Damit ist die Beweismethode von Lemma 2 umrissen. Zu jeder Alternative 
dieses Lemmas werden rIj, r2j, sli, sgj so gewghlt, daI3 die Zahlen 
P, a, ,..., ak + rp’] + [o, a-1 ,..., a-, + s,i] fiir p = 1, 2 die Grenzen des 
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Nachfolgers I(-@ ,..., ~1, / wwlj ,..., w,$ darstellen. Man verifiziert dann 
leicht die Bedingungen (1) und (ii) von Hilfssatz 5. Die Werte H(s,j, si-‘, 
j-1 r, , r,j; c+, c-) bestimmen dann nach Hilfssatz 5 ein Interval1 I,+,,- derart, 
da13 fur alle Folgen A aus LZ~~,~ mit v(A) aus I,+,,- die Menge 
ein Interval1 bildet. SchlieDlich zeigt man, da13 die zu den verschiedenen 
Altemativen gehorigen Intervalle I,+,,- den in der jeweiligen Behauptung 
angegebenen Bereich iiberdecken. Dazu miissen die Werte H&j, $-l, 
3-l f-2 , r,j; c+, c-) abgeschatzt bzw. untereinander verglichen werden. Zum 
letzteren kann Hilfssatz 3 herangezogen werden, das erste kann z.B. 
dadurch geschehen, daI3 man H als Funktion von cf und c- auffal3t (die 
iibrigen GriiBen sind bekannt) und nach tiblichen Verfahren der Analysis 
die Extremwerte von H im Rechteck 0,2 < c+, c- < 0,9 bestimmt. Das 
ist nicht schwierig, da sich H als Produkt zweier Funktionen einer 
Veranderlicher auffassen Ia&. 
SchlieRlich zeigt man auf die in Hilfssatz 4 beschriebene Weise, da13 
slmtliche in Lemma 2 genannten Nachfolger von I(A) zulassig sind, wenn 
das T-VerhHltnis v(A) im angegebenen Bereich liegt. 
5. BEWEIS DER STZE 1, 2 UND 3 
Beweis von Satz 1. Sei A = (aJehciGk aus ah,k , sei I(A) ein zul&ssiges 
T-Interval1 und sei t aus I(A). Nach Lemma 1 existieren dann zwei 
monoton nicht fallende Indexfolgen (v&~ und (,u&+, , die vi+1 + pi+1 > 
vi + pi fur jedes i aus N erfiillen, und zwei Folgen (u&~ und (w&~ 
natiirlicher Zahlen, so dal3 fur jedes i aus FY das T-Interval1 1(-z+ ,..., 
14ri I -w, )...) w,) ein zulgssiger 3-Nachfolger von I(A) ist, der t enthalt. 
Offenbar kann 0.B.d.A. v, < v2 < vQ < ... angenommen werden. Aus 
der Zultissigkeit von I(A) folgt dann, da13 such die Indexfolge (CL&., 
nicht beschrlnkt sein kann, und daher such 0.B.d.A. p1 < pz < ps < ..* 
angenommen werden darf. Setzt man I := [0, tll , u2 ,... ] und 
s := [O, w, ) w2 )... 1, so ergibt sich daraus 
t = [0, a_, ,..., a-h + r] + to, al,..., % + sl, 
W.Z.Z.W. 
Beweis von Satz 2. Aufgrund von Satz 1 geniigt es, endlich viele 
zul&sige T-Intervalle I(Ai) anzugeben, die ein Interval1 der Lgnge 1 
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tiberdecken und in deren Abschnitt (a”, ,..., uLi> die Ziffer 4 allenfalls an 
der Stelle -1 auftritt. Diese Intervalle smd in Tabelle 1 angegeben. 
Neben der laufenden Nummer in Spalte 1 enthalt die Tabelle in den 
Spalten 2 und 3 natiirliche Zahlen al, ,..., a&, ali,..., aii ftir die in den 
Spalten 4 und 5 Anfangs- bzw. Endpunkt eines im T-Interval1 I(& ,..., 
a-hi z / ali,..., a:J enthaltenen Intervalls angegeben ist. Man priift leicht 
nach, da13 alle angegebenen T-Intervalle zulbsig sind. 
TABELLE I 
Eines in 





















at, ,..., a& al’,..., 4< Anfangspunkt Endpunkt 
433 3,2 0,52328 0,53206 
3 3 0,53173 0,60346 
493 2,192 0,59820 0,60553 
492 al,1 0,60466 0,61991 
4,3 2, 1, 1, 2 0,61874 0,62251 
3,193 2,193 0,62222 0,62676 
3 2 0,62622 0,73880 
2 2 0,72430 o&437 
3 1, 1 0,82622 0,94034 
2, 1 1, 1 0,92430 1,02971 
292 131, 1 1,02156 1,06437 
291 192 1,05965 1,12421 
272 1,2 1,10639 1,15886 
1, 1 1, 1 1,13562 1,27569 
192 1, 1 1,26119 1,37377 
193 1, 1 1,32923 1,43039 
192 I,2 1,39653 1,46826 
I,3 192 1,46458 1,52489 
Beweis von Satz 3. Zum Beweis von Satz 3 sind zu jedem j > 2 
Intervallgrenzen Cj und dj anzugeben, so da13 keine reelle Zahl t aus dem 
offenen Interval1 mit den Grenzen cj und dj eine Darstellung der in Satz 2 
genannten Art besitzt, wenn man --I durch -j ersetzt. 
Fi.ir j = 2 setze man 
c2 = (4/7)(21)lf2 - 2 und d, = (4(21)‘i2 - 9)/l& 
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so da13 also 
0,6186 < cg < 0,6187 < 0,622O < d, < 0,6221 
ist. Erfiillte t alle Bedingungen des Satzes, so mu&e wegen 
0 < t - a, d [0,1,3] + [0,1,4,-l = c2 + 1 
a, = 0 sein. Aus a, = 3 = a-, folgte dann 
0 < t < [0,3,3,1,3] f [0,3,4,1,3] < c$! 
und aus a, # 3 oder a-, # 3 
t > P,2,1,31 + 10,3nl = 4 , 
in beiden Fallen also ein Widerspruch. 
Analog beweist man den Satz fiirj 3 3, indem man setzt: 
cj = (5/7) - (l/14) 21/2 und d, := (15/28) 21i2 - (I/7). 
Dann ist 
0,6132 < cj < 0,6133 < 0,6147 < dj < 0,6148. 
6. BEWEIS DES SATZES 4 
Das Markov-Spektrum M kann man bekanntlich5 folgendermaben 
beschreiben. Sie g die Menge aller beidseitig unendlichen Folgen nattir- 
lither Zahlen und sei A = (&z aus a!, setzt man dann 
y&4) = 0, + P, ai+l , ai+z ,... I + 10, a,-1 , ai- ,... I, 
149 = s;g pi@), 
so gilt 
r+~ = U/&VI A E B!), 
mit der Konvention l/co = 0. 
Das Perron-Spektrum [FD kann Hhnlich gewonnen werden. Sei d die 
Menge aller einseitig unendlichen Folgen natiirlicher Zahlen, sei B = 
@ih aus 8, setzt man dann 
b(B) = bi + [O, bi+lp b,+, ,-*.I + [OS bi-13 bi-2 T---s bll, 
X(B) = limE;up h,(B), 
5 Siehe dam etwa Hall [6]. 
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so gilt 
P = {l/X(B)1 BE a}, 
wieder mit der Konvention l/a = 0. 
Offenbar gehort die Null sowohl zu M als such zu P. Urn die Aussage 
des Satzes 4 zu beweisen, geniigt es daher, zu jedem reellen r mit 0 < r < 
l/(21)‘/” eine Folge A aus @ und eine Folge B aus 8 anzugeben mit 
y(A) = h(B) = r-l. 
Den Beweis fiihren wir so, dab wir zunachst eine beidseitig unendliche 
Folge A mit y(A) = r-l angeben und spater aus ihr eine einseitig unend- 
lithe Folge B mit X(B) = r-l konstruieren. Als Hilfsmittel dienen die 
Satze 1 und 2. 
Sei also r reell, und es gelte 0 < r < l/(21)‘/“. Die indefinite binlire 
quadratische Form ~2 - 3xy - 3y2 besitzt das arithmetische Minimum 
l/(21)‘/“, daher kann 0.B.d.A. 0 < r < 1/(21)112 angenommen werden. 
Sei a,’ aus Z so bestimmet, dab gilt 
0,524 -=c r-l - a,’ d 1,524. 
1. Fall r-l > 5,524. 
Satz 2 in Verbindung mit Tabelle I sichert die Existenz einer Folge 
A = (a&z aus a, fiir die gilt 
y&i) = r-l - a,‘, 5, = 0, 1 < Ci < 3, fur i # 0, -1, und 
1 < z-1 ,< 4. 
Setzt man A = (a& und ai = C& fur i # 0 und a, = a,‘, so gilt y,,(A) = 
r-l. Offenbar ist wegen a,,’ > 5 
und 
Y&V G 3 + 2 < Y,(A) ftirif0, -1 
also 
y-,(A) < 4 + 092 + 1 -=c y,,(A), 
y(A) = y,(A) = r-l. 
2. Fall. 4,7 < r-l < 5,524. 
In diesem Fall ist a,,’ = 4. Nach Korollar 1 existiert eine Folge 
.& = (&z aus %? mit I < tii < 3 fur i # 0, 5, = 0 und ye(A) = r-l - a,‘. 
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Definiert man A wie in Fall 1, so gilt offenbar fur i # 0 
y,(A) < 3 + lo,1 941 + P,1,41 = 4W2) - f < 4-7 < y&Q 
also 
y(A) = y,(A) = r-l. 
3. Fall. (21)1/2 < r-l < 4,60553 oder 4,61874 < r-r < 4,7. 
Dann ist ao’ = 4. Nach Satz 2 existiert eine Folge A = (ZiJi,z, fur die 
gilty,(A)=r-l-aa,‘,&,=O,l <a-,<4undl <ai<3fiiri#0,-1. 
Aus Tabelle I entnimmt man ferner, dab man die Bedingungen 2 < Gi fiir 
( i 1 = 1 und 8-, = 3 im Falle a’, = 4 erreichen kann. Definiert man A 
wie oben, erhglt man daher folgende AbschSitzungen: 
y,(A) d 3 + [0,1,3] + [0,1x= (21)“” < y,(A) fur i # 0, -1, 
y-,(A) < 4 + F&4,31 -I- l&3,41 < 4,54 -c yotA) falls a-1 = 4, 
y-,(A) < 3 + P,4,41 + tU41 < 491 -=c y,(A) falls a-, = 3, 
also 
y(A) = yO(A) = r-l. 
TABELLE II 
Eines in 
Z(ul I I..., ach. / al”,..., a:) 
enthaltenei Intervalls * 
i d, ,..., aLhi i d,..., a,. Anfangspunkt Endpunkt 
1 4,3, 1 2,1,2,3 0,60439 0,605728 
2 4,3, 1, 3, 1 2,L 2,3,1,3 0,605725 0,605780 
3 3, 3 3,3 0,605744 0,61237 
4 493 2,1,1,1 0,61127 0,6175770 
5 4,3, L3 2,1, 1, 1, 1,3 0,617550 0,617795 
6 4,473 2, 1, 1, 1, 1, 172 0,617784 0,617993 
7 4,2,L l,l 2,1,1,3,3 0,61780 0,61810 
8 4,4,3 2,1,1,1,1,1,1 0,61806 0,61840 
9 3,433 3,4,3 0,61836 0,6187225 
10 4,3,3 2,1,1,2,2 0,6187126 0,61920 
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4. Fall. 4,60553 < r-l < 4,61874. 
Es ist a,’ = 4. Aus Satz 1 in Verbindung mit Tabelle II (Seite 14) ergibt 
sich die Existenz einer Folge li = (a&, aus L??, die y&) = r-l - a,,‘, 
a, = 0 und 1 < Ci < 3 fur / i j 3 3 erfiillt, und deren erste Glieder mit 
den Koeeienten iibereinstimmen, die in einer der Zeilen der Tabelle II 
angegeben sind. Sei A wie friiher definiert. In den Fallen der Zeilen 1 bis 5 
und 10 sind offenbar-wie in Fall 3-die Bedingungen 1 < ai < 3 fiir 
i # 0, -1, ferner ai > 2 fur 1 i / = 1 und a-, = 3 falls a-, = 4 erfiillt, 
daher gelten die dort angegebenen Ungleichungen, es ist also y(A) = 
ye(A) = r-l. 
In den restlichen Fallen gilt fur i aus Z mit bi # 4 
y&4> d 3 + P,1,31 + P,1,31 = (21)“” < y,(A). 
Im Fall der Zeilen 6 und 8 ist fur i = -1, -2 
yi(N < 4 + P,3,41 + P,4,51 -=c 4,55 < y&V 
Im Fall der Zeile 7 ist 
Y-~(A) < 4 + [0,2,1,1,1,-@] + [0 5 4 3 2 5 1 , 1 , 3 , 3131 9 , 
< 4,612 < 4,616 < yO(A) 
und schliel3lich im Fall der Zeile 9 fur i = -2, 2 
yi(N < 4 + P,3,4,3,4,31 + P,3,3,1,41 -=c 4,616 < y,,(A). 
Damit ist in allen Fallen 
y(A) = y,(A) = r-l. 
Es bleibt zu zeigen, da13 jedes reelle r mit 0 < r < (1/(21)l/3 such in P 
liegt. Nun ist ((21)‘/” - 3)/2 = [O,o]. Offenbar hat diese Zahl die 
Approximationskonstante l/(21)‘/” Daher kann wieder 0 < r < 1/(21)1/2 
angenommen werden. Nach dem Vorhergehenden existiert dann eine 
Folge A = (a& aus @ mit y(A) = y,(A) = r-l und 1 < ai < 3 fiir 
1 i ] > 3. Sei A,,,@ 3 1) der durch 
A, := (a-, , a-m+1 ,..., a,-, , a,) 
definierte Abschnitt der Folge A und sei B : = (bi)ieN die Folge, die durch 
Aneinandersetzen dieser Abschnitte entsteht, also 
(b, , b,, b, ,...) = (A, > A2 ,...>. 
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Offenbar ist dann 
h(B) 3 y,(A) = r-l. 03) 
Sei (jJVEhl eine monoton steigende Indexfolge, die lim,,, hi,(B) = h(B) 
erfiillt. Setzt man E = (r-l - (21)‘/“)/4, so kann mar? k, so grol3 wahlen, 
da13 zwei Kettenbriiche sich urn weniger als E unterscheiden, wenn ihre 
ersten k, Teilnenner iibereinstimmen. Nach Konstruktion der Folge 
(bJiehl entsprechen jedem i aus IV zwei Indizes ma und ni derart, daB bi im 
Abschnitt A,,. liegt und dort dem Glied ani entspricht (insbesondere gilt 
I 4 I d 4 $4 h LN die zu j, gehorige Folge von Indizes der zweiten 
Art. Dann ist die& Folge fur fast alle v beschrankt durch k, + 2. 1st 
namlich / njV ) > k, + 2, so liegen die ersten k, Teilnenner von [0, bj,+l , 
b. 3y+2 ,... ] und von [0, bjel , bj-2 ,..., b,] zwischen 1 und 3, daher gilt 
X,“(B) < 3 + [0,1,3] + [0,1,3] + 2~ < (21)112 + 2~ < r-l - 2~. 
Ware also 1 njv 1 >, k, + 2 fur unendlich viele v, so ware h(B) < r-l, 
entgegen (13). Aus 1 njV j < k, + 2 fur fast alle v folgt aber 
@) = $2 b,(B) = ,,~y+, y,(A) = J+,(A) = y-i, 
W.Z.Z.W. 
7. BEWEIS DES SATZES 5 
Seien e und f die in Satz 5 definierten Zahlen. Wegen B C M7 geniigt es 
zu zeigen, da13 fiir keine Folge A aus 99 die Ungleichung e < y(A) < f gilt. 
ZunHchst sollen aus der Annahme der Existenz einer Folge A aus 9 mit 
e < y(A) <f einige Aussagen iiber die Gestalt der Folge A gewonnen 
werden. 
Sei also A = (a& eine Folge aus L%, es gelte e < y(A) <J Offenbar 
ist dann 1 < ai < 4 fur i aus E. Aufgrund des folgenden Hilfssatzes kann 
ferner 0.B.d.A. y(A) = y,(A) angenommen werden. 
HILFSSATZ 8. Sei A = (CJiEH aus a’, es gelte 1 < 5, < 4 fiir i aus h. 
Dann existiert eine Folge A = (a& mit 
~(4 = Y&V = r(& 
6 Siehe Cassels [4, p. 71. 
7 Siehe [7]. 
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Beweis. Setzt man Ti = [0, &+1 , Gi+z ,... ] und si = [0, aim1, Gi-2 ,... 1, 
so ist yr(A) = ?& + rd + si . Nun existiert eine Indexfolge (jJYEN , so da13 
gilt lim,,, yi,(A) = y(A). 
Da ri , si und ai Elemente kompakter Mengen sind, kann nach evt. 
t)bergang zu einer Teilfolge von (jJveN angenommen werden da13 die 
Limites lim,,, rj, , lim,,, Sj, und lim,,, ajv existieren. Offenbar kann man 
dann setzen: ai = limv+m aj,+i . Die Folge A = (aJisz erftillt dann y(A) = 
y,(A) = r(A), W.Z.Z.W. 
Wir fiihren folgende Sprechweisen ein: A heibt vom Typ (cl ,..., ch 1 
d 1 ,..., dk), wenn gilt 
ai = Ci fur i = I,..., h, 
a-i = di fur i = I,..., k, 
oder 
ai = di fiir i = I,..., k, 
U-i = Ci fur i = l,..., h. 
A enthlilt den Abschnitt (q ,..., ch), wenn ein i. aus Z existiert mit 
aio+i = Cj ftirj = I,..., h, 
oder 
L&j = Cj fiirj = I,..., h. 
Die folgende Tabelle III zahlt Abschnitte auf, die A nicht enthalten kann, 
wenn e < y(A) <f gilt. Die Tabelle ist folgendermaSen aufgebaut: 
Spalte 1 dient der Numerierung der Zeilen. Nimmt man an, dal3 A den in 
Spalte 2 angegebenen Abschnitt enthllt, so ist die in Spalte 3 angegebene 
Kettenbruchsumme eine untere Abschatzung ftir y(A). Diese Summe 
wiederum wird durch die Dezimalzahl der Spalte 4 nach unten abgeschgtzt. 
So 18l3t sich leicht verifizieren, daB in jedem dieser Flille y(A) > f ware, 
wenn A einen der Abschnitte der Spalte 2 enthielte. 
Aus den Zeilen 1 bis 5 liest man ab, da13 jeder Abschnitt, der eine 4 
enthalt, notwendig von der Form 
(..., 1,3,4,4 )...) 4,3,1)...) 
r-ma1 
mit r > 2 oder Teil eines solchen Abschnittes ist. Daraus ergibt sich 
a0 = 3, anderenfalls w%re namlich 
y(A) = yO(A) < 4 + [0,3,1n] + [0,4,4,-l < 4,52 <: e 
oder 
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Die Tabelle IV dient dem Ziel, die Glieder von A zu bestimmen, deren 
Indizes dem Betrage nach klein sind. Sit: ist Phnlich wie Tabelle III auf- 
gebaut, enthalt in den Spalten 3 und 4 jedoch Abschatzungen nach oben. 
Man entnimmt ihr, da5 A nicht von einem der in Spalte 2 angegebenen 
Typen sein kann, da anderenfalls y(A) < e ware. 
Aus beiden Tabellen zusammen geht hervor, da5 eine Folge A = (a&z 
aus &?8 mit e < y(A) = yO(A) <f notwendig vom Typ (1,2, 1, 3,2, 1, 3 / 
1, 3, 1, 2, 3, 1, 3) oder vom Typ (1, 2, 1, 3, 3, 3 I I, 3, 1, 2, 3, 3) sein mu5. 
Offenbar ist die das Markov-Spektrum Ml betreffende Aussage des 
Satzes 5 damit auf die folgenden beiden Hilfssatze zuriickgeftihrt, von 
deren Richtigkeit man sich leicht iiberzeugt: 
HILFSSATZ 9. Die Forge F = (j& sei folgenderm@en definiert: 
(f-4 ,f-3 >**-, fi4) = (2, 1, 3, 1, 3, 1, 2, 1, 3, 2, 1, 3, 1, 3, 1, 2, 1, 3, 3) 
(flm+3 ,...*fm+d = (3, 1, 3, 1, 2, 1, 3, 1, 3, 1, 1, I), n 2 1, 
f-n =fn+KJ 9 I1 3 5. 
Dunn ist F uom Typ (1, 2, 1, 3, 2, 1, 3 1 1, 3, 1, 2, 3, 1, 3), F enthiilt keinen 
der in Tabelle III genannten Abschnitte, es gilt y(F) = y,#?) = f und fiir 
jede Folge A = (c& aus B mit a, = 3, die vom selben Typ ist und die 
keinen der in Tabelle IIIgenannten Abschnitte enthiilt, gilt y(A) > y(F) =J 
HILFSSATZ 10. Die Folge E = (ei)iEz sei folgendermajen definiert: 
(e- 5 ,..., 4 = (3,2, 1, 3, 1, 3, 1, 2, 1, 3, 3), 
(e12n-6 ,..., e12nt51 = (3, 1. 3, L2, L3, 1, 3, 1, 1, l), n>,l 
e-, = e, , n > 6. 
Dann ist E vom Typ (1, 2, 1, 3, 3, 3 j 1,. 3, 1, 2, 3, 3), enthiilt keinen der in 
Tubelle III genannten Abschnitte, es gilt y(E) = y,(E) = e und fiir jede 
Folge A = (a,)iEz aus L% mit a, = 3, die vom selben Typ ist und die keinen 
der in Tabelle III genannten Abschnitte enthiilt, gilt y,(A) < y(E) = e. 
Es bleibt nur noch zu zeigen, da5 die Zahlen e und f ebenfalls zum 
Perron-Spektrum gehiiren. 
Definiert man fiir n > 1 den Abschnitt C, = (cln,..., c!&+~& durch 
tin = ei-12n-8 und die Folge E = (L?,),, aus B durch Aneinandersetzen 
der Ci , also (2, , S, , c3 ,...) = (C, , C, ,... ), so gilt 
A(E) = yO(E) = e. 
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Anaiog erhalt man durch die Definition 
D, = WI”,..., d2ngn+d, n 2 1, 4” = fi-12n-6 5 
E = u&d und (J; , A, Ss ,...I = CD1 3 D, v..) 
eine einseitig unendliche Folge @ mit 
A@) = y,(F) =.L W.Z.Z.W. 
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