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Abstract
We give a construction of cocyclic Butson–Hadamard matrices from bilinear forms over ﬁnite Frobenius
rings, which generalizes previous constructions. We then prove a classiﬁcation result, showing that the
resulting matrices depend only on the additive group of the underlying module of the form.
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1. Introduction
There are many known connections between Hadamard matrices, codes meeting the Plotkin
bound, and cocycles on groups; see [6] for a survey. In this article, we discuss the case of cocyclic
Hadamard matrices which arise from nondegenerate bilinear pairings between modules over a
ﬁnite Frobenius ring.
An m × m Hadamard matrix is a matrix H with entries from {±1} such that HH = mI .
Let t > 1 be a positive integer. An m × m Butson–Hadamard matrix BH(t, m) [1,3] is an m × m
matrix H with entries from the group of complex t th roots of unity such that HH = mI . So a
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BH(2,m) is a conventional Hadamard matrix. In the literature, a BH(4,m) is sometimes called a
complex Hadamard matrix. Two BH(t, m) Butson–Hadamard matrices H and H ′ are said to be
equivalent if there exist m × m permutation matrices P, P ′, and m × m diagonal matrices D,D′
whose diagonal entries are t th roots of unity, such that PDHD′P ′ = H ′. That is, H ′ is obtained
fromH by row and column permutations alongwith row and column scalings by t th roots of unity.
A 2-cocycle on a group G is a function ψ : G × G −→ C (where C is an abelian group, often
a subgroup of the nonzero elements of a ﬁeld) satisfying
ψ(g, h)ψ(gh, k) = ψ(g, hk)ψ(h, k)
for all g, h, k ∈ G. We say that ψ has coefﬁcients in C. For any ordering of the elements of G,
one can write the values of a cocycle as the entries of a matrix Hψ = (ψ(g, h)). If this matrix
is a Butson–Hadamard matrix it is called a cocyclic Butson–Hadamard matrix. (In Section 4, we
shall allow different index sets for rows and columns.)
The outline of this paper is as follows. In Section 2, we recall some introductory information
on Frobenius rings and in Section 3 we recall the definitions relevant to pairings and bilinear
forms. In Section 4, we present the construction of Butson–Hadamard matrices from bilinear
forms on Frobenius rings, and a classiﬁcation theorem for them. Section 4 is partly motivated by
constructions in [12,13] which use Galois rings, and we explain how our construction generalizes
this construction before classifying the resulting matrices. This classiﬁcation result (Theorem 13)
is the main result of the paper. Finally, we conclude with a section on codes meeting the Plotkin
bound and Butson–Hadamard matrices.
We shall use the notation [f (i, j)]I×J to denote a matrix with rows indexed by I and columns
by J and having f (i, j) in row i ∈ I and column j ∈ J . When one writes down the matrix, I and
J must be ordered; but by and large, the ordering will be unimportant in the paper.
2. Frobenius rings
Weshall give a definition of a ﬁnite Frobenius ring that sufﬁces for our purposes. Its equivalence
to the standard definition is proved in [15, Theorem 3.10]. For more details see [4], for example,
along with [2, Sections 58, 59] and [7, Chapter 6].
For any Abelian group G, deﬁne Ĝ := HomZ(G,C×), the character group of G. If G is the
additive groupM+ of a left moduleM over a ringA, then M̂+ becomes a rightA-module, denoted
by M̂ , under the definition χa(x) := χ(ax) for all a ∈ A, x ∈ M , and χ ∈ M̂+. Similarly, M̂+
becomes a left A-module if M is a right A-module, and an A-A bimodule when M is a bimodule.
(Exponential notation was suggested by Wood because characters are “added” multiplicatively.
The equivalence mentioned in the following definition is proved in Wood’s paper [15, Theorem
3.10].)
Deﬁnition 1. A ﬁnite ring A is called a Frobenius ring if Â and A are isomorphic as left A-
modules. Equivalently, a ﬁnite ring is called a Frobenius ring if Â and A are isomorphic as right
A-modules.
The definition implies that for a ﬁnite Frobenius ring A there exist characters χ and ρ such
that
Â = {aχ | a ∈ A} = {ρa | a ∈ A}.
In other words, there exist χ, ρ such that all characters of A have the form x → χ(xa) and
x → ρ(ax) for appropriate a ∈ A. We call χ a left generating character and ρ a right generating
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character. Every left (right) generating character is also right (left) generating at the same time.
An important fact is that the kernel of a generating character does not contain any nontrivial
left or right ideal of A (these items are also proved in [15, Theorem 4.3 and Lemma 4.1]). The
situation is very similar to that over a ﬁnite ﬁeld Fq , where there is a “canonical” additive character
χ(x) = ωtr(x) and all other characters have the form x → χ(ax) for a ∈ Fq . Here ω = e2πi/p,
where p is the characteristic of Fq , and tr is the absolute trace map. Different choices of ω give
different generating characters.
Examples of ﬁnite Frobenius rings include
(1) Finite ﬁelds.
(2) Rings Fq [x]/(f (x)) where f (x) ∈ Fq [x] is reducible.
(3) Galois rings. These are rings Zpr [x]/(f (x)) where f (x) is a basic irreducible divisor of
xn − 1.
(4) Rings Zpr [x]/(f (x)) where f (x) ∈ Zpr [x] is reducible.
(5) Finite chain rings. These are rings where all the ideals lie in a chain {0} = I0 ⊆ I1 ⊆ · · · ⊆
Ik = R.
(6) Finite group algebras. These are group algebras FG where F is a ﬁnite ﬁeld and G is a
ﬁnite group.
(7) Direct products of Frobenius rings.
(8) Matrix rings over Frobenius rings.
For an A-module M , let M = HomA(M,A), an A-module of the opposite side from M .
Theorem 2. Let A be a ﬁnite Frobenius ring and let M be a ﬁnite A-module, left or right. Then
M, M̂, and M are all isomorphic as Abelian groups.
Proof. If χ is a generating character of A, the map x → χ ◦ x is a group homomorphism from
M to M̂ . It is injective, because if χ ◦ x is the trivial character, the image x(M) is a one-
sided ideal of A contained in the kernel of χ and therefore {0}; that is, x = 0 (compare this
to [15, Proposition 4.2]). In particular, |M|  |M̂|. From the standard fact that M and M̂ are
isomorphic as Abelian groups [5, Theorem 13.2.1], |M̂| = |M|, so that |M|  |M|. Now for
a Frobenius ring, M is isomorphic to (M), by the map y → (x → x(y)) [7, Theorem 15.1];
thus |M| = |(M)|  |M|  |M|. Therefore we have |M| = |M| = |M̂| and x → χ ◦ x is an
isomorphism. 
Corollary 3. The isomorphism x → χ ◦ x in the proof shows that ifX(M) = [x(m)]M×M, then
the matrix χ(X(M)) = [χ(x(m))]M×M is the character table of M+.
Both M and M̂ are A-modules of the opposite type from M , but they may not be isomorphic.
If A is commutative, or if a generating character χ can be chosen so that χ(ab) = χ(ba) for all
a, b ∈ A, then the twomodules are in fact isomorphic. The conditionχ(ab) = χ(ba) is equivalent
to the condition that the ﬁnite Frobenius ring A be a symmetric ring [15, Remark 3.11].
3. Bilinear forms and pairings
In this section, we summarize some basic theory of bilinear forms and pairings over ﬁelds and
rings. One reference for the general material is [11].
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Let A be a ring, let L be a left A-module, and let R be a right A-module.
Deﬁnition 4. [2, Deﬁnition 58.7] A bilinear pairing is a mapB : L × R −→ A that is additive in
each variable and that satisﬁesB(ax, y) = aB(x, y),B(x, ya) = B(x, y)a, for all x ∈ L, y ∈ R,
and a ∈ A . We shall say that L and R are paired by B. The pairing is called nondegenerate if
B(x, y) = 0 for all y ∈ R implies that x = 0, and B(x, y) = 0 for all x ∈ L implies that y = 0.
As in [11], nondegeneracy is sometimes deﬁned by a seemingly stronger pair of demands,
namely that for each (right) A-homomorphism ρ : R −→ A there is a unique x0 ∈ L such that
ρ(y) = B(x0, y) for all y ∈ R, and for each (left) R-homomorphism λ : L → A there is a unique
y0 ∈ R such that λ(x) = B(x, y0) for all x ∈ L. This definition clearly entails the ﬁrst one. When
A is a ﬁnite Frobenius ring and L and R are ﬁnite, the two definitions coincide [2, Theorem 58.8]
(that coincidence is true more generally).
Deﬁnition 5. Let B be a pairing of the left A-module L and the right A-module R. Then for
x ∈ L, x is themember ofR given by y → B(x, y). Similarly, for y ∈ R, y ∈ L is the function
x → B(x, y).
Notice that x(y) = y(x) = B(x, y). Moreover, the maps x → x (for either module) are
A-homomorphisms.
Theorem 6. Let A be a ﬁnite Frobenius ring, let L be a ﬁnite left A-module, and let R be a
ﬁnite right A-module, with L and R paired by a nondegenerate bilinear pairing B. Then L is
isomorphic to R, R is isomorphic to L, and |L| = |R|.
Proof. By the nondegeneracy, x → x provides an A-module injection of L into R and y → y
injects R into L. From these injections and Theorem 2,
|L|  |R| = |R|  |L| = |L|.
Thus all the sizes are the same, and all the injections are isomorphisms. 
Corollary 7. The twodefinitions of nondegeneracy agree for ﬁnitemodules over a ﬁnite Frobenius
ring.
If M is an A-A bimodule (so that a(xb) = (ax)b for a, b ∈ A and x ∈ M), a bilinear pairing
on M × M is called a bilinear form. A bilinear form B is called symmetric if B(x, y) = B(y, x)
and alternating if B(x, y) = −B(y, x), for all x, y ∈ M . When B(x, x) = 0 for all x ∈ M , the
form is symplectic.
A Frobenius algebra can be deﬁned as an F -algebra A over the ﬁeld F that is equipped
with a nondegenerate F -valued bilinear form B which is associative: B(ab, c) = B(a, bc) for
all a, b, c ∈ A. Equivalently, this algebra is characterized by the fact that it has an F -linear
functional tr : A −→ F such that no proper left or right ideal is contained in the kernel of tr. In
fact, given the bilinear formB, the trace tr may be deﬁned as tr(x) := B(1, x), and given the trace
function tr we may deﬁne a bilinear form by B(x, y) := tr(xy). (See [7] again for these various
equivalences.)
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This point of view was extended to arbitrary ﬁnite Frobenius rings in [4, Proposition 2.8]:
Theorem 8. Let A be a ﬁnite Frobenius ring. Then there exists a positive integer t, a unital
embedding i : Zt −→ A, and a surjective Zt -linear mapping tr : A −→ Zt , such that ker(tr)
does not contain any proper left or right ideal of A.
If ω is a primitive complex t th root of unity, and χ is a generating character, the proof of this
proposition shows that the trace is a composition
A
χ−→C∗ logω−→Zt
so tr = logω ◦χ , or χ(y) = ωtr(y). Note however that the trace map is not necessarily canonical
because of the dependence on ω. This is in contrast to the ﬁnite ﬁeld case, where the trace map is
canonical and so invaluable in Galois theory.
The number t in the previous theorem is usually called the characteristic of A. Note that tr
is a trace function in the sense of the paragraph before the theorem. Consequently, every ﬁnite
Frobenius ring of characteristic t possesses (by definition) a nondegenerate Zt -valued associative
bilinear form tr(ab).
The next result is very straightforward to prove and is surelywell-known (compare [6, Example
6.2.6]).
Theorem 9. LetA be a ﬁnite Frobenius ring and let ζ be a nonzero complex number. The function
ψ(x, y) := ζ tr(xy) is a cocycle onA.More generally, ifB is a bilinear form on theA–A bimodule
M,ψ(x, y) = ζ tr(B(x,y)) is a cocycle on M. Further, if L is a left A-module and R is a right A-
module, and L and R are paired by B, then for any additive map f : R → L, the function
ψ(x, y) := ζ tr(B(f (x),y)) is a cocycle on R (and a similar result holds for L).
Proof. The veriﬁcations all rely on the bilinearity of B and the additivity of the trace and the map
f . For example, for the last statement of the theorem we check
ψ(x, y)ψ(x + y, z) = ζ tr(B(f (x),y))ζ tr(B(f (x+y),z))
= ζ tr(B(f (x),y))+tr(B(f (x),z))+tr(B(f (y),z))
and
ψ(x, y + z)ψ(y, z) = ζ tr(B(f (x),y+z)ζ tr(B(f (y),z)
= ζ tr(B(f (x),y)+tr(B(f (x),z)+tr(B(f (y),z)).
Thus ψ(x, y)ψ(x + y, z) = ψ(x, y + z)ψ(y, z), the cocycle equation. 
4. Butson–Hadamard matrices from forms
We now explain how Butson–Hadamard matrices can be constructed using the machinery
we have built. The proof of Theorem 5.1 in [4] carries over to a proof of the next theorem.
When combined with the succeeding cocycle observations in Theorem 9, the theorem generalizes
previous results, such as in [12,13], where the Frobenius ring used is a Galois ring.
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Theorem 10. Let A be a ﬁnite Frobenius ring of characteristic t and let χ be a generating
character for A. Let B : L × R → A be a nondegenerate bilinear pairing for the ﬁnite left
A-module L and ﬁnite right A-module R. Then the matrix H(B) deﬁned by
H(B) = [χ(B(x, y))]L×R
is a BH(t, m) Butson–Hadamard matrix, where m = |L| = |R|.
The equation for m in the theorem follows from Theorem 6.
Example. Here is the example from [12]; see also [6, Theorem 9.10]. Choose A to be Zps where
p is a prime, and let L = R = M be a Galois ring extension of A of dimension r . Let ω be a
primitive complex ps th root of unity, and let σ be the Frobenius automorphism of L; that is,
σ(x0 + px1 + · · · + ps−1xs−1) = xp0 + pxp1 + · · · + ps−1xps−1.
The trace map is deﬁned by Tr(x) =∑ σ i(x), and B(x, y) = Tr(xy) deﬁnes a nondegenerate
bilinear form on M . The Butson–Hadamard matrices constructed in [12,13] are examples of
Theorem 10 applied to these rings and forms.
If L = R = M is an A–A bimodule, then by Theorem 9, the function ψ(x, y) = χ(B(x, y))
is a cocycle on M , and H(B) is a coyclic Butson–Hadamard matrix. However, we can modify
the construction for a one-sided A-module and still obtain a cocyclic Butson–Hadamard matrix,
as follows (we state the result just for a right A-module). If R is a ﬁnite right A-module, then
B : R × R → AwithB(x, y) = x(y) is a nondegenerate pairing (by the result [7, Theorem15.1]
cited in the proof of Theorem 2: x(y) = 0 for all y implies that x = 0). So H(B) is a Butson–
Hadamard matrix. The modiﬁcation arises by taking any additive isomorphism f : R → R,
in line with Theorem 2, and using the matrix H(f ) = [χ(f (x)(y))]R×R . Again the function
ψ(x, y) = χ(f (x)(y)) is a cocycle, by Theorem 9. Thus we have
Corollary 11. Let A be a ﬁnite Frobenius ring of characteristic t with generating character χ.
Let R be a ﬁnite right A-module, and let f : R → R be any additive isomorphism. Then the
matrix
H(f ) = [χ(f (x)(y))]R×R
is a cocyclic BH(t, m) Butson–Hadamard matrix (where m = |R|).
Example. LetA be the ring of 2 × 2matrices overF2, a Frobenius ring of order 16with generating
character χ(μ) = (−1)tr(μ), the usual character for such a ring. Let R be the standard A-module
of row vectors over F2 of length 2 under right multiplication by members of A. For R we use the
column vectors of length 2, taking x(y) = xy (matrix product), and let f (x) = xᵀ. Then H(f )
in the construction is the 4 × 4 matrix in the lower right of this table ([α, β] written as αβ):
x\y 00 01 10 11
00 1 1 1 1
01 1 −1 1 −1
10 1 1 −1 −1
11 1 −1 −1 1
.
Of course, that is the only Hadamard matrix we could get! However we wish to emphasize the
point that this matrix is 4 × 4. The smallest bimodule available for A is A itself, which leads to a
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16 × 16 matrix. So Corollary 11 can lead to smaller Butson–Hadamard matrices than Theorem
10 itself.
It was intimated in [4] that Theorem 10 might be useful in constructing inequivalent Butson–
Hadamard matrices by choosing different rings and forms. In Proposition 5.2 of that paper,
however, symplectic forms in characteristic 2 were shown to yield just Sylvester–Hadamard
matrices. We now generalize this result.
Corollary 3 implies that the construction in Theorem 10 says thatH(B) is simply the character
table of R+ (as well as the transpose of the one for L+). In fact, this observation provides an
alternative proof of Theorem 10. Butson–Hadamard matrices that are character tables of Abelian
groups are called Fourier transform matrices in [6, Example 4.1.2]. Such a matrix for a group M
will be denoted FT(M). These matrices are uniquely determined by their groups.
Theorem 12. Given amatrix in the equivalence class ofFT(M) of theAbelian groupM, the group
M can be recovered from the matrix. In other words, if FT(M1) and FT(M2) are equivalent for
two Abelian groups M1 and M2, then M1 is isomorphic to M2.
Proof. Let H be a matrix in the equivalence class of FT(M). Apart from row and column per-
mutations, we have H = [αχβyχ(y)]M̂×M , where the two functions χ → αχ and y → βy are
the scalings from the diagonal matrices for the equivalence. If we now normalize M by making
row η and column z all 1s, then the (χ, y) entry becomes χ(y − z)/η(y − z) = (χη−1)(y − z)
(M written additively). This new matrix is FT(M) with rows permuted and columns permuted.
That is, we have FT(M) in hand, but without the labelings of the rows and columns. However, the
component-wise product of the columns corresponding to y and y′ is the column corresponding
to y + y′. So the “column group” is isomorphic to M itself. 
Starting with a ﬁnite Abelian groupM , we can produce FT(M) in accordance with Theorem 10
as follows: let t be the exponent ofM and letω = e2πi/t . PutA = Zt , with generating character χ
given by χ(a) = ωa (the kernel of χ is {0}). Then M is an A–A bimodule in the natural way. Let
x → x̂ be a group isomorphism ofM with M̂ and deﬁne the formB onM byB(x, y) = logω x̂(y).
That makes χ(B(x, y)) = x̂(y), just what is needed for FT(M) = H(B).
In summary, we have shown:
Theorem 13. Let A be a ﬁnite Frobenius ring and let B be a nondegenerate pairing of a ﬁnite
left A-module L and a ﬁnite right A-module R. Then the Butson–Hadamard matrix H(B) is
equivalent to the Fourier transform matrix FT(R). Two such matrices (possibly from different
rings) are equivalent if and only if the additive groups of the right modules are isomorphic.
5. Codes meeting the Plotkin bound
Any Frobenius ring R is known to have a natural weight function w : R −→ R called the
homogeneous weight; see [4] for further details. Let γ denote the average homogeneous weight
over R. The Plotkin bound for codes over a Frobenius ring R states that
M  d
d − γ n
for any (n,M, d) code over R such that the denominator is positive.
G. McGuire, H.N. Ward / Linear Algebra and its Applications 430 (2009) 1730–1738 1737
It is interesting to consider codes that meet the Plotkin bound. For binary codes (γ = 1/2)
there is a close connection between codes meeting the Plotkin bound and Hadamard matrices. It
was shown by Levenshtein [8] (see also [14, Theorem 2.4]) that, given (n,M, d) with d > n/2
and M = d/(d − n/2), a binary code with these parameters can be constructed if Hadamard
matrices of certain sizes exist; the papers [9,10] present nonbinary analogues of this result. In [4],
codes meeting the Plotkin bound over general Frobenius rings were brieﬂy studied. The proof of
Theorem 4.3 in [4] gives this result.
Theorem 14. Let A be a ﬁnite Frobenius ring of characteristic t. Let B : L × R → A be a
nondegenerate bilinear pairing for the ﬁnite left A-module L and ﬁnite right A-module R. Let
m = |L| = |R|. Then the rows of the m × (m − 1) matrix C given by
C = [B(x, y)]L×(R−{0})
(the code table) list the elements of a code over A with parameters (m − 1,m, γm) meeting the
Plotkin bound.
If we adopt the point of view suggested in Corollary 11, the matrix C in the theorem can
be displayed as C(R) = [x(y)]R×(R−{0}). Thus C(R) is the matrix X(R) with the column for
y = 0 removed. The corresponding Butson–Hadamard matrix is χ(X(R)). If we employ these
constructions for two right A-modules R1 and R2, we have by Theorem 13 that χ(X(R1)) and
χ(X(R2)) are equivalent exactly when R+1 and R
+
2 are isomorphic. However, the equivalence for
the codes is different:
Theorem 15. The two codes with code tables C(R1) and C(R2) are equivalent if and only if the
A-modules R1 and R2 themselves are isomorphic.
Proof. Equivalence for the codes means that for two permutation matrices P and Q, and a
diagonal matrix D whose entries are units of A, C(R2) = PC(R1)DQ. Certainly if R1 and R2
are isomorphic, the codes are equivalent.
Now suppose that the codesC(R1) andC(R2) are equivalent. The columns ofC(R) are labeled
by all the nonzero members of R. The entry in row x ∈ R for column y is x(y), and scaling
column y by the unit u of A puts x(y)u there. But as x(y)u = x(yu), the scaled column is the
column for yu. Thus column scaling simply permutes the columns, and we can omit D in the
equivalence (on modifying Q appropriately). But now by permuting rows and columns, we can
take C(R1) = C(R2). If we let y ∈ R1 and y′ ∈ R2 label the same column, the map y → y′ (and
0 → 0) produces the desired isomorphism. (This needs the fact, previously used several times,
that x(y) = 0 for all x ∈ R implies that y = 0.) 
Of course, there are many other methods of constructing codes that meet the Plotkin bound
(such as by concatenation [4, Section 4.3]), and the results of this paper say nothing about those.
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