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PARTIAL DISTANCE CORRELATION WITH METHODS FOR
DISSIMILARITIES
GA´BOR J. SZE´KELY AND MARIA L. RIZZO
Abstract. Distance covariance and distance correlation are scalar coefficients
that characterize independence of random vectors in arbitrary dimension. Prop-
erties, extensions, and applications of distance correlation have been discussed
in the recent literature, but the problem of defining the partial distance cor-
relation has remained an open question of considerable interest. The problem
of partial distance correlation is more complex than partial correlation partly
because the squared distance covariance is not an inner product in the usual
linear space. For the definition of partial distance correlation we introduce a
new Hilbert space where the squared distance covariance is the inner prod-
uct. We define the partial distance correlation statistics with the help of this
Hilbert space, and develop and implement a test for zero partial distance cor-
relation. Our intermediate results provide an unbiased estimator of squared
distance covariance, and a neat solution to the problem of distance correlation
for dissimilarities rather than distances.
[2000] Primary: 62H20, 62H15; Secondary: 62Gxx
independence, multivariate, partial distance correlation, dissimilarity, energy sta-
tistics
1. Introduction
Distance covariance (dCov) and distance correlation characterize multivariate
independence for random vectors in arbitrary, not necessarily equal dimension. In
this work we focus on the open problem of partial distance correlation. Our inter-
mediate results include methods for applying distance correlation to dissimilarity
matrices.
The distance covariance, denoted V(X,Y ), of two random vectors X and Y
characterizes independence; that is,
V(X,Y ) ≥ 0
with equality to zero if and only if X and Y are independent. This coefficient is
defined by a weighted L2 norm measuring the distance between the joint charac-
teristic function (c.f.) φ
X,Y
of X and Y , and the product φ
X
φ
Y
of the marginal
c.f.’s of X and Y . If X and Y take values in Rp and Rq, respectively, V(X,Y ) is
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the non-negative square root of
V2(X,Y ) = ‖φ
X,Y
(t, s)− φ
X
(t)φ
Y
(s)‖2w (1.1)
:=
∫
Rp+q
|φ
X,Y
(t, s)− φ
X
(t)φ
Y
(s)|2w(t, s) dt ds,
where w(t, s) := (|t|1+pp |s|1+qq )−1. The integral exists provided that X and Y have
finite first moments. Note that Feuerverger (1993) [5] proposed a bivariate test
based on this idea and applied the same weight function w, where it may have first
appeared.
The following identity is established in Sze´kely and Rizzo [32, Theorem 8, p.
1250]. Let (X,Y ), (X ′, Y ′), and (X ′′, Y ′′) be independent and identically dis-
tributed (iid), each with joint distribution (X,Y ). Then
V2(X,Y ) = E|X −X ′||Y − Y ′|+ E|X −X ′|E|Y − Y ′| (1.2)
− E|X −X ′||Y − Y ′′| − E|X −X ′′||Y − Y ′|,
provided that X and Y have finite first moments. In Section 4 an alternate ver-
sion of (1.2) is defined for X and Y taking values in a separable Hilbert space.
That definition and intermediate results lead to the definition of partial distance
covariance.
We summarize a few key properties and computing formulas below for easy
reference. The distance correlation (dCor) R(X,Y ) is a standardized coefficient,
0 ≤ R(X,Y ) ≤ 1, that also characterizes independence:
R2(X,Y ) =
{ V(X,Y )√
V(X,X)V(Y,Y ) , V(X,X)V(Y, Y ) > 0;
0, V(X,X)V(Y, Y ) = 0.
For more details see [31] and [32]. Properties, extensions, and applications of dis-
tance correlation have been discussed in the recent literature; see e.g. Dueck et al.
[4], Lyons [16], Kong et al. [12], and Li, Zhong, and Zhu [15]. However, there is
considerable interest among researchers and statisticians on the open problem of
a suitable definition and supporting theory of partial distance correlation. Among
the many potential application areas of partial distance correlation are variable se-
lection (see Example 7) and graphical models; see e.g. Wermuth and Cox [37] for
an example of work that motivated the question in that context.
In this work we introduce the definition of partial distance covariance (pdCov)
and partial distance correlation (pdCor) statistics and population coefficients. First,
let us see why it is not straightforward to generalize distance correlation to partial
distance correlation in a meaningful way that preserves the essential properties one
would require, and allows for interpretation and inference.
One could try to follow the definitions of the classical partial covariance and par-
tial correlation that are based on orthogonal projections in a Euclidean space, but
there is a serious difficulty. Orthogonality in case of partial distance covariance and
partial distance correlation means independence, but when we compute the orthog-
onal projection of a random variable onto the condition variable, the “remainder”
in the difference is typically not independent of the condition.
Alternately, the form of sample distance covariance (Definition 1) may suggest
an inner product, so one might think of working in the Hilbert space of double
centered distance matrices (2.1), where the inner product is the squared distance
covariance statistic (2.2). Here we are facing another problem: what would the
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projections represent? The difference D of double centered distance matrices is
typically not a double centered distance matrix of any sample. This does not affect
formal computations, but if we cannot interpret our formulas in terms of samples
then inference becomes impossible.
To overcome these difficulties while preserving the essential properties of distance
covariance, we finally arrived at an elegant solution which starts with defining
an alternate type of double centering called “U-centering” (see Definition 2 and
Proposition 1 below). The corresponding inner product is an unbiased estimator
of squared population distance covariance. In the Hilbert space of “U-centered”
matrices, all linear combinations, and in particular projections, are zero diagonal U-
centered matrices. We prove a representation theorem that connects the orthogonal
projections to random samples in Euclidean space. The corresponding population
coefficients are defined by extension to certain separable Hilbert spaces. Methods
for inference are outlined and implemented, including methods for non-Euclidean
dissimilarities.
Definitions and background for dCov and dCor are summarized in Section 2. The
partial distance correlation statistic is introduced in Section 3, and Section 4 covers
the population partial distance covariance and inference for a test of the hypothesis
of zero partial distance correlation. Examples and Applications are given in Section
5, followed by a Summary in Section 6. Appendix A contains proofs of statements.
2. Background
In this section we summarize the definitions for distance covariance and distance
correlation statistics.
2.1. Notation. Random vectors are denoted with upper case letters and their
sample realizations with lowercase letters. In certain contexts we need to work
with a data matrix, which is denoted in boldface, such as U or V. For example,
the sample distance correlation of a realization from the joint distribution of (X,Y )
is denotedRn(X,Y). The norm |·|d denotes the Euclidean norm when its argument
is in Rd, and we omit the subscript if the meaning is clear in context. A primed
random variable denotes an independent and identically distributed (iid) copy of
the unprimed symbol; so X,X ′ are iid, etc. The pair x, x′ denotes two realizations
of the random variable X. The transpose of x is denoted by xT . Other notation
will be introduced within the section where it is needed.
In this paper a random sample refers to independent and identically distributed
(iid) realizations from the underlying joint or marginal distribution.
2.2. Sample dCov and dCor. The distance covariance and distance correlation
statistics are functions of the double centered distance matrices of the samples.
For an observed random sample {(xi, yi) : i = 1, . . . , n} from the joint distribution
of random vectors X and Y , compute the Euclidean distance matrices (aij) =
(|xi − xj |p) and (bij) = (|yi − yj |q). Define
Âij = aij − a¯i. − a¯. j + a¯.. , i, j = 1, . . . , n, (2.1)
where
a¯i. =
1
n
n∑
j=1
aij , a¯.j ,=
1
n
n∑
i=1
aij , a¯.. =
1
n2
n∑
i,j=1
aij .
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Similarly, define B̂ij = bij − b¯i. − b¯. j + b¯.., for i, j = 1, . . . , n.
remark 1. In previous work, we denoted the double centered distance matrix of a
sample by a plain capital letter, so that Â and B̂ above were denoted by A and B. In
this paper we work with two different methods of centering, so we have introduced
notation to clearly distinguish the two methods. In the first centering above the
centered versions Âij have the property that all rows and columns sum to zero.
Another type of centering, which we will call unbiased or U-centering and denote
by A˜ij in Definition 2 below, has the additional property that all expectations are
zero: that is, E[A˜ij ] = 0 for all i, j. Although this centering has a somewhat more
complicated formula (3.1), we will see in this paper the advantages of the new
centering.
Definition 1. The sample distance covariance Vn(X,Y) and sample distance cor-
relation Rn(X,Y) are defined by
V2n(X,Y) =
1
n2
n∑
i,j=1
ÂijB̂ij . (2.2)
and
R2n(X,Y) =
{ V2n(X,Y)√
V2n(X)V2n(Y)
, V2n(X)V2n(Y) > 0;
0, V2n(X)V2n(Y) = 0.
(2.3)
respectively, where the squared sample distance variance is defined by
V2n(X) = V2n(X,X) =
1
n2
n∑
i,j=1
Â2ij . (2.4)
remark 2. Although it is obvious, it is perhaps worth noting that Vn(X,Y) and
Rn(X,Y) are rigid motion invariant, and they can be defined entirely in terms
of the distance matrices, or equivalently in terms of the double centered distance
matrices. This fact is important for what follows, because as we will see, one
can compute partial distance covariance by operating on certain transformations
of the distance matrices, without reference to the original data that generated
the matrices. (These definitions are not invariant to monotone transformation of
coordinates, such as ranks.)
If X and Y have finite first moments, the population distance covariance coeffi-
cient V2(X,Y ) exists and equals zero if and only if the random vectors X and Y are
independent. Some of the properties of distance covariance and distance correlation
include:
(i) Vn(X,Y) and Rn(X,Y) converge almost surely to V(X,Y ) and R(X,Y ),
as n→∞.
(ii) Vn(X,Y) ≥ 0 and Vn(X) = 0 if and only if every sample observation is
identical.
(iii) 0 ≤ Rn(X,Y) ≤ 1.
(iv) If Rn(X,Y) = 1 then there exists a vector a, a non-zero real number b
and an orthogonal matrix R such that Y = a+bXR, for the data matrices
X and Y.
A consistent test of multivariate independence is based on the sample distance
covariance: large values of nV2n(X,Y) support the alternative hypothesis that X
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and Y are dependent (see [31, 32]). A high-dimensional distance correlation t-test of
independence was introduced by Sze´kely and Rizzo [34]; the tests are implemented
as dcov.test and dcor.ttest, respectively, in the energy package (Rizzo and
Sze´kely, [25]) for R (R Core Team [22]).
The definitions of sample distance covariance and sample distance correlation
can be extended to random samples taking values in any, possibly different, metric
spaces. For defining the population coefficient we need to suppose more (see Lyons
[16]). If X and Y take values in possibly different separable Hilbert spaces and
both X and Y have finite expectations then it remains true that V2(X,Y ) ≥ 0,
and equals zero if and only if X and Y are independent. This implies that the
results of this paper can be extended to separable Hilbert space valued variables.
Extensions and population coefficients pdCov and pdCor are discussed in Section
4. Extending Lyons [16], Sejdinovic et al. [28] discuss the equivalence of distance
based and RKHS-based statistics for testing dependence.
For theory, background, and further properties of the population and sample
coefficients, see Sze´kely, et al. [31], Sze´kely and Rizzo [32], and Lyons [16], and
the references therein. On the weight function applied see also Feuerverger [5] and
Sze´kely and Rizzo [33]. For an overview of recent methods for measuring depen-
dence and testing independence of random vectors, including distance covariance,
readers are referred to Josse and Holmes [10].
3. Partial distance correlation
We introduce partial distance correlation by first considering the sample coeffi-
cient.
3.1. The Hilbert space of centered distance matrices.
Definition 2. Let A = (aij) be a symmetric, real valued n × n matrix with zero
diagonal, n > 2. Define the U-centered matrix A˜ as follows. Let the (i, j)-th entry
of A˜ be defined by
A˜i,j =
 ai,j − 1n−2
n∑`
=1
ai,` − 1n−2
n∑
k=1
ak,j +
1
(n−1)(n−2)
n∑
k,`=1
ak,`, i 6= j;
0, i = j.
(3.1)
Here “U-centered” is so named because as shown below, the corresponding inner
product (3.3) defines an unbiased estimator of squared distance covariance.
Proposition 1. Let (xi, yi), i = 1, . . . , n denote a sample of observations from
the joint distribution (X,Y ) of random vectors X and Y . Let A = (aij) be the
Euclidean distance matrix of the sample x1, . . . , xn from the distribution of X,
and B = (bij) be the Euclidean distance matrix of the sample y1, . . . , yn from the
distribution of Y . Then if E(|X|+ |Y |) <∞, for n > 3,
(A˜ · B˜) := 1
n(n− 3)
∑
i 6=j
A˜i,jB˜i,j (3.2)
is an unbiased estimator of squared population distance covariance V2(X,Y ).
Proposition 1 is proved in Appendix (A.1). It is obvious that A˜ = 0 if all of the
sample observations are identical. More generally, A˜ = 0 if and only if the n sample
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observations are equally distant or at least n− 1 of the n sample observations are
identical.
For a fixed n ≥ 4, we define a Hilbert space Hn generated by Euclidean distance
matrices of arbitrary sets (samples) of n points in a Euclidean space Rp, p ≥ 1.
Consider the linear span Sn of all n× n distance matrices of samples {x1, . . . , xn}.
Let A = (aij) be an arbitrary element in Sn. Then A is a real valued, symmetric
matrix with zero diagonal.
Let Hn = {A˜ : A ∈ Sn} and for each pair of elements C = (Ci,j), D = (Di,j) in
the linear span of Hn define their inner product
(C ·D) = 1
n(n− 3)
∑
i6=j
CijDij . (3.3)
If (C · C) = 0 then (C ·D) = 0 for any D ∈ Hn.
Below in Theorem 2 it is shown that every matrix C ∈ Hn is the U-centered
distance matrix of a configuration of n points in a Euclidean space Rp, where
p ≤ n− 2.
Theorem 1. The linear span of all n×n matrices Hn = {A˜ : A ∈ Sn} is a Hilbert
space with inner product defined by (3.3).
Proof. Let Hn denote the linear span of Hn. If A˜, B˜ ∈ Hn and c, d ∈ R, then
(cA˜ + dB˜)i,j = ˜(cA+ dB)i,j , so (cA˜ + dB˜) ∈ Hn. It is also true that C ∈ Hn
implies that −C ∈ Hn, and the zero element is the n× n zero matrix.
Then since (cA˜+dB˜) = ˜(cA+ dB), for the inner product, we only need to prove
that for A˜, B˜, C˜ ∈ Hn and real constants c, the following statements hold:
(i) (A˜ · A˜) ≥ 0.
(ii) (A˜ · A˜) = 0 only if A˜ = 0.
(iii) ((˜cA) · B˜) = c(A˜ · B˜)
(iv) ((A˜+ B˜) · C˜) = (A˜ · C˜) + (B˜ · C˜).
Statements (i) and (ii) hold because (A˜ · A˜) is proportional to a sum of squares.
Statements (iii) and (iv) follow easily from the definition of Hn, A˜, and (3.3). 
The space Hn is finite dimensional because it is a subspace of the space of all
symmetric, zero-diagonal n× n matrices.
In what follows, Hn denotes the Hilbert space of Theorem 1 with inner product
(3.3), and |A˜| = (A˜, A˜)1/2 is the norm of A˜.
3.2. Sample pdCov and pdCor. From Theorem 1 a projection operator (3.4)
can be defined in the Hilbert space Hn, n ≥ 4, and applied to define partial dis-
tance covariance and partial distance correlation for random vectors in Euclidean
spaces. Let A˜, B˜, and C˜ be elements of Hn corresponding to samples x, y, and z,
respectively, and let
Pz⊥(x) = A˜−
(A˜ · C˜)
(C˜ · C˜) C˜, Pz⊥(y) = B˜ −
(B˜ · C˜)
(C˜ · C˜) C˜, (3.4)
denote the orthogonal projection of A˜(x) onto (C˜(z))⊥ and the orthogonal projec-
tion of B˜(y) onto (C˜(z))⊥, respectively. In case (C˜ · C˜) = 0 the projections are
defined PZ⊥(x) = A˜ and PZ⊥(y) = B˜. Clearly Pz⊥(x) and Pz⊥(y) are elements
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of Hn, their dot product is defined by (3.3), and we can define an estimator of
pdCov(X,Y ;Z) via projections.
Definition 3 (Partial distance covariance). Let (x, y, z) be a random sample ob-
served from the joint distribution of (X,Y, Z). The sample partial distance covari-
ance (pdCov) is defined by
pdCov(x, y; z) = (Pz⊥(x) · Pz⊥(y)), (3.5)
where Pz⊥(x), and Pz⊥(y) are defined by (3.4), and
(Pz⊥(x) · Pz⊥(y)) =
1
n(n− 3)
∑
i 6=j
(Pz⊥(x))i,j(Pz⊥(y))i,j . (3.6)
Definition 4 (Partial distance correlation). Let (x, y, z) be a random sample ob-
served from the joint distribution of (X,Y, Z). Then sample partial distance cor-
relation is defined as the cosine of the angle θ between the ‘vectors’ Pz⊥(x) and
Pz⊥(y) in the Hilbert space Hn:
R∗(x, y; z) := cos θ =
(Pz⊥(x) · Pz⊥(y))
|Pz⊥(x)||Pz⊥(y)|
, |Pz⊥(x)||Pz⊥(y)| 6= 0, (3.7)
and otherwise R∗(x, y; z) := 0.
3.3. Representation in Euclidean space. Sample pdCov and pdCor have been
defined via projections in the Hilbert space generated by U-centered distance ma-
trices. In this section, we start to consider the interpretation of sample pdCov and
sample pdCor.
Since pdCov is defined as the inner product (3.6) of two U-centered matrices,
and (unbiased squared) distance covariance (3.2) is computed as inner product, a
natural question is the following. Are matrices Pz⊥(x) and Pz⊥(y) the U-centered
Euclidean distance matrices of samples of points U and V, respectively? If so, then
the sample partial distance covariance (3.6) is distance covariance of U and V, as
defined by (3.2).
For every sample of points X = [x1, . . . , xn], xi ∈ Rp, there is a U-centered
matrix A˜ = A˜(x) in Hn. Conversely, given an arbitrary element H of Hn, does
there exist a configuration of points U = [u1, . . . , un] in some Euclidean space Rq,
for some q ≥ 1, such that the U-centered Euclidean distance matrix of sample U
is exactly equal to the matrix H? In this section we prove that the answer is yes:
Pz⊥(x), Pz⊥(y) of (3.6), and in general every element in Hn, is the U-centered
distance matrix of some sample of n points in a Euclidean space.
First a few properties of centered distance matrices are established in the follow-
ing lemma.
Lemma 1. Let A˜ be a U-centered distance matrix. Then
(i) Rows and columns of A˜ sum to zero.
(ii) (˜A˜) = A˜. That is, if B is the matrix obtained by U-centering an element
A˜ ∈ Hn, B = A˜.
(iii) A˜ is invariant to double centering. That is, if B is the matrix obtained by
double centering the matrix A˜, then B = A˜.
(iv) If c is a constant and B denotes the matrix obtained by adding c to the
off-diagonal elements of A˜, then B˜ = A˜.
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See Appendix A.3 for proof of Lemma 1.
As Lemma 1(iv) is essential for our results, it becomes clear that we cannot apply
double centering as in the original (biased) definition of distance covariance here.
The invariance with respect to the constant c in (iv) holds for U-centered matrices
but it does not hold for double centered matrices.
An n × n matrix D is called Euclidean if there exist points v1, . . . , vn in a
Euclidean space such that their Euclidean distance matrix is exactly D; that is,
d2ij = |vi − vj |2 = (vi − vj)T (vi − vj), i, j = 1, . . . , n. Necessary and sufficient con-
ditions that D is Euclidean are well known results of classical (metric) MDS. With
the help of Lemma 1, and certain results from the theory of MDS, we can find for
each element H ∈ Hn a configuration of points v1, . . . , vn in Euclidean space such
that their U-centered distance matrix is exactly equal to H.
A solution to the underlying system of equations to solve for the points v is
found in Schoenberg [27] and Young and Householder [38]. It is a classical result
that is well known in (metric) multidimensional scaling. Mardia, Kent, and Bibby
[19] summarize the result in Theorem 14.2.1, and provide a proof. For an overview
of the methodology see also Cox and Cox [3], Gower [7], Mardia [18], and Torgerson
[36]. We apply the converse (b) of Theorem 14.2.1 as stated in Mardia, Kent, and
Bibby [19], summarized below.
Let (dij) be a dissimilarity matrix and define aij = − 12d2ij . Form the double
centered matrix Â = (aij − a¯i. − a¯.j + a¯..). If Â is positive semi-definite (p.s.d.)
of rank p, then a configuration of points corresponding to D̂ can be constructed as
follows. Let λ1 ≥ λ2 ≥ · · · ≥ λp be the positive eigenvalues of Â, with corresponding
normalized eigenvectors v1, . . . , vp, such that v
T
k vk = λk, k = 1, . . . , p. Then if V is
the n× p matrix of eigenvectors, the rows of V are p-dimensional vectors that have
interpoint distances equal to (dij), and Â = V V
T is the inner product matrix of
this set of points. The solution is constrained such that the centroid of the points
is the origin. There is at least one zero eigenvalue so p ≤ n− 1.
When the matrix Â is not positive semi-definite, this leads us to the additive
constant problem, which refers to the problem of finding a constant c such that
by adding the constant to all off-diagonal entries of (dij) to obtain a dissimilarity
matrix Dc, the resulting double centered matrix is p.s.d. Let Âc(d
2
ij) denote the
double centered matrix obtained by double centering − 12 (d2ij + c(1 − δij)), where
δij is the Kronecker delta. Let Âc(dij) denote the matrix obtained by double
centering − 12 (dij + c(1 − δij)). The smallest value of c that makes Âc(d2ij) p.s.d.
is c∗ = −2λn, where λn is the smallest eigenvalue of Â0(d2ij). Then Âc(d2ij) is
p.s.d. for every c ≥ c∗. The number of positive eigenvalues of the p.s.d. double
centered matrix Âc(d
2
ij) determines the dimension required for the representation
in Euclidean space.
However, we require a constant to be added to the elements dij rather than d
2
ij .
That is, we require a constant c, such that the dissimilarities d
(c)
ij = dij + c(1− δij)
are Euclidean. The solution by Cailliez [2] is c∗, where c∗ is the largest eigenvalue
of a 2n× 2n block matrix
[
0 Â0(d
2
ij)
I Â0(dij)
]
,
PARTIAL DISTANCE CORRELATION 9
where 0 is the zero matrix and I is the identity matrix of size n (see Cailliez [2] or
Cox and Cox [3, Sec. 2.2.8] for details). This result guarantees that there exists a
constant c∗ such that the adjusted dissimilarities d(c)ij are Euclidean. In this case
at most n− 2 dimensions are required (Cailliez [2, Theorem 1]).
Finally, given an arbitrary element H of Hn, the problem is to find a configu-
ration of points V = [v1, . . . , vn] such that the U-centered distance matrix of V is
exactly equal to the element H. Thus, if H = (hij) we are able to find points V
such that the Euclidean distance matrix of V equals Hc = (hij +c(1−δij)), and we
need H˜c = H. Now since (cA˜+dB˜) = ˜(cA+ dB), we can apply Lemma 1 to H, and
H˜c = H follows from Lemma 1(ii) and Lemma 1(iv). Hence, by applying classical
MDS with the additive constant theorem, and Lemma 1 (ii) and (iv), we obtain the
configuration of points V such that their U-centered distances are exactly equal to
the element H ∈ Hn. Lemma 1(iv) also shows that the inner product is invariant
to the constant c.
This establishes our theorem on representation in Euclidean space.
Theorem 2. Let H be an arbitrary element of the Hilbert space Hn of U-centered
distance matrices. Then there exists a sample v1, . . . , vn in a Euclidean space of
dimension at most n− 2, such that the U-centered distance matrix of v1, . . . , vn is
exactly equal to H.
remark 3. The above details also serve to illustrate why a Hilbert space of double
centered matrices (as applied in the original, biased statistic V2n) is not applicable
for a meaningful definition of partial distance covariance. The diagonals of double
centered distance matrices are not zero, so we cannot get an exact solution via
MDS, and the inner product would depend on c. Another problem is that while V2n
is always non-negative, the inner product of projections could easily be negative.
Methods for Dissimilarities. In community ecology and other fields of application,
it is often the case that only the (non-Euclidean) dissimilarity matrices are available
(see e.g. the genetic distances of Table 3). Suppose that the dissimilarity matrices
are symmetric with zero diagonal. An application of Theorem 2 provides methods
for this class of non-Euclidean dissimilarities. In this case, Theorem 2 provides
that there exists samples in Euclidean space such that their U-centered Euclidean
distance matrices are equal to the dissimilarity matrices. Thus, to apply distance
correlation methods to this type of problem, one only needs to obtain the Euclidean
representation. Existing software implementations of classical MDS can be applied
to obtain the representation derived above. For example, classical MDS based on
the method outlined in Mardia [18] is implemented in the R function cmdscale,
which is in the stats package for R. The cmdscale function includes options to apply
the additive constant of Cailliez [2] and to specify the dimension. The matrix of
points V is returned in the component points. For an exact representation, we
can specify the dimension argument equal to n− 2.
Example 1. To illustrate application of Theorem 2 for non-Euclidean dissimilarities,
we computed the Bray-Curtis dissimilarity matrix of the iris setosa data, a four-
dimensional data set available in R. The Bray-Curtis dissimilarity defined in Cox
and Cox [3, Table 1.1] as
δij =
1
p
∑
k |xik − xjk|∑
k(xik + xjk)
, xi, xj ∈ Rp,
10 GA´BOR J. SZE´KELY AND MARIA L. RIZZO
is not a distance since it does not satisfy the triangle inequality. A Bray-Curtis
method is available in the distance function of the ecodist package for R [6]. We
find a configuration of 50 points in R48 that have U-centered distances equal to the
U-centered dissimilarities. The MDS computations are handled by the R function
cmdscale. Function Ucenter, which implements U-centering, is in the R package
pdcor [26].
> x <- iris[1:50, 1:4]
> iris.d <- distance(x, method="bray-curtis")
> AU <- Ucenter(iris.d)
> v <- cmdscale(as.dist(AU), k=48, add=TRUE)$points
The points v are a 50× 48 data matrix, of 50 points in R48. Next we compare the
U-centered distance matrix of the points v with the original object AU from Hn:
> VU <- Ucenter(v)
> all.equal(AU, VU)
[1] TRUE
The last line of output shows that the points v returned by cmdscale have U-
centered distance matrix VU equal to our original element AU of the Hilbert space.

Example 1 shows that the sample distance covariance can be defined for dissimi-
larities via the inner product in Hn. Alternately one can compute V2n(U,V), where
U, V are the Euclidean representations corresponding to the two U-centered dis-
similarity matrices that exist by Theorem 2. Using the corresponding definitions of
distance variance, sample distance correlation for dissimilarities is well defined by
(3.8) or R2n(U,V). Similarly one can define pdCov and pdCor when one or more
of the dissimilarity matrices of the samples is not Euclidean distance. However, as
in the case of Euclidean distance, we need Theorems 3-4 in Section 4 to define the
corresponding population coefficients, and develop a test of independence.
3.4. Simplified computing formula for pdCor. Let
R∗x,y :=
{
(A˜·B˜)
|A˜||B˜| , |A˜||B˜| 6= 0;
0, |A˜||B˜| = 0,
(3.8)
where A˜ = A˜(x), B˜ = B˜(y) are the U-centered distance matrices of the samples
x and y, and |A˜| = (A˜ · A˜)1/2. The statistics R∗x,y and R∗(x, y; z) take values
in [−1, 1], but they are measured in units comparable to the squared distance
correlation R2n(X,Y).
Proposition 2. If (1− (R∗x,z)2)(1− (R∗y,z)2) 6= 0, a computing formula for R∗x,y;z
in Definition (3.7) is
R∗x,y;z =
R∗x,y −R∗x,zR∗y,z√
1− (R∗x,z)2
√
1− (R∗y,z)2
. (3.9)
See Appendix A.2 for a proof.
Equation (3.9) provides a simple and familiar form of computing formula for the
partial distance correlation. The computational algorithm is easily implemented,
as summarized below.
Algorithm to compute partial distance correlation R∗x,y;z from Euclidean distance
matrices A = (|xi − xj |), B = (|yi − yj |), and C = (|zi − zj |):
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(i) Compute the U-centered matrices A˜, B˜, and C˜, using
A˜i,j = ai,j − ai.
n− 2 −
a.j
n− 2 +
a..
(n− 1)(n− 2) , i 6= j,
and A˜i,i = 0.
(ii) Compute inner products and norms using
(A˜ · B˜) = 1
n(n− 3)
∑
i6=j
A˜i,jB˜i,j , |A˜| = (A˜ · A˜)1/2
and R∗x,y, R
∗
x,z, and R
∗
y,z using R
∗
x,y =
(A˜·B˜)
|A˜||B˜| .
(iii) If R2x,z 6= 1 and R2y,z 6= 1
R∗x,y;z =
R∗x,y −Rx,zR∗y,z√
1− (R∗x,z)2
√
1− (R∗y,z)2
,
otherwise apply the definition (3.7).
Note that it is not necessary to explicitly compute the projections, when (3.9)
is applied. The above algorithm has a straightforward translation to code; see e.g.
the pdcor package [26] for an implementation in R.
4. Population Coefficients and Inference
4.1. Population coefficients. The population distance covariance has been de-
fined in terms of the joint and marginal characteristic functions of the random
vectors. Here we give an equivalent definition following Lyons [16], who generalizes
distance correlation to separable Hilbert spaces. Instead of starting with the dis-
tance matrices (aij) = (|xi− xj |p) and (bij) = (|yi− yj |q), the starting point of the
population definition are the bivariate distance functions a(x, x′) := |x − x′|p and
b(y, y′) = |y − y′|q, where x, x′ are realizations of the random variables X and y, y′
are realizations of the random variable Y .
We can also consider the random versions. Let X ∈ Rp and Y ∈ Rq be random
variables with finite expectations. The random distance functions are a(X,X ′) :=
|X−X ′|p and b(Y, Y ′) = |Y −Y ′|q. Here the primed random variable X denotes an
independent and identically distributed (iid) copy of the variable X, and similarly
Y, Y ′ are iid.
The population operations of double centering involves expected values with
respect to the underlying population random variable. For a given random variable
X with cdf FX , we define the corresponding double centering function with respect
to X as
ÂX(x, x
′) := a(x, x′)−
∫
Rp
a(x, x′)dFX(x′)−
∫
Rp
a(x, x′)dFX(x) (4.1)
+
∫
Rp
∫
Rp
a(x, x′)dFX(x′)dFX(x),
provided the integrals exist.
Here ÂX(x, x
′) is a real valued function of two realizations ofX, and the subscript
X references the underlying random variable. Similarly for X,X ′ iid with cdf FX ,
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we define the random variable ÂX as an abbreviation for ÂX(X,X
′), which is a
random function of (X,X ′). Similarly we define
B̂Y (y, y
′) := b(y, y′)−
∫
Rq
b(y, y′)dFY (y′)−
∫
Rq
b(y, y′)dFY (y)
+
∫
Rq
∫
Rq
b(y, y′)dFY (y′)dFY (y),
and the random function B̂Y := B̂Y (Y, Y
′).
Now for X,X ′ iid, and Y, Y ′ iid, such that X,Y have finite expectations, the
population distance covariance V(X,Y ) is defined by
V2(X,Y ) := E[ÂX B̂Y ]. (4.2)
The definition (4.2) of V2(X,Y ) is equivalent to the original definition (1.1). How-
ever, as we will see in the next sections, (4.2) is an appropriate starting point to
develop the corresponding definition of pdCov and pdCor population coefficients.
More generally, we can consider dissimilarity functions a(x, x′). In this paper, a
dissimilarity function is a symmetric function a(x, x′) : Rp×Rp → R with a(x, x) =
0. The corresponding random dissimilarity functions a(X,X ′) are random variables
such that a(X,X ′) = a(X ′, X), and a(X,X) = 0.
Double centered dissimilarities are formally defined by the same equations as
double centered distances in (4.1).
We also define the population counterpart of U-centering. If x = x′, or Pr(X =
x) = 1, or Pr(X = x′) = 1, or Pr(X = X ′) = 1 then A˜X(x, x′) := 0. Otherwise
A˜X(x, x
′) := a(x, x′)−
∫
a(x, x′)dFX(x′)
Pr(X ′ 6= x) (4.3)
−
∫
a(x, x′)dFX(x)
Pr(X 6= x′) +
∫∫
a(x, x′)dFX(x′)dFX(x)
Pr(X 6= X ′) .
We denote by A˜X the random variable: A˜X := A˜X(X,X
′).
Note that for continuous X, the population definition (4.3) of U-centering is the
same as population double centering (4.1) with the diagonal set to zero.
For Theorem 3 in Section 4.2, we need the invariance of U-centering with respect
to the addition of a constant to all but the self-dissimilarities. Let a(c)(x, x′) denote
the modified dissimilarity function obtained by adding the constant c to all but the
self-dissimilarities of a(x, x′). Similarly A˜(c)X (x, x
′) and A˜(c)X = A˜
(c)
X (X,X
′) are the
modified U-centered functions with respect to X, where population U-centering is
defined by (4.3).
Lemma 2 (Invariance). Let X ∈ Rp with finite expectation and let a(x, x′) : Rp ×
Rp → R be a dissimilarity function such that a(x, x′) = O(|x|+ |x′|). Then for all
constants c ∈ R,
A˜
(c)
X (x, x
′) = A˜X(x, x′),
for all x ∈ Rp, x′ ∈ Rp.
See the appendix (A.4) for a proof of Lemma 2.
The following lemma establishes that linear combinations of U-centered dissim-
ilarities are U-centered dissimilarities.
PARTIAL DISTANCE CORRELATION 13
Lemma 3. Suppose that X ∈ Rp, Y ∈ Rq, a(x, x′) is a dissimilarity on Rp × Rp,
and b(y, y′) is a dissimilarity on Rq × Rq. Let A˜X(x, x′) and B˜Y (y, y′) denote the
dissimilarity obtained by U-centering a(x, x′) and b(y, y′), respectively. Then if c1
and c2 are real scalars,
c1A˜X(x, x
′) + c2B˜Y (y, y′) = D˜T (t, t′),
where T = [X,Y ] ∈ Rp × Rq, and D˜T (t, t′) is the result of U-centering d(t, t′) =
c1a(x, x
′) + c2b(y, y′).
See Appendix A.5 for the proof.
The linear span of U-centered distance functions A˜X(x, x′) is a subspace of the
space of U-centered dissimilarity functions with the property a(x, x′) = O(|x|+|x′|).
In this case all integrals in (4.3) and A˜X are finite if X has finite expectation. The
linear span of the random functions A˜X for random vectors X with E|X| < ∞ is
clearly a linear space, such that the linear extension of (4.2)
E[A˜XB˜Y ] = V2(X,Y )
to the linear span is an inner product space or pre-Hilbert space; its completion
with respect to the metric arising from its inner product
(A˜X · B˜Y ) := E[A˜XB˜Y ] (4.4)
(and norm) is a Hilbert space which we denote by H.
Once we have a Hilbert space we can apply similar projections as in Section 2 to
arrive at the definition of population partial distance covariance, which is formally
the same as (3.9).
4.2. Representation theorems for the population case. Let X ∈ Rp, be a
random variable with cdf FX , and denote by x, x
′ two realizations of X. In the
following, `2 consists of all square summable sequences {xi}∞i=1, together with inner
product (x · y) = ∑i=1∞ xiyi. This defines a separable Hilbert space, which is a
measure space with respect to the sigma algebra of Borel sets.
Theorem 3. Suppose that X ∈ Rp is a random variable with finite fourth moment,
a(x, x′) : Rp×Rp → R is a dissimilarity function with a(x, x′) = O(|x|+ |x′|). Then
for all x in Rp, there exists a
Ψ(x) = (Ψ1(x),Ψ2(x), . . . ) ∈ `2, Ψk(x) ∈ L2(Rp), k = 1, 2, . . . ,
such that the U-centered function of the distance |Ψ(x) − Ψ(x′)| with respect to X
at (X,X ′) equals A˜X(X,X ′) with probability one.
Proof. Let d(x, x′) = − 12a2(x, x′) and let D̂X(x, x′) denote the result of double
centering d(x, x′) as defined in (4.1). Let Ψk(x) ∈ L2(Rp), k = 1, 2, . . . , be an
eigenfunction of the integral operator with kernel D̂X(x, x
′). That is, there exist
λk ∈ R, k = 1, 2, . . . , such that∫
D̂X(x, x
′)Ψ(x)dFX(x) = λkΨk(x′).
If the operator with kernel D̂X(x, x
′) is positive semi-definite, all eigenvalues λk,
k = 1, 2, . . . , are nonnegative. In this case let Ψk, k = 1, 2, . . . be the eigenfunctions
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that have positive eigenvalues λk > 0. Normalize Ψk such that its squared norm is∫
Ψ2k(x)dFX(x) = λk. Then by extension of MDS if a(x, x
′) ≥ 0,
a(x, x′) = |Ψ(x)−Ψ(x′)| =
{∑
k
(Ψk(x)−Ψk(x′))2
}1/2
,
which is the distance between the `2 vectors Ψ(x) and Ψ(x
′).
If D̂X(x, x
′) is not positive semi-definite, we need to solve a version of the addi-
tive constant problem, restated for the population case. We just need to suppose
that a(x, x′) is a nonnegative dissimilarity function such that a(x, x′) = O(|x|+|x′|).
Nonnegativity of a(x, x′) can be replaced by bounded from below because a suffi-
ciently large c can be chosen to make the modified distances a(c)(x, x′) nonnegative.
Although the function a(c)(x, x′) depends on c, as in the finite (sample) case, the
U-centered distance function A˜(c)X (x, x′) does not depend on c by our Lemma 2.
To prove the existence of c∗ in the population additive constant problem, we
need to check that the eigenvalue sequence λk is bounded. This property of the
eigenvalue sequence follows from the theory of Hilbert–Schmidt integral operators if
we can guarantee that the integral operator is compact (see e.g. Riesz and Sz.-Nagy
[24, Chapter VI]). This compactness is guaranteed if E[(D̂X(X,X
′))2] <∞, which
is true if E[|X|4] <∞ because D̂X(x, x′) is essentially a quadratic function. From
the spectral theory of compact integral operators we know that
D̂X(x, x
′) =
∑
k
Ψk(x)Ψk(x
′)
in the L2 convergence sense and thus
E[D̂X(X,X)] =
∑
k
E[Ψk(X)
2] =
∑
k
λk <∞.
It is also true that E[Ψ(X)] = 0, because E[D̂X(x,X)] = 0 a.s.
The kernel ÂX(x, x
′) also defines a compact integral operator and when a(x, x′)
is Euclidean distance, ÂX(x, x
′) is actually the same as the negative of the kernel
h(x, x′) in Sze´kely and Rizzo [35, Eq.8.1]. There we have also seen that the se-
quence of eigenvalues is not only bounded, the sum of the nonnegative eigenvalues
is also finite. As in the finite (sample) case if a(x, x′) ≥ 0 the boundedness of the
eigenvalues of D̂X(x, x
′) and ÂX(x, x′) imply that c∗ is finite.
After this what might not be clear is the following. If the function a(x, x′) can
take negative values and if a(x, x′) is not bounded from below, then we cannot
simply add a big enough constant to all off-diagonal values to make all of them
nonnegative. In this case we can use the randomness of a(X,X ′) and the fact that
P (|X| > c)→ 0 as c→ +∞. If we add a constant c to all {a(x, x′) : x 6= x′} then
the corresponding Ψ(c)(X) is stochastically bounded; that is, P (|Ψ(c)(X)| > C)→ 0
as C →∞. This implies the existence of an accumulation point Ψ(X), in the sense
that there exists a sequence Ck →∞ as k →∞ such that P (|Ψ(X)−Ψ(Ck)(X)| >
)→ 0 for arbitrary small  > 0. 
We can now formulate the definition of population partial distance correlation
and an important theorem on the population version of partial distance covariance.
Assume that X,Y, Z satisfy the hypotheses of Theorem 3.
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Definition 5 (Population partial distance covariance). Introduce the scalar coeffi-
cients
α :=
V2(X,Z)
V2(Z,Z) , β :=
V2(Y,Z)
V2(Z,Z) .
If V2(Z,Z) = 0 define α = β = 0. The U-centered projections of A˜X and B˜Y onto
the orthogonal complement of C˜Z in our Hilbert space H are defined
PZ⊥(X) := A˜X(X,X
′)− αC˜Z(Z,Z ′), PZ⊥(Y ) := B˜Y (Y, Y ′)− βC˜Z(Z,Z ′),
or in short PZ⊥(X) = A˜X −αC˜Z and PZ⊥(Y ) = B˜Y − βC˜Z , where C˜Z denotes U-
centered with respect to the random variable Z. These formulas are the population
counterparts of (3.4).
The population partial distance covariance is defined by the inner product
(PZ⊥(X) · PZ⊥(Y )) := E[(A˜X − αC˜Z) · (B˜Y − βC˜Z)].
Definition 6 (Population pdCor). Population partial distance correlation is defined
R∗(X,Y ;Z) := (PZ⊥(X) · PZ⊥(Y ))|PZ⊥(X)||PZ⊥(Y )|
,
where |PZ⊥(X)| = (PZ⊥(X) · PZ⊥(X))1/2. If |PZ⊥(X)||PZ⊥(Y )| = 0 we define
R∗(X,Y ;Z) = 0. If α = β = 0, we have (PZ⊥(X) · PZ⊥(Y )) = E[A˜X · B˜Y ] =
V2(X,Y ), and R∗(X,Y ;Z) = R∗(X,Y ).
Since orthogonality in the space of U-centered distance functions means inde-
pendence, we have the following representation theorem for the population.
Theorem 4. Suppose that X,Y, Z are arbitrary random vectors taking values in
not-necessarily identical Euclidean spaces, and X,Y, Z have finite fourth moments.
Let α, and β be the scalars introduced in Definition 5. Then there exist `2-valued
random variables U and V with finite second moments, such that:
(i) The U-centered distance function of U with respect to (X,Z) at
((X,Z), (X ′, Z ′)) equals A˜X − αC˜Z with probability one.
(ii) The U-centered distance function of V with respect to (Y,Z) at
((Y, Z), (Y ′, Z ′)) equals B˜Y − βC˜Z with probability one.
(iii) The random variables U and V are independent of Z.
(iv) pdCov(X,Y ;Z) = (U · V ) and pdCor(X,Y ;Z) = 0 if and only if U and
V are independent.
Proof. By Theorem 3 and Lemma 3 there exists a Borel function Ψ∗ : Rp+r → `2
whose U-centered distance function with respect to (X,Z) at ((X,Z), (X ′, Z ′)) is
equal to A˜X − αC˜Z with probability one. Introduce U := Ψ∗(X,Z). Similarly
define V . The random variables U and V have finite second moments and they are
independent of Z, because ((A˜X − αC˜Z) · C˜Z) = 0 and ((B˜Y − βC˜Z) · C˜Z) = 0.
Finally,
((A˜X − αC˜Z) · (B˜Y − βC˜Z)) = 0
if and only if U and V are independent. 
More generally, as discussed above, Theorem 4 holds for X,Y, Z in separable
Hilbert spaces.
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4.3. Discussion. Let us rephrase Theorem 4 for easier interpretation. We can say
that a random variable U represents a dissimilarity function d if the U-centered
distance function of U with respect to some random variable W at (W,W ′) is
the same as the U-centered d with respect to W at (W,W ′). Using this language,
Theorem 4 means the following. Under the conditions of the theorem one can always
find two random variables, U and V , such that they represent the dissimilarity
functions A˜X(x, x
′) − αC˜Z(z, z′) and B˜X(y, y′) − βC˜Z(z, z′), respectively, both U
and V are independent of Z, and pdCor(X,Y ;Z) = 0 if and only if U and V are
independent. Thus if we measure the dependence of X and Y with Z “removed”
by considering the residuals A˜X(x, x
′)−αC˜Z(z, z′) and B˜Y (y, y′)−βC˜Z(z, z′), they
can be represented by random variables U and V , respectively, such that U, V are
independent if and only if pdCor(X,Y ;Z) = 0.
One does not always need the `2 valued random variables U and V for a represen-
tation, however. For example, if X, Y , and Z are real valued random variables that
are jointly Gaussian, then we know that the “residuals” are also jointly Gaussian;
therefore instead of `2 valued random variables U and V it is sufficient to work with
certain linear combinations of X,Y, Z and they are also jointly Gaussian random
variables.
Theorem 4 is a generalization of a classical result on partial correlation (pcor)
for multivariate Gaussian distributions: pcor(X,Y ;Z) = 0 if and only if X and Y
are conditionally independent given Z. See Baba, Shibata and Sibuya (2004) [1].
As this property does not hold for the general case, Theorem 4 is an important
result for non-Gaussian distributions.
Partial distance correlation is a scalar quantity that captures dependence, while
conditional inference (conditional distance correlation) is a more complex notion
as it is a function of the condition. Although one might hope that partial distance
correlation R∗(X,Y ;Z) = 0 if and only if X, and Y are conditionally independent
given Z, this is, however, not the case. Both notions capture overlapping aspects
of dependence, but mathematically they are not equivalent. To see this observe
that R∗(X,Y ;Z) = 0 if and only if R∗(X,Y ) = R∗(X,Z)R∗(Y, Z). With the
help of this equation one can construct examples that show R∗(X,Y ;Z) = 0 is not
equivalent to conditional independence of X and Y given Z.
4.4. Inference. We have defined partial distance correlation, which is bias cor-
rected and has an informal interpretation, but we also want to determine whether
R∗(x, y; z) is significantly different from zero, which is not a trivial problem. Al-
though theory and implementation for a consistent test of multivariate indepen-
dence based on distance covariance is available [31, 25], clearly the implementation
of the test by randomization is not directly applicable to the problem of testing for
zero partial distance correlation.
Since pdCor(X,Y ;Z) = 0 if and only if pdCov(X,Y ;Z) = 0, we develop a test
for H0 : pdCov(X,Y ;Z) = 0 vs H1 : pdCov(X,Y ;Z) 6= 0 based on the inner
product (Pz⊥(x) · Pz⊥(y)). Unlike the problem of testing independence of X and
Y , however, we do not have the distance matrices or samples corresponding to the
projections Pz⊥(x) and Pz⊥(y). For a test we need to consider that Pz⊥(x) and
Pz⊥(y) are arbitrary elements of Hn.
We have proved (Theorem 2) that Pz(x) can be represented as the U-centered
distance matrix of some configuration of n points U in a Euclidean space Rp,
p ≤ n − 2, and that Pz(y) has such a representation V in Rq, q ≤ n − 2. Hence,
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a test for pdCov(X,Y ;Z) = 0 can be defined by applying the distance covariance
test statistic V2n(U,V). The resulting test procedure is practical to apply, with
similar computational complexity as the original dCov test of independence. One
can apply the test of independence implemented by permutation bootstrap in the
dcov.test function of the energy package [25] for R. Alternately a test based on
the inner product (3.5) is implemented in the pdcor [26] package.
5. Examples and Applications
In this section we summarize simulation results for tests of the null hypothesis of
zero partial distance correlation and two applications. We compared our simulation
results with two types of tests based on linear correlation. Methods for dissimilari-
ties are illustrated using data on genetic distances for samples of maize in Example
6, and variable selection is discussed in Example 7.
5.1. Partial distance covariance test. The test for zero partial distance corre-
lation is a test of whether the inner product (PZ⊥(X) · PZ⊥(Y )) of the projections
is zero. We obtain the corresponding samples U,V such that the U-centered dis-
tances of U and V are identical to Pz(x) and Pz(y), respectively, using classical
(metric) MDS. We used the cmdscale function in R to obtain the samples U and
V in both cases. The pdcov test applies the inner product of the double centered
distance matrices of U and V as the test statistic. Alternately, one could apply
the original dcov test, to the joint sample (U,V). These two test statistics are
essentially equivalent, but the pdcov test applies an unbiased statistic defined by
(3.3), while the dcov test applies a biased statistic, nV2n(U,V) (2.2). Both tests
are implemented as permutation tests, where for a test of pdCor(X,Y ;Z) = 0 the
sample indices of the X sample are randomized for each replicate to obtain the
sampling distribution of the test statistic under the null hypothesis.
The term ‘permutation test’ is sometimes restricted to refer to the exact test,
which is implemented by generating all possible permutations. Except for very
small samples, it is not computationally feasible to generate all permutations, so a
large number of randomly generated permutations are used. This approach, which
we have implemented, is sometimes called a randomization test to distinguish it
from an exact permutation test.
In our simulations the pdcov and dcov tests for zero partial distance correlation
were equivalent under null or alternative hypotheses in the sense that the type 1
error rates and estimated power agreed to within one standard error. In power
comparisons, therefore, we reported only the pdcov result.
5.2. Partial correlation. The linear partial correlation r(x, y; z) measures the
partial correlation between one dimensional data vectors x and y with z removed
(or controlling for z). The sample partial correlation coefficient is
r(x, y; z) =
r(x, y)− r(x, z)r(y, z)√
(1− r(x, z)2)(1− r(y, z)2) , (5.1)
where r(x, y) denotes the linear (Pearson) sample correlation. The partial corre-
lation test is usually implemented as a t test (see e.g. Legendre [13, p. 40]). In
examples where x, y, z are one dimensional, we have included the partial corre-
lation t-test in comparisons. However, for small samples and some non-Gaussian
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data, the type 1 error rate is inflated. In cases where type 1 error rate of pcor was
not controlled we did not report power.
5.3. The partial Mantel test. The partial Mantel test is a test of the hypothesis
that there is a linear association between the distances of X and Y , controlling for
Z. This extension of the Mantel test [17] was proposed by Smouse, et al. [29] for
a partial correlation analysis on three distance matrices. The Mantel and partial
Mantel tests are commonly applied in community ecology (see e.g. Legendre and
Legendre [14]), population genetics, sociology, etc.
Let U1, U2, U3 denote the upper triangles of the n×n distance matrices of the X,
Y and Z samples, respectively. Then the partial Mantel test statistic is the sample
linear partial correlation between the n(n− 1)/2 elements of U1 and U2 controlling
for U3. Let u1, u2, u3 be the corresponding data vectors obtained by representing
U1, U2, U3 as vectors. The partial Mantel statistic is r(u1, u2;u3), computed using
formula (5.1).
Since ui are not iid samples, the usual t test is not applicable, so the partial
Mantel test is usually implemented as a permutation (randomization) test. See
Legendre [13] for a detailed algorithm and simulation study comparing different
methods of computing a partial Mantel test statistic. Based on the results reported
by Legendre, we implemented the method of permutation of the raw data. The
algorithm is given in detail on page 44 by Legendre [13], and it is very similar to the
algorithm we have applied for the energy tests (pdcov and dcov tests for zero pdCor).
This method (permutation of raw data) for the partial Mantel test is implemented
in the ecodist package [6] and also the vegan package [20] for R. For simulations, the
mantel function in the ecodist package, which is implemented mainly in compiled
code, is much faster than the mantel or mantel.partial functions in the vegan
package, which are implemented in R.
remark 4. Both the pdcov and partial Mantel (Mantel) tests are based on distances.
One may ask “is distance covariance different or more general than covariance of
distances?” The answer is yes; it can be shown that
dCov2(X,Y ) = Cov(|X −X ′|, |Y − Y ′|)− 2 Cov(|X −X ′|, |Y − Y ′′|),
where (X,Y ), (X ′, Y ′), and (X ′′, Y ′′) are iid. The dcov tests are tests of inde-
pendence of X and Y (dCov2(X,Y ) = 0), while the Mantel test is a test of the
hypothesis Cov(|X −X ′|, |Y − Y ′|) = 0. An example of dependent data such that
their distances are uncorrelated but dCov2(X,Y ) > 0 is given e.g. by Lyons [16].
Thus, distance covariance tests are more general than Mantel tests, in the sense
that distance covariance measures all types of departures from independence.
5.4. Simulation design. In each permutation test R = 999 replicates are gener-
ated and the estimated p-value is computed as
p̂ =
1 +
∑R
k=1 I(T
(k) ≥ T0)
1 +R
,
where I(·) is the indicator function, T0 is the observed value of the test statistic,
and T (k) is the statistic for the k-th sample. The test is rejected at significance
level α if p̂ ≤ α. The partial correlation test (pcor) is also included for comparison.
It is implemented as a t-test [11].
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Type 1 error rates and estimated power are determined by a simulation size of
10,000 tests in each case; for n = 10 the number of tests is 100,000. The standard
error is at most 0.005 (0.0016 for n = 10).
Example 2. This example is a comparison of type 1 error on uncorrelated standard
normal data. The vectors X, Y , and Z are each iid standard normal. Results
summarized in Table 1 show that type 1 error rates for pdcov, dcov, and partial
Mantel tests are within two se of the nominal significance level, while type 1 error
rates for pcor are inflated for n = 10, 20.
Table 1. Example 2: Type 1 error rates at nominal significance
level α for uncorrelated standard trivariate normal data.
n α pdcov dcov Mantel pcor α pdcov dcov Mantel pcor
10 0.05 0.051 0.051 0.050 0.090 0.10 0.101 0.102 0.100 0.143
20 0.05 0.048 0.048 0.051 0.064 0.10 0.098 0.100 0.100 0.120
30 0.05 0.052 0.051 0.047 0.059 0.10 0.095 0.097 0.098 0.107
50 0.05 0.051 0.051 0.051 0.058 0.10 0.104 0.104 0.106 0.105
100 0.05 0.049 0.050 0.048 0.057 0.10 0.100 0.100 0.096 0.105
Example 3. This example is the same as Example 2 except that the X variable is
standard lognormal rather than standard normal. Results summarized in Table 2
demonstrate that the type 1 error rates are controlled at their nominal significance
level for pdcov, dcov, and partial Mantel tests (all implemented as permutation
tests), while the pcor t test has inflated type 1 error rates for n ≤ 30.
Results for type 1 error in Examples 2 and 3 are also summarized in Figures 1(a)
and 1(b), respectively, for significance level α = 0.10.
Table 2. Example 3: Type 1 error rates at nominal significance
level α for uncorrelated non-normal data. The partial distance cor-
relation and other statistics are computed for standard lognormal
X and standard normal Y , removing standard normal Z.
n α pdcov dcov Mantel pcor α pdcov dcov Mantel pcor
10 0.05 0.052 0.053 0.050 0.090 0.10 0.103 0.103 0.099 0.142
20 0.05 0.049 0.050 0.054 0.071 0.10 0.101 0.102 0.102 0.122
30 0.05 0.049 0.049 0.047 0.062 0.10 0.104 0.104 0.099 0.112
50 0.05 0.050 0.051 0.047 0.058 0.10 0.104 0.104 0.097 0.108
100 0.05 0.051 0.052 0.048 0.054 0.10 0.101 0.101 0.097 0.106
Example 4. In this example, power of tests is compared for correlated trivariate
normal data with standard normal marginal distributions. It is a modification
of Example 2 such that the variables X, Y , and Z are each correlated standard
normal. The pairwise correlations are ρ(X,Y ) = ρ(X,Z) = ρ(Y,Z) = 0.5. The
power comparison summarized in Figure 2(a) shows that pdcor has higher power
than pcor or partial Mantel tests. The simulation parameters are identical to those
described for type 1 error simulations.
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Figure 1. Type 1 error rates for partial distance covariance, in-
ner product (dcov) test, partial Mantel test, and partial correlation
test, at significance level α = 0.10. Figure (a) summarizes Exam-
ple 2 (uncorrelated standard normal data). Figure (b) summarizes
Example 3 (uncorrelated non-normal data).
Example 5. This example presents a power comparison for correlated non-normal
data. It is a modification of Example 3 such that the variables X, Y , and Z are
each correlated, X is standard lognormal, while Y and Z are each standard normal.
The pairwise correlations are ρ(logX,Y ) = ρ(logX,Z) = ρ(Y, Z) = 0.5. The power
comparison summarized in Figure 2(b) shows that pdcor has higher power than pcor
or partial Mantel tests. The simulation parameters are identical to those described
for type 1 error simulations. Again the pdcov test has superior power performance.
The relative performance of the pcor and partial Mantel tests are reversed (partial
Mantel test with lowest power) in this example compared with Example 4.
Example 6. In this example, we compute distance correlation for dissimilarities
and apply the distance covariance inner product test. The data are two sets of
dissimilarities for seven maize populations from Piepho [21], originally from Reif et
al. [23]. The two dissimilarity arrays are given in Table 3, with genetic distance by
simple sequence repeats, modified Roger’s distances below the diagonal and mid-
parent heterosis for days to silking of crosses above the diagonal. Note: comparing
with Reif et al. [23, Tables 2, 4], there is an error in row 2, column 5 of Piepho [21,
Table 2], where the coefficient for (Pop21, Pop29) should be 0.4, not -0.4.
Piepho [21] compared two tests for association between the matrices; the two-
sided t-test based on Pearson’s correlation of distances, and the permutation Mantel
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Figure 2. Power comparisons for partial distance covariance,
partial Mantel test, and partial correlation test at significance level
α = 0.10. Figure (a) summarizes Example 4 (correlated standard
normal data). Figure (b) summarizes Example 5 (correlated non-
normal data).
Table 3. Dissimilarities for Example 6: Two genetic distances for
seven maize populations from Reif et al. [23].
Pool24 Pop21 Pop22 Pop25 Pop29 Pop32 Pop43
Pool24 0.50 -0.40 0.70 -0.30 -0.70 -1.30
Pop21 0.22 -0.40 -0.40 0.40 -0.70 -1.20
Pop22 0.20 0.22 -0.60 -1.50 -1.20 -1.80
Pop25 0.22 0.27 0.25 -0.90 -0.90 -0.50
Pop29 0.22 0.24 0.23 0.26 -0.70 -0.20
Pop32 0.27 0.30 0.28 0.26 0.28 -0.90
Pop43 0.25 0.29 0.27 0.28 0.27 0.32
test with 100,000 permutations. Piepho found that the tests lead to different de-
cisions. The Pearson correlation r = −0.44 had p-value 0.0466 for a two-sided
t-test, which is significant at the 5% level. The permutation Mantel test gave a
non-significant p-value of 0.1446. The different conclusions may be due to fact that
the t test applied for the Mantel statistic is on the liberal side.
We repeated the analysis and also use the data to illustrate the application of
dCor and the inner product test to dissimilarities. Using the cor.test function in
R we compute sample correlation r = −0.4388 and a two-sided p-value of .04662.
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For the permutation Mantel test, we used the ecodist implementation of Mantel
test. The three reported p-values are for the alternative hypotheses ρ ≤ 0, ρ ≥ 0,
and ρ 6= 0, respectively, so for a two tailed Mantel test we have p-value 0.14370.
ecodist::mantel(dy ~ dx, nperm = 1e+05, nboot = 0)
## mantelr pval1 pval2 pval3 llim ulim
## -0.43875 0.92562 0.07486 0.14370 0.00000 0.00000
The distance covariance inner product test can be applied to dissimilarities fol-
lowing the method that we developed for partial distance covariance. Starting with
the two dissimilarities which we stored in matrices d1 and d2, we U-center them,
obtain the two representations in Euclidean space, and apply the inner product
test. If we need only the distance correlation statistic R∗xy, this can be computed
by the Rxy function in pdcor package, which implements formula (3.8).
AU <- Ucenter.mat(d1)
BU <- Ucenter.mat(d2)
u <- cmdscale(as.dist(AU), add = TRUE, k = 5)$points
v <- cmdscale(as.dist(BU), add = TRUE, k = 5)$points
Rxy(u, v)
[1] -0.2734559
The function dcovIP.test in the pdcor package [26] for R implements the inner
product dCov test. Alternately one could apply the original dCov test to the points
in the Euclidean space.
dcovIP.test(u, v, R = 9999)
##
## dCov inner product test of independence
##
## data: replicates 9999
## n * V^* = -0.0124, p-value = 0.832
## sample estimates:
## R^*
## -0.2735
The dCov inner product test is not significant, with p-value 0.832.
This example illustrates that the distance correlation or distance covariance in
the Hilbert space Hn is readily applied to measuring or testing dependence between
samples represented by dissimilarities. It is more general than a test of association
such as the Mantel test, as we have shown in Remark 4.
Example 7 (Variable selection). This example considers the prostate cancer data
from a study by Stamey et al. [30], and is discussed in Hastie, Tibshirani, and
Friedman [8, Ch. 3] in the context of variable selection. The data is from men who
were about to have a radical prostatectomy. The response variable lpsa measures
log PSA (log of the level of prostate-specific antigen). The predictor variables under
consideration are eight clinical measures:
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lcavol log cancer volume
lweight log prostate weight
age age
lbph log of the amount of benign prostatic hyperplasia
svi seminal vesicle invasion
lcp log of capsular penetration
gleason Gleason score
pgg45 percent of Gleason scores 4 or 5
Here the goal was to fit a linear model to predict the response lpsa given one
or more of the predictor variables above. The train/test set indicator is in the
last column of the data set. For comparison with the discussion and analysis in
Hastie et al. [8], we standardized each variable, and used the training set of 67
observations for variable selection.
Feature screening by distance correlation has been investigated by Li et al. [15].
In this example we introduce a partial distance correlation criterion for variable
selection. For simplicity, we implement a simple variant of forward selection. This
criterion, when applied for a linear model, can help to identify possible impor-
tant variables that have strong non-linear association with the response, and thus
help researchers to improve a linear model by transforming variables or improve
prediction by extending to a nonlinear model.
In the initial step of pdCor forward selection, the first variable to enter the
model is the variable xj for which distance correlation Rxj ,y with response y is
largest. After the initial step, we have a model with one predictor xj , and we
compute pdCor(y, xk;xj), for the variables xk 6= xj not in the model, then select
the variable xk for which pdCor(y, xk;xj) is largest. Then continue, at each step
computing pdCor(y, xj ;w) for every variable xj not yet in the model, where w is
the vector of predictors currently in the model. The variable to enter next is the
one that maximizes pdCor(y, xj ;w).
According to the pdCor criterion, the variables selected enter the model in the
order:
lcavol, lweight, svi, gleason, lbph, pgg45.
If we set a stopping rule at 5% significance for the pdCor coefficient, then we stop
after adding lbph (or possibly after adding pgg45 ). At the step where gleason and
lbph enter, the p-values for significance of pdCor are 0.016 and 0.001, respectively.
The p-value for pgg45 is approximately 0.05.
The models selected by pdCor, best subset method, and lasso (Hastie et al. [8,
Table 3.3, p. 63]) are:
pdCor: lpsa ∼ lcavol + lweight + svi + gleason;
best subsets: lpsa ∼ lcavol + lweight ;
lasso: lpsa ∼ lcavol + lweight + svi + lbph.
The order of selection for ordinary forward stepwise selection (Cp) is
lcavol, lweight, svi, lbph, pgg45, age, lcp, gleason.
Comparing pdCor forward selection with lasso and forward stepwise selection,
we see that the results are similar, but gleason is not in the lasso model and enters
last in the forward stepwise selection, while it is the fourth variable to enter the
pdCor selected model. The raw Gleason Score is an integer from 2 to 10 which is
used to measure how aggressive is the tumor, based on a prostate biopsy. Plotting
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the data (see Figure 3) we can observe that there is a strong non-linear relation
between gleason and lpsa.
This example illustrates that partial distance correlation has practical use in
variable selection and in model checking. If we were using pdCor only to check
the model selected by another procedure, it would show in this case that there
is some nonlinear dependence remaining between the response and the predictors
excluded from the lasso model or the best subsets model. Using the pdCor selection
approach, we also learn which of the remaining predictors may be important.
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Figure 3. Scatter plot of response lpsa vs Gleason score with a
loess smoother.
Finally, it is useful to recall that pdCor has more flexibility to handle predictors
that are multi-dimensional. One may want groups of variables to enter or leave the
model as a set. It is often the case that when dimension of the feature space is
high, many of the predictor variables are highly correlated. In this case, methods
such as Partial Least Squares are sometimes applied, where a small set of derived
predictors (linear combinations of features) become the predictor variables. Using
methods of partial distance correlation, one could evaluate the subsets (as predictor
sets) without reducing the multivariate observation to a real number via linear
combination. The pdCor coefficient can be computed for multivariate predictors
(and for multivariate response).
6. Summary
Partial distance covariance and partial distance correlation coefficients are mea-
sures of dependence of two random vectors X, Y , controlling for a third random
vector Z, where X, Y , and Z are in arbitrary, not necessarily equal dimensions.
These definitions are based on an unbiased distance covariance statistic, replac-
ing the original double centered distance matrices of the original formula with U-
centered distance matrices. The U-centered distance covariance is the inner product
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in the Hilbert space Hn of U-centered distance matrices for samples of size n, and
it is unbiased for the squared population distance covariance.
Each element in the Hilbert Hn is shown to be the U-centered distance matrix
of some configuration of n points in a Euclidean space Rp, p ≤ n − 2. The proof
and the solution are obtained through application of theory of classical MDS. This
allows one to define dCor and dCov for dissimilarity matrices, and provides a sta-
tistically consistent test of independence based on the inner product statistic. This
methodology also provides a similar test of the hypothesis of zero partial distance
correlation based on the inner product.
All pdCor and pdCov methods have been implemented and simulation studies
illustrate that the tests control the type 1 error rate at its nominal level. Power
performance was superior compared with power of partial correlation and partial
Mantel tests for association. Methods have been implemented and illustrated for
non-Euclidean dissimilarity matrices. A ‘pdCor forward selection’ method was
applied to select variables for a linear model, with a significance test as the stopping
rule. More sophisticated selection methods will be investigated in future work.
With the flexibility to handle multivariate response and/or multivariate predictor,
pdCor offers a new method to extend the variable selection toolbox. Software is
available in the energy [25] package for R, and the pdcor [26] package for R.
Appendix A. Proofs of statements
A.1. Proof of Proposition 1. Proposition 1 asserts that (A˜ · B˜) is an unbiased
estimator of the population coefficient V2(X,Y ). When the terms of (A˜ · B˜) are
expanded, we have a linear combination of terms aijbkl. The expected values of
these terms differ according to the number of subscripts that agree. Define
α := E[akl] = E[|X −X ′|], β := E[bkl] = E[|Y − Y ′|], k 6= l,
δ := E[aklbkj ] = E[|X −X ′||Y − Y ′′|], j, k, l distinct,
γ := E[aklbkl] = E[|X −X ′||Y − Y ′|], k 6= l,
where (X,Y ), (X ′, Y ′), (X ′′, Y ′′) are iid. Due to symmetry, the expected value of
each term in the expanded expression (A˜ · B˜) is proportional to one of αβ, δ, or γ,
so the expected value of (A˜ · B˜) can be written as a linear combination of αβ, δ,
and γ.
The population coefficient can be written as (see [32, Theorem 7])
V2(X,Y ) = E[|X −X ′||Y −Y ′|] + E[|X −X ′|]E[|Y −Y ′|]− 2E[|X −X ′||Y −Y ′′|]
= γ + αβ − 2δ.
Let us adopt the notation a˜k. :=
ak.
n−2 , a˜.l :=
a.l
n−2 , and a˜.. :=
a..
(n−1)(n−2) , where
ak. =
∑n
l=1 akl, a.l =
∑n
k=1 akl, and a.. =
∑n
k,l=1 akl. Similarly define b˜k., b˜.l, and
b˜... Then
n(n− 3)(A˜ · B˜) =
∑
k 6=l

aklbkl −aklb˜k. −aklb˜.l +aklb˜..
−a˜k.bkl +a˜k.b˜k. +a˜k.b˜.l −a˜k.b˜..
−a˜.lbkl +a˜.lb˜k. +a˜.lb˜.l −a˜.lb˜..
+a˜..bkl −a˜..b˜k. −a˜..b˜.l +a˜..b˜..

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=
∑
k 6=l
aklbkl −
∑
k
ak.b˜k. −
∑
l
a. lb˜. l +a..b˜..
−∑
k
a˜k.bk. +(n− 1)
∑
k
a˜k.b˜k. +
∑
k 6=l
a˜k.b˜. l −(n− 1)
∑
k
a˜k.b˜..
−∑
l
a˜. lb. l +
∑
k 6=l
a˜. lb˜k. +(n− 1)
∑
l
a˜. lb˜. l −(n− 1)
∑
l
a˜. lb˜..
+a˜..b.. −(n− 1)
∑
k
a˜..b˜k. −(n− 1)
∑
l
a˜..b˜. l +n(n− 1)a˜..b˜...
Let
T1 =
∑
k 6=l
aklbkl, T2 = a..b.., T3 =
∑
k
ak.bk..
Then
n(n− 3)(A˜ · B˜) =

T1 − T3n−2 − T3n−2 + T2(n−1)(n−2)
− T3n−2 + (n−1)T3(n−2)2 + T2−T3(n−2)2 − T2(n−2)2
− T3n−2 + T2−T3(n−2)2 + (n−1)T3(n−2)2 − T2(n−2)2
+ T2(n−1)(n−2) − T2(n−2)2 − T2(n−2)2 + nT2(n−1)(n−2)2

= T1 − T2
(n− 1)(n− 2)2 −
2T3
n− 2 .
It is easy to see that E[T1] = n(n− 1)γ. By expanding the terms of T2 and T3,
and combining terms that have equal expected values, one can obtain
E[T2] = n(n− 2){(n− 2)(n− 3)αβ + 2γ + 4(n− 2)δ},
and
E[T3] = n(n− 1){(n− 2)δ + γ}.
Then
E[(A˜ · B˜)] = 1
n(n− 3)E
[
T1 − T2
(n− 1)(n− 2)2 −
2T3
n− 2
]
=
1
n(n− 3)
{
n3 − 5n2 + 6n
n− 2 γ + n(n− 3)αβ + (6n− 2n
2)δ
}
= γ + αβ − 2δ = V2(X,Y ).

A.2. Proof of Proposition 2. Here the inner product is (3.3) and the ‘vectors’ are
U-centered elements of the Hilbert space Hn. Equation (3.9) can be derived from
(3.7) using similar algebra with inner products as used to obtain the representation
〈xz⊥ , yz⊥〉√〈xz⊥ , xz⊥〉〈yz⊥ , yz⊥〉 = rxy − rxzryz√1− r2xz√1− r2yz .
for the linear correlation r (see e.g. Huber [9]). The details for pdCor are as follows.
If either |A˜| or |B˜| = 0 then (A˜, B˜) = 0 so by definition R∗(x, y; z) = 0, R∗xzR∗yz = 0,
and (3.9) is also zero.
If |A˜||B˜| 6= 0 but |C˜| = 0, then R∗x,z = R∗y,z = 0. In this case Pz⊥(x) = A˜ and
Pz⊥(y) = B˜, so that
R∗(x, y; z) =
(Pz⊥(x) · Pz⊥(y))
|Pz⊥(x)||Pz⊥(y)|
=
(A˜ · B˜)
|A˜||B˜| = R
∗
xy,
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which equals expression (3.9) since R∗x,z = R
∗
y,z = 0.
Suppose that none of |A˜|, |B˜|, |C˜| are zero. Then
R∗(x, y; z) = (Pz⊥(x) · Pz⊥(y))
=
({
A˜− (A˜ · C˜)
(C˜ · C˜) · C˜
}
·
{
B˜ − (B˜ · C˜)
(C˜ · C˜) · C˜
})
= (A˜ · B˜)− 2(A˜ · C˜)(B˜ · C˜)
(C˜ · C˜) +
(A˜ · C˜)(B˜ · C˜)(C˜ · C˜)
(C˜ · C˜)2
= |A˜||B˜|
{
(A˜ · B˜)
|A˜||B˜| −
(A˜ · C˜)(B˜ · C˜)
|A˜||C˜||B˜||C˜|
}
= |A˜||B˜|{R∗xy −R∗xzR∗yz} .
Similarly, in the denominator of (3.7) we have√
|A˜|2 (1− (R∗xz)2) |B˜|2
(
1− (R∗yz)2
)
= |A˜||B˜|
√
(1− (R∗xz)2)(1− (R∗yz)2).
Thus, if the denominator of (3.7) is not zero, the factor |A˜||B˜| cancels from the
numerator and denominator and we obtain (3.9). 
A.3. Proof of Lemma 1. The sum of the first row of A˜ is
A˜1. =
n∑
j=2
(
a1j − a1.
n− 2 −
a.j
n− 2 +
a..
(n− 1)(n− 2)
)
= a1. − (n− 1)a1.
n− 2 −
a.. − a.1
n− 2 +
(n− 1)a..
(n− 1)(n− 2) = 0.
Similarly each of the rows of A˜ sum to zero, and by symmetry the columns also
sum to zero, which proves statement (i).
Statements (ii) and (iii) follow immediately from (i). In (iv) let bij be the ij-th
element of B. Then bii = 0, and for i 6= j, bij = A˜ij + c. Hence bi. = b.j = (n− 1)c,
i 6= j and b.. = n(n− 1)c. Therefore
B˜ij = bij − 2(n− 1)c
n− 2 +
nc
n− 2 = A˜ij + c+
(2− n)c
n− 2 = A˜ij , i 6= j,
which proves (iv). 
A.4. Proof of Lemma 2. For x = x′ we have A˜X(x, x) := 0 and A˜
(c)
X (x, x) = 0
by definition. Write a(c)(x, x′) = a(x, x′) + cI(x 6= x′), where I( · ) is the indicator
function. Suppose that Pr(X = x) < 1, Pr(X = x′) < 1, and Pr(X = X ′) < 1.
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Then applying definition (4.3), we have
A˜
(c)
X (x, x
′) = a(x, y) + c− E[a(x,X
′) + cI(X ′ 6= x)]
Pr(X ′ 6= x)
− E[a(X,x
′) + cI(X 6= x′)]
Pr(X 6= x′) +
E[a(X,X ′) + cI(X 6= X ′)]
Pr(X 6= X ′)
= a(x, y) + c− E[a(x,X
′)] + cPr(X ′ 6= x)
Pr(X ′ 6= x)
− E[a(X,x
′)] + cPr(X 6= x′)]
Pr(X 6= x′) +
E[a(X,X ′)] + cPr(X 6= X ′)
Pr(X 6= X ′)
= a(x, x′)− Ea(x,X
′)
Pr(X ′ 6= x) −
Ea(X,x′)
Pr(X 6= x′) +
Ea(X,X ′)
Pr(X 6= X ′)
= A˜X(x, x
′).
Since a(x, x′)+cI(x 6= x′) is a symmetric dissimilarity such that a(x, x) = 0, for the
cases P (X 6= x′) = 0, P (X ′ 6= x) = 0, and P (X 6= X ′) = 0 we have A˜(c)X (x, x′) =
A˜X(x, x
′) = 0, by definition of U-centering. 
A.5. Proof of Lemma 3. It is clear that c1A˜X(x, x
′) is identical to the U-centered
version of the dissimilarity c1a(x, x
′). It remains to show that the sum of two
arbitrary elements A˜X(x, x
′) + B˜Y (y, y′) is a U-centered dissimilarity function.
Let T = [X,Y ] ∈ Rp×Rq. Consider the dissimilarity function d(t, t′) := a(x, x′)+
b(y, y′), where t = [x, y] and t′ = [x′, y′]. Then for t 6= t′, Pr(T 6= t′) > 0,
Pr(T 6= t) > 0, and Pr(T 6= T ′) > 0,
D˜X(t, t
′) = a(x, x′) + b(y, y′)−
∫
[a(x, x′) + b(y, y′)]I(t 6= t′)dFT (t′)
Pr(T ′ 6= t)
−
∫
[a(x, x′) + b(y, y′)]I(t 6= t′)dFT (t)
Pr(T 6= t′)
+
∫∫
[a(x, x′) + b(y, y′)]I(t 6= t′)dFT (t′)dFT (t)
Pr(T 6= T ′)
= a(x, x′) + b(y, y′)− E[a(x,X ′) + b(y, Y ′)|T ′ 6= t]
− E[a(X,x′) + b(Y, y′)|T 6= t′] + E[a(X,X ′) + b(Y, Y ′)|T 6= T ′].
Thus
D˜X(t, t
′) = a(x, x′) + b(y, y′)− E[a(x,X ′)|X ′ 6= x]− E[b(y, Y ′)|Y ′ 6= y]
− E[a(X,x′)|X 6= x′]− E[b(Y, y′)|Y 6= y′]
+ E[a(X,X ′)|X 6= X ′] + E[b(Y, Y ′)|Y 6= Y ′]
= A˜X(x, x
′) + B˜Y (y, y′).
If t = t′, or Pr(T = t′) = 1, or Pr(T = t) = 1, or Pr(T = T ′) = 1, then by
definition D˜X(t, t
′) = 0. In any of these cases we have by definition that A˜X(x, x′) =
0 and B˜Y (y, y
′) = 0, so
D˜X(t, t
′) = A˜X(x, x′) + B˜Y (y, y′)
holds for all (x, x′) and (y, y′).

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