Ultra wideband (UWB) radio for communication has several challenges. From the physical layer perspective, a signaling technique should be optimally designed to work in synergy with the underneath hardware to achieve maximum performance. In this paper, we propose a variant of pulse position modulation (PPM) for physical layer signaling, which can achieve raw bitrate in excess of 150 Mbps on a low complexity in-house developed impulse radio UWB platform. The signaling system is optimized to maximize bitrate under practical constraints of low complexity hardware and regulatory bodies. We propose a detector and derive its theoretical performance bounds and compare the performance in simulation in terms of symbol error rates (SER). Modifications to the signaling, which can increase the range by 4 times with a slight increase in hardware complexity, is proposed. Detectors for this modification and a comparative study of the performance of the proposed UWB physical layer signaling schemes in terms of symbol error rates are discussed.
http://jwcn.eurasipjournals.com/content/2014/1/158 (a) (b) Figure 1 Iconic model of the in-house developed impulse radio UWB-platform of size 6 × 4 cm. Iconic model of the in-house developed impulse radio UWB-platform of size 6 × 4 cm for ranging and communication working in the 6-GHz regime with separate RX and TX antennas from Greenwave Scientific (details available at [19] ).
sub-nanosecond pulses using step recovery diode (SRD), as described in [15] . The characterization and modeling of the UWB platform for a distance measurement system can be found in [16, 17] . A detailed architectural description and experimental ranging result from a prototype of the platform have been published in [18] . The power and range of the transceiver can be easily traded by controlling the amplitude, duty cycle, and number of pulses per bit of transmission. There are several commercial companies which develop IR-UWB products, including [20] [21] [22] [23] [24] . Companies like DecaWave and BeSpoon develop 802. 15 .4a standard specific IR-UWB products [23, 25] . The physical layer signals of these UWB radios are defined by the standard. There are some companies like Time Domain and Ubisense which develop non-standard or custom-made communication and localization solutions [26, 27] . In these UWB radios, the physical layer signaling does not adhere to any standards. The work proposed in this paper considers a methodology to maximize the communication rate through custom physical layer signaling, subject to hardware, and regulatory constraints.
The main motivation for the work is from the requirement that many UWB applications need to perform localization and communication using the same radio module [6, 28] . The UWB radios of Time Domain and Ubisense both have localization and communication capabilities; however, these radios have minimal communication capabilities of few Kbps and physical layer signaling in them is not made public. This paper is also motivated by the fact that extensive research can be found on the design of hardware platforms and algorithms for localization and communication strategies in [6, 18, 29] , However, how to optimize the physical layer signaling for communication in view of constraints from cost-effective hardware and regulatory bodies is not a well studied problem. The achievable bitrate for the proposed methods in this paper depends on the hardware parameters of the UWB platform. The proposed methods suggest that the in-house developed UWB radio shown in Figure 1 can achieve bitrates up to 150 Mbps. The in-house UWB platform uses pulse round-trip time (RTT) for localization. It has a range of about 10 m with an accuracy of 30 cm in practical scenarios. It has a digital processing section based on a field-programmable gate array (FPGA), which interfaces with analog UWB sections to generate required analog pulsed waveforms for transceiver operation. The modulator and demodulator algorithms proposed in this paper can be programmed in FPGA, for processing UWB communication signals. This paper proposes two signaling schemes with one requiring higher complexity in modulation and demodulation, however can increase the range by nearly 4 times without compromising on the bitrate. This is believed to have an interest in its own right, as it corresponds to (or outperforms) today's state of the art. Although the work considers the in-house developed UWB radio (Figure 1 ) for demonstrating the techniques, the results are of general importance which can enable engineers to follow similar methodology to exploit the hardware and spectrum to achieve a higher possible range and bitrate.
In this context, through this paper we propose a method for communication using low-cost and low complexity hardware architecture which can perform ranging, localization, and communication. The main contributions of this paper are summarized below:
• A method to design a custom physical layer signaling to maximize the data rate by optimal choice of modulation parameters, given the constraints from hardware and regulatory bodies, is illustrated. An algorithm for such a modulator with no memory between symbols called a no-memory modulator is proposed. http://jwcn.eurasipjournals.com/content/2014/1/158
• A spectrally more efficient modulator, which can improve the range of the communication by introducing the memory between symbols called with-memory modulator, is proposed. This has a marginal increase in complexity of modulator and demodulator algorithms with an increase in range by 4 times.
• A no-memory modulator is analyzed by deriving an expression for the symbol error rate (SER) performance. A detector algorithm for the no-memory modulator is proposed, and its SER performance is verified through simulation.
• The detector algorithm for the with-memory modulator is proposed and detector performance of no-memory and with-memory signaling are compared in simulation.
This paper is organized as follows: In Section 2, we discuss the system model and pulse shapes used in the impulse radio. Section 3 discusses UWB constraints. Section 4 is on low complexity UWB hardware platform for localization and communication, and Section 5 details the design of physical layer signal construction and modulator algorithms. Section 6 describes detectors and their performance in terms of symbol error rates. Finally, Section 7 details the conclusions from the design and results demonstrated.
Pulse construction and system model
A wide range of pulse shapes have been explored for UWB communication from rectangular to Gaussian [30] . Gaussian pulses and their derivatives, usually called monopulses, are effective due to the ease of construction and good resolution in both time and frequency. In many cost-effective hardware designs, these shapes are generated without any dedicated circuits. A simple transistor or diode, which is turned 'on' and 'off ' to generate a narrow rectangular pulse, will form an approximate Gaussian shape due to the imperfections in micro-electronic design [31] .
The time domain Gaussian pulse with mean μ and variance σ 2 can be written as
A more useful form of this equation for system design is defined in [31] . This is a scaled version of (1) with zero mean and variance τ 2 /4π. This is given by
In a typical UWB device, when the signal passes through the UWB antenna, it will have a differentiation effect on the signal. A similar effect is observed when the receiver receives the pulses. The first-and second-order Gaussian pulses are given by
For analytical and simulation analysis, we have used the power normalized second-order Gaussian pulse as shown in (5) .
Several modulation techniques are proposed in the literature using narrow pulses [12, 32] . Primarily, they are variants of pulse position modulation (PPM), binary phase shift keying (BPSK) or on-off keying (OOK). Since our objective is to employ low complexity hardware structure to perform synchronized ranging and communication, a variant of PPM-based signaling for communication is used. This can reuse the hardware structure (having round trip time (RTT) calculation logic for ranging) for detection and demodulation of physical layer signal. This is further illustrated in Section 4.
The system model comprises of three parts; transmitter, channel, and receiver, as shown in Figure 2 . The transmitter generates the PPM variant signal. This is a modified pulse specified in [12] with 1 symbol per pulse and no time hopping. The transmitted output signal is given by
where T S is the symbol period, d n is the n-th symbol is a parameter coming from the constraints of the typical UWB hardware which will be explained later, is the modulation index, and log 2 M is the modulation order. Though in our model each symbol is defined by one pulse, it can be easily extended to multiple pulses for each symbol so that communication rate and detectability can be traded.
In UWB applications which use ranging for localization, the detectors rely on the first arriving path or line of sight (LOS); this is in contrast to traditional channel measurement and modeling. However, for extremely short distance high-speed communication with highly directional antennas, we can adopt a deterministic single path channel [8] . These short distance high-speed UWB applications include transferjet and wireless USB (wUSB). The message information is embedded in the time axis of PPM signals. Due to the high time resolution of UWB signals, the performance of the system is sensitive to the timing jitter and synchronization [33, 34] . The effect of channel, imperfect timing/synchronization, and receiver front end thermal noise will cause errors while demodulating the PPM signals. We combine the effect of channel, imperfect timing/synchronization, together with receiver front end to introduce a random jitter (shift on time axis) along with noise n(t) as shown in (7). For analytical and simulation purposes, we assume Gaussian distribution with zero mean and variance σ 2 j for jitter [35] . Thus, the received signal is given by
where E r is the energy of the received pulse, j(n) ∼ N 0, σ 2 j is the random jitter in the received signal, and n(t) is the receiver noise on the received signal.
The third part of the system model is the detector/demodulator, which demodulates the signal represented in (7) . In the signal model, a single-user UWB system with no multiple access interference is assumed. However, it is straightforward to extend the techniques proposed in this paper for multi-user system.
In the subsequent sections, we will show how to optimally design the modulator and detector to the constraints of hardware and regulatory bodies. We will also evaluate the theoretical performance of the demodulator for the chosen modulator. In the next section, we will discuss some of the challenges in transmission and detection of UWB pulses from the regulatory bodies and hardware perspective.
UWB constraints
The FCC regulation is one of the most popular regulations for UWB, and most of the regulations in other countries are derived from this regulation. The FCC regulations, [3] , define a UWB system as any intentional radiator having an absolute 10-dB bandwidth greater than 500 MHz or a relative bandwidth greater than 20%. Since UWB systems have to co-exist with other narrowband technologies, the compliance requirements from regulatory bodies for UWB systems are very stringent to ensure that they do not interfere with the existing narrowband systems. This makes the design of UWB for communication challenging. These requirements are generally specified through constraints on maximal average power P av and maximal peak power P pk . The average power, P av , is measured using a spectrum analyzer (SA) with resolution bandwidth (RBW) B av = 1 MHz. Maximal average power constraints are specified through spectral masks. Figure 3 shows the FCC mandated spectral mask for indoor UWB emissions. P pk should not exceed 0 dBm when measured using an SA with RBW set to 50 MHz.
The pulse repetition rate (PRF) (that is, 1/T S in (6)) of the IR-UWB signal plays a significant role on how the UWB device impacts other narrowband receivers in its range; these receivers are called victim receivers [3] . If the PRF is larger than the bandwidth of the victim receiver, then the emission may appear as noise like to the victim receiver. This effect is proportional to the average power of the UWB signal within the receiver's bandwidth. If pulse rate is smaller than the victim receiver's bandwidth, then UWB signal would appear like impulse noise to the victim receiver and the effect is proportional to the peak power of the UWB signal. Thus, at low PRF the output levels are constrained by the limit on peak emission levels and at high PRF by the limit on average emission levels [3] .
In [36] , the authors specify the existence of two distinct regimes where only one of the two power constraints are active for the IR-UWB signal. For PRF less than 1 MHz, peak constraints are active; for PRF greater than 1 MHz, average power constraints are active. The signaling proposed in this paper is optimized for high-rate data communication and hence, high PRF is assumed as 1 MHz yielding only the average power constraint relevant.
UWB hardware
Larger bandwidth of ultra wideband signals also enables suboptimal receiver designs, which are more efficient from cost and complexity perspective. Some of these lowcost designs can be found at [18, 37] . In this correspondence, we propose the hardware architecture platform of [18] for communication. The modulator algorithm on FPGA will generate control signals required to trigger the step recovery diode to generate UWB pulses. On the receive side, the transceiver has an energy detector; whenever the signal energy crosses crosses a certain threshold, it sends a 'Start/Stop' signal to time-to-digital converter (TDC). TDC measures the interval between the pulses, http://jwcn.eurasipjournals.com/content/2014/1/158 which carries information in the PPM variant physical layer signaling. This information is further processed by the demodulator algorithm on FPGA to demodulate the symbol. Estimating the round-trip time on unmodulated signal can be used to localize objects as discussed in [18] . Thus, this low complexity transceiver can be used for both localization and communication [38] .
In general, in a low complexity UWB transmitter, it is not possible to transmit arbitrary close pulses because of the recovery time required for the micro-electronic devices used in them. This creates a constraint on the signaling that the pulses need to be separated by at least a minimum distance equal to the recovery time. This is the reason for having the γ n in (6) . Also, at the detector it is not possible to resolve between arbitrarily close pulses. Thus, the modulation index in (6) cannot be arbitrarily small.
Modulator
A periodic train of impulses will result in a spectral comb formation in the power spectral density (PSD). This results in an inefficient usage of power and reduces the range of UWB nodes as the spectral peaks can cross the power levels specified in Figure 3 . One way to overcome the spectral comb formation is to randomize the pulse interval. As an illustrative example, we can choose the probability density function (PDF) of pulse repetition period T PRT as a uniform distribution given by
O t h e r w i s e .
Here T, which is T S is the pulse width of the pulses. T PRT is varied from T instead of 0 to avoid collision between pulses. The train of these pulses is shown in Figure 4a and its power spectrum is shown in Figure 4b . For this kind of signaling on average, the pulse rate will be close to 1/T S and the power spectrum will be smooth, as shown in Figure 4b (T S = 18 ns, T = 1 ns).
As discussed in Section 4, it is not possible from the hardware perspective to generate arbitrarily close pulses. Also, from the detector perspective it is not possible to resolve the timing between arbitrarily close pulses. For example, in the hardware architecture proposed in [18] , the step recovery diode used in the transmitter has a fixed recovery time, preventing the generation of close pulses; and TDC used in the detector has a fixed time resolution, preventing the detection of close pulses. One way to design the signaling is to have γ n in (6) equal to the minimum separation needed between the pulses T ms , and modulation index in (6) equal to the detectors sensitivity (TDC time resolution). Thus, the resulting transmitted signal assuming 1 symbol per pulse is given by Figure 5 shows the illustration of this signaling. Each symbol has a fixed gap of T ms in the beginning between [0, T ms ] and the modulated RF pulse in the interval M between (T ms , T S ]. If log 2 M is the modulation order, then the symbol time T S and bitrate R b is given by
and For any UWB hardware, the T ms and are fixed; they come from the two UWB hardware constraints discussed above. The modulation parameter M can be picked to maximize the bitrate. To do this, (11) is evaluated and the optimal M that maximizes the bitrate R b is chosen. The variation of R b versus M for various ratio's of T ms / (indicating different transceiver hardware) is shown in Figure 6a . The bitrate R b for the optimal choice of M versus T ms / is shown in Figure 6b .
The bitrate peak to around 160 Mbps at M = 8 when the typical parameter values of T ms = 10 ns and = 1 ns for the in-house UWB platform is considered.
The modulator algorithm which modulates the input symbol vector, d, is shown in Algorithm 1. The algorithm is initialized with X and Y, denoting the TDC resolution and diode recovery time [18, 39] . The method generateRFPulse in line 6 of the algorithm is used to generate the train of RF pulses as shown in (9) . In the in-house prototype UWB platform, this is accomplished by generating a trigger control signal from FPGA to the step recovery diode in transmitter [18] . Since no memory is employed between symbols in this signaling, it is called no-memory signaling. This modulator was introduced and briefly described in [38] . A variant of the M-PPM signal shown in (9) with T ms = 10 ns and modulation index = 1 ns is generated. Five pulses of this are shown in Figure 7a . Each symbol duration, T S = 18 ns, resulting in PRF 1 MHz causing only average power constraint being active. Each symbol constitutes a fixed constant gap of T ms = 10 ns, and 3 bits of information are modulated in the remaining M = 8 ns (since = 1 ns, M = 8). We cannot achieve a smooth PSD as in Figure 4b because now, pulse train has deterministic gaps between pulses (T ms ) and the pulse positions are quantized ( ) for it to work with the chosen UWB hardware; however, the data can be assumed to be random because of interleaving and randomization in the symbol rate chain of the physical layer; this does smoothen the PSD. The PSD of this signaling scheme is shown in Figure 7b . = X Initialize to TDC resolution
T ms = Y Initialize to diode recovery time 4: n ← 1 5: while n ≤ Length(d) do 6: generateRFpulse(n, d n , T ms , ) 7 :
n ← n + 1 9: end while 10: end procedure The signaling employed above has a fixed gap, T ms in every symbol, as given in (9) . This ensures that minimum separation between pulses is greater than or equal to the recovery time of the diode. If the modulator structure is altered to remember the position of the transmitted pulse for the previous symbol, then the minimum gap needed for the current symbol can be reduced. We define this reduced gap as T ms and it is illustrated in Figure 8 . In Figure 8 , gap T ms is reduced by 3 by remembering the position of the pulse in the previous symbol. The total separation between the pulses is T ms = T ms + 3 . Since the duration of the symbol is constant, the reduction in the gap, T ms will result in an increased region for modulated RF pulses; this increases the time interval bin widths (modulation index), thereby increasing the detectability. Figure 8 shows the increase in bin widths for the second symbol (d n = 0) as gap, T ms reduced by 3 . Since in this method the transmitter needs to remember the past transmitted symbol to decide the T ms for the current symbol, we call this signaling as with-memory signaling. The algorithm for implementing this modulator is shown in Algorithm 2. It is initialized with X and Y, denoting the n ← 2 generateRFpulse(1, d 1 , T ms , ) 6 :
T ms ← 0 end if 12 :
Generate pulse p(t − nT S − d n n − T ms ). n ← n + 1 16: end while end procedure
The two primary benefits of this signaling are summarized below.
1. There is better detectability due to an increase in the bin widths (modulation index) as explained before. Later in the paper, we compare the performance (in terms of symbol error rate (SER)) of this signaling with no-memory signaling. 2. There is better randomization of the pulses. In contrast to no-memory signaling, there are no deterministic gaps and pulses spread to all regions of the symbol interval.
The impact of 2) is further smoothing of the PSD; Figure 9a shows five symbols in the time domain, and Figure 9b shows the PSD with the modified signaling of randomly generated 1,000 bits. The order M is chosen as 8, recovery time T ms = 10 ns, and modulation index = 1 ns as discussed above.
Comparing Figure 9b and Figure 7b indicates that withmemory signaling will smoothen the PSD more than the no-memory signaling. This will enable the transmitter to generate pulses at a higher amplitude without violating the mask specification of the regulatory bodies, thereby increasing the range. Comparing Figure 9a and Figure 7a indicates that the pulse amplitude can be increased by approximately 4 times compared to the no-memory signaling, without violating the regulatory body specifications and with the same hardware constraints. For the deterministic single-path propagation model, the path loss, PL, is given by
where f is the frequency of operation, d is the range, and c is the speed of light [40] . The received power, P rx , for transmitted power, P tx , is given by (13) .
An amplitude increase of 4 times results in 16 times (12 dB) increase in power. Since path loss is proportional to the square of the distance as given by (12) , for any given received power and frequency of operation, if d 1 and d 2 are ranges for transmitters employing no-memory and with-memory signaling, then
which leads to Eq. 15 means that the range can be increased by 4 times compared to the no-memory signaling. This increased range comes with a cost of increased complexity in the modulator, as shown in Algorithm 2.
In the next section, we will evaluate the performance of the demodulator for the proposed signaling scheme.
Detector performance
In this section, we propose a detector for the modulators proposed before and evaluate its performance. For analytical discussion, we assume that the symbol timing acquisition procedure has been performed prior to data transmission. For the no-memory signaling modulator with M = 8, a hard decision demodulator is designed. The demodulator uses the quantized 8 time interval bins as defined in Table 1 . This is also illustrated in Figure 10 .
The intervals for two corner bins are larger because the detector can exploit the dead time T ms left for the diode recovery. The algorithm for the hard decision demodulation is shown in Algorithm 3. The algorithm demodulates the received vector, r, into a vector DemodulatedSymbol. The PeakPosition in line 3 of the algorithm returns the peak position of the received pulse.
The performance bounds for the no-memory signaling are derived in terms of SER. The received signal is as defined in (7). For no-memory signaling transmitter, the
Table 1 Time intervals used for hard decision demodulation
Quantized time intervals for hard decision demodulation
received signal at the receiver will have γ n = T ms and is given by ∇ i s are defined in Table 1 DemodulatedSymbol j ← i end if 9: end for end procedure
As shown in Table 1 , from the detector perspective, there are three different types of symbols. The first symbol 0 and the last symbol 7 have a much larger detection probability, since their decision interval (∇ 0 , ∇ 7 ) is large. The middle symbols [1 − 6] have the same and smaller decision intervals ∇ i = , i ∈ [1, 6] . In general, if the modulation order is M, and all symbols are equally likely, then the corner symbols will occur each with a probability of 1/M and middle symbols with (M − 2)/M. If P e1 is the probability of a symbol error for the middle symbol, and P e2 and P e3 are the probabilities of symbol errors for the corner symbols, then the probability of symbol error P e is the average of the three types of errors; P e1 , P e2 , and P e3 . http://jwcn.eurasipjournals.com/content/2014/1/158 Figure 10 Quantized time bins used by the hard decision detector. The corner bins are wider than the middle bins.
Refer Table 1 and Figure 10 .
where we assumed P e2 = P e3 in the second equality. Further,
When the signal referred in (16) is passed through a peak detector, the combined effect of the jitter j(n) and noise n(t) on the peak detector will cause an error in the peak position. This error in the peak position w(n) can be assumed to be Gaussian distributed with mean 0 and variance σ 2 , Therefore, we get
Q-function is the tail probability of the standard normal distribution. The parameter β is the ratio of bin width to standard deviation σ of the random errors in the peak position. Similarly,
Here in the third equality, transceiver specific ratio (T ms / ) = α is assumed. Substituting (18) and (19) in (17), the symbol error probability P e as given by
where β = /σ and α = T ms / . The performance is evaluated in simulations with M = 8, = 1 ns, and T ms = 10 ns(α = 10). The simulation consisted of of 200,000 randomly generated symbols. The symbol error rate for various β values are shown in Figure 11 . A strong correlation for P e between theory and simulation is observed. Earlier, we proposed a modified signaling with memory in the modulator (with-memory signaling), which claimed to have two benefits.
1. A better detectability due to an increase in the bin widths (modulation index), as explained before. 2. Better randomization of the pulses. Unlike in the no-memory signaling, there are no deterministic gaps and pulses are spread to all regions of the symbol interval.
The impact of 2) is further smoothing of the PSD, which is demonstrated earlier with the PSD plots. To quantify the performance improvement due to 1), detector performance of with-memory signaling and no-memory signaling needs to be compared. We implemented a hard decision detection algorithm for the with-memory signaling. This algorithm is described in Algorithm 4. The algorithm demodulates the received vector, r, into a vector DemodulatedSymbol. Parameters T ms and T S in the algorithm should be the same as those used in the with-memory modulator algorithm defined in Algorithm 2. The PeakPosition in line 4 of the algorithm returns the peak position of the received pulse. This algorithm is similar to the no-memory demodulator defined in Algorithm 3, except that the bin width i changes between symbols, and it depends on the previous bin width and previously decoded symbol.
It is not straightforward to obtain a closed-form analytical expression for the performance of with-memory signaling. In with-memory signaling on average T ms < T ms , if we assume that all the symbols are equally likely, then the average symbol value (∈ [0, M − 1]) for the previous symbol is (M − 1)/2; therefore, on average T ms is given by
The average bin width for with-memory signaling is given by
where we in the second equality used (10) . Further applying (21) to (23), we get
If we define β as the ratio of /σ , then we have
Algorithm 4 Hard decision demodulation for with-memory signaling procedure HARDDECISIONDEMOD(r) Demodulate the 1st symbol ← Table 1 8: Table 1 New computed above is used 16: DemodulatedSymbol j ← i end if end for 20: end procedure http://jwcn.eurasipjournals.com/content/2014/1/158 Substituting (25) in (20) , we get the symbol error probability for the with-memory signaling and is given by (26) .
From (24), for M = 8 we get an average bin width for the = 1.43 , This increase in the bin width will result in better detectability of symbols at the receiver. In simulation, it was observed that the bin width increases by = 1.32 . This reduction in the bin width is due to line 9 -12 in the modulator Algorithm 2, where in order to ensure one pulse per symbol period, T ms is forced to zero, resulting in the reduction of bin width for the transmitted symbol. The performance of detector for with-memory signaling is evaluated in simulation with 200,000 randomly generated samples, and the results are compared with no-memory signaling. Figure 12 compares the performance of the hard decision detectors for no-memory and with-memory signaling schemes. A gain of approximately 1 dB can be achieved in terms of SNR at a symbol error rate of 10 −2 by using with-memory signaling.
The presented symbol error rate (SER) performance for the proposed signaling schemes are valid for the transceivers which are in line of sight (LOS) with short distance between them and having highly directional antennas as discussed in Section 2. For these systems, we can assume a simple AWGN channel model. However, for systems having fading channels with multi-path, channel equalization and time of arrival (TOA) estimation needs to be performed prior to demodulation. The SER performance of the proposed signaling schemes in such systems depends on the performance of channel equalization and TOA estimation algorithms. 
Conclusion
In this paper, we proposed a custom signaling which is a variant of PPM signaling for IR-UWB communication.
We also proposed an alternative signaling called withmemory signaling, which requires memory in the modulator and demodulator, however, can further smoothen PSD compared to no-memory signaling. The result of this is illustrated in Figure 9b . We showed that range can be increased by 4 times compared to no-memory signaling, without violating the regulatory body constraints. This gain comes with a cost of increased complexity in the modulator and demodulator, as discussed in the modulator and demodulator Algorithms 2 and 4 for with-memory signaling. We also derived the theoretical closed-form expression for a hard decision demodulator with no-memory signaling. We compared the performance with the derived theoretical result; this is illustrated in Figure 11 . We implemented a detector for the with-memory signaling proposed in this paper. The detector performance of with-memory signaling is compared with the detector performance for no-memory signaling. We showed that with-memory signaling can improve the detector performance by approximately 1 dB at 10 −2 SER. Results are illustrated in Figure 12 .
The performance of the proposed signaling methods of the paper are demonstrated in simulations in order to assess the performance gains without many platform dependencies. The proposed schemes are valid for any low-cost UWB hardware platform employing a step recovery diode at the transmitter and having a need for minimum time resolution between pulses at the detector for detection. The transceiver in Figure 1 will be an integral part of our next generation infrastructure free indoor position system [41] , the radio here should be used not only for ranging but also for the wireless communication and thus fulfill a need for the proposed method. Today, we can use commercial UWB ranging like Time Domain for this purpose; however, these systems do not have the high bitrate communication capabilities. The results of the proposed signaling methods indicate the possibility of achieving a higher bitrate in excess of 150 Mbps with low probability of error in detection as suggested by the performance curves, using the parameters from our transceiver hardware. With these findings, we intend to further develop the work to implement the proposed algorithms into our transceiver system and evaluate the performance of in-house transceiver hardware. The proposed algorithms and methods are explained in the context of in-house UWB hardware; however, the results are of general importance which could enable engineers to apply similar methods and algorithms toward the design of UWB communication system.
