Classification is a machine learning technique that used widely for various applications. One of the classification algorithm is FNGLVQ that can be used to solve several types of classification problem in previous research. On the other side, Field Programmable Gate Array (FPGA) is an instrument currently used in many application especially for portable smart device. In this paper we will discuss thoroughly about design and simulation of FNGLVQ algortihm on FPGA. FNGLVQ is an artificial neural network based algorithm that can be used for several applications in previous researches. The design consists of two major phases, training and testing phase. The design was implemented in Xilinx ISE Project Navigator which is an integrated development environtment (IDE) to build the design into the actual Xilinx FPGA. The IDE also provides simulation feature for the design. In this research, we use Iris dataset taken from UCI Machine Learning database. Simulation result shows that this design reached 90.00%, 93.33%, 93.33%, 83.33%, 80.00%, 83.00%, and 86.67% accuracy respectively for epoch value 1, 2, 4, 8, 16, 32 and 64. As comparison, FNGLVQ implemented in MATLAB constantly reached 93.33% accuracy for those variation of epoch. . However, running time on the FPGA side is approximately twenty time faster than on MATLAB side
Introduction
Classification is a machine learning technique that currently used to solve several types of problem in human life. There are real world problems that have irregular pattern and cannot be formulated into compact mathematical equation. Classification is used to categorize data based on their features. There are several algorithm used for classification problem, such as decision tree, support vector machine (SVM), and artificial neural network (ANN) [1] . There are several types artificial neural network used widely for many kind applications such as Single Layer Perceptron, Multilayer Perceptron, Backpropagation, and Learning Vector Quantization (LVQ) [2] . LVQ is a competitive based artificial neural network that uses distance to choose winner vector (winner class). LVQ is proposed by T. Kohonen as supervised version of clustering algorithm Self Organizing Map (SOM) [3] . LVQ was modified by researchers with many types of enhancements. Sato and Yamada applied gradient descent optimization method to LVQ resulting into new algorithm called Generalize Learning Vector Quantization (GLVQ) [4] . In previous research, Setiawan et al modified GLVQ with fuzzy membership function resulting into Fuzzy Neuro Generalize Learning Vector Quantization (FNGLVQ) [5] . They used FNGLVQ for automatic arrhythmias classification. Furthermore, FNGLVQ was modified by Ali Akbar et al with PI membership function resulting FNGLVQ-PI [6] . On the other hand, Field Programmable Gate Array (FPGA) became popular instrument used for various needs. In previous research, it was used for high 7th International Conference on Physics and Its Applications 2014 (ICOPIA 2014) frequency signal processing, bit error rate measurement, and fuzzy logic controller [7] [8] [9] . In this paper we propose a design and simulation of FNGLVQ-PI classifier on FPGA. It is an extension of previous research conducted by Suryana et al [10] . The design can be used for many classification cases. The rest of the paper is organized as follows. Section 2 discusses dataset and features used in this research, Section 3 discussed FNGLVQ-PI classifiers used in this research. Section 4 discusses about the design and simulation of the classifiers in FPGA while section 5 shows experiment results and discussion. In section 6 we will explain the conclusion of the researh.
Dataset and Features
In this research we use IRIS dataset from the UCI machine learning dataset. The dataset can be accessed in the online repository [3] . The dataset has three classes which are the Iris setosa, Iris versicolor and Iris vurginica. The dataset has 150 instances with 50 instances for each class. In this research we use sepal length, sepal width, petal length, and petal width as features for classification. Detailed information about dataset is explained in the table 1. In table 1, is mean of the feature value and  represents the standard deviation. 
Fuzzy Neuro Generalized Learning Vector Quantization -PI (FNGLVQ-PI)
Fuzzy Neuro Generalized Learning Vector Quantization was developed by Setiawan et al for automatic arrhythmia classification [5] . They apply fuzzy theorem to GLVQ that was proposed by Sato and Yamada [4] . FNGLVQ architecture is shown in figure 1 . Then, FNGLVQ was modified by Akbar et al using PI membership function resulting FNGLVQ-PI. Mathematically, similarity value of FNGLVQ can be formulated by equations below
where is the similarity value of class j for feature I and is similarity value of class j. Winner vector can be defined using the following equation
Miss classification error equation are adopted from GLVQ and can be defined by equation below
where is defined as the reference vector of input vector class = , and is the closest referrence class from different class  , is distance between and input vector x, is distance between and input vector x. In FNGLVQ, distance value is converted into d= 1 -, and substituted into equation 4, resulting into the equation below
Similar to GLVQ, we define cost function for update reference vector according to the following equation
where f( ) is a rising monotonic function. Then, update of reference vector is based on derivation of S to weight that can be expressed as follows
In the FNGLVQ algorithm proposed by Setiawa et al, fuzzy membership function is defined by the following equation 
where w 1 is reference vector from input class =
1
, and w 2 is the closest reference vector from different class  2 . Update rules for w min and w max follows the equations below
The value of  is between 0 and 1. Its value will decrease along with the value of number iteration (t) as defined in the following equation
To gain better performance, we use additional rule to adjust w min and w max as defined in conditions below If μ1 = 0 and μ2 = 0, then it means that both reference vector cannot recognize the input vector. Therefore, fuzziness is increased using equations below. We use 0.1 for  in our research. 
Equations 9-13 were used for FNGLVQ with triangle membership function, whereas equations 24-28 were used for PI membership function. In FNGLVQ, the monotonic function used is sigmoid function as written in equation below.
Design and Implementation
The proposed design includes training and testing environment. The implementation follows the structure presented in Figure 3 . There are two kinds of memory in FPGA, block RAM and distributed RAM. Distributed RAM contains look up tables (LUT) in it, and is faster than block RAM. However, block RAM is better if the size of the data is relatively large. The dataset for training and testing session is stored in block RAM. On the other hand, the reference vector is stored in distributed RAM. Each of training and testing data stored in RAM contains feature set and class set, and the reference vector stored in RAM contains the minimum vector, maximum vector, and mean vector. In the update process, the reference vector is written back to distributed RAM. In this design, the data used is offline, which means that it is stored in memory, not directly stream from the source.
An FPGA can perform basic arithmetic operations such as addition, subtraction, and multiplication. Addition and subtraction operations are simple and don't need many resources of the FPGA. Meanwhile, multiplication operation needs large resources and is limited to the number of multiplier units in the FPGA itself. For example, a 32-bit multiplication operation needs 4 multiplier units while the FPGA board used in this research, Xilinx Spartan-3AN XC3S700AN, contains 18 multiplier units. Since the FNGLVQ implementation has division and sigmoid derivative operations, therefore we still need to create the divisor and sigmoid derivative computer components. The divisor core takes the idea of non-restoring division [12] while the sigmoid derivative computer core takes the idea of piecewise polynomial approximation [13] . Figure. 3. FNGLVQ core in FPGA, adapted from previous research [10] .
The structure of the implementation as shown in Figure  2 is considered as an expansion of our previous works in Wavelet-FLVQ for arrhythmia detection design [14] and FLVQ for Trichloroethylene estimation in white mouse liver image design [15] . The fundamental modified parts are the addition of several units such as the sigmoid derivative computer and change in number format used from 12 bit fixed point to 32 bit fixed point. After designing the whole system with the required components, then it was implemented using register transfer level state machine. The state machine is shown in Figure 4 . 
Experiment Result and Discussion
To test the performance of our design, we measure the accuracy and running time. Accuracy of the classifier is calculated on the simulation program. Furthermore, we also compare the result to the MATLAB implementation. We use various epochs starting from 1, 2, 4 until 64. Then, we computed the training process running time of the simulation on both MATLAB and FPGA side. We used personal computer with core i7 processor, and 4 GB RAM to run the simulation. View of the simulation process is shown in figure  5 . The result of the experiment is shown in table 3 Figure. 5. Simulation process Table 3 . Experiment Result
In table 3, M column represents the accuracy of the MATLAB side and T M column represents the running time on MATLAB side. S and T SIM columns represent accuracy and running time on simulation respectively while T S is the running time on FPGA side. Table 3 shows that the mean accuracy on simulation is 87.14% while accuracy on MATLAB is 93.33%. Therefore, accuracy on simulation side is less than accuracy on MATLAB side. However, running time on the FPGA side is approximately twenty time faster than on MATLAB side.
Conclusion
This paper proposed design and simulation of FNGLVQ-PI classifiers in FPGA. The design consists of train and test phase that consists of several states. The design has 87.14% accuracy for Iris dataset. The accuracy is worse than the accuracy of the MATLAB implementation of 93.33%. However, the running time on FPGA is approximately twenty times faster than the MATLAB implementation.
