Featured Application: The proposed work is based on acoustic emission measurements and a machine learning technique to develop an intelligent fault diagnosis system. This work can be used to find cracks in industrial components such as spherical tank and pressure vessel.
Introduction
Spherical storage tanks are used in many industries, including the petrochemical, chemical, water management, and aerospace industries. They can store substances such as gasoline, oxygen, waste water, and liquefied petroleum gas (LPG) [1] [2] [3] . Along with the usefulness of storage tanks in industrial processes comes great responsibility. Installation of storage tanks in a facility can put environmental and public safety at risk when these tanks contain hazardous substances. Leaks through the cracks in storage tanks containing hazardous substances can pollute the air, land, and water [4] . This contamination of the environment can be fatal. Factors that can lead to leakage include cracks, corrosion, pipe failure, and poor maintenance. To avoid health risks, tank conditions must be monitored. Among the many ways to inspect the condition of a storage tank, the most popular and efficient are nondestructive testing methods, which have the primary advantages of not taking components out of operation during the integrity test, and not cutting them apart or altering them during the test [5] . The typical nondestructive testing methods include ultrasonic, radiographic, eddy current, electrical resistance measurement and acoustic emissions testing [6] [7] [8] [9] [10] [11] . Among these methods, acoustic emission and electrical resistance measurements can detect early stage as well as already existing damages in an object. In the case of the electrical resistance method, when the failure stress is approached, the opening of the cracks cause variation of the electrical resistance. This variation indicates the initiation or presence of a crack and void in the structure. Similarly, when damage takes place in an object, it releases elastic waves which can be recorded as acoustic emission signals. These elastic waves (acoustic emission) also provide valuable information about the crack and plastic deformation in the object. Therefore, these two techniques can be used separately or in combination to address the issue of crack and leak detection in composites. In combination, acoustic emission testing can be used as primary means to detect cracks in an object, and then electrical resistance measurement of the object can be used to verify the results of acoustic emission testing. In this work, as the objective is to classify cracks of spherical tanks, acoustic emissions (AE) are just used as a means of nondestructive testing to record data regarding integrity testing of the spherical tank. AE testing has two main advantages: (1) No external energy is supplied in the AE recording; instead, the sound generated within the object is recorded. (2) AE testing can record dynamic changes in material, giving it the critical ability to discern growing and stagnant defects [5, 12] . These advantages under real-time conditions make acoustic emission testing a favorable choice to acquire data regarding tank structural integrity. Moreover, AE testing provides wide-band signal recording, which makes the spectral analysis of the signals much easier. In this way, plastic deformation and microscopic leaks of a material can be investigated in real time.
Few quantitative approaches are described in the literature regarding the detection of spherical tank leakage as a classification problem. A study of leakage detection in a tank storing water for firefighting is presented in [13] . The authors examined AE waves acquired from a tank that had small holes at its bottom due to corrosion. They analyzed the fundamental characteristics of AE waves to identify the waves associated with the holes. A similar study [14] used wavelet neural networks to identify AE signals from different types of tanks. After employing a wavelet denoising algorithm, the signals were decomposed to a certain level, and the node energy distributions and extracted feature vectors from the corrosion signals were provided to the neural network to carry out the experiment.
In the current study, we considered the case of a spherical tank installed in chemical industry. The main objective of this work is to differentiate the AE signals obtained from the tank under normal and crack conditions: A binary classification problem. Quantitative assessment of signals has been carried out in many fields, such as speech recognition, natural language processing, and fault diagnosis [15] [16] [17] [18] [19] [20] [21] . We apply this concept to identify the structural integrity of a spherical tank. The current study has two main contributions: (1) Conversion of the AE signals into lower-dimensional feature space using time-domain statistical features, and (2) classification of nonlinear instances in the feature space by using a radial basis function (RBF) kernel-based support vector machine.
AE signals are collected from the storage tank under normal conditions (no crack) and under cracked conditions. Additionally, statistical features were extracted from the AE signals to quantify the signals from the two states and then input them to the support-vector-machine, which classifies the statistical features extracted from the AE signals. The results show that the proposed crack detection algorithm was able to correctly classify instances obtained from the spherical storage tank having crack.
The rest of this paper is comprised of the following sections. Section 2 presents the proposed spherical tank crack detection methodology. Section 3 describes the experimental setup and the data obtained. Section 4 provides the results of the current work. Section 5 gives this study's conclusions.
Methodology
The methodology of this study is shown in Figure 1 . It can be divided into two main steps. In the first step, statistical features were extracted from the AE signals acquired from the spherical tank under normal and cracked states. In the second step, these extracted statistical features were provided to SVM to identify whether each input instance belonged to the normal spherical tank or the cracked state. Appl. Sci. 2019, 9, x FOR PEER REVIEW 3 of 15 
Statistical Features
The acoustic emissions obtained from the spherical tank were time-domain measurements of the activity within the tank. These measurements consisted of voltage amplitude values taken at specific time intervals. Analyzing these measurements directly did not yield satisfactory results. Moreover, the sampling frequency of the measured signals was 1 MHz, and thus, each sample contained a huge number of data points. Therefore, quantification of the statistical features of the AE signals was needed to reduce the dimensions of the original data. Using time-domain statistical features, not only greatly reduces computational complexity, but also discriminated between the signals associated with the different structural integrity conditions in the feature space. The time-domain statistical features extracted from AE signals in this study consist of the peak (P), root mean square (RMS), kurtosis (K), crest factor (C), impulse factor (IF), shape factor (SF), skewness (S), square root mean (SRM), margin factor (MF), peak to peak (PP), kurtosis factor (KF), energy contained in the signals (E), and clearance factor (CF) values. The mathematical representation of these statistical features is given in Table 1 . 
Crest factor (Cf) MF = max(|xi|)
Clearance Factor (CF)
Support Vector Machine (SVM)
A support vector machine is a popular machine-learning classifier that is used in mathematical and engineering problems, such as speech recognition, image processing, text classification, and natural language processing. The simplest form is a binary SVM classifier: One sorting instances into two classes.
Let us suppose there is a sample set S consisting of (x i , y i ), where i = 1, 2, 3, . . . N x i ∈ R n . N represents the length of the feature vectors x i and y i . Here, every x i is an n-dimensional feature vector that belongs to one of the two classes, C 1 and C 2 , through y i , which defines the labels. Let us assume that the sample space S is highly linearly separable. There are several approaches to linearly separate instances into two classes, for example, the use of a multilayer perceptron. Solutions to such problems are infinite sets depending on certain key factors, like a learning algorithm and its parameters, initial weights (w), and biases (b). Here, the focus of interest is to find the hyperplane that has the optimal separating margins between the two classes. The optimal margins provide a wide boundary between the classes, thereby reducing the misclassification rate.
If S is highly linearly separable, then there exists a hyperplane w T x + b = 0 and a positive k > 0 that uniformly separate C 1 and C 2 (w T x is the dot product of vector w and vector x). Therefore, any uniformly separating hyperplane α can be represented by the following property:
A binary SVM classifier solves the following optimization problem:
cMinimize (with respect toα) :
csubject to :
where α i are the Lagrange multipliers. Figure 2 presents the mechanism of how a hyperplane in the SVM separates two classes (C 1 and C 2 ) that are linearly separable. Interestingly, the SVM can be changed from a linear to a nonlinear classifier by introducing a kernel function into the objective function. According to Cover's theorem [22] , if the data are not linearly separable into an input space I, then it can be mapped to another feature space F where the data are linearly separable. In this case, the main objective is to find a map function φ : I → F . The dot product in the new objective function is transformed into
is met by a kernel function K, then the optimization problem will entirely depend on the K function. Therefore, in the new feature space, we need to find F linear margins. Thus, the optimization conditions can be generalized as follows:
Here, the kernel function plays an important role. There are several kernel functions available for developing a nonlinear SVM. The most commonly used kernel functions are a dot product kernel, polynomial kernel, radial basis (Gaussian) kernel, and sigmoid kernel. In this work, we chose a Gaussian kernel function for training and testing the SVM. Figure 3 shows a hyperplane drawn between two nonlinear separable classes by using a Gaussian kernel function. subject to:
Here, the kernel function plays an important role. There are several kernel functions available for developing a nonlinear SVM. The most commonly used kernel functions are a dot product kernel, polynomial kernel, radial basis (Gaussian) kernel, and sigmoid kernel. In this work, we chose a Gaussian kernel function for training and testing the SVM. Figure 3 shows a hyperplane drawn between two nonlinear separable classes by using a Gaussian kernel function. 
Dataset
In our experiment, we considered a spherical tank made of carbon steel (A283-C) as a testbed. The testbed consisted of a spherical tank, AE sensors, a data acquisition device and a computer system, as presented in Figure 4 . Moreover, for a detailed description, a schematic diagram of the test bed is also given in Figure 5 . In the schematic diagram, the location of the four channels (sensors) and the pinhole crack can be easily observed. A 3-mm crack was deliberately introduced on the bottom of the tank. Four AE sensors were attached to the surface of the tank at different locations. A pencil lead test was performed to generate a guided wave through the tank surface. Acoustic emission signals were recorded using AE sensors keeping engineering norms in mind set by the American Society of Mechanical Engineers (ASME) and given in boiler and pressure vessel code (PVC) [23] . A peripheral component Interconnect bus (PCI-2) based data acquisition device connected with wideband differential AE sensors (WDI-AST) was used for this purpose. These wideband AE sensors are typically used in research and other applications for signal analysis. The details about the physical sensors and the PCI board is provided in Table 2 . Data acquisition system and channels (sensors) arrangement during the experiment are shown in Figure 6 . The signals were recorded at a 1 MHz sampling frequency from the tank under a constant load condition. For each condition (i.e., normal and cracked state), 20 signals were recorded, each for 0.1 seconds. The dataset is described in Table 3 .
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Results and Analysis
An AE dataset acquired from a spherical storage tank was used in this study to validate the effectiveness of the proposed model. The dataset consists of AE signals collected under two different conditions: Normal and with a 3 mm diameter pinhole crack. The purpose of the experiment is to identify whether each signal belongs to the normal condition or the cracked condition. Figure 7 shows the acoustic signals under the two conditions. To check the presence of the crack, we first analyze the AE signals. The rise angle of the obtained AE signals under the cracked condition was first observed because it was directly affected by the presence of the crack. When a crack develops on the surface of a tank, the effect of the event propagates as an elastic wave. We can observe the activity with the help of rise angle of the AE waveform. In Figure 8 , the impact of the AE activity on signal rise angle can be observed. The delay between the onset of damage and the peak amplitude is short, which is termed as high-rise angle caused due to the volumetric change; hence it proves the presence of the crack. As is evident in Figures 7 and 8 , classification using raw AE signals in their original form (time-domain values) is not an easy task. Therefore, we extracted the time-domain statistical features from the AE signals. These time-domain statistical features project the AE signals into a reduced features space. The features extraction step is also needed to extract discriminant information from the signals. In the next step, the extracted time-domain statistical features were provided to the support vector machine (SVM) binary classifier. The kernel function used during training and validation of the model was a radial basis (Gaussian) kernel.
To obtain stable experimental results, we used a cross-validation technique. In cross-validation, a sample dataset is uniquely divided into 60% training samples and 40% test samples. Statistically and computationally, it is important to use a K − f old cross validation technique. In K − f old cross validation, the dataset is divided into K subsets. Each subset is used once for testing and K − 1 times for training.
In Figure 9 , the feature vectors belonging to the two classes are separated by the SVM decision boundary. The blue samples belong to the normal condition and the red samples belong to the crack condition. It can be observed that the instances of the two classes were well identified and properly separated. Therefore, in turn, the classification accuracy of the developed model was also enhanced. To further verify the effectiveness of the proposed model, we compared the classification results of the proposed model with those of a state-of-the-art machine-learning algorithm, that is, a backpropagation neural network (BPNN) algorithm. A two-layered BPNN was developed with 10 neurons in each layer. We replaced the SVM in the proposed method with the BPNN to create a similar work flow. We used sigmoid activation in the BPNN because the sample dataset was nonlinear. The same set of time-domain statistical features were provided to the BPNNs. We repeated the experiment with the BPNN multiple times to obtain stable results. The results of the proposed model are shown in Figure 10 . The average classification accuracy of the proposed model for AE signals acquired from a spherical tank under normal and leak conditions was better than 95%. The model was able to accurately classify instances from the pinhole crack condition: This classification accuracy was 100%. However, under normal conditions, a few instances were misclassified because the time-domain statistical features did not provide enough discriminative information to the subsequent classifier. This means that some of the features in this class overlapped the features of the second class, so the SVM misclassified them. The average classification accuracy of the BPNN was 61.63% for the same experimental setup. The normal-condition classification accuracy was 47.60%, and the fault-condition classification accuracy was 75.66%. This shows that the BPNN was unable to To further verify the effectiveness of the proposed model, we compared the classification results of the proposed model with those of a state-of-the-art machine-learning algorithm, that is, a backpropagation neural network (BPNN) algorithm. A two-layered BPNN was developed with 10 neurons in each layer. We replaced the SVM in the proposed method with the BPNN to create a similar work flow. We used sigmoid activation in the BPNN because the sample dataset was nonlinear. The same set of time-domain statistical features were provided to the BPNNs. We repeated the experiment with the BPNN multiple times to obtain stable results. The results of the proposed model are shown in Figure 10 . The average classification accuracy of the proposed model for AE signals acquired from a spherical tank under normal and leak conditions was better than 95%. The model was able to accurately classify instances from the pinhole crack condition: This classification accuracy was 100%. However, under normal conditions, a few instances were misclassified because the time-domain statistical features did not provide enough discriminative information to the subsequent classifier. This means that some of the features in this class overlapped the features of the second class, so the SVM misclassified them. The average classification accuracy of the BPNN was 61.63% for the same experimental setup. The normal-condition classification accuracy was 47.60%, and the fault-condition classification accuracy was 75.66%. This shows that the BPNN was unable to To further verify the effectiveness of the proposed model, we compared the classification results of the proposed model with those of a state-of-the-art machine-learning algorithm, that is, a backpropagation neural network (BPNN) algorithm. A two-layered BPNN was developed with 10 neurons in each layer. We replaced the SVM in the proposed method with the BPNN to create a similar work flow. We used sigmoid activation in the BPNN because the sample dataset was nonlinear. The same set of time-domain statistical features were provided to the BPNNs. We repeated the experiment with the BPNN multiple times to obtain stable results. The results of the proposed model are shown in Figure 10 . The average classification accuracy of the proposed model for AE signals acquired from a spherical tank under normal and leak conditions was better than 95%. The model was able to accurately classify instances from the pinhole crack condition: This classification accuracy was 100%. However, under normal conditions, a few instances were misclassified because the time-domain statistical features did not provide enough discriminative information to the subsequent classifier. This means that some of the features in this class overlapped the features of the second class, so the SVM misclassified them. The average classification accuracy of the BPNN was 61.63% for the same experimental setup. The normal-condition classification accuracy was 47.60%, and the fault-condition classification accuracy was 75.66%. This shows that the BPNN was unable to properly differentiate some of the instances into the normal and cracked classes, reducing the average classification accuracy. properly differentiate some of the instances into the normal and cracked classes, reducing the average classification accuracy. In addition to the classification results, we estimate the crack location in this study. The location of the crack is estimated based on the source localization technique given in [24] . The source can be localized by geometrical arguments by using the following formula: properly differentiate some of the instances into the normal and cracked classes, reducing the average classification accuracy. In addition to the classification results, we estimate the crack location in this study. The location of the crack is estimated based on the source localization technique given in [24] . The source can be localized by geometrical arguments by using the following formula: In addition to the classification results, we estimate the crack location in this study. The location of the crack is estimated based on the source localization technique given in [24] . The source can be localized by geometrical arguments by using the following formula:
In the above equation, if the position of each sensor S i is given by S i (x i , y i ) and the source location is given by S i (x, y), then the resulting quantity D i is the desired distance among the source and the sensors. In Figure 11 , a planer diagram by using the geometrical relationship of the sensors and the source for our experiment is presented. The red points show the estimated location about the source of origin of the AE signals for the four pencil lead break (PLB) tests. It can be observed that the density of the estimated points was near to the channel 4, and thus it can be assumed that the location of the signals originating from the crack was near to this channel.
can
was grater compared to the signals of the other channels in all the PLB tests. This also indicates that the channel 4 was near to the crack location, as the signals for this channel encountered little attenuation during all the four PLB tests. The notion about the estimated source location can be consolidated by analyzing the waveforms of the AE signals obtained during the four PLB tests. Theoretically, the location of the crack was near to the sensor which has minimum arrival time of the signals. The arrival time of a signal to a sensor can be obtained from the signal waveform. In this study, four PLB tests were conducted to excite the crack and get the crack signal. The signals obtained during the four PLB tests are given in Figures 12-15 . It is evident that in all the four tests, channel 4 first received the signals. We can also observe that channel 2 received the signals a little later as compared to channel 4 and the next one in line was channel 1. In all the tests, channel 3 was the last one to receive the signals, as the time of arrival of the signals was maximum in this case. Another trait worth noticing is that the amplitude of the signals for the channel 4 was grater compared to the signals of the other channels in all the PLB tests. This also indicates that the channel 4 was near to the crack location, as the signals for this channel encountered little attenuation during all the four PLB tests.
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Conclusions
In this paper, we performed a quantitative assessment of AE signals acquired from a spherical storage tank. The main objective of this work was to perform data-driven structural integrity assessment of a spherical storage tank. We recorded one-second-long AE signals from the test bed under normal (no crack) and cracked (3-mm pinhole crack) conditions. Then, we extracted timedomain statistical features from these AE signals. These features are a compressed representation of the original signals used to differentiate instances into the two classes, as well as to avoid the high computational complexity of the original time-domain signals. The extracted features were then provided to the support vector machine (SVM) classifier. The results showed that the proposed method provides an average accuracy of 90%, making it an effective data classifier. We conclude that the proposed method can be deployed to effectively detect leakage in spherical storage tanks. 
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