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We theoretically investigate the electronic states in monolayer NbSe2 and develop continuous
models to describe these states in Fermi pockets. In 1H-type metallic transition-metal dichalco-
genides(TMDCs), the Femi surface consists of three pockets enclosing the Γ, K, and K′ points.
We reveal that the conventional effective model used for semiconducting TMDCs is not sufficient
to describe the electronic states in metallic TMDCs and thus introduce a scheme to construct the
effective model from the first-principles results. All models can be represented by 3×3 Hamiltonian
and well reproduce electronic states around the Fermi energy in terms of the orbital composition
and the phase factor. We also show that the p orbitals in chalcogen atoms, which are ignored in the
conventional 2× 2 model, play a crucial role in metallic TMDCs. Although the aim of these models
is to reproduce electronic states, they can well describe states near the high-symmetry points and
the profile of Berry curvature in the wave vector space. The continuous model can be a handleable
tool to describe the electronic states and to analyze the transport phenomena in metallic TMDCs.
I. INTRODUCTION
Transition-metal dichalcogenide (TMDC) is a group
of materials composed of transition-metal and chalcogen
atoms. The group includes many atomic layered materi-
als consisting of different elements and provides several
electrically different materials; metal1, semiconductor2,
superconductor3,4, and topological material5. The semi-
conducting 1H-type monolayer TMDCs have been ana-
lyzed by using an effective model so-called massive Dirac
Hamiltonian with the Zeeman-like spin-orbit coupling
(SOC)6 or that with some additional terms7. The effec-
tive model has revealed fascinating phenomena in optics
and electronics; valley-selective optical absorption8–10,
anomalous Hall effect11, quantized valley Hall effect6,12,
optically-induced spin Hall effect13, and the electronic
transport properties14–20.
Recently, metallic momolayer-TMDCs attract much
attention in terms of electronic property. This is be-
cause the metallic TMDC drastically changes the elec-
tronic property by reducing the number of layers. For ex-
ample, monolayer NbSe2, a metallic TMDC, shows Ising
supercondivity3,4,21–24 and the change of order in the
charge density wave phase25–27. These attractive phe-
nomena have been analyzed by using the first-principles
calculation and the effective model for semiconducting
TMDCs, the modified Dirac model.24,28? –35 However,
the first-principles calculation is hard to provide a simple
picture behind the phenomena and the modified Dirac
model does not well describe the electronic states in
metallic TMDCs as discussed in this paper.
In this paper, we introduce easily-handleable effective
models, Eqs. (4) and (10), for three Fermi pockets in
1H-type metallic TMDCs. These effective models are
continuous in the wave vector space and adjusted to the
first-principles band structure and the electronic states
around the Fermi surface in the three valleys; the Γ, K,
and K ′ valleys in the first Brillouin zone. We show that
these models should be represented in the three-orbital
basis, i.e., a 3×3 Hamiltonian, even though that for semi-
conducting TMDCs is defined in a two-orbital basis. The
three orbitals are composite orbitals of pure electronic or-
bitals in the transition-metal and chalcogen atoms. We
reveal that the p-orbitals play a crucial role to reproduce
the electronic states although they have been ignored in
conventional effective models. We also present a scheme
to obtain the parameter-set to reproduce the energy dis-
persion and the electronic states in monolayer NbSe2 in
Fig. 1 as an example.
FIG. 1. Schematics of monolayer crystal structure of NbSe2.
The upper and lower structures show the vertical view and
the horizontal view, respectively. Other 1H-type metallic
TMDCs have the same structure with replacing Nb and Se







































FIG. 2. The electronic band structure of monolayer NbSe2
with and without SOC in (a) and (b), respectively. The hor-
izontal line indicates the Fermi energy. The Fermi surface
without the SOC effect is presented in (c).
II. FIRST-PRINCIPLES BAND STRUCTURE
Firstly, we show the first-principles electronic band
structure of monolayer NbSe2. Here, we start with this
specific material but the 1H-type monolayer TMDCs
have the similar band structure and electronic state to
those of NbSe2. The band structure is obtained by using
QUANTUM-ESPRESSO36, a calculation code of den-
sity functional theory, with applying projector-argument-
wave method and generalized gradient approximation
functional. Here, the energy cut-off is 50 Ry for the plane
wave basis and 500 Ry for the charge density, and the
convergence criterion is 10−8 Ry. The lattice parameters
are also computed by using the same code and estimated
to be c = 3.475Å and d = 3.514Å as the lattice constant
and the distance between the top and bottom sublayer
of chalcogen atoms, respectively. In Fig. 2, the band
structures (a) and (b) are obtained in the presence and
absence of SOC, respectively. In the Fermi surface, there
are three disconnected pockets enclosing the Γ, K, and
K ′ points in the first Brillouin zone (see Fig. 2(c)). Since
the electronic transport properties including the super-
conductivity are dominated by electronic states around
the Fermi level, we develop effective models reproducing
these states in terms of the energy dispersion and the
atomic-orbital composition. We start with constructing
the effective model without SOC and then introduce SOC













































































FIG. 3. The orbital composition of electronic states in the
Fermi pockets around the Γ, K, and K′ points. Here dm and
pm indicate the d and p orbitals with the magnetic quantum
number m, respectively.
III. THE EFFECTIVE MODEL WITHOUT SOC
To construct the effective model, we calculate the
atomic-orbital composition of electronic states in the
Fermi surface from the first-principles band structure
by using Wannier9037, which enables to compute the
maximally-localized Wannier orbitals and the hopping
3
matrix from the first-principles bands. We adopt five d
orbitals in Nb atom and six p orbitals in top and bottom
Se atoms as the Wannier orbitals. In the Fig. 3(a) and
(b), the atomic composition of electronic states in the
Fermi surface is presented. Here each orbital is denoted
by dα or pα, where d and p are the labels of orbital and
the subscript α implies the magnetic quantum number
with respect to the z axis. The left and right panels are
corresponding to the Fermi pockets around the Γ and K
points, called the Γ and K valleys, respectively. Each
electronic state is labeled by the angle θ of wave vector
with respect to the center, i.e., the high symmetry point,
of the pocket as shown in Fig. 2(c). Here the results
of the K ′ valley can be obtained from those of the K
valley by the sign change as θ → −θ and dα → d−α be-
cause of time-reversal symmetry. The conventional set of
orbitals6, which adopted to construct the Dirac model in
the case of semiconducting TMDC, is d0 for the Γ valley,
(d0, d2) for the K valley, and (d0, d−2) for the K
′ valley.
However the conventional sets account for 60%-70% of
the amplitude in these realistic electronic states. Thus
the set of orbitals has to be rearranged for describing the
electronic states in each valley and constructing effective
models for the three valleys.
A. The Γ valley
In the Γ valley, we adopt four atomic orbitals; p0, d0,
and d±2, to improve the reproducibility of orbital com-
position in electronic states. The electronic states are
represented by the superposition of these Wannier func-
tions |ψα〉,
|Ψ〉 = cd0 |ψd0〉+ cp0 |ψp0〉+ cd2 |ψd2〉+ cd−2 |ψd−2〉, (1)
where the variable k is omitted for the simple notation.
Here |cα|2 is the amplitude corresponding to the quantity
shown in Fig. 3(a). For reproducing the electronic state
|Ψ〉, the phase factor of coefficient cα is also calculated
and shown in Fig. 3(c). The relative phase between the
d2 (d−2) and d0 orbitals decreases (increases) with the
angle θ of wave vector. Moreover, the amplitude ratio
between the d0 and d±2 orbitals also varies with θ. The
p0 orbital, on the other hand, follows the d0 orbital in
terms of the phase factor and the amplitude. Thus, we
can introduce a composite orbital as a part of basis by
mixing the d0 orbital and the p0 orbital defined as
|d0 + p0〉 = r1|d0〉+ r2|p0〉, (2)
where the coefficients are given by r1 =
√
0.77 and r2 =
−
√
0.23 in the case of NbSe2. The three orbitals account
for over 90% of the amplitude of wave functions in the Γ
valley.Therefore we adopt the three orbitals as the basis
for our effective model and construct 3 × 3 Hamiltonian
to describe the electronic states in this valley.
For the complete set, we introduce two fake bands
to construct the effective model in the Γ valley. Al-
though the partially-filled band, which is crossing the
Fermi level, consists mostly of the three orbitals, other
bands are not consisting of only the three orbitals but
also the p±1 orbitals with a non-negligible amplitude in
the first-principles bands. Thus it is impossible to repro-
duce these bands in terms of the orbital composition by
using the three-orbital model. Therefore we introduce
two high energy bands, the fake bands, consisting only
of the three orbitals instead of the realistic bands.. Since
the state in the partially-filled band is |d0 + p0〉 at the Γ
point, the states in the high-energy bands are consisting
of |d±2〉. The high-energy bands have to be degenerated
at the Γ point because of the mirror symmetry in the y
axis (see Fig. 1). The Γ point is an invariant momentum
of this mirror operation, which replaces the d2 and d−2
orbitals. Therefore the k-independent term of Hamilto-
nian is given by
HΓ(0) = E0I3×3 + diag[0, Eb, Eb], (3)
where E0 is the energy of the partially-filled band at
the Γ point, I3×3 is the identity matrix, and the basis
is (cd0+p0 , cd−2 , cd2).
The full effective Hamiltonian including the k-dependent terms is represented by
HΓ(k) = (E0 − ak2)I3×3 +


0 ivke−iθk − wk2e2iθk ivkeiθk − wk2e−2iθk
−ivkeiθk − wk2e−2iθk Eb 0
−ivke−iθk − wk2e2iθk 0 Eb

 , (4)
with θk = arctan(ky/kx).
The sign and the additional phase factor of π/2 in the
k-linear terms are consistent with the phase difference in
Fig. 3(c) and reflect three-fold rotation symmetry in the
z axis. Under the rotation, the additional phase appear-
ing in each off-diagonal element is canceled due to the
extra phase appearing in the Wannier orbital with the
non-zero angular momentum. There is also a restriction
due to time-reversal symmetry in the off-diagonal com-
ponents, that is the same coefficient v for the (1,2) and
(1,3) components. Since the d2 and d−2 orbitals have
opposite angular momentum to each other, time-reversal
operation exchanges these orbitals in the basis and its
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with the complex conjugation operator C. To be
time-reversal symmetric, the effective Hamiltonian fulfils
T †HΓ(k)T = HΓ(−k). The Hamiltonian also preserves
the mirror symmetry in the y axis which exchanges these








































FIG. 4. The wave vector dependence of energy dispersion
and orbital amplitude around the Γ point. The solid and
dashed lines are numerical results by using the first-principles
calculation and the effective model, respectively. The distance
between two high-symmetry points is k = 1.205 Å−1 and
1.044 Å−1 for the Γ−K and Γ−M lines, respectively.
The effective Hamiltonian provides the handleable
forms. The energy dispersion of the partially-filled band,
the band crossing the Fermi energy, is represented by









+ 2(v2k2 + w2k4).
(6)













E0 Eb a v w
NbS2 0.93 2.05 -0.96 1.37 2.90
NbSe2 0.38 1.89 2.32 1.13 2.90
TaS2 1.06 2.20 -0.38 1.63 3.50
TABLE I. The parameter set for reproducing the energy
dispersion and the electronic states around the Γ point in
metallic monolayer TMDCs. The parameters are defined in
the proper unit: eV for Eα, eV·Å for v, and eV·Å
2 for a and
w.
with õ = o/Eb and the normalization factor C indepen-
dent of θk. Here the detailed calculation is presented
in App. A. The energy dispersion is isotropic, i.e., inde-
pendent of θk, but the orbital amplitude oscillates as a
function of θk with preserving three-fold rotation sym-
metry. Especially for the d2 (d−2) orbital, the amplitude
oscillates as c+ sin 3θk (c− sin 3θk) with c > 1 when the
amplitude of d0 + p0, the first component, is much larger
than the other component. Thus the effective Hamilto-
nian reproduces the oscillation of amplitude consistent
with that in the case of the first-principles calculation in
Fig. 3(a).
We provide the parameters to reproduce the band
structure and the electronic states in a realistic material
for application in Table I. Monolayer NbSe2 is an im-
portant material for application because several fascinat-
ing transport phenomena and the phase transitions have
been observed experimentally in this material.3,4,21–27
Thus we demonstrate how to obtain these parameters
from the first-principles results in the case of NbSe2 for
example. At the Γ point, the constant coefficients can
be estimated to be E0 = 0.32 eV and Eb = 1.89 eV as
the maximum energy of the partially-filled band and the
minimum energy of the d±2-orbital-dominating bands,
respectively. For fitting the other parameters, we re-
fer the k-dependence of energy dispersion and orbital-
composition around the Γ point as shown in Fig. 4(a)
and (b), respectively. In the limit of k → 0, the energy
dispersion and the ratio of the d±2 orbital amplitude to
the d0 + p0 orbital are represented by the asymptotic
forms, E0 − ak2 − 2v2k2/Eb and v2k2/E2b , respectively.











from the numerical results. The another parameter w is
associated with the deviation from the quadratic disper-
sion and the trigonal oscillation of orbital amplitude. We
estimate this parameter w = 2.90 eV·Å2 by referring the
deviation of energy dispersion from the quadratic form
as shown in Fig.4(a).
We test the validity of our model by calculating the
three-dimensional band structure, the Fermi velocity, and
the Berry curvature. In Fig. 5, we show these quantities

































































FIG. 5. The three-dimensional band structure, the Fermi
velocity, and the Berry curvature around the Γ point. The
left panels and right panels show the numerical results by
using the multi-orbital tight-binding model and the three-
orbital effective model, respectively. In (c) and (d), the Fermi
velocity is indicated by arrows with the length in arbitrary
units. In (c), (d), (e), and (f), the Fermi pocket is depicted
by a loop. Here, K/2 and K′/2 indicate the middle points
between the Γ-K and the Γ-K′ lines, respectively.
first-principles band and the effective Hamiltonian. The
band structure and the Fermi velocity are well repro-
duced except the hexagonal warping of the Fermi surface.
More importantly, the effective model enable to repro-
duce the Berry curvature as shown in Fig. 5(f). By using
the conventional model, the electronic states in the Γ val-
ley is described by a single band Hamiltonian and their
Berry curvature must be zero. Therefore, our 3× 3 effec-
tive model can be applied to the transport phenomena
associated with the internal degree of freedom of elec-
tronic states, e.g., several Hall effects.
B. The K and K′ valleys
In theK (K ′) valley, we adopt the d0, d2 (d−2), p0, and
p1 (p−1) as the Wannier orbitals to constitute the basis.
We focus only on the effective model for the K valley
since the models in the two valleys can be replaced with
each other by time-reversal operation T = iC with k →
−k. In terms of the d2 and p1 orbitals, the amplitude
oscillates in the same way and the phase difference is a
constant between them as shown in Fig. 3 (b) and (d),
respectively. Thus we can introduce a composite orbital
defined as
|d2 + p1〉 = r′1|d2〉+ r′2|p1〉, (9)





0.16236exp[−iπ/6] in the case of NbSe2. Here
the two orbitals |d2〉 and |p1〉 seem to obtain different
phase factors under the three-fold rotation based only
on their angular momenta but the relative atomic po-
sition causes these orbitals to obtain the same extra
phase. Therefore, the effective model can be repre-
sented by a 3 × 3 Hamiltonian defined on the basis of
(cd0 , cd2+p1 , cp0).
The effective Hamiltonian for the K valley is represented by
HK(k) =(E
′




−iθk − w1k2e2iθk 0
−iu1keiθk − w1k2e−2iθk 0 iu2keiθk − w2k2e−2iθk
0 −iu2ke−iθk − w2k2e2iθk −E′b

 . (10)
Here we introduce two simplifications; the antisymmetry
of upper and lower bands and the absence of coupling be-
tween the d0 and p0 orbitals because of the large gap be-
tween them. These simplifications leads to no significant
deterioration in the reproducibility of the partially-filled
band and cause the Hamiltonian to be easily handleable.
The phase factor reflects the phase difference of realis-
tic states in Fig. 3(d) and preserves three-fold rotation
6



























































FIG. 6. The variation of the energy dispersion and relative
orbital amplitude. The solid and dashed lines represent the
numerical results by using the first-principles calculation and
the effective model, respectively. The distance between two
high-symmetry points is k = 1.205 Å−1 and 0.603 Å−1 for the
K − Γ and K −M lines, respectively.
We present the analytic forms of energy dispersion and
the electronic states by using the effective model. Here
the detailed calculation is provided in App. B. Although
the exact form of energy dispersion can be obtain (see Eq.
(B19) ), it is too complicated to analyze the qualitative




′ u1 u2 w1 w2 r
NbS2 0.56 1.35 0.16 3.57 0.91 0.0 1.3 0.80
NbSe2 0.57 1.45 0.29 3.15 0.87 0.0 0.50 0.78
TaS2 0.70 1.36 0.35 4.01 0.96 0.0 0.50 0.80
TABLE II. The parameter set for reproducing the energy
dispersion and the electronic states around the K point in
monolayer NbSe2. The parameters are defined in the proper
unit: eV for E′α, eV·Å for uj , and eV·Å
2 for a′ and wj . Here,
r is a dimensionless parameter.
(B24) and present that of the partially-filled band,
E = E′0 − a′k2 − E′bδ−, (11)
with
δ± = {(u21k2 + w21k4 + 2u1w1k3 sin 3θk)
± (u22k2 + w22k4 − 2u2w2k3 sin 3θk)}/E′2b , (12)
under the condition that the gap energyE′b is much larger
than the energy scales of other matrix components in the
Hamiltonian. The condition satisfied up to the Fermi
wave number with respect to the K point. The electronic














with õ = o/E′b. Thus the d0 and p0 orbitals, the first
and third components, oscillate as 1 + c1 sin 3θk and 1−






Moreover, the d2 orbital is also oscillating as 1− c0 sin 3θ
with c0 = 2(u1w1k
3−u2w2k3)/(E′b−u21k2−w21k4−u22k2−
w22k
4). In NbSe2, the oscillation of |cd0 |2 is much smaller
than the others as shown in Fig. 4 and thus one can set
w1 = 0. This means that the trigonal warping effect
can be included by only introducing the p0 orbital in the
effective model.
We provide the parameters for reproducing the elec-
tronic states in the K valley of monolayer TMDCs in
Table II . The estimation of the parameters is demon-
strated in the case of NbSe2 below. The k-independent
coefficients, E′0 and E
′
b, are determined from the first-
principles energy eigenvalues of E′0 = 0.57eV and E
′
b =
1.45 eV, where the later refers to the bottom of the con-
duction band at the K point. The other parameters
are estimated from the dispersion and the variation of
orbital amplitude in electronic states. We show the k-
dependence of dispersion and orbital-amplitude around
the K point in Fig. 6. The orbital-amplitude is given as
the ratio to the d2 + p1 orbital and it can be represented
by the asymptotic forms u21k
2/E′2b for the d0 orbital and
u22k






















FIG. 7. The Fermi velocity calculated in the different con-
ditions. The loop represents the Fermi pocket around the K
point. In (a), both the Fermi velocity and pocket are obtained
by using the tight-binding model based on the first-principles
bands. The others are the numerical results by using the ef-
fective model.
form of dispersion is given by−ak2−(u21−u22)k2/E′b under












a+ (u21 − u22)/E′b = 6.6 eV · Å
2
. (15)
The another parameters wj is associated with the trigo-
nal warping effect (see Eq. (12)). The trigonal warping
term, which is proportional to sin 3θk, leads to the differ-
ence of behavior along the two lines of K−Γ and K−M .
In Fig. 6, the k-dependence is given in the lines in the
first Brillouin zone. For the d0 orbital, such a difference
is much smaller and indicates the negligibly small coeffi-
cient w1 ∼ 0. On the other hand, for the p0 orbital, there
is a large trigonal warping effect which can be a refer-
ence to estimate w2. We adopt a small w2 of 0.50 eV·Å2
though it is insufficient for the reproducibility as shown
in Fig. 9(c). This is because the appropriate parameter
w2 = 3.3 ·Å2 leads to the asymptotic behavior of disper-
sion E(k) undesirable in the analysis, i.e., E(k) → ∞
under k → ∞ in the K−M direction, and the mismatch
in the Berry curvature. We introduce another parameter
r for fitting the result of the effective model to that of
the first-principles calculation as discussed below.
The parameter-set except r is useful to reproduce the

































































FIG. 8. The three-dimensional band structure, the Fermi
velocity, and the Berry curvature around the K point. The
left panels and right panels show the numerical results by
using the multi-orbital tight-binding model and the three-
orbital effective model, respectively. In (c) and (d), the Fermi
velocity is indicated by arrows with the length in arbitrary
units. In (c), (d), (e), and (f), the Fermi pocket is depicted
by a loop.
but it is not sufficient to analyze those in the Fermi sur-
face. In Fig. 7, we show the Fermi surface and the Fermi
velocity obtained by using different ways around the K
point. In (a), these quantities are calculated by using the
full tight-binding model from the first-principles band.
The result of the pristine effective model in (b) is much
smaller than that of the tight-binding model. Thus we
consider two modifications to the effective model: the
shift of Fermi energy dE in (c) and the scale change
of band in (d). Here the scale change is introduced by
changing r in Eq. 10 from unity. The parameters for these
modifications, dE = 0.17eV and r = 0.78, are adopted
for the charge density, the area enclosed by the Fermi
8
surface, to be equal to that in (a). In this paper, the
scale change is adopted as the modification to the effec-
tive model because of the magnitude of Fermi velocity.
We confirm the validity of the effective model including
the modification of r by calculating the three-dimensional
band structure and the Berry curvature in Fig. 8. In the
left panels and right panels, we present these quantities
by using the the full tight-binding model from the first-
principles band and the effective model, respectively. The
effective model can reproduce the band structure includ-
ing the trigonal warping and the Berry curvature quan-
titatively without the increase around the M point.
IV. SPIN-ORBIT COUPLING
In the electronic structure of TMDC, the SOC plays
an important role due to inversion symmetry breaking.





where Lz and sz are the operators of the orbital and
spin angular momenta perpendicular to the layer, re-
spectively. Here the parallel components are absent be-
cause of the crystal symmetry. This SOC affects the band
structure and the electronic states in the Γ valley even
though the conventional model cannot include the SOC
effect in the Γ valley. The coupling constant λ should be
changed for fitting the electronic structure to the first-
principles band and thus it takes different values in the




























FIG. 9. The band structure and Fermi surface around the
K point in the presence of SOC. In (a), the first-principles
band is depicted by the dashed line. In (b), (c), and (d), the
solid line and the dashed line represents the up-spin and the
down-spin bands, respectively.
In the K and K ′ valleys, λ can be estimated from the
spin split ∆Es at the K and K
′ points. The spin split is
equal to the expectation value of the SOC operator,




=λ(2|r′1|2 + |r′2|2) = 0.150 eV, (17)
where the last quantity is obtained from the first-
principles calculation in Fig. 2 (b). Therefore the cou-
pling constant is estimated to be
λ = 0.082 eV. (18)
We show the band structure and the Fermi surface with
SOC in Fig. 9. In the effective model, the SOC is repre-
sented by
HsoK = diag[0, λ(2|r′1|2 + |r′2|2)/2, 0], (19)
and well describes the spin split band as shown in Fig.
9(a). The effective model reproduces the Fermi sur-
face except for the hexagonal warping in Fig 9(b) and
(d). When one is interested in the conduction band, the
−λ|cp−1 |2/2 with |cp−1 |2 = 0.08 is added as the (1,1) ele-
ment of HsoK as a contribution of mixed small amount of
the p−1 orbital in the d0 orbital at the K point. It en-
able to reproduce the crossing of up-spin and down-spin




























FIG. 10. The band structure and Fermi surface around the
Γ point in the presence of SOC. In (a), the first-principles
band is depicted by the dashed line. In (b), (c), and (d), the
solid line and the dashed line represents the up-spin and the
down-spin bands, respectively.
In the Γ valley, SOC is represented by
HsoΓ = diag[0,−λ′, λ′]. (20)
We show the band structure and the Fermi surface in






TABLE III. The coupling constant of SOC for the effective
models at the K and K′ valleys in TMDCs. The unit is eV.
should be larger than that estimated for the K valley
because the spin split is much smaller than that of the
first-principles calculation in the case of λ′ = λ as shown
in Fig. 10(b) and (c). We estimate the appropriate cou-
pling constant of λ′ = 0.23 eV by fitting the maximum
spin split between the up-spin and down-spin Fermi sur-
faces in Fig. 10(b). The effective model enables to repro-
duces the crossing between the up-spin and down-spin
Fermi surface around the Γ point. The spin-dependent
trigonal warping is attributed to the oscillation of |cd±2 |2
in Fig. 3(a). In Table III, we present the parameters to
introduce SOC in some metallic TMDCs.
V. CONCLUSION
We developed effective models in Eqs. (4) and (10) for
describing the electronic states in three valleys of metallic
TMDCs. Every model is represented by 3 × 3 Hamilto-
nian which is continuous in the wave vector space and can
be handled analytically. The basis are consisting of not
only the d orbitals in transition-metal atoms but also the
p orbitals in chalcogen atoms. Although the p orbitals
have been ignored in the conventional model for describ-
ing semiconducting TMDCs, we found that the p0 orbital
plays a crucial role for reproducing the energy dispersion
and the electronic states in the metallic TMDCs. We
also reveals that the three-orbital model enables to ana-
lyze the internal degrees of freedom, e.g., the Berry curva-
ture. These models are applicable to electronic transport
phenomena including complex orbital mixing effect, e.g.,
the transport in heterostructures with TMDCs. Since
these models also reproduce the phase structure of coef-
ficient vector, this model can be applied to analyze the
phase-related phenomena, e.g. several types of Hall ef-
fects. We also provide the parameter set for reproducing
the electronic states in NbSe2, NbS2, and TaS2.
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Appendix A: Effective model in the Γ valley




0 ike−iθk(v + iwke3iθk) ikeiθk(v + iwke−3iθk)
−ikeiθk(v − iwke−3iθk) Eb 0
−ike−iθk(v − iwke3iθk) 0 Eb

 , (A1)
where the identity term (E0 − ak2)I3×3 is omitted because it does not change the eigen vector. Here we give the
detailed calculation of the energy eigenvalue and the eigen vector in detail. The energy eigenvalue can be calculated
from the determinant,
det[E − (HΓ(k))]
=E(E − Eb)2 − k2|v + iwke3iθk |2(E − Eb)− k2|v + iwke−3iθk |2(E − Eb)
=(E − Eb){E(E − Eb)− k2(v2 + w2k2 + iwvk(e3iθ3 − e−3iθ3))− k2(v2 + w2k2 + iwvk(e−3iθk − e3iθk)}
=(E − Eb){E(E − Eb)− 2k2(v2 + w2k2)}. (A2)










+ 2(v2k2 + w2k4). (A3)
The wave function for the target band, E = Eb/2−
√













with õ = o/E′b and the normalization factor,
C2 = (1 +
√
1 + 2(ṽ2k2 + w̃2k4))2 + 2(ṽ2 + w̃2). (A5)
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Appendix B: Effective model in the K valley





iθk − w1k2e−2iθk 0
−iu1ke−iθk − w1k2e2iθk 0 iu2ke−iθk − w2k2e2iθk









−ike−iθk(u1 − iw1ke3iθk) 0 ike−iθ(u2 + iw2ke3iθk)
0 −ikeiθ(u2 − iw2ke−3iθk) −E′b

 . (B2)
The eigen energy can be calculated from the determinant as
det[E −HK(k)] =(E − E′b){E(E + E′b)− k2|u2 + iw2ke3iθk |2} − k2|u1 + iw1ke−3iθk |2(E + E′b) (B3)
=E(E2 − E′2b )− k2|u2 + iw2ke3iθk |2(E − E′b)− k2|u1 + iw1ke−3iθk |2(E + E′b) (B4)
=E(E2 − E′2b )− k2(u22 + w22k2 − 2w2u2k sin(3θk))(E − E′b)
− k2(u21 + w21k2 + 2w1u1k sin(3θk))(E + E′b) (B5)
=E(E2 − E′2b )− k2(u21 + u22 + (w21 + w22)k2 + 2(w1u1 − w2u2)k sin(3θk))E
− Ebk2{(u21 + w21k2)− (u22 + w22k2) + 2(w1u1k + w2u2k) sin(3θk)}. (B6)
This determinant equation is equivalent to a cubic equation of E as
E3 + pE + q = 0, (B7)
with
p = −E′2b − (u21k2 + w21k4 + 2w1u1k3 sin 3θk)− (u22k2 + w22k4 − 2w2u2k3 sin 3θk) (B8)
q = −Eb{(u21k2 + w21k4 + 2w1u1k3 sin 3θk)− (u22k2 + w22k4 − 2w2u2k3 sin 3θk)}. (B9)
We rewrite the parameters as
p = −E′2b − E1(k)2 − E2(k)2, (B10)





3 sin 3θk and E2(k)
2 = u22k
2 + w22k
4 − 2u2w2k3 sin 3θk. This kind of equation





















































































































































































































where δ± = (E
2
1 ±E22)/E′2b is a much small value because of the large gap E′b up to the Fermi wave number. At the Γ
point, δ± goes to zero and the energy eigenvalue also goes to zero for l = 0. Therefore, the target band is represented







E′b(1 + ∆(k))(1 −∆(k))
−ikeiθk(u2 − iw2ke3iθk)(1 + ∆(k)),

 , (B20)
with the normalization factor,
C2 = (u21k
2 + w21k
4 + 2u1w1 sin 3θk)(1−∆(k))2 + (u22k2 + w22k4 + 2u2w2 sin 3θk)(1 + ∆(k))2 + E′2b (1−∆(k)2)2.
(B21)
This form is not easy to handle because of the complex form of ∆(k).
We write the eigenvalue and the eigenstate in the approximated forms as














































































The three eigenvalues are obtained as























−ikeiθk(u1 + iw1k2e−3iθk)(1− δ−)
E′b(1− δ2−)




with the normalization factor,
C′2 =E′2b (1− 2δ2− + δ4−) + (u21k2 + w21k4 + 2u1w1 sin 3θk)(1− 2δ− + δ2−) + (u22k2 + w22k4 − 2u2w2 sin 3θk)(1 + 2δ− + δ2−)
(B26)
=E′2b (1− 2δ2− + δ4−) + E′2b δ+(1 + δ2−)− 2δ2−E′2b (B27)
=E′2b (1 + δ+ − 4δ2− + δ+δ2− + δ4−). (B28)












up to O(δ±) with õ = o/E
′
b.
