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A NOTE ON (σ, τ )-DERIVATIONS ON COMMUTATIVE ALGEBRAS
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Abstract. We study universal mapping properties of (σ, τ)-derivations over com-
mutative algebras and characterize them over rings of integers of quadratic number
fields. As a result we provide extension of some well known results on UFD’s of such
derivations to certain non-UFD’s as well.
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1. Introduction
Let R be a commutative ring with 1 and A be an algebra over R. Let σ, τ be two
different algebra endomorphisms on A. A (σ, τ)-derivation on A is an R-linear map
δ : A −→ A satisfying δ(ab) = δ(a)τ(b) + σ(a)δ(b) for a, b ∈ A. If x ∈ A, the (σ, τ)-
derivation δx such that δx(a) = xτ(a) − σ(a)x, is called a (σ, τ)-inner derivation of A
coming from x. If σ = τ = id, then δ and δx are respectively the ordinary derivation
and inner derivation of A coming from x. For given σ and τ on A, the set of all (σ, τ)-
derivations on A is denoted by D(σ,τ)(A) and whenever A is commutative, it carries a
natural left module structure given by (a, δ) 7−→ a · δ : x 7→ aδ(x).
The use of (σ, τ)-derivations in generalizing Galois theory over division rings were men-
tioned by Jacobson in [Jac56] (Chapter 7.7). Later on they have been studied exten-
sively in the case of prime and semiprime rings by many authors. [AAC06] contains
a survey of such studies. An introductory exposure to (σ, τ)-derivations can be found
in [Har02], which also contains quite a few examples of such derivations on unique
factorization domains (Table 1). Examples of these kind of derivations on UFD’s can
also be found in ([ELMS16], Table 1). In the last decade Hartwig, Larsson and Silve-
strov gave the study of (σ, τ)-derivations a new dimension when they generalized Lie
algebras to Hom-Lie algebras using (σ, τ)-derivations on associative algebras A over C
in their highly influential paper [HLS06]. They have mostly studied (σ, τ)-derivations
on UFD’s. An important result in their paper (Theorem 4, [HLS06]) is that if σ and
τ are two different algebra endomorphisms on a unique factorization domain A, then
1
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D(σ,τ)(A) is free of rank one as an A-module with generator
∆ :=
τ − σ
g
: x 7−→ (τ − σ)(x)
g
, where g = gcd ((τ − σ)(A)).
All these results inspired us to investigate similar properties of (σ, τ)-derivations in a non
unique factorization domain or in algebras in general. It turns out that in quite a few
cases (σ, τ)-derivations are actually (σ, τ)-inner. We have found that finite dimensional
central simple algebras have that property and group rings of finite groups over integral
domains with 1 also share the same property for certain σ and τ ([Cha19]). Also
it is interesting to investigate whether a module of (σ, τ)-derivations exists satisfying
universal properties analogous to that of Ka¨hler modules in case of ordinary derivations.
In this manuscript we discuss the universal mapping properties of (σ, τ) derivations on
commutative algebras (Theorem 3.1). We also characterize them over rings of integers
of quadratic number fields (Theorem 4.2), thus providing examples of such derivations
over some non-UFD’s as well.
2. Definition
We generalize the definition of (σ, τ)-derivations on an algebra to (σ, τ)-derivations from
an algebra to a bimodule over that algebra. In the sequel all algebras considered will be
commutative. Let A, B and C be algebras over R. Let σ be an algebra homomorphism
from A to B and τ be an algebra homomorphism from A to C. Let M be a B − C-
bimodule. A is naturally an A − A-bimodule. Now M is an A − A-bimodule too
via σ and τ . We will assume A acts on M from the left via σ and from the right
via τ . A (σ, τ)-derivation D from A to M is an R-linear map D : A −→ M satisfying
D(ab) = D(a)·τ(b)+σ(a)·D(b) for a, b ∈ A. If x ∈ A, the (σ, τ)-derivationDx : A → M
such that Dx(a) = x ·τ(a)−σ(a) ·x, is called a (σ, τ)-inner derivation of A toM coming
from x. If B = C = A and σ = τ = id, then D and Dx are respectively the ordinary
derivation and inner derivation from A to the A−A-bimodule M . For a given σ and
τ , let us denote the set of all (σ, τ)-derivations from A to M as D(σ,τ)(A,M). Then
D(σ,τ)(A,M) carries a natural A−A-bimodule structure by
(
(a1, a2), δ
) 7−→ (a1, a2) ·δ :
x 7→ σ(a1) · δ(x) · τ(a2). Also note that D(1) = 0.
3. Universal properties of (σ, τ)-derivations on commutative algebras
We are now in a position to discuss universal mapping properties of (σ, τ)-derivations.
In the sequel all tensor products will be taken over R.
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Theorem 3.1. Let R be a commutative ring with 1, A be an algebra over R and M be
an A−A-bimodule. Let σ, τ be two different algebra endomorphisms on A and D be a
(σ, τ)-derivation from A to M . Let Kσ, Kτ and KD denote the kernels of σ, τ and D
respectively. Let φσ denote the algebra isomorphism from A/Kσ to σ(A) and ψτ denote
the algebra isomorphism from A/Kτ to τ(A). Also let piτ and piσ denote the projection
homomorphisms from A to A/Kτ and A to A/Kσ respectively. Then depending on the
invertibility of σ and τ the following universal mapping properties of (σ, τ)-derivations
are satisfied:
(1) If τ is invertible with σ may or may not be invertible, then for any D ∈ D(σ,τ)(A,M),
there exists δL ∈ D(σ,τ)(A,A⊗A) and a unique left A-linear map fL : A⊗A −→ M
such that D = fL ◦ δL.
(2) If τ is not invertible but σ is invertible, then for any D ∈ D(σ,τ)(A,M), there exists
δR ∈ D(σ,τ)(A,A ⊗ A) and a unique right A-linear map fR : A ⊗ A −→ M such
that D = fR ◦ δR.
(3) If neither τ nor σ is invertible, then for any D ∈ D(σ,τ)(A,M) with Kτ ⊆ KD,
there exists ∆L ∈ D(σ,ψτ◦piτ )(A,A ⊗ A/Kτ ) and a unique left A-linear map gL :
A⊗A/Kτ −→M such that D = gL ◦∆L.
(4) If neither τ nor σ is invertible, then for any D ∈ D(σ,τ)(A,M) with Kσ ⊆ KD,
there exists ∆R ∈ D(φσ◦piσ,τ)(A/Kσ ⊗ A) and a unique right A-linear map gR :
A/Kσ ⊗A −→M such that D = gR ◦∆R.
Proof. For each case we need to show that the following diagram is commutative:
A M0
M
(σ,τ)D
δ0
(Σ,T )
∃ ! f
(3.1)
where D is a (σ, τ)-derivation from A toM , δ0 is a (Σ, T )-derivation from A toM0 and
M0, Σ, T, δ0 and f for each case are as follows:
Case (1): M0 = A⊗A, Σ = σ, T = τ, δ0 = δL and f = fL,
Case (2): M0 = A⊗A, Σ = σ, T = τ, δ0 = δR and f = fR,
Case (3): M0 = A⊗A/Kτ , Σ = σ, T = ψτ ◦ piτ , δ0 = ∆L and f = gL,
(σ, τ )-DERIVATIONS ON COMMUTATIVE ALGEBRAS 4
Case (4): M0 = A/Kσ ⊗A, Σ = φσ ◦ piσ, T = τ, δ0 = ∆L and f = gR.
That is, we need to show that for any given (σ, τ)-derivation D from A to M , there
exist algebras B, C over R, algebra homomorphisms Σ from A to B and T from A to
C, a B− C-bimodule M0 which is an A−A-bimodule as well via Σ from the left and T
from the right such that there exists a unique left or right A-linear map f from M0 to
M making the above diagram commutative.
We now prove each case separately.
Case (1): τ is invertible, σ may or may not be invertible.
We view A as an embedding in A ⊗ A via the first component. That is, we regard
A ⊗ A as a left A-module via the first component. We define δL : A −→ A ⊗ A by
δL(a) = 1⊗ τ(a)− σ(a)⊗ 1. Then
δL(ab) = 1⊗ τ(ab)− σ(ab)⊗ 1 = 1⊗ τ(a)τ(b) − σ(a)σ(b)⊗ 1
=
(
1⊗ τ(a))(1⊗ τ(b))− (σ(a)⊗ 1))(σ(b)⊗ 1))
=
(
1⊗ τ(a)− σ(a)⊗ 1)(1⊗ τ(b)) + (σ(a)⊗ 1)(1⊗ τ(b)− σ(b)⊗ 1)
= δL(a) · τ(b) + σ(a) · δL(b).
Thus we see that δL is a (σ, τ)-derivation. Now, we define fL : A ⊗ A −→ M
by f(x ⊗ y) = xD(τ−1(b)). Then fL is a unique R-bilinear map and is a left A-
linear map too by our definition of the left A-module structure on A ⊗ A. Also
(fL ◦ δL)(a) = D
(
τ−1(τ(a))
)− σ(a)D(τ−1(1)) = D(a) as D(1) = 0.
Case (2): τ is not invertible, but σ is invertible.
Here we assume A⊗A is a right A-module via the second component. Then we define
δR from A to A⊗A the same as case (1) and similarly it is a (σ, τ)-derivation. Now we
define fR : A⊗A −→M by fR(x⊗ y) = −D
(
σ−1(a)
)
b. Then fR is a unique R-bilinear
map and is a right A-linear map too by our definition of the right A-module structure
on A⊗A. Also as D(1) = 0, we get as before fR ◦ δR = D.
Case (3): Neither τ nor σ is invertible and we need to prove universal module and map
exist only for those (σ, τ)-derivations D such that the kernel of τ is contained in the
kernel of D, that is, D(Kτ ) = 0.
We view A ⊗ A/Kτ as a left A-module via the first component. We define the map
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Dτ : A −→ M byD(a+Kτ ) = D(a) for all a ∈ A. AsD(Kτ) = 0, the mapDτ is well de-
fined. Now we define ∆L : A −→ A⊗A/Kτ by ∆L(a) = 1⊗(ψτ ◦piτ )(a)−σ(a)⊗(1+Kτ).
Then we can see that ∆L is a (σ, ψτ ◦ piτ )-derivation from A to A⊗A/Kτ . Finally, we
define gL : A⊗A/Kτ −→M by gL
(
x⊗ (y +Kτ )
)
= xDτ
(
ψ−1τ (y +Kτ )
)
. Then gL is a
unique R-bilinear map and left A-linear too by our assumption. Also (gL ◦∆L)(a) =
gL
(
1⊗ ψτ (a +Kτ )− σ(a)⊗ (1 +Kτ )
)
= Dτ (a+Kτ ) = D(a).
Case (4): Neither τ nor σ is invertible and we need to prove universal module and map
exist only for those (σ, τ)-derivations D such that the kernel of σ is contained in the
kernel of D, that is, D(Kσ) = 0.
We view A/Kσ⊗A as a right A-module via the second component. We define the map
Dσ : A −→M by D(a+Kσ) = D(a) for all a ∈ A. As D(Kσ) = 0, the map Dσ is well
defined. Now we define ∆R : A −→ A/Kσ ⊗ A by ∆R(a) = (1 + Kσ) ⊗ τ(a) − (φσ ◦
piσ)(a)⊗ 1. Then we can see that ∆R is a (φσ ◦ piσ, τ)-derivation from A to A/Kσ ⊗A.
Finally, we define gR : A/Kσ ⊗A −→ M by gR
(
(x+Kσ ⊗ y) = −Dσ
(
φ−1σ (x +Kσ)
)
y.
Then gR is a unique R-bilinear map and right A-linear too by our assumption. Also
gR ◦∆R = D.

4. A study of (σ, τ)-derivations on rings of integers of quadratic
number fields
We now investigate (σ, τ)-derivations on rings of integers of number fields. We will
assume that K is a number field and OK is its ring of integers which we will consider
as Z-algebras. Thus, σ, τ will be ring endomorphisms on OK and (σ, τ)-derivations on
OK will be Z-linear. We start with the following observation.
Lemma 4.1. Let K be a number field and OK be its ring of integers. Any non-zero
ring endomorphism of OK is an isomorphism.
Proof. Let φ be a non-zero ring endomorphism of OK . Now, OK is a free Z-module
of finite rank and OK/Ker φ ∼= Im φ which is a Z-submodule of OK , hence a free Z-
module. It is well known that |OK/Ker φ| < ∞ unless Ker φ = 0 (see e.g., the proof
of Theorem 5.3(d), [ST79] ). This implies rank of Im φ = 0 which in turn implies that
φ is a trivial endomorphism and that is a contradiction to our assumption. Therefore
we must have Ker φ = 0, that is, φ is injective.
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Let x ∈ OK . Let Cx = {y ∈ OK | y is conjugate to x}, that is, Cx is the set of all roots
of the monic polynomial corresponding to x. Now since φ restricted to Z is the identity
map, we have φ(Cx) ⊆ Cx. Now for xi, xj ∈ Cx such that xi 6= xj , as φ is injective we
will have φ(xi) 6= φ(xj). Then by pigeonhole principle, there exists xi ∈ Cx such that
φ(xi) = x. Thus φ is surjective as well. 
Now we are mainly interested in the rings of integers of quadratic number fields. Let K
be a number field such that [K : Q] = 2. Then we know that for a square free rational
integer d,
OK =
{
Z[
√
d], if d 6≡ 1 (mod 4),
Z[1
2
+
√
d
2
], if d ≡ 1 (mod 4).
Our result regarding (σ, τ)-derivations on such rings is as follows:
Theorem 4.2. Let K be a number field such that [K : Q] = 2 and OK be its ring of
integers. Let σ and τ be two different non-zero ring endomorphisms of OK and d be a
square free integer.
(i) If d 6≡ 1 mod 4, then any Z-linear map D : Z[√d] −→ Z[√d] such that D(1) = 0
is a (σ, τ)-derivation of Z[
√
d]. Moreover, if D(
√
d) = α+β
√
d for some α, β ∈ Z
such that α is divisible by 2d and β is even, then D is (σ, τ)-inner.
(ii) If d ≡ 1 mod 4, then any Z-linear map D : Z[1+
√
d
2
] −→ Z[1+
√
d
2
] such that
D(1) = 0 is a (σ, τ)-derivation of Z[1+
√
d
2
]. Moreover, if D
(
1+
√
d
2
)
= α+ β
(
1+
√
d
2
)
for some α, β ∈ Z such that β even, then D is (σ, τ)-inner.
Proof. (i) Here, d 6≡ 1 mod 4. By lemma 4.1, we know that σ and τ are ring iso-
morphisms. We have d = σ(d) = σ(
√
d)2 and so σ(
√
d) = ±√d. Similarly,
τ(
√
d) = ±√d. As σ and τ are different, clearly we have only two choices for the
pair (σ, τ). For all a, b ∈ Z, they are:
(a) σ = id; τ(a + b
√
d) = a− b√d,
(b) σ(a+ b
√
d) = a− b√d; τ = id.
Let us assume case (a). Case (b) will follow from symmetry. Let D : Z[
√
d] −→
Z[
√
d] be a Z-linear map such that D(1) = 0. Let D(
√
d) = α + β
√
d for some
α, β ∈ Z. Then for a, b ∈ Z, D(a+ b√d) = b(α + β√d). For x, y ∈ Z, we have
D(a+ b
√
d)τ(x+ y
√
d) + σ(a + b
√
d)D(x+ y
√
d)
= b(α + β
√
d)(x− y
√
d) + (a+ b
√
d)y(α+ β
√
d)
= (ay + bx)(α + β
√
d) = D
(
(a + b
√
d)(x+ y
√
d)
)
.
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Thus D is a (σ, τ)-derivation of Z[
√
d]. Now
(
σ − τ)(a+ b√d) = 2b√d. Hence,
D(a+ b
√
d) = bD(
√
d) =
D(
√
d)
2
√
d
(
σ − τ)(a + b√d).
So if D(
√
d)
2
√
d
∈ Z[√d], then D is (σ, τ)-inner. We have D(
√
d)
2
√
d
= β
2
+ α
2d
√
d and thus
when α is divisible by 2d and β is even, we get the required result.
(ii) Here d ≡ 1 mod 4. Again, by lemma 4.1, we know that σ and τ are ring isomor-
phisms. Let σ(1+
√
d
2
) = a + b1+
√
d
2
for some a, b ∈ Z. Now, √d = 2(1+
√
d
2
) − 1.
Hence, σ(
√
d) = 2σ(1+
√
d
2
)− 1 = (2a+ b− 1) + b√d. So
d = σ(d) = σ(
√
d)2 =
(
(2a+ b− 1) + b
√
d
)2
= (2a+ b− 1)2 + db2 + 2(2a+ b− 1)b
√
d.
We get the following sets of equations:
(2a+ b− 1)2 + db2 = d (4.1)
2b(2a+ b− 1) = 0. (4.2)
Equation 4.2 gives either b = 0 or 2a+ b−1 = 0. If b = 0, then equation 4.1 gives
a = 1+
√
d
2
which is a contradiction since a ∈ Z. If 2a + b − 1 = 0 then equation
4.1 gives b = ±1 and we get the following subcases: If b = 1, then a = 0. Thus
σ(1+
√
d
2
) = 1+
√
d
2
, that is, σ = id. If b = −1, then a = 1. Then σ(1+
√
d
2
) = 1−
√
d
2
. In
the same way, τ will also yield similar results. So we are again left with only two
choices for the pair (σ, τ) as they are different ring isomorphisms. For a, b ∈ Z,
they are:
(a) σ = id; τ
(
a+ b1+
√
d
2
)
= a+ b1−
√
d
2
,
(b) σ
(
a+ b1+
√
d
2
)
= a+ b1−
√
d
2
; τ = id.
Again, let us assume case (a) as case (b) will follow from symmetry. Let D :
Z[1+
√
d
2
] −→ Z[1+
√
d
2
] be a Z-linear map such that D(1) = 0. Let D(1+
√
d
2
) =
α + β 1+
√
d
2
for some α, β ∈ Z. Then for a, b ∈ Z, D(a+ b1+√d
2
)
= b(α + β 1+
√
d
2
).
For x, y ∈ Z, we have
D
(
a + b
1 +
√
d
2
)
τ
(
x+ y
1 +
√
d
2
)
+ σ
(
a+ b
1 +
√
d
2
)
D
(
x+ y
1 +
√
d
2
)
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= b
(
α + β
1 +
√
d
2
)(
x+ y
1−√d
2
)
+
(
a+ b
1 +
√
d
2
)
y
(
α + β
1 +
√
d
2
)
= (ay + bx+ by)
(
α + β
1 +
√
d
2
)
= D
((
a+ b
1 +
√
d
2
)(
x+ y
1 +
√
d
2
))
.
Thus D is a (σ, τ)-derivation of Z[1+
√
d
2
]. Now
(
σ− τ
)(
a+ b1+
√
d
2
)
= b
√
d. Hence
D
(
a+ b
1 +
√
d
2
)
= bD
(
1 +
√
d
2
)
=
D
(
1+
√
d
2
)
√
d
(
σ − τ
)(
a+ b
1 +
√
d
2
)
.
So if
D
(
1+
√
d
2
)
√
d
∈ Z[1+
√
d
2
], then D is (σ, τ)-inner. We have
D
(
1+
√
d
2
)
√
d
= β
2
d + (α +
β
2
)
√
d. Thus, when β is even the result follows.

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