Abstract. A new theory is presented, in which a generalized kinematic similarity transformation is used to diagonalize linear differential systems. No matrices of Jordan form are needed. The relation to Lyapunov's classical stability theory is explored, and asymptotic estimates of fundamental solutions are given. Finally, some possible numerical applications of the presented theory are suggested.
.=f(t,z)+g(t),
we note that the difference x= z-y satisfies (1.1), where A(t) is the "average Jacobian"
A(t) =f01J(t,y + Ox ) dO.
Here the m rn matrix J(., ) is the partial derivative of f with respect to its second argument. Although a linearization is not necessary in order to establish (1.1), the matrix A (t) depends, by construction, not only on but also upon x and y. This limits the validity of (1.1) as a model for the error propagation in (1.2), since A(t) may not be uniformly bounded with respect to x. However, with the additional requirement that f satisfies the Lipschitz condition IIf(t,z)-f(t,y)ll<-tllz-Yll Vt,y,z one easily shows that ( 
1.3) II-d(t)llL
We note that the Lipschitz condition can be relaxed; it is sufficient that the condition holds over a convex domain D c R m, i.e. whenever y, z D.
Under mild conditions, the homogeneous problem 2=A(t)x has a continuously differentiable fundamental solution matrix , i.e.
( 1.4) Using this operator, the solution of (1.1) can, in terms of some given initial condition x(0), be written (1.5) x(t) (t)-(0)x (0)+(t)f0t-( ')g(') d'.
We remark that if is a fundamental matrix over the semi-infinite interval [0, m), then -exists on any finite subinterval of [0, z).
The object of the paper is to estimate the solution x given by (1.5) . In particular,
we are interested in asymptotic estimates and stability, i.e. we want to find estimates of IIx(t)ll as well as of II(t)-(0)ll. We will derive these estimates for a monotonic but otherwise unspecified norm. In particular cases we will consider the HOlder norms.
The estimates for global error propagation that we obtain are similar to corresponding results derived by using the logarithmic norm, [6] , [8] and [20] . Although the latter estimates are sharp for "short-range" error propagation, our estimates are generally better for large t. Thus, they can be viewed as a complement to the traditional logarithmic norm bounds on the error.
In 2, basic concepts will be introduced and classical results reviewed. In 3 we consider various choices of a fundamental solution. The fundamental solution will then be decomposed into a normalized direction matrix and a size matrix which satisfies a differential equation kinematically similar to (1, 1) [11] . We also prove a new diagonalization theorem, demonstrating that any matrix can be brought to diagonal form using a (time-dependent) transformation of Lyapunov type. This result is of fundamental importance since it allows a unified treatment of all linear systems, whether A be constant, defective Or time-dependent. It is particularly useful in the latter case, when a Jordan form no longer has a clear meaning. It should be noted that the techniques presented here are of equal importance to initial value problems and boundary value problems.
In 4 we derive the asymptotic error estimates for IVP's by considering the Lyapunov transformation and its adjoint equation. Finally, in 5 we consider some applications of the presented theory. 2 . Differential inequalities and logarithmic norms. "Classical" estimates of the solution to (1.1) are obtained from the differential inequality d Due to the Lipschitz constant IIAII being positive, these estimates are in practice useless, since they fail to provide information about the actual growth or decay rate in (1.1). The situation was greatly improved by the introduction of logarithmic norms [8] , [6] , [20] . [6] . Instead of going into details, we shall only summarize some useful basic properties of the logarithmic norm that can be found elsewhere in the literature (see [8] and [20] Proof. Take M so that M satisfies A3. Then dp(t)d-l(,r)=*(t)mm-ld#-l( ,) T(t)D(t)D-I( )Sr(,r).
Since b AD, (3.19) (3.20) . We finally remark that the kinematic diagonalization is a transformation of global character; the case when A is defective locally requires no special attention and no matrices of Jordan form are needed.
We shall now turn to the question of how the matrix T -'x= S T behaves for increasing t. We have already seen that globally defective or pseudo-defective systems will (in general) cause an O(t) growth for some power/3>0, due to the inherent structure of the problem. In Theorem 14 (2.8') . For the defective system (3.14), we obtain kinematic eigenvalues (3.14") that (after permutation) satisfy (4.5). The kinematic spectral abscissa is 1 + t/(1 + t-), corresponding to the left kinematic eigenvector (0 V/i-) appearing in the second row of S r in (3.14'). Evaluating this vector at t--0, we obtain (0 1 Note that the bound (4.10) holds without the special assumptions of Theorem 20 or restrictions like (4.4)-(4.5). Although for a given norm it is usually superior to (4.10') for asymptotic purposes, it should be clear that (4.10) does not necessarily give the optimal exponential behavior unless some restrictions of the mentioned type are imposed. Thus, lim lfotX(s)ds X ( ll ( ) dp-l(o) llp ) maxx ( In general, the term #e[T-12/"] will prevent us from obtaining estimates with the desired exponential behavior, and so (4.12) is best suited for transformations other than the diagonalizing Lyapunov transformation considered in this paper. Comparing (4.12') and (4.7), we see that in both cases, a small re[T is needed in order to avoid a too large amplification of the forcing term g(t) when it is projected onto the columns of T.
In In Fig. 2 we see that our turning point problem has a dichotomy, [7] , in a very general sense. From the table it is clear that the direction matrix T is well behaved. At the turning point this local coordinate system rapidly flips an angle of rr/2 from one orthogonal system to another. This change takes place quicker as e 0, and consequently is not uniformly bounded with respect to e. The kinematic eigenvalues with respect to T are 0(e-1/2) in a neighborhood of the turning point 0.
We remark that the special scaling with respect to e used to derive the first-order system (5.12) is necessary to obtain these good results (an alternative would be to choose a linear combination M that depends in a nonuniform way on e). Our interpretation of this is that a proper minimization of x[T] implies a proper scaling with respect to the perturbation parameter.
We shall now demonstrate the importance of directional well-conditioning for boundary value problems, and apply some results from [15] 
