Abstract. Given a generalization of Lebesgue decomposition we obtain an extension to the finitely additive setting of the theorems of Halmos and Savage and of Yan.
Introduction and Notation
In a paper that soon became a classic in statistics [7] , Halmos and Savage illustrated the powerful implications of the Radon Nikodym theorem for the theory of sufficient statistics. One of their results, Lemma 7, deals with dominated sets of probability measures and states that each such set admits an equivalent, countable subset. This lemma rapidly obtained its own popularity, proving to be very useful in a variety of different contexts, such as the proof of Yan Theorem, another classical result in probability and in mathematical finance.
In their proof, Halmos and Savage exploit extensively countable additivity and the fact that the underlying family is a σ-algebra. Both properties are essential as they allow, loosely speaking, for the possibility of taking limits. For this reason their method of proof cannot be adapted to the case in which probability is just finitely additive, a situation of interest for the subjective theory of probability originating from the seminal work of de Finetti [4] and, more generally, for decision theory in which countable additivity is more an exception than a rule. Finite additivity is also unavoidable in many classical problems in which it is needed to take extensions of the given set function.
In this short note we extend the original result of Halmos and Savage to the case of finitely additive probability measures and obtain, as a corollary, an analogous extension of the theorem of Yan [10] . The proof is, somehow surprisingly, straightforward and does not make use but of classical decomposition results of set functions, ultimately due to Bochner and Phillips.
In the following, Ω will be a fixed, nonempty set and A an algebra of subsets of Ω. Also given is a positive, additive, bounded set function λ ∈ ba(A ) + . A set M ⊂ ba(A ) is said to be dominated by λ if µ ≪ λ for every µ ∈ M (in symbols M ≪ λ). For the theory of finitely additive measures and integrals we mainly borrow notation, definitions and terminology from Dunford and Schwartz [6] , although we prefer the symbol |µ| to denote the total variation measure generated by µ and we write µ f to denote that element of ba(A ) defined implicitly by letting
whenever f ∈ L 1 (µ). We often write µ(f ) rather than f dµ.
The lattice symbol ⊥ is used to define the orthogonal complement
of M which is known to be a normal sublattice of ba(A ), see e.g. [1, 1.5.6 and 1.5.8].
A Decomposition
We associate with M ⊂ ba(A ) the collections
To obtain a simple generalization of Lebesgue decomposition, we start remarking that L(M ) is a normal sublattice of ba(A ) and so that, by Riesz decomposition Theorem [1, 1.
Noting that L(M ) ⊥ = A(M ) ⊥ we obtain the following:
there is a unique way of writing
If λ is positive or countably additive then so are λ ⊥ M and λ c M .
The Halmos-Savage Theorem and its Implications
We now prove the main result of the paper. Let us mention that dominated sets of measures arise whenever dealing with a model, a statistical model e.g., in which it is posited the existence of a reference probability measure.
Theorem 1 (Halmos and Savage). M ⊂ ba(A ) is dominated if and only if
Proof. λ dominates M if and only if λ c M does. In fact, choose µ ∈ M and ε > 0 and let δ be such A typical application is the following:
Proof. Write M = {λ H : H ∈ H } and choose m = n α n λ Hn ∈ A(M ) to be such that m ≫ M . By construction, for each H ∈ H , we conclude lim k λ(H\
A j ∩ K j with A j ∈ A and K j ∈ H for j = 1, . . . , I and denote by H 1 the corresponding class. But then, since λ K j ∈ M for j = 1, . . . , I,
which proves (5).
For the next result, define the λ-completion of A as follows
It is clear that λ admits exactly one extension to A (λ) defined by letting (7)λ(B) = sup
Finite additivity often emerges upon taking extensions of a countably additive set function. The following Corollary examines one such situation and establishes countable additivity holds at least locally along some sequence.
Corollary 2. Let B(λ) = A (λ)\A be non empty. There exists a disjoint sequence A n n∈N in A such that n A n ∈ A (λ) and
Proof. Choose
in Corollary 1. Then B(λ) ⊂ A H . Extract the sequence A n n∈N from the sequence H n n∈N of Corollary 1 by letting A n = H n \ j<n H j and observe that A n ∈ H . By (5) we obtain thatλ(B) = nλ (B ∩ A n ) for each B ∈ B(λ). Observe that B(λ) is closed with respect to complementation and thus
which proves that n A n ∈ A (λ). But thenλ(B) ≥λ(B ∩ n A n ) ≥ nλ (B ∩ A n ) for each B ∈ B(λ). Applying this conclusion to B ∈ B(λ) and its complement and exploiting (9) one concludes that (8) necessarily holds.
Another possible development of Theorem 1 is the following finitely additive version of a theorem of Yan [10, Theorem 2, p. 220] which is well known in stochastic analysis and mathematical finance:
The following are equivalent:
(iii) there exists a finitely additive probability P on A such that (a) K ⊂ L 1 (P ) and sup k∈K P (k) < ∞, 
.6] so that we can assume that f is bounded.
Then, by [1, 4.5.7 and 4.5.8], there exists an increasing sequence f n n∈N in S (A ) with 0 ≤ f n ≤ f such that f n converges to f in L 1 (λ) and therefore in L 1 (P ) too. For n large enough, then, λ(f n ) > 0 and, f n being positive and simple, P (f n ) > 0. But then P (f ) = lim n P (f n ) > 0 so that ηf cannot be an element of C for all η > 0 as sup h∈C P (h) < ∞. Proof. Apply Corollary 1 with H the collection of all λ-atoms of A . Let H n n∈N be the corresponding sequence in H and put G n = H n \ i<n H i . Upon passing to a subsequence if necessary we may assume λ(G n ) > 0 so that G n ∈ H for each n ∈ N. If B ∈ H it follows from (5) that λ(B ∩ G n ) > 0 for some n. Given that B and G n are atoms then λ(B\G n ) = λ(G n \B) = 0.
