We show that the covariance function of a second-order stationary vector Markov regime switching time series has a vector ARMAp; q representation, where upper bounds for p and q are elementary functions of the number of regimes. These bounds apply to vector Markov regime switching processes with both mean-variance and autoregressive switching. This result yields an easily computed method for setting a lower bound on the number of underlying Markov regimes from an estimated autocovariance function.
Introduction
We show that the autocovariance structure of a model belonging to a general class of second order stationary Markov regime switching processes is that of a vector autoregressive m o ving average VARMA whose orders p and q are bounded above by elementary functions of the number of Markov regimes k see Theorems 3 and 4 in Section 3. This result applies to models with both mean-variance switching as well as switching among autoregressive regimes, unifying and extending previous work. In the case of a mean-variance switching process, the orders p; q k. For models switching among autoregressions, the bounds are elementary functions of the dimension of the process, the numberof regimes, and the maximum order of autoregression. As the sample autocovariances are more easily calculated than maximum likelihood estimates of the model parameters, these bounds can bevery valuable in model selection. In particular, our result yields an estimate of the lower bound on the numberof regimes. Such a l o wer bound is particularly relevant in light o f the result of Donoho 1988 which discusses the inability to build two-sided con dence intervals for the complexity of certain models.
Given a model structure with a known number of regimes, e cient and sophisticated estimation and forecasting schemes have been successfully developed using Markov regime switching time series models also known as hidden Markov models. These have been applied in a variety of elds including speech recognition Juang and Rabiner 1990, DNA composition Churchill 1989, ion channels Chung et al. 1990 , Fredkin and Rice 1992, analysis of business cycles Hamilton 1989 Hamilton , 1990 and modeling stock market and asset returns Turner, Startz, and Nelson 1990. However, the techniques in the literature for choosing the number of regimes k are incomplete and often di cult to apply. The conventional likelihood ratio test fails if one tries to t a k-regime model when the true process has k , 1 regimes since under the null hypothesis the parameters that describe the k-th regime are unidenti ed. Hansen 1992 Hansen , 1996 proposed a test that avoids this problem, but his test only bounds the likelihood ratio and requires three-dimensional grid search. Hamilton 1996 used another approach that treats the k , 1-regime model as the null, and he conducted a variety of tests of whether a k-regime model is needed. Leroux and Puterman 1992 and Ryd en 1995 studied the use of traditional criteria such as AIC or BIC for determining the number of regimes in mean-variance switching models, and the latter proved that AIC and BIC will not underestimate the numberof the regimes.
A simpler approach to model selection exploits the relationship of the covariances of these models to those of ARMA models. Several authors have studied the autocovariance structure for the scalar case. Karlsen 1990 shows that the autocovariances of a second order stationary scalar process which switches among k A R 1 regimes have a n ARMAp; q representation, where p k and q k , 1 . He conjectures that this is also true for vector case. And el 1993 proves that a two-state scalar Markov mean switching model has an ARMA1; 1 representation. Recently, for the k-state scalar Markov mean switching model, Poskitt and Chung 1996 show that if the Markov c hain has a non-singular transition matrix P, the autocovariance function is that of an ARMAk , 1; k , 1 process for most regimes.
The rest of this article is organized as follows: In Section 2, we state the speci cs of the models to beconsidered and give a characterization of a V A R M A p; q process in terms of autocovariances. For completeness, we also quote conditions for second-order stationarity of fY t g obtained by Karlsen 1990 . In Section 3, we show that fY t g has a V A R M A p; q representation where the upper bounds for p and q are elementary functions of the number of the Markov regimes. In Section 4, we discuss the implications of our result for model selection. Section 4 includes simulations which compare several methods for identifying the number of states of the Markov c hain. In Section 5, we illustrate our results on the exchange rate data from Engel and Hamilton 1990. We close in Section 6 with a brief discussion.
Preliminaries
We consider discrete-time Markov regime switching models with the following vector autoregressive form Karlsen 1990: Y t = U st + A st Y t,1 , U s t,1 + st V t ; t 2 Z; 1 where Z denotes the integers, Y t is an m-dimensional random vector, and the parameter process fH t g = fA st ; st ; U st g is governed by a k-state irreducible stationary ergodic Markov chain fs t g; when s t = i, H t = A i ; i ; U i . Throughout this paper, we assume fs t g has transition matrix P with elements p ij = Ps t+1 = j j s t = i and stationary distribution = 1 ; : : : ; k 0 . We also assume that fs t ; V t g is a strictly stationary process de ned on some probability space ; ,; P and fs t g is independent of fV t g. In Proof: The proof parallels that of Beguin et al. 1980 . See the Appendix for details.
As an illustration of the techniques we will use in the next section, we prove the following lemma using the above theorem. 2. When Q is nonsingular, the process is ARMAp; q; p n; q n , 1. Let f be the minimal polynomial of Q and m denote the degree of f. By Lemma 1, we h a ve p m n and q + 1 m n.
Next, for completeness, we review Karlsen's 1990 conditions for the second-order stationarity of fY t g in the regime-switching model 1 and his expression for calculating the autocovariances of fY t g. We need the following matrices: The above condition is more general than the naive condition:
For example, as long as the probability of staying in state 2 i s n o t large, j 2 j can be greater on its diagonal, P 1 = lim n!1 P n , and Q = P , P 1 . The following are well-known facts: P 1 = 1 k T ; 14 P n 1 = P n P 1 = P 1 P n = P 1 ; n = 1 ; 2; 15 Q n = P n , P 1 ;
16 where 16 can be proved by induction using 14 and 15.
Let U = U 1 ; U 2 ; : : : ; U k and W = 1 ; 2 ; : : : ; k denote matrices holding the means and scaling parameters of the k regimes. Since fs t g is second-order stationary, so is fY t g.
The following theorem gives a c haracterization of the autocovariances of fY t g. Ryd en 1995, we simulated 100 replicates of sample sizes N = 100; 500, and 25 replicates with sample size N = 5000 for each model. Table 2 summarizes the estimated numberof states given by AIC, BIC and the estimated lower bound given by the 3-pattern method.
For these processes, the results of Poskitt and Chung 1996 imply that this lower bound indeed does estimate the numberof regimes. For cases B and C, it is easy to calculate the true autocovariances and see that they both have an ARMA1; 1 representation.
The simulation results in Table 2 show thatk based on autocovariances is almost as good The second simulation involves normal models. Table 3 lists the model parameters. The standard deviation is 1 for all three models. The rst model, denoted as case D, is a twostate mixture model, i.e., y t is an independent sequence observations drawn from a mixture of two normal distributions with 1 = 4 and 2 = 1. Cases E and F are two-state models with equal transition matrices but di erent means. Unlike cases B and C, cases E and F are more likely to switch than not. With 1 = 4 and 2 = 1 , the two states of case E are more di erent than those of case F with 1 = 2 and 2 = 1 . For the second example, we show results for 100 replicates with sample sizes N = 100; 500 and 5000 in Table 4 . The results are similar to those of the previous examples except for Case D, a mixture of two normals. Pattern recognition correctly indicates for about 95 of the realizations that there is no autocorrelation, and thus implies the trivial lower bound of at least one state, k 1. In this case, the transition matrix P is singular, so the results of Poskitt and Chung 1996 do not apply;k is only a lower bound for the number of regimes.
For case F, which has two means separated by a single standard deviation, all three methods fail to estimate the order correctly in more than half of the realizations with small sample size N = 100; however, pattern identi cation does slightly better than AIC and BIC. When sample size increases to N = 500, BIC outperforms the other methods.
We may draw several conclusions from these experiments. When trying to t a Markov regime switching model, the autocovariance structure can easily be used to ascertain a lower bound on the number of regimes k. If there is no autocorrelation present, use a mixture model without Markov regime switching. If certain ARMAp; q structures are detected, use the estimated orders to set a lower bound on the numberof regimes as suggested in Corollary 2. As the ARMA representation is also true for Markov regime switching autoregressive models we can, in principle, place lower bounds on the number of regimes and the order for those models as well. Here we apply pattern recognition methods to the autocovariances to estimate the number of regimes. We use the same data series as used in Engel and Hamilton 1990 ; these are plotted in Figure 1 . The gure shows log e t =e t,1 for three currencies: the German mark, the French franc, and the British pound. All three span the 58 quarters from 1973:3 through 1988:4. Hamilton, application of the 3-pattern method to the estimated autocovariances indicates an ARMA1,1 structure for each, implying a need for two or more regimes. When we t
Gaussian regime switching models, AIC chooses k = 2 for the franc and pound, and k = 1 for the mark. The more conservative BIC chooses a single regime, k = 1, for all three currencies.
The two tted regimes appear to have rather di erent means and variances, however. Since ARMA models have been widely studied and successfully applied in many elds, it may be natural to ask is why use Markov regime switching models if they have an ARMAp; q representation. The answer lies in the fact that this ARMAp; q representation applies only to the autocovariance structure of the models. Markov switching models have much more diverse probabilistic properties than those of Gaussian ARMAp; q processes. For example, the marginal distribution of the observations generated by Markov regime switching model can be unimodal or bimodal as demonstrated by Ryd en 1995.
Furthermore, the conditional distribution of y t given the past is di erent from that of a Gaussian ARMA process.
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Appendix: Proof of Theorem 1 As in Beguin et al. 1980 
