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Improved absolute stability of predictor-corrector methods for retarded 
differential equations*) 
by 
P.J. van der Houwen & B.P. Sommeijer 
ABSTRACT 
The absolute stability of predictor-corrector type methods is investigated for 
retarded differential equations. The stability test equation is of the form 
dy(t)/dt = w1y(t) + w2y(t-w) where w1,w2 and ware constants (w>O). By gener-
alizing the conventional predictor-corrector methods it is possible to improve 
the stability region in the (w1~t,w2~t) - plane considerably. In particular, 
methods based on extrapolation-predictors and backward differentiation- cor-
rectors are studied. 
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methods; absolute stability 
*) This report will be submitted for publication elsewhere. 

I. Introduction 
Consider the initial value problem for a system of retarded differential 
equations of the form 
y(t) = f(t,y(t),y(tLw)), 
(I.I) 
y(t) = cj>(t), 
where w is a nonnegative function which may depend on t and y(t). We will study 
numerical integration methods of the predictor-corrector type as proposed in 
[7] for ODEs. In particular, the stability of such methods will be investi-
gated with respect to the stability test equation 
( I. 2) 
Related work on the stability of multistep methods for delay equations can be 
found in Wiederholt [JI], Cryer [4] and Barwell [2]. 
2 
The results presented in this paper were derived in the institute report 
[6] where proofs of the theorems can be found. 
2. Linear multistep methods 
Following Cryer [4] we may define the linear multistep method (Lilli) 
p(E)y - ~ta(E)f = 0, 
n n 
n ~ 0, 
(2. I) 
f = f(t ,y ,y (t -w )), 
n n n n n n 
w = w(t ,y ) , 
n n n 
where ~tis the integration step, y the numerical approximation to y(t ), E 
n n 
the shift operator defined by y 1 = Ey and {p,a} denote the characteristic n+ n 
polynomials of an Lilli for ODEs. The polynomial yn(t) interpolates the values 
y.,y. 1, ••• ,y. 0 with t. 1 < t - w ~ t .. The value of l determines the ac-J J - J ---L J - n n J 
curacy of the interpolation, the order of which is not less than the order of 
the Lilli. In the general case f is a complicated expression in ~t,t, 
n n 
y ,y., ... ,y. o· 
n J J --L 
Alternative methods for solving (I.I) are the LMMs of Tavernini [JO] and 
the Runge-Kutta type methods proposed by Arndt [I] and Oppelstrup [8]. 
When the LMM (2.1) is applied, we are faced in each integration step with 
the problem to solve an implicit relation of the form 
(2. 2) a0yn - b0~tf(t ,y ,y (t -w )) = r , n n n n n n 
where rn is a sum of already computed terms, and a0 ,b0 are the leading coeffi-
cients in the polynomials panda, respectively. We assume a 0 = 1 and b0 > 0. 
Equation (2.2) will be solved by a predictor-corrector method. 
3. Predictor-corrector methods 
(3. 1) 
Predictor-corrector methods will be considered of the general form 
y!O) obtained by a predictor formula {p,;} of explicit LM type, 
C) y J 
n 
y : ;:: 
n 
J 
=;:: I 
l=l 
(rn) 
yrn 
[ (.f..-1) - (l-1) 1-1 • oY + 1-1. o~ tf ] + ;\. r , J-L n J-L n J n J = I, ... ,m, 
f (l) . d . d b 1 . . h 11 b (l) Here, · is efine y rep acing int e expression for f a y y y . In 
n n n n 
the particular case where y is not involved in the interpolation formula 
n 
y (t), we have 
n 
f(l) = f(t ,y<l) ,y (t -w )) • 
n n n n n n 
3 
Requiring that substitution of a fixed vector y for y(l) into (3.1) re-
n 
sults into an equation of the form (2.2), that is (3.1) is required to be con-
sistent with the corrector formula (2.2), we can express A. in terms of µ. 0 • J J--L-
The predictor-corrector method (3.1) is then completely determined by the ma:... 
trices (µjl) and (µjl). 
m The conventional predictor-corrector methods in P(EC) E mode arise for 
A. = 1, 
J 
where I is the identity matrix. In order to improve the stability behaviour 
of PC methods we will study generalized predictor-corrector methods (GPC 
methods) where the matrices (µjl) and (µjl) have the structure 
Notice that the storage requirements when implementing this method are re-
stricted whatever large mis. In this connection, we remark that the P(EC)m-l 
LE mode of a predictor-corrector method defined by (cf. Stetter [9]) 
0 
0 
0 
will lead to a similar improvement of the stability behaviour but is inter-
nally unstable if mis large. 
In the following the orders of accuracy of the predictor and the correc-
tor are denoted by p and p, respectively. 
4 
4. The local error 
Before studying stability we first give an expression for the local error 
of the GPC method in terms of the local errors of the predictor and the cor-
rector formulas (for a discussion of the local and global error of LMMs of 
type (2.1) we refer to [I,5]). To this end it is convenient to introduce the 
iteration polynomials 
( 4. l) 
Furthermore, we define the Jacobian matrix 
(4. 2) 
af 
Z = lit n ay 
n Yn =nn 
J ~ I. 
where n is the exact solution of (2.2). The following theorem holds (cf. [6]). 
n 
THEOREM 4 • l • ..!!_ f(t,u,v) is sufficiently smooth and 
l J P/ l /b0) = l , A. 
- bO ). µjl' J = 1,2, .•. ,m, J l=l 
then 
y - y(t) = [I-P (Z)](n -y(t )) + P (Z)(y(O)_y(t )) 
n n m n n m n n 
5; Stability region of the stability test equation 
The stability region of the differential equation (1.2) is defined by the 
set of poincs in the (w 1,w2)-plane where y(t) • 0 as t • 00 • It can be shown 
(see e.g. Bellman & Cooke [3, p.444]) that this region is bounded by the curve 
(5. l) 
In figure 
variables 
w = q cotan wq, l 
5. l this curve is 
z. will be used in i 
Stability is obtained in the 
w = - --=-~q-2 sin wq' 
given in the (z 1,z2)-plane where z. = w.l:lt (the 1 i 
the plots of the numerical stability region). 
shaded region. It should be observed that re-
placing in the stability test equation (1.2) the constants w1 and w2 by ma-
trices n1 and n2 with~ connnon eigensystem, will lead to the same stability 
region as defined by (5 .1). Stability is then obtained if all pairs of eigen-
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values (z 1,z2) of the matrices 6tn 1 and 6tn2 (with the same eigenvector) are 
in the shaded region. 
We will now study in what points of the "analytical" stability region the 
numerical method behaves stable. We will separately treat stability in the 
"lower" sector and stability in the "left" sector (see figure 5. I). In con-
nection with stability in the left sector it should be remarked that Barwell 
[2] proved that the test equation (1.2) with w1 and w2 complex, is stable in 
the region Re w1 < - lw 2 1. A numerical method is called P-stable if it is 
stable in this region. TJ,.is region reduces to the left sector if w1 and w2 
are real. TJ:iis suggests to call the method P0-stable if it is stable in the 
left sector. 
let 
sector 
z 2 = w26t 
/ 
lower sector 
/ 
/ 
z 2 = Z] 
'\. z = -z 
. 2 I 
'\. 
" 
Figure 5.1 Stability region of the stability test equation 
6. The numerical stability region in the lower sector 
By applying the numerical method (2.1) to the stability test equation 
(1.2) a linear difference equation with constant coefficients is obtained. If 
we restrict our considerations to the case where w/6t assumes only positive 
integer values, the corresponding characteristic equation is given by 
Pm(z 1) ~ 
= (J-b0z 1) p (z )-I {p(s)-(z 1+z 2s 
m I 
(6.1) 
w 
--6t ~ )cr(s)}. 
Applying the boundary locus method the following theorem can be derived. 
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THtOREM 6.1. Let {p,;} correspond to~ p-th order extrapolation for-
mula, let p(~) be given by (~-l)p*(~) where p*(~) is~ Schur polynomial, and 
let Pm(z) have~ zero of order r = p - p > 0 at z = O. Then the boundary locus 
of the numerical stability region in the lower sector is given by 
(6. 2) D 
This theorem implies that in the limit (as 6t~) the numerical stability 
region converges to the analytical region. The following theorem provides more 
detailed information about the way of convergence. 
THEOREM 6.2. Let the conditions of theorem 6.1 be satisfied, let 
(z 1(q), z2(q)) be~ point on the boundary locus (6.2) lying in the lower sec-
tor and let 
(6. 3) 
p (r) (0) 
m 
r 
r ~ o ( 1) tan wq 
]} > 0, 
* where C is the normalized error constant of the corrector. Furthermore, let p+ 1 - -- ------ --- ----- - -- -----
z2 = az 1 denote the line through the points (O,O) and (z 1(q),z2(q)). Then along 
the line z2=az 1 the numerical stability interval is larger than the analytical 
stability interval for sufficiently small 6 t D 
w 
7. DA0-stability 
Cryer [4] called an LMM DA0-stable if along'the line z 1 = 0 the numerical 
interval of stability is larger than the analytical interval of stability for 
all positive integer values of w/6t. 
By means of theorem 6.2 we can verify whether a method is DA0-stable. The 
condition (6.3) of this theorem reduces to (put wq = ~/2) 
(7 .1) . p * . p+l * i C 1 > 0 for p even, 1 C 1 > 0 for p odd. p+ p+ 
The remaining conditions in theorem 6.2 are easily verified for a given LMM. 
EXAMPLE 7.1. Consider the backward differentiation formulas which 
* have the normalized error constant Cp+l =-1/(p+l). Evidently, condition (7.1) 
is satisfied for p = 1,2,5,6,9,10, .•.• The other conditions of theorem 6.2 
are satisfied for p ~ 6. Thus, the backward differentiation formulas of orders 
p = 3,4,7,8,9, ••• cannot be DA0-stable. For p = 1,2,5,6 all conditions are 
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satisfied so that we have DA0-stability for sufficiently large w/6t. For 
w/6t $ 80 we numerically verified the DA0-stability. For these high values of 
w/6t the asymptotic behaviour holds to an high degree of accuracy. D 
8. The numerical stability region in the left sector 
Unlike the lower sector, the left hand sector may impose severe restric-
tions on the integration step 6t. We have the following theorem 
THEOREM 8.1. Let (z 1,z2) = 6t(w 1 ,w 2) be a point 1.n the left sector 
and let the corrector formula be stable at that point (z 1 ,z2). Then there exists 
an iteration polynomial P (z) satisfying the conditions 
m ---~~= -- ------
(8. 1) P (O) = O, 
m 
such that the GPC method is stable at (z 1,z2) provided that 
(8. 2) 6t $ l+cos(n/2m) 
-b w [cosh(_!_ ln ~)-cos 2-J 0 I m o 2m 
where o is a positive number independent of m. D 
The quantity o depends on how far the characteristic roots of the correc-
tor formula are away from the unit circle, and is usually rather small. This 
means that the upper bound for 6t will be small unless mis large. Since large 
values of m increase the computational effort per step we derive an expression 
for the maximal effective or scaled integration step 6t/m as o • 0 and m • 00 • 
A simple calculation yields 
(8 .3) ~ 4m ----.----2 
-b0w1 Dn(2/o) J 
as o • 0, m • oo. 
This formula shows that whatever small o is, by choosing m sufficiently large 
the effective integra~ion step can be made arbitrarily large. 
9. Stability plots 
We start with the stability plot of a widely used method based on the 
fourth-order Adams-Bashforth predictor and the fourth order Adams-Moulton cor-
rector. In the conventional PECE mode, that is the iteration polynomial is 
given by 
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(9. 1) 
we find from (6.1) the regions given in figure 9.1. In order to make the re-
gions mutually comparable we have used scaled coordinates z 1/i and z2/i, where 
m denotes the number of right hand side evaluations per step (here m = 2). 
O.SO 
l 22/m 
0.25 
-0.50 -0,25 o.25 
-0.50 
Figure 9.1 Fourth-order Adams-Bashforth-Moulton method 
Next we try to extend the stability region into the left hand sector by 
choosing a suitable stability polynomial and by using a corrector formula which 
itself has a large stability region (cf. theorem 8.1). From ODE stability 
theory we know that the backward dif~erentiation formulas are highly stable. 
Choosing the fourth-order formula as corrector with 
(9.2) P (z) = 0, 
m 
that is the method is iterated to convergence, we find from (6.1) the regions 
given in figure 9.2. These regions contain almost the whole left sector (they 
are "almost" P0-stable). Hence, by theorem 8.1 they are an ideal starting point 
for the construction of GPC methods with extended stability regions. 
Firstly, we try a generalized P(EC) 2 mode with third-order extrapolation 
as predictor and the iteration polynomial 
(9.3) 24' 18 P2(z) = 125 z[l+ 25 z]. 
-10 -5 
// 
d~ W/t:>. I::: 2,5, 10 
,,,7 
// / :;::/ , 
1/' 
10 
5 
z,/m 
--+ 
-5 
-10 
Figure 9.2 Fourth-order backward differentiation corrector 
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This polynomial satisfies condition (8.1) (for a derivation of (9.3) we refer 
to [7]). The corresponding stability regions are given in figure 9.3 for a few 
values of w_1t:,,t. Comparison with figure 9.1 reveals that these regions are al-
ready considerably larger than those of the Adams-Bashforth-Moulton method. 
The stability region can be further extended by choosing higher degree 
iteration polynomials. We tried [6] 
(9 .4) -rr 12 arccosh 1/o -rr P8 (z) = oT8 (cos 16 + 25 z[cosh( 8 ) - cos 16]), 
where T8 denotes the Chebyshev polynomial of degree 8 and o is a constant. 
For w/1::,.t = 2 the stability region is given in figure 9.4 for a few values of o. 
As o becomes larger the stability region is extended more into the left sector 
but the "opening" of the inscribed sector becomes smaller. For higher values 
of w/1::,.t we obtain similar plots [6]. 
IO 
1.0 
0.5 
-- z 1/r'ii 
> 
-0.5 
-1.0 
Figure 9.3 Fourth-order extrapolation-backward differentiation method 
with iteration polynomial (9.3) 4 
2 
-z,lm 
- 4-
-3 -2 
~ =-01 
l:i= .05 
-2 
-4 
Figure 9.4 Fourth-order extrapolation-backward differentiation method 
with iteration polynomial (9.4) 
1 1 
10. A numerical example 
In order to test the stability theory we chose an example with an extreme-
ly smooth solution so that accuracy should not restrict the integration step. 
In fact, we integrated the problem 
(10.1) y(t) = - 5y(t) - 2y(t-!t) + g(t), 200 :5; t :5; 600, 
where g(t) is such that y(t) = exp(-t/100) is the exact solution. We applied 
the fourth-order Adams-Bashforth-Moulton method in PECE mode and the fourth-
order extrapolation-backward differentiation method in generalized P(EC)m 
mode with o = .OJ and m such that the prescribed step tit was just a stable 
step (for a detailed description of the method applied we refer to [7]). In 
table JO.I the total number of right hand side evaluations (rm) and the number 
of correct digits (cd) obtained at t = 600 are listed. Here, cd is defined by 
(IO. 2) cd = - IOlog !error at t = 6001. 
Although (JO.I) is not a model problem, because of the varying delay, the ex-
trapolation-backward differentiation method is stable for every integration 
step by adjusting m. Furthermore, in this experiment (and also in other 
problems to be reported in [6]) the number of changes in the sign of the global 
error was more or less independent of the number of steps. The Adams-Bashforth-
Moulton method is stable only for relatively small steps. It yields too much 
accuracy and costs too many right hand side evaluations. 
Table JO.I (Bm;cd)-values 
tit 
100 
50 
25 
.22 
.21 
Adams-Bashforth-Moulton 
unstable 
II 
II 
II 
(3840 ; 13.2) 
extrapol.-backw.diff. 
(172 . 2.3) , 
(248 . 4.6) , 
(352 . 6.0) , 
12 
References 
[I] Arndt, H.: The influence of interpolation on the global error in retarded 
differential equations, This proceedings. 
[2] Barwell, V.K.: Special stability problems for functional differential 
equations, BIT 15 (1975), 130-135. 
[3] Bellman, R. and K.L. Cooke, Differential-Difference Equations, Academic 
Press, New York, 1963. 
[4] Cryer, C.W.: Highly stable multistep methods for retarded differential 
equations, SIAM J. Nurner. Anal. II (1974), 788-797. 
[SJ Gee, M. de: Solutions of functional differential equations, Thesis, 
Utrecht, 1982. 
[6] Houwen, P.J. van der and B.P. Somrneijer: On the stability of predictor-
corrector methods for delay equations (in preparation). 
[7] -- and -- : Predictor-corrector methods with improved absolute stabil-
ity regions, NW report (1982), Mathematisch Centrum, Amsterdam. 
[8] Oppelstrup, J.: fhe RKFHB4 method for delay-differential equations, Nurner. 
Treat. Differ. Equat., Proc. Conf., Leet. Notes Math. 631 (1978), 133-146. 
[9] Stetter, H.J.: Improved absolute stability of predictor-corrector schemes, 
Computing 3 (1968), 286-296. 
[JO] Tavernini, L.: Linear multistep methods for the numerical solution of 
Volterra functional differential equations, J. Applicable Anal. 3 (1973), 
169-185. 
[11] Wiederholt, L.F.: Stability of multistep methods for delay differential 
equations, Math. of Comp. 30 (1976), 283-290. 

MC NR 
35243 
