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ABSTRACT
Accurate cell detection and counting in the image-based ELISpot
and FluoroSpot immunoassays is a challenging task. Recently
proposed methodology matches human accuracy by leveraging
knowledge of the underlying physical process of these assays and
using proximal optimization methods to solve an inverse problem.
Nonetheless, thousands of computationally expensive iterations are
often needed to reach a near-optimal solution. In this paper, we
exploit the structure of the iterations to design a parameterized com-
putation graph, SpotNet, that learns the patterns embedded within
several training images and their respective cell information. Fur-
ther, we compare SpotNet to a convolutional neural network layout
customized for cell detection. We show empirical evidence that,
while both designs obtain a detection performance on synthetic data
far beyond that of a human expert, SpotNet is easier to train and
obtains better estimates of particle secretion for each cell.
Index Terms— Source localization, Immunoassays, Convolu-
tional sparse coding, Artificial neural networks
1. INTRODUCTION
Image-based immunoassays, such as the industry-standard ELISpot
and its multiplex version FluoroSpot, generate images with hetero-
geneous and overlapping spots centered at the location of particle-
secreting cells, e.g, see Fig. 1. Immunoassay image analysis aims to
count and localize the cells that appear in a measured image, as well
as to estimate the particle secretion profile over time for each cell.
In [1–3], our group derived a mathematical framework that codifies
the particle reaction-diffusion-adsorption-desorption process gov-
erning image formation in these immunoassays, and developed a
novel technique to estimate the cell information from measured im-
ages. This approach matches the detection performance of a human
expert, and has inspired a recent commercial product for automated
cell detection and secretion profile estimation [4]. Despite its suc-
cess, the approach is iterative, and typically requires thousands of
computationally complex iterations to achieve near-optimal results.
In this paper, we propose a learning-based alternative that relies
on offline training to significantly reduce the computational com-
plexity. Further, we provide empirical evidence that the proposed
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Fig. 1. Synthetically generated image of a FluoroSpot assay, illus-
trating the common challenges for cell detection in such images, i.e.,
overlapping spots of heterogeneous size and shape. Generated using
the observation model derived in [1] and following the procedure
described in Sec. 4.
methodology provides highly accurate results on synthetic data, out-
performing both a human expert and convolutional neural networks
(CNN) that are state-of-the-art in image pattern recognition.
The design of learning-based algorithms to solve optimization
problems was pioneered with the learned iterative soft threshold-
ing algorithm (LISTA) proposed in [5], which was further extended
in [6, 7]. The fundamental idea explored in these approaches is to
truncate a sparsity-promoting iterative algorithm to a fixed number
of parameterized, trainable steps. By learning from a few training
samples for which the optimal solution was computed offline, LISTA
was shown to speed up the computation of the solution for new sam-
ples by orders of magnitude. Recent results suggest that approaches
that learn the parameters of a known algorithmic structure establish
an optimized tradeoff between convergence speed and reconstruc-
tion accuracy in inverse problems [8], which seems coherent with
recent theoretical investigations [9].
In addition to optimization problems, learning-based approaches
that rely on CNNs are the state of the art in image processing prob-
lems [10]. Additionally, CNNs have been gaining traction as the tool
of choice for automated medical image analysis [11]. Furthermore,
the widespread success of CNNs has motivated the development
of optimized hardware and software tools for efficient prototyping,
training, and deployment of practical learning-based solutions [12].
In this paper, we use insights from recent results to develop pa-
rameterized computation graphs that can be trained offline on a few
training pairs of synthetic images and their respective cell locations
and particle secretion profiles over time. The trained graphs are then
exploited to detect cells’ locations and estimate their secretion pro-
files over time in new synthetic immunoassay images within a fixed
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Fig. 2. Computation graph corresponding to the accelerated proximal gradient (APG) algorithm to solve convolutional sparse coding (CSC)
problems such as (2), when the proximal operator of the regularizer is known in closed form, i.e., proxλR(·) = ϕλ(·), and x1, x2, . . . , xK
are initialized to 0. Here, β(l) = 1− α(l), and h˜(l)k is the matched filter to h(l)k . Blue lines represent data flows with size M ×N , and orange
lines represent data flows with size M ×N ×K. When the iterations are not trained, we have that h(l)k and λ(l) do not vary with l, and, under
technical conditions on the sequence α(l), a cost-function convergence rate of O(1/l2) is guaranteed. SpotNet is obtained by training this
computation graph, i.e., changing h(l)k , α
(l) and λ(l), independently for each l, to improve the prediction of x1, x2, . . . , xK given an image s.
computation time. On one hand, in Sec. 2, we use a finite number of
iterations of the algorithm described in [2] as a parameterized graph,
which we term SpotNet. On the other hand, in Sec. 3, we use inspira-
tion from the recent successes of CNNs in image analysis to develop
a fully convolutional architecture for cell detection, which we refer
to as ConvNet. In Sec. 4, we provide empirical evidence that the pro-
posed approaches far outperform a human expert in cell detection
performance on synthetically generated images. In particular, we
obtain an F1-Score exceeding 0.95 for both approaches, compared
to a human expert accuracy below 0.75, in the case of 512 × 512
pixel images that contain 1250 cells and are contaminated by Gaus-
sian noise. Furthermore, we provide empirical evidence that, with a
similar number of parameters, the complex structure of SpotNet pro-
vides a measurable improvement over ConvNet in both the detection
and estimation performances.
2. SPOTNET
A mathematical model for image-based immunoassays was derived
in [1, 3] from the reaction-diffusion-adsorption-desorption process
that governs the movement of particles through the assays’ medium.
In particular, it was shown that, for specific, known, convolutional
kernels {gk}K1 , a measured image s ∈ RM,N+ can be expressed as
s ≈
K∑
k=1
gk ~ xk . (1)
Here, ~ represents the size-preserving discrete convolution with
zero padding. Furthermore, each xk ∈ RM,N+ is a spatial map of the
density of particles secreted from the pixel locations (m,n) during
the k-th time window in an experiment, i.e., the spatial and temporal
particle secretion information one would like to recover. Because
the number of cells is much smaller than the number of pixels, each
xk is spatially sparse, and reveals the location of the cell centers.
Consequently, to recover the xks from a measured image s, the
optimization problem
min
{xk∈RM,N}K1

∥∥∥∥∥
K∑
k=1
hk ~ xk − s
∥∥∥∥∥
2
2
+ λR({x1, . . . , xk})
 (2)
was proposed. This optimization problem fits the convolutional cod-
ing model while favouring solutions with structured sparsity through
regularization. Specifically, an accelerated proximal gradient (APG)
algorithm was proposed to solve (2) when the hks are the known gks
(or an approximation thereof), λ ≥ 0 is a regularization parameter,
andR(·) is the non-negative group-sparsity regularizer [2, 3].
The APG algorithm to solve (2), described by the computation
graph of Fig. 2, performs three basic steps at each iteration l. First,
it performs a gradient step to minimize the `2-norm in (2), i.e., to
make the prediction under the convolutional coding model closer to
the observed data. Without loss of generality, this gradient step is
x
(l)
k ← z(l−1)k − h˜k ~
(
K∑
q=1
hq ~ z(l−1)q − s
)
,
where the z(l−1)k s are placeholder variables and each h˜k is the
matched filter to hk. Then, the APG algorithm performs proxi-
mal operator steps on the xks, which are non-linear mappings that
address the minimization of the regularization term λR(·), and
are represented by the parameterized non-linear functions ϕλ(·) in
Fig. 2. Finally, it performs a Nesterov acceleration step
z
(l)
k ← x(l)k + α(l)
(
x
(l)
k − x(l−1)k
)
,
which updates the placeholder variables z(l)k for the next iteration.
These three steps are common in convex optimization and, under
some conditions on α(l) [13, 14], guarantee a cost-function conver-
gence rate of O(1/l2). Nonetheless, it has been empirically verified
that thousands of iterations are required to obtain an accurate es-
timation of the xks, which leads to prohibitive computational costs
for cell detection and characterization. We refer the interested reader
to [2] for a complete mathematical description and empirical evalu-
ation of the APG algorithm to solve (2).
We propose to use the computation graph of a small, fixed num-
ber of iterations of the APG algorithm, and to train them to obtain as
close an approximation as possible to the particle secretion profiles
{xk}K1 . In particular, we propose to take the computation graph in
Fig. 2 for some given L and, for each l ∈ {1, 2, . . . , L}, learn the
convolutional kernels h(l)k , the scaling term α
(l), and the regulariza-
tion parameter λ(l) so that the loss between the output and the xks is
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Fig. 3. In (a) and (b), training progress, in terms of training and validation losses on images with 1250 cells, for the two different models
considered. The parameters kept for each model are those corresponding to the optimal validation loss. In (c), statistics for the resulting loss
on an independent test database containing 150 images, composed of groups of 50 images with 250, 750 and 1250 cells each. As usual, boxes
specify the interquartile range (IQR). We observe that 1) SpotNet attains its optimal validation loss four times faster than ConvNet, 2) its test
loss is significantly and substantially better, and 3) both in training and test data, SpotNet has a much more stable performance across images,
with ConvNet obtaining a test loss with twice the IQR of SpotNet.
minimized over a number of training examples. If the learned graph
performs and generalizes well, the potential benefits of this approach
are immediately clear. First, a fixed number of steps leads to a fixed
and known computational complexity. Second, since the convolution
kernels are learned, we can further reduce the computational com-
plexity by attempting to learn kernels much smaller than the gks used
by the APG algorithm. Third, the loss function and non-linearity can
be chosen arbitrarily as long as they allow gradient-based training of
the parameters. In particular, we propose to use 1) a small number
of layers, L = 3, compared to the 104 iterations used in [2, 3], 2)
kernels hk of size 5× 5, as compared to the smallest and largest gks
in [2,3], which were of size 31×31 and 403×403, respectively, and
3) the soft thresholding operator non-linear mapping, and the mean
squared error loss function
L
({{
h
(l)
k
}K
k=1
, α(l), λ(l)
}L
l=0
)
=
1
K
K∑
k=1
∥∥∥x(L)k − xk∥∥∥2
2
, (3)
where the x(L)k s are the outputs of the network.
We note that parameterized computation graphs based on proxi-
mal gradient algorithms for convolutional sparse coding (CSC) prob-
lems have been studied before in [15]. The main difference be-
tween their work and ours is that 1) our approach is used for re-
covering the biologically relevant particle secretion profiles for each
cell, while [15] trains the computation graph on image reconstruc-
tion problems by using an additional decoding layer, and 2) we ex-
tend the learned CSC studied in [15] to include Nesterov accelera-
tion, which is a well-known acceleration technique in convex opti-
mization that introduces skip connections in the computation graph
of Fig. 2.
3. CNNS FOR CELL DETECTION
CNNs operate by mimicking the theorized perception within the an-
imal cortex [16], where the input image is modeled as comprising
several locally dependent regions that can further be decomposed
into features of varying complexity. To model these locally de-
pendent regions, a CNN utilizes several trainable filters, hk, k ∈
{1, 2, . . . ,K}, that are convolved with an input image s ∈ RM,N+ to
generate the feature maps yk = φ (hk ~ s+ bk) , where the bks are
trainable bias variables and φ is an element-wise differentiable non-
linear function. In effect, each filter encodes a certain learnable fea-
ture, and each feature map indicates those regions of the image that
contain that particular feature. By sharing the filters across the image
in this manner, CNNs dramatically reduce the amount of parameters
required to represent the image compared to fully connected neural
networks. In order to construct more complex features, most CNNs
consist of successive layers of filters and their corresponding fea-
ture maps arranged in a feed-forward fashion [17]. A vast number
of heuristically designed CNN layouts have been studied in the lit-
erature that claim advantages in terms of improving the accuracy of
the results, reducing the number of parameters to achieve a target
accuracy, improving the robustness to errors in the training data, or
a combination of these factors [18].
As discussed in the previous sections, image-based immunoas-
says generate images comprising several spots of varying shape and
instensity. These spots contain information about the cells, namely,
their location and particle secretion profile over time. Here, we cast
the cell detection problem as the task of constructing a CNN, Con-
vNet, that extracts these cell-level features by convolving the mea-
sured image with a series of trainable filters. Since the span of each
spot is limited to a few tens of pixels, we can use filters that are rela-
tively small (i.e., a few pixels wide) to extract the cell-level features.
It has been shown previously that CNNs composed solely of small
convolution filters with a fully connected output layer perform well
in the standard image classification benchmarks [19]. Therefore, for
ConvNet, we exploit the CNN layout of [19], but with a modified
output scheme that provides an estimate of the spatial maps xk that
contain the cell secretion information.
The ConvNet output depends on the filters and the bias variables,
which must be learned to accurately estimate the cell-level features
from measured images. Therefore, to train ConvNet, a few synthetic
immunoassay images and their corresponding target values are pro-
SpotNet ConvNet
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Fig. 4. In (a), (b) and (c), statistics of the F1-Scores obtained by each model on the 50 test images for three different scenarios, i.e., (a) 250,
(b) 750, and (c) 1250 cells. In (d), statistics of the improvement in F1-Score of SpotNet over ConvNet in the 150 test images, in percentage
points. As usual, boxes specify the IQR. We observe that 1) both SpotNet and ConvNet obtain excellent detection results, well beyond
human-expert levels, 2) the distribution of F1-Scores obtained by ConvNet on images with 250 cells is wider than that on images with 1250
cells (with 3 times the IQR of SpotNet in the same category), suggesting overfitting to the latter, and 3) SpotNet yields improved performance
over ConvNet in more than 90% of the 150 test images.
vided as training data. Subsequently, the optimal filters and biases
are obtained by iteratively updating their values such that the CNN
output closely approximates the provided target values. The Con-
vNet training phase is typically very computationally intensive and
is carried out until some convergence criteria are met. These are usu-
ally defined in terms of a loss function that depends on the network
output and the target values. Evaluating the trained ConvNet on in-
put images, however, is relatively inexpensive and requires a fixed
computation time, which is suitable for practical cell detection and
particle secretion profile estimation.
4. EXPERIMENTAL RESULTS
In this section, we provide performance results for cell detection
and particle secretion profile estimation using SpotNet and ConvNet
on synthetic images. The images are generated following the same
procedure as in [2], and correspond to the noise level 3 category
stated there. Each image has a size of 512 × 512 pixels, is normal-
ized in the range [0, 255], is contaminated by Gaussian noise with
σ = 4.5 · 10−3, and contains 250, 750 or 1250 cells. A detailed
description of the simulation steps, along with the complete code to
generate our training and test databases, is available in this project’s
repository [20]. Our simulator also provides the particle secretion
profiles {xk}K1 used to create each image, where K = 30.
As stated in Sec. 2, we use kernels of size 5×5, a soft threshold-
ing non-linear function and L = 3 layers for SpotNet. In ConvNet,
we use two fully convolutional layers with 6 and 15 feature maps
each, followed by one convolutional layer that separates each feature
map into two, and three per-feature convolutional layers after that.
Throughout this structure we use 5 × 5 filters and one-dimensional
biases. In this way, both approaches amount to approximately 210
convolutions and 7 scalar parameters, and we obtain a fair compar-
ison in terms of computational cost. Also in both cases, the loss
function is the one specified in (3), i.e., the mean squared error be-
tween the network output and the target.
We train SpotNet and ConvNet using seven training images con-
taining 1250 cells, together with their corresponding particle secre-
tion profiles {xk}K1 . In both cases, we use the Adam optimizer with
learning rate 10−3 and batch size 1. At regular intervals, every 4·103
steps, we also calculate the mean loss for three validation images
that are not used for training. We stop training after 4 · 105 steps,
and keep the model that has obtained the best validation loss. For
more details on, among others, the specific implementation and the
training procedure, see this project’s repository [20].
In Fig. 3, we observe that SpotNet reaches its best validation loss
4 times faster than ConvNet, and achieves a validation loss that is
half of that obtained by ConvNet. Furthermore, we evaluate the loss
of the selected models in a test database of 150 images composed
of groups of 50 images with 250, 750 and 1250 cells, and observe
that the loss value obtained by SpotNet is significantly smaller than
that obtained by ConvNet. Finally, SpotNet obtains a more stable
performance, obtaining a loss on the test database with half the in-
terquartile range (IQR) of that obtained by ConvNet. For practical
application, this translates into easily trained, robust and accurate es-
timations of the spatial and temporal particle secretion profiles with
SpotNet.
We also quantify the cell detection performance for SpotNet and
ConvNet in terms of the F1-score on the three sets of 50 images in
our test database. To do so, we proceed as in [2], i.e., we threshold
the local maxima in the temporal mean of the output particle secre-
tion profiles so that the resulting F1-Score is as high as possible in
each image. In Fig. 4, we show the statistics of the results, along
with the performance of a human expert for a single image. We ob-
serve that both SpotNet and ConvNet perform substantially better
than the human expert for all image categories, generalizing well to
the image categories that were not present in the training or vali-
dation databases. Moreover, SpotNet’s performance remains stable
across images of the same category, while ConvNet’s performance
on images with 250 cells has a higher dispersion (with 3 times the
IQR of SpotNet in the same category), suggesting a slight overfit to
the training database. Finally, we observe that SpotNet obtains an
improved loss with respect to ConvNet in more than 90% of the 150
test images, reaching improvements of the F1-score of up to 3%.
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