Abstract: In this article, two new comparison principles for studying positive invariance and stability of linear and nonlinear discrete-time systems are presented. First, a general comparison principle enabling one to determine necessary and sufficient conditions of positive invariance of sets described by their "border surfaces" is developed. Then, a dual comparison principle describing the dynamics of the "vertices" of these sets is established. Both results can be used for the stability analysis and the control design of nonlinear systems.
INTRODUCTION
One of the most important extensions of Lyapunov direct method is the use of vector Lyapunov-like functions instead of scalar ones. In the context of continuous-time control systems, vector valued positive definite functions combined with comparison theorems of the theory of differential equations (Wazewskii, 1950; Lakshmikantham and Leela, 1969) has been initially used for the stability analysis of nonlinear systems (Matrozov, 1962) . Applying these methods, it is possible to decompose the state vector to subvectors and assign in each of them a component of a vector positive definite function. These results have been applied to the stability analysis and the decentralized control of interconnected systems (Siljak, 1978) . Similar methods have also been developed for discrete-time systems and have been applied to the stability analysis and control of large-scale systems by using either linear (Grujic, 1973) or nonlinear comparison systems (Bitsoris 1976 (Bitsoris , 1984 .
Recently, this method has been formulated as a method for the development of necessary and sufficient conditions for the positive invariance and contractivity of subsets defined by nonlinear vector inequalities of the form v(x) ≤ d with respect to both continuous-time and discrete-time systems . The idea this approach is based on is the following: If v(x) is a vector valued function defined on the state space of a system x(t + 1) = f (x(t)) and y(t + 1) = h(y(t)) is an associated comparison system constructed using function v(x), then v(x 0 ) ≤ y 0 implies v(x(t)) ≤ y(t) for t ≥ 0. In other words, in the case of contractivity, the rate of convergence of each border surface v i (x) = d i of the set defined by the vector valued inequality v(x) ≤ d, is upper bounded by the rate of convergence the corresponding component y i (t) of the state vector of the comparison system. Thus, the positive invariance of the set defined by inequality y ≤ d with respect to the comparison system implies the positive invariance of the set v(x) ≤ d with respect to the initial system. For example, in the case when v(x) = Gx, that is in the case when the set defined by the inequality v(x) ≤ d is a polyhedron, the rate of convergence of the components y i (t) of the vector y i (t) provides information about the rate of convergence of the facets (Gx(t)) i = d i (t) of the polyhedron. A polyhedron, however, can also be described in terms of its vertices. Thus, the following question is naturally raised: Is it possible to develop a dual comparison principle which will provide information about the transient behavior of the vertices of a polyhedron? Moreover, is it possible to extend this approach to other types of sets? This paper deals mainly with these questions. These are the main questions the paper deals with.
The paper is organized as follows: in section 2, necessary and sufficient conditions of positive invariance with respect to nonlinear systems of sets defined by nonlinear vector inequalities are established. Thus, the comparison principle is formulated as an "if and only if" statement. The special case of polyhedral positively invariant sets is also considered. In section 3, a dual comparison principle is established for the study of positive invariance of sets described in terms of "vertices" and not of "border surfaces". It is shown that many of the problems raised when applying the classical comparison principle may be overcome when a dual description of invariant sets is adopted.
A GENERAL COMPARISON PRINCIPLE:
Throughout this paper, capital letters denote real matrices, lower case letters denote column vectors or scalars, R n denotes the real n-space, R p + is the nonnegative orthant of the real p-space, R n×p the set of real n × p matrices. I p denotes the p × p identity matrix and e ∈ R p is the
We consider nonlinear discrete-time systems described by difference equations x(t + 1) = f (x(t)) (1) where x ∈ R n is the state vector, t ∈ T is the time variable and f : R n −→ R n .
Definition 1: A subset ∆ ⊂ R n of the state space R n is said to be positively invariant w.r.t system (1) if x(t) ∈ ∆ implies x(t + 1) ∈ ∆, or, equivalently, if x ∈ ∆ implies f (x) ∈ ∆.
Let P (v, d) denote a subset of the state space defined by the vector inequalities v(x) ≤ d, that is
.., p describe the border surfaces of sets P (v, d). Sets defined by vector inequalities of the form v(x) ≤ d belong to a general class of subsets S(V, g, d) of system's state space that are formally defined by the relation
Besides other advantages, this formulation clarifies the relation of sets described by their border surfaces with their dual description in terms of their "vertices". The latter description will be considered in the following section.
Example 1. The half-plane representation of a convex polyhedral subset of R n having the origin as an interior point is given by a vector linear inequality of the form Gx ≤ d, with G ∈ R p×n and d ∈ R p , d > 0. According to notation (2), this set can also be denoted as S(G, g, 1), where g(y) is the scalar function
More generally, a subset of R n defined by an inequality of the form
Example 2: An ellipsoidal subset of R n defined by a scalar inequality
n×n is a positive definite matrix and a > 0 can be represented as S (V, g, a) with
In has been shown, , that a subset of the state space defined by a vector inequality v(x) ≤ d with v(x) ≥ 0 is positively invariant with respect to system (1) if and only if there exists a nondecreasing
It has also been proven that condition (5) is a necessary and sufficient condition for the positive invariance of the subset of R p + defined by the vector inequality y ≤ d with respect to the associated system y(t + 1) = h(y(t)).
(6) In other words, the positive invariance of the subset defined by the vector inequality y ≤ d with respect to the nondecreasing associated system (6) implies the positive invariance of the subset P (v, d) ⊂ R n with respect to system (1). In the following theorem, this result, under the form of necessary and sufficient conditions is extended in order to include the general class of sets S (V, g, d) .
We assume that g(y) is a nonlinear function such that equation g(y) = a possess a solution and sets P (g, a) are compact for any a ∈ Y where
is positively invariant with respect to system (1) if and only if there exists a function h(y), h :
and c)
is a positively invariant set of system y(t + 1) = h(y(t)).
Proof. Sufficiency: By definition of set S (V, g, d) ,
Since set P (g, d) has been assumed to be positively invariant with respect to system y(t + 1) = h(y(t)), from (9) it follows that g(
is positively invariant with respect to system (1).
Such a function exists because, by assumption, g(y) = a possesses a solution and sets P (g, a) are compact for any a ∈ Y where
and, by definition, function g[h(y)] is nondecreasing. It is clear, from (11), that
(12) We shall prove that the positive invariance of set S (V, g, d) w.r.t. system (1) implies the positive invariance of set
This is true because, otherwise, there would exist a y * ∈ P (g, d) and an index i,
it would follow that
This, however, would contradict the hypothesis that set S (V, g, d) is positively invariant w.r.t. system (1).
Remark 1. From the proof of this theorem, it is clear that for guaranteeing the positive invariance of set S (V, g, d) it is not necessary system (8) to be defined in all space R p . It is sufficient to be defined in a subset Y,
Remark 2. It is worthnoting that the hypothesis that function g[h(y)] is nondecreasing has not been taken into account for proving the sufficiency part of the theorem. Thus, we establish the following result:
is positively invariant with respect to system (1) if there exists a function h(y), h :
Remark 3. From the proof of the necessity part of Theorem 1 it follows that if h(y) is a function satisfying the hypotheses of this corollary, then there also exists a function h * (y) satisfying these hypotheses such that g(h * (y)) is nondecreasing. It is clear that g(h * (y)) ≤ g(h(y)).
Of great importance is the case when function g(y) is nondecreasing. Then hypotheses (a) and (b) of Theorem 1 are satisfied if function h(y) is nondecreasing and V f (x) ≤ h(V x). Thus, we establish the following result which can be proven by adopting similar arguments to those used for proving Theorem 1:
Theorem 2. The set S (V, g, d) with function g(y), g : R p + −→ R p + being nondecreasing, is positively invariant with respect to system (1) if and only if there exists a nondecreasing function h(y), h :
and
A direct consequence of these results is the following well known result concerning the positive invariance of polyhedral sets with respect to linear systems (Bitsoris, 1988) :
is positively invariant with respect to the linear system x(t + 1) = Ax(t) if and only if there exists a nonnegative matrix H ∈ R p×p such that
Positive invariance is closely related to the stability of dynamical systems. Thus, the results of the preceding subsection can be extended in order stability to be guaranteed.
Let us assume that the origin x = 0 is an equilibrium state of system (1). Then the following result holds:
Theorem 3. If for a matrix V ∈ R n×p , rankV = n and a continuous function g(y), g :
and c) P (g, d) is a contractive set of system y(t + 1) = h(y(t)) (20) then the equilibrium x = 0 of system (1) is asymptotically stable and set S (V, g, d ) is a domain of attraction.
THE DUAL COMPARISON THEOREM
The application of the results of the preceding section to the analysis and design of control systems depends crucially on our ability to determine a function h(y) satisfying relation (7) and such that g(h(y)) os nondecreasing. This problem may be overcome if we adopt a dual description of sets S (V, g, d) and establish a corresponding comparison principle.
In this section we adopt a dual representation of subsets of system's state space.
The subsets of the state space are denoted by Q(W, g, r) and are defined by relation
Example 3. A polytope in R n with vertices w i ∈ R n i = 1, 2, ..., p can be defined by relation (21), W ∈ R n×p being the matrix W = [ w 1 w 2 · · · w p ] whose columns are the vertices of the polytope, r = 1 and g :
where w i ∈ R n i = 1, .., n and det W = 0. Then, set Q(W, g, r) = {x ∈ R n : (∃y ∈ R n : g(y) ≤ r, x = W y} is an hyperellipsoid in R n with semi-axes w i ∈ R n i = 1, 2, ..., n.
Finally, according to this notation, a subset P (v, d) of R n defined by an inequality of the form v(x) ≤ d can be written as Q(I p , v, d) because
In the following theorem we establish a dual comparison principle relative to the positive invariance of sets Q(W, g, r).
Theorem 4. The set Q(W, g, r) is positively invariant with respect to system (1) if and only if there exists a function h(y), h : R p −→ R p such that f (W y) = W h(y) and P (g, r) = {y ∈ R p : g(y) ≤ r} is a positively invariant set of system y(t + 1) = h(y(t)) Proof. Sufficiency: If x(t) ∈ Q(W, g, r), then there exists y(t) ∈ R p , such that x(t) = W y(t) and g(y(t)) ≤ r.
Then,
Since, set P (g, r) has been assumed to be positively invariant with respect to system y(t + 1) = h(y(t)) it follows that g(y(t+1)) ≤ r. Therefore x(t+1) = W y(t+1) belongs to the set Q (W, g, r) , that is Q(W, g, r) is positively invariant with respect to system x(t + 1) = f (x(t)).
Necessity: If set Q(W, g, r) is positively invariant with respect to system x(t + 1) = f (x(t)) then for any x = W y such that g(y) ≤ r there exists y * that satisfies f (W y) = W y * and g(y * ) ≤ r. Setting h(y) = y * , we conclude that, if set Q(W, g, r) is positively invariant with respect to system
By definition of set Q(W, g, r), for any y(t) ∈ P (g, r) the state x(t) = W y(t) belongs to the set Q(W, g, r). If set Q(W, g, r) is positively invariant with respect to system x(t + 1) = f (x(t)) then f (x(t)) = f (W y(t)) = W h(y(t)) = W y(t + 1) belongs to set Q(W, g, r), which in turn implies that g(y(t + 1)) ≤ r. Therefore, y(t) ∈ P (g, r) implies g(y(t + 1)) ≤ r, that is, set P (g, r) is positively invariant with respect to system y(t + 1) = h(y(t)).
Using this result we can establish necessary and sufficient conditions for a polytope defined as the convex hull of its vertices w i i = 1, 2, ..., p to be positively invariant w.r.t. to nonlinear system (1):
Theorem 5. The polytope with vertices w i i = 1, 2, ..., p is positively invariant with respect to system x(t + 1) = f (x(t)) if and only if there exists a positive function h(y), h :
Proof. The polytope with vertices w i i = 1, 2, ..., p can be written as Q(W, g, 1) where g(y) = e T y with y ∈ R p + . Therefore, according to Theorem 4, this set is positively invariant if and only if there exists a function h : (23) and such that set defined by inequality 0 ≤ y ≤ 1 is positively invariant with respect to the positive system y(t + 1) = h(y(t)). This is equivalent to relation (24).
A direct consequence of this Theorem is the following result (Blanchini and Miani, 2007) :
Corollary 3. The polytope with vertices w i i = 1, 2, ..., p is positively invariant with respect to the linear system x(t + 1) = Ax(t) if and only if there exists a nonnegative matrix P ∈ R p×p such that AW = W P (25)
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Proof. Setting f (x) = Ax, condition (23) of Theorem 5 becomes AW y = W h(y) and is satisfied for h(y) = P y with AW = W P. Thus, for the case of linear systems the existence of a matrix P ∈ R p×p satisfying relation (25) is equivalent to condition (23) of Theorem 5. Then system y(t+1) = h(y(t)) becomes y(t + 1) = P y(t) and condition (24) takes the form e T P y ≤ 1 ∀y ≥ 0, e T y ≤ 1
or equivalently e T P y ≤ e T y ∀y ≥ 0, e T y = 1 or (e T P − e T )y ≤ 0 ∀y ≥ 0, e T y = 1 which is equivalent to (26).
Next, we apply Theorem 5 to establish necessary and sufficient conditions for an hyperellipsoid with semi-axes w i i = 1, 2, ..., n to be positively invariant with respect to the nonlinear system (1):
Theorem 6. The hyperellipsoid with semi-axes w i i = 1, 2, ..., n is positively invariant with respect to system x(t + 1) = f (x(t)) if and only if there exists a function h(y), h :
Proof. According to Theorem 4, it is sufficient to prove that relation (27) is a necessary and sufficient condition for set P (g, 1) with g(y) = y T y, that is set defined by inequality y T y ≤ 1, is positively invariant w.r.t. system y(t + 1) = h(y(t)). This is true because y T (t)y(t) ≤ 1 implies y T (t + 1)y(t + 1) ≤ 1 if and only if h(y) T h(y) ≤ 1, for all y ∈ R n , y T y ≤ 1.
In the following corollary, this result is applied to linear systems:
Corollary 4. The hyperellipsoid with semi-axes w i i = 1, 2, ..., n is positively invariant with respect to the linear system x(t + 1) = Ax(t) if and only if there exists a matrix P ∈ R p×p such that AW = W P (29) and matrix P T P − I n is negative semi-definite. .
Proof. Setting, f (x) = Ax, condition (27) of Theorem 6 becomes AW y = W h(y) and is satisfied for h(y) = P y with P = W −1 AW. Thus, for the case of linear systems the existence of a matrix P ∈ R n×n satisfying relation (29) is equivalent to condition (27) of Theorem 6. Then, condition (27) becomes y T P T P y ≤ 1 ∀y ∈ R n , y T y ≤ 1 or, y T P T P y ≤ y T y ∀y ∈ R n , y T y = 1 which is satisfied if and only if matrix P T P −I n is negative semi-definite.
Let us now assume that the origin x = 0 is an equilibrium state of system (1). Then the contractivity of a bounded set Q(W, g, 1) having the origin as an interior point implies the asymptotic stability of the equilibrium x = 0. Using similar arguments to those used for proving the positive invariance we can establish the following result: Theorem 7. If there exist a matrix W ∈ R n×p , rankU = n and a function h(y), h : R p −→ R p such that f (W y) = W h(y) and the equilibrium y = 0 of system y(t + 1) = h(y(t)) (30) is stable in the sense of Lyapunov (asymptotically stable) then the equilibrium x = 0 of system (1) is stable in the sense of Lyapunov (asymptotically stable). Moreover if P (I p , g, r) = y ∈ R p + : g(y) ≤ r is a positively invariant set (contractive set) of system (30), then set Q(W, g, r) is positively invariant (contractive) with respect to system (1).
Example 6. We consider the nonlinear system
with
, a, b being two nonnegative parameters. It is also given the polytope of Fig. 1 . In order to illustrate the generality of the dual approach, this polytope is not defined as the convex hull of its six vertices, but as Q(W, g, 1) with i = 1, 2, 3. The problem to deal with is the determination of conditions that parameters a and b have to satisfy in order polytope Q(W, g, 1) to be positively invariant with respect to system (31).
According to Theorem 4, set Q(W, g, r) is a positively invariant set of system (31), if there exists a function h(y) such that AW + φ(W y) = W h(y) and set P (g, 1) = {y ∈ R 
CONCLUSIONS
Two new comparison principles for studying the positive invariance and stability of linear and nonlinear discretetime systems have been developed. First, it has been shown that the well known comparison principle based on the use of vector Lyapunov-like functions can be formulated in a more general context as necessary and sufficient conditions for the positive invariance of sets described by their border surfaces. The comparison system describes the dynamics of these border surfaces. Then , a dual description of sets in terms of their "vertices" has been proposed and a corresponding dual comparison principle has been developed. The dual comparison system describes the behavior of the "vertices" of these sets. These results can be used for the design of nonlinear control systems. A first application of these results is reported in the companion paper (Athanasopoulos and Bitsoris, 2011) relative to the control of bilinear systems.
