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ABSTRACT
New multimedia embedded applications are becoming in-
creasingly dynamic. Thus, they cannot only rely on static
data allocation, and must employ Dynamically-allocated Data
Types (DDTs) to store their data and efficiently use the
limited physical resources of embedded devices. However,
the optimization of the DDTs for each target embedded
system is a very time-consuming process due to the large
design space of possible DDTs implementations and selec-
tion for the memory hierarchy of each specific embedded
device. Thus, new suitable exploration methods for em-
bedded design metrics (memory accesses, usage and power
consumption) need to be developed. In this paper we ana-
lyze the benefits of two different exploration techniques for
DDTs optimization: Multi-Objective Particle Swarm Opti-
mization (MOPSO) and a Mixed Integer Linear Program
(MILP). Furthermore, we propose a novel MOPSO explo-
ration method, OMOPSO*, which uses MILP solutions, as
reference points, to guide a MOPSO exploration and reach
solutions closer to the real Pareto front of solutions. Our
experiments with two real-life embedded applications show
that our algorithm achieves 40% better coverage and set
of solutions than state-of-the-art optimization methods for
DDTs (MOGAs and other MOPSOs).
Categories and Subject Descriptors
C.3 [Special-Purpose and Application-Based Systems]:
Real-time and embedded systems; I.2.8 [Artificial Intelli-
gence]: Problem Solving, Control Methods and Search—
Heuristic methods
General Terms
Design, Performance
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1. INTRODUCTIONANDRELATEDWORK
Latest multimedia embedded devices are enhancing its
capabilities and currently are able to run applications re-
served to powerful desktop computers few years ago (e.g.,
3D games or video players). As a result, one of the most im-
portant problems designers face nowadays is the integration
of a large amount of applications coming from the general-
purpose domain in a compact and highly-constrained device.
One major task of this porting process is the optimization of
the dynamic memory subsystem. Thus, the designer must
choose among a number of possible dynamically-allocated
data structures or Dynamic Data Types (DDTs) implemen-
tations (dynamic arrays, linked lists, etc.) the best one in
each case, according to the specific restrictions of the target
device and typical embedded design metrics, such as mem-
ory accesses, memory usage and energy consumption [3].
So far extensive work has been performed in the field of
embedded memory subsystem optimization. [14] includes
a thorough survey of static data and memory optimization
techniques for embedded systems. Also, in [4], authors have
explored a coordinated data and computation reordering
for array-based data structures in multimedia applications.
They use a linear-time algorithm reducing the memory sub-
systems needs by 50%. Nevertheless, they are not suitable
for exploration of complex DDTs employed in modern mul-
timedia applications.
According to the characteristics of certain parts of mul-
timedia applications, several transformations for DDTs and
design methodologies [4] have been proposed for static data
profiling and optimization considering static memory access
patterns to physical memories. The use of Multi-Objective
Evolutionary Algorithms (MOEAs) has been applied to solve
linear and non-linear problems by exploring all regions of the
design space in parallel. Thus, it is possible to perform opti-
mizations in non-convex regular functions, and also to select
the order of algorithmic transformations in concrete types of
source codes [14]. However, such techniques are not appli-
cable in DDT implementations, due to the unpredictable
nature at compile-time of the stored data.
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Regarding dynamic embedded software, suitable access
methods, power-aware DDT transformations and pruning
strategies based on heuristics have started to be proposed
for multimedia systems [14]. However, these approaches re-
quire the development of efficient pruning function costs and
fully manual optimizations [6]; otherwise they are not able
to capture the evaluation of inter-dependencies of multiple
DDTs implementations operating together, as our proposed
method using evolutionary computation achieves. Also, in
[3, 9] it has already been outline the potential use of MOEAs
for dynamic memory optimizations. However, regarding
DDTs optimization the true Pareto front is unknown, and in
many cases the system designer is not able to define a set of
preferences in the resultant set of non-dominated solutions.
In this paper we address this problem by applying Mixed
Integer Linear Programming (MILP) and Multi-Objective
Particle Swarm Optimization (MOPSO). First, we find the
optimal points for each design optimization objective in and
individual fashion using MILP. Second, we use these points
to guide the MOPSO algorithm towards solutions closer to
the real Pareto front. Thus, as the experimental results of
this paper indicate, our methodology is able to obtain bet-
ter approximation fronts than state-of-the-art approaches
for DDTs optimization.
The remainder of the paper is organized as follows. In
Section 2, we briefly describe the background material for
our DDTs optimization study, including the formal defini-
tions of multi-objective optimization, MILP methods, par-
ticle swarms and the reference point method. In Section 3,
we explain the DDTs optimization problem and present our
design framework. In Section 4, we describe the optimiza-
tion model for both MILP and MOPSO. In Section 5, we
present our DDTs optimization algorithm. Then, the real
applications used to evaluate our algorithm are described
in Section 6. Finally, in Section 7 we summarize the main
conclusions of this work.
2. BACKGROUND
2.1 Multi-objective optimization
Multi-objective optimization aims at simultaneously opti-
mizing several objectives sometimes contradictory. For such
kind of problems, there does not exist a single optimal so-
lution, and some trade-offs need to be considered. With-
out any loss of generality, we can assume the following m-
objective minimization problem:
Minimize ~z = (f1(~x), f2(~x), . . . fm(~x))
subject to ~x ∈ X (1)
where ~z is the objective vector with m objectives to be min-
imized, ~x is the decision vector, and X is the feasible region
in the decision space. A solution ~x ∈ X is said to dominate
another solution ~y ∈ X (denoted as ~x ≺ ~y) iff the following
two conditions are satisfied.
∀i ∈ {1, 2, . . . ,m} , fi (~x) ≤ fi (~y)
∃i ∈ {1, 2, . . . ,m} , fi (~x) < fi (~y) (2)
A decision vector ~x ∈ X is non-dominated with respect
to S ⊆ X if another ~x′ ∈ S such that ~x′ ≺ ~x does not
exist. A solution ~x∗ ∈ X is called Pareto-optimal if it is
non-dominated with respect to X. An objective vector is
Figure 1: Non-dominated solutions of a set of solu-
tions in a two objective space
called Pareto-optimal if the corresponding decision vector is
Pareto-optimal.
The non-dominated set of the entire feasible search space
X is the Pareto-Optimal Set (POS). The image of the POS
in the objective space is the Pareto-Optimal Front (POF)
of the multi-objective problem at hand. Figure 1 shows a
particular case of the POF in the presence of two objective
functions. A multi-objective optimization problem is solved,
when its complete POS is found.
2.2 Mixed Integer Linear Program
A mixed-integer linear program (MILP) is a mathemati-
cal program with linear constraints in which a specified sub-
set of the variables are required to take on integer values.
Although MILPs are difficult to solve in general, the past
ten years has seen a dramatic increase in the quantity and
quality of software -both commercial and noncommercial-
designed to solve MILPs.
To formally specify a MILP, let a polyhedron
P = {x ∈ <n|Ax = b, x ≥ 0} (3)
be represented in standard form by a constraint matrix A ∈
Qm×n and a right-hand side vector b ∈ Qm. Without loss of
generality, we assume that the variables indexed 1 through
p ≤ n are the integer-constrained variables (the integer vari-
ables), so that the feasible region of the MILP is PI =
P ∩ Zp × Rn−p. In contrast, the variables indexed p + 1
through n are called the continuous variables. A subset
of the integer variables, called binary variables, may addi-
tionally be constrained to take on only values in the set
0, 1. We denote here the set of indices of binary variables
by B ⊆ 1, 2, . . . , p. The mixed-integer linear programming
problem is then to compute the optimal value
zIP = min c
Tx (4)
where x ∈ PI , and c ∈ Qn is a vector that defines the objec-
tive function. The case in which all variables are continuous
(p = 0) is called a linear program (LP). Associated with
each MILP is an LP called the LP relaxation, obtained by
relaxing the integer restrictions on the variables. For an in-
depth treatment of the theory of integer programming, we
direct the reader to [20].
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2.3 Particle swarm optimization
Particle Swarm Optimization (PSO) is a heuristic search
technique that simulates the movements of a flock of birds
that aim to find food. The relative simplicity of PSO and
the fact that is a population-based technique have made
it a natural candidate to be extended for multi-objective
optimization [16].
In PSO, particles are“flown”through a hyper-dimensional
search space. Changes to the position of particles within the
search space are based on social-psychological tendencies of
individuals to emulate the success of other individuals.
Hence, the position of each particle is changed according
to its own experience and its neighbors. Let ~xi(t) denote the
position of particle pi, at time step t. The current position
of pi is then changed by adding a velocity vector ~vi(t) to the
previous position, i.e.:
~xi(t) = ~xi(t− 1) + ~vi(t) (5)
The velocity vector reflects the socially exchanged informa-
tion and, commonly, is defined in the following way:
~vi(t) = W~vi(t− 1)
+C1~ri1 (~xipbest − ~xi(t− 1)) (6)
+C2~ri2 (~xileader − ~xi(t− 1))
where:
• W is the inertia weight. It controls the impact of the
previous history of velocities.
• C1 and C2 are the learning factors. C1 is the cognitive
learning factor and represents the attraction that a
particle has toward its own success. C2 is the social
learning factor and represents the attraction that a
particle has toward the success of its neighbors.
• ~ri1, ~ri2 are random vectors, each component in the
range [0, 1].
• ~xipbest is the personal best position of pi, namely, the
position of the particle that has provided the greatest
success.
• ~xileader is the position of the particle that is used to
guide pi towards better regions of the search space.
Particles tend to be influenced by the success of any other
element they are connected to. These neighbors are not nec-
essary particles close to each other in the decision variable
space, but instead are particles that are close to each other
based on a neighborhood topology, which defines the social
structure of the swarm [16].
2.4 Reference point method
User-preference methods, as described in the multi-criteria
decision making literature, come in two forms. 1) A pri-
ori methods, where a system designer gives preferences first
then the algorithm finds solutions considering those prefer-
ences; 2) A posteriori methods, where after an algorithm
provides all possible solutions the system designer selects
the interesting ones [13]. The reference point method is an
a priori approach, where first reference points are provided
in the objective-space and the search algorithm will concen-
trate around those points to find solutions. The advantage
Figure 2: Reference point method
is that most computing effort can be spent on the preferred
areas, instead of the entire search-space. This is especially
important as the number of objectives increases.
The classical reference point method was first described
by Wierzbicki [13]. A reference point ~z for a multi-objective
problem is a point consisting of aspiration values for each
objective. This reference point is used to construct a single
objective function (equation 7), which is to be minimized
over the entire search-space S, where ~x ∈ S.
minimize max
i=1...m
{wi (fi (~x)− ~zi)} (7)
where ~zi is the i
th component of the reference point and wi
is a weight associated with the ith objective. The system
designer can assign a value for this weight, which represents
any bias towards that objective.
The system designer is presented with the objective-space
where preferred regions can be indicated to the algorithm
with the use of reference points. Figure 2 illustrates the
classical reference point method in a two-objective space.
In our research we use the reference point methodology de-
scribed in [19], where authors define a reference point as an
array of aspiration values. The number of elements in the
array corresponds to the number of objectives for a given
problem. In the general sense such a reference point would
indicate a potential solution point consisting of values for
each objective.
A reference point could be in any region either feasible
or infeasible, because the system designer might not know
beforehand where the real (or true) Pareto front is for a given
problem. Thus, the algorithm will attempt to find a set of
solution points on the Pareto front that is the closest to the
given reference point. An advantage of using an evolutionary
algorithm is that, unlike a classical optimization approach
where a single solution is found, a set of solutions can be
found in a single run near the reference point.
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Figure 3: Code before and after the exploration of
Dynamic Data Types
3. THE DYNAMIC DATA TYPES EXPLO-
RATION PROBLEM
A DDT is a software abstraction by means of which we can
manipulate and access data. The implementation of a DDT
has two main components. First, it has storage aspects that
determine how data memory is allocated and freed at run-
time and how this memory is tracked. Second, it includes
an access component, which can refer to two different basic
access patterns: sequential or iterator-based and random
access.
Table 1: DDT library
DDT Description
AR Array
AR(P) Array of pointers
SLL Singly-linked list
DLL Doubly-linked list
SLL(O) Singly-linked list with roving pointer
DLL(O) Doubly-linked list with roving pointer
SLL(AR) Singly-linked list of arrays
DLL(AR) Doubly-linked list of arrays
SLL(ARO) Singly-linked list of arrays and roving pointer
DLL(ARO) Doubly-linked list of arrays and roving pointer
In our case we have classified the DDT implementations
in basic DDT and multi-layer implementations relevant for
embedded multimedia applications. Table 1 contains the
DDTs implemented.
Figure 3 shows an example of a DDTs exploration. The
initial code contains two containers, c1 and c2, instantiated
as vector and list, respectively. After the exploration pro-
cess, one candidate solution gives c1 to be instantiated as
Single Linked List (SLL) and c2 as Double Linked List of
Arrays (DLLAR). Such instantiation policy tries to mini-
mize memory accesses, memory usage and energy consump-
tion of the final application. It is important to stress that
it is unmanageable for the designer to get a totally com-
plete exploration of all the possible DDT implementation
combinations using the traditional way for real-life complex
applications. For example, in one of the applications an-
alyzed, we optimized memory accesses, memory usage and
power consumption for 3128 containers. Whereas in previ-
ous works 41 containers were optimized in several days, our
Figure 4: DDTs optimization flow.
design framework based on evolutionary computation is able
to optimize embedded applications including 3128 contain-
ers in just a few hours.
In general terms, the application to optimize contains a
set of n containers C which are candidates to be instantiated
as a certain DDT from the set of possible implementation of
DDTs library D presented in [3]. Thus, the goal of our op-
timization flow is to obtain a set of pairs (container, DDT)
or (~c, ~d), ci ∈ C, di ∈ D, 1 ≤ i ≤ n, such that minimizes
three objectives: memory accesses, memory usage and en-
ergy consumption. Additional constraints, such as minimum
and maximum values for all three objectives may be defined.
The proposed optimization framework uses three different
phases to perform the automatic exploration of DDTs. Fig-
ure 4 shows the different phases required to perform the over-
all DDTs optimization. In the first phase, we generate an
initial profiling of the iterator-based access methods to the
different DDTs used in the application. In the second phase,
using this detailed report of the accesses, we extract all the
information needed by the optimization phase. Finally, an
exploration of the design space of DDTs implementation is
performed using the algorithm selected. When the optimiza-
tion process ends, it gives the DDT instantiation policy, i.e.,
which container should be instantiated by which DDT. We
also obtain the gain on memory accesses, memory usage and
energy consumption. In addition to MILP, we have solved
the problem using four relevant Multi-Objective Evolution-
ary Algorithms (MOEAs), i.e. NSGA-II [7], SPEA2 [22],
OMOPSO [15] and NSPSO [11].
We apply these algorithms to two multimedia embedded
applications. The first benchmark is VDrift, which is a driv-
ing simulation game. The game includes 19 tracks, 28 cars,
artificial-intelligence players, networked multiplayer mode,
etc. [2]. We logged 49 containers in its source code. The
second benchmark is a 3D Physics Engine for elastic and
deformable bodies [10], which is a 3D engine that displays
the interaction of non-rigid bodies. It includes 3128 dynamic
containers in its source code for which we choose the optimal
DDT implementation.
4. OPTIMIZATION MODEL
As it has been stated above, the goal of our optimization
process is to obtain a set of pairs (container, DDT), such
that minimizes three objectives: memory accesses, memory
usage and energy consumption. In the following we provide
both the mathematical program and the heuristic method
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to perform such exploration. Finally we show our MOPSO
algorithm that using MILP solutions as reference points is
able to find better solutions than other approaches.
4.1 MILP formulation
For the problem variables and parameters, the application
in study can be represented initially by a set of n containers
C which are candidates to be instantiated (or implemented)
as a certain DDT from the set of possible implementation
of DDTs library D in Table 1.
Let be xij a 0, 1 variable that indicates when a container
i ∈ C of the original application is implemented by a DDT
j ∈ D of the design space. Since every container in the
application must be implemented by one and only one DDT,
the following constraint must be fulfilled for each i ∈ C:∑
j∈D
xij = 1 (8)
Let be A the number of memory accesses performed by
the application, U the total memory used and E the energy
consumed by the application, it is clear that
A =
∑
i∈C,j∈D
aijxij (9)
U =
∑
i∈C,j∈D
uijxij (10)
E =
∑
i∈C,j∈D
eijxij (11)
In the previous equations, parameters aij , uij and eij are
the number of memory accesses, total amount of memory
used and energy consumed by the application when the con-
tainer i is implemented by the DDT j, respectively.
Memory accesses aij is given by the following equation:
aij ∝ Neij ×
(
Nrij +N
w
ij
)
+Nveij (12)
where Ne is the number of elements stored in the container
in the worst case, Nr is the number of read accesses, Nw
is the number of write accesses, and Nve is the average of
the number of elements stored. The exact form of equation
12 depends on each DDT selected in (i, j). It takes into
account the number of random and sequential accesses to
the elements stored in the DDT, as well as the number of
creations and destructions of the container.
Memory usage uij is given by the following equation:
uij ∝ T ref +Neij ×
(
T ref + T e
)
(13)
where T ref is the size of the pointers in bytes and T e the size
of the elements in bytes. As in equation 12, the exact form of
equation 13 depends on each DDT j selected to implement
the container i. It computes the amount of memory used by
each element stored in the DDT.
Finally, energy equation eij of the system is given by the
following equation:
eij = t
ex
ij × CPUpow +(
Nrij +N
w
ij
)× (1−Npaij )× CaccE +(
Nrij +N
w
ij
)×Npaij × CaccE × C lineS +(
Nrij +N
w
ij
)×Npaij ×DRAMaccP ×(
DRAMaccT +
C lineS
DRAMbandW
)
(14)
Table 2: Coding a solution
c1 = 0.3 c2 = 3.6 c3 = 8.9 . . . cn = 1.1
AR DLL SLL(ARO) . . . AR(P)
where texij is the system’s total execution time, CPU
pow is
the total processor power excluding the cache power, CaccE
is the cache access energy, C lineS is the cache line size, Npaij is
the number of cache misses, DRAMaccP is the active power
consumed by the DRAM, DRAMaccT is the DRAM latency
time, and DRAMbandW is the bandwidth of the DRAM.
There exist several techniques to solve a multi-objective
optimization problem in the field of mathematical program-
ming, such as minimizing a weighted sums of objectives,
homotopy techniques, goal programming, normal-boundary
intersection, multilevel programming, etc [12]. However,
whereas MILPs are extremely fast in minimizing single ob-
jectives, multi-objective techniques require intensive com-
putation, and in many cases good compromises between
objectives are not properly reached [5]. On the contrary,
evolutionary algorithms offer a whole set of non-dominated
solutions in one simulation run. In this work we use MILP
solutions as reference points for MOPSO. It significantly im-
proves the quality of solutions found by the swarm when it
works without reference points.
4.2 MOPSO representation
Table 2 shows the representation of a candidate solution
(gray shaded cells) used in our MOPSO representation. Each
field of the candidate solution represents the DDT from Ta-
ble 1 that should be used to instantiate the corresponding
container in the application. For example, the second con-
tainer c2 ∈ C will be instantiated by our Doubly-Linked List
(DLL) ∈ D. A candidate solution contains n real fields,
where n is the number of the containers logged in the appli-
cation, n = size(C). The constraint a field must satisfy is
0 ≤ ci < size(D). Rounded up to the next highest integer,
it represents the DDT that must implement the correspond-
ing container. For example, a value ci ∈ [0..1) means that
the container will be instantiated by our first DDT dcie = 1,
i.e. our array DDT (AR in Table 1).
The multi-objective function used to evaluate each par-
ticle in the swarm is the same that the one described in
the MILP formulation (memory accesses, memory usage and
power consumption). But, in the MOPSO algorithm the
evaluation is largely simplified since we do not have to evolve
a set of binary decision variables, i.e., the set of decision vari-
ables is reduced from C×D to C. Thus, if xi represents the
ith position of a particle, the 3-objective function is reduced
to the following equations:
A =
∑
i∈C
aidxie (15)
U =
∑
i∈C
uidxie (16)
E =
∑
i∈C
eidxie (17)
where aij , uij and eij , are defined by equations 12, 13 and
14 respectively.
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5. MOPSOWITHMILPREFERENCEPOINTS
The proposed reference point MILP-based MOPSO algo-
rithm involves the following steps:
1. Obtain a set of MILP solutions. First, the MILP
is solved for each objective separately. Thus, a set of four
points are obtained to include in the list of reference points:
(A∗MILP , 0, 0), (0, U
∗
MILP , 0), (0, 0, E
∗
MILP ) and a combination
of them (A∗MILP , U
∗
MILP , E
∗
MILP ), where A
∗
MILP , U
∗
MILP and
E∗MILP are the optimal MILP points for memory accesses,
memory usage and energy consumption respectively. A set
of system designer preference points may be included as well.
We do not have to worry about the feasibility of the reference
points. Following the reference method proposed in [19], the
system designer can also specify a spread as a preference.
The spread defines the extent of the solutions on the Pareto
front near the reference point. The spread is given by a value
δ, which is defined as the maximum variance of the distance
values of the population.
2. Initialize the particles. The population is first ini-
tialized. The particles are evaluated according to the ob-
jective functions and fitness is assigned. Each particle is
assigned to the closest reference point. For any vector ~x the
distance to a reference point ~z is defined by the following
equation
dist (~x) = max
i=1...m
{wi (fi (~x)− ~zi)} (18)
As in [19], here
∑m
i=1 wi = 1.0. A particle’s assigned refer-
ence point will remain unchanged throughout the run. The
particle will choose a leader, which also has the same refer-
ence point.
3. Obtain non-dominated solutions and rank ac-
cording to the closeness to the reference points. The
non-dominated particles are extracted from the population.
Next, the non-dominated particles assigned for each refer-
ence point are ranked according to the ascending order of
distance values. Particles with lower distance values are con-
sidered as candidates to be leaders.
4. Choose leaders from the assigned ranked non-
dominated set and move the particles. Each particle
in the population will choose a leader (global best) from the
assigned set of non-dominated solutions. Here we apply a
binary tournament in the ranked non-dominated particles
to choose leaders with the same reference points. Then each
particle will adjust their velocities and positions according
to equations 5 and 6.
5. Evaluate particles using the objective functions.
The entire population is evaluated and fitness values are
assigned. This fitness value will be next used to determine
the dominance. New distance values are assigned and then
steps 3 to 5 are repeated until the stop criteria is met. The
algorithm will stop once it has reached the desired spread
of particles on the Pareto front near the reference points or
the maximum number of iterations allowed.
6. EXPERIMENTS
In this research work we have explored DDTs for VDrift
and Physics using two Multi-Objective Genetic Algorithms
(MOGAs): NSGA-II [7] and SPEA2 [22], and two MOP-
SOs: NSPSO [11] and OMOPSO [15]. Finally, we incorpo-
rated the reference point method based on MILP solutions
to OMOPSO (named OMOPSO*), and compared all the
results. The library used to run all the evolutionary algo-
Table 3: System specification
Processor Energy 168 mW, 100MHz
Embedded DRAM 100MHz
Energy 19.5 mW
Latency 19.5 ns
Bandwidth 50MB/s
rithms can be found at [17]. The MILP was executed using
ILOG CPLEX [1]. All the values are computed by averaging
30 trials.
The model of the embedded system architecture consisted
of a processor with an instruction cache, a data cache, and
embedded DRAM as main memory. The data cache uses a
write-through strategy. We utilized processor energy from
[4], and the access time and energy values for caches of 32KB
and embedded 16MB DRAM main memory from [18] and
[8], respectively. The processor and memory specification is
described in Table 3.
Since the size of all possible DDT implementations is large
and it is unfeasible to cover the exact set of the POF, we
compare the obtained approximated front with each other
using the hypervolume indicator: I−H . This metric computes
the volume (in the objective space) covered by members of a
non-dominated set of solutions Q [21]. Let vi be the volume
enclosed by solution i ∈ Q . Then, a union of all hypercubes
is found and its hypervolume (IH) is calculated. If a set X
has a greater hypervolume than a set Y , then X is taken to
be a better set of solutions than Y . In this work, we consider
the hypervolume difference to a reference set R, defined as
I−H(Q) = IH(R)− IH(Q) (19)
where smaller values correspond to higher quality. Since the
reference set cannot be computed, we take IH(R) = 0.
The performance of the four algorithms are compared us-
ing the following parameters, obtained after several tests:
• Population/Swarm size: 100 in the case of VDrift and
200 in the case of Physics.
• Number of iterations: 2000 for VDrift and 4000 for
Physics.
• Crossover: Real-parameter SBX crossover operator (ηc =
20). Crossover probability of 0.9 for NSGA-II and
SPEA2.
• Mutation: Polynomial mutation operator (ηm = 20),
with probability inversely proportional to the chromo-
some length for NSGA-II and SPEA2. Uniform and
non-uniform mutation applied to OMOPSO.
• Coding strategy: Real encoding for all the algorithms.
• W = 0.4, C1 = 2.0 and C2 = 2.0 for NSPSO.
• Spread: δ = 0.001.
Table 4 shows the hypervolume or S-metric obtained for
VDrift and Physics. In both cases, OMOPSO* algorithm
reaches better values compared to the other MOEAs. Thus,
the result set from our reference point method is taken to
be a better set of solutions than those obtained from other
algorithms. Note than even when OMOPSO offers the worst
1606
Table 4: Hypervolume metric for VDrift/Physics.
Algorithm VDrift Physics 3D
OMOPSO* −1.1913± 0.0035 −1.2892± 0.0915
NSGA-II −0.9356± 0.0231 −1.1600± 0.1902
NSPSO −1.1360± 0.0363 −1.1830± 0.1074
OMOPSO −1.1657± 0.0114 −0.7215± 0.2449
SPEA2 −1.1492± 0.0374 −0.9002± 0.1899
Figure 5: Comparison of the real application with
results obtained by our design framework (logarith-
mic scale).
values for Physics in terms of hyper-volume (−0.7215 in av-
erage), results are improved when our MILP solutions are
incorporated as reference points (−1.2892 in average).
We present Figure 5 to compare the number of memory
accesses, memory usage (in Bytes) and energy consumed (in
mJoules) of the original application with the resultant op-
timized application with all the algorithm under test. To
this end, each application is evaluated with their original
DDTs and compared to the combination proposed by our
framework. The figure shows clearly the achieved level of
optimization and final gains after applying the proposed op-
timization flow in Figure 4. In the case of evolutionary al-
gorithms, the set of non-dominated solutions obtained is av-
eraged. It should be noted that OMOPSO* offered the best
gain in all the three objectives. Although MILP points are
represented in Figure 5, they are independently optimized.
As a result, these points are outside of the feasible region.
However, they are represented to observe the degree of ap-
proximation of all the MOEAs to these true optimal points.
7. CONCLUSIONS
Latest multimedia embedded systems include applications
with a significant degree of dynamism. Therefore, they need
to rely on Dynamically-allocated Data Types (DDTs) to ef-
ficiently store their data, rather than more traditional stat-
ically allocated variables in embedded systems. However,
the selection of the best DDTs for each target embedded
system is a very complex and time-consuming process due
to the large design space of possible DDTs implementations.
In this paper we have presented a new method to solve the
combinatorial optimization problem of DDTs for embedded
systems. Our results show that although multi-objective
evolutionary algorithms are a relatively good choice to ob-
tain reasonable approximation sets of optimal solutions for
DDTs, other complementary techniques, such as the refer-
ence point method, may be incorporated, which allows the
system designer to define specific preferences or optimiza-
tion metric restrictions to guide the exploration algorithm
towards particular optimization regions. More precisely, we
exploit this approach in DDT optimization by including so-
lutions of Mixed Integer Linear Program (MILP) as refer-
ence points to find better solutions. Indeed, our results
have shown that MILP is able to obtain true optimal so-
lutions when they are optimized independently, and then
we have been able to incorporate these points to a new
Multi-Objective Particle Swarm Optimization (MOPSO) al-
gorithm that we have proposed (i.e., OMOPSO*) to achieve
even better coverage of the multi-objective Pareto front of
DDT implementations. The experimental results in two em-
bedded applications, using a hyper-volume indicator, have
shown that our proposed OMOPSO* offers better coverage
results (up to 40%) than other state-of-the-art optimization
algorithms to this problem (two variations of MOGA algo-
rithms and two other MOPSOs). As a consequence, the
overall performance of both applications under study has
been compared and validated that OMOPSO* indeed out-
performed the best DDT solutions found with the other four
optimization algorithms compared with.
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