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The interplay between topology and interactions on the edge of a two dimensional topological
insulator with time reversal symmetry is studied. We consider a simple non-interacting system of
three helical channels with an inherent Z2 topological protection, and hence a zero-temperature
conductance of G = e2/h. We show that when interactions are added to the model, the ground
state exhibits two different phases as function of the interaction parameters. One of these phases
is a trivial insulator at zero temperature, as the symmetry protecting the non-interacting topo-
logical phase is spontaneously broken. In this phase there is zero conductance (G = 0) at zero-
temperature. The other phase displays enhanced topological properties, with a topologically pro-
tected zero-temperature conductance of G = 3e2/h and an emergent Z3 symmetry not present in the
lattice model. The neutral sector in this phase is described by a massive version of Z3 parafermions.
This state is an example of a dynamically enhanced symmetry protected topological state.
I. INTRODUCTION
Topology plays a central role in the modern under-
standing of different physical systems, ranging from su-
perfluid Helium to elementary particles [1–3]. In the con-
text of solid state physics, one of the first phenomenon
that was identified as having a topological origin was
the integer quantum Hall effect (IQHE). In the IQHE,
the existence of protected chiral modes on the edge of
the sample is a consequence of the existence of a non-
trivial first Chern number [4]. The topological nature of
these modes renders them robust against disorder and
enforces a quantization of the conductance in units e2/h,
where h is the Planck constant and e the electric charge.
The inclusion of interactions dramatically changes this
picture, as occurs in the fractional quantum Hall effect
(FQHE), where the huge degeneracy between fractionally
filled many-body states is (partly) lifted by the interac-
tion, creating a correlated state with fractional conduc-
tance and exotic quasiparticles [5, 6].
In recent years, time-reversal (TR) invariant topolog-
ical materials were discovered, reviving the interest in
topological systems. Examples of such topological insu-
lators (TIs) are formed due to spin-orbit interaction [7–
18] that is sufficiently strong to invert the s-like valence
electronic states and p-like conduction electrons in differ-
ent hetero-structures [11, 19]. In particular, in two spa-
tial dimensions non-interacting TIs display helical edge
modes, and are characterized by a Z2 topological invari-
ant, which counts the parity of the number of edge modes.
The electric conductance of a noninteracting TI is fixed as
long as TR symmetry is preserved, due to the destructive
interference between the counterpropagating spin states
around a nonmagnetic impurity. The role of symmetry in
these states is crucial to preserve the topological proper-
ties. It is for this reason that they are dubbed symmetry
protected topological (SPT) states.
In general, for non-interacting disordered systems, the
topological classification is fully established [20, 21] and
is uniquely determined by the symmetry class and di-
mensionality of the single particle Hamiltonian. Weak
interactions can change the topological properties of a
non-interacting system in different ways, e.g. by modi-
fying the whole state including the bulk, or by chang-
ing the edge degrees of freedom in the system, with-
out changing the overall structure in the bulk. An ex-
ample of the former corresponds to the interacting Ki-
taev chain [22], where the inclusion of interactions allows
to connect adiabatically two Hamiltonians belonging to
different non-interacting topological states, reducing the
non-interacting classification of Z down to Z8. On the
other hand, when the characteristic interaction strength
is smaller than the bulk gap energy, interactions can only
induce a change at the edge degrees of freedom. In this
latter context, it has been recently found that the inter-
actions may lead to an emergence of topologically non-
trivial edge states, in systems that are topologically triv-
ial on the bulk according to the non-interacting classifi-
cation.
The simplest example of this kind of phenomena ap-
pears on the edge of a two dimensional TI supporting two
parallel helical modes. Generically, in a non-interacting
system, these modes can hybridise and be localised by the
presence of sufficient density of impurities, making the
system topologically trivial. Surprisingly, in the presence
of interaction, there is some possibility for these modes to
be protected against localisation, by a zero bias anomaly
mechanism in the case of vanishing tunneling [23] or by
the emergence of an effective spin gap [24, 25] that sup-
presses single particle backscattering when tunneling is
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2present. In these cases, the system displays topological
signatures like a robust value of conductance, quantized
in units of e2/h and fractionalised zero modes in domain
wall configurations. This protection has also been pre-
dicted to appear in truly one dimensional systems with
spin-orbit interaction [26, 27].
Another mechanism in which interactions can affect
the topological properties of a non-trivial SPT state, is
by inducing an spontaneous breaking of the protecting
symmetry in the groundstate, rendering the state topo-
logically trivial. Recently [28], it has been shown that
in a general system of N > 2 helical modes, interactions
can decrease the conductance of the system to zero at
zero temperature by creating a groundstate that sponta-
neously breaks TR symmetry.
In this work, we focus on a system of three coupled heli-
cal modes with inter-channel tunneling, corresponding to
the edge structure of an integer TI. Because the number
of modes is odd, this system is topologically nontrivial ac-
cording to the non-interacting classification and disorder
can at most localise two modes, leaving one helical mode
free to carry the charge. We show that the interactions
generate two distinct phases in which each of the effects
discussed above can occur: in one phase, the intrinsic
topology is destroyed through breaking of TR symme-
try; while in the other phase, the intrinsic topological
protection is enhanced through a new distinct emergent
topological state, which protects all three helical modes
against localisation. Both of these states have a number
of emergent energy scales with different characteristics,
which we summarize below.
A. Summary of main results
Before delving into the technical details of the analy-
sis, it is worth listing the main results that we find in
this paper. The model of three coupled helical edges is
developed in section II, and illustrated schematically in
Fig. 2. The non-interacting system consists of three heli-
cal edge modes, which could arise by stacking quantum-
spin-Hall insulators (see [29–31] for related discussions
in the context of quantum Hall systems), or alternatively
from the reconstruction of edge states in a single quan-
tum spin-Hall insulator (which is known to occur also
in quantum Hall systems, see e.g. [32, 33]). The essen-
tial feature is that in the clean non-interacting system,
there are three helical modes, from which one of them
is topologically protected against localisation due to the
intrinsic Z2 topology dictated by TR symmetry of the
model.
Our results consider the fate of this system when weak
interactions are introduced. We find that two distinct
phases may develop, corresponding to:
1. An emergent topological (ET) state, whose topol-
ogy differs from the intrinsic topology of three chan-
nels. In this ET state all three edge modes are pro-
tected against localisation when disorder is added
to the system, meaning that the low temperature
conductance is G = 3e2/h; and
2. A state that is characterised by time reversal sym-
metry breaking (TRSB) in the ground state which
destroys the intrinsic topology (that was protected
by TR symmetry) and leads to a vanishing low-
temperature conductance.
The different phases of the system are determined by
the relative strength of the intra- and inter-mode inter-
actions. The phase diagram of the model is displayed
in Figs. 4 and 5 later in the paper, and shows that the
generic scenario of intra-chain interactions being repul-
sive and stronger than inter-chain interactions (which are
also repulsive) corresponds to the TRSB phase. However,
the phase diagram also shows that even within purely re-
pulsive interactions, either phase is possible in the pres-
ence of tunneling between the channels, indicating that
details of the edge in any given realisation of the sys-
tem are crucial to determine the fate of the interacting
system.
The TRSB and the ET phases share some commonal-
ities. Their low energy excitations (in the clean system)
correspond to a gapless plasmon mode, and neutral ex-
citations with a gap ∆n. Both states display the phe-
nomenon of dynamical symmetry enhancement, whereby
the symmetry of the ground state is higher than in the
original problem. Both fixed points can be obtained
via an adiabatic deformation of the SU(3) Gross-Neveu
model, which ultimately has a Z3 symmetry. It is worth
stressing that this is true, even through the microscopic
model does not possess this symmetry.
We now summarise the physical properties of each of
the states. Firstly, in the TRSB state:
1. The ground state can be described by quasi long
range order parameters. The dominant one is con-
trolled by details of the interaction and can be ei-
ther two-particle or trionic. One can picture this
state as a sliding charge-density-wave.
2. Non-magnetic impurities in the TRSB phase be-
come spontaneously magnetic, due to the sponta-
neous breaking of TR symmetry in the groundstate.
This means that an initial impurity that is even un-
der TR symmetry, acquires an odd part when the
system enters the TRSB phase. This mechanism
and the presence of impurities renders the phase
insulating at low energies. This is schematically
shown in Fig. 7.
3. In the clean TRSB phase, the system possess a gap-
less plasmon mode that renders all order parame-
ters quasi-long-range-ordered. In the presence of
disorder or an appropriate Umklapp scattering if
the Fermi-momenta of the different modes have the
correct commensurability relationship, the charge
mode is gapped and the order parameter becomes
non-zero.
3Turning now to the phase with emergent topology
1. The ground state is a Z3 symmetry protected topo-
logical state, where we stress again that the Z3 sym-
metry is itself emergent and therefore the lattice
model itself is not required to (and in general does
not) have this symmetry.
2. The phase boundary between the ET phase and the
TRSB phase is described by a critical theory that
belongs to the same universality class as the three-
state Potts model, corresponding in the continuous
limit to a conformal field theory (CFT) with central
charge c = 4/5 and Z3 parafermionic low energy
modes.
3. At temperatures above the neutral gap, the con-
ductance may drop below 3e2/h, while it will re-
cover to the full quantum conductance G = 3e2/h
at low temperature. A schematic diagram of this is
plotted in Fig. 7.
All the previous points highlight that while the charac-
terisation of the conductance in the ground state of each
phase is an obviously important property to analyse, it
does not capture all the physical features of the system.
This article develops as follows: In section II we intro-
duce a simple phenomenological model for three helical
states in the clean case that displays the general features,
first describing the single particle Hamiltonian, and then
introducing generic interactions. In section III we anal-
yse the low energy -or infrared (IR)- description of the
system in terms of Abelian and non-Abelian bosoniza-
tion. Here we find that the neutral sector is represented
by an adiabatic deformation of an emergent SU(3) sym-
metry. We analyse the structure of all two-particle op-
erators that represent backscattering and introduce the
relevant order parameters in the TRSB and ET phases
in IV. In section V we discuss the stability of the phases
against general interaction terms. Following this analy-
sis, in section VI we discuss the transition between the
TRSB and ET phase. To gain further insight we develop
an intuition about the structure of the massive degrees of
freedom in terms of an effective parafermionic model on
the lattice that respects all the symmetries of the contin-
uous model. Here we show that in the transition region
between topological to trivial phase along the edge, a
parafermionic mode is trapped in the domain wall. In
section VII we discuss the fate of disorder in the system,
showing the difference between these phases. Finally, in
section VIII we discuss the results and present our con-
clusions.
II. THE MODEL
A. Single particle Hamiltonian
While no symmetry apart from TR symmetry should
be expected on the edge of a multichannel TR topolog-
ical insulator, to keep the exposition and the relation
to the physical regimes clear here we consider a simple
model that displays all the features of the generic model.
We analyse a generic model in Appendix A. We consider
three helical modes, described by the fermion destruction
and creation operators of momentum k around the Fermi
momenta, cηk,a and (c
η
k,a)
†, where a = (1, 2, 3) denotes the
mode and η = (+,−) labels its helicity. For small mo-
menta, the non-interacting single particle Hamiltonian is
H0 =
∑
k,a,η
η(k)nk,a− t⊥√
2
∑
k,η
[
(cηk,2)
†(cηk,1 + c
η
k,3) + h.c.
]
,
(1)
where η(k) = ηvF k is the linearized energy of each he-
lical mode. For simplicity we assume that the Fermi
velocities vF of all the modes coincide. The operator
nk,a = (c
η
k,a)
†cηk,a measures the number of modes of he-
licity η and momentum k. The parameter t⊥ describes
the tunneling amplitude between different modes of the
same helicity. Here we assume that tunneling only oc-
curs between the modes which are closest in space. A
diagram of the arrangement of helical modes and their
labellings is given in Fig. 1. Note that although tunnel-
ing between Kramers pairs is forbidden by TR symmetry,
tunneling between modes of the same helicity is not con-
strained. Generically this tunneling will exists and will
be non-universal. In this section we assume that it takes
the simple form given by the second term in Eq. (1). A
more general tunneling term does not change the overall
picture (See Appendix A).
FIG. 1. Color online. Three helical modes on the edge of a
two dimensional TI. We label the different channels by 1, 2,
and 3 and the different interaction strengths V0, V12, V23 as
depicted. Tunneling amplitude between mode 1− 2 and 2− 3
is denoted by t⊥. Tunneling between 1 and 3 is assumed to
be negligible.
In the band basis, that corresponds to
ψηk,1(3) =
cηk,1 ±
√
2cηk,2 + c
η
k,3
2
, ψηk,2 =
cηk,1 − cηk,3√
2
,(2)
the single particle Hamiltonian is diagonal and the energy
dispersion relations are given by
Eaη = ηvF k + λat⊥, (3)
with λa = (−1, 0, 1). These energy dispersions relations
are depicted in Fig. 2.
40
0
FIG. 2. Color online. Single particle spectrum for the differ-
ent modes in the band basis. We consider a linear approx-
imation to the energy spectrum. Solid lines denote the two
chiralities of the mode 2 in the band basis, while the (short)
dashed lines denote the two chiralities of the mode (1) 3 in
the band basis. Note that the crossing points around k ∼ 0
are protected by TR symmetry, so a gap does not open. All
the other crossings are not protected and in principle energy
gaps can be opened. We assume that the chemical poten-
tial µ is such that the Fermi energy does not intersect any
crossing point (represented here by the black horizontal line).
This implies that the low energy physics is captured by three
helical modes, where our discussion of the main text applies.
Note that the single particle Hamiltonian is invariant
under the symmetry of interchanging the modes 1 ↔ 3.
This symmetry is not expected to hold in general, and
we break it explicitly in the general model of Appendix
A.
B. Interactions
A generic interaction between the three different helical
modes is described by the following lattice Hamiltonian
Hint =
∑
i,a
V0ni,ani+1,a + 2
∑
i
(V12ni,1ni,2 + V23ni,2ni,3),
(4)
where the density at each site i and channel a is ni,a =∑
σ(c
σ
i,a)
†cσi,a. The interaction parameter V0 denotes the
intra-mode interaction, while Vab denotes the interaction
between modes a and b. For simplicity of the exposition,
here we do not consider the interaction between modes
1 and 3, although such interaction is considered in Ap-
pendix A. In the basis that diagonalizes the Hamiltonian,
the density for the band a and helicity η corresponds to
ρηi,a = (ψ
η
i,a)
†ψηi,a. Summing over the helicities we have
the total density per band ρi,a = (ψ
+
i,a)
†ψ+i,a+(ψ
−
i,a)
†ψ−i,a.
The total density on each site is ρi =
∑
a ρi,a.
In the low energy, long wavelength limit, we can intro-
duce a continuous description of the modes and expand
the fields around the Fermi points (here x = ia0, with a0
the lattice spacing)
ψηi,a√
a0
= ψa,η(x), (5)
together with the slowly varying fields fields ψa,+(x) =
Ra(x)e
ikaF x and ψa,−(x) = La(x)e−ik
a
F x. Fixing the
chemical potential away from the band crossings, and
considering t⊥ 6= 0, the Fermi momenta become
kaF =
µ+λat⊥
vF
. In the continuous description, the non-
interacting part of the Hamiltonian is given by
H0 = ivF
∑
a
∫
dx(R†a∂xRa − L†a∂xLa). (6)
Collecting processes that conserve momentum, (do not
have oscillations with kF ), the interaction sector of the
Hamiltonian becomes (omitting the space dependence of
the densities) Hint = Hρρ +Hnl, with
Hρρ =
∫
dx
(
V˜0ρ
2 + g (ρ1 + ρ3)
2
+ g′ρ22 + g˜
∑
η
ρη1ρ
η
3
+ 4g
∑
η
ρη2(ρ
η
1 + ρ
η
3)
)
, (7)
containing the forward scattering interaction terms, and
Hnl =g˜
∫
dx
(
R†1R3L
†
1L3 + L
†
3L1R
†
3R1
)
+4g
∫
dx
(
L†1L2R
†
2R3 + L
†
2L3R
†
1R2 + h.c.
)
+4g
∫
dx
(
L†2L3R
†
2R3 + L
†
1L2R
†
1R2 + h.c.
)
(8)
containing the extra interaction terms. Here V˜0 =
a0
4 (V0 + V12 + V23) and
g =
V0a0
8
, g′ =
(V0 − V23 − V12)a0
4
, g˜ = 2(g + g′),(9)
Note that the full Hamiltonian is invariant under the op-
eration of permuting the modes 1 ↔ 3, and the interac-
tion strengths V12 ↔ V23.
Taking g = 0 (or g2 = 0 in the general model of Ap-
pendix A), the three helical model reduces to the two
helical system studied in Ref. 24, plus a forward scatter-
ing interaction with the antisymmetric band mode ψη2 .
In the limit of zero tunneling t⊥ = 0, there is another
operator that conserves momentum, given by
Ot⊥=0 = g˜
∫
dxR†1L1L
†
3R3. (10)
The presence of this operator, together with the other
operator involving just the modes 1 and 3 (first line of
Eq. (8)), modifies the low energy behaviour of the model,
preventing the opening of a gap between the modes 1 and
3, as can be observed in the case of two helical modes [24],
This result is in line with the intuition that independent
helical modes interacting through their densities, away
from commensurate filling, are not gapped by interac-
tions.
5FIG. 3. Color online. Vectors defining the neutral fields
and the different order parameters. The vectors of neutral
fields form an equilateral triangle (red arrows). The hor-
izontal (vertical) axis corresponds to the direction of the
neutral field φ˜η,1(φ˜η,2). These arrows generate a lattice
of possible processes. The lattice points corresponding to
D
+(−)
ab = da+(−)db are depicted in green (blue). Note that a
process containing any combination of D−ab · θ˜ always contains
the field θ˜1. This makes the superconducting order parame-
ters short ranged.
III. BOSONIZATION ANALYSIS
We represent the slow part of the fermionic operators
as vertex operators of a bosonic field, as is standard in
bosonization [34, 35], by Ra(x) =
κa√
2pia0
ei
√
4piφR,a(x), and
La(x) =
κa√
2pia0
e−i
√
4piφL,a(x). Here κa is a Klein factor
satisfying {κa, κb} = 2δab. The bosonic fields satisfy the
equal time commutation relations [φη,a(x), φη′,b(y)] =
i
4ηδabδηη′sign(x − y), with η = (+,−) = (R,L). Using
these conventions the bosonized form of the density in
band a and with helicity η is ρηa =
1√
2pi
∂xφη,a.
It is useful to define the following fields
φ˜η,c(x) =
3∑
a=1
φη,a(x)√
3
, φ˜η,µ(x) =
3∑
a=1
dµaφη,a(x), (11)
together with the inverse relation φη,a(x) =
1√
3
φ˜cη(x) +∑
µ d
µ
a φ˜η,µ(x). The vectors d correspond to the three
vertices of an equilateral triangle, see Fig. 3, and are
explicitly given by
d1 =
(
1√
2
1√
6
)
, d2 =
(
0
− 2√
6
)
, d3 =
(
− 1√
2
1√
6
)
. (12)
They satisfy da · db = δab − 13 .
We introduce the the non-chiral fields fields ϕ˜a =
φ˜R,a − φ˜L,a and θ˜a = φ˜R,a + φ˜L,a, with a = c, 1, 2. The
only non-vanishing commutation relations in this basis
are [∂xϕ˜a(x), θ˜b(y)] = iδabδ(x − y). For future reference
we also introduce the basis for neutral fields ϕ˜ = (ϕ˜1, ϕ˜2)
and θ˜ = (θ˜1, θ˜2).
In order to identify the total charge mode we perform
a global U(1) transformation on the original fermionic
fields ψa,η(x) → ψa,η(x)eiΘ which amounts to a shift
in the bosonic fields as φη,a → φη,a + Θ√4pi . The fields
defined in (11) transform as φ˜η,c → φ˜η,c +
√
3
4piΘ and
φ˜η,µ → φ˜η,µ. This implies that the fields θ˜c, ϕ˜c describe
the total charge mode and its conjugate field, while the
modes θ˜1,2 and their conjugates are neutral with respect
to the total U(1) charge.
The Hamiltonian of the system H = H0 +Hρρ+Hnl in
the bosonized variables splits into H = Hc +H1 +H2 +
Hmix, where the total charge sector Hc is
Hc =
vc
2
∫
dx
(
Kc(∂xϕ˜c)
2 +
1
Kc
(∂xθ˜c)
2
)
, (13)
while the Hamiltonians for the neutral sectors H1 and
H2 are
H1 =
v1
2
∫
dx
(
(∂xϕ˜1)
2 + (∂xθ˜1)
2
)
(14)
+
g + g′
(pia0)2
∫
dx cos(
√
8piϕ˜1), and
H2=
v2
2
∫
dx
(
K2(∂xϕ˜2)
2 +
1
K2
(∂xθ˜2)
2
)
(15)
+
4g
(pia0)2
∫
dx
(
cos(
√
6piϕ˜2) + cos(
√
6piθ˜2)
)
cos(
√
2piϕ˜1),
respectively. The renormalized velocities and Luttinger
parameters of these modes satisfy v1 = vF − g+g
′
2pi ,
v2K2 = v1 +
2(g′ − g)
3pi
, v2K
−1
2 = v1 +
4g′
3pi
, (16)
vcKc = vF +
g′ + 5g
3pi
, vcK
−1
c = vF +
2g′
3pi
+
3(g + V˜0)
pi
.
Note that the mode θ˜1 sees its velocity renormalized,
but its Luttinger parameter stays unity, as a consequence
of TR symmetry and the fact that the microscopic de-
grees of freedom are helical. This implies that at all or-
ders in the interaction parameters the scaling dimension
∆ϕ1 (α) ≡ ∆[cos(
√
2αpiϕ˜1)] = α. The remaining part of
the Hamiltonian is
Hmix =
√
2
6pi
∫
dx
[
(g′ − g)∂xϕ˜c∂xϕ˜2 + (3g − g′)∂xθ˜c∂xθ˜2
]
,
(17)
It couples the total charge mode and the second neutral
sector. This term is strictly marginal and does not in-
fluence the physics in any of the gapped phases, as the
field ϕ˜2 (θ˜2) is locked by the renormalization of the co-
sine terms in the ET (TRSB) phase. To first order in
6the interactions parameters the scaling dimensions of the
cosine terms are
∆ϕ2 ≡ ∆[cos(
√
6piϕ˜2)] =
3
2
+
g + g′
pivF
, (18)
∆θ2 ≡ ∆[cos(
√
6piθ˜2)] =
3
2
− g + g
′
pivF
. (19)
The value of the scaling dimensions determines the
fate of the cosine operators under renormalization group
(RG). We now consider two limiting cases of purely at-
tractive and purely repulsive interaction. We start with
the former, assuming g = g′ (V0 = 2(V12 + V23)) for sim-
plicity.
A. Attractive Interactions
In this case g < 0, and ∆θ2 > ∆
ϕ
2 , so the cosine op-
erator cos(
√
6piϕ˜2) grows faster than cos(
√
6piθ˜2) under
renormalization. Keeping the maximal set of commut-
ing cosine operators with smallest scaling dimensions,
the model becomes a marginal deformation of the SU(3)
Gross-Neveu model [36] and is given by
H = Hc +HSU(3) +
√
2g
3pi
∫
dx∂xθ˜c∂xθ˜2 (20)
+
4g
3pi
∫
dx(∂xθ˜2)
2 +
2g
pi
∑
a
∫
dx(∂xϕ˜a)
2.
Here the SU(3) symmetric sector is described by
HSU(3) =
2∑
a=1
∫
dx
v1
2
(
(∂xϕ˜a)
2 + (∂xθ˜a)
2
)
− 2g
pi
∑
a
∫
dx(∂xϕ˜a)
2 +
2g
(pia)2
∫
dx cos(
√
8piϕ˜1)
+
4g
(pia)2
∫
dx cos(
√
6piϕ˜2) cos(
√
2piϕ˜1). (21)
As the prefactors of the cosines flow to strong coupling
under RG, the energy of this Hamiltonian is minimised
for certain constant values of the field ϕ˜1, ϕ˜2. This lock-
ing opens a gap in the spectrum of the neutral sector. In
general, the sign of the amplitude in front of the cosine
terms determines the structure of the ground state. In
the case that we are considering here, this amplitude is
negative, so the fields (ϕ˜1, ϕ˜2) lock to the values (0, 0).
As we will show below this phase is topological due to the
pinning of the neutral field ϕ˜2. The topological nature of
this phase is manifested in two ways: (a) in the stability
of a metallic phase against weak disorder; (b) in domain
wall configurations, that host localised fractionalised zero
modes. In this phase TR symmetry is not broken.
Although for the “simplified” model discussed above,
this phase appears just for attractive interactions, for a
more generic case (see Fig. 5) the topological phase can
emerge for purely repulsive interactions as well.
B. Repulsive Interactions
In this regime g > 0 and the scaling dimensions sat-
isfy ∆θ2 < ∆
ϕ
2 , making the cosine operator cos(
√
6piθ˜2)
the most relevant operator in RG sense. Keeping the
largest set of cosine operators that commute with θ˜2, the
Hamiltonian becomes
H = Hc + H˜SU(3) +
√
2g
3pi
∫
dx∂xθ˜c∂xθ˜2 (22)
+
10g
3pi
∫
dx(∂xθ˜2)
2 +
2g
pi
∫
dx(∂xϕ˜1)
2.
The Hamiltonian H˜SU(3) can be obtained from (21) by
the chiral transformation that interchanges ϕ˜2 ↔ θ˜2.
The cosine operator cos(
√
6piθ˜2) grows faster under
renormalization opening a gap, locking the value of the
field θ˜2. The field values (ϕ˜
∗
1, θ˜
∗
2) that minimise the en-
ergy are given semi-classically by the solutions of the
equations
cos(
√
6piθ˜∗2) + 2 cos(
√
2piϕ˜∗1) = 0
sin(
√
6piθ˜∗2) cos(
√
2piϕ˜∗1) = 0,
which for a repulsive interaction in the special point
g = g′ > 0 are given by (
√
2piϕ˜∗1,
√
6piθ˜∗2) = (± 2pi3 , 0), or
by (
√
2piϕ˜∗1,
√
6piθ˜∗2) = (±pi3 , pi) with a double degenerate
vaccua. The dominant order parameters in this phase are
odd under TR transformations, indicating the onset of a
spontaneous breaking of TR in this phase. This phase
is not topologically protected, as disorder or interaction
can gap the charge mode.
C. Generic conditions for the appearance of the
different massive phases
Considering a generic model (see Appendix. A) where
we allow for general tunneling amplitudes tL between
modes 1 and 2 and tR between modes 2 and 3, we find
that both phases can be reached for sufficiently attrac-
tive or repulsive interactions, depending on the particu-
lar intra- and inter-channel interaction strengths. For a
simple case of V12 = V23 ≡ V⊥ and tR = tL, the phase
diagram is given by Fig. 4. In the more general case
of arbitrary tunneling amplitudes tL and tR and intra-
channel interaction larger than inter-channel interaction
V⊥ < V0, we find that it is possible to reach the ET phase
with purely repulsive interactions if the inter-mode tun-
neling is close to the symmetric case tL = tR and the
inter-mode interaction V⊥ is comparable with the inter-
mode interaction strength V⊥ ∼ 3/4V0, see also Fig. 5.
Below we characterise the ET and TRSB phases in
terms of local order parameters.
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FIG. 4. Color online. a) Different phases as a function of
the parameter g + g′, defined in (9) (See also Eq. A9 in
Appendix). b) The phase diagram for the model of section
II, as a function of the intra-mode (V0) and inter-mode (V⊥)
interactions. Here we assume the same interaction strength
between channels (V12 = V23 = V⊥). The transition line
between the TRSB and ET phase happens at g+ g′ = 0. The
diagonal dashed line corresponds to the simple limit g = g′,
considered in Sec. III
IV. CHARACTERISATION OF THE PHASES
A. Two Particle Normal Order Parameters
The usual order parameters involving two-particle
number conserving processes are given by Oordα =∑
ab(ψ
†
a,Lλ
(α)
ab ψb,R + ψ
†
b,Rλ
(α)∗
ab ψa,L), where λ
(α) are the
Gell-Mann matrices [37]. These order parameters can
be separated as time reversal even or time reversal odd
by T Oordα,±T −1 = ±Oordα,±. For the even operators we
have that λ
(α)
ab = −λ(α)ba , while for the odd operators
λ
(α)
ab = λ
(α)
ba . The 3×3 antisymmetric hermitian matrices
can be generated by linear combinations of generators of
the SU(3) Lie algebra λ(α) in the fundamental represen-
tation (with α ∈ αeven = {2, 5, 7}) while the symmetric
hermitian 3 × 3 matrices are generated by linear combi-
nations of λ(α), with α ∈ αodd = {0, 1, 3, 4, 6, 8}, where
λ(0) is the 3× 3 identity matrix.
The odd (even) operators under TR are given by Oordα ,
with α ∈ αodd (αeven). The even operators describe the
processes of electron hopping that are TR invariant, i.e.
terms that can be added to the Hamiltonian. The op-
erators that are odd under TR symmetry cannot be in-
cluded into the Hamiltonian without explicitly breaking
TR symmetry. Using bosonization, and omitting Fermi
momentum contributions, these operators become, in the
FIG. 5. Color online. In a more general model that includes
different tunneling amplitudes between modes 1-2 (tL) and 2-
3 (tR) the phase diagram depends on the specific value of the
ratio tL
tR
. Assuming the situation V12 = V23 = V⊥ < V0
the ET phase can be reached for specific repulsive inter-
actions (top panel V0 > 0) around the symmetric point
tR ∼ tL and generic attractive interactions (lower panel).
The TRSB phase can be reached with generic repulsive inter-
actions (top panel) and specific attractive interactions (lower
panel) around the region of symmetric tunneling.
basis ϕ˜, θ˜
Oordα =
∑
ab
λ˜
(α)
ab cos
(
√
pi
(
D+ab · θ˜ +
2θ˜c√
3
))
ei
√
piD−ba·ϕ˜,
(23)
where D±ab = da ± db (see also Fig. 3). Here we
have also incorporated the Klein factors κa in the def-
inition λ˜
(α)
ab = λ
(α)
ab κ¯aκb. In the TRSB phase (where θ˜2 is
pinned) we observe that the order parameters Oord4 ,Oord5
and the combination OII ≡ i2 (ψ†2,Lψ2,R − ψ†2,Rψ2,L) be-
come quasi long-ranged ordered (QLRO). The correla-
tion function between any of these three order parame-
ters is 〈Oordα (x)Oordβ (0)〉 ∼ |x|
−2Kc
3 , for α, β = (4, 5, II)
and with a wavevector 2kF,0. The correlation functions
between all other two particle normal order parameters
decay exponentially. On the other hand in the ET phase
(where the bosonic field ϕ˜2 is pinned) all normal order pa-
rameters do not exhibit QLRO and decay exponentially
with distance.
B. Superconducting Order Parameters
We can also study the superconducting order parame-
ters, given by Sordα =
∑
ab(ψ
†
a,Lλ
(α)
ab ψ
†
b,R+ψb,Rλ
(α)∗
ab ψa,L).
These operators do not develop QLRO in any phase as
8they always contain the field θ˜1, dual to ϕ˜1, which is
locked in both phases (see also Fig. 3). Correlation func-
tions of these order parameters decay exponentially with
distance in the groundstate. This implies that there is
no superconducting order in any of the phases.
C. Trionic order parameters
As we have discussed, in both ET and TRSB phases
the low energy Hamiltonian of the model corresponds
to an adiabatic deformation of an SU(3) Gross-Neveu
model. Based on this structure, we can use the funda-
mental representation of SU(3) in terms of fermions to
construct an order parameter. Starting from the com-
plete antisymmetric Young tableaux corresponding to
= c†1c
†
2c
†
3, we define (in the band basis) the order param-
eter
TI = ψ†1ψ†2ψ†3 + h.c. (24)
with ψa = ψ
+
a + ψ
−
a . In the TRSB phase the order pa-
rameter TI acquires QLRO, with correlation function sat-
isfying
〈TI(x)TI(0)〉 ∼ sin(k3x)|x| 12 ( 3Kc+Kc3 )
, (25)
with wavevector k3 = kF,3−kF,1+kF,2. This trionic order
parameter is dominant for strong attractive interactions
such that Kc >
√
3 ∼ 1.7. We recall that for the special
point g = g′ in the model (7-8), the trionic order parame-
ter is never more dominant that the two particle operator
Oord4,5,II of Eq. (23). In the general model of Appendix
A, we see that there is a region where the trionic order
parameter is dominant for strong enough interaction.
In contrast, in the ET phase the conjugate field ϕ˜2
is locked. This implies that all two-particle order pa-
rameters have exponentially decaying expectation values.
In particular, this indicates that the backscattering pro-
cesses generated by the existence of impurities do not
affect the conduction properties in this phase, at least at
leading order on the impurity strength.
As there are no two-particle order parameters that
dominate in the ET phase, we look for three-particle or-
der parameters. We find that the operator
TII = ψ1ψ
†
2ψ
†
3 + ψ
†
1ψ2ψ
†
3 + ψ
†
1ψ
†
2ψ3√
3
+ h.c., (26)
has dominant correlation function (discarding the purely
right/left contributions R†1R2R3, etc.)
〈TII(x)TII(0)〉 ∼ sin(3k2x)|x| 12 (3Kc+ 13Kc )
. (27)
This phase is protected against single particle disorder,
and its charge mode cannot be gapped by either two or
four fermion terms, regardless of their microscopic origin.
This is a feature of the ET phase. In the following section
we discuss on general grounds the topological properties
of the TRSB and ET phases.
V. THE STABILITY OF TOPOLOGICAL
PHASES AGAINST INTERACTIONS
So far we have analysed the model of three interacting
helical modes, having in mind a microscopic realisation.
Now we shift the point of view to a more general perspec-
tive. Here we ask: Once the TRSB or ET phases are fully
developed, Is it possible to gap their charge mode, with-
out explicitly breaking TR symmetry?. We ask this ques-
tion irrespective of any microscopic realisation. For any
given model, some of the terms discussed below will not
appear due to momentum conservation or incommesura-
bility. Anyway, they are allowed by the TR symmetry
and we consider them.
In the case of two fermion operators, we have al-
ready seen that exist terms that can backscatter the he-
lical modes in the TRSB phase and do not decay expo-
nentially. These terms are already present in the non-
interacting limit and are the responsible for reducing the
classification of two dimensional TR invariant systems
from Z to Z2. For temperatures comparable with the
largest gap in the neutral sector, we can estimate their
effect by using the non-interacting Landauer formula [38],
replacing the non-interacting parameters with the renor-
malized ones, given by the flow of the backscattering am-
plitudes due to the interactions. We do this explicitly in
section VII. Clearly, for lower temperatures, where the
gaps in the neutral sector are the largest energy scale,
extended backscattering terms can gap the charge mode
in the TRSB phase, so this phase is not topologically
protected. On the other hand, in the ET phase, all two-
fermion operators decay exponentially, so they cannot
localise the charge mode.
A general operator allowed by TR symmetry in a sys-
tem of three helical edges corresponds to a polynomial in
the operators
Oθn,δ = cos(
√
4pi(n · θ) + δ), Oϕn = exp(i
√
4pin ·ϕ).
(28)
with θa(ϕa) = φR,a + (−)φL,a. Here the parameter δ
is an arbitrary real number and the vector n has integer
components. Due to TR symmetry, it satisfies
∑
a na = 0
mod 2. In the basis of charge and neutral modes, these
operators become respectively
Oθn,δ = cos
(√
4pi
(
2pθ˜c√
3
+
∑
a
nada · θ˜
)
+ δ
)
, (29)
Oϕn = exp
(
i
√
4pi
(
2pϕ˜c√
3
+
∑
a
nada · ϕ˜
))
,(30)
where we have used
∑
a na = 2p, p ∈ Z. For exam-
ple, the superconducting operators Sord(αodd) defined in sec.
9IV B can be written in terms of these general opera-
tors as Sord(αodd) ∝
∑
ab λ
(αodd)
ab Oθn−ba,0O
ϕ
n+ba
where we have
introduced the vectors n±ab defined componentwise as
(n±ab)r ≡ δbr± δar. The other superconducting operators
can be written similarly. As we mentioned earlier, all of
these operators have some contribution from (db−da) · θ˜
which always has a component proportional to θ˜1 (see
Fig. 3) rendering the superconducting operators irrele-
vant in both gapped phases.
In the TRSB phase, where the pair ϕ˜1, θ˜2 is locked, it is
easy to find an operator that locks the charge mode θ˜c. A
solution (of the infinitely many) is given by n1 = n3 = 1
and n2 = 0, which corresponds to the operator
Oθ(1,0,1) = R†1L1R†3L3 + h.c. (31)
In the ET phase, on the other hand, the locked fields are
ϕ˜1, ϕ˜2. In this phase we can only use the operator Oϕn to
lock the (conjugate) charge field, as this is the only op-
erator that commutes with the operators that open the
neutral gaps. The operator Oϕn does not conserve the
overall charge (because to lock ϕ˜c it has to have p 6= 0).
We have encountered operators of this kind in the dis-
cussion of trionic order parameters TII in the ET phase.
Although this operator survives in the ET phase, it can-
not be used by itself to lock the charge mode, as it is
fermionic in nature and cannot appear as a term in the
Hamiltonian. A valid term that can be included in the
Hamiltonian and could serve to lock the charge mode in
the ET phase is TII(x)TII(x + a). These results can be
summarised as:
Q: Is it possible to gap the charge mode in a given
phase, without explicitly breaking TR symmetry?.
A: In the TRSB phase, it is possible, so this phase
is not topologically protected in the presence of interac-
tions. In the ET phase, on the other hand, it is not
possible to gap the charge mode, without also breaking
particle number conservation, so this phase is protected
by TR symmetry and particle number conservation. This
general analysis implies in particular that the different
phases of the microscopic model of three coupled helical
wires discussed above are stable under any perturbation
that does not violate TR symmetry. This suggests that
the model at hand is a representative example for many
systems with the same topological properties. It is im-
portant to note that the only way of gapping the charge
mode in the ET phase is through locking the ϕ˜c, which
breaks spontaneously TR symmetry if the locking value
is different from zero or pi, as this field is odd under TR
and compact.
A. Spontaneous breaking of TR in the trivial phase
As its name indicates, the TRSB phase breaks sponta-
neously the TR symmetry in the groundstate. One way
of seeing this is by considering the expectation value of
operators that describe backscattering between Kramers
pairs. These are given by the TR odd hermitian opera-
tors
OKr,a = 1
2
∑
ηη′
ψ†aη(x)(σy)ηη′ψaη′(x), (32)
which in the bosonized form become
OKr,a ∼ sin
(
2kF,ax+
√
4pi
(
θ˜c√
3
+ da · θ˜
))
. (33)
The order parameter OKr,2 acquires a constant contribu-
tion when the charge mode is gapped, which is only possi-
ble in the phase where θ˜2 is locked. The order parameters
OKr,1 and OKr,3 decay exponentially in the TRSB phase.
In particular, this occurs for the microscopic model of
section II at µ = 0 (which corresponds to a commesura-
bility condition that allows single particle Umklapp scat-
tering) where the operator Oθ(1,0,1) conserves momentum
and locks the charge mode. The presence of a constant
order parameter that is odd under TR symmetry indi-
cates the spontaneous breaking of TR symmetry in the
groundstate.
We note that due to the coupling to the charge mode
this order parameter has QLRO whenever the charge
mode is gapless. We stress that this consideration is
based purely on general grounds and not associated with
a particular underlying microscopic model. The ET
phase, on the other hand, does not break spontaneously
TR.
B. Relation with one and two helical modes
We observe that the topological protection of the non
interacting system can be absent once we include inter-
actions. It is illustrative to consider some simple limits
where the breaking of non-interacting topological pro-
tection is clearly appreciated. Taking g = 0 in our mi-
croscopic model of Eqs (7,8), the system describes two
strongly interacting modes (modes 1 and 3), coupled just
through forward scattering with the mode 2. It shouldn’t
be surprising that the pair of modes (1,3) can be com-
pletely gapped out by disorder, as it is not protected even
at the single particle level, (we recall nevertheless, that
in the presence of interactions this is possible just for re-
pulsive interactions). Let’s assume that the pair (1,3) is
indeed completely gapped out. By turning on a small g
term, the remaining mode is coupled to the (1,3) pair,
which is localised and acts like an electron puddle. The
interaction-induced backscattering with the electrons in
this effective puddle breaks the topological protection of
the single mode 2, as has been shown in Refs. 39 and 40.
Our model reproduces this behaviour.
In the next section, we discuss the nature of the critical
line separating the two neutral massive phases.
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VI. TRANSITION BETWEEN PHASES
In the transition between the TRSB and ET phases,
the gap in the neutral sector of the system vanishes
throughout the whole edge. This one-dimensional gapless
system is described by a theory at low energies with an
emergent Z3 symmetry. By going away from the quan-
tum critical point, a gap in the neutral sector opens. By
considering a position dependent interaction that creates
the TRSB phase in one sector of the edge, while inducing
the ET state on the other, we find that a Z3 parafermion
is trapped in the transition region. Below we study the
quantum critical point that appears in the transition be-
tween these two phases along the edge, and how this
result implies the existence of nontrivial quasiparticles
trapped in domain wall configurations.
A. Z3 critical theory at the transition.
The transition between the TRSB and the ET phase
happens at g+g′ = 0. The amplitude of the cosine terms
in the Hamiltonian (14-15) vanishes at the transition in
the specific line g = g′, indicating that along this line of
parameters the critical point is Gaussian. By exploring
a more generic state e.g. by considering g 6= g′ (see also
Appendix A), the amplitude of the cosine terms does
remain finite. On the transition line g + g′ = 0, we find
that the Luttinger parameters satisfy K1 = K2 = 1. This
implies in particular that the vertex operators made out
of fields θ˜2 and ϕ˜2 are both marginally relevant and have
the same scaling under RG. The competition between
these conjugate fields induces a nontrivial fixed point that
corresponds to a CFT of central charge c = 4/5.
We introduce the vertex representation of the currents
of SU(2)1 in terms of the field φ˜η,1 [41, 42]
J3η = η
∂xφ˜η,1√
2pi
, J±η = J
1
η ± iJ2η =
e∓i
√
8piφ˜η,1
√
2pi
, (34)
which satisfy the Kac-Moody algebra [42] (repeated in-
dices are summed over)
[Jaη (x), J
b
η′(y)] = η
i
4pi
δ′(x− y)δabδηη′ + iabcJcηδ(x− y).
(35)
Using this representation, it is possible to understand the
sector of the Hamiltonian related to the field φ˜η,1 as a
critical SU(2)1 Wess-Zumino-Novikov-Witten (WZNW)
model [43–45], perturbed by its primary spin field of scal-
ing dimension ∆ = 12 and a current-current interaction.
In particular, defining the primary field of the WZNW
as σ(x) = ei
√
2pi(φ˜R,1−φ˜L,1) the Hamiltonian H becomes
H = Hfs + pi
g + g′
(pia0)2
∫
(J+RJ
−
L + J
−
R J
+
L ) (36)
+
4g
(pia0)2
∫
(cos(
√
6piϕ˜2) + cos(
√
6piθ˜2))(σ + σ
†),
where Hfs contains all the forward scattering terms of
H. The current-current interaction is a marginal pertur-
bation under RG that vanishes at the transition point,
while σ(x) is relevant. It will open a gap in the SU(2)1
sector, leaving behind a critical Hamiltonian for the φ˜η,2
fields, given by H → HIR with
HIR =
v2
2
∫
dx
(
(∂xθ˜2)
2 + (∂xφ˜2)
2
)
+ g˜
∫
dx
(
cos(
√
6piϕ˜2) + cos(
√
6piθ˜2)
)
, (37)
and g˜ a non-universal parameter, obtained from the flow
of g〈cos(√2piϕ˜1)〉 under RG. This theory corresponds to
a self dual sine-Gordon model, which realises an adia-
batic deformation of an Z4 parafermionic model. This
model flows under RG without opening a gap to an IR
fixed point given by a Z3 parafermionic theory [46]. As
we have seen before, away from the transition line one
of the fields (θ˜2 or ϕ˜2) is locked and develops an en-
ergy gap. This implies that by controlling the interac-
tions spatially, it is possible to go across the quantum
phase transition between the two different gapped sec-
tors, by moving along the edge. By doing so, we find a
parafermionic zero mode trapped in the transition region.
These zero modes are studied in the next section.
B. Parafermionic zero modes
As we have found, the transition between the TRSB
and the ET phase is described by a critical theory, whose
low energy description is given by a parafermionic CFT
of central charge 4/5, with Z3 symmetry. Changing the
effective interactions between the helical modes along the
edge, for example by external gates, it is possible to gen-
erate a domain wall configuration, where on one side the
system is in the TRSB phase, while on the other is in the
ET phase. We can use this result to trap parafermionic
quasiparticles in the interface between the two phases, in
a mechanism similar to the Jackiw-Rebbi fractionalisa-
tion of the electron [47].
Another mechanism to reveal the presence of these
parafermionic modes is considering very strong impurity
somewhere in the ET region. Although it will renor-
malise to zero at T = 0, there may be an intermediate
energy scale below the scale set by the neutral gap ∆n
where the impurity is still strong and in this intermedi-
ate regime one can see the parafermionic edge states (c.f.
the equivalent case for two edges discussed in [48]).
We would like to point out that although the existence
of parafermions in one-dimensional gapped fermionic sys-
tems has been ruled out in [49], their existence in quasi
one dimensional fermionic gapped systems has been re-
ported in [50–54]. In the system considered here, the
edge of the two-dimensional TI remains gapless in the ET
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FIG. 6. Color online. By changing the interaction strength
along the edge, the system transitions from the trivial TRSB
phase (depicted in yellow) to the ET phase (depicted in pink).
At the boundary between these regions a parafermionic zero
mode is localised, represented by the black regions.
phase as the system has collective plasmon modes that
can be excited with arbitrary low energy. This places the
edge system discussed in this work in a different category
as the quasi-one dimensional systems mentioned previ-
ously. Although in this system is not possible to gap the
charge mode without altering dramatically the ET phase
(which is shown to be protected against backscattering),
it remains a possibility that in similar quasi-one dimen-
sional systems the charge mode could be gapped while
maintaining the appearance of parafermionic modes by
the emergence of c = 4/5 criticality between two gapped
phases. We leave this investigation for the future.
The existence of the gapless charge mode can have an
effect on the low energy theory. It could generate hy-
bridization of the edge modes, lifting the zero modes out
of zero energy by an energy that scales inversely with
the system size. Under renormalization this effect corre-
sponds to an irrelevant perturbation that vanishes in the
infinite size limit. In this sense, the parafermions that we
encounter are not protected, although their appear in a
topological phase. As their coupling is mediated by the
charge mode, it would be interesting to look for situa-
tions where the charge mode can be completely gapped,
while maintaining the structure in the neutral sector that
generates the parafermions.
To develop some intuition into the nature of these zero
modes, we introduce an effective description on the lat-
tice, following Ref. 55. This lattice description captures
qualitatively the physics in the neutral sector, and con-
tains the symmetries expected to appear around the fixed
point obtained from the RG flow of the self-dual Hamil-
tonian (37), which correspond to Z3 parafermion CFT.
In general Zn parafermionic modes generalise Majo-
rana fermions, as they satisfy the relations in the lattice
χnj = η
n
j = 1, χ
†
j = χ
n−1
j , η
†
j = η
n−1
j , (38)
χjηj = ωηjχj , (39)
where j denotes a lattice site and ω = e2ipi/n. At different
lattice sites, the parafermions η, χ satisfy
χjχk = ωχkχj , ηjηk = ωηkηj , χjηk = ωηkχj , (40)
for j < k. We are interested in a model that captures the
symmetry properties that our system develops in the IR.
In particular, the model should display TR and Z3 sym-
metry. The simplest model that displays both is given
by the three-state quantum Potts model, which in terms
of parafermions is given by
Heff = −
L∑
j=1
h(χ†jηjω¯ + h.c.) + J(η
†
jχj+1ω¯ + h.c.), (41)
with ω¯ the complex conjugate of ω. The parameters
h, J are phenomenological, and represent a description
of the original parameters after renormalization. The
phase hJ  1 corresponds to the ordered phase. In this
case the spectrum possess a gap and the ground state
spontaneously breaks the Z3 and TR symmetry. The op-
posite limit hJ  1, corresponds to the disordered phase,
which is also gapped but does not break spontaneously
the defining symmetries. The point hJ = 1 is critical and
self-dual. The relation with the microscopic parameters
for g > 0 and g′ < 0 is given by[ |g′|
g
]
IR
∼ J
h
, (42)
where we denote [g]IR the renormalized parameter g in
the low energy description. The TRSB phase corresponds
to the ordered phase hJ  1 (See also discussion at the
end of Appendix A). In this phase, the low energy physics
is dominated by the Hamiltonian
Htriv = −
N∑
j=1
h
J
(χ†jηjω¯ + η
†
jχjω), (43)
On the other hand, the ET phase corresponds to the limit
h
J  1, where the Hamiltonian is dominated by
Htop = −J
h
N−1∑
j=1
(η†jχj+1ω¯ + χ
†
j+1ηjω). (44)
In this phase, the operators (Ψin,Ψout) ≡ (χ1, ηN ) de-
couple from the Hamiltonian, i.e. [Ψa, Htop] = 0, but
they do not commute with the Z3 symmetry operator Ω,
which has a representation
Ω =
N∏
j=1
η†jχj , (45)
thus satisfying ΩΨa = ωΨaΩ. The zero modes map
states between different symmetry sectors and are lo-
calised at both ends of the topological spatial region.
The TR symmetry T in this system can be represented
as
T χjT −1 = ηN+1−j , T ηjT −1 = χN+1−j , (46)
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together with the relation T iT −1 = −i [56].
As we have discussed, a main difference between the
ET and the TRSB phase that should be readily accessible
in experiments is the value of the conductance. It is then
important to assess the role of disorder in each system.
In the next section we analyse the behaviour of a single
impurity in each of the phases.
VII. DISORDER
For non-interacting electrons, the conductance through
the system is given by Landauer formula
G =
e2
h
∑
i
Ti, (47)
where the sum runs over all the transport channels. For
the clean system the transmission coefficients Ti = 1 such
that the total conductance through the system is G =
3e3/h. In presence of static disorder the problem can
be solved using the scattering matrix formalism. For a
single non-magnetic impurity the electric conductance is
given by (see also Appendix B)
G(T ) =
e2
h
[
1 + 2
1− g2imp
1 + g2imp
]
. (48)
The first term on the right-hand side of Eq. (48) fol-
lows from a ballistic propagation along the topologically
protected channel.
For an interacting system the Landauer approach is
strictly speaking not applicable. Nevertheless, one may
still use it as a semi-qualitative approximation. In
this case, one needs to replace the values of trans-
mission coefficients by their renormalised value at en-
ergy/temperature T (not to be confused with the trans-
mission coefficients Ti) dependent scale, gimp → gimp(T ).
However, Eq. (48) is valid provided that the system re-
mains in topologically non-trivial state (either inherited
or emergent). If topological protection is removed, the
conductance will generically go to zero.
The backscattering processes are in general propor-
tional to the Fermi momentum components of the order
parameters Oordα studied previously. Let’s model a single
point-like impurity at x = 0 that backscatters the helical
modes by
Oimp(x) = iδ(x)(L†1R3 − L†3R1) + h.c., (49)
this operator is TR even, so it can be considered as a
non-magnetic impurity. The spatially extended version
of this operator corresponds to Oord5 discussed in Sec. IV.
In the bosonic language this operator becomes
Oimp(x) = iδ(x)
[
κ¯1κ3e
i
√
2piϕ˜1 − κ¯1κ3e−i
√
2piϕ˜1
]
× ei
√
2pi
3 [
√
2θc+θ˜2] + h.c. (50)
where we have written explicitly the Klein factors κ¯a, κa
In the TRSB phase, the fields (
√
2piϕ˜∗1,
√
6piθ˜∗2) are locked
into the values (± 2pi3 , 0) or (±pi3 , pi). The spontaneous
choice of any of these configurations in the groundstate
breaks TR symmetry as the bosonic field ϕ˜1 is odd un-
der TR. In this case we observe that a non-magnetic im-
purity like (49) becomes Oimp = δ(x)(cos(
√
2piϕ˜∗1)O+ +
sin(
√
2piϕ˜∗1)O−), where
O± = ieipi4 (1∓1)[κ¯1κ3 ± κ¯3κ1]ei
√
2pi
3 [
√
2θc+θ˜
∗
2 ] + h.c., (51)
and T O±T −1 = ±O±. This implies that the sponta-
neous breaking of TR symmetry in the groundstate cre-
ates an effective magnetic impurity out of a non-magnetic
one. This can be understood as follows: In the TRSB
phase the gapless charge mode smears out the TR break-
ing in the neutral sector, such that there is no true long
range order parameter and just QLRO. By placing a non-
magnetic impurity, the charge mode is locally pinned to
a value that minimizes the energy around the impurity.
By pinning down the charge around the impurity, the TR
breaking of the groundstate is revealed, and the impurity
becomes effectively magnetic.
For temperatures ∆n  T  ∆b the charge trans-
port properties of the system are equivalent to the three
spinless Luttinger liquids. In this regime a single impu-
rity undergoes the standard Kane-Fisher renormalization
[57, 58]
dgimp
d`
= (1−∆imp) gimp, (52)
where ∆imp =
Kc
3 +
K2
6 +
1
2 is the scaling dimension of
the impurity (49) before the neutral gap is opened. Here
` = ln ∆b/T where we take the bulk gap ∆b as the ul-
traviolet cut-off in this regime. For an impurity with a
weak bare value, the conductance in this range of temper-
atures will be close but below G = 3e2/h, monotonously
decreasing as temperature decreases. As the tempera-
ture approaches the scale ∆n the low energy fixed point
where the neutral modes are gapped starts to control the
conductance.
In the TRSB phase the impurity operator Oimp sur-
vives the integration of the massive degrees of freedom,
and one is left with an effective theory in the gapless
charge sector, with the impurity operator now given by
Oimp ∝ gimp cos
(√
4pi
3
θc(0)
)
. (53)
For a sufficiently small amplitude gimp, even after the
RG flow discussed before, the renormalized value of the
impurity strength will remain small, such that another
Kane-Fisher renormalization analysis can be done. The
impurity now scales under RG with the scaling dimen-
sion ∆ = Kc/3 and an ultraviolet cut-off determined by
∆n. For any repulsive interaction it is a strongly rele-
vant perturbation. Thus the impurity strength will flow
to a strong coupling fixed point, locking the charge field
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around the impurity and making the conductance vanish
at zero temperature. Note that in the TRSB phase the
impurity is effectively magnetic, so Eq. (48) is no longer
valid.
We can say something about this strong coupling limit
by constructing the leading irrelevant operator that cre-
ates a soliton in the θc field at this point; i.e. the oper-
ator responsible for non-zero current [59, 60]. This op-
erator is cos(
√
12piϕc(0)), which has scaling dimension
d = 3/Kc, and hence the conductance at low tempera-
ture is G(T ) ∝ T 2(d−1) = T 6/Kc−2.
In contrast, in the ET phase, after the massive de-
grees of freedom are integrated out, electron and trion
backscattering do not contribute. Therefore the conduc-
tance of the system in the topological phase at low tem-
peratures is almost perfect, G ≈ 3e2/h. While one would
usually then analyze the approach to perfect conductance
in a way similar to above, by finding the leading irrele-
vant operator present after integrating out the massive
degrees of freedom, the discussion in Sec. V indicates
that no such operator exists in the ET phase. Hence we
expect these corrections not to be power law. The ap-
proach to perfect conductance in the ET phase remains
an open question.
FIG. 7. (Color online). Schematic plot of electric conductance
as a function of temperature in the ET phase (black) and in
the TRSB phase (red line). The different energy scales associ-
ated with the gap of the two dimensional TI ∆b, the gap in the
neutral sector on the edge ∆n and the scale where the renor-
malized value of an impurity becomes of order one ∆KF, deter-
mine the behaviour of the conductance, with the correspond-
ing exponents shown. The transitions between the different
regimes are shown in dashed lines, and are just schematic.
We now schematically plot the conductance as func-
tion of temperature for the both phases, see Fig. 7. We
focus on the limit where the bare value of impurity po-
tential is weak. We assume that the interaction is repul-
sive and its strength is small, such that all characteris-
tic Luttinger liquid parameters are slightly smaller than
one. Furthermore, we assume for definiteness that the
energy scale ∆KF where the impurity becomes strong is
higher than the energy scale ∆n. Just below the two di-
mensional TI’s gap ∆b, the conductance in all phases is
a non universal function with a value below (but close
to) 3 (in the units of e2/h). As temperature decreases
towards the scale ∆KF the conductance in both phases
decreases as T
2Kc
3 +
K2
3 −1. Between ∆KF and ∆n the sys-
tem behaves as three helical modes in presence of a non-
magnetic impurity. This signals that the conductance
develops a plateau around G = 1. This plateau extends
roughly throughout the range of energies between ∆KF
and ∆n. Below ∆n the conductance in the ET phase
starts to rise with decreasing temperature, reaching an
ideal limit G → 3 at T → 0. Therefore in this phase
the conductance is a non-monotonic function of temper-
ature. In the TRSB phase, below the neutral gap the
behaviour of the conductance is fully controlled by an
insulating fixed point, and the conductance approaches
zero as T 6/Kc−2.
In the opposite scenario, when ∆n > ∆KF, generically
there is no plateau around G ∼ 1 and the conducting
properties of the system are fully dictated by the opening
of the neutral gap.
VIII. DISCUSSION AND OUTLOOK
In this paper we studied the competition of emergent
and inherent topological orders. We focused on a sys-
tem made of three helical wires, that may arise as edges
states of three copies of two-dimensional topological in-
sulators stacked together or by the edge reconstruction
of a single copy. In the non-interacting limit this system
is topologically equivalent to a single helical edge state
protected against static disorder. We showed that in the
presence of electron interaction this picture changes. We
now summarise our findings.
In the presence of interaction the system may turn into
one of two possible states. In the first case the system
acquires new topological order that can not be adiabati-
cally connected to the non-interacting one. In the second
case the TR symmetry is spontaneously broken and the
system is driven into a topologically trivial state, that be-
comes an Anderson insulator in the presence of a static
disorder.
To understand the loss of topological protection one
may take the limit where one of the channels weakly in-
teracting with the rest. The remaining two channels may
be in the topologically trivial or non-trivial state, depend-
ing on the interaction strength [24, 27]. If two coupled
channels happen to be in a topologically trivial state,
they would be localised by any finite amount of disorder.
Therefore the system of three helical modes effectively
becomes equivalent to a single helical channel coupled
by hopping to multiple puddles of electronic fluid. Such
system is equivalent to an Anderson insulator [39, 40].
The ground state of a topologically trivial state is
a strongly correlated one, that develops a QLRO. The
character of QLRO depends on the details of interac-
14
tion. Weak repulsive interaction results in a family of
two-particle correlations with power low decay and 2kF
oscillations. For sufficiently strong repulsive interaction
Kc >
√
3 and the dominant QLRO is a trionic one.
In the case of small attractive interactions, a new topo-
logical order develops. The latter is protected by a gap in
the neutral sector, that opens inside the one dimensional
system due to many body scattering. This state is robust
against Anderson localisation with a total conductance of
3e2/h for moderate disorder.
The transition between topological and non-
topological phases occurs along a line in the parameter
space. While the neutral sector of the theory is gapped
at both sides of the line, it becomes gapless at the
transition. Its low energy behaviour corresponds to
the Z3 parafermionic CFT universality class. The
latter is manifested by the emergence of parafermionic
excitations at the end points of the system.
We also find that the low energy fix point has a higher
symmetry with respect to interaction between modes
that the original model, signalling a dynamically emer-
gent symmetry. This phenomenon was previously ob-
served in the context of three leg ladders [61–72]. In our
case, the massive phases are ground states of a Hamil-
tonian that is obtained by marginal deformations of an
emergent SU(3) symmetry, which is not present in the
UV, but that manifest itself in the IR. The topologi-
cal phase corresponds to a deformed SU(3) Hamiltonian
H˜SU(3) of Eq. (20) that can be obtained from the usual
SU(3) Gross-Neveu Hamiltonian by performing a chiral
transformation. The emergent topology arises due to a
gap in the neutral sector of this Hamiltonian.
Though both symmetry protected topological ordered
and dynamically generated symmetries were previously
known, the current system is the first example where
both effects act together. The interaction enhances the
effective symmetry of the problem in the IR limit. The
generated symmetry gives rise to the topologically non-
trivial state.
The rich physics of this system invites to a further ex-
ploration of its different facets. In particular, we consider
crucial to find experimental signatures of parafermions
that emerge on the boundary between the phases, to as-
sess their stability in the presence of a gapless charge
mode, and to account for strong impurities and random
disorder. It is appealing to consider how these results
generalise to a larger number of helical modes, exploring
the possible connection to the theory of interacting sym-
plectic wires. It remains to be seen if the emergent sym-
metry allows to find the regimes beyond those predicted
within disordered Fermi liquid approach [73]. Finally,
from a general perspective, it is compelling to study the
general criteria for the existence of dynamically emergent
symmetry protected states.
Note added: When this manuscript was in prepara-
tion, we learned about preprints [28, 74] with partly over-
lapping content. The work of Kagalovsky et al. [28]
discusses TRS breaking in the ground state leading to
zero conductance at zero temperature, for any number of
channels N ≥ 3. Our results are in full agreement with
theirs for N = 3. In this specialised case we uncover
a number of non-trivial phases as function of interac-
tion and crossovers as a function of temperature, which
presumably one would see for any odd N , although to
confirm or deny this conjecture remains work for the fu-
ture. The work of Keselman et al. [74] looks at a dif-
ferent model, concentrating on N = 3 channels in which
the non-interacting model is non-topological, and like us
finds a phase with TR symmetry breaking, and another
phase with an emergent topology. While their TRSB
phase is the same one that we find, they curiously find
a different emergent topological phase, in the universal-
ity class of the Haldane spin-1 chain as opposed to our
Z3 parafermionic state. This gapless Haldane state relies
on a (Z2)3 symmetry, which we explicitly break by the
inter-chain hopping (or equivalently, the splitting of the
Fermi-points) in our model. In contrast, our parafermion
state explicitly emerges from interaction terms that re-
quire the inter-chain tunneling in the Hamiltonian. It
remains work for the future to determine the full phase
diagram of a more generic N = 3 channel system, and to
see if there are more possibilities for emergent topological
states beyond these two.
Acknowledgement.- R.S. would like to thank Eran
Sagi, Jinhong Park and Benjamin Be´ri for stimulat-
ing discussions. D. G. was supported by ISF (grant
584/14) and Israeli Ministry of Science, Technology and
Space. R.S. acknowledges funding from by EPSRC
grant EP/M02444X/1, and the ERC Starting Grant No.
678795 TopInSy.
Appendix A: General Model
The model considered in the main text corresponds to
a particularly simple description of a more generic model
that we discuss here. Using the same notation as the
main text, we consider three helical modes, described by
the fermion destruction operator of momentum k, cηk,a,
where a = (1, 2, 3) denotes the mode and η = (+,−) la-
bels its helicity. For small momenta, the non-interacting
Hamiltonian is
H0 =
∑
k,a,η
ηvF k(c
η
k,a)
†cηk,a + αsok(c
η
k,a)
†cη¯k,a
−
∑
k,η
(tL(c
η
k,2)
†cηk,1 + tR(c
η
k,2)
†cηk,3 + h.c.), (A1)
where vF is the Fermi velocity of the modes, αso parame-
terizes a residual spin-orbit coupling along the edge. We
assume that tunneling only occurs between the modes
which are closest in space, with amplitudes tL and tR. A
diagram of the arrangement of helical modes and their
labellings is given in Fig. 8.
The energy dispersion relations in the band basis
are Eaη = ηv˜F k + λat⊥, with the new Fermi velocity
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FIG. 8. Color online. Generic diagram of three helical modes.
We label the different channels by 1,2, and 3 and the differ-
ent interaction strengths as depicted. Tunneling amplitude
between mode 1 and 2 is denoted tL, while tunneling between
2 and three is denoted tR. Tunneling between modes 1 and 3
is assumed to be negligible.
v˜F =
√
v2F + α
2
so, the perpendicular tunneling param-
eter t⊥ =
√
t2L + t
2
R and λa = (−1, 0, 1). The single
particle Hamiltonian is invariant under the symmetry of
interchanging the modes 1↔ 3 and tL ↔ tR.
Going from the original modes to the band modes that
diagonalize the Hamiltonian is implemented by the uni-
tary transformation [U(v)]ηη
′
ab = (Uc(v))ab(Uh)
ηη′ where
tan v = tLtR . The unitary transformation Uh = e
iβσy (with
tan 2β = αsovF ) acts on the helicities, while Uc acts in the
channel index rotating the modes into the band basis,
and is given by
Uc(v) =
1√
2
 sin v −1 cos v√2 cos v 0 −√2 sin v
sin v 1 cos v
 . (A2)
A generic interaction between the three different helical
modes is described by the following Hamiltonian
Hint =
∑
i,a
V0ni,ani,a +
∑
i,a6=b
Vabni,ani,b, (A3)
where the density at each site i and channel a is ni,a =∑
σ(c
σ
i,a)
†cσi,a. This interaction parameters are symmetric
Vab = Vba.
After bosonization, using the basis (11) of the main
text, the forward scattering Hamiltonian becomes
Hfs =
∑
a=c,1,2
va
2
∫
dx
(
Ka(∂xϕ˜2)
2 +
1
Ka
(∂xθ˜2)
2
)
+
∫
dx(ζ1∂xϕ˜c∂xϕ˜2 + ζ2∂xθ˜c∂xθ˜2), (A4)
where the parameters va,Ka, ζ1,2 satisfy
v1 = v˜F − g2
4pi
+
g − g′
2pi
, K1 = 1, ζ1 =
√
2
6pi
(g′ − g), ζ2 =
√
2
6pi
(3g − g1 − g′) (A5)
v2K2 = v˜F − g2
4pi
+
g′ − g
6pi
, v2K
−1
2 = v˜F −
g2
4pi
+
g
2pi
+
5g′
6pi
− 2g1
3pi
, (A6)
vcKc = v˜F +
g2
2pi
+
g′ − g
3pi
, vcK
−1
c = v˜F +
g2
2pi
+
2(g′ + g1)
3pi
+
g + 3V˜0
pi
. (A7)
In terms of the microscopic parameters, we have the relations V˜0 =
a0
4 (V0 + V12 + V13 + V23) and
g
a0
=
V0 − V13
8
(1 + cos2 2v) +
V23 − V12
4
cos 2v,
g′
a0
=
V0 + V13 − V23 − V12
4
+
V0 − V13
2
cos2 2v, (A8)
g1
a0
=
cos 2v
2
(V12 − V23 − (V0 − V13) cos 2v), g2 = 2(2g + g1), g′1 = 2(g′ − g) + g2. (A9)
The complete Hamiltonian reads
H = Hfs + g¯
′
1
∫
dx cos(2
√
2piϕ˜1) (A10)
+ 2g¯2
∫
dx
(
cos(
√
6piϕ˜2) + cos(
√
6piθ˜2)
)
cos(
√
2piϕ˜1).
with g¯ = g2(pia0)2 . The transition line between the ET and
TRSB phases is defined by g+ g′− g1 = 0. The symmet-
ric limit tL = tR corresponds to v = pi/4. For this value
the general model reduces to the one we used in the main
part of the manuscript. Assuming that g1 > 0 we can de-
fine χ = g+g
′
g1
and use this parameter to characterise the
transition between the TRSB and the ET phase. In this
case χ > 1 implies that the system flows into the TRSB
phase, while χ < 1 implies that the system flows to the
ET phase. The renormalized parameter [χ]IR obtained
from the RG flow of the interaction constants g, g′, g1
determines the properties of the low energy theory, so
it takes the role of h/J in the Hamiltonian Heff of Eq.
(41). A similar analysis can be done in the regime where
g1 < 0. For g1 = 0, the system is always in the TRSB
phase if g+g′ > 0, while if g+g′ < 0 the system is always
in the ET phase. To obtain a transition in this case, the
parameters g, g′ should have opposite signs. The case
g > 0, g′ < 0 is discussed in the main text. The opposite
case of g′ > 0, g < 0 can be obtained from the previous
one by interchanging the roles of g and g′.
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Appendix B: Scattering Matrix for non-interacting
channels
The Schro¨dinger equation for three chiral fermions
scattering off an impurity at x = 0 can be written as
ivF (1⊗ σz)∂xΨ + Vδ(x)Ψ = EΨ. (B1)
Here V parameterizes the scatterer and Ψ is a 6-
component spinor that contains the right and left mover
part of the chiral fermion. This scatterer potential can
be decomposed in the basis V =
∑
a Va ⊗ σa, where σa
are the Pauli and the 2 × 2 identity matrices. The ma-
trices Va act in the channel space, while σ
a acts between
the chiralities of the fermions. Without losing generality,
the backscattering part of the potential can be written
in the form Vx ⊗ σx, where TR symmetry dictates that
the scatterer potential V in the is such that V Tx = −Vx.
Taking the determinant of this equation, we find that
det(V Tx ) = (−1)3 det(Vx) = 0. Also follows from the an-
tisymmetry of Vx that its the trace vanishes. In the basis
Ψ˜ = (UV ⊗ 12×2)Ψ that diagonalizes Vx Eq. (B1) splits
into
ivF (1⊗ σz)∂xΨ˜1 + irσxδ(x)Ψ˜1 = EΨ˜1 ,
ivF (1⊗ σz)∂xΨ˜2 = EΨ˜2 ,
ivF (1⊗ σz)∂xΨ˜3 − irσxδ(x)Ψ˜3 = EΨ˜3 . (B2)
where r is one of the eigenvalues of Vx and parameter-
izes the strength of the scattering potential. These equa-
tions describe the propagation of three decoupled modes,
that constitute independent conducting channels. Due
to TR symmetry and the number of channels being odd,
there is one mode with zero reflection across the impu-
rity. Solving the previous equations using the regulari-
sation
∫
dxδ(x)Ψ(0) = 12 (Ψ(0+) + Ψ(0−)), we find the
scattering matrix for the modes 1 and 3 to be
S = cosβσ0 ± i sinβσx, (B3)
where the +(−) sign is for the mode 1(3). Here β =
2 tan−1 r2vF . Defining gimp ≡ r2vF , it is found [75] that
the transmission coefficient Ti for mode 1 and 3 is
T1 = T3 =
1− g2imp
1 + g2imp
. (B4)
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