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Abstract. This is the third of a sequence of four papers [21], [22], [23], [24] dedicated
to the construction and the control of a parametrix to the homogeneous wave equation
gφ = 0, where g is a rough metric satisfying the Einstein vacuum equations. Controlling
such a parametrix as well as its error term when one only assumes L2 bounds on the
curvature tensorR of g is a major step of the proof of the bounded L2 curvature conjecture
proposed in [12], and solved by S. Klainerman, I. Rodnianski and the author in [17]. On a
more general level, this sequence of papers deals with the control of the eikonal equation on
a rough background, and with the derivation of L2 bounds for Fourier integral operators
on manifolds with rough phases and symbols, and as such is also of independent interest.
1 Introduction
We consider the Einstein vacuum equations,
Rαβ = 0 (1.1)
where Rαβ denotes the Ricci curvature tensor of a four dimensional Lorentzian space time
(M, g). The Cauchy problem consists in finding a metric g satisfying (1.1) such that the
metric induced by g on a given space-like hypersurface Σ0 and the second fundamental
form of Σ0 are prescribed. The initial data then consists of a Riemannian three dimen-
sional metric gij and a symmetric tensor kij on the space-like hypersurface Σ0 = {t = 0}.
Now, (1.1) is an overdetermined system and the initial data set (Σ0, g, k) must satisfy the
constraint equations { ∇jkij −∇iTrk = 0,
R− |k|2 + (Trk)2 = 0, (1.2)
where the covariant derivative ∇ is defined with respect to the metric g, R is the scalar
curvature of g, and Trk is the trace of k with respect to the metric g.
The fundamental problem in general relativity is to study the long term regularity and
asymptotic properties of the Cauchy developments of general, asymptotically flat, initial
data sets (Σ0, g, k). As far as local regularity is concerned it is natural to ask what are
the minimal regularity properties of the initial data which guarantee the existence and
uniqueness of local developments. In [17], we obtain the following result which solves
bounded L2 curvature conjecture proposed in [12]:
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Theorem 1.1 (Theorem 1.10 in [17]) Let (M, g) an asymptotically flat solution to
the Einstein vacuum equations (1.1) together with a maximal foliation by space-like hy-
persurfaces Σt defined as level hypersurfaces of a time function t. Let rvol(Σt, 1) the volume
radius on scales ≤ 1 of Σt1. Assume that the initial slice (Σ0, g, k) is such that:
‖R‖L2(Σ0) ≤ ε, ‖k‖L2(Σ0) + ‖∇k‖L2(Σ0) ≤ ε and rvol(Σ0, 1) ≥
1
2
.
Then, there exists a small universal constant ε0 > 0 such that if 0 < ε < ε0, then the
following control holds on 0 ≤ t ≤ 1:
‖R‖L∞
[0,1]
L2(Σt) . ε, ‖k‖L∞[0,1]L2(Σt) + ‖∇k‖L∞[0,1]L2(Σt) . ε and inf0≤t≤1 rvol(Σt, 1) ≥
1
4
.
Remark 1.2 While the first nontrivial improvements for well posedness for quasilinear
hyperbolic systems (in spacetime dimensions greater than 1+ 1), based on Strichartz esti-
mates, were obtained in [3], [2], [25], [26], [9], [15], [19], Theorem 1.1, is the first result
in which the full nonlinear structure of the quasilinear system, not just its principal part,
plays a crucial role. We note that though the result is not optimal with respect to the
standard scaling of the Einstein equations, it is nevertheless critical with respect to its
causal geometry, i.e. L2 bounds on the curvature is the minimum requirement necessary
to obtain lower bounds on the radius of injectivity of null hypersurfaces. We refer the
reader to section 1 in [17] for more motivations and historical perspectives concerning
Theorem 1.1.
Remark 1.3 The regularity assumptions on Σ0 in Theorem 1.1 - i.e. R and ∇k bounded
in L2(Σ0) - correspond to an initial data set (g, k) ∈ H2loc(Σ0)×H1loc(Σ0).
Remark 1.4 In [17], our main result is stated for corresponding large data. We then
reduce the proof to the small data statement of Theorem 1.1 relying on a truncation and
rescaling procedure, the control of the harmonic radius of Σ0 based on Cheeger-Gromov
convergence of Riemannian manifolds together with the assumption on the lower bound
of the volume radius of Σ0, and the gluing procedure in [6], [5]. We refer the reader to
section 2.3 in [17] for the details.
Remark 1.5 We recall for the convenience of the reader the definition of the volume
radius of the Riemannian manifold Σt. Let Br(p) denote the geodesic ball of center p and
radius r. The volume radius rvol(p, r) at a point p ∈ Σt and scales ≤ r is defined by
rvol(p, r) = inf
r′≤r
|Br′(p)|
r3
,
with |Br| the volume of Br relative to the metric gt on Σt. The volume radius rvol(Σt, r)
of Σt on scales ≤ r is the infimum of rvol(p, r) over all points p ∈ Σt.
The proof of Theorem 1.1, obtained in the sequence of papers [17], [21], [22], [23], [24],
[16], relies on the following ingredients2:
1See Remark 1.5 below for a definition
2We also need trilinear estimates and an L4(M) Strichartz estimate (see the introduction in [17])
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A Provide a system of coordinates relative to which (1.1) exhibits a null structure.
B Prove appropriate bilinear estimates for solutions to gφ = 0, on a fixed Einstein
vacuum background3.
C Construct a parametrix for solutions to the homogeneous wave equations gφ = 0
on a fixed Einstein vacuum background, and obtain control of the parametrix and of
its error term only using the fact that the curvature tensor is bounded in L2.
Steps A and B are carried out in [17]. In particular, the proof of the bilinear estimates
rests on a representation formula for the solutions of the wave equation using the following
plane wave parametrix4:
Sf(t, x) =
∫
S2
∫ +∞
0
eiλu(t,x,ω)f(λω)λ2dλdω, (t, x) ∈M (1.3)
where u(., ., ω) is a solution to the eikonal equation gαβ∂αu∂βu = 0 on M such that
u(0, x, ω) ∼ x.ω when |x| → +∞ on Σ05. Therefore, in order to complete the proof of
the bounded L2 curvature conjecture, we need to carry out step C with the parametrix
defined in (1.3).
Remark 1.6 Note that the parametrix (1.3) is invariantly defined6, i.e. without reference
to any coordinate system. This is crucial since coordinate systems consistent with L2
bounds on the curvature would not be regular enough to control a parametrix.
Remark 1.7 In addition to their relevance to the resolution of the bounded L2 curvature
conjecture, the methods and results of step C are also of independent interest. Indeed, they
deal on the one hand with the control of the eikonal equation gαβ∂αu∂βu = 0 at a critical
level7, and on the other hand with the derivation of L2 bounds for Fourier integral operators
with significantly lower differentiability assumptions both for the corresponding phase and
symbol compared to classical methods (see for example [20] and references therein).
In view of the energy estimates for the wave equation, it suffices to control the
parametrix at t = 0 (i.e. restricted to Σ0)
Sf(0, x) =
∫
S2
∫ +∞
0
eiλu(0,x,ω)f(λω)λ2dλdω, x ∈ Σ0 (1.4)
3Note that the first bilinear estimate of this type was obtained in [13]
4(1.3) actually corresponds to a half-wave parametrix. The full parametrix corresponds to the sum of
two half-parametrix. See [22] for the construction of the full parametrix
5The asymptotic behavior for u(0, x, ω) when |x| → +∞ will be used in [22] to generate with the
parametrix any initial data set for the wave equation
6Our choice is reminiscent of the one used in [19] in the context of H2+ǫ solutions of quasilinear wave
equations. Note however that the construction in that paper is coordinate dependent
7As we will see in this paper, we need at least L2 bounds on the curvature to obtain a lower bound
on the radius of injectivity of the null level hypersurfaces of the solution u of the eikonal equation, which
in turn is necessary to control the local regularity of u
3
and the error term
Ef(t, x) = gSf(t, x) =
∫
S2
∫ +∞
0
eiλu(t,x,ω)gu(t, x, ω)f(λω)λ
3dλdω, (t, x) ∈M. (1.5)
This requires the following ingredients, the two first being related to the control of the
parametrix restricted to Σ0 (1.4), and the two others being related to the control of the
error term (1.5):
C1 Make an appropriate choice for the equation satisfied by u(0, x, ω) on Σ0, and control
the geometry of the foliation generated by the level surfaces of u(0, x, ω) on Σ0.
C2 Prove that the parametrix at t = 0 given by (1.4) is bounded in L(L2(R3), L2(Σ0))
using the estimates for u(0, x, ω) obtained in C1.
C3 Control the geometry of the foliation generated by the level hypersurfaces of u on
M.
C4 Prove that the error term (1.5) satisfies the estimate ‖Ef‖L2(M) ≤ C‖λf‖L2(R3)
using the estimates for u and gu proved in C3.
Step C1 has been carried out in [21] and step C2 has been carried out in [22]. In the
present paper, we focus on step C3. This step was initiated in the sequence of papers
[14], [10], [11] where the authors prove in particular the estimate gu ∈ L∞(M) using
a geodesic foliation. In view of achieving step C4, we actually need to work in a time
foliation. We start by reproving the estimates obtained in [14], [10], [11] in the case of a
time foliation. We also obtain new estimates which will be crucial for the proof of step
C4. Let us mention in particular
• a lower bound for the radius of injectivity of the null level hypersurfaces of u,
• the control of the second fundamental form k,
• the control of the null lapse associated to u,
• a second order derivative of gu requires an estimate,
• the control of the regularity of the u-foliation on M with respect to the parameter
ω ∈ S2, which requires estimates for first and second order derivatives with respect
to ω of various geometric quantities related to u.
The difficulty will be to obtain the aforementioned estimates when assuming only L2
bounds on the curvature tensor R. Indeed, this level of regularity for R is critical for
the control of the eikonal equation. In turn, at numerous places in this paper, we will
encounter log-divergences which have to be tackled by ad-hoc techniques taking full advan-
tage of the structure of the Einstein equations. More precisely, we will use the regularity
obtained in Step C1, together with null transport equations tied to the eikonal equation,
elliptic systems of Hodge type, the geometric Littlewood-Paley theory of [10], sharp trace
theorems, and an extensive use of the structure of the Einstein equations, to propagate
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the regularity on Σ0 to the space-time, thus achieving Step C3.
The rest of the paper is as follows. In section 2, we state our main result. In section
3, we derive embeddings with respect to the foliation generated by t and u on M which
are consistent with the level of regularity we are considering. In section 4, we investigate
the regularity with respect to (t, x) of the foliation generated by u onM. In section 5, we
derive estimates for certain second order derivatives of the u-foliation on M. In section
6, we derive estimates for first order derivatives with respect to ω of the u-foliation on
M. In section 7, we derive estimates for second order derivatives with respect to ω of
the u-foliation on M. In section 8, we investigate the dependence in ω of certain norms
associated to the u-foliation onM. Finally, additional estimates are derived in section 9.
Acknowledgments. The author wishes to express his deepest gratitude to Sergiu Klain-
erman and Igor Rodnianski for stimulating discussions and constant encouragements dur-
ing the long years where this work has matured. He also would like to stress that the
basic strategy of the construction of the parametrix and how it fits into the whole proof
of the bounded L2 curvature conjecture has been done in collaboration with them. The
author is supported by ANR jeunes chercheurs SWAP.
2 Main results
2.1 Maximal foliation on M
We foliate the space-timeM by space-like hypersurfaces Σt defined as level hypersurfaces
of a time function t. Denoting by T the unit, future oriented, normal to Σt and k the
second fundamental form
kij = − < DiT, ∂j > (2.1)
we find,
kij = −1
2
LTg ij
with LX denoting the Lie derivative with respect to the vectorfield X . Let Tr(k) = gijkij
where g is the induced metric on Σt and Tr is the trace. In order to be consistent with
the statement of Theorem 1.1, we impose a maximal foliation
Tr(k) = 0. (2.2)
We also define the lapse n as
n−1 = T (t). (2.3)
We have:
DTT = n
−1∇n, (2.4)
where ∇ denotes the gradient with respect to the induced metric on Σt. To check (2.4)
observe that ∂t = nT and therefore, for an arbitrary vectorfield X tangent to Σt, we easily
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calculate, < DTT,X >= n
−2X i < D∂t∂t, ∂i >= −n−2X i < ∂t,D∂t∂i >= −n−2X i <
∂t,D∂i∂t >= −n−2X i 12∂i < ∂t, ∂t >= n−2X i 12∂i(n2) = n−1X(n).
Finally, the lapse n satisfies the following elliptic equation on Σt (see [4] p. 13):
∆n = |k|2n, (2.5)
where one uses (2.1), (2.4), Einstein vacuum equations (1.1) and the fact that the foliation
generated by t on M is maximal (2.2).
2.2 Geometry of the foliation generated by u on M
Remember that u is a solution to the eikonal equation gαβ∂αu∂βu = 0 on M depending
on a extra parameter ω ∈ S2. The level hypersufaces u(t, x, ω) = u of the optical function
u are denoted by Hu. Let L′ denote the space-time gradient of u, i.e.:
L′ = −gαβ∂βu∂α. (2.6)
Using the fact that u satisfies the eikonal equation, we obtain:
DL′L
′ = 0, (2.7)
which implies that L′ is the geodesic null generator of Hu.
We have:
T (u) = ±|∇u|
where |∇u|2 =∑3i=1 |ei(u)|2 relative to an orthonormal frame ei on Σt. Since the sign of
T (u) is irrelevant, we choose by convention:
T (u) = |∇u|. (2.8)
We denote by Pt,u the surfaces of intersection between Σt and Hu. They play a funda-
mental role in our discussion.
Definition 2.1 (Canonical null pair)
L = bL′ = T +N, L = 2T − L = T −N (2.9)
where L′ is the space-time gradient of u (2.6), b is the lapse of the null foliation (or shortly
null lapse)
b−1 = − < L′, T >= T (u), (2.10)
and N is a unit normal, along Σt, to the surfaces Pt,u. Since u satisfies the eikonal
equation gαβ∂αu∂βu = 0 on M, this yields L′(u) = 0 and thus L(u) = 0. In view of the
definition of L and (2.8), we obtain:
N = − ∇u|∇u| . (2.11)
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Remark 2.2 u is prescribed on Σ0 as in step C1. For any (0, x) on Σ0, L is defined as
L = T +N where T is the unit normal to Σ0 at (0, x) and N = −∇u/|∇u| at (0, x), and
b is defined as b−1 = |∇u|. Let κx(t) denote the null geodesic parametrized by t and such
that κx(0) = (0, x) and κ
′
x(0) = b
−1L. Then, we claim that
κ′x(t) = b(κx(t))
−1Lκx(t) for all t. (2.12)
Indeed, L′ = b−1L is the geodesic null generator of Hu (see (2.7)).
Definition 2.3 A null frame e1, e2, e3, e4 at a point p ∈ Pt,u consists, in addition to the
null pair e3 = L, e4 = L, of arbitrary orthonormal vectors e1, e2 tangent to Pt,u.
Definition 2.4 (Ricci coefficients) Let e1, e2, e3, e4 be a null frame on Pt,u as above.
The following tensors on St,u
χAB =< DAe4, eB >, χAB =< DAe3, eB >, (2.13)
ζA =
1
2
< D3e4, eA >, ζA =
1
2
< D4e3, eA >,
ξ
A
=
1
2
< D3e3, eA > .
are called the Ricci coefficients associated to our canonical null pair.
We decompose χ and χ into their trace and traceless components.
trχ = gABχAB, trχ = g
ABχ
AB
, (2.14)
χ̂AB = χAB − 1
2
trχgAB, χ̂AB = χAB −
1
2
trχgAB, (2.15)
Definition 2.5 The null components of the curvature tensor R of the space-time metric
g are given by:
αab = R(L, ea, L, eb) , βa =
1
2
R(ea, L, L, L), (2.16)
ρ =
1
4
R(L, L, L, L) , σ =
1
4
⋆R(L, L, L, L) (2.17)
β
a
=
1
2
R(ea, L, L, L) , αab = R(L, ea, L, eb) (2.18)
where ⋆R denotes the Hodge dual of R. The null decomposition of ⋆R can be related to
that of R according to the formulas, see [4] :
α(⋆R) = −⋆α(R), β(⋆R) = −⋆β(R), ρ(⋆R) = σ(R) (2.19)
σ(⋆R) = −ρ(R), β(⋆R) = −⋆β(R), α(⋆R) =⋆ α(R) (2.20)
Observe that all tensors defined above are Pt,u-tangent.
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Definition 2.6 We decompose the symmetric traceless 2 tensor k into the scalar δ, the
Pt,u-tangent 1-form ǫ, and the Pt,u-tangent symmetric 2-tensor η as follows:
kNN = δ
kAN = ǫA
kAB = ηAB.
(2.21)
Note that Tr(k) =tr(η) + δ which together with the maximal foliation assumption (2.2)
yields:
tr(η) = −δ. (2.22)
The following Ricci equations can be easily derived from the properties of T (2.1)
(2.4), the fact that L′ is geodesic (2.7), and the definition (2.13) of the Ricci coefficients
(see [4] p. 171):
DAe4 = χABeB − ǫAe4, DAe3 = χABeB + ǫAe3,
D4e4 = −δe4, D4e3 = 2ζAeA + δe3, (2.23)
D3e4 = 2ζAeA + (δ + n
−1∇Nn)e4, D3e3 = 2ξAeA − (δ + n−1∇Nn)e3,
D4eA = ∇/ 4eA + ζAe4, D3eA = ∇/ 3eA + ζAe3 + ξAe4,
DBeA = ∇/ BeA +
1
2
χAB e3 +
1
2
χ
AB
e4
where, ∇/ 3, ∇/ 4 denote the projection on Pt,u ofD3 andD4, ∇/ denotes the induced covariant
derivative on Pt,u and δ, ǫ are defined by:
δ = δ − n−1N(n), ǫA = ǫA − n−1∇An. (2.24)
Also,
χ
AB
= −χAB − 2kAB,
ζ
A
= −ǫA, (2.25)
ξ
A
= ǫA + n
−1∇/ An− ζA.
Remark 2.7 We also have the identity:
ζA = b
−1∇/ Ab+ ǫA. (2.26)
Indeed, recall from the definition of b (2.10) that b−1∇/ b = −b∇/ T (u), which together with
the fact that eA(u) = 0 implies:
b−1∇/ Ab = −b∇/ AT (u) = −b[eA, T ](u) = (DeAT −DT eA)(u).
Now, using the ricci equations (2.23) for DeAT and DT eA and the fact that L(u) =
eA(u) = 0 and T (u) = b
−1 yields (2.26).
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2.3 Null structure equations
Below we write down our main structure equations.
Proposition 2.8 The components trχ, χ̂, ζ and the lapse b verify the following equa-
tions8:
L(b) = −b δ, (2.27)
L(trχ) +
1
2
(trχ)2 = −|χ̂|2 − δtrχ, (2.28)
∇/ 4χ̂+ trχχ̂ = −δχ̂− α, (2.29)
∇/ 4ζA +
1
2
(trχ)ζA = −(ǫB + ζB)χ̂AB − 1
2
trχǫA − βA, . (2.30)
Remark 2.9 Equation (2.28) is known as the Raychaudhuri equation in the relativity
literature, see e.g. [8].
Proof The proof is derived from the formulas (2.23) above (see [4] chapter 7). We
briefly sketch the proof for convenience. We start with (2.27). Using the fact that L′ is
geodesic (2.7) and the fact that L = bL′ by (2.9), we obtain:
DLL = b
−1L(b)L
which together with the Ricci equations (2.23) for DLL yields (2.27).
To obtain (2.28) and (2.29), we compute:
∇/ LχAB = L(χAB)− χ(∇/ LeA, eB)− χ(eA,∇/ LeB)
= g(DLDeAL, eB)− χ(∇/ LeA, eB) + g(DeAL,DLeB)− χ(eA,∇/ LeB)
= g(DeADLL, eB) + g(D[L,eA]L, eB)− χ(∇/ LeA, eB) +RLALB
+g(DeAL,DLeB −∇/ LeB)
= g(DeADLL, eB) + g(DDLeA−∇/ LeA−DeALL, eB) + αAB
+g(DeAL,DLeB −∇/ LeB)
which together with the Ricci equations (2.23) yields:
∇/ LχAB = −χACχCB − δχAB − αAB. (2.31)
Decomposing (2.31) into its trace and traceless part yields respectively (2.28) and (2.29).
Finally, we derive (2.30). We compute:
∇/ LζA = L(ζA)− ζ(∇/ LeA)
=
1
2
g(DLDLL, eA) +
1
2
g(DLL,DLeA)− ζ(∇/ LeA)
=
1
2
g(DLDLL, eA) +
1
2
g(D[L,L]L, eA) +
1
2
RLLAL +
1
2
g(DLL,DLeA −∇/ LeA)
=
1
2
g(DLDLL, eA) +
1
2
g(DDLL−DLLL, eA)− βA +
1
2
g(DLL,DLeA −∇/ LeA),
8which can be interpreted as transport equations along the null geodesics generated by L. Indeed
observe that if an P tangent tensorfield Π satisfies the homogeneous equation ∇/
4
Π = 0 then Π is parallel
transported along null geodesics.
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which together with the Ricci equations (2.23) yields (2.30).
To obtain estimates for χ, we may use the transport equations (2.28) (2.29). However,
this does not allow us to get enough regularity. Instead, we follow [15] [14] and consider
(2.28) for trχ together with an elliptic system of Hodge type for χ̂.
Proposition 2.10 The expression (div/ χ̂)A = ∇/ Bχ̂AB verifies the following equation:
(div/ χ̂)A + χ̂ABǫB =
1
2
(∇/ Atrχ + ǫAtrχ)− βA. (2.32)
Proof The proof is derived from the formulas (2.23) (see [4] chapter 7). We briefly
sketch the proof for convenience. We compute:
∇/ CχAB = eC(χAB)− χ(∇/ eCeA, eB)− χ(eA,∇/ eCeB)
= g(DeCDeAL, eB)− χ(∇/ eCeA, eB) + g(DeAL,DeCeB)− χ(eA,∇/ eCeB)
= g(DeADeCL, eB) + g(D[eC ,eA]L, eB)− χ(∇/ eCeA, eB) +RCBLA
+g(DeAL,DeCeB −∇/ eCeB)
= ∇/ AχCB − g(DeCL,DeAeB −∇/ eAeB) + g(DDeC eA−∇/ eC eA−DeAeC+∇/ eAeC
L, eB)
+RCABL + g(DeAL,DLeB −∇/ LeB)
which together with the Ricci equations (2.23) yields:
∇/ CχAB = ∇/ BχAC − χABǫC +RCBLA + χACǫB.
Contracting in the previous equality yields (2.32).
Finally, we consider the control of ζ and Ltrχ. To this end, we follow again [15] [14]:
we derive an elliptic system of Hodge type for ζ and a transport equation for Ltrχ.
Proposition 2.11 We have:
L(trχ) +
1
2
trχtrχ = 2div/ ζ + (δ + n−1∇Nn)trχ− χ̂ · χ̂ + 2ζ · ζ + 2ρ, (2.33)
∇/ 3χ̂ +
1
2
trχχ̂ = ∇/ ⊗̂ζ + (δ + n−1∇Nn)χ̂− 1
2
trχχ̂+ ζ⊗̂ζ, (2.34)
where for F,G Pt,u-tangent 1 forms, we denote by ∇/ ⊗̂F the traceless part of the sym-
metrized covariant derivative of F , i.e. ∇/ ⊗̂FAB = ∇/ AFB + ∇/ BFA − div/ FδAB and by
F ⊗̂G the traceless symmetric 2-tensor F ⊗̂GAB = FAGB +FBGA− 2FCGCδAB. Also, the
expressions div/ ζ = ∇/ BζB and curl/ ζ =∈AB ∇/ AζB verify the following equations:
div/ ζ =
1
2
(
µ+
1
2
trχtrχ + χ̂ · χ̂− 2|ζ |2
)
− ρ, (2.35)
curl/ ζ = −1
2
χ̂ ∧ χ̂ + σ, (2.36)
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where for F,G symmetric traceless Pt,u-tangent 2-tensors, we denote by F ∧G the tensor
F ∧GAB =∈AB FACGBC. Furthermore, we have the Gauss equation,
K =
1
2
χ̂ · χ̂− 1
4
trχtrχ− ρ. (2.37)
Finally, setting,
µ = L(trχ)− (δ + n−1∇Nn)trχ (2.38)
we find
L(µ) + trχµ = 2(ζ − ζ) · ∇/ trχ− 2χ̂ ·
(
∇/ ⊗̂ζ + ζ⊗̂ζ − δχ̂
)
− trχ
(
2div/ ζ + 2ζ · ζ + 4(ǫ− ζ) · n−1∇/ n− 2δ(δ + n−1∇Nn) + 4ρ
− 1
2
trχtrχ + 2|ǫ|2 + 3|χ̂|2 + 4χ̂ · η̂ − 2|n−1N(n)|2
)
.
(2.39)
Proof To obtain (2.33), (2.34), (2.35) and (2.36), we compute:
∇/ LχAB = L(χAB)− χ(∇/ LeA, eB)− χ(eA,∇/ LeB)
= g(DLDeAL, eB)− χ(∇/ LeA, eB) + g(DeAL,DLeB)− χ(eA,∇/ LeB)
= g(DeADLL, eB) + g(D[L,eA]L, eB)− χ(∇/ LeA, eB) +RLALB
+g(DeAL,DLeB −∇/ LeB)
= 2∇/ AζB − g(DLL,DeAeB −∇/ eAeB) + g(DDLeA−∇/ LeA−DeALL, eB)
+ρδAB − σ ∈AB +g(DeAL,DLeB −∇/ LeB)
which together with the Ricci equations (2.23) yields:
∇/ LχAB = 2∇/ AζB + χAB(δ + n−1∇Nn) + 2ζAζB − χACχCB + ρδAB − σ ∈AB . (2.40)
Taking the symmetric part of (2.40), and decomposing into its trace and traceless part
yields respectively (2.33) and (2.34). (2.35) follows from (2.33). Finally, taking the
antisymmetric part of (2.40) yields (2.36).
We now focus on obtaining (2.39). Differentiating the Raychaudhuri equation with
respect to L yields:
L(Ltrχ) = [L, L]trχ+ L(Ltrχ) (2.41)
= δL(trχ)− (δ + n−1∇Nn)L(trχ)− 2(ζ − ζ) · ∇/ trχ− L(trχ)trχ− 2∇/ L(χ̂) · χ̂
−L(δ)trχ− δL(trχ)
= −(δ + n−1∇Nn)L(trχ)− 2(ζ − ζ) · ∇/ trχ
−trχ
(
−1
2
trχtrχ+ 2div/ ζ + (δ + n−1∇Nn)trχ− χ̂ · χ̂+ 2ζ · ζ + 2ρ
)
−2χ̂ ·
(
−1
2
trχχ̂+∇/ ⊗̂ζ + (δ + n−1∇Nn)χ̂− 1
2
trχχ̂+ ζ⊗̂ζ
)
− L(δ)trχ,
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where we used (2.33) and (2.34) in the last equality.
In view of the last term in the right-hand side of (2.41), we need to compute L(δ).
We first compute T (δ). We have:
T (δ) = −g(DTDNT,N)− g(DNT,DTN)
= −g(DNDTT,N)− g(D[T,N ]T,N) +RNTNT − g(DNT,DTN)
= −g(DNDTT,N)− g(DDTN−DNTT,N) + ρ− g(DNT,DTN),
which together with the Ricci equations (2.23) yields:
T (δ) = −n−1∇2Nn+ ρ+ |ǫ|2 + δ2 + 2ǫ · (ζ − n−1∇/ n). (2.42)
Now, since L = T +N , L = T −N and δ = δ − n−1∇Nn, we have:
T (δ) =
1
2
L(δ) +
1
2
L(δ + n−1∇Nn)− n−1∇2Nn+ |n−1N(n)|2,
which together with (2.42) yields:
L(δ) = −L(δ + n−1∇Nn) + 2ρ+ 2|ǫ|2 + 2δ2 + 4ǫ · (ζ − n−1∇/ n)− 2|n−1N(n)|2. (2.43)
Therefore taking µ = L(trχ)− (δ+n−1N(n))trχ, and plugging (2.43) in (2.41), we derive
the desired transport equation (2.39).
2.4 Commutation formulas
We have the following four useful commutation formulas (see [4] p. 159):
Lemma 2.12 Let ΠA be an m-covariant tensor tangent to the surfaces Pt,u. Then,
∇/ B∇/ 4ΠA −∇/ 4∇/ BΠA = χBC∇/ CΠA − n−1∇/ Bn∇/ 4ΠA (2.44)
+
∑
i
(χAiBǫC − χBCǫAi− ∈AiC ∗βB)ΠA1..Cˇ..Am,
∇/ B∇/ 3ΠA −∇/ 3∇/ BΠA = χBC∇/ CΠA − ξB∇/ 4ΠA − b−1∇Bb∇/ 3ΠA (2.45)
+
∑
i
(−χAiBξC + χBCξAi − χAiBζC + χBCζAi
+ ∈AiC ∗βB)ΠA1..Cˇ..Am,
∇/ 3∇/ 4ΠA −∇/ 4∇/ 3ΠA = −δ∇/ 3ΠA + (δ + n−1∇Nn)∇/ 4ΠA + 2(ζB − ζB)∇/ BΠA
+ 2
∑
i
(ζ
Ai
ζC − ζCζAi+ ∈AiC ∗σ)ΠA1..Cˇ..Am. (2.46)
Finally, (2.44), (2.45) together with the fact that N = 1
2
(L− L) yield:
∇/ B∇/ NΠA −∇/N∇/ BΠA = (χBC + kBC)∇/ CΠA − b−1∇/ Bb∇/ NΠA (2.47)
+
1
2
∑
i
(χAiB(ǫC + ξC)− χBC(ǫAi + ξAi) + χAiBζC − χBCζAi
− ∈AiC ∗(βB + βB))ΠA1..Cˇ..Am.
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For some applications we have in mind, we would like to get rid of the term containing
a ∇/ 4 derivative in the RHS of (2.44). This is achieved by considering the commutator
[∇/ ,∇/ nL] instead of [∇/ ,∇/ 4]:
∇/ B∇/ nLΠA −∇/ nL∇/ BΠA = nχBC∇/ CΠA (2.48)
+
∑
i
(nχAiBǫC − nχBCǫAi− ∈AiC n∗βB)ΠA1..Cˇ..Am.
(2.48) yields for any scalar function f :
[nL,∆/ ]f = −2nχ∇/ 2f + n(2χ̂ABǫB − ǫAtrχ− n−1∇/ Antrχ +∇/ trχ)∇/ Af. (2.49)
Also, we would like to get rid of the term containing a ∇/N derivative in the RHS of (2.47).
This is achieved by considering the commutator [∇/ ,∇/ bN ] instead of [∇/ ,∇/N ]:
∇/ B∇/ bNΠA −∇/ bN∇/ BΠA = b(χBC + kBC)∇/ CΠA (2.50)
+
b
2
∑
i
(χAiB(ǫC + ξC)− χBC(ǫAiN + ξAi) + χAiBζC − χBCζAi
− ∈AiC ∗(βB + βB))ΠA1..Cˇ..Am.
2.5 Bianchi identities
In view of the formulas on p. 161 of [4], the Bianchi equations for α, β, ρ, σ, β are:
∇/ L(β) = div/α− δβ + (2ǫ− ǫ) · α (2.51)
∇/ L(β) = ∇/ ρ+ (∇/ σ)∗ + 2χ̂ · β + (δ + n−1∇Nn)β + ξ · α + 3(ζρ+ ∗ζσ) (2.52)
L(ρ) = div/ β − 1
2
χ̂ · α + (ǫ− 2ǫ) · β (2.53)
L(ρ) = −div/ β − 1
2
χ̂ · α + 2ξ · β + (ǫ− 2ζ) · β (2.54)
L(σ) = −curl/ β + 1
2
χ̂ ∗α + (−ǫ+ 2ǫ) ∗β (2.55)
L(σ) = −curl/ β − 1
2
χ̂ ∗α− 2ξ ∗β + (ǫ− 2ζ) ∗β (2.56)
∇/ L(β) = −∇/ ρ+ (∇/ σ)∗ + 2χ̂ · β + δβ − 3(ζρ− ∗ζσ) (2.57)
2.6 Assumptions on R and u|Σ0
2.6.1 Assumptions on R
We introduce the L2 curvature flux R relative to the time foliation:
R =
(
‖α‖2L2(Hu) + ‖β‖2L2(Hu) + ‖ρ‖2L2(Hu) + ‖σ‖2L2(Hu) + ‖β‖2L2(Hu)
) 1
2
. (2.58)
In view of the statement of Theorem 1.1, the goal of this paper is to control the geometry
of the null hypersurfaces Hu of u up to time t = 1 when only assuming smallness on
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‖R‖L∞t L2(Σt) and R. In the rest of the paper, we still denote by Hu the portion of the
hypersurface of u between t = 0 and t = 1, and we assume for some small ε > 0:
‖R‖L∞t L2(Σt) ≤ ε and sup
ω,u
R ≤ ε, (2.59)
where the supremum is taken over all possible values u ∈ R of u(t, x, ω) and over all
possible ω in S2, with u solution to the eikonal equation gαβ∂αu∂βu = 0 on M, and
depending on a extra parameter ω ∈ S2. Note that (2.59) corresponds to a bootstrap
assumption9 in the proof of Theorem 1.1 in [17] under which steps C3 and C4 must be
achieved10. We refer to section 5.3 in [17] for the bootstrap assumption corresponding to
(2.59) in the proof of the bounded L2 curvature conjecture.
Remark 2.13 Note that in (2.59), all components of R are controlled in L∞t L
2(Σt), while
all components but α are controlled in L∞u L
2(Hu). Thus, it will be crucial to avoid α in
our estimates in order to obtain suitable control on Hu. This will be possible due to the
specific form of the null structure equations of the u-foliation on M (see section 2.3)11.
Remark 2.14 As a byproduct of the reduction to small initial data outlined in Remark
1.4 and performed in section 2.3 of [17], we may choose (Σ0, g, k) to be smooth, small and
asymptotically flat outside a compact set U of Σ0 of diameter of order 1 (see section 2.3 in
[17] for details). In turn, using the finite speed of propagation, we may assume that (M, g)
to be smooth, small and asymptotically flat outside of compact set U˜ of M∩{0 ≤ t ≤ 1}
of diameter of order 1. This allows us to avoid issues about decay at infinity, and to
solely concentrate on establishing regularity of the u-foliation on the compact set U˜ of
M∩ {0 ≤ t ≤ 1}.
2.6.2 Assumptions on u|Σ0
Recall that u is a solution to the eikonal equation gαβ∂αu∂βu = 0 on M depending on a
extra parameter ω ∈ S2. Now, for u to be uniquely defined, we need to prescribe it on Σ0
(i.e. at t = 0). This issue has been settled in Step C1 (see [21]). In that step, the choice
of u(0, x, ω) is such that u(0, x, ω) has enough regularity to achieve step C2. At the same
time, it is also such that u is regular enough for t > 0 to achieve step C3. More precisely,
the regularity of u for t > 0 will involve transport equations - see for instance Proposition
2.8 - and will therefore require the same regularity at t = 0. We denote this regularity at
9There should be a large enough universal bootstrap constant in front of ε in the right-hand side of
(2.59), which we omit for the simplicity of the exposition
10Recall that step C3 corresponds to the control of the u-foliation on M, while step C4 corresponds
to the control of the error term (1.5)
11The only exception is the transport equation (5.105) satisfied by LL(b) which contains an α term,
and leads to the weak estimate (2.74)
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t = 0 by the quantities I0 and I0,j , j ∈ N, which are defined by
I0 = ‖b(0, .)− 1‖L∞(Σ0) + ‖∇b(0, .)‖L∞u L2(P0,u) + ‖∇b(0, .)‖L∞u L4(P0,u) (2.60)
+‖trχ(0, .)‖L∞(Σ0) + ‖∇trχ(0, .)‖L∞u L2(P0,u) + ‖∂ωN(0, .)‖L∞(Σ0)
+‖∇∂ωN(0, .)‖L∞u L2(P0,u) + ‖∂ωb(0, .)‖L∞(Σ0) + ‖∇/ ∂ωb(0, .)‖L∞u L2(P0,u)
+‖∂ωχ(0, .)‖L∞u L2(P0,u) + ‖∂ωζ(0, .)‖L∞u L2(P0,u) + ‖∂2ωN(0, .)‖L∞u L2(P0,u)
+‖∂2ωb(0, .)‖L∞u L2(P0,u),
and
I0,j = ‖Pj(NN(trχ))(0, .)‖L2(Σ0) + ‖Pj(NN(b))(0, .)‖L2(Σ0) + ‖Pj(∇/NΠ(∂ωχ))(0, .)‖L2(Σ0)
+‖Pj(∇/N(Π(∂2ωN)))(0, .)‖L2(Σ0) + ‖Pj(Π(∂2ωζ))(0, .)‖L2(Σ0), (2.61)
where Pj denotes the geometric Littlewood-Paley projections Pj which have been con-
structed in [10] using the heat flow on the surfaces P0,u (see section 3.2). This regularity
I0 and I0,jrequired for u(0, x, ω) is consistent with the estimates derived in step C1, where
the following estimate for the initial data quantities I0 and I0,j has been derived under
the curvature bound assumption (2.59) (see [21]):
I0 . ε, (2.62)
and
I0,j . ε2
j
2 , ∀j ≥ 0. (2.63)
From now on, we assume that u is the solution to the eikonal equation gαβ∂αu∂βu = 0 on
M which is prescribed on Σ0 as in step C1, and such that it satisfies on Σ0 the smallness
assumption (2.62) and (2.63).
2.7 Main results
We define some norms on Hu. For any 1 ≤ p ≤ +∞ and for any tensor F on Hu, we
have:
‖F‖Lp(Hu) =
(∫ 1
0
dt
∫
Pt,u
|F |pdµt,u
) 1
p
,
where dµt,u denotes the area element of Pt,u. We also introduce the following norms:
N1(F ) = ‖F‖L2(Hu) + ‖∇/F‖L2(Hu) + ‖∇/ LF‖L2(Hu),
N2(F ) = N1(F ) + ‖∇/ 2F‖L2(Hu) + ‖∇/∇/ LF‖L2(Hu).
Let x′ a coordinate system on P0,u. By transporting this coordinate system along the
null geodesics generated by L, we obtain a coordinate system (t, x′) of Hu. We define the
following norms:
‖F‖L∞
x′
L2t
= sup
x′∈P0,u
(∫ 1
0
|F (t, x′)|2dt
) 1
2
,
‖F‖L2
x′
L∞t
=
∥∥∥∥ sup
0≤t≤1
|F (t, x′))|
∥∥∥∥
L2(P0,u)
.
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Remark 2.15 In the rest of the paper, all inequalities hold for any ω ∈ S2 with the
constant in the right-hand side being independent of ω. Thus, one may take the supremum
in ω everywhere. To ease the notations, we do not explicitly write down this supremum.
Remark 2.16 Let a function f depending on u ∈ R. In the rest of the paper, all estimates
on Hu will be either of the following types
|f(u)| . ε, (2.64)
or
|f(u)| . 2jε+ 2 j2 εγ(u), (2.65)
where γ is a function of L2(R) satisfying ‖γ‖L2(R) ≤ 1. For instance, the inequalities
(2.66)-(2.71), (2.75), (2.76), and (2.79)-(2.85) below are of the first type, while the in-
equalities (2.72)-(2.74), (2.77) and (2.87) below are of the second type. All inequalities of
the first type hold for any u with the constant in the right-hand side being independent of
u. Thus, one may take the supremum in u in these inequalities. To ease the notations,
we do not explicitly write down the supremum in u for all estimates of the type (2.64).
Remark 2.17 The contribution 2
j
2γ(u) to (2.65) will always come from the initial data
term of a transport equation estimate which is controlled using (2.63). In the particular
case of the estimate (2.74) below, it will also come from the presence of an term involving
α in the transport equation satisfied by LL(b) (see (5.105)).
The following theorem investigates the regularity of u with respect to (t, x):
Theorem 2.18 Assume that u is the solution to the eikonal equation gαβ∂αu∂βu = 0
on M such that u is prescribed on Σ0 as in section 2.6.2 where it satisfies in particular
(2.62). Assume also that the estimate (2.59) is satisfied. Then, null geodesics generating
Hu do not have conjugate points (i.e. there are no caustics) and distinct null geodesics
do not intersect. Furthermore, the following estimates are satisfied:
‖n− 1‖L∞(Hu) + ‖∇n‖L∞(Hu) + ‖∇n‖L∞t L2x′ + ‖∇
2n‖L∞t L2x′ + ‖∇T (n)‖L∞t L2x′ . ε, (2.66)
N1(k) + ‖∇/ Lǫ‖L2(Hu) + ‖L(δ)‖L2(Hu) + ‖ǫ‖L∞x′L2t + ‖δ‖L∞x′L2t . ε, (2.67)
‖b− 1‖L∞(Hu) +N2(b) + ‖L(b)‖L2
x′
L∞t
+ ‖L(b)‖L∞t L4x′ . ε, (2.68)
‖trχ‖L∞(Hu) + ‖∇/ trχ‖L2
x′
L∞t
+ ‖Ltrχ‖L2
x′
L∞t
. ε, (2.69)
‖χ̂‖L2
x′
L∞t
+N1(χ̂) + ‖∇/ Lχ̂‖L2(Hu) . ε, (2.70)
‖ζ‖L2
x′
L∞t
+N1(ζ) . ε. (2.71)
We introduce the family of intrinsic Littlewood-Paley projections Pj which have been
constructed in [10] using the heat flow on the surfaces Pt,u (see section 3.2). This allows
us to state our second theorem which investigates the regularity of LLtrχ, ∇/ Lζ and LLb.
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Theorem 2.19 Assume that u is the solution to the eikonal equation gαβ∂αu∂βu = 0
on M such that u is prescribed on Σ0 as in section 2.6.2 where it satisfies in particular
(2.62) and (2.63). Assume also that the estimate (2.59) is satisfied. Then, there exists a
function γ in L2(R) satisfying ‖γ‖L2(R) ≤ 1, such that for all j ≥ 0, we have:
‖PjLLtrχ‖L2(Hu) . 2jε+ 2
j
2εγ(u), (2.72)
‖Pj∇/ L(ζ)‖L2(Hu) . ε+ 2−
j
2 εγ(u), (2.73)
and
‖PjLLb‖L∞t L2x′ . 2
jε+ 2
j
2 εγ(u). (2.74)
The following theorem investigates the regularity with respect to the parameter ω ∈ S2.
Theorem 2.20 Assume that u is the solution to the eikonal equation gαβ∂αu∂βu = 0
on M such that u is prescribed on Σ0 as in section 2.6.2 where it satisfies in particular
(2.62) and (2.63). Assume also that the estimate (2.59) is satisfied. Then, we have the
following estimates:
‖∂ωN‖L∞(Hu) . 1, (2.75)
‖D∂ωN‖L2
x′
L∞t
+ ‖∂ωb‖L∞(Hu) + ‖∇/ ∂ωb‖L2
x′
L∞t
+ ‖∂ωχ‖L2
x′
L∞t
+ ‖∂ωζ‖L2
x′
L∞t
. ε, (2.76)
and
‖Pj∇/ LΠ(∂ωχ)‖LptL2x′ . 2
jε+ 2
j
2εγ(u), (2.77)
where p is any real number such that 2 ≤ p < +∞, and where γ is a function of L2(R)
satisfying ‖γ‖L2(R) ≤ 1.
Also, we have the following decomposition for χ̂:
χ̂ = χ1 + χ2, (2.78)
where χ1 and χ2 are two symmetric traceless Pt,u-tangent 2-tensors satisfying:
‖∂ωχ1‖L∞t L2x′ +N1(χ2) + ‖∇/ Lχ2‖L2(Hu) + ‖χ2‖L∞x′L2t + ‖∂ωχ2‖L∞t L2x′ . ε (2.79)
and for any 2 ≤ p < +∞, we have:
‖∇/χ1‖L∞t L2x′ + ‖χ1‖LptL∞x′ + ‖∂ωχ2‖LptL4−x′ + ‖∂ωχ2‖L6− (Hu) + ‖∇/ ∂ωχ2‖L2(Hu) . ε. (2.80)
Furthermore, for any 2 ≤ q < 4, we have:
‖∇/ Lχ1‖L∞t L2x′+L2tLqx′ + ‖∇/ Lχ1‖L∞t L2x′+L2tLqx′ . ε. (2.81)
Finally, let ω and ω′ in S2. Then, there holds the following lower bound
|N(., ω)−N(., ω′)| & |ω − ω′|. (2.82)
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Remark 2.21 Notice from (2.79) that χ1 and χ2 have at least the same regularity as χ̂.
Now, the point of the decomposition (2.78) is that both χ1 and χ2 have better regularity
properties than χ̂. Indeed, in view of (2.80), χ1 has better regularity with respect to (t, x)
while χ2 has better regularity with respect to ω.
Remark 2.22 Let ω and ω′ in S2. The estimate (2.75) for N yields the following upper
bound for N(·, ω)−N(·, ω′):
|N(., ω)−N(., ω′)| . |ω − ω′|.
Note that (2.82) establishes the corresponding lower bound.
Finally, the following theorem contains estimates for second order derivatives with
respect to ω.
Theorem 2.23 Assume that u is the solution to the eikonal equation gαβ∂αu∂βu = 0
on M such that u is prescribed on Σ0 as in section 2.6.2 where it satisfies in particular
(2.62) and (2.63). Assume also that the estimate (2.59) is satisfied. Then, we have the
following estimates:
‖∂2ωN‖L2
x′
L∞t
. 1, (2.83)
‖∇/ L∂2ωN‖L2(Hu) . ε. (2.84)
‖∂2ωb‖L∞t L2x′ . ε, (2.85)
‖PjΠ(∂2ωχ)‖L∞t L2x′ . 2
jε, (2.86)
and
‖Pj∇/ LΠ(∂2ωN)‖LptL2x′ + ‖PjΠ(∂
2
ωζ)‖LptL2x′ . 2
jε+ 2
j
2 εγ(u), (2.87)
where p is any real number such that 2 ≤ p < +∞, and where γ is a function of L2(R)
satisfying ‖γ‖L2(R) ≤ 1.
Remark 2.24 Our assumption on curvature (2.59) is critical with respect to the control
of the Eikonal equation as can be seen throughout the paper where numerous log-losses
are barely overcome. In order to prove Theorem 2.18, Theorem 2.19, Theorem 2.20, and
Theorem 2.23 we will rely in particular on the null transport equations and the elliptic
systems of Hodge type on Pt,u of section 2.3, the geometric Littlewood-Paley theory of
[10], sharp trace theorems, and an extensive use of the crucial structure of the Bianchi
identities (2.51)-(2.57).
Remark 2.25 The regularity with respect to (t, x) for u is clearly limited as a consequence
of the fact that we only assume L2 bounds on R. On the other hand, R is independent of
the parameter ω, and one might infer that u is smooth with respect to ω. Surprisingly, this
is not at all the case. Indeed, we are even not able to go beyond estimates for the second
order derivatives with respect to ω which are given in Theorem 2.23. This is due to the
fact that we rely in a fundamental way on the null transport equations of Proposition 2.8.
Now, the commutator between L and ω gives rise to a tangential derivative with respect
to Pt,u (see (6.5)) for which we have less control. This leads to a loss of one derivative
for each derivative taken with respect to ω for all quantities estimated through transport
equations. This is best seen by comparing the estimate (2.69) (2.70) for χ, the estimate
(2.76) for ∂ωχ and the estimate (2.86) for ∂
2
ωχ.
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2.8 Dependance of the norm L∞u L
2(Hu) on ω ∈ S2
Let ω and ω′ in S2 such that
|ω − ω′| . 2− j2 .
Let u = u(., ω) and u′ = u(., ω′). In this section, we compare the norm in L∞u L
2(Hu)
with the norm in L∞u′L
2(Hu′) for various scalars and tensors, relying on the estimates of
the previous section. Let us first stress the difficulty by considering the decomposition
for trχ in Proposition 2.27 below. A naive approach consists in writing the following
decomposition
trχ(t, x, ω) = trχ(t, x, ω′) + (trχ(t, x, ω)− trχ(t, x, ω′)) = f j1 + f j2 .
f j1 does not depend on ω and satisfies, in view of the estimate (2.69)
‖f j1‖L∞ . ‖trχ(., ω′)‖L∞ . ε.
Also, we have
f j2 = (ω − ω′)
∫ 1
0
∂ωtrχ(t, x, ωσ)dσ,
which together with the fact that |ω − ω′| . 2− j2 yields
‖f j2‖L∞u L2(Hu) . 2−
j
2
∥∥∥∥∫ 1
0
∂ωtrχ(t, x, ωσ)dσ
∥∥∥∥
L∞u L
2(Hu)
.
Unfortunately, we can not obtain the desired estimate for f j2 since we have ∂ωtrχ(., ωσ) ∈
L∞uσL
2(Huσ), and L∞u L2(Hu) and L∞uσL2(Huσ) are not directly comparable. Nevertheless,
relying on the geometric Littlewood-Paley projections of [10], on well-suited coordinate
systems, and on various commutator estimates, we are able to improve on this naive
approach in order to obtain the decompositions below.
Proposition 2.26 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . Let N = N(., ω) and
N ′ = N(., ω′). For any j ≥ 0, we have the following decomposition for N −N ′:
N −N ′ = (F j1 + F j2 )(ω − ω′)
where F j1 only depends on ω
′ and satisfies:
‖F j1‖L∞ . 1,
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 .
Proposition 2.27 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for trχ(., ω):
trχ(., ω) = f j1 + f
j
2
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where f j1 does not depend on ω and satisfies:
‖f j1‖L∞ . ε,
and where f j2 satisfies:
‖f j2‖L∞u L2(Hu) . 2−
j
2 ε.
Proposition 2.28 Let ω and ω′ in S2. Let p ∈ Z. For any j ≥ 0, we have the following
estimate for bp(., ω)− bp(, ω′):
‖bp(., ω)− bp(., ω′)‖L∞u L2(Hu) . |ω − ω′|ε.
Lemma 2.29 Let ω and ω′ in S2. For any j ≥ 0, we have the following estimate for
χ2(.ω)− χ2(., ω′):
‖χ2(.ω)− χ2(., ω′)‖L∞u L4− (Hu) . |ω − ω′|ε.
Proposition 2.30 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for χ(., ω) and χ̂(., ω):
χ(., ω), χ̂(., ω) = χ2(., ω
′) + F j1 + F
j
2
where F j1 does not depend on ω and satisfies for any 2 ≤ p < +∞:
‖F j1‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ε,
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 ε.
Proposition 2.31 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for χ(., ω) and χ̂(., ω):
χ(., ω), χ̂(., ω) = F j1 + F
j
2
where F j1 does not depend on ω and satisfies:
‖F j1‖L∞u
ω′
L∞(Pt,u
ω′
)L2t
. ε,
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 ε.
Proposition 2.32 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for χ̂(., ω)2:
χ̂(., ω)2 = χ2(., ω
′)2 + χ2(., ω
′)F j1 + χ2(., ω
′)F j2 + F
j
3 + F
j
4 + F
j
5
where F j1 and F
j
3 do not depend on ω and satisfy:
‖F j1‖L∞u
ω′
L2tL
∞(Pt,u
ω′
) + ‖F j3‖L∞u
ω′
L2tL
∞(Pt,u
ω′
) . ε,
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where F j2 and F
j
4 satisfy:
‖F j2‖L∞u L2(Hu) + ‖F j4‖L∞u L2(Hu) . 2−
j
2 ε,
and where F j5 satisfies
‖F j5‖L2(M) . ε2−j.
Proposition 2.33 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for χ̂(., ω)3:
χ̂(., ω)3 = χ2(., ω
′)3 + χ2(., ω
′)2F j1 + χ2(., ω
′)2F j2 + χ2(., ω
′)F j3 + χ2(., ω
′)F j4
+χ2(., ω
′)F j5 + F
j
6 + F
j
7 + F
j
8 + F
j
9
where F j1 , F
j
3 and F
j
6 do not depend on ω and satisfy:
‖F j1‖L∞u
ω′
L2tL
∞(Pt,u
ω′
) + ‖F j3‖L∞u
ω′
L2tL
∞(Pt,u
ω′
) + ‖F j6‖L∞u
ω′
L2tL
∞(Pt,u
ω′
) . ε,
where F j2 , F
j
4 and F
j
7 satisfy:
‖F j2‖L∞u L2(Hu) + ‖F j4‖L∞u L2(Hu) + ‖F j7‖L∞u L2(Hu) . 2−
j
2ε,
where F j5 and F
j
8 satisfy
‖F j5‖L2(M) + ‖F j8‖L2(M) . ε2−j.
and where F j9 satisfies
‖F j9‖L2−(M) . ε2−
3j
2 .
Proposition 2.34 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for ζ(., ω) and ∇/ b(., ω):
ζ(., ω), ∇/ b(., ω) = F j1 + F j2
where F j1 does not depend on ω and satisfies for any 2 ≤ p < +∞:
‖F j1‖L∞u
ω′
L2tL
p(Pt,u
ω′
) . ε,
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
4 ε.
Proposition 2.35 Let ω and ω′ in S2 such that |ω − ω′| . 2− j2 . For any j ≥ 0, we have
the following decomposition for b(., ω)− b(., ω′):
b(., ω)− b(., ω′) = (f j1 + f j2 )(ω − ω′)
where f j1 does not depend on ω and satisfies:
‖f j1‖L∞ . ε,
and where f j2 satisfies:
‖f j2‖L∞u L2(Hu) . 2−
j
4 ε.
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2.9 Additional estimates for trχ
In this section, we state estimates for trχ involving the geometric Littlewood-Paley pro-
jections Pj on Pt,u constructed in [10], that are not direct consequences of the estimate
(2.69) for trχ and basic properties of Pj.
Proposition 2.36 trχ satisfies the following estimates
‖Pjtrχ‖L2
x′
L∞t
. 2−jε, (2.88)
and
‖Pj(nLtrχ)‖L2
x′
L1t
. 2−jε. (2.89)
Proposition 2.37 trχ satisfies the following estimates
‖∇/P≤jtrχ‖L2
x′
L∞t
. ε, (2.90)
and
‖∇/P≤j(nLtrχ)‖L2
x′
L1t
. ε. (2.91)
The rest of the paper is as follows. In section 3, we derive several embeddings on Pt,u,
Hu and Σt which are compatible with the regularity stated in Theorem 2.18. We also
discuss the Littlewood-Paley projections of [10] as well as several elliptic systems of Hodge
type on Pt,u. In section 4, we prove Theorem 2.18. In section 5, we prove Theorem 2.19.
In section 6, we prove Theorem 2.20. In section 7 we prove Theorem 2.23. In section 8,
we derive the various decompositions of section 2.8. Finally, we prove Proposition 2.36
and Proposition 2.37 in section 9.
3 Calculus inequalities on Pt,u, Hu and Σt
In this section, we first recall some calculus inequalities from [10] on the 2-surfaces Pt,u.
We then discuss the Littlewood-Paley projections of [10] as well as several elliptic systems
of Hodge type on Pt,u. We establish calculus inequalities on Hu. Finally, we establish
calculus inequalities on Σt, and we construct geometric Littlewood-Paley projections on
Σt in the spirit of [10].
3.1 Calculus inequalities on Pt,u
We denote by γ the metric induced by g on Pt,u. A coordinate chart U ⊂ Pt,u with
coordinates x1, x2 is admissible if, relative to these coordinates, there exists a constant
c > 0 such that,
c−1|ξ|2 ≤ γAB(p)ξAξB ≤ c|ξ|2, uniformly for all p ∈ U. (3.1)
We assume that Pt,u can be covered by a finite number of admissible coordinate charts,
i.e., charts satisfying the conditions (3.1). Furthermore, we assume that the constant c in
(3.1) and the number of charts is independent of t and u.
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Remark 3.1 The existence of a covering of Pt,u by coordinate charts satisfying (3.1) with
a constant c > 0 and the number of charts independent of t and u will be shown in section
4.2.1.
Under these assumptions, the following calculus inequality has been proved in [10]:
Proposition 3.2 Let f be a real scalar function. Then,
‖f‖L2(Pt,u) . ‖∇/ f‖L1(Pt,u) + ‖f‖L1(Pt,u). (3.2)
As a corollary of the estimate (3.2), the following Gagliardo-Nirenberg inequality is derived
in [10]:
Corollary 3.3 Given an arbitrary tensorfield F on Pt,u and any 2 ≤ p <∞, we have:
‖F‖Lp(Pt,u) . ‖∇/ F‖
1− 2
p
L2(Pt,u)
‖F‖
2
p
L2(Pt,u)
+ ‖F‖L2(Pt,u). (3.3)
As a corollary of (3.2), it also classical to derive the following inequality (for a proof, see
for example [7] page 157):
Corollary 3.4 For any tensorfield F on Pt,u and any p > 2:
‖F‖L∞(Pt,u) . ‖∇F‖Lp(Pt,u) + ‖F‖Lp(Pt,u). (3.4)
We recall the Bochner identity on Pt,u (which has dimension 2). This allows us to
control the L2 norm of the second derivatives of a tensorfield in terms of the L2 norm
of the laplacian and geometric quantities associated with Pt,u (see for example [10] for a
proof).
Proposition 3.5 Let K denote the Gauss curvature of Pt,u. Then i) For a scalar func-
tion f : ∫
Pt,u
|∇/ 2f |2dµt,u =
∫
Pt,u
|∆/ f |2dµt,u −
∫
Pt,u
K|∇/ f |2dµt,u. (3.5)
ii) For a vectorfield Fa:∫
Pt,u
|∇/ 2F |2dµt,u =
∫
Pt,u
|∆/F |2dµt,u −
∫
Pt,u
K(2 |∇/F |2 − |div/F |2 − |curl/F |2)dµt,u
+
∫
Pt,u
K2|F |2dµt,u, (3.6)
where div/ F = γab∇/ bFa, curl/F = div/ (∗F ) =∈ab ∇/ aFb.
Using (3.3) and (3.6), the following Bochner inequality is derived in [10] for a tensor
F . For all 2 ≤ p < +∞, we have:
‖∇/ 2F‖L2(Pt,u) . ‖∆/F‖L2(Pt,u) + (‖K‖L2(Pt,u) + ‖K‖
1
2
L2(Pt,u)
)‖∇/F‖L2(Pt,u) (3.7)
+‖K‖
p
p−1
L2(Pt,u)
(‖∇/F‖
p−2
p−1
L2(Pt,u)
‖F‖
1
p−1
L2(Pt,u)
+ ‖F‖L2(Pt,u)).
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3.2 Geometric Littlewood Paley theory on Pt,u
We recall the properties of the heat equation for arbitrary tensorfields F on Pt,u.
∂τU(τ)F −∆/U(τ)F = 0, U(0)F = F.
The following L2 estimates for the operator U(τ) are proved in [10].
Proposition 3.6 We have the following estimates for the operator U(τ):
‖U(τ)F‖2L2(Pt,u) +
∫ τ
0
‖∇/ U(τ ′)F‖2L2(Pt,u)dτ ′ . ‖F‖2L2(Pt,u), (3.8)
‖∇/U(τ)F‖2L2(Pt,u) +
∫ τ
0
‖∆/U(τ ′)F‖2L2(Pt,u)dτ ′ . ‖∇/ F‖2L2(Pt,u), (3.9)
τ‖∇/ U(τ)F‖2L2(Pt,u) +
∫ τ
0
τ ′‖∆/U(τ ′)F‖2L2(Pt,u)dτ ′ . ‖F‖2L2(Pt,u). (3.10)
We also introduce the nonhomogeneous heat equation:
∂τV (τ)−∆/ V (τ) = F (τ), V (0) = 0,
for which we easily derive the following estimates:
Proposition 3.7 We have the following estimates for the operator V (τ):
‖∇/ V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∆/ V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
‖F (τ ′)‖2L2(Pt,u)dτ ′, (3.11)
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
∫
Pt,u
V (τ ′)F (τ ′)dµt,udτ
′. (3.12)
We now recall the definition of the geometric Littlewood-Paley projections Pj con-
structed in [10]:
Definition 3.8 Consider a smooth function m on [0,∞), vanishing sufficiently fast at
∞, verifying the vanishing moments property:∫ ∞
0
τk1∂k2τ m(τ)dτ = 0, |k1|+ |k2| ≤ N. (3.13)
We set, mj(τ) = 2
2jm(22jτ) and define the geometric Littlewood -Paley (LP) projections
Pj, for arbitrary tensorfields F on Pt,u to be
PjF =
∫ ∞
0
mj(τ)U(τ)Fdτ. (3.14)
Given an interval I ⊂ Z we define
PI =
∑
j∈I
PjF.
In particular we shall use the notation P<k, P≤k, P>k, P≥k.
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Observe that Pj are selfadjoint, i.e., Pj = P
∗
j , in the sense,
< PjF,G >=< F, PjG >,
where, for any given m-tensors F,G
< F,G >=
∫
Pt,u
γi1j1 . . . γimjmFi1...imGj1...jmdµu
denotes the usual L2 scalar product. Recall also from [10] that there exists a function m
satisfying (3.13) such that the LP-projections associated to m verify:∑
j
Pj = I. (3.15)
The following properties of the LP-projections Pj have been proved in [10]:
Theorem 3.9 The LP-projections Pj verify the following properties:
i) Lp-boundedness For any 1 ≤ p ≤ ∞, and any interval I ⊂ Z,
‖PIF‖Lp(Pt,u) . ‖F‖Lp(Pt,u) (3.16)
ii) Bessel inequality ∑
j
‖PjF‖2L2(Pt,u) . ‖F‖2L2(Pt,u)
iii) Finite band property For any 1 ≤ p ≤ ∞.
‖∆/ PjF‖Lp(Pt,u) . 22j‖F‖Lp(Pt,u)
‖PjF‖Lp(Pt,u) . 2−2j‖∆/F‖Lp(Pt,u). (3.17)
In addition, the L2 estimates
‖∇/PjF‖L2(Pt,u) . 2j‖F‖L2(Pt,u)
‖PjF‖L2(Pt,u) . 2−j‖∇/F‖L2(Pt,u) (3.18)
hold together with the dual estimate
‖Pj∇/ F‖L2(Pt,u) . 2j‖F‖L2(Pt,u)
iv) Weak Bernstein inequality For any 2 ≤ p <∞
‖PjF‖Lp(Pt,u) . (2(1−
2
p
)j + 1)‖F‖L2(Pt,u),
‖P<0F‖Lp(Pt,u) . ‖F‖L2(Pt,u)
together with the dual estimates
‖PjF‖L2(Pt,u) . (2(1−
2
p
)j + 1)‖F‖Lp′(Pt,u),
‖P<0F‖L2(Pt,u) . ‖F‖Lp′(Pt,u)
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We also recall the definition of the negative fractional powers of Λ2 = I − ∆/ on any
smooth tensorfield F on Pt,u used in [10].
ΛαF =
1
Γ(−α/2)
∫ ∞
0
τ−
α
2
−1e−τU(τ)Fdτ (3.19)
where α is an arbitrary complex number with ℜ(α) < 0 and Γ denotes the Gamma
function. We extend the definition of fractional powers of Λ to the range of α with
ℜ(α) > 0, on smooth tensorfields F , by defining first
ΛαF = Λα−2 · (I −∆/ )F
for 0 < ℜ(α) ≤ 2 and then, in general, for 0 < ℜ(α) ≤ 2n, with an arbitrary positive
integer n, according to the formula
ΛαF = Λα−2n · (I −∆/ )nF.
With this definition, Λα is symmetric and verifies the group property ΛαΛβ = Λα+β. We
also have by standard complex interpolation the following inequality:
‖Λµα+(1−µ)βF‖L2(Pt,u) . ‖ΛαF‖µL2(Pt,u)‖ΛβF‖
1−µ
L2(Pt,u)
. (3.20)
We now investigate the boundedness of Λ−a on Lp(Pt,u) spaces for 0 ≤ a ≤ 1. For any
tensor F on Pt,u and any a ∈ R, integrating by parts and using the definition of Λ, we
get:
‖ΛaF‖2L2(Pt,u) + ‖∇/ΛaF‖2L2(Pt,u) =
∫
Pt,u
ΛaF · ΛaFdµt,u +
∫
Pt,u
∇/ΛaF · ∇/ΛaFdµt,u
=
∫
Pt,u
(1−∆/ )ΛaF · ΛaFdµt,u =
∫
Pt,u
Λ2ΛaF · ΛaFdµt,u
= ‖Λa+1F‖2L2(Pt,u).
(3.21)
Taking a = −1 in (3.21), we obtain:
‖∇/Λ−1F‖L2(Pt,u) . ‖F‖L2(Pt,u). (3.22)
Below, we deduce several estimates from (3.22). Taking the adjoint of (3.22), we obtain
for any tensor F :
‖Λ−1∇/F‖L2(Pt,u) . ‖F‖L2(Pt,u). (3.23)
Also, (3.3) and (3.22) imply for any tensor F on Pt,u:
‖Λ−1F‖Lp(Pt,u) . ‖F‖L2(Pt,u) for all 2 ≤ p < +∞. (3.24)
Taking the adjoint of (3.24) yields:
‖Λ−1F‖L2(Pt,u) . ‖F‖Lp(Pt,u) for all 1 < p ≤ 2. (3.25)
Interpolating between the identity and Λ−1, we deduce form (3.25):
‖Λ−aF‖L2(Pt,u) . ‖F‖Lp(Pt,u) for all 0 < a < 1,
2
1 + a
< p ≤ 2. (3.26)
The proposition below completes the estimates for the heat flow recalled at the beginning
of the section:
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Proposition 3.10 Let a ∈ R and d > 0. We have the following estimates for the non-
homogeneous heat equation:
τ‖U(τ)F‖2L2(Pt,u) +
∫ τ
0
τ ′‖∇/U(τ ′)F‖2L2(Pt,u)dτ ′ . ‖Λ−1F‖2L2(Pt,u), (3.27)
‖ΛaV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ΛaV (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
∫
Pt,u
Λ2aV (τ ′)F (τ ′)dµudτ
′, (3.28)
τ 2d‖V (τ)‖2L2(Pt,u) +
∫ τ
0
τ ′
2d‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
∫
Pt,u
τ ′
2d
V (τ ′)F (τ ′)dµudτ
′
+
∫ τ
0
τ ′
2d−1‖V (τ ′)‖2L2(Pt,u)dτ ′. (3.29)
Finally, we conclude this section by recalling the sharp Bernstein inequality for scalars
obtained in [10]. It is derived under the additional assumption that the Christoffel symbols
ΓABC of the coordinate system (3.1) on Pt,u verify:∑
A,B,C
∫
U
|ΓABC |2dx1dx2 ≤ c−1, (3.30)
with a constant c > 0 independent of u and where U is a coordinate chart.
Remark 3.11 The existence of a covering of Pt,u by coordinate charts satisfying (3.1)
and (3.30) with a constant c > 0 and the number of charts independent of u will be shown
in section 4.2.1.
Let 0 ≤ γ < 1, and let Kγ be defined by:
Kγ := ‖Λ−γK‖L2(Pt,u). (3.31)
Then, we have the following sharp Bernstein inequality for any scalar function f on Pt,u,
0 ≤ γ < 1, any j ≥ 0, and an arbitrary 2 ≤ p <∞ (see [10]):
‖Pjf‖L∞(Pt,u) . 2j
(
1 + 2−
j
p
(
K
1
p(1−γ)
γ +K
1
2p
γ
)
+ 1
)‖f‖L2(Pt,u) (3.32)
‖P<0f‖L∞(Pt,u) .
(
1 +K
2
p(1−γ)
γ +K
1
2p
γ
)‖f‖L2(Pt,u). (3.33)
Also, the Bochner identity (3.5) together with the properties of Λ implies the following
inequality (see [10]):∫
Pt,u
|∇/ 2f |2 .
∫
Pt,u
|∆/ f |2 + (K 21−γγ +Kγ) ∫
Pt,u
|∇/ f |2. (3.34)
Thus, we need to bound Kγ in order to be able to use (3.32), (3.33), and (3.34). For
ℜ(α) < 0, we will use the fact that for any tensor F on Pt,u:
‖Λ−αF‖2L2(Pt,u) . ‖P<0F‖2L2(Pt,u) +
+∞∑
j=0
2−2αj‖PjF‖2L2(Pt,u). (3.35)
which follows from the methods in [10].
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Remark 3.12 The starting point for the proof of the estimates (3.32)-(3.34) in [10] is
the following estimate for the L∞ norm of any tensor F on Pt,u:
‖F‖L∞ . ‖∇/ 2F‖
1
p
L2(Pt,u)
(‖∇/F‖
p−2
p
L2(Pt,u)
‖F‖
1
p
L2(Pt,u)
+ ‖F‖
p−1
p
L2(Pt,u)
) + ‖∇/F‖L2(Pt,u) (3.36)
which is valid for any 2 ≤ p < +∞. This estimate requires the assumption (3.30).
3.3 Hodge systems
We consider the following Hodge operators acting on 2 surface Pt,u:
1. The operator D1 takes any 1-form F into the pairs of functions (div/F , curl/F ).
2. The operator D2 takes any Pt,u tangent symmetric, traceless tensor F into the Pt,u
tangent one form div/F .
3. The operator ∗D1 takes the pair of scalar functions (ρ, σ) into the Pt,u-tangent 1-form
−∇/ ρ+ (∇/ σ)⋆.
4. The operator ∗D2 takes 1-forms F on Pt,u into the 2-covariant, symmetric, traceless
tensors −1
2
L̂Fγ with LFγ the traceless part of the Lie derivative of the metric γ
relative to F , i.e.
(̂LFγ)ab = ∇/ bFa +∇/ aFb − (div/F )γab.
Observe that ∗D1, resp. ∗D2 are the L2 adjoints of D1, respectively D2.
We record the following simple identities,
∗D1 · D1 = −∆/ +K, D1 · ∗D1 = −∆/ , (3.37)
∗D2 · D2 = −1
2
∆/ +K, D2 · ∗D2 = −1
2
(∆/ +K). (3.38)
Using integration by parts, this immediately yields the following identities for Hodge
systems:
Proposition 3.13 Let (Pt,u, γ) be a two dimensional manifold with Gauss curvature K.
i.) The following identity holds for vectorfields F on Pt,u:∫
Pt,u
(|∇/F |2 +K|F |2) = ∫
Pt,u
(|div/F |2 + |curl/F |2) = ∫
Pt,u
|D1F |2 (3.39)
ii.) The following identity holds for symmetric, traceless, 2-tensorfields F on Pt,u:∫
Pt,u
(|∇/F |2 + 2K|F |2) = 2 ∫
Pt,u
|div/ F |2 = 2
∫
Pt,u
|D2F |2 (3.40)
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iii.) The following identity holds for pairs of functions (ρ, σ) on Pt,u:∫
Pt,u
(|∇/ ρ|2 + |∇/ σ|2) = ∫
Pt,u
| − ∇/ ρ+ (∇/ σ)⋆|2 =
∫
Pt,u
|∗D1(ρ, σ)|2 (3.41)
iv.) The following identity holds for vectors F on Pt,u,∫
Pt,u
(|∇/F |2 −K|F |2) = 2 ∫
Pt,u
|∗D2F |2 (3.42)
We recall the following estimate from [10]. Let 0 ≤ γ < 1 and let F a Pt,u-tangent
tensor. Then, we have∫
Pt,u
K|F |2 . ‖Λ−γK‖L∞t L2x′‖∇/F‖
1+γ
L2(Pt,u)
‖F‖1−γL2(Pt,u).
Together with Proposition 3.13, we immediately obtain the following corollary.
Corollary 3.14 Assume that ‖Λ−γK‖L∞t L2x′ . ε for some 0 ≤ γ < 1. The following
estimates hold on an arbitrary 2-surface Pt,u:
i.) Let a Pt,u-tangent 1-form H, and let the pair of scalars F = (ρ, σ) such that
div/H = ρ, curl/H = σ. Then, we formally write H = D−11 F , and we have the following
estimate
‖∇/ · D−11 F‖L2(Pt,u) . ‖F‖L2(Pt,u) + ε‖D−11 F‖L2(Pt,u) (3.43)
ii.) Let a Pt,u-tangent symmetric, traceless, 2-tensorfields F , and let the Pt,u tangent
1-forms H such that div/ F = H. Then, we formally write F = D−12 H, and we have the
following estimate
‖∇/ · D−12 F‖L2(Pt,u) . ‖F‖L2(Pt,u) + ε‖D−12 F‖L2(Pt,u) (3.44)
iii.) Let (ρ, σ) a pair of scalars on Pt,u, and let the Pt,u-tangent L
2 1-forms F such
that −∇/ ρ + (∇/ σ)⋆ = F . Then, we formally write (ρ, σ) = ∗D−11 F , and we have the
following estimate
‖∇/ · ∗D−11 F‖L2(Pt,u) . ‖F‖L2(Pt,u) (3.45)
iv.) Let a Pt,u tangent 1-form H, and let F the Pt,u-tangent 2-forms such that
∗D2H = F . Then, we formally write H = ∗D−12 F , and we have the following estimate
‖∇/ · ∗D−12 F‖L2(Pt,u) . ‖F‖L2(Pt,u) + ε‖∗D−12 F‖L2(Pt,u). (3.46)
In view of (3.43), (3.44), (3.45) and (3.46), we have schematically
‖∇/ · D−1F‖L2(Pt,u) . ‖F‖L2(Pt,u) + ε‖D−1F‖L2(Pt,u), (3.47)
where D = D1, D2, ∗D1 or ∗D2. Note that Pt,u is a non compact two dimensional surface,
so that ‖D−1F‖L2(Pt,u) is not controlled by ‖F‖L2(Pt,u). However, recall from Remark 2.14
29
that there is a compact set U˜ ofM∩{0 ≤ t ≤ 1} of diameter of order 1, such that (M, g)
is smooth, small and asymptotically flat outside of U˜ . Then, relying on the coordinate
charts on Pt,u satisfying (3.1), we easily obtain for any scalar f on Pt,u
‖f‖L2(Pt,u∩U˜) . ‖∇/ f‖L2(Pt,u).
Choosing f = |F |, we deduce for any tensor F
‖F‖L2(Pt,u∩U˜) . ‖∇/F‖L2(Pt,u).
In view of (3.47), this yields, schematically
‖∇/ · D−1F‖L2(Pt,u) + ‖D−1F‖L2(Pt,u∩U˜) . ‖F‖L2(Pt,u) + ε‖D−1F‖L2(Pt,u\Pt,u∩U˜), (3.48)
where D = D1, D2, ∗D1 or ∗D2. Due to the fact that (M, g) is smooth, small and
asymptotically flat outside of U˜ as recalled above, all scalars and tensors estimated in
this paper will be sufficiently smooth and decaying in outside of U˜ so that the last term
in the right-hand side will always be harmless. For the simplicity of the exposition, we
omit this term. Thus, by a slight abuse of notation, we will use the following estimate in
the rest of the paper
‖∇/ · D−1F‖L2(Pt,u) + ‖D−1F‖L2(Pt,u) . ‖F‖L2(Pt,u), (3.49)
where D = D1, D2, ∗D1 or ∗D2.
Remark 3.15 The estimate (3.49) together with the Gagliardo-Nirenberg inequality (3.3)
yields for any 2 ≤ p < +∞:
‖D−1F‖Lp(Pt,u) . ‖F‖L2(Pt,u)
where F is a Pt,u-tangent tensor and D−1 denotes one of the operators D−11 , D−12 , ∗D−11 ,
∗D−1. We also obtain the dual inequality for any 1 < p ≤ 2:
‖D−1F‖L2(Pt,u) . ‖F‖Lp(Pt,u).
The following lemma generalizes Remark 3.15.
Lemma 3.16 For all 1 < p ≤ 2 ≤ q < +∞ such that 1
p
< 1
q
+ 1
2
, we have:
‖D−1F‖Lq(Pt,u) . ‖F‖Lp(Pt,u),
where F is a Pt,u-tangent tensor and D−1 denotes one of the operators D−11 , D−12 , ∗D−11 ,
∗D−1.
Proof Let F, p, q as in the statement of Lemma 3.16. We decompose ‖D−1F‖Lq(Pt,u)
using the property (3.15) of the geometric Littlewood-Paley projections:
‖D−1F‖Lq(Pt,u) . ‖P<0D−1F‖Lq(Pt,u) +
∑
l≥0
‖PlD−1F‖Lq(Pt,u). (3.50)
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We focus on the second term in the right-hand side of (3.50), the other being easier to
handle. Since 2 ≤ q < +∞, we may use the weak Bernstein inequality for Pl:
‖PlD−1F‖Lq(Pt,u) . 2l(1−
2
q
)‖PlD−1F‖L2(Pt,u) (3.51)
. 2l(1−
2
q
)‖PlD−1‖L(Lp(Pt,u),L2(Pt,u))‖F‖Lp(Pt,u)
. 2l(1−
2
q
)‖D−1Pl‖L(L2(Pt,u),Lp′(Pt,u))‖F‖Lp(Pt,u)
where p′ is the conjugate exponent of p, i.e. 1
p
+ 1
p′
= 1, and where we used the fact that
D−11 is the adjoint of D−1.
Next, we evaluate ‖D−11 Pl‖L(L2(Pt,u),Lp′ (Pt,u)). Using the Gagliardo-Nirenberg inequality
(3.3), we have for any scalar function f on Pt,u:
‖D−1Plf‖Lp′(Pt,u) . ‖∇/D−1Plf‖
1− 2
p′
L2(Pt,u)
‖D−1Plf‖
2
p′
Lp′(Pt,u)
. ‖D−1Pl‖
2
p′
L(L2(Pt,u))
‖f‖L2(Pt,u)
. ‖PlD−1‖
2
p′
L(L2(Pt,u))
‖f‖L2(Pt,u)
. 2
− 2l
p′ ‖f‖L2(Pt,u),
where we used the L2 boundedness and the finite band property for Pl, the estimate (3.49)
for D−1 and the estimate (3.49) for D−1. This yields:
‖D−11 Pl‖L(L2(Pt,u),Lp′ (Pt,u)) . 2−
2l
p′
which together with (3.50) and (3.51) implies:
‖D−1F‖Lq(Pt,u) .
(
1 +
∑
l≥0
2
l(1− 2
q
− 2
p′
)
)
‖F‖Lp(Pt,u)
.
(
1 +
∑
l≥0
2l(−1−
2
q
+ 2
p
)
)
‖F‖Lp(Pt,u)
. ‖F‖Lp(Pt,u),
where we used the fact that 1
p
< 1
q
+ 1
2
in the last inequality. This concludes the proof of
Lemma 3.16.
We end this section with an algebraic expression for the commutators between L and
D−11 , D−12 , ∗D−11 .
Lemma 3.17 Let D−1 be any of the operators D−11 , D−12 , ∗D−11 . Then,
[L,D−1] = D−1[D, L]D−1 (3.52)
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3.4 Calculus inequalities on Hu
For all integrable function f on Hu, the coarea formula implies:∫
H
fdH =
∫ 1
0
∫
Pt,u
fbdµt,udt. (3.53)
It is also well-known that for a scalar function f :
d
dt
(∫
Pt,u
fdµt,u
)
=
∫
Pt,u
(nL(f) + ntrχf) dµt,u. (3.54)
We have the classical Sobolev inequality on H:
Lemma 3.18 For any tensor F on H, we have:
‖F‖L6(Hu) . N1(F ), (3.55)
and
‖F‖L∞t L4x′ . N1(F ). (3.56)
Proof Using (3.2), we have:
‖F (t, .)‖6L6(Pt,u) = ‖|F (t, .)|3‖2L2(Pt,u)
. ‖∇/F (t, .) · F (t, .)|F (t, .)|‖2L1(Pt,u)
. ‖∇/F (t, .)‖2L2(Pt,u)‖F (t, .)‖4L4(Pt,u),
which yields:
‖F‖L6(Hu) . ‖∇/F‖
1
3
L2(Hu)
‖F‖
2
3
L∞t L
4
x′
. (3.57)
Using (3.54) and (3.55), we have:
‖F (t, .)‖4L4(Pt,u) = ‖F (0, .)‖4L4(P0,u)
+4
∫ t
0
∫
Pτ,u
nDLF (τ, x
′) · F (τ, x′)|F (τ, x′)|2dτdµτ,u
+
∫ t
0
∫
Pτ,u
trχ|F (τ, x′)|4dτdµτ,u
. ‖F (0, .)‖4L4(P0,u) + ‖DLF‖L2(Hu)‖F‖3L6(Hu)
+‖trχ‖L∞(Hu)‖F‖4L4(Hu)
. ‖F (0, .)‖4L4(Hu) +N1(F )4 + ‖F‖4L6(Hu).
(3.58)
Replacing F with ϕ(t)F where ϕ is a smooth function such that ϕ(0) = 1 and ϕ(1) = 0,
and proceeding as in (3.58), we obtain:
‖F (0, .)‖4L4(P0,u) = −4
∫ 1
0
∫
Pτ,u
nϕ(τ)4DLF (τ, x
′) · F (τ, x′)|F (τ, x′)|2dτdµτ,u
−4
∫ 1
0
∫
Pτ,u
ϕ′(τ)ϕ(τ)3|F (τ, x′)|4dτdµτ,u
−
∫ t
0
∫
Pτ,u
trχϕ(τ)4|F (τ, x′)|4dτdµτ,u
. N1(F )4 + ‖F‖4L6(Hu),
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which together with (3.58) yields:
‖F (t, .)‖L4(Pt,u) . N1(F ) + ‖F‖L6(Hu).
Taking the supremum in t yields
‖F‖L∞t L4x′ . N1(F ) + ‖F‖L6(Hu). (3.59)
Finally, (3.57) and (3.59) imply (3.55) and (3.56). This concludes the proof.
Lemma 3.19 For any tensor F :
‖F‖L∞t L2x′ . ‖DLF‖
1
2
L2(Hu)
‖F‖
1
2
L2(Hu)
+ ‖F‖L2(Hu). (3.60)
Furthermore, if F (0, .) belongs to L2(P0,u), we have:
‖F‖L∞t L2x′ . ‖F (0, .)‖L2(P0,u) + ‖DLF‖L2(Hu). (3.61)
Proof Using (3.54), we have:
‖F (t, .)‖2L2(Pt,u) = ‖F (0, .)‖2L2(P0,u)
+2
∫ t
0
∫
Pτ,u
nDLF (τ, x
′) · F (τ, x′)dτdµτ,u
+
∫ t
0
∫
Pτ,u
trχ|F (τ, x′)|2dτdµτ,u
. ‖F (0, .)‖2L2(P0,u) + ‖DLF‖L2(Hu)‖F‖L2(Hu)
+‖trχ‖L∞(Hu)‖F‖2L2(Hu)
. ‖F (0, .)‖2L2(P0,u) + ‖DLF‖L2(Hu)‖F‖L2(Hu) + ‖F‖2L2(Hu).
(3.62)
Replacing F with ϕ(t)F where ϕ is a smooth function such that ϕ(0) = 1 and ϕ(1) = 0,
and proceeding as in (3.62), we obtain:
‖F (0, .)‖2L2(P0,u) = −2
∫ 1
0
∫
Pτ,u
ϕ(τ)2nDLF (τ, x
′) · F (τ, x′)dτdµτ,u
−2
∫ 1
0
∫
Pτ,u
ϕ(τ)′ϕ(τ)|F (τ, x′)|2dτdµτ,u
−
∫ 1
0
∫
Pτ,u
trχϕ(τ)2|F (τ, x′)|2dτdµτ,u
. ‖DLF‖L2(Hu)‖F‖L2(Hu) + ‖F‖2L2(Hu),
which together with (3.62) yields:
‖F (t, .)‖2L2(Pt,u) . ‖DLF‖L2(Hu)‖F‖L2(Hu) + ‖F‖2L2(Hu). (3.63)
Taking the supremum in t yields (3.60).
To obtain (3.61), we combine (3.62) with Gronwall’s lemma. This concludes the proof.
The following lemma will be useful to estimate the various transport equations arising
in the null structure equations. Its proof is immediate.
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Lemma 3.20 Let W and F two Pt,u-tangent tensors such that ∇/ LW = F . Then, for
any p ≥ 1, we have:
‖W‖Lp
x′
L∞t
. ‖W (0)‖Lp(P0,u) + ‖F‖Lp
x′
L1t
. (3.64)
3.5 Calculus inequalities on Σt
Recall that g is the metric induced by g on Σt. A coordinate chart U ⊂ Σt with coordinates
x = (x1, x2, x3) is admissible if, relative to these coordinates, there exists a constant c > 0
such that,
c−1|ξ|2 ≤ gij(p)ξiξj ≤ c|ξ|2, uniformly for all p ∈ U. (3.65)
We assume that Σt can be covered by a global admissible coordinates system, i.e., a chart
satisfying the conditions (3.65) with U = Σt. Furthermore, we assume that the constant
c in (3.65) is independent of t.
Remark 3.21 The existence of a global coordinate system Σt satisfying (3.65) with a
constant c > 0 independent of t will be shown in section 4.2.2.
Lemma 3.22 Let f a real scalar function on Σt. Then:
‖f‖
L
3
2 (Σt)
. ‖∇f‖L1(Σt). (3.66)
Proof We may assume that f has compact support in Σt. In the global coordinate
system x = (x1, x2, x3) on Σt satisfying (3.65), we have:
|f(x1, x2, x3)| 32 =
∣∣∣∣∫ x1
−∞
∂1f(y, x2, x3)dy
∫ x2
−∞
∂2f(x1, y, x3)dy
∫ x3
−∞
∂3f(x1, x2, y)dy
∣∣∣∣12
.
(∫
R
|∂1f(y, x2, x3)|dy
)1
2
(∫
R
|∂2f(x1, y, x3)|dy
)1
2
(∫
R
|∂3f(x1, x2, y)|dy
)1
2
.
Hence, ∫
R3
|f(x1, x2, x3)| 32dx1dx2dx3
.
(∫
R3
|∂1f(x1, x2, x3)|dx1dx2dx3
) 1
2
(∫
R3
|∂2f(x1, x2, x3)|dx1dx2dx3
) 1
2
(∫
R3
|∂3f(x1, x2, x3)|dx1dx2dx3
) 1
2
.
(∫
R3
|∇f(x1, x2, x3)|dx1dx2dx3
) 3
2
.
Now in view of the bootstrap assumption (4.1) (4.4), and the coordinates system proper-
ties (4.23) and (4.24), we have 1
5
≤√|gt| ≤ 5 which together with the previous estimate
yields: (∫
R3
|f(x)| 32
√
|gt|dx1dx2dx3
) 2
3
.
∫
R3
|∇f(x)|
√
|gt|dx1dx2dx3
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as desired.
As a corollary of the estimate (3.66), we may derive the following Sobolev embeddings.
Corollary 3.23 Given an arbitrary tensorfield F on Σt, we have:
‖F‖L3(Σt) . ‖∇F‖L 32 (Σt) (3.67)
and
‖F‖L6(Σt) . ‖∇F‖L2(Σt). (3.68)
Proof We use (3.66) with f = |F |2:
‖F‖2L3(Σt) = ‖|F |2‖L 32 (Σt) . ‖F∇F‖L1(Σt) . ‖∇F‖L 32 (Σt)‖F‖L3(Σt)
which yields (3.67). To obtain (3.68), we use (3.66) with f = |F |4:
‖F‖4L6(Σt) = ‖|F |4‖L 32 (Σt) . ‖|F |
2F∇F‖L1(Σt) . ‖∇F‖L2(Σt)‖F‖3L6(Σt)
which yields (3.68).
As a corollary of (3.66), it is classical to derive the following inequality (for a proof,
see for example [7] page 157):
Corollary 3.24
‖F‖L∞(Σt) . ‖∇F‖Lp(Σt) + ‖F‖Lp(Σt), (3.69)
where p is any real number p > 3.
As a corollary of (3.68) and (3.69), we immediately obtain:
‖F‖L∞(Σt) . ‖∇2F‖L2(Σt) + ‖F‖L2(Σt). (3.70)
Lemma 3.25 For any tensor F on M:
‖F‖L∞u L2(Pt,u) . ‖∇F‖L∞t L2(Σt) + ‖F‖L∞t L2(Σt). (3.71)
and
‖F‖L∞u L2(Pt,u) . ‖∇F‖L∞t L 32 (Σt) + ‖F‖L∞t L2(Σt). (3.72)
Proof We first recall the analogous formula to (3.53) (3.54). For all integrable
functions on Σt, the coarea formula implies:∫
Σt
fdΣt =
∫
u
∫
Pt,u
fbdµt,udu (3.73)
Also, we have for all integrable scalar functions f :
d
du
(∫
Pt,u
fdµt,u
)
=
∫
Pt,u
b(∇Nf + trθf)dµt,u (3.74)
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where θ is the second fundamental form of Pt,u in Σt, i.e. θij = ∇iNj. Note that from the
definition of k, χ and θ, we have:
χAB =< DAL, eB >=< ∇AT, eB > + < ∇AN, eB >= −kAB + θAB. (3.75)
The proof of (3.71) is easier, so we focus on (3.72). Using (3.73)-(3.75), we obtain:
|F |2L∞u L2x′ .
∫
u
∫
Pt,u
(2F · ∇NF + trθ|F |2)dµt,udx′
. |∇NF |L∞t L 32 (Σt)|F |L∞t L3(Σt) + |trχ|L∞|F |
2
L∞t L
2(Σt)
+|trk|L∞t L6(Σt)|F |L∞t L3(Σt)|F |L∞t L2(Σt)
. |∇F |2
L∞t L
3
2 (Σt)
+ |F |2L∞t L2(Σt) (3.76)
where we have used the bootstrap assumptions (4.3) (4.4) and the Gagliardo-Nirenberg
inequality (3.67) in the last inequality. Since the order in which we take the supremum
over t and u does not matter, we obtain (3.72) by taking the supremum over t in (3.76).
We have the following corollary of the estimate (3.72):
Corollary 3.26 For any tensor F on M, we have
‖F‖L∞t L4x′ . ‖∇F‖L∞t L2(Σt) + ‖F‖L∞t L2(Σt). (3.77)
Proof Using (3.72) with F replaced by |F |2, we obtain
‖F‖2L∞u L4(Pt,u) . ‖F · ∇F‖L∞t L 32 (Σt) + ‖F‖
2
L∞t L
4(Σt)
. ‖F‖L∞t L6(Σt)‖∇F‖L∞t L2(Σt) + ‖F‖
3
4
L∞t L
6(Σt)
‖F‖
1
4
L∞t L
2(Σt)
. ‖∇F‖L∞t L2(Σt) + ‖F‖L∞t L2(Σt),
where we used in the last inequality the Sobolev embedding (3.68). This concludes the
proof of the corollary.
Proposition 3.27 For any tensor F on Σt, we have the following inequality:
‖∇2F‖L2(Σt) . ‖∆F‖L2(Σt) + ‖F‖L2(Σt). (3.78)
Proof We recall the Bochner identity on the 3 dimensional manifold Σt for a tensor
F : ∫
Σt
|∇2F |2dΣt =
∫
Σt
|∆F |2dΣt −
∫
Σt
(Rt)ij∇iFl∇jFldΣt (3.79)
+
∫
Σt
(Rt)ijlm∇mFj∇lFidΣt −
∫
Σt
(Rt)ijlm(Rt)inmlFmFndΣt
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where Rt is the curvature tensor of the induced metric on Σt. The bound (4.30) on Rt
together with the Sobolev inequality (3.68) and (3.79) implies:∫
Σt
|∇2F |2dΣt . ‖∆f‖2L2(Σt) + ‖Rt‖L2(Σt)‖∇F‖2L4(Σt) + ‖Rt‖2L2(Σt)‖F‖2L∞(Σt)
. ‖∆F‖2L2(Σt) + ε‖∇F‖
1
2
L2(Σt)
‖∇F‖
3
2
L6(Σt)
+ ε2(‖∇2F‖2L2(Σt) + ‖F‖2L2(Σt))
. ‖∆F‖2L2(Σt) + ‖∇F‖
1
2
L2(Σt)
‖∇2F‖
3
2
L2(Σt)
which yields (3.78).
Proposition 3.28 For any tensor F on Σt, we have the following inequality:
‖F‖L∞(Σt) . ‖F‖L2(Σt) + ‖∇F‖L2(Σt) + ‖∇/∇F‖L2(Σt). (3.80)
Proof Using (3.4) with p = 4, we have:
‖F‖L∞(Σt) . ‖∇/F‖L∞u L4(Pt,u) + ‖F‖L∞u L4(Pt,u). (3.81)
Pick any real number u0. Now, using the coarea formula (3.73) and (3.74), as well as the
Sobolev embedding (3.68), we have:
‖∇/F (u, .)‖4L∞u L4(Pt,u) + ‖F (u, .)‖4L∞u L4(Pt,u) (3.82)
. ‖∇/F (u0, .)‖4L∞u L4(Pt,u) + ‖F (u0, .)‖4L∞u L4(Pt,u) +
∫
Σt
∇N∇/F · ∇/F |∇/F |2
+
∫
Σt
|∇/F |4(trθ + b−1∇Nb) +
∫
Σt
∇NF · F |F |2 +
∫
Σt
|F |4(trθ + b−1∇Nb)
. ‖∇/F (u0, .)‖4L∞u L4(Pt,u) + ‖F (u0, .)‖4L∞u L4(Pt,u) + ‖∇/N∇/F‖L2(Σt)‖∇/F‖3L6(Σt)
+‖∇/NF‖L2(Σt)‖F‖3L6(Σt) + (‖∇/F‖4L6(Σt) + ‖F‖L6(Σt))(‖trθ‖2L3(Σt) + ‖b−1∇Nb‖L3(Σt))
. ‖∇/F (u0, .)‖4L∞u L4(Pt,u) + ‖F (u0, .)‖4L∞u L4(Pt,u) + ‖[∇/N ,∇/ ]F‖4L2(Σt) + ‖∇/∇F‖4L2(Σt)
+‖∇F‖L2(Σt),
where we used in the last inequality the estimates (2.67)-(2.69) for b and trθ.
In view of (3.81) and (3.82), we need to estimate ‖[∇N ,∇/ ]F‖L2(Σt). Using the com-
mutator formula (2.47), we have:
‖[∇N ,∇/ ]F‖L2(Σt) . ‖θ‖L∞u L4(Pt,u)‖∇/F‖L2uL4(Pt,u) + ‖b−1∇/ b‖L∞u L4(Pt,u)‖∇/NF‖L2uL4(Pt,u)
+ (‖χ‖L4(Σt)(‖ǫ‖L4(Σt) + ‖ξ‖L4(Σt)) + ‖χ‖L4(Σt)‖ζ‖L4(Σt)
+‖β‖L2(Σt) + ‖β‖L2(Σt))‖F‖L∞(Σt)
. Dε‖∇/ 2F‖L2(Σt) +Dε‖∇/∇NF‖L2(Σt) +Dε‖F‖L∞(Σt)
. Dε‖∇/∇F‖L2(Σt) +Dε‖F‖L∞(Σt), (3.83)
where we have used the curvature bound (2.59) for β and β, the bootstrap assumptions
(4.1)-(4.6) for b, θ, χ, χ, ζ and ξ, and the estimate:
‖H‖L∞u L4(Pt,u) = ‖H‖L∞t L4x′ . N1(H),
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which is valid for any tensor H and follows from (3.59).
Now, in view of (3.81)-(3.83), we have for any real number u0:
‖F‖L∞(Σt) + ‖∇/F‖L∞u L4(Pt,u) + ‖F‖L∞u L4(Pt,u)
. ‖∇/F (u0, .)‖4L∞u L4(Pt,u) + ‖F (u0, .)‖4L∞u L4(Pt,u) + ‖∇/∇F‖L2(Σt) + ‖∇F‖L2(Σt)
+Dε‖F‖L∞(Σt),
which yields:
‖F‖L∞(Σt) + ‖∇/F‖L∞u L4(Pt,u) + ‖F‖L∞u L4(Pt,u) (3.84)
. ‖∇/F (u0, .)‖4L∞u L4(Pt,u) + ‖F (u0, .)‖4L∞u L4(Pt,u) + ‖∇/∇F‖L2(Σt) + ‖∇F‖L2(Σt).
Let ϕ a smooth compactly supported scalar function on Σt. Applying (3.84) respectively
to ϕF with u0 outside of the support of ϕ, and then to F with u0 inside the support of
ϕ finally yields (3.80). This concludes the proof of the proposition.
For the following proposition, we assume that for each δ > 0, there exists a constant
C(δ) > 0 and a finite covering of Σt by charts U with coordinates systems relative to
which we have
(1 + δ)−1|ξ|2 ≤ gij(p)ξiξj ≤ (1 + δ)|ξ|2, p ∈ U (3.85)
and ∫
U
|∂2gij |2
√
|g|dx ≤ C(δ). (3.86)
Remark 3.29 The existence of a finite covering of Σt by coordinates systems relative to
which we have (3.85) (3.86) with C(δ) and the number of charts being independent of t
will be shown in section 4.2.3.
Proposition 3.30 Assume that for each δ > 0, there is a finite covering of Σt by coordi-
nates systems relative to which we have (3.85) (3.86). For an arbitrary tensorfield F on
Σt, we have the following inequality:
‖∇2F‖
L
3
2 (Σt)
. ‖∆F‖
L
3
2 (Σt)
+ ‖∇F‖L2(Σt). (3.87)
Proof (3.87) may be reduced by partition of unity to the case where F has compact
support in a coordinate chart U . Let x = (x1, x2, x3) a coordinate system on U satisfying
(3.85) (3.86). We have:
‖∇2F − ∂2F‖
L
3
2 (U)
. ‖(gij − δij)∂2F‖L 32 (U) + ‖∂g∂F‖L 32 (U) + ‖∂
2gF‖
L
3
2 (U)
. ‖gij − δij‖L∞(U)‖∂2F‖L 32 (U) + ‖∂g‖L6(U)‖∇F‖L2(U)
+‖∂2g‖L2(U)(1 + ‖∂g‖L3(U))‖F‖L6(U)
. δ‖∂2F‖
L
3
2 (U)
+ C(δ)‖∇F‖L2(U),
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where we have used the Sobolev embedding (3.68) in the last inequality. Thus, we now
fix δ > 0 small enough such that for a constant C > 0, we have:
‖∇2F − ∂2F‖
L
3
2 (U)
≤ 1
2
‖∂2F‖
L
3
2 (U)
+ C‖∇F‖L2(U). (3.88)
Note that C = C(δ) > 0 is now a fixed number. Similarly, we also have:∥∥∥∥∥∆F −
3∑
j=1
∂2jF
∥∥∥∥∥
L
3
2 (U)
≤ 1
2
∥∥∥∥∥
3∑
j=1
∂2jF
∥∥∥∥∥
L
3
2 (U)
+ C‖∇F‖L2(U), (3.89)
where
∑3
j=1 ∂
2
j is the usual Laplacian in R
3. Now, from usual Calderon-Zygmund theory,
we have:
‖∂2F‖
L
3
2 (U)
.
∥∥∥∥∥
3∑
j=1
∂2jF
∥∥∥∥∥
L
3
2 (U)
which together with (3.88) and (3.89) yields (3.87).
Finally, we have the following useful commutation formula for any scalar function f
on M:
[∆,DT ]f = −2k∇2f + 2n−1∇n∇T (f) + n−1∆nT (f)−∇k∇f − 2n−1k∇n∇f (3.90)
where we used the fact that we are on a maximal foliation (see (2.2)), so that the term
Tr(k)∆f vanishes. We also used the fact that the Einstein equations (1.1) are satisfied,
so that the term of type R∇f vanishes as well. We also provide commutation formulas
with tensors. Let ΠA be an m-covariant tensor tangent to Σt. Then, we have:
∇jDTΠA −DT∇jΠA = kjl∇lΠA + n−1∇jnDTΠA +
∑
i
(n−1kAij∇ln (3.91)
−n−1kjl∇Ain +RTAi(gt)lj −RT l(gt)Aij )ΠA1..lˇ..Am.
For some applications we have in mind, we would like to get rid of the term containing
a DT derivative in the right-hand side of (3.91). This is achieved by considering the
commutator [∇,DnT ] instead of [∇,DT ]:
∇jDnTΠA −DnT∇jΠA = nkjl∇lΠA (3.92)
+
∑
i
(kAij∇ln− kjl∇Ain+ nRTAi(gt)lj − nRT l(gt)Aij )ΠA1..lˇ..Am.
3.6 Geometric Littlewood-Paley theory on Σt
3.6.1 The Gagliardo-Nirenberg inequality on Σt
We first consider the case of Lp(Σt) with 2 ≤ p ≤ 6. Using the Sobolev inequality (3.68)
and interpolation implies for any tensor F on Σt
‖F‖Lp(Σt) . ‖∇F‖
3( 1
2
− 1
p
)
L2(Σt)
‖F‖−
1
2
+ 3
p
L2(Σt)
∀2 ≤ p ≤ 6. (3.93)
Next, we derive the following analog of Lemma 3.22
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Lemma 3.31 Assume that for δ = 1
2
, there is a finite covering of Σt by coordinates
systems relative to which we have (3.85) (3.86). Let f a real scalar function on Σt. Then:
‖f‖L∞(Σt) . ‖∇2f‖
1
2
L2(Σt)
‖∇f‖
1
2
L2(Σt)
+ ‖∇f‖L2(Σt). (3.94)
Proof The statement may be reduced to the case where f has compact support in
an admissible local chart U of Σt satisfying (3.85) (3.86) with δ =
1
2
. Let x = (x1, x2, x3)
denote the corresponding coordinate system. We start by proving the following estimate
on R3
‖f 2‖L∞(R3) . ‖∂f‖L2(R3)‖∂2f‖L2(R3). (3.95)
To this end, we introduce a standard Littlewood-Paley decomposition on R3. Let ϕ a
positive function in C∞0 (R
3) equal to 1 for |ξ| ≤ 1/2 and to 0 for |ξ| ≥ 1. For all
integer p we define the Littlewood-Paley projection ∆p by ∆̂pf(ξ) = ψ(2
−pξ)fˆ(ξ) where
ψ(ξ) = ϕ(ξ/2)−ϕ(ξ). We also define ∆−1 by ∆̂−1f(ξ) = ϕ(ξ)fˆ(ξ). The Littlewood-Paley
decomposition of f is:
f =
∑
p≥−1
∆p(f).
Using the Littlewood-Paley decomposition for f 2, we have:
‖f 2‖L∞(R3) .
∑
j≥−1
‖∆j(f 2)‖L∞(R3) (3.96)
.
∑
j≥−1
2
3j
2 ‖∆j(f 2)‖L2(R3)
.
∑
j,l,m≥−1
2
3j
2 ‖∆j(∆lf∆mf)‖L2(R3).
The expression being symmetric in (l, m), we may assume m ≤ l. We consider the two
cases l ≤ j and j < l separately. If j < l, we use the boundedness of ∆j on L2(R3) and
the Bernstein inequality for ∆m to obtain
‖∆j(∆lf∆mf)‖L2(R3) . 2 3m2 ‖∆lf‖L2(R3)‖∆mf‖L2(R3). (3.97)
If l ≤ j, we use the finite band property for ∆j , ∆l and ∆m, and the Bernstein inequality
for ∆m to obtain
‖∆j(∆lf∆mf)‖L2(R3) . 2−2j‖∆(∆lf∆mf)‖L2(R3) (3.98)
. 2−2j‖∆(∆lf)∆mf‖L2(R3) + 2−2j‖∆lf∆(∆mf)‖L2(R3)
+2−2j‖∇(∆lf)∇(∆mf)‖L2(R3)
. 2−2j(22l+
3m
2 + 2l+
5m
2 + 2
7m
2 )‖∆lf‖L2(R3)‖∆mf‖L2(R3)
. 2−2j+2l+
3m
2 ‖∆lf‖L2(R3)‖∆mf‖L2(R3),
where we used the fact that m ≤ l in the last inequality. Now, (3.97) and (3.98) imply
2
3j
2 ‖∆j(∆lf∆mf)‖L2(R3) . 2−
|j−l|
4
−
|j−m|
4 (22l‖∆lf‖L2(R3))(2m‖∆mf‖L2(R3)).
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Together with (3.96), we infer
‖f 2‖L∞(R3) .
(∑
l≥−1
(22l‖∆lf‖L2(R3))2
)(∑
m≥−1
(2m‖∆mf‖L2(R3))2
)
. ‖∂f‖L2(R3)‖∂2f‖L2(R3),
which is (3.95). Now in view of the assumptions (3.85) (3.86) with δ = 1
2
, we have
1
8
≤ √|gt| ≤ 8 and the estimate ‖Γ‖L3(U) . 1 where Γ is the corresponding Christoffel
symbol, which together with (3.95) yields:
‖f‖L∞(R3)
.
(∫
R3
(|∇2f(x)|+ |Γ(x)||∇f(x)|)2
√
|gt|dx
) 1
2
(∫
R3
|∇f(x)|2
√
|gt|dx
) 1
2
.
((∫
R3
|∇2f(x)|2
√
|gt|dx
) 1
2
+
(∫
R3
|∇f(x)|6
√
|gt|dx
) 1
6
)(∫
R3
|∇f(x)|2
√
|gt|dx
) 1
2
.
Coming back to Σt, we obtain
‖f‖L∞(Σt) . (‖∇2f‖
1
2
L2(Σt)
+ ‖∇f‖
1
2
L6(Σt)
)‖∇f‖
1
2
L2(Σt)
+ ‖∇f‖L2(Σt),
which together with the Sobolev embedding (3.68) yields (3.94).
Let F a tensor on Σt. Then (3.94) with the choice f = |F |2 yields
‖F‖2L∞(Σt) . ‖F · ∇2F + |∇F |2‖
1
2
L2(Σt)
‖F · ∇F‖
1
2
L2(Σt)
+ ‖F · ∇F‖L2(Σt)
. (‖F‖L∞(Σt)‖∇2F‖L2(Σt) + ‖∇F‖2L4(Σt))
1
2 (‖F‖L∞(Σt)‖∇F‖L2(Σt))
1
2
+‖F‖L∞(Σt)‖∇F‖L2(Σt).
Using the Gagliardo-Nirenberg inequality (3.93) to evaluate ‖∇F‖L4(Σt), we deduce
‖F‖2L∞(Σt) . ‖F‖L∞(Σt)‖∇2F‖
1
2
L2(Σt)
‖∇F‖
1
2
L2(Σt)
+ ‖∇2F‖
3
4
L2(Σt)
‖∇F‖
3
4
L2(Σt)
‖F‖
1
2
L∞(Σt)
+‖F‖L∞(Σt)‖∇F‖L2(Σt).
Thus, we finally obtain for any tensor F on Σt
‖F‖L∞(Σt) . ‖∇2F‖
1
2
L2(Σt)
‖∇F‖
1
2
L2(Σt)
+ ‖∇F‖L2(Σt).
Interpolating with the Sobolev embedding (3.68) on Σt, we finally obtain the following
Gagliardo-Nirenberg inequality on Σt
‖F‖Lp(Σt) . ‖∇2F‖
1
2
− 3
p
L2(Σt)
‖∇F‖
1
2
+ 3
p
L2(Σt)
∀6 ≤ p ≤ +∞. (3.99)
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3.6.2 Heat equation on Σt
In this section we study the properties of the heat equation for arbitrary tensorfields F
on Σt.
∂τU(τ)F −∆U(τ)F = 0, U(0)F = F.
Observe that the operators U(τ) are selfadjoint and form a semigroup for τ > 0. In other
words for all, real valued, smooth tensorfields F,G,∫
Σt
U(τ)F ·G =
∫
Σt
F · U(τ)G, U(τ1)U(τ2) = U(τ1 + τ2). (3.100)
We have the following L2(Σt) estimates for the operator U(τ).
‖U(τ)F‖L2(Σt) ≤ ‖F‖L2(Σt), (3.101)
‖∇U(τ)F‖L2(Σt) ≤ ‖∇F‖L2(Σt). (3.102)
They are obtained after multiplication of the Heat equation satisfied by U(τ)F respectively
with U(τ)F and ∆U(τ)F , and then integration over Σt.
In the next proposition we establish a simple Lp(Σt) estimate for U(τ).
Proposition 3.32 For every 2 ≤ p ≤ ∞, we have
‖U(τ)F‖Lp(Σt) ≤ ‖F‖Lp(Σt).
Proof : The proof is identical to the one in [10] on compact 2-surfaces. We reproduce
it here for the convenience of the reader. We shall first prove the Lemma for scalar
functions f . We multiply the equation ∂τU(τ)f − ∆U(τ)f = 0 by
(U(τ)f)2p−1 and
integrate by parts. We get,
1
2p
d
dτ
‖U(τ)f‖2pL2p(Σt) + (2p− 1)
∫
|∇U(τ)f |2|U(τ)f |2p−2 = 0.
Therefore,
‖U(τ)f‖L2p(Σt) ≤ ‖f‖L2p(Σt).
The case when F is a tensorfield can be treated in the same manner with multiplier(|U(τ)F |2)p−1U(τ)F .
3.6.3 Invariant Littlewood-Paley theory on Σt
In this section we shall develop an invariant, fully tensorial, Littlewood-Paley theory on Σt.
We follow the analog construction in [10] for two dimensional compact manifolds. Now, the
results essentially rely on the properties of the heat flow discussed in the previous section.
Since these properties are true for manifolds of arbitrary dimensions, both compact and
noncompact, the results in [10] extend in a straightforward fashion. Thus, we recall below
the main objects introduced in [10], and we refer to [10] for the proofs.
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Definition 3.33 Consider the class M of smooth functions m on [0,∞), vanishing suf-
ficiently fast at ∞, verifying the vanishing moments property:∫ ∞
0
τk1∂k2τ m(τ)dτ = 0, |k1|+ |k2| ≤ N (3.103)
We set, mk(τ) = 2
2km(22kτ) and define the geometric Littlewood -Paley (LP) projec-
tions Qk, associated to the LP- representative function m ∈M, for arbitrary tensorfields
F on Σt to be
QkF =
∫ ∞
0
mk(τ)U(τ)Fdτ (3.104)
Given an interval I ⊂ Z we define
QI =
∑
k∈I
QkF.
In particular we shall use the notation Q<k, Q≤k, Q>k, Q≥k.
Observe that Qk are selfadjoint, i.e., Qk = Q
∗
k, in the sense,
< QkF,G >=< F,QkG >,
where, for any given m-tensors F,G
< F,G >=
∫
Σt
gi1j1 . . . gimjmFi1...imGj1...jmdvolg
denotes the usual L2(Σt) scalar product.
We have the following lemma (see [10] for the proof)
Lemma 3.34 If a, b ∈M so does a ⋆ b defined by
a ⋆ b(τ) =
∫ τ
0
dτ1 a(τ1)b(τ − τ1). (3.105)
Also, (a ⋆ b)k = ak ⋆ bk. In particular if we denote by
(a)Qk and
(b)Qk the LP projections
associated to a, b then,
(a)Qk · (b) Qk = (a⋆b) Qk
Motivated by this Lemma we define:
Definition 3.35 Given a positive integer ℓ we define the class Mℓ ⊂M of LP- represen-
tatives to consist of functions of the form
m¯ = m ⋆m ⋆ . . . ⋆ m = (m⋆)ℓ,
for some m ∈M.
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We have a Littlewood-Paley decomposition thanks to the following lemma (see [10]
for the proof)
Lemma 3.36 For any ℓ ≥ 1 there exists an element m¯ ∈Mℓ such that the LP-projections
associated to m¯ verify: ∑
k
Qk = I. (3.106)
Moreover, the functions m¯ = (⋆m)ℓ and m can be chosen to have compact support on the
open interval (0,∞).
Finally, the following theorem summarizes the main properties of the Littlewood-Paley
decompositions Qk.
Theorem 3.37 The LP-projections Qk associated to an arbitrary m ∈ M verify the
following properties:
i) Lp(Σt)-boundedness For any 1 ≤ p ≤ ∞, and any interval I ⊂ Z,
‖QIF‖Lp(Σt) . ‖F‖Lp(Σt) (3.107)
ii) Lp(Σt)- Almost Orthogonality Consider two families of LP-projections Qk, Q˜k
associated to m and respectively m˜, both in M. For any 1 ≤ p ≤ ∞:
‖QkQ˜k′F‖Lp(Σt) . 2−2|k−k
′|‖F‖Lp(Σt) (3.108)
iii) Bessel inequality ∑
k
‖QkF‖2L2(Σt) . ‖F‖2L2(Σt)
iv) Reproducing Property Given any integer ℓ ≥ 2 and m¯ ∈ Mℓ there exists m ∈ M
such that such that m¯ = m ⋆m. Thus,
(m¯)Qk =
(m) Qk ·(m) Qk.
Whenever there is no danger of confusion we shall simply write Qk = Qk ·Qk.
v) Finite band property For any 1 ≤ p ≤ ∞.
‖∆QkF‖Lp(Σt) . 22k‖F‖Lp(Σt)
‖QkF‖Lp(Σt) . 2−2k‖∆F‖Lp(Σt)
Moreover given m ∈ M we can find m¯ ∈ M such that ∆Qk = 22kP¯k with P¯k the LP
projections associated to m¯.
In addition, the L2(Σt) estimates
‖∇QkF‖L2(Σt) . 2k‖F‖L2(Σt)
‖QkF‖L2(Σt) . 2−k‖∇F‖L2(Σt)
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hold together with the dual estimate
‖Qk∇F‖L2(Σt) . 2k‖F‖L2(Σt)
vi) Bernstein inequality For any 2 ≤ p ≤ +∞
‖QkF‖Lp(Σt) . (23(
1
2
− 1
p
)k + 1)‖F‖L2(Σt),
‖Q<0F‖Lp(Σt) . ‖F‖L2(Σt)
together with the dual estimates
‖QkF‖L2(Σt) . (23(
1
2
− 1
p
)k + 1)‖F‖Lp′(Σt),
‖Q<0F‖L2(Σt) . ‖F‖Lp′(Σt)
Proof We refer to [10] for the proof of i)-v). Next, we turn to the proof of vi). In the
case 2 ≤ p ≤ 6, it is an easy consequence of the Gagliardo-Nirenberg inequality (3.93):
‖QkF‖Lp(Σt) . ‖∇QkF‖
3( 1
2
− 1
p
)
L2(Σt)
‖QkF‖−
1
2
+ 3
p
L2(Σt)
. 23(
1
2
− 1
p
)k‖F‖L2(Σt),
where we used the finite band property and the boundedness on L2(Σt) for Qk. Next, we
consider the case 6 < p ≤ +∞. Using the Gagliardo-Nirenberg inequality (3.99), we have
‖QkF‖Lp(Σt) . ‖∇2QkF‖
1
2
− 3
p
L2(Σt)
‖∇QkF‖
1
2
+ 3
p
L2(Σt)
. (‖∆QkF‖L2(Σt) + ‖QkF‖L2(Σt))
1
2
− 3
p2k(
1
2
+ 3
p
)‖F‖
1
2
+ 3
p
L2(Σt)
. (23(
1
2
− 1
p
)k + 1)‖F‖L2(Σt)
where we used the Bochner inequality (3.78), and the finite band property and the bound-
edness on L2(Σt) for Qk. This concludes the proof of vi), and of the theorem.
3.6.4 Besov spaces on Σt
Using the Littlewood-Paley projections of the previous section, we introduce Besov spaces
on Σt.
Definition 3.38 Let a ≥ 0. We define the Besov norms
‖F‖B̂a =
∑
j≥0
2aj‖QjF‖L2(Σt) + ‖F‖L2(Σt),
where F is an arbitrary tensor on Σt.
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In view of the definition of B̂ 32 and the Bernstein inequality for Qj , we immediately
obtain the following embedding
‖F‖L∞(Σt) . ‖F‖B̂ 32 (Σt) (3.109)
where F is an arbitrary tensor on Σt.
Next, we consider the action of ∇ on B̂ 52 .
Lemma 3.39 Let f a scalar function on Σt. Then, we have the following estimate
‖∇f‖
B̂
3
2
. ‖f‖
B̂
5
2
. (3.110)
Proof We have
‖Qj∇f‖L2(Σt) . ‖Qj∇Q<0f‖L2(Σt) +
∑
l≥0
‖Qj∇Qlf‖L2(Σt). (3.111)
Next, we estimate the right-hand side of (3.111). We start with the case j < l. Using the
finite band property for Qj , we have
‖Qj∇Qlf‖L2(Σt) . 2j‖Qlf‖L2(Σt). (3.112)
Next, we consider the case l ≤ j. Using the finite band property for Qj, we have
‖Qj∇Qlf‖L2(Σt) . 2−2j‖∆∇Qlf‖L2(Σt). (3.113)
Furthermore, we have [∆,∇]h = Rt∇h for any scalar h on Σt, where Rt is the curvature
tensor of the induced metric on Σt. Thus, we obtain
‖∆∇Qlf‖L2(Σt) . ‖∇∆Qlf‖L2(Σt) + ‖[∆,∇]Qlf‖L2(Σt) (3.114)
. ‖∇∆Qlf‖L2(Σt) + ‖Rt∇Qlf‖L2(Σt)
. ‖∇∆Qlf‖L2(Σt) + ‖Rt‖L2(Σt)‖∇Qlf‖L∞(Σt)
. 23l‖Qlf‖L2(Σt) + ‖∇Qlf‖L∞(Σt),
where we used in the last inequality the finite band property for Pl and the bound (4.30)
for Rt. Next, we evaluate the second term in the right-hand side of (3.112). Using the
Gagliardo-Nirenberg inequality (3.99) with p = +∞, we have
‖∇Qlf‖L∞(Σt) . ‖∇3Qlf‖
1
2
L∞(Σt)
‖∇2Qlf‖
1
2
L∞(Σt)
+ ‖∇2Qlf‖L∞(Σt).
Together with the Bochner inequality (3.78) on Σt, we obtain
‖∇Qlf‖L∞(Σt) . (‖∆∇Qlf‖L2(Σt) + ‖∆Qlf‖L2(Σt) + ‖∇Qlf‖L2(Σt))
1
2 (3.115)
×(‖∆Qlf‖L2(Σt) + ‖∇Qlf‖L2(Σt))
1
2 + ‖∆Qlf‖L2(Σt) + ‖∇Qlf‖L2(Σt)
. ‖∆∇Qlf‖
1
2
L2(Σt)
2l‖Qlf‖
1
2
L2(Σt)
+ 22l‖Qlf‖L2(Σt)
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where we used the finite band property for Ql in the last inequality. (3.114) and (3.115)
imply
‖∆∇Qlf‖L2(Σt) . ‖∆∇Qlf‖
1
2
L2(Σt)
2l‖Qlf‖
1
2
L2(Σt)
+ 23l‖Qlf‖L2(Σt),
which yields
‖∆∇Qlf‖L2(Σt) . 23l‖Qlf‖L2(Σt).
Together with (3.113), we obtain
‖Qj∇Qlf‖L2(Σt) . 2−2j+3l‖Qlf‖L2(Σt). (3.116)
Finally, using (3.112) for j < l and (3.116) for j ≥ l, we obtain
2
3j
2 ‖Qj∇Qlf‖L2(Σt) . 2−
|j−l|
2 (2
5l
2 ‖Qlf‖L2(Σt)),
which together with (3.111) and the definition of B̂ 32 implies (3.110). This concludes the
proof of the lemma.
We conclude this section with two estimates for the product in the Besov space B̂ 12 .
Lemma 3.40 We have
‖|F |2‖
B̂
1
2
. (‖∇F‖L2(Σt) + ‖F‖L2(Σt))2 (3.117)
for any tensor F on Σt.
Proof We have
‖Qj(|F |2)‖L2(Σt) .
∑
l,m≥0
‖Qj(QlF ·QmF )‖L2(Σt), (3.118)
where we dropped the terms involving Q<0 which are easier to handle. Next, we estimate
the right-hand side of (3.118). By symmetry, we may assume m ≤ l. We start with the
case j < m. Using the dual Bernstein inequality for Qj, we have
‖Qj(QlF ·QmF )‖L2(Σt) . 2
3j
2 ‖QlF ·QmF‖L1(Σt) . 2
3j
2 ‖QlF‖L2(Σt)‖QmF‖L2(Σt). (3.119)
Next, we consider the case m ≤ j < l. Using the boundedness on L2(Σt) of Qj and
the Bernstein inequality for Qm, we have
‖Qj(QlF ·QmF )‖L2(Σt) . ‖QlF‖L2(Σt)‖QmF‖L∞(Σt) . 2
3m
2 ‖QlF‖L2(Σt)‖QmF‖L2(Σt).
(3.120)
Finally, we consider the case l ≤ j. Using the finite band property for Qj , Ql and Qm,
we have
‖Qj(QlF ·QmF )‖L2(Σt)
. 2−2j‖∆(QlF ·QmF )‖L2(Σt)
. 2−2j‖∆(QlF ) ·QmF‖L2(Σt) + 2−2j‖∇(QlF ) · ∇(QmF )‖L2(Σt)
+2−2j‖QlF ·∆(QmF )‖L2(Σt)
. (2−2j+2l + 2−2j+2m)‖QlF‖L2(Σt)‖QmF‖L∞(Σt) + 2−2j‖∇QlF‖L4(Σt)‖∇QmF‖L4(Σt).
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Together with the Bernstein inequality for Qm, the Gagliardo-Nirenberg inequality (3.93),
and the fact that m ≤ l, we obtain
‖Qj(QlF ·QmF )‖L2(Σt)
. 2−2j+2l+
3m
2 ‖QlF‖L2(Σt)‖QmF‖L2(Σt)
+2−2j‖∇2QlF‖
3
4
L2(Σt)
‖∇QlF‖
1
4
L2(Σt)
‖∇2QmF‖
3
4
L2(Σt)
‖∇QmF‖
1
4
L2(Σt)
.
Using the finite band property for Ql and Qm, the Bochner inequality (3.78) on Σt and
the fact that m ≤ l, we obtain
‖Qj(QlF ·QmF )‖L2(Σt) . 2−2j+2l+
3m
2 ‖QlF‖L2(Σt)‖QmF‖L2(Σt). (3.121)
In the end, (3.119), (3.120) and (3.121) imply
2
j
2‖Qj(QlF ·QmF )‖L2(Σt) . 2−
|l−j|
4
− |m−j|
4 (2l‖QlF‖L2(Σt))(2m‖QmF‖L2(Σt)),
which together with (3.118) and the definition of B̂ 12 implies (3.117). This concludes the
proof of the lemma.
Lemma 3.41 We have
‖fh‖
B̂
1
2
. (‖f‖L∞(Σt) + ‖∇h‖L3(Σt))‖h‖B̂ 12 (3.122)
for any scalars f and h on Σt.
Proof We have
‖Qj(fh)‖L2(Σt) .
∑
l≥0
‖Qj(fQlh)‖L2(Σt), (3.123)
where we dropped the term involving Q<0 which is easier to handle. Next, we estimate
the right-hand side of (3.123). We start with the case j < l. Using the boundedness on
L2(Σt) of Qj , we have
‖Qj(fQlh)‖L2(Σt) . ‖fQlh‖L2(Σt) . ‖f‖L∞(Σt)‖Qlh‖L2(Σt). (3.124)
Next, we consider the case l ≤ j. Using the finite band property for Qj, we have
‖Qj(fQlh)‖L2(Σt) . 2−j‖∇(fQlh)‖L2(Σt)
. 2−j‖∇f‖L3(Σt)‖Qlh‖L6(Σt) + 2−j‖f‖L∞(Σt)‖∇Qlh‖L2(Σt).
Using the Bernstein inequality and the finite band property for Ql, this yields
‖Qj(fQlh)‖L2(Σt) . 2−j+l(‖∇f‖L3(Σt) + ‖f‖L∞(Σt))‖Qlh‖L2(Σt). (3.125)
Finally, (3.124) and (3.125) imply
2
j
2‖Qj(fQlh)‖L2(Σt) . 2−
|l−j|
2 (2
l
2‖Qlh‖L2(Σt)),
which together with (3.123) and the definition of B̂ 12 implies (3.122). This concludes the
proof of the lemma.
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4 Regularity with respect to (t, x)
This section is devoted to the proof of Theorem 2.18. We assume the following bootstrap
assumptions:
‖n− 1‖L∞(Hu) + ‖b− 1‖L∞(Hu) ≤
1
10
, (4.1)
‖∇n‖L∞t L2x′ + ‖∇
2n‖L∞t L2x′ + ‖∇DTn‖L∞t L2x′ +N2(b) + ‖L(b)‖L2x′L∞t ≤ Dε, (4.2)
N1(k) + ‖∇/ Lǫ‖L2(Hu) + ‖DLδ‖L2(Hu) + ‖ǫ‖L∞x′L2t + ‖δ‖L∞x′L2t ≤ Dε, (4.3)
‖trχ‖L∞(Hu) + ‖∇/ trχ‖L2
x′
L∞t
+ ‖Ltrχ‖L2
x′
L∞t
≤ Dε, (4.4)
‖χ̂‖L2
x′
L∞t
+N1(χ̂) + ‖∇/ Lχ̂‖L2(Hu) ≤ Dε, (4.5)
‖ζ‖L2
x′
L∞t
+N1(ζ) ≤ Dε, (4.6)
where D > 0 is a large enough constant. We will improve on these estimates. To this end,
we show in section 4.1 that the null hypersurfacesHu are well-behaved for 0 ≤ t ≤ 1, in the
sense that there are neither caustics nor intersection of distinct null geodesics generating
Hu. In section 4.2, we construct coordinate systems on Pt,u and Σt needed for the validity
of the estimates derived in section 3. In section 4.3, we derive an estimate for the Gauss
curvature K necessary to obtain a useful strong Bernstein inequality, as well as a useful
Bochner inequality on Pt,u. In sections 4.4 and 4.5, we improve on the bootstrap bounds
for n and k in (4.1)-(4.3), with the exception of the trace estimates for ǫ and δ in (4.3).
In section 4.6, we show how to infer estimates in the time foliation from corresponding
estimates in the geodesic foliation obtained in [14]. This allows us to improve on the L∞
bound for trχ and the trace bounds on χ̂ and ζ in the bootstrap bounds (4.4) and (4.6).
In section 4.7, we improve on the bootstrap bound (4.3) for the trace estimates of δ and ǫ.
In section 4.8, we improve on the bootstrap bounds for b in (4.1) (4.2), and we also derive
an estimate for b in L∞t L
4
x′ . Finally, we improve on the remaining bootstrap bounds in
(4.4)-(4.6) in section 4.9.
Remark 4.1 This section concerns the regularity of the foliation generated by u on M
with respect to (t, x). Thus, the dependance in the angle ω ∈ S2 plays no role in this
section.
4.1 Lower bound on the injectivity radius on Hu
The control we obtain on the geometric quantities associated to our foliation is only valid
as long as no caustic form and null geodesics do not intersect on Hu. The goal of this
section is to prove the absence of caustic and that null geodesics do not intersect at least
until t = 1, i.e. the null radius of injectivity of Hu is at least 1. In addition to the bound
(2.59) on the curvature tensor R of g, we make the following regularity assumption on g.
There exists a coordinate chart on M such that
‖g‖C2(M) ≤M, (4.7)
where M is a very large constant.
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Remark 4.2 The assumption (4.7) is only used to prove the absence of caustic and that
null geodesics do not intersect at least until t = 1, which is a qualitative property. On
the other hand, we only rely on the bound (2.59) on R to prove the various quantitative
bounds of Theorems 2.18, 2.19, 2.20 and 2.23.
For (0, x) in Σ0, recall the definition in Remark 2.2 of the null geodesic κx(t). For all
0 ≤ t ≤ 1, let Φt : Σ0 → Σt defined by Φt(0, x) = κx(t). We have Φ0(0, x) = (0, x) on Σ0
which together with (4.7) and the global inversion theorem shows that Φt is a C
1 global
diffeomorphism from Σ0 to Σt for 0 ≤ t ≤ 1100M . We define t0 ≥ 0 as the supremum of
0 ≤ t ≤ 1 such that Φt is bijective from Σ0 to Σt. Our goal is to show that we have in fact
t0 = 1. We will first show the absence of caustic which is a consequence of the fact that
Φt is locally injective. We will then show that Σt is covered by the u-foliation which is
equivalent to the surjectivity of Φt. Finally, we will show the nonintersection of distinct
null geodesics which is equivalent to the global injectivity of Φt.
Remark 4.3 As long as 0 ≤ t < t0, there are no caustics and no distinct null geodesic
intersections. Thus, we may assume that the u-foliation exists and satisfies the bounds
(4.1)-(4.6) given by the bootstrap assumptions. Furthermore, we may assume the identity
(2.12) for the null geodesics κx(t).
4.1.1 Absence of caustic
The absence of caustic is equivalent to the absence of conjugate points and is a conse-
quence of the fact that Φt is locally injective. Since Φt preserves the u-foliation, it is
enough to show that Φt is locally injective as a map from P0,u to Pt,u. We will actually
show that Φt as a map from P0,u to Pt,u is a local C
1 diffeomorphism.
Let (0, x) a point in P0,u. From (2.12), we have κ
′
x(t) = b
−1Lκx(t) for all 0 ≤ t < t0.
Since Φt(0, x) = κx(t), we obtain the following differential equation for the Jacobian
matrix DΦt of Φt:
d
dt
(DΦt) = b
−1χ(DΦt, eb)eb
which together with the fact that χ is symmetric yields:
d
dt
(
det
(
DΦt(DΦt)
T
))
= 2b−1trχ det
(
DΦt(DΦt)
T
)
and after integration in time:
det
(
DΦt(DΦt)
T
)
= exp
(
2
∫ t
0
b−1trχdτ
)
∼ 1 (4.8)
where we used the bootstrap assumption (4.4). In particular, the local inversion Theorem
together with (4.8) and (4.7) yields the fact that Φt as a map from P0,u to Pt,u is a local
C1 diffeomorphism. In particular, no caustic form for all 0 ≤ t < t0.
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4.1.2 Covering of Σt by the u-foliation
We will prove that for all 0 ≤ t < t0, Σt is covered by the u-foliation, i.e.:
Σt = ∪uPt,u
which is equivalent to the surjectivity of Φt as a map from Σ0 to Σt.
Let A = {t /Σt = ∪uPt,u}. We start by showing that A is closed in 0 ≤ t < t0.
Consider a sequence of times tp → t such that tp belongs to A for all p. Let (t, x) an
arbitrary point in Σt. There exists a sequence (tp, xp) in Σtp such that (tp, xp) converges
to (t, x). Since (tp, xp) is in Σtp and tp belongs to A, (tp, xp) belong to ∪Σtp and therefore
there is (0, x0p) in Σ0 such that (tp, xp) = κx0p(tp). Now, the bound (4.7) together with the
fact that (tp, xp) is a bounded sequence implies that (0, x
0
p) is a bounded sequence in Σ0.
Thus, up to a subsequence, it converges to (0, x0) in Σ0. Finally, using again the bound
(4.7) together with the fact that tp converges to t and (0, x
0
p) converges to (0, x0) implies
that κx0p(tp) converges to κx0(t). Thus, (t, x) = κx0(t) which shows that (t, x) belongs to
∪uPt,u. Therefore, t belongs to A which implies that A is closed.
Let us now prove that A is open in 0 ≤ t < t0. Let t ∈ A and consider times t satisfying
|t− t| < 1
100M
where M is the constant appearing in (4.7). Let (t, x0) an arbitrary point
in Σt. We may assume t > t since the case t < t is treated in the exact same way. Let
C− denote the backward null cone with vertex (t, x0) (we would consider the forward null
cone in the case t < t). Let S− denote the intersection of the backward null cone C−
with Σt. Then, the assumption |t− t| < 1100M together with the bound (4.7) implies that
S− is a C1 compact orientable surface in Σt. In particular, since any compact set of Σt is
included in {−B < u < B} for a large enough constant B, the set {u / Pt,u∩S− 6= ∅} is a
bounded subset of R. Using the fact that S− is compact, Pt,u is closed in Σt, and t ∈ A,
we obtain the existence of u0 such that Pt,u0 ∩ S− 6= ∅ and:
u0 = min{u / Pt,u ∩ S− 6= ∅}.
Let (t, x1) a point in Pt,u0 ∩ S−. Then, by definition of u0 we have Pt,u ∩ S− = ∅ for all
u < u0 which implies that N = −NS− at (t, x1) where N = ∇u/|∇u| is the normal to Pt,u
and NS− is the outward normal to S
−. In turn, this implies that L coincides with the
null generator of the backward null cone C− at (t, x1). From (2.2), let (0, x2) on Σ0 such
that b−1L = κ′x2(t). Since κ
′
x2
(t) coincides with the null generator of the backward null
cone C− at (t, x1), we obtain κx2(t) = (t, x0). Therefore, (t, x0) belongs to Pt,u1 where
u1 = u(0, x2). This implies that Σt = ∪uPt,u for all |t− t| < 1100M so that A is open.
Finally, A is closed and open in 0 ≤ t < t0. Furthermore, Σ0 = ∪uP0,u from the
construction of u on Σ0 in [21]. Therefore, A = {0 ≤ t < t0}, i.e. Σt = ∪uPt,u for all
0 ≤ t < t0.
4.1.3 Nonintersection of distinct null geodesics
We would like to show that t0 ≥ 1. Assume by contradiction that 0 < t0 < 1.
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Let us first show that there exist two distinct null geodesics intersecting at t = t0.
Assume by contradiction that there exists δ > 0 such that no distinct null geodesics
intersect on 0 ≤ t < t0 + δ. Then, u exists on 0 ≤ t < t0 + δ unless a caustic forms at a
time 0 < t1 < t0 + δ. Assume that t1 is the first such time. Then, u exists on 0 ≤ t < t1
and b and trχ satisfy the bootstrap assumptions (4.1) (4.4) on 0 ≤ t < t1 so that (4.8)
holds on 0 ≤ t < t1. Now, since Φt is C1 from the assumption (4.7), this implies that:
det
(
DΦt(DΦt)
T
) ∼ 1, 0 ≤ t < t1 + δ1
for some δ1 > 0. In turn, this yields the absence of caustic for 0 ≤ t < t1+δ1 contradicting
the definition of t1. In particular, we obtain the absence of caustic for 0 ≤ t < t0 + δ,
the existence of u on the same time interval, and in turn Σt = ∪uPt,u from section 4.1.2.
Finally, on 0 ≤ t < t0 + δ, no distinct null geodesic intersect and Σt = ∪uPt,u so that Φt
which is both injective and surjective. This contradicts the definition of t0. We conclude
that there exist two distinct null geodesics that intersect at t0.
From the previous paragraph, u exists on the time interval 0 ≤ t < t0 where it satisfies
Σt = ∪uPt,u and the bootstrap assumptions (4.1)-(4.6). Furthermore, two distinct null
geodesics intersect at t0. Let (0, x1) 6= (0, x2) two points in Σ0 such that κx1(t0) =
κx2(t0) = (t0, x0). In view of (4.7), there exists a coordinate chart U ⊂ M which is a
neighborhood of (t0, x0) such that relative to this coordinate system, we have:
‖gαβ‖C2(U) .M, ∀α, β = 0, . . . , 3. (4.9)
Now, from the Ricci equations (2.23) we have:
‖DLL‖L∞u L6(Hu) + ‖DLL‖L∞u L6(Hu) + ‖∇/L‖L∞u L6(Hu) (4.10)
. ‖χ‖L∞u L6(Hu) + ‖ζ‖L∞u L6(Hu) + ‖k‖L∞u L6(Hu) + ‖∇n‖L∞u L6(Hu),
which together with the Sobolev embedding (3.55) and the bootstrap assumptions (4.1)-
(4.6) yields:
‖DL‖L∞u L6(Hu) . 1. (4.11)
From the bootstrap assumption (4.2) and the Sobolev embedding (3.55), we have:
‖L(b)‖L∞u L6(Hu) + ‖∇/ b‖L∞u L6(Hu) . 1. (4.12)
We now estimate L(b). Using the transport equation satisfied by b (2.27), the computation
of L(δ) (2.43) and the commutation formula (2.46), we obtain the following transport
equation:
L(L(b)− b(δ + n−1∇Nn)) = −2b(kAN − ξA)n−1∇An + 2b|n−1N(n)|2 (4.13)
−2bkNmkmN + 2(ξB − ξB)∇/ Bb− 2bρ.
(4.13) together with the Gagliado-Nirenberg inequality (3.3) and the bootstrap assump-
tion (4.1)-(4.6) yields:
‖L(b)− b(δ + n−1∇Nn)‖L6tL∞x′
. ‖−2b(kAN − ξA)n−1∇An + 2b|n−1N(n)|2‖L6
x′
L1t
+‖−2bkNmkmN + 2(ξB − ξB)∇/ Bb− 2bρ‖L6x′L1t
. ‖k‖2
L2tL
6
x′
+ ‖ξ‖2
L2tL
6
x′
+ ‖ξ‖2
L2tL
6
x′
+ ‖∇/ b‖2
L2tL
6
x′
+ ‖∇n‖2
L2tL
6
x′
+ ‖ρ‖L2tL6x′
. 1 + ‖ρ‖L2tL6x′
(4.14)
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which again using the bootstrap assumptions implies:
‖L(b)‖L∞u L6(Hu) . 1 + ‖ρ‖L∞u L6(Hu). (4.15)
(4.15) together with the bound (4.7) implies:
‖L(b)‖L∞u L6(Hu) .M. (4.16)
Finally, (4.11), (4.12) and (4.16) yield:
‖D(b−1L)‖L∞u L6(Hu) .M. (4.17)
In particular, the same bound holds in L6(M∩ {0 ≤ t < t0}) which together with (4.9)
implies in the coordinate chart U :
‖∂(b−1L)‖L6(U∩{0≤t<t0}) .M.
Together with the usual Sobolev embedding in dimension 4, this yields, in the coordinate
chart U :
‖b−1L‖
C
1
12 (U∩{0≤t<t0})
.M. (4.18)
Now, using the fact that κx1(t0) = κx2(t0), and the fact that κx(t) is continuous in t from
(4.7), we have
lim
t→t0−
dist(κx1(t), κx2(t)) = 0
where dist denotes the geodesic distance in Σt. Together with (4.18), this implies that
the distance between b−1Lκx1 (t) and b
−1Lκx2(t) as vectors of R
4 in the coordinate chart U
converges to 0 as t → t0−. As b−1Lκxj (t) = κ′xj (t) for 0 ≤ t < t0 and j = 1, 2 by (2.12),
and since κ′x(t) is continuous in t from (4.7), we conclude that κ
′
x1
(t0) = κ
′
x2
(t0). From
the classical uniqueness result for ODEs, we deduce that κx1(t) = κx2(t) for all t. In
particular, taking t = 0, we obtain (0, x1) = (0, x2) which yields a contradiction.
Finally, we have proved that t0 ≥ 1. In particular, we have:
On 0 ≤ t ≤ 1, there are no caustics and no intersection of distinct null geodesics.
In particular, u exists on 0 ≤ t ≤ 1 and the bootstrap assumption (4.1)-(4.6) hold.
Furthermore, Σt = ∪uPt,u for all 0 ≤ t ≤ 1.
(4.19)
4.2 Coordinate systems on Σt and Pt,u
4.2.1 A global coordinate system on Pt,u
Lemma 4.4 There exists a global coordinate system x′ on Pt,u satisfying:
(1− O(ε))|ξ|2 ≤ γAB(p)ξAξB ≤ (1 + O(ε))|ξ|2, uniformly for all p ∈ Pt,u, (4.20)
and the Christoffel symbols ΓABC of the coordinate system verify:∑
A,B,C
∫
Pt,u
|ΓABC |2dx1dx2 . ε. (4.21)
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Remark 4.5 Lemma 4.4 provides the existence of a global coordinate system on Pt,u
satisfying assumptions (3.1) and (3.30). Thus, we may use the results of sections 3.1 and
3.2 in the rest of the paper.
Proof : In step B1, we have constructed a global coordinate system x′ = (x1, x2) on
P0,u (see [21]). By transporting this coordinate system along the null geodesics generated
by L, we obtain a coordinate system x′ of Pt,u, and a coordinate system (t, x
′) of H. Let
γt denote the restriction of g to Pt,u. We claim that relative to the coordinates (t, x
′) on
H, the metric γt verifies:
d
dt
γAB = 2nχAB. (4.22)
Indeed relative to the coordinates t, x′ on H we have nL = ∂
∂t
and since [ ∂
∂t
, ∂
∂xA
] = 0
we infer from ∇nLγ = 0, and γAB = γ( ∂∂xA , ∂∂xB ),
0 = (∇nLγ)( ∂
∂xA
,
∂
∂xB
) =
d
dt
γAB − nγ(∇ ∂
∂t
∂
∂xA
,
∂
∂xB
)− nγ( ∂
∂xA
,∇ ∂
∂t
∂
∂xB
)
=
d
dt
γAB − nγ(∇ ∂
∂xA
L,
∂
∂xB
)− nγ( ∂
∂xA
,∇ ∂
∂xB
L)
=
d
dt
γAB − 2nχAB
as desired.
Now, using the bootstrap assumptions (4.1) and (4.4) (4.5), we have |n− 1| ≤ 1
2
and
‖χ‖L∞
x′
L2t
≤ Dε. Together with (4.22) and the fact that (4.20) is satisfied on P0,u, this
yields (4.20).
Differentiating (4.22) and using the fact that derivatives ∂
∂xA
commute with d
dt
, we
obtain:
d
dt
∂CγAB = 2∇C(n)χAB + 2n∂CχAB
= 2∇C(n)χAB + 2n∇CχAB + (∂γ) · χ
with (∂γ) · χ denoting sum of terms involving only products between derivatives of the
metric coefficients and components of χ. Therefore, using the bootstrap assumptions (4.1)
and (4.4) (4.5), we obtain:
‖∂γ‖L∞t L2x′ . ‖∇/n‖L4(Hu)‖χ‖L4(Hu) + ‖n‖L∞(Hu)‖∇/χ‖L2(Hu) + ‖χ‖L∞x′L2t‖∂γ‖L2(Hu)
. ε+ ε‖∂γ‖L∞t L2x′ ,
which yields (4.21). This concludes the proof of lemma 4.4.
Remark 4.6 Denoting |γ| = det(γAB), we obtain from (4.22):
d
dt
log |γ| = γAB d
dt
γAB = 2ntrχ
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or,
d
dt
√
|γ| = trχ
√
|γ|. (4.23)
Now, relative to the coordinates t, x1, x2,
∫
Pt,u
fdµt,u =
∫ ∫
f
√|γ| dx1dx2, therefore,
d
dt
∫
Pt,u
fdµt,u =
∫ ∫
d
dt
(f
√
|γ|) dx1dx2 =
∫
Pt,u
( d
dt
f + ntrχf
)
dµt,u
which proves (3.54).
Remark 4.7 Since the global coordinate system x′ on Pt,u is obtained by transporting the
coordinate system on P0,u along the null geodesics generated by L, it requires in particular
that null geodesics generating H have no conjugate points, and that two distinct null
geodesics do not intersect. This fact has been proved in section 4.1 (see (4.19)).
4.2.2 A global coordinate system on Σt
Recall that we have constructed a global coordinate system on Pt,u in section 4.2.1. Let
us denote x′ such a coordinate system. We obtain a global coordinate system on Σt as
follows. First, recall from (4.19) that Σt = ∪Pt,u so that u is defined on Σt. To any p ∈ Σt,
we associate the coordinates (u(p), x′(p)) where u(p) is the value of the optical function
u at p, and x′(p) are the coordinate of p in the coordinate system of Pt,u constructed in
section 4.2.1. In this coordinate system, the metric gt on Σt (i.e. the restriction of g on
Σt) takes the following form:
gt =
(
b−2 0
0 γ
)
, (4.24)
where γ is the induced metric on Pt,u. Together with the estimate (4.1) for b and (4.20)
for γ, we obtain (
10
11
+O(ε)
)
|ξ|2 ≤ (gt)ij(p)ξiξj ≤
(
11
10
+O(ε)
)
|ξ|2,
and thus, for ε > 0 small enough, we deduce
5
6
|ξ|2 ≤ (gt)ij(p)ξiξj ≤ 6
5
|ξ|2. (4.25)
This coordinate system allows us in particular to get a lower bound on the volume radius
of the Riemannian manifold Σt. We recall below the definition of the volume radius on a
general Riemannian manifold M .
Definition 4.8 Let Br(p) denote the geodesic ball of center p and radius r. The volume
radius rvol(p, r) at a point p ∈M and scales ≤ r is defined by
rvol(p, r) = inf
r′≤r
|Br′(p)|
r3
,
with |Br| the volume of Br relative to the metric on M . The volume radius rvol(M, r) of
M on scales ≤ r is the infimum of rvol(p, r) over all points p ∈M .
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Denote by Bcr(p) the euclidean ball of center p and radius r in the coordinate system
(4.25) of Σt. Then, clearly B
c
5r
6
(p) ⊂ Br(p). Thus, we obtain a lower bound for any p ∈ Σt:
|Br(p)| ≥
∣∣∣Bc5r
6
(p)
∣∣∣ = ∫
Bc5r
6
(p)
√
|gt|dudx′ ≥ 5
6
∣∣∣Bc5r
6
(p)
∣∣∣ ≥ (5
6
)4
r3,
which yields the following lower bound on the volume radius of Σt at scales ≤ 1:
rvol(Σt, 1) ≥
(
5
6
)4
. (4.26)
4.2.3 Harmonic coordinates on Σt
We will need a second coordinate system on Σt since the coordinate system in (4.25)
is not regular enough for some of the applications we have in mind. Indeed, we only
control some Christoffel symbols in this coordinate system (see for example (4.21)), but
no second order derivative of the metric coefficients. The second coordinate system we
have in mind are the harmonic coordinates. To obtain an appropriate covering of Σt by
harmonic coordinates, we rely on the following general result based on Cheeger-Gromov
convergence of Riemannian manifolds, see [1] or Theorem 5.4 in [18].
Theorem 4.9 Given c1 > 0, c2 > 0, c3 > 0, there exists r0 > 0 such that any 3-
dimensional, complete, Riemannian manifold (M, g) with ‖R‖L2(M) ≤ c1 and volume
radius at scales ≤ 1 bounded from below by c2, i.e. rvol(M, 1) ≥ c2, verifies the following
property:
Every geodesic ball Br(p) with p ∈ M and r ≤ r0 admits a system of harmonic
coordinates x = (x1, x2, x3) relative to which we have
(1 + c3)
−1δij ≤ gij ≤ (1 + c3)δij, (4.27)
and
r
∫
Br(p)
|∂2gij|2
√
|g|dx ≤ c3. (4.28)
To apply Theorem 4.9, we need to bound the curvature tensor Rt on Σt in L
∞
t L
2(Σt).
Since Σt has dimension 3, it is enough to bound its Ricci tensor. Now, we have the
following formula relating the Ricci tensor on Σt to the curvature tensor R on M and k:
(Rt)ij = kilk
l
j +RiT jT
which yields:
‖Rt‖L∞t L2(Σt) ≤ ‖R‖L∞t L2(Σt) +N1(k)2. (4.29)
The curvature bound (2.59), the bootstrap assumption (4.3) and (4.29) imply:
‖Rt‖L∞t L2(Σt) . ε. (4.30)
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Let δ > 0. (4.30) together with the volume lower bound (4.26) and Theorem (4.9) yields
the existence of r0(δ) > 0 and a finite covering of Σt by geodesic balls of radius r0(δ)
such that each geodesic ball in the covering admits a system of harmonic coordinates
x = (x1, x2, x3) relative to which we have
(1 + δ)−1δij ≤ gij ≤ (1 + δ)δij , (4.31)
and
r0(δ)
∫
Br0 (p)
|∂2gij|2
√
|g|dx ≤ δ. (4.32)
Remark 4.10 Σt is asymptotically flat and therefore admits a harmonic coordinates sys-
tem in a neighborhood of infinity. Therefore, the problem of covering Σt with harmonic
coordinates charts is reduced to a compact region which explains why we may chose finitely
many harmonic coordinates charts covering Σt and satisfying (4.31) (4.32).
4.3 Bound on the Gauss curvature K
The following proposition will be crucial to obtain useful strong Bernstein and Bochner
inequalities.
Proposition 4.11 Let K the gauss curvature on Pt,u. Then, K satisfies the following
bounds:
‖K‖L2(Hu) . ε (4.33)
and
‖Λ− 12K‖L∞t L2x′ . ε. (4.34)
The proof of Proposition 4.11 is postponed to section A.1. The following consequence
of Proposition 4.11 will be useful in the sequel. Proposition 4.11 and (3.35) with the
choice a = 1/2 imply:
‖K 1
2
‖L∞(0,1) = ‖Λ− 12K‖L∞t L2x′ . ε, (4.35)
where K1/2 has been defined in (3.31). Together with (3.32) and (3.33) with the choice
γ = 1/2, we obtain for any scalar function f on Pt,u and any j ≥ 0 the following sharp
Bernstein inequality:
‖Pjf‖L∞(Pt,u) . 2j‖f‖L2(Pt,u), (4.36)
‖P<0f‖L∞(Pt,u) . ‖f‖L2(Pt,u). (4.37)
Also, (4.35) and (3.34) with the choice γ = 1/2 imply the following Bochner inequality:∫
Pt,u
|∇/ 2f |2 .
∫
Pt,u
|∆/ f |2 + ε
∫
Pt,u
|∇/ f |2. (4.38)
Finally, using the Gagliardo-Nirenberg inequality (3.3) and (4.38), we obtain for any
2 ≤ p < +∞, any j ≥ 0, and any scalar function f :
‖∇/Pjf‖Lp(Pt,u) . ‖∇/ 2Pjf‖
1− 2
p
L2(Pt,u)
‖∇/Pjf‖
2
p
L2(Pt,u)
(4.39)
. (‖∆/Pjf‖L2(Pt,u) + ‖∇/Pjf‖L2(Pt,u))1−
2
p2
2j
p ‖f‖
2
p
L2(Pt,u)
. 22(1−
1
p
)j‖f‖L2(Pt,u).
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Taking the dual of (4.39), we obtain for any 1 < p ≤ 2, any j ≥ 0, and any Pt,u-tangent
1-form F :
‖Pjdiv/ (F )‖Lp(Pt,u) . 2
2j
p ‖f‖L2(Pt,u). (4.40)
Remark 4.12 (4.36) and (4.37) only hold for scalar functions f on Pt,u. For tensors F
on Pt,u, and for arbitrary 2 ≤ p < +∞, we have the following sharp Bernstein inequality
(see [10] for the proof):
‖PjF‖L∞(Pt,u) . 2j(1 + 2−
j
p‖K‖
1
p
L2(Pt,u)
+ 2−
j
p−1‖K‖
1
p−1
L2(Pt,u)
)‖F‖L2(Pt,u), (4.41)
‖P<0F‖L∞(Pt,u) . (1 + ‖K‖
1
p
L2(Pt,u)
+ ‖K‖
1
p−1
L2(Pt,u)
)‖F‖L2(Pt,u). (4.42)
4.4 Estimates for the lapse n
The goal of this section is to improve the estimate for n in the bootstrap assumptions
(4.1) (4.2).
4.4.1 Estimates for k on Σt
We recall the definition of E and H used in the standard electric-magnetic decomposition
of the tensor R (see [4] chapter 7). We have:
Eαβ = RµανβT
µT ν , Hαβ =
∗RµανβT
µT ν . (4.43)
Then, k satisfies the following symmetric Hodge system on Σt:
curlkij = Hij ,
∇jkij = 0,
Trk = 0,
(4.44)
where curlkij =
1
2
(∈lmi ∇lkmj+ ∈lmj ∇lkmi). The solution k of the symmetric Hodge
system (4.44) in 3 dimensions satisfies the following estimate (see [4] chapter 4):∫
Σt
(
|∇k|2 + 3(Rt)jlkijkli −
1
2
Rt|k|2
)
dΣt =
∫
Σt
|H|2dΣt. (4.45)
The bound (2.59) on R, the bound (4.29) on Rt, the definition of H (4.43) and (4.44)
yield:
‖∇k‖2L2(Σt) . ε‖k‖2L6(Σt) + ε2 (4.46)
which together with the Sobolev embedding (3.68) implies:
‖∇k‖L∞t L2(Σt) . ε. (4.47)
Remark 4.13 To obtain (4.46) from (4.45), we rely on L2(Σt) bounds for Rt and R.
This is enough on compacts, but not at infinity. Fortunately, Σt is asymptotically flat so
that Rt and R decay at least like r
−3 at infinity which is fast enough to obtain (4.46).
Furthermore, the fact that Σt is asymptotically flat also implies that k decays at least like
r−2 at infinity which together with the Sobolev embedding (3.68) and the estimate (4.47)
yields:
‖k‖L∞t L2(Σt) . ε. (4.48)
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4.4.2 Improvement of the bootstrap assumptions on n
We first improve the L∞ bound for n − 1. Using the Sobolev embedding (3.68), (3.69)
and the consequence of the Bochner identity (3.78), we have:
‖n− 1‖L∞(M) . ‖∇n‖L∞t L6(Σt) + ‖n− 1‖L∞t L6(Σt)
. ‖∇2n‖L∞t L2(Σt) + ‖∇n‖L∞t L2(Σt)
. ‖∆n‖L∞t L2(Σt) + ‖∇n‖L∞t L2(Σt).
Together with the equation of the lapse (2.5) on Σt, the bootstrap assumption (4.1) , the
Sobolev embedding (3.68), and the estimates (4.47) (4.48), we obtain:
‖n− 1‖L∞(M) . ‖n|k|2‖L∞t L2(Σt) + ‖∇n‖L∞t L2(Σt) (4.49)
. ‖n‖L∞(M)‖k‖2L∞t L4(Σt) + ‖∇n‖L∞t L2(Σt)
. ε2 + ‖∇n‖L∞t L2(Σt)
Multiplying the equation for the lapse (2.5) by n− 1 on Σt, integrating by parts yields:
‖∇n‖2L2(Σt) =
∫
Σt
|k|2n(n− 1)dΣt . ‖k‖2L2(Σt)‖n‖L∞(Σt)‖n− 1‖L∞(Σt)
. D2ε2‖n− 1‖L∞(Σt)
where we used the bootstrap assumption (4.1) and (4.3). Together with (4.49), this yields:
‖n− 1‖L∞(M) + ‖∇n‖L∞t L2(Σt) . ε. (4.50)
Furthermore, the equation for the lapse (2.5), the Bochner identity (3.78), together with
the estimates (4.47) (4.48) and (4.50) yields:
‖∇2n‖L∞t L2(Σt) . ‖∆n‖L∞t L2(Σt) + ‖∇n‖L∞t L2(Σt) (4.51)
. ‖n|k|2‖L∞t L2(Σt) + ε
. ‖n‖L∞(M)‖k‖2L∞t L4(Σt) + ε
. ε.
Using (3.71), (4.50) and (4.51), we also obtain:
‖∇n‖L∞t L2x′ . ε. (4.52)
We differentiate the equation of the lapse (2.5) with respect to ∇. We obtain:
∆(∇n) = ∇(n|k|2) + [∆,∇]n = |k|2∇n + 2nk∇k +Rt∇n, (4.53)
which together with the bound (4.30) on Rt, the Sobolev embedding (3.68), and the
estimates (4.47), (4.48), (4.50) and (4.51), yields:
‖∆(∇n)‖
L∞t L
3
2 (Σt)
(4.54)
. ‖k‖2L∞t L3(Σt)‖∇n‖L∞t L2(Σt) + ‖n‖L∞(M)‖k‖L∞t L6(Σt)‖∇k‖L∞t L2(Σt)
+‖Rt‖L∞t L2(Σt)‖∇n‖L∞t L6(Σt)
. ε.
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(3.87), (4.51) and (4.54) imply:
‖∇3n‖
L∞t L
3
2 (Σt)
. ‖∆(∇n)‖
L∞t L
3
2 (Σt)
+ ‖∇2n‖L∞t L2(Σt) . ε. (4.55)
We now differentiate the equation of the lapse (2.5) with respect to DT . Using the
commutation formula (3.90), we obtain:
∆(T (n)) = T (∆n) + [∆,DT ]n (4.56)
= |k|2T (n) + nkDTk − 2k∇2n + 2n−1∇n∇T (n) + n−1∆nT (n)
−∇k∇n− 2n−1k∇n∇n.
We need an estimate for DTk. We have the following identity (see [4] chapter 11):
DTkij = −n∇2nij + 2n−1∇in∇jn + (Rt)ij
which together with the bound (4.30), (4.50) and (4.51) yields:
‖DTk‖L∞t L2(Σt) . ‖n∇2n‖L∞t L2(Σt) + ‖∇n‖2L∞t L4(Σt) + ‖Rt‖L∞t L2(Σt) . ε. (4.57)
We multiply (4.56) by T (n) and integrate by parts, which yields:
‖∇(T (n))‖2L∞t L2(Σt) (4.58)
.
(
‖k‖2L∞t L3(Σt)‖T (n)‖L∞t L6(Σt) + ‖n‖L∞‖k‖L∞t L3(Σt)‖DTk‖L∞t L2(Σt)
+‖k‖L∞t L3(Σt)‖∇2n‖L∞t L2(Σt) + ‖n−1∇n‖L∞t L3(Σt)‖∇T (n)‖L∞t L2(Σt)
+‖n−1∆n‖
L∞t L
3
2 (Σt)
‖T (n)‖L∞t L6(Σt) + ‖∇k‖L∞t L2(Σt)‖∇n‖L∞t L3(Σt)
+‖n−1k‖L∞t L2(Σt)‖∇n‖2L∞t L6(Σt)
)
‖T (n)‖L∞t L6(Σt)
.
(
ε+ ε‖T (n)‖L∞t L6(Σt) + ε‖∇T (n)‖L∞t L2(Σt)
)
‖T (n)‖L∞t L6(Σt)
where we used (4.47), (4.48), (4.50), (4.51) and (4.57) in the last inequality. (4.58) and
the Sobolev embedding (3.68) imply:
‖∇(T (n))‖L∞t L2(Σt) . ε. (4.59)
We now estimate (4.56) in L∞t L
3
2 (Σt):
‖∆(T (n))‖
L∞t L
3
2 (Σt)
(4.60)
. ‖k‖2L∞t L4(Σt)‖T (n)‖L∞t L6(Σt) + ‖nk‖L∞t L6(Σt)‖DTk‖L∞t L2(Σt)
+‖k‖L∞t L6(Σt)‖∇2n‖L∞t L2(Σt) + ‖n−1∇n‖L∞t L6(Σt)‖∇T (n)‖L∞t L2(Σt)
+‖n−1∆n‖L∞t L2(Σt)‖T (n)‖L∞t L6(Σt) + ‖∇k‖L∞t L6(Σt)‖∇n‖L∞t L2(Σt)
+‖n−1k‖L∞t L3(Σt)‖∇n‖2L∞t L6(Σt)
. ε
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where we used (4.47), (4.48), (4.50), (4.51), (4.57) and (4.59) in the last inequality. (3.87),
(4.59) and (4.60) imply:
‖∇2T (n)‖
L∞t L
3
2 (Σt)
. ‖∆(T (n))‖
L∞t L
3
2 (Σt)
+ ‖∇T (n)‖L∞t L2(Σt) . ε. (4.61)
Finally, (3.72), (4.51), (4.55), (4.59) and (4.61) imply:
‖∇2n‖L∞t L2x′ + ‖∇T (n)‖L∞t L2x′ . ε. (4.62)
Note that (4.50), (4.52) and (4.62) improve the estimates for n in the bootstrap assump-
tions (4.1) (4.2).
4.4.3 An L∞(M) estimate for ∇n
In view of the embedding (3.109), we have
‖∇n‖L∞(Σt) . ‖∇n‖B̂ 32 .
Together with the estimate (3.110), this yields
‖∇n‖L∞(Σt) . ‖n− 1‖B̂ 52 . (4.63)
Now, in view of the definition of the Besov spaces B̂a and the finite band property for Qj ,
we have
‖n− 1‖
B̂
5
2
. ‖∆n‖
B̂
1
2
.
Injecting the equation for the lapse (2.5) in the right-hand side, we obtain
‖n− 1‖
B̂
5
2
. ‖n|k|2‖
B̂
1
2
.
Using the product estimates (3.117) and (3.122), we deduce
‖n− 1‖
B̂
5
2
. (‖n‖L∞(M) + ‖∇n‖L∞t L3(Σt))‖|k|2‖B̂ 12
. (‖n‖L∞(M) + ‖∇n‖L∞t L3(Σt))(‖∇k‖L2(Σt) + ‖k‖L2(Σt))2.
Together with the estimates (4.47) and (4.48) for k, the estimates (4.50) and (4.51) for n,
and the Sobolev embedding (3.68), we deduce
‖n− 1‖
B̂
5
2
. ε.
In view of (4.63), we finally obtain
‖∇n‖L∞(Σt) . ε.
4.5 Estimates for k on Hu
The goal of this section is to improve the estimate forN1(k), ‖∇/ Lǫ‖L2(Hu) and ‖∇/ Lδ‖L2(Hu)
given by the bootstrap assumption (4.3). The improvement of ‖ǫ‖L∞
x′
L2t
and ‖δ‖L∞
x′
L2t
is
postponed to section 4.7. Note that the bootstrap assumption (4.3) yields:
N1(δ) +N1(ǫ) +N1(η) ≤ Dε. (4.64)
61
4.5.1 A Hodge type system on Hu
The first step is to derive a Hodge type system analog to (4.44) on H. We first recall the
formula p. 106/107 in [4] relating the derivatives of k to the derivatives of η, ǫ, δ:
∇NkNN = ∇Nδ + 2b−1∇/ b · ǫ
∇BkNA = ∇/ BǫA +
3
4
δtrθγAB − 1
2
trθη̂AB − η̂AC θ̂CB + 3
2
δθ̂AB
∇CkAB = ∇/ CηAB + θACǫB + θBCǫA
∇AkNN = ∇Aδ − 2θABǫB
∇NkAN = ∇/N ǫA −
3
2
δb−1∇/ Ab+ b−1∇/ Bbη̂AB
∇NkAB = ∇/NηAB − b−1∇/ AbǫB − b−1∇/ BbǫA
where θ is the second fundamental form of Pt,u in Σt. Since L = T + N , θ is connected
to the second fundamental form k of Σt and the null second fundamental form χ of Pt,u
through the formula:
θAB = χAB + ηAB. (4.65)
Together with the Hodge system (4.44), we obtain:
div/ ηA +∇/NǫA = −θABǫB − trθǫA + 32δb−1∇/ Ab− b−1∇Bbη̂AB
div/ ǫ+∇Nδ = −32δtrθ + η̂θ̂ − 2b−1∇/ AbǫA∇/ CηAB −∇/ BηAC = RATBC − θACǫB + θABǫC
∇/NηAB −∇/ BǫA = RATBN + b−1∇/ AbǫB + b−1∇/ BbǫA + 34δtrθγAB
−1
2
trθη̂AB − η̂AC θ̂CB + 32δθ̂AB∇/NǫA −∇Aδ = RNTAN + 32δb−1∇/ Ab− b−1∇/ Bbη̂AB − 2θABǫB
(4.66)
In order to obtain a Hodge system on H, we need to replace the derivatives in the N -
direction with derivatives in the L-direction in (4.66). We use the following formula for
DT δ,∇/ T ε,∇/ Tη (see [4] p. 337):
DT δ = −n−1∇2Nn+ ρ+ δ2 − ζζ + ζǫ− ζǫ
∇/ T ǫ = −n−1∇/∇Nn+ 12(β + β) + b−1∇/ bn−1∇Nn− 32(ζ − n−1∇/ n)δ
+(ζ − n−1∇/ n+ ǫ)η̂ + 1
2
δǫ
∇/ Tη = −n−1∇/ 2n+ 14(α+ α)− δη + ǫǫ− (ζ − n−1∇/ n)ǫ
(4.67)
Now, (4.66) and (4.67) yield:
div/ ηA +∇/ LǫA = 12(β + β)− n−1∇/ A∇Nn+ b−1∇/ Abn−1∇Nn
−3
2
(ζA − n−1∇/ An)δ − θABǫB − trθǫA + 32δb−1∇/ Ab− b−1∇Bbη̂AB
div/ ǫ+DLδ = ρ− n−1∇2Nn + δ2 − ζζ + ζǫ− ζǫ− 32δtrθ + η̂θ̂ − 2b−1∇/ AbǫA
∇/ CηAB −∇/ BηAC = − ∈BC ∗βA+ ∈BC ∗βA − θACǫB + θABǫC
∇/ LηAB −∇/ BǫA = 12αAB − n−1∇/ 2ABn− 12δηAB + 2ǫAǫB − (ζA − n−1∇/ An)ǫB−(ζB − n−1∇/ Bn)ǫA + b−1∇/ AbǫB + b−1∇/ BbǫA + 34δtrθγAB
−1
2
trθη̂AB − η̂AC θ̂CB + 32δθ̂AB∇/ LǫA −∇Aδ = βA − n−1∇/ A∇Nn + b−1∇/ Abn−1∇Nn− 32(ζA − n−1∇/ An− b−1∇/ Ab)δ−b−1∇/ Bbη̂AB − 2θABǫB
(4.68)
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Using the curvature bound (2.59), the bootstrap assumptions (4.1)-(4.6), the bound (4.64)
on η, ǫ, δ together with (4.68), we obtain:
‖div/ ηA +∇/ LǫA‖L∞u L2(Hu) + ‖div/ ǫ+DLδ‖L∞u L2(Hu) . ǫ+D2ε2 . ε (4.69)
and
‖∇/ CηAB −∇/ BηAC‖L∞u L2(Hu) + ‖∇/ LηAB −∇/ BǫA‖L∞u L2(Hu) + ‖∇/ LǫA −∇Aδ‖L∞u L2(Hu)
. ǫ+D2ε2 . ε. (4.70)
4.5.2 Estimates for η, ǫ, δ
We start with the following identity:∫
H
|∇/ CηAB −∇/ BηAC |2 + 2|∇/ LηAB −∇/ BǫA|2 + 2|∇/ LǫA −∇Aδ|2 (4.71)
= 2
∫
H
|∇/ η|2 + |∇/ Lη|2 + |∇/ ǫ|2 + |div/ ǫ|2 + 2|∇/ Lǫ|+ |∇/ δ|2 + |DLδ|2
−2
∫
H
∇/ CηAB∇/ BηAC − 4
∫
H
∇/ LηAB∇/ BǫA − 4
∫
H
∇/ LǫA∇Aδ
−2
∫
H
|div/ ǫ|2 − 2
∫
H
|∇/ Lǫ|2 − 2
∫
H
|DLδ|2.
We compute the last terms in the right hand side of (4.71) using integration by parts and
the coarea formula (3.53) on H:
−2
∫
H
∇/ CηAB∇/ BηAC − 4
∫
H
∇/ LηAB∇/ BǫA − 4
∫
H
∇/ LǫA∇Aδ
−2
∫
H
|div/ ǫ|2 − 2
∫
H
|∇/ Lǫ|2 − 2
∫
H
|DLδ|2
= 2
∫
H
ηAB(∇/ Bdiv/ ηA + [∇/ C ,∇/ B]ηAC) + 4
∫
H
ηAB(∇/ B∇/ LǫA + [∇/ L,∇/ B]ǫA)
−4
∫
H
(−n−1L(n)− δ + trχ)ηAB∇/ BǫA − 4
∫
Pt,u
ηAB∇/ BǫA
+4
∫
H
δ(∇/ Ldiv/ ǫ+ [∇/ A,∇/ L]ǫA)− 2
∫
H
|div/ ǫ|2 − 2
∫
H
|∇/ Lǫ|2 − 2
∫
H
|DLδ|2
= −2
∫
H
|div/ η +∇/ Lǫ|2 − 2
∫
H
|div/ ǫ+DLδ|2 + 2
∫
H
ηABRAB
CDηCD
+4
∫
H
ηAB(χ∇/ η − n−1∇/ n∇/ Lη + (χǫ+ ∗β)η) + 4
∫
H
δ(χ∇/ ǫ− n−1∇/ n∇/ Lǫ+ (χǫ+ ∗β)ǫ)
−4
∫
H
(−n−1L(n)− δ + trχ)ηAB∇/ BǫA − 4
∫
Pt,u
ηAB∇/ BǫA
−4
∫
H
(−n−1L(n)− δ + trχ)δdiv/ ǫ+ 4
∫
Pt,u
δdiv/ ǫ
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Together with the curvature bound (2.59) and the bootstrap assumptions (4.1)-(4.6), we
obtain:
−2
∫
H
∇/ CηAB∇/ BηAC − 4
∫
H
∇/ LηAB∇/ BǫA − 4
∫
H
∇/ LǫA∇Aδ
−2
∫
H
|div/ ǫ|2 − 2
∫
H
|∇/ Lǫ|2 − 2
∫
H
|DLδ|2
= −2
∫
H
|div/ η +∇/ Lǫ|2 − 2
∫
H
|div/ ǫ+DLδ|2 − 4
∫
Pt,u
ηAB∇/ BǫA + 4
∫
Pt,u
δdiv/ ǫ+O(D3ε3).
The bounds (4.69) (4.70) together with (4.71) and (4.72) yield:∫
H
|∇/ η|2+ |∇/ ǫ|2 + |∇/ Lǫ|2 + |∇/ δ|2 + |DLδ|2 .
∣∣∣∣∣
∫
Pt,u
ηAB∇/ BǫA
∣∣∣∣∣+
∣∣∣∣∣
∫
Pt,u
δdiv/ ǫ
∣∣∣∣∣+ ε2. (4.72)
We now state a lemma which will allow us to control the integrals over Pt,u in (4.72).
Lemma 4.14 Let F and G tensors on Σt such that F · ∇/G is a scalar. Then, we have:∣∣∣∣∣
∫
Pt,u
F · ∇/G
∣∣∣∣∣ . ‖F‖H1(Σt)‖G‖H1(Σt). (4.73)
The proof of Lemma 4.14 is postponed to section A.2. We now use Lemma 4.14 to
obtain estimates for η, ǫ, δ. The bounds (4.47) (4.48) for k on Σt together with (4.73)
yield the following estimate:∣∣∣∣∣
∫
Pt,u
ηAB∇/ BǫA
∣∣∣∣∣+
∣∣∣∣∣
∫
Pt,u
δdiv/ ǫ
∣∣∣∣∣ . ‖k‖2H1(Σt) . ε2.
Together with (4.72), this implies:∫
H
|∇/ η|2 + |∇/ ǫ|2 + |∇/ Lǫ|2 + |∇/ δ|2 + |DLδ|2 . ε2. (4.74)
Using also (3.61), we finally obtain:
N1(η) +N1(ǫ) +N1(δ) . ε. (4.75)
Now, in view of (4.67), we have:
‖DT δ‖L∞u L2(Hu) + ‖∇/ T ǫ‖L∞u L2(Hu) . ε+D2ε2 . ε (4.76)
where we have used the curvature bound (2.59) and the bootstrap assumptions (4.1)-(4.6).
(4.75) and (4.76) yield:
‖DLδ‖L∞u L2(Hu) + ‖∇/ Lǫ‖L∞u L2(Hu) . ε. (4.77)
(4.75) and (4.77) improve the estimate forN1(k), ‖∇/ Lǫ‖L∞u L2(Hu) and ‖DLδ‖L∞u L2(Hu) given
by the bootstrap assumption (4.3).
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4.6 Time foliation versus geodesic foliation
While we work with a time foliation, we recall that the estimates corresponding to the
bootstrap assumptions on χ and ζ have already been proved in the context of a geodesic
foliation in the sequence of papers [14] [10] [11]. One may reprove these estimates by
adapting the proofs to the context of a time foliation. However, this would be rather
lengthy and we suggest here a more elegant solution which consists in translating certain
estimates from the geodesic foliation to the time foliation, and in obtaining directly the
rest of the estimates. More precisely, we wish to obtain the L∞ bound from trχ, and
the trace bounds for χ̂ and ζ by exploiting the corresponding estimates in the geodesic
foliation. We will also obtain the trace bounds for δ and ǫ by reducing to estimates in
the geodesic foliation in section 4.7. Finally, these trace bounds and the null structure
equations will allow us to get all the remaining estimates in sections 4.8 and 4.9. We start
by recalling some of the results obtained in the context of the geodesic foliation in the
sequence of papers [14] [10] [11].
4.6.1 The case of the geodesic foliation
Remember that u is a solution to the eikonal equation gαβ∂αu∂βu = 0 on M. The level
hypersufaces u(t, x, ω) = u of the optical function u are denoted by Hu. L′ = −gαβ∂βu∂α
is the geodesic null generator of Hu. In particular, we have:
DL′L
′ = 0, g(L′, L′) = 0.
Let s denote its affine parameter, i.e. L′(s) = 1. We denote by P ′s,u the level surfaces of
s in Hu.
Definition 4.15 A null frame e′1, e
′
2, e
′
3, e
′
4 at a point p ∈ P ′s,u consists, in addition to
e′4 = L
′, of arbitrary orthonormal vectors e′1, e
′
2 tangent to P
′
s,u and the unique vectorfield
e′3 = L
′ satisfying the relations:
g(e′3, e
′
4) = −2, g(e′3, e′3) = 0, g(e′3, e′1) = 0, g(e′3, e′2) = 0.
Definition 4.16 (Ricci coefficients in the geodesic foliation) Let e′1, e
′
2, e
′
3, e
′
4 be
a null frame on P ′s,u as above. The following tensors on P
′
s,u
χ′AB =< De′Ae
′
4, e
′
B >, χ
′
AB
=< De′Ae
′
3, e
′
B >,
ζ ′A =
1
2
< De′Ae
′
4, e
′
3 >
(4.78)
are called the Ricci coefficients associated to the geodesic foliation.
We decompose χ′ and χ′ into their trace and traceless components.
trχ′ = gABχ′AB, trχ
′ = gABχ′
AB
, (4.79)
χ̂′AB = χ
′
AB −
1
2
trχ′gAB, χ̂
′
AB
= χ′
AB
− 1
2
trχ′gAB. (4.80)
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Definition 4.17 The null components of the curvature tensor R of the space-time metric
g in the geodesic foliation are given by:
α′ab = R(L
′, e′a, L
′, e′b) , β
′
a =
1
2
R(e′a, L
′, L′, L′), (4.81)
ρ′ =
1
4
R(L′, L′, L′, L′) , σ′ =
1
4
⋆R(L′, L′, L′, L′) (4.82)
β′
a
=
1
2
R(e′a, L
′, L′, L′) , α′ab = R(L
′, e′a, L
′, e′b) (4.83)
where ⋆R denotes the Hodge dual of R.
The following Ricci equations can be easily derived (see [14]):
De′Ae
′
4 = χ
′
ABe
′
B − ζ ′Ae′4, De′Ae′3 = χ′ABe′B + ζ ′Ae′3,
De′4e
′
4 = 0, De′4e
′
3 = −2ζ ′Ae′A, (4.84)
De′4e
′
A = ∇/ e′4e
′
A − ζ ′Ae′4, De′Be′A = ∇/
′
e′B
e′A +
1
2
χ′AB e
′
3 +
1
2
χ′
AB
e′4
where, ∇/ e′3, ∇/ e′4 denote the projection on P ′s,u of De′3 and De′4 , and ∇/
′ denotes the induced
covariant derivative on P ′s,u.
We now recall the main estimates obtained in the sequence of papers [14] [10] [11].
We have:
‖trχ′‖L∞(Hu) + ‖χ̂′‖L2
x′
L∞s
+ ‖ζ ′‖L2
x′
L∞s
. ε (4.85)
and
‖χ′‖L2
x′
L∞s
+N ′1(χ′) +N ′1(ζ ′) . ε, (4.86)
where the norm N ′1 is given by
N ′1(F ) = ‖F‖L2(Hu) + ‖∇/ ′F‖L2(Hu) + ‖∇/ L′F‖L2(Hu).
Remark 4.18 Note that the norm L∞(Hu) does not depend on the particular foliation.
Now, this is also the case for the trace norm L2x′L
∞
s . Indeed, recall the definition of the
null geodesic κx in Remark 2.2. Then, we have:
‖F‖2L∞
x′
L2t
= sup
(0,x)∈Σ0
∫ 1
0
|F (κx(t))|2dt = sup
(0,x)∈Σ0
∫ 1
0
|F (κx(s))|2n−1b−1ds ∼ ‖F‖2L∞
x′
L2s
where we used the fact that dt
ds
= n−1b−1 and the fact that nb ∼ 1 by the bootstrap assump-
tion (4.1).
In the next section, we will obtain the estimates corresponding to (4.85) in the time
foliation. For now, we conclude this section by recalling the definition and properties of
the Besov spaces constructed in the sequence of papers [14] [10] [11]. For P ′s,u-tangent
tensors F on Hu, 0 ≤ a ≤ 1, we introduce the Besov norms:
‖F‖B′a =
∑
j≥0
2ja sup
0≤s≤1
‖P ′jF‖L2(P ′s,u) + sup
0≤s≤1
‖P ′<0F‖L2(P ′s,u), (4.87)
‖F‖P ′a =
∑
j≥0
2ja‖P ′jF‖L2(Hu) + ‖P ′<0F‖L2(Hu) (4.88)
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where P ′j are the geometric Littlewood-Paley projections on the 2-surfaces P
′
s,u. Using
the definition of these Besov spaces, we recall another estimate obtained in the sequence
of papers [14] [10] [11]. We have:
‖χ′‖B′0 . ε. (4.89)
We now recall some properties of these Besov spaces obtained in the sequence of papers
[14] [10] [11]. We have for scalar functions on Hu (see [14] section 5):
‖f‖L∞(Hu) . ‖f‖B′1 . ‖f‖L∞s L2x′ + ‖∇/
′f‖B′0 . (4.90)
Furthermore, for any P ′s,u-tangent tensors F,G on Hu, we have:
‖F ·G‖B′0 .
(‖∇/ ′F‖L∞s L2x + ‖F‖L∞)‖G‖B′0 (4.91)
and
‖F ·G‖P ′0 .
(‖∇/ ′F‖L∞s L2x + ‖F‖L∞)‖G‖P ′0. (4.92)
To bound Besov norms, we sometime use the following non sharp embedding estimate.
For any 0 ≤ a < 1
2
, we have:
‖F‖B′a . N ′1(F ). (4.93)
We also have the following non sharp product estimate:
‖FG‖P ′a . N ′1(F )N ′1(G). (4.94)
The following proposition is the key tool used in [14] to control the transport equations
appearing in the null structure.
Proposition 4.19 Assume that the scalar function U satisfies U(0) = 0 and the following
transport equation along Hu:
d
ds
U + atrχU = F1 · ∇/ L′P + F2 ·W,
where a is some positive number. Then,
‖U‖B′0 .
(N ′1(F1) + ‖F1‖L∞x′L2s) · N ′1(P )(N ′1(F2) + ‖F2‖L∞x′L2s) · ‖W‖P ′0 . (4.95)
Finally, using the previous proposition, we may prove the following version of the
sharp classical trace theorem which is a slight generalization of Corollary 5.10 in [14].
Corollary 4.20 Assume F is an P ′s,u-tangent tensor which admits a decomposition of
the form, ∇/ ′F = A∇/ L′P + E. Then,
‖F‖L∞
x′
L2s
. N ′1(F ) +N ′1(P )(‖A‖L∞ + ‖∇/ ′A‖L2
x′
L∞s
+ ‖∇/ L′A‖L2x′L∞s ) + ‖E‖P ′0 . (4.96)
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Proof The scalar function f(t) =
∫ t
0
|F |2 verifies the transport equation,
Lf = |F |2, f(0) = 0.
Recall the following commutator formula in the geodesic foliation:
[∇/ L′ ,∇/ ′A]f = −χ′AB∇/ ′Bf.
Differentiating and applying the commutator formula, we derive,
∇/ L′(∇/ ′f) = 2F · ∇/ ′F − χ′ · (∇/ ′f)
= F · A∇/ L′P + F · E − χ′ · (∇/ ′f)
Applying (4.95), we deduce:
‖∇/ ′f‖B0 .
(N ′1(FA) + ‖FA‖L∞x′L2s)N ′1(P )(N ′1(F ) + ‖F‖L∞x′L2s)‖E‖P ′0
+
(N ′1(χ′) + ‖χ′‖L∞x′L2s)‖∇/ ′f‖P ′0 ,
which together with the estimates (4.85) and (4.86) for χ′ and the fact that ε is small
yields:
‖∇/ ′f‖B′0 .
(N ′1(FA) + ‖FA‖L∞x′L2s)N ′1(P ) + (N ′1(F ) + ‖F‖L∞x′L2s)‖E‖P ′0 . (4.97)
We have:
N ′1(FA) + ‖FA‖L∞
x′
L2s . ‖A∇/ ′F‖L2(Hu) + ‖A∇/ L′F‖L2(Hu) + ‖F∇/ ′A‖L2(Hu)
+‖F∇/ L′A‖L2(Hu) + ‖AF‖L2(Hu) + ‖F‖L∞x′L2s‖A‖L∞
. (‖F‖L∞
x′
L2s +N ′1(F ))(‖A‖L∞ + ‖∇/ ′A‖L2x′L∞s + ‖∇/ L′A‖L2x′L∞s ),
which together with (4.97) yields:
‖∇/ ′f‖B′0 .
(N ′1(F )+ ‖F‖L∞
x′
L2s
)(
(‖A‖L∞ + ‖∇/ ′A‖L2
x′
L∞s
+ ‖∇/ L′A‖L2x′L∞s )N
′
1(P )+ ‖E‖P ′0
)
.
Now, in view of estimate (4.90), we infer that,
‖f‖L∞ . ‖f‖L∞s L2x′ + ‖∇/
′f‖B′0
.
(N ′1(F ) + ‖F‖L∞x′L2s)((‖A‖L∞ + ‖∇/ ′A‖L2x′L∞s + ‖∇/ L′A‖L2x′L∞s )N ′1(P )
+‖E‖P ′0
)
+ ‖F‖2L2sL4x′ .
Thus, recalling the definition of f =
∫ t
0
|F |2, and the estimate ‖F‖L2sL4x′ . N
′
1(F ), we
obtain:
‖F‖2L∞
x′
L2s
.
(N ′1(F ) + ‖F‖L∞x′L2s)((‖A‖L∞ + ‖∇/ ′A‖L2x′L∞s + ‖∇/ L′A‖L2x′L∞s )N ′1(P )
+‖E‖P ′0
)
+N ′1(F )2
which yields the desired estimate (4.96).
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4.6.2 Estimates in the time foliation
In this section, we obtain the L∞ bound from trχ, and the trace bounds for χ̂ and ζ
by exploiting the corresponding estimates in the geodesic foliation (4.85). We start by
establishing the relation between the Ricci coefficients in the time and geodesic foliation.
Recall first from the definition of L and L′ (2.9) that L = bL′. Since (e1, e2) and (e
′
1, e
′
2)
are both orthonormal vectors in the tangent space of Hu which are both orthogonal to L,
we may chose these vectors such that there is a tensor F ′ on P ′s,u satisfying:
eA = e
′
A + F
′
AL
′, A = 1, 2.
Also, writing L in the frame e′1, e
′
2, L
′, L′, and using the fact that g(L, L) = −2, g(L, L) = 0
and g(L, eA) = 0, A = 1, 2, we obtain:
L = b−1L′ + 2b−1F ′Ae
′
A + b
−1|F ′|2L′.
Finally, we have established the following relations:
L = bL′,
eA = e
′
A + F
′
AL
′, A = 1, 2,
L = b−1L′ + 2b−1F ′Ae
′
A + b
−1|F ′|2L′.
(4.98)
We now use the definition (2.13) and (4.78) of the Ricci coefficients respectively in the
time and geodesic foliation. We first establish the relation between χ and χ′. Using the
definition (2.13) of χ and (4.78) of χ′, we have:
χAB = g(DeAL, eB) = g(De′A+F ′AL′(bL
′), e′B + F
′
BL
′) = bχ′AB
where we used the Ricci equations (4.84) and the identities g(L′, L′) = g(L′, e′A) = 0, A =
1, 2. In particular, we obtain:
χ = bχ′, trχ = btrχ′, χ̂ = bχ̂′. (4.99)
(4.99) together with the bootstrap assumption (4.1) and the estimate (4.85) yields:
‖trχ‖L∞(Hu) ≤ ‖b‖L∞(Hu)‖trχ′‖L∞(Hu) . ε,
‖χ̂‖L∞
x′
L2t
≤ ‖b‖L∞(Hu)‖χ̂′‖L2
x′
L∞s
. ε,
(4.100)
where we have used the fact that the trace norms L2x′L
∞
t and L
2
x′L
∞
s are equivalent by
Remark 4.18. Note that (4.100) is an improvement of the corresponding estimates in the
bootstrap assumptions (4.4) (4.5).
Next, we establish the relation between χ and χ′. Using the definition (2.13) of χ and
(4.78) of χ′, we have:
χ
AB
= g(DeAL, eB) = g(De′A+F ′AL′(b
−1L′ + 2b−1F ′Ce
′
C + b
−1|F ′|2L′), e′B + F ′BL′)
= b−1
(
g(De′A+F ′AL′L
′, e′B + F
′
BL
′) + 2g(De′A+F ′AL′F
′, e′B + F
′
BL
′)
+|F ′|2g(De′
A
+F ′
A
L′L
′, e′B + F
′
BL
′)
)
= b−1
(
χ′
AB
− 2F ′Bζ ′A − 2F ′Aζ ′B + 2g(De′AF ′, e′B)− 2F ′Bχ′ACF ′C + 2F ′Ag(DL′F ′, e′B)
+|F ′|2χ′AB
)
(4.101)
69
where we used the Ricci equations (4.84).
We establish the relation between ζ and ζ ′. Using the definition (2.13) of ζ and (4.78)
of ζ ′, we have:
ζA =
1
2
g(DLL, eA) =
1
2
g(Db−1L′+2b−1F ′Ce′C+b−1|F ′|2L′(bL
′), e′A + F
′
AL
′)
=
1
2
g(DL′L
′, e′A) + χ
′
ACF
′
C . (4.102)
Now, we have:
1
2
g(DL′L
′, e′A) = −
1
2
g(L′,DL′e
′
A) (4.103)
= −1
2
g(L′, [L′, e′A])−
1
2
g(L′,De′AL
′)
= ζ ′A −
1
2
g(L′, [L′, e′A]),
where we used the definition of ζ ′ (4.78) in the last equality. The last term in (4.103) is
given by:
− 1
2
g(L′, [L′, e′A]) = −
1
2
[L′, e′A](u) = −
1
2
L′(e′A(u)) +
1
2
e′A(L
′(u)) = 0 (4.104)
where we used the fact that e′A(u) = 0 and L
′(u) = −2. Finally, (4.102)-(4.104) yield:
ζA = ζ
′
A + χ
′
ACF
′
C ,
which together with the estimate (4.85) and Remark 4.18 implies:
‖ζ‖L∞
x′
L2t
. ‖ζ ′‖L∞
x′
L2s + ‖χ′‖L∞x′L2s‖F
′‖L∞ . ε+ ε‖F ′‖L∞ . (4.105)
In view of (4.105), we need to estimate ‖F ′‖L∞ . We make the bootstrap assumption:
‖F ′‖L∞ ≤ D2ε (4.106)
where D is the large constant appearing in the bootstrap assumptions (4.1)-(4.6). Our
goal is to improve on the constant in the right-hand side of (4.106). We first estimate
DL′F . In view of the Ricci equations (2.23), we have:
ǫA = −1
2
g(DLL, eA) = −1
2
g(DbL′(b
−1L′ + 2b−1F ′Ce
′
C + b
−1|F ′|2L′), e′A + F ′AL′)
= −1
2
g(DL′L
′, e′A)− g(DL′(F ), e′A)
= ζ ′A − g(DL′(F ), e′A), (4.107)
where we used the Ricci equations (4.84) to obtain the last equality. (4.107) implies:
‖∇/ L′F ′‖L∞x′L2s +N
′
1(∇/ L′F ′) . ‖ζ ′‖L∞x′L2s + ‖ǫ‖L∞x′L2s +N
′
1(ζ
′) +N ′1(ǫ). (4.108)
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Now, in view of the definition of N1 and N ′1, and the relation (4.98) between ∇/ and ∇/ ′,
we have for any tensor G:
N1(G) . (1 + ‖F ′‖L∞)N ′1(G) . N ′1(G) and N ′1(G) . (1 + ‖F ′‖L∞)N1(G) . N1(G)
(4.109)
where we used the bootstrap assumption (4.106). Remark 4.18, the estimates (4.85),
(4.86), (4.108), (4.109) and the bootstrap assumptions (4.2) (4.3) imply:
‖∇/ L′F ′‖L∞x′L2s +N
′
1(∇/ L′F ′) . Dε. (4.110)
We now estimate ∇/ ′F ′. In view of (4.101), we have:
g(De′AF
′, e′B) =
1
2
bχ
AB
− 1
2
χ′
AB
+ F ′Bζ
′
A + F
′
Aζ
′
B + F
′
Bχ
′
ACF
′
C − F ′Ag(DL′F ′, e′B)
−1
2
|F ′|2χ′AB (4.111)
which yields:
‖∇/ ′F ′‖B′0 . ‖bχ‖B′0 + ‖χ′‖B′0 + ‖F ′ζ ′‖B′0 + ‖F ′2χ′‖B′0 + ‖F ′∇/ L′F ′‖B′0 (4.112)
. N ′1(bχ) + ‖χ′‖B′0 + (‖∇/ ′F ′‖L∞s L2x′ + ‖F
′‖L∞)‖ζ ′‖B′0
+(‖F ′∇/ ′F ′‖L∞s L2x′ + ‖F
′‖2L∞)‖χ′‖B′0 + (‖∇/ ′F ′‖L∞s L2x′ + ‖F
′‖L∞)‖∇/ L′F ′‖B′0
. N1(bχ) + ‖χ′‖B′0 + (‖∇/ ′F ′‖L∞s L2x′ + ‖F
′‖L∞)N ′1(ζ ′)
+‖F ′‖L∞(‖∇/ ′F ′‖L∞s L2x′ + ‖F
′‖L∞)N ′1(χ′)
+(‖∇/ ′F ′‖L∞s L2x′ + ‖F
′‖L∞)N ′1(∇/ L′F ′)
where we used several times the inequalities (4.91) and (4.93) as well as (4.109). The
estimates (4.86) and (4.89) together with the bootstrap assumptions (4.1)-(4.5), (4.110)
and (4.112) yield:
‖∇/ ′F ′‖B′0 . Dε+Dε(1 + ‖F ′‖L∞)(‖∇/ ′F ′‖B′0 + ‖F ′‖L∞). (4.113)
Finally, the bootstrap assumption (4.106) together with (4.113) and the fact that ε is
small yields:
‖∇/ ′F ′‖B′0 . Dε
which together with (4.90) implies:
‖F ′‖L∞ . Dε. (4.114)
(4.114) is an improvement of the bootstrap assumption (4.106) which shows that F ′ is
indeed in L∞ and satisfies the bound (4.114). In particular, (4.105) and (4.114) imply:
‖ζ‖L∞
x′
L2t
. ε. (4.115)
Note that (4.100) and (4.115) are improvements of the corresponding estimates in the
bootstrap assumptions (4.4)-(4.6).
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Remark 4.21 We also have an estimate for ∇/ ′F ′ in L2x′L∞s . Indeed, (4.111) yields:
‖∇/ ′F ′‖L2
x′
L∞s
. ‖bχ‖L2
x′
L∞s
+ ‖χ′‖L2
x′
L∞s
+ ‖F ′ζ ′‖L2
x′
L∞s
+ ‖F ′2χ′‖L2
x′
L∞s
+ ‖F ′∇/ L′F ′‖L2x′L∞s
. ‖b‖L∞N ′1(χ) + ‖χ′‖L2
x′
L∞s
+ ‖F ′‖L∞‖ζ ′‖L2
x′
L∞s
+‖F ′‖2L∞‖χ′‖L2
x′
L∞s
+ ‖F ′‖L∞‖∇/ L′F ′‖L2x′L∞s
. ‖b‖L∞N1(χ) + ε+DεN ′1(ζ ′) +D2ε2N ′1(χ′) +DεN ′1(∇/ L′F ′)
. Dε (4.116)
where we used (4.109), (4.110), (4.114), the bootstrap assumptions (4.1)-(4.6) on b and
χ, and the estimates (4.86).
Remark 4.22 (4.111) implies the following estimate for ∇/ ′F ′ + 1
2
χ′:
N ′1
(
∇/ ′F ′ + 1
2
χ′
)
. N ′1(bχ) +N ′1(F ′ζ ′) +N ′1(F ′2χ′) +N ′1(F ′∇/ L′F ′)
. N1(bχ) + (‖F ′‖L∞ + ‖∇/ ′F ′‖L2
x′
L∞s
)(N ′1(ζ ′) + ‖ζ ′‖L∞x′L2s
+‖F ′‖L∞(N ′1(χ′) + ‖χ′‖L∞x′L2s) +N
′
1(∇/ L′F ′) + ‖∇/ L′F ′‖L∞x′L2s)
. Dε, (4.117)
where we used (4.109), the estimates (4.85) and (4.86), the estimates (4.110) (4.114) and
(4.116) for F ′, and the bootstrap assumptions (4.1)-(4.6) for b and χ.
4.7 Trace norm bounds for δ and ǫ
The goal of this section is to improve the estimate for ‖δ‖L∞
x′
L2t
and ‖ǫ‖L∞
x′
L2t
given by the
bootstrap assumption (4.3). Let us first define kLL and kLA:
kLL = −g(DLT, L), kLA = −g(DLT, eA), A = 1, 2. (4.118)
Then, using the definition of k (2.24) and the computation of DTT (2.4), we have:
δ = δ − n−1∇Nn = −g(DNT,N)− g(DTT,N) = −g(DLT,N) = −g(DLT, L)
= kLL. (4.119)
and
ǫA = ǫA − n−1∇An = −g(DNT, eA)− g(DTT, eA) = −g(DLT, eA) (4.120)
= kLA.
We also define kL′L′ and kL′A:
kL′L′ = −g(DL′T, L′), kL′A = −g(DL′T, e′A), A = 1, 2. (4.121)
Then, the relations (4.98) between L, e1, e2 and L
′, e′1, e
′
2 together with the definitions
(4.118) and (4.121) yield:
kLL = b
2kL′L′ and kLA = bkL′A + bF
′
AkL′L′. (4.122)
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Thus, (4.119), (4.120) and (4.122) imply:
‖δ‖L∞
x′
L2t
. ‖bkL′L′‖L∞
x′
L2s . ‖kL′L′‖L∞x′L2s (4.123)
‖ǫ‖L∞
x′
L2t
. ‖bkL′A‖L∞
x′
L2s + ‖bF ′AkL′L′‖L∞x′L2s . ‖kL′L′‖L∞x′L2s + ‖kL′A‖L∞x′L2s
where we used the bootstrap assumption (4.1), the L∞ bound for F ′ (4.114) and Remark
4.18.
In view of (4.123), it is enough to bound the trace norms ‖kL′L′‖L∞
x′
L2s and ‖kL′A‖L∞x′L2s .
First, note that the bootstrap assumptions (4.1) (4.3) together with the L∞ bound for F ′
(4.114) and the identity (4.122) yield:
‖kL′L′‖L∞
x′
L2s
+ ‖kL′A‖L∞
x′
L2s
. Dε. (4.124)
Our goal in this section is to improve the constant D in the right-hand side of (4.124).
We will rely on the trace estimate (4.96). The improved estimates for n (4.52) (4.62) and
the improved estimate for δ, ǫ (4.75) imply:
N1(δ) +N1(ǫ) . ε. (4.125)
(4.119), (4.122), (4.125), (4.109) and the bootstrap assumptions (4.1) (4.2) for b yield:
N ′1(kL′L′) . N1(b−2δ) . ε. (4.126)
(4.124) and (4.126) yield:
N ′1(F ′kL′L′) . ‖F ′‖L∞N ′1(kL′L′) + (‖∇/ ′F ′‖L2
x′
L∞s
+ ‖∇/ L′F ′‖L2x′L∞s )‖kL′L′‖L∞x′L2s
. Dε2 +D2ε2 +DεN ′1(∇/ L′F ′)
. ε (4.127)
where we used (4.110), (4.114) and (4.116). Finally, (4.120), (4.122), (4.125), (4.127),
(4.109) and the bootstrap assumptions (4.1) (4.2) for b yield:
N ′1(kL′A) . N1(b−1ǫ) +N ′1(F ′AkL′L′) . ε. (4.128)
In order to apply the trace estimate (4.96), we need to show that ∇/ ′kL′L′ and ∇/ ′kL′A
admit a decomposition of the form, A∇/ L′P + E. We start with kL′L′. We have:
∇/ ′e′AkL′L′ = −De′Ag(DL′T, L
′) = −g(De′ADL′T, L′)− g(DL′T,De′AL′)
= −g(DL′De′AT, L′)−Re′AL′TL′ − g(D[e′A,L′]T, L′)
−b−1g(−δN + ζ
C
eC , χ
′
ABe
′
B − ζ ′AL′)
= −∇/ L′ [g(D.T, L′)]A − b−1F ′Bα′AB −
b−1
2
β ′A
+b−1χ′AB(kBN − ζB)− b−2δ(2χ′ABF ′B + ζ ′A). (4.129)
Relying on the Bianchi identities, the following decomposition for α′, β ′ were obtained in
[14]:
α′ = ∇/ L′(P1) + E1, β ′ = ∇/ L′(P2) + E2, (4.130)
73
where P1 = D′−12 β ′, P2 = D′−11 (ρ′,−σ′), and
N ′1(P1) +N ′1(P2) + ‖E1‖P ′0 + ‖E2‖P ′0 . ε. (4.131)
We define the tensors A1, A2, P3, E3 as:
P3A = −g(De′AT, L′), A1 = −b−1F ′, A2 = − b
−1
2
,
E3 = b
−1χ′AB(kBN − ζB)− b−2δ(2χ′ABF ′B + ζ ′A),
(4.132)
which together with (4.129) and (4.130) yields:
∇/ ′kL′L′ = A1∇/ L′P1 + A2∇/ L′P2 +∇/ L′P3 + E1 + E2 + E3. (4.133)
Now, we have:
P3A = −g(De′AT, L′) = b−1kAN − F ′Ab−2δ
which yields:
N ′1(P3) . N1(b−1kAN) (4.134)
+(‖F ′‖L∞ + ‖∇/ ′F‖L2
x′
L∞s
+ ‖∇/ ′L′F‖L2x′L∞s )(N1(b
−2δ) + ‖b−2δ‖L∞
x′
L2t
)
. ε+D2ε2
. ε
where we used the bootstrap assumptions (4.1) (4.2) for b, the bootstrap assumption (4.3)
for δ, the improved estimate (4.75) for kAN , the estimates (4.110) (4.114) and (4.116) for
F together with Remark 4.18 and (4.109). Using the bootstrap assumptions (4.1) (4.2)
for b and the estimates (4.110) (4.114) and (4.116) for F , we also have:
‖A1‖L∞ + ‖∇/ ′A1‖L2
x′
L∞s
+ ‖∇/ L′A1‖L2x′L∞s + ‖A2‖L∞ + ‖∇/
′A2‖L2
x′
L∞s
+ ‖∇/ L′A2‖L2x′L∞s
. (‖b‖L∞ +N2(b))(1 + ‖F ′‖L∞ + ‖∇/ ′F ′‖L2
x′
L∞s
+ ‖∇/ L′F ′‖L2x′L∞s )
. Dε. (4.135)
The functional inequalities (4.92) and (4.94) yield:
‖E3‖P ′0 . (‖b‖L∞ + ‖∇/ ′b‖L∞s L2x′ )(1 + ‖F
′‖L∞ + ‖∇/ ′F ′‖L∞s L2x′ )
×(N ′1(χ′)2 +N ′1(ζ ′)2 +N ′1(δ)2 +N ′1(ǫ)2 +N ′1(ζ)2)
. D2ε2
. ε, (4.136)
where we used the bootstrap assumptions (4.1)-(4.6) for b, δ, kBN and ζ, the estimates
(4.110) (4.114) and (4.116) for F , and the estimate (4.86) for χ′ and ζ ′. Finally, the sharp
trace estimate (4.96) together with (4.133) and the estimates (4.126) (4.131), (4.134),
(4.135) and (4.136) yields:
‖kL′L′‖L∞
x′
L2s . N ′1(kL′L′) + (‖A1‖L∞ + ‖∇/ ′A1‖L2x′L∞s )N
′
1(P1) + (‖A2‖L∞ (4.137)
+‖∇/ ′A2‖L2
x′
L∞s
)N ′1(P2) +N ′1(P3) + ‖E1‖P ′0 + ‖E2‖P ′0 + ‖E3‖P ′0
. ε,
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which is an improvement of (4.124) for kL′L′ .
Next, we show that ∇/ ′kL′A admit a decomposition of the form, A∇/ L′P +E. We have:
∇/ ′e′B [kL′.]e′A = −e
′
B [g(DL′T, e
′
A)] + g(DL′T,∇/ e′Be
′
A)
= −g(De′BDL′T, e′A)− g(DL′T,De′Be′A −∇/ e′Be
′
A)
= −g(DL′De′BT, e′A)−Re′BL′Te′A − g(D[e′B,L′]T, e′A)
−b−1g(−δN + ζ
C
eC ,
1
2
χ′ABL
′ +
1
2
χ′
AB
L′)
= −∇/ L′ [g(D.T, .)]AB −Re′BL′Te′A − g(DDe′
B
L′T, e
′
A)
+g(D
DL′e
′
B−∇/ L′e′BT, e
′
A) + g(De′BT,DL′e
′
A −∇/ L′e′A)
−b−1g(−δN + ζ
C
eC ,
1
2
χ′ABL
′ +
1
2
χ′
AB
L′)
= −∇/ L′ [g(D.T, .)]AB −
1
2
b−1α′AB
+
1
2
b−1(ρ′δAB − σ′ ∈AB +2F ′C ∈AC ∗β ′B − |F ′|2α′AB)
+χ′BC(kCA − F ′Ab−1kCN − F ′Cb−1ǫA + F ′CF ′Ab−2δ)
+b−1ζ ′A(kBN − b−1F ′Bδ) +
1
2
χ′AB(−δ + b−2δ|F ′|2
+2b−1ζ
C
F ′C) +
1
2
b−2χ′
AB
δ. (4.138)
Define as in [14] ρˇ′, σˇ′ as:
ρˇ′ = ρ′ − 1
2
χ̂′ · χ̂′, σˇ = σ − 1
2
χ̂′ ∧ χ̂′. (4.139)
Relying on the Bianchi identities, the following decomposition for ρˇ′, σˇ′ was obtained in
[14]:
(ρˇ′, σˇ′) = ∇/ L′(P4) + E4, (4.140)
where P4 =
∗D′−11 β′, and
N ′1(P4) + ‖E4‖P ′0 . ε. (4.141)
We have
g(De′BT, e
′
A) = −kAB + F ′Bb−1ǫA + b−1F ′AkBN − b−2F ′AF ′Bδ
which yields:
− g(De′BT, e′A) = ∇/ L′(P5) + A6∇/ L′(P6) + E6 (4.142)
where P5, A6, P6, E6 are defined by:
P5AB = −kAB + F ′Bb−1ǫA − b−2F ′AF ′Bδ,
A6B = b
−1F ′B, P6B = kBN , E6AB = ∇/ ′L[b−1F ′]AkBN .
(4.143)
We define the tensors A4, A7, A8, E7 as:
A4 =
1
2
b−1, A7 = b
−1F ′, A8 = −b−1|F ′|2
E7AB = χ
′
BC(kCA − F ′Ab−1kCN − F ′Cb−1ǫA + F ′CF ′Ab−2δ)
+b−1ζ ′A(kBN − b−1F ′Bδ) + 12χ′AB(−δ + b−2δ|F ′|2 + 2b−1ζCF ′C),
(4.144)
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which together with (4.130), (4.138), (4.140) and (4.142) yields:
∇/ ′kL′A = A7∇/ L′P2 + A8∇/ L′P1 + A4∇/ L′P4 +∇/ L′P5 + A6∇/ L′P6 + E1 + E2 + E4
+E6 + E7 +
1
4
b−1(χ̂′ · χ̂′δAB − χ̂′ ∧ χ̂′ ∈AB) + 1
2
b−2χ′
AB
δ (4.145)
In view of (4.117), we define E8 as:
E8 =
1
2
b−1(χ̂′ · (∇/ ′F ′+ 1
2
χ̂′)δAB− χ̂′∧ (∇/ ′F ′+ 1
2
χ̂′) ∈AB)+ b−2(∇/ ′BF ′A+
1
2
χ′
AB
)δ. (4.146)
Note that the non sharp product estimate (4.94) together with the bootstrap assumptions
(4.1)-(4.3) for b and δ, the estimate (4.86) for χ′ and the estimate (4.117) for ∇/ ′F ′ + 1
2
χ′
yields:
‖E8‖P ′0 . D2ε2 . ε. (4.147)
Now, we recall the following result from [14] section 7:
∇/ ′χ′ = ∇/ L′(P10) + E10,
with N ′1(P10) + ‖E10‖P ′0 . ε which together with (4.119), (4.133) and (4.146) yields:
1
4
b−1(χ̂′ · χ̂′δAB − χ̂′ ∧ χ̂′ ∈AB) + 1
2
b−2χ′
AB
δ (4.148)
= A11∇/ L′(P11) + E11 −∇/ ′(
1
2
b−1(χ̂′ · F ′δAB − χ̂′ ∧ F ′ ∈AB) + b−2F ′Aδ).
Using (4.147), the fact that N ′1(P10) + ‖E10‖P ′0 . ε from [14], the estimate (4.86) for χ′,
the bootstrap assumptions (4.1)-(4.3) for b and δ, and the estimates (4.110) (4.114) and
(4.116) for F implies that A11, P11, E11 satisfy:
‖A11‖L∞ + ‖∇/ ′A11‖L2
x′
L∞s
+ ‖∇/ L′A11‖L2x′L∞s +N
′
1(P11) + ‖E11‖P ′0 . ε. (4.149)
Now, (4.145) and (4.148) yield:
∇/ ′[kL′A + 1
2
b−1(χ̂′ · F ′δAB − χ̂′ ∧ F ′ ∈AB) + b−2F ′Aδ]
= A7∇/ L′P2 + A8∇/ L′P1 + A4∇/ L′P4 +∇/ L′P5 + A6∇/ L′P6 + A11∇/ L′P11
+E1 + E2 + E4 + E6 + E7 + E11. (4.150)
(4.143), (4.144), the bootstrap assumptions (4.1) (4.2) for b, the bootstrap assumption
(4.3) for ǫ, δ, the improved estimate (4.75) for kAN , the estimates (4.110) (4.114) and
(4.116) for F ′ together with Remark 4.18 and (4.109), the estimate (4.86) for χ′ and ζ ′,
the trace estimate (4.85), the inequality (4.92) and the non sharp product estimate (4.94)
yield:
‖Aj‖L∞ + ‖∇/ ′Aj‖L2
x′
L∞s
+ ‖∇/ L′Aj‖L2x′L∞s . Dε for j = 4, 6, 7, 8,N ′1(Pj) . ε for j = 5, 6,
‖Ej‖P ′0 . ε for j = 6, 7.
(4.151)
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Note also that (4.128), the bootstrap assumptions (4.1) (4.2) for b, the bootstrap as-
sumption (4.3) for δ, the estimates (4.110) (4.114) and (4.116) for F ′ together with the
inequality (4.109), the estimate (4.86) for χ′ and the trace estimate (4.85) imply:
N ′1
(
kL′A +
1
2
b−1(χ̂′ · F ′δAB − χ̂′ ∧ F ′ ∈AB) + b−2F ′Aδ
)
. ε+D2ε2 . ε. (4.152)
Finally, the sharp trace estimate (4.96) together with (4.150) and the estimates (4.131),
(4.141), (4.149), (4.151) and (4.152) yields:∥∥∥∥kL′A + 12b−1(χ̂′ · F ′δAB − χ̂′ ∧ F ′ ∈AB) + b−2F ′Aδ
∥∥∥∥
L∞
x′
L2s
. ε+D2ε2 . ε. (4.153)
(4.153), the bootstrap assumption (4.1) for b, the bootstrap assumption (4.3) for δ, the
estimate (4.114) for F ′ and the trace estimate (4.85) for χ′ imply:
‖kL′A‖L∞
x′
L2s . ε, (4.154)
which is an improvement of (4.124) for kL′A. (4.123), (4.137) and (4.154) yield:
‖δ‖L∞
x′
L2t
+ ‖ǫ‖L∞
x′
L2t
. ε, (4.155)
which improves the trace estimates for δ and ǫ given by the bootstrap assumption (4.3).
4.8 Estimates for b
The goal of this section is to improve the bootstrap assumption for b given by (4.1) and
(4.2), and to derive an estimate for L(b) in L∞t L
4
x′ . Using the transport equation for b
(2.27) and the estimate for transport equations (3.64), we obtain:
‖b− 1‖L∞ . ‖b(0)− 1‖L∞ + ‖bδ‖L∞
x′
L1t
(4.156)
. ε+ (1 + ‖b− 1‖L∞)‖δ‖L∞
x′
L2t
. ε+Dε‖b− 1‖L∞
where we used the bootstrap assumption (4.3) for δ in the last inequality. (4.156) yields:
‖b− 1‖L∞ . ε (4.157)
which improves the estimate for b given by the bootstrap assumption (4.1). Using (2.27)
and (2.26), we obtain:
N2(b) . N1(L(b)) +N1(∇/ b) (4.158)
. N1(bδ) +N1(bζ) +N1(bǫ)
. (‖b‖L∞ +N2(b))(N1(δ) +N1(ζ) +N1(ǫ))
. ε+ εN2(b)
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where we used (4.157) and the improved estimates (4.75) for δ and ǫ, and (4.182) for ζ .
(4.158) yields:
N2(b) . ε. (4.159)
We also derive an estimate for L(b). Differentiating the transport equation for b (2.27)
with respect to L, we obtain:
L(L(b)) = [L, L](b)− L(b)δ − bL(δ) (4.160)
= (δ + n−1∇Nn)δb− 2(ζ − ζ) · ∇/ b− bL(δ),
where we used the commutator formula (2.46) in the last equality. This yields:
‖L(L(b))‖L2(Hu) (4.161)
. (1 + ‖b‖L∞)
(
‖δ + n−1∇Nn‖L4(Hu)‖δ‖L4(Hu) + ‖ζ − ζ‖L4(Hu)‖∇/ b‖L4(Hu)
+‖L(δ)‖L2(Hu)
)
. (1 + ‖b‖L∞)
(
N1(δ)2 +N1(n−1∇n)2 +N1(ζ)2 +N1(ζ)2 +N1(∇/ b)2 + ‖L(δ)‖L2(Hu)
)
. ε+D2ε2
. ε,
where we used the bootstrap assumptions (4.1)-(4.6). Together with the estimate for
transport equations (3.64), we obtain:
‖L(b)‖L2
x′
L∞t
. ‖L(L(b))‖L2(Hu) . ε. (4.162)
(4.159) and (4.162) improve the estimate for b given by the bootstrap assumption (4.2).
Finally, we derive an estimate for L(b) in L∞t L
4
x′ . In view of (2.43), we have
bL(δ) = −L(b(δ + n−1∇Nn)) + L(b)(δ + n−1∇Nn) + 2bρ+ 2b|ǫ|2 + 2bδ2
+4bǫ · (ζ − n−1∇/ n)− 2b|n−1N(n)|2,
which together with (4.160) implies
L
(
L(b)− b(δ + n−1∇Nn)
)
= −2bρ+ h1, (4.163)
where h is given by
h1 = (δ + n
−1∇Nn)δb− 2(ζ − ζ) · ∇/ b− L(b)(δ + n−1∇Nn)− 2b|ǫ|2 − 2bδ2
−4bǫ · (ζ − n−1∇/ n) + 2b|n−1N(n)|2.
In view of the bootstrap assumptions (4.1)-(4.6), we have the following estimate for h1
‖h1‖L1tL4x′ . (N1(δ) +N1(n
−1∇n) +N2(b) +N1(ǫ) +N1(ζ) +N1(ζ))2(1 + ‖b‖L∞)
. D2ε2
. ε. (4.164)
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Next, we decompose the term involving ρ in the right-hand side of (4.163). In view of the
Bianchi identity (2.57), we have:
(nρ, nσ) = ∗D−11
(∇/ nL(β)−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ))
which yields
(ρ, σ) = L(∗D−11 (β)) + n−1[∗D−11 ,∇/ nL]β + h2, (4.165)
where h2 is given by
h2 = n
−1∗D−11
(−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ)) .
In view of the bootstrap assumptions (4.1)-(4.6) and Lemma 3.16, we have the following
estimate for h2
‖h2‖L1tL4x′ + ‖h2‖L2tL3x′ (4.166)
. ‖n−1‖L∞
∥∥−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ)∥∥
L1tL
3
2
x′
+‖n−1‖L∞
∥∥−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ)∥∥
L2tL
4
3
x′
. (N1(∇/ n) +N1(χ̂) +N1(δ) +N1(ζ))‖(β, ρ, σ, β)‖L∞u L2(Hu)‖n−1‖L∞(1 + ‖n‖L∞)
. Dε2
. ε,
where we used the bootstrap assumptions (4.1)-(4.6) and the curvature bound (2.59).
Next, we estimate the commutator term in the right-hand side of (4.165). This is done
in the following lemma.
Lemma 4.23 [∗D−11 ,∇/ nL](β) satisfies the following estimate:
‖[∗D−11 ,∇/ nL](β)‖L2tL3x′ + ‖[
∗D−11 ,∇/ nL](β)‖L1tL4x′ . ε.
We postpone the proof of Lemma 4.23 to section A.3 and conclude the estimate for
L(b) in L∞t L
4
x′. In view of (4.163) and (4.165), we have
L
(
L(b)− b(δ + n−1∇Nn) + 2bπ1(∗D−11 (β))
)
= 2L(b)π1(
∗D−11 (β))− 2bπ1([∗D−11 ,∇/ nL](β))− 2bπ1(h2) + h1,
where π1 denote the projection in R
2 on the first coordinate. Together with the estimate
for transport equations (3.64), we obtain∥∥L(b)− b(δ + n−1∇Nn) + 2bπ1(∗D−11 (β))∥∥L∞t L4x′
. ‖L(b)‖L2tL8x′‖
∗D−11 (β)‖L2tL8x′ + ‖b‖L∞(‖[
∗D−11 ,∇/ nL](β)‖L1tL4x′ + ‖h2‖L1tL4x′ ) + ‖h1‖L1tL4x′
. N2(b)‖∇/ ∗D−11 (β)‖L2(Hu) + ε,
where we used in the last inequality the Gagliardo-Nirenberg inequality (3.3), the boot-
strap assumption (4.1) for b, Lemma 4.23, the estimate (4.166) for h2 and the estimate
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(4.164) for h1. Together with the bootstrap assumption (4.2) for b, the estimate (3.49)
for ∗D−11 , and the curvature bound (2.59) for β, we deduce∥∥L(b)− b(δ + n−1∇Nn) + 2bπ1(∗D−11 (β))∥∥L∞t L4x′ . ε. (4.167)
This yields
‖L(b)‖L∞t L4x′ .
∥∥−b(δ + n−1∇Nn) + 2bπ1(∗D−11 (β))∥∥L∞t L4x′ + ε (4.168)
. ‖b‖L∞(N1(δ) +N1(n−1∇Nn)) + ‖b‖L∞N1(∗D−11 (β)) + ε
. Dε+N1(∗D−11 (β)).
Next, we estimate the right-hand side of (4.168). In view of the estimate (3.49) for
∗D−11 and the curvature bound (2.59) for β, we have
‖∇/ ∗D−11 (β)‖L2(Hu) . ‖β‖L2(Hu) . ε. (4.169)
Also, in view of (4.165), we have
‖L(∗D−11 (β)‖L2(Hu) . ‖(ρ, σ)‖L2(Hu) + ‖n−1‖L∞‖[∗D−11 ,∇/ nL]β‖L2(Hu) + ‖h2‖L2(Hu)
. ε, (4.170)
where we used in the last inequality the curvature bound (2.59) for (ρ, σ), the bootstrap
assumption (4.1) for n, the commutator estimate of Lemma 4.23, and the estimate (4.166)
for h2. Finally, (4.169) and (4.170) imply
N1(∗D−11 (β)) . ε
which together with (4.168) yields the following estimate for L(b)
‖L(b)‖L∞t L4x′ . Dε. (4.171)
Remark 4.24 The estimate (4.171) contains the bootstrap constant D in its right-hand
side. This is not an issue since such an estimate is not part of our bootstrap assumptions
(4.1)-(4.6).
4.9 Remaining estimates for trχ, χ̂ and ζ
We first estimate ∇/ trχ. Differentiating the Raychaudhuri equation (2.28) and using the
commutation formula (2.44), we obtain:
∇/ L∇/ trχ = −
(
3
2
trχ + χ̂+ δ
)
∇/ trχ− 2χ̂∇/ χ̂+ n−1∇/ nL(trχ)−∇/ (δ)trχ, (4.172)
which together with the bootstrap assumptions (4.1)-(4.6) and the estimate for transport
equations (3.64) yields:
‖∇/ trχ‖L2
x′
L∞t
.
∥∥∥∥32trχ+ χ̂ + δ
∥∥∥∥
L2
x′
L∞t
‖∇/ trχ‖L2(Hu) + ‖χ̂‖L∞
x′
L2t
‖∇/ χ̂‖L2(Hu)
+‖n−1∇/ n‖L2tL8x′‖L(trχ)‖L2tL 83x′
+ ‖∇/ (δ)‖L2(Hu)‖trχ‖L∞
. D2ε2
. ε (4.173)
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where we used the Raychaudhuri equation (2.28), the embeddings (3.3) and (3.56), and
the bootstrap assumption to bound L(trχ):
‖L(trχ)‖
L2tL
8
3
x′
. ‖χ‖L2tL8x′‖χ‖L∞t L4x′ + ‖χ‖L2tL8x′‖δ‖L∞t L4x′ . N1(χ)
2 +N1(δ)2 . ε.
Note that (4.173) improves the estimate for∇/ trχ given by the bootstrap assumption (4.4).
We now estimate N1(χ). Using the transport equation for χ̂ (2.29), we obtain:
‖∇/ Lχ̂‖L2(Hu) . ‖trχ‖L∞‖χ̂‖L2(Hu) + ‖δ‖L4(Hu)‖χ̂‖L4(Hu) + ‖α‖L2(Hu) . ε+D2ε2 . ε
(4.174)
where we have used the curvature bound (2.59) for α, and the bootstrap assumptions
(4.2)-(4.5) for χ and δ. Next, using the codazzi equation (2.32) for χ̂, we obtain:
‖D2χ̂‖L2(Hu) . ‖∇/ trχ‖L2(Hu) + ‖β‖L2(Hu) + ‖χ‖L4(Hu)‖ǫ‖L4(Hu) . ε+D2ε2 . ε (4.175)
where we have used (4.173), the curvature bound (2.59) for β, and the bootstrap assump-
tions (4.3)-(4.5) for χ and ǫ. The Hodge estimate (3.49) together with (4.175) yields:
‖∇/ χ̂‖L2(Hu) . ε. (4.176)
(4.174) and (4.176) imply:
N1(χ̂) . ε. (4.177)
Note that (4.177) improves the estimate for N1(χ̂) given by the bootstrap assumption
(4.5).
We now estimate Ltrχ. Using the transport equation for µ (2.39) and the estimate
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for transport equations (3.64), we obtain:
‖µ‖L2
x′
L∞t
.
∥∥∥∥− trχµ+ 2(ζA − ζA)∇/ A(trχ)− 2χ̂AB(2∇/ AζB + 2ζAζB
+(δ + n−1N(n))χ̂AB − 1
2
trχχ̂AB − 1
2
trχχ̂
AB
)
+(δ + n−1∇Nn))
(1
2
(trχ)2 + |χ̂|2 + δtrχ)
+trχ
(
2(kAN − ζA)n−1∇An + 2|n−1N(n)|2 − 2ρ
−2kNmkmN + 2|n−1N(n)|2 − 2n−1N(n)trχ
)∥∥∥∥
L2
x′
L1t
. ‖trχ‖L∞‖µ‖L2
x′
L∞t
+ (‖ζ‖L∞
x′
L2t
+ ‖ζ‖L∞
x′
L2t
)‖∇/ trχ‖L2(Hu)
+‖χ̂‖L∞
x′
L2t
(
‖∇/ ζ‖L2(Hu) + ‖ζ‖2L4(Hu)
+‖(δ + n−1N(n))χ̂‖L2(Hu) + ‖trχχ̂‖L2(Hu) + ‖trχχ̂‖L2(Hu)
)
+
∥∥∥∥(δ + n−1∇Nn))(12(trχ)2 + |χ̂|2 + δtrχ)
∥∥∥∥
L2(Hu)
+‖trχ‖L∞
∥∥∥∥2(kAN − ζA)n−1∇An+ 2|n−1N(n)|2 − 2ρ
−2kNmkmN + 2|n−1N(n)|2 − 2n−1N(n)trχ
∥∥∥∥
L2(Hu)
. Dε‖µ‖L2
x′
L∞t
+D2ε2 (4.178)
where we used the curvature bound (2.59), the bootstrap assumptions (4.1)-(4.6) and the
Sobolev inequality (3.55). (4.178) yields:
‖µ‖L2
x′
L∞t
. ε
which together with the bootstrap assumptions (4.1)-(4.6) and the definition (2.38) of µ
implies:
‖Ltrχ‖L2
x′
L∞t
.
∥∥∥∥L(µ) + 12(trχ)2 + (δ + n−1∇Nn)trχ
∥∥∥∥
L2
x′
L∞t
. ε+D2ε2 . ε. (4.179)
Note that (4.179) improves the estimate for Ltrχ given by the bootstrap assumption (4.4).
We now estimate N1(ζ). Using the transport equation for ζ (2.30), we obtain:
‖∇/ Lζ‖L2(Hu) . ‖χ‖L4(Hu)(‖ζ‖L4(Hu) + ‖ǫ‖L4(Hu)) + ‖β‖L2(Hu) . ε+D2ε2 . ε (4.180)
where we have used the curvature bound (2.59) for β, and the bootstrap assumptions
(4.2)-(4.5) for χ and ǫ. Next, using the div-curl system of equations (2.35) (2.36) for ζ ,
we obtain:
‖D1ζ‖L2(Hu) . ‖µ‖L2(Hu) + ‖ρ‖L2(Hu) + ‖σ‖L2(Hu) + ‖χ‖2L4(Hu) + ‖k‖2L4(Hu) + ‖ζ‖2L4(Hu)
. ε+D2ε2
. ε (4.181)
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where we have used (4.179), the curvature bound (2.59) for ρ and σ, and the bootstrap
assumptions (4.3)-(4.6) for χ, k and ζ . The Hodge estimate (3.49) together with (4.181)
yields:
‖∇/ ζ‖L2(Hu) . ε. (4.182)
(4.180) and (4.182) imply:
N1(ζ) . ε. (4.183)
Note that (4.183) improves the estimate for N1(ζ) given by the bootstrap assumption
(4.6).
We now estimate ∇/ Lχ̂. Using the null structure equation (2.34), we obtain:
‖∇/ Lχ̂‖L2(Hu) (4.184)
. ‖∇/ ζ‖L2(Hu) + ‖χ‖L4(Hu)(‖χ‖L4(Hu) + ‖δ‖L4(Hu) + ‖n−1N(n)‖L4(Hu)) + ‖ζ‖2L4(Hu)
. ε+D2ε2
. ε
where we have used (4.182) and the bootstrap assumptions (4.1)-(4.6) for n, χ, χ, δ and
ζ . Note that (4.184) improves the estimate for ∇/ Lχ̂ given by the bootstrap assumption
(4.5).
Finally, (4.50), (4.52), (4.62), (4.75), (4.77), (4.100), (4.115), (4.155), (4.173), (4.177),
(4.179), (4.183), (4.184), (4.157), (4.159) and (4.162) improve the bootstrap assumptions
(4.1)-(4.6). Thus, there exists a universal constant D > 0 such that (4.1)-(4.6) and (4.171)
hold. This yields (2.66)-(2.71) which concludes the proof of Theorem 2.18.
5 Estimates for LLtrχ, ∇/ L(ζ) and LL(b)
This section is devoted to the proof of Theorem 2.19. We assume the following bootstrap
assumptions. There exists a function γ in L2(R) with ‖γ‖L2(R) ≤ 1 such that for all j ≥ 0,
we have:
‖PjLLtrχ‖L2(Hu) . 2jDε+ 2
j
2Dεγ(u), (5.1)
‖Pj(∇/ L(ζ))‖L2(Hu) . D2ε+ 2−
j
2D2εγ(u), (5.2)
where D > 0 is a large enough constant. We will improve on these estimates. Using the
estimates obtained in Theorem 2.18, in particular for trχ and χ̂, would yield an upper
bound for LLtrχ of the following type
‖PjLLtrχ‖L2(Hu) . 2
j
2εγ(u) +
∑
l,q
2j2−
|q−l|
2 γ(1)q γ
(2)
l , where γ
(1)
q ∈ ℓ2(N) and γ(2)l ∈ ℓ∞(N)
(5.3)
which is not summable. This forces us to rely on a Besov improvement for trχ, as well as
a suitable decomposition for ∇/ χ̂ (see (5.40)). This is done in section 5.1. Then, we derive
a system of equations for LLtrχ and ∇/ L(ζ) in section 5.2. This allows us to improve
on the bootstrap assumption (5.2) in section 5.3, and (5.1) in section 5.4. Finally, the
estimate for LL(b) is then derived in section 5.5.
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5.1 Besov improvement for trχ in the time foliation
In this section, we first define Besov spaces, and then explain how to adapt the ideas in
the sequence of papers [14] [10] [11] to obtain the Besov improvement for trχ.
5.1.1 Definition of the Besov spaces and first properties
Following [10] [14], we introduce for 0 ≤ a ≤ 1 and for tensors F on Pt,u the Besov norm:
‖F‖Ba2,1(Pt,u) =
∑
j≥0
2ja‖PjF‖L2(Pt,u) + ‖P<0F‖L2(Pt,u), (5.4)
where Pj are the geometric Littlewood-Paley projections on the 2-surfaces Pt,u. Further-
more, for Pt,u-tangent tensors F on Hu, 0 ≤ a ≤ 1, we introduce the Besov norms:
‖F‖Ba =
∑
j≥0
2ja sup
0≤t≤1
‖PjF‖L2(Pt,u) + sup
0≤t≤1
‖P<0F‖L2(Pt,u), (5.5)
‖F‖Pa =
∑
j≥0
2ja‖PjF‖L2(Hu) + ‖P<0F‖L2(Hu). (5.6)
Note that these Besov spaces in the time foliation correspond to the Besov spaces in the
geodesic foliation defined by the norms (4.87) (4.88). The goal of section 5.1 is to prove
the following estimates for trχ and χ̂:
‖∇/ trχ‖B0 . ε, (5.7)
and
∇/ χ̂ = ∇/ L(P ) + E with N1(P ) . ε and ‖E‖P0 . ε. (5.8)
Note that the corresponding estimates in the geodesic foliation have been proved in the
sequence of papers [14] [10] [11]. One may reprove these estimates by adapting the proofs
to the context of a time foliation. However, this would be rather lengthy and we suggest
here a more elegant solution which consists in identifying the key structure in [14] [10]
[11] and showing that the analog structure exists in the time foliation. This will be done
in the next section.
We conclude this section with several functional inequalities satisfied by the Besov
spaces Ba,Pa. Note that properties of the Besov spaces on 2-surfaces derived in [10]
apply to the Besov spaces Ba2,1. Indeed, these properties only depend on the fact that
Pt,u is a 2-surface satisfying the coordinate system assumption (3.1) and the assumption
(4.34) on the gauss curvature K. In particular, the following estimates are immediate
consequences on the estimates in [10] for Ba2,1 (see also section 5 in [14]):
‖f‖L∞ . ‖f‖B1 . ‖f‖L∞t L2x′ + ‖∇/ f‖B0, (5.9)
where f is a scalar function on Hu,
‖F ·H‖B0 .
(‖∇/F‖L∞t L2x + ‖F‖L∞)‖H‖B0, (5.10)
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where F and H are Pt,u-tangent tensors, and
‖∇/ · D−1F‖Pa . ‖F‖Pa (5.11)
where 0 ≤ a < 1, F is a Pt,u tangent tensor on Hu, and D−1 denotes one of the operators
D−11 , D−12 , ∗D−11 , ∗D−1. Also, for 0 ≤ a < 12 and 22−a < p ≤ 2, we have:
‖D−1F‖Pa . ‖F‖L2tLpx′ . (5.12)
Finally, we shall make use of the following non sharp embedding and product estimates.
For any Pt,u-tangent tensors F,G, and for any 0 ≤ a < 12 , we have:
‖F‖Ba . N1(F ) (5.13)
‖F ·G‖Pa . N2(F ) · ‖G‖Pa (5.14)
‖F ·G‖Pa . N1(F ) · (‖G‖L2(Hu) + ‖∇/G‖L2(Hu)). (5.15)
5.1.2 Structure of the commutators in the time foliation
As noted at the end of the previous section, the results from the paper [10] on 2-surfaces
immediately apply to Pt,u. We shall now show that results from the paper [11] true
in the geodesic foliation apply also to the time foliation due to a similar structure of
commutators.
Let A denote A = nχ. Then, the estimates (2.66) for n, (2.69) for trχ and (2.70) for
χ̂ of Theorem 2.18 proved in section 4 imply:
‖A‖L∞
x′
L2t
+N1(A) . ε. (5.16)
In view of (5.16) and the commutator identities (2.48) and (2.49), we have:
[∇/ nL,∇/ ]f = A · ∇/ f, (5.17)
[∇/ nL,∆/ ]f = A · ∇/ 2f +∇/A · ∇/ f + A ·A · ∇/ f (5.18)
where f is a scalar function on Hu and:
[∇/ nL,∇/ ]F = A · ∇/ F + nβ · F + A · A · F, (5.19)
[∇/ nL,∆/ ]F = A · ∇/ 2F +∇/A · ∇/ F +A ·A · ∇/F + nβ · ∇/F +∇/ (nβ · ∇/F +A ·A ·F ) (5.20)
where F is a Pt,u-tangent tensor on Hu. Note that the structure of the commutators
(5.17)-(5.20) together with the estimate (5.16) for A is the same structure as in the case
of a geodesic foliation with the correspondence:
L′ → nL, χ′ → nχ and β ′ → nβ (5.21)
where L′, χ′ and β ′ have been defined in section 4.6.1.
The proofs of the sharp trace theorems in the paper [11] rely on the following assump-
tions (see section 3 of [11]) where we translate for the time foliation using the correspon-
dence (5.21):
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S1 The two surfaces Pt,u satisfy the coordinates system assumption (3.1), the calculus
inequalities of section 3.1 and the geometric Littlewood-Paley theory of section 3.2
S2 The Gauss curvature K of Pt,u satisfies the bound (4.33) (4.34)
S3 There is A satisfying (5.16) such that we have the commutator structure (5.17)-
(5.20)
S4 nβ satisfies the curvature flux bound ‖nβ‖L2(Hu) . ε (which follows from the cur-
vature bound (2.59) and the estimate (2.66) for n)
Since the proof of the sharp trace theorems in [11] only rely on the structural assumptions
S1-S4, they immediately extend to the case of a time foliation. In particular, we obtain
the following analog of the sharp trace theorems in [11] (see section 4 of [11]):
Proposition 5.1 Assume that the Pt,u-tangent tensor U satisfies U(0) = 0 and the fol-
lowing transport equation along Hu:
∇/ nLU + atrχU = F1 · ∇/ nLP + F2 ·W,
where a is some positive number. Then,
‖U‖B0 .
(N1(F1) + ‖F1‖L∞
x′
L2t
) · N1(P ) + (N1(F2) + ‖F2‖L∞
x′
L2t
) · ‖W‖P0. (5.22)
We also obtain the following useful commutator estimates:
Lemma 5.2 For a given 1-form F , let w the solution of the scalar transport equation
nL(w) = div/ (F ), w = 0 on P0,u,
and let W be a solution of the equation
∇/ nLW − nχ ·W = F, W = 0 on P0,u.
Then, for any 1 ≤ p ≤ 2,
‖div/ (W )− w‖Lp
x′
L∞t
. ε‖F‖
L
2p
2−p
x′
L1t
.
Lemma 5.3 For any Pt,u-tangent tensor F and all 1 ≤ q < 2, we have:
‖[Pj ,∇/ nL]F‖LqtL2x′ + 2
−j‖∇/ [Pj,∇/ nL]F‖LqtL2x′ . 2
− j
2+N1(F ) (5.23)
(by 2−
j
2+ we mean 2−aj for a < 1
2
arbitrarily close to 1
2
), while for q = 1,
‖[Pj ,∇/ nL]F‖L1tL2x′ + 2
−j‖∇/ [Pj ,∇/ nL]F‖L1tL2x′ . 2
−j+N1(F ). (5.24)
Finally, using Proposition 5.1, we may prove the following version of the sharp classical
trace theorem.
Corollary 5.4 Assume F is an Pt,u-tangent tensor which admits a decomposition of the
form, ∇/F = B∇/ nLP + E. Then,
‖F‖L∞
x′
L2t
. N1(F ) +N1(P )(‖B‖L∞ + ‖∇/B‖L2
x′
L∞t
+ ‖∇/ LB‖L2x′L∞t ) + ‖E‖P0 . (5.25)
The proof of (5.25) is the analog of the proof of the estimate (4.96) so we skip it.
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5.1.3 Structure of the Bianchi identities in the time foliation
In this section, we will show that results from the paper [14] true in the geodesic foliation
apply also to the time foliation due to a similar structure of the Bianchi identities. We first
enlarge the correspondence (5.21) with the general philosophy that L′ should correspond
to nL and L′ to n−1L:
L′ → nL, L′ → n−1L, e′A → eA
χ′ → nχ, χ′ → n−1χ
β ′ → nβ, ρ′ → ρ, σ′ → σ
(5.26)
where L′, L′, χ′, χ′, β ′, ρ′ and σ′ have been defined in section 4.6.1. Following [14], we
define ρˇ, σˇ as:
ρˇ = ρ− 1
2
χ̂ · χ̂, σˇ = σ − 1
2
χ̂ ∧ χ̂. (5.27)
Multiplying the Bianchi identities (2.53) and (2.55) by n together with the null structure
equations for χ and χ yields:
nL(ρˇ) = div/ (nβ)− ǫ · (nβ) + 1
2
(nχ̂) ·
(
∇/ ⊗̂ǫ− ǫ⊗̂ǫ+ (ntrχ) · (n−1χ̂)
+
1
2
(n−1trχ) · (nχ̂)
)
,
nL(σˇ) = −curl/ (nβ) + ǫ ∧ (nβ) + 1
2
(nχ̂) ∧
(
∇/ ⊗̂ǫ− ǫ⊗̂ǫ+ (ntrχ) · (n−1χ̂)
)
.
(5.28)
We now denote A = (nχ, ǫ) which together with the estimates (2.66) for n, the estimates
(2.67) for ǫ, the estimates (2.69) for trχ and (2.70) for χ̂ of Theorem 2.18 proved in
section 4 still imply the estimate (5.16) for A. We also denote A = nχ which in view
of the estimates (2.66) for n, the estimates (2.67) for k, the estimates (2.69) for trχ and
(2.70) for χ̂ of Theorem 2.18 proved in section 4 satisfies the following estimate:
N1(A) . ε. (5.29)
In view of the definition of A and A together with (5.28), we have:
nL(ρˇ,−σˇ) = D1(nβ) + A · (nβ +∇/A+ A · A). (5.30)
We now consider a decomposition for ∇/D−12 D−11 L(ρˇ, σˇ) which is the analog of the one
derived in section 6 of the paper [14]. It relies on the assumptions S1-S4 together with
the following additional assumptions where we translate for the time foliation using the
correspondence (5.26):
S5 (ρˇ, σˇ) satisfies the curvature flux bound ‖ρˇ‖L2(Hu) + ‖σˇ‖L2(Hu) . ε (which follows
from the curvature bound (2.59), the estimate (2.67) for k, and the estimates (2.69)
and (2.70) for χ)
S6 nL(ρˇ,−σˇ) has the structure (5.30)
S7 The functional inequalities (5.11), (5.12), (5.14) and (5.15) are satisfied
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Since the proof of the estimate derived in section 6 of the paper [14] only rely on the
structural assumptions S1-S7, they immediately extend to the case of a time foliation.
In particular, we obtain the following analogs of the decompositions derived in section 6
of the paper [14]:
nβ = ∇/ nLP1 + E1 (5.31)
and
∇/D−12 D−11 nL(ρˇ, σˇ) = ∇/ nLP2 + E2 (5.32)
where P1, P2, E1 and E satisfy the bounds:
N1(P1) +N1(P2) + ‖E1‖P0 + ‖E2‖P0 . ε. (5.33)
5.1.4 Decomposition of ∇/ (nχ̂)
We now in position to prove the decomposition (5.8) for ∇/ χ̂. We first derive an equation
for nχ̂. Multiplying the Codazzi type equation (2.32) for χ̂ by n, we obtain:
D2(nχ̂) + ǫ · (nχ̂) = 1
2
(∇/ (ntrχ) + ǫ(ntrχ))− nβ, (5.34)
which yields:
∇/ (nχ̂) = ∇/D−12
(
− ǫ · (nχ̂) + 1
2
(∇/ (ntrχ) + ǫ(ntrχ))− nβ
)
. (5.35)
Now, in view of (5.30), we have:
nβ = D−11
(
nL(ρˇ,−σˇ)−A · (nβ +∇/A + A · A)
)
, (5.36)
where A satisfies (5.16) and A satisfies (5.29). Injecting (5.36) in (5.35) yields:
∇/ (nχ̂) = −∇/D−12 D−11 nL(ρˇ,−σˇ) +∇/D−12 D−11
(
A · (nβ +∇/A+ A · A)
)
(5.37)
+∇/D−12
(
− ǫ · (nχ̂) + 1
2
(∇/ (ntrχ) + ǫ(ntrχ))
)
.
We estimate the second term in the right-hand side of (5.37). Using the embedding
(3.56), the estimate (5.11) with a = 0, and the estimate (5.12) with a = 0 and p = 4
3
, we
have: ∥∥∥∥∇/D−12 D−11 (A · (nβ +∇/A + A · A))∥∥∥∥
P0
(5.38)
. ‖A · (nβ +∇/A + A · A)‖
L2tL
4
3
x′
. ‖A‖L∞t L4x′ (‖n‖L∞‖β‖L2(Hu) + ‖∇/A‖L2(Hu) + ‖A‖L∞t L4x′‖A‖L∞t L4x′ )
. N1(A)(‖n‖L∞‖β‖L2(Hu) +N1(A)(1 +N1(A)))
. ε,
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where we used the curvature bound (2.59) for β, the estimate (2.66) for n, the estimate
(5.16) for A and the estimate (5.29) for A.
We estimate the last term in the right-hand side of (5.37). Using the estimate (5.11)
and the non sharp product estimates estimates (5.14) and (5.15), we have:∥∥∥∥∇/D−12 (− ǫ · (nχ̂) + 12(∇/ (ntrχ) + ǫ(ntrχ))
)∥∥∥∥
P0
(5.39)
.
∥∥∥∥−ǫ · (nχ̂) + 12(∇/ (ntrχ) + ǫ(ntrχ))
∥∥∥∥
P0
. ‖trχ∇/ n‖P0 +N2(n)(‖∇/ trχ‖P0 + ‖ǫ · χ̂‖P0 + ‖ǫtrχ‖P0)
. N2(n)(N1(trχ) + ‖∇/ trχ‖P0 +N1(ǫ)N1(χ))
. ε+ ‖∇/ trχ‖P0,
where we used the estimate (2.66) for n, the estimate (2.67) for ǫ and the estimates (2.69)
and (2.70) for χ.
Finally, the decomposition (5.32) for ∇/D−12 D−11 nL(ρˇ,−σˇ) together with the estimate
(5.33) and(5.37)-(5.39) yields the following decomposition for ∇/ (nχ̂):
∇/ (nχ̂) = ∇/ nLP + E, (5.40)
where P and E satisfy the following estimate:
N1(P ) + ‖E‖P0 . ε+ ‖∇/ trχ‖P0 . (5.41)
5.1.5 Decomposition of ∇/ (nδ)
In order to obtain a Besov improvement for trχ, we need to derive for ∇/ (nδ) the analog
of the decomposition for ∇/ ′kL′L′ derived in (4.133). Recall from (4.119) that δ = kLL with
kLL = −g(DLT, L). Thus, we have:
∇/ eAδ = −DeAg(DLT, L) = −g(DeADLT, L)− g(DLT,DeAL)
= −g(DLDeAT, L)−ReALTL − g(D[eA,L]T, L)− g(−δN, χABeB − ǫAL)
= −∇/ LǫA −
1
2
βA + χAB(ǫB + ǫB)− n−1∇/ Anδ,
which after multiplication by n yields:
∇/ (nδ) = −∇/ nLǫ−
1
2
β + χ · (ǫ+ ǫ). (5.42)
The estimates (2.66) and (2.67) for ǫ and ǫ, the estimates (2.69) and (2.70) for χ, and the
non sharp product estimate (5.15) yield:
N1(ǫ) + ‖χ · (ǫ+ ǫ)‖P0 . ε+N1(χ)(N1(ǫ) +N1(ǫ)) . ε. (5.43)
Finally, (5.42), (5.43) and the decomposition of β given by (5.31) (5.33) yield:
∇/ (nδ) = ∇/ nLP + E, (5.44)
where P and E satisfy:
N1(P ) + ‖E‖P0 . ε. (5.45)
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5.1.6 Besov improvement for trχ
In view of (5.41), we need an estimate for ‖∇/ trχ‖P0 . We multiply the transport equation
(4.172) satisfied by ∇/ trχ. We obtain:
∇/ nL∇/ trχ = −n
(
3
2
trχ+ χ̂ + δ
)
∇/ trχ−2χ̂∇/ (nχ̂)+∇/ n(2|χ̂|2+L(trχ)−ǫtrχ)−∇/ (nδ)trχ.
(5.46)
Using the decomposition (5.40) for ∇/ (nχ̂) and the decomposition (5.44) for ∇/ (nδ), we
obtain:
− 2χ̂∇/ (nχ̂)−∇/ (nδ)trχ = F1∇/ LP + F2W (5.47)
where in view of (5.41), (5.45) and the estimates (2.69) (2.70) for χ, we have:
N1(F1) + ‖F1‖L∞
x′
L2t
+N1(F2) + ‖F2‖L∞
x′
L2t
+N1(P ) + ‖W‖P0 . ε+ ‖∇/ trχ‖P0 . (5.48)
Also, using the Raychaudhuri equation (2.28), we may rewrite the third term in the
right-hand side of (5.46) as:
∇/ n(2|χ̂|2 + L(trχ)− ǫtrχ) = χW1 (5.49)
where in view of the estimate (2.66) for n, the estimate (2.67) for δ and ǫ, the estimates
(2.69) (2.70) for χ, and the non sharp product estimate (5.15), W1 = ∇/ n · (χ + δ + ǫ)
satisfies:
‖W1‖P0 . N1(∇/ n)(N1(χ) +N1(ǫ) +N1(δ)) . ε. (5.50)
Using the estimate (2.66) for n, the estimate (2.67) for ǫ, the estimates (2.69) (2.70) for
χ, we also have:
N1
(
n
(
3
2
trχ+ χ̂+ δ
))
+
∥∥∥∥n(32trχ+ χ̂+ δ
)∥∥∥∥
L∞
x′
L2t
. N2(n)(N1(χ) +N1(δ) + ‖χ‖L∞
x′
L2t
+ ‖δ‖L∞
x′
L2t
)
. ε. (5.51)
Finally, (5.46)-(5.51) yield:
∇/ nL∇/ trχ = F1∇/ LP + F2W + F3∇/ trχ (5.52)
where F1, F2, F3, P satisfy:
N1(F1)+‖F1‖L∞
x′
L2t
+N1(F2)+‖F2‖L∞
x′
L2t
+N1(F3)+‖F3‖L∞
x′
L2t
+N1(P )+‖W‖P0 . ε. (5.53)
We now apply Proposition 5.1 and obtain from (5.52) (5.53) the following Besov improve-
ment for ∇/ trχ:
‖∇/ trχ‖B0 . ε‖∇/ trχ‖P0 + ε,
and the smallness of ε finally yields:
‖∇/ trχ‖B0 . ε. (5.54)
Coming back to the decomposition (5.40) (5.41) of ∇/ (nχ̂) and using (5.54), we obtain:
∇/ (nχ̂) = ∇/ nLP + E with N1(P ) + ‖E‖P0 . ε. (5.55)
(5.54) and (5.55) yield the desired estimates (5.7) and (5.8).
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5.2 Structure equations for LLtrχ and ∇/ L(ζ)
The goal of this section is to prove the following proposition.
Proposition 5.5 Let µ1 = bL(µ). Then, µ1 satisfies the following transport equation:
L(µ1) + trχµ1 = −2b∇/ L(ζ) · ∇/ trχ− 2bχ̂ ·
(
∇/ ⊗̂∇/ L(ζ) + b−1∇/ b∇/ L(ζ) + 2∇/ Lζ⊗̂ζ
)
+2trχbn−1∇/ n · ∇/ L(ζ) + div/ (F1) + f2 (5.56)
where the Pt,u-tangent vectorfield F1 and the scalar function f2 satisfy the estimates:
‖F1‖L2(Hu) + ‖f2‖L1(Hu) . ε. (5.57)
Furthermore, ∇/ Lζ satisfies the following Hodge system:
div/ (∇/ Lζ) =
b−1
2
µ1 − b−1∇/ b · ∇/ L(ζ)− 2ζ · ∇/ L(ζ) + div/ (β) + h1,
curl/ (∇/ Lζ) = −b−1∇/ b ∧ ∇/ L(ζ)− curl/ (β) + h2,
(5.58)
where the scalar functions h1, h2 satisfy the estimates:
‖h1‖L1(Hu) + ‖h2‖L1(Hu) . ε. (5.59)
Proof We start with the proof of (5.56) (5.57). We differentiate the transport equa-
tion (2.39) satisfied by µ with respect to L. We have:
L(L(µ)) = −trχL(µ)− 2∇/ L(ζ) · ∇/ trχ+ 2(ζ − ζ) · ∇/ L(∇/ trχ) (5.60)
−2χ̂ ·
(
∇/ L(∇/ ⊗̂ζ) + 2ζ⊗̂∇/ L(ζ)
)
−trχ
(
2L(div/ ζ) + 4ζ · ∇/ L(ζ)− 4∇/ L(ζ) · n−1∇/ n+ 4L(ρ) + 4χ̂ · ∇/ L(η̂)
)
+ f 12 ,
where f 12 is given by:
f 12 = −L(trχ)µ+ 2∇/ L(ζ) · ∇/ trχ− 2∇/ L(χ̂) ·
(
∇/ ⊗̂ζ + ζ⊗̂ζ − δχ̂
)
(5.61)
+2χ̂ · (L(δ)χ̂+ δ∇/ L(χ̂))− L(trχ)
(
2div/ ζ + 2ζ · ζ + 4(ǫ− ζ) · n−1∇/ n
−2δ(δ + n−1∇Nn) + 4ρ− 1
2
trχtrχ+ 2|ǫ|2 + 3|χ̂|2 + 4χ̂ · η̂ − 2|n−1N(n)|2
)
−trχ
(
4∇/ L(ǫ) · n−1∇/ n+ 4(ǫ− ζ) · ∇/ L(n−1∇/ n)− 2L(δ)(δ + n−1∇Nn)
−2δ(L(δ) + L(n−1∇Nn))− 1
2
L(trχ)trχ− 1
2
trχL(trχ) + 4ǫ∇/ L(ǫ) + 6χ̂∇/ L(χ̂)
+4∇/ L(χ̂) · η̂ − 4n−1N(n)∇/ L(n−1N(n))
)
.
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The curvature bound (2.59) for ρ and the estimates (2.66)-(2.71) obtained in Theorem
2.18 yield:
‖f 12‖L1(Hu) . ‖∇/ L(χ)‖2L2(Hu) +N1(χ)2 +N1(ζ)2 +N1(k)2 +N1(∇n)2 + ‖ρ‖2L2(Hu)
+‖∇2n‖2L2(Hu) + ‖∇/ L(ǫ)‖2L2(Hu) + ‖L(δ)‖2L2(Hu) + ‖n− 1‖L∞(Hu)
. ε. (5.62)
We now estimate various terms in (5.60). Note first from the commutator formula (2.46)
that we have:
L(L(µ)) = L(L(µ)) + [L, L](µ) (5.63)
= L(L(µ))− δL(µ) + (δ + n−1∇Nn)L(µ) + 2(ζ − ζ) · ∇/ µ
= L(L(µ))− δL(µ) + (δ + n−1∇Nn)L(µ) + 2div/
(
(ζ − ζ)µ)
−2(div/ (ζ)− div/ (ζ))µ.
Using the commutator formula (2.45), we have:
(ζ − ζ) · ∇/ L(∇/ trχ) = (ζ − ζ) · ∇/ (L(trχ)) + (ζ − ζ) · [∇/ L,∇/ ](trχ) (5.64)
= div/ ((ζ − ζ)L(trχ))− (div/ (ζ)− div/ (ζ))L(trχ)
+(ζ − ζ) · (−χ∇/ trχ+ ξL(trχ) + b−1∇/ bL(trχ)),
∇/ L(∇/ ⊗̂ζ) = ∇/ ⊗̂(∇/ Lζ) + [∇/ L,∇/ ]⊗̂ζ (5.65)
= ∇/ ⊗̂(∇/ Lζ)− χ∇/ ζ + ξ∇/ L(ζ) + b−1∇/ b∇/ L(ζ) + (χξ + χζ + β)ζ,
and
L(div/ (ζ)) = div/ (∇/ L(ζ)) + [∇/ L, div/ ]ζ (5.66)
= div/ (∇/ L(ζ))− χ · ∇/ ζ + ξ · ∇/ L(ζ) + b−1∇/ b · ∇/ L(ζ) + (χξ + χζ + β)ζ.
Also, using the Bianchi identity (2.54), we have:
trχL(ρ) = −trχdiv/ β − 1
2
trχχ̂ · α + 2trχξ · β + trχ(ǫ− 2ζ) · β (5.67)
= −div/ (trχβ) +∇/ trχ · β − 1
2
trχχ̂ · α + 2trχξ · β + trχ(ǫ− 2ζ) · β.
We now consider the term trχχ̂ · ∇/ L(η̂) in the right-hand side of (5.60). We start by
computing ∇/ Lη. We have:
∇/ L(η)AB = L(kAB)− η(∇/ LeA, eB)− η(eA,∇/ LeB)
= −g(DLDeAT, eB) + g(D∇/
L
eA
T, eB)− g(DeAT,DLeB −∇/ LeB)
= −g(DeADLT, eB)− g(D[L,eA]T, eB) +RLATB + g(D∇/
L
eA
T, eB)
−g(DeAT,DLeB −∇/ LeB)
= −∇/ AǫB − n−1∇/ A∇/ Bn+ n−2∇/ An∇/ Bn+ g(DLT,DeAeB −∇/ eAeB)
−g(D
DLeA−∇/ LeA−DeALT, eB) +
1
2
αAB −
1
2
ρδAB +
1
2
σ ∈AB
−g(DeAT,DLeB −∇/ LeB)
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which together with the Ricci equations (2.23) yields:
∇/ L(η)AB = −n−1∇/ A∇/ Bn+ n−2∇/ An∇/ Bn+
1
2
αAB −
1
2
ρδAB (5.68)
−∇/ AǫB − χACηCB + ξAǫB + (ǫA − ζA)(n−1∇/ Bn+ ǫB) + (ξB − ζB)ǫA.
In view of (5.68), we have:
trχχ̂ · ∇/ L(η̂) = trχχ̂ ·
(
− n−1∇/ 2n+ n−2∇/ n∇/ n + 1
2
α (5.69)
−∇/ ǫ− χη + ξǫ+ (ǫ− ζ)(n−1∇/ n+ ǫ) + (ξ − ζ)ǫ
)
.
Now, (5.60) together with (5.63)-(5.67) and (5.69) yields:
L(L(µ)) = δL(µ)− trχL(µ)− 2∇/ L(ζ) · ∇/ trχ (5.70)
−2χ̂ ·
(
∇/ ⊗̂∇/ L(ζ) + b−1∇/ b∇/ L(ζ) + 2ζ⊗̂∇/ L(ζ)
)
−trχ
(
2div/∇/ L(ζ) + 4ζ · ∇/ L(ζ)− 4∇/ L(ζ) · n−1∇/ n
)
+div/
(
− 2(ζ − ζ)µ+ 2(ζ − ζ)L(trχ) + 4trχβ
)
+ f 12 + f
2
2 ,
where f 22 is given by:
f 22 = −(δ + n−1∇Nn)L(µ)− 2(div/ (ζ)− div/ (ζ))µ− 2(div/ (ζ)− div/ (ζ))L(trχ)
+2(ζ − ζ) · (−χ∇/ trχ+ ξL(trχ) + b−1∇/ bL(trχ))
−2χ̂ · (−χ∇/ ζ + ξ∇/ L(ζ) + (χξ + χζ + β)ζ)
−2trχ(−χ · ∇/ ζ + ξ · ∇/ L(ζ) + (χξ + χζ + β)ζ)
−4(∇/ trχ · β + 2trχξ · β + trχ(ǫ− 2ζ) · β)
−4trχχ̂ ·
(
− n−1∇/ 2n+ n−2∇/ n∇/ n−∇/ ǫ− χη + ξǫ
+(ǫ− ζ)(n−1∇/ n+ ǫ) + (ξ − ζ)ǫ
)
.
The curvature bound (2.59) for β, β and the estimates (2.66)-(2.71) obtained in Theorem
2.18 yield:
‖f 22‖L1(Hu) . ‖µ‖2L2(Hu) + ‖L(µ)‖2L2
x′
L1t
+ ‖∇/ L(χ)‖2L2(Hu) +N1(χ)2 +N1(ζ)2
+N1(k)2 +N1(∇n)2 + ‖β‖2L2(Hu) + ‖β‖2L2(Hu) + ‖∇2n‖2L2(Hu)
+‖n− 1‖L∞(Hu)
. ‖µ‖2L2(Hu) + ‖L(µ)‖2L2
x′
L1t
+ ε. (5.71)
Using the definition of µ (2.38), the formula for L(µ) given by (2.39), the curvature bound
(2.59) for ρ and the estimates (2.66)-(2.71) obtained in Theorem 2.18, we obtain:
‖µ‖2L2(Hu) + ‖L(µ)‖2L2
x′
L1t
. ε
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which together with (5.71) yields:
‖f 22‖L1(Hu) . ε. (5.72)
Since µ1 = bL(µ), we have:
L(µ1) = L(b)L(µ) + bL(L(µ)) = −bδL(µ) + bL(L(µ))
where we used the transport equation (2.27) satisfied by b. Together with (5.70), this
yields:
L(µ1) = −trχµ1 − 2b∇/ L(ζ) · ∇/ trχ− 2bχ̂ ·
(
∇/ ⊗̂∇/ L(ζ) + b−1∇/ b∇/ L(ζ) + 2ζ⊗̂∇/ L(ζ)
)
−btrχ
(
2div/∇/ L(ζ) + 4ζ · ∇/ L(ζ)− 4∇/ L(ζ) · n−1∇/ n
)
+div/
(
b(−2(ζ − ζ)µ+ 2(ζ − ζ)L(trχ) + 4trχβ)
)
−∇/ b · (−2(ζ − ζ)µ+ 2(ζ − ζ)L(trχ) + 4trχβ) + bf 12 + bf 22 , (5.73)
which is the desired transport equation (5.56) for µ1 with F1 given by:
F1 = b(−2(ζ − ζ)µ+ 2(ζ − ζ)L(trχ) + 4trχβ)
and f2 given by:
f2 = −∇/ b · (−2(ζ − ζ)µ+ 2(ζ − ζ)L(trχ) + 4trχβ) + bf 12 + bf 22 .
Using the curvature bound (2.59) for β and the estimates (2.66)-(2.71) obtained in The-
orem 2.18, we obtain:
‖F1‖L2(Hu) . ‖b‖L∞(‖ζ‖2L∞
x′
L2t
+ ‖ζ‖2L∞
x′
L2t
+ ‖L(trχ)‖L2
x′
L∞t
+ ‖µ‖L2
x′
L∞t
+‖trχ‖L∞‖β‖L2(Hu))
. ε,
and:
‖f2‖L1(Hu) . ‖b−1∇/ b‖L2(Hu)‖F1‖L2(Hu) + ‖b‖L∞(‖f 12‖L1(Hu) + ‖f 22‖L1(Hu)) . ε,
where we used the estimate (5.62) for f 12 and the estimate (5.72) for f
2
2 . This concludes
the proof of the estimate (5.57) for F1 and f2.
We now turn to the Hodge system satisfied by ∇/ L(ζ). We differentiate the equation
(2.35) giving div/ (ζ) with respect to L:
L(div/ (ζ)) =
1
2
(
L(µ)− 2χ̂ · ∇/ L(η̂)− 4ζ∇/ L(ζ)
)
− L(ρ) + h11, (5.74)
where h11 is given by:
h11 =
1
4
L(trχ)trχ+
1
4
trχL(trχ)− χ̂ · ∇/ L(χ̂)−∇/ L(χ̂) · η̂.
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The estimates (2.66)-(2.71) obtained in Theorem 2.18 yield:
‖h11‖L1(Hu) . ‖∇/ L(χ)‖2L2(Hu) +N1(χ)2 +N1(k)2 . ε. (5.75)
(5.66), (5.68), (5.74) and the Bianchi identity (2.54) yield:
div/ (∇/ L(ζ)) = −b−1∇/ b · ∇/ L(ζ) +
1
2
(
b−1µ1 − 4ζ∇/ L(ζ)
)
+ div/ β + h11 + h
2
1, (5.76)
where h21 is given by:
h21 = −χ · ∇/ ζ + ξ · ∇/ L(ζ) + (χξ + χζ + β)ζ − 2ξ · β − (ǫ− 2ζ) · β
−χ̂ ·
(
− n−1∇/ 2n + n−2∇/ n∇/ n−∇/ ǫ− χη + ξǫ+ (ǫ− ζ)(n−1∇/ n+ ǫ) + (ξ − ζ)ǫ
)
.
The curvature bound (2.59) for β and the estimates (2.66)-(2.71) obtained in Theorem
2.18 yield:
‖h21‖L1(Hu) . ‖β‖2L2(Hu) +N1(ζ)2 +N1(χ)2 +N1(k)2 +N1(∇/ n) . ε. (5.77)
Next, we differentiate the equation (2.36) giving curl/ (ζ) with respect to L:
L(curl/ (ζ)) = ∇/ L(χ̂) ∧ η̂ + χ̂ ∧∇/ L(η̂) + L(σ). (5.78)
The commutator formula (2.45), (5.68), (5.78) and the Bianchi identity (2.56) yield:
curl/ (∇/ L(ζ)) = −b−1∇/ b ∧∇/ L(ζ)− curl/ (β) + h2, (5.79)
where h2 is given by:
h2 = ∈AB χAC∇/ CζB − ξ ∧∇/ L(ζ) + (χξ + χζ + β)ζ +∇/ L(χ̂) ∧ η̂ − 2ξ∗β + (ǫ− 2ζ)∗β
+χ̂ ∧
(
− n−1∇/ 2n+ n−2∇/ n∇/ n−∇/ ǫ− χη + ξǫ+ (ǫ− ζ)(n−1∇/ n + ǫ) + (ξ − ζ)ǫ
)
.
The curvature bound (2.59) for β, β and the estimates (2.66)-(2.71) obtained in Theorem
2.18 yield:
‖h2‖L1(Hu) . ‖β‖2L2(Hu) + ‖β‖2L2(Hu) +N1(ζ)2 +N1(χ)2 +N1(k)2 +N1(∇/ n) . ε. (5.80)
Finally, (5.75)-(5.80) yield (5.58) and (5.59) which concludes the proof of the proposition.
5.3 Estimates for ∇/ L(ζ)
The goal of this section is to obtain an improvement of the bootstrap assumption (5.2)
for ∇/ L(ζ). We will use the following three lemmas.
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Lemma 5.6 Let F a Pt,u-tangent vectorfield on Hu. Assume there exists two constants
C1, C2 > 0 possibly depending on u such that for all j ≥ 0, we have:
‖PjF‖L2(Hu) ≤ C1 + 2−
j
2C2. (5.81)
Let H a Pt,u-tangent vectorfield of the same type. Then, for all j ≥ 0, we have:
‖Pj(H · F )‖L2(Hu) . N1(H)(2jC1 + 2
j
2C2). (5.82)
Lemma 5.7 Let f and h two scalar functions on Hu. Let 2 ≤ p ≤ +∞. Assume there
exists two constants C1, C2 > 0 possibly depending on u such that for all j ≥ 0, we have:
‖Pjf‖LptL2x′ ≤ 2
jC1 + 2
j
2C2. (5.83)
Then, for all j ≥ 0, we have:
‖Pj(hf)‖LptL2x′ . (‖h‖L∞ + ‖∇/ h‖B0)(2
jC1 + 2
j
2C2). (5.84)
Lemma 5.8 Let F a Pt,u-tangent 1-form on Hu. Assume there exists two constants
C1, C2 > 0 such that for all j ≥ 0, we have:
‖PjD1(F )‖L2(Hu) ≤ 2jC1 + 2
j
2C2. (5.85)
Then, for all j ≥ 0, we have:
‖PjF‖L2(Hu) . C1 + 2−
j
2C2. (5.86)
We also state the following lemmas which will be used in the proof of Lemma 5.6 as
well as several places in the paper.
Lemma 5.9 For any Pt,u-tangent tensor F on Hu, and for all j ≥ 0, we have:∑
j≥0
2j‖PjF‖2L∞t L2x′ + 2
−j‖∇/PjF‖2L∞t L2x′ . N1(F )
2. (5.87)
Lemma 5.10 For any 1-form F on Pt,u, for any 1 < p ≤ 2 and for all j ≥ 0, we have:
‖Pjdiv/ (F )‖L2(Pt,u) . 2
2
p
j‖F‖Lp(Pt,u). (5.88)
We postpone the proof of Lemma 5.6 to section B.1, the proof of Lemma 5.7 to section
B.2, the proof of Lemma 5.8 to section B.3, the proof of Lemma 5.9 to sections B.4, and the
proof of Lemma 5.10 to section B.5. We show how they improve the bootstrap assumption
(5.2). The bootstrap assumption (5.1) together with the definition of µ1 and µ yields for
all j ≥ 0:
‖Pj(b−1µ1)‖L2(Hu) . 2jDε+ 2
j
2Dεγ(u). (5.89)
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Lemma 5.6 implies:∥∥∥∥Pj (b−12 µ1 − b−1∇/ b · ∇/ L(ζ)− 2ζ · ∇/ L(ζ)
)∥∥∥∥
L2(Hu)
+ ‖Pj(−b−1∇/ b ∧∇/ L(ζ))‖L2(Hu)
. 2jDε+ 2
j
2Dγ(u) + (N1(b−1∇/ b) +N1(ζ))(2jD2ε+ 2
j
2D2εγ(u))
. (1 +Dε)(2jDε+ 2
j
2Dεγ(u))
. 2jDε+ 2
j
2Dεγ(u), (5.90)
where we used the bootstrap assumptions (5.2) for ∇/ L(ζ), the estimate (5.89) for µ1
and the estimates (2.68) and (2.71) for b and ζ obtained in Theorem 2.18. Using the
Littlewood-Paley property iii) of Theorem 3.9, and the dual of the sharp Bernstein in-
equality (4.36) for scalars, we obtain:
‖Pj(div/ (β) + h1)‖L2(Hu) + ‖Pj(−curl/ (β) + h2)‖L2(Hu) (5.91)
. 2j‖β‖L2(Hu) + 2j‖h1‖L1(Hu) + 2j‖h2‖L1(Hu)
. 2jε,
where we used the curvature bound (2.59) for β and the estimate (5.59) for h1, h2. Using
the Hodge system (5.58) satisfied by ∇/ L(ζ) and the estimates (5.90) and (5.91), we obtain:
‖PjD1(∇/ L(ζ))‖L2(Hu) . ‖Pj(div/ (∇/ L(z)))‖L2(Hu) + ‖Pj(curl/ (∇/ L(ζ)))‖L2(Hu)
. 2jDε+ 2
j
2Dεγ(u).
which together with Lemma 5.8 yields:
‖Pj(∇/ L(ζ))‖L2(Hu) . Dε+ 2−
j
2Dεγ(u). (5.92)
Note that (5.92) is an improvement of the bootstrap assumption (5.2) for ∇/ L(ζ).
5.4 Estimates for LLtrχ
The goal of this section is to obtain an improvement of the bootstrap assumption (5.1)
for LLtrχ. Note first that the bootstrap assumption (5.1) together with Lemma 5.7 with
the choice h = b and the definition of µ1 and µ yields for all j ≥ 0:
‖Pj(µ1)‖L2(Hu) . 2jDε+ 2
j
2Dεγ(u). (5.93)
Another application of Lemma 5.7 this time with the choice h = b−1 shows that improving
on the bootstrap assumption (5.1) is equivalent to improving (5.93). We now focus on
improving (5.93). After multiplying the transport equation (5.56) satisfied by µ1 by n,
we have:
nL(µ1) + ntrχµ1 = −2bn∇/ L(ζ) · ∇/ trχ− 2bnχ̂ ·
(
∇/ ⊗̂∇/ L(ζ) + b−1∇/ b∇/ L(ζ) + 2∇/ Lζ⊗̂ζ
)
+2ntrχbn−1∇/ n · ∇/ L(ζ) + ndiv/ (F1) + nf2.
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which yields:
‖Pj(µ1)‖L2(Hu) (5.94)
. 2
j
2γ(u)ε+
∥∥∥∥Pj (∫ t
0
(ntrχµ1)dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(bn∇/ L(ζ) · ∇/ trχ)dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(bnχ̂ · (∇/ ⊗̂∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(bnχ̂ · (b−1∇/ b∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(bnχ̂ · (∇/ Lζ⊗̂ζ
)
dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(ntrχbn−1∇/ n · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(div/ (nF1))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(∇/ nF1))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(nf2)dτ
)∥∥∥∥
L2(Hu)
where we used the following lemma with f = µ1:
Lemma 5.11 Let f a scalar function solution of the following transport equation:
L(f) = 0, f = f0 on P0,u.
Assume there is a constant C > 0 possibly depending on u such that for all j ≥ 0:
‖Pjf0‖L2(P0,u) . C2
j
2 .
Then, we have the following estimate for f :
‖Pjf‖L∞t L2x′ . C2
j
2 .
The proof of Lemma 5.11 is postponed to section B.6. In order to estimate the right-
hand side of (5.93), we will use the following three lemmas, which constitute the core of
section 5.
Lemma 5.12 Let a scalar function f on Hu such that:
‖f‖L∞ + ‖∇/ f‖P0 . ε.
Assume that µ1 satisfies (5.93). Then, we have for all j ≥ 0:∥∥∥∥Pj (∫ t
0
(fµ1)dτ
)∥∥∥∥
L2(Hu)
. 2jDε2 + 2
j
2Dε2γ(u).
Lemma 5.13 Let a Pt,u-tangent 2-tensor F on Hu such that ∇/F admits a decomposition
of the form:
∇/ F = ∇/ nLP + E
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where P , E are Pt,u-tangent tensors, and F , P , E satisfy:
N1(F ) + ‖F‖L∞
x′
L2t
+N1(P ) + ‖E‖P0 . ε.
Assume that ∇/ L(ζ) satisfies the estimate (5.92). Then, we have for all j ≥ 0:∥∥∥∥Pj (∫ t
0
(F · ∇/∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2jε+ 2jDε2 + 2
j
2Dε2γ(u).
Lemma 5.14 Let a Pt,u-tangent 1-form F on Hu such that:
‖F‖P0 . ε.
Assume that ∇/ L(ζ) satisfies the estimate (5.92). Then, we have for all j ≥ 0:∥∥∥∥Pj (∫ t
0
(F · ∇/ L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. 2jDε2 + 2
j
2Dε2γ(u).
We will also need the following three lemmas for the proof of Lemma 5.11, Lemma
5.12, 5.13 and 5.14, as well as various places in this paper.
Lemma 5.15 Let f a scalar function on Hu and F a Pt,u-tangent 2-tensor. For any
j ≥ 0, we have: ∥∥∥∥Pj (∫ t
0
∆/ (f)dτ
)∥∥∥∥
L2(Hu)
. 22j‖f‖L2
x′
L1t
,
and ∥∥∥∥Pj (∫ t
0
div/ div/ (F )dτ
)∥∥∥∥
L2(Hu)
. 22j‖F‖L2
x′
L1t
.
Lemma 5.16 Let F a Pt,u-tangent 1-form. For any j ≥ 0 and any 1 < p ≤ 2, we have:∥∥∥∥Pj (∫ t
0
div/ (F )dτ
)∥∥∥∥
L∞t L
2
x′
. 2
2j
p ‖F‖Lp
x′
L1t
.
Lemma 5.17 The following decomposition holds:
∇/ (nρ) + (∇/ (nσ))∗ = ∗D1 · J · ∗D−11 (∇/ nL(β)) + ∗D1(H),
where J denotes the involution (ρ, σ)→ (−ρ, σ) and H is a scalar function on Hu satis-
fying the following estimate:
‖H‖L2tL3x′ . ε.
We postpone the proof of Lemma 5.12 to section B.7, the proof of Lemma 5.13 to
section B.8, the proof of Lemma 5.14 to section B.9, the proof of Lemma 5.15 to section
B.10, the proof of Lemma 5.16 to section B.11, and the proof of Lemma 5.17 to section
B.12. We show how they improve the estimate (5.93). We estimate each term in the
right-hand side of (5.94) starting with the first one.
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The scalar function f = ntrχ satisfies the following estimate:
‖f‖L∞ + ‖∇/ f‖P0 . ‖n‖L∞‖trχ‖L∞ + ‖n∇/ trχ‖P0 + ‖trχ∇/ n‖P0
. ε+ (1 +N2(n− 1))‖∇/ trχ‖P0 +N1(trχ)N1(n− 1)
. ε,
where we used the estimate (2.69) satisfied by trχ, the estimate (2.66) satisfied by n, and
the non sharp product estimates (5.14) and (5.15). Thus, in view of Lemma 5.12, we
obtain: ∥∥∥∥Pj (∫ t
0
(ntrχµ1)dτ
)∥∥∥∥
L2(Hu)
. 2jDε2 + 2
j
2Dε2γ(u). (5.95)
We now focus on the third term in the right-hand side of (5.94). We define the 2-tensor
F = bnχ̂. In view of the decomposition (5.55) for ∇/ (nχ̂), we have:
∇/F = b∇/ (nχ̂) + nχ̂∇/ b
= b(∇/ nLP + E) + nχ̂∇/ b
= ∇/ nL(bP )− nL(b)P + bE + nχ̂∇/ b
= ∇/ nL(bP ) + nbδP + bE + nχ̂∇/ b
where P and E satisfy:
N1(P ) + ‖E‖P0 . ε.
Thus, we set P1 = bP and E1 = nbδP + bE + nχ̂∇/ b and obtain:
∇/F = ∇/ nL(P1) + E1.
Furthermore, we have:
N1(P1) + ‖E1‖P0 . (‖b‖L∞ +N2(b))N1(P ) +N2(b)N2(n)N1(δ)N1(P ) +N2(b)‖E‖P0
+N2(n)N1(χ̂)N1(∇/ b)
. N1(P ) + ‖E‖P0 + ε
. ε,
where we used the estimate (2.70) satisfied by χ̂, the estimate (2.66) satisfied by n, the
estimate (2.68) satisfied by b, the estimate (2.67) satisfied by δ, and the non sharp product
estimates (5.14) and (5.15). Thus, in view of Lemma 5.13, we obtain:∥∥∥∥Pj (∫ t
0
(bnχ̂ · (∇/ ⊗̂∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2jDε2 + 2
j
2Dε2γ(u). (5.96)
We consider the second, the fourth, the fifth and the sixth term in the right-hand side
of (5.94). We define the 1-forms:
F1 = bn∇/ trχ, F2 = nχ̂∇/ b, F3 = bnχ̂ζ and F4 = btrχ∇/ n.
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These 1-forms satisfy the following estimate:
‖F1‖P0 + ‖F2‖P0 + ‖F3‖P0 + ‖F4‖P0
. N2(n)N2(b)‖∇/ trχ‖P0 +N2(n)N1(χ̂)N1(∇/ b) +N2(b)N2(n)N1(χ̂)N1(ζ)
+N2(b)N1(trχ)N1(∇/ n)
. ε,
where we used the estimate (2.69) satisfied by trχ, the estimate (2.70) satisfied by χ̂,
the estimate (2.66) satisfied by n, the estimate (2.68) satisfied by b, the estimate (2.71)
satisfied by ζ , and the non sharp product estimates (5.14) and (5.15). Thus, in view of
Lemma 5.14, we obtain:∥∥∥∥Pj (∫ t
0
(bn∇/ L(ζ) · ∇/ trχ)dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(bnχ̂ · (b−1∇/ b∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(bnχ̂ · (∇/ Lζ⊗̂ζ
)
dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(ntrχbn−1∇/ n · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2jDε2 + 2
j
2Dε2γ(u). (5.97)
We consider the seventh term in the right-hand side of (5.94). We define the scalar
function w and the the Pt,u-tangent 1-form W as the solutions of the following transport
equations:
nL(w) = div/ (nF1), w = 0 on P0,u, and ∇/ nLW − nχ ·W = nF1, W = 0 on P0,u.
We have:∥∥∥∥Pj (∫ t
0
(div/ (nF1))dτ
)∥∥∥∥
L2(Hu)
= ‖Pjw‖L2(Hu) (5.98)
. ‖Pj(w − div/ (W ))‖L2(Hu) + ‖Pjdiv/ (W )‖L2(Hu)
. 2j‖w − div/ (W )‖L2tL1x′ + 2
j‖W‖L2(Hu)
where we used the dual of the sharp Bernstein inequality (4.36) and the finite band
property of the Littlewood-Paley projection Pj . We estimate the two terms in the right-
hand side of (5.98). Using Lemma 5.2, we have:
‖w − div/ (W )‖L2tL1x′ . ε‖nF1‖L2(Hu) . ε
2 (5.99)
where we used the estimate (5.57) on F1 and the L
∞ bound for n given by (2.66). Also,
using the estimate (3.64) for transport equations, we have:
‖W‖L2(Hu) . ‖χW‖L2
x′
L1t
+ ‖nF1‖L2(Hu) (5.100)
. ‖χ‖L∞
x′
L2t
‖W‖L2(Hu) + ε
. ε‖W‖L2(Hu) + ε,
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where we used the estimate (5.57) on F1, the trace bound on χ given by (2.69) (2.70),
and the L∞ bound for n given by (2.66). (5.100) yields:
‖W‖L2(Hu) . ε
which together with (5.98) and (5.99) implies:∥∥∥∥Pj (∫ t
0
(div/ (nF1))dτ
)∥∥∥∥
L2(Hu)
. 2jε. (5.101)
Finally, we consider the last two terms in the right-hand side of (5.94). Using the dual
of the sharp Bernstein inequality (4.36) and the estimate (3.64) for transport equations,
we have: ∥∥∥∥Pj (∫ t
0
(∇/ nF1))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(nf2)dτ
)∥∥∥∥
L2(Hu)
(5.102)
. 2j
∥∥∥∥∫ t
0
(∇/ nF1))dτ
∥∥∥∥
L2tL
1
x′
+ 2j
∥∥∥∥∫ t
0
(nf2)dτ
∥∥∥∥
L2tL
1
x′
. 2j‖∇/ nF1‖L1(Hu) + 2j‖nf2‖L1(Hu)
. 2j‖∇/ n‖L2(Hu)‖F1‖L2(Hu) + 2j‖n‖L∞‖f2‖L1(Hu)
. 2jε,
where we used the estimate (5.57) on F1 and f2, and the L
∞ bound for n given by (2.66).
Finally, (5.94)-(5.98), (5.101) and (5.102) yield:
‖Pj(µ1)‖L2(Hu) . Dε22j +Dε22
j
2γ(u) + 2jε (5.103)
which is an improvement of (5.93). (5.103) together with Lemma 5.7 with the choice
h = b−1 and the definition of µ1 yields for all j ≥ 0:
‖Pj(Lµ)‖L2(Hu) . 2jDε2 + 2
j
2Dε2γ(u) + 2jε
which in view of the definition of µ implies for all j ≥ 0:
‖Pj(LLtrχ)‖L2(Hu) . 2jDε2 + 2
j
2Dε2γ(u) + 2jε. (5.104)
(5.92) and (5.104) improve the bootstrap assumptions (5.1) (5.2). Thus, there exists a
universal constant D > 0 such that (5.1) (5.2) hold. This yields (2.72) (2.73).
5.5 Estimates for LLb
The goal of this section is to prove the estimate (2.74) for LLb and to conclude the proof
of Theorem 2.19.
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5.5.1 Structure equation for LLb
The goal of this section is to prove the following proposition.
Proposition 5.18 Let b1 = bLLb− b2(L(δ)+L(n−1∇Nn)). Then, b1 satisfies the follow-
ing transport equation:
L(b1) = −(2b∇/ b+ 4b2ǫ) · ∇/ L(ζ) + b2χ̂α + div/ (F1) + f2, (5.105)
where the Pt,u-tangent vectorfield F1 and the scalar function f2 satisfy the estimates:
‖F1‖L2(Hu) + ‖f2‖L1(Hu) . ε. (5.106)
Proof We differentiate the transport equation (4.160) satisfied by Lb with respect to
L. We obtain:
L(LL(b)) = [L, L](L(b)) + L(L(L(b))) (5.107)
= δLL(b)− (δ + n−1∇Nn)L(L(b))− 2(ζ − ζ)∇/L(b) + (L(δ) + L(n−1∇Nn))δb
+(δ + n−1∇Nn)L(δ)b+ (δ + n−1∇Nn)δL(b)− 2(∇/ L(ζ)−∇/ L(ζ)) · ∇/ b
−2(ζ − ζ) · ∇/ L∇/ b− L(b)L(δ)− bLL(δ),
where we used in the last equality the commutator formula (2.46).
In view of (5.107), we need to compute LL(δ). Differentiating the formula (2.43) for
L(δ) with respect to L, we obtain:
LL(δ) = −L(L(δ) + L(n−1∇Nn))− [L, L](δ + n−1∇Nn) + 2L(ρ) (5.108)
+4ǫ · ∇/ L(ǫ) + 4δL(δ) + 4∇/ L(ǫ) · (ζ − n−1∇/ n) + 4ǫ · (∇/ L(ζ)−∇/ L(n−1∇/ n))
−4n−1N(n)L(n−1N(n))
= −L(L(δ) + L(n−1∇Nn))− [L, L](δ + n−1∇Nn)− 2div/ (β)− χ̂ · α
+4ξ · β + 2(ǫ− 2ζ) · β + 4ǫ · ∇/ L(ǫ) + 4δL(δ) + 4∇/ L(ǫ) · (ζ − n−1∇/ n)
+4ǫ · (∇/ L(ζ)−∇/ L(n−1∇/ n))− 4n−1N(n)L(n−1N(n)),
where we used the Bianchi identity (2.54) for L(ρ) in the last equality. Now, (5.107),
(5.108), the transport equation (2.27) satisfied by b, and the definition of b1 yield:
L(b1) = bL(LLb) + L(b)LLb− b2L(L(δ) + L(n−1∇Nn))− 2bL(b)(L(δ) + L(n−1∇Nn))
= bL(LLb)− bδLLb− bL(L(δ) + L(n−1∇Nn)) + 2bδ(L(δ) + L(n−1∇Nn))
= −(2b∇/ b+ 4b2ǫ) · ∇/ L(ζ) + b2χ̂α + div/ (F1) + f2, (5.109)
where the Pt,u-tangent vectorfield F1 is given by:
F1 = −4b(ζ − ζ)L(b) + 2b2β, (5.110)
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and the scalar function f2 is given by:
f2 = −b(δ + n−1∇Nn)L(L(b)) + 4b(∇/ ζ −∇/ ζ)L(b) + 4∇/ b · (ζ − ζ)L(b) (5.111)
+b(L(δ) + L(n−1∇Nn))δb+ b(δ + n−1∇Nn)L(δ)b+ b(δ + n−1∇Nn)δL(b)
+2b∇/ L(ζ) · ∇/ b− 2b(ζ − ζ) · [∇/ L,∇/ ](b)− bL(b)L(δ)− 2bL(b)(L(δ) + L(n−1∇Nn))
+b2[L, L](δ + n−1∇Nn)− 4b∇/ (b) · β − 4b2ξ · β − 2b2(ǫ− 2ζ) · β − 4b2ǫ · ∇/ L(ǫ)
−4b2δL(δ)− 4b2∇/ L(ǫ) · (ζ − n−1∇/ n) + 4b2ǫ · ∇/ L(n−1∇/ n)
+4b2n−1N(n)L(n−1N(n)) + 2bδ(L(δ) + L(n−1∇Nn)).
In view of the definition (5.110) of F1, we have:
‖F1‖L2(Hu) . ‖b‖L∞(‖ζ‖L∞
x′
L2t
+ ‖ζ‖L∞
x′
L2t
)‖L(b)‖L2
x′
L∞t
+ ‖b‖2L∞‖β‖L2(Hu) (5.112)
. ε,
where we used in the last inequality the curvature bound (2.59) for β, and the estimates
(2.66)-(2.71) for b, ζ and ζ .
Next, we estimate f2. In view of (5.111), we have:
‖f2‖L1(Hu) (5.113)
. ‖b‖L∞
(
‖δ + n−1∇Nn‖L2(Hu)‖L(L(b))‖L2(Hu) + (‖∇/ ζ −∇/ ζ‖L2(Hu)
+‖b−1∇/ b‖L4(Hu)‖ζ − ζ‖L4(Hu))‖L(b)‖L2(Hu) + ‖∇/ L(ζ)‖L2(Hu)‖∇/ b‖L2(Hu)
+‖ζ − ζ‖L4(Hu)‖[∇/ L,∇/ ](b)‖
L2tL
4
3
x′
+ ‖L(b)‖L2(Hu)‖L(δ)‖L2(Hu)
+‖L(b)‖L2(Hu)‖L(δ) + L(n−1∇Nn)‖L2(Hu)
)
+‖b‖2L∞
(
‖L(δ) + L(n−1∇Nn)‖L2(Hu)‖δ‖L2(Hu) + (‖δ‖L2(Hu)
+‖n−1∇Nn‖L2(Hu))‖L(δ)‖L2(Hu) + (‖δ‖L4(Hu) + ‖n−1∇Nn‖L4(Hu))‖δ‖L4(Hu)
×‖L(b)‖L2(Hu) + ‖[L, L](δ + n−1∇Nn)‖L1(Hu) + ‖b−1∇/ (b)‖L2(Hu)‖β‖L2(Hu)
+‖ξ‖L2(Hu)‖β‖L2(Hu) + ‖ǫ− 2ζ‖L2(Hu)‖β‖L2(Hu) + b‖ǫ‖L2(Hu)‖∇/ L(ǫ)‖L2(Hu)
+‖δ‖L2(Hu)‖L(δ)‖L2(Hu) + ‖∇/ L(ǫ)‖L2(Hu)‖ζ − n−1∇/ n‖L2(Hu)
+‖ǫ‖L2(Hu)‖∇/ L(n−1∇/ n)‖L2(Hu) + ‖n−1N(n)‖L2(Hu)‖L(n−1N(n))‖L2(Hu)
+‖δ‖L2(Hu)(‖L(δ)‖L2(Hu) + ‖L(n−1∇Nn)‖L2(Hu)
)
. ε+ ε‖L(L(b))‖L2(Hu) + ε‖[∇/ L,∇/ ](b)‖
L2tL
4
3
x′
+ ‖[L, L](δ + n−1∇Nn)‖L1(Hu),
where we used in the last inequality the curvature bound (2.59) for β and β, and the
estimates (2.66)-(2.71) for n, b, ǫ, δ, δ, ζ, ξ and ζ . Now, we evaluate the right-hand side
of (5.113). Using the estimate (4.161) for ‖L(L(b))‖L2(Hu) and the commutator formulas
104
(2.45) and (2.46), we have:
‖L(L(b))‖L2(Hu) + ‖[∇/ L,∇/ ](b)‖
L2tL
4
3
x′
+ ‖[L, L](δ + n−1∇Nn)‖L1(Hu)
. ε+ ‖χ̂‖L∞t L4x′‖∇/ b‖L2(Hu) + ‖ξ‖L∞t L4x′‖L(b)‖L2(Hu) + ‖b
−1∇/ b‖L∞t L4x′‖L(b)‖L2(Hu)
+‖δ‖L2(Hu)‖L(δ + n−1∇Nn)‖L2(Hu) + ‖δ + n−1∇Nn‖L2(Hu)‖L(δ + n−1∇Nn)‖L2(Hu)
+‖ζ − ζ‖L2(Hu)‖∇/ (δ + n−1∇Nn)‖L2(Hu)
. ε,
where we used in the last inequality the estimates (2.66)-(2.71) for n, b, δ, δ, ζ, ξ, χ̂ and ζ .
Together with (5.113), this yields:
‖f2‖L1(Hu) . ε. (5.114)
In view of (5.109), (5.112) and (5.114), this concludes the proof of Proposition 5.18.
5.5.2 Estimates for LL(b)
After multiplying the transport equation (5.105) satisfied by b1 by n, we have:
nL(b1) = −(2nb∇/ b+ 4nb2ǫ) · ∇/ L(ζ) + nb2χ̂α + div/ (nF1)−∇/ nF1 + f2,
which together with Lemma 5.11 yields:
‖Pj(b1)‖L∞t L2x′ . 2
j
2γ(u)ε+
∥∥∥∥Pj (∫ t
0
((2nb∇/ b+ 4nb2ǫ) · ∇/ L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
(5.115)
+
∥∥∥∥Pj (∫ t
0
(nb2χ̂ · α)dτ
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Pj (∫ t
0
(div/ (nF1))dτ
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Pj (∫ t
0
(∇/ nF1)dτ
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Pj (∫ t
0
(nf2)dτ
)∥∥∥∥
L∞t L
2
x′
.
Next, we evaluate the right-hand side of (5.115). Using the nonsharp product estimates
(5.14) and (5.15), we have:
‖2nb∇/ b+ 4nb2ǫ‖P0 . N2(b)N1(n)(N1(∇/ b) +N2(b)N1(ǫ)) . ε,
where we used in the last inequality the estimates (2.66)-(2.68) for n, ǫ and b. Together
with Lemma 5.14, this yields the following estimate for the second term in the right-hand
side of (5.115):∥∥∥∥Pj (∫ t
0
((2nb∇/ b+ 4nb2ǫ) · ∇/ L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. 2jε+ 2
j
2εγ(u). (5.116)
Using Lemma 5.16 with p = 2, we have the following estimate for the second term in the
right-hand side of (5.115):∥∥∥∥Pj (∫ t
0
(div/ (nF1))dτ
)∥∥∥∥
L∞t L
2
x′
. 2j‖nF1‖L2(Hu) . 2j‖n‖L∞‖F1‖L2(Hu) . 2jε, (5.117)
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where we used in the last inequality the estimate (2.66) for n and the estimate (5.106) for
F1. Also, using the dual of the sharp Bernstein inequality for scalars (4.36) and the L
2
boundedness of Pj, and the estimate for transport equations (3.64), we have the following
estimate for the remaining terms in the right-hand side of (5.115):∥∥∥∥Pj (∫ t
0
(nb2χ̂ · α)dτ
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Pj (∫ t
0
(∇/ nF1)dτ
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Pj (∫ t
0
(nf2)dτ
)∥∥∥∥
L∞t L
2
x′
. 2
j
2
∥∥nb2χ̂ · α∥∥
L2
x′
L1t
+ 2j ‖∇/ nF1‖L1(Hu) + 2j ‖nf2‖L1(Hu)
. ‖n‖L∞‖b‖2L∞‖χ̂‖L∞
x′
L2t
‖α‖L2(Hu) + 2j‖∇/ n‖L∞t L2x′‖F1‖L2(Hu) + 2
j‖n‖L∞‖f2‖L1(Hu)
. 2jε+ εγ(u), (5.118)
where we used in the last inequality the curvature bound ‖α‖L2(Hu) . γ(u)ε provided by
(2.59), the estimates (2.66)-(2.70) for n, b and χ̂, and the estimate (5.106) for F1 and f2.
Finally, in view of (5.115)-(5.118), we have:
‖Pj(b1)‖L∞t L2x′ . 2
jε+ 2
j
2 εγ(u). (5.119)
Now, in view of the definition of b1 in Proposition 5.18, we have:
‖Pj(bLL(b))‖L∞t L2x′ . ‖Pj(b1)‖L∞t L2x′ + ‖Pj(b
2(L(δ) + L(n−1∇Nn)))‖L∞t L2x′ (5.120)
. ‖Pj(b1)‖L∞t L2x′ + ‖Pj(b
2(L(δ))‖L∞t L2x′ + ‖L(n
−1∇Nn))‖L∞t L2x′
. 2jε+ 2
j
2εγ(u) + ‖Pj(b2(L(δ))‖L∞t L2x′ ,
where we used in the last inequality the estimate (2.66) for n, and the estimate (5.119)
for b1. Now, we have in view of (4.66) and (4.67):
L(δ) = ρ+ div/ ǫ+ h, (5.121)
where the scalar h is given by
h = −n−1∇2Nn+ δ2 − ζζ + ζǫ− ζǫ+
3
2
δtrθ − η̂θ̂ + 2b−1∇/ AbǫA.
In view of the definition of h, we have
‖h‖L∞t L2x′ . ‖n
−1∇2Nn‖L∞t L2x′ +
(
‖δ‖L∞t L4x′ + ‖ζ‖L∞t L4x′ + ‖ζ‖L∞t L4x′ + ‖ǫ‖L∞t L4x′
+‖θ‖L∞t L4x′ + ‖η̂‖L∞t L4x′ + ‖b
−1∇/ b‖L∞t L4x′
)2
. ε, (5.122)
where we used in the last inequality the estimates (2.66)-(2.71) for n, δ, ζ, ζ, ǫ, θ, η̂ and b.
Also, using the finite band property for Pj and the estimate (2.67) for ǫ, we have
‖Pj(div/ ǫ)‖L∞t L2x′ . 2
j‖ǫ‖L∞t L2x′ . 2
jε. (5.123)
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We will obtain in Lemma 6.20 the following estimate for ρ
‖Pjρ‖L∞t L2x′ . 2
j
2 ε. (5.124)
Finally, (5.121)-(5.124) imply
‖Pj(L(δ))‖L∞t L2x′ . 2
jε. (5.125)
Together with Lemma 5.7 with the choice h = b2, this yields:
‖Pj(b2L(δ))‖L∞t L2x′ . 2
jε.
Together with (5.120), we obtain
‖Pj(bLL(b))‖L∞t L2x′ . 2
jε+ 2
j
2εγ(u).
Together with Lemma 5.7 with the choice h = b−1, this yields:
‖Pj(LL(b))‖L∞t L2x′ . 2
jε+ 2
j
2 εγ(u),
which implies the estimate (2.74) for LL(b). Together with the estimates (2.72) and (2.73)
which were obtained in section 5.3 and section 5.4, this concludes the proof of Theorem
2.19.
6 First order derivatives with respect to ω
The goal of this section is to prove Theorem 2.20. In section 6.1, we derive commutator
formulas involving ∂ω. In section 6.2, we prove the estimates (2.75) and (2.76) for ∂ωN ,
∂ωb, ∂ωχ and ∂ωζ . In section 6.3, we prove the estimate (2.77) for ∇/ LΠ(∂ωχ). In section
6.4, we derive the decomposition 2.78-(2.81) for χ̂. In section 6.5, we derive Besov improve-
ments for ∂ωN and ∂ωχ. Finally, we prove the lower bound (2.82) for N(., ω) − N(., ω′)
in section 6.6.
6.1 Commutator formulas
In this section, we derive several formulas involving commutators with ∂ω. We start with
some useful identities.
Lemma 6.1 For any 1-form F , we have the following identity:
F∂ωeAeA + FA∂ωeA = −FN∂ωN − F∂ωNN. (6.1)
For any symmetric 2-tensor H, we have the following identity:
HA∂ωeCHCB +HACH∂ωeCB = −HANH∂ωNC −HA∂ωNHNB. (6.2)
For any 2-tensor H and any 1-form F , we have the following identity:
F∂ωeBHBA + FBH∂ωeBA = −FNH∂ωNA − F∂ωNHNA. (6.3)
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Proof The identities (6.1), (6.2) and (6.3) are easy consequences of the identities:
g(∂ωe1, e1) = 0, g(∂ωe2, e2) = 0, g(∂ωe1, e2) = −g(∂ωe2, e1), g(∂ωeA, N) = −g(∂ωN, eA),
(6.4)
which follow from the fact that (e1, e2, N) is orthonormal.
We first consider commutators for scalar functions.
Proposition 6.2 Let f a scalar function on M. We have:
[∂ω, L]f = ∂ωN(f), [∂ω, L]f = −∂ωN(f) (6.5)
and:
[∂ω,∇/ ]f = −∇/ ∂ωNfN −∇Nf∂ωN. (6.6)
Proof Differentiating g(T,N) = 0 and g(N,N) = 1, and using the fact that T is
independent of ω, we obtain
g(T, ∂ωN) = 0 and g(N, ∂ωN) = 0
which shows that ∂ωN is tangent to Pt,u. Furthermore, since T is independent of ω, and
since L = T +N and L = T −N , we have
∂ωL = ∂ωN and ∂ωL = −∂ωN, (6.7)
which immediately yields (6.5). Furthermore, we have:
∇/ f = Df + 1
2
g(Df, L)L+
1
2
g(Df, L)L
where Df = −gαβ∂α(f)∂β denotes the space-time gradient of f . Together with (6.5) and
the fact that [∂ω,D] = 0, this implies (6.6). This concludes the proof of the proposition.
Next, we consider commutators for Pt,u-tangent vectorfields. We introduce the pro-
jection Π of vectorfields on Σt onto vectorfields tangent to Pt,u:
ΠX = X − g(X,N)N.
We have the following proposition:
Proposition 6.3 Let X a Pt,u-tangent vectorfield. We have:
∂ω∇/ LX −∇/ L(Π(∂ωX)) = ∇/ ∂ωNX − g(∇/ L(X), ∂ωN)N + ǫX∂ωN − g(X, ∂ωN)ǫAeA, (6.8)
and:
∂ω∇/ LX −∇/ L(Π(∂ωX)) = −∇/ ∂ωNX − g(∇/ L(X), ∂ωN)N + (ζX − ξX)∂ωN (6.9)
−g(X, ∂ωN)(ζA − ξA)eA.
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Proof We start with ∂ω∇/ LX −∇/ L(Π(∂ωX)). By the definition of ∇/ L, we have:
∇/ L(X) = g(DLX, eA)eA.
Differentiating with respect to ω and using (6.7), we obtain:
∂ω(∇/ L(X)) = g(DL(∂ωX), eA)eA+g(D∂ωNX, eA)eA+g(DLX, ∂ωeA)eA+g(DLX, eA)∂ωeA
which together with (6.1) yields:
∂ω∇/ LX = g(DL(∂ωX), eA)eA +∇/ ∂ωNX − g(DLX,N)∂ωN − g(DLX, ∂ωN)N. (6.10)
Since X is tangent to Pt,u, we have:
∂ωX = Π(∂ωX) + g(∂ωX,N)N = Π(∂ωX)− g(X, ∂ωN)N (6.11)
which yields:
g(DL(∂ωX), eA)eA = g(DL(Π(∂ωX)), eA)eA − g(X, ∂ωN)g(DLN, eA)eA. (6.12)
Now, using the Ricci equations (2.23) for DLN and the fact that X is Pt,u-tangent, we
have:
g(DLN, eA) = ǫA and g(DLX,N) = −g(X,DLN) = −ǫX .
Together with (6.10) and (6.12), this yields (6.8).
Next, we consider ∂ω∇/ LX − ∇/ L(Π(∂ωX)). Similarly as before, we obtain the analog
of (6.10):
∂ω∇/ LX = g(DL(∂ωX), eA)eA −∇/ ∂ωNX − g(DLX,N)∂ωN − g(DLX, ∂ωN)N. (6.13)
and the analog of (6.12):
g(DL(∂ωX), eA)eA = g(DL(Π(∂ωX)), eA)eA − g(X, ∂ωN)g(DLN, eA)eA. (6.14)
Now, using the Ricci equations (2.23) for DLN and the fact that X is Pt,u-tangent, we
have:
g(DLN, eA) = (ζA − ξA) and g(DLX,N) = −g(X,DLN) = −(ζX − ξX).
Together with (6.13) and (6.14), this yields (6.9). This concludes the proof of the propo-
sition.
Next, we consider commutators for Pt,u-tangent tensors. Let F a m-covariant tensor
tangent to the surfaces Pt,u. Then, ∂ωF is not a tangent to Pt,u. We denote by ΠF the
Pt,u-tangent part of F . We have the following proposition:
Proposition 6.4 Let FA be an m-covariant tensor tangent to the surfaces Pt,u. Then,
∂ω∇/ LFA −∇/ LΠ(∂ωF )A = ∇/ ∂ωNFA − ǫAi(∂ωN)CFA1..Cˇ..Am + g(eAi, ∂ωN)ǫCFA1..Cˇ..Am,
(6.15)
and:
∂ω∇/ LFA −∇/ LΠ(∂ωF )A = −∇/ ∂ωNFA − (ζAi − ξAi)(∂ωN)CFA1..Cˇ..Am (6.16)
+g(eAi, ∂ωN)(ζC − ξC)FA1..Cˇ..Am.
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Proof For simplicity give the proof for a Pt,u-tangent 1-form F , the general case
being similar. We start with ∂ω∇/ LF −∇/ LΠ(∂ωF ). By definition, we have:
∇/ LFA = L(FA)− F∇/
L
eA
.
Differentiating with respect to ω and using (6.7), we obtain:
∂ω(∇/ LF )A +∇/ LF∂ωeA = ∂ωN(FA) + L(∂ωFA) + L(F∂ωeA)− ∂ωF∇/
L
(eA)
− F
∂ω(∇/ LeA)
= ∂ωN(FA) +∇/ L(Π(∂ωF ))A + L(F∂ωeA)− F∂ω(∇/ LeA),
which together with (6.11) with X = eA, (6.8), and the fact that F and ∇/ LF are Pt,u-
tangent yields:
∂ω(∇/ LF )A +∇/ LFΠ(∂ωeA) = ∂ωN(FA) +∇/ L(Π(∂ωF ))A + L(FΠ(∂ωeA))
−F∇/
L
(Π(∂ωeA))
− F∇/
∂ωN
eA
− ǫAF∂ωN + g(eA, ∂ωN)F · ǫ
= ∇/ ∂ωNFA +∇/ L(Π(∂ωF ))A +∇/ LFΠ(∂ωeA)
−ǫAF∂ωN + g(eA, ∂ωN)F · ǫ.
This concludes the proof of (6.15). The proof of (6.16) is similar and left to the reader.
Finally, we consider the commutator of ∂ω with D2.
Proposition 6.5 Let H a symmetric Pt,u-tangent 2-tensor. Then, we have:
∂ω(div/ (H))A − div/ (Π(∂ωH))A = −∇/ NHA∂ωN + g(∂ωN, eA)θ ·H (6.17)
+θ∂ωNBHBA − θABHB∂ωN − trθHA∂ωN ,
where θ is the second fundamental form of Pt,u in Σt (i.e. θAB = g(∇AN, eB)).
Proof We first derive a formula for ∂ω(∇/ BeA). We have:
∂ω(∇/ BeA) = ∂ω(g(DBeA, eC)eC)
= g(D∂ωeBeA, eC)eC + g(DB(∂ωeA), eC)eC + g(DBeA, ∂ωeC)eC
+g(DBeA, eC)∂ωeC .
Now, using (6.11) to decompose eA, we have:
g(DBeA, ∂ωeC) = g(DB(Π(eA)), ∂ωeC)− g(∂ωN, eA)g(DBN, eC).
Furthermore, the analog of (6.1) for 2-tensors yields:
g(DBeA, ∂ωeC)eC + g(DBeA, eC)∂ωeC = −g(∂ωN, eC)(g(DBeA, N)eC + g(DBeA, eC)N).
Thus, we obtain:
∂ω(∇/ BeA) = ∇/ ∂ωeB(eA) +∇/ B(Π(∂ωeA))− g(∂ωN, eA)g(DBN, eC)eC (6.18)
−g(∂ωN, eC)(g(DBeA, N)eC + g(DBeA, eC)N)
= ∇/ ∂ωeB(eA) +∇/ B(Π(∂ωeA))− g(∂ωN, eA)θBCeC + θAB∂ωN
−g(DBeA, ∂ωN)N.
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We now compute ∂ω(∇/ CHAB). We have:
∂ω(∇/ CHAB) = ∂ωeC(HAB) + eC(∂ωHAB) + eC(H∂ωeAB) + eC(HA∂ωeB) (6.19)
−∂ωH∇/
C
eAB
− ∂ωHA∇/
C
eB
−H
∂ω(∇/ CeA)B −H∇/ CeA∂ω(eB)
−H
A∂ω(∇/ CeB) −H∂ω(eA)∇/ CeB
= ∇/ C(Π(∂ωH))AB + ∂ωeC(HAB) + eC(H∂ωeAB) + eC(HA∂ωeB)
−H
∂ω(∇/ CeA)B −H∇/ CeA∂ω(eB) −HA∂ω(∇/ CeB) −H∂ω(eA)∇/ CeB
Using (6.18), we have:
H
∂ω(∇/ CeA)B +HA∂ω(∇/ CeB) = H∇/ ∂ωeC eAB
+H
A∇/
∂ωeC
eB
+H∇/
C
(Π(∂ωeA))B
+H
A∇/
C
(Π(∂ωeB))
− g(∂ωN, eA)θCDHDB
−g(∂ωN, eB)θCDHAD + θACH∂ωNB + θBCHA∂ωN ,
which together with (6.19) yields:
∂ω(∇/ CHAB) = ∇/ C(Π(∂ωH))AB +∇/ ∂ωeCHAB +∇/ CHΠ(∂ωeA)B +∇/ CHAΠ(∂ωeB) (6.20)
+g(∂ωN, eA)θCDHDB + g(∂ωN, eB)θCDHAD − θACH∂ωNB − θBCHA∂ωN .
Contracting (6.20), we obtain:
∂ω(div/HA) = div/ (Π(∂ωH))A +∇/ ∂ωeCHAC +∇/ CHA∂ωeC +∇/ CH∂ωeAC (6.21)
+g(∂ωN, eA)θBCHCB + g(∂ωN, eC)θCBHAB − θACH∂ωNC − trθHA∂ωN .
Now, the analog of (6.1)-(6.3) yields:
∇/ ∂ωeCHAC +∇/ CHA∂ωeC = −∇/NHA∂ωN
which together with (6.21) implies (6.17). This concludes the proof.
6.2 Control of ∂ωN , ∂ωb, ∂ωχ and ∂ωζ
6.2.1 Derivatives of ∂ωN with respect to the null frame
We first compute the derivatives of ∂ωN with respect to the null frame.
Lemma 6.6
DL(∂ωN) = −χ∂ωNBeB − δ∂ωN + ǫ∂ωNL, (6.22)
DL(∂ωN) = 2∂ωζAeA + χ∂ωNBeB + (δ + n
−1∇Nn)∂ωN
+(2ǫ∂ωN + n
−1∇∂ωNn)L− 2ζ∂ωNN, (6.23)
DA(∂ωN) = ∂ωχABeB − g(∂ωN, eA)ζBeB − g(∂ωN, eA)δL− χA∂ωNN. (6.24)
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Proof We start with DL(∂ωN). Using the Ricci equation for DLL and the fact that
∂ωL = ∂ωN , we have:
DL∂ωN +D∂ωNL = −∂ω(δ)L− δ∂ωN. (6.25)
Now, we have:
∂ωδ = 2ǫ∂ωN , ∂ωδ = 2ǫ∂ωN − n−1∇∂ωNn. (6.26)
Also, the Ricci equations (2.23) and the fact that ∂ωN is Pt,u-tangent imply:
D∂ωNL = χ∂ωNBeB − ǫ∂ωNL
which together with (6.25) and (6.26) yield (6.22).
Next we consider DL(∂ωN). Using the Ricci equation for DLL and the fact that
∂ωL = ∂ωN and ∂ωL = −∂ωN , we have:
DL∂ωN−D∂ωNL = 2∂ωζAeA+2ζ∂ωeAeA+2ζA∂ωeA+(∂ωδ+n−1∇∂ωNn)L+(δ+n−1∇Nn)∂ωN,
which together with the Ricci equations (2.23), (6.1) and (6.26) yields (6.23).
Finally, we consider DA(∂ωN). Using the Ricci equation for DAL and the fact that
∂ωL = ∂ωN , we have:
DA∂ωN+D∂ωeAL = ∂ωχABeB+χ∂ωeABeB+χA∂ωeBeB+χAB∂ωeB−k∂ωNAL−kN∂ωeAL−ǫA∂ωN.
Using (6.11) with X = eA, we obtain:
DA∂ωN − g(∂ωN, eA)DNL = ∂ωχABeB + χA∂ωeBeB + χAB∂ωeB − k∂ωNAL
+g(∂ωN, eA)δL− ǫA∂ωN,
which together with the Ricci equations (2.23) and (6.1) yields (6.24). This concludes the
proof of the lemma.
6.2.2 Transport equations for ∂ωχ and ∂ωζ
Lemma 6.7 ∂ωχ and ∂ωζ satisfy the following transport equations:
∇/ L(Π(∂ωχ))AB = −∇/ ∂ωNχAB − (∂ωχ)ACχCB − χAC(∂ωχ)CB − δ∂ωχAB (6.27)
+ǫAχ∂ωNB + ǫBχA∂ωN + (∂ωN)AχCBǫC + (∂ωN)BχACǫC
−(2ǫ∂ωN − n−1∇∂ωNn)χAB + (∂ωN)C(∈AC ∗βB+ ∈BC ∗βA),
∇/ L(Π(∂ωζ))A = −∇/ ∂ωNζA + ǫAζ∂ωN − (∂ωN)Aǫ · ζ − (kB∂ωN + ∂ωζB)χAB (6.28)
−(ǫB + ζB)∂ωχAB − (∂ωN)B
2
(−αAB + ρδAB + 3σ ∈AB).
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Proof We start with the proof of (6.27). Note first from the definition of α, β and
the fact that ∂ωL = ∂ωN :
∂ωαAB = −(∂ωN)C(∈AC ∗βB+ ∈BC ∗βA). (6.29)
Now, differentiating the transport equation (2.31) with respect to ω, we obtain:
∂ω(∇/ Lχ)AB = −χA∂ωeCχCB − χACχ∂ωeCB − ∂ω(δ)χAB − δ∂ωχAB − ∂ωαAB.
Together with (6.2), the commutator formula (6.15), (6.26) and (6.29), we obtain (6.27).
Next, we prove (6.28). Note first from the definition of α, β, ρ, σ and the fact that
∂ωL = ∂ωN, ∂ωL = −∂ωN :
∂ωβA =
(∂ωN)B
2
(−αAB + ρδAB + 3σ ∈AB). (6.30)
Now, differentiating the transport equation (2.30) with respect to ω, we obtain:
∂ω(∇/ Lζ)A = −(∂ωǫB + ∂ωζB)χAB − (ǫB + ζB)∂ωχAB − (ǫ∂ωeB + ζ∂ωeB)χAB
−(ǫB + ζB)χA∂ωeB − ∂ωβA.
Together with (6.3), the commutator formula (6.15), and (6.30), we obtain (6.28). This
concludes the proof of the lemma.
6.2.3 Estimates for ∂ωN, ∂ωb, ∂ωχ and ∂ωζ
We first derive the L∞ bound (2.75) for ∂ωN . In view of the formula (6.22) for DL(∂ωN),
we have:
‖DL(∂ωN)‖L∞
x′
L2t
. ‖−χ∂ωNBeB − δ∂ωN + ǫ∂ωNL‖L∞
x′
L2t
. (‖χ‖L∞
x′
L2t
+ ‖δ‖L∞
x′
L2t
+ ‖ǫ‖L∞
x′
L2t
)‖∂ωN‖L∞
. ε‖∂ωN‖L∞ , (6.31)
where we used the estimates (2.69) (2.70) for χ and the estimate (2.67) for δ and ǫ in the
last inequality. The estimate for transport equations (3.64) and (6.31) yield:
‖∂ωN‖L∞ . ‖∇/ L∂ωN‖L∞x′L2t . ε‖∂ωN‖L∞
which yields the L∞ bound (2.75) for ∂ωN :
‖∂ωN‖L∞ . 1. (6.32)
Next, we derive an estimate for ∂ωχ. First, the fact that χ is a Pt,u-tangent 2-tensor
yields for any vectorfields X, Y on Σt:
∂ωχXY = Π(∂ωχ)Π(X)Π(Y ) − g(N,X)χ∂ωNΠ(Y ) − g(N, Y )χ∂ωNΠ(X)
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which implies:
‖∂ωχ‖L2
x′
L∞t
. ‖Π(∂ωχ)‖L∞
x′
L2t
+ ‖χ‖L2
x′
L∞t
‖∂ωN‖L∞ . ‖Π(∂ωχ)‖L∞
x′
L2t
+ ε, (6.33)
where we used the estimate (6.32) for ∂ωN , and the estimates (2.69) (2.70) for χ. In
view of (6.33), we have to estimate ‖Π(∂ωχ)‖L∞
x′
L2t
. The formula (6.27) for DL(Π(∂ωχ))
implies:
‖DL(Π(∂ωχ))‖L2(Hu) (6.34)
. ‖∇/ ∂ωNχ‖L2(Hu) + ‖∂ω(χ)χ‖L2(Hu) + ‖δ∂ωχ‖L2(Hu) + ‖ǫχ∂ωN‖L2(Hu) + ‖∂ωNχǫ‖L2(Hu)
+‖(2ǫ∂ωN − n−1∇∂ωNn)χ‖L2(Hu) + ‖∂ωN(∈AC ∗βB+ ∈BC ∗βA)‖L2(Hu)
. (1 + ‖∂ωN‖L∞)
(
‖∇/χ‖L2(Hu) + ‖∂ω(χ)‖L2
x′
L∞t
(‖χ‖L∞
x′
L2t
+ ‖δ‖L∞
x′
L2t
)
+N1(χ)(N1(ǫ) +N2(n)) + ‖β‖L2(Hu)
)
. ε+ ε‖∂ω(χ)‖L2
x′
L∞t
,
where we used in the last inequality the estimate (6.32) for ∂ωN , the curvature bound
(2.59) for β, and the estimates (2.66)-(2.70) for n, ǫ, ǫ, δ and χ. The estimate for transport
equations (3.64) and (6.34) yield:
‖Π(∂ωχ)‖L2
x′
L∞t
. ‖∇/ LΠ(∂ωχ))‖L2(Hu) . ε+ ε‖∂ω(χ)‖L2x′L∞t
which together with (6.33) yields:
‖∂ωχ‖L2
x′
L∞t
. ε. (6.35)
We now derive an estimate for ∂ωζ . First, the fact that ζ is a Pt,u-tangent 1-form
yields for any vectorfields X on Σt:
∂ωζX = Π(∂ωζ)Π(X) − g(N,X)ζ∂ωN
which implies:
‖∂ωζ‖L2
x′
L∞t
. ‖Π(∂ωζ)‖L∞
x′
L2t
+ ‖ζ‖L2
x′
L∞t
‖∂ωN‖L∞ . ‖Π(∂ωζ)‖L∞
x′
L2t
+ ε, (6.36)
where we used the estimate (6.32) for ∂ωN , and the estimate (2.71) for ζ . In view of
(6.36), we have to estimate ‖Π(∂ωζ)‖L∞
x′
L2t
. The formula (6.28) for DL(Π(∂ωζ)) implies:
‖DL(Π(∂ωζ))‖L2(Hu) (6.37)
. ‖∇/ ∂ωNζ‖L2(Hu) + ‖ǫζ∂ωN‖L2(Hu) + ‖∂ωNǫ · ζ‖L2(Hu) + ‖(kB∂ωN + ∂ωζB)χ‖L2(Hu)
+‖(ǫ+ ζ)∂ωχ‖L2(Hu) + ‖∂ωN(−αAB + ρδAB + 3σ ∈AB‖L2(Hu)
. (1 + ‖∂ωN‖L∞)
(
‖∇/ ζ‖L2(Hu) +N1(ǫ)N1(ζ) + (‖k‖L2
x′
L∞t
+ ‖ζ‖L2
x′
L∞t
)‖χ‖L2
x′
L∞t
+(‖ǫ‖L∞
x′
L2t
+ ‖ζ‖L∞
x′
L2t
)‖∂ωχ‖L2
x′
L∞t
+ ‖α‖L2(Hu) + ‖ρ‖L2(Hu) + ‖σ‖L2(Hu)
)
. ε+ ε‖∂ω(ζ)‖L2
x′
L∞t
,
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where we used in the last inequality the estimate (6.32) for ∂ωN , the curvature bound
(2.59) for α, ρ and σ, and the estimates (2.66)-(2.71) for ǫ, k, χ and ζ . The estimate for
transport equations (3.64) and (6.37) yield:
‖Π(∂ωζ)‖L2
x′
L∞t
. ‖∇/ LΠ(∂ωζ))‖L2(Hu) . ε+ ε‖∂ω(ζ)‖L2x′L∞t
which together with (6.36) yields:
‖∂ωζ‖L2
x′
L∞t
. ε. (6.38)
We now estimate ∂ωb. Differentiating the transport equation (2.27) for b with respect
to ω and using the commutator formula (6.5), we obtain:
L(∂ωb) = −∇/ ∂ωNb− ∂ω(b)δ − ∂ω(δ)b = −∇/ ∂ωNb− ∂ω(b)δ − (2ǫ∂ωN − n−1∇∂ωNn)b,
where we used (6.26) in the last equality. Since, ∇/ b = b(ζ − ǫ) from (2.26), we obtain:
L(∂ωb) = −bζ∂ωN − ∂ω(b)δ − ǫ∂ωNb. (6.39)
This yields:
‖L(∂ωb)‖L∞
x′
L2t
(6.40)
. ‖bζ∂ωN‖L∞
x′
L2t
+ ‖∂ω(b)δ‖L∞
x′
L2t
+ ‖ǫ∂ωNb‖L∞
x′
L2t
. (1 + ‖∂ωN‖L∞)
(
‖b‖L∞(Hu)(‖ζ‖L∞
x′
L2t
+ ‖ǫ‖L∞
x′
L2t
) + ‖∂ωb‖L∞(Hu)‖δ‖L∞
x′
L2t
)
. ε+ ε‖∂ω(b)‖L∞(Hu),
where we used in the last inequality the estimate (6.32) for ∂ωN , and the estimates (2.66)-
(2.68) for n, ǫ, δ and b. The estimate for transport equations (3.64) and (6.40) yield:
‖∂ωb‖L∞(Hu) . ‖L(∂ωb)‖L∞
x′
L2t
. ε+ ε‖∂ωb‖L∞(Hu)
which in turn implies:
‖∂ωb‖L∞(Hu) + ‖L(∂ωb)‖L∞
x′
L2t
. ε. (6.41)
Next, we estimate ∇/ ∂ωb. Recall from (2.26) that ∇/ b = b(ζ − ǫ). Differentiating with
respect to ω and using the commutator formula (6.6), we obtain:
∇/ A∂ωb = ∇/ ∂ωNbN +∇Nb∂ωN + ∂ωb(ζA − ǫA) + b(∂ωζA − k∂ωNA)
which yields the estimate:
‖∇/ b‖L2
x′
L∞t
. (1 + ‖∂ωN‖L∞)
(
‖∇b‖L2
x′
L∞t
+N1(∂ωb)(N1(ζ) +N1(ζ)) + ‖∂ωζ‖L2
x′
L∞t
+‖k‖L2
x′
L∞t
)
. ε+N1(∂ωb)ε, (6.42)
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where we used in the last inequality the estimate (6.32) for ∂ωN , the estimates (2.66)-
(2.71) for k, b, ζ and ζ , and the estimate (6.38) for ∂ωζ . Now, (6.41) and (6.42) yield:
‖∇/ ∂ωb‖L2
x′
L∞t
. ε. (6.43)
Finally, we estimate D∂ωN . In view of (6.31) and (6.32), we have:
‖DL(∂ωN)‖L∞
x′
L2t
. ε. (6.44)
Then, using the formula for DL∂ωN and DA∂ωN given respectively by (6.23) and (6.24),
we obtain:
‖DL(∂ωN)‖L2
x′
L∞t
+ ‖DA(∂ωN)‖L2
x′
L∞t
. ‖∂ωζ‖L2
x′
L∞t
+ ‖∂ωχ‖L2
x′
L∞t
+ ‖∂ωN‖L∞
(
‖χ‖L2
x′
L∞t
+ ‖δ‖L2
x′
L∞t
+‖n−1∇n‖L2
x′
L∞t
+ ‖ǫ‖L2
x′
L∞t
+ ‖ζ‖L2
x′
L∞t
)
. ε, (6.45)
where we used the estimate (6.32) for ∂ωN , the estimates (2.66)-(2.71) for n, δ, ǫ, χ and
ζ , the estimate (6.35) for ∂ωχ, and the estimate (6.38) for ∂ωζ .
Finally, (6.32) yields the desired L∞ bound (2.75) for ∂ωN , while (6.35), (6.38), (6.41),
(6.43), (6.44) and (6.45) yields the desired estimate (2.76).
6.3 Control of ∇/ LΠ(∂ωχ)
The goal of this section is to prove the estimate (2.77) for ∇/ LΠ(∂ωχ). We will use the
following lemmas.
Lemma 6.8 ∇/ LΠ(∂ωχ) satisfies the following transport equation
∇/ L(∇/ LΠ(∂ωχ)) = −∇/ LΠ(∂ωχ) · χ− χ · ∇/ LΠ(∂ωχ) +∇/ F1 + F2, (6.46)
where F1 and F2 are Pt,u-tangent tensors satisfying the following estimate
‖F1‖L∞u L2(Hu) + ‖F2‖L2tL1x′ . ε. (6.47)
Lemma 6.9 Recall that γ denotes the metric induced by g on Pt,u. LetM the Pt,u-tangent
2-tensor defined as the solution of the following transport equation:
∇/ LMAB = MACχCB, MAB = γAB on P0,u, (6.48)
Then, MAB satisfies the following estimate:
‖M − γ‖L∞ + ‖∇/M‖B0 . ε. (6.49)
116
Lemma 6.10 Recall that γ denotes the metric induced by g on Pt,u. Let M˜ the Pt,u-
tangent 2-tensor defined as the solution of the following transport equation:
∇/ LM˜AB = χACM˜CB, M˜AB = γAB on P0,u, (6.50)
Then, M˜AB satisfies the following estimate:
‖M˜ − γ‖L∞ + ‖∇/ M˜‖B0 . ε. (6.51)
Lemma 6.11 Let F a Pt,u-tangent tensor. Then, for any 1 ≤ p < q ≤ +∞ and for any
j ≥ 0, we have:
‖PjF‖LptL∞x′ . 2
j‖F‖LqtL2x′ . (6.52)
Also, taking the dual, for any 1 ≤ p < q ≤ +∞ and for any j ≥ 0, we have
‖PjF‖LptL2x′ . 2
j‖F‖LqtL1x′ . (6.53)
Lemma 6.12 Let F a Pt,u-tangent tensor. Then, for any j ≥ 0 and for any 2 ≤ p < +∞,
we have: ∥∥∥∥Pj (∫ t
0
∇/ (F )dt
)∥∥∥∥
LptL
2
x′
. 2j‖F‖L1tL2x′ .
Lemma 6.13 Let F a Pt,u-tangent 1-form and 2 < p ≤ +∞ such that for all j ≥ 0:
‖PjF‖LptL2x′ . 2
jε+ 2
j
2εγ(u),
and let M such that:
‖M − γ‖L∞ + ‖∇/M‖B0 . ε.
Then, we have for any 2 ≤ q < p and all j ≥ 0:
‖Pj(M−1F )‖LqtL2x′ . 2
jε+ 2
j
2 εγ(u).
Lemma 6.14 Let F a Pt,u-tangent 1-form and 2 ≤ p ≤ +∞ such that for all j ≥ 0:
‖PjF‖LptL2x′ . 2
jε+ 2
j
2εγ(u),
and let M˜ such that:
‖M˜ − γ‖L∞ + ‖∇/ M˜‖B0 . ε.
Then, we have for any 2 ≤ q < p and all j ≥ 0:
‖Pj(FM˜−1)‖LqtL2x′ . 2
jε+ 2
j
2 εγ(u).
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The proof of Lemma 6.8 is postponed to section C.1. The proof of Lemma 6.9 is
postponed to section C.2. The proof of Lemma 6.10 is completely analogous to the one
of Lemma 6.9 and left to the reader. The proof of Lemma 6.11 is postponed to section
C.3. The proof of Lemma 6.12 is postponed to section C.4. The proof of Lemma 6.13
is postponed to section C.5. Finally, The proof of Lemma 6.14 is completely analogous
to the one of Lemma 6.13, and left to the reader. We are now in position to derive the
estimate for ∇/ LΠ(∂ωχ). Using the transport equation (6.46) for ∇/ LΠ(∂ωχ), the transport
equation (6.48) for M and the transport equation (6.50) for M˜ allows us to get rid of the
first two terms in the left-hand side of (6.46):
∇/ L(M · ∇/ LΠ(∂ωχ) · M˜)
= ∇/ L(M) · ∇/ LΠ(∂ωχ) · M˜ +M · ∇/ L(∇/ LΠ(∂ωχ)) · M˜ +M · ∇/ LΠ(∂ωχ) · ∇/ L(M˜)
= M · (∇/F1 + F2) · M˜
= ∇/ (M · F1 · M˜)−∇/ (M) · F1 · M˜ −M · F1 · ∇/ (M˜) +M · F2 · M˜.
Let 2 ≤ p < q < +∞. This yields:
‖Pj(M · ∇/ LΠ(∂ωχ) · M˜)‖LqtL2x′ (6.54)
. 2
j
2γ(u) +
∥∥∥∥Pj (∫ t
0
∇/ (M · F1 · M˜)
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
∇/ (M) · F1 · M˜dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
M · F1 · ∇/ (M˜)dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
M · F2 · M˜dt
)∥∥∥∥
LqtL
2
x′
,
where the term 2
j
2γ(u) comes from the initial data term at t = 0. Next, we estimate the
various terms in the right-hand side of (6.54).
We consider the first term in the right-hand side of (6.54). Using Lemma 6.12, we
have: ∥∥∥∥Pj (∫ t
0
∇/ (M · F1 · M˜)dt
)∥∥∥∥
LqtL
2
x′
. 2j‖M · F1‖L2(Hu) (6.55)
. 2j‖M‖L∞‖F1‖L2(Hu)‖M˜‖L∞
. 2jε,
where we used in the last inequality the estimate (6.47) for F1, the estimate (6.49) for M ,
and the estimate (6.51) for M˜ .
Next, we consider the last three terms in the right-hand side of (6.54). Using the
dual sharp Bernstein inequality for tensors (6.53) and the estimate (3.64) for transport
118
equations, we have:∥∥∥∥Pj (∫ t
0
∇/ (M) · F1 · M˜dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
M · F1 · ∇/ (M˜)dt
)∥∥∥∥
LqtL
2
x′
(6.56)
+
∥∥∥∥Pj (∫ t
0
M · F2 · M˜dt
)∥∥∥∥
LqtL
2
x′
. 2j
∥∥∥∥Pj (∫ t
0
∇/ (M) · F1 · M˜dt
)∥∥∥∥
L∞t L
1
x′
+ 2j
∥∥∥∥Pj (∫ t
0
M · F1 · ∇/ (M˜)dt
)∥∥∥∥
L∞t L
1
x′
+2j
∥∥∥∥Pj (∫ t
0
M · F2 · M˜dt
)∥∥∥∥
L∞t L
1
x′
. 2j‖∇/ (M) · F1 · M˜‖L1(Hu) + 2j‖M · F1 · ∇/ (M˜)‖L1(Hu) + 2j‖M · F2 · M˜‖L1(Hu)
. 2j‖∇/ (M)‖L2(Hu)‖F1‖L2(Hu)‖M˜‖L∞ + 2j‖M‖L∞‖F1‖L2(Hu)‖∇/ M˜‖L2(Hu)
+2j‖M‖L∞‖F2‖L1(Hu)‖M˜‖L∞
. 2jε,
where we used in the last inequality the estimate (6.47) for F1 and F2, the estimate (6.49)
for M , and the estimate (6.51) for M˜ . Finally, (6.54), (6.55) and (6.56) imply
‖Pj(M · ∇/ LΠ(∂ωχ) · M˜)‖LquL2(Hu) . 2jε+ 2
j
2γ(u). (6.57)
Now, since we have chosen p < q, (6.57) together with Lemma 6.13 and Lemma 6.14
yields:
‖Pj∇/ LΠ(∂ωχ)‖LpuL2(Hu) . 2jε+ 2
j
2γ(u),
for any 2 ≤ p < +∞ which is the desired estimate (2.77) for ∇/ LΠ(∂ωχ).
6.4 Proof of the decomposition (2.78) for χ̂
To conclude the proof of Theorem 2.20, we still need to prove the existence of a decom-
position (2.78) for χ̂. In view of the Codazzi-type equation (2.32) for χ̂, we have:
χ̂ = D−12
(
1
2
∇/ trχ− ǫ · χ− β
)
,
and we choose the following decomposition:
χ̂ = χ1 + χ2 where χ1 = D−12
(
1
2
∇/ trχ− ǫ · χ
)
and χ2 = −D−12 β. (6.58)
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6.4.1 Estimates for χ1
Estimate for ‖∇/ χ1‖L2(Hu). We start by estimating ∇/ χ1. Using the estimate (3.49)
satisfied by D−12 and the definition (6.58) of χ1, we have:
‖∇/χ1‖L∞t L2x′ .
∥∥∥∥12∇/ trχ− ǫ · χ
∥∥∥∥
L∞t L
2
x′
(6.59)
. ‖∇/ trχ‖L∞t L2x′ +N1(ǫ)N1(χ)
. ε,
where we used the estimate (2.67) for ǫ, and the estimates (2.69) (2.70) for χ in the last
inequality.
Estimate for ‖∇/ Lχ1‖L∞t L2x′+L2tLqx′ . Next, we estimate ∇/ Lχ1 and ∇/ Lχ1. Note first that
for any vectorfield X on M, we have:
[∇/X ,D−12 ] = D−12 [∇/X ,D2]D−12
which together with the definition of χ1 implies:
∇/Xχ1 = D−12
(
∇/X
(
1
2
∇/ trχ− ǫ · χ
))
+D−12 [∇/X ,D2]χ1. (6.60)
Let 2 ≤ q < 4. Applying (6.60) with X = nL, we obtain:
‖∇/ nLχ1‖L∞t L2x′+L2tLqx′ (6.61)
. ‖D−12 (∇/ nL∇/ trχ)‖L∞t L2x′ + ‖D
−1
2 (∇/ nL (ǫ · χ))‖L2tLqx′ + ‖D
−1
2 [∇/ nL,D2]χ1‖L2tLqx′ .
We estimate the three terms in the right-hand side of (6.61) starting with the first one.
Using the commutator formula (2.48) for [∇/ nL,∇/ ]trχ, and Remark 3.15 and the dual of
(3.49) for D−12 , we obtain:
‖D−12 (∇/ nL∇/ trχ)‖L∞t L2x′ . ‖D
−1
2 ([∇/ nL,∇/ ]trχ)‖L∞t L2x′ + ‖D
−1
2 (∇/∇/ nLtrχ)‖L∞t L2x′
. ‖[∇/ nL,∇/ ]trχ‖
L∞t L
4
3
x′
+ ‖nL(trχ)‖L∞t L2x′
. ‖nχ∇/ trχ‖
L∞t L
4
3
x′
+ ε
. ‖n‖L∞‖χ‖L∞t L4x′‖∇/ trχ‖L∞t L2x′ + ε
. ε, (6.62)
where we used the estimate (2.66) for n, and the estimates (2.69) (2.70) for χ.
Next, we estimate the second term in the right-hand side of (6.61). Using Lemma
3.16, and since 2 ≤ q < 4, we obtain:
‖D−12 (∇/ nL (ǫ · χ))‖L2tLqx′ . ‖D
−1
2 (∇/ nL(ǫ) · χ)‖L2tLqx′ + ‖D
−1
2 (ǫ · ∇/ nL(χ))‖L2tLqx′
. ‖∇/ nL(ǫ) · χ‖
L2tL
4
3
x′
+ ‖ǫ · ∇/ nL(χ)‖
L2tL
4
3
x′
. ‖∇/ nL(ǫ)‖L2(Hu)‖χ‖L∞t L4x′ + ‖ǫ‖L∞t L4x′‖∇/ nL(χ)‖L2(Hu)
. ‖n‖L∞N1(ǫ)N1(χ)
. ε, (6.63)
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where we used the estimate (2.66) for n, the estimate (2.67) for ǫ, and the estimates (2.69)
(2.70) for χ.
Finally, we estimate the third term in the right-hand side of (6.61). Using the com-
mutator formula (2.48) for [∇/ nL,D2]trχ, using Lemma 3.16, and since 2 ≤ q < 4, we
obtain:
‖D−12 [∇/ nL,D2]χ1‖L2tLqx′ . ‖[∇/ nL,D2]χ1‖L2tL 43x′
. ‖nχ∇/ χ1‖
L2tL
4
3
x′
+ ‖nχǫχ1‖
L2tL
4
3
x′
+ ‖nβχ1‖
L2tL
4
3
x′
. ‖n‖L∞
(
‖χ‖L∞t L4x′‖∇/χ1‖L2(Hu) + ‖χ‖L∞t L4x′‖ǫ‖L4(Hu)‖χ1‖L4(Hu)
+‖β‖L2(Hu)‖χ1‖L∞t L4x′
)
. ε+ εN1(χ1), (6.64)
where we used the curvature bound (2.59) for β, the estimate (2.66) for n, the estimate
(2.67) for ǫ, and the estimates (2.69) (2.70) for χ. Now, (6.61)-(6.64) yield:
‖∇/ nLχ1‖L∞t L2x′+L2tLqx′ . ε+ εN1(χ1),
which together with the bound (2.66) on n and the bound (6.59) on ∇/χ1 yields:
‖∇/ Lχ1‖L∞t L2x′+L2tLqx′ . ε. (6.65)
Estimate for ‖∇/ Lχ1‖L∞t L2x′+L2tLqx′ . Next, we estimate ∇/ Lχ1. Let 2 ≤ q < 4. Applying
(6.60) with X = bN , we obtain:
‖∇/ bNχ1‖L∞t L2x′+L2tLqx′ (6.66)
. ‖D−12 (∇/ bN∇/ trχ)‖L∞t L2x′ + ‖D
−1
2 (∇/ bN (ǫ · χ))‖L2tLqx′ + ‖D
−1
2 [∇/ bN ,D2]χ1‖L2tLqx′ .
We estimate the three terms in the right-hand side of (6.66) starting with the first one.
Using the commutator formula (2.50) for [∇/ bN ,∇/ ]trχ, and Remark 3.15 and the dual of
(3.49) for D−12 , we obtain:
‖D−12 (∇/ bN∇/ trχ)‖L∞t L2x′ . ‖D
−1
2 ([∇/ bN ,∇/ ]trχ)‖L∞t L2x′ + ‖D
−1
2 (∇/∇/ bN trχ)‖L∞t L2x′
. ‖[∇/ bN ,∇/ ]trχ‖
L∞t L
4
3
x′
+ ‖∇/ bN trχ‖L∞t L2x′
. ‖n(χ + η)∇/ trχ‖
L∞t L
4
3
x′
+ ε
. ‖n‖L∞(‖χ‖L∞t L4x′ + ‖k‖L∞t L4x′ )‖∇/ trχ‖L∞t L2x′ + ε
. ε, (6.67)
where we used the estimate (2.66) for n, the estimate (2.67) for k, and the estimates
(2.69) (2.70) for χ.
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Next, we estimate the second term in the right-hand side of (6.66). Using Lemma
3.16, and since 2 ≤ q < 4, we obtain:
‖D−12 (∇/ bN (ǫ · χ))‖L2tLqx′ . ‖D
−1
2 (∇/ bN(ǫ) · χ)‖L2tLqx′ + ‖D
−1
2 (ǫ · ∇/ bN(χ))‖L2tLqx′
. ‖∇/ bN (ǫ) · χ‖
L2tL
4
3
x′
+ ‖ǫ · ∇/ bN (χ)‖
L2tL
4
3
x′
. ‖∇/ bN (ǫ)‖L2(Hu)‖χ‖L∞t L4x′ + ‖ǫ‖L∞t L4x′‖∇/ bN(χ)‖L2(Hu)
. ‖b‖L∞(N1(ǫ)‖∇/N(χ)‖L2(Hu) +N1(χ)‖∇/N(ǫ)‖L2(Hu))
. ε, (6.68)
where we used the estimate (2.67) for ǫ, the estimate (2.68) for b, and the estimates (2.69)
(2.70) for χ.
Finally, we estimate the third term in the right-hand side of (6.66). Using the com-
mutator formula (2.50) for [∇/ bN ,D2]trχ, and using Lemma 3.16, and since 2 ≤ q < 4, we
obtain:
‖D−12 [∇/ bN ,D2]χ1‖L2tLqx′ (6.69)
. ‖[∇/ bN ,D2]χ1‖
L2tL
4
3
x′
. ‖b(χ+ η)∇/χ1‖
L2tL
4
3
x′
+ ‖bχ(ǫ+ ξ)χ1‖
L2tL
4
3
x′
+ ‖bχζχ1‖
L2tL
4
3
x′
+ ‖bβχ1‖
L2tL
4
3
x′
+‖bβχ1‖
L2tL
4
3
x′
. ‖b‖L∞
(
‖χ+ η‖L∞t L4x′‖∇/χ1‖L2(Hu) + ‖χ‖L∞t L4x′‖ǫ+ ξ‖L4(Hu)‖χ1‖L4(Hu)
+‖χ‖L∞t L4x′‖ζ‖L4(Hu)‖χ1‖L4(Hu) + ‖β‖L2(Hu)‖χ1‖L∞t L4x′ + ‖β‖L2(Hu)‖χ1‖L∞t L4x′
)
. ε+ εN1(χ1),
where we used the curvature bound (2.59) for β and β, and the estimates (2.66)-(2.71)
for b, ǫ, η, χ, ξ and ζ . Now, (6.66)-(6.69) yield:
‖∇/ bNχ1‖L∞t L2x′+L2tLqx′ . ε+ εN1(χ1),
which together with the bound (2.68) on b, the fact that L = L − 2N , and the bound
(6.59) and (6.65) on ∇/χ1 yields:
‖∇/ Lχ1‖L∞t L2x′+L2tLqx′ . ε. (6.70)
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Estimate for ‖χ1‖LptL∞x′ . Using the property (3.15) of the Littlewood-Paley projections,
we have:
‖χ1‖L∞(Pt,u) (6.71)
.
∑
j,l
∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L∞(Pt,u)
.
∑
j,l
2l(1 + 2−
l
q ‖K‖
1
q
L2(Pt,u)
+ 2−
l
q−1‖K‖
1
q−1
L2(Pt,u)
)
∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. (1 + ‖K‖
1
q−1
L2(Pt,u)
)
∑
j,l
2l
∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
where 2 ≤ q < +∞ will be chosen later, and where we used the sharp Bernstein inequality
(4.41) for tensors. Next, we estimate the right-hand side of (6.71). Using the finite band
property for Pj, and the inequality (3.49) for
∗D2, we have:
‖D−12 Pj‖L(L2(Pt,u)) = ‖Pj∗D−12 ‖L(L2(Pt,u)) . 2−j‖∇/ ∗D−12 ‖L(L2(Pt,u)) . 2−j (6.72)
which together with the boundedness on L2 of Pl yields:∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
∥∥∥∥D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.73)
. 2−j
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
We now derive second estimate for
∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ)∥∥L2(Pt,u). Using the finite
band property for Pl, we have:∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. 2−2l
∥∥∥∥∆/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. (6.74)
Next, we estimate the right-hand side of (6.74). In view of the identity (3.38) for D2, we
have: ∥∥∥∥∆/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.75)
.
∥∥∥∥∗D2Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
+
∥∥∥∥KD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
We now estimate both terms in the right-hand side of (6.75) starting with the first one.
Using the L2 boundedness for Pl and the finite band property for Pj, we have:∥∥∥∥∗D2Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. 2j
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. (6.76)
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Next, we estimate the second term in the right-hand side of (6.75). We have:∥∥∥∥KD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. ‖K‖L2(Pt,u)
∥∥∥∥D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L∞(Pt,u)
.
(6.77)
In order to estimate the L∞(Pt,u) norm in the right-hand side of (6.77), we use the estimate
(3.36). This yields∥∥∥∥D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L∞(Pt,u)
(6.78)
.
∥∥∥∥∇/ 2D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥ 12
L2(Pt,u)
∥∥∥∥D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥ 12
L2(Pt,u)
+
∥∥∥∥∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. 2−
j
2
∥∥∥∥∇/ 2D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥ 12
L2(Pt,u)
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥ 12
L2(Pt,u)
+
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
,
where we used in the last inequality (6.72), the estimate (3.49) for ∇/D−12 , and the bound-
edness of Pj on L
2(Pt,u). In order to estimate the first term in the right-hand side of
(6.78), we use the Bochner inequality for tensors (3.7). This yields∥∥∥∥∇/ 2D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.79)
.
∥∥∥∥∆/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
+ ‖K‖L2(Pt,u)
∥∥∥∥∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
+‖K‖2L2(Pt,u)
∥∥∥∥D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
∥∥∥∥∆/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
+ ‖K‖L2(Pt,u)
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
+2−j‖K‖2L2(Pt,u)
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
,
where we used in the last inequality (6.72) and the estimate (3.49) for ∇/D−12 . Now, (6.75),
(6.76), (6.77), (6.78) and (6.79) imply∥∥∥∥∇/ 2D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.80)
.
(
2j + ‖K‖L2(Pt,u) + 2−j‖K‖2L2(Pt,u)
)∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
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Then, (6.74) and (6.80) yield∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.81)
. 2−2l
(
2j + ‖K‖L2(Pt,u) + 2−j‖K‖2L2(Pt,u)
)∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
Also, using the finite band property Pl and the estimate (3.49) for ∇/D−12 , we have∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. 2−l
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
Interpolating with (6.81), we obtain for any 0 ≤ δ ≤ 1∥∥∥∥PlD−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.82)
. 2−l2−δ(l−j)
(
1 + ‖K‖2L2(Pt,u)
)δ ∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
In view of (6.71), and using (6.73) for l ≤ j and (6.82) for l > j, we obtain for any
2 ≤ q < +∞ and any 0 < δ ≤ 1
‖χ1‖L∞(Pt,u) . (1 + ‖K‖L2(Pt,u))
1
q−1
+2δ
∑
j,l
2−δ|l−j|
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. (1 + ‖K‖L2(Pt,u))
1
q−1
+2δ
∥∥∥∥12∇/ trχ− ǫ · χ
∥∥∥∥
B02,1(Pt,u)
where we used in the last inequality the fact that δ > 0 and the definition (5.4) for the
Besov space B02,1(Pt,u). This yields
‖χ1‖L∞(Pt,u) . (1 + ‖K‖L2(Pt,u))
1
q−1
+2δ(‖∇/ trχ‖B0 + ‖ǫ · χ‖B02,1(Pt,u)) (6.83)
. (1 + ‖K‖L2(Pt,u))
1
q−1
+2δ(ε+ ‖ǫ · χ‖B02,1(Pt,u))
where we used the Besov improvement (5.54) for ∇/ trχ. Let 2 ≤ p < +∞. We choose
2 ≤ q < +∞ and 0 < δ ≤ 1 such that
1
q − 1 + 2δ =
2
p
.
Then, (6.83) implies:
‖χ1‖LptL∞x′ .
(
1 + ‖K‖
2
p
L2(Hu)
)
(ε+ ‖ǫ · χ‖L2pt B02,1(Pt,u)) (6.84)
. ε+ ‖ǫ · χ‖L2pt B02,1(Pt,u),
where we used the estimate (4.33) for the Gauss curvature K. We now conclude using
the following lemma:
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Lemma 6.15 Let F,H two Pt,u-tangent tensors. For any 2 ≤ r < +∞, we have:
‖F ·H‖LrtB02,1(Pt,u) . N1(F )N1(H). (6.85)
The proof of Lemma 6.15 is postponed to section D. We now derive the estimate for
‖χ1‖LptL∞x′ . (6.84), and (6.85) with r = 2p, F = ǫ and H = χ yield:
‖χ1‖LptL∞x′ . ε+N1(ǫ)N1(χ) (6.86)
. ε,
where we used the estimate (2.67) for ǫ and the estimates (2.69) (2.70) for χ. (6.86) is
the desired estimate for ‖χ1‖LptL∞x′ .
Estimate for ‖χ1‖L∞u LptB02,1(Pt,u). We will need later on an estimate for χ1 in L∞u L
p
tB02,1(Pt,u).
We proceed as for the estimate of χ1 in L
p
tL
∞
x′ . In view of the definition (5.4) of the Besov
space B02,1(Pt,u), we have
‖χ1‖B02,1(Pt,u) .
∑
j,l
∥∥∥∥Pl∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. (6.87)
Next, we estimate the right-hand side of (6.87). The finite band property for Pl together
with the estimate (6.72) yields∥∥∥∥Pl∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. 2l
∥∥∥∥D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.88)
. 2l−j
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
We now derive second estimate for
∥∥Pl∇/D−12 Pj (12∇/ trχ− ǫ · χ)∥∥L2(Pt,u). Using the
finite band property for Pl and the estimate (6.80), we have:∥∥∥∥Pl∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.89)
. 2−l
∥∥∥∥∇/ 2D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. 2−l+j(1 + ‖K‖2L2(Pt,u))
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
Also, using the boundedness of Pl on L
2(Pt,u) and the estimate (3.49) for ∇/D−12 , we have∥∥∥∥Pl∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
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Interpolating with (6.81), we obtain for any 0 ≤ δ ≤ 1∥∥∥∥Pl∇/D−12 Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
(6.90)
. 2−δ(l−j)
(
1 + ‖K‖2L2(Pt,u)
)δ ∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
.
In view of (6.87), and using (6.88) for l ≤ j and (6.90) for l > j, we obtain for any
0 < δ ≤ 1
‖χ1‖B02,1(Pt,u) . (1 + ‖K‖L2(Pt,u))2δ
∑
j,l
2−δ|l−j|
∥∥∥∥Pj (12∇/ trχ− ǫ · χ
)∥∥∥∥
L2(Pt,u)
. (1 + ‖K‖L2(Pt,u))2δ
∥∥∥∥12∇/ trχ− ǫ · χ
∥∥∥∥
B02,1(Pt,u)
where we used in the last inequality the fact that δ > 0 and the definition (5.4) for the
Besov space B02,1(Pt,u). This yields
‖χ1‖B02,1(Pt,u) . (1 + ‖K‖L2(Pt,u))2δ(‖∇/ trχ‖B0 + ‖ǫ · χ‖B02,1(Pt,u)) (6.91)
. (1 + ‖K‖L2(Pt,u))2δ(ε+ ‖ǫ · χ‖B02,1(Pt,u))
where we used the Besov improvement (5.54) for ∇/ trχ. Let 2 ≤ p < +∞. We choose
0 < δ ≤ 1 such that
2δ =
1
p
.
Then, (6.91) implies:
‖χ1‖LptB02,1(Pt,u) .
(
1 + ‖K‖
1
p
L2(Hu)
)
(ε+ ‖ǫ · χ‖L2pt B02,1(Pt,u))
. ε+N1(ǫ)N1(χ),
where we used in the last inequality the estimate (4.33) for the Gauss curvature K, and
the estimate (6.85). Together with the estimate (2.67) for ǫ and the estimates (2.69)
(2.70) for χ, we finally obtain
‖χ1‖LptB02,1(Pt,u) . ε, (6.92)
for any 2 ≤ p < +∞.
6.4.2 Estimates for χ2
In view of the decomposition (6.58), the estimates (2.69) (2.70) for χ, and the estimates
(6.59), (6.65) and (6.70) for χ1, we have:
N1(χ2) + ‖∇/ Lχ2‖L2(Hu) . ε. (6.93)
We now compute ∂ωχ2. We have:
[∂ω,D−12 ] = D−12 [∂ω,D2]D−12
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which together with the definition of χ2 implies:
∂ωχ2 = −D−12 Π(∂ωβ + ∂ωǫ · χ + ǫ · ∂ωχ) +D−12 [Π∂ω,D2]χ2 (6.94)
= −D−12
(
(∂ωN)B
2
(−αAB + ρδAB + 3σ ∈AB) + ∂ωǫ · χ + ǫ · ∂ωχ
)
+D−12
(
−∇/N(χ2)A∂ωN + g(∂ωN, eA)θ · χ2 + θ∂ωNB(χ2)BA − θAB(χ2)B∂ωN
−trθ(χ2)A∂ωN
)
,
where we used the formula (6.30) for ∂ωβ and the commutator formula (6.17) for [Π∂ω,D2].
In particular, using the property (3.49) of D−12 , we have the following estimate for ∇/ ∂ωχ2:
‖∇/ ∂ωχ2‖L2(Hu) (6.95)
.
∥∥∥∥(∂ωN)B2 (−αAB + ρδAB + 3σ ∈AB) + ∂ωǫ · χ+ ǫ · ∂ωχ
∥∥∥∥
L2(Hu)
+ ‖ −∇/ N(χ2)A∂ωN
+g(∂ωN, eA)θ · χ2 + θ∂ωNB(χ2)BA − θAB(χ2)B∂ωN − trθ(χ2)A∂ωN‖L2(Hu)
. ‖∂ωN‖L∞
(
‖α‖L2(Hu) + ‖ρ‖L2(Hu) + ‖σ‖L2(Hu) + ‖∂ωǫ‖L2
x′
L∞t
‖χ‖L∞
x′
L2t
+‖∂ωχ‖L2
x′
L∞t
‖ǫ‖L∞
x′
L2t
+ ‖∇/Nχ2‖L2(Hu) +N1(θ)N1(χ2)
)
. ε
where we used the curvature bound (2.59) for α, ρ and σ, the estimates (2.67) (2.69) (2.70)
for ǫ, χ and θ, the estimate (2.75) for ∂ωN , the estimate (2.76) for ∂ωχ and the estimate
(6.93) for χ2.
Next, we plan to estimate the LptL
4−
x′ -norm of ∂ωχ2 for 2 < p < +∞. Our goal will be
first to show that the terms involving α in ∂ωχ2 cancel each other. Applying (6.60) to χ2
with the choice X = bN yields:
∇/ bNχ2 = −D−12 (∇/ bN(χ · ǫ+ β)) +D−12 [∇/ bN ,D2]χ2. (6.96)
In view of (6.96), we need to evaluate ∇/N(χ · ǫ+ β). We have:
∇/N(χ · ǫ+ β) = χ · ∇/N(ǫ) +
1
2
(
∇/ L(χ) · ǫ+∇/ Lβ −∇/ L(χ) · ǫ−∇/ Lβ
)
which together with the equation (2.31) and (2.40) for χ, the Bianchi identities (2.51) and
(2.53) for β, and the last equation of (4.66) for ∇/N ǫ yields:
∇/ N(χ · ǫ+ β) = div/α + b−1∇/ b · α−∇/ ρ− (∇/ σ)∗ + (χ− 2δ)β − (ǫ+ 3ζ)ρ+ (ǫ− 3∗ζ)σ
−(χ+ 2χ̂)β + 2∇/ δ · χ− 2ǫ · ∇/ ζ + 3δ−1∇/ b · χ− 2b−1∇/ bη̂χ− 2θǫχ
−ǫχ(δ + n−1∇Nn)− ǫζ ⊗ ζ + ǫχχ. (6.97)
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(6.96) and (6.97) yield:
∇/Nχ2 = −α + b−1D−12 b
(
∇/ ρ+ (∇/ σ)∗ − (χ− 2δ)β + (ǫ+ 3ζ)ρ− (ǫ− 3∗ζ)σ
+(χ+ 2χ̂)β − 2∇/ δ · χ + 2ǫ · ∇/ ζ − 3δ−1∇/ b · χ + 2b−1∇/ bη̂χ + 2θǫχ
+ǫχ(δ + n−1∇Nn) + ǫζ ⊗ ζ − ǫχχ
)
+ b−1D−12 [∇/ bN ,D2]χ2. (6.98)
Now, in view of (6.94) and (6.98), the terms in α cancel each other, and we finally obtain:
∂ωχ2 = −D−12
(
(∂ωN)B
2
(ρδAB + 3σ ∈AB) + ∂ωǫ · χ+ ǫ · ∂ωχ
)
(6.99)
+D−12
(
− b−1D−12 b
(
∇/ ρ+ (∇/ σ)∗ − (χ− 2δ)β + (ǫ+ 3ζ)ρ− (ǫ− 3∗ζ)σ
+(χ+ 2χ̂)β − 2∇/ δ · χ+ 2ǫ · ∇/ ζ − 3δb−1∇/ b · χ+ 2b−1∇/ bη̂χ+ 2θǫχ
+ǫχ(δ + n−1∇Nn) + ǫζ ⊗ ζ − ǫχχ
)
A∂ωN
− b−1D−12 [∇/ bN ,D2](χ2)A∂ωN
+g(∂ωN, eA)θ · χ2 + θ∂ωNB(χ2)BA − θAB(χ2)B∂ωN − trθ(χ2)A∂ωN
)
,
We will use the following four Lemmas.
Lemma 6.16 Let f a scalar function equal either to b or 1, let F a Pt,u-tangent tensor and
let H denote a curvature term among (ρ, σ, β, β). Then, we have the following estimate:
‖D−12 (bF ·H)‖L∞t L4−x′ . (‖F‖L∞ + ‖∇/F‖L∞t L2x′ )ε. (6.100)
Lemma 6.17 Let h a scalar function which denotes a curvature term among (ρ, σ).
Then, for any 2 ≤ p < +∞, we have the following estimate:
‖D−12 b−1D−12 (b∇/ h)‖LptL4−x′ . ε. (6.101)
Lemma 6.18 Let F a Pt,u-tangent tensors and let H denote a term among (ρ, σ, β, β)
and G is a Pt,u-tensor satisfying N1(G) . ε. Then, for any 2 ≤ p < +∞, we have the
following estimate:
‖D−12 b(D−12 (F ·H))‖LptL4−x′ + ‖D
−1
2 b(D−12 (F · ∇/G))‖LptL4−x′ . N1(F )ε. (6.102)
Lemma 6.19 Let F,G and H three Pt,u-tangent tensors. Then, we have the following
estimate:
‖D−12 (FGH)‖L∞t L4−x′ . N1(F )N1(G)N1(H). (6.103)
We also state the following lemma which will be necessary for the proof of Lemma
6.16 as well as several places in this paper.
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Lemma 6.20 Let H denote a curvature term among (ρ, σ, β, β). Then, for any j ≥ 0,
we have the following estimate:
‖PjH‖L∞t L2x′ . 2
j
2 ε. (6.104)
The proof of Lemma 6.16 is postponed to section D.1, the proof of Lemma 6.17 to
section D.2, the proof of Lemma 6.18 to section D.3, the proof of Lemma 6.19 to section
D.4, and the proof of Lemma 6.20 to section D.5. We now derive the estimate for the
LptL
4−
x′ -norm of ∂ωχ2. We consider the various terms in the right-hand side of (6.99).
Lemma 6.16 and Lemma 6.18 yield:∥∥∥∥D−12 ((∂ωN)B2 (ρδAB + 3σ ∈AB)
)∥∥∥∥
L∞t L
4−
x′
+
∥∥∥∥∥D−12
(
− b−1D−12 b
(
− (χ− 2δ)β
+(ǫ+ 3ζ)ρ− (ǫ− 3∗ζ)σ + (χ+ 2χ̂)β
)
A∂ωN
)∥∥∥∥∥
L∞t L
4−
x′
. ε(‖∂ωN‖L∞ + ‖∇/ ∂ωN‖L∞t L2x′ +N1(χ) +N1(δ) +N1(ǫ) +N1(ζ) +N1(χ))
. ε, (6.105)
where we used the estimates (2.67)-(2.71) for δ, ǫ, χ, χ and ζ , and the estimates (2.75)
(2.76) for ∂ωN .
Using the commutator formula (2.50) together with Remark 3.15 for D−12 and Lemma
6.18 and Lemma 6.19, we obtain:∥∥∥∥∥D−12
(
b−1D−12 [∇/ bN ,D2](χ2)A∂ωN
)∥∥∥∥∥
LptL
4−
x′
.
∥∥∥∥∥D−12
(
b−1D−12 ∇/ (b(χ + η)χ2)A∂ωN
)∥∥∥∥∥
LptL
4−
x′
+
∥∥∥∥∥D−12
(
b−1D−12 ∇/ (b(χ + η))χ2)A∂ωN
)∥∥∥∥∥
LptL
4−
x′
+
∥∥∥∥∥D−12
(
b−1D−12 ((χ(ǫ+ ξ + χζ)χ2)A∂ωN
)∥∥∥∥∥
LptL
4−
x′
+
∥∥∥∥∥D−12
(
b−1D−12 ((β + β)χ2)A∂ωN
)∥∥∥∥∥
LptL
4−
x′
. (N2(b)(N1(χ) +N1(η))N1(χ2) +N1(χ)(N1(ǫ) +N1(ξ))N1(χ2)
+N1(χ)N1(ζ)N1(χ2) + εN1(χ2)
. ε, (6.106)
where we used the estimates (2.66)-(2.71) for b, η, ǫ, χ, χ, ξ and ζ , the estimate (2.75) for
∂ωN , and the estimate (6.93) for χ2.
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Using Remark 3.15 for D−12 and Lemma 6.18 and Lemma 6.19, we obtain:∥∥∥∥∥D−12
(
b−1D−12 b
(
− 2∇/ δ · χ + 2ǫ · ∇/ ζ − 3δb−1∇/ b · χ+ 2b−1∇/ bη̂χ+ 2θǫχ
)
A∂ωN
)∥∥∥∥∥
LptL
4−
x′
+
∥∥∥∥∥D−12
(
b−1D−12 b
(
ǫχ(δ + n−1∇Nn) + ǫζ ⊗ ζ − ǫχχ
)
A∂ωN
)∥∥∥∥∥
L∞t L
4−
x′
+
∥∥∥∥∥D−12
(
g(∂ωN, eA)θ · χ2 + θ∂ωNB(χ2)BA − θAB(χ2)B∂ωN − trθ(χ2)A∂ωN
)∥∥∥∥∥
L∞t L
4−
x′
. N2(b)
(N1(δ)N1(χ) +N1(ǫ)N1(ζ) +N1(η)N1(χ) + (N1(θ) +N1(δ) +N1(n−1∇Nn)
+N1(χ))N1(ǫ)N1(χ) +N1(ǫ)N1(ζ)2
)
+ ‖∂ωN‖L∞N1(θ)N1(χ2)
. ε, (6.107)
where we used the estimates (2.66)-(2.71) for n, b, η, ǫ, χ, χ, θ and ζ , and the estimate
(2.75) for ∂ωN , and the estimate (6.93) for χ2.
Using the analog of Lemma 3.16 for D−12 , we obtain:
‖D−12 (∂ωǫ · χ+ ǫ · ∂ωχ)‖L∞t L4−x′ (6.108)
. ‖∂ωǫ · χ + ǫ · ∂ωχ‖
L∞t L
4
3
x′
. ‖∂ωǫ‖L∞t L2x′‖χ‖L∞t L4x′ + ‖ǫ‖L∞t L4x′‖∂ωχ‖L∞t L2x′
. ε,
where we used the estimates (2.66)-(2.70) for ǫ and χ, and the estimate (2.76) for ∂ωχ.
Finally, (6.99), Lemma 6.17, and (6.105)-(6.108) yield for all 2 ≤ p < +∞:
‖∂ωχ2‖LptL4−x′ . ε.
Using the Gagliardo Nirenberg inequality (3.3), (6.95) and interpolation, we obtain:
‖∂ωχ2‖L6− (Hu) . ε.
Together with the estimates (6.59), (6.65), (6.70) and (6.86) for χ1, and the estimates
(6.93), (6.95) for χ2, we obtain the desired decomposition (2.78)-(2.81) for χ̂
6.5 Besov improvement for ∂ωN and ∂ωχ
The goal of this section in to prove the following proposition.
Proposition 6.21 We have the following estimate:
‖∇/ ∂ωN‖B0 + ‖Π(∂ωχ)‖B0 . ε. (6.109)
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Proof The formula (6.24) for DA(∂ωN) yields:
∇/ A∂ωN = ∂ωχABeB − g(∂ωN, eA)ζBeB,
which together with the estimate (5.10) and the non sharp embedding (5.13) yields:
‖∇/ ∂ωN‖B0 . ‖Π(∂ωχ)‖B0 + ‖∂ωN · ζ‖B0 (6.110)
. ‖Π(∂ωχ)‖B0 + (‖∇/ ∂ωN‖L∞t L2x′ + ‖∂ωN‖L∞)‖ζ‖B0
. ‖Π(∂ωχ)‖B0 + (‖∇/ ∂ωN‖L∞t L2x′ + ‖∂ωN‖L∞)N1(ζ)
. ‖Π(∂ωχ)‖B0 + ε,
where we used in the last inequality the estimate (2.71) for ζ and the estimates (2.75)
and (2.76) for ∂ωN .
In view of (6.110), it remains to estimate ‖Π(∂ωχ)‖B0. We recall the structure of the
transport equation (6.27) satisfied by Π(∂ωχ):
∇/ L(Π(∂ωχ)) = −∇/ ∂ωNχ−(2χ+δ) ·Π(∂ωχ)+(4ǫ−2ǫ+n−1∇n) ·χ ·∂ωN+∂ωN ·β. (6.111)
Recall from (5.31) and (5.55) the following decompositions:
nβ = ∇/ nLP1 + E1, ∇/ (nχ̂) = ∇/ nLP2 + E2 where N1(Pj) + ‖Ej‖P0 . ε for j = 1, 2.
Together with (6.111), this yields:
∇/ nL(Π(∂ωχ)) = −(2χ + δ) ·Π(∂ωχ) + F · ∇/ nL(P ) + F ·E, (6.112)
where F , P and E are given respectively by:
F = n∂ωN, P = −P1 + P2,
and
E = −E1 + E2 + (4ǫ− 2ǫ+ n−1∇n) · χ.
F satisfies:
N1(F ) + ‖F‖L∞
x′
L2t
. (‖n‖L∞ +N1(n))(‖∂ωN‖L∞ +N1(∂ωN)) . ε, (6.113)
where we used in the last inequality the estimate (2.66) for n and the estimates (2.75)
and (2.76) for ∂ωN . P satisfies:
N1(P ) . N1(P1) +N1(P2) . ε. (6.114)
Finally, using the non sharp product estimate (5.15), E satisfies:
‖E‖P0 . ‖E1‖P0 + ‖E2‖P0 + (N1(ǫ) +N1(ǫ) +N1(n−1∇n))N1(χ) . ε, (6.115)
where we used in the last inequality the estimates (2.66)-(2.70) for n, ǫ, ǫ and χ. Now,
(6.112)-(6.115) together with the sharp trace theorem estimate (5.22) yields:
‖Π(∂ωχ)‖B0 .
(N1(χ) +N1(δ) + ‖χ‖L∞
x′
L2t
+ ‖δ‖L∞
x′
L2t
) · ‖Π(∂ωχ)‖P0 (6.116)
+
(N1(F ) + ‖F‖L∞
x′
L2t
) · N1(P ) + (N1(F ) + ‖F‖L∞
x′
L2t
) · ‖E‖P0
. ε‖Π(∂ωχ)‖P0 + ε,
where we used the estimate (2.66)-(2.70) for δ and χ in the last estimate.
Finally, (6.110) and (6.116) yield (6.109) which concludes the proof of the proposition.
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6.6 Estimate for N(·, ω)−N(·, ω′)
The goal of this section is to prove (2.82). The following lemmas will be useful.
Lemma 6.22 We have:
‖Q>1(N)‖L∞ . ε, (6.117)
where Qj is the geometric Littlewood-Paley decomposition on Σt introduced in section 3.6.
Lemma 6.23 Let ω and ω′ in S2. Let N ′ = N(., ω′), and let B0 the Besov space defined
with respect to u(., ω). We have:
‖∇/Q≤1(N ′)‖B0 . ε. (6.118)
Lemma 6.24 Let ω and ω′ in S2. Let N ′ = N(., ω′), and let L2(Hu) defined with respect
to u(., ω). We have:
‖DL(N ′)‖L2(Hu) . ε. (6.119)
The proof of Lemma 6.22 is postponed to section D.6, the proof of Lemma 6.23 is
postponed to section D.7, and the proof of Lemma 6.24 is postponed to section D.8. We
now prove (2.82).
Let us define the angle ω1 ∈ S2 as:
ω1 =
ω − ω′
|ω − ω′| ,
and let N1 = N(·, ω1). In view of Lemma 6.22, we have:
‖g(∂ωN,N1)− 1‖L∞ . ‖g(∂ωN,Q≤1(N1))− 1‖L∞ + ‖g(∂ωN(·, ω′′), Q>1(N1)‖L∞
. ‖g(∂ωN,Q≤1(N1))− 1‖L∞ + ‖∂ωN‖L∞‖Q>1(N1)‖L∞
. ‖g(∂ωN,Q≤1(N1))− 1‖L∞ + ε, (6.120)
where we used the estimate (2.75) for ∂ωN .
Since g(∂ωN,Q≤1(N1)) − 1 is a scalar function, we may estimate its L∞ norm using
(5.9):
‖g(∂ωN,Q≤1(N1))− 1‖L∞ (6.121)
. ‖g(∂ωN,Q≤1(N1))− 1‖L∞t L2x′ + ‖g(∂ωN,Q≤1(N1))− 1‖B0
. ‖g(∂ωN,N1)− 1‖L∞t L2x′ + ‖∂ωN‖L∞t L2x′‖Q>1(N1)‖L∞ + ‖g(∂ωN,Q≤1(N1))− 1‖B0
. ‖g(∂ωN,N1)− 1‖L∞t L2x′ + ε+ ‖∇/ g(∂ωN,Q≤1(N1))‖B0,
where we used the estimate (2.75) for ∂ωN and Lemma 6.22 in the last inequality.
Next, we estimate the right-hand side of (6.121) starting with the last term. Using
the estimate (5.10), we have:
‖∇/ g(∂ωN,Q≤1(N1))‖B0 . (‖∇/Q≤1(N1)‖L∞t L2x′ + ‖Q≤1(N1)‖L∞)‖∇/ ∂ωN‖B0
+(‖∇/ ∂ωN‖L∞t L2x′ + ‖∂ωN‖L∞)‖∇/Q≤1(N1)‖B0
. ε (6.122)
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where we used in the last inequality the estimates (2.75) (2.76) for ∂ωN and the estimate
of Lemma 6.23 for Q≤1(N1).
We consider the last term in the right-hand side of (6.121). Let ω′′ ∈ S on the arc
joining ω and ω′, and let N = N(., ω′′). Then, with our choice for N1, we have at t = 0
(see [21]):
‖g(∂ωN,N1)− 1‖L2(P0,u) . ε+ |ω − ω′|,
which together with the estimate (3.64) for transport equations yields:
‖g(∂ωN,N1)− 1‖L∞t L2x′ (6.123)
. ‖∇/ L(g(∂ωN,N1))‖L2(Hu) + ε+ |ω − ω′|
. ‖DL(∂ωN)‖L2(Hu) + ‖DL(N1)‖L2(Hu)‖∂ωN‖L∞ + ε+ |ω − ω′|
. ε+ |ω − ω′|,
where we used in the last inequality the estimates (2.75) and (2.76) for ∂ωN , and Lemma
6.24 for N1.
Finally, (6.121)-(6.123) yield:
‖g(∂ωN,N1)− 1‖L∞ . ε+ |ω − ω′|,
for any N = N(., ω′′) with ω′′ ∈ S2 on the arc joining ω and ω′. This yields:
|g(N −N ′, N1)− |ω − ω′|| . |ω − ω′|(ε+ |ω − ω′|).
Therefore, we have:
|N −N ′| ≥ |g(N −N ′, N1)| ≥ |ω − ω′|(1−O(ε)− O(|ω − ω′|)) & |ω − ω′|,
which implies the desired estimate (2.82). This concludes the proof of Theorem 2.20.
7 Second order derivatives with respect to ω
The goal of this section is to prove Theorem 2.23.
7.1 Equation for DL∂
2
ωN,DA∂
2
ωN,DL∂
2
ωN , ∂
2
ωζ and ∂
2
ωb
The following lemma provides the formulas satisfied by DL∂
2
ωN,DA∂
2
ωN and DL∂
2
ωN .
Lemma 7.1 ∂2ωN satisfies the following formulas:
DL(∂
2
ωN) = −2(∂ωχ)∂ωNBeB − χΠ(∂2ωN)BeB + 2χ∂ωN∂ωNN + (|∂ωN |2n−1∇Nn
+η∂ωN∂ωN + ǫΠ(∂2ωN))L− δ∂2ωN − ǫ∂ωN∂ωN + |∂ωN |2ζBeB, (7.1)
DA(∂
2
ωN) = (∂
2
ωχ)ABeB − (∂2ωN)A(ζBeB + δL)− χAΠ(∂2ωN)N − ∂ωχA∂ωNN − 2χA∂ωN∂ωN
−(∂ωN)A
(
2∂ωζBeB − 2ζ∂ωNN +
(
5
2
ǫ∂ωN + n
−1∇∂ωNn
)
L+ 2δ∂ωN
)
,(7.2)
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and
DL(∂
2
ωN) = 2∂
2
ωζBeB − 4∂ωζ∂ωNN − 2ζΠ(∂2ωN)N − |∂ωN |2ζBeB + 2∂ωχ∂ωNBeB (7.3)
+χΠ(∂2ωN)BeB − 2χ∂ωN∂ωNN + (δ + n−1∇Nn)∂2ωN + (4ǫ∂ωN
+n−1∇∂ωNn)∂ωN + (−3|∂ωN |2δ + 2η∂ωN∂ωN + 2ǫΠ(∂2ωN) + n−1∇∂2ωNn)L.
Proof We first derive (7.1). We differentiate the equation (6.22) satisfied by ∂ωN
with respect to ω. Using the fact that ∂ωL = ∂ωN , we obtain:
DL∂
2
ωN +D∂ωN∂ωN (7.4)
= −∂ωχ∂ωNBeB − χΠ(∂2ωN)BeB − χ∂ωN∂ωeBeB − χ∂ωNB∂ωeB − ∂ω(δ)∂ωN − δ∂2ωN
+(k∂ωN∂ωN + kN∂2ωN − n−1∇∂2ωNn)L− ǫ∂ωN∂ωN.
We compute the various term in the right-hand side of (7.4). Using (6.1), we have:
χ∂ωN∂ωeBeB + χ∂ωNB∂ωeB = −χ∂ωN∂ωNN. (7.5)
Also, the formula (6.23) for DA(∂ωN) yields:
D∂ωN∂ωN = ∂ωχ∂ωNBeB − |∂ωN |2ζBeB − |∂ωN |2δL− χ∂ωN∂ωNN. (7.6)
Now, differentiating twice g(N,N) = 1 with respect to ω yields:
∂2ωN = Π(∂
2
ωN)− |∂ωN |2N. (7.7)
Finally, (7.4), (7.5), (7.7) and the formula (6.26) for ∂ωδ yields (7.1).
Next, we derive (7.2). We differentiate the equation (6.24) satisfied by DA(∂ωN) with
respect to ω. Using the fact that ∂ωL = ∂ωN , we obtain:
DA(∂
2
ωN) + g(∂ωeA, N)DN (∂ωN) (7.8)
= ∂2ωχABeB + g(∂ωeA, N)∂ωχNBeB + ∂ωχA∂ωeBeB + ∂ωχAB∂ωeB
−g(∂2ωN, eA)(ζBeB + δL)− g(∂ωN, eA)(∂ωζBeB + ζ∂ωBeB + ζB∂ωeB + 2ǫ∂ωNL
+δ∂ωN)− ∂ωχA∂ωNN − χAΠ(∂2ωN) − χA∂ωN∂ωN.
We compute the various term in the right-hand side of (7.8). Using (6.1), we have:
χA∂ωeBeB + χAB∂ωeB = −χA∂ωNN, (7.9)
and
ζ∂ωBeB + ζB∂ωeB = −ζ∂ωNN. (7.10)
Using the equations (7.1) and (7.2) respectively for DL(∂ωN) and DL(∂ωN) together with
the fact that N = 1
2
(L− L) yields:
DN (∂ωN) = −∂ωζBeB − χ∂ωNBeB − δ∂ωN −
(ǫ∂ωN
2
+ n−1∇∂ωNn
)
L+ ζ∂ωNN. (7.11)
Finally, (7.8)-(7.11) together with the fact that g(∂ωeA, N) = −g(∂ωN, eA) and ∂ωχNB =
−χ∂ωNB yields (7.2).
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Last, we derive (7.3). We differentiate the equation (6.23) satisfied by DL(∂ωN) with
respect to ω. Using the fact that ∂ωL = ∂ωN and ∂ωL = −∂ωN , we obtain:
DL(∂
2
ωN)−D∂ωN (∂ωN) (7.12)
= 2(∂2ωζ)AeA + 2∂ωζ∂ωeAeA + 2∂ωζA∂ωeA + ∂ωχ∂ωNAeA + χΠ(∂2ωN)AeA + χ∂ωN∂ωeAeA
+χ∂ωNA∂ωeA + (δ + n
−1∇Nn)∂2ωN + (∂ω(δ) + n−1∇∂ωNn)∂ωN
+(2η∂ωN∂ωN + 2k∂2ωNN + n
−1∇∂2ωNn)L+ (2ǫ∂ωN + n−1∇∂ωNn)∂ωN
−2∂ωζ∂ωNN − 2ζΠ(∂2ωN)N − 2ζ∂ωN∂ωN.
We compute the various term in the right-hand side of (7.12). Using (6.1), we have:
∂ωζ∂ωAeA + ∂ωζA∂ωeA = −∂ωζN∂ωN − ∂ωζ∂ωNN = ζ∂ωN∂ωN − ∂ωζ∂ωNN, (7.13)
where we used the fact that ∂ωζN = −ζ∂ωN . Also, contracting (7.9) with ∂ωN yields:
χ∂ωN∂ωeAeA + χ∂ωNA∂ωeA = −χ∂ωN∂ωNN. (7.14)
Finally, (7.12)-(7.14) together with (6.26) for ∂ω(δ), (7.6) and (7.7) yields (7.3). This
concludes the proof of Lemma 7.1.
The following lemma provides the transport equation satisfied by Π(∂2ωζ).
Lemma 7.2 Π(∂2ωζ) satisfies the following transport equation:
∇/ L(Π(∂2ωζ))A (7.15)
= −χAB∂2ωζB − (ǫB + ζB)∂2ωχAB −∇/ ∂2ωNζA −
(∂2ωN)B
2
(−αAB + ρδAB + 3σ ∈AB)
+ǫAζΠ(∂2ωN) − χABηBΠ(∂2ωN) − (∂2ωN)Aǫ · ζ − 2∇/ ∂ωN(Π(∂ωζ))A
+(∂ωN)A(∇/ Lζ∂ωN − χ∂ωNBζB − δζ∂ωN − 2ǫ · ∂ωζ − θ∂ωNBζB − η∂ωNBζB)
−2(ηB∂ωN + ∂ωζB)∂ωχAB + δ∂ωχA∂ωN − 2ǫA∂ωζ∂ωN + (−3ζ∂ωN + ǫ∂ωN − ǫ∂ωN)χA∂ωN
+|∂ωN |2ǫBχAB + (θA∂ωN + η∂ωNA − (∂ωN)Aδ)ζ∂ωN +
|∂ωN |2
2
βA
+
(∂ωN)B
2
(
(∂ωN)C(∈AC ∗βB+ ∈BC ∗βA)− δAB(β∂ωN + β∂ωN )
+
3
2
∈AB (∗β∂ωN − ∗β∂ωN)
)
.
Proof We differentiate the equation (6.28) satisfied by DL(∂ωN) with respect to ω:
∂ω(∇/ L(Π(∂ωζ)))A (7.16)
= −∂ω(∇/ ∂ωNζ)A + (η∂ωNA + g(∂ωeA, N)δ)ζ∂ωN + ǫA∂ωζ∂ωN + ǫAζΠ(∂2ωN) − (∂2ωN)Aǫ · ζ
−(∂ωN)A∂ω(ǫ · ζ)− ∂ω(kB∂ωN + ∂ωζB)χAB − (kB∂ωN + ∂ωζB)(∂ωχAB + χA∂ωeB)
−∂ω(ǫB + ζB)∂ωχAB − (ǫB + ζB)(∂2ωχAB + ∂ωχA∂ωeB)
−∂ω
(
(∂ωN)B
2
(−α·B + ρδ·B + 3σ ∈·B)
)
A
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We compute the various term in the right-hand side of (7.16). We have:
∂2ωζA = ∂ω(Π(∂ωζ))A − ζ∂ωN(∂ωN)A,
which yields:
∇/ L(Π(∂ω(Π(∂ωζ))))A = ∇/ L(Π(∂2ωζ))A − (∇/ Lζ)∂ωN(∂ωN)A (7.17)
−ζ∇/
L
(∂ωN)
(∂ωN)A − ζ∂ωNg(∇/ L(∂ωN), eA)
= ∇/ L(Π(∂2ωζ))A − (∇/ Lζ)∂ωN(∂ωN)A
+χ∂ωNBζB(∂ωN)A + δζ∂ωN (∂ωN)A + ζ∂ωNχ∂ωNA + δζ∂ωN(∂ωN)A,
where we used the formula (6.22) forDL(∂ωN) in the last equality. Using the commutator
formula (6.15) together with (7.17) yields:
∂ω(∇/ L(Π(∂ωζ)))A (7.18)
= ∇/ L(Π∂ω(Π(∂ωζ)))A +∇/ ∂ωNΠ(∂ωζ)A − ǫA∂ωζ∂ωN + (∂ωN)Aǫ · ∂ωζ
= ∇/ L(Π(∂2ωζ))A − (∇/ Lζ)∂ωN(∂ωN)A + χ∂ωNBζB(∂ωN)A + δζ∂ωN(∂ωN)A
+ζ∂ωNχ∂ωNA + δζ∂ωN(∂ωN)A +∇/ ∂ωNΠ(∂ωζ)A − ǫA∂ωζ∂ωN + (∂ωN)Aǫ · ∂ωζ.
Next, we compute the term ∂ω(∇/ ∂ωNζ)A. We have:
∂ω(∇/ ∂ωNζA) = ∂ω(D∂ωN(ζA)− ζ∇/
∂ωN
eA
) (7.19)
= D∂2ωN (ζA) +D∂ωN(∂ωζA) +D∂ωN(ζΠ(∂ωeA))− ∂ωζ∇/
∂ωN
eA
− ζ
∂ω(∇/ ∂ωN eA)
= D∂2ωN (ζA) +∇/ ∂ωN (Π(∂ωζ))A +D∂ωN (ζΠ(∂ωeA))− ζ∂ω(∇/ ∂ωN eA)
Now, (6.18) implies:
∂ω(∇/ ∂ωNeA) = ∂ω((∂ωN)B∇/ BeA)
= (∂2ωN)B∇/ B(eA) + g(∂ωN, ∂ωeB)∇/ B(eA) + (∂ωN)B(∇/ ∂ωeB(eA)
+∇/ B(Π(∂ωeA))− (∂ωN)AθBCeC + θAB∂ωN − (DBeA, ∂ωN)N)
= ∇/ Π(∂2ωN)(eA)− |∂ωN |
2∇/ N(eA) +∇/ ∂ωN(Π(∂ωeA))− (∂ωN)Aθ∂ωNCeC
+θA∂ωN∂ωN − (D∂ωNeA, ∂ωN)N)
= ∇/ ∂2ωN (eA) +∇/ ∂ωN(Π(∂ωeA))− (∂ωN)Aθ∂ωNCeC + θA∂ωN∂ωN
−(D∂ωNeA, ∂ωN)N),
where we used (7.7) in the last equality. Together with (7.19), we obtain:
∂ω(∇/ ∂ωNζA) = ∇/ ∂2ωN(ζ)A +∇/ ∂ωN(Π(∂ωζ))A +∇/ ∂ωN(ζ)Π(∂ωeA)
+(∂ωN)Aθ∂ωNBζB − θA∂ωNζ∂ωN ,
which yields:
∂ω(∇/ ∂ωNζ)A = ∇/ ∂2ωN(ζ)A +∇/ ∂ωN(Π(∂ωζ))A + (∂ωN)Aθ∂ωNBζB − θA∂ωNζ∂ωN . (7.20)
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Next, we compute ∂ω(ǫ · ζ). Using (6.1), we have:
∂ω(ǫ · ζ) = (η∂ωNB + kN∂ωeB − n−1∇∂ωeBn)ζB + ǫB(∂ωζB + ζ∂ωeB) (7.21)
= η∂ωNeBζB − δζ∂ωN + ǫ · ∂ωζ.
Using again (6.1), we also obtain:
−∂ω(kB∂ωN + ∂ωζB)χAB − (kB∂ωN + ∂ωζB)(∂ωχAB + χA∂ωeB) (7.22)
−∂ω(ǫB + ζB)∂ωχAB − (ǫB + ζB)(∂2ωχAB + ∂ωχA∂ωeB)
= −(kB∂2ωN + ∂2ωζB)χAB + (kN∂ωN + ∂ωζN)χA∂ωN − (ηB∂ωN + ∂ωζB)∂ωχAB
−(k∂ωNB + ∂ωζB)∂ωχAB + (kNN − n−1∇Nn)∂ωχA∂ωN + (ǫ∂ωN + ζ∂ωN)∂ωχAN
−(ǫB + ζB)∂2ωχAB
= −(ηBΠ(∂2ωN) − |∂ωN |2ǫB + ∂2ωζB)χAB + (ǫ∂ωN − ζ∂ωN)χA∂ωN
−2(ηB∂ωN + ∂ωζB)∂ωχAB + δ∂ωχA∂ωN − (ǫ∂ωN + ζ∂ωN)χA∂ωN − (ǫB + ζB)∂2ωχAB,
where we used the fact that ∂ωζN = −ζ∂ωN , ∂ωχAN = −χA∂ωN and the decomposition of
∂2ωN (7.7) in the last inequality.
Finally, we consider the last term in the right-hand side of (7.16). From the definition
of β, ρ, σ, and the fact that ∂ωL = ∂ωN and ∂ωL = −∂ωN , we have:
∂ωρ = −β∂ωN − β∂ωN , ∂ω(∈ σ)AB =
1
2
∈AB (∗β∂ωN − ∗β∂ωN),
which together with the formula (6.29) for ∂ωα yields:
∂ω
(
(∂ωN)B
2
(−α·B + ρδ·B + 3σ ∈·B)
)
A
(7.23)
=
1
2
(∂2ωN)B(−αAB + ρδAB + 3σ ∈AB)−
|∂ωN |2
2
βA +
(∂ωN)B
2
(
(∂ωN)C(∈AC ∗βB
+ ∈BC ∗βA)− δAB(β∂ωN + β∂ωN) +
3
2
∈AB (∗β∂ωN − ∗β∂ωN )
)
.
Using (7.16)-(7.23) yields (7.15) which concludes the proof of Lemma 7.2.
Finally, the following lemma provides the transport equation satisfied by ∂2ωb.
Lemma 7.3 ∂2ωb satisfies the following transport equation:
L(∂2ωb) = −∇/ ∂ωN(∂ωb)− b∂ωζ∂ωN − bζΠ(∂2ωN) − ∂ω(b)ζ∂ωN − ∂2ω(b)δ (7.24)
−∂ω(b)(2ǫ∂ωN − n−1∇/ ∂ωNn)− k∂ωN∂ωNb− ǫΠ(∂2ωN)b− ǫ∂ωN∂ωb,
Proof Recall the transport equation (6.39) satisfied by ∂ωb
L(∂ωb) = −bζ∂ωN − ∂ω(b)δ − ǫ∂ωNb.
Differentiating with respect to ω yields (7.24). This concludes the proof of the Lemma.
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7.2 Estimates for ∂2ωN, ∂
2
ωb, ∂
2
ωχ and ∂
2
ωζ
7.2.1 Estimates for ∂2ωN
In view of the formula (7.1) for DL(∂
2
ωN), we have:
‖DL(∂2ωN)‖L2(Hu) (7.25)
. ‖∂ωχ‖L2(Hu)‖∂ωN‖L∞ + (‖χ‖L∞
x′
L2t
+ ‖ǫ‖L∞
x′
L2t
+ ‖δ‖L∞
x′
L2t
)‖Π(∂2ωN)‖L2
x′
L∞t
+(‖χ‖L2(Hu) + ‖n−1∇n‖L2(Hu) + ‖η‖L2(Hu) + ‖ǫ‖L2(Hu) + ‖ζ‖L2(Hu))‖∂ωN‖2L∞
. ε+ ε‖Π(∂2ωN)‖L2
x′
L∞t
,
where we used in the last inequality the estimates (2.66)-(2.71) for n, η, ǫ, δ, χ and ζ , the
estimate (2.75) for ∂ωN and the estimate (2.76) for ∂ωχ. Now, the decomposition (7.7)
for ∂2ωN yields:
DL(∂
2
ωN) = DL(Π(∂
2
ωN))− |∂ωN |2DLN − 2g(∂ωN,DL(∂ωN))N,
which together with (7.25) and the estimates (2.75) (2.76) for ∂ωN yields:
‖∇/ L(Π(∂2ωN))‖L2(Hu) . ε+ ε‖Π(∂2ωN)‖L2x′L∞t .
Together with the estimate (3.64) for transport equations, this implies:
‖Π(∂2ωN)‖L2
x′
L∞t
. 1,
and using again the decomposition (7.7) for ∂2ωN and the estimate (2.75) for ∂ωN , we
obtain:
‖∂2ωN‖L2
x′
L∞t
. 1. (7.26)
Finally, (7.25) and (7.26) imply:
‖DL(∂2ωN)‖L2(Hu) . ε. (7.27)
7.2.2 estimate for ∂2ωb
In view of the transport equation (7.24), we have
L(∂2ωb) = f, (7.28)
where the scalar f is given by
f = −∇/ ∂ωN(∂ωb)− b∂ωζ∂ωN − bζΠ(∂2ωN) − ∂ω(b)ζ∂ωN − ∂2ω(b)δ
−∂ω(b)(2ǫ∂ωN − n−1∇/ ∂ωNn)− k∂ωN∂ωNb− ǫΠ(∂2ωN)b− ǫ∂ωN∂ωb.
In view of the definition of f , we have
‖f‖L2
x′
L1t
. (1 + ‖∂ωN‖L∞ + ‖b‖L∞ + ‖∂ωb‖L∞)3(1 + ‖ζ‖L∞
x′
L2t
+ ‖ǫ‖L∞
x′
L2t
)
×(‖∇/ ∂ωb‖L2(Hu) + ‖∂ωζ‖L2(Hu) + ‖∂2ωN‖L2(Hu) + ‖k‖L2(Hu)
+‖n−1∇n‖L2(Hu) + ‖ζ‖L2(Hu)) + ‖δ‖L∞
x′
L2t
‖∂2ωb‖L2(Hu)
. ε+ ε‖∂2ωb‖L2(Hu), (7.29)
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where we used in the last inequality the estimates (2.66) and (2.67) for n, k, ǫ and δ, the
estimate (2.68) for b, the estimate (2.71) for ζ , the estimate (2.75) for ∂ωN , the estimate
(2.76) for ∂ωb and ∂ωζ , and the estimate (7.26) for ∂
2
ωN . (7.28), (7.29) together with the
estimate for transport equations (3.64) yield
‖∂2ωb‖L∞
x′
L2t
. ε+ ε‖∂2ωb‖L2(Hu),
which implies
‖∂2ωb‖L∞
x′
L2t
. ε. (7.30)
7.2.3 Estimates for ∂2ωχ
In view of (7.2), we have:
g(DA(∂
2
ωN), eB) = (∂
2
ωχ)AB + FAB, (7.31)
where the Pt,u-tangent 2-tensor F is given by:
FAB = −(∂2ωN)AζBeB − 2χA∂ωN (∂ωN)B − (∂ωN)A (2∂ωζB + 2δ(∂ωN)B) .
F satisfies the following estimate:
‖F‖
L∞t L
4
3
x′
(7.32)
. ‖∂2ωN‖L∞t L2x′‖ζ‖L∞t L4x′ + (‖χ‖L∞t L2x′ + ‖δ‖L∞t L2x′ )‖∂ωN‖
2
L∞ + ‖∂ωN‖L∞‖∂ωζ‖L∞t L2x′
. ε,
where we used in the last inequality the estimates (2.67)-(2.71) for δ, χ and ζ , the estimates
(2.75) (2.76) for ∂ωN and ∂ωζ , and the estimate (7.26) for ∂
2
ωN .
Using the decomposition (7.7), we have:
DA(∂
2
ωN) = DA(Π(∂
2
ωN))− 2g(∂ωN,DA∂ωN)N − |∂ωN |2DAN
which together with the fact that DAN = θABeB yields:
g(∇/ A(Π(∂2ωN)), eB) = g(DA(∂2ωN), eB) + |∂ωN |2θAB.
Together with (7.31), this yields:
∇/ (Π(∂2ωN)) = Π(∂2ωχ) + F˜ (7.33)
where F˜ = F + |∂ωN |2θ. In view of (7.32) and the estimates (2.67)-(2.70) for θ = χ+ η,
we have:
‖F˜‖
L∞t L
4
3
x′
. ‖F‖
L∞t L
4
3
x′
+ ‖θ‖L∞t L2x′‖∂ωN‖
2
L∞ . ε. (7.34)
Using (7.33) together with the finite band property and the weak Bernstein inequality
for Pj, we have:
‖PjΠ(∂2ωχ)‖L∞t L2x′ . ‖Pj∇/ (Π(∂
2
ωN))‖L∞t L2x′ + ‖PjF˜‖L∞t L2x′ (7.35)
. 2j‖Π(∂2ωN)‖L∞t L2x′ + 2
j
2‖F˜‖
L∞t L
4
3
x′
. 2jε,
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where we used the estimate (7.26) for ∂2ωN , and the estimate (7.34) for F˜ . (7.35) is the
desired estimate for ∂2ωχ.
Remark 7.4 While F˜ satisfies (7.34), we may also derive a second estimate. We have:
‖F˜‖L1
x′
L∞t
. ‖∂2ωN‖L2
x′
L∞t
‖ζ‖L2
x′
L∞t
+ (‖χ‖L2
x′
L∞t
+ ‖δ‖L2
x′
L∞t
+ ‖θ‖L2
x′
L∞t
)‖∂ωN‖2L∞
+‖∂ωN‖L∞‖∂ωζ‖L2tL∞x′
. ε, (7.36)
where we used in the last inequality the estimates (2.67)-(2.71) for δ, χ, θ and ζ, the
estimates (2.75) (2.76) for ∂ωN and ∂ωζ, and the estimate (7.26) for ∂
2
ωN .
7.2.4 estimate for ∂2ωζ
In view of the formula (7.15) for ∇/ L(Π(∂2ωζ)), the decomposition (7.7) for ∂2ωN , and the
decomposition (7.33) for ∂2ωχ, we have:
∇/ L(Π(∂2ωζ)) = −χ ·Π(∂2ωζ) +∇/ (F1) + F2 −
|∂ωN |2
2
∇/ L(ζ), (7.37)
where the Pt,u-tangent tensors F1 and F2 are respectively given by:
F1 = −(ǫ+ ζ) · Π(∂2ωN)− 2∂ωN ·Π(∂ωζ)
and
(F2)A = (∇/ (ǫ) +∇/ (ζ)) · Π(∂2ωN) + (ǫ+ ζ) · F˜ −∇/ Π(∂2ωN)ζA +
|∂ωN |2
2
∇/ L(ζ)
−(∂
2
ωN)B
2
(−αAB + ρδAB + 3σ ∈AB)
+ǫAζΠ(∂2ωN) − χABηBΠ(∂2ωN) − (∂2ωN)Aǫ · ζ + 2div/ (∂ωN)(Π(∂ωζ))A
+(∂ωN)A(∇/ Lζ∂ωN − χ∂ωNBζB − δζ∂ωN − 2ǫ · ∂ωζ − θ∂ωNBζB − η∂ωNBζB)
−2(ηB∂ωN + ∂ωζB)∂ωχAB + δ∂ωχA∂ωN − 2ǫA∂ωζ∂ωN + (−3ζ∂ωN + ǫ∂ωN
−ǫ∂ωN)χA∂ωN + |∂ωN |2ǫBχAB + (θA∂ωN + η∂ωNA − (∂ωN)Aδ)ζ∂ωN +
|∂ωN |2
2
βA
+
(∂ωN)B
2
(
(∂ωN)C(∈AC ∗βB+ ∈BC ∗βA)− δAB(β∂ωN + β∂ωN)
+
3
2
∈AB (∗β∂ωN − ∗β∂ωN)
)
.
We estimate F1 and F2. For F1, we have:
‖F1‖L2(Hu) . (‖ǫ‖L∞
x′
L2t
+ ‖ζ‖L∞
x′
L2t
)‖Π(∂2ωN)‖L2
x′
L∞t
+ ‖∂ωN‖L∞‖Π(∂ωζ)‖L2(Hu)
. ε, (7.38)
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where we used the estimates (2.66)-(2.71) for ǫ and ζ , the estimates (2.75) (2.76) for ∂ωN
and ∂ωζ , and the estimate (7.26) for ∂
2
ωN . For F2, we have:
‖F2‖L1
x′
L2t
(7.39)
. (‖∇/ ǫ‖L2(Hu) + (‖ǫ‖L∞x′L2t + ‖ζ‖L∞
x′
L2t
)‖F˜‖L1
x′
L∞t
+ ‖∂2ωN‖L2
x′
L∞t
(
‖∇/ ζ‖L2(Hu)
+‖α‖L2(Hu) + ‖ρ‖L2(Hu) + ‖σ‖L2(Hu) +N1(ǫ)N1(ζ) +N1(χ)N1(η)
)
+‖∇/ ∂ωN‖L2
x′
L∞t
‖∂ωζ‖L2
x′
L∞t
+ ‖∂ωN‖2L∞
(
‖∇/ L(ζ)‖L2(Hu) + (N1(χ) +N1(δ) +N1(θ)
+N1(η) +N1(θ) +N1(δ))N1(ζ) + (N1(ǫ) +N1(ǫ))N1(χ) + ‖β‖L2(Hu) + ‖β‖L2(Hu)
)
+‖∂ωN‖L∞
(
‖ǫ‖L2(Hu)‖∂ωζ‖L2
x′
L∞t
+ (‖η‖L2(Hu) + ‖δ‖L2(Hu))‖∂ωχ‖L2
x′
L∞t
)
+‖∂ωζ‖L2
x′
L∞t
‖∂ωχ‖L2
x′
L∞t
. ε,
where we used in the last inequality the curvature bound (2.59) for α, β, ρ, σ, β and β, the
estimates (2.66)-(2.71) for ǫ, ǫ, η, δ, δ, χ, θ and ζ , the estimates (2.75) (2.76) for ∂ωN, ∂ωχ
and ∂ωζ , the estimate (7.26) for ∂
2
ωN , and the estimate (7.36) for F˜ .
We are now in position to derive the estimate for ∂2ωζ . Using the transport equation
(7.37) for Π(∂2ωζ) and the transport equation (6.48), for M allows us to get rid of the
troublesome term χ · Π(∂2ωζ):
∇/ L(M · Π(∂2ωζ)) = ∇/ L(M) · Π(∂2ωζ) +M · ∇/ L(Π(∂2ωζ))
= M · ∇/ (F1) +M · F2 − |∂ωN |
2
2
M · ∇/ L(ζ)
= ∇/ (M · F1)−∇/ (M) · F1 +M · F2 − |∂ωN |
2
2
M · ∇/ L(ζ),
Let 2 ≤ p < q < +∞. This yields:
‖Pj(M · Π(∂2ωζ))‖LqtL2x′ (7.40)
.
∥∥∥∥Pj (∫ t
0
∇/ (M · F1)dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
∇/ (M) · F1dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
M · F2dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
|∂ωN |2
2
M · ∇/ L(ζ)dt
)∥∥∥∥
LqtL
2
x′
,
Next, we estimate the various terms in the right-hand side of (7.40).
We consider the first term in the right-hand side of (7.40). Using Lemma 6.12, we
142
have: ∥∥∥∥Pj (∫ t
0
∇/ (M · F1)dt
)∥∥∥∥
LqtL
2
x′
. 2j‖M · F1‖L2(Hu) (7.41)
. 2j‖M‖L∞‖F1‖L2(Hu)
. 2jε,
where we used in the last inequality the estimate (7.38) for F1 and the estimate (6.49) for
M .
Next, we consider the second and the third term in the right-hand side of (7.40).
Using the dual sharp Bernstein inequality for tensors (6.53) and the estimate (3.64) for
transport equations, we have:∥∥∥∥Pj (∫ t
0
∇/ (M) · F1dt
)∥∥∥∥
LqtL
2
x′
+
∥∥∥∥Pj (∫ t
0
M · F2dt
)∥∥∥∥
LqtL
2
x′
(7.42)
. 2j
∥∥∥∥∫ t
0
∇/ (M) · F1dt
∥∥∥∥
L∞t L
1
x′
+ 2j
∥∥∥∥∫ t
0
M · F2dt
∥∥∥∥
L∞t L
1
x′
. 2j‖∇/ (M) · F1‖L1(Hu) + 2j‖M · F2‖L1(Hu)
. 2j‖∇/ (M)‖L2(Hu)‖F1‖L2(Hu) + 2j‖M‖L∞‖F2‖L1(Hu)
. 2jε,
where we used in the last inequality the estimate (7.38) for F1, the estimate (7.39) for F2,
and the estimate (6.49) for M .
Finally, we consider the last term in the right-hand side of (7.40). Using Lemma 5.14,
we have:∥∥∥∥Pj (∫ t
0
|∂ωN |2
2
M · ∇/ L(ζ)dt
)∥∥∥∥
L∞t L
2
x′
. ‖|∂ωN |2M‖P0(2jε+ 2
j
2 εγ(u)). (7.43)
Now, using the non sharp product estimate (5.15), we have:
‖|∂ωN |2M‖P0 . N1(∂ωN)(‖M∂ωN‖L2(Hu) + ‖∇/ (M∂ωN)‖L2(Hu)
. N1(∂ωN)(‖M‖L∞N1(∂ωN) + ‖∂ωN‖L∞‖∇/M‖L2(Hu))
. 1,
where we used in the last inequality the estimates (2.75) (2.76) for ∂ωN , and the estimate
(6.49) for M . Together with (7.43), this yields:∥∥∥∥Pj (∫ t
0
|∂ωN |2
2
M · ∇/ L(ζ)dt
)∥∥∥∥
L∞t L
2
x′
. 2jε+ 2
j
2 εγ(u),
which together with (7.40), (7.41) and (7.42) implies:
‖Pj(M · Π(∂2ωζ))‖LqtL2x′ . 2
jε+ 2
j
2 εγ(u). (7.44)
Now, since we have chosen p < q, (7.44) and Lemma 6.13 yield:
‖Pj(Π(∂2ωζ))‖LptL2x′ . 2
jε+ 2
j
2 εγ(u), (7.45)
for any 2 ≤ p < +∞ which is the desired estimate for ∂2ωζ .
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7.2.5 Estimate for ∇/ L(Π(∂2ωN))
In view of the decomposition (7.7) for ∂2ωN , we have:
DL(Π(∂
2
ωN)) = DL(∂
2
ωN) + 2g(∂ωN,DL(∂ωN))N + |∂ωN |2DLN
which yields:
∇/ L(Π(∂2ωN)) = Π(DL(∂2ωN)) + |∂ωN |2Π(DLN) (7.46)
= Π(DL(∂
2
ωN)) + |∂ωN |2(ζA − ξA)eA.
where we used the Ricci equations (2.23) for DLN in the last equality. The formula (7.3)
for DL(∂
2
ωN) and (7.46) imply:
∇/ L(Π(∂2ωN)) = 2∂2ωζBeB − |∂ωN |2ζBeB + 2∂ωχ∂ωNBeB + χΠ(∂2ωN)BeB + (δ + n−1∇Nn)
×Π(∂2ωN) + (4ǫ∂ωN + n−1∇∂ωNn)∂ωN + |∂ωN |2(ζA − ξA)eA. (7.47)
Now, let 2 ≤ p < +∞. (7.47), the estimate (7.45) for ‖Pj(Π(∂2ωζ))‖LptL2x′ , together with
the L2 boundedness and the weak Bernstein inequality for Pj, yields:
‖Pj∇/ L(Π(∂2ωN))‖LptL2x′ (7.48)
. ‖PjΠ(∂2ωζ)‖LptL2x′ + ‖Pj(|∂ωN |
2ζ)‖L∞t L2x′ + ‖Pj(∂ωχ∂ωN)‖L∞t L2x′
+‖Pj(χΠ(∂2ωN))‖L∞t L2x′ + ‖Pj((δ + n
−1∇Nn)Π(∂2ωN))‖L∞t L2x′
+‖Pj((4ǫ∂ωN + n−1∇∂ωNn)∂ωN‖L∞t L2x′ + ‖Pj(|∂ωN |
2(ζ − ξ)‖L∞t L2x′
. 2jε+ 2
j
2εγ(u) + ‖|∂ωN |2ζ‖L∞t L2x′ + ‖∂ωχ∂ωN‖L∞t L2x′ + 2
j
2‖χΠ(∂2ωN)‖
L∞t L
4
3
x′
+2
j
2‖(δ + n−1∇Nn)Π(∂2ωN)‖
L∞t L
4
3
x′
+ ‖(4ǫ∂ωN + n−1∇∂ωNn)∂ωN‖L∞t L2x′
+‖|∂ωN |2(ζ − ξ)‖L∞t L2x′
. 2jε+ 2
j
2εγ(u) + ‖∂ωN‖2L∞(‖ζ‖L∞t L2x′ + ‖ǫ‖L∞t L2x′ + ‖n
−1∇n‖L∞t L2x′ + ‖ξ‖L∞t L2x′ )
+‖∂ωN‖L∞‖∂ωχ‖L∞t L2x′ + 2
j
2 (‖χ‖L∞t L4x′ + ‖δ‖L∞t L4x′ + ‖n
−1∇n‖L∞t L4x′ )‖Π(∂
2
ωN)‖L∞t L2x′
. 2jε+ 2
j
2εγ(u),
where we used in the last inequality the estimates (2.66)-(2.71) for n, δ, ǫ, χ, ξ and ζ , the
estimates (2.75) and (2.76) for ∂ωN and ∂ωχ, and the estimate (7.26) for ∂
2
ωN . (7.48) is
the desired estimate for ∇/ L(Π(∂2ωN)).
In view of the estimates (7.26), (7.27), (7.30), (7.35), (7.45) and (7.48), this concludes
the proof of Theorem 2.23.
8 Dependance of the norm L∞u L
2(Hu) on ω ∈ S2
The goal of this section is to derive the various decompositions of section 2.8. In section
8.1, we derive the basic estimates, first for scalars, and then for tensors using a scalariza-
tion procedure. In section 8.2, we obtain the desired decompositions for ∂ωN , trχ and b
p.
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In section 8.3, we provide variants of the results in section 8.1. In section 8.4, we obtain
the desired decompositions for χ, χ̂2 and χ̂3. In section 8.5, we provide further variants
of the results in section 8.1. Finally, the desired decompositions for ζ , ∇/ b and ∂ωb are
derived in section 8.6.
8.1 The basic estimates
The goal of this section in to prove the following proposition.
Proposition 8.1 Let f(., ω) a scalar function depending on a parameter ω ∈ S2 such
that:
‖f‖L∞u L2(Hu) + ‖Df‖L∞u L2(Hu) + ‖∂ωf‖L∞u L2(Hu) . ε.
Assume also that the existence of a function γ in L2(R) such that for all j ≥ 0, we have:
‖Pj(L(∂ωf))‖L2(Hu) + ‖Pj(L(∂ωf))‖L2(Hu) . 2jε+ 2
j
2γ(u)ε.
Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any ω′′ in S2 on the
arc joining ω and ω′, and for any j ≥ 0, we have the following decomposition for f(., ω′′):
f(., ω′′) = P≤ j
2
(f(., ω′)) + f j2
and where f j2 satisfies:
‖f j2‖L∞u L2(Hu) . 2−
j
2ε+ |ω − ω′| 322 j4 ε.
As a corollary of Proposition 8.1, we obtain:
Corollary 8.2 Let F (., ω) a tensor depending on a parameter ω ∈ S2 such that:
‖F‖L∞u L2(Hu) + ‖F‖L2tL∞x′ + ‖DF‖L∞u L2(Hu) + ‖∂ωF‖L∞u L2(Hu) . ε.
Assume also that the existence of a function γ in L2(R) such that for all j ≥ 0 and for
some 2 < p ≤ +∞, we have:
‖Pj(∇/ L(∂ωF ))‖LptL2x′ + ‖Pj(∇/ L(∂ωF ))‖LptL2x′ . 2
jε+ 2
j
2γ(u)ε.
Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any ω′′ in S2 on the
arc joining ω and ω′, and for any j ≥ 0, we have the following decomposition for F (., ω′′):
F (., ω′′) = F j1 + F
j
2
where F j1 does not depend on ω and satisfies:
‖F j1‖L∞(Pt,u
ω′
) . ‖F‖L∞(Pt,u
ω′
),
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2ε+ |ω − ω′| 322 j4 ε.
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The following lemmas will be useful for the proof of Proposition 8.1 and Corollary 8.2.
Lemma 8.3 Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any
tensor F , we have:
‖F‖L∞
u′
L2(Hu′ )
. ‖F‖L∞u L2(Hu)+|ω−ω′|
1
4‖F‖
1
2
L∞u L
2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DF‖2L2(Hτ )dτ
) 1
2

1
2
.
Lemma 8.4 Let f a scalar function and ω, ω′ in S2. Then, for any l ≥ 0, we have:
‖Plf‖L∞
u′
L2(Hu′ )
. (2−l + |ω − ω′| 122− l2 )(‖f‖L∞u L2(Hu) + ‖Df‖L∞u L2(Hu)).
Lemma 8.5 Let f a scalar function and ω, ω′ in S2. Then, for any l ≥ 0, we have:
‖P≤lf‖L∞
u′
L2(Hu′ )
. (1 + |ω − ω′| 122 l2 )‖f‖L∞u L2(Hu) + |ω − ω′|
1
4‖f‖
1
2
L∞u L
2(Hu)
×
sup
u
∑
q≤l
(∫ u+|ω−ω′|
u
(‖Pq(nL(f))‖2L2(Hτ ) + ‖Pq(bN(f))‖2L2(Hτ ))
) 1
2
dτ

1
2
.
Lemma 8.6 Let f a scalar function and ω, ω′ in S2. Then, for any l ≥ 0, we have:
‖[∂ω, P≤l]f‖L∞
u′
L2(Hu′ )
. ‖Df‖L∞u L2(Hu).
Lemma 8.7 We have:
‖DTQ≤1(N)‖L∞t L2(Σt) + ‖∇DTQ≤1(N)‖L∞t L2(Σt) . ε.
Lemma 8.8 Let Nj = N(., ωj), j = 1, 2, 3 where ωj ∈ S2 are given respectively by ω1 =
(1, 0, 0), ω2 = (0, 1, 0) and ω3 = (0, 0, 1). Then, Q≤1(N1), Q≤1(N2) and Q≤1(N3) form a
basis of the tangent space of Σt.
We also state the following lemma which will be used in the proof of Lemma 8.6. Note
this lemma, together with Lemma 8.3, is at the core of all decompositions of section 8.
Lemma 8.9 Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any
tensor F and any 2 ≤ p < +∞, we have:
‖F‖L∞
u′
Lp(Hu′)
. ‖F‖1−
1
p
L∞u L
2(p−1)(Hu)
‖∇/F‖
1
p
L∞u L
2(Hu)
.
The proof of Corollary 8.2 is postponed to section 8.1.2, the proof of Lemma 8.3 is
postponed to section E.1, the proof of Lemma 8.4 is postponed to section E.2, the proof
of Lemma 8.5 is postponed to section E.3, the proof of Lemma 8.6 is postponed to section
E.4, the proof of Lemma 8.7 is postponed to section E.5, the proof of Lemma 8.8 is
postponed to section E.6, and the proof of Lemma 8.9 is postponed to section E.7. We
now conclude the proof of Proposition 8.1.
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8.1.1 Proof of Proposition 8.1
We decompose f(., ω′′) as:
f(., ω′′) = P ′′
≤ j
2
(f(., ω′′)) +
∑
l> j
2
P ′′l (f(., ω
′′) (8.1)
= P ′
≤ j
2
(f(., ω′)) +
∫
[ω′,ω′′]
∂ωP
′′′
≤ j
2
(f(., ω′′′))dω′′′(ω′ − ω′′) +
∑
l> j
2
P ′′l (f(., ω
′′))
= P ′
≤ j
2
(f(., ω′)) +
∫
[ω′,ω′′]
(P ′′′
≤ j
2
(∂ωf)(., ω
′′′) + [∂ω, P
′′′
≤ j
2
]f(., ω′′′))dω′′′(ω′ − ω′′)
+
∑
l> j
2
P ′′l (f(., ω
′′)),
where ω′′′ denotes an angle in S2 on the arc joining ω′ and ω′′.
Next, we estimate the last two terms in the right-hand side of (8.1). Using Lemma
8.4, we have:∑
l> j
2
‖P ′′l (f(., ω′′))‖L∞u L2(Hu) .
∑
l> j
2
(2−l + |ω′′ − ω| 122− l2 )(‖f‖L∞u L2(Hu) + ‖Df‖L∞u L2(Hu))
. (2−
j
2 + |ω′′ − ω| 122− j4 )ε, (8.2)
where we used the assumptions on f in the last inequality.
Using Lemma 8.5, we have:
‖P ′′′
≤ j
2
(∂ωf)(., ω
′′′)‖L∞u L2(Hu) (8.3)
. (1 + |ω′′′ − ω| 122 j4 )‖∂ωf‖L∞u L2(Hu) + |ω′′′ − ω|
1
4‖∂ωf‖
1
2
L∞u L
2(Hu)
×
sup
u
∑
q≤ j
2
(∫ u+|ω−ω′′′|
u
(‖Pq(nL(∂ωf))‖2L2(Hτ ) + ‖Pq(bN(∂ωf))‖2L2(Hτ ))dτ
) 1
2

1
2
. (1 + |ω′′′ − ω| 122 j4 )ε+ |ω − ω′′′| 14 ε 12
×
sup
u
∑
q≤ j
2
(∫ u+|ω−ω′′′|
u
(‖Pq(nL(∂ωf))‖2L2(Hτ ) + ‖Pq(bN(∂ωf))‖2L2(Hτ ))dτ
) 1
2

1
2
,
where we used the assumptions on ∂ωf in the last inequality. Now, the assumption on
L(∂ωf) and L(∂ωf) together with Lemma 5.12 yields:
‖Pq(nL(∂ωf))‖2L2(Hτ ) + ‖Pq(bN(∂ωf))‖2L2(Hτ )
. (‖n‖L∞ + ‖∇/ n‖P0 + ‖b‖L∞ + ‖∇/ b‖P0)2(22qε2 + 2qγ(u)2)
. 22qε2 + 2qγ(u)2,
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where we used in the last inequality the estimate (2.66) for n and the estimate (2.68) for
b. Together with (8.3), this implies:
‖P ′′′
≤ j
2
(∂ωf)(., ω
′′′)‖L∞u L2(Hu) . (1 + |ω′′′ − ω|
1
42
j
8 + |ω′′′ − ω| 122 j4 )ε (8.4)
. (1 + |ω′′′ − ω| 122 j4 )ε.
Using Lemma 8.6, we have:
‖[∂ω, P ′′′≤ j
2
]f(., ω′′′))‖L∞u L2(Hu) . ‖Df‖L∞u L2(Hu) . ε, (8.5)
where we used the assumptions on f in the last inequality.
In view of (8.1), we have f(., ω′′) = f 1j + f
j
2 where f
j
1 is defined as:
f 1j = P
′
≤ j
2
(f(., ω′)), (8.6)
and f 2j is defined as:
f 2j =
∫
[ω′,ω′′]
(P ′′′
≤ j
2
(∂ωf)(., ω
′′′) + [∂ω, P
′′′
≤ j
2
]f(., ω′′′))dω′′′(ω′ − ω′′) +
∑
l> j
2
P ′′l (f(., ω
′′)). (8.7)
Using (8.2), (8.4) and (8.5), and the fact that ω′′ is on the arc of S2 joining ω and ω′, we
have the following estimate for f 2j :
‖f 2j ‖L∞u L2(Hu) .
∫
[ω′,ω′′]
(1 + |ω′′′ − ω| 122 j4 )εdω′′′|ω′ − ω′′|+ (2− j2 + |ω′′ − ω| 122− j4 )ε
. (1 + |ω′ − ω| 122 j4 )|ω′ − ω|ε+ (2− j2 + |ω′ − ω| 122− j4 )ε
. 2−
j
2 ε+ |ω′ − ω| 322 j4ε. (8.8)
This concludes the proof of Proposition 8.1.
8.1.2 Proof of Corollary 8.2
Using Lemma 8.8, it suffices to prove the decomposition of Corollary 8.2 where F (ω′′, .) is
replaced by g(F (., ω′′), Q≤1(Nl)) for l = 1, 2, 3. Since the proof is identical for l = 1, 2, 3,
we simply take l = 1. Therefore, it remains to prove that the following decomposition
holds g(F (., ω′′), Q≤1(N1)):
g(F (., ω′′), Q≤1(N1)) = P≤ j
2
(g(F (., ω′), Q≤1(N1))) + f
j
2 , (8.9)
where the scalar function f j2 satisfies:
‖f j2‖L∞u L2(Hu) . 2−
j
2ε+ |ω − ω′| 322 j4 ε. (8.10)
In particular, F j1 is connected to the first term in the right-hand side of (8.9), which does
not depend on ω and satisfies the following estimate∥∥∥P≤ j
2
(g(F (., ω′), Q≤1(N1)))
∥∥∥
L∞(Pt,u
ω′
)
. ‖F‖L∞(Pt,u
ω′
)‖Q≤1(N1)‖L∞ . ‖F‖L∞(Pt,u
ω′
),
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where we used the fact that P≤ j
2
is bounded on L∞(Pt,uω′ ) and the fact that Q≤1 is
bounded on L∞.
Let f = g(F (., ω), Q≤1(N1)). In order to prove the decomposition (8.9) (8.10) for
g(F (., ω′′), Q≤1(N1)), it suffices to show that f satisfies the assumptions of Proposition
8.1. First, we estimate Df . We have:
‖Df‖L∞u L2(Hu) . ‖DF‖L∞u L2(Hu)‖Q≤1(N1)‖L∞ + ‖F‖L2tL∞x′ ‖DQ≤1(N1)‖L∞t L2x′
. ε+ ‖DQ≤1(N1)‖L∞t L2x′
where we used in the last inequality the assumptions on F , and the fact that Q≤1 is
bounded on L∞. Using the functional inequality (3.71), we obtain:
‖DQ≤1(N1)‖L∞t L2x′ (8.11)
. ‖DQ≤1(N1)‖L∞t L2(Σt) + ‖∇DQ≤1(N1)‖L∞t L2(Σt)
. ‖∇Q≤1(N1)‖L∞t L2(Σt) + ‖DTQ≤1(N1)‖L∞t L2(Σt) + ‖∇2Q≤1(N1)‖L∞t L2(Σt)
+‖∇DTQ≤1(N1)‖L∞t L2(Σt)
. ‖∇Q≤1(N1)‖L∞t L2(Σt) + ‖DTQ≤1(N1)‖L∞t L2(Σt) + ‖∇DTQ≤1(N1)‖L∞t L2(Σt)
. ε,
where we used the Bochner identity on Σt (3.78), the finite band property for Q≤1, and
Lemma 8.7. Finally, we obtain:
‖Df‖L∞u L2(Hu) . ε. (8.12)
Next, we estimate ∂ωf . We have:
∂ωf = g(∂ωF,Q≤1(N1)),
which yields:
‖∂ωf‖L∞u L2(Hu) . ‖∂ωF‖L∞u L2(Hu)‖Q≤1(N1)‖L∞ . 1 (8.13)
where we used in the last inequality the assumptions on ∂ωF , and the fact that Q≤1 is
bounded on L∞.
Finally, we estimate L(∂ωf) and L(∂ωf). The estimate for L(∂ωf) being similar, we
focus on L(∂ωf). We have:
DL(∂ωf) = g(DL(∂ωF ), Q≤1(N1)) + g(∂ωF,DLQ≤1(N1)). (8.14)
The estimate (6.118) yields:
‖∇/Q≤1(N1)‖B0 . ε
which together with Lemma 6.13 and the assumption for DL∂ωF yields:
‖Pj(g(DL(∂2ωN), Q≤1(N1)))‖L2(Hu) . 2jε+ 2
j
2εγ(u). (8.15)
Furthermore, using the dual of the sharp Bernstein inequality (4.36), we obtain:
‖Pj(g(∂ωF,DLQ≤1(N1)))‖L2(Hu) . 2j‖g(∂ωF,DLQ≤1(N1))‖L2tL1x′ (8.16)
. 2j‖∂ωF‖L∞u L2(Hu)‖DLQ≤1(N1)))‖L∞t L2x′
. 2jε
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where we used in the last inequality the assumptions for ∂ωF , and the estimate (8.11).
Now, (8.14)-(8.16) yield:
‖Pj(L(∂ωf))‖L2(Hu) . 2jε+ 2
j
2 εγ(u).
The corresponding estimate for L(∂ωf) may be obtained in the same way and is actually
easier. Thus, we obtain:
‖Pj(L(∂ωf))‖L2(Hu) + ‖Pj(L(∂ωf))‖L2(Hu) . 2jε+ 2
j
2εγ(u). (8.17)
In view of (8.12), (8.13), and (8.17), f satisfies the assumptions of Proposition 8.1, which
in turn yields the decomposition (8.9)-(8.10) for g(F (., ω′′), Q≤1(N1)). This concludes the
proof of Corollary 8.2.
8.2 Decompositions involving ∂ωN , trχ and b
p
In this section, we obtain the proof of Proposition 2.26, Proposition 2.27 and Proposition
2.28 as a consequence of Proposition 8.1, Corollary 8.2, and Lemma 8.9.
8.2.1 Proof of Proposition 2.26
We have:
N −N ′ =
∫
[ω,ω′]
∂ωN(., ω
′′)dω′′(ω − ω′). (8.18)
We denote ∂ωN
′′ = ∂ωN(., ω
′′). Now, in view of the estimates (2.75) and (2.76) for ∂ωN ,
and (2.83), (2.84) and (2.86) for ∂2ωN , ∂ωN satisfies the assumptions of Corollary 8.2.
Thus, we have the following decomposition for ∂ωN
′′
∂ωN
′′ = F j1 + F
j
2 , (8.19)
where the vectorfield F j1 only depends on ω
′ and satisfies:
‖F j1‖L∞ . ‖∂ωN ′‖L∞ . 1 (8.20)
in view of (2.75), and where the vectorfield F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 ε. (8.21)
Injecting the decomposition (8.19) in (8.18), and in view of (8.20) (8.21), we obtain the
desired decomposition for N −N ′. This concludes the proof of the proposition.
8.2.2 Proof of Proposition 2.27
In view of the estimates (2.69), (2.76) and (2.77) for trχ, f = trχ satisfies the assump-
tion of Proposition 8.1. Thus, in view of Proposition 8.1, trχ(., ω) satisfies the desired
decomposition with
f j1 = P≤ j
2
(trχ(., ω′)).
There remains to prove the L∞ estimate for f j1 which is an immediate consequence of the
estimate (2.69) for trχ and the fact that P≤ j
2
is bounded on L∞(Pt,u). This concludes the
proof of the proposition.
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8.2.3 Proof of Proposition 2.28
We have
‖bp(., ω)− bp(., ω′)‖L∞u L2(Hu) .
(∫
[ω,ω′]
‖bp−1(., ω′′)∂ωb(., ω′′)‖L∞u L2(Hu)dω′′
)
|ω − ω′|
.
(∫
[ω,ω′]
‖∂ωb(., ω′′)‖L∞u L2(Hu)dω′′
)
|ω − ω′|, (8.22)
where we used in the last inequality the estimate (2.68) for b. Now, using Lemma 8.9
with p = 2, we have
‖∂ωb(., ω′′)‖L∞u L2(Hu) . ‖∂ωb‖L∞u L2(Hu) + ‖∇/ ∂ωb‖L∞u L2(Hu) . ε
where we used the estimate (2.76) for ∂ωb in the last inequality. Together with (8.22), we
obtain
‖bp(.ω)− bp(., ω′)‖L∞u L2(Hu) . |ω − ω′|ε,
which concludes the proof of the proposition.
8.3 A first variant of Proposition 8.1
We start with the following refinement of Lemma 8.9:
Corollary 8.10 Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for
any tensor F , and for any 2 ≤ p, q ≤ +∞, we have:
‖F‖L∞
u′
L2(Hu′ )
. ‖F‖
1
2
LptL
q
x′
‖∇/F‖
1
2
L
p
p−1
t L
q
q−1
x′
.
Proof Let f a scalar. Then, using a standard estimate in R2, we have the analog of
(E.60) ∫
y1
sup
y2
|f(Φ−1t,ω(u, y1, y2))|2dy1
.
(∫
y
|f(Φ−1t,ω(u, y1, y2))|qdy1dy2
) 1
q
(∫
y
|∂y2f(Φ−1t,ω(u, y1, y2))|
q
q−1dy1dy2
)1− 1
q
.
(∫
Pt,u
|f |qdµt,u
) 1
q
(∫
Pt,u
|∇/ f |1− 1q dµt,u
) 1
2
.
Together with (E.59), this yields:
‖f‖2L2(Hu′=u0) .
1
|ω − ω′|
∫ 1
0
∫ u0+|ω−ω′|
u0−|ω−ω′|
(∫
Pt,u
|f |qdµt,u
) 1
q
(∫
Pt,u
|∇/ f | qq−1dµt,u
)1− 1
q
dudt

. ‖f‖LptLqx′‖∇/ f‖L pp−1t L
q
q−1
x′
.
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Since this holds for any real number u0, we take the supremum which yields:
‖f‖2L∞
u′
L2(Hu′ )
. ‖f‖LptLqx′‖∇/ f‖L pp−1t L
q
q−1
x′
.
Finally, let F a tensor. Applying the previous inequality to f = |F |, we obtain
‖F‖2L∞
u′
L2(Hu′ )
. ‖F‖LptLqx′‖∇/F‖L pp−1t L
q
q−1
x′
.
This concludes the proof of the corollary.
We will need the following refinement of Corollary 8.2:
Corollary 8.11 Let F (., ω) a tensor depending on a parameter ω ∈ S2 such that for any
2 ≤ p < +∞:
‖F‖L∞u L2(Hu) + ‖F‖LptL∞x′ + ‖DF‖L∞u L2(Hu) + ‖∂ωF‖L∞u L2(Hu) . ε.
Assume that there exists two tensors H1 and H2 such that
∂ωF = H1 +H2,
such that we have
‖H1‖L∞u L2(Hu) + ‖H2‖L∞u L2(Hu) . ε,
and there exists a function γ in L2(R) such that for all j ≥ 0 and for some 2 < q ≤ +∞,
we have:
‖Pj(∇/ L(H1))‖LqtL2x′ + ‖Pj(∇/ L(H1))‖LqtL2x′ . 2
jε+ 2
j
2γ(u)ε,
and such that H2 satisfies for some 2 ≤ q < +∞
‖H2‖
LqtL
8
3
x′
+ ‖∇/H2‖
L
q
q−1
t L
8
5
x′
. ε.
Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any ω′′ in S2 on the
arc joining ω and ω′, and for any j ≥ 0, we have the following decomposition for F (., ω′′):
F (., ω′′) = F j1 + F
j
2
where F j1 does not depend on ω and satisfies such that for any 2 ≤ p < +∞:
‖F j1‖L∞
uω′
LptL
∞(Pt,u
ω′
) . ε,
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2ε+ |ω − ω′| 322 j4 ε.
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Proof Using Lemma 8.8, it suffices to prove the decomposition of Corollary 8.11 where
F (ω′′, .) is replaced by g(F (., ω′′), Q≤1(Nl)) for l = 1, 2, 3. Since the proof is identical for
l = 1, 2, 3, we simply take l = 1. Therefore, it remains to prove that the following
decomposition holds g(F (., ω′′), Q≤1(N1)):
g(F (., ω′′), Q≤1(N1)) = f
j
1 + f
j
2 , (8.23)
where f j1 does not depend on ω and satisfies such that for any 2 ≤ p < +∞:
‖f j1‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ε, (8.24)
and where the vectorfields f j2 satisfies:
‖f j2‖L∞u L2(Hu) . 2−
j
2ε+ |ω − ω′| 322 j4 ε. (8.25)
Let f(., ω) = g(F (., ω), Q≤1(N1)). Arguing as in the proof of Corollary 8.2, and using
the assumptions for F , we have the analog of (8.12) and (8.13):
‖Df‖L∞u L2(Hu) . ε. (8.26)
and
‖∂ωf‖L∞u L2(Hu) . ε. (8.27)
Also, in view of the assumptions for F and the fact that Q≤1 is bounded on L
∞, we have
‖f(., ω′)‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ‖F (., ω′)‖L∞u
ω′
LptL
∞(Pt,u
ω′
)‖Q≤1(N1)‖L∞ . ε. (8.28)
In order to prove the decomposition (8.23) (8.24) (8.25) for g(F (., ω′′), Q≤1(N1)), we follow
the proof of Proposition 8.1. In particular, we recall the decomposition (8.1) of f(., ω′′):
f(., ω′′) = P ′
≤ j
2
(f(., ω′)) +
∫
[ω′,ω′′]
(P ′′′
≤ j
2
(∂ωf)(., ω
′′′) + [∂ω, P
′′′
≤ j
2
]f(., ω′′′))dω′′′(ω′ − ω′′)
+
∑
l> j
2
P ′′l (f(., ω
′′)), (8.29)
where ω′′′ denotes an angle in S2 on the arc joining ω′ and ω′′. Also, in view of the estimate
(8.26), we have the analog of the estimate (8.2)∑
l> j
2
‖P ′′l (f(., ω′′))‖L∞u L2(Hu) . (2−
j
2 + |ω′′ − ω| 122− j4 )ε, (8.30)
and the analog of the estimate (8.5)
‖[∂ω, P ′′′≤ j
2
]f(., ω′′′))‖L∞u L2(Hu) . ε. (8.31)
Also, using (8.28) and the fact that P ′
≤ j
2
is bounded on L∞(Pt,uω′ ), we have for any
2 ≤ p < +∞: ∥∥∥P ′
≤ j
2
(f(., ω′))
∥∥∥
L∞u
ω′
LptL
∞(Pt,u
ω′
)
. ε. (8.32)
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In view of (8.29), we have f(., ω′′) = f 1j + f
j
2 where f
j
1 is defined as:
f 1j = P
′
≤ j
2
(f(., ω′)),
and f 2j is defined as:
f 2j = f
j
2,1 + f
j
2,2 (8.33)
with
f j2,1 =
∫
[ω′,ω′′]
(P ′′′
≤ j
2
(∂ωf)(., ω
′′′)(ω′ − ω′′) (8.34)
and
f j2,2 =
∫
[ω′,ω′′]
[∂ω, P
′′′
≤ j
2
](∂ωf)(., ω
′′′))dω′′′(ω′ − ω′′) +
∑
l> j
2
P ′′l (f(., ω
′′)).
In view of the definition of f j1 , f
j
2,2 and the estimates (8.30), (8.31) and (8.32), f
j
1 does
not depend on ω and satisfies for any 2 ≤ p < +∞:
‖f j1‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ε, (8.35)
while f j2 satisfies:
‖f j2,2‖L∞u L2(Hu) . 2−
j
2 ε+ |ω − ω′| 322 j4 ε. (8.36)
We still need to estimate f j2,1. We have:
∂ωf = g(∂ωF,Q≤1(N1))
and thus
∂ωf = h1 + h2 (8.37)
where
hj = g(Hj, Q≤1(N1)), j = 1, 2,
Since the assumptions for H1 in Corollary 8.11 are the same as the assumptions for ∂ωF
in Corollary 8.2, we obtain the analog of (8.13) and (8.17) for h1:
‖h1‖L∞u L2(Hu) . ε,
and
‖Pj(L(h1))‖L2(Hu) + ‖Pj(L(h1))‖L2(Hu) . 2jε+ 2
j
2εγ(u).
Thus, the estimates for h1 in Corollary 8.11 are the same as the assumptions for ∂ωf in
Proposition 8.1, and we obtain the analog of (8.4)
‖P ′′′
≤ j
2
h1(., ω
′′′)‖L∞u L2(Hu) . (1 + |ω′′′ − ω|
1
22
j
4 )ε. (8.38)
Next, let 2 ≤ q < +∞. We have in view of Corollary 8.10
‖P ′′′
≤ j
2
h2(., ω
′′′)‖L∞u L2(Hu) . ‖P≤ j2h2‖
1
2
LqtL
8
3
x′
‖∇/P≤ j
2
h2‖
1
2
L
q
q−1
t L
8
5
x′
(8.39)
. ‖h2‖
1
2
LqtL
8
3
x′
‖∇/ h2‖
1
2
L
q
q−1
t L
8
5
x′
,
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where we used in the last inequality the finite band property and the boundedness on
L2(Pt,u) of P≤ j
2
. Now, in view of the definition of h2, we have
‖h2‖
LqtL
8
3
x′
+ ‖∇/ h2‖
L
q
q−1
t L
8
5
x′
(8.40)
. ‖Q≤1(N1)‖L∞(‖H2‖
LqtL
8
3
x′
+ ‖∇/H2‖
LqtL
8
3
x′
) + ‖H2‖
LqtL
8
3
x′
‖∇/Q≤1(N1)‖L∞t L4x′
. ε+ ε‖∇/Q≤1(N1)‖L∞t L4x′ ,
where we used in the last inequality the assumptions on H2 and the fact that Q≤1 is
bounded on L∞. In order to estimate the right-hand side of (8.40), we use the estimate
(3.77). We obtain
‖∇/Q≤1(N1)‖L∞t L4x′ . ‖∇∇/Q≤1(N1)‖L∞t L2(Σt) + ‖∇/Q≤1(N1)‖L∞t L2(Σt) (8.41)
. 1,
where we used in the last inequality the estimate (D.61). Together with (8.40), this yields
‖h2‖
LqtL
8
3
x′
+ ‖∇/ h2‖
L
q
q−1
t L
8
5
x′
. ε.
In view of (8.39) we deduce
‖P ′′′
≤ j
2
h2(., ω
′′′)‖L∞u L2(Hu) . ε. (8.42)
Now, (8.34), (8.37) and (8.42) imply:
‖f j2,1‖L∞u L2(Hu) . |ω − ω′|ε. (8.43)
Finally, (8.33), (8.36) and (8.43) imply
‖f j2‖L∞u L2(Hu) . 2−
j
2ε+ |ω − ω′| 322 j4 ε,
which together with the decomposition f(., ω′′) = f 1j + f
j
2 and the estimate (8.35) yields
the conclusion of the corollary.
8.4 Decompositions involving χ
The goal of this section is to prove the decompositions of Lemma 2.29, Proposition 2.30,
Proposition 2.31, Proposition 2.32 and Proposition 2.33. The proof of Lemma 2.29 is
given in section 8.4.1, the proof of Proposition 2.30 is given in section 8.4.2, the proof of
Proposition 2.31 is given in section 8.4.5, the proof of Proposition 2.32 is given in section
8.4.6, and the proof of Proposition 2.33 is given in section 8.4.8.
We will need the following product lemma.
Lemma 8.12 Let F and H Pt,u-tangent tensors on Hu such that for any 2 ≤ r < +∞
we have
‖F‖LrtL∞x′ + ‖∇/F‖LrtB02,1(Pt,u) + ‖H‖LrtL∞x′ + ‖∇/H‖LrtB02,1(Pt,u) . ε.
Then, we have for any 2 ≤ r < +∞ we have
‖FH‖LrtL∞x′ + ‖∇/ (FH)‖LrtB02,1(Pt,u) . ε.
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We will also need the following consequence of Corollary 8.11 and Lemma 8.12.
Corollary 8.13 Let ω and ω′ in S2. For any j ≥ 0 and any integer l ≥ 2, we have the
following decomposition for χ1(., ω)
l:
χ1(., ω)
l = F j1 + F
j
2
where F j1 does not depend on ω and satisfies for any 2 ≤ p < +∞:
‖F j1‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ε,
where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 + |ω − ω′| 322 j4ε.
We will need the following consequence of Lemma 2.29 and Corollary 8.13:
Corollary 8.14 Let ω and ω′ in S2. For any j ≥ 0 and any integer l ≥ 1, we have the
following decomposition for χ1(., ω)
lχ2(., ω):
χ1(., ω)
lχ2(., ω) = χ2(., ω
′)F j1 + χ2(., ω
′)F j2 + F
j
3
where F j1 does not depend on ω and satisfies for any 2 ≤ p < +∞:
‖F j1‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ε,
where F j2 and F
j
3 satisfy:
‖F j2‖L∞u L2(Hu) + ‖F j3‖L∞u L2(Hu) . 2−
j
2 + |ω − ω′| 322 j4ε.
Finally, we will need the following consequence in particular of Lemma 2.29:
Corollary 8.15 Let ω and ω′ in S2. For any j ≥ 0, we have the following decomposition
for χ1(., ω)χ2(., ω)
2:
χ1(., ω)χ2(., ω)
2 = χ2(., ω
′)2F j1 + χ2(., ω
′)2F j2 + χ2(., ω
′)F j3 + F
j
4
where F j1 does not depend on ω and satisfies:
‖F j1‖L∞u
ω′
L2tL
∞(Pt,u
ω′
) . ε,
where F j2 and F
j
3 satisfy:
‖F j2‖L∞u L2(Hu) + ‖F j3‖L∞u L2(Hu) . 2−
j
2 + |ω − ω′| 322 j4ε,
and where F j4 satisfies
‖F j4‖L2(M) . ε2−j.
The proof of Lemma 8.12 is postponed to section E.8, the proof of Corollary 8.13 is
postponed to section 8.4.4, the proof of Corollary 8.14 is postponed to section 8.4.5 and
the proof of Corollary 8.15 is postponed to section 8.4.7.
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8.4.1 Proof of Lemma 2.29
We have
‖χ2(.ω)− χ2(., ω′)‖L∞u L4−(Hu) .
(∫
[ω,ω′]
‖∂ωχ2(., ω′′)‖L∞u L4− (Hu)dω′′
)
|ω − ω′|. (8.44)
Now, using Lemma 8.9 with p = 4−, we have
‖∂ωχ2(., ω′′)‖L∞u L4−(Hu) . ‖∂ωχ2‖L∞u L6− (Hu) + ‖∇/ ∂ωχ2‖L∞u L2(Hu) . ε
where we used the estimate (2.80) for ∂ωχ2 in the last inequality. Together with (8.44),
we obtain
‖χ2(.ω)− χ2(., ω′)‖L∞u L4− (Hu) . |ω − ω′|ε,
which concludes the proof of the lemma.
8.4.2 Proof of Proposition 2.30
In view of the decomposition (2.15) of χ in its trace part trχ and traceless part χ̂, in view
of the decomposition (2.78) of χ̂ in the sum of χ1 and χ2, and in view of the decomposition
of Corollary 2.27 for trχ, it suffices to obtain the following decomposition for χ1
χ1(., ω) = F
j
1 + F
j
2 , (8.45)
where the vectorfield F j1 only depends on (t, x, ω
′) and satisfies for any 2 ≤ p < +∞:
‖F j1‖L∞u
ω′
LptL
∞(Pt,u
ω′
) . ε (8.46)
and where the vectorfield F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 ε. (8.47)
Now, in view of the estimates (2.79), (2.80) and (2.81) for χ1, F = χ1 satisfies for any
2 ≤ p < +∞:
‖F‖L∞u L2(Hu) + ‖F‖LptL∞x′ + ‖DF‖L∞u L2(Hu) + ‖∂ωF‖L∞u L2(Hu) . ε.
Also, we have
∂ωF = H1 +H2 with H1 = ∂ωχ̂ and H2 = −∂ωχ2,
and H1 and H2 satisfy the assumption of Corollary 8.11 in view of the estimates (2.76)
and (2.77) for ∂ωχ̂ and the estimate (2.80) for ∂ωχ2. Thus, in view of Corollary 8.11,
χ1(., ω) satisfies the decomposition (8.45) and the estimates (8.46) (8.47). This concludes
the proof of the proposition.
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8.4.3 Proof of Proposition 2.31
In view of Corollary 2.30, it suffices to prove the decomposition for chi2:
χ2(., ω) = F
j
1 + F
j
2
where F j1 does not depend on ω and satisfies:
‖F j1‖L∞u
ω′
L∞(Pt,u
ω′
)L2t
. ε,
and where F j2 satisfies:
‖F j2‖L∞u L2(Hu) . 2−
j
2 .
We choose
F j1 = χ2(., ω
′) and F j2 = χ2(., ω)− χ2(., ω′).
Then, the estimates for F j1 and F
j
2 follow from the estimate (2.79) and the Lemma 2.29
for χ2. This concludes the proof of the proposition.
8.4.4 Proof of Corollary 8.13
In view of the estimates (2.79), (2.80) and (2.81) for χ1, F = χ
l
1 satisfies for any 2 ≤ p <
+∞:
‖F‖L∞u L2(Hu) + ‖F‖LptL∞x′ + ‖DF‖L∞u L2(Hu) + ‖∂ωF‖L∞u L2(Hu) . ε.
Also, we have
∂ωF = H1 +H2 with H1 = lχ
l−1
1 ∂ωχ̂ and H2 = −lχl−11 ∂ωχ2.
Lemma 8.12, together with the estimates (2.80) and (6.92) for χ1 yields for any 2 ≤ r <
+∞
‖χl−11 ‖LrtL∞x′ + ‖∇/ (χ
l−1
1 )‖LrtB02,1(Pt,u) . ε.
Together with Lemma C.1 and the estimates (2.76) and (2.77) for ∂ωχ̂, we obtain:
‖Pj(∇/ L(H1))‖LqtL2x′ + ‖Pj(∇/ L(H1))‖LqtL2x′ . 2
jε+ 2
j
2γ(u)ε.
Also, H2 satisfies the following estimate
‖H2‖
L2tL
8
3
x′
+ ‖∇/H2‖
L2tL
8
5
x′
. ‖χl−11 ‖L4tL∞x′ ‖∂ωχ2‖L4tL 83x′
+ ‖χl−11 ‖L∞t L8x′‖∇/ ∂ωχ2‖L∞u L2(Hu)
+‖χl−21 ‖L∞t L16x′ ‖∇/χ1‖L∞t L2x′‖∂ωχ2‖L2tL16x′
. ε,
where we used in the last inequality the estimate (2.80) for χ1 and ∂ωχ2.
Finally, we have proved that F , H1 and H2 satisfy the assumption of Corollary 8.11.
Thus, we may apply Corollary 8.11 to obtain the desired decomposition χl1(., ω). This
concludes the proof of the corollary.
158
8.4.5 Proof of Corollary 8.14
We decompose χ1(., ω)
lχ2(., ω) as
χ1(., ω)
lχ2(., ω) = χ1(., ω)
lχ2(., ω
′) + χ1(., ω)
l(χ2(., ω)− χ2(., ω′)). (8.48)
In view of Lemma 2.29 and the estimate (2.80) for χ1, we have
‖χ1(., ω)l(χ2(., ω)− χ2(., ω′))‖L∞u L2(Hu) (8.49)
. ‖χ1(., ω)‖lL∞u L6l(Hu)‖χ2(., ω)− χ2(., ω′)‖L∞u L3(Hu)
. |ω − ω′|ε.
Finally, in view of the decomposition for χ1(., ω)
l provided by Corollary 8.13, (8.48) and
(8.49), we obtain the desired decomposition for χ1(., ω)
lχ2(., ω) with F
j
1 and F
j
2 defined
in the statement of Corollary 8.13, and
F j3 = χ1(., ω)
l(χ2(., ω)− χ2(., ω′)).
This concludes the proof of the corollary.
8.4.6 Proof of Proposition 2.32
In view of the decomposition (2.79) for χ̂, we decompose χ̂(., ω)2 as
χ̂(., ω)2 = χ1(., ω)
2 + 2χ1(., ω)χ2(., ω) + χ2(., ω)
2. (8.50)
We have
χ2(., ω)
2 = χ2(., ω
′)2 + χ2(., ω
′)(χ2(., ω)− χ2(., ω′)) + (χ2(., ω)− χ2(., ω′))2. (8.51)
Now, we have in view of Lemma 2.29 and the estimate (2.80) for χ2:
‖χ2(., ω)− χ2(., ω′)‖L∞u L2(Hu) . |ω − ω′|ε and ‖(χ2(., ω)− χ2(., ω′))2‖L2(M) . |ω − ω′|2ε.
(8.52)
Finally, in view of (8.50), Corollary 8.13 with l = 2, Corollary 8.14 with l = 1, (8.51) and
(8.52), we obtain the desired decomposition for χ̂2.
8.4.7 Proof of Corollary 8.15
We decompose χ1(., ω)χ2(., ω)
2 as
χ1(., ω)χ2(., ω)
2 = χ1(., ω)χ2(., ω
′)2 + χ1(., ω)χ2(., ω
′)(χ2(., ω)− χ2(., ω′)) (8.53)
+χ1(., ω)(χ2(., ω)− χ2(., ω′))2.
In view of Lemma 2.29 and the estimate (2.80) for χ1, we have
‖χ1(., ω)(χ2(., ω)− χ2(., ω′))‖L∞u L2(Hu) (8.54)
. ‖χ1(., ω)‖L∞u L6(Hu)‖χ2(., ω)− χ2(., ω′)‖L∞u L3(Hu)
. |ω − ω′|ε.
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Also, in view of the estimate (2.80) for χ1 and χ2, we have
‖χ1(., ω)(χ2(., ω)− χ2(., ω′))2‖L2(M) . ‖χ1(., ω)‖L10(M)‖χ2(., ω)− χ2(., ω′)‖2L5(M)
. ‖∂ωχ2‖2L5(M)|ω − ω′|2ε
. |ω − ω′|2ε. (8.55)
Finally, in view of the decomposition for χ1(., ω) provided by (8.45) (8.46) (8.47), (8.53),
(8.54) and (8.55), we obtain the desired decomposition for χ1(., ω)χ2(., ω)
2 with F j1 and
F j2 defined in (8.45),
F j3 = χ1(., ω)
l(χ2(., ω)− χ2(., ω′)),
and
F j4 = χ1(., ω)(χ2(., ω)− χ2(., ω′))2.
This concludes the proof of the corollary.
8.4.8 Proof of Proposition 2.33
In view of the decomposition (2.79) for χ̂, we decompose χ̂(., ω)3 as
χ̂(., ω)3 = χ1(., ω)
3 + 3χ1(., ω)χ2(., ω)
2 + 3χ1(., ω)
2χ2(., ω) + χ2(., ω)
3. (8.56)
We have
χ2(., ω)
3 = χ2(., ω
′)3 + 3χ2(., ω
′)2(χ2(., ω)− χ2(., ω′)) + 3χ2(., ω′)(χ2(., ω)− χ2(., ω′))2
+(χ2(., ω)− χ2(., ω′))3. (8.57)
Now, we have in view of Lemma 2.29 and the estimate (2.80) for χ2:
‖χ2(., ω)− χ2(., ω′)‖L∞u L2(Hu) . |ω − ω′|ε, ‖(χ2(., ω)− χ2(., ω′))2‖L2(M) . |ω − ω′|2ε,
and ‖(χ2(., ω)− χ2(., ω′))3‖L2−(M) . |ω − ω′|3ε. (8.58)
Finally, in view of (8.56), Corollary 8.13 with l = 3, Corollary 8.14 with l = 2, Corollary
8.15, (8.57) and (8.58), we obtain the desired decomposition for χ̂3.
8.5 A second variant of Proposition 8.1
We have the following variant of Proposition 8.1
Proposition 8.16 Let f(., ω) a scalar function depending on a parameter ω ∈ S2 such
that:
‖f‖L∞u L2(Hu) +N1(f) + ‖Λ−1(∇bNf)‖L∞u L2(Hu) + ‖∂ωf‖L∞u L2(Hu) . ε.
Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any ω′′ in S2 on the
arc joining ω and ω′, and for any j ≥ 0, we have the following decomposition for f(., ω′′):
f(., ω′′) = P≤ j
2
(f(., ω′)) + f j2
and where f j2 satisfies:
‖f j2‖L2(Hu) . 2−
j
4 ε+ 2
j
4 |ω − ω′|ε.
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As a corollary of Proposition 8.16, we obtain:
Corollary 8.17 Let F (., ω) a tensor depending on a parameter ω ∈ S2 such that:
‖F‖L∞u L2(Hu) +N1(F ) + ‖∂ωF‖L∞u L2(Hu) . ε.
Also, assume the existence of tensors H1 and H2 such that
∇/ bNF = ∇/H1 +H2 with ‖H1‖L∞u L2(Hu) + ‖H2‖L2tL 43x′
. ε.
Let ω and ω′ in S2. Let u = u(t, x, ω) and u′ = u(t, x, ω′). Then, for any ω′′ in S2 on the
arc joining ω and ω′, and for any j ≥ 0, we have the following decomposition for F (., ω′′):
F (., ω′′) = F j1 + F
j
2
where F j1 does not depend on ω and satisfies for any 2 ≤ q ≤ +∞:
‖F j1‖Lq(Pt,u
ω′
) . ‖F‖Lq(Pt,u
ω′
),
and where F j2 satisfies:
‖F j2‖L2(Hu) . 2−
j
4 ε+ 2
j
4 |ω − ω′|ε.
The following lemma will be useful for the proof of Proposition 8.16 and Corollary
8.17.
Lemma 8.18 Let f a scalar function and ω, ω′ in S2. Assume that f satisfies
‖f‖L∞u L2(Hu) +N1(f) + ‖Λ−1(∇bNf)‖L∞u L2(Hu) . ε.
Then, for any l ≥ 0, we have:
‖[∂ω, P≤l]f‖L2(Hu′ ) . 2
l
2ε.
The proof of Corollary 8.17 is postponed to section 8.5.2 and the proof of Lemma 8.18
is postponed to section E.9. We now conclude the proof of Proposition 8.16.
8.5.1 Proof of Proposition 8.16
We decompose f(., ω′′) as:
f(., ω′′) = P ′′
≤ j
2
(f(., ω′′)) +
∑
l> j
2
P ′′l (f(., ω
′′) (8.59)
= P ′
≤ j
2
(f(., ω′)) +
∫
[ω′,ω′′]
∂ωP
′′′
≤ j
2
(f(., ω′′′))dω′′′(ω′ − ω′′) +
∑
l> j
2
P ′′l (f(., ω
′′))
= P ′
≤ j
2
(f(., ω′)) +
∫
[ω′,ω′′]
(P ′′′
≤ j
2
(∂ωf)(., ω
′′′) + [∂ω, P
′′′
≤ j
2
]f(., ω′′′))dω′′′(ω′ − ω′′)
+
∑
l> j
2
P ′′l (f(., ω
′′)),
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where ω′′′ denotes an angle in S2 on the arc joining ω′ and ω′′.
Next, we estimate the last two terms in the right-hand side of (8.59). Using Lemma
8.9 with p = 2, we have:∑
l> j
2
‖P ′′l (f(., ω′′))‖L∞u L2(Hu) .
∑
l> j
2
‖Plf‖
1
2
L∞u L
2(Hu)
‖∇/Plf‖
1
2
L∞u L
2(Hu)
.
∑
l> j
2
2−
l
2
 ‖∇/ f‖L∞u L2(Hu)
. 2−
j
4 ε, (8.60)
where we used the finite band property for Pl and the assumptions on f . Also, using
Lemma 8.9 with p = 2, we have:
‖P ′′′
≤ j
2
(∂ωf)(., ω
′′′)‖L∞u L2(Hu) . ‖P≤ j2∂ωf‖
1
2
L∞u L
2(Hu)
‖∇/P≤ j
2
∂ωf‖
1
2
L∞u L
2(Hu)
(8.61)
. 2
j
4‖∂ωf‖L∞u L2(Hu)
. 2
j
4ε,
where we used the finite band property for P≤ j
2
and the assumptions on f .
Using Lemma 8.18 together with the assumptions on f , we have:
‖[∂ω, P ′′′≤ j
2
]f(., ω′′′))‖L∞u L2(Hu) . 2
j
4ε. (8.62)
In view of (8.59), we have f(., ω′′) = f 1j + f
j
2 where f
j
1 is defined as:
f 1j = P
′
≤ j
2
(f(., ω′)), (8.63)
and f 2j is defined as:
f 2j =
∫
[ω′,ω′′]
(P ′′′
≤ j
2
(∂ωf)(., ω
′′′)+ [∂ω, P
′′′
≤ j
2
]f(., ω′′′))dω′′′(ω′−ω′′)+
∑
l> j
2
P ′′l (f(., ω
′′)). (8.64)
Using (8.60), (8.61) and (8.62), and the fact that ω′′ is on the arc of S2 joining ω and ω′,
we have the following estimate for f 2j :
‖f 2j ‖L∞u L2(Hu) . 2−
j
4ε+ 2
j
4 |ω − ω′|ε.
This concludes the proof of Proposition 8.16.
8.5.2 Proof of Corollary 8.17
Using Lemma 8.8, it suffices to prove the decomposition of Corollary 8.17 where F (ω′′, .)
is replaced by g(F (., ω′′), Q≤1(Nl)) for l = 1, 2, 3. Since the proof is identical for l = 1, 2, 3,
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we simply take l = 1. Therefore, it remains to prove that the following decomposition
holds g(F (., ω′′), Q≤1(N1)):
g(F (., ω′′), Q≤1(N1)) = P≤ j
2
(g(F (., ω′), Q≤1(N1))) + f
j
2 , (8.65)
where the scalar function f j2 satisfies:
‖f j2‖L2(Hu) . 2−
j
4 ε+ 2
j
4 |ω − ω′|ε. (8.66)
In particular, F j1 is connected to the first term in the right-hand side of (8.65), which
does not depend on ω and satisfies the following estimate for any 2 ≤ q ≤ +∞:∥∥∥P≤ j
2
(g(F (., ω′), Q≤1(N1)))
∥∥∥
Lq(Pt,u
ω′
)
. ‖F‖Lq(Pt,u
ω′
)‖Q≤1(N1)‖L∞ . ‖F‖Lq(Pt,u
ω′
),
where we used the fact that P≤ j
2
is bounded on Lq(Pt,uω′ ) and the fact that Q≤1 is bounded
on L∞.
Let f = g(F (., ω), Q≤1(N1)). In order to prove the decomposition (8.65) (8.66) for
g(F (., ω′′), Q≤1(N1)), it suffices to show that f satisfies the assumptions of Proposition
8.16. This was already done in the proof of Corollary 8.2, up to the estimate of ∇bNf
which is the only one for which the proof has to be adapted. We have:
‖Λ−1(∇bNf)‖L∞u L2(Hu) (8.67)
. ‖Λ−1(g(Q≤1(N1),∇/ bNF ))‖L∞u L2(Hu) + ‖Λ−1(g(∇/ bNQ≤1(N1), F ))‖L∞u L2(Hu)
. ‖Λ−1(g(Q≤1(N1),∇/H1 +H2))‖L∞u L2(Hu) + ‖b‖L∞‖∇/NQ≤1(N1)‖L∞t L4x′‖F‖L2tL4x′
. ‖Λ−1(g(Q≤1(N1),∇/H1))‖L∞u L2(Hu) + ‖Λ−1(g(Q≤1(N1), H2))‖L∞u L2(Hu) + ε,
where we used the fact that Λ−1 in bounded on L2(Pt,u), the assumptions on F and in
particular the decomposition for ∇/NF , the estimate (2.68) for b, and the estimate (8.41)
for ∇/NQ≤1(N1). We consider the first term in the right-hand side of (8.67). We have
g(Q≤1(N1),∇/H1) = ∇/ (g(Q≤1(N1), H1))− g(∇/Q≤1(N1), H1)
and thus
‖Λ−1(g(Q≤1(N1),∇/H1))‖L∞u L2(Hu) (8.68)
. ‖Λ−1∇/ (g(Q≤1(N1), H1))‖L∞u L2(Hu) + ‖Λ−1(g(∇/Q≤1(N1), H1))‖L∞u L2(Hu)
. ‖Q≤1(N1)‖L∞‖H1‖L∞u L2(Hu) + ‖∇/Q≤1(N1)‖L∞t L4x′‖H1‖L∞u L2(Hu)
. ε,
where we used the fact that Λ−1∇/ in bounded on L2(Pt,u), the fact that Λ−1 is bounded
from L
4
3 (Pt,u) to L
2(Pt,u), the assumption on H1, and the estimate (8.41) for ∇/NQ≤1(N1).
Next, we estimate the first term in the right-hand side of (8.67). We have
‖Λ−1(g(Q≤1(N1), H2))‖L∞u L2(Hu) . ‖Q≤1(N1)‖L∞‖H2‖L2tL 43x′
(8.69)
. ε,
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where we used the fact that Λ−1 in bounded from L
4
3 (Pt,u) to L
2(Pt,u) and the assumption
on H2. In view of (8.67), (8.68) and (8.69), we finally obtain
‖Λ−1(∇bNf)‖L∞u L2(Hu) . ε.
Together with the other estimates for f which may be derived as in Corollary 8.2, we
obtain that f satisfies the assumptions of Proposition 8.16, which in turn yields the de-
composition (8.65)-(8.66) for g(F (., ω′′), Q≤1(N1)). This concludes the proof of Corollary
8.17.
8.6 Decompositions involving ζ, ∇/ b and ∂ωb
The goal of this section is to prove Propositions 2.34 and Proposition 2.35. The proof of
Proposition 2.34 is given in section 8.6.1, and the proof of Proposition 2.35 is given in
section 8.6.2.
We will need the following two lemmas.
Lemma 8.19 ∇/ bN∇/ b and ∇/ bNζ satisfy the following decomposition:
∇/ bN∇/ b, ∇/ bNζ = ∇/ h1 +H2,
where the scalar h1 and the tensor H2 satisfy
‖h1‖L∞u L2(Hu) + ‖H2‖L2tL 43x′
. ε.
Lemma 8.20 There holds the following estimate
‖Λ−1(∇bN∂ωb)‖L∞u L2(Hu) . ε.
The proof of Lemma 8.19 is postponed to section E.10, and the proof of Lemma 8.20
is postponed to section E.11.
8.6.1 Proof of Corollary 2.34
In view of the estimate (2.71) for ζ , the estimate (2.76) for ∂ωζ and Lemma 8.19, ζ satisfies
the assumption of Corollary 8.17. Also, in view of the estimate (2.68) for b, the estimate
(2.76) for ∂ωb and Lemma 8.19, ∇/ b satisfies the assumptions of Corollary 8.17. Thus, the
desired decomposition of Corollary 2.34 for ζ and ∇/ b follows from Corollary 8.17. This
concludes the proof of Corollary 2.34.
8.6.2 Proof of Corollary 2.35
We have:
b(., ω)− b(, .ω′) =
∫
[ω,ω′]
∂ωb(., ω
′′)dω′′(ω − ω′). (8.70)
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We denote ∂ωb
′′ = ∂ωb(., ω
′′). In view of the estimate (2.76) for ∂ωb, the estimate (2.85)
for ∂2ωb and Lemma 8.20, ∂ωb satisfies the assumptions of Proposition 8.16. Thus, we have
the following decomposition for ∂ωb
′′
∂ωb
′′ = f j1 + f
j
2 , (8.71)
where the scalar f j1 only depends on ω
′ and satisfies:
‖f j1‖L∞ . ‖∂ωb‖L∞ . ε (8.72)
in view of the estimate (2.76) for ∂ωb, and where the scalar f
j
2 satisfies:
‖f j2‖L∞u L2(Hu) . 2−
j
4 ε. (8.73)
Injecting the decomposition (8.71) in (8.70), and in view of (8.72) (8.73), we obtain the
desired decomposition for b(.ω)− b(, .ω′). This concludes the proof of Corollary 2.35.
9 Additional estimates for trχ
The goal of this section is to prove Proposition 2.36 and Proposition 2.37.
9.1 Commutator estimates between Pj and ∇/ L,∇/ N
Proposition 9.1 Let F as tensor on M. Let a real number a such that 0 < a < 1
4
.
Then, we have
‖[∇/ bN , Pj]F‖
L∞t L
4
3
u L2(Pt,u)
. 2ja‖∇F‖L∞t L2x′ . (9.1)
Proposition 9.2 Let a scalar function f on Hu. Then, we have
‖[bN, Pl]f‖L∞u L2(Hu) + 2−j‖∇/ [bN, Pl]f‖L∞u L2(Hu) . εN1(f), (9.2)
and
‖[nL, Pl]f‖L∞u L2(Hu) + 2−j‖∇/ [nL, Pl]f‖L∞u L2(Hu) . εN1(f). (9.3)
Proposition 9.3 Let f a scalar on M. Then, we have
‖[nL, Pq]f‖L∞u L2(Hu) + ‖[bN, Pq]f‖L∞u L2(Hu) . 2q‖f‖L∞u L2(Hu). (9.4)
The proof of Proposition 9.1 is postponed to section F.1, the proof of Proposition 9.2
is postponed to section F.2, and the proof of Proposition 9.3 is postponed to section F.3.
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9.2 Commutator estimates acting on trχ
Proposition 9.4 We have the following commutator estimate
2j‖[nL, Pj]trχ‖L1tL2x′ + ‖∇/ [nL, Pj ]trχ‖L1tL2x′ . ε. (9.5)
Proposition 9.5 We have
2
j
2‖[bN, Pj ]trχ‖L∞u L2(Hu) + 2−
j
2‖∇/ [bN, Pj ]trχ‖L∞u L2(Hu) . ε. (9.6)
and
2
j
2‖[nL, Pj ]trχ‖L∞u L2(Hu) + 2−
j
2‖∇/ [nL, Pj ]trχ‖L∞u L2(Hu) . ε. (9.7)
Proposition 9.6 We have the following commutator estimate
‖[∇/ , Pj]trχ‖L2tL4x′ . ε. (9.8)
The proof of Proposition 9.4 is postponed to section F.4, the proof of Proposition 9.5
is postponed to section F.5, and the proof of Proposition 9.6 is postponed to section F.6.
9.3 Additional estimates for Pjtrχ
The goal of this section is to prove Proposition 2.36 and Proposition 2.37. Note that the
finite band property for Pj together with the estimate (2.69) for trχ yields
‖Pjtrχ‖L∞t L2x′ . 2
−j‖∇/ trχ‖L∞t L2x′ . 2
−jε. (9.9)
Also, the boundedness on L2(Pt,u) of Pj together with the estimate (2.69) for trχ yields
‖∇/P≤jtrχ‖L∞t L2x′ = ‖(−∆/ )
1
2P≤jtrχ‖L∞t L2x′ . ‖∇/ trχ‖L∞t L2x′ . 2
−jε. (9.10)
In order to prove Proposition 2.36 and Proposition 2.37, we need in particular to obtain
(9.9) and (9.10), where the norm L∞t L
2
x′ is replaced by its stronger version L
2
x′L
∞
t . We
will need the following lemmas.
Lemma 9.7 Let h a scalar on Pt,u, and let F a tensor on Pt,u. Then, we have
‖[P>j, P≤j(h)]F‖L2(Pt,u) . ‖∇/ h‖L2(Pt,u)‖F‖L2(Pt,u). (9.11)
Lemma 9.8 Let h a scalar on Pt,u, and let F a tensor on Pt,u. Then, we have
‖∇/ [Pj , P≤j(h)]F‖L2(Pt,u) . 2j(‖∇/ h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L2(Pt,u))‖F‖L2(Pt,u). (9.12)
Lemma 9.9 Let h a scalar on Pt,u, and let a > 0. Then, we have
‖[P≤j ,∇/ ]h‖L2(Pt,u) . ‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u)). (9.13)
Lemma 9.10 Let h a scalar on Pt,u, and let a > 0. Then, we have
‖∇/ [Pj ,∇/ ]h‖L2(Pt,u) . 2j‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u)). (9.14)
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Lemma 9.11 Let f a scalar on Pt,u. We have
‖∇/ f‖L∞(Pt,u) . ‖∆/ f‖L2(Pt,u)+‖∇/∆/ f‖
1
2
L2(Pt,u)
‖∇/ f‖
1
2
L2(Pt,u)
+‖K‖L2(Pt,u)‖∇/ f‖L2(Pt,u). (9.15)
In the subsequent sections, we provide a proof of Proposition 2.36 and Proposition
2.37. The proof of Lemma 9.7 is postponed to section F.7, the proof of Lemma 9.8 is
postponed to section F.8, the proof of Lemma 9.9 is postponed to section F.9, the proof
of Lemma 9.10 is postponed to section F.10, and the proof of Lemma 9.11 is postponed
to section F.11.
9.3.1 Proof of Proposition 2.36
Using the estimate (3.64) for transport equations, we have
‖Pjtrχ‖L2
x′
L∞t
. ‖nLPjtrχ‖L2
x′
L1t
(9.16)
. ‖Pj(nLtrχ)‖L2
x′
L1t
+ ‖[nL, Pj ]trχ‖L2
x′
L1t
. ‖Pj(nLtrχ)‖L2
x′
L1t
+ 2−jε,
where we used the estimate (9.5) in the last inequality. Now, (2.88) follows from (2.89)
and (9.16). Thus, it remains to prove (2.89).
Next, using the Raychaudhuri equation (2.28), we have
‖Pj(nLtrχ)‖L2
x′
L1t
. ‖Pj(n|χ̂|2)‖L2
x′
L1t
+
∥∥∥∥Pj (n(12(trχ)2 + δtrχ
))∥∥∥∥
L1
x′
L2t
. ‖Pj(n|χ̂|2)‖L2
x′
L1t
+ 2−j
∥∥∥∥∇/ (n(12(trχ)2 + δtrχ
))∥∥∥∥
L2(Hu)
,
where we used the finite band property for Pj in the last inequality. Together with the
estimate (2.69) for trχ, the estimate (2.66) for n, and the estimates (2.66) (2.67) for δ,
we obtain
‖Pj(nLtrχ)‖L2
x′
L1t
. ‖Pj(n|χ̂|2)‖L2
x′
L1t
+ 2−jε.
Thus, it remains to prove
‖Pj(n|χ̂|2)‖L2
x′
L1t
. 2−jε. (9.17)
We have
Pj(n|χ̂|2) = 2−2j∆/Pj(n|χ̂|2) = 2−2jdiv/ (∇/Pj(n|χ̂|2)).
Thus, we deduce
‖Pj(n|χ̂|2)‖L2
x′
L1t
. 2−2j‖div/Pj∇/ (n|χ̂|2)‖L2
x′
L1t
+ 2−2j‖div/ [∇/ , Pj ](n|χ̂|2)‖L1
x′
L2t
. (9.18)
Now, in view of (9.14), we have for any a > 0
‖div/ [∇/ , Pj](n|χ̂|2)‖L2(Pt,u) . 2j‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖n|χ̂|2‖L2(Pt,u) + ‖Λa(n|χ̂|2)‖L2(Pt,u)).
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Taking the L1t norm, we obtain
‖div/ [∇/ , Pj](n|χ̂|2)‖L1tL2x′ . 2
j‖K‖L2(Hu)(‖K‖L2(Hu)‖n‖L∞‖χ̂‖2L∞t L4x′ + ‖Λ
a(n|χ̂|2)‖L2(Hu))
. 2jε(1 + ‖Λa(n|χ̂|2)‖L2(Hu)), (9.19)
where we used in the last inequality the estimate (4.33) for K, the estimate (2.66) for n,
and the estimate (2.70) for χ̂. Now, choosing 0 < a < 1
2
, the non sharp product estimate
(5.15) yields
‖Λa(n|χ̂|2)‖L2(Hu) . ‖n|χ̂|2‖Pa (9.20)
. N1(χ̂)(‖nχ̂‖L2(Hu) + ‖∇/ (nχ̂)‖L2(Hu))
. ε,
where we used in the last inequality the estimate (2.66) for n, and the estimate (2.70) for
χ̂. Together with (9.18) and (9.19), we obtain
‖Pj(n|χ̂|2)‖L2
x′
L1t
. 2−2j‖div/Pj∇/ (n|χ̂|2)‖L2
x′
L1t
+ 2−jε. (9.21)
Next, we estimate the right-hand side of (9.21). We have
‖|χ̂|2∇/ n‖L∞u L2(Hu) . ‖∇/ n‖L∞‖χ̂‖2L4(Hu) . ε, (9.22)
where we used the estimate (2.66) for n and the estimate (2.70) for χ̂. Together with
(9.21) and the finite band property for Pj, we obtain
‖Pj(n|χ̂|2)‖L2
x′
L1t
. 2−2j‖div/Pj(nχ̂ · ∇/ χ̂)‖L2
x′
L1t
+ 2−jε. (9.23)
We define a scalar h and a vectorfield F by
h = |χ̂| and F = n χ̂|χ̂| · ∇/χ, (9.24)
and we decompose
nχ̂ · ∇/ χ̂ = hF = P≤j(h)F + P>j(h)F. (9.25)
Note in particular in view of the estimate (2.70) for χ̂ and the estimate (2.66) for n that
we have the following estimate for h and F
N1(h) + ‖h‖L∞
x′
L2t
. ε and ‖F‖L2(Hu) . ε. (9.26)
We have
‖div/Pj(P>j(h)F )‖L2
x′
L1t
. ‖div/Pj(P>j(h)F )‖L1tL2x′
. 2j‖Pj(P>j(h)F )‖L1tL2x′ ,
where we used in the last inequality the finite band property for Pj. Together with the
dual of the sharp Bernstein inequality for tensors (4.41), we obtain
‖div/Pj(P>j(h)F )‖L2
x′
L1t
. 2j
∥∥(2j + ‖K‖L2(Pt,u))‖P>j(h)F‖L1(Pt,u)∥∥L1t
. 22j‖P>j(h)F‖L1(Hu) + 2j‖K‖L2(Hu)‖P>j(h)F‖L2tL1x′
.
(
22j‖P>j(h)‖L2(Hu) + 2j‖K‖L2(Hu)‖P>j(h)‖L∞t L2x′
)
‖F‖L2(Hu).
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Together with the finite band property and the boundedness on L2(Pt,u) of Pj , we obtain
‖div/Pj(P>j(h)F )‖L2
x′
L1t
. 2j
(
‖∇/h‖L2(Hu) + ‖K‖L2(Hu)‖h‖L∞t L2x′
)
‖F‖L2(Hu)
. 2jε, (9.27)
where we used in the last inequality the estimate (4.33) for K and the estimate (9.26) for
h and F .
Next, we evaluate the first term in the decomposition (9.25). We have
‖div/Pj(P≤j(h)F )‖L2
x′
L1t
. ‖P≤j(h)div/ Pj(F )‖L2
x′
L1t
+ ‖div/ [Pj , P≤j(h)]F‖L1tL2x′ . (9.28)
In view of (9.12), we have
‖div/ [Pj, P≤j(h)]F‖L1tL2x′ . 2
j
∥∥(‖∇/h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L2(Pt,u))‖F‖L2(Pt,u)∥∥L1t
. 2j(‖∇/h‖L2(Hu) + ‖K‖L2(Hu)‖h‖L∞t L2x′ )‖F‖L2(Hu)
. 2jε, (9.29)
where we used in the last inequality the estimate (4.33) for K and the estimate (9.26) for
h and F . Next, we consider the first term in the right-hand side of (9.28). We have
‖P≤j(h)div/Pj(F )‖L2
x′
L1t
. ‖hdiv/Pj(F )‖L2
x′
L1t
+ ‖P>j(h)div/Pj(F )‖L2
x′
L1t
. (9.30)
The first term in the right-hand side of (9.30) is estimated as follows
‖hdiv/Pj(F )‖L2
x′
L1t
. ‖h‖L∞
x′
L2t
‖div/Pj(F )‖L2(Hu) (9.31)
. 2j‖h‖L∞
x′
L2t
‖F‖L2(Hu)
. 2jε,
where we used the finite band property for Pj and the estimate (9.26) for h and F . Next,
we estimate the second term in (9.30). We have
‖P>j(h)div/Pj(F )‖L2(Pt,u) . ‖P>j(h)‖L4(Pt,u)‖div/Pj(F )‖L4(Pt,u) (9.32)
. ‖P>j(h)‖L4(Pt,u)‖∇/ 2Pj(F )‖
1
2
L2(Pt,u)
‖∇/Pj(F )‖
1
2
L2(Pt,u)
. ‖P>j(h)‖L4(Pt,u)‖∇/ 2Pj(F )‖
1
2
L2(Pt,u)
2
j
2‖Pj(F )‖
1
2
L2(Pt,u)
,
where we used the Gagliardo-Nirenberg inequality (3.3) and the finite band property for
Pj. Using the Bochner identity for tensors (3.7), we have
‖∇/ 2Pj(F )‖L2(Pt,u)
. ‖∆/Pj(F )‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/Pj(F )‖L2(Pt,u) + ‖K‖2L2(Pt,u)‖Pj(F )‖L2(Pt,u)
. (22j + ‖K‖2L2(Pt,u))‖F‖L2(Pt,u),
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where we used in the last inequality the finite band property for Pj . Together with (9.32),
we obtain
‖P>j(h)div/Pj(F )‖L2(Pt,u)
. ‖P>j(h)‖L4(Pt,u)2
3j
2 ‖F‖L2(Pt,u) + ‖P>j(h)‖L4(Pt,u)2
j
2‖K‖L2(Pt,u)‖F‖L2(Pt,u)
.
(∑
l>j
2
l
2‖Plh‖L2(Pt,u)
)
2
3j
2 ‖F‖L2(Pt,u) + ‖h‖L4(Pt,u)2
j
2‖K‖L2(Pt,u)‖F‖L2(Pt,u)
.
((∑
l>j
2−
l
2
)
‖∇/ h‖L2(Pt,u)2
3j
2 + 2
j
2‖K‖L2(Pt,u)‖h‖L4(Pt,u)
)
‖F‖L2(Pt,u)
. 2j
(‖∇/ h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L4(Pt,u)) ‖F‖L2(Pt,u),
where we used Bernstein, the boundedness on L4(Pt,u) and the finite band property for
Pl. Taking the L
1
t norm, we obtain
‖P>j(h)div/Pj(F )‖L1tL2x′ . 2
j
(
‖∇/h‖L2(Hu) + ‖K‖L2(Hu)‖h‖L∞t L4x′
)
‖F‖L2(Hu)
. 2jε, (9.33)
where we used in the last inequality the estimate (4.33) for K and the estimate (9.26) for
h and F . Now, (9.30), (9.31) and (9.33) imply
‖P≤j(h)div/Pj(F )‖L2
x′
L1t
. 2jε.
Together with (9.28) and (9.29), this yields
‖div/Pj(P≤j(h)F )‖L2
x′
L1t
. 2jε.
Together with (9.25) and (9.27), we obtain
‖div/Pj(nχ̂ · ∇/ χ̂)‖L2
x′
L1t
. 2jε.
Together with (9.23), this yields the desired estimate (9.17). This concludes the proof of
the proposition.
9.3.2 Proof of Proposition 2.37
Using the estimate (3.64) for transport equations, we have
‖∇/P≤jtrχ‖L2
x′
L∞t
. ‖∇/ nL∇/Pjtrχ‖L2x′L1t
. ‖∇/Pj(nLtrχ)‖L2
x′
L1t
+ ‖[∇/ nL,∇/ ]P≤jtrχ‖L2x′L1t + ‖∇/ [nL, P≤j ]trχ‖L2x′L1t
. ‖∇/P≤j(nLtrχ)‖L2
x′
L1t
+ ‖nχ∇/P≤jtrχ‖L2
x′
L1t
+ 2−jε
. ‖∇/P≤j(nLtrχ)‖L2
x′
L1t
+ ‖n‖L∞‖χ‖L∞
x′
L2t
‖∇/P≤jtrχ‖L2
x′
L1t
+ 2−jε
. ‖∇/P≤j(nLtrχ)‖L2
x′
L1t
+ ε‖∇/P≤jtrχ‖L2
x′
L∞t
+ 2−jε,
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where we used the commutator formula (2.48), the commutator estimate (9.5), and the
estimates (2.66) for n and (2.69) (2.70) for χ. Since ε > 0 is small, we obtain
‖∇/P≤jtrχ‖L2
x′
L∞t
. ‖∇/P≤j(nLtrχ)‖L2
x′
L1t
+ 2−jε. (9.34)
Now, (2.90) follows from (2.91) and (9.34). Thus, it remains to prove (2.89).
Next, using the Raychaudhuri equation (2.28), we have
‖∇/P≤j(nLtrχ)‖L2
x′
L1t
. ‖∇/P≤j(n|χ̂|2)‖L2
x′
L1t
+
∥∥∥∥∇/ P≤j (n(12(trχ)2 + δtrχ
))∥∥∥∥
L1
x′
L2t
. ‖∇/P≤j(n|χ̂|2)‖L2
x′
L1t
+
∥∥∥∥∇/ (n(12(trχ)2 + δtrχ
))∥∥∥∥
L2(Hu)
,
where we used the finite band property for Pj in the last inequality. Together with the
estimate (2.69) for trχ, the estimate (2.66) for n, and the estimates (2.66) (2.67) for δ,
we obtain
‖∇/P≤j(nLtrχ)‖L2
x′
L1t
. ‖∇/P≤j(n|χ̂|2)‖L2
x′
L1t
+ ε.
Thus, it remains to prove
‖∇/P≤j(n|χ̂|2)‖L2
x′
L1t
. ε. (9.35)
In view of (9.13), we have for any a > 0
‖[∇/ , P≤j](n|χ̂|2)‖L2(Pt,u) . ‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖n|χ̂|2‖L2(Pt,u) + ‖Λa(n|χ̂|2)‖L2(Pt,u)).
Taking the L1t norm, we obtain
‖[∇/ , P≤j](n|χ̂|2)‖L1tL2x′ . ‖K‖L2(Hu)(‖K‖L2(Hu)‖n‖L∞‖χ̂‖
2
L∞t L
4
x′
+ ‖Λa(n|χ̂|2)‖L2(Hu))
. ε,
where we used in the last inequality the estimate (4.33) for K, the estimate (2.66) for n,
the estimate (2.70) for χ̂ and the estimate (9.20) with the choice 0 < a < 1
2
. Thus, we
obtain
‖∇/P≤j(n|χ̂|2)‖L2
x′
L1t
. ‖P≤j∇/ (n|χ̂|2)‖L2
x′
L1t
+ ε. (9.36)
Next, we estimate the right-hand side of (9.36). In view of (9.22) and the boundedness
on L2(Pt,u) of P≤j , we have
‖∇/P≤j(n|χ̂|2)‖L2
x′
L1t
. ‖Pj(nχ̂ · ∇/ χ̂)‖L2
x′
L1t
+ ε. (9.37)
Now, recall the definition (9.24) of the scalar h and the vectorfield F , the decomposition
(9.25) of nχ̂ · ∇/ χ̂ and the estimate (9.26) for h and F . Using Bernstein for P≤j, we have
‖P≤j(P>j(h)F )‖L1
x′
L2t
. 2
j
2‖P>j(h)F‖
L1tL
4
3
x′
(9.38)
. 2
j
2‖P>jh‖L2tL4x′‖F‖L2(Hu)
. 2
j
2
(∑
l>j
2
l
2‖Plh‖L2(Pt,u)
)
‖F‖L2(Hu)
. 2
j
2
(∑
l>j
2−
l
2
)
‖∇/ h‖L2(Hu)‖F‖L2(Hu)
. ε,
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where we used Bernstein and the finite band property for Pl and the estimate (9.26) for
h and F .
Next, we evaluate the first term in the decomposition (9.25) of nχ̂ · ∇/ χ̂. We have
‖P≤j(P≤j(h)F )‖L2
x′
L1t
. ‖P≤j(h)P≤jF‖L2
x′
L1t
+ ‖[P≤j, P≤j(h)]F )‖L1
x′
L2t
. (9.39)
Since [P≤j , P≤j(h)] = [P>j, P≤j(h)], we have in view of the commutator estimate (9.11)
‖[P≤j, P≤j(h)]F )‖L1tL2x′ = ‖[P>j , P≤j(h)]F )‖L1tL2x′ (9.40)
.
∥∥‖∇/ h‖L2(Pt,u)‖F‖L2(Pt,u)∥∥L1t
. ‖∇/ h‖L2(Hu)‖F‖L2(Hu),
where we used in the last inequality the estimate (9.26) for h and F . Next, we consider
the first term in the right-hand side of (9.39). We have
‖P≤j(h)P≤j(F )‖L2
x′
L1t
. ‖hP≤j(F )‖L2
x′
L1t
+ ‖P>j(h)P≤j(F )‖L2
x′
L1t
. (9.41)
The first term in the right-hand side of (9.41) is estimated as follows
‖hP≤j(F )‖L2
x′
L1t
. ‖h‖L∞
x′
L2t
‖P≤j(F )‖L2(Hu) (9.42)
. ‖h‖L∞
x′
L2t
‖F‖L2(Hu)
. ε,
where we used the boundedness on L2(Pt,u) of P≤j and the estimate (9.26) for h and F .
Next, we estimate the second term in (9.41). We have
‖P>j(h)P≤j(F )‖L2(Pt,u) . ‖P>j(h)‖L4(Pt,u)‖P≤j(F )‖L4(Pt,u)
.
(∑
l>j
2
l
2‖Plh‖L2(Pt,u)
)
2
j
2‖F‖L2(Pt,u)
.
(∑
l>j
2−
l
2
)
‖∇/ h‖L2(Pt,u)2
j
2‖F‖L2(Pt,u)
. ‖∇/ h‖L2(Pt,u)‖F‖L2(Pt,u),
where we used Bernstein for Pl and Pj , and the finite band property for Pl. Taking the
L1t norm, we obtain
‖P>j(h)P≤j(F )‖L1tL2x′ . ‖∇/ h‖L2(Hu)‖F‖L2(Hu)
. ε, (9.43)
where we used in the last inequality the estimate (9.26) for h and F . Now, (9.41), (9.42)
and (9.43) imply
‖P≤j(h)P≤j(F )‖L2
x′
L1t
. 2jε.
Together with (9.39) and (9.40), this yields
‖P≤j(P≤j(h)F )‖L2
x′
L1t
. 2jε.
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Together with (9.38) and the decomposition of nχ̂ · ∇/ χ̂ given by (9.25), we obtain
‖P≤j(nχ̂ · ∇/ χ̂)‖L2
x′
L1t
. 2jε.
Together with (9.37), this yields the desired estimate (9.35). This concludes the proof of
the proposition.
A Appendix to section 4
A.1 Proof of Proposition 4.11
Recall from the Gauss equation (2.37) that:
K =
1
2
χ̂ABχ̂AB −
1
4
trχtrχ− ρ.
First, remark from (3.56) that:∥∥∥∥12 χ̂ABχ̂AB − 14trχtrχ
∥∥∥∥
L∞t L
2
x′
. ‖χ‖2L∞t L4x′ . N1(χ)
2 . ε. (A.1)
Furthermore, from the assumptions on the curvature flux (2.58) (2.59), we have:
‖ρ‖L2(Hu) ≤ ε. (A.2)
(A.1) and (A.2) imply (4.33).
We now concentrate on (4.34). We assume:∑
j≥0
2−j‖PjK‖2L∞t L2x′ + ‖P<0K‖
2
L∞t L
2
x′
. E2ε2, (A.3)
where E is a large enough constant. We will then try to improve (A.3). Note that (3.34),
(3.35) and (A.3) yield for any scalar function f on Pt,u:
‖∇/ 2f‖2L2(Pt,u) . ‖∆/ f‖2L2(Pt,u) + (Eε+ E4ε4)‖∇/ f‖2L2(Pt,u). (A.4)
In view of (A.1), we just need to bound ‖Λ− 12ρ‖L∞t L2x′ . Note from (3.35) that it suffices
to bound:
‖P<0ρ‖2L∞t L2x′ +
∑
j≥0
2−j‖Pjρ‖2L∞t L2x′ .
The term ‖P<0ρ‖L∞t L2x′ is easier to bound, so we concentrate on estimating the sum∑
j≥0 2
−j‖Pjρ‖L∞t L2x′ . We will use the following variant of (3.60) where we do not yet
use Cauchy-Schwarz in t for the integral containing DLF :
‖F‖2L∞t L2x′ .
∫ 1
0
‖DLF‖L2(Pt,u)‖F‖L2(Pt,u)dt+ ‖F‖2L2(Hu). (A.5)
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Using (A.5), properties (ii) and (iii) of Theorem 3.9 for Pj, the bound on ρ given by (2.59)
and the bound on n given by the bootstrap assumption (4.1), we have:∑
j≥0
2−j‖Pjρ‖2L∞t L2x′
.
∑
j≥0
2−j
(∫ 1
0
‖Pjρ‖L2(Pt,u)‖DLPjρ‖L2(Pt,u)dt+ ‖Pjρ‖2L2(Hu)
)
.
∑
j≥0
2−j
(∫ 1
0
‖Pjρ‖L2(Pt,u)‖DLPjρ‖L2(Pt,u)dt
)
+
∑
j≥0
2−j‖ρ‖2L2(Hu)
.
∑
j≥0
2−j
(∫ 1
0
‖Pjρ‖L2(Pt,u)‖nLPjρ‖L2(Pt,u)dt
)
+ ε2.
(A.6)
We have:
nLU(τ)ρ = U(τ)nLρ + V (τ) (A.7)
where V (τ) is satisfies:
(∂τ −∆/ )V (τ) = [nL,∆/ ]U(τ), V (0) = 0. (A.8)
Using (3.14) and (A.7), we obtain:
nLPjρ = PjnLρ+
∫ ∞
0
mj(τ)V (τ)dτ. (A.9)
We now estimate ‖PjnLρ‖L2(Hu). We may assume the existence of P˜j with the same
properties than Pj such that Pj = P˜j
2
(see [10]), and for simplicity we write Pj = P
2
j .
Also, using the fact that ΛΛ−1 = I and that Λ commutes with Pj, we obtain:
Pj = ΛPjPjΛ
−1, (A.10)
which together with property (iii) of Theorem 3.9 for Pj yields:
‖PjnLρ‖L2(Hu) . ‖ΛPj(PjΛ−1nLρ)‖L2(Hu) . 2j‖PjΛ−1nLρ‖L2(Hu). (A.11)
Using the Bianchi identity (2.53), we have:
nL(ρ) = div/ (nβ)−∇/ (n)β − n
2
χ̂α + n(kAN − 2ǫA)β. (A.12)
Together with properties (3.23) and (3.25) of Λ, this yields:
‖Λ−1nL(ρ)‖L2(Hu) . ‖nβ‖L2(Hu) +
∥∥∥∇/ (n)β − n
2
χ̂α + n(ǫ− 2ǫ)β
∥∥∥
L2tL
4
3
x′
(A.13)
. ε+ ‖∇/ (n)‖L∞t L4x′‖β‖L2(Hu) + ‖χ̂‖L∞t L4x′‖α‖L2(Hu) + ‖ǫ− 2ǫ‖L∞t L4x′‖β‖L2(Hu)
. ε(1 +N1(∇/ (n)) +N1(χ̂) +N1(ǫ) +N1(ǫ)) . ε,
where we have also used (3.56) to bound the L∞t L
4
x′ norms, (2.59) to estimate α, β, and
the bootstrap assumptions (4.1)-(4.5). Now, (A.11) and (A.13) yield:∑
j≥0
2−2j‖PjnLρ‖2L2(Hu) .
∑
j≥0
‖PjΛ−1nLρ‖2L2(Hu) . ‖Λ−1nLρ‖2L2(Hu) . ε2. (A.14)
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Property (ii) of Theorem 3.9, (A.6), (A.9), (A.2), (A.11) and (A.13) imply:
∑
j≥0
2−j‖Pjρ‖2L∞t L2x′ .
∑
j≥0
2−j
(∫ 1
0
‖Pjρ‖L2(Pt,u)‖nLPjρ‖L2(Pt,u)dt
)
+ ε2
.
∑
j≥0
2−j‖Pjρ‖L2(Hu)‖PjnLρ‖L2(Hu)
+
∑
j≥0
2−j
(∫ 1
0
‖Pjρ‖L2(Pt,u)
∥∥∥∥∫ ∞
0
mj(τ)V (τ)dτ
∥∥∥∥
L2(Pt,u)
dt
)
+ ε2
.
∑
j≥0
‖Pjρ‖2L2(Hu) +
∑
j≥0
2−2j‖PjnLρ‖2L2(Hu)
+
∑
j≥0
2−j‖Pjρ‖L∞t L2x′
∥∥∥∥∫ ∞
0
mj(τ)V (τ)dτ
∥∥∥∥
L1tL
2
x′
+ ε2
.
(∑
j≥0
2−j‖Pjρ‖2L∞t L2x′
) 1
2
×
(∑
j≥0
2−j
∥∥∥∥∫ ∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥2
L1(0,1)
) 1
2
+ ε2,
(A.15)
which yields:
∑
j≥0
2−j‖Pjρ‖2L∞t L2x′ .
∑
j≥0
2−j
∥∥∥∥∫ ∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥2
L1(0,1)
+ ε2. (A.16)
In view of (A.16), we have to estimate ‖V (τ)‖L2(Pt,u). Let a, p real numbers satisfying:
0 < a <
1
2
, 2 < p < +∞, such that p < min
(
2
1− a,
8
3
)
. (A.17)
(3.28) implies:
‖Λ−aV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
.
∫ τ
0
∫
Pt,u
Λ−2aV (τ ′)[nL,∆/ ]U(τ ′)ρdµt,udτ
′.
(A.18)
Let p defined in (A.17), and let p′ such that 1
p
+ 1
p′
= 1
2
. Using the commutator formula
(2.49), (A.7), and integrating by parts the term ∇/ 2U(τ)ρ yields:∫ τ
0
∫
Pt,u
Λ−2aV (τ ′)[nL,∆/ ]U(τ ′)ρdµt,udτ
′ (A.19)
. (‖∇/ (nχ)‖L2(Pt,u) + ‖n(2χ̂ǫ− ǫtrχ−∇/ trχ)‖L2(Pt,u))
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)
×‖Λ−2aV (τ ′)‖Lp′(Pt,u)dτ ′ + ‖nχ‖Lp′(Pt,u)
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′.
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(3.3), (3.21), (3.20) and (A.4) yield:∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖Λ−2aV (τ ′)‖Lp′(Pt,u)dτ ′ +
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
.
∫ τ
0
‖∇/U(τ ′)‖
2
p
L2(Pt,u)
‖∇/ 2U(τ ′)‖1−
2
p
L2(Pt,u)
‖Λ−aV (τ ′)‖a
Lp′(Pt,u)
‖∇/Λ−aV (τ ′)‖1−a
Lp′(Pt,u)
dτ ′
. E2(1−
2
p
)
∫ τ
0
‖∇/U(τ ′)‖
2
p
L2(Pt,u)
‖∆/U(τ ′)‖1−
2
p
L2(Pt,u)
‖Λ−aV (τ ′)‖a
Lp′(Pt,u)
‖∇/Λ−aV (τ ′)‖1−a
Lp′(Pt,u)
dτ ′
.
(
E4(1−
2
p
)
∫ τ
0
‖∇/U(τ ′)‖2L2(Pt,u)dτ ′ + E4(1−
2
p
)
∫ τ
0
τ ′‖∆/U(τ ′)‖2L2(Pt,u)dτ ′
) 1
2
(
1
2
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
− p−2
ap ‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
) 1
2
(A.20)
which together with the estimates for the heat flow (3.8), (3.10) implies:∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖Λ−2aV (τ ′)‖Lp′(Pt,u)dτ ′ +
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
. E
1
2‖ρ‖L2(Pt,u)
(∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
− p−2
ap ‖Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
) 1
2
.
(A.21)
Finally, the choice of p (A.17), (A.18), (A.19) and (A.21) yield:
‖Λ−aV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. E(‖∇/ (nχ)‖L2(Pt,u) + ‖n(2χ̂ǫ− ǫtrχ−∇/ trχ)‖L2(Pt,u))2‖ρ‖2L2(Pt,u).
(A.22)
Using the interpolation inequality (3.20), we obtain:∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ .
∫ τ
0
‖Λ−aV (τ ′)‖
2(1−a)
a
L2(Pt,u)
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. E
1
a (‖∇/ (nχ)‖L2(Pt,u) + ‖n(2χ̂ǫ− ǫtrχ−∇/ trχ)‖L2(Pt,u))
2
a‖ρ‖
2
a
L2(Pt,u)
,
(A.23)
which together with the bootstrap assumptions (4.1)-(4.5) and the estimate on ρ (A.2)
yields:∥∥∥∥∫ +∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥
L1(0,1)
. 2ja
∥∥∥∥∥
(∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ
) a
2
∥∥∥∥∥
L1(0,1)
. 2jaE
1
2 (N1(χ)(N1(∇/ n) + ‖n‖L∞(Hu)) + ‖n‖L∞(Hu)(N1(χ)N1(ǫ) +N1(χ))‖ρ‖L2(Hu)
. 2jaE
1
2ε
(A.24)
In turn, we obtain together with (A.16) and the fact that 0 < a < 1
2
:∑
j≥0
2−j‖Pjρ‖2L∞t L2x′ .
∑
j≥0
2−j22jaEε2 + ε2 . Eε2. (A.25)
Using (A.1), we obtain for K: ∑
j≥0
2−j‖PjK‖2L∞t L2x′ . Eε
2, (A.26)
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which is an improvement of (A.3). Thus, we have proved:∑
j≥0
2−j‖PjK‖2L∞t L2x′ . ε
2, (A.27)
which together with (3.35) concludes the proof of (4.34).
A.2 Proof of Lemma 4.14
Let u0 < u1. We have∫
Pt,u1
F (u1, ·) · ∇/G(u1, ·) =
∫
Pt,u0
F (u0, ·) · ∇/G(u0, ·) +
∫ u1
u0
∂u
(∫
Pt,u
F · ∇/G
)
du
.
∫
Pt,u0
F (u0, ·)∇/G(u0, ·) +
∫
R
∣∣∣∣∣∂u
(∫
Pt,u
F · ∇/G
)∣∣∣∣∣ du.
Letting u0 → −∞ and taking the supremum in u1, this yields
sup
u
(∫
Pt,u
F · ∇/G
)
.
∫
R
∣∣∣∣∣∂u
(∫
Pt,u
F · ∇/G
)∣∣∣∣∣ du.
Together with (3.74), this yields
sup
u
(∫
Pt,u
F · ∇/G
)
.
∫
u
∣∣∣∣∣
∫
Pt,u
b(∇/NF · ∇/G+ F · ∇/N∇/G + trθF · ∇/G)dµt,u
∣∣∣∣∣ du
.
∫
u
∣∣∣∣∣
∫
Pt,u
b(∇/NF · ∇/G+ F · ∇/∇/NG + F · [∇/N ,∇/ ]G + trθF · ∇/G)dµt,u
∣∣∣∣∣ du.
Decomposing
F · ∇/∇/NG = div/ (F · ∇/NG)−∇/F · ∇/NG
and integrating by parts the divergence term on Pt,u, we deduce
sup
u
(∫
Pt,u
F · ∇/G
)
.
∫
u
∫
Pt,u
∣∣∣∇/NF · ∇/G−∇/ F · ∇/NG− b−1∇/ b · F · ∇/NG+ F · [∇/ N ,∇/ ]G+ trθF · ∇/G∣∣∣bdµt,udu,
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which in view of the coarea formula (3.53) yields
sup
u
(∫
Pt,u
F · ∇/G
)
(A.28)
.
∫
Σt
∣∣∣∇/NF · ∇/G−∇/F · ∇/NG− b−1∇/ b · F · ∇/NG+ F · [∇/ N ,∇/ ]G+ trθF · ∇/G∣∣∣dΣt
. ‖∇F‖L2(Σt)‖∇G‖L2(Σt) + (‖b−1∇/ b‖L4(Σt) + ‖trθ‖L4(Σt))‖F‖L4(Σt)‖∇G‖L2(Σt)
+‖F‖L4(Σt)‖[∇/N ,∇/ ]G‖L 43 (Σt).
The commutator formula (2.47) implies
‖[∇/N ,∇/ ]G‖L 43 (Σt)
. (‖b−1∇/ b‖L4(Σt) + ‖χ‖L4(Σt) + ‖η‖L4(Σt))‖∇G‖L2(Σt)
+(‖R‖L2(Σt) + (‖χ‖L4(Σt) + ‖ǫ‖L4(Σt) + ‖ξ‖L4(Σt) + ‖χ‖L4(Σt) + ‖ζ‖L4(Σt))2)‖G‖L4(Σt),
which together with (A.28) and the Sobolev embedding (3.68) on Σt implies
sup
u
(∫
Pt,u
F · ∇/G
)
(A.29)
.
(
1 + ‖b−1∇/ b‖L4(Σt) + ‖χ‖L4(Σt) + ‖η‖L4(Σt) + (‖R‖L2(Σt) + (‖χ‖L4(Σt) + ‖ǫ‖L4(Σt)
+‖ξ‖L4(Σt) + ‖χ‖L4(Σt) + ‖ζ‖L4(Σt))2
)
‖F‖H1(Σt)‖G‖H1(Σt),
where we used in the last inequality the definition (4.65) of θ in the last inequality. Now,
in view of the embedding (3.56), we have
‖b−1∇/ b‖L4(Σt) + ‖χ‖L4(Σt) + ‖η‖L4(Σt) + ‖ǫ‖L4(Σt) + ‖ξ‖L4(Σt) + ‖χ‖L4(Σt) + ‖ζ‖L4(Σt)
. ‖b−1∇/ b‖L∞t L4x′ + ‖χ‖L∞t L4x′ + ‖η‖L∞t L4x′ + ‖ǫ‖L∞t L4x′ + ‖ξ‖L∞t L4x′ + ‖χ‖L∞t L4x′ + ‖ζ‖L∞t L4x′
. N1(b−1∇/ b) +N1(χ) +N1(η) +N1(ǫ) +N1(ξ) +N1(χ) +N1(ζ)
. 1, (A.30)
where we used in the last inequality the bootstrap assumptions (4.1)-(4.6) for b, χ, η, ǫ,
ξ, χ and ζ . Finally, (A.29), (A.30) and the assumption (2.59) on R yield
sup
u
(∫
Pt,u
F · ∇/G
)
. ‖F‖H1(Σt)‖G‖H1(Σt),
which is the desired estimate. This concludes the proof of Lemma 4.14.
A.3 Proof of Lemma 4.23
Using the formula (3.52) for the commutator [∗D−11 ,∇/ nL], we have:
[∗D−11 ,∇/ nL](β) = ∗D−11 [∗D1,∇/ nL](∗D−11 (β))
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which in view of Lemma 3.16 yields:
‖[∗D−11 ,∇/ nL](β)‖L2tL3x′ + ‖[
∗D−11 ,∇/ nL](β)‖L1tL4x′ (A.31)
. ‖[∗D1,∇/ nL](∗D−11 (β))‖
L2tL
4
3
x′
+ ‖[∗D1,∇/ nL](∗D−11 (β))‖
L1tL
3
2
x′
.
Now, from the commutator formula (2.48) and the fact that ∗D−11 (β) is a scalar, we have
[∗D1,∇/ nL](∗D−11 (β)) = nχ · ∇/ (∗D−11 (β))
which together with (A.31) implies:
‖[∗D−11 ,∇/ nL](β)‖L2tL3x′ + ‖[
∗D−11 ,∇/ nL](β)‖L1tL4x′
. ‖nχ · ∇/ (∗D−11 (β))‖
L2tL
4
3
x′
+ ‖nχ · ∇/ (∗D−11 (β))‖
L1tL
3
2
x′
. ‖n‖L∞(‖χ‖L∞t L4x′ + ‖χ‖L2tL6x′ )‖∇/ (
∗D−11 (β)‖L2(Hu)
. N1(χ)‖β‖L2(Hu)
. Dε2
. ε,
where we used the bootstrap assumption (4.1) for n, the bootstrap assumptions (4.4) (4.5)
for χ, the curvature bound (2.59) for β, and the estimate (3.49) for ∗D−11 . This concludes
the proof of Lemma 4.23.
B Appendix to section 5
B.1 Proof of Lemma 5.6
We decompose ‖Pj(H · F )‖L2(Hu) using the property (3.15) of the geometric Littlewood-
Paley projections:
‖Pj(H · F )‖L2(Hu) . ‖Pj(H · P<0F )‖L2(Hu) +
∑
l≥0
‖Pj(H · PlF )‖L2(Hu). (B.1)
We focus on the second term in the right-hand side of (B.1), the other being easier to
handle. We start with the case l ≤ j. Using the assumption (5.81) for F , the Sobolev
inequality (3.56) and the weak Bernstein inequality iv) of Theorem 3.9, we have:
‖Pj(H · PlF )‖L2(Hu) . ‖H · PlF‖L2(Hu)
. ‖H‖L∞t L4x′‖PlF‖L2tL4x′
. N1(H)2 l2‖PlF‖L2(Hu)
. N1(H)(2lC1 + 2 l2C2),
which yields:∑
l≤j
‖Pj(H · PlF )‖L2(Hu) .
∑
l≤j
N1(H)(2lC1 + 2 l2C2) . N1(H)(2jC1 + 2
j
2C2). (B.2)
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We now focus on the case l > j. We further decompose:
‖Pj(H · PlF )‖L2(Hu) . ‖Pj(P≤lH · PlF )‖L2(Hu) + ‖Pj(P>lH · PlF )‖L2(Hu). (B.3)
We evaluate first the second term in the right-hand side of (B.3). Using the dual of the
sharp Bernstein inequality (4.36) for scalars, we obtain:
‖Pj(P>lH · PlF )‖L2(Hu) . 2j‖P>lH · PlF‖L2tL1x′ (B.4)
. ‖P>lH‖L∞t L2x′‖PlF‖L2(Hu)
. 2−
l
2N1(H)(C1 + 2− l2C2),
where we used the assumption (5.81) for F and the estimate (5.87) for H . We now
consider the first term in the right-hand side of (B.3). Using (5.88) with p = 4
3
, the dual
of the sharp Bernstein inequality (4.36) for scalars and (5.87), we obtain:
‖Pj(P≤lH · PlF )‖L2(Hu) (B.5)
= 2−2l‖Pj(P≤lH ·∆/PlF )‖L2(Hu)
. 2−2l‖Pj(div/ (P≤lH · ∇/PlF ))‖L2(Hu) + 2−2l‖Pj(∇/P≤lH · ∇/PlF )‖L2(Hu)
. 2−2l2
3
2
j‖P≤lH · ∇/PlF‖
L2tL
4
3
x′
+ 2−2l+j‖∇/P≤lH · ∇/PlF‖L2tL1x′
. 2−2l+
3
2
j‖H‖L∞t L4x′‖∇/PlF‖L2(Hu) + 2
−2l+j‖∇/P≤lH‖L∞t L2x′‖∇/PlF‖L2(Hu)
. (2
3
2
j−l + 2j−
1
2
l)N1(H)(C1 + 2− l2C2).
B.2 Proof of Lemma 5.7
We decompose ‖Pj(hf)‖LptL2x′ using the property (3.15) of the geometric Littlewood-Paley
projections:
‖Pj(hf)‖LptL2x′ . ‖Pj(hP<0f)‖LptL2x′ +
∑
l≥0
‖Pj(hPlf)‖LptL2x′ . (B.6)
We focus on the second term in the right-hand side of (B.6), the other being easier to
handle. Using the L2-boundedness of the Littlewood-Paley projection Pj , we have:
‖Pj(hPlf)‖LptL2x′ . ‖Plf‖LptL2x′ . ‖h‖L∞(2
lC1 + 2
l
2C2). (B.7)
We now decompose ‖Pj(hPlf)‖LptL2x′ again using the property (3.15) of the geometric
Littlewood-Paley projections:
‖Pj(hPlf)‖LptL2x′ . ‖Pj(P<0(h)Plf)‖LptL2x′ +
∑
q≥0
‖Pj(Pq(h)Plf)‖LptL2x′ . (B.8)
We focus on the second term in the right-hand side of (B.8), the other being easier to
handle. We have:
‖Pj(Pq(h)Plf)‖LptL2x′ . 2
j‖Pq(h)Plf‖LptL1x′ (B.9)
. 2j‖Pq(h)‖L∞t L2x′‖Plf‖LptL2x′
. 2j(2lC1 + 2
l
2 )‖Pq(h)‖L∞t L2x′ ,
180
where we used in the last inequality the assumption (5.83) for f .
We now derive a second estimate. Using the properties of the Littlewood-Paley pro-
jection Pl, we have:
‖Pj(Pq(h)Plf)‖LptL2x′ . 2
−2l‖Pj(Pq(h)∆/ Plf)‖LptL2x′ (B.10)
. 2−2l‖Pj(∆/ (Pq(h)Plf))‖LptL2x′ + 2
−2l‖Pj(div/ (∇/Pq(h)Plf))‖LptL2x′
+2−2l‖Pj(∆/ (Pq(h))Plf)‖LptL2x′
. 22j−2l‖Pq(h)Plf‖LptL2x′ + 2
j−2l‖∇/Pq(h)Plf‖LptL2x′
+2j+2q−2l‖Pq(h)Plf‖LptL1x′
. 22j−2l‖Pq(h)‖L∞‖Plf‖LptL2x′ + 2
j−2l‖∇/Pq(h)‖L∞t L4x′‖Plf‖LptL4x′
+2j+2q−2l‖Pq(h)‖L∞t L2x′‖Plf‖LptL2x′
.
(
22j−2l+q‖Pq(h)‖L∞t L2x′ + 2
j− 3l
2 ‖∇/ 2Pq(h)‖
1
2
L∞t L
4
x′
‖∇/Pq(h)‖
1
2
L∞t L
2
x′
+2j+2q−2l‖Pq(h)‖L∞t L2x′
)
‖Plf‖LptL2x′
. (22j−2l+q + 2j−
3l
2
+ 3q
2 + 2j+2q−2l)‖Pq(h)‖L∞t L2x′ (2
lε+ 2
l
2εγ(u)),
where we used the dual of the sharp Bernstein inequality (4.36) and the finite band
property for Pj , the weak Bernstein inequality for Pl, the Gagliardo-Nirenberg inequality
(3.3), the Bochner inequality (4.38) for scalars, the finite band property and the sharp
Bernstein inequality (4.36) for Pq, and the assumption (5.83) for f .
Then, using (B.9) when q > l, and (B.10) when q ≤ l, we obtain:∑
q,l>j
‖Pj(Pq(b)Plf)‖LptL2x′ . ‖h‖B1(2
jC1 + 2
j
2C2)
which together with (B.8) yields:∑
l>j
‖Pj(hPlf)‖LptL2x′ . ‖h‖B1(2
jC1 + 2
j
2C2). (B.11)
Finally, using (B.7) when l ≤ j and (B.11) when l > j, we obtain:∑
l
‖Pj(hPlf)‖LptL2x′ . (‖h‖L∞ + ‖h‖B1)(2
jC1 + 2
j
2C2),
which together with (B.6) implies:
‖Pj(hf)‖LptL2x′ . (‖h‖L∞ + ‖h‖B1)(2
jC1 + 2
j
2C2). (B.12)
Now, the embedding (5.9) applied to h together with (B.12) concludes the proof of Lemma
5.7.
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B.3 Proof of Lemma 5.8
Let f the scalar function on Hu defined by f = D1(F ). The assumption (5.85) now reads
for all j ≥ 0:
‖Pjf‖L2(Hu) . 2jC1 + 2
j
2C2 (B.13)
where C1, C2 are constants possibly depending on u. From the definition of f , we have
F = D−11 (f). We decompose the norm ‖PjF‖L2(Hu) using the property (3.15) of the
geometric Littlewood-Paley projections:
‖PjF‖L2(Hu) . ‖PjD−1P<0(f)‖L2(Hu) +
∑
q≥0
‖PjD−1Pq(f)‖L2(Hu). (B.14)
The first term in the right-hand side of (B.13) is easier to handle, so we focus on the sum
in q. We have:
‖PjD−11 Pq(f)‖L2(Hu) . 2−j‖∇/D−11 ‖L(L2(Pt,u))‖Pq(f)‖L2(Hu) . 2−j(2qC1 + 2
q
2C2), (B.15)
where we used the finite band properties of the Littlewood-Paley projection Pj, the esti-
mate (3.49) for D−11 and (B.13). We now derive a second estimate. Using the properties
of the Littlewood-Paley projection Pq and the identity (3.37) for D1, we have:
‖PjD−11 Pq(f)‖L2(Hu) . 2−2q‖PjD−11 ∆/Pq(f)‖L2(Pt,u) (B.16)
. 2−2q‖Pj∗D1Pq(f)‖L2(Pt,u)
. 2j−2q‖Pq(f)‖L2(Pt,u)
. 2j−2q(2qC1 + 2
q
2C2),
where we used the finite band properties of the Littlewood-Paley projection Pj and (B.13).
We now use (B.15) for q ≤ j and (B.16) for q > j to obtain:∑
q≥0
‖PjD−11 Pq(f)‖L2(Hu) .
∑
q≤l
2−j(2qC1 + 2
q
2C2) +
∑
q>l
2j−2q(2qC1 + 2
q
2C2)
. C1 + 2
− j
2C2
which together with (B.14) concludes the proof of Lemma 5.8
B.4 Proof of Lemma 5.9
First, from the finite band property of the Littlewood-Paley projection Pj , we have:
‖∇/PjF‖L∞t L2x′ . 2
j‖PjF‖L∞t L2x′ (B.17)
so that we only need to estimate the first term in the left-hand side of (5.87).
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Using (A.5), properties (ii) and (iii) of Theorem 3.9 for Pj, and the L
∞ bound on n
given by (2.66), we have:∑
j≥0
2j‖PjF‖2L∞t L2x′
.
∑
j≥0
2j
(∫ 1
0
‖PjF‖L2(Pt,u)‖∇/ LPjF‖L2(Pt,u)dt+ ‖PjF‖2L2(Hu)
)
.
∑
j≥0
2j
(∫ 1
0
‖PjF‖L2(Pt,u)‖∇/ nLPjF‖L2(Pt,u)dt
)
+
∑
j≥0
2j‖PjF‖2L2(Hu)
.
∑
j≥0
2j‖PjF‖L2(Hu)‖Pj∇/ nLF‖L2(Hu) +
∑
j≥0
2j‖PjF‖L∞t L2x′‖[Pj ,∇/ nL]F‖L1tL2x′ +N1(F )
2
.
(∑
j≥0
2j‖PjF‖2L∞t L2x′
) 1
2
(∑
j≥0
2j‖[Pj ,∇/ nL]F‖2L1tL2x′
) 1
2
+N1(F )2
which yields: ∑
j≥0
2j‖PjF‖2L∞t L2x′ .
∑
j≥0
2j‖[Pj ,∇/ nL]F‖2L1tL2x′ +N1(F )
2. (B.18)
Now, the commutator estimate (5.24) and (B.18) yield∑
j≥0
2j‖PjF‖2L∞t L2x′ .
∑
j≥0
2j2−2j+N1(F )2 +N1(F )2 . N1(F )2
which together with (B.17) concludes the proof of Lemma 5.9.
B.5 Proof of Lemma 5.10
By duality, it suffices to prove for any scalar function f on Pt,u, for any 2 ≤ p < +∞ and
for all j ≥ 0 the following inequality:
‖∇/Pjf‖Lp(Pt,u) . 22(1−
1
p
)j‖f‖L2(Pt,u). (B.19)
Now, using the Gagliardo-Nirenberg inequality (3.3), the Bochner inequality for scalar
functions (4.38), and the property iii) of Theorem 3.9 for Littlewood-Paley projections,
we have:
‖∇/Pjf‖Lp(Pt,u) . ‖∇/ 2Pjf‖
1− 2
p
L2(Pt,u)
‖∇/Pjf‖
2
p
L2(Pt,u)
. (‖∆/Pjf‖L2(Pt,u) + ‖∇/Pjf‖L2(Pt,u))1−
2
p‖∇/Pjf‖
2
p
L2(Pt,u)
. 22j(1−
1
p
)‖f‖L2(Pt,u),
which is (B.19). This concludes the proof of Lemma 5.10.
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B.6 Proof of Lemma 5.11
We first decompose f using the property (3.15) for the Littlewood-Paley projections Pl.
We have:
f =
∑
l
fl (B.20)
where fl is the solution of the following transport equation:
nL(fl) = 0, fl = Plf0 on P0,u. (B.21)
Using the L2 boundedness of Pj , the equation (B.21), and the estimate (3.64) for
transport equations applied to fl, we have:
‖Pjfl‖L∞t L2x′ . ‖fl‖L∞t L2x′ . ‖Plf0‖L2(P0,u) . C2
l
2 . (B.22)
Next, we derive a second estimate for ‖Pjfl‖L∞t L2x′ . We define vl as
vl = −2−2l∆/ fl + fl
which in view of (B.21) satisfies the following transport equation:
nL(vl) = −2−2l[nL,∆/ ]fl, vl = 0 on P0,u. (B.23)
The definition of vl yields:
Pj(fl) = 2
−2lPj(∆/ fl) + Pj(vl)
which together with the finite band property for Pj implies:
‖Pj(fl)‖L∞t L2x′ . 2
2j−2l‖fl‖L∞t L2x′ + ‖Pj(vl)‖L∞t L2x′ (B.24)
. 22j−
3l
2 C + 2−2l
∥∥∥∥Pj (∫ t
0
([nL,∆/ ]f)
)∥∥∥∥
L∞t L
2
x′
,
where we used the estimate (B.22) for fl, and the transport equation (B.23) for vl in the
last inequality. Next, we estimate the second term in the right-hand side of (B.24). The
commutator formula (2.49) implies:∥∥∥∥Pj (∫ t
0
([nL,∆/ ]f)
)∥∥∥∥
L∞t L
2
x′
.
∥∥∥∥Pj (∫ t
0
div/ (nχ · ∇/ fl)
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Pj (∫ t
0
(n(∇/ χ+ χ · (ǫ+ n−1∇/ n)∇/ fl)
)∥∥∥∥
L∞t L
2
x′
which together with Lemma 5.16 and the dual of the sharp Bernstein inequality (4.36)
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for Pj yields:∥∥∥∥Pj (∫ t
0
([nL,∆/ ]f)
)∥∥∥∥
L∞t L
2
x′
(B.25)
. 2j‖nχ · ∇/ fl‖L2
x′
L1t
+ 2j
∥∥∥∥∫ t
0
(n(∇/χ + χ · (ǫ+ n−1∇/ n)∇/ fl)
∥∥∥∥
L∞t L
1
x′
. 2j‖n‖L∞‖χ‖L∞
x′
L2t
‖∇/ fl‖L2(Hu) + 2j‖n(∇/χ+ χ · (ǫ+ n−1∇/ n)fl‖L1(Hu)
. 2jε‖∇/ fl‖L2(Hu) + 2j‖n‖L∞(‖∇/χ‖L2(Hu) +N1(χ)(N1(ǫ) +N1(n−1∇/ n))‖fl‖L2(Hu)
. 2jε‖∇/ fl‖L2(Hu),
where we used the estimate (3.64) for transport equations, and the estimates (2.66)-(2.70)
for n, χ, and ǫ.
In view of (B.25), we need to estimate ‖∇/ fl‖L2(Hu). In view of the transport equation
(B.21) satisfied by fl, we have:
nL(∇/ fl) = [nL,∇/ ]fl, ∇/ fl = ∇/Plf0 on P0,u.
Together with the estimate (3.64) and the commutator formula (2.48), this yields:
‖∇/ fl‖L2(Hu) . ‖∇/Plf0‖L2(P0,u) + ‖[nL,∇/ ]fl‖L2
x′
L1t
. 2l‖Plf0‖L2(P0,u) + ‖nχ · ∇/ fl‖L2
x′
L1t
. 2
3l
2 C + ‖n‖L∞‖χ‖L∞
x′
L2t
‖∇/ fl‖L2(Hu)
. 2
3l
2 C + ε‖∇/ fl‖L2(Hu),
where we used the finite band property for Pl, the assumption on f0, and the estimates
(2.66)-(2.70) for n and χ. Since ε is small, we obtain:
‖∇/ fl‖L2(Hu) . 2
3l
2 C. (B.26)
Finally, (B.25) and (B.26) imply:∥∥∥∥Pj (∫ t
0
([nL,∆/ ]f)
)∥∥∥∥
L∞t L
2
x′
. 2j+
3l
2 Cε,
which together with (B.24) yields:
‖Pj(fl)‖L∞t L2x′ . 2
2j− 3l
2 C + 2j−
l
2Cε. (B.27)
Now, using (B.20), and summing (B.22) for l ≤ j and (B.27) for l > j, we obtain:
‖Pjf‖L∞t L2x′ .
∑
l
‖Pj(fl)‖L∞t L2x′ . C2
j
2
which yields the conclusion of Lemma 5.11.
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B.7 Proof of Lemma 5.12
We decompose ‖Pj
(∫ t
0
(fµ1)dτ
)
‖L2(Hu) using the property (3.15) of the geometric Littlewood-
Paley projections:∥∥∥∥Pj (∫ t
0
(fµ1)dτ
)∥∥∥∥
L2(Hu)
(B.28)
.
∥∥∥∥Pj (∫ t
0
(fP<0µ1)dτ
)∥∥∥∥
L2(Hu)
+
∑
l≥0
∥∥∥∥Pj (∫ t
0
(fPlµ1)dτ
)∥∥∥∥
L2(Hu)
.
We focus on the second term in the right-hand side of (B.28), the other being easier to
handle. Using the L2 boundedness of the Littlewood-Paley projection Pj and the estimate
for transport equations (3.64), we have:∥∥∥∥Pj (∫ t
0
(fPlµ1)dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥∫ t
0
(fPlµ1)dτ
∥∥∥∥
L2(Hu)
(B.29)
. ‖fPlµ1‖L2
x′
L1t
. ‖f‖L∞
x′
L2t
‖Plµ1‖L2(Hu)
. Dε22l +Dε22
l
2γ(u),
where we used the estimate (5.93) for µ1 and the assumption of Lemma 5.12 for f .
We now make another decomposition using the property (3.15) of the geometric
Littlewood-Paley projections:∥∥∥∥Pj (∫ t
0
(fPlµ1)dτ
)∥∥∥∥
L2(Hu)
(B.30)
.
∥∥∥∥Pj (∫ t
0
(P<0(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
+
∑
q≥0
∥∥∥∥Pj (∫ t
0
(Pq(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
.
We focus on the second term in the right-hand side of (B.30), the other being easier
to handle. Using the dual of the sharp Bernstein inequality (4.36) and the estimate for
transport equations (3.64), we have:∥∥∥∥Pj (∫ t
0
(Pq(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
. 2j
∥∥∥∥∫ t
0
(Pq(f)Plµ1)dτ
∥∥∥∥
L2tL
1
x′
(B.31)
. 2j‖Pq(f)Plµ1‖L1(Hu)
. 2j‖Pqf‖L2(Hu)‖Plf‖L2(Hu)
. 2j(Dε2l +Dε2
l
2γ(u))‖Pqf‖L2(Hu)
where we used the estimate (5.93) for µ1 in the last inequality.
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We now derive a second estimate. Using the property of the Littlewood-Paley projec-
tion Pl, we have:∥∥∥∥Pj (∫ t
0
(Pq(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
. 2−2l
∥∥∥∥Pj (∫ t
0
(Pq(f)∆/Plµ1)dτ
)∥∥∥∥
L2(Hu)
. 2−2l
∥∥∥∥Pj (∫ t
0
∆/ (Pq(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
+ 2−2l
∥∥∥∥Pj (∫ t
0
div/ (∇/ (Pq(f))Plµ1)dτ
)∥∥∥∥
L2(Hu)
+2−2l
∥∥∥∥Pj (∫ t
0
(∆/ (Pq(f))Plµ1)dτ
)∥∥∥∥
L2(Hu)
which together with Lemma 5.15, Lemma 5.16, the dual of the sharp Bernstein inequality
(4.36) for Pj , and the estimate for transport equations (3.64) implies:∥∥∥∥Pj (∫ t
0
(Pq(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
(B.32)
. 22j−2l‖Pq(f)Plµ1‖L2
x′
L1t
+ 2
3j
2
−2l‖∇/ (Pq(f))Plµ1‖
L
4
3
x′
L1t
+ 2j−2l‖∆/ (Pq(f))Plµ1‖L1(Hu)
. 22j−2l‖Pq(f)‖L2tL4x′‖Plµ1‖L2tL4x′ + 2
3j
2
−2l‖∇/ (Pq(f))‖L2(Hu)‖Plµ1‖L2tL4x′
+2j−2l‖∆/ (Pq(f))‖L2(Hu)‖Plµ1‖L2(Hu)
. 22j+
q
2
− 3l
2 ‖Pq(f)‖L2(Hu)‖Plµ1‖L2(Hu) + 2
3j
2
+q− 3l
2 ‖Pq(f)‖L2(Hu)‖Plµ1‖L2(Hu)
+2j+2q−2l‖Pq(f)‖L2(Hu)‖Plµ1‖L2(Hu)
. (22j+
q
2
− 3l
2 + 2
3j
2
+q− 3l
2 + 2j+2q−2l)(Dε2l +Dε2
l
2γ(u))‖Pq(f)‖L2(Hu),
where we have used the weak Bernstein inequality for Pq and Pl, and the estimate (5.93)
for µ1.
Then, using (B.31) for q > l and (B.32) for q ≤ l, we obtain:
∑
q≥0
∥∥∥∥Pj (∫ t
0
(Pq(f)Plµ1)dτ
)∥∥∥∥
L2(Hu)
. (22j−2l + 2
3j
2
− 5l
2 )(Dε2l +Dε2
l
2γ(u))
(∑
q≥0
2q‖Pq(f)‖L2(Hu)
)
+2j(Dε+Dε2−
l
2γ(u))
(∑
q≥0
2−|q−l|2q‖Pq(f)‖L2(Hu)
)
. (22j−2l + 2
3j
2
− 5l
2 )(Dε2l +Dε2
l
2γ(u))ε
+2j(Dε+Dε2−
l
2γ(u))
(∑
q≥0
2−|q−l|2q‖Pq(f)‖L2(Hu)
)
,
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where we used the bound on ‖∇/ f‖B0 given by the assumptions of Lemma 5.12 in the last
inequality. Together with (B.30), we obtain:∥∥∥∥Pj (∫ t
0
(fPlµ1)dτ
)∥∥∥∥
L2(Hu)
. (22j−2l + 2
3j
2
− 5l
2 )(Dε2l +Dε2
l
2γ(u))ε (B.33)
+2j(Dε+Dε2−
l
2γ(u))
(∑
q≥0
2−|q−l|2q‖Pq(f)‖L2(Hu)
)
.
Finally, using (B.28), (B.29) for l ≤ j and (B.33) for l > j, we get:∥∥∥∥Pj (∫ t
0
(fµ1)dτ
)∥∥∥∥
L2(Hu)
. (Dε2j +Dε2
j
2γ(u))ε (B.34)
+(Dε2j +Dε2
j
2γ(u))
(∑
l,q≥0
2−|q−l|2q‖Pq(f)‖L2(Hu)
)
. (Dε2j +Dε2
j
2γ(u))(ε+ ‖∇/ f‖B0)
. (Dε22j +Dε22
j
2γ(u)),
where we used the bound on ‖∇/ f‖B0 given by the assumptions of Lemma 5.12 in the last
inequality. This concludes the proof of Lemma 5.12.
B.8 Proof of Lemma 5.13
We have: ∥∥∥∥Pj (∫ t
0
(F · ∇/∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
(B.35)
.
∥∥∥∥Pj (∫ t
0
div/ (F · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(∇/F · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
div/ (F · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(∇/ nL(P ) · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(E · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
div/ (F · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+ ‖Pj(P · ∇/ L(ζ))‖L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · ∇/ nL∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(E · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
,
where we used the assumption of Lemma 5.13 ∇/F = ∇/ nL(P ) + E, and then where we
integrated by part in t. Since ‖E‖P0 . ε and ∇/ L(ζ) satisfies (5.92), the fourth term in
the right-hand side of (B.35) is estimated using Lemma 5.14:∥∥∥∥Pj (∫ t
0
(E · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. Dε22j +Dε22
j
2γ(u). (B.36)
Next, we estimate the first, the second and the third term in the right-hand side of (B.35).
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B.8.1 Estimate of the first term in the right-hand side of (B.35)
We decompose
‖Pj
(∫ t
0
div/ (F · ∇/ L(ζ))dτ
)
‖L2(Hu) using the property (3.15) of the geometric Littlewood-
Paley projections:∥∥∥∥Pj (∫ t
0
div/ (F · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
div/ (F · P<0∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
(B.37)
+
∑
l≥0
∥∥∥∥Pj (∫ t
0
div/ (F · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
.
We focus on the second term in the right-hand side of (B.37), the other being easier
to handle. Using the L2 boundedness of the Littlewood-Paley projection Pj , the weak
Bernstein inequality for Pj , and the estimate for transport equations (3.64), we have:∥∥∥∥Pj (∫ t
0
div/ (F · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
(B.38)
.
∥∥∥∥Pj (∫ t
0
(∇/ F · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(F · ∇/Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2
j
3
∥∥∥∥∫ t
0
(∇/F · Pl∇/ L(ζ))dτ
∥∥∥∥
L2tL
3
2
x′
+
∥∥∥∥∫ t
0
(F · ∇/Pl∇/ L(ζ))dτ
∥∥∥∥
L2(Hu)
. 2
j
3‖∇/F · Pl∇/ L(ζ)‖
L
3
2
x′
L1t
+ ‖F · ∇/Pl∇/ L(ζ)‖L2x′L1t
. 2
j
3‖∇/F‖L2(Hu)‖Pl∇/ L(ζ)‖L2tL6x′ + ‖F‖L∞x′L2t ‖∇/Pl∇/ L(ζ)‖L2(Hu)
. 2
j
3
+ 2l
3 (Dε2 +Dε22−
l
2γ(u)) +Dε22l +Dε22
l
2γ(u),
where we used the finite band property for Pl, the weak Bernstein inequality for Pl, the
estimate (5.92) for ∇/ L(ζ) and the assumption of Lemma 5.13 for F .
We will need another estimate for ‖Pj
(∫ t
0
div/ (F · Pl∇/ L(ζ))dτ
)
‖L2(Hu). We decompose
‖Pj
(∫ t
0
div/ (F · Pl∇/ L(ζ))dτ
)
‖L2(Hu) using the property (3.15) of the geometric Littlewood-
Paley projections:∥∥∥∥Pj (∫ t
0
div/ (F · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
div/ (P≤l(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
(B.39)
+
∑
q>l
∥∥∥∥Pj (∫ t
0
div/ (Pq(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
.
We first estimate the second term in the right-hand side of (B.39). Using Lemma 5.16
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with p = 4
3
, we have:∥∥∥∥Pj (∫ t
0
div/ (Pq(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2
3j
2 ‖Pq(F ) · Pl∇/ L(ζ)‖
L
4
3
t L
1
x′
. 2
3j
2 ‖Pq(F )‖L2(Hu)‖Pl∇/ L(ζ)‖L2tL4x′
. 2
3j
2 2−q‖∇/F‖L2(Hu)2
l
2‖Pl∇/ L(ζ)‖L2(Hu)
. 2
3j
2
−q+ l
2ε(Dε+Dε2−
l
2γ(u)),
where we used the finite band property for Pq, the weak Bernstein inequality for Pl, the
assumption on F and the estimate (5.92) for ∇/ L(ζ). This yields the following estimate
for the the second term in the right-hand side of (B.39):∑
q>l
∥∥∥∥Pj (∫ t
0
div/ (Pq(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2
3j
2
− l
2 ε(Dε+Dε2−
l
2γ(u)). (B.40)
We now estimate the first term in the right-hand side of (B.39). Using the property
of the Littlewood-Paley projection Pl, we have:∥∥∥∥Pj (∫ t
0
div/ (P≤l(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2−2l
∥∥∥∥Pj (∫ t
0
div/ (P≤l(F ) ·∆/Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2−2l
∥∥∥∥Pj (∫ t
0
div/ div/ (P≤l(F ) · ∇/Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+2−2l
∥∥∥∥Pj (∫ t
0
div/ (∇/ P≤l(F ) · ∇/Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
which together with Lemma 5.15 and Lemma 5.16 with p = 4
3
yields:∥∥∥∥Pj (∫ t
0
div/ (P≤l(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
(B.41)
. 22j−2l‖P≤l(F ) · ∇/Pl∇/ L(ζ)‖L2x′L1t + 2
3j
2
−2l‖∇/P≤l(F ) · ∇/Pl∇/ L(ζ)‖
L
4
3
x′
L1t
. 22j−2l‖P≤l(F ) · ∇/Pl∇/ L(ζ)‖L2x′L1t + 2
3j
2
−2l‖∇/P≤l(F ) · ∇/Pl∇/ L(ζ)‖
L
4
3
x′
L1t
.
Using the fact that P≤l(F ) = F − P>l(F ), we estimate the first term in the right-hand
side of (B.41) as follows:
‖P≤l(F ) · ∇/Pl∇/ L(ζ)‖L2x′L1t (B.42)
. ‖F · ∇/Pl∇/ L(ζ)‖L2x′L1t +
∑
q>l
‖Pq(F ) · ∇/Pl∇/ L(ζ)‖L2x′L1t
. ‖F‖L∞
x′
L2t
‖∇/Pl∇/ L(ζ)‖L2(Hu) +
∑
q>l
∥∥∥‖Pq(F )‖L4(Pt,u)‖∇/Pl∇/ L(ζ)‖L4(Pt,u)∥∥∥
L1t
. ε2l(Dε+ 2
l
2Dεγ(u)) +
∑
q>l
∥∥∥‖Pq(F )‖L4(Pt,u)‖∇/Pl∇/ L(ζ)‖L4(Pt,u)∥∥∥
L1t
,
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where we used the finite band property for Pl, the assumption on F and the estimate
(5.92) for ∇/ L(ζ). We consider the second term in the right-hand side of (B.42). The
Gagliardo-Nirenberg inequality (3.3), the Bochner inequality for tensors (3.7), and the
weak Bernstein inequality for Pl yield:
‖∇/Pl∇/ L(ζ)‖L4(Pt,u) (B.43)
. ‖∇/ 2Pl∇/ L(ζ)‖
1
2
L2(Pt,u)
‖∇/Pl∇/ L(ζ)‖
1
2
L2(Pt,u)
. (‖∆/Pl∇/ L(ζ)‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/Pl∇/ L(ζ)‖L2(Pt,u)
+‖K‖
3
2
L2(Pt,u)
‖∇/Pl∇/ L(ζ)‖
1
2
L2(Pt,u)
‖Pl∇/ L(ζ)‖
1
2
L2(Pt,u)
)
1
22
l
2‖Pl∇/ L(ζ)‖
1
2
L2(Pt,u)
. (22l + 2
l
2‖K‖
3
2
L2(Pt,u)
)
1
22
l
2‖Pl∇/ L(ζ)‖L2(Pt,u).
Now, (B.43), the weak Bernstein inequality for Pq, the finite band property for Pq, and
Lemma 5.9 imply:∥∥∥‖Pq(F )‖L4(Pt,u)‖∇/Pl∇/ L(ζ)‖L4(Pt,u)∥∥∥
L1t
(B.44)
. ‖Pq(F )‖L2tL4x′2
3l
2 ‖Pl∇/ L(ζ)‖L2(Hu) + ‖Pq(F )‖L8tL4x′2
3l
4 ‖K‖
3
4
L2(Hu)
‖Pl∇/ L(ζ)‖L2(Hu)
. 2−
q
2
+ 3l
2 ‖∇/F‖L2(Hu)(Dε+Dε2−
l
2γ(u)) + 2−
q
8
+ 3l
4N1(F )ε 34 (Dε+Dε2− l2γ(u))
. (2−
q
2
+ 3l
2 + 2
3l
4
− q
8 )(Dε2 +Dε22−
l
2γ(u))
where we used the bound (4.33) for K, the assumptions on F and the estimate (5.92) for
∇/ L(ζ). (B.42) and (B.44) yield:
‖P≤l(F ) · ∇/Pl∇/ L(ζ)‖L2x′L1t .
(
2l +
∑
q>l
(2−
q
2
+ 3l
2 + 2
3l
4
− q
8 )
)
(Dε2 +Dε22−
l
2γ(u))
. Dε22l +Dε22
l
2γ(u). (B.45)
Next, we estimate the second term in the right-hand side of (B.41):
‖∇/P≤l(F ) · ∇/Pl∇/ L(ζ)‖
L
4
3
x′
L1t
. ‖∇/P≤l(F )‖L2tL4x′‖∇/Pl∇/ L(ζ)‖L2(Hu) (B.46)
.
(∑
q≤l
‖∇/Pq(F )‖L2tL4x′
)
2l(Dε+Dε2−
l
2γ(u)),
where we used the finite band property of Pl and the estimate (5.92) for ∇/ L(ζ) in the last
inequality. We estimate ‖∇/Pq(F )‖L4(Pt,u) using the Gagliardo-Nirenberg inequality (3.3),
the Bochner inequality for tensors (3.7), and the weak Bernstein inequality for Pq:
‖∇/Pq(F )‖L4(Pt,u) . ‖∇/ 2Pq(F )‖
1
2
L2(Pt,u)
‖∇/Pq(F )‖
1
2
L2(Pt,u)
. (‖∆/ Pq(F )‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/Pq(F )‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖Pq(F )‖L2(Pt,u))
1
22
q
2‖Pq(F )‖
1
2
L2(Pt,u)
. (22q + ‖K‖2L2(Pt,u))
1
22
q
2‖Pq(F )‖L2(Pt,u)
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which together with the finite band property for Pq, and Lemma 5.9 implies:
‖∇/Pq(F )‖L2tL4x′ . 2
3q
2 ‖Pq(F )‖L2(Hu) + ‖K‖L2(Pt,u)2
q
2‖Pq(F )‖L∞t L2x′ (B.47)
. 2
q
2‖∇/F‖L2(Hu) + εN1(F )
. 2
q
2 ε
where we used the bound (4.33) for K and the assumptions on F . (B.46) and (B.47)
yield:
‖∇/P≤l(F ) · ∇/Pl∇/ L(ζ)‖
L
4
3
x′
L1t
.
(∑
q≤l
2
q
2 ε
)
2l(Dε+Dε2−
l
2γ(u)) (B.48)
. 2
3l
2 (Dε2 +Dε22−
l
2γ(u)).
Finally, (B.41), (B.45) and (B.48) imply:∥∥∥∥Pj (∫ t
0
div/ (P≤l(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. (22j−l+2
3j
2
− l
2 )(Dε2+Dε22−
l
2γ(u)). (B.49)
Now, (B.39), (B.40) and (B.49) yield:∥∥∥∥Pj (∫ t
0
div/ (F · Pl∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. (22j−l + 2
3j
2
− l
2 )(Dε2 +Dε22−
l
2γ(u)). (B.50)
Using (B.37), (B.38) for l ≤ j and (B.50) for l > j, we obtain:∥∥∥∥Pj (∫ t
0
div/ (F · ∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. Dε22j +Dε22
j
2γ(u), (B.51)
which is the desired estimate of the first term in the right-hand side of (B.35).
B.8.2 Estimate of the second term in the right-hand side of (B.35)
We decompose ‖Pj(P ·∇/ L(ζ))‖L2(Hu) using the property (3.15) of the geometric Littlewood-
Paley projections:
‖Pj(P · ∇/ L(ζ))‖L2(Hu) . ‖Pj(P · P<0∇/ L(ζ))‖L2(Hu) +
∑
l≥0
‖Pj(P · Pl∇/ L(ζ))‖L2(Hu). (B.52)
We focus on the second term in the right-hand side of (B.52), the other being easier to
handle. Using the weak Bernstein inequality for Pj, we have:
‖Pj(P · Pl∇/ L(ζ))‖L2(Hu) . 2
j
2‖P · Pl∇/ L(ζ)‖
L2tL
4
3
x′
(B.53)
. 2
j
2‖P‖L∞t L4x′‖Pl∇/ L(ζ)‖L2(Hu)
. 2
j
2N1(P )(Dε+Dε2− l2γ(u))
. 2
j
2 (Dε2 +Dε22−
l
2γ(u)),
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where we used the assumption of Lemma 5.13 for P and the estimate (5.92) for ∇/ L(ζ).
We will need another estimate for ‖Pj(P · Pl∇/ L(ζ))‖L2(Hu). We decompose ‖Pj(P ·
Pl∇/ L(ζ))‖L2(Hu) using the property (3.15) of the geometric Littlewood-Paley projections:
‖Pj(P · Pl∇/ L(ζ))‖L2(Hu) . ‖Pj(P≤lP · Pl∇/ L(ζ))‖L2(Hu) +
∑
q>l
‖Pj(Pq(P ) · Pl∇/ L(ζ))‖L2(Hu).
(B.54)
We first estimate the second term in the right-hand side of (B.54). Using the dual of the
sharp Bernstein inequality (4.36), we have:
‖Pj(Pq(P ) · Pl∇/ L(ζ))‖L2(Hu) . 2j‖Pq(P ) · Pl∇/ L(ζ)‖L2tL1x′
. 2j‖Pq(P )‖L∞t L2x′‖Pl∇/ L(ζ)‖L2(Hu)
. 2j−
q
2N1(P )(Dε+Dε2− l2γ(u))
. 2j−
q
2 (Dε2 +Dε22−
l
2γ(u)),
where we used Lemma 5.9, the assumption of Lemma 5.13 on P and the estimate (5.92)
for ∇/ L(ζ). This yields the following estimate for the second term in the right-hand side
of (B.54): ∑
q>l
‖Pj(Pq(P ) · Pl∇/ L(ζ))‖L2(Hu) . 2j−
l
2 (Dε2 +Dε22−
l
2γ(u)). (B.55)
We now estimate the first term in the right-hand side of (B.54). Using the property
of the Littlewood-Paley projection Pl, we have:
‖Pj(P≤lP · Pl∇/ L(ζ))‖L2(Hu)
. 2−2l‖Pj(P≤lP ·∆/ Pl∇/ L(ζ))‖L2(Hu)
. 2−2l‖Pjdiv/ (P≤lP · ∇/Pl∇/ L(ζ))‖L2(Hu) + 2−2l‖Pj(∇/P≤lP · ∇/Pl∇/ L(ζ))‖L2(Hu)
which together with the property (4.40) of Pj with p =
4
3
and the dual of the sharp
Bernstein inequality (4.36) yields:
‖Pj(P≤lP · Pl∇/ L(ζ))‖L2(Hu) (B.56)
. 2
3j
2
−2l‖P≤lP · ∇/Pl∇/ L(ζ)‖
L2tL
4
3
x′
+ 2j−2l‖∇/P≤lP · ∇/Pl∇/ L(ζ)‖L2tL1x′
. 2
3j
2
−2l‖P≤lP‖L∞t L4x′‖∇/Pl∇/ L(ζ)‖L2(Hu) + 2
j−2l‖∇/P≤lP‖L∞t L2x′‖∇/Pl∇/ L(ζ)‖L2(Hu)
. 2
3j
2
−2l‖P‖L∞t L4x′2
l‖Pl∇/ L(ζ)‖L2(Hu) + 2j−2l
(∑
q≤l
2q‖PqP‖L∞t L2x′
)
2l‖Pl∇/ L(ζ)‖L2(Hu)
. 2
3j
2
−lN1(P )(Dε+Dε2− l2γ(u)) + 2j−l
(∑
q≤l
2
q
2N1(P )
)
(Dε+Dε2−
l
2γ(u))
. (2
3j
2
−l + 2j−
l
2 )(Dε2 +Dε22−
l
2γ(u))
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where we used the finite band property of Pl and Pq, the embedding (3.56), Lemma 5.9,
the estimate (5.92) for ∇/ L(ζ), and the assumption of Lemma 5.13 for P .
Finally, (B.54), (B.55) and (B.56) imply:
‖Pj(P · Pl∇/ L(ζ))‖L2(Hu) . (2
3j
2
−l + 2j−
l
2 )(Dε2 +Dε22−
l
2γ(u)). (B.57)
Using (B.52), (B.53) for l ≥ j, and (B.57) for l > j, we obtain:
‖Pj(P · ∇/ L(ζ))‖L2(Hu) . Dε22
j
2 +Dε22
j
2γ(u)), (B.58)
which is the desired estimate of the second term in the right-hand side of (B.35).
B.8.3 Estimate of the third term in the right-hand side of (B.35)
We start by deriving an equation for ∇/ nL∇/ L(ζ). Differentiating the transport equation
(2.30) satisfied by ζ with respect to L, we obtain:
∇/ L∇/ LζA = −(ǫB + ζB)∇/ L(χ)AB − (∇/ L(ǫ)B +∇/ L(ζ)B)χAB −∇/ L(β)A
which together with the commutator formula (2.46) and the Bianchi identity (2.52) yields
after multiplication by n:
∇/ nL∇/ Lζ = n(δ − χ·)∇/ L(ζ) +B −∇/ (nρ)− (∇/ (nσ))∗ (B.59)
where the 1-form B is given by:
B = −n(δ + n−1∇Nn)∇/ L(ζ)− 2n(ζ − ζ) · ∇/ ζ + 2n(ζ ∧ ζ+ ∈ ∗σ) · ζ
−n(ζ + ǫ) · ∇/ L(χ)− n∇/ L(ǫ) · χ− 2nχ̂ · β − 2n(δ + n−1∇Nn)β − nξ · α
−3n(ζρ+ ∗ζσ) +∇/ (n)ρ+∇/ (n)σ.
We estimate the L2tL
4
3
x′ norm of B. We have:
‖B‖
L2tL
4
3
x′
. ‖n‖L∞
(
‖δ + n−1∇Nn‖L∞t L4x′‖∇/ L(ζ)‖L2(Hu) + ‖ζ − ζ‖L∞t L4x′‖∇/ ζ‖L2(Hu) (B.60)
+‖ζ ∧ ζ+ ∈ ∗σ‖L2(Hu)‖ζ‖L∞t L4x′ + ‖ζ + ǫ‖L∞t L4x′‖∇/ L(χ)‖L2(Hu)
+‖∇/ L(ǫ)‖L2(Hu)‖χ‖L∞t L4x′ + ‖χ̂‖L∞t L4x′‖β‖L2(Hu)
+‖δ + n−1∇Nn‖L∞t L4x′‖β‖L2(Hu) + ‖ξ‖L∞t L4x′‖α‖L2(Hu)
+‖ζ‖L∞t L4x′ (‖ρ‖L2(Hu) + ‖σ‖L2(Hu)) + ‖n
−1∇/ n‖L∞t L4x′ (‖ρ‖L2(Hu) + ‖σ‖L2(Hu))
)
. ‖n‖L∞
(
N1(ζ)2 +N1(δ)2 +N1(∇n)2 +N1(ζ)2 +N1(ǫ)2 +N1(χ)2 +N1(ξ)2
+‖∇/ L(χ)‖2L2(Hu) + ‖∇/ L(ǫ)‖2L2(Hu) + ‖σ‖2L2(Hu) + ‖ρ‖2L2(Hu) + ‖β‖2L2(Hu)
+‖α‖2L2(Hu) + ‖β‖2L2(Hu)
)
. ε2,
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where we used the curvature bound (2.59) for α, β, ρ, σ and β, and the estimates (2.66)-
(2.71) for n, δ, ǫ, ζ, χ, ξ and ζ .
We have the following estimate for the third term in the right-hand side of (B.35):∥∥∥∥Pj (∫ t
0
(P · ∇/ nL∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
(B.61)
.
∥∥∥∥Pj (∫ t
0
(nP · (δ − χ·)∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P ·B)dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · (∇/ (nρ) + (∇/ (nσ))∗)dτ
)∥∥∥∥
L2(Hu)
We estimate the three terms in the right-hand side of (B.61) starting with the first one.
The non sharp product estimates (5.14) and (5.15) imply:
‖nP (δ − ·χ)‖P0 . N2(n)‖P (δ − ·χ)‖P0 . N2(n)N1(P )(N1(δ) +N1(χ)) . ε2
which together with Lemma 5.14 yields the following estimate for the first term in the
right-hand side of (B.61):∥∥∥∥Pj (∫ t
0
(nP · (δ − χ·)∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. Dε22j +Dε22
j
2γ(u). (B.62)
To estimate the second term in the right-hand side of (B.61), we use the dual of the sharp
Bernstein inequality (4.36) and the estimate for transport equations (3.64). We have:∥∥∥∥Pj (∫ t
0
(P · B)dτ
)∥∥∥∥
L2(Hu)
. 2j
∥∥∥∥∫ t
0
(P · B)dτ
∥∥∥∥
L2tL
1
x′
(B.63)
. 2j‖P · B‖L1(Hu)
. 2j‖P‖L2tL4x′‖B‖L2tL 43x′
. 2jN1(P )ε2
. 2jε,
where we used the assumption on P in Lemma 5.13, and the estimate (B.60).
We now focus on estimating the third term in the right-hand side of (B.61). Using
the decomposition of ∇/ (nρ)+ (∇/ (nσ))∗ given by Lemma 5.17, we estimate the third term
in the right-hand side of (B.61) as follows:∥∥∥∥Pj (∫ t
0
(P · (∇/ (nρ) + (∇/ (nσ))∗)dτ
)∥∥∥∥
L2(Hu)
(B.64)
.
∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · ∗D−11 (∇/ nL(β))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · ∗D1(H))dτ
)∥∥∥∥
L2(Hu)
.
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Next, we estimate both terms in the right-hand side of (B.64) starting with the second
one. We have:∥∥∥∥Pj (∫ t
0
(P · ∗D1(H))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
div/ (P ·H)dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(∇/P ·H)dτ
)∥∥∥∥
L2(Hu)
which together with the finite band property for Pj , the sharp Bernstein inequality (4.36),
and the estimate for transport equations (3.64) yields:∥∥∥∥Pj (∫ t
0
(P · ∗D1(H))dτ
)∥∥∥∥
L2(Hu)
. 2j
∥∥∥∥∫ t
0
(P ·H)dτ
∥∥∥∥
L2(Hu)
+ 2j
∥∥∥∥∫ t
0
(∇/P ·H)dτ
∥∥∥∥
L2tL
1
x′
. 2j‖P ·H‖L1tL2x′ + 2
j‖∇/P ·H‖L1(Hu)
. 2j‖P‖L2tL6x′‖H‖L2tL3x′ + 2
j‖∇/P‖L2(Hu)‖H‖L2(Hu)
. 2jε, (B.65)
where we used the estimate (B.96) for H , and the assumption of Lemma 5.13 on P .
We turn to the first term in the right-hand side of (B.64). We have:∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · ∗D−11 (∇/ nL(β))dτ
)∥∥∥∥
L2(Hu)
(B.66)
.
∥∥∥∥Pj (∫ t
0
(P · ∇/ nL∗D1 · J · ∗D−11 (β))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · [∗D1,∇/ nL] · J · ∗D−11 (β))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · [∗D−11 ,∇/ nL](β))dτ
)∥∥∥∥
L2(Hu)
. ‖Pj(P · ∗D1 · J · ∗D−11 (β))‖L2(Hu) +
∥∥∥∥Pj (∫ t
0
(∇/ nL(P ) · ∗D1 · J · ∗D−11 (β))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · [∗D1,∇/ nL] · J · ∗D−11 (β))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · [∗D−11 ,∇/ nL](β))dτ
)∥∥∥∥
L2(Hu)
.
Next, we estimate the four terms in the right-hand side of (B.66) starting with the first
one.
Using the dual of the sharp Bernstein inequality (4.36), we have:
‖Pj(P · ∗D1 · J · ∗D−11 (β))‖L2(Hu) . 2j‖P · ∗D1 · J · ∗D−11 (β)‖L2tL1x′ (B.67)
. 2j‖P‖L∞t L2x′‖
∗D1 · J · ∗D−11 (β)‖L2(Hu)
. 2jN1(P )‖β‖L2(Hu)
. 2jε2,
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where we used the estimate (3.49) for ∗D−11 , the assumption of Lemma 5.13 for P and the
curvature bound (2.59) for β.
We now consider the second term in the right-hand side of (B.66). Using the dual of
the sharp Bernstein inequality (4.36) and the estimate for transport equations (3.64), we
have: ∥∥∥∥Pj (∫ t
0
(∇/ nL(P ) · ∗D1 · J · ∗D−11 (β))dτ
)∥∥∥∥
L2(Hu)
(B.68)
. 2j
∥∥∥∥∫ t
0
(∇/ nL(P ) · ∗D1 · J · ∗D−11 (β))dτ
∥∥∥∥
L2tL
1
x′
. 2j‖∇/ nL(P ) · ∗D1 · J · ∗D−11 (β)‖L1(Hu)
. 2j‖∇/ nL(P )‖L2(Hu)‖∗D1 · J · ∗D−11 (β)‖L2(Hu)
. 2jN1(P )‖β‖L2(Hu)
. 2jε2,
where we used the estimate (3.49) for ∗D−11 , the assumption of Lemma 5.13 for P and the
curvature bound (2.59) for β.
We consider the third term in the right-hand side of (B.66). From the commutator
formula (2.48) and the fact that D−11 (β) is a scalar, we have
[∗D1,∇/ nL] · J · (∗D−11 (β)) = nχ · ∇/ (∗D−11 (β))
which together with the dual of the sharp Bernstein inequality (4.36) and the estimate
for transport equations (3.64) yields:∥∥∥∥Pj (∫ t
0
(P · [∗D1,∇/ nL] · J · ∗D−11 (β))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
(P · nχ · ∇/ (∗D−11 (β)))dτ
)∥∥∥∥
L2(Hu)
. 2j
∥∥∥∥∫ t
0
(P · nχ · ∇/ (∗D−11 (β)))dτ
∥∥∥∥
L2tL
1
x′
. 2j‖P · nχ · ∇/ (∗D−11 (β))‖L1(Hu)
. 2j‖P‖L4(Hu)‖n‖L∞‖χ‖L4(Hu)‖∇/ (∗D−11 (β))‖L2(Hu)
. 2jN1(P )N1(χ)‖β‖L2(Hu)
. 2jε2, (B.69)
where we used the estimate (3.49) for ∗D−11 , the assumption of Lemma 5.13 for P , the
curvature bound (2.59) for β, and the L∞ bound for n provided by (2.66).
We now consider the last term in the right-hand side of (B.66). We have:∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · [∗D−11 ,∇/ nL](β))dτ
)∥∥∥∥
L2(Hu)
.
∥∥∥∥Pj (∫ t
0
div/ (P · J · [∗D−11 ,∇/ nL](β))dτ
)∥∥∥∥
L2(Hu)
+
∥∥∥∥Pj (∫ t
0
(∇/P · J · [∗D−11 ,∇/ nL](β))dτ
)∥∥∥∥
L2(Hu)
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which together with Lemma 3.16, the dual of the sharp Bernstein inequality (4.36) and
the estimate for transport equations (3.64) yields:∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · [∗D−11 ,∇/ nL](β))dτ
)∥∥∥∥
L2(Hu)
. 2j‖P · J · [∗D−11 ,∇/ nL](β)‖L1tL2x′ + 2
j‖∇/P · J · [∗D−11 ,∇/ nL](β))‖L1(Hu)
. 2j‖P‖L2tL6x′‖[
∗D−11 ,∇/ nL](β)‖L2tL3x′ + 2
j‖∇/P‖L2(Hu)‖[∗D−11 ,∇/ nL](β))‖L2(Hu)
. 2jN1(P )ε
. 2jε2, (B.70)
where we used Lemma 4.23 for the commutator term, and the assumption of Lemma 5.13
for P .
Finally, (B.66), (B.67), (B.68), (B.69) and (B.70) imply:∥∥∥∥Pj (∫ t
0
(P · ∗D1 · J · ∗D−11 (∇/ nL(β))dτ
)∥∥∥∥
L2(Hu)
. 2jε.
Together with (B.64) and (B.65), we obtain:∥∥∥∥Pj (∫ t
0
(P · (∇/ (nρ) + (∇/ (nσ))∗)dτ
)∥∥∥∥
L2(Hu)
. 2jε. (B.71)
Now, (B.61), (B.62), (B.63) and (B.71) yield:∥∥∥∥Pj (∫ t
0
(P · ∇/ nL∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2jε+Dε22j +Dε22
j
2γ(u), (B.72)
which is the desired estimate for the third term in the right-hand side of (B.35).
B.8.4 End of the proof of Lemma 5.13
(B.35), (B.36), (B.51), (B.58) and (B.72) imply:∥∥∥∥Pj (∫ t
0
(F · ∇/∇/ L(ζ))dτ
)∥∥∥∥
L2(Hu)
. 2jε+Dε22j +Dε22
j
2γ(u), (B.73)
which concludes the proof of Lemma 5.13.
B.9 Proof of Lemma 5.14
We decompose ‖Pj
(∫ t
0
(F · ∇/L(ζ))dτ
)
‖L2(Hu) using the property (3.15) of the geometric
Littlewood-Paley projections:∥∥∥∥Pj (∫ t
0
(F · ∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
.
∥∥∥∥Pj (∫ t
0
(F · P<0∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
(B.74)
+
∑
l≥0
∥∥∥∥Pj (∫ t
0
(F · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
.
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We focus on the second term in the right-hand side of (B.74), the other being easier
to handle. Using the weak Bernstein inequality for Pj and the estimate for transport
equations (3.64), we have:∥∥∥∥Pj (∫ t
0
(F · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. 2
j
3
∥∥∥∥∫ t
0
(F · Pl∇/ L(ζ))dτ
∥∥∥∥
L∞t L
3
2
x′
(B.75)
. 2
j
3‖F · Pl∇/L(ζ)‖
L1
x′
L
3
2
t
. 2
j
3‖F‖L2(Hu)‖Pl∇/L(ζ)‖L2tL6x′
. 2
j
32
2l
3 ε‖Pl∇/L(ζ)‖L2(Hu)
. 2
j
3
+ 2l
3 (Dε2 +Dε22−
l
2γ(u),
where we used the weak Bernstein inequality for Pl, the estimate (5.92) for ∇/L(ζ) and
the assumption of Lemma 5.14 for F .
We now make another decomposition using the property (3.15) of the geometric
Littlewood-Paley projections:∥∥∥∥Pj (∫ t
0
(F · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
.
∥∥∥∥Pj (∫ t
0
(P<0(F ) · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
(B.76)
+
∑
q≥0
∥∥∥∥Pj (∫ t
0
(Pq(F ) · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
.
We focus on the second term in the right-hand side of (B.76), the other being easier to
handle. Using the property of the Littlewood-Paley projection Pl, we have:∥∥∥∥Pj (∫ t
0
(Pq(F ) · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. 2−2l
∥∥∥∥Pj (∫ t
0
(Pq(F ) ·∆/Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. 2−2l
∥∥∥∥Pj (∫ t
0
div/ (Pq(F ) · ∇/Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
+ 2−2l
∥∥∥∥Pj (∫ t
0
(∇/Pq(F ) · ∇/Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
which together with Lemma 5.16 with p = 4
3
, the strong Bernstein inequality (4.36) and
the estimate for transport equations (3.64) yields:∥∥∥∥Pj (∫ t
0
(Pq(F ) · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
(B.77)
. 2
3j
2
−2l‖Pq(F ) · ∇/Pl∇/L(ζ)‖
L1tL
4
3
x′
+ 2j−2l‖∇/Pq(F ) · ∇/ Pl∇/ L(ζ)‖L1(Hu)
. 2
3j
2
−2l‖Pq(F )‖L2tL4x′‖∇/Pl∇/L(ζ)‖L2(Hu) + 2
j−2l‖∇/Pq(F )‖L2(Hu)‖∇/Pl∇/L(ζ)‖L2(Hu)
. (2
3j
2
+ q
2
−l + 2j+q−l)‖Pq(F )‖L2(Hu)‖Pl∇/L(ζ)‖L2(Hu)
. (2
3j
2
+ q
2
−l + 2j+q−l)‖Pq(F )‖L2(Hu)(Dε+Dε2−
l
2γ(u)),
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where we used the weak Bernstein inequality for Pq, the finite band property for Pq and
Pl, and the estimate (5.92) for ∇/ L(ζ). Similarly, we may exchange the role of l and q and
obtain: ∥∥∥∥Pj (∫ t
0
(Pq(F ) · Pl∇/ L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
(B.78)
. (2
3j
2
+ l
2
−q + 2j+l−q)‖Pq(F )‖L2(Hu)(Dε+Dε2−
l
2γ(u)).
Now, using (B.77) for q ≤ l and (B.78) for q > l and assuming l > j yields:∑
l>j,q≥0
∥∥∥∥Pj (∫ t
0
(Pq(F ) · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
.
∑
l>j,q≥0
(2j−
|l−q|
2 + 2j−|l−q|)‖Pq(F )‖L2(Hu)(Dε+Dε2−
j
2γ(u))
.
(∑
q≥0
‖Pq(F )‖L2(Hu)
)
2j(Dε+Dε2−
j
2γ(u))
. ‖F‖P02j(Dε+Dε2−
j
2γ(u))
. Dε22j +Dε22
j
2γ(u)),
where we used the definition of P0 and the assumption of Lemma 5.14 on F . Together
with (B.76), this yields:∑
l>j
∥∥∥∥Pj (∫ t
0
(F · Pl∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. Dε22j +Dε22
j
2γ(u)). (B.79)
Finally, using (B.74), (B.75) for l ≤ j, and (B.79) for l > j, we obtain:∥∥∥∥Pj (∫ t
0
(F · ∇/L(ζ))dτ
)∥∥∥∥
L∞t L
2
x′
. Dε22j +Dε22
j
2γ(u)),
which concludes the proof of Lemma 5.14.
B.10 Proof of Lemma 5.15
By duality, the conclusion of Lemma 5.15 is equivalent to the estimate:∥∥∥∥∇/ 2(∫ t
0
Pjfdτ
)∥∥∥∥
L2
x′
L∞t
. 22j‖f‖L2(Hu) (B.80)
for any scalar function f on Hu and any j ≥ 0. Let w the solution of the following
transport equation:
nL(w) = Pjf, w = 0 on P0,u. (B.81)
Then, (B.80) may be rewritten as:
‖∇/ 2w‖L2
x′
L∞t
. 22j‖f‖L2(Hu). (B.82)
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From now on, we focus on obtaining (B.82). We first derive an estimate for ‖∇/w‖L∞.
Differentiating (B.81) with respect to ∇/ and using the commutator formula (2.48), we
obtain:
∇/ nL(∇/w) = nχ∇/w +∇/ Pjf, ∇/w = 0 on P0,u
which together with the estimate for transport equations (3.64) implies:
‖∇/w‖L∞ . ‖nχ‖L∞
x′
L2t
‖∇/w‖L∞ + ‖∇/Pjf‖L1tL∞x′ .
Using the L∞ bound for n given by (2.66) and the trace bound for χ given by (2.69)
(2.70), we get:
‖∇/w‖L∞ . ‖∇/Pjf‖L1tL∞x′ . (B.83)
In view of (B.83), we need to estimate ‖∇/Pjf‖L1tL∞x′ . Using the L
∞ bound (3.36) for
tensors on Pt,u with the choice p = 2, we have:
‖∇/Pjf‖L∞(Pt,u) . ‖∇/ 3Pjf‖
1
2
L2(Pt,u)
‖∇/Pjf‖
1
2
L2(Pt,u)
+ ‖∇/ 2Pjf‖L2(Pt,u)
. ‖∇/ 3Pjf‖
1
2
L2(Pt,u)
2
j
2‖Pjf‖
1
2
L2(Pt,u)
+ ‖∆/ Pjf‖L2(Pt,u) + ‖∇/Pjf‖L2(Pt,u)
. 2
j
2‖∇/ 3Pjf‖
1
2
L2(Pt,u)
‖f‖
1
2
L2(Pt,u)
+ 22j‖f‖L2(Pt,u) (B.84)
where we used the Bochner inequality (4.38), and the L2 boundedness and the finite band
property of Pj. In view of (B.84), we need to estimate ‖∇/ 3Pjf‖L2(Pt,u). Using the Bochner
inequality for tensors (3.7), we have:
‖∇/ 3Pjf‖L2(Pt,u) (B.85)
. ‖∆/∇/Pjf‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ 2Pjf‖L2(Pt,u) + ‖K‖2L2(Pt,u)‖∇/Pjf‖L2(Pt,u)
. ‖[∆/ ,∇/ ]Pjf‖L2(Pt,u) + ‖∇/∆/Pjf‖L2(Pt,u)
+‖K‖L2(Pt,u)(‖∆/Pjf‖L2(Pt,u) + ‖∇/Pjf‖L2(Pt,u)) + ‖K‖2L2(Pt,u)2j‖Pjf‖L2(Pt,u)
. ‖[∆/ ,∇/ ]Pjf‖L2(Pt,u) + 23j‖f‖L2(Pt,u) + 22j‖K‖L2(Pt,u)‖f‖L2(Pt,u)
+2j‖K‖2L2(Pt,u)‖f‖L2(Pt,u)
where we used the Bochner inequality (4.38), and the L2 boundedness and the finite
band property of Pj. Now, for any scalar function f on Pt,u, there holds the following
commutator formula:
[∇/ ,∆/ ]f = K∇/ f (B.86)
which together with (B.85) yields:
‖∇/ 3Pjf‖L2(Pt,u) . ‖K∇/Pjf‖L2(Pt,u) + 23j‖f‖L2(Pt,u) + 22j‖K‖L2(Pt,u)‖f‖L2(Pt,u)
+2j‖K‖2L2(Pt,u)‖f‖L2(Pt,u)
. ‖K‖L2(Pt,u)‖∇/Pjf‖L∞(Pt,u) + 23j‖f‖L2(Pt,u) + 22j‖K‖L2(Pt,u)‖f‖L2(Pt,u)
+2j‖K‖2L2(Pt,u)‖f‖L2(Pt,u). (B.87)
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Now, (B.84) and (B.87) imply:
‖∇/Pjf‖L∞(Pt,u) . 2
j
2‖K‖
1
2
L2(Pt,u)
‖∇/Pjf‖
1
2
L∞(Pt,u)
‖f‖
1
2
L2(Pt,u)
+22j(1 + ‖K‖L2(Pt,u))‖f‖L2(Pt,u)
which yields:
‖∇/Pjf‖L∞(Pt,u) . 22j(1 + ‖K‖L2(Pt,u))‖f‖L2(Pt,u). (B.88)
Integrating (B.88) and using the bound (4.33) for K, we obtain:
‖∇/Pjf‖L1tL∞x′ . 2
2j(1 + ‖K‖L2(Hu))‖f‖L2(Hu) . 22j‖f‖L2(Hu). (B.89)
Next, we come back to w. (B.83) and (B.88) yield:
‖∇/w‖L∞ . 22j‖f‖L2(Hu). (B.90)
Differentiating (B.81) with respect to ∇/ 2 and using twice the commutator formula (2.48),
we obtain:
∇/ nL(∇/ 2w) = −2nχ∇/ 2w + (2nχǫ+∇/ (nχ)− nβ)∇/w +∇/ 2Pjf, ∇/ 2w = 0 on P0,u
which together with the estimate for transport equations (3.64) implies:
‖∇/ 2w‖L2
x′
L∞t
. ‖nχ∇/ 2w‖L2
x′
L1t
+ ‖(2nχǫ+∇/ (nχ)− nβ)∇/w‖L2(Hu) + ‖∇/ 2Pjf‖L2(Hu)
. ‖n‖L∞‖χ‖L∞
x′
L2t
‖∇/ 2w‖L2(Hu) + ‖n‖L∞‖∇/w‖L∞(N1(χ)2 +N1(ǫ)2
+N1(∇/ n)2 + ‖β‖L2(Hu)) + ‖∆/Pjf‖L2(Hu),
where we used the Bochner inequality (4.38) in the last inequality. Now, using (B.90),
the L2 boundedness and the finite band property of Pj, the bound (2.59) for β, and the
estimates (2.66)-(2.70) for n, χ and ǫ, we obtain:
‖∇/ 2w‖L2
x′
L∞t
. ε‖∇/ 2w‖L2(Hu) + 22j‖f‖L2(Hu).
This yields (B.82) which concludes the proof of Lemma 5.15.
B.11 Proof of Lemma 5.16
By duality, the conclusion of Lemma 5.16 is equivalent to the estimate:∥∥∥∥∇/ (∫ t
0
Pjfdτ
)∥∥∥∥
Lp
x′
L∞t
. 22j(1−
1
p
)‖f‖L1tL2x′ (B.91)
for any scalar function f on Hu, any 1 < p ≤ 2 and any j ≥ 0. Consider again w the
solution of the transport equation (B.81). Then, (B.91) may be rewritten as:
‖∇/w‖Lp
x′
L∞t
. 22j(1−
1
p
)‖f‖L1tL2x′ . (B.92)
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From now on, we focus on obtaining (B.92). Differentiating (B.81) with respect to ∇/ and
using the commutator formula (2.48), we obtain:
∇/ nL(∇/w) = nχ∇/w +∇/ Pjf, ∇/w = 0 on P0,u
which together with the estimate for transport equations (3.64) implies:
‖∇/w‖Lp
x′
L∞t
. ‖nχ‖L∞
x′
L2t
‖∇/w‖Lp
x′
L2t
+ ‖∇/Pjf‖L1tLpx′ .
Using the L∞ bound for n given by (2.66) and the trace bound for χ given by (2.69)
(2.70), we get:
‖∇/w‖Lp
x′
L∞t
. ‖∇/Pjf‖L1tLpx′ . (B.93)
In view of (B.93), we need to estimate ‖∇/Pjf‖L1tLpx′ . The Gagliardo-Nirenberg in-
equality (3.3) yields:
‖∇/Pjf‖Lp(Pt,u) . ‖∇/ 2Pjf‖
1− 2
p
L2(Pt,u)
‖∇/Pjf‖
2
p
L2(Pt,u)
(B.94)
. 2
2j
p (‖∆/Pjf‖L2(Pt,u) + ‖∇/Pjf‖L2(Pt,u))1−
2
p‖Pjf‖
2
p
L2(Pt,u)
. 22j(1−
1
p
)‖f‖L2(Pt,u)
where we used the Bochner inequality (4.38), and the L2 boundedness and the finite band
properties of Pj. Integrating (B.94), we obtain:
‖∇/Pjf‖L1tLpx′ . 2
2j(1− 1
p
)‖f‖L1tL2x′
which together with (B.93) yields (B.92). This concludes the proof of Lemma 5.16.
B.12 Proof of Lemma 5.17
Recall that J denotes the involution (ρ, σ) → (−ρ, σ). Then, ∇/ (nρ) + (∇/ (nσ))∗ may be
rewritten as:
∇/ (nρ) + (∇/ (nσ))∗ = ∗D1 · J(nρ, nσ).
Now, in view of the Bianchi identity (2.57), we have:
(nρ, nσ) = ∗D−11
(
∇/ nL(β)−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ)
)
which yields:
∇/ (nρ) + (∇/ (nσ))∗ = ∗D1 · J · ∗D−11 (∇/ nL(β)) + ∗D1(H) (B.95)
where H is given by:
H = J · ∗D−11
(
−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ)
)
.
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Now, using Lemma 3.16 with p = 4
3
, q = 3, we obtain for H the following estimate:
‖H‖L2tL3x′ .
∥∥∥∥J · ∗D−11 (−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ))∥∥∥∥
L2tL
3
x′
.
∥∥−∇/ (n)ρ+∇/ (n)σ − 2nχ̂ · β − nδβ + 3n(ζρ− ∗ζσ)∥∥
L2tL
4
3
x′
. ‖∇/ n‖L∞t L4x′‖ρ‖L2(Hu) + ‖∇/ n‖L∞t L4x′‖σ‖L2(Hu) + ‖nχ̂‖L∞t L4x′‖β‖L2(Hu)
+‖nδ‖L∞t L4x′‖β‖L2(Hu) + ‖nζ‖L∞t L4x′‖ρ‖L2(Hu) + ‖nζ‖L∞t L4x′‖σ‖L2(Hu)
. ε2 (B.96)
where we used the curvature bound (2.59) for β, ρ, σ and β, and the estimates (2.66)-
(2.71) for n, δ, χ̂ and ζ . (B.95) and (B.96) give the conclusion of the proof of Lemma
5.17.
C Appendix to section 6
C.1 Proof of Lemma 6.8
Recall the transport equation (6.27) satisfied by Π(∂ωχ). We have
∇/ L(Π(∂ωχ))AB = −∇/ ∂ωNχAB − (∂ωχ)ACχCB − χAC(∂ωχ)CB − δ∂ωχAB
+ǫAχ∂ωNB + ǫBχA∂ωN + (∂ωN)AχCBǫC + (∂ωN)BχACǫC
−(2ǫ∂ωN − n−1∇∂ωNn)χAB + (∂ωN)C(∈AC ∗βB+ ∈BC ∗βA).
Differentiating with respect to ∇/ L, this yields, schematically
∇/ L(∇/ L(Π(∂ωχ))) + [∇/ L,∇/ L](Π(∂ωχ)) (C.1)
= −∇/ LΠ(∂ωχ) · χ− χ · ∇/ L(Π(∂ωχ))− δ∇/ L(Π(∂ωχ)) + ∂ωN∇/ Lβ +∇/ (F3) + F4,
where the tensors F3 and F4 are given schematically by
F3 = ∂ωN∇/ Lχ,
and
F4 = ∇/ (∂ωN)∇/ Lχ−∇/∇/
L
∂ωN
χ− (∂ωN)[∇/ L,∇/ ]χ− ∂ωχ · ∇/ Lχ−∇/ Lχ · ∂ωχ− L(δ)∂ωχ
+∇/ L(ǫ)χ∂ωN + ǫ∇/ L(χ)∂ωN + ǫχ∇/ L∂ωN − (2ǫ∂ωN − n−1∇∂ωNn)∇/ Lχ
−(2∇/ L(ǫ)∂ωN + 2ǫ∇/ L∂ωN −∇/ L(n−1∇∂ωNn))χ +∇/ L∂ωNβ.
F3 satisfies the following estimate
‖F3‖L∞u L2(Hu) . ‖∂ωN‖L∞‖∇/ Lχ‖L∞u L2(Hu) . ε, (C.2)
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where we used in the last inequality the estimate (2.75) for ∂ωN and the estimates (2.69)
(2.70) for χ. Also, F4 satisfies the following estimate
‖F4‖L2tL1x′ (C.3)
. ‖D∂ωN‖L∞t L2x′‖Dχ‖L∞u L2(Hu) + ‖∂ωN‖L∞‖[∇/ L,∇/ ]χ‖L2tL1x′ + ‖∂ωχ‖L∞t L2x′‖∇/ Lχ‖L∞u L2(Hu)
+‖L(δ)‖L∞u L2(Hu)‖∂ωχ‖L∞t L2x′ + ‖∂ωN‖L∞
(
‖∇/ L(ǫ)‖L∞u L2(Hu)‖χ‖L∞t L2x′
+‖ǫ‖L∞t L2x′‖∇/ L(χ)‖L∞u L2(Hu) + ‖n
−1∇n‖L∞t L2x′‖∇/ Lχ‖L∞u L2(Hu)
)
+‖ǫ‖L∞t L4x′‖χ‖L∞t L4x′‖∇/ L∂ωN‖L∞u L2(Hu) + ‖∇/ L(n
−1∇∂ωNn)‖L∞u L2(Hu)‖χ‖L∞t L2x′
+‖∇/ L∂ωN‖L∞t L2x′‖β‖L∞u L2(Hu)
. ε+ ‖[∇/ L,∇/ ]χ‖L2tL1x′ ,
where we used in the last inequality the estimates (2.66)-(2.70) for χ, δ, ǫ, and n, the
assumption (2.59) for β, the estimate (2.75) for ∂ωN , and the estimate (2.76) for ∂ωN
and ∂ωχ. Now, in view of the commutator formula (2.45), we have
‖[∇/ L,∇/ ]χ‖L2tL1x′
. (‖χ‖L∞t L2x′ + ‖ξ‖L∞t L2x′ + ‖b
−1∇/ b‖L∞t L2x′ )‖Dχ‖L∞u L2(Hu)
+(‖χ‖L∞t L4x′ (‖ǫ‖L∞t L4x′ + ‖ξ‖L∞t L4x′ ) + ‖χ‖L∞t L4x′‖ζ‖L∞t L4x′ )(‖β‖L∞u L2(Hu) + ‖β‖L∞u L2(Hu))
. ε,
where we used in the last inequality the estimates (2.66)-(2.70) for χ, χ, ξ, b, and ζ , and
the assumption (2.59) for β and β. Injecting in (C.3), we obtain
‖F4‖L2tL1x′ . ε. (C.4)
Next, we estimate the commutator term in the right-hand side of (C.1). In view of
the commutator formula (2.46), we have
[∇/ L,∇/ L](Π(∂ωχ)) = −δ∇/ L(Π(∂ωχ)) +∇/ (F5) + F6, (C.5)
where the tensors F5 and F6 are given schematically by
F5 = (ζ − ζ)Π(∂ωχ),
and
F6 = (δ + n
−1∇Nn)∇/ L(Π(∂ωχ)) + (∇/ ζ −∇/ ζ)Π(∂ωχ) + (ζζ + σ)(Π(∂ωχ)).
F5 satisfies the following estimate
‖F5‖L∞u L2(Hu) . (‖ζ‖L∞x′L2t + ‖ζ‖L∞x′L2t )‖∂ωχ‖L2x′L∞t . ε, (C.6)
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where we used in the last inequality the estimate (2.67) for ζ, the estimate (2.71) for ζ ,
and the estimate (2.76) for ∂ωχ. Next, we estimate F6. We have
‖F6‖L2tL1x′ (C.7)
. (‖δ‖L∞t L2x′ + ‖n
−1∇Nn‖L∞t L2x′ )‖∇/ L(Π(∂ωχ))‖L∞u L2(Hu) + (‖∇/ ζ‖L∞u L2(Hu)
+‖∇/ ζ‖L∞u L2(Hu) + ‖ζ‖L∞u L4(Hu)‖ζ‖L∞u L4(Hu) + ‖σ‖L∞u L2(Hu))‖∂ωχ‖L∞t L2x′
. ε+ ‖∇/ L(Π(∂ωχ))‖L∞u L2(Hu),
where we used in the last inequality the estimate (2.66) for n, the estimate (2.67) for δ
and ζ, the estimate (2.71) for ζ , the assumption (2.59) for σ and the estimate (2.76) for
∂ωχ. Now, the estimate (6.34) for ∇/ L(Π(∂ωχ)) together with the estimate (2.76) for ∂ωχ
implies
‖∇/ L(Π(∂ωχ))‖L∞u L2(Hu) . ε.
Injecting in (C.7), we obtain
‖F6‖L2tL1x′ . ε. (C.8)
Next, we evaluate the term involving ∇/ Lβ in the right-hand side of (C.1). In view of
the bianchi identity (2.52), we have
∂ωN∇/ Lβ = ∇/ (F7) + F8, (C.9)
where the tensors F7 and F8 are given schematically by
F7 = ∂ωNρ+ ∂ωNσ,
and
F8 = ∇/ ∂ωN(ρ+ σ) + ∂ωN
(
χ̂β + (δ + n−1∇Nn)β + ξ · α + ζρ+ ∗ζσ
)
.
F7 satisfies the following estimate
‖F7‖L∞u L2(Hu) . ‖∂ωN‖L∞(‖ρ‖L∞u L2(Hu) + ‖σ‖L∞u L2(Hu)) . ε. (C.10)
Next, we estimate F8. We have
‖F8‖L2tL1x′ .
(
‖∇/ ∂ωN‖L∞t L2x′ + ‖∂ωN‖L∞(‖χ̂‖L∞t L2x′ + ‖δ‖L∞t L2x′ (C.11)
+‖n−1∇Nn‖L∞t L2x′ + ‖ξ‖L∞t L2x′ + ‖ζ‖L∞t L2x′ )
)
‖(α, β, ρ, σ, β)‖L∞u L2(Hu)
. ε,
where we used in the last inequality the estimates (2.66)-(2.71) for χ̂, δ, n, ξ and ζ , the
assumption (2.59) on (α, β, ρ, σ, β), and the estimates (2.75) (2.76) for ∂ωN .
Finally, in view of (C.1), (C.5) and (C.9), we obtain
∇/ L(∇/ L(Π(∂ωχ))) = −∇/ LΠ(∂ωχ) · χ− χ · ∇/ L(Π(∂ωχ)) +∇/ (F1) + F2,
where the tensors F1 and F2 are given by
F1 = F3 + F5 + F7 and F2 = F4 + F6 + F8.
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In view of (C.2), (C.6) and (C.10), we have
‖F1‖L∞u L2(Hu) . ε.
Also, in view of (C.4), (C.8) and (C.11), we have
‖F2‖L2tL1x′ . ε.
This concludes the proof of the lemma.
C.2 Proof of Lemma 6.9
Applying the estimate (3.64) for transport equations to the transport equation (6.48) for
M , we obtain:
‖M‖L∞ . ‖γ‖P0,u + ‖M · χ‖L∞
x′
L1t
. 1 + ‖M‖L∞‖χ‖L∞
x′
L2t
. 1 + ε‖M‖L∞
where we used the estimates (2.69) (2.70) for χ in the last inequality. This yields:
‖M‖L∞ . 1. (C.12)
Now, since ∇/ Lγ = 0, we may rewrite the transport equation (6.48) for M as:
∇/ L(M − γ)AB =MACχCB, (M − γ)AB = 0 on P0,u,
Together with the estimate (3.64) for transport equations, the estimates (2.69) (2.70) for
χ, and the estimate (C.12), this implies:
‖M − γ‖L∞ . ‖M · χ‖L∞
x′
L1t
(C.13)
. ‖M‖L∞‖χ‖L∞
x′
L2t
. ε.
Next, we estimate ∇/M . We rewrite the transport equation (6.48) for M as:
∇/ nLM = nχ ·M, MAB = γAB on P0,u.
Differentiating with respect to ∇/ and using the commutator formula (2.48), we obtain:
∇/ nL(∇/M) = [∇/ nL,∇/ ]M +∇/∇/ nLM
= nχ · ∇/M + (nχ · ǫ+ nβ +∇/ (nχ)) ·M
Together with the decomposition (5.31) for nβ and the decomposition (5.55) for ∇/ (nχ),
we obtain:
∇/ nL(∇/M) = nχ · ∇/M + (nχ · ǫ+∇/ nL(P ) + E) ·M, (C.14)
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where P and E satisfy:
N1(P ) + ‖E‖P0 . ε. (C.15)
(C.14) and the sharp trace theorem for transport equations (5.22) imply:
‖∇/M‖B0 .
(N1(nχ) + ‖nχ‖L∞
x′
L2t
)‖∇/M‖P0 (C.16)
+
(N1(M) + ‖M‖L∞
x′
L2t
) · (N1(P ) + ‖E‖P0 + ‖nχ · ǫ‖P0)
. ε+ ε‖∇/M‖P0 ,
where we used the estimates (2.66) (2.69) (2.70) for n and χ, the estimate (C.12) for M ,
the estimate (C.15) for P and E, and the estimate:
‖nχ · ǫ‖P0 . N2(n)N1(χ)N1(ǫ) . ε,
which follows form the non sharp product estimates (5.14) (5.15) and the estimates (2.66)-
(2.70) for n, ǫ and χ.
Finally, (C.16) yields:
‖∇/M‖B0 . ε
which together with (C.13) yields the conclusion of Lemma 6.9.
C.3 Proof of Lemma 6.11
(6.52) follows immediately from the sharp Bernstein inequality for tensors (4.41). Then,
(6.53) follows immediately from (6.52) by taking the dual. This concludes the proof of
Lemma 6.11.
C.4 Proof of Lemma 6.12
It suffices to prove the dual inequality. Let H the solution of the following transport
equation:
∇/ nL(H) = PjF, H = 0 on P0,u. (C.17)
Then, the conclusion of Lemma 6.12 is equivalent to:
‖∇/H‖L∞t L2x′ . 2
j‖F‖LptL2x′ , (C.18)
for any 1 < p ≤ 2.
From now on, we focus on proving (C.18). Note first from the estimate on transport
equations (3.64) and the transport equation (C.17) satisfied by H :
‖H‖L∞ . ‖PjF‖L1tL∞x′ . 2
j‖F‖LptL2x′ , (C.19)
where we used in the last inequality the sharp Bernstein inequality for tensors (6.52).
Next, we differentiate the transport equation (C.17) for H with respect to ∇/ :
∇/ nL(∇/H) = [∇/ nL,∇/ ]H +∇/∇/ nL(H)
= nχ · ∇/H + (nχ · ǫ+ nβ) ·H +∇/PjF,
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where we used in the last equality the commutator formula (2.48). Together with the
estimate for transport equations (3.64), this yields:
‖∇/H‖L∞t L2x′ (C.20)
. ‖nχ · ∇/H + (nχ · ǫ+ nβ) ·H +∇/PjF‖L2
x′
L1t
. ‖n‖L∞
(‖χ‖L∞
x′
L2t
‖∇/H‖L2(Hu) + (N1(χ)N1(ǫ) + ‖β‖L2(Hu))‖H‖L∞
)
+ ‖∇/PjF‖L1tL2x′
. ε‖∇/H‖L2(Hu) + 2j‖F‖LptL2x′ ,
where we used in the last inequality the estimates (2.66)-(2.70) for n, ǫ and χ, the estimate
(C.19) for H , and the finite band property for Pj .
Finally, (C.20) yields (C.18) which concludes the proof of Lemma 6.12
C.5 Proof of Lemma 6.13
Using the product estimate (5.10), we have:
‖∇/ (M−1)‖B0 = ‖M−1(∇/M)M−1‖B0 (C.21)
. (‖∇/ (M−1)‖L∞t L2x′ + ‖M
−1‖L∞)2‖∇/M‖B0
. (‖∇/M‖L∞t L2x′‖M
−1‖2L∞ + ‖M−1‖L∞)2‖∇/M‖B0
. ε
where we used in the last inequality the fact that ‖M − γ‖L∞ + ‖∇/M‖B0 . ε from the
assumptions of Lemma 6.13. Then, in view of (C.21), Lemma 6.13 is an immediate
consequence of the following slightly more general lemma.
Lemma C.1 Let F a Pt,u-tangent tensor and 2 < p ≤ +∞ such that for all j ≥ 0:
‖PjF‖LptL2x′ . 2
jε+ 2
j
2εγ(u).
Also, let H a Pt,u-tangent tensor such that for any 2 ≤ r < +∞, we have
‖H‖LrtL∞x′ + ‖∇/H‖LrtB02,1(Pt,u) . 1.
Then, we have for any 2 ≤ q < p and all j ≥ 0:
‖Pj(HF )‖LqtL2x′ . 2
jε+ 2
j
2 εγ(u).
We conclude this section with the proof of Lemma C.1. Using the property (3.15) of
the Littlewood-Paley projections, we have:
‖Pj(HF )‖LqtL2x′ .
∑
l
‖Pj(HPlF )‖LqtL2x′ . (C.22)
We estimate the right-hand side of (C.22). Using the L2 boundedness of Pj, the assump-
tion ‖H‖LrtL∞x′ . 1 on H with r large enough, and the assumption for F :
‖Pj(HPlF )‖LqtL2x′ . ‖H‖LrtL∞x′ ‖PlF‖LptL2x′ . 2
lε+ 2
l
2 εγ(u). (C.23)
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We will need a second estimate for the right-hand side of (C.22). Using the property
of Pl, we have:
‖Pj(HPlF )‖LqtL2x′ (C.24)
= 2−2l‖Pj(H∆/PlF )‖LqtL2x′
. 2−2l‖Pjdiv/ (H∇/PlF )‖LqtL2x′ + 2
−2l‖Pj(∇/H∇/PlF )‖LqtL2x′
. 2−2l‖Pj∆/ (HPlF )‖LqtL2x′ + 2
−2l‖Pjdiv/ (∇/HPlF )‖LqtL2x′ + 2
−2l‖Pj(∇/H∇/PlF )‖LqtL2x′ .
Next, we bound the three terms in the right-hand side of (C.24) starting with the first
one. Using the finite band property for Pj, we have:
‖Pj∆/ (HPlF )‖LqtL2x′ . 2
2j‖HPlF‖LqtL2x′ (C.25)
. 22j‖H‖LrtL∞x′ ‖PlF‖LptL2x′
. 22j(2lε+ 2
l
2εγ(u)),
where we used the assumption ‖H‖LrtL∞x′ . 1 on H , the fact that we may choose r large
enough, and the assumption for F .
Next, we estimate the second term in the right-hand side of (C.24). Using the property
(3.15) of the Littlewood-Paley projections, we have:
‖Pjdiv/ (∇/ (H)PlF )‖LqtL2x′ .
∑
m
‖Pjdiv/ (Pm(∇/H)PlF )‖LqtL2x′ . (C.26)
Using the finite band property for Pj, and the weak Bernstein inequality for Pl and Pm,
we have:
‖Pjdiv/ (Pm(∇/H)PlF )‖LqtL2x′ . 2
j‖Pm(∇/H)PlF‖LqtL2x′ (C.27)
. 2j‖Pm(∇/H)‖LrtL4x′‖PlF‖LptL4x′
. 2j+
m
2
+ l
2‖Pm(∇/H)‖LrtL2x′‖PlF‖LptL2x′
. 2j+
m
2
+ l
2‖Pm(∇/H)‖LrtL2x′ (2
lε+ 2
l
2 εγ(u)),
where we used the assumption for F .
We will need another estimate for the right-hand side of (C.26). First, let q+ such
that q < q+ < p− < p. Using the finite band property for Pj , we have for r large enough:
‖Pjdiv/ (Pm(∇/H)PlF )‖Lq+t L2x′ . 2
j‖Pm(∇/H)PlF‖Lq+t L2x′ (C.28)
. 2j‖Pm(∇/H)‖LrtL2x′‖PlF‖Lp−t L∞x′
. 2j+l‖Pm(∇/H)‖LrtL2x′‖PlF‖LptL2x′ ,
where we used in the last inequality the sharp Bernstein inequality for tensors (6.52).
Also, using the properties of Pm, we have:
‖Pjdiv/ (Pm(∇/H)PlF )‖L2(Pt,u)
= 2−2m‖Pjdiv/ (∆/ (Pm(∇/H))PlF )‖L2(Pt,u)
. 2−2m‖Pjdiv/ div/ (∇/ (Pm(∇/H))PlF )‖L2(Pt,u) + 2−2m‖Pjdiv/ (∇/ (Pm(∇/H))∇/PlF )‖L2(Pt,u).
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Together with the finite band property for Pj , this yields:
‖Pjdiv/ (Pm(∇/H)PlF )‖L2(Pt,u)
. 2−2m‖Pjdiv/ div/ ‖L(L2(Pt,u))‖∇/ (Pm(∇/H))PlF‖L2(Pt,u) + 2j−2m‖∇/ (Pm(∇/H))∇/PlF‖L2(Pt,u)
. 2−2m‖∇/ 2Pj‖L(L2(Pt,u))‖∇/ (Pm(∇/H))‖L2(Pt,u)‖PlF‖L∞(Pt,u)
+2j−2m‖∇/ (Pm(∇/H))‖L4(Pt,u)‖∇/PlF‖L4(Pt,u)
. 2−m‖∇/ 2Pj‖L(L2(Pt,u))‖Pm(∇/H)‖L2(Pt,u)‖PlF‖L∞(Pt,u)
+2j−2m‖∇/ 2(Pm(∇/H))‖
1
2
L2(Pt,u)
‖∇/ (Pm(∇/H))‖
1
2
L2(Pt,u)
‖∇/ 2PlF‖
1
2
L2(Pt,u)
‖∇/PlF‖
1
2
L2(Pt,u)
,
where we used in the last inequality the Gagliardo-Nirenberg inequality (3.3) and the
finite band property for Pl. Finally, using the Bochner inequality for tensors (3.7), the
sharp Bernstein inequality (4.41) for tensors, and the fact that p > 2, we obtain for r
large enough:
‖Pjdiv/ (Pm(∇/H)PlF )‖L1tL2x′ . (2
2j+l−m + 2j−
m
2
+ 3l
2 )‖Pm(∇/H)‖LrtL2x′‖PlF‖LptL2x′ ,
which in the case j < l < m implies:
‖Pjdiv/ (Pm(∇/H)PlF )‖L1tL2x′ . 2
j−m
2
+ 3l
2 ‖Pm(∇/H)‖LrtL2x′‖PlF‖LptL2x′ . (C.29)
Since 1 < q < q+, we may interpolate (C.28) and (C.29). We obtain for j < l < m:
‖Pjdiv/ (Pm(∇/H)PlF )‖LqtL2x′ . 2
j+l−|m−l|+‖Pm(∇/H)‖LrtL2x′‖PlF‖LptL2x′ (C.30)
. 2j+l−(m−l)+‖Pm(∇/H)‖LrtL2x′ (2
lε+ 2
l
2 εγ(u)),
where we used the assumption for F . Now, using (C.26), (C.27) for m ≤ l and (C.30) for
j < l < m yield for any j < l:
‖Pjdiv/ ((∇/H)PlF )‖LqtL2x′ .
∑
m
2j+l−|m−l|+‖Pm(∇/H)‖LrtL2x′ (2
lε+ 2
l
2εγ(u)). (C.31)
The the third term in the right-hand side of (C.24) satisfies for r large enough the
following estimate:
‖Pj(∇/H∇/PlF )‖LqtL2x′ .
∑
m
2j+l−|m−l|+‖Pm(∇/H)‖LrtL2x′ (2
lε+ 2
l
2 εγ(u)). (C.32)
The proof of (C.32) is similar to the proof of (C.31), so we skip it.
(C.24), (C.25), (C.31) and (C.32) yield for any j < l:
‖Pj(HPlF )‖LqtL2x′ . 2
2j−2l(2lε+ 2
l
2 εγ(u)) (C.33)
+
∑
m
2j−l−|m−l|+‖Pm(∇/H)‖LrtL2x′ (2
lε+ 2
l
2 εγ(u)),
where r is large enough. Finally, summing (C.22) for l ≤ j and (C.33) for l > j implies
for r large enough:∑
l
‖Pj(HPlF )‖LqtL2x′ . (1 + ‖∇/H‖LrtB02,1(Pt,u))(2
jε+ 2
j
2εγ(u)),
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which together with the bound (C.21) for H and the inequality (C.22) yields:
‖Pj(HF )‖LqtL2x′ . 2
jε+ 2
j
2 εγ(u).
This concludes the proof of Lemma C.1.
D Proof of Lemma 6.15
Using the property (3.15) of the Littlewood-Paley projections, we have:
‖F ·H‖LrtB02,1(Pt,u) .
∑
j,q,l
‖PjPq(F ) · Pl(H)‖LrtL2x′ . (D.1)
Note first that (6.85) is symmetric with respect to F and H . Thus, we may assume for
instance l ≤ q in (D.1). We will estimate the right-hand side (D.1) in the two cases q ≤ j
and q > j starting with the first one. We have:
‖PjPq(F ) · Pl(H)‖L2(Pt,u)
. 2−2j‖Pj∆/ Pq(F ) · Pl(H)‖L2(Pt,u)
. 2−2j‖Pjdiv/ (∇/Pq(F ) · Pl(H))‖L2(Pt,u) + 2−2j‖Pjdiv/ (Pq(F ) · ∇/ Pl(H))‖L2(Pt,u),
which yields:
‖PjPq(F ) · Pl(H)‖L2(Pt,u) (D.2)
. 2−2j‖Pjdiv/ ‖L(Lp(Pt,u),L2(Pt,u))
(
‖∇/Pq(F ) · Pl(H))‖Lp(Pt,u) + ‖Pq(F ) · ∇/Pl(H))‖Lp(Pt,u)
)
. 2−2j‖Pjdiv/ ‖L(Lp(Pt,u),L2(Pt,u))
(
‖∇/Pq(F )‖L2(Pt,u)‖Pl(H))‖
L
2p
2−p (Pt,u)
+‖Pq(F )‖
L
2p
2−p (Pt,u)
‖∇/Pl(H))‖L2(Pt,u)
)
. 2−2j(2(2−
2
p
)l+q + 2(2−
2
p
)q+l)‖Pjdiv/ ‖L(Lp(Pt,u),L2(Pt,u))‖Pq(F )‖L2(Pt,u)‖Pl(H))‖L2(Pt,u),
where 1 < p < 2 will be chosen later, and where we used the finite band property for
Pl and Pq, and the weak Bernstein inequality for Pl and Pq. In view of (D.2) we need
to evaluate ‖Pjdiv/ ‖L(Lp(Pt,u),L2(Pt,u)). Let p′ the conjugate exponent of p, i.e. 1p + 1p′ = 1.
Using the Gagliardo-Nirenberg inequality (3.3), we have:
‖∇/PjF‖Lp′(Pt,u) . ‖∇/PjF‖
2
p′
L2(Pt,u)
‖∇/ 2PjF‖
1− 2
p′
L2(Pt,u)
(D.3)
. 2
2j
p′ ‖PjF‖
2
p′
L2(Pt,u)
(‖∆/PjF‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/PjF‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖PjF‖L2(Pt,u)
)1− 2
p′
. (1 + ‖K‖2−
4
p′
L2(Pt,u)
)2
2j
p ‖PjF‖L2(Pt,u),
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where we used the weak Bernstein inequality and the Bochner inequality for tensors (3.7).
In view of (D.3), we have:
‖Pjdiv/ ‖L(Lp(Pt,u),L2(Pt,u)) = ‖∇/Pj‖L(L2(Pt,u),Lp′ (Pt,u)) . (1 + ‖K‖
2− 4
p′
L2(Pt,u)
)2
2j
p ,
which together with (D.2) implies:
‖PjPq(F ) · Pl(H)‖L2(Pt,u)
. 2−(2−
2
p
)j(2(2−
2
p
)l+q + 2(2−
2
p
)q+l)(1 + ‖K‖2−
4
p′
L2(Pt,u)
)‖Pq(F )‖L2(Pt,u)‖Pl(H))‖L2(Pt,u).
We fix p = 2r
r+1
which satisfies 1 < p < 2. Using the estimate (4.33) for K, and the fact
that l ≤ q ≤ j, we obtain:
‖PjPq(F ) · Pl(H)‖LrtL2x′ . 2
−( 1
2
− 1
r
)|j−q|−( 1
2
− 1
r
)|j−l|2
q
2‖Pq(F )‖L∞t L2x′2
l
2‖Pl(H))‖L∞t L2x′ . (D.4)
Next, we consider the case q > j. Using the weak Bernstein inequality for Pj and Pl,
we have:
‖PjPq(F ) · Pl(H)‖L2(Pt,u) . 2
j
3‖Pq(F ) · Pl(H)‖L 32 (Pt,u)
. 2
j
3‖Pq(F )‖L2(Pt,u)‖Pl(H)‖L6(Pt,u)
. 2
j
3
+ 2l
3 ‖Pq(F )‖L2(Pt,u)‖Pl(H)‖L2(Pt,u)
. 2−
|j−q|
6
−
|l−j|
6 2
q
2‖Pq(F )‖L2(Pt,u)2
l
2‖Pl(H)‖L2(Pt,u)
where we used the fact that q > j and q ≥ l. This yields:
‖PjPq(F ) · Pl(H)‖L∞t L2x′ . 2
−
|j−q|
6
−
|l−j|
6 2
q
2‖Pq(F )‖L∞t L2x′2
l
2‖Pl(H)‖L∞t L2x′ . (D.5)
Recall from (5.87) that:∑
q
2q‖Pq(F )‖2L∞t L2x′ . N1(F )
2 and
∑
l
2l‖Pl(H)‖2L∞t L2x′ . N1(H)
2. (D.6)
(D.1), (D.4), (D.5) and (D.6) imply (6.85) which concludes the proof of Lemma 6.15.
D.1 Proof of Lemma 6.16
Since H = (ρ, σ, β, β), Lemma 6.20 yields:
‖PlH‖L∞t L2x′ . ε2
l
2 . (D.7)
We estimate the quantity ‖PjD−12 (bF ·PlH)‖L∞t L4−x′ . Using the weak Bernstein inequality
and the finite band property for Pj, we have:
‖PjD−12 (bF · PlH)‖L∞t L4−x′ . 2
−j( 1
2
)+‖∇/D−12 (bF · PlH)‖L∞t L2x′ (D.8)
. 2−j(
1
2
)+‖bF · PlH‖L∞t L2x′
. 2−j(
1
2
)+‖b‖L∞‖F‖L∞‖PlH‖L∞t L2x′
. 2−j(
1
2
)++
l
2‖F‖L∞ε,
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where we used the estimate (3.49) for D−12 , the estimate (2.68) for b and the estimate
(D.7) for H .
We derive a second estimate for ‖PjD−12 (bF · PlH)‖L∞t L4−x′ . We have:
‖PjD−12 (bF · PlH)‖L∞t L4−x′
= 2−2l‖PjD−12 (bF ·∆/PlH)‖L∞t L4−x′
. 2−2l‖PjD−12 div/ (bF · ∇/PlH)‖L∞t L4−x′ + 2
−2l‖PjD−12 (∇/ (bF ) · ∇/PlH)‖L∞t L4−x′
which together with the weak Bernstein inequality for Pj yields:
‖PjD−12 (bF · PlH)‖L∞t L4−x′ (D.9)
. 2j(
1
2
)−−2l‖D−12 div/ (bF · ∇/PlH)‖L∞t L2x′ + 2
j( 1
2
)−−2l‖D−12 (∇/ (bF ) · ∇/PlH)‖L∞t L2x′
. 2j(
1
2
)−−2l‖bF · PlH‖L∞t L2x′ + 2
−j( 1
2
)+−2l‖∇/ (bF ) · PlH‖L∞t L1+x′
. 2j(
1
2
)−−2l‖b‖L∞‖F‖L∞‖∇/PlH‖L∞t L2x′ + 2
−j( 1
2
)+−2l‖∇/ (bF )‖L∞t L2x′‖∇/PlH‖L∞t L2+x′
. 2j(
1
2
)−−l(
1
2
)−(‖F‖L∞ + ‖∇/F‖L∞t L2x′ )ε,
where we used the estimate (3.49) and Remark 3.15 for D−12 , the estimate (2.68) for b and
the estimate (D.7) for H . In the last inequality, note that as soon as 4− is fixed in the
L∞t L
4−
x′ norm, then (
1
2
)− is fixed in j(
1
2
)−. Let us fix j(
1
2
)− = j(
1
2
− a) for some a > 0,
then we may choose l(1
2
)− = l(
1
2
− a
2
) in order to obtain:
2j(
1
2
)−−l(
1
2
)− = 2j(
1
2
−a)−l( 1
2
− a
2
),
which together with (D.9) yields:
‖PjD−12 (bF · PlH)‖L∞t L4−x′ . 2
j( 1
2
−a)−l( 1
2
− a
2
)(‖F‖L∞ + ‖∇/F‖L∞t L2x′ )ε. (D.10)
Summing on j and l and taking (D.8) for l ≤ j and (D.10) for l > j, we obtain:
‖PjD−12 (bF · PlH)‖L∞t L4−x′ .
∑
j,l
‖PjD−12 (bF · PlH)‖L∞t L4−x′
.
(∑
l≤j
2−j(
1
2
)++
l
2 +
∑
l>j
2j(
1
2
−a)−l( 1
2
− a
2
)
)
(‖F‖L∞ + ‖∇/F‖L∞t L2x′ )ε
. (‖F‖L∞ + ‖∇/F‖L∞t L2x′ )ε
which yields the conclusion of the Lemma.
D.2 Proof of Lemma 6.17
Since h = (ρ, σ), Lemma 6.20 yields:
‖Plh‖L∞t L2x′ . ε2
l
2 . (D.11)
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We have:
‖D−12 b−1D−12 (b∇/ h)‖LptL4−x′ . ‖D
−1
2 b
−1D−12 ((∇/ b)h)‖LptL4−x′ + ‖D
−1
2 b
−1D−12 (∇/ (bh)‖LptL4−x′ .
(D.12)
Lemma 6.18 applied to the firs term in the right-hand side of (D.12) with F = b−1∇/ b and
H = h = (ρ, σ) yields:
‖D−12 b−1D−12 ((∇/ b)h)‖LptL4−x′ . N1(∇/ b)ε . ε, (D.13)
where we used the estimate (2.68) for b.
Next, we evaluate ‖Pl(bPjh)‖L∞t L2x′ . Using the L
2 boundedness of Pl, we have:
‖Pl(bPjh)‖L∞t L2x′ . ‖bPjh‖L∞t L2x′ (D.14)
. ‖b‖L∞‖Pjh‖L∞t L2x′
. 2
j
2 ,
where we used the estimate (2.68) for b and the estimate (D.11) for h.
We derive a second estimate for ‖Pl(bPjh)‖L∞t L2x′ . We have:
‖Pl(bPjh)‖L∞t L2x′ . 2
−2j‖Pl(b∆/Pjh)‖L∞t L2x′
. 2−2j‖Pldiv/ (b∇/Pjh)‖L∞t L2x′ + 2
−2j‖Pl(∇/ b∇/ Pjh)‖L∞t L2x′
which together with the finite band property and the weak Bernstein inequality for Pl
yields:
‖Pl(bPjh)‖L∞t L2x′ . 2
l−2j‖b∇/Pjh‖L∞t L2x′ + 2
l
2
−2j‖∇/ b∇/ Pjh‖
L∞t L
4
3
x′
(D.15)
. 2l−2j‖b‖L∞‖∇/Pjh‖L∞t L2x′ + 2
l
2
−2j‖∇/ b‖L∞t L4x′‖∇/Pjh‖L∞t L2x′
. 2l−j‖Pjh‖L∞t L2x′ + 2
l
2
−jN1(∇/ b)‖Pjh‖L∞t L2x′
. 2l−
j
2 ε,
where we used the finite band property for Pl, the estimate (2.68) for b and the estimate
(D.11) for h. Finally, (D.14) for j ≤ l and (D.15) for j > l yield:
‖Pl(bh)‖L∞t L2x′ .
∑
j
‖Pl(bPjh)‖L∞t L2x′ . 2
l
2ε. (D.16)
In view of (D.12), we need to evaluate ‖D−12 b−1D−12 (∇/ (bh)‖LptL4−x′ . Note first that we
have the following commutator formula:
D−12 ∇/ −∇/D−11 = D−12 KD−11
which yields:
‖D−12 b−1D−12 (∇/ (bh)‖LptL4−x′ . ‖D
−1
2 b
−1∇/D−11 (bh)‖LptL4−x′ + ‖D
−1
2 b
−1D−12 KD−11 (bh)‖LptL4−x′ .
(D.17)
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We first evaluate the first term in the right-hand side of (D.17). Using the weak Bernstein
inequality for Pj, we have:
‖PjD−12 b−1∇/D−11 Pl(bh)‖L∞t L4−x′ (D.18)
. 2(
1
2
)−j‖D−12 b−1∇/D−11 Pl(bh)‖L∞t L2x′
. 2(
1
2
)−j‖D−12 ∇/ (b−1D−11 Pl(bh))‖L∞t L2x′ + 2
( 1
2
)−j‖D−12 ∇/ (b−1)D−11 Pl(bh)‖L∞t L2x′
. 2(
1
2
)−j‖b−1‖L∞‖D−11 Pl(bh)‖L∞t L2x′ + 2
( 1
2
)−j‖∇/ (b−1)D−11 Pl(bh)‖
L∞t L
4
3
x′
. 2(
1
2
)−j−
l
2ε+ 2(
1
2
)−j‖∇/ (b−1)‖L∞t L4x′‖D
−1
1 Pl(bh)‖L∞t L2x′
. 2(
1
2
)−j−
l
2ε,
where we used the estimate (3.49) and the Remark 3.15 for D−12 , the estimate (3.49) for
D−11 , the finite band property for Pl, the estimate (2.68) for b, and the estimate (D.16)
for bh.
We derive a second estimate for ‖PjD−12 b−1∇/D−11 Pl(bh)‖L∞t L4−x′ . Using the weak Bern-
stein inequality and the finite band property for Pj, we have:
‖PjD−12 b−1∇/D−11 Pl(bh)‖L∞t L4−x′ (D.19)
. 2(
1
2
)−j‖PjD−12 b−1∇/D−11 Pl(bh)‖L∞t L2x′
. 2−(
1
2
)+j‖∇/D−12 b−1∇/D−11 Pl(bh)‖L∞t L2x′
. 2−(
1
2
)+j‖b−1‖L∞‖∇/D−11 Pl(bh)‖L∞t L2x′
. 2−(
1
2
)+j‖Pl(bh)‖L∞t L2x′
. 2−(
1
2
)+j+
l
2ε,
where we used the estimate (3.49) for D−12 , the estimate (3.49) for D−11 , the estimate
(2.68) for b, and the estimate (D.16) for bh. Summing (D.18) for j ≤ l and (D.19) for
j > l yields:
‖D−12 b−1∇/D−11 (bh)‖LptL4−x′ .
∑
j≤l
2j(
1
2
)−−
l
2ε+
∑
j>l
2−j(
1
2
)++
l
2ε . ε. (D.20)
Next, we evaluate the second term in the right-hand side of (D.17). Using Remark
3.15 for D−12 , we have:
‖D−12 b−1D−12 KD−11 (bh)‖LptL4−x′ . ‖b
−1‖L∞‖D−12 KD−11 (bh)‖LptL2x′ (D.21)
. ‖D−12 KD−11 (bh)‖LptL2x′ .
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Using Remark 3.15 for D−12 , we have:
‖D−12 Pj(K)D−11 Pl(bh)‖LptL2x′ . ‖Pj(K)D
−1
1 Pl(bh)‖LptL1+x′ (D.22)
. ‖Pj(K)‖LptL2+x′ ‖D
−1
1 Pl(bh)‖L∞t L2x′
. 2j(
1
2
)−‖K‖
2
p
L2(Hu)
‖Λ− 12K‖1−
2
p
L∞t L
2
x′
2−l‖Pl(bh)‖L∞t L2x′
. 2j(
1
2
)−−
l
2ε,
where we used the weak Bernstein inequality for Pj, that finite band property for Pl, the
estimates (4.33) and (4.34) for K, and the estimate (D.16) for bh.
We derive another estimate for ‖D−12 Pj(K)D−11 Pl(bh)‖LptL2x′ . We have:
‖D−12 Pj(K)D−11 Pl(bh)‖LptL2x′
= 2−2j‖D−12 ∆/Pj(K)D−11 Pl(bh)‖LptL2x′
. 2−2j‖D−12 div/ (∇/Pj(K)D−11 Pl(bh))‖LptL2x′ + 2
−2j‖D−12 ∇/Pj(K)∇/D−11 Pl(bh)‖LptL2x′
which together with the estimate (3.49) and the Remark 3.15 for D−12 yields:
‖D−12 Pj(K)D−11 Pl(bh)‖LptL2x′ (D.23)
. 2−2j‖∇/Pj(K)D−11 Pl(bh)‖LptL2x′ + 2
−2j‖∇/Pj(K)∇/D−11 Pl(bh)‖LptL1+x′
. 2−2j‖∇/Pj(K)‖LptL2+x′ ‖∇/D
−1
1 Pl(bh)‖L∞t L2x′
. 2−2j‖∇/ 2Pj(K)‖
1− 2
2+
LptL
2
x′
‖∇/Pj(K)‖
2
2+
LptL
2
x′
‖Pl(bh)‖L∞t L2x′
. 2−j−+
l
2‖Pj(K)‖LptL2x′
. 2−j(
1
2
)++
l
2‖K‖
2
p
L2(Hu)
‖Λ− 12K‖1−
2
p
L∞t L
2
x′
ε
. 2−j(
1
2
)++
l
2 ε,
where we used the finite band property for Pj , the estimate (3.49) for D−11 , the Bochner
inequality for scalars (4.38), the estimates (4.33) and (4.34) forK, and the estimate (D.16)
for bh. Using (D.21), and summing (D.22) for j ≤ l and (D.23) for j > l yields:
‖D−12 b−1D−12 KD−11 (bh)‖LptL4−x′ .
∑
j≤l
2j(
1
2
)−−
l
2 ε+
∑
j>l
2−j(
1
2
)++
l
2 ε . ε. (D.24)
Finally, (D.12), (D.13), (D.17), (D.20) and (D.24) yield the conclusion of Lemma 6.17.
D.3 Proof of Lemma 6.18
Since H = (ρ, σ, β, β) and N1(G) . ε, the curvature estimate (2.59) and the finite band
property for Pl yield:
‖PlH‖L2(Hu) . ε and ‖PlG‖L2(Hu) . 2−lε. (D.25)
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while Lemma 6.20 and Lemma 5.9 yield:
‖PlH‖L∞t L2x′ . 2
l
2ε and ‖PlG‖L∞t L2x′ . 2
− l
2ε. (D.26)
Using Remark 3.15 for D−12 , we have:
‖D−12 b(D−12 (F ·H))‖LptL4−x′ + ‖D
−1
2 b(D−12 (F · ∇/G))‖LptL4−x′ (D.27)
. ‖b(D−12 (F ·H))‖LptL2x′ + ‖b(D
−1
2 (F · ∇/G))‖LptL2x′
. ‖D−12 (F ·H)‖LptL2x′ + ‖D
−1
2 (F · ∇/G)‖LptL2x′ ,
where we used the estimate (2.68) for b in the last inequality.
Next, we estimate the two terms in the right-hand side of (D.27). Using Remark 3.15
for D−12 , we have:
‖D−12 (Pq(F ) · PlH)‖LptL2x′ + ‖D
−1
2 (Pq(F ) · ∇/PlG)‖LptL2x′ (D.28)
. ‖Pq(F ) · PlH‖LptL1+x′ + ‖Pq(F ) · ∇/PlG‖LptL1+x′
. ‖Pq(F )‖L∞t L2x′‖PlH‖LptL2+x′ + ‖Pq(F )‖L∞t L2x′‖∇/PlG‖LptL2+x′
. 2−
q
2N1(F )
(
20+l‖PlH‖LptL2x′ +
∥∥∥∥‖∇/ 2PlG‖1− 22+L2(Pt,u)‖∇/PlG‖ 22+L2(Pt,u)∥∥∥∥
Lp(0,1)
)
. 2−
q
2N1(F )
(
20+l‖PlH‖1−
2
p
L∞t L
2
x′
‖PlH‖
2
p
L2(Hu)
+
∥∥∥∥∥(‖∆/PlG‖L2(Pt,u)
+‖K‖L2(Pt,u)‖∇/PlG‖L2(Pt,u) + ‖K‖2L2(Pt,u)‖PlG‖LptL2x′ )
1− 2
2+ 2l‖PlG‖
2
2+
L2(Pt,u)
∥∥∥∥∥
Lp(0,1)
)
. 2
l( 3
2
− 2
2+
− 1
p
)− q
2N1(F )(1 + ‖K‖
2(1− 2
2+
)
L2(Hu)
)ε
. 2l(
1
2
)−−
q
2N1(F )ε,
where we used Lemma 5.9 for ‖Pq(F )‖L∞t L2x′ , the Bochner inequality for tensors (3.7),
(D.25) and (D.26) for G and H , and the estimate (4.33) for K. We also used the fact
that once p < +∞ is fixed, we may choose 2+ > 2 such that 1− 22+ − 1p < 0.
We derive a second estimate for ‖D−12 (Pq(F )·PlH)‖LptL2x′ and ‖D
−1
2 (Pq(F )·∇/ PlG)‖LptL2x′ .
We have:
‖D−12 (Pq(F ) · PlH)‖LptL2x′ + ‖D
−1
2 (Pq(F ) · ∇/PlG)‖LptL2x′
. 2−2l‖D−12 (Pq(F ) ·∆/ PlH)‖LptL2x′ + ‖D
−1
2 div/ (Pq(F ) · PlG)‖LptL2x′
+‖D−12 (∇/Pq(F ) · PlG)‖LptL2x′
. 2−2l‖D−12 div/ (Pq(F ) · ∇/PlH)‖LptL2x′ + 2
−2l‖D−12 (∇/Pq(F ) · ∇/PlH)‖LptL2x′
+‖D−12 div/ (Pq(F ) · PlG)‖LptL2x′ + ‖D
−1
2 (∇/Pq(F ) · PlG)‖LptL2x′
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which together with the estimate (3.49) and Remark 3.15 for D−12 implies:
‖D−12 (Pq(F ) · PlH)‖LptL2x′ + ‖D
−1
2 (Pq(F ) · ∇/PlG)‖LptL2x′ (D.29)
. 2−2l‖Pq(F ) · ∇/PlH‖LptL2x′ + 2
−2l‖∇/Pq(F ) · ∇/PlH‖LptL1+x′
+‖Pq(F ) · PlG‖LptL2x′ + ‖∇/Pq(F ) · PlG)‖LptL1+x′
. 2−2l‖∇/Pq(F )‖LptL∞x′ ‖∇/PlH‖L∞t L2x′ + 2
−2l‖∇/Pq(F )‖LptL2+x′ ‖∇/PlH‖L∞t L2x′
+‖Pq(F )‖LptL∞x′ ‖PlG‖L∞t L2x′ + ‖∇/Pq(F )‖LptL2+x′ ‖PlG‖L∞t L2x′
. 2−
l
2
∥∥∥∥‖∇/ 2Pq(F )‖1− 22+L2(Pt,u)‖∇/Pq(F )‖ 22+L2(Pt,u)∥∥∥∥
Lp(0,1)
ε
. 2−
l
2
∥∥∥∥∥(‖∆/PqF‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/PqF‖L2(Pt,u) + ‖K‖2L2(Pt,u)‖PqF‖LptL2x′ )1− 22+
×2q‖PqF‖
2
2+
L2(Pt,u)
∥∥∥∥∥
Lp(0,1)
ε
. 2q(
1
2
)−−
l
2N1(F )ε,
where we used Lemma 5.9 for ‖Pq(F )‖L∞t L2x′ , the finite band property for Pq and Pl, the
Bochner inequality for tensors (3.7), (D.25) and (D.26) for G and H , and the estimate
(4.33) for K.
Finally, summing (D.28) for l ≤ q and (D.29) for l > q implies:
‖D−12 (F ·H)‖LptL2x′ + ‖D
−1
2 (F · ∇/G)‖LptL2x′ . N1(F )ε
which together with (D.27) yields the conclusion of Lemma 6.18.
D.4 Proof of Lemma 6.19
The analog of Lemma 3.16 for D−12 implies:
‖D−12 (FGH)‖L∞t L4−x′ . ‖FGH‖L∞t L 43x′
. ‖F‖L∞t L4x′‖G‖L∞t L4x′‖H‖L∞t L4x′
. N1(F )N1(G)N1(H),
which concludes the proof of Lemma 6.19.
D.5 Proof of Lemma 6.20
Note first from the curvature bound (2.59) for β, β, ρ, σ that H satisfies the following
estimate:
‖H‖L2(Hu) ≤ ε. (D.30)
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The proof follows the same strategy as the one of Proposition 4.11. However, one has
to be more careful since β and β are tensors unlike K. In particular, using the estimate
(A.5), the L2 boundedness of Pj , and the estimate (D.30) for H , we obtain:
‖PjH‖2L∞t L2x′ (D.31)
.
(∫ 1
0
‖PjH‖L2(Pt,u)‖∇/ nLPjH‖L2(Pt,u)dt
)
+ ‖PjH‖2L2(Hu)
. ‖PjH‖L2(Hu)‖Pj∇/ nLH‖L2(Hu) +
(∫ 1
0
‖PjH‖L2(Pt,u)‖[∇/ nL, Pj]H‖L2(Pt,u)dt
)
+ ε2
. ε‖Pj∇/ nLH‖L2(Hu) +
(∫ 1
0
‖PjH‖L2(Pt,u)‖[∇/ nL, Pj]H‖L2(Pt,u)dt
)
+ ε2.
Now, the Bianchi identities (2.51), (2.53), (2.55) and (2.57) for ∇/ L(β), L(ρ), L(σ) and
∇/ L(β) have the following structure:
∇/ LH = (div/ (α), div/ (β), curl/ (β),∇/ ρ,∇/ σ) + F · (α, β, ρ, σ, β)
where in view of the estimates (2.66)-(2.71), F satisfies N1(F ) . ε. Thus, using the finite
band property and the weak Bernstein inequality for Pj, we obtain for ∇/ LH the following
estimate:
‖Pj∇/ LH‖L2(Hu) . 2j‖(α, β, ρ, σ, β)‖L2(Hu) + 2
j
2‖F · (α, β, ρ, σ, β)‖
L2tL
4
3
x′
(D.32)
. 2j‖(α, β, ρ, σ, β)‖L2(Hu) + 2
j
2‖F · (α, β, ρ, σ, β)‖
L2tL
4
3
x′
. 2jε+ 2
j
2N1(F )ε
. 2jε,
where we used the curvature bound (2.59) for α, β, ρ, σ and β. (D.31) and (D.32) imply:
‖PjH‖2L∞t L2x′ .
(∫ 1
0
‖PjH‖L2(Pt,u)‖[∇/ nL, Pj]H‖L2(Pt,u)dt
)
+ 2jε2,
which yields:
‖PjH‖L∞t L2x′ . ‖[∇/ nL, Pj]H‖L1tL2x′ + 2
j
2ε. (D.33)
We now evaluate the right-hand side of (D.33). Again, let us say that the difference
with the proof of Proposition 4.11 is the fact that H is a tensor unlike K. Using the
definition (3.14) of Pj, we have:
[∇/ nL, Pj ]H =
∫ ∞
0
mj(τ)V (τ)dτ, (D.34)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [∇/ nL,∆/ ]U(τ)H, V (0) = 0. (D.35)
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(D.34) yields:
‖[∇/ nL, Pj]H‖L1tL2x′ .
∥∥∥∥∫ ∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥2
L1(0,1)
. (D.36)
In view of (D.33) and (D.36), we have to estimate ‖V (τ)‖L2(Pt,u). Let a, p real numbers
satisfying:
0 < a <
1
2
, 2 < p < +∞, such that p < 4
2− a. (D.37)
The energy estimate (3.28) implies:
‖Λ−aV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
.
∫ τ
0
∫
Pt,u
Λ−2aV (τ ′)[∇/ nL,∆/ ]U(τ ′)Hdµt,udτ ′.
(D.38)
We need to estimate the commutator term [∇/ nL,∆/ ]U . Using twice the commutator
formula (2.48), we have:
[∇/ nL,∆/ ]U = F∇/ 2U + G∇/U +∇/ (GU) (D.39)
where the tensors F and G are given by F = nχ and G = nχǫ+n∗β. Using the curvature
bound (2.59) for β and the bound (2.66)-(2.70) for n, ǫ and χ, we obtain the following
bound for F and G:
‖∇/F‖L2(Hu) + ‖G‖L2(Hu) . ε (D.40)
Let p defined in (D.37), and let p′ such that 1
p
+ 1
p′
= 1
2
. Using the commutator formula
(D.39), and integrating by parts the terms ∇/ 2U(τ)H and ∇/ (GU) yields:∫ τ
0
∫
Pt,u
Λ−2aV (τ ′)[∇/ nL,∆/ ]U(τ ′)Hdµt,udτ ′
. (‖∇/F‖L2(Pt,u) + ‖G‖L2(Pt,u))
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖Λ−2aV (τ ′)‖Lp′ (Pt,u)dτ ′
+‖F‖Lp′(Pt,u)
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
+‖G‖L2(Pt,u)
∫ τ
0
‖U(τ ′)‖L∞(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
. (‖∇/F‖L2(Pt,u) + ‖G‖L2(Pt,u))
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
(D.41)
where we used the Sobolev embeddings (3.3) and (3.4) in the last inequality. The
Gagliardo-Nirenberg inequality (3.3), the properties (3.21) and (3.20) of Λ, and the
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Bochner inequality (3.7) for tensors yield:∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′ (D.42)
.
∫ τ
0
‖∇/U(τ ′)‖
2
p
L2(Pt,u)
‖∇/ 2U(τ ′)‖1−
2
p
L2(Pt,u)
‖Λ−aV (τ ′)‖a
Lp′(Pt,u)
‖∇/Λ−aV (τ ′)‖1−a
Lp′(Pt,u)
dτ ′
.
∫ τ
0
‖∇/U(τ ′)‖
2
p
L2(Pt,u)
(‖∆/U(τ ′)‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/U(τ ′)‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖U(τ ′)‖L2(Pt,u)
)1− 2
p ‖Λ−aV (τ ′)‖a
Lp′(Pt,u)
‖∇/Λ−aV (τ ′)‖1−a
Lp′(Pt,u)
dτ ′
.
(∫ τ
0
‖∇/U(τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′‖∆/U(τ ′)‖2L2(Pt,u)dτ ′
+‖K‖2L2(Pt,u)
∫ τ
0
τ ′‖∇/U(τ ′)‖2L2(Pt,u)dτ ′
) 1
2
×
(
1
2
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
−
2(p−2)
ap ‖Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
) 1
2
which together with the estimates for the heat flow (3.8), (3.10) and (3.27), implies:∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
. (‖H‖L2(Pt,u) + ‖K‖L2(Pt,u)‖Λ−1H‖L2(Pt,u))(∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
− 2(p−2)
ap ‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
) 1
2
.
(D.43)
Finally, the choice of p (D.37), (D.38), (D.41) and (D.43) implies:
‖Λ−aV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. (‖∇/F‖L2(Pt,u) + ‖G‖L2(Pt,u))(‖H‖L2(Pt,u) + ‖K‖L2(Pt,u)‖Λ−1H‖L2(Pt,u)).
(D.44)
Using the interpolation inequality (3.20), we obtain:∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ .
∫ τ
0
‖Λ−aV (τ ′)‖
2(1−a)
a
L2(Pt,u)
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. (‖∇/F‖L2(Pt,u) + ‖G‖L2(Pt,u))(‖H‖L2(Pt,u) + ‖K‖L2(Pt,u)‖Λ−1H‖L2(Pt,u)),
(D.45)
which together with the estimate (D.30) forH and the estimate (D.40) for F and G yields:∥∥∥∥∫ +∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥
L1(0,1)
. 2ja
∥∥∥∥∥
(∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ
)a
2
∥∥∥∥∥
L1(0,1)
. 2ja(‖∇/F‖L2(Hu) + ‖G‖L2(Hu))(‖H‖L2(Hu) + ‖K‖L2(Hu)‖Λ−1H‖L∞t L2x′ )
. 2jaε(1 + ‖Λ−1H‖L∞t L2x′ ).
(D.46)
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Now, (D.33), (D.36) and (D.46) imply:
‖PjH‖L∞t L2x′ . 2
j
2 ε+ 2jaε(1 + ‖Λ−1H‖L∞t L2x′ ) (D.47)
. 2
j
2 ε+ 2
j
2 ε‖Λ−1H‖L∞t L2x′ ,
where we used the choice of a (D.37) in the last inequality. Finally, from the properties
of Λ and Pj, we have:
‖Λ−1H‖L∞t L2x′ .
∑
j
‖PjΛ−1H‖L∞t L2x′
.
∑
j
2−j‖PjH‖L∞t L2x′
. sup
j
∑
j
2−
j
2‖PjH‖L∞t L2x′
which together with (D.47) implies:
‖PjH‖L∞t L2x′ . 2
j
2 ε.
This concludes the proof of Lemma 6.20.
D.6 Proof of Lemma 6.22
Using the L∞ estimate (3.80), we have:
‖Q>1N‖L∞ . ‖Q>1N‖L∞t L2(Σt) + ‖∇Q>1N‖L∞t L2(Σt) + ‖∇/∇Q>1N‖L∞t L2(Σt)
. ‖∇N‖L∞t L2(Σt) + ‖∇/∇N‖L∞t L2(Σt) + ‖∇/∇Q≤1N‖L∞t L2(Σt), (D.48)
where we used in the last inequality the finite band property for Q>1, and the decompo-
sition N = Q≤1(N) +Q>1(N).
We now evaluate the various terms in the right-hand side of (D.48). Since N =
1
2
(L− L), the Ricci equation (2.23) imply:
∇AN = θABeB, ∇NN = −b−1∇/ b. (D.49)
(D.49) implies:
‖∇N‖L∞t L2(Σt) + ‖∇/∇N‖L∞t L2(Σt) (D.50)
. ‖θ‖L∞t L2(Σt) + ‖∇/ θ‖L∞t L2(Σt) + ‖b1∇/ b‖L∞t L2(Σt) + ‖b−1∇/ b‖2L∞t L4(Σt) + ‖b
−1∇/ 2b‖L∞t L2(Σt).
Furthermore, the Bochner inequality (3.78) and the finite band property for Q≤1 imply:
‖∇/∇Q≤1N‖L∞t L2(Σt) . ‖∇2Q≤1N‖L∞t L2(Σt) (D.51)
. ‖∆Q≤1N‖L∞t L2(Σt)
. ‖∇N‖L∞t L2(Σt).
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Now, (D.48), (D.50) and (D.51) yield:
‖Q>1N‖L∞ . ‖θ‖L∞t L2(Σt) + ‖∇/ θ‖L∞t L2(Σt) + ‖b1∇/ b‖L∞t L2(Σt) (D.52)
+‖b−1∇/ b‖2L∞t L4(Σt) + ‖b
−1∇/ 2b‖L∞t L2(Σt).
In view of (D.52), we need to estimate b and θ on Σt. So far, we only proved regularity
estimates on Hu. In order to transfer them to Σt, we consider the structure equation for
the foliation generated by u on Σt (see [4] p. 56):{
b−1∆/ b = −∇N trθ − |θ|2 +RNN ,
∇/ B θ̂AB = 12∇/ Atrθ +RNA.
(D.53)
Recall from the definition of θ (4.65) that trθ is given by:
trθ = trχ− δ
where we used the fact that the time foliation is maximal (2.2). In view of the estimate
(2.67) for δ and the estimate (2.69) for trχ, we obtain:
‖trθ‖L∞u L2(Pt,u) + ‖∇/ trθ‖L∞u L2(Pt,u) + ‖∇Ntrθ‖L∞u L2(Pt,u) . ε. (D.54)
Furthermore, using the definition of θ (4.65) and the Sobolev embedding (3.56), we have:
‖|θ|2‖L∞u L2(Pt,u) . ‖θ‖2L∞u L4(Pt,u) . N1(θ)2 . N1(χ)2 +N1(η)2 . ε2, (D.55)
where we used the estimate (2.67) for η and the estimates (2.70) (2.69) for χ. Also, using
the Sobolev embedding (3.60), we have:
‖∇/ b‖L∞u L2(Pt,u) + ‖∇/ b‖L∞u L4(Pt,u) . N1(∇/ b) . ε, (D.56)
where we used the estimate (2.68) for b.
Next, we estimate ‖∇/ 2b‖L∞t L2(Σt). In view of the Bochner inequality (4.38), we have:
‖∇/ 2b‖L∞t L2(Σt) . ‖∆/ b‖L∞t L2(Σt) + ‖∇/ b‖L∞t L2(Σt) (D.57)
. ‖b‖L∞(‖∇Ntrθ‖L∞t L2(Σt) + ‖|θ|2‖L∞t L2(Σt) + ‖RNN‖L∞t L2(Σt))
+‖∇/ b‖L∞t L2(Σt)
. ε,
where we used in the last inequality the curvature bound (2.59) for RNN , the estimate
(2.68) for b, and the estimates (D.54)-(D.56) for θ and b.
Next, we estimate ‖θ̂‖L∞u L2(Pt,u). in view of the Hodge estimate (3.49), we have:
‖∇/ θ̂‖L∞t L2(Σt) . ‖∇/ trθ‖L∞t L2(Σt) + ‖RAN‖L∞t L2(Σt) (D.58)
. ε,
where we used in the last inequality the curvature bound (2.59) for RAN and the estimates
(D.54) and (D.56) for θ and b.
Finally, (D.52), (D.54), (D.56), (D.57) and (D.58) yield (6.117). This concludes the
proof of Lemma 6.22.
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D.7 Proof of Lemma 6.23
We estimate the following quantity:
‖∇/Q≤1(N ′)‖L∞t L2(Σt) + ‖∇∇/Q≤1(N ′)‖L∞t L2(Σt) (D.59)
. ‖∇Q≤1(N ′)‖L∞t L2(Σt) + ‖∇/∇Q≤1(N ′)‖L∞t L2(Σt) + ‖[∇/ ,∇/N ]Q≤1(N ′)‖L∞t L2(Σt)
. ‖∇N ′‖L∞t L2(Σt) + ‖∇2Q≤1(N ′)‖L∞t L2(Σt) + ‖[∇/ ,∇/N ]Q≤1(N ′)‖L∞t L2(Σt)
. ‖∇N ′‖L∞t L2(Σt) + ‖∆Q≤1(N ′)‖L∞t L2(Σt) + ‖[∇/ ,∇/N ]Q≤1(N ′)‖L∞t L2(Σt)
. ‖∇N ′‖L∞t L2(Σt) + ‖[∇/ ,∇/N ]Q≤1(N ′)‖L∞t L2(Σt),
where we used several times the finite band property for Q≤1 and the Bochner inequality
(3.78). Now, for any tensor F , the following estimate is a immediate consequence of the
proof of (3.80) (see (3.83)):
‖[∇/ ,∇N ]F‖L∞t L2(Σt) . ε‖∇/∇F‖L∞t L2(Σt) + ε‖F‖L∞ (D.60)
Using (D.60) with F = Q≤1(N
′) yields:
‖[∇/ ,∇N ]Q≤1(N ′)‖L∞t L2(Σt) . ε‖∇/∇Q≤1(N ′)‖L∞t L2(Σt) + ε‖Q≤1(N ′)‖L∞
. ε‖∇2Q≤1(N ′)‖L∞t L2(Σt) + ε‖N ′‖L∞
. ε‖∆Q≤1(N ′)‖L∞t L2(Σt) + ε‖N ′‖L∞
. ε‖∇N ′‖L∞t L2(Σt) + ε‖N ′‖L∞ ,
where we used the L∞ boundedness of Q≤1, the Bochner inequality (3.78), and the finite
band property for Q≤1.
Note from the proof of Lemma 6.22 (see (D.50) the following estimate:
‖∇N ′‖L∞t L2(Σt) . ε.
Together with (D.59) and (D.60), this implies:
‖∇/Q≤1(N ′)‖L∞t L2(Σt) + ‖∇∇/Q≤1(N ′)‖L∞t L2(Σt) . ‖∇N ′‖L∞t L2(Σt) + ε‖N ′‖L∞
. ε. (D.61)
We will prove for any tensor vectorfield F the following non sharp estimate:
‖F‖B0 . ‖F‖L∞t L2(Σt) + ‖∇F‖L∞t L2(Σt). (D.62)
(D.61) and (D.62) immediately yield (6.118).
In order to conclude the proof of Lemma 6.23, it remains to prove (D.62). We estimate
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‖PjF‖2L∞t L2x′ . In view of (3.76), we have:
‖PjF‖2L∞t,uL2(Pt,u) (D.63)
.
(∫
u
‖PjF‖L2(Pt,u)‖∇/ bNPjF‖L2(Pt,u)du
)
+ ‖trθ‖L∞u L4(Pt,u)‖PjF‖L∞t L2(Σt)‖PjF‖L2uL4(Pt,u)
. ‖PjF‖L∞t L2(Σt)‖Pj∇/ bNF‖L∞t L2(Σt) +
(∫
u
‖PjF‖L2(Pt,u)‖[∇/ bN , Pj]F‖L2(Pt,u)du
)
+2
j
2ε‖PjF‖2L∞t L2(Σt)
. 2−j‖∇F‖2L∞t L2(Σt) + ‖PjF‖L4uL2(Pt,u)‖[∇/ bN , Pj]F‖L 43u L2(Pt,u)
. 2−j‖∇F‖2L∞t L2(Σt) + ‖PjF‖
1
2
L∞u L
2(Pt,u)
‖PjF‖
1
2
L∞t L
2(Σt)
‖[∇/ bN , Pj]F‖
L
4
3
u L2(Pt,u)
. 2−j‖∇F‖2L∞t L2(Σt) + 2
− j
2‖PjF‖
1
2
L∞u L
2(Pt,u)
‖∇/F‖
1
2
L∞t L
2(Σt)
‖[∇/ bN , Pj ]F‖
L
4
3
u L2(Pt,u)
,
where we used the estimate (D.54) for trθ, the Bernstein inequality for Pj , and the finite
band property and the L2 boundedness of Pj. (D.63) implies:
‖PjF‖L∞t L2x′ . 2
− j
2‖∇F‖L∞t L2(Σt) + 2−
j
4‖[∇/ bN , Pj]F‖
L
4
3
u L2(Pt,u)
. (D.64)
Now, (D.64) and the commutator estimate (9.1) imply:
‖PjF‖L∞t L2x′ . (2
− j
2 + 2−
j
4
+a)‖∇F‖L∞t L2x′ ,
where 0 < a < 1
4
. In view of the definition of B0, this yields (D.62). This concludes the
proof of Lemma 6.23.
D.8 Proof of Lemma 6.24
In view of the Ricci equations (2.23), we have:
‖DL(N ′)‖L2(Hu) . ‖χ′‖L2(Hu) + ‖χ′‖L2(Hu) + ‖ǫ′‖L2(Hu) + ‖δ′‖L2(Hu) (D.65)
+‖ζ ′‖L2(Hu) + ‖n−1∇N ′n‖L2(Hu) + ‖ξ′‖L2(Hu),
where χ′, χ′, δ′, ζ ′, ξ′ are the Ricci coefficients associated to u(., ω′). We only estimate ζ ′
since it is the worst term in (D.65). In view of the computations (3.54) and (3.74), we
have for any scalar function f :
L
(∫
Pt,u
fdµt,u
)
=
∫
Pt,u
(L(f) + trχf)dµt,u.
Together with the coarea formula (3.53) and the fact that ζ ′ vanishes at infinity, we obtain:
‖ζ ′‖2L2(Hu) .
∫
u
∫
Hu
(DL(ζ
′) · ζ ′ + |ζ ′|2(trχ+ b−1DL(b)))dHudu (D.66)
.
∣∣∣∣∫
u
∫
Hu
DL(ζ
′) · ζ ′dHudu
∣∣∣∣+ ‖ζ ′‖2L4(M)(‖trχ‖L2(M) + ‖b−1DL(b)‖L2(M))
.
∣∣∣∣∫
u
∫
Hu
DL(ζ
′) · ζ ′dHudu
∣∣∣∣+ ε,
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where we used the estimates (2.68)-(2.71) for ζ ′, b and trχ.
Next, we estimate the right-hand side of (D.66). Decomposing L on the frame
L′, L′, e′1, e
′
2, we have:∣∣∣∣∫
u
∫
Hu
DL(ζ
′) · ζ ′dHudu
∣∣∣∣ (D.67)
.
∣∣∣∣∫
u
∫
Hu
g(L, L′)DL′(ζ
′) · ζ ′dHudu
∣∣∣∣+ ∣∣∣∣∫
u
∫
Hu
g(L, e′A)De′A(ζ
′) · ζ ′dHudu
∣∣∣∣
+
∣∣∣∣∫
u
∫
Hu
g(L, L′)DL′(ζ
′) · ζ ′dHudu
∣∣∣∣
. (‖∇/ L′(ζ ′)‖L2(M) + ‖∇/ ζ ′‖L2(M))‖ζ ′‖L2(M) +
∣∣∣∣∫
u
∫
Hu
g(L, L′)DL′(ζ
′) · ζ ′dHudu
∣∣∣∣
. ε2 +
∣∣∣∣∫
u
∫
Hu
g(L, L′)DL′(ζ
′) · ζ ′dHudu
∣∣∣∣ ,
where we used the estimate (2.71) for ζ ′ in the last inequality.
Now, we estimate the right-hand side of (D.67). Using the Littlewood-Paley decom-
position, we have:∣∣∣∣∫
u
∫
Hu
(P ′jDL′(ζ
′) · P ′j(g(L, L′)ζ ′)dHudu
∣∣∣∣ (D.68)
. ‖P ′jDL′(ζ ′)‖L2(M)‖P ′j(g(L, L′)ζ ′)‖L2(M)
. ε2−j‖∇/ ′(g(L, L′)ζ ′)‖L2(M)
. ε2−j(‖∇/ ′ζ ′‖L2(M) + ‖De′A(L)ζ ′)‖L2(M) + ‖De′A(L′)ζ ′)‖L2(M))
. ε2−j(‖∇/ ′ζ ′‖L2(M) + ‖ζ ′‖L4(M)(‖DL‖L4(M) + ‖DL′‖L4(M)))
. ε22−j
where we used the estimate (2.73) forDL′(ζ
′), the finite band property for P ′j , the estimate
(2.71) for ζ ′, and the Ricci equations (2.23) together with the estimates (2.66)-(2.71) of
the Ricci coefficients to estimate DL and DL′.
Finally, summing with respect to j in (D.68), together with (D.66) and (D.67) yields:
‖ζ ′‖L2(Hu) . ε.
The estimates of the other Ricci coefficients in the right-hand side of (D.65) are easier,
and we obtain in the end:
‖DL(N ′)‖L2(Hu) . ε,
which concludes the proof of Lemma 6.24.
E Appendix to section 8
E.1 Proof of Lemma 8.3
We have constructed a global coordinate system on Σt in section 4.2.2. We will need
another global coordinate system. Let ω ∈ S2. Let Φt,ω : Σt → R3 defined by:
Φt,ω(t, x) := u(t, x, ω)ω + ∂ωu(t, x, ω). (E.1)
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Then we claim that Φt,ω is a global C
1 diffeomorphism from Σt to R
3 and therefore provides
a global coordinate system on Σt. The proof has been done in [21] for the particular case
t = 0 of a global coordinate system on Σ0. The proof for Σt is completely analogous
an we refer the interested reader to Proposition 2.9 in [21]. The proof also provides the
following bound for dΦ−1t,ω:
‖dΦ−1t,ω‖L∞ . ε. (E.2)
Recall from (6.31) that we have ‖DL(∂ωN)‖L∞
x′
L2t
. ε. This yields:
‖DL (g(∂ωN, ∂ωN)− I)‖L∞
x′
L2t
. ε
which together with the estimate for transport equation (3.64) and the corresponding
estimate at initial time (see [21]) yields:
‖g(∂ωN, ∂ωN)− I‖L∞ . ε. (E.3)
Consider the global coordinate system on Σt provided by Φ
−1
t,ω(u, y
′). Then, for any scalar
function f on Σt, one easily derives the following formulas:
∂f
∂u
= g (N +O(ε),∇f) and ∂f
∂y′
= g (∂ωN +O(ε),∇f) , (E.4)
where we used the fact that g(N, ∂ωN) = 0, ∇u(t, x, ω) = b−1N , ∇∂ωu(t, x, ω) =
−b−2∂ωbN + b−1∂ωN , ‖b− 1‖L∞ . ε, ‖∂ωb‖L∞ . ε and (E.3).
Finally, u being fixed, Φ−1t,ω(u, y
′) provided a coordinate system on Pt,u such that the
following estimate holds for the induced metric γ in the coordinate system:
|γAB(p)ξAξB − |ξ|2| . ε|ξ|2, uniformly for all p ∈ R2. (E.5)
We evaluate ‖F‖L2(Hu). Using the global coordinate system on Pt,u provided by
Φ−1t,ω(u, y
′), we have:
‖F‖2L2(Hu) =
∫ 1
0
∫
|F (Φ−1t,ω′(u, y′))|2
√
γdy′dt (E.6)
.
∫ 1
0
∫
|F (Φ−1t,u,ω′(y′))|2dy′dt,
where we used (E.5) in the last inequality. Let (t, xt) a point on Σt. Let 0 ≤ σ ≤ 1
parametrize the arc on S2 joining ω and ω′, and let ωσ ∈ S2 corresponding to σ. Let
uσ = u(t, xt, ωσ) and ∂ωuσ = ∂ωu(t, xt, ωσ). Let ρ a positive smooth bounded function on
R vanishing in the neighborhood of 0. We consider the following integral:
I(σ) =
∫ 1
0
∫
|F (Φ−1t,,ωσ(u = uσ, y′))|2ρ(∂ωu− ∂ωuσ)dy′dt. (E.7)
We have:
I(0) =
∫ 1
0
∫
|F (Φ−1t,ω′(u = u0, y′))|2dy′dt & ‖F
√
ρ(∂ωu− ∂ωuσ)‖2L2(Hu′=u0) (E.8)
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where we used (E.5) and (E.6), and where u′ = u(., ., ω′). We also have:
I(1) =
∫ 1
0
∫
|F (Φ−1t,ω(u = u1, y′))|2ρ(∂ωu− ∂ωuσ)dy′dt (E.9)
.
∫ 1
0
∫
|F (Φ−1t,ω(u = u1, y′))|2
√
γdy′dt
. ‖F‖2L∞u L2(Hu),
using again (E.5) and (E.6).
Next, we evaluate dI
dσ
:
dI
dσ
= 2
∫ 1
0
∫
DF (Φ−1t,ωσ(uσ, y
′))
d
dσ
[
Φ−1t,ωσ(uσ, y
′)
]
F (Φ−1t,ωσ(uσ, y
′))ρ(∂ωu− ∂ωuσ)dy′dt
−
∫ 1
0
∫
|F (Φ−1t,,ωσ(u = uσ, y′))|2∂2ωuσρ′(∂ωu− ∂ωuσ)dy′dt. (E.10)
Now, we have
d
dσ
[
Φ−1t,ωσ(uσ, y
′)
]
= dΦ−1
(
d
dσ
[
Φt,ωσ
]
◦ Φ−1
)
(uσ, y) + dΦ
−1
t,ωσ
(
duσ
dσ
, y′
)
,
which yields:∥∥∥∥ ddσ[Φ−1t,ωσ(uσ, .)]
∥∥∥∥
L∞
≤ ‖dΦ−1‖L∞
(∥∥∥∥ ddσ[Φt,ωσ]
∥∥∥∥
L∞
+
∥∥∥∥duσdσ
∥∥∥∥
L∞
)
. ‖∂2ωu‖L∞ + ‖∂ωu‖L∞
. 1 (E.11)
where we used (E.2). Also, differentiating twice the Eikonal equation with respect to ω,
we obtain:
L(∂2ωu) = −b−1g(∂ωN, ∂ωN).
Since ‖∂ωN‖L∞ . 1, the use of the estimate for transport equations (3.64) together with
a corresponding estimate at initial time (see [21]) yields:
‖∂2ωu‖L∞ . 1.
Together with (E.10) and (E.11), we obtain:∣∣∣∣dIdσ
∣∣∣∣ . ∫ 1
0
∫
(|DF (Φ−1t,ωσ(uσ, y′))||F (Φ−1t,ωσ(uσ, y′))|ρ(∂ωu− ∂ωuσ) (E.12)
+|F (Φ−1t,ωσ(uσ, y′))|2)ρ′(∂ωu− ∂ωuσ))dy′dt.
In view of (E.8), (E.9) and (E.12), we obtain:
‖F
√
ρ(∂ωu− ∂ωu0)‖2L2(Hu′=u0)
. ‖F‖2L∞u L2(Hu) +
∫ 1
0
∫ 1
0
∫
(|DF (Φ−1t,ωσ(uσ, y′))||F (Φ−1t,ωσ(uσ, y′))|ρ(∂ωu− ∂ωuσ)
+|F (Φ−1t,ωσ(uσ, y′))|2ρ′(∂ωu− ∂ωuσ))dy′dtdσ. (E.13)
229
Next, we consider the change of variables (σ, y′)→ (u, z′) where:
u = u(t, x, ω), y′ = ∂ωu(t, x, ωσ) and z
′ = ∂ωu(t, x, ω).
Given (t, x) ∈ Σt, there is only one σ(t, x) such that u(t, x, ωσ) = uσ. σ(t, x) is given
implicitly by the following equation:
u(t, x, ωσ) = u(t, x0, ω)
which after differentiation provides the formula:
∇σ(t, x) = ∇u(t, x)
∂ωu(t, x, ωσ)− ∂ωu(t, x, ωσ) . (E.14)
Also, we have:
∇u(t, x, ωσ) = b−1σ Nσ and ∇∂ωu(t, x, ωσ) = −b−2σ ∂ωbσNσ + b−1σ ∂ωNσ, (E.15)
with the notation N = N(t, x, ω), b = b(t, x, ω), Nσ = N(t, x, ωσ), and bσ = b(t, x, ωσ). In
view of (E.4), the Jacobian J of the change of variable (σ, y′)→ (u, z′) in Σt is the 3× 3
matrix given by:
J =
(
g(N +O(ε),∇σ(t, x)) g(N +O(ε),∇∂ωu(t, x, ωσ))
g(∂ωN +O(ε),∇σ(t, x)) g(∂ωN +O(ε),∇∂ωu(t, x, ωσ))
)
.
Together with (E.14) and (E.15), this yields for the determinant |J |:
|J | = b
−3
σ
∂ωu(t, x, ωσ)− ∂ωu(t, x, ωσ) (E.16)
×
∣∣∣∣ g(N +O(ε), Nσ) g(N +O(ε),−b−1σ ∂ωbσNσ + ∂ωNσ)g(∂ωN +O(ε), Nσ) g(∂ωN,−b−1σ ∂ωbσNσ + ∂ωNσ)
∣∣∣∣ .
Now, recall that:
‖b− 1‖L∞ . 1, ‖∂ωb‖L∞ . ε and ‖∂ωN‖L∞ . 1
which together with (E.16) yields:
|J | . 1
∂ωu(t, x, ωσ)− ∂ωu(0, x0, ωσ) . (E.17)
Now, recall that ρ vanishes in the neighborhood of 0, which together with (E.17) implies:
|ρ(∂ωu− ∂ωuσ)|J ||+ |ρ′(∂ωu− ∂ωuσ)|J || . 1. (E.18)
Next, we consider the range of u(t, x, ω) in the domain of the integral in the right-hand
side of (E.13). We have:
|u(t, x, ω)− u1| . |u(t, x, ω)− u(t, x, ωσ)|+ |u(t, x, ωσ)− uσ|+ |uσ − u1| (E.19)
. |u(t, x, ω)− u(t, x, ωσ)|+ |u(t, xt, ωσ − u(t, xt, ω)|
. ‖∂ωu‖L∞|ωσ − ω|
. |ω − ω′|,
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where we used the fact that u(t, x, ωσ) = uσ, uσ = u(t, xt, σ), u1 = u(t, xt, ω) and
‖∂ωu‖L∞ . 1.
In view of (E.18) and (E.19), the change of variables (σ, y′)→ (u, z′) in (E.13) yields:
‖F
√
ρ(∂ωu− ∂ωu0)‖2L2(Hu′=u0) (E.20)
. ‖F‖2L∞u L2(Hu) +
∫ 1
0
∫ u1+|ω−ω′|
u1
∫
|DF (Φ−1t,ω(u, y′))||F (Φ−1t,ω(u, y′))|dy′dtdu
. ‖F‖2L∞u L2(Hu) +
∫ 1
0
∫ u1+|ω−ω′|
u1
∫
|DF (Φ−1t,ω(u, y′))||F (Φ−1t,ω(u, y′))|dy′dtdu
. ‖F‖2L∞u L2(Hu) + sup
u
(∫ u+|ω−ω′|
u
∫ 1
0
∫
|DF (Φ−1t,ω(u, y′))||F (Φ−1t,ω(u, y′))|dy′dtdu
)
. ‖F‖2L∞u L2(Hu) + |ω − ω′|
1
2 sup
u
(∫ 1
0
∫
|F (Φ−1t,ω(u, y′))|2dy′dt
) 1
2
× sup
u
(∫ u+|ω−ω′|
u
∫ 1
0
∫
|DF (Φ−1t,ω(u, y′))|2dy′dtdu
) 1
2
.
Now, we have:
‖F‖2L2(Hu) =
∫ 1
0
∫
|F (Φ−1t,ω(u, y′))|2
√
γdy′dt &
∫ 1
0
∫
|F (Φ−1t,ω(u, y′))|2dy′dt
where we used (E.5). Together with (E.20), this yields:
‖F
√
ρ(∂ωu− ∂ωu0)‖2L2(Hu′=u0) (E.21)
. ‖F‖2L∞u L2(Hu) + |ω − ω′|
1
2‖F‖L∞u L2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DF‖2L2(Hu)dτ
) 1
2
 .
Now, (E.21) holds regardless of the choice (t, xt) on Pt,u0. Also, ∂ωu as a map from Pt,u to
the tangent space TωS
2 is a C1 diffeomorphism (see [21] Proposition 2.8 for a completely
analogous proof in the case t = 0 of P0,u). Thus, we may choose ρ, and two points (t, x
1
t )
and (t, x2t ) on Pt,u0 sufficiently far from each other such that for all (t, x) ∈ Pt,u, we have:
ρ(∂ωu(t, x, ω
′)− ∂ωu(t, x1t , ω′)) + ρ(∂ωu(t, x, ω′)− ∂ωu(t, x2t , ω′)) ≥ 1.
Together with (E.21), we obtain:
‖F‖2L2(Hu′=u0) . ‖F‖
2
L∞u L
2(Hu)+|ω−ω′|
1
2‖F‖L∞u L2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DF‖2L2(Hu)dτ
) 1
2
 .
Taking the supremum over u0 implies:
‖F‖2L∞
u′
L2(Hu′ )
. ‖F‖2L∞u L2(Hu)+|ω−ω′|
1
2‖F‖L∞u L2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DF‖2L2(Hu)dτ
) 1
2
 ,
which concludes the proof of Lemma 8.3.
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Remark E.1 The change of variables (σ, y′) → (u, z′) in (E.13) is singular at (t, x) =
(t, xt) in view of the determinant of the corresponding Jacobian (E.17). This is also the
case in the flat case where u(t, x, ω) = t + x · ω and where Pt,u are parallel planes in
R3 orthogonal to ω. In this case, the corresponding change of variables corresponds to a
change of variable in the plane of R3 spanned by ω and ω′ passing through xt from polar
coordinates with origin at xt to cartesian coordinates. This explains why the singularity
at (t, xt) in the change of variables (σ, y
′)→ (u, z′) in (E.13) is natural. Fortunately, one
has the freedom to chose the point (t, xt) around which we rotate the surfaces Pt,u which
allows us to tackle this issue by considering successively two point in Σt (t, x
1
t ) and (t, x
2
t )
as preformed in the end of the above proof.
E.2 Proof of Lemma 8.4
Let us apply Lemma 8.3 with F = Plf where f is a scalar function. Then:
‖Plf‖L∞
u′
L2(Hu′ )
(E.22)
. ‖Plf‖L∞u L2(Hu) + |ω − ω′|
1
4‖Plf‖
1
2
L∞u L
2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DPlf‖2L2(Hu)dτ
) 1
2

1
2
. 2−l‖∇/ f‖L∞u L2(Hu) + 2−
l
2 |ω − ω′| 12‖∇/ f‖
1
2
L∞u L
2(Hu)
‖DPlf‖
1
2
L∞u L
2(Hu)
where we used the finite band property for Pl in the last inequality.
In order to prove Lemma 8.4, it is enough in view of (E.22) to prove:
‖DPlf‖L∞u L2(Hu) . ‖Df‖L∞u L2(Hu). (E.23)
Furthermore, (E.23) for D = ∇/ follows from the properties of Pl, so we may focus on the
case of L and L, or even L and N . Also, the case of L being easier, we focus on the case
of N . Thus, the proof of Lemma 8.4 reduces to:
‖N(Plf)‖L∞u L2(Hu) . ‖Df‖L∞u L2(Hu). (E.24)
Since ‖b− 1‖L∞ . ε, we have:
‖N(Plf)‖L∞u L2(Hu) . ‖bN(Plf)‖L∞u L2(Hu)
. ‖Pl(bN(f))‖L∞u L2(Hu) + ‖[bN, Pl]f‖L∞u L2(Hu)
. ‖Df‖L∞u L2(Hu) + ‖[bN, Pl]f‖L∞u L2(Hu),
where we used the L2(Pt,u) boundedness of Pl in the last inequality. Together with the
commutator estimate (9.2), we obtain the desired estimate (E.24). This concludes the
proof of Lemma 8.4.
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E.3 Proof of Lemma 8.5
Let us apply Lemma 8.3 with F = P≤lf where f is a scalar function. Then:
‖P≤lf‖L∞
u′
L2(Hu′ )
(E.25)
. ‖P≤lf‖L∞u L2(Hu) + |ω − ω′|
1
4‖P≤lf‖
1
2
L∞u L
2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DP≤lf‖2L2(Hu)dτ
) 1
2

1
2
. ‖f‖L∞u L2(Hu) + |ω − ω′|
1
2‖f‖
1
2
L∞u L
2(Hu)
sup
u
(∫ u+|ω−ω′|
u
‖DP≤lf‖2L2(Hu)dτ
) 1
2

1
2
where we used the finite band property for P≤l in the last inequality. Now, we have:
‖DP≤lf‖L2(Hu) . ‖∇/P≤lf‖L2(Hu) + ‖L(P≤lf)‖L2(Hu) + ‖N(P≤lf)‖L2(Hu) (E.26)
. 2l‖f‖L∞u L2(Hu) + ‖nL(P≤lf)‖L2(Hu) + ‖bN(P≤lf)‖L2(Hu),
where we used the finite band property for Pl in the last inequality. Also:
‖nL(P≤lf)‖L2(Hu) + ‖bN(P≤lf)‖L2(Hu)
. ‖P≤l(nL(f))‖L2(Hu) + ‖P≤l(bN(f))‖L2(Hu) + ‖[nL, P≤l]f‖L2(Hu) + ‖[bN, P≤l]f‖L2(Hu)
.
∑
q≤l
(‖Pq(nL(f))‖L2(Hu) + ‖Pq(bN(f))‖L2(Hu) + ‖[nL, Pq]f‖L2(Hu) + ‖[bN, Pq]f‖L2(Hu)) ,
which together with the commutator estimate (9.4) implies
‖nL(P≤lf)‖L2(Hu) + ‖bN(P≤lf)‖L2(Hu) (E.27)
.
∑
q≤l
(‖Pq(nL(f))‖L2(Hu) + ‖Pq(bN(f))‖L2(Hu) + 2q‖f‖L∞u L2(Hu))
.
∑
q≤l
(‖Pq(nL(f))‖L2(Hu) + ‖Pq(bN(f))‖L2(Hu))+ 2l‖f‖L∞u L2(Hu).
Finally, in view of (E.25)-(E.27), we obtain the conclusion of Lemma 8.5.
E.4 Proof of Lemma 8.6
Lemma 8.9 with the choice p = 2 yields the following estimate for any a > 1
2
:
‖f‖L∞
u′
L2(Hu′ )
≤
∑
j
‖Pjf‖L∞
u′
L2(Hu′ )
(E.28)
≤
∑
j
‖Pjf‖
1
2
L∞u L
2(Hu)
‖∇/Pjf‖
1
2
L∞u L
2(Hu)
≤
∑
j
2j‖Pjf‖L∞u L2(Hu)
≤
(∑
j
2−j(1−a)
)
‖Λaf‖L∞u L2(Hu)
≤ ‖Λaf‖L∞u L2(Hu)
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where we used the finite band property for Pj .
Next, we evaluate [∂ω, P≤l]f . We have:
∂ωU(τ)f = U(τ)∂ωf +W (τ)
where W (τ) satisfies:
(∂τ −∆/ )W (τ) = [∂ω,∆/ ]U(τ)f, W (0) = 0. (E.29)
Using the definition of Pq (3.14) and (E.29), we obtain:
[∂ω, Pq]f =
∫ ∞
0
mq(τ)W (τ)dτ.
Together with (E.28), this yields for any a > 1
2
:
‖[∂ω, P≤l]f‖L∞
u′
L2(Hu′ )
.
∥∥∥∥∥∑
q≤l
[∂ω, Pq]f
∥∥∥∥∥
L∞
u′
L2(Hu′ )
(E.30)
.
∥∥∥∥∥
∫ ∞
0
∣∣∣∣∣
(∑
q≤l
mq(τ)
)∣∣∣∣∣ ‖ΛaW (τ)‖L2(Hu)dτ
∥∥∥∥∥
L∞u
.
(∫ ∞
0
∣∣∣∣∣
(∑
q≤l
mq(τ)
)∣∣∣∣∣ dτ
)∥∥∥∥sup
τ
‖ΛaW (τ)‖L2(Hu)
∥∥∥∥
L∞u
.
∥∥∥∥sup
τ
‖ΛaW (τ)‖L2(Hu)
∥∥∥∥
L∞u
.
Let
1
2
< a < 1.
The energy estimate (3.28) implies:
‖ΛaW (τ)‖2L2(Hu) +
∫ τ
0
‖∇/ΛaW (τ ′)‖2L2(Hu)dτ ′
.
∫ τ
0
∫ 1
0
∫
Pt,u
Λ2aW (τ ′)[∂ω,∆/ ]U(τ
′)fdµt,udtdτ
′
.
∫ τ
0
‖Λ1+aW (τ ′)‖L2(Hu)‖Λ−1+a[∂ω,∆/ ]U(τ ′)f‖L2(Hu)dτ ′
.
∫ τ
0
‖∇/ΛaW (τ ′)‖L2(Hu)‖Λ−1+a[∂ω,∆/ ]U(τ ′)f‖L2(Hu)dτ ′,
where we used the property (3.21) for Λ. Thus, we obtain:
‖ΛaW (τ)‖2L2(Hu)+
∫ τ
0
‖∇/ΛaW (τ ′)‖2L2(Hu)dτ ′ .
∫ τ
0
‖Λ−1+a[∂ω,∆/ ]U(τ ′)f‖2L2(Hu)dτ ′. (E.31)
The following formula has been established in [21]:
[∂ω,∆/ ]U(τ)f = −2∇/ ∂ωN∇NU(τ)f + 2θ(∂ωN,∇/U(τ)f)− trθ∇/ ∂ωNU(τ)f−∂ωtrθ∇NU(τ)f, (E.32)
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where θ = χ + η has been defined in (4.65). The estimates (2.67)-(2.70) for θ, (2.75) for
∂ωN and (2.76) for ∂ωtrθ together with the Gagliardo-Nirenberg inequality (3.3), the fact
that a < 1, the estimate (3.26) for Λ−1+a and (E.32) imply:
‖Λ−1+a[∂ω,∆/ ]U(τ)f‖L2(Hu) . ‖[∂ω,∆/ ]U(τ)f‖L2tL2−x′
. ‖∇/∇NU(τ)f‖L2(Hu)‖∂ωN‖L∞
+‖θ‖L∞t L4x′‖∂ωN‖L∞‖∇/U(τ)f‖L2tL4x′
+‖∂ωtrθ‖L∞t L2x′‖∇/∇NU(τ)f‖L2(Hu)
. ‖∇/ 2U(τ)f‖L2(Hu) + ‖∇/∇NU(τ)f‖L2(Hu).
Together with the Bochner inequality for scalars (4.38), the estimates for b (2.68) and the
definition of V (F.16) yield:
‖Λ−1+a[∂ω,∆/ ]U(τ)f‖L2(Hu) . ‖∆/U(τ)f‖L2(Hu) + ‖∇/U(τ)∇bNf‖L2(Hu) + ‖∇/ V (τ)‖L2(Hu).
(E.33)
Using the Heat flow estimate (3.9), we have:
‖∇/U(τ)f‖2L2(Hu) +
∫ ∞
0
‖∆/U(τ)f‖2L2(Hu)dτ . ‖∇/ f‖2L2(Hu). (E.34)
Using the Heat flow estimate (3.8), we have:
‖U(τ)∇Nf‖2L2(Hu) +
∫ ∞
0
‖∇/U(τ)∇Nf‖2L2(Hu)dτ . ‖∇Nf‖2L2(Hu). (E.35)
The estimate (F.17) for ∇/ V , (E.33), (E.34) and (E.35) imply:∫ τ
0
‖Λ−1+a[∂ω,∆/ ]U(τ ′)f‖2L2(Hu)dτ ′ . ‖Df‖2L∞u L2(Hu),
which together with (E.31) yields:
‖ΛaW (τ)‖2L2(Hu) +
∫ τ
0
‖∇/ΛaW (τ ′)‖2L2(Hu)dτ ′ . ‖Df‖2L∞u L2(Hu). (E.36)
Since (E.36) holds for any 1
2
< a < 1, we obtain together with (E.30)
‖[∂ω, P≤l]f‖L∞
u′
L2(Hu′ )
. ‖Df‖L∞u L2(Hu).
This concludes the proof of Lemma 8.6.
E.5 Proof of Lemma 8.7
We have:
‖DTQ≤1(N)‖L∞t L2(Σt) + ‖∇DTQ≤1(N)‖L∞t L2(Σt)
. ‖DnTQ≤1(N)‖L∞t L2(Σt) + ‖∇DnTQ≤1(N)‖L∞t L2(Σt) + ‖∇n‖L∞t L6(Σt)‖DTQ≤1(N)‖L∞t L3(Σt)
. ‖DnTQ≤1(N)‖L∞t L2(Σt) + ‖∇DnTQ≤1(N)‖L∞t L2(Σt),
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where we used in the last inequality the estimates (2.66) and (4.51) for n, and the Sobolev
embedding (3.68) on Σt. This yields:
‖DTQ≤1(N)‖L∞t L2(Σt) + ‖∇DTQ≤1(N)‖L∞t L2(Σt) (E.37)
. ‖Q≤1(DnTN)‖L∞t L2(Σt) + ‖∇Q≤1(DnTN)‖L∞t L2(Σt) + ‖[DnT , Q≤1](N)‖L∞t L2(Σt)
+‖∇[DnT , Q≤1](N)‖L∞t L2(Σt)
. ‖DnTN‖L∞t L2(Σt) + ‖[DnT , Q≤1](N)‖L∞t L2(Σt) + ‖∇[DnT , Q≤1](N)‖L∞t L2(Σt).
Now, we have in view of the Ricci equations (2.23), we have:
DTN = n
−1∇NnT + (ζA − n−1∇/ An)eA
which together with the estimates (2.66) for n and (2.71) for ζ yields:
‖DnTN‖L∞t L2(Σt) . ‖∇n‖L∞t L2(Σt) + ‖ζ‖L∞t L2(Σt) . ε.
Together with (E.37), this yields:
‖DTQ≤1(N)‖L∞t L2(Σt) + ‖∇DTQ≤1(N)‖L∞t L2(Σt) (E.38)
. ‖[DnT , Q≤1](N)‖L∞t L2(Σt) + ‖∇[DnT , Q≤1](N)‖L∞t L2(Σt) + ε.
Next, we estimate the commutator terms in the right-hand side of (E.38). Using the
definition of Qj , we have:
[DnT , Qj]N =
∫ ∞
0
mj(τ)Z(τ)dτ, (E.39)
where Z(τ) satisfies:
(∂τ −∆)Z(τ) = [DnT ,∆]Y (τ)N, Z(0) = 0, (E.40)
with Y (τ)N the solution of:
(∂τ −∆)Y (τ)N = 0, Y (0)N = N.
In view of (E.39), we have:
‖[DnT , Q≤1](N)‖L∞t L2(Σt) + ‖∇[DnT , Q≤1](N)‖L∞t L2(Σt) (E.41)
.
∥∥∥∥sup
τ
‖Z(τ)‖L2(Σt)
∥∥∥∥
L∞t
+
∥∥∥∥∫ ∞
0
‖∇Z(τ)‖2L2(Σt)dτ
∥∥∥∥ 12
L∞t
.
Our next goal is to evaluate the right-hand side of (E.41). Multiplying (E.40) with
Z(τ) and integrating on Σt and with respect to τ yields:
‖Z(τ)‖2L2(Σt) +
∫ τ
0
‖∇Z(τ ′)‖2L2(Σt)dτ ′ .
∫ τ
0
∫
Σt
Z(τ ′)[DnT ,∆]Y (τ
′)NdΣtdτ
′. (E.42)
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In view of the commutator formula (3.92), we have:
[DnT ,∆]Y (τ)N = nk∇2Y (τ)N + (nR+ k∇n + n∇k)∇Y (τ)N
+(∇k∇n + k∆n)Y (τ)N +∇(nRY (τ)N).
Integrating by parts, this yields:∫ τ
0
∫
Σt
Z(τ ′)[DnT ,∆]Y (τ
′)NdΣtdτ
′
=
∫ τ
0
∫
Σt
nk∇Z(τ ′)∇Y (τ ′)NdΣtdτ ′ +
∫ τ
0
∫
Σt
Z(τ ′)(nR+ k∇n+ n∇k)∇Y (τ ′)NdΣtdτ ′
+
∫ τ
0
∫
Σt
Z(τ ′)(∇k∇n+ k∆n)Y (τ ′)NdΣtdτ ′ +
∫ τ
0
∫
Σt
nR∇Z(τ ′)Y (τ ′)NdΣtdτ ′
.
∫ τ
0
‖∇Z(τ ′)‖L2(Σt)(‖∇Y (τ ′)‖L3(Σt)‖nk‖L6(Σt) + ‖Y (τ ′)‖L∞(Σt)‖nR‖L2(Σt))
+‖Z(τ ′)‖L6(Σt)
(
‖∇Y (τ ′)‖L3(Σt)(‖nR‖L2(Σt) + ‖n∇k‖L2(Σt) + ‖k∇n‖L2(Σt))
+‖Y (τ ′)‖L6(Σt)(‖∇k∇n‖L 32 (Σt) + ‖k∆n‖L 32 (Σt))
)
dτ ′
. ε
∫ τ
0
‖∇Z(τ ′)‖L2(Σt)(‖∇Y (τ ′)‖L3(Σt) + ‖Y (τ ′)‖L∞(Σt))
+‖Z(τ ′)‖L6(Σt)(‖∇Y (τ ′)‖L3(Σt) + ‖Y (τ ′)‖L6(Σt))dτ ′
where we used in the last inequality the estimates (2.66) and (4.51) for n, the estimate
(4.46) for k, the curvature bound (2.59) for R, and the Sobolev embedding (3.68) on Σt.
Together with the Sobolev embedding (3.68), the L∞ estimate (3.70), and the Bochner
inequality (3.78) on Σt, we obtain:∫ τ
0
∫
Σt
Z(τ ′)[DnT ,∆]Y (τ
′)NdΣtdτ
′ . ε
∫ τ
0
‖∇Z(τ ′)‖L2(Σt)(‖∆Y (τ ′)‖L2(Σt)+‖∇Y (τ ′)‖L2(Σt))dτ ′,
which together with (E.42) yields:
‖Z(τ)‖2L2(Σt)+
∫ τ
0
‖∇Z(τ ′)‖2L2(Σt)dτ ′ .
∫ τ
0
(‖∆Y (τ ′)‖2L2(Σt)+ ‖∇Y (τ ′)‖2L2(Σt))dτ ′. (E.43)
Now, usual Heat flow estimates for Y (τ)N yield:∫ τ
0
(‖∆Y (τ ′)‖2L2(Σt) + ‖∇Y (τ ′)‖2L2(Σt))dτ ′ . ‖DN‖L2(Σt) . ε, (E.44)
where we used in the last inequality the Ricci equations (2.23) to compute DN in function
of the ricci coefficients, and the estimates (2.66)-(2.71) to estimate the ricci coefficient in
L∞t L
2
x′ which embeds in L
∞
t L
2(Σt). Finally, (E.43) and (E.44) yield:
‖Z(τ)‖2L2(Σt) +
∫ τ
0
‖∇Z(τ ′)‖2L2(Σt)dτ ′ . ε,
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which together with (E.41) implies:
‖[DnT , Q≤1](N)‖L∞t L2(Σt) + ‖∇[DnT , Q≤1](N)‖L∞t L2(Σt) . ε.
In view of (E.38), this yields
‖DTQ≤1(N)‖L∞t L2(Σt) + ‖∇DTQ≤1(N)‖L∞t L2(Σt) . ε,
which concludes the proof of Lemma 8.7.
E.6 Proof of Lemma 8.8
Let δjl = 1 if j = l and 0 otherwise. Our goal is evaluate the L
∞ norm of
g(Q≤1(Nj), Q≤1(Nl))− δjl .
The L∞ estimate (3.70) on Σt together with the Bochner inequality (3.78) on Σt yields:
‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞ (E.45)
. ‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞t L2(Σt) + ‖∇2(g(Q≤1(Nj), Q≤1(Nl)))‖L∞t L2(Σt)
. ‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞t L2(Σt) + ‖∆Q≤1(Nj), Q≤1(Nl)))‖L∞t L2(Σt)
. ‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞t L2(Σt) + ‖DNj‖L∞t L2(Σt)‖DNl‖L∞t L2(Σt)
+‖Nj‖L∞‖DNl‖L∞t L2(Σt) + ‖DNj‖L∞t L2(Σt)‖Nl‖L∞
. ‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞t L2(Σt) + ε,
where we have used the finite band property for Q≤1, the boundedness of Q≤1 on L
∞(Σt),
the Ricci equations (2.23) to compute DN in function of the ricci coefficients, and the es-
timates (2.66)-(2.71) to estimate the ricci coefficient in L∞t L
2
x′ which embeds in L
∞
t L
2(Σt).
Now, we have:
‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞t L2(Σt)
. ‖g(Nj, Nl)− δjl ‖L∞t L2(Σt) + ‖g(Q≤1(Nj), Q>1(Nl))‖L∞t L2(Σt)
+‖g(Q>1(Nj), Q≤1(Nl))‖L∞t L2(Σt) + ‖g(Q>1(Nj), Q>1(Nl))‖L∞t L2(Σt)
. ‖g(Nj, Nl)− δjl ‖L∞t L2(Σt) + ‖Nj‖L∞‖DNl‖L∞t L2(Σt) + ‖DNj‖L∞t L2(Σt)‖Nl‖L∞
. ‖g(Nj, Nl)− δjl ‖L∞t L2(Σt) + ε,
where we have used the finite band property for Q>1, the boundedness of Q≤1 on L
∞(Σt),
the Ricci equations (2.23) to compute DN in function of the ricci coefficients, and the es-
timates (2.66)-(2.71) to estimate the ricci coefficient in L∞t L
2
x′ which embeds in L
∞
t L
2(Σt).
Together with (E.45), this yields:
‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞ . ‖g(Nj, Nl)− δjl ‖L∞t L2(Σt) + ε. (E.46)
Next, we have:
‖g(Nj, Nl)− δjl ‖L∞t L2(Σt)
. ‖g(Nj, Nl)− δjl ‖L2(Σ0) + ‖DTg(Nj, Nl)‖L2(M)
‖g(Nj, Nl)− δjl ‖L2(Σ0) + ‖Nj‖L∞‖DNl‖L∞t L2(Σt) + ‖DNj‖L∞t L2(Σt)‖Nl‖L∞
. ε,
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where we have used in the last inequality the estimate on g(Nj, Nl) on Σ0 derived in
[21], the Ricci equations (2.23) to compute DN in function of the ricci coefficients, and
the estimates (2.66)-(2.71) to estimate the ricci coefficient in L∞t L
2
x′ which embeds in
L∞t L
2(Σt). Together with (E.46), we obtain:
‖g(Q≤1(Nj), Q≤1(Nl))− δjl ‖L∞ . ε.
This proves that Q≤1(N1), Q≤1(N2) and Q≤1(N3) form a basis of the tangent space of Σt.
This concludes the proof of Lemma 8.8.
E.7 Proof of Lemma 8.9
Let (ϕ, ψ) the spherical coordinates on S2 such that ψ measures the angle in the plane
spanned by ω, ω′, and ϕ measures the angle with the axis ω ∧ ω′. Then, we have in
particular:
∂ϕω · (ω − ω′) = 0. (E.47)
Now, we claim that we have the analog estimate:
|g(∂ϕN,N −N ′)| . |ω − ω′|(ε+ |ω − ω′|). (E.48)
Indeed, we have:
g(∂ϕN,N −N ′) =
∫
[ω,ω′]
g(∂ϕN, ∂ψN
′′)dω′′(ω′ − ω),
where ∂ψN
′′ = ∂ψN(., ω
′′). This yields:
|g(∂ϕN,N −N ′)| . |ω − ω′| sup
ω′′∈[ω,ω′]
|g(∂ϕN, ∂ψN ′′)|,
and (E.48) now follows from:
sup
ω′′∈[ω,ω′]
|g(∂ϕN, ∂ψN ′′)| . ε+ |ω − ω′|. (E.49)
Now, let ω1 ∈ S2 defined as:
ω1 =
ω − ω′
|ω − ω′| .
Arguing as in the proof of (2.82), we have:
‖g(∂ψN ′′, N1)− 1‖L∞ . ε+ |ω − ω′|. (E.50)
The choice of ω1 and the fact that ϕ measures the angle with the axis ω ∧ ω′ implies
∂ϕω · ω1 = 0.
Arguing again as in the proof of (2.82), we obtain:
‖g(∂ϕN,N1)‖L∞ . ε+ |ω − ω′|,
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which together with (E.50) yields (E.49). This concludes the proof of (E.48).
Now, we consider the coordinate system on Hu′ consisting of the functions t, u and
∂ϕu, where u = u(t, x, ω) and ∂ϕu = ∂ϕu(t, x, ω). The fact that it is indeed a coordinate
system onHu′ follows from the fact that (u, ∂ϕu) is a coordinate system on Pt,u′ . The later
claim follows from the invertibility of the corresponding matrix of the metric coefficients
in the coordinate system (u, ∂ϕu) which we check now. Using the fact that g(N, ∂ϕN) = 0,
we easily compute the following identities for the coordinate system (u, ∂ϕu) on Pt,u′ :
∂
∂u
=
b
1− g(N,N ′)2 (N−g(N,N
′)N ′)+
1
g(∂ϕN, ∂ϕN)
(
∂ϕb+
bg(N,N ′)g(∂ϕN,N
′)
1− g(N,N ′)2
)
∂ϕN.
and:
∂
∂∂ϕu
=
b
g(∂ϕN, ∂ϕN)
∂ϕN.
Let γ′ denote the induced metric on Pt,u′ . The previous identities yield the corresponding
coefficients for γ′ in the coordinate system (u, ∂ϕu):
γ′
(
∂
∂u
,
∂
∂u
)
=
b2
1− g(N,N ′)2
(
1− 2g(N,N
′)g(N ′, ∂ϕN)∂ϕb
g(∂ϕN, ∂ϕN)b
− 2g(N,N
′)2g(∂ϕN,N
′)2
1− g(N,N ′)2
)
,
(E.51)
γ′
(
∂
∂∂ϕu
,
∂
∂u
)
=
b∂ϕb
g(∂ϕN, ∂ϕN)
, (E.52)
and
γ′
(
∂
∂∂ϕu
,
∂
∂∂ϕu
)
= b2. (E.53)
Note that we have:
1− g(N,N ′)2 = (1− g(N,N ′))(1 + g(N,N ′)) = g(N −N
′, N −N ′)
2
g(N +N ′, N +N ′)
2
which together with (2.82) and the fact that ‖∂ωN‖L∞ . 1 yields:
1− g(N,N ′)2 ∼ |ω − ω′|2. (E.54)
Now, since ‖g(∂ϕN, ∂ϕN)−1‖L∞ . ε, ‖b−1‖L∞ . ε, ‖∂ωb‖L∞ . ε, and in view of (E.48)
and (E.51)-(E.54), we have:
γ′
(
∂
∂u
,
∂
∂u
)
∼ 1|ω − ω′|2 , γ
′
(
∂
∂∂ϕu
,
∂
∂u
)
= O(ε), γ′
(
∂
∂∂ϕu
,
∂
∂∂ϕu
)
= 1 +O(ε).
This yields the following estimate for the determinant |γ′|:
|γ′| ∼ 1|ω − ω′|2 . (E.55)
Since |γ′| 6= 0 in view of (E.55), (u, ∂ϕu) is a coordinate system on Pt,u′. Note also
that this coordinate system is global. Indeed, t, u and ∂ϕu are defined everywhere onM,
and thus everywhere on Hu′, so we only need to show that (t, u, ∂ϕu) is one-to-one on Hu′ .
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t and u being fixed, this is equivalent to check the injectivity of ∂ϕu on Pt,u ∩Pt,u′. Next,
we check the injectivity of ∂ϕu on Pt,u ∩ Pt,u′. Let ℓ a curve in Pt,u ∩ Pt,u′ parametrized
by arc length. We have:
d
dσ
[∂ϕu(ℓ(σ), ω)] = g(∇∂ϕu, ℓ˙) (E.56)
= g(−b−2∂ϕbN + b−1∂ϕN, ℓ˙)
= b−1g(∂ϕN, ℓ˙),
where we used in the last equality the fact that ℓ is a curve in Pt,u ∩ Pt,u′ which yields:
g(ℓ, N) = g(ℓ, N ′) = 0.
Note that this implies the fact that:
N,
N ′ − g(N,N ′)N√
1− g(N,N ′)2 , ℓ˙
forms an orthonormal basis of Σt. Now, we have:
g(∂ϕN,N) = 0
and: ∣∣∣∣∣g
(
∂ϕN,
N ′ − g(N,N ′)N√
1− g(N,N ′)2
)∣∣∣∣∣ =
∣∣∣∣∣g(N,N ′)g(∂ϕN,N ′ −N)√1− g(N,N ′)2
∣∣∣∣∣
. ε+ |ω − ω′|,
where we used (E.48) and (E.54) in the last inequality. Since g(∂ϕN, ∂ϕN) = 1 + O(ε),
and since
N,
N ′ − g(N,N ′)N√
1− g(N,N ′)2 , ℓ˙
forms an orthonormal basis of Σt, we deduce:
g(∂ϕN, ℓ˙) 6= 0
which together with (E.56) and the fact that b ∼ 1 yields:
d
dσ
[∂ϕu(ℓ(σ), ω)] 6= 0 for all σ.
In particular, ∂ϕu is one-to-one along ℓ which implies that ∂ϕu is one-to-one on any connex
component of Pt,u ∩ Pt,u′.
Thus, to conclude that ∂ϕu is one-to-one on Pt,u∩Pt,u′ , is suffices to show that Pt,u∩Pt,u′
is connex. Assume for some 0 ≤ t0 ≤ 1 that Pt0,u ∩Pt0,u′ is connex. Note that on Hu′ , we
have: ∣∣∣∣∂u∂t
∣∣∣∣ = |g(L, L′)| = 1− g(N,N ′) = 12g(N −N ′, N −N ′) & |ω − ω′|2
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where we used (2.82) in the last inequality. Thus, we have:
∂u
∂t
6= 0
and the implicit function theorem implies that in a neighborhood of t = t0 of size depend-
ing only on |ω − ω′|2 (but not on t0), Pt,u ∩ Pt,u′ is the image of Pt0,u ∩ Pt0,u′ by a smooth
map. Thus Pt,u ∩ Pt,u′ is connex for t in a neighborhood of t = t0 of size depending only
on |ω − ω′|2. Therefore, if P0,u ∩ P0,u′ is connex, applying the implicit function theorem
successively O(|ω − ω′|−2), we obtain that Pt,u ∩ Pt,u′ is connex for all 0 ≤ t ≤ 1. Now,
P0,u∩P0,u′ is connex as an easy consequence of the construction in [21] on the initial slice
t = 0. Therefore, Pt,u ∩ Pt,u′ is connex for all 0 ≤ t ≤ 1.
Finally, we have obtained the fact that (t, u, ∂ϕu) is a global coordinate system on Hu′ .
Now, we use it to estimate the norm of a scalar f in Lp(Hu′) for 2 ≤ p < +∞. Let u0 a
real number. We have:
‖f‖pLp(Hu′=u0 ) =
∫ 1
0
∫
|f |p
√
|γ′|d∂ϕududt (E.57)
.
1
|ω − ω′|
(∫ 1
0
∫
|f |pd∂ϕududt
)
,
where we used (E.55) in the last inequality. Note that we have on u′ = u0 the estimate:
|u− u0| = |u− u′| ≤ ‖∂ωu‖L∞|ω − ω′| . |ω − ω′|
which together with (E.57) yields:
‖f‖pLp(Hu′=u0) .
1
|ω − ω′|
(∫ 1
0
∫ u0+|ω−ω′|
u0−|ω−ω′|
∫
|f |pd∂ϕududt
)
. (E.58)
Next, recall the global coordinate system Φt,ω on Σt introduced in (E.1). Since ∂ωu =
(∂ϕu, ∂ψu), we have in view of (E.58):
‖f‖pLp(Hu′=u0) .
1
|ω − ω′|
(∫ 1
0
∫ u0+|ω−ω′|
u0−|ω−ω′|
∫
y1
sup
y2
|f(Φ−1t,ω(u, y1, y2))|pdy1dudt
)
. (E.59)
From a standard estimate in R2, we have:∫
y1
sup
y2
|f(Φ−1t,ω(u, y1, y2))|pdy1 (E.60)
.
(∫
y
|f(Φ−1t,ω(u, y1, y2))|2(p−1)dy1dy2
) 1
2
(∫
y
|∂y2f(Φ−1t,ω(u, y1, y2))|2dy1dy2
) 1
2
.
(∫
Pt,u
|f |2(p−1)dµt,u
) 1
2
(∫
Pt,u
|∇/ f |2dµt,u
) 1
2
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where we used the estimate (E.5) for the coefficients of the induced metric γ on Pt,u in
the global coordinate system Φ−1t,ω(u, y1, y2). Together with (E.59), this yields:
‖f‖pLp(Hu′=u0) .
1
|ω − ω′|
∫ 1
0
∫ u0+|ω−ω′|
u0−|ω−ω′|
(∫
Pt,u
|f |2(p−1)dµt,u
) 1
2
(∫
Pt,u
|∇/ f |2dµt,u
) 1
2
dudt

.
1
|ω − ω′|
(∫ u0+|ω−ω′|
u0−|ω−ω′|
‖f‖p−1
L2(p−1)(Hu)
‖∇/ f‖L2(Hu)du
)
. ‖f‖p−1
L∞u L
2(p−1)(Hu)
‖∇/ f‖L∞u L2(Hu).
Since this holds for any real number u0, we take the supremum which yields:
‖f‖pL∞
u′
Lp(Hu′ )
. ‖f‖p−1L∞u Lp−1(Hu)‖∇/ f‖L∞u L2(Hu).
Finally, let F a tensor. Applying the previous inequality to f = |F |, we obtain
‖F‖pL∞
u′
Lp(Hu′ )
. ‖F‖p−1L∞u Lp−1(Hu)‖∇/F‖L∞u L2(Hu).
This concludes the proof of Lemma 8.9.
E.8 Proof of Lemma 8.12
Let 2 ≤ r < +∞. Then, we have
‖FH‖LrtL∞x′ . ‖F‖L2rt L∞x′ ‖H‖L2rt L∞x′ . ε.
Thus, it suffices to bound F∇/H and F∇/H in LrtB02,1(Pt,u). These terms are treated
exactly in the same way, so we focus on F∇/H . We have
‖Pj(F∇/H)‖LrtL2x′ .
∑
l
‖Pj(FPl(∇/H)‖LrtL2x′ . (E.61)
Next, we estimate the right-hand side of (E.61). Using the finite band property for
Pj, we have
‖Pj(FPl(∇/H)‖LrtL2x′ (E.62)
. 2−j‖∇/ (FPl(∇/H))‖LrtL2x′
. 2−j‖∇/ (F )Pl(∇/H)‖LrtL2x′ + 2
−j‖F∇/Pl(∇/H))‖LrtL2x′
. 2−j‖∇/ (F )‖L2rt L2x′‖Pl(∇/H)‖L2rt L∞x′ + 2
−j‖F‖L2rt L∞x′ ‖∇/Pl(∇/H))‖L2rt L2x′
. 2−j+l‖Pl(∇/H)‖L3rt L2x′ ,
where we used in the last inequality the finite band property and the sharp Bernstein
inequality for tensors (4.41) for Pl, and the assumptions on F . Also, we have
‖Pj(FPl(∇/H)‖LrtL2x′ . 2
−2l‖Pj(F∆/Pl(∇/H)‖LrtL2x′
. 2−2l‖Pjdiv/ (F∇/Pl(∇/H)‖LrtL2x′ + 2
−2l‖Pj(∇/F∇/Pl(∇/H)‖LrtL2x′
. 2j−2l‖F∇/Pl(∇/H)‖LrtL2x′ + 2
j−2l‖∇/F∇/Pl(∇/H)‖L2rt L1x′ ,
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where we used in the last inequality the finite band property and the dual of the sharp
Bernstein inequality for tensors (4.41) for Pj. We obtain
‖Pj(FPl(∇/H)‖LrtL2x′ (E.63)
. 2j−2l‖F‖L2rt L∞x′ ‖∇/Pl(∇/H)‖L2rt L2x′ + 2
j−2l‖∇/F‖L4rt L2x′‖∇/Pl(∇/H)‖L4rt L2x′
. 2j−lε‖∇/Pl(∇/H)‖L4rt L2x′ ,
where we used in the last inequality the finite band property for Pl, and the assumptions
on F . Finally, using (E.62) for l ≤ j and (E.63) for l > j, we obtain
‖Pj(FPl(∇/H)‖LrtL2x′ . 2
−|j−l|ε‖∇/Pl(∇/H)‖L4rt L2x′ ,
which together with (E.61) and the assumption on H implies
‖F∇/H‖LrtB02,1(Pt,u) . ε.
This concludes the proof of the lemma.
E.9 Proof of Lemma 8.18
Note that it suffices to prove for any l ≥ 0 the estimate
‖[∂ω, Pl]f‖L∞
u′
L2(Hu′ )
. 2
l
2ε, (E.64)
provided f satisfies the assumptions of Lemma 8.18. Let W (τ) solution of
(∂τ −∆/ )W (τ) = [∂ω,∆/ ]U(τ)f, W (0) = 0. (E.65)
Then, we have
[∂ω, Pl]f =
∫ ∞
0
ml(τ)W (τ)dτ. (E.66)
Assume that we have the following decomposition for W :
W = W1 +W2, (E.67)
where W1 and W2 satisfy respectively
sup
τ
‖W1(τ)‖L2(Hu) + ‖∇/W1(·)‖L2τL2(Hu) . ε, (E.68)
and
‖W2(τ)‖L2(Hu) +
√
τ‖∇/W2(·)‖L2τL2(Hu) . ε. (E.69)
Then, (E.67), (E.68), (E.69) together with (E.66) yields:
‖[∂ω, Pl]f‖L∞u L2(Hu) . sup
u
∫ ∞
0
ml(τ)‖W (τ)‖L2(Hu)dτ (E.70)
. sup
u
∫ ∞
0
ml(τ)‖W1(τ)‖L2(Hu)dτ + sup
u
∫ ∞
0
ml(τ)‖W2(τ)‖L2(Hu)dτ
. ε
∫ ∞
0
ml(τ)dτ
. ε,
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and
‖∇/ [∂ω, Pl]f‖L∞u L2(Hu) (E.71)
. sup
u
∫ ∞
0
ml(τ)‖∇/W (τ)‖L2(Hu)dτ
. sup
u
∫ ∞
0
ml(τ)‖∇/W1(τ)‖L2(Hu)dτ + sup
u
∫ ∞
0
ml(τ)‖∇/W2(τ)‖L2(Hu)dτ
. ε
(∫ ∞
0
ml(τ)
2dτ
) 1
2
+ ε
∫ ∞
0
ml(τ)τ
1
2dτ
. 2lε.
(E.70) and (E.71) together with Lemma 8.9 yield
‖[∂ω, Pl]f‖L∞
u′
L2(Hu′ )
. ‖[∂ω, Pl]f‖
1
2
L∞u L
2(Hu)
‖∇/ [∂ω, Pl]f‖
1
2
L∞u L
2(Hu)
. 2
l
2 ε,
which is (E.64). Thus it remains to prove (E.67) (E.68) (E.69).
We first precise our choice for W1 and W2. Let h a scalar on function on Σt. Then,
we have the following commutator formula
[∂ω,∆/ ]h = −2∇/ ∂ωN∇Nh + 2θ(∂ωN,∇/ h)− trθ∇/ ∂ωNh− ∂ωtrθ∇Nh. (E.72)
(E.72) is in the spirit of section 6.1. We refer to section 5.1.1 of [21] for a proof. We have
∇bNU(τ)f = U(τ)∇bNf + V (τ), (E.73)
where V (τ) is the solution of
(∂τ −∆/ )V (τ) = [∇bN ,∆/ ]U(τ)f, V (0) = 0. (E.74)
In view of (E.72) and (E.73), we deduce
[∂ω,∆/ ]U(τ)f = −2∇/ ∂ωN(b−1U(τ)∇bNf)− 2∇/ ∂ωN(b−1V (τ)) + 2θ(∂ωN,∇/U(τ)f)
−trθ∇/ ∂ωNU(τ)f − b−1∂ωtrθU(τ)∇bNf − b−1∂ωtrθV (τ). (E.75)
We choose W1 and W2 solution of the following equations
(∂τ −∆/ )W1(τ) = −2div/ (∂ωNb−1U(τ)∇bNf)− 2∇/ ∂ωN (b−1V (τ))
+2θ(∂ωN,∇/U(τ)f)− trθ∇/ ∂ωNU(τ)f − b−1∂ωtrθV (τ),
W1(0) = 0, (E.76)
and
(∂τ −∆/ )W2(τ) = b−1(2div/ (∂ωN)− ∂ωtrθ)U(τ)∇bNf, (E.77)
W2(0) = 0.
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In view of (E.65), (E.75), (E.76) and (E.77), we have (E.67). Thus, it remains to prove
the estimate (E.68) for W1 and the estimate (E.69) for W2. We start with the estimate
(E.68). The energy estimate (3.12) implies:
‖W1(τ)‖2L2(Hu) +
∫ τ
0
‖∇/W1(τ ′)‖2L2(Hu)dτ ′ =
∫ τ
0
∫
Hu
W1(τ
′)(∂τ −∆/ )W1(τ ′)dµt,udtdτ ′.
(E.78)
In view of (E.76), we obtain after integration by parts∫ τ
0
∫
Hu
W1(τ
′)(∂τ −∆/ )W1(τ ′)fdµt,udtdτ ′
. ‖b−1∂ωN‖L∞
∫ τ
0
‖∇/W1(τ ′)‖L2(Hu)‖U(τ ′)∇bNf‖L2(Hu)dτ ′
+‖b−1‖L∞(‖∂ωN‖L∞ + ‖div/ (∂ωN)‖L∞t L2x′ + ‖∂ωtrθ‖L∞t L2x′ )
×
∫ τ
0
‖∇/W1(τ ′)‖L2(Hu)‖∇/ V (τ ′)‖L2(Hu)dτ ′
+‖∂ωN‖L∞‖θ‖L∞t L4x′
∫ τ
0
‖∇/W1(τ ′)‖L2(Hu)‖∇/U(τ ′)f‖L2(Hu)dτ ′
.
∫ τ
0
‖∇/W1(τ ′)‖L2(Hu)(‖U(τ ′)∇bNf‖L2(Hu) + ‖∇/ V (τ ′)‖L2(Hu) + ‖∇/U(τ ′)f‖L2(Hu))dτ ′,
where we used in the last inequality the fact that θ = χ + η (see (4.65)), the estimates
(2.69) (2.70) for χ, the estimate (2.67) for k, the estimate (2.68) for b, the estimates (2.75)
(2.76) for ∂ωN , and the estimate (2.76) for ∂ωχ. Together with (E.78), we deduce
‖W1(τ)‖2L2(Hu) +
∫ τ
0
‖∇/W1(τ ′)‖2L2(Hu)dτ ′ (E.79)
.
∫ τ
0
(‖U(τ ′)∇bNf‖2L2(Hu) + ‖∇/V (τ ′)‖2L2(Hu) + ‖∇/U(τ ′)f‖2L2(Hu))dτ ′.
Next, we evaluate the right-hand side of (E.79). The heat flow estimate (3.8) yields∫ τ
0
‖∇/U(τ ′)‖2L2(Hu)dτ ′ . ‖f‖2L∞u L2(Hu) . ε2, (E.80)
where we used in the last inequality the assumptions on f . A heat flow estimate yields∫ τ
0
‖U(τ ′)∇bNf‖2L2(Hu)dτ ′ . ‖Λ−1(∇bNf)‖2L∞u L2(Hu) . ε2, (E.81)
where we used in the last inequality the assumptions on f . Also, as a consequence of the
estimate (F.17) which will be proved later, we have∫ τ
0
‖∇/ V (τ ′)‖2L2(Hu)dτ ′ . N1(f)2 . ε2, (E.82)
where we used in the last inequality the assumptions on f . Finally, (E.79), (E.80), (E.81)
and (E.82) imply the desired estimate (E.68).
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It remains to prove the estimate (E.69). Using (E.77) together with Duhamel’s for-
mula, we have
W2(τ) =
∫ τ
0
U(τ − σ) [b−1(2div/ (∂ωN)− ∂ωtrθ)U(σ)∇bNf] dσ. (E.83)
Using the Gagliardo-Nirenberg inequality (3.3) and the heat flow estimate (3.10), we have
for any scalar h and any 2 ≤ p < +∞
‖U(τ)h‖Lp(Pt,u) .
1
τ
1
2
− 1
p
‖h‖L2(Pt,u). (E.84)
In view of the formula (E.83) of W2, and using the dual of (E.84), we have:
‖W2(τ)‖L2(Hu) .
∫ τ
0
‖U(τ − σ) [b−1(2div/ (∂ωN)− ∂ωtrθ)U(σ)∇bNf]‖L2(Hu)dσ
.
∫ τ
0
1
(τ − σ) 14 ‖b
−1(2div/ (∂ωN)− ∂ωtrθ)U(σ)∇bNf‖
L2tL
4
3
x′
dσ
.
∫ τ
0
1
(τ − σ) 14 ‖b
−1(2div/ (∂ωN)− ∂ωtrθ)‖L∞t L2x′‖U(σ)∇bNf‖L2tL4x′dσ
. ε
∫ τ
0
1
(τ − σ) 14
1
σ
1
4
∥∥∥U (σ
2
)
∇bNf
∥∥∥
L2(Hu)
dσ, (E.85)
where we used in the last inequality the fact that
U(σ) = U
(σ
2
)
U
(σ
2
)
,
(E.84) with p = 4, the fact that θ = χ+ η (see (4.65)), the estimates (2.69) (2.70) for χ,
the estimate (2.67) for k, the estimate (2.68) for b, the estimates (2.75) (2.76) for ∂ωN ,
and the estimate (2.76) for ∂ωχ. The heat flow estimate (3.27) and (E.85) yield
‖W2(τ)‖L2(Hu) . ε
(∫ τ
0
1
(τ − σ) 14
1
σ
3
4
dσ
)
‖Λ−1∇bNf‖L2(Hu) (E.86)
. ε,
where we used in the last inequality the assumptions for f . Next, we estimate ∇/W2.
Using the fact that
U(τ − σ) = U
(τ
2
− σ
2
)
U
(τ
2
− σ
2
)
,
we obtain
‖∇/W2(τ)‖L2(Hu) .
∫ τ
0
‖∇/U(τ − σ) [b−1(2div/ (∂ωN)− ∂ωtrθ)U(σ)∇bNf]‖L2(Hu)dσ
.
∫ τ
0
1√
τ − σ
∥∥∥U (τ
2
− σ
2
) [
b−1(2div/ (∂ωN)− ∂ωtrθ)U(σ)∇bNf
]∥∥∥
L2(Hu)
dσ,
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where we used in the last inequality the estimate (3.10) for the heat flow. Then, arguing
as for the proof of (E.86), and noticing that we have:∫ τ
0
1
(τ − σ) 34
1
σ
3
4
dσ . τ−
1
2 ,
we obtain:
‖∇/W2(τ)‖L2(Hu) . τ−
1
2ε. (E.87)
Finally, (E.86) and (E.87) imply the desired estimate (E.69). This concludes the proof of
Lemma 8.18.
E.10 Proof of Lemma 8.19
We start with the estimate for ∇/ b. We have
∇/ bN∇/ b = ∇/ (∇bN(b)) + [∇/ bN ,∇/ ]b, (E.88)
with
h1 = ∇bN(b) and H2 = [∇/ bN ,∇/ ]b.
In view of the commutator formula (2.50), we have
‖h1‖L∞u L2(Hu) + ‖H2‖L2tL 43x′
. ‖Db‖L∞u L2(Hu) + ‖b(χ + k)∇/ b‖L2tL 43x′
. ‖Db‖L∞u L2(Hu) + ‖b‖L∞(‖χ‖L∞t L4x′ + ‖k‖L∞t L4x′ )‖∇/ b‖L2(Hu)
. ε, (E.89)
where we used in the last inequality the estimate (2.68) for b, the estimate (2.67) for k
and the estimates (2.69) (2.70) for χ.
Next, we consider the estimate for ζ . In view of the identity (2.26), we have
∇/ bNζ = ∇/ h3 +H4, (E.90)
with
h3 = b
−1∇bN(b) = b−1h1 and H2 = b−1[∇/ bN ,∇/ ]b+∇/ bNǫ = b−1H2 +∇/ bN ǫ.
We have
‖h3‖L∞u L2(Hu) + ‖H4‖L2tL 43x′
. ‖b−1h1‖L∞u L2(Hu) + ‖b−1H2‖L2tL 43x′
+ ‖∇/ bN ǫ‖
L2tL
4
3
x′
. ‖b−1‖L∞(‖h1‖L∞u L2(Hu) + ‖H2‖L2tL 43x′
) + ‖b‖L∞‖∇/Nζ‖L2(Hu)
. ε, (E.91)
where we used in the last inequality the estimate (2.67) for ǫ and the estimate (E.89) for
h1 and H2. Finally, (E.88)-(E.91) yields the desired decompositions. This concludes the
proof of Lemma 8.19.
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E.11 Proof of Lemma 8.20
Recall the transport equation (6.39) for ∂ωb
L(∂ωb) = −bζ∂ωN − ∂ω(b)δ − ǫ∂ωNb.
We differentiate with respect to L. This yields
L(L∂ωb) + [L, L]∂ωb = −b∇/ Lζ∂ωN − L(b)ζ∂ωN − bζ∇/
L
∂ωN
− L(∂ω(b))δ − ∂ω(b)L(δ)
−∇/ Lǫ∂ωNb− ǫ∇/
L
∂ωN
b− ǫ∂ωNL(b).
Together with the commutator formula (2.46), we obtain
L(L∂ωb) = −b∇/ Lζ∂ωN + f, (E.92)
where the scalar f is given by
f = −L(b)ζ∂ωN − bζ∇/
L
∂ωN
− ∂ω(b)L(δ)−∇/ Lǫ∂ωNb− ǫ∇/
L
∂ωN
b− ǫ∂ωNL(b)
−(δ + n−1∇Nn)L(∂ωb)− 2(ζ − ζ) · ∇/ ∂ωb.
f satisfies the following estimate
‖f‖L∞u L2(Hu) (E.93)
.
(
‖L(b)‖L2
x′
L∞t
+ ‖D∂ωN‖L2
x′
L∞t
+ ‖L(∂ωb)‖L2
x′
L∞t
+ ‖∇/ ∂ωb‖L2
x′
L∞t
)
×
(
1 + ‖ζ‖L∞
x′
L2t
+ ‖ǫ‖L∞
x′
L2t
+ ‖δ‖L∞
x′
L2t
+ ‖n−1∇Nn‖L∞ + ‖ζ‖L∞
x′
L2t
)
×
(
1 + ‖∂ωN‖L∞ + ‖b‖L∞ + ‖∂ω(b)‖L∞
)
+ ‖∇/ Lǫ‖L∞u L2(Hu)‖∂ωN‖L∞‖b‖L∞
. ε,
where we used in the last inequality the estimates (2.66)-(2.68) for n, ǫ, δ, ζ and b, the
estimate (2.71) for ζ , the estimate (2.75) for ∂ωN , and the estimate (2.76) for ∂ωN and
∂ωb.
In view of the identity (2.26), we have
b∇/ Lζ∂ωN = b∇/ L(b−1∇/ b+ ǫ)∂ωN (E.94)
= (∇/ L∇/ b)∂ωN − b−2L(b)∇/ ∂ωNb+∇/ Lǫ∂ωN
= div/ (L(b)∂ωN) + f1,
where the scalar f1 is given by
f1 = ([∇/ L,∇/ ]b)∂ωN − L(b)div/ (∂ωN)− b−2L(b)∇/ ∂ωNb+∇/ Lǫ∂ωN .
In view of the definition of f1, we have
‖f1‖
L2tL
4
3
x′
. ‖[∇/ L,∇/ ]b‖
L2tL
4
3
x′
‖∂ωN‖L∞ + ‖L(b)‖L∞t L4x′‖div/ (∂ωN)‖L∞t L2x′
+‖b−2∂ωN‖L∞‖L(b)‖L∞t L2x′‖∇/ b‖L∞t L4x′ + ‖∇/ Lǫ‖L∞u L2(Hu)‖∂ωN‖L∞
. ‖[∇/ L,∇/ ]b‖
L2tL
4
3
x′
+ ε,
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where we used in the last inequality the estimate (2.68) for b, the estimate (2.67) for ǫ
and the estimates (2.75) (2.76) for ∂ωN . Together with the commutator formula (2.45),
we deduce
‖f1‖
L2tL
4
3
x′
. ‖(χ, ξ, b−1∇/ b)‖L∞t L2x′‖b‖L∞t L4x′ + ε (E.95)
. ε,
where we used in the last inequality the estimates (2.66)-(2.71) for b, χ and ξ.
In view of the transport equation (E.92) and the estimate for its initial data, we have
nL(L∂ωb) = −div/ (nL(b)∂ωN) + f2, (E.96)
where f2 is given by
f2 = L(b)∇/ ∂ωNn− nf1 + nf.
In view of the definition of f2, we have
‖f2‖
L2tL
4
3
x′
. ‖L(b)∇/ ∂ωNn‖L2tL 43x′
+ ‖nf1‖
L2tL
4
3
x′
+ ‖nf‖
L2tL
4
3
x′
(E.97)
. ‖L(b)‖L∞t L2x′‖∇/n‖L2tL4x′‖∂ωN‖L∞ + ‖n‖L∞(‖f1‖L2tL 43x′
+ ‖f‖
L2tL
4
3
x′
)
. ε,
where we used in the last inequality the estimate (2.68) for b, the estimate (2.66) for n,
the estimate (2.75) for ∂ωN , the estimate (E.93) for f and the estimate (E.95) for f1. In
view of the transport equation (E.96) and the estimate for its initial data, we have
‖Λ−1(bL∂ωb)‖L∞t L2x′ . ε+
∥∥∥∥Λ−1(b∫ t
0
div/ (L(b)∂ωN)
)∥∥∥∥
L∞t L
2
x′
+
∥∥∥∥Λ−1(b∫ t
0
f2
)∥∥∥∥
L∞t L
2
x′
.
(E.98)
Using the estimate (3.25) for Λ−1 and the estimate (3.64) for transport equations, we have∥∥∥∥Λ−1(b∫ t
0
f2
)∥∥∥∥
L∞t L
2
x′
.
∥∥∥∥b∫ t
0
f2
∥∥∥∥
L∞t L
4
3
x′
. ‖b‖L∞‖f2‖
L1tL
4
3
x′
. ε, (E.99)
where we used (E.97) and the estimate (2.68) for b in the last inequality. Finally, we
define
w =
∫ t
0
div/ (L(b)∂ωN)
and the tensor W solution to the following transport equation
∇/ nLW − nχ ·W = L(b)∂ωN, W = 0 on P0,u.
Then, Lemma 5.2 implies
‖div/ (W )− w‖
L∞t L
4
3
x′
. ‖L(b)∂ωN‖L1tL4x′ (E.100)
. ‖Lb‖L∞t L4x′‖∂ωN‖L∞
. ε,
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where we used in the last inequality the estimate (2.68) for b and the estimate (2.75)
for ∂ωN . Also, in view of the transport equation satisfied by W , the estimate (3.64) for
transport equations yields
‖W‖L∞
x′
L2t
. ‖nχ ·W‖L2
x′
L1t
+ ‖L(b)∂ωN‖L2
x′
L1t
. ‖n‖L∞‖χ‖L∞
x′
L2t
‖W‖L2(Hu) + ‖L(b)‖L∞t L2x′‖∂ωN‖L∞
. ε‖W‖L∞t L2x′ + ε,
where we used in the last inequality the estimate (2.66) for n, the estimates (2.69) (2.70)
for χ, the estimate (2.68) for b and the estimate (2.75) for ∂ωN . We deduce
‖W‖L∞t L2x′ . ε. (E.101)
Using the estimates (3.23) and (3.25) for Λ−1, we have
‖Λ−1(bw)‖L∞t L2x′ . ‖Λ
−1(b(w − div/ (W )))‖L∞t L2x′ + ‖Λ
−1(bdiv/ (W ))‖L∞t L2x′
. ‖b(w − div/ (W ))‖
L∞t L
4
3
x′
+ ‖Λ−1(∇/ (b) ·W )‖L∞t L2x′ + ‖Λ
−1div/ (bW )‖L∞t L2x′
. ‖b‖L∞‖w − div/ (W )‖
L∞t L
4
3
x′
+ ‖∇/ (b) ·W‖
L∞t L
4
3
x′
+ ‖bW‖L∞t L2x′
. ‖b‖L∞‖w − div/ (W )‖
L∞t L
4
3
x′
+ ‖∇/ b‖L∞t L4x′‖W‖L∞t L2x′ + ‖b‖L∞‖W‖L∞t L2x′
. ε,
where we used in the last inequality the estimate (2.68) for b and the estimates (E.100)
and (E.101). In view of the definition of w, and together with (E.98) and (E.99), we
finally obtain
‖Λ−1(bL∂ωb)‖L∞t L2x′ . ε. (E.102)
On the other hand, we have
‖Λ−1(bL∂ωb)‖L∞t L2x′ . ‖bL∂ωb‖L∞t L2x′ (E.103)
. ‖b‖L∞‖L∂ωb‖L∞t L2x′
. ε,
where we used in the last inequality the estimate (2.68) for b and the estimate (6.41) for
∂ωb. Recall that
N =
1
2
(L− L),
which together with (E.102) and (E.103) implies
‖Λ−1(bN∂ωb)‖L∞t L2x′ . ε.
This concludes the proof the lemma 8.20.
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F Appendix to section 9
F.1 Proof of Proposition 9.1
Using the definition (3.14) of Pj , we have:
[∇/ bN , Pj]F =
∫ ∞
0
mj(τ)V (τ)dτ, (F.1)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [∇/ bN ,∆/ ]U(τ)F, V (0) = 0. (F.2)
(F.1) yields:
‖[∇/ bN , Pj]F‖
L
4
3
u L2(Pt,u)
.
∥∥∥∥∫ ∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥
L
4
3
u
. (F.3)
In view of (9.1) and (F.3), we have to estimate ‖V (τ)‖L2(Pt,u). Let a, p real numbers
satisfying:
0 < a <
1
4
, 2 < p < +∞, such that p < min
(
8
3
,
4
2− a
)
. (F.4)
The energy estimate (3.28) implies:
‖Λ−aV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
.
∫ τ
0
∫
Pt,u
Λ−2aV (τ ′)[∇/ bN,∆/ ]U(τ ′)Fdµt,udτ ′.
(F.5)
We need to estimate the commutator term [∇/ bN,∆/ ]U . Using the definition of θ (4.65),
we may rewrite the commutator formula (2.50) for any m-covariant tensor ΠA tangent to
Pt,u as:
∇/ B∇/ bNΠA −∇/ bN∇/ BΠA = bθBC∇/ CΠA (F.6)
+ b
∑
i
(−θBCb−1∇/ Cb+ θBCb−1∇/ Cb− kABkCN + kBCkAN
−1
2
∈AiC ∗(βB + βB))ΠA1..Cˇ..Am.
Using twice the commutator formula (F.6), we have:
[∇/ bN,∆/ ]U = H∇/ 2U +G∇/U +∇/ (GU) (F.7)
where the tensors H and G are given by H = bθ and G = θ ·∇/ b+ k · k+ b∗(β +β). Using
the curvature bound (2.59) for β, β, the L∞ bound (2.68) for b, the estimate (4.47) for k
on Σt, and the bounds (D.54)-(D.56) for b and θ on Σt, we obtain the following bound
for H and G:
‖∇/H‖L∞t L2(Σt) + ‖G‖L∞t L2(Σt) . ‖b‖L∞‖∇/ θ‖L∞t L2(Σt) + ‖θ‖L∞t L4(Σt)‖∇/ b‖L∞t L4(Σt) (F.8)
+‖k‖2L∞t L4(Σt) + ‖b‖L∞(‖β‖L∞t L2(Σt) + ‖β‖L∞t L2(Σt))
. ε.
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Notice that the structure (F.7) (F.8) is completely analogous to (D.39) (D.40). Therefore,
proceeding as in (D.41), we obtain:∫ τ
0
∫
Pt,u
Λ−2aV (τ ′)[∇/ nL,∆/ ]U(τ ′)Fdµt,udτ ′
. (‖∇/H‖L2(Pt,u) + ‖G‖L2(Pt,u))
∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′.
(F.9)
The Gagliardo-Nirenberg inequality (3.3), the properties (3.21) and (3.20) of Λ, and the
Bochner inequality (3.7) for tensors yield:∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′
.
∫ τ
0
‖∇/U(τ ′)‖
2
p
L2(Pt,u)
‖∇/ 2U(τ ′)‖1−
2
p
L2(Pt,u)
‖Λ−aV (τ ′)‖a
Lp′(Pt,u)
‖∇/Λ−aV (τ ′)‖1−a
Lp′(Pt,u)
dτ ′
.
∫ τ
0
‖∇/U(τ ′)‖
2
p
L2(Pt,u)
(‖∆/ U(τ ′)‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/U(τ ′)‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖U(τ ′)‖L2(Pt,u)
)1− 2
p‖Λ−aV (τ ′)‖a
Lp′(Pt,u)
‖∇/Λ−aV (τ ′)‖1−a
Lp′(Pt,u)
dτ ′
.
((
1 + ‖K‖2(1−
2
p
)
L2(Pt,u)
)∫ τ
0
‖∇/U(τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′‖∆/U(τ ′)‖2L2(Pt,u)dτ ′
) 1
2
(
1
2
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
−
2(p−2)
ap ‖Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
) 1
2
(F.10)
which together with the estimates for the heat flow (3.8) and (3.10) implies:∫ τ
0
‖∇/U(τ ′)‖Lp(Pt,u)‖∇/Λ−2aV (τ ′)‖L2(Pt,u)dτ ′ (F.11)
.
(
1 + ‖K‖2(1−
2
p
)
L2(Pt,u)
)
‖F‖L2(Pt,u)
×
(∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
− 2(p−2)
ap ‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
) 1
2
.
Finally, the choice of p (A.17), (D.38), (D.41) and (D.43) implies:
‖Λ−aV (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. (‖∇/H‖L2(Pt,u) + ‖G‖L2(Pt,u))
(
1 + ‖K‖2(1−
2
p
)
L2(Pt,u)
)
‖F‖L∞u L2(Pt,u).
(F.12)
Using the interpolation inequality (3.20), we obtain:∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ .
∫ τ
0
‖Λ−aV (τ ′)‖
2(1−a)
a
L2(Pt,u)
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. (‖∇/H‖L2(Pt,u) + ‖G‖L2(Pt,u))
(
1 + ‖K‖2(1−
2
p
)
L2(Pt,u)
)
‖F‖L∞u L2(Pt,u).
(F.13)
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The estimate (F.8) for H and G and the choice (F.4) for p, yields:∥∥∥∥∫ +∞
0
mj(τ)‖V (τ)‖L2(Pt,u)dτ
∥∥∥∥
L
4
3
u
. 2ja
∥∥∥∥∥
(∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ
)a
2
∥∥∥∥∥
L
4
3
u
. 2ja(‖∇/H‖L∞t L2(Σt) + ‖G‖L∞t L2(Σt))
(
1 + ‖K‖2(1−
2
p
)
L∞t L
2(Σt)
)
‖∇F‖L∞u L2(Pt,u)
. 2ja‖∇F‖L∞u L2(Pt,u).
(F.14)
(F.14) and (F.3) yield
‖[∇/ bN , Pj]F‖
L
4
3
u L2(Pt,u)
. 2ja‖∇F‖LinftyuL2(Pt,u).
Taking the supremum in t yields the desired estimate (9.1). This concludes the proof of
the proposition.
F.2 Proof of Proposition 9.2
The proof of the estimate (9.3) being similar and slightly easier than the proof of (9.2),
we focus on (9.2). In view of (F.1) (F.2), we have:
[bN, Pl]f =
∫ ∞
0
ml(τ)V (τ)dτ, (F.15)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [bN,∆/ ]U(τ)f, V (0) = 0. (F.16)
Assume that V satisfies for all τ
‖V (τ)‖2L2(Hu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Hu)dτ ′ . εN1(f). (F.17)
Then, in view of (F.15), we obtain
‖[bN, Pl]f‖L2(Hu) + 2−l‖∇/ [bN, Pl]f‖L2(Hu)
.
∫ ∞
0
ml(τ)‖V (τ)‖L2(Hu)dτ + 2−l
∫ ∞
0
ml(τ)‖∇/ V (τ)‖L2(Hu)dτ
. εN1(f)
(∫ ∞
0
ml(τ)dτ + 2
−l
(∫ ∞
0
m2l (τ)dτ
))
. εN1(f),
which after taking the supremum in u yields (9.2). Thus, it remains to prove (F.17).
The energy estimate (3.12) implies after integration along null geodesics:
‖V (τ)‖2L2(Hu) +
∫ τ
0
‖∇/V (τ ′)‖2L2(Hu)dτ ′ .
∫ τ
0
∫
Hu
V (τ ′)[bN,∆/ ]U(τ ′)fdµt,udτ
′. (F.18)
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We need to estimate the commutator term [bN,∆/ ]U . Using twice the commutator formula
(2.50) together with the fact that U(τ)f is a scalar function, we have:
[bN,∆/ ]U = H∇/ 2U +G∇/U (F.19)
where the tensors H and G are given by H = b(χ + k) and G = b∇/ χ + b∇/ k + (χ +
k)∇/ b+χ(ǫ+ ξ) + χζ + b∗(β + β). Using the curvature estimate (2.59), and the estimates
(2.66)-(2.71) for k, b, χ, ζ, ξ and χ, we obtain the following bound for H and G:
N1(H) + ‖G‖L∞u L2(Hu) . ‖b‖L∞(N1(χ) +N1(k)) + ‖(L,∇/ )b‖L2tL4x′ (‖χ‖L∞t L4x′ + ‖k‖L∞t L4x′ )
+‖χ‖L∞t L4x′ (‖ǫ‖L∞t L4x′ + ‖ξ‖L∞t L4x′ ) + ‖χ‖L∞t L4x′‖ζ‖L∞t L4x′
+‖β‖L∞u L2(Hu) + ‖β‖L∞u L2(Hu)
. ε. (F.20)
Using (F.20), we obtain:∫ τ
0
∫
Hu
V (τ ′)[bN,∆/ ]U(τ ′)fdµt,udτ
′
.
∫ τ
0
‖H‖L∞t L4x′‖∇/
2U(τ ′)‖L2(Hu)‖V (τ ′)‖L2tL4x′dτ
′
+
∫ 1
0
∫ τ
0
‖G‖L2(Pt,u)‖∇/U(τ ′)‖L4(Pt,u)‖V (τ ′)‖L4(Pt,u)dτ ′dt
. ε
∫ τ
0
‖∇/ 2U(τ ′)‖L2(Hu)‖∇/ V (τ ′)‖L2(Hu)dτ ′ +
‖G‖2L2(Hu)
ε
∥∥∥∥∫ τ
0
‖∇/U(τ ′)‖2L4(Pt,u)dτ ′
∥∥∥∥
L∞t
+ε
∫ τ
0
‖∇/ V (τ ′)‖2L2(Hu)dτ ′
. ε
∫ τ
0
‖∇/ 2U(τ ′)‖L2(Hu)‖∇/ V (τ ′)‖L2(Hu)dτ ′ + ε
∥∥∥∥∫ τ
0
‖∇/U(τ ′)‖2L4(Pt,u)dτ ′
∥∥∥∥
L∞t
+ε
∫ τ
0
‖∇/ V (τ ′)‖2L2(Hu)dτ ′
which together with (F.18) implies:
‖V (τ)‖2L2(Hu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Hu)dτ ′ (F.21)
. ε
∫ τ
0
‖∇/ 2U(τ ′)‖2L2(Hu)dτ ′ + ε
∥∥∥∥∫ τ
0
‖∇/U(τ ′)‖2L4(Pt,u)dτ ′
∥∥∥∥
L∞t
. ε
∫ τ
0
‖∆/U(τ ′)‖2L2(Hu)dτ ′ + ε
∥∥∥∥∫ τ
0
‖∇/U(τ ′)‖2L4(Pt,u)dτ ′
∥∥∥∥
L∞t
,
where we used the Bochner inequality for scalars (4.38) in the last inequality. Now, the
energy estimates (3.8) and (3.9) yield:∫ τ
0
‖∆/U(τ ′)‖2L2(Hu)dτ ′ + ε
∥∥∥∥∫ τ
0
‖∇/U(τ ′)‖2L4(Pt,u)dτ ′
∥∥∥∥
L∞t
. ‖∇/ f‖2L2(Hu) + ‖f‖2L∞t L4x′ . N1(f),
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Together with (F.21), we obtain
‖V (τ)‖2L2(Hu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Hu)dτ ′ . εN1(f),
which is the desired estimate (F.17). This concludes the proof of the proposition.
F.3 Proof of Proposition 9.3
The estimate of the first term in the right-hand side of (9.4) being similar and slightly
easier, we focus on the estimate of the second term involving [bN, Pq]f . In view of (F.15)
and (F.16), we have:
‖[bN, Pq]f‖L∞u L2(Hu) .
∥∥∥∥∫ ∞
0
mq(τ)‖V (τ)‖L2(Hu)dτ
∥∥∥∥
L∞u
, (F.22)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [bN,∆/ ]U(τ)f, V (0) = 0. (F.23)
In view of (F.22), we have to estimate ‖V (τ)‖L2(Hu). Let a, δ real numbers satisfying:
1
2
< a < 1, and 0 < δ < a− 1
2
. (F.24)
The energy estimate (3.28) implies:
‖Λ−aV (τ)‖2L2(Hu) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Hu)dτ ′
.
∫ τ
0
∫ 1
0
∫
Pt,u
Λ−2aV (τ ′)[bN,∆/ ]U(τ ′)fdµt,udtdτ
′.
(F.25)
As in (F.19), we need to estimate the commutator term [bN,∆/ ]U . Using twice the
commutator formula (2.50) together with the fact that U(τ)f is a scalar function, we
have:
[bN,∆/ ]U = H∇/ 2U +∇/ (H∇/U) +G∇/U (F.26)
where the tensors H and G are given by H = b(χ+k) and G = (χ+k)∇/ b+χ(ǫ+ξ)+χζ+
b∗(β + β). Using Lemma 5.9, Lemma 6.20, and the estimates (2.66)-(2.71) for k, b, χ, ζ, ξ
and χ, we obtain the following bound for H and G:
sup
j
(
2
j
2‖PjH‖L∞t L2x′ + 2
− j
2‖PjG‖L∞t L2x′
)
(F.27)
. N1(b(χ+ k)) + ‖∇/ b‖L2tL4x′ (‖χ‖L∞t L4x′ + ‖k‖L∞t L4x′ ) + ‖χ‖L∞t L4x′ (‖ǫ‖L∞t L4x′ + ‖ξ‖L∞t L4x′ )
+‖χ‖L∞t L4x′‖ζ‖L∞t L4x′ + ε
. ε.
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Using the property of Pj , and in view of (F.26) and (F.27), we have:∫ τ
0
∫ 1
0
∫
Pt,u
Λ−2aV (τ ′)[bN,∆/ ]U(τ ′)fdµt,udtdτ
′
=
∑
j
∫ τ
0
∫ 1
0
∫
Pt,u
(Pj(H)Pj(∇/ (∇/UΛ−2aV (τ ′))) + Pj(H)Pj(∇/U∇/Λ−2aV (τ ′)))dµt,udtdτ ′
+
∫ τ
0
∫ 1
0
∫
Pt,u
Pj(G)Pj(∇/UΛ−2aV (τ ′))dµt,udtdτ ′
.
∑
j
2−
j
2 ε
∫ τ
0
(‖Pj(∇/ (∇/UΛ−2aV (τ ′)))‖L2(Hu) + ‖Pj(∇/U∇/Λ−2aV (τ ′))‖L2(Hu))dτ ′
+
∑
j
2
j
2ε
∫ τ
0
‖Pj(∇/UΛ−2aV (τ ′))‖L2(Hu)dτ ′. (F.28)
In order to estimate the right-hand side of (F.28), we derive three product estimates.
Let h1, h2 two scalar functions. Let δ > 0 a small constant to be chosen later on. Using
the finite band property for Pj, the weak Bernstein inequality, the Gagliardo Nirenberg
inequality (3.3), and the Bochner inequality for scalars (4.38), we obtain:
‖Pj∇/ ((∇/ h1)h2)‖L2(Pt,u) (F.29)
. ‖Pj∇/ ((∇/ h1)h2)‖
1+δ
2
L2(Pt,u)
‖Pj∇/ ((∇/ h1)h2)‖
1−δ
2
L2(Pt,u)
. (2j0+‖(∇/ 2h1)h2)‖L2− (Pt,u) + 2j0+‖(∇/h1)(∇/ h2)‖L2−(Pt,u))
1+δ
2 (2j‖(∇/ h1)h2)‖L2(Pt,u))
1−δ
2
. 2j(
1
2
− δ
4
)(‖∇/ 2h1‖L2(Pt,u)‖∇/ h2‖L2(Pt,u))
1+δ
2 (‖∇/ h1‖L2+ (Pt,u)‖∇/ h2‖L2(Pt,u))
1−δ
2
. 2j(
1
2
− δ
4
)‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/ h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u).
Also, the weak Bernstein inequality, the Gagliardo Nirenberg inequality (3.3), and the
Bochner inequality for scalars (4.38) yields:
‖Pj((∇/ h1)(∇/ h2))‖L2(Pt,u) . 2j(
1
2
−δ)‖(∇/ h1)(∇/ h2)‖L( 43 )+ (Pt,u) (F.30)
. 2j(
1
2
−δ)‖∇/ h1‖
L
4
1−2δ (Pt,u)
‖∇/ h2‖L2(Pt,u)
. 2j(
1
2
−δ)‖∇/ 2h1‖
1
2
+δ
Lq(Pt,u)
‖∇/ h1‖
1
2
−δ
Lq(Pt,u)
‖∇/ h2‖L2(Pt,u)
. 2j(
1
2
−δ)‖∆/ h1‖
1
2
+δ
Lq(Pt,u)
‖∇/h1‖
1
2
−δ
Lq(Pt,u)
‖∇/h2‖L2(Pt,u).
Finally, we have:
‖Pj((∇/ h1)h2)‖L2(Pt,u) .
∑
l,q
‖Pj(∇/ (Pl(h1))Pq(h2))‖L2(Pt,u). (F.31)
If j ≥ max(l, q), we obtain using the finite band property for Pj , Pl and Pq, the strong
Bernstein inequality (4.36) for Pq, the Gagliardo Nirenberg inequality (3.3), and the
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Bochner inequality for scalars (4.38):
‖Pj(∇/ (Pl(h1))Pq(h2))‖L2(Pt,u) (F.32)
. 2−j‖∇/ 2(Pl(h1))Pq(h2))‖L2(Pt,u) + 2−j‖∇/ (Pl(h1))∇/ (Pq(h2))‖L2(Pt,u)
. 2−j‖∇/ 2(Pl(h1))‖L2(Pt,u)‖Pq(h2))‖L∞(Pt,u) + 2−j‖∇/ (Pl(h1))‖L6(Pt,u)‖∇/ (Pq(h2))‖L3(Pt,u)
. (2−j+q+2l + 2−j+
4q
3
+ 5l
3 )‖Pl(h1)‖L2(Pt,u)‖Pq(h2)‖L2(Pt,u)
. (2−j+l(
1
2
−δ) + 2−j+
q
3
+l( 1
6
−δ))‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/ h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u)
. 2−j(
1
2
+δ)‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/ h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u).
Next, if l ≥ max(j, q), we obtain using the finite band property for Pj and Pl, the strong
Bernstein inequality (4.36) for Pq, the Gagliardo Nirenberg inequality (3.3), and the
Bochner inequality for scalars (4.38):
‖Pj(∇/ (Pl(h1))Pq(h2))‖L2(Pt,u) . ‖∇/ (Pl(h1))Pq(h2)‖L2(Pt,u) (F.33)
. ‖∇/ (Pl(h1))‖L2(Pt,u)‖Pq(h2)‖L∞(Pt,u)
. 2−l(
1
2
+δ)‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u).
Finally, if q ≥ max(j, l), we obtain using the finite band property for Pj , Pl and Pq,
the weak Bernstein inequality for Pq, the Gagliardo Nirenberg inequality (3.3), and the
Bochner inequality for scalars (4.38) :
‖Pj(∇/ (Pl(h1))Pq(h2))‖L2(Pt,u) . ‖∇/ (Pl(h1))Pq(h2)‖L2(Pt,u)
. ‖∇/ (Pl(h1))‖L6(Pt,u)‖Pq(h2)‖L3(Pt,u)
. 2
q
3
+ 5l
3 ‖Pl(h1)‖L2(Pt,u)‖Pq(h2)‖L2(Pt,u)
. 2−
2q
3
+l( 1
6
−δ)‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/ h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u)
. 2−q(
1
2
+δ)‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/ h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u),
which together with (F.31)-(F.33) yields:
‖Pj((∇/ h1)h2)‖L2(Pt,u) . 2−j(
1
2
+δ)‖∆/ h1‖
1
2
+δ
L2(Pt,u)
‖∇/h1‖
1
2
−δ
L2(Pt,u)
‖∇/ h2‖L2(Pt,u). (F.34)
Now, we use (F.29) (F.30) and (F.34) with h1 = U and h2 = Λ
−2aV to estimate
respectively the first, second and third term in the right-hand side of (F.28). We obtain:∫ τ
0
∫ 1
0
∫
Pt,u
Λ−2aV (τ ′)[bN,∆/ ]U(τ ′)fdµt,udtdτ
′ (F.35)
. ε
(∑
j
2−
jδ
4
)∫ τ
0
‖∆/U(τ ′)‖
1
2
+δ
L2(Hu)
‖∇/U(τ ′)‖
1
2
−δ
L2(Hu)
‖∇/Λ−2aV (τ ′)‖L2(Hu)dτ ′
. ε
∫ τ
0
‖∆/U(τ ′)‖
1
2
+δ
L2(Hu)
‖∇/U(τ ′)‖
1
2
−δ
L2(Hu)
‖∇/Λ−aV (τ ′)‖1−aL2(Hu)‖Λ−aV (τ ′)‖aL2(Hu)dτ ′,
258
where we used the interpolation estimate (3.20), (3.21), and the fact that δ > 0 in the
last inequality. Next, (F.24), (F.25) and (F.35) yield:
‖Λ−aV (τ)‖2L2(Hu) +
∫ τ
0
‖∇/Λ−aV (τ ′)‖2L2(Hu)dτ ′ (F.36)
. ε
∫ τ
0
(τ ′)‖∆/U(τ ′)‖2L2(Hu)dτ ′ + ε
∫ τ
0
‖∇/U(τ ′)‖2L2(Hu)dτ ′
. ε‖f‖2L2(Hu),
where we used the heat flow estimates (3.8) and (3.10) in the last inequality.
Using the interpolation inequality (3.20) and (F.36), we obtain:∫ +∞
0
‖V (τ)‖
2
a
L2(Pt,u)
dτ .
∫ τ
0
‖Λ−aV (τ ′)‖
2(1−a)
a
L2(Pt,u)
‖∇/Λ−aV (τ ′)‖2L2(Pt,u)dτ ′
. ε‖f‖
2
a
L∞u L
2(Hu)
.
Together with (F.22), we obtain:
‖[bN, Pq]f‖L∞u L2(Hu) .
∥∥∥∥∫ ∞
0
mq(τ)‖V (τ)‖L2(Hu)dτ
∥∥∥∥
L∞u
(F.37)
. 2ja
∥∥∥∥∥
(∫ +∞
0
‖V (τ)‖
2
a
L2(Hu)
dτ
) a
2
∥∥∥∥∥
L∞u
. 2ja‖f‖L∞u L2(Hu).
Since a < 1 in view of (F.24), (F.37) yields (9.4). This concludes the proof of the
proposition.
F.4 Proof of Proposition 9.4
In view of the analog of (F.1) (F.2), we have:
[nL, Pj ]trχ =
∫ ∞
0
mj(τ)V (τ)dτ, (F.38)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [nL,∆/ ]U(τ)trχ, V (0) = 0. (F.39)
Assume that U(τ)trχ satisfies the following estimates
‖χ∇/ 2U(τ)trχ‖L∞u L1tL2τL2(Pt,u) . ε, (F.40)
and
‖∇/U(τ)trχ‖L∞u L2tL2τL∞(Pt,u) . ε. (F.41)
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Then, in view of the commutator estimate (2.49), we have
‖[nL,∆/ ]U(τ)trχ‖L∞u L1tL2τL2(Pt,u) (F.42)
. ‖n‖L∞
(
‖χ∇/ 2U(τ)trχ‖L∞u L1tL2τL2(Pt,u) + (‖χ‖L∞t L4x′‖ǫ‖L∞t L4x′
+‖n−1∇/ n‖L∞t L2x′‖trχ‖L∞ + ‖∇/ trχ‖L∞t L2x′ )‖∇/U(τ)trχ‖L∞u L1tL2τL∞(Pt,u)
)
. ε,
where we used in the last inequality the estimate (2.66) for n, the estimates (2.69) (2.70)
for χ, the estimates (2.66) (2.67) for ǫ, and the estimates (F.40) and (F.41). The energy
estimate (3.11) implies
‖∇/ V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∆/ V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
‖[nL,∆/ ]U(τ ′)trχ‖2L2(Pt,u)dτ ′.
Taking the L∞u L
1
t norm, and using the estimate (F.42), we obtain
‖∇/ V ‖L∞u L1tL2τL2(Pt,u) . ε,
which together with (F.38) yields the second part of the estimate (9.5)
‖∇/ [nL, Pj ]trχ‖L1tL2x′ . ε. (F.43)
Also, the energy estimate (3.12) implies
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
‖V (τ ′)‖L2(Pt,u)‖[nL,∆/ ]U(τ ′)trχ‖L2(Pt,u)dτ ′.
(F.44)
Let
Y (τ) =
∫ τ
0
‖V (τ ′)‖L2(Pt,u)‖[nL,∆/ ]U(τ ′)trχ‖L2(Pt,u)dτ ′.
Then, (F.44) yields
Y ′(τ) .
√
Y (τ)‖[nL,∆/ ]U(τ)trχ‖L2(Pt,u).
Integrating in τ and using Y (0) = 0, we obtain
‖V (τ)‖L2(Pt,u) .
(∫ τ
0
‖[nL,∆/ ]U(τ ′)trχ‖L2(Pt,u)dτ ′
)
. τ‖[nL,∆/ ]U(·)trχ‖L2τL2(Pt,u).
Together with (F.38), this implies
‖[nL, Pj ]trχ‖L2(Pt,u) .
∫ ∞
0
mj(τ)τ‖[nL,∆/ ]U(τ)trχ‖L2τL2(Pt,u)dτ
. 2−j‖[nL,∆/ ]U(·)trχ‖L2τL2(Pt,u).
Taking the L∞u L
1
t norm, and using the estimate (F.42), we obtain the first part of the
estimate (9.5)
‖[nL, Pj ]trχ‖L1tL2x′ . 2
−jε. (F.45)
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Finally, (F.43) and (F.45) yield the desired estimate (9.5). Thus, it remains to prove the
estimates (F.40) and (F.41).
We start with the proof of (F.41). We have
‖∇/U(τ)trχ‖L∞(Pt,u) .
∑
j,l
‖Pj∇/U(τ)Pltrχ‖L∞(Pt,u). (F.46)
We first consider the case j < l. Using the sharp Bernstein inequality for tensors (4.41)
and the finite band property for Pj, we have
‖Pj∇/U(τ)Pltrχ‖L∞(Pt,u) . 2j(1 + ‖K‖L2(Pt,u))‖Pj∇/U(τ)Pltrχ‖L2(Pt,u)
. 22j(1 + ‖K‖L2(Pt,u))‖U(τ)Pltrχ‖L2(Pt,u).
Taking the L2tL
2
τ norm, we obtain
‖Pj∇/U(·)Pltrχ‖L2tL2τL∞(Pt,u) . 22j(1 + ‖K‖L∞u L2(Hu))‖U(·)Pltrχ‖L∞t L2τL2(Pt,u)
. 22j‖Λ−1Pltrχ‖L∞t L2x′ ,
where we used in the last inequality the estimate (4.33) for K and a heat flow estimate
for U(τ)trχ. Together with the finite band property for Pj and the assumption j < l, we
obtain
‖Pj∇/U(·)Pltrχ‖L2tL2τL∞(Pt,u) . 2−2|l−j|(2l‖Pltrχ‖L∞t L2x′ ). (F.47)
Next, we consider the case l ≥ j. Using the sharp Bernstein inequality for tensors (4.41)
and the finite band property for Pj, we have
‖Pj∇/U(τ)Pltrχ‖L∞(Pt,u) . 2j(1 + ‖K‖
1
2
L2(Pt,u)
)‖Pj∇/U(τ)Pltrχ‖L2(Pt,u) (F.48)
. (1 + ‖K‖
1
2
L2(Pt,u)
)‖∇/ 2U(τ)Pltrχ‖L2(Pt,u)
. (1 + ‖K‖
1
2
L2(Pt,u)
)‖∆/U(τ)Pltrχ‖L2(Pt,u),
where we used in the last inequality the Bochner inequality for scalars (4.38). Also, using
the sharp Bernstein inequality for tensors (4.41) and the finite band property for Pj, we
have
‖Pj∇/U(τ)Pltrχ‖L∞(Pt,u) (F.49)
. 2j(1 + ‖K‖
1
2
L2(Pt,u)
)‖Pj∇/U(τ)Pltrχ‖L2(Pt,u)
. 2−j(1 + ‖K‖
1
2
L2(Pt,u)
)‖Pj∆/∇/U(τ)Pltrχ‖L2(Pt,u)
. 2−j(1 + ‖K‖
1
2
L2(Pt,u)
)(‖∇/∆/ U(τ)Pltrχ‖L2(Pt,u) + ‖Pj([∆/ ,∇/ ]U(τ)Pltrχ)‖L2(Pt,u)).
Using the commutator formula (B.86), the Bernstein inequality for Pj, the Gagliardo-
Nirenberg inequality (3.3), and the Bochner inequality for scalars (4.38), we obtain
‖Pj(K∇/U(τ)Pltrχ)‖L2(Pt,u) . 2
j
2‖K∇/U(τ)Pltrχ‖L 43 (Pt,u)
. 2
j
2‖K‖L2(Pt,u)‖∇/U(τ)Pltrχ‖L4(Pt,u)
. 2
j
2‖K‖L2(Pt,u)‖∇/ 2U(τ)Pltrχ‖
1
2
L2(Pt,u)
‖∇/U(τ)Pltrχ‖
1
2
L2(Pt,u)
. 2
j
2‖K‖L2(Pt,u)‖∆/U(τ)Pltrχ‖
1
2
L2(Pt,u)
‖∇/U(τ)Pltrχ‖
1
2
L2(Pt,u)
.
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Together with (F.49), this yields
‖Pj∇/U(τ)Pltrχ‖L∞(Pt,u) . 2−j(1 + ‖K‖
1
2
L2(Pt,u)
)
(
‖∇/∆/ U(τ)Pltrχ‖L2(Pt,u)
+2
j
2‖K‖L2(Pt,u)‖∆/U(τ)Pltrχ‖
1
2
L2(Pt,u)
‖∇/U(τ)Pltrχ‖
1
2
L2(Pt,u)
)
.
Interpolating with (F.48), we deduce
‖Pj∇/U(τ)Pltrχ‖L∞(Pt,u) . 2−
j
2 (1 + ‖K‖
1
2
L2(Pt,u)
)‖∆/U(τ)Pltrχ‖
1
2
L2(Pt,u)
(
‖∇/∆/ U(τ)Pltrχ‖L2(Pt,u)
+2
j
2‖K‖L2(Pt,u)‖∆/U(τ)Pltrχ‖
1
2
L2(Pt,u)
‖∇/U(τ)Pltrχ‖
1
2
L2(Pt,u)
) 1
2
.
Taking the L2tL
2
τ norm, we obtain
‖Pj∇/ U(·)Pltrχ‖L2tL2τL∞(Pt,u)
. 2−
j
2 (1 + ‖K‖
1
2
L∞u L
2(Hu)
)‖∆/U(τ)Pltrχ‖
1
2
L∞t L
2
τL
2(Pt,u)
(
‖∇/∆/U(·)Pltrχ‖L∞t L2τL2(Pt,u)
+2
j
2‖K‖L∞u L2(Hu)‖∆/U(·)Pltrχ‖
1
2
L∞t L
2
τL
2(Pt,u)
‖∇/U(τ)Pltrχ‖
1
2
L∞t L
2
τL
2(Pt,u)
) 1
2
. 2−
j
2‖∇/Pltrχ‖
1
2
L∞t L
2
x′
(
‖∆/Pltrχ‖L∞u L2(Hu) + 2
j
2‖∇/Pltrχ‖
1
2
L∞t L
2
x′
‖Pltrχ‖
1
2
L∞t L
2
x′
) 1
2
,
where we used in the last inequality the estimate (4.33) for K and a heat flow estimate
for U(τ)trχ. Together with the finite band property for Pj and the assumption l ≤ j, we
obtain
‖Pj∇/U(·)Pltrχ‖L2tL2τL∞(Pt,u) . 2−
|l−j|
4 (2l‖Pltrχ‖L∞t L2x′ ). (F.50)
Finally, (F.46), (F.47) for l > j and (F.50) for l ≤ j yield
‖∇/U(τ)trχ‖L2tL2τL∞(Pt,u) .
∑
j,l
2−
|l−j|
4 (2l‖Pltrχ‖L∞t L2x′ ) . ‖trχ‖B1 , (F.51)
where the Besov space B1 has been defined in (5.5). Now, in view of the estimate (5.9),
and the estimates (2.69) (5.7) for trχ, we have
‖trχ‖B1 . ‖trχ‖L∞t L2x′ + ‖∇/ trχ‖B0 . ε.
Together with (F.51), this implies (F.41).
Next, we prove (F.40). Recall the Bochner identity for scalars on Pt,u which is a
2-surface. For any scalar f on Pt,u, we have
∆/ (|∇/ f |2) = ∇/ (∆/ f) · ∇/ f +K|∇/ f |2 + |∇/ 2f |2.
Choosing f = U(τ)trχ, multiplying by |χ|2 and integrating over Pt,u yields∫
Pt,u
|χ|2∆/ (|∇/U(τ)trχ|2)
=
∫
Pt,u
|χ|2∇/ (∆/U(τ)trχ) · ∇/U(τ) +
∫
Pt,u
K|χ|2|∇/U(τ)trχ|2 +
∫
Pt,u
|χ|2|∇/ 2U(τ)trχ|2,
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which implies after integration by parts
‖χ∇/ 2U(τ)trχ‖2L2(Pt,u)
= ‖χ∆/U(τ)trχ‖2L2(Pt,u) −
∫
Pt,u
K|χ|2|∇/U(τ)trχ|2 +
∫
Pt,u
χ · ∇/χ∆/ U(τ)trχ · ∇/U(τ)trχ
−
∫
Pt,u
χ · ∇/χ∇/ 2U(τ)trχ · ∇/U(τ)trχ.
We deduce
‖χ∇/ 2U(τ)trχ‖2L2(Pt,u) . ‖χ∆/U(τ)trχ‖2L2(Pt,u) + ‖K‖L2(Pt,u)‖χ‖2L∞t L4x′‖∇/U(τ)trχ‖
2
L∞(Pt,u)
+‖χ∇/ 2U(τ)trχ‖L2(Pt,u)‖∇/χ‖L2(Pt,u)‖∇/U(τ)trχ‖L∞(Pt,u),
which yields
‖χ∇/ 2U(τ)trχ‖L2(Pt,u) . ‖χ∆/U(τ)trχ‖L2(Pt,u) + ‖K‖
1
2
L2(Pt,u)
‖∇/U(τ)trχ‖L∞(Pt,u)
+‖∇/χ‖L2(Pt,u)‖∇/U(τ)trχ‖L∞(Pt,u),
where we used in the last inequality the estimates (2.69) (2.70) for χ. Taking the L1tL
2
τ
norm, we obtain
‖χ∇/ 2U(τ)trχ‖L1tL2τL2(Pt,u) (F.52)
. ‖χ∆/ U(τ)trχ‖L1tL2τL2(Pt,u) + ‖K‖
1
2
L∞u L
2(Hu)
‖∇/U(τ)trχ‖L2tL2τL∞(Pt,u)
+‖∇/χ‖L∞u L2(Hu)‖∇/U(τ)trχ‖L2tL2τL∞(Pt,u)
. ‖χ∆/ U(τ)trχ‖L1tL2τL2(Pt,u) + ε,
where we used in the last inequality the estimates (2.69) (2.70) for χ, the estimate (4.33)
for K, and the estimate (F.41) for ∇/U(τ)trχ. Next, we estimate the right-hand side
of (F.52). We multiply the heat equation satisfied by U(τ)trχ by |χ|2∆/U(τ)trχ and we
integrate over Pt,u. We obtain
1
2
d
dτ
‖χ∇/U(τ)trχ‖2L2(Pt,u) + ‖χ∆/ U(τ)trχ‖2L2(Pt,u) =
∫
Pt,u
χ · ∇/χ · ∇/U(τ)trχU(τ)trχdµt,u.
This yields
‖χ∆/U(τ)trχ‖2L2τL2(Pt,u)
. ‖χ∇/ trχ‖2L2(Pt,u) + ‖∇/χ‖L2(Pt,u)‖χ‖L∞t L4x′‖∇/U(·)trχ‖L2τL4(Pt,u)‖U(·)trχ‖L2τL∞(Pt,u)
. ‖χ∇/ trχ‖2L2(Pt,u) + ‖∇/χ‖L2(Pt,u)‖∇/ 2U(·)trχ‖
1
2
L2τL
2(Pt,u)
‖∇/U(·)trχ‖
1
2
L2τL
2(Pt,u)
‖trχ‖L∞ ,
where we used in the last inequality the estimates (2.69) (2.70) for χ, the Gagliardo-
Nirenberg inequality (3.3) and the fact that the heat flow U(τ) is bounded on L∞(Pt,u)
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(see for example [10] for a proof). Using the the Bochner inequality for scalars (4.38) and
heat flow estimates for U(τ)trχ, we obtain
‖χ∆/U(τ)trχ‖2L2τL2(Pt,u)
. ‖χ∇/ trχ‖2L2(Pt,u) + ‖∇/χ‖L2(Pt,u)‖∇/ trχ‖
1
2
L∞t L
2
x′
‖trχ‖
1
2
L∞t L
2
x′
‖trχ‖L∞
. ‖χ∇/ trχ‖2L2(Pt,u) + ‖∇/χ‖L2(Pt,u)ε,
where we used in the last inequality the estimate (2.69) for trχ. Integrating in time, this
yields
‖χ∆/U(τ)trχ‖L2tL2τL2(Pt,u) . ‖χ∇/ trχ‖L∞u L2(Hu) + ‖∇/χ‖L∞u L2(Hu) + ε
. ε,
where we used in the last inequality the estimates (2.69) (2.70) for χ. Together with
(F.52), we finally obtain
‖χ∇/ 2U(τ)trχ‖L1tL2τL2(Pt,u) . ε.
Taking the supremum in u yields (F.40). This concludes the proof of the proposition.
F.5 Proof of Proposition 9.5
The proof of the estimate (9.7) being similar and slightly easier than the proof of (9.6),
we focus on (9.6). In view of (F.1) (F.2), we have:
[bN, Pj ]trχ =
∫ ∞
0
mj(τ)V (τ)dτ, (F.53)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [bN,∆/ ]U(τ)trχ, V (0) = 0. (F.54)
Assume that V satisfies for all τ
‖V (τ)‖L2(Hu) . ετ
1
4 , (F.55)
and
‖Λ 12V (τ)‖2L2(Hu) +
∫ τ
0
‖∇/Λ 12V (τ ′)‖2L2(Hu)dτ ′ . ε2. (F.56)
Then, first note in view of the interpolation inequality (3.20), that
‖∇/ V (τ)‖L2(Pt,u) . ‖Λ
1
2V (τ)‖
1
2
L2(Pt,u)
‖∇/Λ 12V (τ)‖
1
2
L2(Pt,u)
which together with (F.56) implies
‖∇/ V (·)‖L4τL2(Hu) . ‖Λ
1
2V (·)‖
1
2
L∞τ L
2(Hu)
‖∇/Λ 12V (·)‖
1
2
L2τL
2(Hu)
. ε. (F.57)
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Then, in view of (F.53), (F.55) and (F.57), we obtain
2
j
2‖[bN, Pj ]trχ‖L2(Hu) + 2−
j
2‖∇/ [bN, Pj]trχ‖L2(Hu)
. 2
j
2
∫ ∞
0
mj(τ)‖V (τ)‖L2(Hu)dτ + 2−
j
2
∫ ∞
0
mj(τ)‖∇/ V (τ)‖L2(Hu)dτ
. 2
j
2ε
(∫ ∞
0
mj(τ)τ
1
4dτ
)
+ 2−
j
2 ε
(∫ ∞
0
m
4
3
j (τ)dτ
) 3
4
. ε,
which after taking the supremum in u yields (9.6). Thus, it remains to prove (F.55) and
(F.56).
We start with the proof of (F.55). The energy estimate (3.12) implies
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
∫
Pt,u
V (τ ′)[bN,∆/ ]U(τ ′)trχdµt,u. (F.58)
We need to estimate the commutator term [bN,∆/ ]U . Recall from (F.19) and (F.20) that
we have
[bN,∆/ ]U = H∇/ 2U +G∇/U (F.59)
where the tensors H and G satisfy
N1(H) + ‖G‖L∞u L2(Hu) . ε. (F.60)
In view of (F.59), and integrating by parts the term ∇/ 2U , we obtain:∫ τ
0
∫
Hu
V (τ ′)[bN,∆/ ]U(τ ′)fdµt,udτ
′
.
∫ τ
0
‖H‖L∞t L4x′‖∇/U(τ
′)‖L4(Pt,u)‖∇/ V (τ ′)‖L2(Pt,u)dτ ′
+
∫ τ
0
(‖∇/H‖L2(Pt,u) + ‖G‖L2(Pt,u))‖∇/U(τ ′)‖L4(Pt,u)‖V (τ ′)‖L4(Pt,u)dτ ′.
Together with (F.58) and the Gagliardo-Nirenberg inequality (3.3), this yields
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′ (F.61)
. (‖H‖2L∞t L4x′ + ‖∇/H‖
2
L2(Pt,u)
+ ‖G‖2L2(Pt,u))
∫ τ
0
‖∇/ 2U(τ ′)‖L2(Pt,u)‖∇/U(τ ′)‖L2(Pt,u)dτ ′
. (ε2 + ‖∇/H‖2L2(Pt,u) + ‖G‖2L2(Pt,u))
∫ τ
0
‖∆/U(τ ′)‖L2(Pt,u)‖∇/U(τ ′)‖L2(Pt,u)dτ ′,
where we used in the last inequality the estimate (F.60) and the Bochner inequality for
scalars (4.38). Now, the heat flow estimate (3.9) yield:
‖∇/U(τ)‖2L2(Pt,u) +
∫ τ
0
‖∆/U(τ ′)‖2L2(Pt,u)dτ ′ . ‖∇/ trχ‖2L∞t L2x′ . ε
2, (F.62)
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where we used in the last inequality the estimate (2.69) for trχ. Together with (F.61), we
obtain
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/V (τ ′)‖2L2(Pt,u)dτ ′ . ε2τ
1
2 (ε+ ‖∇/H‖2L2(Pt,u) + ‖G‖2L2(Pt,u)).
Integrating in time, and using the estimate (F.60) yields (F.55).
Next, we prove (F.56). The energy estimate (3.28) implies:
‖Λ 12V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ 12V (τ ′)‖2L2(Pt,u)dτ ′
=
∫ τ
0
∫
Pt,u
ΛV (τ ′)[bN,∆/ ]U(τ ′)trχdµt,udτ
′
.
∫ τ
0
‖Λ 32V (τ ′)‖L2(Pt,u)‖Λ−
1
2 ([bN,∆/ ]U(τ ′)trχ)‖L2(Pt,u)dτ ′
.
∫ τ
0
‖∇/Λ 12V (τ ′)‖L2(Pt,u)‖[bN,∆/ ]U(τ ′)trχ‖L 32 (Pt,u)dτ
′,
where we used (3.26) in the last inequality. This yields
‖Λ 12V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ 12V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
‖[bN,∆/ ]U(τ ′)trχ‖2
L
3
2 (Pt,u)
dτ ′. (F.63)
In view of (F.59), we have
‖[bN,∆/ ]U(τ ′)trχ‖
L
3
2 (Pt,u)
. ‖H‖L6(Pt,u)‖∇/ 2U(τ ′)trχ‖L2(Pt,u) + ‖G‖L2(Pt,u)‖∇/U(τ ′)trχ‖L6(Pt,u)
. ‖H‖L6(Pt,u)‖∇/ 2U(τ ′)trχ‖L2(Pt,u) + ‖G‖L2(Pt,u)‖∇/ 2U(τ ′)trχ‖
2
3
L2(Pt,u)
‖∇/U(τ ′)trχ‖
1
3
L2(Pt,u)
. ‖H‖L6(Pt,u)‖∆/U(τ ′)trχ‖L2(Pt,u) + ‖G‖L2(Pt,u)‖∆/U(τ ′)trχ‖
2
3
L2(Pt,u)
‖∇/U(τ ′)trχ‖
1
3
L2(Pt,u)
,
where we used the Gagliardo-Nirenberg inequality (3.3) and the Bochner inequality for
scalars (4.38). Taking the L2τ norm and using (F.62) implies
‖[bN,∆/ ]U(τ ′)trχ‖
L2τL
3
2 (Pt,u)
. ε(‖H‖L6(Pt,u) + ‖G‖L2(Pt,u)).
Now, taking the L2t norm and using (F.60) yields
‖[bN,∆/ ]U(τ ′)trχ‖
L2tL
2
τL
3
2 (Pt,u)
. ε. (F.64)
Finally, integrating (F.63) in t, and injecting (F.64), we obtain (F.56). This concludes
the proof of the proposition.
F.6 Proof of Proposition 9.6
We have:
[∇/ , Pj]trχ =
∫ ∞
0
mj(τ)V (τ)dτ, (F.65)
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where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [∇/ ,∆/ ]U(τ)trχ, V (0) = 0. (F.66)
Assume that V satisfies for all τ
‖Λ 34V (τ)‖L2(Hu) . ε. (F.67)
Then, using the Bernstein inequality for Pj , we have
‖V (τ)‖L2tL4x′ .
∑
j
‖PjV (τ)‖L2tL4x′
.
∑
j
2
j
2‖PjV (τ)‖L2(Hu)
.
(∑
j
2−
j
4
)
‖Λ 34V (τ)‖L2(Hu)
. ε,
where we used in the last inequality (F.67). Together with (F.65), we obtain
‖[∇/ , Pj]trχ‖L2tL4x′ .
∫ ∞
0
mj(τ)‖V (τ)‖L2tL4x′dτ . ε,
which is the desired estimate (9.8). Thus, it remains to prove (F.67).
The energy estimate (3.28) implies:
‖Λ 34V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ 34V (τ ′)‖2L2(Pt,u)dτ ′
=
∫ τ
0
∫
Pt,u
Λ
3
2V (τ ′)[∇/ ,∆/ ]U(τ ′)trχdµt,udτ ′
.
∫ τ
0
‖Λ1+ 34V (τ ′)‖L2(Pt,u)‖Λ−
1
4 ([∇/ ,∆/ ]U(τ ′)trχ)‖L2(Pt,u)dτ ′
.
∫ τ
0
‖∇/Λ 34V (τ ′)‖L2(Pt,u)‖[∇/ ,∆/ ]U(τ ′)trχ‖L 53 (Pt,u)dτ
′,
where we used (3.26) in the last inequality. This yields
‖Λ 34V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/Λ 34V (τ ′)‖2L2(Pt,u)dτ ′ .
∫ τ
0
‖[∇/ ,∆/ ]U(τ ′)trχ‖2
L
5
3 (Pt,u)
dτ ′. (F.68)
Now, in view of the commutator formula (B.86), we have
‖[∇/ ,∆/ ]U(τ ′)trχ‖
L
5
3 (Pt,u)
. ‖K∇/U(τ ′)trχ‖
L
5
3 (Pt,u)
. ‖K‖L2(Pt,u)‖∇/U(τ ′)trχ‖L10(Pt,u)
. ‖K‖L2(Pt,u)‖∇/ 2U(τ ′)trχ‖
4
5
L2(Pt,u)
‖∇/U(τ ′)trχ‖
1
5
L2(Pt,u)
. ‖K‖L2(Pt,u)‖∆/U(τ ′)trχ‖
4
5
L2(Pt,u)
‖∇/U(τ ′)trχ‖
1
5
L2(Pt,u)
,
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where we used the Gagliardo-Nirenberg inequality (3.3) and the Bochner inequality for
scalars (4.38). Taking the L2τ norm and using (F.62) implies
‖[∇/ ,∆/ ]U(τ ′)trχ‖
L2τL
5
3 (Pt,u)
. ε‖K‖L2(Pt,u).
Now, taking the L2t norm and using the estimate (4.33) for K yields
‖[∇/ ,∆/ ]U(τ ′)trχ‖
L2tL
2
τL
5
3 (Pt,u)
. ε. (F.69)
Finally, integrating (F.68) in t, and injecting (F.69), we obtain (F.67). This concludes
the proof of the proposition.
F.7 Proof of Lemma 9.7
We have:
[P>j, P≤j(h)]F =
∫ ∞
0
m>j(τ)V (τ)dτ, (F.70)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = ∆/P≤j(h)U(τ)F +∇/ P≤j(h) · ∇/U(τ)F, V (0) = 0. (F.71)
Assume that V satisfies for all τ
‖V (τ)‖L2(Pt,u) . (1 + 2j
√
τ + 2
3j
2 τ
3
4 )‖∇/ h‖L2(Pt,u)‖F‖L2(Pt,u). (F.72)
Then, (F.70) and (F.72) imply
‖[P>j, P≤j(h)]F‖L2(Pt,u) .
∫ ∞
0
m>j(τ)‖V (τ)‖L2(Pt,u)dτ
.
(∫ ∞
0
m>j(τ)(1 + 2
j
√
τ + 2
3j
2 τ
3
4 )dτ
)
‖∇/ h‖L2(Pt,u)‖F‖L2(Pt,u)
. ‖∇/ h‖L2(Pt,u)‖F‖L2(Pt,u)
which is the desired estimate (9.11). Thus, it remains to prove (F.72).
The energy estimate (3.12) implies
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′
.
∫ τ
0
∫
Pt,u
V (τ ′)
(
∆/ P≤j(h)U(τ)F +∇/P≤j(h) · ∇/ U(τ)F
)
dµt,u
.
∫ τ
0
‖∆/P≤j(h)‖L4(Pt,u)‖U‖L4(Pt,u)‖V ‖L2(Pt,u) + ‖∇/P≤j(h)‖L4(Pt,u)‖∇/U‖L2(Pt,u)‖V ‖L4(Pt,u)
.
∫ τ
0
‖∇/∆/P≤j(h)‖
1
2
L2(Pt,u)
‖∆/P≤j(h)‖
1
2
L2(Pt,u)
‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
‖V ‖L2(Pt,u)
+
∫ τ
0
‖∇/ 2P≤j(h)‖
1
2
L2(Pt,u)
‖∇/P≤j(h)‖
1
2
L2(Pt,u)
‖∇/U‖L2(Pt,u)‖∇/ V ‖
1
2
L2(Pt,u)
‖V ‖
1
2
L2(Pt,u)
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where we used in the last inequality the Gagliardo-Nirenberg inequality (3.3). Together
with the Bochner inequality for scalars (4.38) and the finite band property for Pj, we
obtain
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′
. 2
3j
2
∫ τ
0
‖∇/ h‖L2(Pt,u)‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
‖V ‖L2(Pt,u)
+
∫ τ
0
‖∆/ P≤j(h)‖
1
2
L2(Pt,u)
‖∇/ h‖
1
2
L2(Pt,u)
‖∇/U‖L2(Pt,u)‖∇/ V ‖
1
2
L2(Pt,u)
‖V ‖
1
2
L2(Pt,u)
. 2
3j
2
∫ τ
0
‖∇/ h‖L2(Pt,u)‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
‖V ‖L2(Pt,u)
+2
j
2
∫ τ
0
‖∇/ h‖L2(Pt,u)‖∇/U‖L2(Pt,u)‖∇/ V ‖
1
2
L2(Pt,u)
‖V ‖
1
2
L2(Pt,u)
. 2
3j
2
∫ τ
0
‖∇/ h‖L2(Pt,u)‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
‖V ‖L2(Pt,u)
+2j
∫ τ
0
‖∇/ h‖L2(Pt,u)‖∇/U‖L2(Pt,u)‖V ‖L2(Pt,u)
+
∫ τ
0
‖∇/ h‖L2(Pt,u)‖∇/U‖L2(Pt,u)‖∇/ V ‖L2(Pt,u)
This yields
‖V (τ)‖2L2(Pt,u) . ‖∇/ h‖2L2(Pt,u)
∫ τ
0
‖∇/U‖2L2(Pt,u)
+
∫ τ
0
‖∇/ h‖L2(Pt,u)
(
2
3j
2 ‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
+ 2j‖∇/U‖L2(Pt,u)
)
‖V ‖L2(Pt,u)
which together with the heat flow estimate (3.8) and the fact that U(0) = F implies
‖V (τ)‖2L2(Pt,u) . ‖∇/ h‖2L2(Pt,u)‖F‖2L2(Pt,u)
+
∫ τ
0
‖∇/ h‖L2(Pt,u)
(
2
3j
2 ‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
+ 2j‖∇/U‖L2(Pt,u)
)
‖V ‖L2(Pt,u).
Integrating this differential inequality, we obtain
‖V (τ)‖2L2(Pt,u) . ‖∇/ h‖2L2(Pt,u)‖F‖2L2(Pt,u) (F.73)
+22j‖∇/ h‖2L2(Pt,u)
(∫ τ
0
(
2
j
2‖∇/U‖
1
2
L2(Pt,u)
‖U‖
1
2
L2(Pt,u)
+ ‖∇/U‖L2(Pt,u)
))2
. ‖∇/ h‖2L2(Pt,u)‖F‖2L2(Pt,u)
+22j‖∇/ h‖2L2(Pt,u)τ
(∫ τ
0
(
2j‖∇/U‖L2(Pt,u)‖U‖L2(Pt,u) + ‖∇/U‖2L2(Pt,u)
))
.
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Now, the heat flow estimate (3.8) and the fact that U(0) = F implies∫ τ
0
(
2j‖∇/U‖L2(Pt,u)‖U‖L2(Pt,u) + ‖∇/U‖2L2(Pt,u)
)
. 2j
√
τ sup
τ
‖U(τ)‖L2(Pt,u)
(∫ τ
0
‖∇/U‖2L2(Pt,u)
)
+ ‖F‖2L2(Pt,u)
. (1 + 2j
√
τ )‖F‖2L2(Pt,u)
which together with (F.73) yields the desired estimate (F.72). This concludes the proof
of the lemma.
F.8 Proof of Lemma 9.8
Let V (τ) defined in (F.71). Assume that V satisfies for all τ
‖∇/ V (τ)‖L2(Pt,u) . 2j((1 + 2
j
2 τ
1
4 )‖∇/ h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L2(Pt,u))‖F‖L2(Pt,u). (F.74)
Then, (F.70) and (F.74) imply
‖∇/ [P>j, P≤j(h)]F‖L2(Pt,u)
.
∫ ∞
0
m>j(τ)‖∇/ V (τ)‖L2(Pt,u)dτ
. 2j
(∫ ∞
0
m>j(τ)((1 + 2
j
2 τ
1
4 )‖∇/ h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L2(Pt,u))dτ
)
‖F‖L2(Pt,u)
. 2j(‖∇/ h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L2(Pt,u))‖F‖L2(Pt,u)
which is the desired estimate (9.12). Thus, it remains to prove (F.74).
The energy estimate (3.11) implies
‖∇/ V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∆/ V (τ ′)‖2L2(Pt,u)dτ ′
.
∫ τ
0
∫
Pt,u
∆/ V (τ ′)
(
∆/P≤j(h)U(τ)F +∇/P≤j(h) · ∇/U(τ)F
)
dµt,udτ.
This yields
‖∇/ V (τ)‖2L2(Pt,u)
.
∫ τ
0
(
‖∆/P≤j(h)‖2L4(Pt,u)‖U(τ)F‖2L4(Pt,u) + ‖∇/P≤j(h)‖2L∞(Pt,u)‖∇/U(τ)F‖2L2(Pt,u)
)
.
∫ τ
0
(
‖∇/∆/P≤j(h)‖L2(Pt,u)‖∆/ P≤j(h)‖L2(Pt,u)‖∇/U‖L2(Pt,u)‖U‖L2(Pt,u)
+‖∇/P≤j(h)‖2L∞(Pt,u)‖∇/U(τ)F‖2L2(Pt,u)
)
where we used in the last inequality the Gagliardo-Nirenberg inequality (3.3). Together
with the Bochner inequality for scalars (4.38) and the finite band property for Pj, we
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obtain
‖∇/ V (τ)‖2L2(Pt,u) .
∫ τ
0
(
23j‖∇/ h‖2L2(Pt,u)‖∇/U‖L2(Pt,u)‖U‖L2(Pt,u)
+‖∇/P≤j(h)‖2L∞(Pt,u)‖∇/U(τ)F‖2L2(Pt,u)
)
.
Together with the heat flow estimate (3.8) and the fact that U(0) = F , this yields
‖∇/ V (τ)‖2L2(Pt,u) . 23j‖∇/ h‖2L2(Pt,u)
√
τ sup
τ
‖U‖L2(Pt,u)
(∫ τ
0
‖∇/U‖2L2(Pt,u)
) 1
2
(F.75)
+‖∇/P≤j(h)‖2L∞(Pt,u)‖F‖2L2(Pt,u)
.
(
23j
√
τ‖∇/ h‖2L2(Pt,u) + ‖∇/P≤j(h)‖2L∞(Pt,u)
)
‖F‖2L2(Pt,u).
Now, using (9.15) with the choice f = P≤j(h) yields
‖∇/P≤j(h)‖2L∞(Pt,u) . ‖∆/P≤j(h)‖L2(Pt,u) + ‖∇/∆/ P≤j(h)‖
1
2
L2(Pt,u)
‖∇/P≤j(h)‖
1
2
L2(Pt,u)
+‖K‖L2(Pt,u)‖∇/P≤j(h)‖L2(Pt,u)
. 2j
(
‖∇/ h‖L2(Pt,u) + ‖K‖L2(Pt,u)‖h‖L2(Pt,u)
)
,
where we used in the last inequality the finite band property for Pj. Together with (F.75),
this yields the desired estimate (F.74). This concludes the proof of the lemma.
F.9 Proof of Lemma 9.9
We have:
[∇/ , P≤j]h =
∫ ∞
0
m≤j(τ)V (τ)dτ, (F.76)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [∇/ ,∆/ ]U(τ)h, V (0) = 0. (F.77)
Assume that V satisfies for all τ and for all a > 0
‖V (τ)‖L2(Pt,u) . ‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u)). (F.78)
Then, in view of (F.76), we obtain for all a > 0
‖[P≤j,∇/ ]h‖L2(Pt,u) .
∫ +∞
0
m≤j(τ)‖V (τ)‖L2(Pt,u)dτ
.
(∫ +∞
0
m≤j(τ)dτ
)
‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u))
. ‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u))
which is the desired estimate (9.13). Thus, it remains to prove (F.78).
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The energy estimate (3.12), together with the commutator formula (B.86), implies
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u)dτ ′
.
∫ τ
0
‖V (τ ′)‖L2(Pt,u)‖K‖L2(Pt,u)‖∇/U(τ ′)h‖L∞(Pt,u)dτ ′.
Integrating this differential inequality, we obtain
‖V (τ)‖2L2(Pt,u) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pt,u) . ‖K‖2L2(Pt,u)
(∫ τ
0
‖∇/U(τ ′)h‖L∞(Pt,u)dτ ′
)2
(F.79)
. ‖K‖2L2(Pt,u)
∫ τ
0
τ ′
1−δ‖∇/U(τ ′)h‖2L∞(Pt,u)dτ ′,
where 0 < δ < 1 will be chosen later. In view of the estimate (9.15), we have∫ τ
0
τ ′
1−δ‖∇/U(τ ′)h‖2L∞(Pt,u)dτ ′ (F.80)
.
∫ τ
0
τ ′
1−δ
(‖∆/U(τ ′)h‖2L2(Pt,u) + ‖∇/∆/ U(τ ′)h‖L2(Pt,u)‖∇/U(τ ′)h‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖∇/U(τ ′)h‖2L2(Pt,u))dτ ′
.
∫ τ
0
τ ′
1−δ‖∆/U(τ ′)h‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
2−2δ‖∇/∆/U(τ ′)h‖2L2(Pt,u)dτ ′
+(1 + ‖K‖2L2(Pt,u))
∫ τ
0
‖∇/U(τ ′)h‖2L2(Pt,u)dτ ′
.
∫ τ
0
τ ′
1−δ‖∆/U(τ ′)h‖2L2(Pt,u)dτ ′ +
∫ τ
0
τ ′
2−2δ‖∆/ 32U(τ ′)h‖2L2(Pt,u)dτ ′
+(1 + ‖K‖2L2(Pt,u))‖h‖2L2(Pt,u),
where we used in the last inequality the heat flow estimate (3.8).
Next, we estimate the two first terms in the right-hand side of (F.80). We have(∫ τ
0
τ ′
1−δ‖∆/U(τ ′)h‖2L2(Pt,u)dτ ′
) 1
2
.
∑
j≥0
(∫ τ
0
τ ′
1−δ‖∆/ PjU(τ ′)h‖2L2(Pt,u)dτ ′
) 1
2
.
∑
j≥0
(∫ τ
0
τ ′‖∆/ PjU(τ ′)h‖2L2(Pt,u)dτ ′
) 1−δ
2
(∫ τ
0
‖∆/PjU(τ ′)h‖2L2(Pt,u)dτ ′
) δ
2
.
∑
j≥0
‖Pjh‖1−δL2(Pt,u)‖∇/Pjh‖δL2(Pt,u),
where we used in the last inequality the heat flow estimates (3.9) and (3.10). Together
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with the finite band property for Pj , we obtain(∫ τ
0
τ ′
1−δ‖∆/U(τ ′)h‖2L2(Pt,u)dτ ′
) 1
2
.
∑
j≥0
2δj‖Pjh‖L2(Pt,u) (F.81)
.
(∑
j≥0
2−δj
)
‖Λ2δh‖L2(Pt,u)
. ‖Λ2δh‖L2(Pt,u).
Also, we have(∫ τ
0
τ ′
2−2δ‖∆/ 32U(τ ′)h‖2L2(Pt,u)dτ ′
) 1
2
.
∑
j≥0
(∫ τ
0
τ ′
2−2δ‖∆/ 32PjU(τ ′)h‖2L2(Pt,u)dτ ′
) 1
2
.
∑
j≥0
(∫ τ
0
(τ ′)2‖∇/∆/PjU(τ ′)h‖2L2(Pt,u)dτ ′
) 1−δ
2
(∫ τ
0
‖∇/∆/ PjU(τ ′)h‖2L2(Pt,u)dτ ′
) δ
2
.
∑
j≥0
‖Pjh‖1−δL2(Pt,u)‖∆/Pjh‖δL2(Pt,u),
where we used in the last inequality heat flow estimates. Together with the finite band
property for Pj, we obtain(∫ τ
0
τ ′
2−2δ‖∆/ 32U(τ ′)h‖2L2(Pt,u)dτ ′
) 1
2
.
∑
j≥0
22δj‖Pjh‖L2(Pt,u) (F.82)
.
(∑
j≥0
2−δj
)
‖Λ3δh‖L2(Pt,u)
. ‖Λ3δh‖L2(Pt,u).
Finally, (F.80), (F.81) and (F.82) imply for all 0 < δ < 1∫ τ
0
τ ′
1−δ‖∇/U(τ ′)h‖2L∞(Pt,u)dτ ′ . ‖Λ3δh‖2L2(Pt,u) + ‖K‖2L2(Pt,u)‖h‖2L2(Pt,u). (F.83)
Injecting (F.83) in (F.79), we obtain
‖V (τ)‖L2(Pt,u) . ‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λ3δh‖L2(Pt,u)). (F.84)
Choosing δ = a
3
in (F.84) yields the desired estimate (F.78). This concludes the proof of
the lemma.
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F.10 Proof of Lemma 9.10
We have:
[∇/ , Pj]h =
∫ ∞
0
mj(τ)V (τ)dτ, (F.85)
where V (τ) satisfies:
(∂τ −∆/ )V (τ) = [∇/ ,∆/ ]U(τ)h, V (0) = 0.
Assume that V satisfies for all a > 0(∫ +∞
0
‖∇/V (τ)‖2L2(Pt,u)dτ
) 1
2
. ‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u)+‖Λah‖L2(Pt,u)). (F.86)
Then, in view of (F.85), we obtain for all a > 0
‖∇/ [Pj ,∇/ ]h‖L2(Pt,u) .
∫ +∞
0
mj(τ)‖∇/ V (τ)‖L2(Pt,u)dτ
.
(∫ +∞
0
mj(τ)
2dτ
) 1
2
‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u))
. 2j‖K‖L2(Pt,u)(‖K‖L2(Pt,u)‖h‖L2(Pt,u) + ‖Λah‖L2(Pt,u))
which is the desired estimate (9.14). Thus, it remains to prove (F.86).
Injecting (F.83) in (F.79), we obtain∫ +∞
0
‖∇/ V (τ)‖2L2(Pt,u)dτ . ‖K‖2L2(Pt,u)(‖K‖2L2(Pt,u)‖h‖2L2(Pt,u) + ‖Λ3δh‖2L2(Pt,u)). (F.87)
Choosing δ = a
3
in (F.87) yields the desired estimate (F.86). This concludes the proof of
the lemma.
F.11 Proof of Lemma 9.11
We have in view of (3.36)
‖∇/ f‖L∞(Pt,u) . ‖∇/ 3f‖
1
2
L2(Pt,u)
‖∇/ f‖
1
2
L2(Pt,u)
+ ‖∇/ 2f‖L2(Pt,u). (F.88)
Now, using the Bochner inequality for tensors (3.7), we have
‖∇/ 3f‖L2(Pt,u) . ‖∆/∇/ f‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ 2f‖L2(Pt,u) + ‖K‖2L2(Pt,u)‖∇/ f‖L2(Pt,u)
. ‖∇/∆/ f‖L2(Pt,u) + ‖[∇/ ,∆/ ]f‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ 2f‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖∇/ f‖L2(Pt,u).
In view of the commutator formula (B.86), we obtain
‖∇/ 3f‖L2(Pt,u) . ‖∇/∆/ f‖L2(Pt,u) + ‖K∇/ f‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ 2f‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖∇/ f‖L2(Pt,u)
. ‖∇/∆/ f‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ f‖L∞(Pt,u) + ‖K‖L2(Pt,u)‖∇/ 2f‖L2(Pt,u)
+‖K‖2L2(Pt,u)‖∇/ f‖L2(Pt,u)
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which together with (F.88) yields
‖∇/ f‖L∞(Pt,u) . ‖∇/∆/ f‖
1
2
L2(Pt,u)
‖∇/ f‖
1
2
L2(Pt,u)
+ ‖K‖
1
2
L2(Pt,u)
‖∇/ f‖
1
2
L∞(Pt,u)
‖∇/ f‖
1
2
L2(Pt,u)
+‖∇/ 2f‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ f‖L2(Pt,u).
We deduce
‖∇/ f‖L∞(Pt,u) . ‖∇/∆/ f‖
1
2
L2(Pt,u)
‖∇/ f‖
1
2
L2(Pt,u)
+ ‖∇/ 2f‖L2(Pt,u) + ‖K‖L2(Pt,u)‖∇/ f‖L2(Pt,u),
which together with the Bochner inequality for scalars (4.38) yields (9.15). This concludes
the proof of the lemma.
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