Introduction
Euclidean distance matrices (EDM) have been receiving increased attention in recently active fields of research. In this paper, non-singularity of EDM, from the point of application to scattered data extrapolation is explored.
Let us consider the data set of K d-dimensional vectors: 
where weight functions u :
K satisfy the following properties:
The well-known approach for extrapolation is given by Shepard method, [6] ):
where the weights are chosen by the following way:
their properties in general case of s. As one can see below, the main property of matrices with arbitrary fractional degrees 0 ≤ δ < 1 of square Euclidean distances, is that the kernel matrix is positive semi-definite of rank K -1 if no points coincide in the set (1), whereas the rank of square Euclidean distance matrix can be less than K -1 in general [1] , [4] , [7] .
Proof. If δ = 0, then the set X can be taken coinciding with vertices of regular K p -dimensional simplex with edges of length 1, and the theorem proposition is easy verified, taking that A = E · E T -I. As 0 < δ < 1, one can derive: (2) . 2017
The next formula follows from Gaussian integral:
Now after some manipulation one can get sure because of (10), (11) the following quadric:
Note, under the theorem condition s T · E = 1 the function under integration in (12) is equal to zero for any value of integration vector v only if ξ = s. For any other value ξ ≠ s, the function under integration is positive for certain values of v, and consequently, the integral (12) is positive, so the kernel matrix is positive semi-definite of rank K -1∇
Theorem 2. Under the conditions of Theorem 1, the matrix
Proof: In order to study determinant of matrix A, let us write down the block matrices:
where 
where w = − 1 2 ! S ⋅ a , 0 is K -1 dimensional vector of zeros. Assume without loss of generality s K ≠ 0. Next,
Let us note that the vector c consists of elements equal to K th component s K of the vector s. Thus, the determinant of matrix W remains the same when adding the K th row multiplied by -s K to all other columns of this matrix, [2] . Similarly, this determinant does not change when adding the K th column multiplied by -s i , to i th row,
On the other hand, using the block matrix determinant formula, [2] for (14), it is easy to make sure that
It follows from Theorem 1 that ! F > 0 and w T ⋅ ! F −1 ⋅ w > 0 as well. Thus, |W| ≠ 0. This and ! S ≠ 0 (because of s K ≠ 0) implies |A| ≠ 0. ∇ As follows from Theorem 2, the inverse of matrix A exists, hence the extrapolator expressions (6), (7), (8) are correct and can be calculated for any data set (1) consisting of different points and any 0 < δ < 1.
Computer modeling
In this study, a set of analytic test functions y TF (x) was chosen (Table 1) for the comparison of the developed extrapolator (6) with the Shepard extrapolator (4). 
Considered functions are classical test functions usually applied for testing numerical algorithms. The first one is a Branin function (fourth-order polynomials) which shows a dominant second-order trend. This function has an extremely complex and highly non-linear behavior. The second test function is a Linear function composed of polynomials and trigonometric functions, which shows a strong first-order trend. The Rosenbrook function enable us to study extrapolation in data with both the first and second-order trends.
In the test domain for each test function, N=20 (200) samples consisting of K=200 (20) points were uniformly randomly generated and corresponding extrapolation surfaces according to (6) were created. The approxi-ISSN 1648-8776 JAUNŲJŲ MOKSLININKŲ DARBAI. Nr. 47 (2) 
To compare the accuracy of the model the True Error parameter of the sample point is introduced following to, [3] ):
where y(x) -extrapolator defined as shown in (6) .
where y Shepard (x) -Shepard extrapolator defined as shown in (4). Second statistical estimation parameter -the Mean Square Error (MSE) [3] , defined:
where s 2 (x) -defined as shown in (7). The results for different
) are summarized in Table  2 and Table 3. 1. A comparison with a sample size 20 (1 sample consists of 200 points). Hence, computer modeling enables us to conclude that the extrapolator (6) presents itself the efficient extrapolator of scattered data, because it significantly outperforms the well-known Shepard extrapolator. Quality of extrapolation depends on the parameter δ and its choice should be a subject other research. In its turn, the conditional variance (7) can be taken as a measure of error of extrapolation.
Conclusions
The approach to scattered data extrapolation constructed by FEDM has been developed in the paper. The resulting model is rather simple and depends on a small set of parameters. Results of extrapolator construction by the approach considered for analytically computed surfaces illustrate its applicability for scattered data extrapolation.
The model developed allows us to represent the information obtained from any number of measurements of objective function obtained computing in a computational code or physical experiment and apply for solving practical extrapolation tasks with scattered data in computer graphics, experimental design, etc. At present, the extrapolator is built using only precise information that some measure gave some value. The extrapolator allows prevision (values in the future) or reconstruction of missing data (values in the past). Of course, the model constructed might be generalised for multimodal case and noisy measurements. The best choice of parameter δ and study of matrices with non-Euclidean distances is the subject of future research.
