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On Hausdorff measure and an inequality due to
Maz’ya
Hendrik Vogt and Ju¨rgen Voigt
Abstract
We give an “elementary” proof of an inequality due to Maz’ya. As a pre-
requisite we prove an approximation property for the Hausdorff measure.
We also comment on the relations between Maz’ya’s inequality, the isoperi-
metric inequality and the Sobolev inequality.
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Introduction
The objective of this note is to present an “elementary” proof of the following
inequality, due to Maz’ya (see [9; Theorem 4.6.3]). If Ω ⊆ Rn is a bounded open
set, Hn−1(∂Ω) <∞, q = nn−1 , and u ∈ C(Ω) ∩W 11 (Ω), then
‖u‖Lq(Ω) 6 c(n)
(∫
Ω
|∇u(x)| dx+
∫
∂Ω
|u(x)| dHn−1(x)
)
, (0.1)
where c(n) is a constant only depending on the dimension n. For the Hausdorff
measure Hn−1 we refer to Section 1.
In Remark 2.2(b) we will comment on the relations between (0.1), the isoperi-
metric inequality
voln(Ω)
n−1
n 6 c(n)Hn−1(∂Ω), (0.2)
valid for any bounded Borel set Ω ⊆ Rn, and the Sobolev inequality
‖u‖Lq(Rn) 6 c(n)
∫
Rn
|∇u(x)| dx, (0.3)
for all u ∈ W 11 (Rn). All three inequalities hold in fact with the same optimal
constant
c(n) =
1
nω
1/n
n
=
Γ(n/2 + 1)1/n
n
√
π
,
1
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the isoperimetric constant. In our proof we will suppose the validity of (0.3), with
some (non-optimal) constant c(n); we refer to [1; Remark 5.11], [4; The´ore`me IX.9]
for a proof. We will will then derive (0.1) with a constant that is larger than the
constant in (0.3).
Rondi [10; Theorem 2.2] has shown an inequality more general than (0.1),
where in particular the first term on the right-hand side is replaced by the vari-
ation of u on Ω.
Inequalities (0.2) and (0.1) are notorious for their challenging technical level.
The desire to find an accessible proof of (0.1) arose from an application concerning
the Dirichlet-to-Neumann operator for “rough domains”; see [3]. The inequality
needed in this application is
‖u‖2L2(Ω) 6 c(Ω)
(∫
Ω
|∇u(x)|2 dx+
∫
∂Ω
|u(x)|2 dHn−1(x)
)
, (0.4)
for all u ∈ C(Ω) ∩W 12 (Ω), with a constant c(Ω) only depending on the domain,
but where the optimality of the constant is inessential. In Remark 2.2(a) we
will indicate how this inequality follows from (0.1). An earlier application of
inequality (0.4) can be found in [5].
In Section 1 we treat an approximation property in the context of Hausdorff
measures that will be used in the proof of (0.1) in Section 2. In Section 3 we
recall the notion of functions of bounded variation, and we show that our method
also yields an estimate of the total variation of u by the right-hand side of (0.1).
1 On the Hausdorff measure Hd
In this section we present an auxiliary result concerning the approximation of the
Hausdorff measure of dimension d ∈ [0,∞) on a metric space (M, ρ). We start
by introducing some notation and recalling Hausdorff measures.
For a set C ⊆M we define rd(C) := 1
2
diam(C), and for a countable collection
C of subsets of M we define rd(C) := supC∈C rd(C) and
Sd(C) := ωd
∑
C∈C
rd(C)d,
where
ωd :=
πd/2
Γ(d
2
+ 1)
,
which is the volume of the unit ball in Rd if d ∈ N0. (Even though the notation
‘rd’ should be remindful of ‘radius’, the reader should be aware that a set C will
not necessarily be contained in a ball with radius rd(C).)
Let B ⊆M . For δ > 0 we put
Hd,δ(B) := inf
{
Sd(C); C countable covering of B, rd(C) 6 δ
}
.
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Then
H∗d(B) := lim
δ→0
Hd,δ(B) = sup
δ>0
Hd,δ(B)
is the outer d-dimensional Hausdorff measure of B. Carathe´odory’s construction
of measurable sets yields a measureHd, the d-dimensional Hausdorff measure, and
it turns out that all Borel sets are measurable. If d ∈ N, and E = Rd×{0} ⊆ Rn,
then Hd is the Lebesgue measure on Rd ∼= E. For all of these properties we refer
to [6; Chap. 2] and [7; 2.10.2].
Observe that, in the definition of Hd,δ(B), one can also take the infimum over
all countable open coverings of B and still obtain the same resulting value for
H∗d(B). Indeed, for ε > 0 there exists a countable covering C with rd(C) 6 δ/2
and Sd(C) 6 H∗d(B) + ε/2. Choose (εC)C∈C ∈ (0,∞)C such that
∑
C∈C εC 6 ε/2.
Then for all C ∈ C there exists an open set UC ⊇ C such that
rd(UC) 6 δ and ωd rd(UC)
d
6 ωd rd(C)
d + εC.
Then U := {UC ; C ∈ C} is a countable open covering of B with rd(U) 6 δ and
Sd(U) 6 H∗d(B) + ε.
1.1 Proposition. Let M be a metric space, d ∈ [0,∞), and assume that
Hd(M) <∞. Let ε > 0.
Then for all δ > 0 there exists a countable partition A of M with rd(A) 6 δ,
consisting of Borel subsets of M and such that
∑
C∈A
∣∣Hd(C)− ωd rd(C)d∣∣ 6 ε. (1.1)
If M is compact, then the partition A can be chosen finite.
Proof. (i) The definition of Hd implies that there exists δε > 0 such that for all
countable coverings C of M with rd(C) 6 δε one has
Hd(M)− ε 6 Sd(C). (1.2)
(ii) Next we show: for all δ > 0 there exists a countable partition A of M with
rd(A) 6 δ, consisting of Borel subsets of M and such that
Sd(A) 6 Hd(M) + ε;
if M is compact, then the partition A can be chosen finite.
As pointed out above, there exists a countable open covering U of M with
rd(U) 6 δ and Sd(U) 6 Hd(M) + ε. If M is compact, then there exists a finite
subcovering of U . A standard procedure to produce a disjoint covering yields the
desired partition A.
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(iii) Let 0 < δ 6 δε (from step (i)), and let A be a partition of M as in (ii).
Let A1 ⊆ A; then A1 is a partition of M1 :=
⋃A1. We show that
Hd(M1)− ε 6 Sd(A1) 6 Hd(M1) + 2ε. (1.3)
Let C2 be a countable covering of M2 := M \M1 with rd(C2) 6 δε. Then the
covering A1 ∪ C2 of M satisfies rd(A1 ∪ C2) 6 δε, so from (1.2) we obtain
Hd(M1) +Hd(M2)− ε = Hd(M)− ε 6 Sd(A1 ∪ C2) 6 Sd(A1) + Sd(C2).
Since one can approximate Hd(M2) arbitrarily well by Sd(C2), choosing C2 suit-
ably, this inequality implies
Hd(M1)− ε 6 Sd(A1),
the left-hand inequality of (1.3).
The application of the result obtained so far to the partition A2 := A \ A1
of M2 yields Hd(M2) − ε 6 Sd(A2). Putting this inequality together with the
inequality stated in step (ii) we obtain
Sd(A1) = Sd(A)− Sd(A2) 6 Hd(M) + ε− (Hd(M2)− ε) = Hd(M1) + 2ε,
the right-hand inequality of (1.3).
Now we choose A1 :=
{
C ∈ A; ωd rd(C)d 6 Hd(C)
}
and apply (1.3) with A1,
M1 and with A2, M2 (as defined above):
∑
C∈A
∣∣Hd(C)− ωd rd(C)d∣∣
=
∑
C∈A1
(Hd(C)− ωd rd(C)d)+ ∑
C∈A2
(
ωd rd(C)
d −Hd(C)
)
=
(Hd(M1)− Sd(A1))+ (Sd(A2)−Hd(M2)) 6 3ε.
1.2 Remark. The crucial point of the inequality in Proposition 1.1 is that not
only is the sum Sd(A) close to Hd(M), but the individual terms ωd rd(C)d of the
sum also approximate the corresponding terms Hd(C), with a small total error.
2 Proof of Maz’ya’s inequality
Before entering the proof we recall some properties of distributional derivatives.
2.1 Remarks. Let Ω ⊆ Rn be an open set.
(a) Let u, v ∈ L1,loc(Ω;R),∇u,∇v ∈ L1,loc(Ω;Rn). Then∇(u∧v) ∈ L1,loc(Ω;Rn),
|∇(u ∧ v)| 6 |∇u|+ |∇v|.
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Indeed, from the well-known equality ∂ju
+ = 1[u>0]∂ju one easily deduces
∂j |u| = ∂ju+ − ∂ju− =
(
1[u>0] − 1[u60]
)
∂ju,
for 1 6 j 6 n. Applying this equality to u ∧ v = 1
2
(u+ v − |u− v|) one obtains
∇(u ∧ v) = 1[u6v]∇u+ 1[u>v]∇v,
and this equality implies the asserted inequality.
(b) Let u ∈ L1,loc(Ω), 1 6 j 6 n, ∂ju ∈ L1,loc(Ω). Then
∂j |u| = Re(sgn u ∂ju) ∈ L1,loc(Ω).
Indeed, given δ > 0, the equality
∂j(|u|2 + δ)1/2 = ∂j(uu+ δ)1/2 = (|u|2 + δ)−1/2Re(u ∂ju)
is straightforward if u is continuously differentiable. Standard approximation ar-
guments show that this equality also holds under the present hypotheses. Letting
δ → 0 one concludes that
∂j |u| = Re
(
u
|u|1[u 6=0] ∂ju
)
= Re(sgn u ∂ju).
(c) Let additionally Ω ⊆ Rn be bounded, and let u ∈ C0(Ω)∩W 11 (Ω). We show
that then u ∈ W 11,0(Ω). It is sufficient to treat the case when u is real-valued.
Splitting u = u+ − u− we reduce the problem to the case u > 0.
For s > 0 one has u−s ∈ W 11 (Ω), and similarly as in part (a) above one obtains
∇(u−s)+ = 1[u>s]∇(u−s) = 1[u>s]∇u. Note that u 6 s on a neighbourhood of ∂Ω
because u ∈ C0(Ω), and therefore spt(u−s)+ is compact, which implies (u−s)+ ∈
W 11,c(Ω). For s → 0 one has (u − s)+ → u, ∇(u − s)+ → 1[u>0]∇u pointwise
and dominated, therefore in L1(Ω), L1(Ω;R
n), respectively. Because 1[u>0]∇u =
∇u+ = ∇u, this means that (u− s)+ → u in W 11 (Ω), hence u ∈ W 11,0(Ω).
As mentioned in the introduction, we will use Sobolev’s inequality (0.3) (where
c(n) need not be the optimal constant) in our proof of (0.1).
Proof of Maz’ya’s inequality (0.1). Let u ∈ C(Ω) ∩W 11 (Ω). It follows from Re-
mark 2.1(b) that |u| ∈ C(Ω) ∩W 11 (Ω) and that
∣∣∇|u|∣∣ 6 |∇u|. This shows that
it is sufficient to treat the case u > 0.
Let u ∈ C(Ω) ∩ W 11 (Ω), u > 0, and let ε > 0. Then, by the (uniform)
continuity of u, there exists δ ∈ (0, ε] such that |u(x) − u(y)| < ε whenever
x, y ∈ Ω, |x − y| < δ. By Proposition 1.1 there exists a finite partition A of ∂Ω
with rd(A) 6 δ/4, consisting of Borel sets and such that (1.1) holds. We choose
a family (xC)C∈A with xC ∈ C for all C ∈ A. (Recall that, by definition, the sets
in a partition are supposed to be non-empty.)
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Clearly
{
BRn[xC , diam(C)]; C ∈ A
}
is a covering of ∂Ω, where we use the
notation B[x, r] for the closed ball with centre x and radius r. For each C ∈ A,
s ∈ (0, δ/2) we define a function
ψC,s(x) :=
{
(u(xC) + ε)
1
s dist
(
x,B(xC , diam(C))
)
if x ∈ B[xC , diam(C) + s],
∞ otherwise.
Note that ψC,s ∈ W 11 (B(xC , diam(C) + s)). Note also that diam(C) + s 6 δ, and
hence ψC,s(x) = u(xC) + ε > u(x) for all x ∈ ∂B(xC , diam(C) + s) ∩ Ω, C ∈ A.
These properties and Remark 2.1(a) applied repeatedly imply that
uε,s := u ∧ inf
C∈A
ψC,s on Ω
belongs to C(Ω) ∩ W 11 (Ω). Since δ 6 ε, the function uε,s coincides with u on
Ωε :=
{
x ∈ Ω; B(x, ε) ⊆ Ω}, and as uε,s vanishes on ∂Ω, Remark 2.1(c) shows
that uε,s ∈ W 11,0(Ω).
The following computations prepare the application of Sobolev’s inequality
(0.3) to uε,s. Remark 2.1(a) implies
∫
Ω
|∇uε,s(x)| dx 6
∫
Ω
|∇u(x)| dx+
∑
C∈A
∫
B(xC ,diam(C)+s)
|∇ψC,s(x)| dx. (2.1)
Observing that ψC,s = 0 on B(xC , diam(C)) and |∇ψC,s| = (u(xC) + ε)/s on the
spherical shell B(xC , diam(C) + s) \B(xC , diam(C)), we obtain
∫
B(xC ,diam(C)+s)
|∇ψC,s(x)| dx = (u(xC) + ε)1sωn
(
(diam(C) + s)n − diam(C)n).
(2.2)
We note that, for s→ 0, the latter expression tends to
(u(xC) + ε)nωn diam(C)
n−1 = 2n−1
nωn
ωn−1
(u(xC) + ε)ωn−1 rd(C)
n−1.
Recalling that u Ωε = uε,s Ωε, we conclude from (0.3) that
‖u‖Lq(Ωε) 6 ‖uε,s‖Lq(Ω) 6 c(n)
∫
Ω
|∇uε,s(x)| dx. (2.3)
Inserting (2.1) and (2.2) into (2.3) and taking s→ 0 we obtain
‖u‖Lq(Ωε) 6 c(n)
(∫
Ω
|∇u(x)| dx+ 2n−1 nωn
ωn−1
∑
C∈A
(u(xC) + ε)ωn−1 rd(C)
n−1
)
.
(2.4)
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Exploiting (1.1) we can estimate the sum on the right-hand side of (2.4) by
∑
C∈A
(u(xC) + ε)
(∣∣ωn−1 rd(C)n−1 −Hn−1(C)∣∣+Hn−1(C))
6 (‖u‖∞ + ε)ε+
∑
C∈A
∫
C
(u(xC) + ε) dHn−1
6 (‖u‖∞ + ε)ε+
∫
∂Ω
(u+ 2ε) dHn−1.
Because of this inequality, the estimate (2.4) implies
‖u‖Lq(Ωε) 6 c(n)
(∫
Ω
|∇u(x)| dx
+ 2n−1
nωn
ωn−1
(∫
∂Ω
u dHn−1 + ε(2Hn−1(∂Ω) + ‖u‖∞ + ε)
))
.
As this inequality holds for all ε > 0, we finally obtain
‖u‖Lq(Ω) 6 c(n)
(∫
Ω
|∇u(x)| dx+ 2n−1 nωn
ωn−1
∫
∂Ω
u dHn−1
)
. (2.5)
2.2 Remarks. (a) Here we show how (0.4) can be derived from (0.1). Using the
continuity of the embedding Lq(Ω) →֒ L1(Ω) one obtains
‖u‖L1(Ω) 6 c1(Ω)
(∫
Ω
|∇u(x)| dx+
∫
∂Ω
|u(x)| dHn−1(x)
)
, (2.6)
for all u ∈ C(Ω) ∩W 11 (Ω). We mention that this inequality can also be obtained
directly in our proof given above: in the derivation of (2.3) one can use Poincare´’s
inequality instead of Sobolev’s inequality, thereby obtaining an estimate for the
L1-norm of u.
Let u ∈ C(Ω) ∩ W 12 (Ω). By standard arguments, in particular using Re-
mark 2.1(b), we then conclude that ∇|u|2 = 2|u| ∇|u|, |u|2 ∈ W 11 (Ω). Hence,
(2.6) implies
‖u‖2L2(Ω) 6 c1(Ω)
(
2
∫
Ω
|u(x)|∣∣∇|u|(x)∣∣dx+
∫
∂Ω
|u|2 dHn−1
)
. (2.7)
Applying the Cauchy Schwarz inequality and Young’s inequality we get
∫
Ω
|u(x)|∣∣∇|u|(x)∣∣dx 6 ‖u‖L2(Ω)
(∫
Ω
|∇u(x)|2 dx
)1/2
6 γ‖u‖2L2(Ω) +
1
4γ
∫
Ω
|∇u(x)|2 dx
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for all γ > 0. Inserting this inequality into (2.6), with γ := 1
4c1(Ω)
, and reshuffling
terms we finally obtain
‖u‖2L2(Ω) 6 2c1(Ω)
(
2c1(Ω)
∫
Ω
|∇u(x)|2 dx+
∫
∂Ω
|u|2 dHn−1
)
.
(b) Here we show how (0.2) and (0.3), with optimal constant, can be derived
from (0.1).
If Ω ⊆ Rn is a bounded open set, then applying (0.1) with u := 1Ω one
immediately obtains (0.2). Now let Ω ⊆ Rn be a bounded Borel set. We define
the bounded open set Ω0 :=
◦
Ω (which may be empty). Then
∂Ω0 = Ω0 \ Ω0 ⊆ Ω \
◦
Ω = ∂Ω,
and applying (0.2) for Ω0 we conclude that
voln(Ω ∩ Ω0)n−1n 6 voln(Ω0)n−1n 6 c(n)Hn−1(∂Ω0) 6 c(n)Hn−1(∂Ω). (2.8)
If voln(Ω\Ω0) = 0, then (2.8) shows (0.2) for Ω. Note that Ω\Ω0 ⊆ Ω \
◦
Ω = ∂Ω.
Hence, if voln(Ω \ Ω0) > 0, then Hn(∂Ω) = voln(∂Ω) > 0 as well, which implies
Hn−1(∂Ω) =∞, and again (0.2) is satisfied for Ω.
Concerning (0.3) we first note that (0.1) clearly implies (0.3) for all u ∈
C∞c (R
n). Applying standard cut-off and smoothing procedures one concludes
that (0.3) holds for all u ∈ W 11 (Rn).
(c) In this part of the remark we sketch a direct proof of (0.2) for bounded
open sets Ω with C2-boundary, with optimal constant. We first recall the Brunn-
Minkowski inequality
λn(A+B)1/n > λn(A)1/n + λn(B)1/n, (2.9)
valid for bounded Borel sets A,B ⊆ Rn, where λn denotes the Lebesgue measure.
We refer to [8; Theorem C.7] for an elementary proof of (2.9). We also recall the
Minkowski–Steiner formula
Hn−1(∂Ω) = lim
ε→0+
1
ε
(
λn(Ω + εB)− λn(Ω)),
where B is the open unit ball in Rn. Under our hypothesis of C2-boundary the
formula is not too hard to show; the essential observation for the proof is that,
for small ε > 0, the set (Ω + εB) \ Ω can be written as the disjoint union
⋃
t∈[0,ε)
{
x+ tν(x); x ∈ ∂Ω},
where ν(x) denotes the outer unit normal at x ∈ ∂Ω.
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Combining these two ingredients one obtains
Hn−1(∂Ω) = lim
ε→0+
1
ε
(
λn(Ω + εB)− λn(Ω))
> lim
ε→0+
1
ε
(
λn(Ω)1/n + ελn(B)1/n)n − λn(Ω))
= nλn(Ω)(n−1)/nλn(B)1/n = nω1/nn λ
n(Ω)(n−1)/n,
for bounded open sets Ω ⊆ Rn with C2-boundary.
On the basis of the above information, a variant of the isoperimetric inequality
(see (3.2) below) is proved in [9; Section 9.1.5]. Using [2; Proposition 3.62] one
then concludes (0.2) for all bounded open Ω ⊆ Rn.
(d) A proof of (0.2) can also be found in [7; 3.2.43, note also 3.2.44]. A proof
of (0.1) is given in [9; Example 5.6.2/1 and Theorem 5.6.3]. Another proof of
a more general version of (0.1) on the basis of (0.2) and the coarea formula of
geometric measure theory can be found in [10].
3 Functions of bounded variation, the extended Sobolev
inequality, and Maz’ya’s inequality
Throughout this section let K = R. Let Ω ⊆ Rn be an open set. A function
u ∈ L1(Ω) is of bounded variation, u ∈ BV (Ω), if the distributional derivatives
∂ju, for j = 1, . . . , n, are finite signed Borel measures. If u ∈ BV (Ω), then the
variation of the Rn-valued vector measure ∂u is given by
|∂u|(A) := sup{∑
B∈B
|∂u(B)|; B finite partition of A consisting of Borel sets},
for Borel subsets A of Ω. There exists a measurable function σ : Ω→ Sn−1 such
that ∂u = σ|∂u| (where Sn−1 denotes the unit sphere in Rn); see [6; Chap. 5.1,
Theorem 1]. The total variation of ∂u is given by |∂u|(Ω). For more information
on BV we refer to [2; Chap. 3], [6; Chap. 5], [8; Chap. 13].
With these notions we now sketch a proof of the extended Sobolev inequality
‖u‖Lq(Rn) 6 c(n)|∂u|(Rn) (3.1)
for all u ∈ BV (Rn), with the optimal constant c(n) (where q = n
n−1
).
Recall from Remark 2.2(c) the sketch of (0.2) for bounded open Ω with C2-
boundary. Using the coarea formula and Sard’s lemma one can then show (0.3)
for C∞c -functions. As in the last paragraph of Remark 2.2(b) one extends (0.3)
to all functions u ∈ W 11 (Rn). Finally, let u ∈ BV (Rn), and choose a δ-sequence
(ρk) in C
∞
c (R
n)+. Then ρk ∗ u ∈ W 11 (Rn) for all k ∈ N, ρk ∗ u→ u in L1(Rn) as
k →∞, and – most importantly – |∂(ρk ∗ u)|(Rn) 6 |∂u|(Rn) for all k ∈ N. This
last inequality follows from
|∂(ρk ∗ u)| = |ρk ∗ ∂u| 6 ρk ∗ |∂u|
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and
∫
ρk(x) dx = 1. Now, applying (0.3) to ρk ∗ u we conclude that
‖ρk ∗ u‖Lq(Rn) 6 c(n)
∫
Rn
|∇ρk ∗ u(x)| dx 6 c(n)|∂u|(Rn) (k ∈ N).
From these inequalities and the convergence of the sequence (ρk∗u) to u in L1(Rn)
one obtains (3.1).
3.1 Remark. If Ω ⊆ Rn is a Borel set, then one calls Ω of finite perimeter if
1Ω ∈ BV (Ω), and P (Ω) := |∂1Ω|(Ω) is called the perimeter of Ω. In this case
(3.1) reads
voln(Ω)
n−1
n = ‖1Ω‖Lq(Rn) 6 c(n)P (Ω), (3.2)
an inequality that sometimes is also called “isoperimetric inequality”; see [9;
Section 9.1.5].
The final issue of this paper is to show that the method of our proof of (0.1)
also yields an estimate of the total variation of ∂u by the right-hand side of (0.1),
with a non-optimal constant.
For this purpose we need the following important lower semi-continuity prop-
erty of the total variation for BV functions. Let (uk) be a sequence in BV (Ω),
uk → u in L1(Ω), supk∈N |∂uk|(Ω) < ∞. Then u ∈ BV (Ω), and |∂u|(Ω) 6
lim infk→∞ |∂uk|(Ω). (See [6; Chap. 5.2, Theorem 1].)
3.2 Proposition. Let Ω and u be as in (0.1), and extend u to Rn by putting
u Rn\Ω := 0. Then u ∈ BV (Rn),
|∂u|(Rn) 6
∫
Ω
|∇u(x)| dx+ 2n−1 nωn
ωn−1
∫
∂Ω
|u| dHn−1. (3.3)
Proof. First we treat the case u > 0. For ε > 0 we start the construction as
in the proof of Maz’ya’s inequality above and obtain δε ∈ (0, ε] and functions
uε,s ∈ W 11,0(Ω) satisfying (2.1) for all s ∈ (0, δε/2). We also extend uε,s to Rn
by zero on the complement of Ω and thereby obtain uε,s ∈ W 11 (Rn). Exploiting
the considerations following (2.1) – but staying with the left hand side of (2.1)
instead of applying (0.3) – we find sε ∈ (0, δε/2) such that∫
Rn
|∇uε,sε(x)| dx 6
(∫
Ω
|∇u(x)| dx
+ 2n−1
nωn
ωn−1
(∫
∂Ω
u dHn−1 + ε(2Hn−1(∂Ω) + ‖u‖∞ + ε)
)
+ ε
)
.
Clearly uε,sε → u in L1(Rn) as ε→ 0. Applying the lower semi-continuity of the
total variation mentioned above we conclude (3.3).
For general u ∈ C(Ω)∩W 11 (Ω) one then obtains (3.3) by applying |∂u|(Rn) 6
|∂u+|(Rn) + |∂u−|(Rn).
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3.3 Remarks. (a) Combining the inequalities (3.1) and (3.3) one again ob-
tains (2.5).
(b) One might hope that, once one has (3.3) and thereby knows that the
function u defined in Proposition 3.2 belongs to BV , one can continue and esti-
mate the total variation of ∂u by
∫
Ω
|∇u(x)| dx+ ∫
∂Ω
|u| dHn−1. Combining (3.1)
with this estimate one would obtain Maz’ya’s inequality (0.1) with the optimal
constant. This kind of procedure is successful for the isoperimetric inequality,
where first it is shown that finite Hausdorff measure of the boundary implies
finite perimeter, and then fine points of geometric measure theory are applied
to show that in fact the perimeter is estimated by the Hausdorff measure of the
boundary.
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