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We characterize heavy-traffic process and steady-state limits for systems
staffed according to the square-root safety rule, when the service require-
ments of the customers are perfectly correlated with their individual patience
for waiting in queue. Under the usual many-server diffusion scaling, we show
that the system is asymptotically equivalent to a system with no abandon-
ment. In particular, the limit is the Halfin-Whitt diffusion for the M/M/n
queue when the traffic intensity approaches its critical value 1 from below,
and is otherwise a transient diffusion, despite the fact that the prelimit is pos-
itive recurrent. To obtain a refined measure of the congestion due to the cor-
relation, we characterize a lower-order fluid (LOF) limit for the case in which
the diffusion limit is transient, demonstrating that the queue in this case scales
like n3/4. Under both the diffusion and LOF scalings, we show that the sta-
tionary distributions converge weakly to the time-limiting behavior of the
corresponding process limit.
1. Introduction Service systems often experience abandonment due to customer impa-
tience for waiting in queue. The significant impacts that abandonment has on the queueing
dynamics are clear from the fact that stability— the most fundamental performance mea-
sure of a queueing system—is guaranteed to hold under weak regularity conditions on the
system’s primitives, regardless of the value of the traffic intensity; see [10, §4]. To model
customer abandonment, it is typically assumed that the patience of the customers are inde-
pendent and identically distributed (i.i.d.) random variables, that are also independent of all
other random variables and processes in the model. However, it stands to reason that, in prac-
tice, the patience of customers depends on their individual service requirement, as was indeed
empirically demonstrated to be the case in contact centers [15] and restaurants [4].
A heuristic fluid model developed in [22] suggests that positive dependence between the
service and patience times of customers have large impacts on steady-state performance mea-
sures, such as the expected steady-state queue length and waiting times, when the system is
overloaded (in the sense that the arrival rate exceeds the maximum service capacity). How-
ever, in overloaded systems, practically all the customers are delayed in queue, and their
waiting times are, asymptotically (under fluid scaling), of the same order as the service time.
It is therefore not immediately clear whether the insights in [22] extend to systems that are
not overloaded, so that a significant proportion of the customers are not delayed at all, and
the waiting times of those customers that are delayed are asymptotically negligible.
In this paper, we carry out asymptotic analysis in this latter setting, by considering systems
that are staffed according to the square-root rule, whose aim is to put the systems in the
Halfin-Whitt limiting regime. This regime, which was first characterized in the seminal paper
[7] for the M/M/n (Erlang-C) queue, and was later extended in [6] to the M/M/n +M
(Erlang-A) model, which includes exponentially distributed customer patience, is also known
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2as the quality-and-efficiency (QED) regime, as it achieves both efficient utilization, while
simultaneously providing high quality of service. In particular, under standard independence
assumptions of the system’s primitives, the square-root staffing rule guarantees that almost
all the service capacity is utilized at all times, as is the case in the conventional heavy traffic
regime, yet the probability that arrivals are delayed in queue is smaller than 1 in the limit,
and waiting times of delayed customers are asymptotically negligible; see, e.g., [18, 19]. It is
significant that the Erlang-A model operates in the QED regime even if the traffic intensity
approaches 1 from above, namely, if the service capacity in the system is smaller than the
demand for service by an O(
√
n) term. We elaborate in Section 3.3 below.
The Impact of the Correlation. When the service and patience times are positively corre-
lated, one expects the system to be more congested than when the two times are independent,
because delayed customers that do not abandon tend to spend more time in service than a
“generic” customer. On the other hand, the waiting times and the proportion of abandon-
ment in the QED regime are asymptotically negligible, and so the extent to which correlation
impacts the queueing dynamics is not a priori clear.
Our results show that, in the perfect-correlation case, abandonment has an asymptotically
diminishing impact on the queues under diffusion scaling, in that the system behaves much
like a system that has no abandonment at all. Thus, unlike in the typical “independent mod-
els” (which assume that all the primitive processes are mutually independent), the diffusion
limit can be transient, despite the fact that the prelimit is always stable. The exact extent to
which the correlation impacts congestion follows from limits for the queue process and for
its steady-state distribution that are achieved under an n3/4 spatial scaling.
Specifically, we prove the following functional weak limit theorems. The diffusion limit,
which is achieved under the usual many-server diffusion scaling (see Section 3.1), is the same
limit that is obtained for the Erlang-C model under the square-root staffing rule. Thus, if the
traffic intensity approaches 1 from below as n→∞, then the diffusion limit is the Halfin-
Whitt diffusion in [7]. On the other hand, if the traffic intensity approaches 1 from above,
then the limit is a transient diffusion, having a positive drift. To obtain the exact order of
congestion in the latter case, we derive a lower-order fluid (LOF) limit, and a corresponding
weak limit for the stationary distributions, both obtained under spatial scaling of n3/4. Given
that the Erlang-A model operates in the QED regime under the square root staffing rule,
those latter limit theorems imply that the correlation causes an increase of order O(n1/4) in
congestion relative to the independent case.
Implications. Even though perfect correlation between the service and patience times of
customers is unlikely to be encountered in practice, this case is worth studying because the
limits we obtain for the queues are simple one-dimensional Markov processes that are easy
to interpret, despite the non-Markovian nature of the prelimit queue. More general depen-
dence structure will necessarily require complex (e.g., measured-valued) process descriptors,
which will in turn lead to more complex, infinite-dimensional limiting processes; see [12] for
background. On the other hand, the diminishing impact of the abandonment on the system’s
dynamics, and the resulting congestion, are likely to hold in much greater generality than the
special case we study. (In a similar vein to the QED regime, which was initially developed
for systems with exponentially distributed service times, and was only later shown to hold in
greater generality [5, 13, 14].)
We further remark that certain a martingale property, that is key to deriving measure-
valued limits for a non-Markovian many-server queues with abandonment, relies heavily on
having the service and patience times be independent; see [9, Proposition 5.1]. In the special
case we consider, we circumvent this issue by employing an intricate representation of the
state descriptors, exploiting sub-martingale properties of certain two-parameter processes.
See the state descriptors in Section 4.1 and Lemma 6.3 below.
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1.1. Background and Related Literature Consider a sequence of systems, in which the
nth element has a pool of n statistically homogeneous agents serving a single class of sta-
tistically homogeneous customers. Let λn denote the arrival rate to system n and µ denote
the service rate of a customer (the latter does not scale with the system). The square-root
staffing rule stipulates that the number of agents and the arrival rate satisfy the relation
λn = nµ − O(√n) as n→∞, while, simultaneously, λn/n→ λ, for some λ > 0. Equiv-
alently, the square-root rule implies that, for some β > 0,
(1.1) lim
n→∞
√
n(1− ρn) = β,
where ρn := λn/(nµ) is the traffic intensity to system n.
Now, consider the special case of Poisson arrivals and exponentially distributed service
times, namely, the Erlang-C queue. LetXnC := {XnC(t) : t≥ 0} denote the number-in-system
process, and let X̂nC := {X̂nC(t) : t≥ 0} denote its diffusion-scale version;
X̂nC(t) := n
−1/2(XnC(t)− n), t≥ 0.
Let ⇒ denote convergence in distribution. Theorem 2 in [7] states that, if (1.1) holds, and
in addition X̂nC(0)⇒X0 in R, then X̂nC ⇒ X̂C uniformly on compact intervals as n→∞,
where X̂C := {X̂C(t) : t≥ 0} is the unique strong solution (e.g., see [16]) to the Stochastic
Differential Equation (SDE)
(1.2) dX̂C(t) =mC(X̂C(t))dt+
√
2µdB(t), X̂C(0) =X0,
for
mC(x) :=
{−µβ if x≥ 0;
−µ(β + x) if x< 0,
and B := {B(t) : t≥ 0} denoting a standard Brownian motion.
If in addition, customers are assumed to have finite patience that is exponentially dis-
tributed with mean 1/θ that is independent of all other random variables in the model, namely,
if the Erlang-A queue is considered, then the square-root staffing rule can be generalized by
allowing β in (1.1) to be negative. In particular, let XnA(t) denote the number-in-system pro-
cess in a system with abandonment, and let
X̂A(t) := n
−1/2(X̂nA(t)− n), t≥ 0.
Theorem 2 in [6] proves that, if (1.1) holds with β ∈ (−∞,∞), and in addition, X̂nA(0)⇒X0
in R, for some proper random variable X0, then X̂
n
A ⇒ X̂A uniformly over compacts as
n→∞, where
(1.3) dX̂A(t) =mA(X̂A(t))dt+
√
2µdB(t), X̂A(0) =X0.
Here, B denotes a standard Brownian motion as before, and
mA(x) :=
{−(µβ + θx) if x≥ 0;
−µ(β + x) if x < 0.
We observe that both the diffusion limit in (1.2) and the limit in (1.3) imply that the
stochastic fluctuations ofXnC andX
n
A about n (the number of agents) are of order
√
n, which
we denote by OP (
√
n). Therefore, both the number of idle agents and the number of cus-
tomers waiting in queue are OP (
√
n) as well, as n→∞. Moreover, both diffusion processes
achieve values in R, implying that a nonnegligible proportion of the customers do not wait
at all, while the waiting times of those customers who are delayed in queue are OP (n
−1/2),
and so are asymptotically negligible, as n→∞.
41.2. Notation All the random elements are defined on a complete probability space
(Ω,F , P ); expectation with respect to P is denoted by E. We let R and Z denote the sets of
real numbers and integers, respectively, with R+ := [0,∞) and Z+ := Z∪R+. For k ∈N, we
let Rk denote the space of k-dimensional vectors with real components. We let Dk denote
the space of right-continuous Rk-valued functions (on arbitrary finite time intervals) with
limits everywhere, endowed with the usual Skorokhod J1 topology; see [1]. We let D :=D
1
and D0 := {x ∈D : x(0) ≥ 0}. We use Ck (and C := C1) to denote the subspace of Dk of
continuous functions, and C0 :=D0 ∩C . It is well-known that the J1 topology relativized to
Ck coincides with the uniform topology on Ck, which is induced by the norm
||x||t := sup
0≤u≤t
‖x(u)‖,
where ||x|| denotes the usual Euclidean norm of x ∈ Rk. We use η : R→ R for the identity
map, i.e., η(t) = t for t≥ 0.
For a sequence of processes {Y n : n≥ 1} and a sequence of scalar {an : n≥ 1}, we write
(i) Y n = oP (a
n), if for any t≥ 0we have ‖Y n/an‖t⇒ 0 inR, as n→∞; (ii) Y n =OP (an),
if Y n is stochastically bounded, i.e., {‖Y n/an‖t : n ∈ Z+} is a tight sequence in R for any
t≥ 0; (iii) Y n =Θp(an) if Y n =OP (an) but not oP (an). We write d= to denote equality in
distribution, and ≤s.t. to denote the usual stochastic order, namely, for two random variables
X and Y , we writeX ≤s.t. Y if P (X > x)≤ P (Y > x) for all x ∈R. For a random variable
with values in ZZ+, and a sequence of random variables {Xi : i≥ 1}, we define
∑N
i=1Xn :=
0 on the event {N = 0}.
We denote x+ := max{x,0} and x− := −min{x.0} for x ∈ R. For x, y ∈ R we let
x ∧ y := min{x, y} and x ∨ y := max{x, y}. Moreover, we let the latter “min” and “max”
operators ∧ and ∨ have higher precedence than multiplication, so that xy∧ z = x(y∧ z), and
in particular, x+ y ∧ z = x+ (y ∧ z), for x, y, z ∈R.
1.3. Organization The rest of the paper is organized as follows: We introduce the model
in Section 2. The main results, namely, the diffusion and LOF limits, as well as the corre-
sponding weak limits for the stationary distributions, appear in Section 3. To simplify the
exposition, we first introduce the stochastic-process limit theorems under a simplifying as-
sumption on the initial conditions; we weaken that assumption significantly in Section 3.3. In
Section 4 we provide a characterization of the system’s dynamics that is key to establishing
the main results, whose proofs appear in Section 5. Proofs of supporting results are given in
Sections 6–8.
2. The Model We consider a sequence of systems denoted by M/Mpc/n +Mpc, in-
dexed by the number of agents n; the subscript ‘pc’ is mnemonic for “perfect correlation.”
Each of the systems along the sequence consists of a single service pool with statistically
homogeneous agents, and an infinite buffer in which customers wait for their service. Cus-
tomers arrive to system n according to a Poisson process with rate λn, where λn/n→ λ as
m→∞, for some λ > 0. A customer begins service with an agent immediately upon arrival,
if an idle agent is available, and otherwise, waits in the queue for his turn to enter service.
We assume that customers are served in accordance with the FIFO discipline, namely, in the
order of arrival, and that each customer has finite patience for waiting in queue. That is, if
a customer runs out of patience before his turn to enter service, that customer abandons the
queue without returning. We further assume that the service requirement and the patience
time of each customer are (marginally) exponentially distributed with respective means 1/µ
and 1/θ, µ, θ > 0, and that these two exponential random variables are independent from the
arrival process and from the service and patience times of all other customers. Without loss
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of generality, we measure time in service-time units, taking µ= 1. We further assume that n,
λn and µ are related via the limit (1.1) (so that λ= µ= 1), for some β ∈ (−∞,∞).
Unlike the standard M/M/n +M queue, we assume that the service requirement of a
customer is perfectly correlated with his patience. In particular, Let (S,T ) denote a random
variable in R2, such that T is exponentially distributed with mean 1/θ and S is exponentially
distributed with mean 1/µ= 1. The assumption that S and T are perfectly correlated implies
that T = S/θ w.p.1. We assume that the service requirement and patience of each customer
is a draw from the joint distribution of S and T , independently of all other customers and of
the arrival process.
Due to the assumed correlation, the service-time distribution of a served customer is dif-
ferent than the service-time distribution of a generic customer. For w ≥ 0, let S′(w) denote
a generic random variable distributed like the service time of a customer who waited w time
units in queue. Utilizing the memoryless property of the exponential distribution, we have
that
(2.1) S′(w) d= Sb + θw,
where Sb is an exponentially distributed random variable with mean 1. Thus, the service
time of each customer can be thought of as having two independent phases: conditional on
the waiting time of the customer being w, phase 1 takes θw units of time, and Phase 2 is
distributed like Sb. In particular, the waiting time in queue completely determines the length
of phase 1, so that, conditional on his waiting time, the service time of a customer is a shifted
exponential random variable.
For t ≥ 0 and n ≥ 1, let Zn(t) denote the the number of customers in service at time t,
and let Zni (t) denote the number of customers in phase i at time t, i= 1,2, so that
Zn = Zn1 +Z
n
2 .
We denote by Qn(t) the number of customers waiting in queue, and by Xn(t) the total
number of customers in the system at time t, so that Xn(t) := Zn(t) +Qn(t).
2.1. Preliminary: Stationarity of theM/Mpc/n+Mpc System
THEOREM 1. Xn possesses a unique steady-state distribution, which is also its limiting
distribution, as t→∞.
PROOF. First note that, due to the arrival process being Poisson, and the fact that all cus-
tomers entering service immediately upon arrival have i.i.d. exponential service times,Xn is
a regenerative process, with state 0 being a regeneration point. By [17, Theorem 2.1(b)], we
only need to demonstrate that Xn is a positive recurrent regenerative process. We prove this
result by bounding the sample paths of Xn from above with a positive recurrent process via
coupling the M/Mpc/n +Mpc with an infinite-server queue. To this end, we give the two
systems the same initial number of customers, and the same Poisson arrival process, letting
the service time of each arrival to the infinite-server queue be equal to the service plus pa-
tience time of the corresponding customer in theM/Mpc/n+Mpc system. In particular, with
(Si, Ti) denoting the service-patience times bivariate corresponding to the the ith arrival to
the M/Mpc/n +Mpc system, we take Si + Ti to be the service time of the same arrival to
the infinite-server system. Note that Si + Ti is exponentially distributed with rate θ/(1 + θ)
because Si = θTi.
If Xn(0) =K > 0, then we endow each “initial” customer k, 1 ≤ k ≤K, with a bivari-
ate (Sk, Tk), such that Sk is exponentially distributed with mean 1, Tk = Sk/θ, and these
K bivariates are i.i.d. We let the remaining service time of each such customer k in the
6infinite-server queue be Sk+Tk (so that it is exponentially distributed with rate θ(1+ θ)
−1),
and the remaining service time in the M/Mpc/n+Mpc system be an arbitrary number that
is no larger than Sk; the remaining time to abandon of customer k that is waiting in the
M/Mpc/n+Mpc queue is no larger than Tk .
Under the above construction, the infinite-server queue is an M/M/∞ system, and in
particular, a CTMC. Since the time that a customer with patience T and service requirement
S spends in theM/Mpc/n+Mpc is smaller than S+T w.p.1, the kth “initial customer” and
the ith arrival after time 0 depart theM/Mpc/n+Mpc system before they depart the infinite-
server system, implying that the sample path of the queue in the latter system is (weakly)
larger than in the former w.p.1. In turn, whenever the M/M/∞ system is empty, so is the
M/Mpc/n+Mpc system. Now, the M/M/∞ queue is an ergodic continuous-time Markov
chain, regardless of the values of the arrival and service rates, and so its expected busy cycle is
finite. This immediately implies that the regenerative cycle length, namely, the time between
two consecutive visits to the empty state, is finite in theM/Mpc/n+Mpc system.
Henceforth, we let Xn(∞) denote a random variable having the unique stationary (and
limiting) distribution of the processXn.
3. Main Results In this section we present the main results of the paper, namely the
diffusion and LOF limit, and the corresponding weak limits for the stationary distributions.
Throughout, we assume that (1.1) holds; the specific range of values that β achieves is spec-
ified in the formal statements.
3.1. Limit Theorems Under Diffusion Scaling The diffusion limit is achieved under the
usual many-server diffusion scaling for the scaled number-in-system process
X̂n := n−1/2(Xn − n).
We note that, since Xn is not a Markov process, the value of Xn(0) does not determine
the law of Xn. Nevertheless, we can characterize the dynamics of Xn without resorting to
infinite-dimensional (measure-valued) Markov representation for a special class of natural
initial conditions. In particular, we can consider the case in which the system has started
operating before time 0, such that all of the customers at time 0 are in service, and none of
them experienced any wait before entering service. (For example, the system can be initial-
ized empty.) In this case, the the remaining service times of all the customers in the system
at time 0 are i.i.d. exponentially distributed random variables with mean 1. We can slightly
generalize this initial condition by allowing Xn(0) to be larger than n, but require that the
waiting time of each customer in queue at time 0 is equal to 0.
To simplify the exposition, we first state the stochastic-process limit theorems under the
above assumption on the initial condition (see Assumption 1 below). However, we remark
that we must consider much more general initial conditions in order to prove the limit the-
orems for the stationary distributions. Thus, we substantially generalize Assumption 1 in
Section 3.3 (see (Ia) and (Ib) there), and prove the process limit theorems in the generalized
setting.
Recall thatZn1 (0) is the number of customers in phase-1 service at time 0. Let ℓ
n
i = {ℓni (t) :
t ≥ 0} be the elapsed waiting time of the ith customer in the queue at time t, i ≥ 1, where
ℓni (t) := 0 for i > Q
n(t).
ASSUMPTION 1 (initial condition). Zn1 (0) = 0 and
∑Qn(0)
i=1 ℓ
n
i (0) = 0 w.p.1.
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In particular, the condition Zn1 (0) = 0 implies that the remaining service times of all the
customers in service at time 0 are exponentially distributed with mean 1.
The following FCLT shows that, for large n, theM/Mpc/n+Mpc system behaves much
like the Erlang-C model. We remark that the asymptotic relation between the two systems is
more intricate than what the diffusion limit reveals, as the LOF limit in Theorem 4 will show.
THEOREM 2 (Diffusion Limit). Assume that (1.1) holds with β ∈ R. If Assumption 1
holds and, in addition, X̂n(0)⇒X0 in R, then X̂n⇒ X̂C in D as n→∞, for X̂C in (1.2).
It is well known that the solution to the SDE (1.2) has a unique steady-state distribution
when β > 0, which is exponential on the positive real line, and normal on the negative real
line; see Theorem 1 and Corollary 2 in [7]. In particular, let X̂C(∞) denote a random variable
with that steady-state distribution, and let Φ denote the cumulative distribution function (cdf)
of the standard normal random variable. Then
P (X̂C(∞)> x|X̂C(∞)≥ 0) = e−βx,(3.1)
P (X̂C(∞)≤ x|X̂C(∞)≤ 0) = Φ(β + x)/Φ(β),(3.2)
where
(3.3) P (X̂C(∞)≥ 0) = [1 +
√
2πβΦ(β)eβ
2/2]−1.
On the other hand, when β ≤ 0, the diffusion process X̂C is either null (when β = 0) or
transient (when β < 0). This follows easily from the fact that X̂C is distributed like an ergodic
OrnsteinâA˘S¸Uhlenbeck process on (−∞,0), and like a Brownian motion on (0,∞), which
is driftless in the case β = 0, and has a positive drift when β < 0.
We next characterize the limits of the stationary distributions of X̂n for the two cases in
which (i) the time-limiting behavior of X̂C exists, namely, when β < 0, and (ii) when β > 0.
To this end, we say that a sequence of random variables Y n converges in distribution to
infinity, and write Y n⇒∞, if P (Y n >M)→ 1 as n→∞ for anyM > 0.
THEOREM 3. The following hold for the sequence {X̂n(∞) : n≥ 1} as n→∞.
(i) If β > 0, then X̂n(∞)⇒ X̂C(∞).
(ii) If β < 0, then X̂n(∞)⇒∞.
Given that the diffusion limit when β ≤ 0 is transient, it stands to reason that an analogous
result to Assertion (ii) of Theorem 3 holds when β = 0; this can be proved in the special case
θ < µ.
PROPOSITION 3.1. Let β = 0. If θ < 1, then X̂n(∞)⇒∞ as n→∞.
3.2. Limit Theorems Under the LOF Scaling When β ≤ 0 Theorem 2 shows a discrep-
ancy between the diffusion limit and the prelimit when β < 0, as the process Xn is ergodic
for all n ≥ 1, while the diffusion limit X̂C is transient. Theorem 3 further emphasizes this
discrepancy by showing that the weak limit of the stationary distributions {X̂n(∞) : n≥ 1}
is infinite. In turn, this latter results implies that a different spatial scaling, which must be
larger than
√
n, is needed in order to achieve a non-trivial limit for Xn(∞). The LOF stated
below identifies the exact spatial scaling of the queue in this case to be n3/4
8We also observe that a non-trivial process-limit for n−3/4Xn requires a time scaling of
Xn, because n−3/4Xn ⇒ 0η over any compact interval by Theorem 2. As we show below,
the appropriate time scaling is n1/4. Hence, we consider the process
X˜n(t) :=
Xn(n1/4t)− n
n3/4
, t≥ 0.
The next theorem characterize the weak limit of X˜n as the unique solution to an initial-value
problem (IVP), which is why we refer to that limit as a fluid limit. (It is an LOF limit due to
the spatial scaling, which is of lower order than the typical spatial scaling by n that gives rise
to functional weak laws.)
THEOREM 4 (LOF limit). Assume that (1.1) holds with β ≤ 0. If Assumption 1 holds
and in addition, X˜n(0)⇒ x0 in R, where x0 ≥ 0 is deterministic, then X˜n ⇒ xF in D as
n→∞, where xF is the unique solution to the IVP
(3.4) x˙F =−β − θ
2
2
x2F , xF (0) = x0.
In particular
(3.5) xF (t) =
√−2β
θ
(
√−2β + θx0)(1− e−
√−2βθt) + 2θx0e−
√−2βθt
(
√−2β + θx0)(1− e−
√−2βθt) + 2
√−2βe−√−2βθt , when β < 0,
and
(3.6) xF (t) =
2xF (0)
2 + θ2xF (0)t
, when β = 0.
A point a ∈R+ is a stationary point of xF if xF (t) = a for all t≥ 0 whenever xF (0) = a;
it is globally asymptotically stable (and then also the unique stationary point) if xF (t)→ a
as t→∞, for any solution xF to (3.4). Let
(3.7) x∗ :=
√
−2β/θ
The following corollary follows immediately from Theorem 4.
COROLLARY 3.1 (Stability of the IVP). x∗ is a globally asymptotically stable stationary
point of (3.4).
In fact, any solution xF to (3.4) approaches x
∗ monotonically, as can be seen from (3.5)
and (3.6), or alternatively, from the fact that x˙ < 0 for all x > x∗ and x˙ > 0 for all x < x∗
(the latter being relevant only when β < 0).
Analogously to Theorem 3, we can prove that x∗ is the weak limit for the stationary ran-
dom variables
X˜n(∞) := X
n(∞)− n
n3/4
.
THEOREM 5. If β ≤ 0, then X˜n(∞)⇒ x∗ in R as n→∞.
Let Qn(∞) denote a random variable with the steady state distribution of the queue pro-
cess; Qn(∞) = (Xn(∞)− n)+. Since x∗ > 0 when β < 0, Theorem 5 implies that Qn(∞)
is ΘP (n
3/4).
In ending, we remark that the time scaling in X˜n implies that the relaxation time of Xn,
namely, the time it takes it to converge to its steady state, is increasing without bound in n
when β ≤ 0.
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3.3. Generalizing the Initial Condition The process-limit results in Theorems 2 and 4 are
both achieved under Assumption 1. However, to prove the limit theorems for the stationary
distributions, we need to allow for more general initial conditions. (In particular, Theorems 3
and 5 will be proved by initializing the corresponding processes according to their stationary
distribution.) To this end, we consider initial conditions in which the service time of each
customer that is in service at time 0 has two phases: phase-1 (corresponding to the delay that
customer experienced in queue), and phase-2, which is exponentially distributed with mean
1.
Clearly, if the remaining phase-1 service time of sufficiently many customers that are
initially in the system is sufficiently large (for example, if we initialize all the customers with
at least c time units of remaining phase-1 service time, for some c > 0), then the system will
be temporarily overloaded, in the sense that its total service capacity will be smaller than the
arrival rate over an initial period. Then over that initial overload period, the order of size of
the queue would be larger than the order of the spatial scalings in Theorems 2 and 4. Hence,
to generalize the assumption on the initial condition in Theorem 2 and Theorem 4, we must
enforce regularity conditions that prohibit such overload incidents.
Assume that the customers in phase-1 service are numbered according to the order in
which they entered service, and let rnj (t) be the remaining service time of customer j at time
t, 1 ≤ j ≤ Zn1 (t), for all t ∈ {s : Zn1 (s) > 0}. Recall also that ℓni (t) is the elapsed waiting
time of the ith customer in the queue at time t. Let
(3.8) Ln(t) :=
Zn1 (t)∑
j=1
rnj (t) +
Qn(t)∑
i=1
ℓni (t), t≥ 0.
PROPOSITION 3.2. Ln possesses a unique stationary distribution, which is also the lim-
iting distribution of Ln(t) as t→∞.
PROOF. Similarly toXn, Ln is a regenerative process, regenerating whenXn hits state 0,
namely, when the system empties. It follows from Theorem 1 that the expected cycle length
of Ln is finite, so that Ln is positive recurrent, implying the result.
We let Ln(∞) denote a random variable that has the stationary distribution of Ln.
PROPOSITION 3.3. There exists a constantM > 0, such that, for all n ∈ Z+,
(a) E[Ln(∞)]≤ n1/2M ;
(b) if β > 0, then E[Ln(∞)]<M .
Let
L̂n(0) :=
Ln(0)
n1/2
and L˜n(0) :=
Ln(0)
n3/4
,
and consider the families of initial conditions satisfying the following, for a random variable
X0.
(X̂n(0), L̂n(0))⇒ (X0,0) in R2 as n→∞.(Ia)
(X˜n(0), L˜n(0))⇒ (X0,0) in R2 as n→∞, whereX0 ≥ 0 w.p.1.(Ib)
We can generalize Theorem 2 and Theorem 4 by considering initial conditions that are suffi-
ciently “close” asymptotically (under the relevant scaling) to the stationary distribution.
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THEOREM 2∗. Assume that (1.1) holds with β ∈ R. If (Ia) holds, then X̂n⇒ X̂C in D
as n→∞.
THEOREM 4∗. Assume that β ≤ 0. If (Ib) holds, then X˜n⇒ xF inD as n→∞, where,
conditional on {X0 = x0}, for a positive scalar x0, xF is the unique solution to the IVP (3.4).
Note that the initial conditions in Theorems 2∗ and 4∗ hold trivially if Assumption 1 holds,
and due to Proposition 3.3, when the system is stationary, namely, when Ln(0)
d
= Ln(∞).
More generally, (Ia) and (Ib) hold whenever Ln(0) and Ln(∞) have the same order of mag-
nitude, i.e., when Ln(0) =OP (L
n(∞)).
4. Sample-Path Representation LetA, S andR be three independent unit-rate Poisson
processes. We represent the Poisson arrival process in system n via An(t) :=A(λnt), t≥ 0,
and exploit the memoryless property of the exponential distribution to characterize the depar-
tures from service and abandonment. In particular, forDn(t) andRn(t) denoting the number
of departures from service and number of abandonment by time t in system n, respectively,
we have
Dn(t) = S
(∫ t
0
Zn2 (s)ds
)
and Rn(t) =R
(
θ
∫ t
0
Qn(s)ds
)
, t≥ 0.
Then
(4.1) Xn(t) =Xn(0) +A(λnt)− S
(∫ t
0
Zn2 (s)ds
)
−R
(
θ
∫ t
0
Qn(s)ds
)
, t≥ 0.
Notice that the following basic equalities hold:
(4.2) Qn = (Xn − n)∨ 0, Zn =Xn ∧ n, Zn = Zn1 +Zn2 .
To fully characterizeXn, we need to characterize Zn2 , or equivalently, Z
n
1 . Let Z
n
0 (t) denote
the number of customers who were in the system initially (at time 0), and are in their phase-1
service at time t. Let T n0 be the time in which the last customer from the initial queue leaves
the queue, either by entering service or by abandoning the queue; in particular, at any t < T n0
there are customers in queue that were waiting in the queue at time 0, and there are no such
customers in the queue at any time t≥ T n0 . For any t≥ 0, let wn(t) be the minimum between
t and the waiting time of the head-of-line customer. We set wn(t) := 0 if Qn(t) = 0.
Now, if a departure from service occurs at time s ∈ [T n0 , t] and Qn(s−) > 0, then the
customer at the head of the line begins his phase-1 service, and that customer is still in phase
1 at time t if and only if θwn(s−) + s > t. Note that the latter statement holds trivially if
Qn(s−) = 0, because then wn(s−) = 0. We can therefore characterize Zn1 via the departure
process as follows.
(4.3) Zn1 (t) = Z
n
0 (t) +
∫ t
Tn0 ∧t
1{θwn(s−) + s > t}dDn(s), t≥ 0.
To characterize the process wn, we number the customers that arrive after time 0 by the
order of their arrival, and denote by Enk by the arrival time of the kth customer to system n,
i.e., Enk := inf{t : An(t) = k}. Let T nk denote the patience time of the kth arrival to system
n, so that {T nk : k ≥ 1} is a sequence of independent exponential random variable with mean
1/θ for each n≥ 1. Under the FIFO policy, the arrival time of any customer that is in queue
at time t is no less the arrival time of the head-of-line customer at that time, the latter being
equal to t−wn(t). Hence, if the kth customer arrives during the time interval [t−wn(t), t),
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then that customer is still in the system (waiting in queue) at time t if and only ifEnk +T
n
k > t.
This gives
(4.4) Qn(t) =
∫ t
t−wn(t)
1{EnAn(s) + T nAn(s) > t}dAn(s) +Qn0 (t), for all t≥ 0,
where Qn0 (t) is the number of customers that were waiting in queue at time 0, and are still
waiting in queue at time t. Note that, due to abandonment,Qn0 (t)≤ (Qn(0)−Dn(t))+, and
that there are no waiting customers at time t if there are idle agents, so that
(4.5) (Zn − n)wn = 0η.
If we assume that Ln(0) = 0, so that Qn0 = Z
n
0 = 0η, then (4.1)–(4.4) characterize the
system’s dynamics via the primitives An, Sn, and {T nk : k ∈ Z+}. When Ln(0) > 0, the
dynamics of the nth system depend also on {ℓni (0)} and {rnj (0)}. However, as will be proved
below, the impact of these two sequences is asymptotically negligible, in that they do not alter
the diffusion limit and LOF limit under our assumed initializations in (Ia) and (Ib).
4.1. A Martingale Representation Let Fn0 be the the σ-algebra generated by
{Xn0 , ℓni (0), rnj (0) : 1≤ i≤Qn(0),1≤ j ≤Zn(0)},
augmented by including all P-null sets. For t≥ 0 and n≥ 1, let Fn := {Fnt : t≥ 0}, where
Fnt is the right-continuous σ-algebra associated to the σ-algebra generated by(Fn0 , ℓni (s), rnj (s),An(s),Dn(s),Rn(s) : 1≤ i≤Qn(t), 1≤ j ≤ Zn(t), s ∈ [0, t]).
Note that the processesXn,Qn,Qn0 ,Z
n,Zni , i= 0,1,2, andw
n have sample paths inD by
construction. Now, wn(t) = 1{Qn(t) > 0}ℓn1 (t), so that wn is Fn-adapted, and it therefore
follows from (4.1)–(4.3) and the equality
Zn0 (t) +Z
n
1 (t) =
Zn(t)∑
j=1
1{rnj (t)> 0}.
that Xn, Qn, Zn, and Zni , i= 0,1,2, are also Fn-adapted. Finally, noting that T n0 = inf{t≥
0 :wn(t)> t} shows that T n0 is an Fn-stopping time.
Consider the processes
MnA(t) :=A
n(t)− λnt, MnS (t) :=Dn(t)−
∫ t
0
Zn2 (s)ds,
MnR(t) :=R
n(t)− θ
∫ t
0
Qn(s)ds, t≥ 0.
Since Zn2 ≤ n and Dn(t) ≤ S(nt), we have E[|Mni (t)|] <∞ and E[|Mni (t)|2] <∞, for
i = A and S. Therefore MnA and M
n
S are square-integrable Fn-martingales. Note that Rn
and Qn have nonnegative sample paths that are bounded pathwise by the sample paths of
An+Xn(0). For τnk := k1{|Xn(0)|< k},MnR(·∧ τnk ) is a square-integrableFn-martingale,
and since τnk →∞ w.p.1 as k→∞, MnR is an Fn-local martingale. Thus, (4.1) admits the
following martingale representation
Xn(t) =Xn(0) + λnt−
∫ t
0
Zn2 (s)ds− θ
∫ t
0
Qn(s)ds+MnA(t)−MnS (t)−MnR(t).
Next, for
(4.6) Un1 (t) :=
∫ t
Tn0 ∧t
1{θwn(s−) + s > t}dMnS (s), t≥ 0,
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we can rewrite (4.3) to obtain
(4.7) Zn1 (t) =
∫ t
Tn0 ∧t
1{θwn(s) + s > t}Zn2 (s)ds+Un1 (t) +Zn0 (t),
so that∫ t
0
Zn1 (s)ds=
∫ t
0
(Un1 (s) +Z
n
0 (s))ds+
∫ t
0
∫ s
Tn0 ∧s
1{θwn(u) + u > s}Zn2 (u)duds
=
∫ t
0
(Un1 (s) +Z
n
0 (s))ds+
∫ t
Tn0 ∧t
(θwn(u))∧ (t− u)Zn2 (u)du.(4.8)
The last integral in (4.8) follows from Fubini’s theorem together with the fact that∫ b
a
1{s < c}ds= b∧ c− a∧ c, for a≤ b,
so that ∫ t
u
1{θwn(u) + u > s}ds= (θwn(u) + u)∧ t− u= θwn(u) ∧ (t− u).
Finally, let
(4.9) Fn(s, t) :=
∫ s
0
1{EnAn(u) + T nAn(u) > t}dAn(u) + θ−1λn(e−θt − e−θ(t−s)).
Then, for
(4.10) Un2 (t) := F
n(t, t)−Fn(t−wn(t), t),
we can rewrite (4.4) as follows
(4.11) Qn(t) = θ−1λn(1− e−θwn(t)) +Un2 (t) +Qn0 (t), t≥ 0.
Plugging (4.8) and (4.11) in (4.1), and using the equality Z =Z1+Z2, give the following
modified martingale representation
Xn(t) =Xn(0) + λnt−
∫ t
0
Zn(s)ds+ V n(t) +
∫ t
0
(Zn0 (t)− θQn0 (s))ds
+
∫ t
0
(Un1 (s)− θUn2 (s))ds+MnA(t)−MnS (t)−MnR(t), t≥ 0,(4.12)
where
(4.13) V n(t) :=
∫ t
Tn0 ∧t
(θwn(s)) ∧ (t− s)Zn2 (s)ds−
∫ t
0
λn(1− e−θwn(s))ds.
5. Proofs of Main Results In this section we prove the main results in the paper, build-
ing on auxiliary results whose proofs are relegated to Section 6. Let
(5.1) βn := n−1/2(n− λn),
and note that, due to the square-root staffing rule in (1.1), βn→ β as n→∞.
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5.1. Proof of Theorem 2∗ We consider the diffusion-scaled random variables and pro-
cesses
Q̂n := n−1/2Qn, Ẑn := n−1/2(Zn − n) L̂n(0) := n−1/2Ln(0), ŵ := n1/2wn,
Ẑn1 := n
−1/2Zn1 , Ẑ
n
2 := n
−1/2(Zn2 − n), Q̂n0 := n−1/2Qn0 , Ẑn0 := n−1/2Zn0 .
We similarly consider the diffusion-scaled processes in the martingale representation
M̂ni := n
−1/2Mni , i=A,S,R, Û
n
1 := n
−1/2Un1 , Û
n
2 := n
−1/2Un2 , V̂
n := n−1/2V n.
Using the diffusion scaling in (4.12) gives
X̂n(t) = X̂n(0)− βnt−
∫ t
0
Ẑn(s)ds+ V̂ n(t) +
∫ t
0
(
Ẑn0 (s)− θQ̂n0 (s)
)
ds
+
∫ t
0
(
Ûn1 (s)− θÛn2 (s)
)
ds+ M̂nA(t)− M̂nS (t)− M̂nR(t).(5.2)
The proof of Theorem 2∗ is a straight forward application of the continuous-mapping
theorem, given the following key result, whose proof appears in Section 6.3.
PROPOSITION 5.1. Assume that (Ia) holds. Then as n→∞,
a. (
∫ ·
0 Q̂
n
0 (s)ds,
∫ ·
0 Ẑ
n
0 (s)ds)⇒ (0η,0η) in D2;
b. (
∫ ·
0 Û
n
1 (s)ds,
∫ ·
0 Û
n
2 (s)ds, V̂
n)⇒ (0η,0η,0η) inD3;
c. (M̂nA, M̂
n
S , M̂
n
R)⇒ (B1,B2,0η) in D3, where B1 and B2 are two independent standard
Brownian motions.
PROOF OF THEOREM 2∗. Using the equality Ẑn = X̂n ∧ 0 and (5.1) in (5.2), we have
(5.3) X̂n(·)− X̂n(0) + βnη(·)−
∫ ·
0
X̂n(s)∧ 0ds⇒
√
2B(·) in D as n→∞,
where B is a standard Brownian motion.
By [11, Theorem 4.1], there exists a unique solution x ∈D to the integral equation
(5.4) x(t) = x(0)− βt−
∫ t
0
x(s)∧ 0ds+ y(t), for all t≥ 0,
and the mapping φ :D→D, which maps the function y in (5.4) to the solution x, is contin-
uous in the J1 topology. Further, if y is continuous, then so is x. Hence, the statement of the
theorem follows from (5.3) and the continuous mapping theorem, by noting that
X̂n = φ(X̂n(·)− X̂n(0) + βnη(·)−
∫ ·
0
X̂n(s)∧ 0ds),
and that X̂C = φ(
√
2B).
5.2. Proof of Theorem 4∗. To establish the LOF limit, we consider the scaled processes
Q˜n(t) := n−3/4Qn(n1/4t), Z˜n(t) := n−3/4(Zn(n1/4t)− n),
Z˜n1 (t) := n
−3/4Zn1 (n
1/4t), Z˜n2 (t) := n
−3/4(Zn2 (n
1/4t)− n),
Q˜n0 (t) := n
−3/4Qn(n1/4t), Z˜n0 (t) := n
−3/4Zn0 (n
1/4t),
U˜n1 (t) := n
−3/4Un1 (n
1/4t), U˜n2 (t) := n
−3/4Un2 (n
1/4t),
V˜ n(t) := n−3/4V n(n1/4t), L˜n(t) := n−3/4Ln(n1/4t),
w˜n(t) := n1/4wn(n1/4t), T˜ n0 := n
−1/4T n0 ,
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and M˜ni (t) := n
−3/4Mni (n
1/4t), for i = A,S,R. Then the corresponding scaled process in
(4.1) is represented via
X˜n(t) = X˜n(0)− βnt− n1/4
∫ t
0
Z˜n(s)ds+ V˜ n(t) + n1/4
∫ t
0
(
Z˜n0 (s)− θQ˜n0 (s)
)
ds
+ n1/4
∫ t
0
(
U˜n1 (s)− θU˜n2 (s)
)
ds+ M˜nA(t)− M˜nS (t)− M˜nR(t).(5.5)
The proof of Theorem 4∗ builds on the following three supporting propositions, whose
proofs appear in Section 6. Throughout, we assume that (Ib) holds.
PROPOSITION 5.2. As n→∞,
a. n1/4(
∫ ·
0 Z˜
n
0 (s)ds,
∫ ·
0 Q˜
n
0 (s)ds)⇒ (0η,0η) in D2 and T n0 ⇒ 0 in R.
b. (M˜nA, M˜
n
S , M˜
n
R)⇒ (0η,0η,0η) in D3.
c. n1/4
∫ ·
0 U˜
n
1 (s)ds⇒ 0η in D.
d. n1/4U˜n2 ⇒ 0η, so that n1/4
∫ ·
0 U˜
n
2 (s)ds⇒ 0η in D.
PROPOSITION 5.3. {Q˜n : n≥ 1} is C-tight in D.
PROPOSITION 5.4. As n→∞
(5.6) V˜ n(·) + θ
2
2
∫ ·
0
(Q˜n(s))2ds⇒ 0η in D.
For a given φ ∈D0, we say that (y,ψ) ∈D2 is a solution to the Skorohod problem if
y = φ+ ψ;(5.7) ∫ t
0
y(s)dψ(s) = 0, for all t≥ 0;
y ≥ 0, ψ(0) = 0 and ψ is non-decreasing.
It is well-known (e.g., see [2, Theorem 6.1]) that the Skorohod problem in (5.7) admits a
unique solution (y,ψ), and that h :D0 →D2, mapping the input φ to that solution, namely,
the map defined via
(5.8) h(φ) := (y,ψ)
is (Lipschitz) continuous in the J1 topology; see Theorems 13.4.1 and 13.5.1 in [20]. (Conti-
nuity of h is proved only in the uniform topology in [2].) Further, if φ is continuous, then so
is h(φ).
PROOF OF THEOREM 4∗. Due to Proposition 5.3, any subsequence of {Q˜n : n≥ 1} has
a further weakly converging subsequence in D. Let {Q˜k : k ≥ 1} denote such a converging
subsequence, and let Q denote its weak limit. Let Φk ∈D and Φ ∈C be defined via
Φk(t) = X˜k(t) + k1/4
∫ t
0
Z˜k(s)ds,(5.9)
Φ(t) =X0 − βt− θ
2
2
∫ t
0
Q2(s)ds.(5.10)
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By (5.5), Propositions 5.2 and 5.4 and the continuous-mapping theorem, it holds that
Φk − X˜k(0) + βkη+ θ
2
2
∫ ·
0
(Q˜k(s))2ds⇒ 0η in D as k→∞.
The convergence Q˜k⇒Q in D and the continuous mapping theorem together give
(Q˜k,Φk)⇒ (Q,Φ) in D2 as k→∞.
We need the following lemma, the proof of which appears at the end of this section. Recall
h from (5.8).
LEMMA 5.1. (Φk, X˜k, X˜k −Φk)⇒ (Φ, h(Φ)) as k→∞ in D3.
Denote (X,Ψ) := h(Φ), so thatX =Φ+Ψ andX ≥ 0 w.p.1. Since h maps C0 to C2 and
Φ ∈C0, we have (X,Ψ) ∈C2. X˜k⇒X and the continuous mapping theorem imply that
Q˜k = X˜k ∨ 0⇒X ∨ 0, in D as n→∞,
and thus Q=X ∨ 0 =X , w.p.1. In particular, (5.10) simplifies to
(5.11) Φ(t) =X0 − βt− θ
2
2
∫ t
0
X2(s)ds.
It follows from (5.7) and the fact that (X,Ψ) = h(Φ) that Ψ is a non-decreasing process
with Ψ(0) = 0, such that
X =Φ+Ψ and
∫ ·
0
1{X(s)> 0}dΨ(s) = 0η.
Hence, conditional on {X0 = x0}, for x0 ≥ 0, and using (5.11), (y,ψ) := (X,Ψ) satisfies the
following
y(t) = x0 − βt− θ
2
2
∫ t
0
y2(s)ds+ψ,(5.12) ∫ t
0
1{y > 0}dψ = 0,
(y,ψ) ∈C2, y ≥ 0, ψ(0) = 0, and ψ is a non-decreasing process.
The next lemma is proved at the end of this section.
LEMMA 5.2. There exists a unique solution (y,ψ) = (xF ,0η) to (5.12) for any input
x0 ≥ 0 and β ≤ 0, where xF is the unique solution to (3.4). Further, the function g : R+ →
C2, mapping x0 to (y,ψ), is continuous.
It follows that, conditional on {X0 = x0}, X = xF w.p.1, so that (X,Q,Z) = (xF , xF ∨
0,0η) w.p.1. The uniqueness of the limit implies the stated weak convergence.
PROOF OF LEMMA 5.1. For fixed τ > 0 and ǫ > 0, and for each k ≥ 1 such that k−3/4 <
ǫ, define the event
Ξk ≡ Ξk(ǫ, τ) := {−ǫ < X˜k(0), inf
t≤τ
X˜k(t)∧ 0<−3ǫ}.
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We first show that Ξk is an asymptotically null event in the sense that P (Ξk)→ 0 as n→∞.
To this end, let tk1 be such that X˜
k(tk1)<−3ǫ. For
tk2 := sup{t < tk1 : X˜k(t)≥−ǫ}
it holds that X˜k(tk2−) ≥ −ǫ. As Xk is a pure jump process with jumps of size 1 and −1
w.p.1,
X˜k(tk2)≥ X˜k(tk2−)− k−3/4 >−2ǫ.
Let φ :=−β − θ2(Q)2/2 ∈D so that Φ(t) = Φ(0) + ∫ t0 φ(s)ds for t≥ 0.
−ǫ >X˜k(tk1)− X˜k(tk2) = Φk(tk1)−Φk(tk2)− k1/4
∫ tk1
tk2
X˜k(s)∧ 0ds
≥Φ(tk1)−Φ(tk2)− 2‖Φk −Φ‖τ + k1/4(tk1 − tk2)ǫ
≥− (tk1 − tk2)‖φ‖τ − 2‖Φk −Φ‖τ + k1/4(tk1 − tk2)ǫ.
The strict inequality above can hold if either ‖φ‖τ ≥ k1/4 or ‖Φk−Φ‖τ ≥ ǫ/2, implying that
Ξk ⊆ {‖Φk −Φ‖τ ≥ ǫ/2} ∪ {‖φ‖τ ≥ k1/4}.
As both events on the right-hand side are asymptotically null under the probability measure
P , we conclude that P (Ξk)→ 0 as n→∞.
Next, X0 ≥ 0 implies that P (X˜k(0) > −ǫ)→ 1. Together with the fact that P (Ξk)→ 0,
we have
P (inf
t≤τ
X˜k(t) ∧ 0<−3ǫ)→ 0, for all ǫ > 0 and τ > 0
and thus
(5.13) X˜k ∧ 0⇒ 0η in D as n→∞.
It is easy to check that Φk − X˜k ∧ 0 ∈D0 and that(
X˜k ∨ 0, k1/4
∫ ·
0
X˜k(s)∧ 0ds
)
= h(Φk − X˜k ∧ 0).
Now, due to (5.13)
Φk − X˜k ∧ 0⇒Φ in D as n→∞,
and so
(X˜k ∨ 0, X˜k −Φk)⇒ h(Φ) inD2 as n→∞.
Thus
(Φk, X˜k ∨ 0, X˜k −Φk)⇒ (Φ, h(Φ)) in D3 as n→∞.
Writing X˜k = X˜k ∧ 0 + X˜k ∨ 0 and employing (5.13) gives the stated limit.
PROOF OF LEMMA 5.2. First, it follows from the standard theory of ordinary differential
equation that (3.4) has a unique solution. (It is easy to check that xF in (3.5) and (3.6)
satisfies (3.4) when β < 0 and β = 0, respectively.) Then (xF ,0η) trivially satisfies (5.12),
and it remains to show that it is the unique element in C2 to have this property.
SYSTEMSWITH PERFECTLY CORRELATED SERVICE AND PATIENCE 17
To this end, let (y1, ψ1) ∈C2 be a solution to (5.12). The fact that ψ1 ≥ 0 implies that
y1(t)− xF (t) =−θ
2
2
∫ t
0
(y21(s)− x2F (s))ds+ψ1(t)
≥−θ
2
2
∫ t
0
(y1(s) + xF (s))(y1(s)− xF (s))+ds.
and
(y1(t)−xF (t))− ≤ (y1(t)−xF (t))++ θ
2
2
∫ t
0
(y1(s)+xF (s))(y1(s)−xF (s))+ds, for all t≥ 0.
By Gronwall’s inequality, for each t, there is a ct ≥ 0 such that
(5.14) (y1(t)− xF (t))− ≤ ct(y1(t)− xF (t))+.
As a− > 0 implies that a+ = 0 for a ∈R, (5.14) implies that (y1−xF )− = 0, so that y1 ≥ xF .
Therefore, if either β < 0 or x0 > 0, we have y1(t)≥ xF (t)> 0 for all t > 0. By (5.12), we
immediately have ψ1 = 0η, and thus y1 solves (3.4) and must equal xF .
Next, consider the case β = 0 and x0 = 0. For t such that y1(t)> 0, we have
dy1(t)/dt=−θ2y1(t)2/2< 0, for all t≥ 0 such that y1(t)> 0.
Together with y1(0) = 0 and y1 ∈C , we have y1 = 0η, so that ψ1 =−y1 = 0η.
Finally, it follows (3.5) (or (3.6)) and ψ = 0η that the map x0 7→ (y,ψ) is continuous,
completing the proof of Lemma 5.2.
5.3. Proofs of Main Results for the Stationary Distributions In this section we prove The-
orem 5 and Proposition 3.1. We omit the proof of Theorem 3 since its Assertion (i) follows
immediately from Theorem 5, and the proof of Assertion (ii) follows similar arguments to
the proof Theorem 5. We will need the following two supporting propositions, whose proofs
are given in Section 7.
PROPOSITION 5.5. If β > 0, then {X̂n(∞) : n≥ 1} is tight in R.
PROPOSITION 5.6. For any β ∈ R, {X˜n(∞) : n ≥ 1} is tight in R. Further, X˜n(∞) ∧
0⇒ 0 in R as n→∞.
PROOF OF THEOREM 5. For each n ≥ 1, we consider a stationary version of the pro-
cessesXn and Ln by taking
(5.15) Xn(0)
d
=Xn(∞) and Ln(0) d= Ln(∞).
Due to Proposition 5.6, each subsequence of {X˜n(∞) : n≥ 1} has a further weakly converg-
ing subsequence; let {X˜k(∞) : k ≥ 1} be such a converging subsequence, and let X0 be its
weak limit. Then by our choice of the initial distribution, it holds that X˜k(0)⇒X0, and the
stated convergence in Proposition 5.6 implies that X0 ≥ 0 w.p.1. Moreover, by Proposition
3.3 it holds that L˜k(0)⇒ 0 as k→∞.
Now, conditional on the event {X0 = x0}, for x0 ∈ R+, we have X˜n ⇒ X0F in D as
n→∞ by virtue of Theorem 4∗, where X0F is the unique solution to the IVP (3.4) with
initial condition X0F (0) :=X0 = x0. Moreover, the stationarity of the prelimit {X˜n : n≥ 1}
implies that the limit X0F is strictly stationary as well, so that X
0
F (t)
d
=X0 for all t≥ 0.
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To show that X0 = x
∗, w.p.1., recall that any solution to the ODE in (3.4) converges
monotonically to x∗ as t→∞. Hence, on the event E0 := {X0 6= x∗}, it holds that
|X0F (t)− x∗|< |X0 − x∗| for all t > 0,
in contradiction to the stationarity of X0, so that E0 is a P -null event. Thus, the limit of all
weakly converging subsequences of {X˜n(0) : n ≥ 1} is x∗, implying that X˜n(0)⇒ x∗ as
n→∞. The result follows from our choice of the initial conditions in (5.15).
To prove Proposition 3.1, we need the following comparison lemma, whose proof appears
at the end of this section. Consider two M/Mpc/n+Mpc systems, denoted by P1 and P2,
both having service rate µ = 1. Let the arrival rates λi in Pi, i = 1,2, satisfy λ1 ≥ λ2, the
abandonment rate θ1 of P1 satisfy 0≤ θ1 < 1, and the abandonment rate θ2 of P2 satisfy
θ2 ≥ θ1/(1− θ1)≥ θ1.
Note that we allow for θ1 = 0, in which system P1 reduces to an M/M/n system. (In this
case, we assume that all the customers that are initially in the system have exponentially
distributed remaining service times, each with mean 1.)
Let Xi denote the number-in-system process in Pi, i = 1,2. If either θi > 0 or λi < n,
Theorem 1 implies that Xi has a stationary distribution, which we denote by Xi(∞).
LEMMA 5.3. If θ1 > 0 or λ1 < n so that X1(∞) and X2(∞) exist, then X1(∞) ≥s.t.
X2(∞).
PROOF OF PROPOSITION 3.1. We write X̂C(t;β) to make explicit the dependence of the
distribution of the process X̂C on the value of β, as well as of its stationary distribution
(when t :=∞). Fix ǫ > 0, and consider a sequence {βnǫ : n ≥ 1} ⊂ R+ satisfying βnǫ ≥ βn
and βnǫ → ǫ as n→∞. Let a sequence of M/Mpc/n+Mpc systems be labeled by n, with
arrival rate λnǫ := n− βnǫ , service rate 1, and patience rate θ/(1− θ). Denote by Xnǫ (∞) the
stationary distribution of the number-in-system process of the nth system. Lemma 5.3 and
the existence of Xnǫ (∞) imply that Xnǫ (∞)≤s.t.Xn(∞), so that, for anyM > 0,
P (X̂n(∞)>M)≥ P (X̂nǫ (∞)>M).
On the other hand, Theorem 3 gives
P (X̂nǫ (∞)>M)→ P (X̂C(∞; ǫ)>M) as n→∞,
so that
lim inf
n→∞ P (X̂
n(∞)>M)≥ P (X̂C(∞; ǫ)>M), for allM > 0.
Finally, (3.1)–(3.3) give
lim
ǫ→0+
P (X̂C(∞; ǫ)>M) = 1.ˇ
Therefore, P (X̂n(∞)>M)→ 1 as n→∞ for anyM > 0, implying the result.
It remains to prove Lemma 5.3.
PROOF OF LEMMA 5.3. We assume that the the arrival process to P1 is the superposition
of two independent Poisson streams, with stream 1 having rate λ2 and stream 2 having rate
λ1 − λ2. We consider a coupling of P1 and P2 such that (i) both systems start empty; (ii)
stream-1 arrivals to P1 and all arrivals of P2 follows the same Poisson process; and (iii) any
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stream-1 arrival to P1 and the corresponding arrival of P2 have the same service time. Using
this coupling, we will show that the sojourn time of every stream-1 arrival to P1 is at least as
long as that of the same arrival in P2. We label the stream-1 arrivals to P1, that also constitute
the arrivals to P2, by 1,2, · · · , and denote by Si the service time of customer i. We denote
the coupled number-in-system processes in P1 and P2 by Xˇ1 and Xˇ2, respectively.
The proof proceeds by induction. First, customer 1 in P2 enters service immediately upon
arrival, so that his sojourn time is S1. The same customer in P1 may (i) enter service imme-
diately, and experience the same sojourn time S1; (ii) enter service after waiting in queue,
so that his sojourn time is greater than S1; or (iii) abandon the system, after waiting for
θ−11 S1 > S1 units of time. In all three scenarios, the sojourn time of customer 1 in P1 is at
least as large as in P2.
Take the induction hypothesis that the first j customers have equal or shorter sojourn times
in P2 than in P1. There are three cases to consider in order to show that the same is true for
the (j + 1)st customer.
Case 1: Customer j + 1 abandons P1. In this case, that customer’s sojourn time in P1 is
equal to θ−11 Sj+1. On the other hand, the sojourn time of customer j + 1 in P2 is bounded
from above by the service requirement Sj+1 plus the patience time θ
−1
2 Sj+1. Since (1 +
θ−12 )Sj+1 ≤ θ−11 Sj+1, the ordering of the sojourn times for the first j customers in the two
systems remains to hold for the (j +1)st customer.
Case 2: Customer j + 1 is served in P1 but abandons P2. For 1 ≤ k ≤ j + 1, denote by
D1k and D
2
k the time when the kth customer leaves system P1 and system P2, respectively.
By the induction hypothesis, we haveD1k ≥D2k for k = 1,2, · · · , j. Denote by F 1j+1 the time
when customer j + 1 enters service in P1. Clearly, the first j customers are not in queue at
this time, namely, each of them is either in service or has left P1 (either via abandonment or
service completion). In particular, if customer k ≤ j is still in system P1, this customer must
be in service. For a system with n servers, we then have
j+1∑
i=1
1{D1i ≤ F 1j+1} ≤ n, andD1j+1 = F 1j+1 + Sj+1 >F 1j+1
so that
j∑
i=1
1{D1i ≤ F 1j+1} ≤ n− 1.
Using D1k ≥D2k for k = 1,2, · · · , j, we have
j∑
i=1
1{D2i ≤ F 1j+1} ≤
j∑
i=1
1{D1i ≤ F 1j+1} ≤ n− 1,
so that there are no more than n− 1 of the first j stream-1 customers in P2 at time F 1j+1. As
system P2 has n servers and customer j +1 abandons system P2, customer j +1 must have
abandoned system P2 by time F 1j+1. Therefore, customer j + 1 has equal or shorter sojourn
time in system P2 than system P1.
Case 3: Customer j + 1 is served in both systems P1 and P2. As in Case 2, there are no
more than n − 1 customers of label 1,2, · · · , j present in system P2 at time F 1j+1. In this
case, customer j + 1 is served in system P2, so this customer must have entered service by
time F 1j+1, implying that his delay in queue in P2 is no longer than his delay in queue in P1.
Since the service time of this customer is the same in both coupled systems, the ordering of
his sojourn times in both systems remains as in the previous two cases.
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In either of the above three cases, the ordering of the sojourn times of the stream-1
customers imply that Xˇ1(t) ≥ Xˇ2(t) w.p.1, so that X1(t) ≥s.t. X2(t), for all t ≥ 0. Since
Xi(t)⇒Xi(∞) as t→∞, for i = 1,2, by Theorem 1 (independently of the initial condi-
tion), The result follows from the fact that stochastic order is maintained under weak conver-
gence [8, Proposition 3].
6. Proofs of Supporting Results for Process Limits In this section we prove Proposi-
tions 5.1–5.4. In particular, we prove Proposition 5.2 in Section 6.1 and Propositions 5.3–5.4
in Section 6.2. The proof of Proposition 5.1 appears last, in Section 6.3, since it requires ar-
guments from some of the previous proofs in this section. Proofs of supporting lemmas that
are used in the proofs of the propositions are given in Section 8.
6.1. Proof of Proposition 5.2. We refer to the customers that are in the system at time 0
as the “initial customers.”
PROOF OF ASSERTION (a). For i = 1,2, · · · ,Zn(0) and j = 1,2, · · · ,Qn(0), let gni (t)
be the elapsed phase-1 service time of the ith initial customer in service, and hnj (t) be the
elapsed phase-1 service time of the jth initial customer in the queue, at time t. Then∫ t
0
Zn0 (s)ds=
Zn(0)∑
i=1
gni (t) +
Qn(0)−Qn0 (t)∑
i=1
hni (t).
Notice that gni (t)≤ rni (0), for any i= 1,2, · · · ,Zn(0) and t≥ 0 and that
hni (t)≤ θℓni (0) + θ(T n0 ∧ t)
for an initial customer i who has left the queue by time t. Hence,∫ t
0
Zn0 (s)ds≤
Zn(0)∑
i=1
rni (0) + θ
Qn(0)∑
j=1
ℓni (0) + θ(T
n
0 ∧ t)(Qn(0)−Qn0 (t))
≤ (1 + θ)Ln(0) + θ(T n0 ∧ t)(Qn(0)−Qn0 (t)), for all t≥ 0,(6.1)
To bound
∫ t
0 Q
n
0 (s)ds, notice that each initial customer in the queue waits for at most T
n
0 ∧ t
during [0, t], so that
(6.2)
∫ t
0
Qn0 (t)dt≤ (T n0 ∧ t)Qn(0), for all t≥ 0.
Now, since Z˜n0 and Q˜
n
0 are non-negative processes, (6.1) and (6.2) give
0≤ n1/4
∫ ∞
0
Z˜n0 (s)ds≤ (1 + θ)L˜n(0) + θT n0 Q˜n(0),
0≤ n1/4
∫ ∞
0
Q˜n0 (s)ds≤ T n0 Q˜n(0).
Due to (Ib), it suffices to prove that T n0 ⇒ 0 in R, as n→∞; in particular, we need only
consider the event {T n0 > 0 for all n large enough}. Let
T n1 := 4n
−1(1 + θ)(Ln(0) + 1),
and note that T n1 ⇒ 0 in R as n→∞. For each n≥ 1, define the event
Υn := {T n1 < T n0 and Zn2 (t0)< n/2 for some t0 ∈ [T n1 , T n0 ]}.
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We will show that P (Υn)→ 0 as n→∞. To this end, note that, since Zn1 (s) = Zn0 (s) for
s ≤ T n0 (since Zn0 (s) is the number of initial customers that are in phase-1 at time s) and
Zn0 +Q
n
0 is non-increasing, it holds on the eventΥ that, for all s ∈ [0, T n1 ],
Zn0 (s) +Q
n
0 (s)≥ Zn0 (t0) +Qn0 (t0)≥ Zn0 (t0) = Zn1 (t0)> n/2.
The last inequality and (6.1) give the bounds
nT n1
2
<
∫ Tn1
0
(Zn0 (s) +Q
n
0 (s))ds≤ (1 + θ)(Ln(0) + 2T n1 Qn(0))
<
nT n1
4
+ 2(1 + θ)T n1 Q
n(0),(6.3)
where the equality in (6.3) follows from the definition of T n1 . Notice that (6.3) cannot hold
when Qn(0)≤ (1 + θ)−1n/8, and so, together with (Ib),
P (Υn)≤ P (Qn(0)> (1 + θ)−1n/8)→ 0 as n→∞.
Thus, we need only consider sample paths on the complementary event Υc. On this event,
either T n0 ≤ T n1 or, if T n0 > T n1 , then there are at least n/2 customers in phase-2 service over
the interval [T n1 , T
n
0 ], in which case the total service rate is at least n/2. In either case, for a
sequence of i.i.d. exponentially distributed random variables {Enk : k ≥ 1}, each having rate
n/2, it holds that
T n0 ≤s.t. T n1 +
Qn(0)∑
k=1
Enk ,
where the latter sum is defined to be equal to 0 on {Qn(0) = 0}. It follows that T n0 ⇒ 0 in R
as n→∞, implying the result.
The proofs of Assertions (b) and (c) require showing that Q˜n = OP (n). While this fol-
lows immediately from Proposition 5.3, we cannot use it now, since the proof of this latter
proposition requires the current proof. Thus, we next state and prove a weaker result than the
tightness stated in Proposition 5.3, whose proof appears in Section 8.
LEMMA 6.1. If (Ib) holds, then {Q˜n : n≥ 1} is stochastically bounded.
PROOF OF ASSERTION (b). Consider the predictable quadratic variation of the (local)
martingales (M˜nA, M˜
n
S , M˜
n
R). As n→∞, the following limits hold in D
〈M˜nA〉(t) = n−3/2(n1/4λn)η→ 0η,
0≤ 〈M˜nS 〉(t) = n−3/2
∫ n1/4t
0
Zn(s)ds≤ n−1/4η→ 0η,
0≤ 〈M˜nR〉(t) = n−3/4
∫ t
0
Q˜n(s)ds⇒ 0η,
where the last weak convergence follows from Lemma 6.1. Hence, (M˜nA, M˜
n
S , M˜
n
R) ⇒
(0η,0η,0η) in D3, as n→∞ by, e.g., Theorem 8.1 in [11].
To prove Assertions (c) and (d) we need the following lemma, whose proof appears in
Section 8
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LEMMA 6.2. {w˜n : n ∈ Z+} is stochastically bounded in D.
PROOF OF ASSERTION (c). We will show that {n1/2 ∫ ·0 U˜n1 (s)ds : n ≥ 1} is stochasti-
cally bounded in D, from which the assertion follows immediately. To this end, note that
similar arguments to those in (4.8) give
n1/2
∫ t
0
U˜n1 (s)ds= n
1/2
∫ t
T˜n0 ∧t
(n−1/2θw˜n(s1−)) ∧ (t− s1)dM˜nS (s1)
=
∫ t
T˜n0 ∧t
θw˜n(s1−)dM˜nS (s1)(6.4)
− n1/2
∫ t
T˜n0 ∧t
(
n−1/2θw˜n(s1−)− t+ s1
)+
dM˜nS (s1).
Since M˜nS is an Fnt -martingale and w˜n(s1−) is a predictable process,
∫ ·
0 w˜
n(s1−)dM˜nS (s1)
is also an Fnt -martingale, with corresponding predictable quadratic variation process〈∫ t
0
θw˜n(s1−)dM˜nS (s1)
〉
=
∫ t
0
(θw˜n(s1−))2d〈M˜nS 〉(s1)≤ (‖θw˜n‖t)2〈M˜nS 〉(t).
If follows from Lemma 6.2 and the proof of Assertion (b) that〈∫ ·
0
θw˜n(s1−)dM˜nS (s1)
〉
⇒ 0η in D as n→∞,
implying that ∫ ·
0
w˜n(s1−)dM˜nS (s1)⇒ 0η in D as n→∞,
due to the martingale FCLT (e.g., Theorem 8.1 in [11]). Hence, for any t≥ 0,
(6.5) ǫn(t) := sup
s∈[0,t]
∣∣∣ ∫ s
T˜n∧s
w˜n(s1−)dM˜nS (s1)
∣∣∣⇒ 0 in R as n→∞.
To treat the second integral in the right-hand side of (6.4), we first observe that, for s1 ∈
[0, t],
(n−1/2θw˜n(s1−)− t+ s1)+ ≤ n−1/2θ‖w˜n‖t1{s1 + n−1/2θw˜n(s1)≥ t}
≤ n−1/2θ‖w˜n‖t1{s1 ≥ t− n−1/2θ‖w˜n‖t},
so that
∣∣∣n1/2 ∫ t
T˜n0 ∧t
(
n−1/2θw˜n(s1−)− t+ s1
)+
dM˜nS (s1)
∣∣∣≤ ‖θw˜n‖t ∫ t
t−n−1/2θ‖w˜n‖t
d|M˜nS (s1)|.
(6.6)
Furthermore (recalling that Z˜n2 is centered about n),
(6.7) M˜nS (t) + n
1/4
∫ t
0
(n1/4 + Z˜n2 (s))ds= n
−3/4Dn(n1/4t),
is a non-decreasing pure-jump process and −n1/4 ≤ Z˜n2 ≤ 0, we have∫ t
s
d|M˜nS (s1)| ≤
∫ t
s
(
n−3/4dDn(n1/4t) + |n1/2 + n1/4Z˜n2 (s1)|ds1
)
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≤n−3/4Dn(n1/4t)− n−3/4Dn(n1/4s) +√n(t− s)
=M˜nS (t)− M˜nS (s) + 2
√
n(t− s) + n1/4
∫ t
s
Z˜n2 (s1)ds1
≤2‖M˜nS ‖t +2
√
n(t− s),(6.8)
for all 0≤ s≤ t. Plugging (6.8) in (6.6) gives
(6.9)
∣∣∣∣n1/2 ∫ t
T˜n∧t
(
n−1/2θw˜n(s1−)− t+ s1
)+
dM˜nS (s1)
∣∣∣∣≤ 2‖θw˜n‖t(‖M˜nS ‖t+‖θw˜n‖t).
It follows from Lemma 6.2 and Assertion (b) that the right-hand side of (6.9) is tight in R.
Next, plugging (6.5) and (6.9) in (6.4) gives∥∥∥n1/2 ∫ ·
0
U˜n1 (s)ds
∥∥∥
t
≤ ǫn(t) + 2‖θw˜n‖t(‖M˜nS ‖t + ‖θw˜n‖t) for all t≥ 0.
Therefore, {n1/2 ∫ ·0 U˜n1 (s)ds : n≥ 1} is tight in D for any t≥ 0.
PROOF OF ASSERTION (d). For τ > 0, K > 0 and Fn(s, t) in (4.9), let
Mn(τ,K; s, t) := sup
s,t∈[0,n1/4τ ],
t−s∈[0,n−1/4K]
|Fn(s, t)|,
and observe that
n1/4‖U˜n2 ‖τ ≤ 2n−1/2Mn(τ,‖w˜n‖τ ; s, t).
Thus, the proof of the assertion will follow if we show that, for any ǫ > 0,
P
(
n−1/2Mn(τ,‖w˜n‖τ ; s, t)> ǫ
)→ 0 as n→∞,
which is what we prove next.
Fix ǫ > 0. Since {w˜n : n≥ 1} is stochastically bounded in D by Lemma 6.2, we can find
a K :=K(ǫ)> 2, such that P (‖w˜n‖τ >K)< ǫ for any n. Notice that the value of Fn(s, t)
only depends on arrival times at (s, t] and the patience times of those arrivals, implying that
Fn is time-invariant in its two parameters, in the sense that Fn(s, t) and Fn(s + r, t + r)
have the same law for any r ≥ 0.
Let Jn be the smallest integer satisfying Jn +1≥ n1/2τ/K, and let
Inj := [n
−1/4K(j − 1), n−1/4K(j + 1)]∩ [0, n1/4τ ], for j = 1,2, · · · , Jn.
Observe that, for j = 1,2, · · · , Jn − 1, the length of each Inj is 2n−1/4K and the length
of Inj ∩ Inj+1 is n−1/4K. It holds that, for any s, t ∈ [0, n1/4τ ] for which [s, t] ⊆ [0, n1/4τ ]
and t− s < n−1/4K, the interval [s, t] is contained in at least one of the intervals {Inj : j =
1,2, · · · , Jn}. Therefore,
P (n−1/2Mn(τ,K; s, t)> ǫ)≤
Jn∑
j=1
P (n−1/2 sup
s,t∈Inj ,s≤t
|Fn(s, t)|> ǫ)
≤JnP (n−1/2 sup
s,t∈In1 ,s≤t
|Fn(s, t)|> ǫ),(6.10)
where the 2nd inequality is due to the aforementioned time-invariance property of Fn, which
implies that all the probabilities in the sum, except possibly the last one (which may be
smaller than the rest), are equal.
We need the following lemma, whose proof appears in Section 8.
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LEMMA 6.3. For each t > 0, {Fn(s, t) : s ∈ [0, t]} is a martingale, and {eθt sups∈[0,t] |Fn(s, t)| :
t≥ 0} is a submartingale, both with respect to their augumented natural filtration.
Employing Lemma 6.3, we have
P
(
n−1/2 sup
0≤s≤t≤2n−1/4K
|Fn(s, t)|> ǫ)
≤ P ( sup
t∈[0,2n−1/4K]
eθt sup
s∈[0,t]
|Fn(s, t)|> n1/2ǫ)
≤ ǫ−6n−3E
[(
e2θn
−1/4K sup
s∈[0,2n−1/4K]
|Fn(s,2n−1/4K)|
)6]
≤ ǫ−6e12θn−1/4K(6/5)6E
[(
n−1/2Fn(2n−1/4K,2n−1/4K)
)6]
,(6.11)
where the second and the last inequalities follow from Doob’s Lp-maximal inequality (e.g.,
[16, Theorem 1.7]) for p= 6, for the (sub)martingales in Lemma 6.3.
It remains to compute E[(n−1/2Fn(2n−1/4K,2n−1/4K))6] in order to bound the
right-hand side of (6.10). Note that, conditional on An(t), the vector of arrival times
(En1 ,E
n
2 , · · · ,EnAn(t)) is distributed as the vector of ordered statistic of An(t) uniform ran-
dom variables on [0, t]. Therefore,∫ t
0
1{EnAn(s) + T nAn(s) ≥ t}dAn(s)
is, conditional on An(t), distributed like
∑An(t)
k=1 Bk(t), where, for each t≥ 0, {Bk(t) : k ≥
1} is a sequence of i.i.d. Bernoulli random variables, each distributed like Bt := 1{U +
T ≥ t}, where U is uniform on [0, t], and T is exponentially distributed with rate θ that is
independent of U . Thus, E[Bt] = (θt)
−1(1− e−θt), and
Fn(t, t)
d
=
An(t)∑
k=1
Bk(t)−E[Bt]λnt
Let b¯n denote E[Bt] for t= n
−1/4K;
b¯n :=E[Bn−1/4K ] = (n
−1/4θK)−1(1− e−n−1/4θK).
Let ϕn denote the moment generating function of n
−1/2Fn(n−1/4K,n−1/4K). Using the
identity E[aA
n(t)] = exp((a− 1)λnt) for each a > 0,
ϕn(s) :=E[exp(sn
−1/2Fn(n−1/4K,n−1/4K))]
=E
[(
E[en
−1/2sB1 ]
)An(n−1/4K)]
exp(−sλnn−3/4Kb¯n)
=E
[(
b¯ne
n−1/2s +1− b¯n
)An(n−1/4K)]
exp(−sλnn−3/4Kb¯n)
=exp
(
n−1/4λnKb¯n(en
−1/2s − 1)
)
exp(−sλnn−3/4Kb¯n)
=exp(γn(en
−1/2s − 1− n−1/2s)), for all s≥ 0,
where
γn := n−1/4λnKb¯n = θ−1λn(1− e−n−1/4θK) =O(n3/4).
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We claim that ϕ
(k)
n (0) =O(n−k/8) for all k ∈ Z+, where ϕ(k)n (s) denotes the kth derivative
of ϕn taking value at s. We let
gn(s) := γ
n
(
en
−1/2s − 1− n−1/2s), for s≥ 0,
so that ϕn = exp(gn), and note that gn(0) = g
′
n(0) = 0 and g
(k)
n (0) =O(n3/4−k/2) for k ≥ 2.
We prove this latter claim by induction. First, for k = 1, we have
ϕ′n(0) = ϕn(0)g
′
n(0) = 0 =O(n
−1/8).
Next, take the induction hypothesis that ϕ
(m)
n (0) = O(n−m/8) for all m ≤ k, and consider
the (k+1)st derivative:
ϕ(k+1)n (0) =(ϕng
′
n)
(k)(0)
=
k∑
j=0
(
k
j
)
ϕ(k−j)n (0)g
(j+1)
n (0)
=
k∑
j=1
(
k
j
)
ϕ(k−j)n (0)n
1/4−j/2
=
k∑
j=1
O(n−1/8(k−j))n1/4−j/2
=O(n−1/8(k−1))n−1/4
=O(n−1/8(k+1)).
This proves our claim that ϕ
(k)
n (0) = O(n−k/8) for all k ∈ Z+. In particular, taking k = 6
gives
E
[(
n−1/2Fn(n−1/4K,n−1/4K)
)6]
=O(n−3/4).
Using this fact in (6.10), and then in the upper bound in (6.11), we obtain
P (n−1/2Mn(τ,K; s, t)> ǫ) =O(n−1/4), for all ǫ > 0.
6.2. Proofs of Propositions 5.3 and 5.4 To prove Propositions 5.3 and 5.4, we need the
following two lemmas. The proof of Lemma 6.4 is given here, since it is needed for proving
Proposition 5.1. The proof of Lemma 6.5 appears in Section 8, together with the proofs of
the rest of the supporting lemmas of this section.
LEMMA 6.4. If (Ib) holds, then as n→∞,
V˜ n(·)− 1
2
∫ ·
0
θ2(w˜n)2(s)ds+
∫ ·
0
θ(Z˜n1 (s)− Z˜n0 (s))w˜n(s)ds⇒ 0η in D.(6.12)
LEMMA 6.5. If (Ib) holds, then {X˜n : n ≥ 1}, {Z˜n : n ≥ 1}, {Z˜n1 − Z˜n0 : n ≥ 1}, and
{Z˜n2 + Z˜n0 : n≥ 1} are stochastically bounded in D.
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PROOF OF LEMMA 6.4. Using the definition of V n in (4.13), we have
V˜ n(t) =
∫ t
T˜n0 ∧t
[
(θw˜n(s))∧ (n1/2t− n1/2s)](Z˜n2 (s) + n1/4)ds
−
∫ t
0
n−1/2λn(1− e−n−1/4θw˜n(s))ds
=
∫ t
0
θw˜n(s)Z˜n2 (s)ds+
1
2
∫ t
0
(θw˜n(s))2ds−
∫ T˜n0 ∧t
0
θw˜n(s)(Z˜n2 (s) + n
1/4)ds
−
∫ t
T˜n0 ∧t
(n−1/2θw˜n(s)− t+ s)+(n3/4 + n1/2Z˜n2 (s))ds
+
∫ t
0
(
n1/4θw˜n(s)− 1
2
(θw˜n(s))2 − n−1/2λn(1− e−n−1/4θw˜n(s))
)
ds.(6.13)
Noting that 0≤ Z˜n2 +n1/4 ≤ n1/4 and that n1/4T˜ n0 = T n0 → 0 inR as n→∞. By Proposition
5.2(a), we have that, for all t > 0,
(6.14)
∥∥∥∥∥
∫ T˜n0 ∧·
0
θw˜n(s)(Z˜n2 (s) + n
1/4)ds
∥∥∥∥∥
t
≤ n1/4T˜ n0 ‖w˜n‖t⇒ 0, as n→∞.
Next, using the fact that
(n−1/2θw˜n(s1)− t+ s1)+ ≤ n−1/2θ‖w˜n‖t1{s1 ≥ t− n−1/2θ‖w˜n‖t}, for s1 ∈ [0, t].
We have
0≤
∫ t
T˜n0 ∧t
(
n3/4 + n1/2Z˜n2 (s1)
)
(n−1/2θw˜n(s1)− t+ s1)+ds1
≤
∫ t
0
n1/4θ‖w˜n‖t1{s1 ≥ t− n−1/2θ‖w˜n‖t}ds1
=n1/4θ‖w˜n‖t(t− (t− n−1/2θ‖w˜n‖t)+)
≤n−1/4θ2(‖w˜n‖t)2⇒ 0η in D, as n→∞,(6.15)
where the equality follows from∫ b
a
1{s≥ c}ds= b∨ c− a∨ c for all a, b, c ∈R.
Define the functions
f1(x) :=
{
(e−x − 1 + x)/x if x 6= 0
0 if x= 0,
f2(x) :=
{
(e−x − 1 + x− 12x2)/x2 if x 6= 0
0 if x= 0,
(6.16)
and note that both f1 and f2 are continuous at R. It follows from Lemma 6.2 that n
−1/4w˜n⇒
0η in D as n→∞, and so fi(n−1/4w˜n)⇒ 0η in D as n→∞, for i= 1,2, by virtue of the
continuous mapping theorem. Writing λn = n− βn√n, we have
n1/4θw˜n − 1/2(θw˜n)2 − n−1/2λn(1− e−n−1/4θw˜n)
=(θw˜n)2f2(θn
−1/4w˜n)− n−1/4βnθw˜n(1 + f1(n−1/4θw˜n))⇒ 0η in D as n→∞.(6.17)
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Using the weak limits established in (6.14), (6.15), and (6.17) in (6.13), gives
(6.18) V˜ n(·)− 1
2
∫ ·
0
θ2(w˜n)2(s)ds−
∫ ·
0
θZ˜n2 (s)w˜
n(s)ds⇒ 0η in D as n→∞.
Now, it follows from (4.5) and Z˜n = Z˜n1 + Z˜
n
2 that Z˜
nw˜n = 0η, so that
(6.19) Z˜n1 w˜
n =−Z˜n2 w˜n2 .
Finally, by Proposition 5.2(a) and Lemma 6.2,∥∥∥∫ ·
0
Z˜n0 (s)w˜
n(s)ds
∥∥∥
t
≤ ‖w˜n‖t
∫ t
0
Z˜n0 (s)ds⇒ 0η inD.
This, together with (6.18) and (6.19), gives (6.12).
PROOF OF PROPOSITION 5.3. For x ∈D, τ > 0 and δ > 0, consider the modulus of con-
tinuity
vτ (x, δ) := sup
t−s≤δ
{|x(s)− x(t)| : 0≤ s < t≤ τ}.
Given the assumed convergence of the sequence of initial conditions {Q˜n(0) : n ≥ 1} the
statement of the proposition will follow from [1, Theorem 15.5] once we show that
(6.20) lim
δ→0
lim sup
n→∞
P (vτ (Q˜
n, δ)≥ ǫ) = 0, for all ǫ > 0.
To estimate vτ (Q˜
n, δ), note that, due to Proposition 5.2 and Lemma 6.4, we can write (5.5)
as follows
X˜n(·) =X˜n(0)− βnη− n1/4
∫ ·
0
Z˜n(s) +
1
2
∫ ·
0
θ2(w˜n)2(s)ds
−
∫ ·
0
θ(Z˜n1 (s)− Z˜n0 (s))w˜n(s)ds+ εn(t),(6.21)
for some εn ∈D satisfying εn = oP (1). Let
ξn(t) :=−βnt+ 1
2
∫ t
0
θ2(w˜n)2(s)ds−
∫ t
0
θ(Z˜n1 (s)− Z˜n0 (s))w˜n(s)ds, t≥ 0.
Since Z˜n = X˜n ∧ 0, we have
X˜n(t) = ξn(t)− n1/4
∫ t
0
X˜n(s)∧ 0ds+ εn(t), t≥ 0.(6.22)
Fix 0 ≤ s ≤ t ≤ τ . Conditional on the event En+ := {infu∈[s,t) Q˜n(u) > 0}, we have that
X˜n(u) = Q˜n(u)> 0 for all u ∈ [s, t), in which case (6.22) implies that
|Q˜n(t)− Q˜n(s)| ≤ |ξn(t)− ξn(s)|+ ‖εn‖τ .
Next consider the event En0 := {infu∈[s,t) Q˜n(u) = 0}. Take
s0 := inf{u ∈ [s, t) : Q˜n(u) = 0} and t0 := sup{u ∈ [s, t) : Q˜n(u) = 0},
and note that Q˜n is a pure jump process, so that s0 < t0 w.p.1. Then Q˜
n(s0) = Q˜
n(t0−) = 0,
and X˜n(u) = Q˜n(u)> 0 for all u ∈ [s, s0)∪ [t0, t). Thus, on En0 ,
|Q˜n(t)− Q˜n(s)| ≤|Q˜n(s0)− Q˜n(s)|+ |Q˜n(t)− Q˜n(t0−)|
≤|ξn(s0)− ξn(s)|+ |ξn(t)− ξn(t0)|+ 2‖εn‖τ .
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Overall we see that
|Q˜n(t)− Q˜n(s)| ≤ 2 sup
s1,t1∈[s,t]
|ξn(s1)− ξn(t1)|+2‖εn‖τ ,
and thus
(6.23) vτ (Q˜
n, δ)≤ 2vτ (ξn, δ) + 2‖εn‖τ .
Now,
|ξn(t)− ξn(s)| ≤ (t− s)(− βn + 1
2
θ2(‖w˜n‖τ )2 + θ‖Z˜n1 − Z˜n0 ‖τ‖w˜n‖τ
)
,
and so, Lemma 6.2 and Lemma 6.5 imply that, for any ǫ > 0, there is anM :=M(ǫ)> 0 for
which
lim sup
n→∞
P (|ξn(t)− ξn(s)| ≥M(t− s))≤ ǫ.
Thus,
(6.24) lim sup
n→∞
P (vτ (ξ
n, δ)≥Mδ)≤ ǫ, for all δ ∈ [0, τ),
implying that
lim
δ→0
lim sup
n→∞
P (vτ (ξ
n, δ)≥ ǫ′) = 0, for all ǫ′ > 0.
This, together with (6.23) and the fact that εn = oP (1), gives (6.20), proving the statement of
the proposition.
PROOF OF PROPOSITION 5.4. We start by proving that
(6.25) Q˜n − Q˜n0 − w˜n⇒ 0η in D.
To this end, consider the LOF-scaled version of (4.11),
Q˜n − Q˜n0 = θ−1n−3/4λn(1− e−θn
−1/4w˜n) + U˜n2 .(6.26)
and the (continuous) function f1 in (6.16). It follows from the proof of Lemma 6.4 (the
arguments below (6.17)) that f1(n
−1/4θw˜n)⇒ 0 in D as n→∞, so that
n−3/4λn(1− e−n−1/4θw˜n) = n−1λnθw˜n
(
1− f1(n−1/4θw˜n)
)
= n−1λnθw˜n + oP (1).
Using the latter equality, λn/n→ 1, and Proposition 5.2(c) in (6.26), gives (6.25).
We next prove that∫ ·
0
∣∣∣Z˜n1 (s)− Z˜n0 (s)− θw˜n(s)∣∣∣ds⇒ 0η in D, as n→∞.(6.27)
Consider the LOF-scaled version of (4.3);
(6.28) Z˜n1 (t)− Z˜n0 (t) = n−3/4
∫ t
T˜n0 ∧t
1{n−1/2θw˜n(s−) + s > t}dDn(n1/4s), t≥ 0.
Fix a constant τ > 0 and let
∆n := sup
t∈[0,τ ],s∈[T˜n0 ∧t,t],
t−s≤n−1/2θ‖w˜n‖τ
|w˜n(s−)− w˜n(t)|
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Using (6.25), the fact that Q˜n0 (t) = 0 for all t≥ T˜ n0 , and noting that the jumps of Q˜n are of
size ±n−1/4 w.p.1, so that sups∈[0,τ ] |Q˜n(s)− Q˜n(s−)| → 0 as n→∞ w.p.1,
∆n = sup
t∈[0,τ ],s∈[T˜n0 ∧t,t],
t−s≤n−1/2θ‖w˜n‖τ
|Q˜n(s−)− Q˜n(t)|+ δn ≤ sup
0≤s<t≤τ,
t−s≤n−1/2θ‖w˜n‖τ
|Q˜n(t)− Q˜n(s)|+ δn,
where δn ⇒ 0 in R as n→∞. Thus, Lemma 6.2 and the C-tightness of {Q˜n : n ≥ 1} in
Proposition 5.3 imply that ∆n⇒ 0 in R, as n→∞. Then, for s ∈ [T˜ n0 ∧ t, t],
1{n−1/2θ(w˜n(t)−∆n)+s > t} ≤ 1{n−1/2θw˜n(s−)+s > t} ≤ 1{n−1/2θ(w˜n(t)+∆n)+s > t}.
For T˜ n∆ := T˜
n
0 + n
−1/2θ(‖w˜n‖τ + ∆n) and t ∈ [0, τ ], let Υnt := {T n∆ < t}, and note that,
T n0 ⇒ 0 in R as n→∞ by Proposition 5.2(a), wn =OP (1) by Lemma 6.2, and ∆n⇒ 0 as
shown above, imply together that, for all t ∈ (0, τ ],
T˜ n∆⇒ 0 in R as n→∞, so that P (Υnt )→ 1 as n→∞.
Now, on the event Υt,
t− n−1/2θ(w˜n(t)±∆n)≥ T˜ n0 = T˜ n0 ∧ t,
and it follows from (6.28) and the equality∫ a
b
1{s > c}dF (s) = F (a∨ c)−F (b∨ c),
that
Z˜n1 (t)− Z˜n0 (t)≥n−3/4
∫ t
T˜n0 ∧t
1{s > t− n−1/2θ(w˜n(t)−∆n)}dDn(n1/4t)
=n−3/4Dn(n1/4t)− n−3/4Dn(n1/4t− n−1/4θ(w˜n(t)−∆n)).(6.29)
Similarly,
Z˜n1 (t)− Z˜n0 (t)≤ n−3/4Dn(n1/4t)− n−3/4Dn
(
n1/4t− n−1/4θ(w˜n(t) +∆n)).(6.30)
For any 0≤ s1 ≤ t1 ≤ τ , (6.7) gives
n−3/4|Dn(n1/4t1)−Dn(n1/4s1)− n5/4(t1 − s1)|
=
∣∣∣ ∫ t1
s1
n1/4Z˜n2 (s)ds+ M˜
n
S (t1)− M˜nS (s1)
∣∣∣
≤ n1/4
∫ t1
s1
|Z˜n2 (s)|ds+ 2‖M˜nS ‖τ
≤ n1/4
∫ τ
0
Z˜n0 (s)ds+ n
1/4
∫ t1
s1
|Z˜n2 (s) + Z˜n0 (s)|ds+ 2‖M˜nS ‖τ
≤ n1/4‖Z˜n2 + Z˜n0 ‖τ (t1 − s1) + n1/4
∫ τ
0
Z˜n0 (s)ds+2‖M˜nS ‖τ .
Plugging t1 = t, and the values t−n−1/2θ(w˜n(t)+∆n), as well as t−n−1/2θ(w˜n(t)−∆n)
instead of s1, shows that, for all t ∈ [0, τ ],∣∣∣n−3/4Dn(n1/4t)− n−3/4Dn(n1/4t− n−1/4θ(w˜n(t)±∆n))− θw˜n(t)∣∣∣
≤ θ∆n + n−1/4θ‖Z˜n2 + Z˜n0 ‖τ (‖w˜n‖τ +∆n) + n1/4θ
∫ τ
0
Z˜n0 (s)ds+2‖M˜nS ‖τ
=: δnτ .(6.31)
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It follows from Assertions (a) and (b) of Proposition 5.2, Lemma 6.5, and the fact that∆n⇒
0 in R, that δnτ ⇒ 0 in R. Further, by (6.29) and (6.30),
|Z˜n1 (t)− Z˜n0 (t)− θw˜n(t)| ≤ δnτ for all t ∈ [0, τ ],
so that
(6.32)
∫ τ
Tn∆∧τ
|Z˜n1 (s)− Z˜n0 (s)− θw˜n(s)|ds⇒ 0 in R.
Finally notice that∫ Tn∆
0
|Z˜n1 (s)− Z˜n0 (s)− θw˜n(s)|ds≤ T n∆(‖Z˜n1 − Z˜n0 ‖Tn∆ + ‖θw˜n‖Tn∆)⇒ 0 in R,
where the equality (order of magnitude) follows from the stochastic boundedness of {Z˜n1 −
Z˜n0 : n ≥ 1} and {w˜n : n ≥ 1} in D, established in Lemmas 6.5 and 6.2, respectively. To-
gether with (6.32), this shows that∫ τ
0
|Z˜n1 (s)− Z˜n0 (s)− θw˜n(s)|ds⇒ 0 in R, for all τ > 0.
The uniform convergence over compact intervals in (6.27) follows from to the monotonicity
in τ of the integral; see [3, Lemma 4.1].
Now,
∣∣∣∣∫ t
0
w˜n(s)(θw˜n(s)− Z˜n1 (s) + Z˜n0 (s))ds
∣∣∣∣≤ ‖w˜n‖t ∫ t
0
∣∣∣θw˜n(s) + Z˜n0 (s)− Z˜n1 (s)∣∣∣ds,
(6.33)
for all t≥ 0. It follows from (6.27) and the fact that w˜n =OP (1), that the right-hand side of
(6.33) is stochastically bounded in R for each t≥ 0, and since it is also non-decreasing in t,∫ ·
0
w˜n(s)(θw˜n(s)− Z˜n1 (s) + Z˜n0 (s))ds= oP (1),
so that
(6.34)
∫ ·
0
(Z˜n1 (s)− Z˜n0 (s))w˜n(s)ds=
∫ ·
0
θ(w˜n(s))2ds+ oP (1).
On the other hand, for all t≥ 0,∣∣∣∣∫ t
0
(
(w˜n(s))2 − (Q˜n(s))2
)
ds
∣∣∣∣
=
∣∣∣∣∫ t
0
(w˜n(s) + Q˜n(s))(w˜n(s)− Q˜n(s))ds
∣∣∣∣
≤ (‖w˜n‖t + ‖Q˜n‖t)
∫ t
0
(∣∣∣w˜n(s) + Q˜n0 (s)− Q˜n(s)∣∣∣+ Q˜n0 (s))ds.(6.35)
By Proposition 5.2(a), (6.25), and the facts that w˜n =OP (1) and Q˜
n =OP (1), the right-hand
side of (6.35) weakly converges to 0 in R as n→∞, for any t≥ 0. Notice that the right-hand
side of (6.35) is non-decreasing in t, we obtain∫ ·
0
(
(w˜n(s))2 − (Q˜n(s))2
)
ds⇒ 0η in D as n→∞,
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so that
(6.36)
∫ ·
0
(w˜n(s))2ds=
∫ ·
0
(Q˜n(s))2ds+ oP (1).
The statement of the proposition follows by employing (6.36) in (6.34), and then in (6.12).
6.3. Proof of Proposition 5.1. We now prove Proposition 5.1, building on some of the
previous arguments. Of course, condition (Ia) is stronger than condition (Ib), and we can
therefore use Propositions 5.2–5.4 in the current proof.
PROOF OF ASSERTION (a). The inequalities in (6.1) and (6.2) give∫ ∞
0
Ẑn0 (s)ds≤ L̂n(0) + T n0 Q̂n(0) and
∫ ∞
0
Q̂n0 (s)ds≤ T n0 Q̂n(0).(6.37)
The weak limit T n0 ⇒ 0 in R as n→∞ in Proposition 5.2(a) implies the assertion.
PROOF OF ASSERTION (b). Notice that
Ûn1 (t) = n
1/4U˜n1 (n
−1/4t), Ûn2 (t) = n
1/4U˜n2 (n
−1/4t) and V̂ n(t) = n1/4V˜ n(n−1/4t), t≥ 0.
Proposition 5.2(d) implies that Ûn2 ⇒ 0η in D, and thus
∫ ·
0 Û
n
2 (s)ds⇒ 0η in D, as n→∞.
To prove
(6.38)
∫ ·
0
Ûn1 (s)ds= n
1/2
∫ n−1/4·
0
U˜n1 (s)ds⇒ 0η in D as n→∞.
Using similar arguments as in the proof of Proposition 5.2(a), one can check that, under (Ia),
n1/4T n0 ⇒ 0 in R as n→∞. Inspecting the proof of Proposition 5.2(c) (see, in particular,
(6.4), (6.5), and (6.9)), it is sufficient to prove that ‖w˜n‖n−1/4τ ⇒ 0 in R for all τ ≥ 0. Notice
that w˜n(T˜ n0 )≤ n1/4T n0 and Q˜n0 (s) = 0 for s≥ T˜ n0 . Then for τ ≥ 0,
‖w˜n‖n−1/4τ ≤ n1/4T n0 + sup{w˜n(s) : s ∈ [T˜ n0 ∧ (n−1/4τ), n−1/4τ ]}
≤ n1/4T n0 + ‖Q˜n‖n−1/4τ + sup{|w˜n(s)− Q˜n(s)− Q˜n0 (s)| : s ∈ [T˜ n0 , n−1/4τ ]}
≤ n1/4T n0 + ‖Q˜n‖n−1/4τ + ‖w˜n − Q˜n − Q˜n0‖n−1/4τ .(6.39)
Now,
‖Q˜n‖n−1/4τ ≤ ‖Q˜n(t)− Q˜n(0)‖n−1/4τ + ‖Q˜n(0)‖n−1/4τ
≤ sup
s,t∈[0,n−1/4τ ]
|Q˜n(t)− Q˜n(s)|+ ‖Q˜n(0)‖n−1/4τ ⇒ 0 in R as n→∞,
where the convergence follows from Proposition 5.3 and (Ia). Further, ‖w˜n − Q˜n −
Q˜n0‖n−1/4τ ⇒ 0 in R as n→∞ by (6.25). Since n1/4T n0 ⇒ 0 in R, as was mentioned above,
‖w˜n‖n1/4τ ⇒ 0 in R as n→∞, for τ > 0 by (6.39).
The proof that V̂ n⇒ 0η inD builds on arguments in the proof of Lemma 6.4, by replacing
t in the proof of that lemma with n−1/4t. Since n1/2T˜ n0 = n
1/4T n0 ⇒ 0 and ‖w˜n‖n−1/4τ ⇒ 0
in R for all τ ≥ 0, the left-hand side of (6.14), (6.15), and (6.17), regarded as processes of t,
are all oP (n
−1/4). Using this in (6.13), gives that
V˜ n(n−1/4·)− 1
2
∫ n−1/4·
0
θ2(w˜n)2(s)ds+
∫ n−1/4·
0
θ(Z˜n1 (s)− Z˜n0 (s))w˜n(s)ds= oP (n−1/4).
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The stochastic boundedness of {Z˜n1 − Z˜n0 : n ≥ 1} (Lemma 6.5), and the fact that
‖w˜‖n−1/4τ ⇒ 0 in R as n→∞, imply that
V̂ n = n1/4V˜ n(n−1/4·)⇒ 0η, in D as n→∞.
PROOF OF ASSERTION (c). By the Poisson FCLT (e.g., Theorem 4.2 in [11]),
(6.40) (
A(nt)− nt√
n
,
S(nt)− nt√
n
,
S(nt)− nt√
n
)⇒ (B1,B2,0η), in D3 as n→∞,
for two independent standard Brownian motions (B1,B2). Notice that M̂
n
A, M̂
n
S , and M̂
n
S
are the compositions of the scaled compensated Poisson processes in (6.40) with the time
changes
ΦnA : t 7→ n−1λnt, ΦnS : t 7→ n−1
∫ t
0
Zn2 (s)ds, and Φ
n
R : t 7→ n−1
∫ t
0
Qn(s)ds,
respectively. By (5.1), (6.37), and the stochastic boundedness of {Q˜n : n≥ 1} and {Z˜n2 +Z˜n0 :
n≥ 1} in D, established in Lemmas 6.1 and 6.5, respectively,
n−1λnt= t+ o(1), n−1
∫ ·
0
Qn(s)ds=
∫ n−1/4·
0
Q˜(s)ds= oP (1),
n−1
∫ ·
0
Zn2 (s)ds= η+
∫ n−1/4·
0
(Z˜n2 (s) + Z˜
n
0 (s))ds− n−1/2
∫ ·
0
Ẑn0 (s)ds= η+ oP (1),
implying that
(ΦnA,Φ
n
S,Φ
n
R)⇒ (η, η,0η), in D3 as n→∞,
and the joint convergence in Assertion (c) follows from the continuity of the composition
map, e.g., Theorem 13.2.1 in [20].
7. Remaining Proofs Regarding the Stationary Limits In this section we prove
Propositions 5.5, 5.6, and Proposition 3.3.
7.1. Proof of Proposition 5.5 An essential step in the proofs of Propositions 5.5 and 5.6
is the following stochastic-order lower bound for Xn. For n ≥ 1, consider an M/M/n +
M (Erlang-A) system, having independent service and patience times, with arrival rate λn,
service rate 1, and patience rate θ. Let XnA,Q
n
A,Z
n
A denote the queueing processes in this
Erlang-A system, analogously to the corresponding processes Xn, Q
n, Ln and Zn in the
M/Mpc/n+Mpc.
LEMMA 7.1. XnA(∞)≤s.t.Xn(∞).
PROOF. We prove the lemma by coupling M/Mpc/n + Mpc and the above Erlang-A
system, and showing that the inequality in the statement holds w.p.1 for the coupled sys-
tems. In particular, we give the M/Mpc/n + Mpc system and the M/M/n +M system
the same arrival stream and initial condition. Let Enk denote by the arrival epoch of the
kth customer to the nth systems. Exploiting the PASTA (Poisson arrivals See Time Aver-
ages) property, and using induction, it is sufficient to prove that, if Xn(Enk )≥XnA(Enk ), then
Xn(Enk+1) ≥ XnA(Enk+1), for all k ≥ 1, where the inequalities hold w.p.1 for the coupled
systems, from which the stochastic ordering in the statement follows.
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Hence, we initialize both systems with with the same number of customers, so that
Xn(0) =XnA(0), and take the induction hypothesis that X
n(Enk ) ≥XnA(Enk ). Consider the
dynamics of theM/Mpc/n+Mpc when all arrivals are “turned off” after the kth arrival, and
let (X ′,Q′,Z ′1,{ℓ′},{r′}) denote the corresponding Markov process. Let X ′A be the corre-
sponding pure-death process for the Erlang-A system with arrivals turned off after the kth
arrival. Note that the death rate of this process at statem≥ 1 is
dA(m) := θ(m− n)∨ 0 +m ∧ n,
and that X ′(Enk + ·) is a pure jump process with X ′(Enk ) jumps until it reaches state 0. For
j = 1, . . . ,X ′(Enk ), let Nj denote the jth jump time of X
′(Enk + ·), so that Nj is the jth
customer that leaves the system after Ek . Due to the memoryless property of the exponential
distribution, at t≥Enk ,
(i) The number of customers in queue is (X ′(t)−n)∨ 0, each having a remaining patience
time that is exponentially distributed with rate θ, and is independent of everything else.
(ii) The number of customers in phase-2 service isX ′(t)∧n−∑Z′1(t)i=1 1{t≤Enk +r′i(Enk )},
with each of those customers having a remaining service time that is exponentially dis-
tributed with rate 1, independently of everything else.
Then Nj+1 −Nj is, conditional on (X ′(Nj),Z ′1(Nj)), distributed as the interarrival time in
a non-homogeneous Poisson process with intensity function
dj(t) := θ(X
′(Nj)− n)∨ 0 +X ′(Nj)∧ n−
Z′1(Nj)∑
i=1
1{t≤Nj + r′i(Nj)}.
Clearly, dj(t) ≤ dA(X ′(Nj)) for all t ≥ 0 and j = 1,2, · · ·X ′(Enk ), implying that, for
j ≤X ′A(Enk ), the sojourn time of the processX ′A(Enk + ·) in state j is dominated by the cor-
responding sojourn time ofX ′(Enk + ·). Using the induction hypothesisX ′A(Enk )≤X ′(Enk ),
we conclude that X ′A(E
n
k + t)≤X ′(Enk + t) for all t≥ 0. Finally, since Enk+1−Enk is inde-
pendent of (X ′A(E
n
k + ·),X ′(Enk + ·)), we have that X ′A(Enk+1)≤X ′(Enk+1), implying that
XA(E
n
k+1)≤X(Enk+1) for the two coupled systems.
PROOF OF PROPOSITION 5.5. Consider a sequence of M/M/n (Erlang-C) systems,
each with service rate 1, and with arrival rate λn to the nth system. Denote by (XnU ,Q
n
U ,Z
n
U )
the number-in-system process, the queue-length process, and the number-in-service pro-
cess in the nth Erlang-C system. Notice that the M/M/n system can be regarded as an
M/Mpc/n+Mpc system with no abandonment, so that we can apply the coupling in Lemma
5.3 between the twoM/Mpc/n+Mpc systems (one with abandonment rate that is equal to 0,
and the other with rate θ). Then βn→ β > 0 as n→∞ implies that there existsN , such that
βn > 0 for n≥N , so that XnU (∞) exists and Lemma 5.3 implies that XnU (∞)≥s.t.Xn(∞)
for all n≥N . In particular,
E[X̂n(∞)]≤E[X̂nU (∞)]→E[X̂C(∞)]<∞ as n→∞,
where the convergence follows from [7, Theorem 1] and the last inequality follows from
Corollary 1 in this reference.
On the other hand, Lemma 7.1 gives
E[X̂n(∞)]≥ n−1/2E[XnA(∞)− n]≥ n−1/2E[ZnA(∞)− n].
To estimate E[ZnA(∞)], let P (AbnA) denote the long-run fraction of customer abandonment,
so that E[ZnA(∞)] = λn(1−P (AbnA)). By [6, Theorem 4], P (AbnA) =O(n−1/2). Therefore,
(7.1) 1− (λn)−1E[ZnA(∞)] =O(n−1/2),
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so that
lim sup
n→∞
E[|X̂n(∞)|]<∞,
implying the statement of the proposition.
7.2. Proof of Proposition 5.6 We start by proving that X˜n(∞)∧ 0⇒ 0 in R, as n→∞.
Notice that
X˜n(∞)∧ 0 = Z˜n(∞) = n−3/4(Zn(∞)− n).
Using n≥E[Zn(∞)]≥E[ZnA(∞)] and (7.1), we obtain that E[Z˜n(∞)]→ 0 as n→∞. By
Markov’s inequality,
P (Z˜n(∞)> ǫ)≤ ǫ−1E[Z˜n(∞)], for all ǫ > 0,
implying that X˜n(∞)∧ 0 = Z˜n(∞)⇒ 0 in R.
Letwnv be the offeredwaiting-time process in the nth system, namely,w
n
v (t) is the time that
an infinite-patient customer (that does not abandon) would have to wait if he arrives at time
t. Similar to the proof of Theorem 1 and Proposition 3.2, (Xn,Qn,Zn,Ln,wnv ) has a unique
joint stationary distribution, and we let wnv (∞) follow the marginal stationary distribution of
wnv .
Consider a generic customer with service requirement S, arriving to the system in steady
state. Then the offered waiting time of such a customer is independent of S, and is distributed
like wnv (∞) due to PASTA. Therefore, a generic customer in steady state enters service if and
only if S ≥ θwnv (∞), and the contribution to the workload of such a customer is S 1{S ≥
θwnv (∞)}. In particular, the Poisson arrivals contribute to the workload of the system by
λnS 1{S ≥ θwnv (∞)}. On the other hand, each working server reduces the workload at a
constant rate 1, so that the pool of servers reduces the workload by Zn(∞) per unit time in
steady state. Since the mean workload is constant in steady state, we have
E[λnS 1{S ≥ θwnv (∞)}] =E[Zn(∞)]≥E[ZnA(∞)],
where the inequality follows Lemma 7.1 and the fact that Zn(∞) = Xn(∞) ∧ n and
ZnA(∞) =XnA(∞)∧ n.
Since S is exponentially distributed, and is independent of wnv (∞),
E[λnS 1{S ≥ θwnv (∞)}] = λnE[
∫ +∞
θwnv (∞)
se−sds] =E[e−θw
n
v (∞)(1 + θwnv (∞))].
Hence, for
(7.2) f(x) := e−x(1 + x), x ∈R+,
it holds that
E[f(θwnv (∞))] =E[S 1{S ≥ θwnv (∞)}]≥ (λn)−1E[ZnA(∞)].
Using (7.1), for f in (7.2).
(7.3) 1−E[f(θwnv (∞))] =O(n−1/2).
To prove the tightness of X˜n(∞), consider the steady-state probability of abandonment.
On the one hand, a generic customer abandons the system if S ≤ wnv (∞), where S again
stands for her service time; On the other hand, the exponential distribution of patience time
implies that the steady-state abandonment rate is θE[Qn(∞)]. Therefore we have
θE[Qn(∞)] = λnP (S ≤wnv (∞)) = λn(1−E[e−θw
n
v (∞)]).
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Notice that e−x ≥ (1− x)+ holds for any x ∈R+. Taking x= θwnv (∞) we obtain
E[e−θw
n
v (∞)]≥E[(1− θwnv (∞))+],
so that, using (1− x)+ = 1− (x∧ 1), for all x ∈R,
(7.4) E[Qn(∞)]≤ θ−1λnE[(θwnv (∞) ∧ 1)].
To bound the right-hand side of (7.4) from above, we elaborate on (7.3): Since f ′(x) =
−xe−x and f ′′(x) = (x− 1)e−x, for f in (7.2), f is strictly decreasing and concave on [0,1].
Therefore
E
[
f(θwnv (∞))
]≤E[f((θwnv (∞)) ∧ 1)]≤ f(E[(θwnv (∞)) ∧ 1]).(7.5)
where the first inequality follows the monotonicity of f , and the second inequality follows
from Jensen’s inequality. Finally, f(0) = 1 and f ′(x)≤−e−1x for x≤ 1, implying that
f(x) = f(0) +
∫ x
0
f ′(u)du≤ 1− x2/(2e) for x ∈ [0,1].
Using the latter inequality in (7.5) with x= (θwnv (∞))∧ 1, gives
E
[
f(θwnv (∞))
]≤ f(E[(θwnv (∞))∧ 1])≤ 1− (2e)−1(E[(θwnv (∞))∧ 1])2,
so that
E[(θwnv (∞))∧ 1]≤
√(
2e− 2eE[f(θwnv (∞))]).
It follows from (7.4) and (7.3), that
E[Qn(∞)]≤
√
2eθ−1λn
(
1−E[f(θwnv (∞))])1/2 =O(n3/4).
Finally, by Markov’s inequality, we have that, for anyM > 0,
lim sup
n→∞
P (n−3/4Qn(∞)≥M)≤M−1 lim sup
n→∞
n−3/4E[Qn(∞)]<∞,
implying that {Q˜n(∞) : n≥ 1} is tight in R, from which the tightness of {X˜n(∞) : n≥ 1}
follows.
7.3. Proof of Proposition 3.3
PROOF OF ASSERTION (A). We will show that
(7.6) E[Ln(∞)]≤ λn(1 + θ−2)(1−E[f(wnv (∞))]).
Together with (7.3), this implies that E[Ln(∞)] =O(n1/2), which is equivalent to the state-
ment of the assertion.
To prove (7.6), we consider the generalization of Little’s law, known as “H = λG”; e.g.,
see [21, Chapter 5]. Assume that the system is initialized in steady state, and let Enj , v
n
j , and
T nj be, respectively, the arrival time, offered wait, and the patience of the jth arrival. Also let
gnj (t) := (t−Enj )1{t ∈ [Enj ,Enj + (vnj ∧ T nj )]}
+ (θvnj − (t−Enj − vnj ))1{t ∈ [Enj + vnj ,Enj + (1 + θ)vnj ], vnj ≤ T nj },
We claim that
(7.7) Ln(t) =
∞∑
j=0
gnj (t), for all t≥ 0.
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To see this, recall that Ln(t) is the sum of the elapsed waiting time for all customers that
are in the queue, plus the remaining phase-1 service time for all customers in service. Now,
customer j is in the queue at time t if j is an element of the set {j : Enj ≤ t≤ Enj + (vnj ∧
T nj )}, and the elapsed waiting time of that customer is t−Enj . On the other hand, customer
j is in phase-1 of service if j is an element of the set {j : T nj ≥ vnj ,Enj + vnj ≤ t ≤ Enj +
(1+ θ)vnj }, and the remaining phase-1 service time for that customer is θvnj − (t−Enj − vnj ).
Hence, we obtain (7.7).
Let
Gnj :=
∫ ∞
0
gnj (t)dt= (v
n
j ∧ T nj )2/2 + 1{T nj ≥ vnj }(θvnj )2/2.
Since the system is considered to be in steady state, Gnj is, for each j ≥ 1, distributed like
Gn := (wnv (∞)∧ T )2/2 + 1{wnv (∞)≤ T}(θwnv (∞))2/2,
where wnv (∞) is the stationary offered wait defined in Section 7.2, and T is an exponentially
distributed random variable with rate θ that is independent of wnv (∞).
It follows from the following inequality
(7.8) Gn = (wnv (∞)∧ T )2/2 + 1{wnv (∞)≤ T}(θwnv (∞))2/2≤
1 + θ2
2
(wnv (∞) ∧ T )2,
and the trivial inequality wnv (∞)∧T ≤ T , thatE[Gn]<∞. It is also easy to check that (198)
in Chapter 5 of [21] holds, so that, by Theorem 5 in this reference,
E[Ln(∞)] = λnE[Gn],
which together with the inequality in (7.8), gives that
(7.9) E[Ln(∞)]≤ λn(1 + θ2)/2E [(wnv (∞)∧ T )2]≤ λn(1 + θ2)/2E[(wnv (∞)∧ T )2] .
Finally,
E[(wnv (∞)∧ T )2] =E
[∫ ∞
wnv (∞)
(wnv (∞))2θe−θtdt+
∫ wnv (∞)
0
t2θe−θtdt
]
=2θ−2(1−E[(1 + θwnv (∞))e−θw
n
v (∞)])
=2θ−2(1−E[f(wnv (∞))]).
Plugging the latter equality in (7.9) gives (7.6), and so Assertion (a) follows from (7.3), as
was mentioned above.
PROOF OF ASSERTION (B). By (7.9), it is sufficient to prove that, if β > 0, then
(7.10) E[(wnv (∞)∧ T )2] =O(n−1).
As in the proof of Proposition 5.5, we consider a coupling of the M/Mpc/n+Mpc system
with an Erlang-C system having the same arrival process and service rate 1. In turn, the
Erlang-C system can be considered to be an M/Mpc/n+Mpc system with patience that is
exponentially distributed with rate 0, so that the coupling in Lemma 5.3 can be applied. Let
the two coupled systems be initially empty.
Consider a customer that arrives at both systems. Inspecting the three cases in the proof of
Lemma 5.3, we immediately see that Case 1 irrelevant because there is no abandonment in the
Erlang-C system. The proof of Case 2 in Lemma 5.3 shows that the patience of the customer
in the M/Mpc/n +Mpc is shorter than the waiting time of that customer in the Erlang-C
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system. In particular, the delay in queue of the customer is shorter in the M/Mpc/n+Mpc
system than in the Erlang-C system. Finally, the proof of Case 3 in the proof of Lemma 5.3
shows again that the waiting time of the customer in M/Mpc + n/Mpc system is shorter
than in the Erlang-C system. Therefore, the waiting time of any customer is smaller in the
M/Mpc/n+Mpc system than in the coupled Erlang-C system. As β > 0 implies that β
n > 0
for sufficiently large n, there exists N0 ∈ Z+ such that the Erlang-C system is stable for
all n > N0. In particular, for n ≥ N0, the stationary waiting time of the M/Mpc/n +Mpc
system is stochastically dominated from above by the stationary waiting time of the Erlang-C
system.
Let wnU (∞) denote the stationary waiting time in the Erlang-C system, and note that the
stationary waiting time of a generic customer in the M/Mpc/n +Mpc is distributed like
wnv (∞)∧ T . Then the stochastic ordering wnv (∞)∧ T ≤s.t. wnU (∞) just argued implies that
(7.11) E[(wnv (∞)∧ T )2]≤E[(wnU (∞))2].
Now, the sojourn time of an arriving customer to the Erlang-C system that finds q − 1 cus-
tomers in queue, q ≥ 1, is distributed like the sum of q independent exponential variables
with mean n−1. Letting {γni } be a sequence of i.i.d. exponential random variables with mean
n−1, it holds that wnU (∞)
d
=
∑QnU (∞)
i=1 γ
n
i , due to PASTA, so that
E[(wnU (∞))2] =E[(
QnU (∞)∑
i=1
γni )
2] = n−2E[(QnU (∞))2] + n−2E[QnU (∞)].
Since {QnU (∞) : n ≥ 1} is a sequence of stationary queues of M/M/n systems staffed
according to (1.1), we can apply the (explicit) limits for the first and second moments of
the diffusion-scaled process in [7, Corollary 1], to conclude that E[(wnU (∞))2] = O(n−1).
Hence, (7.10) follows from (7.11).
8. Remaining Proofs of Lemmas in Section 6 In this section we prove Lemmas 6.1,
6.2, 6.3, and 6.5.
PROOF OF LEMMA 6.1. We again use a coupling of the M/Mpc/n +Mpc system with
another queueing system, which we denote by Un, using the same notation as in the proof of
Proposition 5.5 for the corresponding process (XnU ,Q
n
U ,Z
n
U ). We take system Un is a degen-
erated M/Mpc/n+Mpc system with arrival rate λ
n and service rate 1, in which customers
have infinite patience. For the coupling, we initialize system Un and the M/Mpc/n+Mpc
system as follows: first, we take XnU (0) =X
n(0); second, any initial customer in queue has
the same service time in both systems; third, any initial customer in service system U has the
same remaining service time in theM/Mpc/n+Mpc system. Note that system Un is not an
Erlang-C system, because some of the initial customers in service may be in their phase 1.
(There is no phase-1 service for any of the customers that arrive after time 0 in this system.
Using the same arguments as in the proof of Lemma 5.3, we can construct a coupling
betweenXn andXnU such that X
n(t)≤XnU (t), and thus Qn(t)≤QnU (t), w.p.1 for all t≥ 0.
Let Q˜nU (t) := n
−3/4Qn(n1/4t), it is sufficient to prove that {Q˜nU : n ≥ 1} is stochastically
bounded in D.
Let A and S be two unit-rate Poisson processes. Let ZnU0 and Z
n
U be the processes that
characterize the number of customers in phase-1 service and phase-2 service, respectively.
(Recall that arrivals have only phase-2 service, but initial customers may have phase-1 ser-
vice). Let
X˜nU (t) := n
−3/4(XnU (n
1/4t)− n), Z˜nU (t) := n−3/4(ZnU (n1/4t)− n),
Z˜nU0(t) := n
−3/4Z˜nU0(n
1/4t).
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Following similar arguments as in Section 4.1, X˜nU admits the following martingale repre-
sentation
(8.1) X˜nU (t) = X˜
n
U (0)− βnt− n1/4
∫ t
0
Z˜nU (s)ds+ M˜
n
UA(t)− M˜nUS(t), for all t≥ 0,
where
M˜nUA(t) = n
−3/4(A(n1/4λnt)− n1/4λnt), and
M˜nUS(t) = n
−3/4
(
S
(∫ n1/4t
0
ZnU (s)ds
)− ∫ n1/4t
0
ZnU (s)ds
)
, for t≥ 0.
It follows from the Poisson FCLT (e.g., Theorem 4.2 in [11]) that
n−5/8(A(n5/4·)−n5/4η(·))⇒B(·) and n−5/8(S(n5/4·)−n5/4η(·))⇒B(·), for all t≥ 0,
for a standard Brownian motion B, so that
‖n−3/4(A− η)‖n5/4t⇒ 0 and ‖n−3/4(S − η)‖n5/4t⇒ 0, for all t≥ 0,
Therefore
n1/4λnt=O(n5/4)t and
∫ n1/4t
0
ZnU (s)ds≤ n5/4t,
imply that
(M˜nUA, M˜
n
US)⇒ (0η,0η) in D2, as n→∞.
Consider the process
ξn(t) := M˜nUA(t)− M˜nUS(t) + n1/4
∫ t
0
Z˜nU0(s)ds, t≥ 0.
Using similar arguments as in the proof of Proposition 5.2(a), one can show that
n1/4
∫ ·
0
Z˜nU0(s)ds= op(1),
so that ξn = oP (1). Using the equality Z˜
n
U = X˜
n
U ∧ 0−ZnU0, (8.1) becomes
X˜nU (t) = X˜
n
U (s)− βn(t− s)− n1/4
∫ t
s
X˜nU (s)∧ 0ds+ ξn(t)− ξn(s), t≥ s≥ 0.
Take s := sup{u ∈ [0, t] :XnU (u)< 0}, where, for ∅ denoting the empty set, sup∅ := 0. Then
either s = t or XnU ≥ 0 on [s, t), implying that n1/4
∫ t
s X˜
n
U (s) ∧ 0ds = 0. Moreover, either
s= 0 or XnU (s−)≤ 0, where in the latter case XnU (s)≤ 1 since XnU only has either positive
or negative jumps of size 1. In particular, XnU (s)≤XnU (0) ∨ 0 + 1. Therefore,
X˜nU (t)≤ X˜nU (0) ∨ 0 + n−3/4 − (βn ∧ 0)t+ 2‖ξn‖t.
Notice that the right-hand side is strictly positive and non-decreasing in t.Using Q˜nU = X˜
n
U ∨
0,
‖Q˜nU‖t ≤ X˜nU (0) ∨ 0 + n−3/4 − (βn ∧ 0)t+2‖ξn‖t.
As n→∞, X˜nU (0)⇒X0 in R and βn→ β ∈R, so that the right-hand side is stochastically
bounded in R for any t≥ 0, so that {Q˜n : n≥ 1} is stochastically bounded in D, as stated.
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PROOF OF LEMMA 6.2. We first observe that, for any t > 0,
(8.2) Qn(t)≥An(t)−An(t−wn(t))−Rn(t) +Rn(t−wn(t)).
To see this, note that the head-of-line customer arrived at time t − wn(t). Thus, any wait-
ing customer at time t must either be an initial customer, or a customer that arrived to the
system during [t−wn(t), t). On the other hand, the number of those customers that arrived
during [t− wn(t), t] and abandoned by time t is clearly no larger than the total number of
abandonments during [t−wn(t), t]. Thus, we get (8.2).
Notice that
n−3/4An(n1/4t) = M˜nA(t) + n
−1/2λnt,
n−3/4An(n1/4t−wn(n1/4t)) = M˜nA(t− n−1/2w˜n(t)) + n−1/2λn(t− n−1/2w˜n(t))
n−3/4Rn(n1/4t) = M˜nR(t) + θ
∫ t
0
n1/4Q˜n(s)ds
n−3/4Rn(n1/4t−wn(n1/4t)) = M˜nR(t− n−1/2w˜n(t)) + θ
∫ t−n−1/2w˜n(t)
0
n1/4Q˜n(s)ds,
Plugging these equalities in (8.2) and using the LOF scaling gives
Q˜n(t)≥n−3/4(An(n1/4t)−An(n1/4t−wn(n1/4t))
−Rn(n1/4t) +Rn(n1/4t−wn(n1/4t)))
=n−1λnw˜n(t) + M˜nA(t)− M˜nA(t− n−1/2w˜n(t))
− θ
∫ t
t−n−1/2w˜n(t)
n1/4Q˜n(s)ds− M˜nR(t) + M˜nR(t− n−1/2w˜n(t))
≥w˜n(t)(n−1λn − n−1/4θ‖Q˜n‖t)− 2‖M˜nA‖t − 2‖M˜nR|t.
The statement follows from the facts that the processes Q˜n, M˜nA, and M˜
n
R are all oP (1),
n−1/4‖Q˜n‖t⇒ 0 in R, and λn/n→ 1.
PROOF OF LEMMA 6.3. Fix n ≥ 1. That Fn(s, t) is integrable follows from −θ−1λn ≤
Fn(s, t) ≤ An(s). Let {Gns,t : s ≥ 0} be the natural filtration generated by Fn(s, t), aug-
mented by including all P -null sets. Note that, for 0≤ s1 < s2 ≤ t,
Fn(s2, t)−Fn(s1, t) =
∫ s2
s1
1{EnAn(s) + T nAn(s) > t}dAn(s)− θ−1λn(eθ(s2−t) − eθ(s1−t)).
and that the right-hand side is independent of Gns1,t. Hence,
E
[∫ s2
s1
1{EnAn(s) + T nAn(s) > t}dAn(s)
∣∣∣Gns1,t]
=E
[∫ s2
s1
1{EnAn(s) + T nAn(s) > t}dAn(s)
]
=E
[∫ s2
s1
E
[
1{EnAn(s) + T nAn(s) > t}
∣∣EnAn(s)]dAn(s)]
Since T nAn(s)—the patience of the last customer to arrive before time s—is exponentially
distributed and is independent of the arrival time EnAn(s),
E
[
1{EnAn(s) + T nAn(s) > t}
∣∣EnAn(s)]= exp(−θ(EnAn(s) − t))
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Therefore,
E
[∫ s2
s1
E
[
1{EnAn(s) + T nAn(s) > t}
∣∣EnAn(s)]dAn(s)]=E[∫ s2
s1
exp(−θ(EnAn(s) − t))dAn(s)
]
.
Finally, An is a simple counting process, and EnAn(s) = s when dA
n(s) = 1, so that
E
[∫ s2
s1
exp(−θ(EnAn(s) − t))dAn(s)
]
=E
[∫ s2
s1
e−θ(s−t)dAn(s)
]
= θ−1λn(eθ(s2−t) − eθ(s1−t)).
Thus,
E[Fn(s2, t)−Fn(s1, t)|Gs1,t] = 0, for 0≤ s1 ≤ s2 ≤ t,
implying that {Fn(s, t) : s ∈ [0, t]} is a martingale.
To prove that {eθt sups∈[0,t] |Fn(s, t)| : t≥ 0} is a submartingale, let {Gnt : t≥ 0} be the
right-continuous filtration generated by
(An(s),1{T nk +Enk < t} : s≤ t, k ≤An(t)) ,
and augmented by including all P -null sets. It is easy to check that Fn(s, s+ t) ∈ Gns+t and
sups∈[0,t] |F (s, t)| ∈ Gnt . We will show that sups∈[0,t] |F (s, t)| is a Gn-submartingale, and
therefore also a submartingale with respected to the (augmented) natural filtration.
To this end, fix 0 ≤ t1 ≤ t2. for s1 ∈ [0, t1] such that EnAn(s1) + T nAn(s1) > t1. Due to
the memoryless property of T nAn(s1), E
n
An(s1)
+ T nAn(s1) − t1 is also an exponential random
variable with rate θ, so that
P
(
EnAn(s1) + T
n
An(s1)
> t2|EnAn(s1) + T nAn(s1) > t1
)
= eθ(t1−t2).
Trivially,
EnAn(s1) + T
n
An(s1)
≤ t2 if EnAn(s1) + T nAn(s1) ≤ t1.
Now,EnAn(s1)+T
n
An(s1)
> t2 is, condition on the event {EnAn(s1)+T nAn(s1) > t1}, independent
of Gnt1 . Finally, 1{EnAn(s1) + T nAn(s1) > t1} ∈ Gnt1 , implying that
E
[
1{EnAn(s1) + T nAn(s1) > t2}|Gnt1
]
= eθ(t1−t2)1{EnAn(s1) + T nAn(s1) > t1}.
Integrating both sides of the equality with respect to s1 over [0, s] and using the equality
eθ(t1−t2)θ−1λn(e−θ(t1−s)− e−θt1) = θ−1λn(e−θ(t2−s) − e−θt2),
gives
E
[
Fn(s, t2)|Gnt1
]
= eθ(t1−t2)Fn(s, t1), for all 0≤ s≤ t1 ≤ t2.
In particular, {eθ(s+t)Fn(s, s+ t) : t≥ 0} is a {Gns+t : t≥ 0}-martingale.
Now let 0≤ t1 ≤ t2 and an arbitrary random time S ≤ t1 such that S ∈ Gnt1 , we have
E
[
eθt2 sup
s∈[0,t2]
|Fn(s, t2)|
∣∣∣Gnt1]≥E[|eθt2Fn(S, t2)|∣∣∣Gnt1].
It follows from the facts that S ∈ Gnt1 , and that {eθ(s+t)Fn(s, s+t) : t≥ 0} is a {Gns+t : t≥ 0}-
martingale, that
E
[
eθt2Fn(S, t2)
∣∣Gnt1]= eθt1Fn(S, t1).
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By Jensen’s inequality
E
[
|eθt2Fn(S, t2)|
∣∣Gnt1]≥ eθt1 |Fn(S, t1)|,
so that
(8.3) E
[
eθt2 sup
s∈[0,t2]
|Fn(s, t2)|
∣∣∣Gnt1]≥ eθt1 |Fn(S, t1)|.
Finally, |Fn(s, t1)| ∈ Gnt1 for any s ∈ [0, t1]. Since Fn(·∧t1, t1) has right-continuous paths,
for each ǫ > 0 we can choose Sǫ ∈ Gnt1 such that
sup
s∈[0,t1]
|Fn(s, t1)| ≤ |Fn(Sǫ, t1)|+ ǫ,w.p.1.
Taking S = Sǫ in (8.3) gives
E
[
eθt2 sup
s∈[0,t2]
|Fn(s, t2)|
∣∣∣Gnt1]≥ eθt1 sup
s∈[0,t1]
|Fn(s, t1)| − ǫ, for all t1 ≥ 0 and ǫ > 0.
The proof follows upon taking ǫ→ 0.
PROOF OF LEMMA 6.5. We first prove that {U˜n1 : n≥ 1} is stochastically bounded in D.
Consider the LOF-scaled process in (4.6),
U˜n1 (t) =
∫ t
T˜n0 ∧t
1{n−1/2θw˜n(s−) + s > t}dM˜nS (s).
Notice that the integrand is non-negative and satisfies
(8.4) 1{n−1/2θw˜n(s−) + s > t} ≤ 1{s≥ t− n−1/2θ‖w˜n‖t}, for all 0≤ s≤ t.
Thus,
|U˜n1 (t)| ≤
∫ t
0
1{s≥ t− n−1/2θ‖w˜n‖t}d|M˜nS (t)|
≤
∫ t
t−n−1/2θ‖w˜n‖t
d|M˜nS (t)|
≤ 2‖M˜nS ‖t + 2θ‖w˜n‖t,
where the last inequality follows from (6.8). By Proposition 5.2(b) and Lemma 6.2, the
right-hand side is stochastically bounded in D, implying that {U˜n1 : n≥ 1} is stochastically
bounded in D as well.
To prove that {Z˜n1 − Z˜n0 : n≥ 1} is stochastically bounded inD, consider the LOF-scaled
process in (4.7)
Z˜n1 (t)− Z˜n0 (t) =
∫ t
T˜n0 ∧t
1{n−1/2θw˜n(s−) + s > t}(n1/2 + n1/4Z˜n2 (s))ds+ U˜n1 (t).
Again, using Z˜n2 ≤ 0 w.p.1 and (8.4),
|Z˜n1 (t)− Z˜n0 (t)| ≤n1/2
∫ t
0
1{s≥ t− n−1/2θ‖w˜n‖t}ds+ |U˜n1 (t)| ≤ θ‖w˜n‖t + ‖U˜1‖t.
Since the right-hand side is non-decreasing in t, Lemma 6.2 and the stochastic boundedness
of {U˜n : n≥ 1} in D imply that {Z˜n1 − Z˜n0 : n≥ 1} is also stochastically bounded in D.
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To prove that {X˜n : n≥ 1} is stochastically bounded in D, we use the same arguments as
in the proof of Proposition 5.3 to obtain (6.22), and in particular,
X˜n ≥ ξn + εn,
where εn = oP (1). It follows from the stochastic boundedness of {w˜n : n ≥ 1} and {Z˜n1 −
Z˜n0 : n≥ 1} in D, that ξn is also OP (1). Therefore, ξn + εn ≤ X˜n ≤ Q˜n implies that {X˜n}
is stochastically bounded in D, and thus Z˜n = X˜n ∧ 0, implies that {Z˜n : n≥ 1} is stochas-
tically bounded in D. Finally, Z˜n2 + Z˜
n
0 = Z˜
n − (Z˜n1 − Z˜n0 ) implies that {Z˜n2 + Z˜n0 : n≥ 1}
is stochastically bounded in D.
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