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Picard-Lefschetz theory and dilating C∗-actions
Paul Seidel
Abstract. We consider C∗-actions on Fukaya categories of exact symplectic manifolds. Such
actions can be constructed by dimensional induction, going from the fibre of a Lefschetz fibration
to its total space. We explore applications to the topology of Lagrangian submanifolds, with an
emphasis on ease of computation.
0. Introduction
It has been gradually recognized that certain classes of non-closed symplectic manifolds admit
symmetries of a new kind. These symmetries are not given by groups acting on the manifold, but
instead appear as extra structure on Floer cohomology, or more properly on the Fukaya category.
The first example may have been the bigrading on the Floer cohomology of certain Lagrangian
spheres in the Milnor fibres of type (A) hypersurface singularities in Cn, described in [12] (it
turned out later [21, Section 20] that this is compatible with the A∞-structure of the Fukaya
category only if n ≥ 3). The geometric origin of such symmetries (on the infinitesimal level) has
been studied in [25], with applications in [24, 15, 1]. A roadmap is provided (via mirror symmetry)
by the theory of equivariant coherent sheaves, and its applications in algebraic geometry and
geometric representation theory; the relevant literature is too vast to survey properly, but [18, 8]
have been influential for the developments presented here.
In [22], the example from [12] was used as a test case for talking about such symmetries in
an algebraic language of A∞-categories with C∗-actions. Here, we generalize that approach,
and combine it with the symplectic version of Picard-Lefschetz theory [21]. Recall that classi-
cal Picard-Lefschetz theory provides (among other things) a way of computing the intersection
pairing in the middle-dimensional homology of an affine algebraic variety, by induction on the
dimension. As one consequence of our construction, one gets a similar machinery for defining and
computing algebraic analogues of the q-intersection numbers from [25]. Aside from their intrinsic
interest, these q-intersection numbers have implications for the topology of Lagrangian submani-
folds. These are similar in spirit to those derived in [24], but benefit from the more rigid setup of
C∗-actions, as well as the greater ease of doing computations in a purely algebraic framework. In
particular, Example 1.20 would be out of reach of the methods in [24], since those only involved
the first derivative in the equivariant parameter q around q = 1, whereas (1.80) vanishes at least
to order 2 at that point. Another noteworthy comparison is [14], which contains an example of a
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non-existence theorem for Lagrangian submanifolds whose statement is of a similar kind to that
in Example 1.20. However, the proof in [14] relies on a classification of spherical objects [10],
which is difficult to generalize to other situations.
There is a foundational question here, which is what one really means by “the Fukaya category
admits a C∗-action”. Here, we use a simple ad hoc definition, which is not intrinsic: it amounts
to saying that the Fukaya category can be embedded into a larger category, and that the larger
category carries a C∗-action in a more naive sense. Certain questions, such as the persistence
of the symmetry under deformations of the symplectic form, cannot be meaningfully addressed
in this framework. However, at present these are mostly theoretical shortcomings: while there
are definitions of an action of C∗ (or more general algebraic group) on an A∞-category which
are more satisfying, they have not yet led to substantially stronger applications in symplectic
topology.
The structure of this paper is as follows:
• In Section 1, we focus on the q-intersection numbers and their applications, leaving the
categorical structures out of the picture as much as possible. This allows us to present
the theory as a natural extension of classical Picard-Lefschetz theory, even though certain
notions must remain temporarily unexplained. Several concrete examples are considered.
• Sections 2 and 3 collect the necessary notions from homological algebra. All of them are
quite basic, except for a construction of equivariant A∞-modules which we quote from
[22]. The main feature of the exposition is that directed A∞-categories play a preferred
role.
• Section 4 applies the algebraic theory to Fukaya categories. After a review of some
material about Lefschetz fibrations from [21], we derive the general results stated in
Section 1 (the core of the argument is in Section 4.d), and also complete the computations
required in our examples.
Acknowledgments. I owe a substantial debt to Mohammed Abouzaid, who suggested that I
should look at Lefschetz fibrations whose fibres admit C∗-actions. Partial support was provided
by NSF grants DMS-1005288 and DMS-1500954, and by the Simons Foundation through a Simons
Investigator grant. I would also like to thank Boston College, where a large part of the paper
was written, for its hospitality.
1. q-intersection numbers
(1.a) Classical Picard-Lefschetz theory. Picard-Lefschetz theory provides a way of analyzing
the topology of a class of manifolds (complex algebraic varieties, as well as certain complex
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analytic and symplectic manifolds). We will be particularly interested in what the theory has to
say about the middle-dimensional homology and its intersection pairing.
Setup 1.1. We will work with smooth Lefschetz fibrations
(1.1) pi : E −→ D,
where the base D is a closed oriented disc, and the total space E an oriented compact 2n-manifold
with corners. The local behaviour of pi is as follows:
• Near a regular point, the local model for (1.1) is a trivial fibration with fibre R2n−2−k ×
(R+)k for some k (k = 0 is a fibrewise interior point, k > 0 a fibrewise boundary point);
• Critical points must lie in the interior of E, and their image must lie in the interior of D.
At most one such point may lie in each fibre. Finally, around each critical point, there
should be oriented complex coordinates on E and D, in which pi(x1, . . . , xn) = x
2
1+· · ·+x2n.
We fix a base point ∗ ∈ ∂D, and denote the fibre over that point by F = E∗. This is a (2n− 2)-
dimensional manifold with corners.
Away from the critical points, one can equip the fibration with a horizontal distribution (a
subspace of the tangent space complementary to ker(Dpi) ⊂ TE) which is parallel to all the
boundary strata of the fibres. This provides parallel transport maps, away from the singular
fibres.
Remark 1.2. In most algebro-geometric applications, one starts with an open algebraic variety
and a regular function on it, satisfying suitable conditions. The setup (1.1) is then recovered by
passing to a (carefully chosen) large compact subset. When talking about Picard-Lefschetz theory
for algebraic varieties, we will implicitly assume that this transition has being carried out.
Up to homotopy equivalence, E is obtained from F by attaching n-cells, one for each critical
point of pi. In particular, the abelian group
(1.2) Hpi = Hn(E,F )
is free, and its rank equals the number of critical points, which we will denote by m. Hpi carries
a modified version of the intersection pairing, which we call the variation pairing, with notation
(1.3) (h0, h1) 7−→ h0 ·pi h1 ∈ Z.
To construct that, one moves ∗ in positive direction along the boundary by a small amount, to
a new point ∗˜. One can realize this by an isotopy of the disc, and then lift that to an isotopy of
E, by parallel transport. The endpoint of that isotopy is a diffeomorphism which maps F to the
fibre F˜ over ∗˜. Denote by h˜ the image of a homology class h under the resulting isomorphism
H∗(E,F ) ∼= H∗(E, F˜ ). One defines
(1.4) h0 ·pi h1 = h˜0 · h1,
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where the right hand side is the standard intersection pairing between Hn(E, F˜ ) and Hn(E,F )
(which makes sense because F ∩ F˜ = ∅). The variation pairing has the following properties:
• On classes in the image of Hn(E)→ Hpi, it equals the standard intersection pairing.
• It is not (graded) symmetric, but instead satisfies
(1.5) h0 ·pi h1 − (−1)n h1 ·pi h0 = ∂h0 · ∂h1,
where ∂ : Hpi → Hn−1(F ) is the boundary map, and the right hand side is the intersection
pairing in F .
Convention 1.3. Our definition of the intersection number of middle-dimensional cycles on a
2n-manifold differs from the usual one by a sign (−1)n(n+1)/2. As a consequence, if the ambient
manifold has an almost complex structure, and L is an oriented closed totally real submanifold,
its selfintersection number equals the Euler characteristic:
(1.6) L · L = χ(L).
One can view this as a change of convention for the orientation of an almost complex manifold.
If (ξ1, . . . , ξn) is an oriented basis of the tangent space of L, the usual orientation of the ambient
almost complex manifold is given by (ξ1, Jξ1, . . . , ξn, Jξn). Changing it by (−1)n(n+1)/2 yields
(Jξ1, . . . , Jξn, ξ1, . . . , ξn), which agrees with the standard orientation of the total space of TL in
which the zero-section has self-intersection (1.6).
To make things more concrete, choose a basis (sometimes also called a distinguished set) of
vanishing paths (γ1, . . . , γm); see [3, Vol. 2, p. 14] or [21, Section 16]. To each γk one can
associate an embedded n-disc ∆k ⊂ E (the Lefschetz thimble), with boundary V k = ∂∆k ⊂ F
(the vanishing cycle). These cycles satisfy (in accordance with (1.5) as well as a suitably modified
version of (1.6), which we won’t discuss in detail)
∆k ·pi ∆k = χ(∆k) = 1,(1.7)
V k · V k = χ(V k) = 1− (−1)n.(1.8)
After choosing orientations, the ∆k form a basis of Hpi, which is such that the variation pairing
is upper-triangular. More precisely, one has:
(1.9) ∆i ·pi ∆j =

V i · V j i < j,
1 i = j,
0 i > j.
To formulate this more concretely, let’s introduce two matrices A, B of size m×m, with entries
Aij = ∆
i ·pi ∆j ,(1.10)
Bij = V
i · V j .(1.11)
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B determines A by (1.9); conversely, by (1.8) and the symmetry of the intersection pairing on F ,
(1.12) B = A− (−1)nA∗,
where A∗ is the transpose. If L ⊂ E is an oriented closed n-dimensional submanifold, then its
class [L] ∈ Hpi corresponds to a lattice element l ∈ Zm satisfying
(1.13) B l = 0.
This just expresses the fact that [L] must lie in the nullspace of (1.5), since ∂[L] = 0. If L0, L1
are two such submanifolds, then
(1.14) l∗0 A l1 = L0 · L1.
In view of (1.9), this in principle allows one to compute intersection pairings on middle-dimensional
homology by dimensional induction (from the fibre to the total space of the Lefschetz fibration).
Certain other invariants, derived from A, are also geometrically meaningful. Monodromy gives
an automorphism N of Hpi, which is uniquely characterized by the fact that
(1.15) h0 ·pi Nh1 = (−1)nh1 ·pi h0.
In a basis of Lefschetz thimbles, this reduces to the formula [3, vol. 2, Theorem 2.6]
(1.16) N = (−1)nA−1A∗ ∈ GL(m,Z).
One can also consider a deformed version of (1.12), namely
(1.17) A− q(−1)nA∗ ∈ Mat(m×m,Z[q, q−1]),
which defines a bilinear pairing on Hpi with values in Z[q, q−1]. The geometric meaning of this
pairing, in terms of homology with twisted coefficients, is described in [9, Section 3]. The deter-
minant of (1.17) recovers the characteristic polynomial of N .
(1.b) Examples. We work out (1.10) and the implications of (1.14) explicitly in three instances,
of which the first one is very familiar (and included only because it reappears as an intermedi-
ate step in the other two). The results of these computations will be stated without detailed
proofs; this is unproblematic since they are only intended as background for the more refined
computations later on.
Example 1.4. For any r ≥ 1 and n ≥ 2, consider the hypersurface Y ⊂ Cn given (in coordinates
y, z1, . . . , zn−1) by
(1.18) Y = Yr = {p(y) = z21 + · · ·+ z2n−1},
where p is a degree r+1 polynomial with only simple zeros. Y is the Milnor fibre of the (Ar) type
hypersurface singularity in dimension n − 1. The projection y : Y → C has only nondegenerate
critical points (and will become a Lefschetz fibration, in the sense defined above, after passing to
suitable compact subsets). Its critical values are precisely the zeros of p. Any embedded path in C
whose endpoints lie in p−1(0), and which otherwise avoids that set, defines an embedded totally
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Figure 1.
real sphere Σ ⊂ Y (see e.g. [12]); one can think of Σ as the union of two Lefschetz thimbles,
associated to two halves of the path, joined along their common boundary.
Suppose for concreteness that p(y) = yr+1− 1, and consider straight paths from one root of unity
to the next (in clockwise order), as in Figure 1. This gives spheres Σ1, . . . ,Σr+1 ⊂ Y . For specific
choices of orientations, and assuming r > 1, these satisfy
(1.19) Σi · Σj =

1− (−1)n i = j,
−1 j = i− 1,
(−1)n j = i+ 1,
0 otherwise.
(There is a relation [Σ1] + · · ·+ [Σr+1] = 0 in homology, but we find it convenient to use all the
Σi, for greater symmetry; one can also include the trivial case r = 1, in which the only relevant
information is the selfintersection number of [Σ1] = −[Σ2]).
Let’s see how Picard-Lefschetz theory recovers (1.19). The smooth fibre of the y-projection is an
affine quadric, hence diffeomorphic to T ∗Sn−2. All vanishing cycles of the projection are equal to
the zero-section Sn−2 ⊂ T ∗Sn−2. If we choose a basis of such cycles, their intersection numbers
form a matrix (1.11) with Bij = χ(S
n−2) = 1 + (−1)n. The nullspace of B is spanned by s1 =
(−1, 1, 0, . . . , 0) and its cyclic permutations s2, . . . , sr+1, again with a relation s1 + · · ·+sr+1 = 0.
Applying (1.14) reproduces (1.19):
(1.20) (si)∗Asj = Σi · Σj .
Example 1.5. Fix coprime integers 0 < a < b, and another integer n ≥ 2. Consider
(1.21) X = Xa,b = {xayb − 1 = z21 + · · ·+ z2n−1},
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where (x, y, z1, . . . , zn−1) are the coordinates in Cn+1. As a Lefschetz fibration, take the map
(1.22)
pi : X −→ C,
pi(x, y, z1, . . . , zn−1) = ax+ by.
The fibres of pi are the hypersurfaces encountered in Example 1.4, for r = a+ b− 1. Concretely,
take Y = pi−1(0), which is (1.18) for p(y) = ya+b(−b/a)a − 1. An easy branch locus computation
[4, Section 3.3] shows that (1.22) has a basis of vanishing cycles V i ⊂ Y , which are themselves
fibered over paths in the y-plane as in Figure 2. In homology, this means that
(1.23) [V i] = [Σi] + [Σi+1] + · · ·+ [Σi+a−1].
From that and (1.19), one computes the matrix (1.11). It turns out to be a cyclic band matrix:
if rows and columns are indexed by Z/(a+ b), the entries Bij depend only on i− j. Concretely,
(1.24) Bij =

(−1)n i− j = −a mod (a+ b),
1 + (−1)n i− j = −a+ 1, . . . ,−1 mod (a+ b),
1− (−1)n i = j,
−1− (−1)n i− j = 1, . . . , a− 1 mod (a+ b),
−1 i− j = a mod (a+ b),
0 otherwise.
For instance, if (a, b) = (2, 3) and n is even, one has
(1.25) B =

0 2 1 −1 −2
−2 0 2 1 −1
−1 −2 0 2 1
1 −1 −2 0 2
2 1 −1 −2 0
 , A =

1 2 1 −1 −2
0 1 2 1 −1
0 0 1 2 1
0 0 0 1 2
0 0 0 0 1
 .
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Suppose first that n is odd. Then, the nullspace of (1.24) is generated by h = (1, . . . , 1). This
implies that the image of the map Hn(X) → Hpi is of rank at most one (one can check that the
image is in fact exactly Zh). One has
(1.26) h∗Ah = 0.
In the simplest case a = 1 and n = 3, one can show that all X1,b are diffeomorphic to the
cotangent bundle T ∗S3, in a way which is compatible with the homotopy class of the almost
complex structure (see [16] for more information about the case a = 1 for general odd n).
The situation for even n is a little more interesting. As before, h lies in the nullspace of B. If r
is odd, it generates that nullspace. If r is even, the nullspace has rank 2, with the other generator
being h¯ = (1, 0, 1, 0, . . . ). However, going back to (1.23), one sees that the kernel of the boundary
map Hpi → Hn−1(Y ) is Zh for any r. Hence, the intersection pairing on Hn(X) is fully described
by
(1.27) h∗Ah = 2ab.
In the simplest instances, namely for n = 2 and a = 1, X is a Danielewski surface [7], diffeo-
morphic to the total space of the complex line bundle of degree −2b over S2. The case n = 2 and
a > 1 is more complicated: one gets a four-manifold with a circle action, and its boundary (at
infinity) is a Seifert fibered space whose base has orbifold Euler characteristic 2/a+ 2/b− 2 < 0.
The vanishing of (1.26) is obvious from a topological viewpoint, since intersection numbers are
skew-symmetric in odd dimensions. For the even-dimensional situation, the fact that (1.27) is
even again has a general topological explanation: since X is a hypersurface in affine space, TX
is stably trivial, and such manifolds necessarily have even intersection form (this follows from
the Wu formula, which expresses the mod 2 selfintersection in Hn(X) as the pairing with a
characteristic class of TX [27, 11]).
Example 1.6. As a variation of the previous situation (specialized to a = 1, b = 2), consider
(1.28) X = {(xy2 − 1)x = z21 + · · ·+ z2n−1},
which has
(1.29) H∗(X) ∼=
{
Z ∗ = 0, n− 1, n,
0 otherwise.
To apply Picard-Lefschetz theory, we again use pi(x, y, z1, . . . , zn−1) = x + 2y. The fibre Y =
pi−1(0) is (1.18) for the poynomial p(y) = y4/4 + y/2, whose zeros are {0} ∪ 3√−2. A basis of
vanishing cycles in Y consists of the three spheres fibered over the paths drawn in Figure 3. The
analogue of (1.24) is
(1.30) B =
 1− (−1)n −1− 2(−1)n 2 + (−1)n2 + (−1)n 1− (−1)n −2− (−1)n
−1− 2(−1)n 1 + 2(−1)n 1− (−1)n
 .
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The nullspace of B is generated by h = ((−1)n, 1, 1), and
(1.31) h∗Ah = 0,
which implies that the intersection pairing on Hn(X) is zero for any n.
The case n = 2 is a well-known one in mirror symmetry. In that dimension, the subset of
X = {x2y2 − x = z2} where x 6= 0 can be identified with (C∗)2 by setting
(1.32) u1 =
1
xy − z , u2 =
1
xy + z
,
and then
(1.33) pi(u1, u2) = u1 + u2 +
1
u1u2
is the Landau-Ginzburg superpotential mirror to CP 2. The fibres of this superpotential are three-
punctured (smooth or nodal) curves, and X is obtained from (C∗)2 by filling in one of the punc-
tures in each fibre. This explains why Figure 3 reproduces [4, Figure 5]. It also shows that X
contains a totally real torus (namely, S1×S1 ⊂ (C∗)2 ⊂ X) which is nonzero in homology. This
gives an alternative explanation for the vanishing of the intersection pairing, via (1.6).
There is a similar topological viewpoint for general n. The subset of (1.28) where x 6= 0 can be
identified with Cn \ {z21 + · · ·+ z2n = 0}, by setting
(1.34) zn =
√−1xy.
This subset retracts to a totally real submanifold L, namely the image of the embedding
(1.35)
S1 ×Z/2 Sn−1 −→ Cn \ {z21 + · · ·+ z2n = 0},
(ζ, v) 7−→ ζv.
Here, ζ ∈ S1 ⊂ C, v ∈ Sn−1 ⊂ Rn, and Z/2 acts on both by the antipodal map. Up to homotopy
equivalence, X can be obtained from S1×Z/2Sn−1 by contracting the subset S1×Z/2Sn−2, so that
H˜∗(X;Q) ∼= H∗(S1;Q)⊗H∗(Sn−1, Sn−2;Q)Z/2. If n is even, (1.35) is orientable and represents
a nontrivial homology class, which again allows one to use (1.6) to determine the intersection
pairing.
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(1.c) C∗-actions on Fukaya categories. At this point, we add symplectic structures to the
discussion. This allows one to overcome the limitations of a purely topological theory (such as
that encountered in Example 1.5 for odd n, where the intersection pairing is the same for all
a, b). For technical reasons, we impose additional assumptions as follows:
Setup 1.7. Throughout, we will work with exact symplectic manifolds with corners
(1.36) (M2n, ωM = dθM , IM )
in the sense of [21, Section 7]. Additionally, any such manifold is assumed to come with a trivi-
alization of the canonical bundle KM = Λ
n
C(TM
∗) (only the homotopy class of that trivialization
matters).
An exact Lagrangian brane in M is a Lagrangian submanifold L ⊂M which is closed, connected,
exact (meaning that θM |L is an exact one-form), and comes with a choice of grading (which in
particular determines an orientation) as well as a Spin structure.
The class of exact symplectic manifolds with corners includes Liouville domains, which are the
special case where M has smooth boundary, and near that boundary, θM = −dh ◦ IM for some
function satisfying h|∂M = 0, dh > 0 in outwards direction (conversely, given any exact symplec-
tic manifold with corners, one can shrink it slightly and modify the almost complex structure,
so as to make it into a Liouville domain; hence, allowing manifolds with corners does not add
substantially to the level of generality, but it is convenient when discussing Lefschetz fibrations).
Example 1.8. Let X = {p(x1, . . . , xn+1) = 0} ⊂ Cn+1 be a smooth affine hypersurface. Choose
a real polynomial h = h(x1, x¯1, . . . , xn+1, x¯n+1) : Cn+1 → R which is proper, bounded below, and
strictly plurisubharmonic. Take R larger than the largest critical value of h|X. Then, M =
{x : h(x) ≤ R} equipped with θM = −dch, ωM = dθM , and the standard complex structure
IM = i, is a Liouville domain. Moreover, up to deformation inside the class of such domains, it
is independent of the choice of h and R [6, Proposition 3.3]. One equips it with the trivialization
of KM given by the complex volume form res(dx1 ∧ · · · ∧ dxn+1/p).
To an M as in Setup 1.7, one can associate its Fukaya A∞-category F(M) (this is the Z-graded
version, with coefficients in C). The objects of F(M) are exact Lagrangian branes, and the
cohomology level morphism spaces are Lagrangian Floer cohomology groups
(1.37) H∗(homF(M)(L0, L1)) = HF ∗(L0, L1),
whose Euler characteristic equals the intersection number:
(1.38) χ(HF ∗(L0, L1)) = L0 · L1.
For L0 = L1 = L, there is a canonical algebra isomorphism which refines the equality (1.6):
(1.39) H∗(homF(M)(L,L)) ∼= H∗(L;C).
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The next topic is the main black box of our current discussion: we will suppose from now on that
M has a dilating C∗-action. What we actually mean by this is that the Fukaya category F(M)
admits such an action, in a sense which will be made precise in Definitions 4.1 and 4.3; and that
we work with a fixed such action. However, for the moment the more compact, if slightly more
vague, terminology may be permitted. In this situation, each exact Lagrangian brane L ⊂ M
comes with a distinguished deformation class
(1.40) Def 0L ∈ HF 1(L,L) ∼= H1(L;C).
If that class vanishes (in particular, if H1(L;C) = 0), L can be made equivariant, in a sense
which will be specified later on; see Definition 4.2. Making L equivariant involves a choice, and
the possible choices form an affine space over Z. We denote the change of equivariant structure
by
(1.41) L 7−→ L〈k〉, k ∈ Z.
Note that this is different from the (downwards) shift in the grading, denoted by
(1.42) L 7−→ L[k].
Example 1.9. Take the cylinder M = [−1, 1]×S1 (in coordinates z = p+iq), with ωM = dp∧dq,
θM = p dq, and the trivialization of its canonical bundle given by dz = dp + i dq. Up to quasi-
isomorphism and shifts in the grading, F(M) contains only two objects, given by the exact circle
in M with either of its two Spin structures. One can equip M with a dilating C∗-action such that
(1.40) vanishes for both of these objects.
Take two exact Lagrangian branes (L0, L1) which have been made equivariant. Their Floer
cohomology (1.37) then becomes a graded representation of C∗. In particular, for L0 = L1 = L
one gets a C∗-action on the ordinary cohomology (1.39). Here are some properties:
• The C∗-action on HF ∗(L0〈k0〉, L1〈k1〉) is obtained from that on HF ∗(L0, L1) by tensoring
with the one-dimensional representation of weight k = k1 − k0. We denote this tensor
product operation by 〈k〉 as well, so that the statement can be written as
(1.43) HF ∗(L0〈k0〉, L1〈k1〉) ∼= HF ∗(L0, L1)〈k1 − k0〉.
• If (L0, L1, L2) are equivariant, the composition (triangle product)
(1.44) HF ∗(L1, L2)⊗HF ∗(L0, L1) −→ HF ∗(L0, L2)
is C∗-equivariant.
• If L is equivariant, the C∗-action on (1.39) has weight 1 in degree n.
The second property implies that for an equivariant L, the C∗-action on H∗(L;C) is by algebra
automorphisms, hence acts trivially on the identity (in degree 0). The last property is what makes
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the action a dilating one. We want to draw one immediate consequence of those two properties.
A basic feature of Floer cohomology is that the pairings
(1.45) HFn−∗(L1, L0)⊗HF ∗(L0, L1) product−−−−−→ HFn(L0, L0) ∼= Hn(L0;C)
∫
L0−−→ C
are nondegenerate, and symmetric in the sense that
(1.46)
∫
L0
x1x0 = (−1)|x1| |x0|
∫
L1
x0x1.
It follows that as C∗-representations, we have the following twisted version of duality:
(1.47) HF ∗(L1, L0) ∼= HFn−∗(L0, L1)∨ ⊗HFn(Lk, Lk) ∼= HFn−∗(L0, L1)∨〈1〉.
In analogy with [25], one defines the q-intersection number to be
(1.48) L0 ·q L1 = Str
(
q : HF ∗(L0, L1) −→ HF ∗(L0, L1)
) ∈ Z[q, q−1].
Here, the endomorphism of HF ∗(L0, L1) is the action of q ∈ C∗, and Str is the supertrace
(Lefschetz trace). Equivalently, if HF ∗(L0, L1)k is the subspace on which C∗ acts with weight k,
the coefficients of (1.48) are the Euler characteristics
(1.49) L0 ·q L1 =
∑
k
χ(HF ∗(L0, L1)k) qk.
These q-intersection numbers satisfy the following:
• Specializing to q = 1 recovers the intersection number L0 · L1.
• If L0·qL1 =
∑
k akq
k, then
∑
k |ak| is a lower bound for the total dimension of HF ∗(L0, L1).
More precisely,
∑
k max(0, ak) is a lower bound for the total dimension of HF
even(L0, L1),
and −∑k min(0, ak) correspondingly for HF odd (L0, L1).
• For any equivariant L,
(1.50) L ·q L = 1 + (−1)nq +
∑
j∈J
(−1)|xj |qw(xj),
where the sum is over a basis {xj}j∈J of
⊕
0<∗<nH
∗(L;C). The |xj | are the degrees of
the basis elements, and the w(xj) are a priori unknown integers. In the simplest case
where L is a rational homology sphere, the sum is empty and one gets
(1.51) L ·q L = 1 + (−1)nq.
• Changing the equivariant structure affects the q-intersection number as follows:
(1.52) L0〈k0〉 ·q L1〈k1〉 = qk1−k0(L0 ·q L1).
• Shifting the grading affects the q-intersection number as follows:
(1.53) L0[k0] ·q L1[k1] = (−1)k1−k0(L0 ·q L1).
Picard-Lefschetz theory 13
• For any equivariant (L0, L1),
(1.54) L1 ·q L0 = (−1)n q (L0 ·q L1)∗,
where the superscript ∗ stands for the substitution q 7→ q−1.
• Let L0, L1, L2 be equivariant. Assume that L0 is a sphere, and let τL0 be the associated
Dehn twist. Then there is a way of making τL0(L1) equivariant, such that
(1.55) L2 ·q τL0(L1) = L2 ·q L1 − (L2 ·q L0)(L0 ·q L1).
Similarly, for an inverse Dehn twist
(1.56) L2 ·q τ−1L0 (L1) = L2 ·q L1 − (−1)nq−1(L2 ·q L0)(L0 ·q L1).
Except for (1.55) and its counterpart (1.56) (to which we will return later), all these properties
are consequences of the previously listed ones for the C∗-action. For instance, (1.54) follows from
(1.47) by taking Lefschetz traces. To make (1.53) precise, we have to specify how the shifted
brane L[k] is made equivariant: this is done in such a way that the C∗-action on HF−k(L,L[k]) ∼=
HF 0(L,L) ∼= H0(L;C) is trivial. Given that, the compatibility of the C∗-action with the product
implies that the C∗-action on HF ∗(L0[k0], L1[k1]) is preserved by the isomorphism between that
group and HF ∗+k1−k0(L0, L1); the desired formula for q-intersection numbers follows from that.
Remark 1.10. There is a more precise version of (1.50), obtained by combining the contributions
of Poincare´ dual generators. This has the form
(1.57) L ·q L = (1 + (−1)nq) +
∑
j∈J ′
(−1)|xj |(qw(xj) + (−1)nq1−w(xj)).
If n is odd, the sum is over a basis {xj}j∈J ′ of the subspace
⊕
0<∗<n/2H
∗(L;C). If n is even, one
has to include a half-dimensional subspace of Hn/2(L;C) as well (it follows from the existence of
the C∗-action that Hn/2(L;C) is even-dimensional for any equivariant L, which is nontrivial if
n is a multiple of 4).
(1.d) C∗-actions in Picard-Lefschetz theory. In the symplectic context, Lefschetz fibrations
become a particularly powerful tool.
Setup 1.11. We will work with Lefschetz fibrations which topologically look like those in Setup
1.1, but now assuming that they carry the structure of exact symplectic Lefschetz fibrations in the
sense of [21, Section 17]. In particular, both the total space E and fibre F are exact symplectic
manifolds with corners. We will also require that E comes with a trivialization of KE, which then
induces the corresponding structure for F (in a way which is unique up to homotopy).
Lefschetz thimbles and vanishing cycles are exact Lagrangian submanifolds. Because it bounds
a ball, each vanishing cycle can be equipped with a grading (non-uniquely) and a Spin structure
(uniquely determined by having to bound one on a ball). In this way, the vanishing cycle becomes
an object of the Fukaya category F(F ).
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As a consequence of applying Picard-Lefschetz theory in our context, one gets the following
(which is one of the two main theorems in this paper):
Theorem 1.12. Suppose that F admits a dilating C∗-action, and that there is a basis of vanishing
cycles (V 1, . . . , V m) such that Def 0V k = 0 for all k (the last-mentioned condition is automatically
true if 2n = dim(E) ≥ 6, since then H1(V k;C) = 0). Then E also admits a dilating C∗-action.
Example 1.13. Consider (1.18), for n ≥ 3 (which means, excluding the case of hyperelliptic
curves) and any r. For n = 3, this is the total space of a Lefschetz fibration whose fibre is
a cylinder, hence carries a dilating C∗-action by Theorem 1.12 and Example 1.9. For n > 3
the fibre is T ∗Sn−2, whose Fukaya category is completely understood, and easily seen to admit
a dilating C∗-action as well; alternatively, one can argue by induction on the dimension (since
cotangent bundles of spheres also appear as the special case r = 1). This is in fact the example
considered in [22].
Example 1.14. Let p ∈ C[x1, . . . , xn+1] be a polynomial with an isolated critical point at the
origin. Suppose that the Hessian of p at that point has rank ≥ 2. Then the Milnor fibre of the
singularity admits a dilating C∗-action. This follows from Theorem 1.12, Example 1.13, and an
iterated Lefschetz fibration argument, which is the same as in [24, Example 2.13].
We now turn to more concrete implications. For the rest of this discussion, let’s fix an exact
symplectic Lefschetz fibration satisfying the conditions of Theorem 1.12, with its basis of vanishing
cycles (V 1, . . . , V m). We make the V k into equivariant objects of F(F ). Form a matrix Bq from
their q-intersection numbers (1.48):
(1.58) Bq,ij = V
i ·q V j ∈ Z[q, q−1].
Specializing to q = 1 then recovers (1.11). Similarly, we can introduce an upper triangular matrix
Aq which is a q-deformation of (1.10), namely
(1.59) Aq,ij =

Bq,ij i < j,
1 i = j,
0 otherwise.
Bq determines Aq. Conversely, from (1.51) and (1.54) we get a q-deformed version of (1.12):
(1.60) Bq = Aq − q(−1)nA∗q ,
where ∗ stands for transposition combined with the change of variables q 7→ q−1. We equip
(1.61) Hpi,q = Z[q, q−1]m
with the nondegenerate bilinear pairing
(1.62) h0 ·pi,q h1 = h∗0Aq h1.
This is hermitian, meaning that
(1.63) (qk0h0) ·pi,q (qk1h1) = qk1−k0(h0 ·pi,q h1).
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Proposition 1.15. Up to Z[q, q−1]-linear isomorphism, the pair (Hpi,q, ·pi,q) is independent of the
choice of basis of vanishing cycles.
Proof. Even in terms of our fixed basis (V 1, . . . , V m), we have made two auxiliary choices, namely
those of grading and of the equivariant structure. In view of (1.52), passing from V i to V i〈ki〉
amounts to multiplying the corresponding basis vectors of Hpi,q by q
ki . Similarly, by (1.53),
changing the grading of V i by ki amounts to multiplying the corresponding basis vector by
(−1)ki .
Beyond that, any two bases of vanishing cycles can be transformed into each other by a sequence
of Hurwitz moves (and their inverses):
(1.64) V˜ i =

V i i < k or i > k + 1,
τV k(V
k+1) i = k,
V k i = k + 1,
Using the q-Picard-Lefschetz formula (1.55), one shows that the two associated matrices Aq and
A˜q are related by
(1.65) A˜q = C
∗
qAqCq,
where Cq is the invertible matrix (with Kronecker symbol notation)
(1.66) Cq,ij =

δij j /∈ {k, k + 1},
δik j = k + 1,
0 j = k and i /∈ {k, k + 1},
1 j = k and i = k + 1,
−V k ·q V k+1 j = k and i = k.

Proposition 1.15 says that (1.62) is an invariant of our exact symplectic Lefschetz fibration to-
gether with the choice of dilating C∗-action on the fibre (later on, we will give a slightly more
conceptual explanation for this, in terms of the equivariant Grothendieck group of a suitable
category). In parallel with (1.15), one can define the q-monodromy matrix Nq ∈ GLm(Z[q, q−1])
by asking that
(1.67) h0 ·pi,q Nqh1 = (−1)nq(h1 ·pi,q h0)∗.
This is clearly independent of the choice of basis. The analogue of (1.16) is
(1.68) Nq = (−1)nqA−1q A∗q .
It is an interesting question to what extent Nq is related to the geometric concept of monodromy.
A partial answer is given by the following expression, which is obtained by repeatedly applying
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(1.55). If vi are the standard basis vectors in Hpi, then
(1.69) (Nqv
i) ·pi,q vj = (−1)nq−1(Aq(A−1q )∗Aq)ij =

V i ·q V j + µ(V i) ·q V j i < j,
1 + µ(V i) ·q V i i = j,
µ(V i) ·q V j i > j,
where µ = τV 1 · · · τVm is the monodromy acting on F . In particular, one can use this formula, and
its analogues for powers of Nq (involving iterates of µ) to obtain lower bounds on the dimensions
of the groups HF ∗(µk(V i), V k). In analogy with the classical Lefschetz fixed point formula, it
seems plausible to think that the trace of Nq, and of its iterates, should have an interpretation
in terms of a suitable version of fixed point Floer cohomology on the total space E (concretely,
as the supertrace of a C∗-action on that Floer cohomology). We cannot resolve this issue here,
but [19, Conjecture 6.1] may provide one possible approach.
Remark 1.16. If Aq = A is constant in q, (1.60) agrees with the previously considered (1.17).
It is possible that, for Lefschetz fibrations arising from the Morsification of isolated hypersurface
singularities, there is a relation between the theory developed here and that in [9]. However, in
general the two theories are not equivalent (as shown in Example 1.20, where the powers of q
appearing in a single matrix entry differ by more than 1).
The applications to the topology of Lagrangian submanifolds rely on the following q-analogue of
(1.13), (1.14).
Theorem 1.17. In the situation of Theorem 1.12, any equivariant exact Lagrangian brane L ⊂ E
determines a class in (1.61), denoted by lq ∈ Hpi,q, whose reduction to q = 1 recovers l = [L] ∈
Zm ∼= Hpi. All such classes satisfy
(1.70) Bq lq = 0.
Moreover, for any pair (L0, L1) and the associated classes (l0,q, l1,q), one has
(1.71) l0,q ·pi,q l1,q = l∗0,q Aq l1,q = L0 ·q L1.
Corollary 1.18. In the situation of Theorem 1.17, take a Lagrangian submanifold L ⊂ E which
is a rational homology sphere and Spin. Then the class [L] ∈ Hn(E)/(torsion) is nonzero and
primitive. Moreover, if L1, . . . , Lr are such submanifolds which are pairwise disjoint (or disjoin-
able by Lagrangian isotopies), then the [Li] are linearly independent.
Proof. This follows the model of [22, 24]. If n is even, (1.6) says that [L] · [L] = 2, which implies
the desired result. We will therefore assume from now on that n is odd. In view of (1.51), (1.71)
simplifies to
(1.72) l∗q Aq lq = 1− q.
Suppose that [L] is torsion, which means that the q = 1 specialization of lq vanishes. Then lq is
a multiple of (1− q), hence l∗q Aqlq is a multiple of (1− q−1)(1− q) = −q−1(1− q)2, contradicting
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(1.72). Similarly, if [L] is not primitive, lq = (1− q)x+ py for some prime p, and then l∗q Aqlq is a
multiple of (1− q)2 in (Z/p)[q, q−1], which is again a contradiction (take the derivative at q = 1).
In the situation of the last statement, we know that Li ·q Lj = 0 for i 6= j, since the Floer
cohomology vanishes. Given a relation
∑
k ck[Lk] = 0 with integer coefficients ck, we have∑
k cklk,q = (1− q)x for some x, hence
∑
k c
2
k(1− q) is a multiple of (1− q)2, which implies that
all the ck must vanish. 
For instance, Corollary 1.18 applies to the Milnor fibres from Example 1.14, which yields an
improved version of [24, Theorem 1.6].
(1.e) Examples reconsidered. Besides general statements such as Corollary 1.18, Theorem
1.17 can yield additional information when applied to specific manifolds (like the classical Picard-
Lefschetz theory on which it is modelled). We illustrate this by returning to two examples
considered previously. The computation of the relevant matrices (1.58) is deferred to Section 4.e;
here, we only state the result of those computations, and discuss the implications.
Example 1.19. Consider the hypersurface X from Example 1.5. Assume from now on that
n ≥ 3. Then, the fibre Y of pi : X → C admits a dilating C∗-action by Example 1.13, which
allows us to apply Theorems 1.12 and 1.17. The analogue of (1.19) for q-intersection numbers
in Y turns out to be
(1.73) Σi ·q Σj =

1 + q(−1)n−1 i = j,
−1 j = i− 1,
q(−1)n j = i+ 1,
0 otherwise.
The analogue of (1.24) is again a cyclic band matrix, obtained by replacing (−1)n with q(−1)n
everywhere:
(1.74) Bq,ij =

q(−1)n i− j = −a mod (a+ b),
1 + q(−1)n i− j = −a+ 1, . . . ,−1 mod (a+ b),
1− q(−1)n i = j,
−1− q(−1)n i− j = 1, . . . , a− 1 mod (a+ b),
−1 i− j = a mod (a+ b),
0 otherwise.
The nullspace of Bq has rank 1, and is generated by h = (1, . . . , 1) (this is easily seen by power
series expansion around q = −(−1)n). Taking the triangular matrix Aq obtained from Bq as in
(1.59), one finds that for any f ∈ Z[q, q−1],
(1.75) (fh)∗Aq fh = f∗f ba(1 + q(−1)n).
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Since ba ≥ 2 by assumption, (1.75) can never equal 1 + q(−1)n. In view of (1.71) and (1.51), we
have shown:
(1.76) X cannot contain Lagrangian Q-homology spheres which are Spin.
In a slightly different direction, assume that f is not zero. Then, neither is f∗f , which means
that the lowest and highest power of q in (1.75) both have coefficients which are nonzero multiples
of ab. By looking at (1.50), one concludes:
(1.77)
Suppose that L ⊂ X is a closed Lagrangian submanifold which satisfies H1(L) = 0, is
Spin, and has nonzero homology class. Then, the total sum of the Betti numbers of L
is at least 2ab.
It is worth while comparing this to what’s already known about X. For n even, the existence of
Lagrangian homology spheres can be ruled out by topological arguments based on (1.27), which of
course is the q = 1 specialization of (1.75), and the same applies to (1.77). As mentioned before,
the case a = 1 (and any b and n) belongs to the class of manifolds studied in [16]; the results
obtained there imply the following:
(1.78) X1,b can’t contain any closed exact Lagrangian submanifolds.
This is much stronger than (1.76) or (1.77), but it is unclear whether one should expect a state-
ment like (1.78) to hold for general (a, b).
Example 1.20. We return to Example 1.6, again assuming n ≥ 3. The counterpart of (1.30)
for q-intersection numbers is
(1.79) Bq =
 1− q(−1)n −q−1(−1)n − 1− (−1)nq 1 + q(−1)n + q21 + q(−1)n + q2 1− q(−1)n −1− q(−1)n − q2
−q−1(−1)n − 1− (−1)nq 1 + q−1(−1)n + q(−1)n 1− q(−1)n

which has
(1.80) det(Bq) = q
−2(q − 1)2(q + 1)2(q − (−1)n)(q2 + 1) 6= 0.
As in the previous example, this implies (1.76). In analogy with (1.77), one also has:
(1.81)
Any closed Lagrangian submanifold in X which has zero first Betti number and is Spin
must be nullhomologous.
It is not known whether X contains an exact Lagrangian submanifold, but for even n we can show
a weaker statement, namely that it contains an orientable (and Spin) Lagrangian submanifold
with nonzero Floer cohomology. Namely, consider the submanifold L from (1.35). This is not
Lagrangian with respect to the given symplectic form on X, which is the constant form in the
variables (x, y, z1, . . . , zn−1), denoted here by ω(x,y,z1,...,zn−1). However, L is Lagrangian for the
degenerate form ω(z1,...,zn), where zn is as in (1.34); and by a Moser argument, one can perturb
it so that it becomes Lagrangian for
(1.82) ω = ω(z1,...,zn) +  ω(x,y,z1,...,zn−1),  > 0 small.
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This form yields a symplectic structure isomorphic to ω(x,y,z1,...,zn−1) (see the uniqueness statement
made in Example 1.8), hence we may use it to define F(X). Denote the perturbed Lagrangian
submanifold by L. The meromorphic volume form dz1∧· · ·∧dzn/(z21 + · · ·+z2n) on Cn extends to
a smooth holomorphic volume form on X. For n = 2, L has zero Maslov number, which ensures
that HF ∗(L, L) 6= 0. For n > 2, L is monotone (with minimal Maslov number n− 2); since it
represents a nonzero homology class, the Floer cohomology is again nonzero by [2, Corollary 3.1]
(alternatively, for n ≥ 6, one can obtain the same conclusion by applying the spectral sequence
from [17]).
2. Homological algebra background
(2.a) A∞-categories. Throughout, we will work with small A∞-categories A defined over C.
Our sign conventions follow [21]. This means that the A∞-associativity equations are
(2.1)
∑
i,j
(−1)∗µd−j+1A (ad, . . . , ai+j+1, µjA(ai+j , . . . , ai+1), ai, . . . , a1) = 0,
with ∗ = |a1| + · · · + |ai| − i. In order to transition to the traditional conventions for chain
complexes and chain maps, one should define the differential on homA(X0, X1) to be
(2.2) a 7→ (−1)|a|µ1A(a),
and the composition as the chain map
(2.3) a2 · a1 = (−1)|a1|µ2A(a2, a1).
In this section and the following one, all A∞-categories are assumed to be strictly unital, with
strict identity endomorphisms denoted by eX ∈ hom0A(X,X). These satisfy a series of equations
starting with
(2.4)
µ1A(eX) = 0,
µ2A(a, eX0) = a, µ
2
A(eX1 , a) = (−1)|a|a for a ∈ homA(X0, X1),
. . .
The cohomology level map induced by (2.3) makes H∗(A) into a C-linear graded category (in
the classical sense), with identity morphisms [eX ]. Recall that A is called proper if the spaces
H∗(homA(X0, X1)) are finite-dimensional (since these are graded vector spaces, we should clarify
that this means of finite total dimension).
(2.b) Twisted complexes, A∞-modules. Given any A, one can introduce the larger A∞-
category of twisted complexes Tw(A). As an intermediate step, one considers the additive en-
largement A⊕, whose objects are formal direct sums
(2.5) C =
⊕
f∈F
Wf ⊗Xf ,
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where F is some finite set, the Wf are finite-dimensional graded vector spaces, and the Xf are
objects of A. Morphisms are defined by
(2.6) homA⊕(C0, C1) =
⊕
f0∈F0, f1∈F1
Hom(W0,f0 ,W1,f1)⊗ homA(X0,f0 , X1,f1),
and the A∞-structure combines that of A with composition of linear maps between the Wf -spaces
(and some auxiliary signs). A twisted complex is a pair (C, δC), where C is as in (2.5), and the
differential δC ∈ hom1A⊕(C,C) has the following two properties: it is strictly decreasing with
respect to some filtration of F ; and it satisfies the generalized Maurer-Cartan equation
(2.7) µ1A⊕(δC) + µ
2
A⊕(δC , δC) + · · · = 0.
The A∞-category Tw(A) has twisted complexes as objects; the morphism spaces are the same
as in A⊕; and the A∞-structure is obtained from that of A⊕ by a deformation which inserts the
differentials arbitrarily many times. For instance, for a ∈ homTw(A)(C0, C1), one sets
(2.8) µ1Tw(A)(a) = µ
1
A⊕(a) + µ
2
A⊕(δC1 , a) + µ
2
A⊕(a, δC0) + · · · .
If C is a twisted complex and D is a finite-dimensional chain complex of vector spaces, one can
form a new twisted complex D ⊗ C, by tensoring the spaces Wf in (2.5) with D, and equipping
the outcome with a combined differential. Any D admits a filtration with respect to which the
differential is strictly decreasing; one uses that and the given filtration of C to define a filtration of
D⊗C, which is the only nontrivial part of checking that this is a twisted complex. Another useful
operation on twisted complexes is to start with a ∈ hom0Tw(A)(C0, C1) which is closed (meaning
µ1Tw(A)(a) = 0), and form its mapping cone Cone(a) ∈ Ob(Tw(A)). We will need a particular
combination of these two processes later on. Namely, let C0 and C1 be twisted complexes, such
that the complex homTw(A)(C0, C1) is finite-dimensional. Then there is a canonical evaluation
morphism ev : homTw(A)(C0, C1) ⊗ C0 → C1, which a closed morphism in Tw(A). By twisting
C1 along C0, we mean forming the twisted complex
(2.9) TC0(C1) = Cone(ev).
Any A∞-category has an intrinsic notion of exact triangle [21, Section 3]. As an example, take a
twisted complex C1 and a subcomplex C0 ⊂ C1, defined by taking subspaces of the vector spaces
in (2.5) in a way which is compatible with the differential. Correspondingly, one has a quotient
twisted complex C2 = C1/C0, and they form an exact triangle
(2.10) C0 // C1

C2
[1]
ff
where the connecting homomorphism (marked by [1] in our notation, because it has degree 1) is
canonical in H∗(Tw(A)). By applying this repeatedly, one can find a collection of exact triangles
which decompose any twisted complex into objects of A (up to shifts). Conversely, one recovers
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C1 as the mapping cone of the morphism C2 → C0[1], so any twisted complex can be built up
from objects of A by (shifts and) forming repeated mapping cones.
We also want to consider the A∞-category Mod(A) of (strictly unital, right) A∞-modules over
A. Such an A∞-module M assigns to each X ∈ Ob(A) a graded vector space M(X), together
with operations
(2.11) µd+1M : M(Xd)⊗ homA(Xd−1, Xd)⊗ · · · ⊗ homA(X0, X1) −→M(X0)[1− d].
In particular, M(X) is a chain complex with differential µ1M, up to a change of sign as in (2.2).
A∞-modules admit analogues of the constructions discussed above (tensor product with a chain
complex of vector spaces, which in this case can be arbitrary; and mapping cone). There is a
canonical cohomologically full and faithful A∞-functor
(2.12) A −→ Mod(A),
the Yoneda embedding, which takes an object Y to an A∞-module Y with Y(X) = homA(X,Y ).
One can extend (2.12) to a cohomologically full and faithful embedding of Tw(A), either by
directly generalizing the definition, or (equivalently) by using the composition
(2.13) Tw(A)
Yoneda−−−−→ Mod(Tw(A)) restriction−−−−−−→ Mod(A).
(2.c) Directedness. A particularly well-behaved class of A∞-categories are the directed ones
(these were first introduced by Kontsevich [13], based on the theory of exceptional collections and
its dg refinement [5]). Let A be an A∞-category with finitely many ordered objects, Ob(A) =
{X1, . . . , Xm}. One says that A is directed if
(2.14) homA(X
i, Xj) =

finite-dimensional i < j,
C eXi i = j,
0 i > j.
Let B be an A∞-category such that homB(X0, X1) is finite-dimensional for all (X0, X1). Take
an ordered collection (X1, . . . , Xm) of objects in it. One defines the associated directed A∞-
subcategory A by taking the Xi as objects, and essentially imposing (2.14) by brute force:
(2.15) homA(X
i, Xj) =

homB(X
i, Xj) i < j,
C eXi i = j,
0 i > j,
with the A∞-structure inherited from B (and such that the eXi are strict units). One can
generalize this construction to the case where B is proper, but it won’t be strictly unique anymore
(and we don’t need the generalization for our applications).
Lemma 2.1. Let A be a directed A∞-category, and M0 an A∞-module over A such that for each
k, H∗(M0(Xk)) is finite-dimensional. Then there is a quasi-isomorphic A∞-module M1 such that
M1(X
k) is finite-dimensional for all k.
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Proof. We will use the following basic fact about chain complexes (of vector spaces): if D0 is
a complex such that H∗(D0) is finite-dimensional, and D ⊂ D0 an arbitrary finite-dimensional
graded subspace, one can choose a finite-dimensional subcomplex D1 which contains D, and such
that the inclusion D1 → D0 is a quasi-isomorphism.
This fact is relevant here for the following reason. Take M0 as in the statement. By descending
induction on k, one can choose finite-dimensional subcomplexes M1(X
k) ⊂ M0(Xk) such that
the inclusion is a quasi-isomorphism, and such that M1(X
k) contains the image of the (finitely
many) operations
(2.16) µd+1M : M1(X
kd)⊗ homA(Xkd−1 , Xkd)⊗ · · · ⊗ homA(Xk, Xk1) −→M1(Xk)[1− d]
with d > 0 and k < k1 < · · · < kd. By construction, the resulting M1 is an A∞-submodule
quasi-isomorphic to M0. 
Lemma 2.2. Let A be a directed A∞-category, and M an A∞-module such that for each k,
M(Xk) is finite-dimensional. Then there is a twisted complex whose image under (2.13) is quasi-
isomorphic to M.
Proof. We will use the twist operation along Xk, from [21, Section 5a], which is an analogue of
(2.9) for A∞-modules. If M is an A∞-module, then its image under twisting, T = TXk(M), is
another A∞-module with
(2.17)
T(Xj) = (M(Xk)⊗ homA(Xj , Xk))[1]⊕M(Xj),
µ1T(m1 ⊗ a,m0) =
(
(−1)|a|−1µ1M(m1)⊗ a+m1 ⊗ µ1A(a), µ1M(m0) + µ2M(m1, a)
)
,
and similar formulae for µd+1T [21, Equation (5.1)]. By construction, this fits into an exact triangle
[21, Equation (5.3)]
(2.18) M(Xk)⊗ Xk // M

T = TXk(M).
[1]
ii
The left corner of (2.18) consists of the Yoneda module Xk associated to Xk, tensored with the
finite-dimensional chain complex M(Xk). Equivalently, one can consider M(Xk)⊗Xk itself as a
twisted complex, and then M(Xk)⊗ Xk is the image of that complex under (2.13).
By tracking the cohomologies of (2.17), one sees that TX1 · · ·TXm(M) is always acyclic, hence
quasi-isomorphic to zero (compare [21, Lemma 5.13]). On the other hand, one can generalize
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(2.18) to a sequence of Dehn twists, and obtain an exact triangle
(2.19) C // M

TX1 · · ·TXm(M).
[1]
ii
Here,
(2.20) C(Xj) =
⊕
M(Xjd)⊗ homA(Xjd−1 , Xjd)⊗ · · · ⊗ homA(Xj , Xj1)[d− 1],
where the (finite) sum is over all d > 0 and j < j1 < · · · < jd. The differential is a form of the
bar differential:
(2.21)
µ1C(m⊗ ad ⊗ · · · ⊗ a1) =
∑
i
(−1)|a1|+···+|ai|−iµd−i+1M (m, ad, . . . , ai+1)⊗ · · · ⊗ a1
+
∑
i,j
(−1)|a1|+|···|+|ai|−im⊗ · · · ⊗ µjA(ai+j , . . . , ai+1)⊗ · · · ⊗ a1,
and the higher A∞-module structure is defined in a way similar to the second term in (2.21). In
fact, C is the Yoneda image of a twisted complex, of the form
(2.22) C =
⊕
M(Xjd)⊗ homA(Xjd−1 , Xjd)⊗ · · · ⊗ homA(Xj1 , Xj2)⊗Xj [d− 1].
We omit the precise form of the differential on C, which can easily be inferred from (2.21) (for an
appearance of similar formulae elsewhere in the literature, see e.g. [16, Equation (6.10)]). Finally,
since TX1 · · ·TXm(M) is quasi-isomorphic to zero, the horizontal arrow in (2.19) is necessarily a
quasi-isomorphism. 
What is of interest to us is the combination of the previous two Lemmas, which shows that for
a directed A∞-categories, A∞-modules (with a suitable properness condition) are essentially the
same as twisted complexes:
Proposition 2.3. Let A be a directed A∞-category, and M an A∞-module over it such that
H∗(M(Xk)) is finite-dimensional for all k. Then there is a twisted complex whose image under
the Yoneda embedding is quasi-isomorphic to M.
(2.d) Hochschild (co)homology. This final batch of background material will only have
minor importance for us, and therefore, the exposition will be particularly terse. The Hochschild
homology HH ∗(A,A) and Hochschild cohomology HH ∗(A,A) of an A∞-category are obtained
from chain complexes of the form
CC ∗(A,A) =
⊕
homA(Xd−1, Xd)⊗ homA(X1, X2)⊗ homA(X0, X1)⊗ homA(Xd, X0)[d],
(2.23)
CC ∗(A,A) =
∏
Hom
(
homA(Xd−1, Xd)⊗ · · · ⊗ homA(X0, X1), homA(X0, Xd)
)
[d],
(2.24)
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where the direct sum and product are over all d ≥ 0 and collections of objects (X0, . . . , Xd). We
will not write down the differentials in full, but we want to note the first couple of equations for
the components (φ0, φ1, . . . ) of a degree 1 Hochschild cocycle φ ∈ CC 1(A,A):
(2.25)
µ1A(φ
0
X) = 0,
µ2A(φ
0
X1 , a) + µ
2
A(a, φ
0
X0) + µ
1
A(φ
1
X0,X1(a))− φ1X0,X1(µ1A(a)) = 0,
µ2A(φ
1
X1,X2(a2), a1) + µ
2
A(a2, φ
1
X0,X1(a1))− φ1X0,X2(µ2A(a2, a1))
+ terms involving µ1A = 0,
. . .
In particular, φ0 gives rise to a cohomology class
(2.26) [φ0X ] ∈ H1(homA(X,X))
for any X. Next, given two objects such that φ0X0 = 0 and φ
0
X1
= 0, we get an endomorphism of
H∗(homA(X0, X1)), namely
(2.27) [a] 7−→ [φ1X0,X1(a)],
which is a derivation with respect to the product induced by (2.3).
Hochschild cohomology has the structure of a Gerstenhaber algebra, which consists of a graded
commutative product on HH ∗(A,A), and a graded Lie bracket on HH ∗(A,A)[1]. Hochschild
homology is correspondingly both a module (over Hochschild cohomology as an algebra) and a
Lie module (over shifted Hochschild cohomology as a Lie algebra). For instance, suppose that
we have a cochain φ ∈ CC 1(A,A), whose only nonzero component is the linear part φ1. Then,
its Lie action is simply the endomorphism
(2.28)
CC ∗(A,A) −→ CC ∗(A,A),
ad ⊗ · · · ⊗ a0 7−→
∑
i
ad ⊗ · · · ⊗ φ1(ai)⊗ · · · ⊗ a0.
Additionally, Hochschild homology carries the Connes operator, an endomorphism of degree −1
(note that in our convention, the grading of HH ∗(A,A) is cohomological, in spite of the notation).
Suppose that A is proper. Then, one defines a weak Calabi-Yau structure on A of dimension
n ∈ Z to be a quasi-isomorphism of A∞-bimodules
(2.29) A
∼=−→ A∨[−n]
(compare [26], which introduces a slightly more restrictive version). On the cohomology level,
the weak Calabi-Yau structure induces nondegenerate pairings, which we denote by
(2.30)
H∗(homA(X1, X0))⊗H∗(homA(X0, X1)) −→ C[−n],
[a1]⊗ [a0] 7−→ 〈[a1], [a0]〉CY .
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These satisfy
(2.31) 〈[a2] · [a1], [a0]〉CY = 〈[a2], [a1] · [a0]〉CY = (−1)|a2|(|a1|+|a0|)〈[a1], [a0] · [a2]〉CY .
A weak Calabi-Yau structure gives rise to an isomorphism
(2.32) HH ∗+n(A,A) ∼= HH ∗(A,A)∨.
The dual of the BV operator then carries over to an endomorphism of HH ∗(A,A) of degree −1,
which we denote by ∆CY . Again, we omit the full formulae, and concentrate on the simplest
piece. Suppose that we have cocycles φ ∈ CC 1(A,A) and ψ ∈ CC 0(A,A), such that [ψ] =
∆CY [φ] ∈ HH 0(A,A). Then
(2.33) 〈[eX ], [φ1X,X(a)]〉CY = 〈[ψ0X ], [a]〉CY
for any object X such that φ0X = 0, and any [a] ∈ Hn(homA(X,X)).
3. Algebraic notions
(3.a) Naive C∗-actions. Recall that a rational representation of C∗ is a representation which
is a direct sum of finite-dimensional ones. Equivalently, these are the representations of the form
(3.1) W =
⊕
i∈Z
W i,
where C∗ acts on W i with weight i. The decomposition (3.1) is canonical, so the structure of
a rational C∗-representation is essentially the same as a grading on W , but the representation-
theoretic language is more natural in our context. We denote by
(3.2) W 7−→W 〈k〉
the operation of tensoring a given representation with the one-dimensional weight k representa-
tion. Equivalently, this consists of shifting the indexing of (3.1) up by k.
Definition 3.1. An A∞-category with a naive C∗-action is an A∞-category A where each vector
space homkA(X0, X1) is a rational representation of C∗, in such a way that the µdA are equivariant,
and the strict identities are C∗-invariant. We denote by AC∗ the category with the same objects,
but where one retains only the invariant part of the morphism spaces.
A naive C∗-action gives rise to a cocycle def ∈ CC 1(A,A), whose only nonzero term def 1 is
the infinitesimal generator of the action (the endomorphism that multiplies the weight i part of
homA(X0, X1) by i). Moreover, CC ∗(A,A) is a rational representation of C∗, and the infinitesimal
generator of that is the Lie action of def , in the sense of (2.28). On the level of cohomology, we
therefore get a class Def = [def ] ∈ HH 1(A,A), whose Lie action on HH ∗(A,A) is the infinitesimal
generator of a rational C∗-representation.
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The previously mentioned Hochschild cocycle in A gives rise to one in Tw(A), for which we use
the same notation def . It has two nonzero components
(3.3)
def 0C ∈ hom1Tw(A)(C,C),
def 1C0,C1 : homTw(A)(C0, C1) −→ homTw(A)(C0, C1).
To describe these, start by introducing a C∗-action on homTw(A)(C0, C1), by using the given
action on the morphisms in A together with the trivial action on the Hom spaces in (2.6).
The associated infinitesimal action is def 1C0,C1 , and the remaining component def
0
C is obtained
by applying the infinitesimal action to δC . We will be particularly interested in the constant
components
(3.4) Def 0C = [def
0
C ] ∈ H1(homTw(A)(C,C)).
(3.b) Equivariant twisted complexes. There is an equivariant version of Tw(A) for an
A∞-category A with a naive C∗-action, which is constructed as follows. When forming the
equivariant analogue of the additive enlargement, one asks that the Wf in (2.5) should be finite-
dimensional graded representations of C∗. The resulting A∞-category then inherits a naive C∗-
action, given by taking the tensor product representation in (2.6). When introducing equivariant
twisted complexes, one asks that the differential δC should lie in the C∗-invariant part of the
endomorphism space. The outcome is another A∞-category with a naive C∗-action, denoted by
EqTw(A). It admits an operation of tensoring an object with a finite-dimensional chain complex
of C∗-representations. In particular, one can tensor with one-dimensional representations as in
(3.2), and we use the same notation for it,
(3.5) C 7−→ C〈k〉.
Equivariant twisted complexes also admit mapping cones with respect to C∗-invariant closed
morphisms. The forgetful functor EqTw(A) → Tw(A) is full and faithful by definition, but by
no means a quasi-equivalence, as the following observation shows:
Lemma 3.2. If a twisted complex C is quasi-isomorphic to an equivariant twisted complex, the
class (3.4) vanishes.
Proof. Because it comes from a Hochschild cohomology class, (3.4) is central, in the sense that
(3.6) Def 0C1 · [a] = (−1)|a|[a] ·Def 0C0 for [a] ∈ H∗(homTw(A)(C0, C1)).
In particular, it is a quasi-isomorphism invariant.
Suppose that we have an equivariant twisted complex C, written as in (2.5). Take the infinitesimal
C∗-action on each space Wf , denoted by ξf , and form
(3.7) ξC =
⊕
f
ξf ⊗ eXf ∈ hom0Tw(A)(C,C).
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Because δC is C∗-invariant, we have
(3.8) def 1C,C(δC)− µ2A⊕(ξC , δC)− µ2A⊕(δC , ξC) = 0,
which one can rewrite as def 0C = µ
1
Tw(A)(ξC). Hence (3.4) vanishes in this case. 
Our principal interest is in the converse direction. The argument for that will use A∞-modules as
a stepping-stone. Let A be an A∞-category with a naive C∗-action. An equivariant A∞-module
over A (in the naive sense) assigns to X ∈ Ob(A) a space M(X), each graded piece of which is a
rational representation of C∗, together with structure maps as in (2.16), which are C∗-equivariant.
Given an equivariant twisted complex, its image under (2.13) is naturally an equivariant module.
Equivariant modules, together with the same morphisms as in the non-equivariant case, form an
A∞-category EqMod(A). It is important to note that the spaces
(3.9) homEqMod(A)(M0,M1) =
∏
Hom(M0(Xd)⊗ homA(Xd−1, Xd)⊗ · · ·
· · · ⊗ homA(X0, X1),M1(X0))[d]
(where the product is over all d ≥ 0 and objects X0, . . . , Xd) carry induced C∗-action, which
however are not necessarily rational representations. Hence, EqMod(A) does not satisfy the
conditions of Definition 3.1.
Proposition 3.3. Let A be a directed A∞-category with a naive C∗-action. Let M be an equi-
variant A∞-module such that H∗(M(Xk)) is finite-dimensional for each k. Then there is an
equivariant twisted complex whose image under (2.13) is quasi-isomorphic to M.
This is the analogue of Proposition 2.3, and the proof remains the same. There are only two
noteworthy technical points: first, the property of chain complexes used in Lemma 2.1 also holds
in the presence of a rational C∗-action (simply by treating the summands (3.1) one at a time).
Secondly, if M is an equivariant A∞-module, then so is TXkM for any k. Hence, if one starts with
an equivariant M, all the modules in (2.19) will be equivariant, and so is the twisted complex
(2.22). The desired converse to Lemma 3.2 is:
Theorem 3.4. Let A be a directed A∞-category with a naive C∗-action. Let C1 be a twisted com-
plex such that (3.4) vanishes, and with H0(homTw(A)(C1, C1)) ∼= C. Then there is an equivariant
twisted complex C0 which is quasi-isomorphic to C1.
Proof. Consider the Yoneda image C1 of C1. One can apply [22, Lemma 7.12] to equip this with
a weak C∗-action, in the sense of [22, Definition 7.7]. Note that while [22, Lemma 7.12] makes
the assumption that
(3.10) H1(homMod(A)(C1,C1)) = H
1(homTw(A)(C1, C1)) = 0,
the only thing needed in the proof is the vanishing of a certain cohomology class [22, Equation
(7-3)], which is the image of (3.4) under the Yoneda embedding. Applying [22, Lemma 8.3]
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upgrades the weak action to a homotopy action [22, Definition 8.1], and by [22, Lemma 8.2] this
implies the existence of a quasi-isomorphic module C0 which is equivariant in the sense considered
in this paper. (The whole process is combined into one step in [22, Corollary 8.4], where the
assumption (3.10) should be weakened as before.)
By construction, H∗(C0(Xk)) ∼= H∗(C1(Xk)) ∼= H∗(homTw(A)(Xk, C1)) is finite-dimensional for
each k. Hence, C0 is quasi-isomorphic to the Yoneda image of some equivariant twisted complex
C0, by Proposition 3.3. 
Remark 3.5. The point of the detour via A∞-modules is that the operations (2.16) can be
constructed order by order using a suitable obstruction theory, which is indeed the strategy used
in [22, Lemma 8.3]. The disadvantage of this is that equivariant A∞-modules are only well-behaved
in certain cases; happily, directed A∞-categories are one of those cases.
(3.c) Grothendieck groups. This final piece of algebraic machinery serves as a point of transi-
tion to our applications. For an A∞-category A, one defines K0(A) to be the group generated by
the quasi-isomorphism classes of twisted complexes, with the relation that [C0]− [C1] + [C2] = 0
if there is exact triangle of the form (2.10). In fact, K0(A) is already generated by the classes
of the objects of A itself. Suppose now that A is proper; then, so is Tw(A). Define the Mukai
pairing between twisted complexes to be the Euler characteristic
(3.11) C0 · C1 = χ(H∗(homTw(A)(C0, C1))) ∈ Z.
This descends to a bilinear pairing on K0(A), because an exact triangle induces long exact
sequences of (cohomology level) morphism spaces. For instance, in the case where A is directed
and has m objects, the Mukai pairing between these objects is nondegenerate, which implies that
K0(A) ∼= Zm.
We now introduce the equivariant analogues of these notions. Take an A∞-category A with a
naive C∗-action. One defines the equivariant Grothendieck group KC∗0 (A) to be the ordinary
Grothendieck group of EqTw(A)C
∗
(recall that the superscript means that only invariant mor-
phisms are allowed). KC
∗
0 (A) is naturally a module over Z[q, q−1], with multiplication by qk
corresponding to (3.5). Moreover, over Z[q, q−1] it is generated by the classes of objects of A
itself. If we suppose that A is proper, we can define the equivariant Mukai pairing to be
(3.12) C0 ·q C1 =
∑
k
qkχ(H∗(homEqTw(A)C∗ (C0〈k〉, C1))) ∈ Z[q, q−1].
Equivalently, one can consider the space H∗(homEqTw(A)(C0, C1)) with its induced C∗-action,
and define C0 ·q C1 as the Lefschetz trace of that action:
(3.13) C0 ·q C1 = Str
(
q : H∗(homEqTw(A)(C0, C1)) −→ H∗(homEqTw(A)(C0, C1))
)
.
(In the application to symplectic topology, this will give rise to the two equivalent definitions,
(1.49) and (1.48), of q-intersection number). As before, (3.12) descends to a pairing on KC
∗
0 (A),
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and this satisfies
(3.14) (qk0c0) ·q (qk1c1) = qk1−k0(c0 ·q c1).
Here is a sample application: suppose that C0, C1 are equivariant twisted complexes, such that
homTw(A)(C0, C1) is finite-dimensional. Then the outcome of twisting (2.9) is again an equivariant
twisted complex, and the exact triangle it sits in belongs to EqTw(A)C
∗
; hence,
(3.15) [TC0(C1)] = [C1]− ([C0] ·q [C1]) [C0] ∈ KC
∗
0 (A).
(One can generalize both the twisting process and (3.15) so that no assumption besides the
properness of A is needed, but we will not use that.) As a consequence, we have for any C2
(3.16) C2 ·q TC0(C1) = C2 ·q C1 − (C2 ·q C0)(C0 ·q C1).
(Later on, this will yield (1.55), the Picard-Lefschetz formula for q-intersection numbers.) Finally,
we would like to return to the case of a directed A, now assuming that it carries a naive C∗-action.
Define Aq ∈ Mat(m×m,Z[q, q−1]) by
(3.17) Aq,ij = X
i ·q Xj .
As in the non-equivariant case, this is invertible, which implies that
(3.18) KC
∗
0 (A)
∼= Z[q, q−1]m.
If A is obtained as a directed subcategory of an A∞-category B with a naive C∗-action, one can
introduce a corresponding matrix Bq for the equivariant Mukai pairings in B, and the two are
then related by (1.59).
4. Fukaya categories
(4.a) C∗-actions and q-intersection numbers. We now apply the general theory to Fukaya
categories, which leads to the formalism described previously in Section 1.c.
Definition 4.1. Let M2n be a symplectic manifold as in Setup 1.7. A C∗-action on F(M) is
given by the following data: a directed A∞-category C which has a naive C∗-action (Definition
3.1), and a cohomologically full and faithful A∞-functor I : F(M) −→ Tw(C).
Definition 4.2. Suppose that F(M) has a C∗-action. By an equivariant structure on an exact
Lagrangian brane L, we mean the choice of an isomorphism C → I(L) in H0(Tw(C)), where C
is an equivariant twisted complex. Two such structures are considered to be equivalent if there is
a commutative diagram of isomorphisms
(4.1) C0
 !!
C1 // I(L)
where the ↓ lies in the C∗-invariant part of H0(homEqTw(C)(C0, C1)).
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The deformation class (1.40) of L is the element corresponding to (3.4) under the isomorphism
(4.2) H1(L;C) ∼= HF 1(L,L) = H1(homF(M)(L,L)) ∼= H1(homTw(C)(I(L), I(L))).
By Theorem 3.4, any L for which Def 0L = 0 can be made equivariant. Clearly, if L0, L1 have
been made equivariant, one gets a C∗-action on
(4.3) HF ∗(L0, L1) ∼= H∗(homEqTw(C)(C0, C1)).
Consider the case where L0 = L1 = L, made equivariant in two ways. The degree zero part of
(4.3) is one-dimensional, and if the action on it has weight k, then C0〈k〉 is equivalent to C1.
Hence, equivariant structures up to equivalence form an affine space over Z. In a slight abuse
of notation, we write (1.41) for the change of equivariant structure. Property (1.43) is obvious
from the definitions. In particular, given any L with Def 0L = 0, one has a unique C∗-action on
H∗(L;C). This justifies the following:
Definition 4.3. We say that the C∗-action on F(M) is dilating if, for any exact Lagrangian
brane such that Def 0L = 0, the C∗-action on HFn(L,L) ∼= Hn(L;C) ∼= C has weight 1.
Example 4.4. We spell out the details of Example 1.9. Any exact Lagrangian submanifold L ⊂
M = [−1, 1]× S1 is Hamiltonian isotopic to {0} × S1. There are two choices of Spin structures,
giving rise to two objects L0, L1 which are orthogonal: HF
∗(L0, L1) = 0. The endomorphism
ring of each object is an exterior algebra in one variable, which is intrinsically formal (it does
not carry any nontrivial A∞-structures).
Consider the Kronecker quiver C, which is the unique directed A∞-category with two objects
(X1, X2), and homC(X
1, X2) = W a two-dimensional vector space concentrated in degree 0 (this
completely determines the A∞-structure). Take the twisted complex C = Cone(w : X1 → X2),
for some nonzero w ∈W . Then
(4.4) H∗(homTw(C)(C,C)) ∼=

C [eC ] ∗ = 0,
W/(Cw) ∗ = 1,
0 in all other degrees
is an exterior algebra in one variable. If one takes two disjoint copies of the Kronecker quiver
(which can be considered as a directed A∞-category with four objects), its category of twisted
complexes will therefore contain a full subcategory quasi-isomorphic to F(M).
Now let’s turn W into a representation of C∗, by letting it act trivially on our chosen w, and with
weight one on a complementary one-dimensional subspace. C is an equivariant twisted complex,
and one sees from (4.4) that the induced action on H1(homTw(C)(C,C)) has weight 1. Hence,
one can use the previously mentioned embedding to equip F(M) with a dilating C∗-action.
Definition 4.3 is formulated as a separate condition for each brane, which might seem to make
it hard to check (except in very simple cases, such as Example 4.4, where the branes can be
classified explicitly). However, that impression is misleading, as the following shows:
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Lemma 4.5. Suppose that F(M) has a C∗-action. Suppose also that there is a set {Lk} of exact
Lagrangian branes with the following properties:
• Each Lk can be made equivariant, and the C∗-action on HFn(Lk, Lk) ∼= Hn(Lk;C) ∼= C
has weight 1.
• For any exact Lagrangian brane L ⊂M , there is a k such that HF ∗(L,Lk) 6= 0.
Then the C∗-action is dilating.
Proof. From the definition, it is clear that the C∗-action on (4.3) is compatible with composition
in the Fukaya category. Hence, using the pairings (1.45) it follows that we have isomorphisms of
C∗-representations
(4.5) HFn−∗(Lk, L)∨ ⊗HFn(Lk, Lk) ∼= HF ∗(L,Lk) ∼= HFn−∗(Lk, L)∨ ⊗HFn(L,L).
After choosing k so that HF ∗(L,Lk) 6= 0, it follows that the C∗-actions on HFn(Lk, Lk) and
HFn(L,L) must have the same weight. 
The only property stated in Section 1.c which remains to be explained is (1.55). Consider the
setup of that equation, and where the I(Lk) are quasi-isomorphic to equivariant twisted complexes
Ck. Recall [21, Corollary 17.17] that there is a quasi-isomorphism
(4.6) TC0(C1) ' I(τL0(L1)).
Since TC0(C1) is an equivariant twisted complex, one can use (4.6) as an equivariant structure
for τL0(L1). Then, (3.16) implies (1.55). As for (1.56), one can either derive it from (1.55), or
give an independent but parallel argument for it.
(4.b) Discussion. We add some considerations which, while less important for immediate
applications, will help to clarify the meaning of Definitions 4.1 and 4.3. Recall that the naive
C∗-action on C gives rise to a Hochschild cohomology class for Tw(C). Restrict this to the image
of the embedding I, and pull it back to the Fukaya category. We still denote the outcome by
(4.7) Def ∈ HH 1(F(M),F(M)).
Lemma 4.6. Suppose that F(M) admits a C∗-action, and is split-generated by Lagrangian branes
which can be made equivariant. Then, the Lie action of (4.7) on HH ∗(F(M),F(M)) is the
infinitesimal generator of a rational representation of C∗ (which means, Hochschild homology
decomposes into eigenspaces with integer eigenvalues).
Proof. Without affecting Hochschild homology or cohomology, we can replace F(M) by the full
subcategory of Lagrangian branes that can be made equivariant. That subcategory is quasi-
equivalent to a full subcategory of EqTw(C). But for that subcategory, the corresponding result
is obvious, as noted previously. 
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The Fukaya category has a preferred weak Calabi-Yau structure, whose associated pairings (2.30)
are those from (1.45). Consider the resulting operator ∆CY on HH
∗(F(M),F(M)).
Lemma 4.7. Suppose that F(M) admits a C∗-action, such that the class (4.7) satisfies
(4.8) ∆CY (Def · U) = U,
for some U ∈ HH 0(F(M),F(M)) which is invertible (with respect to the commutative ring struc-
ture). Then that action is dilating.
Proof. Let’s restrict the weak Calabi-Yau structure to the full subcategory of Lagrangian branes
that can be made equivariant. This induces a corresponding weak Calabi-Yau structure on a full
subcategory T ⊂ EqTw(C). We correspondingly restrict U , and choose a cocycle u ∈ CC 0(T,T)
representing it. We can apply (2.33) to the product of def and u. The outcome is that for any
object C and any endomorphism [a] of degree n,
(4.9) 〈[u0C ], [def 1C,C(a)]〉CY = 〈[eC ], [def 1C,C(a)] · [u0C ]〉CY = 〈[u0C ], [a]〉CY .
By assumption, C corresponds to a Lagrangian brane, hence its endomorphism space is one-
dimensional in degree n. Hence, (4.9) shows that the C∗-action has weight 1 in that degree. By
carrying this over to the Fukaya category, one obtains the desired statement. 
Lemma 4.7 allows us to compare Definition 4.3 with the more geometric notion of “dilation” from
[25]. Recall that there is an open-closed string map from the symplectic cohomology of M to the
Hochschild cohomology of its Fukaya category,
(4.10) SH ∗(M) −→ HH ∗(F(M),F(M)).
Moreover, this relates the BV operator ∆ on symplectic cohomology with the operator ∆CY
associated to the preferred weak Calabi-Yau structure of F(M). Hence, if we have a class in
SH 1(M) which is a dilation in the sense of [25, Definition 4.1], its image in Hochschild cohomology
satisfies (4.8), with U being the identity. In fact, a better geometric counterpart of (4.8) is the
notion of “quasi-dilation” from [23, Part 4], which generalizes that of dilation.
Remark 4.8. Another way of explaining the appearance of U in (4.8) is as follows. The con-
clusion of Lemma 4.7 would hold even if one replaced the geometrically given weak Calabi-Yau
structure of F(M) by another one. Clearly, two such structures (2.29) differ by an automorphism
of the diagonal bimodule, which is the same as an invertible element of HH 0(F(M),F(M)). If
we change (2.29) by such an element U , the effect is to replace ∆CY by U
−1∆CYU .
In terms of mirror symmetry (as discussed in [25, Section 1]), the choice of weak Calabi-Yau
structure corresponds to that of a complex volume form on the mirror. Just as the Fukaya category
comes with a preferred such structure, the mirror comes with a preferred complex volume form.
A dilation corresponds roughly to a holomorphic vector field which is expanding for that volume
form; whereas a quasi-dilation would be a vector field which is expanding for some volume form.
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There are further differences between the approach taken here and that in [25]. For one thing,
there are C∗-actions which “do not come from geometry” on an infinitesimal level, in the sense
that the element Def ∈ HH 1(F(M),F(M)) does not lie in the image of (4.10) (the C∗-action
from Example 4.4 is one of them). A more substantial difference is that [25] allowed arbitrary
infinitesimal symmetries; clearly, not all of them integrate to C∗-actions (Lemma 4.6 gives a
necessary, but not sufficient, criterion).
(4.c) Fukaya categories of Lefschetz fibrations. We work in Setup 1.11. Choose a basis
of vanishing paths (γk), with its associated Lefschetz thimbles (∆k) and vanishing cycles (V k).
Take the full A∞-subcategory of F(F ) with objects V k. By a standard algebraic process [21,
Lemma 2.1], one can find a quasi-isomorphic A∞-category, which is strictly unital (and retains
the property that the hom spaces are finite-dimensional). Let A be the resulting directed A∞-
subcategory. We denote by Xk the object of A corresponding to V k.
Lemma 4.9. There is a cohomologically full and faithful A∞-functor
(4.11) K : F(E) −→ Tw(A)
with the following property, for any L:
(4.12)
H∗(homTw(A)(Xk,K(L))) ∼= HF ∗(∆k, L),
H∗(homTw(A)(K(L), Xk)) ∼= HF ∗(L,∆k).
(Note that even though ∆k ⊂ E is a submanifold with boundary, these Floer cohomology groups
are well-defined, by a simple maximum principle argument).
This is essentially [21, Corollary 18.25]. The equality (4.12) follows from the way the embedding
is constructed in [21], which we now recall briefly. One defines an A∞-category F(pi) associated
to the Lefschetz fibration. The objects are (roughly speaking) both exact Lagrangian branes in E
and Lefschetz thimbles. There are cohomologically full and faithful embeddings [21, Propositions
18.13 and 18.14]
(4.13) F(E) −→ F(pi)←− A.
Consider the right-hand functor. This maps the object Xk to the Lefschetz thimble ∆k. One
shows [21, Propositions 18.17 and 18.23] that it induces a quasi-equivalence Tw(A) −→ Tw(F(pi)).
One obtains (4.11) by inverting that quasi-equivalence, and then composing with the left-hand
functor in (4.13). In particular,
(4.14)
H∗(homTw(A)(Xk,K(L))) ∼= H∗(homF(pi)(∆k, L)),
H∗(homTw(A)(K(L), Xk)) ∼= H∗(homF(pi)(L,∆k)).
Technically, F(pi) is defined in [21] using a Z/2-symmetry trick, but it is straightforward to see
that the outcome is isomorphic to the right hand side of (4.12).
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γ1
The original fibration The double branched cover
γ˜1
γ˜m+1
Figure 4.
σ1
Figure 5.
An important player in our argument will be the double cover E˜ of E branched along a fibre.
This double cover is again the total space of a Lefschetz fibration, in the sense of Setup 1.11,
which we denote by
(4.15) p˜i : E˜ −→ D˜.
Its fibre is the same F as before. From the given basis of vanishing paths, one gets an induced
basis (γ˜1, . . . , γ˜2m) for (4.15), by the process shown in Figure 4. The resulting basis of vanishing
cycles consists of two copies of the previous basis:
(4.16) V˜ k =
{
V k k ≤ m,
V k−m k > m.
In parallel with the previous construction, we have a directed A∞-category A˜ with objects
(X˜1, . . . , X˜2m) corresponding to our vanishing cycles. In addition, E˜ contains a collection of
Lagrangian spheres Σ1, . . . ,Σm, the matching cycles associated to the paths σ1, . . . , σm from
Figure 5.
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Let D∗ ⊂ D \ ∂D be a slightly shrunk version of the disc D. Then, E∗ = pi−1(E) is again an
exact symplectic manifold with corners, so one can consider the Fukaya category F(E∗). When
forming the double branched cover E˜, one can take the branch fibre to lie outside D∗, and equip
E˜ with the pullback of the symplectic form on E plus a form supported in a small neighbourhood
of that branch fibre. This means that E∗ can be identified with a subset of E˜, in a way which
respects the symplectic forms. This identification also respects the other data that enter into the
definition of the Fukaya category, namely the one-form primitives of the symplectic form (up to
exact one-forms) and the trivialization of the canonical bundle (up to homotopy). More precisely,
there are two choices for the inclusion E∗ ↪→ E˜, corresponding to the connected components of
the preimage of D∗ in D˜. Our convention is to choose the component which intersects γ˜k for
k > m (in Figure 4, this is the interior of the rightmost dotted circle).
Lemma 4.10. The inclusions E∗ ↪→ E, E∗ ↪→ E˜ determine A∞-functors F(E∗) → F(E),
F(E∗)→ F(E˜), of which the first one is a quasi-equivalence, and the second one cohomologically
full and faithful.
The fact that one gets cohomologically full and faithful embeddings is an easy maximum principle
argument. In the case of E∗ ↪→ E, one gets a quasi-equivalence because every exact Lagrangian
brane in E can be moved inside E∗ by the Liouville flow, which is an exact Lagrangian isotopy
(compare the proof of [21, Proposition 18.13]).
Lemma 4.11. If L is an exact Lagrangian brane in E∗, there is some k such that HF ∗(L,Σk) 6= 0.
This is a direct consequence of [21, Lemma 18.15] (ignoring the issue of Z/2-equivariance which
is important there, but irrelevant here). To outline that argument quickly, the composition of all
the Dehn twists τΣk maps L to another Lagrangian submanifold in E˜ which is disjoint from L.
But if HF ∗(L,Σk) were 0 for all k, one would have HF ∗(L, τΣ1 · · · τΣm(L)) ∼= HF ∗(L,L) 6= 0 by
the long exact sequence from [20], which is a contradiction.
Lemma 4.12. Consider the analogue of (4.11) for the double branched cover, K˜ : F(E˜) →
Tw(A˜). For a suitable choice of grading on Σk, there is a quasi-isomorphism K˜(Σk) ' Sk, where
(4.17) Sk = Cone(X˜k −→ X˜k+m)
is the mapping cone of a nonzero element of
(4.18) H0(hom
A˜
(X˜i, X˜k+m)) ∼= HF 0(V˜ k, V˜ k+m) = HF 0(V k, V k) ∼= H0(V k;C) = C.
This is [21, Proposition 18.21] combined with the quasi-equivalence Tw(A˜) ' Tw(F(p˜i)) (which,
like any A∞-functor, respects mapping cones up to quasi-isomorphism).
(4.d) Equivariance and Lefschetz fibrations. Continuing in the previous setup, we now
impose the assumption that F(F ) admits a C∗-action, given by
(4.19) I : F(F ) −→ Tw(C),
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such that each I(V k) is quasi-isomorphic to an equivariant twisted complex Ck. In particular, one
can now replace A with the quasi-isomorphic directed A∞-subcategory of EqTw(C) associated
to the collection of objects (C1, . . . , Cm); and this carries a naive C∗-action. In view of (4.11),
it follows that F(E) carries a C∗-action (in the sense of Definition 4.1). However, it is not clear
from this construction whether the action is dilating, and we will therefore take a slightly more
roundabout way approach.
Namely, consider (4.15), and apply to it the same construction as before. This means that
we consider the collection of objects (C˜1, . . . , C˜2m) in EqTw(C) related to (C1, . . . , Cm) in the
same way as in (4.16), and form the associated directed A∞-subcategory A˜. This still carries a
C∗-action, and comes with a cohomologically full and faithful A∞-functor
(4.20) F(E)
'←− F(E∗) −→ F(E˜) K˜−→ Tw(A˜).
Here, the first two arrows are taken from Lemma 4.10, and the last one is the analogue of (4.11)
for the double branched cover. The proof of Theorem 1.12 is then completed by showing the
following:
Lemma 4.13. Suppose that the C∗-action on F(F ) given by (4.19) is dilating (in the sense of
Definition 4.3). Then the C∗-action on F(E) from (4.20) has the same property.
Proof. Because the naive C∗-action on A˜ is inherited from that on C, the action on
(4.21) H0(hom
A˜
(X˜k, X˜k+m)) ∼= H0(homEqTw(C)(Ck, Ck)) ∼= C
is trivial. Hence, the mapping cone Sk in (4.17) can be formed with respect to a C∗-invariant
cocycle, and thereby becomes an equivariant twisted complex. Because of Lemma 4.12, this
provides an equivariant structure for Σk. There is a canonical isomorphism, parallel to (4.4),
(4.22) H∗(homTw(A˜)(S
k, Sk)) ∼=

C [eC ] ∗ = 0,
Hn−1(homEqTw(C)(Ck, Ck)) ∗ = n,
0 in all other degrees.
This is compatible with the C∗-actions, which by assumption means that the C∗-action on
HFn(Σk,Σk) ∼= Hn(homTw(A˜)(Sk, Sk)) has weight 1. In view of Lemmas 4.5 and 4.11, this
implies the desired result. 
Remark 4.14. The outcome of this argument is slightly stronger than the formulation in Theorem
1.12: instead of a dilating C∗-action on F(F ), one only needs such an action on the full A∞-
subcategory of F(F ) with objects (V 1, . . . , V m).
We now turn to the concrete consequences for q-intersection numbers. Take the matrix Bq from
(1.58), which in algebraic terms means that Bq,ij = C
i ·q Cj is the equivariant Mukai pairing on
Picard-Lefschetz theory 37
EqTw(C). Because of the definition of A˜ as a directed subcategory, the equivariant Mukai pairing
on
(4.23) KC
∗
0 (A˜)
∼= Z[q, q−1]2m
is described by the matrix A˜q ∈ Mat(2m× 2m,Z[q, q−1]) whose entries are
(4.24) A˜q,ij =

Bq,ij i < j ≤ m,
Bq,(i−m)(j−m) m < i < j,
Bq,i(j−m) i ≤ m < j,
1 i = j,
0 i > j.
More succinctly, with Aq as in (1.59), one can rewrite (4.24) in block form as
(4.25) A˜q =
(
Aq Bq
0 Aq
)
.
Lemma 4.15. Let L be an exact Lagrangian brane in E, and C ∈ Ob(Tw(A˜)) its image under
(4.20). Then for all k ≤ m,
H∗(homTw(A˜)(X˜
k, C)) = 0,(4.26)
H∗(homTw(A˜)(C, X˜
k)) = 0.(4.27)
Proof. Without loss of generality, we can assume that L lies in E∗. By applying Lemma 4.12 to
the double branched cover, one sees that the groups in (4.26), (4.27) are the Floer cohomology
groups between L and the Lefschetz thimbles ∆˜k ⊂ E˜, k ≤ m. But those thimbles are fibered
over paths γ˜k which are disjoint from D∗ ⊂ D˜ (see Figure 4); hence the thimbles are disjoint
from L. 
Let L ∈ Ob(F(E)) be an exact Lagrangian brane, and suppose that it carries an equivariant
structure given by a quasi-isomorphism between its image in Tw(A˜) and some equivariant twisted
complex C˜. We denote the equivariant K-theory class of C˜ in (4.23) by l˜q. Recalling that the
isomorphism in (4.23) is obtained by taking the classes of the X˜k as basis vectors, one sees that
(4.27) implies that
(4.28) l˜q = (0, . . . , 0, lq) ∈ {(0, . . . , 0)} × Z[q, q−1]m ⊂ Z[q, q−1]2m.
With that in mind, (4.26) shows that (1.70) holds.
Take two branes Li (i = 0, 1) of the same kind as before, with equivariant structures C˜i and
equivariant K-theory classes l˜i,q = (0, . . . , 0, li,q) as in (4.28). In view of (4.25), the equivariant
Mukai pairing between those classes is given by
(4.29) L0 ·q L1 = C˜0 ·q C˜1 = l˜∗0,q A˜q l˜1,q = l∗0,q Aq l1,q.
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This is (1.71). To conclude the proof of Theorem 1.17, it only remains to show that specializing
to q = 1 recovers the topological theory from Section 1.a. We already know from the construction
that the q = 1 values of Aq and Bq reproduce (1.10) and (1.11), respectively. If we take lq and
specialize to q = 1, we get an l ∈ Zn whose entries are determined by
(4.30) ek,∗A l = χ(H∗(homTw(C)(X˜k+m, C˜))),
where ek is the i-th unit vector. Using (4.12), one rewrites this as
(4.31) ek,∗A l = χ(HF ∗(∆˜k+m, L)) = ∆k ·pi L.
This shows that with respect to the isomorphism Zm ∼= Hpi given by our basis of Lefschetz
thimbles, l corresponds to the homology class [L].
(4.e) The examples. As a stepping-stone, we consider the Milnor fibres Y from Example
1.4, assuming that n ≥ 3. The Lefschetz fibration mentioned in Example 1.13 has been analyzed
exhaustively in [21, Section 20], whose results we recall now (in slightly different notation). Define
a directed A∞-category C with r + 1 objects and
(4.32)
homC(X
i, Xj) = C · eji ⊕ C · f ji for all i < j,
with |eji| = 0, |f ji| = n− 2.
The only nontrivial A∞-compositions between these generators are
(4.33)
µ2C(e
kj , eji) = eki,
µ2C(f
kj , eji) = fki,
µ2C(e
kj , f ji) = (−1)n−2fki.
There is a cohomologically full and faithful embedding
(4.34) I : F(Y ) −→ Tw(C),
which takes the Lagrangian spheres Σ1, . . . ,Σr+1 (with appropriate choices of gradings) from
Figure 1 to the twisted complexes
(4.35) S1 = Cone(e2,1), · · · , Sr = Cone(er+1,r), Sr+1 = Cone(er+1,1)[1].
Moreover, these spheres (or even any r of them) are split-generators for F(M) [21, Equation
(20.3)]. Concretely, this means that for any exact Lagrangian brane L ⊂M there is some k such
that HF ∗(L,Σk) 6= 0.
Equip C with the naive C∗-action which has weight 0 on the eji, and weight 1 on the f ji (it also
acts trivially on the identity endomorphisms of each object, of course). Then (4.35) describes
equivariant twisted complexes. A computation parallel to (4.22) shows that the C∗-action on
Hn−1(homTw(C)(Sk, Sk)) has weight 1 for all k. Applying Lemma 4.5, it follows that this equips
F(M) with a dilating C∗-action.
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V 3
V 1
V 2
Figure 6.
The equivariant Mukai pairing on KC
∗
0 (C)
∼= Z[q, q−1]r+1 is described by the upper-triangular
matrix
(4.36)

1 1 + q(−1)n 1 + q(−1)n · · · 1 + q(−1)n
1 1 + q(−1)n 1 + q(−1)n
1 · · ·
· · ·
1 1 + q(−1)n
1

By construction, the classes of (4.35) in this equivariant Grothendieck group are
(4.37) [S1] = (0, . . . , 0,−1, 1), · · · , [Sr] = (−1, 1, 0, . . . , 0), [Sr+1] = (1, 0, . . . , 0,−1).
Plugging these vectors into (4.36) recovers (1.73). With this as an input, all the further compu-
tations take place entirely within the framework of q-intersection numbers.
Example 4.16. Consider the Lefschetz fibration (1.21), whose fibre is the previous Y (still
assuming n ≥ 3). The first vanishing cycle from Figure 2 is
(4.38) V 1 = τΣa · · · τΣ2(Σ1).
Under the embedding F(X) → Tw(C), the image of V 1 is therefore quasi-isomorphic to the
equivariant twisted complex C1 = TSa · · ·TS2(S1). Combining (3.15), (4.36), and (4.37), we get
(4.39) [C1] = [S1] + · · ·+ [Sa] ∈ KC∗0 (C).
For the other V i and the corresponding equivariant twisted complexes Ci, there are similar cycli-
cally rotated expressions, which refine the corresponding homological identities (1.23). For the
q-intersection numbers, this means that
(4.40) V i ·q V j = Ci ·q Cj =
a−1∑
s=0
a−1∑
t=0
Si+s ·q Sj+t,
which indeed recovers (1.74).
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Example 4.17. In the situation of Examples 1.6 and 1.20, one can redraw Figure 3 in a less
symmetric way as Figure 6. This allows one to write the vanishing cycles in terms of the Σi from
Figure 1 as
(4.41)
V 1 = τΣ2(Σ
1),
V 2 = τ−1
Σ2
τΣ1(Σ
4),
V 3 = τΣ3τΣ1(Σ
2).
The counterpart of (4.39) is then
(4.42)
[C1] = [S1] + [S2],
[C2] = [S1]− (−1)nq−1[S2] + [S4],
[C3] = −q(−1)n[S1] + [S2] + [S3].
Plugging those expressions into (1.73) then yields the matrix (1.79).
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