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Introduction
Chapter 1
Graph theory began in 1736 with the Swiss mathematician Leohnard Euler and
his paper on the problem known under the name The seven bridges of Königs-
berg [33]. The city of Königsberg (now, Kaliningrad, located in Russia) was
divided into four lands by the Pregel River. This river was spanned by seven
bridges, each of them connecting one land to another. It is said that the people
of Königsberg asked themselves if there was a walk through the city crossing
each bridge exactly once and possibly returning to its starting point. The answer
was brought by Euler who proved that it was impossible to find such a route.
In [33], Euler provided a necessary and sufficient condition for the existence of
a walk of the above type in an arbitrary graph.
One century after Euler’s solution to the seven bridge problem, the British
mathematician Arthur Cayley studied a class of graphs that he called trees [17].
Thereafter, Cayley applied his results on trees to chemistry, which became the
first application branch of graph theory [18]. It is only in 1878 in a paper by
the British mathematician James Joseph Sylvester about graphs and molecular
diagrams that the term graph was introduced [92].
Nowadays, graphs are of application in many different areas of engineering
and science, including biology, physics, chemistry and even sociology, where
they are used to represent problems in an abstract fashion.
Although graphs are easily defined, their numerous applications gave rise to
a series of non trivial mathematical problems, amongst which is the famous four
color problem introduced in 1852 by the South African mathematician Francis
Guthrie. The problem was formulated as follows: given a map in the plane,
is it possible to color all the countries with four colors in such a way that two
adjacent countries are colored differently ? For more than one century, several
mistaken proofs were suggested, including one by Cayley, and the problem re-
mained unsolved. Finally, in 1969, the German mathematician Heinrich Heesch
proposed the first proof based on computers [43].
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The maximum flow problem was another famous concern of graph theory.
This problem was first stated in 1954 by the American mathematician Theodore
Edward Harris whose purpose, in collaboration with the General F.S. Ross, was
to apply the results of this problem to the Soviet railway network [88]. The
problem consists in finding a flow in a given graph, starting from a particu-
lar node called the source and going to another particular node called the sink,
that is maximum. In 1956, the American mathematicians Lester Randolph Ford
junior and Delbert Ray Fulkerson proved the well-known max-flow min-cut the-
orem stating that the maximum flow is equal to the minimum capacity that,
when removed from the graph in a specific way, prevents any flow from go-
ing from the source to the sink. The max-flow min-cut theorem was applied in
different topics of graph theory [34, 37], but also in matrix theory. Several re-
sults about the existence of matrices satisfying combinatorial constraints were
indeed proved by means of this theorem [14]. This combination of graph and
matrix theory with combinatorics led to the combinatorial matrix theory.
Combinatorial matrix theory, defined as the branch of mathematics com-
bining graph theory, combinatorics and linear algebra, includes among others
the combinatorial proofs of classical algebraic theorems, such as the Cayley-
Hamilton theorem, and the study of matrices with prescribed combinatorial
properties [12,14].
This thesis is concerned with four different topics of combinatorial matrix
theory: the minimum rank problems, the structural controllability of networked
systems, the binary factorizations of the all ones matrix and finally, nearly-linear
time solvers for linear systems. Except for linear solvers, the motivation for us
to work on these topics was brought by the finite-time average consensus prob-
lem. In the framework of the average consensus, we are given a number of
communicating agents which all have an initial position and which are driven
by a dynamics of the following form: at each time step, each agent receives a
limited number of positions and with the received information, it changes its
own position following a given law. The problem consists in finding a commu-
nication graph with a law to change the position of the agents so that after a
finite number of steps, all the agents meet at the average of their initial posi-
tions. Mathematically, the problem is finding a weighted graph for which there
is a power of the adjacency matrix that is the matrix of all ones divided by the
number of agents.
Our first idea to tackle this problem was to study graphs for which the pow-
ers of the adjacency matrix have their ranks decreasing to one. This led us to
the minimum rank problems, the first topic of the thesis. Besides our contri-
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butions to the minimum ranks, we applied the theory developed for minimum
ranks to structural controllability, the second topic we consider in the sequel.
Still motivated by the average consensus problem, we studied the binary
matrices, seen as the adjacency matrices of graphs, that are matrix roots of the
matrix of all ones. More specifically, we compared them with the De Bruijn
graphs which are known to be an optimal strategy to reach the consensus as
quickly as possible. This is the third topic of the thesis.
Finally, independently of the average consensus, we chose to work on nearly-
linear time solvers for linear systems, one of the attractive research topics of the
last ten years.
In the rest of this introduction, we introduce each of these topics separately.
Minimum rank problems
Graphs and matrices are related by the correspondence that can be made be-
tween the position of the edges in the graph and the position of the nonzero
entries in the matrix. A matrix is said to be underlying a given graph if its
nonzero entries match the position of the edges in the graph, meaning that the
(i, j)-entry is nonzero if and only if there is an edge from j to i in the graph.
The minimum rank problems consist in finding the minimum possible rank for
a matrix underlying a given graph.
The minimum rank problems were initiated in 1996 by Nylen [79] when
the graph is simple and undirected. By simple, we mean that the graph has
no self-loop and that the matrices underlying the graph have a diagonal that is
non-constrained. Due to the symmetry of the undirected graphs, the matrices
underlying such graphs are naturally required to be symmetric.
Nylen’s motivation for the minimum rank problem of a simple undirected
graph was the Inverse Eigenvalue Problem of a Graph (IEPG) [35, 46]. The
distinction between the IEPG and spectral graph theory is worth to be men-
tioned. Spectral graph theory aims to study the spectrum of particular matrices
underlying a simple undirected graph, such as the adjacency or the Laplacian
matrix, in order to get information about the graph. As an example, it has been
shown [46] that the eigenvalues of the adjacency matrix give the number of
edges in the graph. Instead, the goal of the IEPG is to use the characteristics of
the simple undirected graph in order to deduce all the possible spectra for the
matrices underlying the graph.
Although the IEPG has been studied for more than 20 years, limited progress
has been made. However, as Nylen had noticed, a first step forward in this prob-
lem would be to determine the maximum possible multiplicity of an eigenvalue
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for a matrix underlying a simple undirected graph. This maximum multiplicity
is actually provided by the minimum rank of the graph [79]. That is how the
minimum rank problems were introduced.
Since originally stated for simple undirected graphs, most of the literature
on the minimum rank problems concerns this type of graphs, e.g. [6, 11, 35,
57, 58, 79]. Nevertheless, these five last years have seen some breakthroughs
in the determination of the minimum rank of other types of graphs, some of
which are directed or with self-loops, e.g. [5,47].
The progress in the problem of computing the minimum rank of a graph
was made through several graph invariants, ranging from the path cover num-
ber [49] and the zero forcing number [3,5,47] to the minimum degree [11] and
the clique cover number [35]. The zero forcing number was introduced specifi-
cally for the minimum rank problems, at first in [3] for simple undirected graphs
and then in [5,47] for the other types of graphs. This invariant was introduced
in order to solve the minimum rank problem for each kind of trees [47]: this
problem was indeed reduced to the one of computing the zero forcing num-
ber. However, the author of [1] proved the NP-hardness of computing the zero
forcing number of a simple undirected graph.
Chapter 3 first gives an overview of the minimum rank problem when the
graph is simple and undirected, then presents the graph invariant called zero
forcing number before providing our contributions on zero forcing and mini-
mum rank. Our first result completes the one of [1] by proving that the non-
equivalent problem of computing the zero forcing number in directed graphs
allowing self-loops is also NP-hard. Then, our second contribution shows that
the minimum rank of some directed trees can be computed in linear time.
Our result on NP-hardness was published in [94]:
M. Trefois and J.-C. Delvenne, Zero forcing number, constrained matchings
and strong structural controllability, Linear Algebra and Its Applications,
484: 199-218, 2015.
Structural controllability
Dynamical networked systems, or networked systems for short, are omnipresent
in our daily life. The internet, aircrafts, robots, power grids or electrical circuits
are only a few examples. As their name suggests, networked systems are related
to graphs. A networked system should indeed be thought of as a graph with a
dynamical process on it.
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Our ability to control networked systems reflects our understanding of how
they work. The notion of controllable system matches our intuitive idea of what
controllability is. A networked system is called controllable if it can be driven
in finite time from any initial state to any desired final state. Specifically, a con-
trollable networked system can be led by an outside controller which directly
acts on a part of the nodes in the underlying graph; these nodes form the input
set. This notion of control gives thus rise to two questions, classical in control
theory: is a given networked system controllable ? If so, what is the minimum
size of an input set ?
The controllability of networked systems was studied from a graph theoretic
approach in [93] when the dynamical process is driven by the Laplacian ma-
trix of the underlying graph. Further progress was then made in [31, 83, 105]
when the Laplacian matrix leads the dynamical process and in [39]when it is in-
stead the adjacency matrix which drives the dynamics. For instance, it has been
shown in [83] that controllability can be deduced from the eigenvectors of the
Laplacian matrix. Other results about the controllability of networked systems
using graph theoretic arguments can be found in [16,39,70,75,83,93,103,105].
Most of the developments about the controllability of networked systems
assume the interaction strengths, or equivalently the weights along the edges of
the underlying graph, to be known. However, in many real networked systems,
such as the regulatory networks, the weights along the edges are unknown
or only partially determined. As a consequence, the well-known conditions
for controllability, such as the Kalman controllability rank condition [54], are
not applicable for such systems. That is why another variant of controllability,
called structural controllability, has been introduced.
Structural controllability takes into account only the topology of the under-
lying graph, but not the interaction strengths along the edges. We distinguish
two kinds of structural controllability: the weak one introduced in 1974 by
Lin [66] and the strong one defined by Mayeda and Yamada in 1979 [71].
A networked system is called weakly structurally controllable, or weakly
controllable for short, if there exist interaction strengths making the system
controllable. In contrast, a system is called strongly structurally controllable,
or strongly controllable for short, if the system is controllable whatever the in-
teraction strengths.
The last four years have seen a surge of activity in structural controllabil-
ity [19, 22, 67, 77]. The results of [19] and [67] link structural controllability
with maximum matchings. More specifically, in [67], Liu, Slotine and Barabási
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re-prove a result of [21] that states that weak controllability can be deduced
from the maximum matchings in the underlying graph whereas Chapman and
Mesbahi prove in [19] the link between strong controllability and maximum
constrained matchings. The authors of [77] make use of the zero forcing sets
in the underlying graph, supposed to be simple and directed, in order to de-
duce the strong controllability of the system. The zero forcing sets are related
to the zero forcing number, which, as said previously, was introduced in the
framework of the minimum rank problems.
Chapter 4 emphasizes the role of zero forcing in controllability. Precisely,
our contributions revisit through zero forcing sets the results of [19] about the
relation between strong controllability and constrained matchings. Firstly, we
provide a necessary and sufficient condition in terms of zero forcing sets for the
strong controllability of networked systems from a given input set. Secondly,
in the case of self-damped systems, i.e. systems in which each node influences
itself, we show that minimum-size input sets for strong controllability are pro-
vided by the minimum zero forcing sets in the simple graph that is the under-
lying graph where self-loops were all removed. Finally, we show that we can
find in polynomial time a minimum-size input set for the strong controllability
of a self-damped system with a tree structure. Following [19, 22, 67, 80], the
results of this chapter are for directed graphs allowing self-loops.
All of these results were published in [94]:
M. Trefois and J.-C. Delvenne, Zero forcing number, constrained matchings
and strong structural controllability, Linear Algebra and Its Applications,
484: 199-218, 2015.
Binary factorizations of the all ones matrix
Graphs with a unique walk of given length m from any source node to any target
node are of interest in different mathematical problems. In [73] for example, it
is shown that these graphs are used in the construction of a class of algebras. Or,
in the framework of the finite time average consensus problem stated in [29],
such graphs are among the communication topologies reaching the consensus
the most quickly.
The adjacency matrices of these graphs are actually the binary solutions
to the equation Am = J , where J is the matrix of all ones. Nowadays, these
solutions are far from being well understood: the only known solutions are the
De Bruijn matrices which are the adjacency matrices of the De Bruijn graphs,
introduced in [26].
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Most of the literature [59,68,100,101] about the binary solutions to Am = J
considers the solutions that are g-circulant, meaning that each row (except
the first one) is obtained from the previous one by shifting all the entries of g
positions to the right. For example, the authors of [101] showed that some of
the g-circulant solutions to Am = J are isomorphic to a De Bruijn matrix.
Even though the De Bruijn matrices are the only known solutions to Am = J ,
the binary solutions to this equation have been proved [69] to share several
properties with the De Bruijn matrices. The authors of [69] even call them
Generalized De Bruijn matrices. As a consequence, you may wonder if each
binary solution to Am = J can be expressed from De Bruijn matrices.
Chapter 5 improves our understanding of the binary solutions to Am = J
and, in particular, investigates the relation between these solutions and the De
Bruijn matrices. As a first result, we show that each binary solution to Am = J
with minimum rank is isomorphic to a row permutation of a De Bruijn matrix
and that this row permutation can be represented by a block diagonal permu-
tation matrix. From this result, we deduce a characterization of the minimum
rank solutions to A2 = J through the De Bruijn matrices. This partially solves
Hoffman’s open problem of characterizing the binary solutions to A2 = J . Fi-
nally, we identify a class of roots A of J that are isomorphic to a De Bruijn
matrix.
These results were published in [96]:
M. Trefois, P. Van Dooren and J.-C. Delvenne, Binary factorizations of the
matrix of all ones, Linear Algebra and Its Applications, 468: 63-79, 2015.
Linear solvers with fast iterations
The problem of solving very large linear systems arises in different contexts.
For instance, in many areas of physics, mechanics and electro-magnetics, the
solutions of partial differential equations have to be determined numerically
and a spatial discretization of the problem naturally leads to the one of solving
a large sparse linear system [104].
In order to solve a linear system, there exist two main approaches. The first
one makes use of direct methods [25], such as the Cholesky factorization or the
Gauss elimination, that provide the exact solution of the system after a finite
number of computations, but that might be computationally expensive. The
second one uses iterative methods [32, 85, 104], such as the Jacobi method or
the gradient descent, that are generally less costly in terms of running time, but
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that only give an approximation of the system solution. However, when the size
n of the system is large, both direct and iterative methods have a prohibitive
computational complexity. For example, the Gauss elimination method runs
in O (n3) time and the Jacobi method in O (Nn2) time where N is the number
of needed iterations. During the last decade, the hope has been to find an
iterative algorithm with a nearly-linear running time. In this context, ‘nearly-
linear’ means a running time that is of the form O (m logc m), where m is the
size of the system or the number of nonzero entries in the system matrix, and
c is an arbitrary constant. This problem has been considered for symmetric
and diagonally dominant (SDD) systems. In 2004, Spielman and Teng showed
in [90] that algorithms for SDD systems with nearly-linear running time are
indeed possible. Fuelled by these seminal results, there has been a surge of
interest in developing nearly-linear time iterative methods for solving an SDD
system. Since 2004, several algorithms have been proposed [20,56,60–62,65,
90]. All of these reduce the problem of solving an SDD system to the one of
solving a Laplacian system of the form Lx = b, where L is the Laplacian matrix
of a simple undirected graph and efficiently solve it in nearly-linear time by
using graph theoretic techniques.
Recently, a nearly-linear time direct method that solves systems where the
coefficient matrix is a special case of hierarchical matrix has been proposed
in [4]. Hierarchical matrices were introduced in 1999 by Hackbusch [42] in
order to perform efficiently matrix operations involving dense matrices. Origi-
nally, their introduction comes from partial differential equations (PDE’s). Solv-
ing PDE’s by finite element methods, for instance, often gives dense matrices
or sparse matrices with dense inverse. However, scientists try to avoid dense
matrices because they make matrix operations expensive. In order to deal effi-
ciently with them, the so-called wavelet approaches were introduced [24]. The
idea is to provide sparse matrices from special functions in discretization. Hier-
archical matrices extend this idea and are used as data sparse approximations
of dense matrices. Moreover, as it is shown in [41], arithmetic operations on
hierarchical matrices, such as matrix-vector multiplication or matrix inversion,
can be performed in nearly-linear time. Hierarchical matrices are then com-
putationally powerful. That is why nowadays they are also used to construct
preconditioners in order to speed up the resolution of linear systems [102].
In this chapter, we contribute to finding nearly-linear time solvers. Indeed,
we consider the problem of computing the minimal norm solution of an under-
dertermined linear system and provide a new iterative algorithm that beats all
the current iterative methods thanks to its running time per iteration that is
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faster than linear in the system size. More specifically, our algorithm iterates
on the columns q of a matrix that we call k-sparsely factorizable and performs
in O (k) time the iteration
x t+1 = x t +
x Tt q
qT q
· q. (1.1)
In particular, we show that if the k-sparsely factorized matrix is hierarchical,
the running time per iteration depends only on some characteristics of the hi-
erarchical structure, such as the depth or the degree, but not directly on the
matrix size. Thanks to this and some existing results on low-stretch spanning
trees [2,56], we deduce that we can find in nearly-linear time the minimal norm
solution of a linear system where the coefficient matrix is the incidence matrix
of a graph. Finally, we show that our algorithm can be used to solve a Lapla-
cian system in nearly-linear time. The idea is to factorize the Laplacian matrix
through the incidence matrix, then to change the variable and to find from our
algorithm the minimal norm solution to a system where the coefficient matrix
is the incidence matrix, before finally coming back to the original variable by
solving in linear time an almost triangular system.
These results were submitted as a journal paper in 2016 [95]:
M. Trefois, M.T. Schaub, J.-C. Delvenne and P. Van Dooren, A new sparse ma-
trix factorization for linear solvers with fast iterations, submitted, 2016.
The present introduction is followed by an overview of the basic concepts
of graph theory we widely use throughout this thesis, see Chapter 2. The next
four chapters are about the above mentioned topics and have been written to be
read independently: Chapter 3 is about the minimum rank problems, Chapter 4
about structural controllability, Chapter 5 about the binary factorizations of the
all ones matrix and Chapter 6 about linear solvers with fast iterations. Finally,
Chapter 7 concludes our investigations about these four topics.
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Chapter 2
This chapter is an introdution to graph theory, widely used throughout this
book. At first, we present the notion of graph, as well as different matrix rep-
resentations. Then, the notion of a matching in a graph is presented.
2.1 Graph and matrix representation
In real life, graphs are everywhere: people exchanging messages, computers
physically connected by cables, metropolitan networks connecting cities are a
few examples among others.
A graph is a mathematical tool allowing to represent interacting objects in
an abstract fashion.
In graph theory, the objects are called nodes and the interactions between
the objects are called edges.
2.1.1 Definition of graph
Mathematically, a graph is a pair of finite sets: the non-empty set of nodes and
the set of edges. An edge is a pair {i, j} of two nodes, modelling the fact that
information can flow between nodes i and j.
Definition 2.1. A graph, or an undirected graph, is a pair (V, E) of finite sets
where V is non-empty and E contains pairs of elements in V , namely
E ⊆ {{i, j} : i, j ∈ V}. The set V is the set of nodes and E is the set of edges.
The edges connecting a node to itself, namely the edges of the form {i, i},
are allowed and called self-loops, or loops for short.
A natural way to represent a graph is by drawing it. Graphically, a graph is
represented by a set of items, modelling the nodes, which are linked by lines,
modelling the edges. If {i, j} is an edge of the graph, then we draw a line
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Figure 2.1: (a) A graphical representation of the graph (V, E) with
V = {1, 2,3} and E = {{1,2}, {1, 3}, {2, 3}, {3,3}}. - (b) A graphi-
cal representation of the directed graph (V, E) with V = {1,2, 3} and
E = {(1, 2), (1, 3), (2,2), (2,3), (3,2)}.
between the items representing nodes i and j. As an example, Figure 2.1 (a)
is a graphical representation of the graph (V, E) with V = {1, 2,3} and E =
{{1,2}, {1,3}, {2, 3}, {3,3}}.
The number of nodes in a graph G is called the order of G and is denoted
by |G|.
In a given graph, nodes i and j are called neighbors if {i, j} is an edge of the
graph. In particular, node i is a neighbor of itself if the loop {i, i} is in the graph.
The number of neighbors of node i is called the degree of i and is denoted by
deg(i). For instance, in the graph shown in Figure 2.1, the neighbors of node
3 are nodes 1, 2 and 3 and deg(3) = 3.
Nodes i and j are called the endpoints of the edge {i, j} and {i, j} is said to
be incident to nodes i and j. The degree of a node i can then be seen as the
number of edges incident to i.
Given a graph G = (V, E) and a node subset S ⊆ V , G−S denotes the graph
obtained from G by removing the nodes in S and the edges of G incident to a
node of S. If S = {i} contains a unique node i, G−S is also denoted by G− i. As
an example, in Figure 2.2, we show a graph G and the graph G−{4, 5} obtained
from G by removing nodes 4 and 5.
We have seen that an edge {i, j} models the fact that information can flow
between nodes i and j. However, there are systems where information can go
from i to j, but not from j to i. To model them, we use directed graphs.
Definition 2.2. A directed graph is a pair (V, E) of finite sets where
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Figure 2.2: A graph G and the graph G − {4,5} obtained from G by removing
nodes 4 and 5.
Figure 2.3: An example of 1-regular directed graph.
E ⊆ V × V := {(i, j) : i, j ∈ V}. The non-empty set V is the node set and E
is the edge set.
As for undirected graphs, a directed graph is easily represented by drawing.
Graphically, it is represented by a set of items, modelling the nodes, which are
linked by arrows, modelling the edges. If (i, j) is an edge of the graph, then we
draw an arrow from the item representing nodes i to the one representing node
j. As an example, Figure 2.1 (b) shows a graphical representation of the di-
rected graph (V, E)with V = {1, 2,3} and E = {(1,2), (1,3), (2,2), (2,3), (3, 2)}.
In a given directed graph, node j is called an out-neighbor of node i if (i, j)
is an edge of the graph. In this context, we also say that node i is an in-neighbor
of node j.
Given an edge e = (i, j), node i is called the source node of edge e and node
j is the target node of e. In a directed graph G, the out-degree of node i, denoted
by degout(i), is the number of edges in G for which the source node is node i.
Similarly, the in-degree of node i, denoted by degin(i), is the number of edges
in G for which the target node is node i. In Figure 2.1 (a), the out-degree of
node 3 is 1 whereas its in-degree is 2.
A directed graph is said to be p-regular if each node has out and in-degree
p. Figure 2.3 shows a 1-regular directed graph.
We say that two undirected (resp. directed) graphs (V, E) and (V ′, E′) are
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Figure 2.4: The sequence (1, 2,3, 1,2, 4) is a walk of length 5 from node 1 to
node 4.
isomorphic if there is a bijection f between the node sets V and V ′ such that
for each pair of nodes i, j ∈ V , {i, j} ∈ E (resp. (i, j) ∈ E) if and only if
{ f (i), f ( j)} ∈ E′ (resp. ( f (i), f ( j)) ∈ E′).
Walking in a graph is one of the basic tools of graph theory.
Definition 2.3. In a directed graph G = (V, E), a walk of length l from node i
to node j is a sequence i1, ..., il+1 of l + 1 not necessarily distinct nodes such that
i1 = i, il+1 = j, for each 1≤ s ≤ l, (is, is+1) ∈ E.
As an example, in the graph shown in Figure 2.4, the sequence
(1,2, 3,1, 2,4) is a walk of length 5 from node 1 to node 4.
A subgraph of an undirected (resp. directed) graph G = (V, E) is an undi-
rected (resp. directed) graph G′ = (V ′, E′) where the node set of G′ is a subset
of the node set of G, i.e. V ′ ⊆ V , and the edge set of G′ is a subset of the edge
set of G, i.e. E′ ⊆ E.
Definition 2.4. Let G = (V, E) be a graph and V ′ ⊆ V be a node subset of V . The
subgraph of G induced by V ′ is the graph where the node set is V ′ and where the
edges are all the edges of G for which the endpoints are in V ′. When V ′ is clear by
context, such a subgraph is called node-induced.
In a graph, a node k is said to be connected to edge {i, j} if i = k or j = k or
both.
Definition 2.5. Let G = (V, E) be a graph and E′ ⊆ E be an edge subset of E. The
subgraph of G induced by E′ is the graph where the edge set is E′ and where the
nodes are the ones of G connected to an edge of E′. When E′ is clear by context,
we call such a subgraph edge-induced.
Now, imagine we are given a directed graph modelling a community of
people exchanging messages, namely each node corresponds to a person and if
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person i sends messages to person j, the couple (i, j) is an edge of the directed
graph. Given any two pairs of people, does the graph tell us if a pair exchanges
much more messages than the other ? Unfortunately, not. In order to remediate
this problem, we could add a positive number on each edge in such a way that
the bigger this number is, the more intensive the interaction is. This leads to
the notion of weighted graph.
Definition 2.6. A weighted undirected (resp. directed) graph is a triplet (V, E, W )
where (V, E) is an undirected (resp. directed) graph and W is the weight function
defined by:
W : V × V → R : (i, j) 7→
¨
wi j > 0 if {i, j} ∈ E (resp. (i, j) ∈ E)
0 otherwise.
An undirected (resp. directed) graph should be thought of as a weighted
undirected (resp. directed) graph where the weight function takes value 1 on
each edge.
If the weights along the edges are different from 1, a graphical representa-
tion of a weighted graph contains the value of the weights on the lines/arrows
representing the edges.
When the graph is weighted, the degree or the in- and out-degrees of a
node take into account the value of the weights along the edges, namely in a
weighted undirected graph (V, E, W ), the degree of node i is given by:
deg(i) :=
∑
j∈V
W (i, j).
Similarly, in a weighted directed graph (V, E, W ), the out-degree of node i is
given by:
degout(i) :=
∑
j∈V
W (i, j)
and the in-degree of i is:
degin(i) :=
∑
j∈V
W ( j, i).
A subgraph of a weighted graph G = (V, E, W ) is a directed graph
G′ = (V ′, E′, W ′) where the graph (V ′, E′) is a subgraph of (V, E) and W ′ is
the weight function W restricted to V ′ × V ′.
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Figure 2.5: (a)-(c) An example of graph that is both a loop and a simple
(un)directed graph. - (b)-(d) The given graph is a loop (un)directed graph,
but not a simple (un)directed graph.
Throughout the thesis, we always specify if the graph under consideration
is directed or not. Moreover, when the graphs are required to have no loop,
we refer to them using the expression simple (un)directed graphs. Instead,
when the graphs are allowed to have loops on their nodes, we refer to them
by the term loop (un)directed graphs. In other words, the class of the loop
(un)directed graphs is the whole class of (un)directed graphs whereas the sim-
ple (un)directed graphs are included in the loop ones. When no confusion can
be made, we simply call a graph with potential loops on its nodes (un)directed
graph instead of loop (un)directed graph. A summary of the different types of
graphs is given in Figure 2.5.
2.1.2 Particular graphs
In what follows, we introduce some particular graphs, namely the complete
graphs, the paths, the cycles, the trees, the directed trees and the bipartite
graphs.
Definition 2.7. The complete graph Kn on n nodes is, up to isomorphism, the sim-
ple undirected graph (V, E) where the node set is V = {1, ..., n} and that contains
all the possible edges, namely the edge set is E = {{i, j} : 1≤ i < j ≤ n}.
Definition 2.8. The path Pn on n nodes is, up to isomorphism, the simple undi-
rected graph (V, E) where the node set is V = {1, ..., n} and where the edge set is
E = {{i, i + 1} : 1≤ i ≤ n− 1}.
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Figure 2.6: An example of tree.
The path Pn on n nodes has n − 1 edges and is said to be of length n − 1.
The two nodes of degree 1 in Pn (n≥ 2) are called the endpoints of the path.
In an undirected graph, a path between nodes i and j is a subgraph iso-
morphic to a path Pn where the endpoints are i and j. A shortest path between
nodes i and j is a path between i and j of minimum length.
In an undirected graph, the paths tell us how well the nodes are connected.
Definition 2.9. An undirected graph is connected if there is a path between each
pair of nodes. Otherwise, the graph is disconnected.
Definition 2.10. The connected components of an undirected graph G are the
subgraphs of G induced by a node subset that are connected and maximal, meaning
that the addition of a node to the induced subgraph makes it disconnected.
Definition 2.11. The cycle Cn on n nodes (n 6= 2) is, up to isomorphism, the
undirected graph (V, E) where the node set is V = {1, ..., n} and where the edge
set is E = {{i, i + 1} : 1≤ i ≤ n− 1} ∪ {1, n}.
Note that the cycle C1 is a node with a loop.
An undirected graph is said to be acyclic or without cycle if it has no subgraph
which is a cycle. The undirected graphs that are connected and without cycle
are called trees.
Definition 2.12. A tree is a connected undirected graph without cycle. A forest is
a disjoint union of trees.
Typically, a tree is a graph like the one in Figure 2.6.
Proposition 2.13. A tree T on n nodes has exactly n− 1 edges.
In a tree, a node of degree 1 is called a leaf.
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Figure 2.7: A loop directed graph G with its associated undirected graph Gˆ.
Figure 2.8: (a) A directed tree T . - (b) The undirected graph Tˆ associated with
the directed tree T in (a).
Proposition 2.14. Between two given nodes of a tree, there is a unique path.
The unique path between two nodes i and j of a tree is denoted by P(i, j).
A rooted tree is a tree where a node has been designated to be the root.
Given a node i of a rooted tree, a child of i is a node j connected to node i,
namely edge {i, j} is in the tree, such that the unique path P(r, j) between the
root r and node j is made up of the unique path P(r, i) between r and i and
edge {i, j}. Node i is then called the father of node j. For instance, in the tree
shown in Figure 2.6, if node 1 is the root, then node 4 is a child of node 3.
As their name suggests, directed trees are directed graphs with a tree struc-
ture. Below, we give a formal definition.
Definition 2.15. The undirected graph Gˆ associated with a loop directed graph
G has the same node set as G and for any nodes i, j, the pair {i, j} is an edge of Gˆ
when at least one of (i, j), ( j, i) is an edge of G.
In Figure 2.7, we give a loop directed G and its associated undirected graph
Gˆ.
Definition 2.16. A directed tree is a directed graph for which the associated undi-
rected graph is a tree.
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Figure 2.9: (a)-(c) Example of simple (directed) trees, which are also loop
(directed) trees. - (b)-(d) Loop (directed) trees that are not simple (directed)
trees.
An example of directed tree T is shown in Figure 2.8 (a) and its associated
undirected graph Tˆ is shown in Figure 2.8 (b). We notice that Tˆ is a tree.
It is important to note that between two nodes i and j, a directed tree allows
the two edges (i, j) and ( j, i).
By definition, the trees or directed trees have no loop. However, we use the
term simple (directed) tree to refer to a (directed) tree, which by definition has
no loop, and the term loop (directed) tree to refer to a graph that is a (directed)
tree except that it allows loops on its nodes. A summary of the different types
of trees is given in Figure 2.9.
In order to avoid ambiguity, we always specify if we consider the class of
simple (directed) trees or the class of loop (directed) trees. When there is no
ambiguity, we simply call a simple (directed) tree by (directed) tree.
An undirected graph where the node set can be partitioned into two sets
V+ and V− in such a way that each edge connects a node of V+ with a node of
V− is called a bipartite graph.
Definition 2.17. A bipartite graph (V+, V−, E) is an undirected graph where the
node set is the disjoint union V+ ∪ V− and where the edge set E is such that each
edge is of the form {i, j} with i ∈ V+ and j ∈ V−.
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Figure 2.10: For the given simple undirected graph, we provide its adjacency
matrix A, its Laplacian matrix L, as well as an incidence matrix B.
2.1.3 Matrix representation
Although drawing a weighted graph provides a nice visualization of it, this kind
of representation may not be handy. For this reason, we present some matrix
representations which allow us to represent a weighted graph by means of a
matrix.
Given an (un)directed graph on n nodes and m edges, since two different
labelings of the nodes and edges provide isomorphic graphs, we suppose with-
out loss of generality that the nodes are labeled from 1 to n and the edges are
labeled from 1 to m.
The following matrices, depending on the node and edge numbering, are
unique up to a row and column permutation.
Each of the following matrix representations is illustrated in Figure 2.10.
A first matrix representing a weighted graph is the adjacency matrix.
Definition 2.18. Let G = (V, E, W ) be a weighted directed (resp. undirected)
graph on n nodes. The adjacency matrix A = (ai j)n×n of G is the n × n matrix
defined as∗:
ai j =
¨
w ji if ( j, i) ∈ E (resp. {i, j} ∈ E)
0 otherwise.
∗In graph theory, the adjacency matrix is often defined as the transpose of this matrix. This
choice for the definition of the adjacency matrix is to be consistent with the control literature (see
Chapter 4).
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Although the adjacency matrix is very convenient, the Laplacian matrix of
a simple undirected graph, which offers another representation of the graph, is
also of interest.
Definition 2.19. Let G = (V, E, W ) be a simple and weighted undirected graph
on n nodes. The Laplacian matrix L of G is the n× n matrix defined by
L = D− A,
where A∈ Rn×n is the adjacency matrix of G and D ∈ Rn×n is the diagonal matrix
of the degrees, namely the i th diagonal entry of D is the degree of node i.
We refer the reader to [74] for an interesting survey about Laplacian matri-
ces.
Finally, we define an incidence matrix of a simple undirected graph. It also
provides a representation of such a graph and is convenient to factorize the
Laplacian matrix. Whereas the Laplacian and the adjacency matrices are node-
by-node matrices, an incidence matrix is a node-by-edge matrix.
Definition 2.20. Let G = (V, E) be a simple undirected graph on n nodes and
m edges. Choose an arbitrary direction on each edge of the graph, namely re-
place each edge {i, j} by either edge (i, j) or edge ( j, i). The incidence matrix
B = (bie)n×m of G is then the n×m matrix defined by:
bie =

1 if node i is the source node of edge e
−1 if node i is the target node of edge e
0 otherwise.
Of course, an incidence matrix of a simple undirected graph depends on
the directions chosen on the edges. However, an incidence matrix of such a
graph will be used to factorize the Laplacian matrix and this factorization holds
whatever the incidence matrix.
Given a weighted undirected graph G = (V, E, W ) on m edges, we denote
by W the m×m diagonal matrix of the weights along the edges. The weight
on edge e = {i, j} is referred to as we or wi j .
Proposition 2.21. Given a simple and weighted undirected graph G = (V, E, W ),
the Laplacian matrix L of G can be factorized as:
L = BW BT ,
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where B is an incidence matrix of (V, E).
Proof. The matrix multiplication states that the (i, j)-entry of BW BT is given by∑
e∈E
bie b jewe.
We then deduce that
- if i = j,
∑
e∈E bie b jewe =
∑
k:{i,k}∈E wik = deg(i)
- if i 6= j, ∑e∈E bie b jewe = ¨−wi j if {i, j} ∈ E0 otherwise .
Consequently, L = BW BT .
2.2 Matching
Let us consider the following situation: a professor would like to send five mas-
ter students in five different universities for an internship. Initially, he thought
to spread the students randomly in the different institutions. However, his task
turned out to be much more difficult due to some students’ requirements for not
going in some institutions. Respecting each student’s constraints, our professor
hopes to be able to spread the students in the different universities.
The professor’s problem can be modelled with graph theory. Indeed, con-
sider the bipartite graph (V+, V−, E) where V+ is the set of nodes modelling
the students and V− is the set of nodes modelling the universities, with an
edge between student i and university j if and only if student i is willing to go
to university j. The problem of our professor can be expressed as: finding a set
of five edges so that no two edges share a node. In terms of graph theory, our
professor is actually looking for a 5-matching.
Here is the definition of matching in a simple undirected graph.
Definition 2.22. Let G = (V, E) be a simple undirected graph on m edges and
t ∈ {1, ..., m}.
A t-matching of G is a set of t edges such that no two edges share a node.
Given a matching, the nodes of G belonging to an edge of the matching are
called matched nodes, whereas the other nodes are unmatched nodes.
A t-matching is said to be maximum in G if there is no s-matching in G with
s > t.
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Finding a maximum matching in a simple undirected graph can be done
in polynomial time thanks to the following theorem due to Berge [10] about
maximum matchings and augmenting paths.
Definition 2.23. LetM be a matching in a simple undirected graph G.
AnM -alternating path in G is a path in which the edges belong alternatively
toM and not toM .
An M -augmenting path is an M -alternating path where the endpoints are
unmatched nodes.
Theorem 2.24. [10] Let G be a simple undirected graph. A matchingM of G
is maximum if and only if G has noM -augmenting path.
From Theorem 2.24, polynomial time algorithms computing a maximum
matching have been discovered, first for bipartite graphs [48] and then for
general simple undirected graphs [30, 76]. If the graph has n nodes and m
edges, these algorithms run in time O (pnm).
However, as shown in [87], computing a maximum matching in a simple
tree is an easier task.
Theorem 2.25. [87] In a simple tree, a maximum matching can be found in
linear time.
The notion of constrained matching was originally defined in the paper of
Hershkowitz and Schneider [44] for bipartite graphs.
Definition 2.26. Let G be a simple undirected graph.
A t-matching of G is called constrained if there is no other t-matching in G
with the same matched nodes.
A constrained t-matching is said to be maximum in G if there is no constrained
s-matching in G with s > t.
In the graph shown in Figure 2.11 (a), the 2-matchingM = {{1,5}, {2, 4}}
is constrained since there is no other 2-matching with matched nodes 1,2, 4
and 5. In contrast, in the graph shown in Figure 2.11 (b), the matchingM =
{{2,6}, {3,5}} is not constrained sinceM ′ = {{2,5}, {3, 6}} is another 2-matching
with the same matched nodes asM .
Unlike the matchings, finding a maximum constrained matching in a simple
undirected graph is NP-hard.
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Figure 2.11: (a) The matching M = {{1,5}, {2,4}} is constrained. - (b) The
matchingM = {{2,6}, {3, 5}} is not constrained.
Theorem 2.27. [40] Finding the size of a maximum constrained matching in a
bipartite graph is an NP-hard problem.
However, it was proved in [40] that a maximum constrained matching in a
simple tree can be found in linear time. This is a consequence of Theorem 2.25
and the following result.
Theorem 2.28. [40] Each matching in a simple tree is a constrained matching.
Corollary 2.29. [40] In a simple tree, a maximum constrained matching can be
found in linear time.
In 2011, the notion of matching was extended to loop directed graphs by
Liu, Slotine and Barabási [67].
Definition 2.30. Let G be a loop directed graph.
A t-matching of G is a set of t edges such that no two edges share their source
nodes or share their target nodes.
A t-matching of G is maximum if there is no s-matching in G with s > t.
Given a matching, the nodes of G that are the target nodes of edges in the
matching are called matched nodes. The other nodes are unmatched nodes.
Figure 2.12 shows examples of maximum matching in loop directed graphs.
In a loop directed graph on n nodes and m edges, a maximum matching
can be found in time O (pnm) using the algorithms computing a maximum
matching in a bipartite graph. Indeed, we show below how to associate a bi-
partite graph BG with a loop directed graph G in such a way that computing a
maximum matching in G is equivalent to computing a maximum matching in
BG .
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Figure 2.12: In each loop directed graph, an example of maximum matching is
given. The red edges form the matching, the blue nodes are the matched nodes
and the white nodes are the unmatched nodes.
Figure 2.13: A simple undirected graph G with its associated bipartite graph
BG . The matching formed by the red edges in G corresponds to the matching
with the red edges in BG .
Definition 2.31. Let G be a loop directed graph on nodes i1, ..., in. The bipartite
graph BG = (V+, V−, E) associated with G is defined as follows: the sets V+ and
V− are two copies of the node set of G. The nodes in V+ are denoted by i+1 , ..., i+n
whereas the nodes in V− are denoted by i−1 , ..., i−n . Given any node i+k ∈ V+ and
any node i−l ∈ V−, {i+k , i−l } is an edge in BG if and only if there is an edge from
node ik to node il in G.
It follows there is a one-to-one correspondence between the matchings of a
loop directed graph G and the matchings of BG .
Figure 2.13 shows a loop directed graph G with its associated bipartite
graph BG . Moreover, the red edges of G form a matching, for which the corre-
sponding matching in BG is highlighted in red.
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Minimum rank problems
Chapter 3
The adjacency matrix of a weighted graph is determined on the one hand by
the position of the edges in the graph and on the other hand by the weights
along the edges.
In this chapter, given a graph G, we consider not only the adjacency ma-
trix of G, but a set of real matrices, including the adjacency matrix, where the
positions of the nonzero entries matches the positions of the edges in G.
The matrix set under consideration depends on the type of the graph. When
the graph is undirected , the matrices are required to be symmetric and in the
case of a simple graph, the diagonal is free. Here is a formal definition of the
matrix family according to the type of the graph:
- if G = (V, E) is a simple undirected graph,
Qsu(G) := {A∈ R|G|×|G| : AT = A and for each i 6= j, ai j 6= 0⇔{i, j} ∈ E},
- if G = (V, E) is a simple directed graph,
Qsd(G) := {A∈ R|G|×|G| : for each i 6= j, ai j 6= 0⇔ ( j, i) ∈ E}∗,
- if G = (V, E) is a loop undirected graph,
Qlu(G) := {A∈ R|G|×|G| : AT = A and for each i, j, ai j 6= 0⇔{i, j} ∈ E},
- if G = (V, E) is a loop directed graph,
Qld(G) := {A∈ R|G|×|G| : for each i, j, ai j 6= 0⇔ ( j, i) ∈ E}†.
∗In the literature of minimum rank, the matrices in Qsd (G) are defined as the transpose of
these matrices. As for the adjacency matrix, we chose to transpose the matrices inQsd (G) in order
to be consistent with the control literature in Chapter 4.
†Same remark as for the matrices in Qsd (G).
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Figure 3.1: For each graph, the pattern of the matrices in its matrix set is given.
A star ? is used to denote a nonzero entry and a question mark ? is used to
denote an entry that can be zero or nonzero. It is specified when the matrices
are required to be symmetric.
We call pattern a matrix where the entries are either a star ?, or a question
mark ?, or zero. A star ? denotes a nonzero entry and a question mark ? denotes
an entry that can be zero or nonzero. In Figure 3.1, we provide a summary of
these four matrix families. For each case, we give an example of graph with the
pattern of the matrices in its matrix set.
The minimum rank of a graph G considered as a graph of type i, with i =
su (simple undirected), sd (simple directed), lu (loop undirected) or ld (loop
directed), is the minimum possible rank for a matrix in Qi(G), namely
mri(G) := min{rank(A) : A∈Qi(G)}.
Since throughout this chapter the type i of the graph G is always clearly stated,
we make an abuse of notation and denote the minimum rank by mr(G) instead
of mri(G).
The issue of computing the minimum rank of a graph is called the minimum
rank problem.
The minimum rank problem was originally stated for simple undirected
graphs. As a matter of fact, most of the literature about minimum rank prob-
lems is devoted to simple undirected graphs, e.g. [6,11,35,57,58,79]. Section
3.1 is an introduction to the standard minimum rank problem, namely the min-
imum rank problem when the graph is simple and undirected.
The zero forcing number is a graph invariant introduced in order to study
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the minimum rank of the graph, whatever its type. Section 3.2 introduces the
zero forcing number and shows the link between the zero forcing number and
the minimum rank of the graph. Moreover, we prove our first result stating that
the computation of the zero forcing number in a loop directed graph is NP-hard.
This completes Aazami’s similar result [1] for simple graphs.
In the literature, most of the progress [3, 5, 27, 35, 47, 49–52, 79] in the
minimum rank problems is about simple or loop (directed) trees. However,
although there are several efficient algorithms for the minimum rank of a simple
or loop tree, polynomial time algorithms, if they exist, for the minimum rank
of simple or loop directed trees are still missing. Section 3.3 first presents the
existing algorithms computing the minimum rank of simple or loop trees and
then proves our second result that the minimum rank of particular loop directed
trees can be computed in linear time.
Section 3.4 contains concluding remarks for this chapter.
3.1 Standard minimum rank problem
This section is an introduction to the standard minimum rank problem, namely
the minimum rank problem when the graph is simple and undirected. Given
such a graph G = (V, E), recall that the matrix set under consideration is
Qsu(G) := {A∈ R|G|×|G| : AT = A and for each i 6= j, ai j 6= 0⇔{i, j} ∈ E}.
The problem consists in computing the minimum rank mr(G) of G, namely the
minimum possible rank for a matrix in Qsu(G).
Computing the minimum rank of a simple undirected graph, and even of
any type of graph, is a challenging problem. However, it is worth mentioning
the following straightforward properties about the minimum rank of a simple
undirected graph G:
1) If the connected components of G are G1, ..., Gt , then mr(G) =
∑t
i=1 mr(Gi).
2) If G′ is a node-induced subgraph of G, then mr(G′)≤mr(G).
3) mr(G)≤ |G| − 1.
Indeed, a matrix A ∈ Qsu(G) with a rank that does not exceed |G| − 1 can
be obtained from any matrix A′ of Qsu(G) with eigenvalue λ by taking A :=
A′ −λI .
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4) If G is connected, mr(G) = 1 if and only if G = Kn.
It is indeed straightforward that mr(Kn) = 1. Moreover, since G is con-
nected, each matrix of Qsu(G) has no zero row and no zero column. In
addition, a matrix of rank 1 with no zero row and no zero column has only
nonzero entries. It then follows that if mr(G) = 1, then G must be the
complete graph.
5) If G is a path, then mr(G) = |G| − 1.
Indeed, if we remove the first row and the last column from any matrix of
Qsu(G), we are left with an upper triangular matrix where the diagonal has
no zero entry. Therefore, mr(G)≥ |G| − 1. Finally, it follows from the third
property that mr(G) = |G| − 1.
It is also interesting to mention that the paths are the only simple undirected
graphs G for which the minimum rank is |G| − 1.
Theorem 3.1. [36] If the simple undirected graph G is such that mr(G) = |G|−1,
then G is a path.
Corollary 3.2. If G is a cycle of order at least 3, mr(G) = |G| − 2.
Proof. Since G is not a path, mr(G) < |G| − 1. Moreover, G contains the path
on |G| − 1 nodes as node-induced subgraph. Therefore, mr(G)≥ |G| − 2. Con-
sequently, mr(G) = |G| − 2.
The Inverse Eigenvalue Problem of a Graph (IEPG), intensively studied dur-
ing the last twenty years, has been the main motivation for the standard min-
imum rank problem. The goal of Section 3.1.1 is to present the IEPG and its
connection with the minimum rank.
The minimum rank of a simple undirected graph has been studied through
several graph invariants. The goal of Section 3.1.2 is to present some graph
invariants as well as their role in the computation of the minimum rank.
3.1.1 Inverse Eigenvalue Problem of a Graph
Spectral graph theory aims to study the spectrum of particular matrices pro-
vided by a simple undirected graph, such as the adjacency or the Laplacian
matrix, in order to get information about the graph. For instance, if Λ(A) =
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{λ1, ...,λn} is the spectrum of the adjacency matrix A of a simple undirected
graph, then the number of edges in the graph is equal to
∑
i λ
2
i
2
‡.
Spectral graph theory is also used to determine whether two simple undi-
rected graphs are isomorphic [23,72,89,97], or to deduce information on the
diameter of a simple undirected graph, i.e. the maximum length of a shortest
path between any two nodes of the graph [14,64].
The goal of the Inverse Eigenvalue Problem of a Graph (IEPG) is to use
the characteristics of a simple undirected graph G in order to deduce all the
possible spectra for the matrices in Qsu(G).
The IEPG is a difficult problem: even though it has been studied for more
than twenty years, very little progress has been made. Actually, most of the
results are about simple trees. In particular, the IEPG has been solved for the
following particular simple trees: paths, double paths, stars, generalized stars
and double generalized stars. For a definition of these simple trees and results
about their inverse eigenvalue problem, we refer the reader to [7,50,51].
Since the IEPG is a tricky problem, a first step would be to determine the
maximum possible multiplicity of an eigenvalue for a matrix in Qsu(G), or
equivalently the maximum multiplicity of the graph.
The maximum multiplicity of a simple undirected graph G, denoted by M(G),
is defined as:
M(G) := max{mA(λ) : A∈Qsu(G),λ ∈ Λ(A)},
where mA(λ) denotes the multiplicity of eigenvalue λ in the symmetric matrix
A.
Below, we show that M(G) is equal to the maximum multiplicity of any
eigenvalue λ for a matrix in Qsu(G), namely: for each λ ∈ R,
M(G) = Mλ(G) = max{mA(λ) : A∈Qsu(G)}.
In order to prove this equality, we show that for any real numbers λ1,λ2,
Mλ1(G) = Mλ2(G). If a matrix A1 ∈Qsu(G) is such that mA1(λ1) = Mλ1(G), then
the matrix A2 := A1+(λ2−λ1)I is such that A2 ∈Qsu(G) and mA2(λ2) = Mλ1(G).
Therefore, we must have Mλ1(G) = Mλ2(G).
‡This property comes from the fact that the number of edges equals trace(A
2)
2 and that
trace(A2) =
∑n
i=1 λ
2
i .
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Consequently, since for each symmetric matrix A, mA(0) = dimker A, we
deduce that M(G) = M0(G) = max{dimker A : A∈Qsu(G)} and that
M(G) +mr(G) = |G|.
Therefore, computing M(G) is equivalent to compute mr(G). This is how the
standard minimum rank problem was introduced.
For a survey about the inverse eigenvalue problem and spectral graph the-
ory, we refer the reader to [46].
3.1.2 Graph invariants
The minimum rank of a simple undirected graph has been studied through sev-
eral graph invariants. Whereas some of them, such as the clique cover number
or the minimum degree, are well known invariants, others, such as the path
cover number or ∆(G), were defined in order to compute the minimum rank.
The clique cover number provides an upper bound on the minimum rank.
Definition 3.3. Let G be a simple undirected graph.
- A subgraph G′ of G is a clique if G′ is a complete graph.
- A clique covering of G is a set of subgraphs which are cliques and such that each
edge of G is contained in at least one of these cliques.
- The clique cover number of G, denoted by cc(G), is the minimum number of
cliques in a clique covering of G.
It is well-known [35] that the clique cover number of a simple undirected
graph is an upper bound on the minimum rank.
Proposition 3.4. If G is a simple undirected graph, mr(G)≤ cc(G).
The minimum degree of a node has been shown [11] to provide an upper
bound on the minimum rank of some simple undirected graphs, but it has also
been conjectured [11, 13] this upper bound should hold for each simple undi-
rected graph.
The minimum degree of a node in an undirected graph G is denoted by
δ(G).
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From Properties 4) and 5) and Corollary 3.2, it follows that if G of order at
least two is a complete graph, or a path, or a cycle, then mr(G) = |G| −δ(G).
Moreover, from Property 3), it is straightforward that if G is a simple undi-
rected graph with δ(G)≤ 1, then mr(G)≤ |G| −δ(G).
The following relation between the minimum rank of a bipartite graph G
and δ(G) has been proved in [11].
Theorem 3.5. [11] If G is a bipartite graph, mr(G)≤ |G| −δ(G).
In [11], it has also been proved that the inequality mr(G)≤ |G|−δ(G) holds
under some conditions on the minimum degree δ(G).
Proposition 3.6. [11] Let G be a simple undirected graph. If δ(G) ≤ 3 or
δ(G)≥ |G| − 2, then mr(G)≤ |G| −δ(G).
Recall that the difference between a simple undirected graph and a simple
directed graph that is symmetric is that in the latter case the matrices under
consideration for the minimum rank are not required to be symmetric.
Theorem 3.7. [11] If G is a simple directed graph that is symmetric,
mr(G)≤ |G| −δ(G).
However, although for a simple directed graph G that is symmetric,
|G| − δ(G) is an upper bound on the minimum rank, this result has not yet
been proved in the case of a simple undirected graph.
Conjecture 3.8. [11,13] If G is a simple undirected graph, mr(G)≤ |G|−δ(G).
The two following invariants have been defined in [49] in order to solve the
minimum rank problem in the case of a simple tree.
Definition 3.9. [49] For a simple undirected graph G,
∆(G) := max{p− q : there is a set of q nodes whose deletion leaves p paths}.
This invariant offers an upper bound on the minimum rank. Indeed, it was
shown in [49] that for each simple undirected graph G, mr(G) ≤ |G| −∆(G),
or equivalently ∆(G)≤ M(G).
However, this invariant ∆(G) is mainly of interest in the case of a simple
tree T where mr(T ) = |T | −∆(T ) (see Theorem 3.11).
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Figure 3.2: The wheel W5 on 5 nodes and the penta-sun H5.
In a simple undirected graph, two paths are said to be node-disjoint if they
do not have a common node. Moreover, a set of paths is said to be node-disjoint
if any two paths of this set is node-disjoint.
A path covering in a simple undirected graph is a set of paths such that each
node of the graph belongs to at least one path of this set.
Definition 3.10. The path cover number of a simple undirected graph G, denoted
by P(G), is the minimum number of paths in a node-disjoint path covering of G
where each path is a node-induced subgraph of G.
In [49], it has been shown the minimum rank of a simple tree T can be
expressed in terms of ∆(T ) or P(T ).
Theorem 3.11. [49] For each simple tree T , M(T ) =∆(T ) = P(T ), or equiva-
lently, mr(T ) = |T | − P(T ) = |T | −∆(T ).
Thanks to the previous theorem, several algorithms computing the mini-
mum rank of a simple tree have been deduced. Some of them are described in
Section 3.3.
For a simple undirected graph G however, M(G) and P(G) are not compara-
ble. Indeed, at first consider the wheel graph W5 in Figure 3.2. By inspection,
the path cover number P(W5) of W5 equals 2. Moreover, from the following
theorem proved in [9], we deduce that mr(W5) = 2 and therefore, M(W5) = 3.
Theorem 3.12. [9] A connected simple undirected graph G has mr(G) ≤ 2 if
and only if G does not contain as a node-induced subgraph any of P4, Dart, n, or
K3,3,3, all shown in Figure 3.3.
Consequently, this is an example of simple undirected graph G where
M(G) > P(G). Now, consider the penta-sun graph H5 shown in Figure 3.2.
By inspection, we compute that the path cover number P(H5) must be equal
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Figure 3.3: The forbidden subgraphs for a minimum rank ≤ 2.
to 3. In addition, it has been proved in [6] that mr(H5) = 8, or equivalently
M(H5) = 2. Consequently, there also exist simple undirected graphs G for
which M(G)< P(G).
For more details about the relation between P(G),∆(G) and M(G), we refer
the reader to [6,8].
The minimum rank problem was also extended to loop undirected graphs
and simple or loop directed graphs. Since the maximum multiplicity M(G) of a
simple undirected graph G is equal to the maximum nullity M0(G) of a matrix in
Qsu(G), we generalize the definition of M(G) to each type of graph as follows:
for a graph G of type i, with i = su (simple undirected), lu (loop undirected),
sd (simple directed), or ld (loop directed), the maximum nullity M(G) of G is
defined as:
M(G) := max{dimker A : A∈Qi(G)}.
Consequently, we still have M(G) +mr(G) = |G|.
In [5,47], the authors suggest another definition for the path cover number,
but this time the definition holds for each type of graph (directed or not, with
potential loops or not). The purpose was to have the following property true:
for each simple or loop (directed) tree T , M(T ) = P(T ).
In Definition 2.8, we defined a path as an undirected graph. We extend now
the notion of path to a directed graph. Intuitively, a directed path is a directed
graph where we can go from a node to another without possibility to come
back. Figure 3.4 gives an example of such a path and below, we give a formal
definition. When it is clear by context that the path is directed, we simply call
it path.
Definition 3.13. A directed graph on n nodes is said to be a path if it is isomorphic
to the directed graph (V, E) where the node set is V = {1, ..., n} and the edge set is
E = {(i, i + 1) : 1≤ i ≤ n− 1}.
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Figure 3.4: An example of directed path.
A graph G of any type is said to require nonsingularity if M(G) = 0. Oth-
erwise, if M(G) > 0, we say G allows singularity. Note that each simple undi-
rected graph G allows singularity since mr(G)≤ |G| − 1.
Definition 3.14. [5,47] The path cover number of a graph G of any type, denoted
by P(G), is the minimum number of node-disjoint paths whose deletion from G
leaves a graph that requires nonsingularity (or is the empty set).
It should be noticed that unlike Definition 3.10, the paths in the above def-
inition are not required to be induced subgraphs of G.
Theorem 3.15. [5, 47, 49] For each simple or loop (directed) tree T , M(T ) =
P(T ).
For a general simple undirected graph, Definitions 3.10 and 3.14 give dif-
ferent values for the path cover number. Nevertheless, the path cover number
obtained with not necessarily induced paths (Definition 3.14) remains incom-
parable with M(G). The graphs W5 and H5 remain good examples. For loop
(un)directed graphs G, the relation between P(G) and M(G) is less clear. In [5],
it was asked if there exists a loop (un)directed graph G such that M(G)< P(G).
In the next section, we present another graph invariant, called the zero
forcing number, defined for each type of graph G and denoted by Z(G), also
with the property that for each simple or loop (directed) tree T , M(T ) = Z(T ).
However, unlike the path cover number, the zero forcing number is an upper
bound for the maximum nullity of any graph.
3.2 Zero Forcing Number
The zero forcing number (ZFN) is a graph invariant that was initially defined
for simple undirected graphs [3] in order to get a lower bound on the minimum
rank of the graph. Then, the notion of zero forcing number has been extended
to loop directed graphs in [5] and to simple directed graphs and loop undirected
graphs in [47].
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Although the zero forcing number Z(G) of a graph G is an upper bound
on the maximum nullity of the graph, whatever its type, the interest in this
invariant lies also in the fact that for each simple or loop (directed) tree T ,
M(T ) = Z(T ).
In Section 3.2.1, we give the definition of the zero forcing number for each
type of graph. Then, we prove that the zero forcing number Z(G) of a graph
G satisfies M(G) ≤ Z(G). Finally, we mention that for each simple or loop
(directed) tree T , M(T ) = Z(T ).
In [1], it has been proved that computing the zero forcing number of any
simple undirected graph is NP-hard. In Section 3.2.2, we prove our first result
stating that the non equivalent problem of computing the zero forcing number
of any loop directed graph is also NP-hard.
3.2.1 Definition
The zero forcing number has a dynamic definition. Intuitively, we start with
an initial coloring of the nodes with some of them black and the others white,
then we use a color change rule that will color in black some of the white nodes.
The goal is to determine the minimum number of nodes that have to be initially
black in order to have the whole graph black after the color change rule. This
is the zero forcing number.
Below, we give a formal definition of the color change rule and of the zero
forcing number. The color change rule is slightly different if the graph is simple
or with potential loops on its nodes. These different rules are needed in order
that whatever the type of a (directed) tree, the zero forcing number provides
the exact value of the minimum rank of the tree.
The color change rule in a loop undirected (resp. directed) graph G is the
following [5,47]: suppose each node of G is either black or white. Given a node
i, if exactly one (out-)neighbor j of i is white (possibly j = i), then change the
color of node j to black.
As an example, consider the loop undirected graph in Figure 3.5 (a). Since
node 1 has only node 2 as white neighbor, the color change rule applied to node
1 would change the color of node 2 to black.
In a loop graph, node i needs not be black to change the color of one of its
(out-)neighbors. Instead, in a simple graph, node i must be black to be able
to change the color of one of its (out-)neighbors. Here is the definition of the
color change rule in a simple graph.
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Figure 3.5: (a) A loop undirected graph. The color change rule applied to node
1 changes the color of node 2 to black. - (b) A simple undirected graph. The
color change rule applied to node 4 changes the color of node 2 to black.
In a simple undirected (resp. directed) graph G, the color change rule is
defined as follows [3,47]: suppose each node of G to be black or white. Given
a node i, if i is black and node j is the only white (out-)neighbor of i, then
change the color of j to black.
For instance, consider the simple undirected graph in Figure 3.5 (b). Since
node 4 is black and node 2 is the unique white neighbor of node 4, the color
change rule applied to node 4 would change the color of node 2 to black.
Note that if we apply the color change rule repeatedly on the graph until
no more color change is possible, then the final coloring we get is unique and
does not depend on the order in which we applied the color change rule on the
nodes.
Given an initial coloring, there may be different ways to color the whole
graph in black using the above color change rule. However, the only thing that
matters is if we can get the whole graph black by applying repeatedly the color
change rule, whatever the order in which we apply it on the nodes.
Definition 3.16. Let G = (V, E) be a graph of any type.
- The zero forcing number Z(G) of G is the minimum number of nodes which have
to be initially black so that after applying repeatedly the color change rule to G
all the nodes of G are black.
- A node subset S ⊆ V with the property that if only the nodes of S are initially
black in G, then the whole graph is black after applying repeatedly the color
change rule is called a zero forcing set of G.
- A zero forcing set of size Z(G) is called a minimum zero forcing set.
3.2. Zero Forcing Number 47
The idea behind the notion of zero forcing is the following: given a graph
G of type i (su, sd, lu, or ld) with nodes numbered from 1 to n, if a vector
v ∈ Rn has zeros in the entries corresponding to the black nodes of G, changing
a node from white to black when applying the color change rule means the
corresponding entry in v is forced to be zero if v is in the kernel of the transpose
of a matrix in Qi(G). This is shown below in the proof that for each graph G,
M(G)≤ Z(G).
The support of a vector v = (v1, ..., vn) ∈ Rn, denoted by supp(v), is the set
of indices i ∈ {1, ..., n} such that vi 6= 0.
Proposition 3.17. [3] Let A∈ Rn×n with dimker A> k. Then, there is a nonzero
vector v ∈ ker A vanishing at any k specified positions. In other words, if S is a set
of k indices, then there is a nonzero vector v ∈ ker A such that supp(v)∩ S = ;.
Proof. Let S ⊆ {1, ..., n} be a set of k indices and let the subspace
Vk := {v = (v1, ..., vn) ∈ Rn : for each i ∈ S, vi = 0}.
It is clear that dim Vk = n− k. Therefore,
dim(Vk ∩ ker A) = dim Vk + dim kerA− dim(Vk + ker A)> n− k + k− n = 0.
Consequently, Vk ∩ ker A 6= ;.
Proposition 3.18. [3,47] Let S be a zero forcing set of a graph G = (V, E) of type
i with i = su (simple undirected), or lu (loop undirected), or sd (simple directed),
or ld (loop directed) and A ∈ Qi(G). If v ∈ ker(AT ) and supp(v) ∩ S = ;, then
v = 0.
Proof. If S = V , there is nothing to prove. Suppose then that S 6= V . Since S is
a zero forcing set, there is a node j ∈ S such that applying the color change rule
on j changes the color of a node k (possibly k = j) to black. Since (AT v) j =∑
z∈V az j vz , the equation (AT v) j = 0 reduces to ak j vk = 0. Consequently, vk = 0
and since S is a zero forcing set, v = 0.
Theorem 3.19. [3, 5, 47] For each graph G, M(G) ≤ Z(G), or equivalently
|G| − Z(G)≤mr(G).
Proof. Suppose M(G) > Z(G) and let S be a minimum zero forcing set of G of
type i with i = su, lu, sd, or ld. Let A∈Qi(G) such that dimker A= dimker AT >
|S|. By Proposition 3.17, there is a nonzero vector v ∈ ker AT that vanishes on
S. However, by Proposition 3.18, v = 0, which is a contradiction.
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However, if the graph is a simple or loop (directed) tree, equality holds.
Theorem 3.20. [5, 27, 47, 49] If T is a simple or loop (directed) tree,
M(T ) = Z(T ), or equivalently mr(T ) = |T | − Z(T ).
Remark 3.21. Let G be a simple (resp. loop) directed graph that is symmetric
and Gˆ its associated simple (resp. loop) undirected graph (cf. Definition 2.15).
Since, unlike the matrices in Qsu(Gˆ) (resp. Qlu(Gˆ)), the matrices in Qsd(G)
(resp. Qld(G)) are not asked to be symmetric, we have Qsu(Gˆ) ⊆ Qsd(G) (resp.
Qlu(Gˆ) ⊆Qld(G)) and therefore, mr(G)≤mr(Gˆ).
Following [47], there are simple (resp. loop) directed graphs G such that
mr(G)<mr(Gˆ).
However, in the case of a simple (resp. loop) directed tree T that is symmetric,
since it follows from the definition of the color change rule that Z(T ) = Z(Tˆ ), we
deduce from Theorem 3.20 that mr(T ) = mr(Tˆ ).
3.2.2 On the computation of the ZFN
In his PhD thesis [1], Aazami has proved the NP-hardness of computing the zero
forcing number in a simple undirected graph, using the Directed Hamiltonian
Cycle problem known to be NP-complete [55,82].
A simple directed graph G on n nodes is said to be Hamiltonian if it contains
a subgraph isomorphic to the graph (V, E) where the node set is V = {1, ..., n}
and the edge set is E = {(i, i + 1) : 1≤ i ≤ n− 1} ∪ {(n, 1)}.
Theorem 3.22. [55, 82] Deciding if a simple directed graph is Hamiltonian is
NP-complete.
Corollary 3.23. [1] Computing the zero forcing number of a simple undirected
graph is NP-hard.
Because of the different color change rules, it should be noticed that com-
puting the zero forcing number of a simple (un)directed graph can not be re-
duced to the computation of the zero forcing number of a loop directed graph
and vice versa.
In this section, we prove our first contribution which completes the NP-
hardness result of [1] about zero forcing by showing that the non-equivalent
problem of computing the zero forcing number of any loop directed graph is
also NP-hard.
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We use a result of [40] stating that computing the size of a maximum con-
strained matching in a bipartite graph is NP-hard.
Two matrices A and B are said to be permutation similar if there are permu-
tation matrices P1, P2 such that A= P1BP2.
A zero-nonzero pattern A (or pattern for short) of size n is an n× n matrix
with each entry being either a star ? or zero. A star ? refers to a nonzero entry.
A loop directed graph G on n nodes defines a zero-nonzero pattern A(G) of
size n as follows: the entry ai j of A(G) is a star ? if and only if there is a directed
edge from node j to node i in G. This pattern is called the zero-nonzero pattern
associated with G.
Definition 3.24. [5] Let A be a zero-nonzero pattern.
- A t-triangle of A is a t × t subpattern of A which is permutation similar to an
upper triangular pattern where all the diagonal entries are nonzero.
- The triangle number of A is the maximum size of a triangle in A.
- The triangle number tri(G) of a loop directed graph G is the triangle number of
its associated zero-nonzero pattern A(G).
Theorem 3.25. [5] For each loop directed graph G, tri(G) + Z(G) = |G|.
Theorem 3.26 proved in [44] shows the link between the triangle number
of a pattern A and the constrained matchings in a bipartite graph defined from
A .
A zero-nonzero pattern A = (ai j)n×n of size n defines a bipartite graph BA
where the node sets are V+ = {1+, ..., n+} and V− = {1−, ..., n−} and where
{i+, j−} is an edge in BA if and only if the entry a ji of A is a ?-entry. Then BA is
called the bipartite graph associated with A.
Theorem 3.26. [44] Let A be an n×n zero-nonzero pattern and BA the bipartite
graph associated with A. Then the following statements are equivalent.
- BA has a constrained n-matching
- A is permutation similar to a triangular pattern with nonzero diagonal elements.
Here comes our first result.
Theorem 3.27. [94] The computation of the zero forcing number of any loop
directed graph is NP-hard.
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Proof. Given a bipartite graph B, observe that a constrained matching in a bi-
partite graph B′ that is a node-induced subgraph of B is also a constrained
matching in B. From this observation and Theorem 3.26, we deduce that the
triangle number of a square pattern A equals the size of a maximum constrained
matching in BA, the bipartite graph associated with A. However, in [40] it was
proved that the computation of the size of a maximum constrained matching
in a bipartite graph is NP-hard. Moreover, we notice that each bipartite graph
B = (V+, V−, E) can be seen as the bipartite graph associated to a loop directed
graph; in the case V+ and V− are of different size, some isolated nodes can
be added to B without loss of generality. Therefore, computing the triangle
number of a loop directed graph is also NP-hard. From this result and Theo-
rem 3.25, we have highlighted the NP-hardness of the computation of the zero
forcing number in any loop directed graph.
The NP-hardness of the computation of the zero forcing number in any sim-
ple undirected graph implies NP-hardness for the zero forcing number in any
simple directed graph. We have proved that computing the zero forcing num-
ber in any loop directed graph is also NP-hard. We also expect NP-hardness for
the zero forcing number of any loop undirected graph. However, a thorough
argument is still needed.
3.3 Minimum rank of trees and directed trees
In the previous section, we have seen that the zero forcing number solves the
minimum rank problem of each simple or loop (directed) tree in the sense that
this invariant reduces the problem of minimizing over an infinite set of real
matrices to the problem of minimizing over a finite set of nodes. In [28], we can
find a brute force computer program computing the zero forcing number of each
simple or loop (directed) tree using the free open-source computer mathematics
software system Sage [91]. However, due to its exponential running time such
a program is not efficient for large trees. As a consequence, polynomial-time
algorithms for computing the minimum rank of simple or loop (directed) trees
are needed.
In this section, we describe the existing polynomial-time algorithms for the
minimum rank of simple/loop trees and we prove our contribution that states
that the minimum rank of some loop directed trees can be computed in linear
time by a recursive elimination process.
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3.3.1 The algorithms for trees
Several algorithms compute the minimum rank of simple trees T through the
invariant ∆(T ). Recall that for each simple tree T , M(T ) = ∆(T ) (Theorem
3.11), or equivalently mr(T ) = |T | −∆(T ). Algorithm 1, due to Johnson and
Saiago [52], is one of these algorithms: at each step, the high degree nodes
(cf. definition below) that have at least two neighbors that do not have a high
degree are removed from the tree.
In a simple tree, a high degree node is a node with a degree at least three.
The set of the high degree nodes of a simple tree T is denoted by H(T ).
In a simple tree T = (V, E), the subgraph induced by a node subset Q ⊆ V
is denoted by T[Q]. In particular, T[H(T )] denotes the subgraph of T induced
by the high degree nodes of T .
Given a simple tree T , a subgraph T ′ of T and a node i belonging to both T
and T ′, in order to avoid ambiguity, the degree of i in T is denoted by degT (i),
whereas the degree of i in T ′ is denoted by degT ′(i).
—————————————————————————————————-
Algorithm 1:
Input: a simple tree T
Output: ∆(T )
Set Q = ; and T ′ = T ;
While H(T ′) 6= ;
- remove from T ′ the set Q′ of all the nodes i ∈ H(T ′) such that
degT ′(i)− degT ′[H(T ′)](i)≥ 2;
- set Q = Q ∪Q′;
end
∆(T ) = p− |Q| where p is the number of connected components in
T −Q;
—————————————————————————————————-
Given a simple tree T on n nodes, a short analysis of Algorithm 1 shows
the running time is O (n2). A variant of this algorithm using generalized stars
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can be found in [35]. This variant was also adapted in order to compute a
node-disjoint path covering of minimum size in a simple tree [35].
—————————————————————————————————-
Algorithm 2:
Input: a simple tree T
Output: a minimum zero forcing set S of T
Set S = ; and T ′ = T ;
While T ′ 6= ;
- if T ′ is a forest where each connected component has less than 3 nodes,
then put a node of each component in S and set T ′ = ;;
- otherwise consider an appropriate node i of T ′ in a connected
component Ts of T
′;
? denote k(≥ 2) the number of connected components of Ts − i that
are paths connected to i from an endpoint;
? for k− 1 among them, put in S the endpoint that is a leaf in Ts;
? remove i from T ′ as well as the k paths connected to i from an
endpoint;
end
—————————————————————————————————-
Based on another idea, Nylen proposed in [79] a recursive formula for the
minimum rank of a simple tree. This formula uses the notion of appropriate
node.
Consider a simple tree T and a node i of T . Denote by T 1i , ..., T
t
i the con-
nected components of T − i. If at least two of them are paths connected to i
from an endpoint, then i is called an appropriate node.
Proposition 3.28. [79] Each simple tree with at least three nodes has an appro-
priate node.
Here is the recursive formula proved by Nylen.
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Theorem 3.29. [79] Let T be a simple tree on n ≥ 3 nodes and an appropriate
node i of T . If T 1i , ..., T
t
i denote the connected components of T − i, then
mr(T ) = mr(T 1i ) + ...+mr(T
t
i ) + 2.
In Chapter 4, we will see the ability of finding a minimum zero forcing set
in a simple tree is of interest in control theory. From the existing methods com-
puting the minimum rank of simple trees, we can deduce algorithms computing
a minimum zero forcing set. Algorithm 2 (on page 46) is an example of such
a method we deduced from Nylen’s formula (Theorem 3.29): the algorithm
iterates on the appropriate nodes and at each step, picks a node in all but one
paths connected to the appropriate node by an endpoint.
Below, we give a proof of Algorithm 2.
Recall that the minimum rank of the path Pn on n nodes is n−1. Therefore,
the zero forcing number of each path is 1. Moreover, it is straightforward that
each minimum zero forcing set of a path is made up of one of its endpoints.
Theorem 3.30. Algorithm 2 is correct.
Proof. Denote by n the number of nodes in T . The proof is by induction on n.
- If n = 1 or 2, Algorithm 2 returns S containing a node of T . Therefore, S is
trivially a minimum zero forcing set of T .
- If n> 2, Proposition 3.28 states that T has an appropriate node i. Denote by
T 1i , ..., T
t
i the connected components of T − i. Suppose that T 1i , ..., T li (l ≥ 2)
are the paths connected to i from an endpoint. The node set S computed by
Algorithm 2 is of the form
S = S′ ∪ ∪ts=l+1Ss ,
where Ss (l+1≤ s ≤ k) is by induction a minimum zero forcing set of T si and
S′ has been built by considering l−1 paths among T 1i , ..., T li , say for example
T 1i , ..., T
l−1
i , and for each of these paths the endpoint that is a leaf in T has
been put in S′. When applying the color change rule to T with the nodes in
S initially black, the l − 1 components T 1i , ..., T l−1i will be colored in black as
well as node i. Once i is black, the other components T si (l + 1 ≤ s ≤ k) will
be colored in black. Finally, the color change rule applied to i will color an
endpoint of T li in black and T
l
i will be entirely colored in black by the color
change rule. So, S is a zero forcing set of T .
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We have to prove now that S has a minimum size, i.e mr(T ) = n− |S|.
From Theorem 3.29, we know that
mr(T ) = 2+
l∑
s=1
mr(T si ) +
t∑
s=l+1
mr(T si ).
Since for each 1 ≤ s ≤ l, T si is a path and for each l + 1 ≤ s ≤ t, Ss is a
minimum zero forcing set of T si , we deduce
mr(T ) = 2+
l∑
s=1
(|T si | − 1) +
t∑
s=l+1
|T si | − |Ss|.
Finally, since
∑t
s=1 |T si |= n− 1, mr(T ) = n− (l − 1+
∑t
s=l+1 |Ss|).
Hence, since |S|= l − 1+∑ts=l+1 |Ss|, mr(T ) = n− |S|.
Finding an appropriate node in a simple tree on n ≥ 3 nodes can be done
in O (n) time with, e.g., a depth-first search. Here is an example of algorithm:
start from a node x of degree at least 2 and for all the neighbors of x , walk to
the neighbor and keep walking onto the unique unvisited node until arriving
on a node that either is a leaf, or has a degree at least 2. After doing so for each
neighbor of x , if at least two leaves were discovered, then x is an appropriate
node and the algorithm is over. Otherwise, start this process again with a node
of degree at least 2 discovered previously and walk to the nodes not yet visited.
In order to illustrate this algorithm, consider the simple tree given in Figure
3.6 and start with node x = 1. First, we walk to node 2 and stop on that node
since it is of degree at least 2, then we walk to nodes 10 and 11 and stop on
node 11 since it is a leaf. We discovered only one leaf, therefore node 1 is not
an appropriate node. Start again on node x = 2 which we discovered to be of
degree at least 2. First, we walk to nodes 3 and 4 and stop on node 4 since it is
a leaf, then we walk to node 5 and stop there since it has degree 3 and finally,
walk to nodes 8 and 9 and stops on node 9 which is a leaf. Since we discovered
this time 2 leaves of the tree, i.e. nodes 4 and 9, node x = 2 is an appropriate
node.
Since each node is visited at most once, the algorithm runs in time O (n)
and Algorithm 2 has a running time in O (n2).
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Figure 3.6: A simple tree in which node 2 is an appropriate node.
An algorithm similar to Algorithm 1 has been proposed in [27] for loop
trees. This algorithm computes the minimum rank through a graph invariant,
denoted by Co(T ), which is a generalization of ∆(T ) to loop trees.
Let T = (V, E) be a loop tree and S ⊆ V be a node subset. We denote by
c0(S) the number of connected components of T − S that allow singularity.
Definition 3.31. For a loop tree T = (V, E), C0(T ) := max{c0(S)− |S| : S ⊆ V}.
The following relation between C0(T ) and the maximum nullity of the loop
tree has been proved in [27].
Theorem 3.32. [27] For each loop tree T , M(T ) =C0(T ).
Since the algorithm presented in [27] for computing C0(T ) is in the same
idea of Algorithm 1, we leave the reader the freedom to refer to [5,27] for more
details about this algorithm.
3.3.2 The algorithms for directed trees
As shown in Remark 3.21, the minimum rank of a simple (resp. loop) symmet-
ric directed tree equals the minimum rank of its associated undirected graph
which, by definition of a directed tree, is a simple (resp. loop) tree. As a con-
sequence, the algorithms computing the minimum rank of simple or loop trees
can be used to compute the minimum rank of simple or loop symmetric directed
trees.
However, there is nowadays no polynomial-time algorithm computing the
minimum rank of any simple or loop directed tree. Therefore, as stated in [47],
efficient algorithms for these graphs are still needed.
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Figure 3.7: (a) A loop directed tree T with almost loop-free symmetric compo-
nents - (b) The subgraph Ts ym of T - (c) The bipartite graph BT associated with
T . The subgraph induced by the dotted edges is a path between nodes 4+ and
4−. This path is symmetric since its edges are {4+, 5−} and {5+, 4−}, {5+, 6−}
and {6+, 5−}, {6+, 6−}.
Below, we identify a class of loop directed trees for which the minimum
rank can be computed in linear time: these directed trees will be called loop
directed trees with almost loop-free symmetric components.
In a loop directed tree T , a pair {i, j} of nodes is called a symmetric edge
if both edges (i, j) and ( j, i) are in T . By abuse of language, we consider a
symmetric edge as being an edge of T .
The subgraph Ts ym of a loop directed tree T is the subgraph induced by the
symmetric edges of T . Note that Ts ym is a loop undirected graph.
Definition 3.33. A loop directed tree T is said to have almost loop-free symmetric
components if each connected component of Ts ym has at most one node with a loop.
In Figure 3.7 (a), we show an example of a loop directed tree T with almost
loop-free symmetric components. Its subgraph Ts ym is shown in Figure 3.7 (b).
The goal of what follows is to prove Theorem 3.39 stating the minimum
rank of any loop directed tree with almost loop-free symmetric components
can be computed in linear time.
Recall Definition 2.31 of the bipartite graph BG = (V+, V−, E) associated
with a loop directed graph G: the sets V+ and V− are two copies of the node
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set of G. The nodes in V+ are denoted by 1+, ..., n+ and the nodes in V− are
denoted by 1−, ..., n−. Given any node i+ ∈ V+ and any node j− ∈ V−, {i+, j−}
is an edge in BG if and only if there is an edge from node i to node j in G.
Definition 3.34. Let B = (V+, V−, E) be the bipartite graph associated with a
loop directed graph. A path P in B is symmetric if for any edge {i+, j−} in P, the
edge { j+, i−} is also in P.
In Figure 3.7 (c), we show the bipartite graph BT associated with the loop
directed tree T in Figure 3.7 (a). The subgraph induced by the dotted edges in
BT is an example of symmetric path. Indeed, its edges are {4+, 5−} and {5+, 4−},
{5+, 6−} and {6+, 5−}, {6+, 6−}.
Following Definition 2.15, the undirected graph associated with a loop di-
rected tree T is denoted by Tˆ and is, by definition of a loop directed tree, a loop
tree. The simple tree obtained from Tˆ by removing the loops is denoted by Tˆs.
In the bipartite graph BT shown in Figure 3.7 (c), the path between nodes
4+ and 4− made up of the dotted edges is symmetric. In the following lemma,
we prove that in each bipartite graph associated with a loop directed tree, each
path between nodes k+ and k− is symmetric.
Lemma 3.35. Let T be a loop directed tree and BT be its associated bipartite
graph. In BT , each path between nodes k
+ and k− is symmetric.
Proof. Suppose there is a path P in BT between nodes k
+ and k− that is not
symmetric, namely there is an edge {i+, j−} in P with i 6= j such that { j+, i−} is
not in P.
Since i 6= j, we know that k− 6= j− and/or k+ 6= i+. Suppose without loss
of generality that k+ 6= i+.
In the bipartite graph BT , start at node k
− and go along the edges of P until
edge {i+, j−} is crossed. Just after crossing edge {i+, j−}, we arrive either at
node i+ or at node j−.
- If we arrive at node i+, then we deduce that P contains a path between k− to
j− (possibly k− = j−) which contains neither edge {i+, j−} nor edge { j+, i−}.
As a consequence, we deduce that there is a path (possibly of length 0) in Tˆs
between nodes k and j which does not contain edge {i, j}.
Moreover, since {i, j} is an edge of Tˆs, we deduce that there is a path in Tˆs
between nodes k and i containing edge {i, j}.
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Pursuing our route along the edges of P from node i+ to node k+, we get a
path in P between i+ and k+ which contains neither { j+, i−} nor {i+, j−}. As
a consequence, from this path, we deduce a path in Tˆs between k and i which
does not contain edge {i, j}.
Consequently, we have shown in the simple tree Tˆs, there are two different
paths between nodes k and i, which contradicts Proposition 2.14 stating that
in a simple tree there is a unique path between any two nodes.
- If we arrive at node j−, we get the same contradiction with similar arguments.
Consider the path P between 4+ and 4− in Figure 3.7 (c). This path contains
the nodes 4+, 4−, 5+, 5−, 6+, 6− and in T , among nodes 4, 5 and 6, node 6 has
a loop. In the following lemma, we show that given any path P between nodes
k+ and k− in BT , at least one node i of T with i+ and i− in P has a loop.
Lemma 3.36. Let T be a loop directed tree, BT be its associated bipartite graph
and P be a path in BT between nodes k
+ and k−. Then, walking from node k+ to
node k− along the edges of P provides a sequence of nodes of the form either
j+1 , j
−
2 , j
+
3 , ..., j
−
t−1, j+t , j−t , j+t−1, ..., j−3 , j+2 , j−1
or
j+1 , j
−
2 , j
+
3 , ..., j
+
t−1, j−t , j+t , j−t−1, ..., j−3 , j+2 , j−1 .
Proof. Since P is a symmetric path (Lemma 3.35), for each node i+ of P, we
know that both i+ and i− appear exactly once in the sequence.
In addition, due to the symmetry of P, for each node i+ of P with i+ 6= k+,
if the two neighbors of i+ in P are i−1 and i−2 , then the neighbors of i− in P are
i+1 and i
+
2 . Similarly, if the neighbor of k
+ in P is k−1 , then the neighbor of k− in
P is k+1 .
These observations prove the lemma by an induction starting at the endings
of the sequence.
From the previous lemma, we deduce that among the nodes i of T with i+
(and therefore i−) in P, at least one has a loop.
The following lemma is a direct consequence of Lemmas 3.35 and 3.36.
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Figure 3.8: In (a)-(b)-(c), if the subgraph BT−l has no cycle, then BT is acyclic
as well. In (d), if BT−l has a path between f + and f −, then BT has a cycle
containing node l.
Lemma 3.37. Let T be a loop directed tree, BT be its associated bipartite graph
and P be a path between nodes k+ and k− in BT . Then, P is symmetric and among
the nodes i of T with i+ (and therefore i−) in P, at least one has a loop.
Proposition 3.38. The bipartite graph BT associated with a loop directed tree T
having almost loop-free symmetric components is a forest.
Proof. The proof is by induction on the number of nodes in T .
- If T has only one node, then the result is straightforward.
- Suppose by induction that the proposition holds for a tree on n nodes and
prove it for a tree on n+1 nodes. Designate a node of T to be the root in Tˆs.
Let l be a leaf of Tˆs with a father f .
We denote by BT−l the bipartite graph associated with the loop directed tree
T − l on n nodes with almost loop-free symmetric components. By induction,
we know that BT−l has no cycle.
? If {l, f } is not a symmetric edge of T or if {l, f } is a symmetric edge of T
and l has no loop in T , then since BT−l is a forest, so it is for BT . Indeed,
this is straightforward from Figure 3.8 (a)-(b)-(c).
? If {l, f } is a symmetric edge and l has a loop, there is a cycle C in BT
containing node l only if there is a path P between nodes f + and f − in
BT−l . Indeed, this can be easily deduced from Figure 3.8 (d).
This cycle is then made up of P, nodes l+ and l− and the edges {l+, f −},
{ f +, l−} and {l+, l−}.
From Lemma 3.37, P is symmetric. Therefore, C is also symmetric, mean-
ing that if {i+, j−} is an edge of C , then { j+, i−} is also an edge of C . More-
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over, Lemma 3.37 states that at least one node k of T − l with k+ (and
therefore k−) in P has a loop.
From Lemma 3.36, we deduce that going along the edges of C starting at
node l− provides a sequence of nodes of the form either
l−, f +1 , f −2 , f +3 , ..., f −t−1, f +t , f −t , f +t−1, ..., f −3 , f +2 , f −1 , l+
or
l−, f +1 , f −2 , f +3 , ..., f +t−1, f −t , f +t , f −t−1, ..., f −3 , f +2 , f −1 , l+.
As a consequence, the nodes i of T , for which nodes i+ and i− are in C ,
are in the same connected component of Ts ym. Therefore, Ts ym has a con-
nected component with at least two nodes, k and l, having a loop, which
contradicts the definition of T .
Given a loop directed graph G on n nodes, the zero-nonzero pattern A(G)
associated with G is the pattern of size n such that each entry ai j is a ?-entry if
and only if ( j, i) is an edge in G.
Recall that given a pattern A = (ai j)n×n, the bipartite graph BA = (V+, V−, E)
associated with A is such that V+ = {1+, ..., n+}, V− = {1−, ..., n−} and {i+, j−}
is an edge in BA if and only if a ji is a ?-entry.
Note that the bipartite graph associated with a loop directed graph G is
equal to the bipartite graph associated with A(G).
Theorem 3.39. The minimum rank of any loop directed tree T that has almost
loop-free symmetric components is computable in linear time.
Proof. From Theorems 3.20 and 3.25, it follows that mr(T ) = tri(T ). Moreover,
from Theorem 3.26, we deduce that the size of a maximum constrained match-
ing in the bipartite graph BA(T ) (or equivalently BT ) is equal to the triangle
number tri(A(T )), which by definition equals tri(T ).
Therefore, computing the minimum rank of T is equivalent to computing
the size of a maximum constrained matching in BT .
Since BT is a forest (Proposition 3.38), Corollary 2.29, stating that comput-
ing a maximum constrained matching in a simple tree can be done in linear
time, concludes the proof.
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Below, we show it is not indispensable to compute a maximum constrained
matching in BT in order to compute the minimum rank of a loop directed tree
T with almost loop-free symmetric components. Indeed, the following elimi-
nation process defined in [5] could be used.
A realization A of a pattern A is a real matrix in which an entry is nonzero
if and only if the corresponding entry in A is a star. We write A∈ A.
The minimum rank of a pattern A is the minimum possible rank of one of
its realizations.
Proposition 3.40. [5] [Elimination process] Let A be a zero-nonzero pattern
and ast be a star entry of A such that either row s or column t or both have exactly
one star entry. Then,
mr(A) = mr(A0(s|t)) + 1,
where A0(s|t) is the pattern obtained from A by setting row s and column t to
zero.
The minimum rank of a loop directed graph G is by definition the minimum
rank of the pattern A(G) associated with G.
Theorem 3.41. The minimum rank of any loop directed tree T that has almost
loop-free symmetric components is computable in linear time by repeatedly apply-
ing to A(T ) the elimination process defined in Proposition 3.40.
Proof. When repeatedly applying the elimination process to the zero-nonzero
pattern A(T ) associated with T , if at some point the resulting pattern is not
zero and is such that each nonzero row and each nonzero column has at least
two ?-entries, this means the bipartite graph BT contains a cycle, which is a
contradiction since Proposition 3.38 states BT is a forest.
3.4 Conclusion
The minimum rank problems consist in computing the minimum possible rank
of matrices for which the zero-nonzero pattern is determined by a given graph.
These problems are studied through several graph invariants that change
the problem of minimizing over an infinite set of real matrices into the problem
of minimizing over a finite set of cliques, paths, nodes, etc.
In particular, we have presented the zero forcing number Z(G) of a graph
G, an invariant which is of interest for the two following properties:
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1. it provides a lower bound on the minimum rank, i.e. for each graph G,
|G| − Z(G)≤mr(G),
2. it solves the minimum rank problem of any simple or loop (directed) tree,
i.e. for each such graph T , |T | − Z(T ) = mr(T ).
However, the zero forcing number is not so easy to compute. Indeed, it
has been proved in [1] that computing the zero forcing number of any sim-
ple graph is NP-hard. Moreover, our first result, published in [94], completes
the one of [1] and shows that computing the zero forcing number of any loop
directed graph is also NP-hard. Finally, about the computation of the zero forc-
ing number of any loop undirected graph, nothing has been proved yet. Even
though we also expect NP-hardness for this type of graph, a thorough argument
is still needed.
Most of the progress in the minimum rank problems is about simple or loop
(directed) trees. However, although there exist several quadratic time algo-
rithms computing the minimum rank of simple or loop trees, polynomial time
algorithms, if they exist, for the minimum rank of directed trees are still miss-
ing. Our second result identifies a class of loop directed trees for which the
minimum rank is computable in linear time using a recursive process proposed
in [5].
Structural controllability
Chapter 4
A networked system is a linear-time-invariant system where the dynamics is
driven by a matrix A provided by a graph, called the interconnection graph or
the underlying graph.
Typically, a networked system is described by a differential equation of the
form∗:
x˙(t) = Ax(t) + Bu(t), (4.1)
where A ∈ Rn×n is the state matrix which has a structure provided by a graph,
x(t) ∈ Rn is the state vector, B ∈ Rn×m (m ≤ n) is the input matrix and
u(t) ∈ Rm is the input vector.
For instance, the matrix A could be the Laplacian or the adjacency matrix of
the underlying graph.
Our ability to control such systems reflects our understanding of how these
systems work. The definition of controllability matches our intuitive idea of
what control is.
A system like in (4.1), denoted by the pair (A, B), is called controllable if it
can be driven from any initial state x0 ∈ Rn to any final state x f ∈ Rn in finite
time. In other words, given two vectors x0, x f ∈ Rn, there is a controller u(·)
such that starting at x(0) = x0, after a finite time T the state of the system is
x(T ) = x f .
It is well known that a system (A, B) is controllable if and only if the con-
trollability matrix
C =

B AB A2B ... An−1B

∗We point out that the dynamical systems of this chapter are in continuous time, whereas we
consider discrete time systems in the following chapter.
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has full rank. This is known under the name Kalman’s controllability rank con-
dition.
Classical controllability of a networked system was first considered in [93]
when A is the Laplacian matrix of a simple undirected graph. This work then
continued in [31, 83, 105] when A is the Laplacian matrix and in [39] when
A is the adjacency matrix. As an example, the authors of [83] showed that
controllability can be deduced from the eigenvectors of the Laplacian matrix .
More results about the controllability of networked systems using graph
theoretic arguments can be found in [16,39,70,75,83,93,103,105].
In a system (A, B), when a row of B is nonzero, the corresponding node in
the underlying graph is said to be directly controlled by the outside controller.
The nodes directly controlled by the controller are called the input set.
When A is the Laplacian matrix of a simple undirected graph, the minimum
number of nodes that must be directly controlled by the outside controller in
order to control the whole system has been studied for special graphs in [78,
81, 83, 105]. Computing the minimum size of an input set allowing to control
the system is indeed an important issue of control theory.
Although the literature about the classical controllability of networked sys-
tems assumes the weights along the edges of the underlying graph to be com-
pletely known, in many real networked systems the weights along the edges are
unknown or only partially determined. In such a case, the classical Kalman con-
dition of controllability becomes difficult to use and the existing results about
classical controllability are not applicable. That is why structural controllability
has been introduced.
The problem of determining a control strategy for a network of intercon-
nected systems without exact knowledge of the interaction strengths along the
edges has seen a surge of activity these last four years [19, 22, 67, 77, 94], in
particular regarding weak and strong structural controllability introduced in
the 70’s [66,71].
Structural controllability takes into account only the structure of the inter-
connection graph, but not the interaction strengths along the edges.
A system with a given interconnection graph is weakly structurally control-
lable, or weakly controllable for short, from an input set S if we can choose
interaction strengths making the system controllable from S.
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Instead, a system with a given interconnection graph is strongly structurally
controllable, or strongly controllable for short, from an input set S if whatever
the interaction strengths, the system is controllable from S.
This chapter is about the study of the weak and strong controllability of a
networked system. In particular, we also study the strong structural controlla-
bility of systems with a tree structure, used in social science for example. In-
deed, sociologists and economics often try to make predictions on the behavior
of people from a community organized following a given graph [38,86]. Some
of these communities, such as families or business employees, are hierarchically
organized and represented by trees. In [84], the authors study the minimum
number of people in a tree-organized community that have to be controlled in
order to make all the people converge to a same desired behavior in finite time.
In this chapter, we continue among others their work on the control of systems
with a tree-structure.
Most of the papers about the classical controllability of networked systems
suppose the underlying graph to be undirected. However, as said in [67],
undirected graphs appear in very few applications. As a consequence, follow-
ing [19, 22, 67, 80, 94], throughout this chapter the underlying graph is sup-
posed to be a loop directed graph.
Section 4.1 is a statement of the weak and strong controllability problem.
Section 4.2 presents the main results of [19,21,67] linking weak and strong
controllability with the notion of matching.
Section 4.3 presents our results linking strong controllability and zero forc-
ing sets. Firstly, we show that testing if a system is strongly controllable from an
input set S is equivalent to checking if S is a zero forcing set in the interconnec-
tion graph. We will see that this first result provides an intuitive quadratic-time
algorithm checking if a system is strongly S-controllable. Secondly, in the case
of systems that are self-damped (i.e. the state of each node is influenced, among
others, by itself), we show that minimum-size input sets for strong controllabil-
ity are provided by the minimum zero forcing sets in the simple interconnection
graph, which is the interconnection graph without its loops. In particular, we
show that we can find a minimum-size input set in polynomial time for the
strong controllability of a self-damped system with a tree structure.
Section 4.4 shows how our results from the previous section differ from
related results appeared in [77].
Section 4.5 concludes this chapter.
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Our results for this chapter were published in [94]:
M. Trefois and J.-C. Delvenne, Zero forcing number, constrained matchings
and strong structural controllability, Linear Algebra and Its Applications,
484: 199-218, 2015.
4.1 Structural controllability: problem statement
In this section, we define the weak and strong controllability of a system under-
lying a loop directed graph and we present the classical questions, regarding
structural controllability, which we will consider in the rest of the chapter.
A loop directed graph G = (V, E) on n nodes defines the matrix set
Qld(G) = {A∈ Rn×n : for each i, j, ai j 6= 0⇔ ( j, i) ∈ E}.
Recall that an n×m pattern A is an n×m matrix in which each entry is either
a star ? or zero. A star ? refers to a nonzero entry.
A realization of an n×m pattern A is an n×m matrix A where an entry is
nonzero if and only if the corresponding entry in A is a star ?. We write A∈ A.
Given the node set V = {1, ..., n} and a node subset S = {k1, ..., km} ⊆ V , we
define the n×m pattern B(S) as†
[B(S)]i j =
¨
? if i = k j
0 otherwise.
A networked system for which the underlying graph is a loop directed graph
G = (V, E) is a linear system of the form:
x˙(t) = Ax(t) + Bu(t),
where A ∈ Qld(G), x(t) ∈ Rn is the state vector, B ∈ B(S) is a realization of a
pattern B(S) for some input set S ⊆ V and u(t) ∈ Rm is the control vector.
Notice that only the nodes in S are directly controlled by the outside con-
troller. Such a system is referred to as system (A, B).
Given a loop directed graph G, the pattern A = A(G) associated with G is
†We warn the reader that this chapter only covers systems where the outside controller inde-
pendently controls each node of S. This feature appears in the structure of pattern B(S) where
each row and each column has at most one star entry.
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Figure 4.1: (a) The system underlying this loop directed graph is weakly S-
controllable with S = {1}. - (b) The system underlying this loop directed graph
is strongly S-controllable with S = {1}.
the pattern where the (i, j)-entry is a star ? if and only if there is an edge from
node j to node i in G. Therefore, each matrix of Qld(G) is a realization of A.
Given an input set S, each system (A, B) where the underlying graph is G is
a realization of the pair (A,B(S)), meaning that A∈ A and B ∈ B(S). We write
(A, B) ∈ (A,B(S)). This class of systems is referred to as system (A,B(S)).
Given a system (A,B(S)), the weak controllability seeks to know if there is
a realization (A, B) ∈ (A,B(S)) that is controllable, in the sense that the con-
trollability matrix has full rank.
Definition 4.1. A system (A,B(S)) is weakly S-controllable if there is (A, B) ∈
(A,B(S)) that is controllable.
Instead, the strong controllability seeks to know if each system (A, B) ∈
(A,B(S)) is controllable.
Definition 4.2. A system (A,B(S)) is strongly S-controllable if all systems (A, B) ∈
(A,B(S)) are controllable.
Below, we give examples of systems that are weakly or strongly controllable.
These examples were given in the Supplementary Information of [67].
Consider the loop directed graph G shown in Figure 4.1 (a) with pattern A
and the input set S = {1}. The system (A,B(S)) is described by: x˙1(t)x˙2(t)
x˙3(t)
=
 0 0 0?21 0 ?23
?31 ?32 0
 x1(t)x2(t)
x3(t)
+
 ?10
0
u(t).
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The controllability matrix of this system is then:
C =
 ?1 0 00 ?1?21 ?1 ?23 ?31
0 ?1?31 ?1 ?21 ?32
 .
If the nonzero values of ?21,?23,?31 and ?32 are such that the vectors

?21
?31

and

?23?31
?21?32

are co-linear, then the rank of C is 2. Otherwise, C has rank
3. As a consequence, since the rank of C depends on the nonzero values of
?21,?23,?31 and ?32, this system is weakly S-controllable.
Consider now the loop directed graph G shown in Figure 4.1 (b) with pat-
tern A and the input set S = {1}. Then, the system (A,B(S)) is described by the
equation: x˙1(t)x˙2(t)
x˙3(t)
=
 0 0 0?21 0 0
0 ?32 0
 x1(t)x2(t)
x3(t)
+
 ?10
0
u(t).
The resulting controllability matrix is:
C =
 ?1 0 00 ?1?21 0
0 0 ?1 ?21 ?32
 .
It follows that whatever the nonzero value of ?1,?21 and ?32, the matrix C has
rank 3. Therefore, the system is strongly S-controllable.
In the rest of the chapter, we tackle the following questions:
Question 4.3. Given an input set S, is the system (A,B(S)) weakly/strongly S-
controllable ?
Question 4.4. What is the minimum size of an input set S making the sys-
tem (A,B(S)) weakly/strongly S-controllable ? Can we efficiently find such a
minimum-size input set ?
Weak and strong controllability of a networked system (A,B(S)) have been
characterized in [21, 67] and in [19] respectively, from the matchings in the
bipartite graph BG associated with the loop directed graph G (cf. Definition
2.31). In the next section, we present their main results.
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4.2 Structural controllability and matchings
In this section, we present the main results of [21,67] and of [19] connecting,
respectively, the weak and strong controllability of a networked system with the
matchings in the bipartite graph associated with the underlying loop directed
graph.
First, we need to introduce the notations that will be used throughout the
chapter.
In Chapter 3, a bipartite graph associated with a pattern of size n was de-
fined. This can be extended to rectangular patterns. Let A be an n×m pattern.
The bipartite graph BA associated with A has node sets V
+ = {1+, ..., m+} and
V− = {1−, ..., n−}. Besides, {i+, j−} is an edge in BA if and only if the ( j, i)-entry
of A is a star ?.
If the bipartite graph associated with a pattern A has a constrained t-matching,
then we say by abuse of language that A has a constrained t-matching.
Let S ⊆ V be a node subset in a loop directed graph G. A constrained S-
less matching in the bipartite graph BG associated with G (cf. Definition 2.31)
is a constrained matching with no edges of the form {i+, i−} with i ∈ S. In
particular, if S = V , a constrained S-less matching in BG is called a constrained
self-less matching.
Let A be an n×m pattern and let S ⊆ {1, ..., n}. Then, A(S|.) denotes the
pattern obtained from A by deleting the rows indexed by S.
Let A be a pattern of size n. Then, A× is the pattern obtained from A by
putting stars ? along the diagonal. Similarly, G× denotes the graph obtained
from the graph G by putting a loop on each node of G.
Throughout the chapter, Vloop is the set of nodes with a loop in the loop
directed graph G underlying the system.
4.2.1 On weak controllability
In [21,67], the authors have characterized the weak controllability of a system
from the matchings in the loop directed graph underlying the system. Below,
we present their result.
Recall that in a loop directed graph, a path on n nodes is a subgraph iso-
morphic to the directed graph (V, E) where the node set is V = {1, ..., n} and
the edge set is E = {(i, i + 1) : 1≤ i ≤ n− 1}.
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It was proved in [21, 67] that a system with a loop directed graph G as
interconnection graph is weakly controllable if and only if the controller directly
acts on the unmatched nodes of a matching in G and for each matched node i,
there is an unmatched node j with a path from j to i in G.
Below, we state this result with the terminology used in the rest of the chap-
ter.
Let G = (V, E) be a loop directed graph and S ⊆ V a node subset of V . If for
each node i of V , there is a node j ∈ S such that there is a path in G from j to
i, then the set S is called accessible.
Theorem 4.5. [21, 67] Let G be a loop directed graph on n nodes with pattern
A and S be an input set with cardinality m ≤ n. System (A,B(S)) is weakly S-
controllable if and only if A(S|.) has an (n−m)−matching and S is accessible.
From this theorem, it was proved in [67] that an input set of minimum size
for weak controllability can be efficiently computed. This result is presented in
the following theorem.
In a loop directed graph, a matching is called perfect if all the nodes of the
graph are matched.
Theorem 4.6. [67] Let G be a loop directed graph.
- If there is a perfect matching in G, then an input set of minimum size for the
weak controllability of the system underlying G has size 1 and each node can be
chosen to be directly controlled by the controller.
- If there is no perfect matching in G, the minimum size of an input set for weak
controllability of the system underlying G is the number of unmatched nodes
resulting from a maximum matching of G. In such a case, the unmatched nodes
are an input set of minimum size.
Since a maximum matching in a loop directed graph on n nodes and m
edges can be computed in time O (pnm), an input of minimum size can be
computed efficiently.
Similar results about strong controllability have been proved in [19]. These
are presented in Section 4.2.2.
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4.2.2 On strong controllability
In [19], the strong controllability of a system has been characterized from the
constrained matchings in the bipartite graph associated with the underlying
loop directed graph. The result is the following.
Theorem 4.7. [19] Let G be a loop directed graph on n nodes with pattern A
and S be an input set with cardinality m ≤ n. System (A,B(S)) is strongly S-
controllable if and only if A(S|.) has a constrained (n−m)-matching and A×(S|.)
has a constrained Vloop-less (n−m)-matching.
Given an input set S, in order to check whether or not a system is strongly
S-controllable, an O (n2) algorithm was presented in [19]. If the system is not
strongly S-controllable, the algorithm computes a node set S˜ containing S such
that the system is strongly S˜-controllable. However, computing a minimum-
size input set for strong controllability is a challenging problem. In that scope,
the following theorem has been deduced from Theorem 4.7 [19].
A self-damped system is a system where the underlying graph has a loop on
each node (the state of each node influences itself).
A maximum constrained self-less t-matching is a constrained self-less t-
matching such that there is no constrained self-less s-matching with s > t.
Theorem 4.8. [19] Consider a loop directed graph G on n nodes with pattern A
underlying a self-damped system. A node subset S ⊆ V is a (minimum-size) input
set for strong controllability of the system if and only if there is a (maximum)
constrained self-less matching in A× such that in the bipartite graph (V+, V−, E)
associated with A×, the unmatched nodes of V− correspond to the nodes of S.
Proof. Since patterns A and A× are equal, the result is deduced from Theorem
4.7.
This theorem provides a way to obtain a minimum-size input set for strong
controllability in the case of a self-damped system. However, computing a max-
imum constrained self-less matching in a bipartite graph is a challenging prob-
lem.
In the next section, we present our results linking strong controllability to
zero forcing. On the one hand, we show that testing whether or not a system is
strongly S-controllable is equivalent to testing if S is a zero forcing set in a loop
directed graph. On the other hand, we show that in the case of a self-damped
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system the zero forcing sets in the simple interconnection graph provide in-
put sets for the strong controllability of the system. In particular, this result
together with the existing algorithms on zero forcing provide a way to select
in polynomial time a minimum-size input set for a self-damped system with a
tree-structure.
4.3 Strong controllability and zero forcing sets
While Theorems 4.7 and 4.8 provide criteria for strong controllability in terms
of constrained matchings, we provide in this section equivalent criteria in terms
of zero forcing sets. On the one hand, these new statements show that given
an input set S, testing whether or not the system is strongly S-controllable is
equivalent to checking if S is a zero forcing set in a loop directed graph. On the
other hand, they show that in the case of a self-damped system, there is a one-
to-one correspondence between the input sets providing strong controllability
and the zero forcing sets in a simple directed graph. This result together with
the existing algorithms on the zero forcing sets solve the problem of efficiently
finding a minimum-size input set for the strong controllability of a self-damped
system with a tree-structure.
Statements of Theorems 4.7 and 4.8 in terms of zero forcing sets are based
on a one-to-one correspondence between the zero forcing sets in a loop directed
graph G and the constrained matchings in the bipartite graph associated with
G.
Recall the definition of the color change rule in a loop directed graph G:
suppose each node of G is either black or white. If exactly one out-neighbor j
of node i is white (possibly j = i), then change the color of node j to black.
Whereas in a loop directed graph, a node does not need to be black to change
the color of one of its out-neighbors, in a simple directed graph a node needs
instead to be black. Here is a reminder of the color change rule in a simple
directed graph.
In a simple directed graph G, the color change rule is defined as follows:
suppose each node of G to be black or white. If node i is black and node j is
the only white (out-)neighbor of i, then change the color of j to black.
Definition 4.9. [47] Let G be a simple/loop directed graph.
- Suppose that each node of G is either black or white. When the color change
rule is applied to node i to change the color of node j, we say that i forces j and
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Figure 4.2: A loop directed graph with initially all the nodes white except node
4. A chronological list of forces is: 2→ 3,4→ 2 and 1→ 1.
write i→ j.
- Given a zero forcing set of G, we can list the forces in order in which they were
performed to color the nodes of G in black. This list is called a chronological list
of forces.
As an example, consider the loop directed graph in Figure 4.2 with all the
nodes initially white, except node 4. A chronological list of forces is then: 2→
3,4→ 2 and 1→ 1.
Notice that given a zero forcing set, a chronological list of forces is not
necessarily unique. Indeed, in the example of Figure 4.2, another chronological
list of forces is: 3→ 3,4→ 2 and 1→ 1. However, uniqueness is not required
here.
Theorem 4.10. [40] Let B = (V+, V−, E) be a bipartite graph and M be a
matching in B. The following assertions are equivalent:
- M is a constrained matching
- We can order the nodes of V+, i1, ..., in and the nodes of V
−, j1, ..., jn such that
for each 1≤ k ≤ |M|, {ik, jk} ∈M and for each 1≤ l < k ≤ |M|, {il , jk} /∈ E.
As a consequence of this theorem, we suppose w.l.o.g. that given a con-
strained matchingM in a bipartite graph (V+, V−, E), the nodes of V+ and V−
are ordered so that for each 1≤ k ≤ |M|, {ik, jk} ∈M and
for each 1≤ l < k ≤ |M|, {il , jk} /∈ E (4.2)
In Definition 2.31 of the bipartite graph BG = (V+, V−, E) associated with a
loop directed graph G, the nodes of V+ are denoted by 1+, ..., n+ whereas the
nodes of V− are denoted by 1−, ..., n−. However, in this section, Theorem 4.10
suggests we re-order the nodes in V+ and V−. Therefore, in what follows, we
prefer to denote the nodes of V+ by i1, ..., in and the nodes of V
− by j1, ..., jn.
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The definition of the bipartite graph BG = (V+, V−, E) associated with a
loop directed graph G becomes then: the node sets V+ = {i1, ..., in} and V− =
{ j1, ..., jn} are two copies of the node set of G. Moreover, {ik, jl} is an edge of
BG if and only if there is an edge from node ik to node jl in G.
Lemma 4.11. Let G be a loop directed graph with node set V , BG = (V+, V−, E)
be its associated bipartite graph andM := {{i1, j1}, ...,
{it , jt}} be a constrained matching in BG . Then, V\{ j1, ..., jt} is a zero forcing set
in G with chronological list of forces i1→ j1, ..., it → jt .
Proof. Start with the initial coloring of G where nodes j1, ..., jt are the only
white nodes. From the definition of the bipartite graph BG , we know that in
G node j1 is a out-neighbor of node i1, since {i1, j1} ∈ E. Moreover, from
property (4.2), we know that in G node j1 is the only white out-neighbor of
node i1. Therefore, i1 forces j1. By iterating this argument on all the edges
{i2, j2}, ..., {it , jt} ofM , we prove that V\{ j1, ..., jt} is a zero forcing set of G.
Theorem 4.12. Let G be a loop directed graph with node set V and BG = (V+, V−, E)
be the bipartite graph associated with G. Then, V\{ j1, ..., jt} is a zero forcing set
of G with a chronological list of forces i1 → j1, i2 → j2, ..., it → jt if and only if
M := {{i1, j1}, {i2, j2}, ..., {it , jt}} is a constrained matching in BG .
Proof. The sufficient condition has been proved in Lemma 4.11. Suppose that
V\{ j1, ..., jt} is a zero forcing set of G with chronological list of forces
i1→ j1, ..., it → jt .
For each 1≤ l ≤ t, since il → jl , node jl is a out-neighbor of node il . Therefore,
{il , jl} is an edge of BG . In addition, since each white node is forced only once
and each node forces at most one node,M := {{i1, j1}, {i2, j2}, ..., {it , jt}} is a
matching in BG . Since i1 forces j1, node j1 is the only white out-neighbor of
node i1. Hence, for each 1 < k ≤ t, {i1, jk} /∈ E. By iterating this argument
on all the forces i2 → j2, ..., it → jt , we prove that M meets property (4.2).
Therefore, from Theorem 4.10,M is a constrained matching.
Notice that in the previous theorem the set V\{ j1, ..., jt} is the set of un-
matched nodes in the node subset V− of BG resulting from the constrained
matchingM .
Thanks to the previous result, we can re-state Theorem 4.7 in terms of zero
forcing sets.
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Remember that Vloop is the set of nodes with a loop in the underlying loop
directed graph G.
Theorem 4.13 (Restatement of Theorem 4.7). Let G be a loop directed graph
on n nodes with pattern A and S be an input set with cardinality m ≤ n. System
(A,B(S)) is strongly S-controllable if and only if
- S is a zero forcing set of G and
- S is a zero forcing set of G× for which there is a chronological list of forces that
does not contain a force of the form i→ i with i ∈ Vloop.
Proof. Theorem 4.12 states that A(S|.) has a constrained (n−m)-matching if and
only if S is a zero forcing set of G. Indeed, in the bipartite graph (V+, V−, E)
associated with A, the unmatched nodes of V− resulting from a constrained
(n−m)-matching of A(S|.) are the nodes in S.
From the same argument, A×(S|.) has a constrained (n − m)-matching if
and only if S is a zero forcing set of G×. Besides, there is a constrained (n−m)-
matching which is Vloop-less in A×(S|.) if and only if in G× zero forcing set S
has a chronological list of forces with no force of the form i→ i with i ∈ Vloop.
Indeed, Theorem 4.12 states that the edges in the constrained matching form
a chronological list of forces for zero forcing set S.
Theorem 4.7 concludes the proof.
From Theorem 4.13, notice that testing if a system is strongly S-controllable
is equivalent to checking if S is a zero forcing set in a loop directed graph. As an
example, consider the system for which the underlying loop directed graph G is
in Figure 4.3 and check that this system is strongly S-controllable for S = {1}.
We immediately check that S is a zero forcing set of G and that S is a zero forcing
set of G× with chronological list of forces: 1→ 2,2→ 3. Since Vloop = {1} and
in this list node 1 does not force itself, the system is then strongly S-controllable.
Moreover, notice that checking if a node subset S is a zero forcing set in
a loop directed graph G on n nodes can be done in O (n2) time. Indeed, here
is an example of algorithm: we start by listing the white nodes in the initial
coloring of G and we connect each node of G with its white out-neighbors in
this list. At each iteration, we check each node of G one by one in order to find
a node i that has exactly one white out-neighbor j. If we find such a node i,
then we remove node j from the list of the white nodes and we iterate again.
The algorithm ends when there is no node with exactly one white out-neighbor
any more. The set S is a zero forcing set if and only if the list of the white
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Figure 4.3: A system with this loop directed graph as underlying structure is
strongly S-controllable with S = {1}.
nodes is empty when the algorithm ends. Since there are O (n) iterations that
cost O (n) time each, the algorithm runs in O (n2) time.
As a consequence, Theorem 4.13 provides an intuitive quadratic-time algo-
rithm to check is a system is strongly S-controllable.
The following lemma is a first step to a statement of Theorem 4.8 in terms
of zero forcing sets in a simple directed graph.
Lemma 4.14. Consider a loop directed graph G on n nodes underlying a self-
damped system. A node subset S ⊆ V is an input set for strong controllability
of the system if and only if S is a zero forcing set in G× for which there is a
chronological list of forces with no force of the form i→ i.
Proof. Since the system is self-damped, G× = G and Vloop = V . Consequently,
this result follows from Theorem 4.13.
From this lemma, we deduce a statement of Theorem 4.8 in terms of zero
forcing sets in a simple directed graph. The simple directed graph Gs
‡ is ob-
tained from the loop directed graph G by removing the loops on its nodes.
Recall that in a simple directed graph, a node must be black to be able to
force one of its out-neighbors.
Theorem 4.15 (Restatement of Theorem 4.8). Consider a loop directed graph G
on n nodes underlying a self-damped system. A node subset S ⊆ V is a (minimum-
size) input set for strong controllability of the system if and only if S is a (mini-
mum) zero forcing set in the simple directed graph Gs.
Proof. We show that S is a zero forcing set in Gs if and only if S is a zero forcing
set in G× for which there is a chronological list of forces with no force of the
‡Whenever s is used as a subscript, it always refers to a simple directed graph. The node subset
S is never used as a subscript.
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form i→ i. Indeed, in G× each node has a loop. Moreover, if there is no force
of the form i→ i, it means that each node must be black to be able to force one
of its out-neighbors. Therefore, S is a zero forcing set in Gs if and only if S is
a zero forcing set in G× for which there is a chronological list of forces with no
force of the form i→ i.
This observation together with Lemma 4.14 proves the theorem.
This shows that the minimum zero forcing sets in the simple directed graph
Gs provide minimum-size input sets for strong controllability of the underly-
ing self-damped system. However, we deduce from the NP-hardness result of
Aazami [1] about the zero forcing number of a simple undirected graph that
computing a minimum zero forcing set in a simple directed graph is an NP-hard
problem. Nevertheless, there are some efficient algorithms computing mini-
mum zero forcing sets in a simple tree, such as Algorithm 2. Such algorithms
together with the previous theorem show that we can compute efficiently a
minimum-size input set for strong controllability of a self-damped system with
a tree structure.
Theorem 4.16. A minimum-size input set for strong controllability of a self-
damped system with a tree-structure can be computed in polynomial time.
4.4 Related results
In 2014, a result related to Theorems 4.13 and 4.15 was found by Monshizadeh
et al. [77], but for systems underlying a simple directed graph. In this section,
we explain the main result of [77] and compare it with our results from the
previous section.
A simple directed graph Gs = (V, E) on n nodes defines the matrix family
Qsd(Gs) = {A∈ Rn×n : for i 6= j, ai j 6= 0⇔ ( j, i) ∈ E}.
The pattern As associated with Gs is an n × n matrix, where an off-diagonal
entry ai j is a star ? if and only if ( j, i) is an edge of Gs, every diagonal entry is
a question mark and the other entries are zero. As an example, the pattern As
of the simple directed graph Gs in Figure 4.4(b) is
As =
 ? ? 0? ? 0
? ? ?
 .
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Figure 4.4: A loop directed graph G in (a) and its associated simple directed
graph Gs in (b). Given the input set S = {1}, system (A,B(S)) underlying G is
strongly S-controllable, whereas system (As,B(S)) underlying Gs is not.
A star ? denotes a nonzero entry, whereas a question mark can be a zero or
nonzero entry. The following matrices
A1 =
 −3 1 09 0 0
−5 −4 0
 A2 =
 0 1 02 −3 0
1 −4 8

are both in Qsd(Gs) and are two realizations of pattern As. We write A1 ∈ As
and A2 ∈ As.
Unlike the matrices of Qld(G) defined by a loop directed graph G, the ma-
trices inQsd(Gs) have a free diagonal. For example, have a look at the loop di-
rected graph G in Figure 4.4(a) for which the associated simple directed graph
is in Figure 4.4(b). The pattern A associated with G is
A =
 ? ? 0? 0 0
? ? 0
 .
Therefore, while A1 and A2 are both a realization of As, A1 is a realization of A
whereas A2 is not.
Consequently, given a loop directed graph G and its associated simple di-
rected graph Gs,
Qld(G) ⊆Qsd(Gs).
A networked system for which the underlying graph is a simple directed
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graph Gs = (V, E) on n nodes is a linear system of the form:
x˙(t) = Ax(t) + Bu(t),
where A ∈ Qsd(Gs), x(t) ∈ Rn is the state vector, B ∈ B(S) for some node set
S ⊆ V of size m and u(t) ∈ Rm is the outside controller. Such a system is
referred to as system (A, B).
Given an input set S, each system (A, B) underlying a simple directed graph
Gs with pattern As is a realization of the pair (As,B(S)), meaning that A ∈ As
and B ∈ B(S). We write (A, B) ∈ (As,B(S)). The set of systems underlying Gs is
referred to as system (As,B(S)).
Similarly to the systems where the underlying graph is a loop directed
graph, we say that a system (As,B(S)) is strongly S-controllable if all the sys-
tems (A, B) ∈ (As,B(S)) are controllable.
Here is the main result of [77] about strong controllability of system
(As,B(S)).
Theorem 4.17. [77] Given a simple directed graph Gs = (V, E) with pattern As
and an input set S ⊆ V , system (As,B(S)) is strongly S-controllable if and only if
S is a zero forcing set of Gs.
For a subset Q′(Gs) ⊆ Qsd(Gs), a system subset of (As,B(S)) is the set of
systems (A, B) where A∈Q′(Gs) and B ∈ B(S).
Such a system subset is strongly S-controllable if all the systems (A, B) with
A∈Q′(Gs) and B ∈ B(S) are controllable.
In particular, if Gs is the simple directed graph with pattern As associated
with a loop directed graph G with pattern A, the system set (A,B(S)) is a subset
of the systems in (As,B(S)) since Qld(G) ⊆Qsd(Gs).
By definition, if system (As,B(S)) is strongly S-controllable, then each sys-
tem subset of (As,B(S)) is strongly S-controllable. However, the converse is
false in general.
As an example, take the input set S = {1} and consider the system (A,B(S))
where the underlying graph is the loop directed graph G in Figure 4.4(a) and
system (As,B(S)) where the underlying graph is the simple directed graph Gs in
Figure 4.4(b) associated with G. From Theorem 4.13, we deduce that (A,B(S))
is strongly S-controllable since S is a zero forcing set of G and a zero forcing set
of G× where node 1 does not need to force itself. Instead, since S is not a zero
forcing set in the simple directed graph Gs, Theorem 4.17 claims that (As,B(S))
is not strongly S-controllable.
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Consequently, given a loop directed graph G with pattern A and its asso-
ciated simple directed graph Gs with pattern As, Theorem 4.13 analyzes the
strong controllability of system (A,B(S)), for some input set S whereas The-
orem 4.17 is about the strong controllability of a bigger system set (As,B(S))
underlying Gs.
In addition, from Theorems 4.15 and 4.17, we deduce the following result.
Theorem 4.18. Let G be a loop directed graph with pattern A underlying a self-
damped system and Gs be its associated simple directed graph with pattern As.
System (A,B(S)) is strongly S-controllable if and only if system (As,B(S)) under-
lying the simple directed graph Gs is strongly S-controllable.
Other system subsets of (As,B(S)) were studied in [77], notably when the
simple directed graph is symmetric. We refer the reader to Section IV.A of [77]
for more details.
4.5 Conclusion
Structural controllability studies our ability to control a networked system with-
out any knowledge of the interaction strengths along the edges of the inter-
connection graph. In particular, strong (structural) controllability checks if a
system is controllable whatever the interaction strengths.
The goal of this chapter was to link the notion of zero forcing, constrained
matching and strong controllability.
At first, we have proved a one-to-one correspondence between the zero forc-
ing sets in a loop directed graph G and the constrained matchings in the bipar-
tite graph associated with G. Our following contributions on strong controlla-
bility were based on this correspondence. On the one hand, we have shown
that testing whether or not a system is strongly S-controllable from an input
set S is equivalent to checking if S is a zero forcing set in a loop directed graph.
Thanks to this result, we have now an intuitive quadratic-time algorithm that
checks if a system is strongly S-controllable. On the other hand, we have shown
that the (minimum) zero forcing sets in the simple interconnection graph pro-
vide (minimum-size) input sets for the strong controllability of a self-damped
system. In particular, we have deduced that one can find in polynomial time a
minimum-size input set for the strong controllability of a self-damped system
with a tree structure, using existing algorithms on zero forcing.
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All of these results were published in [94]:
M. Trefois and J.-C. Delvenne, Zero forcing number, constrained matchings
and strong structural controllability, Linear Algebra and Its Applications,
484: 199-218, 2015.
A similar work was done in [77] when the underlying graph is a simple
directed graph and in [15] where the link between the zero forcing sets of a
simple undirected graph and the controllability of a quantum system has been
shown.
All these results show the role of the zero forcing sets in the study of the
dynamics of networked systems and should motivate additional research on
zero forcing.
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Factorizations of the all ones matrix
Chapter 5
This chapter is about the problem of factorizing the n× n matrix
Jn =

1 1 . . . 1
1 1 . . . 1
...
...
...
1 1 . . . 1

into binary matrices. Precisely, we restrict ourselves to square n × n factors
Ai that have all their entries in {0, 1}, i.e. that are adjacency matrices of loop
directed graphs with n nodes. We are thus looking for the solutions of
m∏
i=1
Ai = A1A2...Am = Jn
and in particular, we are interested in the case when all the factors are identical,
i.e. in the binary solutions to the equation
Am = Jn.
The binary solutions to Am = Jn are of interest in different areas. Here are some
examples of application:
- the solutions of Am = Jn can be seen as the adjacency matrices of the loop
directed graphs for which there is a unique walk of length m from any node
i to any node j. In [73], it has been shown that these graphs can be used to
model algebras defined from a set S that is the cartesian product of m copies
of a given finite set and from the m − 1 binary operators f1, ..., fm−1 on S
defined by:
fi ((a1, a2, ..., am), (b1, b2, ..., bm)) = (ai+1, ai+2, ..., am, b1, b2, ..., bi).
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The nodes of the loop directed graph modelling such an algebra are the ele-
ments of S and the m− 1 operators f1, ..., fm−1 applied on the nodes sk and
sl are modelled by the unique walk of length m from sk to sl . For example, if
m = 3 and if the unique path of length 3 from sk to sl is
sk → x → y → sl ,
then x and y are uniquely determined by sk and sl and we have f1(sk, sl) = x
and f2(sk, sl) = y .
- recall that the finite time average consensus problem can be described as
follows: we start with a number n of agents which all have an initial position,
unknown to the agents. At each step, each agent receives a limited number of
positions and with the received information it will change its own position.
The goal is that all the agents meet at the average of their initial positions
after a finite number of steps. The binary solutions to Am = Jn represent
communication topologies where the agents all meet after m steps. Moreover,
in these strategies, each agent receives at each step a number p of positions
such that n = pm. It has been shown in [29] that these strategies are the
quickest among all the communication topologies where each agent receives
p positions per step.
The De Bruijn matrices, which are a family of solutions to Am = Jn, will be
widely used throughout this chapter. Such a matrix is the adjacency matrix of
a De Bruijn graph, originally defined in [26]. A De Bruijn graph has n = pm
nodes which are all the possible sequences of length m of p given symbols.
Regarding the edges, if a node i can be obtained by shifting the sequence of
symbols of a node j of one position to the right by removing the last symbol of
j and then by adding one symbol at the beginning of the sequence, then node
j is a out-neighbor of node i. Typically, we have:
i = (s1, s2, ..., sm)→ j = (s2, ..., sm, s).
The De Bruijn graph where the nodes are all the sequences of length 3 of two
symbols a and b is given in Figure 5.1.
Most of the literature [59,68,100,101] about the binary solutions to Am = Jn
assumes the matrix A to be g-circulant, i.e. each row of A is obtained from the
previous one by shifting all its entries g positions to the right. Some of the
g-circulant solutions to Am = Jn have been proved in [101] to be isomorphic to
a De Bruijn matrix.
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Figure 5.1: The De Bruijn graph where the nodes are all the sequences of length
3 of two symbols a and b.
Although the De Bruijn matrices are the only well known binary roots of
Jn, it has been shown [69] that each binary solution to Am = Jn shares several
properties with the De Bruijn matrices. The authors of [69] even call the binary
solutions to Am = Jn Generalized De Bruijn matrices. However, the relation
between the De Bruijn matrices and the binary solutions to Am = Jn is still far
from being fully understood.
The goal of this chapter is to improve our understanding of the binary so-
lutions to Am = Jn and in particular to show how the binary roots of Jn with
minimum rank are related to the De Bruijn matrices.
Section 5.1 proves some straightforward properties on the binary roots of
Jn and presents the De Bruijn matrices.
Section 5.2 is about the commuting factors of the matrix with all ones. We
prove that under some conditions on the commuting factors, these are isomor-
phic to a row permutation of a matrix having the same structure as a De Bruijn
matrix. Moreover, we give two non trivial examples of matrices that show that
the De Bruijn matrices are not the only matrix roots of Jn, up to isomorphism.
In Section 5.3, we prove that each binary root of Jn with minimum rank
is isomorphic to a row permutation of a De Bruijn matrix. From this result,
we deduce a characterization of the binary solutions to A2 = Jn with minimum
rank, which partially solves Hoffman’s open problem of characterizing the bi-
nary solutions to A2 = Jn.
In Section 5.4, we provide a class of roots, not necessarily g-circulant, which
are isomorphic to a De Bruijn matrix.
Finally, Section 5.5 concludes this chapter.
Throughout the sections of this chapter, the rows and columns of a matrix
of size n will be indexed, for convenience, from 0 to n − 1 and the vector 1n
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will denote the n× 1 vector of all 1’s.
Moreover, an n×n binary matrix A is seen as the adjacency matrix of a loop
directed graph G on n nodes. When G is p-regular (recall that this means that
each node of G has out- and in-degree equal to p), we say by abuse of language
that A is p-regular, which can be expressed as:
A1n = A
T 1n = p1n.
Our contributions for this topic were published in [96]:
M. Trefois, P. Van Dooren and J.-C. Delvenne, Binary factorizations of the
matrix of all ones, Linear Algebra and Its Applications, 468: 63-79, 2015.
5.1 Matrix roots of Jn and De Bruijn matrices
In this section, we prove some properties of the binary roots of the square matrix
Jn of all ones. Moreover, we present the De Bruijn matrices and we show they
are binary roots of Jn.
Lemma 5.1. Let Am = kJn, where k 6= 0 and A ∈ {0,1}n×n, then A is p-regular,
the trace of A is p, p and k are positive integers and pm = kn.
Proof. Clearly, the spectrum of kJn is given by
Λ(kJn) = {kn, 0, ..., 0}.
Moreover, there is an invertible matrix U ∈ Cn×n and a triangular matrix
T ∈ Cn×n such that
UAU−1 = T
and the diagonal λ1, ...,λn of T is the spectrum of A. As a consequence,
U(kJn)U
−1 = UAmU−1 = T m
and the diagonal λm1 , ...,λ
m
n of T
m is the spectrum of kJn.
Therefore, the spectrum of an mth root A of kJn is:
Λ(A) = {p, 0, ..., 0},
with pm = kn. Since A is a binary matrix, its trace, which is equal to p, must be
a nonnegative integer. Moreover, the entries of Am must be equal to k, which
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is therefore also a nonnegative integer. Since we ruled out k = 0, both p and k
must be positive integers. Since p is then the only strictly positive eigenvalue
of A, its left and right Perron vectors must be proportional to 1n, i.e.
A1n = p1n and A
T 1n = p1n,
which implies that A is p-regular.
The De Bruijn matrices are a well known example of p-regular binary ma-
trices with a trace equal to p. Below, we define the De Bruijn matrices and we
show they are binary roots of Jn.
In the introduction of this chapter, we have presented the De Bruijn matri-
ces as being the adjacency matrices of the De Bruijn graphs. We give now a
matricial definition of a De Bruijn matrix.
Two matrices A and B are said to be isomorphic if there is a permutation
matrix P such that PAPT = B. It should be mentioned that a permutation
matrix P is orthogonal and therefore P−1 = PT .
Definition 5.2. The De Bruijn matrix of order p and size n = pm (for some integer
m) is, up to isomorphism, the n× n matrix defined as:
D(p, n) := 1p ⊗ In/p ⊗ 1Tp ,
where In/p is the identity matrix of size n/p, 1p is the p × 1 vector with all ones
and ⊗ denotes the Kronecker product defined as follows: given an n×m matrix
A= (ai j)n×m and a p× q matrix B, the Kronecker product of A and B, denoted by
A⊗ B, is the np×mq matrix given by:
A⊗ B =
 a11B ... a1mB... ...
an1B ... anmB
 .
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As an example, the De Bruijn matrix D(2, 8) of order 2 and size 8 is:
D(2,8) =

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

.
We notice that this matrix corresponds to the adjacency matrix of the De Bruijn
graph in Figure 5.1.
Below, we prove that the De Bruijn matrix D(p, n) (with n = pm) is the
adjacency matrix of the De Bruijn graph on pm nodes.
In a graph, reversing an edge (i, j) means replacing it by the edge ( j, i).
Given a graph G, the transpose of G, denoted by GT , is the graph obtained
from G by reversing all its edges.
Lemma 5.3. If G is a De Bruijn graph, then G and GT are isomorphic.
Proof. Suppose G = (V, E) is the De Bruijn graph on pm nodes. We define the
following bijection between the nodes of G and GT :
f : V → V : (s1, s2, ..., sm−1, sm) 7→ (sm, sm−1, ..., s2, s1).
We now have to prove that given two nodes i and j, there is an edge in G from
i to j if and only if in GT there is an edge from f (i) to f ( j).
In G, there is an edge from i to j if and only if there is a sequence x =
(s1, ..., sm−1) of m − 1 symbols such that i = (s, x) and j = (x , s′). From the
definition of the above bijection f , we deduce that in G there is an edge from i
to j if and only if G has an edge from f ( j) = (s′, x−1) to f (i) = (x−1, s), where
x−1 = (sm−1, ..., s1). Since GT is obtained by reversing the edges of G, the result
is proved.
Recall that throughout this chapter, the rows and columns of a matrix of
size n are indexed, for convenience, from 0 to n− 1.
Proposition 5.4. The De Bruijn matrix D(p, n) (with n = pm) is the adjacency
matrix of the De Bruijn graph on pm nodes.
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Proof. From the definition of D(p, n) (cf. Definition 5.2), it follows that the
(i, j)-entry of D(p, n) is 1 if and only if
j
p

= i mod
n
p
.
Moreover, if we consider the nodes of the De Bruijn graph to be all the numbers
from 0 to pm − 1 written in basis p, we have that:
- if i in basis p is i = s1s2...sm, then i mod
n
p in basis p is s2...sm,
- if j in basis p is j = s1...sm−1sm, then

j
p

in basis p is s1...sm−1.
Therefore, we deduce that the (i, j)-entry of D(p, n) is 1 if and only if there is
an edge from i to j in the De Bruijn graph.
As a consequence, we have proved that D(p, n) is the adjacency matrix of
the transpose of the De Bruijn graph. However, since Lemma 5.3 states the
De Bruijn graph and its transpose are isomorphic, it follows that D(p, n) is the
adjacency matrix of the De Bruijn graph.
It should be noted that the rank of the De Bruijn matrix D(p, n) is n/p.
The following lemma is a well-known result about the De Bruijn matrices.
Lemma 5.5. The i th power of the De Bruijn matrix D(p, n) (with n = pm) is
equal to
D(p, n)i = D(pi , n) = 1pi ⊗ Ipm−i ⊗ 1Tpi
for i ≤ m and equal to
D(p, n)i = pi−mJn
for i ≥ m.
A direct consequence of this lemma is the following.
Corollary 5.6. The De Bruijn matrices D(p, n) are such that
D(p, n)m = Jn, ∀ n = pm,
D(p, n)m = kJn, ∀ kn = pm.
The De Bruijn matrices D(p, n) for which n = pm are thus mth roots of Jn.
In the next section, we will show that under a certain condition on the rank of
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the mth roots of Jn, these are isomorphic to a row permutation of a De Bruijn
matrix.
By abuse of notation, given two integers n and p such that p divides n (n
not necessarily a power of p), the matrix
1p ⊗ In/p ⊗ 1Tp
will be denoted by D(p, n).
5.2 Factorizations into commuting factors
In this section, we consider the factorizations of Jn into two commuting factors
A and B that are required to be regular, namely
AB = BA= Jn, (5.1)
where A, B ∈ {0, 1}n×n, A is p-regular and B is l-regular.
The goal of what follows is to prove Theorem 6.3 claiming that, under a
certain condition on their rank, such factors are isomorphic to a row permuta-
tion of the matrix D(p, n) or D(l, n). In that scope, the following terminology
is used.
Let P1 and P2 be two permutation matrices. When we say that the permuta-
tions of P1 are absorbed in P2, this means that we denote by P2 the permutation
matrix P1P2.
The notation A[a : b, c : d] refers to the submatrix of A with the rows of A
indexed from a to b and the columns of A indexed from c to d.
Recall that two matrices A and B are said to be isomorphic if there is a
permutation matrix P such that PAPT = B. We write A∼= B.
In the following, ei,n (0≤ i ≤ n− 1) denotes the n× 1 unit vector with 1 in
its i th position.
Theorem 5.7. Let A and B be two regular matrices satisfying (5.1), then pl =
n. Moreover, rank(A) = n/p (resp. rank(B) = n/l) if and only if there is a
permutation matrix P such that
A∼= PD(p, n) (resp. B ∼= PD(l, n)).
5.2. Factorizations into commuting factors 91
Since the proof of the above theorem is somewhat technical, we first give
the guidelines: by using the three hypothesis that A is p-regular, B is l-regular
and that AB = BA= Jn, we perform row and column permutations on A and B
in order to obtain two matrices isomorphic to A and B respectively where one
of the two is made up of p rows of p identity matrices Il . Since such a matrix is
isomorphic to D(p, n), one of A and B is isomorphic to D(p, n) and by symmetry
the other factor is isomorphic to D(l, n).
Proof. (of Theorem 5.7) First of all, notice that we can suppose without loss of
generality that the entries a00 and b00 of A and B, respectively, both equal 1.
Indeed, since BA= Jn, there exist i, j such that bi ja ji = 1. Therefore, there are
permutation matrices Pi , Pj such that the matrices B˜ = PiBPTj and A˜ = PjAP
T
i
have their (0, 0)-entry equal to 1. Moreover, A˜ and B˜ are binary matrices such
that
A˜B˜ = B˜A˜= Jn, A˜ is p-regular and B˜ is l-regular.
In addition, if A˜ (resp. B˜) is isomorphic to a matrix of the form PD(p, n) (resp.
PD(l, n)), then this holds too for A (resp. B). Therefore, we can consider that
a00 = b00 = 1.
Since each column of B has l nonzero entries, there exists a row permutation
P2 such that the first column of the matrix P2B has its l first entries equal to 1,
namely
P2Be0,n =

1l
0
...
0
 .
Moreover, since (APT2 )(P2B) = Jn, the block A1 of the l first columns of AP
T
2
satisfies
A11l = 1n
and since APT2 is p-regular,
1Tn A1 = p1
T
l .
For such a matrix A1, there is a row permutation P1 such that
P1A1 = 1p ⊗ Il .
This shows that pl = n.
Since A and B have their first entry, a00 and b00 respectively, equal to 1, we
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can assume that P1 and P2 have their first row equal to e
T
0,n.
As a consequence, we have permutation matrices P1 and P2 such that
(P1AP
T
2 )(e0,p ⊗ Il) = P1A1 = 1p ⊗ Il , (P2BPT1 )e0,n = e0,p ⊗ 1l
and
(P1AP
T
2 )(P2BP
T
1 ) = (P2BP
T
1 )(P1AP
T
2 ) = Jn.
From the fact that
P1AP
T
2 =

Il . . .
Il
...
Il
 ,
that
P2BP
T
1 =

1
... . . .
1
0
...
0
...
0
...
0

,
and that (P2BPT1 )(P1AP
T
2 ) = Jn, it follows that in P2BP
T
1 , each (i, j)-entry with
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0≤ i ≤ l − 1 and j > 0 such that j = 0 mod l is zero, namely
P2BP
T
1 =

1 0 0
...
... . . .
...
1 0 0
0
...
0
...
0
...
0

.
As a consequence, since B is l-regular, there is a permutation matrix P which
permutes the n− l last rows of P2BPT1 in such a way that
PP2BP
T
1 =

1 0 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
1 0 0 0
0 1
.
.
.
.
.
.
0 1
0
.
.
.
.
.
.
0
.
.
.
.
.
.
0 0
.
.
.
.
.
.
0 0

.
and
P1AP
T
2 P
T =

Il . . .
Il
...
Il
 .
Again, since
(PP2BP
T
1 )(P1AP
T
2 P
T ) = Jn,
each (i, j)-entry of PP2BPT1 with l ≤ i ≤ 2l−1 and j 6= l such that j = 0 mod l
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is zero, i.e.
PP2BP
T
1 =

1 0 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
1 0 0 0
0 1 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
0 1 0 0
.
.
.
.
.
.
0
.
.
.
0

.
Repeating this process on the n−2l last rows of PP2BPT1 and absorbing all the
row permutations in P2, we get permutation matrices P1 and P2 such that
P1AP
T
2 =

Il . . .
Il
...
Il
 ,
and for each i = 0 mod l, (P2BPT1 )ei,n = ei/l,p ⊗ 1l , i.e.
P2BP
T
1 =

1 0 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
1 0 0 0
0 1 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
0 1 0 0
0 0 1 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1
.
.
.
.
.
.
.
.
.
0 0 1

.
In addition, since (P2BPT1 )(P1AP
T
2 ) = Jn, there is a permutation matrix P
such that P2BP
T
1 P
T and PP1AP
T
2 have the same structure as P2BP
T
1 and P1AP
T
2
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above, but besides
eT0,n(P2BP
T
1 P
T ) = eT0,p ⊗ 1Tl ,
i.e.
P2BP
T
1 P
T =

1 . . . 1 0 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
1 0 0 0
0 1 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
0 1 0 0
0 0 1 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1
.
.
.
.
.
.
.
.
.
0 0 1

.
We absorb P in P1.
Since (P1APT2 )(P2BP
T
1 ) = Jn, every block P1AP
T
2 [0 : l − 1, i : i + l − 1]
(i = 0 mod l) has exactly one nonzero entry in each row and similarly, since
(P2BPT1 )(P1AP
T
2 ) = Jn, every block P1AP
T
2 [0 : l − 1, i : i + l − 1] (i = 0 mod l)
has exactly one nonzero entry in each column. Consequently, there is a permu-
tation matrix P such that
P1AP
T
2 P
T =

Il Il . . . Il
Il
...
Il
 .
We absorb P in P2.
It follows from rank(A) = l = n/p that all blocks in P1APT2 must be Il . Therefore,
we can update P1 and P2 so that
P1AP
T
2 = D(p, n).
Consequently,
A= PT2 (P2P
T
1 D(p, n))P2
and there is a permutation matrix P such that
A∼= PD(p, n).
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Since A and B are commuting factors, we have the same result for B. This
concludes the proof.
From the proof of Theorem 5.7, we notice that two such commuting factors
A and B are such that rank(A)≥ n/p and rank(B)≥ n/l.
In a factorization AB = BA = Jn with A ∈ {0, 1}n×n p-regular and B ∈
{0,1}n×n l-regular, if the rank of A (resp. B) is n/p (resp. n/l), we say that
A (resp. B) has minimum rank.
Remark 5.8. It is possible that commuting factors do not have a minimum rank.
The following example, constructed by hand, was not easily found and is therefore
one of our contributions. Consider the matrix
A=

1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1

.
It is a solution to A2 = J9. However, rank(A) = 4> 9/3.
Given matrices Q1, ...,Qs ∈ Rn×n, the block diagonal matrix where the diag-
onal blocks are Q1, ...,Qs is denoted by diag(Q1, ...,Qs) .
Remark 5.9. In the framework of Theorem 5.7, we might wonder whether the
factors with minimum rank are in particular isomorphic to D(p, n) or D(l, n). The
answer is no. It is not straightforward to find a counter-example. The following
one, constructed by hand, is thus another of our contributions. The matrix
A= diag(I9,Q2,Q3)D(3, 27),
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with
Q2 =

1
1
1
1
1
1
1
1
1

and
Q3 =

1
1
1
1
1
1
1
1
1

,
is a solution to A3 = J27 with a rank equal to 27/3. However, since rank(A2) =
4 6= 3 = rank(D(3,27)2), A is not isomorphic to D(3,27).
Theorem 5.7 can be generalized to the case of any number of commuting
factors.
Corollary 5.10. Let {Ai}i∈I be a finite set of n× n binary matrices, each of them
pi-regular such that all their products commute, i.e. for each permutationsσ1,σ2,∏
i Aσ1(i) =
∏
i Aσ2(i), and satisfy ∏
i∈I
Ai = Jn.
Then,
∏
i∈I pi = n. Moreover, for each i ∈ I , rank(Ai) = n/pi if and only if there
is a permutation matrix P such that
Ai ∼= PD(pi , n).
Proof. First of all, we prove that
∏
i≥2 Ai is a binary matrix. Indeed, on the one
hand, it is clear that all the entries of
∏
i≥2 Ai are nonnegative integers. On the
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other hand, if the (i, j)-entry of
∏
i≥2 Ai is greater than one, then since A1 is
p1-regular, column i of A1 has at least one nonzero entry, say the (k, i)-entry of
A is 1, and therefore, the (k, j)-entry of A1(
∏
i≥2 Ai) is greater than one, which
is a contradiction since
∏
i∈I Ai = Jn.
Moreover,
∏
i≥2 Ai is
 ∏
i≥2 pi

-regular. Indeed,∏
i≥2
Ai

1n = p2
∏
i≥3
Ai

1n = ... =
∏
i≥2
pi

1n
and we identically show that
1Tn
∏
i≥2
Ai

=
∏
i≥2
pi

1Tn .
Theorem 5.7 shows the result for A1. The same argument repeated on each
factor completes the proof.
Theorem 5.7 can also be applied to the particular case of the binary roots
of Jn. We thus have the following result.
Corollary 5.11. Let A be a binary matrix satisfying
Am = Jn.
Then, A is p-regular and pm = n. Moreover, rank(A) = n/p if and only if there is
a permutation matrix P such that
A∼= PD(p, n).
Proof. From Lemma 5.1, we know that A is p-regular and that pm = n. With
the same argument as in the proof of Corollary 5.10, we can show that Am−1 is
a binary matrix. Further, since A1n = p1n and 1Tn A= p1
T
n , we deduce that A
m−1
is pm−1-regular. Theorem 5.7 completes the proof.
From the proof of Theorem 5.7, we have deduced that the rank of an mth
root A of Jn is greater than or equal to ≥ n/p. Remark 5.8 shows that the
rank of A may be greater than n/p and Remark 5.9 shows that A may be non
isomorphic to the De Bruijn matrix even though A has a rank equal to n/p.
An mth root of Jn (n = pm) with a rank equal to n/p is said to have minimum
rank.
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Remark 5.12. Notice that the previous corollary does not provide a full charac-
terization of the roots with minimum rank since not each row permutation of the
De Bruijn matrix is a root of Jn. Indeed, the matrix
A=

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

is not a solution to A3 = J8.
In the following section, we complete the result of Corollary 5.11 by show-
ing that P can always be chosen as being a block diagonal matrix.
5.3 Roots of Jn with minimum rank
From the proof of Theorem 5.7, we have deduced that a binary solution A to
the equation Am = Jn (recall that A is then p-regular) has a rank of at least n/p.
Moreover, we have shown in Corollary 5.11 that a binary root with minimum
rank, namely with a rank equal to n/p, is isomorphic to a matrix of the form
PD(p, n), where P is a permutation matrix. In this section, we show that P can
always be chosen as being a block diagonal matrix.
Lemma 5.13. Let A ∈ {0, 1}n×n be a p-regular matrix such that Am = Jn. If
rank(A) = n/p, then A is isomorphic to a matrix of the form
In/p
Q2
...
Qp
⊗ 1Tp ,
where each Q i ∈ {0,1}(n/p)×(n/p) is a permutation matrix.
Proof. From Lemma 5.1, we know that the trace of A is p. Consequenlty, we
can assume without loss of generality that a00 6= 0. Indeed, if it is not the case,
since A has a nonzero diagonal entry, say the (i, i)-entry of A equals 1, then
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there is a permutation matrix Pi such that A is isomorphic to
PiAP
T
i
where the (0,0)-entry is nonzero. Therefore, in the following, we suppose with-
out loss of generality that a00 6= 0.
Since A is p-regular and a00 6= 0, there is a permutation matrix P such that
PAPT =

p︷ ︸︸ ︷
1 . . . 1
? . . . ?
...
...
? . . . ?
0 . . . 0
? . . . ?
...
...
? . . . ?
 .
Moreover, since A2 is a binary matrix (this can be proved with the same argu-
ment as in the proof of Corollary 5.10), the matrix PA2PT is also binary. There-
fore, since PA2PT = (PAPT )(PAPT ), the matrix PAPT must be of the form:
PAPT =

p

p︷ ︸︸ ︷
1 . . . 1 0 . . . 0
0 . . . 0 ? . . . ?
...
...
...
...
0 . . . 0 ? . . . ?
? . . . ? ? . . . ?
...
...
...
...
? . . . ? ? . . . ?

.
Again, since PAPT is p-regular, we can update P so that PAPT is of the form:
PAPT =

p

p︷ ︸︸ ︷
1 . . . 1
p︷ ︸︸ ︷
0 . . . 0 0 . . . 0
0 . . . 0 1 . . . 1 0 . . . 0
0 . . . 0 0 . . . 0 ? . . . ?
...
...
...
...
...
...
0 . . . 0 0 . . . 0 ? . . . ?
? . . . ? ? . . . ? ? . . . ?
...
...
...
...
...
...
? . . . ? ? . . . ? ? . . . ?

.
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By applying the same arguments on the 3rd to the pth row of PAPT , we can
update P such that
PAPT =

Ip ⊗ 1Tp 0 . . . 0
? ? . . . ?
...
...
...
? ? . . . ?
 .
From this, we deduce that the first row of PA2PT is then (1Tp2 0...0). More-
over, since PA3PT = (PA2PT )(PAPT ) is binary, we deduce that there is at most
one nonzero entry among the first p2 entries of each column. Therefore, we
can update P so that
PAPT =

p blocks of p rows

Ip ⊗ 1Tp 0 . . . . . . 0
0 Ip ⊗ 1Tp 0 . . . 0
...
. . .
...
0 0 0 Ip ⊗ 1Tp 0
? . . . . . . . . . . . . . . . ?
...
...
? . . . . . . . . . . . . . . . ?

.
By repeating this m− 1 times, we prove that we can update P so that
PAPT =

n/p rows

p︷ ︸︸ ︷
1 . . . 1
p︷ ︸︸ ︷
1 . . . 1
.. .
p︷ ︸︸ ︷
1 . . . 1
...

.
In addition, a simple induction on 1≤ k ≤ m shows that
(PAPT )k =
 
In/pk ⊗ 1Tpk
...
!
.
Since A is p-regular with rank n/p, the rest of the above matrix PAPT is
made up of rows chosen among the first n/p ones. We write the matrix PAPT
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as
PAPT =
 B1...
Bp

where each block Bi has n/p rows.
Up to a row permutation, all these blocks Bi are identical. Indeed, if it was
not the case, a block Bi would have two identical rows. Hence, there would be
a column such that in Bi , the sum of the entries in that column is greater than
1. However, since
(PAPT )m−1 =
 
Ip ⊗ 1Tn/p
...
!
,
(PAPT )m = (PAPT )m−1(PAPT ) would not be a binary matrix, which is a contra-
diction since (PAPT )m = Jn.
Therefore, we have shown that there is a permutation matrix P such that
PAPT =

In/p
Q2
...
Qp
⊗ 1Tp ,
where each Q i ∈ {0,1}(n/p)×(n/p) is a permutation matrix.
Recall that given matrices Q1, ...,Qs ∈ Rn×n, the block diagonal matrix where
the diagonal blocks are Q1, ...,Qs is denoted by diag(Q1, ...,Qs).
Theorem 5.14. Let A ∈ {0,1}n×n be p-regular. If Am = Jn and rank(A) = n/p,
then A is isomorphic to a matrix
PD(p, n),
where P = diag(Q1, ...,Qp) and each Q i ∈ {0,1}(n/p)×(n/p) is a permutation ma-
trix.
Proof. We have seen in the previous lemma that A is isomorphic to a matrix of
the form 
In/p
Q2
...
Qp
⊗ 1Tp ,
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where each Q i ∈ {0, 1}(n/p)×(n/p) is a permutation matrix. Such a matrix can be
written as
P(1p ⊗ In/p)⊗ 1Tp ,
with P = diag(In/p,Q2, ...,Qp). Hence, A is isomorphic to PD(p, n).
Of course, not all the matrices of the form PD(p, n) like in the previous
theorem are solutions to Am = Jn. Indeed, the matrix in Remark 5.12 is an
example of such a matrix which is not a solution. Therefore, the previous result
is not a full characterization of the solutions with minimum rank.
In 1967, Hoffman [45] was interested in a characterization of the binary so-
lutions to the equation A2 = Jn. Characterizing these solutions is still an open
problem and to our best knowledge, no subclass of solutions has been charac-
terized. From Theorem 5.14, we provide a characterization of the solutions to
A2 = Jn with minimum rank.
Corollary 5.15. Let A ∈ {0,1}n×n be a p-regular solution to A2 = Jn with mini-
mum rank. Then, A is isomorphic to the De Bruijn matrix D(p, n).
Proof. Lemma 5.1 states that n = p2. Moreover, from Theorem 5.14, we know
that
A∼= PD(p, n)
where P = diag(Q1, ...,Qp) and each Q i ∈ {0, 1}p×p is a permutation matrix.
However, because of the structure of D(p, n), it follows that
PD(p, n) = PD(p, n)PT .
As a consequence, A∼= D(p, n).
Since we already know that D(p, n) with n = p2 is a solution to A2 = Jn with
minimum rank, we deduce from this and Corollary 5.15 a characterization of
the binary solutions to A2 = Jn with minimum rank. This characterization is
written in the following theorem.
Theorem 5.16. Let A∈ {0,1}n×n be a p-regular matrix. Then, A is a solution to
A2 = Jn with minimum rank if and only if A is isomorphic to D(p, n).
As shown in Remark 5.8, not all the solutions to A2 = Jn have minimum
rank.
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5.4 A class of roots of Jn isomorphic to a De Bruijn
matrix
In [101], it is proved that some g-circulant binary roots of Jn are isomorphic to
a De Bruijn matrix. More specifically, the following result is shown.
Proposition 5.17. Let A be a g-circulant binary solution to Am = Jn which is p-
regular. If gm = 0 mod n, then A is isomorphic to the De Bruijn matrix D(p, n).
In this section, we complete the results of [101] by identifying another class
of binary solutions to Am = Jn isomorphic to a De Bruijn matrix.
Definition 5.18. A nice permutation matrix is built as follows: start with a p× p
permutation matrix. Then, replace all the zeros by a p × p zero matrix and each
one by a p×p permutation matrix. Repeat this m times. We obtain a permutation
matrix of dimension pm called nice permutation matrix.
Observation: let A be an n× n matrix such that n = pm for some integers p
and m. Then, A is made up of p row-blocks of n/p rows each: the first row-
block contains the first n/p rows of A, the second row-block contains the next
n/p rows of A, etc. In the same way, each of these row-blocks is made up of
p row-blocks of n/p2 rows. Recursively, we decompose each block in this way
until we have row-blocks of one row. From the definition of a nice permutation
matrix, it is straightforward that multiplying A to the left by a nice permutation
matrix performs in each row-block of n/pi−1 rows, a permutation of the p row-
blocks of n/pi rows.
As an example, take p = m = 2,
A=

1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16

and the nice permutation
P =

1 0
0 1
0 1
1 0
 .
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Then,
PA=

9 10 11 12
13 14 15 16
5 6 7 8
1 2 3 4
 .
All this section is based on this effect of a nice permutation matrix when it
multiplies a matrix to the left.
Definition 5.19. A matrix of the form PD(p, n), where P is a nice permutation
matrix, is called a nice permutation of the De Bruijn matrix D(p, n).
The goal of this section is to prove Corollary 5.24, stating that a nice per-
mutation of a De Bruijn matrix D(p, n) (with n = pm) is an mth root of Jn
isomorphic to D(p, n).
Definition 5.20. Let P ∈ {0,1}n×n with n = pm. The matrix P is called a nice
permutation matrix of level i (1 ≤ i ≤ m) if it is a nice permutation matrix
performing only permutations of row-blocks of pi−1 rows.
For instance, if p = 2 and m = 3, the matrix
P =

1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1

is a nice permutation of level 2.
The identity matrix Ipm is considered as a nice permutation matrix of level
i, for each 1≤ i ≤ m.
It should be noted that if P is a nice permutation of level i, then PT is also
a nice permutation of level i.
Lemma 5.21. Let D˜(p, n) be a nice permutation of the De Bruijn matrix D(p, n).
Then, for each nice permutation matrix Pi of level i, there are nice permutation
matrices Pi1 , ..., Pis of level less than i such that
D˜(p, n)PTi = Pi1 ...Pis D˜(p, n).
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Proof. The matrix D˜(p, n) is made up of p column-blocks of n/p columns: the
first column-block contains the first n/p columns of D˜(p, n), the second one
contains the next n/p columns, etc. Each of them is similarly made up of p
column-blocks of n/p2 columns, and recursively until we get column-blocks of
1 column.
As observed at the beginning of this section, multiplying D˜(p, n) to the right
by PTi means permuting in each column-block of p
i columns, the p column-
blocks with pi−1 columns.
Due to the structure of D(p, n), if i = 1, then D˜(p, n)PTi = D˜(p, n) and the
result is clear. Suppose now 1< i ≤ m.
It follows from the structure of D(p, n) that in D˜(p, n), the nonzero entries
of each column-block of pi−1 (resp. pi) columns are the ones of the rows in
row-blocks with pi−2 (resp. pi−1) rows.
As a consequence, permuting the column-blocks with pi−1 columns inside
a column-block of pi columns is equivalent to permuting inside each row-block
of pi−1 rows, the row-blocks with pi−2 rows and maybe also to performing some
nice permutations inside the row-blocks with pi−2 rows.
All these permutations are therefore nice permutations of level less than i.
As an example, consider the following nice permutation matrix of the De
Bruijn matrix D(2,8):
D˜(2,8) =

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

.
If P3 is the nice permutation matrix of level 3 that permutes the two blocks of
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4 rows, we have:
D˜(2,8)PT3 =

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

.
Notice that if we take these nice permutation matrices P1 and P2 of level 1 and
2 respectively:
P1 =

0 1
1 0
0 1
1 0
1 0
0 1
1 0
0 1

P2 =

1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1

,
then P2P1 D˜(2,8) = D˜(2,8)PT3 .
The following lemma will be useful to prove that a nice permutation of the
De Bruijn matrix D(p, n) is isomorphic to D(p, n).
Lemma 5.22. Let D˜(p, n) be a nice permutation of the De Bruijn matrix D(p, n)
(with n = pm) and Pi be a nice permutation matrix of level i. Then, Pi D˜(p, n) is
isomorphic to D˜(p, n).
Proof. The proof is by induction on the level i.
- If i = 1, it is clear that Pi D˜(p, n) = Pi D˜(p, n)PTi .
- If i > 1, Lemma 5.21 claims that multiplying to the right Pi D˜(p, n) by PTi is
equivalent to performing nice permutations of level less than i on the rows
of Pi D˜(p, n).
Hence, there is a nice permutation matrix P˜ performing only permutations of
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level less than i such that
P˜ Pi D˜(p, n) = Pi D˜(p, n)P
T
i .
Therefore, Pi D˜(p, n)PTi is a nice permutation of D(p, n). Since P˜
T is a prod-
uct of nice permutation matrices of level less than i, by induction, we know
that P˜T Pi D˜(p, n)PTi is isomorphic to Pi D˜(p, n)P
T
i and therefore isomorphic to
D˜(p, n).
As a consequence, since Pi D˜(p, n) = P˜T Pi D˜(p, n)PTi , Pi D˜(p, n) is isomorphic
to D˜(p, n).
Proposition 5.23. A nice permutation of the De Bruijn matrix D(p, n) is isomor-
phic to D(p, n).
Proof. A nice permutation of D(p, n) can be written as Pm...P2P1D(p, n), where
each Pi is a nice permutation matrix of level i.
By repeatedly applying the previous lemma, it follows that such a matrix is
isomorphic to D(p, n).
Corollary 5.24. A nice permutation of the De Bruijn matrix D(p, n) (n = pm) is
a mth root of Jn, isomorphic to D(p, n).
Proof. This follows from Proposition 5.23 and the fact that D(p, n)m = Jn.
The example in Remark 5.9 shows that not each root of Jn with minimum
rank is a nice permutation of a De Bruijn matrix.
5.5 Conclusion
In 1967, Hoffman [45] was interested in a characterization of the binary solu-
tions to the equation A2 = Jn. Since then, much research has been done about
the binary solutions not only of A2 = Jn, but also of the more general equations
Am = Jn. However, despite the attention this topic has received, very few results
have been discovered.
The De Bruijn matrices are the only known solutions of Am = Jn. Never-
theless, since each binary solution to Am = Jn has been proved to share several
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properties with the De Bruijn matrices, we should investigate if there is a rela-
tion between a general solution to Am = Jn and the De Bruijn matrices.
The only known result in this direction is that some circulant solutions to
Am = Jn are isomorphic to a De Bruijn matrix [101]. In this chapter, we have
presented further results about the connection between the De Bruijn matrices
and a general solution to Am = Jn.
We have proved that each binary solution to Am = Jn with minimum rank is
isomorphic to a row permutation of a De Bruijn matrix. Moreover, we have
characterized the solutions to A2 = Jn with minimum rank through the De
Bruijn matrices. This latter result partially solves Hoffman’s open problem of
characterizing the binary solutions to A2 = Jn. Finally, we have identified a
class of solutions to Am = Jn isomorphic to a De Bruijn matrix. All these results
were published in [96]:
M. Trefois, P. Van Dooren and J.-C. Delvenne, Binary factorizations of the
matrix of all ones, Linear Algebra and Its Applications, 468: 63-79, 2015.
Despite our results, we are far from understanding the solutions to Am = Jn.
Further research about this topic should be done. Here are some questions it
would be interesting to answer:
- Among the matrices that are a row permutation of the De Bruijn matrix
D(p, n) (with n = pm), can we identify the ones that solve Am = Jn ?
- Can we characterize the binary solutions to Am = Jn with minimum rank ?
- Can each binary solution to Am = Jn be expressed from De Bruijn matrices ?
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Linear solvers with fast iterations
Chapter 6
Even for highly structured linear systems, the iterative algorithms, such as gra-
dient descent, used to approximate the minimal norm solution of the system
have a computational complexity per iteration that is at least linear in the sys-
tem size.
During these last ten years, the hope has been to develop new iterative
methods in order to solve a linear system in nearly-linear time. Recall that by
nearly-linear time we mean a computational complexity of the form:
O (m logc m),
where m denotes the size of the system or the number of nonzero entries in the
system matrix, and c is an arbitrary constant.
In order to contribute to the problem of finding nearly-linear time solvers,
we provide in this chapter a new iterative algorithm with fast iterations, that
approximates the minimal norm solution of the system. Specifically, we de-
fine a new matrix factorization called k-sparse and based on this factorization,
we present a new iterative method for under-determined systems where the
running time per iteration is O (k).
We warn the reader that our results focus on the computational complexity
of an iteration. The problem of determining the number of needed iterations is
not considered. Moreover, the present chapter only contains theoretical results.
We do not compare our method with existing ones by numerical experiments.
In Section 6.1, we define a k-sparse matrix factorization and show how to
compute in O (k) time an iteration of the form
x t+1 = x t − x
T
t q
qT q
· q,
where q is a column of a k-sparsely factorizable matrix.
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In Section 6.2, we present the hierarchical matrices, defined in [42], as
an example of k-sparsely factorizable matrices where k depends on the depth
and the degree of the hierarchical structure, but not directly on the size of the
matrix.
In Section 6.3, we present our iterative algorithm that computes the min-
imal norm solution of an under-dertermined linear system and apply it when
the system matrix is the incidence matrix of a graph.
Section 6.4 showcases how we use our algorithm to solve in nearly-linear
time a Laplacian system. Precisely, the goal is to find in nearly-linear time an
approximate solution of a compatible system Ly = b, where L is the Laplacian
matrix of a connected undirected graph. To do so, we factorize L as L = BBT ,
where B denotes an incidence matrix of the graph. Then, we set x = BT y and
we use our algorithm to find in nearly-linear time the minimal norm solution
x? to Bx = b. Then, given x?, we come back to the original coordinates y by
solving in linear time an almost triangular system. By a proof similar to the
one in [56], it can be shown that the resulting vector y? is a good approximate
solution to Ly = b.
Finally, Section 6.5 concludes the chapter and discusses possible avenues
for future work.
The results we present in this chapter were submitted as a journal paper in
2016 [95]:
M. Trefois, M.T. Schaub, J.-C. Delvenne and P. Van Dooren, A new sparse ma-
trix factorization for linear solvers with fast iterations, submitted, 2016.
6.1 Sparse matrix factorization and computational
complexity
Let x t and q be two vectors of Rm and consider the following iteration∗:
x t+1 = x t +
x Tt q
qT q
· q. (6.1)
If x t+1 was naively computed, then the cost of this iteration would be linear in
m. In this section, we define the notion of k-sparse matrix factorization and
∗All the results of this chapter also hold if the scalar product is of the form 〈x t , q〉R = x Tt Rq
where R ∈ Rm×m is a positive definite diagonal matrix. But for the sake of simplicity, we choose R
as being the identity matrix.
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show that if q is a column of a k-sparsely factorizable matrix, then the iteration
(6.1) can be computed in O (k) time. This will be the key ingredient of our
results on linear solvers presented in Section 6.3.
Definition 6.1. The support of a vector v = (v1, . . . , vm)
T ∈ Rm is set of indices of
the nonzero entries of v:
supp(v) = {i ∈ {1, . . . , m} : vi 6= 0}.
A vector v ∈ Rm is said to be k-sparse, if the size of its support, | supp(v)|, is less
than or equal to k. Similarly, a matrix is said to be k-column (k-row) sparse if
each of its columns (rows) is k-sparse.
While performing the iterations (6.1), suppose that x t is stored, not in the
canonical base, but as a linear combination of the columns of C , i.e. as a vector
yt such that x t = C yt . Then computing the next iterate requires to compute the
scalar product x Tt q, which turns out to be the most difficult step of the iteration.
It is computed as y Tt C
T C Di for some column Di of D. To cap the complexity of
this operation, one must understand the sparsity pattern of C T C , ruled by the
overlap in support of columns of C . If every column of C overlaps in support
with at most c other columns, then every column of C T C contains at most
c non-zero entries. If moreover every column Di contains at most c
′ entries,
then C T C Di is a cc
′-sparse vector, and yt C T C Di is computed in time O (k), for
k = cc′. We say therefore that the factorization Q = C D is k-sparse. In fact
this definition can and must be improved to reach tighter complexity bounds.
First, we can exploit (non-trivially) the symmetry of C T C , decomposable as
U T + U . The number of non-zero entries in the ith column of U T (or ith row
of U) is bounded by the number of columns c j that overlaps with ci for j ≥ i.
Second, two columns of U T may have their non-zero entries placed in the same
positions, therefore a sum of them will still have the same or smaller support.
What matters for the complexity in the end is therefore the cardinality of the
union of supports of all columns j of U T , where j belongs to the support of Di—
possibly much lower than the rough estimate cc′. This justifies the following
definition.
Definition 6.2. Suppose a matrix Q ∈ Rm×n has a factorization Q = C D. Let us
denote the columns of C ∈ Rm×p and D ∈ Rp×n by ci and d j , respectively. We define
the forward-overlap FO(ci) of a column ci to be the list of columns c j , with j ≥ i,
that have a support overlapping with the support of ci . We call the factorization
Q = C D k-sparse if
∪i∈supp(d j)FO(ci) ≤ k for all j. Note that without loss of
generality each column of C and each row of D is supposed to be nonzero.
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The example in Figure 6.2 shows a 16-sparse† factorization of the given ma-
trix E. Albeit this factorization is obtained from a general technique explained
in the next section, one can already check for instance that the forward overlap
of column c12 is FO(c12) = {c12, c13, c16, c20} and∪i∈supp(d5)FO(ci)= {c11, c12, c13, c15, c16, c19, c20}= 7≤ 16.
Here are some straightforward properties of a k-sparse factorization.
1) If Q = C D is a k-sparse factorization, then for each column ci of C ,
|FO(ci)| ≤ k, C is k-row sparse and each column of D is k-sparse‡.
2) If Q = C D is a k-sparse factorization and F is f -column sparse, then QF =
C(DF) is a k f -sparse factorization of QF .
3) If Q1 = C1D1 is a k1-sparse factorization and Q2 = C2D2 is a k2-sparse factor-
ization, then the matrix

Q1
Q2

is (k1 + k2)-sparsely factorizable. In order
see this, we write 
Q1
Q2

=

C1
C2

D1
D2

.
The following theorem gives the running time of N iterations of the form
(6.1) when the vectors q are the columns of a k-sparsely factorizable matrix.
Theorem 6.3. Let Q ∈ Rm×n, C ∈ Rm×p and D ∈ Rp×n be matrices such that
Q = C D is a k-sparse factorization of Q. Then, the computational complexity of
N iterations of the form (6.1) where q is a column of Q and that start from an
arbitrary vector x0 ∈ Rm is:
O (Nk + (p + m)k + nk2 + Cost(C T C)),
where Cost(C T C) is the cost of computing C T C.
Proof. At first, we show that we can assume without loss of generality that the
columns of C contain the canonical basis of Rm. Indeed, set C˜ :=
 
Im C
 ∈
Rm×(p+m) and D˜ :=

0
D

∈ R(p+m)×n. It follows that for each column c˜i of C˜ ,
†The proof of Theorem 6.9 ensures that E = C D is a k-sparse factorization for k = 16. However,
in this example, we compute by hand that the value of k could even be reduced to 8.
‡It should be noted that this property holds because in the definition of sparse factorization
each column of C and each row of D is asked to be nonzero. This restriction on the columns of C
and the rows of D is indeed required in order to have this first property.
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|FO(c˜i)| ≤ k + 1, that D˜ is (k + 1)-column sparse and that for each column d˜ j ,∪i∈supp(d˜ j)FO(c˜i) ≤ k + 1. Consequently, even though D˜ has some zero rows,
the factorization C˜ D˜ has all the properties of a (k+1)-sparse factorization and
we say that C˜ D˜ is (k + 1)-sparse. Moreover,
C˜ T C˜ =

I C
C T C T C

and the complexity of computing C˜ T C˜ is given by the complexity of computing
C T C . As a consequence, following the complexity given in the theorem, the
running time does not depend on the choice of the decomposition C D or C˜ D˜.
Consequently, we can assume without loss of generality that a vector
h0 ∈ Rp such that x0 = Ch0 can be computed in O (m) time.
Denote by U the p × p upper triangular matrix such that C T C = U T + U .
Notice that the i th row of U is |FO(ci)|-sparse. In particular, since |FO(ci)| ≤ k,
we can also say that the matrix U is k-row sparse. Moreover, since each column
of C is assumed to be nonzero, it should be noticed that U is invertible.
In order to get a running time for each iteration not depending on m, we
use these properties on U and we deduce two generating sets of Rm in which
each column of Q has a decomposition with a sparsity depending only on k. If
hi and ki are a decomposition of x i in these generating sets, then we show that
the cost of the iterations on hi and ki only depends on k. These generating sets
are both needed to be able to compute each scalar product x Ti q j , where q j is a
column of Q, in a running time depending only on k.
We show below that the columns of C and CU−T are two appropriate gen-
erating sets. Note that if x = Ch, then a vector k such that x = CU−T k is given
by k = U T h.
a) Given x0 = Ch0, since U T is k-column sparse, we compute the vector
k0 := U T h0 in time O (pk).
b) Let d j be a column of D, which is k-sparse. Then, since Q = C D is a k-
sparse factorization, the vector e j := U T d j is k-sparse and is computed in
time O (k2).
c) Given a vector x i ∈ Rm with hi , ki ∈ Rp such that x i = Chi and ki = U T hi
and given a column q j = Cd j of Q with e j := U T d j , we compute x Ti q j in
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time O (k). Indeed, we compute that
x Ti q j = x
T
i q j
= hTi (C
T C)d j
= hTi (U + U
T )d j
= (U T hi)
T d j + h
T
i (U
T d j)
= kTi d j + h
T
i e j .
Since e j and d j are k-sparse (see b)), it takes O (k) time to compute x Ti q j .
d) Given x i ∈ Rm and a column q j = Cd j of Q, the next iteration is
x i+1 = x i − x
T
i q j
qTj q j
· q j .
Given hi , ki ∈ Rp such that x i = Chi and ki = U T hi and given e j = U T d j ,
the vectors
hi+1 := hi − x
T
i q j
qTj q j
· d j
ki+1 = ki − x
T
i q j
qTj q j
· e j
are such that x i+1 = Chi+1 and ki+1 = U T hi+1. Moreover, from b), c) and
the fact that d j is k-sparse, given hi , ki , d j and e j , the vectors hi+1 and ki+1
are computed in time O (k).
e) Given hN ∈ Rp such that xN = ChN , we compute xN in time O (mk). Indeed,
this is due to the fact that C is k-row sparse.
Consequently, at each iteration, we only use the vectors hi , ki , d j and e j in order
to compute hi+1 and ki+1. The vectors hi+1 and ki+1 are both needed to com-
pute x Ti+1q j in time O (k). Finally, the approximation xN is computed from the
relation xN = ChN .
It follows from the previous observations that the method runs in time
O (Nk + (p + m)k + nk2 + Cost(C T C)).
Indeed, we compute
1) the matrix U for which the cost is given by Cost(C T C)
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2) h0 ∈ Rp such that x0 = Ch0 in time O (m)
3) k0 := U T h0 in time O (pk) (see a)),
4) U T D in time O (nk2) (see b))
5) all the scalar products qT q (q being a column of Q) in time O (nk) (see c)),
6) each iteration on hi and ki in time O (k) (see d)) and
7) xN = ChN in time O (mk) (see e)).
Since the size of the forward-overlap of each column of C is at most k, we
deduce that the cost of computing C T C is given by O (pmk). However, we will
see in the next sections that this cost could be reduced in some particular cases.
The remarkable point about Theorem 6.3 is that it shows that the running
time of each iteration can be made independent of m. More precisely, the cost
of each iteration is merely O (k). Recall from our discussion above that if each
iteration was performed naively, we would deduce from (1.1) that the cost
of each iteration is linear in m. Since k is (normally) much smaller than m,
this means the cost per iteration can be largely reduced due to the k-sparse
factorization.
We can use Theorem 6.3, for instance, in order to efficiently approximate
the minimal norm solution of under-determined linear systems.
6.2 An important class of k-sparsely factorizable
matrices: Hierarchical matrices
As our above result illustrates, k-sparsely factorizable matrices are extremely
powerful to reduce the complexity of an iteration of the form (6.1). A natural
question is therefore what kind of matrices are k-sparsely factorizable. In the
following, we will discuss hierarchical Hr -matrices and show that they are k-
sparsely factorizable where k depends only on the depth and the degree of
the hierarchical structure. Applications of this result to incidence matrices and
Laplacian systems are discussed in the sequel.
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Figure 6.1: (a) A dendrogram of I = {1, ..., 8}. (b) The P -partitioning of an
8× 8 matrix where P is the dendrogram of {1, ..., 8} in (a).
6.2.1 Definition of an Hr-matrix
As the name suggests,Hr -matrices are intimately related to hierarchical struc-
tures. As a hierarchy may be aptly represented as a tree we introduce these
matrices here with the help of trees.
Definition 6.4. A dendrogram is a hierarchical partitioning P of the set
{1, . . . , n}, namely a sequence of increasingly finer partitions P0, . . . , Ph starting
from the coarsest (global) partition P0 given by the whole set, up to the finest (sin-
gleton) partition Ph into n sets. This dendrogram is conveniently represented by a
rooted directed tree. The nodes of this tree at depth i are the subsets of partition
Pi . Thus the root (i = 0) is the full set while the leaves (i = h) are the n single-
element subsets. The children (out-neighbours) of a node at depth i correspond to
the subsets of this node as specified by the next partition Pi+1. We call h the depth
of the dendrogram, and its maximum degree the maximum number of children
of a node in the tree.
As an example, Figure 6.1(a) shows a dendrogram of {1, ..., 8}, with depth
3 and maximum degree 2. For simplicity of notation, we suppose throughout
the chapter that every node of a dendrogram has consecutive elements.
A dendrogram P induces a hierarchical block segmentation of a matrix
E ∈ Rn×n as follows. The rows and columns of E are first block-partitioned
according to the partition P1:
E =

EI1×I1 EI1×I2 . . . EI1×It
EI2×I1 EI2×I2 . . . EI2×It
...
...
...
...
EIt×I1 EIt×I2 . . . EIt×It
 , (6.2)
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Figure 6.2: The matrix E is an H1(P )-matrix with P the dendrogram in Fig-
ure 6.1(a). The factorization E = C D is 16-sparse according to the proof of
Theorem 6.9. However, we compute by hand that E = C D is also a 8-sparse
factorization.
where I1, . . . , It are the elements of partition P1 , and we assume for simplicity
of notation sets Ii of consecutive integers. The diagonal blocks EIi×Ii , are re-
cursively sub-partitioned according to P2, etc. This partitioning of E is called
P -partitioning. See Figure 6.1(b) for an illustration.
Definition 6.5. We use the term elementary block to refer to a sub-matrix EIi×I j
of E (see Eq. (6.2)), where Ii and I j are sets appearing in some partition Pk, that
is NOT sub-divided by a partition finer than Pk.
Definition 6.6. AnHr(P )-matrix is a square matrix, that is structured according
to the dendrogram P and where the elementary blocks have rank at most r ∈ N.
We use the shorthandHr when the dendrogram is clear from context.
It should be noticed that a sub-matrix EIi×Ii of an Hr(P )-matrix E, where Ii
is a set of some partition Pk, is anHr -matrix as well.
6.2.2 Sparse factorization property
In what follows, we show that anHr(P )-matrix is k-sparsely factorizable and
express k in terms of r, d and h with h the depth of the dendrogram P and d
its maximum degree.
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Recall that an Hr(P )-matrix E is of the form (6.2).From this hierarchical
structure of E, we could imagine to build a matrix C from a basis of the column
space of the elementary blocks. If C is constructed properly, it should be easy to
find a matrix D such that E = C D is a k-sparse factorization. We denote by Bi j a
matrix in which the columns are a basis of the column space of the elementary
block EIi×I j . Since the elementary blocks are of rank at most r, the matrices Bi j
have at most r columns. When d = 3, we recursively define the matrix C as:
C =
 C1 B12 B13 C2 B21 B23
C3 B31 B32
 , (6.3)
where ci (1≤ i ≤ 3) is a matrix defined similarly for theHr -matrix EIi×Ii .
It is straightforward to extend the construction of C to a general d. If E is
a 1× 1 matrix, then if E is nonzero, we define C = E and if E is zero, we set
C = [].
Now, suppose that EI1×I1 = C1D1 is a k1-sparse factorization. Then, we can
write:
 EI1×I1EI2×I1
EI3×I1
=
 C1 B12 B13 C2 B21 B23
C3 B31 B32


D1
0
0
0
D21
0
0
D31
0

,
so that EIi×I1 = Bi1Di1.
Therefore, since in the matrix C , at the right of each ci there are d − 1 sub-
matrices Bi j with at most r columns, we deduce from the above factorization
that there is a k-sparse factorization E = C D of E with k = max1≤i≤d{ki}+ rd2.
Repeating this recursively over the h levels of EIi×Ii shows that k = rd
2(h+ 1).
In Figure 6.2, we show an example of such a factorization for an H1(P )-
matrix.
The two following properties on the matrix C will be of interest in the next
sections.
Lemma 6.7. The number of columns in C is given by p = O (rd2n).
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Proof. By induction on n, we prove that p ≤ rd(d − 1)   dd−1 n− 1d−1.
- If n = 2, then d = 2 and p ≤ 4≤ rd(d − 1)   dd−1 n− 1d−1.
- If n> 2, then E is of the form (6.2). Below, the size of a diagonal block EIi×Ii
is denoted by ni . Note that n =
∑d
i=1 ni .
By construction of C , we know that p ≤ r(d − 1)d +∑di=1 pi , where pi is
the maximum number of columns in the matrix Ci of EIi×Ii (1 ≤ i ≤ d).
Consequently, by induction we have
p ≤ r(d−1)d+r(d−1)d
d∑
i=1

d
d − 1 ni −
1
d − 1

= r(d−1)d

d
d − 1 n−
1
d − 1

.
Lemma 6.8. The cost of computing C T C is O (nr2d2h2).
Proof. Since C T C is symmetric, it is sufficient to compute the upper part (in-
cluding the diagonal) of C T C . Consequently, for each column ci of C , we have
to compute all the scalar product cTi c j where j ≥ i and the support of c j overlaps
with the one of ci .
From (6.3), consider the d = 3 following blocks 
B12 B13

,
 
B21 B23

,
 
B31 B32

.
Each of these blocks has at most r(d − 1) columns and they are such that the
support of a column of one block does not overlap with the support of a column
in another block. More generally and recursively in the structure of C , we
deduce that for each 1 ≤ i ≤ h + 1, C contains d i blocks of at most r(d − 1)
columns each such that the support of a column of one block does not overlap
with the support of a column in another block. In other words, if we write these
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d i blocks consecutively, we get:
d i blocks, n rows

≤r(d−1)︷ ︸︸ ︷
? ... ?
...
...
? ... ?
≤r(d−1)︷ ︸︸ ︷
? ... ?
...
...
? ... ?
. . .
. . .
≤r(d−1)︷ ︸︸ ︷
? ... ?
...
...
? ... ?
(6.4)
Note that these
∑h+1
i=1 d
i blocks partition the columns of C , i.e. each column
of C is contained in exactly one block. For the following reasoning, we consider
the d i blocks as shown in (6.4). For each column ck of C contained in one of
these d i blocks, it follows from the recursive structure of C that we have to
compute O (r(d − 1)i) scalar products of the form cTk c j where c j is a column
of C with j ≥ k. Due to the structure of (6.4), it follows that the total cost of
the scalar products for all the columns contained in the d i blocks is O (nr2d2i).
Indeed, this is can be interpreted as computing in Rn O (r(d−1)× r(d−1)i) =
O (r2d2i) scalar products, since each block has O (r(d − 1)) columns and we
have to compute O (r(d − 1)i) scalar products for each of them.
Consequently, the total cost for C T C is given by
O

h+1∑
i=1
nr2d2i

= O  nr2d2h2 .
Theorem 6.9. Let E ∈ Rn×n be anHr(P )-matrix with a dendrogramP of depth
h and maximum degree d. Then, there are matrices C ∈ Rn×p and D ∈ Rp×n
such that the factorization E = C D is k-sparse for k = rd2(h + 1). Moreover,
p = O (rd2n) and Cost(C T C) = O (nr2d2h2).
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Throughout the chapter, in a k-sparse factorization E = C D of an Hr(P )-
matrix, the matrix C is supposed to be of the form (6.3) generalized to any d.
Moreover, such a matrix C will be called C-matrix.
6.2.3 Examples of hierarchical matrices
Below, we give two examples of hierarchical matrices. The first one is about
semiseparable matrices, whereas the second one is obtained from graph theory.
Example 1: semiseparable matrices
We prove that a (p, q)-semiseparable matrix (see Definition 6.10) is anHr(P )-
matrix where r = max{p, q} and P is a binary dendrogram, i.e. d = 2.
We mention that this example is given for information purposes only. In-
deed, semiseparable matrices are so structured that there already exist algo-
rithms that solve in linear time systems involving them [98,99]. Although the
method presented in this chapter is therefore of interest for hierarchical ma-
trices that are not semiseparable, we think that it is worth mentioning that
semiseparable matrices are among the hierarchical ones.
Definition 6.10. [98] An n × n matrix E is called {p, q}-semiseparable if the
following relations are satisfied:
rank(E(1 : i + q− 1, i : n))≤ q and rank(E(i : n, 1 : i + p− 1))≤ p
for all feasible 1≤ i ≤ n.
Theorem 6.11. An n×n matrix that is {p, q}-semiseparable is anHr(P )-matrix
where r = max{p, q} and P is a binary dendrogram, namely d = 2.
Proof. Following the definition, we have 1 ≤ p, q ≤ n and we assume without
loss of generality that n≥ 2.
Let E be an n× n matrix which is (p, q)-semiseparable and let {I1, I2} be a
partition of {1, ..., n} with I1 = {1, ..., b n2 c} and I2 = {1, ..., n}\I1.
Consider an integer i1 ∈ {1, ..., n} such that b n2 c − q + 1≤ i1 ≤min{b n2 c, n−
q+1}. Then, the submatrix E(1 : i1+q−1, i1 : n) which is of rank ≤ q contains
EI1×I2 .
Similarly, if i2 is an integer of {1, ..., n} such that b n2 c−p+1≤ i2 ≤min{b n2 c, n−
p+ 1}, then the submatrix E(i2 : n, 1 : i2 + p− 1) which is of rank ≤ p contains
EI2×I1 .
124 Chapter 6. Linear solvers with fast iterations
Therefore, we have shown that the off-diagonal blocks EI1×I2 and EI2×I1 are
of rank ≤ r.
From the definition of semiseparable matrix, it follows that the diagonal
blocks EI1×I1 and EI2×I2 of E are also (p, q)-semiseparable matrices.
Repeating the previous argument recursively on EI1×I1 and EI2×I2 shows that
E is anHr(P )-matrix with P being a binary dendrogram.
Whereas a (p, p)-semiseparable matrix is an Hp-matrix, the reverse does
not hold. TheH1-matrix shown in Figure 6.2 is a good example.
Example 2: reduced incidence matrices of trees and their inverse
In what follows, we prove that a reduced incidence matrix of a tree (see
Definition 6.12) is permutation similar to anH1(P )-matrix whereP is a binary
dendrogram, meaning that d = 2.
Definition 6.12. A reduced incidence matrix of a tree T is an incidence matrix of
T from which one row has been removed.
The two following lemmas are used in the proof of Proposition 6.15, stating
that a reduced incidence matrix of a tree is permutation similar to anH1-matrix.
The first lemma is known under the name Tree Vertex Separator lemma [53,56].
Lemma 6.13 (Tree Vertex Separator, [53, 56]). For a tree T rooted at s with
n ≥ 2 nodes, in O (n) time one can compute a node d that divides T into edge-
disjoint subtrees T0, ..., Tk in such a way that:
- each Ti has at most
n
2 + 1 nodes
- T0 is rooted at s and contains d as a leaf
- T1, ..., Tk are rooted at d.
Lemma 6.14. Let n ≥ 2 be a natural number and let a partition of {1, ..., n}
where each set has at most d n2 e elements. Then, one can separate these sets into
two groups with at most 23 n elements per group.
Proof. Let S1, ..., Sk be a partition of {1, ..., n} with each Si having at most d n2 e
elements. It is sufficient to prove that one can gather some Si ’s in order to get
a set where the number of elements is between n3 and
2
3 n.
Claim: for each natural number n≥ 2, d n2 e ≤ 23 n.
Proof of the claim: If n is even, the result is clear. If n is odd, then d n2 e = n+12
and a short computation shows that n+12 ≤ 23 n if and only if n≥ 3. 
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Therefore, the above claim states that each Si has at most
2
3 n elements.
If there is a set Si for which the size is between
n
3 and
2
3 n, the proof is over.
Otherwise, since each Si has at most
2
3 n elements, each Si must have a size less
than n3 . In such a case, gather two sets, say S1 and S2, in a bigger set S˜.
Either the size of S˜ is between n3 and
2
3 n and the proof is over, or S˜ has
less than n3 elements. In this case, repeat the above argument on the partition
S˜, S3, ..., Sk.
Since the Si ’s partition {1, ..., n}, after a number of iterations, one gets a set
S1 ∪ S2 ∪ ...∪ Si for which the size is between n3 and 23 n.
Two matrices A and B are said to be permutation similar if there are two
permutation matrices P1 and P2 such that A= P1BP2.
Proposition 6.15. A reduced incidence matrix of a tree is permutation similar to
an H1(P )-matrix where P is a binary dendrogram, namely d = 2, with depth
h = O (log n).
Proof. Let E ∈ Rn×n be a reduced incidence matrix of a tree T on n+ 1 nodes.
We number the nodes and edges of T so that a resulting incidence matrix
of T is of the form: 
vT
E

,
for some vector v ∈ Rn. Choose node 1 to be the root of T . Let d be a node of
T as in Lemma 6.13 (possibly node d is equal to node 1). Notice that node d
is the unique common node of the subtrees T0, ..., Tk. Moreover, since each of
T0, ..., Tk has no more than
n+1
2 + 1 nodes, each Ti\{d} has at most n+12 nodes,
or equivalently at most d n2 e nodes. Therefore, following Lemma 6.14, one can
separate them into two groups, say {T0, ..., Ti} and {Ti+1, ..., Tk}, so that the
subtree G1 (resp. G2) spanned by the edges of T0, ..., Ti (resp. Ti+1, ..., Tk) has
at most 23 n + 1 nodes. Notice that G1 and G2 share only node d and have no
common edge.
Denote by n1 and e1 the number of nodes and edges in G1 respectively.
Number from 1 to n1 the nodes of G1 so that node 1 of T remains the first node
in G1, from n1 + 1 to n + 1 the nodes of G2\{d}, from 1 to e1 the edges of G1
and from e1 + 1 to n the edges of G2.
The incidence matrix of T resulting from the above numbering of the nodes
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and edges is of the form:  vT1 vT2E˜1 B
0 E˜2
 ,
where E˜1 is a reduced incidence matrix of subtree G1, E˜2 is a reduced incidence
matrix of subtree G2 and B contains at most one nonzero row (the one cor-
responding to node d). Therefore, B has a rank of at most 1. Moreover, E is
permutation similar to
E˜ =

E˜1 B
0 E˜2

,
where the size of E˜1 and E˜2 is at most
2
3 n.
We repeat this recursively on the reduced incidence matrices E˜1 and E˜2 and
E has been shown to be permutation similar to anH1(P )-matrix where P is a
binary dendrogram. Moreover, since the size of each diagonal block is divided
by at least 32 at each step, the depth h of P is O (log n).
Given a reduced incidence matrix E, we deduce from the above proof and
the Tree Vertex Separator lemma that it takes O (n log n) time for computing a
matrix that is an H1(P )-matrix permutation similar to E, as well as the den-
drogram P .
By a simple induction on the number on nodes in the tree, we can prove
that a reduced incidence matrix is invertible. In the next proposition, we show
that the inverse of a reduced incidence matrix is also permutation similar to an
H1(P )-matrix.
Proposition 6.16. The inverse of a reduced incidence matrix of a tree is permu-
tation similar to anH1(P )-matrix, where P is a binary dendrogram.
Proof. From the proof of Proposition 6.15, we know that a reduced incidence
matrix is permutation similar to an invertibleH1-matrix E of the form:
E =

EI1×I1 EI1×I2
EI2×I2

,
where EI1×I2 has at most one nonzero row and EI1×I1 and EI2×I2 are invertibleH1-matrices with the same recursive structure (since they are also reduced
incidence matrices).
Below, we prove that the inverse of such of matrix E is an H1-matrix as
well.
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A short computation shows that
E−1 =

E−1I1×I1 F
E−1I2×I2

,
where F = −E−1I1×I1 EI1×I2 E−1I2×I2 . In addition, rank(F) ≤ rank(EI1×I2) ≤ 1. There-
fore, this recursively repeated on EI1×I1 and EI2×I2 shows that E
−1 is an H1-
matrix.
6.3 A linear solver with fast iterations
Theorem 6.3 allows us to efficiently approximate the minimal norm solution
of under-determined linear systems. Given a compatible linear system Ax = b,
we are looking for an approximation of
x∗ := arg min
s.t.Ax=b
||x ||, (6.5)
where ||x || :=px T x§. More precisely, given a precision ε > 0, we are looking
for a vector x∗ε such that Ax∗ε = b and
||x∗ε − x∗|| ≤ ε · ||x∗||.
Such a vector x?ε is then called an ε-approximation of x
?.
This problem can be readily solved as follows. Suppose we are given matrix
Q in which the columns form a basis of the kernel of A. If x0 is a feasible solution
to Ax = b, we write (6.5) as
x∗ := arg min
s.t. x=x0+Q·y
||x ||.
Consequently, we compute x?ε by iteratively taking a column q of Q and by
setting:
x t+1 = x t +α
?q with α? = arg min
α∈R ||x t +αq||.
A short computation shows that α∗ = − x Tt qqT q and each iteration is of the form
(6.1). Note that each iteration starts at the current vector x t and looks in the
direction of a given vector q for the vector of minimal norm. The method should
§In the general case where the scalar products are of the form x T Rq, then we use accordingly
the R-norm, namely ||x ||R :=px T Rx . Recall that R denotes a positive definite diagonal matrix.
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then be interpreted as a coordinate descent in the basis given by the columns
of Q.
Since x0 is a feasible solution and all updates added to x0 are in the kernel
of A, it should be noticed that each iterate x t is an exact solution of Ax = b.
Therefore, the above iterative method converges to the optimal x∗.
In the following theorem, we use this approach when A is an n×m matrix
(with n< m) of the form A=
 
E F

, where E is an invertible n× n matrix.
A matrix Q where the columns are a basis of the kernel of A is:
Q =

E−1F
−Im−n

, (6.6)
where Im−n is the identity matrix of dimension m − n. Indeed, the fact that
E is invertible implies that the rank of A is n. Therefore, we compute that
dimker(A) = m− rank(A) = m− n. Moreover, it is clear that AQ = 0 and that
the m− n columns of Q are linearly independent.
If E−1 is k-sparsely factorizable and F is f -column sparse, then we know by
the second property of sparse factorization that E−1F is (k f )-sparse factoriz-
able. As a consequence, if E−1 = C D is a k-sparse factorization of E−1, then we
can write
Q = C˜ D˜ =

C 0
0 Im−n

DF
−Im−n

(6.7)
which is a (1+ k f )-sparse factorization of Q.
By using the above arguments when E−1 is a hierarchical matrix, we show
the following result from Theorems 6.3 and 6.9.
Theorem 6.17. Let A =
 
E F

be an n × m matrix with n < m, where
E ∈ Rn×n is invertible and E−1 is an Hr(P )-matrix with an associated dendro-
gramP of maximum degree d and depth h. Further, let F ∈ Rn×(m−n) be f -column
sparse.
Then, we can compute an ε-approximation of x∗ := argmins.t.Ax=b ||x || by
applying Nε iterations of the form (6.1), in time
O (Nε · f rd2h+ mf 2r2d4h2 + Cost(C D)),
where Cost(C D) is the cost of computing a (rd2(h + 1))-sparse factorization of
E−1.
Proof. According to Theorem 6.9, let E−1 = C D be a k-sparse factorization with
k = rd2(h + 1). By the first property on sparse factorization, we know that C
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is k-row sparse and that each column of D is k-sparse. A feasible solution to
Ex = b is then computed in O (kn) time. Indeed, such a solution is given by
x0 = E−1 b = C Db.
Consider the matrix Q given in (6.6). By the observations made before
stating the theorem, we know that the columns of Q are a basis of the kernel
of A and that the matrix Q is (1+ k f )-sparsely factorizable. Let Q = C˜ D˜ be the
(1+ k f )-sparse factorization given in (6.7).
The cost of computing C˜ T C˜ is equal to the cost of computing C T C . Indeed,
we compute that
C˜ T C˜ =

C T 0
0 Im−n

C 0
0 Im−n

=

C T C 0
0 Im−n

.
As explained before stating the theorem, we start from the vector

x0
0

which is an exact solution to Ax = b and iteratively we pick a column q of Q
and we perform an iteration of the form (6.1). Theorem 6.3 applied with Q, C˜
and D˜ shows that the running time is given by
O (Nε · k f + pk f + mk2 f 2 + Cost(C T C) + Cost(C D)).
Finally, we conclude the proof by using that k = rd2(h + 1), Cost(C T C) =
O (nr2d2h2) and p = O (rd2n) (see Theorem 6.9).
The number Nε of needed iterations depends on the matrix A and on the
way a column of Q is selected at each iteration. Estimating Nε is an issue that
we do not consider in this chapter.
In the following lemma, we show that approximating the minimal norm
solution to a system Bx = b where B is an incidence matrix of a connected and
simple undirected graph G can be reduced to computing the minimal norm
solution of a system like in the previous theorem. More specifically, the matrix
E will be the reduced incidence matrix of a spanning tree of G. We recall that
the inverse of a reduce incidence matrix is anH1-matrix (see Proposition 6.16).
Lemma 6.18. Let B be an incidence matrix of a connected and simple undirected
graph G on n nodes and let a system Bx = b. Then, given a spanning tree of
G and a reduced incidence matrix E of this tree, there is a system of the form 
E F

x = b′ that has the same solution set as Bx = b.
Proof. Let T be a spanning tree of G. The incidence matrix B of G is then written
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as:
B =

vTt ree v
T
Et ree F

,
where Bt ree =

rTt ree
Et ree

is an incidence matrix of T and thus Et ree is a reduced
incidence matrix of T .
A simple induction on the number n of nodes in a tree T shows that an
incidence matrix Bt ree and a reduced incidence matrix Et ree of T are of rank
n− 1.
Therefore, we deduce that rank(B) = rank (Bt ree) = n − 1 and that the
submatrix
 
Et ree F

has a rank equal to n− 1.
The row
 
vTt ree v
T

is then a linear combination of the rows of 
Et ree F

and consequently, a vector x is a solution to Bx = b if and only if
x is a solution to
 
Et ree F

x = b′, where b =

?
b′

.
Given a connected graph G, we can compute by using Kruskal’s algorithm
[63] a spanning tree of G in O (m log n) time and we know that given a reduced
incidence matrix E of the tree, it takes O (n log n) time to compute a dendro-
gram P with maximum degree d = 2 and depth h = O (log n), and anH1(P )-
matrix E˜ that is permutation similar to E. In the framework of Lemma 6.18,
we can then consider that E is such an H1(P )-matrix and that F is 2-column
sparse. Therefore, from Theorem 6.17, we deduce that we can approximate
the minimal norm solution to a compatible system Bx = b in time
O (Nε · log n+ m log2 n+ Cost(C D)),
where m is the number of edges in G. Below, we prove that we can compute
in O (n log2 n) time a sparse factorization of the inverse of the H1(P )-matrix
permutation similar to E.
Proposition 6.19. Let E be an n × n H1(P )-matrix permutation similar to a
reduced incidence matrix of a tree. Then, a representation of E−1 is computable
in O (n log2 n) time.
Proof. We know that E is of the form:
E =

EI1×I1 EI1×I2
EI2×I2

,
where an l th row of EI1×I2 may be nonzero and each diagonal block EIi×Ii is an
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H1-matrix permutation similar to a reduced incidence matrix of a tree. More-
over, we know that the dendrogramP has depth h = O (log n) (see Proposition
6.15).
The inverse of E is of the form:
E−1 =

E−1I1×I1 F
E−1I2×I2

,
where F = −E−1I1×I1 EI1×I2 E−1I2×I2 .
It follows that each column of F is a multiple of the l th column of E−1I1×I1 , i.e.
F = (E−1I1×I1)?l ·
 
β1 ... βt

,
where (E−1I1×I1)?l denotes the l
th column of E−1I1×I1 . A representation of E
−1 keeps
in memory the vector β :=
 
β1 ... βt

and the index l. It follows from
F = −E−1I1×I1 EI1×I2 E−1I2×I2 that this vector β is computed by solving the system:
−   α1 ... αt  · E−1I2×I2 =   β1 ... βt  ,
where
 
α1 ... αt

is the l th row of EI1×I2 . Or equivalently, vector β is
obtained by solving the triangular system:
−ETI2×I2 ·
 β1...
βt
=
 α1...
αt
 .
Since the elementary blocks of E have at most one nonzero row, we deduce that
each row of ETI2×I2 is h-sparse. Consequently, it takes O (nh) time to solve it.
Similarly, in E−1I1×I1 and E
−1
I2×I2 , we compute a representation of F1 and F2, de-
fined respectively in E−1I1×I1 and E
−1
I2×I2 as F is defined in E
−1, in time O (t1h) and
O (t2h) respectively, with t1 + t2 ≤ n. Therefore, it takes in total for computing
a representation of F1 and F2 O (nh) time.
Since the number of iterations is at most h + 1, it takes O (nh2) time for
computing such a representation of E−1. Since h = O (log n), the proof is over.
Proposition 6.20. Let E be an n × n H1(P )-matrix permutation similar to a
reduced incidence matrix of a tree. Given the representation of E−1 provided by
the proof of Proposition 6.19, a C-matrix of E−1 is computable in O (n log2 n) time.
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Proof. Since E is upper triangular, the diagonal of E−1 is computed in O (n)
time.
We denote by h the height of P , which we know to be equal to O (log n).
We recall also that the maximum degree of P is d = 2.
Given the representation and the diagonal of E−1, each entry in the upper
part of E−1 can be computed in O (h) time. Indeed, a such entry is of the form
βi1 ...βit e where e is a diagonal entry of E
−1and the βi1 , ...,βit are O (h) coeffi-
cients computed for the representation of E−1.
Recall from the proof of Proposition 6.19 that
E−1 =

E−1I1×I1 F
E−1I2×I2

where every column of F is a multiple of an l th column of E−1I1×I1 . Then, during
the construction of a C-matrix C ∈ Rn×p of E−1, we choose as a basis of the
column space of F , if it is not reduced to {0}, the l th column of E−1I1×I1 .
Therefore, each nonzero entry of C is an entry of E−1. Moreover, since
E is O (log n)-sparse factorizable (see Theorem 6.9), by the first property of
sparse factorization we know that C is O (log n)-row sparse. Consequently, C
has O (nh) nonzero entries and we compute them in O (nh2) time. Since h =
O (log n), the proof is over.
Proposition 6.21. Let E be an n × n H1(P )-matrix permutation similar to a
reduced incidence matrix of a tree. Given the representation of E−1 provided by
the proof of Proposition 6.19 and the C-matrix C ∈ Rn×p of E−1 provided by the
proof of Proposition 6.20, we compute in O (n log n) time a matrix D ∈ Rp×n such
that E−1 = C D is a O (log n)-sparse factorization of E−1.
Proof. This follows from the representation of E−1, the C-matrix C and the
structure of D as presented in Section 3.2.
Corollary 6.22. Given an n × n H1(P )-matrix E permutation similar to a re-
duced incidence matrix of a tree, a sparse decomposition of E−1 is computable in
O (n log2 n) time.
We have thus proved the following theorem.
Theorem 6.23. Let B ∈ Rn×m be an incidence matrix of a connected and sim-
ple undirected graph G on n nodes and m edges. Then, we can compute an ε-
approximation of x∗ := argmins.t.Bx=b ||x || by Nε iterations of the form (6.1) in
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time
O (Nε · log n+ m log2 n).
Using the algorithm of [2], we can compute in O (m log n) time a so-called
low-stretch spanning tree. Moreover, following [56], if we define τ as
τ = trace
 
QTQ

(depending on the stretch of the tree) and the probability
to pick a column q of Q by
pr(q) :=
qT q
τ
,
then the number of needed iterations to get a vector x?ε such that
E
||x?ε − x?||≤ ε · ||x?||
is Nε = O (m log n log(n/pε)).
Consequently, our algorithm offers another way to obtain the following re-
sult, already appeared in [56].
Corollary 6.24. [56,95] Let Bx = b be a compatible system where B ∈ Rn×m is
an incidence matrix of a connected graph. Then, given a precision ε > 0, there is
a probabilistic method providing in time O (m log2 n log(n/pε)) a vector x?ε such
that
E
||x?ε − x?||≤ ε · ||x?||,
where x? is the minimal norm solution to Bx = b.
6.4 Application: Laplacian systems
The goal of this section is to apply Corollary 6.24 in order to solve a Lapla-
cian system in nearly-linear time. By Laplacian system, we mean a compatible
system Ly = b where L is the Laplacian matrix of a simple undirected graph.
Given a Laplacian system, we would like to solve it in O (m logc n) time,
where n and m respectively denote the number of nodes and edges in the graph
and c is an arbitrary constant. Specifically, given ε > 0, we are looking for a
vector y?ε such that
||y?ε − y?||2L ≤ ε · ||y?||2L , (6.8)
where Ly? = b and ||y||2L := y T Ly .
To do so, we factorize the Laplacian matrix L as L = BBT , where B is an
incidence matrix of the graph. Then, we set x = BT y and by using our al-
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gorithm with a low-stretch spanning tree T and a precision ε˜ := ε/τ where
τ = trace
 
QTQ

, we approximate the minimal norm solution to Bx = b. After
a number Nε˜ = O (m log n log(n/pε˜)) of iterations, we get a vector x?ε˜ such that
E
||x?ε˜ − x?||≤ ε˜ · ||x?||.
Then, we compute the minimal Euclidean¶ norm solution y?ε to
x?ε˜(T ) = B
T
t ree y,
where Bt ree denotes the incidence matrix, contained in B, of the spanning tree
T and x?ε˜(T ) denotes the restriction of x
?
ε˜ to the edges of T .
It should be noticed that a system of the form x = BTt ree y can be solved in lin-
ear time. Indeed, start from an arbitrary node of the tree and give to it an arbi-
trary value, then go through the tree by a breath-first-search and determine the
value of each node successively. From this and the fact that dim ker(BTt ree) = 1,
we see that y?ε can be computed in O (n) time. This second part is different from
the one of [56], however we prove with similar arguments that the resulting
vector y?ε satisfies
E
||y?ε − yε||2L≤ ε · ||y?||2L , (6.9)
for each vector y? such that x? = BT y? (since (ker B)⊥ = Im(BT ), such vectors
y? exist).
Finally, we note that we obtained a vector y?ε in O (m log2 n log(n/
p
ε˜)) time.
6.5 Conclusion
In this chapter, we have contributed to the problem of solving a linear system in
nearly-linear time. Indeed, we have presented a k-sparse matrix factorization
which allows to compute in O (k) time each iteration of the form
x t+1 = x t − x
T
t q
qT q
· q,
where q is a column of a k-sparsely factorizable matrix.
¶It is straightforward to generalize the method to a graph with positive weights along the
edges. In that case, the Laplacian matrix is factorized as L = BRBT where R is the diagonal matrix
of the weights. The norm ||x || on Rm is then replaced by the R-norm ||x ||R. However, in this second
step of the method, we keep the Euclidean norm.
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Moreover, we have shown that the hierarchical matrices are k-sparsely fac-
torizable with k depending on the depth and the height of the hierarchical
structure, but not directly on the size of the matrix.
From this, we have deduced an iterative method with fast iterations that
approximates the minimal norm solution of under-determined linear systems.
In particular, we have shown that we can use this approach when the coefficient
matrix is the incidence matrix of a connected and simple undirected graph.
Finally, we have deduced a method to solve Laplacian systems in nearly-
linear time.
Consequently, this chapter provides a new approach for nearly-linear time
solvers and paves the way to further progress in that problem. Here are some
open questions:
- What can be said about the number Nε of needed iterations in Theorem 6.17
?
- What are other examples ofHr -matrices ?
- Can we identify matrices with an inverse that is anHr -matrix ?
- What would be other applications of Theorem 6.17 ?
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Conclusions
Chapter 7
In this thesis, we have explored four different topics of combinatorial matrix
theory, ranging from minimum rank problems and structural controllability to
binary factorizations and fast linear solvers. For each of these topics, we look
back and summarize our contributions before concluding by a personal view
on the subject.
Our first contributions were devoted to minimum rank problems and espe-
cially to the computation of the zero forcing number, a graph invariant recently
defined in order to compute the minimum rank of each kind of tree.
Our first result extends the one of [1] that computing the zero forcing num-
ber of a simple (directed or undirected) graph is NP-hard and proves that the
computation of this invariant in a loop directed graph is also NP-hard.
In the literature, it is said that the zero forcing number solves the minimum
rank problem of each type of tree. However, although it is clear how the zero
forcing number provides the minimum rank of the tree, whatever its type, there
exist few efficient algorithms computing the zero forcing number of a given type
of tree: the only known algorithms are for simple or loop (undirected) trees.
Our second result fills some of this gap and identifies a class of loop directed
trees for which the zero forcing number can be computed in linear time using
a simple elimination process.
As a consequence, our contributions of Chapter 3 first emphasize the NP-
hardness of computing the zero forcing number in loop directed graphs and
then, emphasize the lack of efficient algorithms for the zero forcing number of
loop or simple directed trees.
While working on the computation of the zero forcing number, we tried to
find an efficient way to compute the zero forcing number of every loop directed
tree. Initially, we tried to work on the tree itself by following a suggestion given
in [47]. However, since working directly on the tree was not conclusive, we had
the idea to work on a hypergraph that gathers in a hyperedge the out-neighbors
of a node i by forgetting the source node i. Specifically, the nodes of the hyper-
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graph were the nodes of the tree and the out-neighbors of each node in the tree
were considered as an hyperedge. Consequently, the hypergraph contains less
information than the tree and our hope was to easily identify the zero forcing
number in this poorer structure. However, even with this representation, we
were not able to find an efficient algorithm. Today, we even wonder if such
algorithms do exist. As a matter of fact, we also tried to figure out if computing
the zero forcing number of a loop directed tree is NP-hard, but unfortunately
our investigations did not bring any answer. As we have shown in Chapter 4,
the zero forcing number also applies in other contexts than minimum ranks.
Consequently, an answer to that question would be of important interest.
Our next contributions were thus devoted to the role of zero forcing in
strong controllability. Throughout Chapter 4, we have considered networked
systems underlying a loop directed graph and made the relation between the
strong controllability of such systems and the zero forcing sets.
We have first provided a necessary and sufficient condition in terms of zero
forcing for the strong controllability of a networked system from a given in-
put set. Then, in the case of self-damped systems, we have proved that the
minimum zero forcing sets in the simple interconnection graph are minimum
input sets for strong controllability. Finally, we have deduced a polynomial
time algorithm finding a minimum-size input set for the strong controllability
of a self-damped system with a tree structure. The algorithm is one of those
computing a minimum zero forcing set in a simple tree.
In the context of structural controllability, zero forcing sets are more than
equivalent to constraint matchings. Indeed, they also give a natural and intu-
itive algorithm that checks if the system is strongly controllable from a given
input set. As a consequence, zero forcing is according to us an appropriate no-
tion to study dynamical systems. Furthermore, our feeling is confirmed by the
results of [15,77]. That is why we think that further research in this direction
should be carried out.
A part of our contributions was devoted to the binary factorizations of the
all ones matrix. More precisely, we were interested in the binary solutions to
Am = J , where J denotes the matrix of all ones. Although such a solution is
known to share several characteristics with the De Bruijn matrices, which are
the only known solutions to Am = J , the relation between the De Bruijn matrices
and a general binary solution to Am = J is far from being understood. The goal
of Chapter 5 was to initiate research in this direction.
As preliminary results on this topic, we have first proved that each binary
solution to Am = J with minimum rank is isomorphic to a row permutation of a
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De Bruijn matrix. From this, we have partially solved Hoffman’s open problem
by characterizing, through the De Bruijn matrices, the minimum rank solutions
to A2 = J . Finally, we have identified a class of roots that are isomorphic to a
De Bruijn matrix.
As explained in the introduction of Chapter 5, the binary solutions to
Am = J are optimal strategies for the finite-time average consensus. Nowa-
days, the only optimal strategy we know is the De Bruijn matrix. Therefore,
we think that other optimal strategies would be meaningful and hope that our
results will motivate further research on the understanding of the binary roots
of the all ones matrix.
Finally, our last contributions were about fast linear solvers. Specifically, we
have given a new k-sparse matrix factorization that allows to compute in O (k)
time each iteration of the form
x t+1 = x t − x
T
t q
qT q
· q,
provided q is a column of a k-sparsely factorized matrix. Moreover, we have
applied this result to the resolution of a linear system. In particular, we have
considered under-determined systems and shown that we can find the minimal
norm solution with an iterative algorithm that has fast iterations. In addition,
we have shown that our algorithm applies particularly well to systems where
the coefficient matrix is an incidence matrix of a simple undirected graph. In-
deed, the running time becomes then nearly-linear in the system size. Finally,
we have deduced a nearly-linear time algorithm for Laplacian systems.
Compared to the current literature on nearly-linear time solvers, our sparse
matrix factorization brings in our view a new perspective to the problem. Con-
sequently, we hope that our contributions presented in Chapter 6 will pave the
way to further progress in that research area. For instance, we think that our
sparse matrix factorization might also be used in order to solve over-determined
linear systems in nearly-linear time.
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