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Abstrakt
Ta´to bakala´rska pra´ca obsahuje prehl’ad su´cˇasny´ch meto´d detekcie tva´r´ı pomocou klasi-
fika´torov. Obsahuje tiezˇ popis tvorby syste´mu na detekovanie tva´r´ı. V prvej cˇasti su´
pop´ısane´ roˆzne meto´dy na tre´novanie klasifika´torov. V druhej sa nacha´dza analy´za, ktora´
predcha´dzala tvorbe syste´mu zamerane´ho na cˇiernobiele sn´ımky. Implementovany´ syste´m
vyuzˇ´ıva algoritmus WaldBoost a Haarove pr´ıznaky. Vo videosekvenciach je mozˇne´ vyuzˇit’
cˇasticovy´ filter.
Kl’´ucˇove´ slova´
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non-maxima suppression
Abstract
This bachelor thesis contains overview of actual face detection methods using classifier. It
also contains description of creating system for face detection. There are described different
methods for classifier training in first part. There is analysis, which preceded creation of
system focused on black-and-white picture, in second part. Implemented system is using
WaldBoost algorithm and Haar features. There is option to use particle filter in video.
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suppression
Cita´cia
Miroslav Sˇtrba: Detekce oblicˇeje, bakala´rˇska´ pra´ce, Brno, FIT VUT v Brne, 2008
Detekce oblicˇeje
Prehla´senie
Prehlasujem, zˇe som tu´to bakala´rsku pra´cu vypracoval samostatne pod veden´ım pa´na
Ing. Michala Hradiˇsa. Uviedol som vsˇetky litera´rne pramene a publika´cie, z ktory´ch som
pri vypracovan´ı cˇerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Miroslav Sˇtrba
6. ma´ja 2008
Pod’akovanie
Ty´mto by som chcel pod’akovat’ Ing. Michalovi Hradiˇsovi za odbornu´ pomoc, konsˇtrukt´ıvnu
kritiku a cenne´ rady pri tvorbe bakala´rskej pra´ce.
c© Miroslav Sˇtrba, 2008.
Ta´to pra´ca vznikla ako sˇkolske´ dielo na Vysokom ucˇen´ı technickom v Brne, Fakulte infor-
macˇny´ch technologi´ı. Pra´ca je chra´nena´ autorsky´m za´konom a jej pouzˇitie bez udelenia
opra´vnenia autorom je neza´konne, s vy´nimkou za´konom definovany´ch pr´ıpadov.
Obsah
1 Meto´dy detekcie 3
1.1 Klasifika´tory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Klasifika´tory tre´novane´ pomocou neuro´novy´ch siet´ı . . . . . . . . . . 3
1.1.2 Klasifika´tory tre´novane´ pomocou SVM . . . . . . . . . . . . . . . . . 5
1.1.3 Klasifika´tory tre´novane´ pomocou AdaBoostu . . . . . . . . . . . . . 7
1.2 Viola & Jones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Haarove pr´ıznaky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Integra´lny obraz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Kaska´dove´ zapojenie . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Sˇtatisticke´ modelovanie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Podstata sˇtatisticke´ho modelovania . . . . . . . . . . . . . . . . . . . 11
1.3.2 Hodnotenie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Detekcia na za´klade farby pokozˇky . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.1 Farebny´ priestor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 Vylepsˇenie vlastnost´ı klasifika´torov . . . . . . . . . . . . . . . . . . . . . . . 12
1.5.1 Spa´janie detekci´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5.2 Cˇasticovy´ filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5.3 Non-maxima suppression . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Tvorba syste´mu 15
2.1 Analy´za . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 Spracovanie podl’a farby . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Ry´chlost’ detekcie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Na´vrh riesˇenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Klasifika´tor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Detektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Obraz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Implementa´cia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Implementacˇny´ jazyk . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 XML parser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 OpenCV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.4 OpenMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.5 Popis syste´mu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Testovanie syste´mu 23
3.1 Vy´sledky a hodnotenie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
A Test klasifika´torov 28
1
U´vod
Ta´to bakala´rska pra´ca nadva¨zuje na vedomosti z´ıskane´ v ra´mci predmetu semestra´lny pro-
jekt (ISP). Detekcia tva´re je vel’mi aktua´lna te´ma, ktora´ svojou podstatou patr´ı do dvoch
oblast´ı vedy nazy´vanej pocˇ´ıtacˇove´ videnie. Prva´ oblast’, ktorej sa detekcia v obraze ty´ka je
analy´za obrazu. Tento odbor sa zaobera´ vlastnost’ami obrazu a v pr´ıpade videa napr´ıklad
aj detekciou pohybu. Druha´ oblast’ sa nazy´va porozumenie obrazu a zaobera´ sa hlavne
identifika´ciou objektov.
Samotny´ proble´m detekcie tva´re je nielen v pocˇte roˆznych tvarov, ale aj v tom, zˇe kazˇda´
tva´r vyzera´ inak. Ked’ sa osoba usmieva vyzera´ inak, ako ked’ je zamracˇena´ alebo nos´ı
okuliare, pr´ıpadne ma´ bradu cˇi fu´zy. Ako jedny´m z proble´mov, ktore´ treba riesˇit’ su´ aj
roˆzne svetelne´ podmienky.
Motiva´cia
Detekcia tva´re sa moˆzˇe v su´cˇasnosti uplatnit’ v roˆznych oblastiach. Najva¨cˇsˇ´ı potencia´l by
som videl vo zvy´sˇen´ı bezpecˇnosti. V nasleduju´com odstavci uva´dzam niektore´ pr´ıklady
vyuzˇitia detekcie tva´re:
• autentifika´cia osoˆb pri pouzˇ´ıvany´ pr´ıstroja (notebook, mobil, . . . )
• detekcia osoˆb v oblasti so zaka´zany´m vstupom
• sledovanie pohybuju´cich sa u´cˇastn´ıkov pri konferencii
• automaticke´ zaostrovanie obrazu v digita´lnych fotoapara´toch
• stabiliza´tor obrazu vo fotoapara´toch
• pri komunika´cii robot-osoba
Sˇtruktu´ra pra´ce
Pra´ca je rozdelena´ do dvoch hlavny´ch kapitol. V kapitole 1 su´ pop´ısane´ meto´dy detekcie
so zameran´ım na roˆzne spoˆsoby tre´novania klasifika´torov. V d’alˇsej cˇasti tejto kapitoly
su´ spomenute´ roˆzne meto´dy ako sa vysporiadat’ s vysokou chybovost’ou pri nespra´vnych
detekcia´ch, alebo aky´m spoˆsobom dosiahnut’ lepsˇie vy´sledky pri detekovan´ı.
V kapitole 2 je rozp´ısany´ na´vrh a analy´za mnou vybrane´ho spoˆsobu detekcie tva´re.
Nacha´dza sa tu popis tried a su´ tu nacˇrtnute´ niektore´ algoritmy.
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Kapitola 1
Meto´dy detekcie
V tejto kapitole budu´ rozobrate´ za´kladne´ princ´ıpy detekcie l’udskej tva´re v su´cˇasnosti.
Jedny´m zo spoˆsobov ako rozhodovat’, cˇi oblast’ obsahuje tva´r alebo nie, je pomocou klasi-
fika´torov. Na tu´to oblast’ sa zameriam.
1.1 Klasifika´tory
Klasifika´tor je sˇpecia´lna funkcia alebo modul, ktory´ doka´zˇe zhodnotit’ s akou pravdepodob-
nost’ou sa na danom mieste nacha´dza sku´many´ objekt. Klasifika´tory rozdel’ujeme na:
• bina´rne – vra´ti hodnotu ”a´no“ alebo ”nie“ v za´vislosti na vy´sledku klasifika´cie
• viachodnotove´ – vra´ti hodnotu v urcˇitom rozmedz´ı, ktora´ reprezentuje pravdepodob-
nost’ s akou sa detekovany´ objekt v obraze nacha´dza
1.1.1 Klasifika´tory tre´novane´ pomocou neuro´novy´ch siet´ı
Neuro´nova´ siet’ je paralelny´ syste´m, ktory´ sa pouzˇ´ıva na modelovanie vzt’ahov medzi vstup-
mi a vy´stupmi alebo na porovna´vanie pomocou vzoru. Funguje ako ”cˇierna skrinka“ po-
zosta´vaju´ca zo vstupov a vy´stupov. Pricˇom minima´lny pocˇet vstupov a vy´stupov je 1.
Z pomenovania vyply´va, zˇe je urcˇena´ na simula´ciu spra´vania l’udske´ho mozgu. Vyuzˇ´ıva
sa to najma¨ v pr´ıpade, zˇe je potrebne´ riesˇit’ u´lohy, ktory´ch matematicke´ riesˇenie je vel’mi
zlozˇite´.
Cˇinnost’ neuro´novej siete podl’a [14] je charakterizovana´ funkciou:
f : X → Y (1.1)
Rozdelenie
Siet’ pozosta´va z jednotlivy´ch cˇast´ı nazy´vany´ch neuro´ny alebo uzly. Neuro´n prij´ıma N
vstupov a vracia M vy´stupov. Pozna´me tri typy neuro´nov:
• vstupne´ – neuro´ny, ktory´ch vstupmi su´ signa´ly z prostredia
• skryte´ – neuro´ny, ktore´ su´ vstupmi aj vy´stupmi spojene´ s iny´mi neuro´nmi
• vy´stupne´ – neuro´ny, ktory´ch vy´stup vedie do prostredia
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Podl’a [16] sa neuro´n spracova´vaju´ci informa´ciu riadi nasleduju´cim pravidlom:
ok+1i = f(
N∑
j=1
wkij × okj −Θk+1i ) (1.2)
kde: 0 < i ≤M vy´stup
0 < j ≤ N vstup
ok+1i vstupna´ hodnota i-te´ho neuro´nu k + 1 vrstvy
k index vrstvy
Θk+1i prah excita´cie i-te´ho neuro´nu k + 1 vrstvy
wkij va´ha spojenia medzi j-ty´m neuro´nom k-tej vrstvy a i-ty´m
neuro´nom k + 1-tej vrstvy
f() l’ubovol’na´ monoto´nna funkcia
Samotna´ neuro´nova´ siet’ moˆzˇe byt’ rozdelena´ do viacery´ch vrstiev. Ta´to mozˇnost’ sa vyuzˇ´ıva
pri va¨cˇsˇej zlozˇitosti riesˇene´ho proble´mu. V za´vislosti na toku da´t je mozˇne´ podl’a [1] rozdelit’
neuro´nove´ siete do dvoch katego´rii:
• Dopredne´ – ang. feed-forward
signa´l sa sˇ´ıri iba od vstupny´ch neuro´nov cez skryte´ neuro´ny k vy´stupny´m ne-
uro´nom. Pr´ıklad na obr. 1.1(A)
• Rekurentne´ – ang. recurrent
signa´l sa moˆzˇe pohybovat’ aj smerom od vy´stupov ku skryty´m cˇastiam alebo
dokonca azˇ k vstupom. Pr´ıklad na obr. 1.1(B)
Obra´zok 1.1: (A) Dopredna´ neuro´nova´ siet’ s dvomi vstupny´mi, siedmimi skryty´mi a jedny´m
vy´stupny´m uzlom. Obsahuje 4 vrstvy. (B) Rekurentna´ neuro´nova´ siet’ obsahuju´ca neuro´ny,
ktore´ su´ za´rovenˇ vstupne´ aj vy´stupne´. Neobsahuje skryte´ neuro´ny a neuro´ny nie su´ orga-
nizovane´ vo vrstva´ch.
Podstatnou vlastnost’ou neuro´novy´ch siet´ı je schopnost’ ucˇit’ sa. Ucˇenie je doˆlezˇita´ fa´za,
ktora´ sa mus´ı nacha´dzat’ pri kazˇdej tvorbe siete. V tejto fa´ze sa upravuju´ jednotlive´ va´hy
spojen´ı neuro´nov tak, aby dosiahli pozˇadovane´ vy´sledky alebo vy´sledky, ktore´ maju´ k tejto
hodnote najblizˇsˇie. Spra´vnym naucˇen´ım sa zaobera´ oblast’ umelej inteligencie pocˇ´ıtacˇove´
ucˇenie (podrobnosti je mozˇne´ na´jst’ v [15]). V oblasti detekcie tva´re sa vyuzˇ´ıva napr.
meto´da propaga´cie chyby.
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Hodnotenie
Pr´ıklad klasifika´toru vytvorene´ho pomocou neuro´novej siete je pop´ısany´ v [10]:
Obsahuje tri typy skryty´ch uzlov: 4-kra´t typ, ktory´ sku´ma oblasti 10x10
pixelov, 16-kra´t typ, ktory´ sku´ma oblasti 5x5 pixelov a 6-kra´t typ, ktory´ sku´ma
prekry´vaju´ce sa 20x5 pixelove´ horizonta´lne pruhy. Horizonta´lne pruhy umozˇnˇuju´
skryty´m neuro´nom detekovat’ rysy ako su´ u´sta alebo pa´r ocˇi, zatial’ cˇo skryte´
neuro´ny so sˇtvorcovy´mi typmi moˆzˇu detekovat’ rysy tva´re ako osamotene´ ocˇi,
nos alebo ku´tiky u´st.
Na za´ver tejto cˇasti su´ uvedene´ vy´sledky klasifika´torov natre´novany´ch podl’a [10] bez
pouzˇitia heuristiky. Testovacia sada pozosta´vala so 130 obra´zkov, na ktory´ch sa nacha´dzalo
507 tva´ri. Vy´sledky su´ v tabul’ke 1.1.
klasifika´tor Detekovane´ tva´re Zle´ detekcie
1 91.1 % 945
2 92.5 % 862
3 90.9 % 738
4 92.1 % 819
Tabul’ka 1.1: U´spesˇnost’ klasifika´torov natre´novany´ch pomocou neuro´novy´ch siet´ı
Na´sledne esˇte boli urobene´ d’alˇsie testy, kde s akceptovatel’nou chybovost’ou bola dosia-
hnuta´ u´spesˇnost’ od 77.9 % – 90.3 %.
1.1.2 Klasifika´tory tre´novane´ pomocou SVM
Ako sa uva´dza v [2] Support Vector Machine (d’alej len SVM) je meto´da postavena´ tak,
aby mohla cˇo najlepsˇie generalizovat’ informa´cie pri tre´novany´. Samotne´ tre´novanie je vsˇak
cˇasovo aj pama¨t’ovo na´rocˇne´.
Rozdelenie linea´rne oddelitel’ny´ch tried
Podstatou SVM je vytvorenie hyperroviny, ktora´ zo vstupny´ch da´t vytvor´ı dve sady vekto-
rov v n-rozmernom priestore. Pre kazˇdu´ sadu sa potom vytvor´ı taka´to hyperrovina, ktora´
je znova pouzˇita´ ako vstupna´ sada.
Vysvetlenie SVM klasifika´tora sa nacha´dza v [9]. V tomto dokumente je pop´ısany´ jed-
noduchy´ pr´ıklad, kde sa nacha´dzaju´ dve spojene´ mnozˇiny, ktore´ su´ linea´rne oddelitel’ne´.
Ciel’om SVM je vo vstupnej sade D = {(Xi, yi)}ni=1, kde y ∈ (−1, 1), na´jst’ optima´lne li-
nea´rne riesˇenie na za´klade minimaliza´cie rizika. Riesˇen´ım je hyperrovina, ktora´ necha´va
medzi ty´mito triedami cˇo najva¨cˇsˇ´ı okraj. Okraj roviny je definovany´ ako su´cˇet vzdialenost´ı
hyperroviny od najblizˇsˇieho bodu oboch tried. Uka´zˇka fungovania SVM je na obra´zku 1.2.
Objekty, ktore´ boli ohodnotene´ −1 patria do jednej skupiny, zatial’ cˇo objekty v druhej
skupine maju´ vy´stupnu´ hodnotu od SVM klasifika´tora 1.
Rozdelenie linea´rne neoddelitel’ny´ch tried
V pr´ıpade, zˇe ide o linea´rne neoddelitel’nu´ mnozˇinu je ciel’om SVM klasifika´tora na´jst’
riesˇenie, kde je maxima´lny okraj a minima´lne mnozˇstvo zly´ch klasifika´cii. Vy´mena medzi
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Obra´zok 1.2: SVM model: uka´zˇka maximalizovanej vzdialenosti pri rozdel’ovany´ dvoch tried
zly´mi klasifika´ciami a okrajom je ovplyvnˇovana´ konsˇtantou C. Vy´sledkom je teda rovnica
z dokumentu [9]:
f(x) = sign
( n∑
i=1
λiyiX ·Xi + b
)
(1.3)
kde koeficient λ je riesˇen´ım:
minimalizuj Λ pre W (Λ) = −Λ · I + 1
2
Λ ·DΛ (1.4)
ak Λ · y = 0, Λ− CI ≤ 0, Λ ≥ 0
kde (Λ)i = λi, (I)i = 1, Dij = yiyjXi ·Xj
Riesˇen´ım vznikne iba maly´ pocˇet koeficientov, ktore´ su´ roˆzne od 0. Kazˇdy´ koeficient ko-
resˇponduje iba s cˇastou da´t a tak vy´sledny´m riesˇen´ım je su´bor bodov asociovany´ch s nenu-
lovy´mi koeficientmi. Tieto body sa nazy´vaju´ support vectors.
V pr´ıpade detekcie tva´re je vsˇak proble´m oddelitel’nosti tried ”tva´r“ a ”netva´r“ pro-
stredn´ıctvom hyperroviny extre´mne zlozˇity´. Ak ale vyuzˇijeme transforma´ciu do priestoru
pr´ıznakov F , (Φ(X1), y1), . . . , (Φ(Xn), yn) ∈ F ×Y , tak vznikne mozˇnost’ na linea´rnu klasi-
fika´ciu. Tento priestor ma´ viacej dimenzi´ı ako poˆvodny´ a pri transforma´cia´ch sa vyuzˇ´ıva tzv.
jadrovy´ch funkci´ı (ang. kernel tricks). Tie doka´zˇu podl’a [2] efekt´ıvne vypocˇ´ıtat’ skala´rny
su´cˇin aj bez toho aby poznali mapovanie Φ.
Vlastnosti a hodnotenie
Hlavnou nevy´hodou SVM detektorov je, zˇe kernel funkcie a parametre je treba urcˇit’ rucˇne.
Kernel funkcie, ktore´ navrhol tvorca SVM modelu V. Vapnik v [3] su´ Gausian Radial Basis,
Polynomicka´ stupnˇa d a viacvrstvova´ perceptronova´ funkcia.
Klasifika´tory, ktore´ su´ pop´ısane´ v [9], boli natre´novane´ pomocou SVM light na tre´novacej
sade, ktora´ obsahovala 2375 tva´ri a 4285 vzorov,ktore´ tva´r neobsahovali. Bol zvoleny´
polynomicky´ kernel stupnˇa 2 a konsˇtanta C = 200. Vy´sledkom bolo, zˇe na testovacej sade
pozosta´vaju´cej zo 104 obra´zkov, na ktory´ch sa nacha´dzalo celkovo 277 tva´ri pri rozhodovacej
u´rovni 0 bolo u´spesˇne na´jdeny´ch 88,8 % tva´ri a pocˇet nespra´vnych detekci´ı obrazu bolo 496.
Pri rozhodovacej u´rovni -0,0168 sa u´spesˇnost’ detekcie zvy´sˇila na 90,3 %, ale zvy´sˇil sa aj
pocˇet nespra´vne detekovany´ch ”netva´rovy´ch“ oblast´ı na 507.
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1.1.3 Klasifika´tory tre´novane´ pomocou AdaBoostu
AdaBoost je skra´teny´ anglicky´ na´zov pre adaptive boosting. Tento algoritmus doka´zˇe
vy´razne zn´ızˇit’ chybu l’ubovol’ne´ho ucˇiaceho algoritmu, ktory´ doka´zˇe da´vat’ vy´sledky lepsˇie
ako na´hodne´ tipovanie. AdaBoost je adaptabilny´ z doˆvodu vyuzˇ´ıvania viacery´ch slaby´ch
klasifika´torov (ang. weak classifier) a pri ucˇen´ı sa vyuzˇ´ıva mnozˇina predty´m zle zaradeny´ch
objektov na natre´novanie nasleduju´cich klasifika´torov. Vy´sledny´m vy´tvorom je jeden ro-
bustny´ klasifika´tor (ang. strong classifier).
Podstatou prispoˆsobovania sa zle klasifikovany´m objektom je algoritmus, v ktorom sa
ukladaju´ va´hy jednotlivy´ch klasifika´torov. V pr´ıpade, zˇe sa pra´ve zle zaklasifikuje objekt
je va´ha klasifika´tora, ktory´ tento objekt zdetekoval posilnena´, cˇ´ım sa dosiahne toho, zˇe
v nasleduju´com tre´novan´ı algoritmus doka´zˇe svoje rozhodnutia opravit’.
Vlastnosti
Samotny´ algoritmus je citlivy´ na vsˇetky objekty. To znamena´, zˇe sa snazˇ´ı dosiahnut’,
aby kazˇdy´ objekt bol zaradeny´ do spra´vnej mnozˇiny. Ta´to vlastnost’ nie je pre tre´novanie
klasifika´torov na detekciu tva´ri moc vhodna´, ale vzhl’adom na to,zˇe je AdaBoost odolny´ vocˇi
pretre´novaniu (pri vysokom pocˇte prvkov v tre´novacej sade nemoˆzˇe vy´sledny´ klasifika´tor
da´vat’ horsˇie vy´sledky ako keby bolo v tre´novacej sade prvkov menej) je mozˇnost’ tu´to
vlastnost’ vy´razne eliminovat’.
Postup tre´novania
Popis fungovania AdaBoostu je vysvetleny´ v dokumente [5], kde je pop´ısana´ za´kladna´ va-
rianta algoritmu 1.1.1. Dokument [6] obsahuje dve rozsˇ´ırenia pre varianty, ked’ je potrebne´
zatriedit’ objekty do viacery´ch skup´ın.
Algoritmus 1.1.1 popisuje fungovanie AdaBoostu
Vstup: sekvencia vstupov 〈(x1, y1), . . . , (xm, ym)〉
tre´novac´ı algoritmus na slabe´ klasifika´tory v pr´ıklade nazy´vany´ ako LearnAlg
cˇ´ıslo T uda´vaju´ce pocˇet itera´ci´ı tre´novania
Inicializa´cia: D1(i) = 1/m pre kazˇde´ i
pre: t = 1, 2, . . . , T
1. Urcˇi pomocou LearnAlg a s vyuzˇit´ım Dt hodnotu vra´tenu´ kazˇdy´m klasifika´torom
2. Vra´t’ sa k hypote´ze ht = X → {−1,+1}
3. Vypocˇ´ıtaj chybu ht : t =
∑
i:ht(xi) 6=yi
Di(t).
Ak t = Pri∼Dt [ht(xi) 6= yi]
4. Vyber αt = 12 ln
( (1−t)
t
)
.
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5. Obnov
Dt : Dt+1(i) =
Dt(i)
Zt
×
{
e−αt ak ht(xi) = yi
eαt ak ht(xi) 6= yi (1.5)
=
Dt(i) exp(−αtyiht(xi))
Zt
(1.6)
Kde Zt je normalizacˇna´ konsˇtanta zvolena´ tak, aby funkcia Dt+1 zostala distribucˇny´m
rozlozˇen´ım.
Vy´stup: hypote´za hfin(x) = sign
( T∑
t−1
αtht(x)
)
Vy´sledkom je funkcia, ktora´ je va´hove´ ohodnotenie slaby´ch klasifika´torov.
WaldBoost
V predcha´dzaju´cej cˇasti bol pop´ısany´ algoritmus AdaBoost, ktore´ho nevy´hodou je, zˇe nie
je mozˇne´ rozhodnu´t’, cˇi dana´ prehl’ada´vana´ oblast’ patr´ı alebo nepatr´ı do urcˇitej skupiny
skoˆr, ako sa prepocˇ´ıtaju´ hodnoty zo vsˇetky´ch slaby´ch klasifika´torov, aj ked’ je vy´sledok
zrejmy´ uzˇ pocˇas vyhodnotenia cˇasti klasifika´torov. Na riesˇenie tohto nedostatku vznikla
modifika´cia AdaBoostu z na´zvom WaldBoost pop´ısana´ v [18]. Klasifika´tor natre´novany´
pomocou WaldBoostu nemus´ı byt’ vyhodnoteny´ cely´. V pr´ıpade, zˇe pocˇas vyhodnocovania
slaby´m klasifika´torom sa prekrocˇ´ı urcˇena´ spodna´ alebo vrchna´ hranica oblast’ je zaradena´ do
danej skupiny. V opacˇnom pr´ıpade sa sku´mana´ oblast’ preda´ nasleduju´cemu klasifika´toru.
Algoritmus 1.1.2 popisuje fungovanie WaldBoostu
Vstup: sekvencia vstupov 〈(x1, y1), . . . , (xm, ym)〉; xm ∈ X, ym ∈ {−1,+1}
Inicializa´cia: va´ha w1(xi, yi) = 1/m pre kazˇde´ i
horna´ hranica A = 1−βα a dolna´ hranica B =
β
1−α
pre: t = 1, 2, . . . , T
1. Vyber ht pomocou rovnice hT+1 = 12 log
P (y=+1|x,w(T )(x,y))
P (y=+1|x,w(T )(x,y))
2. Odhadni pravdepodobnost’ Rt(x) =
p(h1,h2,...,ht(x)|y=−1)
p(h1,h2,...,ht(x)|y=+1)
3. Na´jdi hranicˇne´ hodnoty θtA a θ
t
B
4. Odstra´nˇ vzorky z tre´novacej sady pre ktore´ plat´ı Ht ≥ θtB alebo Ht ≤ θtA
5. Zarad’ vzorky do tre´novacej sady
Vy´stup: silny´ klasifika´tor Ht a hranicˇne´ hodnoty θtA a θ
t
B
Intuit´ıvne sa da´ predpokladat’, zˇe ry´chlost’ WaldBoostu je ovplyvnena´ pocˇtom slaby´ch
klasifika´torov. Z prieskumu v [18] je pri pocˇte 600 klasifika´torov priemerna´ ry´chlost’ T¯s =
13.92 a pri pocˇte 300 je hodnota T¯s = 9.57.
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1.2 Viola & Jones
V tejto sekcii je pop´ısane´ vyuzˇitie AdaBoostu ako meto´dy pre detekciu tva´r´ı vo videu.
S touto mysˇlienkou priˇsli pa´ni P. Viola a M. Jones, ktoru´ prezentovali v dokumente [13].
Za´kladom ich u´spechu boli 3 veci, vd’aka ktory´m bola detekcia vel’mi efekt´ıvna, cˇo do
ry´chlosti a dosahovala n´ızku chybovost’. Boli to:
• AdaBoost vyuzˇ´ıvaju´ci Haarove pr´ıznaky
• Integra´lny obraz
• Zapojenie klasifika´torov do kaska´dy
1.2.1 Haarove pr´ıznaky
Haarove pr´ıznaky su´ jednoduche´ obd´lzˇnikove´ oblasti, ktory´ch hodnota sa vypocˇ´ıtava z in-
tenzity obrazu. V [17] su´ uka´zane´ 3 typy Haarovych pr´ıznakov, ktore´ su´ zobrazene´ na obr.
1.3. Z ty´chto pr´ıznakov sa daju´ pomocou rota´cii jednoducho vygenerovat’ ostatne´ typy
pr´ıznakov. Vy´pocˇet jedne´ho pr´ıznaku pozosta´va zo sumy bielych oblast´ı, od ktory´ch sa
odpocˇ´ıta suma cˇiernych oblast´ı:
f(x) =
∑
w∈W
x(w)−
∑
b∈B
x(b) (1.7)
kde: pixel o intenzite x nacha´dzaju´ci sa v oblasti sku´mane´ho Haarovho pr´ıznaku patr´ı do
skupiny W v pr´ıpade, zˇe sa nacha´dza v bielej oblasti. V opacˇnom pr´ıpade patr´ı do skupiny
B tj. ak sa nacha´dza v cˇiernej oblasti Haarovho pr´ıznaku.
Obra´zok 1.3: 4 typy Haarovych pr´ıznakov od Viola & Jones
Haarove pr´ıznaky su´ zalozˇene´ na suma´ch obd´lzˇnikovy´ch oblast´ı. Vy´pocˇet ob´lzˇnikovy´ch
oblast´ı sa moˆzˇe vykona´vat’ obycˇajny´m scˇ´ıtan´ım, ktore´ je citlive´ na vel’kost’ scˇ´ıtavanej oblasti
alebo sa moˆzˇe na vy´pocˇet pouzˇit’ tzv. integra´lny obraz.
1.2.2 Integra´lny obraz
Integra´lny obraz doka´zˇe vy´razne ury´chlit’ suma´ciu obsahu obd´lzˇnikovy´ch oblast´ı. Jeho hlav-
nou funkciou je v konsˇtantnom cˇase vypocˇ´ıtat’ l’ubovolne umiestneny´ a vel’ky´ obd´lzˇnikovy´
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vy´rez. Vel’kost’ integra´lneho obrazu je o jeden st´lpec sˇirsˇ´ı a o jeden riadok vysˇsˇ´ı. Samotne´
hodnoty integra´lneho obrazu II su´ su´cˇtom hodnoˆt intenzity pixelov obrazu I nal’avo a na-
vrch do poz´ıcie pixelu v obraze (obra´zok 1.4(A)). Z tohto je zrejme´, zˇe pixel umiestneny´
v pravom dolnom rohu je su´cˇtom intenz´ıt v celom obraze, zatial’ cˇo prvy´ riadok a st´lpec
maju´ hodnotu 0.
II(x, y) =
x,y∑
i,j
I(i, j) (1.8)
Vy´sledkom je, zˇe v pr´ıpade ked’ pozna´me poz´ıciu rohovy´ch bodov, oznacˇeny´ch ako A, B,
C, D, moˆzˇeme pomocou jednoduchej rovnice 1.9 vypocˇ´ıtat’ intenzitu obd´lzˇnikovej oblasti.
Podstata je zachytena´ na obra´zku 1.4 (B).
Iobd = A −B − C +D (1.9)
Obra´zok 1.4: Integra´lny obraz: (A) hodnota bodu A reprezentuje sˇedu´ oblast’. (B) oblast’
pri vyuzˇit´ı rovnice 1.9
1.2.3 Kaska´dove´ zapojenie
V sku´many´ch oblastiach obrazu sa nenacha´dza vo va¨cˇsˇine pr´ıpadov tva´r. V snahe zn´ızˇenia
chybovosti a zvy´sˇenia efektivity sa zacˇalo vyuzˇ´ıvat’ kaska´dove´ho zapojenia.
Popis kaska´dove´ho zapojenia vycha´dza z dokumentu [17]. Stupne v kaska´de su´ na-
tre´novane´ pomocou AdaBoostu, pricˇom kazˇdy´ je schopny´ ry´chlo rozhodnu´t’ cˇi je dany´ vy´rez
v obraze tva´r. Tieto klasifika´tory opa¨t’ nemusia dosahovat’ vysokej bezchybnosti. Vstupny´
vy´rez obrazu je najskoˆr sku´many´ jedny´m klasifika´torom a v pr´ıpade, zˇe ho tento oznacˇ´ı
za oblast’, kde sa tva´r nenacha´dza, sa ta´to hodnota vra´ti. V opacˇnom pr´ıpade sa preda´
prehl’ada´vana´ oblast’ d’alˇsiemu klasifika´toru. Tento znova presku´ma oblast’ a rozhodne cˇi sa
tam tva´r nacha´dza, alebo nie. Vy´sledok opa¨t’ vra´ti alebo posunie d’alˇsiemu klasifika´toru.
Ak sa sku´mana´ oblast’ dostane azˇ k posledne´mu klasifika´toru (tzn. vsˇetky predcha´dzaju´ce
klasifika´tory oznacˇili oblast’ za tva´rovu´) moˆzˇe rozhodnu´t’ cˇi sa ozaj v danom vy´reze nacha´dza
tva´r. Postup je schematicky zna´zorneny´ na obra´zku 1.6.
Vy´hodou take´hoto pr´ıstupu je odstra´nenie oblast´ı, ktore´ neobsahuju´ tva´r uzˇ na zacˇiatku,
kde moˆzˇu byt’ klasifika´tory vy´razne jednoduchsˇie a ry´chlejˇsie, ako klasifika´tory na konci
kaska´dy, kde sa moˆzˇu nacha´dzat’ s podstatne va¨cˇsˇou zlozˇitost’ou. Pra´ve na za´klade tejto
mysˇlienky je usˇetreny´ cˇas na detekovanie.
10
Obra´zok 1.5: Schematicke´ zobrazenie kaska´dy
1.3 Sˇtatisticke´ modelovanie
Sˇtatisticke´ modelovanie je urcˇene´ na eliminovanie zmeny objektu v pr´ıpade, zˇe dany´ objekt
sa vzhl’adom na pozorovatel’a pootocˇ´ı (l’udska´ tva´r vyzera´ u´plne inak spredu ako zboku).
Tu´to meto´du vymysleli pa´ni Henry Schneiderman a Takeo Kanade a jej detailny´ popis sa
nacha´dza v [12]. Z tohto dokumentu vycha´dza aj hlavna´ cˇast’ tejto sekcie a ak nebude
uvedene´ inak, tak pri p´ısan´ı tejto cˇasti som cˇerpal z tohto dokumentu.
1.3.1 Podstata sˇtatisticke´ho modelovania
Sˇtatisticke´ modelovanie ako algoritmus vyuzˇ´ıva viacero klasifika´torov, ktore´ je mozˇne´ na-
tre´novat’ vybrany´m spoˆsobom. Kazˇdy´ z mnozˇiny klasifika´torov je natre´novany´ na urcˇitu´ po-
lohu objektu vocˇi pozorovatel’ovi. Ked’zˇe rozdiel medzi jednotlivy´mi klasifika´tormi spocˇ´ıva
pra´ve v za´vislosti pohl’adu nazy´vame ich anglicky´m termı´nom view-based detectors. Podl’a
empiricke´ho zistenia je vhodny´ pocˇet klasifika´torov pre detekciu tva´re 2. Jeden pre vy-
hl’ada´vanie tva´re spredu a druhy´ pre tva´r z profilu. Zvysˇne´ polohy su´ pra´ve dopocˇ´ıtavane´.
Pre kazˇdy´ detektor sa na´sledne vytvoria dve sˇtatisticke´ rozlozˇenia: P (obraz|tvar)
a P (obraz|netvar). Na´sledne sa podl’a rovnice testu na pravdepodobnost’ vy´skytu:
P (obraz|tvar)
P (obraz|netvar) > λ
(
λ =
P (obraz|netvar)
P (obraz|tvar)
)
(1.10)
rozhodne cˇi sa na danom mieste tva´r nacha´dza, alebo sa tam nacha´dza ”netvar“, cˇizˇe je
dana´ oblast’ okolie. Proble´mom je vytvorenie P (obraz|tvar) a P (obraz|netvar), lebo nie su´
zna´me skutocˇne´ charakteristiky ty´chto rozlozˇen´ı. Riesˇen´ım moˆzˇe byt’ pouzˇitie flexibilne´ho
modelu rozlozˇenia so sˇiroky´m rozsahom napr.”parzen windows“ alebo ”najblizˇsˇ´ı sused“
(nearest neighbor). Oba tieto modely ale spotrebuju´ obrovske´ mnozˇstvo cˇasu pri vy´pocˇte.
Dˇalˇs´ım riesˇen´ım je vyuzˇitie histogramov, kde sa pocˇas tre´novania zbieraju´ u´daje o tom ako
cˇasto sa objavuju´ jednotlive´ zlozˇky v tre´novacej mnozˇine.
1.3.2 Hodnotenie
Uka´zˇka u´spesˇnosti tohoto postupu z [12] pri testovacej sade pozosta´vaju´cej z 208 obra´zkov,
v ktory´ch sa nacha´dzalo 441 tva´ri. Z ty´chto tva´ri bolo 347 otocˇeny´ch smerom k sn´ımaciemu
zariadeniu. Symbol λ je premenna´ z rovnice 1.10.
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λ
Dobre´ detekcie Dobre´ detekcie
Zle´ detekcie
(vsˇetky tva´re) (profil)
0.0 92.7 % 92.8 % 700
1.5 85.5 % 86.4 % 91
2.5 75.2 % 78.6 % 12
Tabul’ka 1.2: U´spesˇnost’ sˇtatisticke´ho modelovania
1.4 Detekcia na za´klade farby pokozˇky
Ta´to sekcia vycha´dza prevazˇne z dokumentu [2] a bude venovana´ detekovaniu tva´re na
za´klade farby pokozˇky. Ked’zˇe farba l’udskej kozˇe je vy´nimocˇna´ aj napriek mnozˇstvu jed-
notlivy´ch varia´cii. Pokozˇka moˆzˇe byt’ roˆzne nasvietena´ alebo sn´ımacie zariadenie moˆzˇe byt’
nastavene´ roˆznymi spoˆsobmi a v neposlednom rade je to samotna´ pigmenta´cia pokozˇky.
1.4.1 Farebny´ priestor
Existuju´ roˆzne modely reprezentuju´ce farbu. Najzna´mejˇs´ı model je RGB, ktory´ sa sklada´
z troch farebny´ch zlozˇiek, kde R reprezentuje cˇervenu´ farbu (ang. Red), G reprezentuje ze-
lenu´ farbu (ang. Green) a B reprezentuje modru´ farbu (ang. Blue). Tento spoˆsob uda´vania
farieb je v su´cˇasnej dobe asi najrozsˇ´ırenejˇs´ı, ked’zˇe sa vyuzˇ´ıva hlavne na zako´dovanie kon-
kre´tnej farby do obrazu.
Dˇalˇs´ım zna´mym modelom je model HSV, ktore´ho skratka pocha´dza z anglicky´ch na´zvov
pre farebny´ to´n (ang. Hue), sy´tost’ (ang. Saturation) a hodnotu jasu (ang. Value). Tento
model je oproti RGB modelu vhodnejˇs´ı pre nastavovanie pozˇadovanej farby uzˇ´ıvatel’om,
ked’zˇe uzˇ´ıvatel’ nemus´ı rozmy´sˇl’at’ nad ty´m, ktorou farebnou zlozˇkou dosiahne pozˇadovanu´
farbu. Je mu blizˇsˇie menit’ hodnoty podl’a farebne´ho to´nu a jasu.
1.5 Vylepsˇenie vlastnost´ı klasifika´torov
Ta´to sekcia je urcˇena´ na pop´ısanie mozˇnost´ı ako vylepsˇit’ niektore´ z vlastnost´ı klasifika´torov.
1.5.1 Spa´janie detekci´ı
Va¨cˇsˇina klasifika´torov v pr´ıpade, zˇe sa na danom mieste nacha´dza tva´r, oznacˇ´ı tu´to ob-
last’ viacna´sobne. Bud’ ty´m, zˇe je oblast’ sku´mania posunuta´ v horizonta´lnom, pr´ıpadne
vertika´lnom smere a obsahuje prekry´vaju´ce sa oblasti oznacˇuju´ce tva´r, alebo ty´m, zˇe dany´
klasifika´tor je zva¨cˇsˇeny´ a presku´mava tva´rovu´ oblast’ aj s okol´ım. V pr´ıpade [10] zistili, zˇe
ak vzniknu´ pra´ve take´to zhluky detekci´ı je istota spra´vnej detekcie ovel’a vysˇsˇia. Naopak,
ak sa tieto zhluky nevytvoria a je na danej oblasti len jedna detekcia tva´re, tak je vel’ka´
pravdepodobnost’, zˇe dany´ vy´sledok je chybny´.
Ty´mto spoˆsobom sa daju´ vy´razne ovplyvnit’ zle´ detekcie. Nevy´hodou takejto anula´cie
dany´ch jednora´zovy´ch oblast´ı moˆzˇe byt’, zˇe sa niektore´ z dobre na´jdeny´ch tva´rovy´ch oblast´ı
moˆzˇu odstra´nit’ a ty´m pa´dom klesne aj u´spesˇnost’ detekovania tva´rovy´ch oblast´ı.
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1.5.2 Cˇasticovy´ filter
V tejto cˇasti sa budem zaoberat’ algoritmom na sledovanie pohybu a bude vycha´dzat’ z do-
kumentu [7] a z [8]. Cˇasticovy´ filter (ang. Particle Fiter) je zalozˇeny´ na meto´de Monte
Carlo. Ciel’om je vytvorenie vektoru Xt, ktory´ pomoˆzˇe syste´mu v diskre´tnom cˇase na
za´klade predcha´dzaju´cej hodnoty urcˇit’ nasleduju´cu poz´ıciu detekcie. Tento popis je vyjad-
reny´ vzt’ahom:
Xt = Ft(Xt−1, Vt) (1.11)
V tejto rovnici Vt je na´hodny´ rozptyl. Pricˇom funkcia Ft doka´zˇe vypocˇ´ıtat’ novu´ hodnotu
cˇastice.
Obra´zok 1.6: Schematicke´ zobrazenie ”zˇivota“ cˇast´ıc: (A) cˇastice v kroku t, (B) cˇastice
s normalizovany´mi va´hami, (C) vy´sledne´ cˇastice, (1) na´hodny´ posun vybrany´ch cˇast´ıc, (2)
meranie miest reprezentuju´cich cˇasticami
Postup pri urcˇovan´ı detekcie pomocou cˇasticove´ho filtra sa sklada´ z niekol’ky´ch krokov
zna´zorneny´ch na obra´zku 1.6. Pri kroku (1) sa vyuzˇ´ıvaju´ cˇastice (A), ktore´ maju´ svoju va´hu.
Va´ha je v pr´ıpade detekcie tva´re za´visla´ na pravdepodobnosti s akou sa nacha´dza tva´r na
mieste, ktore´ cˇastica reprezentuje. Inicializa´cia moˆzˇe byt’ prevedena´ nastaven´ım rovnaky´ch
va´h pre vsˇetky cˇastice. Samotny´ krok potom reprezentuje na´hodny´ pohyb vybrany´ch cˇast´ıc,
pricˇom su´ na´hodne vyberane´ cˇastice v za´vislosti na ich va´he. Vybrane´ cˇastice potom maju´
rovnaku´ va´hu (B). Pri d’alˇsom kroku (2) sa odmeria hodnota miesta, ktoru´ dana´ cˇastica
reprezentuje. Podl’a tejto hodnoty sa znova nastavia va´hy samotny´m cˇasticiam (C).
1.5.3 Non-maxima suppression
Ta´to meto´da je urcˇena´ na elimina´ciu viacery´ch detekci´ı jednej oblasti. V su´cˇasnosti sa pri
spracovan´ı obrazu vyuzˇ´ıva najma¨ v algoritmoch, kde nie je exaktne jasne´, ktory´ bod danu´
podmienku splnˇuje a ktory´ nie. Pri riesˇen´ı taky´chto u´loh vznikaju´ oblasti s miestami, kde
pri ocˇaka´van´ı jedne´ho objektu sa objav´ı objektov niekol’ko napr. pri detekcii hra´n, rohov.
Tieto body je treba odstra´nit’ a vybrat’ jeden, optima´lne taky´, ktory´ dosahuje najlepsˇie
vy´sledky.
13
Detekcia rohov
Non-maxima suppression dosahuje najvy´znamnejˇsie vy´sledky v pr´ıpade detekcie rohov, kde
moˆzˇe byt’ jeden roh detekovany´ aj 10-kra´t. Ked’zˇe v obraze samotnom sa nacha´dza vel’ke´
mnozˇstvo taky´chto oblast´ı je zˇiadu´ce tu´to meto´du vyuzˇ´ıvat’, cˇ´ım sa vy´razne zn´ızˇi pocˇet
detekci´ı a niekol’kona´sobne sa potom ury´chli ich spracovanie.
Non-maxima suppression pri detekcii rohov vyuzˇ´ıva zmeny intenzity jednotlivy´ch suse-
diacich pixelov. Cˇ´ım je rozdiel medzi susedny´mi pixelami va¨cˇsˇ´ı, ty´m je pravdepodobnost’
rohu vysˇsˇia. V pr´ıpade detekovania rohu sa preto vezme okolie bodu a porovna´ sa prav-
depodobnost’ jednotlivy´ch bodov okolia s aktua´lnym bodom. Pokial’ nie je bod loka´lne
maximum, tak to nie je ani rohovy´ bod. Pricˇom okolie je dopredu urcˇene´ a by´va v rozsahu
niekol’ky´ch pixelov.
Detekcia tva´ri
V pr´ıpade detekcii tva´re je postup non-maxima suppression o niecˇo zlozˇitejˇs´ı, ked’zˇe sa
jedna´ o vyhl’adanie detekcie, ktora´ najlepsˇie reprezentuje danu´ tva´rovu´ oblast’. Vycha´dzaju´c
z dokumentu [18], na detekciu tva´re nemoˆzˇe byt’ vyuzˇite´ hl’adanie loka´lneho maxima, pretozˇe
sa neda´ jednoznacˇne urcˇit’, ake´ vel’ke´ ma´ byt’ okolie zdetekovany´ch objektov. V takomto
pr´ıpade sa vyuzˇ´ıva spoˆsob, kde sa beru´ do u´vahy len uzˇ zdetekovane´ oblasti, pricˇom dve
detekcie su´ zlu´cˇene´ do jednej v pr´ıpade, ak ich prekry´vaju´ca sa oblast’ je va¨cˇsˇia ako urcˇena´
hranica. Vy´sledkom je jedna detekcia pre kazˇdu´ oblast’ s najvysˇsˇ´ım ohodnoten´ım.
Obra´zok 1.7: (A) Dve prekry´vaju´ce sa detekcie (B) Interpola´cia dvoch prekry´vaju´cich sa
detekci´ı. Obra´zok pocha´dza z dokumentu [18].
Vy´pocˇet prekry´vaju´cich sa oblast´ı je zna´zorneny´ na obra´zku 1.7. Kde r je polomer
male´ho kruhu a R je polomer vel’ke´ho kruhu pricˇom dc reprezentuje vzdialenost’ medzi
ty´mito dvomi kruhmi. Jednoduchy´m spoˆsobom doka´zˇeme urcˇit’ dve hodnoty prekry´vania
sa zo zadany´ch poloˆh. Prvu´ hodnotu l’ahko urcˇ´ıme v pr´ıpade, zˇe su´ kruzˇnice su´stredne´. Ich
prekrytie sa da´ vyjadrit’ ako rR . Druhou hodnotou je 0, ktora´ je vy´sledkom v pr´ıpade, zˇe
su´ kruzˇnice vzdialene´ minima´lne su´cˇtu ich polomerov. Pri vynesen´ı ty´chto bodov na graf
a pouzˇit´ım linea´rnej interpola´cie na´m vznikne 1.7 (B) pricˇom prekryv detekcii je vyjadreny´
rovnicou:
o =
r
R
(
1− dc
r +R
)
(1.12)
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Kapitola 2
Tvorba syste´mu
Zadan´ım bolo presˇtudovat’ za´klady spracovania obrazu a vytvorit’ si prehl’ad o su´cˇasny´ch
meto´dach detekcie tva´re v obraze. Na za´klade ty´chto znalost´ı bolo pozˇadovane´ vytvorit’
syste´m na detekciu tva´re v rea´lnom cˇase. Ta´to kapitola je urcˇena´ na popis vy´voja modulu,
ktory´ ma´ aplikovat’ klasifika´tory ulozˇene´ v XML su´bore na detekciu tva´re. Vy´voj syste´mu
pozosta´val z 3 fa´z:
• Analy´za — obsahuje rozobratie proble´mu
• Na´vrh — obsahuje vy´ber vhodne´ho postupu
• Implementa´cia – obsahuje samotnu´ tvorbu syste´mu
2.1 Analy´za
L’udska´ tva´r ma´ mnoho podoˆb a je na´rocˇne´ na´jst’ optima´lny spoˆsob ako urcˇit’ polohu tva´re.
Na druhu´ stranu kazˇda´ obsahuje cˇrty, ktore´ su´ pre vsˇetky´ch l’ud´ı rovnake´. Taky´mito cˇrtami
su´ napr. ocˇi, nos alebo u´sta. V neposlednom rade je unika´tna farba kozˇe v ra´mci pr´ırody.
2.1.1 Spracovanie podl’a farby
Jednou z najintuit´ıvnejˇs´ıch meto´d ako urcˇit’ cˇi dana´ farba patr´ı do urcˇitej katego´rie je
zaradit’ ju tam podl’a rozsahu jej farebny´ch zlozˇiek. Znamena´ to, zˇe napr´ıklad v RGB
modeli su´ katego´rie rozdelene´ pomocou pravidiel tvaru: ak R > G a R > B, pr´ıpadne
iny´mi podobny´mi. Zlozˇitejˇsie pravidla´ sa empiricky urcˇuju´ zlozˇito a preto sa na ich tvorbu
vyuzˇ´ıvaju´ roˆzne meto´dy strojove´ho ucˇenia.
V pr´ıpade klasifika´cie farby je rozumnejˇsie pouzˇ´ıvat’ HSV model, lebo je mozˇne´ ignorovat’
hodnotu jasu, ktora´ je jedny´m z faktorov, ktory´ men´ı v obraze vsˇetky farby rovnako.
Konverzia RGB na HSV
Konverzia z RGB modelu do modelu HSV je pop´ısana´ v algoritme [4]. Existuju´ aj konverzie,
pri ktory´ch sa vyuzˇ´ıvaju´ goniometricke´ funkcie. Pozˇitie ty´chto funkci´ı je vzhl’adom na
vy´pocˇty vykona´vany´mi pocˇ´ıtacˇom nevhodne´. Nasleduju´ce rovnice popisuju´ konverziu farby
z RGB modelu na model HSV, kde rovnica 2.2 popisuje farebny´ to´n, 2.3 sy´tost’ a 2.3 hodnotu
jasu.
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h =

0 ak max = min
60◦ × g−bmax−min + 0◦, ak max = r a g ≥ b
60◦ × g−bmax−min + 360◦, ak max = r a g < b
60◦ × b−rmax−min + 120◦, ak max = g
60◦ × r−gmax−min + 240◦, ak max = b
(2.1)
s =
{
0, ak max = 0
255 ∗ max−minmax , inak
(2.2)
v = max (2.3)
Ked’zˇe mojim ciel’om je, aby fungovala detekcia aj na cˇiernobielych obrazoch, mozˇnost’
detekcie pra´ve na za´klade farby kozˇe nepricha´dza v u´vahu. Tento spoˆsob by ale mohol byt’
vhodny´ ako predspracovanie obrazu, v ktorom by sa mohli cˇasti obrazu, ktore´ by neobsa-
hovali farbu podobnu´ kozˇi, zmenit’ na jednotnu´ farbu. Takto by sa ury´chlilo spracovanie
vybranej cˇasti klasifika´tormi, ked’zˇe by bola dana´ oblast’ monoto´nna a bolo by jasne´, zˇe
sa tam tva´r nenacha´dza, pr´ıpadne by sa taka´to oblast’ mohla preskocˇit’ a nemusela by sa
vykona´vat’ detekcia voˆbec.
Spoˆsob ako detekovat’ tva´r v cˇiernobielych obrazoch je vyuzˇit’ detekcie jej jednotlivy´ch
rysov. V takomto pr´ıpade ide hlavne o na´jdenie svetly´ch a tmavy´ch miest vo vhodnom
rozpolozˇen´ı. Riesˇen´ım by mohlo byt’ vyuzˇitie Haarovych pr´ıznakov pop´ısany´ch v cˇasti
1.2.1 alebo pouzˇitie alternat´ıvnych pr´ıznakov, ako su´ Ga´borove vlnky alebo ”Local Rank
Distance“.
2.1.2 Ry´chlost’ detekcie
Jedny´m z hlavny´ch krite´ri´ı na u´spesˇnost’ syste´mu je ry´chlost’. Pre ury´chlenie detekcie je
mozˇne´ vyuzˇit’ kaska´dove´ zapojenie viacery´ch klasifika´torov. V pr´ıpade vyuzˇitia jedne´ho
klasifika´tora by mal byt’ vybrany´ spoˆsob tre´novania taky´, ktory´ umozˇnuje vel’mi efekt´ıvnu
klasifika´ciu, napr´ıklad neuro´novy´mi siet’ami alebo alternat´ıvou k AdaBoostu WaldBoos-
tom. Pricˇom vy´hodou WaldBoostu oproti neuro´novy´m siet’am je v jednoduchosti tre´novania
a v tom, zˇe klasifika´tory odvodene´ od algoritmu AdaBoostu nie je mozˇne´ pretre´novat’.
Jednou z mozˇnost´ı ako ury´chlit’ detekciu tva´ri na celom obraze v pr´ıpade videa je
neprehl’ada´vat’ zakazˇdy´m cely´ sn´ımok, ale vyuzˇit’ informa´cie o predcha´dzaju´com sn´ımku.
Spoˆsob ako realizovat’ tu´to mozˇnost’ je vyuzˇit´ım algoritmu na sledovanie pohybu.
V neposlednom rade je treba spomenu´t’ aj paraleliza´ciu syste´mu, ktora´ je v su´cˇasnosti
vel’mi vy´hodna´, hlavne ked’ sa na trhu s vy´pocˇtovou technikou objavuje cˇoraz viacej pocˇ´ı-
tacˇov s viacjadrovy´mi procesormi, pr´ıpadne s pocˇ´ıtacˇmi s viacery´mi procesormi.
2.2 Na´vrh riesˇenia
V tejto cˇasti je pop´ısany´ na´vrh riesˇenia, ktory´ bude implementovany´. Jej cˇast’ vycha´dza
z prevedenej analy´zy, ktora´ je pop´ısana´ v predcha´dzaju´cej kapitole. Predstava ako by mal
byt’ vy´sledny´ syste´m realizovany´ je zobrazeny´ na 2.1 a bude sa skladat’ z troch hlavny´ch
cˇast´ı: klasifika´tor, obraz a samotny´ detektor.
16
Obra´zok 2.1: Syste´m na detekciu tva´re
2.2.1 Klasifika´tor
Vzhl’adom na to, zˇe pozˇadovany´ syste´m by mal pracovat’ v rea´lnom cˇase je vhodne´ vyuzˇ´ıvat’
klasifika´tory, ktore´ boli natre´novane´ pomocou meto´dy WaldBoost. Ta´to meto´da doka´zˇe
ukoncˇit’ vyhodnocovanie oblasti predcˇasne a to i v pr´ıpade, zˇe sa nacha´dza hodnota vy´sledku
pod minima´lnou hranicou. Na samotne´ tre´novanie klasifika´torov sa vyuzˇiju´ Haarove pr´ı-
znaky. Pri detekcii tva´re sa vyuzˇiju´ ich 4 modifika´cie, ktory´ch uka´zˇka vyuzˇitia sa nacha´dza
na obra´zku 2.2:
• Horizonta´lny dvojdielny
• Vertika´lny dvojdielny
• Horizonta´lny trojdielny
• Vertika´lny trojdielny
Samotny´ natre´novany´ klasifika´tor by mohol byt’ ulozˇeny´ v XML su´bore pre lepsˇiu
mozˇnost’ spracovania. Na´sledne na spracovanie XML su´boru bude mozˇne´ vyuzˇit’ niektore´ho
vol’ne dostupne´ho modulu pre zvoleny´ jazyk.
Na vylepsˇenie klasifika´tora a odstra´nenie na´sobny´ch detekci´ı som sa rozhodol vyuzˇit’
meto´dy non-maxima suppresion.
Obra´zok 2.2: Haarove pr´ıznaky: (A) Horizonta´lny dvojdielny (B) Vertika´lny dvojdielny (C)
Horizonta´lny trojdielny (D) Vertika´lny trojdielny
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2.2.2 Detektor
Detektor bude hlavna´ cˇast’ syste´mu. Jeho funkciou bude pomocou poskytnute´ho klasi-
fika´tora vyhl’adat’ na danom obraze oblasti obsahuju´ce tva´r. Intuit´ıvne, asi najrozumnejˇsia
mozˇnost’ ako take´to oblasti na´jst’ je postupne precha´dzat’ klasifika´torom z l’ave´ho horne´ho
rohu do prave´ho dolne´ho rohu.
Druhou funkciou detektoru bude alternat´ıva k precha´dzaniu cele´ho obrazu klasifika´to-
rom, spoˆsob, pri ktorom sa budu´ brat’ do u´vahy vy´sledky predcha´dzaju´cej detekcie. V ta-
komto pr´ıpade je najvhodnejˇsie vyuzˇit’ jednu z meto´d na sledovanie pohybu. V mojom
pr´ıpade som sa rozhodol pre mozˇnost’ vyuzˇitia cˇasticove´ho filtra s ohl’adom na to, zˇe tento
spoˆsob som pocˇas sˇtudovania sledovania pohybu objavil a nebol esˇte pouzˇity´ na detekciu
tva´re s vyuzˇit´ım klasifika´torov.
Ked’zˇe je vy´hodne´ pri detekovan´ı klasifika´torom, ktory´ vyuzˇ´ıva Haarove pr´ıznaky, vyuzˇit’
integra´lny obraz, rozhodol som sa implementovat’ aj tento spoˆsob ury´chlenia.
2.2.3 Obraz
Pre vy´pocˇet Haarovych pr´ıznakov je doˆlezˇite´ vediet’ ry´chlo spocˇ´ıtat’ hodnoty intenz´ıt. Preto
je vhodne´ vytvorit’ objekt, ktory´ bude mat’ schopnost’ tieto hodnoty poskytnu´t’. Aby bola
vy´povedna´ hodnota pr´ıznakov relevantna´ je potrebne´ tieto pr´ıznaky normalizovat’. V mo-
jom pr´ıpade bude normaliza´cia vykona´vana´ pomocou sˇtandardnej odchy´lky. Na samotny´
vy´pocˇet odchy´lky su´ potrebne´ hodnoty aj druhy´ch mocn´ın intenzity. Na za´klade tejto po-
treby bude vhodne´ azˇ nutne´ implementovat’ sˇtruktu´ru nazy´vanu´ integra´lny obraz na druhu´.
Integra´lny obraz na druhu´ budem pocˇ´ıtat’ podobne ako sa vypocˇ´ıtava integra´lny obraz,
ktory´ je pop´ısany´ v cˇasti zaoberaju´cej sa spoˆsobom detekcie podl’a Viola & Jones 1.2.2.
Jedina´ zmena, ktora´ bude na vy´pocˇet integra´lneho obrazu na druhu´ vykonana´ je suma´cia
intenz´ıt pixelov na druhu´, namiesto suma´cie intenz´ıt. Vy´sledna´ zmena sa premietne vo
vzorci 1.8, ktory´ sa zmen´ı na:
II(x, y) =
x,y∑
i,j
I2(i, j) (2.4)
2.3 Implementa´cia
Ta´to podkapitola je zamerana´ na samotnu´ implementa´ciu syste´mu. Vycha´dza z analy´zy
a na´vrhu riesˇenia pop´ısany´ch vysˇsˇie.
2.3.1 Implementacˇny´ jazyk
Za´kladny´m rozhodnut´ım pri implementa´cii je vy´ber jazyka, v ktorom bude dany´ program,
syste´m, pr´ıpadne modul vytvoreny´. Vzhl’adom na pozˇadovanu´ ry´chlost’ syste´mu je lepsˇie
vyuzˇit’ kompilovane´ jazyky na rozdiel od skriptovac´ıch jazykov, ktore´ su´ na´rocˇnejˇsie na
dobu vyhodnocovania. V tomto pr´ıpade zosta´vaju´ mozˇnosti pouzˇit’ jazyk Java alebo jazyk
C/C++. Ja osobne ma´m va¨cˇsˇie sku´senosti s jazykom C/C++ a preto som sa rozhodol
pra´ve pre tento jazyk.
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2.3.2 XML parser
V na´vrhu riesˇenia syste´mu vznikla mysˇlienka vyuzˇit’ klasifika´tory, ktore´ boli natre´novane´
algoritmom WaldBoost a vy´sledok je ulozˇeny´ v XML su´bore. Je potrebne´ vytvorit’ mo-
dul, ktory´ bude obsluhovat’ nacˇ´ıtanie klasifika´tora zo su´boru alebo pouzˇit’ vol’ne dostupne´
knizˇnice. V pr´ıpade detekcie je mozˇne´, aby dana´ knizˇnica nedosahovala maxima´lnu mozˇnu´
ry´chlost’, ked’zˇe nacˇ´ıtavanie jedne´ho klasifika´tora sa bude vykona´vat’ iba raz a aj to sa
vykona´ esˇte pred samotnou detekciou.
Rozhodol som sa vyuzˇit’ mozˇnost’ zakomponovania vol’ne dostupnej knizˇnice implemen-
tuju´cej spracovanie XML su´borov do svojho programu. Ta´to knizˇnica by mala byt’ jedno-
ducha´ a nemala by byt’ vysoko na´rocˇna´ na pama¨t’ a cˇas, pretozˇe bude vyuzˇ´ıvana´ najma¨ na
cˇ´ıtanie. Vhodnou vol’bou sa zdala byt’ knizˇnica s na´zvom XML parser1.
2.3.3 OpenCV
Na spracova´vanie obrazu mi bola vedu´cim bakala´rskej pra´ce odporucˇena´ vol’ne sˇ´ıritel’na´
knizˇnica OpenCV, kde skratka CV pocha´dza z anglicke´ho na´zvu pre pocˇ´ıtacˇove´ videnie
(Computer Vision) a Open znamena´ vol’ne sˇ´ıritel’na´. Bola poˆvodne vyv´ıjana´ firmou In-
tel. Knizˇnica je multiplatformova´ a doka´zˇe pracovat’ pod syste´mom Windows, Linux a aj
MacOS. Obsahuje mnozˇstvo funkci´ı zamerany´ch hlavne na spracovanie obrazu. Ked’zˇe
moj´ım ciel’om bolo vytvorit’ syste´m zamerany´ na detekciu tva´re tak som sa rozhodol vyuzˇ´ıvat’
danu´ knizˇnicu minima´lne a pouzˇ´ıvat’ ju len na nacˇ´ıtavanie obra´zku alebo sn´ımku z videa
a na zobrazovanie vy´sledkov.
Pri obra´zkoch su´ podporovane´ roˆzne forma´ty, kde medzi za´kladne´ patr´ı: BMP, JPG,
JPEG, PNG, TIF, TIFF . . . . V pr´ıpade videa je pracovanie s jednotlivy´mi sn´ımkami
rovnake´, pricˇom sa pri nacˇ´ıtan´ı konkre´tneho sn´ımku pouzˇije ina´ funkcia. Video forma´ty
podporovane´ OpenCV su´: AVI, MPG, MPEG, FLV . . . .
2.3.4 OpenMP
Jednou z mozˇnost´ı ako ury´chlit’ cˇinnost’ programov je vyuzˇit’ viacej vla´kien. V mojom
pr´ıpade, ked’ som chcel vyuzˇ´ıvat’ cˇo najmensˇ´ı pocˇet externy´ch knizˇn´ıc, ktore´ by boli po-
trebne´ pri kompila´cii programu rozhodol som sa vyuzˇit’ knizˇnicu OpenMP (z ang. Multi-
Proccesing). Spomı´nana´ knizˇnica bola vytvorena´ spolocˇnost’ou The OpenMP Architecture
Review Board poˆvodne pre jazyk Fortran. V roku 2002 sa publikoval aj sˇtandard pre ja-
zyk C/C++. Trend prechodu na jazyk C/C++ sa prejavil aj v tom, zˇe verzia prekladacˇa
gcc 4.2 ma´ uzˇ v sebe zakomponovanu´ plnu´ podporu tejto knizˇnice a preto nie je potrebne´
prida´vanie externy´ch su´borov. Pra´ve tento doˆvod bol rozhodnuju´ci pri vy´bere spomı´nanej
knizˇnice.
Pouzˇ´ıvanie knizˇnice je pomocou direkt´ıvy prekladacˇa pragma, podl’a ktory´ch prekladacˇ
vytvor´ı viacvla´knovy´ program. Forma´t takejto direkt´ıvy ma´ tvar:
#pragma omp <prı´kaz>
2.3.5 Popis syste´mu
Ta´to cˇast’ rozobera´ jednotlive´ podproble´my a samotne´ vlastnosti, ktore´ je nutne´ dodrzˇiavat’
pri vyuzˇ´ıvan´ı syste´mu.
1blizˇsˇie informa´cie su´ na www stra´nke http://iridia.ulb.ac.be/~fvandenb/tools/xmlParser.html
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Obraz
Ako bolo spomenute´ v analy´ze a v na´vrhu riesˇenia je vhodne´ vytvorit’ vhodnu´ reprezenta´ciu
obrazu, v ktorej budu´ zakomponovane´ sˇtruktu´ry integra´lneho obrazu a integra´lneho obrazu
na druhu´. V pr´ıpade, zˇe obraz je vo farebnom preveden´ı je potrebne´ vypocˇ´ıtat’ intenzitu
jednotlivy´ch pixelov. Ked’zˇe OpenCV vyuzˇ´ıva RGB model je vhodne´ vyuzˇit’ rovnice 2.5.
I = 0.299 ∗R+ 0.587 ∗G+ 0.114 ∗B (2.5)
Klasifika´tor
Klasifika´tor je nacˇ´ıtavany´ z XML su´boru pomocou modulu pop´ısane´ho v cˇasti 2.3.2. Kla-
sifika´tor mus´ı byt’ natre´novany´ pomocou meto´dy Waldboost, ktorej vy´hody su´ pomeno-
vane´ v na´vrhu riesˇenia. V su´cˇasnosti su´ implementovane´ ako slabe´ klasifika´tory Haaro-
ve pr´ıznaky. XML su´bor mus´ı obsahovat’ uzol pomenovany´ WaldBoostClassifier. Tento
uzol obsahuje jednotlive´ slabe´ klasifika´tory reprezentovane´ uzlom stage. Slaby´ klasifika´tor
k svojej funkcii potrebuje dve hodnoty: hornu´ a dolnu´ medzu pre rozhodovanie, ktore´ su´
atribu´tmi tohto uzla. Uzol DecisionTreeWeakHypothesis reprezentuje rozhodovac´ı strom,
ktory´ vra´ti vy´slednu´ hodnotu. Uzol je urcˇeny´ na diskretiza´ciu namerany´ch hodnoˆt. Atribu´t
binMap reprezentuje hodnoty urcˇuju´ce poradie predpocˇ´ıtanej hodnoty ulozˇene´ v atribu´te
predictionValues. Uzol TCont2DiscFeature obsahuje len pomocne´ velicˇiny pre klasifika´ciu
ako su´ minima´lna a maxima´lna vel’kost’ predikcˇnej hodnoty a pocˇet hodnoˆt v atribu´te
binMap uzlu DecisionTreeWeakHypothesis. Samotny´ typ Haarovho pr´ıznaku je poduzlom
uzlu TCont2DiscFeature. Na´zov tohto uzlu za´vis´ı na type pr´ıznaku kde:
• Horizonta´lny dvojdielny → HaarHorizontalDoubleFeature
• Vertika´lny dvojdielny → HaarVerticalDoubleFeature
• Horizonta´lny trojdielny → HaarHorizontalTernalFeature
• Vertika´lny trojdielny → HaarVerticalTernalFeature
Hodnoty atribu´tov uda´vaju´ horizonta´lnu a vertika´lnu poz´ıciu pr´ıznaku v ra´mci klasifika´tora,
sˇ´ırku a vy´sˇku jednej cˇasti Haarovho pr´ıznaku (bielej alebo cˇiernej).
Uka´zˇka XML su´boru, kde hodnoty int, uint, double reprezentuju´ typy premenny´ch v ja-
zyku C/C++:
<WaldBoostClassifier>
<stage posT=¨double¨ negT=¨double¨>
<DecisionTreeWeakHypothesis binMap=¨uint uint ... uint¨
predictionValues=¨double double ... double¨>
<TCont2DiscFeature minValue=¨double¨ maxValue=¨double¨
numberOfBins=¨int¨>
<HaarHorizontalTernalFeature positionX=¨int¨ positionY=¨int¨
blockWidth=¨int¨ blockHeight=¨int¨/>
</TCont2DiscFeature>
</DecisionTreeWeakHypothesis>
</stage>
. . .
</WaldBoostClassifier>
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Aplika´tor
Ked’zˇe nie vsˇetky hodnoty v ra´mci precha´dzania klasifika´torom su´ potrebne´ pri danom
sn´ımku vypocˇ´ıtavat’ znova, vznikla trieda, ktora´ slu´zˇi na prikladanie jednotlivy´ch dielov
klasifika´tora na obraz. Jeden aplika´tor je mozˇne´ vyuzˇit’ na obra´zky s roˆznym obsahom,
ale podmienkou je, aby mali rovnaku´ sˇ´ırku. V opacˇnom pr´ıpade sa automaticky vytvor´ı
iny´ aplika´tor, vhodny´ na dany´ obra´zok. Zmena vel’kosti klasifikacˇne´ho okna sa men´ı pra´ve
na za´klade zmeny vel’kosti aplika´tora, ktory´ je implementovany´ ako vektor jednotlivy´ch
stupnˇov aplika´tora v samotnom klasifika´tore.
Za´chyt
Za´chytom je oznacˇovane´ miesto, ktore´ bolo detekovane´ ako tva´rova´ oblast’. U´loha za´chytov
pozosta´va v uchova´van´ı potrebny´ch informa´ci´ı na urcˇenie presnej polohy a vel’kosti tohto
miesta. Dˇalej obsahuje vlastnost’ uda´vaju´ca hodnotu istoty (ang. likelihood), s akou je dany´
klasifika´tor, ktory´ oblast’ prehla´sil za tva´rovu´ presvedcˇeny´ o tom, cˇi dana´ oblast’ vyhovuje
pozˇiadavka´m. Pricˇom ta´to hodnota je vypocˇ´ıtana´ pomocou rovnice:
likelihood = exp(measure ∗ 2) (2.6)
kde measure oznacˇuje ohodnotenie klasifika´torom. Rovnica vycha´dza z dokumentu [11],
ktory´ obsahuje rovnicu2 2.7 hl’adaju´cu va´hy slaby´ch klasifika´torov matematicky.
α =
1
2
ln
(
W+
W−
)
(2.7)
Su´cˇet jednotlivy´ch va´h je potom polovica na´sˇho merania. Inverznou funkciou k tejto rovnici
je pra´ve rovnica 2.6.
Cˇastica
Cˇastica je vel’mi podobna´ za´chytom. Jej odliˇsnost’ spocˇ´ıva v tom, zˇe obsahuje premenne´
indikuju´ce smer jej pohybu a premennu´ uda´vaju´cu zmenu vel’kosti okna, ktore´ cˇastica re-
prezentuje. Jej vyuzˇitie spocˇ´ıva pri spracova´van´ı podobny´ch sn´ımkov pri videu. Pri detekcii
tva´rovy´ch oblast´ı sa vytvor´ı v ich okol´ı urcˇity´ pocˇet cˇast´ıc. Tie su´ rozmiestnene´ na´hodny´m
spoˆsobom a zmeria sa im va´ha (vyuzˇitie vlastnosti likelihood).
Detektor
Detektor je hlavna´ cˇast’ projektu a jeho hlavnou cˇinnost’ou je postupna´ aplika´cia klasi-
fika´tora na samotny´ obra´zok. Klasifika´tor a aj sn´ımok, ktory´ ma byt’ klasifika´torom vy-
hodnoteny´ je preda´vany´ pomocou parametrov. Jeho vy´stupom je zoznam za´chytov. Tento
zoznam obsahuje iba tie cˇasti obra´zku, ktore´ su´ nad u´rovnˇou hranice zadanej uzˇ´ıvatel’om.
V pr´ıpade detektora pracuju´ceho s cˇasticami je vyuzˇita´ meto´da Partice filter. V mo-
jom pr´ıpade je vyuzˇ´ıvane´ dynamicke´ho modelu, kde kazˇda´ cˇastica obsahuje svoju ry´chlost’.
Princ´ıp je mozˇne´ pop´ısat’ pocˇas dvoch spracova´vaju´cich sa sn´ımkov. Pri prvom sn´ımku
sa pomocou celoplosˇne´ho presku´mavania pohl’adaju´ tva´rove´ oblasti. V tomto kroku moˆzˇe
prebehnu´t’ aj inicializa´cia cˇast´ıc, kde sa kazˇdej cˇastici na´hodne nastav´ı ry´chlost’ a zme-
na vel’kosti. Pravdepodobnost’ (likelihood) sa nastav´ı na rovnaku´ hodnotu. V nasle-
duju´com sn´ımku sa potom vezmu´ tieto cˇastice a na´hodne sa vyberaju´ cˇastice. Na´hodnost’
2v dokumente pod cˇ´ıslom 22
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je ale ovplyvnena´ vel’kost’ou likelihoodu, pricˇom sa vyuzˇ´ıva celkova´ suma likelihoodu cˇast´ıc
a na´hodne sa vybera´ cˇ´ıslo od 0 po
∑
likelihood. Dane´ cˇ´ıslo potom zodpoveda´ konkre´tnej
cˇastici, pricˇom pravdepodobnost’ s akou sa cˇastica vyberie zodpoveda´ vel’kosti likelihoodu.
Toto je intuit´ıvne spra´vne pretozˇe sa vyberaju´ cˇastice, ktore´ reprezentuju´ viacej tva´rove´
oblasti. Na´sledne sa vybrane´ cˇastice na´hodny´m spoˆsobom pohnu´, pricˇom vycha´dzaju´
z predcha´dzaju´ceho na´hodne´ho posunu, cˇo opa¨t’ dokazuje spra´vnost’ vy´beru na za´klade
vel’kosti likelihoodu. Reprezentuju´ ty´m smer pohybu objektu a vytva´raju´ tak model cho-
vania, ktore´ho tuhost’ moˆzˇe byt’ ovplynena´ nastaven´ım parametrov urcˇuju´cich ako vel’mi sa
ma´ brat’ do u´vahy predcha´dzaju´ci smer cˇastice.
Obra´zok 2.3: Vyuzˇitie cˇasticove´ho filtra. Modry´ kru´zˇok reprezentuje vy´slednu´ detekciu, Ze-
lene´ sˇtvorce reprezentuju´ cˇastice. Pocˇet cˇast´ıc je konsˇtantny´. (A) Inicializacˇny´ sn´ımok, (B)
vykreslena´ inicializa´cia, (C) vyhl’ada´vanie cˇasticami, (D) vy´ber pri nasleduju´com sn´ımku
Obmedzenia
Pocˇas implementa´cie vzniklo viacero obmedzen´ı. Jedny´m su´ podporovane´ vstupne´ forma´ty.
Obmedzenie vycha´dza z pouzˇitej knizˇnice OpenCV na nacˇ´ıtavanie a spracovanie vstupny´ch
obra´zkov. Napriek tomu, zˇe je pocˇet vstupny´ch forma´tov dostatocˇne vel’ky´, vzˇdy sa moˆzˇu
objavit’ forma´ty su´borov, ktore´ nie su´ podporovane´ a preto je vhodne´ pri neu´spesˇnom
nacˇ´ıtan´ı vstupne´ho sn´ımku vziat’ do u´vahy, zˇe dany´ typ nemus´ı byt’ knizˇnicou OpenCV
podporovany´.
Druhy´m obmedzen´ım je maxima´lna vel’kost’ klasifika´tora. Doˆvod precˇo toto obmedze-
nie vzniklo je spoˆsobene´ vy´berom meto´dy zva¨cˇsˇovania klasifika´tora namiesto zmensˇovania
vstupne´ho sn´ımku. Za´vis´ı najma¨ na pocˇ´ıtacˇi, na ktorom bola prevedena´ kompila´cia, ked’zˇe
sa ta´to hodnota odv´ıja od spoˆsobu implementa´cie integeru, ktory´ sa vyuzˇ´ıva pri vy´pocˇtoch
integra´lneho obrazu a integra´lneho obrazu na druhu´. V pr´ıpade, zˇe je integer 32bitovy´ je
maxima´lna vel’kost’ klasifia´tora 255.
mint = ms ∗mv ∗ 2552 (2.8)
kde: mint – maxima´lna hodnota int, ms – maxima´lna sˇ´ırka klasifika´tora, mv – maxima´lna
vy´sˇka klasifika´tora, 255 – maxima´lna intenzita pixelu
22
Kapitola 3
Testovanie syste´mu
Ciel’om mojej pra´ce bolo vytvorenie syste´mu, ktory´ by doka´zal v rea´lnom cˇase detekovat’
tva´re. V tejto kapitole by som sa chcel zamerat’ na ohodnotenie toho, cˇi sa mi tento ciel’
podarilo splnit’. Najva¨cˇsˇ´ım proble´mom bolo aby syste´m fungoval ry´chlo, preto sa zame-
riam hlavne na testovanie ry´chlosti. Dˇalˇs´ım mojim krite´riom bude u´spesˇnost’ klasifika´torov
v hl’adan´ı. Ry´chly klasifika´tor, ktory´ ma´ vysoku´ chybovost’ je nepouzˇitel’ny´. Pri hodnoten´ı
spra´vnosti sa pouzˇ´ıvaju´ dva pojmy:
• false positive — skra´tene fp, oznacˇuje zle oznacˇene´ pozit´ıvne pr´ıklady (chybne oznacˇene´
oblasti za tva´rove´)
• false negative — skra´tene fn, oznacˇuje zle oznacˇene´ negat´ıvne pr´ıklady (tva´re, ktore´
neboli na´jdene´)
3.1 Vy´sledky a hodnotenie
Pri testovan´ı som pouzˇil 4 klasifika´tory, ktore´ mi boli poskytnute´ vedu´cim bakala´rskej
pra´ce. Kazˇdy´ z ty´chto klasifika´torov pozosta´val z 1000 slaby´ch klasifika´torov vytvoreny´ch
na za´klade Haarovych pr´ıznakov. Testovanie prebiehalo na PC, ktore´ho procesor bol Intel
Celeron 1.6GHz. Za´kladny´ klasifika´tor pouzˇity´ na testovanie bol r-WB-Haar-a02.xml. Na
porovnanie s ostatny´mi klasifika´tormi bol pouzˇity´ referencˇny´ obra´zok 3.1, ktory´ obsahoval
13 tva´ri. Jeho vel’kost’ bola 800x600, 700x525, 600x450 a 500x375.
Obra´zok 3.1: Referencˇny´ obra´zok na porovna´vanie klasifika´torov
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Za´kladna´ vel’kost’ okna klasifika´tora bola 24px. Pri prehl’ada´van´ı bola potom ta´to vel’kost’
zva¨cˇsˇovana´ v pomere 1:1,2 . Vy´sledky vsˇetky´ch klasifika´torov su´ zobrazene´ v pr´ılohe A.
Namerany´ cˇas uda´va pocˇet seku´nd, ktore´ boli potrebne´ na prehl’adanie obra´zku detektorom.
Nezahrnuje v sebe cˇas potrebny´ na nacˇ´ıtanie klasifika´tora a ani cˇas na vykreslenie detekci´ı.
V tejto cˇasti je pop´ısane´ testovanie klasifika´torov na zistenie pocˇtu prehl’ada´vany´ch
okien v za´vislosti na nastaveniach detektora, kde posun vo vodorovnom a zvislom smere sa
vypocˇ´ıta:
dx = mx + sizeX/sx dy = my + sizeY/sy
kde: dx/dy — je posun vo vodorovnom/zvislom smere
mx/my — minima´lny posun v horizonta´lnom/vertika´lnom smere
sizeX/sizeY — aktua´lna sˇ´ırka/vy´sˇka okna klasifika´tora
sx/sy — hodnota urcˇuju´ca zmenu v za´vislosti na sˇ´ırke/vy´sˇke okna
ak sa rovna´ 0 je dx/dy rovne´ minx/miny
Detekovanie prebiehalo na 10 obra´zkoch o vel’kosti 600x450, na ktory´ch sa nacha´dzalo
spolu 33 tva´ri. Pricˇom kazˇda´ fotografia obsahovala od 1 do 9 osoˆb. Vy´sledky su´ zobrazene´
v tabul’ke 3.1, kde pocˇet okien uda´va hodnotu kol’kokra´t bol klasifika´tor prilozˇeny´ na dany´
obra´zok, p¯st uda´va priemerny´ pocˇet slaby´ch klasifika´torov, po ktory´ch doka´zal natre´novany´
silny´ klasifika´tor rozhodnu´t’ o danej oblasti a stlast uda´va kol’ko bolo taky´ch oblast´ı, ktore´
boli ohodnotene´ ako tva´rove´, tj. dosiahli toho, zˇe presˇli vsˇetky´mi stupnˇami klasifika´tora.
parametre pocˇet a02.xml a05.xml a1.xml a2.xml
mx my sx sy okien p¯st stlast p¯st stlast p¯st stlast p¯st stlast
1 1 10 10 1 107 980 4,69 445 2,73 426 1,74 209 1,36 169
1 1 20 20 3 318 070 4,81 1 444 2,81 1 345 1,78 705 1,36 513
1 1 0 0 26 969 540 5,47 14 908 3,25 13 412 2,02 7 367 1,47 5 099
2 2 0 0 6 753 480 5,46 3 693 3,25 3 358 2,02 1 830 1,48 1 311
5 5 0 0 1 090 920 5,45 577 3,25 534 2,03 305 1,47 208
Tabul’ka 3.1: Vy´sledky klasifika´torov r-WB-Haar-a02.xml, t-t-WB-Haar-a05.xml, t-t-WB-
Haar-a1.xml a t-t-WB-Haar-a2.xml
Testovanie na video sekvenciach pri vyuzˇ´ıvan´ı Particle filter nebolo uskutocˇnene´, ked’zˇe
uzˇ od pohl’adu bolo zrejme´, zˇe dany´ vy´sledok nedosahuje pozˇadovanu´ kvalitu. Pricˇom
existovali dve varianty. Prvou bolo vyuzˇit’ maly´ pocˇet (priblizˇne 100) cˇast´ıc. V tomto
pr´ıpade ale nebolo mozˇne´ nastavit’ parametre tak, aby doka´zali danu´ tva´r sledovat’ a uzˇ
po niekol’ky´ch sn´ımkoch sa cˇastice od tva´r´ı vzd’al’ovali. Druhou variantou, ktora´ pripadala
do u´vahy bolo pouzˇit’ va¨cˇsˇieho pocˇtu (priblizˇne 1000) cˇast´ıc. Nevy´hodou ale bolo, zˇe pri
vysˇsˇom pocˇte cˇast´ıc narastal aj cˇas, ktory´ potreboval detektor na vy´pocˇet novej detekcie,
ked’zˇe musel vyhodnotit’ va¨cˇsˇ´ı pocˇet cˇast´ıc. Narozdiel od presku´mavania cele´ho obrazu,
kde je priemerna´ doba vyhodnocovania do 6 slaby´ch klasifika´torov, sa cˇastice zdrzˇiavaju´
v tva´rovej oblasti a doba na vyhodnotenie je ovel’a va¨cˇsˇia. V pr´ıpade, zˇe sa vsˇetky vyberane´
cˇastice umiestnia v okol´ı tva´re moˆzˇe kazˇda´ cˇastica prejst’ cez vsˇetky´ch 1 000 stupnˇov. Ak
sa tis´ıc cˇast´ıc nacha´dza v oblasti tva´re a prejde cez 1 000 slaby´ch klasifika´torov dosta´vame
1 000 000 meran´ı na na´jdenie jednej tva´re, cˇo je z cˇasove´ho hl’adiska neprijatel’ne´.
24
Za´ver
Pra´ca sa zaoberala meto´dami vyhl’ada´vania tva´re v obraze so zameran´ım hlavne na meto´dy
vyuzˇ´ıvaju´ce klasifika´tory. V prvej cˇasti boli rozobrane´ su´cˇasne´ spoˆsoby tre´novania klasi-
fika´torov.
Dˇalˇs´ım ciel’om bolo vytvorenie syste´mu na detekovanie tva´r´ı, ktory´ by bol schopny´ pra-
covat’ v rea´lnom cˇase. Z testovania vyplynulo, zˇe tu´to u´lohu sa mi nepodarilo celkom splnit’,
ked’zˇe som si dal za ciel’ aby syste´m bol schopny´ pracovat’ s videom. Jediny´ pouzˇitel’ny´
spoˆsob ako pracovat’ s videom je precha´dzanie zakazˇdy´m cely´ch sn´ımkov, lebo implemen-
tovany´ postup, ktory´ mal vyuzˇ´ıvat’ informa´cie z predcha´dzaju´cich obrazov sa uka´zal ako
nevhodny´.
Do budu´cnosti je mozˇne´ vylepsˇit’ syste´m na monitorovanie pohybu tva´re. Napr´ıklad
pouzˇit´ım adaptabilne´ho algoritmu cˇasticove´ho filtru, ktory´ by na za´klade istoty na´jdenia
tva´re urcˇoval pocˇet cˇast´ıc. Dˇalej by bolo vhodne´ vytvorit’ aj graficke´ uzˇ´ıvatel’ske´ rozhranie.
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Dodatok A
Test klasifika´torov
dx – posun klasifika´tora v x-ovom smere, dy – posun klasifika´tora v y-ovom smere, sX –
aktua´lna sˇ´ırka klasifika´tora, sY – aktua´lna vy´sˇka klasifika´tora, t – cˇas, fp – false positve, fn –
false negative
r-WB-Haar-a02.xml threshold = 1
parametre
dx=1+sX/10 dx=1+sX/20 dx=1 dx=2 dx=5
dy=1+sY/10 dy=1+sY/20 dy=1 dy=2 dy=5
vel’kost’ t fp fn t fp fn t fp fn t fp fn t fp fn
800x600 0.41 0 5 1.17 2 3 9.8 8 2 2.56 2 2 0.44 0 4
700x525 0.24 0 2 0.69 1 3 5.99 5 1 1.55 1 3 0.27 1 3
600x450 0.13 0 3 0.38 0 1 3.19 1 1 0.82 0 1 0.15 0 3
500x375 0.09 0 5 0.24 0 5 1.93 1 3 0.49 0 5 0.09 0 7
t-t-WB-Haar-a05.xml threshold = 1
parametre
dx=1+sX/10 dx=1+sX/20 dx=1 dx=2 dx=5
dy=1+sY/10 dy=1+sY/20 dy=1 dy=2 dy=5
vel’kost’ t fp fn t fp fn t fp fn t fp fn t fp fn
800x600 0.3 0 2 0.87 3 2 7.04 11 2 1.84 4 2 0.33 2 4
700x525 0.16 0 1 0.47 1 1 3.96 4 1 1.04 2 1 0.18 0 3
600x450 0.08 0 3 0.22 0 0 1.89 1 1 0.49 0 0 0.09 0 3
500x375 0.05 0 6 0.14 0 4 1.16 1 4 0.3 0 5 0.06 0 10
t-t-WB-Haar-a1.xml threshold = 1
parametre
dx=1+sX/10 dx=1+sX/20 dx=1 dx=2 dx=5
dy=1+sY/10 dy=1+sY/20 dy=1 dy=2 dy=5
vel’kost’ t fp fn t fp fn t fp fn t fp fn t fp fn
800x600 0.16 0 2 0.46 1 2 3.88 4 2 1.01 2 2 0.19 0 3
700x525 0.1 0 0 0.28 1 0 2.31 1 1 0.61 1 0 0.12 0 3
600x450 0.05 0 2 0.15 1 2 1.16 1 2 0.3 1 2 0.06 0 5
500x375 0.04 0 7 0.09 0 6 0.7 0 5 0.18 0 6 0.03 0 12
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t-t-WB-Haar-a2.xml threshold = 1
parametre
dx=1+sX/10 dx=1+sX/20 dx=1 dx=2 dx=5
dy=1+sY/10 dy=1+sY/20 dy=1 dy=2 dy=5
vel’kost’ t fp fn t fp fn t fp fn t fp fn t fp fn
800x600 0.11 0 3 0.32 0 3 2.58 4 2 0.68 1 3 0.13 0 4
700x525 0.07 0 0 0.19 0 1 1.59 0 0 0.42 0 1 0.08 0 4
600x450 0.04 0 4 0.11 1 1 0.85 1 1 0.22 1 1 0.03 0 9
500x375 0.03 0 8 0.07 0 7 0.51 0 4 0.13 0 7 0.03 0 12
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