We study the existence problem for Novikov algebra structures on finite-dimensional Lie algebras. We show that a Lie algebra admitting a Novikov algebra is necessarily solvable. Conversely we present a 2-step solvable Lie algebra without any Novikov structure. We use extensions and classical r-matrices to construct Novikov structures on certain classes of solvable Lie algebras.
Introduction
A Novikov algebra is a special case of an LSA -a left-symmetric algebra. It was introduced in the study of Hamiltonian operators concerning integrability of certain nonlinear partial differential equations [1] . It also appears in connection with Poisson brackets of hydrodynamic type, operator Yang-Baxter equations [2] and vertex algebras [6] . In particular, Novikov algebras bijectively correspond to a special class of Lie conformal algebras. This shows the importance of Novikov algebras in theoretical physics. On the other hand these algebras arise also in differential geometry: since an LSA is a Lie-admissible algebra the commutator defines a Lie algebra. The existence question asks which Lie algebras can arise that way. This is a difficult question with a long history, see [4] . It is related to affinely flat manifolds and affine crystallographic groups. We pose here the existence question for Novikov structures. This question is easier than the existence question for LSA-structures. One reason is, that there are fewer Lie algebras admitting a Novikov structure than Lie algebras admitting an LSA-structure. In the first section we give some examples of Lie algebras admitting Novikov structures, such as low-dimensional filiform Lie algebras. We show that a Lie algebra admitting a Novikov structure has to be solvable. Then we give an example of a 2-step solvable Lie algebra not admitting any Novikov structure. In the second section we construct Novikov structures via classical r-matrices. The study of classical r-matrices was initiated in [11] . They arise also in the study of differential Lie algebras and Poisson brackets. In the third section we lift Novikov structures on an abelian Lie algebra a and on a Lie algebra b to certain extensions of b by a. This will be applied to prove the existence of affine and Novikov structures on several classes of solvable and nilpotent Lie algebras. For the proofs of some of the results we refer to our paper [5] .
Affine and Novikov structures
An algebra (A, ·) over k with product (x, y) → x · y is called left-symmetric algebra (LSA), if the product is left-symmetric, i.e., if the identity
is satisfied for all x, y, z ∈ A. The algebra is called Novikov, if in addition (x · y) · z = (x · z) · y is satisfied. We will always assume here that k is a field of characteristic zero. Denote by L(x), R(x) the right respectively left multiplication operator in the algebra (A, ·). Then an LSA is a Novikov algebra if the right multiplications commute:
It is well known that LSAs are Lie-admissible algebras: the commutator defines a Lie bracket. The associated Lie algebra then is said to admit a left-symmetric structure, or affine structure. Definition 2.1. An affine structure on a Lie algebra g over k is a left-symmetric product g × g → g satisfying
for all x, y, z ∈ g. If the product is Novikov, we say that g admits a Novikov structure.
Remark 2.
2. An affine structure on a Lie algebra g corresponds to a left-invariant affine structure on a connected, simply connected Lie group G with Lie algebra g. Such structures play an important role for affine crystallographic groups and affine manifolds. In general, a Lie algebra need not admit an affine structure. One may even find nilpotent Lie algebras which do not admit an affine structure, see [3] , [4] . On the other hand there are many classes of solvable and nilpotent Lie algebras which do admit an affine structure: every positively graded Lie algebra and every 2 and 3-step nilpotent Lie algebra admits an affine structure, see Proposition 4.7.
Let g be a Lie algebra. Denote the terms of the commutator series by g (1) = g, g (i+1) = [g (i) , g (i) ], and the terms of the lower central series by g 1 = g, g i+1 = [g, g i ]. A Lie algebra g is called p-step solvable if g (p+1) = 0. It is called p-step nilpotent, if g p+1 = 0. A filiform nilpotent Lie algebra is a p-step nilpotent Lie algebra of dimension n with p = n − 1.
In a Novikov algebra hold Jacobi-like identities: Lemma 2.3. Let (A, ·) be a Novikov algebra. Then the following two identities hold for all x, y, z ∈ A:
Proof. The first identity holds because we have
The second identity follows similarly.
The following result gives a necessary condition for the existence of Novikov structures. Proposition 2.4. Any finite-dimensional Lie algebra admitting a Novikov structure is solvable.
Proof. Assume that g admits a Novikov structure given by (x, y) → x · y. Without loss of generality k is algebraically closed. Denote by R(x) the right multiplication in the Novikov algebra A, i.e., R(x)(y) = y · x. The algebra A is called right-nilpotent if R A = {R(x) | x ∈ A} satisfies R n A = 0 for some n ≥ 1. Let I, J be two right-nilpotent ideals in A. Since [R(x), R(y)] = 0 the sum I + J is also a right-nilpotent ideal. Since A is finite-dimensional there exists a largest right-nilpotent ideal of A, denoted by N(A). Now N(A) is a complete left-symmetric algebra since its right multiplications are nilpotent. It is known that the Lie algebra of a complete LSA is solvable, see [10] . Hence the Lie algebra h of N(A) is solvable. On the other hand A/N(A) is a direct sum of fields. This was proved in [12] . It follows that the Lie algebra of A/N(A) is abelian. Hence g/h is abelian, and h is solvable. It follows that g is solvable.
Conversely, a solvable Lie algebra need not admit a Novikov structure in general, as we will see in proposition 2.6. Proposition 2.5. Let g be a finite-dimensional two-step nilpotent Lie algebra. Then g admits a Novikov structure.
Proof. It is well known that for x, y ∈ g the formula x · y = 1 2 [x, y] defines a left-symmetric structure on g. It satisfies x·(y ·z) = 0 for all x, y, z ∈ g. Hence the product is also Novikov.
Here is an example of a 2-step solvable Lie algebra without a Novikov structure.
Proposition 2.6. The following 2-step solvable Lie algebra does not admit any Novikov structure: let g be the free 4-step nilpotent Lie algebra on 2 generators x 1 and x 2 . Let (x 1 , . . . , x 8 ) be a basis and the Lie brackets as follows:
Proof. Suppose that g admits a Novikov product with left multiplications L(x). Then the right multiplications satisfy R(x) = L(x)−ad(x). Suppose the operators are given by L(x k ) = (x k ij ) i,j for k = 1, . . . , 8, with unknowns x k ij . The operators L(x) must satisfy the following conditions:
for all x, y ∈ g. These conditions are equivalent to a system of polynomial equations in the variables x k ij . In general, it is quite hard to solve such a system. But in our case, the condition
, ad(y)] = 0 yields linear equations in the entries of the operators L(x k ). They reduce the system of all equations to very few equations -which are contradictory. This can be verified by a simple computer calculation. Note that g admits an affine structure since it is positively graded. Proposition 2.7. Let g be a finite-dimensional Lie algebra which is the direct vector space sum g = a ⊕ b. Let (e 1 , . . . , e n ) be a basis of a and (f 1 , .
Then we obtain a Novikov structure on g by
,
The proof consists of a direct verification.
Then g admits a Novikov structure.
Proof. Let a = e 1 and b = f 1 , . . . , f m . Then Proposition 2.7 can be applied.
To give more examples of Novikov structures on Lie algebras we consider filiform Lie algebras of dimensions n ≤ 7. We use the classification list of [8] . Denote by g I (α) with α = 0 the family of filiform Lie algebras defined by
Proposition 2.9. All complex filiform Lie algebras of dimension n ≤ 7 different from g I (α) admit a Novikov structure. An algebra g I (α) admits a Novikov structure if and only if α = 1 10 .
Proof. The filiform Lie algebras of dimension n ≤ 5 have an abelian commutator algebra. Hence the claim follows by Corollary 2.8. All 6-dimensional filiform algebras can be written as
with parameters α 1 , α 2 , α 3 ∈ C. It is possible to construct a Novikov structure on these algebras via x i .x j = λ ij [x i , x j ] for i = j with certain scalars λ ij relative to our basis (x 1 , . . . , x 6 ). In general, of course, such a Novikov product need not exist, but for the above filiform algebras we can find such a structure:
The other products are equal to zero. One may easily verify this by hand, or by computer. Similarly one can write the 7-dimensional filiform algebras as
with parameters α 1 , α 2 , α 3 , α 4 . By computer calculations it is easy to see that these algebras admit a Novikov structure if and only if
This condition can be always satisfied except for the algebra g I (α), which is obtained by the choice α 1 = 1, α 2 = 0, α 3 = 0 and α 4 = α. We have a Novikov product on g I (α), α = 0, if and only if α = 1 10 .
Classical r-matrices and Novikov structures
Let g be a Lie algebra, u be a g-module and T : u → g be a linear map. Then we make u into an algebra by defining a skew-symmetric product [, ] T by 
This is equivalent to the fact, that T satisfies the classical Yang-Baxter equation (CYBE)
Remark 3.2. Let u = g be the adjoint module. Then we obtain the original definition of a classical r-matrix and the CYBE of [11] . The CYBE is given in that case by
If T is a solution of CYBE, we can use T to construct affine structures on Lie algebras. Theorem 3.3. Let g be a Lie algebra, u be a g-module and T : u → g be a linear map satisfying the CYBE. Then the product
is left-symmetric. Hence u T = (u, [ , ] T ) is a Lie algebra. Then u T admits an affine structure, and T : u T → g is a Lie algebra homomorphism.
Proof. We will show that the above product is left-symmetric. Then the commutator
Using the fact that u is a g-module and (3) we obtain In fact, the Lie brackets of u T are given by
Example 3.6. Let g = sl 2 (C) and u be the natural g-module with basis (v 0 , v 1 ), i.e., with
Then, for all c 1 , c 2 ∈ C,
We have T (v 0 ) = c 2 y + c 1 h and T (v 1 ) = c 1 y, so that
Hence we have u T ∼ = C 2 for c 1 = 0 and u T ∼ = r 2 (C) otherwise. 
In other words, T ′ also satisfies CYBE. Hence (u, [ , ] T ) and (u ′ , [ , ] T ′ ) are Lie algebras, and Hence (g, g L , id) is a Yang-Baxter-triple for g, i.e., any affine structure on a Lie algebra arises from a Yang-Baxter triple. The following proposition shows how to construct Yang-Baxtertriples in certain cases. Proposition 3.8. Let g be a Lie algebra with basis (x 1 , . . . , x n ), u be a g-module with basis (u 1 , . . . , u n ). Fix ℓ, k ∈ {1, . . . , m} to define a linear map T : u → g by
Assume that T (x k .u j ) = 0 for all j = 1, . . . , m. Then T satisfies (3) and (5), and hence defines a Novikov structure on u T by u i • u j = T (u i ).u j . The Lie bracket on u T is given by
Proof. We have to verify the following two conditions:
For the first identity, suppose that j = ℓ. Then T (u j ) = 0. Since T (u i ) = x k for i = ℓ, T (u i ) = 0 for i = ℓ and T (x k .u j ) = 0 by assumption, we have T (T (u i ).u j ) = 0, and the claim follows. Now suppose that j = ℓ. We have to show that T (T (u i ).u ℓ ) = [T (u i ), x k ]. For i = ℓ both sides are equal to zero. If i = ℓ, then T (u i ) = 0 and the equation reduces to T (−x k .u i ) = 0, which is true by assumption.
To show the second identity, assume that i = ℓ. Then both sides are equal to zero. The other case, i = ℓ is also clear.
Example 3.9. Let g = sl 2 (C) and u = V (2) be the natural module, see example 3.6. We change the notation according to the above proposition: let (x 1 , x 2 , We want to mention also the following well known construction, see [7] . Define the commutative and associative product for A by .
Construction of Novikov structures via extensions
In the following we will consider Lie algebras g which are an extension of a Lie algebra b by an abelian Lie algebra a. Hence we have a short exact sequence of Lie algebras
Since a is abelian, there exists a natural b-module structure on a. We denote the action of b on a by (x, a) → ϕ(x)a, where ϕ : b → End(a) is the corresponding Lie algebra representation. We have
for all x, y ∈ b. Let Ω ∈ Z 2 (b, a) be a 2-cocycle. This means that Ω : b × b → a is a skew-symmetric bilinear map satisfying We obtain a Lie bracket on g = a × b by
for a, b ∈ a and x, y ∈ b. As a special case we obtain the 2-step solvable Lie algebras as extensions of two abelian Lie algebras a and b. Now we want to construct affine structures on Lie algebras g which are an extension of a Lie algebra b by an abelian Lie algebra a. Assume that g = (a, b, ϕ, Ω) is an extension with the above data. Suppose that we have already an LSA-product (a, b) → a · b on a and an LSA-product (x, y) → x · y on b. Since a is abelian, the LSA-product on a is commutative and associative. Hence it defines also a Novikov structure on a. We want to lift these LSA-products to g.
Consider
where ω is a bilinear map and ϕ 1 , ϕ 2 are Lie algebra representations. We will define a bilinear product g × g → g by
It is straightforward to check the conditions for this product to be left-symmetric or Novikov, see [5] . The result is:
Proposition 4.1. The above product defines a left-symmetric structure on g if and only if the following conditions hold:
ω(x, y) − ω(y, x) = Ω(x, y) (10)
a · ω(y, z) + ϕ 1 (y · z)a = ϕ 2 (y)ϕ 1 (z)a − ϕ 1 (z)ϕ(y)a (13) Proposition 4.2. The product (9) defines a Novikov structure on g if and only if the conditions for a left-symmetric structure are satisfied, and in addition the following conditions hold:
If b is also abelian, then the Lie algebra g is two-step solvable. We say that the LSA-products on a and b are trivial if a · b = x · y = 0 for all a, b ∈ a and x, y ∈ b. 
It defines a Novikov structure on g if in addition
In particular, if ϕ 1 = 0, the product defines a Novikov structure on g if and only if it defines a left-symmetric structure on g. 
If b admits an LSA-product then g also admits an LSA-product. If b admits a Novikov product (x, y) → x · y such that ϕ(x · y) = 0 for all x, y ∈ b then also g admits a Novikov product.
Proof. Because the short exact sequence is split, the 2-cocycle Ω in the Lie bracket of g is trivial, i.e., Ω(x, y) = 0. Let a · b = 0 be the trivial product on a and take ϕ 1 = 0, ω(x, y) = 0. Assume that (x, y) → x · y is an LSA-product. Then all conditions of Proposition 4.1 are satisfied. Hence (9) defines an LSA-product on g, given by
Assume that the product on b is Novikov. Then the product on g will be Novikov if and only if the conditions of Proposition 4.2 are satisfied. In this case, only condition (18) remains, which says ϕ(x · y) = 0. It is easy to see that the conditions of corollary 4.3 are satisfied. Note that any product ϕ i (x)ϕ j (y) = 0 for 1 ≤ i, j ≤ 2 and x, y ∈ b. We can write down the resulting Novikov structure on g explicitely. It is given by (9) ; the non-zero products are given by
Proposition 4.6. Let g = (a, b, ϕ, Ω) be a two-step solvable Lie algebra. If there exists an e ∈ b such that ϕ(e) ∈ End(a) is an isomorphism, then g admits a Novikov structure. In fact, in that case (9) defines a Novikov product, where ϕ 1 = 0, ϕ 2 = ϕ, the product on a and b is trivial, and ω(x, y) = ϕ(e) −1 ϕ(x)Ω(e, y) Proof. We have to show that the conditions of corollary 4.3 are satisfied. Applying ϕ(e) −1 to (7) with z = e it follows Ω(x, y) − ϕ(e) −1 ϕ(x)Ω(e, y) + ϕ(e) −1 ϕ(y)Ω(e, x) = 0. This just means that Ω(x, y) = ω(x, y) − ω(y, x). Hence the product defines a left-symmetric structure. Since ϕ 1 = 0 the structure is also Novikov.
We note that we can obtain by proposition 4.1 a new proof of Scheuneman's result (see [9] ): Proposition 4.7. Any three-step nilpotent Lie algebra admits an LSA structure.
More generally we have shown [5] : Proposition 4.8. Let g be a 2-step solvable Lie algebra with g r = g 4 for all r ≥ 5. Then g admits a complete left symmetric structure.
It is natural to ask whether any 3-step nilpotent Lie algebra admits a Novikov structure. We have shown in [5] that all 3-step nilpotent Lie algebras with 2 or 3 generators admit a Novikov structure. In general however, a Novikov structure may not exist on a 3-step nilpotent Lie algebra.
