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Abstract
The migration of financial betting to prediction market exchanges in the last 5 years has facilitated the creation of contracts that do not correspond to a security traded on a traditional exchange. The most popular of these have been binary options on the closing value of Dow Jones Industrial Average (DJIA). Prices of these options imply expectations of volatility over the very short term, and they can be used to construct an index that has significant incremental predictive power, even after controlling for multiple lags of realized volatility and implied volatility from longer-term options. The index also has significant incremental power in predicting volatility over the next day, week, or month and in predicting trending or mean reversal in the level of the DJIA.
Price Discovery Among the Punters: Using Financial Betting Markets to Predict Intraday Volatility
The United Kingdom's tax on stock exchange and futures transactions has encouraged the development of financial betting as an alternative for short-term speculators.
Traditionally, most financial bets corresponded directly to a security traded on a traditional exchange, and thus academic interest in financial betting has typically focused on taxation issues. 1 In the last 5 years, however, the migration of financial betting to prediction market exchanges such as Tradesports and Betfair has facilitated bets that do not correspond to an existing future or option. The most popular of these by far are binary options on daily or, more recently, hourly values of the Dow Jones Industrial Average (DJIA).
This paper studies Tradesports' DJIA daily and intraday binary options, which expire at $10 if the DJIA is up or down by a specified number of points at a specified time, and $0 otherwise. As with all options, traders' valuations of these options imply expectations of future volatility. But whereas the value of DJIA options traded on
Chicago Board of Trade (CBOT) or the Chicago Board Options Exchange (CBOE)
depend on volatility to an expiry date that is usually at least a few weeks away, the value of Tradesports' options depend on volatility over the next few hours. I construct a measure of intraday implied volatility from the Tradesports options, and find that this measure is both a reasonably accurate predictor of realized volatility over the next few hours and adds a considerable amount of predictive power to a model that includes both 1 See, for example, Paton, Siegel, and Williams (2002) . The most common financial bet is a contract for differences (CFD), which functions like a futures contract (the payment on settlement depends on the difference between the underlying index at a specified time and the contracted price). Financial betting firms quote bid and ask prices for CFDs using current futures market prices, and usually immediately hedge bets in these markets.
multiple lags of realized volatility and implied volatility from CBOE options. This new measure of intraday implied volatility also appears to be a useful input into a model predicting longer-horizon volatility and persistence or mean reversion in DJIA levels.
The fact that meaningful price discovery is occurring in the Tradesports financial options markets may be surprising to some readers. One possible reason for the surprise is that the literature on prediction markets and other non-traditional exchanges has focused on markets on political events such as the Iowa Electronic Markets (Forsythe, et. al. 1992) , and these markets have often been fairly illiquid. From 1992 to 2000, the most liquid political prediction markets were the Iowa markets on Presidential election winners, which averaged $13,000 in monthly trading volume . and/or other assets) accounting for another 12 percent (Table 1) . In contrast, contracts on elections accounted for only 5 percent and contracts on other political or economic events (e.g., geopolitical, macroeconomic, legal) accounted for less than 2 percent. The exceptions I am aware of are Tetlock (2004) , who analyzes the comparative efficiency of Tradesports' financial and sports markets, Wolfers and Zitzewitz (2004, Table 4 ) who examine the efficiency of long-horizon contracts on the S&P 500, and Berg, Neumann, and Reitz (2005) who analyze pre-IPO markets run to estimate the value of Google. Tetlock is discussed more below. 3 Markets on sporting events, particularly football, baseball, and basketball, account for almost all of the remaining 57 percent.
Indeed, a comparison of the volume of Tradesports options to volumes on the CBOT and CBOE reveals that Tradesports volumes have grown to the point where they are almost within an order of magnitude of volumes on the "real" options exchanges, at least by the second half of the sample period. Table 2 reports monthly volumes for the Tradesports daily DJIA binary options, for CBOT DJIA futures and options on futures, and for CBOE DJIA options. In terms of the number of contracts traded, the Tradesports markets have volumes that are comparable to the CBOT futures and are larger than either the CBOE or CBOT options markets. The economic size of the Tradesports contracts is smaller, however. While the notional value of a binary option is not well defined (since the derivative of its value with respect to the underlying is either zero or infinite), one can approximate the economic size of the risk transfer embodied by these contracts with the standard deviation of their daily change in value time the square root of their average holding period in days. 4 Doing so reveals that while CBOT futures volumes exceed
Tradesports by a factor of about 191, CBOT and CBOE options volumes do so by factors of only 14 and 26, respectively.
The literature on political markets has found that despite their relatively low volumes, the markets provide prices that are reasonably efficient. Wolfers and Zitzewitz (2006a) provide a theoretical justification for why binary option prices should approximate the mean of market participants' beliefs, and , , Tetlock (2004) , and Zitzewitz (2004, 2006b) provide some empirical evidence that prices are good predictors of expiry values in practice. Past studies have also found that changes in political market prices help explain changes in the prices of affected assets. Slemrod and Greimel (1999) find that movements in the probability of the nomination of flat-tax-advocate Steve Forbes in 1996
were reflected in the prices of municipal bonds. Wolfers and Zitzewitz (2005) likewise find that changes in the probability of war with Iraq accounted for a large share of prewar volatility in oil and equity markets. Knight (2006) finds that changes in the probability of a Bush victory in 2000 differently affected the value of "Bush" and "Gore" stocks. Snowberg, Wolfers, and Zitzewitz (2007) use high frequency data from Election night 2004 to show that election news was incorporated promptly into stock, bond, and oil futures.
In each of these examples, the existence of a prediction market measuring the probability of a particular event helps market participants understand the source of changes in asset prices affected by that event. Understanding the source of market movements can be a useful input into a trading strategy. For example, if one believes that the stock market is overreacting to the risk of war in Iraq, a stock market decline accompanied by an increase in the probability of war might lead one to buy. But normally the prediction market price does not imply a trading strategy on its own.
Indeed, Wolfers and Zitzewitz (2005) and Snowberg, Wolfers, and Zitzewitz (2007) find that political news was incorporated more rapidly in financial markets than into prediction markets, a fact which would frustrate attempts to trade financial markets using prediction market price movements. In contrast, this paper's results about intraday implied volatility being predictive of mean reversion in DJIA levels imply that prediction market prices can be used to both understand contemporaneous market movements and to predict future ones.
The remainder of the paper is organized as follows. The next section provides institutional background on the Tradesports DJIA markets, along with some tests of their efficiency. The following section discusses the construction of an implied volatility measure from the binary option prices, and tests whether this measure adds to existing models predicting high frequency volatility. A discussion follows.
The Tradesports DJIA Markets
The data for this project consist of every trade in Tradesports' daily and intraday DJIA (Table 3) .
Participants trade at prices ranging from 0 to 100 percentage points. The minimum tick size declined from 1.0 to 0.1 percentage points about halfway through the sample period (September 13, 2004) . Each percentage point represents 10 cents of contract value, so purchasing an option at 60 (or $6) yields a position that will yield a profit of either +$4 or -$6 on expiry. Traders can take either long or short positions in these options, and they must maintain account balances with the exchange sufficient to cover their worst-case losses. Traders place limit orders and can observe the 5-15 best priced outstanding orders on each side. If they choose, they can place a "market" order by entering a limit price at or above/below the current best ask/bid.
The exchange does not take positions, but instead charges fees on each trade and on contract expiry. These fees declined during the sample period. At the beginning of the sample, Tradesports charged both buyer and seller a fee of 4 cents (0.4 percentage points) per trade and charged an expiry fee of 4 cents on open positions. Therefore, a trader taking a position and holding it to expiry would have paid total fees of 8 cents per contract. In September 2004, trading fees were reduced to 2 cents for contracts with prices less than 5 or greater than 95, and in November 2004, trading fees were eliminated for limit orders that were not immediately filled.
One or more traders usually plays the role of a market maker, submitting simultaneous bid and ask prices that are usually separated by 2 to 5 percentage points (i.e., by 20 to 50 cents per contract). In the DJIA markets, there are reportedly 30-40 traders who trade regularly using an application programming interface (API). These traders have trading algorithms that observe recent market movements using a real-time data feed, calculate estimates of the options' value, and then submit orders based on differences between their estimate of value and existing orders. They currently account for over 95 percent of orders on the exchange; a majority of these are limit orders that are not immediately matched with an existing order. Prices on Tradesports can therefore be viewed as an aggregation of information from these traders' pricing models along with the beliefs of non-programmatic traders, most of whom trade by hand using the exchange's website.
For most traders, it is difficult to imagine a "liquidity" motive for trading binary options that expire in a few hours. 6 Therefore, it seems reasonable to assume that traders are motivated by a combination of entertainment seeking and a belief that they are differentially informed. Of course, given that profits from trading these contracts must sum to zero before fees, the latter belief must be mistaken, at least on average. Table 4 reports average prices by time to expiry and moneyness, as measured by the log difference between their strike price and the most recent CBOT futures price, corrected for the spot-futures difference. 7 To make prices easier to interpret, prices and expiry values for contracts with a bearish frame (i.e., "will the DJIA close below X") are replaced with the implied data for the complementary bullishly framed contract. 8 As one would expect, prices of in-the-money (out-of-the-money) options are higher (lower) closer to expiry. purchased in-the-money and negative returns when purchased out-of-the-money. 9 A similar pattern, albeit a weaker one, exists in the expiry returns of the 4 PM contracts.
It is not uncommon for the implied volatility of traditional options to slightly overestimate future realized volatility (Day and Lewis, 1992; Canina and Figlewski, 1993) , and these return patterns suggest that the Tradesports markets are no exception.
The time-unadjusted implied volatility of binary options can be calculated as IVT = ln(s -
where s is the current spot price, k is the strike price, p is the binary option price (scaled 0 to 1), and Ф -1 is the inverse of the standard normal cumulative distribution function. Implied volatility is best measured for options that are neither very close nor very far from the money. For both close-to-the-money and far-from-the-money options, the derivative of IVT with respect to price is high, and thus IVT is very sensitive to errors in prices (due to, e.g., bid-ask bounce or any timing lag between the option and prior DJIA futures trade used to calculate s). The standard errors used for calculating significance are adjusted for heteroskedasticity and for return correlations (of any form) within expiry day. This adjustment was done using the "cluster" option in Stata, which is based on Froot (1989) . Since all trades of a given contract have the same expiry day, this also adjusts for the use of multiple observations of the same contract. All other regression analyses in this paper that use multiple observations from the same contract or expiry day make similar adjustments.
been found for longer-term options, implied volatities are higher for deeper out-of-themoney than near-the-money options, especially close to expiry. This steepening "volatility smile" is consistent with higher kurtosis in actual future DJIA changes.
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Likewise, the absence of a "volatility smirk" (i.e., an asymmetry in the IV-moneyness relationship) is consistent with a lack of skewness in realized volatility.
Tables 7 and 8 directly test market efficiency by attempting to predict returns to expiry using variables known at the time of an options trade. In Table 7 , I replicate the most common test of binary option market efficiency by testing whether price alone predicts returns. Given the evidence in 10 Some of the kurtosis reported in Table 6 results from the aggregations of observations with slightly different times to expiry. However, the conclusion that expected kurtosis to expiry increases as expiry gets closer is robust to eliminating this aggregation. 11 Specifically, for each pair of (European) put or call options with the same expiry date and adjacent strike prices, I calculate the future value of a bullish spread position paying between 0 and 1 as e rτ (mid 0 -mid 1 )/(strike 1 -strike 0 ), where r is the risk-free rate, τ is time to expiry, mid is the bid-ask midpoint of the call option (or the implied call option using put-call parity) and option 0 is the one with the lower strike price. I do not mix puts and calls in constructing these spreads. Unlike true binary options, these spread positions do occasionally have values at expiry between 0 and 1 (i.e., when the underlying is between strike 1 and strike 0 at expiry). Daily option price data are taken from Optionmetrics' Ivy DB for the September 1997 to June 2005. Like all other regressions in the paper, standard errors adjust for clustering of returns within expiry day (and thus within contract as well). To insure the independence of returns for observations with different expiry days, only options 0 to 30 days from expiry were included in the sample. To avoid distortions due to minimum tick sizes, spreads whose values are less than 0.01 or greater than 0.99 are dropped from the sample (using different cutoffs, such as 0.1 and 0.9, does not materially affect the results). for all subsamples of the data examined in Table 7 .
The regressions in Table 8 add control variables to better understand the source of the return predictabilities. Regressions predicting returns to expiry using price alone find a positive relationship and that this relationship gets stronger once the price change from the last tick is added to control for bid-ask bounce. It survives adding a control for whether the contract is bearishly framed, but not adding a control for moneyness. In-themoney contracts are more profitable to purchase than out-of-the-money contracts, whether or not one conditions on price.
Returns could be predicted by moneyness for a variety of reasons. First, prices could be underreacting to recent changes in the DJIA, perhaps due to some traders observing the changes with a lag. Second, prices could underreflect the futures-spot difference if some traders were comparing DJIA futures prices with the prior-day spot close without adjusting for the spot-futures difference. Third, traders may be overestimating future volatility. I test for the first two issues by adding controls for recent DJIA futures movements and for the spot-futures difference used for that day (calculated as described in footnote 6). The results suggest that Tradesports prices do not under reflect recent market movements but do under reflect the spot-futures difference, and that this explains much of the predictive power of moneyness.
To examine the third issue, I add a measure of realized volatility over the last 24 trading hours and an interaction of realized volatility with moneyness. The realized volatility measure is the square root of the sum of squared minute-by-minute log changes in the DJIA futures between now and 24 trading hours ago (i.e., the same calendar time on the most recent trading day). For simplicity, I include squared log futures changes with gaps between observations that are longer than one minute without any weighting to compensate for the additional noise in these observations of underlying volatility. 14 This measure has a mean of 0.70 percentage points and a standard deviation of 0.17, so the coefficients in Table 8 imply that moneyness is partially correlated with positive binary option returns, albeit to a lesser extent when recent volatility has been high. 15 This suggests that in addition to slightly overestimating future volatility on average, the Tradesports binary options prices also under react to recent changes in volatility.
Constructing an intraday implied volatility measure
The results in the prior section suggest that while the Tradesports binary option markets are not perfectly efficient, they do not appear less efficiently priced than analogous spreads constructed from CBOE options markets. This is especially true of the more liquid 4-PM-expiry markets. Given this, constructing an intraday implied volatility measure with Tradesports' options prices seems a reasonable undertaking. This section describes the construction of such a measure, and then provides some tests of its predictive power. In describing the construction of the index, I focus on the more liquid 4-PM-expiry options, but also construct and test implied volatility measures for the earlier expiry times.
My goal in this section is more to demonstrate the existence of a useful intraday volatility measure than to find the optimal one. To some extent these goals conflict, as fine tuning the measure might raise reader concerns of data snooping, even if all testing is done out of sample. Given this, I will attempt to keep the design of the measure simple, at the cost, of course, of leaving open the possibility that it might be subsequently refined.
The first design choice one faces in constructing an implied volatility measure is whether to rely on a parametric distributional assumption about future returns or to construct a so-called "model-free" measure (Britten-Jones and Neuberger, 2000; Jiang and Tian, 2005) . A model-free measure of implied volatility is constructed by combining options at different strike prices to construct a position with payoff proportional to the square of the log difference between the current value of the underlying and its value on expiry. The CBOE's (2003) redesigned VIX index of longer-horizon implied volatility takes the "model-free" approach, whereas the original VIX (described in Whaley, 1993) did not. The new VIX begins by "buying" the first out-of-the-money call and put on either side of the current value of the underlying. This yields a position with a V-shaped payoff (i.e. a payoff that is roughly proportional to the absolute log difference between the current value of the underlying index and its value on expiry). Further out-of-themoney calls and puts are then added to the index to give the position an approximately parabolic shape (i.e., so that its payoff is proportional to the square of this log difference).
This approach was considered but rejected for two reasons. The first reason is that the distance between strike prices, relative to the expected volatility over the life of which makes the volatility measure sensitive to any pricing errors for these options, which are usually the most thinly traded.
Given these issues, I take an older approach of constructing an average of the volatility implied by individual binary options trades, assuming that future returns are expected to be (conditionally) log-normally distributed. Given this, a second design choice is how to weight the implied volatilities of different options. Latane and Rendelmen (1976) suggest weighting options by their vegas (the derivative of their Black-Scholes (1973) value with respect to volatility), the inverse of which is sensitivity of implied volatility to option price measurement error. For standard options, vega is highest for at-the-money options, which also happen to be the most liquid. For binary options, assuming log normally distributed future returns, vega is maximized (and thus sensitivity to pricing errors is minimized) for options that are one standard deviation of returns to expiry from the money, which corresponds to prices of 0.16 or 0.84. 16 In contrast, the sensitivity of IVT = m/Φ -1 (p) to measurement in moneyness is maximized as |z| approaches infinity. This implies that measurements of IVT from options with |z| > 1 would be least subject to the combination of price and moneyness measurement error.
Unfortunately, these options are less frequently traded than at-the-money options. Tables 9 and 10 hours, although of course the third is more noisy than the first two. For simplicity and to avoid using a non-monotonic function, I use the average sum of squared minute-byminute changes during the entire sample as an estimate of σ(τ).
18 Table 9 examines how the predictive power of the implied volatility of a binary option varies with its z score. Each observation is an options trade in a given time window. The IVT from that trade is used to predict future realized volatility from the time of the trade to 4 PM, and the coefficient on IVT and constant term are allowed to vary with the absolute value of the option's z-score. (French, Schwert, and Stambaugh, 1987 also derived this measure for the AR(1) case). The AR(1) coefficient for minute-by-minute changes in the DJIA future is about -0.06. The Hanson-Lunde correction therefore lowers realized variance by about 6 percent. Higher-order autocorrelation in the DJIA futures data is minimal; so making the correction allowing for more lags yields very similar results. 18 All results that follow are qualitatively similar if one uses the more conventional σ(τ) = σ*τ ½ .
In general, coefficients are higher for options with z scores between 0.5 and 2 and lower for options outside this range. While the results suggest one might want to differentially weight options based on their z score, for simplicity and to prevent the possible introduction of a data snooping bias, I will use equal weights for all options with z scores between 0.5 and 2 and exclude all other observations of IVT.
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I can now specify the procedure I use to calculate an implied volatility index:
1. I estimate a σ(τ) for each different expiry time (e.g., 4 PM) as the square root of the sum of squared minute-by-minute log futures changes between τ and the time of expiry over the entire sample period.
2. For the time at which I am interested in calculating implied volatility, I
calculate IVT using up to the last N options trades that had z-score between 0.5 and 2. Table 12 presents regressions that predict future realized volatility using the IVT index and more conventional predictors. Each observation consists of the most recent value of each predictor at the end of a 15 minute period and the future realized volatility (sum of squared minute-by-minute log futures changes) between that time and expiry. The results suggest that IVTs from the 4 PM expiry markets have significantly more predictive power than those from the 10 AM and 1 PM markets. IVT also has significant incremental predictive power in regressions that include only predictions from a particular time of day forward, especially in the afternoon. Table 13 presents robustness tests of the results for the 4-PM-expiry IVT. The first set of specifications add additional predictors of volatility. Andersen, et. al. (2003) find that predictions of GARCH and other models have little additional predictive power after multiple lags of high-frequency realized volatility are controlled for. Given this finding, I begin by adding additional controls for lagged hourly and daily realized volatility. Doing so reduces the incremental predictive power of the IVT index, but not to the point where it is statistically insignificant. Adding additional lags of the VXD index or fixed effects for the exact minute of the day (which would control for issues arising from the construction of σ(τ)) does not materially affect the results. I also examine the effect of making different choices in the construction of the IVT index.
Using only the most recent observation of IVT does reduce the indexes predictive power, which is unsurprising given the microstructural noise that was apparent in Table 8 .
Switching from equal to vega-weighting the options has essentially no effect. Replacing σ(τ) with the more standard τ = 0.5 increases the incremental predictive power of IVT.
Intuitively, this is because doing so gives IVT credit for predicting the fact that volatility varies by time of day, which is arguably inappropriate. from minute t + 1 to minute t + k + 1 using returns from minute t -k to minute t for different time horizons k. Each minute is divided into quintiles based on the within minute-of-the-day ranking of the three measures of volatility (IVT, VXD, and lagged 24-hour realized volatility). The persistence coefficients for that minute are then compared for high and low volatility time periods.
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As has been found elsewhere (CITE) for longer frequencies, futures movements are more persistent when (expected future or past) volatility is low. For time horizons of 30 or 60 minutes, IVT is the best of the three measures at predicting high or low persistence. Given the low trading costs for the DJIA futures (typical bid-ask spreads during regular trading hours are about a basis point), the return predictabilities shown in Table 15 are large enough to allow for (modest) trading profits, even after transaction costs.
Discussion
Despite volumes that are beginning to approach those on regulated exchanges, financial prediction markets have received much less academic attention than their political counterparts. This is despite the fact that most financial prediction market trading is in securities that are not redundant. This paper's results suggest that the prices of these securities are roughly efficient and that they contain information about future volatility that is not available in more conventional predictors.
The utility of these markets is perhaps surprising given that at many participants can probably be best thought of as noise traders. The presence of these noise traders has encouraged the entry of many sophisticated traders who use proprietary models for predicting future intraday volatility. The aggregation of these models, together with the information content of the other participants' trading, yields prices that contain significant incremental predictive power. This incremental predictive power is present despite the fact that the markets do not appear to be perfectly efficient. In particular, like prediction markets in other domains, they appear to suffer from overestimation of future volatility that gives rise to a favorite-longshot bias.
The utility of financial prediction markets in predicting intraday volatility is arguably suggestive of their wider utility in quantifying factors affecting the value of traditional financial market assets. Slemrod and Griemel (1999) Moneyness at time of binary options trade (spot less strike price, in basis points)
Notes: Volumes are the total number of contracts traded, in thousands. Contracts with 10 AM and 1 PM expiry times were only traded during the dates reported above. Trading in contracts of all expiry times usually begins slightly after the opening of the CBOT futures market at 8 PM ET on the prior day. Moneyness is defined as the log difference between the strike price of the option and the most recent trade price in the near-month CBOT DJIA future (adjusted for the future-spot difference using the method described in footnote 7). Notes: Prices are reported in percentage points (these contracts expire at either $0 or $10, so one percentage point represents 10 cents). Moneyness is defined as the log difference between the strike price of the option and the most recent trade price in the near-month CBOT DJIA future (adjusted for the future-spot difference using the method described in footnote 7). For consistency, options are redefined to have a "bullish" frame, so if an option that pays if the DJIA closes below X trades at 40, this is considered to be a trade at 60 of an option that pays if the DJIA closes above X. 4.9** 3.1 0.2 10 to 11 AM 0.0 -0.1 -1.6 1.6 -0.3 4.6*** 0.5 11 AM to Noon 0.7 -0.4 -0.2 1.1 1.0 2.9 0.7 Noon to 1 PM -1.4 -1.2 -0.1 1.6 4.7** 5.8*** 1.3 1 to 2 PM -1.6 -1.4 0.7 0.8 -2.5 -0.5 -0.3 2 to 3 PM -0.3 -2.5* -2.3 2.6 1.4 0.6 -0.1 3 to 4 PM 0.6 -0.6 -4.6*** 0.2 3.4** 2.0*** -1.6 Total -0.8 -1.3 -2.6 1.0 1.8 2.5** -0.4
Moneyness at time of binary options trade (most recent DJIA spot less strike price, in basis points)
Notes: Returns are defined as the percentage point difference between transaction and expiry prices. Moneyness is defined as the log difference between the strike price of the option and the most recent trade price in the near-month CBOT DJIA future (adjusted for the future-spot difference using the method described in footnote 6). All options are redefined to have a "bullish" frame as in Table 4 . Returns that are statistically significantly different from zero at the (twotailed) 10, 5, and 1 percent level are indicated by *, **, and ***, respectively. Significance is calculated using standard errors that adjust for clustering within contract and trading day (see footnote 8 in the text for details). Notes: Time-unadjusted implied volatility is defined as m/Φ^-1(p), where m is the moneyness of the binary option, p is its price (scaled 0 to 1) and Φ^-1 is the inverse of the standard normal cumulative distribution function. Moneyness is defined as the log difference between the strike price of the option and the most recent trade price in the near-month CBOT DJIA future (adjusted for the future-spot difference using the method described in footnote 7). All options are redefined to have a "bullish" frame as in Tables 3-5 . Moneyness and implied volatility are expressed in basis points; the average level of the DJIA during the sample period was 10,350, so one basis point equals roughly one DJIA point.
Moneyness at time of binary options trade (spot less strike price, in basis points)
Implied volatility Future market movements Change in log DJIA to expiry time (basis points) points) ) Price = 0 to 9.9 -0.7*** -1.5** -1.1** -1.2*** -0.2 -1.3 -1.0*** -0.4 (0.2) (0.6) (0.6) (0.4) (0.5) (1.5) (0.3) (1.2) Price = 10 to 19.9 -1.1** -3.6*** -0.6 -1.6 0.3 -8.8*** -2.1** 0.6 (0.6) (1.2) (1.3) (1.0) (0.9) (2.5) (0.9) (2.6) Price = 20 to 29.9 -0.7 -5.1*** -0.4 -1.8 0.3 -3.4 -2.0 1.5 (0.9) (1.7) (1.6) (1.3) (1.1) (4.5) (1.5) (3.3) Price = 30 to 39.9 -0.2 -4.7** -1.4 -2.4* -0.2 3.0 -1.2 3.2 (1.0) (2.2) (1.8) (1.5) (1.3) (3.2) (1.4) (3.9) Price = 40 to 49.9 -1.1 -3.8 -0.6 -1.5 1.9 -8.9** -2.4*** 3.6 (0.8) (2.3) (2.0) (1.7) (1.5) (3.5) (0.9) (4.1) Price = 50 to 59.9 0.8 1.4 0.5 0.7 4.3*** 29.2*** -1.7** 4.3 (1.3) (2.5) (2.0) (1.7) (1.6) (7.4) (0.7) (4.1) Price = 60 to 69.9 1.6 6.3*** 0.7 2.3 5.0*** 16.0* -0.9 4.2 (1.0) (2.3) (1.9) (1.6) (1.6) (9.3) (0.9) (3.7) Price = 70 to 79.9 2.5*** 3.6* 0.2 1.3 4.2*** 2.0 1.3 4.4 (0.8) (2.1) (1.7) (1.4) (1.4) (9.7) (1.0) (3.3) Price = 80 to 89.9 1.2* 0.8 -0.2 0.2 2.5** 2.5 0.2 5.2*** (0.7) (1.9) (1.4) (1.2) (1.2) (8.2) (0.9) (1.9) Price = 90 to 99.9 0.4 0.3 -0.4 -0.2 0.8 1.9 -0.1 2.5** (0.3) (0.9) (0.8) (0.6) (0.6) (2.3) (0.5) (1.2) Panel B. Linear regression (dependent variable = returns to expiry (in percentage points)) Price = 50 to 99.9 2.0** 6.2*** 1.0 2.6*** 1.3* 19.0** 1.0 1.5 (0.8) (1.5) (1.0) (0.8) (0.8) (8.1) (0.6) (1.9) Constant -0.8* -3.7*** -0.8 -1.7 2.2*** -4.0*** -1.8*** 1.4 (0.4) (1.4) (1.3) (1.1) (0.8) (1.2) (0.6) (2.4) Panel C. Probit regression (dependent variable = contract expires at 100) Φ^-1(Price)
1.052*** 1.131*** Notes: the table analyzes two types of contracts --binary options traded on Tradesports, and spreads constructed using CBOE DJIA options with consecutive strike prices that approximate binary-options (see footnote 11 for details on how these spreads were constructed). The first two panels present regressions of returns-to-expiry on indicator variables for whether price falls into certain ranges. The third panel presents probit regressions of an indicator for whether a contract expires at 100 on the z-score implied by price (i.e., Φ^-1(Price), where Φ is the standard normal cumulative distribution function). In the second regression, market efficiency would imply a slope of one and a constant of zero. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity and clustering within contract and expiry day. This table contains two types of regressions: OLS regressions predicting returns-to-expiry and Probit regressions predicting expiry at 100. The price, expiry price, and return variables are scaled 0 to 1 for the OLS models; for the probit model, the price variable is Φ^-1(Price) as in Table 7 , Panel C. Price and expiry data for contracts with a bearish framing (e.g., "DJIA to close down 50 points or more") are converted to those for the reciprocal bullishly framed contract. These contracts are indicated by the "contract framing = (Buy => Bearish position)" dummy variable. Realized volatility in the last 24 trading hours is the square root of the sum of squared minute-by-minute changes in the most recent trade of the DJIA future since the same calendar time on the most recent prior day when the market was open. The spot-future difference is estimated as described in footnote 7. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity and clustering within contract and expiry day. Notes: Time-unadjusted implied volatility (IVT) is used to predict future minute-by-minute realized volatility. For each binary option trade, a z score is calculated as m σ(t), where m is moneyness (the log difference between the log of the most recent DJIA future transaction price and the strike price of the option) and σ(t) is the estimated future volatility from minute t to 4 pm. IVT is calculated as m/ Φ^-1(p), where p is the option's price (scaled 0 to 1) and Φ^-1 is the inverse of the standard normal cumulative distribution function. Observations for options with z scores greater than 2.5 in absolute value are excluded. Regressions include a constant term that is also allowed to vary with the option's z-score. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity and clustering within contract and expiry day. Notes: The time-unadjusted implied volatility (IVT) is used to predict future realized volatility. Three measures of future realized volatility are used: 1) the square root of the sum of squared minute-by-minute changes in the DJIA future from the time of the trade to 4 PM ET, 2) this measure with the Hanson and Lunde correction for autocorrelation, and 3) the absolute value of the log change in the DJIA future from the time of the trade to 4 PM. For each binary option trade, a z score is calculated as m/σ(t), where m is moneyness (the log difference between the log of the most recent DJIA future transaction price and the strike price of the option) and σ(t) is the estimated future volatility from minute t to 4 pm. IVT is calculated as m/Φ^-1(p), where p is the option's price (scaled 0 to 1) and Φ^-1 is the inverse of the standard normal cumulative distribution function. Observations for options with z scores greater than 2.5 in absolute value are excluded. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity and clustering within contract and expiry day.
Absolute now-to-4PM change Future minute-by-minute realized volatility
Hanson-Lunde correction No autocorrelation adjustment Notes: Future realized volatility is calculated from the time given to expiry time using the three methods used in Table 10 . Volatility is expressed as the standard deviation of expected future price changes in basis points. Each trading day is one observation: sample sizes are 191, 350, and 571 trading days for the 10 AM, 1 PM, and 4 PM expiry times, respectively. Notes: The sum of future minute-by-minute squared log DJIA changes are between the current time and expiry are predicted using IVT, realized volatility over the last 24 trading hours, and the current VXD index. The last two variables are multiplied by the square of σ(τ) to adjust for differences in expected volatility between now and expiry. An observation is constructed every 15 minutes, except for the last four columns, which include only daily observations from a particular time. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity and clustering within contract and expiry day.
3:00 PM 10:00 AM 12:00 PM 2:00 PM Table 12 with additional controls or alternative choices in the design of the IVT index. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity and clustering within contract and expiry day.
As described in the text 50
Equal Estimated, based on average future realized volatility Notes: Future realized volatility is predicted at 2pm each day using the current values of the IVT index and VXD index, and realized volatility over the prior 24 trading hours. *, **, and *** indicate statistically significant differences from zero at the 10, 5, and 1 percent level, respectively. Standard errors are in parenthesis and are adjusted for heteroskedasticity. Notes: Each cell is the coefficient from a regression of log DJIA futures returns from t + 1 to t + k + 1 on returns from t -k to k, where k is expressed in minutes. IVT, VXD, and lagged 24-trading-hour realized volatility are ranked within minute-of-day, and the sample is split based on this rank in each of the panels. Newey-West (1987) standard errors, allowing for k lags, are in parenthesis. Standard errors for the differences between coefficients for quintiles 5 and 1 assume independence of the errors for the individual coefficient estimates. 
