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A sharp bound on the Hausdorff dimension of the singular set of a
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Abstract
The study of the geometry of n-uniform measures in Rd has been an important question in
many fields of analysis since Preiss’ seminal proof of the rectifiability of measures with positive
and finite density. The classification of uniform measures remains an open question to this day.
In fact there is only one known example of a non-trivial uniform measure, namely 3-Hausdorff
measure restricted to the Kowalski-Preiss cone. Using this cone one can construct an n-uniform
measure whose singular set has Hausdorff dimension n− 3.
In this paper, we prove that this is the largest the singular set can be. Namely, the Hausdorff
dimension of the singular set of any n-uniform measure is at most n− 3.
1 Introduction
We study the geometry of the singular set of n-uniform measures. Understanding the geometry of n-
uniform measures has been an important question in geometric measure theory ever since they first
appeared in the proof of Preiss’ theorem on the rectifiability of measures. Indeed, to describe the
local and global structure of a measure, Preiss defined its tangent measures: those roughly consist in
blowing up (zooming in) or blowing down (zooming out) a measure at a point. It turns out that for a
measure having positive finite density, almost all of its tangents are n-uniform. Since the tangents of
any measure with ‘nice’ density ratio are n-uniform, the study of the geometry of uniform measures
is crucial in many contexts from geometric measure theory and harmonic analysis to PDE’s (see
[DKT], [PTT] or [KT] for examples). More precisely, any dimension reduction argument for the
singular set of n-uniform measures should lead to an improvement in the description of the singular
set of measures whose tangents are n-uniform.
The investigation in this paper is motivated by the open question of the classification of n-
uniform measures. Indeed, the only known n-uniform measures are the flat ones (namely n-
Hausdorff measure restricted to an n-plane), the Kowalski-Preiss cone (or KP cone) C of dimension
3 defined as
C = {(x1, x2, x3, x4);x24 = x21 + x22 + x23}. (1.1)
and products of the former. This paper gives a sharp bound on the Hausdorff dimension of the
singular set of an n-uniform measure in Rd, where a point is called singular if its tangent is not
n-flat: we prove that the Hausdorff dimension of the singular set of an n-uniform measure is at
most n−3. This bound effectively proves that the case of the KP-cone is in fact the worst in terms
of the dimension of its singular set.
The author was partially supported by NSF RTG 0838212, DMS-1361823 and DMS-0856687
Department of Mathematics, University of Washington, Box 354350, Seattle, WA 98195-435.
E-mail address: nimer@uw.edu
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A measure Φ is n-rectifiable if it is absolutely continuous to Hn and there exists a countable
collection of C1 n-manifolds {Mj}j such that Φ(Rd\
⋃
jMj) = 0. In [P], Preiss proved the following
remarkable theorem relating the rectifiability of a measure to its density.
Theorem 1.1 ([P]). A Radon measure Φ of Rd is n-rectifiable if and only if it satisfies the following
property:
The density Θn(x) = lim
r→0
Φ(B(x, r))
ωnrn
exists and is positive and finite for Φ− a.e. x ∈ Rd. (1.2)
To prove this theorem, Preiss studies the geometry of n-uniform measures which appear as
tangents (blow-ups) to measures satisfying (1.2). A measure µ is said to be n-uniform if there
exists a constant c > 0 such that for any x in the support of µ and any radius r > 0, we have:
µ(B(x, r)) = crn. (1.3)
In [P], Preiss also provides a classification of the cases n = 1, 2 in Rd for any d. In these cases, µ
is n-Hausdorff measure restricted to a line or a plane respectively.
Interestingly, flat measures are not the only examples of uniform measures. Indeed, in [KoP],
Kowalski and Preiss proved that µ is (d − 1)-uniform in Rd if and only if µ = Hd−1 V where
V is a (d − 1)-plane, or d ≥ 4 and there exists an orthonormal system of coordinates in which
µ = Hd−1 (C×W ) whereW is a (d−4)-plane and C is the KP-cone. The classification for n ≥ 3
and codimension d− n ≥ 2 remains an open question.
Kirchheim and Preiss later proved in [KiP] that the support Σ of a uniformly distributed measure
(of which n-uniform measures are an example) is a real analytic variety, namely the intersection
of countably many zero sets of analytic functions. An application of the stratification theorem for
real analytic varieties implies that Σ must be a countable union of real analytic manifolds and the
singular set has Hausdorff dimension at most (n− 1).
We investigate the Hausdorff dimension of the singular set Sµ of an n-uniform measure µ. Our
main result is the following theorem.
Theorem 1.2. Let µ be an n-uniform measure in Rd, 3 ≤ n ≤ d. Then
dimH(Sµ) ≤ n− 3.
In the cases n = 3, d = 3, it is a standard result that the only 3-uniform measure (up to
normalization) is 3-Lebesgue measure. In this case, the bound is obvious. To see that this bound
cannot be improved, let n ≥ 3, d > n and consider the measure µ defined as:
µ = Hn M, (1.4)
where M is the set
M =
{
(x1, . . . , xd);x
2
4 = x
2
1 + x
2
2 + x
2
3 and xn+1 = . . . = xd = 0
}
. (1.5)
By [KoP], since products of uniform measures are uniform, µ is n-uniform. Moreover, the singular
set of µ is Rn−3 which has Hausdorff dimension n− 3.
This theorem is first proven for the base case n = 3. The crux of this argument is a theorem
stating that conical 3-uniform measures have at most one singularity at the origin. We then prove
that singular sets of n-uniform measure behave nicely under blow-ups. This allows us to adapt
Federer’s dimension reduction argument to generalize our base case to any dimension n.
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We briefly discuss the steps of our proof. In the first section, we limit our investigation to
n-uniform conical measures. A conical uniform measure is a measure that is dilation invariant
up to appropriate scaling. We first obtain a polar decomposition for such a measure. By polar
decomposition, we mean that the measure decomposes into a spherical and a radial component.
Using this decomposition, we isolate the spherical component of a 3-uniform measure and prove
that it is locally 2-uniform. This allows us to deduce that every point of the spherical component
is flat from which the following theorem follows.
Theorem 1.3. Let ν be a conical 3-uniform measure in Rd and let Σ be its support. Then there
exists γ > 0 such that Σ\ {0} is a C1,γ submanifold of dimension 3 .
In the case where ν is a conical n-uniform measure, for general n, the spherical component
turns out to be uniformly distributed. This means that there exists a function φ : R+ → R+ such
that for any point x of its support, and any positive radius r > 0
ν(B(x, r)) = φ(r).
We use this result to show that for a conical n-uniform measure, Kirchheim and Preiss’ result can
be improved to an algebraic variety that is symmetric with respect to the origin.
Theorem 1.4. Let ν be a conical n-uniform measure in Rd and Σ its support. Then Σ is an
algebraic variety and
Σ = −Σ. (1.6)
In the second section, we first start by proving a lemma about the connectedness of blow-ups
along a sequence of points. This connectedness is expressed in terms of a measure’s distance from
flat measures. To this effect, we use a positive functional F defined on Radon measures satisfying
F (µ) = 0 if and only if µ is flat .
Lemma 1.5. There exists ǫ0 > 0 such that the following holds. Let µ be an n-uniform measure
in Rd, {xk}k ⊂ supp(µ) and {τk}k, {σk}k sequences of positive numbers decreasing to 0. We also
assume that σk < τk and that there exist n-uniform measures α and β such that:
µxk,τk ⇀ α and µxk,σk ⇀ β.
Then:
F (α) < ǫ0 =⇒ F (β) < ǫ0.
We use this lemma to deduce a theorem about the convergence of singular sets. Roughly
speaking, blow-ups preserve singularity.
Theorem 1.6. Let µ be an n-uniform measure in Rd, x0 ∈ supp(µ), {xj}j ⊂ Sµ, {rj}j any
sequence of positive numbers decreasing to 0. Also assume that yj =
xj−x0
rj
∈ B(0, 1), yj → y.
Then
y ∈ Sν ,
where ν is the tangent to µ at x0 with appropriate normalization.
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2 Preliminaries
Let us start by defining Hausdorff measure and the concepts of upper and lower density. Though
these definitions are standard, we make them to keep track of the constants, especially in the second
section.
Definition 2.1. We define ωs to be the constant:
ωs =
π
s
2
Γ( s2 + 1)
,
so that in particular ωm is the volume of the unit ball B
m(0, 1) when m ∈ N. For δ ∈ (0,∞], define
Hsδ, s ≤ d, to be the measure in Rd defined in the following way. If A ⊂ Rd
Hsδ(A) = ωs inf
∞∑
j
(
diam(Ej)
2
)s
,
where the infimum is taken over all countable coverings {Ej}j of A such that diam(Ej) < δ.
Then define s-Hausdorff measure Hs to be
Hs(A) = lim
δ→0
Hsδ(A),
= sup
δ>0
Hsδ(A). (2.1)
It is a standard result of measure theory that Hs is a Borel regular measure on Rd.
Definition 2.2. Let Φ be a measure on Rd, x ∈ Rd. We define the lower density θs∗(Φ, x) and
upper density θ∗,s(Φ, x) of Φ at x to be
θs∗(Φ, x) = lim inf
r→0
Φ(B(x, r))
ωsrs
θ∗,s(Φ, x) = lim sup
r→0
Φ(B(x, r))
ωsrs
. (2.2)
If the limsup and the liminf coincide, we call their common value the density of Φ at x and denote
it by θs(Φ, x).
2.1 The area and co-area formula
We will need the two following theorems in Section 3 of the paper. The co-area formula will allow
us to decompose a conical uniform measure into a spherical and a radial component. As for the
area formula, it will be used to compute the measure of a ball by the spherical component.
Theorem 2.3 ([S]). [The area formula] Let f : Rm → Rd be a 1-1 C1 function where m < d.
Then, for any Borel set A ⊂ Rm,we have:∫
A
Jf(x)dLm(x) = Hm(f(A)) (2.3)
where
Jf(x) =
√
det((df(x))∗ ◦ df(x)), (2.4)
and (df(x))∗ is the adjoint of df(x).
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The co-area formula can be viewed as a more general form of Fubini’s theorem. To state it, we
first need to define a notion of gradients for Lipschitz functions whose domain is a rectifiable set.
Let M be an n-rectifiable set in Rd (in particular n ≤ d) that is, M can be written as a
countable union of C1 manifolds {Ni} up to a set of Hn-measure zero. Let f : M → Rm with
f = (f1, . . . , fm) be a Lipschitz function. Then by Rademacher’s theorem, f is almost everywhere
differentiable (the same holds for each fl). With this in mind, for x ∈ Nj for some j (in particular
this is true for Hn almost every x ∈M), TxM = TxNj the tangent plane at x as a point of Nj. At
Hn-almost every point of M , we can define the gradient ∇Mfl = ∇Njfl of fl and the linear map
dMf(x) : TxM → Rm in the following way:
dMf(x)(τ) =
m∑
j=1
〈
τ,∇Mfj(x)
〉
ej , (2.5)
where {ej} is an orthonormal basis of Rm.
Theorem 2.4 ([S]). [The co-area formula] Let M ⊂ Rd be an n-rectifiable set and f : M → Rm,
m < n ≤ d a Lipschitz function. Then for any non-negative Borel function g :M → R, we have:∫
M
g(x)J∗Mf(x)dHn(x) =
∫
Rm
∫
f−1(y)∩M
g(z)dHn−m(z)dLm(y), (2.6)
where
J∗Mf(x) =
√
det(dMf(x) ◦ (dMf(x))∗). (2.7)
2.2 Weak convergence of measures and metrization of the space of Radon mea-
sures
When studying the convergence of Radon measures, it is often very useful to metrize the space of
Radon measures. We start by defining the notion of the support of a measure.
Definition 2.5. Let µ be a measure in Rd. We define the support of µ to be
supp(µ) =
{
x ∈ Rd;µ(B(x, r)) > 0, for all r > 0
}
. (2.8)
Note that the support of a measure is a closed subset of Rd.
We can define weak convergence for a sequence of Radon measures.
Definition 2.6. Let Φ, Φj, j > 0 be Radon measures in R
d. We say that Φj converges weakly to
Φ if for every f ∈ Cc(Rd), the following holds:∫
f(z)dΦj(z)→
∫
f(z)dΦ(z). (2.9)
We denote it by Φj ⇀ Φ.
The results in this section appear in this form in [M].
Theorem 2.7. Let Φj be a sequence of Radon measures on R
d.Then Φj ⇀ Φ, if and only if for
any K compact subset of Rd and any G open subset of Rd the following hold:
1. Φ(K) ≥ lim supΦj(K).
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2. Φ(G) ≤ lim inf Φj(G).
Theorem 2.8. Let Φj be a sequence of Radon measures on R
d such that
sup
j
(Φj(K)) <∞,
for all compact sets K ⊂ Rd. Then there is a weakly convergent subsequence of Φj.
We now want to define a metric on the space of Radon measures.
Definition 2.9. Let 0 < r <∞. We denote by L(r) the set of all non-negative Lipschitz functions
f on Rd with spt(f) ⊂ B(r) and with Lip(f) ≤ 1. For Radon measures Φ and Ψ on Rd, set
Fr(Φ,Ψ) = sup
{∣∣∣∣
∫
fdΦ−
∫
fdΨ
∣∣∣∣ : f ∈ L(r)
}
.
We also define F to be
F(Φ,Ψ) =
∑
k
2−kFk(Φ,Ψ).
It is easily seen that Fr satisfies the triangle inequality for each r > 0 and that F is a metric.
Proposition 2.10. Let Φ, Φk be Radon measures on R
d. Then the following are equivalent:
1. Φj ⇀ Φ.
2. limF(Φj ,Φ)→ 0
3. For all r > 0, limj→∞ Fr(Φj ,Φ) = 0.
2.3 Tangent Measures and Uniform measures
Let µ be a Radon measure on Rd and Σ its support. For a ∈ Rd, r > 0, define Ta,r to be the
following homothety that blows up B(a, r) to B(0, 1):
Ta,r(x) =
x− a
r
.
We define the image Ta,r[µ] of µ under Ta,r to be the following measure:
Ta,r[µ](A) = µ(T
−1
a,r (A)),
= µ(rA+ a), A ⊂ Rd.
Definition 2.11 ([P]). We say that ν is a tangent measure of µ at a point x0 ∈ Rd if ν is a
non-zero Radon measure on Rn and if there exist sequences (ri) and (ci) of positive numbers such
that ri ↓ 0 and:
ciTx0,ri [µ]⇀ ν as i→∞, (2.10)
where the convergence in (2.10) is the weak convergence of measures. We write ν ∈ Tan(µ, x0).
Remark 2.1. By Remark 14.4.3 in [M], if
0 < Θn∗ (µ, x0) ≤ Θ∗n(µ, x0) <∞, (2.11)
and if ν ∈ Tan(µ, x0), then we can choose (ri) such that:
ri
−nTx0,ri [µ] ⇀ cν as i→∞, (2.12)
for some c > 0. In the setting of this paper, (2.11) will always hold and we will only use (2.12)
when talking about tangent measures.
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Definition 2.12. A measure on Rd is called n-flat if it is equal to cHn V , where V is an n-plane,
and 0 < c <∞.
Let µ be a Radon measure on Rd and x0 be a point in the support Σ of µ. We will call x0 a flat
(or regular) point of Σ if there exists an n-plane V such that
Tan(µ, x0) = {cHn V ; c > 0} . (2.13)
Any point of Σ that is not flat will be called a singular (or non-flat) point.
Definition 2.13. Let µ be a Radon measure in Rd.
• We say µ is uniformly distributed if there exists a positive function φ : R+ → R+ such that:
µ(B(x, r)) = φ(r), for all x ∈ Σ, r > 0.
We call φ the distribution function of µ.
• If there exists c > 0 such that φ(r) = crn, we say µ is n-uniform.
• If µ is an n-uniform measure such that T0,r[µ] = rnµ for all r > 0, we call it a conical
n-uniform measure.
In [[P], Theorem 3.11], Preiss showed that if µ is an n-uniform measure, there exists a unique
n-uniform measure λ such that:
r−nTx,r[µ] ⇀ λ, as r →∞, (2.14)
for all x ∈ Rd. λ is called the tangent measure of µ at ∞.
The following theorem describes a basic but essential property of uniformly distributed mea-
sures: how radial functions integrate against them.
Theorem 2.14. Let µ be a uniformly distributed measure on Rd and f be a non-negative Borel
function on R+. For all z, y ∈ supp(µ), we have:∫
f(|x− z|)dµ(x) =
∫
f(|x− y|)dµ(x).
Proof. This is a simple application of Fubini’s theorem. Indeed, if f = αχI , where α ≥ 0 and
I = (c, d) is an interval
∫
f(|x− z|)dµ(x) = α
∫ 1
0
µ({x;χI(|x− z|) ≥ t})dt,
= α (µ(B(z, d) ∩B(z, d)c)) ,
= α (µ(B(y, d) ∩B(y, c)c)) , since µ(B(z, r)) = µ(B(y, r)) for all r
=
∫
f(|x− y|)dµ(x).
The result follows for general non-negative Borel functions by linearity of the integral and density
of step functions.
In [P], Preiss introduced the following k-forms which were essential to understand the structure
of uniform measures.
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Definition 2.15 (3.4.(1), [P]). For µ uniformly distributed measure in Rd, s > 0 and k ∈ N, define
the following symmetric k-linear form bk,s ∈ ⊙kRd:
bk,s(u1 ⊙ . . .⊙ uk) = (2s)k(I(s)k!)−1
∫
〈z, u1〉 . . . 〈z, uk〉e−s|z|2dµ(z), (2.15)
where
I(s) =
∫
e−s|z|
2
dµ(z).
We will quote a theorem by Preiss describing Taylor expansions of those forms, and two conse-
quences of this expansion.
Theorem 2.16 (3.6, [P]). Let µ be a uniformly distributed measure in Rd.
1. There are symmetric forms b
(j)
k ∈ ⊙kRd such that:
(a) bk,s =
∑q
j=1 s
j b
(j)
k
j! + o(s
q) as s ↓ 0 for every k = 1, 2, . . . and every q = 1, 2, . . ..
(b) b
(i)
k = 0 whenever 2i < k.
(c)
∑2q
k=1 b
(q)
k (x
k) = |x|2q for every q = 1, 2, . . . and every x ∈ Σ.
Moreover, the forms b
(j)
k are uniquely determined by (1a).
2. There are symmetric forms bˆ
(j)
k ∈ ⊙
k
R
d such that:
(a) s−kbk,s =
∑q
j=1 s
−j bˆ
(j)
k
j! + o(s
−q) as s ↑ ∞, for every k = 1, 2, . . . and every q = 1, 2, . . .,
and
(b) bˆ
(i)
k = 0 whenever k > 2i.
Moreover, the forms bˆ
(j)
k are determined uniquely by (2a).
If µ is assumed to be conical, one gets the following improvement on Theorem 2.14 and Theorem
2.16.
Theorem 2.17 (3.10,[P]). Let µ be a uniformly distributed conical measure. Then there exists n
such that µ is n-uniform and:
• if x ∈ Σ and λ > 0, then λx ∈ Σ, where Σ is the support of µ.
• whenever u ∈ Σ, e ∈ Rn, |u| = |e| and f is a non-negative Borel function on R2 then:∫
Rd
f(|z|2, 〈z, u〉)dµ(z) = C
∫
Rn
f(|x|2, 〈x, e〉)dLn(x). (2.16)
• For every s > 0 and k = 1, 2, . . ., we have
b2k−1,s = 0 and b2k,s =
sk
k!
bk2k. (2.17)
• If Σ denotes the support of µ we have:
Σ ⊂
⋂
k>0
{
x ∈ Rd; bk2k(x2k) = |x|2k
}
. (2.18)
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The following theorem is an important consequence of Theorem 2.16. Note that the statement
here is slightly different from Theorem 3.11 in [P]. Indeed, we restate this theorem on convergence
of measures in term of the metric from Definition 2.9.
Theorem 2.18 (3.11, [P]). Let µ be an n-uniform measure in Rd. Then, for every x ∈ Σ ∪ {∞},
there exists a unique conical n-uniform measure λx such that:
• Tan(µ,x)={cλx; c > 0}
• limr→0F(r−nTx,r[µ], λx) = 0 if x 6=∞.
• limr→∞F(r−nTy,r[µ], λ∞) = 0 for each y ∈ Rd.
Moreover, for µ-almost every x ∈ Σ, λx is flat.
We know from Theorem 1.1 that an n-uniform measure is n-rectifiable. We can translate this
into a corollary on the rectifiability of the support of an n-uniform measure.
Corollary 2.19. Let µ be an n-uniform measure in Rd with Σ = supp(µ) and let c > 0 be such
that for x ∈ Σ, r > 0
µ(B(x, r)) = crn. (2.19)
Then Σ is n-rectifiable and
µ = cω−1n Hn Σ. (2.20)
Proof. By Theorem 2.30, since µ is n-uniform, Σ is a C1,α n-manifold in the neighborhood of
Hn-almost every point. In particular, denoting the n-density of Σ at x by θn(Σ, x), we have:
θn(Σ, x) = 1, for Hn almost every x ∈ Σ. (2.21)
Let D(x) denote D(µ,Hn, x) the Radon-Nikodym derivative of µ with respect to Hn at x. For
x ∈ Σ,
D(x) = θn(µ, x)θn(Σ, x)−1,
= cω−1n θ
n(Σ, x)−1.
Theorem 2.12 from [M] implies that for all A ⊂ Σ
µ(A) = cω−1n
∫
Σ
θn(Σ, x)−1dHn(x). (2.22)
Combining (2.21) and (2.22), we get
µ = cω−1n Hn Σ. (2.23)
Now since µ is n-rectifiable by Theorem 1.1, there exists an n-rectifiable set M such that:
µ(Rd ∩M c) = 0. (2.24)
Combining (2.23) and (2.24), we see that there exists a set N = Σ ∩M c of Hn-measure zero such
that:
Σ =M ∪N.
In particular, Σ is n-rectifiable.
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Definition 2.20. Let µ be an n-uniform measure in Rd, x0 ∈ supp(µ)∪{∞}. We will call µx0 the
normalized tangent measure to µ at x0 if µ
x0 ∈ Tan(µ, x0), and µx0(B(0, 1)) = ωn.
One of the most remarkable results in Preiss’ paper [P] is a separation between flat and non-flat
measures at infinity. We will state a reformulation of this theorem by De Lellis from [Del] which is
better adapted to our needs.
Theorem 2.21 ([P]). Let µ be an n-uniform measure in Rd, ζ its normalized tangent at ∞ (in
the sense of Definition (2.20)). If n ≥ 3, then there exists ǫ0 > 0 (depending only on n and d) such
that, if
min
V ∈G(n,d)
∫
B(0,1)
dist2(z, V )dζ(z) ≤ ǫ0, (2.25)
then µ is flat.
In particular, if µ is conical and
min
V ∈G(n,d)
∫
B(0,1)
dist2(z, V )dµ(z) ≤ ǫ0, (2.26)
then µ is flat.
[Del] defines certain functionals that measure how far from flat a measure is and behave well
under weak convergence.
Definition 2.22. Let ϕ ∈ Cc(B(0, 2)), 0 ≤ ϕ ≤ 1 and ϕ = 1 on B(0, 1). We define the functional
F :M(Rd)→ R as
F (Φ) := min
V ∈G(n,d)
∫
ϕ(z)dist2(z, V )dΦ(z)
Lemma 2.23 ([Del]). Let Φj , Φ be Radon measures such that Φj ⇀ Φ. Then F (Φj)→ F (Φ).
We can now reformulate Theorem 2.21 in terms of the functionals F .
Corollary 2.24. Let µ be an n-uniform measure on Rd, ζ its normalized tangent at infinity. If
n ≥ 3, there exists ǫ0 > 0 (depending only on n and d) such that
F (ζ) ≤ ǫ0 =⇒ µ is flat.
In particular, if µ is conical and F (µ) ≤ ǫ0 then µ is flat.
Proof. By definition of ϕ, we have:
χB(0,1)(x) ≤ ϕ(x),
for all x ∈ Rd. This implies that
min
V ∈G(n,d)
∫
B(0,1)
dist2(z, V )dζ(z) ≤ F (ζ),
and in particular, if ǫ0 is the constant from Theorem 2.21
F (ζ) ≤ ǫ0 =⇒ min
V ∈G(n,d)
∫
B(0,1)
dist2(z, V )dζ(z) ≤ ǫ0,
=⇒ µ is flat.
This ends the proof.
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Another result concerning the geometry of supports of uniformly distributed measures was
proven in [KiP], with the added condition that their support be bounded. This result states that
in this case, the support is in fact an algebraic variety.
Theorem 2.25 ([KiP]). Let µ be a uniformly distributed measure over Rd with bounded support
and let u ∈ Σ. Then x ∈ Σ if and only if:
Pk(x) =
∫
Rd
〈z − x, z − x〉k − 〈z − u, z − u〉kdµ(z) = 0, (2.27)
for every k ∈ N.
2.4 Measures with locally Cα density ratio and their geometry
In [DKT] and [PTT], the authors proved that for measures with nice density ratios, Theorem [P]
can be improved in the sense that the support is a C1,β-manifold in the neighborhood of every flat
point, for some β > 0. Let us start with some definitions. For x ∈ Σ where Σ is a closed set and
r > 0, set:
θ(x, r) =
1
r
inf
{
D
[
Σ ∩B(x, r), L ∩B(x, r)
]
: L affine n-plane through x
}
, (2.28)
where,
D[E,F ] = sup {dist(y, F ) : y ∈ E}+ sup {dist(y,E) : y ∈ F} (2.29)
denotes the Hausdorff distance between the closed sets E and F .
Definition 2.26. Let δ > 0 be given. We say that the closed set Σ ⊂ Rd is δ-Reifenberg-flat of
dimension n if for all compact sets K ⊂ Σ there is a radius rK > 0 such that:
θ(x, r) ≤ δ for all x ∈ K and 0 < r ≤ rK . (2.30)
Definition 2.27. We say that the closed set Σ is Reifenberg flat with vanishing constant of dimen-
sion n if for every compact subset K of Σ:
lim
r→0+
θK(r) = 0 (2.31)
where
θK(r) = sup
x∈K
θ(x, r). (2.32)
Definition 2.28. Let µ be a Radon measure on Rd.
• We say that µ has n-density ratio locally Cα if, for each compact set K ⊂ Σ, there is a
constant CK such that: ∣∣∣∣µ(B(x, r))ωnrn − 1
∣∣∣∣ ≤ CKrα, (2.33)
for x ∈ K and 0 < r < 1.
• If x ∈ Σ, r > 0 and t ∈ (0, 1], define the quantity:
Rt(x, r) =
µ(B(x, tr))
µ(B(x, r))
− tn. (2.34)
We say µ is asymptotically optimally doubling if for each compact set K ⊂ Σ, x ∈ K, and
t ∈ [12 , 1]
lim
r→0+
sup
x∈K
|Rt(x, r)| = 0. (2.35)
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The following results from [PTT] and [L] describe the geometry of the support of a measure
based on information on its density ratio.
Theorem 2.29 (1.9, [PTT]). For each α ∈ (0, 1], there exists β = β(α) > 0 with the following
property. Suppose µ is a positive Radon measure supported on Σ ⊂ Rd and for each compact set
K ⊂ Σ there exists a constant CK such that:
|Rt(x, r)| ≤ CKrα for r ∈ (0, 1], t ∈ [1
2
, 1] and x ∈ K. (2.36)
Then:
• If n = 1, 2, Σ is a C1,β-submanifold of dimension n in Rd.
• If n ≥ 3 there exists a constant δ(n, d) such that if x0 ∈ Σ and Σ∩B(x0, 2R0) is δ-Reifenberg-
flat, then Σ ∩B(x0, R0) is a C1,β-submanifold of dimension n in Rd.
Theorem 2.30 ([PTT], [L]). For each α > 0, there exists β = β(α) with the following property.
If µ is a positive Radon measure supported on Σ ⊂ Rd whose n-density ratio is locally Cα, then:
• (1.10, [PTT]) if n = 1, 2, Σ is a C1,β submanifold of dimension n in Rd.
• (1.10, [PTT]) if n ≥ 3, Σ is a C1,β submanifold of dimension n in Rd away from a closed set
S such that Hn(S) = 0, where S = Σ\R and R = {x ∈ Σ; lim supr→0 θ(x, r) = 0}.
• (1.7, [L]) If n = 3, d = 4, and x is a non-flat point of Σ, there exists a neighborhood of
x which is C1,β diffeomorphic to an open piece of the KP-cone C in (1.1), containing the
singular point 0.
Theorem 2.31 (III.5.9, [DS]). Let {µj}j be a sequence of n-uniform measures with constant c,
converging weakly to a Radon measure λ. Then for every ball B ⊂ Rd, we have:
lim
j→∞
(
sup
x∈B∩supp(λ)
dist(x, suppµj)
)
= 0
and
lim
j→∞
(
sup
x∈B∩supp(µj)
dist(x, suppλ)
)
= 0.
As a corollary of Theorem 2.30 and Theorem 2.31, we get:
Corollary 2.32. [[PTT]] Let µ be an n-uniform measure in Rd, let Σ be its support and x ∈ Σ a
flat point. Then there exists R > 0 depending on x, n, d, µ and β such that Σ ∩B(x,R) is a C1,β
n-submanifold.
Proof. It is clear from Theorem 2.30 that we only need to prove that every flat point of µ is in R,
namely that limr→0 θ(x, r) = 0 for such an x. But taking µj to be µx,rj and λ = Hn V , where V
is the tangent plane at x, the result follows directly from Theorem 2.31.
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3 The base case: singularities of 3-uniform conical measures
We first study the case where ν is a conical 3-uniform measure. We start by proving that ν
decomposes into a uniformly distributed spherical component and a radial component.
Let ν be a conical n-uniform measure in Rd, with 0 in its support. Let Σ be the support of ν.
In particular, since ν is conical, for any r > 0, we have by Theorem 2.17
Σ = rΣ.
By Theorem 2.19, normalizing ν if necessary,
ν = Hn Σ.
Definition 3.1. Let ν be a conical n-uniform measure in Rd, with 0 in its support, Σ its support.
We define σ to be the spherical component of ν, namely:
σ = Hn−1 (Σ ∩ Sd−1),
where Sd−1 =
{
x ∈ Rd; |x| = 1}.
Definition 3.2. Let E ⊂ Sd−1 and ρ > 0. We define ρE the dilate of E by:
ρE = {y ∈ Rd; y|y| ∈ E, |y| = ρ}.
We define Eδr , the (r, δ)- neighborhood of E, or δ-neighborhood of rE to be:
Eδr =
{
y;
y
|y| ∈ E, |y| ∈ (r(1− δ), r(1 + δ))
}
. (3.1)
Our first goal is to prove a polar decomposition for ν, namely that ν decomposes into its
spherical component and a radial component.
Theorem 3.3. Let ν be a conical n-uniform measure in Rd. Let g be a Borel function on Rd.
Then: ∫
g(x)dν(x) =
∫ ∞
0
ρn−1
∫
g(ρx′)dσ(x′)dρ, (3.2)
where ρ = |x| and x′ = x|x| .
Proof. Let u : Rd → R+ be the function given by: u(x) = |x|. Our first aim is to prove that for
any g = χA where A ⊂ Rd is a Borel set, we have:∫
g(x)dν(x) =
∫ ∞
0
ρn−1
∫
g(ρx′)dσ(x′)dρ. (3.3)
Note that if A is a Borel set, A
ρ
∩ Sd−1 being the intersection of the pre-image of A by the
dilation homeomorphism, with the Borel set Sd−1, is also Borel.
Now, since u is Lipschitz (in fact smooth away from 0), and J∗Σu = |∇Σu| we can apply the
co-area formula (2.6) to the rectifiable set Σ, the Lipschitz function u and the Borel function χA
to get: ∫
A∩Σ
|∇Σu|(y)dHn(y) =
∫ ∞
0
∫
u−1(ρ)
χA∩Σ(y)dHn−1(y)dρ. (3.4)
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Note that by Theorem 2.30, away from a closed set S of Hn measure 0, Σ is a C1,α submanifold of
dimension n. Therefore, in (3.4) , we can define ∇Σu to be the gradient in the manifold sense at
almost every point.
We first claim that |∇Σu|(x) = 1 for almost every x ∈ Σ. Let x be a flat point of Σ (namely
a point where ν admits a unique flat tangent). We can take τx =
x
|x| to be an element of an
orthonormal basis of Px. Indeed, x being a flat point, by Corollary 2.32, Σ is a C
1,β-manifold in
a neighborhood of x, and the tangent space at x is Px. Now consider the curve γ(t) = tτx + x.
Since x ∈ Σ and ν is conical, γ ∈ Σ, γ(0) = x and γ′(0) = τx. Complete the unit vector τ1 = τx to
a full orthonormal basis {τi}ni=1 of Rd. We have ∇u(x) = τx. Therefore: ∇τxu = τx . τx = 1 and
∇τju = τx . τj = 0 for j > 1, by construction of the basis. Since almost every point of Σ is flat,
this proves that |∇Σu| = 1 almost everywhere, proving the claim. Moreover, if E ⊂ Sd−1 is a Borel
set, since ν is conical and Σ = Σ
ρ
, we have:
Hn−1(ρE ∩Σ) = Hn−1
(
ρ
(
E ∩ Σ
ρ
))
,
= ρn−1Hn−1
(
E ∩ Σ
ρ
)
, (3.5)
= ρn−1Hn−1 (E ∩Σ) .
Therefore, ∫
A∩Σ
dHn(y) =
∫
A∩Σ
J∗u(y)dHn(y),
=
∫ ∞
0
∫
u−1(ρ)
χA∩Σ(y)dHn−1(y)dρ,
=
∫ ∞
0
Hn−1(Σ ∩A ∩ ∂Bρ)dρ, (3.6)
=
∫ ∞
0
ρn−1Hn−1(Σ
ρ
∩ A
ρ
∩ ∂B1)dρ,
=
∫ ∞
0
ρn−1Hn−1(Σ ∩ A
ρ
∩ ∂B1)dρ, since Σ is conical,
=
∫ ∞
0
ρn−1
∫
χA(ρz
′)dσ(z′)dρ.
Now let g be a non-negative Borel function. Then there exists an increasing sequence of simple
functions {gk} converging pointwise to g. In particular, if gk increase to g pointwise, then Gk
increase pointwise to G where Gk(ρ) = ρ
n−1
∫
gk(ρx
′)dσ(x′) and G(ρ) = ρn−1
∫
g(ρx′)dσ(x′). By
the monotone convergence theorem and linearity of the integral, (3.2) also holds for non-negative
Borel functions. The extension to general Borel functions follows easily.
Having proven that ν decomposes into two components, we now study the spherical component
σ. By using the polar decomposition, we can prove that σ is uniformly distributed. Of particular
interest to us is the case where ν is 3-uniform: the spherical component is then locally 2-uniform.
We start with some notations. Denote Σ ∩ Sd−1 by Ω. Then σ = Hn−1 Ω.
Let Br(x) =
{
z ∈ Sd−1; |z − x| < r}, and (Br(x))ǫ1 be as in (3.1).
Theorem 3.4. Let ν be as in Theorem 3.3. Then σ the spherical component of ν is a uniformly
distributed measure.
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Proof. Let x ∈ Ω, r > 0. Define the set N{|x|,r} ⊂ [0,∞) × R to be:
N{|x|,r} =
{
(a, b) ∈ [0,∞)× R; (1 + |x|2 − r2)a− 2b < 0} .
Then:
z ∈ (Br(x))ǫ1 ⇐⇒
∣∣∣∣ z|z| − x
∣∣∣∣
2
< r2 and |z| ∈ (1− ǫ, 1 + ǫ)
⇐⇒ (1 + |x|2 − r2) |z| − 2 〈z, x〉 < 0 and |z| ∈ (1− ǫ, 1 + ǫ),
allowing us to rewrite g(z) = χ(Br(x))ǫ1(z) in the following way:
g(z) = χN{|x|,r}(|z|, 〈z, x〉).χ(1−ǫ,1+ǫ)(|z|) = G(|z|, 〈z, x〉). (3.7)
Since ν is a conical uniform measure and g is a function of |z| and 〈z, x〉 with x in the support
of ν, we can apply Theorem 2.17 to it. Namely, fix e ∈ Rn, |e| = 1. Then by Theorem 2.17 and
polar decomposition for Lebesgue measure:
ν((Br(x))
ǫ
1) =
∫
G(|z|, < z, x >)dν(z)
=
∫
Rn
G(|z|, < z, e >)dLn(z),
=
∫ ∞
0
(∫
{|y|=ρ}
χBr(e)
(
y′
)
χ(1−ǫ,1+ǫ) (|y|) dHn−1(y)
)
dρ, where y′ =
y
|y| ,
=
∫ ∞
0
ρn−1
∫
Sn−1
χBr(e)(y
′)χ(1−ǫ,1+ǫ)(ρ)dσ
n−1(y′)dρ (3.8)
=
(∫ 1+ǫ
1−ǫ
ρn−1dρ
)(Hn−1(Br(e) ∩ Sn−1)) ,
=
(1 + ǫ)n − (1− ǫ)n
n
(Hn−1(Br(e) ∩ Sn−1)) .
where Ln is n-Lebesgue measure. Dividing by 2ǫ and letting ǫ go to 0 gives:
Hn−1(Br(e) ∩ Sn−1) = lim
ǫ→0
1
2ǫ
ν((Br(x))
ǫ
1). (3.9)
Note that Hn−1(Br(e) ∩ Sn−1) does not depend on our choice of e.
On the other hand, by Theorem 2.6 and (3.5), we get:
ν((Br(x))
ǫ
1) =
∫ ∞
0
(∫
Σ∩{|y|=ρ}
νBr(x)
(
y
|y|
)
ν(1−ǫ,1+ǫ)(|y|)dHn−1(y)
)
dρ,
=
∫ 1+ǫ
1−ǫ
Hn−1(ρBr(x) ∩ Σ)dρ,
=
∫ 1+ǫ
1−ǫ
ρn−1Hn−1(Br(x) ∩ Σ)dρ, (3.10)
=
(∫ 1+ǫ
1−ǫ
ρn−1dρ
)(Hn−1(Br(x) ∩ Σ)) ,
=
(1 + ǫ)n − (1− ǫ)n
n
(Hn−1(Br(x) ∩ Σ)) .
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Dividing by 2ǫ and letting ǫ go to 0 gives:
Hn−1(Br(x) ∩ Σ) = lim
ǫ→0
1
2ǫ
ν((Br(x))
ǫ
1). (3.11)
Combining (3.9) and (3.11), we get:
σ(Br(x)) = Hn−1(Br(x) ∩ Ω) = Hn−1(Br(e) ∩ Sn−1), for any x ∈ Ω, and any e ∈ Sn−1. (3.12)
In particular, this implies that σ is uniformly distributed.
One notable consequence of the above, expressed in the following corollary, is that for n = 3,
the spherical component is in fact locally 2-uniform.
Corollary 3.5. Suppose ν a 3-uniform conical measure on Rd. Let σ be its spherical component,
and denote the support of σ by Ω. Then there exists a function φ : R+ → R+ such that, for all
x ∈ Ω, for all r > 0:
σ(B(x, r)) = φ(r). (3.13)
Moreover,
φ(r) = πr2χ(0,2)(r) + 4πχ2,∞(r). (3.14)
Proof. (3.13) is just a reformulation of Theorem 3.4. Let e = (0, 0, 1) . We only need to prove that
for r < 2, we have:
H2(Br(e) ∩ S2) = πr2.
First, note that ∂Br(e)∩S2 = {(x, y, z) ∈ R3;x2+ y2+ z2 = 1, x2+ y2+(z− 1)2 = r2}. If r <
√
2,
Br(e) ∩ S2 is the portion of the graph of f(x, y) =
√
1− (x2 + y2) above z = 1 − r22 . So we have,
by the area formula:
H2(B(e, r) ∩ S2) =
∫ 2π
0
∫ √1−(1− r2
2
)2
0
√
1 + |∇f |2ρdρdθ
= 2π
∫ √1−(1− r2
2
)2
0
ρ√
1− ρ2 dρ
= −2π


√√√√1−
(
1−
(
1− r
2
2
)2)
− 1


= πr2.
If
√
2 < r < 2, B(e, r) and B(0, 1) intersect in z = 1− r22 . Moreover, note that the part of S2
below the plane z = 1− r22 is B(−e, r′), where, by applications of Pythagoras’ theorem, we have:
r′
2
= 1 +
(
2− r
2
2
)2
−
(
r2
2
− 1
)2
,
= 4− r2.
Therefore, by symmetry (since r′ <
√
2), we have:
H2(B(e, r) ∩ S2) = H2(S2)−H2(B(−e, r′) ∩ S2),
= 4π − π(4− r2),
= πr2.
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In [KiP], Kircheim and Preiss had proved that the support of a uniformly distributed measure
is an analytic variety. We will now deduce from Corollary 3.5 that Σ is in fact an algebraic variety.
Recall from (2.17) that:
bk2k = k!b2k,1 and b2k−1,1 = 0,
where
bk,1(x) = 2
k(I(1)(k)!)−1
∫
〈z, x〉k e−|z|2dµ(z) and I(s) =
∫
e−s|z|
2
dν(z).
Applying Theorem 3.3 to bk,1 and I(1) gives:
bk,1(x) = 2
k(I(1)k!)−1
∫
〈z, x〉k e−|z|2dν(z),
= 2k(I(1)k!)−1
∫ ∞
0
ρn−1
∫ 〈
ρz′, x
〉k
e−ρ
2
dσ(z′)dρ,
= 2k(σ(Sd−1)k!)−1
∫∞
0 ρ
n−1+ke−ρ
2
dρ∫∞
0 ρ
n−1e−ρ
2
dρ
∫ 〈
z′, x
〉k
dσ(z′),
= c(n, k)
∫ 〈
z′, x
〉k
dσ(z′),
where c(n, k) = 2k(σ(Sd−1)k!)−1
∫∞
0 ρ
n−1+ke−ρ
2
dρ∫∞
0
ρn−1e−ρ
2
dρ
. Therefore: bk2k(x) = k!c(n, k)
∫ 〈z′, x〉k dσ(z′).
We can now improve Theorem 2.17 in the case of the spherical component σ of a conical n-
uniform measure ν: indeed, in this case Ω is entirely described by its moments.
Theorem 3.6. Let ν be a conical n-uniform measure, σ its spherical component, p2k(x) = b
k
2k(x)
and p2k+1(x) = b2k+1,1(x). Moreover, let Ω be the support of σ. Then
p2k+1(x) = 0 for k ≥ 0, x ∈ Rd (3.15)
and
Ω = {x; |x| = 1} ∩
⋂
k>0
{
x; p2k(x) = |x|2k
}
. (3.16)
Proof. Call Ω′ the right-hand side of (3.16). The fact that Ω ⊂ Ω′ and (3.15) follows from Theorem
2.17.
To prove the other inclusion, take any x ∈ Rd such that x ∈ Ω′. Let us rewrite the expressions
from Theorem 2.25. First, note that since |x| = 1:
〈z − x, z − x〉l = (|z|2 + |x|2 − 2〈z, x〉)l
=
l∑
0
(
l
i
)
(−1)i(|z|2 + 1)l−i2i〈z, x〉i.
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Moreover,using (3.15):
∫
〈z − x, z − x〉ldσ(z) =
l∑
0
(
l
i
)
(−1)i2i
∫
(|z|2 + 1)l−i〈z, x〉idσ(z),
=
l∑
0
(
l
i
)
(−1)i2l
∫
〈z, x〉idσ(z),
=
∑
k;2k≤l
(
l
2k
)
2l
∫
〈z, x〉2kdσ(z),
=
∑
k;2k≤l
(
l
2k
)
2l(k!c(n, 2k))−1p2k(x)
=
∑
k;2k≤l
(
l
2k
)
2lk!c(n, 2k)−1, since p2k(x) = |x|2k = 1 by hypothesis.
Note that we have proved that for all x ∈ Ω′, ∫ 〈z − x, z − x〉ldσ(z) = cl where cl does not depend
on the choice of x. In particular, if u ∈ Ω is fixed as in Theorem 2.25, since Ω ⊂ Ω′, we have:∫
〈z − x, z − x〉l − 〈z − u, z − u〉ldσ(z) = cl − cl = 0. (3.17)
This proves that x ∈ Ω by Theorem 2.25.
As an easy consequence of the above claim, we get:
Corollary 3.7. Let ν be a conical n-uniform measure in Rd and Σ its support. Then Σ is an
algebraic variety and
Σ = −Σ. (3.18)
Proof. Let Σ′ be
⋂
k>0
{
bk2k(x) = |x|2k
}
. By (2.18), Σ ⊂ Σ′. Now suppose x /∈ Σ. Then x 6= 0 and
x
|x| /∈ Ω, where Ω is the support of the spherical component of ν. By Theorem 3.6, there exists k0
such that : p2k0(
x
|x|) 6= 1.
Multiplying by |x|2k0 , we get: bk2k(x) 6= |x|2k0 , and hence x /∈ Σ′.
By Theorem 2.17, for a conical measure, bk2k(x) = b2k,1(x) which is a homogeneous polynomial
of even degree. In particular
x ∈ Σ ⇐⇒ bk2k(x) = |x|2k, k ∈ N
⇐⇒ bk2k(−x) = | − x|2k, k ∈ N
⇐⇒ −x ∈ Σ.
Hence
Σ = −Σ. (3.19)
We will apply Theorem 2.29 to deduce that Ω is a C1,β manifold for some β > 0. We then
prove that there exists γ > 0 such that Σ\ {0} is a C1,γ-submanifold of dimension 3 in Rd.
Lemma 3.8. Let ν be a 3-uniform conical measure in Rd, σ its spherical component and Ω the
support of σ. Then there exists β > 0 such that Ω is a C1,β submanifold of dimension 2 in Rd.
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Proof. According to Theorem 2.29, we only need to prove (2.36) for σ. Let r ∈ (0, 1] and t ∈ [12 , 1]
so that tr ∈ (0, 1]. By Corollary 3.5, for any x ∈ Ω, we have σ(B(x,tr))
σ(B(x,r)) =
t2r2
r2
= t2 implying that :
|R2t (x, r)| = 0, for r ∈ (0, 1], t ∈ [
1
2
, 1], and x ∈ Ω.
Theorem 3.9. Let ν be a 3-uniform conical measure in Rd and Σ its support. Then there exists
γ > 0 such that Σ\ {0} is a C1,γ submanifold of dimension 3 .
Proof. By dilation invariance of Σ, it is enough to prove that Σ is a C1,γ-manifold in a neigborhood
of x0 ∈ Ω. Let σ be the spherical component of ν. By Lemma 3.8, Ω is a C1,β submanifold of
dimension 2 in Rd. In particular, fix x0 ∈ Ω. There exists a 2-subspace Px0 of Rd tangent to Ω
at x0. Let {τ1, τ2} be an orthonormal basis of Px0 . Since Ω ⊂ Sd−1, Tx0Ω ⊂ Tx0Sd−1 and hence,
x0 ⊥ τi, for i = 1, 2. Therefore, letting τ3 = x0, we can complete the orthonormal set {τi}3i=1 to an
orthonormal basis {τi}di=1.
Since Ω is a C1,β submanifold of dimension 2, there exists a neighborhood U0 of x0 such that
Ω ∩ U0 can be written as a C1,β graph over Px0 . More specifically, there exist d− 2 C1,β functions
ψi on a neighborhood G of (0, 0) in R
2 such that ψ1(0, 0) = 1, ψi(0, 0) = 0 for i > 1 and:
Ω ∩ U0 =
{
x1τ1 + x2τ2 +
d−2∑
i=1
ψi(x1, x2)τi+2; (x1, x2) ∈ G
}
(3.20)
Denote by Ψ : G→ Ω ∩ U0 the C1,β diffeomorphism Ψ(x1, x2) = x1τ1+x2τ2+
∑d−2
i=1 ψi(x1, x2)τi+2.
Let U = U0 ∩ Sd−1, and V = U ǫ1 (where U ǫ1 is defined as in (3.1)) for some ǫ < 1. V is an open
neighborhood of x0 and:
y ∈ Σ ∩ V ⇐⇒ y = λy0, where y0 ∈ Ω ∩ U0, λ ∈ (1− ǫ, 1 + ǫ), (3.21)
⇐⇒ y = λΨ(x1, x2), where λ ∈ (1− ǫ, 1 + ǫ), (x1, x2) ∈ R2. (3.22)
Letting Φ : G × (1 − ǫ, 1 + ǫ) → Rd be defined as Φ((x1, x2), λ) = λΨ(x1, x2), we see that Φ is
a C1 diffeomorphism on G× (1− ǫ, 1 + ǫ) and :
Φ(G× (1− ǫ, 1 + ǫ)) = Σ ∩ V.
Hence in the neighborhood of every non-zero point, Σ is a C1 manifold. Consequently, every non-
zero point of Σ is flat. Another application of Theorem 2.32 provides us with a γ > 0 such that Σ
is a C1,γ submanifold of dimension 3 in a neighborhood of every non-zero point.
We obtain the following corollary as a consequence of Theorem 3.9.
Corollary 3.10. Let µ be a 3-uniform measure in Rd. If x0 ∈ supp(µ), and Tan(µ, x0) =
{cν, c > 0}, where ν is normalized so that ν(B(0, 1)) = ωn, one of the following statements hold:
• ν = H3 Vx0 where Vx0 is a 3-dimensional subspace.
• The support of ν is not a plane, and for all z0 ∈ supp(ν), z0 6= 0 we have
Tan(ν, z0) =
{
cH3 Vz0 , c > 0
}
where Vz0 is a 3-dimensional subspace.
Proof. By Theorem 2.18, if x0 ∈ supp(µ), there exists a unique conical 3-uniform measure ν
such that Tan(µ, x0) = {cν, c > 0}. But by Theorem 3.9, Theorem 2.18 and Corollary 2.19, ν =
cH3 (supp(ν)) where supp(ν) is a 3-dimensional subspace or a C1,α-manifold away from 0.
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4 The general case: dimension reduction of singular sets
In this section, we will use the base case to deduce the Hausdorff dimension of the singular set of
any n-uniform measure. We first prove a theorem about the convergence of the set of singularities
of a sequence of blowups. Once this theorem is proven, we will have all the tools we need to apply
a dimension reduction argument using the base case.
Let us start with some notations. The measure µx,r is defined as:
µx,r(A) = ωn(µ(B(x, r)))
−1µ(rA+ x), (4.1)
for A ⊂ Rd. In particular if µ is n-uniform and z ∈ supp(µ), then it follows from Theorem 2.18
that for any sequence ηj ↓ 0
µz,ηj ⇀ µ
z, (4.2)
where µz is the normalized tangent measure at z as defined in Definition 2.20.
The following fact, which is a direct consequence of the definition of the functional F from
Definition 2.22, will be used often in this section: if Φ is a flat measure, then F (Φ) = 0 and
F (Φ0,C) = 0 for any C > 0.
Recall Definition 2.12.
Definition 4.1. Let µ be an n-uniform measure in Rd. If x0 is a non-flat point of supp(µ), we
call it a singularity of µ. We denote by Sµ the set of singularities of µ, namely:
Sµ = {x ∈ supp(µ), x is not a flat point } .
We start with a lemma which states that under the appropriate conditions, blow-ups along the
same sequence of points satisfy some sort of connectedness property.
Lemma 4.2. Let µ be an n-uniform measure in Rd, {xk}k ⊂ supp(µ) and {τk}k, {σk}k sequences
of positive numbers decreasing to 0. We also assume that σk < τk and that there exist n-uniform
measures α and β such that:
µxk,τk ⇀ α and µxk,σk ⇀ β.
Then:
F (α) < ǫ0 =⇒ F (β) < ǫ0,
where F is the functional from Definition 2.22 and ǫ0 is the constant from 2.24.
Proof. The proof of this lemma is similar to Preiss’ proof of Theorem 2.6 in [P]. In particular, it
follows closely the proof of Theorem 6.10 in [Del] which is a reformulation of Preiss’ theorem for
uniform measures.
Assume that F (α) < ǫ0 and F (β) ≥ ǫ0. Then by Theorem 2.23 there exists 0 < κ < ǫ0 and
k0 > 0 so that for k > k0 ,
F (µxk,σk) > κ and F (µxk,τk) < κ.
For k > 0, define the function fk : (0,∞)→ (0,∞) to be
fk(r) = F (µxk,r).
If sj is a sequence of positive numbers converging to some s0 > 0, µxk,sl ⇀ µxk,s0 . Therefore fk is
continuous in r away from 0, for all k > 0. So for every k > k0, there exists δk ∈ [σk, τk] so that:
F (µxk,δk) = κ and F (µxk,r) ≤ κ for r ∈ [δk, τk]. (4.3)
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By Theorem 2.8, without loss of generality, by passing to a subsequence,
µxk,δk ⇀ ξ
where ξ is a Radon measure. We claim that ξ is n-uniform and ξ(B(0, 1)) = ωn. Pick y ∈ supp(ξ)
and R > 0. First note that since the µxk,δk are n-uniform and all have the same constant ωn (being
normalized), we can apply Theorem 2.31 to obtain a sequence ykj of points in supp(µxkj ,δkj ) such
that ykj → y. Without loss of generality, by passing to a subsequence, yj → y. Fix ǫ > 0. There
exists j0 such that:
j > j0 =⇒ |y − yj| < ǫ
4
.
On one hand, we have:
ξ(B(y,R)) ≤ lim inf µxj ,δj (B(y,R)),
≤ lim inf µxj ,δj (B(yj, R+
ǫ
4
)),
= ωn
(
R+
ǫ
4
)n
.
On the other hand
ξ(B(y,R)) ≥ lim supµxj ,δj(B(y,R −
ǫ
8
)),
≥ lim supµxj ,δj(B(yj , R−
3ǫ
8
)),
= ωn
(
R− 3ǫ
8
)n
.
Hence, for y ∈ supp(ξ) and R > 0
ωn
(
R− 3ǫ
8
)n
≤ ξ(B(y,R)) ≤ ωn
(
R+
ǫ
4
)n
.
Since ǫ was chosen arbitrarily,
ξ(B(y,R)) = ωnR
n,
thus proving that ξ is n-uniform.
By Theorem 2.23, F (ξ) = κ. In particular ξ is not flat. We now show that our assumptions
imply that ξ is flat at infinity. By Theorem 2.21 this is a contradiction with ξ not being flat.
We first claim that τk
δk
→ ∞. Assume that τk
δk
→ C, C ≥ 1. Letting βk = τkδk and writing
µxk,τk = βk
−nT0,βk [µxk,δk ] , we have
µxk,τk ⇀ ξ0,C
since C 6= 0, µxk,δk ⇀ ξ and ξ(B(0, C)) = ωnCn. But µxk,τk ⇀ α hence α = ξ0,C . The fact that α
is flat and ξ is not would yield a contradiction.
Now fix R > 1. Since τk
δk
→∞, there exists k1 > k0 such that for k > k1, we have
Rδk ∈ [δk, τk].
In particular, since k1 > k0, if k > k1 we also have, by (4.3), F (µxk,Rδk) ≤ κ. We deduce that:
lim sup
k
F (µxk,Rδk) ≤ κ.
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Since Fs(µxk,Rδk , ξ0,R) = R
−n−1FRs(µxk,δk , ξ) for every s > 0, limk→∞ Fs(µxk,Rδk , ξO,R) = 0 for
every s > 0 and hence µxk,Rδk ⇀ ξ0,R. Consequently, by Theorem 2.23:
F (ξ0,R) ≤ κ. (4.4)
Choosing Rl ↑ ∞, we have ξO,Rl ⇀ ψ where ψ is the normalized tangent of ξ at ∞ by Theorem
2.18. Therefore, by (4.4), F (ψ) ≤ κ < ǫ0. But by Theorem 2.24 this implies that ξ is flat which
contradicts F (ξ) = κ.
Remark 4.1. 1. I would like to thank Max Engelstein for discussions about the connectedness
of cones of pseudo-tangent measures along a subsequence which brought this argument to my
attention. It is worth noting that cones of pseudo-tangent sets (the same holds for measures)
are not connected in general. A counter-example can be found in Remark 5.5 in [BL]. The
interested reader can refer to [P], [KPT] and [BL] for more detailed discussions of cones of
tangent measures.
2. Lemma 4.2 would imply that pseudo-tangent measures are in fact connected along the same
subsequence if not for the condition σk < τk. This apparently technical condition turns out
to be necessary for this proof to work. Whether this is just a feature of this specific proof or
an actual necessary condition is not clear to the author and seems like an interesting question
in its own right.
We can now prove a useful theorem about the behavior of singular sets under blow-ups.
Theorem 4.3. Let µ be an n-uniform measure in Rd, x0 ∈ supp(µ), {xj}j ⊂ Sµ, {rj}j any
sequence of positive numbers decreasing to 0. Also assume that yj =
xj−x0
rj
∈ B(0, 1), yj → y.
Then
y ∈ Sµx0 ,
where µx0 is the normalized tangent at x0 as defined in Definition 2.20.
Proof. Without loss of generality, x0 = 0. Denote µ
x0 by ν, and µxj by νj where µ
xj are the
normalized tangents at xj. Let us start with some remarks.
We first claim that there exists a conical, non-flat n-uniform measure ν∞ such that a subse-
quence of {νj}j converges weakly to ν∞. Since xj ∈ Sµ, νj is non-flat for every j > 0. The fact that
νj is conical and Theorem 2.24 then imply that F (νj) > ǫ0 for all j > 0 where F is the functional
defined in Definition 2.22. Moreover, since supj(νj(B(0, R))) = ωnR
n < ∞, there exists a Radon
measure ν∞ and a subsequence of νj converging to ν
∞. Without loss of generality, νj ⇀ ν
∞.
Moreover, ν∞ is n-uniform. The proof of this fact is exactly the same as the proof of the fact that
ξ in Lemma 4.2 is n-uniform.
By Theorem 2.23, F (νj) → F (ν∞) and hence F (ν∞) ≥ ǫ0. Moreover, since each νj is conical
and νj ⇀ ν
∞, it follows that for any r > 0:
T0,r[ν
∞] = lim T0,r[νj ],
= rn lim νj ,
= rnν∞.
This proves that ν∞ is conical.
We also claim that
y ∈ supp(ν) and µxj ,rj ⇀ νy. (4.5)
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where νz denotes Tz,1[ν] whenever z ∈ supp(ν). Indeed, let δ > 0. Then:
ν(B(y, δ)) ≥ lim sup
i→∞
µ0,ri
(
B
(
y,
δ
4
))
= lim sup
i→∞
ωn(µ(B(0, ri)))
−1µ
(
B
(
riy,
riδ
4
))
.
But for i large enough |y − yi| ≤ δ8 implying that B(xi, ri δ8) ⊂ B(riy, riδ4 ). Consequently,
ν(B(y, δ)) > 0
since
(µ(B(0, ri)))
−1µ
(
B(xi, ri
δ
8
)
)
=
δn
8n
.
Let us prove the second part of (4.5). Recall Definition 2.9.
Fix R > 0. Let φ ∈ L(R). Then, on one hand, for j large enough that |yj| ≤ 2, we have:∣∣∣∣
∫
φ(z)dµxj ,rj(z)−
∫
φ(z)dTyj ,1[ν](z)
∣∣∣∣ =
∣∣∣∣
∫
φ(z − yj)dµ0,rj (z)−
∫
φ(z − yj)dν(z)
∣∣∣∣ ,
≤ FR+2(µ0,rj , ν), (4.6)
since φj(z) = φ(z − yj) ∈ L(R+ 2) . On the other hand,∣∣∣∣
∫
φ(z)dTyj ,1[ν](z) −
∫
φ(z)dTy,1[ν](z)
∣∣∣∣ =
∣∣∣∣
∫
(φ(z − yj)− φ(z − y)) dν(z)
∣∣∣∣ ,
≤ |y − yj |ν(B(0, R+ 2)), (4.7)
since Lip(φ) ≤ 1, φj and φy are supported in B(0, R + 2) where we define φy(z) = φ(z − y). This
gives, taking the supremum over all φ ∈ L(R):
FR(µxj ,rj , νy) ≤ FR+2(µ0,rj , ν) + |y − yj|ν(B(0, R + 2)),
for j large enough. Letting j →∞, we get (4.5) since R was chosen arbitrarily.
Our proof will now go as follows: we construct sequences of positive numbers σk and τk decreas-
ing to 0 such that µx˜k,σk converges weakly to ν
∞ and µx˜k,τk converges weakly to α the normalized
tangent measure to ν at y. Here, x˜k is a subsequence of xk. We then use Lemma 4.2 to deduce
that α cannot be flat.
Let us first construct a decreasing sequence σ˜j such that
σ˜j
rj
→ 0 and µxj ,σ˜j ⇀ ν∞. (4.8)
Let tj =
1
j
. By Theorem 2.18, the blow-ups at a point converge to the tangent along any sequence
going to 0. Moreover this tangent is unique up to normalization. Thus, for every k, we have
F(µxk, 1j , νk)→ 0,
where F is the metric on Radon measures from Definition 2.9. Now construct inductively a de-
creasing sequence {lk}k such that, for all k > 0
l ≥ lk =⇒ tl < rk2 and F(µxk,tl , νk) <
1
2k
. (4.9)
23
Let σ˜j = tlj and ρj =
σ˜j
rj
.
We remark that since ρj ↓ 0,
(νy)0,ρj ⇀ α (4.10)
where α is the normalized tangent measure to νy at 0. Equivalently, this is the normalized tangent
measure to ν at y. Indeed, since νy = Ty,1[ν] and T0,ρj ◦ Ty,1 = Ty,ρj , we have
ρj
−nT0,ρj [νy] = ρj
−nT0,ρj [Ty,1[ν]],
= ρj
−nTy,ρj [ν].
We now construct a sequence τ˜k such that:
µxlk ,τ˜k ⇀ α,
for some subsequence xlk of xk.
For every k there exists lk > k, lk > lk−1 such that whenever l > lk
F1(µxl,rl , νy) <
1
k
ρn+1k and ρl < ρk, (4.11)
since µxl,rl ⇀ νy and ρk → 0. Let τ˜k = rlkρk and x˜k = xlk .
We claim that
µx˜k,τ˜k ⇀ α. (4.12)
Indeed, fix R > 0. On one hand, for k large enough that Rρk ≤ 1
FR(µx˜k,τ˜k , ρ
−n
k T0,ρk [νy]) = FR(ρ
−n
k T0,ρk [µxlk ,rlk ], ρ
−n
k T0,ρk [νy]),
= ρ−n−1k FRρk(µxlk ,rlk , νy),
≤ ρ−n−1k F1(µxlk ,rlk , νy),
<
1
k
.
The laws of composition used in this calculation are explained in Lemma 2.4 of [B].
On the other hand, FR(ρ
−n
k T0,ρk [νy], α)→ 0 by (4.10). Since
FR(µx˜k,τ˜k , α) ≤ FR(µx˜k,τ˜k , ρ−nk T0,ρk [νy]) + FR(ρ−nk T0,ρk [νy], α),
FR(µx˜k,τ˜k , α)→ 0. This proves (4.12).
Rename x˜k, σ˜lk and τ˜k to be xk, σk and τk. We have proven that:
µxk,σk ⇀ ν
∞ and µxk,τk ⇀ α,
with σk < τk ( since ρlk < ρk by (4.11)) and ν
∞ conical and non-flat.
If α were flat, we would have F (α) = 0 < ǫ0 and F (ν
∞) ≥ ǫ0. This contradicts Lemma 4.2.
Therefore α cannot be flat and y ∈ Sν .
Remark 4.2. The proof of (4.12) is similar to the proof of Lemma 2.6 in [B].
We now use Theorem 4.2 to deduce two important corollaries.
Corollary 4.4. Let µ be a 3-uniform measure in Rd. Then the singular set of µ is discrete.
Namely, for every K compact subset of Rd, |Sµ ∩K| <∞. Here, |A| denotes the cardinality of the
set A ⊂ Rd.
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Proof. Assume not. Then there exists K compact subset of Rd such that |Sµ ∩K| = ∞ . In
particular there exists a sequence of points {xj}j ⊂ Sµ∩K converging to some x∞ ∈ K. Moreover,
x∞ ∈ supp(µ) since the support of a measure is a closed set. Let rj = |xj − x∞| and yj = xj−x∞rj .
Then by Theorem 2.18, µx∞,rj ⇀ ν, ν normalized tangent to µ at x∞ and by compactness, we can
assume by passing to a subsequence if necessary that yj → y ∈ ∂B(0, 1). By (4.5), y ∈ supp(ν).
Since y 6= 0, y must be a flat point of supp(ν) by Corollary 3.10. This contradicts Theorem 4.3.
Corollary 4.5. Let µ be an n-uniform measure in Rd, x0 ∈ supp(µ), ν normalized tangent to µ at
x0, {rj}j sequence of positive radii decreasing to 0, ǫ > 0. Then there exists N = N(ǫ) such that:
n ≥ N =⇒ Sµ − x0
rj
∩B(0, 1) ⊂ (Sν)ǫ (4.13)
where (Sν)ǫ =
{
y ∈ Rd; dist(y,Sν) < ǫ
}
.
Proof. Suppose not. Then we can construct a subsequence {sj} of {rj} so that:
Sµ − x0
sj
∩B(0, 1) ∩
(
R
d\(Sν)ǫ
)
6= ∅.
Consequently, we can find points xj ∈ Sµ such that yj = xj−x0sj ∈ B(0, 1) , dist(yj,Sν) ≥ ǫ and
yj → y. In particular, y /∈ Sν since d(y,Sν) ≥ ǫ. This contradicts Theorem 4.3.
We are now ready to prove the main theorem of this section.
Theorem 4.6. Let µ be an n-uniform measure in Rd , 3 ≤ n ≤ d. Then
dimH(Sµ) ≤ n− 3, (4.14)
where dimH denotes the Hausdorff dimension.
Proof. The theorem holds for n = 3 by Theorem 3.9. Let m < d and assume the theorem holds
for all l-uniform measures in Rd such that l < m. We want to prove that it holds for m-uniform
measures.
Let µ be an m-uniform measure. Suppose that s ∈ R+ is such that Hs(Sµ) > 0.
We start with an overview of the proof. We first prove that there exists a singular point x0 of
the support of µ and a tangent ν of µ at x0 such that the following holds
Hs(Sν ∩B(0, 1)) > 0.
From that, we deduce that there exists some non-zero singular point ξ of the support of ν such
that the tangent λ to ν at ξ satisfies Hs(Sλ ∩ B(0, 1)) > 0. Note that by Theorem 2.18, since µ is
m-uniform, ν is conical. The advantage of repeating this procedure is that since ν is conical, the
support of λ is in fact translation invariant along the vector ξ and so λ can be decomposed into
L1 × λ0 where L1 is 1-Lebesgue measure and λ0 is (m− 1)-uniform. We then apply the induction
hypothesis to λ0 to finish the proof.
We find a singular point x0 of the support of µ such that the following holds. Let ν be the
normalized tangent to µ at x0. Then:
Hs(Sν ∩B(0, 1)) > 0.
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By Lemma 4.6 in [M],
Hs(Sµ) > 0 ⇐⇒ Hs∞(Sµ) > 0.
We will use Hs∞ instead of Hs to allow a larger choice of coverings. Since Hs∞(Sµ) > 0, there exists
a compact set K such that Hs∞(Sµ ∩K) > 0. Let S˜µ = Sµ ∩K. We have
θs,∗(Hs∞ S˜µ, z) ≥ 2−s, (4.15)
for Hs-almost every z ∈ S˜µ. This follows from Theorem 3.26 (2), in [S] since S˜µ is a compact subset
of Rd. In particular, there exists x0 ∈ S˜µ such that:
θs,∗(Hs∞ S˜µ, x0) ≥ 2−s, (4.16)
Consequently, there exists a sequence of radii {rj}j decreasing to 0 such that:
Hs∞
(
B(0, 1) ∩ S˜µ − x0
rj
)
≥ 2−s.
Since rj ↓ 0, µx0,rj ⇀ ν where ν = µx0 , the normalized tangent to µ at x0. By Theorem 4.5, for all
ǫ > 0, there exists j0 such that:
S˜µ − x0
rj
∩B(0, 1) ⊂ (Sν)ǫ whenever j ≥ j0. (4.17)
Pick δ > 0 and let {Ek}k be a covering of S˜ν = Sν ∩B(0, 1) such that:
Hs∞(S˜ν) > ωs2−s
∞∑
k=1
(diam(Ek))
s − δ.
We can assume that the sets Ek are open (see Theorem 4.4 in [M]). Since
⋃
Ek is open, S˜ν is
compact and S˜ν ⊂
⋃
Ek, we can cover S˜ν with finitely many Ek, k = 1, . . . ,K. Letting E be the
union of this finite cover and ǫ be a number smaller than the minimum of the diameters of the Ek’s
in this finite cover, we have:
(Sν)ǫ ⊂ E.
It follows from (4.17) that for j large enough, we have
Sj ⊂ E,
where Sj = S˜µ−x0rj ∩B(0, 1). Hence, for j large, since {Ek}
K
k=1 covers Sj
Hs∞(Sj) ≤ ωs2−s
K∑
k=1
(diam(Ek))
s,
≤ Hs∞(S˜ν) + δ.
Since δ was chosen arbitrarily, we get Hs∞(Sj) ≤ Hs∞(S˜ν). Letting j →∞, we get:
2−s ≤ lim supHs∞(Sj) ≤ Hs∞(S˜ν).
This gives Hs∞(Sν) ≥ Hs∞(S˜ν) > 0. The claim is thus proved.
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The advantage of ν over µ is that it is conical. Thus if we blow up at a non-zero point of ν, we
claim that we obtain a measure that is translation invariant. Since Hs(Sν ∩ B(0, 1)) > 0, by the
same reasoning as for µ, there exists ξ 6= 0, ξ ∈ Sν ∩B(0, 1) such that :
θs,∗(Hs∞ Sν , ξ) ≥ 2−s.
In particular, there exists a decreasing sequence {sj} such that Hs∞(Sν ∩ B(ξ, sj)) ≥ 2−sssj and
νξ,sj ⇀ λ, where λ = ν
ξ is the normalized tangent measure to ν at ξ. Since ν is uniform and ξ is a
singular point, λ is a non-flat conical measure. The same procedure as above gives:
Hs(Sλ ∩B(0, 1)) > 0. (4.18)
Let Σ = supp(λ). We claim that
Σ = Re1 ⊕A
for some A subset of a (d − 1)-plane of Rd such that Hm−1 A is (m − 1)-uniform. We will first
prove that
Ttξ,1[λ] = λ (4.19)
for any t > 0.
Take t > 0. Then, on one hand, noting that for z ∈ Rd:
T(1+t)ξ,sj (z) =
z − ξ − tξ
sj
,
=
z
1+t − ξ
sj
1+t
,
= T
ξ,
sj
1+t
◦ T0,1+t(z),
we get
ν(1+t)ξ,sj = s
−m
j Tξ,
sj
1+t
[T0,1+t[ν]],
= s−mj (1 + t)
mT
ξ,
sj
1+t
[ν], since ν is conical
⇀ λ, (4.20)
since the sequence
sj
1+t → 0 and s−mj (1 + t)mTξ, sj
1+t
[ν](B(0, 1)) = λ(B(0, 1)) = ωm.
On the other hand, we have
T(1+t)ξ,sj (z) =
z − (1 + t)ξ
sj
,
=
z − (1 + (1− sj)t)ξ
sj
− tξ,
= Ttξ,1 ◦ T(1+(1−sj)t)ξ,sj (z).
We now prove that
sj
−mT(1+(1−sj )t)ξ,sj [ν]→ λ. (4.21)
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Let φ ∈ L(R). Then, for j large enough so that |1− sj| ≤ 2 we have:
sj
−m
∣∣∣∣
∫
φ(z)dT(1+(1−sj )t)ξ,sj [ν](z) −
∫
φ(z)dT(1+t)ξ,sj [ν](z)
∣∣∣∣
≤ sj−m
∣∣∣∣
∫
(φ(z − (1 + (1− sj)t)ξ)− φ(z − (1 + t)ξ)) dT0,sj [ν](z)
∣∣∣∣ ,
≤ sj−m
∫
B(0,R+(1+2|t|)|ξ|)
|sj||ξ||t|dT0,sj [ν](z),
≤ |sj||ξ||t|ωm(R+ (1 + 2|t|)|ξ|)m.
Taking the supremum over all φ ∈ L(R), we get:
Aj := FR(sj
−mT(1+(1−sj )t)ξ,sj [ν], sj
−mT(1+t)ξ,sj [ν]),
≤ |sj||ξ||t|ωm(R + (1 + 2|t|)|ξ|)m, (4.22)
which goes to 0 as j →∞ since sj → 0. We have
FR(sj
−mT(1+(1−sj )t)ξ,sj [ν], λ) ≤ Aj + FR(sj−mT(1+t)ξ,sj [ν], λ). (4.23)
Since Aj → 0 by (4.22) and, according to (4.20), FR(sj−mT(1+t)ξ,sj [ν], λ)→ 0, by using (4.23), we
prove (4.21).
This proves (4.19) from which it follows that
Σ− tξ = Σ for t > 0. (4.24)
Indeed, for t > 0,
z ∈ Σ ⇐⇒ For all r > 0, λ(B(z, r)) > 0,
⇐⇒ For all r > 0, Ttξ,1[λ](B(z, r)) > 0,
⇐⇒ For all r > 0, λ(B(z + tξ, r)) > 0,
⇐⇒ z ∈ Σ− tξ.
Adding tξ on both sides of 4.24, we see that
Σ− tξ = Σ for t ∈ R. (4.25)
Let e1 =
ξ
|ξ| and A = {x ∈ Σ;x.e1 = 0}. We claim that
Σ = Re1 ⊕A. (4.26)
On one hand, if z ∈ Re1 ⊕A, then there exists z′ ∈ A and t ∈ R such that:
z = z′ + te1.
Since A ⊂ Σ by definition, this implies that z ∈ Σ+ te1 and consequently, z ∈ Σ by (4.24). On the
other hand, if z ∈ Σ, we can write:
z = (z − 〈z, e1〉 e1) + 〈z, e1〉 e1.
Let t1 = 〈z, e1〉. By (4.24), z − t1e1 ∈ Σ. Moreover, 〈z − t1e1, e1〉 = 0. Therefore, z − t1e1 ∈ A and
z ∈ Re1 + A. The uniqueness of such a decomposition follows from the fact that Re1 and A are
orthogonal by construction. This proves (4.26).
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So there exists c > 0 so that λ = cωm
−1Hm (Re1 ⊕A) by Corollary 2.19. By Theorem 3.11
in [KoP], λ0 = Hm−1 A is (m− 1)-uniform.
The final step consists in proving that
Sλ ⊂ Re1 ⊕ Sλ0 ∼= R× Sλ0 . (4.27)
We start by proving that if y ∈ A is a (m − 1)-flat point of λ0, and t ∈ R, then te1 + y ∈ Σ
is an m-flat point of λ. By Theorem 2.30, if y is a flat point of λ0, since λ0 is an (m − 1)-
uniform measure, there exists a neighborhood U ′ of y in Rd−1 (here Rd−1 is identified with the set{
z ∈ Rd; 〈z, e1〉 = 0
}
) such that A ∩ U ′ is a C1 manifold. More precisely, there exists (d −m+ 1)
C1- diffeomorphisms {ψj}j from a neighborhood G of Rm−1 to R such that:
U ′ ∩A =
{
z2e2 + . . .+ zmem +
d∑
i=m+1
ψj(z2, . . . , zm)ej ; (z1, . . . , zm) ∈ G
}
(4.28)
where {ej}mj=2 is an orthonormal basis of the tangent plane to supp(λ0) at y and {ej}dj=1 is a
completion of {ej}mj=1 to an orthonormal basis of Rd. We claim that Σ is a C1-manifold in the
neighborhood U = {se1 + z′; (s, z) ∈ (t− 1, t+ 1)× U ′} of te1 + y. Indeed, if z ∈ Σ ∩ U , then by
(4.24) and (4.28) we can write
z = z1e1 + z2e2 + . . . + zmem +
d∑
i=m+1
ψj(z2, . . . , zm)ej , (4.29)
where zj = 〈z, ej〉 for j > 1 and z1 ∈ (r − 1, r + 1).
We go back to the proof of (4.27). Suppose that η ∈ Sλ. Then in particular, η ∈ Σ and hence
η = te1 + y where t ∈ R, y ∈ A. If y were a flat point of λ0, then η would be a flat point of λ.
Therefore, η ∈ R× Sλ0 .
We deduce from (4.27) that
dimH(Sλ) ≤ dimH(Sλ0) + 1. (4.30)
Note that this inequality holds because Sλ and Sλ0 are Borel sets and the packing dimension of a
line is the same as its Hausdorff dimension. But since Hs(Sλ) > 0,
dimH(Sλ) ≥ s. (4.31)
Combining (4.30) and (4.31), we get:
s− 1 ≤ dimH(Sλ0). (4.32)
On the other hand, Sλ0 being the singular set of an (m − 1)-uniform measure, the induction
hypothesis implies that dimH(Sλ0) ≤ m− 4. Therefore s ≤ m− 3.
We have proven that
Hs(Sµ) > 0 =⇒ s ≤ m− 3.
Therefore,
dimH(Sµ) ≤ m− 3.
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