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EAKIN-SATHAYE TYPE THEOREMS
FOR JOINT REDUCTIONS AND GOOD FILTRATIONS OF IDEALS
KRITI GOEL, SUDESHNA ROY, AND J. K. VERMA
Abstract. Analogues of Eakin-Sathaye theorem for reductions of ideals are proved for Ns-
graded good filtrations. These analogues yield bounds on joint reduction vectors for a family of
ideals and reduction numbers for N-graded filtrations. Several examples related to lex-segment
ideals, contracted ideals in 2-dimensional regular local rings and the filtration of integral and
tight closures of powers of ideals in hypersurface rings are constructed to show effectiveness of
these bounds.
Dedicated to Le Tuan Hoa on the occasion of his sixtieth birthday
1. Introduction
The objective of this paper is to prove Eakin-Sathaye type theorems [4] for joint reductions
and good filtrations of ideals. Recall that an ideal J contained in an ideal I in a commutative
ring R is called a reduction of I if there is a non-negative integer n such that JIn = In+1. The
concept of reduction of an ideal was introduced by Northcott and Rees [15]. It has become an
important tool in many investigations in commutative algebra and algebraic geometry such as
Hilbert-Samuel functions [18], blow-up algebras [6] singularities of hypersurfaces [23], number
of defining equations of algebraic varieties [13] and many others.
Research in this paper is motivated by the following result of Paul Eakin and Avinash Sathaye
[4]. Let µ(I) denote the minimum number of generators of an ideal I in a local ring.
Theorem 1.1. Let I an ideal of a local ring R with infinite residue field. If µ(In) <
(
n+r
r
)
for
some positive integers n and r then there is a reduction J of I generated by r elements such
that JIn−1 = In.
The case of n = 2, r = 1 was proved by J. D. Sally [22]. The EST (Eakin-Sathaye Theorem)
has been revisited by G. Caviglia [2], N. V. Trung [24] and Liam O’Carroll [16]. Caviglia used
Green’s hyperplane section theorem to give a new proof of the EST. The EST was generalised
by Liam O’Carroll for complete reductions [16]. The versions of the EST proved in this paper
follow the approach used by O’Carroll. In order to state his result we recall necessary definitions
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and results about complete reductions and joint reductions of a family of ideals introduced by
D. Rees in [21]. Recall that the analytic spread of an ideal I in a local ring (R,m) is the
Krull dimension of the fiber cone of I, namely, F (I) = ⊕∞n=0I
n/mIn. The analytic spread of I
is denoted by ℓ(I). Let I1, I2, . . . , Ig be ideals of R with s = ℓ(I1I2 · · · Ig). Then there is a g × s
matrix A = (aij) with entries aij ∈ Ii for i = 1, 2, . . . , g and j = 1, 2, . . . , s such that the ideal
(y1, y2, . . . , ys) is a reduction of the product I1I2 · · · Ig. Here yj =
∏g
i=1 aij for j = 1, 2, . . . , s and
the set of elements aij, i = 1, . . . , g, j = 1, . . . , s, is called a complete reduction of the set of
ideals I1, . . . , Ig.
Let dimR = d and I1, I2, . . . , Id be m-primary ideals of R. Let e1, e2, . . . , ed be the standard
basis of the d-dimensional Q-vector space Qd. If n = (n1, . . . , nd) ∈ Nd then we write I
n =
In11 I
n2
2 · · · I
nd
d . A set of elements (a1, a2, . . . , ad) where ai ∈ Ii for i = 1, 2, . . . , d is called a joint
reduction of the set of ideals (I1, I2, . . . , Id) if there exists r = (r1, r2, . . . , rd) ∈ Nd such that for
all ni ≥ ri for i = 1, 2, . . . , d,
d∑
i=1
aiI
n−ei = In.
The vector (r1, r2, . . . , rd) is called a joint reduction vector of I with respect to the joint reduction
(a1, a2, . . . , ad).
Theorem 1.2 (L. O’Carroll). Let (R,m) be a Noetherian local ring with infinite residue field
k := R/m. Let I1, I2, . . . , Is be ideals in R and I = I1I2 · · · Is. Suppose that for some n ≥ 1 and
r ≥ 0 µ(In) <
(
n+r
r
)
. Then there exist “general” elements y1, y2, . . . , yr with yj = x1j · · ·xsj, j =
1, 2, . . . , r where xij ∈ Ii for i = 1, 2, . . . , s such that
(y1, y2, . . . , yr)I
n−1 = In.
We now describe the main results proved in this paper. An Ns-graded filtration of ideals
{In}n∈Ns in R is a collection of ideals which satisfies the conditions (1) In ⊆ Im for all
n ≥ m and (2) InIm ⊆ In+m for all n,m ∈ Ns. We say that the filtration F = {In}n∈Ns
is good if the Rees algebra R(F) = ⊕n∈NsInt
n is a finite module over the Rees algebra
R(Ie1 , . . . , Ies) = ⊕n∈NsI
n1
e1
· · · Inses t
n. Here tn = tn11 . . . t
ns
s where t1, . . . , ts are indeterminates and
n = (n1, . . . , ns) ∈ Ns and m = (m1, . . . , ms) ≥ n = (n1, . . . , ns) if mi ≥ ni for all i = 1, . . . , s.
We shall prove the following result in Section 3.
Theorem 1.3. Let (R,m, k) be a Noetherian local ring with infinite residue field k. Let F =
{In}n∈Ns be an Ns-graded good filtration in R. Suppose
µ(In) <
(
n1 + r1
r1
)
· · ·
(
ns + rs
rs
)
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for some integers n1 + · · · + ns ≥ 1 and r1 + · · · + rs ≥ 0. Then for all 1 ≤ i ≤ s there exist
“general” elements xi1, . . . , xiri ∈ Iei such that
In =
s∑
i=1
(xi1, . . . , xiri)In−ei .
We shall show that Theorem 1.3 improves O’Carroll’s generalisation of the EST for joint
reductions. In Section 4, we consider an analogue of the EST to estimate the reduction number
of a good N-graded filtration. For this we need depth conditions on the associated graded ring
and the fiber cone. In addition, we need the notion of equimultiple filtration:
Definition 1.4. Let F be an N-graded good filtration. Define l(F) = dim(F (F)) to be the
analytic spread of the filtration F . We say that the filtration F is equimultiple if l(F) = ht I1.
Theorem 1.5. Let (R,m) be a Cohen-Macaulay local ring with R/m = k infinite. Let F =
{In}n∈N be an equimultiple good filtration such that grade grF (R)+ ≥ l(F) = r and F (F) be
Cohen-Macaulay. Let µ(In) <
(
n+r
r
)
for some n ≥ 1. Then there exist r general elements
x1, . . . , xr ∈ I1 such that Im = (x1, . . . , xr)Im−1 for all m ≥ n.
Finally in Section 5, we present several examples which illustrate our results and explain the
necessity of depth assumption for the EST for reduction number of good filtrations.
2. Preliminaries
In this section, we setup notation, recall definitions and results which are required in the
subsequent sections.
2.1. Multi-graded filtrations of ideals
Let (R,m) be a d-dimensional Noetherian local ring and I1, . . . , Is be ideals in R. For s ≥ 1,
we put 0 = (0, . . . , 0) ∈ Ns and ei = (0, . . . , 1, . . . , 0) ∈ Ns where 1 occurs at the i-th position.
Let n = (n1, . . . , ns) ∈ Ns, then we write I
n = In11 · · · I
ns
s and we put |n| = n1+ · · ·+ns. By the
phrase “for all large n” we mean ni ≫ 0 for all i = 1, . . . , s.
Definition 2.2. A set of ideals F = {In}n∈Ns is called an Ns-graded filtration if for all m,n ∈
Ns, InIm ⊆ In+m and if m ≥ n, Im ⊆ In. Moreover, F is called an Ns-graded I = (I1, . . . , Is)-
filtration if In ⊆ In for all n ∈ Ns.
Let t1, . . . , ts be indeterminates. For n ∈ Ns, put tn = t
n1
1 · · · t
ns
s and denote the N
s-graded
Rees ring of F by R(F) =
⊕
n∈Ns
In t
n. For F = {In}n∈Ns, we set R(I) = R(F). The fiber cone of
the filtration F is denoted by F (F) = R(F)⊗R R/m =
⊕
n∈Ns
In/mIn. Define l(F) = dimF (F)
to be the analytic spread of the filtration F . We say F =
⊕
n∈Ns Fn is standard N
s- graded
algebra over k if F = k[Fe1 , . . . , Fes ].
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Definition 2.3. An Ns-graded filtration F = {In}n∈Ns of ideals in R is called an I = (I1, . . . , Is)-
good filtration if Ii ⊆ Iei for all i = 1, . . . , s and R(F) is a finite R(I)-module.
If R is an analytically unramified local ring and I is an ideal of R, then Rees [19] proved that the
integral closure filtration F = {In} is an I-good filtration. Using [5], under the same conditions,
the tight closure filtration T = {(In)∗} is an I-good filtration.
A reduction of a good filtration F = {In} is an ideal J ⊆ I1 such that JIn = In+1 for all
large n. Equivalently, J ⊆ I1 is a reduction of F if and only if R(F) is a finite R(J)-module.
A minimal reduction of F is a reduction of F minimal with respect to containment. Minimal
reductions of a good filtration always exist and are generated by l(I1) elements if the residue
field is infinite.
Remarks 2.4. (1) Let G = {Jn}n≥0 be a J-good filtration. Then Jn+1 = JJn for all large n.
Since J ⊆ J1, it follows that Jn+1 = JJn ⊆ J1Jn ⊆ Jn+1 and hence Jn+1 = J1Jn for all large n.
This shows that G is also a J1-good filtration.
(2) Let F = {In}n∈Ns be an Ns-graded good filtration. Then R(F) is a finite R(I)-module by
definition, where I = (Ie1, . . . , Ies). Set G = F (Ie1, . . . , Ies) =
⊕
m∈Ns I
m1
e1
· · · Imses /mI
m1
e1
· · · Imses ,
the fiber cone of the ideals Ie1 , . . . , Ies and F = F (F) =
⊕
m∈Ns Im/mIm the fiber cone of the
filtration F . Note that G is a standard multi-graded k-algebra and F is a finitely generated
G-module. Set G(i) =
⊕
m≥0Gmei for all 1 ≤ i ≤ s. Clearly G
(i) is a standard graded k-algebra
with G
(i)
1 = Gei.
(3) Let F = {In}n∈Ns be a good filtration. Then Fi = {Inei}n≥0 is a good filtration for all
i = 1, . . . , s. For, it is sufficient to show that R(Fi) is a finite R(Iei)-module. Consider the ideal
I(i) =
⊕
n∈Ns\Nei
In t
n ⊆ R(F).
Observe that
I(i) ∩R(I) =
⊕
n∈Ns\Nei
In1e1 · · · I
ns
es
tn.
As R(F) is a finite R(I)-module, it follows that R(F)/I(i) is a finite R(I)/(I(i)∩R(I))-module.
Since R(F)/I(i) ≃ R(Fi) and R(I)/(I(i) ∩R(I)) ≃ R(Iei), we are done.
2.5. Zariski topology
Let V be a finite dimensional k-vector space and dimk V = N . Then we can identify any
vector v ∈ V with an element of kN . By a (non-empty) Zariski-open set in V r, for r ∈ N,
we mean a finite union of sets of the form Xf := {a ∈ k
Nr | f(a) 6= 0} for given non-zero
polynomial f ∈ k[X1, . . . , XNr], see [1, Exercise 17]. Since for non-zero polynomials f and g in
k[X1, . . . , XNr], Xf ∩ Xg = Xfg so finite intersection of any two non-empty open set in V
r is
non-empty. In fact, intersection of finitely many non-empty open sets in V r is non-empty.
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Remark 2.6. Let U be a subspace of V with dimk U = m and dimk V = n. Note that
dimk V/U = n −m = t (say) and m, t ≤ n. We claim that the quotient map π : V → V/U is
continuous in Zariski topology. Since Xf is a basic open set of V/U for some f ∈ k[X1, . . . , Xt],
it is enough to show that π−1(Xf ) is a Zariski-open subset of V . Notice π
−1(Xf ) ∼= Xf × k
m is
a basic open subset of V defined by f ∈ k[X1, . . . , Xt] ⊆ k[X1, . . . , Xn].
2.7. General elements
Let F = ⊕n≥0Fn be a standard graded algebra over a field k and suppose that there exists
a k-vector space epimorphism φ : V → F1. Let P be a property of elements of F1 and let
r ≥ 0. We say that P holds for r general elements y1, . . . , yr of F1 if there exists a non-empty
Zariski-open subset U of V r such that P holds for every sequence of elements yj := φ(vj) where
(v1, . . . , vr) ∈ U .
Let (R,m, k) be a Noetherian local ring and I be an ideal in R. Set F (I) =
⊕
n≥0 I
n/mIn,
the fiber cone of I. We say x is a “general” element in I if x is a general element in F (I)1, see
[16, Remark 3.2].
3. Eakin-Sathaye theorem for multi-graded filtration
In this section, we generalize the Eakin-Sathaye theorem for multi-graded good filtrations.
We prove a lemma first.
Lemma 3.1. Let G =
⊕
m∈Ns Gm be a standard N
s-graded algebra over a field k. Let F =⊕
n∈Ns Fn be an N
s-graded k-algebra and a finitely generated G-module such that G0 = F0 = k
and Gei = Fei for all i = 1, . . . , s. Let yi1, . . . , yipi ∈ Gei be a basis of Gei. Let y = yij for some
1 ≤ i ≤ s and 1 ≤ j ≤ pi. Set G = G/yG = ⊕n∈NsGn and F = F/yF = ⊕n∈NsF n. Let for
some ri ≥ 2 there exist general elements a1, . . . , ari−1 ∈ Gei and bt1, . . . , btrt ∈ Get for all t 6= i
such that
F n = (a1, . . . , ari−1)F n−ei +
s∑
t=1
t6=i
(bt1, . . . , btrt)F n−et .
Then y, a1, . . . , ari−1 are general elements in Gei and bt1, . . . , btrt are general elements in Get for
all t 6= i such that
Fn = (y, a1, . . . , ari−1)Fn−ei +
s∑
t=1
t6=i
(bt1, . . . , btrt)Fn−et .
Proof. Note that G =
⊕
n∈Ns Gn/yGn−ei and F =
⊕
n∈Ns Fn/yFn−ei. Hence Gei = Gei/ky and
Get = Get for all t 6= i. Let V = V1×· · ·×Vs be a Cartesian product of finite-dimensional k-vector
spaces Vi’s over an infinite field k such that there is a k-epimorphism ψ : V → Ge1 ⊕ · · · ⊕Ges
induced by the k-epimorphisms ψi : Vi → Gei for 1 ≤ i ≤ s. For convenience we can assume
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that i = 1 = j, i.e., y = y11. Clearly ψi induces ψi : Vi → Gei for all i. Note that ψi = ψi for
all i 6= 1. By definition of general elements there exists a non-empty Zariski-open subset U of
V r−11 such that for all (a1, . . . , ar−1) ∈ ψ1(U),
(3.1.1) F n = (a1, . . . , ar1−1)F n−e1 +
s∑
t=2
(bt1, . . . , btrt)F n−et
holds. Let z ∈ V1 such that ψ1(z) = y (as y 6= 0 so z 6= 0). Set U
′ = kz\{0}. Then U ′ is a
non-empty Zariski open subsets of V1. So by Remark 2.6, U
′× V r−11 and V1×U are non-empty
Zariski open subsets of V1×V
r−1
1
∼= V r1 and hence (U
′×V r−11 )∩(V1×U) = U
′×U is a non-empty
Zariski open subset of V r1 . Note that G/cyG = G and F/cyF = F for any 0 6= c ∈ k. Thus
if we replace y by cy for any 0 6= c ∈ k, then also (3.1.1) holds. This implies that for any
(cy, a1, . . . , ar−1) ∈ ψ1(U
′ × U),
(3.1.2) Fn = (cy, a1, . . . , ar1−1)Fn−e1 +
s∑
t=2
(bt1, . . . , btrt)Fn−et ,
holds. Hence cy, a1, . . . , ar1−1 ∈ Gei are general elements. For 2 ≤ t ≤ s, again by the definition
of general elements there exists a non-empty Zariski-open subset Ut of V
r
t such that for all
(bt1, . . . , btrt) ∈ ψt(Ut), (3.1.1) holds which implies that for all (bt1, . . . , btrt) ∈ ψt(Ut), (3.1.2)
holds. Thus bt1, . . . , btrt are rt general elements in Get . 
Theorem 3.2. Let (R,m, k) be a Noetherian local ring with infinite residue field k. Let F =
{In}n∈Ns be an Ns-graded good filtration in R. Suppose
µ(In) <
(
n1 + r1
r1
)
· · ·
(
ns + rs
rs
)
.
for some integers n1 + · · · + ns ≥ 1 and r1 + · · · + rs ≥ 0. Then for all 1 ≤ i ≤ s there exist
“general” elements xi1, . . . , xiri ∈ Iei such that
In =
s∑
i=1
(xi1, . . . , xiri)In−ei .
Set G = F (Ie1, . . . , Ies) =
⊕
m∈Ns I
m1
e1
· · · Imses /mI
m1
e1
· · · Imses =
⊕
m∈Ns I
m/mIm, the fiber cone
of the ideals Ie1, . . . , Ies where I = (Ie1 , . . . , Ies) and F = F (F) =
⊕
m∈Ns Im/mIm, the fiber
cone of the filtration F . Then G is a standard Ns-graded k-algebra and F is a finitely generated
G-module. Again Gei = Fei for all i and G0 = F0 = k. Now
µ(In) <
(
n1 + r1
r1
)
· · ·
(
ns + rs
rs
)
implies that dimk Fn <
(
n1+r1
r1
)
· · ·
(
ns+rs
rs
)
. Set Vi = Iei/mIei for all 1 ≤ i ≤ s and V =
V1 × · · · × Vs. Since R is Noetherian, V1, . . . , Vs are finite dimensional vector spaces. Note that
V = V1×· · ·×Vs = Ie1/mIe1×· · ·×Ies/mIes = Ie1/mIe1⊕· · ·⊕Ies/mIes = Ge1⊕· · ·⊕Ges . Using
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graded Nakayama Lemma, to prove the foregoing theorem it is enough to prove the following
result.
Proposition 3.3. Let V = V1 × · · · × Vs be a Cartesian product of finite-dimensional k-vector
spaces V1, . . . , Vs over an infinite field k. Let F =
⊕
n∈Ns Fn be an N
s-graded algebra over k and
be a finitely generated G =
⊕
m∈Ns Gm-module which is a standard N
s-graded k-algebra such that
G0 = F0 = k and Gei = Fei for all i. Suppose there is a k-epimorphism ψ : V → Ge1⊕· · ·⊕Ges
induced by the k-epimorphisms ψi : Vi → Gei for 1 ≤ i ≤ s. Further let for some integers
n1+ · · ·+ns ≥ 1 and r1+ · · ·+ rs ≥ 0, dimk Fn <
(
n1+r1
r1
)
· · ·
(
ns+rs
rs
)
. Then there exist “general”
elements xi1, . . . , xiri ∈ Gei such that
Fn =
s∑
i=1
(xi1, . . . , xiri)Fn−ei.
Proof. If r1 + · · · + rs = 0 then ri = 0 for all i. So we get dimk Fn < 1, i.e., Fn = 0. Since
each ri = 0, we take empty subset of Vi whose image generates zero ideal by convention. So the
result follows. Again if n1 + · · ·+ ns = 1 then ni = 1 for some i and nj = 0 for all j 6= i. Then
dimk Fei <
(
1+ri
ri
)
, i.e., dimk Gei <
(
1+ri
ri
)
and hence by [2, Theorem 2.1] the result follows (as
G0 = F0). So we may assume that r1 + · · ·+ rs ≥ 1 and n1 + · · ·+ ns ≥ 2.
Now suppose that the result is false. Choose a counter example F =
⊕
n∈Ns Fn. Pick
r1, . . . , rs such that r1+ · · ·+ rs is minimal and n1+ · · ·+ns is minimal for the chosen r1, . . . , rs.
Let yi1, . . . , yipi be a basis of Gei for all i. Then clearly {yi1, . . . , yipi}
s
i=1 forms a basis for
Ge1 ⊕ · · ·⊕Ges. Since r1+ · · ·+ rs ≥ 1 so without loss of generality we can assume that r1 ≥ 1.
Case-1: There exists j ∈ {1, . . . , p1} such that
dimk y1jFn−e1 ≥
(
n1 + r1 − 1
r1
)(
n2 + r2
r2
)
· · ·
(
ns + rs
rs
)
with n1 ≥ 1. Note that by given condition y1jFn−e1 ⊆ Fn. Without loss of generality we may
assume that j = 1. As y11 is a homogeneous element, we can pass to the factor ring F = F/y11F .
Notice F n = Fn/y11Fn−e1 for all n with n1 ≥ 1, else F n = Fn. So for all n with n1 ≥ 1 we get
dimk F n =dimk Fn − dimk y11Fn−e1
<
(
n1 + r1
r1
)(
n2 + r2
r2
)
· · ·
(
ns + rs
rs
)
−
(
n1 + r1 − 1
r1
)(
n2 + r2
r2
)
· · ·
(
ns + rs
rs
)
=
(
n1 + r1 − 1
r1 − 1
)(
n2 + r2
r2
)
· · ·
(
ns + rs
rs
)
.
Set G = G/y11G. Clearly G is standard graded and F is a finitely generated G-module. The
natural map ν : G→ G induces the k-vector space epimorphism ψ := ν◦ψ : V → Ge1⊕· · ·⊕Ges.
Note that Ge1 = Ge1/y11G0 and Gei = Gei for all i 6= 1. Set ν|Gn = [ν]n : Gn → Gn. Clearly ψ is
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induced by ψi := [ν]ei ◦ ψi : Vi → Gei → Gei for all i. Now by minimality of r1 + · · ·+ rs, there
exists general elements a1, . . . , ar1−1 ∈ Ge1 and bi1, . . . , biri ∈ Gei for all i 6= 1 such that
(3.3.3) F n = (a1, . . . , ar1−1)F n−e1 +
s∑
i=2
(bi1, . . . , biri)F n−ei.
If r1 = 1, then (3.3.3) implies that Fn = (y11)Fn−e1 +
∑s
i=2(bi1, . . . , biri)Fn−ei. Note that this
equality is true even if we replace y11 by cy11 for any c ∈ k\{0}, which is a Zariski open subset
of Ge1. Thus y11 ∈ Ge1 is a general element. If r1 ≥ 2, then by Lemma 3.1 it follows that
y11, a1, . . . , ar1−1 ∈ Ge1 and bi1, . . . , biri ∈ Gei for i 6= 1 are general elements satisfying
Fn = (y11, a1, . . . , ar1−1)Fn−e1 +
s∑
i=2
(bi1, . . . , biri)Fn−ei.
Hence in both cases, we arrive at a contradiction to our assumption.
Case-2: For each i and ji ∈ {1, . . . , pi};
(3.3.4) dimk yijiFn−ei <
(
n1 + r1
r1
)
· · ·
(
ni + ri − 1
ri
)
· · ·
(
ns + rs
rs
)
.
Set K(iji) = annF yiji, L
(iji) = annG yiji for 1 ≤ i ≤ s and ji ∈ {1, . . . , pi}. Notice that all K
(iji),
L(iji) are homogeneous ideals and L(iji)F ⊆ K(iji). Set F (iji) = F/K(iji) and G(iji) = G/L(iji).
Clearly F (iji) is a finitely generated G(iji)-module. Then for each i, ji we write
K(iji) =
⊕
n∈Ns
K(iji)n , F
(iji) =
⊕
n∈Ns
F (iji)n , L
(iji) =
⊕
n∈Ns
L(iji)n and G
(iji) =
⊕
n∈Ns
G(iji)n ,
using the natural multi-grading. Clearly F
(iji)
n = Fn/K
(iji)
n and G
(iji)
n = Gn/L
(iji)
n . Note that
K
(iji)
ei = annFei yiji for all i and ji. So for each i and ji we get a degree ei isomorphism
yijiFn−ei ≃ F
(iji)
n−ei. Moreover, for each i and ji, the natural map ν
(iji) : G → G(iji) induces the
k-vector space epimorphism ψ(iji) := ν(iji) ◦ ψ : V → G
(iji)
e1 ⊕ · · · ⊕ G
(iji)
es . Clearly ψ
(iji) can be
induced from the epimorphisms
ψ
(iji)
t := [ν
(iji)]et ◦ ψt : Vt → Get → G
iji
et
for 1 ≤ t ≤ s. Note that n1 + · · ·+ (ni − 1) + · · ·+ ns < n1 + · · ·+ ns in (3.3.4). By minimality
of n1 + · · · + ns for given r1 + · · · + rs and by the meaning of “general” for any i, ji there
exists non-empty Zariski-open subset U ijit of V
rt
t yielding elements z
iji
t1 , . . . , z
iji
trt ∈ ψt(Vt) for all
1 ≤ t ≤ s such that
F
(iji)
n−ei =
s∑
t=1
(zijit1 , . . . , z
iji
trt)F
(iji)
n−ei−et .
Thus Fn−ei =
∑s
t=1(z
iji
t1 , . . . , z
iji
trt)Fn−ei−et +K
iji
n−ei and hence
yijiFn−ei =
s∑
t=1
(zijit1 , . . . , z
iji
trt
)yijiFn−ei−et ⊆
s∑
t=1
(zijit1 , . . . , z
iji
trt
)Fn−et .
EAKIN-SATHAYE THEOREM 9
Set Ut =
⋂s
i=1
(⋂pi
ji=1
U ijit
)
. By Remark 2.6 we get that Ut is a non-empty Zariski-open subset
of V rtt for all t independent of i and ji such that for the corresponding elements xt1, . . . , xtrt ∈
ψt(Vt) = Get ,
Fn =
s∑
i=1
(
pi∑
ji=1
yiji
)
Fn−ei ⊆
s∑
t=1
(xt1, . . . , xtrt)Fn−et ⊆ Fn.
Again a contradiction to our assumption. Hence the result follows. 
Remark 3.4. Let I be an m-primary ideal and F = {In}n≥0 be a good filtration. If µ(In) <(
n+r
r
)
for some n > 0 and r ≥ 0, then by Theorem 3.2 there exist r general elements x1, . . . , xr ∈
I1 such that In = (x1, . . . , xr)In−1. Let dimF (F) = r. If Im = (x1, . . . , xr)Im−1 for all m ≥ n,
then (x1, . . . , xr) is a minimal reduction of F . But In = (x1, . . . , xr)In−1 for some n does not
always imply Im = (x1, . . . , xr)Im−1 for all m ≥ n. Later in Theorem 4.5 we give a sufficient
condition for (x1, . . . , xr) being a minimal reduction of F .
As an immediate consequences of the above result we get the following.
Corollary 3.5. Let (R,m, k) be a Noetherian local ring with infinite residue field k and I1, . . . , Is
be ideals in R. Suppose
µ(In11 · · · I
ns
s ) <
(
n1 + r1
r1
)
· · ·
(
ns + rs
rs
)
for some integers n1 + · · · + ns ≥ 1 and r1 + · · · + rs ≥ 0. Then for all 1 ≤ i ≤ s there exist
“general” elements xi1, . . . , xiri ∈ Ii such that for all m ≥ n,
Im11 · · · I
ms
s =
s∑
i=1
(xi1, . . . , xiri)I
m1
1 · · · I
mi−1
i · · · I
ms
s .
4. Eakin-Sathaye theorem for reduction number of N-graded good filtrations
We now prove an analogue of the Eakin-Sathaye Theorem to estimate the reduction number
of an equimultiple good N-graded filtration in Cohen-Macaulay rings. We impose additional
assumptions on depth of the associated graded ring and the fiber cone.
Let R be a Noetherian local ring and F = {In} be a filtration. For an element x ∈ I1,
x∗ ∈ I1/I2 denotes the image of x in grF (R) and x
◦ ∈ I1/mI1 denotes the image of x in F (F).
If x∗ 6= 0, then it is said to be superficial in grF(R) if (0 : x
∗) ∩ grF(R)n = 0 for all n large.
Similarly, if x◦ 6= 0, then it is superficial in F (F) if (0 : x◦) ∩ F (F)n = 0 for all n large. Let
min(R) denote the set of all minimal prime ideals of R.
Lemma 4.1. Let (R,m) be a Noetherian local ring of dimension d > 0 with R/m = k infinite
and I be an ideal in R such that I * p for any p ∈ min(R). Let F = {In}n∈N be an I-good
filtration. Then there exists x ∈ I \mI1 such that:
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(1) x /∈
⋃
p∈min(R) p
(2) x◦ is superficial in F (F)
(3) x∗ is superficial in grF(R).
Proof. Let
Ass(grF(R)) = {P1, . . . , Pr, Pr+1 . . . , Pr′}, Ass(F (F)) = {Q1, . . . , Qm, Qm+1, . . . , Qm′}
such that for all n large, In/In+1 ⊆ Pi for r + 1 ≤ i ≤ r
′ and In/mIn ⊆ Qj for m + 1 ≤
j ≤ m′. Consider the ideal I = ⊕n≥0In+1t
n of R(F). Since grF(R) = R(F)/I and F (F) =
R(F)/mR(F), let P = {P ′1, . . . , P
′
r, Q
′
1, . . . , Q
′
m} be the collection of prime ideals in R(F)
which are pre-images of the ideals P1, . . . , Pr and Q1, . . . , Qm. Observe that R(I) ⊆ R(F) is an
integral extension. Set P ′i ∩ R(I) = P
′′
i and Q
′
j ∩ R(I) = Q
′′
j for all i and j. Since k is infinite,
I/mI 6= V , where
V =
(
mI1 ∩ I
mI
)⋃(I2 ∩ I +mI
mI
) ⋃
p∈min(R)
(
p ∩ I +mI
mI
) r⋃
i=1
(
P ′′i ∩ I +mI
mI
) m⋃
j=1
(
Q′′j ∩ I +mI
mI
)
.
Hence we can choose
x ∈ I \
(mI1 ∩ I)⋃ (I2 ∩ I) ⋃
p∈min(R)
(p ∩ I)
r⋃
i=1
(P ′′i ∩ I)
m⋃
j=1
(Q′′j ∩ I)
 .
We first show that (0 : x◦)∩F (F)n = 0 for n large. Let y
◦ ∈ (0 : x◦).Write (0) = M1∩· · ·∩Mm′
be a primary decomposition of (0) in F (F) such that Mj is Qj-primary for j = 1, . . . , m
′. Then
y◦x◦ ∈ Mj for all 1 ≤ j ≤ m
′. Since x◦ /∈ Qj for j = 1, . . . , m, it follows that y
◦ ∈ Mj for
j = 1, . . . , m. Thus (0 : x◦) ⊆ M1 ∩ · · · ∩Mm. For m + 1 ≤ j ≤ m
′, F (F)n ⊆ Qj for n large.
Therefore F (F)n ⊆ Mm+1 ∩ · · · ∩Mm′ . This implies that for all n large, (0 : x
◦) ∩ F (F)n ⊆
M1 ∩ · · · ∩Mm′ = (0). Hence x
◦ is superficial in F (F). A similar argument shows that x∗ is
superficial in grF(R). 
Remark 4.2. In the above proof, observe that there exists a non-empty Zariski open subset U
of I/mI, such that for any x+mI ∈ U , the lemma holds. Thus x ∈ I is a general element.
Theorem 4.3. Let (R,m) be a Cohen-Macaulay local ring of dimension d > 0 with R/m = k
infinite. Let F = {In}n∈N be an equimultiple good filtration such that grade grF(R)+ ≥ l(F) = 1
and F (F) is Cohen-Macaulay. If µ(In) < (n + 1) for some n ≥ 1, then there exists a general
element x ∈ I1 such that Im = (x)Im−1 for all m ≥ n.
Proof. By Lemma 4.1 and Remark 4.2 there exists a general element x ∈ I1 such that x /∈⋃
p∈min(R) p and x
◦, x∗ are superficial elements in F (F) and grF(R) respectively. Since R is
Cohen-Macaulay and ht I1 = 1 so x is a nonzerodivisor. As depthF (F) = 1, all the associated
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primes of (0) in F (F) are relevant primes and hence x◦ is F (F)-regular. Using [9, Lemma 2.1],
x∗ is grF (R)-regular. From [9, Proposition 3.5] it then follows that (x) ∩ Ii = (x)Ii−1 for all
i ≥ 1. Note that Ii−1 ∼= (x)Ii−1 which implies that µ((x)Ii−1) = µ(Ii−1) for all i ≥ 1. Since
depth(x◦) F (F) = 1, using [3, Theorem 2.8] it follows that (x) ∩ mIi = (x)mIi−1 for all i ≥ 1.
Therefore,
(x)Ii−1 ∩mIi ⊆ (x) ∩mIi = (x)mIi−1 ⊆ (x)Ii−1 ∩mIi
and hence (x)Ii−1 ∩mIi = (x)mIi−1 for all i ≥ 1. For all i ≥ 1,
µ(Ii)− µ(Ii−1) = µ(Ii)− µ((x)Ii−1) = dimk
Ii
mIi
− dimk
(x)Ii−1
m(x)Ii−1
= dimk
Ii
mIi
− dimk
(x)Ii−1
(x)Ii−1 ∩mIi
= dimk
Ii
mIi
− dimk
(x)Ii−1 +mIi
mIi
= dimk
Ii
(x)Ii−1 +mIi
= ℓ(Ii/mIi + (x)Ii−1) ≥ 0
Note that ℓ(Ii/mIi+(x)Ii−1) = 0 if and only if Ii = mIi+(x)Ii−1, i.e., Ii = (x)Ii−1, for all i ≥ 1,
by Nakayama Lemma.
For all i ≥ 1, the inclusion map fi : Ii+1 →֒ Ii induces the map
f˜i :
Ii+1
(x)Ii
→
Ii
(x)Ii−1
.
We claim that f˜i is an injective map for all i. It is sufficient to show that (x)Ii−1 ∩ Ii+1 = (x)Ii.
Clearly (x)Ii ⊆ (x)Ii−1∩Ii+1. Let xy ∈ (x)Ii−1∩Ii+1 for some y ∈ Ii−1. Then y ∈ (Ii+1 : x) = Ii
as x∗ is grF(R)-regular. Thus xy ∈ (x)Ii and hence (x)Ii−1∩Ii+1 ⊆ (x)Ii. The claim follows and
hence f˜i is injective for all i ≥ 1. It follows that if Ii = (x)Ii−1 for some i ≥ 1, then Ij = (x)Ij−1
for all j ≥ i.
If possible, let In 6= (x)In−1. Then by the above observation Ii 6= (x)Ii−1 for all 1 ≤ i ≤ n.
Thus we have 0 < µ((x)) < µ(I1) < · · · < µ(In) and hence µ(In) ≥ n + 1, a contradiction.
Therefore In = (x)In−1 which implies that Im = (x)Im−1 for all m ≥ n. 
Remark 4.4. In the above theorem, if n = 1, i.e., µ(I1) < 2, then Im = (x)Im−1 for all m ≥ 1.
In particular, (x) = I = I1 and hence In = (x
n) for all n.
Theorem 4.5. Let (R,m) be a Cohen-Macaulay local ring with R/m = k infinite. Let F =
{In}n∈N be an equimultiple good filtration such that grade grF (R)+ ≥ l(F) = r and F (F) be
Cohen-Macaulay. Let µ(In) <
(
n+r
r
)
for some n ≥ 1. Then there exist r general elements
x1, . . . , xr ∈ I1 such that Im = (x1, . . . , xr)Im−1 for all m ≥ n.
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Proof. If r = 0, then (0) is the minimal reduction of F . Now µ(In) <
(
n+0
0
)
= 1 implies In = (0)
and hence Im = (0) for all m ≥ n. Therefore Im = (0)Im−1 for all m ≥ n. Note that if r = 1,
then dimR ≥ r = 1. Thus the result follows from Theorem 4.3. Therefore we may assume that
r ≥ 2.
Suppose the result is false. Choose a counter example (R,m) in which r is minimal and n is
minimal for this given value of r. Let dimR = d ≥ 0. If d = 0, then r = 0 and if d = 1, then
r = 0or1. We have seen that in all cases the result holds. So we may assume that d ≥ 2. As R
is Cohen-Macaulay, by Lemma 4.1 there exists a nonzerodivisor a ∈ I1 such that a
◦ and a∗ are
superficial in F (F) and grF(R) respectively. Using [9, Lemma 2.1], a
∗ is grF(R)-regular and
from [9, Proposition 3.5] it then follows that (a)∩In = aIn−1 for all n ≥ 1. Since depthF (F) ≥ 2,
a◦ is a nonzerodivisor in F (F) so [3, Theorem 2.8] implies that (a)∩mIn = amIn−1 for all n ≥ 1.
Set R = R/(a) and In to be the image of In in R. Then
In
mIn
=
In + (a)
mIn + (a)
=
In + (mIn + (a))
mIn + (a)
=
In
mIn + ((a) ∩ In)
=
In
mIn + aIn−1
.
Thus for all n ≥ 1,
µ(In) = dimk In/ (mIn + aIn−1)
= dimk In/mIn − dimk (mIn + aIn−1) /mIn
= dimk In/mIn − dimk aIn−1/ (mIn ∩ aIn−1) .
Now
mIn ∩ aIn−1 = mIn ∩ (a) ∩ aIn−1 = amIn−1 ∩ aIn−1 = amIn−1
and hence µ(In) = dimk In/mIn−dimk aIn−1/amIn−1 for all n ≥ 1. Note that aIn−1/amIn−1 ∼=
In−1/mIn−1 as a is a nonzerodivisor in R. This implies that µ(In) = µ(In) − µ(In−1) for all
n ≥ 1.
Case 1: µ(In−1) <
(
n−1+r
r
)
.
By minimality of n for the chosen r, there exist r general elements x1, . . . , xr ∈ I1 such that
Im = (x1, . . . , xr)Im−1 for all m ≥ n− 1, a contradiction.
Case 2: µ(In−1) ≥
(
n−1+r
r
)
.
We get µ(In) <
(
n+r
r
)
−
(
n−1+r
r
)
=
(
n+r−1
r−1
)
. Set F = F/(a) = {In}n∈N. We claim that
F (F) ≃ F (F)/(a◦) and grF(R)
∼= grF(R)/(a
∗). Indeed,
F (F) ≃
∞⊕
n=0
In + (a)
mIn + (a)
≃
∞⊕
n=0
In
mIn + (In ∩ (a))
≃
∞⊕
n=0
In
mIn + (a)In−1
≃ F (F)/(a◦).
Similarly,
grF(R) ≃
∞⊕
n=0
In + (a)
In+1 + (a)
≃
∞⊕
n=0
In
In+1 + (In ∩ (a))
≃
∞⊕
n=0
In
In+1 + (a)In−1
≃ grF(R)/(a
∗).
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As a∗ and a◦ are regular elements in grF (R) and F (F) respectively, F (F) is Cohen-Macaulay with
l(F) = l(F)− 1 = r − 1 ≥ 1 and
grade grF(R)+ = grade grF(R)+ − 1 ≥ l(F)− 1 = l(F).
Since R/(x) is Cohen-Macaulay of dimension d − 1 and (R/(x))/(I1/(x)) ∼= R/I1, it follows
that dimR/(x) − ht(I1/(x)) = dimR − ht I1. So (d − 1) − ht(I1/(x)) = d − ht I1 and hence
ht(I1/(x)) = ht I1 − 1 = r − 1. Thus F is an equimultiple good filtration. By minimality of
r, there exist r − 1 general elements x1, . . . , xr−1 ∈ I1 such that Im = (x1, . . . , xr−1)Im−1 for
all m ≥ n. By our choice 0 6= a + mI1 ∈ I1/mI1 = F (I1)1 so by Lemma 3.1 it follows that
a, x1, . . . , xr ∈ I1 are r general elements for which Im = (a, x1, . . . , xr)Im−1 for all m ≥ n, a
contradiction. 
5. Examples
5.1. Contracted ideals. Let (R,m) be a 2-dimensional regular local ring. An m-primary ideal
I is called a contracted ideal [27, App. 5], if there exists an x ∈ m\m2 such that IR[m/x]∩R = I.
Zariski [26] proved that the product of contracted (complete) ideals in R is contracted (complete)
and a complete ideal is contracted. Set o(I) = m-adic order of I = max{n | I ⊆ mn}. Lipman
[12] and Rees [20] proved that if I is contracted then µ(I) = 1 + o(I), where µ(I) denotes the
minimal number of generators of I. Huneke-Sally [10] proved that if R/m is infinite then the
converse is also true. Thus we have the following result.
Theorem 5.1. Let (R,m) be a 2-dimensional regular local ring with infinite residue field and I
be an m-primary ideal in R. Then I is contracted if and only if µ(I) = o(I) + 1.
Let R be a 2-dimensional regular local ring and I, J be contracted ideals. Using Corollary
3.5, we find a choice of the joint reduction vector (m,n) such that
(5.1.5) ImJn = aIm−1Jn + bImJn−1
for some a ∈ I and b ∈ J.
Proposition 5.2. Let (R,m) be a 2-dimensional regular local ring with infinite residue field. If
I and J are contracted ideals, then in (5.1.5) we can take m = 2 · o(J)− 1 and n = 2 · o(I)− 1.
Proof. Let I, J be contracted ideals. Then IrJs is also a contracted ideal for any r, s. Set
o(I) = α and o(J) = β. Note that α ≥ 1 and β ≥ 1. Then µ(ImJn) = o(ImJn)+1 = mα+nβ+1.
If we can write µ(ImJn) <
(
m+1
1
)(
n+1
1
)
for some m,n, then by Corollary 3.5 we get equation
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(5.1.5). So we want (m,n) to be a solution of the equation
αx+ βy + 1 < (x+ 1)(y + 1) ⇐⇒ 0 < xy − (α− 1)x− (β − 1)y
⇐⇒ 0 < (x− β + 1)(y − α + 1)− (α− 1)(β − 1)
with m,n ≥ 0. Now take m = 2β − 1 and n = 2α− 1. Then we get
(2β − 1− β + 1)(2α− 1− α+ 1)− (α− 1)(β − 1) = α + β − 1 > 0.
Thus the pair (2β − 1, 2α− 1) satisfies the above equation. 
The following example illustrates that Corollary 3.5 gives a better bound than the bound
given by L. O’Carroll’s result [16, Corollary 3.2].
Example 5.3. Let k be a field and R = k[[x, y]] be the power series ring over k. Let I = (x, y2)
and J = (y, x2). Then IJ = xJ + yI. Therefore the joint reduction vector of (I, J) with
respect to (x, y) is (1, 1). As IJ = (xy, x3, y3) and I2J2 = (x2y2, x4y, xy4, x6, y6), it follows that
µ(IJ) = 3 ≮
(
1+2
2
)
= 3 but µ(I2J2) = 5 <
(
2+2
2
)
= 6. So by [16, Corollary 3.2] we get
I2J2 = bI2J + aIJ2
for some a ∈ I and b ∈ J , giving the joint reduction vector to be (2, 2). Since I and J are
contracted ideals, by Proposition 5.2 we get IJ = bI + aJ for some a ∈ I and b ∈ J , clearly
giving the exact value of the joint reduction vector.
5.2. Lexsegment ideals.
Definition 5.4. [7] An ideal I ⊆ k[x1, . . . , xn] is called a lexsegment ideal, if for any monomial
u ∈ I and all monomials v with deg v = deg u and v > u in the lexicographical order, it follows
that v ∈ I.
Example 5.5. Let I and J be two lexsegment ideals in R = k[x, y]. Then by [7, Lemma 4.3],
I = (xr, xr−1yb1, . . . , xr−pybp) and J = (xs, xs−1ya1, . . . , xs−qyaq)
for some integers 0 < b1 < · · · < bp and 0 < a1 < · · · < aq. Clearly µ(I) = p+1 and µ(J) = q+1.
By [7, Corollary 4.5] it follows that
µ(InJm) = nµ(I) +mµ(J)− (n+m− 1) = n(p+ 1) +m(q + 1)− (n+m− 1) = pn+ qm+ 1.
If µ(InJm) <
(
n+1
1
)(
m+1
1
)
= (n + 1)(m + 1), then by Corollary 3.5 there exist a ∈ I and b ∈ J
such that InJm = aIn−1Jm + bInJm−1, i.e., if pn + qm+ 1 < nm+ n+m+ 1, or
(p− 1)n+ (q − 1)m < nm.
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Note that if p = 1 and q = 2, then the above equation is satisfied for n = 2, m = 1 and hence
joint reduction vector is (2, 1). If we take p = 1, q = 2 and n = m, then the minimum choice of
n such that n < n2 is 2. Notice µ(I2J2) = 7 ≮
(
2+2
2
)
= 6, so L. O’Carroll’s result [16, Corollary
3.2] is not applicable for n = m = 2.
The following examples show that Theorem 4.5 gives better bound for the reduction numbers
of respective filtrations. We use the following proposition to characterize Cohen-Macaulay
property of fiber cone.
Proposition 5.6. [3, Proposition 3.7] Let F = {In} be a good filtration such that I1 is m-
primary. Assume that grF(R) is Cohen-Macaulay and let J be a minimal reduction of F . The
following are equivalent:
(1) F (F) is Cohen-Macaulay.
(2) J ∩mIn = JmIn−1 for all 1 ≤ n ≤ rJ(F).
Example 5.7. Let k be an infinite field such that p = char k 6= 3 and R = k[[X, Y, Z]]/(X3 +
Y 3 + Z3). Then R is a 2-dimensional Cohen-Macaulay, analytically unramified local ring. Let
x, y, z denote the images of X, Y and Z respectively in R and I = (y, z). Then F = {(In)∗} is
an I-admissible filtration and using [5], (Ik)∗ = mk+1 + Ik for all k ≥ 1 and (Ik)∗ = I(Ik−1)∗
for all k ≥ 2. We show that grF(R) = ⊕n≥0(I
n)∗/(In+1)∗ and F (F) = ⊕n≥0(I
n)∗/m(In)∗ are
Cohen-Macaulay.
In order to show that grF(R) is Cohen-Macaulay, using [25, Theorem 2.3, Corollary 2.1], it
is sufficient to show that I(Ik−1)∗ = (Ik)∗ ∩ I for all k ≥ 1. This is true as I(Ik−1)∗ = (Ik)∗ ⊆ I
for all k ≥ 2. Hence, grF (R) is Cohen-Macaulay. Using Proposition 5.6, for F (F) to be
Cohen-Macaulay, it is sufficient to show that I ∩mI∗ = Im. Since m3 ⊆ mI it follows that
I ∩mI∗ = I ∩m(I +m2) = I ∩ (mI +m3) = I ∩mI = mI.
As (I2)∗ = I2 + m3 = (x2y, x2z, y2, yz, z2) and µ((I2)∗) = 5 <
(
2+2
2
)
= 6, Theorem 4.5 implies
that r(F) ≤ 1 and hence r(F) = 1 as I 6= I∗.
Example 5.8. Let R = k[X, Y, U ] be a polynomial ring in three variables with unique homoge-
neous maximal ideal m = (X, Y, U) and an infinite residue field k. Set T = Rm. Then T is a reg-
ular local ring with unique maximal ideal mRm and infinite residue field k. Let I = (X
2, Y 2, U)R
and let F = {In}n≥1 be the integral closure filtration of I. Since I is a homogeneous ideal, it is
clear that IIn = In+1 in T if and only if IIn = In+1 in R. As T is an analytically unramified
Noetherian local ring, by [11, Corollary 9.2.1] it follows that F is an I-good filtration in T .
We first claim that I = (X2, XY, Y 2, U). Since XY satisfies the equation t2 − X2.Y 2 = 0,
XY ∈ I. It is sufficient to show that the ideal (X2, XY, Y 2, U) is integrally closed. Observe that
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the ideal (X2, XY, Y 2) is integrally closed in k[X, Y ] = R/(U). As contraction of a complete
ideal is complete, the claim follows. Consider
II = (U2, Y 2U,XY U,X2U, Y 4, XY 3, X2Y 2, X3Y,X4).
We have I2 ⊆ II ⊆ I2. In order to show II = I2 it is enough to show that II is integrally
closed. Now
(U2, Y 2U,XY U,X2U, Y 4, XY 3, X2Y 2, X3Y,X4)
= (X,U2, Y 2U, Y 4) ∩ (Y U, U2, X2U, Y 4, XY 3, X2Y 2, X3Y,X4)
= (X,U2, Y 2U, Y 4) ∩ (Y, U2, X2U,X4) ∩ (U, n4),
where n = (X, Y ) is the unique homogeneous maximal ideal of K[X, Y ]. In view of [11,
Proposition 1.4.6] it follows that (U2, X2U,X4) and (U2, Y 2U, Y 4) are integrally closed. Thus
(X,U2, Y 2U, Y 4) and (Y, U2, X2U,X4) are integrally closed in R and hence integrally closed in
T by [11, Proposition 1.1.4]. Again (U, n4) is integrally closed in T . Hence II is integrally
closed.
We now claim that R(F , T ) = T [It, I2t2, . . .] is Cohen-Macaulay. Let R(F , R) denote the
Rees ring of R with respect to F and r(F) = n0. Then R(F , R) = R[It, I2t
2, . . . , In0tn0]
which is Noetherian. Again by [11, Proposition 1.4.2] we have In is a monomial ideal for
all n ≥ 1. Therefore M = (X, Y, U, It, I2t2, . . .) is a semi-group of monomials in X, Y, U .
Moreover, by [11, Proposition 5.2.4] the integral closure of R[It] in its field of fractions is
R(F , R). Since R[It] ⊆ R(F , R) ⊆ Frac(R[It]) so the field of fractions of R(F , R) is also
Frac(R[It]). Hence R(F , R) = k[M ] ⊆ k[X, Y, U, t] is normal. Thus by [8, Proposition 1] M
is a normal semigroup of monomials and by [8, Theorem 1] it follows that R(F , R) is Cohen-
Macaulay. Since R ⊆ R(F , R) is a subring so C = R−m is also a multiplicative closed subset
of R(F , R). Hence R(F , T ) = C−1R(F , R) is Cohen-Macaulay. Thus by [25, Corollary 2.1] we
get that grF(T ) is Cohen-Macaulay.
Using [25, Theorem 2.3] it follows that r(F) ≤ dimT − 1 = 2. Since I is a minimal reduction
of F , IIn = In+1 for all n ≥ 2. Thus in our case rI(F) = 1 (as I 6= I). Now
I ∩ (X, Y, U)I = I(X, Y, U) = (U2, Y U,XU, Y 3, XY 2, X2Y,X3)
and hence by Proposition 5.6, it follows that F (F) is Cohen-Macaulay. Thus our assumptions
in Theorem 4.5 are satisfied and as µ(I2) = 9 <
(
2+3
3
)
= 10, it follows that rI(F) ≤ 1 and hence
rI(F) = 1. Note that since R(F , T ) is Cohen-Macaulay so we have rJ(F) ≤ 3 − 1 = 2 by [25,
Theorem 2.3] and we are getting a better bound (in fact exact bound) by our result.
The following example shows that the depth assumptions in Theorem 4.5 cannot be dropped.
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Example 5.9. Let R = C[[X, Y, Z]]/(X4 + Y 4 + Z2) = C[[x, y, z]], where x, y and z denote
the image of X, Y and Z respectively in R. Then R is a 2-dimensional Cohen-Macaulay local
ring. Put m = (x, y, z). We first show that R is normal. Set T = C[X, Y, Z]/(f), where
f = X4 + Y 4 + Z2. Put l1 = X + Y, l2 = X + iY, l3 = X − Y, l4 = X − iY . Then f =
X4 + Y 4 + Z2 = Z2 + l1l2l3l4 ∈ C[X, Y ][Z]. By Eisenstein’s criterion, f is irreducible in
C[X, Y, Z] and hence T is a domain. Using [11, Theorem 4.4.9], it follows that Sing(T ) =
V(f, Jac(f)) = V(4x3, 4y3, 2z) = (0, 0, 0). Thus Tp is regular for any p ∈ Spec(T ) such that
p 6= (x, y, z). Moreover, as T is Cohen-Macaulay it satisfies R1 and S2. Therefore by [14,
Theorem 23.8] it is normal. Now T ⊆ T(x,y,z) ⊆ Frac(T ). So T(x,y,z) is normal. Hence by [14,
Section 32] we get R is normal.
Let F = {mn}n≥1 and I = (x, y)R. By [17, Theorem 3.1] we have mn = I
n + (z)In−2 for all
n ≥ 1, r(F) = 2 and grF (R) is Cohen-Macaulay. Using Proposition 5.6, it follows that F (F)
is Cohen-Macaulay if and only if I ∩ mm2 = Im2. Observe that xz ∈ I ∩ mm2 but if xz ∈
Im2 = (x3, x2y, x2z, xy2, xyz, y3, y2z), then XZ ∈ (X3, X2Y,X2Z,XY 2, XY Z, Y 3, Y 2Z,Z2), a
contradiction. Therefore, I ∩ mm2 6= Im2. and hence F (F) is not Cohen-Macaulay. Note
that µ(m2) = 4 <
(
2+2
2
)
= 6 whereas r(F) = 2. It shows that without the assumption of the
Cohen-Macaulay property of F (F), Theorem 4.5 may not hold.
Example 5.10. Let R = C[[X, Y ]]/(X4 + Y 2) = C[[x, y]] where x and y are images of X and
Y in R respectively. Consider the equimultiple good filtration F = {mn}. We claim that for all
n ≥ 2,
mn = (xn, xn−2y).
Write X4 + Y 2 = (X2 + iY )(X2 − iY ). Observe that the linearity of Y implies that X2 + iY
and X2 − iY are irreducible in T = C[[X, Y ]]. Hence f1 = (X2 + iY ) and f2 = (X2 − iY ) are
minimal primes of (X4 + Y 2) in T. Let n ≥ 2. Using the property: An element a ∈ mn if and
only if image of a in S1 = T/(f1) is in mnS1 and image of a in S2 = T/(f2) is in mnS2, it follows
that
mn = (xn, x2 + iy) ∩ (xn, x2 − iy).
Therefore, it is sufficient to show that (xn, x2 + iy) ∩ (xn, x2 − iy) = (xn, xn−2y). Set I =
(Xn, X2 + iY ), J = (Xn, X2 − iY ), and L = (Xn, Xn−2Y,X4 + Y 2). Then we show that
I ∩ J = L in T. Clearly, L ⊆ I ∩ J. Consider the following exact sequence
0→
T
I ∩ J
→
T
I
⊕
T
J
→
T
I + J
→ 0.
Since ℓ(T/I) = n = ℓ(T/J) and ℓ(T/(I + J)) = ℓ(T/(X2, Y )) = 2, it follows that ℓ(T/I ∩ J) =
2n − 2. As ℓ(T/L) = 2n − 2, the claim holds. Observe that m2 6= (x)m as y /∈ (x)m but
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mn = (x)mn−1 for all n ≥ 3. This implies that r(x)(F) = 2. Since (x) ∩ mn = (x)mn−1 for all
n ≥ 1, using [9, Proposition 3.5], it follows that grF(R) is Cohen-Macaulay.
Now µ(m2) = 2 < (2 + 1) = 3. If the fiber cone of the filtration F is Cohen-Macaulay, then
by Theorem 4.5, m2 = xm. But this fails to be true as y /∈ xm. This happens due to non-
Cohen Macauleyness of F (F). Using Proposition 5.6, F (F) is Cohen-Macaulay if and only if
(x) ∩mmn = (x)mmn−1 for n = 1, 2. We claim that
xy ∈ (x) ∩mm2 \ (x)m2.
Clearly, xy ∈ (x) ∩mm2. If xy ∈ (x)m2 = (x3, x2y, xy2), then XY ∈ (X3, X2Y,XY 2, X4 + Y 2),
a contradiction.
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