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MARÍA FERNANDA ESPINAL FLOREZ














1.1. Análisis Variacional y Ecuaciones Diferenciales Parciales . . . . . . . . . . 1
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Resumen
Dada una variedad Riemanniana suave (M, g) n−dimensional, n ≥ 3, cuya frontera ∂M es
la unión de dos componentes conexas (∂M)1 y (∂M)2 se plantea el problema de prescribir
tanto la curvatura escalar como la curvatura media de la frontera. El problema de estudio
consiste en demostrar la existencia de una métrica g̃ puntualmente conforme a la métrica
g de tal manera que la curvatura escalar con la nueva métrica sea R̃ ≡ 0 y la curvatura
media sobre la frontera h̃i sea constante sobre cada una de las componentes conexas (∂M)i
para i = 1, 2 con h̃1 6= h̃2. El problema es equivalente a encontrar una solución positiva
suave u de tal manera que g̃ = u
4
n−2 g donde u es solución del problema de valor inicial
∆u− n−2




















n−2 , sobre (∂M)2
(1)
donde R es la curvatura escalar de M, h1, h2 son las curvaturas medias de las componentes
conexas (∂M)1, (∂M)2 de ∂M y η es el vector normal con respecto a la métrica g.
iii
En el trabajo de investigación se demostró la existencia de soluciones para el problema
subcŕıtico 
∆u− n−2




















donde 2 < q < 2(n−1)
n−2 .
Adicionalmente mostramos que el cociente de Sobolev en el exponente cŕıtico G0,b(M)
está acotado superiormente por el cociente G0,b(Rn+). Este resultado junto con los resulta-




En 1984, R. Shoen [18] mostró que una variedad compacta sin frontera es conformemente
equivalente a una variedad con curvatura escalar constante. Este teorema es conocido
como el problema de Yamabe porque Yamabe [22] en 1960 creyó haber resuelto éste
problema. En su demostración usó técnicas de ecuaciones diferenciales eĺıpticas y cálculo
variacional. En 1968, Trudinger [21] descubrió un error en la prueba, lo que generó una
gran investigación en el tema. En 1984, Schoen [18], después de los trabajos de Yamabe
[22], Trudinger [21], y Aubin [1], completó la prueba del aśı llamado problema de Yamabe.
Después del problema de Yamabe, Escobar se planteó una pregunta similar en variedades
con frontera: Dada una variedad Riemanniana compacta y con frontera M, n ≥ 3, existe
una métrica conforme con curvatura escalar constante en M y curvatura media constante
en ∂M?. Este problema llamado el Problema de Yamabe para variedades con frontera
fué resuelto por Escobar en [6] en el año 1992.
Dada (Mn, g) una variedad Riemanniana compacta n−dimensional con frontera y n ≥ 3,
sea g̃ = u4/(n−2)g una métrica conforme a la métrica g. La relación entre la curvatura
escalar de la métrica g, R(g), y la curvatura escalar de la métrica g̃ está dada por




, L = ∆− n− 2
4(n− 1)
R(g), (3)
donde ∆ es el operador Laplaciano calculado con respecto a la métrica g. La relación
entre la curvatura media de la frontera de M , ∂M , con respecto a la métrica g, h(g), y la
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donde ∂η es la derivada normal exterior calculada con respecto a la métrica g.
Dicho problema resulta equivalente a la existencia de soluciones positivas de un sistema
de dos ecuaciones en derivadas parciales semilineales, la primera eĺıptica en el interior de
la variedad y la segunda del tipo condición de Newmann en la frontera de la misma en el
caso de variedades con frontera.
En [6], Escobar mostró que toda variedad Riemanniana compacta con frontera es confor-
memente equivalente a una con curvatura escalar constante y curvatura media cero sobre
la frontera. Para probar ésta equivalencia, demostró la existencia de una solución positiva
suave a una ecuación diferencial parcial semilineal eĺıptica con una condición lineal de
frontera.











h(g)u = 0, en ∂M
(5)
tiene una solución positiva suave, donde λ es una constante cuyo signo depende de la clase
conforme de la métrica g.
Posteriormente, Escobar en [11] demostró la existencia de una función positiva suave
definida sobre M que satisface las ecuaciones 3 y 4 con R(g̃) y h(g̃) constantes. Con el fin













donde λ y µ son constantes. Más aún, Escobar logró demostrar que la ecuación 6 tiene
solución positiva suave en la norma H1 que tiende a la solución minimal del problema 5,
probado en [6].
Esta investigación tiene como objetivo principal contribuir a la resolución del problema de
deformación conforme de métricas sobre una variedad Riemanniana M , de la métrica g a
una métrica g̃ = u4/(n−2)g con curvatura escalar R̃ plana y curvaturas medias constantes
h̃1, h̃2, con h̃1 6= h̃2 sobre (∂M)1 y (∂M)2 respectivamente. Para ello tomamos como
referencia bibliográfica el art́ıculo Conformal Deformation of a Riemannian Metric del
profesor J. Escobar ([11]).
Más espećıficamente, enunciamos nuestro problema a continuación.
PROBLEMA: Dada una variedad Riemanniana n−dimensional compacta con fronte-
ra ∂M compuesta por dos componentes conexas (∂M)1 y (∂M)2 con n ≥ 3, queremos
demostrar las existencia de una métrica conforme a g con curvatura escalar cero y curva-
turas media constantes b, d sobre cada componente conexa de la frontera. El problema es
equivalente a encontrar una solución positiva suave del problema de valor inicial no lineal
sobre M 
∆u− n−2


















donde λ es una constante cuyo signo depende de la clase conforme de la métrica g, R es
la curvatura escalar de M, h1, h2 son las curvaturas medias de las componentes conexas
(∂M)1, (∂M)2 de ∂M y ∂η es el vector normal con respecto a la métrica g.
Si g̃ = u4/(n−2)g, de las leyes de transformación 3 y 4 resulta M con curvatura escalar
R̃ = 0 y frontera con curvaturas medias constantes h̃1 =
λbq
n−2 y h̃2 =
λdq
n−2 sobre cada
componente conexa con respecto a la métrica g̃.
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donde dv y dσ representan la medida Riemanniana sobre M y ∂M inducida por la métrica
g. Se estudia la funcional E restringida al conjunto
Cqa,b,d =
{











donde: ó a > 0 y b, d son números reales ó a = 0 y b > 0. Los números p = 2n/(n − 2)
y q = 2(n− 1)/(n− 2) son cŕıticos para el Teorema de Encaje de Sobolev. En efecto, los
encajes H1(M) ↪→ LP (M), y H1(M) ↪→ Lq(∂M) son compactos para 1 < p < 2n/(n− 2)
y 1 < q < 2(n− 1)/(n− 2).
En éste trabajo mostramos que para 1 < q < 2(n − 1)/(n − 2), el funcional E tiene un
minimizador suave positivo con enerǵıa Gq0,b,d(M), donde
Gq0,b,d(M) = inf{E(u) : u ∈ C
q
0,b,d}
dicho minimizador es una solución del problema subcŕıtico 2.
Cuando q = 2(n− 1)/(n− 2) demostramos que Gq0,b(M) está acotado superiormente por
el cociente de Sobolev Gq0,b(Rn+).
Este trabajo está organizado como sigue: en el caṕıtulo 1 se presentan algunos conceptos
básicos de Análisis Variacional, Ecuaciones Diferenciales Parciales y geometŕıa Riemma-
niana como soporte teórico del trabajo. En el caṕıtulo 2 se definen los cocientes de Sobolev
Gp,qa,b,d(M), G
q
0,b,d(M) y G0,b(M) y demostramos que G
q
0,b(M) está acotado superiormente
por G0,b(Rn+). Finalmente, en el caṕıtulo 3 probamos la existencia de una solución positiva




En éste caṕıtulo presentamos algunos conceptos básicos de Análisis Variacional y Ecua-
ciones Diferenciales Parciales siguiendo el libro Postmodern Analysis de Jürgen Jost [23]
y algunos conceptos de Geometŕıa Riemanniana siguiendo el trabajo de investigación de
Carolina Garcia [24] que serán empleados en el desarrollo de éste trabajo.
1.1. Análisis Variacional y Ecuaciones Diferenciales
Parciales
Empezamos ésta sección definiendo qué es un espacio de Hilbert y un espacio de Sobolev.
Además de enunciar buenas propiedades de éstos espacios que los convierten en candida-
tos para buscar soluciones de nuestro problema.
Recordemos que un espacio de Banach es un espacio vectorial normado, el cual es completo
bajo la métrica asociada con la norma. Por ejemplo, el espacio lp es un espacio de Banach
para 1 ≤ p ≤ ∞.
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Definición 1.1 Un espacio real (complejo) de Hilbert H es un espacio vectorial sobre
R(C) dotado con un producto escalar
(·, ·) : H ×H → R(C)
con las siguientes propiedades
1. (x, y) = (y, x)((x, y) = (y, x) respectivamente) para todo x, y ∈H.
2. (λ1x1 + λ2x2, y) = λ1(x1, y) + λ2(x2, y), ∀λ1, λ2 ∈ R(C), x1, x2, y ∈H.
3. (x, x) > 0 para todo x 6= 0, x ∈H.
4. H es completo con respecto a la norma ‖x‖ := (x, x)1/2, ésto es, toda sucesión de
Cauchy converge a un punto ĺımite en H en la norma ‖ · ‖.
Ejemplos de espacios de Hilbert son:











donde U es un subconjunto abierto de Rn.








, si 1 ≤ p <∞
ess supU |f |, si p =∞




Notemos que, para 1 ≤ p ≤ ∞, Lp(U) es un espacio de Banach.
Teorema 1.1 Si (fn)n∈N converge a f en L
p entonces una subsucesión de (fn) converge
puntualmente a f casi en todas partes (c.t.p).
Definición 1.3 Sea H un espacio de Hilbert. Decimos que (xn)n∈N ⊂H es débilmente
convergente a x ∈H si (xn, y)→ (x, y) para todo y ∈ H. En śımbolos, xn ⇀ x.
Como |(xn, y) − (x, y)| ≤ ‖xn − x‖ · ‖y‖ por la desigualdad de Schwarz, una sucesión
(xn)n∈N que converge en el sentido usual es también débilmente convergente.
Sin embargo, una sucesión débilmente convergente no necesariamente converge en el sen-
tido usual como se enuncia en el siguiente teorema.
Teorema 1.2 Toda sucesión acotada (xn)n∈N en un espacio de Hilbert tiene una subsu-
cesión débilmente convergente.
Definición 1.4 Semicontinuidad Inferior.
Sea X un espacio métrico, x ∈ X. Una función f : X → R es llamada semicontinua
inferiormente en x si para todo c ∈ R con c < f(x) existe una vecindad U de x tal que
para todo y ∈ U , c < f(y).
Teorema 1.3 Si (xn)n∈N converge débilmente a x, entonces
‖x‖ ≤ ĺım inf
n→∞
‖xn‖.





(Por tanto, la norma es semicontinua inferiormente con respecto a la convergencia débil.)
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Teorema 1.4 Toda sucesión débilmente convergente (xn) ⊂H es acotada.
Teorema 1.5 Si X es un espacio de Banach y E ∈ C1(X) es acotada inferiormente,




Diremos que {xm} es una sucesión minimizante.
Definición 1.5 Para k = 0, 1, 2, 3...,∞ se define
Ck0 (Ω) := {f ∈ Ck(Ω) : suppf ⊂⊂ Ω}.
Las funciones φ ∈ C∞0 (Ω) se denominan funciones de prueba.
Existe una estrecha relación entre los conjuntos Ck0 (Ω) y L
p(Ω) que se enuncia en la
proposición siguiente.
Proposición 1.1 C∞0 (Ω) es denso en L
p(Ω) para 1 ≤ p <∞.
Diremos que dos funciones f, g son iguales en L2(Ω) si son iguales casi en todas partes,
esto es, si m({f 6= g}) = 0.
Proposición 1.2 Sea f ∈ L2(Ω). Suponga que para toda ϕ ∈ C∞0 (Ω) se tiene∫
Ω
f(x)ϕ(x)dx = 0.
Entonces f ≡ 0.
A continuación introducimos el concepto de derivada débil, el cual juega un papel impor-
tante en el desarrollo de nuestro problema.
Las derivadas débiles son introducidas a partir de la fórmula de integración por partes.
Los espacios de funciones que están en Lp junto con ciertas derivadas débiles son lla-
mados espacios de Sobolev. El teorema de Encaje de Sobolev dice que tales funciones




















usando la regla del producto para diferenciación.




























donde el punto · de la integral del medio denota el producto escalar en Rn.
Definición 1.6 El conjunto de funciones localmente integrables se define por
L1loc(Ω) := {f : Ω→ R ∪ {±∞} : f ∈ L1(Ω′) para todo Ω′ ⊂⊂ Ω}.
Las fórmulas anteriores se usarán como una motivación para introducir un concepto de
diferenciación para funciones que no necesariamente son diferenciables en el sentido clási-
co.
Definición 1.7 Sea f ∈ L1loc(Ω). Una función v ∈ L1loc(Ω) es llamada la derivada débil









para toda ϕ ∈ C10(Ω) y se denota por v = Dif . si f tiene derivada débil para todo
i = 1, 2, ..., n, se escribe Df = (D1f,D2f, .., Dnf).
5





Sin embargo, existen funciones que tienen derivadas en el sentido débil, pero no están en
C1(Ω). Por otra parte, no toda función en L1loc(Ω) tiene derivada débil.
Ejemplo 1.1 Sean Ω = (−1, 1) ⊂ R y f(x) = |x|. Entonces f tiene derivada débil
Df(x) =
1, si 0 ≤ x < 1−1, si − 1 < x < 0,











1, si 0 ≤ x < 10, si − 1 < x < 0,
no tiene derivada en el sentido débil, pues Df(x) debeŕıa entonces ser cero para x 6= 0 y
por tanto, por ser una función en L1loc((−1, 1)), Df ≡ 0. Sin embargo, no se cumple para











El concepto de derivada débil en orden más alto se define de forma análoga.
Definición 1.8 Sea f ∈ L1loc(Ω), α := (α1, α2, ..., αn), αi ≥ 0 (i = 1, ..., n), |α| :=∑n







)αnϕpara ϕ ∈ C |α|(Ω).






f ·Dαϕdx ∀ϕ ∈ C |α|0 (Ω).
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Definición 1.9 Para k ∈ N, 1 ≤ p ≤ ∞, se define el espacio de Sobolev W k,p(Ω) por
















Los espacios W k,p(Ω) son espacios normados. Más aún, veremos que los espacios W k,p(Ω)
son espacios de Banach.
Definición 1.10 Hk,p(Ω) es la clausura de C∞(Ω)∩W k,p(Ω) y Hk,p0 (Ω) es la clausura de
C∞0 (Ω) con respecto a la norma de W
k,p.
Por tanto f ∈ Hk,p0 (Ω) cuando existe una sucesión (fn)n∈N ⊂ C∞0 (Ω) tal que
ĺım
n→∞
‖fn − f‖Wk,p(Ω) = 0.
Proposición 1.3 Sea 1 ≤ p <∞, k ∈ N. El espacio W k,p(Ω) es completo con respecto a
la norma ‖ · ‖Wk,p, por tanto es un espacio de Banach.
Proposición 1.4 Sea 1 ≤ p <∞, k ∈ N. Entonces
W k,p(Ω) = Hk,p(Ω).
Enunciamos a continuación un importante teorema en espacios de Sobolev denominado
Teorema de Encaje de Sobolev.
Teorema 1.6 (Teorema de Encaje de Sobolev).
Sea M una variedad Riemanniana compacta n−dimensional y f ∈ H1,p(M). Entonces









≤ c‖Df‖Lp(Ω) para p < n.
7
El teorema 1.6 muestra, entre otras cosas, que para p < n el espacio H1,p(M) está enca-
jado continuamente en el espacio L
np
n−p (M), ésto es, existe una aplicación lineal inyectiva
acotada
i : H1,p(Ω)→ L
np
n−p (Ω).
Recordemos que una aplicación lineal continua es compacta si la imagen de cada sucesión
acotada contiene una subsucesión convergente.
Recordemos también que para una variedad Riemanniana compacta n−dimensional M ,
existe un encaje continuo
j : Lr(M)→ Lq(M) para 1 ≤ q ≤ r ≤ ∞
En particular, existe un encaje continuo
j ◦ i : H1,p(M)→ Lq(M) para 1 ≤ q ≤ np
n− p
.
El teorema de compacidad de Rellich-Kondrachov que enunciamos a continuación establece
que éste encaje es compacto para 1 ≤ q < np
n−p .
Teorema 1.7 Sea M una variedad Riemanniana compacta n−dimensional. Entonces pa-
ra p < n, 1 ≤ q < np
n−p y p ≥ n, 1 ≤ q < ∞, respectivamente, el espacio H
1,p(M)
está compactamente encajado en Lq(M).
Resulta a partir de éste teorema que si (fn)n∈N ⊂ H1,2(M) es acotada, ésto es,
‖fn‖W 1,2(M) ≤ K,
entonces (fn) contiene una subsucesión convergente en la norma de L
2 y por tanto una
subsucesión que converge puntualmente casi en todas partes.
Presentamos a continuación algunos teoremas básicos del cálculo variacional usados en el
trabajo. Entre ellos, el principio del máximo, el lema punto frontera de Hopf y el teorema
de regularidad de Cherrier.
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Definición 1.11 (Operadores Eĺıpticos de Segundo Orden).
















donde aij(x), bi(x) y c(x) son funciones continuas definidas en un conjunto abierto y
conexo Ω de Rn.




aij(x)ξiξj ≥ λ|ξ|2 ∀x ∈ Ω, ∀ξ ∈ Rn − 0. (1.1)
Ejemplo 1.3 Si consideramos aij = δij, bi = 0 y c = 0 para todo i, j = 1, ..., n tenemos el
operador L = ∆. Observemos que este operador es uniformemente eĺıptico pues tomando
λ = 1 se tiene la desigualdad 1.1.






ij√g∂i) = gij∂j∂i + términos de orden inferior,
es uniformemente eĺıptico ya que la métrica g es una métrica Riemanniana definida po-
sitiva.
Teorema 1.8 (Principio Fuerte del Máximo (ó Mı́nimo)).
Sea L un operador uniformemente eĺıptico, c = 0 y Lu ≥ 0 (Lu ≤ 0) en un dominio Ω
(no necesariamente acotado). Si u alcanza su valor máximo ó (mı́nimo) en el interior de
Ω, entonces u es constante. Si c ≤ 0 y c
λ
es acotado entonces u no puede alcanzar un
valor máximo no negativo (ó mı́nimo no positivo) en el interior de Ω a menos que u sea
constante.
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Teorema 1.9 (Lema Punto Frontera de Hopf).
Suponga que L es uniformemente eĺıptico, c = 0 y Lu ≥ 0 en Ω. Sea x0 ∈ ∂Ω tal que:
i. u es continua en x0.
ii. u(x) < u(x0) para todo x ∈ Ω.
iii. ∂Ω satisface la condición de esfera interior en x0, ésto es, existe una bola B ⊂ Ω con
x0 ∈ ∂B.




Si c ≤ 0 y c/λ es acotado, se tiene la misma conclusión siempre que u(x0) ≥ 0, y si
u(x0) = 0 se tiene la misma conclusión independientemente del signo de c.
Teorema 1.10 (Teorema de Regularidad de Cherrier).
Sea (M, g) una variedad Riemanniana compacta n-dimensional con frontera y n ≥ 3,
H ∈ C∞(R ×M), L ∈ C∞(R × ∂M) y φ ∈ H21 (M) funciones que satisfacen para todo
(t, x, y) ∈ R×M × ∂M ,
|H(t, x)| ≤ c(1 + |t|v−1) y |L(t, y)| ≤ c(1 + |t|τ−1),
donde v = 2n
n−2 y τ =
2(n−1)
n−2 .
Supongamos que, para toda φ ∈ H21 (M)∫
M




Entonces ψ ∈ C∞(M) y satisface∆gψ +H(ψ, x) = 0 en M,∂ψ
∂η




1.2. Resultados básicos de Geometŕıa
Una variedad diferenciable M dotada de una métrica Riemanniana g se denomina variedad
Riemanniana (M, g). Dos métricas Riemannianas son conformemente equivalentes si una
se obtiene de la otra al multiplicar por una función positiva. A continuación definimos
formalmente éste concepto.
Definición 1.12 (Métrica Conforme). Sea (M, g) una variedad Riemanniana. Se di-
ce que la métrica g̃ es conforme a la métrica g, si g̃ = fg, para alguna función f suave
y positiva de valor real definida sobre M . Estas métricas tienen la propiedad de preservar








La siguiente definición extiende el concepto de derivada, en el sentido de establecer una
forma para derivar un campo vectorial con respecto a otro y de poseer caracteŕısticas
propias de la derivada como la linealidad. Denotaremos por X(M) el conjunto de campos
vectoriales de clase C∞(M) y por D(M) el anillo de funciones de valor real de clase
C∞(M) definidos sobre M .
Definición 1.13 (Conexión Af́ın). Una conexión af́ın ∇ sobre una variedad diferen-
ciable M es una aplicación,
∇ : X(M)× X(M)→ X(M)
denotada por (X, Y )→ ∇XY que satisface las siguientes propiedades:
i. ∇fX+gYZ = f∇XZ + g∇YZ.
ii. ∇X(Y + Z) = ∇XY +∇XZ.
iii. ∇X(fY ) = f∇XY +X(f)Y,
11
donde X, Y, Z ∈ X(M) y f, g ∈ D(M).
En la anterior definición X(f) denota la derivada de f en la dirección de X.
A continuación presentamos algunos ejemplos de conexiones afines sobre Rn y variedades
en general.
Ejemplo 1.5 1. Si v ∈ TxRn y Y es un campo vectorial sobre Rn
(DvY )(x) = ĺım
t→0
Y (x+ tv)− Y (x)
t
es una conexión.
2. La conexión ∇ de una variedad Riemanniana Mn de Rn+1, se define a partir de la
conexión natural D de Rn+1 y la métrica g inducida sobre M , considerando el campo
normal unitario N sobre M , como sigue
∇XY = DXY − g(DXY,N)N = (DXY )T .
3. Sean 〈, 〉 el producto escalar usual sobre R3 y S2 la esfera unitaria. El espacio tangente
a S2 en un punto x es naturalmente identificado con el subespacio vectorial de R3 confor-
mado por todos los vectores ortogonales a x. Se sigue que, un campo vectorial Y sobre S2
puede ser visto como una aplicación Y : S2 → R3 que satisface
〈Yx, x〉 = 0,∀x ∈ S2.
Denote por dY la diferencial (matriz Jacobiana) de tal aplicación. Entonces la fórmula
(∇ZY )x = dYx(Zx) + 〈Zx, Yx〉x
define una conexión af́ın sobre S2.
Teorema 1.11 (Levi-Civita).
Dada una variedad Riemanniana (M, g), existe una única conexión af́ın ∇ sobre M la
cual satisface las condiciones:
12
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i. ∇XY −∇YX = [X, Y ], (Simétrica)
ii. Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ), (Compatible con la métrica Riemanniana)
para todo X, Y, Z ∈ X(M), donde [X, Y ] = XY − Y X es el bracket de Lie.
De ahora en adelante, utilizaremos la notación tensorial que permite escribir de forma
más simple y compacta las expresiones que poseen sumas sin indicar expĺıcitamente el





1b1 + · · ·+ anbn.
Definición 1.14 (Śımbolos de Christoffel).
En un sistema coordenado (U,ϕ) las funciones Γlpq definidas sobre U y dadas por




son llamadas coeficientes de la conexión ∇ sobre U ó śımbolos de Christoffel.
La conexión de Levi-Civita satisface que,
0 = [∂p, ∂q] = ∇∂p∂q −∇∂q∂p ⇒ ∇∂p∂q = ∇∂q∂p ⇒ Γlpq = Γlqp.
Ahora, si gpq = g(∂p, ∂q) se tiene
∂kgpq = ∂kg(∂p, ∂q) = g(∇∂k∂p, ∂q) + g(∂p,∇∂k∂q) = Γlkpgql + Γlkqgpl.
∂pgqk = ∂pg(∂q, ∂k) = g(∇∂p∂q, ∂k) + g(∂q,∇∂p∂k) = Γlpqgkl + Γlpkgql.
∂qgpk = ∂qg(∂p, ∂k) = g(∇∂q∂p, ∂k) + g(∂p,∇∂q∂k) = Γlqpgkl + Γlqkgpl.
Sumando las dos últimas ecuaciones y restando la primera, o btenemos una expresión





[∂pgqk + ∂qgpk − ∂kgpq].
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[∂pgqk + ∂qgpk − ∂kgpq]gkm.
Definición 1.15 (Gradiente). Sea (M, g) una variedad Riemanniana. Dados un campo
vectorial X ∈ X(M) y una función f ∈ D(M), se define el gradiente de f , ∇f , como el
campo vectorial sobre M que satisface
g(∇f(p), v) = dfp(v), p ∈M, v ∈ TpM.
Si (x1, x2, · · · , xn) es un sistema de coordenadas locales en M y {∂1, · · · , ∂n} es el marco
local inducido, entonces el gradiente de f está dado en coordenadas por:
gradf = ∇f = fp∂p,
donde fp = gpqfq, pues por definición fq = g(∇f, ∂q) = g(fp∂p, ∂q) = fpgpq.
Utilizando la definición de gradiente y las propiedades de la derivada direccional se puede
ver que si f y h son funciones diferenciables en M entonces
∇(f + g) = ∇f +∇h
∇(f · g) = h(∇f) + f(∇h).
(1.3)
Definición 1.16 (Tensor). Un r-tensor T sobre una variedad Riemanniana M es una
función multilineal
T : X(M)× · · · × X(M)︸ ︷︷ ︸
rfactores
→ C∞(M).
Definición 1.17 (Hessiano). Sea (M, g) una variedad Riemanniana con conexión Levi-
Civita. Dada f ∈ C∞(M) se define el Hessiano de f como el 2−tensor que satisface:
Hess(f)(X, Y ) = g(∇X(gradf), Y ).
14
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Proposición 1.5 El Hessiano de f es la forma bilineal simétrica en TxM , dada por
Hess(f)(X, Y ) = X(Y f)− (∇XY )f,
donde X, Y ∈ TxM y ∇ es la conexión Riemanniana sobre M .
Observación 1.1 En un sistema local de coordenadas
fpq ≡ Hess(f)(∂p, ∂q) = ∂p(∂qf)− (∇∂p∂q)f = ∂p(fq)− Γkpq∂kf = ∂p(fq)− Γkpqfk. (1.4)
A continuación enunciamos un resultado que establece una forma expĺıcita para calcular
la traza de un operador lineal adjunto a partir de su forma bilineal asociada y que será de
gran utilidad en la definición de laplaciano.
Proposición 1.6 Sea (M, g) una variedad Riemanniana. Si A : Tx →M es un operador
lineal autoadjunto y B : TxM × TxM → R es la forma bilineal asociada, esto es,
B(X, Y ) = g(A(X), Y ).
Entonces la traza de A es igual a B(Xp, Xq)g
pq con 1 ≤ p, q ≤ n, donde C = {Xk} es una
base de TxM .
Definición 1.18 (Laplaciano). Sea (M, g) una variedad Riemanniana. El laplaciano
de una función f suave sobre M , en śımbolos, ∆gf , es la traza del Hessiano de f .
Por la proposición anterior se tiene
∆gf = fpqg
pq,
donde fpq son los coeficientes del Hess(f).
Por otra parte, de la ecuación 1.4 resulta
∆gf = [∂p(fq)− Γkpqfk]gpq.
Con el objetivo de definir la curvatura escalar de una variedad Riemanniana, enunciamos
los siguientes conceptos.
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Definición 1.19 (Tensor de Curvatura). La curvatura de la conexión de Levi-Civita
es el 4−tensor definido por:
R(X, Y, Z,W ) = g(−∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z,W ).
Denotaremos por R(X, Y )Z al vector −∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z.
Definición 1.20 (Tensor de Ricci). La primera contracción del tensor de curvatura
con respecto a la métrica g es llamado el tensor de Ricci y se denota por Ric(X, Y ). Aśı,




donde {Xp} es un conjunto de campos ortonormales.
Observación 1.2 Debido a la simetŕıa del tensor de curvatura resulta que el tensor de
Ricci es un 2−tensor simétrico.
Definición 1.21 (Curvatura Escalar). Definimos la curvatura escalar R como la con-
tracción del tensor de Ricci con respecto a la métrica g. Aśı que, si localmente {Xp} es











Definición 1.22 (La Segunda Forma Fundamental). La segunda forma fundamen-
tal es un 2−tensor simétrico definido para X, Y ∈ X(∂M) por
H(X, Y ) = g(∇Xη, Y ),
donde η es el campo vectorial normal hacia afuera en la frontera de M .
Para un sistema local de coordenadas (x1, x2, · · · , xn) alrededor de x ∈ ∂M , denotaremos
los coeficientes de la segunda forma fundamental aśı:
H(∂i, ∂j) = hij,
16
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para 1 ≤ i, j ≤ n− 1.





A continuación introducimos el concepto de sistema de coordenadas normales en un punto
p de una variedad Riemanniana dotada de una conexión af́ın simétrica. Este sistema local
de coordenadas simplifica considerablemente los cálculos ya que los śımbolos de Christoffel
de anulan en el punto.
Definición 1.23 (Coordenadas Normales). Dado un punto x ∈ M y un vector v ∈
TxM , existe una única geodésica γv a través de x cuyo vector tangente es v. Si γv :
(−ε, ε)→M es una geodésica parametrizada por t, la curva c : (−ε/s, ε/s)→M definida
por c(t) = γv(st), es también una geodésica. Más aún, como c
′(0) = sv entonces c = γsv.
La aplicación exponencial, expx : TxM →M está definida por expx(v) = γv(1),∀v ∈ TxM
tal que 1 pertenece al dominio de γv. Dado que γsv(t) = γv(st), se deduce que para cual-
quier v existe un número s > 0 tal que γsv(1) esté definido, aśı se puede demostrar que
expx(·) está definida sobre una vecindad del origen en TxM . Si escogemos una base or-
tonormal {vp} de TxM , podemos definir una función φ que asigne a (x1, ..., xn) el punto
expx(
∑
p xpvp). Estas coordenadas son también llamadas coordenadas geodésicas ó nor-
males.
La utilidad que tiene usar un sistema normal de coordenadas se resume en la siguiente
proposición.
Proposición 1.7 En un sistema normal de coordenadas en x ∈M , las componentes del
tensor métrico en x satisface:
gpq(x) = δpq(x) y ∂kgpq(x) = 0 ∀p, q, k = 1, ..., n (equivalente a Γkpq(x) = 0).
Como estamos interesados en estudiar el problema de deformación conforme de métricas
en variedades con frontera, es necesario definir un sistema local de coordenadas para la
frontera de M , ∂M , el cual simplifique algunos cálculos.
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Definición 1.24 (Coordenadas Fermi). Sea M una variedad Riemanniana con fron-
tera ∂M de dimensión n ≥ 3, P ∈ ∂M y (x1, ..., xn−1) las coordenadas normales alrededor
de P . Sea γ(x3) la geodésica que parte de (x1, ..., xn−1) en la dirección ortogonal a ∂M y
está parametrizada por longitud de arco. Las coordenadas (x1, x2, x3) son llamadas Coor-
denadas Fermi.
Las coordenadas Fermi en P satisfacen gtt = 1 y gti = 0,∀i = 1, 2, ..., n− 1.
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Caṕıtulo 2
Laplaciano Conforme y Cocientes de
Sobolev
Un problema fundamental de la geometŕıa Riemanniana es la deformación conforme de
métricas en variedades Riemannianas a una métrica con curvatura escalar prescrita k en
el caso de variedades sin frontera, o a una métrica con curvatura escalar prescrita k sobre
M y curvatura media prescrita h sobre ∂M , en el caso de variedades con frontera. Una
métrica g̃ es conforme a la métrica g si g̃ = φg donde φ es una función positiva definida
en la variedad M .
El problema matemático resulta equivalente a la existencia de soluciones positivas de
una ecuación semilineal eĺıptica en el caso de variedades sin frontera, o a la existencia de
soluciones positivas de un sistema de dos ecuaciones en derivadas parciales semilineales, la
primera eĺıptica en el interior de la variedad y la segunda del tipo condición de Newmann
en la frontera de la misma en el caso de variedades con frontera.
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Dada (Mn, g) una variedad Riemanniana compacta n−dimensional con frontera y n ≥ 3,
sea g̃ = u4/(n−2)g una métrica conforme a la métrica g. La relación entre la curvatura
escalar de la métrica g, R(g), y la curvatura escalar de la métrica g̃ está dada por




, L = ∆− n− 2
4(n− 1)
R(g), (2.1)
donde ∆ es el operador Laplaciano calculado con respecto a la métrica g. La relación
entre la curvatura media de la frontera de M , ∂M , con respecto a la métrica g, h(g), y la













donde ∂η es la derivada normal exterior calculada con respecto a la métrica g.
El operador L definido en M se denomina operador laplaciano conforme y B es el operador
de frontera sobre ∂M . Denotamos por (L,B) al operador L con respecto a la condición
de frontera B.
Sea M una variedad Riemanniana compacta n−dimensional con frontera ∂M compuesta
por dos componentes conexas (∂M)1 y (∂M)2, n ≥ 3. Nuestro propósito es encontrar una
métrica g̃ = u4/(n−2)g con curvatura escalar R̃ plana y curvaturas medias constantes h̃1,
h̃2, con h̃1 6= h̃2 sobre (∂M)1 y (∂M)2 respectivamente. Denotemos por M el espacio de
todas las métricas Riemannianas suaves sobre M . Para g ∈ M, denotamos por R(g) la
curvatura escalar de g y por hi(g) la curvatura media de (∂M)i, i = 1, 2 con respecto a la
métrica g.
Recordemos que en dimensión dos el célebre teorema de Gauss-Bonnet establece que en
una variedad Riemanniana compacta orientable con frontera la curvatura de Gauss total
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donde dv y dσ representan la medida Riemanniana sobre M y ∂M inducida por la métrica
g.
Sea g ∈ M una métrica fija y sea E la restricción de F a la clase conforme de g. Es
posible demostrar que el mı́nimo de dicha funcional sujeta a determinada restricción es
un múltiplo de la solución del problema 2.
Sea g en la clase conforme de la métrica g, entonces g puede escribirse como g = u4/(n−2)g,
donde u es una función positiva suave definida sobre M . Es posible reescribir el funcional
F cuando se restringe a la clase conforme de g. Con el fin de hacer ésto, observe que las
medidas Riemannianas sobre M y ∂M inducidas por la métrica g, dvg, y dσg, respectiva-
mente, satisfacen que dvg = u
2n/(n−2)dv y dσg = u
2(n−1)/(n−2)dσ.
Usando las ecuaciones 2.1 y 2.2 y utilizando integración por partes encontramos que























Sean a ≥ 0 y b, d números reales. Definamos el conjunto Cp,qa,b,d por{












donde 2 ≤ p ≤ 2n/(n− 2) y 2 ≤ q ≤ 2(n− 1)/(n− 2).
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Observe que la enerǵıa está definida para toda función u ∈ C1(M) y que E(u) = E(|u|).
Por ésta razón, redefinimos el conjunto Cp,qa,b,d por
{












En Cp,qa,b,d se define G
p,q















= ı́nf{E(φ) : φ ∈ Cp,qa,b,d}.
Observe que, para p = 2n/(n − 2), Q(M, g) = G1,0,0(M) y para q = 2(n − 1)/(n − 2),
Q(M,∂M) = G0,1,1(M).
Con el fin de ver que el conjunto Cp,qa,b,d es no vaćıo demostramos el siguiente lema:
Lema 2.1 Sea FB : [0,∞)→ R definido por
FB(λ) = Aλ
p +Bλq,
donde p > q > 1 y A > 0 ó A = 0 y B > 0. Entonces la ecuación FB(λ) = 1 tiene una
única solución positiva.
Demostración. La función FB satisface que FB(0) = 0 y ĺımλ→∞ FB(λ) =∞. En virtud de
que FB es continua, el Teorema del Valor Intermedio garantiza la existencia de un λ0 > 0
tal que FB(λ0) = 1. Si A = 0 la proposición es clara. Si A > 0, para demostrar la unicidad
estudiemos los intervalos de crecimiento y decrecimiento de FB en dos casos:
Caso i. B ≥ 0. Entonces
F ′B(λ) = pAλ
p−1 + qBλq−1 ≥ 0
y F ′B(λ) = 0 sólo si λ = 0. Por lo tanto, el valor de λ0 ∈ [0,∞) para el cual
FB(λ0) = 1 es único.
22
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Caso ii. B < 0. Entonces




























































Por tanto existe un único λ0 > 0 tal que FB(λ0) = 1 tal y como se queŕıa demostrar.
Observación 2.1 Para toda u ∈ C1(M), por el lema anterior existe un único número
positivo λ tal que λu ∈ Cp,qa,b,d siempre que p > q.






















p +Bλq = 1;
donde A = a
∫
M








Observación 2.2 Note que si en la observación anterior a = 0 y b, d son números reales
positivos, entonces existe un único número real positivo λ tal que λu ∈ Cq0,b,d.
En lo que resta de ésta sección tomaremos q = 2(n − 1)/(n − 2) y denotaremos por Cq0,b
a Cq0,b,b. De igual forma escribiremos G
q

















Sea Rn+ = {(x, t) : x ∈ Rn−1, t ≥ 0} el semiplano superior n-dimensional del espacio
Euclideano. Cuando M = Rn+ está dotada con la métrica Euclideana, la curvatura escalar


























A continuación demostraremos que G0,b(M) está acotado superiormente por el cociente
de Sobolev G0,b(Rn+)












. Si α = b−
(n−2)
2(n−1) ,
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(ε+ t)2 + |x− x0|2
)n−2
2
, ε > 0





+ (n− 2)φn/(n−2) = 0, en ∂Rn+.





+ α−2/(n−2)(n− 2)un/(n−2) = 0, sobre ∂Rn+
(2.5)




















Si tomamos b = α−
2(n−1)
n−2 tenemos u ∈ C0,b(Rn+) tal y como se deseaba demostrar.
Demostración Proposición 2.1
Dado ε > 0, exhibiremos una función ϕ ∈ C0,b(M, g) tal que E(ϕ) < G0,b(Rn+) + ε. Para
ε > 0, la función u definida en el lema 2.2 es bajo traslaciones en la variable x, la única
solución positiva del problema 2.5 en H1(Rn+), (ver [10]).







|∇u|2 = 0. (2.6)
En ∂Rn+ se tiene que ∂u∂η = ∇u · η, donde η = −en = (0, 0, · · · ,−1) es el vector normal
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Usando la invarianza conforme de la métrica (ver Proposición 1,1 en [10]), cambiamos la
métrica g dentro de su clase conforme a una métrica que posea buenas propiedades en
una pequeña vecindad de un punto frontera. Para ello, sea ϕ1 la primera función propia
del problema: ∆ϕ1 −
n−2





h(g)ϕ1 = 0, sobre ∂M
(2.8)
Es bien conocido que ϕ1 > 0 sobre M , (ver [6]). La ley de transformación 2.2 para la
métrica conforme g1 = ϕ
4/(n−2)
1 g implica que la curvatura media de ∂M con respecto a la

















Es posible cambiar aún más la métrica de manera tal que la curvatura sea nula en una
pequeña vecindad de un punto frontera. En efecto, sea v > 0 una solución del problema
lineal Lv = 0 sobre U (donde U es una pequeña vecindad de un punto frontera) que
satisface la condición ∂v
∂η
= 0 sobre ∂U ∩ ∂M.
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ya que h(g1) = 0 sobre ∂M y
∂v
∂η
= 0 en ∂U ∩ ∂M.
Extendemos v a M de tal forma que v > 0. Sea 0 un punto en ∂M . Sean (x1, x2, · · · , xn−1)
las coordenadas normales sobre ∂M en el punto 0.
Sea γ(t) la geodésica que sale de (x1, x2, · · · , xn−1) en la dirección ortogonal a ∂M y
está parametrizada por longitud de arco. Entonces (x1, x2, · · · , xn−1, t) definen las llama-
das coordenadas Fermi alrededor de 0 ∈ ∂M .









Considere además una función ψ(s) decreciente y suave a trozos con variable |s| que
satisface ψ(s) = 1 para |s| ≤ ρ0, ψ(s) = 0 para |s| ≥ 2ρ0 y |ψ′(s)| ≤ ρ−10 para ρ0 ≤ |s| ≤
2ρ0.
Sea ϕ la función test definida sobre M como ϕ(x, t) = u(x, t)ψ(s), donde s2 = x21 + · · ·+
x2n−1 + t
2.
Calculamos E(ϕ) como una suma de la enerǵıa sobre B+ρ0 y A
+
ρ0
. En coordenadas Fermi,










donde |∇ϕ|2 = ϕ21 + · · ·+ ϕ2n, ϕi =
∂ϕ
∂xi
, i = 1, 2, · · · , n− 1 y ϕn = ∂ϕ∂t .












Aqúı las cantidades son tomadas con respecto a la métrica Euclideana.
Sabiendo que
∇u(x, t) = −(n− 2)α ε
(n−2)/2
((ε+ t)2 + |x− x0|2)n/2
(x− x0, ε+ t),




(x− x0, ε+ t) · (x, t) = εt+ t2 + ‖x‖2 − x0 · x = εt+ ρ20 − x0 · x ≥ 0 (2.10)
śı y sólo śı x0 · x < εt + ρ20. Como |x0 · x| ≤ |x0||x| < ρ0|x0| < ρ20 < εt + ρ20, se obtiene la
desigualdad 2.10. Consecuentemente ∂u
∂η
≤ 0.
Teniendo en cuenta que, ∂B+ρ0 = (∂B
+
ρ0







































u2(n−1)/(n−2) + O(εn−1ρ1−n0 )





u2(n−1)/(n−2)dσ + O(εn−1ρ1−n0 ) (2.12)
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Reemplazando 2.7 y 2.12 en la desigualdad 2.11 tenemos:
∫
B+ρ0
|∇u|2dxdt ≤ (n− 2)α−2/(n−2)
∫
Rn−1





≤ G0,b(Rn+) + O(εn−1ρ1−n0 )
Al reemplazar la última desigualdad en 2.9 se obtiene:
∫
B+ρ0








)∣∣+ cε2ρ−20 , cuando n = 3 (2.14)





















|(x, t)||∇u|2dxdt ≤ (n− 2)α
∫
B+ρ0
εn−2|(x, t)|(|x− x0|2 + (ε+ t)2)






εn−2|(yε, sε)|(|yε− y0ε|2 + (ε+ sε)2)






εn−2(ε2y2 + ε2s2)1/2(ε2|y − y0|2 + ε2(1 + s)2)εn






|(y, s)|(|y − y0|2 + (1 + s)2)
















Al reemplazar en 2.13 se obtiene que para n ≥ 4:∫
B+ρ0




≤ G0,b(Rn+) + O(εn−1ρ1−n0 ) + cε
≤ G0,b(Rn+) + En,
donde En = O(ε
n−1ρ1−n0 ) + cε.
Para el caso n = 3, un cálculo análogo al anterior nos conduce a∫
B+ρ0




|(y, s)|(|y − y0|2 + (1 + s)2)
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|∇ϕ|2g ≤ |∇ϕ|2 + c|(x, t)||∇ϕ|2 ≤ |∇ϕ|2 + c(2ρ0)|∇ϕ|2
= (1 + 2cρ0)|∇ϕ|2 ≤ c|∇ϕ|2
y a su vez, c|∇ϕ|2 ≤ c|∇(uψ)|2 ≤ c(|∇u|2ψ2 + |∇ψ|2u2). De donde resulta:
|∇ϕ|2g ≤ c|∇ϕ|2 ≤ c(|∇u|2ψ2 + |∇ψ|2u2).













εn−2(|x− x0|2 + (ε+ t)2)





((ε+ t)2 + |x− x0|2)n−2
dxdt
Con el fin de acotar la expresión (ε+ t)2 + |x− x0|2, realizamos el siguiente cálculo en el
cual usamos las desigualdades de Cauchy Schwarz y de Cauchy con δ.
(ε+ t)2 + |x− x0|2 ≥ t2 + |x− x0|2 = t2 + |x|2 − 2x · x0 + |x0|2




= t2 + (1− δ)|x|2 + (1− 1
δ
)|x0|2 = t2 +
1
2





























εn−2(|x− x0|2 + (ε+ t)2)






























((ε+ t)2 + |x− x0|2)(
ρ20
4
















rn−1dr + cρ2−2n0 ρ
n
0ε
n−2 ≤ cεn−2ρ2−n0 + cρ2−n0 εn−2
= cεn−2ρ2−n0 .
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≤ G0,b(Rn+) + En + cεn−2ρ2−n0
donde En está dado por 2.14. Con la métrica g̃ = v
4/(n−2)g1, la curvatura escalar R̃ = R(g̃)
y la curvatura media h̃ = h(g̃) se anulan sobre B+2ρ0(0) y B
+
2ρ0





























≤ G0,b(Rn+) + En + cεn−2ρ2−n0 .
La función ϕ no está en el conjunto de restricción C0,b. Sin embargo, el lema 2.1 garantiza
la existencia de un número real λ > 0 tal que λϕ ∈ C0,b.

















Las coordenadas (x1, x2, · · · , xn−1) son coordenadas normales. Por tanto, la métrica es









u2(n−1)/(n−2)dx+ O(εn−1ρ1−n0 ) + O(ε).
donde hemos usado el siguiente hecho:∫
(∂M)∩B+ρ0
|(x, t)|εn−1






((ε+ s)2 + |y − y0|2)n−1
dyds ≤ cε.
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Estamos interesados en demostrar que G0,b(M) ≤ G0,b(Rn+). Para ello, tomamos ϕ = uψ


















u2(n−1)/(n−2) + O(εn−1ρ1−n0 ) + O(ε) + O(ε
n−1ρ1−n0 )
= 1 + O(ε) + 2O(εn−1ρ1−n0 ).
Los argumentos en la prueba del Lema 2.1 implican que λ = 1 + δ(ε) donde δ(ε) → 0
cuando ε→ 0. De aqúı que:
E(λϕ) = λ2E(ϕ)
≤ (1 + δ)2(G0,b(Rn+) + En + cεn−2ρ2−n0 )
fijando ρ0 y tomando ε suficientemente pequeño, finalmente obtenemos
G0,b(M) ≤ E(λϕ) ≤ λ2E(ϕ) ≤ G0,b(Rn+) + cε




En éste caṕıtulo demostramos la existencia de una solución para el problema 2 cuando
2 < q < 2(n− 1)/(n− 2).












con b, d > 0.




















Sea φ la primera función propia del problema de Dirichlet con condición de frontera∆φ−Hφ+ ρφ = 0, en Mφ = 0, sobre ∂M (3.1)
donde H = n−2
4(n−1)R.
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Escobar en [8] observó que Gq0,b,d(M) = ı́nfϕ∈Cq0,b,d E(ϕ) = −∞ cuando ρ < 0. En ésta
dirección, encontramos el siguiente resultado.
Proposición 3.1 Sean b y d reales positivos. Gq0,b,d(M) es finito śı y sólo śı ρ > 0.














donde H1,20 (M) denota la clausura del espacio de funciones suaves de soporte compacto en
H1,2(M), aśı podemos tomar φ ≥ 0 y usando el principio del Mı́nimo se puede demostrar




[bV ol((∂M)1) + dV ol((∂M)2)]1/q



























bV ol((∂M)1) + dV ol((∂M)2)
= b
V ol((∂M)1)
bV ol((∂M)1) + dV ol((∂M)2)
+ d
V ol((∂M)2)
bV ol((∂M)1) + dV ol((∂M)2)
= 1
Aśı, ψt ∈ Cq0,b,d(M).
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H(1 + t2φ2 + 2tφ)

























































































































donde A = [aV ol(∂M)1+bV ol(∂M)2]
1/q, H = n−2







por h1 y h2 respectivamente.
Si ρ < 0, tomando t→∞ se tiene E(ψt)→ −∞.




















Dado que φ = 0 sobre ∂M , por el Lema de Hopf ∂φ
∂η
< 0.
























se concluye Gq0,b,d(M) = −∞.
Ahora asumamos Gq0,b,d(M) = −∞. Entonces H es una función no cero. En efecto, sea


































< −i+ ‖h1‖∞[V ol(∂M)1](q−2)/q + ‖h2‖∞[V ol(∂M)2](q−2)/q
< −i+ (‖h1‖∞ + ‖h2‖∞)C
donde C = máx{[V ol(∂M)1](q−2)/q, [V ol(∂M)2](q−2)/q}.
Tomando i→∞ se tiene
∫
M
Hϕ2i → −∞. De donde se concluye que H 6= 0.











ϕq ≥ 0 y Y =
∫
(∂M)2
ϕq ≥ 0, aśı que



































En el análisis anterior se tuvo en cuenta que para 2 < q < 2(n−1)
n−2 , la desigualdad de Holder




















para i = 1, 2, donde además tenemos en cuenta que b
∫
(∂M)1





















































De éste modo tenemos: ∫
M
ϕ2i →∞ cuando i→∞.



































































Tomando i→∞ en ii. y iii. se obtiene
∫
(∂M)1
ψ2i → 0 y
∫
(∂M)2
ψ2i → 0 respectivamente.













E(ψi) = E(ϕi) < 0,











































Para i suficientemente grande, las desigualdades i., ii. y iii. implican∫
M
|∇ψi|2 < K
para alguna constante K.







|∇ψi|2 < 1 +K.
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Caṕıtulo 3. Teorema de Existencia
Como H1,2(M) es un espacio de Hilbert, existe una subsucesión de {ψi} que converge
débilmente a una función ψ en H1,2(M). Más aún, la función ψ pertenece a H1,20 (M).







En el resultado anterior se usó que H1,2(M) ↪→ L2(∂M).






















por lo tanto, Gq0,b,d(M) = −∞ implica ρ ≤ 0.
Observación 3.1 Del teorema anterior, si Gq0,b,d = −∞ entonces ρ ≤ 0. De la caracte-
rización variacional de ρ se sigue que H = n−2
4(n−1)R 6= 0 y H(x) < 0 para algún x ∈ M .
Por tanto, si R = 0 entonces H = 0 y aśı Gq0,b,d es f́ınito y ρ > 0. De modo que, para
dominios de Rn (curvatura escalar R = 0) se garantiza que Gq0,b,d es finito y ρ > 0.
Estamos interesados en relacionar los números Gq0,b,d(M) y G1,0,0(M). Es conocido que
existe ϕ ∈ C1(M), ϕ 6= 0 en M tal que G1,0,0 = E(ϕ). En la siguiente proposición usamos
éste hecho para comparar Gq0,b,d(M) con G1,0,0(M).
Proposición 3.2 Si G1,0,0 ≤ 0 entonces Gq0,b,d ≤ 0.
Demostración. Mostraremos primero que G1,0,0 = 0 implica G
q
0,b,d = 0. En efecto, sea ϕ
tal que G1,0,0 = E(ϕ). Entonces

















Por tanto, Gq0,b,d(M) ≤ 0.
Ahora demostramos que Gq0,b,d(M) = 0. Supongamos que G
q
0,b,d < 0. Considere una suce-














)2/p < 0 = G1,0,0
lo cual es una contradicción. Por lo tanto, Gq0,b,d(M) = 0.






Entonces E(ϕ) < 0.











Luego, Gq0,b,d(M) < 0.
Usando los resultados previos, a continuación demostraremos el resultado principal de
éste trabajo: si Gq0,b,d es finito, entonces existe una función positiva ϕ ∈ C
q
0,b,d tal que
Gq0,b,d(M) = E(ϕ), es decir, el ı́nfimo se alcanza.
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Caṕıtulo 3. Teorema de Existencia
Teorema 3.1 Sea (Mn, g) una variedad Riemanniana con frontera y dimensión n ≥ 3.
Si Gq0,b,d(M) es finito, entonces existe una función positiva ϕ ∈ C
q
0,b,d tal que
Gq0,b,d(M) = E(ϕ) y satisface el problema
∆ϕ− n−2


















donde 1 < q < 2(n− 1)/(n− 2) y λ es una constante.
Demostración. Inicialmente probaremos que existe una función ϕ ∈ Cq0,b,d tal que
Gq0,b,d(M) = E(ϕ). Para ello consideramos tres casos:
Caso i. Primero asumamos que Gq0,b,d > 0. Entonces por la proposición anterior
G1,0,0(M) > 0. Sea {ϕi} una sucesión minimizante de funciones en Cq0,b,d; ésto es,
E(ϕi)
i→∞−−−→ Gq0,b,d(M).
Dado ε > 0 suficientemente pequeño, existe N ∈ N tal que si i ≥ N , entonces:
Gq0,b,d(M) ≤ E(ϕi) ≤ G
q








































































































q . En el cálculo anterior
usamos 3.2.
Por tanto, las funciones {ϕi} son uniformemente acotadas en H1,2(M).
Para 1 < q < 2(n−1)
n−2 , los encajesH
1,2(M) ↪→ Lq(∂M) yH1,2(M) ↪→ L2(M) son compactos;
por tanto existe una subsucesión de {ϕi} que también llamaremos {ϕi}, la cual converge












































Como ϕi ⇀ ϕ en H
1,2(M) y ϕi → ϕ en L2(M), entonces por teorema 1.3∫
M









































Caṕıtulo 3. Teorema de Existencia
Luego, E(ϕ) = Gq0,b,d(M).
Caso ii. Supongamos que Gq0,b,d = 0. Entonces G1,0,0 ≥ 0. Si G1,0,0 > 0 la prueba es
idéntica al caso anterior. Supongamos que G1,0,0 = 0, entonces existe una función positiva
ϕ tal que E(ϕ) = 0. Sea λ > 0 tal que ψ = λϕ ∈ Cq0,b,d; de lo anterior tenemos que
E(ψ) = 0 = Gq0,b,d.












i→∞−−−→∞. Dado ε > 0
Gq0,b,d(M) < E(ϕi) < G
q
0,b,d(M) + ε < 0.







1/2 . Observe que para k = 1, 2 la función ψ satisface:∫
M

























































Para i suficientemente grande se obtiene,∫
M
|∇ψi|2 < K, para alguna constante K.
De aqúı que la sucesión {ψi} esté acotada en H1,2(M) y por tanto existe una subsucesión
débilmente convergente a una función ψ ∈ H1,2(M). Más aún, la función ψ ∈ H1,20 (M).







Como Gq0,b,d(M) es finito, entonces el primer valor propio del problema 3.1 es estrictamente
positivo, ésto es, ρ > 0. De aqúı obtenemos que,






Hψ2 ≤ ĺım inf
i→∞
E(ψi)
lo cual es una contradicción porque E(ψi) < 0.




Razonando como en el caso i encontramos una función ϕ tal que Gq0,b,d(M) = E(ϕ).






uq, dado que ϕ es el mı́nimo del funcional E sujeto a
la restricción G(u) = 1; usando multiplicadores de Lagrange tenemos,
E ′(ϕ)(ψ) = λG′(ϕ)(ψ)
para algún número real λ y para toda función ψ ∈ H1,2(M). Por lo tanto∫
M

























q y por tanto la función ϕ es una so-
lución débil del problema 3.3. Haciendo un reescalamiento en la función ϕ obtenemos una
métrica conforme g̃ = ϕ
4
n−2 g con curvatura escalar cero y curvaturas medias constantes b
y d sobre cada componente conexa de la frontera de M .
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Caṕıtulo 3. Teorema de Existencia
Argumentos estándar en regularidad eĺıptica (Teorema de Cherrier) implican que toda
solución en H1 es suave hasta la frontera. El minimizante puede ser tomado como una
función no negativa ya que, para toda función u ∈ H1(M)
E(|u|) ≤ E(u).
Como la función minimizante ϕ está en Cq0,b,d, entonces ϕ 6= 0 y por el Principio del
Máximo ϕ positiva en el interior de M .
Si ϕ(x0) = 0 para algún x0 ∈ ∂M , entonces las condiciones de frontera del problema 3.3
implican ∂ϕ
∂η
= 0 en x0, lo cual contradice el Lema de Punto Frontera.
Por lo tanto, la función minimizante ϕ es positiva en M .
Corolario 3.1 Sean b y d números reales positivos, entonces Gq0,b,d ≥ 0 śı y sólo śı G1,0,0 ≥
0 y Gq0,b,d = 0 śı y sólo śı G1,0,0 = 0.
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Conclusiones
1. En éste trabajo:
a) Se definió el cociente de Sobolev Gq0,b,d(M) y se dió una condición necesaria y
suficiente para que Gq0,b,d(M) sea finito.
b) En el caso en que Gq0,b,d(M) es finito se demostró un teorema de existencia para
el caso subcŕıtico del problema propuesto.
c) Se demostró que Gq0,b(M) está acotado superiormente por el cociente de Sobolev
Gq0,b(Rn+). Este estimativo proporciona un criterio para garantizar la existencia
de minimizadores cuando p y q son los exponentes cŕıticos de Sobolev.
2. Cuando a > 0, modificaciones menores en el art́ıculo [11] demuestran que toda
métrica g es conforme a una métrica g̃ con curvatura escalar constante y curvaturas
medias constantes en cada componente conexa de la frontera de M .
3. El problema propuesto considera una variedad Riemanniana M cuya frontera ∂M
tiene dos componentes conexas (∂M)1 y (∂M)2. La misma demostración es válida
para el problema en una variedad cuya frontera tiene n componentes conexas.
4. Escobar en [11] demuestra un resultado para funciones de curvatura media prescrita
más generales que las propuestas en éste trabajo de investigación. Sin embargo, ésta
propuesta cubre algunos casos de variedades de dimensión 4 y 5 no inclúıdos en el
trabajo del profesor Escobar.
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