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Статья посвящена разработке алгоритмических методов для сильно выпукло-
вогнутых седловых задач в случае, когда одна из групп переменных имеет большую
размерность, а другая — достаточно малую (до сотни). Предлагаемая методика ос-
нована на сведении задач такого типа к задаче минимизации выпуклого (максимиза-
ции вогнутого) функционала по одной из переменных, для которого возможно найти
приближённое значение градиента в произвольной точке с необходимой точностью с
помощью вспомогательной оптимизационной подзадачи по другой переменной. При
этом для маломерных задач используется метод эллипсоидов (если необходимо, то с
неточным δ-субградиентом), а для многомерных — ускоренные градиентные методы.
Для случая сильно малой размерности одной из групп переменных (до 5) предлага-
ется подход на основе нового варианта многомерного аналога метода Ю.Е. Нестеро-
ва на квадрате (многомерная дихотомия) с возможностью использования неточных
значений градиента целевого функционала. Библ. 27.
Ключевые слова: седловая задача, метод эллипсоидов, ускоренные градиентные
методы, неточный оракул, неточный градиент.
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1. ВВЕДЕНИЕ
Седловые задачи весьма актуальны и имеют приложения в машинном обучении, ком-
пьютерной графике, теории игр, теории оптимального транспорта. Ввиду важности этих
задач, существует множество работ, в которых изучаются различные алгоритмы их ре-
шения и свойства сходимости этих алгоритмов.
В данной статье рассматриваются выпукло-вогнутые седловые задачи вида
min
x∈Qx
max
y∈Qy
{S(x, y) := r(x) + F (x, y)− h(y)} . (1)
где Qx ⊆ Rm, Qy ⊆ Rn — непустые выпуклые компактные множества, r : Qx → R и
h : Qy → R есть µx-сильно выпуклая и µy-сильно выпуклая функции соответственно.
Функционал F : Qx × Qy → R выпуклый по x и вогнутый по y и задан в некоторой
окрестности множества Qx ×Qy. Если задача не сильно выпукла, то её можно свести к
сильно выпуклой применением техники регурялизации (замечание 4.1 в [1]).
Класс задач (1) был подробно изучен в билинейном случае [2], т.е. когда F (x, y) =
〈Ax, y〉 для некоторого линейного оператора A. Ряд работ был направлен на то, чтобы
обобщить известные результаты на не-билинейный случай [3], [4], [5], [6]. В статье [7] была
установлена нижняя оценка на количество итераций метода первого порядка, необходи-
мых для решения (1) в случае, когда Qx ≡ Rn, Qy ≡ Rm, S — µx-сильно выпуклая по
x, µy-сильно вогнутая по y и (Lxx, Lxy, Lyy)-гладкая функция. Последнее означает, что
для любых x, y отображения ∇xS(·, y),∇yS(x, ·),∇xS(x, ·),∇yS(·, y) липшицевы с неко-
торыми неотрицательным константами Lxx, Lyy, Lxy, Lxy, соответственно. В [7] получена
нижняя оценка Ω
(√
Lxx
µx
+
L2xy
µxµy
+
Lyy
µy
ln
(
1
ε
))
на выделенном классе задач. В [8] был
представлен подход на основе ускоренных методов, имеющий сложность, наиболее близ-
кую к оптимальной на тот момент. Далее, были предприняты попытки получить опти-
мальный алгоритм [9], [10]. Так, в [11] предложен метод с верхней оценкой на количество
итераций O˜
(√
Lxx
µx
+
L·Lxy
µxµy
+
Lyy
µy
)
, где L = max {Lxx, Lxy, Lyy} (обозначение O˜(·) означа-
ет O(·) с точностью до логарифмического по ε−1 множителя в степени 1 или 2). Таким
образом, вопрос о почти оптимальном алгоритме для сильно выпуклой-сильно вогнутой
седловой задачи большой размерности с гладкой целевой функцией был решён.
В таблице 1 приведены наилучшие известные на данный момент результаты (см.
[2], [3], [6], [8], [9], [10], [12] и ссылки в них) об оценках сложности решения задачи (1).
Для каждого из случаев, ε-решение задачи (1) может быть достигнуто за указанные
в первом столбце O˜(·) вычислений величины из второго столбца. За LF обозначается
константа Липшица ∇F (градиента по x и по y). Когда указано, что функция r : Qx → R
проксимально дружественна, имеется ввиду, что может быть явно решена задача вида
min
x∈Qx
{〈c1, x〉+ r(x) + c2‖x‖22} , c1 ∈ Qx, c2 > 0. (2)
Аналогично, h : Qy → R — проксимально дружественна, если возможно явно решить
задачу вида
min
y∈Qy
{〈c3, y〉+ h(y) + c4‖y‖22} , c3 ∈ Qy, c4 > 0. (3)
Отметим, что седловую задачу можно сводить и к вариационному неравенству (далее
ВН) с монотонным оператором. Напомним, что оператор G : domG → Rk, заданный на
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Таблица 1: Наилучшие известные результаты о сложности методов для задач (1).
Случай (1): оба функционала r и h проксимально дружественны.
O˜
(
LF√
µxµy
)
вычислений (2), ∇xF (x, y) и (3), ∇yF (x, y)
Случай (2): функционал r есть Lx-гладкий и не проксимально дружественный.
O˜
(√
LxLF
µxµy
)
вычислений ∇r(x)
O˜
(
LF√
µxµy
)
вычислений ∇xF (x, y) и (3), ∇yF (x, y)
Случай (3): функционал h есть Ly-гладкий и не проксимально дружественный.
O˜
(√
LyLF
µxµy
)
вычислений ∇h(y)
O˜
(
LF√
µxµy
)
вычислений (2), ∇xF (x, y) и ∇yF (x, y)
Случай (4): r есть Lx-гладкий, h есть Ly-гладкий
и они оба не проксимально дружественны.
O˜
(√
LxLF
µxµy
)
вычислений ∇r(x)
O˜
(√
LyLF
µxµy
)
вычислений ∇h(y)
O˜
(
LF√
µxµy
)
вычислений ∇xF (x, y) и ∇yF (x, y)
выпуклом множестве domG ⊆ Rk, называется монотонным, если
〈G(z) −G(z′), z − z′〉 > 0 ∀z, z′ ∈ Q,
где Q — выпуклое компактное множество с непустой внутренностью и intQ ⊆ domG.
Решением вариационного неравенства называется точка z∗ ∈ domG ∩Q, удовлетворяю-
щая
〈G(z∗), z − z∗〉 > 0 ∀z ∈ Q. (4)
Выпукло-вогнутые седловые задачи (1) с дифференцируемой функцией S(·, ·) сводятся к
ВН с оператором G(x, y) = [∇xS(x, y),−∇yS(x, y)]⊤, который является монотонным в си-
лу выпуклости S по x и вогнутости по y. Такое ВН можно решать, например, с помощью
метода эллипсоидов из [13], что приводит к скорости сходимости O
(
exp
{
− N2d(d+1)
})
,
где d = n + m — размерность задачи, N — число итераций. Такой подход к решению
задачи (1) не требует ни гладкости, ни сильной выпуклости (вогнутости) целевой функ-
ции S(·, ·) и может считаться вполне эффективным в случае малой размерности задачи
d = n + m. Более того, базируясь на методах типа метода центров тяжести оценку
O
(
exp
{
− N2d(d+1)
})
можно улучшить до оценки O
(
exp
{
− NO(d)
})
, см. лекцию 5 [14].
В отличии от указанных выше подходов, первый из которых достаточно эффективен
в случае большой размерности обеих переменных задачи (1), а второй — в случае малой
размерности переменных задач, в настоящей статье рассматривается случай, когда одна
из групп переменных (x или y) имеет большую размерность, а другая — малую (несколь-
ко десятков). Задача (1) представляется в виде задачи минимизации по «внешней» пе-
ременной выпуклой функции, информация о которой (значение функции, градиента)
доступна только с некоторой точностью. Эта точность, в свою очередь, регулируется
с помощью вспомогательной оптимизационной подзадачи по «внутренней» переменной.
Соответственно, в зависимости от размерности (малая или большая) внешней перемен-
ной x естественно выделить два подхода.
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Если размерность внешней переменной x велика (раздел 2.1), то для решения зада-
чи (1) предлагается использовать ускоренный градиентный метод с неточным оракулом,
а для вспомогательной максимизационной подзадачи — метод эллипсоидов. Если же
размерность внешней переменной x мала (раздел 2.2), то для (1) используется пред-
ложенный в настоящей работе вариант метода эллипсоидов с δ-субградиентами, а для
внутренней оптимизационной подзадачи — ускоренные методы. В статье получены оцен-
ки сложности для обоих подходов.
Отдельно в статье рассматривается ситуация, когда размерность одной из групп пе-
ременных седловой задачи очень мала (до 5). В этом случае вместо метода эллипсои-
дов, как оказалось, можно использовать достаточно интересный аналог дихотомии. Если
быть точнее, то в работе предлагается метод минимизации выпуклой дифференцируемой
функции с липшицевым градиентом на многомерном гиперкубе для малых размерно-
стей пространства. Рассматриваемый метод есть новый аналог известного метода Ю.Е.
Нестерова минимизации выпуклой липшицевой функции двух переменных на квадрате
с фиксированной стороной (см. [1], [15]). Далее будем называть этот метод многомерной
дихотомией. Идея метода — деление квадрата на меньшие части и постепенное их уда-
ление так, чтобы в оставшейся достаточно малой части все значения целевой функции
были достаточно близки к оптимальному. При этом метод заключается в решении вспо-
могательных задач одномерной минимизации вдоль разделяющих отрезков и не предпо-
лагает вычисления точного значения градиента целевого функционала. Данный метод в
двумерном случае на квадрате рассматривался в работе [15]. В настоящей статье предло-
жен новый вариант критерия остановки для вспомогательных подзадач, а также аналог
метода Ю.Е. Нестерова для произвольной размерности. Полученные результаты при-
менимы и к седловым задачам с небольшой размерностью одной из групп переменных.
Выписаны оценки сложности для гладких сильно выпукло-вогнутых седловых задач в
случае, если маломерная задача решается методом дихотомии с неточным градиентом
и на каждой итерации решается многомерного вспомогательная задача с использовани-
ем быстрого градиентного метода для всех вспомогательных задач. Найденные оценки
скорости сходимости представляются вполне приемлемыми в случае, если размерность
одной из групп переменных достаточно мала (до 5).
Проведены численные эксперименты на задаче, двойственной к задаче LogSumExp с
линейными ограничениями. Применения такого класса задач можно найти в работе [12].
Было проведено сравнение скорости работы разных подходов, когда маломерная зада-
ча решалась быстрым градиентным методом с (δ, L)-оракулом и методом эллипсоидов с
δ-субградиентом. Проведенные вычислительные эксперименты показали, что использо-
вание методов и оценок для задач небольшой размерности приводит к более эффектив-
ному решению седловых задач с достаточно высокой требуемой точностью по сравнению
с методами, использующими только градиентные подходы. Кроме этого, в ряде случаев
метод многомерной дихотомии показал себя эффективнее метода эллипсоидов.
Работа состоит из введения, заключения и двух основных разделов. В разделе 2
приводятся основные результаты, подходы к рассматриваемой задаче для различных
случаев малой размерности внешних и внутренних переменных. В разделе 3 приводят-
ся результаты некоторых вычислительных экспериментов и сравнение скорости работы
предложенных подходов. Отметим, что полные доказательства некоторых резульатов
(теорем 2, 6, 7, 8, 9 и леммы 2) приводятся в приложении к работе.
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2. ОСНОВНЫЕ РЕЗУЛЬТАТЫ
2.1. Случай малой размерности внешних переменных x
2.1.1 Формулировка полученных результатов
Рассмотрим задачу
min
x∈Qx
max
y∈Qy
{S(x, y) := F (x, y)− h(y)} , (5)
где
1. Qy ⊆ Rm — выпуклое множество, Qx ⊆ Rn, n < 100 — выпуклое компактное мно-
жество, которое содержится в некотором евклидовом шаре радиуса R и включает
некоторый евклидов шар радиуса ρ;
2. h — непрерывная µy-сильно выпуклая функция;
3. функционал F , заданный в некоторой окрестности множества Qx × Qy, является
непрерывным µx-сильно выпуклым по x и вогнутым по y, а также для любых
x ∈ Qx и y, y′ ∈ Qy верно неравенство:
‖∇yF (x, y)−∇yF (x, y′)‖2 6 Lyy‖y − y′‖2, Lyy > 0. (6)
4. Функция g(x) := maxy∈Qy {F (x, y)− h(y)} ограничена:
∃B > 0 : |g(x) − g(x′)| 6 B ∀x, x′ ∈ Qx
5. Выполнено одно из условий:
• случай 1: h имеет Lh-липшицев градиент и Qy ≡ Rm,
• случай 2: h является проксимально-дружественной, то есть в явном виде ре-
шается задача
min
y∈Qy
{〈c1, y〉+ h(y) + c2‖y‖22} , c1 ∈ Qy, c2 > 0, (7)
• случай 3: S сепарабельна по y, т.е. S(x, y) =
∑m
i=1 Si(x, yi), а Qy — гиперпрямо-
угольник, т.е. Qy = [a1, b1]×· · ·×[am, bm]. От требования (6) можно отказаться.
Пусть
g(x) := max
y∈Qy
S(x, y), (8)
Тогда можно переписать задачу (5) следующим образом:
g(x) → min
x∈Qx
(9)
Пусть x∗ — решение задачи (9). Будем говорить, что приближённое решение x˜ ∈ Qx
задачи (9) имеет точность ε по аргументу, если ‖x˜− x∗‖ 6 ε. При фиксированном x под
εy-решением (8) будем понимать такую точку y˜ ∈ Qy, что
g(x)− S(x, y˜) 6 εy.
Кратко опишем суть подхода и приведём оценки сложности.
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Подход 1 (малая размерность x). Для внешней задачи (минимизации по x) использу-
ется предлагаемый нами метод эллипсоидов с δ-субградиентом (алгоритм 1). Для внут-
ренней задачи (максимизации по y) используется:
• В случае 1 — рестартованный ускоренный метаалгоритм (УМ) с разделением ора-
кульных сложностей [10] (алгоритм 3),
• В случае 2 — быстрый градиентный метод [16] (алгоритм 4),
• В случае 3 — метод дихотомии.
Теорема 1. Подход 1 позволяет получить точность ε по аргументу в задаче (9)
за O
(
n2 ln
BR
µxρε2
)
вычислений ∂xF и MatV ec(n), а также: (10)
в случае 1 — за O
(
n2
√
Lh
µy
ln
(
BR
µxρε2
)
ln
(
µyR
2
y
µxε2
))
вычислений ∇h (11)
и O
(
n2
√
Lyy
µy
ln
(
BR
µxρε2
)
ln
(
µyR
2
y
µxε2
))
вычислений ∇yF, (12)
в случае 2 — за O
(
n2
√
Lyy
µy
ln
(
BR
µxρε2
)
ln
(
LyyR
2
y
µxε2
))
вычислений ∇yF и (7), (13)
в случае 3 — за O
(
mn2 ln
(
BR
µxρε2
)
ln
(
mD
µxε2
))
вычислений F (x, y) и h(y), (14)
где D := maxi(bi − ai), MatV ec(n) — умножение матрицы n× n на вектор, Ry введено в
(22).
Замечание 1. Число итераций метода эллипсоидов, используемого в этом подходе, зави-
сит от размерности как O(n2), а сложность итерации, помимо вычисления субградиента,
определяется умножением матрицы n × n на вектор (см. строчку 11 алгоритма 1) и со-
ставляет O(n2). Существуют методы секущей плоскости с числом итераций O(n lnn):
алгоритм Вайды [17], алгоритм Lee–Sidford–Wong [18]. Сложности итераций этих мето-
дов равны O(nω) и O(n lnO(1) n), соответственно, где константа ω ∈ (2, 3) определяется
сложностью перемножения матриц. Для метода эллипсоидов нам удалось вывести бла-
гоприятную скорость сходимости при использовании неточного субградиента (см. теоре-
му 2). Если для алгоритма Вайды или Lee–Sidford–Wong удастся доказать аналогичную
теорему, где шум от неточного субградиента входит в оценку скорости сходимости как
слагаемое вида δNβ , β ∈ R, то оценки в теореме 1 будут улучшены: вместо O(n2) зави-
симость от размерности будет O(n lnO(1) n).
2.1.2 Метод эллипсоидов с использованием δ-субградиентов
В этом разделе приведены алгоритмы, используемые в подходе 1, вместе с сопутствую-
щими определениями и теоремами. Начнем с метода эллипсоидов, на итерациях которого
используется δ-субградиент.
Определение 1. Пусть δ > 0. Вектор w ∈ Rn называется δ-субградиентом выпуклой
функции g : Qx → R в точке xˆ, если g(x) > g(xˆ) + 〈w, x − xˆ〉 − δ ∀x ∈ Qx. Множество
δ-субградиентов g в xˆ обозначается ∂δg(xˆ).
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Алгоритм 1 Метод эллипсоидов с δ-субградиентом для задачи (9).
Вход: Число итераций N > 1, δ > 0, шар BR ⊇ Qx, его центр c и радиус R.
1: E0 := BR, H0 := R2In, c0 := c.
2: for k = 0, . . . , N − 1 do
3: if ck ∈ Qx then
4: wk := w ∈ ∂δg(ck),
5: if wk = 0 then
6: return ck,
7: end if
8: else
9: wk := w, где w 6= 0 таков, что Qx ⊂ {x ∈ Ek : 〈w, x− ck〉 6 0}.
10: end if
11: ck+1 := ck − 1n+ 1
Hkwk√
wTkHkwk
,
Hk+1 :=
n2
n2 − 1
(
Hk − 2n+ 1
Hkwkw
T
kHk
wTkHkwk
)
,
Ek+1 := {x : (x− ck+1)TH−1k+1(x− ck+1) 6 1},
12: end for
Выход: xN = arg min
x∈{c0,...,cN}∩Qx
g(x).
Заметим, что δ-субградиент совпадает с обычным субградиентом при δ = 0.
Теорема 2 (метод эллипсоидов с δ-субградиентом). Пусть Qx — компактное выпуклое
множество, которое содержится в некотором евклидовом шаре радиуса R и включает
некоторый евклидов шар радиуса ρ, g : Qx → R — непрерывная выпуклая функция,
число B > 0 таково, что |g(x) − g(x′)| 6 B ∀x, x′ ∈ Qx. После N > 2n2 ln Rρ итераций
алгоритм 1 возвращает такую точку xN ∈ Qx, что
g(xN )− g(x∗) 6 BR
ρ
exp
(
− N
2n2
)
+ δ, (15)
где x∗ — некоторая точка минимума g. Если дополнительно g является µ-сильно выпук-
лой, то точка xN удовлетворяет неравенству
‖xN − x∗‖2 6 2
µ
(
BR
ρ
exp
(
− N
2n2
)
+ δ
)
. (16)
Доказательство приведено в приложении. Отметим, что при δ = 0 алгоритм 1 сов-
падает с обычным методом эллипсоидов (см., например, [19]).
Лемма 1. ( [20], с. 123 – 124) Пусть g(x) = maxy∈Qy S(x, y), где Qy — компактное мно-
жество, S(x, y) непрерывна по y и выпукла по x. Пусть для фиксированного x точка
y˜ ∈ Qy такова, что g(x)− S(x, y˜) 6 δ. Тогда ∂xS(x, y˜) ⊆ ∂δg(x).
Приведённая лемма говорит, что если точка y˜ является δ-решением вспомогательной за-
дачи (8), то субградиент по x функции S, взятый в точке (x, y˜), является δ-субградиентом
g(x). Таким образом, для решения задачи (9) предлагается использовать метод эллипсо-
идов c δ-субградиентом, где δ отражает точность решения вспомогательной задачи (8),
получаемого на каждой итерации с помощью одного из описанных далее алгоритмов.
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2.1.3 Ускоренные методы для многомерных задач композитной оптимизации
Рассмотрим задачу выпуклой композитной минимизации:
min
y∈Rm
{U(y) := u(y) + v(y)} , (17)
где u — µ-сильно выпуклая функция с Lu-липшицевым градиентом, v — выпуклая функ-
ция.
Алгоритм 2 Ускоренный метаалгоритм (УМ) [10] для задачи (17).
Вход: Число итераций K > 1, начальная точка z0, параметр H > 0.
1: A0 = 0, y0 = z0.
2: for k = 0, . . . ,K − 1 do
3: λk+1 =
1
2H
,
4: ak+1 =
λk+1 +
√
λ2k+1 + 4λk+1Ak
2
, Ak+1 = Ak + ak+1,
5: z˜k =
Ak
Ak+1
yk +
ak+1
Ak+1
zk,
6:
yk+1 = argmin
y∈Rd
{
u(z˜k) + 〈∇u(z˜k), y − z˜k〉+ v(y) + H
2
‖y − z˜k‖2
}
, (18)
7: zk+1 := zk − ak+1∇u(yk+1)− ak+1∇v(yk+1),
8: end for
Выход: УМ(z0, K) := yK .
Алгоритм 3 Рестартованный УМ [10].
Вход: Число рестартов K > 1, начальная точка z0, параметры H,µ > 0.
1: for k = 0, . . . ,K − 1 do
2: Nk =
⌈√
32H
µ
⌉
,
3: zk+1 := УМ(zk,Nk) (алгоритм 2),
4: end for
Выход: zK .
Теорема 3 (Рестартованный УМ [10]). Пусть zN — выход алгоритма 3 послеN итераций.
Тогда если H > 2Lu, то общее число вычислений (18) для достижения U(zN )−U(y∗) 6 εy
будет равно N = O
(√
H
µ ln
µR2y
ε
)
, где Ry = ‖y0 − y∗‖, y∗ — решение задачи (17).
Замечание 2 (разделение оракульных сложностей). Если v имеет Lv-липшицев гради-
ент, то можно смотреть на вспомогательную задачу (18) как на гладкую сильно выпук-
лую задачу. Для её решения можно также использовать рестартованный УМ (unew :=
v, vnew(y) := u(z˜k)+ 〈∇u(z˜k), y− z˜k〉+ H2 ‖y− z˜k‖2, µnew := H2 ,Hnew := 2Lv), подобно тому,
как это сделано в [10]. В случае, когда Lu 6 Lv, удаётся получить εy-решение (17) за
O
(√
H
µ
ln
µR2y
εy
)
вычислений ∇u и O
(√
Lv
µ
ln
µR2y
εy
)
вычислений ∇v. (19)
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Далее приводится быстрый градиентный метод для задачи
min
y∈Qy
f(y), (20)
который используется в подходе 1 для решения вспомогательной задачи (максимизации
по y). В подходе 2 этот же метод будет использован для минимизации по внешним пере-
менным, когда целевая функция задана неточным оракулом, поэтому мы сразу приводим
его в более общем виде.
Определение 2. (взято из [16]) ПустьQy — замкнутое выпуклое множество, f : Qy → R—
непрерывная выпуклая функция. Пара
(
fδ˜(z), ψδ˜(y, z)
)
называется (δ˜, L)-моделью функ-
ции f в точке z, если
0 6 f(y)− fδ˜(z) − ψδ˜(y, z) 6
L
2
‖y − z‖2 + δ˜ ∀y ∈ Qy,
ψδ˜(y, z) — выпуклая по y функция ∀z ∈ Qy, ψδ˜(y, y) = 0 ∀y ∈ Qy.
Алгоритм 4 Быстрый градиентный метод для (δ˜, L)-модели функции f .
Вход: Количество шагов N , начальная точка y0 ∈ Qy, константы L, δ˜, µ > 0.
1: z0 := y0, u0 := y0, α0 := 0, A0 := 0.
2: for k = 1, 2, . . . , N do
3: Находим наибольший корень, αk+1 такой что
Ak+1 (1 +Akµ) = Lα
2
k+1, Ak+1 := Ak + αk+1,
4: zk+1 :=
αk+1u
k +Aky
k
Ak+1
,
5: φk+1(y) =
1 +Akµ
2
‖y − uk‖22 + αk+1ψδ˜(y, zk+1),
uk+1 := arg min
y∈Qy
φk+1(y),
6: yk+1 :=
αk+1u
k+1 +Aky
k
Ak+1
,
7: end for
Выход: yN .
Теорема 4 (взята из [21]). Пусть f оснащена оракулом с (δ˜, L)-моделью, причём ψδ˜(y, z)—
µ-сильно выпуклая по y функция ∀z ∈ Qy. После N > 0 итераций алгоритм 4 возвращает
такую точку yN ∈ Qy, что
f(yN )− f(y∗) 6 LR2y exp
(
−N − 1
2
√
µ
L
)
+
(
1 +
√
L
µ
)
δ˜,
где Ry = ‖y0 − y∗‖, y∗ — решение задачи (20).
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2.1.4 Минимизация по x
Оценим количество итераций для решения внешней задачи (9). Согласно теореме 2, ме-
тод эллипсоидов с δ-субградиентом при δ = µxε
2
4 выдаст такую точку x˜, что ‖x˜N−x∗‖ 6 ε,
после
N˜ =
⌈
2n2 ln
4BR
µxρε2
⌉
(21)
итераций, т.е. вычислений δ-субградиента ∂δg(x) и умножений матрицы n×n на вектор.
Ввиду леммы 1, нахождение ∂δg(x) сводится к решению вспомогательной задачи (8) с
точностью δ и вычислению ∂xS(x, y). Полученная оценка (21) соответствует заявленной
в (10).
2.1.5 Максимизация по y
В данном пункте точка x ∈ Qx считается фиксированной. Предлагается решать вспомо-
гательную задачу (8) с точностью µxε
2
4 по функции.
Если Qy ≡ Rm и h имеет Lh-липшицев градиент (случай 1), применим рестартован-
ный УМ (алгоритм 3) к функциям u(·) := −F (x, ·) и v(·) := h(·) (если Lyy > Lh, то нужно
поменять u и v). Согласно формулам (19), для достижения точности µxε
2
4 потребуется
NF = O
(√
Lyy
µy
ln
µyR
2
y(x)
µxε2
)
вычислений ∇yF и
Nh = O
(√
Lh
µy
ln
µyR
2
y(x)
µxε2
)
вычислений ∇h,
где Ry(x) = ‖y0(x)− y∗(x)‖. Решая вспомогательную задачу (8) на k-м шаге метода эл-
липсоидов, будем в качестве начальной точки y0(xk) брать приближённое решение вспо-
могательной задачи с предыдущего шага k−1. Соответствующее расстояние до решения
обозначим Rky := ‖y0(xk)− y∗(xk)‖ и введём
Ry := max
k
Rky . (22)
Тогда общее количество вычислений ∇h равно
Nh · N˜ = O
(
n2
√
Lh
µy
ln
(
BR
µxρε2
)
ln
(
µyR
2
y
µxε2
))
,
общее количество вычислений ∇yF равно
NF · N˜ = O
(
n2
√
Lyy
µy
ln
(
BR
µxρε2
)
ln
(
µyR
2
y
µxε2
))
,
как и указано в (11), (12).
Если же h является проксимально-дружественной (случай 2), то применим быстрый
градиентный метод (алгоритм 4). Из вогности F (x, ·) и условия гладкости (6) следует,
что
0 6 −F (x, y) + F (x, z) + 〈∇yF (x, z), y − z〉 6 Lyy
2
‖y − z‖22.
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Добавляя и вычитая h(y)− h(z), получаем:
0 6 −F (x, y) + h(y)− fδ˜(z) − ψδ˜(y, z) 6
Lyy
2
‖y − z‖2 ∀y ∈ Qy,
где fδ˜(z) := −F (x, z) + h(z), ψδ˜(y, z) := h(y) − h(z) − 〈∇yF (x, z), y − z〉. Таким образом,(
fδ˜(z), ψδ˜(y, z)
)
— это (0, Lyy)-модель функции f(y) := −F (x, y) + h(y). В силу того, что
h является проксимально-дружественной, следует, что argmin в строчке 5 алгоритма 4
находится аналитически. Из теоремы 4 получаем, что для достижения точности µxε
2
4 во
вспомогательной задаче (8) потребуется
N =
⌈
2
√
Lyy
µy
ln
(
4LyyR
2
y(x)
µxε2
)⌉
+ 1 вычислений ∇yF и (7), (23)
где Ry(x) = ‖y0(x) − y∗(x)‖. Поскольку вспомогательную задачу необходимо решать на
каждом шаге метода эллипсоидов, общее количество вычислений ∇yF и (7) равно
N · N˜ = O
(
n2
√
Lyy
µy
ln
(
BR
µxρε2
)
ln
(
LyyR
2
y
µxε2
))
,
где Ry введено в (22). Полученная оценка совпадает с заявленной в (13).
Наконец, рассмотрим случай 3. Если S(x, y) = F (x, y)−h(y) является сепарабельной
по y, т.е. представимой в виде S(x, y) =
∑m
i=1 Si(x, yi), а Qy представляет из себя гипер-
прямоугольник, т.е. Qy = [a1, b1]× · · · × [am, bm], то вспомогательная задача (8) сводится
к m задачам одномерной минимизации
max
yi∈[ai,bi]
Si(x, yi), i = 1,m,
где yi — i-я компонента вектора y. Метод дихотомии позволяет получить точность по
функции µxε
2
4m в каждой из одномерных задач за log2
4m(bi−ai)
µxε2
итераций. Значит, для
получения
(
µxε2
4
)
-решения вспомогательной задачи (8) понадобится
ND = O
(
m log2
mD
µxε2
)
итераций, где D := maxi(bi − ai). Учитывая, что вспомогательная задача (8) решается
на каждом шаге метода эллипсоидов, получаем общее количество вычислений значений
функций F (x, y) и h(y):
ND · N˜ = O
(
mn2 ln
(
BR
µxρε2
)
log2
(
mD
µxε2
))
,
как и указано в (14).
2.2. Случай малой размерности внутренних переменных y
2.2.1 Постановка задачи и полученные результаты
Рассмотрим задачу
min
x∈Qx
max
y∈Qy
{r(x) + F (x, y)} , (24)
где
11
1. Qx ⊆ Rn — выпуклое множество, Qy ⊆ Rm,m < 100 — выпуклое компактное мно-
жество, которое содержится в некотором евклидовом шаре радиуса R и включает
некоторый евклидов шар радиуса ρ;
2. r — непрерывная µx-сильно выпуклая проксимально-дружественная функция. По-
следнее означает, что в явном виде решается задача
min
x∈Qx
{〈c1, x〉+ r(x) + c2‖x‖22} , c1 ∈ Qx, c2 > 0. (25)
3. функционал F , заданный в некоторой окрестности множества Qx × Qy, является
выпуклым по x и µy-сильно вогнутым по y, а также для любых x ∈ Qx и y, y′ ∈ Qy
верны неравенства:
‖∇xF (x, y) −∇xF (x′, y)‖2 6 Lxx‖x− x′‖2, (26)
‖∇xF (x, y)−∇xF (x, y′)‖2 6 Lxy‖y − y′‖2, (27)
‖∇yF (x, y)−∇yF (x′, y)‖2 6 Lxy‖x− x′‖2, (28)
где Lxx, Lxy > 0.
4. функционал F ограничен в следующем смысле: существует B > 0, такое что
max
y∈Qy
F (x, y) − min
y′∈Qy
F (x, y′) 6 B ∀x ∈ Qx.
Пусть
s(x) := max
y∈Qy
F (x, y), (29)
Тогда можно переписать задачу (24) следующим образом:
f(x) := r(x) + s(x)→ min
x∈Qx
(30)
Кратко опишем суть подхода и приведём оценки сложности.
Подход 2 (малая размерность y). Для внешней задачи (минимизации по x) используется
быстрый градиентный метод для (δ, L)-модели [21] (алгоритм 4). Для внутренней задачи
(максимизации по y) используется метод эллипсоидов (алгоритм 1 с δ = 0).
Теорема 5. Подход 2 позволяет получить точность ε по аргументу в задаче (30)
за O
(√
L
µx
ln
LR2
µxε2
)
вычислений ∇xF и (25) (31)
и O
(
m2
√
L
µx
ln
(
LR2
µxε2
)
ln
(
BR
ρε
))
вычислений ∂yF и MatV ec(m). (32)
где R = ‖x0− x∗‖2, x∗ — решение задачи (30), L = Lxx+ 2L
2
xy
µy
, MatV ec(m) — умножение
матрицы m×m на вектор.
Замечание 3 (сравнение двух подходов). Задачу (24) можно также решать первым под-
ходом, предварительно преобразовав её надлежащим образом. В большинстве случаев
это будет эффективнее, подробнее об этом написано в заключении.
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2.2.2 Вывод оценок скорости сходимости предлагаемого метода
Рассмотрим сначала сложность задачи минимизации по x. Пусть y˜(z) — εy-решение вспо-
могательной задачи (29) в точке z ∈ Qx. Как показано в [8] (лемма 2), справедливо
неравенство
0 6 s(x)− F (z, y˜(z))− 〈∇xF (z, y˜(z)), x − z〉 6 L‖z − x‖22 + 2εy ∀x ∈ Qx,
где L = Lxx +
2L2xy
µy
. Отсюда следует
0 6 f(x)− (r(z) + F (z, y˜(z))) − (r(x)− r(z) + 〈∇xF (z, y˜(z)), x − z〉) 6 L‖z − x‖22 + 2εy,
откуда имеем (2εy, 2L)-модель функции f . Применим быстрый градиентный метод с
неточным оракулом (алгоритм 4). В силу того, что функция r проксимально дружествен-
на, минимум в строчке 6 алгоритма находится аналитически. Теорема 4 даёт следующую
скорость сходимости:
f(xN )− f(x∗) 6 2LR2 exp
(
−N − 1
2
√
µx
2L
)
+
(
1 +
√
2L
µx
)
· 2εy.
Чтобы достичь точности ε по аргументу в задаче (30), будем на каждой итерации решать
задачу максимизации (29) с такой точностью εy, что
2
(
1 +
√
L
µx
)
εy 6
ε
2
. (33)
Тогда желаемая точность в задаче (30) будет достигнута после
N = O
(√
L
µx
ln
LR2
µxε2
)
обращений к оракулу модели f и вычислений (25). (34)
Теперь покажем, как учесть сложность вспомогательных минимизационных подза-
дач. Зафиксируем точку x ∈ Qx и применим метод эллипсоидов (алгоритм 1 с δ = 0)
для минимизации функции v(·) := −F (x, ·). Согласно теореме 2, после N˜ итераций ал-
горитм вернёт такую точку y˜(x) ∈ Qy, что
s(x)− F (x, y˜(x)) 6 BR
ρ
exp
(
− N˜
2m2
)
,
Значит, для нахождения εy-решения достаточно
N˜
(33)
= O
(
m2 ln
BR
ρε
)
(35)
итераций метода эллипсоидов. Полное количество вычислений ∂yF и умножений матри-
цы n× n на вектор составит
O
(
m2
√
L
µx
ln
(
LR2
µxε2
)
ln
(
BR
ρε
))
.
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2.3. Многомерная дихотомия для седловых задач с малой размерно-
стью одной из переменных
2.3.1 Постановка задачи и полученные результаты
Рассмотрим выпукло-вогнутую седловую задачу
max
y∈Qy
{
min
x∈Qx
{S˜(x, y) := r(x) + F (x, y)} − h(y)
}
, (36)
где
1. Qx ⊆ Rm, Qy ⊆ Rn — непустые выпуклые компактные множества, размерность n
небольшая (несколько десятков);
2. Множество Qy содержится в некотором евклидовом шаре радиуса R и включает
некоторый евклидов шар радиуса ρ;
3. r : Qx → R — непрерывная µx-сильно выпуклая функция, h : Qy → R — непрерыв-
ная µy-сильно выпуклая функция;
4. функционал F , заданный в некоторой окрестности множества Qx × Qy, являет-
ся выпуклым по x и вогнутым по y, а также достаточно гладким, а именно, для
произвольных x, x′ ∈ Qx и y ∈ Qy верно неравенство:
‖∇xF (x, y) −∇xF (x′, y)‖2 6 Lxx‖x− x′‖2, (37)
где Lxx > 0.
5. Выполнено одно из условий:
• случай 1: r(x) имеет Lr-липшицев градиент,
• случай 2: r(x) является проксимально-дружественной, см. (25),
• случай 3: S˜(x, y) является сепарабельной по x, т.е. S˜(x, y) =
∑m
i=1 S˜i(xi, y).
В настоящем разделе описывается подход к решению задач минимизации функции
на многомерном гиперкубе, который использует неточный градиент. Для него есть сле-
дующий результат.
Теорема 6. Пусть в задаче (43) функция f является Mf -липшицевой µf -сильно выпук-
лой с Lf -липшицевым градиентом. Для того, чтобы решить задачу вида (43) с точностью
ε по функции, достаточно
O
(
2n
2
logn2
CR
ε
)
, где C = max
(
Mf ,
4(Mf + 2LfR)
Lf
,
128L2f
µf
)
(38)
обращений к подпрограмме для вычисления ν(x), где ν(x) есть приближение градиен-
та ∇f такое, что ‖∇f(x) − ν(x)‖ 6 δ˜(x). Точность δ˜(x) определяется из условия (47),
точность решения вспомогательных задач определяется согласно (44).
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Используя этот результат и методы для минизации по x, описанные в разделе 2.1,
получаем следующий результат.
Для того, чтобы достичь точности ε по функции, достаточно
O
(
2n
2
logn2
CR
ε
)
обращений к подпрограмме вычисления ∇yS(xδ, y) и (39)
1. В случае 1 –
O
(√
Lh
µy
logn+12
CR
ε
)
вычислений ∇h(y)
и O
(
2n
2
(√
Lh
µy
+
√
Lyy
µy
)
logn+12
CR
ε
)
вычислений ∇yF (x, y),
(40)
2. В случае 2 –
O
(
2n
2
√
Lyy
µy
logn+12
CR
ε
)
вычислений ∇yF (x, y) и решений подзадачи (7),
(41)
3. В случае 3 –
O
(
m2n
2
logn+12
CR
ε
)
вычислений F (x, y) и h(y). (42)
2.3.2 Многомерная дихотомия
Рассмотрим задачу оптимизации следующего вида:
f(x)→ min
x∈Qx
, (43)
где функция f является липшицевой с константой Mf , имеет липшецев градиент с кон-
стантой Lf и является µf -сильно-выпуклой. В этом разделе будет описан и проанализи-
рован метод, являющийся аналогом предложенного Ю.Е. Нестеровым метода двумерной
мизимизации на квадрате, описание которого можно найти в [22], упражнение 4.2 – ме-
тод многомерной дихотомии на гиперкубе в размерности n > 2 (см. алгоритм 5). Данный
метод предполагает проведение через центр гиперкуба разделяющей гиперплоскоскости
параллельно одной из его граней и рекурсивное решение впомогательной задачи оптими-
зации с некоторой точностью ε˜, выбор которой мы обсудим ниже. В точке приближённого
решения вычисляется неточный градиент ν(x), такой что ‖ν(x)−∇f(x)‖ 6 δ˜, и выбира-
ется та его компонента, которая соответствует зафиксированному измерению выбранной
гиперплоскости, и в зависимости от её знака выбирается нижняя или верхняя часть ги-
перкуба соответственно. На одной итерации метода описанная процедура выполняется
для каждой грани гиперкуба. Итерации метода выполняются для основного гиперкуба
до тех пор, пока размер R оставшейся области не станет меньше εMf , что гарантирует
сходимость по функции с точностью ε. Условие останова для вспомогательной подзадачи
(метод stop(x)) будет подробнее описано ниже.
Обсудим корректность алгоритма. Здесь и далее мы будем использовать следующие
обозначения. Пусть на текущем уровне рекурсии рассматривается множество Q ⊂ Rn и
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Алгоритм 5 Многомерная дихотомия.
Вход: множество Q =
n⊗
k=1
[ak, bk], требуемая точность ε по функции, процеду-
ра вычисления неточного градиента ν(x), возвращающая элемент множества{
ν
∣∣∣‖ν(x)−∇f(x)‖ 6 δ˜}.
1: if Q = {x} then
2: return x
3: end if
4: while not stop(x) do
5: for i = 1, ..., n do
6: c := ak+bk2
7: Фиксация одной из размерностей:
Qnew :=
{
x ∈ Q
∣∣∣xi = c}
8: Подпрограмма для вычисления неточного градиента во вспомогательной за-
даче:
νnew(x) := (ν1(x) · · · νi−1(x) νi+1(x) · · · νn(x))
9: Рекурсивный вызов многомерной дихотомии для гиперкуба с размерностью,
уменьшенной на один, Qnew и с новой требуемой точностью решения ε˜ =
µf
128L2R2 ε
2 (см. (44))
x := Dichotomy(Qnew, ε˜, νnew)
10: g := ν(x)[i]
11: if g > 0 then
12: Q[i] := [ai, c]
13: else
14: Q[i] := [c, bi]
15: end if
16: end for
17: x := (a1+b12 . . .
an+bn
2 )
⊤
18: end while
19: return x
некоторое его сечение Qk. Пусть ν есть вектор в R
n. Тогда определим ν‖, ν⊥ - проек-
ции вектора ν на Qk и его ортогональное дополнение в пространстве R
n соответсвенно.
Заметим, что ν⊥ есть скаляр.
Сформулиреум следующий вспомогательный результат
Лемма 2. Пусть f — непрерывно-дифференцируемая выпуклая функция и рассматри-
вается задача её минимизации на множестве Qk ⊂ Q. Если x∗ – решение этой задачи, то
существует
∃g ∈ ∂Qf(x∗) : g‖ = 0.
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Отметим, что такой численный метод сходится не для всех выпуклых функций, даже
если допустить, что все вспомогательные подзадачи одномерной минимизации решаются
точно. Отметим в этой связи пример негладкой выпуклой функции из [15], для которой
теряется сходимость.
Следующий результат — обобщение на многомерный случай утверждений [15] о схо-
димости метода Ю.Е. Нестерова на квадрате.
Теорема 7. Пусть функция f выпукла, имеет Lf -липшицев градиент при некотором
Lf > 0. Пусть ν(x) = ∇f(x) и ν⊥(x) = (ν(x))⊥. Если все вспомогательные подздачи
отрешиваются со следующей точностью по функции
ε˜ 6
µfε
2
128L2fR
2
, (44)
то после каждого удаления части допустимого множества оставшаяся его часть содержит
решение исходной задачи x∗ на гиперкубе.
Данная оценка требует точности решения вспомогательной задачи по фунцкии по-
рядка ε2k на k-ом уровне рекурсии. Таким образом, с учётом максимальной глубины
рекурсии (n−1) получаем, что в худшем случае на каждом шаге алгоритма потребуется
решать задачу с точностью ε2n−2 по функции.
Интуитивно понятно, что для функции с липшицевым градиентом "большая"величина
ортогональной компоненты при близости к решению не сможет сильно уменьшиться, а
следовательно, и изменить направление. С другой стороны, если эта компонента мала,
и решается вспомогательная задача на многомерном параллепипеде Qk, то мы можем
выбрать эту точку в качестве искомого решения задачи на Qk. Предложим некоторый
подход к выбору точности для вспомогательных подзадач на базе отмеченной выше идеи.
Далее нам понадобится такое очевидное неравенство:
∀a, b ∈ R, |a− b| 6 |b| ⇒ ab > 0. (45)
Сформулируем результат о необходимой точности для решения вспомогательных под-
задач для того, чтобы искомое решение оставалось в допустимой области после удаления
её частей на итерациях метода. Будем обозначать через ∆ точность решения вспомога-
тельных подзадач по аргументу (п.10 алгоритма 5).
Теорема 8. Пусть функция f выпукла и имеет Lf -липшицев градиент при Lf > 0,
x – приближённое решение вспомогательной подзаачи на некоторой итерации метода,
Пусть на каждой итерации ν(x) = ∇f(x) и ν⊥(x) = (ν(x))⊥, а также приближение x
удовлетворяет условию:
∆ 6
|ν⊥(x)|
Lf
,
то после каждого удаления части допустимого множества оставшаяся его часть содержит
решение исходной задачи x∗ на гиперкубе.
Описанная в теореме оценка может оказаться не вполне удачной, если проекция гра-
диента в текущей точке на ортогональное дополнение к рассматриваемому подпростран-
ству стремительно убывает при приближении к точке-решению, Поэтому сформулируем
результат с альтернативным условием останова для вспомогательных задач. Обозачим
через Q˜ некоторое подмножество (отрезок, часть плоскости или гиперплоскости) исход-
ного гиперкуба Q, на котором отрешимается вспомогательная подзадача.
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Теорема 9. Пусть функция f выпукла, Mf -липшицева и имеет Lf -липшицев градиент
(Mf , Lf > 0). Тогда для достижения точности ε по функции решения задачи на множе-
стве Q достаточно выполнения следующего условия во всяком приближённом решении
x ∈ Q˜ ⊂ Q:
∆ 6
ε−R|ν⊥(x)|
Lf +MfR
,
где R = a
√
n – длина диагонали в исходном гиперкубе.
Здесь имеется ввиду, что ε есть точность задачи по функции, с которой нужно ре-
шить задачу оптимизации на Q, при условии, что алгоритм находится на k-ом уровне
рекурсии, т.е. решает вспомогательную задачу на множестве Qk ⊂ Q. Это ε, вообще
говоря, отличается от ε для исходной задачи на начальном гиперкубе.
Объединяя полученные оценки, получаем следующую теорему.
Теорема 10. Пусть функция f выпукла,Mf -липшицева и имеет Lf -липшицев градиент
(Mf > 0, Lf > 0), а также в произвольной точке x при реальзации метода мы используем
неточный градиент ν(x), удовлетворяющий условию
‖∇f(x)− ν(x)‖ 6 δ˜(x). (46)
Тогда для того, чтобы после каждого удаления части допустимого множества остав-
шаяся его часть содержала решение исходной задачи x∗ на множестве Q, достаточно
выполнения следующего условия для решения x вспомогательной задачи:
Cf δ˜(x) + ∆ 6 max
{ |ν⊥(x)|
Lf
,
ε−R|ν⊥(x)|
Mf + LfR
}
, (47)
где Cf = max
(
1
Lf
, RMf+LfR
)
. В таком случае минимум будет достигнут за
N =
⌈
log2
4R(Mf + 2LfR)
Lfε
⌉
(48)
итераций.
Таким образом, на каждом уровне рекурсии (для гиперпрямоугольника Q) вспомо-
гательная задача решается до тех пор, пока не будет выполнено условие (47). Причём в
случае, если для некоторой точки это условие выполняется и для самого второго аргу-
мента максимума, то эта точка будет решением задачи на Q. При этом, если задача на Q
есть вспомогательная задача для некоторого гиперпрямоугольника Q1 в более высокой
размерности, то на более высоких уровнях рекурсии решение задачи, тем не менее, не
останавливается.
Переходим теперь к описанию теоретических результатов об оценках скорости схо-
димости предложенной методики для сильно выпукло-вогнутых седловых задач с малой
размерностью одной из групп переменных. Напомним, что мы рассматриваем как зада-
чу максимизации вспомогательного вогнутого функционала max-типа с ипользованием
неточного градиента на каждой итерации (точность его нахождения регулируется за счёт
решения вспомогательных минимизационных подзадач по другой группе переменных).
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2.3.3 Решения вспомогательной подзадачи максимизации по переменной y
малой размерности
Для максимизации по переменной с малой размерностью y в задаче (36) будем исполь-
зовать метод многомерной дихотомии 5 с неточным градиентом Опишем необходимые
условия на точность градиента целевого функционала, который будет использоваться на
каждой итерации. Заметим, что согласно теореме Демьянова-Данскина (см. [23]), имеем
∇f(x) = ∇xS(x,y(x)).
Здесь и далее, будем считать, что ν(x) = ∇xS(x,yδ˜), где yδ˜ есть приближение y(x), такое
что выполнено условие (46). Рассмотрим, два возможных условия для вычисления y
δ˜
.
1. В силу условия Липшица для S:
‖ν(x)−∇f(x)‖ 6 Lyx‖y(x)− yδ‖.
Таким образом, для того чтобы правильно определить оставшееся множество, доста-
точно выполнения неравенства (47), где δ˜(x) = Lyx‖y(x)− yδ‖.
Вышеобозначенный способ требует сходимости внутренней задачи по аргументу. Од-
нако если S(x,y) – µy-сильно выпукла по y, то эти условия можно заменить на условия
сходимости по функции. В таком случае, получаем, что вспомогательную задачу по y
нужно решать с точностью по функции δ, удовлетворяющей условию
δ 6
µy
2L2yx
δ˜2. (49)
2. Можно получить другую оценку. Заметим, что если y
δ˜
есть решение задачи
max
y∈Qy
S(x,y)
с точностью δ по функции, то ν(x) есть δ-градиент функции f в точке x.
Тогда, согласно этому замечанию и теореме 11, если расстояние от текущей точки до
границы достаточно велико, то есть ρ(x, ∂Q) >
√
δ
2Lf
, то верно следующее неравенство:
‖ν(x)−∇f(x)‖ 6
√
Lfδ
2
. (50)
В таком случае, для того чтобы правильно определить оставшееся множество, до-
статочно выполнения неравенства (47) для δ˜(x) =
√
Lf δ
2 , где δ – точность по функции
решения y
δ˜
.
В данном случае, получаем, что вспомогательную задачу по y нужно решать с точ-
ностью по функции, удовлетворяющей условию
δ 6
2
Ly
δ˜2. (51)
Таким образом, на каждом шаге многомерной дихотомии будем вычислять неточный
градиент согласно условиям (49) и (51).
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2.3.4 Задача минимизации по переменным x большой размерности
Стратегия решения вспомогательной задачи минимизации по многомерной переменной
описана в разделе 2.1.5. А именно, для минимизации по x будем использовать следующие
методы в соответствующих случаях:
1. В случае Lr-липшицевого градиента r(x) используем быстрый градиентный метод.
2. В случае проксимально-дружественной r(x) используем градиентный слайдинг.
3. В случае сепарабельной по x функции S(x, y) используем одномерную дихотомию.
Условиями останова для решения вспомогательной задачи являются условия (49) и
(51).
3. РЕЗУЛЬТАТЫ ВЫЧИСЛИТЕЛЬНЫХ ЭКСПЕРИМЕН-
ТОВ
3.1. Сравниваемые методы
В качестве важного класса седловых задач можно выделить лагранжевы седловые зада-
чи, связанные с задачами выпуклого программирования. Если у такой задачи 2 функцио-
нала ограничения и выполнено условие Слейтера, то двойственная задача максимизации
двумерна и к ней вполне возможно применить метод многомерной дихотомии (двумер-
ный случай) после локализации допустимой области значений двойственных перемен-
ных. Более того, полученные нами результаты теоретически обосновывают линейную
скорость сходимости для случая гладкого сильно выпуклого функционала и выпуклого
гладкого функционала ограничения. Похожее верно и если, например, применять метод
эллипсоидов для двойственной задачи. Однако возможна ситуация, когда за счёт непол-
ноградиентности метод Ю.Е. Нестерова [15] работает быстрее, причём даже в случае
негладких функционалов ограничений max-типа.
Мы решаем задачу вида
φ(λ) = min
x
(F (x, λ)) → max
λ
. (52)
Оптимальную точку λ∗ будем находить, используя метод многомерной дихотомии, ре-
шая на каждом шаге вспомогательную задачу минимизации по x быстрым градиентным
методом. Подробно про это описано в разделе 2.3.2.
В данном подразделе опишем методы, которыми можно решить выше поставленную
задачу. Во-первых, решим основную задачу при помощи метода эллипсоидов при ре-
шении вспомогательной задачи быстрым градиентным методом (см. Разд. 2.1, случай
2).
Во-вторых, попробуем решить поставленную задачу при помощи быстрого градиент-
ного метода с (δ, L, µ)-моделью [24], при этом решая вспомогательную задачу при помощи
метода эллипсоидов (Алгоритм 1).
В-третьих, решим задачу при помощи метода многомерной дихотомии, решая вспо-
могательную задачу при помощи быстрого градиентного метода (см. Разд. 2.3, случай
2).
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В четвертом способе мы не будем учитывать маломерность по одной из переменных и
будем использовать БГМ с (δ, L, µ)-моделью для внешней задачи и БГМ для внутренней.
Заметим, что метод эллипсоидов и многомерная дихотомия практически не зависят
от числа обусловленности Lµ , в отличии от быстрого градиентного метода. Одновремен-
но с этим, многомерная дихотомия зависит от размерности более критично, чем метод
эллипсоидов.
3.2. Лагранжева седловая задача к задаче квадратичной оптимизации
В качестве первого примера рассмотрим следующую задачу условной квадратичной оп-
тимизации:
f(x) :=
1
2
‖Ax− b‖22 → min
x∈Qr⊂Rn
gi(x)60, i=1,...,m
, (53)
где A ∈ Rn×n, b ∈ Rn, и Qr =
{
x
∣∣∣ ‖x‖2 6 r} – евклидов шар, а каждое из ограничений
gi(x) является линейным:
gi(x) = cix+ di, ci ∈ Rn, di ∈ R.
В дальнейшем, для возможности использования метода оптимизации на квадрате
или треугольнике, мы будем работать с двумя выпуклыми негладкими ограничениями
g1 и g2, max-агрегирующими исходные ограничения:
g1(x) = max
{
gi(x)
∣∣∣ i = 1, ..., ⌊m
2
⌋}
,
g2(x) = max
{
gi(x)
∣∣∣ i = ⌊m
2
⌋
+ 1, ...,m
}
.
В такой постановке с двумя ограничениями исходная задача (53) будет иметь двой-
ственную задачу следующего вида:
ϕ(λ1, λ2) := min
x∈Qr
{f(x) + λ1g1(x) + λ2g2(x)} → max
λ1+λ26Ωλ
,
где Ωλ получается из условия Слейтера и имеет вид
Ωλ =
1
γ
f(xˆ),
где γ = −max {g1(xˆ), g2(xˆ)} > 0, а xˆ – внутренняя точка множества, задаваемого
исходными ограничениями. Таким образом, вместе с условием неотрицательности двой-
ственных переменных, мы получаем, что множество, на котором решается двойственная
задача, представляет из себя прямоугольный треугольник с катетами длины Ωλ, лежа-
щими на осях координат.
Пусть A – разреженная матрица с долей ненулевых элементов σ, со случайными поло-
жительными диагональными элементами из равномерного распределения Aii ∝ U(0, 1.1),
и ненулевыми не диагональными элементами также из равномерного распределения
Aij 6= 0, Aij ∝ U(0, 1), элементы вектора b – независимые равномерно распределенные
случайные величины bi ∝ U(0, 0.5), вектор ci и скаляр di, задающие i-е ограничение,
также генерируются случайно из равномерного распределения U(0, 0.1).
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Сравним скорость работы метода двумерной дихотомии (далее – метод оптимиза-
ции на квадрате), метода оптимизации на треугольнике (аналогичного методу двумер-
ной дихотомии, но на множестве Q =
{
x ∈ R2++
∣∣∣ x1 + x2 6 Ωλ}), метода эллипсоидов и
быстрого градиентного метода. В качестве критерия останова для всех методов будем
использовать следующее условие:
|λ1g1(xδ(λ)) + λ2g2(xδ(λ))| < ε,
где xδ(λ) – приближенное с точностью δ по функции решение вспомогательной задачи
minx∈Qr {f(x) + λ1g1(x) + λ2g2(x)}. Выполнение данного условия гарантирует достиже-
ние точности по функции решения исходной задачи
f(xδ(λ))− min
x∈Qr
g1(x),g2(x)60
f(x) 6 ε+ δ.
При этом на каждой итерации метода двойственные множители положительны в
силу выбранной области их локализации (треугольник в положительном ортанте), что
исключает возможность преждевременного выполнения этого условия в точке 0.
Вспомогательная задача минимизации решается с помощью субградиентного метода.
Число итераций субградиентного метода определяется экспериментально таким образом,
чтобы в точке решения задачи достигалась точность по функции δ = 0.005 (при сравне-
нии с решением, полученным на большом числе итераций метода), а также так, чтобы
значения ограничений g1 и g2 в данных точках были неположительными. Для n = 400
при r = 5 и σ = 0.005, оказалось достаточным 800 итераций субградиентного метода, а
для n = 1000, r = 2 и σ = 0.001 – 2500 итераций.
Как можно видеть из таблицы 2, где для различных значений ε сравнивается работа
методов для n = 400 при значениях m = 10,m = 20, предложенный метод оптимизации
на треугольнике достигает выполнения критерия останова, а значит и заданной точности
по функции, за меньшее по сравнению с методом эллипсоидов число итераций и время
работы.
ε m
Метод на треугольнике Метод эллипсоидов
Итерации Время, мс Итерации Время, мс
0.5
10 4 687 8 820
20 4 818 8 1170
0.1
10 8 810 14 1300
20 8 1020 14 1390
0.05
10 12 1160 16 1460
20 14 1840 18 2140
0.01
10 22 3170 36 3530
20 26 3260 38 3770
Таблица 2: Сравнение работы методов при n = 400.
Из таблицы 3 сравнения методов для n = 1000 и m = 10 также видно, что предло-
женная схема эффективнее метода эллипсоидов. При этом время работы метода опти-
мизации на треугольнике несколько меньше, чем метода оптимизации на квадрате, что
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достигается благодаря локализации двойственных множителей на прямоугольном тре-
угольнике и, вследствие этого, меньшей длиной отрезков, на которых необходимо решать
дополнительные одномерные оптимизационные задачи на первых итерациях методов.
Кроме того, значительно большего, в сравнении с прочими методами, числа итераций
и времени работы требует метод эллипсоидов для задачи с m ограничениями (не агг-
регированными в два ограничения вида max), ввиду увеличения размерности задачи и
больших временных затрат на выполнение матрично-векторных операций.
ε
Метод на квадрате Метод на треугольнике Метод эллипсоидов
Итерации Время, с Итерации Время, с Итерации Время, с
0.5 6 6.10 6 5.41 4 6.12
0.1 12 8.92 12 8.25 16 12.7
0.05 18 12.6 16 11.2 24 23.8
0.01 24 25.3 22 24.1 30 32.5
ε
Метод эллипсоидов (m = 10) Метод эллипсоидов (m = 10, БГМ)
Итерации Время, с Итерации Время, с
0.5 8 15.3 6 6.27
0.1 20 26.2 10 17.6
0.05 32 38.7 34 38.8
0.01 40 49.5 40 50.2
Таблица 3: Сравнение работы методов при n = 1000,m = 10.
Сравним работу метода на треугольнике для решения двойственной задачи с быст-
рым градиентным методом для двух max-аггрегированных ограничений и для m = 10
исходных ограничений (таблица 4). В обоих вариантах быстрый градиентный метод тре-
бует для достижения той же точности большее число итераций и время работы, чем
метод на треугольнике.
ε
БГМ БГМ (m = 10)
Итерации Время, с Итерации Время, с
0.5 10 10.8 12 12.3
0.1 16 20.6 16 22.9
0.05 22 34.1 22 34.8
0.01 28 36.9 32 37.3
Таблица 4: Работа быстрого градиентного метода при n = 1000,m = 10.
3.3. Лагранжева седловая задача к задаче LogSumExp с линейными
ограничениями
Рассмотрим LogSumExp задачу с ℓ2-регуляризацией и линейными ограничениями:
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LSE(x) := log2
(
1 +
m∑
k=1
eαxk
)
+
µx
2
‖x‖22 → min
x∈Rm
,
s.t. Bx 6 c, B ∈ Rn×m, c ∈ Rn, α ∈ R.
Лагранжиан этой задачи можно записать в следующей форме:
r(x) + F (x, y)− h(y),
где
r(x) =
µx
2
‖x‖22, F (x, y) = log2
(
1 +
m∑
k=1
eαxk
)
+ yTBx, h(y) = yT c.
Тогда двойственная задача является выпукло-вогнутой седловой задачей:
max
y∈Rn+
min
x∈Rm
{r(x) + F (x, y) − h(y)} . (54)
Заметим, что в приведенной постановке задачи r(x) является проксимально друже-
ственной.
Согласно теореме 12, мы знаем, что y∗ ∈ Qy =
{
y ∈ Rn+
∣∣∣yk 6 f(x0)γ } , где x0 есть
внутренняя точка полиэдра Bx 6 c, а γ = mink (ck − [Bx]k) .
Также легко видеть, что x должен лежать внутри шара Qx = BRx(0) с центром
в нуле и некоторым конечным радиусом Rx. Действительно, значение функции в нуле
есть s0 = S(0, y) = log(m + 1) − y⊤c для любого y ∈ Qy и можно найти такой x, что
квадратичная часть по x будет больше данного значения для любого y ∈ Qy.
Обсудим константы Липшица. Для функций r и h они очевидны:
Lr = µy, Lh = 0.
Также очевидны следующие константы для функции F :
Lxy = ‖B‖Ry, Lyx = ‖B‖Rx, Lyy = 0.
Константа Lxx есть сумма констант для LogSumExp, которую мы сейчас вычислим, и ли-
нейной функции по x, которая есть ноль. Константа Липшица для градиента LogSumExp
есть максимальное собственное число ее гессиана, которое равно α. Таким образом,
Lxx = LLSE = max
x
λ1(∇2LSE(x) = α.
Заметим, что во всех выше приведенных оценках для методов требуется сильная
вогнутость по y. В случае дифферинцируемости внутренней функции, согласно теореме
(13), имеем сильную вогнутость с константой µy =
Mg
µx
, где Mg = ‖B‖ есть константа
Липшица для функции g, для случая, когда маломерная задача решается как основная.
В случае, когда она решается как вспомогательная, используем прием регуляризации,
т.е. добавим квадратичный член ε
2R2
, где R > ‖y∗ − y0‖, y0 - стартовая точка метода.
Параметры αk генерируются из равномерного распределения U(−α0, α0), α0 = 0.001.
Элементы матрицы B генерируются из равномерного распределения U(−k, k), k = 103.
Параметр µx = 0.001, элементы вектора c равны единице.
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Обсудим условие останова сравниваемых методов. Заметим, что если xδ(λ) есть ре-
шение с точностью δ по функции задачи
f(x) + λ⊤g(x)→ min
x∈Qx
, (55)
и при этом выполняется дополнительное условие∣∣∣λ⊤g(x)∣∣∣ 6 ε. (56)
то xδ(λ) есть решение с точностью δ + ε по функции для функции f , т.е.
f(xδ(λ))− min
x∈Qx
f(x) 6 δ + ε.
Действительно:
f(xδ(λ))+λ
⊤g(xδ(λ)) 6 f(x(λ))+λ⊤g(x(λ))+ δ 6 φ(λ∗)+ δ = f(x∗)+λ⊤∗ g(x)+ δ = f(x
∗).
Последний переход совершен в силу условия Каруша-Куна-Таккера, утверждающе-
го, что в точке (λ∗, x(λ)) должно быть выполнено условие дополняющей нежесткости
λigi(x) = 0,∀i.
С учетом выше сказанного, условием останова будет следующее:{
|λ⊤g(x)| 6 ε2 ,
gi(x) 6 0, для всех i, таких что λi = 0.
(57)
Это условие гарантирует точность ε по функции f , как уже выше было указано.
Второе условие добавлено, в силу того при λi = 0 величина несоответствия условию
gi(x) может быть сколь угодно большим.
Применяя условие (56) для останова метода при решении задачи (54), сравним опи-
санные выше методы. Кроме этого, будет поставлено дополнительное ограничение на
время выполнения метода. В случае, если предел времени превышен до того, как вы-
полнено условие останова, то выполнение метода прерывается и возвращается текущий
результат. В наших задачах мы установили этот предел равным 100 секундам, за ис-
ключением случая n = 4 и m = 10000. Ввиду того, что ни один из метод не успевает
достигнуть условия останова, этот предел увеличен до 200 секунд.
Для расчетов был использован Python версии 3.7.3 с устанавливаемой библиотекой
numpy версии 1.18.3. Весь код выложен в репозиторий на GitHub (см. [25]).
Результаты экспериментов для размерностей n = 2, 3, 4 по двойственной переменной
представлены в таблицах 5, 6 и 7. В данных таблицах указано время работы для случая,
когда маломерная задача решается быстрым градиентным методом или маломерными
методами, такими как метод эллипсоидов с δ-субградиентом или метод многомерной
дихотомии, представленный в данной работе, а вспомогательная многомерная решается
при помощи быстрого градиентного метода.
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ε m
Время работы, c
БГМ Метод эллипсоидов Многомерная дихотомия
10−3
100 0.02 0.27 0.14
1000 0.03 0.52 0.26
10000 0.36 6.98 3.83
10−6
100 0.32 0.44 0.20
1000 0.46 0.84 0.44
10000 0.57 15.32 5.84
10−9
100 60.00 0.79 0.68
1000 60.01 1.46 1.14
10000 60.03 24.05 15.16
Таблица 5: Сравнение работы методов при n = 2.
ε m
Время работы, c
БГМ Метод эллипсоидов Многомерная дихотомия
10−3
100 0.05 0.63 0.92
1000 0.03 1.31 1.60
10000 0.35 20.66 20.20
10−6
100 0.41 1.07 60.01
1000 0.50 2.01 60.03
10000 0.61 37.07 60.33
10−9
100 60.0 1.93 60.03
1000 60.01 3.63 60.05
10000 60.22 57.58 60.27
Таблица 6: Сравнение работы методов при n = 3.
ε m
Время работы, c
БГМ Метод эллипсоидов Многомерная дихотомия
10−3 100 0.05 1.14 7.07
1000 0.03 2.24 12.26
10000 0.36 38.22 60.15
10−6
100 0.16 1.93 60.02
1000 0.52 3.81 60.03
10000 0.59 60.01 60.15
10−9
100 60.01 3.49 60.02
1000 60.01 6.20 60.05
10000 200.15 102.53 200.33
Таблица 7: Сравнение работы методов при n = 4.
Случай, когда маломерная задача является вспомогательной, не представлен в таб-
лицах, поскольку во всех экспериментах данные методы не успевали сойтись в рамках
выделенного времени. Из этого, можно сделать вывод, что при малых размерностях
ограничений выгоднее решать, как основную задачу — маломерную.
Обсудим полученные результаты. Во-первых, для всех n = 2, 3, 4 (таблицы 5, 6 и 7
соответственно) видно, что при не очень высокой требуемой точности ε = 10−3 быст-
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рый градиентный метод показывает наилучший результат. Действительно, при данном
значении точности он быстрее как минимум на порядок в сравнении с маломерными ме-
тодами (методом эллипсоидов и методом дихотомии). С другой стороны, при повышении
требуемой точности маломерные методы становятся быстрее градиентного метода. Так,
например, для n = 2 (см. таблицу 5) мы видим, что для точности ε = 10−9 маломерные
методы быстрее многомерных для всех размерностей исходной задачи m.
Во-вторых, заметим, что при n = 2 предложенный метод многомерной дихотомии
сходится быстрее, чем метод эллипсоидов для всех ε и m. Однако, сложность этого ме-
тода очень быстро растет с размерностью (см. оценку сложности (38)), что проявляется
и в экспериментах. Так, уже для n = 3, т.е. при повышении размерности на один, он
перестает быть эффективным по сравнению с методом эллипсоидов.
В-третьих, отметим характер зависимости времени работы от размерности прямой
задачи m. Время работы при повышении m, и при фиксированных n и ε, растет быст-
рее для маломерных методов, чем для многомерных. Следствием этого, является, что
рассмотренные в работе методы маломерной минимизации работают эффективнее по
сравнению с быстрым градиентным методом в наших экспериментах при ε = 10−6 толь-
ко при малой размерности m = 100.
4. ЗАКЛЮЧЕНИЕ
Работа посвящена выводу оценок скорости сходимости для сильно выпуклых-сильно во-
гнутых седловых задач вида
min
x∈Qx
max
y∈Qy
{S(x, y) := r(x) + F (x, y)− h(y)} ,
в случае, когда одна из групп переменных (x или y) имеет большую размерность, а
другая — малую (несколько десятков). Первые два предлагаемых подхода основаны на
использовании для группы переменных малой размерности метода эллипсоидов, причём
в одном из случаев — в авторском варианте с заменой обычного субградиента на δ-
субградиент. Оптимизация по группе переменных большой размерности производилась
с помощью ускоренных градиентных методов. Такая схема позволила вывести оценки
сложности, благоприятно зависящие как от обусловленности целевой функции, так и от
размерности (теоремы 1, 5).
Заметим, что первый подход (малая размерность x) можно применить и в случае
малой размерности y. Действительно, переставив в задаче (24) минимум и максимум,
получим
min
y∈Qy
max
x∈Qx
{−F (x, y)− r(x)} . (58)
Для использования первого подхода потребуется дополнительное предположение о том,
что функция g(y) := maxx∈Qx {−F (x, y)− r(x)} ограничена:
∃B > 0 : |g(y) − g(y′)| 6 B ∀y, y′ ∈ Qy.
Остальные требования для первого подхода следуют из условий задачи (24). В частности,
s — проксимально-дружественная функция, то есть в явном виде решается задача
min
x∈Qx
{〈c1, x〉+ r(x) + c2‖x‖22} , c1 ∈ Qx, c2 > 0. (59)
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В таблице 8 указано количество операций, необходимых для того, чтобы решить задачу
(58) с точностью ε по y первым подходом или решить задачу (24) с точностью ε по x
вторым подходом: Согласно таблице 8, в большинстве случаев второй подход проигры-
Таблица 8: Сравнение первого и второго подходов
Подход 1 Подход 2 Операция
O
(
m2 log 1ε
)
O
(
m2
√
Lxx
µx
+
2L2xy
µxµy
log2 1ε
)
вычислений ∂yF, MatV ec(m)
O
(
m2
√
Lxx
µx
log2 1ε
)
O
(√
Lxx
µx
+
2L2xy
µxµy
log 1ε
)
вычислений ∇xF , (59)
вает первому. Тем не менее, если m2 ≫
√
Lxx
µx
+
2L2xy
µxµy
и вычисление ∇xF , (59) является
трудоёмким, то второй подход может оказаться эффективнее.
Помимо метода эллипсоидов с неточным δ-субградиентом в работе предложен также
некоторый аналог метода дихотомии для решения маломерных задач выпуклой опти-
мизации с использованием неточных градиентов на итерациях. Этот метод назван мно-
гомерной дихотомией и по сути есть обобщение обычной (одномерной) дихотомии на
задачи минимизации функций n переменных. Были представлены условия для решения
вспомогательной задачи и доказана сходимость метода при выполнении этих условий на
каждом шаге. Кроме этого была получена оценка на достаточное количество итераций
для достижения искомой точности по функции (теорема 6). Данная оценка зависит от
размерности пространства (эта зависимость сопоставима с O(2n
2
)), а также от требу-
емой точности решения (это O(logn2
1
ε )). Полученный результат смотрится значительно
хуже по сравнению с описанными оценками для метода эллипсоидов с δ-субградиентом.
Однако проведённые численные эксперименты показали, что предложенный метод мно-
гомерной дихотомии быстрее метода эллипсоидов при n = 2, что соответствует случаю
двух ограничений в прямой задаче.
В ходе экспериментов была сопоставлена работа метода дихотомии, быстрого гради-
ентного метода с (δ, L, µ)-оракулом, а также метода эллипсоидов с δ-субградиентом на
седловой задаче с малой размерностью по одной из переменных. Точнее говоря, выполне-
ны эксперименты на двойственной задаче для задачи минимизации LogSumExp функции
с ℓ2-регуляризацией в размерности m и с n линейными ограничениями.
В ходе этих экспериментов было установлено следующее. Во-первых, маломерные ме-
тоды быстрее быстрого градиентного метода при высокой требуемой точности. В наших
условиях таковой точностью является ε = 10−9. Во-вторых, метод многомерной дихото-
мии быстрее метода эллипсоидов при n = 2, однако при повышении этой размерности
время его работы критически увеличивается, и уже при n = 3 его эффективность уже
исчезает. В-третьих, было получено, что время работы быстрого градиентного метода
для данной задачи увеличивается не так сильно при увеличении m, как для метода эл-
липсоидов или многомерной дихотомии.
Кроме того, была сопоставлена работа метода дихотомии, метода эллипсоидов и
быстрого градиентного метода для задачи минимизации квадратичной функции (для
n = 400 и n = 1000) с двумя негладкими ограничениями, max-агрегирующими несколько
(m = 10, 20) линейных ограничений. Для данной задачи время работы метода дихотомии
и его вариантов (метод на треугольнике) оказалось меньше времени работы метода эл-
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липсоидов (как для всех исходных, так и для агрегированных ограничений) и быстрого
градиентного метода.
ПРИЛОЖЕНИЕ
П1. Доказательство леммы 2
Если x∗ есть внутренняя точка, то градиент по нефиксированным переменнам равен
нулю в силу того, что x∗ – минимум. Тогда, с учетом того, что ∇f(x∗) ∈ ∂f(x∗), получаем
утвержение из теоремы.
Допустим, что x∗ – граничная точка. Тогда множество условного субдифференциала
на гиперкубе Q определяется следующим образом:
∂Qf(x) = ∂f(x) +N (x | Q) ,
где N(x | Q) = {a | 〈a,y− x〉 6 0,∀y ∈ Q}.
В случае дифференцируемой функции имеем:
∂f(x∗) = {∇f(x∗)}.
Из того, что x∗ есть внутренняя точка, следует, что существует непустой набор ко-
ординат {xj}j , такой что xj = maxy∈Qk yj или xj = miny∈Qk yj. Введем обозначение:
J+ = {j ∈ N | xj = max
y∈Qk
yj},
J− = {j ∈ N | xj = min
y∈Qk
yj}.
В таком случае заметим, что любой вектор a такой, что aj > 0,∀j ∈ J+, aj 6 0,∀j ∈
J− и aj = 0 в противном случае, принадлежит нормальному конусу.
Также заметим, что (∇f(x∗))j 6 0,∀j ∈ J+, (∇f(x∗))j0,∀j ∈ J− и (∇f(x∗))j =
0. Действительно, если (∇f(x∗))j > 0 для некоторого j ∈ J+, то существует вектор
x = x∗ + αek ∈ Q для некоторого α < 0 и вектора ejk = δkj, причем значение в этой
функции будет f(x) = f(x∗) + α(∇f(x∗))j + o(α) < f(x∗) для достаточно малого α, что
противоречит тому, что x∗ – решение.
Тогда, выбрав a, такой что a‖ = − (∇f(x∗))‖, получаем субградиент из условия:
g = ∇f(x∗) + a, g‖ = 0.
П2. Доказательство теоремы 2
В нашем методе, как и в обычном методе эллипсоидов, на каждом шаге эллипсоид
рассекается плоскостью, проходящей через его центр, а затем рассматривается эллипсоид
наименьшего объёма, содержащий одну из частей. Можно доказать (см., например, [19]),
что на каждом шаге выполняется неравенство:
vol(Ek+1)
vol(Ek)
6 e−1/2n ⇒ vol(EN ) 6 e−N/2nvol(BR). (60)
Если wk = 0, то, по определению δ-субградиента, g(x) > g(ck) − δ ∀x ∈ Qx ⇒ g(ck) −
g(x∗) 6 δ, и условие теоремы выполнено. Далее считаем, что вектор wk ненулевой. Если
ck ∈ Qx, то в силу определения δ-субградиента справедливо включение
(Ek \ Ek+1) ∩Qx ⊆ {x ∈ Qx : 〈wk, x− ck〉 > 0} ⊆ {x ∈ Qx : g(x) > g(ck)− δ}. (61)
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Для ε ∈ [0, 1] рассмотрим множество Qεx := {(1−ε)x∗+εx, x ∈ Qx}. Заметим, что Qεx ⊆ E0
и что
vol(Qεx) = ε
nvol(Qx) > ε
nvol(Bρ) =
(ερ
R
)n
vol(BR).
Для ε > e−N/2n2 Rρ получаем, что из (60) следует vol(Q
ε
x) > vol(EN ) ⇒ найдётся шаг
j ∈ {0, ..., N−1} и найдётся xε ∈ Qεx, такие что xε ∈ Ej и xε /∈ Ej+1. Если бы при этом точка
cj лежала вне Qx, то мы бы отсекли часть эллипсоида Ej , не пересекающуюся с Qx, что
привело бы к противоречию с тем, что xε ∈ Qx. Значит, cj ∈ Qx. Тогда, воспользовавшись
(61), получим, что g(xε) > g(cj) − δ. Поскольку ∃x ∈ Qx : xε = (1 − ε)x∗ + εx, то в силу
выпуклости g имеем
g(xε) 6 (1− ε)g(x∗) + εg(x) 6 (1− ε)g(x∗) + ε ((g(x∗) +B) = g(x∗) +Bε.
Получаем, что
g(cj) < g(x∗) +Bε+ δ ∀ε > e−N/2n2R
ρ
⇒
⇒ g(cj)− g(x∗) 6 e−N/2n2 BR
ρ
+ δ,
(62)
откуда следует (15). Если дополнительно g является µ-сильно выпуклой, т.е.
g(x)− g(x′)− 〈∇g(x′), x− x′〉 > µ
2
‖x− x′‖2 ∀x, x′ ∈ Qx,
то, подставив x = cj , x
′ = x∗ и использовав ∇g(x∗) = 0, получим
g(cj)− g(x∗) > µ
2
‖cj − x∗‖2.
Отсюда и из (62) следует второе доказываемое утверждение (16).
П3. Доказательство теоремы 6
Пусть мы решаем задачу вида
f(x)→ min
x
. (63)
Оценим сложность метода многомерной дихотомии в количестве вычислений гради-
ента ∇f(x).
В теореме 10 мы получим следующую оценку на количество итераций для решения
задачи с точностью ε по функции:
N = log2
4R(Mf + 2LfR)
Lfε
. (64)
Пусть T (n,R, ε) есть количество вспомогательных задач размерности n−1, которого
достаточно для решения задачи в размерности n на множестве с диаметром R и точ-
ностью ε. Для n = 0 положим T (0, R, ε). Заметим, что одна итерация требует решения
n вспомогательных задач. С учетом этого получаем, следующее рекурсивное равенство
для основной задачи:
T (n,R, ε) =
log2
MfR
ε∑
k=0
nT (n,R · 2−k, ε˜),
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и следующее для вспомогательных:
T (n,R, ε) =
log2
4R(Mf+2LfR)
Lε∑
k=0
nT (n,R · 2−k, ε˜),
где ε˜ определяется согласно (44). Обозначим
C1 = max
(
Mf ,
4(Mf + 2LfR)
Lf
)
.
Объединим эти оценки:
T (n,R, ε) =
log2
C1R
ε∑
k=0
nT (n,R · 2−k, ε˜).
Пусть Cε =
128L2
f
µf
. Докажем по индукции по n следующую оценку:
T (n,R, ε) 6 2
n2+n
2 logn2
CR
ε
+ o
(
log
1
ε
)
, (65)
где C = max (C1, Cε).
База индукции очевидна:
T (1, R, ε) = log2
C1
ε
6 log2
CR
ε
.
Пусть (65) верно для размерности n, докажем для размерности n+ 1.
T (n+ 1, R, ε) =
log2
C1R
ε∑
k=0
(n+ 1)T (n,R · 2−k, ε˜) ≤
≤ (n+ 1) · 2n
2+n
2
log2
C1R
ε∑
k=0
logn2
CCεR
2
22kε2
+ o
(
log
1
ε
)
.
Оценим сумму:
log2
C1R
ε∑
k=0
logn2
CCεR
2
22kε2
≤
log2
CR
ε∑
k=0
logn2
C2R2
22kε2
≤
≤ 2n ·
1
2
log2
CR
ε∫
0
(
log2
CR
ε
− 2k
)n
dk + o
(
log
1
ε
)
=
2n
n+ 1
logn+12
CR
ε
+ o
(
log
1
ε
)
T (n+ 1, R, ε) ≤ 2 (n+1)
2+(n+1)
2 logn+12
CR
ε
+ o
(
log
1
ε
)
.
Отсюда получаем доказываемую оценку (65). Окончательно получаем, что для ре-
шения задачи (63) достаточно следующего количества
O
(
2n
2
logn2
CR
ε
)
, где C = max
(
Mf ,
4(Mf + 2LfR)
Lf
,
128L2f
µf
)
(66)
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вычислений неточного градиента ν(x). При этом вспомогательную задачу мы решаем с
точностью (см. (46))
δ˜ =
∆
Cf
> 2−N ,
где N определяется выражением (74).
П4. Доказательство теоремы 7
В работе [15] была доказано, что если задан гиперкуб Q с максимальным расстоянием
между точками R и требуется минимизировать на нем функцию с точностью ε, то для
этого в методе достаточно решить вспомогательную задачу с точностью по аргументу
∆ 6
ε
8LfR
, (67)
где R есть размер начального гиперкуба. Данная теорема доказана для размерности
n = 2, однако она без труда обобщается на большие размерности. Если f есть µf -сильно
выпуклая функция, то используя выше написанное условие останова, получаем, что до-
статочно решить вспомогательную задачу с точностью ε˜ по функции:
ε˜ 6
µfε
2
128L2fR
2
. (68)
П5. Доказательство теоремы 8
Заметим, что множество выбирается правильно, если знак производной в решении
вспомогательной задачи по фиксированной переменной совпадает со знаком производной
в приближении решения.
Пусть ν⊥(x) = (∇f(x))⊥. Из (45) следует, что для того чтобы совпали знаки, доста-
точно потребовать
|ν⊥(x∗)− ν⊥(x)| 6 |ν⊥(x)|.
Используя липшицевость градиента получаем утверждение теоремы.
П6. Доказательство теоремы 9
Из леммы 2 мы имеем:
g ∈ ∂Qf(x∗) : g‖ = 0.
Тогда по определению субградиента:
f(x∗)− f(x∗) ≥ (g,x∗ − x∗)
Используем неравенство Коши-Буняковского-Шварца:
f(x∗)− f(x∗) ≤ ‖g‖a
√
n
С другой стороны, из липшицевости функции мы имеем:
f(x)− f(x∗) ≤Mf∆
f(x)− f(x∗) ≤Mf∆+ ‖g‖a
√
n = Mf∆+ |ν⊥(x∗)|R
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Из липшицевости градиента:
f(x)− f(x∗) ≤Mf∆+ (|ν⊥(x)|+ Lf∆)R
Тогда для достижения точности ε по функции в точке x для исходной задачи доста-
точно следующего условия:
Mf∆+ ‖g‖a
√
n = Mf∆+
(|f ′⊥(x)|+ Lf∆)R ≤ ε
∆ ≤ ε−R|f
′
⊥(x)|
Mf + LfR
П7. Доказательство теоремы 10
Объединяя оценки из теорем 8 и 9, получаем, что для того, чтобы достигнуть точ-
ность ε по функции при решении задачи минимизации на гиперкубе Q, каждую вспомо-
гательную задачу нужно решать, пока не будет достигнуто на ней следующее условие
на расстояние от приближенного решения на ней до истинного решения на ней:
∆ 6 max
{ |ν⊥(x)|
Lf
,
ε−R|ν⊥(x)|
Mf + LfR
}
. (69)
Это условие верно для ν(x) = ∇f(x). Пусть ν(x) есть такой вектор, что
‖∇f(x)− ν(x)‖ 6 δ˜(x). (70)
В таком случае, очевидно, что условие (69) будет выполнено, если
Cf δ˜(x) + ∆ 6 max
{ |ν⊥(x)|
Lf
,
ε−R|ν⊥(x)|
Mf + LfR
}
, (71)
где Cf = max
(
1
Lf
, RMf+LfR
)
.
Ниже под логарифмом будет подразумеваться его округлённое до ближайшего целого
вверх значение. Оценим необходимое количество итераций:
1
Cf
δ˜ +∆ 6 max
{ |ν⊥(x)|
Lf
,
ε−R|ν⊥(x)|
Mf + LfR
}
. (72)
Если решать вспомогательную задачу с точностью δ˜ = 1Cf∆, то получаем следующее
условие:
∆ 6
1
2
max
{ |ν⊥(x)|
Lf
,
ε−R|ν⊥(x)|
Mf + LfR
}
. (73)
Пусть модуль ортогональной компоненты приближения градиента |ν⊥(x∗)| равен q.
Точка x∆ есть ее приближение с точностью ∆ по аргументу.
После N итераций метода дихотомии для вспомогательной задачи, используя липши-
цевость градиента с константой Lf , мы можем получить следующую оценку градиента
в точке x∆:
q − 2LfR · 2−N 6 |ν ′⊥(x)| 6 q + 2LfR · 2−N .
Значит, для выполнения первой альтернативы достаточно выполения следующего
условия:
R · 2−N 6 q − 2LfR · 2
−N
2Lf
.
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Аналогичное условие получаем для второй альтернативы
R · 2−N 6 1
2
ε− qR
Mf + LfR
−R · 2−N .
Тогда в худшем случае получаем следующую оценку на N :
R · 2−N 6 1
4
min
q>0
max
(
q
Lf
,
ε− qR
Mf + LfR
)
=
1
4
Lf
Mf + 2LfR
· ε.
Таким образом, количество итераций, необходимое для достижения требуемой точ-
ности во вспомогательных задачах, не превосходит следующей величины:
N = log2
4R(Mf + 2LfR)
Lfε
. (74)
П8. Формулировки некоторых известных используемых результатов
В работе [26] доказана следующая теорема, которая дает оценку на разность между
(δ, L)-моделью и точным градиентом функции.
Теорема 11. Если gδ есть (δ, L)-оракул для дифференцируемой функции f на выпуклом
множестве Q, то ∀x ∈ Q : ρ(x, ∂Q) >
√
δ
2L верно следующее неравенство:
‖gδ(x)−∇f(x)‖ 6
√
Lδ
2
. (75)
В частности, эта теорема верна и для δ-субградиента, поскольку δ-субградиент вы-
пуклой функции f с L-липшицевым градиентом является (δ, L)-моделью.
Теорема 12. ( [22], упражнение 4.1) Рассмотрим задачу
f(x)→ min
x∈Rm
, s.t. g(x) 6 0, g : Rm → Rn.
Лагранжиан этой задачи:
φ(y) = min
x
(
f(x) + y⊤g(x)
)
.
Пусть x0 есть такая точка, что g(x0) < 0. Тогда для решения y∗ задачи φ(y) → maxy
верно следующее неравенство:
‖y∗‖1 6 1
γ
(
f(x0)−min
x
f(x)
)
, (76)
где γ = mini[−gk(x0)]
Теорема 13. Рассмотрим задачу
f(x)→ min
x∈Rm
, s.t. g(x) ≤ 0 ∈ Rn.
Пусть f есть сильно выпуклая функция с константой µf , а вектор-функция g есть
Mg-липшицива функция. Тогда функция φ(y) = minx
(
f(x) + y⊤g(x)
)
имеет липшицев
градиент с константой L =
M2g
µf
.
Доказательство этой теоремы приведено в [27] для случая, когда g(x) одномерно, т.е.
для случая одного условия. Обобщенный результат, представленный здесь, доказывается
аналогично.
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