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Communicated by the Editors 
We consider the problem of estimating 8 = (0, , . . . . 8,) under the weighted squared 
error loss when the observations x,, i= 1,2, . . . . p are independently from negative 
binomial distributions NB(r,, 0;). There has been considerable interest in providing 
the Stein type estimators for negative binomial parameter 8. Hwang has shown that 
the UMVUE is inadmissible when p > 3 under certain weighted squared error loss. 
It is therefore natural to ask about the admissibility of the MLE estimator. In this 
paper we address this problem and prove that, under the weighted squared error 
loss, where the weights are positive and bounded, the MLE is admissible for all p 
through a stepwise Bayes argument. @? 1990 Academic Press, Inc. 
1. INTRODUCTION 
Stein [S] proved the important result that the MLE is inadmissible for 
the p-variate normal mean under the sum of squared error loss when p > 3. 
James and Stein [7] first provided a better estimator for the normal 
problem and since then the construction of estimators that improve over 
the standard ones in multiparameter estimation problems has drawn con- 
siderable attention. Stein’s phenomenon has been observed for many other 
distributions. Clevenson and Zidek [3] provided estimators better than the 
MLE for estimating the Poisson means under the normalized squared error 
loss when p>2. Hwang [6] provided improved estimators for a wide 
range of discrete estimation problems which include improving upon the 
UMVUE of the negative binomial parameter 8 = (Or, . . . . 19,) under certain 
weighted squared error loss. Chou [2] showed that estimators 
di= xi/(xi + ri + 1) are inadmissible if p 2 3 and 1s - 1 under some 
weighted squared error loss. 
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For estimating the negative binomial parameter, it is evidently also of 
interest to investigate the admissibility of the MLE. Following the 
approach given in Hwang [6], one may find a difference inequality of 
which the solution (if exists) will yield a better estimator than the MLE, 
However, the inequality appears to be very hard to solve and in fact has 
no solution. We shall show in this paper that the MLE is admissible for all 
p under the sum of weighted squared error loss where the weights are 
positive and bounded. Note that the result in Gutmann [4] cannot be 
applied here since the sample space considered is infinite. Also note that 
Chou [Z] proved that for the negative multinomial distributions where the 
components are dependent, the MLE is admissible under the sum of 
squared error loss. 
Let Xi, i= 1, . . . . p, be independent observations from negative binomial 
distributions with densities, respectively, 
~~,(xi)=(ri+~~-l)e:(l-e~)‘l. xi=o, 1,2 )...) (1.1) 
I 
where ri> 0 and 0 < ei< 1. The ri are assumed known. We consider the 
problem of estimating simultaneously the negative binomial parameter 8 
under the loss function 
~(8, 6) = i wi(ei)(ei - di12, 
i=l 
where wi(ei) is positive and bounded for 0 ,< ei < 1. 
The MLE of Bi is given by 
(1.2) 
(1.3) 
It will be shown that the MLE 6* = (S:, . . . . S,*) is admissible for all p by 
a stepwise Bayes argument. 
2. ADMISSIBILITY RESULT FOR 
NEGATIVE BINOMIAL PARAMETER 6 
In the following proof, we first choose a sequence of priors n, on the 
parameter space [0, l)p that will converge to the prior corresponding to 
the MLE as n --f 00. Denote the generalized Bayes rule corresponding to 71, 
by 6” = (S;, . . . . 8;). We then establish a uniform bound between the 
difference of the MLE and S? for all positive xi. Blyth’s method canfiot be 
applied directly to prove the admissibility result because the above bound 
683133/2-5 
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fails at xi=O. We instead show that any rule that dominates the MLE 6* 
should agree with it on the boundary of the sample space. Since 6* cannot 
be dominated outside the boundary, it has to be admissible. This stepwise 
Bayes argument follows that of Brown [ 11. 
The sequence of priors is chosen as 
de, > a.., I!$) = fi w;‘(eJ tI;‘(l - Bi))lZ(&,, 1 - %), (2.1) 
i= 1 
where I(E) is the indicator function of E and E, -+ 0 as n -+ co. 
The generalized Bayes rule for Bi corresponding to n, is 
Using integration by parts, we obtain 
SY= 
xi j;,-~n e;,- ‘(1 - e,p dei 
ri j;--” ey ‘(1 - e,p- 1 de, 
(1 - &,)“‘E; - E?( 1 - E,)” 
-rjJ:;~nty-l(l -e,yl dei 
~~(~~,-&neii,-~1(i-e,)~~-~de~-S~”~&~e~(l-e,)’~~lde~) 
= 
riSEn-&neyl(i -e,y-1 dei 
(1 - En)“‘&; - &2( - &JJ 
-ri~:,~~e~-l(l-ei)~~~ldei’ 
Hence 
After some simplification, we obtain 
la:-$16 &;( 1 - E,)” + &;( 1 - E,)” (xi + f-J Sin-,-” ep- ‘(1 - e,y- 1 dei’ 
(2.2) 
(2.3) 
We establish a lower bound for the denominator by Lemma 1. 
LEMMA 1. Assume that xi is a nonnegative integer and ri > 0. Then for all 
E,, there is some fixed positive constant K1 such that 
(Xi+ ri) je:p'n e;'-l(i-e,)~~-~d~i~~l(l-E,)~i-~E~-l. (2.4 1 
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P~OC$ Let g(Oi) = O;,- ‘( 1 - O,)‘I- ‘, then 
(2.5 1 
Hence we see that (2.5) is a decreasing function of Bi and 
VCE(E,, l-4, 
[ln g(t)]’ GxG-e VfE [c, 1 -En]. 
By mean value theorem, Vei E (c, 1 - E,), 
Ing(0i)=Ing(l-~,)-(1-~,-8i)[lng(t)]’ 
>Ing(l--&,)-(l-c,-ei) 
[ 
x.- 1 r.- 1 
A--f-- . 
C l-c 1 
Hence 
i [ 
x.-l r.- 1 
g(e,)~(l-&,)Xf-l&‘,l-lexp -(1-E,-ei) +--‘- 
1-C 11 . 
s 1 - 8, g(ei) dei 2 (1 - .5,)X’- ‘gLm c 
X1-exp[-(l-~,-~)((~i-l)/c-(~i-l)/(l-c))] 
(xi- l)/c-(Yi- l)/(l -c) 
There are two cases. 
Case 1. (xi- 1)/c-(ri-- l)/(l -c)<O. It follows that 
[ln g(f)]‘<0 Vte [c, 1 -En]. 
Hence 
g(t)>(l-&,)*r-%-’ VfE[C,l-E,]. 
Thus 
(Xi + Yj) JelM” g(eJ dei 2 (Xi + Tj) I'"" g(ei) de; 
c 
> (1 -&, - c)(l -&J-l&;-l 
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Case 2. (xi - 1 )/c - (ri - I)/( 1 - c) 2 ki (c), where k,(c) is some positive 
constant. The constant is nonzero since xi takes on discrete values only. It 
is easy to see that 
(x; + lj) /yen g(0,) deja (xi+ ri) j’-“” g(e,) dej 
c 
2(1-e- kl(CKGEn-(.))(l -&Jx,-IE~-l, 
Now take K, = min(l - e-k’(C)(l-‘E,-c), 1 -E, - c), then (2.4) holds Vx, > 0. 
LEMMA 2. For xi> 0, the absolute difference between ST and 6: is 
uniformly bounded by Kc,. 
Proof: By Lemma 1 and (2.3), it follows that 
It is easy to see that for xi - ri + 12 1, 
For 0 < xi < r, and E, < l/(4( 1 + ri)), 
s 
1 - E, 
q- ‘(1 _ e,)rt- 1 deja ‘(“) r(ri) 
&” 2r(Xi+ vi)’ 
From (2.3), we obtain 
Note that the bound for the difference of the two estimators fails at 
xi = 0. In Lemma 3 we prove that 6* is admissible on a reduced sample 
space. 
Notation. D = {(x,, . . . . xP) : xi are integers and xi 2 1, i = 1, . . . . p}, D’ = 
it-x i, . . . . x,) : xi are nonnegative integers and xi = 0 for some i, 1 G ii p}. 
LEMMA 3. The MLES*= (6~(x),...,6~(x))=(xI/(x1+rl),...,xp/(xp+rp)) 
is admissible on D. 
Proof: For the reduced sample space, the modified density is 
fe’,Cxi) = ( 
1,+2-l) ep(l- ei)rl 
’ 
i - (1 - e,y for xi = 1, 2, 3, . . . . 
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Choose the prior on 0 as 
$Je, 3 ..*, 8,)= fi w~~‘(e,)e;‘(l -ei)-‘(l -(l -eJJ)z(E,, l-E,). 
i=l 
Since ~~(6,) is assumed to be positive on [0, 11, there is some constant 
M such that w;‘(8,)<M for 0~0~<1 and i=l,...,p. The generalized 
Bayes rule corresponding to $, on D is 6”. Using Lemma 2, we see that the 
difference between the Bayes risk of the two estimators is bounded by 
Take E, = l/n; we obtain 
lim Ir(7$, 6*) - r(nh, @)I 6 lim pK*(2 In(n - 1))PMP-‘/n2 =O. 
“-CC n-+%2 
Hence, by Blyth’s method, 6* is admissible on D. 1 
THEOREM 1. The MLE 6* is admissible under the loss function defined in 
(1.2) for all dimensions p. 
Proof. 1. Let us first consider the case p = 1. Suppose that 6’(x) 
dominates 6*(x) = x/(x + Y), then VB E [0, 1 ), 
f w(e)(s’-e)* ‘+‘-l e-y -ey 
x=0 ( ) X 
d f w(e)(s*-e)* 
r+x- 1 
r: = 0 ( ) 
ey i - ey. 
X 
Let 8 + 0 in the above inequality, then all power terms of 0 drop out 
except when x = 0, since wi(ei) are positive and bounded. We obtain 
cwq1* Q [s*(o)]*. 
Since 6*(O) = 0, we conclude that 6’(O) = 0. By Lemma 3 we see that 6* is 
admissible on D and now we show that any estimator that dominates 6* 
has to agree in risk with it on D’. Hence 6* is admissible. 
2. Assume that (6:, ST, . . . . 6:) is admissible for all k f p - 1, we want 
to show that S* = (6:, S:, . . . . S,*) is also admissible. 
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Suppose that 6’ dominates 6*, then VOE [0, l)P, 
Let (9, --f 0 and denote (x,, . . . . xi-r, 0, .‘i~+ ,, . . . . .u,) by xCi), the above 
inequality becomes 
q ,...,_ Y,-,+,+I . . . . . . rp 
By the induction assumption, (6:, . . . . Sy- I, ST+ 1, . . . . S,*) is admissible. 
Hence it is not possible for the estimator (6;(x,,,), . . . . c?-,(x,~,), 
s,i+ ICx(j)), ...3 6i(xCj,)) to dominate it. We obtain 
Alternatively letting j run from 1 to p would yield that 6’ agrees in risk 
with 6* on D’. Lemma 3 implies that if 6’ dominates 6* on D, then 6’ 
agrees in risk with 6* on D. We see that 
R(6’, 0) = R(S*, e). 
We now conclude that 6* is admissible for all p by indcution. a 
4. DISCUSSION 
The disparity of admissibility of the MLE and UMVUE of the negative 
binomial ei can be explained as follows. We consider them both under the 
same squared error loss function and the UMVUE 
6 - xi 
UMVU-xi+ri- 1 
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is a generalized Bayes rule corresponding to the prior 0,:‘( 1 - 0,)-‘. On the 
other hand, the prior for the MLE is 0;‘( 1 - 8,)-l. Due to the difference 
of the weight for Bi close to 1, one estimator is inadmissible while the other 
is admissible. 
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