Abstract-In multiview systems, color plus depth format builds 3D representations of scenes within which the users can freely navigate by changing their viewpoints. In this paper we present a framework for view synthesis when the user requests an arbitrary viewpoint that is closer to the 3D scene than the reference image. On the target image plane, the requested view obtained via depth-image-based-rendering (DIBR) is irregularly structured and has missing information due to the expansion of objects. We propose a novel framework that adopts a graph-based representation of the target view in order to interpolate the missing image pixels under sparsity priors. More specifically, we impose that the target image is reconstructed with a few atoms of a graph-based dictionary. Experimental results show that the reconstructed views have better PSNR and MSSIM quality than the ones generated within the same framework with analytical dictionaries, and are comparable to the ones reconstructed with TV regularization and linear interpolation on graphs. Visual results, however, show that our method better preserves the details and results in fewer disturbing artifacts than the other interpolation methods.
I. INTRODUCTION
Multiview image processing has been receiving increased attention lately with the advent of interactive navigation applications and immersive communication. One of the main challenges in multiview systems is to offer a smooth navigation in a 3D environment through an effective combination of camera images and virtual views. While such navigation has been quite intensively studied for settings when a user virtually moves around the 3D scene, less work has been done when navigation brings the user towards the scene. In this case, the main challenge consists in properly interpolating details that might become apparent in the virtual views, even if they are not fully available in the reference views.
In this paper, we focus on the specific problem of zooming in a 3D scene from a reference camera image. We propose a novel method for interpolating the 3D visual information on a regular image grid. This poses significant image reconstruction challenges due to the lack of sufficient details in the reference image, and the different expansion rates for objects in different depth layers.
Specifically, given one reference image of a 3D scene and the corresponding depth image, we want to reconstruct a target virtual view that is closer to the scene via DIBR algorithm [1] that uses depth information to estimate the image content by geometric projections. Because DIBR is a pixel-based projection method, pixels on the target view lie on an irregular structure which necessitates a proper interpolation strategy to reconstruct the virtual view. We represent the projected pixels on the target view as a signal on a graph, which provides us with the benefit of embedding the scene geometry within the graph topology. We then propose a regularization framework with a sparsity constraint and solve the interpolation problem using the Orthogonal Matching Pursuit (OMP) algorithm [2] .
Image interpolation has been addressed in the literature mainly using deterministic and statistical methods [3] , [4] . Deterministic methods assume a functional relationship between samples while statistical methods aim to minimize an estimation error. More recently, graph-based methods have been proposed for regularization [5] , [6] , [7] . Interpolation of graph signals is handled in [8] from a sampling perspective, while sparsity based interpolation methods using spectral graph theory are presented in [9] , [10] , [11] . The work in [12] formulates a patch-based maximum aposteriori problem to fill the expansion holes using a smoothness prior on the graph signal. None of the mentioned works have an irregular domain representation and the ability to preserve details without restrictive priors on band-limitedness. In particular, the method proposed in this paper permits to represent signals on irregular graphs, taking into account both the geometry of the scene and the signal values themselves, hence yielding to a more detailed and consistent representation desired in a free viewpoint navigation system.
The outline of the paper is as follows. We introduce our view synthesis framework and the graph-based view representation formalism in Section II. In Section III we formulate our graph-based interpolation problem and describe our new solution based on a parametric spectral graph dictionary. We validate the performance of our approach in Section IV. Finally, conclusions are presented in Section V.
II. DEPTH-IMAGE-BASED INTERPOLATION FRAMEWORK
We consider a framework where we reconstruct a virtual image based on a reference camera image and a depth map captured further away from a 3D scene. With such forward displacement, all objects of the scene are expanding, with a faster rate for foreground objects than for the background, so that some image details become more prominent. We build an estimate of the virtual image through DIBR. The projected pixels, however, do not necessarily fall on the integer pixel positions in the virtual view, as illustrated in Fig. 1 . We therefore need to interpolate the projected pixels, and possibly fill in the expansion holes, in order to reconstruct a proper estimate of the virtual view. We propose to adopt a graph-based representation of the target view, as it permits to describe data that lie on irregular structures, such as the one created by depth-based projection of the pixels in the reference image. A graph is denoted as G = (V, E) where V are the vertices and E are the edges in between. The set of vertices V is the union of the set of vertices V 0 that correspond to the pixel positions in the target view, and the set of vertices V 1 that correspond to the positions of the projected pixels. The signal lying on G describes the luminance information and is denoted as y. In general, no signal value is available on the vertices in V 0 after depth-based projection of the reference image, which rather adds values on the vertices in V 1 . The objective of our interpolation algorithm is exactly to estimate the values of the signal y on the vertices in V 0 for target view rendering. In more details, we build the graph by connecting vertices i and j with an edge of weight w(i, j) if their 3D Euclidean distance is smaller than a threshold, and if both vertices correspond to objects on the same depth layer. We choose to set the edge weights to be a combination of spatial distance and luminance difference between connected nodes, and we compute them as
for which d i,j is the 3D Euclidean distance between nodes i and j, y i and y j are the signal values on nodes i and j, and σ dist and σ val characterize the geometric and photometric spreads of the signal on graph, respectively. It can be shown that this type of weights is similar to the weights used in bilateral filtering, which has been very successfully used in different image processing tasks [13] .
In order to compute the edge weights, we estimate the values of the signal on vertices V 0 by linear interpolation of the signal values on neighbour vertices in V 1 . Specifically, we first build a triangular mesh on the reference depth image that connects pixels belonging to the same layer. We do not draw connections between pixels when the difference between their depths exceed the predefined threshold. With the camera displacement towards the 3D scene, the mesh triangles are projected onto the target view. When a background pixel falls inside a triangle corresponding to a foreground object, this projection is discarded from the target view, which further prevents layer blending. The neighbour nodes that are finally chosen for linear interpolation of signal on the vertices in V 1 correspond to the corners of each projected triangle.
III. GRAPH-BASED INTERPOLATION PROBLEM
Equipped with the above graph-based representation, we describe now our image interpolation problem. The objective is to use the information obtained by depth-based projection of the vertices V 1 to interpolate the image values on the grid given by V 0 . This objective may lead to an ill-posed problem, especially when there is a relatively large forward displacement between the reference and synthetic view. We therefore add a sparsity prior on the reconstructed image, such that the details and texture have higher chances to be preserved in the synthetic view. Altogether, we formulate our image interpolation problem as follows:
where y is the target image, x is a sparse coefficient vector, D is a dictionary of graph atoms, and T 0 is a sparsity threshold. We further introduce a binary mask M which takes the value 1 for the entries corresponding to the vertices in V 1 and 0 otherwise. The minimization function measures the error, while the constraint ensures a sparse reconstruction with T 0 atoms. We solve the problem given in (2) using the OMP algorithm [2] as it often provides an effective tradeoff between computational complexity and quality of the sparse reconstruction. We however note that other sparse reconstruction methods like 1 minimization algorithms for example could be used to solve (2) or similar objective functions. Obviously, the choice of the dictionary D in (2) has a large influence on the quality of the reconstruction result. The dictionary has to be able to effectively represent the most relevant features of natural images on irregular graphs. We therefore propose to use here a spectral graph dictionary learned on a set of training images. We form the dictionary as a concatenation of subdictionaries that are polynomials of the Laplacian L of the graph G, as defined in [14] , [15] . As the atoms are constructed on a polynomial kernel, they are well localized on the graph, which permits to effectively represent the local characteristics of the target images. As an additional atom to our learned dictionary we add the eigenvector of L that corresponds to the smallest eigenvalue of L, which is a constant valued vector analogous to the DC component of signals. We finally use the polynomial dictionary in order to solve (2) and obtain the sparse approximation of the projected signal on any target graph.
IV. EXPERIMENTS

A. Experimental Settings
We now evaluate the performance of our interpolation algorithm in different datasets and for different zoom in factors. We compare our solution with similar algorithms to the one described in Section III, but with alternative dictionaries. In particular, we compare our parametric dictionary with two transform dictionaries: the Graph Fourier Transform (GFT) dictionary [16] , which is the orthonormal dictionary that is composed of the eigenvectors of the graph laplacian L, and the Spectral Graph Wavelet Transform (SGWT) dictionary [17] that has J = 3 scales and a lowpass subdictionary. We also compare our method with TV regularization on weighted graphs [6] , [7] and a classical interpolation method that simply moves the projected pixels onto the closest grid points on the target image and eventually performs linear interpolation to estimate the unknown values of the signal.
In order to learn our graph spectral dictionary D, we use depth and texture patches of size n × n from the Microsoft MSR 3D video datasets [18] , which are used to simulate small forward displacements. The resulting graph signals, on grid pixels and projected pixels, are used to train our dictionary. We chose n = 10 for patch size, K = 5 for the degree of polynomial functions and S = 4 for the number of subdictionaries. We fix the sparsity constraint to 10% of the signal dimension in the dictionary learning algorithm [15] and we use a total of 2880 training signals on different graphs.
We then implement the image interpolation algorithm on patches of the complete images, namely on overlapping graphs that are in b × b pixel range in the target image plane, with b = 30. We test our interpolation algorithm on 6 images from the 2005 Middlebury Stereo Dataset [19] . We have performed our experiments using two different user displacements. The first case is a smaller user displacement that yields to approximately 59% and 34% expansion holes in the target view for graph based methods and the linear interpolation method, respectively. For the larger user displacement, the respective ratios increase to 67% and 51%. We present the visual results in Fig. 2-5 . PSNR and MSSIM [20] values are presented in Tables I-IV.
B. Interpolation Performance
We first see in Tables I to IV that our interpolation method with a learned dictionary outperforms the alternative dictionaries for all test images in expansion hole filling, in terms of both PSNR and MSSIM metrics. The atoms of the GFT dictionary are not well localized in the vertex domain, while SGWT atoms are more localized both in the vertex and spectral domains but not specifically adapted to the statistics of the graph signals under consideration. Our learned dictionary has the advantage of preserving the common spectral components of the class of natural images, hence provides better reconstruction quality.
The other graph based interpolation method that we have used for comparison is the TV regularization. We have per- computational complexity among all other methods, the results become less reliable with increasing zoom factors while rounding errors are highlighted even more. Our method does not present these artifacts, as expected from the benefits of graph based representation, and performs better than the linear interpolation method on object boundaries and continuous structures, as well as textured areas. Fig. 4 shows that our method preserves the background texture better than TV, while there are less artifacts on the foreground compared to linear interpolation and GFT. Similarly, we see that our method has less blur both in the foreground and background in Fig.  5 compared to other methods. The top row shows that our method is able to achieve a more detailed reconstruction of foreground textures with much fewer artifacts. Despite a higher computational complexity for solving the optimization problem in equation (2) compared to basic linear interpolation, we obtain higher quality target views using our polynomial dictionary.
V. CONCLUSION
In this work, given a reference texture and depth image, we have synthesized a target image located at a closer viewpoint to the scene. We have represented the target view as a weighted graph that separates objects in different layers and contains information on both the topology of the scene and signal values. We have learned a parametric dictionary on multiple graphs whose atoms carry the common characteristics of natural images in our framework, and used a dictionary-based regularization method under sparsity constraints. Visual results show that our method preserves the details in the target view better and avoids rounding errors and smoothing effects that are present in competitor solutions, while the quantitative performance is comparable to other interpolation methods.
