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Abstract
Chemotaxis is the process by which cells and clusters of cells follow
chemical signals in order to combine and form larger clusters. The spread-
ing of the chemical signal from any given cell can be modelled using the
linear diffusion equation, and the standard equations of motion can be
used to determine how a cell, or cluster of cells, moves in response to the
chemical signal. The resulting differential equations for the cell locations
are integrated through time using the fourth-order Runge-Kutta method.
The effect which changing the initial concentration magnitude, diffusion
constant and velocity damping parameter has on the shape of the final
clusters of cells is investigated and discussed.
1 Introduction
In experimental work it has been observed that cells and clusters of cells, either
in vivo or in vitro, can move using the process of chemotaxis where they sense
the direction in which the concentration of a chemical is increasing and move
towards the region where the concentration is greatest. A number of papers
have been published which illustrate experiments where chemotaxis has been
observed (see [8, 16,17] for example).
Aggregation of cells, either singularly or in small clusters, into large clusters
has been reported in the literature. For example, Jia et. al [9] report on the ag-
gregation and self-assembly of clusters of rodent pancreatic cells, and Hilderink
et. al. [7] report on a study into the aggregation of human pancreatic cells into
clusters suitable for transplantation. An example of the formation of clusters of
pancreatic cells is shown in Figure 1 (obtained, with thanks, from The Brighton
Centre for Regenerative Medicine, University of Brighton). Here each left-hand
sub-figure is a frame taken from a time-lapse video of an experiment to observe
the formation of clusters, and the right-hand figures shows the circles that are
used to represent the locations of the individual cells in the type of mathemat-
ical model that is being proposed in this paper. The times of the frames are
given on a linear scale but are otherwise in arbitrary units. The frames from
the video show how the cells combine together to form clusters over time. In
particular, the video shows how a large number of individual cells can combine
together to form a large cluster.
The aim of this paper is to develop a simple mathematical model of how
the cells combine together to form clusters, as observed in Figure 1. The model
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(a) t = 0
(b) t = 2
(c) t = 4
Figure 1: Frames from a time-lapse video of the formations of clusters or islets
of pancreatic cells (left) , and the pattern of black circles that are used to
represent the larger cells (right). Video frames courtesy The Brighton Centre
for Regenerative Medicine.
developed here assumes that the cells experience a force which is proportional
to the gradient of the concentration of a chemical signal in the medium which
contains the cells. The standard laws of motion are then used to derive a system
of differential equations which can be solved to give the locations of the cells
and clusters at any required time.
Work concerning how chemical signals, such as morphogens, spread out from
cells and how the gradient of these chemicals influence the formation of clusters
and groups of cells has be reported in the literature. A review of the role that
morphogens play in embryonic development is given in Lawrence and Struhl [14],
which includes a discussion of morphogen gradients and how they work. Baker
and Maini [2] developed a system of reaction-diffusion equations to model trav-
eling waves of morphogens, and how the resulting gradients in the morphogen
concentration can provide spatial information during embryonic development.
Kornberg and Guha [12] discuss how the gradients of morphogens spread from
regions of high concentration to regions of low concentration by various pro-
cesses, including diffusion, and how this influences embryonic development. A
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more recent review of morphogenic gradients is given in Wolpert [21]. Although
the diffusion and concentrations of morphogens are not of direct interest to this
work, they do illustrate how chemical gradients in the surrounding medium can
influence the behavior of cells.
In more recent work, the process of a cell emitting a chemical signal has
been observed in experimental work concerned with cells secreting proteins, as
reported in [18, 19]. Assuming that the fluid in which the cells are immersed is
essentially at rest, the spread of the chemical can be modelled using the linear
diffusion equation. As the chemical spreads out from the emitting cell, there
will be a gradient in its concentration levels that will attract the other clusters
towards the emitting cell. The images in [18, 19] show that the proteins are
spreading uniformly in all directions which is typical of the sort of spreading
that can be modeled using the diffusion equation.
There are essentially two complimentary methods for modeling cell migration
and clustering which can be broadly described as population based or individual
based. Population based methods consider the population density of one or
more cell types within an environment where they can react with chemical
signals given out by other cells. In these models diffusion-reaction type equations
are used to simulate how the population density of the cell evolves with time
(see [3, 6, 10, 13] for example). Such models are often called Keller-Segel type
models in the literature. The alternative is to use an individual based model
where the individual cells (or clusters of cells) are each modelled separately.
These models can range in complexity from those that assume that each cell
can be represented by a simple geometric shape, (see [5, 11, 20] for example)
to mathematical models of how a single cell moves in response to it detecting
chemical signal at its outer membrane (see [4] for example).
Eyiyurekli et al [5] propose a mathematical model for chemotaxis based cell
aggregation based on each cell emitting a chemical signal that gives each cell a
field or domain of influence which is determined by the chemical concentration
being above a given threshold. If a second cell is within the field of influence
then there is a mutual attraction between the two cells. The amount of signal
chemical that is released by a cell is determined by a simple model of life-cycle
of the cell. The magnitude of the chemical signal at a point outside the cell is
expressed as a function of where the cell is in its life-cycle and the distance from
the centre of the cell. However, the model does not include the diffusion of this
chemical signal into the surrounding fluid and so the whole field of influence
grows and decays as a single quantity. The velocity of the cells is assumed to
be proportional to the chemical gradient meaning that the inertia terms are
neglected in [5].
A one dimensional model developed by Thompson et al [20] considers how
cells move across a lattice and derive a set of stochastic mean equations to de-
termine how the cells move from one compartment in the lattice to an adjoining
compartment. Whilst this model is based on cells moving from one compart-
ment to another, it does not follow the motion of individual cells and simply
gives the number of cells in each compartment at each time-step.
Kim et al [11] simulate the formation of clusters of cells in tumors and model
the location of each individual cell within the cluster. The model simulates how a
cell reacts to the levels of two types of cyclin-dependent kinases proteins and this
is developed into a system of ordinary differential equations for quantities such
as the cell’s location and radius, and the levels of each protein within the cells.
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The paper also includes effects such as the life-cycle of the cells and different
cell sizes. However, the cell’s inertia is not included in the model described
in [11] and equates the rate of change of the cells velocity to the applied forces.
Further, although this model incorporates aspects of cells moving in response
to chemical-like signals, it does not use a diffusion model for the spreading of
the chemical signals.
A finite element type model of how an individual cell can move along a
chemical signal and how that cell changes shape has been developed by Elliot et
al [4]. The results presented in [4] illustrate how it is possible to simulate how
a cell moves along a chemical signal by changing shape as its outer membrane
reacts to the gradient in the chemical signal, and how cell changes direction
when the direction in which the gradient is increasing changes. However, the
computational cost of this type of model means that it is only feasible to consider
problems with only a small number of cells.
An alternative finite element method using a mesh which moves with the
cell it surrounds has been proposed by MacDonald et al [15] to model how a
single cell moves due to chemotaxis. However, similar to the method proposed
in [4], this method would be computationally expensive when considering a large
number of cells. If the problem was started with each individual cell surrounded
by its own finite element mesh, an method for combining the meshes when the
cells become close together would need to be developed, or the whole domain
around the cells would have to be meshed. There is also the question of what
boundary condition to impose on the outer boundary of the finite element mesh.
In the model presented here, an exact expression for the concentration of the
chemical signal emitted by a cell is used. This avoids the need for a computa-
tionally expensive numerical method for solving the diffusion equation over the
domain of interest. It also avoids the need for specifying a boundary condition
at the edge of the domain which is assumed to be infinite in extent. Further the
gradient of the concentration can be obtained by differentiating the expression
for the concentration with respect to each of the appropriate space variables
in turn. However, the simplicity of the proposed model means that it is not
possible to include any reaction terms where the chemical signal is modified by
a cell when sensing the gradient of the signal.
The gradient of the chemical concentrations acts like an attractive force
on the cells and as a result they experience the equivalent of a force acting
in the direction of increasing concentration. Newton’s second law of motion
can be used to compute the acceleration of an object due to the forces applied
to that object. In this work the attractive force on a cluster of cells will be
determined by the gradient of the chemical signals released by other clusters
in the vicinity of the cluster of interest. In addition frictional or drag forces,
which are proportional to the objects velocity will be included in the model.
The resulting system of differential equations for the cell (or cluster) locations
and velocities are integrated through time using a adaptive fourth-order Runge-
Kutta scheme which is more sophisticated than the Euler’s methods which have
been widely used in previous work. The Runge-Kutta method was chosen for
this work as over a single time-step it is generally considerably more accurate
than the Euler method, and is known to be more stable [1].
The model presented here can be used to solve either two or three dimen-
sional problem. For brevity, only the model for two dimensional problems will
be described in detail and the extension to three-dimensional problems will be
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given in outline.
2 Mathematical Model For Two Dimensional Prob-
lems
Assume that the cells are immersed in a thin layer of fluid where the thickness
of the fluid layer is approximately the same as the size of the cells, and that
the layer is thin enough that the vertical variations in the concentration of the
chemical can be neglected. The experimental results given in [17] show that
the cells are approximately circular and do not change shapes as they move,
and so it is also assumed that the cells can be considered as circles of radius R,
and they are rigid in the sense that each cell cannot change shape as it moves.
For computational convenience each cell is is considered to be contained in a
cluster, although a cluster may consist of only a single cell. Let Ci denote the
ith cluster of cells and let ci denote the i
th cell. The notation cj ∈ Ci is used
to denote that the jth cell is part of the ith cluster. Two or more cells form a
cluster if the distance between the centres of the two cells is less than or equal
to twice the radius of the cells. Once two or more cells form a cluster, their
relative locations within the cluster are assumed to be fixed and all cells in the
cluster move together as a rigidly fixed group.
2.1 Diffusion Of The Chemical Signal
Let the centre of the ith cell be located at the point with coordinates (xi, yi),
which will change with time as the cell moves. At time t = ti (where ti is called
the trigger time) the ith cell releases a chemical signal that attracts all the other
cells. For simplicity, in the current model each cell will only emit a chemical
signal at most one time during the simulation, and the time at which it releases
the chemical is chosen randomly.
For problems with two space dimensions the chemical signal spreads out
from the cell according to the linear diffusion equation
∂ui
∂t
= µ
(
∂2ui
∂x2
+
∂2ui
∂y2
)
(1)
where ui is the concentration of the signal chemical produced by the i
th cell
and µ > 0 is the diffusion constant. If each cell is treated as a point-source for
the chemical signal, then it straightforward to show that
ui(x, y, t) =

Ai
µ(t− ti + t) exp
(
− d(x, y)
4µ(t− ti + t)
)
t ≥ ti
0 t < ti
(2)
where
d(x, y) = (x− x˜i)2 + (y − y˜i)2
is the solution to the diffusion equation (1). Here Ai is the magnitude of the
chemical signal produced by the ith cell, t is a small value used to avoid prob-
lems with division by zero when t = ti (the value t = 0.01 has been used for
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the two-dimensional results presented in this paper) and (x˜i, y˜i) denotes the lo-
cation of cell i at time t = ti when it triggers its chemical signal. It is necessary
to specify the cell location at the time that is triggers its chemical signal as the
cell can still move after it has triggered but the chemical signal it produces will
not move with it. The total concentration u of the chemical at any point (x, y)
and at any time t is simply the sum of the concentrations from each cell:
u(x, y, t) =
N∑
i=1
ui(x, y, t).
2.2 The Equations Of Motion For The Cells
It is assumed that the force acting on the cells is proportional to the gradient of
the concentrations of the chemical at the centre of the cells. Every cell in each
of the clusters now experience a force which is proportional to the gradient of
the concentration of the chemical signal. If there are nj cells in the j
th cluster
then the total x and y components of the force acting on the cluster are given
by
Fxj =
nj∑
j=1
∂u(xj , yj , t)
∂x
=
nj∑
j=1
(
N∑
i=1
∂ui(xj , yj , t)
∂x
)
Fyj =
nj∑
j=1
∂u(xj , yj , t)
∂y
=
nj∑
j=1
(
N∑
i=1
∂ui(xj , yj , t)
∂y
)
.
(3)
From Newtons Second Law, the (x, y) components of the acceleration of the
cells in the jth cluster are
mj
d2xj
dt2
= Fxj − λdxj
dt
mj
d2yj
dt2
= Fyj − λdyj
dt
(4)
for all cj ∈ Cj where mj is mass of the cluster, the acceleration is expressed as
the second time derivative of the location and λ is a constant used to model the
effect of the viscous damping force which is assumed to be proportional to the
cluster’s velocity. If all the cells under consideration have the same mass, say
mcell, then mj = mcell×nj . The above second order differential equations can
be expressed as a system of first order equations in the form
dvxj
dt
=
1
mj
(Fxj − λvxj) = 1
mj
 nj∑
j=1
N∑
i=1
∂ui(xj , yj , t)
∂x
− λvxj

dvyj
dt
=
1
mj
(Fyj − λvyj) = 1
mj
 nj∑
j=1
N∑
i=1
∂ui(xj , yj , t)
∂y
− λvyj

dxk
dt
= vxj
dyk
dt
= vyj
 ck ∈ Cj
(5)
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where vxj and vyj are the (x, y) components of the velocity of all the cells in
the jth cluster.
The initial conditions for this system of equations is that the location and
velocity components are all known when t = 0. In problem under consideration
here, the initial velocity components will all be zero as the clusters are assumed
to be stationary.
2.3 Extension To Three-Dimensional Problems
If the fluid layer is not thin compared to the size of the cells and/or if the vertical
variations of the concentrations of the chemical cannot be neglected, then a
three-dimensional model has to be used. In the three-dimensional problems
considered in this paper, the cells are assumed to be rigid spheres of radius R.
If z is used to denote the additional space dimension then the diffusion
equation for the concentration of the chemical secreted by the ith cell becomes
∂ui
∂t
= µ
(
∂2ui
∂x2
+
∂2ui
∂y2
+
∂2ui
∂z2
)
and the required point-source solution to this equation is
ui(x, y, z, t) =

Ai
µ(t− ti + t)3/2 exp
(
− d(x, y, z)
4µ(t− ti + t)
)
t ≥ ti
0 t < ti
(6)
where
d(x, y, z) = (x− x˜i)2 + (y − y˜i)2 + (z − z˜i)2.
Note that (6) cannot be obtained from (2) by simply including the extra z term
in the function d which appears in the exponential function as the power of the
time-dependent term in the denominator is different.
The equations of motion for the cells in three-dimensions are a straight-
forward extension of those for two-dimensional problems by the inclusion of
extra force and velocity equations for these quantities in the z direction. That
is, (5) will have two additional equations, one for
dvzj
dt and one for
dzj
dt , which
can be obtained from the corresponding equations for x (or y) by replacing x
(or y) by z in those equations.
2.4 Time Integration Method
It is virtually impossible to obtain a simple, closed-form analytical solution
to system of differential equations given in (5). The alternative is to use an
approximate or numerical method to solve the system. If h denotes a time-
step, then most of these numerical methods use the known solution at time t to
calculate the solution at time t+ h.
There are a number of numerical methods for integrating one or more differ-
ential equations through time, and the details of these are given in most texts
on numerical methods or numerical analysis (see [1] for example). The method
that has been employed here is the fourth-order Runge-Kutta method. If f(u, t)
is a known function and un and un+1 denote the approximate solutions of
du
dt
= f(u, t),
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at times-steps tn and tn+1 respectively, then
un+1 = un +
h
6
(k1 + 2k2 + 2k3 + k4)
where
k1 = f(un, tn)
k2 = f
(
un +
h
2
k1, tn +
h
2
)
k3 = f
(
un +
h
2
k2, tn +
h
2
)
k4 = f (un + hk3, tn + h)
and h = tn+1 − tn is the time-step (see [1], for example, for further details of
this method).
The accuracy of the approximate solution will depend on the size of the
time-step h. In order to control the accuracy of the numerical solution, a se-
quence time-steps h1 > h2 > · · · > hM are used. The approximate solution at
some later time is calculated with both time-steps h1 and h2, and if they are
the same to within some pre-determined level of accuracy, the solution obtained
using the smaller of the steps is taken as the required solution. If the solutions
do not agree, then the next time-steps in the sequence are used until the solu-
tions calculated using two consecutive time-steps agree to within the required
accuracy. If this is not achieved after M time-step divisions, then the method
is deemed to have failed and the solution process is stopped. In the calculations
reported here, hk+1 =
1
2hk with h1 = 0.01 and M = 15. The time-step is
also reduced if one or more cells move too far in a single time-step. Here the
maximum permitted distance for a cell to move in a single time-step is 110R.
This is to ensure that the collisions between cells and clusters are accurately
detected and to prevent two cells or clusters passing through each other without
the collision being detected.
2.5 Custer Collisions
Two different clusters of cells are assumed to have collided if the distance be-
tween the centres of a cell in each cluster is less than twice the radius of a cell.
That is, clusters i and j are assumed to have collided (in two-dimensions) if
min
ci∈Ci,cj∈Cj
(√
(xi − xj)2 + (yi − yj)2
)
≤ 2R. (7)
Once two clusters have collided they are combined to form a single, larger clus-
ter. Further, assuming that all the cells have the same mass then for two-
dimensional problems the conservation of momentum requires that the velocity
components (vx, vy) of the new cluster after the collision are related to the
velocity components (vxi, vyi) and (vxj , vyj) of the original clusters by
vx =
nivxi + njvxj
ni + nj
; vy =
nivyi + njvyj
ni + nj
. (8)
In the three-dimensional case, there will be an extra (zi − zj)2 term inside the
square-root function in (7) and an extra equation for vz in (8).
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3 Numerical Results
The results presented here are scaled such that the cells have radius one unit
(R = 1) and mass one unit (mcell = 1). For the two-dimensional problems
considered here, the initial clusters are randomly located with between 1 and 4
cells in each cluster, and each cell is assigned a random trigger time. The results
presented below are for the initial clusters shown in Figure 2 where there is 123
cells arranged in 50 clusters. The size of the square box surrounding the clusters
is 106 times the radius of a single cell.
Figure 2: The initial locations of the 50 clusters of cells.
Figure 3 shows the results at time t = 500 using four different chemical
concentration parameters Ai (see equation (2)) with the diffusion constant µ =
1 and damping coefficient λ = 500. These results show that increasing the
concentration parameter increases the rate at which the cells cluster together.
The cell distribution shown in Figure 3(a), which used the smallest value of
Ai, shows that there has been relative little movement of the cells and clusters
away from the initial distribution shown in Figure 2, whereas Figure 3(d) shows
that most of the clusters have moved relatively large distances and collided to
form a single large cluster with only a small number of outlying smaller clusters.
This is as expected as increasing the parameter A simply increases the size of
the concentration and its gradient and so effectively applies a greater attractive
force to the cells and clusters.
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(a) Ai = 987.5 (b) Ai = 1975
(c) Ai = 9875 (d) Ai = 19750
Figure 3: The locations of the cells after 500 units of time using different values
of the concentration parameter Ai in equation (2).
Figure 4 shows the results at time t = 500 of changing the diffusion pa-
rameter µ, with Ai = 9875 and λ = 500. Increasing the value of the diffusion
constant reduces the rate at which the cells cluster together. This is because
as µ increases the rate at which the chemical concentration spreads out also
increases, meaning that it quickly reaches a state where the magnitude of the
gradient is small. Consequently, the concentration is only applying a small force
to the cells. However for smaller values of µ the chemical concentration spreads
much slower meaning that there are steep concentration gradients for more time
which in turn apply greater forces to the cells. Hence in the cells in Figure 4(a)
have collected together into large clusters because of the larger concentration
gradients that occur for µ = 0.2 whereas Figure 4(d) shows less clustering as
µ = 10 in this case.
The results of changing the damping force, controlled using the parameter
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(a) µ = 0.2 (b) µ = 1.0
(c) µ = 5.0 (d) µ = 10.0
Figure 4: The locations of the cells after 500 units of time using different values
of the diffusion constant µ in equation (2).
λ in (4), at time t = 500 are shown in Figure 5. Here the values Ai = 9875 and
µ = 1 have been used. In Figure 5(a) λ is relatively small and so the motion
of the cells and clusters is not impeded. However, as λ increases, as shown in
Figures 5(b) to 5(d) the effect of the damping force is enough to prevent the
cells and clusters combining to form larger clusters. Again, this is as expected
since increasing the damping on the cells will reduce the rate at which they
accelerate.
The calculated locations of the cells for a second example with 1000 initial
clusters containing 2443 cells at different times is shown in Figure 6. In this
example the values Ai = 19875, µ = 1 and λ = 500, and the cells are initially
contained in a square box with sides of length 400 times the radius of a single
cell. A video of this example is available with the online supplementary material.
This example shows how the model developed in the paper can be used to
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(a) λ = 50 (b) λ = 500
(c) λ = 1000 (d) λ = 5000
Figure 5: The locations of the cells after 500 units of time using different values
of the drag/damping constant λ in equation (4).
simulate how relatively large numbers of scattered cells can signal to each other
and come together to form large clusters of cells.
Figure 7 show the results of simulating a three-dimensional problem with
100 isolated cells. For this example Ai = 98750, µ = 1 and λ = 500. In this
case, tε = 0.1 as the higher power of the term involving t in the denominator of
(6) can lead to computational problems when t− ti is small. The bounding box
containing the cells is a cube with sides whose lengths are 52 times the radius of
a cell. A video of this example is available in the online supplementary material.
The results from this example show that the method can be used to simulate
the clustering of cells in three-dimensional problems as well as two-dimensional
ones.
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(a) t = 0 (b) t = 200
(c) t = 400 (d) t = 600
(e) t = 800 (f) t = 1000
Figure 6: The locations of the cells at different times for an example with 2443
cells in 1000 initial small clusters.
4 Conclusions
The numerical results presented in Section 3 of this paper demonstrate that
this model is effective at modeling how cells cluster together due to chemotaxis.
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(a) t = 0 (b) t = 40
(c) t = 80 (d) t = 120
(e) t = 160 (f) t = 200
Figure 7: The locations of the cells at different times for a three-dimensional
example with 100 cells.
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The rate at which the cells and clusters combine can be controlled by choos-
ing appropriate values of the chemical concentration magnitude (Ai), diffusion
constant (µ) and damping coefficient (λ). Increasing the concentration mag-
nitude increases the speed at which the cells and clusters combine into large
clusters, and increasing the damping coefficient λ slows the process down, as
expected. Increasing the diffusion constant µ causes the chemical to spread out
more rapidly, and this leads to a reduction in the size of the concentration gra-
dient. This, in turn, reduced the force acting on the cells and clusters and so
inhibits the cells and clusters combining together. Further experimental work
is needed to determine the appropriate values of these parameters for particular
cells as the values of these parameters are likely to change for different types of
cells.
Although using the different time-steps to control the accuracy adds to the
computational cost of the model, this cost is not excessive as the simulations
using 123 cells in 50 clusters typically needed approximately 1.5 minutes of
CPU time to run on a typical desk-top PC. Hence the methods presented in
this paper are an efficient way of accurately simulating how cells and clusters
of cells move and combine due to chemotaxis. The larger example, with 2443
cells in 1000 clusters, needed approximately 25 hours and 14 minutes of CPU
time to run on the same PC. The rapid increase in CPU time is to be expected,
as the number of pair-wise interaction between cells (and clusters) increases as
approximately in proportion to the number of cells (or clusters) squared. The
three-dimensional example with 100 cells required approximately 21.5 minutes
of CPU time on the same PC, but this time includes the added complexity of
dealing with both the extra space dimension and the stronger time discontinuity
in (6) which means that the CPU time for three-dimensional examples cannot
be directly compared to the CPU time for the two-dimensional problems.
The amount of CPU time required for the model presented here can be
compared to that required for the more sophisticated finite element models pre-
sented in [4] and [15]. Elliott et al [4] report that the calculations for the results
for modeling the motion of five cells presented in Figure 3 of [4] required approx-
imately 33 minutes of CPU time, whilst McDonald et al [15] report that their
finite element method typically took 3 hours of CPU time to model to motion
of a single cell. Scaling either of these models up to examples with thousands of
cells is not feasible due to the very high computational cost involved. In addition
the model presented here used an adaptive time-stepping scheme to control the
accuracy of the numerical results. The use of such time-stepping schemes would
increase the computational cost of the finite element method significantly, al-
though it is noted that the authors of [4,15] do discuss the temporal convergence
of their respective methods.
The model presented here can be extended in a number of ways. Firstly,
once two or more clusters have combined the location of the cells remain fixed
relative to other cells in the cluster and the whole cluster essentially moves as
a rigid body. This can lead to clusters forming strange shapes (see Figure 6(f)
for example). To overcome this, a mechanism for cells to move within a clus-
ter needs to be incorporated into the model. Secondly, this model does not
consider the life-cycle of the cells, or whether cells can divide. Methods de-
scribed in both [11] and [5] could be used to model each cells life-cycle. Finally,
the model does not include any reaction terms whereby the magnitude of the
chemical signal is modified by a cell sensing the gradient. However, it likely
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that such effects cannot be included analytically meaning that the resulting
reaction-diffusion equation would need to be solved numerically which would
add considerably to the computational cost.
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