In this paper, a partially asynchronous block Broyden method is presented for solving nonlinear systems of equations of the form F(x)= 0. Sufficient conditions that guarantee its local convergence are given. In particular, local convergence is shown when the Jacobian F'(x*) is an H-matrix, where x* is the zero point ofF. The results are extended to Schubert's method. A connection with discrete Schwarz alternating procedure is also shown. (~)
Introduction
Chazan and Miranker first introduced an asynchronous method for the solution of nonsingular linear system of equations of the form Ax = b [9] . They proved that the asynchronous point method converges to the solution if and only if A is an H-matrix [29] . This idea was extended to nonlinear systems of equations, and there is now a considerable understanding on the convergence properties of asynchronous iterative methods for nonlinear problems. Many authors have concentrated on fixed point problems of the form x = G(x). Convergence properties have been shown if G satisfies some contraction properties; see, e.g., [3] [4] [5] 13] . The fixed point mapping G does not always arise directly from the formulation of physical problems, however, and when it does, the contracting properties are not always easily verifiable.
In this paper, we consider the problem of finding x* which satisfies the following nonlinear system of equations:
F(x) =0, (1.1) where F = (jq,..., fn) T is a nonlinear operator from R n into itself.
In the literature, one can find two general approaches for the asynchronous solutions of (1.1). First, for an asynchronous implementation of Newton's method, one can use two processes, one updating the iterates, and the other evaluating the Jacobian matrix; see [3, 7, 20] . Also see [31] for the analogue of Broyden's method. More recently, asynchronous block methods, or more general multisplitting methods were proposed. In [2, 6] the nonlinear term was treated explicitly because of the weak nonlinearity. In [14, 22] , convergence properties were shown where F is an M-function, see also [12, 15] for point methods. In [12, 14, 15, 22] , exact solutions for subproblems were assumed. The use of Newton-type methods for approximate solutions of the subproblems and local convergence theorems for the corresponding asynchronous methods were given in [1, 27, 32] .
In this paper, we consider partially asynchronous block quasi-Newton methods. Suppose F and x in (1.1) are conformally partitioned as follows:
where F/: R"-- (1.2)
In (1.2) the subset S can be chosen in a dynamic fashion. The classical nonlinear block-Jacobi method and nonlinear block-Gauss-Seidel method [4, 23] are two examples of such selections. For the purpose of parallel processing, the nonlinear block Jacobi method is nearly ideal, since up to L processors can each perform one of the iterations in (1.2) with the others simultaneously. It is synchronous in the sense that to begin the computation of the next iterate, each processor has to wait until all processors have completed their current iteration. In practice we need to add a synchronization mechanism to ensure that the algorithm is carried out correctly. The time necessary to carry out the synchronization mechanism, as well as the time a processor must wait until its data is ready to continue the calculation, adds an overhead to the computation. By removing this synchronization and letting the processors continue their calculations according to the information currently available, we obtain the so-called asynchronous parallel methods; see, e.g., [3, 4, 9] . Generally, the exact solutions for the subproblems are not available. Approximate methods such as Newton's method, Broyden's method etc., (see, e.g., [11, 23] ) can be considered to get approximate solutions. The use of Newton-type methods were given in [1, 27, 32] .
The advantages of quasi-Newton methods for (1.1) are that they involve evaluating only O(n) scalar functions in each iteration step, which is much cheaper than Newton's method, they do not involve computation of the derivative of F, and they still have superlinear convergence; see, e.g. [10, 11] and the references given therein. In this paper, we consider the use of quasi-Newton methods instead of Newton's method. We will consider two quasi-Newton methods: Broyden's method [8] and Schubert's method [24] .
The main purpose of this paper is to give sufficient conditions which guarantee local convergence of partially asynchronous block quasi-Newton methods. To this end, we assume in the rest of the paper that F and the partition satisfy the following conditions: Remark 2. Condition (1.5) holds when the Jacobian matrix
is an H-splitting of F'(x*); see e.g., [5, 15] . On the other hand, if each block has only one component, i.e., if nt = 1, l = 1 .... ,L, then (1.5) is equivalent to F'(x*) being an H-matrix. The class of H-matrices includes M-matrices, and also the class of strictly or irreducibly diagonally dominant matrices [29] . In Section 2, we present both the computational and mathematical models of partially asynchronous block Broyden's method. The local convergence theorem is proved in Section 3 under conditions (1.3)-(1.5). In Section 4, we point out that local convergence is still guaranteed if Schubert's method [24] is used instead of Broyden's method. The connection of the block method with the Schwarz alternating procedure (see, e.g., [18, 19, 25, 30] ) is discussed in Section 5.
The weighted maximum norms is used as an important tool in proofs of asynchronous iterative methods; see, e.g., [3, 4, 6, 9, 13, 17, 26, 27] . Given an vector wC R', w > 0. Let w=(w~,...,w~) T be partitioned conformally with x, then we define
hxij[, }
Ilxllw= max{llxillw,,1 <~ i <~L}= max{ w6 ~-1 <~j <~ ng, 1 <~ i<~L . We extend the weighted maximum norms for rectangular matrices as follows: By the theory of nonnegative matrix (see, e.g., [4, 28] ), condition (1.5) is equivalent to 
Partially asynchronous block Broyden method
Broyden's method [8] for (1.1) is as follows:
where x(0) and B(0) are initial approximation to the solution x. and initial approximation the Jacobian F'(x*), respectively. We will first describe a computational model for partially asynchronous block Broyden's method, i.e., how the computer is actually programmed to execute its instructions, then we give a mathematics model, i.e., how the execution is described mathematically in order to analyze convergence [26] .
Let us as before assume that there are L processors. We design L processes. Each processor perform computation in one process. In each process, say the /th process, we use one step of Broyden's method to update the /th block xl in the lth subproblem in (1.2), l= 1,...,L. More precisely, the computational model can be written as the following pseudo-code:
Given an initial guess x, and initial matrices Bl, l = 1 .... ,L.
Process
Step 1: Compute F~ := F~(x);
Step 2: Set Y:=xl, Pl:=Ft;
Step 3: Compute xt :=xi -B-/-IFI;
Step 4: Send xl to the other processes;
Step 5: Check the termination criterion, if satisfied then stop;
Step 6: Receive the values of x (except xt) from the other processes;
Step 7: Compute F~ := Ft(x);
Step 8: Compute z :=xi -xt, Y :=Fl -JOt;
Step 9:
Step 10: Goto step 2; where Bl,Pt,2, y,z are local variables, only x is a global variable. In each cycle of a process, say the lth process, one step of Broyden's update is performed for a subproblem of nl dimension. The L processes can be done in parallel. There is no explicit synchronization among the processes. Remark 3. Since Broyden update is a rank-one update, the Sherman-Morrison formula can be used to update the inverse of Bt. Let Ht = Bit, then initialization for BI is changed for/-//, Steps 3 and 9 are rewritten as follows while the other steps remain unchanged:
Step 3': Compute xi :=xl -Hi • Ft;
Step 9': Hi :=Ht + (1/zVItty) • (y --Blz)zT;
One can also uses QR factorization technique to solve the linear system in step 3; see, e.g., [11] . 
where I(k) and sj(k) satisfy the following conditions The assumption of the existence of uniform bound p for delays appeared in the first asynchronous model in [9] . It is not an additional constraint in most practical implementations [3] . This type of asynchronous model was called partially asynchronous method in [4] .
We will refer the above mathematical model as partially asynchronous block Broyden's (PABB) method.
If we take si(k)=k, I(k)= {1 .... ,L} for all k and i, then PABB method describes block-Jacobi Broyden method.
If we take si(k)= k, l(k)= {k + 1 (modL)} for all k, then PABB method describes block-GaussSeidel Broyden method.
Local convergence theorem
In this section we prove the local convergence of the PABB method. We have:
Theorem 3.1. Suppose that (1.3)-( 1.5) are satis$ed, then there exist two constants E > 0, 6 > 0, such that if [lx(O) -x* 11 W < E for w > 0 defined in (1.5)', IIBi(O) -(8Fi(x*))/axi(l2 < 6, i = 1,. . . ,L, then the sequence {x(k)} generated by PABB method converges to x*.
Before we give the proof of Theorem 3.1, we need several Lemmas. Because of the norm equivalence, we may assume that the norm in (1.4) is I( . IIus, and there exist two constants pl, ,u~ > 0 such that 11412 G PI IIA I/G> IlAll~ 6 ~211412, (3.1) where G=w ifAEFPX", and G=wi ifA~R"~X"(orR"~X"~).
Lemma 3.2 (Ortega and Rheinboldt [23]). IfF : R" -+ R" is Gateaux-dtflerentiable in an open convex set Q,, then F(y)-F(x)= /'F'(x+t(y-x))(y-x)dt
for x,yEQo. 
0

Lemma 3.3 (Ortega and Rheinboldt [23]). Let A, C E Iw" x ", A is nonsingular and IIA-' II2 < xl, [IA-C(12 < a2, al a2 < 1, then C is also nonsingular, moreover,
IID(x*)-~(F'(x) -D(x)
)(aFt(x*)) -~ I[xi -x* -\ Og i F//(x)[lw , (~Fi(x*))-' ( = \ ~ \F,(x) Fi(x*) ~5(x* ) (x, -x~* )~ Oxi ] Wi ~Xi ] ~X1 ''''' ~Xi-I ' OFi(x* +t(x-x*)) OF,.(x* +t(x-x*))~ (x-x*)dt ~Xi+ 1 ''''' (~XL I 1 w, ~X i ~Xi , g --1
<<.poLIx-x*llw+~ \ ~X i ] w.[lx-x*ll2w forxES(x*,el
B~(k + 1) OF~(x*) B~(k) OF~(x*) 2 + ~la(x(k + 1), v(k,i)), 2 <~ Oxi where a(x(k + 1),v(k,i))= max{llx(k + 1) -x*[I2, [Iv(k,i) -x*ll2 }, ~, = ~p, p2.
Proof. If i c I(k), from Lemma 3.5 we have
Si(k + 1) ~F~(x*)
Oxi 2
while by (3.1), (3.2) 
and as a byproduct we get
Since u (0) Assume that for some h, (h -1 ). 2p < m ~< h. 2p. We will show that (3.9) holds for if (q -1 ). 2p < k ~< m + 1, 1 ~< q ~< h.
We have already shown (3.9) for q= 1. Assume that it holds for 1 ~< q ~< ~ < h. Because of the uniform bound p for the delays, each block component is updated at least once for every 2p consecutive iterations, say (k + 1 )th,..., (k +2p)th iterations, and the values of the block components used for the updating all come from these 2p iterates. 
Extension to Schubert's method
Schubert's method [24] is a variation of Broyden's method which is of interest in the case that the Jacobian is sparse. In this variation, the approximate Jacobian is forced to have the same sparsity pattern as the Jacobian.
Given a vector function F = (f~,..., fm)VC ~m ____+ ~m we define its sparsity pattern as a matrix Its mathematical model can be described similarly as PABB method. Also its local convergence can be shown in an analogous way to PABB method, since we can easily get an inequality for Schubert's method similar to Lemma 3.6, see [21] ((3.14) , p. 593).
Connection with the discrete Schwarz alternating procedure
In this section, suppose that there are overlaps among the blocks x1,...,XL, and correspondingly among F~ ..... FL. This may happen when discrete Schwarz alternating procedure (see, e.g., [18, 19, 25, 30] ) is used to solve (1.1), where each block xt corresponds to the unknowns in a subdomain.
In this case, the computational models need not change, but we need to modify the mathematical model so that the previous analysis can be applied. z Suppose that ~-]l = 1 ni = m > n, we define a vector £ = (£T, ...,$TLj~T ,_"-R" from x E ~ by setting £t =xl, I= 1 ..... L. Denote this mapping from ~ to R m by $=~b(x), similarly we obtain F= (ply, pT~T "'" LJ =~b(F). We can thus rewrite (1.1) by repeating the overlapping unknowns and the corresponding equations:
Pl(~l; Zt)= 0, I=I,...,L, (5.1) where the vector Zt is a subset of Ui¢l{Xl}, since fil depends only on n variables. The vector Zt may not be unique, since the overlapping unknowns may have different choices of sub-indices. As before, we can update the approximate values of the lth block of unknowns by exploiting the lth block equations. Note that 2" = ~b(x*) is the solution of (5.1). On the other hand, we can recover the solution x* from 2" by simply discarding the redundant overlapping parts in 2". The previous analysis now can be applied to (5.1).
If F(x) is differentiable and satisfies the Lipschitz condition, then fi(2) will also be differentiable and satisfy the Lipschitz condition with the same Lipschitz constant. Condition (1.5) for F does not mean a similar condition for ft. When F'(x*) is an H-matrix, however, we can show that fi'(2*) is also an H-matrix. ) is an H-matrix, then P'($*) is also an H-matrix, where £*= ~b(x*), P = dp(F*).
Proof. Since F'(x*) is an H-matrix, the comparison matrix of F'(x*) is an M-matrix; see, e.g. [6, 16] . Thus by Theorem 5.1, the comparison matrix of p/(£,) is also an M-matrix, i.e. F'(£*) is an H-matrix. [] Theorem 5.1 is more general than those similar theorems in [14, 22] , since the above augmentation process allows components of x to belong to more than two subdomains.
