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Zusammenfassung
Diese Arbeit bescha¨ftigt sich mit Molekular-Dynamik-Simulationen von Grenzfla¨-
chen, wie sie in mit Silica versta¨rkten Gummimischungen vorkommen. Es wurden im
Wesentlichen drei Grenzfla¨chentypen mittels Methoden des molekularen Modellie-
rens erstellt und mit Methoden der Molekular-Dynamik untersucht: Die Grenzfla¨che
zwischen zwei Silica-Oberfla¨chen, die Grenzfla¨che zwischen zwei mit Silan bedeckten
Silica-Oberfla¨chen und die Grenzfla¨che von Silica-Oberfla¨chen mit eingeschlossenen
Polymeren. Die Auftragung der potenziellen Energie der Systeme gegen den Abstand
der Silica-Oberfla¨chen zueinander liefert Potenzialkurven, welche Ru¨ckschlu¨sse auf
die abschirmende Wirkung der Silanmoleku¨le auf den Silica-Oberfla¨chen zulassen.
Im Experiment wird die Abschirmung der Silica-Silica-Wechselwirkung durch Silane
u¨ber den Abfall des Payne-Effekts nachgewiesen. Die Simulationsergebnisse lassen
sich mit den experimentellen Resultaten erfolgreich korrelieren.
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Kapitel 1.
Einleitung
1.1. Motivation dieser Arbeit
Gummiartikel unterschiedlicher Form und Anwendung begleiten unseren Alltag und
besitzen nicht selten, z.B. in Gestalt von Schla¨uchen, Da¨mpfern, Dichtungen1, Ba¨n-
dern oder Reifen, eine hohe Sicherheitsrelevanz. Das Vertrauen in die Gummipro-
dukte resultiert aus jahrzehntelanger Erfahrung2 mit diesem Werkstoff auf der einen,
aber auch aus der steten Weiterentwicklung in den diversen Industriezweigen auf der
anderen Seite. So spielt Gummi auch aus wirtschaftlicher Sicht nicht zuletzt in der
Reifenindustrie seit u¨ber 100 Jahren eine wichtige Rolle. Weltweit wurden in den
letzten fu¨nf Jahren etwa 900 Millionen PKW Ersatzreifen pro Jahr verkauft [lmc,
2012]. Hinzu kommen etwa 70 Millionen neu zugelassene PKW pro Jahr, die mit
vier bis fu¨nf Reifen ausgestattet sind.
Die Zielkonflikte, denen sich die Reifenbauer stellen mu¨ssen um am Markt bestehen
zu ko¨nnen, werden ha¨ufig als “magisches Dreieck”3 dargestellt, in dessen Ecken die
Kriterien Sicherheit (Nassbremsen), Rollwiderstand und Abrieb stehen. Man spricht
von einer Zielkonfliktverschiebung, wenn es gelingt eines der Kriterien unter Gleich-
haltung der anderen zu verbessern. Ein Blick in die technischen Broschu¨ren der Rei-
fenproduzenten und der Materiallieferanten offenbart die Relevanz und Aktualita¨t
der Forschung und Entwicklung auf diesem Gebiet (z.B. [Continental, 2011], [Evonik,
2012], [Lanxess, 2012], [Rhodia, 2012], [Guy and Daudey, 2011]).
Die Sicherheit und der Rollwiderstand von PKW-Reifen haben sich mit Einfu¨hrung
der Silica-Technologie Mitte der 1990er Jahre stark verbessert ohne große Einbußen
im Abriebsverhalten zu erzeugen [Wolff, 1996]. Silica wird als versta¨rkender Fu¨llstoff
dem Kautschuk, welcher die Basis eines jeden Gummis darstellt, zugegeben. Die
Silica-Technologie fußt auf einem grundlegenden Materialversta¨ndnis bis hinunter
1Ein prominentes Exempel stellt die Challenger Katastrophe (1986) dar. Der Physiker Richard
Feynman fu¨hrte die Explosion der Rakete und den damit verbundenen Tod von sieben Astro-
nauten auf das Versagen eines O-Rings zuru¨ck [Feynman and Leighton, 1988, S. 151].
2Die Vulkanisation von Polymeren zur Herstellung dauerelastischen Gummis wurde bereits 1839
von Charles Goodyear erfunden.
3Z.B. zu finden auf der Homepage des Silicaherstellers Evonik: http://www.rubber-
silanes.com/product/rubber-silanes/en/effects/maigic-triangle/pages/default.aspx
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auf die molekularen Bausteine des Gummis. So kann das volle Potenzial der Silica-
Technologie nur ausscho¨pfen, wenn zusa¨tzlich bifunktionale Haftvermittler, kleine
Moleku¨le, die auf der einen Seite an Polymere auf der anderen Seite an die Silica-
Oberfla¨che anbinden ko¨nnen, eingesetzt werden. Trotz der rasanten Markteroberung
der Silica-(Silan)-Technologie, ist diese funktionelle Oberfla¨che der aktiven Fu¨ller-
partikel sowie der genaue Mechanismus der Versta¨rkung nicht vollsta¨ndig verstan-
den [Bokobza and Rapoport, 2002]. Die Verknu¨pfung der molekularen Materialpa-
rameter, wie die Mikrostruktur des Kautschuks oder die Oberfla¨chenbeschaffenheit
des Silicas, mit den gummitechnischen Kenngro¨ßen, wie Da¨mpfungsverhalten oder
Reißeigenschaften, ist in vielerlei Hinsicht ein offenes Problem (siehe z.B. Fig 1.1
aus [Wrana, 2009, S. 7]).
So stellt Gummi auch aus akademischer Sicht ein interessantes Forschungsobjekt
dar. Dabei findet vor allem die Grenzfla¨che zwischen Fu¨llstoff und Kautschuk große
Beachtung. Die Dynamisch-Mechanische-Analyse [Payne, 1962] ist dabei die am ha¨u-
figsten benutzte Methode, um das Verhalten von Gummimischungen mit variieren-
den Materialparametern zu untersuchen. Doch auch weitere Methoden, wie Festko¨r-
per NMR [Krause, 2002], [Litvinov et al., 2011], IR-Spektroskopie oder Quellungs-
messungen [Bokobza and Rapoport, 2002], Rasterkraftmikroskopie oder theoretische
Ansa¨tze unter Zuhilfenahme von Computersimulationen [Raos et al., 2006], [Vilgis
et al., 2009] finden in der Elastomerforschung ihre Anwendung.
Wir widmen uns in der vorliegenden Arbeit mit den Methoden des Molecular Mo-
dellings und der Molecular Dynamic Simulationen (MD) den Grenzfla¨chen zwischen
Fu¨llerpartikeln und Polymermatrix, wie sie in Gummi (z.B. in der Anwendung als
PKW-Laufstreifen) vorkommen. Nach einem thematischen U¨berblick in Kapitel 1
und einer kurzen Einfu¨hrung in das Material Gummi in Kapitel 2, werden die Metho-
den des Molecular Modellings und deren Umsetzung fu¨r unsere Systeme in Kapitel
3 beschrieben. Dabei wird das Modell von Deschler et al. zu Grunde [Deschler et al.,
1986] gelegt, um die Grenzfla¨chen, wie im schematischen U¨berblick gezeigt (siehe
Abb. 1.1), in der Computersimulation zu realisieren. Kapitel 4 fu¨hrt in die Com-
putersimulationen mittels Molekulardynamik ein. Kapitel 5 zeigt die Anwendung
der Molekulardynamik auf unsere Systeme und stellt die Resultate der simulierten
Grenzfla¨chen zwischen Fu¨llstoffen und Polymermatrix dar. Es werden Erkenntnisse
u¨ber die Oberfla¨che der Silica-Partikel, die Art und Weise der Haftvermittleranbin-
dung und deren Auswirkung auf die lokale Beschaffenheit der umgebenden Polymer-
matrix gewonnen.
Diese Arbeit besitzt in erster Linie einen explorativen Charakter. Die angewende-
ten Methoden fu¨r den Abgleich von experimentellen und Simulationsdaten sind kein
Standardanalyseverfahren und wurden in dieser Arbeit entwickelt. Daher mo¨chten
wir in Kapitel 6 neben einer Zusammenfassung einen Ausblick auf mo¨gliche zuku¨nf-
tige Untersuchungen der genannten Grenzfla¨chen geben. Wir stellen ein parallel zu
dieser Arbeit entwickeltes Coarse-Grained-Modell [Xi and Hentschke, 2012] vor, wel-
ches sich als Bindeglied zwischen Materialsimulationen auf molekularer Ebene und
2
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Abbildung 1.1.: Schematische Darstellung der in der Diplomarbeit [Hojdis, 2008] be-
trachteten Grenzfla¨chen
der Dynamisch-Mechanischen-Analyse makroskopischer Pru¨fko¨rper versteht.
1.2. Versta¨rkung durch Fu¨llstoffe
“Unter dem Begriff Versta¨rkung versteht man die Summe aller Kautschuk-Fu¨llstoff-
Wechselwirkungen, die sich sowohl in unvernetzem als auch in vernetztem Zustand
in physikalischen Eigenschaften ausdru¨cken. Der Begriff Versta¨rkung wurde 1920
von Wiegand eingefu¨hrt.” [Ro¨themeyer and Sommer, 2006]
Auch wenn das obige Zitat anderes vermuten la¨sst, ist der Begriff der Versta¨rkung
im Kontext von gefu¨llten Elastomeren nicht exakt definiert. Das Pha¨nomen und
der Begriff werden ausgiebig in der Literatur diskutiert und von den Autoren teils
unterschiedlich aufgefasst. Aktive Fu¨llstoffe ko¨nnen die Zugfestigkeit, Reißfestigkeit,
Abriebfestigkeit und die elastischen Module erho¨hen [Niedermeier et al., 2002,Hasse
et al., 2004]. Das Verhalten dieser fu¨r Gummi charakteristischen Gro¨ßen ha¨ngt stark
von den Faktoren Prima¨rpartikelgro¨ße, spezifische Oberfla¨che, Fu¨llgrad, effektive
3
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Abbildung 1.2.: Schematische Darstellung der Versta¨rkung von Elastomernetzwerken
durch aktive Fu¨llstoffe. Die Erho¨hung des Speichermoduls insbeson-
dere bei kleinen Dehnungsamplituden la¨sst sich auf mehrere Effekte
zuru¨ckfu¨hren. Z.B. aus [Vilgis et al., 2009]
Kontaktfla¨che zwischen Fu¨llstoffpartikeln und Fu¨ller-Polymer Grenzfla¨chen, Fu¨ller-
aktivita¨t und Fu¨llerstruktur ab. Es werden statische und dynamische Eigenschaften
von Gummi unterschieden.
Als weitere Schwierigkeit bei der Definition der Versta¨rkung kommt hinzu, dass
eine Verbesserung in den Charakteristika nicht unbedingt ein in der Anwendung
besseres Gummi liefert. Das Gegenteil kann der Fall sein. So werden aus den oben
genannten Charakteristika anwendungsspezifische Kenngro¨ßen (vergleiche Abschnitt
1.4) abgeleitet, die ebenfalls als Versta¨rkungsindikatoren gewertet werden ko¨nnen.
Auch der dynamische Elastizita¨tsmodul E und der dynamische Schermodul G von
Gummi bzw. Elastomernetzwerken lassen sich durch Einbringen von Fu¨llstoffpar-
tikeln in die Polymermatrix versta¨rken. Es werden nach [Allegra et al., 2008] im
Wesentlichen zwei Effekte beobachtet :
 Bei kleinen zyklischen Deformationen wird der lineare viskoelastische Bereich
versta¨rkt
 Bei Deformationen zwischen 0.1 % und 10 % tritt der Payne-Effekt (siehe Ab-
schnitt 1.4) auf [Payne, 1962]
Abbildung 1.2 stellt die versta¨rkende Wirkung des Fu¨llstoffs auf den dynamischen
Speichermodul (siehe Abschnitt 1.4) schematisch dar (z .B. [Vilgis et al., 2009, S.
6]). Diese beruht auf mehreren Effekten, die im Folgenden kurz beschrieben werden.
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Polymernetzwerk Die Basis der elastischen Eigenschaften bildet das Polymernetz-
werk. Wa¨hrend der Vulkanisation verknu¨pft der zugefu¨gte Schwefel den Kautschuk
zu einem elastischen Netzwerk, dem Gummi. Je mehr Schwefelbru¨cken dabei gebil-
det werden, desto ho¨her ist der Elastizita¨tsmodul (bzw. Schermodul) des Gummis.
Doch auch die Funktionalisierung der chemischen Netzknoten, die Anzahl der Schwe-
felatome einer Schwefelbru¨cke und die durch die Vernetzung entstandenen physikali-
schen Verschlaufungen haben einen Einfluss auf das elastische Verhalten. Neben den
Schwefelbru¨cken schaffen auch die zugefu¨gten aktiven Fu¨llstoffe neue Knotenpunkte
im Elastomernetzwerk (vergleiche hierzu Abschnitt 2.1.4). Sind sie an die Polymer-
matrix angebunden, sollten sie durch ihre nahezu Unverformbarkeit (im Vergleich zur
Polymermatrix) zusa¨tzlich Steifigkeit in das Netzwerk bringen. Die genauen Netz-
werkparameter, wie die Netzwerktopologie, der Funktionalisierungsgrad der chemi-
schen Netzknoten, die Netzknotendichte und Netzknotenabsta¨nde sowie die Anzahl
und Verhalten der physikalischen Verschlaufungen sind experimentell a¨ußerst schwie-
rig zu bestimmen [Yashiro, 2003]. Die Vorhersage der Einflu¨sse der Netzwerkpara-
meter auf die gummielastischen Eigenschaften basierend auf einem atomistischen
Netzwerkmodell ist immer noch ein aktuelles Forschungsfeld, bei dem auch Com-
putersimulationen auf dem gesamten La¨ngen- und Zeitskalenspektrum zum Einsatz
kommen (siehe Abschnitt 2.3).
Polymer-Fu¨llstoff-Wechselwirkung (siehe auch Abschnitt 2.1 Oberfla¨chenaktivi-
ta¨t) Das Polymer kann prinzipiell u¨ber zwei Weisen mit dem Fu¨llstoff in Wechsel-
wirkung treten. U¨ber Haftvermittler kann das Polymer eine chemische (kovalente)
Bindung mit der Fu¨llstoffoberfla¨che eingehen. Die Rolle des Haftvermittlers nehmen
bei Silica gefu¨llten Gummis typischer Weise bifunktionale Silane (siehe Abschnitt
2.2) ein. Es existieren auch funktionalisierte Polymere, welche den Haftvermittler
sozusagen mitbringen. Die zweite Mo¨glichkeit ist eine physikalische Wechselwirkung
die sich zwischen Polymer und Fu¨llstoffoberfla¨che in der Form von polaren oder Van
der Waals Wechselwirkungen zeigen. Letztere sind bei Ruß gefu¨llten Gummis von
großer Bedeutung.
Hydrodynamische Versta¨rkung Fu¨gt man viskosen Flu¨ssigkeiten feste Partikel
hinzu, erho¨ht sich deren Viskosita¨t. Dieser Effekt ist in der Fluiddynamik bekannt
und gut verstanden. Gummi wird als viskoelastisches Material verstanden. Zum Bei-
spiel ist die Poissonzahl von Gummi nahe 0.5, was einer Wasser a¨hnlichen Inkompres-
sibilita¨t entstammt. Betrachtet man ein spha¨risches komplett unelastisches Partikel,
welches von elastischem Material umgeben ist, dass fest an dem Partikel haftet, kann
man mit Hilfe der Elastizita¨tstheorie die Stress-Verteilung um das Partikel berech-
nen, wenn man von außen an dem elastischen Material zieht. Nach [Smallwood, 1944]
wird der Young Modul eines auf solche Art gefu¨llten Elastomernetzwerkes um 2.5φ
gegenu¨ber eines ungefu¨llten Elastomernetzwerkes versta¨rkt. Hier ist φ der Volumen-
bruch an Fu¨llstoff. Dieses Ergebnis la¨sst sich in der Einstein-Smallwood-Gleichung
zusammenfassen:
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G = GElastomernet. (1 + 2.5φ) (1.1)
Sie entspricht der von Einstein abgeleiteten Formel k∗ = k(1 + 2.5φ) (k∗ ist der Rei-
bungskoeffizient der Lo¨sung und k der des reinen Lo¨sungsmittels) fu¨r die Erho¨hung
der inneren Reibung bei Suspension sehr kleiner starrer Kugeln in eine Flu¨ssig-
keit [Einstein, 1906]. Der Mechanismus hinter der hydrodynamischen Versta¨rkung
ist also die von den Fu¨ller-Partikeln verursachte Reibung, welche kinetische Energie
in Wa¨rme umwandelt. Gleichung 1.1 gilt unter den Voraussetzungen kugelfo¨rmi-
ger Fu¨ller-Partikel, Haftung des Elastomers am Fu¨llstoff, kleiner Dehnungen, guter
Dispersion und kleinem Fu¨llgrad (keine Fu¨ller-Fu¨ller Wechselwirkung) und großer
Fu¨ller-Partikel (wegen Vernachla¨ssigung der Polymerstruktur). Es existieren ver-
schiedene Erweiterungen der Gleichung [Vilgis et al., 2009, S. 102ff] und [Ro¨themey-
er and Sommer, 2006, S. 235ff], die zum Beispiel die gegenseitige Behinderung der
Fu¨llstoffpartikel bei ho¨heren Fu¨llstoffkonzentrationen beru¨cksichtigen. Dieses Ver-
halten beschreibt die Guth-Gold-Gleichung bei einem Volumenbruch um 0.2 recht
gut [Guth and Gold, 1938], [Guth, 1945].
G = GElastomernet.
(
1 + 2.5φ+ 14.1φ2
)
(1.2)
Durch die Einfu¨hrung eines Formfaktors f beru¨cksichtigt Guth außerdem anisome-
trische Rußteilchen [Ro¨themeyer and Sommer, 2006, S. 237]:
G = GElastomernet.
(
1 + 0.67fφ+ 1.62f2φ2
)
(1.3)
Die hydrodynamischen Effekte der Versta¨rkung spielen sich auf einer groben La¨ngen-
skala ab, denn der molekulare Hintergrund der inneren Reibung wird nicht beschrie-
ben.
Fu¨llstoffnetzwerk Das Fu¨llstoffnetzwerk pra¨gt die Zug-Dehnungs-Eigenschaften bei
geringer Deformation < 10 %. Der Speichermodul G′ bei kleinen Dehnungen steigt
mit zunehmendem Fu¨llstoffvolumenbruch in Form einer Potenzfunktion an4. Bei
großen Dehnungen la¨uft der Speichermodul bei verschiedenen Fu¨llstoffvolumenbru¨-
chen auf einen gemeinsamen Wert hin. Dieses Verhalten wird von Payne durch das
Fu¨llstoffnetzwerk erkla¨rt [Payne, 1962] und als Payne-Effekt bezeichnet.
4In [Vilgis et al., 2009, S. 174ff] wird auf Basis des cluster-cluster aggregation Modells der Verlauf
des elastischen Moduls mit dem Fu¨llstoffvolumenbruch in Form einer Potenzfunktion G′ ∼ φ3.5
diskutiert.
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Damit sich ein Fu¨llstoffnetzwerk ausbilden kann, muss der Fu¨llgrad entsprechend
hoch sein. Entweder treten die Fu¨llstoffpartikel direkt in Kontakt oder wechselwir-
ken indirekt u¨ber eine die Fu¨llstoffpartikel umgebende Polymerschicht. Ersteres ist
durch die polaren Wechselwirkungen an der Oberfla¨che bei Silica der favorisierte Me-
chanismus. Letzeres wird eher bei Rußpartikeln erwartet [Ro¨themeyer and Sommer,
2006, S. 238]. Die direkte Wechselwirkung der Fu¨llstoffpartikel sollte die sta¨rkere
sein. Der sta¨rker ausgepra¨gte Payne-Effekt bei Silica gefu¨llten Gummis untermauert
diese Annahme.
1.3. Computersimulationen gefu¨llter Polymernetzwerke
Computersimulationen komplexer Systeme und deren zu Grunde liegende Modelle
stehen immer in einem Konflikt der Gro¨ßenordnungen aufgrund der beschra¨nkten
Rechenleistung heutiger Computer. Quantenmechanische Modelle und Methoden
(DFT, Hartree-Fock), die eine mo¨glichst genaue Beschreibung der Elektronenkonfi-
guration oder Geometrie von Atomen oder Moleku¨len erzielen sollen, sind auf die
Berechnung von kleinen Moleku¨len beschra¨nkt. Mit Molekulardynamik lassen sich
Systeme mit Teilchenzahl im Bereich bis 106 simulieren. Eine quantenmechanische
Beschreibung jedes Atoms la¨sst sich mit einer solchen Anzahl an Wechselwirkungs-
partnern jedoch nicht mehr bewerkstelligen. Um weiter in den makroskopischen Be-
reich vorzustoßen, bedarf es immer weiterer Vereinfachungen. So werden bei Simu-
lationen auf der mesoskopischen Skala Moleku¨le oder sogar Moleku¨lgruppen zu geo-
metrischen Gebilden wie Kugeln oder Zylindern zusammengefasst, um zum Beispiel
Polymere, die durch Verschlaufungen und Knoten ein elastisches Netzwerk bilden,
nachzubilden (z.B. [Kremer, 2006]). Die Finite-Elemente-Methode erlaubt es, die
mechanische oder thermische Belastung ganzer Werkstu¨cke zu beschreiben, basiert
aber auf dem Modell kontinuierlicher Materialien und vergisst somit den atomaren
Ursprung ihrer Materialkonstanten und -eigenschaften.
Die Schwierigkeit der Simulationen gefu¨llter Polymernetzwerke besteht darin, dass
Effekte auf den unterschiedlichen La¨ngen- und Zeitskalen eine Rolle spielen. So ist
fu¨r die korrekte Beschreibung einer Fu¨llstoff-Fu¨llstoff-Wechselwirkung die genaue
Kenntnis der Beschaffenheit der Fu¨llstoffoberfla¨chen auf molekularer Ebene not-
wendig [Vilgis et al., 2009, Kraus, 1965]. Nur so ko¨nnen die unterschiedlichen Aus-
wirkungen im makroskopischen Verhalten (z.B. dynamische Scherversuche) bei z.B.
variierendem Silicatyp oder Silan verstanden werden. Andererseits sind fu¨r die Be-
schreibung von Schlaufen und Knoten in Polymernetzwerken Polymermodelle not-
wendig, wo ein Polymer aus mehreren 100 bis 1000 Monomeren besteht, von denen
es wiederum mehrere Tausend geben muss. Dies ist auf molekularer Skala nicht mehr
zu realisieren. Der Ansatz zur Lo¨sung dieses Problems lautet, die einzelnen Skalen
und deren zugeho¨rigen Methoden und Modelle miteinander auf geschickte Art und
Weise zu verknu¨pfen. Das große Problem liegt darin, welche Informationen vernach-
la¨ssigt werden du¨rfen und welche auf die na¨chst ho¨here Skala u¨bertragen werden
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mu¨ssen, damit das resultierende Modell die gewu¨nschten Materialeigenschaften re-
produzieren kann und dann im na¨chsten Schritt Voraussagen ta¨tigen kann.
Abgesehen von den quantenmechanischen Methoden gibt es auf den unterschiedli-
chen Skalen bereits Computersimulationen gefu¨llter Elastomernetzwerke. Einen gu-
ten U¨berblick liefert hier der Review Artikel [Allegra et al., 2008].
1.4. Dynamische Eigenschaften und Payne-Effekt
1.4.1. Dynamisch-Mechanische-Analyse
Mit dynamischen Tests untersucht man das Verhalten von Gummi als viskoelasti-
sches Material. Wa¨hrend statische Zug- oder Scherversuche Gummi im Wesentli-
chen als elastisches Material zu charakterisieren vermo¨gen und Kriechversuche die
viskosen Eigenschaften aufzeigen, kann man mit dynamischen Tests die Da¨mpfung
untersuchen. Um die dynamischen Eigenschaften einer Gummimischung zu charakte-
risieren, bedient man sich der sogenannten Dynamisch-Mechanischen-Analyse (kurz
DMA), welche man u¨blicherweise mit einem Rheometer durchfu¨hrt. Bei den dyna-
mischen Messungen muss darauf geachtet werden, dass Temperatur, Anregungsfre-
quenz und -amplitude mo¨glichst exakt eingestellt werden, da die genannten Gro¨ßen
eine hohe Abha¨ngigkeit von diesen Parametern aufweisen. Die Modulwerte sind au-
ßerdem von der Historie der Gummiprobe abha¨ngig. Bei den Versuchszyklen zu
Beginn der Messung wird der Modul aufgrund von mechanischer Konditionierung
absinken [Brown, 1979, S. 163] und sich dann auf einen Wert einstellen5. Wir kon-
zentrieren uns hier auf den Scherversuch. Dieser wird laut [Brown, 1979, S. 163] oft
bevorzugt, da das Dehnungs-Auslenkungs-Verha¨ltnis u¨ber einen gro¨ßeren Dehnungs-
bereich linear ist als beim Zugversuch und die Probenform derart gewa¨hlt werden
kann, dass sich die Dehnung homogen auf die Probe auswirkt und kein Formfaktor
beno¨tigt wird. Der Zugversuch funktioniert jedoch analog.
Wird eine sinusfo¨rmige Scherspannung (Spannung ist eine Kraft pro Fla¨che) σ(t) =
σ0 sin(ωt+ δ) mit der Frequenz ω auf ein in Normen
6 definiertes Stu¨ck Gummi mit
spezifischem Querschnitt angewendet, beobachtet man eine ebenfalls sinusfo¨rmige
Auslenkung mit gleicher Frequenz. Die Auslenkung wird als relative Auslenkung
u(t) = u0 sin(ωt) gemessen
7. Der Versuch funktioniert auch andersherum. Die Probe
wird dann um eine bestimmte Amplitude ausgelenkt und die resultierende Kraft wird
gemessen.
5Bei sehr lang andauernden Versuchen stellen sich weitere Ermu¨dungserscheinungen ein bis das
Probenstu¨ck irgendwann reißen wird.
6Standardtests um die Dynamischen Mechanischen Eigenschaften von Gummiproben zu untersu-
chen sind nach [Dick, 2001] ISO 2856, ASTM D2231 und die neuere ASTM D5992.
7Die relative Auslenkung wird im Gegensatz zur absoluten Auslenkung (welche z.B. in Zentimetern
gemessen werden kann) in Prozent angegeben und ist damit dimensionslos. Sie errechnet sich aus
dem Quotienten ∆L
L
, wobei L die Gesamtla¨nge der Probe und ∆L die La¨ngena¨nderung (durch
die Kraft f(t) verursacht) darstellen.
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Im Experiment wird beobachtet, dass die Antwort-Schwingung gegen die Anregungs-
Schwingung phasenverschoben ist. Der Phasenwinkel wird in der Regel mit δ bezeich-
net. Zusammen mit der Messung des komplexen Moduls lassen sich der sogenannte
Speichermodul, der Realteil des komplexen Moduls und der sogenannte Verlustmo-
dul, der Imagina¨rteil des komplexen Moduls, berechnen. Wir wollen dies im Fol-
genden kurz erla¨utern. Die Darstellung folgt im Wesentlichen [Wrana, 2009, S. 26ff]
und [Hentschke, 2012, S. 151ff].
Wir berechnen u¨ber das Wegintegral die Arbeit W pro Volumen V (die Energiedich-
te), welche wa¨hrend eines solchen sinusfo¨rmigen Zug-Dehnungszykluses verrichtet
wird:
W
V
=
∮
σ (t) du (t) (1.4)
=
∫ 2pi
ω
0
σ (t)
du (t)
dt
dt (1.5)
= σ0u0ω
∫ 2pi
ω
0
sin(ωt+ δ) cos(ωt) dt (1.6)
Wir wenden das Additionstheorem
sin(ωt+ δ) = cos(δ)sin(ωt) + sin(δ)cos(ωt) (1.7)
an und erhalten:
W
V
=
∫ 2pi
ω
0
σ0u0ω cos(δ) sin(ωt) cos(ωt) dt+
∫ 2pi
ω
0
σ0u0ω sin(δ) cos
2(ωt) dt
(1.8)
Betrachtet man die beiden Integrale aus Gleichung 1.8 genauer, stellt man fest,
das das erste Integral bei einem vollen Zug-Dehnungszyklus nicht zur Energiedichte
beitra¨gt.
σ0u0ω cos(δ)
∫ 2pi
ω
0
sin(ωt) cos(ωt) dt = 0 (1.9)
Es stellt den Anteil der Energiedichte dar, der im System gespeichert wird. Das
zweite Integral verschwindet nicht, sondern liefert uns die Arbeit pro Volumen, die
fu¨r einen vollen Zug-Dehnungszyklus aufgewendet werden muss oder anders gesagt,
die Energie pro Volumen, die dem System dabei verloren geht:
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σ0u0ω sin(δ)
∫ 2pi
ω
0
cos2(ωt) dt = σ0u0ω sin(δ)
pi
ω
(1.10)
= piσ0u0 sin(δ) (1.11)
Der Phasenwinkel δ bestimmt, welcher der beiden Teile (Energieverlust oder Ener-
giespeicher) sta¨rkeres Gewicht erha¨lt. Wir definieren in Anlehnung an die Federkon-
stante einer linearen Feder, welche das Verha¨ltnis zwischen Spannung und Dehnung
der Feder darstellt, den dynamischen Speichermodul G′ und den dynamischen Ver-
lustmodul G′′:
G′ =
σ0
u0
cos(δ) (1.12)
G′′ =
σ0
u0
sin(δ) (1.13)
Die dynamische Anregung σ(t) und die Antwort u(t) lassen sich auch als komplexe
Funktionen schreiben:
σ(t) = σ0 e
i(ωt+δ) (1.14)
u(t) = u0 e
iωt (1.15)
Wir definieren den komplexen Modul G∗ als das Verha¨ltnis zwischen komplexer
Anregung und Antwort
G∗ =
σ(t)
u(t)
(1.16)
=
σ0 e
i(ωt+δ)
u0 eiωt
(1.17)
=
σ0
u0
(cos(δ) + i sin(δ)) (1.18)
und ko¨nnen mit Hilfe der Gleichung 1.12 den Realteil des komplexen Moduls als
Speichermodul identifizieren und mittels Gleichung 1.13 den Imagina¨rteil als den
Verlustmodul.
G∗ = G′ + iG′′ (1.19)
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Der Betrag des komplexen Moduls ist das Verha¨ltnis der Amplituden der Anregungs-
Schwingung und der Antwort-Schwingung und damit eine einfach zu bestimmende
Messgro¨ße. Der Phasenwinkel δ la¨sst sich u¨ber den zeitlichen Versatz der Amplituden
ebenfalls einfach bestimmen. Als Quotient des Verlust- und Speichermoduls wird der
tan(δ) berechnet:
tan(δ) =
G′′
G′
(1.20)
Bei hohen tan(δ)-Werten dominiert der Verlustmodul. Da er die da¨mpfenden Eigen-
schaften des Gummis bestimmt, wird die Gummimischung ein sta¨rkeres Hysterese-
Verhalten aufweisen, was sich letztendlich in einer sta¨rkeren Wa¨rmeentwicklung wa¨h-
rend des dynamischen Scherversuches ausdru¨ckt. Es gibt auch Messaufbauten wie
das Flexometer von Goodrich, welche die Wa¨rmeentwicklung wa¨hrend der dynami-
schen Tests messen und daraus das Hysterese-Verhalten bestimmen. Abbildung 1.3
fasst die Zusammenha¨nge der Gro¨ßen noch einmal zusammen.
t1
δ
G'
G''
|G*|=
σ 0/u0
t
σ(t)=σ0 sin(ωt+δ)
u(t)=u0 sin(ωt)
t1+δ0
Abbildung 1.3.: Die sinusfo¨rmige Anregung σ(t) (gepunktete Kurve) ist gegenu¨ber
der resultierenden Antwort u(t) (gestrichelte Kurve) um den Phasen-
winkel δ verschobenen. Daraus leitet sich der komplexe Schermodul
(G∗) ab, dessen Betrag sich aus dem Quotient der Amplituden von
Anregung σ0 und Antwort u0 berechnet und sich in den Speichermo-
dul (G′) und den Verlustmodul (G′′) zerlegen la¨sst.
Ein Blick auf das Verhalten ideal elastischer und ideal viskoser Materialien auf dyna-
misch mechanische Belastung soll das Konzept der Dynamisch-Mechanischen-Ana-
lyse veranschaulichen.
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Ideal elastische Materialien verhalten sich entsprechend dem Hook’schen Gesetz.
Die Dehnung ue(t) des Materials ist demnach proportional zur angewendeten Span-
nung σe(t). Die Proportionalita¨tskonstante ist der Schermodul G.
σe(t) = Gue(t) (1.21)
Eine sinusfo¨rmige Scherspannung σe(t) = σ0 sin(ωt) der Amplitude σ0 sorgt dem-
nach im elastischen Fall fu¨r eine direkte (nicht phasenverschobene) ebenfalls sinus-
fo¨rmige Antwort ue(t) = u0 sin(ωt) der Amplitude u0 mit dem Schermodul G als
Proportionalita¨tskonstante. Fu¨r den Phasenwinkel gilt also δ = 0.
σ0 sin(ωt) = Gu0 sin(ωt) (1.22)
Der Schermodul la¨sst sich aus dem Verha¨ltnis von Anregung und Antwort berechnen
und entspricht dem Speichermodul aus Gleichung 1.12 mit δ = 0.
G =
σ0
u0
(1.23)
Verwenden wir den Formalismus von oben und setzen mit der Anregung σe(t) =
σ0 sin(ωt+ δ) und der Antwort ue(t) = u0 sin(ωt) an, erhalten wir:
σ0 sin(ωt+ δ) = Gu0 sin(ωt) (1.24)
σ0
u0
cos(δ) sin(ωt) +
σ0
u0
sin(δ) cos(ωt) = G sin(ωt) (1.25)
Der Koeffizientenvergleich liefert uns den Speicher- und Verlustmodul sowie den
tan(δ) des ideal elastischen Falls:
G′ =
σ0
u0
cos(δ) = G (1.26)
G′′ =
σ0
u0
sin(δ) = 0 (1.27)
tan(δ) = 0 (1.28)
Mo¨chte man die bis zur maximalen Dehnung der Probe geleistete Arbeit pro Vo-
lumen (die Energiedichte), auf das die Spannung wirkt, berechnen, ergibt sich das
Integral (vergleiche 1.4):
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Abbildung 1.4.: Hysterese des elastischen Falls (δ = 0), des viskosen Falls (δ = pi2 )
und des viskoelastischen Falls (hier δ = pi10 ).
Wel
V
=
∫ pi
2ω
0
σ0 sin(ωt)u0ω cos(ωt)dt =
1
2
σ0u0 =
1
2
Gu20 (1.29)
Diese Arbeit wird im ideal elastischen Fall vollsta¨ndig vom Material als potentielle
Energie gespeichert und wieder in kinetische Energie umgewandelt, wu¨rde man die
Probe bei maximaler Auslenkung von ihrer Scherlast befreien. Damit wird auch
deutlich, dass nach einem vollsta¨ndigen Zug-Dehnungszyklus an der ideal elastischen
Probe keine Arbeit geleistet wurde (in den Grenzen von 0 bis 2piω ergibt das Integral
aus 1.29 Null). Das resultierende Hystereseverhalten ist in Abbildung 1.4 dargestellt
und ist im elastischen Fall eine gerade Linie. Die Fla¨che, welche diese Linie mit der
x-Achse einschließt, ist die gespeicherte potenzielle Energie.
Ideal viskose Materialien, die einer laminaren Stro¨mung folgen, dass heißt, es ent-
stehen keine Wirbel oder Turbulenzen, ko¨nnen als Newtonsches Fluid betrachtet
werden. Hierbei ist die Scherkraft F pro Fla¨che A proportional zur Schergeschwin-
digkeit u˙v des Fluids. Die Proportionalita¨tskonstante ist die Viskosita¨t η.
σv(t) = ηu˙v(t) (1.30)
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Wendet man eine sinusfo¨rmige Scherspannung auf das viskose Material an, ist die
Antwort aufgrund der zeitlichen Ableitung eine Cosinus-Funktion gleicher Frequenz.
Mit der Anregung σv(t) = σ0 sin(ωt+δ) und der Antwort uv(t) = u0 sin(ωt) erhalten
wir:
σ0 sin(ωt+ δ) = ηu0ω cos(ωt) (1.31)
σ0
u0
cos(δ) sin(ωt) +
σ0
u0
sin(δ) cos(ωt) = ηω cos(ωt) (1.32)
(1.33)
Der Koeffizientenvergleich liefert uns den Speicher- und Verlustmodul des ideal vis-
kosen Falls. Damit die Gleichung 1.31 gilt, muss der Phasenwinkel δ = pi2 bzw. 90
◦
betragen.
G′ =
σ0
u0
cos(δ) = 0 (1.34)
G′′ =
σ0
u0
sin(δ) = ηω (1.35)
Anders ausgedru¨ckt ko¨nnen wir auch η·ω als die Proportionalita¨tskonstante zwischen
Anregung und Antwort identifizieren. Man beachte die Frequenzabha¨ngigkeit der
Proportionalita¨tskonstanten im viskosen Fall. Der tan(δ) divergiert im viskosen Fall
bzw. ist nicht definiert.
Wir berechnen nun die Arbeit pro Volumen, welche nach einem Zug-Dehnungszyklus
geleistet wurde.
Wvi
V
=
∫ 2pi
ω
0
σ0 sin(ωt)u0 · ω sin(ωt)dt (1.36)
=
∫ 2pi
ω
0
σ0u0 · ω sin2(ωt)dt (1.37)
= piσ0u0 = −piηωu20 (1.38)
Im Unterschied zum idealen elastischen Material wandelt jeder Zug-Dehnungszyklus
den Betrag von piηωu20 ·V in Wa¨rme um, sie geht dem System verloren. Dies ist auch
im Hystereseverhalten, wie in Abbildung 1.4 dargestellt, zu erkennen. Die Fla¨che
innerhalb des Kreises entspricht der in Wa¨rme umgewandelten Energie.
Experimente liefern Phasenwinkel (0 < δ < pi2 ), was zeigt, dass Gummi weder ein
ideal elastisches noch ein ideal viskoses Material ist, sondern eine Kombination aus
beidem. Es existieren weitere Modelle, welche den elastischen und viskosen Ansatz
kombinieren, um das gemessene Verhalten abbilden zu ko¨nnen. Ha¨ufig werden das
Kelvin-Voigt-Modell, das Maxwell-Modell und das Zener-Modell beschrieben. Sie
sind in Abbildung 1.5 dargestellt.
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e v
(a) Kelvin-Voigt
e
v
(b) Maxwell
e2
v
e
(c) Zener
Abbildung 1.5.: Das Kelvin-Voigt-Modell, das Maxwell-Modell und das Zener-Modell
kombinieren elastische Elemente (Federn: σe(t) = Gue(t)) und visko-
se Elemente (Stempel: σv(t) = ηu˙v(t)). Bei den parallel geschalteten
Elementen addieren sich die Spannungen zu einer Gesamtspannung,
die Dehnung ist fu¨r beide Elemente gleich. Bei den in Reihe geschalte-
ten Elementen addieren sich die Dehnungen zu einer Gesamtdehnung,
die Spannung ist fu¨r beide Elemente gleich.
Das Kelvin-Voigt-Modell schaltet das elastische und das viskose Element parallel.
Aus Abbildung 1.5(a) ergeben sich die Gleichungen:
σ(t) = σe(t) + σv(t) (1.39)
u(t) = ue(t) = uv(t) (1.40)
Was durch Einsetzen von Gleichung 1.21 und 1.30 in 1.39 unter Beru¨cksichtigung
der Beziehung 1.40 zu der folgenden Differentialgleichung fu¨hrt:
σ(t) = Gu(t) + ηu˙(t) (1.41)
Der viskose Anteil ηu˙(t) dieser Gleichung 1.41 ist ein geschwindigkeitsabha¨ngiger
Da¨mpfungsterm, wie er z.B. vom geda¨mpften harmonischen Oszillator bekannt ist.
Geben wir wieder eine sinusfo¨rmige Anregungs=SSchwingung vor, ist die Antwort-
Schwingung durch die Da¨mpfung gegen die Anregung phasenverschoben. Der Pha-
senwinkel betra¨gt jedoch nicht Null wie im elastischen Fall oder pi2 wie im viskosen
Fall, sondern liegt im Bereich 0 < δ < pi2 .
σ0 sin(ωt+ δ) = Gu0sin(ωt) + ηω u0 cos(ωt) (1.42)
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Wir erhalten die phasenverschobene Antwort-Schwingung als Linearkombination des
elastischen Falls und des viskosen Falls. Mittels Additionstheoremen aus Gleichung
1.7 la¨sst sich die linke Seite von Gleichung 1.42 umschreiben zu:
σ0 sin(ωt+ δ) = σ0 cos(δ) · sin(ωt) + σ0 sin(δ) · cos(ωt) (1.43)
Setzen wir die rechte Seite von Gleichung 1.43 mit der von Gleichung 1.42 gleich,
erhalten wir als Koeffizienten fu¨r den Sinus (den elastischen Anteil) G′ und fu¨r den
Cosinus (den viskosen Anteil) G′′.
G′ =
σ0
u0
cos(δ) = G (1.44)
G′′ =
σ0
u0
sin(δ) = ηω (1.45)
tan(δ) =
η
G
ω (1.46)
Das Maxwell-Modell schaltet das elastische und viskose Element in Reihe. Aus
Abbildung 1.5(b) ergeben sich die Gleichungen:
u(t) = ue(t) + uv(t) (1.47)
⇒ u˙(t) = u˙e(t) + u˙v(t) (1.48)
σ(t) = σe(t) = σv(t) (1.49)
Ableiten und Einsetzen von 1.21 und Einsetzen von 1.30 in 1.48 unter Beru¨cksichti-
gung der Beziehung 1.49 ergibt die Differentialgleichung:
σ(t) +
η
G
σ˙(t) = ηu˙(t) (1.50)
Geben wir wie im Kelvin-Voigt-Modell wieder eine sinusfo¨rmige phasenverschobene
Anregung und eine sinusfo¨rmige Antwort vor, erhalten wir nach einigen Umformun-
gen und Anwendung von 1.7 und cos(ωt+ δ) = cos(δ) cos(ωt)− sin(δ) sin(ωt):
sin(ωt)
[
σ0
u0
cos(δ)− ηω
G
σ0
u0
sin(δ)
]
= cos(ωt)
[
ηω − σ0
u0
sin(δ)− ηω
G
σ0
u0
cos(δ)
]
(1.51)
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Diese Gleichung kann nur erfu¨llt sein, wenn die beiden Ausdru¨cke in den ecki-
gen Klammern gleich Null sind. Die Auflo¨sung dieses Gleichungssystems nach dem
Speicher- und Verlustmodul, wie sie in 1.12 und 1.13 definiert sind, ergibt dann:
G′ =
η2ω2
G
η2ω2
G2
+ 1
(1.52)
G′′ =
ηω
η2ω2
G2
+ 1
(1.53)
tan(δ) =
G
ηω
(1.54)
Das Zener-Modell liefert nach Abbildung 1.5(c) die folgenden Gleichungen (wir
bezeichnen die Feder, welche in Reihe mit dem Stempel liegt mit e2 und beide
zusammen mit dem Index P ):
σ(t) = σe(t) + σP (1.55)
σP (t) = σe2(t) = σv(t) (1.56)
u(t) = ue(t) = uP (t) (1.57)
uP (t) = ue2(t) + uv(t) (1.58)
(1.59)
Nach einigen Umformungen und Einsetzungen der obigen Gleichungen ergibt sich
die Differentialgleichung:
σ(t) +
η
G2
σ˙(t) = Gu(t) + η
(
1 +
G
G2
)
u˙(t) (1.60)
Daraus lassen sich analog zum Maxwell-Modell der Speicher- und Verlustmodul so-
wie der tan(δ) bestimmen:
G′ =
(
ηω
G2
)2
(G+G2) +G(
ηω
G2
)2
+ 1
(1.61)
G′′ =
ηω(
ηω
G2
)2
+ 1
(1.62)
tan(δ) =
1− GG+G2
G
G+G2
ηω
G2(
ηω
G2
)2
G+G2
G + 1
(1.63)
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Gummi ist kein ideal elastisches oder viskoses Material und auch das Kelvin-Voigt-
Modell und das Maxwell-Modell ko¨nnen nicht das vollsta¨ndige Zug-Dehnungsver-
halten von Gummi bei variierender Frequenz abbilden. Mit dem Zener-Modell kann
man qualitativ den Funktionsverlauf des Speicher- und Verlustmoduls sowie den
tan(δ) eines ungefu¨llten Polymernetzwerkes nachbilden. Keines dieser Modelle ist
jedoch von der Amplitude des Zug-Dehnungsversuches abha¨ngig und kann damit
auch nicht den Verlauf des Speichermoduls bei variierender Amplitude, den Payne-
Effekt(siehe Abschnitt 1.4.3), modellieren. Es gibt eine Vielzahl weiterer Modelle,
die mehr oder weniger erfolgreich die Kurven der Dynamisch-Mechanischen-Analyse
nachbilden ko¨nnen. Jedoch erlaubt keines dieser Modelle einen Ru¨ckschluss auf den
molekularen Hintergrund der Kurvenverla¨ufe. Sie eignen sich nicht, um eine Bru¨cke
zwischen mikroskopischen (molekularen) Strukturen und den makroskopischen Ef-
fekten zu schlagen.
1.4.2. Hinweise auf Reifeneigenschaften
Die Ergebnisse der dynamisch mechanischen Messungen werden direkt mit Reife-
neigenschaften in Verbindung gebracht. Der Speicher- und Verlustmodul sowie der
tan(δ) werden als Funktion der Frequenz, der Temperatur und der Amplitude ge-
messen. Es ist mo¨glich die Messung bei variierender Frequenz und variierender Tem-
peratur ineinander umzurechnen, so dass nur eines von beiden gemessen werden
muss. Messungen bei variierenden Temperaturen ko¨nnen genutzt werden, um Aus-
kunft u¨ber das Material bei bestimmten Frequenzen zu erhalten. So gilt der tan(δ)
gemessen als Funktion der Temperatur bei fester relativer Amplitude um 10% und
fester Frequenz von 1 Hz im Bereich zwischen 40 ◦C und 70 ◦C als Indikator fu¨r den
Rollwiderstand. Das Naß-Rutsch-Verhalten la¨sst sich mittels des tan(δ) oder dem
Verlustmodul bei 0 ◦C (relativer Amplitude um 1% und Frequenz 1 Hz) gemessen
abscha¨tzen. Der komplexe Modul zwischen −20 ◦C und 0 ◦C wird oft zur Vorhersage
von Haftung auf Schnee und Eis benutzt [Dick, 2001, S. 159f].
1.4.3. Payne-Effekt
Das dynamische Zug-Dehnungsverhalten ungefu¨llter Elastomere ist u¨ber einen großen
Dehnungsbereich hin als linear anzusehen. Tra¨gt man jedoch bei mit aktiven Fu¨ll-
stoffen gefu¨llten Elastomernetzwerken den Speichermodul G′ gegen die Auslenkungs-
amplitude auf, beobachtet man bei Amplituden zwischen 1 % und 10 % einen starken
Abfall des Moduls. Dieses Verhalten wurde von Payne als erstes erkla¨rt [Payne, 1962]
und wird als Payne-Effekt bezeichnet. Payne fu¨hrt dieses Verhalten auf ein Aufbre-
chen des Fu¨llstoff-Netzwerkes zuru¨ck, welches der Fu¨llstoff innerhalb der Polymer-
matrix bildet. Man beobachtet eine u¨berproportionale Zunahme des Payne-Effekts
mit dem Fu¨llstoffvolumenbruch.
Außerdem ist die Sta¨rke der direkten Fu¨llstoff-Fu¨llstoff-Wechselwirkung ausschlag-
gebend fu¨r die Auspra¨gung des Payne-Effekts. Die Kurven in Abbildung 2.5 zeigen
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Abbildung 1.6.: Schematische Darstellung des Payne-Effekts. Der Speichermodul G′
bei kleinen Dehnungen nimmt mit dem Fu¨llstoffvolumenbruch u¨ber-
proportional zu.
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beispielsweise dieses Verhalten. Bei festem Fu¨llstoffvolumen sinkt dort der Modul mit
steigendem Silangehalt bei kleinen Amplituden ab. Bei großen Amplituden laufen die
Kurven auf einen gemeinsamen Wert zu. Der Payne-Effekt wird also mit steigendem
Silangehalt geringer. Das Silan verringert die Fu¨llstoff-Fu¨llstoff-Wechselwirkung.
Wir sprechen in diesem Zusammenhang auch von einer Abschirmung der aktiven
Fu¨llstoff-Oberfla¨che.
Tauscht man den Fu¨llstoff gewichtsgleich gegen Fu¨llstoffe mit einer ho¨heren ge-
wichtsspezifischen Oberfla¨che aus, so erho¨ht sich der Payne-Effekt bei festgehalte-
nem Silangehalt ebenfalls. Auch dies spricht dafu¨r, dass der Payne-Effekt abha¨ngig
von der aktiven Fu¨llstoff-Oberfla¨che ist. Man beobachtet dieses Verhalten sowohl
bei Rußen als Fu¨llstoff (dort werden jedoch keine Silane beigemischt), als auch bei
Silica.
Die dynamischen Scherkurven als Funktion der Verformungsamplitude werden auch
als Payne-Kurven bezeichnet und helfen bei der Charakterisierung von Gummi-
Proben. An der Sta¨rke des Moduls bei kleinen Dehnungen la¨sst sich die Fu¨llstoff-
Fu¨llstoff-Wechselwirkung von verschiedenen Gummi-Proben relativ zueinander ab-
scha¨tzen. Der Modul bei hohen Dehnungen gibt Hinweise auf die Sta¨rke des Netz-
werkes. Ein geringer Differenzwert der Modulen bei kleinen und großen Dehnungen,
also ein kleiner Payne-Effekt, gibt Hinweise auf geringen Rollwiderstand, da wenig
Energie beim Aufbrechen des Fu¨llstoffnetzwerkes dissipiert wird.
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Kleine Materialkunde Gummi
2.1. Fu¨llstoffe - Silica und Ruße
U¨blicherweise werden Fu¨llstoffe nach ihrer Wechselwirkung mit dem Kautschuk klas-
sifiziert [Abts, 2007] [Ro¨themeyer and Sommer, 2006]. Sie werden eingeteilt in:
 Aktive (oder versta¨rkende) Fu¨llstoffe, die mit der Polymermatrix in Wechsel-
wirkung treten und Eigenschaften wie den Dehn-/ Schermodul, die Reißfestig-
keit oder den Abriebswiderstand erho¨hen und zwar u¨ber die Erwartung der
hydrodynamischen Versta¨rkung hinausgehend [Smallwood, 1944,Huber et al.,
1996].
 Inaktive Fu¨llstoffe, die nicht direkt mit der Polymermatrix wechselwirken. Sie
dienen z.B. dazu die Verarbeitbarkeit zu verbessern oder die Gummimischung
zu strecken.
Im Folgenden werden die drei wichtigsten Kenngro¨ßen fu¨r aktive Fu¨llstoffe aufge-
fu¨hrt. Die Einteilung stammt aus [Ro¨themeyer and Sommer, 2006, S. 233] und wurde
in einigen Punkten an diese Arbeit angepasst.
Die Kontaktoberfla¨che (Extensita¨tsfaktor) ist die gesamte Oberfla¨che des Fu¨ll-
stoffs. Bei exakt kugelfo¨rmigen Fu¨llerpartikeln wa¨re diese bei bekanntem Partikel-
durchmesser einfach zu errechnen. Reale Fu¨llstoffe besitzen jedoch eine hohe Struk-
tur mit Ecken, Kanten und Poren, welche durch die Clusterung von unterschiedlich
großen Prima¨rpartikeln entsteht und die Messung der Oberfla¨chegro¨ße erschwert.
Zur Bestimmung der spezifischen Oberfla¨che wird meistens die BET-Methode1 be-
nutzt.
Die Oberfla¨chenaktivita¨t (Intensita¨tsfaktor) beschreibt die Wechselwirkung des
Fu¨llstoffs mit dem umgebenden Polymer. Die Auswirkungen der Wechselwirkungen
auf die Versta¨rkung und im Speziellen auf die dynamisch mechanischen Eigenschaf-
ten des Gummis werden in der Literatur wahrscheinlich vor allem deswegen kontro-
vers diskutiert, weil eine direkte Beobachtung (z.B. mittels Elektronen-Mikroskop)
1Eine kurze Beschreibung der BET-Methode findet sich im Glossar.
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nicht mo¨glich ist. [Harton et al., 2010] sieht eine immobile Polymerschicht in der
direkten Umgebung der Prima¨rpartikel, deren Volumenanteil mit sinkendem Parti-
keldurchmesser abnimmt. [Robertson et al., 2008] et al. zeigen, dass bei Rußen ver-
schieden großer Oberfla¨che und Silica-Mischungen ohne Silane, Silica-Mischungen
mit (nur abschirmenden) Alkylsilanen und Silica-Mischungen mit bifunktionalen Si-
lanen kein signifikanter Einfluss auf den Verlauf des Verlustmoduls gegen die Tempe-
ratur aufgetragen besteht. Sie sehen daraus schlussfolgernd keinen Einfluss einer ver-
glasten Polymerschicht an der Fu¨llstoffoberfla¨che auf die dynamisch mechanischen
Eigenschaften. [Allegra et al., 2008] vergleicht in seinem Review Artikel verschiedene
simulative Ansa¨tze, um die Oberfla¨chenaktivita¨t von Fu¨llstoffen besser zu verstehen.
Sowohl Monte Carlo [Vacatello, 2001] als auch Molekular Dynamik [Brown et al.,
2003] Simulationen zeigen in Dichteprofilen eine mehrere A˚ngstro¨m dicke geordnete
Schicht in der Na¨he der Fu¨llstoffe. Andere Autoren sprechen sich fu¨r eine vergla-
ste Schicht (engl. glassy-layer) von etwa 2 nm dicke aus (z.B. [Niedermeier et al.,
2002], [Fro¨hlich, ]) oder beschreiben sogar langreichweitige Effekte zwischen Fu¨ller-
partikeln, die aufgrund von konformativen Beitra¨gen diese u¨ber Distanzen von 60 nm
verbinden ko¨nnen [Jouault et al., 2009].
Die kleinen Poren hochstrukturierter Fu¨llstoffe sind fu¨r das Polymer nicht zuga¨ng-
lich. Die zur Verfu¨gung stehende Oberfla¨che wird daher mit der Adsorption gro¨ße-
rer Moleku¨le gemessen, meistens Cetyltrimethylammoniumbromid oder kurz CTAB
(eine quarta¨re Ammoniumverbindung mit einer langkettigen Alkylgruppe mit 16
Kohlenstoffatomen). Die so bestimmte Oberfla¨che wird CTAB-Oberfla¨che genannt.
Die Struktur (geometrischer Faktor) beschreibt die Morphologie, also die geome-
trische Form, der Fu¨llstoffaggregate als makroskopisch ausgedehntes Objekt. Hierbei
spielen Gro¨ße, Form und Gro¨ßenverteilung der Aggregate eine Rolle. Dabei ver-
steht man unter einem (Ruß-) Aggregat die kleinste aus den Prima¨rpartikeln auf-
gebaute Einheit, die sich beim Mischvorgang nicht zerkleinern la¨sst. Die Aggregate
ko¨nnen sich zu gro¨ßeren aber auch instabileren Strukturen, den Agglomeraten, zu-
sammenschließen. Im Fall von Silica spricht man eher von Clustern, da die Silica-
Prima¨rpartikel nicht wie die Ruß-Prima¨rpartikel fest aufeinander sitzen, sondern in-
nerhalb eines Clusters eine gewisse Mobilita¨t aufweisen. Die Cluster des Silica bauen
sich immer wieder um.
Die Fu¨llstoffe verteilen sich bei guter Dispersion homogen in der Polymermatrix.
Bei schlechter Dispersion bilden sich eher Agglomerate aus, was sich negativ auf
die versta¨rkenden Eigenschaften auswirkt, da potenziell aktive Oberfla¨che nicht zur
Verfu¨gung steht. Bei hohen Fu¨llgraden kann sich auch ein eigenes (perkulierendes)
Fu¨llstoff-Netzwerk ausbilden, was wie ein versta¨rkendes Geru¨st in der Polymerma-
trix wirkt. Die Dispersion kann mittels eines Dispergraders2 gemessen werden. Die
Struktur kann auch u¨ber die Bestimmung des Leervolumens zwischen den Aggrega-
2Siehe Glossar
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ten/Clustern als die Absorption von Dibutylphthalat (DBP) gemessen werden [Ro¨-
themeyer and Sommer, 2006, S. 354/361] .
In dieser Arbeit sind die aktiven Fu¨llstoffe Carbon Black, speziell designte Ruße, aber
vor allem Silica von Interesse. Das Wort Silica wird im Englischen fu¨r Siliziumdioxid
benutzt. Im deutschen Sprachraum wird mit Silica Kieselsa¨ure bezeichnet. Silica ist
in unserem Sinne ein feindisperser (kolloider) anorganischer Fu¨llstoff [Ro¨themeyer
and Sommer, 2006] mit amorpher Struktur.
2.1.1. Klassifizierung von Carbon Black
In Kapitel 12 des Buches Rubber Technology [Dick, 2001] beschreiben die Autoren
die charakteristischen Eigenschaften von Carbon Black im Anwendungsbereich als
Fu¨llstoff fu¨r Gummi. Carbon Black ist die kolloide Form von Kohlenstoff. Die nahezu
spha¨rischen Rußpartikel bilden Aggregate, welche sich wiederum zu Agglomeraten
zusammenschließen. Die kleinste Einheit, die wa¨hrend des Mischvorgangs in der
Polymermatrix dispergiert werden kann, sind die Prima¨r-Aggregate.
Der Ruß sorgt fu¨r die typische schwarze Farbe von Autoreifen. Ein rein Silica gefu¨ll-
ter Reifen wa¨re grau bis braun oder ko¨nnte mit anderen Pigmenten gefa¨rbt werden.
Doch auch wenn als Versta¨rkung nur Silica eingemischt wird, so kommen Ruße
ha¨ufig aufgrund ihrer elektrischen und wa¨rmeleitenden Eigenschaften trotzdem zum
Einsatz. Vor allem die elektrische Leitfa¨higkeit eines Reifens ist wichtig, weil dieser
den einzigen Kontakt des Fahrzeugs zum Boden darstellt und statische Ladungen
zur Erdmasse ableiten muss, damit es beispielsweise beim Tanken nicht zu Funken-
u¨berschla¨gen kommt. Ein perkolierendes Ruß-Fu¨llstoffnetzwerk kann die elektrische
Leitfa¨higkeit um 15 Zehnerpotenzen gegenu¨ber ungefu¨llten Kautschukmischungen
vera¨ndern [Ro¨themeyer and Sommer, 2006, S. 261].
Fu¨r die versta¨rkenden Eigenschaften in Gummimischungen sind die Gro¨ße, die Form
und die Oberfla¨chen der Prima¨r-Aggregate charakteristisch. Die Oberfla¨chen der
Spezial-Ruße unterscheiden sich durch die spezifische Gro¨ße, die Struktur und die
Oberfla¨chenaktivita¨t. Letztere beschreibt die Wechselwirkung des Fu¨llstoffes mit
dem Polymer.
2.1.2. Klassifizierung und Oberfla¨chenstruktur von Silica
Charakteristika von Silica Der U¨bersichtsartikel von Wagner [Wagner, 1976] be-
schreibt die Entwicklung der Silica-Technologie im Kontext von Silica als Fu¨ller fu¨r
Gummimischungen fu¨r Laufstreifen von Reifen. Nach Wagner gibt es zwei Parame-
ter, die entscheidend fu¨r den Einsatz von Silica und Silikaten sind: Der Durchmesser
von Fu¨llerpartikeln und der Grad der Hydrophobisierung. Die Autoren Wang und
Wolff spezifizieren die Oberfla¨cheneigenschaften in der Artikelserie:“Filler-Elastomer
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Interactions”[Wang et al., 1991] weiter und halten neben der Partikelgro¨ße die Struk-
tur oder den Grad der Irregularita¨t der Oberfla¨che und die Oberfla¨chenaktivita¨t fu¨r
wichtige Faktoren bei der Versta¨rkung von Gummi durch Fu¨llstoffe. Mittels inver-
ser Gas-Chromatographie bestimmen sie Absorptionsenergien von n-Alkanen in der
Na¨herung unendlicher Verdu¨nnung auf verschiedenen Silicaproben, um die Wechsel-
wirkung zwischen Fu¨ller und Elastomer zu charakterisieren.
Hydroxylgruppen der Silica-Oberfla¨che Die Hydroxylgruppen (auch mit OH-Grup-
pen oder Silanolgruppen bezeichnet) auf der Silica-Oberfla¨che sind der reaktive Teil
des Silica Prima¨rpartikels. Sie bilden die “Anknu¨pfungspunkte” fu¨r Silane, welche
durch chemische Reaktion auf die Oberfla¨che kovalent binden. Außerdem ko¨nnen
sie untereinander Wasserstoffbru¨ckenbindungen ausbilden und so Prima¨rpartikel zu
Aggregaten und Agglomeraten verbinden. Die Anzahl und Anordnung der Hydroxyl-
gruppen auf der Oberfla¨che ist somit sehr entscheidend fu¨r die Versta¨rkungseigen-
schaften von Silica. Sie stellen im Prinzip den atomistischen Hintergrund der oben
genannten Charakteristika der Silica-Oberfla¨che dar.
Da Silica ein amorphes Material ist, (siehe Abschnitt 2.1.3) ist die Bestimmung der
Hydroxylgruppendichte und deren geometrischen Anordnung schwierig, weil sie eben
keine regelma¨ßige Struktur aufweisen. Man unterscheidet isolierte OH-Gruppen, die
keine Wasserstoffbru¨ckenbindungen zu anderen OH-Gruppen auf derselben Oberfla¨-
che eingehen ko¨nnen, vicinale, die bevorzugt Wasserstoffbru¨ckenbindungen zu Nach-
barn ausbilden, geminale, die an dem gleichen Siliziumatom gebunden sind, und si-
loxane Geometrien, die durch Abspaltung von Wasser eine inaktive3 Si-O-Si-Bindung
darstellen. Die genannten Geometrien werden in Abbildung 2.1 gezeigt. Das Ad-
sorptionsverhalten und das chemische Reaktionsverhalten unterscheiden sich bei den
verschiedenen Anordnungen [Iler et al., 1979]. Die geminalen Gruppen sind am reak-
tivsten [Luginsland, 2002] und finden in dieser Arbeit daher die gro¨ßte Beachtung.
Die Aussagen u¨ber die verschiedenen Hydroxylgruppen-Geometrien stammen aus
Si-NMR- und IR-Spektroskopie Messungen. Diese sind jedoch schwierig, da die 29Si-
NMR ein schlechtes Signal-zu-Rausch-Verha¨ltnis liefert und die IR-Spektorskopie
nicht ortsaufgelo¨st ist.
2.1.3. Herstellungsverfahren
Der Herstellungsprozess von Rußen und Silica hat Einfluss auf die Oberfla¨chenbe-
schaffenheit und Aggregatsturktur und somit auf die versta¨rkenden Eigenschaften
der Fu¨llstoffe. Eine ausfu¨hrliche Darstellung der Herstellungsprozesse findet sich
in [Ro¨themeyer and Sommer, 2006], die hier kurz zusammengefasst wird.
3Nach Kapitel 7.3 in [Vilgis et al., 2009], ist die Wechselwirkung der Siloxangruppen mit unpolaren
Kohlenstoffgruppen schwach in Vergleich zu den Wasserstoffbru¨ckenbindungen, die die Silanol-
gruppen ausbilden ko¨nnen. Nach Kapitel 6 in [Krause, 2002] sind die Siloxangruppen chemisch
weitestgehend inert und hydrophob.
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Abbildung 2.1.: Die vier Hydroxylgruppen-Geometrien: A: vicinal (mit Wasserstoff-
bru¨ckenbindung), B: siloxan, C: geminal, D: isoliert
Ruße werden zu etwa 95% mit dem Furnace-Verfahren hergestellt. Kohlenwasser-
stoff in Form von O¨l wird bei Temperaturen zwischen 1200 ◦C und 1800 ◦C thermisch-
oxidativ gespalten. Die Temperatur bestimmt die Prima¨rpartikelgro¨ße, wobei ho¨here
Temperaturen kleinere Partikel ergeben. Die Struktur der Ruße wird u¨ber den Zusatz
von Alkalisalzen eingestellt.
Silica wird entweder mittels dem Fa¨llungsverfahren (pra¨zipitiertes Silica) oder
thermischen Verfahren (pyrogenes Silica) produziert, wobei letzteres in der Reifen-
industrie eine untergeordnete Rolle spielt. Denn pyrogenes Silica besitzt an seiner
Oberfla¨che weniger Silanolgruppen und mehr Siloxangruppen, weil die hohen Tem-
peraturen bei der Herstellung dafu¨r sorgen, dass Silanolgruppen in Siloxangruppen
kondensieren [Fubini et al., 1995]. Pra¨zipitiertes Silica besitzt unter den anorgani-
schen Fu¨llern das gro¨ßte Versta¨rkungspotenzial.
Pra¨zipitiertes Silica entsteht durch die Fa¨llung von Wasserglas mit Sa¨uren (H2SO4).
(Na2O ∗ SiO2)
H2SO4−−−−→ SiO2 + Na2SiO4
Abha¨ngig vom Pra¨zipitierungsprozess bilden sich an der Silica-Oberfla¨che unter-
schiedliche Mengenverha¨ltnisse von geminalen, vicinalen und isolierten OH-Gruppen
aus [Luginsland, 2002]. Es kann die Konzentration, der pH-Wert, die Temperatur
und die Zeit bei der Fa¨llung variiert werden.
2.1.4. Kleinste Fu¨llstoffeinheit
Sowohl Carbon Black als auch Silica bestehen aus Prima¨rpartikeln4. Carbon Black
Prima¨rpartikel5 haben einen Durchmesser von 5 bis 100 nm. Silica Prima¨rpartikel6
4Auch Pirma¨rteilchen oder in der englichsprachigen Literatur wird der Begriff Ultimate Particle
benutzt.
5Die hier angefu¨hrten Werte fu¨r Carbon Black Prima¨rpartikel, Aggregate und Agglomerate stam-
men aus [Vilgis et al., 2009]
6Die hier angefu¨hrten Werte fu¨r Silica Prima¨rpartikel, Aggregate und Agglomerate stammen aus
[Dick, 2001, S. 330]
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ko¨nnen einen Durchmesser von 5 bis 50 nm aufweisen . Eine verbreitete Methode die
Partikelgro¨ße anzugeben ist in Fla¨che pro Gewicht (m
2
g )
7, denn die Partikel sind
nicht immer exakt spha¨risch.
Die Prima¨rpartikel verbinden sich in beiden Fa¨llen zu Aggregaten der typischen Gro¨-
ße von 100 bis 500 nm. Diese Aggregate wiederum verbinden sich zu Agglomeraten.
Im Fall von Silica haben diese Agglomerate eine Ausdehnung von bis zu na¨herungs-
weise 100µm, im Durchschnitt aber 20 bis 50µm. Carbon Black Agglomerate sind
zwischen 1 und 40µm groß. Es ist unklar, was die kleinste fu¨r die Versta¨rkung be-
deutende Einheit ist, also ob wa¨hrend der Zug- und Scherbelastung des Gummis die
Grenzschichten zwischen Prima¨rpartikeln oder Aggregaten beansprucht wird und
eventuell nachgibt. Sicher ist, dass die Agglomerate, durch die wa¨hrend der Einmi-
schung in die Polymermatrix wirkenden Kra¨fte, wieder auf die Gro¨ße von Aggregaten
zermahlen werden ko¨nnen.
Im Kontext der Silica Struktur wird ha¨ufig auch von Clustern gesprochen [Norman,
2007, S. 5]; im Gegensatz zu niedrig strukturierten Carbon Black Aggregaten welche
eine eher lineare Anordnung aufweisen [Vilgis et al., 2009, S. 78]. Die Unterscheidung
wird bei der hohen Aggregat-Struktur einiger Carbon Black Typen jedoch schwierig.
Die Gro¨ße der Prima¨rpartikel spielt auch eine Rolle, ob der Fu¨llstoff aktiv oder
inaktiv ist. Wir vergleichen dazu die Anzahl der Netzknoten, die durch das Volumen
eines Prima¨rpartikels “verdra¨ngt” werden, mit den Anknu¨pfungspunkten die es an
seiner Oberfla¨che “anbietet”. Die Abbildung 2.2 veranschaulicht unsere U¨berlegung
fu¨r den zweidimensionalen Fall.
Die Netzknotendichte ν = nKnM (Anzahl Netzknoten pro Anzahl Monomere) der Po-
lymermatrix betra¨gt ein Knoten auf etwa 30 bis 100 Monomeren [Ro¨themeyer and
Sommer, 2006]. Zusammen mit der Dichte ρ des Kautschuks und der Molaren Masse
m des Momomers la¨sst sich die Anzahl der Netzknoten in einem gegebenen Volumen
V (das Volumen, dass durch das Prima¨rpartikel verdra¨ngt wird) abscha¨tzen:
nK = ν · nM = ν · V ρ
m
= ν · 4pi R
3 ρ
3m
(2.1)
Kugelfo¨rmige Prima¨rpartikel mit einem Durchmesser von R besitzen eine Oberfla¨-
che O = 4piR2. Die Dichte der Anknu¨pfungspunkte η an der Oberfla¨che O ha¨ngt
vom Fu¨llstoff ab und wird hier fu¨r Silan besetztes Silica mit 1 Silan
nm2
angenommen
(vergleiche auch Abschnitt 3.5). Die Anzahl der Oberfla¨chen-Anknu¨pfungspunkte
nO errechnet sich aus:
nO = η ·O = η · 4piR2 (2.2)
7Vergleiche BET-Methode u. CTAB-Methode im Glossar
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Abbildung 2.2.: Einfluss der Prima¨rpartikelgro¨ße: Die schematische Darstellung ver-
deutlicht, dass große Prima¨rpartikel mehr Netzknoten verdra¨ngen als
an der Oberfla¨che anbieten. Bei kleinen Prima¨rpartikeln ist es an-
dersherum. Das Gitter steht dabei fu¨r die Polymermatrix und dessen
Kreuzugspunkte fu¨r Netzknoten. Die schwarzen Punkte stellen mo¨gli-
che Anknu¨pfungspunkte fu¨r das Polymer an der Fu¨llstoff-Oberfla¨che
dar.
Setzen wir nun noch die Werte von Naturkautschuk (ρ = 0.93 g
cm3
und m = 68 u =
68 gmol) in Gleichung 2.1 ein, ko¨nnen wir den Radius des Prima¨rpartikels bestimmen,
das die gleiche Anzahl an Netzknoten verdra¨ngt wie an seiner Oberfla¨che anbietet.
Dazu setzen wir 2.1 mit 2.2 gleich und stellen nach dem Radius um:
R =
3ηm
νρ
≈ 11 nm bzw. 36 nm fu¨r ν = 1
30
bzw. ν =
1
100
(2.3)
Das ergibt einen Partikeldurchmesser von etwa 22 nm bis 72 nm. Nach [Ro¨themeyer
and Sommer, 2006, S. 232] besitzen versta¨rkende Fu¨llstoffe Prima¨rpartikel-Durch-
messer zwischen 10 nm und 100 nm. Fu¨llstoffe wirken mit Prima¨rpartikel-Durchmes-
sern von 100 nm bis 500 nm ma¨ßig versta¨rkend und ab 500 nm sind sie inaktiv. Unsere
recht grobe Abscha¨tzung, ab wann ein Partikel versta¨rkend wirken sollte, liegt also
in dem Bereich, wo sich auch im Experiment entsprechende Effekte zeigen.
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2.2. Haftvermittler und Abschirmung - Silane
2.2.1. Silica-Silan Technologie
Silica, als anorganische Substanz, mit seiner polaren Oberfla¨che und unpolarer Kau-
tschuk, bestehend aus organischen Kohlenwasserstoffstoffmoleku¨len, gehen ohne Wei-
teres keine, fu¨r die versta¨rkende Wirkung jedoch wichtige, Bindung ein. Bifunktiona-
le Organosilane, Haftvermittler, die eine Silizium-Kohlenstoff-Bindung enthalten und
auf der einen Seite an Silica und auf der anderen Seite u¨ber eine Schwefelbru¨cke an
das Polymer kovalent binden ko¨nnen, modifizieren die Silica-Oberfla¨che und machen
sie zur Polymermatrix kompatibel. Ein Organosilan besteht in der Regel aus drei Tei-
len (vgl. Abbildung 2.3): Eine hydrolysierbare Gruppe (fu¨lleraktiv), ein Spacer (dt.
Platzhalter) aus Kohlenstoffatomen und eine polymeraktiven Gruppe von Schwefela-
tomen [Luginsland, 2002]. In der Reifenindustrie kommen verschiedene Organosilane
zum Einsatz. In dieser Arbeit bescha¨ftigen wir uns mit Bis(triethoxysilylpropyl)-
tetrasulfid (TESPT), welches das am weitesten verbreitete Silan in dieser Branche
ist [Vilgis et al., 2009, S. 97] und auch als Bis(triethoxysilylpropyl)disulfid (TESPD)
erha¨ltlich ist, 3-Mercaptopropyltriethoxysilan (MPTE), Si363 und Alkylsilanen mit
verschieden langen Alkylketten. Die Alkylsilane ko¨nnen keine kovalente Bindung
zum Polymer eingehen. Sie werden weiter unten noch detaillierter vorgestellt.
Wir orientieren uns bei dem Anbindungsmodell an [Deschler et al., 1986]. Die Sila-
nisierungsreaktion wird dort als zweischrittiger Prozess beschrieben. In einem ersten
Schritt binden die Triethoxysilyl-Gruppen bei einer Temperatur unterhalb der Vul-
kanisationstemperatur an die Silanolgruppen. Unter Abspaltung von Ethanol ent-
stehen an der Oberfla¨che stabile Si-O-Si (siloxane) Bindungen. Wie in Abbildung 2.4
gezeigt ko¨nnen entweder eine (A) oder zwei (B) der Ethanolreste mit der Silanol-
gruppe auf der Silica-Oberfla¨che reagieren. In dieser Arbeit wird ausschließlich die
zweite Version (B) benutzt. Zudem ko¨nnen von dem hufeisenfo¨rmigen Silanmoleku¨l
nur ein Ende (A) oder beide Enden (B) an die Silica-Oberfla¨che anbinden. Beim
Einmischen des Silans beobachtet man eine Erniedrigung der Mooney-Viskosita¨t,
was auf die hydrophobisierende Wirkung des Silans zuru¨ckgefu¨hrt wird, so dass
die Fu¨llstoff-Fu¨llstoff-Wechselwirkung geschwa¨cht wird. Der zweite Schritt la¨uft bei
Vulkanisationstemperatur und nach Zugabe der Vulkanisationschemikalien (Schwefel
und Vulkanisationsbeschleuniger) ab. Bei TESPT bricht die Schwefelkette auf und
eine kovalente Bindung mit dem Polymer wird ermo¨glicht (C). Bei MPTE oder Si363
sind die Schwefelgruppen nicht geschu¨tzt und ha¨ufiger als bei TESPT kann es zu
einer vorzeitigen Bindung an das Polymer kommen, was als Scortch bezeichnet wird.
Außerdem wird in Abbildung 2.4 (C) eine Quervernetzung der nicht kondensierten
Alkoxy-Gruppen untereinander beschrieben.
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Spacerfülleraktiv polymer-aktiv
Abbildung 2.3.: Schematische Darstellung der bifunktionalen Organosilane. Den Al-
kylsilanen fehlt die polymeraktive Gruppe.
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Abbildung 2.4.: Kopplungsschma der Silananbindung an die Silica-Oberfla¨che. Es
werden in den Fa¨llen A bis C je Fall mehrere Merkmale behandelt,
die unabha¨ngig voneinander sind. A: (i) Ein Ethanolrest reagiert mit
der Silanolgruppe der Silica-Oberfla¨che, zwei Reste (R) bleiben u¨b-
rig. (ii) Nur eine fu¨lleraktive Seite des Silans bindet an die Oberfla¨che
an. B: (i) Zwei Ethanolreste reagieren mit den Silanolgruppen auf der
Oberfla¨che, ein Rest (R) bleib u¨brig. (ii) Beide fu¨lleraktiven Seiten
des Silans binden an die Oberfla¨che an. C: (i) Eine Quervernetzung
der nicht kondensierten Alkoxy-Gruppen untereinander. (ii) die po-
lymeraktiven Seiten des Silans binden an das Polymer an.
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Silan Strukturformel Molmasse gmol Abk.
Alkylsilan (EtO)3Si−(CH2)2−CH3 209 AS03
Alkylsilan (EtO)3Si−(CH2)7−CH3 276 AS08
Alkylsilan (EtO)3Si−(CH2)15−CH3 388 AS16
3-Mercaptopropyl-
triethoxysilan
(EtO)3Si−(CH2)3−SH 238 MPTE
Bis(triethoxy-
silylpropyl)disulfid
((EtO)3Si−(CH2)3−S)2 475 TESPD
Bis(triethoxy-
silylpropyl)tetrasulfid
((EtO)3Si−(CH2)3−S2)2 539 TESPT
VP Si363r (CH3−(CH2)12−(OCH2CH2)5−O)2
(EtO)Si−(CH2)3−SH
988 MP
Tabelle 2.1.: U¨bersicht der Silane, die in Gummimischungen fu¨r Vergleichsmessungen
mit den Simulationen verwendet wurden.
2.2.2. Alkylsilane
Die Alkylsilane AS03, AS08 und AS16 sind monofunktionell, d.h. sie binden unter
der Abspaltung von Alkohol an die Silica-Oberfla¨che, sind aber nicht in der Lage sich
wa¨hrend der Vulkanisation kovalent an die Polymermatrix zu binden (siehe Tabelle
2.1). Diese Alkylsilane dienen in der Gummiindustrie (bei Silica als Fu¨llerstoff) als
Verarbeitungshilfsmittel. Denn um Silica wa¨hrend des Mischvorgangs in der Gum-
mimatrix zu dispergieren, muss eine hohe Mischenergie aufgebracht werden. Der
Grund dafu¨r ist die starke Oberfla¨chenaktivitat von Silica. Binden die Alkylsilane
an die Silica-Oberfla¨che verringern sie durch Hydrophobierung die Oberfla¨chenak-
tivita¨t des Fu¨llstoffs und sorgen fu¨r eine bessere Dispergierbarkeit. Im Gegensatz
zu anderen Verarbeitungshilfsmitteln oder Weichmachern, die nur auf der Fu¨llstoff-
Oberfla¨che adsorbiert werden und nicht chemisch gebunden sind, entweichen sie bei
Kontakt mit Lo¨semitteln oder Schmierstoffen nicht [Hasse and Luginsland, 2001]
und verhindern eine Reagglomeration.
Die hydrophobierende Wirkung der Alkylsilane ist sowohl von der Kettenla¨nge als
auch von der eingemischten Menge abha¨ngig. Abbildung 2.5 zeigt die Messung des
dynamischen Schermoduls G’ in Abha¨ngigkeit zur Scheramplitude der Silane AS03,
AS08 und AS16, aufgenommen mit einem Rubber Process Analyser (RPA)8. Es
ist gut zu erkennen, dass sowohl die steigende Kettenla¨nge (Bild a) also auch die
steigende Silankonzentration (Bild b) der Alkylsilane in der Mischung den Payne-
Effekt verringern.
Um eine mo¨glichst hohe Versta¨rkung in Gummimischungen fu¨r Laufstreifen von
8Genauere Angaben zur Messung finden sich in Anhang B.2
30
2.3. Polymere
 0
 500
 1000
 1500
 2000
 2500
 1  10  100
D
yn
. S
ch
er
m
od
ul
 G
 ’ 
[kP
a]
Amplitude %
AS03
AS08
AS16
(a)
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 1  10  100
D
yn
. S
ch
er
m
od
ul
 G
 ’ 
[kP
a]
Amplitude %
ohne Silan
0.2
0.4
0.6
0.8
1.0
(b)
Abbildung 2.5.: Verlauf des dynamischen Schermoduls G’ in Abha¨ngigkeit der
Scheramplitude. (a): Verschiedene Alkylsilane in a¨quimolarer Men-
ge (0.5 Silanenm2 ). Mit steigender Kettenla¨nge nimmt der Payne-Effekt
ab. (b): Alkylsilan AS03 in unterschiedlicher Menge zugemischt (in
Einheiten von Silanenm2 ). Mit steigender Silankonzentration nimmt der
Payne-Effekt ab.
Reifen zu erhalten eignen, sich Alkylsilane weniger, da sie den Fu¨llstoff nicht wie
bifunktionelle Silane (z.B. TESPT) kovalent mit dem Polymer verbinden. Sie ko¨nnen
jedoch zusammen mit bifunktionalen Silanen eingesetzt werden, um bei gleicher
Hydrophobierung die Anbindungsdichte an den Fu¨llstoff zu steuern. Es gibt die
Vermutung, dass die chemische Anbindung “Versteifungen” in die Polymermatrix
nahe der Fu¨lleroberfla¨che induziert, was Effekte auf die versta¨rkenden Eigenschaften
des Fu¨llers haben ko¨nnte (siehe Abschnitt 2.1). Gummimischungen mit Alkylsilanen
eigenen sich gut, wenn das Modellsystem einfach gehalten werden soll, weil sie keine
solchen “Matrixeffekte” verursachen sollten.
2.3. Polymere
Naturkautschuk (engl. Natural Rubber oder kurz NR), synthetisches Polyisopren
(engl. Isoprene Rubber oder kurz IR), Polybutadien (engl. Butadien Rubber oder
kurz BR) und Styrol-Butadien-Kautschuk (engl. Styrol Butadiene Rubber oder kurz
SBR) sind die am ha¨ufigsten eingesetzten Kautschuke in der Reifenindustrie. Sie set-
zen sich aus den Monomeren Isopren, Butadien und Styrol zusammen, wie sie in Ab-
bildung 2.6 gezeigt sind. Entscheidend fu¨r die physikalischen Eigenschaften der Po-
lymere, wie Hitzebesta¨ndigkeit, O¨lbesta¨ndigkeit, Ka¨ltebesta¨ndigkeit, Ha¨rte, Festig-
keit, Dehnung, Verformungsrest, Ozonbesta¨ndigkeit, Witterungsbesta¨ndigkeit, Ab-
rieb und chemische Besta¨ndigkeit, ist die sterische Anordnung (Konformation, Kon-
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Abbildung 2.6.: Monomere der in dieser Arbeit verwendeten Polymere: Isopren
(links), Butadien (mitte), Styrol (rechts)
Abbildung 2.7.: trans-1,4-Polyisopren, auch Guttapercha genannt (oben), cis-1,4-
Polyisopren, auch Naturkautschuk genannt (mittig), Styrol-Butadi-
en-Kautschuk (unten).
figuration) der Monomereinheiten. Sind mehrere Monomertypen in einem Polymer
vorhanden, ist zusa¨tzlich die Abfolge der Monomereinheiten ausschlaggebend. Man
findet statistische Copolymere, alternierende Copolymere sowie Sequenz- und Block-
Copolymere. Die Glasu¨bergangstemperatur Tg, welche den Temperaturbereich des
spro¨den energieelastischen Glasbereiches von dem entropieelastischen (gummielasti-
schen) Bereich trennt, unterscheidet sich teilweise stark und liegt bei den oben ge-
nannten Polymeren im Bereich von −107 ◦C (BR) u¨ber −72 ◦C (NR/IR) bis −50 ◦C
(SBR). Eine ausfu¨hrlichere Beschreibung der Polymere und deren physikalische und
chemische Eigenschaften findet sich in [Ro¨themeyer and Sommer, 2006].
In dieser Arbeit simulieren wir vorwiegend IR (siehe Abschnitt 5.4). Die Lennard-
Jones-Parameter wurden jedoch auch fu¨r SBR getestet.
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2.4. Computersimulationen von Polymeren
Die charakteristischen Eigenschaften von Polymeren zeigen sich auf einer breiten
La¨ngen- und Zeitskala. Von A˚ngstro¨m, dem Abstandsbereich atomarer Bindungen,
bis hin zu Mikrometern, der La¨nge von Polymerketten, und von Picosekunden, dem
Zeitintervall von Bindungsschwingungen, bis hin zu Stunden, der Dauer von Kriech-
versuchen zur Bestimmung von Relaxationszeiten, mu¨ssen Effekte bei der Beschrei-
bung von Polymeren beru¨cksichtigt werden.
Bei der Computersimulation von Polymeren kommen daher Modelle auf den unter-
schiedlichen Skalen zum Einsatz. Die Mikrostruktur wird mit atomaren Modellen wie
Molekular Dynamik oder Monte Carlo Methoden simuliert. Es la¨sst sich beispiels-
weise das Verhalten von Polymeren in der Na¨he von Oberfla¨chen darstellen. Eine
ausfu¨hrlichere Beschreibung des atomistischen Polymer-Modells findet sich in Ab-
schnitt 3.6. Ein gro¨beres und ha¨ufig verwendetes Modell ist das Bead-Spring-Modell:
Monomere werden als Kugeln dargestellt, die u¨ber Federpotentiale verbunden sind.
Mit diesem Modell lassen sich zum Beispiel Pha¨nomene wie der Glasu¨bergang simu-
lieren. Ein anderer Ansatz, den das Lattice-Modell verfolgt, ist, die Monomere auf
Gitterpunkten zu platzieren und nur Bewegungen zu benachbarten Gitterpunkten
zuzulassen [Carmesin and Kremer, 1988], [Shaffer, 1994]. Die beiden Modelle werden
in Abbildung 2.8 dargestellt.
2.5. Mischprozess
Der Mischprozess zur Herstellung von Kautschukmischungen wird in mehrere Stufen
zerlegt. In der Regel reichen zwei Mischstufen: Das Grundmischen und das Fertig-
mischen [Ro¨themeyer and Sommer, 2006, S. 357].
Beim Grundmischen werden die einzelnen Komponenten Polymer, Fu¨llstoffe, Weich-
macher und Chemikalien miteinander vermischt, oder anders ausgedru¨ckt, in das
Polymer inkorporiert. Die Fu¨llstoffagglomerate mu¨ssen aufgebrochen werden, um
in dem Polymer zu dispergieren. Dabei muss auf die richtige Viskosita¨t geachtet
werden. Ist diese zu niedrig, ist die Dispersion schlecht, weil der Energieu¨bertrag
auf die Fu¨llstoffagglomerate nicht ausreicht um sie aufzubrechen. Ist die Viskosi-
ta¨t zu hoch, kann der Fu¨llstoff nicht gut inkoporiert werden, da das Polymer nicht
in die Zwischenra¨ume der Fu¨llstoffagglomerate eindringen kann. Die verbleibenden
mit Luft gefu¨llten Hohlra¨ume wu¨rden Schwachstellen des Fu¨llstoffnetzwerkes bezu¨g-
lich angebrachten Spannungen darstellen. Werden die Hohlra¨ume jedoch durch den
Mischvorgang mit Polymer gefu¨llt (Occluded Rubber) oder aufgebrochen, steigt die
spezifische Dichte der Mischung. Sie ist daher ein Maß fu¨r die Inkorporation des
Fu¨llstoffes [Ro¨themeyer and Sommer, 2006, S. 360].
Beim Fertigmischen werden die fu¨r die Vernetzung des Polymers wichtigen Che-
mikalien eingemischt. Hier ist auf die Temperatur zu achten. Der Schwefel soll die
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(a) Lattice-Modell (b) Bead-Spring-Modell
Abbildung 2.8.: Schematische Abbildung zweier Polymermodelle, die sich im Ver-
gleich zu dem von uns verwendeten atomistischen Modell auf ei-
ner gro¨beren Zeit- und La¨ngenskala befinden. Das Lattice-Modell
(a) setzt Monomere auf definierte Gitterpla¨tze der Kantenla¨nge d.
Der Bindungsabstand muss zwischen 2d und 4d betragen, was in
zwei Dimensionen die sechs abgebildeten Bindungen zula¨sst. Zufa¨llig
wird nun ein Monomer ausgewa¨hlt und um einen Gitterplatz ver-
schoben, wobei wieder nur erlaubte Bindungen entstehen du¨rfen. Auf
diese Weise kann Polymerdynamik mit relativ wenig Rechenaufwand
simuliert werden. Das Bead-Spring-Modell (b) fasst ebenfalls Mo-
nomere zu Kugeln (engl. Beads) zusammen, die u¨ber Federn (engl.
Springs) verbunden sind. Sowohl den Kugeln als auch den Federn
ko¨nnen verschiedene Potentiale zugewiesen werden, deren Parameter
nun an reale Polymere angepasst werden ko¨nnen. Durch die Vergro¨-
berung der Modelle lassen sich wesentlich gro¨ßere Systeme aufbauen,
die u¨ber la¨ngere Zeiten simuliert werden ko¨nnen als es mit dem ato-
mistischen Modell der Fall ist. Bei den Simulationsalgorithmen wird
jedoch ebenfalls auf Molekular Dynamik oder Monte-Carlo Metho-
den zuru¨ck gegriffen.
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Polymere erst zu einem Netzwerk verknu¨pfen, wenn er gut verteilt ist und die Form-
gebung zum gewu¨nschten Artikel abgeschlossen ist. Ist die Temperatur beim Fer-
tigmischen zu hoch, startet bereits die Vulkanisationsreaktion und ein inhomogenes
Polymernetzwerk resultiert.
In dieser Arbeit werden dynamisch mechanische Messungen mit Variation der dyna-
mischen Amplitude aus der Grundmischung (Mischstufe 1 oder kurz MS1) und der
Fertigmischung (engl. final mix oder kurz FM) betrachtet. Die Kurven der Grund-
mischstufe starten in der Regel auf einem ho¨heren G’-Niveau bei kleinen Amplituden,
gelangen aber bei großen Amplituden zu einem a¨hnlichen G’-Wert wie die Kurven
der Fertigmischstufe.
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3.1. Kurze Einfu¨hrung in Molecular Modelling
Unter Molecular Modelling (z.B. [Leach, 2001]) (dt. Molekulare Modellierung) ver-
steht man die Abbildung eines physikalisch-chemischen Systems, bestehend aus Ato-
men oder Moleku¨len, auf ein geeignetes Computermodell. Geeignet bedeutet, dass
diejenigen Attribute des Systems durch das Modell repra¨sentiert werden, welche
fu¨r die zu untersuchende Fragestellung relevant sind. Der Begriff schließt die Vi-
sualisierung von Moleku¨len ebenso wie die (numerische) Berechnung von physika-
lisch-chemischen Eigenschaften eines komplexen Systems mit ein. Das Spektrum
der Eigenschaften reicht von der Elektronik kleinerer Moleku¨le u¨ber die ra¨umlichen
Strukturen bis hin zu den makroskopischen mechanisch-thermodynamisch-elektro-
optischen Eigenschaften eines Materials [Hentschke et al., 2004]. Die Gro¨ße eines sol-
chen Modells kann sich von einigen kleineren Moleku¨len bis hin zur Gro¨ßenordnung
von 106 Atomen (vergleiche Abschnitt 1.3) erstrecken.
Eines der Hauptprobleme beim Molecular Modelling ist das Modell zu parametrisie-
ren. Dies geschieht in Form sogenannter pha¨nomenologischer Kraftfelder. Atomen
oder Atomgruppen werden Wechselwirkungspotenziale zugeteilt. Die genauen Po-
tenzialverla¨ufe ko¨nnen dabei u¨ber Koeffizienten an das jeweilige Element angepasst
werden. An einem Trainingssystem wird mit diesem so parametrisierten Modell ver-
sucht, experimentell gemessene (reale) Attribute des System zu reproduzieren. Lie-
gen die simulierten Werte zu weit von den gemessenen entfernt, werden die Parameter
variiert und erneut verglichen. Dieser Zyklus wird solange wiederholt, bis sich das
Trainingssystem zum realen System genu¨gend a¨hnlich verha¨lt. Die Kraftfelder wer-
den in der Regel an mehrere solcher Trainingssysteme und verschiedene Attribute
angepasst. Die Auswahl dieser ist entscheidend fu¨r den spa¨teren Erfolg der Compu-
tersimulationen von komplexeren (aus den Trainingssystemen zusammengesetzten
oder ihnen a¨hnlichen) Systemen.
Das System gefu¨lltes Elastomernetzwerk, welches in dieser Arbeit behandelt wird,
setzt sich aus mehreren Komponenten zusammen, wie wir im na¨chsten Kapitel sehen
werden.
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Abbildung 3.1.: Schematische Darstellung der betrachteten Grenzfla¨chen. G1 ist die
Grenzfla¨che zweier Silica-Prima¨rpartikel, G2 die Grenzfla¨che zweier
mit Silan bedeckter Prima¨rpartikel und G3 schließt zusa¨tzlich einen
Ausschnitt der Polymermatrix mit ein.
3.2. Komponenten des simulierten Systems
Eine grundlegende Vereinfachung des hier verwendeten Modells ist die klassische
Na¨herung mittels pha¨nomenologischer Kraftfelder. Die verwendeten La¨ngeneinhei-
ten sind A˚ngstro¨m oder Nanometer, die Zeiteinheit ist Picosekunden. Wir bewegen
uns also in der Gro¨ßenskala von Atomen oder kleineren Moleku¨len. Da wir jedoch
einige Tausend davon simulieren wollen, ist eine quantenmechanische Betrachtungs-
weise nicht mehr mo¨glich. Vielmehr stellen wir Atome als Kugeln mit gewisser Gro¨ße
und Masse dar und weisen ihnen Wechselwirkungspotentiale zu. Genauer wird dies
in Kapitel 5 beschrieben.
Wie bereits in Abschnitt 1.3 diskutiert, ist es nicht mo¨glich das System eines gefu¨llten
Elastomernetzwerkes mit allen Einzelheiten zu simulieren. Das große System muss
in kleinere Untersysteme zerlegt werden und Details mu¨ssen vereinfacht werden.
Zuna¨chst einmal stellen wir aber fest, welche Komponenten unser System gefu¨lltes
Elastomernetzwerk beinhaltet.
Polymermatrix: Die Polymermatrix ist der elastische Teil unseres Systems. Lan-
ge Kettenmoleku¨le (mehrere 1000 Monomere) sind u¨ber Schwefelbru¨cken zu einem
Netzwerk verknu¨pft. Außerdem existieren Verschlaufungen und Knoten, die zusa¨tzli-
che Netzwerkpunkte bilden ko¨nnen. Die elastischen Eigenschaften werden aus Sicht-
weise der molekularen Simulationen auf makroskopischer Skala gemessen, also in
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Einheiten von Millimeter und Sekunden bzw. Hertz (1/Sekunde). Die Abbildung
dieser Attribute liegt somit außerhalb der Reichweite des Molecular Modellings.
Werden aber aktive Fu¨llstoffe (siehe Abschnitt 2.1) in die Polymermatrix eingebet-
tet, kommen Attribute hinzu. Das Verhalten der Polymere nahe einer Oberfla¨che
ist ein anderes als im Bulk-Bereich der Polymermatrix und ha¨ngt im hohen Maße
von der Beschaffenheit der Oberfla¨che ab. Von Bedeutung sind die Art und Weise
der Anknu¨pfung an die Fu¨llstoffoberfla¨che, die Anzahl der Anknu¨pfungspunkte und
die daraus resultierende Mobilita¨t der Polymere an der Oberfla¨che. Diese Attribute
auf der La¨ngenskala von Nanometern sind mit Techniken des Molecular Modellings
abbildbar.
Fu¨llstoff: Der Fu¨llstoff, in unserem Fall Silica, besteht aus Prima¨rpartikeln mit
Durchmessern von typischerweise 10 nm bis 100 nm. Ein Silicavolumen von 1 nm3
schließt 7 bis 8 Atome ein. Ein Prima¨rpartikel besteht also gro¨ßenordnungsma¨ßig
aus 103 bis 106 Atomen, was fu¨r Computersimulationen an der Grenze des Machba-
ren liegt. Die Oberfla¨che solch spha¨rischer Prima¨rpartikel betra¨gt etwa 300 nm2 bis
30000 nm2. Betrachtet man nur eine a¨ußere Schale mit 1 nm Dicke, muss man noch
zwischen ∼ 1400 und ∼ 200000 Atome pro Prima¨rpartikel simulieren. Eine Simu-
lation auf atomarer Ebene muss sich also auf wenige Prima¨rpartikel beschra¨nken.
Aggregate oder gar Agglomerate, die innerhalb der Polymermatrix ein Fu¨llernetz-
werk ausbilden ko¨nnen, sind nicht mehr atomar auflo¨sbar. Ein Molecular Modelling
des Fu¨llernetzwerkes, um z.B. dessen Struktur oder das Verhalten bei Zugversuchen
abzubilden, ist ebenfalls nicht mo¨glich.
Funktionalisierte Oberfla¨che des Fu¨llstoffs: Die Oberfla¨che des Fu¨llstoffs Silica
wird zur besseren Anbindung an die Polymermatrix mit bifunktionalen Haftvermitt-
lern, die auf der einen Seite an das Silica und auf der anderen Seite an das Polymer
kovalent binden ko¨nnen, aktiviert (siehe Abschnitt 2.2). Die verschiedenen Anbin-
dungsmodelle ko¨nnen modelliert werden. Es handelt sich um wenige und, verglichen
mit dem Polymer, recht kleine Moleku¨le.
3.3. Simulierte Grenzfla¨chen dieser Arbeit
Abbildung 3.1 zeigt schematisch einen Ausschnitt aus einem gefu¨llten Elastomer-
netzwerk. Wir zerlegen dieses System in die drei Untersysteme G1, G2 und G3. Die
Idee dabei ist, dass mit diesen Untersystemen die wesentlichen Eigenschaften des
Modells weiterhin modelliert werden ko¨nnen. Unser Interesse gilt der versta¨rkenden
Wirkung von Silica in Gummi, also dem Verhalten des Gesamtsystems bei Zugbe-
lastung (statisch/dynamisch). Aus Kapitel 2 wissen wir, dass bei der Versta¨rkung
die Oberfla¨chenaktivita¨t des Fu¨llstoffs (vergleiche Abschnitt 2.1) eine entscheidende
Rolle spielt. Die Oberfla¨che ist eine Grenzfla¨che zwischen dem Fu¨llstoff und seiner
39
Kapitel 3. Molecular Modelling
Umgebung und ihre Aktivita¨t wird bestimmt durch den Wechselwirkungspartner. So
reduzieren wir das Gesamtsystem auf die Grenzfla¨che G1 zweier Silica-Prima¨rparti-
kel, die Grenzfla¨che G2 zweier mit Silan bedeckter Prima¨rpartikel und die Grenzfla¨-
che G3, welche zusa¨tzlich noch einen Ausschnitt der Polymermatrix mit einschließt.
3.4. Grenzfla¨che G1 - Das Silica-Modell
3.4.1. Wahl der Silicastruktur
Silica als Fu¨llstoff fu¨r Elastomernetzwerke - insbesondere fu¨r die Lauﬄa¨chen von
PKW-Reifen - ist fast immer pra¨zipitiertes Silica (Abschnitt 2.1.3). Die so herge-
stellten Silica weisen eine amorphe Struktur auf, die weder experimentell noch theo-
retisch vollsta¨ndig verstanden ist. Aus diesem Grund haben wir uns entschieden in
dem Modell fu¨r die Silicaoberfla¨che die β-cristobalit Struktur von Siliziumdioxid ab-
zubilden. Diese kristalline Struktur wird in der Literatur als der amorphen Struktur
am a¨hnlichsten beschrieben [Iler, 1955, S. 243] und das hat die folgenden Gru¨nde:
 Die Silanolgruppendichte auf der Oberfla¨che von β-cristobalit und amorphen
Silica ist in guter U¨bereinstimmung. Sie liegt bei etwa 8 Silanolgruppen
nm2
[Peri and
Hensley, 1968].
 In Abschnitt 2.1.2 wurden die unterschiedlichen Geometrien der Silanolgrup-
pen auf der Silicaoberfla¨che beschrieben und festgestellt, dass die geminalen
Strukturen die ho¨chste chemische Reaktivita¨t aufweisen. Schneidet man durch
die 100-Ebene des β-cristobalit von Silica, weist die Oberfla¨che ausschließlich
geminale Silanolgeometrien auf. Daher benutzen wir diese Schnittfla¨che fu¨r
unser Oberfla¨chenmodell als “Extremfall” eines aktiven Silicafu¨llstoffes.
3.4.2. Partialladungsverteilung G1
Das Lennard-Jones Potential (siehe Abschnitt 4.2.1) approximiert die Wechselwir-
kung zwischen zwei neutral geladenen Atomen. In Moleku¨len ko¨nnen sich die Ladun-
gen jedoch zwischen den gebundenen Atomen verschieben. Diese Ladungsverschie-
bungen ko¨nnen u¨ber das Lennard-Jones Potential nicht allgemeingu¨ltig abgebildet
werden, sondern mu¨ssen fu¨r jedes Moleku¨l einzeln bestimmt werden (siehe Abschnitt
5.2.1). Gerade fu¨r Moleku¨le mit starkem Dipolmoment ist dies von Bedeutung, aber
zugleich schwierig, wie die große Anzahl an Modellen fu¨r das Wassermoleku¨l zeigt.
Die exakte quantenmechanische Beschreibung der kontinuierlichen Ladungsvertei-
lung eines Moleku¨ls u¨ber eine analytische Lo¨sung der Schro¨dingergleichung ist ein
offenes Problem. Es existieren verschiedene Na¨herungsverfahren wie die Hartree-
Fock-Methode, Mo¨ller-Plesset-Sto¨rungstheorie oder die Dichtefunktionaltheorie so-
wie semiempirische Methoden zur Lo¨sung der Schro¨dingergleichung. Diese sind je-
doch sehr rechenaufwa¨ndig und auf wenige 50 bis 100 Atome beschra¨nkt [Hehre,
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2003, S. 27]. Stattdessen wird fu¨r MD-Simulationen die kontinuierliche Ladungs-
verteilung durch diskrete Punktladungen (sogenannte Partialladungen), die auf den
Atomkernen lokalisiert sind, ersetzt.
Die statische Verteilung von Partialladungen auf einzelne Atome ist eine Approxima-
tion. Weder experimentell, noch aus theoretischen Berechnungen lassen sich Partial-
ladungen eindeutig einzelnen Atomkernen zuweisen1 [Hehre, 2003, S. 434]. In dieser
Arbeit bestimmen wir die Partialladungen mit der Methode des Electrostatic-Poten-
tial-Fitting (kurz ESP und englisch fu¨r Elektrostatische-Potential-Anpassung). Da-
fu¨r wird ein das Moleku¨l umschließendes virtuelles Gitter erstellt. Die Electrostatic-
Potentials p zwischen den delokalisierten Moleku¨lelektronen (auch Moleku¨lorbitale
genannt) und einer Testladung, die nacheinander auf jedem Gitterpunkt p platziert
wird, werden berechnet. Dann werden die Moleku¨lorbitale durch Punktladungen
(auch Partialladungen genannt), die an den Kernpositionen der Moleku¨latome lo-
kalisiert werden, ersetzt und die resultierenden approximierten Elektrostatischen-
Potentiale approxp zwischen der Testladung auf dem Gitter und den Partialladungen
bestimmt:
approxp =
Kerne∑
A
QA
RAp
(3.1)
RAp ist der Abstand zwischen dem Ort p der Testladung und dem Atomkern mit der
Partialladung QA. Mittels der Methode der kleinsten Quadrate werden die Partial-
ladungen solange optimiert bis die approxp den entsprechenden p genu¨gend a¨hnlich
sind.
Das Electrostatic-Potential p berechnet sich wie folgt:
p =
Kerne∑
A
ZA
RAp
−
Basis∑
µ
Saetze∑
ν
Pµν
∫
Φ∗µ(~r)Φν(~r)
rp
d~r (3.2)
Hier ist ZA die atomare Ordnungszahl, RAp der Abstand des Atomkerns A zum Orts-
punkt p der Testladung. Der zweite Term beschreibt die Coulombwechselwirkung
der Moleku¨lelektronen mit der Testladung. rp ist der Abstand dieser Elektronen zur
Testladung und Pµν ist die Dichtematrix, welche zusammen mit den Basisfunktionen
die Elektronendichte ρ~r ergibt:
ρ(~r) =
Basis∑
µ
Saetze∑
ν
PµνΦ
∗
µ(~r)Φν(~r) (3.3)
1Ju¨ngste Arbeiten bei IBM [Mohn et al., 2012] erlauben es die intramolekulare Ladungsverteilung
von Naphthalocyanine zu bestimmen.
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Abbildung 3.2.: Die Verteilung der elektrostatischen Partialladungen auf der Silica-
Oberfla¨che wurden auf Basis der semiempirischen AM1 Methode und
der sto¨rungstheoretischen Mo¨ller-Plesset Methode 2. Ordnung (MP2)
bestimmt.
Die Basisfunktionen Φ(~r) (in ihrer Gesamtheit auch Basissatz genannt) sind die Wel-
lenfunktionen der im Moleku¨l vorkommenden Atomorbitale. Durch Linearkombina-
tion der Atomorbitale lassen sich nach der Linear-Combination-of-Atomic-Orbitals-
Methode (kurz LCAO) die Moleku¨lorbitale berechnen. Die Moleku¨lorbitale wieder-
um stellen nach der Moleku¨lorbitaltheorie die Elektronenstruktur von Moleku¨len
dar.
Die Berechnung des Integrals, also der Coulombwechselwirkung, geschieht in un-
serem Fall auf Basis der semiempirischen AM1-Methode, welche im kommerziellen
Programmpaket Spartan ’08r der Firma Wavefunktion implementiert ist. Semiem-
pirische Modelle sind Hartree-Fock Modellen sehr a¨hnlich [Hehre, 2003, 48]. Dem-
nach werden zur Einsparung von Rechenzeit nur Valenzelektronen betrachtet und
als zentrale Approximation angenommen, dass Orbitale von Wellenfunktionen un-
terschiedlicher Atome nicht u¨berlappen, also gilt:
∫
Φ∗µΦνdτ = 0 Φ
∗
µ und Φν unterschiedlicher Atome (3.4)
Einen guten U¨berblick der unterschiedlichen Methoden der Quantenchemie liefern
die ersten vier Kapitel des Buches [Hehre, 2003]. Die Ergebnisse der Partialladungs-
berechnung finden sich in Abbildung 3.2
3.4.3. Testkriterien fu¨r die Silicaoberfla¨che
Die Parametrisierung der Silicaoberfla¨che soll getestet werden. Hierzu ziehen wir
kalorimetrische Messungen der isosteren Adsorptionswa¨rme von kleinen Moleku¨len
(Wasser, Kohlenstoffdioxid, Methan) auf Silica als Referenz heran [Malani and Ay-
appa, 2009], [Sircar and Cao, 2002] [Armistead et al., 1969]. Mittels MD-Simulation
dieser Moleku¨le kann die potenzielle Energie eines Moleku¨ls an einer bestimmten Po-
sition u¨ber der Oberfla¨che berechnet werden. Mehrere solcher Simulationen ergeben
als Mittelwert die Adsorptionsenergie des jeweiligen Moleku¨ls auf der modellierten
Oberfla¨che, welche mit der isosteren Adsorptionswa¨rme-Messung verglichen wird.
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Moleku¨l Atom q (e) σ(nm) (kJ/mol)
H2O O 0.338 0.190 0.185
H2O H -0.676 0.383 1.683
CO2 O -0.421 0.312 0.251
CO2 C 0.842 0.400 0.330
CH4 Cunited 0.000 0.400 0.330
Tabelle 3.1.: Kraftfeldparameter (siehe Abschnitt 4.2.1) und Partialladung in Viel-
fachen der Elementarladung e (siehe Abschnitt 4.2.1) der Testmoleku¨-
le. Als Kombinationsregel gilt fu¨r die Sigmas das arithmetische Mit-
tel σij =
1
2 (σii + σjj) und fu¨r die Epsilons das geometrische Mittel
ij =
√
iijj
Adsorptionsenergie der Testmoleku¨le Die Partialladungen und Geometrien der
Testmoleku¨le Wasser und Kohlenstoffdioxid stammen aus dem Programmpaket Spar-
tan ’08r. Fu¨r die Partialladungen kam wie schon bei der Oberfla¨che die ESP-Me-
thode auf Basis der semiempirischen AM1-Methode zum Einsatz.
Um die Adsorptionsenergie von Wasser und Kohlenstoffdioxid auf der Oberfla¨che zu
bestimmen, wird ein kurzer MD-Run2 bei hoher Temperatur von 900 K durchgefu¨hrt.
Mit dieser Methode soll das Moleku¨l an eine zufa¨llige Position auf der Oberfla¨che
gebracht werden3. Mit der Steepest-Decent-Methode wird dann das na¨chste lokale
Energieminimum gesucht und dessen Wert gemessen. Dieser Zyklus wird 20 mal
wiederholt. Der Mittelwert liefert die Adsorptionsenergie. Die Ergebnisse sind in
Abbildung 3.3 zu sehen.
Das Testmoleku¨l Methan ist als United Atom modelliert und besitzt keine Ladung.
Zur Ermittelung der Adsorptionsenergie wird eine etwas andere Methode benutzt.
Bei den MD-Runs zur zufa¨lligen Positionierung des Moleku¨ls an der Oberfla¨che gera¨t
das Teilchen aus unklaren Gru¨nden zu weit von der Oberfla¨che weg, so dass keine
Wechselwirkung mehr stattfindet. Daher wird dieser Schritt durch einen Zufallszah-
lengenerator ersetzt. Dieser positioniert das Teilchen in einem einstellbaren Abstand
zur Oberfla¨che. Dann wird mit der Steepest Decent Methode das na¨chste lokale Mi-
nimum gesucht und an dieser Position die potenzielle Energie zur Silicaoberfla¨che
gemessen. Dieser Zyklus wird pro Abstand 20 mal wiederholt. Insgesamt werden so
20 Absta¨nde vermessen. Das Testteilchen ist nicht gezwungen wa¨hrend des Stee-
pest-Decent-Runs in der Abstandsebene zu bleiben. Gerade nahe an der Oberfla¨che
wird es sich zu der Oberfla¨che hin oder von der Oberfla¨che weg bewegen, was die
unregelma¨ßige Messpunkteverteilung fu¨r kleine Absta¨nde in Abbildung 3.4 erkla¨rt.
210000 Zeitschritte mit ∆t = 0.001 ps
3Diese Methode ist angelehnt an das Simulated Annealing, welche dazu dient in einer Landschaft
mit lokalen Minima das globale Minimum zu finden.
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Abbildung 3.3.: (a): Adsorptionsenergie eines Wassermoleku¨ls auf der Silica-Ober-
fla¨che als Mittelwert aus 20 Simulationen. Der Mittelwert liegt bei
−63.123±3.964 kJmol . (b): Adsorptionsenergie eines Kohlenstoffdioxid-
Moleku¨ls auf der Silica-Oberfla¨che als Mittelwert aus 20 Simulatio-
nen. Der Mittelwert liegt bei −29.833± 2.298 kJmol .
Vergleich der simulierten und experimentellen Daten In den Referenzen [Ma-
lani and Ayappa, 2009], [Sircar and Cao, 2002] [Armistead et al., 1969] sind iso-
stere Adsorptionswa¨rmen bei verschwindender Bedeckung bestimmt worden. U¨ber
q0 =
1
2RT + UAdsorp. wird die Adsorptionswa¨rme q0 mit der Adsorptionsenergie
UAdsorp.in Beziehung gesetzt, wobei T die Temperatur ist und R die Gaskonstante.
Abbildung 3.4 zeigt einen Vergleich der experimentellen Daten mit den Simulatio-
nen. Es ist zu beobachten, dass wir den Betrag der Adsorptionsenergie unterscha¨tzen.
Insbesondere besitzen unsere Modelloberfla¨chen eine kristalline Struktur. Die expe-
rimentellen Oberla¨chen sind amorph und weisen Defekte (wie z.B. Spalten, Kanten
oder Ecken) auf, die zu einer ho¨heren isosteren Adsorptionswa¨rme fu¨hren ko¨nnen.
Angesichts der nicht genau charakterisierten Oberfla¨chenstruktur sind die theoreti-
schen Ergebnisse recht befriedigend. Eine Verbesserung der verwendeten Wechsel-
wirkungsparameter wird daher in dieser Arbeit nicht angestrebt.
Die Ladungsverteilung und Lennard-Jones-Parameter unseres Silica-Modells wurden
zudem in der Bachelorarbeit [Meyer, 2012] benutzt, um das Adsorptionsverhalten
von TIP4P/2005 Wasser anhand von Lennard-Jones und Coulomb-Wechselwirkung
sowie Wasserstoffbru¨ckenbindungen zu simulieren. Im Rahmen der experimentellen
Genauigkeit sind die Simulationsresultate in U¨bereinstimmung mit den experimen-
tellen Ergebnissen.
44
3.5. Grenzfla¨che G2 - Silica-Silan-Modelle
-10
-5
0
5
10
15
20
5 6 7 8 9 10 11 12 13 14 15
P
ot
. E
ne
rg
ie
 [k
J/
m
ol
]
x-koord.
(a)
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 0  10  20  30  40  50  60  70
E x
p e
r i m
e n
t  [ k
J / m
o l ]
Theorie [kJ/mol]
Steigung = 1.35 +- 0.16 
A-Absch. = 6.02 +- 6.5 
Methan
CO2
Wasser
(b)
Abbildung 3.4.: (a): Adsorptionspotenzial von Methan auf Silica ermittelt aus
Steepest-Decent-Rechnungen. Der Minimalwert der Energie bei -8
kJ/mol wird als Adsorptionsenergie angenommen. (b): Vergleich von
den simulierten Adsorptionsenergien (Theorie) mit experimentell ge-
messenen (Experiment).
3.5. Grenzfla¨che G2 - Silica-Silan-Modelle
3.5.1. Silanverteilung auf der Silica-Oberfla¨che
Das Modellsystem G2 der Grenzfla¨che zweier silanbesetzter Silica-Oberfla¨chen ba-
siert auf dem G1 Modell. Die geminalen OH-Gruppen auf der 100-Ebene der β-
cristobalit Struktur stellen die Anknu¨pfungspunkte fu¨r die Silane an den Fu¨llstoff
dar. Abbildung 3.5 zeigt exemplarisch einen Ausschnitt des G2 Modells. Das Mo-
dell ist so aufgebaut, dass nicht jede OH-Gruppe als potentieller Anknu¨pfungspunkt
dienen kann. Die Punkte an denen die Silane sitzen sind so gewa¨hlt, dass die Si-
lane an zwei Siliziumatome (braun) binden (wobei jeweils ein Sauerstoffatom (rot)
dazwischen sitzt). Zwischen einer Reihe Silanen befindet sich in unserem Modell
immer eine Reihe OH-Gruppen. Aus der Abbildung 3.5 wird auch deutlich, dass
die volle Besetzung bei 2 Silanen pro nm2 liegt. Damit ist in diesem Beispiel, da
wir ausschließlich das Anknu¨pfungsmodell B aus Abbildung 2.4 benutzen (wo das
Silizium Atom des Silans an zwei Sauerstoffatome der Oberfla¨che anbindet 4), jede
zweite OH-Gruppe umgesetzt. Die anderen OH-Gruppen sind aufgrund sterischer
Hinderungen nicht erreichbar fu¨r die Haftvermittler.
4In der Abbildung 2.4 (B) ist das Silan TESPT (X=4) oder TESPD (X=2) gezeigt. Der Unterschied
zu MPTE aus Abbildung 3.5 ist, dass ein TESPD Moleku¨l an der Schwefelbru¨cke getrennt zwei
MPTE Moleku¨len entspricht. Volle Silanisierung ist bei TESPT bzw. TESPD also bei 1 Silan
pro nm2, wenn jeder Teil anbindet und keine freien Enden bestehen bleiben (wie in Abbildung
2.4-A der Fall).
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Abbildung 3.5.: Ausschnitt der Aufsicht auf eine Oberfla¨che von 4 nm2 (2 nm×2 nm)
des G2 Systems. Die Oberfla¨che ist vollsta¨ndig mit MPTE besetzt,
was eine Silandichte von 2 pro nm2 bedeutet. Dabei wurde die Ha¨lfte
der OH-Gruppen von der Oberfla¨che umgesetzt.
Umrechnung Silanmenge Um die Silanmenge in phr aus dem Mischrezept in Silane
pro nm2 umzurechnen, verwenden wir folgende Formel:
x =
mS
MS
·NA · 1
OF ·mF · 10
−18 (3.5)
Hier ist x die Anzahl Silane pro nm2, mS die Menge Silan in Gramm, MS das
Molgewicht des Silans in Gramm/mol, NA die Avogadro-Konstante in mol
−1, OF
die massenspezifische CTAB-Oberfla¨che des Fu¨llers in Meter2/Gramm und mF die
Menge Fu¨llstoff in Gramm. Die CTAB-Oberfla¨che des verwendeten Silica-Granulats
wird mit 165 m
2
g angenommen (Herstellerangaben), die weiteren Werte finden sich
in den Tabellen 2.1 und B.1.
NMR Messungen der Silica-Oberfla¨che Wir wollen schauen, ob das erstellte G2
Modell mit der Anzahl seiner Anknu¨pfungspunkte fu¨r Silane zu den Silica-Oberfla¨-
chen im realen System passt. Dafu¨r wurden fu¨r Gummimischungen mit variierendem
Silangehalt Silizium-NMR Messungen durchgefu¨hrt, um den Umsatz der eingesetz-
ten Silanmenge auf der Silicaoberfla¨che zu untersuchen. Abbildung 3.6 zeigt die
durch die gebundenen Silane umgesetzen OH-Gruppen in Abha¨ngigkeit zur einge-
setzten Silanmenge. Die Silanmenge in phr aus dem Rezept B.2 wurde zum besseren
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Abbildung 3.6.: Umgesetzte OH-Gruppen in Abha¨ngigkeit zur eingesetzten Silan-
menge TESPT. Die Werte der Silanmenge wurden mit der Formel
3.5 berechnet.
Vergleich mit den Simulationswerten in Silane pro nm2 nach Formel 3.5 umgerech-
net. Die Molmassen der Silane sind Tabelle 2.1 zu entnehmen. Die spezifische CTAB-
Oberfla¨che des Fu¨llstoffs liegt laut Herstellerangaben bei 165 m
2
g .
Die Datenpunkte in Abbildung 3.6 liegen bis etwa 2 Silanen pro nm2 auf einer
Geraden. Ab einer Konzentration von 2 Silane
nm2
ist der Umsatz der OH-Gruppen nicht
mehr proportional zur Silandosierung, sondern flacht ab und geht in Sa¨ttigung. Das
spricht dafu¨r, dass bis zu dieser Silankonzentration das eingemischte Silan an der
Silica-Oberfla¨che angelangt. Die Menge der umgesetzten OH-Gruppen betra¨gt dann
etwa 25 %. Bei ho¨heren Silandosierungen ab etwa 5 Silane
nm2
scheint der Silanumsatz
in Sa¨ttigung zu gehen. Es ist zu beachten, dass es sich bei der Angabe auf der x-
Achse um die eingemischte Silanmenge und nicht etwa um die wirklich an der Silica-
Oberfla¨che angebundene Menge handelt.
Die Vermutung ist, dass ab einer Silankonzentration von 2 Silane
nm2
die leicht zu errei-
chenden Pla¨tze mit Silanen besetzt sind. Danach kann sich eine zweite Silan-Schicht
bilden, die energetisch gleich oder gu¨nstiger als die u¨brig gebliebenen schwieriger
zu erreichenden Pla¨tze auf der Silica-Oberfla¨che (wie Ecken, Kanten oder Poren)
ist, so dass nur noch ein kleiner Teil der eingemischten Silane anbindet. Bei unserer
idealisierten Modell-Oberfla¨che muss jede zweite OH-Gruppe fu¨r vollsta¨ndige Silani-
sierung umgesetzt werden. Das dieser Wert bei einer amorphen (realen) Oberfla¨che
geringer ist, erscheint plausibel.
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Abbildung 3.7.: Silica-Oberfla¨che mit Partialladungsverteilung, welche mittels der
ESP-Methode auf Basis der AM1 Methode bestimmt wurden. Links
die Partialladung bei zweifacher Bindung des Silans an die Oberfla¨-
che gezeigt, rechts die einfache Bindung. Die Werte auf der rechten
Seite geben in Vielfachem der Elementarladung e die Partialladung
jedes Atoms in der zugeho¨rigen Schicht an. Die Sauerstoffatome, die
an das Silan anbinden, besitzen eine andere Partialladung (-0.78 e),
als u¨brigen Oberfla¨chen-Sauerstoffatome.
3.5.2. Partialladungsverteilung der Silane
Die Partialladungsverteilung der simulierten Silane wird auf die gleiche Weise be-
stimmt wie die der Silica-Oberfla¨che in Abschnitt 3.4.2. Bei der Modellierung von
MPTE ist ein Fehler passiert. Das Silan MPTE besitzt nur ein Schwefelatom und
nicht zwei. Damit entspricht die simulierte Struktur nicht exakt der realen. Die Aus-
wirkungen werden in Abschnitt 5.3.5 diskutiert.
3.6. Grenzfla¨che G3 - Polymer-Modell
3.6.1. Erstellung der Polymere
Die Computermodelle der Polymere fu¨r diese Arbeit wurden auf zwei Weisen erstellt.
Die erste Methode ist die einfachere und eignet sich eher fu¨r Systeme mit wenigen
Polymeren. Die Monomere werden in einer langen Kette hintereinander geha¨ngt.
Das Resultat ist ein gerade ausgestrecktes Polymer der gewu¨nschten La¨nge. Dieses
wird kopiert und parallel verschoben. Als Ergebnis erha¨lt man eine Simulationsbox
in der die Polymere angeordnet sind a¨hnlich wie Streichho¨lzer in einer Streichholz-
schachtel. Um die Polymere in ihre natu¨rliche verschlaufte Form zu bringen, wird ein
Equilibrierungslauf u¨ber typischerweise 103− 104 ps gestartet bei hoher Temperatur
zwischen 600 − 1200 K. Die Temperatur muss Schrittweise erho¨ht werden und zum
Ende hin wieder Schrittweise bis auf 300 K erniedrigt werden, damit das System
stabil bleibt. Das Problem dieser Methode ist es, dass bei gro¨ßeren Polymermen-
gen (> 5 Ketten) die anfa¨ngliche hohe Ordnung der Ketten nicht in angemessener
Zeit equilibriert und das Dichteprofil eine hohe Struktur aufweist, wie sie fu¨r Bulk-
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Abbildung 3.8.: Silane mit Partialladungsverteilung, welche mittels der ESP-Methode
auf Basis der AM1 Methode bestimmt wurden. Die Zahlen geben
die Partialladung an. Stehen keine Zahlen an den Atomen, ist die
Partialladung Null. Die gestrichelten Linien deuten die Anbindung
zur Silica-Oberfla¨che an. Das Silan MP bildet in unserem Model als
einziges nur eine Bindung zur Oberfla¨che.
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(a) (b)
(c) (d)
Abbildung 3.9.: Schematische Darstellung der Radical-Like-Polymerization. Die Mo-
nomere werden zu Beginn auf ein Gitter platziert und dann mittels ei-
nem MD-Run in eine Gleichgewichtskonfiguration gebracht (a). Nun
werden Start-Monomere ausgewa¨hlt, in deren Umkreis nach mo¨gli-
chen Verkettungspartnern gesucht wird (b). Zufa¨llig wird einer der
Nachbarn mit der Kette verknu¨pft und ist nun das neue Kettenende
(c). Die Prozedur beginnt von vorne und eine immer la¨ngere Kette
wird gebildet (d).
Polymer unnatu¨rlich ist5. Diese Methode wurde fu¨r die Parametrisierung des Poly-
mermodells verwendet, da sie fu¨r kleine Systeme in annehmbarer Zeit ausreichend
homogene Dichteprofile liefert und Systeme sich schnell erzeugen lassen.
Die zweite Methode, um gro¨ßere Polymersysteme zu erzeugen, orientiert sich an
der Radical-like-Polymerization [Perez et al., 2008]. Dazu wird die gewu¨nschte An-
zahl Monomere auf einem Gitter platziert und ein Equilibrierungslauf gestartet, um
ein homogenes System zu erstellen. Dann werden der Anzahl der gewu¨nschten Ket-
ten entsprechend “Startmonomere” ausgewa¨hlt. In einem Radius von 0.5 nm um die
“Startmonomere”wird zufa¨llig ein sich dort befindlicher“Verkettungspartner”ausge-
wa¨hlt, der nun das neue Kettenende bildet. Da der Bindungsabstand der Monome-
5In der Na¨he von Oberfla¨chen wird eine strukturierte Polymerschicht in der Literatur disku-
tiert [Harton et al., 2010], [Robertson et al., 2008], [Allegra et al., 2008], [Brown et al., 2003], [Va-
catello, 2001]. Im Bulk-Bereich sollte die Dichte jedoch homogen sein.
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Abbildung 3.10.: Beispiel der zeitlichen Entwicklung der Verkettung mittels der Ra-
dical-like Polymerization-Methode.
re in den meisten Fa¨llen nicht dem Gleichgewichtsabstand entspricht, wird mittels
Steepest Descent energieminimiert und anschließend eine kurze MD-Simulation6 ge-
startet. So hat das wachsende Polymer Gelegenheit, sich in eine energetisch gu¨nstige
Position zu bringen und die Umgebung des neuen Kettenendes wird wieder mit Mo-
nomeren besetzt. Nach ha¨ufiger Wiederholung dieses Verkettungszyklusses wird die
Anzahl der Monomere in der Umgebung der Kettenenden immer kleiner, so dass
die Verkettungsrate stark absinkt. Daher wird nach 50 Verkettungszyklen ein MD-
Lauf bei erho¨hter Temperatur7 zur Durchmischung des Systems gestartet und Mo-
nomere ko¨nnen wieder in den Verkettungsradius der Kettenenden gelangen. Wenn
ein Polymer die gewu¨nschte La¨nge erreicht hat, wird es vom Verkettungsschritt aus-
geschlossen. Die Effizienz der Verkettung ist an einem Beispiel in Abbildung 3.10
dargestellt. Nach 4500 Verkettungszyklen sind bis auf ein Polymer alle auf die ge-
wu¨nschte La¨nge von 50 Monomereinheiten gewachsen. Die Monomere sind bei der
Radical-like Polimerization schon zwischen den Silica-Oberfla¨chen eingeschlossen.
Das Polymer außerhalb der Oberfla¨chen wachsen zu lassen und erst danach dazwi-
schenzusetzen bringt das Problem mit sich, dass es auf Grund der 3D-periodischen
Randbedingungen an den Schnittfla¨chen durchtrennt werden mu¨sste.
3.6.2. Parametrisierung des Polymermodells
Das Polymernetzwerk ist ein komplexes System, welches auf unterschiedlichen La¨ngen-
und Zeitskalen untersucht wird. Unser Modell beschreibt das Polymer auf atomarer,
61000 Steps mit Zeitschritt 0.001 ps
7Typischerweise 500000 Steps mit Zeitschritt 0.001 ps bei 600 K
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Polymer Dichte [kg/m3] Komp’modul [GPa] Ausd’koeff. [K−1]
SBR 933 1.890 6.6 · 10−4
IR 913 1.940 6.6 · 10−4
Tabelle 3.2.: Materialparameter von SBR und IR aus [Wood, 1939] und [Wood, 1954,
Kapitel 10].
also in unserem Sinne mikroskopischer Skala. Es wird vorerst keine Vernetzung mit-
tels Schwefelbru¨cken modelliert8. Da sich unsere Betrachtungen auf die unmittelbare
Umgebung der Fu¨llstoff-Oberfla¨che beschra¨nken, sollte das Modell ohne Schwefel-
vernetzung genu¨gen. Als makroskopische Referenzen betrachten wir die Dichte, das
Kompressionsmodul und den volumenspezifischen Ausdehnungskoeffizienten, aufge-
fu¨hrt in Tabelle 3.2. Diese Werte sind aus der Simulation einfach auszurechnen und
experimentell gut bestimmbar.
Ziel ist es, die Lennard-Jones-Parameter so zu optimieren, dass die Simulation diese
Referenzwerte bestmo¨glich reproduziert.
Anpassung der Lennard-Jones-Parameter entsprechend der Dichte Um die Dich-
te zu bestimmen, werden vier Polymerketten mit je 50 Monomereinheiten im NPT-
Ensemble9 100 ps bzw. 104 Zeitschritte simuliert. Die Temperatur von 300 K und der
Druck von 1 Bar werden mit dem Berendsen Thermostat bzw. Barostat eingestellt
(siehe Abschnitt 4.4). Alle 100 Zeitschritte wird das Volumen der Simulationsbox
ausgegeben und zum Schluss der Mittelwert u¨ber die letzten 50 der 100 Stichproben
bestimmt. U¨ber das Gewicht der Polymere von gesamt 13600 u la¨sst sich mittels
Division des Volumens die Dichte berechnen. Diese Prozedur wird systematisch fu¨r
unterschiedliche Lennard-Jones-Parameter wiederholt. Dabei wird  in 10 Jmol Schrit-
ten und σ in 5 pm Schritten variiert.
Anpassung der Lennard-Jones-Parameter an den Kompressionsmodul Um den
Kompressionsmodul zu bestimmen, werden ebenfalls vier Polymerketten mit je 50
Monomeren im NPT-Ensemble auf gleiche Weise wie bei der Dichtemessung simu-
liert. Es werden Dru¨cke in Schritten von 50 Bar von 1 Bar bis 450 Bar simuliert. Die
Lennard-Jones-Parameter σ und  bleiben bei solch einem Durchlauf unvera¨ndert.
Wie bei der Dichte wird das mittlere Volumen der Simulationsbox berechnet. Tra¨gt
man den Druck u¨ber dem Volumen auf und legt durch die Punkte eine Regressions-
gerade, kann u¨ber die Steigung der Geraden mittels der Beziehung
8Das Polymermodell ist im Prinzip um Schwefelbru¨cken erweiterbar. Jedoch ist unklar wie viele
Polymere das System enthalten mu¨sste und wie lang diese sein sollten, damit ein realistisches
Netzwerk erstellt werden kann.
9konstante Teilchenzahl, Druck und Temperatur
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Abbildung 3.11.: Simulationsschnappschuss: Simulationsbox mit IR wa¨hrend der
Lennard-Jones-Parameteroptimierung. Es gelten periodische Rand-
bedingungen.
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Abbildung 3.12.: Aufgetragen sind Druck gegen Volumen, damit la¨sst sich mit der
Steigung der Regressionsgeraden der Kompressionsmodul bestim-
men. Hier ergibt sich fu¨r IR 1.7 GPa.
K = −V dP
dV
∣∣∣∣
T
(3.6)
der Kompressionsmodul bestimmt werden. Fu¨r eine Regressionsgerade werden zu
jedem Druck drei unabha¨ngige Systeme simuliert. Nun werden mehrere Druck-Simu-
lationsreihen mit unterschiedlichen σ und  durchgefu¨hrt, um auf den gewu¨nschten
Wert zu gelangen.
In Abbildung 3.12 ist das Ergebnis einer Simulation mit Parametern, die die ent-
sprechende Dichte liefern, gezeigt. Es ist die Regressionsgerade eingezeichnet und das
Kompressionsmodul la¨sst sich fu¨r IR zu etwa 1.7 GPa bestimmen. Es zeigt sich, dass
fu¨r σ ≈ 0.4 nm und  = 1.230 kJmol zwar die richtige Dichte, jedoch ein unpassender
Kompressionsmodul herauskommt.
Volumenspezifischer Ausdehnungskoeffizient Iterativ lassen sich mit den beiden
Tests Dichte und Kompressionsmodul geeignete Werte fu¨r die Lennard-Jones-Para-
meter bestimmen. Mit den gewonnenen Parametern werden nun Simulationen bei
konstantem Druck von 1 Bar und Teilchenzahl bei Temperaturen zwischen 300 K und
600 K durchgefu¨hrt. Das mittlere Volumen wird bestimmt und u¨ber die Beziehung
γ =
1
V0
(
∂V
∂T
)
(3.7)
der volumenspezifische Ausdehnungskoeffizient bestimmt.
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Polymer [kJ/mol] σ[nm]
SBR 0.330 0.400
IR 0.470 0.385
Tabelle 3.3.: Lennard-Jones-Parameter (siehe Abschnitt 4.2.1) fu¨r gewu¨nschte Dichte
und Kompressionsmodul
Bestimmung der endgu¨ltigen Parameter In Abbildung 3.13 sind Simulationser-
gebnisse dargestellt. Jedes Punkt stellt ein Parameterpaar , σ dar, welches eine
Dichte und einen Kompressionsmodul liefert. Lennard-Jones-Parameter des Punk-
tes der jeweils am na¨chsten zum Zielbereich liegt sind angeben. Zur Verifizierung
wird noch der volumenspezifische Ausdehnungskoeffizient berechnet. Er liegt bei et-
wa 7 ·10−4 1K und stimmt damit ausreichend mit dem Literaturwert u¨berein. Tabelle
3.3 zeigt die Ergebnisse fu¨r die Parameter Epsilon und Sigma.
3.6.3. Gyrationsradius der Polymere
Wir wollen schauen, ob die Methode der Radical-like Polymerization, wie sie in
dieser Arbeit verwendet wird, vernu¨nftige Polymere erzeugt. Denkbar wa¨re es, dass
die Ketten zu Beginn relativ ungehindert wachsen ko¨nnen und sich zum Ende hin,
wenn sich viele lange Ketten im System befinden, nicht mehr ungehindert ausbreiten
ko¨nnen. Dies wu¨rde dazu fu¨hren, dass der mittlere Abstand des Kettenanfangs zur
Kettenmitte ein anderer wa¨re als der Abstand des Kettenendes zur Kettenmitte.
Wir erwarten fu¨r unsere Systeme jedoch keinen solchen Unterschied.
Zum Test wurden 125 Systeme mit 16 Ketten einer Ziella¨nge von 50 Monomerein-
heiten pro Kette erstellt10. Wir bestimmen nun von den 2000 Ketten den Abstand
vom Anfang zur Mitte und von der Mitte zum Ende. Unter Zuhilfenahme des t-Tests
(z.B. [Kreyszig, 1979]) u¨berpru¨fen wir die Hypothese, dass die beiden Abstandsmit-
telwerte derselben Grundgesamtheit angeho¨ren. Außerdem teilen wir die 2000 Ketten
in Blo¨cke von N Ketten ein und bauen absichtlich Fehler in die Abstandswerte mit
ein, indem wir eine Anzahl NF an Monomeren zu Beginn der Kette u¨berspringen.
So erlangen wir ein Gefu¨hl fu¨r die Sensitivita¨t des Tests. Die folgende Tabelle fasst
die Ergebnisse zusammen. Bei einem Signifikanzniveau von 5 % besta¨tigen t-Werte
von betragsma¨ßig unter 1.98 die Hypothese.
Vergleicht man die beiden Abstandsmittelwerte bei N = 2000, besteht unser System
den Test, wenn keine Fehler eingebaut werden. Teilt man die Ketten in Blo¨cke und
wendet den t-Test einzeln an, kann man aus der Tabelle ablesen, dass die Bestehens-
rate schon ohne Fehler deutlich unter 50 % liegt. Bei dem System werden 32 oder
10Wie in Abschnitt 3.6.1 beschrieben und Abbildung 3.10 zu sehen, kann es passieren, dass einzelne
Ketten in annehmbarer Simulationszeit nicht bis zur Ziella¨nge gelangen. Die Mehrzahl von 91 %
als Mittel u¨ber alle Simulationen erreicht die La¨nge jedoch.
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Abbildung 3.13.: Jeder Punkt stellt ein Parameterpaar , σ dar, welcher eine Dichte
und ein Kompressionsmodul liefert. Der U¨bersicht wegen ist jeweils
nur der dem Zielbereich am na¨chsten liegende Punkt beschriftet.
Oben sind die Ergebnisse von IR unten die von Ergebnisse von
SBR dargestellt.
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N NF t-Wert
2000 0 -1.46
2000 1 -3.27
2000 2 -5.06
2000 3 -7.14
1000 0 -3.76 0.85
1000 1 -5.4 -1.15
1000 2 -7.09 -3.02
1000 3 -9.07 -5.19
500 0 -2.43 -5.11 -0.77 2.54
500 1 -4.3 -6.51 -2.6 0.33
500 2 -6.43 -7.77 -4.86 -1.13
500 3 -8.64 -9.53 -7.14 -3.19
200 0 2.1 -8.4 0.47 -6.59 -6.7 3.91 -4.32 0.01 0.27 4.34
200 1 0.48 -10.45 -1.63 -7.96 -7.88 2.61 -6.35 -1.95 -2.48 2.25
200 2 -1.57 -12.55 -4.06 -8.45 -9.33 0.67 -8.75 -3.73 -4.03 0.58
200 3 -3.69 -14.68 -5.87 -10.48 -11.1 -1.83 -11.0 -5.37 -5.87 -2.05
100 0 3.21 0.97 -4.96 -12.01 -0.38 1.35 -6.13 -7.12 -10.98 -2.21
0.38 7.76 -0.94 -7.58 -3.09 3.12 3.38 -3.14 10.06 -1.35
100 1 1.76 -0.83 -6.46 -14.61 -2.61 -0.62 -7.76 -8.2 -11.41 -4.13
-0.69 6.28 -3.29 -9.23 -5.52 1.62 1.91 -7.26 8.58 -3.94
100 2 -0.89 -2.26 -8.5 -16.82 -4.91 -3.18 -8.8 -8.13 -12.84 -5.57
-3.06 4.8 -5.12 -12.2 -8.13 0.74 0.37 -8.94 7.14 -5.65
100 3 -3.34 -4.05 -10.72 -18.91 -7.38 -4.33 -10.18 -10.84 -14.78 -7.14
-5.12 1.81 -6.88 -15.03 -10.06 -0.52 -1.74 -10.54 4.26 -7.94
Tabelle 3.4.: Ergebnisse des t-Tests. N ist die Anzahl der Ketten und NF die Anzahl
der absichtlich eingebauten Fehler.
16 Ketten zwischen die Oberfla¨chen platziert. Den t-Test der Polymersysteme ohne
Oberfla¨che bestehen mit 16 Ketten gerade etwa 20 % der Systeme.
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Molekulardynamik
4.1. Einleitung
Die Molekulardynamik-Simulationen (kurz: MD) fu¨r diese Arbeit wurden mit dem
Software-Paket Gromacs in der Version 4.0.7 durchgefu¨hrt. In der Dokumentation
[Hess, 2011] findet sich eine ausfu¨hrliche Beschreibung der Simulationsalgorithmen.
Weiterfu¨hrende Informationen zu den Grundlagen finden sich z.B. in dem Buch
von Allen und Tildesley [Allen and Tildesley, 1989]. Im Folgenden soll ein kurzer
U¨berblick u¨ber die Methode der MD gegeben werden.
Die MD ist eine Technik um die Bewegungsgleichungen der klassischen Newtonschen
Mechanik fu¨r ein System aus N Teilchen1 numerisch zu lo¨sen. Die Bewegungsglei-
chungen haben die bekannte Form:
mi
d2~ri
dt2
= Fi (4.1)
Hier ist Fi die Kraft, die auf das i-te Teilchen mit der Masse mi am Ort ri wirkt.
4.2. Pha¨nomenologische Kraftfelder
Welche Kra¨fte wirken auf ein Teilchen? Die Kraft Fi aus Gleichung 4.1 ist die Summe
der Kra¨fte, die von den anderen Teilchen des Systems auf dieses Teilchen ausgeu¨bt
werden. Diese Kra¨fte lassen sich in bindende und nicht-bindende Wechselwirkungen
aufteilen2 und leiten sich aus den zugeho¨rigen Potenzialen ab. Das Wissen u¨ber die
molekularen Potenziale kommt sowohl aus theoretischen U¨berlegungen, als auch aus
1Es mag auffallen, dass an dieser Stelle nicht mehr von Atomen oder Moleku¨len die Rede ist,
sondern von Teilchen. Dies soll verdeutlichen, dass die Computermodelle nur einige Attribute
der realen Elemente abbilden.
2Es gibt noch eine dritte Wechselwirkung, die sogenannten Constrains, die bei Computersimula-
tionen dafu¨r sorgen, dass bestimmte Teilchenabsta¨nde fixiert bleiben. Dies kommt z.B. bei der
Simulation von Benzolringen zum Einsatz.
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experimentellen Beobachtungen. U¨blicherweise folgt die Form der Potenziale aus
der Theorie und das Experiment bestimmt empirisch die Parameter [Hirschfelder
et al., 1964]. Ist ein Potenzial fu¨r eine bestimmte Gruppe von Elementen oder Mole-
ku¨len “ausparametrisiert”, spricht man im Bereich der MD-Simulationen (bzw. der
Computerchemie) von Kraftfeldern. Oft verwendete Kraftfelder sind z.B. AMBER,
GROMOS, OPLS/AA, CHARMM oder UFF. Sie sind jeweils an bestimmten “Trai-
ningssets” (meistens Biomoleku¨le wie Proteine oder DNA) parametrisiert und eignen
sich fu¨r den konkreten Anwendungsfall unterschiedlich gut. Fu¨r diese Arbeit wurde
ein eigenes Kraftfeld erstellt, welches auf dem Universal Force Field (UFF) [Rappe
et al., 1992] basiert, da die “technischen” Elemente und Moleku¨le wie Siliziumdi-
oxid oder Kautschukpolymere bei der Erstellung der konventionellen Kraftfelder
wenig Beachtung fanden. Das UFF Kraftfeld bezieht bei der Parametrisierung das
Element, deren Hybridisierung und Konnektivita¨t mit ein. Die potenzielle Energie
einer bestimmten Moleku¨lgeometrie wird als Superposition von Bindungs-, Winkel-,
Torsionswinkel- und Inversionsenergietermen fu¨r die bindenden Wechselwirkungen
und Van-der-Waals- und Coulombenergieterme fu¨r die nicht-bindenden Wechselwir-
kungen beschrieben. Die Parametrisierung folgt damit recht einfachen Regeln bei
einer erzielten Genauigkeit, die im Bereich von 0.01 nm bei Bindungsabsta¨nden und
5 ◦ bis 10 ◦ bei Bindungswinkeln liegt. Die Anpassungen des Kraftfeldes fu¨r diese
Arbeit wurden in Kapitel 3 bereits beschrieben.
4.2.1. Nicht-bindende Wechselwirkungen
Lennard-Jones-Potenzial Das Lennard-Jones-Potenzial ist ein Paarpotenzial, das
die nicht-bindenden Wechselwirkungen zwischen den unpolaren Atomen i und j be-
schreibt und abha¨ngig von deren Abstand rij ist. Es ist im Bereich der MD weit
verbreitet und hat die Form:
ULJ(rij) = 4ij
((
σij
rij
)12
−
(
σij
rij
)6)
(4.2)
Es wird u¨ber die Parameter σ und  an die Atome angepasst. Mit σ parametri-
siert man den Teilchendurchmesser, mit  die Potenzialtiefe, oder besser gesagt die
Energie, die man aufwenden muss, um zwei Atome voneinander zu trennen. Das
Potenzialminimum liegt bei r = 2
1
6σ. Fu¨r die Kombination zweier Teilchen wird die
Lorentz-Berthelot-Mischregel verwendet, nach der fu¨r σ das arithmetische und fu¨r 
das geometrische Mittel gebildet wird:
σij =
1
2
(σii + σjj) (4.3)
ij = (iijj)
1/2 (4.4)
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Abbildung 4.1.: Lennard-Jones-Potenzial: σ gibt den Teilchendurchmesser an,  die
Potenzialtiefe
Fu¨r große Absta¨nde der Teilchen i und j zueinander dominiert der anziehende−1/r6-
Term. Hiermit wird der Dispersionsanziehung (auch London-Kraft oder Van-der-
Waals-Bindung genannt) zwischen Atomen Rechnung getragen. Diese erkla¨rt sich in
klassischer Betrachtungsweise dadurch, dass die Elektronen, die zu jedem Zeitpunkt
eine Ladungsverteilung um den Atomkern darstellen, ein momentanes Dipolmoment
erzeugen. Dieses Dipolmoment induziert bei dem gegenu¨berliegenden Atom ebenfalls
ein Dipolmoment. Die Wechselwirkung dieser Dipolmomente resultiert in einer an-
ziehenden Kraft zwischen den Atomen. Die Dispersionsanziehung ist nun die Kraft,
die sich aus dem Mittel u¨ber alle Elektronenkonfigurationen um die beiden Atome
ergibt. Quantenmechanisch la¨sst sich die inverse sechste Potenz aus der Sto¨rungs-
theorie von zwei dreidimensionalen Vibratoren ableiten. Hier sei allerdings auf die
Literatur [Hirschfelder et al., 1964] verwiesen, woher auch die klassische Ableitung
stammt.
Bei kleinen Absta¨nden dominiert der abstoßende 1/r12-Term. Die Abstoßung von
Atomen bei kleinen Absta¨nden begru¨ndet sich mit der Pauli-Abstoßung. Nach dem
Pauli-Ausschlussprinzip nehmen zwei Elektronen nicht den gleichen Energiezustand
ein. Kommen sich zwei Atome nahe (rij  σ) weichen die Elektronen in ho¨here
Energieniveaus aus. Dieser“Energieverbrauch”a¨ußert sich in der negativen Beschleu-
nigung (Abstoßung) der Atome. Die Form der inversen zwo¨lften Potenz folgt nicht
aus der Theorie3, sondern erweist sich aus zwei Gru¨nden als praktikabel: Erstens re-
3Das Lennard-Jones-Potenzial existiert in abgewandelter Form z.B. auch mit einem 1/r9-Term
oder einem exponentiellen Abstoßungsterm, die bei einigen Anwendungen bessere U¨bereinstim-
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produziert der 1/r12-Term gut die experimentell gemessene Virialkoeffizienten oder
Transporteigenschaften verschiedener Stoffe und zweitens la¨sst sich die zwo¨lfte Po-
tenz mit wenig Rechenaufwand aus dem anziehenden Term bestimmen4.
Es sei noch bemerkt, dass das Lennard-Jones-Potenzial langsame Sto¨ße gut be-
schreibt, jedoch die Kollision zweier Atome mit hoher kinetischer Energie nicht hin-
reichend modellieren kann. Außerdem geraten wir bei hohen Geschwindigkeiten mit
den Simulationstechniken aufgrund eines endlich großen Zeitschritts an eine Grenze
(siehe Abschnitt 4.3).
Coulomb-Potenzial Das Coulomb-Potenzial hat die Form:
UC(rij) =
1
4pi0
qiqj
rrij
(4.5)
und beschreibt die Wechselwirkung des Teilchens i mit der Partialladung qi mit
dem Teilchen j mit der Partialladung qj , die sich im Abstand rij zueinander befin-
den, aufgrund ihrer elektrostatischen Ladung. In Gromacs wird der konstante Term
1
4pi0
= 138, 935485 gesetzt, r setzen wir auf den Vakuumwert von 1.
Eine passende statische Ladungsverteilung fu¨r die Teilchen (Moleku¨le) zu bestim-
men, stellt ein Problem dar und ist in gewisser Weise die Achillesferse dieser Arbeit.
Dies liegt an mehreren Punkten. Die Ladungsverteilung eines Moleku¨ls in einer dyna-
mischen Umgebung ist sicherlich nicht statisch, sondern passt sich immer wieder den
Gegebenheiten an. Doch die Schro¨dingergleichung la¨sst sich schon fu¨r kleinste Mole-
ku¨le nicht analytisch lo¨sen. Die numerischen Verfahren zur Lo¨sung der Schro¨dinger-
gleichung, wie Hartree-Fock (ab-initio-Methoden), Mo¨ller-Plesset (Sto¨rungstheorie),
Austin Model 1 (AM1)/ Parameterized Model number 3 (PM3) (Semiempirische Me-
thoden), liefern teils sehr unterschiedliche Ergebnisse. Selbst wenn man nach jedem
MD-Schritt (siehe Abschnitt 4.3) die Ladungsverteilung mit einer der genannten
quantenmechanischen Methoden berechnen wu¨rde, wa¨re man sich der Aussagekraft
der Ergebnisse nicht sicher. Außerdem wu¨rde ein solches Vorgehen mit der heutigen
Rechenkapazita¨t unpraktikabel lange dauern (siehe auch Abschnitt 3.4.2). So bleibt
aus momentaner Sicht nichts anderes u¨brig, als die Verteilung der Partialladungen
auf dem Moleku¨l mit den quantenmechanischen Methoden vor der MD-Simulation
abzuscha¨tzen und die Auswirkung der unterschiedlichen Ladungsverteilungen auf
die Simulationsresultate zu testen.
4.2.2. Bindende Wechselwirkungen
Die bindenden Wechselwirkungen finden zwischen Atomen statt, die kovalent an-
einander gebunden sind. Sie beschra¨nkt sich nicht auf die Paarwechselwirkung, son-
mungen liefern.
4Da MD-Simulationen die meiste Zeit damit verbringen die potenzielle Energie zwischen den Teil-
chen zu bestimmen, ist jede Einsparung lohnend
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dern beru¨cksichtigt auch 3- und 4-Teilchenwechselwirkungen, wie Winkelterme (3
Teilchen) und Torsionswinkelterme (4 Teilchen).
Bindungsla¨nge Die Bindungsla¨nge zwischen zwei kovalent gebundenen Teilchen ist
variabel und wird u¨ber ein harmonisches Potenzial realisiert.
Ub(rij) =
1
2
kbij (rij − bij)2 (4.6)
Die Kraftkonstante kbij bestimmt hierbei die Sta¨rke der Bindung und bij die Bin-
dungsla¨nge.
Bindungswinkel Auch die Winkel werden mittels eines harmonischen Potenzials
beschrieben.
Ua(θijk) =
1
2
kθijk
(
θijk − θ0ijk
)2
(4.7)
Torsionswinkel Das Potenzial der Torsionswinkel ist gegeben durch:
Ud(φijkl) = kφ (1 + cos (nφ− φs)) (4.8)
Dabei beschreibt φ den Winkel zwischen der Ebene, in der die Teilchen i,j und k
liegen, und der Ebene mit den Teilchen j,k, und l. Die Multiplizita¨t n ist die Anzahl
der mo¨glichen Konformationen.
4.3. MD-Integratoren
Die Umsetzung der Bewegungsgleichungen als Algorithmus fu¨r Computersimulatio-
nen erfolgt mittels des Integrators. Ein guter Integrator soll die Energie und den
Impuls des Systems erhalten, stabil, pra¨zise und mo¨glichst effizient (Rechenkapazi-
ta¨t) sein. Im Folgendem werden die ga¨ngigsten Integratoren vorgestellt.
Verlet-Integrator Verlet stellte in seiner Vero¨ffentlichung [Verlet, 1967] eine relativ
einfache Methode vor, die Bewegungsgleichungen zu integrieren. Die Taylorentwick-
lung der Ortskoordinaten ergibt:
~ri(t+ ∆t) = ~ri(t) + ∆t~˙ri(t) +
1
2∆t
2 ~¨ri(t) + · · · (4.9)
~ri(t−∆t) = ~ri(t)−∆t~˙ri(t) + 12∆t2 ~¨ri(t)− · · · (4.10)
Die Summe von Gleichung 4.95 und 4.10 liefert den nach ihm benannten Verlet-
Integrator:
~ri(t+ ∆t) = 2~ri(t)− ~ri(t−∆t) + ∆t2
~Fi(t)
mi
+O(∆t4) (4.11)
5Wir identifizieren wie gewo¨hnlich ~˙ri = ~vi und ~¨ri =
~Fi
mi
.
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Es fa¨llt auf, dass die Geschwindigkeit fu¨r die Berechnung der Teilchen-Trajektorien
nicht beno¨tigt wird. Sie ist aber von Interesse, mo¨chte man z.B. die kinetische Energie
des Systems bestimmen. Hierzu subtrahiert man die Gleichungen 4.9 und 4.10 und
dividiert durch das Zeitintervall. Man erha¨lt:
~vi(t) =
~ri(t+ ∆t)− ~ri(t−∆t)
2∆t
(4.12)
Der Verlet-Algorithmus erfu¨llt die Bedingungen fu¨r einen guten Integrator [Allen and
Tildesley, 1989]. Der Fehler der Ortskoordinaten ist O(∆t4), jener der Geschwin-
digkeiten jedoch schon O(∆t2). Die Schwa¨che dieser Methode ist laut [Allen and
Tildesley, 1989] die Gefahr von numerischen Fehlern. So wird auf eine große Zahl,
na¨mlich die Ortskoordinate ~ri (O(∆t0)), eine kleine Zahl (O(∆t2)) addiert. Ob dies
bei der Genauigkeit der Fließkommadarstellung heutiger Computer noch eine Rol-
le spielt ist fraglich. Außerdem wird fu¨r die Berechnung der Geschwindigkeit zum
Zeitpunkt t die Ortskoordinate zum Zeitpunkt t+ ∆t beno¨tigt. Hier setzt der Leap-
Frog-Verlet-Algorithmus an.
Leap-Frog-Integrator Der Leap-Frog-Algorithmus (auch Leap-Frog-Verlet-Algorith-
mus) zur Integration der Bewegungsgleichungen 4.1, basiert auf dem Verlet-Algorithmus.
Der Umstand des Verlet-Integrators, dass die Geschwindigkeit zum Zeitpunkt t die
Ortskoordinate zum Zeitpunkt t+∆t beno¨tigt, wird im Leap-Frog-Verlet-Algorithmus
bereinigt. Dazu wird die Geschwindigkeit zu den Zeitpunkten t±∆t2 taylorentwickelt.
Die Subtraktion der resultierenden Gleichungen liefert die Geschwindigkeit des Leap-
Frog-Algorithmus:
~vi(t+
∆t
2
) = ~vi(t− ∆t
2
) +
~Fi(t)
mi
(t)∆t+O(∆t3) (4.13)
Einsetzen von 4.13 fu¨r ~vi(t) in Gleichung 4.9 liefert den Ortsvektor:
~ri(t+ ∆t) = ~ri(t) + ∆t~vi(t+
∆t
2
) +O(∆t3) (4.14)
Der Name Leap-Frog-Algorithmus (deutsch: Bocksprung-Algorithmus) ru¨hrt daher,
dass Geschwindigkeit und Ort nicht zur selben Zeit berechnet werden, sondern
immer abwechselnd in ∆t/2 Absta¨nden. Er ist algebraisch equivalent zum Verlet-
Algorithmus, besitzt jedoch einige Vorteile. So tauchen die Geschwindigkeiten ex-
plizit auf, was, wie wir in Abschnitt 4.4 noch sehen werden, gu¨nstig ist, um die
Temperatur des Systems zu kontrollieren. Außerdem ist er numerisch stabiler, weil
keine kleinen und großen Zahlen addiert oder subtrahiert werden. Der Fehler ist
O(∆t3). Der Nachteil ist, dass die kinetische und potentielle Energie um ∆t/2 ver-
setzt berechnet werden. Dieser Fehler ist jedoch meistens zu vernachla¨ssigen. Ist
es aber wichtig die Energien exakter zu bestimmen, bietet sich der Velocity-Verlet-
Algorithmus an.
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Abbildung 4.2.: Schematische Darstellung des Leap-Frog-Algorithmuses. Die Orte
und Geschwindigkeiten der Teilchen werden um ∆t/2 versetzt be-
rechnet.
Velocity-Verlet-Integrator Die Geschwindigkeiten werden um ±∆t/2 taylorent-
wickelt:
~vi(t+
∆t
2
) = ~vi(t) +
1
2∆t
~Fi(t)
mi
(t) +O(∆t2) (4.15)
~vi(t− ∆t
2
) = ~vi(t)− 12∆t
~Fi(t)
mi
(t) +O(∆t2) (4.16)
Wir nehmen nun ~vi(t− ∆t2 ) (Gleichung 4.16) und gehen ∆t weiter. Nach Umformung
und Einsetzen von Gleichung 4.15 erhalten wir:
~vi(t+ ∆t) = ~vi(t) +
∆t
mi
(
~Fi(t) + ~Fi(t+ ∆t)
)
+O(∆t2) (4.17)
Dies sind die Geschwindigkeiten des Velocity-Verlet-Algorithmuses. Die Ortskoordi-
naten erhalten wir wie bei den bisherigen Integratoren durch Taylorentwicklung um
t+ ∆t:
~ri(t+ ∆t) = ~ri(t) + ∆t~vi(t) +
1
2
∆t2
~Fi(t)
mi
(t) +O(∆t3) (4.18)
Simuliert man im NVE Ensemble (d.h. Teilchenanzahl N, Volumen V und Energie
E werden konstant gehalten), liefern Velocity-Verlet und Leap-Frog gleiche Trajek-
torien. Benutzt man Thermostate oder Barostate ist dies nicht mehr der Fall.
Integrator dieser Arbeit In dieser Arbeit wird der Gromacs implementierte Leap-
Frog-Algorithmus benutzt. Er weist gegenu¨ber dem Velocity-Algorithmus leichte Ge-
schwindigkeitsvorteile auf und eignet sich besser fu¨r große Systeme, die parallel auf
mehreren Rechnerkernen verteilt werden sollen, da die Kommunikationskosten ge-
ringer sind [Hess, 2011, S. 165]. Die angesprochenen Ungenauigkeiten in der Ener-
gieberechnung ko¨nnen hier vernachla¨ssigt werden, da der Fehler unterhalb der Ge-
nauigkeit der Kraftfeldparametrisierung liegen du¨rfte und der verwendete Zeitschritt
mit ∆t = 0.001 ps ausreichend klein gewa¨hlt ist.
4.4. Temperaturkontrolle
Die Temperatur ist gegeben durch die totale kinetische Energie der N Teilchen im
System. Um sie einzustellen, benutzen wir den Berendsen-Thermostat [Berendsen
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et al., 1984]. Die Vorstellung hinter diesem Thermostaten ist es, das System in ein
Wa¨rmebad mit gegebener Temperatur T0 einzubetten. Dabei wird die Temperatur
abha¨ngig von ihrer Abweichung zur Solltemperatur korrigiert.
dT
dt
=
T0 − T
τ
(4.19)
Wie aus Gleichung 4.19 zu erkennen, ist die A¨nderung der Temperatur proportional
zur Abweichung vom Sollwert. Das bedeutet, dass T exponentiell an T0 angena¨hert
wird, wobei τ die Rolle der Da¨mpfungs- bzw. Kopplungskonstanten spielt. Die Sta¨r-
ke der Kopplung an das Wa¨rmebad kann somit variiert werden.
Der Wa¨rmefluss in und aus dem System wird u¨ber die Skalierung der Geschwindig-
keiten der N Teilchen im System mit dem Faktor λ realisiert.
λ =
[
1 +
∆t
τT
{
T0
T
(
t− ∆t2
) − 1}]1/2 (4.20)
Wobei τT =
Ndfk
2CV
, mit der Wa¨rmekapazita¨t CV , der Anzahl an Freiheitsgraden Ndf
und der Boltzmannkonstanten k.
Diese Methode simuliert keines der bekannten Ensembles der statistischen Mechanik.
Allerdings wird bei schwacher Kopplung das mikrokanonische Ensemble sehr gut
approximiert.
4.5. Druckkontrolle
Der Druck wird in dieser Arbeit bei den meisten Simulationen nicht permanent
kontrolliert. Wenn doch, dann wird dazu der Berendsen-Barostat verwenden. Das
Prinzip ist dasselbe, wie beim Berendsen-Thermostat. Der Druck wird exponentiell
mit der Kopplungskonstanten τP an den Sollwert P0 angena¨hert.
dP
dt
=
P0 − P
τP
(4.21)
4.6. Constraints
Constraints (engl. fu¨r Zwangsbedingungen) werden dazu benutzt, Bindungsla¨ngen
wieder auf den parametrisierten Wert zu setzten. Der Algorithmus wird in der Soft-
ware-Dokumentation [Hess, 2011, S. 41] ausfu¨hrlich erla¨utert.
4.7. Restraints
Die Restraints (dt. Zwang) dienen dazu, um einzelne Teilchen fu¨r die Dauer einer
Simulation an einem bestimmten Ort zu halten oder den (Torsions-) Winkel zwischen
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Teilchen starr zu lassen. Dies kann notwendig sein, wenn sich das System noch nicht
im Gleichgewicht befindet und so eventuell große Kra¨fte auf bestimmte Teilchen
wirken wu¨rden. In dieser Arbeit werden keine Restraints verwendet.
4.8. Steepest-Descend
Die Steepest-Descend-Methode dient der Energieminimierung eines Systems. Dafu¨r
werden Teilchen um eine vorher definierte maximale Distanz in Richtung des ne-
gativen Gradienten des Potenzials verschoben und verglichen, ob die resultierende
potenzielle Energie niedriger ist. Ist sie niedriger, wird der Schritt akzeptiert und
die maximale Verru¨ckungsdistanz erho¨ht, sonst wird der Schritt abgelehnt und die
maximale Verru¨ckungsdistanz verkleinert. Der Algorithmus beginnt von vorne, bis
eine festgelegte Anzahl von Schritten absolviert wurde oder die aus dem Potenzi-
al resultierende Kraft auf das Teilchen einen bestimmten Wert unterschritten hat.
Nach dem Handbuch von Gromacs ist sie nicht die schnellste, aber eine sehr stabile
Methode [Hess, 2011, S. 45].
4.9. Periodische Randbedingungen, Minimum Image
Convention und Cut-Off-Radius
Um Randeffekte der kleinen Simulationsboxen (verglichen mit einem realen System)
zu vermeiden, werden periodische Randbedingungen eingefu¨hrt. Die eigentliche Si-
mulationsbox ist umgeben von exakt gleichen Bildern ihrer selbst. Wenn ein Teilchen
sich auf der einen Seite aus der Simulationsbox bewegt, bewegt sich auf der gegen-
u¨berliegenden Seite sein Bild aus der Nachbarbox in die Simulationsbox hinein. Auf
diese Weise wird ein quasi unendlich großes System konstanter Dichte und ohne
Wa¨nde erzeugt. Abbildung 4.3 veranschaulicht das Konzept in zwei Dimensionen.
Bei der Berechnung der Wechselwirkungen eines Teilchens mit den anderen Teilchen
des Systems wird nur das jeweilige (Bild-)Teilchen mit dem kleinsten Abstand mit
einbezogen. Diese Methode wird Minimum Image Convention (engl. fu¨r Minimum
Bild Konvention) genannt.
Zur Einsparung von Rechenkapazita¨t werden außerdem nicht alle Wechselwirkun-
gen, sondern nur die innerhalb eines Cut-Off Radiuses (engl. fu¨r Abschneideradius)
berechnet. Die Methoden werden in [Hentschke et al., 2004, S. 48] ausfu¨hrlich be-
handelt.
4.10. Wa¨nde und 2D-Randbedingungen
Das Softwarepaket Gromacs bietet ab der Version 4 die Mo¨glichkeit, der Simulations-
box Wa¨nde hinzuzufu¨gen [Hess, 2011, S. 182]. So beschra¨nken sich die periodischen
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Abbildung 4.3.: Periodische Randbedingungen, Minimum Image Convention und
Cut-Off mit freundlicher Genehmigung aus [Hentschke et al., 2004].
Randbedingungen nur noch auf die x- und y-Richtung. In z-Richtung begrenzen
Wa¨nde die Simulationsbox oben und unten. Die Ewaldsummation la¨uft nur noch
u¨ber die x- und y-Richtung. Wir erzeugen so zwei unendlich große Oberfla¨chen.
Hinter der etwa 1.1 nm dicken Silica-Oberfla¨che befinden sich die Wa¨nde mit ei-
nem 9-3-Adsorptionspotential. Die Wandatome des Typs β befinden sich nicht an
definierten Positionen, sondern sind gema¨ß einer Anzahldichte ηβ u¨ber das Wandvo-
lumen ausgeschmiert. Das i-te Atom des Typs α im Abstand ziα wechselwirkt mit
der Wand u¨ber:
U9−3(ziα) =
∑
β
2pi
3
ηβ αβ σ
3
αβ
[
2
15
(
σαβ
ziα
)9
−
(
σαβ
ziα
)3]
(4.22)
 und σ sind die bekannten Lennard-Jones-Parameter. Weitere Einzelheiten zu Si-
mulationen mit 9-3-Adsorptionspotential finden sich in Kapitel IV.e von [Hentschke
et al., 2004], woher auch die Gleichung 4.22 stammt. Es sei bemerkt, dass durch die
Silicaschicht vor den Wa¨nden und der Verwendung eines Cut-Off-Radiuses defakto
keine Wechselwirkungen der beweglichen Teilchen mit den Wa¨nden stattfinden. Sie
dienen in unserem Fall lediglich dazu 2D-Randbedingungen einzufu¨hren.
68
Kapitel 5.
MD-Simulationen
In diesem Kapitel werden die Ergebnisse der MD-Simulationen der in Kapitel 3
besprochenen Grenzfla¨chen in silicagefu¨llten Elastomernetzwerken vorgestellt. Die
Grenzfla¨chen gliedern sich in die G1-Grenzfla¨che zwischen zwei unbedeckten pla-
naren Oberfla¨chen β-Crystobalit, die G2-Grenzfla¨che, wo die Oberfla¨che aus G1
mit verschiedenen Haftvermittlern besetzt ist und die G3-Grenzfla¨che, die außer-
dem einen Ausschnitt Polymermatrix zwischen den Oberfla¨chen aus G1 und G2
einschließt.
Zuvor jedoch einige allgemeine Bemerkungen zu den Systemen. Zum einen wollen
wir kurz auf eine Analysemethode - die Potenzialkurven - eingehen, welche fu¨r die
G1- und G2-Grenzfla¨chen eine zentrale Position einnimmt, zum anderen wollen wir
die Notwendigkeit unterschiedlicher Systemgro¨ßen diskutieren.
5.1. Allgemeine Bemerkungen zu den simulierten Systemen
5.1.1. Potenzialkurven
Mit Potenzialkurven ist in dieser Arbeit die Auftragung der potentiellen Energie des
Systems gegen den Abstand der Oberfla¨chen gemeint. Als ein Maß fu¨r den Abstand
dient hier die La¨nge der Simulationsbox in z-Richtung, wobei die Ru¨ckseiten der kri-
stallinen Oberfla¨chen an den Boxwa¨nden anliegen. Dieses vorerst unintuitive Maß fu¨r
den Abstand der Oberfla¨chen ist dem Umstand geschuldet, dass die Oberfla¨chen mit
beweglichen Teilchen besetzt sind und so eine Abstandsdefinition an der Vorderkante
der Oberfla¨che schwierig machen. Die Atome hinter der Oberfla¨che werden jedoch
festgehalten und eignen sich daher besser fu¨r eine Abstandsdefinition. Die Dicke der
Silica-Schicht betra¨gt pro Seite etwa 1.1 nm. Zieht man von den Abstandswerten der
Potenzialkurven also 2.2 nm ab, erha¨lt man in etwa den Abstand der Oberfla¨chen.
Der typische Verlauf einer solchen Kurve ist in Abbildung 5.1 dargestellt. Bei großem
Abstand der Oberfla¨chen ist die Steigung der Potenzialkurve nahe Null; die Ober-
fla¨chen u¨ben kaum Kraft aufeinander aus. Wird der Abstand kleiner, beginnt die
in Abschnitt 4.2.1 beschriebene Dispersionsanziehung, welche ein flaches Minimum
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Abbildung 5.1.: Schematische Zeichnung einer typischen Potenzialkurve. Die poten-
tielle Energie ist gegen den Abstand der Oberfla¨chen aufgetragen.
Die durchgezogene Linie stellt die Summe der gestrichelten Lennard-
Jones-Wechselwirkung und der gepunkteten Coulomb-Wechselwir-
kung dar. Bei geringem Abstand der Oberfla¨chen hat die potenzielle
Energie ein spitzes Minimum. Dieses geht bei gro¨ßeren Absta¨nden in
ein flaches Minimum u¨ber.
aufweist. Bei noch kleineren Absta¨nden u¨berwiegt die elektrostatische Wechselwir-
kung und u¨bt eine starke anziehende Kraft auf die Oberfla¨chen aus. Bei sehr kleinen
Absta¨nden stoßen sich die Oberfla¨chen wieder ab, da die Teilchen sich nicht weiter
ausweichen ko¨nnen, miteinander kollidieren und Teilchen gleicher Ladung sich nahe
kommen.
Um eine solche Kurve aufzunehmen, wird eine Simulationsbox erstellt, in der sich
die Oberfla¨chen in z-Richtung gegenu¨berstehen (vgl. Abbilung 5.2 (a)). Begonnen
wird bei großen Absta¨nden der Oberfla¨chen, welche dann fu¨r die Aufnahme einer
kompletten Kurve einmal zusammen und wieder auseinander geschoben werden.
Die Startkonfiguration ist eventuell noch nicht im Gleichgewicht und wird mittels der
Steepest-Descend-Methode energieminimiert1 und einer MD-Simulation von 104 bis
105 Zeitschritten von je 0.001 Picosekunden equilibriert. Dann wird ein MD-Lauf ge-
startet, der typischerweise 104 Zeitschritte je 0.001 Picosekunden lang ist. Er dient
dazu die potenzielle Energie des Systems zu messen, welche u¨ber die Zeitschritte
gemittelt wird2.
Nun wird der Abstand der Oberfla¨chen um einen bestimmten Betrag gea¨ndert. Bevor
wieder ein MD-Lauf zur Energiemessung gestartet wird, wird das System wieder ins
1Die Simulationsparameter fu¨r die Energieminimierung mittels Steepest-Descend werden in der
Datei em.mdp festgesetzt und ko¨nnen dort nachgesehen werden. Wenn nicht anders erwa¨hnt,
betragen sie: Schrittweite 0.01 nm und Toleranz 100 kJ
mol nm
2Die Energie wird alle 100 Zeitschritte ausgeschrieben. Die interne Berechnung der Energiemittel-
werte und deren Fluktuationen ist aber auf den Zeitschritt genau.
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(a) (b) (c)
Abbildung 5.2.: Visualisierung der Grenzfla¨che G1: (a) Zwei planparallele Oberfla¨-
chen der 100-Ebene von β-Cristobalit stehen sich gegenu¨ber. (b)
Ein Ausschnitt der Silicaoberfla¨che mit Blick entlang der z-Achse
(0.8 nm×0.8 nm) und (c) von der Seite mit Blick entlang der x-Achse
(0.8 nm× 1.1 nm).
Gleichgewicht gebracht. Hierzu werden abwechselnd die Steepest-Descend-Methode
zur Energieminimierung und eine kurze MD-Simulation von 10 Zeitschritten (fu¨nf
bis zehn Mal hintereinander) und dann dasselbe mit 100 Zeitschritten durchgefu¨hrt
(wieder fu¨nf bis zehn Mal). Sollten durch die Verschiebung Close-Contacts3 entstan-
den sein, wurden sie durch dieses Vorgehen beseitigt.
Die Verru¨ckung der Oberfla¨chen bei großen Absta¨nden ist unkritisch und kann in
Schrittweiten von 5 A˚ oder mehr erfolgen. Alle Teilchen auf einer Seite der Simulati-
onsbox werden mit verschoben. Stehen sich die Oberfla¨chen jedoch schon sehr nahe,
besteht durch die Verru¨ckung der Teilchen eine große Gefahr von Close-Contacts
zwischen Teilchen von gegenu¨berliegenden Seiten. Daher wird bei kleinen Absta¨n-
den nur noch um 0.1 A˚ verru¨ckt. Außerdem werden nicht mehr alle Teilchen einer
Seite verschoben, sondern nur noch die Silica-Oberfla¨chen. Die eventuell auf der
Oberfla¨che sitzenden Silane werden bei kleinen Absta¨nden nicht mehr aktiv mitver-
schoben. Dadurch, dass die Silane kovalent an die Oberfla¨che gebunden sind, werden
die Bindungen beim Verru¨cken gestaucht, was bei den Energieminimierungsschritten
fu¨r eine indirekte Silanverschiebung sorgt. Die niedrige Schrittweite und die indirek-
te Silanverschiebung sorgen dafu¨r, dass die eventuelle Erho¨hung der potentiellen
Energie nicht zu sprunghaft wird4.
Der Abstand (in unserem Abstandsmaß abha¨ngig vom System zwischen 22 A˚ und
26 A˚), ab dem die Oberfla¨chen wieder auseinander geschoben werden, wird u¨ber ein
Energiekriterium bestimmt. Typischerweise wird das Zusammenschieben gestoppt,
wenn die potentielle Energie einen Wert von 104 kJmol erreicht hat.
3siehe Glossar
4Letztendlich ist dies wieder ein Kompromiss zwischen Rechenaufwand und Genauigkeit. In den
steilen Bereichen der Potenzialkurve mo¨chte man mo¨glichst kleinschrittig vorgehen, jedoch be-
no¨tigt jeder Schritt 104 MD-Zeitschritte.
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Mittelwert der Energie Um zu testen, ob 104 Zeitschritte (je 0.001 Picosekunden)
ausreichen, um einen aussagekra¨ftigen Wert fu¨r die potenzielle Energie zu erlangen,
wurde fu¨r vier verschiedene Systeme eine Kurve mit 100 ps (105 MD-Zeitschritte)
und eine mit 10 ps (104 MD-Zeitschritte) je Energiemittelwert aufgenommen. Die
Kurven ]1 bis ]4 stammen von simulierten G2-Grenzfla¨chen mit AS03 bedeckt in
der Konzentration 0.61 Silane
nm2
. Die Silanmoleku¨le sind jeweils unterschiedlich auf der
Oberfla¨che verteilt. Die Kurven ]2 sind um 0.6 nm, die Kurven ]3 sind um 1.2 nm
und die Kurven ]4 sind um 1.8 nm der besseren U¨bersicht wegen auf der x-Achse
verschoben. Die Kurven ]5 stammen aus Simulationen der G2-Grenzfla¨che, die zur
Ha¨lfte mit MP bedeckt ist. MP ist das bei weitem la¨ngste Silanmoleku¨l und sollte
daher den gro¨ßten “Zeitbedarf” haben. Es wurde eine Kurve mit 50 ps (5 ∗ 104 MD-
Zeitschritte) und eine mit 10 ps (104 MD-Zeitschritte) je Energiemittelwert aufge-
nommen. Die Ergebnisse aller Kurven sind in Abbildung 5.3 dargestellt. Die Kurven
liegen paarweise gut u¨bereinander, so dass 104 MD-Zeitschritte fu¨r einen aussage-
kra¨ftigen Energiemittelwert auszureichen scheinen.
Verschobene Kurven In vielen Diagrammen dieser Arbeit werden die Potenzial-
kurven auf der x-Achse verschoben dargestellt. Dies dient lediglich der besseren
Lesbarkeit und U¨bersicht. Dieses “Auseinanderziehen” der Kurven ist dadurch ge-
kennzeichnet, dass die Silankonzentration in Silane
nm2
an der oberen Kante stehen. Au-
ßerdem werden die Kurven zum besseren Vergleich der Form und Tiefe ihrer Minima
auf der y-Achse verschoben und zwar derart, dass die potentielle Energie Null fu¨r
große Absta¨nde gesetzt wird. Die Vorgehensweise wird in Abschnitt 5.3.2 detailliert
beschrieben. Es geht bei den Potenzialkurven also weniger um deren absoluten Wert,
als mehr um die Form der Kurve.
5.1.2. Systemgro¨ßen und -geometrie
Die Potenzialkurven dieser Arbeit wurden mittels verschieden großer Simulations-
boxen erstellt. Um den Rechenaufwand gering zu halten, wa¨hlen wir das System
so klein wie mo¨glich. Gro¨ßere Simulationsboxen sind notwendig, um Finite-Size-
Effekte zu vermeiden (siehe auch Abschnitt 5.2.1), aber hauptsa¨chlich um niedrige
Silankonzentrationen simulieren zu ko¨nnen.
Bei allen Systemen der Grenzfla¨chen G1, G2 und G3 zeigt der Normalenvektor der
Oberfla¨chen (welche sich planparallel gegenu¨berstehen, vgl. Abb. 5.2) in z-Richtung.
Die Kantenla¨nge der Simulationsbox in dieser Richtung ha¨ngt vor allem davon
ab, was sich zwischen den Oberfla¨chen befindet. Aufgrund der rechenaufwa¨ndigen
Coulomb-Wechselwirkung5 soll die Box mo¨glichst kurz sein. Die Boxkanten in x- und
5Der Rechenaufwand zur Bestimmung der langreichweitigen Coulomb-Wechselwirkung ha¨ngt von
der Gro¨ße der Simulationsbox ab. Kleine Simulationsboxen sind bezu¨glich Rechenaufwand gu¨n-
stiger.
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Abbildung 5.3.: Um zu testen, wie viele Zeitschritte notwendig sind fu¨r einen aussage-
kra¨ftigen Mittelwert der Energie zu einem bestimmten Abstand, wur-
den Potenzialkurven von fu¨nf Systemen, die Kurven ]1 bis ]4 jeweils
mit 10 ps und 100 ps pro Energiemittelwert (ein Energiemittelwert ist
ein Datenpunkt der Kurve) und die Kurven ]5 mit 50 ps und mit 10 ps
pro Energiemittelwert, simuliert. Die ]1 bis ]4 sind Simulationen mit
AS03 bedeckten Oberfla¨chen in der Konzentration 0.61 Silanenm2 , ]5 ist
mit MP zur Ha¨lfte bedeckt. Die Kurven liegen paarweise gut u¨ber-
einander, so dass 104 MD-Zeitschritte als ausreichend angenommen
werden. Die Kurven ]2 bis ]4 wurden zur besseren Lesbarkeit auf der
x-Achse verschoben. Der Abstand beim Potenzialminimum ist hier
daher nicht ablesbar.
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y-Richtung sind gleich lang. Sie ha¨ngen vor allem von der gewu¨nschten Silankon-
zentration ab. Niedrige Konzentrationen oder kleinschrittige Konzentrationsreihen
erfordern große Oberfla¨chen. Vier Kantenla¨ngen werden typischerweise simuliert:
Name La¨nge Konzentrationen Schrittweite
[nm] [Silane
nm2
] [Silane
nm2
]
Klein 2.025 0.244 - 1.951 0.244
Mittel 4.05 0.061 - 1.951 0.061
Groß 6.075 0.027 - 1.951 0.027
Riesig 8.1 0.015 - 1.951 0.015
Tabelle 5.1.: U¨bersicht der simulierten Systemgro¨ßen
Diese Kantenla¨ngen sind ein Vielfaches der Einheitszelle der β-cristobaliten Struktur
der Oberfla¨che. Bezogen auf die kleine Box, sind die anderen Boxen vier, neun und
sechzehn mal so groß im Querschnitt durch die xy-Ebene. Die Dimension der kleinen
Box ergibt sich aus dem gewa¨hlten Cut-Off von 0.9 nm. Aufgrund der Minimum-
Image-Convention darf keine Boxkante ku¨rzer als der zweifache Cut-Off Radius sein,
da sonst Teilchen mit sich selbst in Wechselwirkung treten ko¨nnen. Aus der gleichen
U¨berlegung ergibt sich auch die Dicke der Silica-Schicht von jeweils ca. 1 nm. Liegen
die beiden Oberfla¨chen direkt voreinander, ist die Simulationsbox mit etwa 2 nm
noch gro¨ßer als der zweifache Cut-Off Radius.
5.2. G1-Grenzfla¨che
Das G1-System modelliert die Grenzfla¨che zwischen zwei planparallelen Oberfla¨chen
aus Silica. Die Oberfla¨chen sind mit geminalen OH-Gruppen bedeckt. Dieses Modell
bildet die Silica-Silica-Wechselwirkung, wie sie zwischen zwei Silica-Prima¨rpartikeln
oder Silica-Aggregaten in gefu¨llten Elastomeren vorkommt, ab. Wie in den Kapiteln
1 und 2 beschrieben steht diese Grenzfla¨che zusammen mit der G2-Grenzfla¨che in
Verdacht fu¨r den Payne-Effekt verantwortlich zu sein. Ziel der Simulation der G1 ist
es, abzuscha¨tzen, welche Energie (Tiefe des Minimums der Potenzialkurve) und wel-
che Kraft (Steigung der Potentzialkurve um das Minimum herum) notwendig sind,
um zwei Silica-Oberfla¨chen voneinander zu trennen. Um die Silica-Silica- und Sili-
ca-Silan-Silica-Grenzfla¨che ursa¨chlich fu¨r den Payne-Effekt zu erkla¨ren, sollten die
Potenzialkurven der G1 und G2 Diskontinuita¨ten oder Unstetigkeiten aufweisen. Zu-
vor sollen jedoch noch einige Test-Simulationen das Computermodell auf Konsistenz
pru¨fen.
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5.2.1. Test der G1-Grenzfla¨che
Gro¨ßenabha¨ngigkeit des Systems Sogenannte Finite-Size-Effekte6 stellen ha¨ufig
ein Problem bei Computersimulationen dar.
Um zu u¨berpru¨fen, ob die Form der Potenzialkurven von der Gro¨ße des Systems
abha¨ngt, wurden vier Simulationsboxen der G1-Grenzfla¨che erstellt, welche in der
x- und y-Richtung Kantenla¨ngen von 2.025 nm (klein), 4.05 nm (mittel), 6.075 nm
(groß), 8.1 nm (riesig) aufweisen, und Potenzialkurven aufgenommen. Die Ergeb-
nisse sind in Abbildung 5.4 dargestellt. Die Potenzialkurven werden durch ihren
Gro¨ßenfaktor geteilt. Liegen die Kurven u¨bereinander, skaliert die gesamte poten-
zielle Energie des Systems linear mit der Gro¨ße der Oberfla¨che und es gibt keine
Finite-Size-Effekte. In der vergro¨ßerten Ansicht ist zu sehen, dass die Kurve des
mittleren Systems und die des kleinen Systems am meisten voneinander abweichen,
na¨mlich um etwas weniger als 50 kJmol . Bezogen auf die Tiefe des Minimums, von etwa
500 kJmol , ergibt sich eine Abweichung von ca. 10 % im schlechtesten Fall. Es ist somit
legitim von einer linearen Gro¨ßenskalierung auszugehen.
Ladungsverteilung auf der Silica-Oberfla¨che Die Ladungsverteilung auf der Sili-
ca-Oberfla¨che ist ausschlaggebend fu¨r die Form der Coulomb-Energie-vs-Abstand-
Kurve. Diese wiederum bestimmt entscheidend die Form der gesamten Potenzialkur-
ve und sorgt fu¨r das spitze Minimum der Potenzialkurve. In Abschnitt 3.4.2 wurde
die Methode zur Bestimmung der Ladungsverteilung bereits diskutiert. An dieser
Stelle soll getestet werden, wie sich eine A¨nderung in der Ladungsverteilung auf
die Potenzialkurven der G1-Grenzfla¨che auswirkt. Es ist von vornherein nicht aus-
zuschließen, dass eine Ladungsverteilung, die mit einer anderen Methode bestimmt
wird, eine ga¨nzlich andere Kurvenform ergibt.
Fu¨r die Vergleichs-Ladungsverteilung wurde ein Ausschnitt der β-cristobalit Ober-
fla¨che mittels der Software Crystalmakerr Version 8.5.3 erstellt und in Spartan ’08r
importiert. Die Ladungsverteilung wurde mit der ESP-Methode auf Basis der Mo¨ller-
Plesset Sto¨rungstheorie 2. Ordnung bestimmt (MP2) und aus dem Programm-Output
die elektrostatische Ladung der einzelnen Teilchen abgelesen. Die Verteilung der Par-
tialladungen auf der Oberfla¨che sind in Abbildung 5.5 zu sehen. Die entsprechende
Input-Datei fu¨r Gromacs (ffIsoSil.rtp) wurde an die neue Ladungsverteilung ange-
passt. Die im kleinen System aufgenommenen Potenzialkurven auf Basis der AM1
und MP2 Ladungsverteilung werden in Abbildung 5.6 verglichen.
Die Potenzialkurven zeigen beide das charakteristische spitze Minimum bei klei-
nem Abstand der Oberfla¨chen. Bei großen Absta¨nden verlaufen die Kurven nahezu
gleich. Bei kleinen Absta¨nden unterscheiden sich die Kurven jedoch im Detail. Die
MP2 parametrisierte Kurve weist ein tieferes und spitzeres Minimum als die AM1
parametrisierte Kurve auf. Außerdem ist das Minimum um etwa 0.1 nm nach rechts
6siehe Glossar
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Abbildung 5.4.: Potenzialkurve der G1-Grenzfla¨che fu¨r alle Systemgro¨ßen mit dem
Gro¨ßenfaktor normiert. Die Skalierung der potenziellen Energie mit
der Oberfla¨chengro¨ße kann als linear angenommen werden. In der
vergro¨ßerten Ansicht weichen die Kurven um maximal 50 kJmol von-
einander ab. Bezogen auf die Tiefe des Minimums, von etwa 500 kJmol ,
ergibt sich eine Abweichung von etwa 10 %. Die Kurven sind auf
der y-Achse nicht auf Null-Niveau verschoben. Die Tiefe des spitzen
Minimums betra¨gt etwa 350 kJmol .
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Abbildung 5.5.: Die Verteilung der elektrostatischen Partialladungen auf der Silica-
Oberfla¨che wurden auf Basis der semiempirischen AM1 Methode und
der sto¨rungstheoretischen Mo¨ller-Plesset Methode 2. Ordnung (MP2)
bestimmt. Die AM1 Methode erzeugt eine polarere Oberfla¨che als die
MP2 Methode.
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Abbildung 5.6.: Um zu testen, welchen Einfluss die Methode zur Bestimmung der La-
dungsverteilung auf die Potenzialkurven hat, wurde neben der sonst
verwendeten AM1 Methode eine Ladungsverteilungsbestimmung auf
Basis der Mo¨ller-Plesset Sto¨rungstheorie 2. Ordnung mittels der Soft-
ware Spartan ’08r durchgefu¨hrt. Fu¨r die beiden Ladungsverteilun-
gen wurden Potenzialkurven der G1-Grenzfla¨che aufgenommen. Die
resultierenden Kurven zeigen beide das charakteristische spitze Mi-
nimum, unterscheiden sich jedoch im Detail.
verschoben und etwas breiter. Die Kraft, die beno¨tigt wird, um zwei Oberfla¨chen aus-
einander zu ziehen, leitet sich aus der Steigung der Potenzialkurve ab. Der Anstieg
auf der rechten Seite des spitzen Minimums beider Kurven ist a¨hnlich.
Fazit des Vergleichs der Ladungsverteilungen: Beide Ladungsverteilungen erzeugen
Kurven a¨hnlicher Form. Auch wenn sich die spitzen Minima der Potenzialkurven in
Tiefe und Breite unterscheiden, kann keine der Verteilungen als die bessere ausge-
macht werden.
Betrachtung des Minimums Die Energie, die notwendig ist um zwei Oberfla¨chen
aus Material 1 und Material 2 zwischen denen sich das Medium 3 befindet vonein-
ander zu trennen, la¨sst sich mit der Hamaker-Konstante aH abscha¨tzen. Diese la¨sst
sich aus der Lifshitz Theorie [Lifshitz, 1956] wie folgt berechnen:
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AH ≈ 3
4
kbT ·
(
1 − 3
1 + 3
)
·
(
2 − 3
2 + 3
)
+
3hνe
8
√
2
· (n
2
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n21 + n
2
3 ·
√
n22 + n
2
3 ·
(√
n21 + n
2
3 +
√
n22 + n
2
3
) (5.1)
Hier ist  die statische dielektrische Konstante, n der Brechungsindex im sichtbaren
Frequenzbereich und νe die charakteristische Absorptionsfrequenz im UV Bereich,
die bei dieser Formel fu¨r alle drei Materialien/Medien als gleich angenommen wird.
Die Indizes 1, 2 und 3 bezeichnen Material 1, Material 2 bzw. das Medium 3 da-
zwischen. Bei dieser Berechnung werden die folgenden Na¨herungen angewendet: Die
atomare Struktur der Materie ist vernachla¨ssigt. Die beiden Platten werden aus ei-
nem kontinuierlichen Material bestehend angenommen mit Bulk-Eigenschaften wie
der dielektrischen Leitfa¨higkeit und Brechnungsindex. Die dielektrische Leitfa¨higkeit
ersetzt dabei die molekulare Polarisierbarkeit. Sie wird als zeitunabha¨ngig angenom-
men.
Bergstro¨m [Bergstro¨m, 1997] hat dielektrische Eigenschaften verschiedener inorga-
nischer Materialien gemessen und u¨ber die Formel 5.1 die Hamaker-Konstanten er-
rechnet. Die Werte fu¨r SiO2 in Quartz und amorpher Form sind in Tabelle 5.2
zusammengetragen.
U¨ber die Formel 5.2 von Hamaker kann nun die Energie (Van der Waals Wechsel-
wirkung) berechnet werden, die beno¨tigt wird um zwei quadratische Platten der
Kantenla¨nge L aus dem Gleichgewichtsabstand h0 auseinander zu ziehen:
w =
AHL
2
12pih20
(5.2)
Abbildung 5.7 zeigt die Energie w, die beno¨tigt wird, um die G1-Oberfla¨chen der
kleinen Simulationsbox nach Formel 5.2 auseinander zu ziehen fu¨r verschiedene
Gleichgewichtsabsta¨nde. Aus Abbildung 5.4 lesen wir die Distanz der Platten beim
Energieminimum von etwa (23.5 − 22 )A˚ = 1.5 A˚ ab (beachte Abschnitt 5.1.1). Die
zugeho¨rige Energie lesen wir fu¨r SiO2 (Quartz) als 250
kJ
mol ab, was der Ha¨lfte der
Minimumstiefe aus Abbildung 5.4 entspricht. Wie bereits diskutiert, ist der Abstand
der Oberfla¨chen nicht scharf definierbar. Er geht quadratisch in die berechnete Ener-
gie ein, womit deren Abscha¨tzung recht grob wird. Zudem kommen zu der Van der
Waals Wechselwirkung noch weitere Beitra¨ge zur Energie, wie Wasserstoffbru¨cken
zwischen den OH-Gruppen der Oberfla¨chen, so dass ein niedrigerer Wert der berech-
neten im Gegensatz zur simulierten Energie durchaus sinnvoll erscheint. Zusammen
mit den oben erwa¨hnten Na¨herungen der Lifshitz-Theorie und unter Beachtung der
unterschiedlichen Formen der Potenzialverla¨ufe der nach Hamaker berechneten und
simulierten Kurven halten wir fest, dass die simulierten Werte verglichen mit den
berechneten gro¨ßenordnungsma¨ßig in einem “vernu¨nftigen” Bereich liegen.
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Abbildung 5.7.: Nach Formel 5.2 berechnete Energie zwischen zwei 4.1 nm2 großen
SiO2 Platten (G1 kleine Simulationsbox) mit Hamaker-Konstanten
fu¨r Quartz und amorphes Silica aus Tabelle 5.2.
Material  n ν [1015Hz] AH [10
−20J]
SiO2 (Quartz) 4.29 1.536 0.323 8.97
Silica (amorph) 3.82 1.448 0.324 6.60
Tabelle 5.2.: : Statische dielektrische Konstante, n: Brechungsindex im sichtbaren
Frequenzbereich, ν: Charakteristische Absorptionsfrequenz im UV Be-
reich, AH : Hamaker Konstante in Vakkum (3 = 1, n3 = 1) nach Glei-
chung 5.1 berechnet. Die Werte stammen von Bergstro¨m [Bergstro¨m,
1997]
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5.3. G2-Grenzfla¨che
Das G2-System modelliert die Grenzfla¨che zweier silanbesetzer Oberfla¨chen von Si-
lica. Wir wollen herausfinden welche Menge eines bestimmten Silanes notwendig
ist, um die Oberfla¨che zu hydrophobieren. Wie in Abschnitt 3.5 diskutiert, gehen
wir davon aus, dass mit 2 Silanmoleku¨len pro nm2 die Silica-Oberfla¨che vollsta¨ndig
bedeckt ist. Die u¨brigen OH-Gruppen ko¨nnen aufgrund von sterischen Hinderun-
gen nicht weiter umgesetzt werden. Diese Situation bezeichnen wir als vollsta¨ndige
Silanisierung der Silica-Oberfla¨che. Im Gegensatz dazu ko¨nnen bei vollsta¨ndiger Hy-
drophobierung noch Pla¨tze an der Oberfla¨che frei sein. Es ko¨nnte aber auch der Fall
auftreten, dass obwohl alle Pla¨tze mit Silanen besetzt sind (vollsta¨ndige Silanisie-
rung) die Oberfla¨chen nicht hydrophobiert sind.
Zu diesem Zweck nehmen wir fu¨r verschieden besetzte Oberfla¨chen Potenzialkurven
auf. Aus der Form der Potenzialkurven schließen wir, ob die Oberfla¨che hydropho-
biert ist. Besitzt die Potenzialkurve ein spitzes Minimum (vergleiche Abschnitt 5.1.1)
sind die Oberfla¨chen nicht gegenseitig abgeschirmt. Ist kein spitzes Minimum vor-
handen gehen wir von einer hydrophobierten Oberfla¨che aus.
Bevor wir jedoch zu den Silankonzentrationsstudien kommen, wollen wir das G2-
Modell testen.
5.3.1. Test der G2-Grenzfla¨che
Ladungsverteilungen Wie schon bei der G1-Grenzfla¨che geschehen (vergleiche Ab-
schnitt 5.2.1), testen wir die Ergebnisse zweier unterschiedlicher Methoden die Partial-
ladungen auf der Silica-Oberfla¨che zu verteilen. Die Frage, der wir nachgehen wollen,
lautet, ob die unterschiedlichen Ladungsverteilungen zu unterschiedlichen Ergeb-
nissen fu¨r die G2-Systeme fu¨hren. Die Ladungsverteilungen sind Abbildung 5.5 zu
entnehmen.
Die Abbildungen 5.8 und 5.9 zeigen die Simulationsergebnisse fu¨r Silankonzentrati-
onsreihen von AS03 und AS16. Diese beiden Silane wurden ausgewa¨hlt, weil sie das
ku¨rzeste und la¨ngste simulierte Alkylsilan sind. Die Kurven sind wie in Abschnitt
5.1.1 beschrieben der U¨bersicht wegen auseinander gezogen. Die Kurve ganz links
entspricht einem Silan auf 16.40 nm2 (mittlere Boxgro¨ße). Bei jeder um 0.6 nm weiter
nach rechts verschobenen Kurve kommt ein Silanmoleku¨l dazu, so dass eine Schritt-
weite der Silankonzenration von 0.061 Silane
nm2
realisiert wurde. Die Kurven sind nicht
auf Null-Niveau gebracht, sondern stellen die “Rohdaten” des Simulations-Outputs
dar. Die Achsenausschnitte sind fu¨r die AM1 und MP2 Ergebnisse jeweils gleich groß,
jedoch auf der y-Achse verschoben. Die Minimumstiefen sind so direkt vergleichbar.
Betrachtet man die Form der Kurven, so zeigen sich bei allen Abbildungen Kurven
mit einem spitzen Minimum, welches ab einer bestimmten Silankonzentration auf
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Abbildung 5.8.: AS03 Silankonzentrationsreihe. Die Ladungsverteilung der Oberfla¨-
che wurde auf Basis der AM1 (a) und der MP2 (b) bestimmt.
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Abbildung 5.9.: AS16 Silankonzentrationsreihe. Die Ladungsverteilung der Oberfla¨-
che wurde auf Basis der AM1 (a) und der MP2 (b) bestimmt.
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der Silica-Oberfla¨che verschwindet. Bei AS03 mit der AM1 Ladungsverteilung ver-
schwindet das spitze Minimum nach der elften Kurve, also bei einer Bedeckung von
0.69 Silane
nm2
. Die MP2 Ladungsverteilung la¨sst das spitze Minimum nach der neunten
Kurve, also bei einer Bedeckung von 0.55 Silane
nm2
, verschwinden. Bei AS16 mit der
AM1 parametrisierten Oberfla¨chenladung ist nach der dritten Kurve, was einer Be-
deckung von 0.18 Silane
nm2
entspricht, kein spitzes Minimum mehr zu erkennen. Bei der
MP2 Methode ist es nach der zweiten Kurve verschwunden, also bei einer Bedeckung
von 0.12 Silane
nm2
. Die beiden Werte der MP2 Methode liegen damit jeweils unter den
Werten der AM1 Methode.
Fu¨r die weiteren Betrachtungen wird die ESP-Methode auf Basis der AM1 Methode
zur Bestimmung der Ladungsverteilung verwendet. Das relevante Ergebnis der Si-
mulationen, das Verschwinden des spitzen Minimums, liegt bei den beiden Methoden
nahe beieinander. Die AM1 Methode ist jedoch bei weitem nicht so rechenintensiv,
wie die MP2 Methode und erha¨lt daher den Vorzug.
Auffa¨llig ist, dass die Kurven bei der AM1 Methode bei steigender Bedeckung sich
zur tieferen potentiellen Energie verschieben, die MP2 Methode dagegen einen stei-
leren Anstieg der Kurven bei großem Abstand der Oberfla¨chen erzeugt. Auf ersteres
wollen wir im folgenden Abschnitt eingehen.
5.3.2. Mittelwertkurve und Fehlerbetrachtung
Wir mo¨chten den statistischen Fehler der Potenzialkurven abscha¨tzen. Fu¨r die Po-
tenzialkurve eines Bedeckungsgrades werden zwischen fu¨nf und zehn einzelne Kurven
simuliert aus denen die Gesamtkurve gemittelt wird. Die einzelnen Kurven unter-
scheiden sich dadurch, dass die Silane verschieden (zufa¨llig) auf der Oberfla¨che plat-
ziert wurden, wodurch die Einzelkurven auf der y-Achse gegeneinander verschoben
sein ko¨nnen, weil die Wechselwirkungen der Silane auf einer Oberfla¨che unterein-
ander abha¨ngig von den Silanabsta¨nden variieren. In den Abbildungen 5.8 und 5.9
sind die Einzelkurven, aufgenommen von mit AS03 und AS16 besetzten Oberfla¨-
chen, gezeigt. Doch auch bei Simulationen mit den anderen Testsilanen7 sind die
Potenzialkurven bei ho¨herer Bedeckung zu tieferer potentieller Energie verschoben.
Abbildung 5.10 zeigt die potentielle Energie bei einem Abstand der Oberfla¨chen
von 7.5 nm aufgetragen gegen den Bedeckungsgrad. Mit steigendem Bedeckungs-
grad sinkt die potenzielle Energie. Sind wenige Silane auf der Oberfla¨che, ist die
gegenseitige Wechselwirkung gering, steigt die Anzahl der Silane auf der Oberfla¨che
weiter an, kommen zusa¨tzlich zum Wechselwirkungsanteil des Silans mit der Oberfla¨-
che noch Anteile der Nachbar-Silane hinzu, was die potenzielle Energie offensichtlich
erniedrigt. Die Streuung der Punkte ist bei mittleren Konzentrationen am ho¨chsten,
da die gro¨ßere Mo¨glichkeit der Anordnung der Silane fu¨r unterschiedliche Wechsel-
wirkungsenergien sorgt. Bei unbesetzter und vollbesetzer Oberfla¨che gibt es nur eine
7Im Fall mittels AM1 parametrisierter Simulationen
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Abbildung 5.10.: Wie bei den “Rohdaten” in Abbildung 5.8 zu sehen, sind die Poten-
zialkurven mit steigendem Bedeckungsgrad zu tieferen potentiellen
Energien hin verschoben. Fu¨r die verschiedenen Alkylsilane AS03,
AS05, AS08, AS12 und AS16 zeigt diese Abbildung die potentielle
Energie bei einem gewa¨hlten Oberfla¨chenabstand von 7.5 nm auf-
getragen gegen den Bedeckungsgrad. Der Abstand ist relativ groß
gewa¨hlt, damit die Wechselwirkungen der beiden Oberfla¨chen un-
tereinander außen vor bleiben. Die durchgezogene Linie zeigt den
Fit eines Polynoms zweiten Grades der Form ax2 + bx+ c mit den
Fitparametern a = −356.796, b=-861.825 und c=-4250.4. In den
Ka¨sten sind die Punkte bei niedrigster und ho¨chster Bedeckung
vergro¨ßert dargestellt. Bei niedrigster Bedeckung liegen die Punkte
nahe beieinander. Auch so bei der ho¨chsten Bedeckung. Die Punk-
te sind jedoch fu¨r Silane mit steigendem Molgewicht zu negativeren
Energien verschoben.
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mo¨gliche Anordnung der Silane auf der Oberfla¨che. Aus der Streuung der Punk-
te bei diesen Konzentrationen la¨sst sich eine erste Abscha¨tzung fu¨r den Fehler der
potentiellen Energie von 15 − 30 kJ
mol nm2
ta¨tigen. Die Energiewerte beschreiben die
Wechselwirkungen, die nur auf einer der beiden Oberfla¨chen stattfinden.
Wir sind jedoch an der Wechselwirkung der einen Oberfla¨che zur gegenu¨berliegen-
den interessiert. Daher werden die Potenzialkurven so verschoben, dass sie fu¨r große
Absta¨nde der Oberfla¨chen u¨bereinander liegen und die potenzielle Energie Null ist,
bevor sie zu einer Kurve gemittelt werden. Mit diesem Verfahren ziehen wir im Prin-
zip die Wechselwirkungsenergie der Oberfla¨che mit sich selber ab und erhalten die
Wechselwirkungsenergie verursacht durch die gegenu¨berliegenden Seite. Natu¨rlich
ko¨nnen bei geringer werdendem Abstand die Silane der einen Seite die Silane auf
der anderen Seite in energetisch ungu¨nstigere Positionen “dra¨ngen”. Diese Art von
Selbstwechselwirkung bilden die verschobenen Potenzialkurven noch ab.
Um die Kurven auf das gleiche Niveau zu verschieben, nutzen wir die Beobachtung
aus, dass die Potenzialkurven bei großen Absta¨nden na¨herungsweise linear verlau-
fen. Wir legen eine Regressionsgerade durch diesen Bereich und bestimmen deren
Steigung und y-Achsenabschnitt. Auf der Abszisse wa¨hlen wir einen Punkt aus dem
Fit-Bereich, u¨ber den wir durch Einsetzen in die soeben ermittelte Geradengleichung
den Wert fu¨r die Verschiebung auf der Ordinate bestimmen. Dieser Punkt ist in der
Regel das Supremum des Fit-Intervalls, damit die potentielle Energie bei großem
Abstand auf Null gesetzt wird. Um die Kurven auf ein einheitliches Niveau zu brin-
gen, muss fu¨r alle Kurven der gleiche Punkt gewa¨hlt werden. Das Schema ist in
Abbildung 5.11 dargestellt.
Um den Fehler der gemittelten Potenzialkurve zu berechnen, betrachten wir den
Fehler des Mittelwertes der einzelnen Kurven. Ein Punkt einer Simulationskurve
stellt den Mittelwert der potenziellen Energie u¨ber 104 Zeitschritte bzw. 10 ps einer
MD-Simulation dar. Der Mittelwert E¯ und dessen Fehler σE¯ berechnen sich auf die
u¨bliche Weise8:
E¯ =
104∑
i=1
E(ti)
104
(5.3)
σE¯ =
1√
m
 104∑
i=1
E(ti)
2
104
− E¯2
1/2 (5.4)
Hier ist m in Gleichung 5.4 die Anzahl der unkorrelierten Stichproben (bzw. Mes-
sungen). Fu¨r die Abscha¨tzung von m bestimmen wir die Korrelationszeit der Ener-
8Die MD-Simulations-Software Gromacs gibt den Mittelwert der Energie und dessen Fehler u¨ber
das Analyseprogramm g energy aus. Der berechnete Fehler ist allerdings σ2E =
∑104
i=1
E(ti)
2
104
−E¯2,
also ohne den Faktor 1√
m
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Abbildung 5.11.: Wir legen eine Regressionsgerade durch den Fitbereich und be-
stimmen deren Steigung und y-Achsenabschnitt. Auf der Abszis-
se wa¨hlen wir einen Punkt aus dem Fit-Bereich (Kreuz), u¨ber den
wir durch Einsetzen in die soeben ermittelte Geradengleichung den
Wert fu¨r die Verschiebung auf der Ordinate bestimmen.
giemessung. Dazu bestimmen wir die Zeit bis die Korrelationsfunktion 5.5 [Haile,
1997] auf Null abgesunken ist.
C(t) =
∑n
i=1
(
E(ti)− E¯
) · (E(ti + t)− E¯)∑n
i=1
(
E(ti)− E¯
)2 (5.5)
Abbildung 5.12 zeigt die Korrelationsfunktion der Energie fu¨r zwei unterschiedliche
Systeme. In Bild (a) sind die Energie-Korrelations-Kurven von Silica-Oberfla¨chen der
mittleren Gro¨ße mit 0.61 AS03
nm2
besetzt bei kleinem, mittleren und großem Abstand ge-
zeigt. Bild (b) zeigt Silica-Oberfla¨chen riesiger Gro¨ße mit 0.09 AS16
nm2
besetzt ebenfalls
bei kleinem, mittleren, und großem Abstand der Oberfla¨chen. Wir stellen fest, dass
die Korrelationsfunktion nicht systematisch von der Boxgro¨ße, dem Bedeckungsgrad
oder dem Abstand der Oberfla¨chen abha¨ngt und lesen eine Korrelationszeit von 1 ps
ab. Bei 10 ps Simulationszeit bedeutet dies eine Anzahl unkorrelierter Stichproben
von m =
√
n · 10, mit n =Anzahl Potenzialkurven.
Nachdem wir nun die Art und Weise wie die Potentialkurven erstellt und deren Fehler
abgescha¨tzt wird erla¨utert haben, wollen wir uns der eigentlichen Betrachtung der
Kurven widmen.
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Abbildung 5.12.: Autokorrelationskurven der Energie nach Formel 5.5 unterschied-
licher Systeme. Bild (a): AS03 in mittelgroßer Box mit einer Be-
deckung von 0.61 Silanenm2 bei 7.59 nm (]1), 2.96 nm (]2) und 2.46 nm
(]3) Abstand der Oberfla¨chen zueinander. Bild (b): AS16 in rie-
siggroßer Box mit einer Bedeckung von 0.09 Silanenm2 bei 5.10 nm (]1),
2.78 nm (]2) und 2.22 nm (]3) Abstand der Oberfla¨chen zueinander.
Wir lesen eine Korrelationszeit von 1 ps ab.
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5.3.3. Simulationsreihen Silantyp und -konzentration
Fu¨r die in Kapitel 2.2.2 beschriebenen Alkylsilane und die bifunktionalen Haftver-
mittler TESPT und MP wurden Konzentrationsreihen von Labormischungen und
Computersimulationen durchgefu¨hrt. Zudem wurden als Zwischenstufe von AS03
nach AS08 noch ein AS05 mit einer Fu¨nfer-Alkylkette und von AS08 nach AS16 ein
AS12 mit einer Zwo¨lfer-Alkylkette simuliert.
5.3.4. Dynamisch-Mechanischen-Analysen mit Messfehler
Fu¨r die Silane AS03, AS08, AS16, MPTE, TESPT und MP wurden Gummimi-
schungen mit Silan-Konzentrationsreihen erstellt. Die nachfolgende Tabelle listet
die erstellten Mischungen mit den zugeho¨rigen Silankonzentrationen9 auf:
Silan Konzentrationen [Silane/nm2] Rezept
AS03 Ref∗, 0, 0.1, 0.2, 0.4, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.9,
1, 1.2, 1.5
1
AS08 Ref∗, 0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.5, 0.55,
0.6, 0.7, 0.8, 1, 1.5
1
AS16 Ref∗, 0.02, 0.04, 0.05, 0.06, 0.07, 0.3, 0.35, 0.4, 0.5, 0.55,
0.6, 0.7, 0.8, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 1
1
MPTE Ref∗, 0, 0.1, 0.2, 0.3, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75,
0.8, 0.85, 0.9, 1, 1.2
1
TESPT Ref∗ 3
MP 0 0.09, 0.17, 0.21, 0.25, 0.3, 0.34, 0.43 1
∗Referenzmischungen nach Rezept 3
Die TESPT-Referenzmischung und die Mischung ohne Silan wurden fu¨r mehrere
Konzentrationsreihen erstellt und ko¨nnen daher fu¨r die Abscha¨tzung eines Fehlers
der gemessenen Kurven der Dynamisch-Mechanischen-Analyse (RPA-Kurven) die-
nen. Die eingestellte Auslenkung weicht von der gemessenen Auslenkung ab und auch
die zugeho¨rigen Schermodule variieren. U¨ber den Mittelwert und die Standardabwei-
chung lassen sich die Fehlerbalken in Abbildung 5.20 berechnen. Die Fehler bei klei-
nen Auslenkungen sind recht groß und verringern sich bei gro¨ßeren Auslenkungen.
Ab einer Auslenkung von 1 % ist der Fehler der Messpunkte in einem akzeptablen
Bereich unter 10 %. Bei der Auswertung der Messreihen werden bei festgelegter Aus-
lenkung die Schermodule bei variierendem Silangehalt verglichen, also die Absta¨nde
der Kurven in verschiedenen Bereichen der x-Achse. Die Erwartung ist, dass der
Schermodul bei steigendem Silangehalt sinkt. Dieses Verhalten wird aufgrund der
großen Schwankungen im Schermodul bei sehr kleinen Auslenkungen im Intervall
von 1 % bis 10 % Auslenkung untersucht werden. Ab 10 % Auslenkung streben die
Kurven auf einen gemeinsamen Wert zu. Die Kurvenabsta¨nde sind dann nicht mehr
gut zu untersuchen.
9Rezepte in Anhang B
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Abbildung 5.13.: Konzentrationsstudie von AS03. Die Kurven sind zur besseren Les-
barkeit auf der x-Achse verschoben. Die Zahl am oberen Rand gibt
die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.14.: Konzentrationsstudie von AS05. Die Kurven sind zur besseren Les-
barkeit auf der x-Achse verschoben. Die Zahl am oberen Rand gibt
die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.15.: Konzentrationsstudie von AS08. Die Kurven sind zur besseren Les-
barkeit auf der x-Achse verschoben. Die Zahl am oberen Rand gibt
die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.16.: Konzentrationsstudie von AS12. Die Kurven sind zur besseren Les-
barkeit auf der x-Achse verschoben. Die Zahl am oberen Rand gibt
die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.17.: Konzentrationsstudie von AS16. Die Kurven sind zur besseren Les-
barkeit auf der x-Achse verschoben. Die Zahl am oberen Rand gibt
die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.18.: Konzentrationsstudie von MPTE. Die Kurven sind zur besseren
Lesbarkeit auf der x-Achse verschoben. Die Zahl am oberen Rand
gibt die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.19.: Konzentrationsstudie von MP. Die Kurven sind zur besseren Les-
barkeit auf der x-Achse verschoben. Die Zahl am oberen Rand gibt
die Silankonzentration der jeweiligen Kurve in Silanenm2 an.
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Abbildung 5.20.: Kurven der Dynamisch-Mechanischen-Analyse aus der finalen
Mischstufe fu¨r die TESPT-Referenzmischung und die Mischung oh-
ne Silan mit Fehlerabscha¨tzung aus Mittelwert- und Standardab-
weichung-Berechnungen.
Die spa¨ter vernachla¨ssigten Messpunkte bei sehr kleinen Auslenkungen enthalten
dennoch die wertvolle Information, wie die Kurven verlaufen. So weisen die Kur-
ven die typische in Abbildung 1.2 dargestellte Form einer dynamisch mechanischen
Messung auf, bei der der Payne-Effekt beobachtet wird. Wu¨rde man die Punkte in
Abbildung 5.20 unter 1 % Auslenkung auslo¨schen, ko¨nnte zu kleinen Auslenkungen
hin auch eine weiter steil steigende Fortfu¨hrung der Kurve vermutet werden.
5.3.5. Vergleich der Simulationsergebnisse mit Kurven der
Dynamisch-Mechanischen-Analyse
Wir wollen die gemessenen RPA-Kurven nun weiter auswerten und mit den Ergeb-
nissen der G2-Simulationen in Verbindung setzen.
In Abschnitt 5.3.3 haben wir beobachtet, dass das spitze Minimum der Potenzial-
kurven ab einer vom Silantyp abha¨ngigen Anzahl Silanen auf der Silica-Oberfla¨che
verschwindet. Das spitze Minimum in der Potenzialkurve stellt eine im Vergleich zur
reinen Van der Waals (Lennard-Jones) Wechselwirkung starke und kurzreichweitige
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Wechselwirkung der Silica-Oberfla¨chen dar, wie sie durch Wasserstoffbru¨cken ent-
stehen kann. Das Verschwinden des spitzen Minimums interpretieren wir als Hydro-
phobierung der Silica-Oberfla¨che durch die eingesetzten Silane. Die OH-Gruppen
der Oberfla¨chen sind ab der Silanmenge, wo das spitze Minimum verschwindet, ge-
geneinander abgeschirmt . Die Silanmenge, welche dafu¨r beno¨tigt wird, ist geringer
als diejenige, welche zur vollsta¨ndigen Umsetzung aller fu¨r das Silan erreichbaren
OH-Gruppen der Oberfla¨che no¨tig ist. Den Anteil der maximal umsetzbaren OH-
Gruppen hatten wir in Abschnitt 3.5.1 bereits mit 50 % (fu¨r die Simulation) ange-
geben.
Im Experiment wird beobachtet, dass mit steigendem Silangehalt die Fu¨llerpartikel
besser in der Gummimatrix dispergieren. Wa¨hrend des Mischprozesses werden Ag-
glomerate und Aggregate aufgebrochen, verbinden sich jedoch aufgrund ihrer attrak-
tiven Wechselwirkung untereinander wieder. Dieser Vorgang wird Reagglomeration
oder Flokkulation genannt. Fu¨gt man wa¨hrend des Mischvorgangs Silane hinzu, set-
zen sich diese auf die Oberfla¨chen und verhindern ein erneutes “Verklumpen”. Das
Fu¨llernetzwerk wird also mit zunehmender Silanmenge auf der Oberfla¨che schwa¨cher
und als Folge sinkt der Payne-Effekt [Vilgis et al., 2009, S. 100]. An dem Punkt, wo
die Silanmenge ausreicht, um die Oberfla¨chen gegenseitig abzuschirmen, sollte die
A¨nderung im Payne-Effekt am sta¨rksten sein.
Wir tragen bei fester Auslenkungs-Amplitude den Speichermodul G′ gegen den Si-
langehalt auf den Oberfla¨chen auf. Der Silangehalt wird aus der Silanmenge aus dem
Rezept u¨ber die Formel 3.5 bestimmt. Um den Silangehalt zu bestimmen, bei dem
sich die gro¨ßte A¨nderung im Payne-Effekt zeigt, legen wir die Fit-Funktionen 5.6 und
5.7 durch die Datenpunkte und bestimmen deren Wendestellen. Die Fit-Parameter
der ersten Fit-Funktion f(x) lauten a, b, c, d, die der zweiten Fit-Funktion p(x)
lauten i, j, k, l.
f(x) =
−a
1 + exp(−b · (x− c)) + d (5.6)
p(x) =
ix4
4
+
jx3
3
+
kx2
2
+ l (5.7)
Die erste Fit-Funktion f(x) ist eine an der y-Achse gespiegelte, in y-Richtung um
a gestreckte und um d verschobene sowie in x-Richtung um b gestreckte und um c
verschobene Sigmoidfunktion. Diese Art von Funktionen werden zur Beschreibung
von logistischem Wachstum verwendet, also Wachstumsprozesse mit einer Sa¨tti-
gungsgrenze. Dies erscheint im vorliegendem Fall sinnvoll, da die Silica-Oberfla¨che
nur beschra¨nkte Silanmengen binden kann (vergleiche Abschnitt 3.5.1). Außerdem
scheint die (gespiegelte) S-Form das Hydrophobierungverhalten gut zu beschreiben.
Die zweite Fit-Funktion p(x) ist ein Polynom vierter Ordnung mit einem Maximum
an der Stelle Null. Diese Randbedingung wurde gewa¨hlt, da die A¨nderung des Spei-
chermoduls G′ bei verschwindender Silankonzentration gegen Null gehen sollte.
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Sigmoidaler Fit Polynom-Fit
Silan MS1 [Silan
nm2
] FM [Silan
nm2
] MS1 [Silan
nm2
] FM [Silan
nm2
] Simul. [Silan
nm2
]
AS03 0.45± 0.06 0.57± 0.02 0.48± 0.03 0.51± 0.01 0.44 - 0.55
AS05 - - - - 0.24 - 0.43
MPTE −0.41± 0.39 0.22± 0.04 0.30± 0.01 0.29± 0.01 0.31 - 0.44
AS08 0.12± 0.03 0.30± 0.01 0.36± 0.01 0.34± 0.00 0.19 - 0.38
AS12 - - - - 0.12 - 0.18
AS16 0.23± 0.05 - 0.24± 0.00 - 0.06 - 0.19
MP - 0.09± 0.01 - 0.12± 0.00 0.015 - 0.03
Tabelle 5.3.: Vergleich der Simulationsergebnisse mit den aus den experimentellen
Kurven bestimmten Werten.
Die Ergebnisse fu¨r die verschiedenen Silantypen zeigen die Abbildungen C.2 bis C.8.
Beide Fit-Funktionen ko¨nnen den Verlauf der Datenpunkte recht ordentlich nach-
zeichnen. Die Polynomfunktion wird bedingt durch die Maximums-Randbedingung
an der Nullstelle zu ho¨heren Silankonzentrationen hin schlechter. Jedoch streuen
die Wendepunkte bei den unterschiedlichen Amplituden wenig und es ist kaum ein
Unterschied zwischen den Mischstufen auszumachen. Beim sigmoidalen Fit ist der
Modul bei kleinen Amplituden in der Fertigmischstufe gemeinhin niedriger als in
der Grundmischstufe. Dieses Verhalten entspricht den Erwartungen (vergleiche Ab-
schnitt 2.5). Die Wendepunkte der Kurven der ersten Mischstufe liegen bei geringeren
Silankonzentrationen und streuen sta¨rker als die Wendepunkte der Kurven aus der
finalen zweiten Mischstufe. Der sigmoidale Fit scheint die Datenpunkte etwas besser
nachzubilden als der Polynom-Fit.
In Tabelle C und Abbildung 5.21 werden die Simulationsergebnisse den aus den
experimentellen Kurven bestimmten Werten gegenu¨bergestellt.
5.3.6. Das Verschwinden des spitzen Minimums
Wir wollen das Verschwinden des spitzen Minimums in den Potenzialkurven mit
ho¨herer Silanbedeckung noch einmal genauer untersuchen. Bisher wurden die Silane
zufa¨llig auf die beiden sich gegenu¨berstehenden Silica-Oberfla¨chen verteilt. Wir set-
zen je Oberfla¨che die u¨ber der Kurve angegebene Menge an Silanen pro nm2 ein. Es
handelt sich hier um eine Simulationsbox mittlerer Gro¨ße, wo eine Oberfla¨che mit
32 Silanen vollsta¨ndig bedeckt ist. Das eingesetzte Silan ist AS03 (Final Mix).
In Abbildung 5.22 sind die aufgenommenen Potenzialkurven mit der zufa¨lligen Silan-
verteilung in Schwarz dargestellt. Ab 0.732 Silane
nm2
verschwindet das spitze Minimum
bei den schwarzen Kurven. Die gru¨nen Kurven zeigen die jeweils gleiche Anzahl von
Silanmoleku¨len, jedoch nicht zufa¨llig verteilt. Die Silane wurden gleichma¨ßig auf der
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Abbildung 5.21.: Vergleich der Simulationsdaten und der experimentellen Daten.
Oben mit sigmoidalem Fit und unten mit Polynom-Fit. Bis auf MP
entspricht die Position auf der x-Achse der La¨nge des Silans.
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Abbildung 5.22.: Potenzialkurven (ohne Mittelwertbildung und Verschiebung auf der
y-Achse) mit zufa¨lliger Silanverteilung (schwarz), mit Silanen so ge-
setzt, dass sie sich auf den beiden Oberfla¨chen genau gegenu¨berste-
hen (gru¨n) und Silanen so gesetzt, dass sie genau auf Lu¨cke stehen
und kein Silan einem auf der anderen Oberfla¨che gegenu¨bersteht
(blau) und alle Silane nur auf einer Seite (rot).
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Oberfla¨che verteilt. Jedes Silan auf der einen Oberfla¨che befindet sich genau ge-
genu¨ber seinem Gegenpart auf der anderen Oberfla¨che. Verteilt man die Silane auf
diese Weise, verschwindet das spizte Minimum schon bei einer Silankonzentration
von 0.122 Silane
nm2
. Die blaue Kurve zeigt eine Potenzialkurve mit einer Silankonzen-
tration von 0.976 Silane
nm2
. Jeder zweite Platz fu¨r ein Silan ist besetzt. Die Verteilung
wurde so gewa¨hlt, dass die Silane auf Lu¨cke stehen und kein Silan einem auf der an-
deren Oberfla¨che direkt gegenu¨bersteht. Die Potenzialkurve zeigt auch bei so einer
hohen Bedeckung noch den Ansatz eines spitzen Minimums. Bei der roten Kurve
sind auf der einen Seite alle Pla¨tze mit Silanen belegt, die andere Seite ist jedoch
leer. Die Silankonzentration ist also der blauen Kurve entsprechend. Auch hier zeigt
sich, wenn auch schwa¨cher, noch der Ansatz eines spitzen Minimums.
Zusammengenommen deutet das Verhalten der Kurven darauf hin, dass es fu¨r das
Verschwinden des spitzen Minimus darauf ankommt, dass sich im Fall von AS03
mindestens zwei Silane auf den Oberfla¨chen direkt gegenu¨berstehen. Wir wollen die
Wahrscheinlichkeit bei zufa¨lliger Verteilung der Silanmoleku¨le auf die Oberfla¨chen
bei gegebener Silanmenge bestimmen. A¨hnlich wie beim Lotto, wa¨hlen wir eine der
Silanmenge entsprechende Anzahl der 32 mo¨glichen Positionen zufa¨llig aus und plat-
zieren die Silanmoleku¨le dort (wie die Kreuze auf dem Lottoschein). Dann verfahren
wir ebenso bei der anderen Oberfla¨che (Ziehen der Lottokugeln) und vergleichen,
wie viele gleiche Positionen auf den beiden Oberfla¨chen besetzt wurden (Anzahl
der Richtigen beim Lotto). Die Wahrscheinlichkeit eine bestimmte Anzahl Treffer
zu erlangen la¨sst sich mit der Wahrscheinlichkeitsfunktion der hypergeometrischen
Verteilung berechnen. Eine diskrete Zufallsgro¨ße X unterliegt der hypergeometri-
schen Verteilung, wenn gilt:
h(k,M,N, n) := P (X = k) =
(
M
k
)(
N−M
n−k
)(
N
n
) (5.8)
N ist die Anzahl der mo¨glichen Silanpositionen (N = 32), M ist die Anzahl der
eingesetzten Silanmoleku¨le, n ist der Umfang der Stichprobe, welcher in unserem
Fall gleich der Anzahl der Silanmoleku¨le ist (M = n) und k ist die Anzahl der
Treffer. Die Gleichung 5.8 vereinfacht sich unter M = n zu:
h(k,M,N) =
(
M
k
)(
N−M
M−k
)(
N
M
) (5.9)
Wenn das spitze Minimum verschwinden soll muss, nach der Betrachtung von Ab-
bildung 5.22, k ≥ 2 gelten. Die Wahrscheinlichkeit dafu¨r berechnet sich aus der
Verteilungsfunktion der hypergeometrischen Verteilung, welche die Summe der ein-
zelnen Wahrscheinlichkeiten darstellt:
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Abbildung 5.23.: Die Kurven des Speichermoduls G’ gegen die Silanbedeckung bei
fester Amplitude aus Abbildung C.2 sind mit ihrer Ho¨he auf Eins
normiert. Die +-Symbole stellen die Wahrscheinlichkeit der Nicht-
Abschirmung (durch maximal ein sich gegenu¨berliegendes Silan-
paar) gegen die Silanbedeckung dar. Die grauen Boxen stellen
den Bereich der Wendepunkte dar, welche mittels sigmoidalem Fit
oder Polynom-Fit bestimmt wurden. Die vertikale schwarze Linie
stellt den u¨ber sigmoidalen Fit bestimmten Wendepunkt der 1-
H(2,M,32)-Funktion dar.
H(k,M,N) := P (X ≥ k) =
N∑
i=k
(
M
i
)(
N−M
M−i
)(
N
M
) (5.10)
Wir ko¨nnen nun mittels H(2,M, 32) die Wahrscheinlichkeit berechnen, durch die
eingesetzte Anzahl M an AS03-Silanmoleku¨len die mittelgroßen Oberfla¨chen mit
je 32 mo¨glichen Silanpositionen gegeneinander abzuschirmen. U¨ber 1−H(2,M, 32)
errechnen wir das Gegenereignis, also die Wahrscheinlichkeit, dass die Oberfla¨chen
bei gegebener Silananzahl nicht abgeschirmt sind.
In einer Gummiprobe, wie sie fu¨r die Dynamisch-Mechanische-Analyse verwendet
wird, kommen diese Oberfla¨chen in großer Anzahl vor. Wir ko¨nnen davon ausge-
hen, dass die errechnete Wahrscheinlichkeit fu¨r eine nicht abgeschirmte Oberfla¨che
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Wendestelle [Silane
nm2
]
1−H(2,M, 32) 0.43
Sigmoid-Fit 0.57± 0.02
Polynom-Fit 0.51± 0.01
Tabelle 5.4.: Vergleich der Wendepunkte der u¨ber die hypergeometrische Verteilung
bestimmten Kurve und der aus der Dynamisch-Mechanische-Analyse be-
stimmten Kurven von AS03 (Final Mix)
gleichzusetzen ist mit dem Anteil der nicht abgeschirmten Oberfla¨chen in der Gum-
miprobe. Je ho¨her dieser Anteil ist, desto schwa¨cher sollte der Payne-Effekt sein. Wir
normieren daher die aus den Dynamisch-Mechanische-Analyse gewonnenen Kurven
aus Abbildung C.2, welche den Speichermodul G’ gegen die Silanbedeckung auf-
getragen zeigen, mit ihrer Ho¨he bei Null. Fu¨r die Proben ohne Silan (Bedeckung
gleich Null) ergibt sich dann der Wert 1. Die Kurve ist nun ein Maß fu¨r den Anteil
der nicht abgeschirmten Oberfla¨chen. Die Kurven sind zusammen in Abbildung 5.23
dargestellt. In Tabelle 5.4 werden die Wendestellen der u¨ber die Hypergeometrische
Verteilung bestimmten Kurve und der aus der Dynamisch-Mechanische-Analyse be-
stimmten Kurven von AS03 (Final Mix) verglichen.
Der Wert der Wendestelle, aus der Hypergeometrischen Verteilung berechnet, liegt
bei etwa 70− 90 % der Werte, welche aus der Dynamisch-Mechanische-Analyse be-
stimmt wurden. Wir rufen uns in Erinnerung, dass die Wendestelle aus der hyper-
geometrischen Verteilung letztendlich auf der Simulation mit einer idealisierten und
flachen Oberfla¨che beruht. Die Grenzfla¨chen im realen Gummi entstehen jedoch zwi-
schen Kugeln (Silica-Prima¨rpartikel). Durch die Kugelform der Fu¨llstoff-Partikel ist
nur ein Teil der Oberfla¨che in Kontakt zu einer anderen. Ideale Kugeln beru¨hren
sich genau in einem Punkt. Gehen wir jedoch von einer Wechselwirkungsreichwei-
te h jeder Kugel aus, so entsteht eine Kontaktfla¨che dergestalt in Abbildung 5.24.
Die Kontaktfla¨che OK der Kugeln mit Radius r und Wechselwirkungsreichweite h
berechnet sich nach Gleichung 5.11.
OK = 2pirh (5.11)
Geht man als einfachste Na¨herung von gleichgroßen Kugeln der dichtesten Kugel-
packung aus, hat jede Fu¨llstoff-Kugel zwo¨lf Nachbarn. Wir bestimmen nun das Ver-
ha¨ltnis der tatsa¨chlichen Kugeloberfla¨che O zur effektiven Kugeloberfla¨che Oeff .
Oeff
O
=
12OK
4pir2
=
6h
r
(5.12)
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h
r
Abbildung 5.24.: Mit der Wechselwirkungsreichweite h ergibt sich die graue effektive
Kontaktfla¨che zwischen den Kugeln.
Aus der Breite des spitzen Minimums der Potenzialkurve der G1-Grenzfla¨che (Ab-
bildung 5.4) scha¨tzen wir die Reichweite der Oberfla¨che mit etwa 0.1 nm ab. Der
Radius der Fu¨llstoffpartikel liegt im Bereich zwischen 5− 50 nm. Daraus ergibt sich
eine effektive Oberfla¨che von 1.2− 12 % der gesamten Kugeloberfla¨che. Dieser Wert
ist im Vergleich zum Verha¨ltnis von Simulation zu Experiment (70 − 90 %) viel zu
niedrig. Die effektive Oberfla¨che der Kugeln sollte sich erho¨hen, wenn unterschiedlich
große Kugeln, wie es im Experiment der Fall ist, in der Abscha¨tzung beru¨cksichtigt
werden. Mit der geringen Kontaktfla¨che durch gleichgroße Kugeln (statt der plana-
ren Oberfa¨chen wie in der Simulation), la¨sst sich die Abweichung der Theorie zum
Experiment also nicht erkla¨ren.
5.4. G3 Grenzfla¨che
5.4.1. Systemgenerierung
Das G3-System zu erzeugen, birgt einige Schwierigkeiten. Anfa¨nglich wurde versucht,
die Polymere in ausgestreckter Konfiguration zu erstellen und parallel zueinander
in der Simulationsbox zu platzieren. Die Polymerenden konnten u¨ber das Silan an
die Oberfla¨che angebunden werden und zwei Enden benachbarter Polymere wurden
zusa¨tzlich zu einem langen Polymer verbunden, um eine Anbindung ausschließlich
an den Polymerenden zu vermeiden. Dieses so erstellte System, welches gewisse
A¨hnlichkeit mit einem Expander-Sportgera¨t aufwies, musste nun in Richtung der
Polymerketten (z-Achse) komprimiert werden, um die gewu¨nschte Polymerdichte in
der Mitte der Simulationsbox zu erreichen. Eine Durchmischung der Ketten war
nicht gut realisierbar und die Dichteprofile entlang der z-Achse zeigten eine starke
Struktur (vgl. [Hojdis, 2008, S. 74]).
Wie in Abschnitt 3.6.2 beschrieben, wurde die Parametrisierung des Polymermo-
dells an den Systemen durchgefu¨hrt, die in gestreckter Form zu Beginn der Simula-
tion erzeugt wurden. Jedoch ohne Anwesenheit der Oberfla¨che und mit periodischen
Randbedingungen in allen drei Raumdimensionen.
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Die ebenfalls in Abschnitt 3.6.2 beschriebene Methode der Radical-like-Polymerizati-
on erzeugt ein passenderes Polymermodell. Zur Generierung der G3-Systeme werden
die Monomere ohne Anwesenheit von Wa¨nden oder Oberfla¨chen auf ein Gitter plat-
ziert und das System u¨ber 5000 ps equilibriet. Die resultierende Systemkonfiguration
wird ausgeschrieben und wie in Abbildung 5.25 (oben) dargestellt zwischen die Silica-
Oberfla¨chen gesetzt. Die Oberfla¨chen ko¨nnen mit Silanen besetzt sein. Damit sich
die Monomere gleichma¨ßig zwischen den Oberfla¨chen verteilen, wird ein MD-Run
u¨ber 5000 ps gestartet. Das resultierende Dichteprofil in z-Richtung zeigt Abblin-
dung 5.26. In der Mitte stellt sich ein Bulkdichte-Plateau ein. An den Oberfla¨chen
ist eine Strukturierung der Monomere zu erkennen.
Nun wird die Radical-like-Polymerization gestartet. Abbildung 5.25 zeigt (Mitte)
einen Simulationsschnappschuss der Simulationsbox mit den verketteten Polymeren.
Fu¨r die Darstellung der Ketten wurden die periodischen Randbedingungen ausge-
schaltet. In der selben Abbildung (unten) ist gezeigt wie die Ketten u¨ber die periodi-
schen Randbedingungen und die Minimum Image Convention wieder zuru¨ck in die
Simulationsbox gefaltet werden. In der Bildreihe ist außerdem zu erkennen, dass die
Simulationsbox in z-Richtung wa¨hrend der Radical-like-Polymerization gro¨ßer ist als
nach Beendigung der Verkettung der Monomere. Das Dichteprofil in Abbildung 5.26
zeigt eine Bulk-Dichte von etwa 800 kg
m3
. Dadurch ko¨nnen sich die Monomere besser
in der Simulationsbox zwischen den Oberfla¨chen verteilen und bei der Verkettung
werden die Kettenenden mit ausreichend Monomeren versorgt. Wenn die Verkettung
abgeschlossen ist, werden die Silica-Oberfla¨chen im Wechsel mit kurzen MD-Runs
schrittweise zusammengefahren, bis die gewu¨nschte Bulk-Dichte erreicht ist.
5.4.2. Dichteprofile
Wir wollen untersuchen, ob die Silankonzentration auf der Silica-Oberfla¨che einen
Einfluss auf die Struktur der Polymere in der Na¨he der Oberfla¨che aufweist. Dazu si-
mulieren wir das G3-System der mittleren Systemgro¨ße (16.40 nm2 ohne Silane, mit
vier Silanen (0.24 Silane
nm2
), mit acht Silanen (0.49 Silane
nm2
) und mit 16 Silanen (0.98 Silane
nm2
)
und jeweils 800 Monomeren (verkettet). Zum Vergleich der unterschiedlichen Silane
nehmen wir das ku¨rzeste Silan AS03 und das la¨ngste Silan AS16. Die resultierenden
Dichteprofile in z-Richtung (Normalenvektor der Silica-Oberfla¨chen) gemittelt u¨ber
eine Simulationsdauer von 100 nm werden in der Abbildung 5.27 dargestellt. Um bei
allen Kurven die gleiche Bulk-Dichte zu erreichen, muss die Simulationsbox in z-
Richtung bei steigendem Silangehalt erweitert werden, sodass ein direkter Vergleich
der Kurven nur an der linken Seite mo¨glich ist. Die Systeme wurden so erstellt, dass
zuerst die Monomere in einer separaten Simulation verkettet wurden. Die Ketten10
und unverketteten Monomere wurden dann zwischen die jeweiligen Oberfla¨chen ge-
10100 Monomere von anfangs 800 im Fall der Silanbesetzten und 117 Monomere von anfangs 800
im Fall der unbesetzten Oberfla¨chen sind noch unverkettet. Auch die unverketteten Monomere
werden mit versetzt.
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Abbildung 5.25.: Simulationsschnappschu¨sse der G3 Grenzfla¨che (800 Monomere).
In grau ist Polyisopren zwischen den mit Silan besetzten Silica-
Oberfla¨chen eingeschlossen.
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Abbildung 5.26.: Dichteprofil in z-Richtung (Normalenvektor der Silica-Oberfla¨chen)
von 1600 Monomeren (oben) nach 100 ns Simulationszeit zwischen
silanbesetzten Silica-Oberfla¨chen. In der Mitte stellt sich ein Bulk-
Dichte-Plateau ein. An den Oberfla¨chen ist eine Strukturierung der
Monomere von etwa 2 nm zu erkennen. Bei den weiteren Simulatio-
nen wurden nur 800 Monomere (unten) verwendet, da diese Anzahl
ausreicht, um ein Bulk-Dichte-Plateau zu erzeugen. Das System
mit 800 Monomeren (unten) ist außerdem in Z-Richtung sta¨rker
komprimiert, um die Bulk-Dichte einzustellen. Das Dichteprofil der
verketteten Monomere weist eine ho¨here Struktur auf als das der
unverketteten Monomere.
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setzt. Die sechs Systeme mit silanbesetzten Oberfla¨chen stammen somit alle vom
gleichen Radical-like-Polymerization-Simulationsrun ab.
Mit steigendem Silangehalt nimmt der erste Dichte-Peak der Polymerketten vor
der Oberfla¨che ab. Die Polymerketten werden durch die Silane von der Oberfla¨che
verdra¨ngt. Erwartungsgema¨ß verdra¨ngt das la¨ngere AS16 die Polymerketten sta¨rker
als das ku¨rzere AS03. Die Dicke der strukturierten Schicht an der Oberfla¨che betra¨gt
etwa 1 − 2 nm. Dies ist in U¨bereinstimmung mit der Dicke der verglasten Schicht
wie sie z.B. in [Niedermeier et al., 2002] oder [Fro¨hlich, ] diskutiert wird.
5.4.3. Polymerbeweglichkeit
Die Beweglichkeit der Polymerketten sollte in der Na¨he der Oberfla¨che eingeschra¨nkt
sein. Die Simulationssoftware Gromacs erlaubt, es die mittlere quadratische Verschie-
bung von Moleku¨lgruppen mittels dem Analyseprogramm g msd zu untersuchen.
Wir bestimmen die kleinste und gro¨ßte Z-Koordinate der Isoprenmonomere, teilen
die Simulationsbox dieses Bereichs in zehn gleichgroße Abschnitte und lassen uns die
Kurven der mittleren quadratischen Verschiebung der Monomere in diesen Abschnit-
ten in z-Richtung ausgeben. Das Ergebnis fu¨r das unverkettete System ohne Silane
zeigt Abbildung 5.28. Jeder Abschnitt kommt doppelt vor, da die in der Legende
beschriebenen Absta¨nde von beiden Oberfla¨chen aus bis zur Mitte der Simulations-
box betrachtet werden. Nach etwa 200 ps gehen die Kurven in einen linearen Verlauf
u¨ber, was ein Maß dafu¨r ist, wann ein Moleku¨l die Schale seiner na¨chsten Nachbarn
durchbrochen hat.
Wir wollen nun die Strecke bestimmen, die eine Monomereinheit im Mittel im Zeitin-
tervall von 200 ps in die Raumrichtungen parallel (z-Richtung) oder senkrecht (x-,y-
Richtung) zur Oberfla¨che zuru¨cklegt. Die Simulationsbox ist nun von der linken bzw.
der rechten Oberfla¨che ausgehend in 0.5 nm breite Abschnitte unterteilt. In der Mitte
entsteht so ein breiterer Abschnitt, da die Boxla¨nge nicht glatt durch fu¨nf teilbar ist.
In diesem Abschnitt wird keine Beweglichkeit bestimmt. Die unterschiedlichen Box-
la¨ngen resultieren aus der fu¨r alle Simulationsboxen gleich eingestellten Bulkdichte
bei steigendem Silangehalt und konstanter Polymerkettenanzahl. Die Monomerein-
heiten der Polymerketten werden zu Beginn jedes 200 ps-Zeitintervalls nach ihrer
aktuellen z-Koordinate den Abschnitten der Simulationsbox zugeordnet. Der Betrag
der Differenz der jeweils untersuchten Koordinate und der Koordinate nach 200 ps
wird fu¨r alle Monomereinheiten in den zugeho¨rigen Abschnitten bestimmt. Die Simu-
lationszeit betra¨gt insgesamt 100 ns. Dieses Verfahren wird einmal pro Nanosekunde
durchgefu¨hrt (100 Mal). Die Abbildungen 5.29 und 5.30 zeigen die zuru¨ckgelegten
Distanzen der Moleku¨le aufgetragen gegen den Abstand zur Oberfla¨che. Gezeigt wird
der Mittelwert der 100 Messungen fu¨r den jeweiligen Abschnitt (Bin). Die Fehler-
balken geben die Standartabweichung durch
√
Anz. Teilchen in Bin geteilt an. Hier
wurde nicht die Korrelation zwischen verbundenen Monomereinheiten einer Kette
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Abbildung 5.27.: Dichteprofile des Polymers (gesamt 800 Monomere) mit AS03
(oben) und AS16 (unten) besetzten Oberfla¨chen unterschiedlicher
Konzentration nach 100 ns Simulationszeit. Um die gleiche Bulk-
Dichte zu erreichen muss die Simulationsbox in z-Richtung bei stei-
gendem Silangehalt erweitert werden, sodass ein direkter Vergleich
der Kurven eher an der linken Seite mo¨glich ist. Die Bulkdichte fu¨r
das System ohne Silane scheint etwas zu niedrig.
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beru¨cksichtigt. Die Balken zeigen außerdem die relative11 mittlere Teilchenzahl in
einem Abschnitt wa¨hrend der 200 ps-Zeitintervalle.
An den Randbereichen zeigt sich eine sta¨rkere Streuung in der zuru¨ckgelegten Strecke.
Dies kann ein Indiz fu¨r ein nicht ausreichend equilibriertes System sein, an der klei-
nen Statistik der Rand-Bins liegen oder aus der Verdra¨ngung der Polymerketten
durch die eingesetzten Silane resultieren. Die drei Diagramme der Abbildungen 5.29
und 5.30 zeigen von oben nach unten Systeme deren Oberfla¨chen mit vier, acht und
16 Silanen besetzt sind. Die Streuung scheint mit steigendem Silangehalt zuzuneh-
men. Was jedoch wieder die drei Erkla¨rungsansa¨tze als Ursache haben kann, da mehr
Silane eine la¨ngere Equilibrierung beno¨tigen ko¨nnten, aber auch mehr Polymerket-
ten von der Oberfla¨che verdra¨ngen ko¨nnen. Fu¨r die Verdra¨ngung spricht, dass auch
die Beweglichkeit an den Rand-Bins ho¨her ist.
Von Randbereich zur Mitte steigt die zuru¨ckgelegte Strecke der Monomere pro Zei-
tintervall an und zwar unabha¨ngig von der Richtung der Bewegung. Dieser Effekt
zeigt sich bei dem kurzen Silan AS03 sta¨rker als bei dem langen Silan AS16. Wir
lesen aus den Diagrammen in den Abbildungen 5.29 und 5.30 einen Bereich von etwa
2 nm ab, wo die Beweglichkeit ansteigt. Dieser Wert passt zu den Beobachtungen
bei den Dichteprofilen im vorherigen Abschnitt. Eine Anbindung der Polymere u¨ber
die Silane an die Oberfla¨che wurde in beiden Fa¨llen nicht modelliert.
11Bezogen auf die Summe aller mittleren Teilchenzahlen. Die Ho¨he der Balken ist der lesbarkeit
wegen jedoch nicht auf eins normiert sondern auf 10
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Abbildung 5.28.: Oben: Mittlere quadratische Verschiebung in Z-Richtung der unver-
ketteten Monomere in unterschiedlich von der rechten und linken
Oberfla¨che entfernten Schichten. Unten: Bewegung der verketteten
Monomere in Abha¨ngigkeit der Entfernung zur Oberfla¨che in einem
Zeitraum von 200 ps.
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Abbildung 5.29.: Bewegung der verketteten Monomere in eine der drei Raumrichtun-
gen in Abha¨ngigkeit der Entfernung zur Oberfla¨che in einem Zeit-
raum von 200 ps bei verschiedenen AS03-Silanbedeckungen. Oben:
0.24 Silanenm2 , Mitte: 0.49
Silane
nm2 , unten: 0.98
Silane
nm2 .
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Abbildung 5.30.: Bewegung der verketteten Monomere in eine der drei Raumrichtun-
gen in Abha¨ngigkeit der Entfernung zur Oberfla¨che in einem Zeit-
raum von 200 ps bei verschiedenen AS16-Silanbedeckungen. Oben:
0.24 Silanenm2 , Mitte: 0.49
Silane
nm2 , unten: 0.98
Silane
nm2 .
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Zusammenfassung und Ausblick
In dieser Arbeit wurden mittels der Methoden des Molecular Modellings Compu-
ter-Modelle auf atomistischer Zeit- und La¨ngenskala von Picosekunden und Nano-
metern fu¨r die Silica-Silica (G1), die Silica-Silan-Silica (G2) und die Silica-Silan-
Polymer (G3) Grenzfla¨chen, wie sie in mittels Silica-Silan-Technologie versta¨rkten
Gummimischungen vorkommen, erstellt.
6.1. G1-Grenzfla¨che
Die G1-Grenzfla¨che wurde u¨ber zwei parallele β-cristobalit (100) Silica-Schichten, die
mit OH-Gruppen besetzt sind, realisiert. Die erstellte OH-Gruppendichte wurde mit
experimentell bestimmten Werten verglichen und die gewa¨hlten Lennard-Jones-Pa-
rameter und Partialladungen liefern bei der Simulation von isothermen Adsorptions-
wa¨rmen kleinerer Moleku¨le ebenfalls gute U¨bereinstimmungen mit experimentell ge-
messenen Werten. Die potenzielle Energie des Systems G1-Grenzfla¨che bei variieren-
dem Abstand der Silica-Oberfla¨chen zueinander wurde mittels Molekulardynamik-
Simulationen bestimmt und so Potenzialkurven aufgenommen. Diese Potenzialkur-
ven weisen bei dem Abstand von etwa 0.15 nm zueinander ein etwa 0.25 nm breites
und 350 kJmol tiefes spitzes Minimum (im Fall der kleinen Simulationsbox mit einer
Querschnittsfla¨che von 4.1 nm2) auf1. Vom tiefsten Punkt bis zum rechten Rand sind
es etwa 0.2 nm. Die Kraft, die aufgewendet werden muss um aus diesem Minimum
auszubrechen, ergibt sich mit linearer Na¨herung zu ∼ 1750 kJmol·nm . Daraus ergibt sich
eine Grenzfla¨che, die eine Zugfestigkeit von ∼ 700 MPa besitzt. Der Speichermodul
von unkonditionierten jedoch vulkanisierten Proben liegt bei kleinen relativen Deh-
nungen von 1 % typischerweise in der Gro¨ßenordnung von ∼ 10 MPa. Ein Aufbrechen
des Fu¨llstoffnetzwerkes wu¨rde dann eine Stresskonzentration in der G1-Grenzfla¨che
um ein bis zwei Gro¨ßenordnungen voraussetzen.
Die Simulationen der G1-Grenzfla¨che ko¨nnten fu¨r weitere Arbeiten durch die Einfu¨h-
rung einer amorphen Silica-Oberfla¨che an das reale Silica angepasst werden. Prinzi-
piell sind Methoden zur Erstellung amorpher Oberfla¨chen bekannt. Auch die Einfu¨h-
rung von Fehlstellen oder einer Oberfla¨chenrauigkeit wa¨re denkbar, um dem realen
1Das Minimum ist gesamt etwa 500 kJ
mol
tief. Die 350 kJ
mol
beziehen sich nur auf den spitzen Teil des
Minimums.
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System na¨her zu kommen. Der exakte Abgleich mit dem wirklichen System bleibt
jedoch aufgrund der schwierigen experimentellen Messung problematisch.
6.2. G2-Grenzfla¨che
Die G2-Grenzfla¨che basiert auf der G1-Grenzfla¨che. Es wurden Alkylsilane unter-
schiedlicher La¨nge und die bifunktionalen Organosilane TESPT und MP modelliert
und durch den Umsatz2 von zwei geminalen OH-Gruppen an die Silica-Oberfla¨che
angebunden. Die simulierten Silankonzentrationen lagen im Bereich der experimen-
tell erreichbaren Silankonzentrationen, wo der Umsatz der OH-Gruppen proportional
zur eingesetzten Silanmenge ist, wie NMR Messungen ausgewa¨hlter Proben gezeigt
haben. Die mittels Molekulardynamik aufgenommenen Potenzialkurven wurden als
Konzentrationsreihen fu¨r die unterschiedlichen Silantypen simuliert. In jeder dieser
Konzentrationsreihen zeigt sich bei niedrigen Bedeckungen ein spitzes Minimum,
wie wir es bei der G1-Grenzfla¨che schon gesehen haben. Ab einer bestimmten, vom
Silantyp abha¨ngigen, Silankonzentration verschwindet dieses Minimum. Wir inter-
pretieren diese Konzentration als die fu¨r das Abschirmen (Hydrophobisierung) der
Silica-Oberfla¨che mindestens no¨tige Silanmenge. Zum Vergleich mit dem realen Sy-
stem wurden Konzentrationsreihen der Silantypen mittels Dynamisch-Mechanischer-
Analyse untersucht. Der Speichermodul bei kleinen Dehnungen wurde gegen die Si-
lankonzentration aufgetragen. Der Wendepunkt, als Punkt mit der sta¨rksten A¨n-
derung des Speichermoduls in Abha¨ngigkeit der Silankonzentration, dieser Kurven
wurde u¨ber Fit-Funktionen bestimmt und mit den aus den Simulationen bestimm-
ten Silankonzentrationen verglichen, bei denen das spitze Minimum verschwindet. Es
zeigen sich gute U¨bereinstimmungen der Simulation mit dem Experiment. Fu¨r das
ku¨rzeste Alkylsilan AS03 wurde eine Theorie auf Basis stochastischer U¨berlegungen
entwickelt, welche die Beobachtung aus der Simulation, dass zwei sich gegenu¨berlie-
gende Silane ausreichen, um die Oberfla¨chen gegeneinander abzuschirmen, mit den
mittels Dynamisch-Mechanischer-Analyse untersuchten Kurven verbindet. In Sum-
me geben die Untersuchungen weitere Hinweise darauf, dass die Fu¨llstoff-Fu¨llstoff-
Wechselwirkung ursa¨chlich fu¨r den Payne-Effekt ist.
Fu¨r zuku¨nftige Simulationen wa¨re die Modellierung weiterer Silantypen vorstellbar.
Auch die Auswirkungen von Erweiterungen der G1-Grenzfla¨che, wie z.B. die Rauig-
keit oder Fehlstellen wa¨ren interessant.
6.3. G3-Grenzfla¨che
Die G3-Grenzfla¨che zeigt eine strukturierte Polymerschicht von etwa zwei A˚ngstro¨m
in der Na¨he der Oberfla¨che, wie sie in der Literatur diskutiert wird. Wenn Alkylsilane
2Die chemischen Reaktionen selber wurden nicht simuliert. Es geht hier um die Art der Anbindung.
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an die Oberfla¨che gebunden werden, scheinen diese das Polymer von der Oberfla¨-
che zu verdra¨ngen. Die Studien der G3-Grenzfla¨che sind vorwiegend explorativen
Charakters.
Fu¨r weitere Untersuchungen ko¨nnte das G3-Modell um die Anbindung des Polymers
mittels der bifunktionalen Organosilane an die Silica-Oberfla¨che erweitert werden.
Der Einfluss dieser Anbindung auf die Mobilita¨t der Polymere in der Na¨he der Ober-
fla¨che wa¨re interessant zu beobachten.
6.4. Ein Coarse-Grained-Modell
6.4.1. Motivation
Wir wollen ein Coarse-Grained-Modell (engl. fu¨r vergro¨bertes Modell) darstellen, was
die Simulationsergebnisse auf der atomistischen La¨ngen- und Zeitskala von Nano-
meter und Picosekunden mit der experimentell zuga¨nglichen Millimeter- und Sekun-
denskala (bzw. Hz) der dynamisch mechanischen Messverfahren verbinden kann. Wie
in Abschnitt 1.3 diskutiert, ist es nicht mo¨glich in letzteren Bereich unter Beru¨cksich-
tigung aller Details direkt vorzustoßen. Das Ziel ist es, den Speicher- und Verlust-
modul und den tan(δ) in Abha¨ngigkeit von der Scherfrequenz bei unterschiedlichen
Fu¨llgraden und Fu¨ller-Netzwerkstrukturen auf Basis unseres gewonnenen mikrosko-
pischen Versta¨ndnisses zu simulieren. Dieses Modell wurde zusammen von Reinhard
Hentschke und He Xi entwickelt und findet sich in der Vero¨ffentlichung [Xi and
Hentschke, 2012]3. Es weist A¨hnlichkeiten zur Finiten Elemente Methode (FEM) auf.
Weitere vergleichbare Modelle finden sich in der Literatur [Merabia et al., 2008,Long
and Sotta, 2006,Raos et al., 2006], jedoch mit anderen Zeit- und La¨ngenskalen sowie
anderem Detaillierungsgrad.
6.4.2. Modellierung
A¨hnlich der molekularen Modellierung, wie wir sie in Kapitel 3 angewendet haben,
wollen wir das reale Fu¨ller-Elastomer-Netzwerk in dem Coarse-Grained-Modell ab-
bilden; jedoch auf einer wesentlich gro¨beren Skala. Wir vereinfachen das komplexe
System und teilen es in zwei Materialien auf, den Fu¨llstoff und die Polymermatrix.
Sa¨mtliche chemischen und mikrophysikalischen Details, wie die Moleku¨lstrukturen
und deren Wechselwirkungen, werden vernachla¨ssigt. Der Fu¨llstoff und die Polymer-
matrix werden als kugelfo¨rmige Volumenelemente dargestellt, wobei ein Volumen-
element die Gro¨ße von einem Silica-Prima¨rpartikel besitzt und damit die natu¨rliche
3Abschnitte 6.4.2, 6.4.3 und 6.4.4 folgen u¨berwiegend dem Artikel [Xi and Hentschke, 2012]. Figure
6.1 and 6.2 are reprinted from European Polymer Journal, Volume 48, Issue 10, October 2012,
He Xi, Reinhard Hentschke, Dynamic moduli of filled elastomers – A coarse grained computer
model, Pages 1777-1786, Copyright (2012), with permission from Elsevier
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La¨ngeneinheit des Systems auf etwa 50 nm setzt. Die Volumenelemente sind auf
einem fcc-Gitter der Kantenla¨nge D (was dem Abstand der Schwerpunkte der Volu-
menelemente entspricht) angeordnet und u¨ber Federpotenziale verbunden. A¨hnlich
wie bei den pha¨nomenologischen Kraftfeldern des molekularen Modellierens, die das
Wissen u¨ber atomare Wechselwirkungen abbilden, u¨bersetzen wir das Wissen u¨ber
die molekulare Struktur der Grenzfla¨chen eines gefu¨llten Elastomernetzwerkes in die
Kraftkonstanten der Federpotenziale. Wir unterscheiden drei Federpotenziale: Zwi-
schen zwei Fu¨llstoff-Volumenelementen, zwischen zwei Polymermatrix-Elementen
und zwischen einem Fu¨llstoff- und einem Polymermatrix-Element. Die Form der
Federpotenziale leitet sich fu¨r die Fu¨llstoff-Fu¨llstoff-Bindung von den simulierten Po-
tenzialkurven ab. Die Form der Potenziale stellt Abbildung 6.1 schematisch dar. Das
Potenzial zwischen zwei Elastomer-Volumenelementen ist ein harmonisches Federpo-
tenzial, was das Zug-Dehnungs-Verhalten von Elastomeren bei ma¨ßigen Auslenkun-
gen im linearen Bereich repra¨sentiert. Zwischen zwei Fu¨ller-Volumenelementen sorgt
ein spitzes Potenzial, der Form wie wir es in Kapitel 5 als Resultat der Simulationen
auf molekularer Ebene erhalten haben, fu¨r eine starke Bindung der Fu¨ller-Partikel
untereinander. Werden die Fu¨ller-Volumenelemente weiter als eine Distanz WFF
voneinander separiert, u¨ben sie keine Kra¨fte mehr aufeinander aus. Die Bindung
zwischen Fu¨ller- und Elastomer-Volumenelementen verha¨lt sich a¨hnlich. Bei kleinen
Dehnungen sorgt die in Abschnitt 2.1 diskutierte immobile Schicht in der Na¨he des
Fu¨ller-Partikels fu¨r eine sta¨rkere Verbindung. Wird diese Bindung weiter gedehnt
als eine Distanz WFR, geht die Wechselwirkung in einen weicheren Bereich u¨ber, der
jedoch im Gegensatz zur Fu¨llstoff-Fu¨llstoff-Wechselwirkung immer noch durch ein
harmonisches (jedoch mit schwa¨cherer Kraftkonstante parametrisiertes) Federpo-
tenzial repra¨sentiert wird. Aus den Federpotenzialen leiten sich die Bindungskra¨fte
ab, die zwischen den unterschiedlichen Volumenelementen wirken. Diese haben die
folgende Form:
FRR = kRR (D − r) (6.1)
FFF =
{
kFF (D − r) : r < WFF
0 : r ≥WFF (6.2)
FFR =
{
kFR (D − r) : r < WFR
kRR (D − r) : r ≥WFR (6.3)
FRR ist die Kraft zwischen zwei Polymerkugeln mit dem Durchmesser D im Abstand
r und der Kraftkonstanten kRR. FFF und FFR sind entsprechend die Kra¨fte zwischen
zwei Fu¨llstoffkugeln und einer Fu¨llstoff- und einer Polymerkugel.
6.4.3. Bewegungsgleichung
Wir entwickeln nun die Bewegungsgleichungen fu¨r unser System. Die Kraft Fi, die
auf das i-te Volumenelement wirkt und aus den Bindungen zu den Nachbarn re-
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Abbildung 6.1.: Schematische Darstellung der Federpotenziale des Coarse-Grained-
Modells. Mit freundlicher Genehmigung aus [Xi and Hentschke,
2012].
sultiert, wird durch die Reibungskraft FR kompensiert, die abha¨ngig von den Ge-
schwindigkeiten der gebundenen Nachbarn ist. Das System ist damit unbeschleunigt
und gehorcht der balanced force Bedingung.
~Fi = ~FR (6.4)
ni∑
j=1
kij
(
D
~rij
| ~rij | − ~rij
)
= γ (~vi − 〈 ~vi,n〉) (6.5)
Hier ist ni die Anzahl der an das i-te Volumenelement gebundenen Nachbarn, kij ist
die Federkonstante der Bindung zwischen dem i-ten und j-ten Volumenelement und
kann die Werte kRR, kFF , kFR annehmen. ~rij ist der Verbindungsvektor zwischen
dem i-ten und j-ten Volumenelement. ~vi ist die Geschwindigkeit des i-ten Volumen-
elements und 〈 ~vi,n〉 die mittlere Geschwindigkeit von dessen Nachbarn.
Fu¨r die Integration der Bewegungsgleichung benutzen wir einen modifizierten Leap-
Frog-Algorithmus (siehe Abschnitt 4.3) [Lees and Edwards, 1972]. Anstelle der Ge-
schwindigkeit in Gleichung 4.13 benutzen wir die mittlere Geschwindigkeit der Nach-
barn aus Gleichung 6.4.
Wa¨hrend der Simulation wenden wir mittels Lees-Edwards-Randbedingungen [Lees
and Edwards, 1972] eine sinusfo¨rmige Scherverformung auf das System an.
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6.4.4. Auswertung und Ergebnisse
Wenn die Scherverformung in der xy-Ebene entlang der x-Richtung auf das System
einwirkt, ko¨nnen wir die Komponente des mikroskopischen Spannungstensors be-
rechnen u¨ber die Gleichung:
σxy(t) ≈ 1
2V
∑ xx,ij xy,ij
rij
· ∂Uij
∂rij
(6.6)
und an die resultierenden Messpunkte fitten mit der Gleichung:
σ(t) = σ0 sin(ωt+ δ) (6.7)
V ist das Volumen der Simulationsbox, xx,ij und xy,ij die x- und y-Koordinaten der
Verbindungsvektoren rij und Uij die potenzielle Energie zwischen Kugel i und j.
U¨ber Gleichung (vergleiche Gleichung 1.36):
∮
σdu = piG′′u20 (6.8)
ko¨nnen nun der Speicher- und Verlustmodul sowie der tan(δ) berechnet werden.
Erste Ergebnisse fu¨r verschieden gewa¨hlte Kraftkonstanten zeigt Abbildung 6.2. Ein
Vergleich mit den Abbildungen der RPA-Kurven aus Anhang C besta¨tigt, dass der
Verlauf der Kurven der RPA-Messungen mit diesem Modell recht gut nachgebildet
werden ko¨nnen. Durch Variation der Kraftkonstanten ist es nun prinzipiell mo¨glich
Effekte der einzelnen Grenzfla¨chen auf die Kurven der Dynamisch-Mechanischen-
Analyse zu untersuchen. Es ist denkbar, die Auswirkung verschiedener Silane auf
den Verlust- oder Speichermodul zu untersuchen. Die Kraftkonstanten ko¨nnten u¨ber
Anpassung der Kurven aus Gleichung 6.3 an die Ergebnisse der Simulationen aus
Kapitel 5 oder die Simulation weiterer Silane ermittelt werden.
Dieses Modell ist außerdem geeignet, um ein perkulierendes Fu¨llstoff-Netzwerk ab-
zubilden und den Einfluss der Struktur des Fu¨ller-Netzwerkes auf die dynamisch
mechanischen Eigenschaften zu untersuchen. Denn neben den Wechselwirkungen
der Fu¨llstoffe und Polymere untereinander, welche sich auf der molekularen Zeit-
und La¨ngenskalen abspielen, sind auch diese makroskopischen Charakteristika ent-
scheidend fu¨r die Versta¨rkung [Klu¨ppel and Heinrich, 1995]. So wird ha¨ufig von einer
fraktalen Fu¨llstoff-Verteilung ausgegangen [Huber et al., 1996], die im Gegensatz zu
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einer zufa¨lligen oder homogenen Fu¨llstoff-Verteilung fu¨r eine selbsta¨hnliche Struk-
tur u¨ber mehrere Gro¨ßenordnungen sorgen wu¨rde4. Die Erzeugung einer solchen
Struktur stellt noch ein zu lo¨sendes Problem fu¨r dieses Modell dar.
Es wa¨re denkbar fu¨r zuku¨nftige Untersuchungen Fu¨llstoff-Cluster unterschiedlicher
Struktur oder anisotrope Fu¨llstoffe (z.B. Sta¨be oder Pla¨ttchen) zu erstellen und
deren Einfluss auf die Kurven der Dynamisch-Mechanischen-Analyse (wie tan(δ)-
Kurven) zu studieren.
4Im Kleinen muss die fraktale Struktur durch die Prima¨rpartikel oder spa¨testens durch die Atome
begrenzt sein; im Großen durch die Agglomeratgro¨ße, die beim Mischvorgang eingestellt wird.
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Abbildung 6.2.: Speichermodul, Verlustmodul und tan δ aufgetragen gegen die Ampli-
tude. Das System besteht zu 20 % aus Fu¨llstoffkugeln. Die Parameter
der Potenziale wurden auf kRR = 0.001, WRF = 1.01, WFF = 1.001
und die Frequenz auf ω = 0.0002 gesetzt. Fu¨r die Kurven FR1 gilt
kRF = 0.01, kFF = 0.1, fu¨r die Kurven FR2 gilt, kRF = 0.01,
kFF = 0.01 und fu¨r die Kurven FR3 gilt kRF = 0.005, kFF = 0.1.
Die Kurve UR ohne Fu¨llstoff ist mit kFF = 0.001 parametrisiert. Mit
freundlicher Genehmigung aus [Xi and Hentschke, 2012]
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Anhang A.
Kraftfeldparameter
Die hier verwendete Parametrisierung folgt der des UFF (universal force field)-Kraft-
feldes [Rappe et al., 1992]. Der σ-Wert H-Atoms ist eine Ausnahme. Er wurde zuerst
versehentlich auf auf 0.190(nm) statt 0.257(nm) gesetzt, stellte sich dann aber als
der passendere Wert heraus.
Lennard-Jones Parameter fu¨r das Potenzial: ULJ (rij) = 4
((
σij
rij
)12 − (σijrij )6
)
Name Masse Ladung σ (SBR/NR)(nm)  (SBR/NR)(kJ/mol)
H 1.00000 0.000 0.190 0.615
Si 28.00000 0.000 0.383 1.683
S 32.00000 0.000 0.359 1.147
O 16.00000 0.000 0.312 0.251
CH3 15.00000 0.000 0.400/0.385 0.330/0.470
CH2 14.00000 0.000 0.400/0.385 0.330/0.470
CH1 13.00000 0.000 0.400/0.385 0.330/0.470
C 12.00000 0.000 0.400/0.385 0.330/0.470
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Die kovalente Bindung wird u¨ber ein harmonisches Potenzial realisiert:
Vb (rij) =
1
2kb (rij − b0)
i j b0(nm) kb(kJ/mol/nm
2) Bemerkung
O H 0.11000 342000.0
Si O 0.18000 255000.0
Si O 0.15500 383000.0 Silica-Silan
C C 0.15300 284000.0 Einfachbindung
C C 0.13300 477000.0 Doppelbindung
C CH1 0.15300 284000.0
C CH2 0.15300 284000.0
C CH3 0.15300 284000.0
CH1 CH1 0.13960 284000.0 Benzol, wie CH2 CH1
CH1 CH2 0.15300 284000.0
CH2 CH2 0.15300 284000.0
O CH2 0.15000 362000.0
CH1 S 0.15000 426000.0 Vulkanisation
CH1 S 0.18200 238000.0 Silan-Polymer
S S 0.20600 232000.0
122
Die Bindungswinkelvibration wird u¨ber ein harmonisches Potenzial realisiert:
Vw (θijk) =
1
2kθ (θijk − θ0)
i j k θ(deg) kθ(kJ/mol/rad
2)
CH2 CH2 CH1 109.5 200.000
CH2 CH1 C 120.0 200.000
CH1 C CH3 120.0 200.000
CH3 C CH2 120.0 200.000
CH1 C CH2 120.0 200.000
C CH2 CH2 109.5 200.000
CH2 CH1 S 109.5 200.000
S S S 90.0 200.000
Si O H 125.3 200.000
O Si O 109.5 200.000
O Si CH2 111.2 400.000
Si O CH2 105.0 200.000
O CH2 CH3 109.5 200.000
Si CH2 CH2 109.5 200.000
CH2 CH2 CH2 109.5 200.000
CH2 CH2 S 109.5 200.000
CH2 S S 90.0 200.000
CH2 CH1 S 109.5 200.000
S CH2 CH1 109.5 200.000
S S CH1 90.0 200.000
S CH1 CH1 109.0 200.000
CH1 CH1 CH1 120.0 200.000
CH2 CH1 CH1 109.5 200.000
CH2 CH1 CH2 109.5 200.000
CH1 CH2 CH1 109.5 200.000
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Der Torsionswinkel ist nach der IUPAC/IUB Konvention derjenige Winkel zwischen
der ijk- und jkl-Ebene, wobei die cis-Stellung Null bedeutet:
Vt (φijkl) = kφ (1 + cos (nφ− φs))
i j k l φ(deg) kφ(kJ/mol) multipl. Bemerkung
CH3 C CH2 CH2 000.00000 2.0 1
C CH2 CH2 CH1 180.00000 2.0 3
CH2 CH2 CH1 C 180.00000 2.0 1
CH2 CH1 C CH2 180.00000 2.0 1
CH2 CH1 C CH3 000.00000 4.0 1
CH2 CH2 C CH1 180.00000 2.0 1
CH3 CH1 C CH2 180.00000 2.0 1
CH2 CH2 CH1 S 180.00000 2.0 1 Silan-Polymer
CH2 CH1 S S 180.00000 2.0 1 Silan-Polymer
CB S S CH2 128.00000 2.0 1 Silan-Polymer
CH2 CH2 CH1 S 180.00000 2.0 1 Silan-Polymer
H O Si O 000.00000 2.0 1
O Si CH2 CH2 180.00000 2.0 1
Si CH2 CH2 CH2 180.00000 2.0 1
CH2 CH2 CH2 S 180.00000 2.0 1
CH2 CH2 S S 180.00000 2.0 1
CH2 SI O CH2 000.00000 2.0 3
Si O CH2 CH3 180.00000 2.0 1
OI Si CH2 CH2 000.00000 2.0 1
S S S S 180.00000 2.0 1
CH2 S S S 90.00000 2.0 1
S S CH2 CH1 120.00000 2.0 3
S S CH1 CH2 120.00000 2.0 3
S S CH1 CH1 120.00000 2.0 3
CH2 S S CH1 120.00000 2.0 3
CH2 S S CH2 120.00000 2.0 3
S CH2 CH1 CH2 000.00000 2.0 1
S CH1 CH2 CH1 000.00000 2.0 1
S CH1 CH1 CH2 000.00000 2.0 1
S CH1 CH2 CH2 000.00000 2.0 1
CH1 CH1 CH2 S 000.00000 2.0 1
S CH1 CH1 S 000.00000 2.0 1
CH1 CH2 CH2 CA 180.00000 2.0 1
CH1 CH2 CH2 C 180.00000 2.0 1
S CH1 CH1 CH1 000.00000 2.0 1
CH2 CH1 CH1 CH1 180.00000 2.0 1
CH1 CH1 CH1 CH1 000.00000 2.0 1
CH2 CH1 CH1 CH1 60.00000 1.0 6 Styrol
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Experiment-Details
B.1. Rezept Gummimischungen
Die Gummimischungen basieren auf dem gleichen Grundrezept, welches in Tabelle
B.1 dargestellt ist. Sie wurden von der Firma Continental erstellt.
Naturkautschuk 20
Styrol-Butadian-Kautschuk (25% Styrol, 50% Vinyl) 80
Silica 95
Mineralo¨l 35
Alterungsschutzmittel 2
Ozonschutzwachs 2
Zinkoxid 2.5
Stearinsa¨ure 2.5
Silan x
Vulkanisationschemikalien 5.6
Tabelle B.1.: Rezept 1 (in phr): Gummimischungen fu¨r RPA-Studien. Der Anteil an
Silan ist variabel.
Styrol-Butadien-Kautschuk (25% Styrol, 50% Vinyl) 100
Silica 95
Mineralo¨l 35
Alterungsschutzmittel 2
Ozonschutzwachs 2
Zinkoxid 2.5
Stearinsa¨ure 2.5
TESPT x
Vulkanisationschemikalien 5.6
Tabelle B.2.: Rezept 2 (in phr): Gummimischungen fu¨r NMR-Studie und RPA-Studie.
Der Anteil an Silan ist variabel.
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Naturkautschuk 10
Butadienkautschuk 18
Styrol-Butadien-Kautschuk (21% Styrol, 50% Vinyl) 72
Silica 95
Mineralo¨l 45
Alterungsschutzmittel 2
Ozonschutzwachs 2
Zinkoxid 2.5
Stearinsa¨ure 2.5
TESPD 6.84
Vulkanisationschemikalien 5.6
Tabelle B.3.: Rezept 3 (in phr): TESPD Referenzmischung.
B.2. Dynamisch-Mechanische-Analyse Messungen
Die Dynamisch-Mechanische-Analyse wurde mit einem RPA 2000 der Firma Alpha-
Technologies von Mitarbeitern der Firma Continental durchgefu¨hrt. Weitere Infor-
mationen zu dem Gera¨t finden sich unter: http://www.ccsi-inc.com/u-curemeters-
rpa2000.htm
B.3. NMR Messungen
Die NMR Messungen wurden mit dem Modell Avance 360 der Firma Bruker von
Dr. Herbert Dumler der Firma Continental aufgenommen.
29Si 71.5477 MHz Basisfrequenz
90 Grad Protonenpuls 3.15µm
5 mm Rotor
Rotationsfrequenz 8000 Hz
Raumtemperatur
126
Anhang C.
Ergebniskurven der
Dynamisch-Mechanischen-Analyse
Die folgenden Diagramme zeigen fu¨r die untersuchten Silane die in Abschnitt 5.3.5
diskutierten experimentell aufgenommenen Kurven der Dynamisch-Mechanischen-
Analyse (jeweils oben) und die beschriebene Auftragung des Moduls bei fester Am-
plitude und variierendem Silangehalt (jeweils unten). Die Kurven in den Diagram-
men, wo der Speichermodul G′ gegen die Amplitude aufgetragen wird, sind am linken
Rand mit der zugeho¨rigen Silankonzentration Silane
nm2
beschriftet. Die Kurven in den
Diagrammen, wo der Speichermodul G′ gegen die Silankonzentration aufgetragen
wird, liefern u¨ber das in Abschnitt 5.3.6 beschriebene Verfahren die experimentellen
Werte, die in Tabelle mit den Simulationsdaten verglichen werden. Es wird unter-
schieden zwischen Kurven, die nach der ersten Mischstufe (Grundmischen) aufge-
nommen wurden und Kurven, die nach dem Fertigmischen aufgenommen wurden
(vgl. Abschnitt 2.5).
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Abbildung C.1.: AS03 erste Mischstufe
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Abbildung C.2.: AS03 Fertigmischung
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Abbildung C.3.: AS08 erste Mischstufe
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Abbildung C.4.: AS08 Fertigmischung
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Abbildung C.5.: AS16 erste Mischstufe
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Abbildung C.6.: MPTE erste Mischstufe
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Abbildung C.7.: MPTE Fertigmischung
134
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 1  10  100
G
 ’ 
[kP
a]
Amplitude %
0.43
0.34
0.3
0.25
0.21
0.17
0.09
0
0.3
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 0  0.1  0.2  0.3  0.4  0.5
G
’ [k
Pa
]
Silane/nm2
1% Ampl.
1.5% Ampl.
2.5% Ampl.
4% Ampl.
7% Ampl.
10% Ampl.
Sigmoid-Fit
Polynom-Fit
Wendepkt-Sig.
Wendepkt-Pol.
Abbildung C.8.: MP Fertigmischung
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Simulationsdetails
Ein Semikolon grenzt Befehle von Kommentaren ab. Zeilen, die mit einem Semikolon
beginnen, sind reine Kommentare
; Verschiedene Preprocessing Optionen
title = ;Simulationtitel
cpp = cpp ; C-preprocessor benutzen
; MD-Run Parameter
integrator = md ; md ist der Leap-Frog Integrator, zur Benutzung der Steepest
Descent Methode muss der Parameter steep lauten
; Startzeit und Zeitschritt in Picosekunden
tinit = 0 ; Startzeit
dt = 0.001 ; Zeitschritt
nsteps = 10000 ; Anzahl der MD-Schritte
init_ step = 0 ; Um einen MD-Run fortzusetzen oder Teile zu wiederholen > 0
setzen ; Parameter, um die Schwerpunktbewegung abzuziehen
;comm-mode = None ; keine Schwerpunktbewegung abziehen
comm-mode = Linear ; Schwerpunkttranslation abziehen
;comm-mode = Angular ; Schwerpunkttranslation und -rotation abziehen
nstcomm = 1 ; Frequenz des Schwerpunktbewegungsabzuges
comm-grps = ; Hier ko¨nnen Gruppen definiert werden, fu¨r welche die Schwerpunkt-
bewegung abgezogen werden soll. Ist kein Wert gegeben, ist das ganze System ge-
meint.
; Energieminimierungs-Optionen
emtol = 100 ; Krafttoleranz
emstep = 0.01 ; Schrittweite
nstcgsteep = 100 ; Frequenz der Steepest Descent Schritte wa¨hrend der konju-
gierten Gradienten Energieminimierung
nbfgscorr = 10 ; Anzahl der Korrekturschritte fu¨r L-BFGS Minimierung
; Ausgabe-Kontrolle-Parameter
nstxout = 0 ; Ausgabefrequenz der Koordinaten
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nstvout = 0 ; Ausgabefrequenz der Geschwindigkeiten
nstfout = 0 ; Ausgabefrequenz der Kra¨fte
nstcheckpoint = 10000 ; Checkpoint, an dem nach einem Absturz wieder ange-
setzt werden kann.
nstlog = 100 ; Ausgabefrequenz der Energien in die Log-Datei
nstenergy = 100 ; Ausgabefrequenz der Energien in die Energie-Datei
nstxtcout = 1000 ; Ausgabefrequenz in die xtc-Datei
xtc-precision = 10000 ; Pra¨zision der xtc-Datei
xtc-grps = ;Bleibt leer, außer nur bestimmte Gruppen sollen in die xtc-Datei aus-
geschrieben werden.
; Gruppen, die bei der Energieberechnung beru¨cksichtigt werden.
energygrps = OSG SP1 SP2 SP3 SP4 qH klinksungeladen klinksgeladen qHr
krechtsungeladen krechtsgeladen
; Nachbarschaftssuche Parameter
nstlist = 10 ; Frequenz der Auffrischung der Nachbarschaftsliste, kann in neueren
Versionen mit -1 auf automatisch gesetzt werden.
ns_ type = grid ; Zerlegt das System in ein Gitter und sucht Nachbar in benach-
barten Zellen
; Periodische Randbedingungen
;pbc = xyz ; Periodische Randbedingungen in alle Richtungen
pbc = xy ; Setzt periodische Randbedingungen nur in xy-Richtung. Ist notwendig
fu¨r Wa¨nde in z-Richtung
; Nachbarschaftliste cut-off
rlist = 0.9 ; Abschneideradius fu¨r kurzreichweitige Nachbarschaftsliste
domain-decomposition = no
; Optionen fu¨r Elektrostatic und Van der Waals Kra¨fte
coulombtype = PME ; Particle Mesh Ewald Methode fu¨r die Elektrostatic Berech-
nungen
rcoulomb-switch = 0 ; ab welchem Abstand in nm auf das Coulomb Potenzial
umgeschaltet wird
rcoulomb = 0.9 ; Abschneideradius fu¨r die Coulomb Kraft
; Methode fu¨r Van der Waals
vdw-type = Cut-off ; Abschneideradius-Methode fu¨r die Berechnung der Van der
Waals Kraft benutzen
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; Cut-off La¨nge
rvdw-switch = 0 ; ab welchem Abstand in nm auf das Lennard-Jones Potenzial
umgeschaltet wird
rvdw = 0.9 ; Abschneideradius fu¨r die Lennard-Jones Kraft
DispCorr = EnerPres ; Langreichweitekorrektur fu¨r Energie und Druck anwenden
table-extension = 1
fourierspacing = 0.12 ; maximale Gitterkonstante des Particle Mesh Ewald Git-
ters
pme_ order = 4 ; Kubische Interpolation fu¨r Particle Mesh Ewald
ewald_ rtol = 1e-05
ewald_ geometry = 3dc
epsilon_ surface = 0
optimize_ fft = no
; Thermostat und Barostat
Tcoupl = Berendsen ; Thermostat
tc-grps = System ; auf das ganze System anwenden
tau_ t = 0.1 ; Zeitkonstante des Berendsenthermostaten in Picosekunden
ref_ t = 300 ; Zieltemperatur in Kelvin
;Pcoupl = Berendsen ; Barostat
Pcoupl = no ; kein Barostat
;Pcoupltype = anisotropic
; Time constant (ps), compressibility (1/bar) and reference P (bar)
tau_ p = 0.8 0.8 0.8 0.0 0.0 0.0
compressibility = 4.5e-5 4.5e-5 4.5e-5 0.0 0.0 0.0
ref_ p = 1.0 1.0 1.0 0.0 0.0 0.0
; Anfangsgeschwindigkeiten generieren
gen_ vel = no ; Anfangsgeschwindigkeiten werden nicht erzeugt.
gen_ temp = 0
gen_ seed = 1993
; Optionen fu¨r Bindungen
constraints = all-bonds
constraint-algorithm = Lincs; Constraint Algorithmus
unconstrained-start = no Keine Constraints zu Beginn
lincs-order = 4; Ho¨chste Ordnung der Kopplungsmatrix
lincs-iter = 1; Anzahl der Interaktionen im letzten Schritt von LINCS.
lincs-warnangle = 30; Warnung, wenn Bindung mehr als angegebe Gradzahl ro-
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tiert
; Gruppen fu¨r die die nichtbindenden Wechselwirkungen nicht berechnet werden.
energygrp_ excl = klinksungeladen klinksungeladen
klinksungeladen klinksgeladen klinksgeladen klinksgeladen klinksunge-
laden OSG klinksgeladen OSG krechtsungeladen krechtsungeladen krechts-
ungeladen krechtsgeladen krechtsgeladen krechtsgeladen krechtsungeladen
OSG
; Wa¨nde nwall = 2 ; Anzahl der Wa¨nde
wall_ type = 9-3 ; Wand-Potenzial
wall_ atomtype = Si Si ; Wandatome
wall_ density = 1 1 ; Anzaldichte der Wandatome
wall_ ewald_ zfac = 3 ;
wall_ r_ linpot = 1 ; Hinter diesem Abstand in nm ist die Kraft der Wand auf
die Atome konstant gehalten
;Festgehaltene Gruppen
freezegrps = klinksgeladen klinksungeladen OSG krechtsgeladen krechts-
ungeladen qHr ; Eingefrorene Gruppen
freezedim = Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y ; Jede Gruppe ist in allen
drei Raumdimensionen eingefroren.
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E.1. Simulations-Glossar
Close-Contacts Kommen sich wa¨hrend einer MD-Simulation Teilchen zu nahe, so
dass sie durch den repulsiven Anteil des Lennard-Jones-Potenzials stark voneinan-
der weg beschleunigt werden, nennt man das Close-Contacts. Der Grund fu¨r Close-
Contacts liegt meistens in einem zu groß gewa¨hlten Zeitschritt, was fu¨r gro¨ßere Ver-
ru¨ckungen der Teilchen sorgt. Da das Lennard-Jones-Potenzial fu¨r kleine Absta¨nde
sehr steil ansteigt, ko¨nnen diese Verru¨ckungen zu einem sprunghaften Anstieg der
kinetischen Energie des System fu¨hren. Die entstehenden hohen Teilchengeschwin-
digkeiten kann der Integrator der Bewegungsgleichungen nicht mehr auflo¨sen (siehe
Abschnitt 4.3) und die kinetische Energie des System gera¨t durch eine Kettenreak-
tion weiterer “Close-Contacts” außer Kontrolle. Man sagt, das System “explodiert”.
Finite-Size Effekte Ein Modellsystem, dass man mit dem Computer simuliert,
ist in seiner Gro¨ße bzw. Teilchenzahl eingeschra¨nkt. Im thermodynamischen Sinn
intensive Gro¨ßen wie z.B. Druck oder Temperatur oder bei der Betrachtung von
Polymeren der Kompressionsmodul du¨rfen sich nicht a¨ndern, wenn man die Gro¨ße
seines Modellsystems vera¨ndert. Ist das System zu klein gewa¨hlt, um die gewu¨nschte
Gro¨ße zu simulieren, spricht man von “Finite-Size-Effekten”. Sie a¨ußern sich darin,
dass die Werte systemgro¨ßenabha¨nging sind oder stark schwanken. Um Finite-Size-
Effekte zu vermeiden, sollte das System mo¨glichst groß sein, was in Konflikt zur
Rechenzeit steht, fu¨r deren Minimierung das System mo¨glichst klein gewa¨hlt werden
sollte.
MD-Run Eine Molekular Dynamik Simulation u¨ber eine bestimmte Anzahl von
Zeitschritten.
Partialladung Punktladungen, die kein ganzes Vielfaches der Elementarladung dar-
stellen mu¨ssen und auf den Atomkernen lokalisiert sind. Sie dienen als Approxima-
tion der kontinuierlichen Ladungsverteilung von Moleku¨len.
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E.2. Chemie Glossar
BET-Methode Die Methode dient der Bestimmung der spezifischen Oberfla¨che
mittels Gasadsorption und ist nach ihren Erfindern Stephen Brunauer, Paul Hugh
Emmett und Edward Teller benannt. Erho¨ht man den Druck, erho¨ht sich die Menge
von Gasmoleku¨len, die auf einer gegebenen Oberfla¨che adsorbiert (bei fester Tempe-
ratur). Zeichnet man die Adsorptions-Isotherme auf, kann man u¨ber die BET-Theo-
rie [Brunauer et al., 1938] eine Proportionalita¨t zwischen adsorbierten Gasmoleku¨len
und der massenspezifischen Oberfla¨chengro¨ße herstellen. Die BET-Oberlfa¨che wird
in m
2
g angegeben.
Bound Rubber Mit Bound Rubber (dt. gebundenes Gummi) bezeichnet man Teile
der Polymermatrix, die sich auch durch Behandlung durch Quell- oder Lo¨semittel
nicht von der Fu¨llstoff-Oberfla¨che extrahieren lassen.
CTAB-Methode A¨hnlich der BET-Methode wird die Adsorptions-Isotherme von
Cetyltrimethylammoniumbromid oder kurz CTAB aufgezeichnet und daraus die fu¨r
gro¨ßere Moleku¨le (ein CTAB Moleku¨l ist im Wesentlichen ein 16-kettiges Kohlen-
stoffmoleku¨l) zur Verfu¨gung stehende Oberfla¨che bestimmt. Die CTAB-Oberfla¨che
ist meistens kleiner als die BET-Oberfla¨che. Die CTAB-Oberlfa¨che wird in m
2
g an-
gegeben.
Dispersions-Messung Um die Dispersion des Fu¨llstoffs in der Polymermatrix zu
messen, wird ein Glanzschnitt der Gummiprobe durchgefu¨hrt. Die Klinge schneidet
das Polymer glatt durch. Fu¨llstoffagglomerate hingegen ducken sich vor der Klinge
in das weiche Polymer und erscheinen anschließend als Hu¨gel (bzw. als Tal auf der
Gegenseite) an der Schnittfla¨che. Mit einem Lichtmikroskop werden die durch die
Hu¨gel oder Ta¨ler entstehenden Schatten auf der Schnittfla¨che geza¨hlt und so ein
Wert fu¨r die Dispersion bestimmt. Diese Messung kann zum Beispiel mit einem
Dispergrader automatisiert durchgefu¨hrt werden.
phr Die Abku¨rzung phr steht fu¨r parts per hundred parts of rubber by weight (dt.
Teile pro hundert Teile Gummi auf das Gewicht bezogen). Sie gibt an, welche Masse
einer Substanz in Relation zum in der Mischung verwendeten Kautschuk eingesetzt
wird. Die Kautschukanteile werden addiert (falls mehrere Kautschuk-Typen zum Re-
zept geho¨ren) und auf 100 normiert. Die anderen Bestandteile der Mischung werden
dazu ins Verha¨ltnis gesetzt. So ko¨nnen verschiedene Rezepte einfach verglichen wer-
den und bei der Anpassung einer Komponente mu¨ssen nicht alle anderen ebenfalls
angepasst werden, wenn das Verha¨ltnis zum Kautschuk konstant bleiben soll.
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Konformation Die ra¨umliche Anordnung eines organischen Moleku¨ls. Es wird an-
genommen, dass die Kohlenstoffbindungen um bestimmte Winkel drehbar sind und
sich so verschiedene Konfigurationen ergeben ko¨nnen.
Occluded Rubber Teile der Polymermatrix, die in Hohlra¨umen der Fu¨llstoffparti-
kel eingeschlossen sind und daher nicht mehr zum elastischen Verhalten beitragen,
werden als Occluded Rubber bezeichnet.
Gru¨ne Mischung Mit der gru¨nen Mischung (engl. green compound) bezeichnet
man unvulkanisierte Proben.
Vulkanisation Bei der Vulkanisation werden die Polymere mittels Schwefelbru¨cken
und genu¨gend hoher Temperatur zu einem Netzwerk verbunden.
Scortch Anbindung des Haftvermittlers (oder anderer vernetzender Bestandteile
der Gummimischung) an die Polymermatrix vor dem eigentlichen Vulkanisations-
prozess.
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