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Abstract The existence of spatially localized solutions in neural networks is an
important topic in neuroscience as these solutions are considered to characterize work-
ing (short-term) memory. We work with an unbounded neural network represented by
the neural field equation with smooth firing rate function and a wizard hat spatial
connectivity. Noting that stationary solutions of our neural field equation are equiva-
lent to homoclinic orbits in a related fourth order ordinary differential equation, we
apply normal form theory for a reversible Hopf bifurcation to prove the existence of
localized solutions; further, we present results concerning their stability. Numerical
continuation is used to compute branches of localized solution that exhibit snaking-
type behaviour. We describe in terms of three parameters the exact regions for which
localized solutions persist.
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1 Introduction
In the past decades there has been a great deal of interest in the origin and prop-
erties of spatially localized structures in differential equations with applications in
physics and neuroscience (Amari 1977; Burke and Knobloch 2006; Champneys 1998;
Coombes 2005; Guo and Chow 2005b; Laing et al. 2002; Pinto and Ermentrout 2001).
The equation that is perhaps the most studied in pattern formation is the well-known
generalized Swift–Hohenberg equation with either cubic/quintic or quadratic/cubic
nonlinearities. For this particular example, the presence of localized steady states is
a dynamical property: a bifurcation from the trivial state occurs for some value of a
control parameter. These localized solutions are then viewed as homoclinic orbits to
the trivial state.
In the neuroscience community, the canonical example is the Wilson–Cowan neural
field equation (Amari 1977; Wilson and Cowan 1973)
τ∂t a(x, t) = −a(x, t) +
+∞∫
−∞
w(x − y)S(a(y, t))dy (1.1)
where τ is a temporal constant which we will take equal to 1 for mathematical
simplicity. In this model, a(x, t) represents the average membrane voltage of a neu-
ronal population at spatial position x and time t . The connectivity function w(x)
determines the coupling between elements and is assumed to be decaying with dis-
tance. S is the firing rate function of the model. The study of localized solutions of
Eq. (1.1) is an old and recurrent subject in the mathematical neuroscience community,
where a number of different coupling functions w and firing-rate functions S have
been used. The firing rate function can be an Heaviside step function (Amari 1977;
Coombes 2005; Pinto and Ermentrout 2001), a piecewise linear function (Guo and
Chow 2005a,b) or a smooth function of sigmoidal type (Coombes et al. 2003; Elvin
et al. 2010; Faugeras et al. 2008; Laing et al. 2002). The connectivity function is
typically assumed to have a so-called “Mexican hat” or so-called “wizard hat” shape,
although purely positive functions have also been considered in, for example, (Rubin
and Troy 2001). Providing that certain conditions are satisfied, partial differential
equation (PDE) methods can be employed to transform the neural field equation (1.1)
into a PDE involving high-order spatial derivatives (Laing and Troy 2003a; Laing et al.
2002).
Laing et al. (2002) numerically investigated the integro-differential equation (1.1)
with




H(x − θ) (1.2)
where H is the Heaviside step function and
w(x) = e−b|x |(b sin |x | + cos x). (1.3)
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The parameter b governs the rate at which oscillations in w decay with distance
from x = 0, the firing rate function S has threshold θ and slope r . In Laing et al.
(2002), numerical simulations of (1.1) show the existence of spatially localized states.
Numerical continuation techniques were used to follow, as the parameter b is varied,
branches of localized solutions of (1.1) and so-called “snaking” behaviour was found.
This remarkable phenomenon, in which a series of fold bifurcations give rise to a
hierarchy of localized solution branches with increasing number of bumps, has been
studied extensively for the canonical Swift–Hohenberg equation (Burke and Knobloch
2007a,b; McCalla and Sandstede 2010; Woods and Champneys 1999). Numerical
investigations of Laing et al. (2002) indicate that localized solutions of Eq. (1.1) do
not come into existence through a reversible-Hopf bifurcation from a constant solution
as is the case for the Swift–Hohenberg equation. Although their system is reversible,
the shape of the nonlinearity function S in Eq. (1.2) (S is not analytical at x = 0)
renders impossible the application of tools from bifurcation theory. More recently,
Elvin et al. (2010) used the Hamiltonian structure of the steady states of Eq. (1.1) and
developed numerical techniques to find all homoclinic orbits of the system.
The main motivation of this article is to complete the study of localized states of
neural field equations on the unbounded real line initiated in Elvin et al. (2010), Laing
et al. (2002) by showing that these states are bifurcated branches of solutions emerging
from the trivial state of Eq. (1.1) through reversible Hopf bifurcation with 1:1 reso-
nance when the slope of the sigmoidal function is increased. To achieve this goal, we
work with a wizard hat coupling function w(x) (difference of exponential functions)
and a smooth firing rate function which has non-vanishing derivatives at the fixed point
of Eq. (1.1). As previously shown for the Swift–Hohenberg equation on the real line
in Burke and Knobloch (2007b), we calculate the normal form coefficients (Haragus
and Iooss 2010; Iooss and Peroueme 1993) for the reversible 1:1 Hopf bifurcation and
find a condition on the different parameters which ensures the existence of a pair of
homoclinic branches. We present results on the stability of the bifurcating branches.
We use numerical continuation in order to extend the study with an investigation
of snaking behaviour; these methods have been applied extensively for the Swift–
Hohenberg equation (Burke and Knobloch 2006, 2007a; Champneys 1998; Lloyd and
Sandstede 2009; McCalla and Sandstede 2010; Woods and Champneys 1999) and,
in a few isolated cases for the neural field equation (Coombes et al. 2003; Laing
and Troy 2003a; Laing et al. 2002). Here, we use the continuation package AUTO
(Doedel et al. 1997) with the extension HOMCONT to follow homoclinic cycles cor-
responding to localized solutions under variation of system parameters. We confirm
the solution structure determined analytically in this paper and reproduce previously
observed snaking behaviour. Further, we identify the exact regions of parameter space
for which localized solutions persist in terms of two parameters governing the shape
of the nonlinearity S and a third parameter governing the shape of the connectivity
function w.
This paper is organized as follows. In Sect. 2 our model and notations are intro-
duced. We explain in Sect. 3 how stationary solutions of the neural field equation are
equivalent to homoclinic orbits in a related fourth order ordinary differential equa-
tion and we show the existence of branches of localized solutions using normal form
theory. Section 4 focuses on the stability of these branches of solutions. Finally, in
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Sect. 5 we build on the theoretical results with a numerical investigation of localized
solutions under the variation of three parameters.
2 Wizard hat model
We introduce a bifurcation parameter μ > 0 in the neural field Eq. (1.1)
∂t a(x, t) = −a(x, t) +
+∞∫
−∞
w(x − y)S(μa(y, t))dy,
= F(a(x, t), μ).
(2.1)




with θ > 0 (2.2)













w(x − y)S(μa(y))dy. (2.4)
For a solution of (2.4), we define its region of excitation to be the set:
Rθμ(a) = {x ∈ R | μa(x) > θ}.
Following Amari’s definition (Amari 1977), a localized solution of (2.4) is a pattern
a(x) whose region of excitation consists of a finite disjoint union of bounded connected
intervals and which decays to zero as |x | goes to infinity.
2.1 Connectivity function
In order to well define the convolutional part of the right hand side of Eq. (2.1), we
have to take a connectivity function at least integrable over the real line. If w belongs





w(x)e−iξ x dx .
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We now introduce some conditions on the connectivity function.
Hypothesis 1 We suppose that the following conditions are satisfied:
(i) w, ŵ ∈ L1(R),
(ii) w(0) > 0,
(iii) ŵ0
de f
= ŵ(0) < 0,
(iv) there exists ξc > 0 such that ŵc
de f






with R, Q polynomial in ξ2 satisfying deg R < deg Q.
The first condition tells us that the connectivity function and its Fourier transform
are integrable over the real line such that we can apply the inversion formula for
Fourier transform. The second condition ensures that the connectivity function is
locally excitatory and the third condition that it is laterally inhibitory. The fourth
condition says that ŵ(ξ) has two global maxima at ±ξc. The condition ŵc > 0 is
necessary for the stability analysis developed in Sect. 2.2. Finally, the last condition
ensures that the partial differential equation (PDE) method conducted in Sect. 3.1 can
be applied. As already noticed by Laing and Troy in (Laing and Troy 2003a), this form
of the connectivity function is not restrictive. Indeed, they have shown that general cou-
pling connectivity, like Gaussian functions, can be approximated quite accurately with
a connectivity function satisfying condition (v).
In order to fix ideas, from now on, we will work with the following connectivity
function (as used in Guo and Chow 2005a,b):
w(x) = b1e
−σ1|x | − b2e
−σ2|x |, (2.5)




w(x)e−iξ x dx = 2
(
b1σ1








The real constants (b1, b2, σ1, σ2) are chosen such that all the conditions in Hypoth-
esis 1 are satisfied.
Hypothesis 2 We assume that ξc = 1.
We impose this condition in order to fix the period to 2π of the critical modes which
will bifurcate from the trivial state (see Sect. 2.2). Now, if we define
Ŵ1 = 2σ1σ2(b1σ2 − b2σ1),
Ŵ2 = 2(b1σ1 − b2σ2),
(2.7)
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then ŵc can be written:
ŵc =
Ŵ1 + Ŵ2








The condition ξc = 1, which is equivalent to
d
dξ









2 ) = 0. (2.9)














2.2 Linear stability analysis of the trivial state
The aim of this subsection is to show that Eq. (2.1) has always a unique trivial state
that undergoes a bifurcation when increasing the slope μ of the sigmoidal function.
We present the results for both shifted and unshifted sigmoidal function.
2.2.1 Unshifted sigmoidal function S
Equation (2.1) has the trivial solution a0(μ) < 0 independent of time and space that
satisfies:
a0(μ) = ŵ0S(μa0(μ)) for all μ > 0.
The linearized equation around this trivial solution is:




w(x − y)a(y, t)dy. (2.11)
Looking at perturbation of the form a(x, t) = eσ t eiξ x , we obtain the following dis-
persion relation:
σ(ξ) = −1 + μS′(μa0(μ))ŵ(ξ). (2.12)
Lemma 1 There exists a unique solution (μc, ac = a0(μc)) of:
{
ac = ŵ0S(μcac)
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W is the Lambert function which satisfies W (x)eW (x) = x.
Proof The proof is given in Appendix A. ⊓⊔
From this Lemma, we deduce that for all μ < μc the trivial solution a0(μ) is stable.
2.2.2 Shifted sigmoidal function S0
In the case of the shifted sigmoidal function defined Eq. (2.3), the null solution a0 = 0
independent of time and space is the unique solution of (2.4) for all μ > 0. Under
the condition ŵ0 < 0 it is the unique stationary of time and space of (2.4). Following
the same lines as for the unshifted sigmoidal function, for perturbation of the form
a(x, t) = eσ t eiξ x , we obtain for the dispersion relation:
σ(ξ) = −1 + μS′0(0)ŵ(ξ). (2.15)





and for all μ < μc the null solution is stable.
2.2.3 Choice of the sigmoidal function
In order to simplify our notations, from now on, we work with the shifted sigmoidal
function S0 and denote for all k ≥ 1, S
(k)
0 (0) = sk . Of course, all the results that we
are going to present in the following sections are easily transportable to the unshifted
case.
2.3 Bifurcation of the trivial state for the full system
The trivial state a0 = 0 undergoes a bifurcation at the critical value μ = μc.
Furthermore, as Eq. (2.1) is equivariant with respect to the translations and the sym-
metry (x → −x, a → a), the bifurcation is a Pitchfork with O(2)-symmetry (Chossat
and Lauterbach 2000; Haragus and Iooss 2010). We can apply the Lyapunov–Schmidt
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decomposition (see Chossat and Lauterbach 2000 for a review) on the Hilbert space
X = L2per [0, 2π ], the set of 2π -periodic square integrable functions, in order to
get a reduced equation on the two-dimensional space Span(ei x , e−i x ). If we denote
λ = μ − μc and v(x, t) = a(x, t) − a0, then the neural field equation (2.1) is trans-
formed into:
∂tv(x, t) = Lμcv(x, t) + R(v(x, t), λ) (2.17)
where Lμc and R are defined by
Lμcv(x, t) = −v(x, t) + μcs1
∫
R
w(x − y)v(y, t)dy
R(v(x, t), λ) =
∫
R




= S0 ((λ + μc)X) − μcs1 X. (2.18)
It is straightforward to check that R(0, 0) = DvR(0, 0) = 0. We can write each
solution of (2.17) on the form:
v(x, t) = Z(t)ei x + Z(t)ei x + 
(Z(t), Z(t), λ),
where  is a nonlinear map given by the center manifold theorem (Haragus and Iooss
2010). The reduced equation is then:
Ż(t) =
(
νλ + χ |Z(t)|2
)
Z(t) + h.o.t. (2.19)



















Proof The computation of the coefficients is postponed in Appendix B. ⊓⊔
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for any phase ω on the circle S1. This phase can be identified to the translation invari-
ance of Eq. (2.1). The bifurcation to this spatially periodic branch is subcritical (λ < 0)
in χ > 0 and supercritical (λ > 0) in χ < 0.
3 Reversible Hopf bifurcation with 1:1 resonance
3.1 PDE methods
We assume that v → v(·, t) ∈ C1(R+,H4(R)) is a solution of (2.17), where H4(R)
is the Sobolev space defined as:
H4(R) = {u ∈ L2(R) | ∀k ≤ 4 ∂k
xk
u ∈ L2(R)}.
Under this assumption, an application of Fourier transform of (2.17) gives:
(∂t + 1) v̂(ξ, t) = ŵ(ξ)
[
̂f0(v, λ)(ξ, t) + μcs1v̂(ξ, t)
]
.
Using the inverse Fourier transform we obtain:
(∂t + 1) Lμc (v) = M(v, λ) (3.1)
with Lμc and M defined by















M(v, λ) = Ŵ1 f0(v, λ) − Ŵ2∂
2
x2
[ f0(v, λ)] .
Note that the transformation of a neural field equation to a PDE goes back to the
original work of Jirsa and Haken in Jirsa and Haken (1996) and has been used by a
number of other authors (Coombes et al. 2003; Laing and Troy 2003a; Laing et al.
2002).
From Eq. (2.10) and the fact that μc = (s1ŵc)
−1, the coefficients of Lμc reduce to:
σ 21 σ
2
2 − Ŵ1μcs1 = 1,
σ 21 + σ
2
2 − Ŵ2μcs1 = −2.
Note that Eq. (3.1) forms a fourth order reversible dynamical system in space: the equa-
tion is invariant under spatial reflection (x → −x, v → v). We look for stationary
solutions of Eq. (3.1) which satisfy
{
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The spatial coordinate x is recast as the time variable and the differential equation
(3.2) is now a four-dimensional system of first order ordinary differential equations
(ODEs) which can be written:
U ′ = AU + R(U, λ) (3.3)
with U = (u1, u2, u3, u4)




0 1 0 0
0 0 1 0
0 0 0 1
−1 0 −2 0
⎞






R4 (u1, u2, u3, u4, λ)
⎞
⎟⎟⎠ .
The fourth component of the nonlinear function R is given by





0 ((λ + μc)u1)−μcs1u3
+ (λ + μc)u3S
′




Furthermore, we have the following Taylor expansion of R at
(
U = 0R4 , λ = 0
)
R1,1(U, λ) = λs1 (0, 0, 0, Ŵ1u1 − Ŵ2u3)
T
























The associated linear problem of Eq. (3.3) is
U ′ = AU + R1,1(U, λ).
Eigenvalues of the linear problem satisfy the characteristic equation:
X4 + (2 + s1λŴ2) X
2 + 1 − s1λŴ1 = 0. (3.5)
To the leading order in λ the discriminant of Eq. (3.5) seen as a quadratic equation
in X2 is
(λ) = 4s1(Ŵ1 + Ŵ2)λ + o(λ).
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From Eq. (2.8), we have sign(Ŵ1 + Ŵ2) = sign(ŵc) > 0. Then, for λ < 0 there
exists four complex eigenvalues with real part symmetric with respect to the imagi-
nary axis, such that the trivial state is hyperbolic with two stables eigenvalues and two
unstable eigenvalues. In contrast, for λ > 0 all the eigenvalues lie on the imaginary
axis and the trivial state is no longer hyperbolic. At λ = 0, there is a pair of imagi-
nary eigenvalues ±i of double multiplicity. The bifurcation at λ = 0 is thus a Hopf
bifurcation in a reversible system with 1:1 (spatial) resonance.
3.3 Normal form theory
In the following, we adopt the formalism of Haragus and Iooss (2010), Iooss and
Peroueme (1993) to study the reversible Hopf bifurcation. We start by constructing a




1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
⎞
⎟⎟⎠ with S
2 = IR4 .
Let ζ0 = (1, i,−1,−i)
T be an eigenvector of A which satisfies:
(A − iIR4)ζ0 = 0 and Sζ0 = ζ̄0
and let ζ1 = (0, 1, 2i,−3)
T be a generalized eigenvector that is:
(A − iIR4)ζ1 = ζ0 and Sζ1 = −ζ̄1.
Then (Reζ0, I mζ0, Reζ1, I mζ1) is a basis of R
4 with ζ0, ζ1 generalized eigenvec-
tors of A. In this basis, we represent a vector U ∈ R4 by (A, B, Ā, B̄),
U = Aζ0 + Bζ1 + Aζ0 + Bζ1
with A, B ∈ C.
Lemma 3 (Normal form) If we rewrite Eq. (3.3) as
U ′ = AU + R(U, λ) = F(U, λ)
then the vector field F is of class Ck , k ≥ 3, in a neighborhood of (0, 0) ∈ R4×R satis-
fying F(0, 0) = 0 and such that S anticommutes with F. For any integer p, 2 ≤ p ≤ k,
there exist neighborhoods V1 and V2 of 0 in R
4 and R, respectively, and for any λ ∈ V2
there is a polynomial map (·, λ) : R4 → R4 of degree p with the following proper-
ties:
1. The coefficients of the monomials of degree q in (·, λ) are functions of λ of
class Ck−q ,
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(0, 0, 0, 0, 0) = 0, ∂(A,B, Ā,B̄)(0, 0, 0, 0, 0) = 0,
and
S(A, B, Ā, B̄, λ) = ( Ā,−B̄, A,−B, λ).
2. For (A, B, Ā, B̄) ∈ V1, the changes of variables
U = Aζ0 + Bζ1 + Aζ0 + Bζ1 + (A, B, Ā, B̄, λ)
transforms the Eq. (3.3) into the normal form:
d A
dt





(AB̄ − ĀB), λ
)
+ ρA(A, B, Ā, B̄, λ)
d B
dt












(AB̄ − ĀB), λ
)
+ ρB(A, B, Ā, B̄, λ) (3.6)
where P and Q are real-valued polynomials of degree p − 1 in (A, B, Ā, B̄).
The remainders ρA and ρB are of class C
k , and satisfy
ρA( Ā,−B̄, A,−B, λ) = −ρA(A, B, Ā, B̄, λ),
ρB( Ā,−B̄, A,−B, λ) = ρB(A, B, Ā, B̄, λ)
with the estimate





Proof See Haragus-Iooss (2010). ⊓⊔






(AB̄ − ĀB), λ
)
















(AB̄ − ĀB), λ
)











(|λ| + (|A| + |B|)2)2
)
. (3.8)
We wish to determine the different coefficients that appear in the expansions of P
and Q. The expression of each coefficient is given in the following lemma.
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Lemma 4 The coefficients α, β, γ, c11, c
0
3 and c in the expansions of P and Q in




































































over, the coefficients are in agreement with those computed for the Swift–Hohenberg
equation with quadratic/cubic nonlinearity (Burke and Knobloch 2006, 2007a,b).
3.4 Existence of homoclinic orbits
We are now able to state the main result of this part.
Theorem 1 (Existence) If c03 < 0 and λ < 0, in a neighborhood of the symmetric
equilibrium a0 and for sufficiently small λ, there is a pair of reversible homoclinic
orbits to a0.
Proof The proof is a direct application of Theorem 3.21 in Haragus and Iooss (2010)
with c11 < 0 in Lemma 3. ⊓⊔
Under the conditions stated in the theorem, the homoclinic orbits of the normal














, r1 = |r
′
0|












For sufficiently small λ, λ < 0, the localized solution of (2.1) can be approximated
by
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cos(x + φ) + O(λ). (3.9)
This family of localized solutions is parametrized by φ ∈ S1, which controls the
phase of the pattern within the sech (·) envelope. Within the asymptotics this phase
remains arbitrary, however it is known that this is no longer the case once terms beyond
all orders are included (Chapman and Kozyreff 2009; Kozyreff and Chapman 2006;
Melbourne 1998). These terms break the rotational invariance of the envelope equa-
tion and result in a weak flow on the circle S1. This flow in turn selects specific values
of the phase φ = 0 and φ = π . Indeed these phases are the only ones that preserve
the reversibility symmetry (x → −x, v → v). It follows that the two branches of
homoclinic orbits given in Theorem 1 or equivalently the two branches of localized
states bifurcate subcritically from λ = 0 (c11 < 0 in Lemma 3). This is illustrated in
Fig. 2. Along the φ = 0 branch, also called up branch, the midpoint (x = 0) of the
localized state is always a local maximum, while along the φ = π branch, also called
down branch, the midpoint is always a local minimum.





and c11 < 0, we deduce that the condition c
0
3 < 0 is equivalent
to χ > 0. From the discussion in Sect. 2.3, there is also a subcritical bifurcation from
the trivial state of a branch of spatially periodic solutions at λ = 0 of Eq. (2.1).
4 Stability of localized solutions
In the previous section, we have seen that the stationary state a0 loses stability at the
bifurcation point μ = μc and two branches of localized states bifurcate subcritically
from μc. Due to the subcriticality of the bifurcation, the two branches of solutions
are unstable for the dynamic of Eq. (2.1). In this section, we define more exactly the
notion of being stable or unstable for a solution. This notion is necessary in order to
compute stability for the bifurcation diagrams (see Figs. 2, 4).
4.1 Asymptotic stability
In this section we denote U
μ
0 ∈ H
4(R) a localized solution of Eq. (2.4) for a fixed
value μ of the slope of the sigmoidal function. We linearize Eq. (2.1) around this
localized solution:






We look for perturbation of the form a(x, t) = p(x)eσ t , with p ∈ H4(R), and obtain
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Due to the translation invariance of Eq. (2.1) (σ = 0, ∂xU
μ
0 ) is always solution of the
above equation. It follows that U
μ
0 cannot be asymptotically stable. Nevertheless, it is
possible to define a notion of stability adapted to this problem as we will now show.
Let Tρ be the transformation on u ∈ H
4(R) such that Tρu(x) = u(x + ρ) (ρ ∈ R).
Then Tρ commutes with Eq. (2.1) for all ρ ∈ R. We define the “T -orbit” of the
stationary localized solution U
μ
0 ∈ H
4(R) of Eq. (2.4) by
O = {TρU
μ
0 | ρ ∈ R}. (4.2)





We can now define the normal slice N to O at U
μ
0 as the set:
N = {v ∈ L2(R) | 〈∂xU
μ
0 , v〉 = 0} ⊂ L
2(R). (4.4)
Remark 1 Note that U
μ


























Then we have the following decomposition.
Lemma 5 Let V a neighborhood of U
μ
0 in L









where Y ∈ N and ρ ∈ R.
Proof For V ∈ V , we define the function f as
f : ρ → f (ρ) = 〈T−ρU
μ





0 (x − ρ)V (x)dx . (4.6)
(i) We know that C∞c (R), the set of differentiable functions of compact support, is





V in L2(R). We define fn as
fn : ρ → fn(ρ) = 〈T−ρU
μ
0 , Vn〉. (4.7)
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For all ρ ∈ R, we have
| fn(ρ) − f (ρ)| ≤ ‖U
μ
0 ‖L2(R)‖Vn − V ‖L2(R) −→n→+∞
0,
where ‖ · ‖L2(R) is the norm associated to the scalar product (4.8). This implies
that fn uniformly converges to f . Because Vn ∈ C
∞
c (R), we deduce that
fn(ρ) −→
ρ→±∞
0 and then f (ρ) −→
ρ→±∞
0.
(ii) Moreover, from the Sobolev inequality (Brezis 1983), the injection Hm(R) ⊂
Cm−1(R) with m ≥ 1 , is continuous. Then U
μ
0 ∈ H
4(R) ⊂ C3(R) ⊂ L1loc(R)
where L1loc(R) is the space of functions which are integrable on any com-
pact subset of R. As U
μ
0 (x) = U
μ
0 (−x), it is straightforward that fn(ρ) =
Vn ∗ U
μ
0 (ρ), where ∗ is the convolution on the real line. From the property of
the convolution, fn is C
∞ on R for all n ≥ 1 and it is easy to see that:
f ′n(ρ) = −〈T−ρ∂xU
μ
0 , Vn〉.
For all ρ ∈ R, we have
| f ′n(ρ) + 〈T−ρ∂xU
μ
0 , V 〉| ≤ ‖∂xU
μ
0 ‖L2(R)‖Vn − V ‖L2(R) −→n→+∞
0.
This implies that f ′n uniformly converges to the function ρ → −〈T−ρ∂xU
μ
0 , V 〉.
As a consequence f is C1 and f ′(ρ) = −〈T−ρ∂xU
μ
0 , V 〉.
(iii) We can now complete the proof of the lemma by introducing the function g:
g(ρ) = 〈T−ρU
μ
0 − V, T−ρU
μ







− 2 f (ρ).










that g has a minimum at ρ = ρ0 ∈ R where g
′(ρ0) = 0. This is equivalent to
0 = f ′(ρ0) = −〈T−ρ0∂xU
μ
0 , V 〉 = −〈∂xU
μ
0 , Tρ0 V 〉.
We deduce that Tρ0 V − U
μ
0 ∈ N , this proves the existence of Y ∈ N such that
Tρ0 V = U
μ
0 + Y .
⊓⊔
We can apply the previous Lemma and decompose any solution V ∈ V of Eq. (2.1)
as




0 (x) + Y (x, t)
)
where t → ρ(t) ∈ C1(R) and t → Y (x, t) ∈ C1(R,N ). Replacing V (x, t) into
Eq. (2.1) and thanks to the translational equivariance of F , we obtain the new
equation
∂t Y (x, t) + ρ
′(t)∂xU
μ
0 (x) + ρ
′(t)∂x Y (x, t) = F(U
μ
0 (x) + Y (x, t), μ). (4.8)
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Fig. 1 Decomposition of the flow near the relative equilibrium U
μ
0




0 ), which will solve ρ
′(t), and the remaining part in the normal
slice N to O at U
μ
0 , which will contain the relevant information about the dynamics
near O. We define a projection P in H4(R) onto TUμ0
O by










Let us now apply P to Eq. (4.8). Then, since Y ⊥ TUμ0
O, we obtain the following
equation
ρ′(t) (1 + P∂x Y (x, t)) = PF(U
μ
0 (x) + Y (x, t), μ). (4.10)
Since U
μ
0 + Y is taken in a neighbourhood of U
μ
0 , Y is small in norm, such that the
left hand side of Eq. (4.10) is invertible. Therefore ρ′(t) can be solved in function of
Y and μ:
ρ′(t) = (1 + P∂x Y (x, t))
−1 PF(U
μ
0 (x) + Y (x, t), μ) for Y ∈ V ∩ N .
It follows that ρ is completely determined as a function of Y and μ.
The remaining equation in the normal slice N reads as




0 (x) + Y (x, t), μ) − ρ
′(t)∂x Y (x, t)
]
,
= G(Y (x, t), μ).
(4.11)
This decomposition is illustrated in Fig. 1. It follows that the dynamics near the
relative equilibrium U
μ
0 is completely determined by the asymptotic behavior of the
solutions of (4.11). If in particular Y = 0 is asymptotically stable for (4.11), then
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Fig. 2 Bifurcation diagram for branches of localized stationary solutions of (2.1) with their stability.
Solid (dashed) lines indicates orbitally stable (unstable) states. Grey (black) indicates the down (up) branch
it follows from the Lemma 5 that the Tρ-orbit O is an attractor for Eq. (2.1). This
justifies the following definition.
Definition 1 A localized solution U
μ
0 ∈ H
4(R) of Eq. (2.1) is orbitally stable, if for
any initial condition of the form V0 = Tρ0(U
μ
0 + Y0), ρ0 ∈ R and Y0 close to O in
N , the solution V (t) of (2.1) such that V (0) = V0 satisfies V (t) = Tρ(t)(U
μ
0 + Y (t))
with Y (t) solution of Eq. (4.11) and Y (t) −→
t→+∞
0 in N .
If the spectrum of the linearized operator DY G(Y, μ)|Y=0 lies entirely in the half
plane {ℜ(z) ≤ ξ < 0}, the localized solution U
μ
0 ∈ H
4(R) is orbitally stable. Note
that in Sect. 5.2, we provide a numerical method to effectively compute the spectrum
of this linearized operator. For μ < μc, we have already seen that the trivial solution
a0 = 0 is asymptotically stable for the full neural field equation (2.1). The bifurcation
at μ = μc is subcritical for the reduced system (3.2) such that the two branches of
homoclinic orbits are then orbitally unstable for the full neural field equation (2.1).
It follows that these two branches are oriented backward. Let us follow these branches







An open question is to know if there exists or not a turning point μT ∈ (μL , μc) for
each branch of solutions, denoted μTu for the up branch and μTd for the down one.
At these turning points, there should be an exchange of stability and the branches
should gain stability for μ > μTs , s ∈ {u, d}. This is illustrated in Fig. 2. Unfortu-
nately, we can only conjecture the existence of such points. Nevertheless our numerical
simulations support this scenario (see Sect. 5). A rigorous proof of the existence of
orbitally stable localized solutions is a challenging problem.
4.2 Stability result with respect to the connectivity function
The aim of the end of this section is to see under which conditions an orbitally
stable localized solution U
μ
0 ∈ H
4(R) of Eq. (2.1) is transformed when we
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perturb the connectivity function w. We define a new connectivity function wǫ for












such that wǫ is a homotopy from w to a difference of Gaussian functions. Note that
for all ǫ > 0, with the connectivity function wǫ , the PDE methods developed in the
above sections are no longer applicable and one has to find other techniques to prove
the existence of localized solutions. The following theorem provides on solution to
this difficult problem.
Theorem 2 Suppose that U
μ
0 ∈ H
4(R) is a solution of (2.1) and that the linearized
operator DY G(Y, μ)|Y=0 is invertible for a given fixed μ ∈ (μL , μc). Then, there











In particular, if U
μ
0 is orbitally stable than U
μ
ǫ is also orbitally stable.
Proof 1. We look for solution of the form U
μ




0 (x) + Y (x)
)
, with
Y ∈ N and ρǫ ∈ R. Replacing U
μ




0 + Y = w
ǫ ∗ S(μ(U
μ
0 + Y )).
Projecting onto N we have:
0 = Fμ(U
μ
0 + Y, ǫ), (4.14)
where Fμ(U, ǫ) = (I d − P) (−U + w
ǫ ∗ S(μU )).
2. We now show that ǫ →
∫
R
wǫ(x − y)S(μU (y))dy is C1 on R+.
– y → wǫ(x − y)S(μU (y)) ∈ L1(R),
– ǫ → wǫ(x − y)S(μU (y)) ∈ C1(R+),








|x2 − |x ||e−x x ≥ 1
|x2 − |x ||e−x
K
4 x ≤ 1.
Then from the theorem of differentiation under the integral sign, we have the
result.
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3. Equation (4.14) is an implicit equation. From the regularity of the sigmoidal func-
tion, it is clear that y → Fμ(U
μ
0 + Y, ǫ) is C
1 on N . Furthermore, we have
Fμ(U
μ
0 , 0) = 0 and
DY Fμ(U
μ
0 + Y, ǫ)|Y=0,ǫ=0 = DY G(Y, μ)|Y=0.
From our hypothesis, we have that DY Fμ(U
μ
0 + Y, ǫ)|Y=0,ǫ=0 is an invertible
operator from N to N .
4. We can apply the implicit function theorem which says that there exists η > 0









is a solution of (4.12) for all ρǫ ∈ R. ⊓⊔
Remark 2 Theorem 2 can easily be generalized to other type of connectivity func-




y)S(μU (y))dy is C1 on R+.
5 Numerical results
5.1 Tuning the parameters
Before studying localized solutions in the model it is first necessary to identify param-
eter ranges for which they exist. The sign of c03 , defined in Eq. (3.8) as the quadratic
term of the expansion of Q in the normal form equation (3.6), governs the existence
of localized solutions as discussed in Sect. 3.3. The coefficient c03 depends upon the
connectivity function parameters (b1, b2, σ1, σ2) and the threshold of the firing rate
function θ . We now describe a reduction of the set of parameters governing the shape
of the connectivity function. Firstly, space can be rescaled such that, without loss of
generality, σ1 = 1. In our bifurcation analysis, we have seen that the important quanti-
ties for the connectivity function are ŵ0, ŵc and ξc, which determine the overall shape
of the Fourier transform of w. In order to fix the period of the critical modes bifurcating
from the trivial state a0 = 0 at μ = μc to 2π , we imposed that ξc = 1 in Hypothesis 2;
see Sect. 2.2. Furthermore, the connectivity function can be reparameterized in terms


















Finally, in order to express the connectivity function in terms of a single parameter,
we fix ŵ0 = −1. Recall that ŵ0 has to be negative in order to ensure the existence of
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Fig. 3 Coefficient c03 and
connectivity function. a Shows
the curve c03 = 0 in the
(θ, ŵc)-plane; for values to the
right of this curve c03 < 0. Inset
(a1) shows the wizard hat
connectivity function w and its
Fourier transform ŵ for ŵc = 5
(a)
(a1)
a unique trivial solution a0 of Eq. (2.1). The connectivity function only depends upon
ŵc and can be written:















It follows directly from the above discussion that, defined in this way, w satisfies the
conditions ŵ0 = −1 and ξc = 1.
We plot the contour c03 = 0 as a function of (ŵc, θ) in Fig. 3. We can see that there
exists a non empty region of the parameters where the condition c03 < 0 is satisfied;
therefore, there exist branches of spatially localized solutions within this region. For
small values of θ c03 > 0 and spatially localized solutions do not exist.
5.2 Numerical computation of the stability of localized solutions
In order to numerically investigate the stability of a localized solution U
μ
0 of Eq. (2.1),
we have to compute the spectrum of the linearized operator DY G(Y, μ)|Y=0 where
G(Y, μ) is defined in Eq. (4.11). It turns out that one has only to solve the following
eigenvalue problem. Indeed, if we start from Eq. (4.1) with p ∈ H4(R) and apply the
PDE method developed in Sect. 3.1, we obtain:











where L0 = ∂
4
x4





+ σ 21 σ
2
2 . For all p ∈ H
4(R) and q ∈ L2(R), we set
L0 p = q. As the spectrum of L0 is given by specL0 = {ξ
4 +(σ 21 +σ
2
2 )ξ
2 +σ 21 σ
2
2 | ξ ∈
R} ⊂ [σ 21 σ
2
2 ,+∞[, L0 is an invertible operator and p = L
−1
0 q. It follows that
Eq. (5.1) can be rewritten:













Now, for every solution U
μ
0 discretized on a domain [−L , 0], we compute the eigen-
values σ of the corresponding discretized version of the linear operator B where we use
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Fig. 4 Snaking behaviour and localized solutions at ŵc = 5 and θ = 3.5. a Bifurcation diagram in μ
where orbitally stable branches are solid curves and orbitally unstable branches are dashed curves. A trivial
branch of solutions undergoes a reversible Hopf bifurcation at RHμc . Bifurcating branches corresponding
to up solutions are black and to down solutions are grey. These branches undergo a series of fold bifurca-
tions that bound a μ-range (shaded gray) in which localized solutions exist; see text. A vertical gray line
corresponds to μ = 4. b Solution profile at μ = 4 on the lowest unstable up solution branch. c–e Solution
profiles at μ = 4 on the subsequent stable up solution branch segments. f Solution profile at μ = 4 on
the lowest unstable down solution branch. g–i Solution profiles at μ = 4 on the subsequent stable down
solution branch segments
finite differences methods to approximate the Laplacian operator ∂2
x2
. As we numeri-
cally work on a finite domain, the 0 eigenvalue due to translation invariance in the full
model is not present in the spectrum of the discretized version of the operator B. Then
the spectrum of B gives the spectrum of DY G(Y, μ)|Y=0. When all eigenvalues have
negative real part, then the solution is orbitally stable, otherwise it is unstable. In Fig. 4,
the orbital stability of each branches of solutions is determined with this method.
5.3 Snaking behaviour and localized solutions varying μ
In this section we use the numerical continuation package AUTO (Doedel et al. 1997)
with the extension HOMCONT to compute homoclinic solutions of the system of
ODEs described by Eq. (3.3). Solutions of this system corresponds to steady states of
the neural field equation (2.1) where the spatial coordinate x has been recast as the
time variable in the ODE system.
Starting data for the continuation analysis is obtained by solving the system (3.3) on
the half-interval x ∈ [−L , 0] with the four boundary conditions u1(−L) = u3(−L) =
u1(0) = u3(0) = 0; a boundary value problem (BVP) solver in the software package
Matlab was used. Based on the analytical results presented in this paper, for fixed
(ŵc, θ) we set μ to a value less than but still close to μc, where two types of unstable
localized solutions are known to exist as discussed in Sect. 3.4. Up solutions, for which
u1(0) > 0, and down solutions, for which u1(0) < 0, are found by providing different
initial conditions to the BVP solver. Using these solutions as starting data in AUTO,
branches of localized solutions were tracked under the variation of μ.
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(a) (b) (c)
(d) (e) (f)
Fig. 5 Adding of a bump through fold bifurcations. a Solution profile at F1ur . b Solution profile at μ = 4
on unstable branch between F1ur and F
2
ul
. c Solution profile at F2
ul
. a Solution profile at F1
dr
. b Solution




. c Solution profile at F2
dl
Figure 4 shows a bifurcation diagram in the parameter μ that gives an exact qualita-
tive agreement with the analytical results as summarized in Fig. 2. A branch of trivial
solutions (||U || = 0) is stable for μ < μc and unstable after undergoing a reversible
Hopf bifurcation RHμc at μ = μc. There are two subcritical, unstable bifurcating
branches, one corresponding to the up solution and one corresponding to the down
solution. The up and down branches undergo fold bifurcations at F1ul and F
1
dl in which
the branches gain stability as predicted analytically. A series of fold bifurcations Fn∗
bound a region in which stable localized solutions persist, with additional bumps added
with increasing n, moving up the diagram. In the subscript notation for the folds u
and d correspond to up and down solutions, whereas l and r correspond to the left and
right boundaries of the region in which stable localized solutions persist.
The panels b–i in Fig. 4 show the solution profiles u1 of the homoclinic cycles on
the full interval x ∈ [−L , L] by taking into account the reflectional symmetry about
x = 0. All panels correspond to solutions at μ = 4. The bottom panels b and f are
from the lowest unstable up and down branches, respectively. Subsequent panels show
solutions from the stable branch segments only; for example, panel c from the stable
up branch between F1ul and F
1
ur , panel g from the stable down branch between F
1
dl
and F1dr , and so on. In general, for the up case there are 2n − 1 bumps on the stable
branch between Fnul and F
n
ur and for the down case there are 2n bumps on the stable
branch between Fndl and F
n
dr . The computations terminate (arrows in panel a) at n = 4;
beyond this the model will no longer be valid when the localized solutions approach
the limits of finite domain at x = ±L .
In order to illustrate the way in which bumps are added we show in Fig. 5 solution
profiles at the right-hand folds for n = 1, at the left-hand folds for n = 2 and at the
intermediate value of μ = 4 on the unstable branches connecting these fold points.
Panels a–c show the up case and panels d–f show the down case. One can see in panels
a and d that at the right-hand fold points (F1ur and F
1
dr ) the new bump first appears; the
bumps gradually grow along the unstable branch between the fold points as shown in
panels b and e and are finally the same size as the existing bumps at the left-hand fold
point (F2ul and F
2
dl ), as shown in panels c and f. Note that with decreasing μ the overall
range in u1 of the solutions decreases approaching the left-hand fold points (F
2
ul and
F2dl ), but increases again on the stable branch; compare Fig. 5a with Fig. 4d and Fig. 5e
with Fig. 4h. The sequence described is analogous for the addition of further bumps.
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(a) (b)
Fig. 6 Two-parameter bifurcation diagrams. a Bifurcation curves in the (μ, ŵc)-plane. The locus of the
reversible Hopf bifurcation RH is a dashed black curve. The loci of the left-hand Fl and right-hand Fr
fold bifurcations in the snaking structure shown in Fig. 4 are solid black curves. A horizontal gray line
corresponds with ŵc = 5, the value used in Fig. 4. b Similarly indicated bifurcation curves plotted in the
(μ, θ)-plane. The fold curves Fl and Fr are connected at a cusp point. A horizontal gray line corresponds
with θ = 3.5 the value used in Fig. 4
5.4 Regions of localized solutions in the parameter plane
In the previous section, for specific values of the critical Fourier mode ŵc = 5 and the
threshold θ = 3.5, we identified a particular range of μ for which localized solutions
exist. The aim here is to show that localized solutions exist over a range of the other
system parameters and are not an isolated phenomena in parameter space. Further,
we aim to identify exactly the ranges of the three parameters μ, ŵc and θ for which
localized solutions persist. First we observe that, as shown in Fig. 4(a), all the μ-values
associated with the fold points for both the up and down solutions are aligned on the
left and right boundaries as demarcated by the gray shaded region. Therefore, assum-
ing that this is also the case when ŵc and θ are varied, we can find bounds of regions
for which localized solutions exist; for example, in the (μ, ŵc)-plane it is sufficient to
track the loci of the fold points F1ul and F
1
ur under the simultaneous variation of those
two parameters. We denote the coinciding fold points at the left-hand boundary as Fl
and the coinciding fold points at the right-hand boundary Fr .
Figure 6a, b show curves that are the loci of bifurcations in the (μ, ŵc) and (μ, θ)
parameter planes, respectively. In each panel, the curve RH is the locus of the revers-
ible Hopf bifurcation at μc, which is determined analytically by the expression μc =
(s1ŵc)
−1. The curves Fl and Fr bound the region for which localized solutions persist
(shaded in gray). A horizontal line in each panel corresponds to the default values of
ŵc and θ used in Fig. 4. Under the variation of μ and ŵc, shown in Fig. 6a, there
is a channel in parameter space for which localized solutions exist; as ŵc is increased
the channel becomes narrower in μ and shifts to lower values of μ; as ŵc is decreased
the channel becomes wider in μ and shifts to higher values of μ. Under the variation
of μ and θ as shown in Fig. 6b the range of μ for localized solutions grows and shifts
to the right with increasing θ . For decreasing θ the μ range decreases and contracts to
a cusp point that is effectively lower bound on θ , below which there are no localized
solutions. We note that in both cases the localized solutions always exist before the
reversible Hopf. Therefore, the localized solutions coexist with a stable trivial solution.
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In Coombes et al. (2003), the authors present a snaking diagram computed under
the variation of the threshold of the sigmoidal function θ ; in their formalism the sig-
moid slope is μ = 30. Their connectivity function was taken to be w(x) = w0
4
(1 −
|x |)e−|x | with Fourier transform ŵ(ξ) = w0
ξ2
(1+ξ2)2




> 0. In Fig. 6b we recover their result: for a fixed value of μ and ŵc, increas-
ing the threshold leads to a supercritical reversible Hopf bifurcation. Note that, even
though the bifurcation is supercritical, the trivial solution is unstable before the bifur-
cation and gains stability at the RH point. In Elvin et al. (2010), Laing et al. (2002)
the authors presented a study of snaking-type behaviour; however, as was noted in
Laing et al. (2002), the normal form theory that we have developed in this article is
not applicable in their formalism, such that it is difficult to characterize their results
from a bifurcation point of view. The shape of the snaking diagrams plotted in Elvin
et al. (2010), Laing et al. (2002) shows that, when increasing the parameter b in Eq. 1.3
(the equivalent of ŵc in our setting), branches of localized solutions have the opposite
orientation to Fig. 4a. This suggests a supercritical type of bifurcation in b; we con-
jecture that the difference in behaviour is mainly due to the shape of nonlinearity S
which is not analytical at the trivial solution in Elvin et al. (2010), Laing et al. (2002).
6 Discussion
In this article we have presented a neural field equation set on the real line with a
“wizard hat” connectivity function and an analytical firing rate function. Following
Jirsa and Haken (1996), Laing et al. (2002), we apply a Fourier transform followed by
an inverse Fourier transform to our system such that the integro-differential equation
is transformed into a partial differential equation involving spatial derivatives of even
order. Time-independent spatially localized solutions of our problem satisfy a fourth
order reversible dynamical system in the space variable. For some critical value of
the slope of the firing rate function, a Hopf bifurcation with resonance occurs from
the trivial state. We have computed the coefficients of the normal form for the 1:1
reversible Hopf bifurcation. This has allowed us to find sufficient conditions on the
parameters of our model for the existence of homoclinic orbits to the trivial states and
thus spatially localized states. We have also shown that our results extend to other types
of connectivity function for which the PDE method can not been applied (difference
of Gaussian functions for example).
Numerical continuation was used to follow branches of homoclinic cycles corre-
sponding to localized states and, thus, confirm the description of the system’s solution
structure both close to the reversible Hopf bifurcation and on the associated bifurcated
branches (as described by the analytical results presented herein). Further, varying
the sigmoid slope, we show that the system exhibits snaking behaviour: a series fold
bifurcations accumulating at lower and upper limits bound a parameter range over
which stable localized solutions persist. The loci of these fold bifurcations, which
can be followed using two-parameter continuation, form the boundaries of regions of
localized solutions in the parameter plane. Importantly, we show that localized solu-
tions are not an isolated phenomenon in parameter space, that they exist over wide
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ranges of three parameters and that it is possible to produce a snaking diagram in any
of these parameters. Another important result is that, for small values of the threshold
of the sigmoid function, there are no localized solutions.
We think that this work is a first step towards a rigorous study of stationary radially
symmetric solutions of neural field equations set on the Euclidean plane with smooth
firing rate function. Note that several studies of radially symmetric bumps in adaptive
neural fields have already been conducted for Heaviside firing rate functions Folias
and Bressloff (2004, 2005) and for piecewise smooth firing function Kilpatrick and
Bressloff (2010). To our knowledge, only numerical analyses have been done so far
Coombes (2005),Laing and Troy (2003a,b),Owen et al. (2007) with firing rate function
defined in Eq. (1.2). We propose that the methods developed in Lloyd and Sandstede
(2009), McCalla and Sandstede (2010) for the construction of radial localized solutions
of Swift–Hohenberg equation on the Euclidean plane, would be equally applicable to
the neural field equation using the results presented in this article as a starting point.
Another interesting avenue for future work will be to study radially symmetric solu-
tions for a neural field model of texture perception in visual areas Chossat et al. (2011),
Chossat and Faugeras (2009), Faye and Chossat (2011), Faye et al. (2011), which is
set on the Poincaré disk.
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Appendix A: Proof of Lemma 1
We recall the Lemma 1 stated in Sect. 2.2.
Lemma 6 There exists a unique solution (μc, ac = a0(μc)) of:
{
ac = ŵ0S(μcac)
1 = μc S
′(μcac)ŵc.
(A.1)



























W is the Lambert function which satisfies W (x)eW (x) = x.
Proof It has been shown in Veltz and Faugeras (2010) that if ŵ0 < 0 then system
(A.1) has a unique solution (μc, ac = a0(μc)). Formulas for ac and μc are related
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to the properties of the sigmoidal function S defined in Eq. (2.2). Using the fact that
S satisfies the ordinary differential equations S′ = S(1 − S) and combining the two








and x = ac/ŵ0, from ac = ŵ0S(μcac), x is solution of the equation:
1
x



































































which gives the desired formula. ⊓⊔
Appendix B: Proof of Lemma 2
This section is devoted to the proof of Lemma 2.
Computation of ν
We recall that the linear operator Lμ is given by:
Lμv = −v + μs1w ∗ v.
It is straightforward to see that Lμe
i x = (−1+μs1ŵc)e
i x = λ
μc





We have defined R as the following nonlinear operator:
R(v, λ) = w ∗ f0(v, λ).
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We can Taylor expand R at (v = 0, λ = 0) and if we denote:













(Z , Z̄ , λ) =
∑
s,l,m
Z s Z̄ lλm
slm .
Applying classical techniques (Chossat and Lauterbach 2000; Haragus and Iooss 2010)
we obtain the following equations:
0 = Lμc
200 + R2,0(e
i x , ei x )
0 = Lμc
110 + 2R2,0(e






i x , ei x , e−i x ), ei x 〉
L2per [0,2π ]
.














+ Span(ei x , e−i x ).
















Relations (2.10) give the formula for χ , as stated in the Lemma.
Appendix C: Proof of Lemma 4
This section is devoted to the proof of Lemma 4. Firstly, the four eigenvalues of D0F,
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We observe that the eigenvalues of the linearization at the origin of the normal form

















It remains to compute the coefficients c03, β, c, γ of the expansions P and Q which
requires the Taylor expansion of F. First of all, we have for the nonlinearity defined
in Eq. (3.4):
R(U, λ) = R1,1(U, λ) + R2,0(U, U ) + R3,0(U, U, U ) + h.o.t.
and if U = (u1, u2, u3, u4), V = (v1, v2, v3, v4) and W = (w1, w2, w3, w4) we
have:
R2,0(U, V ) =
μ2cs2
2
(0, 0, 0, Ŵ1u1v1 − Ŵ2(2u2v2 + u1v3 + u3v1))
T
R3,0(U, V, W ) =
μ3cs3
6
(0, 0, 0, Ŵ1u1v1w1 − Ŵ2(u1v1w3 + u1w1v3
+ u3v1w1 + 2(u1v2w2 + u2v1w2 + u2v2w1)))
T .
The Taylor expansion of  in the normal form (3.6) is given by:
(A, B, Ā, B̄, λ) =
∑
1≤r+s+q+l+m≤p
Ar Bs Āq B̄lλmrsqlm .
Remark 3 Throughout the proof, we will use two types of multiple-digit sub-indices






and for all k ≥ 2,
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∂ Ar∂ Bs∂ Āq∂ B̄l∂λm
|(A,B, Ā,B̄,λ)=(0,0,0,0,0).
Using the expansions of R, , P and Q, we end up with equations at different
orders.
Computation of c03
Applying the method describes in the appendix of Haragus-Iooss (2010), we have first
to solve the two following equations:
O(A2) : 0 = (A − 2i IR4)20000 + R2,0(ζ0, ζ0) (C.1)
O(AĀ) : 0 = A10100 + 2R2,0(ζ0, ζ̄0) (C.2)
O(A2 Ā) : c03ζ1 + iβζ0 = (A − i IR4)20100 + 2R2,0(ζ0, 10100)
+ 2R2,0(ζ̄0, 20000) + 3R3,0(ζ0, ζ0, ζ̄0). (C.3)
The invertibility of the operators A,A− 2i IR4 implies that solutions of Eqs. (C.1)
and (C.2) are given by









(0, 0, 0, 1)T
we automatically have:
10100 = −2A
−1R2,0(ζ0, ζ̄0) = μ
2
cs2Ŵ1 (1, 0, 0, 0)
T .
In order to compute the expression of c03 in Eq. (C.3), we need to define a vector
orthogonal to (ζ0, ζ̄1, ζ̄0) for the natural Hermitian scalar product 〈·, ·〉. Let be ζ
∗
1 the
vector in the kernel of (A − i)∗,







1 〉 = 1, 〈ζ0, ζ
∗
1 〉 = 0, 〈ζ̄1, ζ
∗
1 〉 = 0, 〈ζ̄0, ζ
∗
1 〉 = 0.
Taking the scalar product of Eq. (C.3) with ζ ∗1 we obtain a relation for c
0
3















2 (Ŵ1 + Ŵ2)(Ŵ1 + 4Ŵ2)
36
(0, 0, 0, 1)T
R3,0(ζ0, ζ0, ζ̄0) =
μ3cs3(Ŵ1 + Ŵ2)
6















Computation of β and c
If we decompose 20100 on (ζ0, ζ1) such that
20100 = ̃20100 + iβζ1 + ψ20100ζ0, with the unknown ψ20100 ∈ R
then Eq. (C.3) can be rewritten with ̃20100 only:
c03ζ1 = (A − i IR4)̃20100 + 2R2,0(ζ0, 10100) + 2R2,0(ζ̄0, 20000)
+ 3R3,0(ζ0, ζ0, ζ̄0).
Knowing each terms of the previous equation allows us to calculate ̃20100:
̃20100 = c
0
3(0, 0, 1, 3i)
T.






ζ0+20100 = (A−i IR4)̃20010+2R2,0(ζ0, 10010)








ζ0 + 220100 = (A−i IR4)̃11100 + 2R2,0(ζ0, 01100)
+ 2R2,0(ζ̄0, 11000)+2R2,0(ζ1, 10100)
+ 6R3,0(ζ0, ζ1, ζ̄0). (C.6)

















= 〈2R2,0(ζ0, 01100) + 2R2,0(ζ̄0, 11000)ζ
∗
1 〉




10010, 01100 and 11000 satisfy the following set of equations
O(AB) : 220000 = (A − 2i)11000 + 2R2,0(ζ0, ζ1)
O(AB̄) : 10100 = A10010 + 2R2,0(ζ0, ζ̄1)
O(B B̄) : 10010 + 01100 = A01010 + 2R2,0(ζ1, ζ̄1).
The first equation gives:
11000 = (A − 2i IR4)










10100 − 2R2,0(ζ0, ζ̄1)
)
= A−110100 as R2,0(ζ0, ζ̄1) = 0
= μ2cs2Ŵ1 (0, 1, 0, 0)
T
which implies that:
01100 = −S10010 = μ
2
cs2Ŵ1 (0, 1, 0, 0)
T .




210010 − 2R2,0(ζ1, ζ̄1)
)
= μ2cs2(−(4Ŵ1 + 2Ŵ2), 0, 2Ŵ1, 0)
T.
It is now possible to compute each term of the form R2,0(·, ·) and R3,0(·, ·) of
Eqs. (C.7) and (C.8). They are summarize in the following set of equations:




2Ŵ1Ŵ2 (0, 0, 0, 1)
T





(0, 0, 0, 1)T
R3,0(ζ0, ζ0, ζ̄1) = −
iμ3cs3Ŵ2
3
(0, 0, 0, 1)T















(0, 0, 0, 1)T
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R2,0(ζ1, 10100) = (0, 0, 0, 0)
T
R3,0(ζ0, ζ1, ζ̄0) = −
iμ3cs3Ŵ2
3
(0, 0, 0, 1)T .
































Now, it remains to compute the last coefficient γ . First of all, we decompose 20010
and 11100 such that we have
20010 = ̃20010 + (ψ20100 − γ /2)ζ1
11100 = ̃11100 + (2ψ20100 + γ /2)ζ1 + ψ11100ζ0 with an unknown ψ11100 ∈ R.
It will be enough to know the expression of the difference ̃11100 − 2̃20010 and its













+ 2R2,0(ζ̄0, 11000) + 6R3,0(ζ0, ζ1, ζ̄0) − 4R2,0(ζ0, 10010)
− 4R2,0(ζ̄1, 20000) − 6R3,0(ζ0, ζ0, ζ̄1),
where we have used the fact that R2,0(ζ1, 10100) = 0R4 . We have already computed
some of the terms that appear in the right hand side of the previous equation. We can
easily deduce from our above calculations that




2Ŵ1Ŵ2 (0, 0, 0, 1)
T
R3,0(ζ0, ζ0, ζ̄1) = R3,0(ζ0, ζ1, ζ̄0) = −
iμ3cs3Ŵ2
3











(0, 0, 0, 1)T





(0, 0, 0, 1)T .
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This implies that:











(0, 0, 0, 1)T .

















Then we can conclude that









(0, 0, 1, 3i)T
and
⇒ 〈̃11100 − 2̃20010, ζ
∗










A linear combination of equations of orders O( ĀB2) and O(AB B̄) projected on
ζ1 gives the following relation for γ
3γ = 〈4R2,0(ζ̄0, 02000) + 4R2,0(ζ1, 01100) + 6R3,0(ζ1, ζ1, ζ̄0), ζ
∗
1 〉
− 〈2R2,0(ζ0, 01010)+2R2,0(ζ̄1, 11000)+2R2,0(ζ1, 10010), ζ
∗
1 〉
− 〈6R3,0(ζ0, ζ1, ζ̄1) − 2̃20010 + ̃11100, ζ
∗
1 〉. (C.11)
The equation for 02000 is obtained at order O(B
2)
11000 = (A − 2i IR4)02000 + 2R2,0(ζ1, ζ1)
⇒ 02000 = (A − 2i IR4)




(−(14Ŵ1 + 30Ŵ2),−i(20Ŵ1 + 40Ŵ2), 27Ŵ1 + 52Ŵ2 ,
i(34Ŵ1 + 72Ŵ2))
T .
We are now able to finish the proof of the lemma as all terms of the right hand side
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