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Conformal Deformation to Scalar Flat Metrics with
Constant Mean Curvature on the Boundary in
Higher Dimensions
Szu-yu Sophie Chen ∗
On a closed Riemannian manifold of dimension n ≥ 3, every metric is conformal
to a constant scalar curvature metric. This problem, called the Yamabe problem, was
proved by Yamabe [20], Trudinger [19], Aubin [1] and Schoen [18].
To extend the conformal deformation problem to manifolds with boundary, Escobar
proposed two types of formulations. Let (M, g) be a compact Riemannian manifold
of dimension n ≥ 3 with boundary ∂M. We denote by Rg the scalar curvature of the
manifold and by κg the mean curvature of the boundary. The first type is to find a
metric g˜ in the conformal class of g such that Rg˜ is constant and κg˜ is zero. This was
studied by Escobar [12] and recently by Brendle and the author [6].
The second type is to find a metric g˜ in the conformal class of g such that Rg˜ is zero
and κg˜ is constant. This problem, as Escobar remarked [11], is a higher dimensional
generalization of the Riemann mapping theorem. The problem is studied by Escobar
[11], [13] and Marques [16], [17]. (For analysis background for both problems, see [9]).
In this paper, we will study the second formulation; that is the existence of a con-
formal metric with zero scalar curvature and constant mean curvature on the boundary.
The problem turns out to be finding a critical point of the functional
Eg(φ) =
∫
M
(4(n−1)
n−2
|∇gφ|
2 +Rgφ
2)dVg +
∫
∂M
2κgφ
2dσg
(
∫
∂M
φ
2(n−1)
n−2 dσg)
n−2
n−1
,
where φ is a positive smooth function onM. The exponent 2(n−1)
n−2
is critical for the trace
Sobolev embedding H1(M) →֒ L
2(n−1)
n−2 (∂M). This embedding is not compact and the
functional Eg does not satisfy the Palais-Smale condition. For this reason, standard
variational methods cannot be applied.
To study the problem, we consider the Sobolev quotient, introduced in [11],
Q(M, ∂M, g) = inf
0<φ∈C∞
Eg(φ).
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This is known thatQ(M, ∂M, g) is a conformal invariant andQ(M, ∂M, g) ≤ Q(Bn, ∂Bn),
where Q(Bn, ∂Bn) is the Sobolev quotient of the unit ball Bn in Rn equipped with the
flat metric. It was proved by Escobar that
Theorem 1. (Escobar [11]) If Q(M, ∂M, g) < Q(Bn, ∂Bn), then there exists a metric
g˜ in the conformal class of g such that Rg˜ is zero and κg˜ is constant.
For n ≥ 6,when ∂M is not umbilic, Escobar showed thatQ(M, ∂M, g) < Q(Bn, ∂Bn).
He also proved the inequality holds when n = 3, and when n = 4, 5 and ∂M is umbilic,
provided M is not conformally equivalent to the unit ball. When n = 4, 5, and ∂M is
not umbilic, Marques verified that the inequality holds.
Consequently, it remains to consider the case that n ≥ 6 and ∂M is umbilic (some
special case was considered in [16]). As in [4], [6], we denote by Z the set of points
p ∈M such that
lim sup
x→p
d(p, x)2−d|Wg|(x) = 0,
where d = [n−2
2
] and Wg is the Weyl tensor of g. We note that p ∈ Z if and only if
∇mWg(p) = 0 for m = 0, · · · , d− 2. Moreover, the set Z is conformally invariant.
Our main result is
Theorem 2. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 6
with umbilic boundary. Suppose there exists a point p ∈ ∂M such that p /∈ Z, then
Q(M, ∂M, g) < Q(Bn, ∂Bn). As a result, there exists a metric g˜ in the conformal class
of g such that Rg˜ is zero and κg˜ is constant.
We now discuss the case that p ∈ Z for all p ∈ ∂M. In Section 4, we consider a flux
integral I(p, δ) introduced in [6] in a small neighborhood of p ∈ ∂M. When p ∈ Z, it
was shown in [6] that limδ→0 I(p, δ) exists and is equal to a positive multiple of ADM
mass of certain scalar flat asymptotically flat manifold; see Section 4. We reduce the
case to positivity of mass.
Theorem 3. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 6
with umbilic boundary. Suppose there exists a point p ∈ ∂M such that p ∈ Z and
limδ→0 I(p, δ) > 0, then Q(M, ∂M, g) < Q(B
n, ∂Bn). As a result, there exists a metric
g˜ in the conformal class of g such that Rg˜ is zero and κg˜ is constant.
We give the outline of the proof. By Marques [16], we may choose conformal Fermi
coordinates around a boundary point p. In these coordinates, we define
vǫ =
(
ǫ
(ǫ+ xn)2 +
∑
1≤a≤n−1 x
2
a
)n−2
2
.
We note that vǫ is the extremal function for the sharp trace Sobolev inequality on the
half plane; see [10], [2]. By conformal invariance, it holds
Q(Bn, ∂Bn)
(∫
∂Rn+
v
2(n−1)
n−2
ǫ dσ
)n−2
n−1
=
4(n− 1)
n− 2
∫
Rn+
|∇vǫ|
2dx.
2
It is then understood that vǫ is the model function on R
n
+.
We now consider the function vǫ + ψ defined in a small neighborhood of p, where ψ
satisfies
∆ψ =
n∑
i,k=1
(
n− 2
4(n− 1)
vǫ∂i∂kSik + ∂k(∂ivǫSik)) in Bδ ∩ R
n
+, (1)
∂nψ = −
1
2(n− 1)
∂nvǫSnn +
n
n− 2
v−1ǫ ∂nvǫψ on Bδ ∩ ∂R
n
+. (2)
In the above equations, the tensor Sij comes from applying the conformal killing oper-
ator to certain vector field we solve; see Section 2. The equation (1) corresponds to a
linear approximation of the scalar curvature equation of (vǫ + ψ)
4
n−2 g. However, in our
construction, the boundary condition (2) is not the linear approximation of the mean
curvature equation of (vǫ + ψ)
4
n−2 g; the ”linear mean curvature equation” should be
∂nψ =
n
n− 2
v−1ǫ ∂nvǫψ.
We emphasize that the Sobolev quotient Q(M, ∂M, g) is normalized by the volume of
the boundary (not the volume of the manifold). Our deformation of the metric does
not fix the volume of the boundary locally. As a consequence, in order to get the energy
functional small enough, the term − 1
2(n−1)
∂nvǫSnn is important because it cancels out
to the right order the change of the volume of the boundary. This is the reason that the
linear approximation of the mean curvature equation does not work here. This turns
out to be the delicate part of the proof. Finally, to define a test function globally, we
glue the function vǫ + ψ with the Green’s function of the conformal Laplacian centered
at p.
To show the above test function has the energy functional less than Q(Bn, ∂Bn), we
use the method and techniques developed by Brendle [4] (see also [6]). In [4], these nice
techniques were used to prove a convergence theorem for the Yamabe flow. In [6], these
techniques were used to study the problem of first type described at the beginning. To
be more precise, let uǫ = ǫ
n−2
2 (ǫ2 + |x|2)−
n−2
2 . In [4], one considers the function uǫ + w
in normal coordinates, where w satisfies ∆w + n(n + 2)u
4
n−2
ǫ w =
n−2
4(n−1)
uǫ∂i∂kSik +
∂k(∂iuǫSik). In [6], one considers the function uǫ+w in Fermi coordinates together with
the boundary condition ∂nw = 0. We refer the readers to [3], [5], [15], [7], [8] for other
related works concerning the Yamabe problem.
We introduce the notation in this paper. We denote by dx the volume element in
R
n, by dσ the area element of a hypersurface in Rn and by dµ the area element of an
(n − 2)-dimensional surface in Rn. We also denote by Rn+ the half plane {x : xn ≥ 0}.
Let Br(x) be the ball of radius r centered at x. When x is at the origin, we simply
denote by Br.
Acknowledgment: The author would like to thank Simon Brendle for valuable
comments which help improve the presentation of the work.
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1 Background
Let vǫ(x) = ǫ
n−2
2 ((ǫ+ xn)
2 +
∑n−1
a=1 x
2
a)
−n−2
2 , x ∈ Rn+. The function vǫ satisfies
∆vǫ = 0 for x ∈ R
n
+, (3)
vǫ∂i∂kvǫ −
n
n− 2
∂ivǫ∂kvǫ = −
1
n− 2
|dvǫ|
2δik for x ∈ R
n
+, (4)
and
∂nvǫ = −(n− 2)v
n
n−2
ǫ for x ∈ ∂R
n
+. (5)
By integration, we get ∫
Rn+
|∇vǫ|
2dx = (n− 2)
∫
∂Rn+
v
2(n−1)
n−2
ǫ dσ.
Moreover, vǫ satisfies the following inequalities:
ǫ
n−2
2 (ǫ+ |x|)−n+2 ≤ vǫ(x) ≤ C(n)ǫ
n−2
2 (ǫ+ |x|)−n+2 for x ∈ Rn+;
|∂vǫ|(x) ≤ C(n)ǫ
n−2
2 (ǫ+ |x|)−n+1 for x ∈ Rn+;
and
|vǫ − ǫ
n−2
2 |x|−n+2| ≤ C(n)ǫ
n
2 |x|−n+1 for x ∈ Rn+, and |x| ≥ 2ǫ,
where C(n) is a positive constant depending only on n.
Let V be a smooth vector field and Hik be a trace-free symmetric two-tensor. We
define
Sik = ∂iVk + ∂kVi −
2
n
divV δik,
Tik = Hik − Sik,
Pik,l = vǫ∂lTik −
2
n−2
∂ivǫTkl −
2
n−2
∂kvǫTil +
2
n−2
∑n
p=1 ∂pvǫTipδkl +
2
n−2
∑n
p=1 ∂pvǫTkpδil,
ψ = ∂lvǫVl +
n−2
2n
vǫdivV.
In [4], [6], a similar notation was introduced with vǫ replaced by uǫ.
The following formula is a revision of the formula in [4] Proposition 5, 6. The
formula in [4] corresponds to the second variation of the scalar curvature on the sphere.
Similarly, the formula here corresponds to the second variation of the scalar curvature
on the ball in Rn.
Proposition 1. Let Hik be a trace-free symmetric two-tensor, and V be a smooth vector
field. Then ψ satisfies
∆ψ =
n∑
i,k=1
(
n− 2
4(n− 1)
vǫ∂i∂kSik + ∂k(∂ivǫSik)). (6)
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Moreover,
1
4
|P |2 −
1
2
n∑
i=1
|
n∑
k=1
(vǫ∂kTik +
2n
n− 2
∂kvǫTik)|
2
=
n∑
i,k,l=1
(
1
4
v2ǫ∂lHik∂lHik −
1
2
v2ǫ∂kHik∂lHil − 2vǫ∂kvǫHik∂lHil −
2(n− 1)
n− 2
∂kvǫ∂lvǫHikHil)
+
n∑
i,k=1
(−2vǫψ∂i∂kHik +
8(n− 1)
n− 2
∂ivǫ∂kψHik)−
4(n− 1)
n− 2
|dψ|2 +
n∑
i=1
∂iξi,
where
ξi =
n∑
k=1
(2vǫψ∂kHik − 2vǫ∂kψHik − 2∂kvǫψHik − vǫψ∂kSik + ∂k(vǫψ)Sik)
+
n∑
k,l=1
(2vǫ∂lvǫSklHki −
1
2
v2ǫ∂iSlkHlk + v
2
ǫ∂lSklHki +
1
4
v2ǫ ∂iSlkSlk −
1
2
v2ǫ∂kSlkSil)
+
n∑
k,l=1
(−vǫ∂kvǫSlkSil −
2
n− 2
vǫ∂kvǫTlkTli) +
4(n− 1)
n− 2
(−
n∑
k=1
∂kvǫψSik + ψ∂iψ).
Proof. Since the proof is similar, we only point out the difference. In [4] Proposition 5,
it was shown that
vǫ∂i∂kSik +
4(n− 1)
n− 2
∂k(∂ivǫSik) =
4(n− 1)
n− 2
∆(
n∑
l=1
∂lvǫVl +
n− 2
2n
vǫdivV )
−
4(n− 1)
n− 2
(
n∑
l=1
∂l∆vǫVl +
n+ 2
2n
∆vǫdivV )
(with vǫ replaced by uǫ but the formula holds in general). By (3), then (6) follows.
For the second identity, by [4] Proposition 5, it holds
1
4
v2ǫ |∂T |
2 −
1
2
v2ǫ |divT |
2 −
n∑
i,k,l=1
(2vǫ∂kvǫTik∂lTil +
2(n− 1)
n− 2
∂kvǫ∂lvǫTikTil)
= I1 − 2I2 + I3,
where
I1 =
n∑
i,k,l=1
(
1
4
v2ǫ∂lHik∂lHik−
1
2
v2ǫ∂kHik∂lHil−2vǫ∂kvǫHik∂lHil−
2(n− 1)
n− 2
∂kvǫ∂lvǫHikHil),
5
I2 =
n∑
i,k=1
(vǫψ∂i∂kHik −
4(n− 1)
n− 2
∂ivǫ∂kψHik − ∂i(vǫψ∂kHik) + ∂k(vǫ∂iψHik))
+
n∑
i,k=1
∂k(∂ivǫψHik) +
n∑
i,k,l=1
(
1
4
∂l(v
2
ǫ∂lSikHik)−
1
2
∂k(v
2
ǫ∂lSilHik)− ∂k(vǫ∂lvǫSilHik))
+
n∑
i,k,l=1
(vǫ∂k∂lvǫ −
n
n− 2
∂kvǫ∂lvǫ)(∂lVi − ∂iVl)Hik
−
n∑
i,k,l=1
∂l[(vǫ∂i∂kvǫ −
n
n− 2
∂ivǫ∂kvǫ)Vl]Hik,
and
I3 =
n∑
i,k=1
(vǫψ∂i∂kSik −
4(n− 1)
n− 2
∂ivǫ∂kψSik − ∂i(vǫψ∂kSik) + ∂k(vǫ∂iψSik))
+
n∑
i,k=1
∂k(∂ivǫψSik) +
n∑
i,k,l=1
(
1
4
∂l(v
2
ǫ∂lSikSik)−
1
2
∂k(v
2
ǫ∂lSilSik)− ∂k(vǫ∂lvǫSilSik))
+
n∑
i,k,l=1
(vǫ∂k∂lvǫ −
n
n− 2
∂kvǫ∂lvǫ)(∂lVi − ∂iVl)Sik
−
n∑
i,k,l=1
∂l[(vǫ∂i∂kvǫ −
n
n− 2
∂ivǫ∂kvǫ)Vl]Sik.
And in [4] Proposition 6, it holds
1
4
v2ǫ |∂T |
2 −
1
2
v2ǫ |divT |
2 −
n∑
i,k,l=1
(2vǫ∂kvǫTik∂lTil +
2(n− 1)
n− 2
∂kvǫ∂lvǫTikTil)
=
1
4
|P |2 −
1
2
n∑
i=1
|
n∑
k=1
(vǫ∂kTik +
2n
n− 2
∂kvǫTik)|
2 −
2
(n− 2)2
|∂vǫ|
2|T |2
+
n∑
i,k,l=1
(−
2
n− 2
(vǫ∂k∂lvǫ −
n
n− 2
∂kvǫ∂lvǫ)TikTil +
2
n− 2
∂l(vǫ∂kvǫTikTil)) (7)
(with vǫ replaced by uǫ but the formula holds in general). Using (4) in I2, (4) and (6)
in I3 and using (4) in (7) give the identity.
2 Construction
We first state some properties about conformal Fermi coordinates that we will use later.
Then we construct the correction term ψ and compute some formulas on the boundary.
Let n ≥ 6. We assume ∂M is totally geodesic.
6
In this section, we assume g is the metric in conformal Fermi coordinates. We
write g = exp h. By Marques [16], we have tr h(x) = O(|x|2d+2) for x ∈ Rn+, where
d = [n−2
2
]. Moreover, hin(x) = 0 for x ∈ R
n
+ and i = 1, · · · , n. We also have ∂nhab(x) =∑n
i=1 hai(x)xi = 0 for x ∈ ∂R
n
+ and a, b = 1, · · · , n − 1. In this case, det g(x) =
1 +O(|x|2d+2) for x ∈ Rn+.
Let Hij be the Taylor expansion of hij up to the order d
Hij =
∑
2≤|α|≤d
hij,α(0)x
α,
where α is a multi-index. Then hik = Hik +O(|x|
d+1). It follows that
trH(x) = Hin(x) = 0 for all x ∈ R
n
+ and i = 1, · · · , n,
and
∂nHab(x) =
n∑
i=1
Hai(x)xi = 0 for all x ∈ ∂R
n
+ and a, b = 1, · · · , n− 1.
We define algebraic Schouten tensor and algebraic Weyl tensor of Hij as in [4]:
Aij = ∂i∂mHmj + ∂m∂jHim −∆Hij −
1
n−1
∂m∂pHmpδij ,
Zijkl = ∂i∂kHjl − ∂i∂lHjk − ∂j∂kHil + ∂j∂lHik +
1
n−2
(Ajlδik − Ajkδil − Ailδjk + Aikδjl).
Proposition 2. [6] If Zijkl = 0 for all x ∈ R
n
+, then Hij = 0 for all x ∈ R
n
+.
Proposition 3. [6] The scalar curvature Rg satisfies
|Rg − ∂i∂kHik| ≤ C
∑
i,j
∑
2≤|α|≤d
|hij,α||x|
|α| + C|x|d−1,
and
|Rg − ∂i∂khik + ∂k(Hik∂lHil)−
1
2
∂kHik∂lHil +
1
4
∂lHik∂lHik|
≤ C
∑
i,j
∑
2≤|α|≤d
|hij,α|
2|x|2|α| + C
∑
i,j
∑
2≤|α|≤d
|hij,α||x|
|α|+d−1 + C|x|2d
for |x| sufficiently small.
Let V be a smooth vector field. We next define as in Section 1 that
Sik = ∂iVk + ∂kVi −
2
n
divV δik,
Tik = Hik − Sik,
Pik,l = vǫ∂lTik −
2
n−2
∂ivǫTkl −
2
n−2
∂kvǫTil +
2
n−2
∑n
p=1 ∂pvǫTipδkl +
2
n−2
∑n
p=1 ∂pvǫTkpδil.
7
Proposition 4. Let V be a smooth vector field. Then
∑
i,j
∑
2≤|α|≤d
|hij,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx ≤ C(n)
∫
Bδ∩R
n
+
|P |2dx
for δ ≥ 2ǫ > 0.
Proof. In [4] Proposition 9, it was shown that
n∑
i,j,k,l=1
{∂j(∂lTik −
2
n− 2
v−1ǫ ∂kvǫTil) +
2
n− 2
v−1ǫ ∂kvǫ(∂jTil −
2
n− 2
v−1ǫ ∂ivǫTjl)
+
2
n− 2
v−2ǫ (vǫ∂j∂kvǫ −
n
n− 2
∂jvǫ∂kvǫ)Til +
4
(n− 2)2
v−2ǫ ∂kvǫ(∂ivǫTjl + ∂jvǫTil)}Zijkl
=
n∑
i,j,k,l=1
∂j∂lHikZijkl
(with vǫ replaced by uǫ but the formula holds in general). Then by (4), we have
n∑
i,j,k,l=1
(∂j(v
−1
ǫ Pik,l)Zijkl +
2
n− 2
v−2ǫ ∂kvǫPil,jZijkl) =
1
4
|Z|2.
From this, the assertion follows easily by the proof in [6] Proposition 7 and Corollary
8 using ǫ
n−2
2 (ǫ+ |x|)−n+2 ≤ vǫ(x) ≤ C(n)ǫ
n−2
2 (ǫ+ |x|)−n+2 and |∂vǫ|(x) ≤ C(n)ǫ
n−2
2 (ǫ+
|x|)−n+1.
We next construct the correction term ψ. We fix a positive smooth function η(t)
such that η(t) = 1 for t ≤ 4
3
and η(t) = 0 for t ≥ 5
3
. For δ > 0, we define ηδ(x) = η(
|x|
δ
),
x ∈ Rn+. Notice that ∂nηδ(x) = 0 for all x ∈ ∂R
n
+. By Proposition 12 in Appendix, there
exists a smooth vector field V which solves

∑n
k=1 ∂k[v
2n
n−2
ǫ (ηδHik − ∂iVk − ∂kVi +
2
n
divV δik)] = 0 inR
n
+
∂nVa = 0 on ∂R
n
+
Vn = 0 on ∂R
n
+
(8)
for i = 1, · · · , n and a = 1, · · · , n− 1. Moreover, V satisfies
|∂βV (ǫ,δ)(x)| ≤ C(n, |β|)
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|(ǫ+ |x|)
|α|+1−|β|. (9)
By the equation,
n∑
k=1
(vǫ∂kTik +
2n
n− 2
∂kvǫTik) = 0 (10)
8
for x ∈ Bδ ∩ R
n
+ and i = 1, · · · , n. We next define
ψ =
n∑
l=1
∂lvǫVl +
n− 2
2n
vǫdivV.
Proposition 5. It holds San(x) = 0,
∂nSnn(x) = −
2n
n− 2
vǫ(x)
−1∂nvǫ(x)Snn(x) = 2n vǫ(x)
2
n−2Snn(x),
and
∂nSab(x) = −
2n
n− 1
vǫ(x)
2
n−2Snn(x)δab
for x ∈ ∂Rn+ and a, b = 1, · · · , n− 1. As a consequence, for x ∈ ∂R
n
+,
∂nψ(x) = −
1
2(n− 1)
∂nvǫ(x)Snn(x) +
n
n− 2
vǫ(x)
−1∂nvǫ(x)ψ(x).
Proof. By assumptions, Vn = ∂nVa = 0 for x ∈ ∂R
n
+ and a = 1, · · · , n − 1. Thus,
Sna = Tna = ∂nVa − ∂aVn = 0 on ∂R
n
+ for a = 1, · · · , n− 1 and
∂n∂aVb = 0 for x ∈ ∂R
n
+ and a, b = 1, · · · , n− 1. (11)
We next consider the equation (8). It gives
∑n
k=1(vǫ∂k(ηδHnk−Snk)+
2n
n−2
∂kvǫ(ηδHnk−
Snk)) = 0. Since Hnk(x) = 0 for all x ∈ R
n
+ and k = 1, · · · , n, we have
n∑
k=1
(vǫ∂kSnk +
2n
n− 2
∂kvǫSnk) = 0.
for all x ∈ Rn+. Therefore, using (5)
∂nSnn = −
n−1∑
a=1
∂aSna −
2n
n− 2
v−1ǫ
n∑
k=1
∂kvǫSnk = −
2n
n− 2
v−1ǫ ∂nvǫSnn = 2nv
2
n−2
ǫ Snn.
Moreover, by (11), it follows that
∂nSab = ∂n∂aVb + ∂n∂bVa −
2
n
∂ndivV δab = −
2
n
∂n∂nVnδab
= −
1
n− 1
(2∂nVn −
2
n
∂ndivV )δab = −
1
n− 1
∂nSnnδab = −
2n
n− 1
v
2
n−2
ǫ Snnδab.
We now compute ∂nψ.
∂nψ =
n∑
i=1
(∂n∂ivǫVi + ∂ivǫ∂nVi) +
n− 2
2n
∂nvǫdivV +
n− 2
2n
vǫ∂ndivV
=
n∑
i=1
(∂n∂ivǫ −
n
n− 2
v−1ǫ ∂ivǫ∂nvǫ)Vi +
n∑
i=1
∂ivǫ∂nVi
+
n
n− 2
(
n∑
i=1
∂ivǫVi +
n− 2
2n
vǫdivV )v
−1
ǫ ∂nvǫ −
1
n
divV ∂nvǫ +
n− 2
2n
vǫ∂ndivV.
9
By (4) and ∂ndivV =
n
2(n−1)
∂nSnn, we get
∂nψ =
n
n− 2
(
n∑
i=1
∂ivǫVi +
n− 2
2n
vǫdivV )v
−1
ǫ ∂nvǫ −
1
n
divV ∂nvǫ
−
1
n− 2
|dvǫ|
2Vn +
n∑
i=1
∂ivǫ∂nVi +
n− 2
4(n− 1)
vǫ∂nSnn.
Since ∂nSnn = −
2n
n−2
v−1ǫ ∂nvǫSnn and ∂nVa = Vn = 0 on ∂R
n
+ for a = 1, · · · , n− 1, then
∂nψ =
n
n− 2
ψv−1ǫ ∂nvǫ −
1
n
divV ∂nvǫ + ∂nvǫ∂nVn −
n
2(n− 1)
∂nvǫSnn
=
n
n− 2
∂nvǫv
−1
ǫ ψ −
1
2(n− 1)
∂nvǫSnn.
Proposition 6. Let ξi be defined as in Proposition 1. It follows for x ∈ ∂R
n
+,
ξn(x) = −
n+ 2
2(n− 2)
vǫ(x)∂nvǫ(x)Snn(x)
2 +
4n(n− 1)
(n− 2)2
vǫ(x)
−1∂nvǫ(x)ψ(x)
2.
Proof. Since Hin = 0 for i = 1, · · · , n and x ∈ R
n
+, and Sna = Tna = 0 for a =
1, · · · , n− 1 and x ∈ ∂Rn+, we have
ξn = −
1
2
v2ǫ
n−1∑
a,b=1
∂nSabHab − vǫψ∂nSnn + vǫ∂nψSnn + ∂nvǫψSnn
+
1
4
v2ǫ (
n−1∑
a,b=1
∂nSabSab + ∂nSnnSnn)−
1
2
v2ǫ∂nSnnSnn − vǫ∂nvǫSnnSnn
−
2
n− 2
vǫ∂nvǫSnnSnn +
4(n− 1)
n− 2
(−∂nvǫψSnn + ψ∂nψ).
By ∂nSnn = −
2n
n−2
v−1ǫ ∂nvǫSnn and ∂nSab = −
2n
n−1
v
2
n−2
ǫ Snnδab, we get
ξn =
n
n− 1
v2ǫ v
2
n−2
ǫ Snn
n−1∑
a=1
Haa +
2n
n− 2
ψ∂nvǫSnn + vǫ∂nψSnn + ∂nvǫψSnn
−
1
2
v2ǫ (
n
n− 1
v
2
n−2
ǫ Snn
n−1∑
a=1
Saa +
n
n− 2
v−1ǫ ∂nvǫS
2
nn) +
n
n− 2
vǫ∂nvǫS
2
nn
− vǫ∂nvǫSnnSnn +
4(n− 1)
n− 2
(−∂nvǫψSnn + ψ∂nψ)−
2
n− 2
vǫ∂nvǫSnnSnn.
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Thus,
ξn =
n
n− 1
v2ǫ v
2
n−2
ǫ Snn
n−1∑
a=1
Haa − ψ∂nvǫSnn + vǫ∂nψSnn
−
1
2
v2ǫ (
n
n− 1
v
2
n−2
ǫ Snn
n−1∑
a=1
Saa +
n
n− 2
v−1ǫ ∂nvǫS
2
nn) +
4(n− 1)
n− 2
ψ∂nψ.
By
∑n−1
a=1 Haa =
∑n
i=1 Sii = 0 and (5), we get
ξn = −∂nvǫψSnn + vǫ∂nψSnn −
1
2
vǫ(
n
(n− 1)(n− 2)
∂nvǫS
2
nn +
n
n− 2
∂nvǫS
2
nn)
+
4(n− 1)
n− 2
ψ∂nψ
= −∂nvǫψSnn + vǫ∂nψSnn −
n2
2(n− 1)(n− 2)
vǫ∂nvǫS
2
nn +
4(n− 1)
n− 2
ψ∂nψ.
Finally, by ∂nψ = −
1
2(n−1)
∂nvǫSnn +
n
n−2
v−1ǫ ∂nvǫψ, we arrive at
ξn = −∂nvǫψSnn + vǫ(−
1
2(n− 1)
∂nvǫSnn +
n
n− 2
v−1ǫ ∂nvǫψ)Snn
−
n2
2(n− 1)(n− 2)
vǫ∂nvǫS
2
nn +
4(n− 1)
n− 2
ψ(−
1
2(n− 1)
∂nvǫSnn +
n
n− 2
v−1ǫ ∂nvǫψ)
= −
n+ 2
2(n− 2)
vǫ∂nvǫS
2
nn +
4n(n− 1)
(n− 2)2
v−1ǫ ∂nvǫψ
2.
3 Main estimates
In this section, we assume g is the metric in conformal Fermi coordinates as described
in Section 2. Suppose V is a smooth vector field which satisfies (8) and (9). We adopt
the notation in Section 2.
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Proposition 7. There exist positive numbers θ, C and δ0 such that∫
Bδ∩R
n
+
(
4(n− 1)
n− 2
|d(vǫ + ψ)|
2
g +Rg(vǫ + ψ)
2)dx
≤ 4(n− 1)
∫
Bδ∩∂R
n
+
v
2
n−2
ǫ (v
2
ǫ + 2vǫψ +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫ |Snn|
2)dσ
+
∫
∂Bδ∩R
n
+
n∑
i=1
(
4(n− 1)
n− 2
vǫ∂ivǫ + v
2
ǫ∂khik − ∂kv
2
ǫhik)
xi
|x|
dσ
− θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx
+ Cǫn−2
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+2−n + Cǫn−2δ2d+4−n
for 0 < 2ǫ ≤ δ ≤ δ0, where θ = θ(n), C = C(n, g) and δ0 = δ0(n, g).
Proof. We write
4(n− 1)
n− 2
|d(vǫ + ψ)|
2
g +Rg(vǫ + ψ)
2 =
4(n− 1)
n− 2
|∂vǫ|
2 + J1 + J2 + J3 + J4,
where
J1 =
8(n− 1)
n− 2
n∑
i=1
∂ivǫ∂iψ +
n∑
i,k=1
(−
4(n− 1)
n− 2
∂ivǫ∂khik + v
2
ǫ∂i∂khik)
−
n∑
i,k,l=1
(v2ǫ∂k(Hik∂lHil) + ∂kv
2
ǫHik∂lHil),
J2 =
n∑
i,k,l=1
(−
1
4
v2ǫ∂lHik∂lHik +
1
2
v2ǫ∂kHik∂lHil + ∂kv
2
ǫHik∂lHil +
2(n− 1)
n− 2
∂kvǫ∂lvǫHikHil)
+
n∑
i,k=1
(2vǫψ∂i∂kHik −
8(n− 1)
n− 2
∂ivǫ∂kψHik) +
4(n− 1)
n− 2
|dψ|2,
J3 =
4(n− 1)
n− 2
n∑
i,k=1
(gik − δik + hik −
1
2
n∑
l=1
HilHkl)∂ivǫ∂kvǫ
+ (Rg −
n∑
i,k=1
∂i∂khik +
n∑
i,k,l=1
∂k(Hik∂lHil)−
1
2
(divH)2 +
1
4
|∂H|2)v2ǫ ,
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and
J4 =
8(n− 1)
n− 2
n∑
i,k=1
(gik − δik +Hik)∂ivǫ∂kψ + 2(Rg −
n∑
i,k=1
∂i∂kHik)vǫψ
+Rgψ
2 +
4(n− 1)
n− 2
n∑
i,k=1
(gik − δik)∂iψ∂kψ.
We compute
J1 =
8(n− 1)
n− 2
n∑
i=1
∂i(∂ivǫψ)−
8(n− 1)
n− 2
∆vǫψ +
n∑
i,k=1
(∂i(v
2
ǫ∂khik)− ∂k(∂iv
2
ǫhik))
+ 2
n∑
i,k=1
(vǫ∂i∂kvǫ −
n
n− 2
∂ivǫ∂kvǫ)hik −
n∑
i,k,l=1
∂k(v
2
ǫHik∂lHil).
By (3) and (4),
J1 ≤
8(n− 1)
n− 2
n∑
i=1
∂i(∂ivǫψ) +
n∑
i,k=1
(∂i(v
2
ǫ ∂khik)− ∂k(∂iv
2
ǫhik))−
n∑
i,k,l=1
∂k(v
2
ǫHik∂lHil)
+ Cǫn−2(ǫ+ |x|)2d+4−2n.
Thus, integrating J1 over Bδ ∩ R
n
+ and using (9),∫
Bδ∩R
n
+
J1dx ≤
∫
∂Bδ∩R
n
+
n∑
i,k=1
(v2ǫ∂khik − ∂kv
2
ǫhik)
xi
|x|
dσ −
∫
Bδ∩∂R
n
+
8(n− 1)
n− 2
∂nvǫψdσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+2−nǫn−2 + Cδ2d+4−nǫn−2.
For J2, we first note that by Proposition 1 and (10), J2 = −
1
4
|P |2 +
∑n
i=1 ∂iξi. And
by (9) ∫
Bδ∩R
n
+
ξi
xi
|x|
dσ ≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2δ2|α|+2−nǫn−2.
Moreover, by Proposition 4 there exists θ > 0 such that
8θ
∑
i,j
∑
2≤|α|≤d
|hij,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx ≤
∫
Bδ∩R
n
+
|P |2dx.
13
Hence, using Proposition 6∫
Bδ∩R
n
+
J2dx = −
∫
Bδ∩R
n
+
1
4
|P |2dx+
∫
∂Bδ∩R
n
+
ξi
xi
|x|
dσ −
∫
Bδ∩∂R
n
+
ξndσ
≤
∫
Bδ∩∂R
n
+
(
n + 2
2(n− 2)
vǫ∂nvǫ|Snn|
2 −
4n(n− 1)
(n− 2)2
v−1ǫ ∂nvǫψ
2)dσ
− 2θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx
+C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2δ2|α|+2−nǫn−2.
For J3 and J4, by (9), Proposition 3 and Cauchy inequality,
J3 + J4 ≤ C
n∑
i,k=1
∑
2≤|α|≤d
(|hik,α|
2(ǫ+ |x|)2|α|+4−2n + |hik,α|(ǫ+ |x|)
|α|+d+3−2n)ǫn−2
+ C(ǫ+ |x|)2d+4−2nǫn−2
≤ θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2(ǫ+ |x|)2|α|+2−2n + C(ǫ+ |x|)2d+4−2nǫn−2.
Thus,
∫
Bδ∩R
n
+
(J3+ J4)dx ≤ θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx+Cδ2d+4−nǫn−2.
Finally, by (3) we compute
∫
Bδ∩R
n
+
4(n− 1)
n− 2
|dvǫ|
2dx =
4(n− 1)
n− 2
(
∫
Bδ∩∂R
n
+
−vǫ∂nvǫdσ +
∫
∂Bδ∩R
n
+
n∑
i=1
vǫ∂ivǫ
xi
|x|
dσ).
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Combining the above, we obtain∫
Bδ∩R
n
+
(
4(n− 1)
n− 2
|d(vǫ + ψ)|
2
g +Rg(vǫ + ψ)
2)dx
≤ −
4(n− 1)
n− 2
∫
Bδ∩∂R
n
+
(vǫ∂nvǫ + 2∂nvǫψ +
n
(n− 2)
v−1ǫ ∂nvǫψ
2)dσ
+
n+ 2
2(n− 1)
∫
Bδ∩∂R
n
+
vǫ∂nvǫ|Snn|
2dσ
+
∫
∂Bδ∩R
n
+
n∑
i=1
(
4(n− 1)
n− 2
vǫ∂ivǫ + v
2
ǫ∂khik − ∂kv
2
ǫhik)
xi
|x|
dσ
− θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx
+ Cǫn−2
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
−n+2+|α| + Cǫn−2δ2d+4−n.
Finally, by (5) and vǫ∂nvǫ|Snn|
2 ≤ 0 for x ∈ ∂Rn+,
−
4(n− 1)
n− 2
∫
Bδ∩∂R
n
+
(vǫ∂nvǫ + 2∂nvǫψ +
n
(n− 2)
v−1ǫ ∂nvǫψ
2)dσ
+
n+ 2
2(n− 1)
∫
Bδ∩∂R
n
+
vǫ∂nvǫ|Snn|
2dσ
≤ −
4(n− 1)
n− 2
∫
Bδ∩∂R
n
+
(vǫ∂nvǫ + 2∂nvǫψ +
n
(n− 2)
v−1ǫ ∂nvǫψ
2)dσ
+
1
2(n− 1)
∫
Bδ∩∂R
n
+
vǫ∂nvǫ|Snn|
2dσ
= 4(n− 1)
∫
Bδ∩∂R
n
+
v
2
n−2
ǫ (v
2
ǫ + 2vǫψ +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫ |Snn|
2)dσ.
This completes the proof.
Proposition 8.
4(n− 1)
∫
Bδ∩∂R
n
+
v
2
n−2
ǫ (v
2
ǫ + 2vǫψ +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫS
2
nn)dσ
≤ Q(B, ∂B)(
∫
Bδ∩∂R
n
+
(vǫ + ψ)
2(n−1)
n−2 dσ)
n−2
n−1 + C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+1ǫn−1
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ
for 0 < 2ǫ ≤ δ ≤ δ0 and δ0 sufficiently small.
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Proof. Recall that
Q(Bn, ∂Bn)
(∫
∂Rn+
v
2(n−1)
n−2
ǫ dσ
)n−2
n−1
=
4(n− 1)
n− 2
∫
Rn+
|∇vǫ|
2dx
and ∫
Rn+
|∇vǫ|
2dx = (n− 2)
∫
∂Rn+
v
2(n−1)
n−2
ǫ dσ.
Then it follows that
4(n− 1)(
∫
∂Rn+
v
2(n−1)
n−2
ǫ dσ)
1
n−1 = Q(B, ∂B).
Besides, since Vn = 0 on ∂R
n
+, we have
ψ =
n− 2
2(n− 1)
v
− n
n−2
ǫ
n−1∑
a=1
∂a(v
2(n−1)
n−2
ǫ Va) +
n− 2
4(n− 1)
vǫ(2∂nVn −
2
n
divV )
=
n− 2
2(n− 1)
v
− n
n−2
ǫ
n−1∑
a=1
∂a(v
2(n−1)
n−2
ǫ Va) +
n− 2
4(n− 1)
vǫSnn
for x ∈ ∂Rn+. Moreover, by (9)∫
∂Bδ∩∂R
n
+
v
2(n−1)
n−2
ǫ
n−1∑
a=1
Va
xa
|x|
dµ ≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+1ǫn−1.
Thus,∫
Bδ∩∂R
n
+
2v
n
n−2
ǫ ψdσ −
∫
Bδ∩∂R
n
+
n− 2
2(n− 1)
v
2(n−1)
n−2
ǫ Snndσ ≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+1ǫn−1.
Putting above together and using Holder inequality, we get
4(n− 1)
∫
Bδ∩∂R
n
+
v
2
n−2
ǫ (v
2
ǫ + 2vǫψ +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫS
2
nn)dσ
≤ 4(n− 1)
∫
Bδ∩∂R
n
+
v
2
n−2
ǫ (v
2
ǫ +
n− 2
2(n− 1)
v2ǫSnn +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫS
2
nn)dσ
+C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+1ǫn−1
≤ Q(B, ∂B)
(∫
Bδ∩∂R
n
+
(v2ǫ +
n− 2
2(n− 1)
v2ǫSnn +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫS
2
nn)
n−1
n−2dσ
)n−2
n−1
+C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+1ǫn−1.
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We next notice that by Taylor expansion, there exists a constant C0 = C0(n) such
that
(1 +
n− 2
2(n− 1)
y +
n
n− 2
z2 −
n− 2
8(n− 1)2
y2)
n−1
n−2 − (1 + z)
2(n−1)
n−2 +
2(n− 1)
n− 2
z −
1
2
y
≤ C0(|y|
3 + |z|3)
for |y|, |z| ≤ 1
2
. By (9), |Snn| ≤
1
2
and |ψ| ≤ 1
2
vǫ for |x| ≤ δ. Hence,
(v2ǫ +
n− 2
2(n− 1)
v2ǫSnn +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫS
2
nn)
n−1
n−2 − (vǫ + ψ)
2(n−1)
n−2
+
2(n− 1)
n− 2
v
n
n−2
ǫ ψ −
1
2
v
2(n−1)
n−2
ǫ Snn
≤ C0v
2(n−1)
n−2
ǫ (|
ψ
vǫ
|3 + |Snn|
3) ≤ Cv
2(n−1)
n−2
ǫ (|
ψ
vǫ
|2 + |Snn|
2)δ2
≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2(ǫ+ |x|)2|α|−2n+2ǫn−1δ2.
Thus, ∫
Bδ∩∂R
n
+
(v2ǫ +
n− 2
2(n− 1)
v2ǫSnn +
n
n− 2
ψ2 −
n− 2
8(n− 1)2
v2ǫS
2
nn)
n−1
n−2dσ
≤
∫
Bδ∩∂R
n
+
(vǫ + ψ)
2(n−1)
n−2 dσ +
∫
Bδ∩∂R
n
+
2(n− 1)
n− 2
v
n
n−2
ǫ ψdσ −
∫
Bδ∩∂R
n
+
1
2
v
2(n−1)
n−2
ǫ Snndσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ
≤
∫
Bδ∩∂R
n
+
(vǫ + ψ)
2(n−1)
n−2 dσ + C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+1ǫn−1.
This completes the proof.
4 Proof of the main theorems
In this section, we construct a test function φ(ǫ,δ) with energy functional less than
Q(B, ∂B) and prove Theorem 2 and 3. Since the case that Q(M, ∂M, g) ≤ 0 is trivial,
it suffices to consider Q(M, ∂M, g) > 0.
After a conformal change of the metric, we may assume ∂M is totally geodesic. Let
p ∈ ∂M and let (x1, · · · , xn) be the conformal Fermi coordinates around p described in
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Section 2. We denote by G the Green’s function of the conformal Laplacian with pole
at p which satisfies the Neumann boundary condition. We assume that G is normalized
such that lim|x|→0 |x|
n−2G(x) = 1. Then G satisfies [6]
|G(x)− |x|2−n| ≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α||x|
|α|+2−n + C|x|d+3−n. (12)
Moreover, we define as in [6] a flux integral
I(p, δ) =
4(n− 1)
n− 2
∫
∂Bδ∩R
n
+
n∑
i=1
(|x|2−n∂iG−G∂i|x|
2−n)
xi
|x|
dσ
−
∫
∂Bδ∩R
n
+
n∑
i,k=1
|x|2−2n(|x|2∂khik − 2nxkhik)
xi
|x|
dσ
for δ > 0 sufficiently small.
We define
φ(ǫ,δ) = ηδ(vǫ + ψ) + (1− ηδ)ǫ
n−2
2 G,
where ψ is the function constructed in Section 2. We recall that
ǫ
n−2
2 (ǫ+ |x|)−n+2 ≤ vǫ(x) ≤ C(n)ǫ
n−2
2 (ǫ+ |x|)−n+2 for x ∈ Rn+;
|∂vǫ|(x) ≤ C(n)ǫ
n−2
2 (ǫ+ |x|)−n+1 for x ∈ Rn+;
and
|vǫ − ǫ
n−2
2 |x|−n+2| ≤ C(n)ǫ
n
2 |x|−n+1 for x ∈ Rn+, and |x| ≥ 2ǫ. (13)
Proposition 9.∫
M
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rgφ
2
(ǫ,δ))dVg
≤ Q(B, ∂B)(
∫
∂M
φ
2(n−1)
n−2
(ǫ,δ) dσg)
n−2
n−1 −
θ
2
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx
− ǫn−2I(p, δ) + Cǫn−2
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
−n+2+|α| + Cǫn−2δ2d+4−n + Cδ−n+1ǫn−1
for 0 < 2ǫ ≤ δ ≤ δ0 and δ0 sufficiently small.
Proof. Let Ωδ be the coordinates ball of radius δ in Fermi coordinates. In other words,
(x1, · · · , xn) satisfies x
2
1 + · · ·+ x
2
n < δ
2 and xn ≥ 0. By divergence theorem∫
M\Ωδ
(
4(n− 1)
n− 2
|∇gφ(ǫ,δ)|
2 +Rgφ
2
(ǫ,δ))dVg
=
∫
M\Ωδ
−(
4(n− 1)
n− 2
∆gφ(ǫ,δ) −Rgφ(ǫ,δ))(φ(ǫ,δ) − ǫ
n−2
2 G)dVg
+
4(n− 1)
n− 2
∫
∂(M\Ωδ)
(∇νgφ(ǫ,δ)φ(ǫ,δ) + ǫ
n−2
2 (φ(ǫ,δ)∇νgG−G∇νgφ(ǫ,δ)))dσg,
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where νg is the unit outer normal on ∂(M \ Ωδ) with respect to g. Notice that
∂(M \ Ωδ) = (∂M \ Ωδ) ∪ (∂Ωδ \ ∂M).
We will compute the above integral in several steps.
We first notice that for x ∈ M \Ωδ, we have φ(ǫ,δ)− ǫ
n−2
2 G = ηδ(vǫ+ ψ− ǫ
n−2
2 G). In
particular, φ(ǫ,δ) − ǫ
n−2
2 G = 0 in M \ Ω2δ. By (12) and (9),
sup
M\Ωδ
(|φ(ǫ,δ) − ǫ
n−2
2 G|+ δ2|
4(n− 1)
n− 2
∆gφ(ǫ,δ) − Rgφ(ǫ,δ)|)
≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+2−nǫ
n−2
2 + Cδd+3−nǫ
n−2
2 + Cδ−n+1ǫ
n
2 .
Thus,
−
∫
M\Ωδ
(
4(n− 1)
n− 2
∆gφ(ǫ,δ) −Rgφ(ǫ,δ))(φ(ǫ,δ) − ǫ
n−2
2 G)dVg
≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2δ2|α|+2−nǫn−2 + Cδ2d+4−nǫn−2 + Cδ−nǫn.
We now compute the boundary terms on ∂M \ Ωδ. Since ∇νgG = 0 on ∂M, by (5),
Proposition 5 and (9)
sup
∂M∩(Ω2δ\Ωδ)
|∇νgφ(ǫ,δ)| ≤ sup
∂M∩(Ω2δ\Ωδ)
|∂nvǫ+∂nψ| ≤ Cǫ
n
2 δ−n+C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−nǫ
n
2 .
Hence, ∫
∂M\Ωδ
(∇νgφ(ǫ,δ)φ(ǫ,δ) + ǫ
n−2
2 (φ(ǫ,δ)∇νgG−G∇νgφ(ǫ,δ)))dσg
=
∫
∂M\Ωδ
∇νgφ(ǫ,δ)(φ(ǫ,δ) − ǫ
n−2
2 G)dσg
≤ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+1−nǫn−1 + Cδ2d+4−nǫn−2 + Cδ−nǫn.
We next compute the boundary terms on ∂Ωδ \ ∂M.∫
∂Ωδ\∂M
∇νgφ(ǫ,δ)φ(ǫ,δ)dσg ≤
∫
∂Bδ∩R
n
+
n∑
i=1
(−∂ivǫvǫ +
n∑
k=1
vǫ∂kvǫhik)
xi
|x|
dσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+2−nǫn−2 + Cδ2d+4−nǫn−2.
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Also,
∫
∂Ωδ\∂M
(φ(ǫ,δ)∇νgG−G∇νgφ(ǫ,δ))dσg ≤ −
∫
∂Bδ∩R
n
+
n∑
i=1
(vǫ∂iG−G∂ivǫ)
xi
|x|
dσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+2−nǫ
n−2
2 + Cδ2d+4−nǫ
n−2
2 .
Combining the above, we obtain∫
M\Ωδ
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rgφ
2
(ǫ,δ))dVg
≤ −
4(n− 1)
n− 2
∫
∂Bδ∩R
n
+
n∑
i=1
(∂ivǫvǫ −
n∑
k=1
vǫ∂kvǫhik + ǫ
n−2
2 (vǫ∂iG−G∂ivǫ))
xi
|x|
dσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|+2−nǫn−2 + Cδ2d+4−nǫn−2 + Cδ−nǫn.
On the other hand, by Proposition 7 and 8,∫
Ωδ
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rg(φ(ǫ,δ))
2)dVg
≤Q(B, ∂B)(
∫
∂M
φ
2(n−1)
n−2
(ǫ,δ) dσg)
n−2
n−1 +
∫
∂Bδ∩R
n
+
n∑
i=1
(
4(n− 1)
n− 2
vǫ∂ivǫ + v
2
ǫ∂khik − ∂kv
2
ǫhik)
xi
|x|
dσ
− θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
−n+2+|α|ǫn−2 + Cδ2d+4−nǫn−2.
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Adding the above two inequalities, we get∫
M
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rg(φ(ǫ,δ))
2)dVg
≤Q(B, ∂B)(
∫
∂M
φ
2(n−1)
n−2
(ǫ,δ) dσg)
n−2
n−1 +
∫
∂Bδ∩R
n
+
n∑
i=1
(v2ǫ∂khik +
n
n− 2
∂kv
2
ǫhik)
xi
|x|
dσ
−
4(n− 1)
n− 2
∫
∂Bδ∩R
n
+
n∑
i=1
ǫ
n−2
2 (vǫ∂iG−G∂ivǫ)
xi
|x|
dσ
− θ
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|
2ǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ
+ C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
−n+2+|α|ǫn−2 + Cδ2d+4−nǫn−2 + Cδ−nǫn.
Since
ǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ = ǫ2|α|δ2
∫ δ
ǫ
0
(1 + t)2|α|−2n+2tn−2dt
and
ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx = ǫ2|α|
∫ δ
ǫ
0
(1 + t)2|α|−2n+2tn−1dt,
then for δ sufficiently small and 2ǫ ≤ δ, we have
Cǫn−1δ2
∫
Bδ∩∂R
n
+
(ǫ+ |x|)2|α|−2n+2dσ <
θ
2
ǫn−2
∫
Bδ∩R
n
+
(ǫ+ |x|)2|α|+2−2ndx.
Moreover, by (12) and (13)
∫
∂Bδ∩R
n
+
(
n∑
i=1
(v2ǫ∂khik +
n
n− 2
∂kv
2
ǫhik)−
4(n− 1)
n− 2
n∑
i=1
ǫ
n−2
2 (vǫ∂iG−G∂ivǫ))
xi
|x|
dσ
≤ −ǫn−2I(p, δ) + C
n∑
i,k=1
∑
2≤|α|≤d
|hik,α|δ
|α|−n+2ǫn−2 + Cǫn−1δ−n+1.
From these the assertion follows.
We are ready to prove Theorem 2.
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Proof of Theorem 2. Since p /∈ Z, we have
∑n
i,k=1
∑
2≤|α|≤d |hik,α| > 0. Thus, by Propo-
sition 9, ∫
M
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rgφ
2
(ǫ,δ))dVg < Q(B, ∂B)(
∫
∂M
φ
2(n−1)
n−2
(ǫ,δ) dσg)
n−2
n−1
for ǫ > 0 sufficiently small. This completes the proof.
Now we consider the case that p ∈ Z. We recall a result about I(p, δ).
Proposition 10. [6] Let p ∈ ∂M. Suppose p ∈ Z.
(i) The limit limδ→0 I(p, δ) exists.
(ii)The doubling of (M\{p}, G
4
n−2 g) has a well-defined mass which equals limδ→0 I(p, δ)
up to a positive factor.
Proof of Theorem 3. Since p ∈ Z, we have
∑n
i,k=1
∑
2≤|α|≤d |hik,α| = 0. By Proposition 9,∫
M
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rgφ
2
(ǫ,δ))dVg ≤ Q(B, ∂B)(
∫
∂M
φ
2(n−1)
n−2
(ǫ,δ) dσg)
n−2
n−1
− ǫn−2I(p, δ) + Cδ2d+4−nǫn−2 + Cδ−n+1ǫn−1
for 0 < 2ǫ ≤ δ. By assumption limδ→0 I(p, δ) > 0, we may choose δ sufficiently small
such that I(p, δ)−Cδ2d+4−n > 0. We next choose 0 < ǫ < δ
2
sufficiently small such that
I(p, δ)− Cδ2d+4−n − Cδ−n+1ǫ > 0. Then∫
M
(
4(n− 1)
n− 2
|dφ(ǫ,δ)|
2
g +Rgφ
2
(ǫ,δ))dVg < Q(B, ∂B)(
∫
∂M
φ
2(n−1)
n−2
(ǫ,δ) dσg)
n−2
n−1 .
Appendix: An elliptic system in Rn+
In the appendix, we solve a boundary value problem for an elliptic system in Rn+.
Let B 1
2
be the ball of radius 1
2
equipped with the flat metric g. We denote by X the
space of vector fields V ∈ H1(B 1
2
) such that 〈V, ν〉 = 0 on ∂B 1
2
, where ν is the unit outer
normal on ∂B 1
2
. We also denote by Y the space of trace-free symmetric two-tensors on
B 1
2
of class L2. Let D : X → Y be the conformal killing operator, which satisfies
(DV )ik = Vi,k + Vk,i −
2
n
divV gik.
By stereographic projection, B 1
2
is conformal to the hemisphere Sn+ with standard
metric gc. The metric gc satisfies gc = u
4
n−2 g, where u = ( 2
1+4|x|2
)
n−2
2 for |x| ≤ 1
2
. We
may define similarly X ∗ the space of vector fields V ∈ H1(Sn+) such that 〈V, ν〉 = 0 on
∂Sn+, where ν is the unit outer normal on ∂S
n
+, Y
∗ the space of trace-free symmetric
two-tensors on Sn+ of class L
2 and D∗ : X ∗ → Y∗ the conformal killing operator on the
hemisphere. Then it follows that V ∈ H1(Sn+) if and only if V ∈ H
1(B 1
2
), and D∗V = 0
if and only if DV = 0.
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Lemma 1. kerD is finite dimensional.
Proof. In [6], it was shown (after Lemma 21) that kerD∗ is finite dimensional. Then
the assertion follows easily.
We now define X0 = {V ∈ X : 〈V, U〉L2(B 1
2
) = 0 for all U ∈ kerD}.
Lemma 2. For all V ∈ X0, it holds ‖V ‖
2
H1(B 1
2
) ≤ C‖DV ‖
2
L2(B 1
2
), where C = C(n).
Proof. Suppose the inequality does not hold, then there exist a sequence of vector fields
V (j) ∈ X0 such that ‖V
(j)‖H1(B 1
2
) = 1 for all j and ‖DV
(j)‖L2(B 1
2
) → 0 as j → ∞. By
passing to a subsequence, V (j) ⇀ V (0) weakly in H1(B 1
2
) for some V (0) ∈ X0. It follows
that DV (0) = 0, and as a result V (0) = 0. Notice that V (j) → V (0) strongly in L2(B 1
2
).
Thus, ‖V (j)‖L2(B 1
2
) → 0. Therefore, ‖V
(j)‖L2(Sn+) → 0. By [6] Lemma 21, ‖V
(j)‖H1(Sn+) →
0 as j →∞. Hence, ‖V (j)‖H1(B 1
2
) → 0 as j →∞. This gives a contradiction.
Proposition 11. Let h be a two-tensor in Y . Then there exists a unique vector field
V ∈ X0 such that 〈h−DV,DU〉L2(B 1
2
) = 0 for all U ∈ X .
Moreover, ‖V ‖2
H1(B 1
2
) ≤ C‖h‖
2
L2(B 1
2
), where C = C(n).
Proof. It follows by the same argument in [6] Proposition 23, and Lemma 2 above that
the minimizer of ‖h−DV ‖2L2(B 1
2
) exists in X0, which satisfies the required properties.
We now consider another conformal map. The ball B 1
2
is conformal to Rn+ ∪ {∞}.
The metric g satisfies g = v
4
n−2 δ, where
v =
(
1
(1 + xn)2 +
∑
1≤a≤n−1 x
2
a)
)n−2
2
.
Proposition 12. Let h be a smooth trace-free symmetric two-tensor on Rn+ with compact
support. Then there exists a smooth vector field V on Rn+ such that

∑n
k=1 ∂k[v
2n
n−2 (hik − ∂iVk − ∂kVi +
2
n
divV δik)] = 0 inR
n
+
∂nVa − han = 0 on ∂R
n
+
Vn = 0 on ∂R
n
+
for i = 1, · · · , n and a = 1, · · · , n− 1. Moreover,∫
Rn+
v
2(n+2)
n−2 |V |2dx ≤ C
∫
Rn+
v
2n
n−2 |h|2dx,
where C = C(n).
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Proof. By Proposition 11, there exists a smooth vector field V such that∫
Rn+
v
2(n+2)
n−2 (hik − ∂iVk − ∂kVi +
2
n
divV δik)∂kUidx = 0
for all U ∈ X and Vn = 0 on ∂R
n
+. By elliptic regularity ([14] pp.245-249), V is smooth.
Hence,
∑n
k=1 ∂k[v
2n
n−2 (hik − ∂iVk − ∂kVi +
2
n
divV δik)] = 0 on R
n
+ and ∂nVa − han = 0 on
∂Rn+.
Proposition 13. Let hik = η(
|x|
ρ
)
∑d
|α|=2 hik,αx
α be a trace-free symmetric two-tensor,
where d = [n−2
2
], ρ ≥ 1 and η(t) be a fixed cut-off function which satisfies η(t) = 0 for
t ≥ 2. Suppose V is the vector field constructed in Proposition 12. Then for x ∈ Rn+,
|∂βV |2(x) ≤ C(n, |β|)
∑
i,k
∑
2≤|α|≤d
|hik,α|
2(1 + |x|)2|α|+2−2|β|
for every multi-index β.
Proof. The proof is similar to [4] Proposition 23 and Corollary 24.
Without loss of generality we may assume hik = η(
|x|
ρ
)
∑
|α|=l hik,αx
α, where 2 ≤ l ≤
d. We first prove that
sup
r≥1
r−2l−n−2
∫
(B2r\Br)∩Rn+
|V |2dx ≤ C
∫
Rn+
((1 + xn)
2 +
n−1∑
a=1
x2a)
−n−2|V |2dx
+ C sup
r≥1
r−2l−n
∫
(B2r\Br)∩Rn+
|h|2dx. (14)
Suppose (14) does not hold, there exist sequences h
(s)
ik and V
(s) such that
sup
r≥1
r−2l−n−2
∫
(B2r\Br)∩Rn+
|V (s)|2dx = 1,
lim
s→∞
∫
Rn+
((1 + xn)
2 +
n−1∑
a=1
x2a)
−(n+2)|V (s)|2dx = 0,
and
lim
s→∞
sup
r≥1
r−2l−n
∫
(B2r\Br)∩Rn+
|h(s)|2dx = 0.
Therefore, there exists a sequence ρ(s) →∞ such that
(ρ(s))−2l−n−2
∫
(B
2ρ(s)
\B
ρ(s)
)∩Rn+
|V (s)|2dx ≥
1
2
.
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Let h˜
(s)
ik = (ρ
(s))−l|x|−4(|x|2δij−2xixj)(|x|
2δkl−2xkxl)h
(s)
jl (
ρ(s)x
|x|2
), and V˜j = (ρ
(s))−l−1(|x|2δij−
2xixj)V
(s)
i (
ρ(s)x
|x|2
). Then they satisfy
n∑
k=1
∂k[((1 +
xn
ρ(s)
)2 +
n−1∑
a=1
(
xa
ρ(s)
)2)−n(h˜ik − ∂iV˜k − ∂kV˜i +
2
n
divV˜ δik)] = 0
in Rn+ for i = 1, · · · , n, and V˜n = ∂nV˜a − h˜an = 0 on ∂R
n
+. Thus, by passing to a
subsequence, V˜j converges weakly to a vector field V ∈ W
1,2
loc (R
n
+ \ {0}). V satisfies
n∑
k=1
∂k[−∂iVk − ∂kVi +
2
n
divV δik] = 0
weakly in Rn+ \ {0} for i = 1, · · · , n, and Vn = ∂nVa = 0 on ∂R
n
+ \ {0}. By elliptic
regularity theory, V is smooth in Rn+ \ {0}. Thus, V satisfies ∆Vj +
n−2
n
∂jdivV = 0.
This implies ∆divV = 0. Moreover, on ∂Rn+ \ {0} we have 0 = ∆Vn +
n−2
n
∂ndivV =
2n−1
n
∂n∂nVn. Therefore, ∂ndivV = 0 on ∂R
n
+ \ {0}. We now define the function divV on
R
n \ {0} by standard reflection. Then divV is a C2,1 harmonic function in Rn \ {0}.
Since sup
Rn\{0} |x|
2l|divV |2 is bounded, we obtain divV = 0 in Rn \ {0}. Thus, ∆Vj = 0
in Rn+ \ {0}. By the same reflection argument applied to the function Va, we get Va is a
C2,1 harmonic function in Rn \ {0}. Since sup
Rn\{0} |x|
2l−2|V |2 <∞, we have Va = 0 in
R
n \ {0}. Finally, since ∂nVn = divV = 0, using the same reflection argument again we
obtain Vn = 0 in R
n \{0}. This contradicts to
∫
(B1\B 1
2
)∩Rn+
|V |2dx > 0. Thus, (14) holds.
Now since we have
∫
Rn+
((1 + xn)
2 +
n−1∑
a=1
x2a)
−n−2|V |2dx ≤ C
∫
Rn+
((1 + xn)
2 +
n−1∑
a=1
x2a)
−n|h|2dx
≤ C
n∑
i,k=1
∑
|α|=l
|hik,α|
2,
then by (14) supr≥1 r
−2l−n−2
∫
(B2r\Br)∩Rn+
|V |2dx ≤ C
∑n
i,k=1
∑
|α|=l |hik,α|
2. Finally, by
elliptic regularity |∂βV |2(x) ≤ C(n, |β|)
∑n
i,k=1
∑
|α|=l |hik,α|
2(1 + |x|)2|α|+2−2|β|.
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