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1 INTRODUCTION 
The turbulent flow and associated boundary layer 
in natural channels is strongly influenced by the 
roughness conditions on the channel bed. Com-
pared to the homogeneous roughness structure of 
smooth and/or technical surfaces, the roughness 
structure of surfaces composed of natural sedi-
ments is spatially heterogeneous. The irregular na-
ture of the surface affects the near bed flow and 
hence bed shear stress and energy loss. The latter 
determines the water surface slope and the corres-
ponding water levels showing the importance of 
the adequate characterization of roughness for 
both the analysis of experimental data and numer-
ical modeling studies.  
In experimental investigations it is possible to 
investigate the effect of bed roughness on the tur-
bulent flow field by analyzing measured velocity 
and turbulence data. Initiated by the pioneering 
work of Nikuradse (1933) tremendous progress 
has been made in understanding the effects of 
roughness on the mean wall-normal velocity dis-
tribution (see Jimenez, 2004 for a review). Fur-
thermore, the Double-Averaging Methodology 
(Nikora et al., 2007a, b and references therein) 
provides a theoretical background for interpreta-
tion of experimental and high resolution numeri-
cal flow data over rough surfaces.  
However, high resolution numerical studies us-
ing Large Eddy Simulation (LES) or Direct Nu-
merical Simulation (DNS) are cost intensive and 
are therefore not yet appropriate for practical ap-
plications in river engineering. Until today, most 
practical problems are tackled using one-, two-, or 
three dimensional numerical models (1D, 2D, 
3D). So far, the application of such models has not 
significantly advanced the understanding of flows 
over rough beds because the effect of roughness 
must be accounted for by roughness functions de-
termined empirically from experiments (e.g., 
Stoesser & Aberle, 2009). 
For example, when the roughness elements are 
fairly small compared to the water depth and the 
grid cell sizes, the common and most valid ap-
proach is using a friction factor representing the 
influence of roughness. This is achieved by using 
a Manning or Chézy friction factor in most 1D 
and 2D models. On the other hand, a roughness 
length scale expressed in the dimension of length 
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(e.g., equivalent sand roughness ks) is usually used 
in 3D models. The roughness length is a parame-
ter in the wall law applied to compute bed shear 
stress. This approach was developed based on data 
from experiments in which sand particles were 
used as surface roughness. The particles were sin-
gle sized and regularly spaced resulting in an 
even, quite smooth bed surface. Particle shape and 
orientation as well as varying heights of the bed 
elevation which appear for gravel bed surfaces 
and have an effect on the flow field (see Cooper et 
al., 2008) were not considered. Thus, using this 
approach it is not possible to account for the small 
scale roughness structure and grain orientation in 
most numerical studies. In fact, with the current 
available knowledge, roughness height mostly 
remains a calibration parameter in numerical 
modeling studies used to tune numerical model 
outputs to measured data (Morvan et al., 2008). A 
recent discussion of the meaning of roughness and 
its implementation in computational models is 
given in Morvan et al. (2008). 
A further problem arises resolving the bed to-
pography when the roughness becomes larger. If 
the stone sizes d on the bed correspond to at least 
1/10 of the water depth h (i.e., h/d < 10), the 
roughness protrudes into the grid cells of a 3D 
numerical model. Some rivers have even larger 
roughness elements where the boulders protrude 
through the water surface. Thus, in such situa-
tions, it is difficult to compute the correct water 
flow field with a 3D-numerical model solving the 
Reynolds-averaged Navier-Stokes equations 
(RANS).  
There basically exist two different approaches 
to solving the problems discussed above (Olsen & 
Stokseth, 1995). One method is to apply an im-
mersed boundary method where the drag forces 
from the water on the stones are computed. This 
approach has been used in several studies, for ex-
ample Olsen & Stokseth (1995), Fischer-Antze et 
al. (2001), and Zinke & Olsen (2008). In this me-
thod a drag formula is used with an empirical 
formula for the drag coefficient. One problem 
with this method is that the drag coefficient is un-
certain and difficult to predict accurately. Another 
problem is that the method does not give a de-
tailed picture of the flow around the roughness 
elements. 
The second method is to resolve the roughness 
elements with a fine grid. This method, applied in 
the current study, can be useful where detailed in-
formation on the flow field around the stones is 
needed, for example in fish habitat studies. 
Another use for the method is to obtain informa-
tion for further and more detailed studies of flow 
over rough beds. For example, using the pressure 
field, it is possible to directly compute the drag 
and lift of the larger stones. Thereby, it would be 
possible to assess if the largest stones would be 
eroded or not. The main problem with resolving 
the roughness using this method is that an ex-
tremely fine grid has to be used, requiring sub-
stantial computational resources. The numerical 
method used to accomplish this is described in the 
following sections. The proposed method is vali-
dated by comparing the computed flow field with 
measured velocities by means of vertical profiles 
of the velocity component in main flow direction 
over a rough gravel bed. 
2 EXPERIMENTAL DATA 
The experimental data used to verify the numeri-
cal methods stem from experiments carried out in 
the laboratory of the Leichtweiß-Institut für Was-
serbau, Technische Universität Braunschweig. 
The experiments, described in detail in Aberle & 
Koll (2004) and Aberle et al. (2008) were carried 
out in a 0.9 m wide, 20 m long, and 0.60 m high 
tilting flume.  
In this paper, we use data from a single expe-
riment which was carried out over a rough stable 
armor layer characterized by d0 = 0.0063 m, d16 = 
0.0084 m, d50 = 0.0184 m, d84 = 0.044 m, and d100 
= 0.064 m, where dxx denotes the grain size for 
which xx % of material (weight) has a smaller 
size. 
The digital elevation model (DEM) of the bed 
was obtained by scanning the stable armor layer 
topography over a length of 2.4 m and a width of 
0.716 m with an Optimess laser displacement me-
ter within the test section which was located 9 m 
downstream of the flume inlet (see Figure 1 for 
DEM).  
Longitudinal bed profiles were recorded with a 
sampling interval of Δx = 1 mm with a lateral 
spacing between profiles of Δy = 4 mm, and with 
a vertical precision of ±0.1 mm. The different 
sampling intervals in x and y directions reflect the 
footprint of the sampling volume of the Optimess 
laser system (0.2 mm in flow direction and 4 mm 
in transverse direction). In total, 180 longitudinal 
profiles were recorded per surface scan. For the 
armor layer under investigation, the standard dev-
iation of bed elevations σz = 8.2 mm and the geo-
metric roughness height kr describing the distance 
from maximum to minimum elevation equals 62.5 
mm (see Aberle & Nikora, 2006 for further ana-
lyses of the bed structure). 
Flow measurements were carried out with a 
Dantec 3D-Laser Doppler Anemometer (LDA). 
For the presented data set, 24 randomly distri-
buted vertical profiles of 3D velocities were 
measured with a sampling interval of 1 minute 
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and sampling frequencies > 20 Hz (see Figure 1 
for positions). The measurements were carried out 
with immersed LDA-probes to enable flow veloci-
ty measurements within the roughness layer (Fig-
ure 2; see Aberle, 2006 for description of LDA-
setup). The vertical sampling resolution of the ve-
locity measurements was Δz = 2 mm below 
roughness tops, Δz = 4 mm above roughness tops, 
and Δz = 10 mm in the outer flow field. The mea-
surements were carried out with a steady uniform 
discharge of Q = 90.6 l/s and a flume slope of S = 
0.027. The mean water depth h, measured from 
mean bed elevation to water surface, corres-
ponded to h = 0.173 m resulting in a relative sub-
mergence h/kr = 2.8 (h/d84 = 3.9). Further informa-
tion on the analysis of the data from all conducted 
experiments can be found in Aberle & Koll 
(2004), Aberle (2006) and Aberle et al. (2008). 
 
 
Figure 1. Digital elevation model of the armor layer shown 
as shaded relief map. The white dots indicate the randomly 
chosen LDA-measuring positions. Axis units are in mm. 
 
 
Figure 2. LDA-measurements in the roughness layer (left) 
and in the outer flow field (right).  
3 NUMERICAL MODEL AND GRID 
GENERATION 
The 3D numerical modelling approach used in this 
study is based on a very fine unstructured grid in 
order to resolve the bed roughness. The basis of 
the unstructured grid was a structured orthogonal 
3D grid that covered both the water and the parti-
cles at the bed. The unstructured grid was made 
by removing the cells that were completely filled 
with solids, i.e., cells which were located below 
the bed elevations of the DEM. The cells above 
the surface were kept from the original orthogonal 
grid. The remaining cells were partially filled with 
water and partially filled with solids, i.e. con-
tained the DEM surface. Shape changes were 
made for these cells by raising the bed elevations 
of the four bottom corners vertically up to the 
level of the DEM. Thereby only the water part of 
the cell was considered. This caused the bed cells 
to change in shape to become non-orthogonal. As 
the CFD code used in this study, SSIIM 2, was 
able to compute with non-orthogonal cells this 
was not a problem.  
Some cells were located very close to the edge 
of a stone. In such cases, the angle between the 
grid line along the bed and the vertical grid line 
was sometimes very small. This led to very non-
orthogonal cells, causing stability problems and 
inaccuracies. To avoid such grid cells, they were 
simply removed. The neighbouring cells were 
then left with no cells at their sides, creating verti-
cal lines along the lower boundary of the grid. 
This can be seen in Figure 4 and 5 (at the end of 
the paper).  
After this procedure, the new unstructured grid 
had been made with only the wetted cells. One 
advantage of the unstructured grid was that cells 
partially or fully containing solids were removed 
saving computational time. Moreover, such cells 
would require special immersed boundary tech-
niques in the solution of the RANS-equations. 
When all the cells are only filled with water, such 
algorithms are not necessary. Another feature of 
the grid algorithm was that, since the original grid 
was orthogonal, only a very few cells close to the 
bed were non-orthogonal. Since the main flow di-
rection followed the grid lines, false diffusion was 
thereby reduced. 
A detailed example for the grid of the large 
roughness studied is displayed in Figures 4 and 5. 
As seen in the figures, non-horizontal grid lines 
are generated at the bed, allowing some of the 
sides of the hexahedral cells to be shorter than the 
others. Also, some sides may be shortened down 
to zero, allowing for tetrahedral cells close to the 
bed. This, together with the variable number of 
grid cells in the vertical direction, allows for re-
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solving the larger stones in the bed. The resulting 
grid has 72 million cells, covering a flume area of 
2.1 m in the longitudinal direction, 0.71 m in the 
width and 0.21 m over the depth.  
The CFD code used in this study computed the 
water velocities by solving the RANS-equations 
in three directions. The SIMPLE method was used 
for computation of the pressure and the k-ε model 
was used to resolve the Reynolds stresses. Rough 
wall laws with a relatively low roughness length 
of kS = 0.6 mm were used at the bed as a conse-
quence of the high grid resolution. 
The main problem with the current case was 
the very long computational time due to the large 
number of grid cells. A solver for an unstructured 
grid is also usually much slower than for a struc-
tured grid. This problem was reduced by using a 
multi-grid solver which was only applied to the 
pressure-correction algorithm in SIMPLE. A 
multi-grid algorithm uses a mixture of fine and 
coarse grids to achieve a fast convergence. The 
coarse grid will transport changes in a variable 
faster across the domain than a fine grid. The cur-
rent algorithm was originally made for natural 
rivers where the horizontal dimensions were much 
larger than the vertical direction. Therefore, the 
residuals from the pressure-correction equation 
were first summarized vertically on a depth-
averaged grid. Then this grid was made incremen-
tally coarser by joining four neighbouring cells 
into one. The procedure was repeated until the 
equation could be solved on a grid with only a few 
cells. The solution was transferred to the finer 
grid, solved again and so on until the original 3D 
grid had gotten its corrections.  
To increase the computational speed, the pro-
gram was also parallelized using OpenMP and 
runing it on an IBM PowerPC cluster with 16 
CPUs and 128 GB RAM on each node. The com-
putational time for the 72 million cell grid was 
about two weeks running on one node. The RAM 
requirements were about 1 GB pr. 1 million cells. 
One of the major problems in the calculation 
was to specify the upstream boundary condition 
for the velocities and turbulence parameters. In 
the current study, a logarithmic velocity profile 
was chosen for the velocities. Also, specified pro-
files of turbulent kinetic energy k and dissipation ε 
were used. However, the values of these profiles 
were unknown and thus they have an effect on the 
results adding some uncertainty. 
4 RESULTS AND DISCUSSION 
Figure 6 (at the end of the paper) shows the com-
parison of the results obtained from the numerical 
model and the measured velocity profiles. For the 
comparison, only profiles at the central part of the 
computational domain were taken (one meter 
downstream the upstream boundary and 30 cm 
upstream of the downstream boundary). Avoiding 
the areas close to the upstream boundary reduced 
possible problems with the unknown inflow ve-
locity and turbulence distributions. In fact, as the 
velocity profile and the turbulence parameters at 
the upstream boundary were not known, it was as-
sumed that a length of about 1 m is required to 
develop the flow in the numerical model. In addi-
tion, the assumed logarithmic velocity profile con-
tains a roughness parameter, which was set to 3 
cm in the current study. There is a possibility that 
this may not be the correct value and that the up-
stream velocity profile is not completely loga-
rithmic due to the influence of the upstream 
roughness structure.  
In addition, the pre-defined upstream values of 
the turbulence parameters k and ε affect the turbu-
lence in the main computational domain and the 
eddy-viscosity has also some effect on the veloc-
ity profiles. In this context it is worth mentioning 
that the comparison of computed and measured 
velocity profiles showed a poor agreement within 
the first downstream meter of the computational 
domain.  
The downstream boundary conditions were 
zero-gradient for all variables resulting in a 
smaller impact of the downstream boundary com-
pared to the inflow boundary. For this reason, 
only the three velocity profiles located at x > 2200 
mm (Figure 1) were excluded from the analysis. 
The comparison of the velocity profiles at sin-
gle positions (Figure 6) shows a fairly good 
agreement between computation and measure-
ment. Averaging the velocity profiles of the 
twelve presented positions also in the spatial do-
main (Figure 3) confirms the good agreement for 
the flow field above the roughness layer. How-
ever, measured and computed profiles deviate 
slightly below the roughness crest. The underes-
timation of the velocity by the calculation in-
creases towards the bed. 
 
Figure 3. Double averaged vertical velocity profiles (solid 
line = computed profile, symbols = measured profile). 
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The slight deviation may be explained by the 
coarseness of the grid. Although the grid cells are 
less than 2 mm long and wide, the unevenness of 
the grid may be felt somewhat for the medium 
gravel. Another cause of error could be the rough-
ness of the cobble surface. It was set to 0.6 mm, 
which was a reasonable value for most of the bed. 
However, some individual gravel particles may 
have had a smoother or rougher surface possibly 
affecting the velocity profile. A parameter study 
of the roughness could be included in further 
work. A third possible cause for the deviations 
may be that the grid does not capture subsurface 
water flow. It was thought that this effect would 
be small, but for some locations there might be an 
effect of this limitation in the grid.  
One of the purposes of the current study was to 
investigate the possibility of computing cases with 
a large number of grid cells. A good multi-grid 
solver is then essential. The currently used algo-
rithm had been very successful on grids in natural 
rivers, where only up to 20 cells were used in the 
vertical direction (Rüther et al., 2010). Using 
100 000 cells, convergence was achieved in 2 ½ 
minute of computing time on a 16 processor IBM 
PowerPC cluster. However, when as many as 200 
cells were used in the vertical direction, the algo-
rithm did not perform optimally, as the first grid 
coarsening was based on depth-averaging. Pref-
erably, the grid coarsening should have been done 
in all three directions simultaneously. The current 
runs took two weeks to converge. This problem 
did not affect the accuracy of the solution, though, 
only the computational time.  
5 CONCLUSIONS 
A method for computing the velocity field on a 
channel with rough bed by using a very fine un-
structured body-fitted grid was presented. The 
large stones of the bed roughness are resolved di-
rectly in the grid, enabling a detailed computation 
of the velocity field near the bed. Comparing the 
measured velocity profiles and the computed val-
ues showed fairly good agreement.  
Further studies on the case may include pa-
rameter tests on the skin roughness of the bed. 
Also, the upstream boundary condition for the ve-
locity and turbulence quantities should be investi-
gated. An option for improvements would be to 
use some kind of cyclic boundary condition. As 
the upstream and downstream cross-section of the 
grid is not completely similar, this is not straight-
forward due to the irregular nature of the bed sur-
face. Some kind of averaging over the width may 
be used. Further research will be carried out along 
these lines. 
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Figure 4. Part of a longitudinal section of the grid. 
Figure 5. 3D view showing a section of the grid. 
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Figure 6. Vertical profiles of computed and measured velocities in the longitudinal direction. The squares are measurements 
and the solid lines are the results of the computations. 
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