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Abstract
We study the problem of partitioning a weighted graph into connected components such that each
component fulfills upper and lower weight constraints. Partitioning into a minimum, maximum
or a fixed number of clusters is NP-hard in general but polynomial-time solvable on trees. In this
paper, we present a polynomial-time algorithm for cactus graphs. For other optimization goals or
additional constraints, the partition problem becomes NP-hard even on trees and for a lower weight
bound equal to zero. We show that our method can be used as an algorithmic framework to solve
other partition problems for cactus graphs in pseudo-polynomial time.
2012 ACM Subject Classification Mathematics of computing → Graph algorithms; Theory of
computation → Dynamic graph algorithms
Keywords and phrases Graph partition, cactus graph, dynamic algorithm
1 Introduction
Graph partitioning is used in many real-world applications, such as image processing, road
networks and other complex networks [6]. We study partition problems on cactus graphs,
these are graphs in which every two simple cycles have at most one common vertex. Our
motivation to consider these lies in an application in the field of bioinformatics, in which we
model the fragmentation of biomedical structures as partitioning weighted cactus graphs [5].
Let G = (V,E) be a cactus graph. Every vertex v in G is assigned a non-negative
integer weight w(v). A (vertex) partition of G is a partition of the vertex set V into disjoint
connected clusters Vi. Let l and u be two non-negative integers with l ≤ u. A partition is
called (l, u)-partition if the weight of each cluster is at least l and at most u. The p-(l, u)-
partition problem is finding a (l, u)-partition with exactly p clusters (see Fig. 1). For the
minimum and maximum (l, u)-partition problem, we want to minimize resp. maximize the
number of clusters. These problems are NP-hard in general [9], but it was shown that the
decision variant can be solved on trees in polynomial time [8]. We show that these problems
– including the computation – are polynomial-time solvable for cactus graphs as well, by
generalizing the algorithm of Ito et al. [8]. There are other (l, u)-partition problems that
consider different optimization goals and/or include additional constraints. Many of these
partition problems are NP-hard even on trees. However, we show that our method can be
used as an algorithmic framework to obtain pseudo-polynomial-time algorithms for various
partition problems on trees as well as cactus graphs.
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Figure 1 Left: Minimum (3, 12)-partition. Right: 6-(3, 12)-partition.
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2 Partitioning algorithms for weighted cactus graphs
The paper is organized as follows. In Section 2, we discuss related research. In Section 3,
we describe some preliminary procedures and definitions. In Section 4, we present a general
algorithm for the p-(l, u)-partition problem and show that its runtime can be reduced to
solve this problem in polynomial time – in both the decision and the computation variant.
In Section 5, we consider different optimization goals. We show that the minimum and
maximum partition problem are polynomial-time solvable as well. Then, we adjust our
method for other partition problems and show how to solve those in pseudo-polynomial time.
In the last section, we discuss our results and further work.
2 Related work
Many graph partitioning problems are known to be NP-hard for some graph classes but
polynomial-time solvable for others. In this paper, we focus on vertex partition problems.
Partitioning a graph into connected clusters of a given size is NP-complete even for planar
bipartite graphs but polynomial-time solvable for both trees and series-parallel graphs [7].
Oftentimes, partition problems consider graphs with weights on the vertices and/or costs on
the edges. Partitioning a vertex-weighted graph such that the weights of all clusters are as
equal as possible proved to be NP-complete for spiders and hence trees in general, but can be
solved in polynomial time for other graph classes, such as stars, worms and caterpillars [15].
If an upper bound u on the weight of each cluster is applied, one can find a partition of
a tree with the minimum size in linear time [10]. However, minimizing the cost of such a
partition is NP-hard for trees. One can solve the problem on trees in O(u2n) time [12] and
on sibling graphs in O(u3n) time [4]. Computing a partition of a graph while constraining
the weight as well as the cost (or capacity) of each cluster and minimizing the number of
clusters proved to be NP-hard on trees, but pseudo-polynomial time algorithms exist [14].
The problem of computing a p-partition of a weighted graph while minimizing the weight
of the heaviest cluster is known as the min-max p-partition problem. The max-min problem
is definied analogously. Both problems are NP-hard for general graphs [13] but can be
solved on trees using a shifting algorithm technique which also works for different weight
functions [3, 2]. Suppose the vertices have weights w(v) and sizes s(v), in the size-constraint
min-max partition problem an upper bound on the sizes of clusters is added. For trees, this
problem is NP-complete but can be solved in pseudo-polynomial-time [1].
If the weight of clusters is not only bounded from above but also from below, the problem
is known as the (l, u)-partition problem. It can be solved on paths in linear time [11]. Ito et al.
showed that computing a (l, u)-partition with the minimum/maximum or some fixed number
of clusters is NP-hard for series-parallel graphs and thus graphs in general [9]. However,
they presented pseudo-polynomial algorithms for series-parallel graphs as well as partial
k-trees: The minimum and maximum (l, u)-partition problems can be solved in O(u4n)
resp. O(u2(k+1)n) time, whereas the p-(l, u)-partition problem can be solved in O(p2u4n)
resp. O(p2u2(k+1)n) time. Furthermore, Ito et al. proved that the decision variant of these
problems can be solved on trees in polynomial time, namely in O(n5) and O(p4n) time [8].
3 Preliminaries
Let G = (V,E,w) be a vertex-weighted cactus graph. We consider vertex partitions into
clusters that are disjoint connected components. The weight of a cluster w(C) =
∑
v∈C w(v)
is defined as the sum of weights of the nodes it contains. For the (l, u)-partition problem,
we want to find a partition such that every cluster C fulfills the weight constraint, namely
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Figure 2 Turning a cactus graph G into a tree TG by starting the DFS with the red vertex r.
The cycle containing the node r is represented as a path 〈r, x, y, z〉 = C(r, z) with start node r and
end node z.
l ≤ w(C) ≤ u. Given a partition P of a graph, we denote the size of the partition, meaning
the number of clusters, by |P |. If P is a p-(l, u)-partition, we have |P | = p. Given a partition
and some vertex v, we denote the cluster that contains v by Cv.
For our algorithm, we represent the graph G as a tree TG by using depth-first search
(DFS) on an arbitrary vertex which becomes the root of this tree (see Fig. 2). Every vertex
of G becomes a node in TG and every cycle degenerates to a path. We store each cycle by its
path 〈x, y〉 in TG and denote it by C(x, y). Given a cycle C(x, y), we call x the start node
and y the end node. For every node v ∈ 〈x, y〉, we say that it is part of C(x, y) or in short
v ∈ C(x, y). If two cycles share a vertex in G, the node is part of both cycles. However, due
to the properties of cactus graphs, this node becomes the start node of at least one of them.
I Lemma 1. Let v be a node in TG. If v ∈ C(x, y) and v ∈ C(x′, y′) for (x, y) 6= (x′, y′),
then v = x or v = x′ (or both).
Proof. The cycles C(x, y) resp. C(x′, y′) correspond to the cycles C1 = 〈x, y〉 ∪ (y, x) resp.
C1 = 〈x′, y′〉 ∪ (y′, x′) in the original graph. Obviously, v ∈ C1 ∩ C2. Since the paths 〈x, y〉
and 〈x′, y′〉 are paths in a tree that have v as a common vertex, we have either 〈x′, v〉 ⊂ 〈x, v〉
or the other way around.
Without loss of generality, we assume that 〈x′, v〉 ⊂ 〈x, v〉. Then, x′ ∈ 〈x, v〉 and thus
x′ ∈ 〈x, y〉 which means that x′ ∈ C1. Since x′ is obviously in C2, we have x′ ∈ C1 ∩C2. We
have |C1 ∩ C2| = 1 because G is a cactus graph. Thus, follows v = x′. J
I Corollary 2. For each node v there exists at most one cycle in TG that contains v but
where v is not the start node.
I Remark 3. Let v be a node in TG with c children v1, v2, . . . , vc. Let C(x, y) be a cycle such
that v ∈ C(x, y), but v is not the start node (v 6= x). Because of Corollary 2, there exists at
most one such cycle. If v is not the end node of this cycle either (v 6= y), there exists a child
v′ of v such that v′ ∈ C(x, y). Without loss of generality, we sort the children of v such that
v′ is the last (rightmost) child (v′ = vc).
Let us define further notations for rooted trees in general. For a node v in a tree T , we
denote the subtree rooted in v by Tv. For the root node r, we have Tr = T . We define T iv
as the subtree with root v and its first i children (as seen from left to right). Let P be a
(l, u)-partition of a tree. If the lower weight bound l equals zero, the partition P induces
a feasible (0, u)-partition for any subtree T iv. However, this is not necessarily true for a
(l, u)-partition in general, as the weight of the cluster Cv might be less than the l. We call
a partition of a subtree T iv in which every cluster except Cv fulfills the weight constraint
(meaning w(Cv) ≤ u and l ≤ w(C ′) ≤ u for all C ′ 6= Cv) an extendable (l, u)-partition. By
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adding more nodes to the cluster Cv, one might be able to extend such a partition to a
feasible one. Our algorithm computes partition sets S(T iv) that are defined as follows.
S(T iv) = {(x, k) | ∃ extendable (l, u)-partition P of T iv s.t. |P | = k and w(Cv) = x}. (1)
Every tuple (x, k) ∈ S(T iv) corresponds to a possible partition of T iv of size k in which the
weight of the cluster containing the root node v of this subtree equals x. Obviously, we have
a (l, u)-partition of a rooted tree T if and only if there exists a tuple (x, p) ∈ S(T ) such that
l ≤ x ≤ u.
Ito et al. [8] describe a method of computing the similar partition sets for each subtree
T iv from the leaves to the root recursively to solve the mentioned (l, u)-partition problems for
trees. This computation takes O(u2p4n) time and can be adjusted to reduce the runtime to
O(p4n). Using our tree representation and an efficient procedure to compute partitions for
cycles, we can solve these partition problems for cactus graphs as well.
4 Partition into fixed number of clusters
First, we consider the decision variant of the p-(l, u)-partition problem: Given a vertex
weighted graph G = (V,E,w), two non-negative integers l and u (l ≤ u) and positive integer
p, is there a vertex partition into p clusters V1, V2, . . . , Vp such that l ≤ w(Vi) ≤ u for all
1 ≤ i ≤ p? In the following, we assume that w(v) ≤ u for all v ∈ V and p ≤ n. Otherwise, a
p-(l, u)-partition would not exist.
In the previous section, we described a tree representation TG of a cactus graph G in
which every cycle is reduced to a path. A naive way to approach the partition problem
would be to use the method of Ito et al. [8] to compute the partitions for all possible tree
representations of G. However, there are m different ways to represent a cycle of length m
in TG. Hence, this approach is not efficient, as many small cycles would add an exponential
factor to the runtime. Thus, an efficient procedure regarding the cycles is needed. For our
approach, we generate just one tree representation of the input graph and additionally store
the cycles. We follow the idea of Ito et al. and use a bottom-up approach but include
additional procedures for cycles. Similarly, we present a general algorithm that can be
adjusted to solve the given partition problem in polynomial time. As Ito et al.’s work was
missing a method for the efficient computation of the partitions, we include a computation
method that is applicable to trees as well.
4.1 General algorithm
The basic approach of our algorithm is the following: Compute partitions for all nodes from
the leaves to the root. More specifically, we compute extendable (l, u)-partitions with at
most p clusters for each subtree T iv. Note that we can compute a partition of T iv dynamically
by combining the partitions of the subtrees T i−1v and Tvi . First, we consider the case that
the edge (v, vi) did not belong to a cycle. Given a partition P ′ of T i−1v and P ′′ of Tvi , we
can combine them to obtain different partitions of T iv (see Fig. 3). We have two options:
(a) We merge the two clusters containing v (C ′v ∈ P ′) and vi (C ′′vi ∈ P ′′). The resulting
partition P of T iv has size |P ′| + |P ′′| − 1 and the new cluster Cv ∈ P has weight
w(Cv) = w(C ′v) + w(C ′′vi).
(b) We join the partitions without merging. The resulting partition P has size |P ′|+ |P ′′|
and the cluster Cv is equal to C ′v.
Obviously, we only keep the partitions that are extendable (l, u)-partitions with size not
larger than p. Thus, we keep the partition from (a) only if the weight of the new cluster
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Figure 3 Two options for combining the partitions P ′ of T i−1v and P ′′ of Tvi (left) into a partition
P of T iv – either with vi ∈ Cv (middle) or with vi /∈ Cv (right).
Figure 4 Configurations (with respect to a root w0) of a cycle of length four.
Cv does not exceed the upper bound u. In (b), we have to make sure that P ′′ is a feasible
(l, u)-partition and not just an extendable one, as the weight of the cluster C ′′vi has to fulfill
the lower weight constraint. We compute these partitions by using the partition sets as
defined in Eq. (1). For this, we introduce a specific operation denoted as ⊕. Given the sets
A = S(T i−1v ) and B = S(Tvi), we define:
A⊕B = {(x1, k1 + k2) | l ≤ x2, k1 + k2 ≤ p, (x1, k1) ∈ A, (x2, k2) ∈ B}
∪ {(x1 + x2, k1 + k2 − 1) | x1 + x2 ≤ u, k1 + k2 − 1 ≤ p, (x1, k1) ∈ A, (x2, k2) ∈ B}.
(2)
The first line of this definition corresponds to all feasible partitions we obtain without
merging the clusters (option (b)) and the second line corresponds to the ones we get by
merging (option (a)). By setting S(T 0v ) = {(w(v), 1)}, we can compute all partition sets as
S(T iv) = S(T i−1v )⊕ S(Tvi) iteratively for each edge (v, vi) that did not belong to a cycle.
Now we present the computation of the partition sets for edges that belonged to cycles.
The idea is to decompose the cycles into different paths to efficiently compute and combine
partitions without influencing the computation for the edges of the remaining tree. If we
consider a cycle in general, we can compute all its partitions by decomposing the cycle to
paths. We can decompose a cycle of length m into m different paths by removing one edge
each time. These paths can be partitioned efficiently and we obtain all possible partitions of
the cycle by taking the union over all path partitions. This statement remains true if we
declare one node of the cycle as a “root” and consider the paths as small trees (see Fig. 4).
We call these the different configurations of a cycle and number them from 1 to m. One can
easily show that only m− 1 configurations are actually needed to obtain all partitions of a
cycle. Thus, we can ignore the m-th configuration from now on.
Let C(w0, wm−1) = 〈w0, w1, . . . , wm−1〉 be a cycle in TG (resp. G) of length m. Let each
node wi have ci children and let w1 be the k-th child of w0. Recall that for all other nodes
wi+1 is always the ci-th, i.e. the last, child (Remark 3). We apply the idea of different
configurations of a cycle to our tree representation (see Fig. 5). The first configuration is the
original subtree as given in TG. For the second configuration, we include the edge (w0, wm−1)
again, but remove the edge (wm−2, wm−1) and consider wm−1 as an additional child (position
right of w1) from now on. We continue this procedure of removing and adding edges. Hence,
in configuration j the node wm−j+1 is no longer a child of wm−j but of wm−j+2. In this
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Figure 5 The different considered configurations for a cycle of length four in the subtree of w0.
configuration, we can find all partitions such that wm−j and wm−j+1 are not in the same
cluster – unless this cluster contains all nodes of the cycle.
I Lemma 4. Let C be a cycle in G and C(w0, wm−1) the corresponding cycle in TG. Given a
partition P of C, this partition can be found in one of the m−1 configurations of C(w0, wm−1).
Proof. Let Cw0 be the cluster in P that contains the node w0. We consider different
cases: First, assume that Cw0 = {wi, . . . , w1, w0, wm−1, . . . , wj} with 0 ≤ i < j ≤ m where
w0 = wm. If j = i+ 1 the cluster contains all nodes of the cycle and this partition can be
found in any of the given configurations. If j = m, we find this partition in configuration 1.
Otherwise, we can find this partition when wj is the child of wj+1, wi is the child of wi−1 and
the remaining nodes (/∈ Cw0) of the cycle are in one subtree. This is the case in configuration
m− j + 1 as well as m− i. Given the last statement, a partition is found in configuration m
if j = 1 or i = 0. If only one of these equations is true, there is another configuration unequal
to m in which the partition can be found. If both are true, we have the case of j = i+ 1
where the partition can be found in any of the m− 1 other configurations. J
Let us transfer this to the partition sets S(T iv) as computed by the algorithm. We
introduce additional sets Sj(Twi) for each node wi that is part of a cycle. A set Sj(Twi)
contains tuples (x, k) that each correspond to an extendable (l, u)-partition of the tree Twi
in configuration j. As before, such a tuple corresponds to a partition of size k in which the
cluster containing the node wi has weight x. The different computations use the ⊕-operation
as defined above. First, let us consider the case that i = m− 1. Until the third configuration,
the subtree of the end node (and hence the computation) stays the same. Then, the node
obtains an additional child wm−2 which subtree and hence its partition set changes with
each configuration.
Sj(Twm−1) =
{
S(Twm−1)⊕ Sj(Twm−2) for j > 2,
S(Twm−1) otherwise.
(3)
When 0 < i < m− 1, that is wi is neither the start nor the end node of the given cycle, we
have to consider three cases: In configuration m− i and m− i+ 1, the subtree Twi is equal
to T ci−1wi because the last (ci-th) child is removed. If j < m− i, wi still has wi+1 as a child
but with a different subtree. If j > m − i+ 1, wi does not have wi+1 as its last child but
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wi−1 instead. This can be formalized as:
Sj(Twi) = Sj(T ciwi) =

S(T ci−1wi )⊕ Sj(Twi+1) for j < m− i,
S(T ci−1wi )⊕ Sj(Twi−1) for j > m− i+ 1,
S(T ci−1wi ) otherwise.
(4)
Now let us consider the start node w0 of the cycle. For the first configuration, we have to
combine the partitions of the subtree T k−1w0 with the partitions of the subtree rooting in w1.
In case j > 1, the subtree of w1 has changed and we treat wm−1 as an additional child of w0.
Sj(T kw0) =
{
S(T k−1w0 )⊕ Sj(Tw1) for j = 1,(
S(T k−1w0 )⊕ Sj(Tw1)
)⊕ Sj(Twm−1) otherwise. (5)
By taking the union over all configurations, we obtain the set S(T kw0) =
⋃m−1
j=1 Sj(T kw0). Note
that the computations only change regarding edges (wi, wi′) that belonged to the cycle. In
each configuration, we delete one of these edges and include another one again. This does
not affect (the computations for) the remaining subtrees of each wi, i.e. T c
′
w0 for c
′ 6= k and
T c
′
wi for c
′ 6= ci.
In Algorithm 1, we set S(T 0v ) as above and compute S(T iv) for every 1 ≤ i ≤ cv for cv
being the number of children of v. If we reach a start node v of a cycle C(v, w) and we
consider its child vi ∈ C(v, w), we use Eq. (5) with v = w0, vi = w1 and w = wm−1 to
compute S(T iv) – using (4) and (3) recursively. For all other edges (v, vi) that do not belong
to cycles, we compute S(T iv) = S(T i−1v )⊕ S(Tvi) as described before.
I Theorem 5. Given a weighted cactus graph G, a positive integer p and two non-negative
integers l and u (with l ≤ u), the p-(l, u)-partition problem can be decided in time O(u2p2n2).
Proof. Every set S(j) computed in Algorithm 1 consists of tuples (x, k) with x ≤ u and
k ≤ p and thus has size O(up). Since the ⊕-operation combines all elements of two such sets,
one operation takes O(u2p2) time. We perform one ⊕-operation for every pair (v, vi) – that
is every edge – in the tree. Hence, for every node (except the root) the set S contributes to
exactly one ⊕-operation. When considering different configurations of a cycle, we delete one
edge and insert a new one. Thus, the number of edges is fixed and we still perform exactly
one ⊕-operation for each existing edge. For every node each set Sj contributes to exactly
one ⊕-operation as well. Since 1 ≤ j < m for m being the length of a cycle and m in O(n),
we have at most O(n) ⊕-operations for every node. This results in an overall runtime of
O(u2p2n2).
The correctness of the algorithm follows from the definitions of the sets S(j) and the
⊕-operation and can be shown inductively. We will prove that every partition is computed
with our method. Let P be an extendable (l, u)-partition of a tree T iv (in some configuration
j) with |P | = k (≤ p) and w(Cv) = x (≤ u). We show that there is a tuple (x, k) ∈ S(T iv). If
i = 0, the tree T 0v only contains the node v. Thus, k = 1 and x = w(v). Since x ≤ u, we have
(w(v), 1) ∈ S(T 0v ). Now, let us assume that the statement is true for S(T i−1v ) and S(Tvi).
Let P ′ and P ′′ be the restrictions of P to nodes in T iv resp. Tvi . We consider two cases:
Case 1: Let vi /∈ Cv. Then, P ′ is also an extendable (l, u)-partition with w(C ′v) = w(Cv) =
x and |P ′| = k1 ≤ k and P ′′ is a (l, u)-partition with |P ′′| = k− k1 and l ≤ w(C ′′vi) = x2 ≤ u.
With our induction hypothesis, we have (x, k1) ∈ S(T i−1v ) and (x2, k − k1) ∈ S(Tvi). Using
the definition of the ⊕-operation, we have (x, k1 + k − k1) = (x, k) ∈ S(T iv).
Case 2: Let vi ∈ Cv. P ′ and P ′′ are both extendable (l, u)-partitions with |P ′| = k1 ≤ k,
|P ′′| = k− k1 + 1, w(C ′v) = x1 ≤ x and w(C ′′vi) = x− x1. With our induction hypothesis, we
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Algorithm 1 Decision of the p-(l, u)-partition problem for a weighted cactus graph.
Input: Cactus graph G, integers l, u, p with 0 ≤ l ≤ u and 0 < p.
Output: If there is a p-(l, u)-partition of G, yes. Otherwise, no.
Create a tree Tr by DFS on some vertex r ∈ G. Store all cycles of G as C(v, w).
forall v ∈ V bottom-up do
S(T 0v ) = {(w(v), 1)}
for 1 ≤ i ≤ cv do
if there is a cycle C(v, w) such that vi ∈ C(v, w) then
m = length(C(v, w))
for 1 ≤ j ≤ m− 1 do
Compute Sj(T iv) using (5) (with v = w0, vi = w1, w = wm−1) and
recursively (3) and (4)
S(T iv) =
⋃m−1
j=1 Sj(T iv)
else
S(T iv) = S(T i−1v )⊕ S(Tvi)
if (x, k) ∈ S(Tr) such that l ≤ x ≤ u and k = p then return yes
else return no
have (x1, k1) ∈ S(T i−1v ) and (x− x1, k − k1 + 1) ∈ S(Tvi). Using the ⊕-operation, we obtain
(x1 + x− x1, k1 + k − k1 + 1− 1) = (x, k) ∈ S(T iv). J
4.2 Polynomial-time algorithm
Similarly to Ito et al., we use intervals to reduce the size of the computed sets S and thereby
the runtime of their computation to polynomial time. Since some of their statements stay
valid for our problem instance and notation, we only present the definitions and describe the
general method. See Ito et al.’s work [8] for missing proofs.
Algorithm 1 computes sets S(j) that are of size O(up), with u being the number of
allowed clusters and u being the upper weight bound. We can reduce the size of these sets
to O(p2) which decreases the runtime of our algorithm to O(p4n2). The idea is to store
the weights in our tuples not as values x but as intervals [a, b]. Each interval is a maximal
d-consecutive subset of weights, with d = u− l being the difference between our upper and
lower weight bound. By using intervals, we have information about the weights – and hence
the possible partitions – without having to store all of them individually. We use this concept
to substitute the tuples (x, k) with tuples of the form ([a, b] , k).
I Definition 6. Let A be an ordered set of integers. A is called d-consecutive if the difference
between any two consecutive elements in A is at most d. That is, for each a ∈ A \ {max(A)}
there exists a′ ∈ A such that 0 < a′ − a ≤ d.
I Definition 7. Given a set A and a subset A′ ⊂ A, we call A′ a maximal d-consecutive
subset of A if A′ is d-consecutive and there exists no other d-consecutive subset in A that
contains A′.
We define [min(A),max(A)] as the interval of an integer set A and by I(A) we denote the
following set (see also Fig. 6 left):
I(A) = {[a, a′] | [a, a′] is the interval of a maximal d-consecutive subset of A}. (6)
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Let [a, a′] and [b, b′] be two intervals such that a ≤ b. We say that [a, a′] is d-interfering
with [b, b′] if b− a′ ≤ d. For two d-interfering intervals, we define a merge-operation unionmulti by
[a, a′] unionmulti [b, b′] = [a,max{a′, b′}]. If both intervals are d-consecutive, the merged interval is
d-consecutive as well. Let I be a set of intervals. We define M(I) as the set of intervals we
obtain by repeatedly merging all d-interfering intervals in I until none remain (see Fig. 6
right). Note that the set M(I) is unique and does not depend on the merging order.
We define S(j)(T iv, k) = {x | (x, k) ∈ S(j)(T iv)}. For the reduction of the partition sets, we
use intervals [a, a′] instead of integers x in our tuples, with [a, a′] being one of the intervals
of the maximal d-consecutive subsets of S(j)(T iv, k), i.e. the elements in I(S(j)(T iv, k)). Our
goal is to compute sets I(S(j)(T iv)) = {([a, a′], k) | [a, a′] ∈ I(S(j)(T iv, k))}. Lemma 8 shows
that instead of having at most u different weights x for each k (1 ≤ k ≤ p), we have at most
k = O(p) intervals [a, a′]. Thus, we have |I(S(j)(T iv))| = O(p2) instead of O(up).
I Lemma 8. The number of d-consecutive intervals in I(S(Tv, k)) does not exceed k.
I Corollary 9. |I(S(Tv))| = O(p2).
I Lemma 10. A rooted tree T has a p-(l, u)-partition if and only if the set I(S(T )) contains
a tuple ([a, a′], p) such that [a, a′] ∩ [l, u] 6= ∅.
Proof. Suppose T has a p-(l, u)-partition. This means there is a tuple (x, p) ∈ S(T ) such
that l ≤ x ≤ u . Therefore, there exists ([a, a′], p) ∈ I(S(T )) such that a ≤ x ≤ a′. Thus,
x ∈ [a, a′] ∩ [l, u].
Suppose there is ([a, a′], k) ∈ I(S(T )) such that [a, a′] ∩ [l, u] 6= ∅. Show that there exists
x ∈ S(T ) such that l ≤ x ≤ u. We have two cases: For case 1 assume a′ ≤ u. Then,
l ≤ a′ ≤ u and a′ ∈ S(T ). Otherwise, assume a ≤ u ≤ a′. Let X = {x1, x2, . . . , xk} be the
maximal d-consecutive subset of S(T ) with a = x1 < x2 < . . . < xk = a′. Let xi be the
minimal integer such that u ≤ xi. If u = xi, we have xi ∈ S(T ) with l ≤ xi ≤ u. If u < xi,
we have i > 1 and xi−1 < u. To show that l ≤ xi−1 remember that X is d-consecutive. Thus,
xi − xi−1 ≤ d = u− l⇒ l ≤ u− xi︸ ︷︷ ︸
<0
+xi−1. J
We adjust Algorithm 1 to compute interval sets I(T iv) and Ij(T iv) containing tuples with
maximal d-consecutive intervals that are not d-interfering. We show that these sets I(j)(T iv)
are indeed equal to I(S(j)(T iv)). Again, we start by considering the case that an edge (v, vi)
does not belong to a cycle. We compute a set I ′(T iv) = I(T i−1v )⊕I(Tvi) using a new definition
of the ⊕-operation that is compatible with intervals. Analogously to Eq. (2), we define for
A = I(T i−1v ) and B = I(Tvi):
A⊕B ={([a, a′], k1 + k2) | [b, b′] ∩ [l, u] 6= ∅, k1 + k2 ≤ p, ([a, a′], k1) ∈ A, ([b, b′], k2) ∈ B}
∪ {([a+ b, a′ + b′], k1 + k2 − 1) | a+ b ≤ u ∧ k1 + k2 − 1 ≤ p, (7)
([a, a′], k1) ∈ A, ([b, b′], k2) ∈ B}.
d
A
I(A)
d
I
M(I)
Figure 6 Left: Set I(A) of maximal d-consecutive subsets of an integer set A. Right: Set M(I)
of merged d-interfering intervals of an interval set I.
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Note that each interval ([a, a′], k) ∈ I ′(T iv) is d-consecutive but might be d-interfering
with some other interval ([b, b′], k) ∈ I ′(T iv). Hence, we use the merge-operation as described
above to obtain the set I(T iv) with only maximal d-consecutive intervals as follows:
I(T iv) =M(I ′(T iv)) = {([a, a′], k) | [a, a′] ∈M(I ′(T iv, k))}. (8)
For cycles, we use the same procedure as before and compute sets Ij(T iv) for each configuration
j. We adjust the equations (3)-(5) in the following way:
I ′j(Twm−1) =
{
I(Twm−1)⊕ Ij(Twm−2) for j > 2,
I(Twm−1) otherwise.
(3’)
I ′j(Twi) =

I(T ci−1wi )⊕ Ij(Twi+1) for j < m− i,
I(T ci−1wi )⊕ Ij(Twi−1) for j > m− i+ 1,
I(T ci−1wi ) otherwise.
(4’)
I ′j(T kw0) =
{
I(T k−1w0 )⊕ Ij(Tw1) for j = 1,
M(I(T k−1w0 )⊕ Ij(Tw1))⊕ Ij(Twm−1) otherwise.
(5’)
Analogously, we have I ′(T kw0) =
⋃m−1
j=1 I
′
j(T kw0). The procedure of Algorithm 2 is the same
as before. We compute I(T iv) for each node from the leaves to the root. If a node v is
the start node of a cycle, we use (3’)-(5’) to compute the missing partitions from the other
configurations. With the following two lemmas, we can argue that the computed sets I(T iv)
are equal to I(S(T iv)) and thereby prove the correctness of our algorithm.
I Lemma 11. For each (x, k) ∈ S(T iv) exists ([a, a′], k) ∈ I(T ) such that a ≤ x ≤ a′.
I Lemma 12. For each ([a, a′], k) ∈ I(T iv), we have both tuples (a, k) and (a′, k) contained
in S(T iv) and the set {x ∈ S(T iv, k) | a ≤ x ≤ a′} is d-consecutive.
I Corollary 13. The set I(T iv) is equal to I(S(T iv)).
I Theorem 14. Given a weighted cactus graph G, a positive integer p and two non-negative
integers l and u (with l ≤ u), the p-(l, u)-partition problem can be decided in time O(p4n2).
Proof. The correctness of Algorithm 2 follows from Theorem 5 and the lemmas and corollaries
in this subsection. As in Algorithm 1 the number of ⊕-operations is O(n2). Because of
Corollary 9 one ⊕-operation takes O(p4) time to compute a set I ′ resp. I ′j . If no cycle is
involved, the merge-operation I(T iv) =M(I ′(T iv)) takes time O(p4) as well. Otherwise, we
joined the sets I ′j for every configuration of a cycle and the resulting set I ′ has size O(p4n).
Therefore, we reduce at most O(np4) tuples in I ′ with the merge-operation M . This happens
at most O(n) times during the algorithm. Thus, the overall runtime is O(p4n2). J
4.3 Computation of partitions
We give a partition P of a graph as the set of edges such that the deletion of these edges
results in the clusters as the connected components of the graph. By remembering deleted
edges during the computation of Algorithm 1 or 2, we can then use backtracking to compute
M. Buchin and L. Selbach 11
Algorithm 2 Decision of the p-(l, u)-partition problem for a weighted cactus graph in
polynomial-time.
Input: Cactus graph G, integers l, u, p with 0 ≤ l ≤ u, 0 < p.
Output: If there is a p-(l, u)-partition of G, yes. Otherwise, no.
Create a tree Tr by DFS on some vertex r ∈ G. Store all cycles of G as C(v, w).
forall v ∈ V bottom-up do
I(T 0v ) = {([w(v), w(v)], 1)}
for 1 ≤ i ≤ cv do
if there is a cycle C(v, w) such that vi ∈ C(v, w) then
m = length(C(v, w))
for 1 ≤ j ≤ m− 1 do
Compute I ′j(T iv) using (5’) (with v = w0, vi = w1, w = wm−1) and
recursively (3’) and (4’)
I ′(T iv) =
⋃m−1
j=1 I
′
j(T iv)
else
I ′(T iv) = I(T i−1v )⊕ I(Tvi)
I(T iv) =M(I ′(T iv))
if ([a, a′], k) ∈ I(Tr) s.t. [a, a′] ∩ [l, u] 6= ∅ and k = p then return yes
else return no
a feasible partition of the graph - if it exists. For Algorithm 1, this approach is relatively
straightforward, but Algorithm 2 needs some additional storage and search procedure.
First, we explain the computation of a partition P for Algorithm 1. For each tuple
(x, k) ∈ S(T iv), we store a corresponding tuple (b, x′, k′) as follows. The first entry b is a
boolean value that indicates whether the partition was created by merging clusters. The
entry (x′, k′) corresponds to a tuple in S(Tvi) with which (x, k) was computed. It suffices to
store only one such tuple. If b = 0, this tuple is computed by the first line of the ⊕-operation
in Eq. (2). Thus, we include the edge (v, vi) into the set P and continue our search with
the tuples (x′, k′) ∈ S(Tvi) and (x, k − k′) ∈ S(T i−1v ). On the other hand, if b = 1, the tuple
(x, k) is the result of the second line in Eq. (2) and the search continues with (x′, k′) ∈ S(Tvi)
and (x− x′, k − k′ + 1) ∈ S(T i−1v ). For each tuple (x, k) ∈ Sj(T iv) that was computed in a
certain configuration of a cycle, we store the tuple (j, b, x′, k′). The additional parameter
j tells us the corresponding configuration and hence which equation of (3)-(5) was used to
compute the tuple (x, k). We continue the search with the tuples as above in the sets of the
corresponding formula of the given configuration. For each cycle, the backtracking process
leads through only one configuration. In configuration j of a cycle, the edge connecting the
node wm−j to wm−j+1 is deleted. Note that we can simply include this edge in the set P , as
the connectivity of the clusters stays preserved – even if all nodes of the cycle are contained
in one cluster.
Algorithm 2, on the other hand, provides a greater challenge. Ito et al. claimed that the
computation method for their polynomial-time algorithm is the same as for their pseudo-
polynomial one. However, it is not evident from their work how a backtracking through
the merged intervals is possible. By Lemma 10, we merely know that there exists a weight
corresponding to a feasible partition in [a, a′], yet not how to access this specific weight (resp.
the corresponding partition) within a backtracking process. We propose a method that stores
information about merged intervals to provide the desired backtracking and show that the
computation takes polynomial time and space for cactus graphs and thus trees as well.
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For each tuple ([a, a′], k) that was computed using the ⊕-operation in Algorithm 2, we
store (b, [c, c′], k′) resp. (j, b, [c, c′], k′) as above. Suppose we have tuples I = {([a1, a′1], k),
([a2, a′2, k]), . . . , ([am, a′m], k)} in I ′(T iv) (resp. I ′j(T iv)) with d-interfering intervals such that
M(I) = {([a, a′], k)}. For the merged tuple ([a, a′], k) ∈ I(T iv), we store the list L of all
intervals [ai, a′i] with their corresponding tuples ((ji), bi, [ci, c′i], ki). Otherwise, it would not
be possible to track back to a specific partition. If we start the backtracking process with
such a merged interval ([a, a′], k) ∈ I(T iv) with [a, a′] ∩ [l, u] 6= ∅, we know that there exists a
weight x ∈ [a, a′] with l ≤ x ≤ u. Our goal is to find a corresponding partition. We search
the list L for an interval [ai, a′i] such that [ai, a′i]∩ [l, u] 6= ∅. As above, we continue our search
with ([bi, b′i], k′i) in I(Tvi) and ([ai, a′i], k − ki) resp. ([ai − bi, a′i − b′i], k − ki + 1) in I(T i−1v )
(or for Ij in the sets of the corresponding configuration as described before). Suppose we
continue our search with the tuple ([ai − bi, a′i − b′i], k − ki + 1) = ([z, z′], k′) which was the
result of merging clusters. If the tuple ([z, z′], k′) is a merged interval with a list L′ as well,
we again choose a feasible interval from L′ for the backtracking process, but in this case, the
interval has to intersect with [l − bi, u− b′i] instead of [l, u].
I Theorem 15. Given a weighted cactus graph G, a positive integer p and two non-negative
integers l and u (with l ≤ u), computing a p-(l, u)-partition of G takes O(p4n2) time and
O(p5n2) space.
Proof. Using Algorithm 2, we can compute the sets I in time O(p4n2). For the elements in
those sets, we store corresponding tuples and lists as described above. Each of the O(n2)
many ⊕-operations generates a set of size O(p4) and for each element we store a tuple for the
backtracking process. At most O(n) times, we unite O(p4n) sets for different configurations
at the start node of a cycle. With merging, we reduce the number of elements to O(p2) but
for every element we additionally store a list of size O(p3) or O(p3n) – the latter in at most
O(n) cases. Therefore, storing the information takes O(p5n2) space.
Following that, we can find a specific tuple in a set I(T iv) in O(p2) time and finding a feasible
interval in the list L takes at most O(p3n) time. Thus, we can compute the partition given
the sets I in time O(p3n2). J
5 Optimal partitions
Our method can be used as an algorithmic framework to solve other (l, u)-partition problems.
In this paper, we present methods for a selection of problems. We show that computing a
partition with the optimal number of clusters can be achieved in polynomial time. Note
that for edge-weighted graphs, the previous algorithms work analogously. If the graph has
both weights on vertices and costs on edges, other problems arise. On the one hand, we can
include additional constraints, as in the capacity-constraint (l, u)-partition problem. On the
other hand, other optimization goals, such as minimizing the cost, are possible. We also
consider graphs in which not just weights but also sizes are assigned to the vertices. The
resulting partition problems are NP-hard even on trees [14, 1], but we show how to solve
them in pseudo-polynomial time by adjusting our previous method.
5.1 Minimum and maximum partition problem
Given a vertex-weighted graph G = (V,E,w) and parameters l and u as before, the minimum
(l, u)-partition problem is finding a (l, u)-partition of G while minimizing the number of
clusters. The maximum (l, u)-partition problem is defined analogously. When considering
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trees, it is possible to find the minimum resp. maximum number of clusters for a (l, u)-
partition in O(n5) [8]. Using the computation method described in the previous subsection,
one can compute the actual partition in the same time. If the graph is a cactus graph, we
can apply Algorithm 2 with p = n and search for the minimum resp. maximum value k such
that ([a, a′], k) ∈ I(TG) and [a, a′]∩ [l, u] 6= ∅. Thus, we can solve the problem in O(n6) time
and O(n7) space.
5.2 Min-cost partition problem
Let G be a graph with weights w(v) on its vertices and costs c(e) on its edges. We define the
cost C(P ) of a partition P as the sum of the cost of edges outside the clusters. The min-cost
(l, u)-partition problem is finding a (l, u)-partition of a graph G while minimizing the cost of
the partition. This problem is NP-hard even if l = 0 and G is a tree. However, there is a
O(u2n) time algorithm for trees [12] and we can adjust our method to solve this problem for
cactus graphs in pseudo-polynomial time as well. We replace the size parameter k in our
tuples with a parameter c for the cost. Thus, an element (x, c) ∈ S(j)(T iv) corresponds to an
extendable (l, u)-partition P of T iv (in configuration j) with w(Cv) = x and C(P ) = c. We
adjust the ⊕-operation accordingly. For A = S(T i−1v ) and B = S(Tvi), we define:
A⊕B ={(x1, c1 + c2 + c(v, vi) | l ≤ x2, (x1, c1) ∈ A, (x2, c2) ∈ B}
∪ {(x1 + x2, c1 + c2) | x1 + x2 ≤ u, (x1, c1) ∈ A, (x2, c2) ∈ B}.
(9)
For edges that did not belong to cycles, we compute S(T iv) = Min(S(T i−1v ) ⊕ S(Tvi)).
With this Min-procedure, we reduce the set to tuples (x, cmin) with cmin being the minimum
cost for each x. In each configuration of a cycle, one edge is removed. Its cost does not add to
the cost of the partition if all nodes of a cycle are contained in one single cluster. To indicate
whether there is a cut in the cycle, we use an additional boolean value b in the computed
tuples, with b = 1 indicating a cut. We use the same formulas as in Eq. (3)-(5), but with sets
S′j (instead of Sj) consisting of tuples (x, c, b), and we include the Min-procedure after each
⊕-operation. We initialize S′(Twm−1) = {(x, c, 0) | (x, k, c) ∈ S(Twm−1)} and analogously
S′(T ciwi) and S
′(T k−1w0 ). During the computation, we set b = 1 if a cut in the cycle is added.
This is the case whenever we do not merge the clusters. Otherwise, we have to check if a cut
already occurred. For A = S′j(Twi) and B = S′j(Twi′ ), we define:
A⊕B ={(x1, c1 + c2 + c(wi, wi′), 1) | l ≤ x2, (x1, c1, b1) ∈ A, (x2, c2, b2) ∈ B}
∪ {(x1 + x2, c1 + c2, b1 ∨ b2) | x1 + x2 ≤ u, (x1, c1, b1) ∈ A, (x2, c2, b2) ∈ B}.
(10)
At the start node w0 of a cycle, we assess the values b and add the cost of the missing edge if a
cut occurred. Thus, Sj(T kw0) = {(x, c+ c′) | (x, c, b) ∈ S′j(T kw0)} where c′ = c(wm−j , wm−j+1)
if b = 1 and c′ = 0 otherwise. Then, we compute S(T kw0) =Min(
⋃m−1
j=1 Sj(T kw0)).
The (l, u)-partition with minimal cost corresponds to the tuple where c is the minimum
over all tuples (x, c) ∈ S(T ) satisfying l ≤ x ≤ u. Note that reducing the tuples to those with
minimal cost can be done during the combination of the partition sets. For x (or combination
of x and b), we can update cmin whenever we find a partition with a smaller cost. Thus,
the size of each partition set is O(u) and the computation takes O(u2) time. Hence, we can
solve the min-cost (l, u)-partition problem in O(u2n2) time. If we include the size k as well
as the cost c in our partition sets, we can also solve the min-cost p-(l, u)-partition problem
in O(u2p2n2) time.
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5.3 Min-max and max-min partition problem
Let G be a graph such that each vertex is assigned a non-negative integer weight w(v) and
size s(v). The size and weight of a vertex cluster is the sum of the sizes and weights resp. of
its vertices. We define the min-max p-(l, u)-problem as finding a partition of a graph into
p clusters such that the size of each cluster is bounded by l and u and the weight of the
heaviest cluster is minimized. The max-min problem is defined analogously. Agasi et al.
considered the min-max problem on trees with l = 0. They proved its NP-completeness and
presented a O(u2n3 log(W (T ))) time algorithm, with W (T ) being the weight of the entire
tree [1]. By adjusting our method, we can solve both general problems for cactus graphs in
pseudo-polynomial time.
First, we consider the min-max problem and its corresponding decision problem: Given a
graph G, non-negative integers l, u and uw with l ≤ u and a positive integer p, is there a
partition of G into p clusters such that l ≤ s(Ci) ≤ u and w(Ci) ≤ uw for all clusters Ci?
Again, we assume that p ≤ n, s(v) ≤ u and w(v) ≤ uw for each vertex v in our graph. We
use tuples (x, y, k) ∈ S(j)(T iv) that correspond to an extendable (l, u)-partition (with regard
to size instead of weight) P of T iv (in some configuration j) with x = s(Cv), y = w(Cv) and
|P | = k. We adjust the ⊕-operation as follows:
A⊕B ={(x1, y1, k1 + k2) | l ≤ x2, k1 + k2 ≤ p, (x1, y1, k1) ∈ A, (x2, y2, k2) ∈ B}
∪ {(x1 + x2, y1 + y2, k1 + k2 − 1) | x1 + x2 ≤ u, y1 + y2 ≤ uw, k1 + k2 − 1 ≤ p,
(x1, y1, k1) ∈ A, (x2, y2, k2) ∈ B}.
(11)
After each ⊕-operation, we keep only tuples (x, ymin, k) for each combination of x and k.
Therefore, the size of the partition sets remains O(up). The computation for the entire
cactus graph takes O(u2p2n2) time. By using binary search over the value uw, we can solve
the min-max problem in O(u2p2n2 log(W (G))) time. For the max-min problem, we consider
the decision problem with w(Ci) ≥ lw. Then, we keep only the tuples (x, ymax, k) and in
the end use binary search over the value lw. This results in the same overall runtime. If the
graph is a tree, the runtime reduces by a factor of n. Note that in this case our method
has the same runtime as the algorithm of Agasi et al. but works also for a lower bound
l 6= 0. If s(v) = w(v), we can solve the max-min and min-max p-(l, u) partition problem for
cactus graphs in time O(p4n2 log(W (G))) by using a reduction of the partition sets as in
Subsection 4.2. In this case, it is also possible to adjust the computed tuples and minimize
resp. maximize weights during the computation to solve the problem in O(u2p2n2) time.
This might be favorable for smaller values of u.
5.4 Capacity constraint (l, u)-partition problem
Let G = (V,E,w) be a vertex-weighted graph as before. We assign each edge a capacity c(e).
Let the capacity c(C) of a cluster C be the sum of capacities of the edges that connected
vertices within the cluster to vertices outside of it. The minimum uc-(lw, uw)-problem is
finding a partition with the minimum number of clusters such that lw ≤ w(Ci) ≤ uw and
c(Ci) ≤ uc for each cluster C. This problem is NP-hard even on trees [14]. We can solve
this problem in pseudo-polynomial time on cactus graphs by adding the capacities to our
computed partitions. A tuple (x, y, k) ∈ S(j)(T iv) corresponds to an extendable (lw, uw)-
partition as before, with y = c(Cv) being the capacity of the cluster containing the node v in
regard to the tree T iv (in configuration j). We define the ⊕-operation for A = S(T i−1v ) and
M. Buchin and L. Selbach 15
B = S(Tvi) as follows:
A⊕B ={(x1, y1 + c(v, vi), k1 + k2) | lw ≤ x2, y2 + c(v, vi) ≤ uc, y1 + c(v, vi) ≤ uc,
(x1, y1, k1) ∈ A, (x2, y2, k2) ∈ B}
∪ {(x1 + x2, y1 + y2, k1 + k2 − 1) | x1 + x2 ≤ uw, y1 + y2 ≤ uc,
(x1, y1, k1) ∈ A, (x2, y2, k2) ∈ B}.
(12)
We reduce the set of tuples with a Min-procedure and keep only tuples (x, ymin, k), with
ymin being the minimum capacity for each combination of x and k. For cycles, we have to
be more careful to compute the right capacities and therefore we consider two cases. Again,
we compute sets S′j rather than Sj with an additional boolean parameter b. In the first
case, we add the value of the edge (wm−j , wm−j+1) that is removed in some configuration
j to the capacity of the clusters that contain these nodes in S′j(Twm−j ) and S′j(Twm−j+1)
and set b = 1. In the second case, we do not add this value and set b = 0 to indicate
that only merge-operations are allowed to follow. We use the Eq. (3)-(5) and initialize
S′(Twm−1) = {(x, y, k, 1) | (x, y, k) ∈ S(Twm−1)} and S′(T ci−1wi ) and S′(T k−1w0 ) analogously.
In a configuration j, we set for i = m− j and m− j + 1:
S′j(T ciwi) ={(x, y, k, 0) | (x, y, k) ∈ S′(T ci−1wi )} ∪ {(x, y + c(wm−j , wm−j+1), k, 1) |
y + c(wm−j , wm−j+1) ≤ uc, (x, y, k) ∈ S′(T ci−1wi )}
(13)
For A = S′j(Twi) and B = S′j(Twi′ ), we define:
A⊕B ={(x1, y1 + c(wi, wi′), k1 + k2, 1) | b1 ∧ b2 = 1, lw ≤ x2, y2 + c(wi, wi′) ≤ uc,
y1 + c(wi, wi′) ≤ uc, (x1, y1, k1, b1) ∈ A, (x2, y2, k2, b2) ∈ B}
∪ {(x1 + x2, y1 + y2, k1 + k2 − 1, b2) | x1 + x2 ≤ uw, y1 + y2 ≤ uc,
(x1, y1, k1, b1) ∈ A, (x2, y1, k2, b2) ∈ B}.
(14)
Again, after each ⊕-operation, we keep only the tuples with minimal capacity. At the start
node w0 of a cycle, we remove the parameter b by Sj(T kw0) = {(x, y, k)|(x, y, k, b) ∈ S′j(T kw0)}.
Then, we compute S(T kw0) =
⋃m−1
j=1 Sj(T kw0) as before and keep only those tuples with
minimal capacity. Note the following: Without adding the value of the removed edge, only
merge-procedures are forced to happen and all nodes of the cycle end up in one single cluster.
If the value is not added, it is still possible to execute only merge-procedures, but since we
keep only partitions with the lowest capacity, the corresponding tuple is deleted.
In the end, we obtain the optimal uc-(lw, uw)-partition by computing (via backtracking)
the partition corresponding to the tuple in which k is the minimum or maximum over all
tuples (x, y, k) ∈ S(T ) satisfying lw ≤ x ≤ uw. Since the computation of one partition set
again takes O(u2wn2) time, we can solve the problem in O(u2wn4) time for cactus graphs.
Note that if the capacity of the clusters is also bounded below by some parameter lc, the
problem can be solved in O(u2wu2cn4) time.
6 Conclusion
We considered different (l, u)-partition problems for weighted cactus graphs and presented a
partitioning algorithm that deals with cycles efficiently. For the partition into a fixed number
of clusters, we obtained an algorithm with a polynomial runtime of O(p4n2). Furthermore,
we showed that solving the minimum resp. maximum (l, u)-partition problem takes O(n6)
time. We presented a method for the computation of partitions in polynomial time which
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was incomplete in previous research. Moreover, we showed the potential of using our method
as an algorithmic framework to solve other partition problems for weighted trees and cactus
graphs. We were able to obtain pseudo-polynomial-time algorithms for otherwise NP-hard
problems. It remains open whether some of the (l, u)-partition problems are NP-hard for
other graph classes, e.g. outerplanar graphs, or further (pseudo-)polynomial time algorithms
exist.
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