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We are concerned with the nonlinear discrete periodic boundary value problem
−∆[p(t − 1)∆u(t − 1)] + q(t)u(t) = rg(t)f (u(t)), t ∈ [1, T ]Z,
u(0) = u(T ), p(0)∆u(0) = p(T )∆u(T ), (P)
where r is a positive parameter. Optimal interval will be given to the parameter r to ensure
that (P) has at least one positive solution.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Krasnosel’skii’s theorem in cone has often been used to study the existence and multiplicity of positive solutions of
periodic boundary value problems over forty years, see Krasnosel’skii˘ [1], Gustafson and Schmitt [2], Nussbaum [3], Atici
and Guseinov [4], Jiang et al. [5], O’Ragan and Wang [6], Torres [7], Zhang and Wang [8] and the references therein. Very
recently, Graef, Kong and Wang [9] considered the following periodic boundary value problems
u′′ − ρ2u+ ra(t)f (u) = 0, 0 < t < 2pi, (1.1)
u(0) = u(2pi), u′(0) = u′(2pi), (1.2)
where a and f satisfy the conditions:
(C1) a : [0, 2pi ] → [0,∞) is continuous and ∫ 2pi0 a(t)dt > 0;
(C2) f : [0,∞)→ [0,∞) is continuous and f (u) > 0 for u > 0.
Under different combinations of superlinearity and sublinearity of the function f , using the cone expansion/compression
fixed point theorem, they established some existence results of positive solutions which are derived in terms of different
values of r .
In 1999, Atici and Guseinov [10] investigated the existence of positive periodic solutions for the discrete analogue of (1.1)
and (1.2) of the form
−∆[p(t − 1)∆u(t − 1)] + q(t)u(t) = rg(t)f (u(t)), t ∈ [1, T ]Z, (1.3)
u(0) = u(T ), p(0)∆u(0) = p(T )∆u(T ), (1.4)
where Z is the set of integers, T ∈ Zwith T > 2, a, b ∈ Z and [a, b]Z = {a, a+ 1, . . . , b}, f˜ , g, p and q satisfy the following
assumptions:
∗ Corresponding author.
E-mail address:mary@nwnu.edu.cn (R. Ma).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.07.071
R. Ma, H. Ma / Computers and Mathematics with Applications 59 (2010) 136–141 137
(A1) f ∈ C([0,∞), [0,∞))
(A2) there exist f0, f∞ ∈ (0,∞) such that
f0 = lim
s→0+
f (s)
s
, f∞ = lim
s→+∞
f (s)
s
. (1.5)
(A3) p, g : Z→ (0,∞) and q(·) : Z→ [0,∞) are T -periodic, and q(·) 6≡ 0.
By applying fixed point theorem in cones, they showed that when
M
m2f∞
T∑
t=1
g(t)
≤ r ≤ 1
Mf0
T∑
t=1
g(t)
or
M
m2f0
T∑
t=1
g(t)
≤ r ≤ 1
Mf∞
T∑
t=1
g(t)
,
where M are the maximum and minimum of the corresponding Green’s function respectively, then (1.3) and (1.4) has at
least one positive periodic solution.
Motivated by Graef, Kong andWang [9] and Atici and Guseinov [10], in this paper, we will give a complete description of
the global behavior of positive solution set of (1.3) and (1.4), and this make us determine the optimal intervals of r in which
(1.3) and (1.4) has positive solutions. To wit, we have
Theorem 1.1. Let (A3) hold. Let λ1 be the first eigenvalue of the linear eigenvalue problem
−∆[p(t − 1)∆u(t − 1)] + q(t)u(t) = rg(t)u, t ∈ [1, T ]Z, (1.6)
u(0) = u(T ), p(0)∆u(0) = p(T )∆u(T ). (1.7)
Assume that
(H1) f ∈ (R,R) with sf (s) > 0 for s 6= 0;
(H2) there exist f0, f∞ ∈ (0,∞) such that
f0 = lim|s|→0
f (s)
s
, f∞ = lim|s|→∞
f (s)
s
and assume that either
λ1
f∞
< r <
λ1
f0
(1.8)
or
λ1
f0
< r <
λ1
f∞
. (1.9)
Then (1.3) and (1.4) has two T-periodic solutions u+ and u− such that u+ is positive in (0, T ) and u− is negative in (0, T ).
Remark 1.1. It is worth remaking that (1.8) (or (1.9)) gives the optimal interval for r in which (1.3) and (1.4) has positive
solutions.
This can be easily seen from the linear problem (1.6) and (1.7). In fact, if r < λ1 in (1.6) and (1.7), then f0 = f∞ = r < λ1,
and in this case, (1.6) and (1.7) has only trivial solution, and no positive or negative solutions at all. Similarly, r ∈ (λ1, λ2)
implies that (1.6) and (1.7) has only trivial solution, where λ2 is the second eigenvalue of (1.6) and (1.7).
For previous work on the existence andmultiplicity of periodic solutions of related problems, see Fonda and Habets [11],
Rachunková et al. [12], Wang [13], Chu et al. [14], Yu and Guo [15], Ding and Zanolin [16], R. Ma and H. Ma [17,18] and the
references therein. These paper used Leray–Schauder fixed point theorem, Mawhin coincidence degree theory, time-map
estimation and the critical point theory. For other results on the existence and multiplicity of periodic solutions of ordinary
differential equations based upon bifurcation techniques, see Ward Jr [19] and Ma [20].
The rest of the paper is arranged as follows: In Section 2, we give some notations and preliminary results, and in Section 3,
we will prove our main results.
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2. Preliminaries
Denote by {ϕt}T+1t=0 and {ψt}T+1t=0 the solutions of the corresponding homogeneous equation
−∆[p(t − 1)∆u(t − 1)] + q(t)u(t) = 0, t ∈ [1, T ]Z (2.1)
with the initial conditions, respectively,
ϕ(0) = ϕ(1) = 1,
ψ(0) = 0, p(0)ψ(1) = 1.
Set
D = ϕ(T )+ p(T )∆ψ(T )− 2. (2.2)
Lemma 2.1 ([10]). If (A3) holds, then D > 0.
Lemma 2.2 ([10]). Assume (A3) holds. For the solution of the problem
−∆[p(t − 1)∆u(t − 1)] + q(t)u(t) = rh(t), t ∈ [1, T ]Z,
u(0) = u(T ), p(0)∆u(0) = p(T )∆u(T ), (2.3)
the formula
u(t) =
T∑
s=1
G(t, s)h(s), t ∈ [0, T + 1]Z (2.4)
holds, where
G(t, s) = ψ(T )
D
ϕ(t)ϕ(s)− p(T )∆ϕ(T )
D
ψ(t)ψ(s)
+

p(T )∆ψ(T )− 1
D
ϕ(t)ψ(s)− ϕ(T )− 1
D
ϕ(s)ψ(t), 0 ≤ s ≤ t ≤ T + 1,
p(T )∆ψ(T )− 1
D
ϕ(s)ψ(t)− ϕ(T )− 1
D
ϕ(t)ψ(s), 0 ≤ t ≤ s ≤ T + 1
(2.5)
and the number D is defined by (2.2).
Lemma 2.3 ([10]). Assume (A3) holds. The Green’s function G(t, s) possesses the following property,
G(t, s) > 0 t, s ∈ [0, T ]Z.
Now, let us set
m = min
t,s∈[1,T ]Z
G(t, s), M = max
t,s∈[1,T ]Z
G(t, s).
Let
X = {u : Z→ R | u(t) = u(T + t), p(t)∆u(t) = p(T + t)∆u(T + t), t ∈ Z}. (2.6)
Then X is a Banach space with the norm
‖u‖ = max
t∈[1, T ]Z
|u(t)|.
Define the cone K in X by
K = {u ∈ X : u(t) ≥ 0 on [1, T ]Z}. (2.7)
Define the map A : K → X by
Au(t) =
T∑
s=1
G(t, s)g(s)u(s), t ∈ [0, T + 1]Z. (2.8)
From Lemma 2.3, we can easily obtain the following lemma.
Lemma 2.4. Assume (A3) hold. Then the linear operator A maps K \ {0} into int K , and A : K → K is completely continuous.
Remark 2.1. Lemma 2.4 ensures that A is a strongly positive linear operator on X . From Krein–Rutman Theorem [21,
Theorem 19.3], it can be inferred that r(A) (r(A) > 0 denotes the spectrum radius of A) is the first eigenvalue of A, which is
simple with the corresponding eigenfunction ϕ ∈ int K and there is no other eigenvalue with a positive eigenfunction.
From Remark 2.1, we know that λ1 = r(A)−1.
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3. Proof of the main results
Set L : X → X as follows,
Lu(t) = −∆[p(t − 1)∆u(t − 1)] + q(t)u(t).
Let ζ , ξ ∈ C(R,R) be such that
f (u) = f0u+ ζ (u), f (u) = f∞u+ ξ(u).
Clearly
lim|u|→0
ζ (u)
u
= 0, lim|u|→∞
ξ(u)
u
= 0. (3.1)
Let
ξ˜ (u) = max
0≤|s|≤u
|ξ(s)|,
then ξ˜ is nondecreasing and
lim
u→∞
ξ˜ (u)
u
= 0. (3.2)
Let us consider
Lu− λg(t)rf0u− λg(t)rζ (u) = 0 (3.3)
as a bifurcation problem from the trivial solution u ≡ 0.
Eq. (3.3) can be converted to the equivalent equation
u(t) = λL−1[g(·)rf0u(·)](t)+ λL−1[g(·)rζ (u(·))](t). (3.4)
Further we note that ‖L−1[g(·)ζ (u(·))]‖ = o(‖u‖) for u near 0 in X , since
‖L−1[g(·)ζ (u(·))]‖ = max
t∈[1,T ]
∣∣∣∣∣ T∑
s=1
G(t, s)g(s)ζ (u(s))
∣∣∣∣∣
≤ C · max
s∈[1,T ]
|g(s)|‖ζ (u(·))‖.
LetY = R×X under the product topology. Let S+ denote the set of positive functions u ∈ X . Set S− = −S+, S = S+∪S−.
They are disjoint and open in X . Finally, letΦ± = R× S± andΦ = R× S.
Now the results of Rabinowitz [22] for (3.3) can be stated as follows: For each ν ∈ {+,−}, there exists a continuum
Cν ⊆ Φν of solutions of (3.3) joining ( λ1rf0 , 0) to infinity inΦν . Moreover, Cν \ {( λ1rf0 , 0)} ⊂ Φν .
It is clear that any solution of (3.3) of the form (1, u) yields a solutions u of (1.3) and (1.4). We will show that Cν crosses
the hyperplane {1} × X in R× X . To do this, it is enough to show that Cν joins ( λ1rf0 , 0) to ( λ1rf∞ ,∞). Let (µn, yn) ∈ Cν satisfy
µn + ‖yn‖ → ∞.
We note that µn > 0 for all n ∈ N since (0, 0) is the only solution of (3.3) for λ = 0 and Cνk ∩ ({0} × X) = ∅.
Case 1. λ1f∞ < r <
λ1
f0
.
In this case, we show that( λ1
rf∞
,
λ1
rf0
)
⊆ {λ ∈ R|∃(λ, u) ∈ Cν}.
We divide the proof into two steps.
Step 1. We show that if there exists a constant numberM > 0 such that
µn ⊂ (0,M], (3.5)
then Cν joins
(
λ1
rf0
, 0
)
to
(
λ1
rf∞ ,∞
)
.
In this case it follows that
‖yn‖ → ∞. (3.6)
We divide the equation
Lyn − µng(t)rf∞yn − µng(t)rξ(yn(t)) = 0 (3.7)
140 R. Ma, H. Ma / Computers and Mathematics with Applications 59 (2010) 136–141
by ‖yn‖ and set y¯n = yn‖yn‖ . Since y¯n is bounded in X , after taking a subsequence if necessary, we have that y¯n → y¯ for some
y¯ ∈ X with ‖y¯‖ = 1. Moreover, from (H1) and (3.2) and the fact that ξ˜ is nondecreasing, we have that
lim
n→∞
|ξ(yn(t))|
‖yn‖ = 0, (3.8)
since |ξ(yn(t))|‖yn‖ ≤ ξ˜ (|yn(t)|)‖yn‖ ≤ ξ˜ (‖yn‖)‖yn‖ . Thus
y¯(t) =
T∑
s=1
rG(t, s)µ¯g(s)f∞y¯(s),
where µ¯ := limn→∞ µn, again choosing a subsequence and relabelling if necessary. Thus
Ly¯− µ¯g(t)rf∞y¯ = 0. (3.9)
We claim that
y¯ ∈ Cν . (3.10)
Suppose on the contrary that y¯ 6∈ Cν . Since y¯ is a nontrivial solution of (3.9) and all generalized zeros of y¯ in (0, T ) are
non-degenerate (if y¯(t0) = 0, it can be obtained easily from (3.9) that y¯(t0 − 1)y¯(t0 + 1) < 0), which together with the fact
y¯n ∈ X implies that either y¯ ∈ Sι for some ι 6= ν or y¯ changes its sign in (0, T + 1). By the openness of Sν , there exists a
neighborhood U(y¯, ρ0) such that for any u ∈ U(y¯, ρ0), either u ∈ Sι for some ι 6= ν or u changes its sign in (0, T +1). which
contradicts the facts that y¯n → y¯ in X and y¯n ∈ Cν . Therefore y¯ ∈ Cν . Moreover µ¯rf∞ = λ1, so that
µ¯ = λ1
rf∞
.
Thus Cν joins
(
λ1
rf0
, 0
)
to
(
λ1
rf∞ ,∞
)
.
Step 2. We show that there exists a constantM such that µn ∈ (0,M] for all n.
Since {(µn, yn)} are the solutions of (3.3), it follows that
Lyn = µnrg(t) f (yn)yn yn. (3.11)
From (H1), (H2), there exist two positive constants ρ1 and ρ2, such that
ρ1 <
f (yn)
yn
< ρ2. (3.12)
Let ηk be the (k+ 1)th eigenvalue of the linear eigenvalue problem
Lv = ηg(t)v. (3.13)
Then
ηk = sup
[Ek]
inf
v∈Ek
〈Lv, v〉
〈v, v〉 , k = 1, . . . ,N, (3.14)
where N denotes the number of different eigenspace of A (from [23], we know N is a finite number), Ek is any linear
subspace of X of dimension k, and [Ek] denotes the set of all linear subspaces of X of dimension k and 〈u, v〉 is defined
by 〈u, v〉 =∑Tt=1 g(t)u(t)v(t).
Similarly, if we denote
Γn(t) := f (yn(t))yn(t)
then we have from (3.11) and the fact yn ∈ Sk that
µn = sup
[Ek]
inf
v∈Ek
〈Lv, v〉
〈rΓnv, v〉 , k = 1, . . . ,N. (3.15)
Combining (3.14) and (3.15) and using (3.12), it concludes that
ηk
rρ2
< µn <
ηk
rρ1
, n ∈ N.
Case 2. λ1f0 < r <
λ1
f∞ .
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In this case, we have that
λ1
rf0
< 1 <
λ1
rf∞
.
If (µn, yn) ∈ Cν is such that
lim
n→∞(µn + ‖yn‖) = ∞
and
lim
n→∞µn = ∞,
then (
λ1
rf0
,
λ1
rf∞
)
⊆ {λ ∈ (0,∞)|(λ, u) ∈ Cν}
and, moreover,
({1} × X) ∩ Cν 6= ∅.
Assume that there existsM > 0, such that for all n ∈ N,
µn ∈ (0,M].
Applying a similar argument to that used in Step 1 of Case 1, after taking a subsequence and relabelling, if necessary, it
follows that
(µn, yn)→
(
λ1
rf∞
,∞
)
, n→∞.
Again Cν joins
(
λ1
rf0
, 0
)
to
(
λ1
rf∞ ,∞
)
and the result follows. 
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