Abstract. The error of a particular integration rule applied to a Hubert space of functions analytic within an ellipse containing the interval of integration is a bounded linear functional. Its norm, which depends on the size of the ellipse, has proved useful in estimating the truncation error occurring when the integral of a particular analytic function is approximated using the rule in question. It is thus of interest to study rules which minimize this norm, : namely minimal integration rules. The present paper deals with asymptotic properties of such minimal integration rules as the underlying ellipses shrink to the interval of integration.
Introduction.
In the numerical integration of analytic functions, it is possible to define nonclassical integration rules, called Minimal Integration Rules, having a minimizing property relative to a subclass of analytic functions. To define these rules, we introduce Hubert spaces of functions, analytic in simply connected domains B in the complex plane, which contain the interval of integration /. The error in any integration rule, with abscissae in /, defines a bounded linear functional in each such Hilbert space. A rule for which the corresponding error functional is of minimum norm, relative to a particular Hilbert space, is called a minimal rule.
For the standardized interval [-1, 1], various minimal rules have been computed. In [8] Valentin dealt with Hilbert spaces of functions, analytic in circles with radius R >|l. He proved that, as R -» °°, the rules tend to Gaussian rules with the same number of points. A similar asymptotic behaviour was found by Barnhill [1] , considering Hilbert spaces of analytic functions inside ellipses e", with foci at (±1, 0) and semimajor axis a = KVp + 1/Vp)-In this case the minimal rules tend to Gaussian rules, as the areas of the ellipses tend to cover the complex plane (p -> °°).
The proofs given in [1] deal with spaces with an area integral as a scalar product. Similar proofs can be carried over for the case of a line integral scalar product [5] .
In this work we discuss the asymptotic behaviour of minimal rules, as the ellipses collapse to the interval / (p -* 1). For the two types of scalar products, the considerations are along the same lines, but the asymptotic behaviour turns out to be different. Using the same technique, we deal as well with minimal rules in the class of rules which integrate constants exactly.
The asymptotic behaviour of the minimal rules was checked numerically by computing minimal rules for various values of p, monotonically decreasing to 1. The numerical results agree with the theoretical ones, as demonstrated in Section 7.
In Section 2 we introduce the two families of Hilbert spaces, L2(ep), H2(ef), and formulate the two problems we deal with.
In Section 3 we cite a result which characterizes the minimizing weights in the general case, and prove a theorem, concerning the minimizing weights in the class of rules which integrate constants exactly. In Section 4 we deal with the asymptotic behaviour of minimal rules, in the oneparameter family of spaces L\ep), as p -> 1. In Section 5 we give the analogous results in the family of spaces H2{ef). In Section 6 we give a table which summarizes the results of Sections 4, 5.
In Appendices A, B, we investigate the asymptotic behaviour, for p -► 1, of some infinite sums, the results being used in Sections 4, 5.
2. Formulation of the Problems. Let e" designate the ellipse with foci at (± 1,0), where p = (a + b)2, a is the semimajor axis and b is the semiminor axis, b = (a2 -1)I/S. Two Hilbert spaces of analytic functions inside e" are considered:
(a) The collection of all analytic functions which satisfy: Using the complete orthonormal set of functions in H, analytic expressions for the above representers can be derived :
For a fixed set of n distinct points in [-1, 1], two problems can be formulated: Problem a. Determine the weights which minimize the norm on the error functional of the corresponding integration rule.
Problem b. Determine the weights which minimize the norm of the error functional, in the class of rules which integrate constants exactly. This restriction is equivalent to the side condition 2*-i ^¿ = 2.
Having the minimizing weights as functions of the n abscissae, it is possible to look for that set of n abscissae, for which the corresponding error functional is of minimum norm, relative to any other set of n abscissae in [-1, 1] . This set will be referred to as the set of minimizing abscissae, and will lie in (-1, 1) [6] .
In what follows, we consider, for both problems, the asymptotic behaviour, as p -> 1, of the minimizing weights, as functions of the abscissae, and the asymptotic behaviour of the minimizing abscissae as p -* 1. subject to the side condition ¿~Zl-i ^< = 2, is unique. This set satisfies the following linear system of equations:
where ß is determined by the side condition.
Proof. Let n n r = <P -zZ ¿¿a = 4> -2-/-,, -Z M<t>zi -*").
The solution to the problem min^s ... ¿" ||r|| is given by the normal equations:
Since the set of n -1 functions j^,. -<px,\""2 is linearly independent, A2, • • ■ , Aa are uniquely determined, and with At = 2 -Z"_2 A¡, the set of M.W.b is unique. Rearranging the terms in (8) we get:
, n.
Substitution of A¡ for 2 -Z"_2 ^/» yields the desired result, namely: 4. The Family of Spaces L2(ep), p > 1. Explicit expressions for the representers <t>(z), </>If(z) in L\ef), can be written, according to (1) , (3), (4) , in the following way:
In (9) we used the known result: JL, i/"(x) dx = [1 + (-l)1/(/w + 1). Let xu ■ ■ • , x" be any set of n distinct points in (-1, 1). For p > 1 the normal equations (5) multiplied by (p -1/p)2 will yield the minimizing weights:
Since all the coefficients of system (11) are real, the solution of (11) is also real. Using the results of Appendix A, the above expressions, as p -> 1, are asymptotically:
Inserting the expressions in (11), we get:
To first order in (p -1/p) the solution of the above system is the following:
For this set of weights, (r, r) is given by (6) . Inserting (12) into (6), we get for p -» 1 : These results yield the following theorem: Theorem 2. For any set ofn distinct points xu • • ■ , xn in (-1, 1), the minimizing weights converge to zero as p -» 1 according to (13). Each point in (-1, 1) contributes asymptotically the same amount to the reduction of (r, r), this amount being asymptotically 4/tt. The ratio of this amount to the value of((j>, <b) is [2/ir2 + o(l)](p -1/p), and (r, r) is asymptotically equal to (<p, 4>), where
The minimizing weights of Problem b can be expressed, using (13) and Corollary 1, in the following way:
where vu ■ ■ ■ , vn are the solution of the system: This result furnishes the first part of the following theorem: Theorem 3. For any set ofn distinct points in (-1, 1), the minimizing weights which satisfy £"_i At = 2, are asymptotically given by (14). The norm of the corresponding error functional behaves asymptotically as (ir/£"_! (1 -x2))1/22(p -1/p)-1, and the minimizing abscissae tend to the midpoint of I, namely to zero. The corresponding minimizing weights tend to be equal, each tending to 2/n.
Proof. The general form of (r, r) is:
i% n (15) (r, r) -(*,*)-2 £ Ai(<p,<pxi) + £ AtA{((l>",<pal).
• -1 i.I-1
Inserting the asymptotic expressions, (12) for the scalar products, and (14) for the weights, we get after some manipulations:
(r, r) = [4*/ £ (1 -x2) + o(l)J(p -l/p)"a. Since all the coefficients of system (18) are real, the solution of (18) is real as well.
Applying the results of Appendix B, the above expressions, as p -> 1, are asymptotically:
Inserting these expressions in (18), we get:
The solution of (20) to first order in (p -1/p) is:
For these weights, (r, r) can be written by (6) and ( 
Inserting this result in (15) and using (19), we get after some manipulations:
These results are summarized in the following theorem: Theorem 5. For any set ofn distinct points in (-1, 1) , the minimizing weights, in
]■
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use the class of weights which satisfy £"., A¿ = 2, are asymptotically equal, each tending to 2/n as p -> 1. The norm of the corresponding error functional increases as (2/n)1/2(p -l/p)-1/2. Each point in (-1, 1) is "equally good", with respect to the asymptotic contribution to the reduction of(r, r). Since all the rules turned out to be symmetric, the given abscissae are all nonnegative.
In Table 1 the rules are unconstrained minimal rules in L2(«p), while in Table 2 the rules are minimal rules with £?_, A¡ -2. Tables 3, 4 are the analogous tables for H\tp).
Remark. In Table 1 the minimizing abscissae are inaccurite, since any point in (-1, 1) is "equally good" in this case, and the function (r, r) is very "flat". However, by inspection, we conjecture that the minimizing abscissae converge, as p -» 1, to the roots of U"(x), namely: xt -» cos íV/(b + 1), i = 1, • • • , n. This behaviour cannot be proved by our methods, since it depends on higher orders of (p -1/p). Table 2 Constrained In Table 4 we observe a slow convergence of the minimizing abscissae to zero, a behaviour which cannot be predicted by the theory.
The minimization of (r, f) as a function of the abscissae and weights, was performed by the method of Fletcher and Powell [3] . Result 2 (Abel). Let £¡°_0 an\¡/"(x) be uniformly convergent in any closed interval contained in (a, ß). If £"_0 a» < m, and if 0 < i/<"(x) S 1 for x G (a, ß), and \p,(a) = 1, then £"_" an\pn(x) is uniformly convergent in a ^ x :£ ß1 < ß, and o» 00 lim £ a"^"to = £ a,.
x-*a n-0 n-0
In what follows i/"(x) denotes the Chebyshev polynomial of the second kind, £/"(x) = sin (« + l)0/sin 0, with 0 = arc cos x.
Lemma 1. For -1 < x < 1, Lemma 2. For -1 < x¡, x, < 1, x, ^ x,,
Proof. and since b0 = 1, we have for p > 1 :
This relation yields the desired result when p -> 1+.
Lemma 3. For 0 < 0 < t, 
