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Abstract
In this paper, the classication capability of Calinski-Harabasz criterion as an internal cluster
validation measure has been evaluated for clustering-based region discrimination on cervical cells.
In this approach, subregions in the sample image are initially randomly constructed to be the
individuals of the population. At each generation, individuals are evaluated according to their
Accordingly a novel genetic structure for meta heuristic area isolation is proposed. Evaluation
of proposed combination of genetic algorithm and Calinski-Harabasz measure is achieved by
experiments, conducted on real cervical cell samples. We have used two separate cluster validity
measures to evaluate the performance of the clustering approach. Jaccard index and F-score
are utilized for objective comparison. Results shows that, Calinski-Harabasz criteria may have
a better performance with proposed novel genetic structure and presented mechanism may have
great potential on discrimination of specic regions.
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1 Introduction
Evolutionary computing is an unsupervised machine learning approach where system perform search
for better solution to a complex problem [1]. Evolutionary computing is used in a wide variety of
biomedical applications where automated characterization and classication of biological data is
to be achieved by a meta-heuristic approach [2]. This approach allows us to mimic nature for
automated solution search without any prior training stage [3][4]. In the conventional evolutionary
approach, genetic operators are applied to modify the parameters ,the so-called chromosomes,
of potential solution candidates in order to converge the "best" solution [5][6]. The tness, a
mathematical score indicating the success of the solution, is the key to carry the best individuals to
the next generation [7][8]. For the overall success of the method, individuals that are strong solution
candidates should be evolved towards increased tness and passed to the consequent generations
[9].
Meta-heuristic segmentation of regions of interest on microscopic images is also possible with genetic
algorithms. In this work, the isolation of the nucleus from a cell image is formulated as a data
clustering problem. To form the rst generation, image subregions are created randomly to form
the individual of the population. The pixels of nuclei and non-nuclei regions are grouped with
respect to the features characterizing the subregion. The generations are let to evolve to eventually
obtain an optimal subregion that overlaps the nucleus. The Calinski-Harabasz measure is taken as
the tness value of an individual, which, to the best of our knowledge, has not been tried in the
evolutionary segmentation of cervical cells.
The proposed approach has been tested on real cervical cell images where manually segmented
cytoplasmic area and nuclei regions are accepted as the ground truth. The Calinski-Harabasz
measure is compared with the Davies-Bouldin measure by evaluating their F-score and Jaccard
indices.
2 Structure of Individuals
In our approach, each individual of a population is a subregion dened on the image. Accordingly,
random subregion centers are created rst in the beginning of the algorithm. The subregion
boundary is formed with a closed-contour polygon dened around each center (See Sections 2.1
and 2.2 for details). Each individual is assumed capture the local characteristics of the image (Fig.
1).
Fig. 1. Elements of an individual are visualised inside dotted circles
a) Center of the individual is indicated by black dot
b) Particles around the center
c) Closed contour shape formed by particles
There are four factors aecting the location and the shape of an individual subregion.
 Factor 1 Center of the individual
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 Factor 2 Radius of the vertex distribution around the center
 Factor 3 Number of vertices around the center
 Factor 4 Elasticity of the vertices
These factors are embedded inside the genetic structure of the individual as explained in detail
below.
2.1 Center of an individual
The center of a subregion, i.e. an individual in the population, is a point C(x; y) in the two-
dimensional space of the image. When creating the individual, the coordinates x and y are selected
randomly between an upper and a lower bound value (indicated by the subscripts u and l). LetR
indicate the random selection operator than:
x = R([xl; xu]) (2.1)
y = R([yl; yu]) (2.2)
Considering a population, x and y variables are uniformly distributed within the [xl; xu] and [yl; yu].
Note that the upper and lower bounds could be modied during the iteration procedure.
2.2 Radius of the particle distribution
A radius value "" denes how far a vertex of an individual can radiate from the center. This value
directly aects the shape and the total area of an individual.In the beginning, for each vertex is
chosen as:
 = R([rl; ru]) (2.3)
where rl and ru are the lower and upper bounds for the radius value, initially set to 5 and a value
that equals[Window Size0:9], respectively. It is possible to update these bounds to dierent values
during iterative process to increase adaptation capability of the population. Eect of radius on the
shape of an individual is illustrated in Figure 2.
Fig. 2. Three individuals of dierent size and shape complexity (indicated with black
dots)
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2.3 Number of particles around the center
Npvertices have been created for each individual around its center C(x; y). The radial distribution
of vertices around the center is uniform while their euclidean distances to the center vary according
to Eq.2.3 and may be updated dynamically during iterative process. It is possible to assert that,
particles around the center are sampling points for dening two dimensional complex geometries.
It should be noted that, increasing number of vertices would generate more complex individuals
with higher segmentation capabilities. Eect of vertexnumber on the shape of the individual is
demonstrated in Fig. 3.
Fig. 3. Four individuals with dierent number of vertices(indicated with black dots
2.4 Elasticity of the particles
Elasticity,  denes the variation of the distance of particles to the center. Elasticity is a predened
coecient between 0 and 1. Distance of each particle to the center is determined randomly in an
elasticity band. However it is also possible to manipulate distance by an interaction.
Distance of any particlen is determined by:
Distancen = R([  (  
100
); ]) (2.4)
It should be noted that,  value is also embedded inside the gene. Eect of  to the shape coverage
of any individual is shown in Fig. 4.
Fig. 4. Two individuals with  value of %50 and %90 are shown in dotted circles
respectively. Black lines indicates the elasticity band where particles are located
randomly
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3 Pixel Clustering Approach
Each individual in a population is considered as a solution to a clustering problem. In that sense, a
class (or cluster) is simply a set of pixels showing similar characteristics according to their features
[10][11][12][13][14]. An individual discriminates all pixels lying within its contour as nuclei class
pixels and those remaining outside as belonging to the non-nuclei class (Fig. 5).
Fig. 5. Pixel discrimination of an individual where pixels in the darker colored area
belongs to the nuclei class and pixels in the lighter colored area belongs to the
non-nuclei class
According to this approach, N classication objects (pixels in our case) are to be grouped intoK
clusters (with nuclei and non-nuclei pixels, K=2 in our case). Accordingly, in an image of size [Xw
Yw], N = Xw Yw and each observation in a feature space of, say, three featuresF (N; 3) represents
a pixel and is dened as X = fxi; i = 1; :::; Ng. Also, clusters expressed as fCk; k = 1; :::;Kg.
Discrimination result of an individual is visualised on feature space in Fig. 6.
Fig. 6. Discrimination result of an individual is shown on a three axis feature space
where there are two classes formed by individual
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Association of each pixel to a cluster is unique in this study, meaning that there is no degree of
belonging as in fuzzy clustering approaches. Association wk;i may be expressed as
wk;i =
(
1; if pattern xi 2 cluster Ck
0; Otherwise
(3.1)
Additionally, number of pixels belonging to a cluster Ck is denoted by:
jCkj =
NX
i=1
wk;i (3.2)
3.1 Extracted features
In this work, three features are chosen to characterize a pixel. These are mean gray, mean gradient
values and entropy. It should be noted that these values are averagedover a xed window size of2x2
in our study.
Mean gray value is given by
Graymean =
1
K M
KX
x=1
MX
y=1
I(x; y) (3.3)
where I(x,y) is the intensity value of grayscale image. This quantity would vary signicantly between
nuclei and non-nuclei regions.As mentioned before, K and M are 2 in our case.
With the intensity gradient at a pixel, it is possible to locate regions of sudden change in the image
which could be important in identifying the nuclei boundaries[15]. The magnitude of the gradient
is dened as:
jOGj =
s
(
@I
@x
)2   (@I
@y
)2 (3.4)
where
@I(x; y)
@x
=
I(x+ 1; y)  I(x  1; y)
2
(3.5)
@I(x; y)
@y
=
I(x; y + 1)  I(x; y   1)
2
(3.6)
The mean value of the gradient magnitude is given as:
jOGjmean =
1
K M
KX
x=1
MX
y=1
jOGj (x; y) (3.7)
Entropy, dening the randomness in a given frame, is the third feature extracted. It would capture
textural changesin the image,which may be important for locating the nuclei contours. Average
entropy is dened as:
Entropy =  
X
p  log2(p) (3.8)
p value indicates the number of histogram counts of given region above.
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4 Fitness of an Individual
It is planned to utilize genetic operators for evolving generations to locate the best solution.
Therefore a tness criteria is necessary to determine best tting individuals in a generated population.
Hence, a quality measure for formed clusters should be chosen as tness function.
In this study Calinski-Harabasz (CH) index is utilized as an internal cluster validity measure which
grades clusters created by each individual. It is described by:
CH(k) =
Bc(k)
(k   1)=
Wc(k)
(n  1) (4.1)
where n stands for number of the clusters and k stands for class. Bc and Wc denotes between and
within cluster sums of squares respectively, given by:
Bc =
KX
k=1
jCkj
Ck   x2 (4.2)
Wc =
KX
k=1
NX
i=1
wk;i
xi   Ck2 (4.3)
Given criteria in equation (4.1) judges each possible cluster solution by it's quality which is dependent
on how large inter-cluster distances and proximity of intra-cluster distances [16].
5 Applied Genetic Operators
A geometrical genetic structure is proposed in the study. It was aimed the observe the capability
and compatibility of given tness criteria with proposed geometrical structure. Additionally genetic
operators are applied with an iterative algorithm to populations. Which allowed us to observe and
compare eciency of tness criteria while populations are evolving. Proposed proof of concept
evolutionary mechanism includes three basic genetic operators which are Selection, crossover and
mutations.
Selection operator is utilized for eliminating weakest genes while passing best ones to next generations
[17]. A certain amount of individuals with low tness score are killed with each iterations. Following,
crossover operator is utilized for reproducing new populations. In the study crossover operator is
applied to best living individuals after elimination of weakest individuals. Than next generation
is populated inside the region formed by centres of selected individuals. Selection is performed on
sorted remaining individuals according to their tness where better tting means higher chance
of selection [18][19]. Finally mutation operator is applied for expanding search capability and rich
diversity. Mutation operator is applied to randomly selected individuals. It changes a single random
gene of selected individual which means re-calculation of position of the selected point in out case.
Basic ow of the experimental mechanism is shown in Fig. 7.
7
Cengizler and Un; BJMCS, 22(6): 1-13, 2017; Article no.BJMCS.33729
Fig. 7. Applied genetic operators are shown in a basic ow chart of proposed
experimental isolation mechanism
6 Results
6.1 Experimental data
Data set consists of 300 specimens obtained from the Department of Pathology at Cukurova
University, Adana-Turkey. Experiments are conducted on randomly selected samples. All image
samples are obtained from slides which have been processed using Papanicolaou staining. A Nikon
microscope equipped with 100x magnication is used for taking sample images which are down-
sized from 2560 x 1920 pixel to 1280x960 pixel resolution. Sample images were stored in RGB color
space in JPEG format. Contours of the nucleus and cytoplasm of each specimen are segmented
and examined by a pathologist in the Department of Pathology of Cukurova University. 2 Sample
images from data set are displayed in Fig. 8.
Fig. 8. A sample image and it's empiric area
6.2 Performance of tness criteria
Introduced methods are applied in the MATLAB environment. It is aimed to observe if genetic
structure is capable of generating diverted individuals of dierent characteristics and if given
criteria is performing an ecient discrimination of best tting individuals on nuclei regions. During
experiments the algorithm is expected to sort individuals according to their tness. A visual result
of sorting process is shown in Fig. 9.
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Fig. 9. Sorting process is visualised for 3 dierent populations on dierent samples
where marked areas indicates each individual's region. First 5 best individuals are
visualised for each population
F-score and jaccard index is accepted as objective criteria for evaluating actual segmentation success
of each individual. They are described by:
Accuracy =
Tp+ Tn
(N)
(6.1a)
Precision =
Tp
(Tp+ Fp)
(6.1b)
Recall =
Tp
(Tp+ Fn)
(6.1c)
Fscore = 2
Precision Recall
(Precision+Recall)
(6.1d)
J(A \B) = jA \BjjAj+ jBj   jA \Bj (6.1e)
Where Tp indicates number of true positives, Fp indicates number of false positives and Fn indicates
number of false negatives. Jaccard measure gives a similarity score for judging how similar two
binary images A and B [20]. It is calculated by division of number of common 1 valued pixels to
number of total 1 valued pixels which is expressed above.
Experiments are conducted on randomly selected sample images. Each sample is image of a cervical
cell smeared on thin glass. These cell images are previously segmented by an operator and serve
as an empirical ground truth. Empirical mask of nuclei is accepted as actual value for measuring
F-Score of each individual. Thus the region formed by individual is accepted as prediction mask.
Fitness criteria performance results given in Table 1 are obtained by 10 repetition for each sample
with the following parameters and results are given for rst 5 best tting individuals.
 Number of particles Np = 10
9
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 Elasticity  = 0:5
 Number of Individuals Ni = 100
 Radius Margin rl = 5 and ru = [Window Size  0:9]
F-score value is measured for observing actual sorting capability of tness criteria. Numbers given
in Table 1 indicates the percentage of the total score of 5 best ttest samples. It should be noted
that given values are calculated for a single generation without application of any genetic operators.
Table 1. Fitness criteria performance results where individuals are sorted according
to their CH and DB Scores
CH Index
Individual 1 Individual 2 Individual 3 Individual 4 Individual 5
Sample 1 %35,98 %23,19 %20,21 %12,72 %7,90
Sample 2 %44,10 %24,98 %10,04 %13,66 %7,21
Sample 3 %45,64 %21,44 %17,02 %13,85 %2,05
Sample 4 %43,04 %28,86 %17,91 %4,53 %5,65
Sample 5 %40,87 %28,60 %15,87 %8,28 %6,39
DB Index
Individual 1 Individual 2 Individual 3 Individual 4 Individual 5
Sample 1 %25,13 %8,04 %7,25 %25,02 %24,56
Sample 2 %20,08 %17,50 %29,07 %2,31 %11,04
Sample 3 %46,94 %10,63 %21,42 %2,66 %8,34
Sample 4 %12,26 %20,58 %14,94 %26,52 %15,71
Sample 5 %34,95 %7,90 %14,94 %7,53 %24,69
Moreover, genetic algorithm based experimental mechanism is set up for comparing evolutionary
compatibility of both indices with proposed geometric genetic structure. Results are given as
Jaccard similarity score. Genetic operators are applied to each generation and best tting individual
in each generation is accepted as solution. Results are given in Fig. 10.
Fig. 10. Jaccard similarity score of best individual in each generation for CH and
DB indices
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Additionally euclidean distance of the cluster centroids are observed with CH index to support that
form of the clusters are getting better with consequent generations. Fig. 11 indicates the increase
on euclidean distance while enhancement on accuracy of the classication occurs.
Fig. 11. Increase on accuracy and euclidean distance with several consequent
populations is plotted
7 Discussions and Conclusion
In this study isolation of nuclei region from cytoplasmic area of cervical cell images is accepted as
a data clustering problem which is desired to be solved by a genetic meta-heuristic algorithm. It
was aimed to evaluate the eectiveness and eciency of CH index as tness criterion for proposed
approach. Accordingly, data clusters are formed with a genetic structure where each individual in
a generation represents a clustering result where nuclei and non-nuclei pixels are distinguished with
binary values.
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Fig. 9 visually shows that best tting individual according to CH index is the geometrically best
nuclei covering individual which would mean, in case of approaching to the actual contours of nuclei
causes higher CH score.
In addition to visual results, Table 1 objectively reveals that, CH index may be an compatible
tness criteria for introduced segmentation approach. CH index gives better scores to better tting
regions on nuclei on most of the cases. Also according to results, it is possible to conclude that CH
is more accurate then DB index on estimating which individual is tting best.
Two dierent intra-cluster validation indices are observed while genetic operators are applied
through iterations. Results are given as jaccard similarity index in Fig. 10 which reveals that
CH index is functioning eectively with experimental genetic algorithm set-up where it is possible
to observe that algorithm increases the total success of best tting individual when CH index is
preferred. It was observed that DB index is not capable of leading algorithm to better generations
with same parameters.
Moreover Fig. 11 indicates that CH index is eectively discriminating best cluster forming individuals
which leads algorithm to generate better individuals with each consequent generation.
According to presented results it would be possible to conclude that CH index as tness criteria
for proposed combination of genetic operators and data clustering would have a great potential on
discriminating pixels belonging to cervical cell nuclei.
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