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Gromov–Hausdorff Distance to Simplexes
D. S. Grigor’ev, A.O. Ivanov, A.A. Tuzhilin
Abstract
Geometric characteristics of metric spaces that appear in formulas of Gromov–Hausdorff
distances from these spaces to so-called simplexes, i.e., to the metric spaces, all whose non-zero
distances are the same are studied. The corresponding calculations essentially use geometry of
partitions of these spaces. In the finite case, it gives the lengths of minimal spanning trees [1].
In [2] a similar theory for compact metric spaces is worked out. Here we generalize the results
from [2] to any bounded metric space, also, we simplify some proofs from [2].
Introduction
The “space of spaces” and “space of subsets” appear often in applications such as images comparison
and recognition, besides, these spaces are important in various pure theoretical speculations, and
so, they attract attention of various specialists for many years. One of the natural approaches
to investigation of such spaces consists in introducing a distance function which measures the
“difference” between the objects in consideration. In 1914 F. Hausdorff [3] defined a non-negative
symmetric function on pairs of non-empty subsets of a metric space X : it equals the infimum of
positive r such that each subset from the pair belongs to the r-neighborhood of the other one.
This function turns the family of all closed bounded subsets of X into a metric space. Later
D. Edwards [4] and, independently, M. Gromov [5] generalized this Hausdorff construction to the
class of all metric spaces, in terms of isometric embeddings into another “ambient” metric spaces,
see below. Now this function is called the Gromov–Hausdorff distance. Notice that the distance
is symmetric and satisfies triangle inequality, however, it can be equal to infinity, and also can
vanish for non-isometric metric spaces. Nevertheless, its restriction to the set M of all compact
metric spaces considered up to an isometry, satisfies all axioms of metric. The set M endowed
with the Gromov–Hausdorff distance is called the Gromov–Hausdorff space. The geometry of this
metric space turns out to be rather exotic and is actively studied recently. It is well–known that
M is linear connected, complete, separable, geodesic space, and that M is not proper. A detailed
introduction to geometry of the Gromov–Hausdorff space can be found in [6]. In [7] it was proved
that M is geodesic.
Actually, it is rather difficult to calculate the Gromov–Hausdorff distance between two given
spaces. Even in the case of finite metric spaces there is no an effective algorithm, and brute
forth enumeration based on the correspondences technic poorly suited even for spaces consisting
of several dozen points. However, this technic, actively developing in recent times, allows to get
various nontrivial theoretical results, see for example [7], [8], or [9].
In the present paper we deal with calculation and estimation of the Gromov–Hausdorff distances
from an arbitrary bounded metric space to so-called simplexes, namely, to the metric spaces, all
whose non-zero distances are the same. In the case of finite spaces and simplexes, these calculations
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lead to a new interpretation of minimal spanning tree edges’ lengths [1]. In addition, these distances
play an important role in investigation of the symmetry group of the spaceM, see [8]. In [2] we have
calculated and estimated the distances between finite simplexes and compact spaces. In particular,
it gives us a possibility to construct two non-isometric finite metric spaces with equal distances to
all finite simplexes.
In the present work we do not restrict ourselves neither with finite simplexes, nor with compact
spaces. We define a few additional characteristics of bounded metric spaces and use them for exact
formulas or exact estimations of the Gromov–Hausdorff distances between the spaces and simplexes
in such general situation.
The work is partly supported by RFBR (Project 19-01-00775-a) and by President Program of
Leading Scientific Schools Support (Project NSh–6399.2018.1, Agreement No. 075–02–2018–867)
1 Preliminaries
Let X be an arbitrary set. By #X we denote the cardinality of the set X .
Let X be an arbitrary metric space. The distance between its points x and y we denote by
|xy|. If A,B ⊂ X are non-empty subsets of X , then we put |AB| = inf
{
|ab| : a ∈ A, b ∈ B
}
. For
A = {a}, we write |aB| = |Ba| instead of |{a}B| = |B{a}|.
For each point x ∈ X and a number r > 0, by Ur(x) we denote the open ball with center x and
radius r; for any non-empty A ⊂ X and a number r > 0, we put Ur(A) = ∪a∈AUr(a).
1.1 Hausdorff and Gromov–Hausdorff Distances
For non-empty A, B ⊂ X put
dH(A,B) = inf
{
r > 0 : A ⊂ Ur(B), and B ⊂ Ur(A)
}
= max{sup
a∈A
|aB|, sup
b∈B
|Ab|}.
This value is called the Hausdorff distance between A and B. It is well-known [6] that the Hausdorff
distance restricted to the set of all non-empty bounded closed subsets of X is a metric.
LetX and Y be metric spaces. A triple (X ′, Y ′, Z) consisting of a metric spaces Z, together with
its subsets X ′ and Y ′ isometric to X and Y , respectively, is called a realization of the pair (X,Y ).
The Gromov–Hausdorff distance dGH(X,Y ) between X and Y is the infimum of real numbers r such
that there exists a realization (X ′, Y ′, Z) of the pair (X,Y ) with dH(X
′, Y ′) ≤ r. It is well-known [6]
that dGH restricted to the set M of all compact metric spaces considered up to an isometry, is a
metric.
The following technic of correspondences is useful for calculation of the Gromov–Hausdorff
distance.
Let X and Y be arbitrary non-empty sets. Recall that a relation between the sets X and Y is a
subset of the Cartesian product X × Y . By P(X,Y ) we denote the set of all non-empty relations
between X and Y . It is useful to consider each relation σ ∈ P(X,Y ) as a multivalued mapping,
whose domain can be less than X . Then, similarly with the case of mappings, for each x ∈ X and
A ⊂ X , one can define their images
σ(x) =
{
y ∈ Y : (x, y) ∈ σ
}
, and σ(A) =
⋃
a∈A
σ(a),
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and for any y ∈ Y and B ⊂ Y , their preimages
σ−1(y) =
{
x ∈ X : (x, y) ∈ R
}
, and σ−1(B) =
⋃
b∈B
σ−1(b)
are defined.
A relation R ∈ P(X,Y ) is called a correspondence if R(X) = Y and R−1(Y ) = X . The set of
all correspondences between X and Y we denote by R(X,Y ).
Let X and Y be arbitrary metric spaces. The distortion dis σ of a relation σ ∈ P(X,Y ) is the
value
dis σ = sup
{∣∣|xx′| − |yy′|∣∣ : (x, y), (x′, y′) ∈ σ}.
It is easy to see that for any relations σ1, σ2 ∈ P(X,Y ) such that σ1 ⊂ σ2 it holds disσ1 ≤ dis σ2.
In other words, the mapping dis : P(X,Y ) → R is monotone with respect to the partial ordering
on P(X,Y ) generated by inclusion.
Proposition 1.1 ([6]). For any metric spaces X and Y we have
dGH(X,Y ) =
1
2
inf
{
disR : R ∈ R(X,Y )
}
.
A correspondence from R(X,Y ), that is minimal by inclusion is called irreducible. By R0(X,Y )
we denote the set of all irreducible correspondences between X and Y .
Notice (see [10]) that each irreducible correspondence R ∈ R0(X,Y ) generates partitions DRX
and DRY of the spaces X and Y , respectively, together with a bijection fR : D
R
X → D
R
Y , such that
(1) R =
⋃
Xi∈D
R
X
Xi × fR(Xi),
and, in addition, if #Xi > 1 then #fR(Xi) = 1, and if #fR(Xi) > 1 then #Xi = 1. Moreover,
each bijection f between arbitrary partitions DX and DY of the spaces X and Y , satisfying these
properties, generates an irreducible correspondence by means of Formula (1).
Proposition 1.2 ([10]). For each R ∈ R(X,Y ) there exists an irreducible correspondence R0 such
that R0 ⊂ R. In particular, R0(X,Y ) 6= ∅.
Taking into account that the function dis is monotonic we get immediately the following result.
Corollary 1.3. For any metric spaces X and Y we have
dGH(X,Y ) =
1
2
inf
{
disR : R ∈ R0(X,Y )
}
.
The correspondences can be used for simple proving the following well-known facts. For any
metric space X and a real number λ > 0 by λX we denote the metric space that differs from X by
multiplication of all its distances by λ.
Proposition 1.4 ([6]). Let X and Y be metric spaces. Then
(1) if X is the single-point metric space, then dGH(X,Y ) =
1
2 diamY ;
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(2) if diamX <∞, then
dGH(X,Y ) ≥
1
2
| diamX − diamY |;
(3) dGH(X,Y ) ≤
1
2 max{diamX, diamY }, in particular, dGH(X,Y ) <∞ for bounded X and Y ;
(4) for any X,Y ∈ M and any λ > 0 we have dGH(λX, λY ) = λdGH(X,Y ). Moreover, for
λ 6= 1, the unique space that remains the same under multiplication by λ is the single-point
space. In other words, the multiplication of metrics by λ > 0 is a homothety of the space M
with the center at the single-point space.
1.2 A Few Elementary Relations
For calculations of the Gromov–Hausdorff distances one can use the following simple relations,
whose proofs can be found in [2].
Proposition 1.5. For any non-negative a and b it holds
max
{
a, |b− a|
}
≤ max{a, b}.
Proposition 1.6. Let A ⊂ R be a non-empty bounded subset of the reals, and let λ ∈ R. Then
sup
a∈A
|λ− a| = max{λ− inf A, supA− λ} =
∣∣∣λ− inf A+ supA
2
∣∣∣+ supA− inf A
2
.
Proposition 1.7. Let A ⊂ R be a non-empty bounded subset of the reals, inf A ≥ 0, and let λ ∈ R.
Then
sup
a∈A
{
λ, |λ− a|
}
= max{λ, supA− λ}.
Corollary 1.8. For any a ≥ 0 and any λ it holds
max
{
λ, |a− λ|
}
= max{λ, a− λ}.
2 Gromov–Hausdorff Distance between BoundedMetric Space
and Simplex
We call a metric space X by a simplex, if all its non-zero distances equal to each other. We denote
by ∆ a simplex, whose non-zero distances equal 1. Thus, λ∆, λ > 0, is a simplex, whose non-zero
distances equal λ.
2.1 Gromov–Hausdorff Distance to Simplexes with More Points
The next result generalizes Theorem 4.1 from [2].
Theorem 2.1. Let X be an arbitrary bounded metric space, and #X < #λ∆, then
2dGH(λ∆, X) = max{λ, diamX − λ}.
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Proof. If #X = 1, then diamX = 0, and, by Proposition 1.4, we have
2dGH(λ∆, X) = diamλ∆ = λ = max{λ, diamX − λ}.
Now, let #X > 1. Choose an arbitrary R ∈ R(λ∆, X). Since #X < #λ∆, then there exists
x ∈ X such that #R−1(x) ≥ 2, thus, disR ≥ λ and 2dGH(λ∆, X) ≥ λ.
Consider an arbitrary sequence (xi, yi) ∈ X × X such that |xiyi| → diamX . If it contains a
subsequence (xik , yik) such that for each ik there exists z ∈ λ∆, (z, xik) ∈ R, (z, yik) ∈ R, then
disR ≥ diamX and 2dGH(λ∆, X) ≥ max{λ, diamX}.
If such subsequence does not exist, then there exists a subsequence (xik , yik) such that for any
ik there exist distinct zk, wk ∈ λ∆, (zk, xik ) ∈ R, (wk, yik) ∈ R, and, therefore, 2dGH(λ∆, X) ≥
max
{
λ, | diamX − λ|
}
.
By Proposition 1.5,
max{λ, diamX} ≥ max
{
λ, | diamX − λ|
}
,
thus, in the both cases we have 2dGH(λ∆, X) ≥ max
{
λ, | diamX − λ|
}
.
Choose an arbitrary x0 ∈ X , then, by assumption, #X > 1, and, thus, the set X \ {x0} is not
empty. Since #X < #λ∆, then λ∆ contains a subset λ∆′ of the same cardinality with X \ {x0}.
Let g : λ∆′ → X \ {x0} be an arbitrary bijection, and λ∆′′ = λ∆ \ λ∆′, then λ∆′′ 6= ∅. Consider
the following correspondence:
R0 =
{(
z′, g(z′)
)
: z′ ∈ λ∆′
}
∪
(
{x0} × λ∆
′′
)
.
Then disR0 ≤ max
{
λ, | diamX − λ|
}
, and this implies
2dGH(λ∆, X) = max
{
λ, | diamX − λ|
}
.
It remains to apply Corollary 1.8.
2.2 Gromov–Hausdorff Distance to Simplexes with at most the Same
Number of Points
Let X be an arbitrary set and m a cardinal number, m ≤ #X . By Dm(X) we denote the set of all
partitions of X into m non-empty subsets.
Now, let X be a metric space, then for each D = {Xi}i∈I ∈ Dm(X) we put
diamD = sup
i∈I
diamXi.
Further, for any non-empty A,B ⊂ X let
|AB| = inf
{
|ab| : (a, b) ∈ A×B
}
, and |AB|′ = sup
{
|ab| : (a, b) ∈ A×B
}
,
and for each D = {Xi}i∈I ∈ Dm(X) we define
α(D) = inf
{
|XiXj | : i 6= j
}
, and β(D) = sup
{
|XiXj |
′ : i 6= j
}
.
Let λ∆ be a simplex of cardinality m. Choose an arbitrary D ∈ Dm(X), any bijection g : λ∆→
D, and construct the correspondence RD ∈ R(λ∆, X) in the following way:
RD =
⋃
z∈λ∆
{z} × g(z).
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Clearly that each correspondence RD is irreducible.
The next result gives a natural generalization of Proposition 4.5 from [2].
Proposition 2.2. Let X be an arbitrary bounded metric space and m = #λ∆ ≤ #X. Then for
any D ∈ Dm(X) it holds
disRD = max{diamD, λ− α(D), β(D)− λ}.
Corollary 2.3. Let X be an arbitrary bounded metric space and m = #λ∆ ≤ #X. Then for any
D ∈ Dm(X) we have
disRD = max{diamD, λ− α(D), diamX − λ}.
Proof. Notice that diamD ≤ diamX and β(D) ≤ diamX . In addition, if diamD < diamX , and
(xi, yi) ∈ X ×X is a sequence such that |xiyi| → diamX , then, starting from some i, the points xi
and yi belong to different elements of D, therefore, in this case we have β(D) = diamX , and the
formula is proved.
Now, let diamD = diamX , then β(D)− λ ≤ diamX and diamX − λ ≤ diamX , thus
max{diamD, λ− α(D), β(D)− λ} = max{diamX, λ− α(D)} =
= max{diamD, λ− α(D), diamX − λ},
that completes the proof.
Let us formulate and prove an analogue of Proposition 4.6 from [2], without use of Theorem 4.3
from [2].
Proposition 2.4. Let X be an arbitrary bounded metric space and m = #λ∆ ≤ #X. Then
2dGH(λ∆, X) = inf
D∈Dm(X)
disRD.
Proof. By Corollary 1.3, 2dGH(λ∆, X) = infR∈R0(λ∆,X) disR, thus it suffice to prove that for any
irreducible correspondence R ∈ R0(λ∆, X) there exists D ∈ Dm(X) such that disRD ≤ disR.
Let us choose an arbitrary R ∈ R0(λ∆, X) such that it cannot be represented in the form RD,
then the partition DRλ∆ is not pointwise, i.e., there exists x ∈ X such that #R
−1(x) ≥ 2, therefore,
disR ≥ λ.
Define a metric on the set DRλ∆ to be equal λ between any its distinct elements, then this
metric space is isometric to a simplex λ∆′. The correspondence R generates naturally another
correspondence R′ ∈ R(λ∆′, X), namely, if DRλ∆ = {∆i}i∈I , and fR : D
R
λ∆ → D
R
X is the bijection
generated by R, then
R′ =
⋃
i∈I
{∆i} × fR(∆i).
It is easy to see that disR = max{λ, disR′}. Moreover, R′ is generated by the partition D′ = DRX ,
i.e., R′ = RD′ , thus, by Corollary 2.3, we have
disR′ = max{diamD′, λ− α(D′), diamX − λ},
and hence,
disR = max{λ, diamD′, λ− α(D′), diamX − λ} = max{λ, diamD′, diamX − λ}.
2. Distance between Bounded Metric Space and Simplex 7
Since #D′ ≤ m, the partition D′ has a subpartition D ∈ Dm(X). Clearly, diamD ≤ diamD′,
therefore,
disRD = max{diamD, λ− α(D), diamX − λ} ≤ max{diamD
′, λ, diamX − λ} = disR,
q.e.d.
Corollary 2.5. Let X be an arbitrary bounded metric space and m = #λ∆ ≤ #X. Then
2dGH(λ∆, X) = inf
D∈Dm(X)
max{diamD, λ− α(D), diamX − λ}.
For any metric space X put
ε(X) = inf
{
|xy| : x, y ∈ X, x 6= y
}
.
Notice that ε(X) ≤ diamX , and for a bounded X the equality holds, iff X is a simplex.
Corollary 2.5 immediately implies the following result that is proved in [2].
Theorem 2.6 ([2]). Let X be a finite metric space and #λ∆ = #X, then
2dGH(λ∆, X) = max
{
λ− ε(X), diamX − λ
}
.
2.3 New Exact Formulas and Estimates
Pass to our main new results. For an arbitrary metric space X , m = #X , put
α−m(X) = inf
D∈Dm(X)
α(D), αm(X) = α
+
m(X) = sup
D∈Dm(X)
α(D),
dm(X) = d
−
m(X) = inf
D∈Dm(X)
diamD, d+m(X) = sup
D∈Dm(X)
diamD.
Remark 2.7. We introduced simpler notations for α+m(X) and d
−
m(X), because these values, in
contrast to their “twins” α−m(X) and d
+
m(X), appear much more often in the formulas below.
Notice that αm(X) = 0, iff for each D ∈ Dm(X) the equality α(D) = 0 holds.
Example 2.8. Let X be an infinite compact metric space, and m an infinite cardinal number,
m ≤ #X . Then αm(X) = 0.
Indeed, choose an arbitrary D = {Xi}i∈I ∈ Dm(X), and pick up a point xi ∈ Xi in each Xi.
Since X is compact, the set {xi}i∈I contains a convergent subsequence {xik} consisting of pairwise
distinct points. Therefore, |XikXik+1 | → 0 as k →∞, thus α(D) = 0.
Example 2.9. Let X be a bounded infinite metric space represented as a disjoint union of n infinite
compact spaces, and let m be an infinite cardinal number, n < m ≤ #X , then αm(X) = 0.
Indeed, let {Zj}j∈J , #J = n, be a partition of the space X into n compact subsets Zj. Choose
an arbitrary D = {Xi}i∈I ∈ Dm(X). Since n < m, then for some j ∈ J the family of all non-empty
intersections Xi ∩ Zj forms an infinite partition of the compact subset Zj. It remains to apply the
reasoning from Example 2.8.
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Example 2.10. Let X be a connected bounded metric space, and let m be a cardinal number,
2 ≤ m ≤ #X . Then αm(X) = 0.
Indeed, choose an arbitrary D = {Xi}i∈I ∈ Dm(X), any Xi, and put X ′i = ∪j 6=i∈IXj , then
D′ = {Xi, X ′i} ∈ D2(X). Since the space X is connected, then |XiX
′
i| = 0, thus there exists a
sequence Xjk , jk 6= i, such that |XiXjk | → 0 as k →∞, and hence, α(D) = 0.
The following example can be considered similarly.
Example 2.11. LetX be an arbitrary bounded metric space consisting of n connected components,
and let m be a cardinal number, n < m ≤ #X , then αm(X) = 0.
Corollary 2.5 implies the following result.
Theorem 2.12. Let X be an arbitrary bounded metric space, m = #λ∆ ≤ #X, and αm(X) = 0,
then
2dGH(λ∆, X) = max
{
dm(X), λ, diamX − λ
}
.
Consider the graph of dependence of the value 2dGH(λ∆, X) on λ in accordance with Theo-
rem 2.12, see Figure 1.
g g
λ λ
diam X - λ diam X - λλ λ
d (X)m
d (X)m
diam X diam XO O
Figure 1: The graph of the function g(λ) = 2dGH(λ∆, X) for αm(X) = 0 and various values of
dm(X).
Figure 1 leads naturally to the following result.
Corollary 2.13. Let X — be an arbitrary bounded metric space, m = #λ∆ ≤ #X, and αm(X) =
0, then
(1) if dm(X) ≤
1
2 diamX, then
2dGH(λ∆, X) =
{
diamX − λ, for λ ≤ 12 diamX,
λ, for λ ≥ 12 diamX ;
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(2) if dm(X) >
1
2 diamX, then
2dGH(λ∆, X) =


diamX − λ, for λ ≤ diamX − dm(X),
dm(X), for diamX − dm(X) ≤ λ ≤ dm(X),
λ, for λ ≥ dm(X).
Another particular case corresponds to the condition dm(X) = diamX , that is equivalent to
the one diamD = diamX for all D ∈ Dm(X).
Example 2.14. For any simplex X = λ∆, any cardinal number 0 < m < #λ∆, and any D ∈
Dm(X) it holds diamD = λ = diamX , thus dm(X) = diamX .
Example 2.15. Let X = S1 be the standard unit circle in the Euclidean plane, and m = 2. Then
dm(X) = diamX = 2.
Indeed, suppose the contrary, i.e., there exists D = {X1, X2} ∈ Dm(X) such that diamD < 2.
For x ∈ X by x′ we denote the point of the circle X that is diametrically opposite to x. The above
assumption implies that for each x ∈ X1 the point x′ belongs to X2, and, therefore, some open
neighborhood of x belongs to X1 too. Thus, X1 and, similarly, X2 are non-empty open subsets of
the circle X forming a partition of X , but this contradicts to connectedness of X .
Corollary 2.16. Let X be an arbitrary bounded metric space, m = #λ∆ ≤ #X, and dm(X) =
diamX, then
2dGH(λ∆, X) = max
{
diamX, λ− αm(X)
}
.
In particular,
(1) for λ ≤ diamX + αm(X) it holds 2dGH(λ∆, X) = diamX ;
(2) for λ ≥ diamX + αm(X) it holds 2dGH(λ∆, X) = λ− αm(X).
Now, consider the general case. It turns out that one can also obtain some exact formulas, but
not for all λ. By A we denote the intersection point of the graphs of the functions diamX − λ,
λ ∈ [0, diamX ], and λ − α−m(X), λ ≥ α
−
m(X). Consider all possible locations of the point A with
respect to the horizontal strip S between dm(X) and d
+
m(X).
(1) The point A lies below the strip S, see Figure 2.
The vertical dashed lines partitions the figure into three parts: left, middle, and right. In the
left and right parts the bold lines represent the exact values of the function g. In the middle part
the bold line bounds a rhombus that contains all points
(
α(D), diamD
)
, thus the “top and left
parts” of the rhombus boundary gives the upper bound for the function g, and the “bottom and
right parts” gives the lower bound.
After calculation of the coordinates of the graphs intersection points, we get the following result.
Corollary 2.17. Let X be an arbitrary bounded metric space, m = #λ∆ ≤ #X. Suppose that
diamX − α−m(X) ≤ 2dm(X), then
• if λ ≤ α−m(X) + dm(X), then
2dGH(λ∆, X) = max
{
diamX − λ, dm(X)
}
;
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g
diam X - λ
λ - αm
--
(X)
d (X)m
λdiam XO
diam X
αm(X)αm
--
(X)
dm
+
(X)
λ - αm(X)
A
S
Figure 2: The graph of the function g(λ) = 2dGH(λ∆, X), the point A lies below the strip S.
• if α−m(X) + dm(X) ≤ λ ≤ αm(X) + d
+
m(X), then
max
{
λ− αm(X), dm(X)
}
≤ 2dGH(λ∆, X) ≤ min
{
λ− α−m(X), d
+
m(X)
}
;
• if λ ≥ αm(X) + d+m(X), then
2dGH(λ∆, X) = λ− αm(X).
(2) The point A belongs to the strip S, see Figure 3.
g
diam X - λ
λ - αm
--
(X)
d (X)m
λdiam XO
diam X
αm(X)αm
--
(X)
dm
+
(X)
λ - αm(X)
A
S
T
B
Figure 3: The graph of the function g(λ) = 2dGH(λ∆, X), the point A belongs to the strip S.
Let B be the intersection point of the graphs of the functions diamX−λ and λ−αm(X). Again,
the vertical dashed lines partition the figure into three parts, and the marginal parts contain the
graphs of exact values of the function g. In the middle part the bold line bounds a 5-gone, that
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degenerates into a 4-gon, when the point B gets to the strip S: although all points
(
α(D), diamD
)
belong to the rhombus obtained as intersection of the strip S and the slope strip T between the
graphs of the functions λ−α−m(X) and λ−αm(X), the value of the function g cannot be less than
diamX − λ, and the graph of the latter function cuts from the rhombus the corresponding domain
(a triangle, when B belongs to the interior of the strip S, and 4-gon otherwise).
After calculation of the coordinates of the graphs intersection points, we get the following result.
Corollary 2.18. Let X be an arbitrary bounded metric space, m = #λ∆ ≤ #X. Suppose that
2dm(X) ≤ diamX − α−m(X) ≤ 2d
+
m(X), then
• if λ ≤ 12
(
α−m(X) + diam(X)
)
, then
2dGH(λ∆, X) = diamX − λ;
• if 12
(
α−m(X) + diam(X)
)
≤ λ ≤ αm(X) + d+m(X), then
max
{
diamX − λ, λ− αm(X), dm(X)
}
≤ 2dGH(λ∆, X) ≤ min
{
λ− α−m(X), d
+
m(X)
}
;
• if λ ≥ αm(X) + d+m(X), then
2dGH(λ∆, X) = λ− αm(X).
(3) The point A lies above the strip S. There are two subcases, depending on location of
the point B.
(3.1) The upper boundary line of the strip S lies between the points A and B, see
Figure 4.
g
diam X - λ
λ - αm
--
(X)
d (X)m
λdiam XO
diam X
αm(X)αm
--
(X)
dm
+
(X)
λ - αm(X)
A
S
T
B
Figure 4: The graph of the function g(λ) = 2dGH(λ∆, X), the upper boundary line of the strip S
lies between the points A and B.
In this case, the “indeterminacy domain” in the middle part of the figure forms a trapezium,
if B lies strictly below the strip S, and this trapezium degenerates into a triangle, providing B
belongs to this strip.
After calculation of the coordinates of the graphs intersection points, we get the following result.
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Corollary 2.19. Let X be an arbitrary bounded metric space, m = #λ∆ ≤ #X. Suppose that
diamX − αm(X) ≤ 2d+m(X) ≤ diamX − α
−
m(X), then
• if λ ≤ diam(X)− d+m(X), then
2dGH(λ∆, X) = diamX − λ;
• if diam(X)− d+m(X) ≤ λ ≤ αm(X) + d
+
m(X), then
max
{
diamX − λ, λ− αm(X), dm(X)
}
≤ 2dGH(λ∆, X) ≤ d
+
m(X);
• if λ ≥ αm(X) + d+m(X), then
2dGH(λ∆, X) = λ− αm(X).
(3.2) The point B lies above the strip S, see Figure 5.
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diam X - λ
λ - αm
--
(X)
d (X)m
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diam X
αm(X)αm
--
(X)
dm
+
(X)
λ - αm(X)
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B
Figure 5: The graph of the function g(λ) = 2dGH(λ∆, X), the point B lies above the strip S.
In this case, the function g can be calculated exactly for all λ.
Corollary 2.20. Let X be an arbitrary bounded metric space, m = #λ∆ ≤ #X. Suppose that
2d+m(X) ≤ diamX − αm(X), then
2dGH(λ∆, X) = max
{
diamX − λ, λ− αm(X)
}
.
References
[1] A.A.Tuzhilin, Calculation of Minimum Spanning Tree Edges Lengths using Gromov–Hausdorff
Distance. ArXiv e-prints, arXiv:1605.01566, 2016.
[2] A.O.Ivanov, S.Iliadis, and A.A.Tuzhilin, Geometry of Compact Metric Space in Terms of
Gromov-Hausdorff Distances to Regular Simplexes. ArXiv e-prints, arXiv:1607.06655, 2016.
2. Distance between Bounded Metric Space and Simplex 13
[3] F.Hausdorff, Grundzu¨ge der Mengenlehre. Leipzig, Veit, 1914 [reprinted by Chelsea in 1949].
[4] D.Edwards, The Structure of Superspace. In: Studies in Topology, ed. by Stavrakas N.M. and
Allen K.R., New York, London, San Francisco, Academic Press, Inc., 1975.
[5] M.Gromov, Groups of Polynomial growth and Expanding Maps. in: Publications Mathema-
tiques I.H.E.S., 53, 1981.
[6] D.Burago, Yu.Burago, and S.Ivanov, A Course in Metric Geometry. Graduate Studies in Math-
ematics, vol. 33. A.M.S., Providence, RI, 2001.
[7] A.O.Ivanov, N.K.Nikolaeva, and A.A.Tuzhilin The Gromov-Hausdorff Metric on the Space of
Compact Metric Spaces is Strictly Intrinsic. ArXiv e-prints, arXiv:1504.03830, 2015.
[8] A.O.Ivanov, A.A.Tuzhilin, Isometry group of Gromov–Hausdorff space. Matematicki Vesnik.
— 2019. — Vol. 71, no. 1-2. — P. 123–154.
[9] F.Memoli, On the Use of Gromov–Hausdorff Distances for Shape Comparison. In: Proceedings
of Point Based Graphics 2007, Ed. by Botsch M., Pajarola R., Chen B., and Zwicker M., The
Eurographics Association, Prague, 2007, pp. 81–90, doi: 10.2312/SPBG/SPBG07/081-090.
[10] A.O.Ivanov, A.A.Tuzhilin, Gromov–Hausdorff Distance, Irreducible Correspondences, Steiner
Problem, and Minimal Fillings. ArXiv e-prints, arXiv: 1604.06116, 2016.
[11] A.O.Ivanov, A.A.Tuzhilin, Geometry of Gromov–Hausdorff metric space. Bulletin de
l’Academie Internationale CONCORDE. no. 3, pp. 47–57, 2017.
