This paper considers state estimation of scalar linear systems using analog forwarding with multiple sensors, for both multiple access and orthogonal access schemes. Optimal state estimation can be achieved at the fusion center using a time varying Kalman filter. We show that in many situations, the error covariance decays at a rate of 1/M when the number of sensors M is large. Optimal allocation of transmission powers subject to constraints on the error covariance or sum power is also considered. In the case of fading channels without channel state information a sub-optimal linear estimator is derived, and under optimal power allocation, numerical studies show that for non-zero mean channels its performance in the multi-access scheme is comparable to the case where full channel state information is available.
I. INTRODUCTION
Wireless sensor networks are collections of sensors which can communicate with each other or to a central node or base station through wireless links. Potential uses include environment and infrastructure monitoring, healthcare and military applications, to name a few. Often these sensors will have limited energy and computational ability which imposes severe constraints on system design, and signal processing algorithms which can efficiently utilise these resources are of great interest.
In recent years there has been a considerable literature on estimation and detection schemes designed specifically for use in wireless sensor networks. Work on detection in wireless sensor networks include [1] which studies the asymptotic optimality of using identical sensors in the presence of energy constraints, and [2] , [3] which derives fusion rules for distributed detection in the presence of fading. Parameter estimation or estimation of constant signals is studied in e.g. [4] , [5] where issues of quantization and optimization of power usage are addressed. A hierarchical approach to estimation of fields is considered in [6] . Type based methods for detection and estimation of discrete sources are proposed and analyzed in [7] - [9] .
A promising scheme for distributed estimation in sensor networks is analog forwarding (in distributed detection analog forwarding has also been considered [10] ), where measurements from the sensors are transmitted directly (possibly scaled) to the fusion center without any coding, which is motivated by optimality results on uncoded transmissions in point-to-point links [11] , [12] . Other related information theoretic results include [13] - [15] . Analog forwarding schemes are attractive due to their simplicity as well as the possibility of real-time processing since there is no coding delay. In [16] the asymptotic (large number of sensors) optimality of analog forwarding for estimating an i.i.d. scalar Gaussian process is shown. Analog forwarding with optimal power allocation is studied in [17] and [18] for multi-access and orthogonal schemes respectively. Lower bounds and asymptotic optimality results for estimating independent vector processes, is addressed in [19] . In [20] the vector data to be estimated is allowed to be correlated between sensors, and optimal power allocation problems are formulated and solved, though the processes are still i.i.d. over time.
Rather than the i.i.d. processes previously considered, in this paper we address estimation of dynamical systems using analog forwarding of measurements. In particular, we will consider the problem of state estimation of discretetime scalar linear systems using multiple sensors. As is well known, optimal state estimation of a linear system can be achieved using a Kalman filter. Other work on Kalman filtering in sensor networks include [21] which studied optimal sensor data quantization, and [22] , where Kalman filtering using one bit quantized observations is *Corresponding author. The authors are with the ARC Special Research center for Ultra-Broadband Information Networks (CUBIN, an affiliated program of National ICT Australia), Department of Electrical and Electronic Engineering, University of Melbourne, Parkville, Vic. 3010, Australia.
Tel: 613-8344-4962. Fax: 613-8344-6678. E-mail {a.leong, s.dey, j.evans}@ee.unimelb.edu.au This work was supported by the Australian Research Council considered and performance is shown to lie within a constant factor of the standard Kalman filter. Another related area with a long history is that of distributed Kalman filtering, where the main objectives include doing local processing at the individual sensor level to reduce the computations required at the fusion center [23] , [24] , or to form estimates at each of the individual sensors in a completely decentralized fashion without any fusion center [25] . However in our work we assume that computational resources available at the sensors are limited so that they will only take measurements and then transmit them to the fusion center for further processing, using uncoded analog forwarding. In this paper we will consider estimation of scalar linear systems using multiple sensors communicating to the fusion center via multi-access or orthogonal medium access schemes. In particular, our focus will be on deriving asymptotic behaviour of the error covariance with respect to the number of sensors for these schemes, as well as optimal transmission power allocation to the sensors under a constraint on the error covariance at the fusion center or a sum power constraint at the sensor transmitters. We consider both static and fading channels and in the context of fading channels, we consider various levels of availability of channel state information (CSI) at the transmitters and the fusion center. The rest of the paper is organized as follows. Section II specifies our model and preliminaries. Section III gives a number of examples between multi-access and orthogonal access schemes, which show that in general one scheme does not always perform better than the other. We investigate the asymptotic behaviour for a large number of sensors M in Section IV, where it is shown that the error covariance decays at the rate 1/M , and in the multi-access case even when the total power is bounded. Optimal power allocation for static channels is considered in Section V, where we formulate and solve optimization problems for 1) an error covariance constraint and 2) a sum power constraint. Section VI will look at fading channels. In the case where we have channel state information (CSI) we can run the optimization at each time step. When we don't have CSI, we will derive a sub-optimal linear estimator similar to [26] - [28] , which can be used for non-zero mean fading. The 1/M scaling behaviour is also observed here, and we can also perform optimization using this estimator. Numerical studies are presented in Section VII.
II. MODELS AND PRELIMINARIES
Throughout this paper, i represents the sensor index and k represents the time index. Let the linear system be
with w k and v i,k being zero-mean Gaussians having covariances Q and R i respectively, with the v i,k 's being independent between sensors. Note that the sensors can have different observation matrices C i and measurement noise variances R i . In this paper we will restrict ourselves to scalar systems, so that A, C i , Q, R i are scalar quantities. For the sake of generality, we allow A and C i to take on both positive and negative values. 1 It is assumed that the parameters A, C i , Q and R i are known. Moreover, we assume that the system is stable, i.e. |A| < 1.
A. Multi-access scheme
In the (non-orthogonal) multi-access scheme the fusion center receives the sum
whereñ k is zero-mean complex Gaussian with variance 2N ,h i,k are the complex-valued channel gains, andα i,k are the complex-valued multiplicative amplification factors in an amplify and forward scheme. We assume that all transmitters have access to their complex channel state information (CSI), and usẽ
The assumption of CSI at the transmitters is crucial in order for the signals to add up coherently in (2), and may not be easy to achieve in large sensor networks. However in studies such as [10] , [29] it has been shown (though in slightly different contexts) that for moderate amounts of phase error much of the potential performance gains can still be achieved. 2 Continuing further, we may write
Hence, we have the following linear system
Define the state estimate and error covariance aŝ
Then it is well known that optimal estimation of the state x k in the minimum mean squared error (MMSE) sense can be achieved using a (time-varying) Kalman filter [30] . We also remark that even if the noises are non-Gaussian, the Kalman filter is still the best linear estimator.
B. Orthogonal access scheme
In the orthogonal scheme each sensor transmits its measurement to the fusion center via orthogonal channels (e.g. using FDMA or CDMA), so the fusion center receives
withñ i,k 's independent, zero mean complex Gaussian with variance 2N, ∀i. We will again assume CSI at the transmitters and
We can then write the situation (using the superscript "o" to distinguish some quantities in the orthogonal scheme from the multi-access scheme) as the linear system
The case where the channel gains are unknown but channel statistics are available is addressed in Section VI-B. This can also be used to model the situation where perfect phase synchronization cannot be achieved [19] .
The state estimate and error covariance are now defined aŝ
k } Optimal estimation of x k in the orthogonal scheme can also be achieved using a Kalman filter. The advantage of the orthogonal scheme is that we do not need carrier-level synchronization among all sensors, but only require synchronization between each individual sensor and the fusion center [18] .
C. Transmit powers
For stable scalar systems, it is well known that if X k is stationary we have
In both the multi-access and orthogonal schemes, the power used at time k by the ith sensor in transmitting its measurement to the fusion center is then
D. Steady state error covariance
For the moment we will leth i,k =h i (and hence h i,k = h i ) ∀k, be time-invariant, deferring the discussion of time-varying channels until Section VI. For stable systems and time-invariant channels we will also assume that α i,k = α i , ∀k, i.e. the amplification factors don't vary with time, and will drop the subscript k from quantities such asC k andR k .
From Kalman filtering theory, we know that the steady state (as k → ∞) error covariance P ∞ (provided it exists) in the multi-access scheme satisfies
whereR andC are the time-invariant versions ofR k andC k . 3 For stable systems, it is known that the steady state error covariance always exists [30, p.77] . ForC = 0, the solution to this can be easily shown to be
In the "degenerate" case whereC = 0, P ∞ = Q/(1 − A 2 ). We note that (4) can also be written as
with S ≡C 2 /R regarded as a signal-to-noise ratio (SNR). We have the following property, which is proved in the appendix. For a similar SNR improvement property of the Kalman filter, see [30, p.118-120] . Lemma 1: P ∞ is a decreasing function of S In the orthogonal access scheme, the steady state error covariance
whereR o andC o are the time-invariant versions ofR o k andC o k . We have that P o ∞ is still a scalar, butC o is now a vector andR o a matrix. To simplify the expressions, first apply the matrix inversion lemma to get
3 The assumption of time-invariance is important. For time-varyingR k andC k , the error covariance usually will not converge to a steady state value and where we can easily computeC o
with S o regarded as a signal-to-noise ratio. Then the solution to (6) can be computed as
The error covariance P o ∞ is a decreasing function of S o using the same proof as in the appendix. Comparing (5) and (8) we see that the functions for P ∞ and P o ∞ are of the same form, except that in the multi-access case we have 3) Now look at the "symmetric" situation where
so S ≥ S o with equality only when N = 0 (or M = 1). Thus, in the symmetric case, multi-access outperforms orthogonal access. 4) Suppose N = 0. In the multi-access case we have a sum of measurements plus noise introduced at the fusion center, whereas in the orthogonal case the fusion center adds noise onto each of the individual measurements. Thus a reasonable question to ask is whether one can always achieve S > S o for M sufficiently large. However the answer is no as the following counterexample illustrates. Let α i = 1, h i = 1, R i = 1, ∀i. Let M/2 of the sensors have C i = 1, and the other M/2 sensors have C i = 2. We find that
, then it may be verified that S o > S for M < 10, S o = S for M = 10, and S > S o for M > 10, so eventually the multi-access scheme outperforms the orthogonal scheme. On the other hand, if or N < 1/9, we will have S o > S no matter how large M is.
Similar to example 1), the possible intuitive explanation for this is that even if the individual measurements have a very small amount of noise added at the fusion center, receiving these individual measurements from the sensors may still be better than receiving a linear combination of the measurements. However, characterizing this behaviour in general appears quite complicated, as one can also have situations where the multi-access scheme always outperforms the orthogonal scheme, e.g. example 3) above.
IV. ASYMPTOTIC BEHAVIOUR
Since P ∞ is a decreasing function of S (similar comments apply for the orthogonal case), increasing S will provide an improvement in performance. As S → ∞, we can see from (5) that P ∞ → Q, the process noise variance. Note that unlike e.g. [16] , [18] where the mean squared error (MSE) can be driven to zero in some situations such as when there is a large number of sensors, here the lower bound Q on performance is always strictly greater than zero. Now if the number of sensors is fixed, then it is not too difficult to show that S will be bounded no matter how large (or small) one makes the α i 's, so getting arbitrarily close to Q is not possible. On the other hand, if instead the number of sensors M is allowed to increase, then P ∞ → Q as M → ∞ can be achieved (in many situations). Moreover we will be interested in the rate at which this convergence occurs.
In this section we will investigate two simple strategies, 1) α i = 1, ∀i, and 2) α i = 1/ √ M , ∀i. 4 We do this first for the "symmetric" case (i.e. the parameters are the same for each sensor) where we can obtain explicit asymptotic expressions. We then use these results to bound the performance in the general asymmetric case. We emphasise that the results in this section assume that large M is possible, e.g. ability to synchronize a large number of sensors in the multi-access scheme, or the availability of a large number of non-overlapping frequency bands in FDMA or a large number of orthogonal spreading sequences in CDMA in the orthogonal scheme, which may not always be the case in practice. On the other hand, in numerical investigations we have found that the results derived in this section are quite accurate even for 20-30 sensors, see Figs. 1 and 2 in Section VII.
A. No scaling:
Let α i = 1, ∀i, so measurements are forwarded to the fusion center without any scaling. Assume for simplicity the symmetric case, where
In the multi-access scheme,
Substituting into (4):
We are interested in the behaviour of this as M → ∞. Now
where we have used the expansion
, which is valid when M is sufficiently large. Hence
So in this case the steady state error covariance for the multi-access scheme converges to the process noise variance Q, at a rate of 1/M . This result matches the rate of 1/M achieved for estimation of i.i.d. processes using multiaccess schemes, e.g. [16] , [32] .
In the orthogonal scheme we have
By similar calculations to (9) we find that
The steady state error covariance again converges to Q at a rate of 1/M , but the constant
in front is larger. This agrees with example 3) of Section III that in the symmetric situation multi-access will perform better than orthogonal.
B. Scaling
In the previous case with α i = 1, ∀i, the power received at the fusion center will grow unbounded as M → ∞. Suppose instead we let α i = 1/ √ M , ∀i, which will keep the power received at the fusion center bounded (and is constant in the symmetric case), while the transmit power used by each sensor will tend to zero as M → ∞. Again assume for simplicity that
In the multi-access scheme we now haveC
So we again have the steady state error covariance converging to the process noise variance Q at a rate of 1/M . In fact, we see that this is the same expression as in the orthogonal case but where we were using α i = 1, ∀i. The advantage here is that the transmit power used by each individual sensor can decrease to zero as the number of sensors increases, which is possibly more desirable in power constrained environments such as wireless sensor networks. For i.i.d. processes, this 1/M behaviour when the total received power is bounded has also been observed [19] , [32] .
One can show by similar computations to (9) that for large M ,
Note that
so that the steady state error covariance converges as M → ∞ to a value strictly greater than Q, though the convergence is still at a rate 1/M . An easier way to see that convergence of P o ∞ to Q cannot be achieved is to note that here
which is bounded even as M → ∞. Analogously, for i.i.d. processes it has been shown that in the orthogonal case the MSE does not go to zero as M → ∞ when the total power used is bounded [18] . Another observation is that this is also the behaviour which can be achieved in the multi-access case but with a scaling α i = 1/M (rather than
, as may be easily verified.
C. General parameters
The behaviour shown in the two previous cases can still hold under more general conditions on C i , R i and h i . Suppose for instance that they can be bounded from both above and below, i.e.
We first treat the multi-access scheme. We have
Recall from Lemma 1 that P ∞ is a decreasing function of S =C 2 /R. If we choose α i ∈ {+1, −1} such that α i C i is positive for all i, we have
and by a similar calculation to (9) we can show that as
and we can show that as
In either case, as the upper and lower bounds both converge to Q at a rate of 1/M , P ∞ itself will also do so. For the orthogonal scheme, a similar argument to the above shows that choosing α i ∈ {+1, −1} gives convergence of P o ∞ to Q at the rate 1/M for general parameters. However, if we choose
does not converge to a limit as M → ∞ for general parameters. For instance, suppose there are two distinct sets of "symmetric" parameters with behaviour as in (12) , such that if all the sensors had the first set of parameters the error covariance would converge to P o ∞,1 , and if all the sensors had the second set of parameters the error covariance would converge to P o ∞,2 , with P o ∞,2 = P o ∞,1 . Suppose the first M 1 sensors have the first set of parameters, the next M 2 (with M 2 >> M 1 ) sensors the second set, the next M 3 (with M 3 >> M 2 ) sensors the first set, the next M 4 (with M 4 >> M 3 ) sensors the second set, etc... Then P o ∞ would alternate between approaching P o ∞,1 and P o ∞,2 , and will not converge to a limit as M → ∞.
D. Equal power allocation
When the parameters are asymmetric, the above rules will in general allocate different powers to the individual sensors. An alternative is to use equal power allocation. Recall that the transmit power used by each sensor is
If we allocate power p to each sensor, i.e. p i = p, ∀i, then
If instead the total power p total is to be shared equally amongst sensors, then p i = p total /M, ∀i, and
Asymptotic behaviour of the different cases using equal power allocation will be similar to Section IV-C, and can be treated using similar arguments there.
E. Remarks
1) Most of the previous rules in this section give a convergence rate of 1/M . We might wonder whether we can achieve an even better rate (e.g. 1/M 2 ) using other choices for α i . The answer is no. Following [16] , consider the "ideal" case where sensor measurements are received perfectly at the fusion center, and which mathematically corresponds to the orthogonal scheme with N = 0, α i = 1, h i = 1, ∀i. This idealized situation provides a lower bound on the achievable error covariance. We will have
i /R i which can then be used to show that P o ∞ converges to Q at the rate 1/M by a similar argument to Section IV-C. Hence 1/M is the best rate that can be achieved with any coded/uncoded scheme.
2) In the previous derivations we have not actually used the assumption that |A| < 1, so the results in Sections IV-A -IV-C will hold even when the system is unstable (assumingC = 0). However for unstable systems, E[X 2 k ] becomes unbounded as k → ∞, so if the α i,k 's are time invariant, then more and more power is used by the sensors as time passes. If the application is a wireless sensor network where power is limited, then the question is whether one can choose these α i,k 's such that both the power used by the sensors and the error covariances will be bounded for all times. Now if there is no noise at the fusion center, i.e. n k = 0, then a simple scaling of the measurements at the individual sensors will work. But when n k = 0, as will usually be the case in analog forwarding, we have not been able to find a scheme which can achieve this. Noting that for unstable systems, asymptotic results are of mathematical interest only. In practice, in most cases, we will be interested in finite horizon results for unstable systems where the system states and measurements can take on large values but are still bounded. In such finite horizon situations, one can perform optimum power allocation at each time step similar to Section VI-A but for a finite number of time steps, or use a finite horizon dynamic programming approach similar to Section VI-A.3. However, these problems will not be addressed in the current paper.
V. OPTIMAL POWER ALLOCATION
When there are a large number of sensors, one can use simple strategies such as α i = 1/ √ M , ∀i, or the equal power allocation (15), which will both give a convergence of the steady state error covariance to Q at a rate of 1/M (in the multi-access scheme), while bounding the total power used by all the sensors. But when the number of sensors is small, one may perhaps do better with different choices of the α i 's. In this section we will address two relevant optimization problems.
A. Multi-access 1) Minimizing sum power: One possible formulation is to minimize the sum of transmit powers used by the sensors subject to a bound on the steady state error covariance. More formally, the problem is
Before going further, let us determine some upper and lower bounds on D. From Section IV, a lower bound is D ≥ Q, where Q is the process noise variance. For an upper bound, supposeC = 0 so we don't have any information about x k . Since we are assuming the system is stable, one can still achieve an error covariance of
To reduce the amount of repetition in later sections, consider the slightly more general problem
where x > 0, y > 0, γ i > 0, a i ∈ R, b i > 0, i = 1, . . . , M are constants. In the context of (17),
The objective function of problem (18) is clearly convex. We can divide the feasible region into two regions corresponding to s > 0 and s < 0. Then in each of the two regions, the function ( M i=1 α 2 i b i + N )/s 2 is convex, by noting that each of the functions α 2 i /s 2 is convex. Hence the two regions corresponding to s > 0 and s < 0 are both convex and the global solution can be easily found numerically. Moreover, following similar steps to [17] , a solution in (mostly) closed form can be obtained. We omit the derivations but shall summarise what is required. One first solves numerically for λ the equation
Since the left hand side is increasing with λ solutions to this equation will be unique provided it exists. Taking limits as λ → ∞, we see that a solution exists if and only if
Equation (19) thus also provides a feasibility check for the optimization problem (18) . In the context of (17), one can easily derive that (19) implies
which indicates that the sum of the sensor signal to noise ratios must be greater than a threshold (dependent on the error covariance threshold D) for the optimization problem (17) to be feasible.
Next, we compute µ from
Finally we obtain the optimal α i 's (denoted by α * i )
with the resulting powers
Note that depending on whether we choose µ to be positive or negative, two different sets of α * i 's will be obtained, one of which is the negative of the other, though the p i 's and hence the optimal value of the objective function remains the same.
2) Minimizing error covariance: A related problem is to minimize the steady state error covariance subject to a sum power constraint. Formally, this is
with P ∞ again given by (4) . For this problem, the feasible region is clearly convex, but the objective function is complicated. To simplify the objective, recall from Lemma 1 that P ∞ is a decreasing function of S =C 2 /R. Thus maximizingC 2 /R (or minimizingR/C 2 ) is equivalent to minimizing P ∞ . If we regardC 2 /R as a signalto-noise ratio, then this result has the interpretation that maximizing the SNR minimizes P ∞ . Hence the problem is equivalent to
We again introduce a more general problem
with x > 0, y > 0, γ i > 0, a i ∈ R, b i > 0, i = 1, . . . , M being constants. Arguing as in the paragraph after (18), the objective function will be convex in each of the two regions s > 0 and s < 0, so we will again obtain two sets of solutions. Unlike problem (18), we have not been able to obtain an analytical solution here, though numerical solutions can still be found easily since the problem is convex.
B. Orthogonal access 1) Minimizing sum power:
The corresponding problem in the orthogonal scheme is
∞ given by (8) . By a rearrangement of the constraint, this can be shown to be equivalent to
Since each of the functions
Ri+N is convex for α i > 0 (also for α i < 0), this problem is convex. Note that without further restrictions on α i we will get 2 M solutions with the same values of the objective function, corresponding to the different choices of positive and negative signs on the α i 's. This is in contrast to the multiaccess case where there were two sets of solutions. For simplicity we can take the solution corresponding to all α i ≥ 0. 5 An analytical solution can also be obtained. To reduce repetition in later sections, consider the more general problem
where
. . , M are constants and γ i , x, y, a i , b i have similar interpretations as in Section V-A.1. Since the derivation of the analytical solution is similar to that found in [18] (though what they regard as α k is α 2 i here), it will be omitted and we will only present the solution. Firstly, the problem will be feasible if and only if
Interestingly, this is the same as the feasibility condition (19) for problem (18) in the multi-access case, indicating that the total SNR for the sensor measurements must be greater than a certain threshold (dependent on D). The optimal α i 's satisfy
where (x) + is equal to x when x is positive, and zero otherwise. To determine λ, now assume that the sensors are ordered so that
Note that in the context of problem (22),
. Clearly, this ordering favours the sensors with better channels and higher measurement quality. Then the optimal values of α 2 i (and hence α * i ) can also be expressed as
bi −
x y and the number of sensors which are active, M 1 (which can be shown to be unique [5] ), satisfies
2) Minimizing error covariance:
The corresponding problem in the orthogonal scheme is equivalent to
which is again a convex problem. For an analytical solution [18] , consider a more general problem min α1,...,αM
. . , M are constants. The optimal α i 's satisfy
Assuming that the sensors are ordered so that
the optimal values of α 2 i to problem (25) can also be expressed as
and the number of sensors which are active, M 1 (which is again unique [5] ), satisfies
In the orthogonal case, the solutions of the optimization problems (23) and (25) take the form (24) and (26) respectively. These expressions are reminiscent of the "water-filling" solutions in wireless communications, where only sensors of sufficiently high quality measurements will be allocated power, while sensors with lower quality measurements are turned off. On the other hand, the solution for problem (18) has the form (20) , which indicates that all sensors will get allocated some non-zero power when we perform the optimization. Similarly we find via simulations that the same occurs for problem (21) . The intuition behind this is that in the multi-access scheme some "averaging" can be done when measurements are added together, which can reduce the effects of noise and improve performance, while this can't be done in the orthogonal scheme so that turning off low quality sensors will save power.
In general, better quality sensors will get allocated more power in these optimization problems. However this could lead to some sensors running out of power too quickly and reducing the sensor network lifetime. Possible alternatives include implementing individual power constraints in addition to the sum power constraint, or optimizing different norms of the power vector (p 1 , . . . , p M ), see [18] for further discussion.
2) Three of the four optimization problems we consider (problems (18) , (23) and (25)) have analytical solutions, and can admit distributed implementations, which may be important in large sensor networks. For problem (18) the fusion center can calculate the values λ and µ and broadcast them to all sensors, which can then be used by the sensors along with their local information to determine the optimal α i 's, see [17] . For problems (23) and (25), the fusion center can compute and broadcast λ to all sensors, which then determine their optimal α i 's using λ and their local information, see [18] .
VI. FADING CHANNELS
The results presented so far have assumed that the channels are time-invariant. But in applications such as sensor networks, measurements may be transmitted over randomly time-varying (fading) wireless channels. In this section we let the channel gainsh i,k be randomly time varying. We consider both the case where the channel gains are known at the sensors and the fusion center, i.e. the transmitters and receiver have channel state information (CSI), and where the channel gains are not known at either the transmitters or receiver, in which case we derive a suboptimal linear estimator.
A. With CSI
First we let both the sensors and fusion center have channel state information (CSI), so that the h i,k 's are known. We now also allow the amplification factors α i,k to be time-varying. As a shorthand let P k = P k|k−1 .
1) Multi-access:
The Kalman filter recursion for the error covariances is (see [30] )
One way in which we can formulate an optimization problem is to minimize the sum of powers used at each time instant, subject to P k+1|k ≤ D at all time instances k. That is, for all k, we want to solve
The constraint can be rearranged to be equivalent tō
≤ 0 which looks rather similar to (16) . In fact, once we've solved the problem (28) at an initial time instance, e.g. k = 1, then P 2 = D is true, so that further problems become essentially identical to what was solved in Section V-A.1. Therefore, the only slight difference is in the initial optimization problem, which is also covered by problem (18) .
Another possible optimization problem is to minimize P k+1|k at each time instant subject to a sum power constraint at each time k, i.e.
As we can rewrite the objective as
it is clear that minimizing the objective function is equivalent to minimizingR k /C 2 k . So at each time step we essentially solve the same problem considered in Section V-A.2, while updating the value of P k+1 every time.
2) Orthogonal access: For time varying channels with CSI, the Kalman filter recursion for the error covariances can be shown by a similar argument to (7) to be
If we wish to minimize the sum power while keeping P o k+1 ≤ D at all time instances, the constraint becomes
If we wish to minimize P o k+1 at each time instance subject to a sum power constraint at all times k, then this is the same as maximizingC
In both cases, the resulting optimization problems which are to be solved at each time instant are variants of problems (23) and (25), and can be handled using the same techniques, with the solutions having similar interpretations as in Section V-C.
3) Dynamic programming formulation: The optimization problems we have formulated in this section follow a "greedy" approach where we have constraints that must be satisfied at each time step, which allows us to use the same techniques as in Section V. The motivation behind this follows from the monotonic properties of the solution to the Riccati equations (27) or (30) . An alternative formulation which may be more efficient in power usage is to consider constraints on the long term averages of the estimation error and transmission powers. For instance, instead of problem (29), one might consider instead the infinite horizon problem 6 min lim
where we try to determine policies that will minimize the expected error covariance subject to the average sum power being less than a threshold p total . Solving such problems will require dynamic programming techniques, which would involve discretization of the optimization variables similar to [34] , where optimal quantizers were designed for HMM state estimation over bandwidth contrained channels using a stochastic control approach. This approach is however highly computationally demanding. A thorough investigation of these problems is beyond the scope of this paper but will be studied in future work.
B. No CSI 1) Multi-access:
Suppose now that CSI is not available at either the sensors or fusion center, though channel statistics are known. We note that this can also be used to model the situation where the sensors are not perfectly synchronized [19] . The optimal filter in this case will be nonlinear and highly complex, see e.g. [35] . An alternative is to consider the best linear estimator in the minimum mean squared error (MMSE) sense, based on [27] . In our notation, the situation considered in [27] would be applicable to the model
While this is not quite the same as the situation that we are considering, their techniques can be suitably extended.
Since we do not have CSI we cannot do transmitter beamforming and must return to the full complex model (1). We will also restrictα i,k =α i , ∀k to be time invariant. The main difference from [27] is that the innovations is now defined as
x k|k−1 6 If we want to consider unstable systems then a finite horizon formulation may be more appropriate Then assuming that the processes {h i,k }, i = 1, . . . , M are i.i.d. over time, with real and imaginary components independent of each other, and {h i,k } independent of {w k } and {v i,k }, i = 1, . . . , M , the linear MMSE estimator for scalar systems can be derived following the methods of [27] as follows:
These look like the Kalman filter equations but with different C and R matrices, so much of our previous analysis will apply. 7 For instance, there will be a steady state error covariance given by
with S =C TR−1C . Note that for circularly symmetric fading channels e.g. Rayleigh, we haveC = [ 0 0 ] and estimates obtained using this estimator will not be useful. Other work where there are difficulties with circularly symmetric fading include [7] , [19] , [32] . A possible scheme for estimation of i.i.d. processes and zero-mean channels which can achieve a 1/ log M scaling has been proposed in [32] . Thus we will now restrict ourselves to non-zero mean fading. Motivated by transmitter beamforming in the case with CSI, let us choosẽ
with α i ∈ R. Then S simplifies to
where we can find
using the shorthand 
Asymptotic behaviour using this estimator can then be analyzed using the techniques in Sections IV. In particular, one can achieve P ∞ = Q + O(1/M ) behaviour, even when the total power is bounded. So even though we don't have CSI, and are using a suboptimal linear filter, we can still achieve a decay to Q at a rate of 1/M when we have a large number of sensors and the fading is non-zero mean. The intuition behind this result is that adding up a lot of randomh i,k 's will tend to average things out, so that we can replace the unknownh i,k 's with their statistics, e.g. means and variances. A similar scaling result in the context of i.i.d. processes and no CSI but non-zero mean fading was shown in [32] .
Power allocation using this estimator can also be done, and the resulting problems (which are omitted for brevity) will be variants of problems (18) and (21) . We note that the optimization problems will only need to be run once sinceC andR are time-invariant quantities, rather than at each time instance as in the case with CSI.
2) Orthogonal access: For orthogonal access and no CSI, the equations for the linear MMSE can also be similarly derived and will be of the form (31), substitutingC o in place ofC,R o in place ofR, etc.. We havē
with eachR o ii being a block matrix
+ N There will be a steady state error covariance given by
where we also refer to (32) for further simplifications of these quantities. Asymptotic behaviour and optimal power allocation can also be analyzed using the techniques in Sections IV and V respectively, and the details are omitted for brevity.
VII. NUMERICAL STUDIES

A. Static channels
First we show some plots for the asymptotic results of Section IV. In Fig. 1 (a) we plot P ∞ vs M in the multiaccess scheme for the symmetric situation with α i = 1/ √ M and A = 0.8, Q = 1.5, N = 1, C = 1, R = 1, h = 0.8. We compare this with the asymptotic expression Q + (11) . Fig. 1 (b) plots the difference between P ∞ − Q, and compares this with the term
We can see that P ∞ is well approximated by the asymptotic expression even for 20-30 sensors.
In Fig. 2 we plot P ∞ vs M in the multi-access scheme with α i = 1/ √ M , A = 0.9, Q = 1, N = 1 and values for C i , R i , h i chosen from the range 0.5 ≤ C i ≤ 1, 0.5 ≤ R i ≤ 1, 0.5 ≤ h i ≤ 1. We also plot the (asymptotic) lower and upper bounds from (13) 
It can be seen that P ∞ does lie between the two bounds, both of which converge to Q at the rate 1/M .
Next we look at numerical results for optimal power allocation in Section V. In Fig. 3 we compare between using optimal power allocation, equal power allocation and using the same value of α for all sensors, for the multi-access scheme. We use A = 0.9, N = 1, Q = 1 with various values for C i , R i drawn from a uniform distribution U (0, 2), and values of h i drawn from U (0, 1). In (a) we keep D = 2, while in (b) we keep p total = 1. In Fig. 4 we do the same thing for the orthogonal scheme. What can be observed in Fig. 3 is that as the number of sensors M increases there is a general trend downwards for both graphs, though for equal power allocation and using the same α's for all sensors the behaviour is not necessarily monotonic. This is due to the fact that some sensors might have low quality measurements, e.g. sensor 5 in Fig. 3 , so that extra resources are needed to compensate if this sensor is to be used. In the multi-access scheme, the performance gain in using optimal power allocation over simpler strategies is quite small when the number of sensors M is large, especially when compared with Fig. 4 . Also, there doesn't appear to be a clear performance advantage in using either equal power allocation or simply using the same α's for all sensors, though in terms of increasing the lifetime of a wireless sensor network, equal power allocation may be preferable. Finally, optimal power allocation in the orthogonal scheme will involve some sensors not transmitting, so even if we continually add in more sensors, they will not be utilised if their measurements are of low quality. Thus we sometimes see flat behaviour in Fig. 4 over a range of different numbers of sensors.
B. Fading channels
In Fig. 5 we compare between the full CSI and no CSI situations, using A = 0.9, N = 1, Q = 1 with various values for C i , R i drawn from a uniform distribution U (0, 2). Theh i,k 's are chosen to be Rician distributed with real and imaginary parts both being N (µ i , σ 2 i ), with µ i and σ 2 i drawn from U (0, 1). In (a) we keep D = 2, and in (b) we keep p total = 1. In the full CSI case the values are averaged over 10000 time steps, and in the no CSI case they are the steady state values using the linear MMSE estimator (31) . In Fig. 6 we do the same for the orthogonal scheme. We can see in Fig. 5 that for the multi-access scheme the performance loss in the no CSI case is not too great when compared to the case with full CSI. Thus even if one has full CSI, but doesn't want to perform power allocation at every time step, using the linear MMSE estimator (31) instead could be an attractive alternative. On the other hand, for the orthogonal scheme in Fig. 6 there is a significant performance loss in the situation with no CSI, when compared to the multi-access situation in Fig 5, possibly because we can't get the averaging benefits that are possible when we add measurements together in the multi-access scheme.
VIII. CONCLUSION
This paper has investigated the use of analog forwarding in the distributed estimation of stable scalar linear systems. We have shown a 1/M scaling behaviour of the error covariance in a number of different situations, and have also formulated and solved some optimal power allocation problems. A possible extension of this work is to consider state estimation of vector linear systems. For vector linear systems, additional issues such as whether sensors will make observations of the entire state or whether sensors should only measure certain components of the state vector, observability of the resulting matrix when these measurements are added together in the multi-access scheme, and the appropriate criteria with which to formulate power allocation problems, will need to be addressed. Optimal power allocation problems in the case of unstable systems in a finite horizon setting, as well as the dynamic programming formulation approach to optimization, can also be studied. These problems will form the topics of future investigations.
APPENDIX
A. Proof of Lemma 1
Rewrite (5) or (A 2 + 1) 2 Q 2 ≥ (A 2 − 1) 2 Q 2 , which is certainly true.
