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Enega temeljnih problemov v mobilni robotiki predstavlja lokalizacija mobilnega robota, saj 
je uspeh, da se le-ta dobro lokalizira, povezan z različnimi dejavniki. Osnovni pojem pri 
obravnavani tematiki, predstavlja verjetnost, na temelju česar je tudi nastala verjetnostna 
robotika, katere verjetnostne teorije so popularne in izredno uspešno uporabljene v praksi. 
Njihova prednost je predvsem ta, da upoštevajo negotovosti, tako pri izračunih kot tudi pri 
načrtovanju sistema ter tudi, da z njihovo pomočjo lahko z verjetnostno porazdelitvijo 
predstavimo stanje nekega sistema.   
V diplomskem delu sem se osredotočil na splošen problem globalne lokalizacije, katera  
predstavlja problem znanega zemljevida ter neznane začetne lokacije robota. Za reševanje 
omenjenega problema je pomembno, da poznamo lokalizacijske algoritme, ter njihove 
osnove. Algoritmi izračunavajo verjetnostno porazdelitev, tako da je lokalizacija mobilnega 
robota uspešna.   
Za namene diplomskega dela sem izvedel dva projekta, pri katerih sem uporabil dva 
verjetnostna algoritma, histogram filter ter filter delcev. Oba izhajata iz Bayesovega filtra, ki 
obenem predstavlja izhodišče za vse verjetnostne algoritme. Prvi za predstavitev verjetnostne 
porazdelitve uporablja diskretno mrežno lokalizacijo (v definirani mreži celic), drugi pa 
uporablja zvezno Monte Carlo metodo lokalizacije.  
 
Ključne besede: Lokalizacija mobilnega robota, globalna lokalizacija, algoritmi za 
verjetnostno porazdelitev, histogram filter, filter delcev, Bayesov filter, mrežna lokalizacija, 








One of the core problems in mobile robotics is the localisation of the mobile robot, as the 
success rate of achieving localisation depends on many different factors. The core idea with 
my chosen topic is represented by probability, which advanced into its own field of robotics – 
probabilistic robotics, of which theories are incredibly widespread and popular in practice. 
Their advantage lies mainly in acknowledging uncertainties; in calculations, system planning 
and in presenting the state of a certain system through probabilistic distribution 
The focus of my thesis is in the general problem of global localisation, which represents the 
problem of the known map and unknown starting location of the robot. In order to solve the 
aforementioned problem it is important to have knowledge of the localisation algorithms, 
which calculate the probabilistic distribution in a manner that leads to the successful 
localisation of a robot. 
In support of my thesis I engineered two projects, which used two probabilistic algorithms: a 
histogram filter and a particle filter. Both descend from the Bayes filter, which represents the 
foundation for all probabilistic algorithms. The former algorithm uses, for the purposes of 
probabilistic distribution, a discreet grid localisation (in a defined grid cell) while the latter 
uses the Monte Carlo localisation method. 
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Ljudje dojemamo svoje okolje,  informacije iz okolja, ter dražljaje s čutili; zanašamo se torej 
na vid, vonj, sluh, okus in tip. Lahko bi govorili tudi o čutilih, ki jih imamo ljudje za svetlobo, 
ravnotežje, temperaturo itn. Naša izkušnja okolja je tako večplastna, saj naši čuti med seboj 
sodelujejo. Zgolj s sodelovanjem čutil se lahko človek v okolju uspešno orientira, ali pa, če 
uporabim izraz iz mobilne robotike, uspešno lokalizira. Poznavanje položaja robotu omogoča, 
da lahko opravlja svoje naloge v prostoru, da načrtuje varno pot ter gibanje znotraj delovnega 
prostora. Na podlagi povedanega sledi, da je v mobilni robotiki pomembno, da robot sam 
zazna in prepozna svoje okolje, pri čemer gre za glavni problem, t.i. lokalizacije. Lokalizacija 
predstavlja postopek določevanja lege, s katero robot zazna svojo pozicijo in orientacijo v 
prostoru. Poznavanje lege je ključnega pomena za njegovo zanesljivo avtonomno delovanje 
[1]. Tako kot čutila pri človeku, je za uspešno lokalizacijo potrebna uporaba senzorjev ter 
aktuatorjev na samem robotu, ki pa v sistem vnašajo tudi negotovost in napake, kar je 
potrebno upoštevati za uspešno lokalizacijo. 
Lokalizacijo lahko razdelimo na globalno in lokalno. Slednja predstavlja okolje, v katerem 
ima robot znano izhodišče in znan model delovnega prostora. Medtem ko pri globalni, začetna 
lega robota ni znana, robot se lahko nahaja kjerkoli v oklici,  zato mora robot svojo začetno 
lego oceniti sam. Metode globalne lokalizacije so računsko zahtevnejše. Variacijo globalne 
lokalizacije predstavlja primer ugrabljenega robota, pri čemer robot misli, da ve, kje se 
nahaja, vendar pa je njegova lokacija drugje, kar je posledica fizične prestavitve robota. 
Obstaja pa še en tip lokalizacije, kjer govorimo o t.i. SLAM problemu1, kjer robot gradi 
zemljevid okolja v katerega je postavljen in se v njem tudi lokalizira s pomočjo informacij, ki 
jih dobi s senzorji. Ločimo torej tri tipe lokalizacije, ki pa so, kot izhaja iz napisanega, tudi 
različno zahtevni.  
Za rešitev problema lokalizacije se lahko uporabi več različnih metod, oz. tako imenovanih 
lokalizacijskih algoritmov. Tako lahko uporabimo pristop lokalizacije razširjenega 
Kalmanovega filtra
2
, Markovo lokalizacijo,  mrežno lokalizacijo (katera je izpeljava Markove 
lokalizacije) ter Monte Carlo lokalizacijo. Temelj navedenim lokalizacijskim algoritmom 
predstavljajo verjetnostne  metode, kjer ločimo Bayesov filter, Kalman filter, histogram filter 
                                                 
1
Angl. kratica za Simultanious Localization and Mapping Problem. 
2
Angl. Extended Kalman filter – EKF. 
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ter filter delcev. V diplomskem delu sem se omejil predvsem na mrežno lokalizacijo ter 
Monte Carlo lokalizacijo in pripadajoče algoritme filtrov, katerim so tudi posvečena poglavja 
v nadaljevanju.  
Tema lokalizacije je bila predmet že več diplomskih del, in sicer na različnih področjih, tako 
npr. matematike, računalništva in elektrotehnike, kar kaže tudi na dejstvo, da je področje 
lokalizacije široko in tudi širše uporabljivo3.  
Mobilni robot, katerega lokalizacija je tema mojega diplomskega dela, ponazarja umetno 
inteligenco, ki pa je počasi že prerastla razvoj na področjih, ki služijo zgolj zabavi, in se je že 
močno razvila v smer koristnosti, in sicer predvsem z roboti različnih vrst in oblik [2]. 
Diplomskemu delu po uvodu sledi teoretična podlaga, kjer natančneje opisujem lokalizacijske 
algoritme, ki sem jih tudi uporabil pri svojem delu in so podrobneje opredeljeni v četrtem 
poglavju. Teoretični podlagi sledi krajši opis strojne in programske opreme, ki sem jo 
uporabil pri izdelavi projekta. Zadnje poglavje diplomskega dela predstavljajo sklepne 
ugotovitve. 
  
                                                 
3Npr. M. Lakič: Lokalizacija robota z uporabo kompleta Lego Mindstorms EV3 in okolja Visual Studio 
(Diplomska naloga, Fakulteta za elektrotehniko LJ, I. Oder: Lokalizacija mobilnega robota s pomočjo večsmerne 
kamere (Diplomska naloga, Fakulteta za računalništvo in informatiko LJ). 
3 
 
2 TEORETIČNO OZADJE 
Navedeno poglavje opisuje teoretično ozadje izvedenega projekta. Najprej sem tako opisal 
pojem verjetnostne robotike, nadalje osnove verjetnosti ter Bayesovo pravilo, nato pa 
verjetnostne algoritme ter lokalizacijska algoritma. Izhajal sem iz dejstva, da za izvedbo 
lokalizacije potrebujemo model okolja oz. zemljevid, ter iz problemov lokalizacije. Slednji so 
v literaturi navedeni kot primer znanega zemljevida in znane začetne lokacije (sledenje 
položaja; lokalni problem), kot primer znanega zemljevida in neznane začetne lokacije 
(globalna lokalizacija) ter kot primer neznanega zemljevida in neznane začetne lokacije 
(SLAM problem) [3]. Sam sem se pri projektu osredotočil na drugi problem torej na globalno 
lokalizacijo.  
2.1 Verjetnostna robotika 
Osnovna ideja verjetnostne robotike je, da predstavi negotovost nedvoumno, in sicer z 
uporabo verjetnostne teorije. To pomeni, da namesto, da se zanaša na edino najboljšo možno 
ugotovitev, predpostavi neko informacijo z verjetnostno porazdelitvijo, glede na vse možne 
domneve. S tem ti algoritmi predstavljajo stopnjo prepričanja v matematičnem smislu, kar jim 
tudi omogoča, da upoštevajo različne negotovosti. [3]. Negotovosti o robotovi lokaciji 
vnašajo modeli okolja (približek opisa le tega, dinamičnosti), senzorji (šum, motnje iz 
okolice, možnost okvar), robotovi aktuatorji (šum, obraba, mehanska okvara), ter algoritmi 
sami (matematični modeli, približki opisa realnega modela, njihovo delovanje v realnem 
času). 
Okolje v verjetnostni robotiki predpostavimo z zaporedjem stanj, ki mu pravimo Bayesova 
mreža (usmerjeno neciklično drevo4). Vsako stanje sestavlja skupek spremenljivk. 
Spremenljivke se delijo na statične (konstantne, npr. stene prostora) in dinamične  (časovno 
spremenljive, npr. robotova lokacija). Sprememba dinamičnih spremenljivk vpliva na način, 
da iz nekega stanja preidemo v novo stanje. Tako je novo stanje odvisno le od predhodnega 
stanja. Pri opisanem govorimo o ocenjevanju notranjih stanj, kar tudi predstavlja jedro 
verjetnostnih metod v robotiki in temelji na ocenjevanju notranjih stanj senzorskih podatkov 
[3]. Dejansko gre za postopek pridobivanja podatkov glede spremenljivk stanj, in sicer s 
pomočjo podatkov iz senzorjev.  
                                                 
4
Angl. directed acyclic graph. 
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Okolje lahko robot zazna s senzorji ali pa z meritvijo opravljene poti in hitrosti. Slednje 
predstavlja pojem odometrija
5
. Gre za integracijo izmerjenih premikov, kjer se v vsakem 
koraku akumulira pogrešek meritve (npr. zaradi šuma), zaradi česar je ta pristop samostojno 
uporaben za ocenjevanje (ob znani začetni legi) le za kratek čas, ter se ga tudi pogosto 
uporablja v kombinaciji z meritvami absolutnih senzorjev [4].  Ta pristop se imenuje tudi 
relativna meritev lege. Napake odometrije izvirajo iz sistematičnih (npr. napačen podatek o 
radiu koles) ali pa iz nesistematičnih napak (npr. šum merite) [4].  Kot že povedano, pa je tudi 
zaznavanje s senzorji podvrženo določeni negotovosti. Robot pridobiva informacije o 
notranjih stanjih s senzorji (ki izvajajo meritve), na notranja stanja pa sam vpliva prek 
aktuatorjev. Senzorji izvajajo meritve, ki v sistem nadalje vnašajo podatke, s pomočjo 
aktuatorjev, pa se robot lahko sploh premika, kar privede do izgube podatkov in tudi znanje o 
notranjem stanju robota se nato zmanjša [3].  
Zgoraj je bilo že omenjeno, da je okolje v verjetnosti robotiki predstavljeno z Bayesovo 
mrežo. Gre za mrežo, ki v praksi omogoča kvantitativne izračune sprememb vrednosti 
spremenljivk. Zanjo velja, da je sestavljena iz množice spremenljivk in množice usmerjenih 
povezav med njimi, pri čemer ima vsaka spremenljivka končno zalogo med seboj 
izključujočih vrednosti in spremenljivk ter povezave skupaj tvorijo necikličen, usmerjen graf. 
Lastnost Bayesove mreže je ta, da je določeno stanje neposredno odvisno zgolj od preteklega 
stanja, ne pa od prejšnjih stanj. Omenjeno zaporedje pa imenujemo tudi Markov model. Ker 
vrednosti stanj niso dostopna in jih lahko ocenimo le prek meritev, te modele imenujemo 
prikriti Markovi modeli
6
. Slika 2.1 [4] prikazuje navedeni model, kjer zk predstavlja meritev, 
ki je odvisna od stanja xk, to pa je odvisno od pretekle vrednosti stanja in premika uk-1. 
 
Slika 2.1: Prikriti Markov model, odvisnost od preteklega stanja 
                                                 
5
Angl. odometry ali tudi dead reckoning. 
6
Angl. hidden Markov models (HMM). 
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Pogosto je v literaturi glede robotike uporabljen izraz Markova domneva oz. predpostavka
7
, ki 
temelji na dejstvu, da imamo podano statično okolje8, kar pomeni, da robotova lokacija 
predstavlja edino stanje v okolju, ki sistematično vpliva na zaznavanje senzorjev (slika 2.1) - 
drugače rečeno, informacija o stanju vsebuje celotno informacijo o sistemu, ki ga 




 je pojem, ki ga Thrun tudi omenja pri verjetnostni robotiki, in služi 
predstavitvi znanja o notranjem stanju [3]. Ločimo unimodalne (en vrh), bimodalne (dva 
vrhova) ter multimodalne (tri ali več vrhov) porazdelitve. Verjetnostno porazdelitev 
izračunano takoj po izvedenem premiku, torej še pred meritvijo senzorja, imenujemo apriori 
verjetnostna razporeditev. Posodobljeno verjetnostno porazdelitev z meritvami senzorja pa 
imenujemo aposteriori verjetnostna porazdelitev.  
V nadaljevanju sledi opis algoritmov za predstavitev porazdelitve verjetnosti notranjih stanj, 
pri čemer bom začel s krajšim opisom osnov verjetnosti ter opisom Bayesovega pravila in 
nato filtra (Bayesov filter), ki predstavlja osnovo ostalim verjetnostnim algoritmom (v tem 
diplomskem delu Histogram filter ali diskretni Bayesov filter ter Filter delcev). Sledi opis 
dveh lokalizacijskih algoritmov (Mrežna lokalizacija in Monte Carlo lokalizacija), ki se 
uporabljata za rešitev posameznega problema lokalizacije.  
2.2 Osnove verjetnosti in Bayesovo pravilo 
Osnove verjetnosti 
Ločimo med diskretno slučajno in zvezno slučajno spremenljivko. Pri prvi, vsota verjetnosti 
vseh posameznih izidov diskretne spremenljivke X, znaša 1. Tu lahko X zavzame končno 
število vrednosti. V tem primeru označimo verjetnost, da X zavzame vrednost x z izrazom 
P(X=x), nadalje velja [4]: 
                                                                                                                                     






Angl. probability ditribution. 
6 
 
Zvezne slučajne spremenljivke imajo neskončno zalogo vrednosti X, zato pri opisu verjetnosti 
uporabljamo funkcijo gostote porazdelitve verjetnosti, kjer je integral porazdelitve verjetnosti 
po celotni zalogi enak vrednosti 1 [4], kar zapišemo kot 




Pomemben je pojem pogojne verjetnosti, ki predstavlja verjetnost p(x|y), da X zavzame 
vrednost x, če predhodno vemo, da je Y zavzel vrednost y, zato velja [4] 
       
      
    
                                                                                    (2.3) 
Bayesovo pravilo 
Bayesovo pravilo predstavlja najbolj znano ter uporabljivo pravilo v verjetnostni teoriji, in 
sicer zato, ker predstavlja najpomembnejši vzorec za razumevanje in učenje iz preteklih 
izkušenj. Pove nam, kako naj oblikujemo naše prepričanje v verjetnostno hipotezo, po 
seznanitvi z novimi dejstvi. Predstavlja izjavo iz verjetnostne teorije, ki omogoča izračun 
določenih pogojnih verjetnosti. Slednje pa so tiste verjetnosti, ki odražajo vpliv enega 
dogodka na verjetnost nekega drugega dogodka.  
Izraza, ki sta običajno uporabljena pri Bayesovem pravilu, sta (a)priorna10 (vnaprej oz. 
napovedna ocena) in (a)posteriorna
11
 (naknadna oz. trenutna ocena) verjetnost. Apriorna 
verjetnost domneve (hipoteze) ali dogodka je prvotno
12
 pridobljena verjetnost, še preden so 
pridobljene kakršnekoli dodatne informacije oz. podatki. Ta verjetnost predstavlja totalno oz. 
polno verjetnost in je lahko zapisana v diskretni ali pa v zvezni obliki.  
Diskretna oblika:                                                               (2.4) 
Zvezna oblika:                                                               (2.5) 
Naknadna (posteriorna verjetnost) pa je spremenjena oz. posodobljena
13
 verjetnost, 
pridobljena s pomočjo dodatno pridobljenih informacij. Slednja verjetnost pa tudi predstavlja 
(osnovno) Bayesovo pravilo, katerega lahko zapišemo na dva različna načina, pri čemer je 
prvi način identičen formuli pogojne verjetnosti (p(x) predstavlja priorno verjetnost x, p(y) 
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predstavlja priorno verjetnost y, p(x|y) predstavlja posteriorno verjetnost x na podlagi y, p(y|x) 
pa predstavlja naknadno verjetnost y na podlagi x).   
Zvezne spremenljivke:        
      
    
                                              (2.6) 
Diskretne spremenljivke:         
      
    
                                         (2.7) 
Lahko pa Bayesovo pravilo zapišemo tudi na drug način in sicer zato, ker p(y) predstavlja 
verjetnost dejstev brez vedenja o dogodku x, in ker je lahko domneva x pravilna ali napačna. 
V zapisu (2.8) p(¬x) predstavlja verjetnost x , ki je napačna (ne-x), p(y|¬x) pa predstavlja 
verjetnost y, ko je x napačna [5]. Zapis 2.9 velja le za diskretno spremenljivko x, ki ima dva 
izida, in sicer 0 ali 1. Za splošno, pa velja vsota čez vse možne izide.  
 
Zvezne spremenljivke:        
             
                         
                  (2.8) 
Diskretne spremenljivke:        
          
                         
            (2.9) 
 
2.2.1 Bayesov filter 
Bayesov filter predstavlja temelj oz. osnovo vsem nadaljnjim verjetnostnim algoritmom. Iz 
njega sta izvedena tudi algoritma, opisana spodaj
14
. 
Algoritem ponazarja izračun verjetnostne razdelitve z obstoječimi meritvami15 ter podatki o 
premikih
16
 [3]. Bayesov filter tako predstavlja dva pomembna koraka (premik in meritev), ki 
pa sta oba že omenjena v zgornjem poglavju Bayesovega pravila. Algoritem Bayesov filter 
tako vsebuje polno verjetnost, oz. apriori verjetnostno porazdelitev (tudi posodobitev po 
premiku) in pa aposteriori verjetnostno porazdelitev oz. Bayesovo pravilo (tudi posodobitev 
po meritvi). 
Bayesov izrek oz. pravilo v rekurzivni obliki (2.10) definira porazdelitev verjetnosti stanja v 
trenutku k, ob zaporedno opravljenih meritvah z. V enačbi (2.10) p(xk|z1,… zk) predstavlja 
                                                 
14




Angl. control data. 
8 
 
oceno porazdelitve verjetnosti stanja v trenutku k, posodobljenega s poznanimi meritvami. 
Izraz p(zk|xk,z1,…, zk-1) predstavlja porazdelitev verjetnosti meritve v trenutku k, če poznamo 
trenutno stanje xk in pretekle meritve do trenutka k-1. Nadalje izraz p(xk|z1,… zk-1) predstavlja  
predikcijo (napoved) ocene porazdelitve verjetnosti stanja na osnovi preteklih meritev. Izraz 
p(zk| z1,…, zk-1) pa predstavlja verjetnost opravljene meritve v trenutku k [4]. 
             
                               
              
                                       (2.10) 
V literaturi je mogoče zaslediti pojma predikcijski in korekcijski korak, v zvezi z Bayesovim 
filtrom. Dejansko gre za priori in posteriori verjetnostno porazdelitev, kjer korekcija 
predstavlja korak po opravljeni oz. izvedeni meritvi v nekem času k in po predhodno 
izračunani predikciji oz. apriornem koraku (p(xk|z1,… zk-1)).  
Pravkar opisano stanje pa ne upošteva tudi sistema, kateri na okolje vpliva tudi z raznimi 
akcijami, kot npr. premikanje robota, kjer je izid same akcije podan z neko verjetnostjo (in ni 
determinističen) [4]. Akcije sistema označujemo s simbolom u. Tudi tu sta vsebovana 
predikcijski in korekcijski korak. Bayesov izrek v rekurzivni obliki je prikazan v zapisu 2.11. 
Izraz p(xk|z1:k,u0:k-1) tu predstavlja oceno porazdelitve verjetnosti stanja v trenutku k, 
posodobljen s poznanimi meritvami in opravljenimi akcijami. Izraz p(zk|xk,z1:k-1,u0:k-1 ) 
predstavlja porazdelitev verjetnosti meritve v trenutku k, če poznamo trenutno stanje xk , 
opravljene akcije in pretekle meritve do trenutka k-1. Izraz p(xk|z1:k-1,u0:k-1) predstavlja 
predikcijo ocene porazdelitve verjetnosti stanja na osnovi preteklih meritev in opravljenih 
akcij do trenutka k. Izraz p(zk| z1:k-1,u0:k-1) pa predstavlja verjetnost opravljene meritve v 
trenutku k [4]. 
                  
                                       
                  
                      (2.11) 
Splošni algoritem za Bayesov filter 
Verjetnostno porazdelitev v tem algoritmu označujemo z bel (okrajšava za angl. izraz belief). 




Slika 2.2: Psevdokoda za Bayesov filter 
V 4. vrstici Slika 2.2, enačba ponazarja oceno porazdelitve verjetnosti za stanje ob poznanih 
akcijah in meritvah, kar imenujemo zaupanje
17
. Simbol ɳ predstavlja normirni faktor, ki 
predstavlja 
 
                  
. 3. vrstica pa prikazuje pogojno verjetnost predikcije. Z 
navedenim algoritmom tako izvedemo predikcijo, nato pa določimo korekcijo in jo ustrezno 
oblikujemo [4].   
Bayesov filter ni samostojen algoritem, in sicer v tem smislu, da se ga ne more izvršiti na 
osebnem računalniku (računalniško zahteven, izredno robusten, potrebna je izredna pazljivost 
pri določitvi stanja     zato ostali verjetnosti algoritmi uporabljajo njegove sledljive 
približke. Verjetnostne logaritme ločimo, glede na njihov skupen izvor iz Bayesovega filtra, v 
dve družini za predstavitve verjetnostne porazdelitve notranjih stanj. Ločimo torej Gaussove 
algoritme
18
 ter neparametrčne algoritme19, kateri predstavljajo prvim splošno in precej 
razširjeno ter popularno alternativo [3]. Prvi družini pripada Kalman fiter (ker ga pri 
projektnem delu nisem uporabljal, ga zato na tem mestu zgolj omenjam, brez kakršnih 
nadaljnjih opisov), v drugo družino pa uvrščamo histogram filter ter filter delcev, čemur je 
tudi namenjen opis v nadaljevanju.   
2.3 Mrežna lokalizacija 
Pri navedeni lokalizaciji je pomembno, da je okolje, v katerem se robot nahaja, razdeljeno na 
končno število celic [3] – diskretizirano okolje. Vrednostna porazdelitev je pri mrežni 
lokalizaciji prikazana s histogramom in s tem tudi predstavlja primer diskretnega Bayesovega 
filtra, kar bo opisano v nadaljevanju (podpoglavje 2.3.1.).  
                                                 
17
 Angl. belief. 
18
Angl. gaussian FIlters. 
19
Angl. nonparametric filters.  
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V primeru psevdokode mrežne lokalizacije20 (slika 2.3)  pt,k predstavlja prej že napisan bel(xk), 
kjer je vsaka verjetnost pt,k  določena oz. definirana z mrežno celico   , torej je vsaka 
verjetnost pt,k določena kot celica mreže [3]. Algoritem potrebuje vhodno diskretno 
verjetnostno porazdelitev (v času k-1), informacijo o premiku, zadnjo meritev in zemljevid, 
kar ponazarja prva vrstica, {pt,k-1}, uk-1, zk, m. Funkcija »mean«  pa vrača težo mrežni celici xt 
[3]. Z navedenim algoritmom je mogoče rešiti probleme lokalne in globalne lokalizacije ter 
primer ugrabljenega robota.  
 
Slika 2.3: Psevdokoda algoritma mrežne lokalizacije 
2.3.1 Histogram filter 
Zgoraj opisani algoritem za izračun verjetnostne porazdelitve uporablja Histogram filter. 
Omenjeni filter spada v družino neparametričnih filtrov, ki predstavljajo alternativo 
Gaussovim tehnikam. Vsebujejo končno število vrednosti oz. delov. Histogram dodeli 
vsakemu območju (oz. celici) enotno kumulativno verjetnost. Verjetnostno porazdelitev stanja 
tako v primeru histogram filtra predstavlja histogram, in sicer na diskreten način.  
 
Slika 2.4: Psevdokoda algoritma za izračun verjetnostne porazdelitve - diskretni Bayesov 
filter oz. histogram filter  
                                                 
20
Angl. grid localization.  
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Histogram filter je znan tudi pod imenom diskretni Bayesov filter. Algoritem za vhod 
potrebuje verjetnostno porazdelitev iz prejšnjega stanja, kar predstavlja pt,k-1, zadnji premik uk 
in zadnjo meritev zk [3]. Diskretni Bayesov filter se uporablja v prostorih stanj takrat, ko 
lahko slučajna spremenljivka    zavzame končno število delov. Dejansko gre za uporabo 
Bayesovega filtra za diskretne spremenljivke.  
2.4 Monte Carlo lokalizacija 
Tudi ta lokalizacijski algoritem predstavlja implementacijo Bayesovega filtra. Deluje tako, da 
najprej naključno razporedi delce po celotnem danem zemljevidu, pri čemer delci 
predstavljajo domneve položaja robota, ki nato s premikom robota in z meritvijo senzorjev 
določi verjetnost oz. utež vsakega delca21 (da se delec tam resnično nahaja). Monte Carlo 
lokalizacijska metoda (MCL) je pogosto uporabljena metoda za reševanje najrazličnejših 
primerov v mobilni robotiki, kot tudi širše v različnih domenah kjer imamo opravka s 
simulacijami ter modeliranjem (npr. v astro fiziki, fiziki delcev, telekomunikacijah, uporabni 
statistiki, teoriji iger, financah...).  
MCL algoritem predstavlja verjetnost bel (xk) z delci, pri čemer število delcev M ni omejeno. 
Mogoče ga je uporabiti za reševanje problemov lokalne in globalne lokalizacije ter za primere 
ugrabljenega robota. Iz psevdokode na sliki 2.5 izhaja, da se v času k-1, za vse delce     , 
glede na podatek o premiku uk, oblikujejo novi premiki (4. vrstica). Nadalje,   




, ki ponazarja model merjenja glede na meritev    in zemljevida m. V 
osmi vrstici psevdokode vidimo, da je potrebno izbrati delec i z določeno verjetnostjo, kjer pa 
i predstavlja indeks delcev z verjetnostjo v množici M delcev. Gre za algoritem, katerega 
izvedbo lahko predstavlja tudi  filter delcev, opisan spodaj, kjer Xk , prav tako kot v primeru 
psevdokode MCL, predstavlja zbirko delcev glede na verjetnostno porazdelitev pozicije 
robota v nekem času k. 








Slika 2.5: Psevdokoda za MCL 
2.4.1 Filter delcev 
Filter delcev predstavlja verjetnostni algoritem, ki spada v družino neparametričnih filtrov in 
kjer trenutno oceno porazdelitve vrednosti aproksimiramo po izvedeni meritvi z množico 
delcev   
   
, kjer i predstavlja indeks delcev z verjetnostjo v množici M delcev [4]. 
Verjetnostna porazdelitev robotove lokacije je pri tej metodi prikazana z zbirko delcev [3].  
Deluje tako, da predstavlja položaj robota z M delci, ki so naključno razporejeni glede na 
ocenjeni začetni položaj. Vsakič ko se robot premakne, se bo tudi vsak delec premaknil s 
šumom (šum predstavlja negotovost ter napake premika – 4. vrstica, kjer gre za novo 
domnevo o lokaciji delca    ). Delci se bodo pri tem rahlo razpršili [6]. Na podlagi meritve se 
delcem določijo uteži (faktor pomembnosti - vrstica 5). Po ponovnem vzorčenju (od 7. do 9. 
vrstice)  lahko delci, ki imajo prenizko verjetnost izumrejo, medtem ko so tisti delci, z večjo 
verjetnostjo, lahko izbrani večkrat.  
Na sliki 2.6 je prikazana psevdokoda navedenega algoritma, iz katerega je razvidno, da je za 








3 IZBIRA STROJNE IN PROGRAMSKE OPREME 
3.1 Lego robot 
Pri izdelavi diplomske naloge sem za potrebe lokalizacije in z njo povezanih algoritmov 
uporabil opremo Lego Mindstorms NXT 2.0. Gre za robotski paket, ki predstavlja zadovoljiv  
način za učenje robotike in je primeren za programiranje preko računalnika. Paket sestavlja 
več komponent, katerih opis sledi v nadaljevanju.  
3.1.1 NXT Inteligentna kocka 
NXT inteligentna kocka predstavlja inteligentno, nadzorovano s strani računalnika, Lego 
opremo ter tvori »možgane robota« Mindstorms [7]. Gre za t.i. »pametno kocko«23oz 
krmilnik. Predstavlja orodje, preko katerega robotu narekujemo kaj naj stori (zagon 
motorjev, zaznavanje senzorjev, itd). S to kocko izvajamo programe, in sicer tako, da nanjo 
prek osebnega računalnika naložimo program.  
Ta krmilnik poganja 32 bitni Atmelov mikrokrmilnik ARM7, ki ima 256 KB pomnilnika 
Flash in 64 KB pomnilnika
24
. Kocka vsebuje tudi 8 bitni AVR mikrokrmilnik ter 4 KB 
Flash pomnilnik, ki ima 512 bajtov pomnilnika. Kocka je opremljena tudi z režo za USB 
priključek (12Mbit/s) ter Bluetooth povezavo (Bluetooth Class II V2.0). Ima tudi 3 izhodne 
priključke za servomotorje, 4 vhodne priključke za senzorje, ter zvočnik pasovne širine 
8kHz, zvočni kanal z 8 bitno ločljivostjo in 2-16kHz razponom. Za lažje upravljanje so na 
krmilniku tudi štirje potisni gumbi, in sicer, oranžni gumb za vklop ter za potrditev izbir, 
puščice v svetlo sivi barvi za upravljanje v NXT meniju ter še temno siv gumb, ki služi 
vrnitvi nazaj oz. osvežitvi menija in izklopu. Kocka ima tudi LCD grafični zaslon z 
ločljivostjo 100x64. Krmilnik se polni s šestimi AA baterijami. Krmilnik je z računalnikom 
lahko povezan prek kabla USB ali brezžične Bluetooth povezave. 
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 Angl. NXT Intelligent Brick. 
24




Slika 3.1: Inteligentna kocka 
3.1.2 Servomotor  
Robotu omogoča gibanje servomotor, pri čemer ima le ta vgrajen senzor zasuka, zaradi 
česar je upravljanje z njimi tudi bolj natančno. Senzor omogoča nastavitve različnih 
hitrosti vrtenja motorja, ima pa tudi ločljivost +/- ene stopinje. [2]. Navedena oprema 
omogoča premike robota. Prav tako lahko določimo tudi hitrost vrtenja, smer in trajanje, in 
sicer v stopinjah ali številu obratov [8]. 
 
Slika 3.2: Servomotor oz. aktuator 
3.1.3 Barvni senzor 
Ta del opreme kompleta omogoča, da robot razlikuje med belo, črno, modro, zeleno 
rumeno ter rdečo barvo ter med njihovimi odtenki. Lahko se uporablja na dva načina, in 
sicer za zaznavo barve ter kot barvni senzor jakosti svetlobe. Slednja uporaba omogoča, da 
senzor zazna tudi odbijajočo in ambientalno svetlobo. Oddaja pa lahko tudi tri barve 




Slika 3.3: Barvni senzor 
3.1.4 Ultrazvočni senzor 
Ultrazvočni senzor ali elektronski senzor  za merjenje razdalje z ultrazvokom, je mogoče 
uporabiti  z Lego robotom (inteligentno kocko). Robot z njem lahko zaznava objekte ali 
meri razdaljo do njih. Objekte lahko zazna na razdalji od 0 do 250 cm. V primeru da ni 
zaznal nobenega objekta pa senzor vrne razdaljo 255 cm. Ta senzor uporablja za izmero 
razdalje človeku neslišne zvočne valove. Senzor je sestavljen iz oddajnika in sprejemnika. 
Oddajnik odda zvočni val, kateri se odbije od objekta, pri čemer sprejemnik sprejme ta 
zvočni val ter zazna razdaljo, in sicer tako, da uporabi matematično enačbo, pri čemer je 
razdalja robota do ovire, enaka hitrosti zvočnega signala, pomnoženega s polovico dolžine 
časa, ki ga val potrebuje, da se vrne do sprejemnika. Senzor zaznava razdaljo z 
natančnostjo +/‒ 3 cm, če meri pravokotno na objekt, ki je dovolj velik in ni preveč 
ukrivljen (npr. žoga). Ta natančnost pa prav tako ne velja v primeru, kadar je senzor 
preblizu objekta [9]. 
 
Slika 3.4: Ultrazvočni senzor 
Graf (slika 3.5) prikazuje absolutno napako izmerjene meritve senzorja, proti merjeni 
razdalji senzorja do zidu. Senzor je meril razdalja pravokotno na zid, od 2 cm do 28 cm, 
vsaka meritev pa je bila opravljena desetkrat. Iz grafa lahko razberemo, da je na razdalji 
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senzorja pri 2 cm absolutna napaka 5 cm. To pomeni, da je senzor tu zaznal razdaljo 7cm. 
Iz grafa lahko tudi vidimo, da je pri krajših merjenih razdaljah absolutna napaka večja. 
 
Slika 3.5: Levi graf prikazuje absolutno napako merjenja razdalje pod pravim kotom na zid. 
Desna slika prikazuje merjenje razdalje z ultrazvočnim senzorjem pravokotno na zid. 
Naslednji graf (slika 3.6) pa prikazuje absolutno napako senzorja proti merjeni razdalji, glede 
na kot meritve senzorja. Senzor meri razdaljo do zidu pod različnimi koti. Na grafu sta 
prikazani dve absolutni napaki meritev senzorja pod različnimi koti, kjer je bil, v prvem 
sklopu meritev, senzor oddaljen 20 cm pravokotno na zid, v drugem pa 45 cm pravokotno na 
zid. Vidimo, da je absolutna napaka senzorja najmanjša takrat, ko merimo pod pravim kotom. 
Čim bolj pa je senzor vzporeden zidu, tem večja je napaka. Tako celo pod kotom merjenja 
40⁰, senzor na razdalji 20 cm (pravokotno na zid) niti več ne zazna zidu. Na razdalji 45 cm 
(pravokotno na zid) pa senzor ne zazna več zidu pod 45⁰. 
 
Slika 3.6: Levi graf prikazuje absolutno napako senzorja proti merjeni razdalji, glede na kot 




3.1.5 Bluetooth komunikacija 
Bluetooth komunikacija je brezžična komunikacija za povezovanje različnih digitalnih 
naprav. Deluje na razdalji nekaj metrov oz. do nekaj sto metrov. Preko Bluetooth 
komunikacije je možno pošiljati in sprejemati podatke. Prav tako je mogoče prek nje tudi 
brezžično povezati inteligentno kocko z računalnikom, telefonom ali pa si preko te povezave 
izmenjuje inteligentna kocka podatke z ostalimi inteligentnimi kockami, ki so v dosegu 
Bluetooth povezave. 
3.2 Programska oprema 
Inteligentno opeko sprogramiramo z osebnim računalnikom. V kompletu Lego Mindstorms 
NXT 2.0, je priložen CD, iz katerega je mogoče na osebni računalnik naložiti programersko 
razvojno okolje, katerega je razvilo podjetje National Instruments. Gre za grafično okolje 
LABView, katerega je omenjeno podjetje priredilo za potrebe Lega [8]. Vendar pa je 
dovoljeno za programiranje uporabljati tudi druga programska okolja. 
3.2.1 LeJOS NXJ 
LeJOS NXJ je programsko okolje, napisano v programskem jeziku Java.  Leta 2006 je bilo to 
okolje predvideno za Lego NXT kocke in kot tako vključuje tudi orodja za nalaganje kode za 
NXT [10]. Prav tako pa to okolje omogoča vtičnik, ki vsebuje že vnaprej sprogramirane 
funkcije, kar olajšuje kontrolo senzorjev in motorjev ter programerju tako ni potrebno skrbeti 
za podrobnosti strojnih komponent robota. Prav tako je omogočeno izvajati navigacijo ter 
kartiranje.  
3.2.2 Programsko okolje Eclipse 
Eno izmed najbolj popularnih podpor za povprečne in tudi bolj uspešne programerje 
predstavljajo orodje IDE
25
, t.i. integrirana razvojna okolja [11], katera predstavljajo pomoč pri 
razvoju. Tako je tudi Eclipse IDE, in sicer je pisan večinoma v Javi (programski jezik) in tudi 
uporabljan za razvoj njenih aplikacij. Mogoče pa je Eclipse uporabljati tudi za razvoj v drugih 
programskih jezikih, kot so Ada, C, C++, CoBOL, Python in še nekaterih.  
V samo okolje Eclipse sem za izvedbo projektnega dela vključil vtičnik LeJOS NXJ. 
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Angl. Integrated development environment. 
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Za izvedbo projektnega dela diplomske naloge sem uporabil programsko okolje Eclipse. 
Programski jezik, v katerem je napisan (Java) ter tudi druge, posamezne njegove komponente 





4 PROJEKTNO DELO 
Na podlagi predelane literature sem preizkusil nekatere algoritme za lokalizacijo robota na 
dejanskem primeru, z uporabo Lego Mindstorms NXT 2.0. 
4.1 Mrežna lokalizacija  
Za izvedbo primera sem uporabil:  
 Komplet Lego Mindstorms NXT 2.0, pri čemer gradnike robota predstavljajo 
inteligentna kocka, dva servomotorja, s pomočjo katerih se robot obrača in premika ter 
barvni senzor za zaznavanje barve. Barvni senzor je postavljen med prednja dva 
kolesa, kjer leži tudi referenčna točka robota (slika 4.1); 
 
Slika 4.1: Uporabljeni robot z barvnim senzorjem 
 V naprej določen znan diskreten zemljevid okolja, razdeljen na pet stolpcev in štiri 
vrstice, skupaj na dvajset celic (dolžine in širine 17 cm ), ki so bile belo ali črno 
obarvane (slika 4.2); 
 
Slika 4.2: Zemljevid okolja 
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 Program Eclipse - razvojno okolje, s katerim sem programiral inteligentno kocko in 
preko Bluetooth komunikacije vodil robota, ter opravil vizualizacijo s podatki o 
lokalizaciji, ki jih je robot, pošiljal nazaj na osebni računalnik. 
 
Slika 4.3: Vizualizacija na osebnem računalniku. Diskretna verjetnostna porazdelitev - 
začetne vrednosti celic 
4.1.1 Arhitektura 
Robot izvaja premik preko dveh servomotorjev, tako, da najprej dobi ukaz za obrat in nato za 
pomik. Sam obrat se lahko izvede na mestu, v levo ali desno, pri čemer se oba servomotorja 
zavrtita vsak v svojo smer. Robot se lahko obrača v smeri ali nasprotni smeri urinega kazalca, 
za mnogokratnik 90°. Pomik naprej je določen z mnogokratnikom 17 cm, oz. največ za 
dolžino ali širino samega okolja. Z barvnim senzorjem z določeno verjetnostjo robot zaznava 
barvi, črno ali belo. Na samem senzorju sem za zaznavanje barve uporabil rdečo led diodo 
barvnega senzorja. Povprečje zaznavnih meritev, bele barve, po desetih meritvah na 
izdelanem okolju, je bilo 47.7, pri tem je bila vrednost največje meritve 52 in najmanjše 22, 
kot posledica umazanije na beli površini. Pri zaznavanju črne barve okolja, pa je povprečje po 
desetih meritvah znašalo 12.6, z največjo vrednostjo meritve 14 ter najmanjšo vrednostjo 
meritve 12. Rezultati meritev so prikazani v tabeli 4.1. Na podlagi desetih meritev pri 
zaznavanju bele in desetih meritvah pri zaznavanju črne barve, sem predpostavil, da barvni 
senzor v 90% zazna pravo barvo celice. Zaradi umazanije okolja (prah, nečistoča na kartonu) 
in zaznavanja barve med prehodom celice iz bele v črno ali obratno, pa sem predpostavil, da 
se v 10% zmoti, kar predstavlja negotovost barvnega senzorja (šum meritve). Na podlagi 
informacij obrata, premika in opravljeni meritvi barvnega senzorja, lahko robot, preko 
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lokalizacijskega algoritma, z verjetnostjo določi svojo lego v znanem okolju. Vsak obrat in 
premik vneseta določeno negotovost (šum servomotorja), vsaka meritev senzorja pa poveča 
gotovost o sami legi robota. Z obratom in premikom robot preko servomotorjev -  aktuatorjev 
spreminja svojo lego v okolju.  




1 47 13 
2 22 14 
3 52 12 
4 51 12 
5 50 12 
6 50 12 
7 51 13 
8 51 12 
9 52 12 
10 51 14 
Tabela 4.1: Tabela meritev barvnega senzorja 
4.1.2 Histogram filter na danem primeru 
Robot se nahaja v zemljevidu, pri čemer je zemljevid sestavljen iz diskretnih celic (belih ali 
črnih). Robot na začetku ne ve, v kateri celici se nahaja - gre za globalni lokalizacijski 
problem, zato se v začetku robot z enako verjetnostjo nahaja v vseh celicah (slika 4.3). 
Nadaljnje lahko robotu določimo premik v levo, desno, gor, dol ali pa tudi, da premika ne 
opravi, glede na okolje. Premik je sestavljen iz obrata in pomika naprej, pri čemer je obrat 
lahko 0 ali mnogokratnik 90° v smeri ali nasprotni smeri urinega kazalca, pomik naprej pa je 
lahko 0 ali za dolžino ali pa širino celice. Po opravljenem premiku robot s barvnim senzorjem 
z meritvijo določi barvo, torej belo ali črno. Če je izmeril črno barvo, se verjetnost, preko 
lokalizacijskega algoritma, da se robot nahaja na črnih celicah, poveča, na belih pa se 
zmanjša. V primeru, da je senzor zaznal belo barvo, pa se verjetnost, kjer se robot nahaja, 
poveča na belih celicah, na črnih pa se zmanjša. Ob ponovnem premiku  se verjetnost, kjer se 
robot nahaja, zmanjša, do ponovnega zaznavanja barvnega senzorja. Na samem robotu - 
inteligentni kocki, je naložena celotna logika lokalizacijskega algoritma in vsi izračuni za 
lokalizacijo se izvedejo na njej. Ker pa ima inteligentna kocka premajhen in slabo viden LCD 
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zaslon za izpis podatkov, sem verjetnosti o posameznih celicah le te izpisal na osebni 
računalnik. Za vizualizacijo na osebnem računalniku se preko Bluetooth komunikacije 
izmenjujejo podatki z inteligentne kocke. Podatki, ki prehajajo iz osebnega računalnika na 
inteligentno kocko, so sestavljeni iz obrata in pomika, glede na le te pa robot izvede premik. 
Robot po opravljenem premiku pošilja podatke o verjetnostih posameznih celicah na katerih 
se nahaja, osebnemu računalniku, te podatke pa računalnik uporabi pri vizualizaciji.     
 
Slika 4.4: a),č),f) Slika robota po opravljenem premiku in b),d),g) vrednosti celic po premiku 
in c),e),h) vrednosti celic po zaznavanju barvnega senzorja. Označbe slik si sledijo od leve 
zgornje slike (a) do desne spodnje slike (h) [po vrsticah od leve proti desni]. 
Na prvi sliki (slika 4.4 a)) je predstavljena lokacija po prvem premiku robota, desno od nje pa 
so prikazane vrednosti v tabeli, po prvem premiku (slika 4.4 b)). Ker se robot ni premaknil 
(ukaz za premik je bil nič), so vrednosti enake začetnim vrednostim (slika 4.3). V drugi tabeli 
desno od prve tabele, so prikazane vrednosti po zaznavanju barvnega senzorja (slika 4.4 c)). 
Senzor je tu zaznal belo barvo, zato so se vrednosti (verjetnosti) na belih celicah povečale, na 
črnih pa zmanjšale. Če seštejemo vse vrednosti v katerikoli tabeli, je vsota posamezne tabele 
enaka ena. Po drugem premiku (slika 4.4 č)), se verjetnost, kje se robot nahaja, zmanjša (slika 
4.4 d)), vendar se po zaznavanju senzorja (črna barva), ponovno občutno zviša (slika 4.4 e)). 
24 
 
Opazimo tudi, da so po drugem zaznavanju ostale tri najverjetnejše celice (slika 4.4 e)) z 
enako verjetnostjo, kjer se robot lahko nahaja. 
 
Slika 4.5: a),č),f) Slika robota po opravljenem premiku in b),d),g) Vrednosti celic po premiku 
in c),e),h) Vrednosti celic po zaznavanju barvnega senzorja 
Po četrtem premiku in zaznavanju (slika 4.5 e)), lahko razberemo iz tabele, da ima ena celica 
veliko večjo verjetnost o lokaciji robota, kar nam pove, da se robot z verjetnostjo, višjo od 
55% nahaja v tej celici. Po zadnjem zaznavanju barvnega senzorja, pa robot že z verjetnostjo 
83.71%  določi svojo pozicijo (slika 4.5 h)). 
Iz opisanega primera lahko tudi razberemo osnovno logiko Bayesovega filtra (sliki 4.4 in 4.5), 
ki je sestavljena le iz dveh pomembnih korakov. Posodobitev verjetnostne porazdelitve po 
premiku (slika 4.4 b),d),g) in slika 4.5 d)b)g)) in posodobitev verjetnostne porazdelitve po 
meritvi (slika 4.4 c),e),h) in slika 4.5 c)e)h)), ki se ponavljata tekom lokalizacije robota. 
Razlikuje se le v tem, da je okolje razdeljeno na končno št. delov. Kot vhod v algoritem 




Slika 4.6: Posodobitev verjetnostne porazdelitve 
4.1.3 Primer ugrabljenega robota 
O primeru ugrabljenega robota govorimo takrat, ko zaradi nepredvidljivih dogodkov robot 
več ne ve kje se nahaja. Na ta dogodek lahko vplivajo aktuatorji (spodrsavanje pod kolesi), ali 
zatajitev senzorjev (odpoved le teh za krajši čas). Pri simulaciji sem robota prestavil na neko 
novo lokacijo v okolju ter opazoval ponovno lokalizacijo robota. 
 
Slika 4.7: a) Prestavljen robot na novo lokacijo, prikaz poti robota b)-g) prikaz tabele 
verjetnostne porazdelitve po opravljenem premiku robota in meritvi senzorja h) končna 
lokacija robota 
Za prikaz verjetnosti sem nadaljeval z verjetnostjo robotove lokalizacije, prikazano na sliki 
4.5 h). Robota pa sem tu prestavil na drugo lokacijo (celico), tako kot prikazuje zelena 
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puščica na sliki 4.7 a). Prav tako pa je na tej isti sliki označena pot robota v naslednjih 
premikih (rdeče puščice) in točke meritev po opravljenem zaznavanju senzorja (modre pike). 
V naslednjih slikah 4.7 b)-g), so predstavljene tabele verjetnostne porazdelitve po zaznavanju 
senzorja (glej po vrsticah iz leve proti desni). Iz slik lahko razberemo, da se robot ponovno (v 
tem primeru) uspešno lokalizira, že po četrtem zaznavanju barvnega senzorja.  
Zaradi omejenega obrata, pomika, ter zaradi natančnosti lokalizacije, ki je omejena na 
velikost celic v zemljevidu, sem se odločil, da preizkusim še drugi algoritem za lokalizacijo. 
Kot drugi algoritem za lokalizacijo sem izbral Monte Carlo lokalizacijo (lokalizacija s 
pomočjo filtra delcev).  
4.2 Monte Carlo lokalizacija (filter delcev) 
Pri projektu sem uporabil:  
 Komplet Lego Mindstorms NXT 2.0, kjer gradnike robota predstavljajo inteligentna 
kocka, dva servomotorja, za obrat in premik, trije ultrazvočni senzorji, pri čemer 
robotu lahko določimo, katere senzorje naj uporablja (slika 4.8). Robot za ocenjevanje 
svoje lokacije lahko uporabi enega, dva ali vse tri ultrazvočne senzorje. Prednji senzor 
robota meri razdaljo v smeri premika. Levi senzor je zamaknjen za 90° v levo, desni 
pa za 90 stopinj v desno, glede na prednji senzor. Vsi senzorji pa so od referenčne 
točke robota zamaknjeni za 5cm. S pomočjo referenčne točke sem z metrom določal 
referenčno lego robota, ki je predstavljena s točko v koordinatnem sistemu okolice. 
 
Slika 4.8: Uporabljen Lego robot z ultrazvočnimi senzorji 
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 Vnaprej določen zemljevida okolja, ki predstavlja ograjen pravokotnik dolžine 100 cm 
in širine 70 cm. Drugi zemljevid okolja se razlikuje glede na prvega tako, da ogrodje 
pravokotnika vsebuje še en manjši pravokotnik, kar naredi zemljevid bolj raznolik, kar 
je razvidno iz slike 4.9. Podlogo zemljevida predstavlja mreža koordinatnega sistema, 
ki jo omejuje ogrodje. Sama podloga zemljevida ne vpliva (jo ne zaznavamo s 
senzorji) na samo lokalizacijo robota. Vrisana je le zato, da lažje, z očesom, ocenimo 
približno lokacijo fizičnega robota. 
 
Slika 4.9: a) Prvi zemljevid okolja in b) Drugi zemljevid okolja 
 Program Eclipse - razvojno okolje, s katerim sem programiral inteligentno kocko in 
preko Bluetooth komunikacije vodil robota.  
4.2.1 Arhitektura 
Za izvedbo vizualizacije sem algoritem filtra delcev, izvedel na osebnem računalniku, v 
razvojnem okolju Eclipse. Za ta korak sem se odločil, ker sem  uporabljal po 1000 delcev za 
vsakega od preizkušenih primerov. S tem sem omogočil hitrejše in zanesljivejše delovanje 
algoritmov. Prav tako pa s tem tudi nisem obremenjeval procesorja inteligentne kocke in sem 
se izognil prekoračitvi pomnilnika le-te. Preko Bluetooth komunikacije je potekala izmenjava 
med osebnim računalnikom in Lego robotom, glede ukazov za premik robota ter senzorskih 
meritev njegovih senzorjev (slika 4.10).  
 
Slika 4.10: Komunikacija z robotom 
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Pri sami vizualizaciji sem upošteval naslednje:  
- Podatke vseh 1000-delcev, njihove lokacije, orientacije, pripadajoče šume delcev o 
aktuatorjih in senzorjev, pripadajoče vektorske razdalje delcev do stranic okolja, proti kateri 
so orientirani, ter pomembnost - težo delcev glede na izmerjeno razdaljo. Vse te podatke bi 
bilo namreč zamudno prenašati preko Bluetooth povezave, prav tako pa je verjetnost po 
izgubi podatkov večja; 
- Pri izrisu vizualizacije in algoritmih sem v vseh primerih uporabil enak šum za aktuatorje in 
enak šum za senzorje, prav tako pa sem začetno točko fizičnega Lego robota v okolju, v vseh 
primerih, nastavil enako. Pri tem poudarjam, da začetna točka ne vpliva na samo delovanje 
lokalizacije z uporabo filtra delcev. Služi zgolj primerjavi med preizkušenimi primeri;  
- Čeprav je vodenje robota možno preko osebnega računalnika, posredno preko njegove 
tipkovnice, tako, da mu vpišemo ukaz za obrat v radianih in ukaz za pomik v cm, sem za vse 
spodaj opisane primere, v naprej določil 22 premikov (glej tabelo 4.2). Robota lahko preko 
ukazov poljubno obračamo za 360° okoli njegove referenčne točke. Prav tako lahko izvedemo 
tudi njegov pomik, in sicer z 1 cm ali njegovim večkratnikom;     
Premik Obrat  (rad) Pomik (cm) Premik Obrat (rad) Pomik (cm) 
1 0.0 0 12 PI/4 10 
2 0.0 5 13 0.0 9 
3 0.0 10 14 PI/6 12 
4 -PI/8 11 15 PI*2/6 5 
5 -PI/8 14 16 PI/8 11 
6 -PI/4 9 17 -PI/8 5 
7 PI/8 11 18 -PI/4 7 
8 PI/8 7 19 PI/6 9 
9 PI/4 10 20 0.0 5 
10 PI/8 7 21 0.0 10 
11 PI/8 11 22 0.0 7 
Tabela 4.2: Premiki Lego NXT robota 
- Za vizualizacijo primerov na osebnem računalniku, sem izrisal zemljevid okolja (slika 4.11), 
ki ga predstavljajo točke, povezane z daljicami, v črni barvi. Z oranžno barvo je vrisana 
mreža, kjer vsaka celica predstavlja 10 cm x 10 cm velik kvadrat, kar ponazarja koordinatni 
sistem, za lažjo predstavo o lokaciji delcev, idealnega robota, ter povprečje delcev. Pojem 
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lokalizacija idealnega robota predstavlja navidezno lokacijo in orientacijo robota. Idealni 
robot upošteva le podatke o premiku, ne pa tudi negotovosti aktuatorjev. Modre točke in 
daljice predstavljajo potek poti idealnega robota in njegove lokacije po premiku (šum o 
premiku je tu enak 0). Z rdečo barvo so vrisane lokacije 1000-ih delcev, z zeleno barvo pa so 
obarvane točke in premiki glede na povprečno lokacijo 1000-ih delcev (lokacija filtra delcev);  
 
Slika 4.11: Primer vizualizacije 
Po opravljeni vizualizaciji so se podatki o lokaciji in orientaciji delcev shranili v datoteko .txt 
za poznejšo obdelavo. Prav tako pa se shrani tudi lokacija idealnega robota in lokacija filtra 
delcev (predstavlja lokalizacijo realnega robota).  
4.2.2 Postavitev delcev v okolje 
Samo okolje je predstavljeno z vnaprej določenimi točkami v koordinatnem sistemu, katere so 
povezane z daljicami, ki omejujejo prostor, in kjer se robot lahko premika. V ta omejeni 
prostor sem naključno (uniformna porazdelitev) vnesel N-delcev. Vsak delec predstavlja 
navidezno robotovo lokacijo in orientacijo (verjetnostno porazdelitev). Lokacija je definirana 
z x in y koordinato koordinatnega sistema, npr. točka prvega delca T1 (45,65). Orientacija je 
določena za polni krog, torej od 0 pa do 2* radianov (od 0 do 360 stopinj). Vsem delcem 
sem nastavil tudi šum, ki pa predstavlja nezanesljivost aktuatorjev (servomotor) in senzorjev 




4.2.3 Nastavljanje šuma delcev 
Šum aktuatorja (servomotorja) in šum senzorja (ultrazvočnega) lahko poljubno določimo, 
vendar pa z večanjem šuma, delci konvergirajo počasneje proti sami dejanski poziciji robota, 
posledično bomo zato potrebovali večje število premikov in zaznavanja senzorja, da bomo 
lahko določili lokacijo fizičnega robota. Če pa je šum premajhen, lahko delci konvergirajo 
prehitro, proti napačni lokaciji robota, kar posledično tudi poveča število premikov in 
zaznavanja senzorjev. V primeru, da so delci že konvergirali proti pravi vrednosti in je 
nastavljeni šum premajhen, bo robot manj dovzeten za zaznavanje ugrabljenega robota. O 
ugrabljenem  robotu govorimo takrat, ko zatajijo aktuatorji (servomotor), ali senzorji 
(odpoved le teh) in se robot bodisi ni premaknil, bodisi se je premaknil v napačno smer za 
napačno razdaljo (spodrsavanje pod kolesi). V velikih primerih že sam proizvajalec poda 
negotovost aktuatorjev in senzorjev. Vendar pa ta negotovost ni nujno primerna za nastavljeni 
parameter šuma. Tako v primeru premika robota, sama negotovost servomotorja ni edina 
negotovost, ki deluje na premik robota. Na njegov premik delujejo še druge negotovosti, npr. 
okolje (izbira podlage, naklon...). Prav tako pa negotovost senzorja drži glede na zahteve 
proizvajalca, pod katerimi je določil negotovost senzorja. Na tem mestu bi poudaril, da je 
proizvajalec ultrazvočnega senzorja, katerega sem v projektu uporabil, navedel možnost  
nezanesljivosti meritev, ki jih le ta izvaja, in sicer z natančnostjo +/- 3cm [7]. Navaja pa tudi, 
da razdaljo do neravne površine senzor zazna težje. Glede na meritve senzorja v uporabljenem 
okolju, ki sem jih izvedel, pa sem ugotovil, da se pod različnimi koti merjenja, glede na 
stranice okolja, natančnost senzorja še poslabša.   
4.2.4 Delovanje algoritma 
Ko fizičnemu (realnemu) Lego robotu posredujemo ukaz za obrat in premik, ga ta izvede z 
neko negotovostjo. Napako med idealnim in realnim premikom robota predstavlja šum 
aktuatorja (servomotorja). Za isti obrat in premik nato premaknemo tudi vse delce z 
upoštevanjem šuma za premik. Delci se ob premiku ne morejo premakniti izven mej okolja. 
Realni robot ne pozna svoje lokacije. Po premiku realnega robota, le ta preko senzorja zazna 
razdaljo do stranice, proti kateri senzor meri razdaljo. Ker pa poznamo lokacijo in orientacijo 
vseh delcev, lahko le tem določimo oddaljenost od daljice proti kateri so orientirani. To 
naredimo tako, da v smeri orientacije delca narišemo navidezno premico, in kjer se daljica 
okolja in premica sekata, določimo točko presečišča. Dobimo dve točki, točko delca in točko 
presečišča. S Pitagorovim izrekom nato določimo razdaljo vektorja med točko delca in točko 
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presečišča. V nadaljevanju vsakemu delcu določimo pomembnost glede na podobnost razdalje 
posameznega delca, proti razdalji senzorja, z upoštevanjem šuma senzorja. Če sta si razdalji 
bolj podobni, bo pomembnost delca večja (maksimalno 1, če sta enaki), v primeru, da si 
razdalji nista podobni, pa bo pomembnost delca manjša (minimalno 0). Po ponovnem 
vzorčenju N - delcev, bodo delci z večjo pomembnostjo preživeli z večjo verjetnostjo in bili 
izbrani večkrat. Po večkratnem premiku in zaznavanju, se bodo delci počasi začeli grupirati 
okoli dejanske pozicije robota. Povprečje lokacije in orientacije N - delcev (lokalizacija filtra 
delcev) predstavlja lokacijo in orientacijo fizičnega robota.    
4.2.5 Obdelava podatkov 
Pri obdelavi podatkov sem primerjal lokalizacijo robota z uporabo enega, dveh in treh 
ultrazvočnih senzorjev. Primerjal sem:  
- Napako lokacije idealnega robota proti lokaciji Lego robota, glede na število uporabljenih 
senzorjev; 
- Napako lokalizacije filtra delcev proti lokalizaciji Lego robota, glede na število uporabljenih 
senzorjev; 
- Napako lokacije filtra delcev proti lokaciji Lego robota, glede na število uporabljenih 
senzorjev; 
- Povprečno razpršenost N - delcev proti lokaciji filtra delcev; 
Rezultati primerjav so predstavljeni v nadaljevanju v slikah grafov.  
4.2.6 Primer simetričnega okolja 
V primeru preveč enostavnega - zrcalnega okolja se bo robot težje ali celo napačno lokaliziral. 
V navedenem primeru sem uporabil zemljevid okolja (slika 4.9 a)), sestavljenega le kot 
pravokotnik, s dolžino stranice 100 cm in širino 70 cm. Ker se točke v pravokotniku lahko 
prezrcalijo preko premici, ki razpolavljata dolžino, širino pravokotnika, in preko središčne 
točke (težišča pravokotnika), ima vsaka točka tudi svoje zrcalne točke. To vpliva na samo 
lokacijo robota v takem okolju. Preko obratov in pomikov fizičnega robota, ter zaznavanju 
samega senzorja razdalje (ultrazvočnega), ter uporabo algoritma filtra delcev, se bosta v 
okolju postopoma izoblikovala dva roja delcev (slika 4.13). Povprečje enega roja delcev bo 
predstavljalo lokacijo dejanskega robota, povprečje drugega roja, pa bo predstavljal njegovo 
zrcalno sliko. Sčasoma pa bo preživel samo en roj delcev. Možnost, da preživi roj delcev, ki 
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predstavlja pravo lokacijo robota, je 50% (slika 4.14 b)).  V opisanem primeru sem uporabil 
Lego robot z vsemi tremi ultrazvočnimi senzorji. 
 
Slika 4.12: a) Začetna lokacija Lego robota in b) Končna lokacija Lego robota 
 
Slika 4.13: Izoblikovana dva roja delcev 
 
Slika 4.14: a) Napačna lokalizacija robota in b) Pravilna lokalizacija robota 
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V praksi, 50% verjetnost, da se robot pravilno lokalizira, ni zadovoljiva,  saj v praktičnih 
primerih želimo, da se robot čim hitreje in čim bolj natančno lokalizira. Na opisanem primeru 
z ničemer ne moremo določiti orientacijo robota. Za rešitev tega problema bi zato potrebovali 
senzor orientacije. Primer senzorja orientacije bi lahko bil kompas. Prav tako pa v praktičnih 
primerih nimamo tako poenostavljenih okolij, kot sem ga sam nastavil za izvedbo tega 
primera, saj so v samih prostorih po navadi tudi razne ovire  in neravne površine. Vse, še tako 
raznorazne oblike, pa je mogoče opisati le približno, npr. s točkami in daljicami, ki 
povezujejo te točke. 
4.2.7 Primeri robota v nesimetričnem okolju 
Na naslednjih treh primerih je prikazana lokalizacija robota z uporabo lokalizacije Filtra 
delcev, glede na število uporabljenih senzorjev, v ne zrcalnem okolju. Potek lokalizacije je 
predstavljen slikovno. Slike 4.15, 4.16, 4.17 so sestavljene iz tabele dvaindvajsetih slik, ki si 
sledijo vrstično od a) do z), kjer prvi sliki a), desno sledijo b), c), itd, vse do zadnje slike z). 
Na slikah 4.15, 4.16, 4.17 a) je prikazana začetna lokacija, na slikah 4.15, 4.16, 4.17 z) pa 
končna lokacija Lego robota v okolju, glede na št. uporabljenih senzorjev. Med njima si 
sledijo slike vizualizacije - lokacije filtra delcev. Iz slik vizualizacije lahko razberemo: 
- Točke lokacije in opravljeno pot idealnega robota (modra barva); 
- Lego delcev in njihovo razpršenost v okolju po opravljenem premiku in meritvi 
ultrazvočnega senzorja (rdeča barva); 




Slika 4.15: Lokalizacija z uporabo enega ultrazvočnega senzorja: a) Začetna lokacija robota in 





Slika 4.16: Lokalizacija z uporabo dveh ultrazvočnih senzorjev: a) Začetna lokacija robota in 





Slika 4.17: Lokalizacija z uporabo treh ultrazvočnih senzorjev: a) Začetna lokacija robota in 
b-v) Vizualizacija-Lokalizacija filtra delcev in z) Končna lokacija robota 
 
Iz slik 4.15 do 4.17 je razvidno razpršenost delcev po premikih in zaznavanju senzorjev. 
Primerjava kvalitete ocene lege je podana na sliki 4.18 in komentirana v poglavju 4.2.8.   
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Slika 4.18: a) Primerjava lokacije po premikih z uporabo enega senzorja in b) Primerjava 
lokacije po premikih z uporabo dveh senzorjev in c) Primerjava lokacije po premikih z 
uporabo treh senzorjev in č) Napaka lokacije idealnega robota proti lokaciji Lego robota, 
glede na število uporabljenih senzorjev 
 
Primerjal sem podatke med napakami, proti lokaciji realnega Lego robota, glede na število 
uporabljenih senzorjev (slika 4.18). Graf na sliki 4.18 č) prikazuje napako med lokacijo 
idealnega robota, proti dejanski lokaciji realnega Lego robota. Ta napaka se z neuporabo 
lokalizacijskega algoritma po premikih povečuje, s tem pa izgubljamo pravo lokacijo realnega 
Lego robota.  
Graf na sliki 4.19 pa prikazuje delovanje Monte Carlo lokalizacijskega algoritma (filtra 
delcev). Po vsakem premiku in zaznavanju senzorjev, se napaka lokalizacije filtra delcev, 
proti dejanski lokaciji Lego robota, zmanjšuje. Iz slike 4.19 je razvidno, da lokalizacija robota 
s tremi senzorji, na začetku konvergira hitreje, kot z enim senzorjem, ustaljenost napake po 
desetem premiku pa je boljša z uprabo enega senzorja. Vzrok, da se robot po desetem premiku 
bolje lokalizira z enim senzorjem, je v še vedno dokaj enostavnem okolju, v sami izbiri poti 
Lego robota in v napakah senzorjev. V primeru, da senzor meri razdaljo pravokotno na 
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stranico okolja, meri razdaljo z negotovostjo +/- 3cm. V primeru pa, da razdalje ne meri pod 
pravim kotom,  se ta negotovost še dodatno poveča. Na same meritve lahko vpliva tudi odboj 
zvoka od soležnih stranic. Zaradi tega problema sem se odločil spremeniti robotovo pot, in 
sicer, da sem ukaz za obrat nastavil tako, da bo vedno enak 0, ukaz za pomik pa tako, da bo 
vedno enak 5 cm. Pri tem sem še določil, da se bo robot gibal vzporedno najdaljši stranici 
danega okolja, oz. vzporedno abcisni osi koordinatnega sistema (x). 
 
Slika 4.19: Napaka lokalizacije filtra delcev proti lokalizaciji Lego robota, glede na število 
uporabljenih senzorjev 
4.2.9 Gibanja robota vzporedno abcisni osi v ne zrcalnem svetu in primerjava  
Na sliki 4.20 a) je prikazana začetna lokacija Lego robota, na sliki 4.20 c) pa njegova končna 
lokacija. Po prvem zaznavanju razdalje, se idealni robot (modra barva) premika za 5 cm iz 
leve proti desni (slika 4.20 b). Po vsakem premiku sledi zaznavanje senzorjev. Pri primeru 
uporabe enega senzorja sem uporabil samo levi senzor, pri uporabi dveh senzorjev sem 
uporabil levi in srednji senzor, nato pa sem uporabil še vse tri ultrazvočne  senzorje na Lego 
robotu. Potek lokalizacije je razviden s slike 4.21. 
 
Slika 4.20: a) Začetna lokacija Lego robota b) Vizualizacija izrisa poti idealnega robota in 
lokalizacija robota z uporabo enega senzorja (zelena barva prikazuje delovanje filtra delcev, 






Slika 4.21: a) Primerjava lokacije po premikih z uporabo enega senzorja b) Primerjava 
lokacije po premikih z uporabo dveh senzorjev c) Primerjava lokacije po premikih z uporabo 
treh senzorjev č) Napaka lokacije filtra delcev proti lokaciji Lego robota, glede na število 
uporabljenih senzorjev 
Iz grafa slike  4.21 č) je razvidno, da se robot z uporabo treh ultrazvočnih senzorjev najhitreje 
lokalizira. Njegova natančnost je bila že po petem premiku znotraj 4 cm. Nato mu je sledil 
robot z uporabo dveh ultrazvočnih senzorjev. Najkasneje pa se je lokaliziral robot z  uporabo 
enega ultrazvočnega senzorja, kateremu je šele po zadnjem premiku uspelo zmanjšati napako 
lokalizacije pod 5 cm. 
Pri naslednji primerjavi (slika 4.22), sem primerjal standardno deviacijo distribucije oz. 
razpršenost N - delcev, pri lokalizaciji filtra delcev, glede na število uporabljenih delcev. 
Razpršenost delcev sem primerjal kot povprečno napako razdalje N - delcev, proti lokalizaciji 
filtra delcev. Iz grafa slika 4.22 je razvidno, da so se delci najhitreje približevali lokaciji filtra 
delcev takrat, ko so bili uporabljeni trije senzorji ter da se je razpršenost delcev po osmem 
premiku bolj ali manj že ustalila. Z  uporabo enega senzorja pa se razpršenost delcev tudi po 
15 premiku še ni ustalila (slika 4.20 b)). Iz tega lahko tudi sklepamo, da se bo napaka lokacije 
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filtra delcev proti lokaciji Lego robota, v primeru enega senzorja, v naslednjih premikih še 
zmanjševala. 
 





Po opravljenem tečaju na spletni strani udacity.com [12] in predelani literaturi, sem postopno 
preko primerov (poglavje 4) na realnem robotu, spoznaval probleme in algoritme za 
lokalizacijo. Za ugotavljanje robotove lokacije, sem se omejil na znan zemljevid okolja in 
neznano začetno lokacijo robota (globalna lokalizacija). Kot prvi uporaben primer na Lego 
robotu sem prikazal mrežno lokalizacijo, ki uporablja za predstavitev verjetnostne 
porazdelitve histogram filter (diskreten Bayesov filter). V navedenem primeru sem tudi 
prikazal osnovno logiko Bayesovega filtra (posodobitev verjetnosti po premiku, ter 
posodobitev verjetnosti po meritvi). V nadaljevanju je sledil primer ugrabljenega robota, ki 
predstavlja ponovno mrežno lokalizacijo robota, v primeru, ko robotu zatalijo aktuatorji ali 
senzorji. Ker je lokalizacija, oz. določitev točne lokacije robota omejena na velikost celic, sem 
se osredotočil, v nadaljevanju diplomske naloge, na Monte Carlo lokalizacijo z uporabo filtra 
delcev. Demonstriral sem, da se robot težje ali napačno lokalizira v zrcalnem okolju, če ne 
dobi zadostnih informacij o lokaciji preko senzorjev in če okolje ni dovolj raznoliko. Nato 
sem predstavil še primere lokalizacije robota z uporabo enega, dveh ali treh senzorjev. Na teh 
primerih sem prikazal: 
- Delovanje Monte Carlo lokalizacijskega algoritma (filtra delcev). Po vsakem premiku in 
zaznavanju senzorjev, se napaka lokalizacije filtra delcev, proti dejanski lokaciji Lego robota, 
zmanjšuje; 
- Da se napaka med lokacijo idealnega robota, proti dejanski lokaciji realnega Lego robota z 
neuporabo lokalizacijskega algoritma po premikih povečuje, s tem pa izgubljamo pravo 
lokacijo realnega Lego robota; 
- Na zadnjem opisanem primeru pa sem dokazal, da se robot z večjim številom ultrazvočnih 
senzorjev (v predpostavki, da vsak gleda v svojo smer) lokalizira hitreje. 
Ob določitvi teme diplomskega dela, nisem imel dosti izkušenj s programiranjem, še manj pa 
s pojmom lokalizacije. Skozi branje literature, opravljanjem tečajev preko splenih strani, pa se 
je moje znanje, predvsem pa zanimanje za navedeno tematiko občutno povečalo. Ob primerih 
sem spoznaval probleme lokalicacije, ter se, kot je razvidno iz opisa projektov ter zaključka, z 
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