Background {#Sec1}
==========

Precision medicine shows the promise of additional efficacy by bringing more information into the diagnosis process. It is, however, highly dependent on rapid advances in science and technology as data analysis and knowledge discovery techniques are indeed struggling to keep pace with the challenges related to what computer scientists have called *big data* \[[@CR1]\]. In this regard, dealing with the high-dimensionality of patients' data represents a largely unsolved problem, especially when the number of features or covariates involved, such as related to molecular data (which can easily reach tens of thousands), greatly outnumbers the observations (typically in the hundreds). This fact severely hampers the modeling task, usually leading to a degradation in the classifier accuracy and a greater difficulty in extracting knowledge from data \[[@CR2], [@CR3]\]. Furthermore, datasets suffering from this curse of dimensionality often lead to over-fitted models which, although they represent the training data, exhibit a significant decrease in their accuracy on new observations \[[@CR4]\]. This problem may persist even when feature selection and validation schemes are used. One possible solution to tackle this problem is to impose further constraints on the solution space. This can be accomplished through regularization methods, that penalize more complex structures of the solution space. The goal is to penalize the cost function (e.g. quadratic error, log-likelihood) with additional functions in order to impose a structure on the parameter space.

For linear regression, a regularization method that is widely used is [LASSO]{.smallcaps} - Least Absolute Shrinkage and Selection Operator \[[@CR5]\], which penalizes the error function with the L1 norm of the regression parameters, leading to a sparse solution. Other possible regularizers include feature or group sparsity, smoothness of the features' coefficients, or a graph representing how the features are connected \[[@CR5]--[@CR11]\].

These techniques have led to models that are partially capable of dealing with the dimensionality problem and, additionally, are able to improve model interpretability \[[@CR12]--[@CR14]\].

In this context, survival analysis in oncology research represents one of the most challenging areas of application, with the recent development of public databases such as *TCGA* - The Cancer Genome Atlas \[[@CR15]\]. Survival analysis involves modeling the time to an event of interest, by uncovering relationships between the given covariates and time distributions \[[@CR16]\], and allowing for censored observations (for which the event does not occur). The Cox proportional hazard model \[[@CR16]\] is used to model these relationships and has been widely applied in this context. However, it also exhibits problems for datasets with more covariates than observations. For example, using genomic data to determine the relationship of the expression levels of thousands of genes to a death event leads to an under-determined problem that can have multiple solutions.

Recent efforts to combine Cox modeling with regularization techniques have already shown promising results \[[@CR11], [@CR17], [@CR18]\]. In particular, sparse models have been developed to identify a small set of gene signatures related to high or low risk patients. Furthermore, the predictability of the model was tested with datasets from five geographically distant populations \[[@CR17]\]. Cox regularized models have also been used to predict a patient's risk of conversion from a mild cognitive impairment to Alzheimer's disease \[[@CR18]\].

Besides these sparsity methods, other techniques tried to embed network-based regularizers, following work on group sparsity \[[@CR19]\]. When the features can be connected through a graph, one can further explore this structure in order to improve the models. One example is to impose smoothness on the parameters associated with connected features (in the network). This technique provided good results for modeling survival of ovarian cancer patients where the features correspond to gene expression data \[[@CR14]\]. Since there is an underlying structure on the gene feature space given by the patterns of co-expression, these correlations can be applied as constraints to the Cox proportional hazards model. Although the results are promising, there are still few studies that fully explore the network properties of the feature space beyond this connectivity.

In this context, we propose and explore a novel network-degree-constraint Cox proportional hazard model, that we called [DEGREECOX]{.smallcaps}, which uses a priori knowledge to leverage the correlation or functional information present in gene expression data. In this survival model, a graph degree constraint is introduced that expresses the importance of a gene by how highly connected it is in the overall network.

We applied [DEGREECOX]{.smallcaps} to identify gene expression signatures associated with survival of ovarian carcinoma patients. This type of cancer is the fifth-leading cause of cancer death in US women \[[@CR20]\]. [DEGREECOX]{.smallcaps} was applied to three large-scale ovarian cancer gene expression datasets \[[@CR20]--[@CR22]\] to predict a patient's risk and to identify genes associated to death events. We compared [DEGREECOX]{.smallcaps} with similar methods such as [NET-COX]{.smallcaps} \[[@CR14]\] and elastic net \[[@CR6]\]. Our results show that using vertex degree can improve the model in terms of its generalization capability.

The code to reproduce the results is available at <http://sels.tecnico.ulisboa.pt/gitlab/averissimo/degree-cox>.

Methods {#Sec2}
=======

The proposed method [DEGREECOX]{.smallcaps} is based on applying network-based regularizers in Cox proportional hazards model estimation. This section will overview several regularizers based on centrality measures of a network and will briefly describe which networks can be applied in the context of gene expression data. Survival models and regularization in the context of Cox regression are then overviewed.

Network centrality metrics {#Sec3}
--------------------------

A biological network is represented as a graph *G*:=(*V,E*), with *V* denoting the set of vertices, or nodes, and *E* the set of edges. In the present context of gene networks, *G* represents the co-expression or functional map network where the vertices are *P* genes, with *P*:=\|*V*\|, and edges represent a weighted relation between two genes. The graph *G* may also be represented by a *P*×*P* positively weighted adjacency matrix that we denote by **W**.

The matrix **W** is further normalized, leading to the matrix **S** with $\documentclass[12pt]{minimal}
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Network centrality measures characterize each vertex in a network, creating a ranking of the most relevant ones \[[@CR23]\]. Research on this topic emerged in the 1950s on the role of central vertices in social networks \[[@CR24]--[@CR26]\]. Different metrics have been proposed in the literature. These typically use network topology to define a function that determines a measure for vertex *y* ~*i*~. Among the proposed methods to classify important vertices are degree, betweenness and closeness centrality, briefly described below and illustrated in Fig. [1](#Fig1){ref-type="fig"}, where the size and color of a vertex reflect the importance of the vertex for each method. Fig. 1Centrality measures

In the Section, all these measures will be tested on real datasets in order to choose the best ones to be integrated in the proposed regularizer.

### Degree centrality {#Sec4}

The degree of a vertex is the number of its adjacent vertices. Vertices with a high degree are called hubs and may bridge the path between other low degree vertices in the network keeping the network diameter low. The simplest description of network centrality based on the degree of a vertex was first presented by Nieminem \[[@CR27]\] and counts the adjacent edges of vertex *y* ~*i*~: $$\documentclass[12pt]{minimal}
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where *a* ~*ij*~=1 if vertices *y* ~*i*~ and *y* ~*j*~ are connected and *a* ~*ij*~=0 otherwise.

Extensions of this definition to include weighted networks have been proposed, where the values *s* ~*ij*~ represent the normalized weight of the connecting edge instead of a binary value \[[@CR28], [@CR29]\]: $$\documentclass[12pt]{minimal}
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Methods to determine the centrality of a vertex are local, since they are functions of the neighborhood of *y* ~*i*~, therefore not taking into account global properties. For a comparison of multiple networks, this value should be normalized by the total number of vertices \[[@CR23]\].

### Betweenness centrality {#Sec5}

The betweenness centrality *B* ~*i*~ is equal to the frequency of the presence of vertex *y* ~*i*~ in the shortest paths between every two vertices (*y* ~*j*~,*y* ~*k*~) in the network, *i*≠*j*≠*k*. This will rank vertices by their importance on the communication flow of the network. It may be used to identify possible bottlenecks or relevant regulators of the network. It is defined by: $$\documentclass[12pt]{minimal}
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                \begin{document} $$  B_{i} = \sum\limits_{j=1}^{P} \sum\limits_{k:k>j}^{P}\frac{g_{jk}(y_{i})}{g_{jk}},  $$ \end{document}$$

where *g* ~*jk*~ is the number of shortest paths between *y* ~*j*~ and *y* ~*k*~ and *g* ~*jk*~(*y* ~*i*~) is the number of shortest paths that include vertex *y* ~*i*~. Computation of this metric for dense graphs can be done in *Θ*(\|*V*\|^3^) time and for sparse graphs in *O*(\|*V*\|^2^· log(\|*V*\|)+\|*V*\|·\|*E*\|) time.

### Closeness centrality {#Sec6}

The idea that the centrality of a vertex is related to its connectivity in the network was suggested by \[[@CR24], [@CR25]\]. This measure, denoted by ***C***, is based on calculating, for each vertex *y* ~*i*~, its distance *g* ~*ji*~ to every vertex *y* ~*j*~, *j*≠*i*, in the network, defined as the length of the corresponding shortest path, summing all these distances and taking the inverse: $$\documentclass[12pt]{minimal}
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The rationale is that the more central vertices have lower total distances from all other vertices. This measure requires that the graph is connected, as two disconnected vertices are at an infinite distance from one another.

Gene networks {#Sec7}
-------------

In order to apply a network-based regularizer, two types of gene networks will be used: 1) Gene Co-expression Networks (GCN); and 2) Gene Functional Maps (GFM). Both networks consider genes as vertices and the weight of each edge corresponds to the association between the connected genes, which can be the correlation between gene expression or functional annotation.

A gene co-expression network (GCN) is specific for each dataset and is generated using the ranking of Pearson's correlation coefficients between gene *g* ~*i*~ and *g* ~*j*~, for all genes in the dataset \[[@CR30]\]. The resulting matrix **M**, is given by $\documentclass[12pt]{minimal}
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A gene functional map (GFM) describes the functional activity and corresponds to an interaction network that includes information from ∼30,000 genome-scale experiments and ∼25,000 human genes. It was built using a regularized Bayesian integration system proposed by Huttenhower and colleagues \[[@CR31]\] and is available at <http://giant.princeton.edu/>. Each edge between two genes is probabilistically weighted based on experimental evidence which integrates many different datasets. The functional map used in the present work includes 7562 genes inferred from experiments using ovarian cells.

Cox proportional hazards model {#Sec8}
------------------------------

Given *D*=((***X*** ~1~,*Y* ~1~,*δ* ~1~),⋯,(***X*** ~*n*~,*Y* ~*n*~,*δ* ~*n*~)), where ***X*** ~*i*~, *i*=1,...,*n* is the gene expression profile of *n* patients over *P* genes, $\documentclass[12pt]{minimal}
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                \begin{document}$\boldsymbol {X}^{\prime }_{i} = (X_{i1},\cdots,X_{iP})$\end{document}$, *Y* is the response variable that indicates the survival time for patient *i* and *δ* ~*i*~ is an indicator of whether patient *i* has observed the event (*δ* ~*i*~=1) or not (*δ* ~*i*~=0). The hazard function for a patient given his expression profile is given by: $$\documentclass[12pt]{minimal}
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where ***β***=(*β* ~1~,⋯,*β* ~*P*~) is a vector of regression coefficients and *h* ~0~(*t*) is the baseline hazard function. The regression coefficients are estimated by maximizing the Cox's partial log-likelihood: $$\documentclass[12pt]{minimal}
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One of the most used estimators for the baseline hazard is the Breslow estimator \[[@CR32]\] given by: $$\documentclass[12pt]{minimal}
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The partial likelihood and the Breslow estimator are induced by the total log-likelihood: $$\documentclass[12pt]{minimal}
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The inference of the optimal coefficients $\documentclass[12pt]{minimal}
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                \begin{document}${\hat {\beta }}$\end{document}$ is done by maximizing the total log-likelihood in two steps, alternating between maximizing with respect to ***β*** and updating the *h* ~0~(*t*) estimation (in Eq. [7](#Equ7){ref-type=""}).

Regularized Cox regression {#Sec9}
--------------------------

When the number of gene features *P* is much larger than the observations *n* (*n*≪*P*), the estimation procedure exhibits identifiability problems. In fact, applying the standard Cox proportional hazard model to infer parameters will lead to multiple possible solutions with a large number of non-zero parameters, which severely hampers the classification of new observations.

### [LASSO]{.smallcaps} and [RIDGE]{.smallcaps} regression {#Sec10}

Strategies that can be used to minimize this problem include the application of *L* ~1~ and *L* ~2~ norms, in order to restrict the solution space, in particular imposing sparsity and small coefficients for the parameters \[[@CR5], [@CR6], [@CR33]\]. This can be done by penalizing the total log-likelihood with a weighted sum of the *L*1 and *L*2 norms, a method called elastic net \[[@CR6]\]: $$\documentclass[12pt]{minimal}
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where *λ* is the parameter controlling the penalizing weight and *α* the balance between the two norms. In particular, *α*=0 leads to the [RIDGE]{.smallcaps} regression and when *α*=1, [LASSO]{.smallcaps} regression is obtained.

The R package "glmnet" \[[@CR11]\] was used to estimate the coefficients with this type of regularizer.

### [NET-COX]{.smallcaps} regression {#Sec11}

In the [NET-COX]{.smallcaps} model previously proposed \[[@CR14]\], a Laplacian matrix constraint is introduced as a smoothness operator among adjacent coefficients in the network. This operator adds a cost, for every pair of genes connected by an edge, which is proportional to the edge weight and the difference between their coefficients. This hypothesis determines that genes that are connected should be correlated. This implies that the coefficients of the features related to the genes should be similar, i.e., vary smoothly through the network.

The Laplacian is then given by: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$ \begin{aligned} \Psi({\beta}) & = \frac{1}{2}\sum\limits_{i,j=1}^{p}S_{ij}\left(\beta_{i} - \beta_{j} \right)^{2} \\ & = {\beta}'(\boldsymbol{I}-\boldsymbol{S}){\beta}\\ & ={\beta}'\boldsymbol{L}{\beta}, \end{aligned}  $$ \end{document}$$

where *L* is a positive semidefinite matrix derived from the network. The the full model of [NET-COX]{.smallcaps} is based on: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \begin{aligned} l_{\text{\textsc{NetCox}}}({\beta},h_{0}) = & \sum\limits^{n}_{i=1} \left\{ -\exp(\boldsymbol{X}_{i}'{\beta})H_{0}(t_{i}) + \right. \\ & \left. \qquad \delta_{i} \left[ \log(h_{0}(t_{i}))+\boldsymbol{X}_{i}'{\beta} \right] \right\} \\ & - \frac{1}{2} \lambda {\beta}' \left(\left(1 - \alpha \right) \boldsymbol{L} + \alpha \boldsymbol{I} \right) {\beta}, \end{aligned}  $$ \end{document}$$

where *λ* is a parameter that controls the penalizing weight of the regularizer and *α* is the parameter that weights the two penalizations.

### [DEGREECOX]{.smallcaps} regression {#Sec12}

The function proposed in [DEGREECOX]{.smallcaps} combines the total log-likelihood of Cox regression with degree regularization. As previously, the total log-likelihood is calcuted using the Breslow estimator (Eq. [8](#Equ8){ref-type=""}). The novelty is the introduction of a penalizing term that conveys a vertex centrality information of the subjacent network. To this purpose, both Gene Co-expression Networks (GCN) and Gene Functional Maps (GFM) are used in order to extract the corresponding vertex centrality information. More specifically, each of the different network centrality measures is tested for each of the two networks.

More formally, we introduce a network degree-based constraint to the Cox model that uses the function *Υ*(*β*) as additional cost function: $$\documentclass[12pt]{minimal}
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where ***D*** is a diagonal matrix with $\documentclass[12pt]{minimal}
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Figure [2](#Fig2){ref-type="fig"} illustrates this measure, that will be used in the [DEGREECOX]{.smallcaps} method. Fig. 2[DEGREECOX]{.smallcaps} network regularizer

When adding the constraint to the Cox model, we get the full likelihood as follows: $$\documentclass[12pt]{minimal}
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This model adds a cost for each gene/vertex that increases as its coefficient *β* ~*i*~ increases, but is also inversely proportional to how well connected that vertex is in the graph, given by its degree. Thus, the objective function drives the assignment of larger coefficients to genes that are highly connected in the network. The rationale behind the application of this regularizer is then to identify a set of genes that not only predicts the survival, but that also has a relevant role in the underlying network.

Results and discussion {#Sec13}
======================

In the following experiments, the [DEGREECOX]{.smallcaps}, [NET-COX]{.smallcaps}, [LASSO]{.smallcaps} and [RIDGE]{.smallcaps} models were applied to ovarian cancer gene expression datasets. The experiments ran with multiple parameter values, which were selected using the same cross-validation technique as described in \[[@CR14]\]. The selected models were then evaluated by comparing the prognostic risk of each patient in the sample, the obtained clustering in high and low risk groups based on Kaplan-Meier estimators \[[@CR34]\] and log-rank tests. Analysis of the deviance residues \[[@CR35]\] and the concordance c-index of the selected models \[[@CR36]\] is also presented for all combinations of datasets and methods.

Datasets and networks {#Sec14}
---------------------

The three datasets used in these experiments, hereafter named *Bonome*, *TCGA* and *Tothill*, are publicly available from three independent ovarian cancer studies \[[@CR20]--[@CR22]\]. All three contain gene expression data and survival follow-up times for each patient in the study. The datasets were obtained from the HG-U133A platform and the raw files were normalized using the Robust Multichip Average (RMA) preprocessing methodology.

The *Bonome* dataset comprises the follow-up time, survival status and microarray gene expressions for 185 patients. The microarray data contain 12,442 gene expression levels \[[@CR21]\]. The *TCGA* dataset comprises the follow-up time, survival status and microarray gene expression of 517 patients and the microarray data contain 12,042 gene expression levels \[[@CR20]\]. The *Tothill* dataset also comprises the follow-up time, survival status and microarray gene expression of 278 patients and 19,816 gene expression levels \[[@CR22]\]. These three datasets have 6,965 genes in common that were therefore adopted for all the experiments using the Gene Co-expression Network. The same number of genes are present in the Gene Functional Network, which will be considered the benchmark to determine and confirm the weighted degree as the best centrality measure to be used in [DEGREECOX]{.smallcaps}.

High edge weights imply a strong connection between the corresponding genes/vertices. This is desirable for centrality measures such as the weighted degree. However, for the betweenness and closeness centrality measures, this would lead to more highly connected vertices having lower betweenness, since they will not be present in the shortest paths. In order to include these strongly connected vertices, the following transformation is applied in these cases: $$\documentclass[12pt]{minimal}
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Centrality measures evaluation {#Sec15}
------------------------------

In order to choose the most adequate centrality measure for the regularization, several tests where performed regarding the topological and connectivity properties of each network. The Gene Co-expression Networks and Gene Functional Networks have an edge between any pair of genes and, as a consequence, the diameter of the networks is 1, making the centrality metrics based on shortest paths or unweighted degree uninformative. In order to tackle this problem, the original networks were split into sub-networks by ranking the edges on their weight and removing them if *s* ~*ij*~ was below a given threshold. By working with both the full network and smaller sub-networks, we can attempt to better understand their structure.

The full network had 28,588,141 edges and was progressively reduced using this method, by applying a threshold that varied between 0 (full network) and 1 (fully disconnected). Each sub-network was then studied in terms of its diameter, power law distribution and, for a ranking of the vertices, according to their degree, weighted degree, betweenness and closeness centrality measures.

In Fig. [3](#Fig3){ref-type="fig"}, we show how varying this threshold affects the top ranking genes for the centrality measures described and the total number of edges kept. Fig. 3Comparison of the fraction of top-ranked genes calculated for starting networks for the centrality metrics analized: **a** weighted degree, **b** betweenness and **c** closeness. Sub-network properties obtained by removing edges from the starting network

Two criteria for selecting the best centrality measure are evaluated: 1) observing which metric better overlaps the top ranking genes across metrics can help identify a good candidate to test the proposed regularization method; and 2) looking into how rankings change for each metric as the number of edges is reduced should also give insight into the best candidate.

For the first criterion, we take the 1,000 top-ranking genes over the studied metrics and analyse their overlap. While the weighted degree and closeness have 90 *%* of common genes, the betweenness overlaps with less than 45 *%* of either the closeness or weighted degree. We can assess that the weighted degree and closeness hold similar information as they value vertices that are well connected in the network, locally for the first one and globally for the latter. It is interesting how a local measure such as the degree of a vertex gives similar results as when using a global measure as is the closeness.

The second criterion is studied in Fig. [3](#Fig3){ref-type="fig"}, which denotes the percentage of top-ranking genes that are kept with different measures as edges are being removed. A ranking of the top 200 genes was calculated for all sub-networks (represented in the x-axis). Each line denotes a different starting network and shows the fraction of the top-ranked genes that are kept as edges are removed. The data shown in Fig. [3](#Fig3){ref-type="fig"} indicate that the betweenness centrality does not perform well with the full graph or big sub-networks as the overlap deteriorates quite fast. On the other hand, weighted degree and closeness show that the top-ranking genes are mostly kept while removing edges, until reaching a critical point near the sub-network with 1,000 edges.

Combining all information, we decided to choose weighted degree as the network-based regularizer to be used ([DEGREECOX]{.smallcaps}). It combines local and global information on the network due to its similarity with the closeness measure. The degree is more robust and predictable on the impact of edge removal as well as it is cheaper to compute.

Performance evaluation of the Cox models {#Sec16}
----------------------------------------

With the best candidate metric selected, experiments were carried out with [DEGREECOX]{.smallcaps} using the weighted degree of the network and compared against three existing models: [NET-COX]{.smallcaps}, [LASSO]{.smallcaps} and [RIDGE]{.smallcaps}. The latter two are sub-cases of the elastic net with regularization parameters *α*=1 and *α*=0, respectively. The other parameters for the models were selected using five-fold cross-validation, following the same procedure previously used \[[@CR14]\].

In the cross-validation procedure, the dataset is partitioned in 5 different folds, where four of them are used in model training to find the model's coefficients ($\documentclass[12pt]{minimal}
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Three different analytical methods were used to evaluate the models: the root mean squared error (*RMSE*); the concordance index (c-index); and the Kaplan-Meier estimator.

The residuals used to calculate the RMSE were the deviance residuals \[[@CR37]\], that calculate the difference between the log-likelihood (Eq. [6](#Equ6){ref-type=""}) for each individual in the dataset using the global inferred model ($\documentclass[12pt]{minimal}
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                \begin{document}$\dot {\beta }$\end{document}$). The *saturated* model is a perfect fit for the data, as the *β* coefficients are allowed to be different for each individual. This residual is centered in zero and can be regarded as the generalization of the residual sum of squares \[[@CR37]\]: $$\documentclass[12pt]{minimal}
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The concordance c-index \[[@CR38]\] is a relative measure that will assess all permissible pairs of individuals in the sample and compare if their survival time is in line with the hazard relative risk. Pairs where both individuals are censored or when only one is censored and has a shorter time than the uncensored are not considered valid. The algorithm increases a concordance count by 1 with every pair that is in one of three cases: (a) individual with higher risk has shorter survival time; (b) hazard risks and survival time are the same; (c) one individual is censored and has a lower risk. Otherwise the count is increased by 0.5. The c-index is calculated by dividing the count by the number of permissible pairs \[[@CR38]\].

The Kaplan-Meier estimator \[[@CR34]\] is a non-parametric method that estimates the survival function, providing information, at any time point in the data, about the fraction of individuals where the event did not occur. It allows for right censored data and, when calculated for two different groups, we use the log-rank test \[[@CR39]\] to compare survival distributions.

In order to test the predictability of the models the following procedure was used: find the best parameters for a training dataset using 5-fold cross validation and then test on the same dataset and 2 others. For example train a model with *Bonome* to test with the *TCGA* and *Tothill* dataset.

The results obtained are summarized in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"} to assess the generalization capability of the methods with new data and how it fits with the training set. Table 1Deviance and C-index results for models chosen by 5-fold cross-validation and tested on all 3 datasets (including 2 that were hidden from the training phase). The [LASSO]{.smallcaps} and [RIDGE]{.smallcaps} methods do not use network information so the values for GCN and GFM are the same, they are only shown in both networks when they are better than [DEGREECOX]{.smallcaps} and [NET-COX]{.smallcaps}*Train*BonomeTCGATothill*Test*BonomeTCGATothillBonomeTCGATothillBonomeTCGATothill*Network*GCNGFMGCNGFMGCNGFMGCNGFMGCNGFMGCNGFMGCNGFMGCNGFMGCNGFMRMSE[DegreeCox]{.smallcaps}**0** **.** **5** **5** **8** **10** **.** **7** **7** **2** **4**1.31891.15381.21391.1027**1** **.** **2** **3** **6** **7**1.36190.92010.8043**1** **.** **0** **5** **7** **3**1.10831.63261.29751.37491.1679**0** **.** **5** **1** **1** **6**0.7013[Net-Cox]{.smallcaps}0.81310.83531.1438**1** **.** **1** **2** **8** **5**1.0992**1** **.** **0** **8** **8** **6**1.3514**1** **.** **3** **0** **4** **5**0.83610.85081.1003**1** **.** **0** **8** **0** **21** **.** **2** **9** **1** **71** **.** **2** **5** **9** **11** **.** **1** **6** **1** **21** **.** **1** **4** **0** **3**0.73630.7606[Ridge]{.smallcaps}0.7807**1** **.** **1** **4** **1** **31** **.** **0** **9** **8** **6**1.3755**0** **.** **7** **2** **1** **5**1.17691.56491.3252**0** **.** **5** **4** **3** **2**[Lasso]{.smallcaps}0.78871.46191.25861.74190.81051.30191.95951.42080.5444C-Index[DegreeCox]{.smallcaps}**0** **.** **9** **7** **9** **5**0.94010.60200.60370.64550.64940.64440.64270.84760.9089**0** **.** **6** **7** **1** **1**0.66950.60110.60880.61000.6215**0** **.** **9** **8** **3** **4**0.9519[Net-Cox]{.smallcaps}0.92600.92020.60790.60540.64830.65060.64160.64390.89180.88920.6633**0** **.** **6** **7** **0** **50** **.** **6** **1** **5** **20** **.** **6** **1** **0** **60** **.** **6** **2** **4** **40** **.** **6** **2** **5** **0**0.93890.9352[Ridge]{.smallcaps}**0** **.** **9** **4** **1** **00** **.** **6** **1** **7** **70** **.** **6** **5** **6** **90** **.** **6** **4** **9** **20** **.** **9** **3** **9** **4**0.65790.60000.5926**0** **.** **9** **8** **2** **9**[Lasso]{.smallcaps}0.93090.56150.61240.64050.90430.63990.50750.57280.9784Values in bold represent the best performing method for the dataset/network combination (per RMSE and C-Index) Table 2*P*-values for log-rank test results for models chosen by 5-fold cross-validation and tested on all 3 datasets (including 2 that were hidden from the training phase). The log-rank tests the separation in two categories of patients, high and low risk based on the expression dataset, using the top and lower 40 *%* PI groups and the top and lower 50 *%* PI groups. The [LASSO]{.smallcaps} and [RIDGE]{.smallcaps} methods do not use network information so the values for GCN and GFM are the same, they are only shown in both networks when they are better than [DEGREECOX]{.smallcaps} and [NET-COX]{.smallcaps}. The *p*-values when the model is tested on the same dataset used in training are always 0 and are ommited from the table*Train*BonomeTCGATothill*Test*TCGATothillBonomeTothillBonomeTCGA*Network*GCNGFMGCNGFMGCNGFMGCNGFMGCNGFMGCNGFM40 *%*PI Thres.[DegreeCox]{.smallcaps}2.084*E*-52.124*E*-50.00134.390*E*-42.046*E*-43.990*E*-4**6** **.** **5** **4** **7** **E** **−** **6**5.822*E*-6**9** **.** **8** **3** **3** **E**-**51** **.** **7** **5** **7** **E**-**4**8.347*E*-83.125*E*-8[Net-Cox]{.smallcaps}1.082*E*-42.791*E*-57.726*E*-4**1** **.** **5** **1** **4** **E**-**4**2.815*E*-41.185*E*-44.241*E*-5**1** **.** **4** **3** **2** **E**-**6**1.696*E*-42.545*E*-4**7** **.** **7** **1** **7** **E**-**94** **.** **5** **0** **3** **E**-**9**[Ridge]{.smallcaps}**1** **.** **5** **9** **4** **E**-**62** **.** **5** **3** **7** **E**-**4**4.233*E*-41.765*E*-50.00161.864*E*-5[Lasso]{.smallcaps}0.03640.0048**7** **.** **4** **3** **6** **E**-**5**0.00360.56300.003350 *%*PI Thres.[DegreeCox]{.smallcaps}3.332*E*-45.284*E*-50.00760.00844.394*E*-40.0090**5** **.** **7** **8** **1** **E**-**51** **.** **3** **0** **9** **E**-**4**0.0045**4** **.** **3** **0** **2** **E**-**4**5.264*E*-77.183*E*-7[Net-Cox]{.smallcaps}2.169*E*-55.086*E*-50.01700.01790.00360.00151.247*E*-43.126*E*-4**0** **.** **0** **0** **2** **6**8.138*E*-4**1** **.** **1** **0** **5** **E**-**81** **.** **6** **3** **2** **E**-**7**[Ridge]{.smallcaps}**1** **.** **7** **9** **5** **E**-**50** **.** **0** **0** **1** **33** **.** **1** **9** **3** **E**-**4**0.00290.00503.499*E*-5[Lasso]{.smallcaps}0.07200.00480.00220.01930.64640.0050Values in bold represent the best method for the dataset/network combination (per 40 % and 50 % separation)

We observe that [DEGREECOX]{.smallcaps}, [NET-COX]{.smallcaps} and [RIDGE]{.smallcaps} regression perform very similarly across all three evaluation measurements. Regarding the deviances, as measured by RSME, we can conclude that network information improves the results in all the datasets except for *TCGA* tested on *TCGA*, where [RIDGE]{.smallcaps} achieves lower deviances. For the *Bonome* and *Tothill* datasets, [DEGREECOX]{.smallcaps} has the best results. When using cross-testing, [NET-COX]{.smallcaps} has the best results for the *Bonome* and *Tothill* datasets and [DEGREECOX]{.smallcaps} for the *TCGA* dataset. [NET-COX]{.smallcaps} determines a very good model using the *Tothill* dataset as training, but then alternates with [RIDGE]{.smallcaps} and [DEGREECOX]{.smallcaps} on the other datasets. Such similar results are expected, as both [NET-COX]{.smallcaps} and [DEGREECOX]{.smallcaps} use the same additional information, namely the GCN and GFM networks. The small difference in the results could be explained by how the networks are being used. While [NET-COX]{.smallcaps} takes the weighted edges of every two genes, [DEGREECOX]{.smallcaps} takes the sum for every vertex losing some detail in the process. However, this does not seem relevant as the difference in the deviance is not significant.

To further evaluate how these accuracy measures vary, we assessed the distribution of the residuals for the different methods. In Fig. [4](#Fig4){ref-type="fig"}, we show a typical result obtained when applying the four studied models on the *TCGA*/*Bonome* example. This illustrates that all the residuals exhibit a bimodal distribution. However [DEGREECOX]{.smallcaps} leads to a smaller variance and [LASSO]{.smallcaps} presents the highest dispersion of RMSE values. Fig. 4Residuals when models are trained with the correlation network and *TCGA* dataset and tested with the *Bonome* dataset

The results are slightly different when observing the concordance c-index. The results of [RIDGE]{.smallcaps} are consistently better than those of both [NET-COX]{.smallcaps} and [DEGREECOX]{.smallcaps}. Although the difference is small, at most of 2 *%*, between the models. [LASSO]{.smallcaps} continues to perform worse than the other models with this evaluation measure.

Finally, the comparison between the methods involved the evaluation of their potential to correctly classify patients accordingly to their survival risks. This was performed by dividing the samples into two groups, high and low risk individuals, based on each individuals' estimated hazard function and using a given (optimal) threshold. This value, called prognostic index (*PI*), is estimated, for each model, by choosing the threshold for $\documentclass[12pt]{minimal}
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We stratified the patients as in the [NET-COX]{.smallcaps} proposal (Zhang et al. 2013), by assigning those with the lowest 40 *%* PI to the low-risk group, and the top 40 *%* PI to the high-risk group. The results obtained by using a 50 *%*- 50 *%* stratification are also reported since they correspond to a less favorable partition of the patients, by including those with intermediate risks. Then, the Kaplan-Meier curves are estimated (Fig. [5](#Fig5){ref-type="fig"}) and log-rank tests performed, all available as Additional file [1](#MOESM1){ref-type="media"}. Fig. 5Kaplan-Meier curves for high vs. low risk groups with the model learnt from the *TCGA* dataset and tested on *Bonome* (**a** and **b**) and *Tothill* (**c** and **d**). When a death event occurs for an individual, the cumulative survival decreases

The analysis was done for each model and shows that when testing with the *Bonome* and *TCGA* datasets, there is a statistically significant difference between the survival functions of the two groups across all models. The dataset that had the worst separation was the *Tothill* one, as [LASSO]{.smallcaps} and [RIDGE]{.smallcaps} perform in a similar way to the other methods up until month 30, which can be seen in Fig. [5](#Fig5){ref-type="fig"} [c](#Fig5){ref-type="fig"} and [d](#Fig5){ref-type="fig"}. Afterwards, both curves start to converge to each other. This observation is coherent with the *p*-value results of the log-rank test in Table [2](#Tab2){ref-type="table"}. This result in particular shows that enriching the models with network-based information can lead to better predictive models.

When measuring the separation between two groups by assessing the *p*-value of the log-rank test, there is a slight improvement in the results of [DEGREECOX]{.smallcaps} for the 50 *%*- 50 *%* partition over the top 40 *%*-lower 40 *%* case (where 20 *%* of the observations are excluded), which might indicate a better performance in the presence of noisy information. This will be further explored in the future. For the 50 *%*- 50 *%* partition and considering the log-rank tests, [RIDGE]{.smallcaps} regression achieves the lowest *p*-values in half of the tests. Comparing the methods that use network information in this experimental setting, [DEGREECOX]{.smallcaps} achieves better results than [NET-COX]{.smallcaps} for the majority of the combinations (except for *Tothill* training and testing on in the *TCGA*).

The separation of high and low risk patients is statistically significant although it could be improved by adding as variables to the model physiological characteristics, such as tumour stage, age groups, ethnicities or gender. These are not currently included, as proposing a new classifier is out of the scope of the present work, that instead, introduces a new regularization model that requires further research.

The results obtained in this study for the [NET-COX]{.smallcaps} model are comparable with those of the original paper \[[@CR14]\] using all the genes (see the Additional file [1](#MOESM1){ref-type="media"}). The obtained *p*-value results are of the same order of magnitude between both experiments, with the small differences being explained by differences in the pre-processing.

Although none of the methods seems to perform better in all situations, we can conclude that including network information does not deteriorate the accuracy and can provide better interpretability of the obtained Cox survival models, which will be further explored in future work.

Conclusions {#Sec17}
===========

We proposed [DEGREECOX]{.smallcaps}, a novel method to estimate survival models using network-based regularization. The results show that [DEGREECOX]{.smallcaps} consistently performs as well as [NET-COX]{.smallcaps} and [RIDGE]{.smallcaps} in all scenarios and with better results against [LASSO]{.smallcaps}. The evaluation was performed using deviance residuals and the log-rank test of the Kaplan-Meier estimator for two different groups, high risk and low risk individuals, and this is somewhat expected as all three methods are based on the same norm.

These methods show promising results, and possible extensions can include more topological and network measures. Other models beyond Cox can also be easily integrated in this framework. The analysis of different types of network properties can also be tested further, and combining different regularizers may lead to an improvement of the classification accuracy.
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