This work investigates two physics-based models that simulate the non-linear partial differential algebraic equations describing an electric double layer supercapacitor. In one model the linear dependence between electrolyte concentration and conductivity is accounted for, while in the other model it is not. A spectral element method is used to discretise the model equations and it is found that the error convergence rate with respect to the number of elements is faster compared to a finite difference method. The increased accuracy of the spectral element approach means that, for a similar level of solution accuracy, the model simulation computing time is approximately 50% of that of the finite difference method. This suggests that the spectral element model could be used for control and state estimation purposes. For a typical supercapacitor charging profile, the numerical solutions from both models closely match experimental voltage and current data. However, when the electrolyte is dilute or where there is a long charging time, a noticeable difference between the numerical solutions of the two models is observed. Electrical impedance spectroscopy simulations show that the capacitance of the two models rapidly decreases when the frequency of the perturbation current exceeds an upper threshold.
Introduction
This paper develops a new spectral element implementation of two non-linear models that describe the behaviour of an electric double layer supercapacitor Supercapacitors are electrical energy storage devices for high-power applications [1, 2] . In contrast to conventional dielectric capacitors, supercapacitors store their energy using the electric double layer (EDL) phenomenon with high specific surface area electrodes. Storing energy in this manner increases the energy density, while still retaining the inherently high power density characteristic of capacitors.
Supercapacitors have been successfully implemented in a range of applications including grid stabilisation [3] and hybrid electric vehicle power systems [4] . The growing popularity of supercapacitors has necessitated a demand for new models capable of capturing their dynamics accurately. Such models are useful for design predictions, online estimation and control. In the literature, several models have already been proposed, with these models being generalised into the two types, equivalent circuit and physics based.
Equivalent circuit (EC) models such as [5] and [6] use a parameterised resistor-capacitor (RC) circuit to represent the electrical behaviour of the supercapacitor. The main advantage of this approach is that the resulting model is simple, making ECs a popular modelling approach. However, representing the complex dynamics of an electrochemical device by a RC circuit can have limitations. Firstly, the states of the model have no direct physical meaning, making it difficult to infer any understanding of the device from the model. By treating the supercapacitor as a black box in this manner, developing effective control systems becomes problematic and improving the model becomes more challenging. Secondly, the fact that EC models are based upon a parameterisation of a RC circuit means that they are only applicable to one operating condition and any deviation reduces the applicability of the model.
Physics based models instead use a set of conservation and diffusion equations to describe the dynamics of the system. This approach generally involves using a numerical method to solve a system of partial differential equations (PDEs) coupled with algebraic constraints that describe the diffusion and conservation of ions in the supercapacitor. Such models are more generally applicable than the equivalent circuit approach, making model tuning, control and development more intuitive. However, the model is based on a set of PDEs, whose solution is much more complicated to compute than the ordinary differential equations (ODEs) of the EC approach. Subsequently, physics-based models are both more complex and computationally burdensome, a problem which has hindered their adoption.
Examples of such physics-based supercapacitor models include [7] which compares model numerical solutions, obtained using the code of [8] , to experimental data. The multi-physics software COMSOL was used in [9] for a supercapacitor model with non-binary electrolyte. A single-domain, volume-averaging approach using finite elements was implemented in [10] , whose solution could be extended to higher spatial dimensions. In [11] a comparison of the performances of finite difference, finite element as well spectral methods for a linearised version of the supercapacitor model of [7] was carried out. The spectral methods were found to perform best in this application, being the most accurate for a given number of elements. In addition to numerical methods, an analytical solution for the supercapacitor PDEs, limited to the constant current and impedance spectroscopy operating conditions, is given in [12] . A review of available commercial software for modelling supercapacitors can be found in [13] .
In the related field of lithium ion battery modelling, there has already been a substantial amount of work on numerical techniques for solving physics based models. In particular, the use of spectral methods has been demonstrated by various authors [14, 15] and [16] . In [14] , spectral methods were applied across individual finite elements and in [15] a pseudo-spectral method with Jacobi polynomial basis functions was used, while [16] used a unified approach involving Chebyshev polynomials, with the same method being used to solve all of the equations. In these papers, spectral methods were found to give a marked reduction in model complexity without loss in accuracy when compared to a benchmark finite difference method as well as the COMSOL finite element solver.
As well as being used to capture the dynamic response of a supercapacitor, another important use of the models is to be incorporated within an observer to increase the accuracy of state estimation. An Extended Kalman Filter was applied to an EC model of a supercapacitor in [17] , improving the energy prediction when compared to the straightforward E = 1 2 CV 2 approach, where E is stored energy, C is capacitance and V is voltage. In the related field of lithium ion batteries there has been extensive study on observer design for power management systems [18] . In [19] , an online implementation of a non-linear moving horizon estimator for a reduced order battery model is presented and then used to solve the optimal control problem of maximising the amount of charge stored in a given amount of time.
In this paper, two non-linear models are investigated that simulate the differential algebraic equations that describe a supercapacitor. The first model has a logarithmic non-linearity due to the Nernst-Plank relation [7] while the second has a coupled quadratic (state) non-linearity that accounts for the linear dependence between electrolyte conductivity and concentration. The accuracy of the spectral element and finite difference numerical discretisation methods applied to these models is also investigated, with a finite element solution from COMSOL containing a large number of elements being used as a reference solution. The focus of the models was to be of low order whilst retaining the physical non-linearity as much as possible, so as to give an improved mathematical description of the supercapacitor. A low-order model has the advantage of being less computationally burdensome, making a real-time implementation possible, and also reduces the number of states needed to be estimated by an observer.
The paper is structured as followed. In Section 2, the governing equations of the supercapacitor models are introduced and the various assumptions and mathematical details are explained. Spectral methods are introduced in Section 3 with a brief summary of their convergence and stability properties. Finally, numerical simulation results of the various models are presented in Section 4.
Mathematical Description of Supercapacitor Model
The supercapacitor models considered in this paper are based on the four coupled partial differential algebraic equations given in [7] . The first of these is the Nernst-Plank equation [20] , describing the diffusion and migration of ions in the liquid electrolyte phase
with the subscript j = 1, 2 referring to the positive and negative ions respectively. This equation can be re-written in terms of the variables c, Φ 1 , Φ 2 and i 2 as
using the relations
where the transport parameters, such as κ and D, are adapted to account for the effects of porosity and tortuosity [7] . The second of the four supercapacitor equations is Ohm's Law, restricted to the electrode domains,
The remaining two equations from [7] are conservation relations, the first for the charge in the electrodes
and the second being the diffusion equation for the electrolyte concentration
The four equations (2), (4), (5) and (6) can be written in state-space form as
in the electrodes and
in the separator. The majority of the parameters required by the equations are presented in Tables 1 and 2 . The definitions of several others, however, need further discussion. It is assumed in [7] that the electrolyte concentration c does not vary significantly during the charging profile, so that the relation
can be used to calculate the electrolytic conductivity κ from the conductivity of the free solution k ∞ where the effect of porosity and tortuosity are neglected. Additionally, the total current density flowing through the supercapacitor i is the sum of the current density flowing in the solid phase i 1 and the liquid phase
In a similar manner, the transference number, a non-dimensional number relating the amount of charge carried by each ion, is defined to sum to 1
The two relations (10) and (11) can be used to eliminate the variables i 1 and t − . The remaining unknown parameter, the ionic diffusion coefficient D, can then be defined using (3b), with the concentration c being set to the constant c 0 due to the assumption that the concentration does not vary that significantly.
Parameter
Value Units Table 2 : Separate parameters for both the separator and electrode regions [7] .
A detailed description of the boundary conditions can be found in [7] . To summarise, the fluxes at the internal boundary conditions are assumed to be continuous and the total current density flowing through the capacitor i is assumed to be a constant. In the separator region and at the separator/electrode boundary region, all of the current is carried by ions in the electrolyte. Additionally, it is assumed that no ions enter the current collectors, so that the total current at these boundary regions is equal to the solid phase current.
The four equations (2), (4), (5) and (6), can be combined to reduce the number of equations. In this paper, the reduction is achieved by differentiating (4) with respect to x
and then substituting this expression into (5)
Summing the two algebraic equations, (2) and (4), gives
eliminating the algebraic variable i 2 from the equation system. This substitution transforms the four equation system of [7] into the system described by the three equations
which for each electrode can be written as
The state-space representation of the separator domain remains unchanged from (8) .
A good discussion of several of the assumptions of the model can be found in [21] . The model uses porous electrode theory, where the electrodes are modelled as one continuum, and is justified as the size of the electrode pores (of the order of nanometres) are much smaller than the electrode thickness (of the order of microns). The electrolyte is considered to be binary, dissociating into two separate ions. If a non-binary electrolyte is used, as in [9] , then the equation system has to be modified to account for the behaviour of both electrolytic ions. The electrolyte is also assumed to be inert, with the effect of pseudo-capacitance [2] and side reactions being disregarded. Dilute solution theory, in which the ions are assumed to have zero size, is also used. An investigation into the applicability of this assumption was carried out in [20] where it was found that steric effects between ions due to excessive surface concentrations occurs when the voltage exceeds a certain upper threshold.
One of the most fundamental assumptions of the model equations (8) and (16) is that the electrolytic concentration does not vary significantly during charging so that the electrolytic conductivity κ can be treated as a constant, as described by (9) .
This assumption can be made more realistic using the substitution
that accounts for the linear relationship between electrolyte conductivity and concentration, as mentioned in [7] . Incorporating (17) into the model transforms the logarithmic non-linearity in the algebraic equations of (8) and (16) into a coupled quadratic non-linearity, as described by
in the separator.
Spectral Methods
In general, non-linear PDE systems such as (18) are too complex to be solved analytically, so numerical methods are used. Numerical methods discretise the spatial domain and then use interpolation to obtain approximate solutions to the PDE, transforming the PDE into a set of ordinary differential equations (ODEs). The manner in which the discretisation is carried out is known to have a significant influence upon the accuracy of the numerical method. The most basic method to increase the accuracy of the numerical solution is to refine the numerical mesh. However, doing so increases the number of ODEs in the model, increasing computational complexity and memory requirements. This results in a trade-off between solution accuracy and computational complexity, with the desired discretisation being such that a low-order model can be established giving a sufficiently accurate solution.
Within numerical methods, the three most common techniques for spatial discretisation are the spectral method (SM), finite difference method (FDM) and finite element method (FEM) [22] . All three of these methods approximate the derivative of an unknown function by differentiating an 'approximating function', which is constructed by interpolating the known function values at the domain nodes. The main difference between the FDM, FEM and SM is the domain region used for the interpolation. Both the FDM and FEM can be considered local methods, as they only use information at nodes close to the node of interest where the derivative is to be approximated. This is done either through Taylor expansions for the FDM, or a calculus of variations approach across a sub-domain, known as an element, for the FEM. In contrast, spectral methods represent a global approximation to the derivative, involving a sum of known orthogonal basis functions that traverse the entire domain, with these functions generally chosen to be sinusoids for periodic solutions and polynomials for non-periodic solutions.
Given a suitable spatial grid with a smooth function distributed across it, spectral methods are an accurate numerical method for approximating derivatives. Improving the accuracy in this manner can lead to a significant reduction in computational complexity, as fewer grid points are needed to achieve a set solution accuracy. The fundamental building block of any spectral method is a set of orthogonal basis functions ψ and in this paper, Chebyshev polynomials of the first kind are used [23] . The sum of these basis functions constructs an interpolating polynomialp of order N that approximates the smooth function p by
with p being the solution in the spatial domain of the differential equation. The choice of basis function enforces the condition that the approximating polynomial exactly equals the true solution at the collocation points x j , i.ep(x j ) = p(x j ).
Approximating the solution to the differential equations through the sum of known polynomial functions in such a manner enables a simple expression for the derivative to be obtained by differentiating the interpolating polynomial
The differentiation operation in (21) is linear and can be replaced by a differentiation matrixD. The accuracy of the spectral differentiation matrix is exponential [22] , which is superior to the accuracy of the differentiation matrices of both the FDM and FEM. All of the spectral differentiation matrices required for the supercapacitor model proposed in this paper were constructed with the MATLAB differentiation suite [24] . Spectral methods can give an order of magnitude increase in accuracy for the differentiation of a smooth function. It is known that spectral methods are only applicable for the interpolation of smooth solutions, as the fundamental basis of the method is a global interpolation function, which is itself smooth. For the supercapacitor equations outlined in (2), (4), (5) and (6), a discontinuity occurs at the electrode/separator boundary. For this reason, the supercapacitor domain of the presented model is split into three smaller sub-domains, one sub-domain for each of the electrodes and another for the separator, as shown in Figure 1 , with the three sub-domains being connected by the boundary conditions using patching [22] . Partitioning the domain in this manner means that the applied spectral method resembles a finite element, albeit one with an interpolating polynomial of very high order. For this reason, the method is commonly known as the spectral element method (SEM). The accuracy of spectral methods is affected by the Runge phenomenon, where the solution is found to oscillate at the extremal points of the domain as described in [23] . This problem can be minimised by discretising the nodes in terms of Chebyshev pointsx ∈ [−1, 1]
withx being the Chebyshev distribution corresponding to the maximal points of the Chebyshev polynomials. The Chebyshev distribution of (22) is irregular, with a greater density of points being clustered at the domain boundaries, and is defined across the local domain [−1, 1]. For implementation purposes, the transformation fromx to x ∈ [0, L m ] must be carried out to scale for the true domain [23] , and the differentiation matrices must be scaled accordingly. In this paper, the SEM, FDM and FEM methods were used to discretise the model equations and Neumann boundary conditions of the previous section. The applied FDM uses a second-order Runge-Kutta method as outlined in [8] , the SEM implements a similar approach to [16] , involving Chebyshev polynomials, while the FEM solutions were obtained using the 'Coefficient Form PDE' module from the commercially available software COMSOL.
Differential Algebraic Equations
The discrete form of the logarithmic non-linear equations given in (8) and (16) is respectively given by
and similarly, the discrete form of the quadratically non-linear model of (18) and (19) is
The differentiation matrixD c includes the boundary conditions on c andD Φ1 ,D Φ2 ,D ln c respectively do the same for Φ 1 , Φ 2 and ln c.
Equations (23), (24), (25) and (26) are semi-explicit differential algebraic equations (DAEs), of the form
In the electrodes, y := [c,
and the algebraic equation g(y, z, u) is respectively defined for the logarithmic and quadratic models as
g(y, z, u) := β
Equivalently, in the separator, y := c, z := Φ 2 , u := i,
and g(y, z, u) is respectively defined according to
for the logarithmic and quadratic models. A key parameter for solving any DAE system is its index, defined as the number of derivatives needed to transform the DAE into an ODE. DAEs of index 1 are of particular interest, as they are significantly simpler to solve. To solve an index 1 DAE system, the Jacobian of the algebraic equation (27b) is taken according to
leading to an expression for the algebraic variable z z = − ∂g ∂z
that can be obtained provided that ∂g/∂z is non-singular. Substituting this expression for z into (27a) transforms f into a function of y and u only
For the logarithmically non-linear model of (23) and (24), the derivative of g with respect to the algebraic variable Φ 2 in the electrodes is given by
and in the separator by ∂g ∂z = κD Φ2 .
The derivative ∂g/∂z for the quadratically non-linear model of (25) and (26) is given by
in the electrodes and by ∂g ∂z = βcD Φ2 .
in the separator. The matrices (39), (40), (41) and (42) are all invertible, and as such (23), (24), (26) and (25) are DAEs of index 1. This means that the models' initial value problem can be integrated using a solver such as MATLAB's ode15s routine, which uses a Newton iteration method to solve the algebraic equations and an implicit numerical differentiation formula (NDF) to carry out the integration [25, 26] .
Results
Experimental data of typical charging profiles of a supercapacitor from SAFT America [27] is presented in [7] .
Most of the parameters of the supercapacitor are given in Tables 1 and 2 , with the rest being calculated using equations (9), (10) and (11) . In [7] , the supercapacitor was first charged from an initial voltage of 1.63 V at a constant current of 100 A for 23.2 s whereupon the voltage was then held for 6 s at a constant value of 1.41 V, a constant-current, constant-voltage (CC-CV) charging profile. In this paper, this CC-CV profile is labelled the standard charging profile. Constant current charging profiles with currents up to 1000 A were also simulated to show that the models could accommodate high currents. Figure 2 compares the model outputs from (23) and (24) solved using the SEM and FDM with the experimental data presented in [7] .
Both models can be seen to match well with the experimental data, validating the model assumptions for this typical charging profile. Furthermore, the size of the FDM and SEM models are small, using only 5 elements in each domain. This contrasts with the generalised finite element method of [10] , which also compares its results against the data of [7] , that used 1200 and 2500 finite elements. This shows that accurate results can be obtained using low order models.
The accuracy of the model states, instead of the model outputs, is investigated in Figure 3 . In this figure, the error convergence rates with respect to the number of elements in each domain for the logarithmic model (23) and (24) discretised using the FDM and SEM are shown.
For this comparison, the FEM solution with a high number of nodes (41 in each electrode and 18 in the separator) obtained from COMSOL is taken to be the reference numerical solution. The error of the figure is defined as the 2-norm of the absolute error between the solver and the reference solutions, normalised with respect to the number of time steps and spatial elements. Figure 3 shows that the error of the SEM converges much faster than the FDM, indicating that a given level of accuracy can be obtained with fewer nodes using the SEM. In Figure 4 , simulation computing times for the standard charging profile of (23) and (24) discretised using the FDM and SEM are recorded using the MATLAB 'tictoc' command. The solution accuracies for both simulations are intended to be kept approximately the same and this is achieved by respectively using 6 and 12 elements in each domain for the SEM and FDM discretised models. It is shown that, for a similar level of solution accuracy, the simulation computing time of the SEM model is approximately 52% that of the FDM model. This implies that the SEM discretised model would be superior when used for (23) and (24) for the standard charging profile discretised using the FDM and SEM with the experimental data of [7] . (23) and (24) discretised using the SEM and FDM, with the reference solution being obtained from COMSOL. (23) and (24) discretised using the FDM and SEM. Computing times were recorded using the MATLAB 'tictoc' command.
accurate state estimation with an observer and as the basis for an online controller. The effect of the logarithmic and quadratic model non-linearities is investigated in Figures 5, 6 , 7 and 8.
It is noted that the choice of t + = 0.5 from Table 1 eliminates the non-linear logarithmic term from (23) and (24) . To show that the presented model is also applicable for the non-linear case, CC-CV simulations where t + is increased from 0.5 to 0.75 are run. Referring to the labels of Figures 5, 6 , 7 and 8, the "Linear" model involves (23) and (24) with t + = 0.5, the "Logarithm" model involves (23) and (24) with t + = 0.75 and the "Quadratic" model uses (25) and (26) with t + = 0.5. For the standard CC-CV charging profile, the impact of the non-linearities can be seen to be neglible, as shown in Figures 5 and 6 , with the numerical solutions being in close agreement with the linear model. However, in Figure 7 , the ionic concentration is decreased from 930 mol/m 3 to 250 mol/m 3 , while in Figure 8 , an extended charging profile is implemented. This extended charging profile is identical to the standard charging profile except with the initial voltage being -2.37 V, the CC and CV charges being held for 130 s and 70 s respectively and the voltage drop at the CC-CV transition point at 130 s being -1.08 V. For both of these cases, a noticeable difference in the numerical solutions between the quadratic model and the linear model is observed. This implies that the quadratic model is applicable for simulations where there is a large relative change in the electrolyte concentration. However, for the charging profiles simulated in this paper, the effect of the logarithmic non-linear term is neglible, with there being hardly any difference between its solution and that of the linear model. Due to the improved convergence properties of spectral methods outlined in Figure 3 , all of the non-linear solutions of Figures 5, 6 , 7 and 8 are discretised using the SEM. This means that the inclusion of the non-linear terms does not lead to a rapid rise in the number of elements, with the solutions of Figure 5 being obtained using 5 elements in each domain only.
Supercapacitors are often combined with fuel cells or batteries, forming a hybrid power system [4] . In this arrangement, the inclusion of the supercapacitor can act as a low-pass filter to reduce the stress on the fuel cell/battery and provide performance benefits, due to the high power density. A key property for the supercapacitor in this application is the variation of capacitance with frequency. Figure 9a shows simulated electrochemical impedance spectroscopy results using the procedure of [28] with an input current of 2 A overlaid with a small-amplitude 0.1 A sinusoidal signal. A rapid decrease in capacitance due to diffusion limitations can be observed for all of the models above a certain frequency, known as the knee frequency. This indicates that the performance of the supercapacitor is poor in this operating regime. The knee frequency can be determined by inspecting the peak value of the imaginary component of the complex capacitance [28] , as shown in Figure 9b .
In the models used in this study, the capacitance is set as a fixed parameter that is independent of voltage whereas in real supercapacitors, capacitance varies with voltage [4] . The model could be extended to incorporate this effect, e.g. by implementing a Guoy-Chapman-Stern capacitance model [28] , however, it is noted that the theoretical understanding of the relationship between double layer potential and capacitance is as yet too complex [28] .
Conclusion
In this paper, two non-linear physics-based supercapacitor models were implemented in a novel way using a spectral element method. The first model was based on [7] while the second model accounted for the linear dependence between electrolyte conductivity and concentration. For a typical supercapacitor CC-CV charging profile, the numerical solutions from both models were found to be in close agreement with experimental data. However, for other conditions, such as the electrolyte concentration diluted or the charge duration of the supercapacitor extended, a noticeable difference between the numerical solutions of the two models was observed. This was due to the large relative change in electrolyte concentration affecting the conductivity. Electrical impedance spectroscopy simulations were also carried out on the models, and it was found that the capacitance of the supercapacitor models decreased rapidly when the frequency of the input current exceeded an upper threshold, as expected.
The normalised error of the model numerical solutions discretised using the spectral element method was found to converge faster as the number of domain elements was increased compared to the finite difference method of [8] . An accurate solution could also be obtained using fewer elements than the finite element 3D model of [10] . As such, discretising the models using the spectral element method reduced the number of nodes needed to obtain a specified solution tolerance and resulted in a lower order model that was faster to implement. This implies that the models could be appropriate for a real-time implementation as well as for accurate state estimation with an observer. 
