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The perceived structure of a suprathreshold plaid made from two sinusoidal gratings tilted 
+ 45 deg from vertical usually resembles a blurred checkerboard. Physically increasing the tilt of 
the components away from vertical elongates the pattern horizontally, yielding rectangular checks. 
We asked whether illusory flit of the components induced by adaptation to a vertical grating would 
also give apparent elongation of the checks. Using a staircase method, we found that after 
adaptation the component orientations had to be set 3-4 deg closer to vertical to maintain a square, 
checkerboard.like appearance, implying that the + 45 deg plaid did appear elongated. This result 
suggests that the tilt aftereffect adaptation ot only distorts the orientation of I-D patterns but can 
also change the relative location of features, even when their orientation is not altered. This is not 
easy to explain within filter models that (often implicitly) assume ach receptive field carries a fixed 
"local sign" indicating its position within the retinal array. We consider a representation in which 
localized patches of the image are encoded by the coefficients of a 2-D Fourier-like transform. With 
a simple subtractive model of adaptation, we show that the spatial information carried by each 
patch would be distorted in just the way observed for plaids and gratings. The fact that perceived 
structure is both distorted and coherent, not fragmented, after adaptation suggests an additional, 
more global process whereby local patches are combined to form a coherent, composite "neural 
image". We offer a simple principle that could establish this coherence. If the positions of local 
patebes are adjusted so as to maximize the contrast energy of the composite image, then the spatial 
distortions of the patches (induced by selective adaptation) are carried through to the global 
structure of the composite. Thus, the conflict between channel codes and local signs is resolved, but 
perceptual distortion is the result. Copyright © 1996 Elsevier Science Ltd. 
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INTRODUCTION 
Orientation Coding and Local Signs 
Two cardinal facts about he primary visual cortex are: 
(i) that it contains local arrays of orientation-selective 
filters; and (ii) that there is a retinotopic mapping of 
receptive field positions onto conical ocations. There are 
thus, in principle, two ways in which the visual system 
might determine the orientation of a contour: firstly, from 
the distribution of activity across oriented filters---the 
"channel code"; and secondly, from the distribution of 
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activity across cortical positions~"Iocal signs". Psy- 
chophysical models have tended to emphasize the 
channel code, while computational models employ local 
signs such as zero-crossings (Mart & Hildreth, 1980) or 
nergy peaks (Morrone & Burr, 1988) anchored in a 
spatial co-ordinate map. For further discussion of the two 
codes see Morgan et al. (1991) and, in the context of 
positional acuities, Wang and Levi (1994). 
The main evidence for the use of a channel code lies in 
the tilt aftereffect (TAE). For example, after adapting to a 
grating tilted (say) 15 deg off vertical, a vertical test 
grating may appear tilted (say) 5 deg the other way 
(Gibson & Radner, 1937; Campbell & Maffei, 1971; 
Ware & Mitchell, 1974; Harris & Calvert, 1985). Since 
the just-noticeable difference (JND) in orientation for 
gratings is only about 0.5-1 deg (Regan & Beverley, 
1985), the TAE represents a very substantial perceptual 
distortion. Like the motion aftereffect and the spatial 
frequency shift, the most plausible explanation of the 
TAE is in terms of a shift of channel activity in favour of 
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unadapted channels (Coltheart, 1971; Blakemore & 
Sutton, 1969; Mather, 1980; Braddick et al., 1978; 
Wilson & Humanski, 1993). Physically, the luminance 
peaks and zero-crossings of a vertical test grating remain 
lined up along a vertical axis, even after adaptation, and 
so the TAE has been taken to imply a shift in the channel 
code, despite a presumed lack of shift in the local signs. 
The TAE thus appears to involve a conflict of these two 
codes and could imply that the orientation channel code 
dominates over local signs (e.g. Harris & Calvert, 1985). 
However, recent experiments on the perceived structure 
of plaids seem to favour almost he opposite view--that 
local signs, and not Fourier component orientations, 
determine the perceived location and orientation of 
edges. When asked to choose an outline sketch that best 
represents the perceived structure of a plaid, subjects 
typically chose the zero-crossing sketch rather than one 
representing the Fourier component orientations (Geor- 
geson, 1990, 1992, 1996; Georgeson & Meese, 1996; 
Meese & Georgeson, 1991, 1992; see below for further 
discussion). To shed more light on the relation between 
these two forms of coding, we linked the two types of 
study to examine the influence of adaptation, ot only on 
the perceived orientation of 1-D gratings, but also on the 
perceived structure of a 2-D plaid stimulus. We find 
evidence that both the perceived orientation and location 
of features are shifted after adaptation, and we offer an 
interpretation i  terms of the local or "patchwise" 
Fourier transform introduced by Robson (1975, 1983). 
Plaids 
Plaids are an important class of stimuli, because they 
allow one to dissociate the orientation of Fourier 
components from the orientation and location of local 
features. In a wide range of conditions a plaid composed 
of say + 30 or • 45 deg oblique components appears to 
contain blurred vertical and horizontal edges. These 
orientations are not predicted by the channel code since 
the most active channels must be oblique, but they are 
well predicted by the location of zero-crossings in the 
output of a circular Laplacian operator or other spatial 
filters that are equally sensitive to each plaid component 
(Georgeson, 1990, 1992, 1996; Georgeson & Meese, 
1996; Meese & Freeman, 1995; Meese & Georgeson, 
1991, 1996). Figure I(B) illustrates uch a plaid and the 
checkerboard structure of its zero-crossings. Experiments 
showing orientation-specific masking and adaptation 
effects on the appearance of plaids supported the idea 
that this circular filtering is implemented by summing the 
outputs of different orientation channels around the 
clock, rather than being based directly on circular filters 
such as those found in the retino-cortical pathway. This 
implies that the extraction of feature location and 
orientation is a distinct process that follows the selective 
Fourier filter stage (Georgeson, 1992). 
Pattern discrimination studies on plaids and gratings 
have shown that the ability to discriminate a change in the 
orientation or spatial frequency of one component 
depends markedly on the change taking place in the 
other component (Olzak & Thomas, 1991, 1992). This 
implies that vision does not have independent access to 
the outputs of individual tuned filters. The results of 
Meese (1995a) on 1-D and 2-D phase reversal discrimi- 
nation carry a similar implication. When a higher 
harmonic omponent was added to a "base" grating or 
plaid, discrimination performance was determined by the 
periodicity of the plaid, not the spatial frequency of its 
components. Simulations howed that if it is positional 
uncertainty that limits performance in this task (Bennett, 
1993), then the uncertainty concerns the position of the 
plaid pattern as a whole rather than the positions of its 
Fourier components (Meese, 1995a). This again points to 
a lack of independence in the processing of channel 
outputs. Both Georgeson (1992, 1994) and Olzak and 
Thomas (1992) have suggested that the outputs of tuned 
spatial filters are combined across orientations and/or 
across spatial frequencies to encode local features and 
textures. 
In the context of this filter-combination model, it 
becomes interesting to ask whether the TAE observed in 
grating test patterns has any counterpart in 2-D plaid 
patterns, since this should reveal more about the manner 
in which different filter outputs are combined. Figure 
I(C) illustrates the fact that physically tilting both 
components further away from vertical stretches the 
plaid horizontally. We wanted to test whether adaptation 
to a pattern that made the individual grating components 
look tilted would also make the plaid look stretched. 
This prediction is much less obvious than it may seem 
at first, since the pattern of zero-crossings extracted from 
the plaid would not necessarily be altered by contrast 
adaptation. If adaptation altered only the sensitivity of 
linear, oriented filters, then adapting to a vertical grating 
would have no effect on the pattern of zero-crossings in
the combined output of the filters, either for a sine-wave 
grating or a plaid. For the grating this is easy to see, since 
the output images of all filters have the same sine-wave 
form, and so does the arbitrarily weighted sum of any of 
these outputs. Hence the zero-crossing pattern is 
unaltered by changes in filter sensitivity. The plaid case 
is a little more elaborate, but leads to the same 
conclusion: see Appendix A for details. If instead the 
perception of zero-crossing structure in plaids were 
mediated irectly by circular filters, then again orienta- 
tion-specific adaptation effects hould not be observed. A
change in filter sensitivity would alter the amplitude of 
the output image, but not its geometry. 
In summary, from the general notion of local signs or 
from these more specific ideas about zero-crossings, we 
would find it quite surprising to observe a change in the 
perceived geometry of a plaid, even when its components 
were subject o the influence of the TAE. 
In the experiments we therefore adapted to a vertical 
(or horizontal) grating and tested both the perceived 
orientation of an oblique grating and assessed the 
perceived structure of a plaid formed from a pair o! 
oblique components. Adapting conditions were identical 
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for both kinds of test pattern, and the aftereffect was 
measured by the amount of physical rotation of each 
component eeded to null the effect. 
METHODS 
Apparatus 
The layout of the visual displays is sketched in Fig. 2. 
Gratings and plaids were generated under computer 
control by an Innisfree "Picasso" image generator, and 
displayed at a frame rate of 120 Hz on a Tektronix 608 
monitor with yellow-green phosphor (P31). The "Picas- 
so" produces plaids by frame-interleaving the two 
grating components. This has the benefit that the time- 
averaged luminance pattern is truly the sum of the two 
gratings. The refresh rate of each component (60 Hz) 
ensured no visible flicker. Regular computer-controlled 
calibrations with a digital photometer (Photodyne XLA) 
confirmed that the luminance output was linear with 
applied voltage in the contrast range used. Mean 
luminance was constant at 17 cd/m 2, and the 5 deg dia 
circular display was viewed binocularly from a distance 
of 114 cm in a dimly lit room. 
The computational results of Figs 6-10 were obtained 
using the HIPS-2 image processing system (Landy et al., 
1984) running on a Unix workstation (Sun Sparc2). 
Stimuli and Procedure 
The spatial frequency of the adapting and test gratings 
and of the test plaid components was 1 c/deg. The 
adapting rating was vertical (or horizontal) with contrast 
0 or 40% in different sessions, and was randomly jittered 
in phase every 200 msec for a period of 4 sec. After 
100 msec delay there followed a 100 msec presentation 
of an oblique test grating oriented + 0 or - 0 deg from 
vertical, or a plaid with two oblique components oriented 
4- 0 deg from vertical. We thus define "plaid angle" as 
20 deg. After each test presentation, the observer made a 
C Looks like: A Adapting rating B Test plaid 
Spectrum 
Image 
0-  0-  
4- 
0 -  0 -  
4- 
O-" O- 
Zero-crossings 
FIGURE 1. Illustrations of (A) the adapting rating, (B) the test plaid and (C) what the test plaid m ght look like after adapting to 
(A), if the TAE were equivalent to a physical rotation of both plaid components away from vertical. Top row--grey-level 
images; middle row--schematic Fourier spectra of these images; bottom row--binary versions of the top row to illustrate the 
location of zero-crossings that would be found in the output of a Laplacian or other circular spatial filter, or any filter that was 
equally sensitive to the two plaid components. 
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FIGURE 2. (A) Dimensions and layout of the two VDUs used to display sinusoidal gratings and plaids (fight) and line-drawings 
(left). The left-hand display illustrates line drawings shown to subjects inthe plaid test condition. Subjects selected one of the 
four drawings on each trial, to represent both their judgement about the horizontal orvertical "stretch" of the pattern, and their 
judgement about the internal structure ofthe plaid, i.e., as "oblique components" (right) or "checkerboard" (left). 
judgement via the computer's "mouse" control (see 
below), and the next adapt-test cycle began without 
delay. 
The test grating was accompanied by a dark, 45 deg 
oblique reference line, shown on an adjacent computer 
graphics creen whose background luminance and colour 
matched the grating/plaid isplay. The line was about 
9 min arc wide and 12 deg long, centered 12 deg into the 
observer's periphery. The subject judged whether the 
grating was more or less tilted than the reference line. A 
staircase procedure (Meese, 1995b) adjusted the orienta- 
tion of the test grating in 0.7 deg steps across trials to 
track the point of subjective equality (PSE), thus 
measuring the TAE by nulling it. An increase in 
perceived tilt of the grating due to the TAE drives the 
staircase to display smaller test tilts to offset the TAE. 
The PSE was defined as the average orientation presented 
at the last 14 reversal points; the first two reversals, 
approached via larger steps (6.3 and 2.1 deg, respec- 
tively), were discounted. Instead of pressing buttons, the 
observer made a two-choice response by selecting one of 
two grating icons, tilted 30 or 60 deg from vertical, 
displayed on the computer graphics screen. The only 
purpose of this graphic response was to make it 
comparable in form to the four-choice response to the 
test plaid (see Fig. 2, left). Here the subject made 2 
decisions: (i) whether the plaid structure seemed 
predominantly to contain oblique contours ("diamonds") 
or horizontal and vertical contours ("checkerboard"); 
and (ii) whether the pattern seemed more stretched 
vertically or horizontally. The "diamond" response 
implies that perceived structure is dominated by the 
Fourier component orientations, while the "checker- 
board" response corresponds to the zero-crossing 
orientations. The staircase tracked only the second 
decision (concerning spatial scale) and varied the plaid 
component orientations symmetrically about the vertical 
(or horizontal), to determine the plaid angle that was 
perceived to have the same spatial scale horizontally and 
vertically. 
Since it is important to understand the possible codes 
on which subjects might base their judgements, Appendix 
B (Fig. 10) illustrates more fully the spatial nd Fourier 
structure of the plaids and the line drawings. In brief, we 
argue that when subjects make the checkerboard 
response, they do so because the perceived spatial 
arrangement of features is similar in the plaid and in 
the line drawing; the Fourier spectra of the two types of 
image are not at all similar. 
Within a session, staircases were run at four different 
test grating or test plaid component contrasts (5, 7.9, 12.6 
and 20%) randomly interleaved. Across sessions, the 
experiment had a 2 x 2 x 2 x 2 factorial design: 2 
adapting contrasts (0, 40%) x 2 adapting orientations 
(vertical, horizontal) x 2 test patterns (grating, 
plaid) x 2 test orientations (+ 45, -45  for the grating; 
± 45 deg plaid tested twice). Two subjects (the authors: 
MAG, 44 yr; TSM, 27 yr) ran these 16 sessions in 
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different orders. For each subject, the adapting orienta- 
tion alternated between vertical and horizontal in 
successive sessions. We adopted this procedure to cancel 
the build-up of a small, residual TAE that can occur with 
a repetitive adapt-test cycle (Wolfe & O'Connell, 1986). 
RESULTS 
Equivalent TAEs in Plaids and Gratings 
For the plaid we express any aftereffect as the change 
in the plaid angle PSE after 40% contrast adaptation 
compared with the zero-contrast control condition. For 
the grating the TAE is the analogous change in measured 
orientation 0, and so to compare it with plaid angle (20) 
we have to double it. All our grating data are presented in
this doubled form. These changes in PSE induced by 
adaptation were averaged over the four pairs of adapting 
and test orientations, which served to iron out some 
minor asymmetries in individual data. 
The overall result, shown in Fig. 3 as the average of the 
two observers, was strikingly simple: test gratings and 
test plaids showed almost exactly equivalent TAEs. At 
four test contrasts from 5 to 20%, the mean TAE for 
gratings was 3.5-4 deg; the doubled value plotted here is 
7-8 deg, and the measured effect for plaids was also 
around 7-8 deg. 
Perceived Plaid Structure 
The inset numbers in Fig. 3 show for plaids the 
percentage of diamond responses, indicating perception 
of the component orientations (rather than a checker- 
board appearance) after adaptation. This decreased with 
increasing test contrast, but the similarity of plaid and 
grating TAEs persisted at the higher contrasts where the 
plaid looked like a checkerboard on almost all trials 
(96%). 
Figure 4 shows the results on perceived structure of 
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FIGURE 3. TAE for gratings and plaids, expressed as the change in 
plaid angle or grating orientation needed to null the aftereffect of 
adapting to a 1 c/deg vertical grating. Mean of both subjects and both 
adapting orientations. Note that tile grating data were multiplied by 
two to make a valid comparison with the angle between the plaid's 
components. Inset numbers how the percentage of trials on which the 
plaid structure was judged to be "oblique components" (rather than 
"checkerboard"; see Fig. 2) after adaptation. 
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FIGURE 4. Perceived structure of plaids before and after adaptation, 
expressed as the percentage of trials on which the plaid structure was 
judged to be "oblique components" (rather than "checkerboard": see 
Fig. 2) after blank adaptation (open symbols) and after adaptation to a 
vertical or horizontal 1 c/deg grating of 40% contrast (solid symbols). 
(a) subject TSM; (b) subject MAG. 
plaids in more detail. With 0% contrast adaptation, plaids 
with component contrasts above 10% were almost always 
seen as checkerboards. At lower contrasts, diamond 
responses increased for TSM, as for other subjects we 
have tested (Meese & Georgeson, 1991); MAG is unusual 
in reporting checkerboards even at very low contrasts for 
these oblique components. Nevertheless, the effect of 
adaptation was similar for both observers: the component 
(diamond) structure was reported much more often after 
adaptation, especially at lower contrasts, in agreement 
with a previous tudy where we adapted to plaids (Meese 
& Georgeson, 1991, 1996). We take this to mean that 
orthogonally oriented filters combine their responses ( ee 
Introduction) less readily after adaptation to an inter- 
mediate orientation. However, at the higher contrasts the 
checkerboard structure was seen on almost all trials both 
before and after adaptation, and this is important for our 
interpretation of the TAE results. 
Angular Discrimination 
We fitted probit curves to the staircase data plotted as 
response percentages against plaid angle (20) and derived 
angular JNDs for plaids and gratings, defined as the 
difference between the 50 and 75% points on the 
sigmoidal curve. Note that for the grating the angular 
JND is expressed as twice the orientation JND, to enable 
comparison with the plaid angle JND. Distributions of 
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TABLE 1. Angular JND's (in deg) for plaids and gratings 
Adapting contrast 0% 0% 40% 40% 
Test pattern Grating Plaid Grating Plaid 
Median JND 1.34 1.50 1.98 2.46 
Mean JND 1.66 1.69 3.0 2.63 
SD 0.93 0.81 2.63 1.23 
JND estimates were obtained by pooling across observers 
and across test contrasts, test orientations and adapting 
orientations, giving n = 32 estimates for each of the four 
main conditions. 
Table 1 summarizes statistics for these four distribu- 
tions. The distributions were skewed towards higher 
values, and so medians are better than means as an 
estimate of central tendency. Angular JNDs were 
clustered around 1.4 deg without contrast adaptation 
and 2-2.5 deg after adaptation. The perceptual distortion 
after adaptation is therefore quite substantial, since th  7- 
8 deg change in angle represented about 3-4 JNDs for 
both plaids and gratings. 
TAE or Size Shift? 
We have described our results in terms of the TAE. 
One might argue that the aftereffect on plaids could be 
due to size shifts, not orientation shifts. The aftereffect 
cannot be due to spatial frequency shifts at the component 
level, since the spatial frequencies of gratings and plaid 
components were the same (1 c/deg) and a shift is not 
observed in such cases (Blakemore & Sutton, 1969). 
Even so, the horizontal spatial period in the test plaid was 
x/-2 wider than in the adapting bars (see Fig. 1) and the 
fact that the test checks seemed even wider after 
adaptation is consistent with a possible size aftereffect. 
We controlled for this in an additional experiment by 
adapting in separate sessions to vertical gratings of 1 
c/deg as before, or 0.5 c/deg. Thus, for the 0.5 c/deg 
condition the spatial period in the test plaid was ¢-2 
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FIGURE 5. Control experiment. TAE for 1 c/deg plaids after 
adaptation to a grating of1 (right) or 0.5 c/deg (left). Data shown for 
three observers separately. Inset numbers show the percentage of trials 
on which the plaid structure was judged to be "oblique components" 
after adaptation. 
narrower than in the adapting rating. Conditions were 
otherwise identical to plaid conditions in the main 
experiment, with test Component contrasts of 20%. If 
width, or spatial period, or spacing of zero-crossings, 
were the relevant adapting dimension, then the sign of the 
aftereffect would reverse for the 0.5 c/deg adapting 
pattern. Figure 5 shows that for the three subjects tested 
(two naive subjects and one of the authors, TSM), the 
TAE in 1 c/deg plaids was of the same sign at both 
adapting frequencies. This rules out a size-based 
explanation of our main results. 
DISCUSSION 
The TAE in Plaids 
Adapting to a vertical grating made the plaid look 
stretched horizontally, and adapting to a horizontal 
grating made the plaid look stretched vertically. This is 
implied by the nulling data of Fig. 3, and was confirmed 
by direct observation. For both observers the apparent 
horizontal stretch of a plaid was very noticeable after 
vertical adaptation and vice versa. In the nulling method, 
plaid angle had to be decreased by 7-8 deg after vertical 
adaptation i order for the plaid to appear equally scaled 
horizontally and vertically. This implies that the TAE in 
our test plaid was equivalent to an increase in plaid angle 
of about 7.5 deg, or a horizontal magnification of 16% 
and a vertical compression of 12%, representing a 30% 
change in the width/height aspect ratio from 1:1 to 1.3:1. 
Adaptation Distorts Local Signs 
The size of the distortion, measured as angular change, 
corresponds closely to the size of the TAE in the plaid's 
components, and the nature of the distortion is most 
easily understood as equivalent to a physical rotation of 
the components (see Fig. 1). The puzzle is that while 
physical rotation of the components entails both a change 
in the channel code and a change in local signs (e.g., a 
change in local phase or location of zero-crossings), 
current thinking suggests that adaptation should alter 
channel codes but not local signs (see Appendix A). Since 
it is the geometry of local signs (in particular, zero- 
crossings) that most readily explains the perceived 
checkerboard structure of plaids (Georgeson, 1992) we 
might then expect hat the aftereffect would diminish at 
test contrasts above 10%, where the checkerboard 
structure of local signs was the dominant percept. There 
was no such decrease, and so we are led to the view that 
orientation-selective contrast adaptation must distort both 
orientation and local sign. To see how this might come 
about, we consider localized, "patchwise" transform 
models of image coding in early vision. The aim in what 
follows is to illustrate some new ideas computationally, 
rather than to present a final quantitative theory. 
The TAE and the Patchwise Transform 
Robson (1975, 1983) was one of the first to suggest that 
in primary visual cortex the activity of sets of orientation- 
tuned, spatial frequency selective cells that shared a 
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FIGURE 6. Modelling the effect of adaptation on the local transform of a test grating, and on the spatial structure of a grating 
patch. (A) the oblique adapting grating. (B) Gaussian-windowed patch of a a ting grating. (C) Fourier transform of (B) defines 
the local transform of the adapting grating. (D) Vertical test grating. (E) Patch of test grating. (F) Local transform oftest grating. 
(G) The Gaussian window that defines the aperture over which the local transform is computed. (H) Reconstruction (inverse 
Fourier transform) of the test patch after adaptation. (I) Modified local transform of test patch, after subtracting magnitudc 
spectrum (absolute value of amplitude spectrum) of adapting patch from magnitude spectrum of test patch, and setting negative 
magnitudes to zero. [Note that panel (H), illustrates the classicform of the TAE, with oblique adaptation and vertical test. To 
enable direct comparability with the plaid conditions, our experiments used vertical adaptation and oblique test. The same 
principles are at work in both cases.] All panels [except (A, D, G)] have been scaled to maximum contrast and quantized to e ght
grey levels to bring out their spatial structure most clearly. 
common receptive-field location could be considered to 
approximate the Fourier transform of  a local patch of the 
retinal image. The idea, and the physiological  evidence, 
have been elaborated and strengthened in recent years - -  
see De Valois and De Valois, (1988). An explicit 
computational mode l - - the  "Cortex Transform" was 
published by Watson (1987, 1990), and analogous 
image-coding schemes have been based on Gabor 
functions (Kul ikowski et al., 1982; Sakitt & Barlow, 
1982; Daugman, 1985; Field, 1987), log Gabor functions 
(Field, 1987, 1989) or Gaussian derivatives (Young, 
1987; Martens, 1990). Such "hypercolumn transforms" 
(Malik & Perona, 1992) or "wavelet"  transforms have 
come to be widely used in applied mathematics (see 
Farge et al., 1994). 
In Fig. 6 we show a simple example of such a scheme 
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FIGURE 7. As Fig. 6, but for the plaid test condition with vertical adaptation. Note the distortion of the plaid spectrum (I)and 
horizontal stretch of the reconstructed st patch (H) after vertical adaptation. 
applied to the TAE for gratings. The local transform [Fig. 
6(C)] is modelled here as the Fourier transform of a 
Gaussian-windowed patch [Fig. 6(B)] of the original 
image of the adapting rating [Fig. 6(A)]. Note that Fig. 
6(B) is not a receptive field, but is the portion of the 
adapting stimulus "seen" by the receptive field aperture 
[Fig. 6(G)] at a single transform location. We envisage 
this transform being performed for many such patches, 
overlapping in space. The Fourier coefficients of the 
transform represent he responses of Gabor function 
receptive fields, all with the same location and the same 
Gaussian envelope but different orientations and spatial 
frequencies, applied to the original image. This Gabor 
model was simple to implement (in HIPS; Landy et al., 
1984) but is not crucial to our argument. Other wavelet 
transforms might serve equally well. 
There has been considerable debate over whether 
contrast adaptation is better described by subtractive or 
multiplicative (divisive) changes. While neuronal effects 
are often well described by multiplicative contrast gain 
changes (e.g. Bonds, 1991), psychophysical measures of 
contrast threshold and perceived contrast are undoubtedly 
better approximated by contrast subtraction than by 
contrast gain change (Georgeson, 1985). Hence, to 
represent contrast adaptation, at each patch location the 
magnitude spectrum of the local transform of the 
adapting rating was subtracted from the magnitude of 
the local transform of the test grating [Fig. 6(F)]. 
Magnitudes that would then be negative were set to 
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zero. The phase of the test grating's transform was 
assumed to be unaffected because (a) the adapting rating 
was presented randomly in all phases, thus preventing 
any phase-specific adaptation effect; and (b) contrast 
adaptation may be non-specific for absolute phase 
anyway (Jones & Tulunay-Keesey, 1980). 
Simulated adaptation caused the test transform [Fig. 
6(I)] to be skewed away from the adapting orientation. 
Note that such skewing arises from the partial overlap 
between the adapting and test spectra. If the receptive 
field aperture [Fig. 6(G)] were made much larger the 
spectral bandwidths would become much narrower, 
resulting in little overlap and little interaction between 
the adapting and test spectra. The bandwidths here were 
chosen for physiological plausibility, but our aim is to 
make a general idea clear and explicit, rather than to 
achieve aprecise fit to data. Reconstructing the test patch 
by inverse transformation [Fig. 6(1-1)], we see that its 
structure is tilted away from the adapting orientation, as 
in the TAE. 
Figure 7 illustrates the same analysis for a test plaid 
after vertical adaptation. The structure of the test patch is 
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clearly stretched horizontally [Fig. 7(H)] in the way we 
found experimentally. Consistent with the experimental 
results of Fig. 5, a smaller distortion of the same kind 
occurred when the adapt and test spatial frequencies 
differed by one octave (not shown). By adapting and 
testing at different spatial frequencies, but the same 
orientation, this model also produced a clear spatial 
frequency shift in the reconstructed test patch (not 
shown). 
After adaptation, the local transform of the vertical test 
grating is similar to that normally produced by a tilted 
grating, and for the plaid it is similar to that normally 
produced by a stretched plaid. This is of course the classic 
"distribution shift" model (e.g. Coltheart, 1971) ex- 
tended to two dimensions. Although the TAE in both its 
1-D and 2-D forms arises from this distortion of the 
transform, the process that makes orientation explicit 
could operate ither in the transform domain [e.g. finding 
the most active channel(s)] or in the space domain [e.g. 
finding oriented structure in the reconstructed patch; Figs 
6(H) and 7(H)]. Since reconstruction f the image patch 
requires recombination of all the oriented filter outputs, 
this second idea is broadly consistent with the evidence 
(Georgeson, 1992; Meese & Freeman, 1995) that 
orientation is made explicit from a spatial analysis that 
follows a combination of signals across oriented filters or 
across patial frequency filters. 
Local and Global Structure 
Thus, we have seen how information about individual 
patches is distorted by adaptation. Some interesting 
problems remain, however, concerning how the global 
structure of a pattern is established from the array of local 
patches. For example, if the local patches were re- 
constructed and then simply added together in their 
original locations a global tilt or stretch would not be 
produced. Imagine several identical patches like that 
shown in Fig. 6(H), partly overlapping and aligned along 
a vertical axis. Their sum does not form a long tilted 
grating, since to do so they would have to be aligned 
along a tilted axis. Instead their sum forms a long vertical 
grating, even though each patch is somewhat tilted. This 
reflects the conflict of codes we discussed in the 
Introduction. Figure 8(B, E) illustrates this conflict for 
an oblique grating and for a plaid, after vertical 
adaptation. Each image is the linear sum of nine patches, 
whose relative positions are shown by the array of circles. 
The TAE was evident in the individual patches [as in Figs 
6(H) and 7(H)], but not in the composite image [Fig. 
8(B, E)]. Evidently vision does not use the global 
information in such a simple way, even though it would 
deliver a veridical result, immune from distortion by 
adaptation. 
Suppose instead that the patches were reconstructed as
above and then amalgamated in a more adaptive fashion 
by a process whose goal was to achieve consistency 
between local and global structure. We now show that 
there is a simple rule that can achieve this in both the 
adapted and unadapted states, and that in the adapted 
state the local distortion of the patches proj.,agates to the 
global structure of the composite, in a way that could 
account more fully for the TAE, and the spatial frequency 
shift. The proposed rule for combining the patches is that 
the locations of reconstructed patches hould be adjusted 
by small amounts to maximize the contrast energy of 
the composite image. Note that these adjustments do 
not affect either the forward or inverse transforms of 
the patches, and amount only to a translation of the 
reconstructed patches immediately before summing them 
to form the composite. 
Figure 9 illustrates the idea for a random-dot image 
without adaptation. Figure 9(B) shows the composite 
image formed by summing nine patches in their original 
(correct) locations. Not surprisingly, the original image is 
well re-constructed. Small deformations of the original 
array of patch locations (circles in Fig. 9) lead to visibly 
corrupted composite images [Fig. 9(A, C)]. Most im- 
portantly, the "best" composite can be distinguished 
from the corrupted ones because it has a higher contrast 
energy, E. Contrast energy is defined (Watson et al., 
1983; Pelli, 1990; Nasanen et al., 1994) as: 
E = EN c(x, y)2p2, 
where c(x, y) is the contrast of a pixel of width p and 
intensity I(x, y) at location (x, y), and the mean intensity 
is Io: 
c(x, y) = (l(x, y) -1o)/Io. 
When local peaks and troughs in overlapping patches are 
properly aligned, the amplitude and energy of the 
composite increase. Improper positioning of the patches 
leads to destructive reinforcement (cancellation) in the 
composite signal, and so amplitude and E go down. This 
simple rule is attractive because it allows the patches to 
be aligned coherently without explicit knowledge or 
analysis of their internal structure. Figure 9(D) shows the 
"tuning" of the energy measure as a function of the 
positional deformation. For each pattern element (dot) 
size there is a clear energy peak at the true set of 
locations. This rule--maximizing the contrast energy of 
the composite image---offers a way for vision to achieve 
unsupervised correction of spatial errors in the retino- 
cortical mapping, i.e., self-calibration. It requires patial 
overlap in the receptive fields of adjacent hypercolumns 
(patches), as implied by the findings of Hubel and Wiesel 
(1974) and others. 
Turning to the adapted case, we see from Fig. 8 that the 
original patch locations no longer yield the greatest 
energy. Energy is greater when the array of locations is 
stretched a little horizontally and compressed vertically 
[Fig. 8(C, F)]. Figure 8(G) confirms this quantitatively, 
showing a clear shift in the "tuning" function after 
adaptation. Thus, where the patches are shifted and re- 
combined to maximize contrast energy, the spatial 
distortion produced by adaptation propagates from the 
local to the global structure. Any process that searched 
for the location of zero-crossings or other features in the 
composite response image would be subject to after- 
effects of tilt and stretch like those observed experimen- 
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tally. Moreover, Fig. 8(G) shows that the spatial 
distortion implied by this model was the same for test 
gratings and test plaids, as found experimentally (Fig. 3). 
For simplicity our examples used a 1-D search through 
the space of possible patch locations, varying the 
deformation of the array of locations, either bycompres- 
sing along the x-axis and expanding along the y-axis or 
vice versa. We expect hat vision would really use a more 
general algorithm for "jiggling" each patch location to
find the set of locations that yields maximum energy. 
Investigation of this optimization problem may be worth 
future study. Our main point here is that there exists a 
simple, effective principle for arranging the patches to 
maximize their spatial coherence, and that as a 
consequence adaptation at the tuned filter stage is 
transformed into a distortion of "local signs". 
Normal vision may need to make these adjustments 
(a) because the influence of adaptation is more pervasive 
and more rapid than was once thought (Bonds, 1991; 
Greenlee et al., 1991) and (b) to correct for positional 
errors in the retino-cortical projection. The idea implies 
that cortical cells can adjust their retinal receptive field 
location to some extent, on a fairly fast time-scale. This 
proposal is consistent with recent evidence for a much 
more dynamic aspect to cortical processing than was 
previously realized (Gilbert, 1995). For example, actual 
or artificial lesions of the retina can cause cortical 
receptive fields to change size and shift in position, 
within hours (Chino et al., 1992) or minutes (Gilbert & 
Wiesel, 1985, 1992). 
In talking about the reconstruction of a composite 
image we do not mean to imply that the purpose of vision 
is to reconstruct the retinal image, since that achieves 
nothing. We envisage instead that the composite image is 
a spatially filtered version of the retinal image, filtered 
such that a search for (say) zero-crossings in the 
composite yields an edge-map quite directly. The nature 
of the filtering will be determined by the tuning of 
individual filters and by the weights assigned to them on 
recombination. On this view, the recombination stage 
performs the additional functions of spatial calibration 
across position (as suggested here), and local image 
segmentation i the Fourier domain (see Georgeson, 
1992, 1994, 1996; Georgeson & Meese, 1996; Meese & 
Georgeson, 1996). 
These ideas of spatial integration and self-calibration 
are in a similar spirit to those suggested more generally 
by Wolfe and O'Connell (1986) to account for the small 
but long-lasting residual TAE. In a recent reatment of the 
residual TAE, Meese (1993) was able to give a 
quantitative account of Wolfe and O'Connell's finding 
with a model that employed a stage of slow-acting spatial 
recalibration. Given that the visual system is subject o 
continuous physical change (e.g. optical degradation, cell 
death), we agree with Wolfe and O'Connell's view that 
continuous recalibration is a necessary component of a 
(biological) vision system, the dynamics of which can be 
revealed by the spatial aftereffects of adaptation (Wolfe 
& O'Conneil, 1986; Meese, 1993). 
The modelling presented here makes explicit some 
ideas outlined nearly 20years ago in the "jigsaw 
hypothesis" for spatial representation (Georgeson, 
1979, p. 77): 
Each [jigsaw] piece (hypercolumn) contains a 
detailed Fourier-like representation of one patch of 
the image, but only a rough indication of its location, 
in relation to other pieces. The problem can be 
solved by sliding the pieces around until the patches 
match up with each other to make good sense. The 
jigsaw's patial order is achieved not by finding that 
each piece is marked with precise X-Y  co-ordinates, 
but by the coherence which emerges from a whole 
host of local matching operations. Thus when 
adaptation systematically changes the information 
about spatial frequency or orientation given byeach 
patch, it follows that all the patches are matched up 
to form a coherent grating with the wrong appear- 
ance. 
The rule for maximizing contrast energy gives a specific 
meaning to the ideas of "coherence" and "making good 
sense". 
In summary, we nvisage that a code for feature 
location and orientation finally emerges after: (i) multi- 
scale, oriented filtering (the local transform); (ii) a 
selective, weighted, re-combination of filter outputs (the 
local, inverse transform); (iii) a positional or phase 
adjustment that achieves local-global consistency; and 
(iv) zero-crossing (or similar) analysis on the global 
image to recover local features. 
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~ A  
Contrast Adaptation and the Location of Zero-crossings 
Consider aset of orientation-tuned linear spatial filters, followed by 
linear summation of the filter outputs, and zero-crossing detection 
operating on this combined response (Georgeson, 1992). We assume 
that contrast adaptation differentially affects the sensitivity of different 
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filters before the summation stage. We prove here that on such a model, 
adaptation to a vertical grating would not alter the zero-crossing 
locations found for a grating, nor for a plaid with components ofequal 
frequency and contrasts C1 and C2, oriented + 0 deg from vertical. 
The proof relies on a symmetry argument. Though the number, 
sensitivity and bandwidth of filters may well vary with preferred 
orientation, it is reasonable to consider that these parameters are 
distributed symmetrically about the vertical. Therefore, we suppose 
that the set of filters comprises N pairs, matched in sensitivity and 
bandwidth, with the two members (A, B) of the ith pair tuned to 
orientations a, -a  deg from vertical, respectively. In general, the 
response (r) of a linear receptive field to a sine-wave grating is 
determined by the contrast (C), the sensitivity (S; S > 0) of the filter to 
that frequency and orientation and the phase shift (P) between the sine- 
wave and the null phase of the receptive field. Thus, 
r = S.C.s in(P) .  
If the sensitivity values of filter A to the two components of the plaid 
are $1 and $2 at receptive field location (p, q) then, by symmetry, those 
of filter B are $2 and Sx. This argument holds only when the two spatial 
frequencies are equal and the filters A and B have matched 
characteristics. Let Si = $1 + $2. The summed response Ri at (p, q) 
for the ith filter pair is 
Ri = Si. {C1 • sin(P1) + C2. sin(P2)} 
and the total response R over N pairs is 
R = ZR i  = {Cl. sin(P1) + C2. sin(P2)}. ~--~ Si. 
Now since Si > 0 and hence ~Si > 0, zeroes in R(p, q) occur only 
where 
C1 • sin(P1) + Cz ' sin(P2) = 0, 
irrespective of variations in S~ that may be caused by adaptation. 
Hence, on the model described, for both a plaid (C~ > 0, C2 > 0) and a 
grating (C2 = 0), the zero-crossing locations are unaffected by contrast 
adaptation, provided symmetry is maintained. This holds for 
adaptation to vertical or horizontal, as used in our experiments, but 
not for other adapting orientations which would adapt the A and B 
filters differently, and hence break symmetry. 
Since the above argument makes no particular assumptions about 
spatial frequency tuning or orientation bandwidth, it follows that the 
proof also holds (i) for summation across a set of filters where optimal 
spatial frequency varies from one filter pair to another; and (ii) for 
circular filters. It also makes no particular assumptions about he nature 
of contrast adaptation. 
APPENDIX  B 
Plaids, Zero-crossings and their Fourier Transforms 
Figure BI(A) shows plaids whose components are (left to right) 
4-30, + 45 and 4-60 deg from vertical, and below each is its 2-D 
Fourier spectrum. The four spectral points lie at the two component 
orientations of each plaid. Notice that although the components are 
simply rotated to different orientations, the spectrum can also be said to 
undergo horizontal compression and vertical expansion, corresponding 
to horizontal expansion and vertical compression i the space domain. 
Figure BI(B) shows line drawings marking the zero-crossings of the 
two plaid components, taken separately. Not surprisingly, the 
fundamental Fourier components of these "component sketches" 
match the orientations of the plaid components, but have twice the 
spatial frequency because there are two zero-crossings per cycle. 
Figure BI(C) shows line drawings formed by adding the two plaid 
components ogether [Fig. BI(A)], then marking the zero-crossings. 
The spectra of the plaids and the checkerboard sketches are not similar 
in either frequency or orientation content. 
Subjects chose the checkerboard sketch (rather than the component 
sketch) as a representation f the plaid at component contrasts > 10%, 
and we infer that they did so because the perceived spatial structure 
was similar, despite the dissimilarity of their spectra. 
