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Prefácio 
O problema da recuperação de imagens por conteúdo tem sido uma área de muito interesse 
nos últimos anos, com múltiplas aplicações em diferentes domínios de geração de imagens. 
lima classe de imagem onde este problema não tem sido resolvido satisfatoriamente refere-
se à classe de Sensoriamento Remoto. Imagens de Sensoriamento Remoto (ISR) são 
obtidas como combinação do sensoramento da em bandas Psrwctr~ 
Esta tese aborda o problema da recuperação por em conteúdo das ISR . Este tipo de 
recuperação parte da caracterização do conteúdo de uma imagem e uma das suas principais 
abordagens considera modelos matemáticos da área de Processamento de Imagens a ser 
abodada nesta tese. 
Neste trabalho, abordamos o processo de recuperação de ISR que utilizando três re-
cursos principais: padrões de textura e cor como elemento básico da consulta, uso de 
múltiplos modelos matemáticos de representação e caracterização do conteúdo e um me-
canismo de retroalimentação para o processo de consulta. 
As principais contribuições da tese são: (1) uma análise dos problemas da recuperação 
por conteúdo para ISR: (2) a proposta de um modelo para esta recuperação; (3) um modelo 
e métrica de similaridade baseado no modelo proposto; ( 4) proposta de implementação 
do processamento das consultas que mostra a viabilidade do modelo. 
V1U 
Abstract 
Content-based retrieval of images is a topic of growing interest gíven us multiple appli-
cations. One kínd of images that have not yet been dealt with satisfactorily are the 
so-called Remote Sensing Images. Remote Sensing Images (RSI) are a especial type of 
image, created by combination of sensoring on different spectral bands . 
This deals problem content-based retrieval of Remote Sensiong 
ges(RSI). It uses the image retríeval approach based on content representation models 
from image processing area. 
This work presents a content-based image retrieval model for RSI, based on three main 
features: patterns of color and texture as basic query concept, use of multiple content 
representation models and a feedback relevance machanism. 
The maín contributions os these work are: (1) an analysis of content-based RSI pro-
blems; (2) a proposal of a model for RSI retríeval; (3) a proposal of model and metríc for 
similarity measure; ( 4) a proposal of algorithm for processing of content-based queries 
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Capítulo 1 
Introdução 
1.1 Visão Geral problema 
Atualmente, estima-se que 97% de todos os arquivos na Web contêm imagens. Com isto, 
a recuperação de imagens baseada em conteúdo é um tópico de crescente interesse. A 
possibilidade de recuperar imagens armazenadas em um Banco de Dados, a partir do seu 
conteúdo abre espaços a múltiplas aplicações. Este princípio de recuperação pode ser uti-
lizado em sistemas de processamento de imagens médicas ( tomográficas, ecográficas,etc) 
[57, 72], aplicações multimídia [27], Sistemas de Informações Geográficas[3, 5, 53], dentre 
outros. 
O problema da recuperação de imagens por conteúdo apresenta vários desafios em 
diversas áreas, o que implica na necessidade de uma abordagem integradora. A área de 
Bancos de Dados aborda o armazenamento e a indexação das imagens, assim como a 
busca de linguagens que facilitem as consultas dos usuários e a expressão do conteúdo 
procurado. Pesquisas realizadas na área de Processamento de Imagens e Reconhecimento 
de Padrões visam definir modelos que permitam extrair a informação de padrões e objetos 
das imagens e a definição de descritores que representem o conteúdo. Associado a estes 
descritores, um outro desafio refere-se à busca de funções de similaridade que modelem o 
critério humano de percepção, em que participam também pesquisadores da área de Inte-
ligência ArtificiaL Este processo inclui os especialistas dos diversos domínios de aplicação 
(biólogos, agrônomos, geólogos, médicos, etc) para a formalização das características das 
imagens que melhor descrevam seu conteúdo. 
Existem três abordagens principais em Bancos de Dados, no que tange recuperação 
de imagens pelo conteúdo [28, 43]: 
• Baseada em atributos: As imagens são descritas através de atributos alfanuméricos 
estruturados, que servem de base às consultas. Por exemplo, um campo com uma 
1 
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cor predominante se a imagem contiver um quadro, o nome da pessoa se a ima-
gem correspoude a um rosto. Esta abordagem utiliza mecanismos tradicionais de 
organização e indexação de dados ( B-trees, listas invertidas, etc). caso, sao 
permitidas apenas consultas a partir dos atributos alfanuméricos associados às ima-
gens 
e Baseada em textos ou "anotada": O conteúdo das imagens é descrito através de 
documentos textuais. lima consulta, neste caso, é processada com técnicas de re-
cuperação de informação. A limitação desta abordagem está na ambigüidade e 
completitude da descrição de imagens através da linguagem natural (por exemplo, 
dificuldade em descrever texturas) e também nos diferentes vocabulários utilizados 
por diferentes usuários. 
'" Baseada em características de conteúdo: As imagens processadas buscando ex-
tração e indexação de suas características, utilizando técnicas da área de Processa-
mento de Imagens e Reconhecimento de Padrões. As características incluem cor, 
textura,forma, informações específicas aos objetos extraídos das imagens, etc. Esta 
abordagem permite resolver limitações das anteriores mas, em geral, não consegue 
extrair informações semânticas de alto nível sobre as imagens, sendo recomendável 
sua integração com as outras abordagens anteriores. 
As duas primeiras abordagens descritas têm sido desenvolvidas fundamentalmente 
por pesquisadores das áreas de Bancos de Dados e Recuperação de Informação, e a última, 
por especialistas da área de Processamento de Imagens e Reconhecimento de Padrões 
[28]. Nesta tese, o enfoque fundamental concerne a busca de um modelo de recuperação 
por conteúdo que incremente a efetividade da abordagem baseada em características de 
conteúdo. 
Quando as abordagens de recuperação por conteúdo consideram as características es-
pecíficas do domínio das imagens processadas, aumenta-se a efetividade dos resultados 
obtidos. Esta especialização permite aplicar técnicas e mecanismos de consulta orienta-
dos ao domínio dessas imagens. Estas técnicas exploram, por exemplo, o tipo de carac-
terísticas, a organização e disposição dos objetos relevantes ao seu conteúdo, os padrões 
de cor, forma e textura, dentre outros. Por exemplo, imagens de células sempre possuem 
um objeto central com bordas bem definidas, um núcleo celular dentro desse objeto e 
uma textura do corpo celular altamente relevante para os especialistas. No caso de rostos 
humanos as imagens apresentam, geralmente no seu centro, sempre aparece no centro, o 
objeto correspondente ao rosto, do qual é sempre possível extrair parâmetros de forma. 
No caso específico de Imagens de Sensoriamento Remoto (ISR), não existem propostas 
de grande sucesso para recuperação de imagens por conteúdo que contemplem alguns dos 
U. Visão do problema 3 
aspectos abordados neste trabalho. Estas imagens são obtidas a partir da detecção da 
emissão de ondas de diferentes freqüências pela superfície da Terra ou da resposta da 
superfície da à emissão de ondas sobre ela. 
Um dos grandes desafios da área de sensoriamento remoto, para os próximos anos, 
refere-se ao gerenciamento, armazenamento, processamento e recuperação de volumes im-
portantes de informação de imagens. Vários projetos associados à observação e m(mito-
ramento terrestre visam um incremento significativo da geração de imagens digitalizadas. 
Um exemplo disto é o projeto EOS (Earth Observation System) [51]. Este cres-
cente volume de informação sugere a necessidade de criar mecanismos automatizados que 
permitam processamento e análise de ISR 
ISR são manipuladas dentro de Bancos de Dados Geográficos (BDG) que se carac-
terizam por gerenciar dados georeferenciados, isto é, relativos à superfície terrestre [50]. 
funções de um BDG estão centradas no aspecto espacial (localização e geometria), 
mas oferecendo poucas facilidades para o gerenciamento efetivo das imagens. Na ver-
dade, BDG tratam imagens como bitmaps sem semântica conhecida e cabe ao usuários 
tratar estas imagens à parte. Em geral, pouco tem sido feito em BDG para facilitar a 
recuperação das imagens a partir do seu conteúdo. Sistemas comerciais oferecem recursos 
na abordagem por atributos e certas facilidades para consultas, a partir dos valores dos 
pixels no domínio espacial [7]. O processamento adequado de ISR por um BDG deve con-
siderar a introdução de facilidades de processamento característico de Bancos de Dados 
de Imagens, permitindo ao BDG urna recuperação por conteúdo. 
Um sistema de recuperação por conteúdo de imagens, neste contexto, deve ser enten-
dido como urna ferramenta auxiliar no processo de análise visual ou foto-interpretação 
realizado pelos especialistas em Sensoriamento remoto, na procura de padrões ou com-
portamentos espaciais similares em diferentes imagens. Neste sentido, tal sistema pode 
contribuir à solução do processamento do grande volume de ISR. 
A recuperação por conteúdo de ISR, que são freqüentemente descritas em termos de 
textura e cor, apresenta vários problemas ainda sem solução satisfatória. 
Em primeiro lugar, ISR e em particular as imagens LANDSAT, são o resultado de 
um processo de composição artificial de bandas definida pelo usuário e que produz falsas 
cores, isto é, cores que não correspondem à visualização real da superfície da Terra. Estas 
falsas cores compõem objetos e padrões muito bem definidos que podem ser processados 
manual ou automaticamente. Diferentes especialistas podem criar composições diversas 
que geram distintas imagens associadas exatamente à mesma informação. Assim sendo, o 
que se vê é urna percepção particular de quem pré-processou a imagem e não seu conteúdo 
"real". 
Em segundo lugar, urna propriedade fundamental das ISR é o fato de que seu conteúdo 
é sensível às características da sua localização geográfica, às condições meteorológicas do 
-----~~-------------------------------------------------------------------------
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momento da sua coleta, assim como à qualidade diferenciada dos dispositivos de Senso-
riamento. Este fato faz com que as características de conteúdo de textura e cor de um 
mesmo fenômeno ou objeto possam aparecer diferentes em imagens produzidas em locais, 
momentos e condições diversas. 
Um dos problemas mais complexos na recuperação por conteúdo é a definição de um 
modelo de similaridade que simule a noção de similaridade humana. Em terceiro lugar, 
no caso das ISR, esta noção de similaridade depende de vários fatores como tipo de 
composição de cores utilizada, qualidade das imagens mas, sobretudo, da experiência do 
especialista. A capacidade de enxergar e discriminar objetos e padrões dentro de uma 
ISR é um processo gradual e demorado. A noção de similaridade entre padrões e textura 
de um especialista pode variar no tempo e durante o processo de foto-interpretação de 
uma imagem específica. 
A redução do universo do tipo de imagem sendo processada agilize os resultados do 
processo de recuperação. caso das esta redução do universo pode permitir o em-
prego de técnicas mais específicas a este tipo de imagens. No entanto, o conteúdo das 
ISR é altamente complexo, apresentando múltiplas combinações de padrões de textura e 
cor. Esta complexidade dificulta seu processamento automatizado e a busca de métodos 
efetivos de classificação, segmentação e interpretação. Assim, os métodos aplicados no 
processamento de uma imagem, em geral, são decididos a partir da experiência do espe-
cialista e do conteúdo apresentado nessa imagem em particular. 
1.2 Abordagem da tese 
As discussões apresentadas neste trabalho partem de três premissas básicas: (a) não existe 
um modelo matemático universal de descrição de conteúdo de ISR (da mesma forma que 
não existe modelo geral do senso de similaridade humano); (b) a ocorrência de um mesmo 
fenômeno em imagens de diferentes locais e tempos, ainda com as alterações esperadas, 
conserva similaridade em textura e cor que permite ao especialista relacioná-las; (c) as 
propriedades das ISR e do seu processamento fazem com que a similaridade entre seus 
padrões e objetos seja dependente de cada especialista e mutável no tempo. 
Dadas estas premissas, a principal contribuição da tese consiste da apresentação de 
um modelo para recuperação por conteúdo. Este modelo é baseado em três conceitos: 
o O uso de padrões como parâmetro de conteúdo para as consultas. 
• A utilização simultânea de vários modelos de representação para descrever e recu-
perar o conteúdo de uma imagem. 
'" A possibilidade de retroalimentação (feedback) pelo usuário para refinar padrões e 
similaridades. 
1 Contribuições e organização do texto 5 
O padrão é o conceito fundamental para uma consulta. Um padrão é definido como 
um conjunto de amostras de diferentes imagens associado a uma mesma entidade ou 
fenômeno do mundo real. O objetivo de uma consulta então é recuperar as imagens que 
contenham regiões similares a esta definição de padrão. 
O segundo elemento da proposta é o uso de múltiplos modelos de representação 
do conteúdo. Um modelo de representação é definido como um modelo matemático 
que permite descrever uma determinada característica de conteúdo e sobre o se 
define algum critério de similaridade. A proposta da tese considera o uso simultâneo de 
vários modelos, de maneira tal que o resultado final do sistema considere a contribuição 
colaborativa de todos eles. O objetivo desta abordagem é tentar explorar as capacidades de 
caracterização de textura e cor de diferentes modelos, efetivos em determinados padrões, 
mas que por outro lado não conseguem ser universais. 
O terceiro elemento apresentado pelo modelo é um mecanismo de retroalimentação. 
modelo proposto, uma consulta é entendida como um processo iterativo refinamento 
da resposta. A cada iteração, o usuário avalia a resposta que o sistema oferece para sua 
consulta (baseada em padrões). O mecanismo de retroalimentação proposto permite ao 
usuário refinar sua definição sobre os padrões, refinando também a noção de similaridade. 
Este mecanismo deve conduzir a um processo de convergência entre o especialista e o 
sistema na busca de um resultado adequado da consulta. 
1.3 Contribuições e organização do texto 
Considerando os problemas apresentados anteriormente e a abordagem seguida, as prin-
cipais contribuições desta tese são: 
• Estudo dos problemas e particularidades das ISR visando sua recuperação por 
conteúdo. 
• Definição de um modelo de recuperação por conteúdo para ISR que considere estas 
características, assim como as particularidades do processamento destas imagens 
pelos especialistas. 
,. Definição de um modelo e métrica de similaridade baseadas no uso de múltiplas 
representações de conteúdo, cujos resultados são refinados iterativamente a partir 
da retroalimentação (feedback) de cada especialista. 
" Uma proposta de implementação do modelo que mostre à viabilidade de sua uti-
lização. 
O texto está organizado da seguinte forma: 
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• O capítulo 2 apresenta a base teórica necessária ao entendimento do texto - modelos, 
descritores de conteúdo e propostas de sistemas. 
" O capítulo 3 analisa problemas relativos à descrição de ISR e a busca por conteúdo 
deste tipo de imagens. 
,. O capítulo 4 descreve a solução dos problemas levantados no ca]JÍt>ulo 3 apresentando 
o modelo proposto de recuperação por conteúdo. 
" O capítulo 5 apresenta uma arquitetura de implementação do modelo, apresentado 
no capítulo 4, e inclui diferentes algoritmos de processamento de uma consulta 
baseado em múltiplos modelos, incluindo sua otimização. 
" O capítulo 6 descreve brevemente uma implementação de parte da proposta do 
capítulo 5. 
" O capítulo 7 contém conclusões e extensões. 
apítulo 2 
A recuperação de imagens baseada 
em conteúdo 
2.1 Introdução 
A introdução de facilidades em um SGBD para recuperação de imagens por conteúdo 
introduz mudanças e impactos nos seus diferentes módulos. Existem duas etapas fun-
damentais em um Sistema de Bancos de Dados de Imagens que o tornam diferente de 
um SGBD padrão: a inserção de imagens e a realização das consultas. Este processo é 
ilustrado na figura 2.1. 
1\o momento da inserção de cada imagem, diferentes processamentos devem ser rea-
lizados para extrair as características de conteúdo consideradas relevantes. Estas carac-
terísticas são representações compactas, geralmente vetores de valores, que são utiliza-
dos para sua indexação. As estruturas de indexação visam em geral organizar as repre-
sentações de forma a suportar facilmente o cálculo da distância ou similaridade entre estes 
vetores. 
A consulta consiste em estabelecer uma descrição, a partir de diferentes recursos ofe-
recidos, das propriedades desejadas na imagem alvo. Em seguida, é realizado um proces-
samento dessa descrição, que pode incluir técnicas de processamento de imagens, gerando 
uma representação do tipo de imagem procurada. Esta representação é utilizada na etapa 
de processamento da consulta que utiliza as estruturas de índices já criadas. 
Neste processo, os principais problemas a serem considerados, discutidos nas próximas 
seções, são: 
" Definição de características de conteúdo relevantes e estruturas de representação 
(seção 2.2) 
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2.2. Definição de caracteristícas de conteúdo e estruturas de representação 
~--------------------------- ---------------- ------
_______ , 
' 
Imagens a inserir 
(Extração de características 1 
Representação das 
características de conteúdo 
Consulta do usuário 
t 
Consulta: Descrição do conteúdo 
das imagens a recuperar 
Processamento da consulta 
Banco de Imagens 
l B~o~D~s J 
' ------------------------------------------------~ ' 1----------~------------------------------------------------~ 
8 
Figura 2.1: Processo de recuperação por conteúdo em um Banco de Dados de Imagens. 
• Definição de critérios de similaridade entre imagens (seção 2.3) 
e Modelos de consulta com suporte para características de conteúdo (seção 2.4) 
" Estruturas de índice para características de conteúdo (seção 2.5) 
2.2 Definição de características de conteúdo e estru-
turas de representação 
O primeiro problema em um sistema de busca por conteúdo é definir quais as carac-
terísticas de conteúdo relevantes para a aplicação ou para o tipo de imagem que se de-
seja recuperar. Em geral, quanto mais abrangentes forem consideradas as imagens e seu 
conteúdo, menos precisos são os resultados obtidos. Diferentes tipos de imagens, assim 
como diferentes aplicações, determinam as características do conteúdo relevantes na in-
terpretação. 
Cada "família" de características de conteúdo está associada a um grupo de algorit-
mos de processamento de imagens para extrair valores que simplifiquem e descrevam essa 
característica de conteúdo. Estes descritores, em geral, são representados por veto-
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res definidos em um espaço multidimensional denominado Espaço de Características. 
:VI ui tos dos algoritmos de processamento baseiam-se em modelos matemáticos não exa-
tos das características de conteúdo (por exemplo, textura). Ao mesmo tempo, em uma 
consulta, a descrição da característica procurada é também imprecisa. Desta forma, o 
mecanismo tradicional de casamento exato não pode ser aplicado, o que exige a definição 
de medidas de similaridade nestes espaços. 
Algoritmos de processamento ou de extração de um descritor devem ser associados 
a critérios de similaridade, que são em geral dependendes de métricas de distância. 
Estes algoritmos não devem ser computacionalmente caros pois serão utilizados na etapa 
de consulta, no processo de extração (idealmente em tempo real) da informação relativa 
à descrição do conteúdo das imagens procuradas. 
Um descritor associado a uma característica é global quando descreve toda a ima-
gem e local quando considera a descrição da característica em uma região ou objetos 
imagem. último caso, múltiplos descritores são associados a uma mesma imagem 
descrevendo as características dos seus objetos ou regiões. Para a descrição local é ne-
cessário aplicar técnicas de segmentação efou classificação que identifiquem as diferentes 
regiões de interesse. 
As seções 2.6 e 2. 7 apresentam algumas técnicas para a análise e caracterização de 
imagens associadas à textura e cor. 
2.3 Definição de critérios de similaridade 
Como mencionado anteriormente, a relação entre descritores de uma mesma característica 
de conteúdo não pode se basear em um casamento exato de similaridade e, portanto, é 
preciso introduzir medidas de similaridade alternativas. Um dos desafios, neste sentido, 
refere-se à busca de descritores de conteúdo que modelem a percepção humana de simila-
ridade. De fato, o sucesso de uma consulta baseia-se em aspectos perceptuaís e às vezes 
subjetivos sobre o que é relevante como resposta. 
Seguindo estas idéias, propostas de modelos matemáticos para medidas de similari-
dade têm sido apresentadas, algumas das quais surgiram de estudos psicológicos. Uma 
taxonomia das medidas de similaridade em [35] é apresentada a seguir. 
2.3.1 Medidas baseadas em métricas 
A maioria das abordagens modelam a similaridade a partir de métricas. embora muitas 
vezes sem justificar sua correspondência com um modelo perceptual e considerando apenas 
critérios estatísticos. Exemplos clássicos das medidas baseadas em métricas são as r-
métricas de l:viinkowski que têm como forma geral: 
2.3. Definição de critérios de similaridade 
Loo(x, y) = maxijXi- Yil 
sendo x, y pontos em um Espaço de Característica n-dimensional. 
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(2.2) 
r=ler=2 
temos as métricas city-block e euclidiana, respectivamente. Estas métricas satisfazem um 
conjunto de axiomas bem conhecidos: 
Constância ou Auto-similaridade: 
Minimalidade: 
Simetria: 
Desigualdade triangular: 
d(Sa, Sa) = d(Sb, Sb) 
d(Sa, Sa) :::; d(Sa, Sb) 
d(Sa, Sb) = d(Sb, Sa) 
d(Sa, Sv) + d(Sb, Se) 2:: d(Sa, Se) 
sendo Sa, Sb, neste caso, vetores de características de duas imagens. 
(2.3) 
Existem características onde medidas baseadas em métricas satisfazem o conceito 
mano de similaridade. Por exemplo, a métrica euclidiana aplicada sobre o sistema de 
cores HSI modela adequadamente a percepção humana de similaridade em relação às co-
res [25]. Experimentos em [87] validam o uso de uma métrica para comparar descritores 
de textura associados com rugosidade, contraste e direcionalidade. 
O uso de medidas baseadas em métricas para medir similaridade é muito útil, em 
particular pela geometria que gera, facilitando o processo de busca dentro do Espaço de 
Característica. Arkin argumenta em [4] que uma medida de similaridade deve ser uma 
métrica para garantir buscas eficientes, a partir do axioma da desigualdade triangular. 
Sabendo que a distância entre A e B é grande e que a distância entre B e C é pequena, é 
possível inferir que a distância entre A e C é grande sem precisar calculá-la. Igualmente, 
se é sabido que A está muito próximo a B e B muito próximo a C é possível inferir que 
A está próximo a C. Estes axiomas são essenciais em algumas estruturas de indexação 
como o caso do M-tree [13]. 
Em [19] Fagin concorda com o argumento, mas afirma que é possível relaxar a desi-
gualdade triangular, e simultaneamente inferir as distâncias entre diferentes pontos, de 
forma similar a como antes descrito nos casos de A, B e C. No seu trabalho é proposta 
uma função para medir similaridade, a partir da forma de objetos, que não satisfaz exa-
tamente a desigualdade triangular, mas satisfaz uma expressão deste axioma de forma 
relaxada: 
(2.4) 
sendo k uma constante em geral pequena, e portanto permitindo fazer inferências sobre 
as distâncias entre pontos. 
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2.3.2 Medidas baseadas em teoria de conjuntos 
vários autores julgam medidas métricas adequadas, outros trabalhos ques-
a validade dos diferentes axiomas das métricas do ponto de vista perceptual 
[68, , 88, 89]. Experimentos com diferentes estímulos e padrões mostram comporta-
mentos do ser humano que variam em relação à desigualdade triangular [89] e ainda em 
relação à propriedade de simetria [88]. direção, Tversky [89] propõe um Modelo 
de contraste com uma medida de similaridade baseada em teoria de conjuntos. Esta 
medida considera a existência a priori de um conjunto de possíveis características que um 
conceito ou objeto (neste caso imagens) podem ter e que servem para a sua descrição. A 
partir destas características, se define como similaridade entre duas imagens uma com-
binação linear de medidas sobre as características que são comuns e características que 
estão ou não presentes em cada uma delas. Se consideramos A e B como o conjunto de 
características presentes nas imagens a e 
expressa por: 
respectivamente, a é 
S(a, b) = ej(A n B)- oJ(A- B)- Bf(B- A), para a, 8, e 2': O (2.5) 
onde f corresponde a uma função que associa valores à presença de características. Os 
parâmetros o:, f3 e e permitem associar maior relevância às características da imagem A, 
da imagem B ou as que estão presentes nas duas respectivamente. Um maior valor para 
o: implica em atribuir uma maior relevância às características da imagem A da imagem 
A, o mesmo ocorrendo para f3 e a imagem B. 
Note-se que os parâmetros o:, f3 e e podem ser ajustados e valores diferentes para eles 
podem gerar medidas que não satisfazem os axiomas métricos. 
Este modelo é limitado pois exige que as características de conteúdo sejam represen-
tadas por predicados booleanos, o que não é comum em descrições de propriedades em 
imagens, onde em geral a descrição é realizada com valores numéricos. Como solução, 
Santini [68] propõe uma extensão apresentando um Modelo de contraste fuzzy. Este 
modelo parte do pressuposto de que existem n medições na imagem 
s = {s 1,···,sn} (2.6) 
a partir das quais pode ser construído um vetor fuzzy de m predicados: 
(2.7) 
que caracterizem o conteúdo. Introduzindo os operadores lógicos fuzzy de interseção e 
diferença: 
2.4. Modelos de consulta com suporte para características conteúdo 
a expressão de similaridade na equação (2.5) pode ser escrita como: 
S(sb Sz) = e 2::~=1 min{.u-'(sJ, ,uÀ(s2)}-
a 2::~= 1 max{,u-'(sJ)- .u>-(s2), 0}-
.8 2::~1 max{v"(s2)- .u-'(sl), O} 
sendo S(s1, s2 ) a medida de similaridade. 
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(2.10) 
Embora mais flexível, esta nova formulação do modelo requer a transformação de des-
critores de conteúdo numéricos em predicados fuzzy, o que em geral não é simples. No 
entanto, corresponde a uma abordagem de grande interesse quando se deseja modelar 
similaridade das restrições dos axiomas métricos. O principal deste 
modelo está em definir e implementar índices espaciais adequados. A ausência dos axio-
mas métricos limita a criação de estruturas de índice espacial e por tanto compromete a 
eficiência da busca por conteúdo. 
2.4 Modelos de consulta com suporte para carac-
terísticas de conteúdo 
Modelos de consulta baseados em características de conteúdo devem fornecer recursos 
que permitam especificar tais características. Como a maioria destas não pode ser defi-
nida de maneira precisa, estes recursos devem possibilitar a descrição aproximada dessas 
características nas imagens a serem procuradas. 
Os modelos de consulta podem ser analisados sob diferentes perspectivas: modelos de 
dados, linguagem de consulta e formas de interação com o resultado. 
Do ponto de vista do modelo de dados, alguns sistemas consideram uma abordagem 
de recuperação de dados, estendendo um modelo de banco de dados para incluir ima-
gens como novos tipos [53, 1]. Os modelos orientados a objetos ou relacional-estendido 
permitem esta extensão de maneira natural, incluindo a definição de novos operadores 
sobre tais tipos. Estes operadores podem, inclusive, ser de similaridade e seu uso nas 
linguagens de consulta é imediato. Outros trabalhos usam a abordagem de recuperação 
de informação, onde não existe um modelo de banco de dados estruturado, e consideram 
um repositório de imagens com anotações textuais associadas sobre o qual se define algum 
mecanismo para expressar consultas. 
Do ponto de vista da linguagem de consulta, existem propostas em que consul-
tas textuais podem ser realizadas com linguagens textuais que permitem descrever as 
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imagens procuradas usando recursos lingüísticos. Por exemplo, em [-53], para se recupe-
rar imagens com determinados padrões de cores, é utilizado um conjunto de descrições 
imprecisas predefinidas ou metadados exemplo: ( M ostlyRed, SomeOrange, WhiteS-
tuJJ), ou expressões predefinidas, denominadas conceitos, que envolvem combinações des-
tas descrições e de atributos alfanuméricos (por exemplo: SunSet pode ser definido como 
MostlyRed OR MostlyYellow OR MostlyPurple. Em [58] a linguagem de consulta tex-
tual permite descrever as relações topológicas e a posição de objetos complexos 
procurados nas imagens. 
A abordagem textual é limitada e, em geral, os sistemas introduzem consultas gráficas 
com recursos para a descrição do conteúdo da imagem procurada. A forma mais simples 
desta descrição corresponde a apresentar ao sistema uma imagem como modelo daquelas 
que se deseja recuperar. Esta abordagem é chamada de Query by pictorial example pela 
similaridade com o modelo de consulta do mesmo nome em bancos de dados convencia-
Outras abordagens permitem a descrição em separado de diferentes características. 
Por exemplo, em [21] é possível desenhar formas de objetos procurados nas imagens em 
um ambiente gráfico e selecionar as cores procuradas de forma visual em outro ambiente, 
ambos formando parte da mesma consulta. 
Quando as linguagens oferecem recursos para considerar simultaneamente diferentes 
aspectos do conteúdo, dizemos que permite consultas compostas. Estas consultas po-
dem ser traduzidas em predicados, em que são combinados múltiplos termos com ope-
radores lógicos de piir:Íleíra ordem (and, or, etc). Cada termo expressa uma condição 
sobre o conteúdo utilizando, em geral, as medidas de similaridade. Por exemplo, o pre-
dicado SimilarColor(A, B) 2': O, 7 and SimilarTexture(A, B) 2': O, 8 corresponde a uma 
consulta composta que envolve simultaneamente similaridades por cor e textura. 
Outro ponto de vista considera as formas e interação com o resultado. Quando os 
predicados associados às consultas são booleanos, temos casamento exato ou matching. Ao 
ser executada uma consulta por este critério, o predicado booleano é avaliado em todas 
as imagens. O resultado da consulta corresponde àquelas imagens onde é obtido um 
resultado verdadeiro para o predicado. Desta forma, uma consulta divide as imagens, no 
Banco de Dados, em dois subconjuntos: as que não casam com o predicado e as que casam, 
que são devolvidas como resultado. No caso de consultas compostas, nesta abordagem é 
necessário decidir os patamares de similaridade aceitáveis em cada termo (por exemplo, 
O, 7 e O, 8 no predicado SimilarColor(A, B) 2': O, 7 and SimilarTexture(A, B) 2': O, 8. 
Santini [67] chama esta abordagem de busca exata (matching search) 
A busca por similaridade (similarity search) é apresentada em contraposição à abor-
dagem anterior. Aqui a resposta a uma consulta é formalmente "todo" o banco de dados, 
isto é, não existe uma diferenciação, como no caso anterior, entre imagens que satisfazem 
ou não a consulta. Para cada imagem é calculado um valor que define sua similaridade com 
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a especificação da consulta. Como resultado, a resposta a uma consulta é todo o banco de 
dados, ordenado segundo um critério de similaridade adotado. Na prática, o resultado é 
reduzido a uma quantidade de imagens ou a um patamar de similaridade. Como forma de 
implementar este modelo, vários autores [18, 54, 67] propõem lógica fuzzy. Neste caso, é 
possível construir consultas compostas com predicados e operadores lógicos ( and, o r) 
fuzzy que retornam valores de similaridade no intervalo [O, 1]. Este valor final corresponde 
a uma avaliação global da similaridade, sobre a qual é estabelecida urna ordenação. ou 
ranking. Por exemplo, o predicado fuzzy SimilarColor("4, B) and SimilarTexture(A, B) 
ao ser avaliado gera um valor de similaridade a partir da combinação das medidas de 
similaridade e operadores lógicos fuzzy. 
Em uma abordagem ao mesmo problema, Ortega [54] considera um modelo proba-
bilístico, no qual o resultado de similaridade obtido representa uma estimativa da proba-
bilidade de que a imagem corresponda à consulta especificada pelo usuário. 
A abordagem de busca por similaridade apresenta várias modalidades, como em [54, 
20, 17], que incluem pesos nas diferentes condições dos predicados fuzzy, isto é, pesos asso-
ciados às similaridades pelas diferentes características de conteúdo. Estes pesos permitem 
ao usuário manip11lar a relevância das diferentes similaridades no cálculo da similaridade 
final. 
Embora a introdução de pesos aumente a flexibilidade das consultas, em [69,c 65] 
se argumenta que o usuário não deve ser responsável pela definição destes pesos, .que 
nem sempre têm uma interpretação semântica clara. Estes autores propõem analisar 
uma consulta como um processo de aproximação sucessiva ao resultado. Santini [69] 
faz uma distinção entre uma consulta em que o usuário sabe o que está procurando, 
embora a descrição do seu modelo de consulta não seja exata, e a consulta em que o 
usuário não sabe exatamente o que procura, e a sua própria medida de similaridade vai 
evoluindo. Adicionalmente, como a maioria das características de conteúdo não possuem 
ainda informação semântica de alto nível, é usual que, nos sistemas e propostas existentes, 
os resultados de consultas não correspondam às expectativas do usuário, mesmo com 
mecanismos de similaridade precisos. 
Nestas novas abordagens, chamadas de exploratória [69], human in the loop [64] 
ou de feedback [65], uma recuperação é vista como um processo de interação com os 
resultados de sucessivas consultas, de tal forma que as avaliações do usuário sobre a 
qualidade do resultado em um passo permitam ao sistema redefinir e refinar uma próxima 
consulta, e assim sucessivamente, até alcançar um resultado aceitável pelo usuário. 
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2.5 Indexação dos elementos de conteúdo 
Dado um Espaço de Característica e uma medida de similaridade, um ponto neste espaço 
representa o conteúdo uma imagem ou de um objeto dentro da imagem. Buscar 
aquelas imagens ou objetos com maior similaridade é equivalente a procurar os pontos 
representados no espaço, cuja distância seja a menor possível, sendo a distância calculada 
a partir da medida de similaridade usada. Quando esta medida é uma métrica, a busca 
pode ser facilitada com a introdução de estruturas de indexação espacial existentes na 
área de Bancos de Dados Espaciais. Estas estruturas permitem uma solução eficiente nas 
buscas dos pontos mais próximos ou os pontos dentro de um patamar de distância. 
As mais populares destas estruturas são a família das R-tree [29, 75, 8, 37], as quais 
estendem ao espaço as idéias de balanceamento das tradicionais B-trees. Estas árvores em 
geral utilizam a distância euclidiana. A árvore M [13J, por sua vez, permite a indexação 
com uma medida de distância qualquer que satisfaça os axiomas métricos. 
Estas estruturas têm sido utilizadas para indexar objetos em espaços 2-3 dimensionais. 
entanto, quando o número de dimensões aumenta - como no caso de Espaços de 
Características - o desempenho destas estruturas começa a diminuir consideravelmente, 
podendo em alguns casos, ser inferior às buscas seqüenciais. Uma forma de aliviar este 
problema é diminuir a dimensionalidade dos espaços de características, o que nem sempre 
é possível. Novas estruturas estão sendo propostas [23] para espaços multidimensionais 
que prometem facilitar o acesso eficiente em Bancos de Dados de Imagens. 
Pela importância da textura e cor na análise e reconhecimento em Imagens de Senso-
riamento Remoto serão apresentadas, a seguir, algumas técnicas para seu processamento 
e caracterização. 
2.6 Textura em Recuperação por Conteúdo 
Não existe uma definição exata para descrever textura. V árias definições informais têm 
sido apresentadas baseadas em alguns modelos ou hipóteses sobre o conceito. Haralick 
[31, 30] define textura como uma propriedade associada à distribuição estatística espacial 
de tons de cinza. Por sua vez Huet et. al. [32] considera textura como a organização dos 
pixels com variações de alta freqüência que apresentam caráter pseudoperiódico. Para 
Jain et. al. [33], a textura é caracterizada pela invariância de certas medidas locais em 
sub-regiões da imagem. 
Embora não exista um modelo definitivo, alguns fatores podem ser destacados: (1) 
seu caráter local, isto é, a caracterização de cada pixel em relação à textura depende das 
informações em uma vizinhança e (2) a importância da escala ou resolução que influencia 
a percepção sobre uma textura. 
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Existem diferentes modelos para o processamento de texturas. Em [14] Claussi apre-
senta uma taxonomia dividindo os métodos em: 
'" Métodos estruturais: Consideram que a textura possuí duas componentes básicas: 
uma primitiva de textura ( textons) e uma organização espacial dessas primitivas 
[36]. A primitiva corresponde a um padrão fixo que é movimentado com variações 
estatísticas compondo as regiões texturizadas. 
" Métodos estatísticos: Consideram uma caracterização probabilística da textura de 
uma região, tentando caracterizar a textura por propriedades e magnitudes es-
tatísticas e seu relacionamento com elementos perceptuais tais como suavidade, 
direcionalidade, granulosidade, etc. Estes métodos combinam análise espectral e 
espaciaL 
'" JMétodos baseados em modelos: Tentam caracterizar a textura a partir de uma função 
analítica, de forma que os parãrnetros associados a estas funções descrevam a 
textura. As abordagens típicas são os Campos Markovianos e modelos fractais. 
Existem duas formas de incorporar textura como característica de conteúdo em re-
cuperação de imagens: caracterizando toda a imagem com um descritor global ou ca-
racterizando regiões homogêneas com descritores locais. Ambas as técnicas estão muito 
'relacionadas com a análise para classificação e segmentação de imagens por textura. 
Um critério que consegue discriminar regiões de uma imagem por textura poderia ser 
considerado como uma medida de similaridade entre texturas diferentes. No entanto, 
no caso da classificação ou segmentação, estas operações em geral consideram apenas a 
informação contida na imagem sendo processada. Neste caso, a população a classificar ou 
segmentar é limitada aos pixels da imagem. Como no caso de recuperação por conteúdo 
a função de similaridade tem que considerar todo o possível Espaço de Características, 
nem sempre um bom critério de segmentação representa um critério robusto para modelar 
similaridade. 
Os descritores locais de uma imagem para recuperação por Conteúdo requerem uma 
operação de segmentação das imagens. Neste caso, consideramos que a segmentação tem 
as seguintes particularidades: 
e Não precisa ser exata: O objetivo da segmentação é identificar que uma determinada 
textura está presente na imagem. Estabelecer exatamente os limites exatos da região 
de textura homogênea, embora desejável, não é imprescindível como em outras 
aplicações. 
" Pode ser realizada somente em regiões de interesse: O processo de segmentação não 
precisa cobrir toda a imagem. Regiões não homogêneas em textura ou com área 
muito pequena não precisam ser consideradas. 
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Existem inúmeros trabalhos que abordam o problema de caracterização e segmentação 
de texturas. Muitos dos modelos baseiam-se na análise em uma vizinhança de cada pixel 
como matrizes de co-ocorrência e campos randômicos de Markov. Outras abordagens 
recentes como a transformada Wavelet, funções de Gabor e granulometrias morfológicas 
incluem uma análise multiresolução. A seguir são apresentadas algumas das abordagens 
mais importantes relativas à textura. 
2.6.1 Tamura et. aL 
Tamura et. al [87] desenvolveram experimentos psicológicos sobre um conjunto de ca-
racterísticas para textura: rugosidade, contraste, direcionalidade, semelhança com linhas, 
regularidade e aspereza. As três primeiras são consideradas as mais significativas do 
ponto de vista perceptual. Para estas características são propostas medidas baseadas em 
relacionamentos entre os de na vizinhança dos pixels. 
Estas medidas são as seguintes: 
e Rugosidade: Inicialmente, para cada pixel (x, y) é calculado o valor médio Ak(x, y) 
dos níveis de cinza em uma vizinhança 2k. Posteriormente, para cada pixel é cal-
culada a diferença entre estas médias .em vizinhanças sem sobreposição em direções 
opostas. Para a direção horizontal a diferença seria: 
(2.11) 
A seguir é calculado para cada pixel qual o tamanho da vizinhança que maximiza o 
valor de E, isto é: 
(2.12) 
Finalmente, o descritor de rugosidade da imagem é definido como o valor médio em 
toda a imagem dos valores Sbest· 
1 m n 
FRug =-L L Sbest(i,j) 
mn i j 
(2.13) 
• Contraste: O contraste pode ser entendido como uma propriedade da textura. Seu 
valor é calculado por: 
(2.14) 
onde a4 = ;; é a curtose, sendo (J e J.l o desvio quadrático médio e a média do 
histograma da imagem, respectivamente. 
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" Direcionalidade: A idéia deste descritor é construir um histograma de probabilidade 
das bordas locais em relação à orientação. É usado o fato de que o gradiente possui 
uma magnitude e uma direção. Para cada pixel é calculada a diferença entre os 
valores de dois filtros com orientação vertical e horizontal e sua direção, isto é: 
l.ó.GI = (l.ó.HI + 1.6. Vl)/2 
e = tan-1(.6.Vj.6.H) +r./2 (2.15) 
sendo .6.H e .6. V o resultado da aplicação dos filtros orientados. 
A seguir é construído um histograma sobre os valores de e, considerando significa-
tivos aqueles valores de magnitude [.6.GI acima de um limiar t : 
n-l 
Hv(k) = Ne(k)/ L Na( i) (2.16) 
i=O 
sendo Ne o número de pixels com (2k - 1 )r. j2r. ::; e < (2k + 1 )r. /2r. e tais que 
[.ó.GI 2: t 
A direcionalidade da textura na imagem é calculada a partir das alturas dos picos 
do histograma construído. 
2.6.2 Matrizes de co-ocorrência 
A matriz de co-ocorrência é a abordagem mais tradicional para o processamento de textura 
e foi introduzida por Haralick[31, 30]. Este método baseia-se na caracterização de uma 
região com textura homogênea, a partir de dados estatísticos associados à ocorrência 
simultânea de níveis de cinza dos pixels na região. 
A matriz contém a probabilidade conjunta de aparição de todas as combinações de 
níveis de cinza, dois a dois, dados dois parãmetros: uma distância entre os pixels (o) e 
uma orientação entre pixels (e). Mais exatamente, é definida uma matriz de probabilidade 
[14]: 
Pr(X) = {C;j(o,e)} (2.17) 
onde ·cij( 6, e), é a matriz de co-ocorrência definida como: 
C .·(_ e) _ P;j(ó, e) 
t) à, - G (' ) 
Eí,j=l P;j u, e (2.18) 
em que P;j(ó, e) representa o número de ocorrências dois níveis de cinza g; e 9j entre pixels 
a uma distância (o) e orientação (e). O denominador representa o teta! de oconências de 
níveis de cinza, sendo G o número de níveis de cinza diferentes. V árias matrizes podem ser 
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calculadas para considerar múltiplas distâncias e orientações entre pixels. Dado o custo 
resultante do cálculo para quaisquer pares de níveis de cinza, geralmente é realizada uma 
quantização destes níveis, diminuindo o tamanho da matriz. 
Haralick [31, 30] propõe um grupo de 14 estatísticas obtidas da matriz para caracterizar 
a textura. Gotlieb et. al [26J estudaram experimentalmente estas estatísticas concluindo 
que as de maior capacidade de discriminação para textura são as seguintes: 
C t t . f: _ '<"'G-1 2{'<"'G-l C } e on .ras e. 2 - Lm=O n Lli-JI=n ij 
@ Momento de diferença inversa: h = Li Lj J+(Lj) cij 
A de co-ocorrência tem apresentado boa capacidade de discriminação de tex-
2.6.3 Campos Randômicos de Markov 
Nesta abordagem, uma imagem é modelada como um vetor aleatório A = {A., s E 5} 
sendo 5o conjunto de pixe!s da imagem. Um vetor a= {a.,s E S} é chamado de urna 
configuração de A. Seja P(a) = P(As = a5 , sE 5) a probabilidade da configuração a e seja 
V= (V8 , s E S) um sistema de vizinhos para o pixel s, tal que s li! Vs e s E v; ? t E V.. 
Um campo aleatório A é um Campo Markoviano se obedece à propriedade: p(a) >O e 
p(aslanr E S- {s}) = p(aslanr E V,), isto é, a probabilidade da ocorrência dos valores 
em cada pixel depende apenas dos valores dos seus vizinhos. Pode-se provar que um 
campo aleatório é um campo markoviano se e somente se p(A = a) é uma medida de 
Gibbs definida por P(a,IVs) = icH(a,,v,), sendo H(a., V,) uma função de energia e Z 
uma função de partição com o objetivo de normalização da distribuição. A função de 
energia H descreve a contribuição dos pixels vizinhos em cada pixel. 
Modelos de textura podem ser definidos considerando diferentes funções de energia. 
Estas funções, em geral, possuem parâmetros 8 que descrevem a forma com que os vi-
zinhos contribuem para o pixel. Considerando a priori uma função de energia, a es-
timação dos seus parâmetros para cada pixel é o problema fundamental a resolver. Estes 
parâmetros estimados podem servir como descritor das características do pixel. Em [73] é 
utilizada uma função de energia binomial enquanto os autores em [55] utiliza uma função 
gaussiana. 
A abordagem com Campos Markovianos tem apresentado bons resultados, embora 
possua problemas relacionados a mudanças de escala e ao alto custo computacional. 
Outra abordagem com Campos Randõmicos foi proposta em [42]. Aqui é utilizada a 
teoria de decomposição de Campos aleatórios de Wold. Segundo esta teoria, um campo 
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aleatório y pode ser representado de forma única pela decomposição de três componentes 
ortogonais: 
y(m, n) = w(m, n) + p(m, n) + g(m, n) (2.19) 
em p corresponde a um campo harmônico, g corresponde a um campo evanescente e 
w corresponde a um campo não determinístico. 
estudo experimental em [61] descreve que o ser humano agrupa padrões segundo os 
critérios de repetitividade, direcionalidade e complexidade do padrão. Os autores associam 
o campo p à componente de repetitividade, o campo g à direcionalidade e o campo não 
determinístico w à complexidade. Em um primeiro passo, é calculada a periodicidade 
da componente harmônica. Se considerada periódica, então é usada como critério de 
comparação. Caso contrário, então são avaliadas as outras componentes. 
2.6.4 Transformada Wavelet 
Define-se Wavelet como uma função .,P(t) tal que: 
r+oo }_00 .,P(t)dt =o (2.20) 
ou seja ondas bem localizadas. Estas funções podem ser dilatadas segundo um parâmetro 
a e transladadas pelo parâmetro u, formando a chamada "Mother vVavelet": 
1 t-u 
'ÍJu,u = r;;:"l/1(-) 
ya a 
(2.21) 
a partir da qual se define a Transformada: 
roo 
W f(u, a)= }_
00 
f(t)'ÍJu,u(t)dt (2.22) 
O parãmetro u possibilita a localização espacial e a escala a realiza a expansão da 
função centrada em u. Quando a Transformada de Fourier de 'ÍJu,u é calculada, também 
existe um centro de freqüência dependente de a e com intervalo de freqüência inversamente 
proporcional a a. A flexibilidade introduzida por Wavelets está em que a variação do 
parâmetro a permite variar tanto a localização do centro de freqüência como do intervalo 
dessa freqüência. 
Mallat [45] define uma Multiresolução como sendo uma família de espaços de apro-
ximação de funções {10hEz, tal que 10 C 10-1 C · · · C L2(R), um espaço de Hilbert, 
onde, intuitivamente, as funções pertencentes a 10 são as que pertencem a 10-1 dilatadas 
por um fator de 2, isto é, com resolução duas vezes menor, estabelecendo a chamada 
seqüência diádica. ;'IJeste sentido, j define a resolução do espaço. 
Paralelamente, é definida outra família {Wi}jEZ dos complementos de cada espaço da 
Multiresolução Vj no espaço de maior resolução 10-I> isto é, Vi-l = 10 U Wi. 
Em [45] é definida uma função rjJ escalar tal que para qualquer resolução j, a família 
de funções {rPj,n}nEZ = Jyr/Je:;tJ é uma base ortonormal de {\!j}, isto é, qualquer função 
f(x) E pode ser construída como combinação linear de { rPj,n} nEZ' 
Similarmente, é demonstrado que a partir dessa função '?/J pode ser construída uma 
um;ao Wavelet r/J tal que para qualquer j a família de funções {1/ij,n}j,nEZ = ,;~1/1('-:}/n) 
é uma base ortonormal de Wj, 
estes resultados, podem ser construídas as projeções ortogonais de uma 
f(x), nos espaços '\,j e Wj denotadas respectivamente por PVjf e 
sendo 
' ' f+oo f(t) 1 -'(t-2in) aJlnJ =. -oo V2Jif' 2:1 
onde aj[n] corresponde à aproximação discreta f na escala j, 
caso de 
sendo 
é, no espaço 
(2,23) 
(2,24) 
e no 
(2,25) 
(2,26) 
dj[n] corresponde ao chamado sinal de detalhes no espaço Wj, que contem àquela in-
formação do sinal contida em 'Vj_1 e não presente em '\,j, 
Aplicando-se recursiYamente este esquema, se define um Banco de Filtros { PV;}, { PWj} 
que permitem obter uma decomposição do sinal em múltiplas escalas. Os detalhes em cada 
escala dj representam a informação do sinal em um determinado intervalo de freqüências 
e localizado espacialmente, 
Se aplicado até um níYel K, pode ser demonstrado que a função f é completamente 
representada por: 
(2,27) 
e se considerado o processo inverso, f pode ser totalmente recuperada, Este esquema é a 
base da Transformada Rápida de Wavelet ou Piramidal [46, 45, 52] quando o processo é 
discreto, Neste caso, a mudança de escala deriva em uma sub-amostragem. 
No caso de sinais bidimensionais (imagens), todo o raciocínio pode ser estendido de 
maneira similar à Transformada de Fourier, A propriedade de separabilidade permite 
que a versão bidimensional seja calculada em termos de combinações de transformadas 
em cada uma das duas dimensões, No entanto, a diferença fundamental está em que 
neste processo obtém-se três sinais de detalhes d], á}, dJ por escala, correspondentes à 
combinação de dimensões nas diferentes orientações junto com um sinal aproximado ai. 
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Em geral, o esquema é representado na figura 2.2. O desenho representado em (a) 
mostra o conjunto de decomposições nas diferentes escalas e orientações {di}, as imagens 
de detalhe, assim como a imagem filtrada e aproximada em escala menor a3. Em (b) 
observamos uma imagem original e em (c) o resultado da aplicação de duas iterações do 
processo. Pode-se observar em (c) como o processo vai produzindo as diferentes imagens 
de detalhes contendo a informação da imagem filtradas segundo direção e a escala. 
Desta maneira a imagem é completamente representada por: 
(2.28) 
A teoria da representação multiresolução por Wavelets é interessante para o 
processamento de textura. A partir da transformada, pode-se analisar, para cada pixel, ou 
para toda a imagem, o comportamento dos diferentes dj através das escalas. Isto permb 
obter uma seqüência da relevância local dos diferentes intervalos de freqüências associados 
às escalas, que pode se interpretar como uma análise simultânea de contraste com escala, 
isto é, rugosidade. Por outro lado, em uma escala determinada, cada imagem de detalhe 
diferente concentra informação de filtros orientados (horizontal, vertical e diagonal). 
O maior problema das Wavelets está em sua sensibilidade à rotação. Uma mesma 
textura alongada, sofrendo rotações em uma imagem, produz coeficientes muito diferentes 
nas mesmas escalas, dificultando a caracterização. 
Outra abordagem [11] utiliza Wavelets Packages o que corresponde a considerar a 
aplicação da transformada também sobre os sinais de detalhes {(dj)}, criando uma grande 
árvore de possibilidades em escala e espaço. A árvore mais adequada para representar 
determinados padrões de textura pode ser utilizada como caracterização de textura. 
Wavelets são sem dúvida a abordagem mais usada para textura nos últimos tempos, 
tanto por sua capacidade de discriminação, em geral razoável, quanto por seu baixo custo 
computacionaL 
2.6.5 Filtros de Gabor 
Filtros de Gabor [22] têm sido utilizados como descritores de textura. Uma função de 
Gabor tem a forma 
g(x, y) = e-jwxx+wyye -(t;l'-(fyl' (2.29) 
com centro de freqüência, na Transformada de Fourier, em ( wx, wy) e orientação no espaço 
de duas dimensões dada pelos parãmetros ~, que pode ser definido a priori. Em seu papel 
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Figura 2.2: Processo de decomposição da imagem pela Transformada Wavelet. (a) Pro-
cesso de decomposição. (b) Imagem original. (c) Processo de sub-amostragem da Trans-
formada 
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de filtros, conseguem ser ótimos na representação simultânea em espaço e freqüência, 
segundo as restrições impostas pelo Princípio de Incerteza [22] . Em [47, 33] estas funções 
são utilizadas como Mother Wavelets mas introduzindo como parâmetros a variação de 
escala (s) e de orientação (if;) : g,,9 (x, y). Desta forma, dada uma imagem f(x, y) sua 
Transformada Wavelet de Gabor pode ser escrita como: 
(2.30) 
Esta Transformada pode ser entendida como filtros detectores de bordas na escala 
s e na orientação if;, onde a média e variância do sinal W~,0 (x, y) é um descritor de 
textura conhecido. Aplicando a transformada para vários valores dos parâmetros s e if;, 
é construído um banco de filtros, cada um associado a diferentes centros de freqüência e 
orientações. Um vetor de características é construído considerando a média e variância 
associadas ao sinal obtido da aplicação de cada 
2.6.6 Abordagem Morfológica 
Uma importante abordagem morfológica para a caracterização da textura foi introduzida 
por Dougherty [16] a partir da noção de Granulometria. Granulometrias foram intro-
duzidas por Matheron [49] e constituem ferramentas básicas da Teoria da Morfologia 
Matemática nas abordagens multi-escala. 
Definição 2.1 (Granulometria[49]) Seja (1/!u)c?:O uma famz1ia de transformações de-
pendentes de um único parâmetro o. Esta famz1ia constitui uma Granulometria se e 
somente se satisfaz as seguintes propriedades: 
\lo 2: 0,7/Ju é crescente, i.e.,(f::; g =?- 1/!u(f) < 1/!c(g)) 
\lo 2: 0,7/Jc é anti-estensiva, i.e.,('l/Ju(f) < ld) 
V (f 2: O, V /1 2: O, 1/Jc'l/Jp. = 1/Jp. 1/Jc = 1/Jmax(c,p.) 
(2.31) 
As últimas duas condições implicam na idempotência do operador 7/Ju e para i 2: j * 
1/JuJ 2: 7/Ju;/. 
Definição 2.2 (Resíduo Granulométrico[49]) Seja (1/!u)u?:O uma granulometria. Os 
Resíduos Granulométricos são a diferença entre os resultados obtidos para dois níveis 
granulométricos sucessivos: 
(2.32) 
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isto é, R" representa a informação preservada no nível 17 e eliminada no nível 17 + 1 pela 
família de transformações ( 1/Ju k::o 
O operador morfológico (o) [76] elimina as estruturas da imagem que não 
contêm a forma representada por um elemento estruturante, e é utilizado freqüentemente 
como operador das granulometrias. 
Pode-se provar que a família de sucessivas aberturas: 
b%(JJ) =(f o g")(x) (2.33) 
constitui uma granulometria, onde g(f são funções estruturantes formadas pela dilatação 
de uma função estruturante primitiva g(x): 
(2.34) 
Os resíduos granulométricos, neste caso, correspondem a sucessn:as aplicações da 
Transformação Top H at [76]. 
R1(X) = f(x)- (f o g)(x), 
Rcr =(f o 9u-r)(x)- (f o 9u)(x) 
A partir destes conceitos, pode ser idealizada uma análise multi-escala e local da 
imagem, considerando a variação das suas estruturas e dos resíduos através da dimensão 
(J, representando a escala. 
A abordagem natural para textura é a análise, na vizinhança de cada pixel, do compor-
tamento de alguma magnitude, através das imagens nas diferentes escalas ou nos resíduos 
morfológicos. 
Maragos [48] define o Espectro de Padrões (Pattern Spectrum) de uma imagem f 
(também denominado Espectro Granulométrico) como a função de distribuição de proba-
bilidade 61 formada pelos Resíduos Morfológicos entre as sucessivas imagens da granulo-
metria de f. 
. R;(f) 
6t(z) = I:j=l Rj(f) (2.35) 
Esta função descreve a variação das perdas de volume das imagens nas diferentes 
escalas e tem um comportamento diferente para a mesma imagem, dependendo da função 
estruturante utilizada. 
Posteriormente, Dougherty em [16, 12] define a idéia de Espectro de Padrão Local 
(Local Pattern Spectrum) que corresponde à realização da mesma análise em uma janela 
na vizinhança de cada pixel. Neste caso, para cada pixel x da imagem é calculada uma 
I 
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função de distribuição Óx considerando-se apenas a vizinhança dada pela janela W(x), 
isto é: 
< . .. R;(W(x)) \:! . l f 
ux(z) = LJ~lRj(W(x))' p1xe x E 
em que R;(W(x)) corresponde ao Resíduo Morfológico Local para 
imagens nos níveis i e i - 1, e calculado sobre a janela (x ). 
(2.36) 
o pixel x, entre as 
Vários momentos podem ser calculados e associados a cada pixel considerando-se, por 
sua vez, várias funções estruturantes. Intuitivamente, a distribuição das perdas de volume 
deve fornecer informações relativas à forma do elemento estruturante e aos componentes 
da imagem na vizinhança do pixeL 
A hipótese é que em texturas homogêneas a distribuição das perdas deve ser similar 
e, portanto, os momentos das distribuições podem ser bons descritores de textura. 
Certamente outras granulometrias podem ser construídas. .et. [41] propõem 
uma granulometria com o operador de abertura por reconstrução que, segundo os autores, 
garante resíduos granulométricos menos sensíveis ao ruído na análise da textura. Seguindo 
esta abordagem são conseguidos bons resultados apresentados em [12], No entanto, a sua 
principal desvantagem está no alto custo computacionaL Simplificações deste esquema 
devem ser estudados visando garantir uma maior eficiência. 
2.6.7 Comentários 
Nenhuma abordagem para textura é totalmente bem sucedida, tanto para a segmentação 
como para a caracterização. Matrizes de co-ocorrência e campos randômicos não consi-
deram o elemento escala e portanto não discriminam bem a rugosidade, além do custo 
computacional alto. A Transformada Wave!et aparece como a abordagem mais popu-
lar e melhor sucedida, dada sua capacidade de discriminar por escala e contraste e seu 
algoritmo de cálculo eficiente. No entanto, neste caso, texturas iguais com orientações 
diferentes são discriminadas como sendo diferentes. Filtros de Gabor aparecem em al-
gumas aplicações como a melhor alternativa, pois possuem as vantagens das Wavelets 
com melhor comportamento com a mudança de orientação. A abordagem morfológica 
por granulometrias mostra resultados altamente precisos de discriminação mas seu custo 
computacional compromete seu uso em ap!icaçôes em tempo reaL 
O reconhecimento da textura é um problema em aberto. Para o caso de imagens 
coloridas ou multiespectrais, a abordagem tradicional tem sido a extração da sua com-
ponente intensidade ou luminosidade a partir de transformaçôes dos modelos de cores. 
Sobre esta componente são aplicados então os métodos para imagens em níveis de cinza. 
Nos últimos tempos têm aparecido trabalhos que estendem alguns dos modelos anteriores 
para imagens coloridas, considerando a análise simultânea de todas as bandas [55, 34, 74]. 
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2.1 Cor em Recuperação por Conteúdo 
A cor corresponde a urna das características mais importantes em Recuperação por 
Conteúdo. Urna das primeiras decisões a serem tornadas é o espaço de cores a ser con-
Neste sentido, espaços corno HSI ou YIQ [25] em geral são escolhidos por 
duas razões: (1) resultados experimentais mostram a correspondência com a similaridade 
humana, quando aplicadas variantes das r-métricas de Minkowsky, (2) a quantidade 
portante de informação na componente de luminosidade ou intensidade (I) conduz a 
urna possível redução do problema ao processamento vetorial destas componentes. 
Para a sua apresentação, as abordagens para Recuperação por Conteúdo para cor 
podem ser divididas em dois grupos: caracterização global ou caracterização locaL Estas 
abordagens são descritas a seguir. 
2.7.1 cor 
Histograma 
O histograma corresponde à representação mais usualmente empregada na recuperação 
baseada na característica cor. Para isto, é realizada urna quantização de modo que cada 
bin (ponto do histograma) corresponde, na realidade, a vários valores de cor (valores 
em cada uma das três bandas). Este processo de quantização pode provocar perda de 
informação importante quando valores do histograma significativos na imagem, mas nu-
mericamente próximos, são colocados no mesmo bin. 
V árias medidas de similaridade sobre histogramas têm sido propostas. A métrica de 
Minkowski L1 é utilizada em [85]. No entanto, é conhecido que com esta métrica mudanças 
de iluminação podem causar alterações importantes nos valores de similaridade, gerando 
muitos falsos negativos [84]. 
Já em [54] é proposta urna interseção de histograma utilizando a métrica 
N 
sím(H, I)= L min(H(i), /(i)) 
Em outra abordagem, os autores em [21, 10] utilizam uma métrica do tipo L2 com 
sim( H, I) = V(H- I)· A· (H- Il 
onde A corresponde a urna matriz de similaridade entre diferentes valores de cor. A partir 
de uma transformação de bases, A pode ser diagonalizada, obtendo-se um novo espaço d1 
sem correlações entre as cores, onde a similaridade pode ser dada por: 
n 
sim( H,!)= \I L w1 · (hdz- íd,)2 
~ 1=1 
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sendo w1 os autovalores da matriz A< 
Histograma Acumulativo 
Dado que o histograma e sua quantização podem ser muito sensíveis ao ruído e mudanças 
de iluminação, e ainda podem ter valores muito dispersos, é introduzido o histograma 
proposta em [84] para construir o histograma cumulativo é definida uma ordem 
no espaço de cores< Por exemplo, para as cores CJ = (rj,gj,bJ) e ci = (ri,gi,b;), cJ <c; 
se rj < r;, 9J < 9i e ÓJ < bi< O histograma cumulativo hcum é construído a partir do 
histograma h da imagem como: hcum(cJ) = Eq:;c; h(ct)< 
As medidas de similaridade são propostas são as diferentes métricas de Minkowski, 
fundamentalmente L1 , L2 e L00 < A maior vantagem do histograma cumulativo é a sua 
maior estabilidade em relação à quantização< 
Outra abordagem [91] considera o histograma corno um sinal e aplica sobre ele a 
Transformada WaveleL Os coeficientes da transformada são usados então como descrição 
das características do histograma e utilizados como descritor de coL 
Momentos e conjuntos de Cor 
Momentos de cor são introduzidos como forma de diminuir o efeito da quantização no his-
tograma e também a dimensionalidade do vetor de característica para o histograma, em 
geral de tamanho eleYado< Partindo de que os momentos de uma distribuição de probabi-
lidade podem caracterizá-la completamente, alguns destes momentos são utilizados como 
descritor da cor. Basicamente três momentos são propostos: a média, o desvio padrão e 
a assimetria< Usando estes momentos, em [84] é proposta como medida de similaridade 
entre duas imagens H e I a função: 
r 
sim(H, I)= L wn/,u;(H) -!li(!) I+ W;2lui(H)- ui (I) I+ W;3ls;(H)- s;(l)l (2AO) 
i=l 
sendo r as diferentes bandas de cor e ,u, u e s média, desvio padrão e assimetria, res-
pectivamente< Os valores W;k correspondem a pesos associados a cada momento e cada 
banda. 
Em [84] são combinadas duas abordagens, e a descrição da cor é dada pelos momentos 
do histograma cumulativo. 
No caso dos conjuntos de cores, a idéia é selecionar valores mais significativos do 
histograma que possam descrever o conteúdo cor. 
Por exemplo, em [83], depois de construir o histograma h, cada bin h[m] é convertido 
a um valor c[m] de um histograma binário, que toma valor 1 quando h[m] é maior que um 
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determinado limiar e O, em caso contrario. Posteriormente, é utilizada a métrica de tipo 
descrita na equação (2.38). Dada a natureza binária de c[m], esta métrica é reduzida 
a: 
d(HJ)=J.LH+J.LI 2crr~, (2.41) 
com /.L H = cr . A . Ch ' /.LI = c[ . A. C; e Tt = A . C;, sendo C; e Ck os histogramas binários 
das I e H respectivamente e A a matriz de similaridade entre cores. Como ch é 
um vetor binário, então a expressão pode ser transformada em: 
d(H, I)- J1H = J1I- 2 L ri[m] (2.42) 
V'm,cH[m]=l 
e desta forma para calcular a similaridade de uma imagem H com uma imagem I no 
banco de dados, basta armazenar !1I e r1[m] os quais podem ser pré-calculados. 
da Cor 
As caracterizações globais da cor de uma imagem têm capacidade de discriminação li-
mitada, pois não consideram aspectos espaciais ou topológicos da distribuição das cores. 
Como solução, outras abordagens são propostas para a caracterização da cor considerando 
descritores locais. Neste sentido, um processo de segmentação é geralmente incorporado. 
Como primeiras abordagens para a descrição local, podem ser utilizadas as mesmas 
propostas para a descrição global, mas considerando apenas a informação de cada região 
segmentada. A seguir, apresentamos outras propostas que consideram a particularidade 
da descrição locaL 
Histograma Multinível 
O chamado histograma multinível é apresentado pelos autores em[43]. O objetivo é desta 
proposta é considerar a similaridade simultãnea das cores e sua distribuição espacial na 
imagem. Cada imagem é decomposta utilizando quadtrees, isto é, sucessivamente dividida 
em quadrantes regulares, até um nível decidido previamente. Para cada quadrante é 
construído um histograma dos pixels dentro dele. A similaridade entre duas imagens 
é calculada considerando os diferentes níveis. É proposta uma função de similaridade 
que considera a representação multinível do histograma. Inicialmente, define-se como 
interseção entre dois histogramas A e B uma função h : A x B -+ H tal que o histograma 
resultante é dado por H;= min(A;, B;), 1 ::; i::; m, sendo mo número de cores diferentes. 
Introduzindo o histograma multinível, então no i-ésimo nível são comparados dois a dois 
os 4i-l histogramas das duas imagens. Como resultado final da similaridade é proposto: 
1 4i-1 m 
S;(A, B) = i-1 L L HJ 
4 j=l k=l 
(2.43) 
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sendo Hj o k-ésimo bin do histograma do quadrante HJ obtido pela interseção dos his-
togramas Ai, Bj. Inicialmente, são comparados os histogramas do nível superior; se estes 
são similares em relação a um limiar, então é considerado o próximo nível, e assim suces-
sivamente. Uma imagem é recuperada quando a similaridade no nível das folhas é maior 
que um limiar. 
Código de Cores 
Para a caracterização local, os autores em [ 44] propõem realizar inicialmente uma seg-
mentação supervisionada pelo usuário da Imagem, a partir de detecção de. Cada região 
obtida é então caracterizada utilizando-se uma abordagem de conjunto de cores. 
Para definir o descritor de cor é introduzido um código de cores CodeBook. Um código 
de cores é uma quantização ótima do espaço de cores em 256 valores. Para isto é utilizado 
o algoritmo generalizado Loyd [24] que quantiza o espaço de cores a partir de um 
conjunto inicial de imagens de treinamento, neste caso, uma população inicial do banco 
de dados. 
Para cada região segmentada é escolhido um conjunto de k cores que melhor casa com 
o código de cores. Como descritor de cor é adotado então: 
!c= {(Ij,PJ)IIJ E {1,2, ·· ·,256},0:::; PJ:::; 1, I: P1 = 1,1:::; j :::;} (2.44) 
l:;_j"SN 
onde ! 1 é o índice do código de cores e Pj é a porcentagem de cada cor. Note-se que esta 
abordagem é uma variante da abordagem dos conjuntos de cores apresentada na seção 
anterior. 
Como medida de similaridade entre duas regiões é adotado o seguinte critério. Dadas 
duas regiões A e B com descritores de cor {(Ia, Pa) 11 :S a :S Na} e {(h, H)ll :S b :S Nb}, 
respectivamente, define-se inicialmente uma medida entre duas cores quaisquer do código 
de cores como W(Ia, h) = liGia -C h li cujo valor pode ser calculado a priori. A partir 
daqui é determinada a cor k da região B de menor distância em relação à cor Ia, 
(2.45) 
A seguir é calculado, 
(2.46) 
como sendo a distância entre uma cor de A, Ua, Pa), e a região B. De forma similar, 
pode-se calcular a distância entre uma cor de B e a região A. Como distância final entre 
duas regiões é proposta: 
d(A, B) = Í::: D[(Ia, Pa), B] + Í::: D[(h, Pb), A] (2.4 7) 
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2.7.3 Comentários 
Diferentes alternativas sido introduzidas para a recuperação de imagens por cor. A 
qualidade dos resultados neste caso depende tipo de imagens e aplicações. exemplo, 
em imagens com muita variedade de cores, a abordagem por conjunto de cores é menos 
discriminante. Um dos problemas fundamentais está na sensibilidade das abordagens à 
mudança de iluminação ou produzindo falsos negativos. 
Outro aspecto refere-se ao compromisso entre as representações mais compactas ( con-
juntos de cores, momentos) com fácil manipulação nas estruturas de indexação, mas com 
menor poder de discriminação, e as representações com vetores em múltiplas dimensões 
(por exemplo, histogramas), mais efetivas porém com maiores problemas na indexação. 
Dependendo da aplicação, a cor pode ser uma característica relevante para a modela-
gem da similaridade do usuário. entanto, expressa pouca informação semântica e é, 
2.8 Propostas para Recuperação por Conteúdo 
Existem várias propostas de sistemas para Recuperação de Imagens por Conteúdo. Estas 
propostas utilizam muitas das técnicas para análise de textura e cor apresentadas ante-
riormente. Estas técnicas são integradas a diferentes modelos de consulta, medidas de 
similaridade, estruturas de índice, etc. A seguir, serão apresentadas as principais idéias e 
contribuições de cada uma delas, principalmente no que se refere à textura e cor. 
2.8.1 Sistema QBIC 
O sistema QBIC (Query By Image Content) [21, 40] desenvolvido na IBM, oferece faci-
lidades para a recuperação combinando características de forma, cor e textura. Para cor 
e textura são estabelecidos descritores globais. Para a característica de conteúdo forma é 
realizada uma segmentação da imagem gerando descritores locais. 
No caso da textura, inicialmente a imagem colorida é transformada em imagem em 
tons de cinza. Sobre esta imagem é definido um descritor global baseado em extensões do 
modelo de Tamura (seção 2.6.1). Como critério de similaridade é utilizada uma distância 
euclidiana ponderada, no espaço tridimensional destas características de textura. 
A cor é representada a partir de uma transformação da imagem em coordenadas do 
modelo de cores de Munsell [40] e construindo o histograma quantizando o espaço de 
cores. Como medida de similaridade, é adotada a métrica apresentada na equação (2.38). 
Para a recuperação, uma consulta composta pode ser definida como uma composição 
de condições, utilizando recursos gráficos. Assim, é possível estabelecer porcentagens 
de cores nas imagens procuradas, desenhar graficamente uma forma próxima do objeto 
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procurado ou selecionar uma amostra de textura dentro de um dicionário que o sistema 
visualiza. Estes critérios podem ser combinados, sendo a similaridade total calculada a 
partir das similaridades de cada característica individual. Este resultado é obtido norma-
lizando todas as medidas individuais de similaridade através da variância e combinando, 
posteriormente, a similaridade de cada característica em urna soma ponderada cujos pesos 
são definidos pelo usuário. A indexação é realizada através de R-trees. 
2.8.2 Sistema PhotoBoook 
O sistema PhotoBoook [56] é composto por diferentes módulos para reconhecimento de 
formas, rostos de pessoas e texturas. O sistema permite a anotação de características das 
imagens. Estas características podem ser combinadas em uma consulta a qual consiste 
em apresentar ao sistema um modelo da imagem procurada. 
A textura é caracterizada a de um Campo Randôrnico segundo o modelo 
(seção 2.6.3). distância entre imagens é definida a partir das distâncias entre 
componentes destes campos. Em um primeiro passo, a componente harmônica é calculada 
e sua periodicidade é analisada, a partir da função e correlação sobre a transformada 
de Fourier da sua função de espectro. Se a imagem é considerada corno periódica, são 
comparados os picos harmônicos. Caso contrário, são avaliadas as componentes restantes, 
o que implica em um maior custo computacional. A principal contribuição deste sistema 
está no modelo original de textura adotado, assim como nos algoritmos para extração de 
formas e características do rosto humano. 
2.8.3 Sistema MARS 
No sistema MARS [54] uma imagem é representada por descritores globais de cor, textura 
e forma. A cor é representada pelo histograma no espaço HSI usando como similaridade 
a interseção entre histogramas definida na equação (2.37). 
No caso da textura é utilizada a representação por Wavelets, onde as imagens são 
decompostas até três níveis, obtendo-se assim 9 bandas de detalhes mais a banda da 
imagem aproximada (seção 2.6.4). Para cada banda é calculado o desvio padrão dos 
coeficientes gerando-se um vetor lO-dimensionaL A similaridade entre estes vetores utiliza 
a distância euclidiana. Sobre cada um destes descritores é realizado um processo de 
normalização para transformar as distâncias em valores no intervalo [0 .. 1]. 
Para as consultas, o usuário determina as características de interesse sobre as quais 
são calculadas as similaridades globais, e o sistema automaticamente associa pesos a cada 
característica. Como linguagem de consulta são propostos dois modelos alternativos [54]: 
fuzzy e probabilístico, que combinam os resultados das similaridades segundo as diferentes 
características de conteúdo. O resultado da similaridade será o valor final do predicado 
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avaliado. Para a interação com o usuário é proposto um modelo de consulta com retroa-
limentação(feedback) [65]. Neste modelo, os usuários avaliam as imagens recuperadas e o 
sistema calcula novos pesos, a partir desta avaliação, em um modelo de refinamento, para 
realizar uma nova recuperação. O processo se repete até o usuário considerar o resultado 
aceitável. 
2.8.4 Sistema El nino 
Neste sistema [70] é definido um descritor de imagem global, a partir da Transformada 
Wavelet calculada até três níveis. O critério de similaridade adotado é o modelo de con-
traste com extensão fuzzy (seção 2.3.2). Os autores definem um mecanismo de consulta 
e navegação que chamam de "exploratório", no qual o usuário se aproxima, em várias 
iterações, da resposta mais adequada à sua consulta. Propõe-se uma interface de consulta 
na qual são representadas por ícones arranjados em um espaço bidi-
mensional, segundo as distâncias relativas de similaridade que o sistema calcula. O usuário 
faz um rearranjo dos ícones representando espacialmente sua própria percepção da simila-
ridade relativa entre as imagens. Este rearranjo produz uma modificação em parâmetros 
na função de similaridade que o sistema utiliza para uma nova recuperação. O processo é 
repetido até um resultado considerado adequado pelo usuário. Corno modelo matemático 
de similaridade, nesta abordagem, os autores definem o Espaço de Representação corno 
um espaço de Riemann cuja geometria e medidas vão mudando dinamicamente de acordo 
com as decisões tomadas pelo usuário [68]. 
2.8.5 Sistema Blobworld 
No sistema Blobworld [10] o conteúdo das imagens é representado localmente. Uma 
imagem é tratada como um conjunto de alguns blobs que correspondem a regiões da 
imagem com uma homogeneidade não exata em termos de cor e textura. 
A cor de cada região é representada por um histograma no espaço de cores L*a*b* 
[86]. São definidos 5 bins na dimensão L* e 10 bins nas dimensões a* e b*. A medida de 
similaridade adotada é a função descrita pela equação (2.38). 
A textura é representada por duas características: contraste e anisotropia. Como 
medida de similaridade é utilizada a distância euclidiana entre os valores dos pares de 
valores destas características. 
Uma segmentação das imagens é realizada considerando-se cada pixel como um vetor 
das componentes de cor, as duas características de textura e a posição do pixel. Estes 
valores são modelados como uma combinação de gaussianas. Um método é apresentado [9] 
para determinar um número ótimo de gaussianas na composição que produz um melhor 
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agrupamento de pixe!s e, finalmente, os pixels conectados são agrupados em clusters 
correspondentes aos blobs. 
lJma consulta consiste em apresentar ao sistema uma imagem, selecionando seus blobs 
significativos e associando uma importância relativa a cada um. As estruturas de in-
dexação são R *-trees. 
2.8.6 Sistema VisualSEEK 
O sistema VisualSEEK [83, 82] baseia-se na representação simultânea de informação de 
cor juntamente com informação espacial. A imagem é segmentada em regiões a partir 
da seleção global da melhor combinação de conjuntos de cores (seção 2.7.1) segundo uma 
técnica chamada de retropropagação de conjunto de cores [82]. Cada região é representada 
pelo de cores mais significativo assim como por informações de tipo espacial 
como área, retângulo m1mmo, outras. Para cada uma destas 
características é definida uma própria medida de similaridade e calculados os conjuntos 
solução. O resultado da consulta é o conjunto interseção de todos estes conjuntos. Uma 
consulta é definida por um conjunto de regiões apresentados ao sistema. Cada região tem 
uma cor e uma distribuição espacial. São utilizadas R-trees para a indexação. 
2.8.7 Sistema CANDID 
A descrição do conteúdo de uma imagem em CANDID [39, 38] é de caráter global. 
Para tanto, é calculado um vetor por cada pixel a partir de várias características de 
conteúdo (cor, textura, forma). A partir destes vetores é construído um histograma 
multidimensional de toda a imagem. A seguir é realizada uma estimativa da função de 
probabilidade, associada ao histograma, como combinação de uma soma ponderada de 
gaussianas. Como resultado desta estimação são obtidos um vetor de médias, J.L;, e uma 
matriz de covariância, E;, que servem como assinatura da distribuição e, portanto da 
imagem. Como função de similaridade entre duas assinaturas em [38] são propostas duas 
medidas baseadas nas métricas L1 e L2 considerando as funções de probabilidade geradas 
pelas assinaturas como vetores. Outra medida proposta considera como similaridade o 
produto interno das duas funções de probabilidade definidas pela assinatura. 
2.8.8 Projeto ADL 
No projeto da Biblioteca Digital Alexandria (Alexandria Digital Library) [44] a caracte-
rização das imagens é local. Inicialmente uma segmentação é realizada nas imagens com 
intervenção do usuário. Esta segmentação é baseada em bordas utilizando a técnica in-
troduzida em [44] chamada de Edges Flow e que utiliza características da textura e cor. 
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Como representação para textura são utilizados os coeficientes da decomposição da ima-
gem segundo filtros de Gabor (seção 2.6.5). A cor de cada região é representada segundo 
a abordagens Código Cores (seção 2.7.2). Gma consulta é realizada a partir de 
uma imagem de exemplo da qual são extraídas, pelo usuário, regiões de interesse. 
características destas regiões são comparadas com as informações locais associadas a cada 
imagem no banco de dados. 
Abordagem de Shekoleshlami 
Nos trabalhos de Shekoleshlami et.al.[77, 80, 78, 79, 81] a ênfase está centrada no problema 
da organização e indexação da informação. 
A textura é utilizada como característica de conteúdo através de W avelets. São apli-
cados dois níveis da transformada e para cada banda calculadas média e variãncía. Adi-
cionalmente, são calculados o de pixels de bordas nas direções como forma 
de caracterização da dírecionalidade, resultando em um vetor. 
São criados descritores locais. A segmentação é orientada a região, sendo utilizada a 
decomposição regular sucessiva do espaço através de um nonatree, que é uma generalização 
do quadtree [66]. Cada imagem é dividida em quatro sub-regiões correspondentes aos 
quadrantes (como no quadtree) mais uma sub-região correspondente ao centro da imagem 
e quatro sub-regiões nas laterais, todas de mesmo tamanho. Como resultado do processo 
cada sub-região diferente é indexada 
Este processo gera um número importante de segmentos para cada imagem porque 
segmentos adjacentes com a mesma textura não são fundidos. Para aliviar este problema 
é proposto um complexo mecanismo de indexação, utilizando técnicas de classificação 
supervisionada. Para a indexação é utilizado R-tree. 
Para realizar uma consulta, o usuário fornece um padrão de textura extraído de uma 
imagem. O sistema determina sub-regiões onde podem existir padrões similares. Caso 
sejam recuperados vários segmentos associados a uma mesma imagem o maior valor de 
similaridade é considerado como a similaridade resultante. As imagens utilizadas nesta 
abordagem são ISR. 
2.8.10 Abordagem de Vellaikal et. al. 
Em vários trabalhos Vellaikal [91, 90, 92, 93] apresenta diferentes abordagens de consulta 
por conteúdo. 
Para a caracterização das imagens uma análise espaço-espectral é utilizada. São de-
finidos descritores locais como resultado de uma segmentação por decomposição regular 
utilizando quadtree. A imagem é dividida sucessivamente em quatro quadrantes de igual 
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tamanho até conseguir segmentos espectralmente homogêneos. Um segmento é conside-
rado homogêneo quando a variância total dos seus pixels é menor que um limiar dado. 
Cada segmento do quadtree é analisado e seus pixels são agrupados em um conjunto 
de clusters a partir de um algoritmo k-mean [25]. O número k de clusters por segmento 
é incrementado até que o erro quadrático médio em todas as bandas de espectro sejam 
menores que um limiar definido. O vetor características associado a um segmento é 
formado pela média e o número de pixels associados a cada um dos clusters definidos 
dentro desse segmento. A proposta não faz nenhuma consideração quanto à utilização de 
estruturas de indexação. 
A aplicação considera ISR. Uma consulta consiste em apresentar diferentes padrões 
ou classes ao sistema, (por exemplo classes de solo, nuvens, neve, etc) e considera-se que 
os valores multiespectrais dos pixels nestas classes possuem distribuição gaussiana. Um 
cluster em um segmento contém pixels de uma classe se a distância ponderada entre a 
média limiar e a 
definição de distância são ponderados com a variância, como reflexo da dispersão espacial 
dos pontos. 
Como uma variação da abordagem anterior em [90], o critério de segmentação adotado 
é a subdivisão a priori da imagem numa rede de segmentos regulares. Os segmentos têm 
um tamanho predeterminado e sobre eles é realizado o mesmo processo de clusteríng. 
2.9 Resumo 
Este capítulo apresentou uma revisão bibliográfica das principais vertentes de caracte-
rização de imagens visando sua descrição. Esta caracterização busca representar propri-
edades das imagens (tipicamente cor, forma e textura) através de descritores, que nada 
mais são do que conjuntos de valores que sintetizam estas propriedades. Estes valores são 
obtidos a partir da aplicação de vários tipos de algoritmos. 
A recuperação baseada em conteúdo consiste em buscar, em um banco de dados de 
imagens, o conjunto que mais se aproxime de um conjunto de características desejadas. 
Tipicamente, as características desejadas são expressas por descritores. 
A similaridade entre os descritores de entrada (características desejadas) e os de cada 
imagem do banco de dados é calculada de acordo com um conjunto de medidas preestabe-
lecidas, associadas aos descritores. Desta forma, o processo de recuperação por conteúdo 
exige a caracterização de informação sobre os descritores e sobre as métricas associadas. 
A extração de descritores é ainda tópico de pesquisa de ponta. A definição de métricas, 
também tópico de pesquisa, depende ainda dos objetivos dos usuários, do tipo de imagem 
considerada e das aplicações alvo. 
O próximo capítulo descreve uma família de imagens para as quais descritores e 
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métricas são particularmente complexos- imagens de Sensoriamento remoto, objeto desta 
tese. 
Capítulo 3 
Imagens de Sensoriamento Remoto 
3.1 Introdução 
O capítulo anterior apresentou uma revisão sobre os principais problemas para a recu-
peração de imagens por conteúdo, as técnicas de análise e processamento de imagens 
usadas como propostas de solução e, finalmente, alguns exemplos de sistemas orientados 
a este tipo de recuperação. 
Este capítulo introduz as características das Imagens de Sensoriamento Remoto (ISR), 
e a maneira como estas são processadas pelos especialistas. Discute, igualmente, as di-
ficuldades para a recuperação por conteúdo deste tipo de imagens, as limitações para 
a aplicação das abordagens apresentadas no capítulo anterior, e define um conjunto de 
aspectos que orientarão a proposta apresentada nesta tese. 
3.2 Propriedades das ISR 
Imagens de Sensoriamento Remoto (ISR) são obtidas a partir de equipamentos aéreos que, 
por meio de sensores, realizam uma coleta de dados da superfície terrestre, quantizados 
em um número discreto de níveis. Suas características mais relevantes são: 
" As ISR são multi-espectrais, isto é, de diferentes bandas do espectro de sinais. As 
chamadas bandas passivas refletem as emissões de energia externas ao dispositivo 
sensor. Algumas refletem a disposição espacial da radiação solar nas bandas ul-
travioleta, visível e perto do infravermelho. Outras, chamadas de termais, estão 
associadas à distribuição espacial de energia emitida pela Terra e são obtidas nas 
bandas do espectro infravermelho. As bandas ativas, por sua vez, captam a resposta 
da Terra a emissões de energia por dispositivos, geralmente radares, no espectro de 
microondas. 
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" Os diferentes valores multi-espectrais captados dependem fortemente da natureza 
física dos objetos da Terra observados pelos sensores, com alta probabilidade de 
introdução de ruído, variações segundo as condições climáticas no momento coleta 
dos dados (luz solar, nuvens). Uma ISR em sua forma original é difícil de visualizar e, 
portanto, precisa de filtragens, aumentos de contraste, dentre outras transformações, 
para a visualização pelos especialistas. 
" O caráter geográfico da informação implica na associação de coordenadas aos pixels. 
Este aspecto introduz problemas de distorção. Enquanto a superfície da Terra é 
redonda, a informação é captada e representada de forma planar, precisando de 
correção geométrica, com introdução de possíveis erros. Esta informação geográfica 
representa, no entanto, uma propriedade imutável da imagem o que a define como 
um metadado importante associado a cada ISR. 
" O conteúdo das é altamente complexo, diverso e não uniforme e as diferen-
tes bandas das imagens não correspondern em geral ao espectro visível criando, 
portanto, percepções que não correspondern ao cenário visual real da. superfície da 
Terra que representam 
As imagens em que esta tese se concentra são obtidas do sistema de satélite LAND-
SAT, em particular, dosensor TM ( Thematic Maper). O TM [62, 63] é um equipamento 
de Sensoriamento mecânico que adquire os dados da Terra em faixas de largura de 185 
km em 7 bandas do espectro eletromagnético. As bandas utilizadas são de número 3, 4 e 
5, correspondentes a urna banda visível vermelha e duas de infravermelho. 
A figura 3.1 representa à esquerda uma ISR em seu estado original, e depois de ter sido 
transformada com aumento de contraste. Pode-se constatar a diferença de possibilidades 
perceptuais entre uma e outra. 
3.3 Processamento das ISR 
Existem duas abordagens para a interpretação e manipulação de ISR [62]. A chamada 
Foto-interpretação é realizada diretamente pelo operador humano e a Análise Quan-
titativa de modo automático. A Análise Quantitativa permite explorar pixel por pixel da 
imagem, combinar imagens de diferentes espectros, assim como a análise de níveis de brilho 
da imagem que o especialista não consegue identificar. Por sua vez, a Foto-interpretação 
depende da experiência e habilidade do especialista. Em geral, este consegue distinguir 
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(a) (b) 
Figura 3.1: Imagem ISR original(a) e depois do aumento do contraste(b) 
facilmente padrões globais na imagem, o que é difícil de ser realizado no processo auto-
matizado. Ambas abordagens são complementares para a interpretação e análise de uma 
imagem. 
Uma imagem de trabalho é obtida como resultado da aplicação simultânea e cíclica 
das duas abordagens para o processamento de ISR. Para isto, são aplicadas filtragens, 
aumentos de contrastes, dentre outras operações, para facilitar a" percepção das imagens", 
permitindo ao especialista reconhecer aqueles elementos de interesse de sua aplicação. 
Este processo de transformação facilita a percepção mas introduz distorções e mudanças 
na informação originalmente coletada. 
O especialista identifica regularidades ou propriedades no espaço a partir da informação 
da imagem. Uma primeira decisão do especialista é a composição de cores utilizada, isto 
é, a associação das bandas espectrais às bandas visíveis. O fato de que as bandas de 
uma ISR não representam bandas do espectro visível faz com que a associação de cores 
a cada uma delas, para efeitos de visualização, seja um processo subjetivo. A decisão da 
associação de bandas da ISR a bandas visíveis cria "pseudocores" que determinam como 
os objetos ou características são percebidos pelo especialista. Esta decisão é muito depen-
dente do especialista que, com o tempo, percebe como "natural", a maneira em que os 
objetos do mundo real são visualizados pela composição adotada. Algumas composições 
podem ser mais adequadas para determinados tipos de aplicações e objetos observados, 
segundo os usuários. No entanto, o fato real é que a decisão da composição tem uma 
componente subjetiva muito grande. 
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A figura 3.2 mostra duas composições de cores diferentes para a mesma ISR. Vemos que 
conseguimos identificar em ambas composições os mesmos objetos e perceber as duas como 
representando a mesma imagem, mas os detalhes e a percepção de cores são diferentes. 
(a) (b) 
Figura 3.2: Imagem ISR com associações de bandas a cores diferentes (a) composição de 
bandas 3-4-5 (RGB). (b) composição de bandas 4-5-3 (RGB) 
O resultado final do processamento de ISR em geral é a segmentação e classificação destas 
em regiões dependendo do estudo sendo realizado. Estas regiões ou classes são associadas a 
diferentes categorias, tais como tipo de vegetação, culturas, tipos de solos, características 
geológicas, etc. O objetivo é definir mapas temáticos. Em todo este processo, a ex-
periência do especialista e os interesses da aplicação influenciam ativamente o processo 
automatizado. 
Múltiplos métodos de classificação são aplicados com diferentes graus de efetividade 
dependendo do tipo de imagem que se estuda. Embora utilizando a informação das 
múltiplas bandas, não existe um critério de classificação multi-espectral universal aceito. 
Portanto, os métodos de segmentação, classificação e filtragem são muito dependentes da 
aplicação, do tipo de imagem, das condições da sua coleta pelos sensores e da experiência 
do especialista. 
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3.4 Características das ISR e Recuperação baseada 
em conteúdo 
A partir dos elementos discutidos anteriormente, apresentamos características das ISR 
que as diferenciam de outras classes de imagens. 
3.4.1 Características de conteúdo relevantes para ISR 
A distribuição de cores, as texturas, a forma e geometria dos objetos estão dentre as mais 
importantes características das ISR que os especialistas utilizam para seu processamento 
e, portanto, relevantes para sua recuperação baseada em conteúdo 
A característica cor, embora muito importante, é sensível às condições da coleta, de 
tal forma que imagens que representam um mesmo tipo de objeto (por exemplo, o mesmo 
tipo de plantação) podem aparecer com variações nas colorações em imagens coletadas 
em momentos diferentes. Estas variações, em geral, aparecem corno cores relativamente 
similares do ponto de vista visual, mas com graus de diferença. Neste sentido, antes de 
poder "comparar" as imagens visualmente, muitas vezes os especialistas aplicam técnicas 
de pré-processamento para tentar "normalizar" as imagens a serem analisadas [15, 59]. 
A característica textura é também altamente significativa nas aplicações e menos 
sensível às condições climáticas e ao ruído [15]. Porém, as técnicas existentes para análise 
de textura são imprecisas e, segundo os especialistas, as ferramentas que aparecem atu-
almente nos softwares comerciais (SIGs) não conseguem bons resultados de classificação. 
Em [73] são apresentados resultados alentadores para textura em ISR baseados na abor-
dagem de Campos Markovianos apresentada no capítulo 2, mas com o alto custo de 
processamento que estas técnicas impõem. 
O problema do reconhecimento de formas e objetos nas imagens está entre os mais 
complexos do ponto de vista de processamento de ISR, e as técnicas são dependentes do 
tipo de aplicação, assim corno do conhecimento prévio da forma dos objetos procurados. 
Existem vários problemas associados à natureza das ISR que dificultam sua recu-
peração por conteúdo. Estes problemas são discutidos a seguir. 
3.4.2 O problema da composição de pseudocores 
Corno apresentado no capítulo anterior, muitas das técnicas de recuperação por conteúdo 
baseadas em cores exploram a conhecida diferença de sensibilidade da percepção humana 
às distintas bandas visíveis. Esta diferenciação humana tem levado à definição de vários 
sistemas de cores que associam pesos diferentes às diferentes bandas do espectro visuaL 
Sistemas corno HSI, L*a*b, YIQ dentre outros, partem destas hipóteses. 
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A grande vantagem destes sistemas está em que funções de distância ou métricas, 
definidas sobre eles, podem modelar de maneira mais efetiva a percepção humana de 
similaridade entre cores. Valores de distância pequenos representam realmente cores 
milares, e valores altos, cores perceptualmente diferentes. 
No caso das ISR, a variação perceptual resultante da composição de bandas limita 
a utilização destes sistemas cores. O fato que cada especialista possa definir sua 
própria composrçao cores, e inclusive mudar essa composição dinamicamente, torna 
difícil armazenar descritores de cores baseados nos sistemas mencionados. 
O processamento eficiente de uma consulta por conteúdo deve basear-se necessaria-
mente na utilização de estruturas de índice multidimensional que modelem e respondam 
eficientemente a consultas baseadas em uma determinada métrica. Uma mudança de 
composição implicaria numa mudança de métrica e, necessariamente, na necessidade de 
reconstrução dessa estrutura de índice. 
3.4.3 O problema dos modelos de descrição de conteúdo 
dos problemas fundamentais para a recuperação por conteúdo de ISR é a falta de 
modelos matemáticos de descrição do conteúdo que sejam universalmente efetivos. 
Na seção anterior foi .apresentado o problema da limitação no uso dos sistemas de 
cores. No caso da textura, a diversidade de padrões encontrados nas ISR faz com que seja 
difícil achar um modelo universal para sua segmentação, caracterização e modelagem da 
similaridade. 
Na nossa experiência existem modelos que são efetivos para determinados padrões em 
ISR mas que não conseguem caracterizar corretamente outros. 
3.4.4 O problema da homogeneidade/heterogeneidade 
Um dos aspectos aceitos dentro da área de recuperação baseada em conteúdo é o fato 
de que uma especialização do tipo de imagens processadas aumenta a probabilidade da 
efetividade da sua recuperação. Desta maneira, imagens com estruturas bem definidas, 
como células humanas ou animais, texturas de tecidos, rostos, etc, facilitam a recuperação. 
Embora para algumas destas imagens o problema da definição de um critério de simila-
ridade pode ser complexo (por exemplo, similaridade entre rostos) a homogeneidade da 
informação que se repete em todas elas permite a aplicação de técnicas específicas com 
maior probabilidade de sucesso. Um dos aspectos que esta homogeneidade oferece é deci-
dir se a descrição da imagem deve ser global ou local, isto é, deve ser segmentada alguma 
parte da imagem ou deve ser processada como um todo. 
Já o conteúdo representado em ISR pode ser, em determinadas ocasiões, homogêneo 
e em outras, diverso e complexo. A figura 3.3 mostra duas ISR. Na primeira um mesmo 
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padrão de textura e cor bastante homogêneo aparece em toda a imagem. Na imagem da 
direita pode-se perceber a variedade de texturas e cores. 
(a) (b) 
Figura 3.3: Duas imagens com conteúdo diferente: (a) Imagem com homogeneidade no 
seu conteúdo. Textura de toda a imagem é relativamente homogênea. (b) Imagem com 
heterogeneidade no conteúdo, textura e cores na imagem com múltiplos padrões e regiões 
bem definidas 
Um outro problema associado à diversidade do conteúdo das ISR está na delimitação 
visual das regiões homogêneas dentro das imagens, isto é, aquelas regiões para as quais 
conseguimos definir visualmente os limites. Esta delimitação é muito importante para um 
processo de segmentação que permita descrever o conteúdo localmente. Em algumas ima-
gens esta delimitação é bem definida mas em outras, a definição desse limite é totalmente 
difuso. 
A figura 3.4 ilustra este problema. A imagem da esquerda possui dois padrões de 
textura bem delimitados. Na imagem da direita, estes padrões não conseguem ser bem 
delimitados fundindo-se um no outro. 
A partir desta discussão pode-se concluir que é complexa a decisão sobre que tipo de 
descritor (global/local) deve ser utilizado em ISR. Seguindo nesta mesma direção, no caso 
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(a) (b) 
Figura 3.4: Delimitação de objetos da imagem: (a) Imagem onde a textura define limites 
de objeto. A imagem possui uma região central bem delimitada pela textura (b) Imagem 
onde existem mudanças de textura mas os limites entre elas não estão bem definidos 
em que seja preciso algum tipo de segmentação para descrever localmente a imagem, 
este processo de segmentação é altamente complexo. De fato, não se conhecem ainda 
algoritmos universais de segmentação para ISR. 
3.4.5 O problema da visualização e a similaridade 
Como mencionado nas seções anteriores, uma ISR original é extremamente difícil de ana-
lisar, sendo necessários processos de composição de cores e de filtragens/transformações 
para permitir a visualização e interpretação. No entanto, estes processos levam a uma 
distorção ou mudança da informação original que a imagem carrega. 
Como resultado, duas ISR com conteúdos similares podem sofrer transformações que 
distorçam essa similaridade e dificultem o processo de detectar esses conteúdos como 
similares. 
Um principio que adotaremos nesta tese é considerar que a caracterização do conteúdo 
de uma imagem será sempre realizada a partir da informação básica, isto é. o processa-
mento será realizado sempre na imagem original. Os efeitos de visualização das imagens 
apresentadas a um usuário podem ser resultantes de transformações, mas o processamento 
deve ser realizado sobre a informação obtida originalmente. 
Uma hipótese básica do trabalho é considerar que imagens com características simi-
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lares, ainda quando transformadas e modificadas para efeito de visualização, mantém 
algum grau de similaridade dessas mesmas características. O processo de recuperação por 
conteúdo parte da participação ativa do usuário. Se o usuário não consegue avaliar essa 
similaridade, o sistema de recuperação com intervenção humana perde o sentido. 
3.5 Premissas para um sistema de recuperaçao de 
ISR baseada em conteúdo 
Diferentes trabalhos reportam aplicações de recuperação por conteúdo em ISR [6, 38, 81, 
80, 91]. 
O projeto CANDID [38] baseia-se em descrição global da imagem. A extração de 
características e a medida de similaridade consideram as diferentes bandas espectrais 
para a estimação de uma de densidade de probabilidade multidimensional como 
soma de funções gaussianas. 
Em [81 J é utilizada a Transformada Wavelet para descrever textura e as consultas são 
realizadas a partir de apresentar um padrão de textura ao sistema 
A abordagem apresentada em [73] define um padrão de textura a partir de uma ISR 
para a busca de imagens similares. A modelagem da textura é realizada a partir de 
Campos Randômicos de Gibbs. 
Em geral, a principal abordagem nestes sistemas, em relação ao tipo de imagens, 
consiste em apresentar descritores que usam as múltiplas bandas espectrais. No entanto, 
não são oferecidos recursos para a interação e consulta deste tipo de imagens e usuários. 
A partir dos aspectos analisados na seção anterior chegamos às seguintes conclusões: 
• Não existem resultados conclusivos quanto a modelos e algoritmos para textura e cor 
em ISR. Quando uma ISR é processada e analisada, vários modelos são utilizados 
simultaneamente visando comparar os resultados. 
e De maneira análoga à forma de trabalho seguida pelos especialistas, é previsível que 
os critérios de recuperação em um banco de dados de ISR sejam dependentes do 
tipo de usuário. Uma imagem aceita como similar por um usuário pode ser rejeitada 
por outro, empregando o mesmo modelo de consulta. Além disto, a relevância da 
textura e da cor pode variar de usuário para usuário ou de acordo com a aplicação 
considerada. 
e Um importante grau de incerteza deve ser considerado no modelo de consulta. O 
usuário tem uma idéia de que elementos ou padrões está procurando, mas não sabe 
exatamente quais as imagens. A sua idéia da relevância de uma imagem depende 
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da comparação com outras, isto é, o critério de similaridade deve ser refinado no 
processo de recuperação já que as imagens procuradas podem ser visualizadas de 
diferentes maneiras . 
., Regiões que representam um mesmo tipo entidade ou objeto em imagens 
ferentes, podem apresentar diferenças em relação á cor e a textura. entanto, 
existe uma semelhança perceptual entre estas regiões, que uen11m' aos especialistas 
reconhece-las corno representando a mesma entidade . 
., A complexidade do conteúdo de uma ISR sugere formas de recuperação com des-
critores locais que implica numa segmentação da imagem no processamento. Em 
outros tipos de imagens, a semântica de alto nível tem maior importância na decisão 
da relevância de uma imagem. Nas ISR, as características de baixo nível são muito 
importantes como de releviinc:ia . 
., A textura e cor em ISR são estabelecidas modo diferente em função da composição 
de cores escolhida. Isto significa que nâo devem ser utilizadas técnicas dependentes 
de uma composição de cores predeterminada. 
" A busca de imagens que contenham regiões ou padrões similares a alguns já conhe-
cidos (caracterização local) é tão importante quanto um critério de similaridade da 
imagem corno um todo (caracterização global). 
• A relevância das diferentes bandas pode ser diferente, eventualmente, dado o co-
nhecimento do especialista, sobre o tipo de informação contida em cada banda. 
3.6 Resumo 
Este capitulo apresentou uma caracterização das Imagens de Sensoriamento Remoto e 
alguns dos problemas intrínsecos a este tipo de imagens que, em geral, não se apresentam 
em outras classes de imagens. A natureza diferenciada das ISR impõe um conjunto de 
necessidades a um sistema de recuperação por conteúdo para tentar diminuir o impacto 
destes problemas. O capítulo seguinte apresenta um modelo de recuperação por conteúdo 
que tenta considerar estas necessidades. 
Capítulo 4 
O Modelo Proposto 
1 Introdução 
Este capítulo apresenta um arcabouço para a recuperação por conteúdo de imagens de 
sensoriamente remoto (ISR). Para sua realização foram consideradas as características 
próprias deste tipo de imagens e a manipulação destas pelos especialistas, como abordado 
no capítulo anterior. 
Do ponto de vista do usuário, a proposta apresentada neste capítulo baseia-se em 
dois aspectos fundamentais: a utilização de mecanismos de retroalimentação (relevance 
feedback) e o conceito de padrão como elemento básico na definição de consultas. Adi-
cionalmente, e de maneira transparente para a visão do usuário, é introduzido o uso de 
múltiplos modelos de representação do conteúdo. Um modelo de representação de conteúdo 
é um modelo matemático para descrever e diferenciar características de conteúdo de uma 
imagem como textura ou cor. O uso de múltiplos modelos é um dos aspectos importantes 
desta tese. Este aspecto é determinante para o gerenciamento do banco de imagens e 
das consultas. Estes elementos - padrões, retroalimentação e suporte a múltiplos mode-
los - correspondem ao núcleo da proposta e são apresentados e combinados ao longo do 
capítulo. 
De acordo com o analisado no capítulo 3, um sistema de recuperação de imagens 
por conteúdo em geral não é baseado em consultas exatas e casamento exato e constrói 
a resposta a uma consulta na base de um critério de similaridade, com a incerteza e 
imprecisão associadas. Neste sentido, outro aspecto básico da proposta, apresentado 
neste capítulo, é a definição da medida de similaridade que será utilizada como base do 
processamento de consultas. Esta medida de similaridade incorpora os três elementos da 
proposta mencionados no parágrafo anterior. 
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4.2 Padrão como conceito de consulta 
Para um especialista em ISR, a principal expectativa sobre um sistema de recuperação 
imagens por conteúdo é obter imagens que contenham padrões visuais e espectrais 
similares a regiões de imagens já conhecidas e verificadas no mundo reaL Estes padrões, 
baseados fundamentalmente em textura e cor, representam conceitos ou entidades que, se 
espera, apareçam com padrões mais ou menos similares em outras imagens, por exemplo: 
tipos de cultura, tipos de solos, dentre outros. I\ o entanto, corno apresentado no capítulo 
anterior certos fatores podem produzir diferenças nesses padrões, quando presentes em 
imagens distintas, que complicam a possibilidade de identificá-los corno válidos (similares 
ao procurado). 
Este trabalho propõe um conceito de padrão, baseado no tipo de requisitos de usuários 
do domínio de ISR. 
4.2 Motivação do padrão: classificação 
Uma das operações mais comuns no processamento de ISR é a classificação [62, 15, 59] 
cujo objetivo é particionar os pixels de conjuntos de imagens de acordo com determinadas 
características. Um algoritmo de classificação supervisionado define a priori um conjunto 
de classes { C1, C2, · · ·, Cn} e junto com elas múltiplas amostras ou exemplos dos objetos 
que as cornpoern 
O problema fundamental a ser resolvido em um algoritmo de classificação é o seguinte: 
dado um objeto não conhecido, determinar a qual das classes predefinidas ele pertence ou, 
eventualmente, decidir que não pertence a nenhuma. Quanto maior o número inicial de 
amostras em cada classe, mais precisa deve ser a resposta esperada. Há vários métodos 
de classificação supervisionada amplamente utilizados em várias áreas do conhecimento. 
Sem perda de generalidade, os métodos de classificação podem ser descritos corno 
processos onde intervêm três funções: 
• Urna função que processa todas as amostras de urna classe e gera uma descrição da 
classe. 
" Urna função de processamento do objeto a ser classificado que extrai urna descrição 
de suas propriedades. 
" Um "classificador" que determina um valor da "semelhança" da descrição do objeto 
a ser classificado com as descrições das classes e determina a qual destas classes o 
objeto pertence. 
Os métodos de classificação são amplamente usados em processamento de ISR de 
acordo com o seguinte procedimento: 
4.2. 
1. Determinam conjuntos de pixels em uma ou várias imagens que representam áreas 
conhecidas de um mesmo conceito ou entidade (definidas por trabalho de campo, 
dados comprovados, etc) agrupados em classes, por exemplo: zona urbana, cultura 
de cana de açúcar, fonte de água, etc. 
2. Classificam por meio de uma função de classificação os pixels não identificados das 
imagens em alguma dessas classes. 
3. Obtêm mapas temáticos onde a classe associada a cada pixel determina a entidade 
do mundo real que, espera-se, deve corresponder à localização geográfica associada 
a esse pixel. 
4.2.2 Padrões e consultas 
Fazendo urna analogia com o problema da classificação, o problema recuperação 
imagens por conteúdo pode ser entendido como a definição várias entidades que repre-
sentam classes significativas para uma aplicação. O objetivo da recuperação é "classifi-
car" as diferentes regiões das imagens armazenadas no Banco de Dados como pertencentes 
ou não a uma das classes. O grau de "semelhança" de uma imagem com objetos de uma 
classe determina quais imagens devem compor o conjunto resposta. 
Como cada classe deve possuir um número significativo de amostras predefinidas, de 
maneira análoga podemos considerar que as entidades procuradas no banco de dados 
devem estar bem definidas. Cada entidade deve ser representada inicialmente por um 
número de amostras bem conhecidas que descrevam as diferentes formas com que o mesmo 
conceito pode aparecer. Esta idéia corresponde ao conceito de padrão considerado neste 
trabalho. 
Definição 4.1 (Padrão) Um Padrão PJ é definido como um conjunto de regiões PJ = 
{rl[pJ], rz[pJ], ···,r mlPJ]} de uma ou várias imagens que um usuário associa a uma mesma 
entidade. 
Definição 4.2 (Consulta por padrões) Uma consulta por padrões Q = (P,N) é 
definida como uma consulta cujo argumento é um conjunto de padrões P = {p1 ,p2, · · · ,Pnp} 
e um número máximo de imagens N a serem recuperadas e que tenham similaridade com 
o conjunto P. 
Em outras palavras, a consulta por conteúdo passa a ser consulta por padrões. Um 
padrão corresponde a um conjunto de regiões extraídas pelo usuário de diferentes imagens 
por ele conhecidas, que chamamos de Imagens de Consulta. São estas imagens que são 
utilizadas pelo usuário na formulação inicial da sua consulta. 
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A figura 4.1 mostra um diagrama de especificação de uma consulta pelo usuário. 
Inicialmente, a partir das imagens de consulta no lado esquerdo, o usuário seleciona 
diJ'er:en1tes regiões obtendo dois padrões: o padrão "mais escuro" e o padrão "mais 
Esta noção de padrão generaliza a noção usual de padrão: ao invés de utilizar uma 
imagem de consulta, é possível utilizar várias imagens como fornecedoras de parâmetros 
consulta. 
Imagens de Consulta 
Consulta 
Figura 4.1: Definição de uma consulta. Cada elipse corresponde a um padrão, criado a 
partir de amostras de diferentes imagens de consulta. 
Juntamente com a definição da consulta, é necessário definir o resultado esperado. O 
sistema deve retornar o conjunto das imagens contendo regiões, que segundo sua avaliação 
de similaridade, sejam conjuntamente as mais similares a cada um dos padrões da consulta, 
isto é, as imagens com as regiões melhor classificadas conjuntamente como pertencentes 
às classes definidas pelos padrões. 
Retroalimentação como mecanismo de refinamento 
Definição 4.3 (Resultado de Consulta) O resultado para uma consulta por padrão 
Q = (P, N) é uma tripla Ar = (J"' Sr, Rr) tal que: 
= { J~, J2, · · ·, JN} representa o conjunto das imagens resultantes, ordenado por 
grau de similaridade decrescente. 
Sr = { s1, s2, • • ·, s N} representa o conjunto dos valores de similaridade das imagens 
tais que Si> Sj, Vi 2: j. 
Rr = { R1, R2, · · · , Rv} representa o conjunto das regiões mais similares a cada padrão 
em cada imagem. Cada R; é definido como = {r{, r~,···, r~p} onde rj é a região dentro 
da imagem Ji considerada pelo sistema como mais similar ao padrão Pi E P. O resultado 
fundamental de uma consulta é o conjunto das imagens mais similares Jr· No entanto, 
este conjunto permite identificar em cada uma destas imagens quais as regiões que o 
sistema selecionou como mais similares a cada padrão. 
4.3 Retroalimentação como mecanismo de refinamento 
Como analisado no capítulo 3, o processo de recuperação de imagens por conteúdo tem 
uma natureza imprecisa, refletida nas medidas de similaridade. Esta incerteza está associ-
ada em grande parte à ausência de modelos matemáticos universais para modelar a noção 
humana de similaridade para características de conteúdo (como textura, cor ou forma). 
Este aspecto é ainda mais complexo quando tenta-se modelar elementos da semântica 
representada nas imagens. Corno conseqüência, os resultados gerados pelos sistemas de 
recuperação por conteúdo possuem, geralmente, imagens fora do escopo procurado. Urna 
solução a este problema são os mecanismos de iteração do processo de consulta que permi-
tam ao sistema refinar sucessivamente a busca. Propostas neste sentido incluem aborda-
gens do tipo "exploratória"[69] ou com retroalimentação (Feedback)[65] como mencionado 
no capítulo 3. 
Em geral, podemos descrever estes modelos de recuperação a partir de um processo 
iterativo de consulta e aproximação. A idéia básica é que a resposta a uma consulta 
seja utilizada para parametrizar uma próxima consulta, com a intervenção do usuário 
e a supervisão do sistema. O resultado de uma consulta por refinamento, no banco de 
dados, é obtido depois de uma sucessão de consultas { Q0 , • • ·, Qn}, onde a consulta Qi é 
parametrizada com informações do resultado da consulta anterior Qi-l· Formalmente: 
Definição 4.4 (Consulta por refinamento) Seja Q = {Q1, • • • ,Qm} um conjunto de 
consultas por conteúdo, A= { A1, · · ·, Am} o conjunto de resultados a tais consultas e P = 
{P1 , · · ·, Pm} o conjunto de parâmetros utilizados. Uma Consulta por refinamento é 
uma sucessão {(QI> A1), · · ·, (Qm, Am)} tal que: 
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Ql =\I!() 
Qí =\I!(Qi-l,Ai-1) 
pl =f(Qb0) 
= f( Qí, fi_l) 
= x(Pí) 
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( 4.1) 
onde Qi E Q é uma consulta por conteúdo cujo resultado é E Q é chamado de 
Espaço de Consultas e A de Espaço de Resultados. Neste processo fi E P é a parame-
trização da consulta Qí sendo P chamado de Espaço de Parâmetros. 
A consulta Q1 é denominada Consulta Inicial e Am é chamado de Resultado Final 
da Consulta por Refinamento e corresponde a uma resposta aceitável para o usuário. 
r : { Q u 0} X p -t p é a função de parametrização, e \{! : { Q u 0} X A -t R é a 
função de Avaliação de Consulta. x : P -tA é a função de Execução da Consulta. 
Esta definição, ilustrada na figura 4.2, descreve a aproximação do resultado final de 
uma consulta por refinamento. 
USUARiv Função de Avaliação (\I!) 
Ql Q; 
Função de Parametrização (f) 
Parametrização da 
Resultado da C 
Consulta (Fi) onsulta (Ai) 
Função de Execução (x) 
Figura 4.2: Consulta por Refinamento 
O processo começa pela definição por parte do usuário de uma especificação inicial Q1 
do resultado que deseja obter. Sobre esta consulta, é aplicada a função r para gerar a 
4.3. Retroalimentação como mecanismo refinamento 
parametrização P1, a qual é processada pela função de execução de consulta para obter o 
primeiro resultado de consulta A1. A partir deste momento, repete-se um ciclo em que o 
usuário avalia subjetivamente o resultado A;_1 que junto com a consulta anterior ( Q;_1) 
permite gerar uma nova consulta Q;. 
função r cria uma nova parametrização utilizando os parâmetros da consulta ante-
rior P;_1 junto com a nova consulta Q;. Esta parametrização é processada gerando um 
novo resultado 
A consulta por refinamento se produz com a intervenção do usuário e do sistema. 
O refinamento por parte do usuário acontece na avaliação dos resultados das sucessivas 
recuperações, através da função \li para gerar uma nova consulta. No caso do sistema, o 
refinamento se produz no processo de parametrização. 
Em vários destes sistemas a noção de similaridade é bastante precisa do ponto de 
vista humano, i.e. diferentes pessoas vão reconhecer com alto de concordância as 
na necessidade de modelar essa similaridade e o recurso iterativo tenta uma aproximação 
com a resposta ideal. 
No caso de imagens de Sensoriamento remoto é maior a discordância entre especialistas 
em relação à similaridade, e podem acontecer mais facilmente diferenças entre as respostas 
relevantes de especialistas diferentes. Este aspecto pode ser entendido a partir da noção 
de padrão introduzida na seção anterior. Diferentes especialistas podem escolher um 
conjunto de amostras diferentes para representar um padrão, mesmo que em todos os 
casos estas representem um mesmo conceito do mundo real. 
A retroalimentação é baseada na função \li de avaliação da recuperação. Na nossa 
proposta, esta função corresponde à confirmação, por parte do usuário, das regiões de 
interesse dentro das imagens resultantes selecionadas pelo sistema. Estas regiões são 
associadas a padrões pelo mecanismo de recuperação e o usuário deve avaliar se cada uma 
delas é aceitável ou não como exemplo desse padrão. 
Como resultado do processo, aquelas regiões confirmadas positivamente pelo usuário 
são automaticamente incorporadas como novas amostras na definição de cada padrão, isto 
é, os padrões são redefinidos. Esta redefinição implica em que na nova iteração a consulta 
possa ser realizada com parâmetros reajustados para cada um dos diferentes padrões. A 
expectativa é que cada iteração produza resultados mais precisos e recupere regiões que 
aproximem mais da percepção do usuário sobre os padrões. 
Na realidade, este processo não apenas exige refinamento por parte do sistema, mas 
também refim .. mento da noção de similaridade dos padrões por parte dos usuários. Cada 
especialista pussui sua própria noção de similaridade para cada padrão e o registro per-
manente destas definições deve ser realizado para futuras consultas. 
Este processo é ilustrado na figura 4.3. Cada resultado é um conjunto de imagens com 
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regiões contendo padrões (figura 4.3(a)). O usuário confirma/rejeita estas regiões (figura 
4.3(b)) e o mecanismo de retroalimentação refina o conjunto de regiões do padrão (figura 
4.3(c)), que é utilizado como entrada na consulta seguinte. 
Resultado da 
Consulta 
(a) 
Avaliação do 
usuário 
(b) 
Redefmíção dos padrões 
(Nova Consulta) 
(c) 
Figura 4.3: Processo de Retroalimentação. (a) Resultado da consulta: cada imagem com 
a região mais similar associada a cada padrão. (b) O usuário confirma as associações 
região-padrão que ele considera relevantes. (c) As regiões confirmadas pelo usuário são 
incorporadas à redefinição dos padrões. 
4.4 Múltiplos modelos de representação do conteúdo 
O capítulo 3 apresentou alguns modelos matemáticos usados em processamento de ima-
gens e reconhecimento de padrões para textura e cor. Também constatou que não existem 
modelos matemáticos universais para a caracterização do conteúdo em ISR, especialmente 
textura e cor. Isto implica que determinados padrões de textura ou cor podem ser bem 
caracterizados por certos modelos mas pessimamente caracterizados por outros. Adiei-
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onalmente, modelos matemáticos considerados mais exatos [60] são os mais caros com-
putacionalmente, acarretando restrições para seu uso em Sistemas de Recuperação por 
conteúdo que exigem tempo de resposta curto. 
Por estas razões, propomos o uso simultâneo de vários modelos matemáticos. A 
tenção com o uso de vários modelos é permitir ao sistema avaliar o casamento entre a 
similaridade associada ao modelo e a noção de similaridade do usuário. O sistema pode 
então considerar mais confiável a resposta um modelo para um determinado padrão 
e um determinado usuário. Corno metáfora, poderíamos considerar que os modelos "co-
operam" e competem para se adaptar à noção de similaridade de um usuário para um 
determinado padrão. Os modelos escolhidos devem ser preferencialmente simples e de 
baixo custo computacionaL 
Exemplos de modelos simples para textura são os modelos de Tamura [87] e a Trans-
formada Wavelet[46, 11]. Para Cor, um modelo de representação simples é o uso de 
histograma [84, 85]. 
4.4.1 Definição de um modelo de representação de conteúdo 
Os modelos matemáticos são usados para extrair informação que caracteriza o conteúdo 
associado à noção de distância conduzindo implicitamente uma noção de similaridade. 
Nossa proposta introduz o conceito de Modelo de Representação de Conteúdo (MR). 
Este conceito descreve a maneira como os modelos matemáticos são utilizados. Como 
nosso modelo baseia-se na idéia de padrão, motivada pelo processo de classificação, exi-
gimos que um modelo matemático inclua funções equivalentes àquelas descritas na seção 
4.2.1 como parte do processo de classificação. 
Definição 4.5 (Modelo de Representação de Conteúdo (MR)) Um Modelo de Re-
presentação R=< E, T, s > corresponde a um modelo matemático sobre o qual são defi-
nidas as funções: 
• Uma função E de extração de características: Esta função gera um vetor 
característico V,, onde Vc = E(r[J]) ou Vc = E(J). Esta função existe de maneira 
natural em todo modelo matemático que tenta modelar alguma característica de 
conteúdo de imagens. 
Por exemplo, no caso do Modelo de Histograma a função E corresponde ao algoritmo 
de construção do histograma e o resultado é o vetor representando os diferentes 
"bins" de distribuição de cores da imagem. 
" Uma função T de parametrização ou definição de classe: Esta função pro-
cessa um conjunto de regiões associadas a um mesmo padrão Pj e gera um descritor 
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desse padrão. este descritor geralmente aparece na forma de um vetor de parame-
trízação v;, que caracteriza ou sintetiza um conteúdo comum a todas essas regiões: 
Yp = [pj], r2[pjj,-- ·, Tm[Pj]) 
exemplo de Histograma a função de parametrização pode ser o cálculo do ""cu-
grama distância média a todos histogramas dos diferentes segmentos processa-
dos é menor. Este vetor sintetiza a informação de cor das diferentes regiões. 
,. Uma função s de distância : Esta função estima a similaridade entre um 
vetor característico 11;, e um vetor de pararnetrização Yp. Esta função gera um 
valor no intervalo [0, 1 J que estima a similaridade entre o conteúdo representado 
por ambos vetores, isto é, s(V~, Vp) E [O, 1 ]. O valor da função de distância deve 
estar no intervalo [O, 1] para garantir uma equalização dos valores de similaridade. 
Esta equalização garante que os valores similaridade dos diferentes MR sejam 
comparáveis, isto é. tenham aproximadamente o mesmo intervalo 
geral, esta função está associada a urna métrica. 
Em 
1\ o exemplo de histograma, a métrica Euclidiana pode ser utilizada como função de 
distância. 
4.4.2 Normalização das funções de distância 
De modo geral, a função de distância s está baseada em uma métrica d aplicada sobre os 
vetores característicos. Urna métrica em geral pode ter valores em um domínio [0, k] onde 
k eventualmente pode ser infinito. No entanto, corno foi mencionado, a função de distância 
s se define no domínio [0, 1], Esta propriedade garante o mesmo intervalo de valores de 
similaridade para qualquer MR e portanto a possibilidade de combinar seus valores. Por 
esta razão, é necessária a introdução de urna função de normalização T : [O, k] -+ [O, 1] tal 
que 
s(l1~, Vp) = T(d(V~, Vp)) (4.2) 
Note-se que quanto maior o valor de distância menor deve ser o valor de s representando 
menor similaridade. Um valor da distância (O) deve ser transformado em um valor de 
similaridade (1) e um valor de distância próximo de k deve gerar um valor se similaridade 
próximo de (0). 
Existe um outro aspecto onde a normalização pode ser necessária. Vetores carac-
terísticos são definidos sobre espaços multi-dimensionais e a distribuição de valores em 
cada uma de estas dimensões pode ser totalmente distinta. Se aplicadas métricas sobre 
estes vetores, a influência de cada dimensão no valor de distancia final pode ser diferente. 
Urna maneira de aliviar esta situação é aplicar funções de normalização em cada dimensão 
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para distribuir seus possíveis valores no intervalo [O, 1]. Esta transformação garante que 
cada dimensão influencie da mesma maneira o resultado de distância final. 
V árias propostas de funções de normalização podem ser encontradas na literatura [2]. 
4.4.3 Modelos de Representação combinados com os padrões e 
retroalimentação 
A introdução dos modelos de representação permite completar a definição de retroali-
mentação. 
O sistema necessita processar os padrões considerando os diferentes MR. De fato, para 
cada modelo R; a função de parametrização T; é aplicada sobre cada padrão, obtendo-se 
diferentes vetores de parametrização que caracterizam este padrão. 
A figura 4.4 mostra a especificação da consulta pelo usuário selecionando as diferentes 
regiões, envolvendo dois padrões. A seguir, as funções parametrização dos diferen-
tes MR são aplicadas, gerando-se os vetores de parametrização. Na figura, cada elipse 
corresponde a um padrão. Em (b) cada "versão" da elipse corresponde a um vetor de 
parametrização para um MR diferente do mesmo padrão. Assim. por exemplo, a elipse 
mais escura corresponde à aplicação do MR 1 obtendo-se da aplicação de T1 para o padrão 
1 (superior) e 2 (inferior). 
Desta forma, uma consulta pode ser descrita a partir de um conjunto de Pc de vetores 
de parametrização associados a np diferentes padrões e nr modelos de representação, isto 
é, 
Pc = [Pc[pd, Pc[pz], · · · Pc[pnp]] (4.3) 
onde Pc[pj] representa o conjunto dos diferentes vetores de parametrização para o padrão 
Pj 
(4.4) 
Cada V R.;[j] corresponde ao vetor de parametrização para o padrão Pj no modelo R;, ou 
seja, VR.;[j] = T;(Pj). 
A retroalimentação refina os padrões, isto implica que as funções de parametrização 
T; dos diferentes MR devem ser novamente aplicadas em cada iteração sobre as definições 
dos padrões. 
Este processo é ilustrado na figura 4.5. O resultado de uma consulta é um conjunto de 
imagens com regiões contendo padrões (figura 4.5(a)). O usuário confirma/rejeita estas 
regiões (figura 4.5(b)) e o mecanismo de retroalimentação refina o conjunto de regiões 
do padrão (figura 4.5(c)), que é utilizado como entrada na seguinte consulta a partir da 
aplicação das funções de parametrização. 
Funções de 
Parametrização 
.------------. .-------------, 
Consulta 
(a) 
Consulta processada para 
as múltiplas representações 
(b) 
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Figura 4.4: Definição de uma consulta. (a) Cada elipse corresponde a um padrão, criado 
a partir de amostras de diferentes imagens de consulta. (b) Cada padrão é processado 
para se obter seus diferentes vetores de parametrização. 
O processo de retroalimentação deve permitir ao sistema avaliar o casamento de cada 
MR com o conceito de similaridade definida pelo usuário, ou seja, a relevância de cada MR 
para aquela consulta e usuário. A cada iteração, o sistema deve atribuir maior relevância 
aos valores de similaridade associados aos MR considerados mais significativos. 
4.5 Inserção das imagens no Banco de Dados 
A seção 4.2.2 definiu o padrão, constituído por um conjunto de regiões, como elemento 
básico de uma consulta. Por outro lado, o resultado esperado em uma consulta inclui as 
regiões similares a esses padrões. Estes elementos apontam à necessidade de inserir no 
banco de dados as regiões que compõem cada uma das imagens. 
A proposta baseia-se no seguinte procedimento de inserção. Quando uma imagem 
J é incorporada ao Banco de Imagens, inicialmente é segmentada em N(J) regiões ho-
mogêneas {r1[J], r2[J], · · ·, TN(J)[J]} segundo a cor e textura. A seguir, cada região seg-
mentada rk[J] é processada utilizando cada uma das funções de extração de características 
Ei definidas para os diferentes MR. Como resultado, para cada região rk[ J] é obtido um 
conjunto de vetores {rl[JJ, r~[J], · · ·, rk'r[J]} onde rt[J] = Ei(rk[J])} descreve o conteúdo 
da região rk[J] segundo o MR R;. Para cada MR é criada uma estrutura onde são ar-
mazenados os vetores característicos gerados por essa representação para cada uma das 
Inserção das imagens no Banco de Dados 
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Figura 4.5: Processo de Retroalimentação. (a) Resultado da consulta: cada imagem 
tem uma região associada a cada padrão. (b) O usuário confirma as regiões associadas 
aos padrões que ele considera similares. (c) As regiões selecionadas pelo usuário são 
incorporadas à definição dos padrões. (d) São processados os "novos "padrões segundo as 
funções de parametrização dos múltiplos MR. 
4.6. Função de Similaridade 
regiões de todas as imagens do Banco de Dados. 
A figura 4.6 mostra este processo de segmentação e processamento. Os MR diferentes 
são ilustrados como retãngulos, que correspondem às várias representações de uma mesma 
imagem e suas regiões. 
(a) 
Funções 
Caracteristicas 
(h\ 
Figura 4.6: Inserção de uma imagem. (a) A imagem é inicialmente segmentada em regiões 
homogêneas segundo textura e cor. (b) Para cada região de cada imagem é gerado um 
vetor característico segundo cada MR. 
4.6 Função de Similaridade 
Um aspecto fundamental no processamento de uma consulta é a definição do critério de 
similaridade que será utilizado. Este critério deve considerar tanto as múltiplas repre-
sentações como as definições de múltiplos padrões. 
A similaridade de uma imagem J do banco de dados com a descrição de conteúdo 
especificada pela consulta Pc pode ser entendida como o resultado da aplicação de uma 
função Sg(Pc, J) que devolve um valor de similaridade no intervalo [O, 1]. 
Processar uma consulta corresponde a determinar quais as N imagens do banco de 
dados com maior valor da função Sg. 
Para definir este valor de similaridade, é necessário estabelecer uma relação entre 
os padrões e a imagem. Esta relação deve considerar que cada padrão é descrito por 
várias representações e que cada imagem é definida por regiões segmentadas, representadas 
igualmente por múltiplas representações. 
A figura 4. 7 mostra os diferentes aspectos que a função S gdeve considerar para o 
cálculo da similaridade de urna imagem dada com uma consulta definida pelo usuário: os 
múltiplos padrões, as diferentes formas de representação e o conjunto de regiões associadas 
a cada imagem. Cada tonalidade de cinza, na figura, corresponde a um MR e cada grupo 
de elipses corresponde a uma descrição de padrão. Neste caso a consulta consiste de dois 
padrões. 
Consulta Imagem no banco de dados 
IJ 
Tr t . 
Sg I 
I 
Consulta Processada para múltiplas representações 
Figura 4. 7: Modelo de similaridade: O cálculo da similaridade depende da relação en-
tre os diferentes padrões em múltiplas representações (grupos de elipses) e os segmentos 
das imagens (regiões delimitadas dentro das imagens) também nas suas múltiplas repre-
sentações. 
O cálculo do valor de similaridade S g de uma imagem do banco de dados em relação 
aos padrões de uma consulta pode ser entendido como um processo hierárquico em vários 
níveis, como ilustrado na figura 4.8. Este processo define uma árvore de similaridade 
cujos nós devem ser avaliados para o obter o resultado final de similaridade. No próximo 
capítulo será apresentada uma proposta de algoritmo de cálculo que reduz a complexidade 
deste cálculo. 
O processo de cálculo da similaridade é dividido em duas etapas: 
1. Similaridade Intra-Padrão (Sp): Esta função determina a similaridade entre uma 
imagem J do Banco de Dados e um padrão Pi descrito na consulta Pc como Pc[Pil· 
Esta função considera em sua definição as diferentes regiões da imagem e os dife-
rentes MR. 
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2. Similaridade Global (Sg): A função Sg combina todos os valores de similaridade 
Intra-Padrão em um único valor de similaridade global associado a toda a imagem. 
seções seguintes apresentam estas 
SIMILARIDADE GLOBAL 
SIMIT...ARIDADE 
TI>ilRA-P ADRÃO 
etapas detalhadamente. 
Fú"i'l"ÇÕES 
CARACTERíSTICAS 
Figura 4.8: Arvore de cálculo de similaridade: Diferentes níveis no cálculo da similaridade 
de uma imagem com padrões de consulta. O cálculo é feito de maneira ascendente ( bottom-
np) 
4.6.1 Função de Similaridade Global 
A função de Similaridade Global determina o valor final de similaridade entre uma des-
crição de consulta Pc e uma imagem J. 
Formalmente, a função Sg é definida como Sg: P x J---+ [0, 1] sendo J o conjunto 
das imagens no Banco de Dados e P o Espaço de Parâmetros definido na seção 4.3. 
Este valor final de similaridade (global) combina as similaridades intra-padrão Sp 
de cada um dos padrões da consulta com a imagem, como apresentado na figura 4.8. 
Motivados pela abordagem apresentada por Fagin em [17] este cálculo é entendido como 
uma função M g que combina em um único valor final os valores de similaridade intra-
padrão: 
Na figura 4.8, a avaliação de cada similaridade intra-padrão Sp(Pc[PJL J) representa 
o relacionamento entre o padrão PJ, descrito por um conjunto de elipses, com a imagem 
descrita pelas diferentes representações e regiões. 
A função M g adotada neste trabalho será apresentada na seção 4. 
4.6.2 Função de Similaridade Intra-Padrão 
A função Sp determina a similaridade de um padrão com a imagem. Esta similaridade 
pode ser definida igualmente por uma função Mp que combina em um único valor as si-
milaridades entre as diferentes representações um padrão e as diferentes representações 
e regiões associadas a uma imagem. 
Formalmente, a função Sp é definida como Sp : P x J -+ [0, 1], sendo sendo J 
o conjunto das imagens no Banco de Dados e P o Espaço de Parâmetros de um MR 
específico. 
Sp(Pc[pJl,J) = Mp( s1(ri[J],VRJ[j]),···,s1(ri,(Jp],VRl[j]), 
s2(ri[J], VR2 [j]), · · ·, s2(r~(J)[J], VR2[j]), 
onde N(J) é o número de regiões da imagem J. 
( 4.6) 
r;,[J] corresponde ao i-ésimo vetor característico da região rm da imagem J, isto 
é, a descrição do conteúdo da região segundo o MR R;. Estes vetores são gerados e 
armazenados no momento da inserção da imagem J no banco de dados, como descrito na 
seção 4.5. 
A função Mp adotada neste trabalho será apresentada na seção 4.7.2. 
Note-se que V R;[j] corresponde ao vetor de parametrização do padrão Pj segundo 
o MR R;. Este outro nível de cálculo pode ser considerado como uma sub-árvore que 
representa a integração de todas as possíveis combinações de regiões da imagem e de 
representações, como apresentado na figura 4.8. 
A determinação da similaridade entre um padrão e as regiões da imagem, descrita na 
figura 4. 7, foi incorporada à árvore, agora considerando vários padrões. 
O nível de cálculo inicial da função de similaridade está na avaliação de s;(r;,[J], V R;[j]) 
que determina o valor de similaridade da região r m da imagem J com o padrão PJ segundo 
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o MR R;. Note-se que si corresponde à função de distância de R; como definido na seção 
4.4.1 
avaliação de Si(r:n[JL [j]) pode ser entendida como uma função de classificação 
que estima o grau pertinência do vetor r:r,[J] à classe descrita pelo vetor de parame-
trização V R; [j], para o modelo R;. 
Da análise anterior, infere-se que o cálculo da similaridade de uma imagem implica 
em uma procura em toda uma árvore de diferentes padrões, representações e segmentos 
como apresentado na figura 4.8. Como veremos no capítulo 5, o cálculo pode ser reduzido 
a partir da poda de sub-árvores desta árvore. 
4.7 Modelo de similaridade e retroalimentação ado-
tados 
As funções A1 g e M p estabelecem, na realidade, condições sobre as similaridades intra-
padrão e funções de distância, respectivamente. 1Jm abordagem natural seria descrever 
estas condições como predicados No entanto, a lógica booleana não pode ser utilizada 
para expressar estes predicados, dado que o valor de similaridade não .é booleano, mas 
um número real. Portanto, outros modelos são necessários. 
Como metáfora para a compreensão de proposta para estas funções, considera-se a 
existência de um conjunto de n "juízes" ou votantes {Vi,···, Vn} que realizam uma apre-
ciação sobre algum aspecto e uma tupla X em um banco de dados. Não necessariamente 
todos os juizes julgam o mesmo aspecto. Posteriormente, todos estas avaliações são inte-
gradas em um valor final de acordo com um determinado critério ou função. Exemplos 
típicos desta abordagem são os sistemas de avaliação em esportes como ginástica ou salto 
ornamental. Fagin em [20] define o conceito de função de pontuação (Scoring func-
tion) para denominar este tipo de função. Uma função de pontuação f(x, x 2 , · · ·, xn) 
calcula um resultado final associado a uma tupla X corno integração dos valores { xi} que 
são as avaliações dos respectivos {V;}. 
Este modelo pode ser adaptado ao nosso problema considerando .Mg e lvfp como 
funções de pontuação. No caso, uma tupla corresponderia a uma imagem. 
Para a função de similaridade intra-padrão , cada X; pode ser interpretado como a 
avaliação da similaridade da imagem com um padrão segundo a "visão" de um determinado 
MR. Cada MR pode ser interpretado como um "juiz" diferente. A função l'vf p combina 
todos estes resultados em uma pontuação final para esse padrão. 
No caso da função de similaridade global, cada x; pode ser interpretado como a ava-
liação da similaridade desta imagem com um padrão. A função de pontuação M g combina 
estes resultados em uma pontuação final para a imagem. Neste caso estaríamos interpre-
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tando a avaliação de cada padrão como sendo realizada por um "juiz" diferente. 
O conceito de função de pontuação é suficientemente geral para considerar sua 
lização em vários modelos de avaliação numéricos, em particular lógica fuzzy. modelo 
de lógica fuzzy, um predicado corresponde a uma expressão que combina vários operado-
res fuzzy e cujo resultado é um valor entre O e 1 que define o grau de pertinência de um 
elemento a um conjunto, isto é, um grau de verdade. caso de uma tup!a X em um 
banco de dados, uma formula em lógica fuzzy pode ser transformada em uma função de 
pontuação que devolve um valor fuzzy para essa tupla. 
4.7.1 Função de Similaridade Global adotada 
A função de pontuação M g estabelece a integração dos valores das similaridades intra-
padrão. Se analisado do ponto de vista da lógica booleana, a forma mais desta 
integração seria uma conjunção, isto é, exigir que a imagem satisfaça simultaneamente a 
condição de similaridade para todos os padrões. O operador de conjunção fuzzy é definido 
como o mínimo entre todos os termos da conjunção. Em nosso caso, corresponderia ao 
valor mínimo entre todas as similaridades intra-padrão, isto é, 
M g( Sp( Pc[p,], J) · · ·, Sp(Pc[pj], J), · · ·, Sp(Pc[pnp], J)) 
= Sp(Pc[p,J, J) · · ·, !\ Sp(Pc[pi],J), · · ·, !\ Sp(Pc[pnpJ, J) ( 4-7) 
= minl:Sj:Snp{ Sp(Pc[pj], J)} 
Embora este seja o modelo que adotaremos para a Similaridade Global, outros modelos 
poderiam ser aplicados. Por exemplo, em um modelo probabilístico, a Similaridade Global 
poderia ser considerada como a probabilidade de que uma imagem seja similar à consulta. 
Considerando que essa probabilidade depende da probabilidade de a imagem ter regiões 
similares em todos os padrões, então a Similaridade Global seria o produto de todas as 
probabilidades, isto é, 
Sg(Pc, J) = II (Sp(Pc[pj], J)) (4.8) 
l::SJ::=;np 
4.7.2 Função de similaridade Intra-Padrão adotada 
No caso da Similaridade Intra-Padrão várias abordagens podem ser utilizadas para definir 
Mp, combinando as diferentes similaridades envolvidas. No entanto, continuando com 
a analogia com a lógica booleana, a forma natural a adotar seria uma disjunção, isto é, 
considerar que é suficiente que uma região da imagem em qualquer uma das representações 
seja similar para considerar a imagem similar. Trasladado à lógica fuzzy adotada, seria 
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aplicado o operador de disjunção fuzzy que é definido como o máximo entre todos os 
valores s;(rk[/J, VRj[i]), isto é, 
Mp( s1 (ri[J], V RI[j]), · · ·, s1(rY,cpj[JJ, VR,[j]), 
s2(rr[J], VRz[j]), · · ·, sz(r~(J)[J], VRz[j]), 
s1(ri[J], VR1[j]) V··· V s,(r];.vPL VRI[j]) 
Sz(ri[J], VRz[j]) V··· V Sz(r~(J)[J], v'R2[j]) 
í nrrJ1 TrD ['')V \f ( nr [J] VD r '1) BnnT1 l J< v "nr JJ ···v Bnr TN(J) , "nrL]J 
- maxl:Si:Snr,l:Sk:SN(J){s;(rk[J], [j])} 
(4.9) 
Considerando a análise de cada imagem como uma função independente, podemos 
redefinir esta equação da seguinte forma: 
Mp ( Simlml(V Rl[j], J), · · ·, Simlmnr(VRnr[j], J)) 
- Simlml(VR,[j], J) V··· V Simlmnr(VRnr[jJ, J) 
- maxl:Si:Snr{Simlm;(VR;[j], J)} 
onde o elemento Simlm;(VR;[j], J) é definido como: 
Simlm;(VR;[j].J) = max {s;(rk[J]. VR;[j])} 
' l$k:SN(J) . ' 
4.7.3 Inclusão de pesos na similaridade 
( 4.10) 
( 4.11) 
Como apresentado anteriormente, o processo de retroalimentação deve provocar modi-
ficações no cálculo das similaridades em cada iteração. 
Como parte do cálculo da similaridade, o sistema estima quantitativamente a capaci-
dade ou relevância de cada MR para modelar o senso de percepção do usuário para cada 
padrão Pj. Esta relevância é representada por pesos ( Bj) associados a cada padrão Pj para 
o MR R; 
Nesta seção é apresentada a introdução destes pesos na função de Similaridade Intra-
Padrão. 
Abordagem de Fagin A extensão de uma função de pontuação para incluir pesos 
pode ser vista como a associação de pesos a cada termo, na expressão original da função. 
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Em outras palavras, dada urna função de pontuação f(x1, xz, · · ·, Xn), a inclusão de pesos 
el,e2,···,11n é realizada corno f(e,e,.,Bn)(Xl,Xz,···,Xn = f(l9lxc,11zxz,···,11nXn)· Como 
condição adicional é razoável exigir que Bi = 1. 
No entanto, esta extensão não garante certas propriedades desejáveis na função resul-
tante. Por exemplo, considerando a função de pontuação min, a função estendida segundo 
o raciocínio anterior ficaria: 
( 4.12) 
Seja, por exemplo, a existência de dois termos na função 
min8, 8,(x1,x2) = min(l11x1 ,B2x 2). Consideremos então o comportamento da função em 
relação ao peso 111. Quando seu valor é O, o resultado final da função mino,1(xhx2) = x1. 
Por outro lado, quando o valor de B1 é 1, o resultado seria min1•0 (x1 , x2 ) = Xz. Finalmente 
no caso em que o valor dos dois pesos é o mesmo (1/2) é razoável considerar que os pesos 
não tenham nenhum impacto, e portanto, a função com peso deve comportar-se como a 
função original, isto é: minl ~ (x1 , x 2 ) = min(x1 , x2) mas neste caso não se garante esta 2'2 
propriedade pois o resultado obtido é ~min(x1 , x 2 ) 
Outro problema surge em outras valo rações dos pesos, onde nem sempre é possível um 
comportamento contínuo da função, isto é, com uma pequena variação do peso acontecem 
saltos no seu resultado. 
Considerando esta situação, Fagin propõe em [20] um método para transformar uma 
função de pontuação sem pesos em urna função com pesos ( Weighted Scoring Function). 
Este método baseia-se nas seguintes definições e teorema. 
• Dizemos que uma função de pontuação com pesos f(e,.e,,. .. ,en) é baseada em uma 
função de pontuação sem pesos f se f(~c·);)(xl,x2,···,xn) = f(x1,x2,···,xn)· 
• Dizemos que uma função de pontuação com pesos f(e 1 ,e2 ,. .. ,en) é compatível se 
f(B1 ,e2 ,.-·,Bn-l ,o) (xl, X2, · · ·, Xn) = f(e1 ,e,,. .. ,Bn_ 1 ) (xl, x2, · · · , Xn- I) 
Teorema 4.1 (Função de Pontuação com pesos(Fagin) [20]) Para toda função de 
pontuação sem pesos f existe uma função de pontuação com pesos f(e,e, •... ,en), compatível, 
baseada em f e contínua em (Ih, 82, • • ·, Bn)· Se I = {1, 2, · · ·, n} e X e 8 são índices 
sobre I tais que B1 2 82 , 2 · · ·, 2 en então a função de pontuação com pesos tem a forma: 
fe(X) = (B1- Bz) · f(x1)+ 
2 · (&2- B3) · J(x1,x2)+ 
3 · (193- 84) · f(xl, Xz, x3)+ 
···+ 
n ·11m· f(xl, X2, · · ·, Xn) 
( 4.13) 
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Este teorema permite transformar facilmente uma função de pontuação sem pesos em 
uma equivalente com pesos. 
Aplicação da abordagem ao contexto da tese 
Consideremos que ej = {O}, OJ, · · ·, eyr)} corresponda ao conjunto de pesos para os dife-
rentes em relação ao padrão 
Aplicando o teorema 4.1, a Similaridade Intra-Padrão Sp apresentada em 4.7.2 pode 
ser transformada em: 
Spe;(Pc[pj],J)= lvfpe;( Símfm1(VR1[j],J), 
Simlmz(V R2[j], J), 
\ 
Sim!mnr(V Rnr[j], J)) 
(O}- OJ) · Simlm1(VR1[j], J)+ 
2 ·(O]- OJ) · max1:Si::;2{Sim!mi(V Ri[j], J)}+ 
···+ 
nr · eyr · max19:Snr{Simlm;(V R;[j], J)} 
onde Oj representa o peso que tem a representação R; para o padrão Pj. 
(4.14) 
Note-se que cada peso está associado a um termo que corresponde ao maior valor 
de similaridade dentre todas as regiões da imagem segundo a representação, isto é, não 
estamos associando pesos à similaridade de cada região da imagem mas aos diferentes 
MR. 
A equação 4.14 permite associar um valor de similaridade a uma imagem J do banco 
de dados. 
4.7.4 Mecanismo de Retroalimentação 
O mecanismo de retroalimentação origina-se da avaliação pelo usuário das regiões as-
sociadas a cada padrão nas imagens resultantes da consulta. Esta avaliação modifica 
parâmetros associados à maneira em que os MR e os padrões intervêm na função de 
similaridade. 
Estes parâmetros são de dois tipos: 
.. Os pesos associados a cada padrão e cada forma de representação (Oj). O sistema 
deve determinar automaticamente a relevância que cada forma de representação tem 
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para o cálculo da Similaridade Intra-Padrão de cada um dos padrões. A forma com 
que os pesos intervêm nesta similaridade já foi abordada anteriormente. 
e Os vetores de parametrização ll.Ri[j]. Para cada padrão e cada forma de repre-
sentação é gerado um vetor de parametrização V R;[j]. Cada iteração do processo 
de consulta implica na redefinição do conjunto de regiões que descreve um padrão 
e portanto, na redefinição destes vetores. Estes vetores participam na definição 
função de similaridade através da avaliação das funções de distância de cada MR 
s;(r;,[JJ, li R;[j]). Os valores da avaliação destas funções em cada iteração são dife-
rentes e modificam o resultado final da função de similaridade. 
Com a mudança destes parâmetros, a função de similaridade é redefinida em cada 
iteração permitindo o processo de refinamento da consulta. O cálculo dos vetores de 
parametrízação em cada iteração é resultado da definição das funções de parametrizaçâo 
de cada modelo R;. entanto, no caso dos pesos é necessário um para seu 
cálculo. A seção seguinte apresenta detalhadamente com este cálculo é realizado. 
4. 7.5 Cálculo dos pesos 
O processo de cálculo dos pesos Bj tem como objetivo fundamental dar maior relevância 
àqueles MR que melhor representem a noção de similaridade do usuário responsável pela 
consulta. Por esta razão, deve ser estabelecida uma relação entre as melhores regiões para 
um MR, segundo um padrão, e as melhores regiões para um usuário, segundo este mesmo 
padrão. A partir desta relação, deve ser definido o peso 11} do MR R; para o padrão Pj. 
Como se pode deduzir da expressão de similaridade intra-padrão (Equação 4.14), as 
N melhores regiões para cada MR R;, em cada padrão Pj, são aquelas com maior valor de 
similaridade si(r;,[JJ, V R;[j]). No entanto, estas regiões não necessariamente são as que 
têm o maior valor de similaridade intra-padrão. Isto quer dizer que as melhores regiões 
para cada MR não têm de ser necessariamente aquelas escolhidas pelo sistema na resposta 
a uma consulta. 
Definamos os seguintes conjuntos: 
" Seja RMJ o conjunto das N regiões de maior similaridade para o MR R; para o 
padrão pj, isto é, as de maior valor de s;(r;,[J], V R;[j]). 
• Seja RSj o conjunto das N regiões de maior valor de Spe; (Pc[pj], J) e portanto na 
resposta do sistema considerando o padrão Pj isoladamente. 
a Seja RUj o conjunto das regiões de maior similaridade com o padrão Pj selecionadas 
p e! o usuário. 
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" Seja Mj = RMJ n RSj o conjunto das regiões de maior similaridade para o MR ~ e 
o padrão Pj que também pertencem ao conjunto de maior similaridade intra-padrão 
é, aquelas imagens incluídas na resposta do sistema para o padrão P) 
estão no conjunto das mais similares para o MR 
A partir destes conjuntos, podemos estabelecer uma medida da relevância de um 
no conjunto das regiões de maior similaridade intra-padrão para um Pj 
determinado. Para é definido o conceito de compatibilidade do sistema. 
Definição 4.6 (Compatibilidade do sistema) Denominamos compatibilidade do 
sistema com o MR ~ para o padrão pj a seguinte relação: 
(4.15) 
isto é, a proporção entre o número de regiões de maior similaridade para o ~ que 
formam parte do conjunto do resultado para Pj (.MJ) em relação ao número total de regiões 
desse resultado (RSj) que sempre é N. 
C Sj pode assumir valores discretos no conjunto {O, 1c, ?ê, · · · , 1}. Um valor 1 indica 
que todas as regiões no conjunto das mais similares com o padrão Pi, segundo o MR 
~' estão incluídas na resposta do sistema para o padrão Pj· um valor O indica que 
nenhuma das regiões neste conjunto estão incluídas na resposta. Assim, este valor C Sj 
descreve quantitativamente a relevância que tem o MR ~ no resultado da similaridade 
intra-padrão. 
O fato que C Sj pode ter valores menores que 1 impõe uma restrição ao confronto 
deste MR com o usuário. O usuário confirma apenas aquelas regiões que o sistema lhe 
apresentou e a partir dessa confirmação devem ser redefinidos os pesos para cada MR. No 
pior dos casos, quando C Sj = O, o usuário não tem como avaliar a relevância do MR ~ 
pois a seleção da similaridade intra-padrão não lhe oferece regiões que permitam realizar 
esta avaliação. 
Esta situação define uma primeira premissa na proposta de pesos: um MR deve ser 
avaliado em relação à confirmação pelo usuário das imagens por ele escolhidas , sem 
prejuízo de ter sido menos favorecido pela função de similaridade intra-padrão. 
· A partir desta premissa, definimos uma medida de quão relevante é um determinado 
!V! R para o usuário. 
Definição 4. 7 (Compatibilidade do usuário) Denominamos de compatibilidade do 
usuário com o MR ~ para o padrão Pj a seguinte relação: 
,; 1 Ruj n RIYIJ 1 
C0j= Ji11il 
' J' 
(4.16) 
4. 7. Modelo de similaridade e retroalímentação adotados 72 
isto é, a proporção entre o número de regiões confirmadas pelo usuário para o padrão Pj, 
dentre o conjunto das mais similares segundo o MR R; para o padrão Pj, em relação ao 
número total de regiões selecionadas pelo R; que o usuário está em condições de 
avaliar, isto é que fazem parte da resposta do sistema. 
cu; pode assumir valores discretos no conjunto {o, 1,~'1' 1'~'1' ... ' 1} 
) J 
Fazendo a mesma análise que no caso anterior, um valor 1 indica que o usuário con-
firmou todas as regiões selecionadas pelo MR R; fazendo parte da resposta. Por outro 
lado, um valor O indica que o usuário não confirmou nenhuma das regiões de RMj na 
resposta. O valor de CUJ é um indicador quantitativo do grau de relevância do MR R;, 
nas confirmações realizadas pelo usuário. 
Quando o conjunto MJ é vazio, então a resposta do sistema para o padrão pj não 
contem nenhuma das imagem incluídas no conjunto das mais similares segundo o MR R;. 
caso a compatibilidade do usuário é indefinida. 
Partindo da definição destas compatibilidades a relação: 
. cui T' = __ J 
1 CS' J 
define um critério de quando e quanto aumentar ou diminuir cada peso. 
( 4.17) 
Note-se que teoricamente TJ pode assumir valores no conjunto discreto dado por 
{0, fi, ?J, · · ·, 1, 2, · · ·, N}, sendo No número de imagens requisitadas na consulta. 
A condição TJ > 1 indica que a compatibilidade do usuário com o MR é maior que a 
compatibilidade do sistema com o mesmo MR. Esta condição representa um critério para 
que na próxima iteração a função de similaridade intra-padrão considere um aumento na 
relevância desse MR 
No caso contrario, a condição TJ < 1 indica que a compatibilidade com o sistema é 
maior que a compatibilidade com o usuário e, portanto, é uma medida de que na próxima 
iteração a função de similaridade intra-padrão deve diminuir a relevância desse MR. O 
caso em que T] = 1 indica que a relevância para o sistema e para o usuário é a mesma e, 
portanto, o peso está correto. 
O próprio valor de TJ é uma boa medida da magnitude em que o peso deve ser alterado. 
O valor de TJ , além de indicar que o peso deve aumentar ou diminuir, indica em que 
magnitude o usuário considera esse MR melhor ou pior do que o sistema considera e, 
portanto, em que proporção o valor do peso deve ser alterado.O maior aumento do peso 
TJ acontece quando TJ = N e o menor quando TJ = O 
Finalmente, como mencionado, a compatibilidade do usuário (equação 4.16) pode ser 
indefinida implicando também a indefinição da equação de TJ. Como foi analisado ante-
riormente, esta situação corresponde ao caso em que a resposta da função de similaridade 
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intra-padrão não inclui nenhuma das regiões da resposta do MR R;. Este aspecto obvi-
amente deve ser considerado. Nossa proposta, neste caso, é considerar que TJ = 1, isto 
é, como nesta iteração não existe para avaliar o MR R;, então ele não deve sofrer 
nenhuma alteração na sua relevância. 
A partir da definição de T], uma primeira forma de definir os pesos pode ser a nor-
malização de cada em relação à soma de todos eles, isto é, 
Ti 
___ J_ 
- I:;Tj ( 4.18) 
Desta maneira o peso l:ij de cada MR é estabelecido de acordo com a proporção do valor 
do seu TJ associado em relação ao resto dos MR. No entanto, esta forma de definição dos 
pesos não considera o valor destes na iteração anterior, isto é, o histórico dos pesos. Desta 
maneira, este critério estaria considerando unicamente o resultado da iteração. 
Um dos pressupostos do nosso trabalho é considerar uma consulta como um processo 
de aproximação sucessiva do resultado esperado pelo usuário. A partir deste pressuposto, 
definimos uma segunda premissa: os novos pesos devem ser calculados a partir da correção 
dos pesos anteriores, isto é, a história acumulada nos pesos até a iteração anterior deve 
ser considerada no novo cálculo. 
Para garantir esta premissa, definimos: 
(4.19) 
em que 5j representa o valor do peso 1:1} corrigido com o valor de TJ, mas proporcionalmente 
ao seu próprio valor. 
Como passo final, realizamos a normalização dos valores de 5j para obter os pesos éij 
para uma nova iteração: 
( 4.20) 
Esta abordagem garante uma correção gradual dos pesos, permitindo, porém, uma 
correção significativa no caso de um valor de TJ muito relevante, em relação ao resto dos 
MR. 
4.8 Parâmetros de precisão do modelo 
De maneira ideal, o modelo proposto nas seções anteriores, deve permitir o refinamento 
sucessivo da consulta e da resposta do sistema, e concluir com o melhor resultado que o 
sistema possa oferecer ao usuário. No entanto, determinados fatores contribuem para que 
esta melhor resposta não seja garantida. Alguns destes fatores são: 
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" Falta de um critério de finalização da consulta: 
O processo de consulta por refinamento proposto deve considerar dois cenários 
possíveis de conclusão: (1) o resultado obtido pelo usuário está acordo com 
suas expectativas e ele finaliza a consulta; (2) o resultado obtido pelo usuário é 
insatisfatório e o usuário desiste de refiná-lo. Em ambos os casos, existe a possi-
bilidade de que próximas iterações consigam devolver um resultado mais preciso. 
No entanto, o usuário não tem um critério para decidir se deve continuar ou não o 
processo de consulta. 
" Usuários inconsistentes: 
A definição de um padrão é totalmente dependente do usuário, tanto na sua definição 
inicial como no seu refinamento ao longo do processo de consulta. Um usuário que 
não mantém coerência na seleção de regiões pertencentes a um padrão o 
sistema a respostas imprecisas. 
" Modelos de Representação inadequados: 
Alguns MR utilizados pelo sistema ou a combinação deles podem ser inadequados 
para representar a noção de similaridade do usuário. Esses MR não contribuem 
para a determinação do resultado e eventualmente podem ser removidos do cálculo 
da similaridade. 
Estes fatores, que afetam o resultado de uma consulta, não são possíveis de ser evi-
tados, sobretudo se consideramos que os dois primeiros casos dependem totalmente de 
decisões subjetivas. No entanto, é possível para o sistema estabelecer medidas que per-
mitam identificar estas situações e indicá-las ao usuário. 
Consideremos o processo de consulta como uma aproximação do modelo de similari-
dade do sistema ao critério de similaridade do usuário. Em cada iteração da consulta, o 
usuário deve confirmar os resultados a ele apresentados Como conseqüência, os vetores 
de parametrização V .R;[j] e os pesos 8] são redefinidos. Se em duas iterações sucessivas 
as mudanças produzidas no processo de retroalimentação são pequenas, podemos inter-
pretar que o sistema e o usuário estão convergindo em suas valorações. Se consideramos 
a evolução destes valores em iterações sucessivas, é possível identificar alguns comporta-
mentos específicos à consulta. 
Se todos os valores de {Tj} são muito próximos de 1, isto indica que o usuário e o 
sistema chegaram a uma convergência em relação à importância de cada MR para cada 
padrão, isto é, em relação aos pesos. Esta situação indica que a retroalimentação do 
usuário não está contribuindo mais para o refinamento dos pesos e que este atingiu uma 
situação de estabilidade. 
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De maneira análoga, suponhamos que a similaridade entre os vetores de parame-
trização, V R; [j]' e V R; [j]", de duas iterações sucessivas associados a um MR, atinge um 
valor muito alto, isto é, próximo a 1. Esta situação indica que a retroalimentação 
do usuário não está contribuindo muito para a definição do padrão Pj no MR e, igual-
mente, é sinal de uma estabilização na definição do padrão para o usuário. 
Se ambos os processos de estabilidade ocorrem para todos os MR então isto HHHc" 
a convergência entre o modelo de similaridade do sistema e a noção de similaridade do 
usuário em todos os MR Como conseqüência, o sistema não vai conseguir melhorar os 
resultados da consulta. Diante de uma tal situação, um usuário pode reiniciar a consulta 
redefinindo sua percepção sobre os padrões, ou aceitar a última resposta do sistema. 
Por outro lado, é possível que durante o processo de consulta nenhum MR consiga 
atingir a estabilidade dos pesos e dos padrões. Esta situação pode ser um indicador de 
que o usuário não está sendo coerente na definição dos padrões ou que nenhum MR é 
adequado para a noção de similaridade desse 
Para o caso da estabilidade em relação à definição dos padrões, nossa proposta é 
oferecer ao usuário os valores mínimos e máximos das diferenças entre os vetores de 
parametrização das duas últimas iterações. Chamaremos estes valores de indicador de 
estabilidade dos padrões. 
O Indicador de estabilidade dos padrões I P é definido como um par de termos 
IP = (IPmJPM) onde IPm = min{s;(VR;[j]', YR;[j]")} e 
IPM = max{s;(VR;[j]', VR;[j]")} sendo ·vR;[j]' e VR;[j]" os vetores de parametrização 
de duas iterações sucessivas para o MR R; e o padrão PJ. S; corresponde à função de 
distância do MR R; e calcula a similaridade entre estes vetores. O indicador tem valores 
no intervalo [O, 1] satisfazendo IPm::; IPM. 
Quando ambos valores IPm e IPM são próximos de 1, indicam poucas mudanças nas 
definições dos padrões. No caso em que IP.~v~ seja próximo a 1 mas IPm distante de 1, 
indica que ao menos um MR está estabilizado. Finalmente, um valor de I PM distante de 
1 indica que todas a definição do padrão está em mudança em todos os MR. 
De maneira análoga, para descrever a estabilidade no ajuste dos pesos podemos ana-
lisar os valores intervalos de valores do conjunto {TJ}. 
Como apresentado na seção 4. 7.5, valores de uma variável Tj iguais a O ou N indicam os 
casos de maior mudança de pesos. No caso do valor N indica o maior incremento possível 
do peso, enquanto o valor N indica a maior diminuição deste. Estes casos correspondem 
à menor estabilidade possível dos pesos. 
Para definir um indicador de estabilidade de pesos compatível com o indicador de 
estabilidade dos padrões os valores das variáveis {Tj} devem ser normalizados no intervalo 
[O, 1]. 
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No caso que TJ < 1 seja menor que 1 o próprio valor representa a magnitude da 
mudança de peso e, por tanto, sua instabilidade. No caso TJ > 1 é necessária uma 
normalização do intervalo [1, N] no intervalo [O, 1] de modo que o caso de m~ior 
instabilidade, isto é TJ = N seja associado com o valor 
A seguinte função define o processo de normalização das variáveis TJ. 
:::; 1: 
>L 
A partir desta função é definido o indicador de estabilidade dos pesos. 
( 4.21) 
O Indicador de estabilidade dos pesos J() é definido como um par de termos 
J{) = (UJm,I{)M onde lf}m = min{N(TJ)} e !{)111 = max{N(TJ)}. Os dois elementos do 
indicador têm valores no intervalo [O, 1] e satisfazem J()m :::; !{)111 • 
Note-se que quando os valores de l{)m, !{)111 estão ambos próximos de 1, que os 
pesos de todos os sofrem pouces mudanças. caso temos todos os 
pesos estão sofrendo mudanças importantes. 
Em geral, um processo de consulta deve começar com valores dos indicadores distantes 
de L Ao longo do processo de consulta, deve ocorrer uma aproximação de ao menos algum 
dos termos de J(} e de I P ao valor 1. Se ambos os termos de cada indicador se aproximam a 
1, então indica urna convergência com o usuário. Se nenhum dos dois termos se aproximam 
então indicaria problema de coerência do usuário ou dos MR. 
Assim, um critério de finalização da consulta pode ser definido como a impossibilidade, 
depois de algumas iterações, de aproximar algum dos indicadores aos valores esperados. 
4.8.1 O processo de consulta. Arquivos de profile 
O modelo de consulta apresentado parte de um processo cíclico de aproximação, depen-
dente do usuário. Este processo de aproximação pode implicar em um esforço importante 
do usuário para atingir um resultado adequado. Em posteriores consultas, o mesmo pode 
desejar realizar outras consultas utilizando alguns dos padrões já definidos. 
Para utilizar os resultados de consultas anteriores, devem ser criados arquivos profiles 
com a descrição dos parâmetros de definição de um padrão para um usuário . O conteúdo 
destes arquivos corresponde aos vetores de pararnetrização V R;[j] e os pesos (}j para o 
padrão Pj· Estes valores descrevem exatamente a função de similaridade desse padrão 
para futuras consultas e para esse usuário em específico. 
A partir destes dados, quando a consulta é realizada para mais de um padrão, a 
maneira inicial mais efetiva de fazê-la é refinar cada padrão individualmente. Depois 
deste refinamento o seu arquivo profile é gerado e, posteriormente, a consulta com mais 
de um padrão é realizada. 
Resumo 
4.9 Resumo 
capítulo apresentou o de sistema de recuperação por conteúdo proposto, 
modelo, o principal elemento consulta é o padrão, que corresponde a um con-
junto de regiões de imagens associadas pelo usuário a um mesmo conceito. Como parte 
integrante do modelo, foi introduzido um esquema de refinamento que considera uma 
consulta como um processo que permite ao sistema uma retroalimentação em 
cada passo, a partir da avaliação pelo usuário dos resultados apresentados. Um outro ele-
mento da proposta refere-se aos múltiplos modelos de representação do conteúdo, como 
mecanismo para aliviar a inexistência de modelos matemáticos universais de descrição 
do conteúdo das ISR O mecanismo de retroalimentação adotado permite o refinamento 
tanto das definições dos padrões como da associação de pesos aos diferentes modelos de 
representação do conteúdo, indicando a relevância atribuída pelo sistema a cada um dos 
:VíR em relaçâo à retroalimentação usuário. 
O próximo capítulo descreve alguns aspectos relativos à implementação dos conceitos 
aqui apresentados , 
Capítulo 5 
Aspectos de implementação do 
modelo 
5.1 Introdução 
Este capítulo descreve alguns aspectos de implementação do sistema proposto . Esta 
implementação está restrita a dois níveis: interface e algoritmos de extração de descrito-
res. O processamento de consultas completo não foi implementado mas está totalmente 
especificado. Inicialmente, é apresentada a arquitetura para o sistema de recuperação. 
Adicionalmente, o capítulo apresenta os algoritmos associados a um dos módulos mais 
importantes do sistema- o processamento das consultas. Este processamento implementa 
a medida de similaridade definida no capítulo anterior e realiza um processo de otimização 
visando a redução da complexidade do cálculo das imagens similares. Para tanto, foi pro-
jetado um algoritmo de processamento de consultas que explora características da medida 
de similaridade, assim como a existência de estruturas de índice espacial associadas a cada 
Modelo de Representação (MR). 
5.2 Arquitetura do Sistema 
A figura 5.1 apresenta a arquitetura do sistema para o modelo proposto. Esta arquitetura 
é composta das seguintes camadas: 
" Interface: responsável por intermediar a interação do usuário com o uso do sistema. 
Possui módulos para a inserção de imagens e processamento de consultas. 
• Processamento: responsável pelo processamento das imagens a serem inseridas e 
pelo processamento das consultas. 
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" Armazenamento: responsável pelo armazenamento das imagens e dos índices para 
recuperação. 
Mas 
l USUÁRIO j 
I 
I Padrão 11 ,,,,,I Prulrão m I ! Resultado da Consulta ! 
I 
Módulo de Inserção de Imagens I Módulo de Consulta I Interface 
i 
' 
I 
I ri ,-Módulo de Segmentação I Modulo de I Parametrização de Consulta 
I ~ ' Processamento s~ Módulo de ~I I Algoritmos Módulo de Execução da Consulta I I de representações 
' ' I 
' 
' t I I 
I lndliG;;] Estruturas I lndn I de Índíce Armazenamento 
Banco de Dados de Imagens 
Figura 5.1: Arquitetura do Sistema . 
., Módulo de Consulta: Este módulo implementa a comunicação com o usuário 
para a definição das consultas e a visualização dos resultados. Deve oferecer recursos 
visuais para a definição dos padrões . 
., Módulo de Inserção de Imagens: Este módulo implementa a comunicação com 
o usuário para a inserção de novas imagens no Banco de Dados, Este módulo deve 
ser de uso apenas do administrador do sistema. 
• Módulo de Parametrização de Consulta: Este módulo processa os padrões e 
gera parâmetros para cada um deles, a serem utilizados na a execução da consulta. 
Estes parâmetros são: pesos associados pela função de similaridade a cada padrão 
e representação (Equação 4.20); e vetores de parametrização para cada padrão 
(Equação 4,3). Para estes últimos o módulo utiliza o Módulo de Algoritmos de 
Representação. 
AJgoritmo Processamento de Consultas. 80 
e Módulo de Execução de Consulta. Este módulo implementa o algoritmo de 
execução da consulta que será apresentado em detalhes na seção 5.3. Recebe os 
parâmetros do ""''ucuv de parametrização e utiliza os recursos das estruturas 
índices. 
" Módulo de Segmentação. Este módulo implementa o algoritmo de segmentação 
das imagens e é utilizado pelo Módulo de Interface Inserção. 
" Módulo de Algoritmos de Representação: Este módulo implementa os diferen-
tes algoritmos dos modelos de textura e cor adotados. Na etapa de inserção, cada 
um dos algoritmos é aplicado em cada região da imagem obtida pelo módulo de 
segmentação, gerando, assim, para cada segmento, um vetor de características para 
cada MR. Na etapa de consulta, o Módulo de Pararnetrização aplica os algoritmos 
sobre as amostras associadas a cada padrão, utilizando os resultados para gerar os 
parâmetros a serem utilizados na execução consulta. 
e Estruturas de l:ndice. Para cada MR é definida uma estrutura de índice à qual 
é associada uma distância. Cada estrutura de índice armazena os vetores de ca-
racterística das regiões de todas as imagens do Banco de Dados para a forma de 
representação associada. Urna estrutura de índice deve oferecer corno recurso básico 
a possibilidade de determinar urna lista ordenada dos k vetores de regiões de imagem 
mais próximos a um vetor característico, isto é, um vetor de referência que repre-
senta urna consulta sobre esta estrutura. A seção 5.5 apresentara detalhadarnente 
o uso das estruturas de índice. 
As seções seguintes abordam mais detalhadarnente as etapas de urna consulta e em 
particular o Módulo de Execução da Consulta. 
5.3 Algoritmo de Processamento de Consultas. 
Corno apresentado no capítulo anterior, o resultado de urna consulta no banco de da-
dos pode ser entendido como a busca das N imagens com maior valor de similaridade 
globa!Sg(Pc, J) (Equação 4. 7). A expressão da função de similaridade Sg é aplicada a 
cada imagem armazenada no banco de dados. Os termos desta expressão sâo representados 
na árvore de cálculo da similaridade (figura 4.8) que reflete o aumento da complexidade do 
cálculo com o aumento do número de padrões, de MR e de regiões segmentadas das ima-
gens. Devido a esta complexidade, e tentando evitar a busca exaustiva em todo o banco 
de dados, é necessário definir um algoritmo que reduza o custo computacional permitindo 
o processamento da consulta de maneira eficiente. Esta seção apresenta o processo de 
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execução de consulta, com a introdução de estruturas de índice espacial para facilitar esta 
execução e, finalmente, uma proposta de algoritmo para este processamento. 
Resumidamente, uma consulta do usuário tem a forma: Q = (P, sendo -
{p,p2 , ···,Pnp} a definição dos diferentes padrões e o número máximo de imagens a 
serem recuperadas. Cada padrão Pi = {r1(pi), r 2 (p;), · · ·, rm(Pi)}, é definido inicialmente 
pelas regiões de diferentes imagens de consulta escolhidas como amostras do padrão. 
processo de definição dos padrões é realizado pelo usuário através do Módulo de Consulta 
apresentado na figura 5.1. 
A partir desta definição o processamento de uma consulta pode ser visto como a 
execução de várias etapas que são representadas na figura 5.2. Estas etapas são as se-
guintes: 
Definição dos padrões : (Modulo de Consulta) 
Etapa 1 
Extração de parâmetros 
(Módulo de Parametrização) 
Etapa2: 
Etapa3 
Apresentação de resultados ao 
usuário 
(Módulo de Consulta) 
Cálculo de similaridades 
Determinação da resposta 
(Módulo de Execução de Consulta) 
Figura 5.2: Etapas do processamento de uma Consulta 
1. Extração de parâmetros dos diferentes padrões. Esta etapa é realizada pelo Módulo 
de Parametrização. 
2. Cálculo das similaridades e determinação das imagens no conjunto resposta. Esta 
etapa é realizada pelo Módulo de Execução da consulta. 
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3. Apresentação dos resultados ao usuário. Este confirma a relevância dos resultados 
apresentados e o processamento volta à etapa 1 para o cálculo de novos parâmetros 
para uma nova consulta. Esta etapa é realizada no Módulo Consulta. 
Estas diferentes etapas serão apresentadas a seguir, considerando aspectos de imple-
mentação. 
5.3.1 Etapa 1: Extração de parâmetros. 
Como vimos no capítulo anterior, a extração de parâmetros dos padrões é realizada a partir 
da aplicação das funções de parametrização T; dos distintos MR. Esta extração gera a es-
trutura de dados Pc = (Pc[p1], • · · Pc[Pnp]) (Equação 4.3) que contém o conjunto de veto-
res de parametrização. Cada vetor de parametrização 
Pc[pj] = {V R1 [j), ···,V Rk[j], ···,V Rnr[j]} está composto pelas descrições do padrão 
cada MR, isto é, V R;[j] corresponde à aplicação da função de parametrização do 
MR R; sobre as regiões que definem o padrão Pj (Equação 4.4). 
O algoritmo 5.1 descreve resumidamente o processo de extração e construção dos 
vetores de parametrização. 
5.3.2 Etapa 2: Cálculo das similaridades e determinação das 
imagens no conjunto resposta. 
O modo "natural" de determinação das imagens mais similares em relação a uma consulta 
é analisar uma a uma as imagens do banco de dados e calcular sua similaridade globaL 
Aquelas com maior valor de similaridade são as escolhidas. Este tipo de processamento não 
é eficiente mas será adotado, inicialmente, para apresentar mais claramente os algoritmos. 
Posteriormente, na seção 5.5 será apresentada uma versão modificada e eficiente. 
Etapa 2.1: Cálculo da similaridade global das imagens no banco de dados 
O procedimento S g calcula a similaridade global dos padrões com cada imagem do banco 
de dados. Inicialmente, o procedimento Sp é usado para calcular o valor de similaridade 
intra-padrão da imagem com cada padrão Pi· Como resultado, obtem-se uma dupla 
(s[j], r[j]) que corresponde ao valor de similaridade intra-padrão s[j] da imagem com esse 
padrão e a região r[j] da imagem onde essa maior similaridade é atingida. 
A similaridade global associada à imagem é definida como o mínimo das similaridades 
{s[l],s[2],--·,s[np]} (Equação 4.7). 
Como resultado final deste procedimento, são devolvidas as N imagens com maior 
valor de similaridade, seus valores de similaridade, e as regiões dentro da imagem mais 
similares a cada padrão. O algoritmo 5.2 descreve este procedimento. 
Algoritmo 
Algoritmo 5.1 (Extração de parâmetros) 
Geral: Extract(p:,P2, · · · .Pn)-+ Pc 
Entrada: 
SaÍda: 
Passos: 
p1 ,pz, .. ·,pn: Padrões da consulta onde: 
Pi = {r:(Pi), r2(Pi), · · ·, rm(Pi)} são as 
regiões de diferentes imagens que formam o padrão Pi 
P0 : Resultado da extração de parâmetros de cada 
padrão Pj em cada MR 14 
Para cada padrão Pj 
Para cada MR 14 
V 14[pj] +-7i(r:(pj), rz(Pj), ), ... , rm{Pj)) 
Pc[pj] +-- {VR:(Pj), VRz(Pj), .... , VRnr(Pj)} 
Pc = {Pc[p;], Pc[pz], · · ·, Pc[pnp]} 
return Pc 
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Algoritmo 5.2 (Cálculo das N imagens mais similares) 
Forma Geral: S9 (Pc,N)-+ (Jr,Sr,Rr) 
Entrada: 
SaÍda: 
Passos: 
Pc: parâmetros de consulta resultantes da etapa 1 
N: número de imagens na resposta 
Jr = { J1 , J2, · · ·• JN} : K imagens de maior similaridade 
com a parametrização da consulta Pc 
Sr={S9 (Jl), .. ·,S9 (hv)} similaridade destas imagens com 
cada um dos padrões 
Rr = {reg(Jl), · · ·, reg(JN)} regiões mais similares a cada 
padrão dentro de cada imagem selecionada em Jr 
Para cada imagem J E BD (banco de dados) 
Para cada padrão Pj E Pc 
(s[j], r[j]) ~ Sp(Pc[pj], J) /*similaridade intra-padrão *f 
s9 [J] ~ min(s[l], s[2], · · ·, s[np]) /*similaridade global de J *f 
reg[J] ~ { r[l ].r[2], · · ·, r[np]} 
SortDB ~ Ordenar as imagens J E BD pelo valor de s9 [J] 
Jr = { J 1, J2 , ••• , Jrv}, I* N primeiras imagens devolvidas por SortDB *f 
Sr = { s9 [J1], s9 [J2], ... , S9 [ JN]} 
Rr = {reg[J1], reg[Jz], ... , reg[JN]} 
return (Jr,Sr,Rr) 
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Algoritmo de Processamento Consultas. 
Algoritmo 5.3 (Cálculo da similaridade intra-padrão) 
Sai da: 
Passos: 
Sp(Pc[pj], J) --t (sim, reg) 
Pc[pj]: Parâmetros de consulta para o padrão Pj 
J: Imagem do BD sendo processada. 
sim Similaridade entre o padrão Pj e a imagem J. 
reg Região de J onde é reconhecida a maior similaridade 
com o padrão Pj 
Para cada MR R; 
(sim[í],reg[í]) +- Simlm(V R;[j], J) I* similaridade entre o padrão e 
cada imagem e a região dentro dessa imagem onde 
a similaridade é atingida para o MR R; *I 
Seja mx tal que sim[mx] = Max{sim[i]} 
return (sim[mx], reg[mx]) 
Etapa 2.2: Cálculo da similaridade intra-padrão de uma imagem 
85 
Dentro do procedimento S g definido anteriormente, é utilizado o procedimento Sp que 
calcula o valor de similaridade intra-padrão entre uma imagem e um padrão determinado, 
considerando cada modelo de representação. O cálculo segundo cada MR é realizado 
pela função Sim! m que analisa a similaridade do padrão com cada região da imagem, 
escolhendo como valor de similaridade o maior valor entre todas as regiões (Equação 
4.10). Para calcular cada um destes valores de similaridade entre uma região e um padrão 
é utilizada a função de distância Si de cada MR(Equação 4.11). 
Utilizando a metáfora dos juízes, consideramos que cada um deles seleciona sua me-
lhor região para a imagem com um valor de similaridade. A seguir é aplicada a função 
de pontuação sobre estas seleções (neste caso o máximo) para calcular o valor final de 
similaridade intra padrão (Equação 4.10). A região devolvida corno mais semelhante ao 
padrão é a região escolhida pelo juiz que associou maior valor de similaridade, sendo, 
portanto, sua similaridade escolhida corno similaridade finaL 
O algoritmo 5.3 apresenta o cálculo da similaridade intra-padrão. Lembremos que 
neste algoritmo Simlm(V R;[j], J) corresponde ao valor máximo da função de distãncia 
Si da representação R; aplicada sobre todas as regiões de J (Equação 4.11). 
A próxima seção descreve a última etapa do processamento de uma consulta corres-
5.4. Introdução da retroalimentaçiio. 
Algoritmo 5.4 (Apresentação de resultados) 
Forma Geral: Display(Jr,Sr,Rr) 
Entrada:(Jr,Rr,Sr) Resultado da anterior (Etapa 2) 
Passos: 
Para cada J E Jr 
Mostrar Imagem J 
Mostrar valor de Similaridade s9 [J] 
Para cada região r[k] E Rr[J] 
Apresentar dentro de J o retãngulo envolvente mínimo 
da região r[k]. 
pondente à apresentação dos resultados 
5.3.3 Etapa 3: Apresentação dos resultados ao usuário. 
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Os resultados obtidos na etapa anterior são apresentados ao usuário para suà avaliação. 
Este processo deve mostrar ao usuário a cada passo: o valor de similaridade atribuído pelo 
sistema a cada imagem da resposta e a visualização da região da imagem considerada a 
mais similar em relação a cada um dos padrões da consulta. O algoritmo 5.4 descreve 
resumidamente este processo sem entrar nos detalhes de interface gráfica da apresentação 
dos resultados. 
As três etapas descritas anteriormente definem uma iteração do processamento de 
consulta. Este processo deve se repetir a partir da redefinição dos padrões pelo usuário e, 
conseqüentemente, a extração de novos parâmetros. 
A Etapa 2 descrita anteriormente foi apresentada de maneira simplificada sem incluir 
os pesos associados a cada MR e cada padrão. A seção a seguir introduz os pesos no 
processamento da consulta, e redefine os algoritmos da Etapa 2. 
5.4 Introdução da retroalimentação. 
O modelo de refinamento proposto neste trabalho implica numa sucessão de iterações para 
melhorar o resultado final, a partir da avaliação pelo usuário da relevância dos resultados 
apresentados. 
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Seja RUj, como anteriormente, o conjunto das regiões do resultado da consulta que o 
usuário seleciona como relevantes para o padrão Pi. Como foi analisado no capítulo 4 o 
impacto desta seleção é introduzido em dois momentos do processamento: 
L Extração de novos parâmetros. Como o conjunto RUi corresponde a exemplos 
relevantes do padrão Pi, a definição deste padrão deve mudar com a inclusão das 
regiões de RlJj, isto é, Pi = Pj U RUj. Esta extração corresponde à etapa 1 do 
processamento da consulta apresentada no algoritmo 5.1 Extract) 
2. Introdução de pesos no cálculo das similaridades. O segundo aspecto em que a 
retroalimentação do usuário influencia o processamento corresponde à introdução 
de pesos dentro da medida de similaridade intra-padrão Spe; que utiliza pesos 11j para 
cada MR R; em cada padrão pj (Equação 4.14). Como apresentado na seção 4. 
para o cálculo destes pesos, além dos conjuntos RUj, são necessários os conjuntos 
RSj correspondentes às regiões selecionadas na resposta do sistema para cada padrão 
e, RMJ correspondentes às regiões selecionadas para cada para cada padrão. A 
introdução de pesos redefine os algoritmos da etapa 2 apresentados anteriormente. 
A próxima seção descreve estas modificações. 
5.4.1 Redefinição do cálculo da similaridade globalSg com pesos 
Com a introdução de pesos, a medida de similaridade apresentada na equação 4. 7 deve 
ser avaliada para cada imagem. 
O procedimento 5.2 ( S g) deve ser modificado para incluir o cálculo dos pesos. A 
modificação consiste basicamente na introdução dos procedimentos InicializarPesos(8 ), 
AtualizarPesos e InicializarSelec(). 
O procedimento InícíalizarPesos(8) é executado na primeira iteração de uma con-
sulta. Este inicializa todos os pesos com um mesmo valor -L, sendo nr o número de re-
nr 
presentações. Esta inicialização corresponde a considerar inicialmente a mesma relevância 
para todos os MR em todos os padrões. 
Nas sucessivas iterações, o procedimento AtualizarPesos recalcula os pesos conside-
rando os critérios apresentados na Equação 4.7.5 do capítulo anterior. 
O procedimento InicializarSelec(), inicializa como vazios todos os conjuntos RSj e 
RMJ que são redefinidos em cada nova iteração. 
O algoritmo 5.5 descreve o procedimento S g com as modificações resultantes da in-
trodução dos pesos discutidas anteriormente. 
A próxima seção descreve o procedimento de cálculo da similaridade intra-padrão com 
a introdução dos pesos. 
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Algoritmo 5.5 (Cálculo das N imagens mais similares com retroalimentação) 
Forma Geral S9(P0 ,N,RUj,{RSj},{RMj},!lag)-+ (Jr,Sr,Rr,{RSj},{RMJ}) 
Entrada: 
parãmetros de consulta resultantes da etapa 1 
N: número de imagens na resposta 
RUj: Conjunto das regiões relevantes para o usuário 
em cada padrão na iteração anterior 
{ RSj}: Conjuntos das respostas do sistema para cada 
padrão na iteração anterior 
{ RMJ}: Conjuntos das regiões selecionadas por cada MR ~ 
como mais similares a cada padrão na iteração anterior 
flag : Indica se esta chamada é a primeira iteração da consulta 
Salda: 
(Jr,Sr,Rr): Similar ao apresentado no algoritmo 5.2 
{RSj}, {R.iiiJ} Atualizações dos conjuntos de regiões selecionadas 
Passos 
Se flag 
senão 
Inicializar Pesos( 8) 
lnicializarSelec( {RSj}, {RMJ}) 
AtualizarPesos(Selec, Relev, 8) 
Para cada imagem J E D B 
Para cada padrão pj 
(s[j], r[j]) +-- Sp(Pc[pj], J, 8) 
sim[ J] +-- M in{ s[l], s[2], · · · , s[np]} 
reg[ J] = {(r[l)., r[2], · · ·, r[np]} 
SortDB +-- Ordenar as imagens J E DB pelo valor de sim[J] 
Determinar os conjuntos {RSj} como o conjunto das regiões das 
imagens em Jr mais similares a cada padrão Pj· 
Determinar os conjuntos {RM}} 
de cada MR ~ mais similares a cada padrão Pj· 
Jr = { J1 , J2, ... , JN}, N primeiras imagens em SortDB 
Sr = {s9 [JI],s9 [Jz], ... ,S9 [JN]} 
Rr = {reg[J1], reg[J2], ... , reg[JN]} 
return ( Jr, Sr, Rr) 
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5.4.2 Redefinição do cálculo da similaridade intra-padrão Sp 
com pesos 
anteriormente, o procedimento S g utiliza a função Sp que calcula a simila-
intra-padrão. O algoritmo de Sp deve avaliar a expressão de similaridade intra-
padrão com pesos que foi apresentada na Equação 4.14. 
Nc•teJmC•s, uu"""mcawc, que c algoritmo de cálculo de Sp sem pesos (algoritmo 5.2), 
seleciona como região com maior similaridade àquela associada ao MR R; com mawr 
valor de similaridade da função Simlm(VR;[j], J). Isto acontece porque a Mp 
que calcula a similaridade intra-padrão final é a função max. 
O algoritmo de Sp com pesos deve escolher também uma região da imagem corno a 
mais similar ao padrão processado. entanto, analisando a expressão da função M Pej 
(Equação 4.14) se constata que desaparece a noção de qual MR determina o valor final 
de similaridade, como no caso da função Sp sem pesos. Isto é, não é possível selecionar a 
melhor região só analisando os valores resultantes das chamadas a Sim! m(V R;[j], J) que 
se combinam para produzir o valor de similaridade intra-padrão. 
Seguindo a metáfora, cada votante seleciona um valor de similaridade para a imagem, a 
partir de uma região sua mais similar com o padrão Pj. Como o valor final de similaridade 
da imagem combina todas as similaridades dos votantes, não é possível determinar qual 
das diferentes regiões propostas pelos votantes deve ser a indicada como a que de maior 
similaridade com esse padrão. 
Como solução, é necessário aplicar a função }v! Pej sobre cada região selecionada por 
cada votante associada ao maior valor de Simlm(VR;[j], J). Dentre estes valores resul-
tantes, aquele com maior valor será escolhido como valor de similaridade intra-padrão Sp 
e, conseqüentemente, a região associada a esse MR, será a escolhida como mais similar. 
':ovamente, seguindo a metáfora, isto corresponderia ao processo em que cada votante 
pe · .'Sé aos demais votantes para avaliar a similaridade da imagem utilizando a região 
pc •.· escolhida. Os valores de todos os votantes se combinam para obter a similaridade 
A! p para essa região. Isto será realizado para a região selecionada por cada votante. 
Ao final, teremos tantos valores de similaridade quanto de votantes. Aquele maior valor 
corresponderá ao valor de similaridade intra-padrão devolvido e sua região associada, a 
selecionada. 
Definindo formalmente esta idéia, seja {regi. reg2 , • • ·, regk. · · ·, regnr} o conjunto de 
regiões selecionadas da imagem J tal que a região regk é aquela com maior valor de simila-
ridade simk com o padrão pj, segundo o MR Rk, isto é, (simk, regk) = Simlm(V Rk[j], J). 
Assim, o valor de similaridade intra-padrão para J é calculado como: 
(5.1) 
Otimizando o processamento de consultas 
em que: 
MPe;)(regk) = (BJ- Bj) · s1(regl[J], [j]) 
+2 · (BJ- B])· maxl:Si:;;z{si(regL[JJ, l/.R;[j])} 
+··· 
+m · (Bj- Bj+1) · max1s;::;m{si(regk[J], V.R;[j])} 
+ .. 
+nr · B'{ · max1:Sksnr{si(regk[J], V.R;[j])} 
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(5.2) 
regk[ J] corresponde ao descritor de conteúdo da região regk [ J] no banco de dados, segundo 
o MR R; e nr o número de MR. 
Note-se que os valores dos pesos determinam a ordem dos MR na avaliação da função. 
Esta modificação traz um impacto importante no cálculo de Sp. Com a JOdificação 
introduzida é preciso determinar inicialmente as regiões mais similares segundo cada MR 
e, posteriormente, calcular para cada urna delas a função IV! p. 
As idéias discutidas implicam na modificação do algoritmo 5.3 de cálculo de Sp. Estas 
modificações são apresentadas resumidamente no algoritmo 5.6. Este algoritmo permite 
recuperar as N imagens mais similares aos padrões fornecidos originalmente, considerando 
a introdução de pesos. No entanto, esta solução não é viável computacionalmente pelo seu 
elevado custo. Este custo está determinado pela necessidade de analisar exaustivamente 
todas as imagens do banco de dados. Para cada uma destas imagens á avaliada uma 
função de similaridade complexa que envolve a análise exaustiva de todas as regiões da 
imagem considerando os diferentes padrões e MR. 
A próxima seção apresenta uma proposta de algoritmo que reduz o custo deste pro-
cessamento. 
5.5 Otimizando o processamento de consultas 
Alguns aspectos podem ser considerados na otimização do algoritmo de determinação das 
imagens mais similares (algoritmo AlgGiobal2) como por exemplo: 
" Evitar processar extensivamente o banco de dados diminuindo o número de imagens 
e de regiões a analisar. 
• Evitar avaliar toda a expressão da função de similaridade para uma imagem (Equação 
5.2), realizando "podas" da árvore de similaridade que representa esta expressão. 
As seções seguintes exploram estes aspectos mencionados. 
Otimizando o processamento consultas 
Algoritmo (Cálculo da similaridade intra-padrão com retroalimentação) 
Forma Geral Sp(Pc[pi],J,8J)-+ (sim, reg) 
Entrada: 
sai da: 
Pc[p1]: Parâmetros de consulta para o padrão Pi 
J: Imagem do BD sendo processada 
Pesos para o padrão PJ 
sim Similaridade entre padrão PJ e a imagem J. 
reg Região de J onde é reconhecida a maior similaridade 
com o padrão Pi 
Passos: 
Para cada MR R; 
(sim[ i], reg[i]) +- Simlm(V R;[j], J) I* similaridade do padrão com 
cada imagem e região dentro da imagem onde 
a maior similaridade é atingida para o MR Ií;*l 
Atualizar(RMJ, (sim[i], reg[i]) 
Para cada região reg(i] selecionada 
Result[j] +- Mpe;(reg[j]) I* Avaliação de Mp para cada região 
selecionada por cada MR *I 
Seja mx tal que Result[mx] = max{Result[j]} 
retum (sim[mx], reg[mx]) 
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5.5.1 Otimização introduzindo listas de regiões 
Com o objetivo de evitar o processamento de todas as regiões das imagens armazenadas no 
banco de dados, propomos a introdução listas em diferentes do processamento. 
Estas listas vão combinando seus valores de acordo com as funções de similaridade global 
e intra-padrão apresentadas até determinar as N imagens mais similares. 
A abordagem de processamento exaustivo do banco de dados, apresentada na seção 
anterior, descreve a determinação das N imagens mais de uma descen-
dente ( top-down). Na abordagem atual, este processo é realizado de maneira ascendente 
(bottom-up), o que permite reduzir o número de imagens e regiões processadas. 
Suponhamos que dentro do banco de dados seja possível construir um conjunto de 
listas ordenadas {Xj} cada uma das quais associada com o MR R; e o padrão Pj· Cada 
lista ordenada Xj contém todas as regiões de imagens no banco de dados dinamicamente 
ordenadas segundo o valor da função de si, desse MR, aplicada essas 
regiões e o vetor de pararnetrização do padrão Pj, isto é, V R.;[j]. Chamaremos estas listas 
de Listas de modelos de representação. 
Todas as listas associadas a um padrão Pj, isto é, o conjunto de listas {X} XJ, · · · , X f"}, 
são utilizadas para o prócessamento da similaridade intra-padrão associada a Pj. Proces-
sar a similaridade intra-padrão para Pj significa, nesta abordagem, criar urna nova lista 
Spj que contém todas as regiões do banco de dados ordenadas segundo seu valor de simi-
laridade intra-padrão. Estas são chamadas de Listas de similaridade intra-padrão. 
Como resultado deste segundo nível, são criadas tantas listas quanto o número de padrões, 
isto é, o conjunto { Spú. Finalmente, todas estas listas de segundo nível são processadas 
para criar urna última lista S g com todas as regiões do banco de dados ordenadas segundo 
sua similaridade global. Esta lista é chamada de Lista de similaridade global. Os N 
primeiros elementos desta última lista representam o resultado final da consulta. 
A figura 5.3 ilustra este processo. Para cada combinação de padrão Pj e MR R; é 
criada urna lista de representação Xj. A seguir, o conjunto de listas associadas a um 
mesmo padrão é processado resultando na nova lista de similaridade intra-padrão Spj. 
Finalmente, a figura mostra no último passo, corno todas as listas de similaridade intra-
padrão são processadas gerando-se a lista de similaridade global Sg. 
Do ponto de vista de criação, estas listas não são calculadas completamente e são imple-
mentadas por demanda, isto é, os elementos da lista vão sendo inseridos à medida que 
são requisitados. 
Nas próximas seções, veremos corno estas listas são implementadas e como podem 
ser combinadas para realizar o cálculo da similaridade, utilizando as equações de simi-
laridade intra-padrão e global. A apresentação será feita de maneira ascendente, isto é, 
começaremos apresentado as listas de representação Xj até se atingir o nível superior 
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Figura 5.3: Esquema geral do processamento de uma consulta utilizando listas. 
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correspondente à lista de similaridade globa!Sg. cujos N primeiros elementos constituem 
o resultado da consulta. 
. 5.5.2 Listas de modelos de representação 
Cada lista de modelo de representação { Xj} deve garantir uma ordenação das regwes 
do banco de dados, segundo a similaridade com o padrão pj, utilizando como critério de 
ordenação o valor da função s; da representação R;, isto é, Xj = {reg1 , reg2 , • • ·, regNs}, 
tal que, s;(regk, VR;[j])?: s;(reg;,., VR;[j]), \lm 2: k sendo NB o número total de regiões 
armazenadas no banco de dados e reg~ e reg;,. são os vetores característicos das regiões 
regk e regm segundo o MR R; .. 
Lembremos que cada região regk de uma imagem no banco de dados foi processada 
no momento da sua inserção. Este processamento resultou na geração de um vetor carac-
terístico regk para cada modelo de representação R; e seu armazenamento na estrutura 
de índice correspondente. 
Para a implementação destas listas são utilizadas as estruturas de índice espacial 
mencionadas na seção 5.2. Cada MR R; terá associada uma estrutura de índice espacial 
X;. 
Como foi discutido no capítulo 3, uma estrutura de índice espacial armazena e orga-
niza vetores multidimensionais, de maneira tal que consultas de tipo espacial possam ser 
realizadas utilizando uma função de distãncia definida sobre essa estrutura. Dado que 
as funções de distãncia ou de similaridade s; adotadas por cada MR estão baseadas em 
métricas, é possível considerar que cada X; utiliza si como critério de organização dos 
vetores armazenados. Tal estrutura de índice espacial pode ser sempre construída com 
uma árvore M (13] que exige unicamente que a função de distancia associada à estrutura 
seja uma métrica. Pela definição de MR, cada si satisfaz esta condição. Outras estruturas 
de índice espacial, como a família das árvores R [29, 75, 8, 37], consideram eficientemente 
funções de distância baseadas em métricas de Minkowski. 
Dent1:e as consultas clássicas que estruturas de mue1ce espacial temos as consultas de 
proximidade, isto é: 
"Dado um vetor multidimensional de consulta V e uma estrutura de índice espacial X 
recuperar os N pontos mais próximos de V segundo a função de distância definida em X 
Considerando que cada MR ~tem associada uma estrutura de índice Xi, esta consulta 
espacial pode ser resolvida em qualquer MR O vetor de parametrização V~ [j] descreve 
o padrão PJ no modelo de representação ~. Uma consulta de proximidade em X;, usando 
como vetor consulta V ~[j], devolve os vetores característicos das regiões do banco 
de dados mais próximos a V~[j], isto é, as regiões segundo esse mais similares ao 
padrão PJ· 
Consideremos que para urna lista XJ são definidas as seguintes funções: 
" H ead(Xj) -+ (reg, I, sim): devolve a região reg da imagem I que esüver no início da 
lista juntamente com o seu valor de similaridade com V ~[j]. Durante a construção 
por demanda desta lista, esta região é em cada momento a de maior similaridade 
com V ~[j] em todo o banco de dados. 
• Next(Xj): Atualiza o inicio da lista com a próxima região mais similar com V ~[j]. 
Dado que as listas são construídas por demanda, o processamento fundamental está 
concentrado na função N ext. Quando a região no início da lista é requisitada e a lista fica 
vazia, então desencadeia-se o processo de procurar a próxima região, segundo o critério 
de ordenação dado pela função si. 
O algoritmo 5. 7 apresenta a definição desta função N ext. Quando a função H ead é 
utilizada são devolvidos os valores associados à região no inicio da lista de representação. 
As listas de representação associadas a um mesmo padrão são combinadas em uma lista 
de similaridade intra-padrão. A próxima seção discute como esta lista é implementada. 
5.5.3 Listas de similaridade intra-padrão 
O objetivo de cada lista de similaridade intra-padrão SpJ é manter ordenadas as regiões 
do banco de dados segundo a similaridade intra-padrão em relação a PJ, isto é, SpJ = 
{reg1 , reg2, · · ·, regNB }, tal que: Mpe; (regk) :2: MPe; (regm), ';/m :2: k, considerando a 
função Mpe; da equação 5.2. 
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Algoritmo 5.7 (Próxima região na lista de :representação XJ) 
1Vext(Xj) 
Entrada: X i. J" Lista de Representação para o padrão Pj e o MR /4 
Passos: 
Se a lista tem mais de um elemento, avançar na prõxima posição 
senao 
Realizar uma consulta de proximidade em X; para recuperar as 
próximas N regiões de menor distãncia si(rL V J4[j]). 
Armazenar em Xj as regiões recuperadas 
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Como vimos na seção 5.4.2, para calcular a similaridade íntra-padrão de uma região 
regk é necessário o cálculo da similaridade desta em todos os /4 para combinar estes 
resultados em um valor final !vfpe; (regk)· 
Uma lista de representação Xj corresponde às regiões do banco de dados ordenadas 
pelo valores de similaridade com o JVIR /4. Utilizando a metáfora dos juizes, cada votante 
vai gerando sua lista com as regiões do banco de dados ordenadas segundo sua percepção 
de similaridade com um padrão considerado. Somente quando uma região aparece nas 
propostas de todos os votantes, é que se pode avaliar como possível região mais similar 
em relação ao padrão correspondente. Isto implica que para cada região que aparece em 
uma lista de representação , é necessário avaliar a expressão de similaridade M Pe; com 
os valores de similaridade dessas regiões em todas as outras listas de representação. As 
regiões já avaliadas são então ordenadas segundo estes valores resultantes para formar a 
lista de similaridade intra-padrão Spj. 
Para o caso das listas de similaridade intra-padrão podemos supor também que existem 
duas operações fundamentais: 
" Head(Spj, 8j) -t (reg, J, sim): devolve a região reg da imagem J que estiver no 
início da lista juntamente com o seu valor de similaridade intra-padrão M Pe;. Du-
rante a construção por demanda desta lista, esta região é em cada momento a de 
maior similaridade intra-padrão para pj em todo o banco de dados. 
e Next(Spj): Atualiza o início da lista com a próxima região mais similar a Pj· 
Da maneira similar às listas de representações, para construir a lista Spj não é ne-
cessário ordenar todo o banco de dados segundo sua similaridade intra-padrão. Para 
Otimizando o processamento de consultas 
tanto, basta garantir que toda vez que a função N ext seja chamada, esta devolva exata-
mente a próxima região, na ordem definida pela similaridade intra-padrão, ou seja, a lista 
é construída por demanda. entanto, como as regiões aparecem aleatoriamente nas 
diferentes listas de representação é necessário armazenar temporariamente os resultados 
de uma delas até completar todo o processamento da consulta. 
Para armazenar a informação temporária das listas de representação, é definida uma 
estrutura I mProc[ J]. Esta estrutura contém todas as imagens sendo processadas em 
um determinado momento, isto é, aquelas imagens para as quais ao menos uma região 
já apareceu na lista de representação de algum MR. Por sua vez, para cada imagem 
já incluída nesta estrutura, é mantida uma lista ImProc[J].RegProc[k] que contém as 
regiões dessa imagem em fase processamento, isto é, que apareceram em alguma das listas 
de representação. 
Finalmente, para cada região regk[J] é mantida uma estrutura Termos[m] que 0v'"""' 
o de si(reg}. 1/ R;[j]), isto é, o valor de similaridade para a região regk[J] obtido 
da lista Xj. Analisando a equação 5.2 este valor corresponde ao elemento variável do 
m-ésimo termo da equação 5.2 de similaridade intra-padrão para a região regk[J]. 
Note-se a importância da ordem entre os diferentes MR na expressão de similaridade: 
o m-ésimo MR estará determinado pelo valor do seu peso. 
A idéia básica do processamento é a seguinte: selecionar a região no início da lista 
que tem o maior valor de similaridade dentre todas as listas, isto é, processar a região 
X~.reg tal que Head(XD.sim = max1?J?.nr{Head(Xf).sim}. Esta região selecionada 
regk é inserida na estrutura I mProc atualizando o v-ésimo termo, isto é, 
ImProc[H ead(Xn.IJ.RegProc[Head(Xi).reg].Termos[v] +- Head(Xi).sim (5.3) 
A figura 5.4 ilustra este processo . A esquerda na figura, a região regk com maior 
valor de similaridade está na lista xt. Esta região é inserida em I mProc na entrada 
correspondente à sua imagem, isto é, lmProc[J]. Para a imagem J existe urna estrutura 
RegProc associada. A entrada ImProc[J].RegProc[k] dentro desta estrutura que cor-
responde à região regk que está sendo processada é atualizada. ImProc[J].RegProc[m]. 
Finalmente de acordo com a lista de onde a região foi obtida, será atualizada sua entrada 
correspondente em de ImProc[J].RegProc[m].Termos[v]. 
Este processo é repetido até se conseguir determinar qual a próxima região de maior 
similaridade intra-padrão. 
Analisando a equação 5.2, vemos que para o cálculo do valor de similaridade intra-
padrão de uma região regk[J] precisamos determinar nr termos, A expressão do m-ésimo 
termo 
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Imagens em fase de processamento 
I ·: ·······I I 
lmProc 
I~ RegProc 
Xl(k) I X2(k) Termos 
Termos da expressao de Sp para a regi ao m da .imagem I 
lal lb\ 
Figura 5.4: Processamento da similaridade intra-padrão: (a) inicialmente é selecionada a 
região com maior valor de similaridade dentre as Listas de Representação. (b) para esta 
região são atualizadas as estruturas ImProc, RegProc e Termos 
(5.4) 
indica que para seu cálculo é preciso obter os valores de similaridade da região regk[J], isto 
é, s; ( regk[J], V R; [j]), para todos os MR { R1 , • · · , Rm}. Portanto, o cálculo da similaridade 
intra-padrão de uma região regk[J] já armazenada na estrutura ImProc requer os valores 
de similaridade com todos os MR. Considerando a estrutura de dados aqui proposta, isto 
implica que todos os valores associados a Termos estejam previamente definidos. 
O objetivo de armazenar na m-ésima entrada de Termos o valor de sm(regk'[ J], V Rm[j]) 
é permitir calcular todos os termos da expressão de similaridade. 
Dada uma região rk[ J], dizemos que a entrada I mProc[ J] .RegProc[ k].Termos[ m] está 
definida quando o valor de Sm ( regk'[ J], V Rm[j]) estiver determinado. 
Dizemos que a região rk[ J] está completa quando todas as entradas da sua estrutura 
Termos estão definidas. Uma região completa caracteriza aquela para a qual é possível 
calcular a similaridade intra-padrão. Este valor será armazenado em 
ImProc[J].RegProc[k].Sp. 
Vejamos como a definição das entradas para uma região pode ser facilitada pelo fato 
de ser máximo a função utilizada na equação de similaridade intra-padrão (Equação 5.2). 
Como explicado anteriormente, em cada passo do algoritmo, a região X~.reg sendo 
processada é aquela de maior similaridade dentre todas as listas, isto é, H ead(Xi).sim = 
max1?:i?:nr{Head(Xt).sim}. Chamemos de RM; a esta região O valor de similaridade 
da região RM; segundo o MR f4 é maior que o valor de similaridade em todas as listas 
I 
5.5. Otimizando o processamento de consultas 98 
seguintes e neste caso temos que Head(Xt).sim;::: Head(Xj,).sim para todo m >v. Este 
fato garante ainda que a similaridade segundo o MR Ru dessa região RMí é maior que 
a similaridade dessa mesma região segundo os MR associados às listas seguintes cujos 
termos não estejam definidos, isto é, sv(RMi, VR,[j]) ::0: sm(RM~, VR,[j]) para todo 
m >v onde Termos[m] não esteja definido. Então, necessariamente temos que o m-ésimo 
termo da equação de similaridade 5.2, para a região RM~, dada por: 
(5.5) 
. ' 
pode ser escrito como: 
(5.6) 
isto é, o valor da similaridade para o Rm não tem nenhuma relevância no cálculo da 
similaridade intra-padrão dessa região, já que o um mawr que faz 
con que o mesmo nunca seja escolhido função máximo. 
Com esta propriedade, garantimos que para a região RMí sendo processada, é possível 
estabelecer como definidas todas as entradas não definidas das listas seguintes a v. Em 
outras palavras, quando a reg:tao Ri\1~ é inserida na estrutura 
ImProc[J].RegProc[k].Termos[v], além de definir a entrada correspondente a Termos[v] 
também pode definir todas suas entradas seguintes. 
Desta maneira, os valores das entradas de Termos ainda não definidas da região Rl'vfí, 
ou seja, 
l mProc[ J].RegProc[ RM:J.Termos[m], 
tais que m > v, podem ser substituídos pelo valor 
I mProc[ J].RegProc[ RM:J.Termos[ v] 
(5.7) 
(5.8) 
Aa partir deste resultado, elimina-se a necessidade de obter os valores de similaridade 
da região RM~ para as listas posteriores. Este resultado corresponde a uma poda na 
árvore de similaridade (Figura 4.8) associada ao cálculo da similaridade global de uma 
imagem. 
A figura 5.5 ilustra este processo: (a) A região selecionada à esquerda como a de maior 
valor entre as listas de representação ( RMí) é utilizada para atualizar as estruturas de 
dados Em (b) com o valor de similaridade dessa região é possível atualizar todas as 
entradas seguintes da estrutura Termos associada a essa região. 
A partir desta redução importante para o cálculo, o próximo passo é determinar qual 
região, dentre aquelas sendo processadas, é s de maior valor de similaridade intra-padrão 
e qual é este valor. 
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Imagens em fase de processamento 
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Figura 5.5: Substituição termos do cálculo da expressão de similaridade intra-padrão: 
(a) é selecionada a região com maior valor de similaridade dentre as listas de Repre-
sentação. (b) com a região selecionada são atualizadas todas as entradas da estrutura 
Termos associada a essa região 
Quando uma região é completa, seu valor de similaridade pode ser totalmente calcu-
lado, mas ela não é necessariamente a de maior valor de similaridade intra-padrão. Pode 
acontecer que alguma outra região ainda não completa tenha maior valor de similaridade. 
No entanto, é possível determinar se urna região completa é a região de maior similaridade. 
Na estrutura I mProc[J], podemos guardar para cada região não completa o maior valor 
de similaridade possível que poderia atingir. Para este cálculo é suficiente substituir os 
valores das entradas incompletas pelo valor de similaridade das regiões que estão no inicio 
das listas associadas a essas entradas. O cálculo realizado com esses valores estabelece 
um limite superior do valor real de similaridade intra-padrão dessa região. 
Desta maneira, dizemos que uma região completa é maximal se seu valor de similari-
dade é maior que todos os valores de similaridade possível das regiões não completas 
ainda sendo processadas. Quando uma região é maximal então ela corresponde àquela 
com maior valor de similaridade e, portanto, a correspondente ao resultado. 
Como foi apresentado .no início desta seção, a lista de similaridade intra-padrão Spj 
é construída por demanda. Por tanto, cada chamada à função N ext deve determinar a 
próxima região da lista. Esta região vai corresponder em cada momento, àquela região 
com maior valor de similaridade intra-padrão dentre as que estão sendo processadas. 
A partir destas considerações, uma descrição geral da atualização das listas Spi pelo 
procedimento N ext é apresentada no algoritmo 5.8. Note-se que o procedimento N ext 
unicamente determina qual a região com maior similaridade, o valor desta similaridade, 
e a imagem à que esta região pertence. Estas informações permanecem nas variáveis 
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Algoritmo 5.8 (Próxima região na lista de similaridade intra-padrão Spj) 
Forma Geral: Next(Spj, Gi) 
Entrada: 
Passos: 
Spi: Lista de similaridade intra-padrão Spj 
Gj): Pesos para o padrão pj 
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Enquanto não existe uma imagem I com alguma reglao Rc completa e maximal 
mx = max(Head(X{), · · ·, Head(X?n), · · ·, Head(X~r)) 
(reg, J, sim)= H ead(X?n,;) 
Next(X/nx) 
Atualizar(RMj, s, reg, I) 
Inserir- Atualizar (reg, J, sim) nas estruturas ImProc[J], 
ImProc[J]RegProc[reg] e ImProc[J].RegProc[reg].Termos[mx] 
Completar todas as entradas de ImProc[J].RegProc[reg].Termos[mx] 
maiores a mx 
Seja I a imagem da região Rc completa e maximal 
I mProc[I].RegProc[Rc].Sp ~ Mpei (ImProc[I].RegProc[Rc]) 
CurrentReg = Rc 
Currentim = I 
CurrentSim = ImProc[J].RegProc[Rc].Sp 
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( CurrentReg, Current!m, CurrentSim) para seu uso quando a função H ead seja cha-
mada. Uma próxima chamada a Next desencadeia um novo processo de busca da regiãD 
com maior similaridade. Este novo processo utiliza todas as estruturas do passo anterior, 
uRO!UHRlv todas as regiões sendo processadas. Desta maneira, os resultados temporários 
urna chamada mantém validade para a próxima. 
apresentação realizada nesta seção esteve centrada na determinação da próxima 
região de uma lista de similaridade intra-padrão. Por cada padrão existe uma lista deste 
SpJ e todas elas vão sendo processadas de acordo com a demanda. Como mencionado, 
a lista de similaridade global S g combina os resultados de todas estas listas SpJ em um 
resultado final. A próxima seção apresenta a implementação desta lista Sg. 
5.5.4 Lista de similaridade global 
imagens que o algoritmo deve retornar corno resultado da consulta são aquelas com 
maior valor do mínimo entre todas as similaridades intra-padrão (Equação 4. 7) de todas 
as imagens do banco de dados. 
Analisando a expressão na referida equação , vemos que para completar o cálculo da 
similaridade global de uma imagem, é necessário obter todos seus valores de similaridade 
intra-padrão para que o mínimo destes valores possa ser definido. Em outras palavras, 
para ter seu cálculo de similaridade global completo, uma imagem deve ter aparecido em 
todas as listas de similaridade intra-padrão para que todos os termos da expressão de 
similaridade sejam obtidos. 
O fato de utilizar a função min neste nível do cálculo implica que não é possível fazer 
podas na árvore de similaridade pois precisamos de todos os valores em todas as listas 
para a realização do cálculo. 
A lista de similaridade global Sg ordena as imagens do banco de dados segundo sua 
similaridade global. Como resultado, as N primeiras imagens desta lista correspondem à 
resposta à consulta. 
Para esta lista existem duas operações fundamentais: 
e H ead(Sg, 8) -+ ( {regs }, J, sim): devolve o conjunto de regiões {regs} mais simi-
lares com cada padrão, da imagem J que estiver o início da lista juntamente com 
o seu valor de similaridade global Durante a construção por demanda desta lista, 
esta imagem é em cada momento a de maior similaridade global em todo o banco 
de dados. 
e Next(Sg): Atualiza o início da lista com a próxima imagem de maior similaridade 
global. 
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Para a implementação desta lista são utilizadas um conjunto de estruturas para ar-
mazenar as imagens e regiões sendo processadas em cada momento. Estas estruturas 
são: 
- ImProcG[J] é a estrutura que contém as imagens sendo processadas. 
- lmProcG[J].Termos[k] contém o valor de similaridade intra-padrão da imagem J 
para o padrão Pk 
- ImProcG[J].Reg[k] é a região da imagem onde a maior similaridade intra-padrão Pk 
é atingida. 
A idéia do processamento da lista de S g é extrair em cada momento a região da lista 
de similaridade intra-padrão cujo elemento inicial tem o maior valor de similaridade. 
De maneira análoga à seção anterior, dizemos que uma entrada ImProcG[J].Termos[k] 
é definida se o valor da similaridade intra-padrão correspondente foi determinado. Este 
valor é determinado se alguma região da imagem J foi processada e obtida da lista de 
similaridade intra-padrão Spk. 
Quando todas as entradas para uma imagem estão definidas, então esta imagem é 
completa e pode ser selecionada como a imagem de maior similaridade global dentre 
todas as processadas. Como a similaridade global se define a partir da função mínimo, al-
guma outra imagem posteriormente completa não poderia atingir um valor de similaridade 
maior do que a imagem selecionada. 
A figura 5.6 descreve esta estrutura de dados e processamento. A imagem processada 
é extraída como a associada à região de maior similaridade dentre todas as listas de 
similaridade intra-padrão. O valor de similaridade desta região é armazenado como valor 
de similaridade da imagem para o padrão correspondente. 
Assim como a lista de similaridade intra-padrão, a lista de similaridade global Sg é 
implementada por demanda. Por esta razão, o processamento do procedimento N ext 
corresponde a determinar qual a próxima imagem de maior similaridade global. 
O algoritmo 5.9 resume o processamento deste procedimento N ext. 
Note-se que cada chamada a Next implica a determinação da próxima imagem de 
maior similaridade, juntamente com seu valor de similaridade e as regiões dentro dessa 
imagem selecionadas como.as mais similares com cada um dos padrões. Esta informação 
é armazenada nas variáveis CurrentJ, CurrentS, CurrentR para serem acessadas nas 
chamadas do procedimento H ead. 
A partir da definição da função N ext para a lista de similaridade global, pode ser 
construído o algoritmo final 5.10 de determinação das N imagens mais similares do banco 
de dados. Como vemos , a partir da abordagem apresentada o cálculo das N imagens 
mais similares se produz pela chamada N vezes da função H ead da lista de similaridade 
global (Algoritmo 5.9). Esta chamada desencadeia chamadas às outras listas de maneira 
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Imagens sendo processadas 
SP2 
J I I J I I 
........... . ...... 
k 
ImProc 
~ 
Spl(J) I Sp2(J) Spnp(J) Termos ..... ..... 
SPnp 
Termos da expressao de Sgpara a Imagem Ik 
Processamento da similaridade global Lg. A região maior similaridade 
entre as listas de similaridade intra-padrão é armazenada nas estruturas e Termos. 
Quando todos os termos de uma região são completados, esta imagem é candidata a ser 
a próxima na lista de similaridade global 
Algoritmo 5.9 (Próxima imagem na Lista de similaridade global) 
Forma Geral: Next(Sg, 8) 
Entrada: 
Passos: 
Sg: Lista de similaridade Global 
8): Pesos para o processamento 
Enquanto não existe uma imagem J completa 
e seu valor de ImProc[j].min maior que max(H ead(Sp;)) 
m = max{Head(Spl), H ead(Sp2), · · ·, Head(Sp;), · · ·, Head(SPNP)} 
(rm,Jm,Sm) = Head(Spm) 
Next(Spm) 
Inserir/Atualizar (rm, Jm, sm) em ImProcG 
Seja J a imagem completa 
CurrentJ ~ J 
CurrentS ~ lmProc[J].min 
CurrentR = {lmProc[J].reg[m]} /*todas as regiões de todos os padrões 
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Algoritmo 5.10 (Cálculo das N imagens mais similares (versão final)) 
Forma Geral 
Entrada: 
Sg(Pc, N, RUj, {RSú, {RMJ},!lag) --t (Jr, Sr, Rr, {RSj}, {RMJ}) 
SaÍda: 
Passos: 
Se flag 
senão 
Pc: 
N: 
parâmetros de consulta resultantes da etapa 1 
número de imagens na resposta 
Conjunto das regiões relevantes para o usuário 
em cada padrão na iteração anterior 
{ RSj}: Conjuntos das respostas do sistema para cada 
padrão na iteração anterior 
{R.~J}: Conjuntos das regiões selecionadas por cada MR 14 
como mais similares com cada padrão na iteração anterior 
flag : Indica se esta chamada é a primeira iteração da consulta 
(Jr,Sr,Rr): Similar ao apresentado no algoritmo 5.2 
{ RSj}, { RNIJ} Atualizações dos conjuntos de regiões selecionadas 
Inicializar Pesos( 8) 
AtualizarPesos(Selec, Relev, 8) 
Criar as listas Sg, {Spj} e {Xj} 
I nicializarSelec( { RSj }, {RMJ}) 
Repetir N vezes 
({R},J,S) +- Head(Sg,8) 
Inserir J em Jr 
Inserir S em Sr 
Inserir {R} em Rr 
Determinar os conjuntos {RSj} como o conjunto das regiões das 
imagens em Jr mais similares a cada padrão Pj. 
Determinar os conjuntos {l11tfj} 
de cada MR 14 mais similares a cada padrão Pi· 
return (Jr,Sr,Rr) 
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progressiva e por demanda. Esta característica garante que o processamento realizado é 
o estritamente necessário para obter as N imagens requisitadas na consulta. 
5.6 Resumo 
Este capítulo dis;cutíu as idéias gerais da implementação do modelo recuperação por 
conteúdo proposto. Inicialmente, apresentou uma arquitetura para o sistema, com os seus 
módulos principais. Posteriormente, foram apresentados os algoritmos básicos para o pro-
cessamento de uma consulta. A implementação destes algoritmos baseia-se na utilização 
das estruturas de índice espacial em que são armazenados os descritores das regiões das 
imagens no banco de dados, assim como características da função de similaridade ado-
tada. A partir das estruturas de índice, várias listas em vários níveis são construídas 
usando o principio de inserção por demanda. O algoritmo proposto diminuir 
significativamente a computação necessária para o processamento de uma consulta. 
Capítulo 6 
Ilustração do modelo e problema de 
normalização 
6.1 Introdução 
Este capítulo ilustra o modelo proposto, com a definição de dois Modelos de Representação 
e a solução do problema de normalização associado a eles. Para textura foi adotada a 
Transformada Wavelet de Haar e para a representação da cor, os momentos de histograma. 
São descritas as diferentes funções para estes MR, assim como o critério de normalização 
adotado para permitir a comparabilidade dos MR. Estes modelos foram parcialmente 
implementados. Como parte do capítulo a seção 6.2 apresenta um protótipo de interface. 
6.2 Protótipo de Interface 
Como parte do trabalho foi definido um protótipo de interface que oferece facilidades 
mínimas para a definição de três padrões. 
A figura 6.1 mostra a interface proposta para o sistema. A lista da esquerda corres-
ponde às imagens de consulta. Na região central da tela o usuário amplia imagens de 
consulta, selecionando amostras de regiões para padrões. A associação de uma região 
com um padrão é feita através de uma cor associada a cada padrão. 
A figura 6.2 mostra corno depois de realizada a consulta, o sistema devolve sua resposta 
na região da tela à direita. A região central é utilizada, neste caso, para ampliar as 
imagens da resposta, permitindo visualizar as regiões similares a cada padrão propostas 
pelo sistema. A priori, todas as regiões propostas pelo sistema: são consideradas como 
confirmadas pelo usuário. Se o usuário marca alguma região, então o sistema a retira do 
conjunto das regiões do padrão associado. Uma vez explorada e analisada a resposta do 
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Figura 6.1: Interface do protótipo do sistema de recuperação por conteúdo durante urna 
consulta: A coluna da esquerda mostra urna imagem de consulta. O espaço central serve 
para as interações do usuário: aumentar uma imagem escolhida para marcar regiões na 
consulta. 
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sistema, o usuário solicita uma nova iteração no processo de consulta. 
Figura 6.2: Interface do protótipo do sistema de recuperação por conteúdo durante a res-
posta do sistema: a coluna da direita mostra os resultados obtidos pelo sistema. O espaço 
central permite ao usuário avaliar a resposta, marcando aquelas regiões consideradas corno 
incorretas. 
6.3 Banco de dados utilizado 
Para este exemplo foi utilizadas um conjunto de 150 ISR LANDSAT correspondentes 
às bandas 3, 4 e 5. A primeira corresponde à banda visual vermelha e as outras duas 
correspondem a intervalos no espectro infra-vermelho próximo. Estas imagens foram 
segmentadas manualmente em regiões com textura e cor similares, criando assim o banco 
de dados de regiões. 
O processamento foi implementado utilizando um algoritmo de processamento de con-
sulta que percorre todo o banco de dados. Esta implementação visou apenas constatar o 
funcionamento dos algoritmos, sem preocupação com desempenho. 
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Para cada MR adotado no protótipo, foi criado um arquivo contendo informações de 
cada região, com o número da imagem do banco de dados à qual pertence, seu retângulo 
mínimo envolvente e o vetor característico correspondente. 
Para facilitar o processamento, o arquivo foi ordenado pelo número da imagem, o que 
permite um processamento seqüencial simultâneo nos dois arquivos dos MR. 
6.4 Modelos de Representação 
Para ilustrar o modelo proposto foram utilizados dois MR: a transformada Wavelet para 
textura e momentos dos histogramas para o caso de cores. Estes modelos possuem a 
propriedade de que o processamento das imagens envolvido é eficiente. A métrica de 
similaridade utilizada foi a distância euclidiana L 2 . Ressalte-se que o intervalo de valores 
que pode tomar cada elemento do vetor característico pode ser diferente, e portanto, foi 
aplicado um processo de normalização descrito na seção 6.5. 
Nas próximas seções são apresentadas as diferentes funções componentes segundo a 
definição de Modelo de Representação em 4.4.1. 
6.4.1 Modelo de Representação 1: Transformada Wavelet 
Como apresentado na seção 2.6.4, a Transformada Wavelet corresponde a uma apro-
ximação da imagem em múltiplas escalas. Cada aplicação da transformada produz a 
imagem original reduzida em escala, e mais três imagens de detalhes com a informação 
filtrada correspondente a orientações diferentes em uma faixa de freqüência. Cada ima-
gem contendo a filtragem em uma faixa de freqüência preserva a informação espacial e 
está associada a uma orientação: vertical, horizontal ou diagonal. 
No exemplo aqui apresentado, foi considerada a transformada de Haar [46] aplicada 
com duas iterações em cada uma das três bandas das imagens, obtendo-se, assim, dois 
trios de imagens de detalhe. Dado que a transformada preserva a informação espacial, 
embora com redução de escala, é fácil determinar em cada imagem aproximada quais os 
pixels que correspondem a uma região da imagem original. 
Para a nossa aplicação, a informação de orientação não é muito útil porque o mesmo 
padrão de textura pode aparecer em imagens diferentes com orientações diferentes. Neste 
caso, os valores em cada orientação seriam diferentes, considerando a sensibilidade da 
transformada à rotação. No entanto, todas as imagens de detalhe, de uma mesma 
aplicação da transformada, estão associadas ao mesmo intervalo de freqüência, embora as 
informações apareçam nas diferentes imagens. Por esta razão, processamos de maneira 
conjunta, em cada região, toda a informação em cada uma das imagens de filtragem. 
1 
A seguir são apresentadas as diferentes funções associadas a este modelo de repre-
sentação. 
Função de extração de características 
A função de extração de características E1 para o modelo da transformada Wavelet 
constrói um vetor que descreve a informação extraída para uma região. Inicialmente, 
consideramos duas iterações da transformada sobre a imagem original. Posteriormente, 
para cada região segmentada são processados os pixels contidos na região das três imagens 
de detalhe de cada iteração (filtragens nas direções vertical. horizontal e diagonal). São 
calculadas a média e variância dos valores nessas imagens. Este processo se repete para 
a segunda iteração da transformada. Como este processo é aplicado a cada banda da 
imagem obtém-se, finalmente, um vetor característico de 12 elementos, isto é, a média 
e variância das duas iterações da transformada, para banda da imagem. O vetor 
resultante para a imagem r[J] tem a forma W(r[J]) = (M{, Vl, · · ·, Mt, Mg), sendo l'vlj 
e V] a média e variância dos valores a j-ésima iteração da Transformada para a i-ésima 
banda. 
Função de distância 
Como função de distância foi adotada a distancia L 2 após normalização da cada dimensão 
do vetor, como explicado posteriormente na seção 6.5. 
Função de Parametrização 
Seja {W1 , }V2 , • · ·, Wn} o conjunto de vetores característicos associados a um padrao Pj· 
A função de parametrização T1 , utilizada para o MR baseado em Wave!ets é vetor vVM 
que possui a menor distancia média de todos os vetores da classe, isto é, aquele vetor mais 
próximo do centro de massa associado à coleção de vetores que descrevem o padrão. 
Formalmente, W M é calculado como 
min {Lz(VV;, Wc)} {W1 ,Wzc··,Wn) (6.1) 
sendo Wc o centro de massa do conjunto {W1 , W2, · · ·, Wn}· 
6.4.2 Modelo de Representação 2: Momentos do Histograma 
O outro MR utilizado é o conjunto de momentos do histograma. Uma região segmentada 
de um ISR, em geral, deve ser homogênea em relação à cor, tanto no momento da sua 
inserção no Banco de Dados, como da sua seleção como uma amostra de padrão. Esta 
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premissa implica em que o histograma associado a uma região deve possuir um pico bem 
definido ao redor da cor predominante. Considerando este fato, selecionamos os momentos 
do histograma por ser um modelo compacto para descrever a cor de urna região, no caso 
em que não existe grande variação de cores no histograma. 
As funções associadas a este modelo de representação são apresentadas a seguir: 
Função extração de características 
A função extração de características gera um vetor composto por momentos associados 
a cada urna das bandas das imagens, considerando somente os pixels da região. Inicial-
mente, é construído o histograma em cada urna das bandas, para cada região processada. 
Posteriormente, para cada histograma, são calculados os momentos: média (M), variância 
(V) e simetria(S). Como resultado, para cada região é definido um vetor característico de 
9 elementos do H= (M\ V\ Sl, · · · M 3 , , S3 ) 
Função de distância 
Para o caso do MR por momentos de histograma, utilizamos igualmente a métrica eucli-
diana L 2. Note-se que as diferentes elementos do vetor devem ser quantizadas de modo 
que a influência de cada um deles no resultado de distância seja proporcional ao intervalo 
de valores válidos para esse elemento. 
Função de Parametrização 
É natural entender o conjunto de vetores característicos das regiões de um padrão { H1, · · ·, Hn} 
como elementos de uma classe. Neste caso, seria possível considerar o uso de técnicas tra-
dicionais de classificação para definir um vetor representativo da classe. Esta abordagem, 
pode introduzir valores artificiais, não resultantes de nenhuma região especifica. Por esta 
razão, a função de parametrização adotada usou uma abordagem similar ao caso do MR 
Wavelet. Selecionamos como vetor de parametrização, aquele HM dentre os vetores do 
conjunto { H1 , H2, • • • , Hn} cujos momentos de tipo média são os mais próximos aos valores 
médios dentro do conjunto. Em outras palavras selecionamos 
(6.2) 
sendo MEDj o valor médio do momento média na banda j em todos os vetores carac-
terísticos do conjunto. 
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6.5 Função de Normalização 
Como mencionado na seção (seção 4.4.2), para combinar as similaridades de diferentes 
:\1R é necessário normalizar suas funções. Esta normalização deve equalizar os valores 
de distância de cada MR para intervalo de similaridade [0, 1]. Uma distância igual a O é 
interpretada como máxima similaridade e portanto para efeito de normalização deve ser 
transformada num valor de similaridade 1. Adicionalmente, o vetor de características de 
cada MR possui dimensões com distintas distribuições de valores, implicando em intervalos 
de valores diferentes. Por exemplo, como resultado do processamento, médias e variâncias 
podem ter valores em intervalos diferentes, influenciando de maneira distinta o valor da 
métrica L2 adotada. 
Seja X = (x1, x2, · · ·, Xn) um vetor característico de qualquer um dos MR adotados 
(wavelets ou momentos). Se cada uma das variáveis X; do vetor é quantizada no intervalo 
[0, 1], garante-se que o efeito de cada uma delas é aproximadamente sobre a IWéLilca 
adotada. 
Para garantir isto, adotamos a abordagem de transformar cada variável X; do vetor ca-
racterístico em uma variável aleatória x; de média zero e variância 1, isto é, transformamos 
cada elemento do vetor X; segundo : 
Xi - f.li x; = ---'-
sendo Jli e o-; a média e o desvio quadrático médio da variável X;. 
(6.3) 
Com esta transformação, é conhecido que existe 68% de probabilidade de que o valor 
de X; tenha seus valores no intervalo [-1, 1]. Uma transformação adicional da forma: 
X;-i+j + 1 
- _.;c3a::.:;i __ Xi =:: 
2 (6.4) 
garante, com 99% de probabilidade, que os valores da variável X; . estão no intervalo [0, 1] 
se supusermos que a variável está distribuída segundo a distribuição normal. Aqueles 
valores das variáveis que eventualmente estejam fora do intervalo [O, 1] são truncados. 
A determinação de /1; e o-; é feita da seguinte forma. Inicialmente, são processadas 
todas as regiões da amostra inicial do banco de dados, segundo os diferentes MR obtendo-
se um vetor característico para cada região. Posteriormente, para cada dimensão do 
vetor característico, isto é, para cada variável x;, são determinados os valores de !li e o-; 
considerando os valores nessas variáveis dos vetores característicos de todas as regiões do 
banco de dados. Finalmente, é realizado o processo de normalização aplicando a Equação 
6.4. 
Como resultado deste processo, o vetor X tem todas suas variáveis X; normalizadas 
no intervalo [O, 1]. 
6.6. Resumo 113 
Como passo final do processo é necessária a normalização da métrica de cada modelo 
de representação para obter a função de distância Sj. 
Como foi mencionado, a métrica adotada em ambos modelos foi L 2 . valores de 
distância entre dois vetores normalizados utilizando esta métrica devem ser transformados 
no intervalo [0, 1) sendo 1 o valor de maior similaridade. 
Note-se que a partir da métrica L2 adotada, o maior valor de distancia possível é aquele 
entre os vetores (0, O,···, O) e (1, 1, · · ·, 1). Aplicando a métrica L2 entre estes vetores, o 
resultado é ffi quando o processo de normalização deveria transformar em O, isto é, a 
menor similaridade possíveL Partindo deste fato, a função de distância normalizada sj 
pode ser escrita como: 
( Lz(X1, X2)) 
dM (6.5) 
sendo O,···, 0), (1, 1, · · ·, 1)) a maior distancia entre vetores característicos. 
Note-se que esta transformação garante que uma distância O entre dois vetores se trans-
forma em uma similaridade L 
6.6 Resumo 
Este capítulo apresentou um exemplo de implementação do modelo proposto nesta tese. 
Este protótipo permite ao usuário interagir com as imagens a partir de uma interface 
para apresentação de imagens de consulta e imagens resultantes. O protótipo inclui 
a definição de dois Modelos de Representação correspondentes à transformada Wavelet 
para descrição de textura e momentos de histograma para a cor. Adicionalmente, foi 
apresentado o critério de normalização das funções de similaridade adotado no protótipo. 
Capítulo 
Conclusões e Extensões 
7.1 Conclusões 
Esta tese apresentou um modelo de recuperação por conteúdo de Imagens de Sensoria-
mento Remoto (ISR). Este tipo de imagens possui características que justificam a busca 
de modelos específicos para seu tratamento. 
Para a definição deste modelo foram analisados diferentes problemas da recuperação 
baseada em conteúdo, técnicas de processamento de imagens utilizadas nesta área, as-
sim como as características particulares de vários sistemas existentes para este tipo de 
recuperação. A seguir foram estudadas as características das ISR e os problemas que 
estas apresentam para sua recuperação baseada em conteúdo. Constatou-se que estas 
características complicam o processo de recuperação. 
Este estudo inicial permitiu identificar, dentre outras, três premissas básicas para a 
recuperação de ISR: (a) a ocorrência de um mesmo fenômeno em imagens de diferentes 
locais e épocas, ainda com alterações esperadas, pode conservar similaridade em textura e 
cor que permite ao especialista relacioná-las. (b) existe dificuldade em achar um modelo 
matemático universal de descrição de conteúdo de ISR . (c) as propriedades das ISR e 
do seu processamento fazem com que a similaridade entre padrões e objetos dentro delas 
seja dependente de cada especialista e mutável no tempo. 
A partir destas premissas, foi apresentado o modelo de recuperação baseado em três 
elementos básicos: (1) padrões como conceitos de consulta, (2) uso de múltiplos modelos 
matemáticos de descrição do conteúdo e (3) um mecanismo de retroalimentação. 
Um padrão foi definido como um conjunto de regiões de imagens associado a um 
mesmo conceito ou entidade do mundo reaL A importãncia do padrão no modelo é que 
ele expressa a idéia de que um mesmo conceito pode ter várias formas de manifestação 
dentro das ISR As consultas são realizadas buscando-se imagens que contenham regiões 
similares dentro desta definição. 
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O segundo elemento da proposta foi a utilização de múltiplos modelos matemáticos 
para representar o conteúdo das imagens. Isto implica em permitir o uso simultâneo de 
diversas técnicas conhecidas para a caracterização da textura e a cor em ISR Se alguma 
dessas técnicas considera uma imagem relevante para o resultado da consulta, o sistema 
considera este resultado. 
A vantagem de múltiplas representações é permitir o uso cooperativo de diversos re-
sultados na área de processamento de imagens para caracterizar o conteúdo de ISR 
contrário de outros trabalhos na área de recuperação por conteúdo, a ênfase desta pro-
posta não está em apresentar um modelo matemático específico para descrever o conteúdo, 
mas em permitir o uso simultâneo de vários deles. 
O terceiro elemento importante da proposta é a introdução de um mecanismo de retro-
alimentação para a realização das consultas. A inclusão deste mecanismo permite definir 
uma consulta como um processo iterativo de refinamento do resultado. Para o usuário, a 
retroalimentação ocorre com a confirmação da validade dos resultados apresentados pelo 
sistema. Esta confirmação implica em uma redefinição de quais regiões são consideradas 
parte de um padrão. Para o sistema, a retroalimentação se produz com a realização de 
uma nova consulta utilizando uma padrões refinados e a associação de pesos aos diferentes 
modelos matemáticos de representação. A tese propõe um critério de cálculo dos pesos 
que visa a busca daqueles modelos mais próximos do senso de similaridade de um usuário 
específico. 
Como parte da proposta foi introduzida uma função de similaridade que utiliza a 
abordagem de Fagin [17] de funções de pontuação. Esta função de similaridade constitui 
a base do processamento de uma consulta. A definição desta função combina os três 
elementos básicos do modelo mencionados anteriormente. 
Como conseqüência direta do modelo, a tese propõe parâmetros para avaliar a evolução 
de uma consulta. Estes parâmetros oferecem uma descrição quantitativa do grau de con-
vergência entre o senso de similaridade do usuário e a definição de similaridade antes 
mencionada. Por outro lado, também permitem detectar quantitativamente comporta-
mentos inadequados do sistema ou do usuário durante uma consulta, como, por exemplo, 
confirmações não coerentes de um usuário nas diferentes iterações. 
Um último resultado da tese é a proposta de um algoritmo que reduz a complexidade 
do. processamento de consultas baseado em estruturas de índice espacial e nas propri-
edades da função de similaridade proposta. Este algoritmo foi apresentado e não foi 
implementado, mas mostra a viabilidade do modelo proposto para bancos de dados com 
número significativo de imagens. 
Finalmente, a tese ilustra um caso particular do modelo apresentado e discute o pro-
blema de normalização para este caso. 
Uma das dificuldades maiores para a aplicação do modelo é a falta de algoritmos 
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de segmentação automatizados que produzam resultados efetivos. As propostas mais 
prometedoras para este problema são algoritmos de segmentação supervisionados que 
sempre envolvem a participação humana. A aplicação do modelo em bancos de dados 
massivos sempre teria como limitação a capacidade humana de processar, do ponto de 
vista de segmentação, o número cada vez maior de ISR geradas. 
As principais contribuições desta tese são, assim: 
* Estudo dos problemas e particularidades das ISR para a recuperação por conteúdo. 
e Definição de um modelo de recuperação por conteúdo para ISR que considere estas 
características, assim como as particularidades do processamento destas imagens 
pelos especialistas. 
e Definição de um modelo e métrica de similaridade baseados no uso de múltiplas 
representações de refinado iterativamente a da retroa!imentação 
(feedback) de cada especialista. 
e Uma proposta de implementação do modelo que mostra a viabilidade de sua uti-
lização. 
7.2 Extensões 
Existem várias extensões a este trabalho. dentre elas podemos citar: 
o A validação prática do modelo não foi totalmente realizada. O modelo precisa ser 
implementado com bancos de dados reais considerando diferentes fontes de ISR. 
• Uma aplicação direta do modelo proposto é sua integração a um Sistema de In-
formações Geográficas (SIG). No contex-to de um SIG, um mecanismo de recu-
peração como o proposto pode ser uma ferramenta auxiliar de muita utilidade para 
qualquer aplicação sobre ISR. Os recursos de composição, filtragem e visualização 
de imagens do SIG podem ser utilizados diretamente como parte da interface do 
sistema de recuperação. 
• É necessário explorar outros modelos de representação. Dada a dificuldade de achar 
modelos de representação únicos, adequados para ISR. um sistema baseado no mo-
delo proposto pode servir como plataforma de análise de diferentes modelos de 
representação. 
Os parâmetros de precisão apresentados no capítulo 4 podem ser a fonte desta 
análise. A proposta considera basicamente valores máximo e mínimos, no entanto, 
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é possível manter o registro histórico desses parâmetros para todos os modelos de 
representação durante uma sessão de consulta. 
exemplo, um modelo que para vários usuários consegue a convergência com 
o usuário mostra dificuldades para caracterizar o conteúdo ISR. Este modelo não 
contribui para o processo de consulta e poderia ser substituído. Outra aplicação 
destes parâmetros é a análise das series históricas que eles produzem. Esta análise 
permitiria traçar perfis usuários, determinação de "outliers" durante o processo 
de consulta, dentre outros estudos possíveis. 
e A definição de MR proposta no trabalho sugere um projeto e construção do sistema 
de recuperação, com flexibilidade para a integração rápida e fácil de novos MR 
Arquivos de descrição dos MR podem ser idealizados de maneira tal que incluir um 
novo MR não implique na re-codificação e re-compilação do sistema, mas na sua 
reconfiguração . 
., O modelo de similaridade adotado baseia-se na utilização de funções de máximo e 
mínimo para as similaridades intra-padrão e global, respectivamente. O uso des-
tas funções é relevante para o algoritmo de processamento de consultas proposto. 
No entanto, outras alternativas de funções de pontuação poderiam ser aplicadas, 
permitindo estudar outras possibilidades de combinação de similaridades. 
" A definição de modelo de representação adotada no capítulo 4 considera uma função 
de parametrização que devolve um vetor de descrição do padrão, que chamamos de 
vetor de parametrização. No entanto, pode acontecer que a descrição de um padrão, 
utilizando um único vetor, não seja sempre adequada. Em alguns casos, os vetores 
que se conformam a um padrão poderiam formar mais de um cluster indicando 
duas possibilidades: (a) o usuário está agrupando em um mesmo padrão entidades 
diferentes, (b) a descrição de uma entidade em um padrão corresponde a uma classe 
multimodal, isto é, descrita por vários clusters. 
Para considerar este caso, a definição de modelo de representação poderia ser es-
tendida modificando a função de parametrização T. A nova função T devolveria 
como resultado um conjunto de vetores que descrevem o conteúdo de padrão. Obvi-
amente, esta extensão implicaria sua redefinição da função de similaridade proposta 
e do algoritmo de processamento de consultas. 
• A proposta de cálculos de pesos permite garantir que agueles modelos de repre-
sentação mais efetivos conseguem aumentar sua relevância na resposta do sistema. 
No entanto, deve ser estudado em que condições bons modelos de representação não 
conseguem incluir seus resultados nesta resposta. Modelos de representação com 
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tendência a associar baixos valores de similaridade (i.e. juizes muito rigorosos), po-
deriam ser excluídos da resposta do sistema, embora realizando uma caracterização 
do conteúdo das imagens. 
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