Algorithms are presented for computing a quadratic spline interpolant with variable knots which preserves the monotonicity and convexity of the data. It is also
1. Introduction. Interpolation to convex data by a convex polynomial spline has been investigated by Passow and Roulier in [6] . McAllister, Passow, and Roulier [5] present an efficient computational algorithm for such interpolation. In both of these papers, the knots of the spline are the interpolation points. It is shown in [6] that the degree of the various piecewise polynomials may be forced to be arbitrarily high by a suitable choice of data points. The purpose of this paper is to show that in convex interpolation with such splines, this undesirable property can occur for any choice of fixed knots. On the other hand, we will present an algorithm for interpolation by convex quadratic splines with knots at the interpolation points and at most one additional properly chosen knot between each interpolation point.
We note that elimination of undesirable oscillations (without increasing the degree of the polynomial interpolant), by the addition of knots, is studied in de Boor [1, Chapter 16], and in Dube ( [2] and [3] ). Their methods are essentially different from those presented here.
We also note that our algorithm will only add knots when required, that is, when the data bends very sharply. In this case the resulting curve though differentiable will look very much like a curve with corners. This, of course, is due to the fact that any differentiable shape preserving function interpolating this data would behave in this way.
Notation and Preliminary
Concepts. Let A = [x0, xx, . . . , xN} be a fixed set of real numbers with x¡ < x¡+,, /' = 0, . . . , N -1. For /' < n the set of splines of degree n and deficiency n -j on A is denoted by S'n(A). Thus,/G S'n(A) if and only if/G C'[x0, xN] and /is an algebraic polynomial of degree n or less on Definition 2.1. Suppose the data {(*,-, v,)}£L0 are nondecreasing and nonconcave.
Let 3c,. = xt_, + Axt/2 where Ax¡ = x¡ -x¡_ x fox i = 1,2, . . . , N. A set of numbers {ti}]¡Lí is said to be ^admissible if the piecewise linear function L(x) generated by the points (x0,y0), (xx, tx), (x2, t2), . . . , (xN, tN), (xN,yN) passes through the points (jc,-,.y,), i = I, . . . ,N -I, and is nondecreasing and nonconcave.
The following theorem is a special case of the theorem of Passow and Roulier [6] . Theorem 2.1. Given nondecreasing, nonconcave data {(*,-, .y,)}£L0 there exists a quadratic spline f (i.e., /G S\(A)) satisfying if, and only if, there exists a set of Vi-admissible points {t¡ }f= x for these data.
(It is actually shown in [6] that if such a set of '¿-admissible points exists then for any positive integer m there is/G S^fA) satisfying (2.2), (2.3) and (2.4). We will restrict ourselves to ^(A).)
Furthermore, if such ^-admissible points exist, then such an / can be constructed as follows: The following then is a special case of a theorem in [5] . Theorem 2.2. Given nondecreasing, nonconcave data (x¡,y¡), i = 0, 1, . . . , N, (2.6) there exist Vi-admissible points for these data if and only if (2.7) the ^-algorithm can be completed with m,. < 5,+ j for i = 1,2,. . . ,N-I.
If (2.7) holds, then the construction of a piecewise linear function L as described above can be accomplished using mN_x ax\dMN_x. We simply take tN to be any point which lies between
The numbers tN_x, tN_2, . . . , tx are then uniquely determined by the choice of tN. We note furthermore that if mN_x = MN_X < SN, then the interpolator quadratic spline satisfying (2.2), (2.3), and (2.4) is unique.
3. Fixed Knots. In the previous section, the numbers x¡, i = 0, 1, . . . , N,
were the abscissas of data points, and the mesh A was the collection of all such abscissas. In this section x¡, i = 0, I, . . . , N, will stand for the abscissas of data points, but A will now be an arbitrary finite collection of real numbers which will be the knots of the piecewise polynomials. We will show that, given any mesh A, any four such x{, i = 0, 1, 2, 3, and any n, there exists a set of four increasing convex data points with these x¡ as abscissas such that no / G Sn(A) can interpolate the data and be convex and increasing.
Theorem 3.1. Let the integer « > 1, real numbers x0 < xx < x2 < x3 and mesh A be given. There exist numbers y0, yx, y2, y3 such that the data (x¡, y¡), i -0, 1,2, 3, are increasing and convex and such that no /G 5^(A) satisfies The following lemma will be helpful in the proof of Theorem 3.1: Let A be the mesh described above. We may assume without loss of generality that x¡ G A, /' = 0, 1, 2, 3. Let Sx<f'(xx)<S1K \ °V.
Let /z be the straight line passing through (xx,yx) and (x2,y2), and let k he the straight line passing through (x2,y2) and (x3,y3). It is easy to see that That is, m > \/2(l + Sx)n > n. Hence, for this data no /G Sln(A) can satisfy (3.1) and (3.2) . This establishes Theorem 3.1.
We note that Theorem 3.1 contains Theorem 3 in [6] as a special case.
4. Variable Knots and Quadratic Splines. In this section we show that for convex increasing data (x¡, y¡), i = 0, 1, . . . , N, it is always possible to construct a mesh A such that A= {x0,xx,... ,xN} C A, and A contains at most one additional knot between each pair x¡_, and x¡ and such that a quadratic spline / on A satisfies (2.2), (2.3), and (2.4). The proof will be constructive in that an algorithm for choosing the new knots will be given. In fact, we will present an algorithm for inserting new "data" so that (2.6) holds for this "expanded" set of data.
The following lemmas will be needed: Lemma 4.1. Let the four data points (jc,., v,.), i -0, 1, 2, 3, be convex and increasing, and let 50 be given so that 0 < 50 < Sv Define Thus, (4.6) is established. Also, in both cases, we are guaranteed that m¡ < M( for i = 0, 1, 2, 3 which gives (4.7). Thus, we may choose a %-admissible set {tx, t2, t3, r4} by choosing r4 to be any point lying between y2 + m3((x3 -x2)/2) and y2 ~*~ M3iix3 -x2)/2). Furthermore, if we choose r4 = y2 + m3((x3 -x2)/2), then (4.9) t4=y2 +S2((x3-x2)/2). Now note that the line segment joining (x0, y0) and (3c, y) and the line segment joining (Xj, yx) and (x2, y2) intersect at a point whose x coordinate is the midpoint of the segment [3c, xx ]. Furthermore, the y coordinate of the point where the line joining (xx,yx) and (x2,y2) intersects the vertical line passing through (x2 + x3)/2 is r4 as given by (4.9). Hence, for this choice of r4, the resulting piecewise linear function L will have the slope of its first segment equal to 50. Since any choice of r4 in the interval described above will give a different piecewise linear function L and since no such L can have the slope of its first segment greater than 50 and since M3 > m3, (4.8) is valid. This completes the proof of Lemma 4.1.
Lemma 4.2. Let the four data points (x¡,y¡), 0 < i < 3, be convex and increasing and let 50 be given such that 0 < 50 < Sv If in the ^-algorithm m2 > S3, then But S3>S2. Hence, S2 > 2SX ; and therefore, S2~S0> 2(SX -50). It follows that x0 < 3c < xx, which establishes the lemma.
We now present the point insertion algorithm. Let (xf, y¡), i = 0, 1,2, . . . , N, be given convex and increasing data.
Point insertion algorithm. Apply the ^-algorithm until Thus, we insert between ixk_2,yk_2) and (xk_x,yk_x) the point (3c, y) where 3c and y axe from (4.1) and (4.2): (4.12)
x =xk_x ~2(xk_x ~xk_2)(Sk_x -S0)/(Sk-SQ) and (4.13) y=yk-2 +S0(x-xk_2).
From Lemma 4.2, xk_2 < x <xk_x and^k_2 < y <yk_x-Now renumber the points to include the point (3c, y). Thus, the data now is (x¡,y¡) for i = 0,1, ... ,N + I with xk_ x = 3c and yk_l -y. Now apply thê -algorithm to the "expanded" data until m ■ > 5+ j and proceed as before. Note that it is only necessary to recalculate mfc_2 and Mk_2 and continue from this point since m,-and AT,, for j = 0, 1, . . . , k -3 are the same as before. We note that
Mp ~mP =n»MSp+, -mp,Mp_x -mp_x}.
Since mp > Mp and Mp_ x -mp_ x > 0, it follows that M = S + x and, therefore, mp > Sp+X contradicting the definition of k. Therefore, m;-< Af;-for all 0 < / < k.
Furthermore, since mk_2 <Mk_2 <5fc_j, we have mk-2 <So <Mk-2 ^sk-v Now insert the point (x, y) between (xk_2, ^fc_2) and ixk-i< ^k-i)» wnere 3c and y are given by (4.12) and (4.13). By (4.8) there is e > 0 so that for any, number m satisfying 50 -e < m < 50
there is a ^-admissible set for the five points ixk_2, yk_2)> ix, y), ixk_l, -Vfc_i)> ixk> yk)' (^fc+i' ^k+i)'so tnat tne piecewise linear function L associated with it has its first linear segment of slope m. We may assume that e is chosen small enough so that mk-2 <S0-e.
If we re-index the data we get (x'¡,y'¡), i = 0, I, . . . ,N + I, as above, it is now clear that if the ^-algorithm is applied to this "expanded" data we will have m,. <M, <5,.+ 1
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for i = 0, 1, 2, . . . , k + 2. Thus, a new point will not be inserted before (x'k, y'k). That is, if another new point is to be inserted it will be after (x'k, y'k) (i.e., after (xk_x,yk_x)). This establishes (4.15) and, hence, (4.14). Assertion (4.16) is easily established by applying Lemmas 4.1 and 4.2. This completes the proof. It follows that a quadratic spline exists which interpolates and "preserves the shape" of any finite set of data if at most one additional knot is added between any two original data points. Such a spline should be useful in computer aided geometric design and other applications of computer graphics.
5. Numerical Examples and Remarks. The point insertion algorithm described in Section 4 was applied to several sets of convex increasing data and in each case produced expanded data which were convex increasing and H-admissible. We report on three such cases because of their severe numerical properties. All calculations were done in double precision on an IBM 370-165. It should be noted that the data in examples 2 and 3 are so extreme that the point insertion algorithm failed to produce ^-admissible data using only single precision. 
