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We use a one-dimensional polariton fluid in a semiconductor microcavity to explore the rich non-
linear dynamics of counter-propagating interacting Bose fluids. The intrinsically driven-dissipative
nature of the polariton fluid allows to use resonant pumping to impose a phase twist across the fluid.
When the polariton-polariton interaction energy becomes comparable to the kinetic energy, linear
interference fringes transform into a train of solitons. A novel type of bistable behavior controlled
by the phase twist across the fluid is experimentally evidenced.
Dark solitons are among the fundamental nonlinear
collective excitations of one-dimensional (1D) quantum
degenerate fluids with positive mass and repulsive inter-
actions. They are characterized by a dip in a uniform
background density and a jump in the macroscopic phase
across it. The shape and size of the dip is given by the
interplay of mass and nonlinearity. Because of the uni-
versality of the mechanisms necessary to their formation,
dark solitons have been observed in a wide variety of
systems ranging from Bose-Einstein condensates of cold
atoms [1–3], optical fibers [4], to thin magnetic films [5].
Interestingly, dark solitons have also been observed in
nonlinear open-dissipative systems, in particular, in semi-
conductor microcavities [6–9] and are attracting great in-
terest in view of photonic applications [10].
Semiconductor microcavities have recently appeared as
an excellent platform to study the nonlinear dynamics of
interacting Bose fluids in a photonic context [11]. Their
elementary excitations are exciton-polaritons, bosonic
quasiparticles arising from the strong coupling between
quantum well excitons and photons confined in the mi-
crocavity. While their excitonic component provides sig-
nificant repulsive interactions, the fast escape of pho-
tons out of the microcavity makes polaritons an intrinsi-
cally open-dissipative system, requiring continuous wave
pumping to achieve a steady state. A number of quantum
fluid effects have been studied in semiconductor micro-
cavities, including superfluidity [12], diffusive Goldstone
modes [13], Bogoliubov excitation spectrum [14], solitary
bright waves [15, 16], and the hydrodynamic nucleation
of quantized vortices [17, 18] and dark solitons [7, 8].
In addition to the possibility of in-situ and time-
resolved imaging of the fluid dynamics, a remarkable fea-
ture of driven-dissipative systems is that a resonant drive
allows setting the local phase of the wavefunction [11].
It is then possible to externally manipulate the bound-
ary conditions and impose a controlled phase pattern
across a polariton fluid. This was first explored in a
two-dimensional polariton condensate in which a spa-
tial vortex phase profile was imposed on the polariton
field, resulting in persistent currents with high orbital
momentum [19]. This technique opens up a new world
for the exploration of the elementary excitations of po-
lariton quantum fluids. In particular, it has been pro-
posed that by imposing a phase twist across the fluid
via the external pumping, the superfluid fraction could
be measured [20], different Josephson dynamical regimes
could be addressed [21, 22], and the controlled nucleation
of dark solitons could be implemented [23].
In this Letter, we report on the study of counter-
propagating interacting polariton fluids resonantly ex-
cited in a 1D semiconductor cavity. At high excitation
power, polariton-polariton interactions are responsible
for the self-organization of a dark soliton train, which is
directly evidenced by spatial imaging of the 1D channel.
When scanning the excitation power, the abrupt disap-
pearance of solitons reflects the discrete nature of these
nonlinear excitations. Interestingly, varying the phase
difference between the two pumping beams, we are able
to impose a phase twist across the fluid which controls
not only the position of the soliton train, but also the
parity of their number. A novel type of bistable behavior
appears when scanning the phase twist up and down, at
constant power.
Our sample, grown by molecular beam epitaxy,
consists of a λ GaAs cavity surrounded by two
Ga0.9Al0.1As/Ga0.05Al0.95As Bragg mirrors with 26 (30)
pairs in the top (bottom) mirror. A single 8 nm
In0.95Ga0.05As quantum well is inserted at the cavity cen-
ter. The Rabi splitting resulting from the exciton-photon
strong coupling amounts to 3.5 meV. Electron beam
lithography and dry etching are used to fabricate pho-
tonic wires of 3 µm width and 200 µm length (Fig. 1(b)).
The experiments are performed at a temperature of 10 K.
The photoluminescence is collected in transmission geom-
etry through the sample back, and real- and momentum-
space emission is imaged on a CCD camera coupled to a
spectrometer. A polarizer selects the emission polarized
along the wire.
First, the polariton dispersion in the wire has been
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FIG. 1. (a) Far-field photoluminescence measured under
non-resonant pumping. (Solid lines) theoretical fits of the
lower and upper polariton branches and (dashed lines) bare
exciton and photon energy. The horizontal segment shows
the energy and width for the resonant excitation conditions.
(b) Sketch of the experimental configuration. (c) Spatially re-
solved emission measured along the wire in the linear regime,
for P = 8 mW, ∆E = 0.27 meV, d = 50 µm and ∆ϕ ≈ 0.
Dotted lines indicate the wire edges. The color scale is sat-
urated in regions under the spots. (d) Measured intensity
profile integrated in the transverse direction. (e) Intensity
profile measured along the wire as a function of ∆ϕ for simi-
lar pumping parameters, well in the linear regime.
characterized by non-resonant photoluminescence, using
a cw single-mode Ti:sapphire laser. Figure 1(a) shows
the momentum-space emission, evidencing the lower and
upper polariton 1D sub-bands. We deduce an exciton-
photon detuning δ = EC(k = 0) − EX(k = 0) ≈
−3.5 meV, where EC(k) is the bare photon energy and
EX(k) the bare exciton energy. Close to k = 0, the lower
polariton branch can be approximated by a parabola,
E(k) = E0 + ~2k2/2m, where m = 4 × 10−5 me is the
polariton effective mass and me the free electron mass.
The focus of this Letter is to investigate the dynamics
of a pair of counter-flowing polariton fluids. To create
them, we use a resonant cw laser split in two separate
beams, linearly polarized along the wire and focused at
normal incidence onto two 8 µm diameter spots separated
by a distance d. The laser energy ~ωp is blueshifted by
∆E = ~ωp−E0 with respect to the lower polariton energy
E0 at k = 0 (see Fig. 1(a)). The phase difference ∆ϕ
between the two beams can be varied using a delay stage
controlled by a piezoelectric actuator added to the path
of one of the excitation beams.
Figure 1(c) shows the polariton emission, spatially re-
solved along the wire, measured for a low pumping power
P = 8 mW well in the linear regime. The saturated
bright regions correspond to the excitation spots posi-
tions, and the bright regions outside of the wire, above
and below the spots, correspond to laser light scattered
by the wire edges, and are thus not relevant. Even
though the excitation spots are at normal incidence, their
finite angular aperture allows injecting polaritons with
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FIG. 2. (a) Spatially resolved emission measured along
the wire for P = 23 mW (∆E = 0.27 meV, d = 50 µm,
∆ϕ ≈ 0), and (b) intensity profile integrated over the trans-
verse direction. (c) Corresponding calculated emission pro-
file. (d) Total measured emission intensity (integrated along
both the transverse and longitudinal directions) as a function
of pump power. The shaded gray region corresponds to the
linear regime. (e) Measured –(f) calculated– emission pro-
file when scanning the power up (the low power data have
been amplified by a factor 10 for clarity). The horizontal red
(resp. blue) line corresponds to the profile shown in Fig. 1(d)
(resp. 2(b)).
wavevectors kf = ±
√
2m∆E/~ = ±0.53µm−1 [11]. Be-
tween the two excitation spots, we observe a regular
fringe pattern with a spacing of s = 6.0 µm = pi/kf ,
arising from interference of the two counter-propagating
polariton waves (a sinusoidal fit of the fringe pattern is
shown in the Supplemental Material [24]). The posi-
tion of the fringe pattern is determined by the boundary
conditions imposed by the excitation spots, namely the
distance between them and their phase difference ∆ϕ.
When ∆ϕ is scanned, we observe a continuous spatial
displacement of the interference pattern (see Fig. 1(e)),
a behavior characteristic of the linear regime.
Superfluidity and the nucleation of dark solitons are
features of quantum fluids showing up when the inter-
particle interaction energy is comparable to the kinetic
energy. In our system, the interaction energy is ~gn,
where g is the polariton-polariton interaction constant
and n the polariton density, controlled by the excitation
power. When the latter is ramped up into the nonlinear
regime, a first threshold is observed when the blueshift
due to polariton-polariton interactions under the pump
spots equals ∆E, resulting in an abrupt increase of the
polariton density (see Fig. 2(d)). When the power is
further ramped up, a second threshold is observed with
a change of the spatial pattern. A similar threshold be-
havior has been reported in a 1D polariton fluid in a
configuration in which polaritons are excited by a single
beam and reflected by an external potential [27].
3A typical emission pattern above the second thresh-
old is shown in Fig. 2(a) for ∆ϕ ≈ 0. It strongly differs
from the linear case [Fig. 1(c)]: two density dips, drop-
ping almost to zero, are visible in an otherwise almost
constant high density profile. Those dips are identified as
dark solitons –nonlinear collective excitations of the fluid.
They are well fitted by the characteristic hyperbolic tan-
gent function, and the characteristic pi phase jump of the
wavefunction across the soliton was experimentally con-
firmed by measuring the interference between the polari-
ton emission and a constant-phase reference beam [24].
Figure 2(e) reveals that the number of solitons depends
on the excitation power. Directly above the first thresh-
old at Pth = 12 mW, four solitons are present in the
region between the spots. Further increasing the exci-
tation power, we observe at P = 21 mW the abrupt
expulsion of two solitons so that only two of them re-
main. Interestingly, the polariton density between the
spots and outside of the dark solitons is almost indepen-
dent of the pumping power. Notice that the observed
expulsion of two solitons, replaced by regions of high po-
lariton density, is responsible for the small jump in total
emitted intensity that is visible at the second threshold
(see Fig. 2(d)). Throughout the whole power scan in
Fig. 2(d), the number of solitons remains even because of
the symmetry of the excitation conditions. Indeed, since
we impose ∆ϕ ≈ 0, the polariton wave function must
remain symmetric, implying an even number of solitons.
To reproduce these experimental observations, we
solve a 1D Gross-Pitaevskii equation that includes pump
and loss terms, and consider only the lower polariton
branch [28]. The evolution of the polariton wave func-
tion Ψ(x) is given by:
i~
∂Ψ(x, t)
∂t
=
[
E0 − ~
2
2m
∂2Ψ(x, t)
∂x2
+ ~g|Ψ(x)|2
]
Ψ(x, t)
− i~γ
2
Ψ(x, t) + iF (x)e−iωpt (1)
where γ is the polariton decay rate. F (x) = F0 f(x),
with |F0|2 being proportional to the total power of the
coherent drive, and f(x) is a complex function describ-
ing the spatial profile and the relative phase of the pump
beams. The steady-state solutions of the equation are
obtained numerically for the experimentally measured
linewidth ~γ = 47 µeV, E0 = 1478.57 meV, ∆E =
0.27 meV and gaussian spots of width w = 8 µm sep-
arated by d = 50 µm. We take an interaction constant
~g = 0.3 µeV.µm [29]. Figure 2(f) shows the calculated
polariton density |Ψ(x)|2 as a function of the excitation
power |F0|2. The calculations perfectly reproduce the low
power interferences and the abrupt transition to the non-
linear regime resulting in the nucleation of four dark soli-
tons and, at higher power, two dark solitons [Fig. 2(c)].
The nucleation of solitons in the nonlinear regime, and
the abrupt change in their number when increasing the
excitation power can be intuitively understood from the
hydrodynamics of the polariton flow. In the steady state,
in the central region far from the excitation spots, the real
part of Eq. (1) multiplied by Ψ∗(x) can be written as a
”local” energy conservation law as follows:
~ωp = E0 − ~
2
2m
Re(Ψ∗∇2Ψ)(x)
n(x)
+ ~gn(x) (2)
The imaginary part of the steady state equation gives
a continuity equation that accounts for the losses due to
the finite polariton lifetime and the injection from the
pumping beams. Equation (2) shows that the energy
per polariton is fixed by ωp. Thus, locally, ~ωp must
be equal to the sum of three terms: the single-polariton
energy E0 at k = 0; a kinetic term (− ~22m Re(Ψ
∗∇2Ψ)
n(x) ); and
a polariton-polariton interaction term (~gn(x)).
The specific dark soliton profile at a given pump power
is a result of the local interplay between the kinetic and
interaction terms. In the core of a soliton, where the
density is low and its second order derivative is high, the
kinetic term dominates over interactions, while it is the
opposite in the high density regions far from the core. At
pump densities just above the first nonlinear threshold,
the polariton flow from the pump spots towards the cen-
tral region contains a high kinetic energy that needs to be
accommodated in the form of a large number of solitons,
four in the case depicted in Fig. 2(e) in the 12− 21 mW
range. When the excitation power is further increased,
the higher density in the wire results in an increase of in-
teractions. In the balance established by Eq. (2), a higher
weight of the interaction term must be accompanied by
a decrease of the kinetic term, resulting in the expul-
sion of solitons. The results of the numerical simulations
[Fig. 2(c),(f)] reproduce quantitatively the features ob-
served in the experiment: at low pump intensities, there
is just a linear interference whereas when interactions
become significant, the sinusoid transforms into a soliton
train, more precisely an elliptic function shape [24], as
first discussed in [30] and [31].
We now address bistability in the wire, a well-
established behavior displayed by nonlinear dissipative
systems as a function of driving intensity [11, 32, 33].
Usually this effect is observed in a configuration where
the polariton field is frozen in a single mode. When,
as in the present situation, multi-mode polariton fluids
are considered, the complex spatial dynamics is expected
to give rise to conceptually different bistability or even
multistability effects [34–36]. As a first example, we no-
tice that the abrupt change in soliton number occurs at
different excitation powers when the power is scanned
downward than when the power is ramped up [24]: two
different soliton patterns can thus be observed for the
same excitation power.
An even more intriguing bistable behavior occurs when
the excitation power is kept constant while scanning the
phase twist ∆ϕ across the polariton fluid imposed by
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FIG. 3. (a), (c) Spatially resolved emission for P = 57 mW,
∆E = 0.37 meV, d = 50 µm and: (a) ∆ϕ ≈ 0; (c) ∆ϕ ≈ pi.
(b), (d) Corresponding intensity profiles integrated over the
transverse direction. (e), (f) Measured –(g), (h) calculated–
intensity profiles for increasing (e),(g) and decreasing (f),(h)
phase difference ∆ϕ between the spots. White dotted lines
indicate the value of ∆ϕ for which a soliton is expelled or
generated. The measured number of solitons is indicated in
white.
the excitation lasers. Figure 3(a)-(f) shows the polariton
density profiles for a fixed excitation power and differ-
ent values of ∆ϕ. For ∆ϕ = 0 [Fig. 3(a)] a symmetric
profile is observed with four solitons. On the contrary,
when ∆ϕ = pi [Fig. 3(c)], an antisymmetric profile is mea-
sured, with only three solitons, consistent with the anti-
symmetric boundary conditions. The transition between
the two situations takes place abruptly when scanning
∆ϕ, as shown in Fig. 3(e) (white dashed lines), attest-
ing the nonlinear character of the fluid (in contrast to
the smooth rigid motion of fringes in the linear regime
that is visible in Fig. 1(e)). This transition can be under-
stood in a similar way to the case of Fig. 2, where a scan
in power induces a change in interaction energy. In the
present situation, the phase twist results in a change in
kinetic energy across the fluid, which is accommodated
via the expulsion or addition of a soliton to the fluid pat-
tern. When approaching ∆ϕ = pi, the choice between the
expulsion and the inclusion of a soliton is settled by the
most stable solution at the considered excitation power.
Remarkably, when scanning ∆ϕ in the upward and
downward directions for a fixed excitation power we ob-
serve a bistable behavior, as predicted in Ref. [23]. In
Fig. 3(f), ∆ϕ is now decreased, starting from the situa-
tion ∆ϕ = 2pi from Fig. 3(e). The expulsion or genera-
tion of single solitons takes place at different values of ∆ϕ
than in the upward scan. In other words, there exist val-
ues of the phase difference between the beams, for which
two different profiles –with either four or three solitons–
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FIG. 4. (a)-(d) Number of solitons measured when scanning
∆ϕ up (empty symbols) and down (full symbols). (a) Same
parameters as in Fig. 3(e),(f); (b) ∆E = 0.21 meV, P =
42 mW, d = 60 µm; (c) ∆E = 0.35 meV, P = 90 mW,
d = 40 µm; (d) ∆E = 0.20 meV, P = 103 mW, d = 40 µm.
The fluctuations due to phase noise in the experimental setup
are estimated on the order of ±0.03pi.
are stable: we evidence a bistability entirely controlled
by the relative phase of the pumping beams.
The numerical simulation presented in Fig. 3(g,h) is
in good qualitative agreement with the measured phase
scan, including the bistable behavior. There are how-
ever some differences: the theoretical patterns shown
in the two panels transform into each other under the
∆ϕ→ 2pi−∆ϕ transformation, while in the experiment,
this symmetry is only approximately satisfied. Indeed the
simulation shows a more regular displacement of the soli-
ton pattern than the measurement. For instance, when
three solitons are stable, the measured pattern appears
almost fixed in space for a wide range of ∆ϕ. This can be
explained by the presence of disorder in the wire, as con-
firmed by simulations when introducing a small potential
dip to model a defect [24]. The slightly smaller bistability
range observed in the experiments as compared to simu-
lations could also be caused by disorder [24], as well as
by phase noise in the pump beams.
Figure 4 summarizes the measured number of solitons
versus ∆ϕ in the upward and downward scans for dif-
ferent configurations of excitation powers and distances
d. Abrupt switching between trains with N and N + 1
solitons is observed for N ranging from 0 to 3. In each
of these situations, we observe a well defined phase-
controlled bistability.
In conclusion, we have demonstrated the ability to gen-
erate and control soliton trains in a 1D polariton quan-
tum fluid. The ability to impose a controllable phase
twist across the fluid using a coherent drive allows to re-
veal a novel bistable behavior. This experimental config-
uration offers a new perspective to explore the excitation
spectrum of soliton trains in pump probe experiments.
Moreover, exploiting the polarization degree of freedom
of polaritons, formation of spin domains [23] and half
soliton trains [37–39] have been predicted. Finally, from
5a more general perspective, as the response of a quantum
fluid to a phase perturbation is quantitatively related to
its superfluid fraction [20, 40, 41], our experiment opens
the way to the experimental measurement of this quan-
tity, crucial in the theory of driven dissipative quantum
fluids [42].
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7SUPPLEMENTAL MATERIAL
I - Phase of the polariton fluid
In contrast to ultracold atomic gases, it is possible to
directly access the phase of the polariton fluid in situ by
interferometric techniques. We use the pump laser beam,
which has a constant phase, as a reference and we overlap
this constant-phase reference beam with the real space
emission from the wire (see Fig. 5(a)). The phase of the
polariton fluid can then be extracted from the resulting
interferogram. In particular, a phase jump of pi can be
detected in the interference pattern as a discontinuity in
the fringes. Fig. 5(c) presents an interference pattern
measured with a high pumping power for the polariton
fluid, i.e., in the nonlinear regime. With the choice of
experimental parameters here, a single soliton is present
in the wire, as shown in Fig. 5(b). A pi phase jump across
the soliton is clearly evidenced in the interferogram, at
the position indicated by the white arrows.
We emphasize, however, that measuring this phase
jump of pi is not sufficient to ascertain that the den-
sity dip in the nonlinear regime is indeed a dark soli-
ton. As mentioned in the main text, in the linear regime,
a standing wave is formed between the pumping spots.
Hence, also in the linear regime, there is a pi phase jump
across each density dip, i.e., between each two nodes of
the standing wave, as shown in Fig. 5(d),(e), for example
(b) 
(c) (e) 
(d) 
Nonlinear regime Linear regime 
CCD 
cw laser 
Polarizer 
Sample 
Delay stage 
Reference beam 
(a) 
FIG. 5. (a) Sketch of the experimental setup used to mea-
sure the phase of the polariton fluid. (b) Real space emission
profile and (c) corresponding interferogram of the wire, in the
nonlinear regime. A phase jump of pi is clearly visible at the
position of the soliton, indicated by the white arrows. (d)
Real space emission profile and (e) corresponding interfero-
gram in the linear regime. A phase jump of pi is also observed
around each node of the standing wave pattern, see, e.g., the
position indicated by the white arrows.
at the position indicated by the white arrows. The non-
linear nature of the dark solitons present at high pump-
ing power is confirmed mainly by their abrupt generation
and expulsion in both power and phase scans, as shown
in the main text. The presence of the pi phase jump is a
mere sanity check.
II - Soliton profile
As discussed in the main text, the solution of the
Gross-Pitaevskii equation determining the profile of a
soliton train is an elliptic function [40]. In the case of
a profile with a single dark soliton, the density evolves
as n(x) = tanh2 ((x− x0)/σ), with x0 the soliton posi-
tion and σ its half-width. In Fig. 6(b), we use this single
soliton solution to fit the density profile in the nonlinear
regime from Fig. 2(b) of the main text. The two soli-
ton dips are fitted independently, using the same soliton
width of 5.2 µm. The experimental data is well repro-
duced by the theoretical profile of two independent soli-
tons in the region between the two excitation beams.
The fits reproduce the presence of the soliton dips on
top of a flat background. The dips are separated by
13.5 µm, significantly more than twice their width. This
situation is very different to what is observed in the lin-
ear regime, Fig. 6(a), in which a standard cosine-like in-
terference pattern is observed with minima separated by
exactly twice the FWHM.
These observations evidence that the density dips in
the nonlinear regime are indeed solitons. Note that the
nonlinear nature of the fluid is also confirmed by the
behavior of the measured phase scans, characterized by
(a) 
(b) 
FIG. 6. (a) Density profile in the linear regime, correspond-
ing to Fig. 1(d) of the main text, fitted by a cosine function
(black line). (b) Density profile in the nonlinear regime, cor-
responding to Fig. 2(b) of the main text. The orange (resp.
purple) line is a fit of the left (right) soliton. Dashed lines in-
dicate regions where the fits are not valid due to the presence
of the second soliton.
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FIG. 7. (a) Integrated density profile measured as a function of pump power, for an increasing pump power. The number of
solitons in the wire for a power range over which it remains constant is indicated in white. ∆E = 0.27 meV, d = 40 µm and
∆ϕ ≈ 0 (but non zero). (b) Power scan with the same parameters, but for a decreasing pump power. Inset: Total intensity in
the wire for the upward (red dots) and downward (blue dots) pump power scans.
sharp changes of the profile incompatible with the linear
regime (compare Fig. 1(e) and Fig. 3(e) of the main text).
III - Power-controlled bistability of the soliton train
A resonantly pumped dissipative nonlinear system,
such as a quantum well embedded in a microcavity, in
the strong coupling regime, can exhibit bistability when
scanning the pumping power upward or downward [33].
In this section, we present experiments revealing that
such a bistable behavior is also present in our system.
The bistability affects not only the transmitted intensity,
but also the field profile in the cavity. We also report a
bistability of the soliton pattern, controlled by the pump-
ing power.
Fig. 7(a) presents the evolution of the real space emis-
sion profile along the wire, integrated over the trans-
verse direction, in an upward scan of the pumping power.
Fig. 7(b) is the corresponding downward scan, with the
same experimental parameters and starting from the
maximum pumping power reached in the upward scan.
∆ϕ is fixed to a value close to zero (but non zero). The
threshold power corresponding to the transition from the
linear to the nonlinear regime, measured at P = 23 mW
in the upward scan, is lowered in the downward scan to
P = 9 mW. As one can see in the inset of Fig. 7(b), this
behavior corresponds to a standard hysteresis loop.
Focusing now on the evolution of the profile in the
nonlinear regime, we notice, in the upward scan, a sec-
ond transition P = 28 mW from a profile containing two
solitons directly above threshold, to a profile with zero
solitons for higher pumping powers. The mechanism re-
sponsible for such a transition has already been discussed
in the main text (Fig. 2(e)). In the downward scan how-
ever, a profile that contains a single soliton is clearly
visible from P = 27 mW down to P = 21 mW, before
the transition to a pattern with two solitons when the
power is further decreased. Thus, a bistable behavior of
the soliton pattern in the nonlinear regime is identified.
Note that the existence of a regime with a single soliton
is due to the fact that ∆ϕ is not exactly 0, which relaxes
the parity condition for the polariton fluid. Profiles with
an even number of solitons are nevertheless still more fa-
vorable, which is why the profile with a single soliton is
not observed in the upward scan.
This power-controlled bistability is the counterpart of
the phase-controlled bistability presented in the main
text, in the sense that the number of solitons in the wire
can be controlled by two independent parameters: the
pumping power P , and the phase twist imposed across
the wire, ∆ϕ. Tuning either of these parameters, the
expulsion or generation of a soliton is an abrupt event
inherent to the discrete nature of the solitons, and addi-
tionally such a transition is associated with a hysteresis
when scanning a single parameter.
IV - Influence of disorder
In this section, we discuss the influence of disorder in
the wire on the soliton train generated in the nonlinear
regime. We perform numerical simulations as described
in the main text, including an additional potential energy
term that accounts for the presence of defects in the wire.
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FIG. 8. Top row – Numerical simulations of the density profile in a wire with ∆ϕ = 0 and: (a) no defect. (b) Vdef = −60µeV,
xdef = 0µm. (c) Vdef = 60µeV, xdef = 0µm. On each panel, the blue line is the local interaction energy, proportional to the
local polariton density (Eint(x) = ~gn(x)). The green line is the potential energy arising from defects. Gray lines are guides
for the eye, indicating the position of the solitons in the profile without defects. Bottom row – Corresponding phase scans in
the upward direction. The white dotted line is a guide for the eye, indicating the position of the defect in (e) and (f).
A defect is modeled by a gaussian potential:
V (x) = Vdefe
− (x−xdef )
2
w2 , (3)
where the defect depth Vdef can be either positive or
negative, xdef is the defect position and w its width.
From the general theory of solitons in atomic Bose
gases [25], it is known that for repulsive Vdef > 0 de-
fect potentials, the energy of a dark soliton is minimum
when the soliton is located at the defect position where
the background atomic density is lower (and viceversa
for an attractive defect). This is easily understood in a
perturbative picture as the interaction energy with the
defect is proportional to the local particle density. On
the other hand, the effective mass of a dark soliton seen
as a quasiparticle is negative, as intuitively understood
from the fact that the dark soliton corresponds to missing
particles. As a result, while energy minimization suggests
that a dark soliton tends to bind to a repulsive defect, its
actual kinematics is characterized by a repulsive acceler-
ation [26].
Even if we are not aware of any complete theoretical
study for polariton fluids, we can reasonably expect that
these features remain valid also in this case. As the dis-
sipative nature of these systems reduces the importance
of energetic arguments, the physics is however likely to
be dominated by the kinetic aspects and our simulations
appear to confirm this naive expectation.
Fig. 8(a-c) present the results of numerical simulations
carried out with various defects (b,c), compared to a sim-
ulation without defects (a). The latter corresponds to the
simulation of Fig. 2(c) of the main text. In both Fig. 8(b)
and (c), the defect width is w = 1 µm. It is clearly visible
that the presence of defects modifies the position of the
solitons in the wire. More precisely, a negative defect has
an attractive effect for a soliton, while a positive defect
repels solitons.
Fig. 8(d-f) shows numerical simulations of the evolu-
tion of the soliton pattern in a scan of ∆ϕ, highlighting
the effect of disorder on the soliton train position.
As discussed in the main text, the displacement of the
soliton pattern, shifted rightwards as ∆ϕ is increased, is
homogeneous in the scan with no defects (d).
In the case of a negative defect (e), the displacement
is distorted: due to the attractive effect of the negative
defect, a soliton coming close to the defect position is
pinned and stays at the defect position in a finite range
of ∆ϕ. Beyond a threshold value of ∆ϕ, the soliton
is abruptly depinned as indicated by a white arrow in
Fig. 8(e). Such behavior is very close to the one experi-
mentally observed and shown in Fig.3.(e),(f) of the main
text.
For a positive defect on the other hand (f), there is
no value of ∆ϕ for which a soliton is at the defect posi-
tion, confirming the repulsive effect of the potential step.
Moreover, because of this repulsion, an abrupt jump of
the soliton pattern is observed, with a soliton jumping
from the left of the defect to its right (indicated by the
white arrow), when ∆ϕ is increased to the point that
the solution with two solitons on the right of the defect
becomes more stable than two solitons on the left.
This interpretation in terms of disorder is further
supported by the observation that different sections of
the sample showed slightly different soliton profiles while
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keeping the same excitation conditions.
Note that the values of ∆ϕ corresponding to the
generation and expulsion of a soliton are affected by the
presence of a defect. In particular, the hysteresis range
measured during a phase scan depends significantly on
the disorder in the wire.
IV - Phase scans for various soliton trains
The number of solitons in the wire can be controlled by
tuning the experimental parameters. Fig. 9 presents the
phase scans, at constant pumping power, in the upward
and downward direction, that correspond to the plots of
Fig. 4 (b–d) of the main text. Parameters are indicated
in the caption.
(a) 
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FIG. 9. Left column – Phase scans in the upward direction
(∆ϕ increasing). Right column – Corresponding phase scans
in the downward direction. The parameters for each scans
are: (a),(b) ∆E = 0.21 meV, P = 42 mW, d = 60 µm.
(c),(d) ∆E = 0.35 meV, P = 90 mW, d = 40 µm. (e),(f)
∆E = 0.20 meV, P = 103 mW, d = 40 µm. Panels (a), (b)
(resp. (c),(d) and (e),(f)) correspond to Fig. 4(b) (resp. (c)
and (d)).
