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Abstract
A crucial ability of human intelligence is to build up models of individual 3D
objects from partial scene observations. Recent works have enabled unsupervised
3D representation learning at scene-level, yet learning to decompose the 3D scene
into 3D objects and build their individual models from multi-object scene images
remains elusive. In this paper, we propose a probabilistic generative model for
learning to build modular and compositional 3D object models from observations of
a multi-object scene. The proposed model can (i) infer the 3D object representations
by learning to search and group object areas and also (ii) render from an arbitrary
viewpoint not only individual objects but also the full scene by compositing the
objects. The entire learning process is unsupervised and end-to-end. We also
demonstrate that the learned representation permits object-wise manipulation and
novel scene generation, and generalizes to various settings.
1 Introduction
At the core of human learning is the ability to build up mental models of the world along with
the growing experience of our life. A particularly crucial aspect here is to build 3D models of
entities like objects and agents—foundational units of the world—even if we can see these only via
partial observations. A scene is usually composed of multiple entities with occlusions. But, it is
not a problem for us to understand the compositional modular structure of such scenes in terms of
individual objects and their relationships. This ability of structurally understanding a scene is believed
to be crucial in enabling various advanced cognitive functions in human-like AI systems [32] such as
reasoning [3], causal inference [42, 38], imagining the future [27, 24, 41], and out-of-distribution
generalization [1, 38].
A particularly relevant work in learning 3D scene representation is the Generative Query Network
(GQN) [13]. It learns both the representation and rendering of a 3D scene from partial observations.
However, GQN can only provide a scene-level representation without an explicit representation of
the object-centric structure of the scene. Other related advances are in object-centric representation
learning via unsupervised generative latent variable modeling [12, 17, 50, 29, 9, 8, 23, 34, 30].
Although these models can learn unsupervised decomposition of a scene into object-wise modular
representations, only fully-observable 2D scenes can be modeled, leaving the 3D structure of objects
and partial observability unaddressed.
In this paper, we tackle the problem of learning to build modular and compositional 3D object models
from scene images. Our proposed model, ROOTS (Representation and Rendering of Object-Oriented
Three-D Scenes), is able to decompose partial observations into objects, group them object-wise,
and build a modular compositional 3D representation of individual objects and their global scene
layout in the scene. Such representation also enables compositional rendering—the entire scene can
be rendered from arbitrary viewpoints by first rendering individual objects and then compositing
them according to the scene layout. In particular, this modeling allows us to reuse the GQN model as
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a module for object modeling, making the model simpler. The entire process is unsupervised and
end-to-end trainable. We demonstrate the above capabilities of our model on simulated 3D scenes
with multiple objects. We evaluate our model in terms of the generation quality, structure accuracy,
generalization ability, and downstream task performance. We also showcase that by manipulating the
scene layout, we can generate scenes with many more objects than typical of the training regime.
2 Preliminary: Generative Query Networks
The Generative Query Network (GQN) is a latent variable model for learning to represent and render
3D scenes. Given a set of context images and viewpoints, GQN learns a 3D representation that allows
generating a target image viewed from an arbitrary viewpoint. Due to this property, it is also called
viewpoint-invariant.
Consider an agent navigating a scene and collecting K pairs of images xc and corresponding
viewpoints vc for c = 1, . . . ,K. We refer to this collection as context C = {(xc,vc)}Kc=1. GQN
learns a scene-level 3D representation z from C, such that target image xq from arbitrary query
viewpoint vq can be generated by the decoder p(xq |z,vq). The generative process can be written:
p(xq |vq, C) =
∫
p(xq |z,vq) p(z |C) dz . (1)
The prior encoder p(z | C) first obtains an order-invariant encoding rC of context C, and then uses
ConvDRAW [18] to sample z from rC . Since the posterior distribution p(z |xq,vq, C) is intractable,
GQN performs variational inference for posterior approximation by maximizing its evidence lower
bound. Backpropagation through random variables is done by the reparameterization trick [28].
Note that the model described above is actually a more consistent version of the GQN (CGQN) [31].
In the original GQN [13], the latent z is also conditioned on vq and rendering is query-agnostic, i.e.,
p(xq |z), leading to some inconsistency across multiple query viewpoints. Throughout the paper, we
use the abbreviation GQN to refer to the general GQN framework embracing both GQN and CGQN.
3 ROOTS
GQN represents a multi-object scene as a single vector without explicit object-wise decomposition.
In this section, we propose ROOTS, a probabilistic generative model that learns to build individual
models of 3D objects from scene images. Provided the context C, ROOTS yields individual 3D object
models. Each model can infer a 3D representation and render the object. The learned object model is
modular and compositional so that we can also reconstruct the full scene from arbitrary viewpoints
by compositing the individual 3D object models. ROOTS consists of five stages. From the context,
the ROOTS encoder obtains 3D representations for individual objects through three stages (i) Scene
Encoding, (ii) Object-Attention Grouping, and (iii) Object Encoding. Then, the ROOTS decoder
renders each object according to a query viewpoint and composites the full scene via (iv) Object
Renderer and (v) Scene Composer. The entire process is unsupervised and end-to-end trained. See
Figure 1 for an illustrative overview of this process.
3.1 ROOTS Encoder
Scene Encoder. The goal of the scene encoder is to infer the positions of each object in the 3D scene
by mapping the 3D space into a canonical 3D map. To efficiently deal with the variable number
of objects, the model partitions the 3D map into Nmax = Nx ×Ny ×Nz cells, each responsible
for detecting at most one object. Specifically, let (i, j, k) be the index of a cell. For each cell,
we introduce a Bernoulli variable zpresijk ∈ {0, 1} to denote whether there is an object whose center
position (not the whole volume of the object) is within the cell, and if so, we infer a continuous latent
zwhereijk ∈ R3 to specify the center position of that object in the canonical coordinate system.
To detect objects that are close to each other, one option is to increase the number of cells, which is a
hyperparameter controlling the object density. However, this also increases the computational cost.
Hence, we instead let the neighboring cells have some overlap in 3D space, so that the scene encoder
can learn to distribute nearby objects to adjacent cells rather than detect only one of them.
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Figure 1: Overview of ROOTS pipeline.
To infer {(zpresijk , zwhereijk )} from the collection of context observations C = {(xc,vc)}, we encode
C into a Geometric Volume Feature Map (GVFM) r ∈ RNx×Ny×Nz×d, yielding a d-dimensional
feature vector rijk for each cell. Then, {(zpresijk , zwhereijk )} can be computed in parallel for all cells:
p(zpresijk , z
where
ijk | C) = fpres,where(rneighborijk ) , (2)
where rneighborijk denotes the feature vectors of cell (i, j, k) and its neighboring cells, allowing inter-
object relations to be taken into consideration.
We note that GVFM shares some similarities with the grid cells used in SPAIR [9] and SPACE [34].
However, as a feature map of the 3D space, GVFM must aggregate information from multiple partial
2D observations and reorganize it in an object-wise fashion. This is in contrast to the 2D feature
map learned by grid cells which have a natural alignment with the single fully-observed 2D image.
Therefore, we obtain GVFM in two steps. First, we compute an order-invariant summaryψ of C as the
summation over encodings of individual context observations: ψ =
∑|C|
c=1ψc =
∑|C|
c=1 fψ(xc,vc).
Second, we apply a 3D transposed convolution over ψ to split the scene-level representation ψ into
individual rijk slots containing object-specific information.
Object-Attention Grouping. One crucial operation in obtaining object-wise appearance represen-
tation, known as object-attention grouping, is to identify an image region that contains a single
object [12, 9, 34]. The main challenge in our 3D setting is that such attention has to be consistent –
finding image regions that correspond to the same object across different context observations. More
precisely, for each object n present in the scene and each context image xc, we seek a 2D bounding
box capturing object n in xc. The bounding box is parameterized by its center position and scale
(width and height), denoted by (ocentern,c ,o
scale
n,c ).
We propose to achieve consistent object-attention grouping by perspective projection [19]. Our key
insight is that by projecting the 3D center position zwheren of an object onto the image plane, we
can find its precise 2D location in each context image. This is more efficient than the Epipolar
Cross-Attention [46] which attends to an epipolar line rather than a single position.
Attention-by-Perspective-Projection (APP). Let zwheren be the 3D center position of object n. APPpos
computes ocentern,c along with o
depth
n,c , the distance between object n and the camera as follows:
[ocentern,c , o
depth
n,c ]
> = APPpos(zwheren ,vc) = normalize(TWorld−Camera(vc)[z
where
n , 1]
>) . (3)
Here, zwheren is first converted to the camera coordinates by the viewpoint-dependent transformation
matrix TWorld−Camera(vc) ∈ R3×4, and then normalized. See the supplementary material for more
details.
To compute oscalen,c , one option is to learn a 3D bounding box for object n, and then project its eight
vertices onto the image plane. Unfortunately, this hardwired projection often yields inaccurate results.
Hence, we design APPscale to also learn the projection:
oscalen,c = APPscale(o
center
n,c , o
depth
n,c , rn,vc) = MLP(concat[o
center
n,c , o
depth
n,c , rn,vc]) . (4)
APPscale implicitly builds the 3D bounding box from rn, projects it onto the image plane from
viewpoint vc, and refines the projected bounding box using ocentern,c and o
depth
n,c .
Object Encoder. With consistent object-attention grouping, we can decompose the scene-level
context C into object-level context Cn for each object n = 1, . . . , N , where N =
∑
ijk z
pres
ijk ≤ Nmax
is the total number of objects present in the scene. Specifically, we first use a spatial transformer
3
ST [22] to crop local image patches xattn,c from observation xc using ocentern,c and oscalen,c . After col-
lecting these patches from all viewpoints, we group them based on the object index n to obtain
Cn = {(xattn,c,vc,owheren,c )}|C|c=1 , where we include owheren,c = (ocentern,c ,oscalen,c , odepthn,c ) to provide infor-
mation complementary to xattn,c. This process of obtaining {Cn}Nn=1 allows us to utilize an object-level
GQN encoder p(zwhatn | Cn) = GQNenc(Cn) to obtain independent and modular object-level 3D
representation zwhatn for each object n.
3.2 ROOTS Decoder
Given partial observations of a multi-object 3D scene, ROOTS not only learns the 3D representation
of individual objects, but also learns to render them independently and individually. The full scene
can be rendered from arbitrary query viewpoints by the composition of the object renderings. Thus,
ROOTS can easily generate novel scenes that are out of the training distribution.
Object Renderer. For each object n, given its 3D representation zwhatn and a query viewpoint vq,
ROOTS is able to generate an image owhatn,q depicting the object’s appearance when viewed from vq .
This is achieved through an object-level GQN decoder: owhatn,q = GQNdec(z
what
n , r
att
n ,vq), where
rattn is an order-invariant summary of object-level context Cn.
Scene Composer. To composite the objects into a scene, they need to be placed at the right location
with proper scaling. Our model allows us to simply reuse the APP module here and compute:
[ocentern,q , o
depth
n,q ]
>=APPpos(zwheren ,vq), and o
scale
n,q =APPscale(o
center
n,q , o
depth
n,q , rn,vq). (5)
We then render a partial scene xˆn,q , containing only object n, through an inverse spatial transformer:
xˆn,q = ST −1(owhatn,q ,ocentern,q ,oscalen,q ). This can be seen as an object-specific image layer. The last
step is to composite these N layers into a single image so that occlusion among objects can be
properly handled. Similar to previous works [9, 4, 16, 11, 51, 34], for each layer n, we compute a
transparency mapαn,q from owhatn,q and o
depth
n,q , ensuring that objects with larger depth are occluded by
objects with smaller depth. The final rendered scene xˆq is composited as: xˆq =
∑N
n=1αn,q  xˆn,q,
where  is pixel-wise multiplication.
3.3 Inference and Learning
For simplicity, here we consider a single query viewpoint. The extension to multiple query
viewpoints is straightforward. Let D = C ∪ (xq,vq). Due to the intractability of the true pos-
terior, we train ROOTS using variational inference with the following posterior approximation:
p(N, {zn}Nn=1 |D) ≈ q(N |D)
∏N
n=1 q(z
where
n |D) q(zwhatn |Dn), where Dn is the object-level con-
text obtained from D. The implementation of approximate posterior is similar to ROOTS encoder as
described in Section 3.1. The main difference is that the summary vector ψ should now encode the
entire D. The training objective is to maximize the following Evidence Lower Bound:
L = Eq[log p(xq |{on,q})−DKL[q(N |D)‖p(N |C)]−
∑N
n=1DKL[q(zn |D) ‖ p(zn |C)]] . (6)
Combining with Unconditioned Prior. One difficulty in using the conditional prior is that it may
not coincide with our prior knowledge of the latent variables. In our experiments, it turns out that
biasing the posterior of some variables toward our prior preference helps stabilize the model. We
achieve this by introducing some additional KL terms between the posterior and unconditioned prior
(like in VAEs) to the ELBO. See the supplementary material for more details.
4 Related Work
Geometric Deep Learning. The computer vision community has studied the visual 3D learning from
different perspectives from ours in the sense that they are either (i) not decomposing a scene of multiple
objects into object-wise representations by mostly working on single-object scenes [52, 53, 6, 25, 36],
(ii) using supervised approaches [20, 48, 5, 43, 10], (iii) learning image generation (synthesis) of a
3D scene without scene-representation [26, 39, 49] or without learning to render [55, 54], or (iv) not
end-to-end trainable.
Neural Representation of 3D Scenes. Recent works [13, 31, 46, 44, 45, 35] have explored learning
3D scene representations from 2D images without 3D supervision. While the rendering quality has
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Figure 2: Sample generations from two scenes. Columns correspond to query viewpoints. ROOTS gives better
generations in regions of occlusion while GQN sometimes misses occluded objects and predicts wrong colors.
been improved in [46, 45, 35], they are not able to decompose the full scene into objects and learn
object-wise representation and rendering models. We believe these works are complementary to
ROOTS and may allow object models to be learned from more realistic scenes. Another line of work
[37, 33] learns object-aware 3D scene representations for generative adversarial networks [15]. They
only support rendering and are unable to infer the object models for a given scene.
Object-Oriented Representation of 2D Images. There have been prolific advances in unsupervised
object-oriented representation learning from fully-observed 2D images. They mainly fall into two
categories: detection-based and mixture-based. The detection-based approaches [12, 9, 34] first
identify object regions and then learn object representations from object patches cropped by the
spatial transformer [22]. The mixture-based approaches [17, 4, 16, 11] model the observed image as
a pixel-level Gaussian mixture where each component is expected to capture a single object. None of
these approaches consider the 3D structure of the scene, let alone the 3D appearance of objects.
5 Experiments
Datasets. Our main focus is to evaluate the quality of learned object models and the benefits
they bring in terms of generation quality, generalization ability, and downstream task performance.
Existing datasets in [13, 46] either do not contain multi-object scenes or cannot provide object-wise
groundtruth information like object positions, and thus cannot serve our purpose. Hence, we created
two datasets: the Shapes dataset and the Multi-Shepard-Metzler (MSM) dataset, using MuJoCo [47]
and Blender [7] respectively. Both datasets contain 60K multi-object scenes (50K for training, 5K
for validation, and 5K for testing) with complete groundtruth scene specifications. Each scene is
rendered as 128 × 128 color images from 30 random viewpoints. Notice that the scene specifications
are for evaluation only and are not used during training.
We generated three versions of the Shapes dataset, containing scenes with 1-3, 2-4, and 3-5 objects
respectively. The position, size, shape, and color of the objects are randomized. The MSM dataset
contains scenes with 2-4 randomly positioned Shepard-Metzler objects. Each object consists of 5
randomly colored cubes and is generated in the same way as described in [13]. Since these objects
have complex shapes randomly generated per scene, they span a large combinatorial space and it is
unlikely for an object to appear in multiple scenes. Also, the objects can have severe occlusion with
each other, making this dataset significantly more challenging than the single-object version in [13].
Baseline. Because there is no previous work that can build 3D object models from multi-object
scene images, we use separate baselines to evaluate scene-level representation and object-level
decomposition respectively. For scene-level representation and generation quality, we use CGQN [31]
as the baseline model, and refer to it as GQN in the rest of this section to indicate the general GQN
framework. For object-level decomposition, we compare the image segmentation ability embedded in
ROOTS with that of IODINE [16], which focuses on this ability without learning 3D representations.
5.1 Qualitative Evaluation
Scene Generation. Like GQN, ROOTS is able to generate target observations for a given scene from
arbitrary query viewpoints. Figure 2 shows a comparison of scene generations using 15 contexts.
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Figure 3: (A) The full scene is composited from individual object rendering results (not all objects are shown).
Predicted bounding boxes are drawn on target images. (B) Visualization of learned object models from a set of
query viewpoints. ROOTS learns the complete 3D object appearance, predicts accurate object positions, and
correctly handles occlusion.
Figure 4: Learned object models are re-
configured into a novel scene. Columns
correspond to query viewpoints.
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Figure 5: Traversal of the position latent zwhere,xn and zwhere,yn of
the yellow ball in the scene (right). We show generations (left) from
a query viewpoint after manipulating the position latent.
ROOTS gives better generations in regions of occlusion while GQN sometimes misses occluded
objects and predicts wrong colors. We also found for both datasets that GQN often generated color
inconsistency within an object as shown in Figure 2. ROOTS, having object-level modular rendering,
was more robust to this problem. For the Multi-Shepard-Metzlerdataset, GQN samples might look
slightly clearer than those of ROOTS as it generates clearer boundaries between the unit cubes
compositing a block. However, the difference map reveals that GQN more frequently draws the
objects with wrong colors.
Object Models. We believe that the object models learned by ROOTS provide a stronger capacity
to represent the appearance of individual objects, leading to its better generation quality mentioned
above. We further visualize the learned object models in Figure 3B, by applying the object renderer
to zwhatn and a set of query viewpoints. We also show the scene rendering process in Figure 3A,
where object rendering results are composited to generate the full scene. As can be seen, from images
containing multiple objects with occlusion, ROOTS is able to learn the complete 3D appearance
model of each object, predict accurate object positions, and correctly handle occlusion. Such object
models are not available from GQN because it only learns scene-level representation.
Compositionality. Once object models are learned, they can be reconfigured to form novel scenes
that are out of the training distribution. As an example, in Figure 4, we first provide ROOTS with
context images from three scenes (top three rows) with 3 objects each, and collect the learned object
representations {(rattn , zwheren , zwhatn )}. A new scene with 9 objects can then be composed and
rendered from arbitrary query viewpoints. Rendering results are shown in the bottom row of Figure 4.
We would like to emphasize that the model is trained on scenes with 1-3 objects. Thus, a scene with
9 objects has never been seen during training.
Disentanglement. Since object position and appearance are disentangled in the learned object
models, by manipulating the position latent, we are able to move objects around without changing
other factors like object appearance. In Figure 5, we visualize traversals of zwhere,xn and z
where,y
n of
the yellow ball through generations from a query viewpoint. It can be seen that the change of one
coordinate does not affect the other. In addition, the appearance of the yellow ball remains complete
and clean during the traversal. Other untouched components (the green cylinder, the blue cylinder,
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Figure 6: Average precision and counting accuracy.
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Figure 7: Generalization performance of average pre-
cision and counting accuracy.
and background) remain unchanged. Moreover, we also notice some desired rendering effects. For
example, the size of the yellow ball becomes smaller as it moves further away from the camera.
5.2 Quantitative Evaluation
Scene Generation. To compare the generation quality of ROOTS and GQN, in Table 1, we report
negative log-likelihood (NLL) and mean squared error (MSE) on the test sets. We provide 15
context observations for both models, and use 100 samples to approximate NLL. Similar to previous
works [31, 2], we report the minimum MSE over 100 samples from the learned conditional prior.
This measures the ability of a conditional generative model to capture the true outcome within its
conditional prior of all possible outcomes. ROOTS outperforms GQN on both metrics, showing that
learning object models also contributes to better generation quality.
Object Models. To evaluate the quality of learned object models, we report object counting accu-
racy and an adapted version of Average Precision (AP) [14] in Figure 6. AP measures the object
localization ability. To compute AP, we set some thresholds ti on the 3D distance between the
predicted zwheren and the groundtruth object center position. If the distance is within the threshold,
the prediction is considered a true positive. Clearly, a smaller threshold requires the model to locate
objects more accurately. We set three thresholds: 1/4, 2/4, and 3/4 of the average object size. For
each threshold ti, we obtain the area under the precision-recall curve as AP(ti). The final AP is
averaged over the three thresholds: AP =
∑3
i=1 AP(ti)/3. We vary the number of contexts provided,
and compute counting accuracy and AP using the predicted N and zwheren that achieve the minimum
MSE over 10 samples from the conditional prior. As shown in Figure 6, both counting accuracy and
AP increase as the number of context observations becomes larger. This indicates that ROOTS can
effectively accumulate information from the given contexts.
Segmentation of 2D Observations. The rendering process of ROOTS implicitly segments 2D
observations under query viewpoints. The segmentation performance reflects the quality of learned
3D object appearance. Since GQN cannot provide such segmentation, we compare ROOTS with
IODINE [16] in terms of the Adjusted Rand Index (ARI) [40, 21] on the Shapes datasets (IODINE
failed on the MSM dataset). We train IODINE on all the images available in the training set, using
the official implementation. At test time, ROOTS is given 15 random contexts for each scene and
performs segmentation for an unseen query viewpoint. ROOTS does not have access to the target
image under the query viewpoint. In contrast, IODINE directly takes the target image as input. Results
in Table 2 show that ROOTS outperforms IODINE on both foreground segmentation (ARI-nobg) and
full image segmentation (ARI).
Generalization. To evaluate the generalization ability, we first train ROOTS and GQN on the Shapes
dataset with 2-4 objects, and then test on the Shapes datasets with 1-3 objects and 3-5 objects
respectively. As shown in Table 3, ROOTS achieves better NLL and MSE in both interpolation and
Table 1: Negative log-likelihood (NLL) and minimum mean squared error (MSE).
Testing Set 1-3 Shapes 2-4 Shapes 3-5 Shapes Multi-Shepard-Metzler
Metrics NLL MSE NLL MSE NLL MSE NLL MSE
ROOTS -207595.81 30.60 -206611.07 42.41 -205608.07 54.45 -206627.56 42.22
GQN -206760.87 40.62 -205604.74 54.49 -204918.39 62.73 -206294.22 46.22
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Table 2: Quantitative evaluation of 2D segmentation.
Testing Set 1-3 Shapes 2-4 Shapes 3-5 Shapes Multi-Shepard-Metzler
Metrics ARI ARI-nobg ARI ARI-nobg ARI ARI-nobg ARI ARI-nobg
ROOTS 0.9477 0.9942 0.9482 0.9947 0.9490 0.9930 0.9303 0.9608
IODINE 0.8217 0.8685 0.8348 0.9854 0.8422 0.9580 N/A N/A
Table 3: Quantitative evaluation of generalization ability.
Testing Set 1-3 Shapes 3-5 Shapes
Metrics NLL MSE NLL MSE
ROOTS -208122.58 24.27 -204480.37 67.98
GQN -207616.49 30.35 -202922.03 86.68
Table 4: Testing accuracies on downstream tasks.
Tasks Retrieve Object Find Pair
3D Version 2D Version
ROOTS 90.38% 93.71% 84.70%
GQN 81.31% 84.18% 12.48%
extrapolation settings. We further report AP and counting accuracy for ROOTS when generalizing to
the above two datasets. As shown in Figure 7, ROOTS generalizes well to scenes with 1-3 objects,
and performs reasonably when given more context observations on scenes with 3-5 objects.
Downstream 3D Reasoning Tasks. The 3D object models can facilitate object-wise 3D reasoning.
We demonstrate this in two downstream tasks on the Shapes dataset with 3-5 objects. Retrieve
Object. The goal of this task is to retrieve the object that lies closest to a given position p. We
consider both 3D and 2D versions of the task. In 3D version, we set p as the origin of the 3D space,
whereas in 2D version, p is the center point of the target image from viewpoint vq. We treat this
task as a classification problem, where the input is the learned representation (along with vq in 2D
version), and the output is the label of the desired object. Here, the label is an integer assigned to each
object based on its shape and color. We compare ROOTS with the GQN baseline, and report testing
accuracies in Table 4. ROOTS outperforms GQN, demonstrating the effectiveness of the learned
object models in spatial reasoning. Find Pair. In this task, the goal is to find two objects that have the
smallest pair-wise distance in 3D space. Again, we treat this as a classification task, where the target
label is the sum of labels of the two desired objects. The testing accuracies are reported in Table
4. Clearly, this task requires pair-wise relational reasoning. The object models learned by ROOTS
naturally allows extraction of pair-wise relations. In contrast, the scene-level representation of GQN
without object-wise factorization leads to incompetence in relational reasoning.
5.3 Ablation Study
Our ablation study shows that the components of ROOTS are necessary for obtaining object models.
In particular, we tried the following alternative design choices. ROOTS Encoder. One may think that
zwhatn can be directly inferred from scene-level contexts without object-attention grouping. Thus,
we tried inferring zwhatn from GVFM along with z
pres
n and z
where
n . The model, however, failed to
decompose scenes into objects and hence was not trainable. ROOTS Decoder. One may also think
that the object-specific image layer xˆn,q can be directly generated from the 3D representation zn
without having intermediate 2D representation on,q . This model was also not trainable as it could not
use the object positions effectively.
6 Conclusion
We proposed ROOTS, a probabilistic generative model for unsupervised learning of 3D object models
from partial observations of multi-object 3D scenes. The learned object models capture the complete
3D appearance of individual objects, yielding better generation quality of the full scene. They also
improve generalization ability and allow out-of-distribution scenes to be easily generated. Moreover,
in downstream 3D reasoning tasks, ROOTS shows superior performance compared to the baseline
model. Interesting future directions would be to learn the knowledge of the 3D world in a sequential
manner as we humans keep updating our knowledge of the world.
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