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Adana ‹li Uzun Y›ll›k (1929-1990) Günlük Minimum, Ortalama ve
Maksimum S›cakl›k Verilerinin Zaman Serisi Analizi ‹le ‹ncelenmesi
Ali YÜCEL, Fatih TOPALO⁄LU
Çukurova Üniversitesi, Ziraat Fakültesi, Tar›msal Yap›lar ve Sulama Bölümü, Adana-TÜRK‹YE

Gelifl Tarihi: 09.12.1997

Özet: Mevcut iklim flartlar›n›n anlafl›labilmesi ve gelecekte görülebilecek iklim de¤iflmelerinin tahmin edilebilmesi için, daha önce
görülen iklim de¤iflmelerinin do¤ruya yak›n bir biçimde bilinmesi gerekir. ‹klim de¤iflkenlerinin zamansal de¤ifliminin belirlenmesi için
yap›lacak deterministik analizlerde olay›n kesin bir flekilde belirlenebilece¤i, istatistik çal›flmalarda ise gözlem süresinin k›sal›¤› ve
örneklemeden kaynaklanan hatalar›n bulunabilece¤i kabul edilir. Bu nedenle, mevcut k›sa süreli verilere dayanarak ilgilenilen iklim
de¤iflkenini temsil eden bir model kurmak ve bu modele iliflkin parametreleri tahmin ederek yeni zaman dizileri türetmek gerekir.
Bu amaçla, Adana Meteoroloji istasyonuna iliflkin uzun y›ll›k (1929-1990) günlük minumum, ortalama ve maksimum s›cakl›k
de¤erlerinin zaman serisi analizi içinde gidifl, periyodik ve stokastik bileflenleri incelenmifltir.

Examination of Long-Term (1929-1990) Daily Minimum, Mean and Maximum Temperature
Values of Adana By Time Series Analysis
Abstract: Climatic changes observed historically need to be known accurately in order to understand the present climatic conditions
and to estimate climatic changes to be occur in future. In studies to be done to determine temporal variation of climatic variables,
it is accepted that changes can be defined certainly in deterministic methods, and the result of the statistical methods have also spot
errors due to the shortage of observation periods and random of observations. In this respect, a model presenting interested climate
variable is developed depending on present short observation period. Then, parameters related to the developed model are estimated
and new time series are generated. By this aim; trend, periodic and stochastic components of the long-term (1929-1990) daily
minimum, mean and maximum values of temperature obtained from Adana Meteorological station have been analysed using time
series analysis.

Girifl
Hidroloji ve Meteoroloji’de iklim kay›tlar›n›
kullanmada karfl›lafl›lan önemli bir sorun, var olan
verilerin kullan›lmas› ile gelecekteki olabilecek bir olay›n
en do¤ru flekilde nas›l sezinlenebilece¤idir.
‹klim kay›tlar›n›n zamansal ve yerel olarak
da¤›l›mlar›n›n s›n›rl› oldu¤u durumlarda, k›sa süreli
gözlem verilerinden yararlan›larak, istatistiksel
yöntemlerle yap›lan analizler sa¤l›kl› olmayabilir. Bununla
birlikte, rastgeleli¤in gözönüne al›nmad›¤› deterministik
yaklafl›mlarda ise, olay›n kesin bir flekilde belirlenebilece¤i
kabul edilir. Rastgeleli¤in gözönüne al›nd›¤› zaman serisi
analizlerinde ise mevcut k›sa süreli verilere dayanarak,
ilgilenilen de¤iflkeni temsil eden bir model kurulur ve bu
modele iliflkin parametreler tahmin edilerek yeni sentetik
seriler türetilebilir. Bu seriler yard›m›yla, sadece
gözlenmifl olan örne¤i de¤il, ayn› toplumdan geldi¤i kabul
edilebilecek baflka örnekleri de gözönüne almak mümkün
olabilir (1). Böylece optimum çözüme daha fazla

yaklafl›larak, söz konusu verilerin davran›fl› sadece eldeki
örne¤e göre deterministik anlamda de¤il, sentetik serileri
kullanarak istatistik anlamda da belirlenmifl olur (2).
Zaman serisi analizinde bileflenlerin parametrelerinin
belirlenmesinde flimdiye kadar birçok araflt›r›c› çal›flm›flt›r.
Bunlardan, Craddock ve ark. (3), Fourier analizinin ayl›k
ortalama s›cakl›k de¤erlerine uyguland›¤›nda, varyans›n
yaklafl›k olarak % 95’ lik bölümünün, ilk harmonik
taraf›ndan aç›kland›¤›n› belirlemifllerdir. Aprilesi ve ark.
(4), hava s›cakl›¤› de¤erlerinin stokastik davran›fl›n›,
Hansen ve Driscoll (5) ise 11 y›ll›k verilere dayanarak
oluflturduklar› matematiksel modelle saatlik hava s›cakl›¤›
de¤erlerini incelemifllerdir. Straus ve Halem (6), baz›
meteorolojik verilere ait gerçek ve yapay verileri
otoregresif süreçlerle modelleyerek, iklimin do¤al
de¤iflkenli¤ini stokastik bir yaklafl›mla araflt›rm›fllard›r.
Gupta ve Chauhan (7), bir bitkinin haftal›k sulama suyu
ihtiyac›n›n stokastik yap›s›n›, ‹pek (8), Menemen Köy
Hizmetleri Araflt›rma Enstitüsünce tesbit edilen ayl›k
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ortalama s›cakl›k de¤erlerini ve sentetik bitki su tüketimi
de¤erlerini, zaman serileri modelleri ile modellemifllerdir.
Bu çal›flman›n amac›; a) Adana Meteoroloji
istasyonunun uzun y›ll›k günlük minimum, ortalama ve
maksimum s›cakl›k de¤erlerinin zaman serileri analizi ile
incelenmesi ve b) elde edilecek deterministik-stokastik
karakterli do¤rusal denklem veya denklemler yard›m› ile
frekans analizi gibi di¤er hidrolojik çal›flmalara temel
teflkil edebilecek sentetik serilerin oluflturulmas›d›r.

Materyal
Çal›flmada, çarp›k kentleflmenin ve tar›m›n yo¤un
oldu¤u bir alanda kurulmufl bulunan Adana Meteoroloji
istasyonunda 1929-1990 y›llar› aras›nda kaydedilen uzun
y›ll›k günlük minimum, ortalama ve maksimum hava
s›cakl›¤› verileri kullan›lm›flt›r.
Metot
S›cakl›k verilerinde zamanla görülebilecek de¤iflimleri
belirlemek ve yeni sentetik seriler türetmek amac›yla bu
de¤iflimleri matematiksel bir modelle ifade edebilmek için
zaman serileri analizi kapsam›nda afla¤›da verilen s›rayla
aç›klanan gidifl, periyodik ve stokastik bileflenler incelenmifltir.
Zaman Serisi Analizi
Toplam ve çarp›m biçiminde gösterilebilen gidifl (Tt),
periyodik (Pt) ve stokastik (St) (ba¤›ml› ve ba¤›ms›z)
zaman serisi bileflenleri flöyle ifade edilmektedir (2).
Xt = Tt*Pt*St

veya Xt = Tt + Pt + St

Kendall S›ra Korelasyon Testi: Bir zaman serisindeki
gözlem de¤erleri çiftindeki i. de¤er Zi ise, Zi de¤erinden
sonraki gözlenen de¤erlerin (Zi+1), Zi de¤erinden büyük
eflit olmas› durumunda dönen nokta say›s› (p–)’nin
beklenen de¤eri, varyans› ve standart de¤iflkeni s›ras›yla
flöyle verilmektedir (10).
4p
-1
n (n-1)

(3)

ν
Var (ν)

(4)

m' =

Burada; v, beklenen de¤er; n, toplam veri say›s›;
Var(v), varyans de¤eridir. Kendall s›ra korelasyon
testinden elde edilen m’ de¤eri % 5 önem düzeyindeki
normal da¤›l›m›n tablo de¤eri ile karfl›laflt›r›l›r ve buna
göre gidiflin yoklu¤una karar verilir. Gidiflin yoklu¤unda
Denklem (1) afla¤›daki flekli al›r (1, 7, 10, 11, 12, 13,
14).
Yt = Xt - Tt = Pt + St

(5)

Periyodik Bileflen (Pt): Bir zaman serisinde düzenli
olarak tekrarlanan periyodik de¤iflimleri aç›klayan bu
bileflen, Fourier analizi (harmonik analiz) ile
incelenmektedir (2).
N/2

Pt = A0 +

∑
k=1

α k Cos 2πkt + ß k Sin 2πkt
N
N

(6)

Denklem (6)’ da verilen Fourier katsay›lar› ise
afla¤›daki flekilde hesaplanabilir.
N

A0 = 1
N

∑ Yt
k=1

αk = 2
N

∑ Y t Cos 2πkt
k=1
N

βk = 2
N

∑ Y t Sin 2πkt
k=1
N

(7)

(1)

Gidifl (Tt) Bilefleni: Gözlemlerin toplan›fl s›ras› ile
ald›¤› de¤erler aras›ndaki korelasyonun önemlili¤ini
belirleyen gidifl analizlerinde çok say›da test
kullan›labilmektedir (9). Burada, Kendall s›ra korelasyon
testi konu edilecektir.

ν=

Var (ν) = 2 (2n+5)
9n(n-1)

(2)

N

(8)

N

(9)

Burada; Pt, periyodik bileflen; A0, zaman serisinin
aritmetik ortalamas›; αk ve ßk , Fourier katsay›lar›; k,
harmonik say›s› (1 k N/2); t, zaman aral›¤› (t=1, 2, ...,
N); m, anlaml› harmonik say›s› (1 m N/2); N, veri say›s›;
Yt, gidiflten ar›nd›r›lm›fl zaman serisi de¤eridir. Pratikte
Fourier aç›l›m›nda kullan›lacak harmonik say›s›n›n
belirlenmesinde k. harmoni¤in aç›klad›¤› varyans ise
Denklem (10) ile hesaplanabilmektedir (2, 7, 8, 14, 15).
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2

Var (Vk) = (αk +ßk )

(10)

Zaman serisinde periyodik bileflenin etkisi Denklem
(11) ile kald›r›labilmektedir. Denklemde; Yt, gidifl ve
periyodisiteden ar›nd›r›lm›fl zaman serisinin de¤eri; –x t,
aritmetik ortalamas›; st ise standart sapmas›n›
göstermektedir.
St = (Y t - xt) ; t = 1,2,...., N
st

(11)

Stokastik Bileflen (St): Hidroloji’ de kurulacak
matematik modelin kullan›laca¤› amaca göre, söz konusu
sürecin istatistik özelliklerini yeterli bir flekilde ifade
edebilmesi gerekir. Bu nedenle, seçilecek modelin basit,
di¤er bir deyiflle parametre say›s›n›n en az olmas› gerekir
(2). Bu bölümde, s›cakl›k serileri için en çok kullan›lan
modellerden birisi olan otoregresif süreçler tan›t›lacak ve
bu modelin parametrelerinin tahmin yöntemleri
aç›klanacakt›r.
Otoregresif Süreçler (AR): Otoregresif süreçler,
zaman serisinin dura¤an olmas› durumunda kullan›lan
do¤rusal modellerden birisidir (2, 14). K›saca Markov
modelleri olarak ta adland›r›lan bu modelin genel ifadesi
flöyledir.
p

St =

∑ φ p,k St-1+at veya

k=1

St = φ p,1St-1 + φ p,2St-2 + ..... + φ p,p St-p+at

(12)

(13)

Burada; φp,k , otoregresif katsay›lar›; p, model
mertebesi; k, modelin parametre say›s› (k=1,2,...,p); at
normal da¤›l›m›n hata de¤iflkenidir (stokastik bileflenin
ba¤›ms›z k›sm›, art›k terim).
Modeldeki art›k terim at ; ortalamas› s›f›r ve varyans›
da σa2 olan ve aralar›nda iliflki olmayan normal da¤›l›m
de¤iflkenini belirtmektedir. Modelin uygunlu¤unun
kontrol edilmesi, model mertebesinin seçilmesi ve
otoregresif katsay›lar›n (φp,k) belirlenmesi ile olmaktad›r.
Model Mertebesi (p)’nin Belirlenmesi: Model
mertebesinin
seçimi
otoregresif
katsay›lardan
yararlanarak art›k de¤erler varyans›n›n (Sz2(p)) hesab› ile
flöyle belirlenebilmektedir (7, 14).
S2z (p) = (N-p) (C 0 - α 1C 1 - ... - α p C p )
N-2p-1

Burada; (N-p)(Co - α1C1 - ...... - αpCp) hata kareler
toplam› ve α1, α2,..., αp, AR parametreleridir. Buna göre
hesaplanan Sz2(p) de¤erleri içinde en küçü¤ünü veren p,
model mertebesi olarak seçilir (7, 14).
Otokovaryans, Otokorelasyon ve Otoregresif
Katsay›lar›n Belirlenmesi: C0, C1,...,Cp, otokovaryans
fonksiyonu katsay›lar›d›r. Herbir p de¤erine karfl›l›k gelen
otokovaryans (Cp) ve otokorelasyon katsay›lar› (rp)
afla¤›daki eflitliklerin yard›m›yla hesaplanmaktad›r.

Cp = E(St - µ) (St+p - µ)

(15)

µ = E(St)

(16)

Burada; µ stokastik bileflenin beklenen de¤eridir. Bir
zaman serisi oluflturan x1,....,xn de¤erleri içinde,
birbirinden p birim zaman uzakl›ktaki (lag) de¤erlerin,
ortalama de¤er x’e göre yay›l›mlar›n›n ölçüsünü belirten
kovaryans afla¤›daki gibi tan›mlan›r.
cp = cov [xt, xt+p] = ∑ [(xp -x) (xt+p - x)]

Bu ayn› zamanda kayan p zaman aral›¤›ndaki
otokovaryans de¤eri olarak ta adland›r›l›r.
n-p

cp = cov [xt, xt+p] = 1
n

(xt-x) (xt+p - x)
∑
t=1

(18)

Kayan p zaman aral›¤›ndaki otokorelasyon ise,
otokovaryans›n varyansa oran›d›r. p=0,1,....,k yard›m›yla
hesaplan›r ve pratikte, k de¤eri n/4’ü aflmamal›d›r.
Otokorelasyon; ba¤›ml›l›¤›n ölçülmesinde en çok kullan›lan
parametrelerden olup kaysay›lar› +1 ile -1 aras›nda
de¤iflmektedir.
cov (xt, xt+p)

rp =

[var (xt) var (xt+p)]

(19)

Elde edilecek rp de¤erlerinin kartezyen koordinat
sisteminde t de¤erleri apsiste olacak flekilde oluflturulacak
fonksiyon grafi¤ine ise korelogram ad› verilmektedir (14,
16). Dura¤an süreçlerde, t ve t+p zamanlar›ndaki
varyanslar ayn› oldu¤u için yukardaki eflitlik ayn› zamanda
afla¤›daki flekilde de ifade edilebilir.

rp =
(14)

(17)

cp
c0

(20)
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Bir sürecin otoregresif katsay›s›n›n hesab› ise
Recursive formülü ve Yule-Walker eflitli¤i (Denklem 21 ve
22) ile yap›lmaktad›r (7, 12, 14).

edebilece¤i anlafl›lm›flt›r. Minimum, ortalama ve
maksimum durumlar› temsil eden iliflkiler afla¤›daki
flekilde oluflmufltur.
Pt(min) = 13.576-0.70249.Sin(2πt/365)-

p-1

∑

k=1
p-1

1-

Pt(max) = 25.210-0.42625.Sin(2πt/365)-

∑ φ p,kSt-p

(r2=0.984)

0.78223.Cos(2πt/365)
(22)

Art›k Terimlerin (at) Analizi: Bu bileflen, Denklem
(12)’ nin yeniden düzenlenmesi ile flöyle temsil edilir.
p

(r2=0.989)

1.46163.Cos(2πt/365)

Burada; k=1,2,...,p’dir. φp,k katsay›lar› p’den sonra
s›f›ra yak›n de¤erler al›yorsa, sürecin AR(p) modeli ile
temsil edilebilece¤ine karar verilebilir.

α t = St -

Pt(ort) = 18.794-0.72880.Sin(2πt/365)-

(21)

∑ (φ p-1,p-k . rp )
k=1

φ p,k = [φ p-1,k - φ p,p (φ p-1,p-k)]

(r2=0.991)

1.32774.Cos(2πt/365)

(φ p-1,k . rp-k)

(23)

k=1

Sonuçlar ve Tart›flma
Çal›flmada, Adana Meteoroloji istasyonundan sa¤lanan
günlük minimum, ortalama ve maksimum s›cakl›k
de¤erlerinin zaman serisi analizleri STATGRAF (17) paket
program› kullan›larak incelenmifltir. Bileflenlere ba¤l›
olarak elde edilen bulgular herbir seri için, flekiller ise
örnek teflkil etmesi amac›yla sadece ortalama s›cakl›klar
için verilmifltir.
Gidifl Bilefleni (Tt): Günlük minimum, ortalama ve
maksimum s›cakl›k de¤erlerinin gidifl analizi sonucuna göre; Kendall s›ra korelasyon testi de¤eri m’ (0.6343;
0.5221; 0.5530) olarak bulunmufl ve % 5 önem düzeyinde gidifl (Tt) bilefleninin yoklu¤u sonucuna var›lm›flt›r.
Bundan sonra zaman serisi gidiflsiz olarak incelenmifltir.

Stokastik Bileflen (St): Herbir s›cakl›k zaman serisi,
gidifl ve periyodik bileflenlerden ar›nd›r›lm›fl ve sentetik
olarak elde edilen yeni zaman serileri Markov modeli ile
incelenmifltir. Yeni zaman serilerinin Markov modellerinin
2
art›k de¤erler varyans› (Sz (p)) hesaplanm›fl; Minimum,
ortalama ve maksimum s›cakl›klar›n art›k de¤erler
varyanslar› p=2 için en küçük olarak bulunmufl ve s›ras›yla
1379300, 1625094 ve 1925061 olmufltur. Bu de¤erle
Sar›cali (1) ve Aprilesi ve ark. (4) taraf›ndan uygulanan
model aras›nda yak›n bir iliflki bulunmufltur. fiekil 3’ ten
de görülece¤i gibi herbir zaman serisinin korelogram›
çizilerek serilerde yaln›zca ikinci mertebe otoregresif
modelin kullan›labilece¤i sonucu elde edilmifltir.
Herbir zaman serisinin otokorelasyon katsay›lar›n›n
örnek varyans› ve ortalamas› s›ras›yla Var(rp) = 0.00274;
1.4

—

1.3

—

1.2

—

1.1

—

1

—

0.9

—
—

—

—

—

60

—

40

—

20

—

fiekil 1.

—

0

—

0.8

—

Periyodik Bileflen (Pt): Fourier analizi sonucunda
minimum, ortalama ve maksimum s›cakl›k serilerinin
herbir harmoni¤inin aç›klad›¤› varyans miktar›n›n %
80’den daha fazlas›n› ilk harmoni¤in aç›klad›¤›
bulunmufltur (fiekil 1). Bu sonuçlar, Craddock ve ark. (3)
taraf›ndan yap›lan çal›flmada elde edilen sonuçlarla
benzerlik göstermektedir. Bundan dolay›, herbir zaman
serisinin periyodik bileflenini yaln›zca ilk harmoni¤in,
Fourier katsay›lar› olan α1 ve ß1 katsay›lar›n›n temsil

Minimum, ortalama ve maksimum s›cakl›k serilerinde
gözlenen s›cakl›k de¤erleri ile herbir serinin periyodik
bileflen denkleminden hesaplanan s›cakl›k de¤erleri
aras›nda önemli derecede sapmalar meydana gelmemifltir
(fiekil 2). Bu sonuç, herbir seri için s›ras›yla 0.991,
0.989, 0.984 olarak bulunan ba¤›ml›l›k katsay›lar›n›n çok
yüksek bulunmufl olmas›na yorumlanabilir.

Eklenik Varyans De¤erleri

φ p,p =

rp -

80 100 120 140 160 180 200
Harmonik Say›s›

Ortalama S›cakl›k Zaman Serisinin Eklenik Varyans
De¤erleri
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—

1.0

—

0.8

—
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Gelifltirilen zaman serilerinin periyodik ve stokastik
yap›daki eflitliklerinde deterministik k›s›m Fourier analizi
ile ve stokastik k›s›m da ikinci mertebe Markov modeli ile
aç›klanmaktad›r. Buna göre; herbir serinin minimum,
ortalama ve maksimum de¤erleri için regresyon
katsay›lar› s›ras›yla 0.986, 0.984 ve 0.989; genel
denklemleri ise;

—

—

St(ort) =1.29674.St-1-0.30326.St-2+at (r =0.995)
Herbir zaman serisinde oluflan art›k terimlerin
de¤erleri (at) hesaplanarak hata terimleri aras›ndaki
ba¤›ml›l›¤›n görsel olarak görülebilmesi ve ayn› zamanda
da seçilen model mertebesinin uygunlu¤unun kontrolünün
yap›labilmesi amac›yla serilerin hata terimleri
korelogramlar› çizilmifltir (fiekil 4). Belirlenen modellerin,
Adana ilinin günlük minimum, ortalama ve maksimum
s›cakl›klar›n›n tan›mlanmas›nda yeterli ve uygun oldu¤u
bulunmufltur.
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St(max) =1.24624.St-1-0.25376.St-2+at (r =0.994)
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Ortalama S›cakl›klar›n Kal›nt› Terimleri Korelogram›
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2
St(min) =1.08007.St-1-0.08659.St-2+at (r =0.996)

4

—

Kullan›lan modeldeki herbir zaman serisinin
otoregresif katsay›lar› (p=2 ve k=1, k=2 için) s›ras›yla
hesaplanm›fl ve herbir zaman serisinin stokastik bileflenin
genel denklemi, minimum, ortalama ve maksimum için
s›ras›yla afla¤›daki biçimde verilmifltir.

3

—

E(rp) = 0 olarak bulunmufl ve % 95 güven aral›¤›nda
s›f›rdan önemli derecede farkl› olmad›klar› görülmüfltür.
Buna göre, herbir zaman serisinin stokastik bilefleninin
ba¤›ml› k›sm›, ikinci mertebe markov modeli ile
tan›mlanabilmektedir (14).
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Analizi

formülasyonlar›na uygun olarak afla¤›daki flekilde
bulunmufltur.
Xt(min) =18.794-0.70249Sin(2πt/365) 1.32774Cos(2πt/365)+1.08007St-1-0.08659St-2 +at
Xt(ort) =13.576-0.72880Sin(2πt/365) 1.46143Cos(2πt/365)+1.29674St-1-0.30326St-2+at
Xt(max)=25.210-0.42625Sin(2πt/365)0.78223Cos(2πt/365)+1.24624St-1-0.25376St-2+at
Sonuç olarak; a) Adana Meteoroloji istasyonu s›cakl›k
verilerinin, zaman serisi analizi sonucunda, gidifl
bilefleninin bulunmad›¤›, periyodik analiz sonucunda
s›cakl›k serilerini ilk harmoniklerin aç›klad›¤› görülmüfl ve
stokastik analizde ise, stokastik bileflenin ikinci mertebe
otoregresif model ile aç›klanabilece¤i anlafl›lm›flt›r, b) Bu
modeller kullan›larak çal›flma alan›nda sulama, serac›l›k,
ormanc›l›k, endüstri, çevre kirlili¤i ve hayvan
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bar›naklar›n›n planlanmas› vb. faaliyetler için gereksinim
duyulan uzun y›ll›k minimum, ortalama ve maksimum
s›cakl›k de¤erleri yeniden türetilebilir ve kritik de¤erler
belirlenebilir, c) Adana ili için gerçeklefltirilen bu çal›flma,

benzer koflullara sahip komflu meteoroloji istasyonlar› için
de tekrarlanarak bölge için geçerli olabilecek yeni iliflkiler
gelifltirilebilir.
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