We study descent-like approximation methods and proximal methods of the retraction type for solving fixed-point problems with nonself-mappings in Hilbert and Banach spaces. We prove strong and weak convergences for weakly contractive and nonexpansive maps, respectively. We also establish the stability of these methods with respect to perturbations of the operators and the constraint sets.
is called the normalized duality mapping.
The following estimates, established in [2, 3] , will be used in the proofs of the convergence and stability theorems below (e.g., Theorems 3.2 and 4.9). Define C(s,t) : R + × R + → R + by Now we recall the definitions of nonexpansive and weakly contractive mappings (see, e.g., [4, 6, 11] ). We also use the concept of a sunny nonexpansive retraction [9, 11, 13] . More information regarding sunny nonexpansive retractions can be found in [11, 16] .
C(s,t)

Recursive inequalities
We will often use the following facts concerning numerical recursive inequalities (see [5, 7, 8] 
Let the recursive inequality
hold, where ψ(λ) is a continuous strictly increasing function for all λ ≥ 0 with
(2) the estimate of convergence rate
is satisfied, where Φ is defined by the formula Φ(t) = dt/ψ(t) and Φ −1 is its inverse function. 
Let the recursive inequality 
(2.6) 
Assume that 9) and, consequently, lim k→∞ β k = 0; (ii) if lim k→∞ α k = 0 and there exists κ > 0 such that 
Retraction methods for weakly contractive mappings
First of all, we consider the convergence of the retraction descent-like approximation method
where Q G is a nonexpansive retraction of B onto the set G. 
where Φ(t) is defined by the formula Φ(t) = dt/ψ(t) and Φ −1 is its inverse function.
Proof. Consider the sequence {x n } generated by (3.1). We have
Thus, for all n ≥ 0,
Now the claims (i), (ii), and (iii) follow from (3.4) and Lemma 2.1 because
The following theorem provides other estimates of the convergence rate. 
where
Proof. By (3.4),
for all n ≥ 0. Thus x n − Ax n ≤ 2K and
Since Q G is a nonexpansive retraction and x 2 is a convex functional, we have
200 Iterative methods By (1.11), if x ≤ R and y ≤ R, then
Therefore,
Here we used the estimates φ n ≤ C + 2ωK = R and x n ≤ C ≤ R. It is obvious that
because B is a uniformly smooth space. Thus, we get for λ n = x n − x * 2 the following recursive inequality:
The strong convergence of {x n } to x * and the estimates (3.5), (3.6), (3.7), (3.8), (3.9), and (3.10) now follow from Lemma 2.2.
Next we will study the iterative method (3.1) with perturbed mappings A n :
y n+1 = Q G y n − ω n y n − A n y n , n= 0,1,2,..., (3.19) provided that the sequence {A n } satisfies the following condition: 
Proof. Similarly to the proof of Theorem 3.1, we get, for all n ≥ 0, the inequality
By our assumptions, there exists K > 0 such that y n ≤ K. Hence, Let G 1 and G 2 be closed convex subsets of B. The Hausdorff distance between G 1 and G 2 is defined by the following formula:
In order to prove the next theorem, we need the following lemma. 
, and θ is the origin of the space B.
Proof.
It is obvious that
In the same way, we see that there exists ξ 2 ∈ Ω 2 such that x 1 − ξ 2 ≤ σ and and if, again, R = 2(2r + d) + σ, we have
Therefore, the estimate (3.26) holds by (3.29) and (3.32). Lemma 3.4 is proved.
Next we will study the iterative method (3.1) with perturbed sets G n : Proof. For all n ≥ 0, we have
where the sequence {x n } is generated by (3.1), and therefore,
We will show that
We have
Iterative methods
It is easy to check that
and there exists a constant r > 0 such that z n − ω n (z n − Az n ) ≤ r. By Lemma 3.4,
and θ is the origin of the space B. Hence,
is, indeed, true. Theorem 3.5 is proved.
Next we study the method of successive approximations
where Q G is the sunny nonexpansive retraction of B onto its subset G. Proof. By (3.42), we have
Denoting x n − x * 2 by λ n , we see that
and therefore, our claims follow from Lemma 2.1.
As before, we can also consider the method of successive approximations with perturbed sets G n ,
., be closed convex subsets of B such that the Hausdorff distance Ᏼ(G n ,G) ≤ σ n ≤ σ, and let A be a weakly contractive mapping from D(A) into B of the class C ψ(t) with a strictly increasing function ψ(t). Suppose that the mapping A has a (unique) fixed point x * ∈ G. If σ n → 0 as n → ∞, then the iterative sequence (3.46), starting at an arbitrary point
Proof. For all n ≥ 0, we can write
Since Q Gn is nonexpansive for each n, the inequality
also holds. The second term in (3.47) is estimated by Lemma 3.4. There exists a constant C > 0 such that
Thus,
and the theorem follows from Lemma 2.2.
Iterative methods
Retraction methods for nonexpansive mappings
First, we are going to consider the following proximal retraction method:
(1) take an arbitrary x 0 ∈ G; (2) given x n ∈ G, define x n+1 ∈ G by the system 
2)
where 
.2. Suppose that B is a uniformly convex and uniformly smooth Banach space, A : G ⊂ B → B is a nonexpansive operator, G is a closed convex subset of B, and the fixed point set M of A is not empty. Let {x n } be any sequence of iterates generated by (4.1). Then the following statements hold:
(i) {x n } is bounded and
If, in addition, λ n ≥ λ > 0, then Proof. The following inequalities follow from the convexity of the functional x 2 on any Banach space; they are valid for all y ∈ B:
(4.6)
Since x n+1 = Q G (y) and x * ∈ G, we have (see Proposition 1.4)
Therefore, (4.1) implies that
From the last inequality, we conclude that
for all n ≥ 0. Thus, the sequence {x n } is bounded, say by R, and the functional x n − x * 2 has a limit a(
Every bounded set in a reflexive Banach space is relatively weakly compact. This means that there exists some subsequence {x nk } ⊆ {x n } which weakly converges to a limit pointx. Since G is closed and convex, it is also weakly closed. Thereforẽ x ∈ G. By Lemma 4.1,
(4.13) Then, since the functional · 2 is convex, we have
Applying the first limit in (4.15) and the weak sequential continuity of J, we get from (4.16),
By analogy, the convexity of · 2 yields
The second limit in (4.15) 
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Now we study the convergence of the descent-like approximation method (3.1) for nonexpansive maps. : G ⊂ B → B is a nonexpansive operator, G is a closed convex subset of B, and the fixed point set M of A is not empty. Let {x n } be any sequence of iterates generated by the algorithm (3.1) . Then, the following assertions hold: Proof. It was shown in Theorem 3.1 that the sequence {x n } is bounded, say by R, and that the sequence { x n − x * }, where x * ∈ M, is convergent. Thus, {x n − Ax n } is bounded byR = 2(R + x * ). Therefore, assertion (1) is obtained from the following estimate:
Furthermore, there exists a subsequence {x nk } ⊆ {x n } which weakly converges to a limit pointx ∈ G. Take any x * ∈ M. Using (3.13), (3.14), and Lemma 4.1, we obtain
Since the space B is uniformly smooth, The following corollary is valid for self-mappings A : G → G and the method (4.27) . Then, the following assertion holds: We omitted in this corollary the requirement that the sequence { F(x n ) } have a limit because this limit always exists in this case by the estimate
If, in addition,
Indeed, by (4.27), and the fixed point set M of A is not empty. Let {x n } be any sequence of iterates generated by the algorithm (3.1) . Then, the following claims hold: Proof. As before, the sequence {x n } is bounded, say by R, and the sequence { x n − x * } has a limit. Therefore, using property (P), we obtain from (4.22) the following inequality: 
where ξ ∈ (0,2). Applying (4.21), we get
By Lemma 2.3, we conclude that Proof. Once again, consider (4.6) with x n = w n , y = y n and an arbitrary x ∈ G: 
By (4.34) and the boundedness of {w n }, there exist constants C 1 > 0 and C 2 > 0 such that
(4.38) By (1.13), there exist constants C 3 > 0 and C 4 > 0 such that
(4.39) By (4.35) and property (P), this implies the inequality In conclusion, we consider the stability of the following descent-like approximations with respect to perturbations of the set G: Remark 4.10. Strong convergence of approximants to fixed points of nonexpansive, nonself-mappings can be obtained by applying some regularization procedures (cf. [14, 18] ).
