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In this work, we perform a statistical study on Dirac Billiards in the extreme quantum limit (a single open
channel on the leads). Our numerical analysis uses a large ensemble of random matrices and demonstrates
the preponderant role of dephasing mechanisms in such chaotic billiards. Physical implementations of these
billiards range from quantum dots of graphene to topological insulators structures. We show, in particular,
that the role of finite crossover fields between the universal symmetries quickly leaves the conductance to the
asymptotic limit of unitary ensembles. Furthermore, we show that the dephasing mechanisms strikingly lead
Dirac billiards from the extreme quantum regime to the semiclassical Gaussian regime.
PACS numbers: 05.45.Yv, 03.75.Lm, 42.65.Tg
INTRODUCTION
Extensively tested, the random matrix theory (RMT) has
enjoyed success in describing the electronic transport proper-
ties on disordered mesoscopic systems [1–8]. Following the
classification of Cartan, the RMT is divided into ten symmetry
classes: three Wigner-Dyson, three Chiral and four Altland-
Zirnbauer ensembles [9, 10]. The Wigner-Dyson ensembles
[11] are used to describe the electronic transport in meso-
scopic devices with or without time-reversal (TRS) and spin-
rotation symmetries (SRS). We call their chaotic quantum dots
counterparts as chaotic Schro¨dinger billiards. Furthermore,
the Chiral ensembles [12] are used in systems with sublat-
tice/chiral symmetry, with or without TRS and SRS, and we
will refer to them as chaotic Dirac billiards [13–17, 21, 22].
The Altland-Zirnbauer ensembles are used in quantum elec-
tronic devices connected to superconductors [9]. Henceforth,
this last ensemble will be called, by analogy with the previous
one, chaotic Andreev billiards [23].
The RMT applied to chaotic Schro¨dinger billiards has been
widely discussed in the literature [5–7]. The theoretical
works covering this topic include universal fingerprints as the
probability distributions of transmission eigenvalues and con-
ductance [24–28], interference effects [29–34], entanglement
[8, 27, 35, 36], time-reversal symmetry breaking [25, 28, 37–
39] and phase coherence breaking or decoherence [40–44],
which produce a large number of experimental fundamental
consequences [5–8]. However, the analytical results are usu-
ally obtained in very specific regimes [5, 6], motivating nu-
merical studies of regimes beyond such analytical limitations
and giving a deep understanding of electronic transport prop-
erties [26, 28, 36, 38, 45].
Recently, some studies have been focusing on chaotic Dirac
devices [13–16, 16–22, 46? –54] due to the modern control
of novel materials such as graphene and topological insula-
tors structures. Using the tight-binding Hamiltonian model,
Ref.[55] analyzes numerically the density of states and prob-
ability distributions of conductance for a disordered two-
dimensional electron systems with chiral symmetry at zero en-
ergy. More recently, Ref.[21] uses the diagrammatic method
to obtain analytical expressions for both the mean and the vari-
ance of chaotic Dirac billiards conductance. This diagram-
matic method also analyzes the mechanisms of phase coher-
ence breaking in the semiclassical regime (large number of
open channels). However, it is not a simple task to obtain
analytical results for the crossover regime when there is a sin-
gle open channel (defined as extreme quantum regime) in the
leads coupled to the quantum dot. Therefore, it is necessary
to perform numerical analysis on the crossover regime. The
analytical difficulty occurs precisely due to the peculiarities
of the probability distribution of conductance in the crossover
regime, which has an extreme deviation from the Gaussian
[24, 28] and, consequently, forbids the integrability.
The aim of this paper is to present a complete numeri-
cal analysis of the time-reversal symmetric breaking and the
phase coherence breaking mechanisms in the extreme quan-
tum regime of chaotic Dirac billiards. Furthermore, we ana-
lyze the competition between both mechanisms over three re-
markable aspects of conductance: the probability distribution,
the weak localization and the universal fluctuations. With this
motivation, we adapt to the Chiral ensembles the method es-
tablished in the Ref.[28], which was developed to study the
crossover regime (time-reversal symmetric breaking mecha-
nism) between the Gaussian orthogonal ensemble (GOE) and
the Gaussian unitary ensemble (GUE) of the Wigner-Dyson
universal classes.
SCATTERING MODEL AND DECOHERENCE
The study of quantum dots (QD) is usually performed with
the use of two leads, one connected to a source and the other
one to an electron drain. We consider the more general con-
figuration of a QD connected to three leads, the third one be-
ing used to theoretically introduce the mechanisms of deco-
herence. In this section, we present the standard Hamilto-
nian scattering model for the general configuration. Firstly,
the Sub-lattice/Chiral Symmetry is incorporated by the mass-
less Dirac Hamiltonian, which satisfies the following anti-
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FIG. 1: Probability distribution of conductance for chaotic Dirac billiard in the extreme quantum regime (left), N1 = N2 = 1, and the
intermediate regime (right), N1 = N2 = 2, in the presence of a phase coherence breaking parameter Nφ = 0. For α = 0, 1 the distributions
correspond to pure ensembles chGOE and chGUE, respectively.
commutation relation [12]
H = −σzHσz , σz =
[
1M 0
0 −1M
]
. (1)
The H-matrix has order 2M and 1M is an M ×M identity
matrix. From a physical point of view, we can interpret the M
number of 1’s and −1’s in σz as the number of atoms in each
sublattice [21, 47], in a total of 2M atoms in the chaotic Dirac
billiard. The Hamiltonian model for the scattering matrix, S,
can be written as [4]
S(ǫ) = 1− 2πiW†(ǫ −H+ iπWW†)−1W . (2)
The S-matrix has order N¯T , where N¯T = N¯1 + N¯2 + N¯3 is
the total number of open channels or atoms in the three leads
connected to the chaotic Dirac billiard. In each lead, there are
N¯i = 2Ni open channels (i = 1, . . . , 3). In other words, there
are Ni open channels in each sub-lattice and, as the system is
compounded by two sub-lattices, there are 2Ni open channels
in each lead. The 2M × N¯T matrixW represents all coupling
combinations of the chaotic Dirac billiard resonances to the
open channels of the leads. The scattering matrix is unitary
S†S = 1 due to the conservation of the electronic charge.
Equations (1) and (2) demonstrate that the S-matrix satisfies
the relation
S = ΣzS
†Σz, Σz =
[
1NT 0
0 −1NT
]
(3)
at the Dirac point, i.e., at zero energy (ǫ = 0). The S-matrix
is conveniently written as a function of transmission, t, and
reflection, r, blocks as
S =

 r11 t12 t13t21 r22 t23
t31 t32 r33

 (4)
where tij and rij have dimension N¯i × N¯j , with i, j =
1, . . . , 3. In fact the Hamiltonian describing the Dirac Billiard
is evaluated for energies (Dirac) close to the Fermi energy.
Having in mind the homogeneity of the spectrum, we have
fixed the Fermi energy to be zero.
After introducing the standard scattering model for the
chaotic Dirac billiards connected to three terminals, we may
study the time-reversal symmetry and electronic phase coher-
ence breaking. For this purpose, we employ the formulation
proposed by Bu¨ttiker[40], which was successful in describing
the chaotic quantum billiard as shown in Refs.[41–43]. The
method was originally used in the framework of random ma-
trix theory, and more recently in Ref.[44].
The formulation assumes a third fictitious terminal con-
nected to the chaotic Dirac billiard, which induces the phase
coherence breaking or decoherence. The first consistency
condition is to maintain null values for the average current
in the third terminal, 〈I3〉 = 0, in such a manner that there
is only an effective current between the terminals labeled 1
and 2. Another consistence condition is the electronic current
conservation, I = I1 = −I2. The Landauer-Bu¨ttiker conduc-
tance is changed by those conditions and may be written as
[40, 42, 43]
G =
2e2
h
[
g12 +
g31g23
g31 + g32
]
, (5)
where gij = Tr
(
tijt
†
ij
)
. The open channels in the third lead
(Nφ = N3) are inversely proportional to the dephasing time
τφ, while the total open channels N1 + N2 are inversely pro-
portional to the dwell time τD [21, 44]. The described open
channels satisfy Nφ/(N1 + N2) = τD/τφ. The particular
limit Nφ ≫ N1 +N2 ( τD ≫ τφ) indicates the configuration
of electrons remaining longer in the billiard, leading to elec-
tronic phase coherence breaking. However, if N1+N2 ≫ Nφ
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FIG. 2: Probability distribution of conductances for chaotic Dirac billiards in the extreme quantum regime, N1 = N2 = 1, with the phase
coherence breaking parameters Nφ = 1 (left) and Nφ = 2 (right). For α = 0, 1 the probability distributions correspond to pure ensembles
chGOE and chGUE, respectively.
or, equivalently, τφ ≫ τD, the electrons leave the billiard just
before losing the coherence.
If the number of open channels in the third lead is null in
Eq. (5), we recover the usual Landauer-Bu¨ttiker conductance,
G =
2e2
h
Tr
(
t12t
†
12
)
. (6)
RANDOM MATRIX THEORY APPLIED TO CHAOTIC
DIRAC BILLIARDS
We start from the anti-commutation relation, Eq.(1), which
allows to represent the Hamiltonian of the chaotic Dirac bil-
liard in an anti-diagonal form
H =
(
0 T
T † 0
)
. (7)
The T -block is a random matrix, M ×M , which can be de-
composed in the form T = T (0) + iT (1). The random matrix
theory establishes that the entries of T can be chosen as mem-
bers of a Gaussian distribution,
P (T ) ∝ exp
[
−
M
2λ2
Tr(T T †)
]
. (8)
The parameter λ = 2M∆/π is the variance, related to the
electronic single-particle level spacing ∆.
The Eq.(8) is applicable if the time-reversal symmetry is
valid. In this case, the ensemble class is called chiral Gaussian
orthogonal ensemble (chGOE). However, if the time-reversal
symmetry is broken by a sufficiently intense external mag-
netic field, the ensemble class is called chiral Gaussian uni-
tary ensemble (chGOE). To analyze the crossover (intermedi-
ate values of perpendicular magnetic field) between chGOE
and chGUE, we adapt the method proposed in Ref.[28] in the
context of crossover between the GOE and the GUE (Wigner-
Dyson Ensembles).
The matrix T is a member of the Gaussian ensemble, whose
means and variances of their entries can be written as〈
(T (0,1)µν )
〉
= 0,
〈
(T (0)µν )
2
〉
=
λ2(1 + e−2τ )
2M
,
〈
(T (1)µν )
2
〉
=
λ2(1− e−2τ )
2M
, µ 6= ν. (9)
The parameter τ is introduced to break the time-reversal sym-
metry and, consequently, to control the crossover between ch-
GOE and chGUE. Notice the limits τ = 0 and τ → ∞ leave
the QD to the pure ensembles chGOE and chGUE, respec-
tively.
NUMERICAL RESULTS: PROBABILITY DISTRIBUTIONS
OF CONDUCTANCE
In this section, using Eqs.(2), (5), (7), and (9), we numer-
ically obtain the probability distributions of conductance in
both the crossover (chGOE → chGUE) and in the electronic
phase coherence breaking (Quantum → Classic) regimes.
They are presented as a function of three relevante experi-
mental parameters: (1) the number of open channels in the
leads (N1 and N2), (2) the time-reversal symmetry breaking
parameter (τ ), and (3) the phase coherence breaking parame-
ter (Nφ).
The numerical simulations is implemented using an ensem-
ble of random T -matrices with order 100 (M = 100), and,
consequently, with random H-matrices with order 200× 200
(200 resonances), as may be seen in Eq.(7). To ensure the
full convergence of the probability distribution of conduc-
tance, we appropriately use 106 realizations of the random
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FIG. 3: Weak localization (left) and variance of conductance (right) of the chaotic Dirac billiard in the extreme quantum regime, N1 = N2 = 1,
as a function of the phase coherence breaking parameter Nφ. For α = 0, 1, they renders the corresponding values for pure ensembles chGOE
and chGUE, respectively.
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FIG. 4: The ratio of variance of conductances with (chGOE, β = 1) and without (chGUE, β = 2) time-reversal symmetric for chaotic Dirac
billiard in the extreme quantum regime, N1 = N2 = 1, as a function of the phase coherence breaking parameter Nφ. For α = 0, the ratio
goes to 2.5, while for α = 1 the the ratio is 1.
S-matrices, Eq.(2). The W = (W1,W2,W3) matrix has di-
mension 200 × 2NT and describes the coupling of the reso-
nance states of the chaotic Dirac billiard with the propagat-
ing modes in the three terminals. This deterministic matrix
satisfies a non-direct process, i.e., the orthogonality condition
W†pWq =
1
pi
δp,q holds. Following Ref.[28], we introduced the
parameter α =
√
tanh(τ) assuring numerical convenience.
The range of τ requires α tuned in the interval 0 6 α 6 1.
We begin with a configuration wherein the number of chan-
nels is minimal, N1 = N2 = 1 and Nφ = 0. This choice
defines the so-called extreme quantum regime and generates
a probability distribution of conductance with extreme devi-
ation from the Gaussian. The Fig.(1), left panel, depicts the
probability distribution of conductance for several values of
α. For α = 0 and 1 the probability distributions correspond to
chGOE and chGUE, respectively, which are in concordance
with the numerical results of Refs.[21, 56]. However, for
intermediate values of α, the Fig.(1), left panel, shows the
crossover between pure ensembles, from chGOE to chGUE.
The conductance probability distribution on pure ensembles
are dramatically affected by small variations of the parameter
α = {0.032, 0.1}, leading to the numerical conclusion that
the crossover was completely achieved for α = 0.30. Notice
the Fig.(1), left panel, has similar behavior to the Fig.(7) of
5Ref.[55], obtained by the tight-binding Hamiltonian model of
the disordered two-dimensional electron systems with Chiral
symmetry. We have shown in the Fig.(1) that extreme quan-
tum regime on Dirac Billiards have a behavior similar to inter-
mediate regimes (N1 = 2 = N2) of the Schro¨dinger billiards
of Ref.[28]. The Fig.(1), right panel, is plotted in the regime
N1 = N2 = 2 and Nφ = 0 and shows the remarkable conclu-
sion that the probability distribution of conductance is only
persuasively non-Gaussian in the extreme quantum regime.
The Fig.(1) (right) shows also that Dirac Billiards behavior
quickly converges to the Gaussian regime, as compared with
Schro¨dinger ones of Ref.[28].
In the Fig.(2), left panel, we maintain the system in the ex-
treme quantum regime. However, the phase coherence break-
ing parameter was changed to Nφ = 1. We clearly observe
the effect of the addition of a single dephasing channel: unlike
the Fig.(1), left panel, the chGUEs probability distribution has
a Gaussian (semi-classical) behavior while chGOE remains
non-Gaussian. Consequently, the parameter α has a funda-
mental importance on the full time-reversal symmetry break-
ing mechanism appearing on the crossover from non-Gaussian
(with phase coherence) to Gaussian (without phase coher-
ence) probability distributions of conductance. The Fig.(2),
right panel, was plotted in the extreme quantum regime and
Nφ = 2, which completely breaks the phase coherence, and
generates a full semiclassical (Gaussian) transition to all prob-
ability distributions of conductance.
WEAK LOCALIZATION AND UNIVERSAL
FLUCTUATIONS
As is well established, in addition to the Ohm semi-classical
term, the conductance has quantum interference terms due to
the time-reversal symmetry (orthogonal ensemble). These in-
terference terms are generally known as weak localization. In
the total absence of time reversal symmetry (unitary ensem-
ble) generated, for example, due to a perpendicular magnetic
field, the weak location term disappears. In this section, we
investigate the effect of magnetic field on the suppression of
the weak localization terms of the conductance. As our sta-
tistical simulation indicates, the parameter α naturally plays
the role of the magnetic field. Once proven the relevant role
of the dephasing in performing the transition from the quan-
tum to the semiclassical regime, we study in detail the conse-
quences of the competition between the parameter α and the
dephasing parameter on the interference effects. It is known
that the weak localization and the amplitude of the univer-
sal fluctuations for the chaotic Dirac billiard reach to zero if
Nφ ≫ N1 + N2. We define δG = 〈G〉chGOE − 〈G〉chGUE
and var[G] =
〈
G2
〉
− 〈G〉
2
and fix α = 0 in the numerical
simulation and we confirm this assertion, as depicted in the
Fig.(3). However, for intermediate values of α, the weak lo-
calization and the amplitude of the universal fluctuations reach
zero faster as a function of Nφ. The critical value α = 0.30
completely breaks both the time-reversal symmetry and the
interference effects, regardless of the value of Nφ as demon-
strated in some cases in Ref.[21].
In the Fig.(3), left panel, we show a peculiar transition, a
decrease followed by a monotonically increase of the weak
localization, in the region of extreme quantum regime, as a
function of Nφ. The transition is suppressed as we increment
α. For α = 0.30, the weak localization only decreases, from
finite values to zero, which is in turn expected for the chGUE.
Notice also that the lowest points of the transition are all cor-
responding to Nφ = 1 = N1 = N2. For any value of Ni > 1
this transition disappear, as demonstrated in Ref.[21]. This is
a very peculiar characteristic of the extreme quantum limit,
for which the dephasing performs a preponderant hole.
The Fig.(3), right panel, shows the monotonically decrease
of variance of conductance (in the extreme quantum regime)
as a function of Nφ. We do not observe significant differ-
ences on the variance in the validity range of α. However, we
can better understand the variance of conductance by inves-
tigating the ratios [42] between variance of conductances of
chGOE and chGUE, i.e var[G]chGOE/var[G]chGUE . This
ratio is depicted in Fig.(4). For α = 0 the ratio goes to 2.5
if Nφ ≫ 1, as analytically obtained in Ref.[21]. However, if
we increment the parameter α the ratio goes to values lower
than 2.5 until saturation if α = 1.0, yielding exactly the ra-
tio 1, as expected. Notice also that the previously mentioned
critical number, α = 0.30, renders a ratio different from 1.
That is interesting and a characteristic of the ratio, as there is
no significant difference between the probability distribution
and variance of conductance for α = 0.30 and α = 1.0 (pure
ensemble, chGUE), as the Figs.(1) and Fig.(3), right panel,
indicate.
CONCLUSION
In this paper, we perform a complete statistical study of
Dirac billiards in several regimes. In particular, we numer-
ically studied the major mechanisms of dephasing and time
reversal symmetry breaking. In the transition from the quan-
tum to the semiclassical regime (Gaussian), we glimpse the
strong dependence of a myriad of both quantum and universal
fingerprints as a function of the number of dephasing chan-
nels.
The numerical statistical simulations include a complete
study of the universal conductance on Dirac Billiards: the
probability distributions, the amplitude of the universal fluc-
tuations and the weak localization term. For the probability
distributions of conductance, we found that finite magnetic
fields break the time reversal symmetry quickly. We notice
that the dephasing plays a dramatic role in the crossover to
the semiclassical regime, even for the smallest possible num-
ber of open channels (extreme quantum regime). We also
study and show the preponderant role of the competition of
dephasing and time-reversal symmetry in a myriad of con-
figurations. Our results can be applied to various scenarios
involving dephasing fields, ranging from capacitive environ-
6ments to finite barriers introduced in Dirac billiards. They
may also be applied to general systems subjected to tunable
fields that perform a crossover between universal ensembles,
including chaotic graphene flakes and topological insulators.
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