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.
Abstract—In this paper, an algorithm of multiple signal classifi-
cation (MUSIC) is proposed for two-dimensional (2-D) direction-
of-arrival (DOA) and polarization estimation of non-circular
signal in three-dimensional (3-D) millimeter wave polarized large-
scale/massive multiple-input-multiple-output (MIMO) systems.
The traditional MUSIC-based algorithms can estimate either
the DOA and polarization for circular signal or the DOA
for non-circular signal by using spectrum search. By contrast,
in the proposed algorithm only the DOA estimation needs
spectrum search, and the polarization estimation has a closed-
form expression. First, a novel dimension-reduced MUSIC (DR-
MUSIC) is proposed for DOA and polarization estimation of
circular signal with low computational complexity. Next, based
on the quaternion theory, a novel algorithm named quaternion
non-circular MUSIC (QNC-MUSIC) is proposed for parameter
estimation of non-circular signal with high estimation accuracy.
Then based on the DOA estimation result using QNC-MUSIC,
the polarization estimation of non-circular signal is acquired by
using the closed-form expression of the polarization estimation in
DR-MUSIC. In addition, the computational complexity analysis
shows that compared with the conventional DOA and polarization
estimation algorithms, our proposed QNC-MUSIC and DR-
MUSIC have much lower computational complexity, especially
when the source number is large. The stochastic Crame´r-Rao
Bound (CRB) for the estimation of the 2-D DOA and polariza-
tion parameters of the non-circular signals is derived as well.
Finally, numerical examples are provided to demonstrate that
the proposed algorithms can improve the parameter estimation
performance when the large-scale/massive MIMO systems are
employed.
Index Terms—Direction-of-arrival (DOA) and polarization es-
timation, polarized large-scale/massive multiple-input-multiple-
output (LS-MIMO/massive MIMO), three-dimensional (3-D) mil-
limeter wave communication, circular and non-circular signals,
quaternion.
I. INTRODUCTION
Driven by the proliferation of more sophisticated smart-
phone and social media, the wireless mobile traffic will
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continue to grow at an exponential pace, thus the capacity of
cellular data networks needs to increase in orders of magnitude
[1]. Millimeter wave communication is a very promising
approach for meeting this challenge because of two reasons.
First, there is a huge amount of available spectrum ranging
from 30 GHz to 300 GHz, which is much more than those
used by the existing wireless communication systems. Second,
due to the small carrier wavelength of millimeter wave, a
large number of antenna elements can be arranged in highly
directive steerable arrays [2]. Thus the energy efficiency can be
improved dramatically when more energy is concentrated in a
particular direction. Furthermore, the highly directive steerable
array mentioned above, are also known as massive multiple-
input-multiple-output (MIMO), can achieve extremely high
spectrum efficiency, thus is the key enabling technology for
gigabit-per-second data transmission in millimeter wave com-
munication [3]. With the spatial freedom offered by large
antenna arrays, abundant mobile terminals are expected to
occupy the same set of time and frequency resources with
negligible interference [4], [5].
Extensive research has been conducted for massive MIMO
systems, such as interference mitigation [6], multiuser beam-
forming [7] and joint spatial division and multiplexing [8].
However, in all the research works mentioned above, knowl-
edge of channel correlations at the base stations (BSs) is
required [5]. In order to model channel correlations, the
geometric stochastic channel model is widely used [6], [8]–
[11], wherein direction-of-arrivals (DOAs) of signal paths are
crucial model parameters. Thus, accurate DOA estimation for
dominant signal paths is a prerequisite for channel correlation
acquisitions in millimeter wave communication.
In wireless communication systems, modulated signals
based on binary phase shift keying (BPSK) and ampli-
tude modulation (AM) have been widely used. Different
from quadrature amplitude modulation (QAM) and quadra-
ture phase shift keying (QPSK) signals, the aforementioned
modulated signals are non-circular in the sense that their
unconjugated covariance matrices are not equal to zero. This
distinctive characteristic can be utilized to improve the param-
eter estimation performance.
A. Related Work
For DOA estimation of non-circular signals, the so-called
non-circular multiple signal classification (NC-MUSIC) algo-
rithm was proposed in [12], [13]. The second-order asymptot-
2ically minimum variance (AMV) algorithms were proposed
in [14], in which a closed-form expression of the lower
bound on the asymptotic covariance of estimations given by
arbitrary second-order algorithms was evaluated. However, the
computational complexity of these algorithms is tremendous
because of the multidimensional nonlinear optimization [14].
To reduce the computational complexity, the root-NC-MUSIC
algorithm was proposed in [15]. Based on a determinant-based
method, the DOAs of non-circular and circular signals were
simultaneously estimated in [16]. However, when two types of
signals are too close, the DOA estimation performance may
degrade. By exploiting the non-circularity, the DOAs of non-
circular and circular signals were separately estimated in [17].
By exploiting the stronger orthogonality in the biquaternion
domain, the biquaternion cumulant-MUSIC has been proposed
for DOA estimation [18]. Recently, the sparse representation
based method has been proposed in [19] with high estimation
accuracy and resolution. However, the computational complex-
ity of this method is much larger than that of the subspace-
based methods.
The one-dimensional (1-D) NC Standard estimation of sig-
nal parameters via rotational invariance techniques (ESPRIT)
and two-dimensional (2-D) NC Unitary ESPRIT have been
proposed in [20] and [21], respectively, for DOA estima-
tion of non-circular signals. Recently, R multidimensional
ESPRIT-type algorithms have been proposed in [22], and the
perturbation analysis of tensor-ESPRIT-type algorithms have
been presented as well. Based on this, R multidimensional
ESPRIT-type algorithms have been applied to estimate strictly
second-order non-circular sources [23], which is regarded as
an extension of methods in [20] and [21]. In addition, in [23],
the performance of these ESPRIT-type algorithms has been
analyzed as well. Recently, two ESPRIT-based algorithms,
termed CNC Standard ESPRIT and CNC Unitary ESPRIT,
have been devised in [24] under coexistence of circular and
strictly non-circular signals based on NC-ESPRIT methods
[25]. They yield closed-form estimation with low computa-
tional complexity. However, these methods [20]–[24] cannot
be used for polarization parameter estimations.
For DOA and polarization estimation, the ESPRIT algorithm
has been used in the polarization sensitive array. The polar-
ization characteristic of the signal and the relative invariance
between the orthogonal dipole and the magnetic output have
been exploited for the parameter estimation with uniform
linear array (ULA) [26]. The root-MUSIC algorithm has been
proposed based on the diversely polarized characteristic [27].
In the case when the array manifold is partly known, the
fourth-order statistics-based method has been presented for
joint parameter estimation [28]. Then 2qth-order, q ≥ 2,
MUSIC methods have been applied to arrays having diversely
polarized antennas for diversely polarized sources [29]. The
parallel factor (PARAFAC) analysis (low order tensor) has
been used for estimating DOA and polarization parameters,
and the conventional complex matrix model is replaced by
the low order tensor model [30]. The orthogonality among
propagation direction of electromagnetic wave, electric field
and magnetic field is reflected profitably [31]. Based on
the effective aperture distribution function, an extension of
root-MUSIC algorithm was proposed for DOA and polar-
ization estimation with arbitrary array configurations [32].
The sparse representation based method has been proposed
in [33] for ULA by solving a weighted group lasso problem
in second-order statistics domain. However, the computational
complexity of this method is much larger than that of the
subspace-based methods. The quaternion-MUSIC algorithm
has been proposed in [34], and a comparison between long
vector orthogonality and quaternion vector orthogonality is
also performed. The biquaternion matrix diagonalization has
been used for DOA estimation based on vector-antennas [35],
[36]. However, these algorithms assume that the signal is
circular, the estimation performance of non-circular signal
cannot be improved any further. To the best of our knowledge,
no contributions have dealt yet with DOA and polarization for
non-circular signals.
B. Movitation
Recently, there has been a gradual demand for the use of
polarized antenna systems, especially for 5G mobile commu-
nication systems [37], [38]. This is because of the fact that,
for the design of space-limited wireless devices, the antenna
polarization is a crucial resource to be exploited. The degree-
of-freedom and multiplexing could be increased by exploiting
the antenna polarization. In addition, a massive MIMO system
equipped with electromagnetic vetor sensors (EMVSs) could
generally form a uniform rectangular array (URA). It should
be noted that this URA could estimate not only the DOA of the
incident signal, but also its polarization. The BS could use po-
larization parameters to distinguish different mobile terminals,
since those parameters should contain unique identification of
mobile terminals. In a secure millimeter wave communication,
the polarization parameters can be used for encrypting the
classified information, only the polarized massive MIMO sys-
tems could decode this encryption information. There should
be other applications that the polarization parameters could be
used for. Thus, the polarization parameters’ estimation using
polarized massive MIMO systems is a meaningful research
field in millimeter wave communication as well.
In this paper, we adopt the polarized massive MIMO sys-
tems to estimate the 2-D DOA and polarization of multiple
no-circular sources, since accurate DOA and polarization
estimations are particularly critical for channel correlation
acquisitions, as well as for the mobile terminal identification
and the information security mentioned above in millimeter
wave communication.
C. Contribution
In this paper, a MUSIC-based algorithm is proposed for
2-D DOA and polarization estimation of multiple no-circular
sources in polarized massive MIMO systems employing very
large URAs. The circular signal model containing DOA and
polarization parameter are constructed for polarized massive
MIMO systems, and the non-circular signal model is con-
structed based on quaternion theory. The partial derivative
of the spectrum function is utilized to reduce the dimension
of parameter search. The DOA parameter is estimated at
first, and the polarization parameter is estimated based on the
3results of the DOA parameter. To be more specific, the main
contributions of this paper are listed as follows.
1) For circular signals, a dimension-reduced MUSIC (DR-
MUSIC) algorithm is proposed for DOA and polarization
estimation. Compared with classical long-vector MUSIC (LV-
MUSIC) and quaternion dimension-reduced MUSIC (QDR-
MUSIC) algorithm [39], the computational complexity of DR-
MUSIC algorithm is further reduced, since the polarization
estimation of DR-MUSIC has a closed-form expression.
2) For non-circular signals, an improved DOA estimation al-
gorithm is proposed based on the URA equipped with EMVSs.
Compared with the QDR-MUSIC algorithm, the estimation
accuracy is further improved. This is because a novel received
data model is constructed based on quaternion theory, and
the unconjugated covariance matrix of non-circular has been
used in the proposed quaternion non-circular MUSIC (QNC-
MUSIC) algorithm to improve the DOA estimation accuracy.
3) By combining the QNC-MUSIC and DR-MUSIC algo-
rithms, the polarization estimation can be achieved for non-
circular signals. Based on the result for the DOA estimation
using QNC-MUSIC algorithm, the polarization estimation of
non-circular signal can be acquired by using the closed-
form expression of the polarization estimation of DR-MUSIC
algorithm.
4) The computational complexity of the LV-MUSIC, DR-
MUSIC, QDR-MUSIC and QNC-MUSIC are analyzed. Com-
pared with LV-MUSIC and QDR-MUSIC, the computational
complexity of DR-MUSIC and QNC-MUSIC is much lower.
This advantage is particularly attractive in the massive MIMO
systems, since the potentially prohibitive computational com-
plexity is one of the major challenges faced by massive MIMO
systems.
5) The stochastic Crame´r-Rao Bound (CRB) for the esti-
mation of the 2-D DOA and polarization parameters of the
non-circular signals is derived, whereas the known CRB is
only valid for the estimation of the 2-D DOA and polarization
parameters of the circular signals.
D. Organization of the Paper
This paper is organized as follows. The problem formula-
tions are given in Section II. The basic concept and property of
quaternion are given in Section III. The proposed DR-MUSIC
algorithm for circular signal is presented in Section IV. The
proposed QNC-MUSIC algorithm for non-circular signal is
presented in Section V. The computational complexity analysis
is given in Section VI. The stochastic CRB is derived in
Section VII. The simulation results are shown and analyzed
in Section VIII. The conclusions are drawn in Section IX.
E. Notation
In this paper, the operator (·)†, (·)∗, (·)T , (·)H and E {·}
are complex matrix pseudo-inverse, conjugate, transpose, con-
jugate transpose and expectation, respectively; the operator
(·)#, (·)⋄, (·)‡ and E are conjugate, transpose, conjugate
transpose and expectation for quaternion matrix, respectively.
The boldface uppercase letters and boldface lowercase letters
denote matrices and column vectors, respectively. The symbol
diag{z1, z2} stands for a diagonal matrix whose diagonal
entries are z1 and z2, respectively. IM and JM stand for
the M ×M identity matrix and the M ×M matrix of ones,
respectively. |·| and ‖·‖ stand for the module operator and the
absolute value operator, respectively. ‖·‖F denotes Frobenius
norm. arg(·) is the phase operator of complex numbers, in
radian. Symbols ⊙ and ⊗ stand for the Hadamard matrix
product and the Kronecker product, respectively. ⊥ denotes
the ortho-complement of a projector matrix.
II. PROBLEM FORMULATION
As shown in Fig. 1, we consider a 3-D millimeter wave
polarized massive MIMO system with EMVSs arranged in a
URA form at the BS. There are totally M = MxMy EMVSs,
where Mx and My are the numbers of antennas in the x-
direction and the y-direction, respectively. Obviously, the URA
would be degenerated to the conventional ULA when Mx or
My are equal to 1.
For the mobile terminals, each is equipped with one EMVS.
The uplink signals of the L mobile terminals are non-circular
signals such as BPSK modulated signals going through L
channels, and each has a corresponding azimuth angle θl
and elevation angle ϕl for the lth mobile terminal, which
satisfy 0 ≤ θl < pi and 0 ≤ ϕl < pi/2. The L channels
are uncorrelated with each other. It should be noted that
the ranges of the DOAs are the localization ranges of the
array, which means that sources out of these ranges cannot be
localized by the array. The steering vector a(θl, ϕl) ∈ CM×1
is the response of the array corresponding to the azimuth and
elevation DOAs of θl and ϕl. With respect to the EMVS at
the origin of the axes, the mth element of a(θl, ϕl) is defined
as
[a(θl, ϕl)]m =exp(iu sinϕl[(mx − 1) cos θl
+ (my − 1) sin θl]),
(1)
where m = (my − 1)Mx + mx,mx = 1, 2, . . . ,Mx,my =
1, 2, . . . ,My, u = 2pid/λ, d is the distance between two
adjacent EMVSs, λ is the wavelength. It can be seen that
[a(θl, ϕl)]m corresponds to the response of the (mx,my)th
EMVS in the coordinate system shown in Fig. 1.
An EMVS equipped with two dipole antennas offers a
good trade-off between performance and overall system de-
velopment cost for the polarized massive MIMO systems
equipped with a large number of EMVSs, thus we consider
the case that an EMVS equipped with two dipole antennas,
which are arranged in the x-direction and the y-direction,
respectively, measures the horizontal and vertical components
of the electronic field. For the lth channel, the components of
the electric field received on an EMVS can be defined as [26]
ξl(θl, ϕl, γl, ηl) =
[
ξ1l(θl, ϕl, γl, ηl)
ξ2l(θl, ϕl, γl, ηl)
]
=
[
cos θl cosϕl − sin θl
sin θl cosϕl cos θl
] [
sin γl exp(iηl)
cos γl
]
,
(2)
l = 1, 2, . . . , L, where ξ1l(θl, ϕl, γl, ηl) and ξ2l(θl, ϕl, γl, ηl)
stand for the horizontal and vertical components of the elec-
tronic field received by an EMVS in the x-direction and
the y-direction, respectively, while the 0 ≤ γl < pi/2 and
0 ≤ ηl < 2pi are the ranges of the polarization angle and phase
4x
y
z
lT
lM
xM
yM
Fig. 1. Array geometry of the URA considered. The direction of the incident
path is projected onto the array plane. The azimuth angle, θl, is defined as
the angle from the x-axis to the projected line, and the elevation DOA, ϕl, is
defined as the angle from the z-axis to the incident path. The ranges of the
two parameters are 0 ≤ θl < pi and 0 ≤ ϕl < pi/2.
difference, respectively. Thus the time-domain signals received
by the mth EMVS equipped with two dipole antennas can be
expressed as
x1m(t) =
L∑
l=1
[a(θl, ϕl)]m ξ1l(θl, ϕl, γl, ηl)sl(t) + n1m(t),
x2m(t) =
L∑
l=1
[a(θl, ϕl)]m ξ2l(θl, ϕl, γl, ηl)sl(t) + n2m(t),
(3)
m = 1, 2, . . . ,M , where sl(t) is the complex envelope
of the received signal, n1m(t) and n2m(t) are the additive
white Gaussian noise (AWGN) of the mth EMVS consisting
of two dipole antennas. It is to be noted here that we
will replace ξ1l(θ, ϕ, γ, η), ξ2l(θ, ϕ, γ, η) and [a(θl, ϕl)]m
with ξ1l, ξ2l and [al]m, respectively, in the following for
notational convenience. Let x1 (t) = [x11, x12, . . . , x1M ]
T
,
x2 (t) = [x21, x22, . . . , x2M ]
T
, then the data model that the
array received can be expressed as
x (t) =
[
x1 (t)
x2 (t)
]
=
[
AV1
AV2
]
S (t) +
[
n1 (t)
n2 (t)
]
= AS(t) +N(t),
(4)
where A = [a1,a2, . . . ,aL] ∈ CM×L is the array manifold
matrix, S (t) = [s1 (t) , s2 (t) , . . . , sL (t)]
T ∈ CL×1 is
the signal vector. Vk (t) = diag {ξk1, ξk2, . . . , ξkL} ∈
CL×L (k = 1, 2) is a diagonal matrix constructed
by the components of the electric field. nk (t) =
[nk1(t), nk2(t), . . . , nkM (t)]
T ∈ CM×1 (k = 1, 2) are
the noise vectors composed of temporally and spatially
independent and identically distributed (i.i.d.) circularly
symmetric zero-mean Gaussian random variables, whose
covariance matrix is E
{
nk (t)n
H
k (t)
}
= σ2nIM . It should
be noted that the unconjugated covariance matrix of nk (t) is
E
{
nk (t)n
T
k (t)
}
= 0.
Then the covariance matrixRx of x (t) in (4) can be written
as
Rx = E
[
x(t)x(t)H
]
=
[
AV1
AV2
]
Rs(t)
[
AV1
AV2
]H
+ σ2nI2M ,
(5)
where Rs(t) = E[S(t)S
H(t)] is the complex covariance
matrix of signal S(t). Collecting N snapshots t1, t2, . . . , tN ,
the received data can be written in matrix form as
X = [x (t1) ,x (t2) , . . . ,x (tN )] . (6)
The DOA and polarization estimation problem is stated
as follows. Given the received data X , we need to esti-
mate the DOA and polarization parameters (θl, ϕl, ηl, γl),
l = 1, 2, . . . , L.
III. BASIC CONCEPT AND PROPERTY OF QUATERNION
Hamiltion’s quaternions H is a nontrivial generalization
of complex numbers C. In general, quaternions are a four
dimensional hypercomplex numbers system, and they are
an extension of complex numbers to four-dimensional (4-D)
space. Basics about quaternions and their properties can be
found in [41] and [42]. Several basic definitions and properties
which would be used in this paper are introduced as follows.
Definition 1 [34]: A quaternion is described by four com-
ponents (one real and three imaginaries). It can be expressed
in its Cartesian form as
α =α0 + α1j1 + α2j2 + α3j3
=(α0 + α1j1) + (α2 + α3j1)j2
=c1 + c2j2, α0, α1, α2, α3 ∈ R.
(7)
where j1j2 = j3, j2j1 = −j3, c1, c2 ∈ C are complex
numbers. The modulus of a quaternion α can be calculated
as |α| =
√
|c1|2 + |c2|2.
The set of quaternions forms a noncommutative normed
division algebra, which means that given two quaternions α
and κ, we have ακ 6= κα.
Definition 2 [34]: In this paper, the conjugate of a quater-
nion α, noted α#, is given by α# = α0−α1j1−α2j2−α3j3.
Definition 3 [41]: The modulus of a quaternion α
is |α|, which can be expressed as |α| =
√
αα# =√
α20 + α
2
1 + α
2
2 + α
2
3.
Property 1 [41]: For two quaternions α, κ ∈ H and a
complex number c ∈ C with its imaginary part j1, noted
c = a+ bj1 ∈ C, we have (ακ)# = κ#α#, cj2 = j2c∗. Thus
the conjugate of α can be written as α# = (c1 + c2j2)
# =
c∗1 − j2c∗2 = c∗1 − c2j2.
Remark 1: It should be noted that the imaginary part i
used in section II is essentially identical with the imaginary
part j1, j2, j3 used in section III. In this paper, i is equivalent
to j1.
Definition 4 [34]: Define the (p, q)th entry of a P × Q
matrix B as a quaternion [B]p,q ∈ H , then B ∈ HP×Q is
called the quaternion matrix.
Property 2 [42]: For two quaternion square matrices
B,C ∈ HP×P , α ∈ H and a complex matrixD ∈ CP×Q with
its imaginary part j1, we have (αC)
‡ = C‡α#, (BC)‡ =
C‡B‡,Dj2 = j2D
∗.
It should be noted that, in general, for the transpose of
two quaternion matrices B,C ∈ HP×P , we have (BC)⋄ 6=
C⋄B⋄.
Definition 5 [41]: Given a quaternion matrix B ∈ HP×Q,
The Cayley-Dickson notation can be written as B = B1 +
j2B2
(
B1,B2 ∈ CP×Q
)
. Then one can define the complex
5adjoint matrix, denoted by Bσ ∈ C2P×2Q, corresponding to
the quaternion matrix, as follows
Bσ =
(
B1 B
∗
2
−B2 B∗1
)
. (8)
Definition 6 [43]: Given a quaternion square matrix B ∈
HP×P , there exists a quaternion λ ∈ H and a non-zero vector
b ∈ HP×1, which satisfyBb = λb (Left) orBb = bλ (Right),
λ is the left or right eigenvalue of the matrix B, and b is the
eigenvector of the matrix B corresponding to λ.
Theorem 1 [43]: Given a quaternion square matrix B ∈
HP×P satisfies B = B‡, then B is called self-conjugated
matrix. The self-conjugated matrix B has equivalent right and
left eigenvalues. Moreover, they are both real numbers, and
they are the eigenvalues of the complex representation matrix
Bσ as well.
Proof: This proof can be found in [43].
For a quaternion self-conjugated matrix B = B1+ j2B2 ∈
HP×P with B = B‡, we have B1 = B
H
1 and B2 = −BT2 .
According to (8), it can be known that Bσ is a 2P × 2P com-
plex Hermite matrix. Based on the eigenvalue decomposition
(EVD) of the complex self-conjugated matrixBσ, the EVD of
the corresponding quaternion matrix B can be acquired. The
EVD of the complex adjoint matrix Bσ can be expressed as
Bσ =
[
Uˆ1 Uˆ
∗
2
−Uˆ2 Uˆ∗1
] [
Λˆ 0
0 Λˆ
] [
Uˆ1 Uˆ
∗
2
−Uˆ2 Uˆ∗1
]H
, (9)
where Λˆ = diag{λ1, λ2, · · · , λP }, λp, p = 1, 2, · · · , P are
the eigenvalues of quaternion matrix B. Then the EVD of a
quaternion self-conjugated matrix B = B1 + j2B2 ∈ HP×P
can be expressed as
B = UˆΛˆUˆ‡ = (Uˆ1 + j2Uˆ2)Λˆ(Uˆ1 + j2Uˆ2)
‡. (10)
IV. DOA AND POLARIZATION ESTIMATION FOR
CIRCULAR SIGNALS
In this section, first, a quaternion dimension-reduced MU-
SIC (QDR-MUSIC) algorithm proposed in [39] is introduced;
then a dimension-reduced MUSIC (DR-MUSIC) algorithm is
proposed based on the partial derivative of the spectrum func-
tion [40]. Compared with QDR-MUSIC, the computational
complexity of our proposed DR-MUSIC is further reduced.
A. Quaternion Dimension-Reduced MUSIC Algorithm
Based on the quaternion theory, the signal received by an
EMVS equipped with two dipole antennas can be combined.
The received time-domain quaternion xm(t) ∈ H of the mth
EMVS can be expressed as
xm(t) =x1m(t) + j2x2m(t)
=
L∑
l=1
[al]m ξ1lsl(t) + n1m(t)
+ j2
(
L∑
l=1
[al]m ξ2lsl(t) + n2m(t)
)
∆
=
L∑
l=1
[al]m ξlsl(t) + nm(t),
(11)
where ξl = ξ1l + j2ξ2l ∈ H is a quaternion, and the quaternion
nm(t) = n1m(t) + j2n2m(t) ∈ H is the additive noise of the
mth EMVS. It follows that
x(t) = x1(t) + j2x2(t)
=
L∑
l=1
alξlsl(t) + n(t)
∆
= Aξs(t) + n(t),
(12)
where ξ = diag{ξ1, ξ2, . . . , ξL} ∈ HL×L is a quaternion
matrix. When the self uncorrelated noise is independent of the
signals, the covariance matrix of x(t) that the array received
can be expressed as
R =E
[
x(t)x‡(t)
]
= AξRs(Aξ)
‡ + E
[
n(t)n‡(t)
]
=AξRs(Aξ)
‡ + 2σ2nIM ,
(13)
where Rs is signal covariance matrix. E
[
n(t)n‡(t)
]
=
E[(n1(t) + j2n2(t))(n
H
1 (t)− nH2 (t)j2)] = 2σ2nIM .
In practical situations, the theoretical array covariance ma-
trices given in (13) is unavailable and it can be estimated by
Rˆ =
1
N
{XX‡} = 1
N
(X1 + j2X2)(X1 + j2X2)
‡
=
1
N
[X1X
H
1 +X
∗
2X
T
2 + j2(X2X
H
1 −X∗1XT2 )]
∆
= R1 + j2R2,
(14)
where X ∈ HM×N , X1 ∈ CM×N and X2 ∈ CM×N are the
snapshot data matrices constructed by x(t), x1(t) and x2(t),
respectively, t = t1, . . . , tN .
Given the quaternion self-conjugated covariance matrixR ∈
HM×M , according to the quaternion form defined in (11) and
the corresponding EVD of its complex adjoint matrix defined
in (9) , the EVD of complex Hermite adjoint matrix Rσ is
given by
Rσ =
[
R1 R
∗
2
−R2 R∗1
]
=
[
U1 U
∗
2
−U2 U∗1
] [
Λ 0
0 Λ
] [
U1 U
∗
2
−U2 U∗1
]H
.
(15)
The EVD of quaternion covariance matrix R can be ex-
pressed as
R = UΛU‡ = USΛSU
‡
S + 2σ
2
nUNU
‡
N , (16)
where UN = UN1 + j2UN2 ∈ HM×(M−L) and
UN1,UN2 ∈ CM×(M−L).
Similar to the property of complex matrix MUSIC algorithm
[44], the quaternion matrix US and UN satisfy the orthogo-
nality relationship, i.e., the steering vector belonging to Aξ is
orthogonal to UN .
The spectrum function of quaternion dimension-reduced
MUSIC (QDR-MUSIC) is constructed as
fQDR(θl, ϕl,γl, ηl)
=
∥∥∥ξ#l aHl UN∥∥∥2
F
=(ξ∗l1 − ξ∗l2j2)C(θl, ϕl)(ξ∗l1 − ξ∗l2j2)‡
(17)
where C(θl, ϕl) = a
H
l (UN1U
H
N1 + U
∗
N2U
T
N2)al, l =
1, 2, · · · , L. In general, when 0 ≤ γl < pi/2, (ξ∗l1 − ξ∗l2j2) 6= 0.
6Thus C(θl, ϕl) = 0 means fQ(θl, ϕl, γl, ηl) = 0. The spatial
spectrum function of DOA estimation is given by
fQDR(θl, ϕl) = a
H
l (UN1U
H
N1 +U
∗
N2U
T
N2)al, (18)
l = 1, 2, · · · , L. In general, substitute the result of the
DOA estimation into (17), the polarization estimation can be
obtained by searching the spectrum function in (17). However,
the polarization parameter cannot be obtained. The reason is
that after we take EVD of R, the polarization information
is contained in the eigenvalues, not the eigenvectors, i.e., the
noise subspace UN does not contain the polarization informa-
tion. Thus the long vector (LV) method is reconsidered.
In practical situations, the theoretical array covariance ma-
trices given in (5) is unavailable and it can be estimated by
RˆLV =
1
N
{XXH}. (19)
The EVD of covariance matrix can be expressed as
RLV = UˆSΣˆSUˆ
H
S + UˆN ΣˆN Uˆ
H
N , (20)
where UˆS and UˆN are the signal and noise subspaces,
respectively, the diagonal matrices ΣˆS and ΣˆN respectively
contain their corresponding eigenvalues.
Since the DOA parameter has already been estimated, the
manifold matrix A ∈ C2M×L in (4) is merely the function
of (γl, ηl). The spectrum function of polarization estimation
is given by
fQDR(γl, ηl) = a
H
QlUˆN Uˆ
H
N aQl, l = 1, 2, · · · , L, (21)
where aQl is the steering vector belonging to A. Thus the
pseudo code of the QDR-MUSIC can be summarized as
Algorithm 1.
Algorithm 1 QDR-MUSIC for Circular Signal
1: Estimate Rˆ according to (14);
2: Construct the complex adjoint matrix Rσ of Rˆ according
to (9);
3: Take the EVD of Rσ according to (15);
4: Construct the spectrum function fQDR(θl, ϕl) according
to (17);
5: Search (18) to obtain the spectrum extremum (θˆl, ϕˆl), l =
1, 2, · · · , L;
6: Estimate RˆLV according to (19);
7: Take the EVD of RLV according to (20) to acquire UˆN ;
8: Estimate (γˆl, ηˆl), l = 1, 2, · · · , L by searching (21).
B. Dimension-Reduced MUSIC Algorithm
1) DOA Estimation: Based on the principle of MUSIC
algorithm, the subspace UˆN is orthogonal to span
[
AV1
AV2
]
,
which is the space spanned by the array manifold matrix, then
it holds that[
AV1
AV2
]H
UˆN = V
H
1
[
A
AV2V
−1
1
]H
UˆN = 0. (22)
Partitioning UˆN into two block matrices UˆN =
[
UˆN1
UˆN2
]
, where
UˆN1 ∈ CM×(2M−L) and UˆN2 ∈ CM×(2M−L) are noise
subspaces, then we have[
a1 a2 · · · aL
ξ21
ξ11
a1
ξ22
ξ12a2 · · · ξ2Lξ1LaL
]H [
UˆN1
UˆN2
]
= 0. (23)
Define a complex number as follows
ρlexp (iδl) =
ξ2l
ξ1l
. (24)
Based on (22), we can construct a spectrum function
fDL(θ, ϕ, γ, η) as follows
fDR(θl, ϕl, γl, ηl)
=
∥∥∥∥[aHl ρlexp (−iδ)aHl ]
[
UˆN1
UˆN2
]∥∥∥∥
2
F
=al
HUˆN1Uˆ
H
N1al + ρlexp (−iδ)aHl UˆN2UˆHN1al
+ ρlexp (iδ)a
H
l UˆN1Uˆ
H
N2al + ρ
2
l a
H
l UˆN2Uˆ
H
N2al.
(25)
By setting that the partial derivative of fDR(θl, ϕl, γl, ηl) with
respect to (γl, ηl) equal to zero, we can obtain from (25) that
exp (−iδl)aHl UˆN2UˆHN1al = exp (iδl)aHl UˆN1UˆHN2al
= −ρlaHl UˆN2UˆHN2al,
(26)
the proof is given in the supplemental materials. The spatial
spectrum fDR(θl, ϕl, γl, ηl) in (25) minimizes according to
(γl, ηl) when (26) takes the minus value. Substituting (26)
into (25), we can simplify (25) as
fDR(θl, ϕl, ρl) = a
H
l UˆN1Uˆ
H
N1al − ρ2l aHl UˆN2UˆHN2al. (27)
According to (26), exp (iδl)a
HUˆN1Uˆ
H
N2al is a real number,
we have
exp (iδ)aHUˆN1Uˆ
H
N2al =
√∥∥∥aHUˆN1UˆHN2al∥∥∥2
F
. (28)
Then ρl is given by
ρl = −
√∥∥∥aHl UˆN1UˆHN2al∥∥∥2
F
aHl UˆN2Uˆ
H
N2al
. (29)
Substituting (29) into (27), we can simplify the spectrum
function (27) for the DOA estimation as
fDR(θl, ϕl) = a
H
l UˆN1Uˆ
H
N1al −
∥∥∥aHl UˆN1UˆHN2al∥∥∥2
F
alHUˆN2Uˆ
H
N2al
. (30)
Now the parameter search dimension of (30) has been reduced
to two dimensions.
2) Polarization Estimation: The polarization estimation
(γˆl, ηˆl) can be obtained when L DOA estimations have been
acquired. Based on (24), (28) and (29), we have
cl = −
∥∥∥aˆHl UˆN1UˆHN2aˆl∥∥∥2
F
aˆHl UˆN2Uˆ
H
N2aˆl
1
aˆHl UˆN1Uˆ
H
N2aˆl
=
ξ2l
ξ1l
, (31)
where the steering vector aˆl is constructed by (θˆl, ϕˆl) which
has already been estimated from (30) .
7Substituting (2) into (31), we have
sin θˆl cos ϕˆl sin γlexp (iηl) + cos θˆl cos γl
cos θˆl cos ϕˆl sin γlexp (iηl)− sin θˆl cos γl
= cl, (32)
which can be simplified as
tan(γl)exp (iηl) =
cos θˆl + cl sin θˆl
− sin θˆl cos ϕˆl + cl cos θˆl cos ϕˆl
. (33)
Thus the polarization estimation of the lth signal is expressed
as
γˆl = arctan
(∥∥∥∥∥ cos θˆl + cl sin θˆl− sin θˆl cos ϕˆl + cl cos θˆl cos ϕˆl
∥∥∥∥∥
)
,
ηˆl = arg
(
cos θˆl + cl sin θˆl
− sin θˆl cos ϕˆl + cl cos θˆl cos ϕˆl
)
.
(34)
Based on the method mentioned above, the DOA and
polarization estimation are achieved. Thus the pseudo code
of the DR-MUSIC can be summarized as Algorithm 2.
Algorithm 2 DR-MUSIC for Circular Signal
1: Estimate RˆLV according to (19);
2: Take the EVD of RLV according to (20);
3: Construct the spectrum function fQ(θl, ϕl) according to
(30);
4: Search (30) to obtain the spectrum extremum (θˆl, ϕˆl), l =
1, 2, · · · , L.
5: Calculate cl according to (31);
6: Estimate (γˆl, ηˆl), l = 1, 2, · · · , L according to (34).
The QDR-MUSIC and the DR-MUSIC can both be used
for circular and non-circular signals. However, the property
of non-circular signal, which can be utilized to improve the
parameter estimation performance, has not been used in the
QDR-MUSIC and the DR-MUSIC.
V. DOA AND POLARIZATION ESTIMATION FOR
NON-CIRCULAR SIGNALS
For a non-circular signal s, it holds that [13]
E [s(t)s(t)] = µ exp (iβ)E [s(t)s∗(t)] , (35)
in which β is the non-circularity phase, µ is the non-circularity
rate with µ = 1 for the maximal non-circularity rated signal
and 0 < µ < 1 for the common non-circularity rated signal.
For signal vector S ∈ CL×1 consisting of L independent
components, its unconjugated covariance matrix is given by
R′s =E
[
S(t)ST (t)
]
=diag{µ1 exp (iβ1)E [s1(t)s1∗(t)] ,
µ2 exp (iβ2)E [s2(t)s2
∗(t)] , . . . ,
µL exp (iβL)E [sL(t)sL
∗(t)]} ∆= PBRs,
(36)
where P = diag{µ1, µ2, . . . , µL} is a real valued diagonal
matrix consisting of the non-circularity rates of L signals.
B = diag{exp (iβ1), exp (iβ2), . . . , exp (iβL)} is a diagonal
matrix consisting of their non-circularity phases. For the
maximal non-circularity rated signals, we have P = IL.
A. DOA Estimation
In order to utilize the information contained in the un-
conjugated covariance matrix of the non-circular signals, two
quaternion vectors are constructed as
y(t) = x1(t) + j2x2(t), z(t) = x
∗
1(t) + j2x
∗
2(t). (37)
Substituting (4) into (37), we have
y(t) = A∗ (V1 + j2V2) s(t) + (n1(t) + j2n2(t))
∆
= A∗Vys(t) + ny(t),
(38)
z(t) = A (V ∗1 + j2V
∗
2 ) s
∗(t) + (n∗1(t) + j2n
∗
2(t))
∆
= AVzs
∗(t) + nz(t).
(39)
where the diagonal entries of the quaternion matrices Vy and
Vz are vyl and vzl, l = 1, 2, · · · , L, respectively, which can be
expressed as
vyl = ξ1l + j2ξ2l, vzl = ξ
∗
1l + j2ξ
∗
2l. (40)
The quaternion vector w(t) ∈ H2M×1 is constructed as
w(t) =
[
y(t)
z(t)
]
=
[
x1(t)
x∗1(t)
]
+ j2
[
x2(t)
x∗2(t)
]
= w1(t) + j2w2(t).
(41)
The quaternion covariance matrix Rw ∈ H2M×2M of the
extended vector w(t) is expressed as
Rw = E
[
w(t)w‡(t)
]
=
[
E
[
y(t)y‡(t)
]
E
[
y(t)z‡(t)
]
E
[
z(t)y‡(t)
]
E
[
z(t)z‡(t)
]] .
(42)
According to (38) and (39), we have
E
[
y(t)y‡(t)
]
= A∗VyRSV
‡
y A
T + E
[
ny(t)ny
‡(t)
]
= A∗VyRsV
‡
y A
T + 2σ2nIM ,
(43)
E
[
y(t)z‡(t)
]
= A∗VyR
′
SV
‡
z A
H + E
[
ny(t)nz
‡(t)
]
= A∗VyR
′
sV
‡
z A
H ,
(44)
E
[
z(t)z‡(t)
]
= AVzRSV
‡
z A
H + E
[
nz(t)nz
‡(t)
]
= AVzRsV
‡
z A
H + 2σ2nIM .
(45)
Substituting (43), (44) and (45) into (42) and using the
relationship R′s = PBRs, we can rewrite Rw as
Rw =
[
A∗VyRsV
‡
y A
T A∗VyBRsV
‡
z A
H
AVzB
∗RsV
‡
y A
T AVzRsV
‡
z A
H
]
+ 2σ2nI2M
=
[
A∗Vy
AVzB
∗
]
Rs
[
A∗Vy
AVzB
∗
]‡
+ 2σ2nI2M
∆
=AˆRsAˆ
‡ + 2σ2nI2M .
(46)
In practical situations, the theoretical array covariance ma-
trices given in (42) is unavailable and it is usually estimated
by
Rˆw =
1
N
{WW ‡} = 1
N
(W1 + j2W2)(W1 + j2W2)
‡
=
1
N
[W1W
H
1 +W
∗
2W
T
2 + j2(W2W
H
1 −W ∗1W T2 )]
∆
= Rw1 + j2Rw2,
(47)
8where W ∈ H2M×N , W1 ∈ C2M×N and W2 ∈ C2M×N are
the snapshot data matrices constructed by w(t), w1(t) and
w2(t), respectively, t = t1, . . . , tN .
Similar to (15), the EVD of complex Hermite adjoint matrix
Rσw can be obtained as well, thus the EVD of Rw can be
expressed as
Rw = USΣSU
‡
S +UNΣNU
‡
N . (48)
Based on the orthogonality of subspace US ∈ H2M×L and
UN ∈ H2M×(2M−L), it holds that
Aˆ‡UN = 0. (49)
Let us partition the noise subspace into two block matrices
UN =
[
UN1
UN2
]
. Then the spectrum function of quaternion
non-circular MUSIC (QNC-MUSIC) is constructed as
fQNC(θl,ϕl, γl, ηl)
=
∥∥∥∥[a∗l vyl alvzlexp (−iβl)]‡
[
UN1
UN2
]∥∥∥∥
2
F
.
(50)
We define three quaternion numbers Π1 = a
TUN1U
‡
N1a
∗,
Π2 = a
HUN2U
‡
N2a and Π3 = a
HUN2U
‡
N1a
∗. Then (50)
can be written as
fQNC(θl,ϕl, γl, ηl)
=
(
|ξl1|2 + |ξl2|2 + 2real {iξl1ξ∗l2}
)
Π1
+
(
|ξl1|2 + |ξl2|2 − 2real{iξl1ξ∗l2}
)
Π2
+ exp (iβl)
(
ξl1
2 + ξl2
2
)
Π∗3
+ exp (−iβl)
(|ξ∗l1|2 + |ξ∗l2|2)Π3.
(51)
Let the partial derivative of fQNC(θl, ϕl, γl, ηl) with respect
to βl equal to zero, we can get
∂fQNC(θl, ϕl, γl, ηl)
∂βl
=iexp (iβl)
(
ξl1
2 + ξl2
2
)
Π∗3
− iexp (−iβl)
(|ξ∗l1|2 + |ξ∗l2|2)Π3
=0.
(52)
The non-circularity phase after calculating (52) is given by
exp (iβl) = −
(|ξ∗l1|2 + |ξ∗l2|2)Π3
|(|ξl1|2 + |ξl2|2)Π∗3|
. (53)
Substituting (53) into (51), we can obtain the simplified
spectrum function for DOA and polarization estimation of non-
circular signals as
fQNC(θl, ϕl, γl, ηl)
=
(
|ξl1|2 + |ξl2|2 + 2real {iξl1ξ∗l2}
)
Π1
+
(
|ξl1|2 + |ξl2|2 − 2real{iξl1ξ∗l2}
)
Π2
− 2 ∣∣(|ξl1|2 + |ξl2|2)Π∗3∣∣ .
(54)
However, the DOAs of the incident signals can be estimated
by the proposed algorithm, but the polarizations of the incident
signals cannot be estimated by the proposed algorithm.
One possible reason is that the constraint condition of
the polarization parameters is relatively weak. The DOA
parameters are contained not only in steering vector al, but
also in ξ1l and ξ2l, The polarization parameters are merely
contained in ξ1l and ξ2l. Thus the condition that the po-
larization estimation with multiple solutions may happen by
searching (54). Another possible reason is that the polarization
parameters are presented as a quaternion (this can be found
in (40)). After we take the EVD of Rw, a major part of
the polarization information is contained in the eigenvalues,
not the eigenvectors, i.e., the noise subspace UN sparingly
contains the polarization information. Thus the polarization
parameter cannot be estimated using (49).
Algorithm 3 QNC-MUSIC for Non-Circular Signals
1: Estimate Rˆw according to (47);
2: Construct the complex adjoint matrix Rσw of Rˆw accord-
ing to (9);
3: Take the EVD of Rσw according to (48);
4: Construct the spectrum function fQNC(θl, ϕl, γl, ηl) ac-
cording to (54);
5: Search (54) to obtain the spectrum extremum (θl, ϕl), l =
1, 2, · · · , L.
6: Estimate RˆLV according to (19);
7: Take the EVD of RLV according to (20);
8: Partition Uˆ into UˆN1 and UˆN2;
9: Calculate cl according to (31);
10: Estimate (γl, ηl), l = 1, 2, · · · , L according to (34).
B. Polarization Estimation
The noise subspace containing the polarization information
has been estimated from (20), thus the polarization estimation
(γˆl, ηˆl) can be obtained as well when L DOAs of non-circular
signals have been acquired from (54). The steering vector al
is constructed by (θl, ϕl). Based on (31), we have
dl = −
∥∥∥alHUˆN1UˆHN2al∥∥∥2
F
al
HUˆN2Uˆ
H
N2alal
HUˆN1Uˆ
H
N2al
. (55)
Then the polarization estimation γl, ηl of the lth non-circular
signal can be achieved as the step 5 and 6 in Algorithm 2.
Thus the DOA and polarization estimation for non-circular
signals are achieved. The pseudo code of the QNC-MUSIC
can be summarized as Algorithm 3.
VI. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we analyze the computational complexity
of the QNC-MUSIC and the DR-MUSIC and compare their
computational complexity of them to those of the classical LV-
MUSIC and the QDR-MUSIC. The computational complexity
of the MUSIC-based algorithm concentrates on the estimation
of the covariance matrix, the EVD of the covariance matrix,
the spectrum search of the DOA parameter (θ, ϕ) and the spec-
trum search of the polarization parameter (γ, η), respectively.
We compare the four algorithms in the four parts mentioned
above.
(1) The computational complexity of the estimation of the
covariance matrix
For the classical LV-MUSIC, the dimension of the received
data matrix is 2M×N , thus 4M2N flops are required for the
9calculation of the covariance matrix. For the QDR-MUSIC and
the QNC-MUSIC, the complex adjoint matrices (14) and (47)
of the quaternion covariance matrixR andRw require 4M
2N
flops to be calculated, respectively. For the DR-MUSIC, the
dimension of the received data matrix is identical with that
of the LV-MUSIC, thus 4M2N flops are required for the
calculation of the covariance matrix as well.
(2) The computational complexity of the EVD on the co-
variance matrix
For the LV-MUSIC and the DR-MUSIC, the EVD of the
covariance matrix are using the fast subspace decomposi-
tion (FSD) technique [45], and their complexity is given by
4M2(L+2) flops. For the QDR-MUSIC and the QNC-MUSIC
using the FSD technique, the computational complexity of the
EVD of the complex adjoint matrices Rσ ∈ C2M×2M and
Rσw ∈ C4M×2M are 4M2(L + 2) and 16M2(L + 2) flops,
respectively.
(3) The computational complexity of the spectrum search of
the DOA parameter (θ, ϕ)
Let J1, J2, J3 and J4 stand for the number of spectral
points for parameter θ, ϕ, γ and η, respectively. For the LV-
MUSIC, it has to compute ‖aHLV (θ, ϕ, γ, η)UˆN‖2 for each
spectral point, the spectral search step costs J1J2J3J4(2M +
1)(2M − L) flops, where aLV (θ, ϕ, γ, η) ∈ C2M×1 is the
steering vector belonging to the LV-MUSIC, and UˆN ∈
C2M×(2M−L) is the noise subspace. For the QDR-MUSIC,
it has to compute aH(θ, ϕ)(UN1U
H
N1 + U
∗
N2U
T
N2)a(θ, ϕ)
for each spectral point, where a(θ, ϕ) ∈ CM×1 is the
steering vector, and UN1,UN2 ∈ CM×(M−L) are the noise
subspaces, then the spectral search step costs 2J1J2(M +
1)(M − L). For the QNC-MUSIC, it has to compute Π1 =
aT (θ, ϕ)UN1U
‡
N1a
∗(θ, ϕ), Π2 = a
H(θ, ϕ)UN2U
‡
N2a(θ, ϕ)
and Π3 = a
H(θ, ϕ)UN2U
‡
N1a
∗(θ, ϕ) for each spec-
tral point, where a(θ, ϕ) ∈ CM×1 is the steering vec-
tor, UN1 ∈ HM×(2M−L) and UN2 ∈ HM×(2M−L)
are the quaternion matrices. Since the intermediate re-
sults of the calculation of Π1 and Π2 can be used
for the calculation of Π3, the spectral search step costs
4J1J2(M + 1)(2M − L) + 2J1J2(2M − L) flops. For the
DR-MUSIC, it has to compute aH(θ, ϕ)UˆN1Uˆ
H
N1a(θ, ϕ),
aH(θ, ϕ)UˆN2Uˆ
H
N2a(θ, ϕ) and a
H(θ, ϕ)UˆN1Uˆ
H
N2a(θ, ϕ) for
each spectral point, where a(θ, ϕ) ∈ CM×1 is the steering
vector, UˆN1 ∈ CM×(2M−L) and UˆN2 ∈ CM×(2M−L) are
complex matrices. The spectral search step costs 2J1J2(M +
1)(2M − L) + J1J2(2M − L) flops, which is similar as the
calculation process of the QNC-MUSIC.
(4) The computational complexity of the spectrum search of
the polarization parameter (γ, η)
For the LV-MUSIC, the four dimensional (4-D) parameter
search is used for jointly estimating θ, ϕ, γ and η, thus the
total complexity for the DOA and polarization estimation is
J1J2J3J4(2M + 1)(2M − L) flops. For the QDR-MUSIC,
UˆN ∈ C2M×(2M−L) in (20) is needed to be calculated, thus
the EVD of (20) costs 4M2N + 4M2(L + 2) flops. For
each incident signal, it has to compute ‖aHQl(γ, η)UˆN‖2 for
each spectral point, the spectral search step costs J3J4(2M +
1)(2M − L) flops, where aQl ∈ C2M×1 is the steering
vector of the lth signal. The total computational complexity
of the QDR-MUSIC is J3J4L(2M +1)(2M −L)+4M2N +
4M2(L+2). For the QNC-MUSIC, UˆN1 ∈ CM×(2M−L) and
UˆN2 ∈ CM×(2M−L) in (55) are needed to be calculated, thus
the EVD of (20) has to be taken. According to (34), it can
be seen that an analytical solution exists for the polarization
parameter (γ, η), the spectrum search is not needed. Thus
the computational complexity for the polarization parameter
(γ, η) estimation is 4M2N +4M2(L+2) flops. For the DR-
MUSIC, the spectrum search is not needed for the polarization
parameter (γ, η) estimation, which is similar as that of the
QNC-MUSIC.
We can summarize the computational complexity of the four
algorithms as follows. The computational complexity of the
LV-MUSIC, the QDR-MUSIC, QNC-MUSIC and DR-MUSIC
are given by CLV = J1J2J3J4(2M+1)(2M−L)+4M2(N+
L+2) flops, CQDR = 2J1J2(M+1)(M−L)+J3J4L(2M+
1)(2M −L) + 8M2(N +L+2) flops, CQNC = 4J1J2(M +
1)(2M−L)+2J1J2(2M−L)+20M2(L+2)+8M2N flops.
and CDR = 2J1J2(2M + 1)(2M − L) + J1J2(2M − L) +
4M2(N + L+ 2) flops, respectively.
The computational complexity of the LV-MUSIC (CLV →
4M2J1J2J3J4), QDR-MUSIC (CQDR → 2M2J1J2 +
4LM2J3J4), QNC-MUSIC (CQNC → 8M2J1J2) and the
DR-MUSIC (CDR → 8M2J1J2), respectively, as (M →∞).
When the source number increases, the computational com-
plexity of the QDR-MUSIC would increase greatly. Obviously,
in terms of implementation, the LV-MUSIC and the QDR-
MUSIC algorithms are significantly more complicated than
that of the QNC-MUSIC and the DR-MUSIC algorithms in
the context of the massive MIMO systems.
VII. STOCHASTIC CRAME´R-RAO BOUND FOR
NON-CIRCLAR SOURCES
The stochastic CRB [46]–[49] can be achieved asymptot-
ically (in the number of measurements) by the stochastic
maximum likelihood (ML) method as the (asymptotic) covari-
ance matrix of the ML estimator. The parameter estimation
can achieve a higher estimation accuracy and can resolve up
to twice as many signal sources compared to the traditional
methods for arbitrary signals via exploiting the structure of
second-order non-circular (NC) signals [48], [49].
In the following, we will be concerned with the signal model
x (t) = A(ϑ)S(t) +N(t), t = 1, ..., N, (56)
where A(ϑ) ∈ C2M×L is the steering matrix. The parameter
ϑT = [θT ,ψT ,γT ,ηT ]T ∈ R4L×1 and θ, ψ, γ, η are all
in RL. Non-Circlar Sources S(t) with Rs = E{S(t)S(t)H}
and R′s = E{S(t)S(t)T }, circular complex noise N(t) with
unconjugated covariance matrix E{N(t)N(t)T } = 0. Thus
we have
Rx = ARsA
H
+ σ2nI2M and R
′
x = AR
′
sA
T
. (57)
If no a priori information is available, (Rx,R
′
x
) is gener-
ically parameterized by the real unknown parameter vector
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Θ := [ϑT , α¯T , σn]
T and
α¯ =
[(
Re
(
[Rs ]¯i,j¯
)
, Im
(
[Rs ]¯i,j¯
)
,Re
(
[R′
s
]¯i,j¯
)
,
Im
(
[R′
s
]¯i,j¯
))
1≤j¯<i¯≤L
,
((
[Rs ]¯i,¯i
)
,Re
(
[R′
s
]¯i,¯i
)
,
Im
(
[R′
s
]¯i,¯i
))
i¯=1,...,L
]T
∈ R
(
L2+L(L+1)
)
×1. (58)
The probability density function of x (t) is expressed as a
function x˜(t) :=
[
x (t)
x∗ (t)
]
∈ C4M in the case of uniform
white noise.
p(x˜(t)) = (pi)−2M
∣∣Rx˜∣∣− 12 exp[− 1
2
x˜HR−1
x˜
x˜
]
, (59)
where
Rx˜ = E{x˜x˜H} = A˜Rs˜A˜H +Rn˜ (60)
with
Rs˜ =
[
Rs R
′
s
R′∗
s
R∗
s
]
A˜ =
[
A 02M×L
02M×L A
∗
]
(61)
and
Rn˜ =
[
σ2nI2M 02M×2M
02M×2M σ
2
nI
∗
2M
]
= σ2nI4M . (62)
We note that the log-likelihood function associated with the
PDF (59) can be classically written as
L(Θ) = −N
2
(
ln
[|Rx˜|]+ Tr(R−1x˜ Rx˜,N)) (63)
with Rx˜,N :=
1
N
·∑Nt=1 x˜(t)x˜H(t), where N is the snapshot
number. Due to the structures of Rs˜ and Rn˜ in Rx˜, the ML
estimation of Θ can be obtained in a separable form. The ML
estimation of ϑ is got by minimizing with respect to parameter
ϑ.
FN (ϑ) = ln
[∣∣A˜Rˆs˜,MLA˜H + σˆ2n,MLI4M ∣∣] (64)
where Rˆs˜,ML, and σˆ
2
n,ML are given by
Rˆs˜,ML =
[
A˜H(ϑ)A˜(ϑ)
]−1
A˜H(ϑ)
· [Rx˜,N − σˆ2n,MLI4M ]A˜(ϑ)[A˜H(ϑ)A˜(ϑ)]−1
(65)
and
σˆ2n,ML =
1
2M − LTr
(
Π
⊥
A(ϑ)
Rx,N
)
(66)
where Π
A(ϑ) is the projection matrix
A(ϑ)
[
A
H
(ϑ)A(ϑ)
]−1
A
H
(ϑ).
Following the line of derivation given in [46], [48], the CRB
of parameter ϑ is given by
Cϑ =
[
F ′′(ϑ)
]−1
·
(
lim
N→∞
E
{[
F ′N (ϑ)
][
F ′N (ϑ)
]T})[
F ′′(ϑ)
]−1
(67)
where F ′(ϑ) is the gradient of FN (ϑ), and F
′′(ϑ) is the limit
of the Hessian of FN (ϑ) when N →∞. The derivation details
are given in the supplemental materials, then the CRB of non-
circular signals C
(NC)
ϑ
is given by
C
(NC)
ϑ
=
σ2n
2
{
Re
[
DHΠ⊥
A
D ⊙
(
J4 ⊗
([
RsA
H
,R′
s
A
T ]
R−1
x˜
[
ARs
A
∗
R′∗s
]))T ]}−1
∈ R4L×4L,
(68)
where
D :=
[∂A
∂ϑ
]
∈ C2M×4L (69)
VIII. SIMULATION RESULTS
In this section, we show numerical results to demonstrate
the performance of the proposed algorithms. We compare
the proposed QNC-MUSIC, DR-MUSIC algorithms with the
ESPRIT (Only θ and ϕ is estimated by using the 2-D ESPRIT,
the polarization parameter is based on spectral search which is
similar as the QNC algorithm.) and Q-MUSIC [13], the QDR-
MUSIC algorithms introduced in section IV. A [39], respec-
tively. The LV-MUSIC is not considered in our simulations
because of its prohibitive computational complexity. For all
simulations, we consider a URA equipped with EMVSs shown
in Fig. 1. The horizontal inter-EMVS spacing d1 and vertical
inter-EMVS spacing d2 are set to be λ/2. The data symbols
are BPSK signal (non-circular signal) with unit power. The
signal-to-noise ratio (SNR) is defined as 10log10(1/σ
2) where
σ2 is the noise power. The search step size 0.1◦ has been used
for θ and ϕ; 0.03◦ for γ and η. The number of independent
trials is 200. The metric of root-mean-square error (RMSE) is
evaluated for the estimations of various source parameters.
The simulation parameters in the first two simulations as
shown in Fig. 2 and Fig. 3 are given as follows. The number
of the mobile terminals is L = 3. The azimuth DOAs of three
mobile terminals are θ1 = 20
◦, θ2 = 75
◦, θ3 = 115
◦, and
the corresponding elevation DOAs are ϕ1 = 10
◦, ϕ2 = 15
◦,
ϕ3 = 20
◦; the corresponding polarization angles are γ1 = 40
◦,
γ2 = 70
◦, γ3 = 25
◦, and the corresponding phase differences
are η1 = 20
◦, η2 = 40
◦, η3 = 30
◦.
In the first test as shown in Fig. 2, the average received SNR
from each mobile terminal is 0 dB, and the snapshot number is
N = 200. The number of EMVSs of the BS in the x-direction
and the y-direction satisfy Mx = My =
√
M . The RMSEs
of the estimated DOA and polarization parameter versus the
number of the BS antennas M are depicted in Fig. 2. It can
be observed that the RMSEs of these estimated parameters of
the three algorithms decrease as M increases. For the DOA
estimation, the RMSEs of the DR-MUSIC are smaller than
those of the Q-MUSIC and QDR-MUSIC. The reason is that
the dimension of the covariance matrix RˆLV is larger than that
of the covariance matrix Rˆ, the superiority of the LV-MUSIC
has been reserved in the DR-MUSIC. The RMSEs of the QNC-
MUSIC are smaller than those of the other algorithms and
approach the CRB closely. This is because that the property
of the non-circular signal has been used in the QNC-MUSIC
to improve the accuracy of the DOA estimation. However,
ESPRIT performs the worst of all, since the array aperture
is not utilized completely. The RMSEs of the polarization
parameter of the ESPRIT, the Q-MUSIC and the QDR-MUSIC
are larger than those of the DR-MUSIC and the QNC-MUSIC
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Fig. 2. RMSEs versus the number of the BS antennas M for the estimates of
DOA and polarization parameters when using different estimation algorithms,
and the average received SNR from each mobile terminal is 0 dB. (a), (b), (c)
and (d) correspond to the estimation of azimuth, elevation, polarization angle
and phase difference, respectively.
with M = 25, but the RMSEs of the polarization parameter of
the ESPRIT, the Q-MUSIC and the QDR-MUSIC are smaller
than those of the two algorithms asM further increases. This is
because that the polarization parameter estimation of the DR-
MUSIC and the QNC-MUSIC has a closed-form expression,
and the polarization parameter estimation of the ESPRIT, the
Q-MUSIC and the QDR-MUSIC based on spectrum search
exploiting the orthogonality between the signal and noise
subspaces, i.e., ‖aHQl(γ, η)UˆN‖2. For the three algorithms,
the estimation accuracy of the polarization parameter depends
on not only the estimation accuracy of the DOA parameter,
but also the dimension of the estimated noise subspace UˆN .
The dimension of UˆN increases as M increases, and the
orthogonality between the signal and noise subspace plays
a more important role than the estimation accuracy of the
DOA parameter in the polarization parameter estimation as M
increases. Thus the RMSEs of the polarization parameter are
smaller than those of the other two algorithms as M increases.
However, as shown in the last section, the computational com-
plexity of the QDR-MUSIC is about LM2J3J4 − 6M2J1J2
flops larger than that of the DR-MUSIC and the QNC-MUSIC.
This condition would be even worse as the source number
increases.
In the second test as shown in Fig. 3, the number of EMVSs
of the BS in the x-direction and the y-direction are Mx = 8
and My = 8, respectively, and hence M = 64. The snapshot
number is N = 200. The RMSEs of the estimated DOA
and polarization parameter versus the average received SNR
from each mobile terminal are depicted in Fig. 3. It can be
observed that the RMSEs of these estimated parameters of
the three algorithms decrease as SNR increases. For the DOA
estimation, the RMSEs of the DR-MUSIC are smaller than
those of the ESPRIT, the Q-MUSIC and the QDR-MUSIC, and
QNC-MUSIC outperforms the other algorithms. The reason
is identical with the first test. For the polarization parameter
estimation, the RMSEs of the ESPRIT, the Q-MUSIC and
the QDR-MUSIC are smaller than those of the DR-MUSIC
and the QNC-MUSIC when the SNR is less than 0 dB.
This is caused by the fact that the orthogonality between
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Fig. 3. RMSEs versus the average received SNR from each mobile terminal
for the estimates of DOA and polarization parameters when using different
estimation algorithms, while the number of the BS antennas is M = 64,
and the snapshot number is N = 500. (a), (b), (c) and (d) correspond to
the estimation of azimuth, elevation, polarization angle and phase difference,
respectively.
the signal and noise subspaces plays a more important role
than the estimation accuracy of the DOA parameter when the
SNR is less than 0 dB. The RMSEs of the ESPRIT, the Q-
MUSIC and the QDR-MUSIC are larger than those of the
DR-MUSIC and the QNC-MUSIC when the SNR is larger
than 0 dB. The reason is that the estimation accuracy of the
DOA parameter is very high at a high SNR, and the effect
of the orthogonality between the signal and noise subspaces
is much weaker. These results demonstrate that the estimation
accuracy of the polarization parameter deteriorates when the
power of the received noise is high. It should be noted that the
RMSEs of the polarization parameter become smaller as the
number of the BS antennas increases. Therefore, the proposed
DR-MUSIC and QNC-MUSIC can potentially achieve good
performance by employing a larger number of EMVSs. In
other words, for the polarized massive MIMO systems the
transmitted power can be significantly reduced due to the
application of an unprecedented large number of EMVS at
the BS.
In the third test as shown in Fig. 4, the number of EMVSs
of the BS in the x-direction and the y-direction are Mx = 8
and My = 8, respectively, and hence M = 64. The average
received SNR from each mobile terminal is 5 dB. The RMSEs
of the estimated DOA and polarization parameter versus the
snapshot number N received at the BS are depicted in Fig.
4. It can be observed that the RMSEs of these estimated
parameters of the three algorithms decrease as the snapshot
number increases. The curves shown in Fig. 4 are flatter than
those shown in Fig. 3, which means that for the parameter
estimation performance, the effect of the snapshot number
is slightly less than that of the SNR. For the polarization
parameter estimation, the RMSEs of the ESPRIT, the Q-
MUSIC and the QDR-MUSIC are smaller than those of the
DR-MUSIC and the QNC-MUSIC when the snapshot number
is less than 400; the RMSEs of the ESPRIT, the Q-MUSIC
and the QDR-MUSIC are larger than those of the DR-MUSIC
and the QNC-MUSIC when snapshot number is larger than
400. The effect of increasing the snapshot number is similar
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Fig. 4. RMSEs versus the snapshot number N received at the BS for the
estimates of DOA and polarization parameters when using different estimation
algorithms, while the number of the BS antennas is M = 64, and the
average received SNR from each mobile terminal is 5 dB. (a), (b), (c) and
(d) correspond to the estimation of azimuth, elevation, polarization angle and
phase difference, respectively.
to the effect of increasing the SNR, as compared with Fig. 3.
In the fourth test as shown in Fig. 5, some of the parameters
are changed for evaluating the performance of the three algo-
rithms with the increased number of mobile terminals. A more
realistic scenario considering the multipath propagation in 3D
millimeter wave channels is used for simulation. For each
mobile terminal, the polarization parameter is not changed,
but the DOA parameters are different. There are 3 dominant
paths from each mobile terminal to the BS, and the signal
among them are coherent with each other. For the first mobile
terminal, the polarization angle is γ1 = 40
◦, and the phase
difference is η1 = 20
◦; the corresponding azimuth DOAs are
θ11 = 20
◦, θ12 = 30
◦, θ13 = 50
◦, and the corresponding
elevation DOAs are ϕ11 = 10
◦, ϕ12 = 15
◦, ϕ13 = 20
◦. For
the second mobile terminal, the polarization angle is γ2 = 10
◦,
and the phase difference is η2 = 60
◦; the corresponding
azimuth DOAs are θ21 = 25
◦, θ22 = 60
◦, θ23 = 125
◦, and
the corresponding elevation DOAs are ϕ21 = 15
◦, ϕ22 = 50
◦,
ϕ23 = 40
◦. For the third mobile terminal, the polarization
angle is γ3 = 25
◦, and the phase difference is η3 = 30
◦;
the corresponding azimuth DOAs are θ31 = 40
◦, θ32 = 80
◦,
θ33 = 110
◦, and the corresponding elevation DOAs are
ϕ31 = 25
◦, ϕ32 = 60
◦, ϕ33 = 35
◦. For the fourth mobile
terminal, the polarization angle is γ4 = 70
◦, and the phase
difference is η4 = 40
◦; the corresponding azimuth DOAs are
θ41 = 70
◦, θ42 = 125
◦, θ43 = 140
◦, and the corresponding
elevation DOAs are ϕ41 = 30
◦, ϕ42 = 45
◦, ϕ43 = 60
◦. For the
fifth mobile terminal, the polarization angle is γ5 = 80
◦, and
the phase difference is η5 = 50
◦; the corresponding azimuth
DOAs are θ51 = 75
◦, θ52 = 130
◦, θ53 = 150
◦, and the
corresponding elevation DOAs are ϕ51 = 20
◦, ϕ52 = 55
◦,
ϕ53 = 75
◦.
The number of EMVSs of the BS in the x-direction and
the y-direction are Mx = 10 and My = 10, respectively, and
henceM = 100. The average received SNR from each mobile
terminal is 0 dB, and the snapshot number is N = 500. The
2-D spatial smoothing technique has been used for solving the
coherent signals, and the size of subarray is 8×8. The RMSEs
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Fig. 5. RMSEs versus the number of the mobile terminals for the estimates of
DOA and polarization parameters when using different estimation algorithms,
while the number of the BS antennas isM = 100. The average received SNR
from each mobile terminal is 0 dB, and the snapshot number is N = 500. (a),
(b), (c) and (d) correspond to the estimation of azimuth, elevation, polarization
angle and phase difference, respectively.
of the estimated DOA and polarization parameter versus the
number of the mobile terminals are depicted in Fig. 5. It can
be observed that the RMSEs of the five algorithms except
ESPRIT increase slowly as the number of the mobile terminal
increases. This is because a rough estimation of DOA pa-
rameter and DOA, polarization parameter have been obtained
for the DR-MUSIC, QNC-MUSIC and the Q-MUSIC, the
QDR-MUSIC, respectively, based on a large step size of the
spectrum search. For the Q-MUSIC and the QDR-MUSIC, the
DOA and polarization parameter of the mobile terminals are
only estimated by searching around the true values. For the
DR-MUSIC and the QNC-MUSIC, the DOA parameters of
the mobile terminals are only estimated by searching around
the true values, while the polarization parameter has a closed
form. Thus the RMSEs of these four algorithms change slowly.
For the ESPRIT, the RMSEs increases greatly compared with
the other four algorithms. This is mainly because that the array
aperture is not utilized completely. Some mobile terminals
are too close in space, the ESPRIT cannot distinguish them
exactly, thus the RMSEs increases as the number of mobile
terminals increases.
IX. CONCLUSION
In this paper, we have proposed a MUSIC-based algorithm,
QNC-MUSIC, for the 2-D DOA and polarization estimation
of the non-circular signal in the 3-D millimeter wave polarized
massive MIMO systems. For the DOA estimation of non-
circular signals using the QNC-MUSIC, the property of non-
circular signals is used to further improve the DOA esti-
mation accuracy. For the polarization estimation of the non-
circular signal, the closed-form expression of the DR-MUSIC
is adopted based on the DOA estimation result of the QNC-
MUSIC. Compared with the traditional LV-MUSIC, Q-MUSIC
and the QDR-MUSIC, the computational complexity of the
QNC-MUSIC and the DR-MUSIC are much lower with the
help of the derivative of the spectrum function and the closed-
form expression of the polarization estimation. Our analysis
and simulation show that the performance of the proposed
QNC-MUSIC improves as the number of the BS antennas
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increases, and the DOA estimation accuracy is higher than
other algorithms in massive MIMO systems in particular.
In the future, the method of utilizing the property of non-
circular signals to improve the estimation performance of the
polarization parameter should be studied.
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