Abstract-This paper considers the problem of how to improve the performance of hybrid storage system employing solid state disks and hard disk drives. We utilize both initial block allocation as well as migration to reach "Wardrop equilibrium", in which the response times of different devices equalize. We show that such a policy allows adaptive load balancing across devices of different performance. We also show that such a policy exploits parallelism in the storage system effectively to improve throughput and latency simultaneously. We implemented a prototype in Linux and evaluated it in multiple workloads and multiple configurations. The results show that the proposed approach improved both the latency of requests and the throughput significantly, and it adapted to different configurations of the system under different workloads.
I. INTRODUCTION
As faster Solid State Devices (SSDs) become available, there is an increasing interest in utilizing these devices to improve the storage system's performance. Many organizations and architectures are being pursued in employing the SSDs in storage systems. In this paper, we consider the hybrid storage systems that employ both SSDs and magnetic disk drives together in one system.
Traditionally, memory systems and storage systems employed a hierarchy to exploit the locality of data accesses. In such systems, data is cached and accessed from the faster devices while the slower devices provide data to the faster devices when data access results in a miss at the faster devices. Data is moved between the different layers of the storage hierarchy based on the data access characteristics.
Employing faster devices as caches generally improves performance while hiding the complexity of handling the diversity of multiple devices with different characteristics to the upper layers. However, caching generally results only in realizing the capacity of the larger (and slower) devices since the capacity of the faster (and smaller) devices is not exposed to the upper layers.
When the capacity of the devices at different layers can be comparable, it is possible to employ other organizations to realize the combined capacity of the devices. Migration is one of the techniques employed in such situations. In such systems, the frequently or recently accessed data is stored on (or migrated to ) the faster devices to improve performance while realizing the combined capacity of the devices. Even when migration is employed, the storage system can still be organized as a hierarchy with faster devices at higher layers being accessed first on any data access.
When the storage system is organized as a hierarchy (either with caching or migration), the data throughput can be limited by the rate at which data can be accessed from the faster device (even when all the data is accessed from the faster devices). The throughput is limited by the fact that the faster device(s) has to be accessed on every access. However, it is possible to provide higher throughput if data can be accessed directly from all the devices without enforcing a strict hierarchy. In such a system, it is possible to provide throughput higher than what can be provided by a strictly hierarchical system.
We explore this option, in this paper, in organizing SSDs and magnetic disks in a hybrid system. This is driven partly by the fact that while the small read (or random read) performance of SSDs can be significantly higher than magnetic disks, the large read/write access performance of SSDs is comparable to magnetic disks and random write performance of SSDs can be sometimes worse than that of magnetic disks, depending on the choice of SSDs and magnetic disks. Second, depending on the prices of storage on different devices, systems will be designed with different amounts of storage on SSDs and magnetic disks. We are motivated to design a storage organization that works well across many different organizations with various levels of SSD storage in a hybrid storage system.
Other systems have explored the organization of storage systems in a non-hierarchical fashion, for example [1] . The data can be stored in either type (faster or slower) device and accessed in parallel in such systems. For example, on a miss, read data may be directly returned from the slower device while making a copy in the faster device, in the background, for future references. Similarly, on a write miss, the writes may be directly written to the slower device without moving data to the faster device. However, most such systems employ faster devices until their capacity is exhausted before they start moving data to the slower devices. In the system, we explore here, the capacity of the faster device may not be completely utilized, before data is allocated on the slower devices and used in parallel with the faster devices. Our approach tries to improve both the average latency and throughput of data access simultaneously by exploiting the parallelism that is possible through accessing multiple devices concurrently. When data is striped across multiple devices, data can be accessed in parallel from all the devices, potentially making use of all the devices in the system. However, striping allocates data uniformly across all the devices without regard to the relative performance of the devices. In the approach we adopt here, the data is distributed differently across the different devices based on the observed performance of the devices and thus tries to match load across the devices to dynamically observed performance of the devices.
In our earlier research [2] , we proposed a measurementdriven approach to exploit the performance asymmetry in such a hybrid storage system. In this approach, we observe the access characteristics of individual extents and consider migrating individual extents, if necessary, to another device whose characteristics may better match the block access patterns. This approach is self adaptive. In earlier SSDs, read performance was superior to hard drives, while write performance was inferior. In such systems, matching read dominant requests to SSDs and write dominant requests to hard drives improved performance. However current SSDs have better performance than hard drives for both read and write. Such policies will not work any longer when the SSD device performs beyond the hard drive on both read and write operations.
In order to accommodate the diversity of the devices (both SSDs and magnetic disks) and the continuous evolution of the SSD architectures and characteristics, we employ a completely performance-driven approach to this problem. We measure the performance of the devices for various requests and use the measured characteristics to drive our data organization across the multiple devices in the hybrid storage system. Our approach hence adjusts to the workloads and the configuration of number of different devices in the system. We will show through results, based on two workloads and multiple configurations of storage systems, that our approach improves performance, compared to a strict-hierarchical approach.
The paper makes the following significant contributions: (a) designs a space allocation policy that can exploit parallelism across the devices while providing low average latencies, (b) designs a policy that adjusts to the workloads and to different configurations in a hybrid system and (c) evaluates the proposed policy on a Linux testbed using synthetic benchmarks and real-world traces to show that the proposed policy achieves its goals.
The remainder of this paper is organized as follows. Section II describes the proposed approach to managing the space in a hybrid system, and our prototype implementation. Section III presents the results of the evaluation. Section IV gives details of the related work. Section V concludes the paper.
II. DESIGN AND IMPLEMENTATION
Our design is motivated by the results shown in Figure  1 . We considered a system with one Intel SSD 2.5 inch X25-M 80GB SATA SSD and one 15K RPM, 73G Fujitsu SCSI disk. We ran a workload of dbench benchmark [3] on a storage system employing these two devices in various configurations. We considered a system where all the data is stored entirely on the SSD and different levels of allocation across the two devices. For example, in a system employing an 80/20 allocation, 80% of the data is allocated on the SSD and 20% of the data is allocated on the hard disk. The benchmark we considered is small enough such that the entire dataset can fit on the SSD. Hence, the results shown in Figure 1 exclude the overheads of managing the data across the two devices in various configurations. It is seen that the performance is not necessarily maximized by allocating all the data on the faster device, in this case the Intel SSD.
The dbench benchmark uses throughput as a performance measure and throughput, in this case, is clearly improved when the data is stored across both the devices, enabling both the devices to be used in parallel. We also measured the average latency of all the NFS operations in the benchmark. It is observed that the throughput and latency of the system continues to improve as more and more data is allocated on the SSD, until 100% of the data is allocated on SSD, for the two workloads of 2 and 6 processes. However, with 10 processes, the throughput is maximized at about 80% allocation (on SSD) and latency is minimized at about 70% allocation.
The results in Figure 1 also clearly show the impact of a strict hierarchical access of data. As we increase the number of processes, the SSD performance peaked at about 620MB/s and at higher number of processes, organizations that employ both SSD and disk in parallel can do better. This is an important observation that leads to our design below. When the amount of parallelism in the request stream is low, a hierarchical design works well. However, as the amount of parallelism increases in the request stream, the requests can be better served by exploiting multiple devices, even at the cost of employing slower devices in serving some of the requests. The reduction in waiting times to serve requests can contribute to improvement in performance.
It is emphasized that our experiment here employed static allocations of different percentages across the devices to study the feasibility of doing better than a strict hierarchical system and our results do not include the costs of managing the data across the two devices (in all configurations). However, these results point to the potential of exploiting the parallelism in the storage system through concurrent data access from multiple devices.
These results motivate the work in this paper. We design a system that can utilize all the devices in the hybrid storage system irrespective of the number of devices in the storage system. This system automatically adjusts the allocation to different types of devices to improve the performance of the whole system. The allocation percentages are automatically adjusted based on the number of different types of devices in the system. We implemented a Linux prototype employing our ideas. We show through trace-driven evaluation of our system, that our system can improve throughput and latency of data access simultaneously compared to a strictly hierarchical system.
We implemented a prototype in Linux operating system to evaluate our ideas. The architecture of the prototype is shown in Figure 2 . We designed a space management layer to distribute data between different devices in the system. The space management layer sits between the file system and the device diver, and manages allocation of new blocks across the different devices along with migrating different blocks to different devices as the capacity and performance considerations dictate as explained below.
We take a block level approach so that the solution can work with any file system above. Measuring device level performance at the file system is made difficult due to page cache buffering and read ahead policies of the operating system.
The space management layer provides an indirection mapping between the physical device addresses employed by the file system and the actual physical blocks on the device where data is written. It maintains a block map of where a given block is located on which device. We manage space in extents of 128K bytes. For each logical extent, we use one bit to indicate the underlying device and store a physical extent number where this extent can be found on the device. The overhead introduced by the mapping table is low. For example, for a system whose capacity is 1T bytes, the size of the full mapping table is (1T /128K) * ⌈(log 2 (1T /128K) * 2 + 1)/8⌉ = 48M bytes, and the overhead is about 0.0046%. The space management layer also allocates new blocks. The allocation ratios and the migration rates from one device to another are controlled by the observed performance of the devices, always preferring the devices with faster performance. The device performance monitor in this layer keeps track of the request response times at different devices. And the hot/cold data classifier determines if a block should be considered hot. The cold data will only be migrated in the background.
The space management layer may allocate blocks on magnetic disks even before the space on the SSDs is completely allocated, depending on the observed performance of the SSDs relative to the magnetic disks.
This architecture supports flexible policy configuration. In our earlier work [2] , we implemented a policy that tries to match read/write requests to the observed read/write access characteristics of different devices in a hybrid storage system. That policy uses migration as the main method to balance the workload and improves the performance significantly only when the underlying devices exhibit asymmetric read/write access characteristics. In this paper, we propose a new policy that only considers the aggregate response time as a performance metric and uses allocation as the main vehicle to balance the workload. As we will show, this policy can improve both throughput and latency even when the SSD device performs beyond the HDD device on both read as well as write operations. In the rest of this section, we describe the details of the policy.
Our basic approach is driven by a goal of trying to reach "Wardrop equilibrium". When the devices in the system are at a Wardrop equilibrium, the average response time for a data item cannot be improved by moving that data item alone from its current device to another device. Typically, Wardrop equilibrium can be reached when the response times of different devices equalize. Such an approach is employed in road transportation problems and in multi-path routing in networks [4] , [5] . In order to equalize the response times of devices, we may have to subject the devices to different loads.
In this paper, we consider device performance in making initial storage allocations as well as migration of blocks after they are allocated. It is emphasized that these allocations can span across all the devices before the faster device's capacity is filled. In the current system, whenever a new block is written to the storage system, the storage system dynamically decides where to store that block of data based on observed performance of the devices. A space management layer keeps track of the location of the different blocks across the devices in the storage system, providing a mapping of file system logical block addresses to physical block addresses in the storage system. In order to keep this space management layer efficient, data is managed in "extents", different from file system blocks. An extent, typically, consists of multiple file system blocks.
This allocation policy tends to allocate more blocks on better performing devices and exploits slower devices as the faster devices get loaded with increasing request rates. As a result of this dynamic performance-driven approach, initially the data is allocated on the faster devices, SSD in our system. As the waiting times increase at the SSDs, the performance of a data access gets worse and at some point in time, data can be potentially accessed faster at an idle magnetic disk. When that happens, data is allocated on the magnetic disk as well, thus allowing parallelism to be exploited in serving requests. The details of this allocation policy are explained below, including how performance is measured, how allocation is shifted based on observed performance etc.
Blocks of data are migrated from one device to another based on several considerations. Cold data is moved to the larger, slower devices in the background, during idle times of the devices. Hot data could also be migrated when the loads on the devices are imbalanced or current device is not providing as good a performance to this block of data as it is likely to receive at another device. Migration happens asynchronous to the arriving request stream so that the delays in migration do not affect the request completion time. In order to ensure that migration of data doesn't impact the performance of the foreground user requests, we give migration requests lower priority than the current user requests. Migration can take three forms in our system. First, cold data is migrated, in the background, from faster device to larger devices to make room on the smaller, faster devices. Second, hot data is migrated to lighter-loaded devices, in the background, to even out performance of the devices. Third, data is migrated on writes, when writes are targeted to the heavier-loaded device and the memory cache has all the blocks of the extent to which the write blocks belong (explained further below). To distinguish hot data from cold data, we maintain a LRU list of accessed blocks whose length is limited. Only the blocks in the list are considered to be migrated. In the implementation, this is the same LRU list used in the write-through cache .
Among the two options of adjusting load across the devices, allocation is simpler than migration. Data can be allocated on the currently fastest device or least-lightly loaded device. As a result of an allocation decision, we impact only one device. Migration impacts two devices, the device where the data currently resides and the new device where the data is migrated to. Ideally, data is moved from the most heavily loaded device to the least lightly loaded device. We make use of both the mechanisms to balance load and to exploit parallelism in the system. We employ migration when the current allocation rate is not expected to be sufficient to balance the load and when the smaller device starts filling up. In the first case, hot blocks are migrated from higher-loaded devices to lighter-loaded devices and in the second case, data is migrated from devices that are filling up to the devices that still have unfilled capacity (and when there is a choice among these devices, to the lighter-loaded device).
We use a timer routine to track the performance of each device and the actual percentage of workload on each device. In the time routine, we measure the average response times of each underlying device in every sample period (2 seconds), as well as the workload distribution on the devices. This routine also use this information to calculate the number of load-balancing tokens and the migration direction as specified in equation (1) . We explain our mechanism in relation to two devices SSD and HD here to make things easier to understand. In equation (1), R s and R h are measured response times on both devices, Q s and Q h are measured workload distribution on each device, P s and P h are the target distribution we want to reach in the next sample period, and α and β are design parameters. If the measured response time of the device is worse(better) than the average response time in the system, the workload on that device is reduced (increased). In order to ensure that the performance of the devices can be measured, the allocations are lower bounded for each device (i.e., they can't be zero). We maintain an exponential average of the device performance by computing average response time = 0.99 previous average + 0.01 current sample. Such an approach is used extensively in networking, in measuring round trip times and queue lengths etc. Such exponential averaging smooths out temporary spikes in performance while allowing longer term trends to reflect in the performance measure. The load-balancing tokens are consumed by both allocation and migration. The number of tokens control the rate at which the load is adjusted across the devices. As explained earlier, allocation is a preferred mechanism for achieving our equilibrium goals. The load balancing tokens are used first by the allocation process. Depending on the values in the equations above, the allocation is slowly tilted towards the lighter-loaded device. The migration thread will only do migration when the load-balancing tokens are not completely consumed by the allocation process (for example, because there are no new writes). When a write request to new data arrives, the new data will be allocated to lighter-loaded device and consume one token if there is any. If there is no token available, the new data will be allocated according to the distribution P s /P h . In the system, we define an initial value of the distribution, which is used when there is no performance data available. The initial value does not matter much, and it always converges in couple of measurement periods. The tokens that have not been consumed in one sample period will not roll over to the next period. A natural question that may come to mind is what happens to our system when the storage system is completely filled once. How does an allocation policy help in managing the load across the storage system? SSDs employ a copy-on-write policy because of the need for erasing the blocks before a write. In order for SSDs to carry out the erase operations efficiently, it is necessary for SSDs to know which blocks can be potentially erased (ahead of time, in the background) such that sufficient number of free blocks are always available for writing data efficiently. To accommodate this need, TRIM ATA command has been developed [6] . This command allows a file system to communicate to the storage system which of the blocks on the storage system are not live blocks in the file system. We exploit this new command in developing our system. When TRIM commands are issued, the storage system can keep track of available free space on different devices and continue to employ allocation decisions in guiding its policy of balancing load and performance of different devices. A write to a logical block that was previously allocated and "trimmed" can be considered as a new allocation. With such an approach, allocation can continue being a useful vehicle for balancing load across the devices until the system is completely full.
In this paper, in addition to the performance-driven migration and performance-driven allocation decisions as explained above, we also employed a number of techniques to improve performance. These include caching of entire extents in memory even if only a few of the blocks in the extent are read. This full-extent caching is expected to help during migration of blocks. Without such full-block caching, a hot block that requires migration from one device to another device may require several operations: reading of remaining blocks from the older device, merging of recently written/accessed data with the older blocks and migration of the entire extent of blocks to the new device. When the entire extent is read and cached, migration requires only the last operation since all the blocks of the extent are currently in memory.
We implement the cache as a write-through cache with pre-fetch mechanism as shown in Figures 3 and 4 . When a read request arrives, if it hits the cache, it will be read from the cache and returned immediately. Otherwise, a new request (RWE) is issued to fetch the whole extent that contains the requested data. When this request is completed, the whole extent will be inserted into the cache and the original read request is returned to the user process. When a write request arrives, if the requested address is not mapped (i.e, write to a new extent), the requested address will be mapped to an underlying device. If there is any migration token waiting, it will be mapped to the lighter-loaded device, otherwise, the request is allocated according to the targeted distribution P s /P h in equation 1. If the requested address is mapped and the request misses in the cache, it will be redirected to the mapped device according to the mapping table. If the request hits in the cache and the requested address is mapped to the heavier-loaded device, the request extent might be re-mapped to the lighter-loaded device when there is an available token. We only need to flush the updated cache to the new mapped device to complete the migration from the old mapped device. As described above, the cache is write-through, which prevents any data loss during exceptions such as power failure. It is noted that caching here refers to memory caching and not caching in SSD. We employ a cache of 100 recently read extents in memory. This cache is employed in all the configurations studied in this paper to keep the comparisons fair.
We compare our system against two other systems, one in which the capacity on the SSD is allocated first and a second system that stripes data across the two devices. The first system employs caching at SSD when the capacity of the SSD is exhausted. In the current system, the allocation across the devices is driven by dynamic performance metrics in the system and is not decided ahead of time.
III. EVALUATION

A. Testbed Details
In the experimental environment, the test machine is a commodity PC system equipped with a 2.33GHz Intel Core2 Quad Processor Q8200, 1GB of main memory. The magnetic disks used in the experiments are 15K RPM, 73G Fujitsu SCSI disks (MBA3073NP), the flash disk is one Intel SSD 2.5 inch X25-M 80GB SATA SSD (SSDSA2MH080G1GC). The operating system used is Fedora 9 with a 2.6.28 kernel, and the file system used is the Ext2 file system. We cleaned up the file system before each experiment. To show our policy's adaptivity, we also conducted some experiments on other two SSDs, one 16GB Transcend SSD (TS16GSSD25S-S), and one 32GB MemoRight GT drive.
B. Workloads
Dbench [3] is a filesystem benchmark using a single program to simulate the workload of the commercial Netbench benchmark. This benchmark reports both the latency of each NFS operation and the total throughput as metrics. To evaluate our policy extensively, we also use dbench to replay some traces from real world. The real traces were obtained from an engineering department at NetApp [7] . We developed a tool to translate the NetApp traces into the format that dbench can use. The tool generates two dbench trace files from each NetApp trace file. One of them is only used to initialize the file system image, the other one contains the exact same operation sequence as that in the original trace file. The workload is replicated under different directories as we increase the number of processes such that each process replays a workload of the original trace, different and independent of other processes.
The characteristics of request sizes and read/write ratios for the two workloads are shown in Table I and II. As seen from the table, the NetApp trace has smaller read/write ratio and smaller write request sizes.
In all the experiments, we take the design parameters α = 10/ms and β = 100. In our evaluations, we have done experiments with different value of the parameters. We found these parameters impacts the time to converge and the token numbers, but have no big impacts on the final performance.
C. Results
Results of our experiments on a storage system with one SSD and one magnetic disk (called 1SSD+1HD configuration here) in a workload of dbench benchmark are shown in Figure 5 . Each experiment was run 10 times and the averages are shown. The 95% confidence bars were computed for all simulations. We observed that the performances increase as the process number increases, reach a peak at some point(e.g. 8 for SSD) and drop after then. The reason is that in the dbench benchmark, each process has its own data set. Therefore, larger number of processes means larger size of data set, which incurs larger seek time and poorer locality. When there are too many processes in the workload, the total performance will drop. The figures show a comparison of throughput (MB/s and IOPS/s) and latency across four systems, entirely running on the SSD, entirely running on the HD, on a hybrid system employing our policy and on a hybrid system employing a static allocation mix of 80/20 on SSD/HD (as identified earlier to be a good static configuration in Figure 1 ). The two configurations 70/30 and 80/20 performed similarly and we use the 80/20 configuration as an example. It is observed that our policy does nearly as well as or better than the 80/20 static configuration and achieves higher throughput than the SSD or HD alone at higher number of processes. This shows that our policy dynamically adapted the allocation rate to individual devices and the workload to achieve good performance. Results of our experiments on the storage system with 1SSD+1HD configuration in a workload derived from the NetApp traces are shown in Figure 6 . The figures show various performance measures as the number of processes is increased in the workload. It is observed that as the number of processes is increased, the allocationbased policy achieves higher throughput than when the data is entirely stored on the SSD or when the data is striped across the two devices (SSD and hard disk). The allocation-based policy achieves nearly 38% more throughput than the SSD and nearly 16% more throughput than a striping configuration, with 10 requesting processes. The NetApp workload has more write requests than read requests and the write requests are smaller. Both these characteristics contribute to the fact that for this workload,the throughput performance of magnetic disk drive is better than that compared to the SSD. Figure 6 (b) shows the average latency time for I/O requests. It is observed that the allocation-based policy simultaneously improves latency along with throughput. The allocation-based policy achieves nearly 28% better latency than the SSD and 17% better latency than the striping configuration, with 10 requesting processes. This is primarily due to the simultaneous use of both the devices and the appropriately proportional use of the devices based on their performance.
As seen from the two workloads above, the allocationbased policy works well across two different workloads.
Below, we show that the proposed allocation-based policy works well in different configurations. We create additional configurations, 1SSD+2HD (1 Intel SSD and 2 Fujitsu magnetic disks) and 1SSD+4HD (1 Intel SSD and 4 Fujitsu magnetic disks). We study the performance of all the previously considered policies now in these new configurations. For the data on HD alone policy, we use the magnetic disks in a RAID0 configuration (striping with no parity protection). The results with dbench workload are shown in Figure 7 . To make the figures clearer, we only plot the result of 1SSD+4HD. The performance of 1SSD+2HD is between those of 1SSD+1HD and 1SSD+4HD. It is observed that our allocation policy improved performance in the new 1SSD+4HD configuration, from 1SSD+1HD configuration. This increase in performance comes from increased use of magnetic disks in supporting the workload. The performance of our policy is better than striping data across all the five devices (1SSD and 4 HDs) as shown in the figure. It was already shown earlier that our policy achieved better performance than when all the data resides on the single SSD. The data in Figure 7 (a) compares our policy with striping data on the four disks or when data is statically distributed in a 80/20 ratio across the SSDs and the four disks (the static allocation ratio that was found to work well earlier in the 1+1 configuration). The results show that our policy outperforms these other alternative options.
The allocation percentages across the devices in these experiments, with the dbench workload, are shown in Figure 8 . First, we observe that our policy allocated about 65-70% of data on the SSD in the 1+1 configuration. This allocation percentage is close to one of the better configurations, 70/30, identified earlier through static allocation. We can also see that more data is allocated to magnetic disks in the 1SSD+4HD configuration than in the 1+1 configuration. Our policy adopted allocations to the availability of more disks in the new configuration and allocated smaller amount of data to SSDs.
We also present the allocation percentages across SSD and HD for the NetApp workload in Figure 9 . It is observed that our policy distributed about 50% of the data to SSD and 50% of the data to the hard disk in this workload. As noticed earlier, the hard disk performs better in this workload than in the dbench workload. This is the reason more data is allocated to hard disk in this workload.
As the number of processes increases, in both workloads, the allocation percentage is shifted slightly more towards hard disk compared to the distribution at lower number of processes. With higher number of processes, more devices can be exploited, even if they are slower, to improve throughput. It is observed that the allocation percentage is slightly more than 50% on the hard disk, at higher number of processes, in the NetApp workload, as seen in Figure 9 . This is consistent with the higher performance of the hard disk compared to SSD in this workload, at higher concurrency, as seen earlier in Figure  6a .
As an additional experiment, we ran an experiment where the workload initially consisted of one process of NetApp workload and halfway during the experiment, the workload transitioned into a load of 10 processes. The results of the experiment are shown in Table III . It is observed that our policy transitions the allocation to suit the changing workload and provides good performance across both the workloads. Another observation is that the hybrid system performs worse than the single device when there is only one process in the workload. The reason is that the system cannot exploit much concurrency from multiple devices when there is only one process and the space management layer introduces some overheads, e.g., hardening the mapping table on persistent device. To show our policy's adaptivity further, we ran experiments on two other SSDs and the results are shown in Figure 10 and 11. In these experiments, SSDs performed worse than hard drives due to their bad write performance. Similar to earlier experiments, we compared our policy to SSD only policy, hard drive only policy, and also the best case of static allocation. Our experiments show that even with the configuration where hard drive performs beyond SSD device, we still can get benefits from concurrency through our policy. Figure 10 and 11 show that our policy adapts allocation/load across the two devices to improve performance in a dbench workload. Our policy matches the best static allocation for each configuration.
As can be seen from the data, our policy adapts to different workloads and the configuration of the storage system to improve performance. The gains in performance are more significant with higher concurrency in the request stream of the workload.
IV. RELATED WORK Migration and caching are extensively studied in the context of memory and storage systems. Migration has been employed earlier in tape and disk storage systems [8] and in many file systems [9] , [10] and in systems that employ dynamic data reorganization to improve performance [11] - [20] . While some of these systems employed techniques to migrate data from faster devices to slower devices in order to ensure sufficient space is available on the faster devices for new allocations, migrated data in these systems tends to be "cold" data that hasn't been accessed for a while. Our system here can migrate both cold and hot data to the slower devices.
Migration has been employed to match data access characteristics to the device performance characteristics. For example, AUTORAID employed mirrored and RAID devices and migrated data to appropriate devices based on the read/write access patterns of blocks [1] . In our earlier work [2] , we tried to match read/write requests to the observed read/write access characteristics of different device, SSDs and HDs, in a hybrid storage system, and employed migration as a primary vehicle for matching the block characteristics to device characteristics. In our current system described in this paper, we did not make that distinction and it is possible to combine the results from the earlier work to improve the performance further. We only consider aggregate request response time as a performance metric here.
Migration has also been employed for balancing load across networked storage systems [21] and in memory systems in multiprocessors, for example in [22] . Request migration has been employed to balance load in web based servers, for example in [23] . While we employ migration here for load balancing, we also used allocation as a vehicle for dynamically balancing the load across the different devices in our system. Non-uniform striping strategies have been advocated before for utilizing disks of different capacity and performance [24] , [25] . However, these strategies employed measurement characteristics that did not consider workloads or dynamic performance characteristics such as waiting times. Our approach here is guided by dynamically measured performance measures and hence can adapt to changing workloads and configurations without preset allocation ratios.
Several papers have recently looked at issues in organizing SSDs and magnetic disks in hybrid storage systems. A file system level approach has been used in [26] . In [27] , magnetic disks are used as write cache to improve the performance as well as extend the lifetime of SSD devices. SSDs are employed to improve the system performance in [28] , [29] . A special file system is designed for flash based devices in [30] . Performance issues of internal SSD organization and algorithms are well studied. For example, [31] presented how to build a high-performance SSD device. [32] focused on improving random writes for SSD devices. [33] proposed a new page allocation scheme for flash based file systems. [34] worked on garbage collection and [35] on wear-leveling for flash based storage systems. Characterization of SSD organization parameters also has been studied in [36] , [37] . [38] provides a very good survey of the current state of algorithms and data structures designed for flash storages.
Rio [39] , Conquest [40] and HeRMES [41] use the non-volatile RAM to implement hybrid storage system to improve the performance or provide protections. Rio uses the battery backed RAM to store the file cache to avoid flushing dirty data, while Conquest and HeRMES use it to store the file system metadata and small files.
V. CONCLUSION
Our work considered block allocation and migration as a means for balancing the response times of devices across a workload. Dynamically observed performance of the devices is used to guide these decisions. In this paper, we only considered the aggregate performance of the devices irrespective of the nature of the requests (reads/writes, small/large etc.). Our policy allowed data to be allocated to slower devices before the space on the faster devices is exhausted. Our performance-driven allocation and migration improved performance of the hybrid storage system, both in improving latency of the requests and the throughput of the requests. We also showed that our policy adapted to different configurations of the storage system under different workloads.
In the future, we plan to consider the nature of the requests and the performance of the requests on different devices to improve performance further, in combination with the allocation based policy presented in this paper. 
