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Turbulent piloted Bunsen flames of stoichiometric methane–air mixtures are computed
using the large eddy simulation (LES) paradigm involving an algebraic closure for
the filtered reaction rate. This closure involves the filtered scalar dissipation rate of a
reaction progress variable. The model for this dissipation rate involves a parameter βc
representing the flame front curvature effects induced by turbulence, chemical reactions,
molecular dissipation, and their interactions at the sub-grid level, suggesting that this
parameter may vary with filter width or be a scale-dependent. Thus, it would be ideal to
evaluate this parameter dynamically by LES. A procedure for this evaluation is discussed
and assessed using direct numerical simulation (DNS) data and LES calculations. The
probability density functions of βc obtained from the DNS and LES calculations are
very similar when the turbulent Reynolds number is sufficiently large and when the
filter width normalised by the laminar flame thermal thickness is larger than unity.
Results obtained using a constant (static) value for this parameter are also used for
comparative evaluation. Detailed discussion presented in this paper suggests that the
dynamic procedure works well and physical insights and reasonings are provided to
explain the observed behaviour.
Keywords: dynamic closure; SDR; premixed flames
1. Introduction
High efficiency and low emission can be achieved simultaneously for power plants used in
transport sectors, specifically gas turbines, using lean turbulent premixed combustion. A
strong interplay between thermochemical and fluid dynamic processes having comparable
time scales in fuel-lean combustion makes this combustion prone to local extinction po-
tentially leading to flame blow-off. An undesirable noisy combustion can ensue from this
vulnerability of lean flames. Computer simulations play an important role in identifying
ways to achieve stable and smooth lean combustion and to incorporate them in the design
of modern combustors. However, one needs robust and reliable combustion sub-modelling
to achieve this, and the large eddy simulation (LES) paradigm may be more suited than
the Reynolds averaged Navier–Stokes (RANS) approach to studying the above unsteady
phenomenon.
The dynamics of large-scale turbulent eddies down to a cut-off scale are solved with
models to represent the influences of unresolved small (known as sub-grid) scales in a
typical LES [1,2] employing a numerical grid adequate to resolve the dynamic scales
containing at least 80% of the turbulence energy [1]. This method is seen to be a higher
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Combustion Theory and Modelling 629
fidelity approach compared to unsteady RANS (URANS) as expressed in classical views of
LES [3–7] rather than as a degenerate form of direct numerical simulation (DNS). This im-
plies that the LES filter width, inherently linked to numerical cell volume, is usually larger
than the flamelet or flame front thickness in turbulent lean premixed combustion. Thus, pre-
mixed combustion is usually a sub-grid scale (SGS) phenomenon, which must be modelled.
Various SGS modelling approaches used for premixed combustion are reviewed and sum-
marised in [2,8–10]. These approaches can be broadly categorised in two classes, namely
flamelets and non-flamelets [8,9]. The flamelets, or geometrical, category includes the
thickened flame [11], flame surface density or flame-wrinkling (see for example [12–18]),
level-set or G equation [19,20] and laminar flamelets approaches. The non-flamelets, or
statistical, category includes the transported probability density function (PDF) and condi-
tional moment closure (CMC) methodologies. The CMCmethod [21] was tested for RANS
simulations of premixed combustion [22,23] but has yet to be applied for LES. PDF meth-
ods have been used for the LES of premixed combustion [24,25]. Each of these categories
of SGS combustion modelling has its merits and drawbacks. In this study, our interest is
in the flamelet based approach involving the scalar dissipation rate of a reaction progress
variable c, as described briefly below.
The instantaneous scalar dissipation rate, defined as Nc = D(∇c · ∇c) with D as the
molecular diffusivity of c, is a central quantity in turbulent premixed combustion and it
represents the rate of mixing of reactant and product at scales relevant for combustion.
The local gradient of c and thus Nc is controlled by reaction, diffusion, convection and
their interplay [26]. Recognising the fundamental importance of Nc, Bray [27,28] showed
a direct relationship between the mean reaction rate and the scalar dissipation rate of c as
ω˙ = 2
2Cm − 1ρN˜c (1)
for large Damko¨hler numbers, where Cm is a well-known thermo-chemical parameter. The
validity of this expression over a wide range of combustion conditions is recognised [29,30]
and its applicability for modelling the filtered reaction rate in LES has also been demon-
strated using a priori analysis of DNS data [31,32] and LES [33,34]. The over-bar in
Equation (1) can be taken to signify the filtering operation in LES, and N˜c denotes Favre
filtered Nc, which needs to be modelled. This quantity is written as N˜c = D˜(∇ c˜ · ∇ c˜) + ε˜c,
where c˜ is the Favre filtered progress variable and the SGS part, ε˜c, is modelled as [31]
ε˜c = F
[
2K∗c
sL
δth
+ (C3 − τC4Da)
(
2u′
3
)]
c˜(1 − c˜)
βc
, (2)
where F = 1 − exp (−θ5+) with θ5 = 0.75 and + = /δth is the normalised filter
width. The factor F ensures that N˜c → Nc when + → 0 [31]. The unstrained planar
laminar flame speed and its thermal thickness are denoted as sL and δth, respectively. The
SGS velocity is u′, which is to be modelled, and the sub-grid scale Damko¨hler number
is Da =
(
+/u′+
)
with u′+ = u′/sL. The heat release parameter is τ = (Tb − Tu)/Tu
with Tb as the adiabatic flame temperature and Tu as the reactant temperature. The other
parameters signifying [35] the influences of thermochemical and turbulence processes and
their interplay areK∗c = 0.79τ ,C3 = 1.5
√
Ka/
(
1 + √Ka
)
and C4 = 1.1/(1 + Ka)0.4,
and the SGS Karlovitz number is Ka =
√
u′+
3
/+ [31].
It has been reasonably established in past RANS studies [35–40] that the above pa-
rameter values are not arbitrary and various terms in Equation (2) are closely related to
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630 I. Langella et al.
certain physical processes involved in the transport of scalar dissipation rate [35,41]. The
terms involving (KcsL/δth) and (C3 − τC4 Da) (u′/), respectively, arise due to fluctuat-
ing dilatation and strain rate resulting from the competing effects of turbulence and heat
release. Hence they are not tuneable parameters. However, the term c˜(1 − c˜)/βc comes from
the combined influence of flame front curvature effects induced by turbulence, chemical
reaction and molecular dissipation processes, which are influenced by turbulence at the
SGS level. In order to calculate ε˜c using Equation (2) and the filtered reaction rate through
Equation (1), one needs a model for the SGS velocity scale u′ and a value for βc. Out of
many plausible models for the SGS velocity scale, a simple model based on the scale simi-
larity of the velocity field is used here and this model is written as [1] u′ = Cq
∑
i
∣∣˜ui − u˜i∣∣,
where Cq = 1 and u˜i is the velocity field obtained using a Gaussian test filter during LES.
A detailed analysis using DNS data in [32] demonstrated further that the model in Equa-
tion (2) may not be unduly sensitive to the u′ model and thus the above scale similarity
model is used for this study.
Although a value of βc ≈ 6.7 worked well for the RANS counterpart of Equation (2)
[22,23,35–40], this value cannot be adopted for LES because of the difference in scales for
the physics of this term involved for RANS and LES combustion modelling. For example,
Dunstan et al. [31] showed thatβc = 2.4workedwell for their a priori testing of Equation (2)
and a dependence on τ was shown in [32]. These subtleties suggest that a dynamic approach
to obtain βc is more suited than using a static value in LES. It is worth re-emphasising here
that the other parameters in Equation (2) are not arbitrary and tuneable. Thus, the objective
of this study is to propose a dynamic procedure for obtaining the scale-dependent βc value
and to test this proposition using DNS data and the LES of experimental flames.
This paper is organised as follows. The dynamic procedure to get βc is explained in
Section 2 along with a power-lawmodel for N˜c. A priori evaluation is described in Section 3
alongwith the salient features ofDNS data used for this evaluation. The experimental flames
and their setup are described briefly in Section 4 along with numerical detail, boundary
conditions, and grids used for large eddy simulation. Section 4 also discusses LES results as
a posteriori evaluation of the dynamic procedure and the power-law model in comparison
to experimental measurements. LES statistics obtained using a constant (static) value for
βc are also used for a comparative evaluation of the dynamic approach. The conclusions
are summarised in Section 5.
2. Dynamic modelling
In general, dynamic modelling is based on the assumption that an unresolved quantity of
interest or its functional dependence on key quantities is similar in neighbouring scales [1].
This scale similarity assumption for flame wrinkling and flame surface density has been
proposed and used in past studies [14,17,18,42–45]. Many earlier studies [46–48] have
recognised that these quantities are closely related to |∇c|. Hence, the scale similarity
concepts can also be equally applied to the scalar dissipation rate (Nc) field.
Equation (2) can be written as ε˜c = f1 c˜(1 − c˜)/βc for conciseness and a comparison
of this expression to Equation (2) defines f1. The dynamic evaluation of βc is as follows.
Firstly, one writes
ρ̂N˜c = ψ̂1 +̂ψ2/βc (3a)
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Combustion Theory and Modelling 631
and
ρ̂̂˜Nc = ρ̂̂˜D(∇̂˜c · ∇̂˜c) + ρ̂ f̂1̂c˜(1 −̂˜c)/βc (3b)
withψ1 ≡ ρD˜(∇ c˜ · ∇ c˜) andψ2 ≡ ρ f1c˜(1 − c˜), by using a test filter of size ̂ = 2. Here,
the notations ̂˜A = ρ̂A/ρˆ and f̂1 imply that they must involve quantities obtained using the
test filter. A Gaussian filter having ̂ as its width is used for test filtering in this paper.
Subtracting Equation (3b) from Equation (3a) and recognising that ρ̂N˜c ≈ ρ̂ ̂˜Nc, one can
obtain an expression for βc if βc does not change during test filtering. Also, within the
modelling framework used in this study, the volume averaged ρN˜c is directly proportional to
the volume averaged ω˙ according to Equation (1) and thus the volume averaged ρN˜c should
be independent of . This allows one to write 〈ρ̂N˜c〉v ≈ 〈̂ρ ̂˜Nc〉v , where the subscript v
denotes volume averaging, which is local for LES. This averaging will also help to improve
the numerical stability for LES.
Using both parts of Equation (3) and assuming that βc does not change during the test
filtering operation, one obtains
βc =
〈ψ̂2〉v −
〈̂
ρf̂1̂c˜(1 −̂˜c)〉v〈̂
ρ̂˜D(∇̂˜c · ∇̂˜c)〉
v
− 〈ψ̂1〉v
. (4)
To satisfy the realisability condition of N˜c ≥ 0, this parameter must satisfy βc ≥ 2/(2Cm −
1) [41]. Thus, one gets
βc = max
(
2
2Cm − 1 , Equation (4)
)
. (5)
For the analyses to be discussed in a later part of this paper, the volume averaging noted
above was carried out as follows. For the LES analysis, three to five neighbouring numerical
grid cells in each spatial direction were used and the results were found to be insensitive to
this choice in this range. For the analysis using DNS data, volume averaging was carried
out using (2n)3 cells around a given grid point, where n was varied from two to six and it
was found that the results did not change significantly for n > 3.
Another dynamic model explored for N˜c is based on a power-law behaviour for the
filtered scalar dissipation rate. The static version of this model is studied in [31,32]. This
choice was motivated by many earlier studies [12,16,42,45,49–52] attempting to model the
flame wrinkling factor or the generalised flame surface density using a power law, and these
quantities are closely related to N˜c as noted earlier in this section. This model for N˜c is
written as [31,32]
ρN˜c = ρD˜(∇ c˜ · ∇ c˜)
(

ηi
)α
= ψ1
(

ηi
)α
, (6)
where α is the exponent and ηi is the inner cut-off scale, which scales as δth [14,16,31,53].
Using a constant and non-zero value for α in Equation (6) does not readily satisfy
the expected asymptotic behaviour of ρN˜c → ρD(∇c · ∇c) in the limit of  → 0. To
overcome this, a dynamic evaluation can be followed. Following a method similar to that
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632 I. Langella et al.
described above for βc, one gets
α =
ln
[
〈ψ̂1〉v/
〈̂
ρ̂˜D (∇̂˜c · ∇̂˜c)〉
v
]
ln(̂/)
. (7)
One can also write Equation (6) as
ρN˜c = ψ1
(
1 + 
ηi
)α1
(8)
using a different exponent α1 to satisfy the condition that N˜c → Nc as  → 0. If one were
to have the filtered dissipation rates from Equations (6) and (8) equal, then α1 ≈ α for
/ηi  1. The dynamic procedure with Equation (8) gives
α1 =
ln
[
〈ψ̂1〉v/
〈̂
ρ̂˜D (∇̂˜c · ∇̂˜c)〉
v
]
ln
[
(1 + ̂/ηi)/(1 + /ηi)
] . (9)
If one takes ̂ = 2, then one gets α1 ≈ α for large filter widths. Thus, it is immaterial if
one uses Equation (6) or (8) in LES with sufficiently large filter widths.
It is worth noting that the validity of dynamic models in Equations (4) and (7) strongly
depends on the validity of scale similarity for quantities at  and ̂. Specifically, the scale
similarity must hold for u′ and c˜ for Equation (4) becauseψ2 involves these two quantities,
and for ∇ c˜ for Equation (7). These observations will come in handy while interpreting the
results in this paper later.
3. Analysis using direct numerical simulation
3.1. DNS data
DNS data of freely propagating statistically planar turbulent premixed flames considered
in [32,54] are used for the analysis in this section. Thus, only information pertinent to
this investigation is discussed briefly here and further detail such as boundary conditions,
numerical schemes, thermo-chemical and thermo-physical parameters, etc., can be found in
those references and in [55–58]. The relevant details are given in Table 1. The computational
domain is rectangular of sizes in x-, y- and z-directions given in the table and the lengths are
normalised using δth. This domain is discretised using 230× 230× 230 (345× 230× 230)
grid points for case D1 (cases D2–D6), ensuring that there are at least 10 grid points inside
δth. This assures that the gradients required for SDR (Nc) related analysis are resolved well.
Table 1 Initial values and model parameters for the DNS flames.
Case L+x × L+y × L+z u′/sL /δth Ret Da Ka AT/AL α βc Cm
D1 24.1× 24.1× 24.1 7.5 2.5 47.0 0.33 13.0 1.9 1.13 3.3 0.85
D2 36.1× 24.1× 24.1 5.0 1.7 22.0 0.33 8.6 1.10 0.86 4.8 0.83
D3 ” 6.3 1.4 23.5 0.22 13.4 1.25 0.88 4.8 ”
D4 ” 7.5 2.5 47.0 0.33 13.0 1.85 1.11 4.1 ”
D5 ” 9.0 4.3 100 0.48 13.0 3.75 1.18 4.0 ”
D6 ” 11.3 3.8 110 0.33 19.5 3.80 1.26 4.0 ”
D
ow
nl
oa
de
d 
by
 [N
ew
ca
stl
e U
niv
ers
ity
] a
t 0
3:1
0 0
3 N
ov
em
be
r 2
01
5 
Combustion Theory and Modelling 633
100 102 104
10−1
100
101
102
103
104
u
′ /
S
L
Λ/δ
F2
F3
Corrugated
Wrinkled
Distributed reaction 
           zone
Kaδ = 1
F1D3
D1, D4
Kaδ = 100
D5D2
D6
Thin reaction 
       zone
Ret = 1
Figure 1. Combustion regime diagram showing DNS () and experimental (©), also LES, flames,
where δ = ν/SL is the Zel’dovich flame thickness with ν being the unburned gas viscosity. The
Damko¨hler, Daδ , and Karlovitz, Kaδ , numbers are defined using δ instead of δth.
The combustion is modelled using a single irreversible reaction with Arrhenius kinetics
having a Zel’dovich number of six and τ = 4.5.
Out of the 11 flames in [32,54], only six flames having unity Lewis number are con-
sidered for this study. The choice of unity Lewis number is because the reactant mixture
of the experimental flames considered for this study, to be discussed in the next section,
has a Lewis number close to unity. The initial root-mean-square (RMS) values of tur-
bulent velocity fluctuations (u′) normalised by sL, range from 5 to 11.3. The integral
length scale of this turbulent field () normalised by δth, is also given in Table 1. These
six flames have turbulent Reynolds number (Ret) ranging from 22 to 110. Since Ret ∼
Da2Ka2 for unity Lewis number flames [59], Ret variation for cases D2–D6 is achieved by
modifying the Damko¨hler number, Da = (/δth)/(u′/sL), and the Karlovitz number, Ka =
(u′/sL)1.5(δth/)0.5, independently. The values in the next three columns of Table 1 will be
discussed in the next subsection. The combustion conditions of these flames are in the thin
reaction zones regime of the combustion diagram [59] shown in Figure 1 and the symbols
F1, F2 and F3 denote conditions of the experimental flames to be discussed in the LES
section.
The reaction progress variable required for this analysis is defined using a product mass
fraction c = (YP − YuP )/(Y bP − YuP ) with the superscripts b and u, respectively, denoting the
burnt and unburnt mixtures. The gradients of this c field are obtained using higher order
finite difference schemes consistent with those used for the DNS. These DNS data are
filtered using a Gaussian filter having 0.4 ≤ + ≤ 2.8 for a priori analysis of the dynamic
models discussed in Section 2. Typical results from this analysis are discussed next using
the flames D2 and D6, because they represent extreme values of the Ret range in Table 1.
3.2. Analysis of the DNS results
The variation of N ≡ 〈ρN˜c〉v/〈ρD˜∇ c˜ · ∇ c˜ 〉v with + extracted from the DNS data is
shown in Figure 2 for the D2 and D6 flames. A linear variation in a log–log plot implies a
power-law behaviour, which is observed only for+ > 1.5. The slope of the best fit straight
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DNSDNS
D2 D6
α  = 0.86
Eq. 2, β
c
 = 4.8
Eqs. 2 & 4
Eqs. 6 & 7
Eq. 2, β
c
 = 4.1
Eqs. 6 & 7
Eqs. 2 & 4
α  = 1.26
Figure 2. Variation of N with + on a log–log plot along with estimates from various models for
the D2 and D6 flames. The best fit lines yielding the α values listed in Table 1 are also shown.
line shown for these two flames gives an α-value, and its intersection with the line N = 1
gives the value of the normalised inner cut-off scale, η+i . The results in Figure 2 suggest that
η+i ≈ 1 for both flames and a similar value was observed for other flames listed in Table 1,
which is consistent with the findings in [31,32]. The values of the exponent α are given
in Table 1 for all the six flames and these values suggest that α ∼ Ret0.22. This increase is
consistent with a larger extent of flame wrinkling at high Ret, which can be substantiated
from the normalised flame surface area, AT/AL, listed in Table 1. These data also suggest
that AT/AL ∼ Ret0.77. Since these approximations are obtained using only six data points
and the initial Reynolds number, one must be cautious in using them. The turbulent flame
area, AT, is evaluated using the volume-integral of |∇c|, and a similar method is used to get
the laminar flame area AL.
Figure 2 shows that the algebraic model in Equation (2) with (static) empirical values
of βc given in Table 1 can capture the variation ofN with+ quite well in general. These
values are significantly larger than the 2.7 used by Dunstan et al. [31]. This is because of
larger τ values for the flames in Table 1 and this change is consistent with an empirical
scaling of βc with τ observed in [32]. A closer study of Figure 2 suggests that this static
model gradually underestimates N as the + value decreases, and this is more apparent
for the higher Reynolds number case, D6, suggesting that the βc value may also change
with + .
The values of N obtained using the dynamic evaluation of βc and α as explained in
Section 2 are also compared to DNS results in Figure 2. For the lowest Reynolds number
case, D2, the dynamic βc model seems to overestimate N for larger + values and the
agreement is quite good for lower+ values as seen in Figure 2. However, the agreement is
improved uniformly for the larger Ret case shown in this figure. The exponent of the power
law, α, obtained using the best fit line is also given in the figure and the values of α for other
flames are listed in Table 1. The power-law based dynamic model in Equations (6) and (7)
underestimatesN severely as seen in Figure 2 and the level of this underestimate seems to
increase with Ret. The reason for this underestimate will become clear after studying the
variation of N˜c with c˜ because the results in Figure 2 are for a volume-averaged dissipation
rate and one needs to understand the local variation of N˜c.
The variations of averaged N˜c, conditional on bins of c˜, estimated by the two dynamic
models are compared to the DNS results in Figure 3 for + = 0.4 and 2.8. It is to be
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Figure 3. Variation of mean values of N˜c × δth/SL conditional on bins of c˜.
noted that these filter widths, respectively, give ̂+ = 0.8 and 5.6 for the test filter, while
the grid resolution is about 0.1δth. Thus, these two filter widths represent a good range such
as one would expect in a typical LES of premixed flames. The global behaviour observed
in Figure 2 is consistent with the local behaviour shown in Figure 3. The power-law model
underestimates local N˜c conditional upon c˜ values for c˜ ≤ 0.7 as seen in Figure 3 for
both filter widths. The level of this underestimate is larger for D6. As noted earlier, ∇ c˜
is assumed to be scale-similar at test-filtering level with ̂ >  for the power-law model
in Equation (7) and this assumption seems to break down for the following reason. This
gradient inside the flame is larger than its value outside the flame and so ̂must lie entirely
within the flame for this assumption to hold. Thus, the dynamic power-law model will work
reasonably if ̂ < δth and this cannot be tested reliably using the current DNS data because
the smallest filter width used is already close to the limit of grid resolution. The power-law
based model for flame surface density and flame wrinkling factors was shown to be good in
previous DNS studies [12,16,42,45,49–52]. However, the above condition for test filtering
can only be satisfied in LES calculations having  ∼ (Vcell)1/3  δth, where Vcell is the
smallest LES computational cell volume. This condition will invariably dictate many tens
of millions of computational cells for LES of premixed flames. Also, a single value for α is
inadequate because of the multi-fractal nature of SDR [31]. Overall, the dynamic βc based
model seems a better choice than the power-law based model for large eddy simulations
because the scale similarity of u′ and the c˜ required for Equation (4) is relatively easier to
satisfy and thus a relatively coarser grid can be used for this model.
A careful examination of Equation (4) suggests that βc is undefined if ∇ c˜ is zero
because this parameter loses its physical meaning outside the filtered flame since the
physical processes behind this parameter occur only in the flame (see Section 1 ‘Introduc-
tion’). To ensure this, a condition of 0.05 ≤ c˜ ≤ 0.95 is imposed while evaluating βc using
Equation (4) and the PDF of βc is shown in Figure 4 for the D2 and D6 cases with
+ = 2.8. It is observed that this PDF does not change unduly when the upper and lower
limits of c˜ are changed, respectively, to 0.9 and 0.1. The PDF shapes and the average βc
values are not very different for these two flames given that they have substantially different
turbulent Reynolds numbers. The lower βc limit is imposed by the realisability condition in
Equation (5). For the cases with + = 0.4, the values of βc are limited by the realisability
condition and thus the PDF has a peak around this value (not shown here).
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Figure 4. PDF of βc for the D2 and D6 cases. The realisability limit, 2/(2Cm − 1), and the average
value of βc are also marked above.
It is worth noting that the range of Ret for these flames is small compared to the
conditions in a practical combustor. However, a typical Ret value of a laboratory scale
turbulent premixed flame is of the order of 150 [60], which is not too far from 110 in
Table 1. Moreover, the value of the Reynolds number for the transition to turbulence
depends on the flow configuration, for example this transition Reynolds number is about 20
for a jet [61,62]. Thus, the values of Ret given in Table 1 are not too low to disregard, or to
extract meaningful and useful insights from for modelling purposes. Also, the behaviours
of the filtered dissipation rate, βc and PDFs for D2 and D6 flames having very different
values of Ret are very similar, as seen in Figures 2, 3 and 4. However, it must be mentioned
that + > 2 will imply that the filter width is larger than the integral length scale in the
case D2 and this situation is beyond a typical LES scenario.
4. Assessment using LES
4.1. Experimental flames
The piloted stoichiometric methane–air Bunsen flames of Chen et al. [63] considered in
several previous studies, see for example [36,64], are chosen to conduct a posteriori analysis
of the dynamic models described in Section 2. The fuel jet has a diameter ofD= 12mm and
issues into quiescent air. This jet is surrounded by laminar pilot flames of a stoichiometric
methane–air mixture and the pilot diameter is Dp = 68 mm. This pilot ring is water cooled
and thus its burnt mixture is sub-adiabatic. The turbulence in regions with combustion is
shear driven as there is no turbulence generating device in the reactant flow path. The three
flames F1, F2 and F3 in [63], respectively, have bulk mean velocities of Ub = 65, 50 and
35 m/s and their jet exit Reynolds numbers based on Ub are 52,000, 40,000 and 24,000,
these values having been achieved in experiments by varying only Ub. The conditions of
turbulent premixed combustion in these flames shown in Figure 1 are in the thin reaction
zones regime [59]. The conditions of F1, F2 and F3 are calculated using the centreline
values of u′ and an integral length scale,, of 2.4 mm near the nozzle exit reported in [63].
The radial variation of averaged temperature, streamwise velocity, turbulent kinetic
energy, and various species mass fractions at axial locations ranging from x/D = 2.5 to
10.5 were measured and reported in [63]. These are useful for evaluating the effectiveness
of the dynamic evaluation of βc compared to its static counterpart. Furthermore, these
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flames were considered in many past numerical studies using RANS (see for example [36])
and LES [64] methodologies using various combustion models and thus a comparative
evaluation can be made.
4.2. LES detail
The Favre filtered transport equations for conservation of mass and momentum are solved
along with additional filtered equations required for combustion. The sub-grid stresses are
modelled using the dynamic Smagorinsky model [1]. The test-filter size for all dynamic
procedures used in this study is ̂ ≈ 2 with the filter width computed as  = (Vi)1/3,
whereVi is the volume of computational cell i. The additional equations to be solved include
the Favre filtered progress variable, c˜, and the total enthalpy, h˜, which is the sum of the
sensible and chemical enthalpies of the mixture. Out of many possibilities for defining the
instantaneous c, it is defined here using the fuel mass fraction Yf as c = 1 − Yf/Yf, u so that
it takes values of 0 and 1 in the unburnt and burnt mixtures, respectively. The fuel mass
fraction in the unburnt mixture is denoted as Yf, u. The above definition of c avoids spurious
flames that would appear numerically in the mixing layer between the pilot and the coflow
if it were defined using temperature T or any other species mass fraction.
The SGS scalar fluxes in c˜ and h˜ are obtained using the dynamic Schmidt number
formulation [65]. The filtered reaction rate ω˙c is modelled using Equation (1) and the
dynamic procedure described in Section 2. To handle sub-adiabatic mixtures coming from
the pilot stream, the transport equation for h˜ is included. The standard form of these
equations can be found in [2]. The filtered temperature, T˜ , is obtained from the computed h˜
using T˜ = T0 + (˜h − ˜h0f,mix)/C˜p,mix, where C˜p,mix is the specific heat capacity at constant
pressure for the mixture and it depends on temperature as described in [39]. The mixture
density is computed using the state equation: ρ = pW˜mix/(RT˜ ), where p is the filtered
pressure, W˜mix is the Favre-filtered molecular weight of the mixture andR is the universal
gas constant. The values of C˜p,mix, ˜h
0
f,mix and W˜mix are specified through a lookup table
for LES as described below. This table is constructed using a planar unstrained laminar
premixed flame of a stoichiometric methane–air mixture computed using the PREMIX
code [66] and the GRI 3.0 mechanism with the mixture averaged diffusivity formulation.
This laminar solution is then convoluted using a Gaussian filter kernel having a width equal
to the cube root of the smallest computational cell volume used for the turbulent flame.
This lookup table contains C˜p,reac, ˜h
0
f,reacW˜reac and the filtered mass fractions of various
species as a function of c˜. The sensitivity of the computed results to this filter kernel width
is assessed to be negligible. However, the above approach of using an unstrained laminar
flame solution does not include possible effects of fluid dynamic strain on flame fronts in
LES. One must be aware of this when comparing the LES statistics with measurements in
Section 4.4.1
A transport equation for a filtered fluid marker, Z˜, is also included to account for the
influences of air entrained by the reactant jet, as had been done in [36]. These effects were
assessed to be important to capture the averaged values of various species mass fractions
for x ≥ 4.5D, specifically for the high Reynolds number flame F1, and thus this is included
in this study. Briefly, the influence of entrained air is included using a mixing rule [36]
written as ˜ = Z˜˜reac + (1 − Z˜)air, where ˜ is a generic variable representing C˜p,mix or
˜h
0
f,mix or W˜mix or filtered mass fractions. The subscript ‘reac’ denotes that these values
are taken from the lookup table for the local c˜ value, while the subscript ‘air’ denotes their
values in the air stream. Further detail on this can be found in [36].
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Figure 5. A schematic of the computational setup for the piloted stoichiometric methane–air Bunsen
flames of Chen et al. [63].
4.3. Numerical method, grid, boundary and initial conditions
The conservation equations for filtered variables along with SGS combustion modelling
are solved using PRECISE-MB, which is based on finite volume methodology [67]. The
spatial derivatives are discretised using a second order central differencing scheme and time
advancement is by using a second order accurate scheme with a constant time step chosen
to keep the CFL number smaller than 0.3 in the computational domain. Velocity–pressure
coupling is achieved using the SIMPLEC algorithm [68].
A three-dimensional computational domain spanning 40D in the axial and radial direc-
tions as shown in Figure 5 is considered and it is discretised using a structured multi-block
grid having non-uniform numerical cells. These cells are finer near the burner exit and
grow slowly in the downstream and radial directions. A coarser grid having 22 cells inside
the jet diameter, D, and about 4 cells within the turbulence integral length scale, measured
to be about  = 2.4 mm [63] near the exit, gives a total of about 1.5 million cells for the
computational volume of π(40D)3/4. This grid has 404 cells in the streamwise direction
along the centreline. Increasing the cell count to 32 for D and 6 for , keeping other grid
parameters almost the same, yields about 4.2 million cells in total. These two grids are used
to assess the grid sensitivity of the LES results. The coarse grid having 1.5M cells satisfies
the 80% turbulent energy criterion of Pope [1] and has +min ≈ 1.3. The fine grid of 4.2M
has +min ≈ 0.8.
The jet exit velocity is specified using the radial profile reported in [63]. No fluctuation
in the jet exit velocity is specified since turbulence in the reacting region is shear generated.
Analyses of cold flows, to be discussed later in this section, show that the correct turbulence
is recovered after a fewdiameters from the jet exit for the numerical grid and other simulation
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Figure 6. Comparison of measured [63] (symbols) and computed (lines) normalised mean axial
velocity and turbulent kinetic energy in cold flow of flame F2. The radial variations are shown for
five axial locations and two numerical grids, 1.5M (solid line) and 4.2M (dotted line).
parameters used in this study. A uniform velocity of 1.5 m/s is specified for the pilot stream
on the basis of the total volumetric flow rate obtained from the experimental data. A small
velocity of 0.2m/s is assigned to the coflowing air tomimic air entrainment. The pilot stream
is specified to have a uniform temperature of 1950 K as in a previous RANS [36] analysis.
This temperature is not reported in the experimental study [63] and thus this boundary
condition has some uncertainty. However, many earlier numerical investigations of these
flames suggested that this uncertainty influences only the temperature field close to the jet
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Figure 7. The spatial variation of mean progress variable field for flame F1 obtained using static
and dynamic approaches for βc. This comparison is shown for both the 1.5M and 4.2M grids.
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Figure 8. Comparison of measured [63] (symbols) and computed (lines) radial variation of nor-
malised axial velocity, 〈U〉/Ub, obtained using dynamic (dark curves) and static (light curves, green
curves in online version)βc models for flames F1 and F3. The results are shown for the 1.5M (solid
lines) and 4.2M (dotted) grids.
exit (x ≤ 3D), which is also confirmed in this study by changing the pilot temperature over
a range of about 200 K in a preliminary analysis. The filtered progress variable is specified
to be zero in the jet exit and one for the pilot and coflowing streams. The lateral boundaries
are specified to be slip walls and the outlet is set to have zero gradients in the streamwise
direction for all the variables.
The large eddy simulations are run using 96 cores (2.60 GHz Intel Sandy Bridge E5-
2670 processors) on Darwin cluster at Cambridge University for about 0.15 to 0.25 seconds
of real flow time. Out of these total durations, the period of data collection for averaging and
analysis corresponds to about 32 flow-through time for F1, 26 for F2 and 22 for F3, where
the flow-through time is defined using the computational domain length and the respective
bulk-mean velocity, Ub, at the jet exit. These sampling times are very much larger than
those used typically in past studies. These simulations took about a day for 1.5M and two
days for 4.2M grids on a wall clock using the above computational cluster when βc is
treated to be a static value. These computational times are observed to increase by about
7% when the dynamic βc model is used. This small increase is because of the relatively
small grid sizes (1.5M and 4.2M) used here.
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Figure 9. Comparison of measured [63] (symbols) and computed (lines) radial variation of nor-
malised mean turbulent kinetic energy, 〈k〉/k0. The legend is as in Figure 8.
4.4. LES results and discussion
The LES results are time averaged first over the data sampling period and then averaged
in the azimuthal direction in order to get the radial variation of mean quantities at various
axial positions as reported in the experimental study [63]. This averaging procedure is
denoted using 〈·〉 in the following discussion. Although all three flames, F1, F2 and F3,
are simulated using both the static and dynamic models described in Section 2, typical
behaviours of these models are elucidated using the flames F1 and F3. Also, the numerical
grid, SGS stress and scalar flux closures are kept the same in order to compare the static
and dynamic procedures for βc.
Figure 6 shows a typical comparison of the radial variation of 〈U〉/Ub and 〈k〉/ko
with respective measurements for five axial positions, where Ub = 50 m/s and k0 =
10.8m2/s2 for the flame F2. The turbulent kinetic energy (TKE), k, is obtained as k =
0.5
∑〈uiui〉 + 1.5〈u′2〉, where ui = U˜i − 〈U˜i〉. The comparison for 〈U〉 shown in Figure 6
suggests that the boundary conditions, numerical grids and methods used in this study
are good for modelling these flows. Also, the differences between the 1.5M and 4.2M
grid results are negligibly small for both 〈U˜ 〉/Ub and normalised 〈k〉. Some differences
are observed for 〈k〉 in regions of r ≤ 0.55D, and these decrease as one moves in the
downstream direction. As seen in Figure 6, the turbulence levels represented by 〈k〉 in
regions of combustion, which would be r > 0.6D as one shall see later, are captured quite
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Figure 10. Comparison of measured [63] (symbols) and computed (lines) radial variation of mean
fuel mass fraction. The legend is as in Figure 8. The dash–dotted line is for the power-law based
model in Equations (6) and (7) for the 4.2M grid.
well despite no turbulence having been specified for the jet fluid. However, specifying some
inlet turbulence comparable to the measured values did improve the comparison of 〈k〉 for
x/D= 2.5 but no significant changes were observed for other downstream locations because
the turbulence is dominated by the shear generation mechanism in this flow configuration.
Thus, ignoring a small level of inlet turbulence is acceptable. The 80% criterion of Pope [1]
for TKE is satisfied by the 1.5M grid used here. Thus, it is clear that this grid is adequate to
capture the flow dynamics in the jets simulated here and hence this grid is used for flame
calculations to be discussed next. Nevertheless, the 4.2M grid is also used for further testing
and verification for reacting cases, as and when required.
Figure 7 shows the spatial variation of the mean progress variable field, 〈˜c〉, in the flame
F1 obtained using both static and dynamic approaches for βc and the results are shown for
both the 1.5M and the 4.2M grid. The reason for this will become clear in Section 4.5.
However, a close study of this figure suggests that the flame brush is thinner for the dynamic
βc model leading to a slightly shorter flame brush as seen in Figure 7. If one compares the
results of the 4.2M and 1.5M grids then the flame brush computed using the 1.5M grid is
about 2D to 3D longer compared to that obtained using 4.2M grid. This is for the following
reason. The dynamic βc model overestimates the filtered dissipation rate, and thus also the
filtered reaction rate, when + is less than one, as observed in Figure 3 using the DNS
data (see the result for the D6 flame with + = 0.4). As noted earlier, the 4.2M case has
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Figure 11. Measured [63] (symbols) and computed (lines) radial variations of normalised mean
temperature are compared above. The legend is as in Figure 8.
+ smaller than unity in regions of intense reaction, which satisfies the above condition.
Thus, the increased filtered reaction rate leads to a shorter flame for the 4.2M case as seen in
Figure 7. However, using a static value for βc underestimates the local and volume averaged
dissipation rate for + < 1 (see Figure 2).
The radial variations of averaged axial velocity, normalised using the respective bulk
mean velocity at the jet exit, computed using the dynamic and static βc values are compared
to the experimental measurements [63] in Figure 8 for the F1 and F3 flames. The results
from both the 1.5M and 4.2M cases are shown for a few axial locations investigated in
the experimental study of Chen et al. [63]. It is hard to distinguish the various curves for
the flame F1, having the largest turbulent Reynolds number, suggesting that the computed
averaged axial velocity is insensitive to the choice of βc modelling and the numerical grid.
The insensitivity to the numerical grid can also be seen for the flame F3, which suggests
that the chosen grids are good. A small difference is seen in 〈U〉/Ub for the flame F3 as in
Figure 8 and this difference grows to about 20% at an axial location of x= 8.5D and a radial
position of about 0.8D. This is because the value of βc obtained dynamically is smaller than
the static value used for these locations. As one shall see later, the combustion is almost
completed before this radial position for this axial location and the difference in βc values
is because of some small differences in the gradients of c˜. The variations and comparisons
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Figure 12. Comparison of measured [63] (symbols) and computed (lines) mean O2 mass fractions.
The legend is as in Figure 8.
shown in Figure 8 are typical of many earlier numerical studies of these piloted Bunsen
flames and thus the statistics shown here are acceptable.
The computed averaged TKE normalised using its centreline value, k0, near the jet exit
is compared to the measurements for a few axial locations in F1 and F3 flames in Figure 9.
The values of k0, 12.7 for F1 and 3.82 m2/s2 for F3, reported in [63] are used for this
study. The comparisons seen in this figure are typical of many earlier studies. However, the
agreement with the experimental data can be improved further than shown here by using
finer grids as has been demonstrated in [64], but we restrict ourselves to relatively smaller
grids to study the efficacies of dynamic βc modelling for filtered reaction rate closure. This
is because the closure in Equation (1) works well when+  1 [31,32] and+ is already
smaller than unity for the 4.2M grid used here. Thus, refining the numerical grid further
will yield+  1, which would invalidate the closure in Equation (1) as noted in [31–33].
Moreover, refining the grid further would not be in line with a broader objective of this
study as noted in Section 1 ‘Introduction’.
A close study of the results in Figure 9 suggests that the peak values of 〈k〉/k0 obtained
using both static and dynamic βc are similar to one another and also to measured values.
However, the radial location of this peak value obtained using the dynamic approach agree
quite well with the measurement and the agreement, in general, at downstream positions is
improved when the 4.2M grid is used for flame F1 as one would expect. If one plots the
radial variation of the u′ contribution to 〈k〉 for downstream positions (not shown here)
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Figure 13. Comparison of measured [63] (symbols) and computed (lines) mean H2Omass fractions.
The legend is as in Figure 8.
then the shift in radial location of peak 〈k〉 can be seen distinctly when the dynamic βc
model is used. This shift would be reflected in the flame related quantities, especially at
downstream locations, through the influence of u′ on the modelling of the filtered scalar
dissipation rate and reaction rate.
The radial variations of averaged fuel mass fraction and normalised temperature T + =
(T˜ − Tu)/(Tb − Tu) are compared with experimental results [63] in Figures 10 and 11,
respectively. These results are shown for both the F1 and F3 flames. The variation of
averaged fuel mass fraction obtained using the power-law based model is also shown in
Figure 10 for both flames computed using the 4.2M grid. The variation of averaged fuel
mass fraction computed using this model suggests that this model is not representing
flame behaviour, but rather convective–diffusive scalar behaviour. This is because the scale
similarity for the gradient of c˜ does not hold even on the finest, 4.2M, grid used in this
study because +min is of order unity. This gradient is non-zero only inside the resolved
flame suggesting that there must be at least three points within δth for this scale similarity
to hold implying that the test filter width must be smaller than 0.5δth. This gives a severe
underestimate of α and thus ω˙ leading to the overestimate of the averaged fuel mass fraction
values seen in Figure 10. The above grid requirement condition demands that the current
grid should be refined at least by a factor of 27 (3 in each direction) for the power-law based
model to work reasonably in large eddy simulations. This givesmany tens ofmillions of grid
cells, increasing the computational cost enormously, perhaps to impractical proportions for
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Figure 14. Comparison of measured [63] (symbols) and computed (lines) mean CO2 mass fractions.
The legend is as in Figure 8.
industry applications. The dynamic evaluation ofβc in Equation (4) involves scale similarity
for u′ and c˜, and thus this assumption of scale similarity can bemet with a relatively coarser
grid. Also, the above reasoning and the discussion in Section 3.2 require that +  1 for
the power-law model to work reasonably well. This condition contradicts the requirement
+ > 1 for Equation (1) [31,32]. For these reasons, the power-law based model is not
considered further in this study.
There is some improvement in the computed statistics for the fuel mass fraction when
the dynamic βc approach is used and this improvement is apparent for the fine grid used in
this study, especially in the region of strong gradients of fuel mass fraction at downstream
locations, specifically x > 4.5D for the F1 flame. The reason for this is related to the
prediction of u′ and thus 〈k〉 discussed in Figure 9. The large difference in the statistics
obtained using the dynamicmodel on 1.5Mand 4.2Mgrids observed for r≤ 0.3D, especially
at the downstream locations for flameF1, cannot be commented upon because of the absence
of experimental data in these radial positions. Overall, results for the CH4 mass fraction are
good and comparable with previous studies [36,64] despite the relatively small grids used
here.
The variations of averaged normalised temperature shown in Figure 11 are consistent
with the results for the fuel mass fraction. The dynamic evaluation of βc seems to over-
estimate the fuel consumption rate compared to the static case leading to an overestimate
of peak temperature. The level of this overestimate decreases as one moves downstream,
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Figure 15. Comparison of measured [63] (symbols) and computed (lines) mean OH mass fractions.
The legend is as in Figure 8.
implying that the performance of the dynamic approach improves for both flames F1 and
F3. The large overestimate of mean temperature near the jet exit results from uncertainties
in pilot stream temperature as noted in earlier studies [36,64]. However, the averaged tem-
perature computed using the current sub-grid reaction rate closure is improved and some
additional improvement from the dynamic approach is observed for downstream positions
as seen in Figure 11.
The radial variations of averaged mass fractions of various scalars are shown in
Figures 12, 13, 14, 15, 16 and 17. The effects of entrained air is included in the com-
putations of these species mass fraction values as described in Section 4.2. This effect is
responsible for the increasing values of oxygen mass fraction for r > 0.8D in Figure 12.
The influence of dynamic evaluation of βc on these various scalar mass fractions is found
to be consistent with observations noted for averaged fuel mass fraction and temperature
shown in Figures 10 and 11. The mass fractions of H2O and H are well estimated by the
method used in this study. The mass fraction of CO2 is underestimated and the level of this
underestimate is larger for the flame F1. There is a substantial overestimate in the mass
fractions of CO and OH for both static and dynamic evaluation procedures for βc. The
computed increasing trend of OH mass fraction with r is improved when βc is evaluated
dynamically for the flame F1 at downstream positions as seen in Figure 15. The large over-
estimate of CO mass fractions seen here is consistent with many past studies.2 As noted
earlier, the difference in various statistics obtained using the dynamic and static evaluation
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Figure 16. Comparison of measured [63] (symbols) and computed (lines) mean H2 mass fractions.
The legend is as in Figure 8.
of βc is observed to be small for the following reason. The static value of this parameter
is obtained for these two flames empirically by conducting several simulations until an
overall satisfactory behaviour is noted. The dynamic procedure described here avoids this
empirical testing and the average value of βc obtained in this procedure is comparable to
the static value as one shall see next.
4.5. Discussion
The PDF of βc obtained by post-processing the LES data is shown in Figure 18 for both
flames F1 and F3. This PDF is constructed using βc values collected from the computational
domain by imposing the limits 0.05 ≤ c˜ ≤ 0.95 and ω˙ > 0.05〈ω˙〉max. These limits are used
to avoid regions with very low reaction rates so that the values of βc used for this PDF are
physically meaningful. The contours of logβc values obtained using Equation (4) and the
above conditions are shown (as colour maps in the online version) in the insets of Figure 18.
These contours are shown in the mid-plane for an arbitrarily chosen time and this variation
is similar for other times. The flame brush is marked using the contours of 〈˜c〉 = 0.05 and
0.95 and it is observed that the βc contours mark the flame brush quite well suggesting that
the conditions used to construct the PDF are meaningful. The logarithmic value is used to
show clearly that the βc variation is spatially intermittent.
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Figure 17. Comparison of measured [63] (symbols) and computed (lines) mean CO mass fractions.
The legend is as in Figure 8.
The lower limit of βc = 3.03, for Cm = 0.83, is imposed by the realisability condition
in Equation (5). The upper limit for F3 is nearly twice that for F1 and the PDF has a long
tail for large βc values for both of these flames. These PDFs are similar to those shown
in Figure 4 for the DNS flames. It is worth noting that the mean values 〈βc〉 given for
the flames F1 and D6 are almost the same because the Damko¨hler and turbulent Reynolds
numbers are similar for these two flames. This value of 〈βc〉  7.7 is very close to the static
value of βc = 7.5, obtained empirically as noted earlier, used for the flame F1 and thus it
not surprising to observe small differences, as noted above, in various statistics obtained
using the static and dynamic evaluations of βc. The value of 〈βc〉 = 10.5 given in Figure 18
for the flame F3 is larger than for F1 because of higher Da and lower Ret values for F3, and
this value is about 40% larger than the static value used for the F3 flame. This good match
in the βc values for the static and dynamic procedure for flame F1 is not coincidental. The
dynamic procedure described here eliminates this empiricism while retaining the accuracy
with a small increase in the computational cost. A close match in 〈βc〉 values for F1 and D6
flames is also not coincidental because these two flames have similar combustion conditions
as shown in Figure 1 and thus the physical processes signified by the βc parameter are very
similar in these two flames.
The efficacy of the combustion modelling approach discussed in this paper is tested
further by calculating the thicknesses of the simulated flame brushes and comparing them
with measured values. The results are shown in Figure 19 for both flames F1 and F3. The
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Figure 18. The PDF of βc obtained from LES of flames (a) F1 and (b) F3 using the 1.5M grid. The
average value and the lower limit imposed by Equation (5) are also shown.
flame brush thickness at a given axial location is calculated as δt = 1/|∂〈T +〉/∂r|max in
the experimental study [63]. Thus one can recompute this thickness using the measured
radial variation of normalised temperature, 〈T +〉, shown in Figure 11. The flame brush
thicknesses computed thus are compared to the values reported by Chen et al. [63] in the
top row of Figure 19 for both flames. The thickness computed using normalised averaged
temperature is shown as diamonds and the square symbol denoting δt, Y was obtained using
the 〈Y CH4〉 variation shown in Figure 10. The values of δt and δt, Y are expected to be the
same for adiabatic unity Lewis number flames and a reasonable comparison is observed for
the flame F3, except for the most upstream measurement location of x = 2.5D. These flame
brush thicknesses compare well with those reported in [63] for this flame. For the flame
F1, the differences are observed to be large and also the δt values recomputed here using
the experimental data does not seem to agree with those reported in [63]. The difference
between δt and δt, Y comes from the enhanced non-adiabaticity resulting from increased air
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Figure 19. The measured [63] (©) and recomputed, using measured 〈T +〉 versus r, values of δt for
averaged temperature () and fuel mass fraction () are compared in the top row. The bottom row
compares the measured and LES flame brush thicknesses for various cases.
entrainment in the flame F1 because of its large Reynolds number. These differences among
the experimental results must be kept in mind while comparing the flame brush thicknesses
computed in LES. This comparison is shown in the bottom row of Figure 19. For the flame
F3, the comparison shown here is reasonable. The reaction rates are underestimated for the
4.2M grid because the combustion closure is at its limit when + < 1 leading to thicker
flame brushes for both the F1 and F3 flames. In other words, the closure in Equation (1)
is strictly valid for + substantially larger than unity as explained in [31–33]. For the
1.5M grid case, the values of δt obtained using the static βc model agrees very well with the
measured values for the flameF3 as shown in Figure 19. The thicker flame brush for the 4.2M
grid case is because the combustion closure is at its limit for this grid, as noted a few times
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earlier. Although the difference between the measured and computed δt values seems large
in Figure 19, the actual difference is about 2 mm while the maximum difference observed
for the comparisons shown in the top row of this figure is about 4 mm. Thus, whether the
difference of about 2 mm observed between computed and measured values of δt is ‘big’
or ‘small’ is an open question. In our view, the comparison shown here is satisfactory and
the variations of δt with x shown here are consistent with the results discussed earlier and
also with many past numerical studies of these flames (see for example [36]).
5. Conclusions
A simple algebraic closure for filtered reaction rate is investigated in this study using
static and dynamic evaluations of a model parameter involved in this closure. This reaction
rate closure involves the filtered scalar dissipation rate of a reaction progress variable for
premixed combustion. The particular model parameter, βc, chosen for dynamic evaluation
is related to the physics of flame front curvature effects induced by turbulence, chemical
reactions, molecular dissipation, and their interactions at sub-grid level. This parameter
was also shown to depend on the heat release parameter, the turbulent Reynolds number in
earlier studies [32], and possibly also on filter width because of the influence of the above
physical processes. Thus, the dynamic evaluation of this parameter is ideal and a dynamic
procedure is discussed in this paper. The stoichiometric methane–air mixture used for the
piloted Bunsen flames of Chen et al. [63] has unity Lewis number. A power-law based
model is also considered for the filtered scalar dissipation rate.
A priori assessment of these models is presented briefly for the sake of completeness,
and the focus of this study is on the assessment of the dynamicβc model usingLES. TheLES
employed 1.5M and 4.2M grids for this investigation. The various statistics, specifically the
averaged fuel mass fraction variation in the radial direction at a number of axial positions,
showed that the power-law based model is unable to see a flame on these two numerical
grids because the scale similarity of the progress variable gradient does not hold on these
two grids. For this scale similarity to hold, one needs a very fine grid (nearly two orders
of magnitude larger than is used here, in terms of total size) which is impractical. Also,
this scale similarity power-law based model will not work in conjunction with the algebraic
closure in Equation (1). However, the scale similarity of SGS velocity and filtered progress
variable, c˜, required for the dynamic evaluation of βc is easy to satisfy on a relatively
smaller grid. The various statistics such as averaged velocity, temperature, mass fractions
of different scalars, etc., obtained from LES compare well with the measured values of
these quantities. LES results obtained using empirically determined (static) values of βc are
used to assess the viability of the dynamic procedure. The difference in various statistics is
found to be small because the empirically determined βc values for the three Bunsen flames
are similar to the averaged value of βc obtained in the dynamic evaluation, which is verified
by analysing the PDF of βc. The evolution of flame brush thickness with axial distance
computed from LES results also compares quite well with measured values. The algebraic
closure used in this study inherently assumes high Damko¨hler number combustion and it
is of interest to extend this approach to include local finite rate chemistry effects. This can
be achieved using unstrained and strained flamelets to approximate filtered flames and this
will be explored in a future study.
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Notes
1. One could also have used a tabulated reaction rate instead of Equation (1), but this is not used
here so as to keep the focus on the dynamic evaluation of βc. However, remarks are made on this
point when discussing the results.
2. When the tabulated reaction rate is used instead of Equation (1), the computed flow statistics and
major species mass fractions differ by a very small amount in comparison to the results shown
here. However, the minor species mass fractions are improved as one would expect. These results
are not shown here as they are not required to address the main objective of this paper, which is
the dynamic evaluation of βc and its efficacies.
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